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Kapitel 1
Einführung
»Aller Anfang ist heiter, die Schwelle ist der Platz
der Erwartung.«
Johann Wolfgang von Goethe
In einer Umwelt, die von Vernetzung und Globalisierung geprägt ist, wächst der Wettbewerbsdruck
auf die Unternehmen am Markt stetig. Die effektive Nutzung der Ressourcen einerseits und die enge
Zusammenarbeit mit Lieferanten und Kunden andererseits führen für nicht wenige Unternehmen des
industriellen Sektors zu entscheidenden Wettbewerbsvorteilen, die das Fortbestehen jener Unterneh-
men am Markt sichern. Viele Unternehmen verstehen sich aus diesem Grund als Bestandteil einer so
genannten Lieferkette (Supply Chain).1
Die unternehmensübergreifende Steuerung und Optimierung des Wertschöpfungsprozesses stellt
ein wesentliches Problem des Supply Chain Managements dar und besitzt zur Erzielung von Wettbe-
werbsvorteilen einer Lieferkette gegenüber Konkurrenten ein sehr hohes Potential.
Ein Forschungsschwerpunkt der Professur Produktionswirtschaft und Industriebetriebslehre sowie
des Arbeitskreises Logistische Informationssysteme (LogIs) an der Technischen Universität Chemnitz sind
hierarchielose, regionale Produktionsnetzwerke.2 Das im Rahmen dieser Forschungsarbeit entstandene
kompetenzzellenbasierte Extended Value Chain Management (EVCM)3 generiert - vereinfacht beschrieben
- unternehmensübergreifende Angebotsnetze mit dem Ziel, eine den Präferenzen des Kunden des Un-
ternehmensnetzwerkes entsprechende Kombination vonKompetenzzellen auszuwählen, die die Durch-
führung bestimmter Prozesselemente entlang der Wertschöpfung des für den Kunden herzustellenden
Produktes übernehmen. Diese Auswahl bedarf einer übergreifenden Optimierung.4
1.1 Gegenstand der Arbeit
Gegenstand dieser Arbeit ist das im Extended Value Chain Management bestehende Problem der Op-
timierung von Angebotsnetzen. Im Rahmen dieser Arbeit soll das bestehende Problem ausführlich be-
schrieben und analysiert werden. Eine wesentliche Kernfrage stellt die Komplexität des Problems dar,
welche sowohl in der uni- als auch in der multikriteriellen Variante betrachtet werden soll. Neben der
Vorstellung des Problems sollen Ansätze auf Basis der dynamischen Programmierung und von Ant
Colony Optimization erörtert werden, die das Problem exakt beziehungsweise näherungsweise lösen.
Darauf aufbauend soll eine Hybridisierung der beiden Lösungsansätze angestrebt werden.
Neben der problemspezifischenModellierung sollen die entwickelten Ansätze außerdem inHinblick
auf ihre Eignung imRahmen der informationstechnischenUmsetzung des EVCM-Konzeptes untersucht
werden. Hierzu sollen die entwickelten Algorithmen einer Evaluierung unterzogen werden, die sowohl
die Lösungsgüte als auch den notwendigen Berechnungsaufwand einbezieht.
1Vgl. [For06, S. 1f.].
2Vgl. [DF06], [Log06].
3Vgl. [Tei02].
4Vgl. [Tei02, S. 481ff.].
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1.2 Dokumentstruktur
Das in dieser Arbeit untersuchte Optimierungsproblem von Angebotsnetzen im EVCM stellt ein kom-
plexes graphentheoretisches Problem der kombinatorischen Optimierung dar. Zudem unterliegt das
Problem einer Mehrfachzielsetzung. Aus diesem Grund soll nach der Erläuterung einiger theoretischer
Grundlagen aus den Bereichen der Graphentheorie, der Komplexitätstheorie und der diskreten Op-
timierung in Kapitel 2 die Thematik der mehrkriteriellen Optimierung in Kapitel 3 näher untersucht
werden.
In Kapitel 4 findet anschließend eine Einführung in die Begriffswelt des Extended Value Chain Ma-
nagements, gefolgt von der detaillierten Beschreibung des Optimierungsproblems in Angebotsnetzen
statt. Anschließend wird das Problem formalisiert und bezüglich seiner Komplexität näher untersucht.
In den beiden darauf folgenden Kapiteln 5 und 6 werden mit der dynamischen Programmierung
und Ant Colony Optimization ein exaktes Verfahren und ein heuristischer Lösungsansatz einerseits
theoretisch erläutert und andererseits problemspezifisch modelliert.
Diese Lösungskonzepte werden in Kapitel 7 aufgegriffen und zu hybriden Ansätzen zur Optimie-
rung von Angebotsnetzen weiterentwickelt.
Die vorgestellten Methoden sollen in Kapitel 8 abschließend evaluiert werden. Abbildung 1.1 zeigt
die strukturellen Abhängigkeiten zwischen den einzelnen Kapiteln.
Theoretische Grund-
lagen2
Optimierung bei
mehreren Zielen3
Hybride Optimierung
von Angebotsnetzen
Evaluierung der vor-
gestellten Verfahren
7
8
Dynamische Pro-
grammierung
Ant Colony
Optimization5 6
Angebotsnetze
im EVCM4
Abbildung 1.1: Strukturelle Abhängigkeit der Kapitel
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Kapitel 2
Theoretische Grundlagen
Bevor die eigentliche Thematik dieser Arbeit erörtert werden kann, ist die Vorstellung einiger theore-
tischer Grundlagen aus den Fachbereichen der Graphentheorie, der diskreten Optimierung sowie der
Komplexitätstheorie unabdingbar. Aufgrund dessen sollen die notwendigen Grundlagen in gebotener
Kürze vorgestellt werden.
2.1 Grundlagen der Graphentheorie
In diesem Abschnitt werden ausgewählte grundlegende Bausteine aus der Graphentheorie erläutert,
um begriffliche Verwendungen in späteren Teilen der Arbeit klarzustellen und abzugrenzen. In diesem
Zusammenhang soll zunächst der Graph als theoretisches Konstrukt und anschließend einige Eigen-
schaften dieses Konstruktes erläutert werden.
2.1.1 Gerichtete Graphen
Ein Graph G kann über das Tupel G = (V,E) definiert werden. In diesem Zusammenhang beschreibt V
eine endliche oder unendliche1, nichtleere Menge, deren Elemente v ∈ V als Knoten, Ecken oder Punkte
bezeichnet werden. Die Elemente e = {a, b}mit a, b ∈ V derMengeE ⊆ V 2 beschreiben zweielementige
Teilmengen aus V und werden als Kanten des Graphen zwischen den Endpunkten a und b bezeichnet,
wenn a .= b ist. Im Falle, dass a = b gilt, wird ein Element e Schlinge genannt. In der graphischen
Darstellung von Graphen werden Knoten als Punkte oder Kreise und Kanten als verbindende Linien
zwischen diesen Punkten dargestellt. In gerichteten Graphen, auch Digraphen2 genannt, setzt sich die
Menge E aus geordneten Paaren (a, b) zusammen, wobei a Startpunkt oder tail und b Endpunkt oder
head heißt. Aus Gründen der Unterscheidung zu ungerichteten Graphen wird für eine gerichtete Kante
auch die Bezeichnung Bogen verwendet. Gerichtete Kanten werden in der graphischen Darstellung mit
einer Pfeilspitze in Richtung des Endpunktes gekennzeichnet. Für Elemente dieser Menge werden die
Notationen e = ab oder e = a → b verwendet.3 Zwei Knoten a und b besitzen in einem Graphen
Mehrfachkanten, falls mindestens zwei oder mehr verschiedene Elemente ei ∈ E mit i = {1 . . . n} und
i ∈ N existieren, welche zwei Knoten a und b miteinander verbinden. Im ungerichteten Fall werden
zwei Kanten e1 = (a, b) und e2 = (b, a) als parallel bezeichnet. Im gerichteten Fall hingegen heißen die
Bögen beziehungsweise gerichteten Kanten e1 = a → b und e2 = b → a antiparallel, da sie zwar die
gleichen Knoten verbinden, sich ihre Richtung aber unterscheidet.4
1Im Rahmen dieser Arbeit werden jedoch ausschließlich Graphen mit endlichen Mengen betrachtet.
2Abkürzung für die engl. Bezeichnung »directed graph«.
3In dieser Arbeit wurde die Notation abweichend in der Form ea→b gewählt.
4Vgl. [Die00, S. 2f. i.V.m. S.25f.] und [Jun94, S. 18f].
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2.1.2 Wichtige Eigenschaften von Graphen
Neben der Definition sollen nachfolgend einige wesentliche Eigenschaften betrachtet werden, über wel-
che Graphen verfügen können.
Die Eigenschaft der Vollständigkeit besitzt ein Graph genau dann, wenn je zwei Knoten vi, vj ∈ V des
Graphen Gmit vi .= vj durch eine Kante verbunden sind. Ein Graph wird hingegen genau dann als leer
bezeichnet, wenn E = ∅ ist.5
Eine Kantenfolge in einem gerichteten Graphen ist eine Folge aus Kanten und Knoten, wobei einem
Knoten eine Kante und einer Kante ein Knoten folgt. Sie beginnt und endet mit einem Knoten. Demnach
kann eine Kantenfolge in der Form v0 ↪→ e0→1 ↪→ v1 ↪→ e1→2 ↪→ · · · ↪→ ei−1→i ↪→ vi ↪→ ei→i+1 ↪→ · · · ↪→
ek−1→k ↪→ vk mit 0 < k ∈ N und i = 1, ..., k dargestellt werden, wobei die Kante ei−1→i die Verbindung
des Knotens vi−1 und vi repräsentiere, wobei vi der Endpunkt der Kante ist. Als Weg oder Pfad wird
eine Kantenfolge genau dann bezeichnet, wenn alle Knoten v0, ..., vk und folglich auch alle Kanten der
Folge voneinander verschieden sind. Wenn die Teilkantenfolge v1...vk−1 einen Weg repräsentiert und
die Kantenfolge aufgrund von v0 = vk geschlossen ist, heißt sie Kreis oder Zyklus. Graphen, die keine
Kreise besitzen, werden als zyklenfreie Graphen bezeichnet.6
Die Eigenschaft des Zusammenhangs besitzt ein nichtleerer ungerichteter Graph genau dann, wenn
für je zwei Knoten vi, vj ∈ V des Graphen G einWeg zwischen vi und vj existiert.7
Ein Graph heißt gewichtet oder bewertet, wenn Kosten- oder Nutzenwerte für die einzelnen Kanten
oder Knoten des Graphen existieren, die durch Gewichte auf diesen Kanten oder Knoten repräsentiert
werden.8
2.2 Grundlagen der Komplexitätstheorie
Während in der Praxis hauptsächlich Optimierungsprobleme gelöst werden müssen, betrachtet die
Komplexitätstheorie Entscheidungsprobleme, die aber in enger Beziehung zu den zugehörigen Opti-
mierungsproblemen stehen. Die Transformation eines Optimierungsproblems, das auf die Bestimmung
der bestmöglichen Lösung eines Problems zielt, erfolgt auf Basis einer gegebenen Lösung dieses Pro-
blems und fragt nach der Eigenschaft der Lösung, optimal zu sein. Die Antwort eines Entscheidungs-
problems kann dabei immer über einen binären Wert, das heißt mit ja beziehungsweise wahr und nein
beziehungsweise falsch, formuliert werden.9
Ziel der Komplexitätstheorie ist es, für mit Computern berechenbare Probleme einen Minimalauf-
wand beziehungsweise -ressourcenbedarf für deren Lösung zu bestimmen. Bei der Ermittlung dieses
Minimalaufwands müssen sämtliche Algorithmen betrachtet werden, welche für die Lösung eines Pro-
blems infrage kommen. Dies stellt aufgrund der Vielzahl der möglichen Algorithmen die wesentliche
Schwierigkeit der Komplexitätstheorie dar.10 Ein für die Praxis relevanter Untersuchungsgegenstand
der Komplexitätstheorie ist dabei die Grenze zwischen der effizienten Lösbarkeit und dem prohibi-
tiv großen und unvertretbaren Rechenaufwand für die Lösung von Problemen.11 Aus diesem Grund
werden die Probleme, welche von der Komplexitätstheorie betrachtet werden, so genannten Komple-
xitätsklassen zugeordnet, die eine Aussage über die zu erwartende Schwierigkeit bei der Lösung des
Problems ermöglichen.
Um die Komplexitätsklassen näher erläutern zu können, werden zunächst die gängigen Komplexi-
tätsmaße vorgestellt.
5Vgl. [Kla99, S. 40f.].
6Vgl. [Kla99, S. 47].
7Vgl. [Die00, S. 10f.].
8Vgl. [BJ06, S. 6], [Dom97, S. 9f.].
9Vgl. [Wag03, S. 138].
10Vgl. [Weg03, S. V und S. 3f.].
11Vgl. [Weg03, S. V und S. 3f.].
4
2.2 Grundlagen der Komplexitätstheorie
2.2.1 Komplexitätsmaße
Der Zeitbedarf, den ein Algorithmus zur Berechnung der Lösung eines Problems benötigt, hängt von
den Eingabeparametern (Problem), dem verwendeten Rechner, der Programmiersprache und der Im-
plementierung des Algorithmus ab. Der Einfluss aller Größenmit Ausnahme der Problem-Eingabepara-
meter ist jedoch entweder stark begrenzt oder statisch.12 Um ein vergleichbares und allgemeines Kom-
plexitätsmaß zu gestalten, wird dieses in ausschließlicher Abhängigkeit vom verwendeten Algorithmus
und den Eingabeparametern definiert. Als Maß der Komplexität wird dabei die Anzahl der Operatio-
nen oder die Anzahl der Takte beziehungsweise Schritte betrachtet, die ein Algorithmus benötigt, um
das Entscheidungsproblem entweder mit positiver oder negativer Antwort zu lösen.13
Für ein Problem können in diesem Zusammenhang mehrere Komplexitätsmaße angegeben werden.
Zunächst kann der maximale Aufwand bestimmt werden, welchen ein Algorithmus zur Lösung des
Problems benötigt. Folglich können aus diesem Komplexitätsmaß Aussagen über Algorithmen und de-
ren Effizienz abgeleitet werden. DiesesMaßwird anhand derO-Notation nach Gleichung 2.1 definiert.14
O (f) = {t : N )−→ R≥ |∃c ∈ R> ∃n0 ∈ N ∀n ≥ n0 t (n) ≤ c · f (n)} (2.1)
DurchOwird laut Definition die Menge aller Funktionen t beschrieben, für welche ab einemWert n0
kein Funktionswert von t (n) über einemWert c ·f (n) liegt, wobei c einen existierenden konstantenWert
darstellt. Der Parameter n beschreibt die Größe des Problems hinsichtlich der Eingabeparameter, wie
beispielsweise die Anzahl von Knoten und Kanten in graphentheoretischen Problemen.15 Die Menge O
beschränkt somit die Komplexität mit f (n) nach oben. Ein Algorithmus, welcher durch die Komplexität
O (n2) beschränkt wird, benötigt somit maximal n2 Schritte beziehungsweise Operationen, bis er das
Problem der Eingabelänge n beantworten kann.
Entgegen dem maximalen Aufwand kann auch ein minimaler Aufwand betrachtet werden, den ein
beliebiger Algorithmus, der das Problem löst, mindestens benötigt, um eine Entscheidung zu treffen.
Dieses Komplexitätsmaß erlaubt demnach Aussagen über die Schwierigkeit des Problems, gestaltet sich
jedoch als sehr schwierig hinsichtlich der Bestimmung, da sämtliche Algorithmen betrachtet werden
müssen, die das Problem lösen. Somit kann im engeren Sinne ausschließlich eine Aussage über alle
bekannten Algorithmen, die das Problem lösen, abgeleitet werden. Dieses Maß wird anhand der Ω-
Notation nach Gleichung 2.2 definiert.16
Ω (f) = {t : N )−→ R≥ |∃c ∈ R> ∃n0 ∈ N ∀n ≥ n0 c · f (n) ≤ t (n)} (2.2)
Dieses Maß beschreibt somit mit der Menge Ω auf Basis der Funktion f (n) den minimalen Aufwand
beziehungsweise die minimale Anzahl von Schritten, die ein Algorithmus bei einer Eingabelänge von
n zur Problemlösung benötigt. Bei einer Komplexität von Ω
(
n2
)
existiert kein bekannter Algorithmus,
welcher bei deterministischer Vorgehensweise in weniger als n2 Schritten mit Sicherheit ein Problem
der Eingabelänge n entscheiden kann.
2.2.2 Komplexitätsklassen P und NP
Die Komplexitätstheorie hat Klassenkonstrukte entwickelt, welche Probleme mit ähnlichen Eigenschaf-
ten bezüglich der Schwierigkeit der Problemlösung zusammenfassen. Relevant für die Praxis sind da-
bei insbesondere die Komplexitätsklassen P und NP. Die Komplexitätsklasse P umfasst alle Probleme,
12Vgl. [Weg03, S. 21]. Dies begründet sich auch auf der erweiterten churchschen These, welche besagt, dass alle Rechnermodelle
sich gegenseitig mit polynomiellen Aufwand simulieren können und somit Probleme unabhängig vom gewählten Rechnermodell
sind. Vgl. [Weg03, S. 22-25].
13Vgl. [Weg03, S. 21], [Wag03, S. 138].
14Vgl. [Wag03, S. 34].
15Vgl. [Wag03, S. 34].
16Vgl. [Wag03, S. 35f.].
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für die ein bekannter deterministischer Algorithmus existiert, der nach endlich vielen Operationen be-
ziehungsweise Schritten eine Lösung für das Problem liefert, wobei die Anzahl der Schritte durch ein
Polynom p : N )−→N der nachfolgenden Form begrenzt ist.17
p (n) = aknt + ak−1nk−1 + · · · , aini, · · ·+ a1n+ a0, ai, k ∈ N
Da die Komplexität des Problems somit polynomiell in Abhängigkeit von der Problemgröße beschränkt
werden kann, werden Probleme der Klasse P als effizient lösbar betrachtet.18
Die Klasse NP kann ähnlich definiert werden und umfasst alle Probleme, für welche ein nichtdeter-
ministischer Algorithmus existiert, welcher eine polynomiell beschränkte Laufzeit besitzt. Je nach Sicht-
weise ist ein nichtdeterministischer Algorithmus entweder im Besitz der Fähigkeit, die richtigen Berech-
nungsschritte zu erraten oder sämtliche bis zu 2p(n) Rechenwege in maximal p(n) atomaren Schritten zu
enumerieren. Aufgrund dessen ist der nichtdeterministische Algorithmus praktisch nicht realisierbar,
sondern ausschließlich ein abstraktes Konstrukt der theoretischen Informatik.19 Für die Komplexitäts-
klassen P und NP gilt folglich die Teilmengenbeziehung P ⊆ NP, wobei die Frage nach der Echtheit der
Teilmengenbeziehung ein ungelöstes Problem der Mathematik darstellt.20 Probleme, die in der Klasse
NP liegen und für welche nicht bekannt ist, ob sie gleichzeitig in P liegen, werden als nicht effizient
lösbar eingestuft, da bisher kein Algorithmus gefunden wurde, der das Problem sicher in polynomieller
Zeit lösen kann. Für diese Probleme sind bisher nur Algorithmen bekannt, die eine exponentielle oder
höhere Anzahl von Operationen ausführen müssen, um das Problem zu lösen.21
2.2.3 Problemrelationen und polynomielle Reduktion
Unter der Annahme, C sei eine Komplexitätsklasse, heißt ein ProblemA genau dann C-schwierig, wennA
mindestens genauso schwierig zu lösen ist, wie jedes andere Problem B ∈ C. Die Komplexitätsklasse C
wird dabei durch die schwierigsten Probleme in C repräsentiert. A heißt C-vollständig, wenn A einerseits
C-schwierig ist und andererseits zur Komplexitätsklasse C gehört. Kann für ein ProblemA nachgewiesen
werden, dass es mindestens genauso schwierig wie ein C-vollständiges Problem ist, impliziert dies, dass
A die Eigenschaft der C-Schwierigkeit besitzt. Wird zusätzlich nachgewiesen, dass A ∈ C gilt, folgt
daraus, dass A die Eigenschaft der C-Vollständigkeit besitzt.22
Der Nachweis, dass ein Problem A mindestens genauso schwierig wie ein Problem B ist, erfolgt im
Allgemeinen über die polynomielle Reduktion. Ein ProblemB wird auf ein ProblemA reduziert, indem
die Eingaben von B mit Hilfe einer Funktion δ in Eingaben von A transformiert werden. Alle Problem-
instanzen von B können demnach durch diese Transformation als Probleminstanzen von A abgebildet
werden. Stellt δ eine polynomiell berechenbare Funktion dar, ist B polynomiell auf A reduzierbar und
folglich A mindestens genauso schwierig wie B.23 Daraus folgt, dass ein Problem NP-vollständig ist,
wenn es auf ein anderes NP-vollständiges Problem reduziert werden kann und Element der Klasse NP
ist.
Den ersten Beweis zur NP-Vollständigkeit eines Problems erbrachte der Begründer der NP-Vollstän-
digkeitstheorie STEPHEN COOK im Jahre 1971 für das Erfüllbarkeitsproblem (SAT).24 Der Nachweis der
17Wobei auch logarithmische Komplexitätsmaße aufgrund von log n ≤ n als klassenzugehörig betrachtet werden. Vgl. [Sch01,
S. 152f.].
18Dabei sollte jedoch auch beachtet werden, dass nach dieser Definition die Komplexität O n100 oder größer ebenfalls poly-
nomieller Natur ist, jedoch kaum als effizient lösbar betrachtet werden kann. Vgl. [Grö05, S. 264].
19Vgl. [Weg03, S. 44f.].
20Die Antwort auf die Frage, ob P ⊂ NP und somit P #= NP oder P = NP gilt, zählt zu den 7 wichtigsten ungelösten Problemen
der Mathematik, auf dessen Lösung ein Preisgeld von 1 Mio. $ ausgesetzt wurde. Vgl. [Grö05, S. 268].
21Vgl. [Sch01, S. 153ff.].
22Vgl. [Weg03, S. 71].
23Vgl. [Weg03, S. 65f.].
24Vgl. Beweis in [Coo71].
6
2.3 Diskrete und kombinatorische Optimierung
NP-Vollständigkeit aller übrigen Probleme kann, vorausgesetzt das Problem gehört zur Klasse NP, über
die polynomielle Reduktion auf SAT oder ein anderes NP-vollständiges Problem erbracht werden.25
2.3 Diskrete und kombinatorische Optimierung
Gegenstand dieser Arbeit ist die Analyse und die exakte sowie näherungsweise Lösung eines Problems
aus der Klasse der kombinatorischen Optimierung. Aus diesem Grund und zur Begriffsabgrenzung soll
diese Problemklasse im Folgenden kurz vorgestellt werden.
2.3.1 Problemdefinition und Eigenschaften
Bei näherer Betrachtung der Strukturen von Entscheidungsmodellen stellt die diskrete Optimierung ne-
ben der stetigen Optimierung, in der sämtliche Entscheidungsvariablen durch reelle Zahlen repräsentiert
werden, und der dynamischen Optimierung, in welcher Zeitfunktionen oder Folgen von Entscheidungen
betrachtet werden, einen dritten wesentlichen Typ von Optimierungsmodellen dar.26
Diskrete Optimierungsmodelle zeichnen sich durch die Eigenschaft aus, entweder über eine end-
lich große oder zumindest abzählbar unendlich große Entscheidungsmenge zulässiger Alternativen zu
verfügen.27
Aufgrund dessen besteht die Möglichkeit, jeder Entscheidungsalternative eine natürliche Zahl zu-
zuordnen, wobei die resultierende Entscheidungsmenge U zumeist als Menge von binären Vektoren
U ⊆ {0, 1}n oder als Menge von Vektoren aus natürlichen Zahlen U ⊆ Nn gegeben ist. Daher werden
diskrete Optimierungsmodelle in der Literatur auch oft als ganzzahlige Modelle bezeichnet. Ein weite-
res Synonym stellt der Begriff der kombinatorischen Optimierung dar, welcher darauf zurückzuführen ist,
dass die Ableitung der Größe der Lösungsmenge häufig durch einfache kombinatorische Überlegungen
aus den Eingabeparametern des Problems möglich ist. Alternativ kann die Menge U jedoch auch durch
ein graphentheoretisches Problem definiert werden.28
Unter der Annahme, U sei eine endliche oder abzählbar unendlich große Menge, kann ein diskretes
Optimierungsproblem durch eine Zielfunktion F : U )−→ Rwie nach Gleichung 2.3 definiert werden.29
F (u)⇒ max! bzw. min! u ∈ U (2.3)
Da für viele ganzzahlige beziehungsweise diskrete Optimierungsprobleme exakte Methoden auf-
grund der Komplexität des Problems einen zu hohen Rechenaufwand benötigen, werden oft Heuristi-
ken zur Approximation der Lösung eingesetzt.30
2.3.2 Ausgewählte Optimierungsprobleme
Nachfolgend werden einige ausgewählte und für diese Arbeit relevante kombinatorische Probleme vor-
gestellt. Insbesondere das Rucksackproblem und das Travelling Salesman Problem sowie das Kürzeste-
Wege-Problem sind bekannte Vertreter der diskreten Optimierung.
2.3.2.1 Das Rucksackproblem
Einem Reisenden stehe ein Rucksack zur Verfügung, welcher ein Maximalgewicht k aufnehmen kann.
Des Weiteren existieren n verschiedene Gegenstände j ∈ {1 . . . n}, welchen jeweils ein Wert pj und ein
25Vgl. [Weg03, S. 82].
26Vgl. [Kis03, S. 4ff.].
27Vgl. u.a. [Tei02, S. 319], [Bom93, S. 431], [Kis03, S. 6].
28Vgl. [Bom93, S. 431], [Kis03, S. 6].
29Vgl. [Bom93, S. 432].
30Vgl. [Kis03, S. 6ff.].
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Gewicht wj zugeordnet ist. Das daraus resultierende Optimierungsproblem ergibt sich aus der Frage,
welche Gegenstände in den Rucksack eingepackt werden sollen, um den Wert des Inhaltes zu maxi-
mieren, ohne jedoch dabei die zulässige Gewichtsschranke k zu überschreiten.31 Formal kann dieses
Problem wie folgt definiert werden.
n∑
j=1
pjuj ⇒ max! (2.4)
Hierbei gilt als Nebenbedingung die folgende Kapazitätsrestriktion
n∑
j=1
wjuj ≤ k (2.5)
mit uj ∈ {0, 1} und j ∈ {1 . . . n}. Die Entscheidungsvariable uj nimmt den Wert 1 an, falls der Ge-
genstand j eingepackt werden soll beziehungsweise 0, falls der Gegenstand j nicht eingepackt werden
soll.
In [Kel04] wird durch die Reduktion des NP-vollständigen Subset Sum Problems auf das Rucksack-
problem (auch knapsack problem) gezeigt, dass auch dieses zur Klasse der NP-vollständigen Probleme
gehört.32
Equality Knapsack ist eine Variante des Grundproblems, bei welchem anstatt der normalen Kapazi-
tätsrestriktion, die forderte, dass das Gewicht nicht größer als die vorhandene Kapazität sein darf, die
genaue Gleichheit zwischen Kapazität und des Gesamtgewichts aller eingepackten Gegenstände be-
dingt.33 Formal kann diese Restriktion demnach in der Form
n∑
j=1
wjuj = k (2.6)
definiert werden. Diese Variante ist aufgrund der NP-Vollständigkeit des Subset Sum Problems ebenso
wie die Basisvariante NP-vollständig.34
2.3.2.2 Travelling Salesman Problem
Das NP-vollständige Rundreiseproblem stellt einen Reisenden oder Verkäufer vor die Aufgabe, eine
kürzeste Rundreise zwischen n Städten zu finden, ohne dabei eine Stadt mit Ausnahme jener, in welcher
die Rundreise beginnt, mehr als ein Mal zu besuchen.35 Formal kann das Problem durch einen unge-
richteten, vollständigen und gewichteten Graphen beschrieben werden, in welchem ein so genannter
Hamiltonkreis36 kürzester Länge bezüglich der Kantengewichte gesucht wird.37
Zur formalen Beschreibung des Problems wird die Entscheidungsmatrix U der Größe n× nmit den
Elementen uij ∈ {0, 1} mit i, j = 1, ..., n definiert, wobei U eine Rundreise und somit eine Lösung des
Problems repräsentiert. Die Elemente uij ∈ U ergeben sich nach Gleichung 2.7.38
uij ←
{
1 wenn die Kante eij Bestandteil der Rundreise ist
0 sonst
(2.7)
31Vgl.[Weg03, S. 17].
32Vgl. [Kel04, S. 491].
33Vgl. [Kel04, S. 413f.].
34Vgl. [Kel04, S. 487ff.].
35Vgl. [Hop00, S. 373], [Wag03, S. 90f.].
36Ein Hamiltonkreis ist ein Kreis durch den Graphen, welcher alle Knoten des Graphen enthält. Vgl. Abschnitt 2.1.2 i.V.m.
[Die00, S. 211].
37Vgl. [Hop00, S. 373], [Rei90, S. 247f.] sowie [Sch01, S. 165].
38Die nachfolgenden formalen Beschreibungen entstammen [Kal97, S. 214f.].
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Um sicherzustellen, dass U einen Hamiltonkreis beschreibt, gelten die folgenden Gleichungen 2.8
und 2.9 als durch die Entscheidungsmatrix U zu erfüllende Restriktionen.
n∑
j=1
uij = 1 für i ∈ {1, 2, ..., n} , i .= j (2.8)
n∑
i=1
uij = 1 für j ∈ {1, 2, ..., n} , i .= j (2.9)
Unter der Annahme, dass die Kantengewichte durch die Variable cij beschrieben werden, kann auf
Basis der dargelegten Problemdefinition das Ziel der Optimierung wie folgt formuliert werden.
n∑
i=1
n∑
j=1
uij · cij ⇒ min! mit i .= j (2.10)
Das Travelling Salesman Problem ist eines der schwierigsten algorithmischen Probleme. Die NP-
Vollständigkeit dieses Problems kann durch die Technik der Reduktion auf andere NP-vollständige
Probleme bewiesen werden.39
2.3.2.3 Kürzeste Wege durch Graphen
Eng verwandt mit dem Rundreiseproblem ist das Kürzeste-Wege-Problem. Entgegen dem Rundreise-
problem wird jedoch nicht nach einer Rundreise durch alle Städte (Knoten) eines Graphen, sondern
nach dem kürzesten Weg zwischen einem als Startpunkt und einem als Endpunkt definierten Knoten
des Graphen gesucht.40
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Abbildung 2.1: Beispielhaftes Kürzeste-Wege-Problem
Die Abbildung zeigt einen unvollständigen, ungerichteten, gewichteten Graph, in welchem der kür-
zeste Weg zwischen den Knoten v1 und v2 bestimmt und markiert wurde.
Dieses Problem ist jedoch, anders als TSP, effizient lösbar. DIJKSTRA entwickelte einen Algorithmus,
welcher das Problemmit einemKomplexitätsbedarf vonO (n2) löst.41 Der Algorithmus von FLOYD und
WARSHALL bestimmt sogar sämtliche kürzeste Wege zwischen allen Knoten mit einer Komplexität von
O (n3).42 Das Problem ist demnach Element der Komplexitätsklasse P.
39Vgl. [Wag03, S. 117], [Sch01, S. 163., S. 178f.].
40Vgl. [Wag03, S. 117].
41Vgl. [Dij59].
42Vgl. [Wag03, S. 117] sowie [Flo62] und [War62].
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Kapitel 3
Optimierung bei Mehrfachzielsetzung
Mehrkriterielle Probleme beschreiben die Realität meist deutlich besser als Probleme, welche das Opti-
mierungsziel ausschließlich durch eine zu minimierende Kosten- oder zu maximierende Gewinnfunk-
tion definieren. In so genannten real world problemsmüssen sehr oft Entscheidungen unter teilweise sehr
vielen Gesichtspunkten, mit Hilfe so genannter Kriterienbündel, getroffen werden. Neben quantifizier-
baren Größen wie Kosten, Gewinn oder Kapitalbindung sind häufig auch Ziele von Bedeutung, die nur
qualitativ artikulierbar sind. So sind beispielsweise soziale oder ökologische Aspekte nicht zu vernach-
lässigen.1 Zahlreiche Anwendungen zur Behandlung spezieller mehrkriterieller Probleme zeigen die
Wichtigkeit dieser Thematik in der Praxis auf.2
Ein gutes Beispiel für mehrkriterielle Probleme (mit konfliktären Zielen) stellt die Reihenfolge- be-
ziehungsweise Ablaufplanung in der betrieblichen Produktion dar, in welcher aufgrund von Bewer-
tungsproblemen eine Reduktion der Kosten- auf Zeitziele stattfindet. Ziele in der Reihenfolgeplanung
sind neben anderen die gleichzeitige Maximierung der Kapazitätsauslastung und die Minimierung der
Durchlaufzeit.3 Weitere Ziele können beispielsweise die Vermeidung von Überstunden oder die Mini-
mierung von Terminüberschreitungskosten sein.
Da auch das im Rahmen dieser Arbeit betrachtete Optimierungsproblem zur Auswahl von Kom-
petenzzellenangeboten aus einem Angebotsnetz einer Mehrfachzielsetzung unterliegt, soll nachfolgend
eine Einführung in die multikriterielle Entscheidung und Optimierung stattfinden.4
3.1 Mehrkriterielle Probleme
Die Definition aus Abschnitt 2.3 auf Seite 7 betrachtete ausschließlich unikriterielle Probleme (SOP5).
Nachfolgend soll zunächst eine formale Definition von Problemen mit mehrfacher Zielsetzung erfol-
gen. Anschließend soll auf mögliche Abhängigkeiten und Beziehungen zwischen den Zielen näher ein-
gegangen werden.
3.1.1 Problemstellung
Ein mehrkriterielles Optimierungsproblem (MOP6) kann als Erweiterung eines unikriteriellen Optimie-
rungsproblems definiert werden. Während in einem einkriteriellen Optimierungsproblem stets genau
1Vgl. ähnliche Darstellungen in [Zim91, S. V], [Rot98, S. 17], [Zim91, S. V] und [Kam06, S. 20].
2Eine gute Übersicht findet sich beispielsweise in [Bam96, S. 43].
3Diese Problematik wird auch als Dilemma der Ablaufplanung bezeichnet. Vgl. [Käs04, S. 174].
4Vgl. Kapitel 4.
5Abkürzung für die engl. Bezeichnung »Single Objective Problem«.
6Abkürzung für die engl. Bezeichnung »Multi Objective Problem«.
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eine zu minimierende oder zu maximierende Zielfunktion das Ziel des Problems beschreibt, existieren
im multikriteriellen Fall mehrere solcher Funktionen, welche jeweils ein separates Ziel repräsentieren.
Formal beschrieben sei M ein mehrkriterielles Optimierungsproblem mit Z verschiedenen Zielkri-
terien z ∈ {1, ..., Z} und den zugehörigen Zielfunktionen fz . Der Lösungsraum eines Problems M sei
durch das Symbol Π beschrieben. Die Zielfunktionen können formal wie folgt definiert werden.
fz : Π )−→ R z = 1, ..., Z
Für pi ∈ Π repräsentiere fz (pi) den Zielfunktionswert des z-ten Optimierungskriteriums der Lösung
pi. In diesem Zusammenhang sei darauf hingewiesen, dass viele Verfahren fordern, dass alle Zielkrite-
rien entweder zu minimieren oder zu maximieren sind. Handelt es sich um ein Optimierungsproblem,
welches sowohl zu minimierende Zielfunktionen von Zielkriterien als auch zu maximierende enthält,
so müssen einige Zielfunktionen geeignet invertiert werden. Das Problem kann in der Form
Zielfunktion y = F (pi) =

f1 (pi)
f2 (pi)
...
fz (pi)
...
fZ (pi)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
pi ∈ Π

⇒ min! bzw. max!
Nebenbedingungen ε (pi) = (ε1 (pi) , ε2 (pi) , ..., εj (pi) , ..., εm (pi)) ≤ 0
(3.1)
abgebildet werden. Dabei wird pi ∈ Π als Entscheidungsvektor oder Lösung des Problems und Π als
Entscheidungs- oder Lösungsraum bezeichnet. Der Vektor y ∈ Y wird Zielvektor und Y Zielraum ge-
nannt. Die Nebenbedingungen ε bestimmen die Teilmenge des Lösungsraums, die zulässig respektive
gültig ist.7 Diese Abbildung entspricht der Form eines Vektoroptimierungsproblems.8
3.1.2 Zielbeziehungen
Existieren für ein Optimierungsproblemmehrere Ziele, so können diese in unabhängiger (auch neutraler),
komplementärer oder konkurrierender (auch konträrer) Beziehung zueinander stehen. Diese Zielbeziehun-
gen sollen nachfolgend näher betrachtet werden.
Stehen zwei Ziele in komplementärer Beziehung, so bewirkt eine Verbesserung des Zielfunktions-
wertes einer zugehörigen Zielfunktion ebenso eine Verbesserung des Zielfunktionswertes der Zielfunk-
tion des anderen Ziels. Analog würde eine Verschlechterung eines Zielfunktionswertes einer Funktion
genauso zu einer Verschlechterung der anderen Zielfunktion führen. Ist die Beziehung zweier Ziele kon-
kurrierend, stehen diese Ziele im Konflikt. Dies bedeutet, dass eine Verbesserung des Zielerreichungs-
grades von einem der Ziele zu einer Verschlechterung der Zielerreichung des anderen Ziels führen
würde. In einer neutralen, auch als indifferent bezeichneten Beziehung, kann keine Konkurrenz oder
Komplementarität zwischen den Zielen nachgewiesen werden.9
Aufgrund dieser Zusammenhänge können Schlussfolgerungen über den Lösungsraum des zugrun-
de liegenden Optimierungsproblems gezogen werden. Stehen alle Ziele eines Optimierungsproblems
in komplementärer Beziehung, so existiert mindestens genau eine Lösung, welche für jedes Ziel den
optimalen Zielfunktionswert besitzt. Eine Lösung, die diese Eigenschaft aufweist, wird als perfekte Lö-
7Vgl. [Tei01, S. 315f.].
8Vgl. [Kle02, S. 372].
9Vgl. [Bam96, S. 46f.], [Käs04, S. 173f.].
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sung bezeichnet.10 Besteht zwischen allen Zielen eine symmetrische Komplementarität aller Ziele, kann
ein multikriterielles Optimierungsproblem auf ein einkriterielles Optimierungsproblem reduziert wer-
den.11 Stehen hingegen mindestens zwei Ziele in Konflikt, enthält Π keine Lösung pi, die für alle Ziele
des Optimierungsproblems ein Optimum darstellt.12 In diesem Falle kann, ebenso wie bei neutraler
Zielbeziehung, eine Reduktion eines MOP auf ein SOP nicht ohne weiteres durchgeführt werden. Aus
diesem Grund wird nachfolgend der Begriff der Optimalität bei mehrfacher Zielsetzung geklärt.
3.2 Optimalität bei mehrfacher Zielsetzung
Das Paretokriterium geht auf den Ökonomen VILFREDO PARETO (1848-1923) zurück und beschreibt
ein volkswirtschaftliches Konzept, das die Effizienz einer Allokation von Gütern in einer Gesellschaft
definiert. Eine Allokation gilt genau dann als effizient, wenn es durch eine Umverteilung von Gütern
auf Konsumenten nicht möglich ist, ein beliebiges Wirtschaftssubjekt besser zu stellen, ohne gleichzei-
tig mindestens ein anderes Wirtschaftssubjekt schlechter zu stellen. Ein solcher Zustand wird als effi-
ziente beziehungsweise paretooptimale Allokation bezeichnet.13 Ausgehend von einer Gesamtmenge
an Gütern können sehr viele paretooptimale Zustände existieren, welche durch eine unterschiedliche
Verteilung der Güter auf einzelne Wirtschaftssubjekte erreichbar sind. Mit dem Paretokriterium kann
demnach keine Aussage über Fairness oder Gerechtigkeit bei der Verteilung von Gütern abgeleitet wer-
den. Welcher spezielle paretooptimale Zustand hinsichtlich einer Allokation anstrebenswert ist, obliegt
den wirtschafts- und sozialpolitischen Intentionen der zugrunde liegenden Gesellschaft.14
Dieser volkswirtschaftliche Ansatz ist auf die Lösung multikriterieller Optimierungsprobleme über-
tragbar, wenn die Wirtschaftssubjekte den Zielkriterien und die zu verteilenden Güter den Zielerrei-
chungsgraden dieser Zielkriterien entsprechen. In diesem Zusammenhang sollen zunächst die Begriffe
der starken und schwachen Dominanz von Lösungen definiert werden, um das Konzept der Paretoop-
timalität in multikriteriellen Optimierungsproblemen zu konkretisieren.
3.2.1 Paretooptimalität
Um eine Beziehung zwischen Lösungen eines Optimierungsproblems darzustellen, werden die Begriffe
der starken und schwachen Dominanz verwendet, welche im Folgenden definiert werden.
Seien pi1 und pi2 gültige Lösungen des bereits in Abschnitt 3.1.1 definierten und zu minimierenden
Optimierungsproblems M . Gilt der nachfolgende Zusammenhang zwischen den Zielfunktionswerten
der Lösungen pi1 und pi2, so wird die Lösung pi2 von der Lösung pi1 stark dominiert.
fz (pi1) < fz (pi2) ∀z ∈ {1, . . . , Z} (3.2)
Dies bedeutet, dass die Kosten- beziehungsweise Zielfunktionswerte der Lösung pi1 für jedes Zielkri-
terium kleiner (besser) sind als die der Lösung pi2. Eine starke Dominanz der Lösung pi1 gegenüber pi2
sei durch die Schreibweise pi1 ! pi2 gekennzeichnet. Handelt es sich hingegen nur um eine schwache
Dominanz der Lösung pi1 gegenüber pi2 müssen nur die Bedingungen
fz (pi1) ≤ fz (pi2) ∀z ∈ {1, . . . , Z}
fz (pi1) < fz (pi2) ∃z ∈ {1, . . . , Z}
(3.3)
10Vgl. [Dom91, S. 45].
11Symmetrische Komplementarität beschreibt eine wechselseitige Komplementarität zwischen mehreren Zielen. Vgl. [Bam96,
S. 47].
12Vgl. [Dom91, S. 45].
13Vgl. [Han02, S. 50].
14Vgl. [Han02, S. 79].
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erfüllt sein, was bedeutet, dass sämtliche Zielfunktionswerte der Zielkriterien der Lösung pi1 nicht klei-
ner (schlechter) als die der Lösung pi2 sein dürfen, jedochmindestens ein Zielfunktionswert im Vergleich
zu pi2 tatsächlich kleiner (besser) sein muss.15 Die schwache Dominanz einer Lösung pi1 gegenüber pi2
sei durch die Schreibweise pi1 " pi2 dargestellt. Durch die strengere Restriktion der starken Dominanz
ergibt es sich, dass jede starke Dominanz auch eine schwache Dominanz ist.
Formal kann die Paretooptimalität einer Lösung pi∗ ∈ Π durch die Eigenschaft definiert werden, dass
keine Lösung pi ∈ Πmit pi .= pi∗ und pi " pi∗ existiert. Wird demnach eine Lösung pi∗ von keiner anderen
Lösung des Optimierungsproblems schwach oder stark dominiert, heißt diese Lösung paretooptimal.16
Wird ein Algorithmus zur Lösung des Optimierungsproblems in der Form modelliert, dass durch
ihn alle Lösungen ausgeschlossen werden, die durch eine andere Lösung in Πmindestens schwach do-
miniert werden, ermittelt dieser sämtliche paretooptimalen Lösungen. Die Menge aller paretooptimalen
Lösungen Π∗ konstruiert im Zielraum des Problems die so genannte Paretofront Y ∗.17
3.2.2 Eigenschaften der paretooptimalen Lösungsmenge
Aus den Definitionen der Dominanz und der Eigenschaft der Paretooptimalität kann abgeleitet werden,
dass, falls die Menge aller paretooptimalen Lösungen eine Lösung enthält, welche über die Eigenschaft
der schwachen oder starken Dominanz gegenüber allen übrigen Lösungen verfügt, diese die einzige
Lösung in dieser Menge ist, da sie von keiner anderen Lösung dominiert werden kann. Gemäß der
Definition ist diese Lösung perfekt. Perfekte Lösungen sind somit ein Spezialfall der Paretooptimalität.
Unabhängig von den Zielbeziehungen können folgende Aussagen über die paretooptimale Lösungs-
menge eines multikriteriellen Optimierungsproblems getroffen werden. Einerseits kann die Menge der
paretooptimalen Lösungen genau dann nicht leer sein, wenn der Lösungsraum des Optimierungspro-
blems keine leere Menge bildet. Andererseits ergibt sich, dass die Menge der paretooptimalen Lösungen
Π∗ gleich der Menge aller Lösungen Π ist, falls keine Lösung im Lösungsraum existiert, welche eine an-
dere Lösung zumindest schwach dominiert. Somit gilt die nachfolgende Teilmengenbeziehung.
Π∗ ⊆ Π (3.4)
Die Anzahl der paretooptimalen Lösungen kann somit nicht stärker als durch den Lösungsraum Π
begrenzt werden. Insbesondere bei Problemen, deren Lösungsraum exponentiell im Vergleich zur Ein-
gabegröße einer Probleminstanz wächst, kann die Enumeration aller Lösungen der Front ein nicht zu
vernachlässigendes Speicherproblem darstellen.
3.2.3 Idealpunkte und Nadir-Punkt der Front
Aufgrund der Relevanz in späteren Abschnitten und Kapiteln soll nachfolgend auf spezielle Punkte
respektive Vektoren im Zielraum, welche diesen oder die Paretofront beschränken, näher eingegangen
werden.18
Der positive Idealpunkt, auch ideal point oder utopia point genannt, stellt einen Vektor y+ im Z-
dimensionalen Raum dar, dessen Elemente y+z den jeweiligen optimalen Zielerreichungsgrad eines Ziel-
kriteriums z beinhalten. Der Wert y+z stellt den Optimalwert dar, welcher durch eine einkriterielle Opti-
mierung für das Kriterium z ermittelt werden würde. Unter der Annahme, dass alle Zielfunktionen zu
minimieren sind, kann dieser Punkt y+ wie folgt formal definiert werden.19
15Vgl. [Mer02, S. 113] und [Mie99, S. 10ff.].
16Vgl. [Mer02, S. 113] und [Mie99, S. 10ff.].
17Vgl. [Mer02, S. 113].
18Dieses Konstrukt wird beispielsweise im Compromise Programming (Abschnitt 3.4.6) benötigt. Auch die in Kapitel 7 entwi-
ckelten hybriden Methoden greifen teilweise auf diese Punkte zurück.
19Vgl. [Ehr05, S. 34], [Mie99, S. 15f.].
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y+ =

y+z
...
y+z
...
y+Z

mit y+z = min
pi∈Π
fzpi (pi) (3.5)
Der positive Idealpunkt existiert als Zielfunktionsvektor nur dann als zulässige Lösung, wenn ein Pro-
blem eine perfekte Lösung besitzt und ist bei allen übrigen Problemen nicht erreichbar.20
Der negative Idealpunkt, auch negative ideal point oder anti-ideal point genannt, entspricht dem ge-
nauen Gegenteil und beschreibt einen Vektor y−, dessen Elemente y−z den jeweiligen pessimalen Zieler-
reichungsgrad für das Kriterium z beinhalten. DieserWert könnte durch eine einkriterielle Optimierung
für das Kriterium z ermittelt werden, wenn das Ziel der Optimierung umgekehrt wird.21 Formal ist der
Punkt y− wie folgt definiert.
y− =

y−z
...
y−z
...
y−Z

mit y−z = max
pi∈Π
fzpi (pi) (3.6)
Der negative Idealpunkt beschreibt somit das inverse Konzept des positiven Idealpunktes und be-
schränkt den Zielraum als untere Grenze. Es kann keine zulässige Lösung geben, welche von y− do-
miniert wird.22
Zusätzlich ergibt sich aus dem positiven Idealpunkt der so genannte nadir point (dt. Fußpunkt). Die-
ser Nadir-Punkt yN ergibt sich aufgrund des Dominanzkonzeptes nach dem Paretokriterium und stellt
eine untere Beschränkung der Paretofront dar. Formal ergibt sich der Punkt nach folgender Gleichung,
wobei Π∗ die Menge der paretooptimalen Lösungen darstelle.
yN =

yNz
...
yNz
...
yNZ

mit yNz = max
pi∈Π∗
fzpi (pi) (3.7)
Der Nadir-Punkt beschreibt als Fußpunkt der Paretofront deren untere Begrenzung, wobei definitions-
gemäß keine paretooptimale Lösung pi∗ ∈ Π existieren kann, für welche F (pi∗) 5 yN gilt.23
3.3 Multikriterielle kombinatorische Optimierung
Da ausschließlich kombinatorische Optimierungsprobleme Gegenstand dieser Arbeit sind, soll die mul-
tikriterielle Optimierung im Folgenden aus deren Perspektive näher betrachtet werden. In diesem Zu-
sammenhang werden zunächst verschiedene Problemlösungsansätze und -klassen der Entscheidungs-
theorie vorgestellt und einemögliche Einordnung kombinatorischer Probleme vorgenommen. Anschlie-
ßend werden grundsätzliche Vorgehensweisen für die mehrkriterielle kombinatorische Optimierung er-
örtert.
20Vgl. [Ehr05, S. 34], [Mie99, S. 15f.] i.V.m. [Dom91, S. 45].
21Vgl. [Han98, S. 20].
22Vgl. [Han98, S. 20], angepasst für ein Minimierungsproblem.
23Vgl. [Mie99, S. 16f.], [Yoo95, S. 38].
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3.3.1 Klassifizierung entscheidungstheoretischer Ansätze
Die Reihe der multikriteriellen Entscheidungsverfahren ist sehr groß, weshalb zunächst eine Klassifizie-
rung der verfügbaren Methoden erfolgen soll. Da sich in der Literatur keine einheitliche Klassifizierung
findet, sollen verschiedene Klassifizierungsmodelle nachvollzogen werden.
3.3.1.1 Multiattributive und multiobjektive Verfahren
Klassische multikriterielle Entscheidungsmodelle können unter dem Begriff Multi Criteria Decision Ma-
king zusammengefasst werden. Diese werden nach HWANG und YOON in Multi Objective Decision Ma-
king (MODM) undMulti Attribute Decision Making (MADM) unterschieden.24 Wesentliche Unterschiede
zwischen den Klassen finden sich einerseits in der Problemstruktur und andererseits in der Art der
Problemlösung. WEBER beschreibt den Unterschied zwischen diesen Gruppen wie folgt.
»Multiobjektive Methoden dienen zur Erarbeitung von Lösungen für Probleme mit meh-
reren, teilweise konfliktären, jedenfalls aber quantifizierbaren Zielen, die unter Einhaltung
vorgegebener Restriktionen bestmöglich zu erreichen sind. [...] Die multiattributivenMetho-
den (multiattributive methods) sind dagegen primär auf eine im voraus begrenzt festgelegte
Zahl von Attributen und deren vergleichsweise Gewichtung imHinblick auf eine - eventuell
nur implizit erkennbare - Zielvorgabe ausgerichtet.«25
Methoden der Gruppe MADM fordern demnach die explizite Vorgabe einer endlichen Alternativen-
menge, welche in den meisten Fällen sehr klein ist. Eine Besonderheit dieser Methoden ergibt sich auf-
grund der Eigenschaft, dass eine Ziel- beziehungsweise Attributerfüllung auf einem ordinalen Skalenni-
veau zumeist ausreichend ist. Die Problemlösung durch eine MADM-Methode besteht folglich aus der
Auswahl einer Alternative.26 Hauptvertreter dieser Gruppe stellen Verfahren wie die Nutzwertanalyse,
AHP und die Methode der gewichteten Summierung dar.27 Für MODM-Methoden ist die implizite Vor-
gabe der Alternativenmengen durch ein mathematisches Modell hinreichend. Die Alternativenmenge
ist in der Regel unendlich groß, wobei die Zielerfüllungsgrade der Alternativen über quantifizierba-
re Zielfunktionen beschrieben werden. Der Lösungsraum ist stetig und die Problemlösung durch ein
zur Gruppe gehöriges Verfahren erfolgt über die Berechnung einer Alternative.28 Hauptvertreter dieser
Klasse sind abstandsorientierte Verfahren wie das Goal Programming und das Compromise Program-
ming.29
In Abbildung 3.130 wird ein Überblick über diese beiden Schulen von Entscheidungsmodellen an-
hand einer Gegenüberstellung wesentlicher Unterschiede dargestellt. In diesem Zusammenhang sei er-
wähnt, dass fast alle Verfahren der Gruppe MODM - insbesondere abstandsorientierte Verfahren - auch
in Verbindung mit diskreten Lösungsräumen einsetzbar sind. Beispiele hierfür sind das Goal bezie-
hungsweise Compromise Programming oder das TOPSIS-Verfahren.31 Es ist des Weiteren bei Verfahren
der Klasse MADMmöglich, diese mit quantifizierbaren Zielerfüllungen zu nutzen.
3.3.1.2 Einordnung der kombinatorischen Optimierung
Nachfolgend soll, soweit dies möglich ist, eine Zuordnung der kombinatorischen Optimierung zu den
bereits im vorigen Abschnitt vorgestellten Modellklassen MODM und MADM erfolgen.
24Vgl. [Hwa81, S. 2f.] sowie [Ruh04, S. 10] und [Zim91, S. 25]. Einen guten Überblick über Anwendungsmöglichkeiten und
Verfahren geben [Hwa79] für MODM und [Hwa81] für MADM.
25[Web93, S. 11]
26Vgl. [Zim91, S. 11 i..V.m. S. 25].
27Vgl. [Ant94, S. 14] i.V.m. [Ruh04, S. 10].
28Vgl. [Zim91, S. 25].
29Vgl. [Web93, S. 15], [Zel73].
30Angelehnt an [Ant94, S. 13].
31Vgl. [Ruh04, S. 10f.].
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MCDM
Multi Criteria Decision Making
MADM
Multi Attribute Decision Making
Entscheidungsalternativen
explizit vorgegeben
Attributerfüllung
nicht quantifizierbar
Alternativenanzahl ist eine
endliche Menge
Auswahl anhand
interattributiver Vergleiche
MODM
Multi Objective Decision Making
Entscheidungsalternativen
nur implizit vorgegeben
Zielerfüllung
quantifizierbar
Unendliche Anzahl von Alter-
nativen (Lösungsraum stetig)
Funktionale Beziehung zwischen
Alternativen und Kriterien darstellbar
Kombina-
torisches
Multikriterielles
Optimierungs-
problem
Abbildung 3.1: Vergleich von MODM und MADM sowie der kombinatorischen Optimierung
Die Abbildung zeigt eine vergleichende Gegenüberstellung der Eigenschaften von MODM und MA-
DM alsMCDM-Methoden. DesWeiteren wird eine Einordnung der mehrkriteriellen kombinatorischen
Optimierung bezüglich dieser Eigenschaften vorgenommen.
Im Rahmen dieser Arbeit wird davon ausgegangen, dass die Zielerfüllung bei kombinatorischen
Problemen auf einem hohen Skalenniveau quantifizierbar ist. Für jedes Ziel können demnach anhand
von Vergleichen der Zielfunktionswerte die Verhältnisse zwischen den Zielerreichungsgraden mehrerer
Lösungen dargestellt werden.
Die prinzipielle, praktisch allerdings kaum umsetzbare Möglichkeit, eine vollständige Enumeration
für ein diskretes Problem durchzuführen, führt einerseits zu der Eigenschaft des Lösungsraums, dass
nur eine endliche Anzahl von Alternativen existiert, verbietet jedoch andererseits hinsichtlich der Art
der Alternativenvorgabe eine Einordnung in die Gruppe der multiattributiven Methoden, da prohibitiv
viele Alternativen existieren können. Daher sollte eine Einordnung bei der nur impliziten Vorgabe der
Alternativen erfolgen, welche aus der Definition des Problems und den konkreten Informationen der
Probleminstanz folgt. Folglich ist nicht die Auswahl, sondern die Berechnung beziehungsweise Suche
einer Alternative Ziel des Verfahrens. Da kein direkter Vergleich aller Alternativen mit dem Ziel, eine
dieser Alternativen auszuwählen, vorgenommen werden kann, verbietet sich damit die Anwendung
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von MADM-Methoden. Folglich erscheint eine Zuordnung zu multiobjektiven Methoden durchaus ge-
rechtfertigt.
Verfahren der Klasse MADM können trotzdem verwendet werden, um eine Auswahlentscheidung
für eine Alternative aus der paretooptimalen Lösungsmenge zu treffen oder um konkrete Alternativen
im direkten Vergleich zu bewerten.
3.3.1.3 Klassifizierung nach der Kompensation der Zielerfüllungsgrade
Eineweitere Klassifizierungsmöglichkeit ergibt sich durch die Trennung in kompensatorische und nicht-
kompensatorische multikriterielle Entscheidungsmethoden. Kompensatorische Methoden besitzen da-
bei die Eigenschaft, dass ein schlechter Zielerfüllungsgrad eines Ziels durch einen sehr guten Zielerfül-
lungsgrad eines anderen Ziels ausgeglichen respektive kompensiert werden kann. Nichtkompensatori-
sche Methoden besitzen diese Eigenschaft nicht.32
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Abbildung 3.2: Indifferenzkurven bei Verfahren mit und ohne Kompensation
Die Diagramme zeigen Indifferenzkurven für Verfahren mit und ohne Kompensationsmöglichkeiten
der Zielerreichung hinsichtlich der Bewertung von Alternativen bei Anwendung auf ein bikriterielles
Problem. Das linke Diagramm zeigt dabei ein Verfahrenmit vollständiger Kompensation (Methode der
gewichteten Summe), während das rechte Diagramm ein Verfahren ohne Kompensation zeigt (Fuzzy
Decision Making).
Die Eigenschaft und der Grad der Kompensation kann durch Indifferenzkurven nachvollzogen und
sichtbar gemacht werden. Dabei liegen genau die alternativen Lösungen eines Problems auf einer ge-
meinsamen Indifferenzkurve, welche durch das Verfahren hinsichtlich der Zielerreichung gleich bewer-
tet werden.33 Abbildung 3.2 zeigt unterschiedliche Indifferenzkurven für ein Verfahren mit und für ein
Verfahren ohne die beschriebene Eigenschaft der Kompensation.34
32Vgl. [Hwa81, S. 24f.], [Yoo95, S. 17].
33Vgl. [Yoo95, S. 44].
34Vgl. Methode der gewichteten Summe in Abschnitt 3.4.3 und Fuzzy Decision Making in Abschnitt 3.4.5.
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3.3.1.4 Klassifizierung nach der Integration des Entscheidungsträgers
Sowohl für klassische multiobjektive Methoden als auch für die nicht lineare multikriterielle Optimie-
rung kann alternativ eine Klassifizierung der Verfahren aufgrund der Art undWeise der Integration des
Entscheidungsträgers erfolgen. Dabei können die folgenden vier Klassen unterschieden werden.35
1. A-priori-Methoden
2. A-posteriori-Methoden
3. Interaktive Verfahren
4. No-Preference-Verfahren
Methoden, bei denen bereits im Vorfeld des Optimierungsprozesses eine Artikulation der Präferenzen
des Entscheidungsträgers gefordert wird, werden unter dem Begriff A-priori-Methoden zusammenge-
fasst. Wird hingegen erst nach Durchführung des Such- beziehungsweise Berechnungsprozesses eine
Präferenzangabe des Entscheidungsträgers gefordert, handelt es sich um A-posteriori-Methoden. No-
Preference-Methoden verlangen keine Angabe der Präferenzen durch den Entscheidungsträger. Inter-
aktive Verfahren treten über den gesamten Optimierungsprozess in Interaktionmit dem Entscheidungs-
träger, wobei die Informationen über die Präferenzsituation progressiv artikuliert wird.36
Nachfolgend sollen ausschließlich die beiden erstgenannten Methoden als alternative Modelle für
die kombinatorische Optimierung tiefgehender untersucht werden. Für interaktive Methoden soll kei-
ne weitere Betrachtung stattfinden, da diese Verfahren viel Zeit für die Kooperation mit dem Entschei-
dungsträger erfordern. In Verbindung mit der ebenfalls von einem hohen Zeitbedarf geprägten kombi-
natorischen Optimierung soll im Rahmen dieser Arbeit davon ausgegangen werden, dass sie kein sinn-
volles Vorgehensmodell bereitstellen können, welches innerhalb eines angemessenen Zeitrahmens be-
wältigt werden kann. Dem entgegen können mehrere Optimierungsläufe mit einem A-priori-Verfahren
aufgrund wiederholter Präferenzänderungen ebenfalls als progressives Verfahren verstanden werden.37
No-Preference-Methoden stellen ebenfalls keine sinnvolle Alternative dar, wenn nicht davon aus-
gegangen werden kann, dass eine für den Entscheidungsträger passende Nutzenfunktion ableitbar ist,
ohne dass Informationen über seine Präferenzen zur Verfügung gestellt werden müssen beziehungs-
weise keine Situation vorliegt, in welcher der Entscheidungsträger über keine Präferenzen bezüglich
der Zielkriterien verfügt.38
3.3.2 A-priori-Methoden als reduktive Verfahren
Entsprechend der in Abschnitt 3.3.1.4 vorgestellten Klassifizierung besitzen A-priori-Methoden die Ei-
genschaft, dass die Informationen über die Präferenzen des Entscheidungsträgers bereits vor Durchfüh-
rung des Optimierungsprozesses vorliegen. Da diese Informationen bereits zu Beginn des Suchprozes-
ses vorhanden sind, ist es Ziel des Verfahrens, genau eine paretooptimale Lösung zu generieren, welche
den Präferenzen des Entscheidungsträgers am besten entspricht. Das gesamte Vorgehen kann demnach
in die Phasen
1. Präferenzartikulation des Entscheidungsträgers
2. Detailgetreue Suche nach einer paretooptimalen Lösung
3. Ergebnispräsentation
35Vgl. Klassen in [Mie99, S. 63f.], auch [Zim91, S. 30f.].
36Vgl. [Mie99, S. 63f.], [Coe02, S. 29f.].
37Vgl. Ausführungen zu dieser Thematik in [Mie99, S. 132].
38Vgl. [Mie99, S. 132].
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gegliedert werden.39 Unter Betrachtung der klassischen Entscheidungsmodelle, welche in Abschnitt 3.4
vorgestellt werden, ergeben sich verschiedene Vorgehensweisen für einen Optimierungsprozess.40 Ge-
mein ist allen Verfahren die Reduktion desmehrkriteriellen Problems auf ein oder mehrere unikriterielle
Probleme. Aus diesem Grund werden A-priori-Methoden im Folgenden auch als reduktive Methoden
beziehungsweise Verfahren bezeichnet.
3.3.2.1 Verfahren mit Ersatzzielfunktion
Die erste Gruppe dieser Verfahren bildet mit Hilfe der Präferenzangaben des Entscheidungsträgers ei-
ne Ersatzzielfunktion, welche durch das Optimierungsverfahren zur Bewertung von Alternativen ge-
nutzt wird. Diese Ersatzzielfunktion wird substituierend zu den »echten« Zielfunktionen des Problems
verwendet, sodass ein unikriterielles Optimierungsproblem resultiert.41 Diese Vorgehensweise wird im
Wesentlichen von multiobjektiven Verfahren, wie beispielsweise dem Compromise Programming oder
dem TOPSIS-Verfahren verfolgt.42
3.3.2.2 Verfahren mit echter Zielreduktion
Die zweite Gruppe der Verfahren reduziert die Ziele des Problems soweit, dass ein unikriterielles Op-
timierungsproblem entsteht. Das verbleibende Ziel stellt dabei ein »echtes« Ziel (hinsichtlich der Ziel-
funktion) des gegebenen Optimierungsproblems dar. Alle übrigen Ziele werden in anderer Form durch
das Verfahren beachtet. Bei der lexikographischen Ordnung werden nach der Ermittlung der Lösungs-
menge weitere Optimierungsläufe innerhalb dieser Lösungsmenge für alle übrigen Kriterien durchge-
führt, während beim Verfahren der Haupt- und Nebenziele alle übrigen Ziele ausschließlich als Restrik-
tion in das Problem einfließen.43
3.3.3 A-posteriori-Methoden als nicht-reduktive Verfahren
Den reduktiven Verfahren gegenüber stehen die A-posteriori-Methoden, welche erst nach Abschluss
des Optimierungs- respektive Suchprozesses die Angabe der Präferenzen durch den Entscheidungs-
träger erfordern. Aus diesem Grund zielt der Suchprozess auf die Ermittlung der paretooptimalen Lö-
sungsmenge, da während und vor dem Berechnungs- beziehungsweise Suchprozess keine Informatio-
nen über die Präferenzen des Nutzers bekannt sind. Durch nachträgliche Angabe dieser Präferenzen
kann im Anschluss an den Suchprozess die Lösung aus der Menge der paretooptimalen Lösungen aus-
gewählt werden, welche am besten mit den Präferenzen des Nutzers übereinstimmt. Diese Auswahl
kann beispielsweise mit Hilfe einer geeigneten MADM-Methode, der graphischen Darstellung der Pa-
retofront oder einem progressiven Verfahren erfolgen. Das Vorgehen kann daher in die Phasen
1. Ermittlung der paretooptimalen Lösungsmenge
2. Präferenzartikulation des Entscheidungsträgers
3. Auswahl einer Lösung mit geeigneter Methode
gegliedert werden.44 Nachfolgend werden Ansätze zur exakten Bestimmung und zur Approximation
der Paretofront als mögliche Vorgehensweisen einer nicht-reduktiven Methode vorgestellt.
39Angelehnt an [Coe02, S. 30]. Vgl. hierzu auch [Mie99, S. 115]. GAGNÉ und GRAVEL verwenden ein solches Vorgehen beispiels-
weise in Kombination mit einem ACO-Verfahren. Vgl. [Gag04].
40Siehe Seite 22.
41Vgl. [Hei99, S. 60].
42Vgl. Compromise Programming in [Zel73] sowie Abschnitt 3.4.6 und TOPSIS in [Yoo95, S.38f.].
43Vgl. Abschnitte 3.4.1 und 3.4.2.
44Angelehnt an [Coe02, S. 30]. Vgl. hierzu auch [Mie99, S. 77].
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3.3.3.1 Dominanztechniken
Neben der Definition des Effizienzbegriffs und somit der Optimalität bei Problemen mit mehrfacher
Zielsetzung stellt die Bestimmung der vollständigen Paretofront gleichzeitig eine Variante der multikri-
teriellen Optimierung dar. Eine mögliche Zielfunktion der Paretooptimierung kann aus dem Paretokri-
terium mit der Gleichung
F (pi) =
{
1 wenn !x ∈ Π : x " pi
0 wenn ∃x ∈ Π : x " pi ⇒ max (3.8)
abgeleitet werden, wobei sämtliche Lösungen bestimmt werden müssen, welche den optimalen Ziel-
funktionswert F (pi) = 1 besitzen.45 Nach Ermittlung der paretooptimalen Lösungsmenge kann ein
Nutzer eine seinen Präferenzen entsprechende Lösung aus dieser Menge auswählen, ohne im Vorfeld
der Optimierung eine Angabe seiner Zielpräferenzen zu vollziehen.
Da jedoch in Gleichung 3.4 auf Seite 14 festgestellt wurde, dass prinzipiell die Möglichkeit besteht,
dass Π∗ = Π gelten kann, folgt, dass die Bestimmung aller paretooptimalen Lösungen zu einer voll-
ständigen Enumeration aller Lösungsmöglichkeiten führen kann. Wenn a priori keine Aussage über die
Anzahl der paretooptimalen Lösungen getroffen werden kann, ergibt sich ein deutlicher Nachteil die-
ses Verfahrens. Zusätzlich besteht, vor allem dann, wenn es sich um sehr große Paretofronten handelt,
das Problem, dass die Anzahl der ermittelten Lösungen nach dem Optimierungslauf in vielen Anwen-
dungsfällen reduziert werden muss, bevor sie einem Nutzer geeignet präsentiert werden kann. Da aus
dem Paretokriterium analog zur Allokation von Gütern im volkswirtschaftlichen Sinne keine Aussa-
ge über die Fairness beziehungsweise Gerechtigkeit bei der Verteilung abgleitet werden kann, ist es a
posteriori zudem erforderlich, dass der Nutzer eine seinen Präferenzen entsprechende Lösung aus der
ermittelten Lösungsmenge auswählt.46
3.3.3.2 Approximation der Paretofront
Der exakten Bestimmung der paretooptimalen Lösungsmenge gegenüber besteht jedoch des Weite-
ren die Möglichkeit, mehrere parallele oder auch sequentielle Optimierungsläufe mit einem A-priori-
Verfahren durchzuführen, um die Paretofront zu approximieren. Dazu wird eine systematische Durch-
musterung von Präferenzsituationen generiert. Für alle Gewichtungsvektoren wird anschließend eine
zielgerichtete Suche durchführt. Hierzu eignen sich allerdings nicht alle beschriebenen Verfahren, son-
dern ausschließlich jene, welche eine freie Gewichtung der Zielkriterien zulassen.47 Diese Vorausset-
zung wird beispielsweise von den folgenden und - mit Ausnahme von TOPSIS - in dieser Arbeit be-
trachteten Methoden erfüllt.48
• Methode der gewichteten Summe / des gewichteten Produktes
• Analytical Hierarchy Process
• Gewichtetes Goal / Compromise Programming
• TOPSIS49
• Fuzzy Decision Making
45Vgl. Definition in Abschnitt 3.2.1.
46Vgl. Ausführungen zu Paretokriterium in Abschnitt 3.2 auf Seite 13.
47Vgl. [Mey04, S. 46f.].
48Vgl. Ausführungen zu den Verfahren in Abschnitt 3.4.
49Nähere Informationen in [Yoo95].
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Die Methode der gewichteten Summe beziehungsweise des gewichteten Produkts wurde bereits er-
folgreich in [Mer02] und [Gun04] in Kombination mit Ant Colony Optimization angewendet, um die
Paretofront näherungsweise zu ermitteln.50
Durch die Eigenschaft fast aller Verfahren, Kompensationen zwischen Zielfunktionswerten zu er-
möglichen, ergeben sich hierbei jedoch Probleme, die dazu führen können, dass die Paretofront nicht
gleichmäßig approximiert wird.51
3.4 Reduktive Entscheidungsmodelle
Sowohl bei reduktiven als auch bei nicht-reduktiven Methoden können klassische Entscheidungsmo-
delle als Bewertungs- oder Auswahlverfahren zum Einsatz kommen. Aufgrund dessen werden nach-
folgend ausgewählte Verfahren vorgestellt, welche zu den Klassen der MADM- und MODM-Methoden
gehören und sowohl als Bewertungs- als auch als Auswahlverfahren eingesetzt werden können.
Zunächst werden einige ausgewählte multiattributive Methoden vorgestellt und auf ihre Eignung
für kombinatorische Probleme untersucht. Die Verwendung dieser Verfahren bleibt nicht auf die Aus-
wahl einer Lösung aus der paretooptimalen Lösungsmenge beschränkt, sondern ist sogar in Form von
Ersatzzielfunktionen denkbar. Um den Einsatz in letzterer Weise zu ermöglichen, benötigen einige die-
ser Verfahren geeignete Normierungstechniken, welche die konsistente Vergleichbarkeit von Zielfunk-
tionswerten verschiedener Kriterien gewährleisten. Entsprechende Techniken werden in den jeweiligen
Ausführungen ebenfalls diskutiert. Anschließend wird das Verfahren des Goal beziehungsweise Com-
promise Programmings als Vertreter der MODM-Methoden kurz erörtert.
3.4.1 Lexikographische Ordnung
Eine erste Möglichkeit zur Rückführungmehrerer Kriterien auf eine einkriterielle Optimierung stellt die
lexikographische beziehungsweise hierarchische Anordnung der einzelnen Kriterien dar. Der Entschei-
dungsträger muss bei Verwendung der Methode eine eindeutige Präferenz hinsichtlich der subjektiven
Bedeutung zwischen den Kriterien festlegen, sodass aus den Zielen Ψz mit z = 1, . . . , Z eine Ordnung
mit einer eindeutigen Reihenfolge zwischen allen Zielen konsistent in der Form
Ψ1 ! Ψ2 ! . . . ! Ψz ! . . . ! ΨZ (3.9)
für die Optimierung als Parameter abgeleitet werden kann. Anhand einer solchen Reihenfolge führt
ein Algorithmus einen Optimierungslauf durch, welcher das Problem zunächst ausschließlich für das
Kriterium Ψ1 optimiert. Hierbei werden sämtliche Lösungen bestimmt, welche bezüglich dieses Ziels
Optimalität besitzen. Die ermittelte Teilmenge des Lösungsraums dient als bereichsbeschränkende Ein-
gabe für einen anschließenden Optimierungslauf, der nur dann sattfindet, falls mehr als eine Lösung
bestimmt wurde.52 Innerhalb der zweiten Sequenz werden alle Lösungen bestimmt, welche innerhalb
des beschränkten Bereichs bezüglichΨ2 Optimalität besitzen.53 Dieses Verfahren wird sequentiell für al-
le folgenden Kriterien solange fortgeführt, bis entweder nur noch eine gültige Lösung im beschränkten
Bereich liegt oder die Optimierung für alle Kriterien abgeschlossen wurde. Unter Anwendung dieser
Verfahrensweise ergibt es sich, dass eine Optimierung des Ziels Ψz nur dann stattfindet, falls nach der
Optimierung des Ziels Ψz−1 mehrere Lösungen im beschränkten Bereich liegen.54 Daraus ergibt sich
50Vgl. [Mer02, S. 111ff.] und [Gun04, S. 118ff.].
51Siehe beispielsweise die Probleme der Methode der gewichteten Summe in Abschnitt 3.4.3 auf der nächsten Seite.
52Vgl. [Neu93, S. 136], [Dom91, S. 45f.].
53Es muss hierbei darauf hingewiesen werden, dass die Optimalität bezüglichΨ2 nicht für das ursprüngliche Problem, sondern
ausschließlich im beschränkten Bereich gelten muss. Vgl. [Neu93, S. 136].
54Vgl. [Neu93, S. 136].
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der wesentliche Nachteil dieses Verfahrens, da es auf diese Weise möglich ist, dass sämtliche Ziele, aus-
genommen jenes mit der höchsten Präferenz, von dem Optimierungsalgorithmus unbeachtet bleiben.
Verfahrensbedingt besteht keine Möglichkeit, die Gleichwertigkeit oder verhältnismäßige Präferenzen
zwischen den Zielen anzugeben.55 Das Verfahren scheint daher in der Praxis kaum anwendbar zu sein.
3.4.2 Haupt- und Nebenziele
Eine weitere Möglichkeit zur Rückführung auf ein unikriterielles Optimierungsproblem stellt die Un-
terscheidung in ein Haupt- und mehrere Nebenziele dar. Hierbei muss eines der Ziele ausgewählt und
als Hauptziel deklariert werden. Das Hauptziel wird als einziges tatsächliches Ziel im Optimierungsal-
gorithmus betrachtet. Alle übrigen Ziele werden automatisch zu Nebenzielen degradiert, als Nebenbe-
dingungen modelliert und gehen ausschließlich als diese in das Problem ein. Diese Nebenbedingungen
haben die Funktion einer oberen Schranke beziehungsweise einer unteren Schranke, weshalb vom Ent-
scheidungsträger für jedes Nebenziel die Vorgabe eines Grenzwertes erwartet wird. Die Nichterfüllung
eines Nebenziels führt in diesem Zusammenhang zur Ungültigkeit einer Lösung.56
Durch die zu extreme Wahl einer Schranke kann sich jedoch ergeben, dass der Zielfunktionswert
des primären Ziels sehr schlecht wird oder die Nebenbedingungen zur Unlösbarkeit des Problems füh-
ren.57 Unter Betrachtung praxisrelevanter Ansichten, birgt dieser Ansatz jedoch einige Vorteile, da der
Entscheidungsträger durchaus in der Lage sein könnte, Grenzwerte für die Zielerreichung anzugeben.
Dies kann sich beispielsweise auf real vorhandene Restriktionen, welche beachtet werden müssen, be-
gründen. Allerdings scheint es viel sinnvoller, nicht obligatorisch Schranken für Z − 1 Ziele zu fordern,
sondern vielmehr eine optionale Angabe solcher Werte für alle Kriterien zu ermöglichen.
3.4.3 Methode der gewichteten Summen und Produkte
Eine sehr beliebte Variante, ein mehrkriterielles Problem auf nur ein einzelnes Ziel zu reduzieren, bildet
die Aggregation aller Zielfunktionen zu einer gemeinsamen Zielfunktion über die Methode der gewich-
teten Summe. Formal beschrieben wird eine aggregierende Zielfunktion F definiert, die das Substituti-
onszielkriterium für ein Optimierungsproblem bildet. Das Problem kann daher in der Form
M : F (pi) =
Z∑
z=1
λz · f˜z (pi)⇒ min bzw. max (3.10)
abgebildet werden, wobei die folgenden Gleichungen als Nebenbedingungen gelten.58
pi ∈ Π
∑Z
z=1 λz = 1 mit λz ∈ [0, 1]
f˜z (pi) ∈ [a, b] mit a, b ∈ R+
(3.11)
Die Wichtigkeit des einzelnen Kriteriums wird in diesem Zusammenhang durch die Variable λz re-
präsentiert, wobei keine Notwendigkeit der hier angegeben Normierung der Gewichte besteht. Diese
birgt allerdings den Vorteil, dass die relative Bedeutung jedes Ziels und somit der relative Einfluss auf
die Gesamtoptimierung ablesbar ist. Zusätzlich wird durch die implizite Bedingung, dass λz ≥ 0 gel-
ten muss, sichergestellt, dass jede nach Gleichung 3.10 optimale Lösung auch effizient im Sinne des
55Vgl. diese und weiterführende Kritik in [Mie99, S. 120], [Coe02, S. 63] und [Bam96, S. 52f.].
56Vgl. [Dom91, S. 46].
57Vgl. [Dom91, S. 46].
58Vgl. [Zim91, S. 62f.], [Coe02, S. 45], [Kle02, S. 372], [Rot98, S. 64f.].
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Paretokriteriums ist.59 Die Werte f˜z (pi) berechnen sich aus einer Normierung des Zielfunktionswertes
der Lösung pi für das jeweilige Kriterium z. Die Normierung der Zielfunktionswerte ist erforderlich, da
diese Werte der verschiedenen Kriterien auf eine gemeinsame Bewertungsskala [a, b] überführt werden
müssen, um direkte Vergleiche zwischen ihnen konsistent zu ermöglichen. Üblicherweise wird hierfür
die Norm der Werte als Anteilswerte zu einer Gesamtmasse von 1 analog der Gleichung
f˜z (pi)← fi (pi)∑n
i=1 fi (pi)
(3.12)
verwendet.60 Eine weitere Möglichkeit der Normierung stellt die Einordnung des Zielfunktionswertes
im Intervall zwischen Minimum und Maximum der Zielfunktionswerte aller oder aller effizienten Lö-
sungen eines Ziels dar. Die Berechnung erfolgt über Gleichung 3.13.61
f˜z (pi)←

fz(pi)−y−z
y+z −y−z wenn y
−
z < y
+
z
1− fz(pi)−y+z
y−z −y+z wenn y
−
z > y
+
z
1 wenn y−z = y+z
, (3.13)
Analog zu den in Abschnitt 3.2.3 definierten Idealpunkten symbolisiert y−z in diesem Zusammenhang
den Zielfunktionswert der Alternative mit dem schlechtestmöglichen und y+z mit dem bestmöglichen
Wert fz .62 Es ergibt sich durch die Normierung daher das Intervall [0, 1], auf welchem alle Werte f˜z
eingeordnet werden können.
Falls unter den einzelnen Zielkriterien sowohl zu minimierende Kriterien als auch zu maximierende
Kriterien innerhalb des gleichen Problems zu unterscheiden sind, ergibt sich die Notwendigkeit, alle
Kriterien mit zu maximierenden Zielen in Minimierungsziele zu invertieren, wenn die aggregierende
Zielfunktion nach Gleichung 3.10 minimiert werden soll. Analog müssen alle Minimierungsziele als
maximierende Zielfunktionen dargestellt werden, falls die aggregierende Zielfunktion maximiert wer-
den soll. Diese Notwendigkeit der Invertierung ergibt sich aus der additiven Verknüpfung der Funkti-
onswerte und ist bei der Normierung mit Gleichung 3.13 implizit durch die Fallunterscheidung beim
Vergleich von y+z und y−z gegeben. Bei einer Normierung nach Gleichung 3.12 ist diese Invertierung
ebenfalls im Rahmen der Überführung der Funktionswerte fz auf eine gemeinsame Skala zu den nor-
mierten Funktionswerten f˜z möglich. O.B.d.A. wird davon ausgegangen, dass die Zielfunktion F (pi)
maximiert und alle vorhandenen zu minimierenden Kriterien invertiert werden sollen. Die normierten
Funktionswerte können dann nach der Funktion
f˜i (pi) =

fi(pi)
n
i=1 fi(pi)
wenn fi (pi)⇒ max
[
fi (pi) ·∑ni=1 1fi(pi)]−1 wenn fi (pi)⇒ min
(3.14)
ermittelt werden, um eine konsistente Vergleichssituation zu schaffen.63
Die beschriebene Methode bildet im Vergleich zu den bisher vorgestellten Verfahren den Vorteil,
dass die Zielpräferenzen des Entscheidungsträgers deutlich freier definiert werden können. Durch die
Festlegung der Wichtigkeit einzelner Kriterien können sowohl die Gleichwertigkeit mehrerer Ziele als
auch verhältnismäßige Präferenzen zwischen den Zielen abgebildet werden.
59Vgl. [Kle02, S. 372f.].
60Vgl. [Gun04, S. 119].
61Vgl. [Kle02, S. 373] sowie die Normierung in den Zugehörigkeitsfunktionen bei der Fuzzy-Nutzwertanalyse in [Rot98, S. 226]
und die Normierung beim Compromise Programming in [Coe02, S. 31].
62Siehe Seite 14.
63Der Fall der Minimierung stellt dabei die Inversion von Gleichung 3.12 dar.
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Die wesentlichen Nachteile des Verfahrens entspringen seiner Zugehörigkeit zu den kompensatori-
schen Methoden, welche den Ausgleich sehr schlechter Zielfunktionswerte f˜ i (pi) eines Zielkriteriums i
durch einen oder mehrere andere Zielfunktionswerte f˜ j (pi) mit i .= j zulassen. Diese Eigenschaft kann
dazu führen, dass Lösungen, welche hinsichtlich einer Gewichtung der Zielkriterien sehr gut durch
das Verfahren bewertet wurden, nicht tatsächlich den gewünschten Zielpräferenzen entsprechen.64 DAS
und DENNIS beschreiben in [Das97] die Nichteignung des Verfahrens bei Minimierungsproblemen mit
nicht-konvexen Paretofronten, welche ebenfalls auf den kompensatorischen Effekt zurückführbar ist.65
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Abbildung 3.3: Grafische Darstellung von Zielfunktionen der Methode der gewichteten Summe
Teilbild (a) zeigt die Paretofront eines bikriteriellen Optimierungsproblems mit den Lösungen
pi1, . . . ,pi10 in vereinfachter, direkt verbundener Darstellungsform. Teilbild (b) stellt die zugehörigen
Zielfunktionen der Methode der gewichteten Summe bei unterschiedlichen Gewichten für die Kriteri-
en mit den Zielfunktionswerten f(pi1), . . . , f(pi10) dar.
Das gleiche Problem ergibt sich bei nicht-konkaven Paretofronten von Maximierungsproblemen,
wie das nachfolgende Beispiel anhand von Abbildung 3.3 zeigt. In Diagramm (a) wird die konvexe
Paretofront eines bikriteriellen Optimierungsproblems dargestellt, die alle paretooptimalen Lösungen
pi1, ...,pi10 einer Probleminstanz enthält. In Diagramm (b) werden fünf zugehörige aggregierende Ziel-
funktionen F der Methode der gewichteten Summe abgebildet, welche die Bewertungen aller Lösun-
gen bei verschiedenen Gewichten λ1 für Ziel Ψ1 und λ2 für Ziel Ψ2 repräsentieren. Handelt es sich
analog zu Gleichung 3.10 um ein Maximierungsproblem mit F (pi) ⇒ max, können unabhängig von
der verwendeten Gewichtung offensichtlich die Lösungen pi2, ....,pi9 nicht als paretooptimale Lösungen
gefunden werden, da es keine Gewichtskombination gibt, in welcher sich für diese Lösungen ein ma-
ximaler Zielfunktionswert einstellen würde. Handelte es sich hingegen um ein Minimierungsproblem
mit F (pi) ⇒ min, kann jede Lösung pi1, ...,pi10 durch eine Bewertungsfunktion mit speziell gewählten
Gewichten gefunden werden. Analog ergibt sich bei konkaven Paretofronten die gleiche Problematik
für Minimierungsprobleme, während Maximierungsprobleme korrekt gelöst werden können.66
GUNTSCH beschreibt in [Gun04] neben der Methode der gewichteten Summe des Weiteren die al-
ternative Methode der gewichteten Produkte, in welcher die resultierende Zielfunktion nach Gleichung
64Vgl. [Ber05, Abschnitt 2.1].
65Vgl. [Das97, S. 63ff.].
66Vgl. [Das97, S. 63ff.].
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3.15 gestaltet wird.67
M : F (pi) =
n∏
i=1
(fz (pi))λz ⇒ min bzw. max (3.15)
Prinzipiell gelten hierbei die gleichen Aussagen, welche bereits bei der Methode der gewichteten Sum-
me abgeleitet wurden. Der wesentliche Unterschied zur Methode der gewichteten Summe besteht dar-
in, dass die Differenzen, welche zwischen den Zielerreichungsgraden der einzelnen Lösungen bestehen,
aufgrund der Multiplikation der einzelnen Bestandteile stärker zur Geltung kommen.68
3.4.4 AHP
Die von SAATY entwickelte AHP-Methode ist ein weiteres, sehr beliebtes Verfahren zur multikriteriel-
len Optimierung.69 Bei dieser Methode wird dem Nutzer ebenfalls abverlangt, a priori Entscheidungen
über die Präferenzen zwischen den Zielen anzugeben. Anders als bei gewichteten Summen oder Pro-
dukten, bei welchen globale Gewichte der Ziele des Problems angegeben werden müssen, findet hierbei
ein paarweiser Vergleich zwischen den Zielen statt. Der Nutzer wird demnach angewiesen, für jeweils
zwei Ziele im Vergleich eine Bewertung auf einer festen Skala anzugeben. Zusätzlich ist es möglich, die
Kriterien im Vorfeld hierarchisch zu ordnen. Ein einziges oberstes Ziel aggregiert alle untergeordneten
Ziele und dient als Zielkriterium der Optimierung beziehungsweise der Entscheidung über die Aus-
wahl einer Alternative. Der paarweise Vergleich von Kriterien findet immer zwischen Elementen auf
einer Hierarchiestufe hinsichtlich ihrer Bedeutung beziehungsweise ihres Einflusses auf das gemeinsa-
me Oberziel statt. Durch den Entscheidungsträger müssen daher bei n Zielen auf einer Hierarchiestufe
mit einem gemeinsamen Oberziel insgesamt n·(n−1)2 Bewertungen vorgenommen werden.
70 Die Bewer-
tungsskala der AHP-Methode wird in Tabelle 3.171 vorgestellt.
Wert Verbale Beschreibung / Intention des Nutzers
9 19 Ziel i ist sehr viel wichtiger als Ziel j (beziehungsweise unwichtiger)
7 17 Ziel i ist viel wichtiger als Ziel j (beziehungsweise unwichtiger)
5 15 Ziel i ist wesentlich wichtiger als Ziel j (beziehungsweise unwichtiger)
3 13 Ziel i ist etwas wichtiger als Ziel j (beziehungsweise unwichtiger)
1 Ziel i ist genauso wichtig wie Ziel j
2 12 , 4
1
4 , 6
1
6 , 8
1
8 Zwischenwerte
Tabelle 3.1: (1-9)-Bewertungsskala des Analytical Hierarchy Process
Die Bewertungen werden anschließend in eine Evaluationsmatrix A übernommen, wobei nur die
Elemente aij abgefragt werden müssen, bei welchen i < j gilt (obere Dreiecksmatrix).
A =

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
an1 an2 · · · ann
 (3.16)
Die Elemente aij mit i > j ergeben sich durch aij ← 1aji und die Elemente aij auf der Diagonale
der Matrix mit i = j werden mit dem Wert 1 besetzt, da es sich um den Vergleich eines Ziels i mit
sich selbst handelt. Aus der nun vollständigen Evaluationsmatrix A wird der Eigenvektor λ berechnet.
67Vgl. [Gun04, S. 119].
68Vgl. [Gun04, S. 119].
69Vgl. [Saa94].
70Vgl. [Saa94, S. 25ff.], [Web93, S. 84].
71Quelle: [Saa94, S. 26].
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Dieser Eigenvektor stellt die resultierenden Gewichte jedes Ziels z mit dem Eigenwert λz bereit.72
Die Berechnung des Zielfunktionswertes erfolgt dann im Allgemeinen analog zur Methode der ge-
wichteten Summe. Demnach ergibt sich der Zielfunktionswert F einer Lösung pi über die Gleichung
F (pi) =
Z∑
z=1
λz · f˜z (pi) , (3.17)
wobei der Wert λz das Gewicht und der Wert f˜z den normierten Zielfunktionswert des z-ten Ziels sym-
bolisiert.73
Da die Aggregation der Ziele hinsichtlich ihrer Zielfunktionswerte analog der Methode der gewich-
teten Summe durchgeführt wird, gelten demnach die gleichen Aussagen über die Probleme des Verfah-
rens wie bei dieser Methode.74 Entgegen der Methode der gewichteten Summe wird mittels AHP auf-
grund der paarweisen Vergleiche jedoch eine konsistente Präferenzsituation geschaffen, ohne dass der
Nutzer seine Präferenzenmathematisch formulieren oder deren Auswirkung auf den Optimierungslauf
genau kennen muss. Die Möglichkeit, hierarchische Zielstrukturen zu definieren, stellt einen weiteren
Vorteil dar.75
3.4.5 Fuzzy Decision Making
Ein weiteres reduktives Modell zur multikriteriellen Entscheidung beziehungsweise Bewertung von
Lösungen stellt die Methode des Fuzzy Decision Making (FDM) dar, welche auf die 1965 von ZADEH
entwickelte Fuzzy Logic zurückgeht.76 Diese Methode soll im Folgenden vorgestellt werden, wobei auf
detaillierte Ausführungen zu der Theorie der unscharfen Mengen verzichtet wird.77
Hierbei stellen die einzelnen Zielkriterien, welche es zu optimieren gilt, unscharfe Mengen (sog.
fuzzy sets) dar. Die Elemente dieser Mengen entsprechen den Ausprägungen der jeweiligen Zielfunk-
tionswerte von Lösungen des Problems. Da die Zugehörigkeit eines Elements in unscharfen Mengen
nicht eindeutig mittels einer booleschen Variable angegeben werden kann, wird diese durch so genann-
te Zugehörigkeitsfunktionen µ beschrieben. Neben diesen Fuzzy-Zielen können Fuzzy-Restriktionen
(Nebenbedingungen) und Fuzzy-Entscheidungen (reduzierte unikriterielle Zielwerte) ebenfalls als we-
sentliche Bestandteile des Fuzzy Decision Making betrachtet werden, welche gleichwohl über Zugehö-
rigkeitsfunktionen identifiziert werden.78 Die Zugehörigkeitsfunktion µz eines Fuzzy-Ziels z wird auf
einer Menge von möglichen Entscheidungsalternativen, des Lösungsraums Π, definiert.
µz : Π )−→ [0, 1] (3.18)
Dabei ist sowohl der Umgang mit einem stetigen Lösungsraum als auch mit einer endlichen Menge
an Entscheidungen denkbar. Gleiches gilt für die Zugehörigkeitsfunktionen für Fuzzy-Restriktionen µC
und Fuzzy-Entscheidungen µD.79
µC : Π )−→ [0, 1] (Constraint)
µD : Π )−→ [0, 1] (Decision)
(3.19)
Im Vergleich zu herkömmlichen Güte- beziehungsweise Kostenfunktionen beschränkt sich der Wer-
72Vgl. [Tei02, S. 265ff.], [Web93, S. 89ff.].
73Vgl. [Tei02, S. 265].
74Die bei f˜ verwendete Normierung ist analog zur Methode der gewichteten Summe in Abschnitt 3.4.3.
75Vgl. [Web93, S. 73ff.].
76Vgl. [Zad65].
77Nähere Informationen über die Theorie der unscharfen Mengen finden sich beispielsweise in [Zad65] und [Tra93].
78Vgl. [Ber00, S. 25].
79Vgl. [Ber00, S. 25f.].
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tebereich von Zugehörigkeitsfunktionen von Fuzzy-Zielen auf das Intervall [0, 1], was eine Normierung
der Zielfunktionswerte der klassischen Güte- beziehungsweise Kostenfunktion voraussetzt, um diese
in eine Zugehörigkeitsfunktion zu überführen.80 Für diese Normierung eignet sich beispielsweise die
Methode nach Gleichung 3.13 auf Seite 24.
O. B. d. A. wird im Folgenden davon ausgegangen, dass die Zielfunktionen für die einzelnen Zielkri-
terien in Form von Gütefunktionen vorliegen, sodass eine Fuzzy-Entscheidung für ein Kriterium z zwi-
schen den Lösungen pi1 und pi2 genau dann zu Gunsten der Lösung pi1 ausfällt, wenn µz (pi1) > µz (pi2)
ist. Da das Problem jedoch über mehrere Kriterien verfügt, bleibt die Frage, auf welche Weise die Ziel-
kriterien respektive deren Zugehörigkeitsfunktionen verknüpft werden, um eine mehrkriterielle Fuzzy-
Entscheidung zu erhalten. BELLMAN und ZADEHschlugen hierfür dieUND-Verknüpfung (Durchschnitt
der Mengen) vor, sodass sich der Zielfunktionswert einer Lösung pi der Zugehörigkeitsfunktion µD der
Fuzzy-Entscheidungsmenge zu
µD (pi) =
(
Z∧
z=1
µGz (pi)
)
∧
 m∧
j=1
µCj (pi)
 (3.20)
ergibt. Dabei werden alle Zugehörigkeitsfunktionen der insgesamt Z Zielkriterien z sowie alle m Re-
striktionen j mittels des UND-Operators verknüpft, wobei deutlich wird, dass keine Unterscheidung
zwischen Restriktionen und Zielkriterien vorgenommen wird.81
Der Operator für den Durchschnitt unscharfer Mengen kann variieren und sollte von der zugrun-
de liegenden Problemstellung abhängig gemacht werden, wobei sowohl von BELLMAN und ZADEH
als auch von anderen Autoren der MIN-Operator vorgeschlagen wird.82 Durch die Verwendung des
MIN-Operators auf zu maximierende Zugehörigkeitsfunktionen führt dies zur Verwendung der MAX-
MIN-Entscheidungsregel (Wald-Regel), welche oft als sehr pessimistische Entscheidungsregel betrachtet
wird, da sie keine Kompensation zwischen den Zielkriterien zulässt.83
Bei der Überführung einer Gütefunktion in eine Zugehörigkeitsfunktion µz eines Fuzzy-Ziels z kann
des Weiteren eine Gewichtung des Kriteriums z nach Gleichung 3.21 erfolgen.
µz (pi) = (1− λz) · f˜z (pi) ∀z ∈ {1, . . . , Z}
mit λz ∈ [0, 1)
∑Z
z=1 λz = 1
(3.21)
Dabei repräsentiert f˜z die normierte Gütefunktion des z-ten Kriteriums nach Gleichung 3.13 und λz der
Faktor das Gewicht für das Kriterium z, wobei aus einer hohen Wahl des Parameters auch eine hohe
Bedeutung des Kriteriums z resultiert.84
Die Vorteilhaftigkeit des Einsatzes von Fuzzy Decision Making hängt eng damit zusammen, inwie-
fern eine Kompensation der Erreichungsgrade zwischen den Zielen erwünscht oder unerwünscht ist.
Ist eine Kompensation nicht dienlich, erweist sich Fuzzy Decision Making gegenüber den übrigen kom-
pensatorischen Verfahren als sinnvoll.
80Vgl. [Ber00, S. 25ff.].
81Vgl. [Bel70, S. 148f.] und [Ber00, S. 26f.].
82Vgl. u.a. [Bel70, S. 149], [Ber00, S. 27], [Böh93, S. 32ff.] und [Tra93, S. 37f.].
83Vgl. u.a. [Bam96, S. 108] und [Zim97, S. 276f.]. Siehe auch: Indifferenzkurven in Abschnitt 3.3.1.3.
84Eine ähnliche Darstellung findet sich bei [Ber03, S. 3f.].
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3.4.6 Goal Programming und Compromise Programming
Im Goal Programming (GP) werden so genannte Anspruchsniveaus (auch »Goals«) separat für jedes
Ziel a priori definiert. Das Anspruchsniveau eines Ziels entspricht einem Zielfunktionswert, welcher
durch eine Lösung möglichst genau eingehalten werden soll. Im Rahmen der Optimierung wird die
Zielfunktion insofern transformiert, dass nicht mehr nach dem optimalen Wert hinsichtlich eines Kri-
teriums gesucht wird, sondern nach der geringsten Differenz zum definierten Anspruchsniveau.85 Aus
diesem Grund werden die Zielfunktionswerte in ein Abstandsmaß transformiert, das den Abstand ei-
nes Zielfunktionswertes von dem zu erreichenden Anspruchsniveau repräsentiert. Im gewichteten Goal
Programming ist es des Weiteren möglich, etwaige Präferenzen, welche zwischen den Zielen bestehen
können, abzubilden. Die Aggregation der einzelnen Abstandswerte findet im Normalfall über die Me-
thode der gewichteten Summe statt. 86 Bei dieser Methode ist zu beachten, dass sowohl Zielfunkti-
onswerte, welche das definierte Anspruchsniveau unter- als auch solche, die jenes überschreiten, eine
niedrigere Bewertung hinsichtlich der Zielerreichung erzeugen, als ein Zielfunktionswert, welcher dem
Anspruchsniveau identisch ist und damit optimal bewertet wird.87
Für Ziele, die nur schwer in Form eines Anspruchsniveaus definiert werden können, erweist sich
der Einsatz des Goal Programmings jedoch als problematisch. Insbesondere bei Zielen, welche hinsicht-
lich der Zielerreichung unbeschränkt sind, wie zum Beispiel die Maximierung des Gewinns, kann eine
Angabe eines Anspruchsniveaus durch den Nutzer nicht getätigt werden.88
In diesem Zusammenhang besteht allerdings die Möglichkeit, das Optimierungsproblem für jedes
Zielkriterium separat exakt zu lösen und den Zielfunktionswert der jeweiligen optimalen Lösung dem
Anspruchsniveau gleichzusetzen. Es ergibt sich daraus der bereits in Abschnitt 3.2.3 definierte ideale
Punkt y+, von welchem der gewichtete Abstand jeder Lösung ermittelt werden kann. Wird das Verfah-
ren in Kombination mit der Ideallösung des Problems verwendet, wird häufig auch der Name Com-
promise Programming (CP) verwendet.89 Dabei findet zusätzlich eine skalenbasierte Normierung statt,
bei welcher einerseits der positive Idealpunkt und andererseits entweder die negative Ideallösung oder
der Nadir-Punkt als Skalenbegrenzung dient. Die Zielfunktion des Compromise Programmings kann
formal wie folgt angegeben werden.90
F (pi) =
(
n∑
z=1
λz ·
(
fz (pi)− y∗z
y−z − y∗z
)p) 1p
bzw. F (pi) =
(
n∑
z=1
λz ·
(
fz (pi)− y∗z
yNz − y∗z
)p) 1p
(3.22)
Der Einsatz von CP ist allerdings nur dann sinnvoll, wenn die optimalen Lösungen der zugehörigen
unikriteriellen Probleme effizient bestimmt werden können.
3.5 Fazit
In den letzten Abschnitten wurden verschiedene Vorgehensweisen, Ansätze und Verfahren der multi-
kriteriellen Optimierung beziehungsweise Entscheidung vorgestellt. Nachfolgend sollen diese unter der
Perspektive der Vor- und Nachteile und ihrer Eignung für den Einsatz bei kombinatorischen Problemen
betrachtet werden.
85Vgl. [Hil97, S. 229f.].
86Vgl. [Neu93, S. 141].
87Vgl. [Neu93, S. 141].
88Vgl. [Hil97, S. 235].
89Vgl. [Mie99, S. 67f.]. In [Dom91, S. 47f.] wird dennoch von Goal Programming gesprochen.
90Vgl. [Pro03, S. 359f.], [Gag04, S. 27].
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3.5.1 Beurteilung der A-priori-Methoden
Die Menge der reduktiven Ansätze erfordert es zwingend, a priori Entscheidungen über die Präferen-
zen des Entscheiders hinsichtlich der Zielkriterien zu treffen, welche als Parameter in die entsprechende
Methode eingehen. In diesem Zusammenhang stellt sich zunächst die Frage, ob die Angabe solcher In-
formationen von einem Entscheidungsträger erwartet werden können. Der Entscheidungsträger müsste
einerseits über eine klare Vorstellung seiner Zielpräferenzen verfügen und andererseits im Stande sein,
diese in geeigneter Form zu artikulieren. Hierzu ist es bei einigen Verfahren erforderlich, die Präfe-
renzsituation mathematisch zu formulieren. Hierbei besteht zwar prinzipiell die Möglichkeit, Verfahren
wie AHP einzusetzen, um qualitativ geprägte Informationen konsistent zu quantifizieren. Infolge der
Unkenntnis des Entscheiders von der tatsächlichen Charakteristik beziehungsweise Ausprägung der
Paretofront beziehungsweise des Ziel- und Lösungsraums des Problems können jedoch keine klare Vor-
stellungen vorausgesetzt werden.91
Des Weiteren ergäbe sich bei Anwendung eines A-priori-Verfahrens nur eine Lösung oder sehr we-
nige Lösungen, welche im besten Falle einerseits paretooptimal sind und andererseits den verwendeten
Gewichtungsparametern sehr genau entsprechen. Da jedoch bereits festgestellt wurde, dass der Ent-
scheidungsträger über sehr ungenaue Vorstellungen bezüglich seiner Präferenzen verfügt oder Proble-
me bei der Artikulation letzterer entstehen können, resultiert daraus folglich ein hohes Risiko, dass sich
die Präferenzen hinsichtlich der Gewichtungsparameter bei Präsentation des Ergebnisses ändern. In-
dem das Verfahren derartige Präferenzänderungen zuließe, entstünde ein progressives Verfahren mit
möglicherweise hohem Zeitbedarf, da bei jeder Präferenzänderung oder -anpassung ein weiterer Opti-
mierungslauf mit neuen Parametern durchgeführt werden müsste. Diese Verfahren dürften sich dem-
nach bei Anwendung in der Praxis als sehr inflexibel erweisen, wenn keine Möglichkeit gefunden wird,
die Artikulation der Präferenzen durch zusätzliche Informationen über den Lösungs- beziehungswei-
se Zielraum oder die Paretofront zur Verfügung zu stellen.92 Der wesentliche Vorzug der A-priori-
Verfahren gegenüber anderen Methoden ergibt sich durch ein deutlich besseres Performanzverhalten,
was sich hauptsächlich darauf begründet, dass mit Hilfe einer Ersatzzielfunktion eine Reduktion auf ein
unikriterielles Problem vorgenommen und somit auch die Komplexität des Problems reduziert wird.
Eine etwaige Wiederholung des Optimierungsprozesses aufgrund von Präferenzänderungen des Ent-
scheiders wirkt diesem Vorzug jedoch entgegen.
Verfahren, welche keine freie Gewichtung der Präferenzen zwischen den Zielkriterien zulassen, soll-
ten möglichst vermieden werden, da viele mögliche Präferenzsituationen nicht abgebildet werden kön-
nen. Abschließend kann daher nur eine sehr bedingte Eignung der A-priori-Methoden abgeleitet wer-
den.
3.5.2 Beurteilung der A-posteriori-Methoden
Den A-priori-Verfahren gegenüber stehen die deutlich weniger performanten nicht-reduktiven Verfah-
ren, welche erst nach Durchführung des Suchprozesses auf eine Artikulation der Präferenzen vom Ent-
scheidungsträger angewiesen sind. Ziel dieser Verfahren ist es, die vollständige Paretofront zu bestim-
men.93 Da bereits in Abschnitt 3.2.2 auf Seite 14 festgestellt wurde, dass prinzipiell die - wenn auch
wenig wahrscheinliche - Möglichkeit besteht, dass sämtliche zulässige Lösungen nicht dominiert wer-
den und demnach Π∗ = Π gilt, würde die Bestimmung der paretooptimalen Lösungsmenge auf eine
vollständige Enumeration hinauslaufen. Insbesondere bei kombinatorischen Optimierungsproblemen
wächst der Lösungsraum meist exponentiell im Vergleich zu den Input-Variablen des Problems. Die
91Vgl. [Mie99, S. 115].
92Solche zusätzlichen Informationen können beispielsweise aus dem positiven und negativen Idealpunkt oder auch zusätzlich
dem Nadir-Punkt des Zielraums bestehen. Diese Punkte wurden bereits in Abschnitt 3.2.3 auf Seite 14 vorgestellt.
93Vgl. Abschnitt 3.3.3.
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Ermittlung der vollständigen Paretofront mit Hilfe von Dominanztechniken sollte in diesem Zusam-
menhang bei Unkenntnis der Größe der paretooptimalen Lösungsmenge nur eingeschränkt empfohlen
werden. Hinzu kommt eine etwaige NP-Vollständigkeit des Problems, welche eine Lösung mit exak-
ten Methoden bei großen Eingabelängen ohnehin verbietet. Wesentlicher Vorteil dieser Vorgehensweise
ist, dass bei der Angabe der Präferenzen die ermittelte paretooptimale Lösungsmenge bereits zur Ver-
fügung steht beziehungsweise bekannt ist. Der Entscheidungsträger wählt die Alternative aus dieser
Menge, welche seinen Präferenzen am ehesten entspricht. Diese Auswahl kannmit Hilfe der reduktiven
Techniken geschehen, wofür insbesondere die Methoden der Klasse MADM geeignet erscheinen.94 Au-
ßerdem besteht die Möglichkeit, Informationen über die Charakteristik der Paretofront bereitzustellen
oder die Front in geeigneter Form zu visualisieren.95 In diesem Zusammenhang sollte ebenfalls bemerkt
werden, dass Präferenzänderungen des Entscheiders keinen neuen Optimierungslauf, sondern lediglich
eine erneute Berechnung der Zielwerte über alle Alternativen der Paretofront erfordert.96
Des Weiteren besteht die Möglichkeit, die Paretofront mit Hilfe der reduktiven Verfahren und einer
systematischen Durchmusterung von Präferenzsituationen zu approximieren.97 Auf diese Weise kann
die Laufzeit auf ein angemessenes Maß reduziert werden, ohne die Ziellösungsmenge zu stark einzu-
grenzen. Da der Detailgrad der Approximation steuerbar ist, folgt daraus implizit auch die Kontrolle
über das Laufzeitverhalten. Auf diese Weise kann das Verhältnis von Güte und Performanz des Verfah-
rens den Ansprüchen des Entscheiders beziehungsweise den Notwendigkeiten des Problems angepasst
werden.98 In diesem Rahmen ergibt sich auch die Möglichkeit, diese Technik in einem progressiven
Modell einzusetzen. Dabei wird der Detailgrad der Optimierung in stärker präferierten Gebieten des
Lösungsraums sukzessive erhöht. Die Approximation der Paretofront bildet daher aus den genannten
Gründen eine angemessene Kompromisslösung zwischen den Vorteilen der A-posteriori- und A-priori-
Verfahren.
Abschließend kann festgestellt werden, dass A-posteriori-Verfahren im Allgemeinen über eine Rei-
he von Vorzügen, bis auf die geringere Performanz jedoch über keine Nachteile gegenüber A-priori-
Verfahren verfügen.
94Vgl. Abschnitt 3.1.
95Die Visualisierung ist hierbei jedoch im Rahmen eines Diagramms auf Probleme mit drei Zielkriterien beschränkt, da jedes
Ziel einer räumlichen Dimension des Diagramms entspricht.
96Vgl. [Kam06, S. 33f.].
97Vgl. Abschnitt 3.3.3.2.
98Vgl. Anwendungen bei [Ire01] beziehungsweise [Mer02, S. 111ff.] sowie Abschnitt 6.3.3 auf Seite 97.
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Kapitel 4
Optimierung von Angebotsnetzen im
EVCM
Nachdem in den vergangenen Kapiteln allgemeine Grundlagen der kombinatorischen Optimierung so-
wie der mehrkriteriellen Optimierung und Entscheidung behandelt wurden, soll im folgenden Kapitel
ein konkreter Anwendungsfall eines mehrkriteriellen kombinatorischen Optimierungsproblems erläu-
tert werden.
4.1 Extended Value Chain Management
TEICH definiert das Extended Value Chain Management wie folgt:
»EVCM ist die ganzheitliche, kompetenzorientierte Betrachtung der Geschäftsprozesse ei-
nes Produktionsnetzwerkes über alle Produktionsstufen beginnend beim Kunden und en-
dend bei elementaren Zulieferern. Es umfasst dabei alle strategischen, taktischen und ope-
rativen Maßnahmen zur effizienten Koordination aller inter- und intraorganisatorischen Ge-
schäftsprozesse, die ihren Ursprung in der fachkompetenten Bildung von Prozessvarianten-
plänen haben und sich bis zur sozialkompetenten, operationalisierten Auswahl von Netz-
werkpartnern erstrecken.«1
4.1.1 Phasenmodell
Kern des Extended Value Chain Management ist das die Ablauforganisation definierende Phasenmo-
dell, welches sich aus neun aufeinander folgenden Phasen zusammensetzt und die Entstehung, den
Betrieb und die Auflösung temporärer hierarchieloser Unternehmensnetzwerke beschreibt beziehungs-
weise regelt. Die neun Phasen dieses Modells werden in Abbildung 4.12 dargestellt und sollen im Fol-
genden kurz beschrieben werden. Eine ausführliche Darstellung des Modells findet sich in der Habili-
tationsschrift von TEICH.3
Die Entstehung eines temporären Netzwerkes wird initiiert durch eine konkrete Kundenanfrage,
welche im Wesentlichen Detailinformationen über das nachgefragte Produkt, die zu liefernde Men-
ge und den durch den Kunden gewünschten Lieferzeitpunkt beinhaltet.4 Ausgehend von einer sol-
chen Anfrage findet eine Dekomposition des Wertschöpfungsnetzes statt, welche die Zerlegung der
Wertschöpfung in einzelne Prozessschritte zum Ziel hat. Dabei wird zunächst ein Prozessvariantenplan
1[Tei02, S. 230]
2Quelle: [Tei02, S. 271].
3Vgl. [Tei02].
4Vgl. [For06, S. 19].
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Abbildung 4.1: Phasenmodell des EVCM
Die 9 Phasen des EVCM-Phasenmodells. Dabei stellt Phase 6 den wesentlichen Bereich für die in dieser
Arbeit betrachtete Optimierung dar.
(PVP) generiert, innerhalb dessen alle technologisch sinnvollen Herstellungsvarianten des nachgefrag-
ten Produktes durch Prozessschritte und deren Reihenfolge beschrieben werden.5 Ergebnis der ersten
Phase ist ein Nachfragevektor für die Anfrage, welcher sich aus Produkt-, Auftrags- und Prozessdaten
zusammensetzt.6
In der anschließenden zweiten Phase des Modells wird nach Partnern gesucht, deren technologische
Fähigkeiten mit denen des durch den Nachfragevektor aus der ersten Phase geforderten Kompetenzen
korrespondierenden. Partner stellen dabei am Netzwerk beteiligte Unternehmen dar, die durch eine
Kompetenzzelle repräsentiert werden und deren technologische Fähigkeiten mit Hilfe eines in einer
zentralen Datenbank7 abgelegten und durch Selbstauskunft ermittelten Angebotsvektors beschrieben
werden. Ergebnis dieser Suche sind potentielle Kandidaten für die Realisierung der in der ersten Phase
identifizierten und zu bewältigenden Prozessschritte.8
Durch eine konkrete Anfrage dieser potentiellen Partner wird die dritte Phase des Modells initia-
lisiert, in welcher die einzelnen Kompetenzzellen eine interne Ablaufplanung durchführen. Im Rah-
men dieser Planungwerden Verfügbarkeiten bei Lagerzugriffen (ATP-Prüfung) zu entsprechenden Zeit-
punkten beziehungsweise der Ressourcen bei der Produktion (CTP-Prüfung) geprüft. Ziel und Ergebnis
dieser Phase ist die Sammlung aller Informationen, um in der darauf folgenden vierten Phase entweder
konkrete Angebote zu generieren, welche spezifische Lieferkonditionen wie beispielsweise Preis, Liefer-
wahrscheinlichkeit und Liefertermin beinhalten, oder die Unfähigkeit der Lieferung zu den geforderten
Konditionen herauszustellen. Dabei besteht dieMöglichkeit, dass bei der Produktherstellung notwendi-
ge Vorprodukte in die Produktion eingehen, welche nicht zum entsprechenden Bedarfszeitpunkt durch
5Vgl. [Tei02, S. 221], [Fis03, S. 61] und [Kam06, S. 43].
6Vgl. [Tei02, S. 221].
7Diese zentrale Datenbank wird durch den so genannten InformationstechnischenModellkern (IMK) des EVCM realisiert. Vgl.
[Zim05, S. 3f.].
8Vgl. [Kam06, S. 43], [For06, S. 20], [Tei02, S. 271ff.].
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die Kompetenzzelle zur Verfügung gestellt werden können. In diesem Fall werden durch die rekur-
sive Verwendung der ersten drei Phasen des Modells im Rahmen des so genannten Ausrollprozesses
Angebote anderer Kompetenzzellen eingeholt, welche im Stande sind, die benötigten Vorprodukte zu
liefern.9 Die Phase der Angebotsgenerierung stellt einen zugehörigen Einrollprozess dar, der die durch
den Ausrollprozess erzeugte Rekursion, beginnend auf der untersten Stufe, sukzessive auflöst. Nach
Abschluss des Aus- und Einrollprozesses ist demnach ein Netz aus abhängigen Angeboten entstanden,
welches sich von dem in der ersten Phase erzeugten Prozessvariantenplan ableitet beziehungsweise eine
konkrete Instanz dessenmit ausgeprägtenAttributen repräsentiert. Ein Angebot für einen Prozessschritt
wird bestimmt durch die Eigenschaften Preis, Menge, Liefertermin und Lieferwahrscheinlichkeit.10
Aus der Menge der möglichen Kombinationen einzelner Angebote von Kompetenzzellen muss auf-
grund der Ergebnisse der folgenden fünften und sechsten Phase genau eine ausgewählt werden, deren
Kompetenzzellen den Zuspruch für die zugehörigen Angebote erhalten. In der fünften findet dabei ei-
ne Bewertung nach qualitativen Faktoren, so genannten Soft-Facts, statt. Dabei werden beispielsweise
soziale Kompetenzen, wie die Kommunikations- und Kooperationsfähigkeit oder die Zuverlässigkeit
der einzelnen Partner untersucht.11 Neben der Bewertung der Soft-Facts werden in den folgenden Pha-
sen die so genannten Hard-Facts optimiert, welche quantifizierbare betriebswirtschaftliche Kenngrößen
darstellen. Nach einer Optimierung dieser Größen findet die tatsächliche Auswahl einer Angebotskom-
bination entsprechend den Präferenzen des Kunden statt.12
Durch die Auswahl einer konkreten Angebotsmenge entsteht in der siebenten Phase mit dem Netz-
betrieb ein temporäres virtuelles Unternehmen, welches sich aus verschiedenen realen Unternehmen
zusammensetzt und die Leistung der tatsächlichen physischen Herstellung des angefragten Produktes
erbringt. Ergebnis dieser Phase ist die Lieferung des angefragten Produktes zu den angegebenen und
geforderten Konditionen. Abschließend wird in der achten Phase die Arbeit und die Zusammenarbeit
der Unternehmen bewertet und für eine spätere Abrechnung und Evaluierung zugänglich gemacht,
bevor in der neunten und letzten Phase das temporäre Unternehmensnetzwerk aufgelöst wird.13
4.1.2 Prozessvariantenplan und Prozessplan
TEICH beschreibt in [Tei02] Prozessvariantenpläne, welche alle sinnvoll möglichen technologischenHer-
stellungsvarianten für ein Produkt beinhalten, als Basis der Anfragen an Kompetenzzellen. Wie im vo-
rigen Abschnitt bereits erläutert, wird für jede Kundenanfrage in der ersten Phase des EVCM-Modells
zunächst ein Prozessvariantenplan ermittelt. Durch eine Enumeration aller Herstellungsmöglichkeiten
entsteht dabei eine Reihe von Prozessplänen, welche jeweils genau eine Herstellungsalternative reprä-
sentieren.14 Aus Gründen der Vereinfachung werden im Folgenden daher Prozesspläne als Basis eines
Angebotsnetzes betrachtet. Da jedoch eine Ableitung der einzelnen Prozesspläne aus dem Prozessvari-
antenplan stets möglich ist, stellt diese Vereinfachung keine Einschränkung der Allgemeinheit dar.15
Ein Prozessplan enthält alle Prozessschritte, deren Durchführung notwendig ist, um das geforderte
Produkt sowie alle notwendigen Vorprodukte auf allen Stufen der Fertigung herzustellen. Somit können
innerhalb eines Prozessplans ebenso Aktivitäten (Prozessschritte) als auch Zustände (durch Prozess-
schritte entstandene Zwischenprodukte) verzeichnet werden. In Abbildung 4.2 wird ein beispielhafter
Prozessplan in Form eines gerichteten, zyklenfreien Digraphen dargestellt, welcher genau eine Herstel-
lungsvariante für ein nachgefragtes Endprodukt repräsentiert.
9Vgl. [Tei02, S. 222ff.], [For06, S. 20f.].
10Vgl. [For06, S. 20f.], [Fis03, S. 62], [Tei02, S. 224].
11Vgl. [Tei02, S. 433ff., 484f.], [For06, S. 22ff.].
12Vgl. [For06, S. 22f.], [Fis03, S. 62f.].
13Vgl. [For06, S. 23f.], [Zim05, S. 3].
14Vgl. [Tei02, S. 482].
15Andererseits ist auch eine Erweiterung der in den folgenden Kapiteln vorgestellten Verfahren für Prozessvariantenpläne
denkbar.
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Abbildung 4.2: Beispielhafter Graph eines Prozessplans für die Herstellung eines Produktes
Die Prozessschritte werden im Graphen durch die quadratischen Knoten symbolisiert. Jeder Prozess-
schritt hat die Lieferung eines Zwischenproduktes zur Folge, welches als fünfeckiges Symbol darge-
stellt wird. Ein Zwischenprodukt wird dabei in einem folgenden Prozessschritt weiterverarbeitet oder
geht beispielsweise als Baugruppe in den nächsten Prozessschritt ein. Im Graph wird zusätzlich in
konvergierende (Schritte 1-7) und divergierende Teilprozesse (Schritt 8) unterschieden.
Ein nachgefragtes Endprodukt setzt sich üblicherweise aus einer Reihe von Vorprodukten, wie bei-
spielsweise Baugruppen, zusammen, sodass der Prozessplan hinsichtlich der zwischen den Prozessen
entstehenden Zwischenprodukte als Gozintograph oder Struktur- beziehungsweise Baukastenstücklis-
te darstellbar ist.16 Diese Prozesse entsprechen einer konvergierenden Wertschöpfung, da mehrere Zwi-
schenprodukte durch einen Prozessschritt zu einem resultierenden Zwischen- oder Endprodukt ver-
bunden werden. Es können jedoch auch Prozessschritte mit divergierendem Charakter auftreten. Dabei
hat ein Prozessschritt mehrere verschiedene Zwischenprodukte zumErgebnis, welche unter Umständen
in verschiedenen anderen Prozessschritten weiterverarbeitet werden müssen. KAMINSKI beschreibt die
Herstellung eines Getriebekastens als ein typisches Beispiel für einen divergierenden Prozessschritt.17
Ein solches zweiteiliges Gehäuse, welches sich aus Ober- und Unterseite zusammensetzt, durchlaufen
mehrere Wellen und Stangen, welche exakt in den zugehörigen Bohrkanälen liegen müssen. Während
dabei die Bohrungen für Ober- und Unterseite zusammen innerhalb eines Arbeitsgangs erfolgen müs-
sen, um die notwendige Qualität zu gewährleisten, kann anschließend eine getrennte Weiterverarbei-
tung der beiden Seiten erfolgen. Bei einer abschließenden Montage muss jedoch sichergestellt werden,
dass Ober- und Unterseite richtig kombiniert werden.18 Der in Abbildung 4.2 dargestellte Prozessplan
enthält mit Prozessschritt 8 einen divergierenden Prozessschritt. Divergierende Prozessschritte werden
im Folgenden als Divergenzpunkte des Graphen bezeichnet. Da eine Anfrage jedoch auf genau ein kon-
kretes Produkt in einer bestimmtenMenge zielt, muss für jede im Laufe derWertschöpfung entstandene
Divergenz in späteren Abschnitten eine zugehörige Konvergenz stattfinden. Ein Prozessschritt, in wel-
chem die Auflösung einer entstandenen Divergenz stattfindet, sei im Folgenden als zugehöriger oder
auflösender Konvergenzpunkt bezeichnet. Im Beispiel von Abbildung 4.2 wird die durch Prozessschritt 8
entstehende Divergenz durch den zugehörigen Konvergenzpunkt in Prozessschritt 1 aufgelöst.
16Vgl. [Kam06, S. 43] i.V.m. [Käs04, S. 83f.].
17Vgl. [Kam06, S. 46].
18Vgl. [Kam06, S. 46].
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4.1.3 Angebotsnetze
Ausgehend von einem im vorigen Abschnitt vorgestellten Prozessplan, soll im Folgenden das Konzept
des Angebotsnetzes als attribuierter Prozessplan detaillierter beschrieben werden. Ein Angebotsnetz
stellt, wie in Abschnitt 4.1.1 bereits beschrieben, das Ergebnis des Aus- und Einrollprozesses dar und
setzt sich aus konkreten Angeboten von Kompetenzzellen zusammen, welche jeweils die Konditionen
für die Ausführung eines Prozessschrittes und damit die Liefermöglichkeit eines Zwischenproduktes
an eine andere Kompetenzzelle beschreiben.
4.1.3.1 Vererbung der Prozessplaneigenschaften
Analog zur Darstellung des Prozessplans kann ein Angebotsnetz ebenfalls als gerichteter und azykli-
scher Graph dargestellt werden, welcher unvollständig ist. Dabei werdenwesentliche Eigenschaften des
Prozessplans auf das Angebotsnetz vererbt. Im Prozessplan wurden Prozessschritte als Knoten und Lie-
ferabhängigkeiten von eingehenden Zwischen- beziehungsweise Vorprodukten als Kanten dargestellt.
Im Angebotsnetz erfolgt eine analoge Darstellung, wobei Angebote durch Knoten und Lieferbeziehun-
gen durch Kanten repräsentiert werden. Das Angebotsnetz bildet daher eine konkrete Instanz des Pro-
zessplans.19
Endprodukt
Vorproduktlieferung
(Kantengruppe)
Prozessschritt
(Knotengruppe)
Angebot für Prozessschritt
(Knoten)
Lieferbeziehung
(Kante, Referenz)
1
2 4
53
A
Wertschöpfung
B
A1
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B
A2
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C
D
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C
D
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Abbildung 4.3: Beispielhaftes Angebotsnetz für ein Produkt
Diese Darstellung zeigt eine Instanz eines Angebotsnetzes für einen einfachen Prozessplan, welcher
ausschließlich Konvergenzen enthält.
Da für jeden Prozessschritt mehrere Angebote von verschiedenen Kompetenzzellen vorliegen kön-
nen, findet eine Gruppierung dieser Angebote nach Knotengruppen auf Basis des zugrunde liegenden
Prozessschrittes statt. Angebote, welche zusätzlich Vorprodukte benötigen, die durch andere Kompe-
tenzzellen geliefert werden, können dabei ebenfalls über mehrere Angebote zur Lieferung dieser Vor-
produkte durch andere Kompetenzzellen verfügen. Seien A1 ein Angebot, welches ein Vorprodukt V1
in einer bestimmten Menge bis zu einem bestimmten Lieferzeitpunkt benötigt und die Angebote Bi
mit i = 1, 2, ... Liefermöglichkeiten für V1 in der geforderten Menge zum bestimmten Lieferzeitpunkt,
so können alle möglichen Lieferbeziehungen (Kanten) zwischen dem Angebot A1 und den Angeboten
Bi in einer gemeinsamen Kantengruppe zusammengefasst werden, da sie lokale Alternativen für die
19Vgl. Ausführungen in [Kam06, S. 45ff.] sowie [Fis04a, S. 517ff.].
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Kombination mit dem Angebot A1 bilden.20 Für eine Lieferbeziehung zwischen zwei Angeboten kön-
nen dabei zusätzliche Kosten für die Logistik anfallen.21
In diesem Zusammenhang muss darauf hingewiesen werden, dass nicht alle Angebote einer Kno-
tengruppe auch Mitglied einer Kantengruppe sein müssen, die sich auf das Zwischenprodukt bezieht,
welches aus dem zugrunde liegenden Prozessschritt der Knotengruppe resultiert. Dies ergibt sich aus
der Einschränkung, dass eine Kante und somit eine (mögliche) Lieferbeziehung nur dann existent sein
kann, wenn zusätzlich einerseits die geforderte Menge durch ein Angebot erfüllt wird und anderer-
seits der Lieferzeitpunkt nicht nach dem zugehörigen Bedarfszeitpunkt liegt.22 In Abbildung 4.3 werden
Knoten, Knotengruppen, Kanten undKantengruppen als Bestandteile des Angebotsnetzes anhand eines
Beispiels erläutert. Angebote, welche auf Basis eines divergierenden Prozessschrittes durch eine Kom-
petenzzelle abgegeben werden, enthalten dabei mehrere aneinander gekoppelte Lieferbeziehungen, da
durch ein solches Angebot mehr als ein Zwischenprodukt für mehr als einen folgenden Prozessschritt
zur Verfügung gestellt und somit an andere Kompetenzzellen geliefert wird. Das Angebot ist dabei an
die Auslieferung aller Zwischenprodukte gebunden.23
4.1.3.2 Datenstruktur von Angeboten und Referenzen
Wie bereits beschrieben, wird in Angebote und Lieferbeziehungen unterschieden, welche durch Knoten
und Kanten im Angebotsnetz repräsentiert werden. Da sowohl Angebote als auch Referenzen durch
Komptenzzellen (auch in getrennter Form) abgegeben werden können, soll im Folgenden geklärt wer-
den, welche Daten in Angeboten und welche Daten in Referenzen hinterlegt werden, um das Angebots-
netz vollständig abzubilden.24 Als Grundlage für diese Beschreibungen wird der Stand der informa-
tionstechnischen Umsetzung des EVCM im Rahmen des Arbeitskreises Logistische Informationssysteme
(LogIs) am Lehrstuhl für Produktionswirtschaft und Industriebetriebslehre an der Technischen Univer-
sität Chemnitz verwendet.25
Für die Identifikation und Einordnung eines Angebotes werden neben dem Identifikationswert für
das Angebot zunächst Angaben über den zugrunde liegenden Prozessschritt eines Prozessplans (be-
ziehungsweise Prozessvariantenplans), über die Zugehörigkeit des Angebotes zu einem Auftrag und
über die angebotsgenerierende Kompetenzzelle benötigt. Aus diesen Informationen ist bereits die Ab-
leitung eines Knotens im Angebotsgraphen möglich, welcher entsprechend dem Prozessschritt einer
Knotengruppe zugeordnet wird. Jedes Angebot muss weiterhin eine Information darüber enthalten, ob
es sich bei dem zugrunde liegenden Prozessschritt um einen Divergenzpunkt im Prozessplan handelt.
Neben den bisher beschriebenen Status- und Identifikationsdaten werden in einem Angebot ebenso alle
notwendigen Zielwerte verzeichnet, welche sich aus dem Preis, der Liefermenge, der Lieferwahrschein-
lichkeit und dem Liefertermin ergeben. Zusätzlich wird die Angabe der Liefermenge erforderlich, über
die das Angebot erstellt wurde.26
Eine Referenz stellt eine mögliche Lieferbeziehung dar und muss daher zunächst die Information
enthalten, welches Produkt mit welchem Angebot an eine andere Kompetenzzelle mit einem anderen
Angebot geliefert wird. Aus diesem Grund enthält eine Referenz zunächst einen Identifikationswert
für das Zwischen- beziehungsweise Endprodukt, das geliefert wird. Das durch eine Lieferbeziehung zu
liefernde Produkt steht deshalb in Abhängigkeit der Lieferbeziehung und nicht des Angebotes, da bei
divergierenden Prozessschritten mehrere Zwischenprodukte durch ein Angebot geliefert werden.
Weiterhin sind die Identifikationswerte für das Quell- und das Zielangebot der möglichen Lieferung
20Vgl. Knoten- und Kantengruppenkonstrukt in [Fis04a, S. 518f.], [Kam06, S. 48f.].
21Vgl. [Kam06, S. 45 i.V.m. S. 52].
22Vgl. [Tei02, S. 487], [Kam06, S. 50].
23Vgl. [Kam06, S. 46].
24Vgl. hierzu das Konzept der ähnlichen Anfragen in [For06, S. 71f.].
25Vgl. [Log06].
26Vgl. [For06, S. 58f.], [Kam06, S. 53]. Siehe auch: Klassenstruktur des Angebotes in [Kam06, S. 71].
38
4.1 Extended Value Chain Management
enthalten. Zusätzlich werden in der Referenz der Bedarfstermin und die Bedarfsmenge des entspre-
chenden Zwischenproduktes verzeichnet, wobei sich diese Daten restriktiv über die Kompetenzzelle
definieren, an welche die Lieferung durchgeführt werden soll. Handelt es sich um Angebote, deren
Kompetenzzellen den letzten Schritt in Wertschöpfungsrichtung ausführen und folglich die Lieferung
des Endproduktes zum Ziel haben, wird der Identifikationswert für das Zielangebot auf einen künst-
lich angelegten Startknoten gesetzt, welcher den Einstiegspunkt des Angebotsnetzes darstellt und somit
Bestandteil jeder Angebotskombination ist, die eine Lösung des Problems sein kann.27
4.1.3.3 ATP- und CTP-Angebote
Vor der Generierung vonAngeboten durch eine Kompetenzzelle wird die interne Ablaufplanung durch-
geführt, innerhalb welcher zunächst eine ATP-Prüfung erfolgt, die die maximaleMenge des angefragten
Produktes bestimmt, die zum Bedarfszeitpunkt durch eine Lagerentnahme für die Angebotsgenerie-
rung zur Verfügung gestellt werden kann. Tritt der Fall ein, dass die zum Bedarfszeitpunkt verfügbare
Menge aus dem Lagerbestand vollständig die Anfragemenge abdecken kann, wird ein Angebot für die
Anfragemenge generiert.28
Bei nicht ausreichender ATP-Menge muss eine CTP-Prüfung durchgeführt werden, welche die Pro-
duzierfähigkeit des Produktes in der angefragten Menge bis zum Bedarfszeitpunkt überprüft. Ergibt
diese Prüfung ein positives Resultat, kann ebenfalls ein Angebot über die angefragte Menge generiert
werden. Da in diesem Fall die geforderte Menge vor der Lieferung explizit für den Auftrag produziert
werden muss, besteht allerdings die Möglichkeit, dass zusätzlich Vorprodukte benötigt werden, wel-
che durch andere Kompetenzzellen geliefert werden müssen. Die Einholung entsprechender Angebote
erfolgt dabei, wie bereits erläutert, über den rekursiven Aus- und Einrollvorgang.29
Dem entgegen stehen Lieferungen, welche aus der ATP-Menge befriedigt werden. Da die angefragte
Menge direkt aus einem Lagerbestand entnommen wird, ist kein weiterer Ausrollvorgang über mög-
liche Vorprodukte notwendig und die zugehörige Kompetenzzelle fasst sämtliche Prozessschritte bis
zum entsprechend angefragten Zwischenprodukt zusammen.
4.1.4 Problemstellung bei der Kompetenzzellenauswahl
Die sechste Phase des EVCM-Phasenmodells beschreibt die Auswahl der richtigen Kompetenzzellenan-
gebote. Dabei finden neben den Soft-Facts die Hard-Facts wesentliche Berücksichtigung. Bei Hard-Facts
handelt es sich, wie bereits beschrieben, um betriebswirtschaftliche Kenngrößen, die in Form von quan-
tifizierbaren Bewertungskriterien repräsentiert werden. Im Umfeld des Extended Value Chain Manage-
ments sollen dabei die Kenngrößen genutzt werden, die im Rahmen der Angebotsgenerierung durch
die Kompetenzzellen erstellt werden.
Jedes Angebot beinhaltet einen Preis, eine Lieferwahrscheinlichkeit und einen Liefertermin. In die-
sem Zusammenhang entsteht zwischen dem Bedarfstermin einer zu beliefernden Kompetenzzelle be-
ziehungsweise des Endkunden und der beliefernden Kompetenzzelle ein zeitlicher Puffer, wobei auch
eine Just-In-Time-Lieferung denkbar ist.30
4.1.4.1 Zulässige Lösungen
Im Rahmen der Kompetenzzellenauswahl muss zunächst feststehen, wie Angebote zu einer Problemlö-
sung kombiniert werden müssen oder dürfen, um eine zulässige Lösung als Pfad durch das Angebots-
27Vgl. Ausführungen in [Kam06, S. 53]. In Abbildung 4.3 wird dieser Knoten durch die künstliche Kantengruppe A (Endpro-
dukt) repräsentiert.
28Vgl. [Zsc04, S. 67f.], [Zsc05, S. 300f.], [Tei02, S. 735f., S. 380].
29Vgl. [Tei02, S. 380ff.].
30Vgl. [Kam06, S. 45f.], [Tei02, S. 372f.].
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netz zu erzeugen.
Zunächst ist dabei offensichtlich die Auswahl eines Angebotes über den Prozessschritt notwendig,
der am Ende der Wertschöpfung steht und somit die Lieferung des angefragten Endproduktes zum
Ziel hat. In diesem Zusammenhang gilt, dass falls durch dieses Angebot Zwischenprodukte benötigt
werden, die durch andere Komptenzzellen zur Verfügung gestellt werden müssen, auch die Annahme
von Angeboten über diese Zwischenprodukte notwendig wird. Dieses Prinzip gilt rekursiv für alle An-
gebote, welche auf diese Weise Bestandteil einer Lösung werden. Durch Einführung eines künstlichen
Startknotens, der die Lieferung des Endproduktes als Restriktion beinhaltet, wie es in Abschnitt 4.1.3.2
beschrieben wurde, kann diese Definition vereinfacht werden zu:
1. Der künstliche Startknoten ist Bestandteil jeder Lösung.
2. Ein Bedarf, der durch ein beliebiges Angebot (Knoten) der Lösung besteht, muss durch ein ande-
res Angebot erfüllt werden, das ebenfalls Bestandteil der Lösung ist. Dabei muss zwischen dem
Knoten, der den Bedarf und dem Knoten, welcher die Lieferung beinhaltet, eine Referenz (Kante)
bestehen, die ebenfalls Bestandteil der Lösung ist.
Somit müssen unter Umständen mehrere parallele Pfade bis zum Ende des Graphen verfolgt werden,
wobei das Ende eines solchen Zweiges durch Blattknoten repräsentiert wird, welche keine Restriktionen
über die Annahme von Angeboten über einzugehende Vorprodukte besitzen.31
4.1.4.2 Restriktionen durch divergierende Prozessschritte
In Abschnitt 4.1.2 wurde bereits erläutert, dass sowohl konvergierende als auch divergierende Teilpro-
zesse im Prozessplan auftreten können. Dabei ergeben sich bei Vorhandensein divergierender Prozess-
schritte bei der Kombination verschiedener Angebote, die einer zulässigen Lösung zugeordnet werden,
Restriktionen, welche bei der Pfadkonstruktion beachtet werden müssen.
Die Annahme eines Angebotes, dessen zugrunde liegender Prozessschritt einen Divergenzpunkt
darstellt, ist an die Lieferung mehrerer Vor- beziehungsweise Zwischenprodukte gebunden. Aus die-
sem Grund gilt bei der Entscheidung für eine Referenz (Lieferbeziehung) und somit der Auswahlent-
scheidung eines Angebotes zu beachten, dass auch genau eine Lieferbeziehung des Angebotes für jedes
übrige Zwischenprodukt ausgewählt wird. Auf diese Weise kann die Auswahlentscheidung über ein
Angebot auch die Alternativenmenge von Angeboten nachfolgender Prozessschritte einschränken, da
eine Kompetenzzelle mit einem Angebot nicht notwendigerweise in der Lage sein muss, alle anfragen-
den Kompetenzzellen eines nachfolgenden Prozessschrittes zu beliefern. Die entstehende Restriktion
kann sich rekursiv über alle Stufen des Prozessplans fortsetzen.32
4.1.4.3 Optimierung
Im Rahmen der Alternativenauswahl müssen die Lösungen anhand der bereits erwähnten Zielkriterien
bewertet werden, um eine möglichst gute Alternative auswählen zu können. In diesem Zusammen-
hang kann nicht davon ausgegangen werden, dass für jede mögliche Angebotskombination eine Be-
wertung stattfinden kann, da durch die Menge der einzelnen Angebote und Belieferungsmöglichkeiten
eine kombinatorische Explosion hinsichtlich des Lösungsraums erzeugt wird, welche die Enumeration
aller Lösungen im Allgemeinen nicht zulässt.33 Demnach ist ein mehrkriterielles Optimierungsverfah-
ren notwendig, um diese Phase bewerkstelligen zu können. Da mehrere Kriterien in die Bewertung
31Analog zur formalen Definition in Abschnitt 4.2.3. Ähnliche Ausführungen finden sich auch bei [Fis04a, S. 517ff.] sowie
[Kam06, S. 45ff.].
32Vgl. Problembeschreibung in [Kam06, S. 51f.].
33Vgl. Beweis der NP-Vollständigkeit des Problems in Abschnitt 4.5 auf Seite 57.
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einfließen, stellt sich des Weiteren die Frage, wie stark welches Kriterium berücksichtigt werden soll.
Hierbei dürfen mögliche Präferenzvorstellungen des Kunden nicht vernachlässigt werden.34
4.2 Formalisierung des Problems
In den vergangenen Abschnitten wurde das Optimierungsproblem von Angebotsnetzen im Rahmen
des Extended Value Chain Managements verbal und beispielhaft beschrieben. Mit dem Ziel, in späteren
Kapiteln Lösungsalgorithmen für dieses Problem zu entwerfen, soll es zunächst als erweitertes Parallel
Path Problem formalisiert werden.
4.2.1 Problemgraph
Das resultierende Problem kann in Form eines Parallel Path Problem dargestellt werden. Das formale
Modell des Parallel Path Problems, welches bereits in [Fis04a] und [Kam06] beschrieben wurde, soll
im Folgenden vorgestellt und in der Form erweitert und modifiziert werden, dass eine vollständige
Abbildung des Problems sowie die Lösung mittels dynamischer Programmierung möglich ist.35 Das
Problem sei in Form eines gerichteten Graphen G dargestellt, welcher sich durch das Tupel
G = {V,E,K, S} (4.1)
definiert. Dabei beschreibt V die Menge aller Knoten, E die Menge aller gerichteten Kanten, K die
Menge der Kantengruppen und S das Restriktionssystem der Kanten. Dabei sei die Knotenmenge V
durch den Ausdruck
V = {vi = (i, o,ω) : i = 1, .., n; o ≤ n; o ∈ N; ω = {0, 1}} (4.2)
definiert, wobei ein einzelner Knoten vi durch die eindeutige Nummer i definiert ist und o die zu-
geordnete Knotengruppe bestimmt. Die Divergenzpunkteigenschaft wird durch den Wahrheitswert ω
repräsentiert. Die Menge aller Kanten sei durch die folgende Gleichung definiert.
E =
{
ei→j =
(
vi → vj , kgi, Rij , q
)
: vi .= vj ∈ V ; kgi ∈ K;Rij ∈ S; q ∈ N
}
(4.3)
Die Notation ei→j bedeutet in diesem Zusammenhang, dass die Kante ausgehend von Knoten vi zum
Knoten vj führt und somit von vi nach vj gerichtet ist, wobei keine Schlingen erlaubt sind. Die Richtung
der Kanten steht der Wertschöpfung im Angebotsnetz entgegen36 und orientiert sich am Bedarf eines
Produktes beziehungsweise Vorproduktes. Die Variable q repräsentiert eine weitere Gruppierungsei-
genschaft für Kanten, welche sich auf den im Angebotsnetz entstehenden Bedarf durch den Knoten vi
bezieht, der von vj geliefert wird und beinhaltet einen Identifikationswert des zu liefernden Vor- be-
ziehungsweise Endproduktes. Jede Kante besitzt eine Restriktion Rij und ist einer Kantengruppe kgi
eindeutig zugeordnet. Die Menge der Kantengruppen sei hierbei durch die Gleichung
K = {kgi = (vi, g) : vi ∈ V ; g ≤ |E| ; g ∈ N} (4.4)
formalisiert. Dabei ergibt sich in Zusammenhangmit der Definition der Kantenmenge, dass alle Kanten,
welche Bestandteil einer Kantengruppe sind, den selben Startknoten vi besitzen müssen und lediglich
34Aus diesem Grund wurde ursprünglich das AHP-Verfahren zu mehrkriteriellen Bewertung angestrebt. Vgl. [Tei02, S. 262].
35Die folgenden Darstellungen basieren auf [Fis04a, S. 517ff.] und [Kam06, S. 53].
36Diese Repräsentationsform erweist sich als sinnvoll, da die Lösungskonstruktion der vorgestellten Methoden in den Kapiteln
5 (Dynamische Programmierung) und 6 (Ant Colony Optimization) beginnend beim Endprodukt entgegen der Wertschöpfung
erfolgt.
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hinsichtlich ihres Endknotens differieren können. Da ausgehend von einem Knoten mehrere Kanten-
gruppen existieren können, werden diese durch den zusätzlichen Indexwert g eindeutig identifiziert.37
Der Graph verfüge außerdem über einen fest definierten, künstlichen Startknoten vStart, der als Ein-
stiegspunkt für die Optimierung dient sowie einer Menge von künstlichen Startkanten eStart→i, welche
den Startknoten mit Knoten des Graphen verbinden. Diese künstlichen Konstrukte seien dabei nicht
Bestandteil der Knoten- beziehungsweise Kantenmenge des Graphen G.38
Vs = {vStart /∈ V }
Es = {eStart→i = (vStart, vi, kStart, RStart) ; vStart /∈ V, vi ∈ V, kStart /∈ K,RStart = 1}
(4.5)
DesWeiteren wird gefordert, dass der Graph über die Eigenschaften der Zyklenfreiheit und des Zusam-
menhangs verfügt, was durch die folgenden Gleichungen definiert sei.39
∀v ∈ V : ∃ei→j = (vi, vj , ...) ∈ E : (vi = v) ∨ (vj = v) (Zusammenhang)
!U = {(vi, vi+1) , (vi+1, vi+2) , . . . , (vm−1, vm) , (vm, vi)} ⊆ E (Zyklenfreiheit)
(4.6)
Die Zyklenfreiheit muss gefordert werden, um sicherzustellen, dass ein Angebot, welches durch einen
Knoten im Graphen definiert wird, nicht entlang eines sequentiellen Pfades mehrmals erreichbar ist,
um die mehrmalige Annahme eines Angebotes per Definition auszuschließen. Die Eigenschaft des Zu-
sammenhangs basiert auf der Forderung, dass es sich um ein gültiges Problem handeln muss. Für jedes
Angebot muss die Möglichkeit einer Annahme bestehen, ohne die automatische Schlussfolgerung der
Pfadungültigkeit ziehen zu müssen. Falls mehrere nicht verbundene Substrukturen im Graphen existie-
ren, besteht die Möglichkeit, dass ein Vorprodukt für ein Angebot aufgrund einer nicht existierenden
Kante nicht gewählt werden kann und somit die Ungültigkeit des Angebotes und möglicherweise wei-
terer Angebote nach sich zieht. Für einen Graph sollte daher die Erfüllbarkeit aller Abhängigkeiten von
allen Knoten geprüft werden. Alle übrigen nicht mit dem künstlichen Startknoten direkt oder indirekt
verbundenen Substrukturen können nach Abschluss dieser erfolgreichen Prüfung aus dem Graph ent-
fernt werden, wobei ein zusammenhängender Graph die unmittelbare Folge ist. Somit ergibt sich die
Forderung des Zusammenhangs als legitim.
Da der Graph sowohl hinsichtlich seiner Knoten als auch seiner Kanten gewichtet ist, müssen ne-
ben der Graphstruktur des Weiteren Kosten- beziehungsweise Nutzenfunktionen für alle Zielkriterien z
existieren, welche die Kosten beziehungsweise Zielfunktionsbeiträge für eine Kante oder einen Knoten
bestimmen. Diese seien formal wie folgt durch die Abbildungen
fzv : vi )−→ R≥ ∀vi ∈ V (Knoten)
fze : ei→j )−→ R≥ ∀ei→j ∈ E (Kanten)
(4.7)
mit z = 1, ..., Z beschrieben, wobei Z die Anzahl der zu optimierenden Ziele respektive Kriterien reprä-
sentiert.40
4.2.2 Restriktionssystem
Das Restriktionssystem ist nicht Bestandteil der eigentlichen Problemstellung des Parallel Path Pro-
blems, ergibt sich allerdings implizit aus den Betrachtungen über divergierende Prozessschritte und
37Die ursprüngliche Definition sieht kein Restriktionssystem vor und definiert das Kantengruppenkonstrukt abweichend zu
den obigen Darstellungen. Vgl. [Fis04a, S. 517ff.], [Fis04a, S. 517ff.], [Kam06, S. 53].
38In [Fis04a, S. 519] wird zudem eine künstliche Senke als Knoten sowie eine Menge von Kanten, welche diesen erreichen,
definiert. Diese Darstellung wird hier bewusst ausgelassen, da ein solcher Knoten nicht notwendig ist, weil das Ende eines Pfades
auch über die Blattknoten-Eigenschaft gekennzeichnet werden kann.
39Vgl. [Fis04a, S. 517], [Kam06, S. 53].
40Die Definition dieser Funktionen erfolgte in [Fis04a, S. 519], [Kam06, S. 53] zu diesen Darstellungen abweichend in Form von
Kantengewichten.
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wird explizit zur Lösung des Problems von den in den folgenden Kapiteln vorgestellten Algorithmen
verwendet.41 Im Folgenden wird dieses System zunächst in formalisierter Weise näher detailliert. An-
schließend wird gezeigt, wie konkrete Restriktionen in einer zugrunde liegenden Probleminstanz abge-
leitet werden können.
4.2.2.1 Repräsentation des Restriktionssystems
Das Restriktionssystem eines Graphen G wird durch die Menge S mit den Elementen Rij beschrieben,
welche einer Kante ei→j eindeutig zugeordnet sind und als Restriktionsvektor der Kante ei→j bezeich-
net seien. Um das Konzept des Restriktionssystems definieren zu können, sollen zunächst einige Ele-
mente dieses Systems geklärt werden. Das Konzept für die nachfolgend beschriebenen Attribute und
Restriktionen wurde dabei dem booleschen Retrievals entlehnt und an die Bedürfnisse der Problem-
struktur angepasst.42
Attribute. Attribute, im Folgenden auch als elementare Restriktionsfunktionen bezeichnet, haben
einen binären Wertebereich und seien als Funktion r : [E]≤|E| )−→ {0, 1} entweder positiver (r+) oder
negativer (r−) Natur. Die Abbildung muss dabei im Definitionsbereich nicht einelementig sein, sondern
bezieht sich vielmehr auf eine beliebige Teilmenge E′ ⊆ E. Formal können diese Attribute wie folgt
beschrieben werden.
r+xy (E′) =
{
1 wenn ∃ei→j ∈ E′ : (x = i) ∧ (y = j)
0 sonst
(positives Attribut)
r−xy (E′) =
{
0 wenn ∃ei→j ∈ E′ : (x = i) ∧ (y = j)
1 sonst
(negatives Attribut)
(4.8)
Restriktion. Eine Restriktion Rij setze sich entweder aus der Verknüpfung mittels binärem XOR von
ausschließlich positiven oder aus der Verknüpfung mittels binärem AND von ausschließlich negativen
Attributen zusammen und kann formal wie folgt beschrieben werden, wobeim ∈ N ∨ {0}.
R+ =
(
r+1
)∨ (r+2 )∨ (r+3 ) ... (r+m) (positive Restriktion)
R− =
(
r−1
) ∧ (r−2 ) ∧ (r−3 ) ... (r−m) (negative Restriktion) (4.9)
Dabei gelte für m = 0, dass die Restriktion leer ist (R = ∅). Da sich eine Restriktion aus Attributen
zusammensetzt, bildet sie analog zu einem Attribut eine Funktion mit einem binären Wertebereich in
der Form R : [E]≤|E| )−→ {0, 1}.
Eine Restriktion Rij kann einer Kante ei→j zugeordnet werden und beschreibt über den binären
Funktionswert, ob die Kombination der zugeordneten Kante mit einer Kantenmenge E′ aufgrund von
Rij (E′) = 1 erlaubt oder aufgrund von Rij (E′) = 0 verboten ist. In diesem Zusammenhang gelte für
R = ∅ immer R(E′) = 1, da die Kantenkombinationen zwischen nicht restriktionsbelasteten Kanten
unproblematisch sind.
Restriktionsvektor. Da eine Kante ei→j über mehrere Restriktionen verfügen kann, werden dieser
Kante nicht einzelne Restriktionen, sondern Vektoren von Restriktionen Rij zugeordnet. Zwar ist eine
Zusammenfassung mehrerer Restriktionen durch eine AND-Verknüpfung zu einer Gesamtrestriktion
prinzipiell möglich, jedoch aus informationstechnischen Gründen für positive Restriktionen nicht sinn-
voll.43 Negative Restriktionen können dagegen durch ein logisches AND zu einer Restriktion zusam-
41Siehe Abschnitt 5.2.2.2 auf Seite 74 i.V.m. nachfolgenden Darstellungen.
42Boolesches Retrieval beschreibt ein Konzept zur Suche von Dokumenten in Information Retrieval Systemen. Vgl. [Fer03, S.
33ff.].
43In späteren Kapiteln werden Restriktionen algorithmisch bei der Lösungskonstruktion im Rahmen von so genannter Pfadre-
striktionen aufgelöst, was eine Trennung einzelner Restriktionen zu abgegrenzten Objekten erforderlich macht.
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mengefasst werden. Ein Restriktionsvektor kann darauf aufbauend in der Form
Rij =
(
R+ij
R−ij
)
mit R+ij =

R+ij,q1
R+ij,q2
...
R+ij,qm
 (4.10)
beschrieben werden, wobei die Parameter q1, ..., qm mit m ∈ N die einzelnen Restriktionen abgrenzen
und identifizieren. Alternativ zu dieser Darstellung kann ein Restriktionsvektor leer sein, falls einer
Kante keine Restriktion zugeordnet wurde. Abschließend kann die Menge S zu
S =
{
Rij : ∀ei→j ∈ E
}
(4.11)
definiert werden, die das Restriktionssystem des Graphen beschreibt und alle Restriktionsvektoren aller
Kanten beinhaltet.
4.2.2.2 Ableitung der Restriktionen
Aus der Definition des Prozessplans und einem zugehörigen Angebotsnetz kann das Restriktionssys-
tem, welches über alle Kanten definiert ist, automatisch aus dem Angebotsgraphen abgeleitet werden.
Es wurde bereits erläutert, dass Restriktionen nur dann notwendig werden, wenn das Angebotsnetz
divergierende Prozessschritte beinhaltet. Für einen Prozessschritt, aus welchem mehr als ein Vorpro-
dukt resultiert, muss bei der Annahme des Angebots sichergestellt werden, dass sämtliche Lieferungen
differenter Vorprodukte durchgeführt werden können.
Algorithmus 1 Automatisierte Generierung des Restriktionssystems eines Angebotsnetzes
1 functionMAKECONSTRAINTS(Graph G)
2 foreach vj ∈ V : vj ist markiert als Divergenzpunkt do
3 foreach ei→j ∈ E do
4 R+ij,q ← ∅: ∀R+ij,q ∈ R+ij ∈ Rij
5 R−ij ← ∅ : R−ij ∈ Rij
6 foreach Vorprodukt q, welches von vj geliefert wird do
7 foreach em→j ∈ E \ {ei→j} : PREPRODUCT(em→j) = q do
8 if PREPRODUCT(ei→j) = q then
9 R−ij ← R−ij ∧ r−mj
10 else
11 R+ij,q ← R+ij,q∨r+mj
12 end if
13 end foreach
14 end foreach
15 end foreach
16 end foreach
17 end function
Anmerkungen
Die Funktion MAKECONSTRAINTS erzeugt automatisch alle nichtleeren Restriktionsvektoren aller Kanten, deren
Endpunkt ein Knoten auf Basis eines divergierenden Prozessschrittes ist. Die Funktion PREPRODUCT stellt eine
Hilfsfunktion dar und ergibt den Identifikationswert q eines Vorproduktes, welches bei Annahme einer Kante ei→j
von Knoten vj zu Knoten vi geliefert wird und nach Definition der Kantenmenge informativer Bestandteil einer
Kante ist.
Die Lieferung eines Vorproduktes wird durch eine Kante des Graphen determiniert. Es ergibt sich
damit, dass für jedes Vorprodukt, das durch ein Angebot A geliefert wird, genau eine Kante angenom-
men werden muss, die als Startpunkt den Knoten vA aufweist. Bei Auswahl einer solchen Kante ver-
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bietet sich die gleichzeitige Annahme aller anderen Kanten, welche zu einem anderen zu vA ungleichen
Knoten der gleichen Knotengruppe führen und als alternativ zur ausgewählten Kante betrachtet wer-
den können. Dabei sind alle Kanten alternativ, die ebenfalls als Divergenzpunkt markiert sind. Nicht als
Divergenzpunkt markierte Knoten stellen ergänzende Teillieferungen von Fehlmengen für die Vervoll-
ständigung eines Angebotes dar.44
Aus diesen Überlegungen kann ein Algorithmus entwickelt werden, der in der Lage ist, automatisch
auf Basis dieser Informationen das vollständige Restriktionssystem des Graphen abzuleiten. Dieser wird
in Algorithmus 1 in Form von Pseudo-Code dargestellt.
4.2.3 Lösungskonstruktion und Problemstellung
Lösungen des Problems stellen parallele Pfade pi ∈ Π dar, die nachfolgend formal definiert werden sol-
len. Dabei repräsentiere Π die Lösungsmenge des ProblemgraphenG. Die Definition des Pfadkonstruk-
tes erfolgt rekursiv. Die nachfolgenden Ausführungen basieren analog zu den Beschreibungen über den
Problemgraphen auf den Ausführungen von FISCHER ET AL.45 Nachfolgend soll die bisherige Definition
modifiziert und erweitert werden.
Ein Pfad pi setze sich zusammen aus Knoten v und Kanten e des GraphenG, wobei der Knoten vStart
zusätzlich Element jedes Pfades sei. Für die Kombination der Knoten- und Kantenmenge des Pfades
gelte dabei, dass aus jeder Kantengruppe git beziehungsweise gStart, welche von einem Knoten vi ∈ pi
oder vStart ausgeht, genau eine Kante ei→j beziehungsweise eStart→j sowie der zugehörige Knoten vj
ebenfalls Bestandteil des Pfades sei. Dieses Konzept soll zunächst formalisiert werden. Ein Pfad pi sei
definiert durch
pi = (Vpi, Epi,Kpi, Spi, Cpi, Vpis, Epis) (4.12)
mit
Vpi ⊆ V, Epi ⊆ E, Kpi ⊆ K
Epis ⊆ Es, Vpis = Vs Spi ⊆ S
(4.13)
als Beziehungen und
Cpi =
(
R+pi
R−pi
)
(4.14)
als (aufgelöste) Pfadrestriktionenanalog zur Darstellung von Kantenrestriktionen aus Abschnitt 4.2.2,
welche für die Optimierungsalgorithmen in den späteren Kapiteln benötigt wird.46 Formal ergibt sich
ein gültiger Pfad, wenn die folgenden Bedingungen erfüllt sind:
1. Kantengruppenrestriktion: ∀vi ∈ Vpi : ∀kgi ∈ K : |{ei→j : (vi, vj , kgi, ..) ∈ Epi}| = 1
2. Knotenrestriktion: ∀ei→j ∈ Epi : vj ∈ Vpi
3. Pfadrestriktionen: ∀ei→j ∈ Epi : Rij ∈ Spi
4. Vorhandensein einer Startkante: |Epis| = 1 und ∃eStart→i ∈ Epis : vi ∈ Vpi
5. Gültigkeit der negativen Restriktionen: R−ij (Epi) = 1 : R
−
ij ∈ Rij : ∀Rij ∈ Spi
6. Gültigkeit der positiven Restriktionen: R+ij,q (Epi) = 1 : ∀R+ij,q ∈ R+ij : ∀R+ij ∈ Rij : ∀Rij ∈ Spi
Aus dieser Definition ergibt sich rekursiv, dass alle Vorprodukte, welche von einer Kompetenzzelle zu
einem Prozessschritt s benötigt werden, durch Angebote erfüllt werden müssen, um das Angebot für
44Vgl. Konzept der expliziten Fehlmengen in Abschnitt 4.4.2 auf Seite 55.
45Vgl. [Fis04a, S. 517ff.].
46Vgl. Auflösung von Restriktionen in Abschnitt 5.2.2.2 auf Seite 74.
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den Prozessschritt s von dieser Kompetenzzelle annehmen zu können, damit der Pfad die Eigenschaft
der Gültigkeit besitzt, wobei keine Restriktion verletzt werden darf.
Ziel der Optimierung ist es, einen Pfad pi∗ zu bestimmen, welcher optimale Zielfunktionswerte hin-
sichtlich der Funktionen F z aufweist. Diese Funktionen basieren auf den Funktionen fze und fzv und
werden in Abschnitt 4.3 gesondert behandelt.
4.3 Zielsetzungen der Optimierung
Jedes Angebot, welches von einer Kompetenzzelle zu einem Prozessschritt abgegebenwurde, besitzt die
ökonomischen Attribute Preis, Lieferwahrscheinlichkeit und Liefertermin, welche als Zielkriterien der
Optimierung zugrunde liegen sollen. Im Folgenden sollen die angebotsübergreifenden Zielfunktionen
dieser Attribute für Lösungen des kombinatorischen Problems entwickelt werden, um Pfade durch den
Angebotsgraphen nach diesen Attributen bewerten zu können.
4.3.1 Preis
Der Preis stellt ein Attribut eines Angebotes dar und repräsentiert die Kosten, welche bei der Durchfüh-
rung des Prozessschrittes durch die angebotsabgebende Kompetenzzelle erzeugt werden.47 Dies bein-
haltet nicht die Kosten anderer vorgelagerter Prozessschritte oder eingehender Vorprodukte, welche
durch andere Kompetenzzellen geliefert werden.
Da angenommen werden kann, dass ein Kunde des Netzwerkes einen möglichst niedrigen Gesamt-
preis anstrebt, stellt der Preis ein zu minimierendes Zielkriterium dar. Die Aggregation über den Pfad
erfolgt additiv über alle Pfadbestandteile, welche sich aus Kanten (Logistik) und Knoten (Herstellung)
des Graphen ergeben.48 Die Zielfunktion des Gesamtpreises FPreis kann daher anhand der Gleichung
FPreis (pi) =
∑
ei→j∈Epi
fPreise (ei→j) +
∑
vj∈Vpi
fPreisv (vj)⇒ min! (4.15)
definiert werden.
4.3.2 Lieferwahrscheinlichkeit
Die Lieferwahrscheinlichkeit stellt die Wahrscheinlichkeit dar, mit der eine Kompetenzzelle ein abge-
gebenes Angebot bei Annahme korrekt zu den angegebenen Konditionen liefert. Sie wird definiert im
Intervall [0, 1], wobei der Wert 0 der Lieferunfähigkeit und der Wert 1 der sicheren Lieferung der ange-
botenen Menge zum entsprechenden Termin entspricht.49
Da jede Kompetenzzelle, welche abhängig von weiteren Prozessschritten anderer Kompetenzzellen
ist, nur dann zu den angegebenen Konditionen liefern kann, wenn alle übrigen Kompetenzzellen eben-
falls zu den angegeben Konditionen liefern, ergibt sich für die Einhaltung der Konditionen für die Lie-
ferung des Endproduktes, dass alle Konditionen aller beteiligten Komptenzzellen eingehalten werden
müssen. Die Gesamtlieferwahrscheinlichkeit einer kompletten Angebotskombination sollte sich dem-
nach aus dem Produkt aller Lieferwahrscheinlichkeiten der einzelnen zugehörigen Angebote ergeben.
Da eine möglichst hohe Lieferwahrscheinlichkeit anzustreben ist, handelt es sich um ein zu maximie-
rendes Zielkriterium. Die Zielfunktion der Lieferwahrscheinlichkeit FLwk kann daher anhand der Glei-
47Vgl. [Tei02, S. 370f.].
48Vgl. Getrennte Betrachtung von Angebotskosten und Logistik in [Tei02, S. 372].
49Vgl. [Tei02, S. 385ff.], [Zsc05, Abschnitt 3] sowie [Zsc04, S.69].
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chung 4.16 definiert werden.50
FLwk (pi) =
∏
vi∈Vpi
fLwkv (vi)⇒ max! (4.16)
4.3.2.1 Präzisionsmangel in der Wertrepräsentation
Diese multiplikative Verknüpfung stellt jedoch hinsichtlich der Umsetzung in ein informationstechni-
sches System ein Problem dar, welches zunächst beschrieben werden soll. Anschließend werden zwei
Möglichkeiten vorgestellt und bewertet, wie dieses Problem gelöst werden kann.
Algorithmus 2 Testalgorithmus zur Analyse der Präzision des Datentyps double
1 function TESTDOUBLE(double x): integer
3 double P ← 1
4 integer n← 0
5 while P '= P · x do
6 n← n+ 1
7 P ← P · x
8 end while
9 return n
10 end function
Anmerkungen
Die Variable P entspricht den testenden Datentyp (hier double). Der Wert n fungiert als Zählvariable, der so oft um
1 inkrementiert wird, bis die Abbruchbedingung erfüllt ist.
Da es sich bei diesem Kriterium um Wahrscheinlichkeiten handelt, kann ein Wertebereich im Inter-
vall [0, 1] angenommen werden. Die Produktbildung nach Gleichung 4.16 führt bei großen Pfadlängen
mit vielen Angeboten, deren Lieferwahrscheinlichkeit≤ 1 beträgt, zu einer Konvergenz gegen denWert
0. Da die informationstechnische Umsetzung der Optimierungsalgorithmen in der Programmiersprache
C# erfolgen soll, wurde diese Sprache zur Evaluierung der Fragestellung nach der verfügaren Genauig-
keit bei der Darstellung sehr kleiner Zahlen verwendet.51
Im Rahmen dieser Analyse wurde untersucht, bei welcher Anzahl von Faktoren (n) jeweils der
gleichen Wahrscheinlichkeit (x) keine konsistenten Vergleiche zwischen den Produkten P1 = xn und
P2 = xn−1 mehr möglich sind, sondern der Test auf Gleichheit positiv ausfällt.
Dieser Test wurde sowohl für den Datentyp double als auch für den Datentyp decimal durchgeführt.
Der Datentyp double stellt eine Rundungsfehler zulassende Gleitkommazahl der Größe von 64 Bit mit
doppelter Genauigkeit nach dem Standard IEEE 754 dar, während der Datentyp decimal eine Festkom-
mazahl mit der Ganzzahllänge von 96 Bit repräsentiert und keine Rundungsfehler zulässt.52 In Algo-
rithmus 2 wird die zugehörige Programmlogik veranschaulicht. Die Ergebnisse dieser Analyse finden
sich in den Diagrammen von Abbildung 4.4.
Es wird deutlich, dass insbesondere bei kleinen Einzelwahrscheinlichkeiten nur eine Aggregation
von sehr wenigen Komponenten möglich ist, um konsistente Vergleiche zwischen den Zielwerten der
Lieferwahrscheinlichkeit durchführen zu können. Wird die Pfadlänge n überschritten, können keine
Vergleiche zwischen Lösungen und somit auch keine Prüfung auf Dominanz mittels des Optimierungs-
algorithmus durchgeführt werden. Die multiplikative Verknüpfung der Wahrscheinlichkeiten scheint
demnach mangels eines präzisen Datentyps nicht geeignet. Im Anschluss werden zwei unterschiedli-
che Vorgehensweisen zur Bewältigung dieses Problems vorgestellt.
50Vgl. [Tei02, S. 403f.].
51Vgl. [For06, S. 45].
52Vgl. [Mic06c] und [Mic06b].
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Abbildung 4.4: Konvergenzreihen bei der Multiplikation vieler kleiner Werte für C#-Datentypen
Das obere Diagramm zeigt die Konvergenzreihe des Datentyps decimal, während das untere die Kon-
vergenzreihe für den Datentyp double aufzeigt. Es ist ersichtlich, dass auch bei der hohen Genauigkeit
des double-Datentyps nur eine verhältnismäßig geringe Potenz mit sehr kleinen Wahrscheinlichkeits-
werten als Basis zu vergleichbaren Ergebnissen führen.
4.3.2.2 Numerischer Konzentrationsoperator
Da die multiplikative Verknüpfung der Einzelwahrscheinlichkeiten als Aggregationsfunktion für die
Lieferwahrscheinlichkeit angestrebt wird, wurde eine Idee von Modifikatoren dem Konzept der Fuz-
zy Logic entlehnt. In der Fuzzy Logic können linguistische Dilatations- und Konzentrationsoperatoren
auf Zugehörigkeitsfunktionen unscharfer Mengen angewendet werden, um die Zugehörigkeit von Ele-
menten zu einer Menge entweder numerisch zu verstärken oder abzuschwächen. Eine Möglichkeit für
die Umsetzung eines linguistischen Dilatationsoperators, welcher eine numerische Konzentration be-
wirkt, bildet das Potenzieren mit einem Wert α mit 0 < α < 1.53 Wird die Lieferwahrscheinlichkeit als
unscharfe Menge mit der Zugehörigkeitsfunktion der Form µ (x) = x betrachtet, kann, um einer Null-
konvergenz der Gesamtlieferwahrscheinlichkeit entgegen zu wirken, eine Zielfunktion nach Gleichung
4.17 definiert werden.
FLwk (pi) =
∏
vi∈Vpi
β
√
fLwkv (vi)⇒ max! (4.17)
Durch die Wurzel einer Wahrscheinlichkeit mit einem Parameter β ∈ Rmit β > 1 können sehr klei-
ne Wahrscheinlichkeiten deutlich verstärkt werden. Da der Operator für jede Einzelwahrscheinlichkeit
53Vgl. [Böh93, S. 29ff.].
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angewendet wird und diese multiplikativ miteinander verknüpft werden, bleibt die Vergleichskonsis-
tenz hinsichtlich der Präferenzordnung zwischen verschiedenen Lösungen erhalten.54 Dennoch beein-
flusst die Anwendung dieser Methode die Vergleichskonsistenz negativ. Insbesondere bei sehr hohen
Parametern β werden sehr kleine Werte deutlich verstärkt. Hinsichtlich der Gesamtwahrscheinlichkeit
ergibt sich dabei zwangsläufig das Phänomen, dass sich das Verhältnis zwischen den Zielfunktionswer-
ten zweier Lösungen bei Anwendung der Funktion in Gleichung 4.16 im Vergleich zur Anwendung der
Funktion aus Gleichung 4.17 ändert. Hierbei nähern sich die Zielfunktionswerte mit steigendem β im-
mer mehr einem gleichen Wert und unterscheiden sich möglicherweise nur noch so gering, dass durch
die Ungenauigkeit der Fließkommaarithmetik des Datentyps double keine Unterscheidung mehr mög-
lich ist. Ein weiteres Problem bilden dabei Lieferwahrscheinlichkeiten mit dem Extremwert 1, da durch
die numerische Konzentration keine Veränderung erfolgt.55 Durch eine hohe numerische Konzentrati-
on aller Werte würde demnach eine verhältnismäßig schlechte Bewertung für diesen Extremwert erfol-
gen.56 DesWeiteren erweisen sich wertende Vergleiche zwischen Lösungen als schwierig, da kein Faktor
ermittelt werden kann, der angibt, um wie viel besser oder schlechter eine Lösung im Vergleich zu einer
anderen zu betrachten ist. Aus den genannten Gründen ist dieser Operator nur bedingt zur Aggregation
der Lieferwahrscheinlichkeit geeignet.
4.3.2.3 Technische Anpassung durch den Datentyp lFloat
Eine weitere Möglichkeit zur Lösung des Problems der Aggregation der Lieferwahrscheinlichkeit stellt
die technischeAnpassung der Entwicklungsumgebung an das Problemdar. Da die Standard-Datentypen
für die Darstellung sehr kleiner Werte nicht geeignet sind, muss ein Datentyp geschaffen werden, wel-
cher problemlos die geforderte Genauigkeit erfüllen kann. In diesem Zusammenhang ist das Grund-
konzept einer Gleitkommazahl, das beispielsweise durch den Datentyp double repräsentiert wird, als
Ausgangspunkt für einen sehr präzisen Typ mit der Genauigkeit einer festen Ziffernfolge und einem
sehr großen Wertebereich vorstellbar.
Nach dem Standard IEEE 754 setzt sich eine binäre Fließkommazahl aus einer Mantisse m, einem
vorzeichenbehafteten Exponenten x und einem Vorzeichenbit s für die Mantisse zusammen. Die einzel-
nen Bestandteile werden in binärer Form als Bitfolge repräsentiert.57 Abbildung 4.558 zeigt eine schema-
tische Darstellung eines allgemeinen Fließkommadatentyps.
Mantisse m
Bitfolge
Vorzeichen des Exponenten Vorzeichen der Mantisse s
Exponent x
Abbildung 4.5: Schematische Darstellung eines Fließkommadatentyps
Die Repräsentation einer Zahl r erfolgt hierbei in der Form r = ±m · b±x, wobei m = ∑nj=1 dj · b−j
mit n ∈ N, dj ∈ {0, ..., b − 1} sowie x ∈ Z⊂ Z. Die Ziffern dj repräsentieren die Mantisse m der Zahl, b
54Aufgrund des Zusammenhangs (a · b)x = ax ·bx gilt ebenfalls i
√
ai = i ai. Da die Funktion f(a) =
√
a für 0 < a ≤ 1
außerdem stetig ist und streng monoton wächst, ergibt sich zwangsläufig, dass die Präferenzordnung bei der Berechnung von F
im Vergleich zur reinen Produktfunktion gleich bleiben muss, da F (a) < F (b) ⇔ a < b abgeleitet werden kann. Vgl. Stetigkeit
und Monotonie von Funktionen sowie Potenzrechnung in [Bro05, S. 8, 50, 59].
55Lieferwahrscheinlichkeiten mit dem Wert 0 würden ein ähnliches Problem hervorrufen. Da aus diesem Wert jedoch eine
Nichtlieferung resultiert, wird das Angebot bereits im Vorfeld als ungültig eingestuft.
56Vgl. [Ban93, S. 106].
57Vgl. [IEE85, S. 9].
58Quelle: [Bro05, S. 967].
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beschreibt die Basis des Zahlensystems, in welchem der Fließkommadatentyp dargestellt wird.59 Dieses
Prinzip der Gleitkommazahl soll im Folgenden vollständig auf das Dezimalsystem übertragen werden.
Jede reelle Zahl r ∈ R\ {0} kann in der Form r = m · 10x mit (1 ≤ m < 10)∨ (−1 ≥ m > −10) dargestellt
werden. Da auch die Operatoren der Addition, Subtraktion, Multiplikation, Division und Potenz in
dieser Darstellung ohne Konvertierung in einen Standardtyp möglich ist, ergibt sich die Möglichkeit,
einen Datentyp zu implementieren, welcher die Werte m und x in getrennten Variablen verschiedenen
Typs verwaltet, sodass eine sehr präzise Darstellung auch sehr kleiner Werte ermöglicht wird.60
Aus diesem Grund wurde im Rahmen dieser Arbeit ein Datentyp mit der Bezeichnung lFloat61 in
der Programmiersprache C# entwickelt und implementiert, welcher genau dieses Konzept realisiert
und eine Fließkommazahl auf Basis des Dezimalsystems darstellt. Dabei wird die Mantisse m durch
eine double-Datenstruktur und der Exponent e durch eine vorzeichenbehaftete Ganzzahl der Länge von
32 Bit (Integer) repräsentiert. Diese beiden Variablen werden innerhalb des Datentyps gekapselt. Der
Datentyp lFloat unterstützt dabei aufgrund der Mantisse im double-Format eine Genauigkeit von 15-16
Ziffern. Der Wert x ∈ Z besitzt aufgrund der Größe von 32 Bit einen Wertebereich −231 bis 231 − 1.62
Daraus ergibt sich der Wertebereich des lFloat-Datentyps im positiven Bereich63 zwischen 10−2
31−1 bis
≈ 9, 999 ·10+231 und 0, welcher den Präzisionsansprüchen bei der multiplikativen Aggregation auch bei
sehr großen Pfadlängen genügen sollte. Erst bei der Aggregation von 231 Angeboten mit einer jeweili-
gen Einzellieferwahrscheinlichkeit in der Höhe von 10% führt zu einer Darstellung des Wertes 0. Daher
wird in den Optimierungsalgorithmen eine multiplikative Aggregationsfunktion für die Lieferwahr-
scheinlichkeit unter Verwendung des lFloat-Datentyps definiert. Trotz dieser sehr hohen Genauigkeit
muss darauf hingewiesen werden, dass durch die Rundung auf 16 Ziffern keine konsistente Vergleichs-
situation zwischen sehr ähnlichen Werten erfolgen kann. Da dieser Fehler jedoch sehr klein ist, kann er
vernachlässigt werden.64
4.3.3 Liefertermin
Jedes Angebot besitzt einen definierten Liefertermin, zu welchem die Lieferung des angefragten Pro-
duktes zugesagt wurde. In diesem Zusammenhang existiert des Weiteren ein Bedarfstermin jeder Kom-
petenzzelle, die einen unmittelbar nachfolgenden Prozessschritt ausführt und auf die Lieferung von
Vorprodukten anderer Kompetenzzellen bis zu einem bestimmten Zeitpunkt angewiesen ist.65 Dieses
Konstrukt wird in eine Zielfunktion überführt, die einen Zielfunktionswert erzeugt, welcher eine Ver-
gleichskonsistenz für wertende Vergleiche zwischen verschiedenen Lösungen ermöglicht.
Aus diesen Gründen wird der Liefertermin in einen zeitlichen Puffer zwischen Bedarfs- und Lie-
fertermin überführt, welcher in einer normierten Zeiteinheit vorliegen soll. Da diese Puffer immer nur
zwischen zwei verschiedenen Kompetenzzellen auftreten und als unabhängig von übrigen Puffern, wel-
che im Pfad vorhanden sind, betrachtet werden können, bleibt die Frage, wie diese aggregiert werden
sollen.66
Eine additive oder multiplikative Verknüpfung würde bei vorausgesetzter gleicher Pfadlänge ver-
schiedener Lösungen eine konsistente Vergleichssituation erschaffen. Da aufgrund der Unterscheidung
in ATP- und CTP-Angebote jedoch die Möglichkeit besteht, dass die Pfadlängen der Lösungen vari-
59Vgl. hierzu [Sau05, S. 10f.], [Ran06, S. 5].
60Vgl. [Bro05, S. 968f.].
61Abkürzung für den Begriff Long Float.
62Vgl. C#-Datentypen double und int in [Mic06a].
63Analog für den negativen Bereich.
64Nähere Informationen über Fließkommazahlen finden sich auch bei [Bro05, S. 967f.] und [Kah97]. Detaillierte Informationen
über den Datentyp lFloat und dessen Implementierung finden sich im Anhang sowie in der dieser Arbeit beiliegenden Quelltext-
Dokumentation.
65Vgl. [Kam06, S. 46].
66Vgl. [Kam06, S. 46].
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ieren, kann diese Voraussetzung nicht erfüllt werden.67 Werden die Pfadlängen der Lösungen in die
Zielfunktion einbezogen, entsteht eine Aggregationsfunktion nach der folgenden Gleichung.
FPuffer (pi) =
∑
ei→j∈Epi f
Puffer
e (ei→j)
m
⇒ max! (4.18)
Dabei stellt m die Pfadlänge dar, welche sich aus der Anzahl der im Pfad enthaltenen Kanten ergibt.
KAMINSKI betrachtete in [Kam06] den Lieferpuffer als zu minimierendes Kriterium, da bei dem Vor-
handensein eines Puffers zwischen Lieferant und verarbeitender Kompetenzzelle eine Zwischenlage-
rung der Vorprodukte, die Gegenstand des Lieferantenangebots sind, stattfinden muss.68 Bei dieser
Betrachtungsweise stellt sich die Frage, ob der Puffer innerhalb der Graphstruktur überhaupt ein Op-
timierungskriterium repräsentieren sollte. Wird eine Minimierung aufgrund der Lagerung angestrebt,
scheint es sinnvoller, den Puffer in entstehende Kosten für die Lagerung, wie beispielsweise die der Ka-
pitalbindung, zu überführen. Diese kantenabhängigen Kosten könnten dann mit den entsprechenden
Herstellungskosten des Kriteriums Preis verrechnet werden.
Eine weitere, nicht zu vernachlässigende Perspektive stellt die Maximierung des Puffers dar. Sie
kann darauf begründet werden, dass bei Vorhandensein von Puffern etwaige Verzögerungen bei der
Lieferung von Vorprodukten durch die Lieferpuffer aufgefangen werden können. Bei der Nichtexis-
tenz von Puffern auf dem gesamten Pfad einer Lösung bestünde die Möglichkeit, dass sich sämtliche
Starttermine nachfolgender Prozessschritte, welche durch andere Kompetenzzellen ausgeführt werden,
verzögern, und damit eine Überschreitung des Liefertermins für das Endprodukt auslösen, was nicht
im Interesse eines Kunden des Unternehmensnetzwerkes sein kann. Das Kriterium würde demnach
bei der Maximierung neben der Lieferwahrscheinlichkeit ein weiteres Kriterium zur Behandlung der
Liefersicherheit repräsentieren und risikounfreundlichen Kunden entgegenkommen.69
In einer zusammenfassenden Betrachtung ergibt sowohl die Minimierung als auch die Maximierung
eine sinnvolle Betrachtungsweise, weshalb im Rahmen der Optimierung beide Ansätze vereint werden
sollten. Diese Vereinigung ist möglich, indem der minimierende Ansatz über die Preisbildung aufgelöst
wird. Diese Auflösung erfolgt mittels zusätzlicher Kostenwerte, die auf den Kanten zwischen zwei Kno-
ten des Graphen hinterlegt werden. Da das Kriterium des Preises ebenfalls minimiert werden soll und
gleichzeitig über die gleichen und somit vergleichbaren Werteinheiten verfügt, stellt dieser Ansatz kein
Problem dar. Die Betrachtungsweise als zu maximierendes Kriterium kannmittels der vorgestellten Ag-
gregationsfunktion erfolgen. Die Beachtung der Pfadlänge stellt dabei ein wichtiges Konzept dar, da ein
Puffer nur dann relevant ist, wenn auch eine Lieferung zwischen zwei Kompetenzzellen stattfindet. So-
mit kann ein Vergleich nur dann konsistent durchgeführt werden, wenn auch die Pfadlänge hinsichtlich
der Kanten gleich ist, weil die Anzahl der Kanten auch die Anzahl der Lieferungen repräsentiert. Unter
Einbezug der Pfadlänge und der Berechnung von Mittelwerten über die Pfade verschiedener Lösungen
wird folglich eine künstlich geschaffene Vergleichskonsistenz hergestellt. Auf Basis dieses Vorgehens
kann des Weiteren zumindest eine schwach konkurrierende Zielbeziehung zwischen dem Kriterium
Preis und Puffer abgeleitet werden, da das Kriterium des Liefertermins gleichzeitig maximiert und mi-
nimiert werden soll.
Da es sich bei dem Lieferpuffer nunmehr um eine Sicherheitsgröße handelt, besteht die alternative
Möglichkeit, dass eine kompensatorische Zielfunktion, wie die bisher angenommene, weniger geeignet
ist, da sehr kleine Puffer durch sehr große Puffer ausgeglichenwerden können. Daher kann keine Aussa-
ge gemacht werden, wie groß eine Verzögerung durch ein Angebot maximal sein darf, um eine Verzöge-
rung anderer Prozessschritte zu verhindern. Da aufgrund einer Verzögerung eines Prozessschrittes, die
auch zur Verspätung des Starttermins eines folgenden Prozessschrittes führt, keine vollständige Konse-
67Vgl. [Tei02, S. 373ff.] sowie Abschnitt 4.1.3.3 auf Seite 39.
68Vgl. [Kam06, S. 46].
69Dies deckt sich auch mit den Aussagen in [Tei02, S. 484].
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quenz für den Gesamtprozess abgeleitet werden kann, sollte der kompensatorische Effekt der beschrie-
benen Zielfunktion als unerwünscht betrachtet werden. In diesem Zusammenhang ist eine Ableitung
von Konsequenzen nicht vollständig bestimmbar, da die Ausführung des folgenden Prozessschrittes
maßgeblich von einem durch eine CTP-Anfrage erstellten Maschinenbelegungsplan und somit von der
Kapazitätsauslastung des Unternehmens abhängig ist. Somit besteht einerseits die Möglichkeit, dass
bei geringer Kapazitätsauslastung eine Verspätung durch Lieferpuffer zu späteren Prozessschritten oh-
ne erhöhten Aufwand ausgeglichen werden kann. Andererseits besteht ebenfalls das Risiko, dass ein
Ausgleich nur durch durchlaufzeitverkürzende Maßnahmen, wie beispielsweise Splitten der Auftrags-
menge, erreicht werden kann, was im Allgemeinen zu erhöhten Kosten führt. Im Extremfall besteht
sogar die Gefahr, dass geringe Verspätungen zu Beginn der Prozesskette zu erheblich größeren Verspä-
tungen bei späteren Prozessschritten führen, wenn die Anwendung durchlaufzeitverkürzender Maß-
nahmen aufgrund fehlender Ressourcen oder anderer Gründe nicht möglich ist und die Einplanung
des Auftrages aufgrund anderer Aufträge mit höheren Prioritäten zurückgestellt werden muss.
Um kompensatorische Eigenschaften der Zielfunktion zu vermeiden, kann die Entwicklung einer
Zielfunktion auf Basis des MAX-MIN-Kriteriums legitimiert werden.70
FPuffer (pi) = min
ei→j∈pi
fPuffere (ei→j)⇒ max! (4.19)
Die Entscheidungsregel dieses Kriteriums wird zwar als sehr hart beziehungsweise pessimistisch einge-
stuft, lässt jedoch keine Kompensation zu und garantiert damit hinsichtlich der Bewertung beziehungs-
weise des Zielfunktionswertes einen minimalen Lieferpuffer zwischen allen Prozessschritten über den
vollständigen Pfad aller Prozessschritte.71
Ein weiterer Ansatz in diesem Zusammenhang ist eine von der Fertigungsstufe des zugrunde liegen-
den Prozessschrittes eines Angebots abhängige Bewertung der Lieferpuffer. Dabei sollten Puffer, die na-
he dem Endprodukt entstehen, höher bewertet werden als jene, die zwischen tieferen Stufen existieren,
da das Risiko einer Verzögerung des Liefertermins des Endproduktes bei Verspätung eines Prozess-
schrittes mit steigender Stufe zunimmt. Die Zielfunktion auf Basis des MAX-MIN-Kriteriums könnte
demnach in der Form
FPuffer (pi) = min
ei→j∈pi
(
1
t
· fPuffere (ei→j)
)
⇒ max! (4.20)
gestaltet werden, wobei t die Fertigungsstufe des Prozessschrittes im Prozessplan beschreibt.72
Es ergibt sich ebenfalls die Möglichkeit, den Liefertermin für das herzustellende Endprodukt als ge-
sondertes Kriterium neben dem Kriterium des Lieferpuffers zwischen Prozessschritten zu betrachten.
Dabei stellt dieses zusätzliche Kriterium kaum einen Mehraufwand dar, da nur solche Angebote Ein-
fluss auf die Optimierung haben, die auf die Lieferung des Endproduktes zielen. Dennoch führt dieser
Ansatz zu einem höheren Aufwand bei der Alternativenauswahl durch den Entscheidungsträger bezie-
hungsweise Kunden.
4.4 Angebote mit unvollständigen Mengen
Bisher wurde entsprechend zum ursprünglichen Modell davon ausgegangen, dass eine Kompetenzzel-
le, die ein Angebot für einen Prozessschritt erstellt, die gesamte geforderte Menge des nachgefragten
Zwischen- beziehungsweise Endproduktes liefert.
Falls jedoch keine der angefragten Kompetenzzellen für einen bestimmten Prozessschritt in der La-
70Vgl. Wald-Regel in [Bam96, S. 108], [Zim97, S. 276f.].
71Vgl. [Bam96, S. 108].
72Der Parameter t = 1 beschreibt dabei das ein Angebot für den Prozessschritt, welcher auf das Endprodukt zielt.
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ge ist, die vollständige Bedarfsmenge eines Zwischenproduktes zu liefern, führt diese Annahme zur
Nichterfüllbarkeit der Anfrage. Infolgedessen führt dies unter Umständen auch zur Nichterfüllbarkeit
einer vorgelagerten Anfrage und im Extremfall zur Nichterfüllbarkeit der Kundenanfrage.73 Würden je-
doch mehrere über Teilmengen abgegebene Angebote zu einem Angebotsbündel mit der vollständigen
Bedarfsmenge aggregiert werden, bliebe die Anfrage möglicherweise erfüllbar.74
Letztere Möglichkeit bietet Vorteile für alle Beteiligten. Das Netzwerk würde von einer deutlich hö-
heren Flexibilität in der Erfüllbarkeit von Anfragen einerseits und aufgrund der parallelen Fertigung
von Durchlaufzeitgewinnen aus Splitt-Effekten andererseits profitieren.75 KAMINSKI stellt dabei insbe-
sondere Vorzüge für am Netzwerk beteiligte kleine und mittlere Unternehmen (KMU) heraus, die ohne
Splitten der Bedarfsmengen Anfragen über sehr große Mengen aufgrund fehlender Ressourcenkapa-
zitäten nicht bedienen könnten, durch einen Zusammenschluss jedoch zur Angebotserstellung in die
Lage versetzt werden würden.76
Aufgrund genannter und weiterer Vorteile gegenüber der Vorgehensweise mit vollständigen Men-
gen schlugen KAMINSKI und FORCHHEIM ein Vorgehen vor, in welchem auch Angebote mit Teilmen-
gen berücksichtigt werden können, indemmehrere Angebote eines Prozessschrittes zu einem aggregiert
werden.77
4.4.1 Ansatz mit impliziter Behandlung von Teilmengen
Die von KAMINSKI und FORCHHEIM vorgeschlagene Methode zur Behandlung von Teilmengen ist im-
pliziter Natur und soll im Folgenden konkretisiert werden. Zunächst wird hierbei näher auf die Erweite-
rung des Angebotsvektors eingegangen. Anschließend wird der Optimierungsansatz näher untersucht.
4.4.1.1 Erweiterte Angebotsvektoren
Zur Abbildung von Teilmengen fand zunächst eine Erweiterung des Angebotsvektors um ein Feld statt,
welches die maximal lieferbare Menge enthält. Um Teilmengen dieser maximal lieferbaren Menge hin-
sichtlich der Zielfunktionswerte, speziell bezüglich des Stückpreises, abbilden zu können, wurde der
Vorschlag unterbreitet, Angebote zusätzlich um eine Preistabelle zu erweitern, in der mengenabhängi-
ge Preise verzeichnet werden.78 Innerhalb dieser Tabelle sollen Stückpreise für prozentuale Intervalle
(beispielsweise in Abständen von je 10%) der maximal durch die Kompetenzzelle lieferbaren Menge
verzeichnet werden, um eine möglichst wirklichkeitsnahe Preisbestimmung zu ermöglichen.79
Um im Rahmen einer Optimierung Teilmengenangebote zu erkennen, war zudem erforderlich, dass
neben den möglichen Liefermengen die zugehörige Bedarfsmenge des vorgelagerten Angebotes sowie
eine Referenz auf dieses Angebot im Angebotsvektor verzeichnet sind.80
Auf Basis der Erweiterung von Angebotsvektoren verfügen damit sämtliche Angebote, die von
Komptenzzellen für einen Prozessschritt abgegeben werden implizit über die notwendigen Daten, die
für die Behandlung von Teilmengen in der Optimierung notwendig sind.
4.4.1.2 Optimierungsansatz
Entgegen der impliziten Natur der Erweiterung der Angebotsvektoren verfolgt KAMINSKI ein explizi-
tes Vorgehen zur Behandlung von Teilmengen im Rahmen der Optimierung. Dabei soll die vollständige
73Genannte Umstände können sich beispielsweise aus der Nichtexistenz von ATP-Angeboten und der gleichzeitigen Abhän-
gigkeit aller CTP-Angebote vom entsprechend nicht erfüllbaren nachgelagerten Prozessschritt ergeben.
74Vgl. [For06, S. 70f.].
75Vgl. [Kam06, S. 50].
76Vgl. [Kam06, S. 50].
77Vgl. [Kam06, S. 50f.] und [For06, S. 70f.].
78Vgl. [For06, S. 70].
79Vgl. [Kam06, S. 56].
80Vgl. Klassendiagramm in [Kam06, S. 71].
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Enumeration aller möglichen Kombinationen zwischen allen Teilmengen aller infrage kommenden An-
gebote einer Knotengruppe aufgrund der exponentiell steigenden Anzahl der Kombinationen im Ver-
gleich zur Anzahl aller Teilmengen verhindert werden.81 Dieses exponentielle Wachstum der Lösungs-
menge im Vergleich zu den Eingangsparametern stützt sich auf das durch die Teilmengenkombination
entstehende NP-vollständige Rucksackproblem beziehungsweise Subset Sum Problem.82 Da dieses Pro-
blem aufgrund der Abhängigkeit zu anderen Prozessschritten zudem nicht unabhängig gelöst werden
kann, würde sich durch die Betrachtung aller Kombinationen eine durch die Optimierung kaum zu
bewältigende kombinatorische Explosion ergeben.83
Aufgrund dessen sollen zugunsten einer Komplexitätsreduktion bewusst potentielle Lösungen aus-
geschlossen werden, indem Teilmengen nicht beliebig zu Gesamtmengen kombiniert werden, sondern
Angebotsbündel aus Teilmengen nur dann betrachtet werden, wenn sich dies als notwendig für die Er-
füllbarkeit eines Prozessschrittes erweist. Hierbei wird die Strategie verfolgt, dass nur Angebotsbündel
betrachtet werden, die eine Kombination aus derminimal möglichen Anzahl von Teilmengen darstellen.
Aus diesem Grund wird eine Teilmenge grundsätzlich in maximal möglicher Höhe gewählt. 84
Dabei wird im Vorfeld ermittelt, welche Anzahl von Angeboten minimal aggregiert werden muss,
um die geforderte Bedarfsmenge erfüllen zu können. Anschließend werden alle gültigen Kombinatio-
nen mit dieser Anzahl erzeugt und in eine so genannte Aggregationsliste geschrieben. Letztere enthält
alle zulässigen Kombinationen, die für die lokale Entscheidung unter Beachtung der genannten kom-
plexitätsreduzierenden Maßnahmen und Restriktionen betrachtet werden sollen. Die Erstellung eines
Angebotsbündels ist notwendigerweise an die Restriktion gebunden, dass die Gesamtmenge gleich
oder größer der Bedarfsmenge des vorgelagerten Prozessschrittes sei, wobei im Falle einer größeren
Gesamtmenge die Liefermenge eines Angebotes entsprechend reduziert wird. Zudem dürfen die Lie-
fertermine aller Angebote einer Kombination nicht nach dem Bedarfstermin liegen. Auf diese Weise
bleibt einerseits die kombinatorische Explosion sehr beschränkt und andererseits wird die Behandlung
von Teilmengen sowie deren Vorzüge ermöglicht.85
Auf Basis dieses Ansatzes führt KAMINSKI des Weiteren aus, wie dieses Konzept in Verbindung mit
der Ant Family Heuristik zur näherungsweisen Lösung des Problems eingesetzt werden.86
4.4.1.3 Beurteilung und Kritik des Verfahrens
Aufgrund der ausschließlichen Angabe von Preisen für Teilintervalle in Abständen von je 10% entsteht
zwangsläufig genau dann ein Fehler, wenn von einem Angebot eine Teilmenge angenommen wird, die
nicht exakt auf einer solchen Grenze, sondern innerhalb eines solchen Teilintervalls liegt, da nicht für
jede Teilmenge explizit ein Stückpreis angegeben wird.87
Die alternative Möglichkeit, Stückpreisangaben für feste Teilintervalle oder sogar explizit für jede
mögliche Teilmenge anzustreben, scheitert an der hierfür benötigten Komplexität, da auf diese Weise
unter Umständen eine sehr hohe Anzahl an Maschinenbelegungsplänen durch die CTP-Komponente
des EVCM durchgeführt werden müssten. Da die für CTP erforderliche Maschinenbelegungsplanung,
für welche im Rahmen des EVCM ein genetischer Algorithmus zur näherungsweisen Lösung zum Ein-
satz kommt, ein NP-schweres Problem mit sehr hoher Komplexität darstellt, wären die technischen
Anforderungen bei einem solchen Vorgehen immens.88
Da prozentuale Intervalle verwendet werden, kann zwar der erforderliche Berechnungsaufwand
81Vgl. [Kam06, S. 53ff., S. 63ff.].
82Es entsteht hierbei ein Equality Knapsack Problem. Siehe Abschnitt 2.3.2.1 auf Seite 7.
83Vgl. [Kam06, S. 63].
84Vgl. [Kam06, S. 54, S. 64].
85Vgl. [Kam06, S. 63ff.].
86Vgl. [Kam06, S. 53ff.].
87Vgl. [Kam06, S. 56].
88Vgl. [Tei02, S. 321], [Fis05, S. 38].
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besser gesteuert werden. Da sich die Teilintervalle jedoch auf die maximal lieferbare Menge einer Kom-
petenzzelle beziehen, ergeben sich in Abhängigkeit von der Größenordnung dieser Maximalmenge
auch deutliche Unterschiede hinsichtlich des genannten Fehlers (zumindest absolut), welcher offen-
sichtlich umso größer ist, je höher diese Menge ausfällt.89
Da im Rahmen der Optimierung keine Abschätzung über die Höhe des Fehlers getroffen werden
kann, stellt sich die Frage, wie stark die Ausprägung eines solchen Fehlers die Qualität der Lösungen
negativ beeinflusst. KAMINSKI schlägt eine Nachkalkulation zur Fehlerkorrektur vor, welche aufgrund
der Aggregationsmethode jedoch für maximal ein Angebot einer Angebotskombination durchgeführt
werden muss.90 Nicht berücksichtigt wurde dabei, dass Angebote auch von Angeboten vorgelagerter
Prozessschritte (aus Sicht der Wertschöpfung) abhängig sein können, auf welche sich die nur teilweise
Annahme eines Angebotes auswirkt. Bei Durchführung einer Nachkalkulation ist diese demnach auch
für solche abhängigen Angebote notwendig und verstärkt die oben gestellte Frage nach dem Einfluss
des Fehlers auf die Qualität der Lösung.
Ein weiteres, durch den Ansatz nicht geklärtes Problem, ergibt sich in diesem Zusammenhang auf-
grund der fehlenden Daten über die Bedarfsmengen von Vorprodukten bei Teilmengen. Beispielsweise
kann bei der Annahme von geringen Teilmengen die Möglichkeit bestehen, dass der Bedarf an Vorpro-
dukten durch einen Lagerzugriff der Kompetenzzelle erfüllt werden kann, während die Kompetenzzel-
le bei der Annahme größerer Teilmengen oder der maximal lieferbaren Menge auf die Annahme von
Angeboten weiterer Kompetenzzellen angewiesen ist, welche ein bestimmtes Vorprodukt in einer ent-
sprechenden Bedarfsmenge liefern. Somit kann keine proportionale Abhängigkeit zwischen dem Bedarf
an Vorprodukten und der Höhe der angenommenen Teilmenge abgeleitet werden.
Ebenso ungeklärt ist das Problem, das sich aufgrund der fehlenden Berücksichtigung der übrigen
Zielkriterien bei Teilmengen ergibt. Zwar wird die Gültigkeit bezüglich Bedarfs- und Liefertermin der
Angebote vorausgesetzt, jedoch ergeben sich über eine mögliche Aggregation des Lieferpuffers und
der Lieferwahrscheinlichkeit der einzelnen Angebote hinaus für alle Angebote mit Teilmengen mögli-
che Änderungen hinsichtlich dieser Zielkriterien. Aus der Perspektive eines fertigenden Unternehmens
können bei der Annahme von Teilmengen unterschiedlicher Höhe sowohl Liefertermin als auch Liefer-
wahrscheinlichkeit differieren. Beispielsweise könnten zu unterschiedlichen Zeitpunkten unterschied-
liche Mengen geliefert werden, da bei höheren Mengen eine Produktion erfolgen müsste, welche erst
ab einem bestimmten Fertigstellungszeitpunkt geliefert werden kann, während eine kleinere Teilmenge
bereits viel eher beispielsweise dem Lager entnommen werden könnte. Wenn geringe Mengen dabei
einer ATP-Menge entstammen und eine 100%-ige Lieferwahrscheinlichkeit garantieren, kann bei etwas
größeren Mengen bereits der Zugriff auf einen Sicherheitsbestand notwendig werden, welcher zusätz-
lich eine Senkung der Lieferwahrscheinlichkeit zur Folge hätte.91 Somit müssten analog zum Preis auch
alle weiteren Zielkriterien in gestaffelter Form angegeben werden.
Weiterhin ist zu beachten, dass die für die Teilmengenbildung erforderlichen Informationen nur im
Bedarfsfall verarbeitet, jedoch grundsätzlich unabhängig von einem Bedarfsfall erzeugt werden. Insbe-
sondere in Hinblick auf die Komplexitätsanforderungen der CTP-Komponente und eigens, wenn die
Teilmengenbildung weniger als Regel- denn vielmehr als Ausnahmefall betrachtet wird, ist fraglich, ob
dieses implizite Vorgehen bei der Datenbereitstellung verfolgt werden sollte.
4.4.2 Ansatz mit Behandlung expliziter Fehlmengen
Im Rahmen dieser Arbeit soll ein alternativer Ansatz zur Behandlung von Teilmengen verfolgt werden.
Es wird eine minimalistische Methode angestrebt, die, ohne die Komplexität des Problems unnötig zu
89Dies ergibt sich, da ein Teilintervall umso größer ist (einer größeren Anzahl entspricht), je größer die Maximalmenge ist.
90Dies ergibt sich, da für eine Kombination aus n Angeboten von genau n − 1 Angeboten jeweils die vollständige Menge und
von genau einem Angebot möglicherweise eine Teilmenge gewählt wird. Vgl. [Kam06, S. 54].
91Vgl. [Tei02, S. 392f.], [Zsc04, Abschnitt 3].
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erhöhen, hauptsächlich darauf zielt, die Nachteile bei ausschließlicher Behandlung vollständiger Men-
gen zu überwinden und somit eine höhere Flexibilität bei der Erfüllbarkeit von Anfragen zu erreichen.92
In diesem Zusammenhang soll ausschließlich dann eine Betrachtung von Teilmengen stattfinden,
wenn im Rahmen des Aus- und Einrollprozesses explizit Fehlmengen entstehen, die nicht durch eine
Kompetenzzelle geliefert werden können. Wird durch eine Kompetenzzelle innerhalb der KPZ-internen
Ablaufplanung festgestellt, dass nur ein Teil der geforderten Bedarfsmenge geliefert werden kann, ist
eine ähnliche Vorgehensweise denkbar, wie sie bei einem Bedarf von Vorprodukten angewendet wird.
Somit bestünde die Möglichkeit, Unteranfragen über die zur Vervollständigung der Bedarfsmenge er-
forderliche Fehlmenge an andere Kompetenzzellen zu generieren.
Durch die Einholung vonAngeboten über explizite Fehlmengen durch andere KPZ ergeben sich eini-
ge Vorteile gegenüber demVorgehen, wie es von FORCHHEIM und KAMINSKI angestrebt wurde. Erstens
ergibt sich bei dieser expliziten Vorgehensweise ein wohldefiniertes Problem mit korrekten Zielfunkti-
onswerten für alle Zielkriterien. Dies begründet sich darauf, dass für jede notwendige Teilmenge ein
gesondertes Angebot erstellt wird und somit mögliche Fehler hinsichtlich der Zielfunktion, wie sie bei
der intervallweisen Angabe von beispielsweise Stückpreisen zwangsläufig auftreten müssen, vermie-
den werden. Zweitens ergeben sich damit auch keine Probleme aufgrund etwaiger Abhängigkeiten zu
vorgelagerten Prozessschritten hinsichtlich des Bedarfs von Vorprodukten, da die Kompetenzzellen mit
Angeboten über Teilmengen ebenfalls Unterabfragen generieren. Diese Unteranfragen sind an die je-
weiligen Rahmenbedingungen der Kompetenzzelle beziehungsweise des Angebots angepasst. Drittens
ergibt sich ein performanztechnischer Vorteil für die Kompetenzzellen, da nicht bei jedem Angebot für
jede Intervallgrenze ein Teilangebot auf Basis einer Teilmenge berechnet werden muss. Dies sollte zu ei-
ner deutlichen Entlastung der CTP-Komponente führen. Es werden demnach nur die Daten tatsächlich
ermittelt, welche durch etwaige Fehlmengen auch wirklich notwendig werden, um gültige Angebote
abzugeben beziehungsweise zulässige Lösungen zu erzeugen. Da Kompetenzzellen nur dann Angebo-
te abgeben dürfen, wenn alle Restriktionen vollständig erfüllt sind, können auf diese Weise ebenfalls
durch Fehlmengen bedingte ungültige Lösungen aus dem Graph ausgeschlossen werden.93
Nachteilig an dieser Vorgehensweise ist eine Steigerung des Kommunikationsaufwandes zwischen
den Kompetenzzellen und der zentralen Steuerungskomponente EVCM-Control (EVCMC) sowie dem
informationstechnischen Modellkern (IMK). Aufgrund des von FORCHHEIM eingeführten Konzeptes
der ähnlichen Anfragen sollte dieser Mehraufwand jedoch zumindest teilweise auf ein sinnvolles Maß
begrenzt werden können, da nicht in jedem Fall eine erneute Angebotsgenerierung notwendig wird,
sondern bereits über die Meldung einer neuen Referenz auf ein bereits existierendes Angebot mit hin-
reichend ähnlichen Konditionen erfasst werden könnte.94
Ein weiteres Problem stellt das mögliche Entstehen redundanter Teilnetze dar, welche zwar hinsicht-
lich ihrer Reihenfolge permutieren, in Bezug auf die enthaltenen Angebote jedoch gleich sind. Dieses
Phänomen kann genau dann auftreten, wenn zwei oder mehrere Kompetenzzellen nur Teilmengen lie-
fern können und sich die lieferbaren Teilmengen der Kompetenzzellen insgesamt zu der vollständig
angefragten Menge ergänzen. Um diese reihenfolge-permutierten und im übrigen gleichen Kombina-
tionen im Rahmen des Aus- und Einrollprozesses bei den durch dieses Verfahren angestrebten Unteran-
fragen zu vermeiden, bietet sich eine zentrale Steuerung des Prozesses beispielsweise über die EVCM-
92Eine gegenteilige Auffassung ergäbe einen Ansatz, welcher ungeachtet des Komplexitätsbedarfs höchste Flexibilität bei kor-
rekter Lösbarkeit garantiert. Dabei müsste für jede realisierbare Teilmenge ein Angebot durch eine Kompetenzzelle unterbrei-
tet werden. Durch die Kombination beliebiger Teilmengenangebote zu einem Angebotsbündel mit benötigter Menge entstünde
folglich ein Rucksackproblem. Letzteres besitzt Abhängigkeiten zu anderen vorgelagerten Angeboten des Angebotsnetzes, wel-
che möglicherweise ebenfalls Bestandteil eines Angebotsbündels sind. Die resultierende Komplexität erreicht dabei schnell ein
unbeherrschbares Ausmaß, da ein rekursives Gebilde aus NP-vollständigen Problemen entstehen kann, wobei NP-vollständige
Probleme von der Lösung anderer NP-vollständigen Probleme abhängig sind, die ihrerseits von NP-vollständigen Problemen ab-
hängig sein können etc. Somit erscheint ein minimalistischer Ansatz bei der Betrachtung von Teilmengen für dieses bereits in der
Grundform nicht triviale Problem durchaus sinnvoll.
93Vgl. Prinzip des Einrollprozesses in [For06, S. 59].
94Vgl. Konzept der ähnlichen Anfragen in [For06, S. 71].
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Control-Komponente an. Durch eine zentrale Überwachung können Anfragen, welche auf redundante
Teilgraphen hinauslaufen, erkannt und abgebrochen werden.
Im Rahmen des Aus- und Einrollprozesses muss des Weiteren die Restriktion beachtet werden, dass
jede Kompetenzzelle entlang eines Pfades nur genau ein Angebot je Prozessschritt erstellt und eine er-
neute Subanfrage (Ausrollprozess) an eine Kompetenzzelle, welche auf dem Pfad der Anfrage bereits
eine Teilmenge für ein Vorprodukt liefert, unterbunden wird. Wird beispielsweise für einen Prozess-
schritt eine Bedarfsmenge von 100 Stück eines Vorproduktes V P1 benötigt und die Kompetenzzellen
K1 und K2 wurden angefragt, Angebote über diese Mengen zu erstellen, kann sich folgende Situation
ergeben. Ist K1 nicht im Stande, die vollständige Menge zu liefern, sondern ausschließlich 50 Stück, so
erzeugt sie eine Unteranfrage anK2 über die Fehlmenge von 50 Stück über das Vorprodukt V P1. Wenn
es K2 nicht möglich ist, die vollständige Fehlmenge von 50 Stück zu liefern, erzeugt sie ebenfalls eine
Unteranfrage über die Restmenge, welche noch nicht erfüllt werden konnte. Diese Anfrage darf jedoch
nicht anK1 gestellt werden, da sichK1 bereits auf dem Ausrollpfad befindet.95
Abschließend kann festgestellt werden, dass das Konzept auf Basis expliziter Fehlmengen deutliche
Vorteile gegenüber der bisherigen Vorgehensweise aufweist. Dennoch sind einige Anpassungen, insbe-
sondere im Rahmen des Aus- und Einrollprozesses, notwendig, um die Konsistenz der Parallelpfade
sicherzustellen.
4.5 Problemkomplexität
Nachfolgend soll die Komplexität des Problems näher untersucht werden. Da die zu optimierenden An-
gebotsnetze über mehrere Ziele beziehungsweise Zielfunktionen verfügen, soll im Folgenden vorläufig
lediglich die Komplexität der mehrkriteriellen Variante des Parallel Path Problems betrachtet werden.96
Bereits in [Fis04a] wurde gezeigt, dass das Problem der kürzesten Wege in gewichteten, azyklischen
Digraphen ein Spezialfall des Parallel Path Problems ist.97 Wird allen gerichteten Kanten des zugrunde
liegenden Graphen, die den selben Startpunkt besitzen, die gleiche Kantengruppe zugeordnet, handelt
es sich um ein ausschließlich sequentielle Pfade beinhaltendes Shortest Path Problem. Somit kann davon
ausgegangen werden, dass das Parallel Path Problem hinsichtlich der Komplexität mindestens genau-
so schwierig ist, wie das Shortest Path Problem. Aus dem Beweis anhand der Reduktion eines 0/1-
Rucksackproblems auf ein Shortest Path Problem in [Ehr05], dass die multikriterielle Variante dieses
Problems NP-vollständig ist, kann abgeleitet werden, dass auch das Parallel Path Problem die Eigen-
schaft der NP-Vollständigkeit in der multikriteriellen Variante besitzt.98
In dieser Arbeit soll ein anderer, wenn auch sehr ähnlicher Beweis geführt werden, der die NP-
Vollständigkeit des mehrkriteriellen Parallel Path Problems herausstellen wird. Hierzu soll im Folgen-
den gezeigt werden, dass das 0/1-Rucksackproblem ein Spezialfall der Entscheidungsvariante des bi-
kriteriellen Problems zur Bestimmung eines kürzesten Weges durch einen gewichteten, zyklenfreien
Digraphen ist. Für ein bikriterielles Shortest Path Optimierungsproblem in der folgenden Form nach
Gleichung 4.21 seien die beiden Zielfunktionswerte F 1 und F 2 einer Lösung pi1 ∈ Π bekannt und durch
den Vektor F (pi1) ∈ R2≥ beschrieben.
95Würde die Anfrage anK1 gestellt werden, ergäbe sich unter Umständen, dassK1 mehrere Angebote liefern müsste, die von
K1 als zueinander alternativ betrachtet wurden. Die Angebotskombination wäre deshalb ungültig, da K1 nicht im Stande wäre,
die Lieferung beider (alternativen) Angebote gleichzeitig zu gewährleisten.
96Die Komplexität der einkriteriellen Variante wird im Kapitel über dynamische Programmierung im Zusammenhang mit dem
entwickelten problemspezifischen Algorithmus für diese Problemvariante näher betrachtet. Vgl. Abschnitt 5.3 auf Seite 79.
97Vgl. [Fis04a, S. 518].
98Vgl. Beweis in [Ehr05, S. 221ff.].
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M : F (pi) =
(
F 1 (pi)
F 2 (pi)
)
⇒ min!
mit F z (pi) =
∑
e∈pi f
z (e)
pi ∈ Π, z = 1, 2
(4.21)
Die Entscheidungsvariante des Problems fragt nach der Existenz eines Pfades pi2 ∈ Π, für welchen die
Dominanzbeziehung pi2 " pi1 gilt.
In diesem Zusammenhang soll zunächst gezeigt werden, dass die Optimierungsvariante des Pro-
blems mindestens genauso schwierig ist, wie die Entscheidungsvariante. Eine Lösung pi2 existiert ge-
nau dann, wenn pi1 keine paretooptimale Lösung des Problems darstellt. Unter der Annahme, pi1 sei
eine Lösung, die von keiner Lösung x ∈ Π\{Π∗} dominiert wird, müsste bei einer positiven Antwort,
die folglich an die Existenz einer Lösung pi2 ∈ Π∗ gebunden ist, eine paretooptimale Lösung bestimmt
werden. Somit kann davon ausgegangen werden, dass die Entscheidungsvariante die gleiche Schwie-
rigkeit wie die Optimierungsvariante des Problems besitzt.
Der nachfolgende Beweis soll mittels einer Überführung eines Rucksackproblems in die Problem-
stellung eines Shortest Path Problems geführt werden.Mit dieser polynomiellen Reduktion soll aufgezeigt
werden, dass die Lösung des Rucksackproblems mindestens genauso schwierig ist, wie die Lösung der
Entscheidungsvariante des bikriteriellen Kürzeste-Wege-Problems in zyklenfreien Digraphen. Gegeben
sei ein Rucksackproblem mit n Gegenständen in der nachfolgenden Form.
∑n
j=1 pjxj ⇒ max
mit
∑n
j=1 wjxj ≤ k, xj ∈ {0, 1} , j = 1, . . . , n
(4.22)
In dieser Definition entspreche die Variable wj dem Gewicht und die Variable pj dem Wert des
Gegenstandes j, welcher entweder aufgrund von xj = 1 in den Rucksack eingepackt oder nicht mit-
genommen wird, da xj = 0 gilt. Der Rucksack wird durch das maximale Gewicht des Parameters k
begrenzt.99 Dieses Szenario kann in der folgenden Weise als gewichteter, zyklenfreier Digraph darge-
stellt werden.100
V = {v1 . . . vn}
−→
E = {(vj−1 → vj) : j = 1 . . . n} ∪
{
(vj−1 → vj)′ : j = 1 . . . n
}
f
1
(a) =
{
−pj−1 wenn a = (vj−1 → vj)
0 wenn a = (vj−1 → vj)′
f2 (a) =
{
wj−1 wenn a = (vj−1 → vj)
0 wenn a = (vj−1 → vj)′
f1 ∈ R≤ , f2 ∈ R≥
(4.23)
Der auf diese Weise entstehende Graph besitzt die in Abbildung 4.6101 dargestellte Form. Es sei dar-
auf hingewiesen, dass durch diese Transformation zwar negative Gewichte für das erste Zielkriterium,
welches die Maximierung des Gesamtwerts der Gegenstände beinhaltet, entstehen, diese aber nicht der
99Vgl. Definition in [Kel04, S. 6f.].
100Dieses Modell ist von [Ehr05, S. 221ff.] inspiriert.
101Angelehnt an [Ehr05, S. 222].
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Forderung einiger Algorithmen gleichkommen, nur auf positiven Kantengewichten arbeiten zu können,
da sämtliche Kantengewichte negativ gewählt wurden.102
v1 v2 v3 vnv4
(-p1, w1) (-p2, w2) (-p3, w3)
(0, 0) (0, 0) (0, 0)
...
Abbildung 4.6: Rucksackproblem als bikriterielles Shortest Path Problem
Anhand der erläuterten Reduktion ist erkenntlich, dass ein Algorithmus, welcher nach dem kür-
zesten Pfad hinsichtlich beider Ziele sucht, mit der Situation umgehen muss, entweder Gegenstände in
den Pfad aufzunehmen, indem eine Kante a = (vj−1 → vj) gewählt wird und zugunsten einer besseren
Bewertung des ersten Ziels eine Annäherung an die Kapazitätsschranke hinzunehmen oder eine Kante
a = (vj−1 → vj)′ zu wählen, welche die Kapazität nicht belastet, jedoch ebenso keinen Wertzuwachs
mit sich bringt.
Die Entscheidungsvariante des Shortest Path Problems fragte, ausgehend von Zielfunktionswerten,
nach der Existenz einer Lösung, welche diese Zielfunktionswerte zumindest schwach dominiert. In der
transformierten Version des Rucksackproblems ergibt sich die identische Frage, wenn das erste Zielkri-
terium der tatsächlichen (negierten) Zielfunktion des Rucksackproblems und das zweite der Kapazi-
tätsrestriktion des Rucksacks entspricht. Demnach wird eine Lösung pi2 mit der Eigenschaft
F (pi2) "
(
−∑nj=1 pjxj
k
)
(4.24)
gesucht. Diese Fragestellung zeigt, dass die Lösung der Entscheidungsvariante des bikriteriellen Kür-
zeste-Wege-Problems mindestens genau so schwierig ist, wie die des Rucksackproblems. Da für das
Rucksackproblem ebenfalls die NP-Vollständigkeit nachgewiesen wurde, folgt gemäß der NP-Vollstän-
digkeitstheorie, dass auch das bi- beziehungsweise mehrkriterielle Shortest Path Problem für azyklische
Digraphen und folglich auch das Parallel Path Problem zunächst NP-schwierig ist.103
Für den Nachweis, dass das Parallel Path Problem zur Klasse NP gehört, genügt die Angabe ei-
nes nichtdeterministischen Algorithmus, der das Problem in Polynomialzeit löst. Unter der Annahme
eines nichtdeterministischen Algorithmus mit der Fähigkeit, die richtigen Berechnungsschritte zu erra-
ten, kann davon ausgegangen werden, dass dieser Algorithmus zeitlich durch ein Polynom beschränkt
wird. Dies kann darauf begründet werden, dass eine Lösung eine Teilmenge der Knoten- und Kan-
tenmenge darstellt. Die Menge der zu entscheidenden Variablen ist daher gleich der Eingabelänge des
Problems, da für jedes Element der Knoten- und Kantenmenge über die Pfadzugehörigkeit entschieden
werden muss. Durch die Berechnung der Zielwerte für die ermittelte Lösung kann das Entscheidungs-
problem entsprechend beantwortet werden. Damit ist nachgewiesen, dass das Parallel Path Problem zur
Komplexitätsklasse NP gehört. Folglich besitzt das Problem die Eigenschaft der NP-Vollständigkeit.104
102Vgl. beispielsweise den Algorithmus von DIJKSTRA. Vgl. u.a. [Bom93, S. 341], [Gri03, S. 78ff.] sowie [Dij59].
103Vgl. [Kel04, S. 491ff.] i.V.m. [Weg03, S. 71].
104Vgl. Ausführungen in Abschnitt 2.2.2 auf Seite 5.
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Kapitel 5
Dynamic Programming
Nachdem in den vorangegangenen Kapiteln die Grundlagen zur Problemstellung von mehrkriteriellen
Kürzeste-Wege-Problemen in gerichteten azyklischen Graphen allgemein und speziell des Parallel Path
Problems im Anwendungsfall des Extended Value Chain Managements erläutert wurden, soll im Rah-
men dieses Kapitels ein Vorgehen zur exakten Problemlösung beschrieben werden. Da zumindest die
multikriterielle Variante der Probleme die Eigenschaft der NP-Vollständigkeit besitzt, kann von den vor-
gestellten Algorithmen basierend auf dynamischer Programmierung keine effiziente Lösung in polyno-
mieller Zeit erwartet werden. Die Algorithmen sollen jedoch hinsichtlich ihrer Laufzeit für das Parallel
Path Problem evaluiert werden, um zu analysieren, welche Problemgrößen mit Hilfe der dynamischen
Programmierung sinnvoll in angemessener Zeit lösbar sind. Da in späteren Kapiteln des Weiteren hy-
bride Algorithmen basierend auf der dynamischen Programmierung sowie Ant Colony Optimization
entwickelt werden, erweist sich eine fundierte Einführung in die Thematik sowie die Modellierung pro-
blemspezifischer Algorithmen als notwendig.
5.1 Theoretische Grundlagen
Die Aussage ARISTOTELES,
»Das was aus Bestandteilen so zusammengesetzt ist, dass es ein einheitliches Ganzes bildet,
nicht nach Art eines Haufens, sondern wie eine Silbe, das ist offenbar mehr als bloß die
Summe seiner Bestandteile.«1,
welche abstrahiert oft in der Form zitiert wird, dass das Ganze mehr als die Summe seiner Teile sei, bie-
tet angesichts der Tatsache, dass sie mit den Prinzipien der dynamischen Programmierung unvereinbar
ist, einen gleichermaßen passenden als auch paradoxen Einstieg in den Themenkreis der dynamischen
Programmierung. Wie in den folgenden Abschnitten dargelegt, wird von der dynamischen Program-
mierung gewissermaßen die problembezogene Forderung impliziert, dass das Ganze exakt der Summe
seiner Teile entspreche.
Im Folgenden sollen die theoretischen Grundlagen der dynamischen Programmierung erörtert wer-
den. Dabei wird zum Einen expliziert, welche Rahmenbedingungen und Anforderungen erfüllt sein
müssen, um Probleme mittels dynamischer Programmierung lösen zu können. Zum Anderen wird das
Prinzip der Lösung beziehungsweise das Vorgehen zur Lösung von Problemen beschrieben. Dabei wird
eine Einschränkung auf künstlich dynamisierte Probleme vorgenommen, welche ihrer Natur nach de-
terministisch sind.
1ARISTOTELES, Metaphysik 1041 b 10 (VII. Buch (Z)).
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5.1.1 Einführung
Das Konzept der dynamischen Programmierung2 geht auf die Arbeit von RICHARD BELLMAN bei der
RAND-COOPERATION zurück.3 Charakteristisch für dynamische Programme ist die Zerlegung eines
Optimierungsproblems in mehrere Teilprobleme, welche verhältnismäßig einfach, meist mit statischen
Optimierungsmethoden, gelöst werden können. Die Lösung des Hauptproblems erfolgt dabei in der
Weise, dass Teilprobleme rekursiv gelöst und deren Lösungen zur Lösung eines übergeordneten Pro-
blems verbunden werden.4
Exakte
Verfahren
Optimierungs-
algorithmen
Heuristische
Verfahren
Approximative
Algorithmen
Finite
Algorithmen
Algorithmen
mit Baumstruktur
Algorithmen
mit Pfadstruktur
Beispiel:
Simplex-Algo-
rithmus
Beispiele:
Branch and Bound,
Dynamic Pro-
gramming
Beispiel:
Newtonsches
Näherungs-
verfahren
Abbildung 5.1: Einordnung von Dynamic Programming als Verfahren
Entgegen vieler anderer Verfahren stellt die dynamische Programmierung keinen wohldefinierten
Algorithmus bereit, sondern ist vielmehr ein mathematisches Modell, welches die notwendige Form
des Optimierungsproblems und dessen Voraussetzungen beziehungsweise Bedingungen sowie ein Op-
timalitätsprinzip beschreibt. Aus diesem Modell können Algorithmen für spezielle Probleme abgeleitet
werden.
Das Anwendungsfeld der dynamischen Programmierung ist sehr breit und reicht von deterministi-
schen Problemen bis hin zu stochastischen Problemen in diskreter Zeit.5
Das Verfahren gehört zu den exakten Lösungsverfahren und berechnet in einem iterativen Prozess
von endlich vielen Schritten die exakte Lösung eines Problems. Demnach kann es den iterativen und
finiten Algorithmen zugeordnet werden. Des Weiteren gehört die dynamische Programmierung neben
Branch and Bound zu den Entscheidungsbaumverfahren.6 Abbildung 5.17 zeigt eine Einordnung des
Verfahrens.
5.1.2 Problemstellung und Lösungsprinzip
Bevor das Lösungsprinzip der dynamischen Programmierung erörtert wird, soll nachfolgend zunächst
die allgemeine Form eines dynamischen Optimierungsproblems vorgestellt werden. Ein solches Pro-
2Deutsche Übersetzung des englischen Begriffs Dynamic Programming. Manche Autoren verwenden auch den Begriff dynami-
sche Optimierung.
3Vgl. [Bel57].
4Vgl. [Sta03, S. 249].
5Vgl. [Bom93, S. 403].
6Vgl. [Dom91, S. 112], [Tei02, S. 323ff.].
7Quelle: [Tei02, S. 323], angepasst.
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blem wird als ein dynamisches System betrachtet, das durch Zustands- und Steuer- beziehungswei-
se Kontrollvariablen beschrieben werden kann. Die Zustandsvariablen beschreiben dabei den Zustand
des Systems zu einem bestimmten Zeitpunkt, welcher von den Steuervariablen abhängig ist. Die Steu-
ervariablen repräsentieren Entscheidungen, die zu bestimmten Zeitpunkten getroffen werden müssen.
Entgegen anderer Verfahren, bei denen eine einzige Entscheidung zur Auswahl einer Lösung zu einem
konkreten Zeitpunkt getroffen wird, wird bei einem dynamischen Optimierungsproblem davon ausge-
gangen, dass eine Folge von Entscheidungen in einem Zeitablauf getroffen werden müssen, um eine
Lösung des Optimierungsproblems zu bestimmen.8 Hierbei gilt zu beachten, dass es sich dabei nicht
notwendigerweise um einen in der Zeit ablaufenden Prozess handeln muss. Es ist lediglich notwen-
dig, dass das Problem als ein in Stufen zerlegbares System interpretiert werden kann. In diesem Fall
wird von einer künstlichen Dynamisierung des Problems gesprochen.9 BELLMAN nennt die folgenden
Merkmale, über welche Prozesse der dynamischen Programmierung allgemein verfügen.10
1. Es handelt sich um ein System, welches auf jeder Stufe beziehungsweise zu jedemZeitpunkt durch
eine finite Menge von Parametern, so genannten Zustandsvariablen, charakterisiert werden kann.
2. Auf jeder Stufe beziehungsweise zu jedem Zeitpunkt des Prozesses existiert eine Anzahl von Ent-
scheidungen, welche getroffen werden müssen.
3. Das Resultat einer Entscheidung stellt eine Transformation der Zustandsvariablen dar.
4. Die Vergangenheit des Systems besitzt keine Relevanz für zukünftige Entscheidungen.
5. Eine Funktion der Zustandsvariablen soll maximiert (beziehungsweise minimiert) werden.
Diese Eigenschaften beschreiben eine allgemeine Struktur, die ein Problem entweder aufweisen muss
oder in diese überführbar sein muss, um das Problemmit Hilfe eines dynamischen Programms lösen zu
können.11 Die genanntenMerkmale sollen im Folgenden formalisiert sowie weiter konkretisiert werden,
sodass ein fundiertes mathematisches Modell entsteht.
5.1.2.1 Dynamisches System
Das Optimierungsproblem wird in n+1 Stufen oder Zeitperioden t = 0, . . . , n zerlegt. Der Zustand des
Systems zu einem Zeitpunkt t sei durch den Vektor xt in der Form
xt = (xt1, . . . , xtm) (5.1)
mit m ∈ N beschrieben. Die einelementigen Zustände z0 und zn werden in diesem Zusammenhang als
Anfangs- und Endzustand des Optimierungsprozesses bezeichnet. Der Systemzustand xt wird durch
die Steuervariable zum Zeitpunkt t durch den Variablenvektor ut beeinflusst. Der Vektor der Steuerva-
riable hat die Form
ut = (ut1, . . . , utm) (5.2)
und repräsentiert eine Menge von zulässigen Entscheidungen, welche zum Zeitpunkt t getroffen wer-
den dürfen, um das System in einen Zustand der Stufe t+1 zu überführen. Darauf aufbauend kann die
Dynamik des Systems nach der Gleichung
xt+1 = δt+1
(
xt, ut+1
)
(5.3)
8Vgl. [Kis03, S. 265].
9Vgl. [Neu93, S. 596].
10Die folgenden Punkte sind aufgeführt in [Bel57, S. 81f.].
11Vgl. [Web74, S. 24].
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beschrieben werden, welche den Übergang des Zustandes der Stufe t zum Zustand der Stufe t + 1 de-
finiert. Hierbei wird ein Systemzustand xt im Zeitpunkt t anhand der Transformationsfunktion δt+1
und den beeinflussenden Steuervariablen ut+1 zu einem Systemzustand xt+1des Zeitpunktes t+1 über-
führt.12
In Abbildung 5.213 wird dieses formalisierte Modell des dynamischen Systems im Rahmen einer
grafischen Darstellung veranschaulicht.
Entscheidung
Zustände
Kosten
Zeit
u1
x0 x = (x , u )1 1 0 1!
f = (x , u )1 1 0 1!
Periode 1
f = (x , u )2 2 1 2! f = (x , u )n n n-1 n!
x = (x , u )2 2 1 2! x = (x , u )n n n-1 n!xn-1
u2 un
Periode 2 Periode n
Abbildung 5.2: Schematisches Modell eines dynamischen Optimierungsproblems
5.1.2.2 Prinzip der Optimalität
Den zentralen Satz im Modell der dynamischen Programmierung bildet das Optimalitätsprinzip von
BELLMAN, mit dessenHilfe die Lösung des Optimierungsproblems abgeleitet werden kann. Das Prinzip
der Optimalität wird von BELLMAN wie nachfolgend definiert.
»Principle of Optimality. An optimal policy has the property that whatever the initial state and
initial decision are, the remaining decisions must constitute an optimal policy with regard to
the state resulting from the first decision.«14
Dieses Prinzip impliziert einerseits die markovsche Eigenschaft, andererseits können weitere Eigen-
schaften in Bezug auf die optimale Politik beziehungsweise Lösung des Optimierungsproblems abge-
leitet werden.15 Wird angenommen, dass die Steuerung eines dynamischen Systems mit der Variable
u∗ = (u∗1, u
∗
2, . . . , u
∗
t , . . . , u
∗
n) (5.4)
eine optimale Politik für ein n-stufiges dynamisches Programm ist, so ergibt sich die optimale Politik
u∗t...n eines (n− t)-stufigen Programms, welches im Zustand xt gestartet wird zu
u∗t...n = (u
∗
t , . . . , u
∗
n) (5.5)
für die gleiche Alternativenmenge.16 Folglich ergibt sich, dass alle Entscheidungen, welche zu einer
optimalen Politik des (n − t)-stufigen Programms gehören, als Bestandteil der Politik des übergeord-
neten (n − t − 1)-stufigen Programms ebenfalls zu einer optimalen Politik führen, falls für die Stufe
n − t − 1 optimale (lokale) Entscheidungen in Abhängigkeit des Zustandes xn−t−1 getroffen werden.
12Vgl. [Bom93, S. 407f.] i.V.m. [Kis03, S. 265].
13Quelle: [Neu93, S. 598], angepasst.
14[Bel57, S. 83]
15Vgl. Abschnitt 5.1.2.3 auf der nächsten Seite.
16Vgl. [Kis03, S. 273].
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Existiert dabei für das (n − t)-stufige Problem nur eine einzige optimale Politik, muss diese zwingend
Bestandteil der optimalen Politik des (n− t− 1)-stufigen Problems sein. Würde eine andere (schlechte-
re) Politik des (n − t)-stufigen Programms als die optimale zum Bestandteil der optimalen Politik des
(n− t− 1)-stufigen Problems, so ergäbe sich demnach ein Widerspruch mit der Optimalitätseigenschaft
der optimalen Politik für das (n − t)-stufige Programm. Da die Entscheidungen auf einer Stufe t aus-
schließlich von dem Zustand xt abhängen, impliziert dies des Weiteren, dass bereits getroffene, nicht
optimale Entscheidungen auf den Stufen t + 1 bis n durch zukünftige Entscheidungen nicht zu einem
Ausgleich führen können, sodass eine optimale Gesamtlösung nicht mehr erreicht, sondern nur noch
eine optimale »Restpolitik« bestimmt werden kann.17
Das Prinzip der Optimalität kann aus den geforderten System- und Zielfunktionseigenschaften ab-
geleitet werden, die im Folgenden näher erörtert werden sollen.
5.1.2.3 Markovsche Eigenschaft
Die markovsche Eigenschaft des Prozesses beschreibt das von BELLMAN geforderte Merkmal, dass die
Vergangenheit des Systems keine Relevanz für zukünftige Entscheidungen besitzen darf.18 GIERLICH,
KÖCHEL und KÜENLE definieren die markovsche Eigenschaft für dynamische Systeme von Entschei-
dungsproblemen in [Gir90] wie folgt.
»Die zukünftige Entwicklung dieser Systeme ist nur abhängig von dem zum gegenwärti-
gen Zeitpunkt vorliegenden Zustand und den in Zukunft zu tätigenden Einwirkungen. Sie
ist unabhängig von den in der Vergangenheit angenommenen Zuständen und vollzogenen
Beeinflussungen.«19
Diese Eigenschaft wird aufgrund des durch BELLMAN definierten und bereits erklärten Prinzips der
Optimalität gefordert. Aufgrund der Definition der Zustandstransformationsfunktion in Gleichung 5.3
liegt diese Eigenschaft offensichtlich implizit vor, weil davon ausgegangen wird, dass bei einem be-
stimmten Systemzustand eine bestimmte Menge von Entscheidungen getroffen werden muss, um den
Systemzustand zu inkrementieren. Hierbei geht ausschließlich der gegenwärtige Zustand xt und die
Steuervariablen der Stufe t als Parameter in die Funktion ein, was der Forderung der markovschen
Eigenschaft entspricht.20
In diesem Zusammenhang sei darauf hingewiesen, dass die Systemvergangenheit auf einer Stufe t
nicht irrelevant für diese Stufe ist, sondern dass alle für eine optimale Entscheidung erforderlichen und
somit relevanten Informationen der früheren Stufen durch den Zustand des Systems und die bis dahin
getroffenen Entscheidungen zur Verfügung stehen und durch eine optimale Entscheidung auf Stufe t
keine Revision einer optimalen Entscheidung auf früherer Stufe stattfinden darf. Somit muss auf Basis
des Systemzustands xt und der Menge an Entscheidungen, welche auf Stufe t getroffen werden können,
die Möglichkeit bestehen, eine optimale Politik für die Stufe t zu bestimmen.21
5.1.2.4 Anforderungen an die Zielfunktion
Neben der markovschen Eigenschaft werden des Weiteren die Separierbarkeit und die Minimumver-
tauschbarkeit als Eigenschaften der Zielfunktion eines dynamischen Programms vorausgesetzt. Diese
Forderungen sollen zunächst formal beschrieben werden.
17Vgl. [Sta03, S 258f.].
18Vgl. [Bel57, S. 81] i.V.m. [Gir90, S. 256].
19[Gir90, S. 9]
20Vgl. Gleichung 5.3 auf Seite 63.
21Vgl. [Sta03, S. 253].
65
KAPITEL 5. DYNAMIC PROGRAMMING
Separierbarkeit der Zielfunktion. Eine Funktion F
(
f1 (x0, u1) , . . . , fn
(
xn−1, un
))
besitzt die Eigen-
schaft der Separierbarkeit, wenn sie anhand der Hilfsfunktionen
F1, . . . , Ft, . . . , Fn undH1, . . . ,Ht, . . . ,Hn−1 (5.6)
in der folgenden Weise dargestellt werden kann.22
F
(
f1 (x0, u1) , . . . , fn
(
xn−1, un
))
= F1
(
f1 (x0, u1) , . . . , fn
(
xn−1, un
))
F1
(
f1 (x0, u1) , . . . , fn
(
xn−1, un
))
= H1
(
f1 (x0, u1) , F2
(
f2 (x1, u2) , . . . , fn
(
xn−1, un
)))
...
Ft
(
ft
(
xt−1, ut
)
, fn
(
xn−1, un
))
= Ht
(
ft
(
xt−1, ut
)
, Ft+1
(
ft+1
(
xt, ut+1
)
, . . . , fn
(
xn−1, un
)))
...
Fn−1
(
fn−1
(
xn−2, un−1
)
, fn
(
xn−1, un
))
= Hn−1
(
fn−1
(
xn−2, un−1
)
, Fn
(
fn
(
xn−1, un
)))
Fn
(
fn
(
xn−1, un
))
= fn
(
xn−1, un
)
(5.7)
Wird diese Eigenschaft auf die Zielfunktion eines dynamischen Programms übertragen, ergibt sich
in Bezug auf die in Abschnitt 5.1.2.1 vorgestellte Betrachtungsweise als dynamisches System, welches in
n Stufen unterteilt werden kann, dass die Funktion Ft als Zielfunktion aller Entscheidungen der Stufen
t bis n bezeichnet werden kann.23 Diese Zielfunktion hat die Eigenschaft, dass eine Aggregationsfunk-
tion Ht existiert, welche die Zielfunktion Ft+1 mit der lokalen Zielfunktion der ft, welche abhängig
vom Systemzustand xt−1 und der Entscheidung ut ist, aggregiert. Daher muss für jede Stufe t des Sys-
tems eine lokale Zielfunktion existieren, welche auf Basis eines Systemzustands und einer getroffenen
Entscheidung den Zielwert der Stufe t berechnet.24
BOMZE beweist, dass eine Zielfunktion bei der Aggregation mittels der Summenfunktion sowie der
MAX-MIN-Regel über die Eigenschaft der Separabilität verfügt.25 WENZEL zeigt, dass auch die Pro-
duktfunktionW =
∏n
i=1 wi aufgrund der Reduktion auf die Summenfunktion mit logW =
∑n
i=1 logwi
separierbar ist.26
Minimumvertauschbarkeit. Die separierbare FunktionHt (ft (a) , Ft+1 (b)) besitzt die Eigenschaft der
Minimumvertauschbarkeit genau dann, wenn der Zusammenhang
min
(a,b)∈A×B
Ht (ft (a) , Ft+1 (b)) = min
a∈A
Ht
(
ft (a) ,min
b∈B
Ft+1 (b)
)
(5.8)
gilt. Der Parameter t ist dabei für die Definition der Eigenschaft nicht notwendig, wurde jedoch be-
wusst gewählt, um eine Verbindung zur Definition der Separabilität der Zielfunktion herzustellen. Die
Eigenschaft trifft beispielsweise auf Funktionen zu, wenn für ∀a ∈ A die Beziehung
Ht
(
ft (a) , Ft+1
(
b1
)) ≤ Ht (ft (a) , Ft+1 (b2))⇔ Ft+1 (b1) ≤ Ft+1 (b2) (5.9)
gilt.27
Beim Vorliegen einer zu minimierenden Zielfunktion F sei b∗t die Menge von optimalen Entschei-
dungen der Stufen t bis n. Somit ist F ∗t (b
∗
t ) der optimale Zielwert der Stufe t. Wird durch die Aggre-
22Vgl. u.a. [Bro05, S. 903f.], [Sta03, S. 252f.] und [Bom93, S. 408ff.].
23Siehe Seite 63.
24Vgl. u.a. [Bro05, S. 906f.] ,[Sta03, S. 252f.] und [Bom93, S. 408ff.].
25Vgl. [Bom93, S. 411] i.V.m. [Bam96, S. 108].
26Vgl. [Wen66, S. 125ff.].
27Vgl. [Bro05, S. 907] und [Bom93, S. 408].
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gation von Ft und ft−1 mit a∗t−1 als Parameter eine optimale Entscheidung der Stufe t − 1 getroffen,
impliziert dies eine optimale Entscheidung für die Stufen t− 1 bis n. Dies entspricht dem bellmanschen
Optimalitätsprinzip.
5.1.2.5 Optimalitätsprinzip bei Paretooptimierung
Bei der einkriteriellen Optimierung ergibt sich nach dem Optimalitätsprinzip aufgrund der Eigenschaft
der Minimumvertauschbarkeit der Zielfunktion auf jeder Stufe die Möglichkeit, durch die Auswahl der
Entscheidung, welche einen optimalen Zielfunktionswert erzeugt, alle partiellen Lösungen auszuschlie-
ßen, welche aufgrund anderer Entscheidungen schlechtere Zielfunktionswerte hervorrufen. Es wurde
bereits erörtert, dass dies über den Vergleich der Zielfunktionswerte der partiellen Lösungen der Stufe t
erfolgen kann. Im Rahmen einer Paretooptimierung kann ein analoges Prinzip verfolgt werden, da der
einkriterielle Fall als Spezialfall der Paretooptimierung betrachtet werden kann.
TeilproblemA
Stufe t
Teilproblem B
Stufe t+1
Lösung
f = 50, f = 90
A1
1 2
A1
Lösung
f = 60, f = 80
A2
1 2
A2
Lösung
f = 70, f = 70
A3
1 2
A3
Lösung B
f = 30, f = 20
1
1 2
B1
Lösung B
f = 10, f = 20
2
1 2
B2
Lösung B
f = 10, f = 30
3
1 2
B3
F =f (A)+f (B)
F =f (A)+f (B)
1 1 1
2 2 2
Abbildung 5.3: Paretooptimierung bei dynamischen Programmen
Das Beispiel zeigt zwei abhängige Teilprobleme A auf Stufe t und B auf Stufe t + 1. Die Lösung B2
wird von den Lösungen B1 und B3 bei Maximierung der Zielfunktionen f1 und f2 dominiert, wäh-
rend keine Teillösung von A eine andere dominiert. Alle Teillösungen der beiden Teilprobleme dürfen
zu übergreifenden Lösungen mit den Zielfunktionswerten F1 und F2 kombiniert werden, sodass ins-
gesamt neun gültige Lösungen entstehen.
Ai ×Bj A1 A2 A3
B1 F1 = 80, F2 = 110 F1 = 90, F2 = 100 F1 = 100, F2 = 90
B2 F1 = 60, F2 = 110 F1 = 70, F2 = 100 F1 = 80, F2 = 90
B3 F1 = 60, F2 = 120 F1 = 70, F2 = 110 F1 = 80, F2 = 100
Die Tabelle zeigt alle möglichen Lösungen des Beispiels. Da die Lösung B2 bereits als Lösung des
Teilproblems B dominiert wird, werden alle Kombinationen einer Lösung des Teilproblems A mit B2
ebenfalls dominiert.
Der Vergleich zwischen allen partiellen Lösungen einer Stufe t kann über die Prüfung auf Domi-
nanz erfolgen, wobei alle Partiallösungen ausgeschlossen werden können, die durch eine andere, direkt
vergleichbare Partiallösung dominiert werden. Direkt vergleichbare Partiallösungen sind dabei alle Lö-
sungen eines Teilproblems auf einer Stufe t + 1, die als Lösungsbeitrag mit genau der selben Lösungs-
menge eines Teilproblems der Stufe t kombiniert werden dürfen. Durch die Forderung der Separabilität
der Zielfunktion müssen alle Zielfunktionen aller zu beachtenden Kriterien ebenfalls diese Eigenschaft
besitzen, um die Zielfunktionsbeiträge von Teilproblemlösungen abzugrenzen. Durch die ebenfalls ge-
forderte Eigenschaft der Minimumvertauschbarkeit ergibt sich, wie bereits festgestellt wurde, das bell-
mansche Optimalitätsprinzip. Sei pit+1 eine von pi∗t+1 dominierte Lösung eines Teilproblems der Stufe
t + 1. Wird die Lösung pit+1 mit einer beliebigen Entscheidung der Stufe t zur Lösung pit kombiniert,
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muss dennoch eine Kombination aus einer Entscheidung der Stufe tmit pi∗t+1 zu einer Lösung pi∗t existie-
ren, sodass die Dominanzbeziehung pit 5 pi∗t gilt. Gilt letzterer Zusammenhang, kann offensichtlich das
bellmansche Optimalitätsprinzip angewendet werden. Es ist demnach ausschließlich erforderlich, dass
sämtliche Zielfunktionen der einzelnen Kriterien sowohl die Eigenschaft der Separierbarkeit als auch
der Minimumvertauschbarkeit besitzen.28
Der beschriebene Zusammenhang wird anhand eines Beispiels mit zwei abhängigen Teilproblemen
auf zwei Stufen in Abbildung 5.3 dargestellt. Im Beispiel können genau neun mögliche Lösungen enu-
meriert werden, welche in der zugehörigen Tabelle anhand ihrer Zielfunktionswerte F1 und F2 gezeigt
werden. Für beide Kriterien wird die separable Summenfunktion verwendet, welche die Eigenschaft
der Minimumvertauschbarkeit besitzt.
5.1.3 Verfahren
Im Folgenden soll aus dem bereits beschriebenen Optimalitätsprinzip von BELLMAN ein allgemeines
Verfahren zur Lösung von deterministischen Problemen mittels dynamischer Programmierung abgelei-
tet werden. Dieses besteht aus den folgenden, sequentiell abzuarbeitenden Phasen:
Phase 1: Dekomposition. Das Optimierungsproblem wird in mehrere Teilprobleme zerlegt, welche
durch Stufen repräsentiert werden, auf denen sich diese Teilprobleme befinden. Die Teilprobleme sollen
dabei getrennt analysiert werden können, um deren Lösungen später zu Lösungen von Teilproblemen
übergeordneter Stufen zusammenzusetzen. Dabei wird der Zielfunktionswert der Lösung eines Teil-
problems als Beitrag zum Zielfunktionswert des gesamten Optimierungsproblems verstanden.29 Aus
diesem Grund muss die Zielfunktion in separabler Form dargestellt werden.30
Phase 2: Rückwärtsrechnung. Beginnend auf der letzten Stufe nwerden alle Teilprobleme separat ge-
löst, sodass alle relativ-optimalen Entscheidungen auf der letzten Stufe getroffen werden. Diese bedingten
Strategien sind dabei an einen bestimmten Systemzustand geknüpft und geben an, welche Entschei-
dung ut zu treffen ist, wenn sich das System im Zustand xn−1 befindet. Diese Entscheidungen sind
dabei optimal für die Probleme auf der entsprechenden Stufe, es wird jedoch nicht der Anspruch erho-
ben, dass sie ebenfalls Bestandteil einer optimalen Strategie eines übergeordneten Probelms sind. Dieser
Vorgang setzt sich über alle Stufen n− 1, n− 2, ..., t , ..., 1 dekrementierend fort, bis die erste Stufe des
Optimierungsproblems erreicht wird.31
Phase 3: Vorwärtsrechnung. Da in der Phase der Rückwärtsrechnung nur bedingte Entscheidungen
getroffen wurden, muss im Anschluss an diese Phase eine Vorwärtsrechnung erfolgen. Im Rahmen der
Vorwärtsrechnung wird ausgehend von einem definierten Startzustand x0 des Systems eine optimale
Entscheidung ut auf der ersten Stufe t = 1 des Systems ausgewählt. Aufgrund der Systemdefinition
in Abschnitt 5.1.2.1 kann dabei der Systemzustand x1 durch die Funktion δt bestimmt werden. Somit
kann eine optimale Entscheidung für die Stufe t = 1 ausgewählt werden. Dieser Vorgang wird für alle
t = 2, 3, 4, ..., n fortgesetzt, um eine optimale Politik über alle Stufen zu bestimmen.32
Im Rahmen dieser Ausführungen sei darauf hingewiesen, dass die Vorwärts- und Rückwärtsrech-
nung bei bestimmten Problemen auch in umgekehrter Reihenfolge stattfinden kann und somit die Rück-
wärtsrechnung einer Vorwärtsrechnung nachgeschaltet wird.33
28Vgl. Separabilität und Minimumvertauschbarkeit in Abschnitt 5.1.2.4 i.V.m. bellmanschen Optimalitätsprinzip in Abschnitt
5.1.2.2.
29Vgl. [Zim97, S. 184] i.V.m. [Kis03, S. 266].
30Vgl. Abschnitt auf Seite 65.
31Vgl. [Zim97, S. 184],[Kis03, S. 268].
32Vgl. [Kis03, S. 268].
33Vgl. [Zim97, S. 184].
68
5.2 Problemspezifische Modellierung
Anhand dieser Vorgehensweise können problemspezifische dynamische Programme entwickelt wer-
den, wie es im nächsten Abschnitt für die Optimierung von Angebotsnetzen des EVCM nachvollzogen
werden soll.
5.2 Problemspezifische Modellierung
Nachdem in den vorangegangenen Abschnitten eine theoretische Einführung in die Thematik der dyna-
mischen Programmierung erfolgte, soll im Folgenden ein problemspezifischer Optimierungsansatz zur
Lösung des Parallel Path Problem modelliert werden. Dieser Ansatz soll speziell für die Optimierung
von Angebotsnetzen im Rahmen des Extended Value Chain Managements angepasst werden.
Die Modellierung des problemspezifischen Algorithmus wurde dabei von den Anwendungen der
dynamischen Programmierung auf Kürzeste-Wege-Probleme und den Darstellungen über multikrite-
rielle Lösungsalgorithmen in [Ehr05, S. 224ff.] inspiriert. Eine Darstellung von Algorithmen für solche
Probleme findet sich beispielsweise bei [Kis03, S. 271f.].
5.2.1 Problemspezifischer Basisalgorithmus
Nachfolgend wird zunächst ein spezifisches, das Parallel Path Problem lösendes, dynamisches Pro-
gramm entworfen. Dabei sollen vorerst ausschließlich solche Angebotsnetze betrachtet werden, die von
Prozessplänen abgeleitet wurden, die die Eigenschaft besitzen, entlang der Wertschöpfung vollständig
konvergent bezüglich der Prozessschritte zu verlaufen. Es sind demnach keine Divergenzpunkte zuge-
lassen.
Zur Problemlösung des Parallel Path Problems empfiehlt es sich, die Vorgehensweise für die Lösung
des sequentiellen Kürzeste-Wege-Problems auf das Parallel Path Problem zu verallgemeinern.
5.2.1.1 Dekomposition und Segmentierung
Der erste Schritt zur Lösung des Parallel Path Problemsmittels dynamischer Programmierung besteht in
der Dekomposition und Segmentierung des Problems. In der Dekomposition wird das Problem dabei in
kleinere und somit einfacher zu lösende Teilprobleme zerlegt. Durch eine Segmentierung des Problems
wird das System zusätzlich in ein mehrstufiges Entscheidungssystem transformiert, wobei jeder Stufe
eine Teilmenge der Teilprobleme zugeschrieben werden soll.
Dekomposition. Ausgehend vom Prozessplan eines Produktes wird durch jeden Prozessschritt ein
Vorprodukt beziehungsweise ein teilfertiges Produkt erzeugt, welches als Input für einen folgenden
Prozessschritt dient, bis am Ende der Wertschöpfung das fertige Erzeugnis hergestellt wurde. Die Her-
stellung eines teilfertigen Erzeugnisses kann analog zur Herstellung des Endproduktes erfolgen. Dem-
nach stellt die Herstellung des teilfertigen Erzeugnisses ein eigenständiges und somit separat lösbares
Problem dar. Obgleich die Prozessschritte dabei durch die Knotengruppen des Graphen repräsentiert
werden, empfiehlt es sich nicht, diese als Grundlage für die Dekomposition zu nutzen, da im zugrunde
liegenden Graphen nicht alle Knoten zwischen zwei abhängigen Knotengruppen durch Kanten verbun-
den sein müssen und innerhalb von Knotengruppen ebenfalls abhängige Teilprobleme durch Fehlmen-
genangebote auftreten können.34 Daher soll jeder Knoten des Problemgraphen als einzelnes Teilproblem
beziehungsweise als Einstiegspunkt für ein Teilproblem betrachtet werden. Als Lösung dieses Teilpro-
blems soll aus graphentheoretischer Sicht von jedem Knoten ausgehend der kürzeste Parallelpfad bis
zum Ende des Graphen bestimmt werden. Das Ende des Graphen wird dabei durch Blattknoten sym-
bolisiert, welche nicht über den Knoten verlassende Kanten verfügen. Dabei ist ersichtlich, dass diese
34Vgl. [Tei02, S. 487].
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durch Knoten repräsentierten Teilprobleme nicht unabhängig voneinander sein müssen, es sei denn, es
handelt sich um die Teilmenge der Blattknoten. Aus diesem Grund wird zusätzlich zur Dekomposition
eine Segmentierung der Teilprobleme vorgenommen.
Segmentierung. Die einzelnen Teilprobleme, welche durch die Dekomposition des übergeordneten
Problems separiert wurden, müssen diskreten Stufen zugeordnet werden, durch welche implizit die
Abhängigkeit zwischen über- und untergeordneten Teilproblemen repräsentiert wird, um die Ableitung
einer Reihenfolge für die Lösung der einzelnen Probleme zu ermöglichen. In diesem Zusammenhang ist
die Lösung eines übergeordneten Problems immer abhängig von der Lösung aller zugehörigen unter-
geordneten Teilprobleme. Am Beispiel des Angebotsgraphen können beispielsweise die vollständigen
resultierenden Kosten, die durch die Wahl eines bestimmten Angebotes für einen Prozessschritt, der auf
die Lieferung eines Erzeugnisses zielt, nicht nur anhand der Kosten, die durch das Angebot selbst ent-
stehen, ermittelt werden. Vielmehr müssen auch alle zusätzlichen Kosten betrachtet werden, die durch
vorgelagerte, nicht in den Zielfunktionswert des Angebots eingehende Prozessschritte entstehen, die
von anderen Kompetenzzellen ausgeführt werden und die Lieferung von Vorprodukten zur Folge ha-
ben.
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Abbildung 5.4: Beispielhafte Segmentierung des Angebotsnetzes in Stufen
Die stark gedruckten Kanten geben beispielhaft den längsten Pfad zwischen dem Knoten auf einer
Stufe t und dem Startknoten des Graphen an. Da es sich um einen Prozessplan handelt, sind alle Pfade
ausgehend vom Startknoten zu allen Knoten der gleichen Knotengruppe gleich lang, sofern es sich
nicht um ergänzende Lieferungen von Fehlmengen handelt.
Aus diesem Grund muss die Lösung bei den Teilproblemen beginnen, welche keine abhängigen un-
tergeordneten Probleme besitzen und somit Blattknoten im Angebotsgraphen repräsentieren. Erst nach
der Lösung aller dieser Probleme können sämtliche Teilprobleme gelöst werden, welche ausschließlich
von Teilproblemen auf Blattknotenebene abhängig sind. Dieses Prinzip setzt rekursiv fort, bis das Ge-
samtproblem gelöst werden kann.
Eine Segmentierung in Stufen erfolgt dennoch ausgehend vom künstlichen Startknoten des Gra-
phen, welcher die Kantengruppe für die Alternativangebote für das Endprodukt beinhaltet. Dies er-
weist sich als notwendig, da übergeordnete Probleme Abhängigkeiten zu untergeordneten Problemen
verschiedener Stufen aufweisen können. Die Stufe eines Angebotes kann folglich mit der Kantenanzahl
des längsten sequentiellen Weges zwischen dem Startknoten des Angebotsgraphen und dem Knoten
des Angebotes gleichgesetzt werden.
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5.2.1.2 Anforderungen an die Zielfunktion
Zunächst soll untersucht werden, ob die geforderten Anforderungen der dynamischen Programmie-
rung an die Zielfunktionen erfüllt sind. Dies betrifft die Eigenschaften der Separabilität und der Mini-
mumvertauschbarkeit.
Eine Lösung des Optimierungsproblems wird durch einen gültigen Pfad durch den Graphen reprä-
sentiert. Dieser Pfad enthält eine Teilmenge der Knoten und Kanten, welche dem Graph angehören. Die
Zielfunktionswerte der einzelnen Kriterien berechnen sich aus den separaten Kostenfunktionen der im
Pfad enthaltenen Knoten und Kanten. Damit existieren lokale Zielfunktionen, welche in Kombination
mit der Zerlegbarkeit des Problems in diskrete Stufen der Forderung der Separabilität nachkommen.
Da BOMZE und GROSSMAN in [Bom93] zeigen, dass sowohl die Summen- und Produktfunktion als
auch die MAX-MIN-Regel separable Zielfunktionen darstellen, kann davon ausgegangen werden, dass
alle der in Abschnitt 4.3 vorgestellten Zielfunktionen der Forderung der Separabilität entsprechen.35
In [Bom93] wird ebenfalls gezeigt, dass einerseits die Summenfunktion und das MAX-MIN-Kriterium
die Eigenschaft der Minimumvertauschbarkeit ohne Einschränkung besitzen und dass andererseits die
Produktfunktion über die Eigenschaft der Minimumvertauschbarkeit ebenfalls verfügt, wenn alle Kos-
tenfunktionswerte positiv sind.36 Die Zielfunktion der Lieferwahrscheinlichkeit kommt daher den For-
derungen der dynamischen Programmierung nach, da alle Lieferwahrscheinlichkeiten der einzelnen
Angebote definitionsgemäß im Intervall [0, 1] liegen. Somit entsprechen die Zielfunktionen des Preises,
der Lieferwahrscheinlichkeit und die auf dem MAX-MIN-Kriterium basierende Funktion des Lieferpuf-
fers den Anforderungen der dynamischen Programmierung.
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Abbildung 5.5: Minimalbeispiel für die Nichteignung von Mittelwertfunktionen bei dynamischen Pro-
grammen
Dieses Beispiel zeigt, dass Zielfunktionen der Form F (x) = 1n · ni=1 xi nicht für dynamische Program-
me geeignet sind. Im Beispiel können zwei Lösungen für das Teilproblem A2 auf Stufe 2 bestimmt
werden. Diese Lösungen ergeben sich zu pi1 = {A2, A3, A5} und pi2 = {A2, A4}mit den Zielfunkti-
onswerten F (pi1) = 40+102 = 25 und F (pi2) = 20. Bei Maximierung von F wird demnach pi2 von pi1
dominiert und müsste ausgeschlossen werden. Werden jedoch die beiden Lösungen pi3 = {A1,pi1}
und pi4 = {A1,pi2} für das Teilproblem A1 auf Stufe 1 bestimmt, ergeben sich die Zielfunktionswerte
F (pi3) = 40+40+103 = 30 und F (pi4) =
40+20
2 = 30. Somit darf pi2 nicht als dominiert ausgeschlos-
sen werden, da sich in einer späteren Stufe eine relative Verbesserung des Zielfunktionswertes ergibt,
welche zur Nichtdominanz der Lösung führt.
Im Folgenden wird die Mittelwertfunktion als Zielfunktion für den Lieferpuffer auf die geforderten
Eigenschaften anhand eines Beispiels untersucht. Es kann gezeigt werden, dass diese Funktion zu einer
Verletzung der markovschen Eigenschaft führt. Für diesen Beweis soll das in Abbildung 5.5 gezeigte
Minimalbeispiel als Basis dienen. Da sich in der dortigen Darstellung die Nichtdominanz einer Lösung
einstellt, welche auf einer untergeordneten Stufe als Teillösung dominiert wird, ist die Voraussetzung
der Minimumvertauschbarkeit nicht gegeben und es stellt sich somit eine Verletzung der markovschen
35Vgl. [Bom93, S. 411].
36Vgl. [Bom93, S. 411f.].
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Eigenschaft ein, da die Alternativenbewertung von Teilproblemen auf höheren Stufen von Teilproblem-
lösungen niedriger Stufen abhängen kann. Aus diesem Grund soll das die geforderten Eigenschaften
erfüllendeMAX-MIN-Kriterium als Zielfunktion für den Lieferpuffer dienen. Diese alternative Zielfunk-
tion wurde bereits in Abschnitt 4.3 vorgestellt.37
5.2.1.3 Rekursiver Basisalgorithmus
In Abschnitt 5.2.1.1 wurde ein iteratives Vorgehen vorgestellt, welches das Problem mittels Dekom-
position und Segmentierung in Teilprobleme zerlegt und diese jeweils einer Stufe zuordnet. Die De-
komposition und Segmentierung kann dabei ebenso implizit durch Rekursion erfolgen. In Algorithmus
3 wird ein rekursiver Basisalgorithmus vorgestellt, welcher das Optimierungsproblem eines in Wert-
schöpfungsrichtung ausschließlich konvergierenden Angebotsnetzes exakt löst.
Zusätzlich werden in Algorithmus 4 Hilfsfunktionen ausgeführt, welche zur Lösung des Problems
mit Hilfe des dynamischen Programms notwendig sind beziehungsweise verwendet werden. Es sei dar-
auf hingewiesen, dass die Prüfung auf Dominanz zwischen Lösungen nicht als expliziter Bestandteil des
Algorithmus dargestellt wird. Die Komplexität des naiven Algorithmus, welcher alle Lösungen mit al-
len übrigen Lösungen vergleicht, ist quadratisch und bei großen Mengen zu vergleichender Lösungen
somit nicht performant. SCHÜTZE stellt in [Sch03] durch die Verwendung von Baumdatenstrukturen, so
genannten dominance decision trees, einen alternativen Ansatz zur Lösung des Nichtdominanz-Problems
vor, welcher bezüglich der Performanz einige Vorteile erzielen kann.38 Da dies jedoch keinen Einfluss
auf die effiziente Lösbarkeit des Problems in Polynomialzeit beziehungsweise auf die ineffiziente Lös-
barkeit in nicht polynomieller Zeit nimmt, sondern demgegenüber nur eine geringe Verbesserung der
Performanz darstellt, wird auf weitere Ausführungen zu dieser Thematik im Rahmen dieser Arbeit ver-
zichtet.
5.2.2 Umgang mit Divergenzen
Der im vorangegangenen Abschnitt entwickelte Basisalgorithmus soll im Folgenden in der Form erwei-
tert werden, dass auch Divergenzen innerhalb des Prozessplans und folglich auch in Angebotsnetzen
behandelt werden können.
Die wesentliche Eigenschaft divergierender Prozessschritte ist der Umstand, dass das Output nicht
aus einem einzigen Zwischenprodukt besteht, welches in einem folgenden Prozessschritt weiterverar-
beitet beziehungsweise als Input benötigt wird, sondern, dass m verschiedene Zwischenprodukte ent-
stehen, die inm nachfolgenden Prozessschritten weiterverarbeitet werden müssen. In der Instanz eines
Angebotsnetzes bedeutet dies, dass das Angebot einer Kompetenzzelle für einen Prozessschritt mehrere
Vorprodukte beinhaltet, die in mehrere folgende Prozessschritte eingehen. Diese Prozessschritte werden
ebenso durch Angebote weiterer Kompetenzzellen repräsentiert. Dabei ergeben sich einige Probleme,
welche im Folgenden näher erörtert werden sollen.
5.2.2.1 Verletzung der Markovschen Eigenschaft
Im konvergenten Fall wurde davon ausgegangen, dass jeder Knoten des Graphen, repräsentiert durch
das Angebot einer Kompetenzzelle, ein eigenständig lösbares Unterproblem eines übergeordneten Pro-
blems darstellt. Dies folgte aus dem Umstand, dass zwischen allen Knoten auf einer Stufe keine Quer-
abhängigkeiten bestanden, sondern nur Abhängigkeiten zwischen Problemen auf verschiedenen Stufen
existierten. Daraus folgte, dass alle Teilprobleme einer Stufe t genau dann optimal gelöst werden konn-
ten, wenn alle Teilprobleme der Stufen t + 1 optimal gelöst wurden und somit die Zielfunktionswerte
37Siehe Seite 46.
38Vgl. [Sch03, S. 510ff.].
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Algorithmus 3 Dynamisches Programm zur Lösung rein konvergierender Parallel Path Probleme
1 function OPTIMIZE(Graph G): SolutionList
2 return OPTIMIZENODE(G, startdummy)
3 end function
4 function OPTIMIZENODE(Graph G, Node vi): SolutionList
5 SolutionList Solutions← ∅
6 if ∃ Kantengruppe k ∈ vi then
7 if vi '=markiert then
8 foreach Kantengruppe k ∈ vi do
9 PartPaths[k]←OPTIMIZEEDGEGROUP(G, k)
10 Füge Knoten vi zu PartPaths[k] hinzu
11 end foreach
12 Solutions←COMBINESOLUTIONS(PartPaths)
13 Solutions←REMOVEDOMINATEDSOLUTIONS(Solutions)
14 else
15 return SavedSolutions[vi]
16 end if
17 else
18 Erzeuge neuen leeren Pfad piempty und füge vi zu diesem Pfad hinzu
19 Füge piempty zu Solutions hinzu
20 end if
21 Markiere vi
22 SavedSolutions[vi]←Solutions
23 return Solutions
24 end function
25 function OPTIMIZEEDGEGROUP(Graph G, EdgeGroup k): SolutionList
26 SolutionList Solutions←leere Liste
27 foreach Edge ei→j ∈ k do
28 PartPathS←OPTIMIZENODE(G, vj)
29 Füge alle Pfade aus PartPaths zu Solutions hinzu
30 end foreach
31 Lösche alle Pfade in Solutions, welche dominiert werden
32 return Solutions
33 end function
Anmerkungen
Der Algorithmus besteht aus drei Funktionen, wobei die Funktion OPTIMIZE den Einstiegspunkt der Optimierung
darstellt. Die beiden übrigen Funktionen führen die Optimierung rekursiv durch undwurden thematisch nach Kno-
ten und Kantengruppen getrennt. Die Variable SavedSolutions, welche eineMenge von Lösungen für jeden Knoten
enthält, wenn dieser bereits bearbeitet und somit markiert wurde, ist in diesem Zusammenhang programmglobal
und somit von allen Funktionen erreichbar. Die nicht aufgeführte Funktion COMBINESOLUTIONS erstellt eine neue
Liste von Lösungen, welche alle gültigen Kombinationen zwischen den Listen enthält. Sie wird in Algorithmus 4
beschrieben.
der Lösungen aller Probleme der Stufe t+ 1 auf der vorhergehenden Stufe t zur Verfügung standen.
Die Annahme eines Angebotes, welches auf einem divergenten Prozessschritt basiert, erfordert die
Pfadzugehörigkeit nicht nur genau einer, sondern mehrerer Kanten, deren Startpunkt dem Angebot
entspricht. Dies geht darauf zurück, dass durch das Angebot mehrere Zwischen- beziehungsweise Vor-
produkte geliefert werden, welche in verschiedenen nachfolgenden Prozessschritten weiterverarbeitet
werden müssen. Daher muss eine Teilmenge der in den Knoten eintreffenden Kanten angenommen
werden, die hinsichtlich ihrer Länge genau der Anzahl von Zwischenprodukten entspricht, die Output
des divergierenden Prozessschrittes sind.39 Dabei gilt zu beachten, dass nicht eine beliebige Teilmenge
dieser Kanten angenommenwerden darf, sondern jeweils genau eine Kante für jedes Zwischenprodukt.
Aufgrund der Unvollständigkeit des Graphen ergibt sich aber, dass dabei nicht alle Angebote eines Pro-
39Es wird davon ausgegangen, dass jeweils genau ein Zwischenprodukt in genau einen nachfolgenden Prozessschritt eingeht.
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Algorithmus 4Hilfsfunktionen für das dynamische Programm für rein konvergierende Probleme
1 function COMBINESOLUTIONS(SolutionList[] PartPaths): SolutionList
2 Solution pi←leerer Pfad
3 if Solution PartPaths[0] exists then
4 return RECURSIVECOMBINE(PartPaths, 0, pi)
5 else
6 return leere Liste
7 end if
8 end function
9 function RECURSIVECOMBINE(SolutionList[] PartPaths, Index i, Solution pi1): SolutionList
10 SolutionList Solutions←leere Liste
11 foreach Solution pi2 ∈ PartPaths[i] do
12 Solution pineu←Kopie von pi1
13 pineu←pineu ∨ pi2
14 if Solution PartPaths[i+ 1] exists then
15 SolutionList L=RECURSIVECOMBINE(PartPaths, i+ 1, pineu)
16 Füge L zu Solutions hinzu
17 else
18 Füge pineu zu Solutions hinzu
19 end if
20 end foreach
21 return Solutions
22 end function
23 function REMOVEDOMINATEDSOLUTIONS(SolutionList Solutions): SolutionList
24 foreach Solution pi1 ∈ Solutions do
25 foreach Solution pi2 ∈ Solutions \ {pi1} do
26 if (pi1 * pi2) then
27 Solutions← Solutions \ {pi1}
28 else if (pi2 * pi1) then
29 Solutions← Solutions \ {pi2}
30 end if
31 end foreach
32 end foreach
33 return Solutions
34 end function
Anmerkungen
Die Hilfsfunktionen beschreiben einerseits die Kombination mehrerer Teilpfade zu neuen Teilpfaden und anderer-
seits die einfache Dominanzprüfung zwischen allen Lösungen einer Lösungsmenge für ein Teilproblem.
zessschrittes mit allen Angeboten eines direkt nachfolgenden Prozessschrittes durch eine Kante verbun-
den sein müssen. Daher kann die Auswahl einer Kante zwischen den Stufen t und t+1, deren Endpunkt
einem Angebot für einen divergenten Prozessschritt auf Stufe t+1 entspricht, die Restriktion erzeugen,
dass nur eine Teilmenge der Lösungen beziehungsweise Entscheidungen eines anderen Problems auf
der Stufe t pfadzugehörig sein dürfen. Da sich dieses Problem rekursiv fortsetzen kann, entstehen durch
divergierende Prozessschritte Querabhängigkeiten zwischen Teilproblemen, sodass diese aufgrund der
fehlenden Unabhängigkeit nicht mehr eigenständig lösbar sind. Dies entspricht offensichtlich einer Ver-
letzung der markovschen Eigenschaft und führt damit zur Ungültigkeit des bellmanschen Optimalitäts-
prinzips. In Abbildung 5.6 wird das Problem anhand eines einfachen Beispiels aufgezeigt.
5.2.2.2 Zerlegung in abhängige und unabhängige Teilprobleme
Für die Lösung des Problems bedeutet der vorgestellte Zusammenhang zunächst, dass Teilprobleme,
welche auf divergierenden Prozessschritten beruhen, nicht eigenständig gelöst werden können, sondern
in Abhängigkeit zu den übrigen Problemen betrachtet werden müssen. Da der Gesamtprozess jedoch
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Abbildung 5.6: Beispiel für die Verletzung der MARKOV-Eigenschaft bei divergenten Prozessen
In diesem Beispiel wird eine gültige Lösung durch verstärkte Pfeile dargestellt. Dabei folgen offen-
sichtlich implizit aus der Entscheidung für das Angebot A8 auf Stufe 3 auch die Entscheidungen für
die Angebote A4 und A6 auf Stufe 2. Damit ist implizit auch die Auswahl auf Stufe 1 auf das Angebot
A1 begrenzt. Damit existieren Abhängigkeiten zwischen allen Stufen. Die Knoten der Knotengruppe
K1 beziehungsweise der Prozessschritt K1 stellt den auflösenden Konvergenzpunkt zu D1 dar.
konvergierend sein muss, da nur ein Endprodukt hergestellt wird, tritt zudem zu jedem divergierenden
Prozess im späteren Verlauf der Wertschöpfung eine Konvergenz auf. Daher können alle Divergenzen
erst bei dem ihnen zugehörigen Konvergenzpunkt aufgelöst werden. Dieses Konzept der zugehörigen
Konvergenzpunkte wird in Abbildung 5.7 anhand eines beispielhaften Prozessplans verdeutlicht.
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Abbildung 5.7: Teilproblembildung bei divergierenden Prozessen
Der Prozessschritt D1 bildet durch die Lieferung der Vorprodukte G und H einen Divergenzpunkt
im Prozessplan. Die zugehörige Konvergenz des Prozesses findet im Prozessschritt K1 statt, was das
Entstehen des Teilproblems P1 zur Folge hat. Da der Schritt D2 jedoch ebenfalls einen Divergenzpunkt
darstellt, ist das Teilproblem P1 nicht unabhängig. Eine eigenständige Lösung für alle Teilprobleme
kann erst bei dem zugehörigen Konvergenzpunkt K2 stattfinden. Das gesamte dargestellte Problem ist
somit unabhängig von anderen Problemen, welche in der Darstellung vernachlässigt wurden.
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Dabei bleibt jedoch die Frage, wie ein zugehöriger Konvergenzpunkt zu einem Divergenzpunkt im
Graph gefundenwerden kann, um einen Teil des Graphen als eigenständiges unabhängiges Teilproblem
zu separieren. Hierzu soll das bereits in Abschnitt 4.2.2 formal definierte Restriktionssystem der Kanten
des Graphen verwendet werden.40 Dabei ist zu beachten, dass nicht explizit zugehörige Konvergenz-
punkte ermittelt werden, sondern sich diese implizit durch die Verwendung des Restriktionssystems
ergeben. Es ist daher vielmehr die richtige Verwendung des Restriktionssystems zu klären als die Suche
nach zugehörigen Konvergenzpunkten.
Es soll zunächst davon ausgegangen werden, dass der bereits vorgestellte Lösungsalgorithmus für
rein konvergierende Prozesspläne als Grundlage der weiteren Entwicklung dienen soll. Somit findet
auch eine analoge Dekomposition und Segmentierung der Teilprobleme statt, sodass jeder Knoten des
Graphen als Teilproblem betrachtet wird. Im Folgendenwird jedoch zusätzlich unterschieden, ob es sich
um ein unabhängiges oder ein von anderen Teilproblemen abhängiges Teilproblem handelt.
Ein Pfad besteht aus einer Menge von Kanten und Knoten, welche dem Problemgraphen zugehörig
sind. Da die Restriktionen sowohl positiver als auch negativer Natur kantenzugehörig sind, können die
Restriktionen pfadzugehöriger Kanten auf einen Teilpfad vererbt werden. Daher wurde in der Problem-
stellung die Pfadrestriktion Cpi definiert. Im Rahmen dieser Vererbung einzelner Restriktionen einer
Kante auf einen Pfad muss jedoch unter Umständen eine Auflösung bereits erfüllter positiver Restrik-
tionen stattfinden, welche sich aus der Kombination mehrerer Kanten ergeben kann. Wird eine Kante
zu einer Teillösung hinzugefügt, soll daher in die folgenden Fälle unterschieden werden:
1. Ein leerer Pfad besitzt keine Restriktionen. Formal gilt somit für einen Pfad pi, dass genau dann
Cpi = ∅ ist, wenn Epi = ∅ und Vpi = ∅.
2. Wird eine restriktionsbelastete Kante zu einem leeren Pfad hinzugefügt, werden die Restriktionen
der Kante als Restriktionen des Pfades übernommen.
3. Wird eine Kante zu einem nichtleeren Pfad hinzugefügt, werden die Restriktionen der Kante als
Pfadrestriktionen hinzugefügt und müssen, soweit dies möglich ist, aufgelöst werden.
Eine Kantenrestriktion legt fest, mit welchen anderen Kanten eine Kante kombiniert werden darf bezie-
hungsweise muss (positive Restriktionen) oder ob die Kombination mit anderen Kanten entlang eines
Pfades verboten ist (negative Restriktion). Wird eine Kante e zu einem Pfad hinzugefügt, welcher e
durch ein negatives Attribut verbietet, folgt aus der Kombination des Pfades mit der Kante unmittelbar
die Ungültigkeit des Pfades.Wird eine Kante e jedoch zu einem Pfad hinzugefügt, der diese Kante durch
ein positives Attribut innerhalb einer positiven Restriktion beschreibt, muss die zugehörige positive Re-
striktion, wie nachfolgend beschrieben, aufgelöst werden. Da innerhalb einer positiven Restriktion alle
Attribute mittels exklusivem Oder verknüpft sind, dürfen alle übrigen Kanten, welche durch Attribute
in dieser Restriktion beschrieben sind, nicht mehr Bestandteil des Pfades werden. Somit können alle
Attribute der Restriktion, mit Ausnahme des Attributs der Kante e, zu der negativen Restriktion des
Pfades hinzugefügt werden und die positive Restriktion kann aufgrund der Erfüllung aus dem Re-
striktionsvektor entfernt werden. Dies ergibt sich logisch, da genau eine Kante je positiver Restriktion
angenommen werden muss. In Algorithmus 5 wird diese Methodik in Form von Pseudo-Code näher
beschrieben.
5.2.2.3 Dominanzvergleiche bei Restriktionen
Da eine Auflösung einer positiven Restriktionsgruppe nur dann erfolgreich durchgeführt werden kann,
wenn an einem Konvergenzpunkt die Pfade des divergierenden Prozesses verbunden werden, können
aus diesem Umstand Regeln für die Dominanzvergleiche zwischen alternativen Lösungen abgeleitet
40Siehe Seite 42.
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Algorithmus 5 Auflösung von Restriktion und restriktionsbehaftete Pfadkonstruktion
1 function DISSOLVECONSTRAINTS(Solution pi): Solution
2 foreach ei→j ∈ Epi do
3 if r−ij ∈ R−pi then
4 (Markiere pi als ungültig)
5 else if ∃R+pi ∈ R+pi : r+ij ∈ R+pi then
6 R ≡ R+pi ∈ R+pi : r+ij ∈ R+pi
7 foreach r ∈ R \ {rij} do
8 R−pi ← R−pi ∧ r
9 end foreach
10 R← R \ {rij}
11 end if
12 end foreach
13 end function
14 function ADDEDGETOPATH(Solution pi, Edge ei→j): Solution
15 Epi ← Epi ∨ ei→j
16 foreach R+ij ∈ R+ij do
17 R+pi ← R+pi ∨R+ij
18 end foreach
19 R−pi ← R−pi ∨R−ij
20 pi ←DISSOLVECONSTRAINTS(pi)
21 return pi
22 end function
23 functionMERGEPATHS(Solution pi1, Solution pi2) : Solution
24 Solution pineu ← pi1
25 foreach ei→j ∈ Epi2do
26 Epineu ← Epineu ∨ ei→j
27 end foreach
28 R−pineu ← R−pineu ∨R−pi2
29 R+pineu ← R+pineu ∨R+pi2
30 pineu ←DISSOLVECONSTRAINTS(pineu)
31 return pineu
32 end function
Anmerkungen
Die Darstellungen des Algorithmus beziehen sich auf die Definitionen der Restriktionen und der Problemstellung
in den Abschnitten 4.2.2 auf Seite 42 und 4.2.3 auf Seite 45. Die Funktion ADDEDGETOPATH beschreibt die Kom-
bination einer Kante mit einem Pfad sowie die Kombination der Kantenrestriktionen mit den Pfadrestriktionen,
während die Funktion DISSOLVECONSTRAINTS die Auflösung der Pfadrestriktionen beschreibt. Aufgrund der Re-
striktionsauflösung für Pfadrestriktionen ergibt sich eine einfache Möglichkeit zur Kombination von zwei Teilpfa-
den zu einem Pfad, welche durch die Methode MERGEPATHS beschrieben wird.
werden. Die Dominanzvergleiche dürfen dabei nur zwischen Alternativen unabhängiger Teilprobleme
durchgeführt werden, was sich direkt aus dem bellmanschen Optimalitätsprinzip ergibt.
Demnach ist die Lösung eines Teilproblems genau dann unabhängig, wenn keine positiven Restrik-
tionen auf dem Lösungspfad vorhanden sind. Daher kann zwischen sämtlichen Alternativen, die über
keine positiven Restriktionen verfügen, ein Dominanzvergleich durchgeführt werden. Existieren jedoch
positive Restriktionen auf einem Pfad, darf dieser nicht aufgrund einer Dominanz durch eine andere
Lösung ausgeschlossen werden, da die MARKOV-Eigenschaft an dieser Position nicht gilt.
Es existiert jedoch auch unter Pfaden mit nicht auflösbaren positiven Restriktionen die Möglichkeit,
gültige Dominanzvergleiche zwischen Lösungen durchzuführen, welche zu einemAusschluss einer Lö-
sung führen kann. Dies ist dem besonderen Umstand zu verdanken, dass bei vollständiger Gleichheit
der Restriktionen zweier Pfade die MARKOV-Eigenschaft offensichtlich gelten muss, da alle Abhängig-
keiten zu anderen Teilproblemen in beiden Pfaden völlig identisch und somit irrelevant für einen Ver-
gleich sind. Die vollständige Gleichheit der Restriktionen mehrerer Pfade tritt bei allen Teilproblemen
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auf, an welchen abhängige Teilprobleme mit unabhängigen Teilproblemen kombiniert werden, was zu
dem positiven Effekt führt, dass die kombinatorische Explosion durch abhängige Teilprobleme in vielen
Fällen stark begrenzt werden kann.
Algorithmus 6 Dominanzvergleiche bei Divergenzen
1 function REMOVEDOMINATEDSOLUTIONS(SolutionList Solutions): SolutionList
2 foreach Solution pi1 ∈ Solutions do
3 foreach Solution pi2 ∈ Solutions \ {pi1} do
4 if R+pi1 = R
+
pi2
= ∅ or (Cpi1 = Cpi2) then
5 if (pi1 * pi2) then
6 Solutions← Solutions \ {pi1}
7 else if (pi2 * pi1) then
8 Solutions← Solutions \ {pi2}
9 end if
10 end if
11 end foreach
12 end foreach
13 return Solutions
14 end function
Anmerkungen
Die Funktion bereinigt eine Liste mit alternativen Lösungen eines Teilproblems, indem sie alle dominierten Lösun-
gen aus dieser entfernt, wobei alle Restriktionen beachtet werden, die notwendig sind, um Dominanzvergleiche
durchzuführen.
Zusammenfassend ergeben sich die nachfolgenden Regeln für einen zulässigen Dominanzvergleich
zwischen Lösungen eines Teilproblems. Zwischen pi1 und pi2 darf ein Dominanzvergleich, welcher zum
Ausschluss einer Lösung führen kann, durchgeführt werden, wenn
1. sowohl pi1 als auch pi2 über keine (nicht auflösbare) positive Restriktionen in der Pfadrestriktion
verfügen (R+pi1 = ∅ und R+pi2 = ∅) oder
2. sowohl pi1 als auch pi2 identische positive und negative Attributsgruppen in der Pfadrestriktion
besitzen (Cpi1 = Cpi2).
Diese Regeln gelten dabei analog für mehr als zwei alternative Lösungen eines Teilproblems. Algorith-
mus 6 zeigt die Verwendung dieses Konzeptes anhand einer Menge von alternativen Lösungen.
5.2.2.4 Algorithmus für Konvergenzen und Divergenzen
In den letzten Abschnitten wurde das Lösungsverfahren auf Basis der dynamischen Programmierung
für Prozesspläne erweitert, die divergierende Prozessschritte beinhalten. Dabei wurde die Frage der
Zerlegung in Teilprobleme geklärt und ein Konzept entwickelt, das Lösungen von Teilproblemen in
Abhängigkeit von Restriktionen darstellt. Eine darauf aufbauende Methode zur Durchführung von Do-
minanzvergleichen zwischen alternativen Lösungen wurde ebenfalls entwickelt.
Um zu verhindern, dass durch Restriktionsverletzungen bei der Verschmelzung mehrerer Teilpfade
ein ungültiger resultierender Pfad konstruiert wird, müssen diese Konzepte in das dynamische Pro-
gramm integriert werden. Der Basisalgorithmus, welcher in Algorithmus 3 vorgestellt wurde, bleibt
dabei unverändert, während die Methoden zur Lösungskonstruktion entsprechend angepasst werden
müssen. Diese Anpassung wird in Algorithmus 7 aufgezeigt und entspricht imWesentlichen einer Prü-
fung, ob Teilpfade verschmolzen werden dürfen sowie der Nutzung der bereits vorgestellten Funktio-
nen in Algorithmus 5.
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Algorithmus 7 Generierung von Lösungskombinationen bei Problemen mit Divergenzen
1 function COMBINESOLUTIONS(SolutionList[] PartPaths): SolutionList
2 Solution pi← ∅
3 if Solution PartPaths[0] exists then
4 return COMBINESOLUTIONSRECURSIVE(PartPaths, 0, pi)
5 else
6 return ∅
7 end if
8 end function
9 function RECURSIVECOMBINE(SolutionList[] PartPaths, Index i, Solution pi1): SolutionList
10 SolutionList Solutions← ∅
11 foreach Solution pi2 ∈ PartPaths[i] do
12 if ISMERGABLE(pi1,pi2) = true then
13 Solution pineu←MERGEPATHS(pi1,pi2)
14 if Solution PartPaths[i+ 1] exists then
15 SolutionList L=RECURSIVECOMBINE(PartPaths, i+ 1, pineu)
16 Füge L zu Solutions hinzu
17 else
18 Füge pineu zu Solutions hinzu
19 end if
20 end if
21 end foreach
22 return Solutions
23 end function
24 function ISMERGABLE(Solution pi1, Solution pi2) : Boolean
25 foreach ei→j ∈ Epi1 do
26 if r−ij ∈ R−pi2 then return false
27 end foreach
28 foreach ei→j ∈ Epi2 do
29 if r−ij ∈ R−pi1 then return false
30 end foreach
31 return true
32 end function
Anmerkungen
Die Funktionen beschreiben die Kombinationen mehrerer Listen von nicht alternativen Teilpfaden. Dabei werden
alle gültigen Kombinationen erstellt, die eine Liste mit alternativen Teilpfaden ergeben. Im Unterschied zum rein
konvergierenden Fall muss bei einer Verschmelzung einerseits geprüft werden, ob eine Verschmelzung von zwei
Pfaden gültig ist und andererseits die Auflösung der Pfadrestriktionen erfolgen. Ersteres wird durch die Methode
ISMERGABLE basierend auf dem in Abschnitt 5.2.2.3 entwickelten Konzept bereitgestellt, während sich letzteres
implizit durch die Verwendung der Methode MERGEPATHS aus Algorithmus 5 ergibt. Dabei wird eine nachträglich
festgestellte Ungültigkeit des Pfades in Algorithmus 5 auf Seite 77 (Zeile 4) ausgeschlossen.
Zusammenfassend ergibt sich das resultierende dynamische Programm für alle Probleme folglich
aus den Funktionen des vorgestellten Basisalgorithmus 3 unter Verwendung der Methoden in den Al-
gorithmen 6, 7 und 5.
5.3 Komplexitätsbetrachtungen
Nachdem ein problemspezifisches dynamisches Programm vorgestellt wurde, das zur Lösung des Op-
timierungsproblems in Angebotsnetzen des EVCM eingesetzt werden kann, stellt sich die Frage nach
dem Komplexitätsbedarf bei der Anwendung des Algorithmus.
Bereits in Abschnitt 4.5 wurde bewiesen, dass die mehrkriterielle Variante des Parallel Path Problems
die Eigenschaft der NP-Vollständigkeit aufweist.41 Von dem konstruierten dynamischen Programm
41Siehe Seite 57.
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kann somit nicht erwartet werden, dass es alle Probleminstanzen effizient lösen kann. Dennoch sollte
evaluiert werden, welche Probleminstanzen beziehungsweise -größen durch dynamische Programme
effizient gelöst werden können. Nachfolgend soll daher die Komplexität bei der einkriteriellen Optimie-
rung mit einem dynamischen Programm fokussiert werden.
5.3.1 Komplexität bei einkriteriellen Problemenmit rein konvergierenden Prozess-
plänen
Anhand des Algorithmus der dynamischen Programmierung soll nachgewiesen werden, dass Ange-
botsnetze, deren Prozessplan rein konvergierend ist, effizient in polynomieller Zeit lösbar sind, wenn
nur ein Kriterium optimiert werden soll. Dabei wird im Sinne der NP-Vollständigkeitstheorie davon
ausgegangen, dass lediglich eine optimale Lösung ermittelt werden soll und somit alle redundanten
Lösungen und Teillösungen während des Prozesses ausgeschlossen werden.42
Aus demAlgorithmus der dynamischen Programmierung folgt bei einkriterieller Optimierung, dass
zur Lösung eines beliebigen Teilproblems genau eine Teillösung erzeugt wird, welche die Eigenschaft
der Optimalität für dieses Teilproblem aufweist. In den nachfolgenden Ausführungen gelte, dass m =
|E| und n = |V | ist.
Da ein Graph G genau über n Knoten verfügt, werden demnach genau n verschiedene Lösungen
für insgesamt n verschiedene Teillösungen auf t ≤ n Stufen für diese Knoten erstellt. Gleiches gilt für
die Kanten des Graphen, die ebenfalls über Zielfunktionsbeiträge verfügen. Der Algorithmus enthält
eine Funktion, welche Teillösungen von Problemen der Stufe t kombiniert, um eine Teillösung eines
Problems der Stufe t − 1 zu ermitteln. Seien der Knoten vx ein Teilproblem auf der Stufe t − 1 und die
Knoten vj mit vx .= vj abhängige Teilprobleme von vx auf der Stufe t. Die Anzahl der abhängigen Teil-
probleme von vx bestimmt sich dabei durch die Anzahl der Kantengruppen |K ′x = K \ {kgi : vi .= vx}|
und die Anzahl der Kanten ei→j : i = x in den Kantengruppen, welche von vx ausgehen.
Zur Lösung des Problems vx müssen alle abhängigen Teilprobleme gelöst und mit den Zielwerten
von vx verrechnet werden. Da für jedes Teilproblem vj auf der Stufe t zum Zeitpunkt der Berechnung
von vx bereits genau eine optimale Lösung berechnet wurde, muss für jede Kante ex→j der Kantengrup-
pe kgx ∈ K ′x mit der optimalen Teillösung des Teilproblems vj aggregiert werden.
Aus der Menge dieser mit den Kanten verrechneten Teillösungen wird eine optimale Teillösung ge-
wählt, diemit demKnoten vx kombiniert wird. Nachdemdieses Prinzip für alle übrigen Kantengruppen
fortgesetzt wurde, resultiert die optimale Lösung des Problems vx.
Jeder Knoten kannmaximal von n−1weiteren Teilproblemen abhängen, welche schlimmstenfalls in
genau einer Kantengruppe angeordnet werden. Wird der Dominanzvergleich von Teillösungen als Maß
für die Komplexität betrachtet, werden demnach maximal n− 1mit n− 1 Lösungen verglichen, um alle
optimalen Lösungen abhängiger Teilprobleme auf einer direkt vorgelagerten Stufe zu bestimmen.43 Da n
Teilprobleme gelöst werdenmüssen, kann davon ausgegangen werden, dass die Komplexität nach oben
durch das Polynom O(n3) beschränkt wird.44 Das Problem gehört demnach zur Komplexitätsklasse P.
5.3.2 Komplexität bei einkriteriellen Problemen mit allgemeinen Prozessplänen
Für Angebotsnetze mit Prozessplänen, die neben konvergierenden Prozessschritten zudem Divergenz-
punkte beinhalten, ergibt sich im Vergleich zum vorigen Abschnitt eine Änderung, die für solche Pro-
bleminstanzen zu einer exponentiell zur Eingabegröße im Verhältnis stehenden Laufzeit und Speicher-
platzanforderung des vorgestellten Algorithmus führen kann.
42Vgl. [Weg03, S. 14].
43Für a, b ≥ 0 kann dies aufgrund a2 + b2 < (a+ b)2 begründet werden, da für a, b ≥ 0 gilt, dass (a+ b)2 = a2 + 2ab+ b2 ist.
Dies ist auch auf mehr als zwei Koeffizienten übertragbar. Vgl. [Bro05, S. 12].
44Der Vergleich von n Elementen mit n Elementen wird im worst case als quadratisch angenommen.
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Abbildung 5.8: Komplexer Prozessplan mit exponentiellen Aufwand
Die Abbildung zeigt einen komplexen Prozessplan mit abhängigen Divergenzpunkten. Es werde an-
genommen, dass ein Angebotsnetz auf Basis dieses Plans für jeden Prozessschritt 10 Angebote enthalte
und alle Angebote eines Prozessschrittes von allen Angeboten eines abhängigen Prozessschrittes mit
einer Kante verbunden seien. Die Eingabegröße des Problems ergibt sich damit zu 60 Knoten und 80
Kanten (ohne die Mengen Vs und Es). Die Lösungsraumgröße ergibt sich nach dem auf Seite 126 vor-
gestellten Algorithmus 16 zu 109. Da eine Auflösung der Divergenzpunkte in Prozessschritt 5 und 6
erst bei Prozessschritt 1 erfolgen kann, müssen sämtliche Lösungen enumeriert werden.
Da zwischen Lösungen von Teilproblemen, die über unterschiedliche Restriktionen verfügen, keine
Dominanzvergleiche durchgeführt werden dürfen, ergibt sich zunächst die Möglichkeit, dass je Teil-
problem nicht nur genau eine, sondern mehrere Lösungen existieren. Ähnlich der mehrkriteriellen Op-
timierung kann daher eine kombinatorische Explosion stattfinden, da für jedes Teilproblem mehrere
optimale Lösungen mit unterschiedlichen Restriktionen erzeugt werden müssen.
In diesem Zusammenhang kann gezeigt werden, dass Prozesspläne modelliert werden können, für
welche alle abgeleiteten Angebotsnetze bei Anwendung des vorgestellten Algorithmus eine vollständi-
ge Enumeration aller Lösungen notwendig machen. Dies begründet sich darauf, dass ein abhängiges
Teilproblem erst bei dem zugehörigen Konvergenzpunkt aufgelöst werden kann. Abbildung 5.8 zeigt
einen Prozessplan, welcher genau diese Eigenschaft besitzt.
Insbesondere divergierende Prozessschritte, welche von anderen divergierenden Prozessschritten
auf anderen Stufen des Problemgraphen abhängen, führen dabei zu der genannten kombinatorischen
Explosion. Bei entsprechender Lösungsraumgröße des Teilproblems kann letztere sowohl zu einer pro-
hibitiv großen Laufzeit als auch zu einem nicht bewältigbarem Speicherplatzbedarf führen.
Trotzdem auf diese Weise nicht die NP-Vollständigkeit des Problems bewiesen wurde, konnte den-
noch gezeigt werden, dass das angestrebte dynamische Programm nicht für alle Probleminstanzen ge-
eignet ist, um eine effiziente Problemlösung zu gewährleisten.
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Kapitel 6
Ant Colony Optimization
Es wurde bereits festgestellt, dass die multikriterielle Optimierung von Angebotsnetzen im Extended
Value Chain Management ein NP-vollständiges Problem darstellt. Somit besteht die sehr wahrschein-
liche Möglichkeit, dass insbesondere sehr große Probleminstanzen der Klasse nicht in sinnvoller Zeit
mit einem exakten Verfahren wie der dynamischen Programmierung gelöst werden können, da dies
einen prohibiv großen Aufwand bei der Berechnung benötigen würde. Aufgrund dessen kann die Ver-
wendung eines heuristischen Verfahrens zur näherungsweisen Lösung solcher Probleminstanzen legi-
timiert werden. Nachfolgend soll Ant Colony Optimization als naturanaloges metaheuristisches Opti-
mierungsverfahren zunächst vorgestellt werden. Anschließend wird aufgezeigt , wie dieses Verfahren
bei der Optimierung von Angebotsnetzen eingesetzt werden kann.
6.1 Einführung
Bevor eine problemspezifische Modellierung für die Optimierung von Angebotsnetzen erfolgen kann,
werden zunächst die theoretischen Grundlagen der Methode vorgestellt. Dazu soll das Verfahren zu-
nächst neben anderen Verfahren eingeordnet werden.
6.1.1 Einordnung des Verfahrens
Ant Colony Optimization (ACO) gehört zur Klasse der heuristischen Verfahren. Entgegen exakter Ver-
fahren, welche die Optimalität der ermittelten Lösung garantieren, werden Heuristiken als näherungs-
weise Lösungsverfahren definiert, welche auf eine nicht willkürliche Art undWeise mögliche Lösungen
vom Suchprozess ausschließen, wobei aufgrund eines fehlenden Konvergenzbeweises die Optimalität
einer ermittelten Lösung nicht mit Sicherheit gewährleistet werden kann.1
Abbildung 6.12 zeigt eine Einordnung von ACO neben anderen Verfahren zur Behandlung von Opti-
mierungsproblemen. DOMSCHKE unterscheidet heuristische Verfahren in Eröffnungsverfahren, Verbes-
serungsverfahren und unvollständig exakte Verfahren.3 Unter der Klasse der Eröffnungsverfahren kön-
nen dabei alle Verfahren zusammengefasst werden, mit welchen die Bestimmung einer gültigen Lösung
möglich ist, ohne dass das Verfahren auf gültige Lösungen als Input-Parameter angewiesen ist. Eröff-
nungsverfahren können eingesetzt werden, um Startlösungen zu generieren, die als Input-Parameter in
ein Verbesserungsverfahren eingehen. Die Klasse der Verbesserungsverfahren generiert iterativ Lösun-
gen aus der Nachbarschaft von Lösungen, um die Lösungsgüte sukzessive zu verbessern. Beim prakti-
schen Einsatz heuristischer Verfahrenwird demnach üblicherweise ein Eröffnungsverfahren verwendet,
1Vgl. [Käs04, S. 293], [Tei02, S. 321].
2Quelle: [Tei02, S. 318], ergänzt.
3Vgl. [Dom91, S. 112].
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welchem ein Verbesserungsverfahren nachgeschaltet wird.4
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Abbildung 6.1: Einordnung von Ant Colony Optimization als heuristisches Verbesserungsverfahren
Wichtige Vertreter heuristischer Verbesserungsverfahren sind lokale Suchverfahren, evolutionäre Al-
gorithmen und Schwarmintelligenzsysteme, wobei Ant Colony Optimization letzteren zugeordnet wer-
den kann.Wie viele der übrigen Vertreter dieser Klasse stellt ACO als metaheuristisches Verfahren einen
übergeordneten Steuermechanismus dar und kann aufgrund dessen unabhängig von einem konkreten
Problem auf ein breites Spektrum verschiedener Problemklassen angewendet werden.5
Es besteht ebenfalls eine Zugehörigkeit von ACO zu den Eröffnungsverfahren, da ACO nicht auf die
vorherige Generierung von Startlösungen angewiesen ist. DesWeiteren kannACO auch in Kombination
mit anderen Verbesserungsverfahren, wie beispielsweise lokalen Suchverfahren, eingesetzt werden.6
6.1.2 Naturanalogie
Ant Colony Optimization stellt ein naturanaloges Optimierungsverfahren dar, welches sich am Verhal-
ten staatenbildender Insekten allgemein und Ameisen speziell anlehnt. Die Entwicklung des Verfahrens
geht auf experimentelle Untersuchungen zurück, bei welchen DENEUBOURG und GOSS das Verhalten
von argentinischen Ameisen der Gattung Linepithema humile bei der Futtersuche in so genannten Dop-
pelbrückenexperimenten untersuchten.7 Hintergrund der Untersuchung war die Eigenschaft der Spe-
zies, durch indirekte Kommunikation (stigmergy) über die Umwelt mittels Duftstoffen, so genannten
Pheromonen, einen kürzesten Weg zwischen Nest und Futterquelle zu finden und den Transport von
Nahrung sowie Material zu optimieren.8 Aufgrund der Relevanz dieser Experimente bei Entstehung
von ACO, soll im Folgenden eine kurze Einführung erfolgen.
4Vgl. [Tei02, S. 317f.] und [Käs04, S. 293f.].
5Vgl. [Käs04, S. 294], [Tei02, S. 323].
6Vgl. [Stü98, S. 25], [Dor02, Abschnitt 6.3]. Lokale Suchverfahren sind beispielsweise Tabu Search, Threshold Accepting, Simulated
Annealing sowie die Sintflut-Methode. Vgl. [Käs04, S. 296ff.].
7Vgl. [Den89] , [Cam01, S. 224].
8Vgl. [Cam01, S. 222ff.], [Den89].
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6.1 Einführung
6.1.2.1 Doppelbrückenexperimente
Bei den Doppelbrückenexperimenten wurde das Nest einer Ameisenkolonie mit Hilfe von Doppel-
brücken mit einer Futterquelle verbunden. Die Doppelbrücken verfügen dabei über zwei Wege L1 und
L2, wobei L2 um einen Faktor r länger als L1 ist (L2 = r · L1). Ameisen, die sich auf demWeg zwischen
Nest und Futterquelle befinden, müssen somit genau zwei Entscheidungen über die Fortsetzung ihres
Weges treffen. Für den Faktor r = 2 wurde nachgewiesen, dass nach Ablauf einer gewissen Zeit der
kürzere Weg von fast allen Individuen gegenüber dem langem Weg bevorzugt wird.9 Abbildung 6.210
zeigt den Versuchsaufbau und die Resultate des Experiments. Das beschriebene Verhalten kann auf die
folgenden grundsätzlichen Eigenschaften der Ameisen beziehungsweise des Pheromons zurückgeführt
werden:11
1. Ameisen sondern entlang eines Weges Pheromon ab, welches sich auf demWeg ablagert.
2. Pheromone haben die Eigenschaft, im Zeitverlauf zu verdunsten.
3. Ameisen bevorzugen Wege, auf welchen sie höhere Pheromonkonzentrationen wahrnehmen.
Liegt dem entgegen auf keiner Wegstrecke eine Pheromonkonzentration vor, so verhalten sich die ein-
zelnen Ameisen bezüglich ihres Weges rein zufällig.12
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Abbildung 6.2: Doppelbrückenexperiment mit argentinischen Ameisen
Die Abbildung zeigt den Versuchsaufbau des Doppelbrückenexperiments in Teilbild (a) mit gleich-
langen und Teilbild (b) verschiedenlangen Teilwegstrecken. Die zugehörigen Diagramme zeigen die
Resultate des Experiments. Für r = 1 stellt sich eine Situation ein, in welcher einer der beiden Wege
deutlich häufiger begangen wird als der andere. Für r = 2 nutzen fast alle Ameisen nach Ablauf einer
gewissen Zeit den kürzeren Weg.
Da Ameisen, die einen kürzeren Weg zwischen Nest und Futterquelle wählen, letztere auch in ent-
sprechend kürzerer Zeit erreichen, ist einerseits der gesamte Pfad in kürzerer Zeit markiert und anderer-
seits befinden sich diese Ameisen zeitlich früher auf dem Rückweg als Ameisen, welche einen längeren
9Vgl. [Mer02, S. 2ff.], [Dor04, S. 2ff.].
10Quelle: [Dor04, S. 3].
11Vgl. nachfolgende Punkte in [Mer02, S. 3].
12Vgl. [Mer04, S. 3].
85
KAPITEL 6. ANT COLONY OPTIMIZATION
Weg gewählt haben. Infolge der zeitlichen Verkürzung kann gegenüber längeren Pfaden des Weiteren
weniger Pheromon verdunsten, was zu einer vergleichsweise höheren Attraktivität dieses Weges führt.
Viel entscheidender ist dabei jedoch, dass durch die zeitliche Verkürzung bei der Auswahl kurzer Wege
auch die zeitlichen Abstände zwischen den Pheromonabsonderungen der Ameisen sinken, da aufgrund
der etwas höheren Attraktivität mehr und mehr Ameisen den kurzen Weg wählen und auf diesem ihre
Duftstoffe ausscheiden.13 Nach Ablauf einer hinreichenden Zeit führt dieser autokatalytische Prozess
auf sehr kurzen Pfaden zu einer deutlich stärkeren Pheromonkonzentration im Vergleich zu längeren
Pfaden und zu dem Phänomen, dass fast alle Ameisen kurze Wege zwischen Nest und Futterquelle
wählen.14
6.1.2.2 Künstliche Ameisen
Die Untersuchungsergebnisse der Doppelbrückenexperimente von GOSS und DENEUBOURG inspirier-
ten DORIGO zur Entwicklung eines Suchverfahrens für kombinatorische Optimierungsprobleme.15 Ziel
ist dabei allerdings weniger die tatsächliche Simulation des Verhaltens natürlicher Ameisen denn die
Potentialnutzung der Schwarmintelligenz zur Findung möglichst guter Lösungen von konkreten kom-
binatorischen Problemen.16
Im einfachsten Fall bewegen sich künstliche Softwareagenten durch mathematisch definierte ge-
wichtete Graphen, um beispielsweise einen kürzesten Weg zwischen einer Quelle und einer Senke oder
die kürzeste Rundreise zwischen allen Knoten zu bestimmen. Dabei bilden sie im Rahmen einer Kolonie
eine Gruppe von indirekt kommunizierenden und kooperierenden Individuen. Die indirekte Kommu-
nikation wird über eine numerisch definierte Pheromonkonzentration gewährleistet, welche die einzel-
nen künstlichen Ameisen wahrnehmen und verstärken können und die im Laufe der Zeit (beziehungs-
weise über die Iterationen) verdunstet.17 Neben diesen Pheromoninformationen wird den künstlichen
Ameisen eine zusätzliche Wahrnehmung ihrer lokalen Umgebung ermöglicht. Diese Umgebung wird
durch problemspezifische Heuristikwerte repräsentiert. Der Zustandsübergang von einem Zustand in
den nächsten, und somit der Positionswechsel von einemKnoten zu einem nächsten, erfolgt stochastisch
und wird ausschließlich durch die Pheromoninformationen und die problemspezifischen Heuristikwer-
te beeinflusst.18
6.1.3 ACO-Metaheuristik
Im Folgenden soll das metaheuristische Verfahren hinsichtlich des algorithmischen Ablaufs allgemein
und die zugehörigen Phasen des Verfahrens speziell vorgestellt werden.
Der grundlegende Aufbau eines Ameisenalgorithmus setzt sich aus den Phasen der Lösungskon-
struktion, der Pheromonaktualisierung und den Deamon Actions zusammen. In der ersten Phase der
Lösungskonstruktion erstellen alle künstlichen Ameisen eine Lösung des Problems. Im Anschluss fin-
det eine Ausschüttung von Pheromon durch die Ameisen und eine Verdunstung des Pheromons statt.
Abschließend können optionale Prozeduren ausgeführt werden, welche unter dem Begriff Deamon Ac-
tions zusammengefasst werden. Diese umfassen alle nur zentral durchführbaren und von den einzelnen
Ameisen nicht bewerkstelligbaren Aktionen, welche die Pheromonspuren oder die Lösungen des Pro-
blems verändern.19 Algorithmus 820 zeigt diese Phasen als integrierte Funktionen in Form von Pseudo-
Code eines Ameisenalgorithmus. Um die ACO Metaheuristik auf ein kombinatorisches Optimierungs-
13Vgl. [Dor00, S. 852f.], [Käs04, S. 358f.].
14Vgl. [Mer02, S. 3], [Dor00, S. 854f.].
15Vgl. [Dor91a] und [Dor91b].
16Vgl. [Mer02, S. 4].
17Vgl. [Mer02, S. 6, 8].
18Vgl. [Mer02, S. 5f.].
19Vgl. [Dor04, S. 37].
20Angelehnt an [Stü98, S. 25] und [Dor04, S. 38].
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6.1 Einführung
Algorithmus 8 Algorithmenskelett der ACO-Metaheuristik
1 function ACO(Graph G)
2 Initialisierung von Pheromonspur und Heuristikwerten
3 while Abbruchbedingung nicht erfüllt do
4 foreach Ameise ς do
5 piς ←LÖSUNGSKONSTRUKTION()
6 end foreach
7 PHEROMONAKTUALISIERUNG(∀piς )
8 DEAMONACTIONS()
9 end while
10 end function
Anmerkungen
Der Algorithmus zeigt das Algorithmenskelett von Ant Colony Optimization, welches sich aus den Phasen Lö-
sungskonstruktion (Zeilen 4-6) und Pheromonaktualisierung (Zeile 7) und Deamon Actions (Zeile 8) zusammen-
setzt.
problem anwenden zu können, muss dieses bestimmte Eigenschaften aufweisen. Daher soll, bevor die
einzelnen Phasen näher beschrieben werden, eine allgemeine Problemdefinition erfolgen.
6.1.3.1 Problemrepräsentation
Das Tupel (Π, F, ε) sei einMinimierungsproblem, wobeiΠ dieMenge aller möglichen Lösungen, F (pi, t)
eine zu minimierende Zielfunktion für die Lösungen pi ∈ Π und ε (t) eine Menge an Nebenbedingungen
repräsentiere. Der optionale Parameter t erlaubt die zeitabhängige Definition der Nebenbedingungen
und der Zielfunktion, wie es bei dynamischen Problemen erforderlich sein kann.21
Das Problem wird abgebildet über die Definition eines Konstruktionsgraphen G. G setzt sich aus ei-
ner Reihe von Komponenten V = {v1, ..., vn} zusammen, welche durch die Knotenmenge des Graphen
repräsentiert wird. Die Komponenten sind miteinander durch Kanten eij der Kantenmenge E verbun-
den. Über G können Zustände x definiert werden, die Sequenzen in der Form x = 〈vi, vj , ..., vh, ...〉 aus
den Komponenten von G darstellen, wobei die maximale Länge einer Sequenz durch eine Konstante
c < +∞ nach oben beschränkt wird. Die Menge aller Zustände x wird durch die Menge X , die Menge
aller zulässigen Zustände durch die Menge X˜ ⊆ X repräsentiert, wobei entweder die Beziehung x ∈ X˜
oder die Beziehung x /∈ X˜ durch die Nebenbedingungen des Problems ergibt. DieMenge der zulässigen
Lösungen Π wird als Teilmenge des Zustandsraums in der Form Π ⊆ X definiert. Neben diesen Eigen-
schaften wird zusätzlich gefordert, dass eine nichtleere Menge Π∗ mit optimalen Lösungen existiere,
welche den Teilmengenbeziehungen Π∗ ⊆ Π und Π∗ ⊆ X˜ gerecht wird.22 Somit setzt sich eine gültige
Lösung des Problems aus einer Folge von Entscheidungen über eine endliche Menge von Alternativen
zusammen.
6.1.3.2 Phasen der Heuristik
G bildet dabei die Grundlage für die Konstruktion von Lösungen pi ∈ Π von künstlichen Ameisen ς . Für
die indirekte Kommunikation zwischen den künstlichen Agenten wird die numerische Pheromonspur
τ verwendet, welche einerseits in der Form τi mit den Knoten des Graphen vi ∈ V und andererseits
in der Form τij mit den Kanten des Graphen ei→j assoziiert respektive verknüpft werden kann. Neben
den Pheromoninformationen werden Heuristikinformationen beziehungsweise Heuristikwerte η ver-
wendet, welche Informationen über die Probleminstanz enthalten und in der Form ηi bzw ηij analog
21Vgl. [Dor04, S. 34].
22Vgl. [Dor04, S. 35f.].
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zur Pheromonkonzentration definiert werden. In vielen Fällen enthält ein Heuristikwert die unmittel-
bar bei der Wahl einer Komponente aus der Nachbarschaft einer Position entstehenden Kosten (z.B. die
Entfernungskosten). Die Nachbarschaft N ς einer Ameise hängt von den bereits durch die Ameise ge-
troffenen Entscheidungen ab, welche unter dem Zustand der Ameise xς ∈ X zusammengefasst werden
können. Jede Ameise ς besitzt ein GedächtnisMς , welches ihr erlaubt, alle Informationen über den von
ihr gewählten Pfad durch den Konstruktionsgraphen abzulegen. 23
Die Lösungskonstruktion einer Ameise beginnt mit einem Startzustand xςstart und setzt sich so lange
in der Weise fort, dass sich die künstliche Ameise zu einem Knoten j der Nachbarschaft N ς bewegt, bis
eine Bedingung aus der Menge der Abbruchbedingungen εςtermination erfüllt ist. Die Entscheidung, wel-
cher Knoten der Nachbarschaft der aktuellen Position i gewählt wird, ist stochastischer Natur und rich-
tet sich nach den Übergangswahrscheinlichkeiten, welche vor der Entscheidung berechnet werden.24 Im
einfachsten Fall entspricht diese Entscheidungsregel Gleichung 6.1.25
pςij =

τij
l∈Nςi
τil
wenn j ∈ N ςi
0 sonst
(6.1)
Die zweite Phase der Pheromonaktualisierung setzt sich aus zwei grundlegenden Operationen zu-
sammen. Einerseits können Ameisen entlang eines Weges Pheromone ausschütten, andererseits wird
das Pheromon am Ende einer Iteration mit einer gewissen Rate verdunstet. Bewegt sich eine Ameise
von einem Knoten zu einem anderen und fügt diesen somit zu ihrem Pfadgedächtnis hinzu, kann sie
berechtigt werden, eine bestimmte Menge Pheromon auf die zuletzt gewählte Kante auszuschütten. Ei-
ne andere Möglichkeit besteht darin, erst nach Abschluss der vollständigen Lösungskonstruktion eine
Ausschüttung von Pheromon für den gesamten Pfad inMς zu erlauben. Wird die Pheromonmenge, die
von einer Ameise auf einer Kante ei→j abgelegt wird, durch die Variable ∆τ ς repräsentiert, so ergibt
sich eine Aktualisierung des Pheromons nach Gleichung 6.2.26
τij ← τij +∆τ ς ∀ei→j ∈ Epi (6.2)
Nachdem alle Ameisen der Kolonie eine Lösung konstruiert und die Pheromone entlang der von ih-
nen konstruierten Pfade ausgeschüttet haben, wird zusätzlich ein Verdunstungsprozess initiiert. Dieser
Prozess hängt von der Verdunstungsrate ρ ∈ [0, 1) ab, die beschreibt, welcher prozentuale Pheromonan-
teil je Iteration verdunstet. Die Verdunstung ergibt sich dabei nach Gleichung 6.3.27
τij ← (1− ρ) · τij ∀ei→j ∈ E (6.3)
Nach Abschluss der Verdunstung erfolgen zunächst optionale Deamon Actions. Anschließend kön-
nen weitere Iterationen so lange durchgeführt werden, bis eine Abbruchbedingung des Verfahrens er-
füllt ist. Als Beispiele für Deamon Actions können elitäre Strategien genannt werden, die eine zusätzli-
che Pheromonausschüttung für die beste bis zum Zeitpunkt gefundene Lösung zentral durchführen.28
6.2 Verschiedene Ansätze
Unter dem allgemeinen metaheuristischen Verfahren wurden verschiedene Varianten von Ameisenal-
gorithmen entwickelt. Nachfolgend sollen die wesentlichen Ansätze vorgestellt werden. Hierbei wird
23Vgl. [Dor04, S. 36].
24Vgl. [Dor04, S. 36].
25(Ohne Einfluss zusätzlicher Heuristikwerte) Vgl. [Dor04, S. 13], [Gun04, S. 18].
26Vgl. [Dor04, S. 36f. i.V.m. S. 14].
27Vgl. [Dor04, S. 36f. i.V.m. S. 15], [Gun04, S. 21f.].
28Vgl. [Dor04, S. 37f.], [Gun04, S. 22f.].
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zunächst das Ant System (AS) als ältester Ameisenalgorithmus vorgestellt. Nachfolgend soll kurz auf
Erweiterungen dieser Methode eingegangen werden, bevor das Ant Colony System (ACS) als zweiter
wesentlicher Vertreter von Ameisenalgorithmen vorgestellt wird.
6.2.1 Ant System
Die ersten um das Jahr 1990 entstandenen Optimierungsalgorithmen basierend auf künstlichen Amei-
sen wurden, inspiriert durch die Untersuchungen von GOSS und DENEUBOURG, von MARCO DORIGO
entwickelt und unter dem Namen Ant System (AS) zusammengefasst.29 AS beschreibt drei verschie-
dene Algorithmusvarianten, welche von DORIGO auf das TSP-Problem angewendet wurden und die
Bezeichnungen Ant-density, Ant-quantity und Ant-cycle tragen.30 Da Ant-cycle erhebliche Vorteile ge-
genüber den anderen Methoden aufweist, wird der Begriff Ant System sehr oft als Synonym für diese
Variante verwendet.31
6.2.1.1 Lösungskonstruktion
Die Lösungskonstruktion im Ant System wurde für das Rundreiseproblem (TSP) beschrieben, kann je-
doch einfach auf andere Probleme umgeformt werden. Zur Konstruktion einer Lösung von TSP wird
dabei jede Ameise auf einen beliebigen Knoten gesetzt. Der Knoten wird zu dem Pfad piς , welcher sich
im Gedächtnis der Ameise befindet, hinzugefügt. Ausgehend von einem Knoten vi ist es der Ameise ς
möglich, alle Knoten vj zu besuchen, welche noch nicht Bestandteil des Pfades piς sind und von diesem
Knoten aus über eine Kante erreichbar sind. Wesentlicher Bestandteil der Lösungskonstruktion ist die
Auswahl einer Kante, die zu einem Knoten dieser resultierenden AlternativenmengeN ςi führt. Die Aus-
wahl entscheidet über die Fortsetzung des Pfades der Ameise und unterliegt stochastischen Einflüssen.
Sie wird ausschließlich über die Festlegung der Auswahlwahrscheinlichkeit pij für alle alternativen
Knoten vj gesteuert, die die Wahrscheinlichkeit beschreibt, mit welcher die Ameise diese Alternative
gegenüber allen anderen Alternativen vorzieht.32
Zur Berechnung der Wahrscheinlichkeiten wird dabei einerseits die Pheromonintensität genutzt, die
auf der entsprechenden Kante beziehungsweise Alternative ei→j vorhanden ist und durch den Wert
τij beschrieben wird. Andererseits findet der problemspezifische Heuristikwert ηij Verwendung. So-
wohl im TSP-Problem als auch in Kürzeste-Wege-Problemen werden normalerweise die invertierten
Entfernungs- beziehungsweise Kostenwerte dij der lokalen Kanten genutzt. Daher ergibt sich der Heu-
ristikwert einer Alternative zu
ηij =
1
dij
, (6.4)
wobei vorausgesetzt wird, dass das Optimierungskriterium zu minimieren ist, wie es bei der Bestim-
mung kürzester Rundreisen oder Wege zwischen zwei Knoten des Graphen üblich ist.33 Ant System
bestimmt die Auswahlwahrscheinlichkeiten der einzelnen Alternativen mit der so genannten Random-
Proportional Rule, welche sich aus Formel 6.5 ergibt.34
pςij ←
(τij)
α · (ηij)β∑
l∈Nςi (τil)
α · (ηil)β
∀j ∈ N ςi (6.5)
Die Paramater α und β dienen in diesem Zusammenhang zur Steuerung des relativen Einflusses von
Pheromon und Heuristik. Die Lösungskonstruktion ist in einem TSP-Problem genau dann abgeschlos-
29Vgl. u.a. [Dor91a], [Dor91b].
30Vgl. [Dor04, S. 70], [Dor91a, S. 2ff.].
31Vgl. [Kam06, S. 14].
32Vgl. [Dor91a, S. 3f.], [Dor04, S. 70ff.].
33Vgl. [Mer02, S. 6f.], [Gun04, S. 19f.], [Dor91a, S. 4].
34Vgl. [Dor04, S. 70], [Dor91a, S. 4].
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sen, wenn alle Knoten des Graphen durch die Ameise besucht wurden und somit der Pfad piς eine
vollständige Rundreise durch alle Knoten des Graphen repräsentiert.35
6.2.1.2 Pheromonaktualisierung
Allen Varianten von AS ist gemeinsam, dass entgegen vieler anderer ACO-Algorithmen jeder lösungs-
konstruierenden Ameise ς der Kolonie c einer Generation die Berechtigung erteilt wird, eine Aktualisie-
rung der Pheromonmatrix durchzuführen. Die Aktualisierungsmenge für eine pfadzugehörige Kante,
die von einem Knoten vi zu einem Knoten vj führt, sei durch die Variable∆τ ςij beschrieben. Die Aktua-
lisierung der Pheromonmenge für alle Kanten folgt der Formel 6.6.
τij ← τij +
∑
ς
∆τ ςij (6.6)
Die Berechnung des Wertes ∆τ ςij variiert zwischen den einzelnen Algorithmenvarianten des AS. In der
Version Ant-density wird auf die Pheromonmenge τij jeder pfadzugehörigen Kante eij jeder Ameise ein
konstanter Wert addiert. Somit ergibt sich der Wert∆τ ςij analog zu folgender Gleichung.36
∆τ ςij ←
{
const. ∀eij ∈ Epiς
0 ∀eij /∈ Epiς
(6.7)
In der Version Ant-quantity steht die Aktualisierungsmenge des Pheromons in umgekehrt proportiona-
ler Beziehung zum lokalen Kantengewicht der Kante eij und ergibt sich durch die Gleichung
∆τ ςij ←
{
1
dij
∀eij ∈ Epiς
0 ∀eij /∈ Epiς
, (6.8)
wobei dij das lokale Kantengewicht und somit die Entfernung der Städte i und j darstellt.37 Ant-cycle
ist dabei die einzige Variante, in welcher die Aktualisierungsmenge in Abhängigkeit zur Qualität der
durch die Ameise konstruierten Lösung steht (Gleichung 6.9).38
∆τ ςij ←
{
1
f(piς)
∀eij ∈ Epiς
0 ∀eij /∈ Epiς
(6.9)
Dabei repräsentiere die Funktion f die Kosten, welche durch den Pfad piς entstehen. In Analysen wur-
de in diesem Zusammenhang festgestellt, dass diese Variante hinsichtlich der Lösungsgüte erhebliche
Vorteile gegenüber den übrigen Varianten aufweist.39
6.2.1.3 Verdunstung
Die Verdunstung erfolgt bei allen Algorithmen des Ant Systems mit Hilfe der so genannten Verduns-
tungsrate (pheromone evaporation rate) ρ ∈ (0, 1]. Die Verdunstung wird nach Abschluss einer Iteration
für alle Kanten des Graphen unter Nutzung der Formel 6.10 durchgeführt.40
τij ← (1− ρ) · τij ∀ei→j ∈ E (6.10)
Eine Iteration ist dabei genau dann vollständig, wenn alle Ameisen der Kolonie eine Lösung konstru-
iert haben. Nach Abschluss des Verdunstungsprozesses beginnt die nächste Iteration mit der erneuten
35Vgl. [Dor91a, S. 4], [Dor04, S. 70].
36Vgl. [Dor91a, S. 4f.].
37Vgl. [Dor91a, S. 4f.].
38Vgl. [Dor91a, S. 6f.], [Dor04, S. 72f.].
39Vgl. [Dor91a, S. 7f.], [Dor04, S. 70f.].
40Vgl. [Dor04, S. 72].
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Lösungskonstruktion aller Ameisen.
6.2.1.4 Erweiterungen von AS/Ant-cycle
Neben demGrundverfahren existieren zusätzlich Variationen, welche Verbesserungen der Exploitations-
und Explorationseigenschaften anstreben. AS/Ant-cycle wurde zur Steigerung der Exploitation um eine
elitäre Strategie zum Elitist Ant System (EAS) erweitert. Dabei wird die beste bis zum jeweilig aktuellen
Zeitpunkt durch eine Ameise gefundene Lösung (best-so-far) pibsf im Rahmen der Deamon Actions zu-
sätzlich verstärkt.41
Eine andere Erweiterung mit einer elitären Strategie stellt dasMAX −MIN Ant System (MMAS)
dar. In diesem Verfahren ist es ausschließlich entweder der iterationsbesten Ameise oder der Ameise
mit der bisher besten Lösung (best-so-far) gestattet, eine Aktualisierung durchzuführen. Auf diese Weise
wird die Suche in der engen Nachbarschaft sehr guter Lösungen stark forciert. Da eine hohe Exploita-
tionsrate im Allgemeinen die Explorationsrate stark negativ beeinflusst, beschränktMMAS die Phero-
monkonzentration auf Kanten explizit durch obere und untere Schranken, welche durch die Werte τmin
und τmax repräsentiert werden. Aus diesen Grenzen resultiert eine Vermeidung einer zu frühen Stag-
nation des Suchprozesses und eine deutliche Verbesserung der Exploration. Die Pheromonober- und
-untergrenze ist dabei nicht statischer Natur, sondern wird im Laufe des Verfahrens durch das Verfah-
ren reguliert.42
6.2.2 Ant Colony System
DORIGO und GAMBARDELLA entwickelten mit Ant Colony System ein stärker vom Ant System diffe-
rierendes Modell, das auf den Vorläufer Ant-Q zurückgeht und von den Methoden des Q-Learnings
inspiriert wurde.43 Wesentliche Unterschiede zwischen AS und ACS liegen in der Entscheidungsregel
während der Lösungskonstruktion sowie in der Verfahrensweise bei der globalen Pheromonaktualisie-
rung und -verdunstung. Zusätzlich führt ACS eine Strategie für eine lokale Pheromonaktualisierung
ein.44 Diese Unterschiede sollen im Folgenden näher detailliert werden.
6.2.2.1 Lösungskonstruktion
Die Lösungskonstruktion erfolgt analog zum Ant System, wobei eine differierende Entscheidungsregel
mit stärkerem Selektionsdruck benutzt wird. Diese so genannte Pseudo-Random-Proportional Rule führt
einen zusätzlichen Parameter q0 ∈ [0, 1] ein, welcher einenWahrscheinlichkeitswert darstellt. In der Ent-
scheidungsregel wird dabei mit der Wahrscheinlichkeit 1− q0 die Entscheidungsregel des Ant Systems
genutzt. Mit der verbleibenden Wahrscheinlichkeit q0 wird die Alternative gewählt, welche hinsichtlich
der berechneten Wahrscheinlichkeiten für die Random-Proportional Rule den besten Wert besitzt.45
Formal ergibt sich demnach die Entscheidung der Ameise ς mit der Alternativenmenge N ςi ausge-
hend vom Knoten i über den nächsten Knoten j zu
j =
{
argmaxl∈Nςi
{
τil · (ηil)β
}
wenn q ≤ q0
J sonst
, (6.11)
wobei J eine Entscheidung nach der Random-Proportional Rule repräsentiert.46 Der Wert q0 ∈ [0, 1] stellt
eine erzeugte Zufallszahl dar, mit Hilfe derer die Entscheidung der neuen Regel erzeugt wird. Über die
41Vgl. [Dor04, S.73].
42Vgl. [Stü98, S. 64ff.].
43Vgl. [Dor97b], [Dor97a] und [Gam97].
44Vgl. [Dor04, S. 77].
45Hierbei ist allerdings der Parameter α = 1 zu wählen. Vgl. [Dor97b, III. A].
46Vgl. [Dor97b, III. A].
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Höhe des Parameters q0 können damit zusätzlich die Exploitations- und Explorationsrate gesteuert wer-
den, wobei die Wahl eines hohen Wertes zu einer stärkeren Exploitation und die Wahl eines niedrigen
Wertes zu einer stärkeren Exploration des Verfahrens führt.47
6.2.2.2 Globale Pheromonaktualisierung
Entgegen dem Ant System, in welchem sämtliche Ameisen einer Iteration eine Pheromonaktualisie-
rung durchführen dürfen, wird die Aktualisierung im Ant Colony System sehr stark begrenzt, um zum
Einen die Exploitation des Verfahrens zu steigern und zum Anderen den Aufwand der Aktualisierung
hinsichtlich der algorithmischen Komplexität von O (n2) auf O (n) zu reduzieren.48
Die Aktualisierung beschränkt sich in diesem Zusammenhang auf die Ameise, die die bis zum ent-
sprechenden Zeitpunkt beste Lösung pibsf (best-so-far) gefunden hat. Die Verdunstung begrenzt sich
ebenfalls auf alle Kanten dieser Lösung. Formal wird die Pheromonaktualisierung kombiniert mit der
Verdunstung wie folgt definiert.49
τij ← (1− ρ) · τij + ρ ·∆τ bsfij , ∀ei→j ∈ pibsf (6.12)
Die Höhe der Aktualisierung richtet sich dabei ähnlich dem Ant System nach der Qualität der best-so-
far-Lösung und kann mit
∆τ bsfij =
1
f (pibsf )
(6.13)
beschrieben werden. Anhand des vorgestellten Systems ist zu erkennen, dass die Pheromonaktuali-
sierung und die Verdunstung eine gewichtete Summe aus dem alten und dem neuen Pheromonwert
darstellt, wobei der Einfluss der beiden Werte über den Parameter ρ gesteuert wird.50 Somit entsteht
das Konstrukt einer exponentiellen Glättung erster Ordnung, wie es auch bei Zeitreihenanalysen An-
wendung findet.51
Dieses Konzept kann auch in Kombination mit der iterationsbesten Lösung genutzt werden. Für
größere TSP-Instanzen mit mehr als 100 Städten wurden jedoch bei der Nutzung der best-so-far-Lösung
deutlich bessere Resultate erzielt.52
6.2.2.3 Lokale Pheromonaktualisierung
Zur Steigerung der Exploration und vor allem der Diversität der Lösungen innerhalb einer Iteration
wird in ACS neben der herkömmlichen globalen Pheromonaktualisierung durch additive Werte zusätz-
lich “negatives” Pheromon im Rahmen einer lokalen Pheromonaktualisierung eingesetzt. Dabei aktua-
lisiert jede Ameise sofort nach Abschluss der Lösungskonstruktion den vollständigen Pfad mit einem
negativen Wert. Infolgedessen sinkt die Attraktivität aller pfadzugehörigen Kanten für nachfolgende
Ameisen, was die Auswahl anderer Kanten begünstigt. Somit kann die Diversität der Lösungen über
die negative Aktualisierung gesteuert werden.53
Formal ergibt sich bei Verwendung dieses Konzepts eine Analogie zur Aktualisierungsregel des ACS
und kann mit der Gleichung 6.14 beschrieben werden.54
τij ← (1− ξ) · τij + ξ · τ0 (6.14)
47Vgl. [Dor97b, III. A].
48Vgl. [Dor04, S. 77] sowie Abschnitt auf Seite 5.
49Vgl. [Dor97b, III. B].
50Vgl. [Dor97b, III. B].
51Vgl. [Cor00, S. 408f.], [Gün00, S. 150ff.].
52Vgl. [Dor04, S. 77].
53Vgl. [Dor04, S. 78].
54Vgl. [Dor97b, III. C].
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Dabei wird mit dem Parameter ξ ∈ (0, 1) als Glättungsparameter der Einfluss der auf dem Pfad liegen-
den Pheromonspur und der Einfluss des Umstandes, dass die Kante von einer Ameise gewählt wurde,
gesteuert. Da jedoch im Rahmen der Pheromonaktualisierung nur eine einzige Ameise berechtigt wird,
ein Update durchzuführen, wird über den Initialisierungswert τ0 für das Pheromon verhindert, dass die
Pheromonwerte der Kanten zu schnell gegen den Wert 0 konvergieren.55 Somit ergibt sich ähnlich dem
MMAS ein unterer Grenzwert für die absolute Pheromonintensität zu τ0, welcher zur Folge hat, dass
ACS niemals vollständig konvergieren kann.56
6.3 Mehrkriterielle Ameisenalgorithmen
Wie bereits festgestellt wurde, wird im Rahmen der Optimierung von Angebotsnetzen des EVCM ein
multikriterieller Ansatz benötigt, da mehrere Zielstellungen vorliegen, die alle berücksichtigt werden
müssen. Aus diesem Grund werden im Folgenden mehrere Verfahren vorgestellt, welche auf multikri-
terielle Probleme anwendbar sind.
6.3.1 Überblick
Die ersten multikriteriellen Ameisenalgorithmen, die vorgestellt wurden, sind an die Bedingung gebun-
den, dass eine hierarchische Ordnung der Zielkriterien des Problems möglich ist. Zu diesen Ansätzen
zählen beispielsweise die bikriterielle Optimierung von MARIANO und MORALES für Bewässerungs-
netze und das von GAMBARDELLA ET AL. vorgestellte Verfahren zur Optimierung von Vehicle Routing
Problemen.57 In diesen Verfahren müssen die Optimierungskriterien a priori vom Entscheidungsträger
oder aufgrund der Problemnatur nach ihrer Wichtigkeit geordnet werden.58 Daraus ergeben sich über-
und untergeordnete Ziele. Somit entsteht eine analoge Methode zum bereits in Abschnitt 3.4 vorge-
stellten reduktiven Verfahren der hierarchischen Ordnung der Ziele.59 Da bereits eine nur sehr einge-
schränkte Eignung festgestellt wurde, die sich darauf begründete, dass untergeordnete Zielkriterien bei
diesen Verfahren kaum berücksichtigt werden, soll im Folgenden nicht näher auf diese Anwendungen
eingegangen werden.60
GAGNÉ ET AL. stellten einen Ameisenalgorithmus vor, der das Konzept des Compromise Program-
mings nutzt, um multikriterielle Probleme zu lösen.61 Dabei wird ein mehrphasiger Prozess durchlau-
fen, der mit der Ermittlung beziehungsweise Approximation des Idealpunktes des Problems anhand
eines einkriteriellen Ameisenalgorithmus beginnt. Auf Basis dieser Informationen müssen die Präferen-
zen artikuliert werden. Abschließend findet eine gerichtete (reduktive) Suchemit Hilfe von gewichtetem
Compromise Programming statt. Als Basisverfahren wird das bereits vorgestellte Ant Colony System
verwendet. Da mehrere Zielkriterien existieren, wird für jedes Ziel ein separater Heuristikwert ver-
wendet. Da jedoch durch das Compromise Programming eine Reduktion auf ein Kriterium stattfindet,
genügt dem Verfahren eine einzige Pheromonmatrix.62
Entgegen dieser Ansätze besteht ebenfalls die Möglichkeit, eine Paretooptimierung mit Hilfe von
ACO durchzuführen. Hierbei ergibt sich der Vorteil, dass im Vorfeld des Optimierungslaufs keine Ent-
scheidungen über die Präferenzen vom Entscheidungsträger getroffen werden müssen, da die Auswahl
einer geeigneten Lösung erst nach Abschluss des Suchprozesses erfolgt. Da es die Zielstellung dieser
55Vgl. [Dor97b, III. C].
56Vgl. [Dor04, S. 78].
57Vgl. [Mar99] und [Gam99].
58Vgl. hierzu auch [Mer02, S. 112].
59Vgl. Seite 22.
60Vgl. Abschnitt 3.4.1 auf Seite 22.
61Vgl. [Gag04].
62Vgl. [Gag04, S. 26ff.].
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Verfahren ist, die Paretofront im Lösungsraum des Problems zu bestimmen, erfordern mögliche Prä-
ferenzänderungen des Entscheiders keine erneute Durchführung des Verfahrens. Nachfolgend soll der
Ansatz von IREDI ET AL. als ausgewähltes Vorgehensmodell detailliert vorgestellt werden und anschlie-
ßend für die problemspezifische Modellierung für die Optimierung von Angebotsnetzen verwendet
werden.63 Alternativ zur vorgestellten Methode ist ebenfalls der Einsatz eines multikriteriellen popula-
tionsbasierten Algorithmus nach GUNTSCH möglich.64 Das Verfahren von GAGNÉ ET AL. ist ebenfalls
in Kombination mit einer systematischen Durchmusterung der Gewichtungsparameter denkbar.65
6.3.2 Paretooptimierung mit ACO
IREDI ET AL. stellten in [Ire01] eine bikriterielle ACO-Variante vor, deren Ziel die Ermittlung der Pare-
tofront des Problems ist. Die angestrebte Vorgehensweise wird auch in [Mer02] erörtert und präferiert.
Die Ausführungen beschränken sich jedoch ausschließlich auf den Spezialfall bikriterieller Probleme.
Neben dem konventionellen bikriteriellen Modell soll nachfolgend ebenfalls die Erweiterung auf eine
beliebige Kriterienanzahl diskutiert werden.
6.3.2.1 Eine Kolonie
Entgegen vieler anderer Verfahren, die für jedes Optimierungskriterium genau eine Kolonie verwenden,
wird in diesem Ansatz eine andere Strategie verfolgt. Jeder Ameise wird ein Gewichtungsparameter
λς ∈ [0, 1] zugeordnet, der die Wichtigkeit der beiden Kriterien beschreibt. Die Wichtigkeit des ersten
Kriteriums wird dabei direkt über λς angegeben, während sich die Wichtigkeit des zweiten Kriteriums
mit 1− λς automatisch ergibt.66
Gewichte für Ameisen
Da eine Paretooptimierung durchgeführt werden soll, wird jeder Ameise der Kolonie ein unterschied-
licher Gewichtungsparameter zugeteilt. Bei einer Koloniegröße von m Ameisen ς = 1, ...,m ergibt sich
der Gewichtungsparameter einer Ameise ς nach Gleichung 6.15. Die Kolonien setzen sich demnach he-
terogen zusammen.67
λς =
ς − 1
m− 1 (6.15)
Die Verallgemeinerung dieses Konzeptes auf mehr als zwei Kriterien erfordert, dass jede Ameise
einen Vektor besitzt, welcher die Wichtigkeiten der einzelnen Ziele für diese Ameise beschreibt. Für die
Kriterien z = 1, ..., Z kann dieser Vektor in der nachfolgenden Form beschrieben werden.
λς =

λ1
λ2
...
λz
...
λZ

mit
Z∑
z=1
λz = 1 (6.16)
63Vgl. [Ire01] und Abschnitt 6.3.2.
64Vgl. mehrkriterieller PACO-Algorithmus in [Gun04, S. 115ff.].
65Die Möglichkeit der Paretooptimierung mit dem Verfahren von GAGNÉ ET AL. ergibt sich auf Basis der Tatsache, dass das
Verfahren auf der freien Wahl der Gewichtungsparameter basiert. Vgl. [Gag04, S. 27].
66Vgl. [Ire01, S. 363], [Mer02, S. 117].
67Vgl. [Ire01, S. 363], [Mer02, S. 116f.].
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Die Festlegung der Gewichte für die einzelnen Ameisen kann dabei nicht so trivial erfolgen, wie es
in Gleichung 6.15 für den bikriteriellen Fall dargestellt wird. Daher erfolgt in Abschnitt 6.3.3 die Be-
schreibung eines Konzeptes für die Gewichtung der Ameisen mit einer beliebigen Anzahl von Zielen in
heterogenen Kolonien auf Basis von Gewichtungsvektoren.68
Pheromonmatrizen und lokale Entscheidungen
Da die Möglichkeit besteht, dass verschiedene Kriterien unterschiedliche Repräsentationsformen be-
ziehungsweise Kodierungen der Pheromonmatrix notwendig machen, wird die Verwendung mehrerer
Pheromonmatrizen angestrebt. Da somit für jedes Kriterium genau eine Matrix zur Verfügung steht, er-
gibt sich der weitere Vorteil, dass bei Pheromonaktualisierungsstrategien auf Basis der Lösungsqualität
keine direkte Vergleichbarkeit zwischen den Zielfunktionswerten der Kriterien vorausgesetzt werden
muss. Analog wird auch für jedes Kriterium separat eine Heuristikinformation verwendet.69
Diese Vorgehensweise wirkt sich, da mehrere Pheromon- und Heuristikinformationen je Alternative
existieren, auf die Entscheidungsregel der Ameisen aus, welche sich wie folgt gestaltet.
pij =
τα·λςij · τ˜α·(1−λς)ij · ηβ·λςij · η˜β·(1−λς)ij∑
h∈Nςi τ
α·λς
ih · τ˜α·(1−λς)ih · ηβ·λςih · η˜β·(1−λς)ih
(6.17)
Dabei repräsentieren die Variablen τ und τ ′ die differenten Pheromonwerte, während η und η′ die
unterschiedlichen Heuristikwerte für die beiden Kriterien darstellen. Die Kriterien werden über den
Parameter λς ∈ [0, 1] gewichtet, wobei mit der Option λς = 1 ausschließlich das erste und mit der
Option λς = 0 ausschließlich das zweite Kriterium optimiert wird. Die Parameter α und β steuern den
Einfluss von Pheromon- und Heuristikwerten analog zum Ant System.70
Auf mehr als zwei Kriterien z = 1, ..., Z erweitert, kann die Auswahlregel nach Gleichung 6.17 wie
folgt generalisiert werden.
pij =
∏Z
z=1
(
τzij
)α·λz · (ηzij)β·λz∑
h∈Nςi
∏Z
z=1 (τ
z
ih)
α·λz · (ηzih)β·λz
(6.18)
Die Parameter λ1,λ2, ...,λz, ...,λZ−1,λZ entstammen dem Gewichtsvektor λς der Ameise ς aus Glei-
chung 6.16. Offensichtlich entspricht diese Auswahlregel exakt der bereits in Abschnitt 3.4.3 vorgestell-
ten Methode des gewichteten Produktes.71
Aktualisierungsstrategie
Nach Abschluss jeder Iteration wird vorgeschlagen, dass jede Ameise, welche eine Lösung der durch
den Ameisenalgorithmus verwalteten nichtdominierten Front konstruiert hat, eine Aktualisierung auf
allen Pheromonmatrizen durchführen darf. Dabei soll jeder Generation von Ameisen der gleiche Ein-
fluss bei der Aktualisierung eingeräumt werden. Somit wird die Aktualisierungsmenge von der Anzahl
l der Ameisen abhängig gemacht, welche eine Aktualisierung durchführen dürfen. Die Aktualisierungs-
menge berechnet sich dabei für jede Ameise nach folgender Gleichung.
∆τ ςij ←
1
l
∀ei→j ∈ piς (6.19)
68Siehe Seite 97.
69Vgl. [Ire01, S. 363], [Mer02, S. 116].
70Vgl. [Ire01, S. 363], [Mer02, S. 117].
71Siehe Seite 23.
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Dabei wird die Aktualisierung mit dieser Menge auf die Matrizen aller Kriterien gleichartig angewen-
det.72
6.3.2.2 Mehrere Kolonien
Dieser Ansatz kann auch in Kombination mit mehreren Kolonien angewendet werden. Jede Kolonie
konzentriert ihre Suche dabei auf eine spezielle Region der Paretofront. Im Folgenden wird davon aus-
gegangen, dass C Kolonien mit jeweils mC Ameisen eingesetzt werden. Die Heterogenität der Kolonien
bleibt dabei unberührt, die Gewichte der Ameisen beschränken sich jedoch auf den Bereich, auf den sich
die zugehörige Kolonie konzentriert. Wesentlicher Unterschied im Vergleich zur Verwaltung nur einer
Kolonie ist dabei, dass jede Kolonie eigene Pheromonmatrizen unterhält.73
Suchbereiche der Kolonien
Da die Kolonien in differenten Bereichen des Lösungsraums suchen sollen, müssen entsprechende Ge-
wichtungsbereiche für diese Kolonien festgelegt, beziehungsweise alle Ameisen der Kolonie zugeordnet
werden. Neben einer gleichartigen Vorgehensweise wie bei einer Kolonie, werden für den bikriteriellen
Fall zusätzlich zwei verschiedeneMöglichkeiten zur Berechnung der Gewichte von Kolonien undAmei-
sen vorgestellt, aus denen heterogene Kolonien mit unterschiedlichen Suchbereichen resultieren. In der
ersten Methode werden disjunkte Teilintervalle für die Kolonien erstellt. Jede Ameise ς ∈ {1, 2, .., mC },
welche einer Kolonie c ∈ {1, 2, .., C} zugeordnet wird, besitzt dabei das Gewicht nach Gleichung 6.20.74
λς ← ς + m
C
· (c− 1) (6.20)
Die zweite Methode beschreibt die Erstellung sich überlappender Teilintervalle für die Kolonien. Das
Gewichtsintervall Kolonie c ∈ {1, 2, .., C} wird dabei mit einer 50%-igen Überlappung gewählt und
ergibt sich nach Gleichung 6.21.
λIntervallc =
[
c− 1
C + 1
,
c+ 1
C + 1
]
(6.21)
Innerhalb dieses Intervalls werden die Ameisen der Kolonie aquidistant angeordnet.75 Bei Untersuchun-
gen wurde festgestellt, dass die zweite Methode bessere Resultate in den Suchbereichen erzielt, in wel-
chen die Trennungen zwischen den Kolonien stattfinden, während die erste Methode bessere Resultate
im Zentrum der Suchbereiche erzielte.76
Analog zur Gewichtsbestimmung im Fall einer Kolonie ist dieses Konzept ebenso nur schwer auf
mehr als zwei Kriterien erweiterbar. In Abschnitt 6.3.3 wird ein zu den disjunkten Teilintervallen ähnli-
ches Konzept entwickelt, das mehr als zwei Kriterien berücksichtigt.77
Aktualisierungsstrategien
Analog zur Vorgehensweise bei einer Kolonie soll eine Aktualisierung nur durch die Ameisen erfolgen,
die eine Lösung der nichtdominierten Front konstruiert haben. Da durch jede Kolonie eine so genannte
lokale Front verwaltet wird, kann diese Grundlage dieser Bewertung sein. Eine andere Möglichkeit
besteht in der Verwendung der globalen nichtdominierten Front, welche über alle Kolonien durch das
Verfahren verwaltet werden kann. Die Verwendung der lokalen nichtdominierten Front einer Kolonie
72Vgl. [Ire01, S. 364], [Mer02, S. 117f.].
73Vgl. [Ire01, S. 364], [Mer02, S. 118].
74Vgl. [Mer02, S. 121].
75Vgl. [Mer02, S. 121].
76Vgl. [Mer02, S. 124ff.].
77Siehe Seite 97.
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würde dabei auf eine Multi-Start-Strategie hinauslaufen, da keine Kooperation zwischen den Kolonien
stattfindet.78 Aus diesem Grund wird die Verwendung der globalen Front präferiert, wobei sich zwei
verschiedene Strategien der Aktualisierung ergeben.79
1. Pheromonaktualisierung entsprechend dem Ursprung: Jede Ameise aktualisiert die Pheromon-
matrizen der Kolonie ihrer Herkunft. Demnach werden genau die Pheromonmatrizen aktualisiert,
welche auch zur Konstruktion der Lösung verwendet wurden.
2. Pheromonaktualisierung entsprechend dem Bereich in der nichtdominierten Front: Die Lösungs-
folge der Front wird nach einem Kriterium geordnet und in C gleichgroße Teile entlang der Front
zergliedert. Jeder Teilbereich entspricht genau einer Kolonie. Die Ameise aktualisiert die Phero-
monmatrizen genau der Kolonie, die ihrer Lösung aufgrund des Teilbereichs zugeordnet wurde.
Da für die Ameisen nicht ausreichend ist, eine Lösung der lokalen Front zu konstruieren, um eine Aktua-
lisierung durchführen zu dürfen, unterliegen sie einem deutlich stärkeren Selektionsdruck gegenüber
der Verwendung nur lokaler Fronten.80
Bei Untersuchungen wurde festgestellt, dass die Multi-Start-Strategie deutlich schlechtere Resultate
erzielte als die beiden übrigen Methoden, bei welchen kaum Unterschiede in der Lösungsqualtiät zu
erkennen sind.81
Da jedoch bei einer Aktualisierung entsprechend der zweiten Regel keine Voraussage über die Spe-
zialisierungsrichtung der Kolonien getroffen werden kann, wird im Rahmen dieser Arbeit die erstge-
nannte Regel empfohlen.82 Zusätzlich erweist sich eine Erweiterung des Prinzips aus der zweiten Regel
auf mehr als zwei Kriterien als deutlich schwieriger, als die Verwendung der ersten Regel, welche keine
Anpassung erfordert.
6.3.3 Gewichtung bei beliebiger Zielanzahl
Auf Basis des bikriteriellen Verfahrens, das in Abschnitt 6.3.2 vorgestellt und auf mehr als zwei Zie-
le erweitert wurde, soll ein Algorithmus entwickelt werden, der es erlaubt, unterschiedliche Gewich-
tungsbereiche für mehrere heterogen zusammengesetzte Kolonien anzulegen. Entgegen der bei IREDI
ET AL. erörterten Vorgehensweise, bei der die Kolonieanzahl und die Ameisenanzahl je Kolonie durch
einen Steuerungsparameter repräsentiert wurden, soll im Folgenden ein Konzept entwickelt werden,
in welchem sich diese Parameter automatisch ergeben. Es wird ein Parameter eingeführt, welcher die
Durchmusterung des Suchraums mit Gewichten hinsichtlich der Genauigkeit beziehungsweise eines
Detailgrades beschreibt.
6.3.3.1 Systematische Durchmusterung
Zur Erklärung dieses Parameters soll zunächst der Begriff der Gewichtungsskala näher beschrieben
werden. Die Gewichtungsskala stellt das Intervall [0, 1] dar und ist Grundlage für die Beschreibung der
Wichtigkeit eines Kriteriums. Jedes Gewicht für ein Kriterium kann auf dieser Skala eingeordnet wer-
den, wobei das Gewicht mit dem Wert 0 bedeute, dass das Kriterium in der Optimierung überhaupt
nicht berücksichtigt werde, während ein Gewicht mit dem Wert 1 bedeute, dass in der Optimierung
ausschließlich dieses Kriterium berücksichtigt werde. Aus diesem Grund ergibt sich für einen Gewich-
78Vgl. [Mer02, S. 118f.].
79Vgl. nachfolgende Strategien in [Mer02, S. 118f.].
80Vgl. [Mer02, S. 119].
81Vgl. [Mer02, S. 123f.].
82Vgl. [Mer02, S. 124].
97
KAPITEL 6. ANT COLONY OPTIMIZATION
tungsvektor λ = (λ1, ...,λZ)
T die Restriktion, dass Gleichung 6.22 gelten muss.
Z∑
z=1
λz = 1mit λz ∈ Λ (6.22)
Die Menge Λ beschreibe hierbei die Menge, die alle konkreten Werte beinhaltet, die ein Gewicht für ein
Kriterium annehmen darf und kann aus der Wahl des Durchmusterungsparameters abgeleitet werden.
Der Durchmusterungsparameter χ beschreibe in diesem Zusammenhang die Anzahl der Gewichtungs-
punkte entlang der Gewichtungsskala des Intervalls [0, 1] für die Gewichtung je eines Kriteriums. Durch
den invertierten Wert 1χ−1 werden die äquidistanten Abstände zwischen je zwei Gewichtungspunkten
auf der Gewichtungsskala jeweils eines Kriteriums beschrieben. Die Elemente ζi ∈ Λ ergeben sich dabei
nach Gleichung 6.23.
ζi =
i− 1
χ− 1 mit i = 1, 2, ...,χ (6.23)
Wird beispielsweise der Parameter χ = 6 gewählt, so ergibt sich die Menge zu Λ =
{
0, 15 ,
2
5 ,
3
5 ,
4
5 , 1
}
,
wobei der prozentuale Abstand der Gewichtungspunkte auf der Skala 20% beträgt.
Aus der Kriterienanzahl folgt die Anzahl der Gewichtungspunkte, die je einer Ameise zugeordnet
werden, automatisch, indem sämtliche Permutationen der Elemente von Λ in Form von Vektoren der
Länge Z erzeugt werden, die der Restriktion
∑Z
z=1 λz = 1 genügen. Im Spezialfall von zwei Kriterien
ergibt sich demnach das gleiche Modell, dass von IREDI ET AL. vorgestellt wurde, da sich das Gewicht
für das zweite Kriterium zu λ2 = 1− λ1 ergeben muss, um die Bedingung zu erfüllen.83 Abbildung 6.3
zeigt dieses Konzept auf Basis von zwei Kriterien anhand eines Beispiels.
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(0; 1)
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!"#
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Abbildung 6.3: Kriteriengewichtung auf Basis des Durchmusterungsparameters χ
Das Diagramm zeigt Gewichtungspunkte, welche aufgrund der Durchmusterung bei zwei Kriterien
mit χ = 6 entstehen. Die Menge Λ ergibt sich dabei zu Λ = {0; 0, 2; 0, 4; 0, 6 ; 0, 8; 1}.
Dieser Parameter kann einerseits die Durchmusterung des Suchraums von Kolonien und anderer-
seits die Durchmusterung des Suchraums von Ameisen beschreiben, die diesen Kolonien zugeordnet
werden. Der Parameter χc diene in diesem Zusammenhang der Beschreibung der Durchmusterung von
83Vgl. [Ire01, S. 363], [Mer02, S. 116f.] sowie Seite 94.
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Kolonien, während der Parameter χς die Durchmusterung von Ameisen beschreibe.
6.3.3.2 Ameisen und Kolonien
Die Zuordnung einer einzelnen Ameise ς mit dem Gewichtungsvektor λς zu einer Kolonie c mit den
Gewichten λc erfolgt dabei in Form eines Optimierungsproblems, welches die Minimierung des vek-
toriellen Abstandes zwischen dem Punkt λς und den Punkten λc im Z-dimensionalen Raum über alle
Kolonien zum Ziel hat.84
c (ς) = argmin
∀λc
√√√√ Z∑
z=1
(λς,z − λc,z)2 (6.24)
Die Größe z = 1, ..., Z beschreibe dabei die einzelnen Kriterien. Den Kolonien werden nach dieser Glei-
chung genau die Ameisen zugeordnet, welche räumlich näher dem Gewichtungsvektor der Kolonie
liegen als irgend einer anderen Kolonie. Somit findet, entgegen dem erweiterten Prinzip der Überlap-
pung von Kolonien, eine klare Trennung der Suchgebiete der Kolonien statt.
Ziel 1
Ziel 2 Ziel 3
Kolonie-
ausdehnung
Gewichtungspunkt
der Kolonie
Gewichtungspunkt
einer Ameise in
der Kolonie
Abbildung 6.4: Suchdurchmusterung bei drei Kriterien
Das Beispiel zeigt die Durchmusterung des Suchraums mit Gewichten von Kolonien und Ameisen.
Dabei wurde für die Koloniedurchmusterung χc = 5 und für die Ameisendurchmusterung χς = 80
gewählt. Insgesamt wurden 3240 Ameisen erzeugt, welche jeweils einer der insgesamt 15 verschiede-
nen Kolonien zugeordnet sind.
84Vgl. Berechnung von Vektorenabständen im euklidischen Raum in [Lud97, S. 309], [Bro05, S. 197, S. 218f.].
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Ein weiterer Effekt dieses Konzeptes ist die unterschiedliche Größe der Kolonien. Kolonien, die in
Randgebieten der Paretofront suchen, verfügen über eine geringere Anzahl von Ameisen als solche, die
in den mittleren Bereichen der Front suchen. Abbildung 6.4 zeigt diesen Effekt sowie unterschiedliche
Gewichtungen im Fall von drei Kriterien nach dem vorgestellten Konzept auf.85
6.4 Problemspezifische Modellierung
Aufgrund der Problemkomplexität bei der Optimierung von Angebotsnetzen wurde bereits von TEICH
angestrebt, dieses Problem mit Hilfe der ACO-Metaheuristik zu lösen.86 Aus diesem Grunde wurde ein
Ansatz entwickelt, welcher die Lösung des Parallel Path Problems mit Hilfe eines Ameisenalgorithmus
ermöglicht. Dieser soll zunächst vorgestellt und anschließend hinsichtlich seiner Eigenschaften analy-
siert werden, bevor eine alternative Methode zur Lösungskonstruktion im Parallel Path Problemmittels
ACO aufgezeigt wird.
6.4.1 Ant Family Heuristic
Konventionelle Ameisenalgorithmen werden zur Suche kürzester Rundreisen oder Wege in Graphen
eingesetzt. Dabei beschränkt sich die Suche auf sequentielle Pfade. Da Angebotsnetze des Extended
Value Chain Managements in Form von Probleminstanzen des Parallel Path Problems jedoch nicht-
sequentielle Pfade mit Parallelitäten enthalten können, wird ein Modell für einen Ameisenalgorithmus
notwendig, welcher diesen speziellen Anforderungen gerecht wird. FISCHER, GIESE und JÄHN stellten
in [Fis04a] die Ant Family Heuristic (AFH) zur Lösung des Parallel Path Problems vor, auf welche im
Folgenden näher eingegangen werden soll.
6.4.1.1 Verfahren
AFH beschreibt hauptsächlich die Phase der Lösungskonstruktion bei parallelen Teilpfaden. Alle übri-
gen Eigenschaften des zugrunde liegenden Ameisenalgorithmus bleiben weitgehend unberührt, wes-
halb im Folgenden ausschließlich eine Beschreibung der Lösungskonstruktion erfolgt.
Im Rahmen der Problemdefinition in Abschnitt 4.2 wurde bereits der künstliche Startknoten vStart ∈
Vs definiert.87 Die Definition der Ant Family Heuristik geht zusätzlich von einem künstlichen Endkno-
ten vEnde ∈ Vs aus, welcher jeweils über eine nicht mit Gewichten beziehungsweise Kosten belasteten
Kante ej→Ende ∈ Es mit allen Blattknoten vj ∈ V des Graphen G verbunden ist.88
Zur Konstruktion einer Lösung startet in der Ant Family Heuristik jede Ameise einer Kolonie am
künstlichen Start- beziehungsweise Quellknoten vStart. Bei Erreichen eines Knotens vi entscheidet die
Ameise anhand der Anzahl der Kantengruppen, die von vi ausgehen, wie viele Kanten von diesem
Knoten aus gewählt werden müssen, um eine gültige Lösung für das Problem erzeugen zu können.
Dabei muss, analog zur Problemdefinition, genau eine Kante pro Kantengruppe ausgewählt werden.
Stellt die Ameise nur die Existenz genau einer einzigen Kantengruppe fest, wählt sie gemäß der ACS-
Auswahlregel eine Kante und setzt ihren Weg fort. Stellt die Ameise dem entgegen die Existenz meh-
rerer Kantengruppen fest, erzeugt sie genau eine Tochterameise für jede Kantengruppe und lebt selbst
ab. Anschließend wählt jede Ameise genau einen Weg aus der Kantengruppe aus, um ihren Weg über
diese Kante fortzusetzen. Dabei erhalten sämtliche künstliche Ameisen die Fähigkeit, sich fortzupflan-
zen respektive Klone von sich selbst zu erschaffen. Klone einer einzelnen Ameise werden hierbei als
85Diese Durchmusterung wurde mit der beiliegenden Software erstellt.
86Vgl. [Tei01, S. 481ff.].
87Siehe Seite 41.
88Vgl. [Fis04a, S. 519], [Fis04b, S. 596f.].
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Nachkommen dieser verstanden. Der Klonprozess ist des Weiteren an das Ableben der klonerzeugen-
den Elternameise gekoppelt. Alle Tochterameisen gehören dabei zu einer gemeinsamen Familie. Als
Familie wird dabei die Menge aller Ameisen verstanden, welche auf eine gemeinsame Elternameise zu-
rückführbar sind. Jede Ameisenfamilie besitzt ein gemeinsames Familiengedächtnis, auf welches alle
Ameisen einer Familie zugreifen dürfen. Die Pfadinformationen aller bereits durch ein lebendes oder
nicht mehr existentes Familienmitglied besuchten Knoten und gegangenen Kanten werden hierbei im
Familiengedächtnis der Ameisen abgelegt.89
Bevor eine Ameise jedoch eine Kante endgültig auswählen darf, prüft sie, ob ein anderes Familien-
mitglied die zugehörige Knotengruppe des Zielknotens bereits besucht hat. Wurde bereits ein Knoten
aus dieser Knotengruppe gewählt, ist die Ameise an die Auswahl einer Kante gebunden, welche zu
diesem Knoten führt. Die Feststellung des Umstandes, dass eine Ameise nicht als erstes Familienmit-
glied der Familie einen Knoten besucht, führt ebenfalls zumAbleben dieser Ameise. Dies ist notwendig,
da in diesem Falle mehrere Ameisen einen Knoten erreichen, der einen Divergenzpunkt im Angebots-
netz darstellt. Da die Ameisen entgegen derWertschöpfungsrichtung einen Pfad konstruieren, erreichen
somit mehrere Mitglieder einer Familie den selben Knoten und es entsteht ein Konvergenzfall. Da aus-
gehend von einem Konvergenzfall nur ein weiterführender Parallelpfad erstellt werden muss, darf nur
ein einziges Familienmitglied die Erlaubnis erhalten, die Lösungskonstruktion fortzusetzen. Demnach
setzt jeweils die erste Ameise einer Familie die Lösungskonstruktion fort, während alle übrigen Famili-
enmitglieder, die einen solchen Knoten erreichen, »sterben«.90
Abschließendmuss jede Ameise prüfen, ob sie sich auf dem künstlichen Senkeknoten vEnde befindet.
Da es sich bei diesemKnoten ebenfalls um einen (künstlichen) Divergenzpunkt handelt, ist die Lösungs-
konstruktion genau dann abgeschlossen, wenn diese Ameise das einzige noch lebende Familienmitglied
darstellt. Ist dies nicht der Fall und handelt es sich dennoch um die erste Ameise der Familie, welche
vEnde erreicht, verharrt diese auf diesem Knoten, bis die Lösungskonstruktion abgeschlossen ist.91
6.4.1.2 Erweiterungen
KAMINSKI erweiterte die Ant Family Heuristic um den bereits in Abschnitt 4.4.1 beschriebenen Ansatz
zur Behandlung von Teilmengen. Dabei werden im Auswahlprozess im Bedarfsfall Aggregationslis-
ten erzeugt, deren Elemente gültige Teilmengenkombinationen repräsentieren, die durch eine Ameise
als Auswahlalternative betrachtet werden. Da jedoch im Rahmen dieser Arbeit der in Abschnitt 4.4.2
beschriebene alternative Ansatz zur expliziten Behandlung von Teilmengen verwendet wird, soll im
Folgenden nicht näher auf diese Erweiterung von AFH eingegangen werden.92 In diesem Zusammen-
hang sollte dennoch festgestellt werden, dass bei Verwendung des hier präferierten Teilmengenansat-
zes keine Änderung hinsichtlich der Lösungskonstruktion notwendig ist, da die Problemstruktur des
ursprünglichen Parallel Path Problems durch diesen Ansatz gewahrt bleibt.93
Mit dem Ziel, die Ant Family Heuristic um ein konkretes Modell zur Entscheidung an Divergenz-
knoten im Angebotsgraphen zu erweitern, wurde eine Wartestrategie eingeführt. Dabei müssen alle
Ameisen, welche einen Divergenzpunkt erreichen, so lange an ihrer Position verharren, bis alle Fami-
lienmitglieder diesen Punkt erreicht haben. Dies erwies sich insbesondere aufgrund des verwendeten
Teilmengenansatzes als notwendig, da zu Beginn der Lösungskonstruktion nicht festgestellt werden
konnte, wie viele Familienmitglieder von wie vielen anderen Knoten zu der Knotengruppe des Di-
vergenzpunktes gelangen müssen, um einen gültigen Pfad zu erstellen. Einzig die Knotengruppen,
aus welchen Familienmitglieder eintreffen, stehen zu Beginn der Lösungskonstruktion aufgrund der
89Vgl. [Fis04a, S. 520f.].
90Vgl. [Fis04a, S. 520f.].
91Vgl. [Fis04a, S. 520f.].
92Weitere Details in [Kam06, S. 53ff.].
93Siehe Abschnitt auf Seite 55ff.
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Vorgänger-Prozessschritte im Prozessvariantenplan fest. Die erste Ameise, die von einer dieser Kno-
tengruppen den divergierenden Prozessschritt erreicht, verfügt jedoch aufgrund des Familiengedächt-
nisses über ausreichende Informationen über die erwartete Restanzahl der Familienmitglieder, wel-
che noch im Divergenzpunkt eintreffen müssen, um alle notwendigen Verbindungen zwischen Knoten
zweier Prozessschritte zu vervollständigen. Dabei wird eine Vermeidung der Konstruktion ungültiger
Kombinationen in der direkten Vorgängerknotengruppe angestrebt, da durch die am Divergenzpunkt
wartenden Ameisen festgestellt werden kann, welche Knoten der Knotengruppe von den anderen Fa-
milienmitgliedern erreicht werden müssen.94 Weiterhin wurde AFHmit dem bereits vorgestellten bikri-
teriellen Ansatz von ACO nach IREDI ET AL. kombiniert, eine Erweiterung auf mehr als zwei Kriterien
fand jedoch nicht statt.95
6.4.1.3 Defizite und Probleme
Bereits KAMINISKI stellte fest, dass die klassische AFH-Variante nur dann eingesetzt werden kann, wenn
der Graph über die idealtypische Voraussetzung vollständiger Alternativen verfügt.96 Im Sinne dieser
Voraussetzung müssten sämtliche Knoten einer Knotengruppe mit sämtlichen Knoten einer anderen
Knotengruppe durch Kanten verbunden sein, wenn die Prozessschritte im Prozessplan durch eine Kan-
te verbunden sind.97 Da diese Bedingung im Fall von Angebotsnetzen jedoch bereits aufgrund unter-
schiedlicher Liefer- und Bedarfstermine oder unterschiedlicher Bedarfsmengen für Vorprodukte kei-
nesfalls erfüllt sein muss, besteht die Möglichkeit, dass durch die Ant Family Heuristic ungültige Pfade
konstruiert werden beziehungsweise der Konstruktionsprozess fehlschlägt. Wenn eine Ameise nicht als
erstes Familienmitglied eine Knotengruppe besucht, ist sie an die Auswahl einer Kante gebunden, die
genau zu dem geforderten Knoten der Knotengruppe führt, für den sich ein anderes Familienmitglied
bereits entschieden hat. Der Fall der Pfadungültigkeit tritt genau dann ein, wenn eine solche Kante bei-
spielsweise aufgrund einer Terminrestriktion nicht existiert.98
Insbesondere durch den angestrebten Teilmengenansatz, welcher unter Umständen zur parallelen
Auswahl vieler Angebote einer Knotengruppe führt, kann erwartet werden, dass sich dieses Problem
deutlich verstärkt und die Lösungskonstruktion sehr häufig fehlschlägt. Es kann zwar erkannt werden,
wenn ein ungültiger Pfad erstellt wurde und somit der Konstruktionsprozess neu initiiert werdenmuss;
eine Möglichkeit zur Vermeidung der Konstruktion ungültiger Pfade erlaubt AFH auch in der erweiter-
ten Version jedoch nicht.
6.4.2 Lösungskonstruktion
Die Ant Family Heuristic bietet eine Möglichkeit, die Lösungskonstruktion im Parallel Path Problem
durchzuführen. Im Folgenden soll eine alternative Variante vorgestellt werden, welche auf die Hilfs-
konstrukte der Familie und dem Klonen von Ameisen verzichtet.
6.4.2.1 Vorgehen bei sequentieller Rekursion
Zunächst wird jeder Ameise die Fähigkeit eingeräumt, neben dem Pfadgedächtnis, welches alle durch
die Ameise bisher besuchten Kanten und Knoten enthält, ein zusätzliches Stackgedächtnis zu verwalten.
Ein Stack- beziehungsweise Stapelspeicher entspricht im allgemeinen Fall einer Last-In-First-Out-Liste
(LIFO). Bei Schreibzugriff auf einen solchen Speicher wird ein Objekt zu diesem hinzugefügt. Bei einem
94Nähere Ausführungen finden sich bei [Kam06, S. 60ff.].
95Vgl. [Kam06, S. 53ff.] i.V.m. [Ire01].
96Vgl. [Kam06, S. 50f.].
97Diese Forderung ergibt sich bei Anwendung von AFH auf das Parallel Path Problem aufgrund des von FORCHHEIM entwi-
ckelten Konzeptes der ähnlichen Anfragen, welches durch die zeitlich früher entstandene ursprüngliche Version von AFH noch
nicht berücksichtigt wird. Vgl. Konzept der ähnlichen Anfragen in [For06, S. 71ff.] sowie AFH in [Fis04a].
98Vgl. [Kam06, S. 50f.].
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Lesezugriff auf den Stapelspeicher wird als erstes genau das Objekt gelesen, welches zuletzt hinzuge-
fügt wurde.99
Eine Ameise, welche einen Knoten erreicht, fügt sämtliche Kantengruppen, die von diesem Knoten
ausgehen und aus denen somit eine Kante gewählt werden muss, zu ihrem Verarbeitungsstack hinzu.
Anschließend wählt sie das nächste zu verarbeitende Objekt aus dem Stapelspeicher, entfernt dieses
aus jenem und wählt eine Kante aus der entsprechenden Kantengruppe. Durch diese Auswahl erreicht
die Ameise einen neuen Knoten, für welchen rekursiv das gleiche Vorgehen erfolgt.100 Die Lösungskon-
struktion ist genau dann abgeschlossen, wenn der Stack leer ist.
Wesentliche Vorzüge dieser Architektur ergeben sich daraus, dass kein ameisenübergreifendes Ge-
dächtnis notwendig ist, welches gesondert modelliert und implementiert werden muss, da jede Ameise
die Fähigkeit besitzt, selbständig eine Lösung zu konstruieren. Folglich wird auch keine übergreifende
Kommunikation zwischen Ameisen und dem Familiengedächtnis benötigt. Der Aufwand für die Koor-
dination aller Ameisen einer Familie bei der Lösungskonstruktion entfällt somit vollständig, da keine
Kooperation der Ameisen untereinander stattfinden muss. Da das Klonen der Ameisen entfällt, sinkt
auch die Anzahl der Ameisen, welche gleichzeitig verwaltet werden müssen, auf die statische Menge,
welche zu Beginn der Iteration beziehungsweise des Verfahrens instanziiert wurde. Ein weiterer Vor-
teil des Gedächtnisses in Form eines Stackspeichers entsteht durch den Umstand, dass das Gedächtnis
nicht tatsächlich implementiert werden muss, sondern dessen Verwaltung bei geeigneter Implementie-
rung des Algorithmus implizit durch die Rekursionsverwaltung der Programmiersprache übernommen
werden kann.101
Das sequentiell-rekursive Vorgehen sollte sich damit positiv auf das Laufzeitverhalten und den Spei-
cherplatzbedarf des Optimierungsverfahrens auswirken. Somit genießt dieser Ansatz einige Vorzüge
gegenüber der Verwendung des ursprünglichen Ansatzes der Ant Family Heuristic.
6.4.2.2 Integration des Restriktionssystems
In Kombination mit dem vorgestellten Verfahren kann ebenfalls das in der Problemstellung definierte
Restriktionssystem sowie das Konzept der Pfadrestriktionen integriert werden. Mit Hilfe dieses Systems
kann zunächst festgestellt werden, welche alternativen Kanten mit dem Pfad einer Ameise kombiniert
werden dürfen.102 Dabei wird die Alternativenmenge bereits bei der Berechnung der Auswahlwahr-
scheinlichkeiten auf die Kanten beschränkt, deren Kombination mit dem Pfad der Ameise zulässig ist.
Die Nutzung des Restriktionssystems erfolgt dabei anolog der Anwendung im Rahmen der dynami-
schen Programmierung. Dabei verwaltet jede Ameise einen Pfadmit zugehörigen Pfadrestriktionen, die
mit jeder Kombination des Pfades mit einer Kante aufgelöst werden. Sind nach Abschluss des Konstruk-
tionsprozesses alle positiven Pfadrestriktionen aufgelöst und verbleiben somit ausschließlich negative
Restriktionen, wurde durch die Ameise ein gültiger Pfad konstruiert.103
Durch die Informationen, welche durch die unauflösbaren Pfadrestriktionen einer Ameise zur Verfü-
gung stehen, ergibt sich die Anwendungsmöglichkeit eines erweiterten Verfahrens, das die vollständige
Vermeidung ungültiger Pfade im Konstruktionsprozess zum Ziel hat und im Folgenden erläutert wird.
6.4.2.3 Verwendung von Routingtabellen
Es wurde bereits festgestellt, dass in Angebotsnetzen mit divergierenden Prozessen ungültige Lösungs-
kombinationen existieren. Trotzdem zur Erkennung ungültiger Teilpfade das Restriktionssystem auf
Kantenebene genutzt werden kann, bleibt dennoch die Frage, wie bei der Lösungskonstruktion durch
99Vgl. Konzept des Stapelspeichers in [Ney04, S. 37f.].
100Vgl. Prinzip der Tiefensuche in [OK94, S. 151ff.], [Bom93, S. 65].
101Vgl. Prinzip von rekursiven Funktionsaufrufen in [Ney04, S. 15f.].
102Vgl. Abschnitt 4.2.2 auf Seite 42 .
103Vgl. Abschnitt 5.2.2.2 auf Seite 74.
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künstliche Ameisen die Konstruktion eines ungültigen Pfades bereits im Vorfeld vermieden werden
kann. In diesem Zusammenhang kann zunächst eine Analogie zwischen der paketvermittelnden Da-
tenübertragung in Netzwerken wie LAN oder dem Internet und den Problemgraphen von Angebots-
netzen hergestellt werden. Künstliche Ameisen, welche einen Weg durch einen Graphen konstruieren,
können dabei als zu übertragendes Paket von einemQuellknoten aufgefasst werden, dessen Zieladresse
ein beliebiger erreichbarer Blattknoten des Graphen ist. Die Zieladresse stellt das Hauptziel einer Amei-
se dar, während sich durch nicht auflösbare positive Restriktionen Nebenziele ergeben, die ebenfalls
erfüllt werden müssen. Damit ergibt sich für Problemgraphen des Parallel Path Problems die Möglich-
keit, ähnliche Mechanismen einzuführen, wie sie beim Routing in Netzwerken angewendet werden, um
sicher zu stellen, dass die Pakete beziehungsweise Ameisen im Problemgraphen die gewünschte Ziel-
adresse erreichen. Aus diesem Grund sollen zunächst die wichtigsten Begriffe im Zusammenhang mit
der paketvermittelnden Datenübertragung in Netzwerken erläutert werden.
Algorithmus 9 Generierung von Routingtabellen für das Forwarding von Ameisenagenten
1 function CREATEROUTINGTABLES(Graph G, Knoten vi)
2 ∀el→m ∈ E: Routingtabelle T [el→m]← ∅
3 foreach vd ∈ V : vd ist markiert als Divergenzpunkt do
4 foreach Kante ei→j ∈ E : j = d do
5 MARKRECURSIVE(G, ei→d, ei→d)
6 end foreach
7 end foreach
8 end function
9 functionMARKRECURSIVE(Graph G, Kante ei→j , Kante el→m)
10 if el→m /∈ T [ei→j ] then
11 T [ei→j ]← T [ei→j ] ∨ el→m
12 if vi '= vStart then
13 foreach Kante ek→t ∈ E : t = j do
14 MARKRECURSIVE(G, ek→t, el→m)
15 end foreach
16 end if
17 end if
18 end function
Anmerkungen
Der Pseudo-Code zeigt die Generierung von Routingtabellen für eine Probleminstanz. Dabei werden nur die Kan-
ten in die Routingtabellen anderer Kanten übernommen, welche auch tatsächlich zu Knoten führen, die als Diver-
genzpunkt markiert sind und somit bei der Erstellung ungültiger Pfade beteiligt sein könnten. In Angebotsnetzen
wird für alle übrigen Kanten kein Routing benötigt, da diese Kanten nicht mit Restriktionen belastet sind oder selbst
Bestandteil einer Restriktion sein können. Die Tabellen T [ei→j ] stellen die Routingtabellen für die jeweilige Kante
ei→j dar, wobei für jede Kante eine Routingtabelle angelegt wird. Die Routingtabelle enthält alle über eine Kante
erreichbaren Kanten, welche zu Divergenzknoten führen.
Datagramme stellen Datenpakete dar, welche von einem Ort in einem Netzwerk zu einem anderen
übertragen werden sollen und ähnlich einem Postpaket neben dem (Daten-)Inhalt zusätzliche Informa-
tionen über die Zieladresse beinhalten. Ein Router ist ein Knoten im Netzwerk, welcher über Verbin-
dungen mit anderen Knoten im Netzwerk verfügt und über welchen Datagramme von einem Knoten
zu einem anderen Knoten weitergeleitet werden können. Den Vorgang der Weiterleitung eines Pakets
von einem Eingangsport zu einem Ausgangsport des Routers beziehungsweise Switches wird auch als
Forwarding bezeichnet.104 Da ein Router jedoch nicht mit jedem anderen Knoten direkt verbunden sein
muss, benötigt er Informationen über die Erreichbarkeit von Knoten, mit welchen er über keine direkte
Verbindung verfügt. Diese Informationen werden in so genannten Routingtabellen oder Weiterleitungs-
tabellen zur Verfügung gestellt. Ein Eintrag einer solchen Tabelle umfasst dabei zum Einen den Namen
104Vgl. [Pet00, S. 170ff., 259ff.].
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eines erreichbaren Knotens und zum Anderen den zugehörigen Ausgang des Routers, über welchen
diese Adresse erreichbar ist. Dieser Ausgang entspricht dabei einer Verbindung entweder direkt zu der
Zieladresse oder zu der Adresse eines anderen Knotens im Netzwerk. Jeder Router besitzt nicht die
vollständige Information über die Route, über welche ein Datagramm im Netzwerk vermittelt werden
muss, um bei der Zieladresse ausgeliefert werden zu können, sondern ausschließlich die Information
über den nächsten Schritt beziehungsweise »next hop« auf diesemWeg.105
Das Konzept dieses Next-Hop-Routings soll im Folgenden auf die Lösungskonstruktion durch Amei-
sen im Parallel Path Problem übertragen werden. Da ungültige Lösungen ausschließlich durch Diver-
genzpunkte imAngebotsnetz entstehen können, müssen die Informationen über die Erreichbarkeit aller
Divergenzknoten im Graphen bereits in vorgelagerten Stufen zur Verfügung stehen.
Werden ausgehend von einem Divergenzknoten vj alle Kanten ei→j mit der Erreichbarkeit des Kno-
tens vj markiert, deren Endpunkt genau dieser Knoten vj ist und werden anschließend alle Kanten eh→i
markiert, deren Endpunkt der Startpunkt der Knoten vi ist und wird dieses Konzept rekursiv über al-
le Stufen bis hin zum künstlichen Startknoten vStart fortgeführt, können alle Kanten markiert werden,
über welche ein bestimmter Divergenzpunkt erreichbar ist. Die (positive) Erreichbarkeit dieser Diver-
genzpunktangebote wird in kantenzugeordneten Routingtabellen abgelegt. Algorithmus 9 zeigt eine
mögliche Umsetzung der Generierung von Routingtabellen in Angebotsnetzen mit einer maximalen
Komplexität von O(n2). In den Einträgen jeder generierten Tabelle, die auf der zugehörigen Kante des
Graphen abgelegt wird, finden sich sämtliche Kanten, die zu einem Knoten eines divergierenden Pro-
zessschrittes führen und über einen Weg von der tabellenzugehörigen Kante erreichbar sind. Das Kon-
zept wird aus dem Grund nicht auf die Knoten angewendet, sondern auf Kanten übertragen, da das
Restriktionssystem ebenfalls auf der Kantenmenge definiert wurde. Nach Abschluss der Generierung
verfügt jede Kante des Graphen über eine Routingtabelle, welche alle Kanten enthält, die zu Divergenz-
knoten führen und über die entsprechende Kante über mindestens einen Pfad erreichbar sind.
6.4.2.4 Paketvermittlung in der Lösungskonstruktion
Die Restriktionen des Pfades, den eine Ameise bis zu einem Zeitpunkt erstellt hat, enthalten Informa-
tionen über bestimmte Kanten, welche die Ameise mit ihrem Pfad kombinieren soll beziehungsweise
nicht darf. Die Restriktionen des positiven Restriktionsvektors enthalten jeweils eine Menge von Kan-
ten, aus denen die Ameise verpflichtet ist, noch genau eine auszuwählen. Diese in einem Teilpfad noch
ungewählten Kanten stellen somit implizit eine noch zu erfüllende Nebenbedingung beziehungsweise
eine Zieladresse der Ameise dar. Alle Kanten, welche durch Attribute in der negativen Pfadrestriktion
repräsentiert werden, sind bei der Lösungskonstruktion für diese Ameise verboten.
Erreicht eine Ameise einen Knoten im Graph, von welchem eine Kante ausgeht, die zwar nicht ex-
plizit durch eine negative Restriktion verboten wird, jedoch ausschließlich zu verbotenen Kanten führt
(ähnlich einer Sackgasse), ergibt sich implizit, dass diese Kante ebenfalls nicht gewählt werden darf.
Würde diese Kante durch die Ameise gewählt, führt dies zwangsläufig im weiteren Verlauf der Lö-
sungskonstruktion zur Pfadungültigkeit. Sind über diese Kante jedoch auch Kanten erreichbar, welche
durch ein Attribut positiver Natur in den Pfadrestriktionen beschrieben werden, ist garantiert, dass
auch im späteren Abschnitt der Lösungskonstruktion ein gültiger Pfad erstellt werden kann. Folglich
darf die Kante dennoch gewählt werden. Somit darf eine Ameise jede Kante, welche als Alternative für
die Fortsetzung desWeges in Frage kommt, wählen, es sei denn die folgenden beiden Bedingungen sind
gleichzeitig erfüllt.
1. Mindestens ein Eintrag der Routingtabelle findet sich als Attribut in den negativen Pfadrestriktio-
nen.
105Vgl. [Pet00, S. 170ff., 259ff.].
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2. Kein Eintrag der Routingtabelle findet sich als Attribut in irgendeiner positiven Pfadrestriktion.
Algorithmus 10 beschreibt die Lösungskonstruktion auf Basis der Pfadrestriktionen nach dem vorge-
stellten Konzept. In diesem Zusammenhang wird anhand der Weiterleitungstabelle und den Zielen auf-
grund der Restriktionen eine Alternativenmenge bestimmt, welche alle Alternativen enthält, die durch
eine Ameise gewählt werden dürfen. Auf diese gültige Alternativenmenge kann die Entscheidungsregel
des zugrunde liegenden Ameisenalgorithmus angewendet werden.
Algorithmus 10 Lösungskonstruktion der Ameisen unter Nutzung von Routing und Restriktionen
1 function CONSTRUCTSOLUTION(Ameise ς , Graph G, Knoten vi)
2 piς ← piς ∨ vi
3 foreach Kantengruppe k ∈ vi do
4 ϑk ←GETALTERNATIVES(k, ς)
5 Wähle eine Kante ei→j ∈ ϑk gemäß der Entscheidungsregel aus
6 piς ←ADDEDGETOPATH(piς , ei→j) // Vgl. Algorithmus 5
7 CONSTRUCTSOLUTION(ς , G, vj)
8 end foreach
9 end function
10 function GETALTERNATIVES(Kantengruppe k, Ameise ς)
11 ϑk ← ∅
12 foreach Kante ei→j ∈ k do
13 if ∃el→m ∈ T [ei→j ] : r−lm ∈ R−piς then
14 if (∀el→m ∈ T [ei→j ]) ∨ ∀R+piς ∈ R+piς : r+lm /∈ R+piς then else
15 ϑk ←ADDEDGETOSET(ei→j , ϑk, G, ς) // Fügt die Kante ei→j zu ϑk hinzu
16 end if
17 else
18 ϑk ←ADDEDGETOSET(ei→j , ϑk, G, ς) // Fügt die Kante ei→j zu ϑk hinzu
19 end if
20 end foreach
21 return ϑk
22 end function
Anmerkungen
Die beiden Funktionen zeigen das Prinzip der Lösungskonstruktion einer Ameise unter Benutzung des Restrik-
tionssystems in Kombination mit den lokalen Routingtabellen für Kanten des Graphen, sodass keine Möglichkeit
besteht, ungültige Pfade zu konstruieren. Die Menge ϑk enthält dabei alle Kanten, welche durch die Ameise ς
gewählt werden dürfen, wenn diese die Kantengruppe k entscheiden muss. Die Funktion ADDEDGETOSET ver-
wendet die in Abschnitt 6.4.2.5 beschriebenen Tabulisten und findet sich in Algorithmus 12.
Durch die Nutzung des Next-Hop-Routings in der Lösungskonstruktion in der beschriebenen Form
wird die Konstruktion ungültiger Alternativen zwar eingeschränkt, eine vollständige Vermeidung kann
unter alleiniger Anwendung dieser Methode jedoch nicht erreicht werden. Dies begründet sich auf der
Möglichkeit, dass die Auswahl einer Kante zu einem Divergenzknoten führen kann, welcher über eine
noch zu entscheidende Kantengruppe unterhalb des zugehörigen Konvergenzknotens nicht erreichbar
sein kann. In diesem Fall wird bei der Generierung der zulässigen Alternativen dieser Kantengruppe
eine leere Menge erzeugt und der durch die Ameise konstruierte Pfad wird ungültig. Zur vollständigen
Vermeidung ungültiger Alternativen in der Lösungskonstruktion können zusätzlich die im nächsten
Abschnitt vorgestellten Tabulisten verwendet werden.
6.4.2.5 Knotenabhängige Tabulisten
Es wurde bereits festgestellt, dass die Auswahl eines Knotens mit positiver Divergenzpunkteigenschaft
auf einer Stufe t1 die Auswahl der zulässigen Alternativen für eine noch zu entscheidende Kantengrup-
pe unterhalb eines Knotens auf einer Stufe t2 < t1 einschränken kann.
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Algorithmus 11 Generierung von Tabulisten für Knoten als Agentenrestriktionen
1 function CREATETABULISTS(Graph G)
2 TabuList[] Tabu← ∅
3 foreach vi ∈ V do
4 Tabu [vi]← ∅
5 if Anzahl Kantengruppen unterhalb von vi > 1 then
6 foreach ∀ Kantengruppen kgi ∈ vi do
7 foreach ∀ei→j ∈ kgi do
8 foreach ∀el→m ∈ T [ei→j ] do
9 if GETAVIABILITY(vi, el→m) = true then Tabu [vi]← Tabu [vi] ∨ el→m
10 end foreach
11 end foreach
12 end foreach
13 end if
14 end foreach
15 end function
16 function GETAVIABILITY(vi, el→m): bool
17 foreach Kantengruppe kgi ∈ vi do
18 CntTabu← 0
19 foreach ei→j ∈ kgi do
20 CntFwdEdges← 0
21 CntFwdSum← 0
22 foreach ex→y ∈ T [ei→j ] do
23 if Knotengruppe der Zielknoten von el→m und ex→y gleich then
24 if R−xy(el→m) = 1 then CntFwdEdges← CntFwdEdges+ 1
25 CntFwdSum← CntFwdSum+ 1
26 end if
27 end foreach
28 if CntFwdSum = CntFwdEdges and CntFwdSum > 0 then CntTabu← CntTabu+ 1
29 end foreach
30 if CntTabu =Kantenanzahl in kgi then return false
31 end foreach
32 return true
33 end function
Anmerkungen
Die beiden Funktionen beschreiben die Generierung von Tabulisten für jeden Knoten, die jeweils alle Kanten ent-
halten, die nicht von einer Ameise gewählt werden dürfen, wenn der entsprechende Knoten zum Pfad der Ameise
gehört. Während die Funktion CREATETABULISTS die eigentliche Generierung der Tabulisten übernimmt, prüft die
Funktion GETAVIABILITY die Erreichbarkeit sowie Zulässigkeit der Wahl einer Kante im Falle der Pfadzugehörig-
keit eines bestimmten Knotens.
Aufgrund der Einträge der Routingtabelle für eine Kante ei→j kann abgeleitet werden, welche Kno-
ten einer Divergenzknotengruppe über ei→j erreicht werden können. Für einen Knoten vi muss je un-
tergeordneter Kantengruppe kgi genau eine Kante zu einem Folgeknoten ausgewählt werden. Ist über
eine Kante ei→j der Kantengruppe khi ein Divergenzknoten vd erreichbar, welcher über sämtliche Kan-
ten der Kantengruppe kgi mit g .= h nicht erreichbar ist, so darf dieser Knoten bei Auswahl des Knotens
vi genau dann nicht zum Pfad der Ameise gehören, wenn die Kantengruppe kgi mindestens eine Kante
enthält, über die ein Knoten der gleichen Knotengruppe wie vd erreichbar ist. Wird dieser Umstand ne-
ben dem bereits beschriebenen Forwarding in der Form beachtet, dass solche Kanten durch die Ameisen
nicht gewählt werden dürfen, kann keine ungültige Lösung enumeriert werden.
Algorithmus 11 beschreibt die Generierung von knotenabhängigen Tabulisten in Form von nega-
tiven Restriktionen, die alle erreichbaren, jedoch aufgrund des beschriebenen Zusammenhangs nicht
zulässigen Kanten enthalten. Diese Tabulisten können im Rahmen einer Vorberechnungsphase erzeugt
werden und anschließend im Rahmen der Lösungskonstruktion der künstlichen Ameisenagenten An-
wendung finden.
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Algorithmus 12 Erstellen von zulässigen Auswahlmengen auf Basis von Tabulisten
1 function ADDEDGETOSET(Kante ei→j , Auswahlmenge ϑ, Graph G, Ameise piς ): Auswahlmenge
2 if ISEDGEFEASIBLE(piς , G, ei→j ) = true then
3 ϑ← ϑ ∨ ei→j
4 end if
5 return ϑ
6 end function
7 function ISEDGEFEASIBLE(Pfad pi, Graph G, Kante ei→j): bool
8 foreach Knotengruppe o ∈ vm ∈ V : ∃el→m ∈ T [ei→j ] do
9 TabuSummary ← 0
10 TabuCount← 0
11 foreach Kante es→t ∈ T [ei→j ] do
12 if Knotengruppe von vk = o then
13 TabuSummary ← TabuSummary + 1
14 if ∃er→k ∈ pi : ∃vk ∈ V : es→t ∈ Tabu[vk] then TabuCount← TabuCount+ 1
15 end if
16 if TabuCount = TabuSummary and TabuCount > 0 then
17 return false
18 end if
19 end foreach
20 return true
21 end function
Anmerkungen
Die beiden Funktionen beschreiben auf Basis der vorgestellten Tabulisten für die Knoten des Graphen beziehungs-
weise der Tabuliste für den Pfad der Ameise die Funktionalität, die die Zulässigkeit einer Kante bestimmt. Eine
Kante darf nur dann zu einem Pfad hinzugefügt werden, wenn sichergestellt ist, dass auch bei Pfadzugehörigkeit
dieser Kante mit Sicherheit jede noch nicht entschiedene Kantengruppe entschieden werden kann. Durch die Ag-
gregation der Tabulisten aller pfadzugehörigen Knoten können somit die Auswahlmöglichkeiten für Kanten genau
soweit beschränkt werden, dass ausschließlich zulässige Lösungen erzeugt werden.
Algorithmus 12 beschreibt die entsprechenden Auswirkungen dieses Konzeptes auf die Lösungs-
konstruktion der Ameisen. Die Tabulisten werden in der Weise verwendet, dass die gültige Alterna-
tivenmenge für eine Folgeentscheidung zusätzlich eingeschränkt wird. Eine Kante darf demnach nur
genau dann als zulässige Auswahl im Rahmen der Lösungskonstruktion gewählt werden, wenn sie
nicht durch eine Tabuliste eines Knotens verboten wird, der Bestandteil des bereits durch die Ameise
konstruierten Teilpfades ist.
In Kombination mit dem bereits vorgestellten Routing-Konzept werden somit unzulässige Pfade in
der Lösungskonstruktion genau dann vollständig vermieden, wenn jeder Knoten beziehungsweise jede
Kante des Graphen Bestandteil mindestens einer zulässigen Lösung ist.
6.4.3 Heuristikwerte für das Angebotsnetz
Im TSP beziehungsweise im Kürzeste-Wege-Problem wird normalerweise nach einer kürzesten Rund-
reise beziehungsweise einem kürzesten Weg durch einen Graphen gesucht. Die lokalen Kantengewich-
te fe entsprechen Kostenwerten, welche eine Teilstrecke der Rundreise oder des Pfades hinsichtlich
der Kosten beschreiben. Aus diesem Grund werden sowohl für TSP als auch für das Kürzeste-Wege-
Problem die invertierten lokalen Kantengewichte als Heuristikinformation genutzt. Die Heuristikwerte
einer Kante ergeben sich daher zu ηij ← fe (ei→j)−1.106
106Vgl. [Gun04, S. 20].
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6.4.3.1 Berechnung der Standard-Heuristikwerte
Da im Parallel Path Problem, in welchem ebenfalls eine analoge Verwendung dieser Heuristikwerte an-
gestrebt wurde, sowohl Gewichte auf den Kanten als auch auf den Knoten des Graphen liegen können,
müssen beide Werte beachtet werden. Da außerdem unterschiedliche Zielfunktionen vorliegen, sollen
im Folgenden die Heuristikwerte für die einzelnen Zielkriterien im Angebotsnetz separat betrachtet
werden. Für das Zielkriterium des Preises in Angebotsnetzen ergibt sich demnach ein Heuristikwert
nach Gleichung 6.25.
ηPreisij ←
1
fPreise (ei→j) + fPreisv (vj)
(6.25)
Dabei repräsentiert fPreise , analog zur Problembeschreibung in Abschnitt 4.2, die Kosten einer Kante
und fPreisv die Kosten eines Knotens.107 Für das Zielkriterium der Lieferwahrscheinlichkeit liegt ein
zu maximierendes Ziel vor, weshalb keine Invertierung stattfinden darf. Des Weiteren dürfen die Ziel-
funktionsbeiträge nicht additiv, sondern müssen multiplikativ verknüpft werden. Aus diesen Gründen
resultiert die Gleichung 6.26 als Berechnungsgrundlage für den Heuristikwert der Lieferwahrschein-
lichkeit.
ηLwkij ← fLwke (ei→j) · fLwkv (vj) (6.26)
Das Zielkriterium des Lieferpuffers wurde ebenfalls als zu maximierendes Ziel definiert. Dabei sollte
jedoch eine Zielfunktion auf Basis des Max-Min-Kriteriums (Wald-Regel) eingesetzt werden, sodass die
folgende Gleichung für die Berechnung eines Heuristikwertes für das Ziel des Lieferpuffers resultiert.108
ηPreisij ← min
{
fPuffere (ei→j) , f
Puffer
v (vj)
}
(6.27)
6.4.4 Konvergenzverhalten und Pheromoninitialisierung
Die meisten Veröffentlichungen zur Thematik ACO drehen sich um die näherungsweise Lösung des
Travelling Salesman Problems oder ähnlicher Permutationsprobleme. Zwischen TSP und dem Parallel
Path Problem bestehen jedoch wesentliche Unterschiede, welche sich auf das Konvergenzverhalten von
ACO auswirken können. Im Folgenden soll der grundlegende Unterschied detailliert werden und ein
für das daraus resultierende Problem möglicher Lösungsansatz vorgestellt werden.
6.4.4.1 Konvergenzverhalten bei TSP und PPP
Ein wesentlicher Unterschied von TSP und PPP ist der Beginn der Lösungskonstruktion einer künstli-
chen Ameise. Während bei TSP eine beliebige Rundreise gesucht und somit ein beliebiger Startknoten
gewählt werden kann, ist der Startknoten bei PPP fest vorgegeben.
Da im TSP-Problem der Startknoten in der Lösungskonstruktion beliebig gewählt werden kann, er-
gibt sich unter Vernachlässigung von Pheromon- und Heuristikinformationen eine Chancengleichheit
für die Auswahl aller Kanten bezüglich der Erreichbarkeit. Begründet auf dem Permutationscharakter
des Problems kann jede Kante auf jeder Position der Entscheidungsfolge gewählt werden. Dem entge-
gen steht die Lösungskonstruktion im Parallel Path Problem. Da der Beginn der Lösungskonstruktion
fixiert und der Graph zyklenfrei ist, ergibt sich, dass jede Kante nur auf einer bestimmten Stufe der Ent-
scheidungsfolge gewählt werden kann. Jede Ameise muss demnach diesen Knoten als ersten Knoten
im Rahmen der Lösungskonstruktion wählen. Jede Entscheidung einer Ameise im Laufe der Lösungs-
konstruktion stellt eine abhängige Entscheidung von den bereits getroffenen Entscheidungen dar, da
107Abweichend zu den Zielfunktionen aus Abschnitt 4.2 wird nachfolgend davon ausgegangen, dass sämtliche Zielfunktionen
sowohl über kanten- als auch knotenabhängige Zielfunktionsbeiträge verfügen können. Siehe Seite 41ff.
108Vgl. Wald-Regel in [Bam96, S. 108].
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alle bis zu einem bestimmten Zeitpunkt der Lösungskonstruktion getroffenen Entscheidungen die Po-
sition der Ameise bestimmen. Diese Position bestimmt die Teilmenge der Kanten, über die der Weg
fortgesetzt werden kann. Da der Graph topologisch sortierbar ist, ergibt sich zudem, dass jede Positi-
on erst auf einer bestimmten Stufe erreichbar ist.109 Wird davon ausgegangen, dass nicht alle Knoten
einer Knotengruppe über alle Knoten einer anderen abhängigen Knotengruppe erreichbar sind, kann
abgeleitet werden, dass die Kanten, die bereits zu Beginn der Lösungskonstruktion gewählt werden
können, die Entscheidungsfreiheit über die Kanten, welche erst später in der Lösungskonstruktion ge-
wählt werden können, stark einschränken.110 Somit kann auch unter Vernachlässigung von Pheromon-
und Heuristikinformationen nicht davon ausgegangen werden, dass alle Kanten des Graphen die glei-
che Auswahlchance bezüglich der Erreichbarkeit besitzen.
Mit der Feststellung aus dem vorigen Absatz kann sich insbesondere bei baumartigen Strukturen
zudem ergeben, dass Kanten zu Beginn der Entscheidungsfolge in der Lösungskonstruktion durch
Ameisen deutlich öfter gewählt werden, als Kanten welche erst gegen Ende der Entscheidungsfolge
ausgewählt werden dürfen. Dies führt im Mittel auch zu einer höheren Aktualisierungsrate dieser Kan-
ten. Wenn zusätzlich davon ausgegangen werden kann, dass alternative Teilbäume von deutlich un-
terschiedlicher Komplexität geprägt sein können, wie es sich beispielsweise durch verschiedene Pfad-
längen aufgrund von ATP- und CTP-Angeboten ergeben kann, führt dieses Phänomen unter nachfol-
gendem Umstand zu einem Problem im Konvergenzverhalten des Algorithmus. Wird innerhalb weni-
ger Iterationen eine Kante zu Beginn der Entscheidungsfolge sehr oft aktualisiert, während eine ande-
re, alternative Kante nur sehr wenige Aktualisierungen erfährt, so wird möglicherweise ein gesamter
Teilbaum oder -graph bereits sehr früh von der Lösungskonstruktion ausgeschlossen. Insbesondere bei
Teilgraphen von sehr hoher Komplexität, bei welchen das Auffinden sehr guter Lösungen, die zu ei-
ner Aktualisierungserlaubnis führen, einige Iterationen in Anspruch nimmt, kann dieses Verhalten sehr
schnell eine unerwünschte Konvergenz gegen lokale Extrema auslösen.
6.4.4.2 Stufenabhängige Pheromoninitialisierung und -verdunstung
Aus den bereits erläuterten Gründen kann eine stufenabhängige Pheromoninitialisierung vorgenom-
men werden, um einer vorzeitigen Konvergenz des Verfahrens entgegen zu wirken. Die stufenweise
Zerlegung des Problems wurde bereits im Rahmen der dynamischen Programmierung behandelt. Da
die Ameisen alle einen gemeinsamen Startpunkt für die Lösungskonstruktion besitzen, der sich auf der
niedrigsten Stufe befindet, sollte auf dieser Stufe die höchste Konzentration von Pheromon zu Beginn
initialisiert werden. Durch eine sehr hohe Pheromonkonzentration über alle Alternativen kann erreicht
werden, dass die Auswahlwahrscheinlichkeiten aufgrund von Verdunstung und Nichtaktualisierung
von Pheromon auf einer Kante nicht zu schnell zurückgeht. Infolgedessen bleiben Kanten über mehrere
Iterationen hinweg mit relativ hoher Wahrscheinlichkeit wählbar und die Konvergenz des Verfahrens
wird künstlich verzögert, was dazu führen sollte, dass letztere gleichmäßiger über alle topologischen
Stufen stattfindet. In diesem Zusammenhang sei darauf hingewiesen, dass diese Methode nur in Kom-
bination mit dem Verdunstungsprinzip des Ant Systems, nicht jedoch dem des Ant Colony Systems an-
wendbar ist. Dies begründet sich darauf, dass bei Anwendung von AS die Pheromonmenge sämtlicher
Kanten des Graphen dem Verdunstungsprozess unterworfen wird, während bei Anwendung von ACS
nur die Kanten des Graphen eine Verdunstung erfahren, die in der Iteration mit einer positiven Phero-
monmenge aktualisiert werden. Eine alternative Vorgehensweise, die bei Anwendung des Ant Colony
Systems Einsatz finden kann, ist, die Verdunstungsrate ρ in Abhängigkeit von der Entscheidungsstufe
einer Kante zu gestalten.
109Vgl. hierzu auch die Ausführungen über die topologische Sortierung des Graphen im Rahmen der dynamischen Program-
mierung in Abschnitt 5.2.1.1 auf Seite 69.
110Dies trifft insbesondere dann ein, wenn das von FORCHHEIM eingeführte Modell der ähnlichen Anfragen aufgrund zu großer
Unterschiede der Anfragen nicht angewendet werden kann. Vgl. Konzept der ähnlichen Anfragen in [For06, S. 71].
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Hybride Methoden und Erweiterungen
In den vergangenen Kapiteln wurde einerseits die dynamische Programmierung als exaktes Verfahren
und andererseits Ant Colony Optimization als metaheuristisches Verfahren vorgestellt und zur Opti-
mierung von Angebotsnetzen im Rahmen des Extended Value Chain Managements eingesetzt. Da die
dynamische Programmierung als Verfahren nur für kleine Probleminstanzen geeignet ist, wurde ACO
als Verfahren zur näherungsweisen Lösung des Problems angestrebt. Im nachfolgenden Kapitel sollen
wesentliche Konzepte der dynamischen Programmierung auf verschiedene Weise in Ameisenalgorith-
men integriert werden. Ziel dieser Hybridisierung ist es, die Approximationsgüte des ACO-Verfahrens
zu verbessern. In diesem Zusammenhang sei erwähnt, dass nicht alle vorgestellten Methoden für alle
Angebotsnetze anwendbar sind, da einige Anwendungen bedingen, dass die zugrunde liegende Pro-
bleminstanz einkriteriell effizient in angemessener Zeit lösbar ist.
DesWeiteren ist eine Übertragung dieser Methoden auf das multikriterielle Shortest Path Problem in
zyklenfreien zusammenhängenden Digraphen ohne Einschränkungmöglich, da dieses einen Spezialfall
des Parallel Path Problems darstellt. Somit findet zwar eine problemspezifische Modellierung für das
Parallel Path Problem statt, die jedoch auf Probleme mit ähnlichen Eigenschaften übertragen werden
kann.
7.1 Pheromonaktualisierung bei Paretooptimierung
Die Aktualisierungsstrategie, die in [Ire01] und [Mer02] zur Paretooptimierung eingesetzt wird, soll
nachfolgend bezüglich der Eigenschaften Exploitation und Exploration untersucht werden.1 Anschlie-
ßend soll eine alternative Methode eingeführt werden, die auf eine Verbesserung der Explorations- und
Exploitationsrate zielt.
7.1.1 Eigenschaften der bisherigen Strategie
Bei der Paretooptimierung nach IREDI ET AL. wird durch jede Kolonie eine lokale nichtdominierte Front
unterhalten, die alle von den koloniezugehörigen Ameisen gefundenen Lösungen beinhaltet, die die
Eigenschaft besitzen, von keiner anderen, bis zum entsprechend aktuellen Zeitpunkt von einer Ameise
der Kolonie gefundenen, Lösung dominiert zu werden. Darauf basierend erhalten genau die Ameisen
einer Iteration das Recht eine Aktualisierung durchzuführen, die eine Lösung erstellt haben, welche
innerhalb dieser Front liegt. Dieses Verfahren wurde ebenfalls in Kombination mit einer kolonieüber-
greifenden globalen nichtdominierten Front eingesetzt. Die globale Front enthält dabei alle (bis zur
entsprechenden Iteration) nichtdominierten Lösungen, welche von den Ameisen aller Kolonien kon-
1Siehe Abschnitt 6.3.2.
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struiert wurden.2 Im Allgemeinen wurden mit der Aktualisierungsstrategie, bei welcher ausschließlich
die Ameisen eine Aktualisierung vornehmen dürfen, die eine Lösung der globalen nichtdominierten
Front bestimmt haben, die besten Ergebnisse erzielt.3
Dürfen nur die Ameisen eine Aktualisierung vornehmen, welche eine Lösung der nichtdominierten
globalen oder lokalen Front konstruiert haben, steigt die Exploitationsrate im Verlauf der Iterationen
stark an. Daraus kann eine vorzeitige Konvergenz des Verfahrens gegen lokale Extrema folgen. Insbe-
sondere der Einsatz von Restart-Strategien als Gegenmaßnahme für dieses Problem führt bei solchen
Verfahren kaum zu Verbesserungen, falls die bisherigen Informationen der nichtdominierten Front bei-
behaltenwerden.4 Mit der Aktualisierungsberechtigung ausschließlich bestenAmeisen bis zum entspre-
chend aktuellen Zeitpunkt zählt diese Methode zu den elitären Strategien, mit denen im Allgemeinen
deutlich bessere Ergebnisse als mit der ursprünglichen Methode des Ant Systems erzielt werden.5
Neben der Frage, welche Ameisen eine Aktualisierung durchführen dürfen, ist die Aktualisierungs-
menge ein weiterer, wichtiger Bestandteil der Strategie. Jede Ameise, welche eine Aktualisierung durch-
führen darf, führt diese nach der Methode von IREDI ET AL. mit einem Wert durch, welcher innerhalb
der Iteration konstant ist.6 Somit steht die Aktualisierungsmenge des Pheromons einer Ameise nicht
direkt in Abhängigkeit mit der Lösungsgüte der durch die Ameise konstruierten Lösung. Der Bezug
zur Lösungsqualität kann ausschließlich über die Eigenschaft der Nichtdominanz dieser Lösung in der
lokalen beziehungsweise globalen Front abgeleitet werden.
Wird analog zu IREDI ET AL. für jedes Zielkriterium eine eigene Pheromonmatrix eingesetzt, sollte
diese Annahme ausschließlich aus dem Grund getroffen werden, dass die Pheromonmatrizen unter-
schiedlicher Kriterien auch verschiedene Kodierungen erfordern. Wird keine unterschiedliche Kodie-
rungsform für die verschiedenen Kriterien verwendet, entsteht bei dieser Methode zudem das Phäno-
men, dass sämtliche Pheromonmatrizen identische Informationen enthalten, da sowohl Aktualisierung
als auch Verdunstung nach dem beschriebenen Verfahren für alle Matrizen gleichartig erfolgen.7
7.1.2 Nadir-Punkt-Strategie
Im Folgenden wird eine alternative Strategie erörtert, die einerseits ähnliche Eigenschaften aufweist wie
die Aktualisierung nach der Strategie von IREDI ET AL., andererseits jedoch ein besseres Verhältnis von
Exploitations- und Explorationsrate zum Ziel hat.
7.1.2.1 Aktualisierungsberechtigte Ameisen
Diese Strategie erfasse genau die Ameisen als aktualisierungsberechtigt, von denen eine Lösung kon-
struiert wurde, die bezüglich ihrer Zielfunktionswerte nicht vomNadir-Punkt yN
global
der globalen nicht-
dominierten Front dominiert wird.8 Alle Ameisen, deren Lösung dieses Anspruchsniveau nicht erreicht,
dürfen demnach auch keine Aktualisierung vornehmen. Die Aktualisierungsberechtigung einer Ameise
ς mit der Lösung piς kann damit über eine binäre Funktion - ∈ {0, 1} wie folgt beschrieben werden.
- (piς) =
{
0 wenn piς 5 yNglobal
1 sonst
(7.1)
Hierbei dürfen alle Ameisen mit - (piς) = 1 die Pheromonkonzentration entlang des Pfades piς ver-
stärken. Da erwartet werden kann, dass sich die globale nichtdominierte Front imVerlauf des Verfahrens
2Vgl. [Ire01]. Dieses Verfahren wurde bereits in Abschnitt 6.3.2 vorgestellt.
3Dies lässt sich darauf zurückführen, dass erstere Methode lediglich eine Multi-Start-Strategie darstellt, während bei letzterer
Methode eine indirekte Kommunikation zwischen den Kolonien stattfindet. Vgl. [Mer02, S. 123f.].
4Vgl. [Fis06a], [Fis06b].
5Vgl. [Dor04, S. 73, S. 88ff.].
6Vgl. [Ire01], [Mer02, S. 116f.]
7Vgl. Gleichungen in Abschnitt 6.3.2 und [Mer02, S. 117].
8Vgl. Konzept des Nadir-Punktes in Abschnitt 3.2.3 auf Seite 14.
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an die tatsächliche Paretofront annähert, steigt die Exploitation über die Iterationen in ähnlicher Weise,
wie dies bei der ursprünglichen Methode nach IREDI ET AL. der Fall ist. Da jedoch die Nichtdominanz-
Eigenschaft der Lösung nicht vorausgesetzt wird, dürfen vergleichsweise mehr Ameisen eine Aktua-
lisierung durchführen, was eine höhere Explorationsrate zur Folge hat. Die Exploration findet jedoch
nicht im gesamten Lösungsraum, sondern ausschließlich im Umfeld der nichtdominierten Front statt,
was ebenfalls einen positiven Effekt auf die Eigenschaft der Exploitation erwarten lässt.
Abbildung 7.1 zeigt einen Vergleich des Nadir-Punkt-Konzeptes mit der herkömmlichen Vorgehens-
weise. In diesem Zusammenhang muss darauf hingewiesen werden, dass bei Verwendung des Nadir-
Punkt-Konzeptes keine konstanten Aktualisierungsmengen verwendet werden sollten. Dies begründet
sich darauf, dass durch die Menge der Ameisen, die eine Aktualisierung durchführen dürfen, nicht wie
im herkömmlichen Verfahren das Ziel der Paretooptimierung implizit formuliert wird. Somit würde
bei der Verwendung konstanter Aktualisierungsmengen keine explizite Suche nach nichtdominierten
Lösungen stattfinden. Aus diesem Grund muss eine Aktualisierungmenge auf Basis der Lösungsgüte
verwendet werden, um sicherzustellen, dass bessere Lösungen entsprechend besser bewertet werden
als schlechtere Alternativen. Im Folgenden werden zwei Methoden aufgezeigt, wie Aktualisierungs-
mengen auf Basis der Lösungsgüte bei mehreren Kriterien erzeugt werden können.
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1
0.75
0.5
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0
(a) Aktualisierung bei Nichtdominanz (b) Nadir-Punkt-Aktualisierung
Abbildung 7.1: Vergleich der mehrkriteriellen Aktualisierungsstrategien
Die Diagramme zeigen die beiden vorgestellten Aktualisierungsstrategien im bikriteriellen Fall. Teil-
bild (a) zeigt die elitäre Strategie nach IREDI ET AL., welche die Nichtdominanz-Eigenschaft voraus-
setzt. Teilbild (b) zeigt die Nadir-Punkt-Strategie im Vergleich. Die aktualisierungsberechtigten Berei-
che sind dabei gesondert hervorgehoben.
Zusätzlich besteht die Möglichkeit, die von IREDI ET AL. angestrebte Methode als elitäre Strategie
anzuwenden und mit der Nadir-Punkt-Strategie zu kombinieren.
7.1.2.2 Skalenbasierte Nadir-Punkt-Strategie
Die nachfolgend vorgestellte Methode bedingt die effiziente Lösbarkeit eines Problems mit Hilfe eines
dynamischen Programms bei einkriterieller Anwendung. Obgleich festgestellt wurde, dass die Enume-
ration von Lösungen bei der einkriteriellen Optimierung mit einem dynamischen Programm bei An-
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gebotsnetzen in vielen Fällen stark begrenzt ist, können dennoch Probleminstanzen existieren, welche
einen exponentiellen Zeit- und Speicherbedarf benötigen. Da dieser Zeit- und Speicherbedarf prohibitiv
groß werden kann, verbietet sich auch die einkritierielle Anwendung dynamischer Programme auf sol-
che Probleminstanzen. Somit kann das vorgestellte Verfahren nur für einen Teil der Probleminstanzen
Anwendung finden.9
Das Verfahren ist gleichermaßen für herkömmliche Kürzeste-Wege-Probleme mit sequentiellen Pfa-
den einsetzbar, wobei für diese Probleme beispielsweise der Algorithmus von DIJKSTRA zur einkrite-
riellen Optimierung eingesetzt werden kann.10 Eine Einschränkung auf bestimmte Probleminstanzen
findet bei herkömmlichen Kürzeste-Wege-Problemen damit nicht statt.
Erfolgt für jedes Kriterium ein separater Optimierungslauf mittels dynamischer Programmierung,
kann der in Abschnitt 3.2.3 beschriebene positive Idealpunkt y+ des Zielraums bestimmtwerden, indem
die ermittelten Zielfunktionswerte der separaten Läufe zu einem Vektor zusammengesetzt werden.11
Wird das Ziel der Optimierung invertiert, sodass ein Minimierungsproblem maximiert und ein Maxi-
mierungsproblem minimiert wird, besteht ebenfalls die Möglichkeit, für jedes Kriterium den unteren
Grenzwert für die Lösungsgüte zu bestimmen, aus welchem der negative Idealpunkt y− des Lösungs-
raums abgeleitet werden kann.
Somit können die Zielfunktionswerte für alle Kriterien nach oben und unten begrenzt werden, was
eine Normierung des Lösungsraums zulässt. Die Zielfunktionswerte Fz (pi) für z = 1, ..., Z für eine
beliebige Lösung pi ∈ Π können demnach im normierten Raum wie folgt dargestellt werden.12
‖Fz (pi)‖ =

Fz(pi)−y−z
y∗z−y−z
wenn y−z < y+z
1− Fz(pi)−y∗z
y−z −y∗z
wenn y+z < y−z
1 wenn y+z = y−z
(7.2)
Der normierte Zielfunktionswert des Kriteriums z kann wie folgt als Grundlage der Pheromonmenge
in die Aktualisierungsmethode des Verfahrens integriert werden.
∆τzij ←
∑
∀ς:((piς)=1
(‖Fz (piς)‖)γ (7.3)
Der Parameter γ ∈ R> stellt eine Möglichkeit bereit, die Exploration oder die Exploitation des Algo-
rithmus zu verstärken. Bei der Wahl von γ > 1 wird die Exploitation umso stärker gefördert, je höher
der Parameter gewählt wird. Analog wird für die Wahl von 0 < γ < 1 die Exploration umso stärker
gefördert, je kleiner der Parameter gewählt wird. Somit kann das Verhalten des Algorithmus hinsicht-
lich dieser Eigenschaften besser gesteuert werden. Die Funktion - beschreibt, wie bereits erläutert, die
Aktualisierungsberechtigung einer Ameise.13
7.1.2.3 Verwendung von Aktualisierungsmengen nach Ant-cycle
Neben der Methode, die auf Bewertungsskalen beruht, die durch die dynamische Programmierung er-
mittelt werden und die somit nicht für alle Probleminstanzen einsetzbar ist, besteht des Weiteren die
Möglichkeit, Aktualisierungsmengen nach dem ursprünglichen Verfahren AS/Ant-cycle zu verwen-
den. In dieser Variante des Ant Systems wurde die Aktualisierungsmenge durch die Lösungsgüte der
9Vgl. Abschnitt 5.3 auf Seite 79.
10Vgl. [Dij59].
11Siehe Seite 14.
12Siehe Normierung in Abschnitt 3.4.3 auf Seite 23. Vgl. auch [Kle02, S. 373]. Gleichartige Normierungen finden sich beispiels-
weise in der Fuzzy-Nutzwertanalyse oder beim Compromise Programming. Vgl. [Coe02, S. 31], [Rot98, S. 226].
13Vgl. Gleichung 7.1 auf Seite 112.
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Lösung bestimmt, indem bei TSP die invertierte Tourlänge als Aktualisierungsmenge verwendet wurde.
Dieses Konzept ist problemlos auch auf mehrere Kriterien übertragbar, wenn für jedes Kriterium eine
eigene Pheromonmatrix verwendet wird.14
∆τzij ←
∑
∀ς:((piς)=1 F
′
z (piς)
mit F ′z (piς) =

Fz (piς)
1
γ wenn Fz → max
Fz (piς)
−γ wenn Fz → min
(7.4)
Gleichung 7.4 zeigt die Berechnung der Aktualisierungsmenge nach dem Ant System. Analog zu
den im vorigen Abschnitt vorgestellten skalenbasierten Aktualisierungsmengen wurde ebenfalls der
Parameter γ zur Steuerung der Exploration und Exploitation im Rahmen der Pheromonaktualisierung
eingeführt. Zusätzlich wurde eine Fallunterscheidung für zu minimierende und zu maximierende Ziel-
funktionen getroffen.
7.2 Paretooptimierung mit Auswahl nach Fuzzy Decision Making
Im Folgenden soll eine Entscheidungsregel entwickelt werden, welche mit Hilfe von Fuzzy Decision
Making eine zielgenauere Suche ermöglichen soll. Ziel der Regel ist eine Erhöhung der Diversität der
durch die Paretooptimierung mit Hilfe von ACO ermittelten Lösungen, um eine möglichst gleichmä-
ßige Abdeckung der Paretofront durch Lösungen der nichtdominierten Front des Ameisenalgorithmus
zu erreichen. Ein weiteres Ziel ist es, mögliche Probleme der bereits vorgestellten multikriteriellen Ent-
scheidungsregel auf Basis des gewichteten Produktes zu überwinden.
7.2.1 Ausgangssituation
Zunächst soll die bisher verwendete multikriterielle Entscheidungsregel näher untersucht werden. Da-
bei soll weniger die Entscheidung, sondern vielmehr die Berechnung der Auswahlwahrscheinlichkeiten
analysiert werden, auf deren Basis die Entscheidungen der Ameisen getroffen werden.
7.2.1.1 Bisherige multikriterielle Entscheidungsregel
Die von IREDI, MERKLE und MIDDENDORF angestrebte Entscheidungsregel beziehungsweise Berech-
nung der Auswahlwahrscheinlichkeiten für die Paretooptimierung mittels ACO wurde auch für die
Optimierung von Angebotsnetzen präferiert.15 Diese Entscheidungsregel wurde in der Literatur zu-
nächst für bikriterielle Probleme vorgestellt und für eine beliebige Kriterienanzahl erweitert, sodass die
folgende Gleichung für die Berechnung der Auswahlwahrscheinlichkeiten resultierte.16
pij =
∏Z
z=1
(
τzij
)α·λz · (ηzij)β·λz∑
h∈Nςi
∏Z
z=1 (τ
z
ih)
α·λz · (ηzih)β·λz
(7.5)
Diese Entscheidungsregel verknüpft die Variablen der einzelnen Kriterien nach dem Konzept des ge-
wichteten Produktes. Eine gleichartige Entscheidungsregel auf Basis derMethode der gewichteten Sum-
me wurde von GUNTSCH ebenfalls diskutiert.17
14Vgl. Ant System in [Dor04, S. 72].
15Vgl. [Ire01, S. 363], [Mer02, S. 116] i.V.m. [Kam06].
16Vgl. Abschnitt 6.3.2 auf Seite 94 sowie [Ire01, S. 363] und [Mer02, S. 116].
17Vgl. [Gun04, S. 118].
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Beide Entscheidungsregeln zählen, wie bereits festgestellt, zu den kompensatorischen Verfahren und
weisen die damit verbundenen Schwächen auf, die in Kapitel 3 behandelt wurden.18 Da diese kompen-
satorischen Effekte bisher ausschließlich im Zusammenhang mit Vergleichen von vollständigen Lösun-
gen eines Problems betrachtet wurden, entsteht zunächst die Fragestellung, inwiefern diese Schwächen
eine Verzerrung der Auswahlwahrscheinlichkeiten hervorrufen können. Ein weiteres Problem, welches
ebenfalls bereits in Abschnitt 3.4.3 beschrieben wurde, entsteht durch das Problem, dass die Methode
der gewichteten Summe beziehungsweise des gewichteten Produktes nicht in Kombination mit nicht-
konvexen Paretofronten eingesetzt werden kann.19 Wenn a priori die Eigenschaft der Konvexität der
Paretofront nicht nachgewiesen werden kann, stellt sich die Eignung dieser Verfahren demnach in Fra-
ge.20
7.2.1.2 Kompensatorische Effekte bei lokalen Entscheidungen
Durch Ameisenagenten werden Lösungen auf Grundlage lokaler Entscheidungen konstruiert. In Rund-
reise- und Kürzeste-Wege-Problemen korrespondieren diese lokalen Entscheidungen mit Kanten bezie-
hungsweise Knoten, die zu einem Lösungspfad hinzugefügt werden. Die Zielfunktionswerte eines Pfa-
des setzen sich aus Zielfunktionsbeiträgen zusammen, die sich durch die Kanten und Knoten, welche
Bestandteil des Pfades sind, zusammensetzen.21 Folglich besteht die Möglichkeit, dass sich die kom-
pensatorischen Effekte, bedingt durch die Auswahlregel auf Basis eines kompensatorischen Verfahrens,
von lokalen Entscheidungen auf die Konstruktion des Pfades übertragen können. Somit besteht die Ge-
fahr, dass die systematische Durchmusterung des Suchraums mit Gewichtungsvektoren von Ameisen
so stark verzerrt wird, dass manche Regionen des Suchraums deutlich schlechter durchsucht werden als
andere. Daraus resultiert möglicherweise eine nur sehr ungleichmäßige Approximation der Paretofront
hinsichtlich der Abdeckung.22
In Abhängigkeit davon, ob es sich um eine konvexe oder konkave Paretofront handelt, könnte sich
somit der Effekt ergeben, dass entweder die Randbereiche oder der zentrale Bereich der Front besser
durchsucht werden als die übrigen Regionen. Dies kann darauf zurückgeführt werden, dass die sys-
tematische Durchmusterung mit Gewichtungsvektoren gleichmäßig im Raum erfolgt. Da der kompen-
satorische Effekt jedoch nur bei der Berechnung der Auswahlwahrscheinlichkeiten auftreten kann und
das Treffen lokaler Entscheidungen zusätzlich stochastischen Einflüssen unterliegt, bleibt dennoch die
Frage, wie stark diese Effekte auftreten können.
Im Folgenden soll zunächst eine Auswahlregel vorgestellt werden, die auf Fuzzy Decision Making
basiert und somit keine Kompensation zwischen den Zielkriterien erlaubt. Durch vergleichende Tests
der nachfolgend vorgestellten sowie der herkömmlichen Entscheidungsregel kann einerseits festgestellt
werden, ob undwie stark diese Effekte beiWahl der kompensatorischen Regel auftreten können und an-
dererseits analysiert werden, ob die Approximationsgüte aufgrund der pessimistischen Entscheidungs-
regel reduziert wird oder sich diese Regel besser für die Paretooptimierung mit ACO eignet.
7.2.2 Auswahlwahrscheinlichkeiten über Fuzzy Decision Making
Fuzzy Decision Making wurde bereits in Abschnitt 3.4.5 vorgestellt. Nachfolgend soll eine problemspe-
zifische Anpassung für die Berechnung der Auswahlwahrscheinlichkeiten erfolgen.23
18Vgl. Abschnitt 3.4.3 auf Seite 23 sowie [Coe02, S. 370].
19Wenn davon ausgegangen wird, dass die Zielfunktionen minimiert werden sollen. Siehe Seite 23.
20Vgl. [Coe02, S. 370].
21Vgl. Anwendung auf das TSP-Problem in [Dor04, S. 65ff.].
22Die ungleichmäßige Approximation bezieht sich auf die Eigenschaft der Näherungsfront, dass zu einem Teil der paretoopti-
malen Lösungen gute Näherungslösungen mit kurzer räumlicher Entfernung im Zielraum existieren, während für einen anderen
Teil der Paretofront keine guten Lösungen gefunden wurden.
23Vgl. Abschnitt 3.4.5 auf Seite 27.
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Zunächst müssen sowohl die Heuristikwerte als auch die Pheromonwerte der einzelnen Alternati-
ven für alle Kriterien in Fuzzy-Mengen überführt werden. Aus diesem Grund werden die beiden Zuge-
hörigkeitsfunktionen µτ und µη definiert, die das reelle Maß eines Pheromon- oder Heuristikwertes in
einen normierten Wert überführen, der als Zugehörigkeitsgrad der Fuzzy-Menge dienen kann.24
Dabei soll eine Normierung erfolgen, welche einen Wert als Anteilswert von Gesamtmasse 1 reprä-
sentiert. Die Gesamtmasse umfasst dabei die Werte aller Alternativen.
µτ =
τzij∑
h∈Nςi τ
z
ih
, µη =
ηzij∑
h∈Nςi η
z
ih
(7.6)
Eine andere Normierung, welche die reellwertigen Größen in Zugehörigkeitsgrade prozentualer Natur
überführt, ist ebenfalls denkbar. Jedoch besteht bei der Skaleneinordnung einzelner Werte zwischen ei-
nem Minimal- und Maximalwert das Problem, dass der Minimalwert eine Zugehörigkeit von 0 erzeugt
und somit zu einer gleichwertigen Auswahlwahrscheinlichkeit p = 0 führt. Aus diesem Grund müsste
eine untere Grenze eingeführt werden, welche die minimale Zugehörigkeit repräsentiert. Somit scheint
die anteilswertige Normierung die bessere Alternative.
Auf Basis dieser Transformationsfunktionen kann die folgende Berechnungsgrundlage für die Aus-
wahlwahrscheinlichkeiten der Pseudo-Random-Proportional Rule in Kombination mit dem Konzept
des Fuzzy Decision Makings definiert werden.25
pij =
min∀z=1,...,Z
{
1
λz
· µτ
(
τzij , z
)α · µη (ηzij , z)β}∑
h∈Nςi min∀z=1,...,Z
{
1
λz
· µτ (τzih, z)α · µη (ηzih, z)β
} (7.7)
Nach der Natur des Konzeptes von Fuzzy Decision Making besitzt diese Entscheidungsregel keine
kompensatorischen Eigenschaften und sollte eine gleichmäßigere Abdeckung der Paretofront im Ver-
gleich zur Entscheidungsregel auf Basis des gewichteten Produktes ermöglichen.26
7.3 Problemreduktion
Eine weitere Möglichkeit der Hybridisierung stellt eine Reduktion des Problems mit Hilfe der dyna-
mischen Programmierung dar. Trotz der Ineffizienz des multikriteriellen Verfahrens zur exakten Be-
stimmung der Paretofront kann das Verfahren soweit transformiert werden, dass es effizient zur Ver-
einfachung des Eingabeproblems eingesetzt werden kann, um die Problemkomplexität zu reduzieren.
Wesentliches Ziel ist es dabei, das Eingabeproblem auf die tatsächlich schwierigen Entscheidungen zu
reduzieren. Durch diese Problemreduktion wird angestrebt, dass die Lösungsqualität eines eingesetz-
ten Ameisenalgorithmus gesteigert werden kann, da das Eingabeproblem über einen deutlich kleineren
Lösungsraum verfügt und eine bessere Konzentration der künstlichen Ameisen auf die hinsichtlich der
Komplexität tatsächlich schwierigen Entscheidungen stattfinden kann.
7.3.1 Dominanz von Teilgraphen
Um die dynamische Programmierung zur Problemreduktion einzusetzen, sollen die Konzepte des ein-
kriteriellen und desmultikriteriellen Verfahrensmiteinander verbundenwerden. In diesem Zusammen-
hang werden aus Gründen der Komplexität nur die Teilgraphen, die keine Divergenzpunkte enthalten,
durch die Problemreduktion betrachtet. Teilgraphen mit Divergenzpunkten werden ausgeblendet und
können nicht durch den Algorithmus reduziert werden.
24Vgl. Abschnitt 3.4.5 und [Ber00, S. 25].
25Vgl. Abschnitt 3.4.5 i.V.m. [Dor04, S. 77].
26Dies kann aufgrund der Verwendung des Minimum-Operators abgeleitet werden.
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Die Effizienz des einkriteriellen Verfahrens ergibt sich aus dem Umstand, dass, falls alle redundan-
ten Lösungen vernachlässigt werden, jedes Teilproblem genau eine optimale Lösung besitzt. Da jeder
Knoten als separates Teilproblem aufgefasst wird, entstehen somit genauso viele Lösungen für Teilpro-
bleme wie Knoten im Graphen existieren. Die Lösung eines Teilproblems setzte sich aus den lokalen
Kostenwerten des Knotens sowie den Zielfunktionswerten der optimalen Lösungen aller abhängigen
Teilprobleme auf tieferen Stufen im Graphen zusammen.
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Abbildung 7.2: Problemreduktion mit dynamischer Programmierung am Beispiel
Das Beispiel zeigt ein bikriterielles Angebotsnetz mit sieben Angeboten. Die Variablen f1 und f2 re-
präsentieren die Zielfunktionswerte der einzelnen Angebote. Die Einzelwerte unterliegen dabei einer
additiven Verknüpfung bei Minimierung des Zielfunktionswertes. Wird eine Problemreduktion für
dieses Netz durchgeführt, können alle Pfade unterhalb des Angebotes A2 ausgeschlossen werden, da
der Ideal-Punkt y+(A2) vom Nadir-Punkt yN (A1) dominiert wird. Der Knoten A2 kann somit vom
Optimierungsprozess ausgeschlossen werden.
Die nicht auszuschließende exponentielle Laufzeit des multikriteriellen Verfahrens ergab sich aus
dem Problem, dass nicht für jedes Teilproblem genau eine, sondern möglicherweise sehr viele pareto-
optimale Lösungen existieren können, welche bei der Lösung übergeordneter Probleme auf höheren
Stufen im Graphen zu einer kombinatorischen Explosion der Lösungsmenge für diese Probleme führen
können.
Wird für das multikriterielle Verfahren eine Möglichkeit geschaffen, dass für jedes Teilproblem nur
genau eine Lösung entsteht, die in übergeordnete Probleme eingeht, könnte es somit als effizient einge-
stuft werden.
Da Teilgraphen als eigenständiges multikriterielles Problem aufgefasst werden können, besitzen die-
se analog zum eigentlichen Problem einen eigenen Lösungsraum und folglich eine eigene Paretofront.
Der Nadir-Punkt dieser Front definiert einen Punkt im Lösungsraum des Teilproblems, der von allen
Lösungen der Front dominiert wird und somit eine untere Beschränkung darstellt. Wird dieser Punkt
als Substitution der einzelnen zugehörigen Lösungen zu den Vektoren der Paretofront für die Teilpro-
bleme eingesetzt, entsteht genau eine Lösung beziehungsweise ein Zielvektor für ein Teilproblem. Da
in übergeordneten Problemen ebenfalls nur genau eine Lösung, der Nadir-Punkt, als Lösung unterge-
ordneter Probleme zur Verfügung steht, wird die Enumeration der Lösungen gleich dem einkriteriellen
Verfahren stark begrenzt.
Wird neben der Bestimmung des Nadir-Punktes die Berechnung des positiven Idealpunktes durch-
geführt, kann eine Prüfung auf Dominanz zwischen Teillösungen beziehungsweise Zielvektoren erfol-
gen. Im Rahmen dieser Dominanzprüfung wird jeweils der Nadir-Punkt einer Alternative mit dem
Idealpunkt einer anderen Alternative verglichen. Kann festgestellt werden, dass der Zielvektor des po-
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sitiven Idealpunktes einer Alternative A1 vom Nadir-Punkt einer anderen Alternative A2 dominiert
wird, kann geschlussfolgert werden, dass der gesamte Teilgraph unterhalb der dominierten Alternati-
ve A1 von der Problemlösung ausgeschlossen werden darf, da alle Lösungen des Teilproblems A1 von
jeder beliebigen Lösung des alternativen Teilproblems A2 dominiert werden.
Eine exakte Bestimmung der Paretofront ist mit dieser Vorgehensweise allerdings nicht möglich,
da ausschließlich dominierte Teilgraphen ausgeschlossen werden können und keine Enumeration tat-
sächlicher Lösungen stattfindet. Da nur die unteren und oberen Schranken der Teilproblem-Fronten
betrachtet werden, wird das Verfahren umso ungenauer, je näher sich ein Teilproblem am Startknoten
(Endprodukt des Angebotsnetzes) befindet.
7.3.2 Algorithmisches Konzept
Nachdem das Konzept der Problemreduktion mittels dynamischer Programmierung zunächst verbal
erläutert wurde, soll im Folgenden eine algorithmische Umsetzung erfolgen.
Algorithmus 13 Dynamisches Programm zur Problemreduktion
1 function REDUCTPROBLEM(Graph G)
2 REDUCTPROBLEMNODE(G, startnode)
3 end function
4 function REDUCTPROBLEMNODE(Graph G, Node vi):VirtualSolution
5 if v markiert then
6 return tp[vi]
7 else
8 tp[vi]←INIT(vi)
9 foreach Kantengruppe k ∈ vi do
10 VirtualSolution tptemp ←REDUCTPROBLEMEDGEGROUP(G, k)
11 tp[vi].y+ ← tp[vi].y+ , tptemp.y+
12 tp[vi].yN ← tp[vi].yN , tptemp.yN
13 tp[vi].NodeConstraints← tp[vi].NodeConstraints ∨ tptemp.NodeConstraints
14 end foreach
15 Markiere vi
16 return tp[vi]
17 end function
18 function REDUCTPROBLEMEDGEGROUP(Graph G, Kantengruppe k):VirtualSolution
19 VirtualSolution tptemp ← ∅
20 foreach Kante ei→j ∈ k do
21 tpsub[ei→j ]←REDUCTPROBLEMNODE(G, vj)
22 end foreach
23 tpsub ←MARKDOMINATION(tpsub)
24 foreach Kante ei→j ∈ k do
25 if tpsub[ei→j ].Dominated = true then E ← E\{ei→j}
26 end foreach
27 tptemp.y+ ←Positiver Idealpunkt aller Objekte in tpsub
28 tptemp.yN ←Nadir-Punkt aller Objekte in tpsub
29 return tptemp
30 end function
Anmerkungen
Einstiegspunkt der Problemreduktion ist die Methode REDUCTPROBLEM. Das Konstrukt der virtuellen Lösung
(oben VirtualSolution) besteht aus den Attributen der Zielwertvektoren des Nadir-Punktes und des Idealpunktes,
der Dominated-Eigenschaft und einer einfachen Liste von Knotenrestriktionen. Die Knotenrestriktionen umfassen
dabei alle Knoten auf einem virtuellen Pfad, welche einen Divergenzpunkt darstellen.
Ähnlich der dynamischen Programmierung werden dabei zwei rekursive Funktionen definiert, wel-
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Algorithmus 14 Hilfsfunktionen zur Problemreduktion
1 functionMARKDOMINATION(VirtualSolution[] tpList):VirtualSolution
2 foreach VirtualSolution tp1 ∈ tpList do
3 foreach VirtualSolution tp2 ∈ tpList do
4 if tp1 '= tp2 and tp1.Dominated = false and tp2.Dominated = false then
5 if tp1.NodeConstraints = ∅ and tp2.NodeConstraints = ∅ then
6 if tp1.y+ * tp2.yN then tp1.Dominated← true
7 if tp2.y+ * tp1.yN then tp2.Dominated← true
8 end if
9 end if
10 end foreach
11 end foreach
12 return tpList
13 end function
14 function INIT(Knoten vi): VirtualSolution
15 VirtualSolution tp← ∅
16 if vi = Dominanzpunkt then
17 tp.NodeConstraints← tp.NodeConstraints ∨ vi
18 end if
19 return tp
20 end function
Anmerkungen
Die Hilfsfunktionen beschreiben einerseits die Initialisierung eines virtuellen Pfades und andererseits den Test und
die Markierung virtueller Lösungen auf gegenseitige Dominanz. Da nur die Teilprobleme beachtet werden, welche
keine Divergenzpunkte enthalten, wird diese Eigenschaft in Zeile 5 für die Dominanzprüfung vorausgesetzt.
che die Kantengruppen und die Knoten des Graphen gesondert betrachten.27 Algorithmus 13 zeigt diese
Funktionen.
Zusätzlich wird als Datenstruktur eine virtuelle Lösung eingeführt, die zwar keine Informationen
über Kanten oder Knoten beinhaltet, dafür aber Ober- und Untergrenzen der Zielwerte im Zielraum
des Teilproblems enthält.
Die Funktion, welche die Knoten des Graphen betrachtet, initiiert die Bestimmung des idealen Punk-
tes und desNadir-Punkt-Vektors der einzelnen untergeordneten Kantengruppen. Diese Vektoren fließen
anschließend in die virtuelle Teilproblemlösung des Knotens ein. Die tatsächliche Bestimmung des idea-
len Punktes und des Nadir-Punktes wird durch die Funktion gewährleistet, welche die Kantengruppen
betrachtet. Neben den Funktionen zur Reduktion werden die in Algorithmus 14 gezeigten Hilfsfunktio-
nen notwendig.
7.4 Die Look-Ahead-Heuristic
Im Folgenden sollen einige Probleme der Standard-Heuristik, welche durch ACO als Hilfsmittel zur
Lösungskonstruktion verwendet wird, aufgezeigt werden. Anschließend soll das Konzept der Look-
Ahead-Heuristic vorgestellt werden, welche eine Überwindung der gezeigten Probleme zum Ziel hat.
Ein Teil der folgenden Ausführungen wurde bereits in [Fis06a] und [Fis06b] veröffentlicht.
7.4.1 Ausgangssituation
Wie bereits erklärt wurde, nutzt die ACO-Heuristik neben den Pheromoninformationen ebenfalls Heu-
ristikwerte im Rahmen der Lösungskonstruktion. Zu Beginn eines Optimierungslaufs wird zunächst
27Siehe Abschnitt 5.2.1.3 auf Seite 72.
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angestrebt, die künstlichen Ameisen in vielversprechende Bereiche des Suchraums zu führen. Diese
Suchbereiche sollen in späteren Iterationen detaillierter durchsucht werden. An dieser gesteuerten Ex-
ploration zu Beginn des Verfahrens sind die Heuristikwerte maßgeblich beteiligt, da die Aussagekraft
der Pheromoninformationen in den ersten Iterationen nur sehr gering ist. Die Aussagekraft der Phero-
monspuren nimmt erst im Laufe des Verfahrens zu, was eine sukzessive Abnahme der Wichtigkeit der
Heuristikinformationen zur Folge hat.
Die Lösungskonstruktion von künstlichen Ameisen kann bis zu einem gewissen Grad mit der Lö-
sungskonstruktion der Greedy-Heuristik verglichen werden. Beim Greedy-Prinzip wird eine Lösung
sukzessive durch das Treffen lokaler Entscheidungen konstruiert. Dabei gilt das Prinzip des besten
Nachfolgers, der über den erwarteten Zielfunktionsbeitrag der hinzuzufügenden Komponente (Kan-
te oder Knoten) bestimmt wird.28
Zunächst sei angenommen, dass die Pheromonkonzentration bei der Initialisierung für alle Kan-
ten, welche gleichzeitig Element einer Alternativenmenge für eine lokale Entscheidung sein können,
gleich hoch gewählt wird. Wird die Pseudo-Random-Proportional Rule mit dem Parameter q0 = 1
verwendet, so ist die Lösungskonstruktion einer Ameise identisch mit der Lösungskonstruktion der
Greedy-Heuristik. Auch bei der Wahl eines Parameters 0 < q0 < 1 werden Kanten mit guten lokalen
Heuristikwerten deutlich gegenüber Kanten mit schlechten lokalen Heuristikwerten bevorzugt, da die
Wahrscheinlichkeitsverteilung in direktem Maße von den lokalen Heuristikwerten abhängt. Demnach
kann abgleitet werden, dass die Lösungskonstruktion durch Ameisenagenten in den ersten Iterationen
genau dann vielversprechend ist, wenn auch die Lösungskonstruktion mit der Greedy-Heuristik unter
Verwendung der Heuristikwerte sinnvoll erscheint.
KISTNER nennt das Konstruktionsprinzip der Greedy-Heuristikmyopisch (kurzsichtig), da in der fle-
xiblen Anfangsphase der Lösungskonstruktion möglichst gute Komponenten in die Lösung aufgenom-
men werden, während gegen Ende der Lösungskonstruktion ausschließlich schlechte Komponenten
verbleiben, die in die Lösung aufgenommen werden müssen.29
Dieses beziehungsweise ein ähnliches Problem entsteht in Angebotsnetzen hauptsächlich aufgrund
des Umstandes, dass die Pfadlängen von Lösungen stark variieren können. Dies begründet sich darauf,
dass benötigte Vorprodukte für einen Prozessschritt entweder durch andere Kompetenzzellen geliefert
werden müssen oder aber diese Vorprodukte beispielsweise aus dem lokalen Lagerbestand entnommen
werden können. Somit ist es teilweise nicht erforderlich, bestimmte Prozessschritte auszuführen bezie-
hungsweise bestimmte Vorprodukte durch andere Kompetenzzellen liefern zu lassen. Werden durch
einen Prozessschritt benötigte Vorprodukte nicht durch andere Kompetenzzellen geliefert, sondern aus
dem lokalen Lagerbestand der Kompetenzzelle entnommen, findet keine getrennte Abrechnung hin-
sichtlich des Preises statt. Der Preis des Prozessschrittes enthält dann sowohl Kosten für den eigentli-
chen Prozessschritt als auch jene, welche durch das entsprechende Vorprodukt anfallen. Bei einer Lie-
ferung des Vorproduktes durch eine andere Kompetenzzelle würde eine getrennte Abrechnung dieses
Vorproduktes entstehen.Wird aus den lokalen Kostenwerten des Angebotes ein Heuristikwert nach obi-
ger Darstellung erzeugt, so entstehen genau dann verfälschte Werte, wenn sowohl Alternativen in der
Alternativenmenge existieren, die benötigte Vorprodukte aus dem Lagerbestand entnehmen als auch
solche Alternativen, die auf eine Lieferung durch andere Kompetenzzellen angewiesen sind. Da der
Preis ein zu minimierendes Kriterium darstellt, würden demnach Alternativen, welche Vorprodukte
aus dem ATP-Bestand entnehmen, aufgrund der beschriebenen Kurzsichtigkeit deutlich schlechter be-
wertet werden als die Alternativen, welche das Vorprodukt durch andere KPZ liefern lassen. Wird der
Umstand bedacht, dass durch zusätzliche Lieferungen auch zusätzliche Logistikkosten anfallen, kann
aus der Standard-Heuristik eine zur Realität widersprüchliche Bewertung resultieren.
Durch diese Vorgehensweise würde bei der Lösungskonstruktion in den ersten Iterationen eine
28Vgl. [Kis03, S. 239].
29Vgl. [Kis03, S. 239].
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grundsätzliche Übervorteilung längerer Pfade gegenüber kürzeren Pfaden stattfinden. Folglich besteht
aufgrund dieser fehlerhaften Bewertung lokaler Alternativen die Gefahr, dass die Ameisenagenten be-
reits in den ersten Iterationen in Regionen des Suchraums geführt werden, welche stark überbewertet
sind. Damit steigt ebenfalls das Risiko, dass das Verfahren vorzeitig gegen Lösungen mit lokalen Extre-
ma im Zielraum konvergiert.
Da festgestellt wurde, dass die Standard-Heuristikwerte maßgeblicheMängel aufweisen, kann somit
der Einsatz dieser für Ameisenalgorithmen, welche zur Optimierung von Angebotsnetzen des EVCM
eingesetzt werden sollen, nicht empfohlen werden. Im Folgenden soll ein Konzept für Heuristikwerte
vorgestellt werden, welches deutlich bessere Eigenschaften aufweist.
7.4.2 Konzept der Look-Ahead-Heuristic
Aufgrund der festgestellten Mängel der Standard-Heuristikwerte wurde ein Verfahren zur Generierung
von Heuristikwerten entwickelt, welches die aufgeführten Probleme bei Angebotsnetzen überwindet.
7.4.2.1 Verfahren
In der dynamischen Programmierung fand die Zerlegung eines Problems in viele Teilprobleme statt,
die separat entsprechend einer Stufenzuordnung gelöst wurden. Dabei wurde jeder Knoten eines An-
gebotsnetzes als eigenständiges Teilproblem betrachtet. Folglich stellt die Lösung eines Teilproblems die
Lösung eines Teilgraphen dar, welcher unterhalb eines Knotens folgt, sodass eine resultierende Lösung
des Teilproblems einen vollständigen Parallelpfad in dieser Unterstruktur darstellt. Dies entspricht ei-
nem Parallelpfad ausgehend von dem als Teilproblem betrachteten Knoten bis hin zur Blattknotenebene
des Angebotsnetzes.
Wird die dynamische Programmierung separat für jedes Kriterium durchgeführt, wird somit für je-
den Knoten des Graphen ein optimaler Parallelpfad bis zur Blattknotenebene des Graphen bestimmt.
Da in ACO für jedes Kriterium ein separater Heuristikwert benutzt wird, kann die einkriterielle dy-
namische Programmierung folglich genutzt werden, um Heuristikwerte für die einzelnen Knoten und
den ihnen vorgelagerten Kanten zu erstellen, welche deutlich mehr Informationen über die folgenden
Knoten des Graphen besitzen, als dies bei den Standard-Heuristikwerten der Fall ist.
Die nachfolgenden Gleichungen stellen die Berechnungsgrundlagen für die vorausschauendenHeu-
ristikwerte auf Basis der unikriteriell-optimalen Lösung für Teilprobleme dar.
ηPreisij ← 1fPreise (ei→j)+FPreisv (pivj )∗
ηLwkij ← fLwke (ei→j) · FLwkv
(
pivj
)∗
ηPufferij ← min
{
fPuffere (ei→j) , FPufferv
(
pivj
)∗}
(7.8)
Der Funktionswert F zv
(
pivj
)∗ repräsentiert dabei jenen der optimalen Lösung pivj für das Kriterium z
des Teilproblems, welches durch den Knoten vj definiert wird. In Algorithmus 15 wird die Look-Ahead-
Heuristic in Form von Pseudo-Code aufgezeigt.
Da es sich um Heuristikwerte handelt, die nicht auf eine exakte Lösung des Problems zielen, wur-
den die Erweiterungen, welche Divergenzpunkte gesondert betrachten, nicht verwendet. Grundlage für
diese Entscheidung ist die garantierte Effizienz bei der Erstellung der Heuristikwerte. Heuristikwerte,
die auf diese Weise generiert wurden, genießen den Vorzug, dass auch unterschiedliche Pfadlängen der
Lösungen keine Probleme verursachen. Zusätzlich verfügen diese Heuristikwerte über einen deutlich
höheren Informationsgehalt. Im Folgenden sollen die beiden möglichen Varianten des Verfahrens vor-
gestellt werden.
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Algorithmus 15 Berechnung von Look-Ahead-Heuristic-Werten für das Parallel Path Problem
1 function CALCULATELAH(Graph G)
2 foreach Kriterium z do
3 OPTIMIZEDP(G, Startknoten, z)
4 foreach ei→j ∈ E do
5 ηzi→j ← fze (ei→j) , F z pivj
6 end foreach
7 end function
8 function OPTIMIZEDP(Graph G, Knoten vi, Kriterium z):Pfad
9 if vi nicht als bearbeitet markiert then
10 Pfad pivi ← ∅
11 if vi '= Blattknoten then
12 foreach Kantengruppe kgi ∈ K do
13 subpaths← ∅
14 foreach Kante ei→j = (vi → vj , kgi, ...) ∈ E do
15 subpaths[ei→j]←OPTIMIZEDP(G, vj , z)∨ (ei→j)
16 end foreach
17 Füge alle Kanten und Knoten der besten Alternative in subpaths
hinsichtlich des Kriteriums z zur Teillösung pivi hinzu
18 end foreach
19 end if
20 Markiere Knoten vi als bearbeitet
20 pivi ← pivi ∨ (vi)
21 return pivi
22 end function
Anmerkungen
Die Verknüpfungsoperation zwischen f und F in Zeile 5 des Algorithmus entspreche dem Verknüpfungsoperator
der Zielfunktion des Kriteriums. Dabei wurden zu maximierende Kriterien als Grundlage gewählt. Die verwen-
deten Symbole entstammen der Problemdefinition aus Kapitel 4. Der hier dargestellte Algorithmus entspricht der
Best-Case-Variante.
7.4.2.2 Worst- und Best-Case-Variante
Neben der bereits vorgestellten Variante der Look-Ahead-Heuristic ist eine weitere Variation denkbar,
welche näher untersucht werden soll. In der vorgestellten Variante werden die optimalen Zielfunk-
tionswerte der Knoten für die jeweiligen Kriterien berechnet. Unter der Annahme, dass die einzelnen
Zielkriterien in konkurrierender Zielbeziehung stehen, ist es sehr wahrscheinlich, dass vorteilhafte Heu-
ristikwerte für mehrere Ziele zu unterschiedlichen Lösungen unterhalb eines Knotens führen werden.
Somit ist die Wahl von vorausschauenden Heuristikwerten auf Basis der optimalen Lösungen von Teil-
problemen eine optimistische Vorgehensweise. Dieser Best-Case-Variante entgegen steht, inspiriert von
der Methode des Fuzzy Decision Making, die pessimistische Vorgehensweise, die nicht die optimalen
Lösungen der Teilprobleme, sondern die pessimalen Lösungen generiert. Bei der Worst-Case-Variante
wird der durch den Heuristikwert repräsentierten pessimalen Lösung für ein Teilproblem ein Zielfunk-
tionswert beziehungsweise -beitrag garantiert, welcher von allen partiellen Lösungen unterhalb eines
Knotens mindestens erfüllt wird. Somit findet weniger eine Bewertung einzelner Pfade, sondern viel-
mehr eine Bewertung eines ganzen Teilbaums und somit einer Region des Suchraums statt.
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Kapitel 8
Evaluierung
Gegenstand dieser Arbeit sind Lösungsansätze auf Basis der dynamischen Programmierung, Ant Co-
lony Optimization sowie hybrideMethoden zur Lösung beziehungsweise näherungsweisen Lösung des
Parallel Path Problems. Die bishermodellierten beziehungsweise entwickeltenMethoden sollen im Rah-
men dieses Kapitels evaluiert werden. Hierbei soll zunächst das Problem bezüglich seiner Eigenschaften
näher untersucht werden. Anschließendwird die Problemlösungmittels dynamischer Programmierung
untersucht. Abschließend werden verschiedene Varianten von Ameisenalgorithmen sowie die vorge-
stellten hybriden Methoden zur näherungsweisen Problemlösung getestet. Nähere Ausführungen über
die untersuchten Problemgraphen finden sich im Anhang dieser Arbeit.1
8.1 Evaluierung des Parallel Path Problems und des dynamischen
Programms
Da die dynamische Programmierung die exakte Problemlösung ermöglicht, soll zunächst die Problem-
charakteristik analysiert werden. In diesem Zusammenhang soll sowohl untersucht werden, inwiefern
die Anzahl der Zielkriterien, aber auch die Aggregationsmethoden der Zielfunktionen von multikrite-
riellen Problemen die Größe und Charakteristik der Paretofront beeinflussen.
Die ebenfalls sehr wichtige Frage nach typischen Problemgrößen, für welche eine Lösung mittels
dynamischer Programmierung in angemessener Zeit möglich ist, wird im Anschluss behandelt.
8.1.1 Verwendete Evaluierungsmaße
Bevor die tatsächliche Evaluierung durchgeführt werden kann, sollen die verwendetenMaße und Kenn-
zahlen kurz vorgestellt und deren Berechnungsvorschriften festgelegt werden.
8.1.1.1 Eingabelänge und Lösungsraumgröße
Ein wichtiges Maß, das Aussagen über ein zu lösendes Problem ermöglicht, ist die Größe des Lösungs-
raums. Diese kann für jedes Problem auf einem rein konvergierenden Prozessplan exakt bestimmt wer-
den. Für Probleme auf Prozessplänen mit divergierenden Prozessschritten genügt sie ausschließlich der
Form einer Obergrenze.2 Die Größe des Lösungsraums entspricht genau der Anzahl von Lösungen,
welche ein naiver Algorithmus mittels vollständiger Enumeration ermitteln müsste, um das Problem
zu lösen. Algorithmus 16 zeigt die Berechnung der Lösungsraumgröße |Π|.
1Siehe Anhang A.1 auf Seite 151.
2Dies ergibt sich, da durch Divergenzen Restriktionen entstehen und nicht alle enumerierbaren Lösungen zulässig sind.
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Algorithmus 16 Bestimmung der Lösungsraumgröße
1 function CALCNUMBEROFSOLUTIONS(Graph G) : Integer
2 return CALCNUMBEROFSOLUTIONSNODE(G, vStart)
3 end function
4 function CALCNUMBEROFSOLUTIONSNODE(Graph G, Node vi): Integer
5 Cnt← 1
6 foreach Kantengruppe kgj : j = i do
7 CntSub←CALCNUMBEROFSOLUTIONSEDGEGROUP(G, kgj)
8 Cnt← Cnt · CntSub
9 end foreach
10 return Cnt
11 end function
12 function CALCNUMBEROFSOLUTIONSEDGEGROUP(Graph G, Kantengruppe kgi): Integer
13 Cnt← 0
14 foreach Kante ei→j ∈ kgi do
15 CntSub←CALCNUMBEROFSOLUTIONSNODE(G, vj)
16 Cnt← Cnt+ CntSub
17 end foreach
18 return Cnt
19 end function
Anmerkungen
Die Funktionen bestimmen die Größe des Lösungsraums für Probleme auf rein konvergierenden Prozessplänen
exakt und für Probleme auf Prozessplänen mit divergierenden Prozessschritten in Form einer Obergrenze.
Neben der tatsächlichen Größe des Lösungsraums wird zusätzlich der Grad beziehungsweise die
Ordnung des Lösungsraums als Maß verwendet. Wird die Lösungsraumgröße in der Form |Π| = x ·
10Ord mit x ∈ R, 1 ≤ x < 10 und Ord ∈ N dargestellt, so bezeichne Ord den Grad beziehungsweise die
Ordnung von Π.
8.1.1.2 Komplexitätsmaße
Zur Messung der Komplexität werden im Rahmen der Evaluierung verschiedene Maße verwendet. Ei-
nerseits wird die zur Berechnung einer Problemlösung benötigte Zeit bestimmt. Aus dieser kann intuitiv
ein Eindruck über den erforderlichen Aufwand der Berechnung gewonnen werden. Wesentlicher Nach-
teil dieses Maßes ist die Abhängigkeit vom verwendeten Prozessor beziehungsweise Rechner, weshalb
nur sehr ungenaue Daten abgeleitet werden.
Aufgrund dessenwird die Anzahl der durchgeführten Dominanzvergleiche zwischen Lösungen von
Teilproblemen als absolutes Komplexitätsmaß CCmplx verwendet. Dieses Maß umfasst die Anzahl aller
vom Algorithmus durchgeführten Vergleiche zwischen jeweils zwei Zielfunktionsvektoren zur Bestim-
mung der Dominanzsituation zwischen diesen.
Als drittes Maß zur Bestimmung der Komplexität wurde letzteres Maß in Abhängigkeit zur Einga-
belänge des Problems gesetzt.3 Diese relative Komplexität (RCmplx)wird wie folgt berechnet, wobei der
Parameter Input die Eingabelänge des Problems repräsentiert.
RCmplx = logInput (CCmplx)
Die relative Komplexität ermöglicht Aussagen über das Wachstum der Vergleichsanzahl bei Wachstum
der Eingabelänge, während die absolute Komplexität ein von der verwendeten Technologie unabhängi-
ges Zeitmaß repräsentiert.
3Die Eingabelänge umfasst die Anzahl der Knoten und Kanten des Graphen.
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8.1.2 Abhängigkeiten zwischen Komplexität und Zielkriterien
Im Rahmen dieser Arbeit konnte einerseits gezeigt werden, dass das einkriterielle Parallel Path Pro-
blem bei Nichtexistenz von Divergenzpunkten effizient mit einem dynamischen Programm lösbar ist,
während andererseits die NP-Vollständigkeit des bikriteriellen Problems bewiesen wurde. In diesem
Zusammenhang stellt sich die Frage nach den Abhängigkeiten zwischen der Anzahl von Zielkriterien
und der Komplexität und somit dem Zeit- und Berechnungsaufwand.4
Zur Klärung des Zusammenhangs wurden Probleme generiert, die über eine Vielzahl von Kriteri-
en verfügen. Für diese Probleme wurden separate Optimierungsläufe durchgeführt, bei welchen die
Anzahl der zu optimierenden Kriterien variiert wurde. Für jeden Optimierungslauf wurde der Zeitbe-
darf, die Frontgröße sowie die absolute und relative Komplexität aufgezeichnet. Abbildung 8.1 zeigt die
typischen Ergebnisse an einem Beispiel.5
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Abbildung 8.1: Komplexität und Anzahl der Zielkriterien
Die Diagramme zeigen Testresultate von Optimierungsläufen mit variierender Kriterienanzahl für das
6-kriterielle Problem T001. Das Problem besitzt eine Eingabelänge Input = 547 und einen Lösungs-
raumgrad Ord = 6.
Mit steigender Kriterienanzahl wächst auch die Größe der Paretofront stark an, was mit der Eigen-
schaft der Paretooptimalität erklärbar ist. Eine Lösung besitzt genau dann diese Eigenschaft, wenn kei-
ne andere Lösung im Lösungsraum existiert, welche diese Lösung dominiert. Bei einer höheren Anzahl
4Siehe Abschnitte 4.5 auf Seite 57 und 5.3 auf Seite 79.
5Nähere Informationen über das verwendete Problem finden sich in Anhang A.1 auf Seite 151.
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von Kriterien und somit Zielfunktionswerten müssen durch alle übrigen Lösungen im Lösungsraum
entsprechend mehr Restriktionen erfüllt werden, um eine andere Lösung zu dominieren als bei einer
geringeren Kriterienanzahl.
Da das Problem in Teilprobleme mit Paretofronten zerlegt werden kann, existieren bei einer höhe-
ren Kriterienanzahl im Mittel folglich auch mehr paretooptimale Lösungen für Teilprobleme. Da aus-
schließlich dominierte Lösungen für Teilprobleme ausgeschlossen werden dürfen, kann abgeleitet wer-
den, dass insgesamt deutlich mehr Lösungen untersucht werden müssen, um die korrekte Paretofront
des Hauptproblems zu bestimmen. Somit steigt mit demWachstum der Paretofront auch der Bedarf an
Speicher und Zeit und somit die Komplexität des Problems.
8.1.3 Abhängigkeiten zwischen Paretofront und Zielfunktionen
Angebotsnetze sollen für mehrere Kriterien optimiert werden, deren Zielfunktionen über unterschied-
liche Aggregationsmethoden hinsichtlich der einzelnen Zielfunktionsbeiträge der Komponenten einer
Lösung verfügen. Nachfolgend soll genauer untersucht werden, inwiefern die Aggregationsmethoden
der einzelnen Zielfunktionen die Charakteristik der Paretofront prägen. Diese Analyse wurde ange-
setzt, da der typische Verlauf einer Paretofront mit den in Abschnitt 4.3 vorgestellten Zielfunktionen
sehr prägnant ist.6
Für die hier beschriebenen Ausführungen wurden die trikriteriellen Probleme T010, T011 und G036
untersucht. Tabelle 8.1 gibt eine Übersicht über die Eigenschaften der Zielfunktionen dieser Probleme.
Problem Zielfunktion 1 (schwarz) Zielfunktion 2 (rot) Zielfunktion 3 (blau)
T010 Addition, min! Addition, min! Addition, min!
T011 Addition, min! Multiplikation, max! Addition, min!
G036 Addition, min! Multiplikation, max! MAX-MIN, max!
Tabelle 8.1: Zielfunktionen der Probleme T010, T011 und G036
Die Zielfunktionsbeiträge der einzelnen Knoten wurden hierbei unter Verwendung der additiven
Verknüpfung sowie der MAX-MIN-Aggregation gleichverteilt aus dem Intervall [100; 1000] gewählt,
während bei Anwendung dermultiplikativenAggregation gleichverteilteWerte aus dem Intervall [0, 3; 1]
generiert wurden. Alle Probleme sind exakt mit einem dynamischen Programm lösbar, enthalten keine
Divergenzpunkte und keine ATP-Angebote. Alle Pfadlängen verfügen über die gleiche Länge.
Die Paretofront des Problems T010 ist konvex und wird in Abbildung 8.2 veranschaulicht, wobei
festgestellt wurde, dass die Verlaufsform dieser Front typisch ist für Probleme, die ausschließlich über
additive Zielfunktionen verfügen.
Unterliegt hingegen eine Zielfunktion wie beim Problem T011 der multiplikativen Verknüpfung der
Zielfunktionsbeiträge, so entsteht eine konkave Front, wie in Abbildung 8.3 aufgezeigt wird.7 Zusätz-
lich wird erkenntlich, dass aufgrund der multiplikativen Verknüpfung nur sehr wenige Lösungen mit
sehr guten Zielfunktionswerten hinsichtlich des Kriteriums mit multiplikativer Aggregation existieren.
Dies entspricht dem Problem der Konvergenz gegen den Wert 0 im Zusammenhang mit der Zielfunk-
tion der Lieferwahrscheinlichkeit, welches bereits in Abschnitt 4.3.2.1 behandelt wurde.8 Wird wie in
Problem G036 für die dritte Zielfunktion eine Verknüpfung über das MAX-MIN-Kriterium gewählt, ent-
sprechen die Zielfunktionen des Problems denen eines Angebotsnetzes. Es ergibt sich das in Abbildung
8.4 gezeigte, charakteristische Aussehen der Paretofront. Es ergeben sich hierbei in diskreten Abständen
entlang der Ausdehnung des dritten Kriteriums bikriterielle Fronten der übrigen beiden Kriterien.
6Siehe Seite 46ff.
7Bei Wahl anderer Intervalle für die Zielfunktionsbeiträge wie beispielsweise [0, 8; 1] wurden jedoch auch konvexe Fronten
beobachtet.
8Siehe Seite 47f.
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(a) Problem mit konvexer Front - Ansicht 1 (b) Problem mit konvexer Front - Ansicht 2
Abbildung 8.2: Konvexe Paretofront des Problems T010
Die Diagramme zeigen die konvexe Paretofront des trikriteriellen Problems T010. Jede Dimension ent-
spricht einem Kriterium. Der Ursprung des Koordinatensystems entspricht dem positiven Idealpunkt.
Der dargestellte Raum endet beim negativen Idealpunkt des Problems. Die dargestellten Achsen en-
den beim jeweiligen Worst-Case des repräsentierten Kriteriums. Die Zielerreichungsgrade der Vekto-
ren können somit als prozentualer Wert zwischen Best- und Worst-Case verstanden werden.
(a) Problem mit konkaver Front - Ansicht 1 (b) Problem mit konkaver Front - Ansicht 2
Abbildung 8.3: Konkave Paretofront des Problems T011
Die Diagramme zeigen die konkave Paretofront des trikriteriellen Problems T011. Die rotgefärbte Ach-
se entspricht dem Kriterium mit der Produkt-Funktion. Die schwarz- und blaugefärbte Achse ent-
spricht jeweils einer Summenfunktion.
Die typische Charakteristik entsteht aufgrund des Umstandes, dass bei einer Verknüpfung mit dem
MAX-MIN-Kriterium maximal so viele unterschiedliche Zielfunktionswerte existieren wie Knoten und
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Kanten imGraphen, da keine tatsächliche Verknüpfung der Zielfunktionsbeiträge, sondern nur die Aus-
wahl eines Zielfunktionsbeitrags aus einer Teilmenge der Kanten und Knoten (entlang des Pfades) voll-
zogen wird. In Relation zu den übrigen Kriterien entsteht somit eine nur sehr kleine Menge differenter
Zielfunktionswerte, was das Aussehen der Paretofront charakteristisch prägt.
(a) Problem mit typischer Front - Ansicht 1 (b) Problem mit typischer Front - Ansicht 2
Abbildung 8.4: Paretofront des Problems G036 mit typischem Verlauf für Angebotsnetze
Die Diagramme zeigen die Paretofront des trikriteriellen Problems G036. Die rotgefärbte Achse ent-
spricht dem Kriterium mit der Produkt-Funktion, während die blaugefärbte Achse dem Kriterium mit
der MAX-MIN-Aggregation entspricht. Die schwarze Achse entspricht der Summenfunktion.
8.1.4 Komplexität von Angebotsnetzen
Nachdem festgestellt wurde, dass die Problemkomplexität mit der Zunahme der Kriterien stark an-
steigt, soll nachfolgend untersucht werden, für welche Problemgrößen die dynamische Programmie-
rung effizient zur Problemlösung eingesetzt werden kann, wenn die drei Kriterien Preis, Lieferwahr-
scheinlichkeit und Lieferzeitpuffer angenommen werden.
Zur Evaluierung dieser Kernfrage wurde die dynamische Programmierung auf verschiedene Pro-
bleme angewendet. Die Resultate dieser Versuchsreihe werden in Tabelle 8.2 auf der nächsten Seite
aufgezeigt.
Die Darstellung enthält dabei sowohl lösbare als auch nicht lösbare Probleme. Die aufgeführten,
als nicht lösbar eingestuften Probleme erforderten bei Anwendung der dynamischen Programmierung
einen zu hohen, nicht zur Verfügung stehenden Bedarf an Hauptspeicher von über 2 GB.
Unter Betrachtung der lösbaren Probleme zeigt sich jedoch eine mittlere relative Komplexität von
3,08 mit teils sehr starken und teils vertretbaren Schwankungen.9 Für alle lösbaren Probleme konnte die
exakte Paretofront in einer Zeit unterhalb einer Stunde ermittelt werden. Da das Parallel Path Problem
NP-vollständig ist, kann die Lösung innerhalb dieser mittleren Komplexität nicht garantiert werden.
Die vergleichende Betrachtung der ermitteltenWerte der lösbaren und nicht lösbaren Probleme zeigt
ebenfalls, dass sowohl die Eingabelänge als auch die Lösungsraumgröße keine eindeutigen Indizien für
9Während die relative Komplexität der meisten Probleme vertretbare Schwankungen aufweist, weichen einige Probleme wie
beispielsweise G033 und G034 stark ab.
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Problem Eingabe- Größe der Ordnung des Zeitbedarf Relative
länge Paretofront Lösungsraums [s] Komplexität
G030 484 325 12 17,3 2,68
G032 694 1.860 19 327,4 3,34
G033 912 26 12 14,1 2,44
G034 868 104 12 2,9 2,12
G035 1.414 133 21 1.215,4 3,40
G036 787 3.843 18 1.868,0 3,67
G037 602 1.754 18 598,0 3,52
G050 874 1.500 15 400,5 3,34
G061 1.120 2.133 21 561,0 3,19
G062 607 1.051 13 391,1 3,65
G063 527 189 9 8,3 2,63
G067 822 523 17 53,9 2,78
G069 535 188 10 15,6 2,65
G071 764 3.804 24 2.235,9 3,69
G060 1.017 unbekannt 16 unbekannt unbekannt
G065 881 unbekannt 17 unbekannt unbekannt
G068 776 unbekannt 16 unbekannt unbekannt
Tabelle 8.2: Übersicht über die exakte Lösbarkeit beziehungsweise Nichtlösbarkeit von Problemen
Die Tabelle zeigt die Ergebnisse der mit der dynamischen Programmierung untersuchten mehrkriteri-
ellen Angebotsnetze. Es zeigt sich, dass die exakte Lösung kleinerer und mittlerer Probleminstanzen
zumeist in relativ kurzer Zeit berechnet werden kann. Es ist allerdings auch ersichtlich, dass Proble-
minstanzen existieren, deren exakte Lösung aufgrund zu geringer Ressourcen nicht bestimmt werden
konnte.
die Schwierigkeit der Problemlösung mit Hilfe des dynamischen Programms liefern. Auch zeigte sich,
dass Angebotsnetze mit ATP-Angeboten im Allgemeinen eine niedrigere Komplexität besitzen als An-
gebotsnetze, die ausschließlich über CTP-Angebote verfügen. Dies kann damit begründet werden, dass
sowohl die Zielfunktionswerte der Lieferwahrscheinlichkeit als auch des Lieferpuffers aufgrund einer
kürzeren Pfadlänge deutliche Vorzüge von ATP-Angeboten aufweisen. Dies führt im Mittel zu kleine-
ren Paretofronten von Teilproblemen und begrenzt die kombinatorische Explosion hinsichtlich der zu
enumerierenden Lösungen stark.10 Eine allgemeine Regel zur Entscheidung der exakten Lösbarkeit ei-
nes Problems innerhalb angemessener Zeit kann jedoch nicht abgeleitet werden. Dennoch erweist sich
der Einsatz der dynamischen Programmierung für kleine und mittelgroße Probleme als durchaus sinn-
voll. Da die Lösungsraumgröße des Problems berechenbar ist, besteht ebenfalls die Möglichkeit, den
Speicherplatzbedarf für die Lösung eines Teilproblems vorauszuberechnen. Hierzu wird allerdings die
Kenntnis aller paretooptimalen Lösungsmengen von abhängigen Problemen vorausgesetzt. Sind diese
Lösungsmengen bekannt, kann berechnet werden, wie viele Lösungskombinationen aus Teillösungen
enumeriert und auf Dominanz geprüft werden müssen. Folglich besteht die Möglichkeit, bei einem zu
hohen Bedarf an Speicherplatz oder Zeit, die Lösung mit Hilfe des dynamischen Programms abzubre-
chen. Darauf aufbauend ist ein hybrides Verfahren denkbar, welches zunächst eine exakte Problemlö-
sung anstrebt und beispielsweise nach Ablauf einer gewissen Zeit oder aufgrund der beschriebenen
Abbruchbedingung das dynamische Programm abbricht und das ACO-Verfahren zur näherungsweisen
10Beispiele für diesen Zusammenhang bilden beispielsweise die ProblemeG033 undG034 in Tabelle 8.2. Alle Probleme verfügen
über eine sehr kleine Paretofront sowie einen sehr geringen Rechenzeitbedarf zur Ermittlung der exakten Lösung. Dem gegenüber
stehen Probleme wie G035, die ebenfalls über ATP-Angebote verfügen, bei denen sich nicht die beschriebene Situation einstellt.
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Lösung des Problems einsetzt.
8.1.5 Probleme mit divergenten Prozessplänen
Bereits im Rahmen der Komplexitätsbetrachtungen des Problems in Abschnitt 4.5 wurde festgestellt,
dass auch Probleme mit geringen Eingabelängen einen für die exakte Lösung nicht beherrschbaren Be-
darf an Rechenzeit beziehungsweise Speicherplatz benötigen können.11
Problem Eingabe- Divergenz- Ordnung Pareto- Relative Zeitbe-
länge knoten front Komplexität darf [min]
DV01 626 0 9 179 2,48 0,2
DV02 639 0 10 379 2,61 0,4
DV09 784 0 11 682 2,84 1,3
DV10 786 0 10 562 2,65 0,8
DV03 654 7 9 246 3,28 4,8
DV04 621 6 10 267 3,59 10,5
DV05 661 11 10 557 3,83 96,8
DV07 788 6 11 Exakte Lösung unbekannt
DV08 780 8 12 Exakte Lösung unbekannt
DV12 658 10 10 Exakte Lösung unbekannt
DV14 644 6 10 Exakte Lösung unbekannt
DV16 716 12 11 Exakte Lösung unbekannt
DV17 639 12 9 Exakte Lösung unbekannt
Tabelle 8.3: Übersicht über die exakte Lösbarkeit beziehungsweise Unlösbarkeit von Problemen mit Di-
vergenzen
Die Übersicht zeigt die Testergebnisse der Awendung des dynamischen Programms auf Problemin-
stanzen mit Divergenzpunkten. Es zeigt sich, dass Angebotsnetze mit Divergenzpunkten eine deutlich
höhere Komplexität aufweisen.
Untersuchungen der Probleme DV03 und DV04 belegen diese Feststellung. Die Probleme basieren
auf dem Prozessplan TG01a, der eine variierte Form des Prozessplans TG01 darstellt. Vergleichbare
Probleme mit ähnlicher und größerer Eingabelänge auf dem Prozessplan TG01 konnten mit Hilfe der
dynamischen Programmierung teils in sehr kurzer Zeit gelöst werden, während die ProblemeDV03 und
DV04 einen deutlich höheren Zeitbedarf für die Lösung erforderten. Dies zeigte sich sowohl bezüglich
des tatsächlichen Zeitbedarfs als auch bezüglich der relativen Komplexität bei der Problemlösung. Ta-
belle 8.3 zeigt die Eigenschaften und Ergebnisse der untersuchten Probleme.
Zudemwurden das Problem DV05 untersucht, welches auf dem Prozessplan TG01b basiert. Diesem
Prozessplan wurde ein weiterer, vom Divergenzprozessschritt in TG01a abhängiger Divergenzknoten
hinzugefügt. Es zeigt sich eine deutliche Komplexitätssteigerung bei der Lösung des Problems.
Neben diesen Problemen wurde außerdem eine Reihe von Problemen untersucht, welche ebenfalls
auf den Prozessplänen TG01a, TG01b und TG01c basieren und eine ähnliche Komplexität aufweisen
wie die Probleme DV03, DV04 und DV05. Im Lösungsversuch mit Hilfe der dynamischen Program-
mierung zeigte sich jedoch, dass diese Probleme mit Hilfe der eingesetzten Technik aufgrund zu hohen
Speicherbedarfs nicht gelöst werden können.12
11Für diese Testläufe wurde ein Systemmit Intel Pentium 4 Prozessor mit 1 GB Hauptspeicher sowie einer Taktfrequenz von 3,0
GHz verwendet.
12Es handelt sich um die in Tabelle 8.3 ebenfalls dargestellten Probleme DV07, DV08, DV12, DV14, DV16 und DV17.
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Aus den Ergebnissen dieser Tests kann abgeleitet werden, dass Prozesspläne mit Divergenzen einen
deutlichen Zuwachs hinsichtlich der erforderlichen Komplexität bei der exakten Problemlösung erzeu-
gen. Die dynamische Programmierung ist nur für sehr kleine Probleme mit nur sehr wenigen Diver-
genzpunkten einsetzbar.
8.2 Evaluierung ACO und hybride Ansätze
Nachfolgend sollen Ameisenalgorithmen in verschiedenen Varianten zur näherungsweisen Lösung des
Parallel Path Problems in Angebotsnetzen getestet und evaluiert werden. Außerdem soll eine nähere
Untersuchung der in Kapitel 7 vorgestellten hybriden Methoden stattfinden.13 Detaillierte Ausführun-
gen über die verwendeten Konfigurationen finden sich im Anhang dieser Arbeit.14
8.2.1 Verwendete Evaluierungsmaße
Im Vorfeld der Evaluierung der Ameisenalgorithmen und hybriden Methoden müssen zunächst die in
den Tests verwendeten beziehungsweise ermittelten Kennzahlen näher erläutert werden.
8.2.1.1 Lösungsgüte als Abstandsmaß
Eines der wichtigsten Evaluierungsmaße ist die Lösungsgüte der Lösungen, welche durch das Nähe-
rungsverfahren erreicht wird. Für viele Probleme mit bekannten exakten Lösungen wird ein Abstands-
maß eingesetzt, welches die Abweichung der durch den Ameisenalgorithmus bestimmten Lösung von
dieser exakten Lösung bestimmt.15 Für multikriterielle Probleme gestaltet sich die Messung deutlich
schwieriger, da der Abstand einer Front von einer anderen gemessen werden muss.
Da für viele Probleminstanzen kleinerer und mittlerer Größe die dynamische Programmierung ein-
gesetzt werden kann, um die Paretofront Π∗ exakt zu bestimmen, soll ein Evaluierungsmaß für die
Lösungsgüte in Form einer normierten Abstandsmessung definiert werden. Dabei soll der prozentuale
mittlere Abstand der Lösungsmenge ΠACO, die durch ACO ermittelt wurde, von der Paretofront Π∗ als
Evaluierungsmaß dienen. Auf Basis dieses Maßes können verschiedene Algorithmen beurteilt werden,
welche weiterführend auch für Probleminstanzen eingesetzt werden sollen, die nicht in angemessener
Zeit exakt lösbar sind. In diesem Zusammenhangmuss zunächst die verwendete Berechnung der Kenn-
größe näher beschrieben werden.
Bevor die eigentliche Berechnung erfolgen kann, müssen die Zielfunktionswerte aller Kriterien auf
ein vergleichbares Maß transformiert werden, wobei eine Normierung der reellwertigen Zielfunktions-
werte der Lösungen stattfindet. Für diese Normierung wird zunächst der positive und negative Ideal-
punkt des Problems bestimmt. Anschließend kann eine prozentuale Einordnung eines Zielfunktions-
wertes auf der Skala zwischen den Worst-Case- und Best-Case-Werten erfolgen.
Ähnlich dem Goal Programming beziehungsweise dem Compromise Programming wird in einer
ersten Phase für jede Lösung pii ∈ ΠACO der Abstand zu jeder Lösung pi∗ ∈ Π∗ bestimmt, wobei der
kürzeste Abstand jeder Lösung in der Lösungsmenge der Ameisen zu einer Lösung der Paretofront
bestimmt werden soll.
Seien die Funktionswerte f1 (pi) , f2 (pi) , . . . , fz (pi) , . . . , fZ−1 (pi) , fZ (pi) die normierten Zielerrei-
chungsgrade in [0, 1] einer beliebigen Lösung pi ∈ Π. Dann ergibt sich das Abstandsmaß dist einer
13Siehe Seite 111.
14Siehe Anhang A.2 auf Seite 154.
15Vgl. u. a. [Dor04, S. 88ff.].
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Lösung pii ∈ ΠACO nach Gleichung 8.1.16
dist (pii) = 1−
√∑Z
z=1 (fz (pii))
2√∑Z
z=1
(
fz
(
pi∆i
))2 (8.1)
mit pi∆i = arg min
pi∗∈Π∗
√√√√ Z∑
z=1
(fz (pii)− fz (pi∗))2
Der durchschnittliche Abstand dist aller Lösungen ergibt sich aus dem Mittelwert aller einzelnen Ab-
stände nach der folgenden Gleichung.
dist =
∑
pi∈ΠACO dist (pi)
|Π| (8.2)
Wird dieser Wert für jede Iteration aufgezeichnet, kann die Annäherung der ermittelten Lösungen an
die Paretofront im Verlauf aufgezeigt und somit analysiert werden.
8.2.1.2 Frontgröße
Das Abstandsmaß der Lösungsgüte macht Aussagen über die Annäherung der durch den Ameisenal-
gorithmus bestimmten Lösungen an die tatsächlich paretooptimalen Lösungen möglich. Das Abstands-
maß enthält jedoch keine Aussage über die Größe der nichtdominierten Front, welche durch den Amei-
senalgorithmus bestimmt wurde. Wird dieses Maß über die Iterationen hinweg zusätzlich aufgezeich-
net, kann aus beiden Größen eine bessere Beurteilung der Lösungsgüte abgeleitet werden.
8.2.1.3 Diversität der Lösungen
Das bereits vorgestellte Abstandsmaß beschreibt die Annäherung der durch den Ameisenalgorithmus
entwickelten Front an die tatsächliche Pareto- beziehungsweise Referenzfront. Auch in Kombination
mit der Größe der nichtdominierten Front kann aus diesem Maß jedoch keine Aussage über die Gleich-
mäßigkeit der Annäherung abgeleitet werden. Im Rahmen der Paretooptimierung soll ein weiteres Maß
eingeführt werden, anhand dessen diese Gleichmäßigkeit der Annäherung und folglich die Diversität
der Lösungen innerhalb der nichtdominierten Front beurteilt werden kann. Hierzu soll das gleiche Kon-
zept verwendet werden, das bereits bei der Ermittlung des Abstandsmaßes Anwendung fand. Entgegen
dem Distanzmaß soll jedoch für jeden Zielvektor der Referenz- beziehungsweise Paretofront der jeweils
kürzeste Vektorabstand zu einer Lösung aus der durch den Ameisenalgorithmus bestimmten nichtdo-
minierten Front ermittelt werden17. Analog zur Berechnung des Distanzmaßes soll auch für dieses Maß
ein Mittelwert über die Iterationen gebildet werden. Die Diversität einer einzelnen paretooptimalen Lö-
sung pi∗i ∈ Π ergibt sich nach Gleichung 8.3.
diversity(pi∗i ) = arg min
pi∈ΠACO
√√√√ Z∑
z=1
(fz (pi)− fz (pi∗i ))2 (8.3)
Gleichung 8.4 zeigt die Berechnung der mittleren Diversität über alle paretooptimalen Lösungen.
diversity =
∑
pi∗i ∈Π∗ diversity (pi
∗
i )
|Π∗| (8.4)
16Vgl. Abstand von Vektoren im euklidischen Raum in [Lud97, S. 309], [Bro05, S. 197, S. 218f.].
17Eine zusätzliche Normierung zur prozentualen Darstellung wie sie bei der Berechnung des Distanzmaßes angewendet wird,
gestaltet sich dabei allerdings als schwierig und wird für die Berechnung der Diversität nicht durchgeführt.
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Auf diese Weise kann erreicht werden, dass mit steigender Gleichmäßigkeit auch eine immer stärke-
re Annäherung dieses Maßes an das bereits weiter oben beschriebene Distanzmaß stattfindet.
8.2.1.4 Branching-Faktor
Um das Konvergenzverhalten von Ameisenalgorithmen zu analysieren, führten DORIGO und GAM-
BARDELLA den so genannten λ−branching-factor ein und definierten diesen für das Travelling Salesman
Problem.18 Der Verzweigungsfaktor eines Knotens vi gibt an, wie viele Kanten ausgehend von vi einen
Pheromonwert besitzen, der über einem bestimmten Schwellwert liegt. Dieser Schwellwert berechnet
sich nach der Gleichung 8.5 für eine Kante ei→j , wobei die Werte τ imin und τ imax den minimalen und
maximalen Pheromonwert aller an den Knoten vi angrenzenden Kanten repräsentieren.
τ thresholdij ← τ imin + λ ·
(
τ imax − τ imin
)
(8.5)
Der Parameter λ ∈ (0, 1) steuert zudem die Strenge des Maßes.19 Um das Stagnationsverhalten des
Ameisenalgorithmus zu beurteilen, wird der Durchschnittswert dieses Faktors über alle Knoten ermit-
telt. Wird dieser durchschnittliche Verzweigungsfaktor in Abhängigkeit von den Iterationen des Algo-
rithmus dargestellt, entsteht eine Konvergenzkurve.
Je höher der Verzweigungsfaktor ist, desto höher sind auch die reellen Auswahlmöglichkeiten der
Ameisen, bei der Fortsetzung ihres Weges. Demnach ist bei hohem mittleren Verzweigungsfaktor auch
die Exploration des Algorithmus hoch. Demgegenüber spricht ein niedriger mittlerer Verzweigungsfak-
tor für eine hohe Exploitationsrate und somit für eine sehr geringe Auswahlmöglichkeit der Ameisen. Je
stärker sich der Verzweigungsfaktor demWert 1 nähert, desto stärker ist das Verfahren bereits stagniert.
Entgegen dem TSP-Problem ist im Parallel Path Problem nicht jeder Knoten Bestandteil eines Pfades.
Somit kann die Anzahl der Entscheidungen, welche eine Ameise im Verlauf der Lösungskonstruktion
treffen muss, stark differieren. Da nicht jeder Knoten Pfadbestandteil sein muss, würde ein Wert, wel-
cher als Durchschnitt über alle Knoten ermittelt werden würde, die Aussage unter Umständen deutlich
verfälschen. Dies begründet sich auf den Umstand, dass die Wahl eines Knotens sehr unwahrscheinlich
sein kann, da alle an diesen Knoten angrenzenden Kanten einen sehr niedrigen Pheromonwert aufwei-
sen. Anhand der oben beschriebenen Berechnung könnte sich jedoch ergeben, dass dennoch ein hoher
Branching-Faktor für diesen Knoten ermittelt wird, da der Grenzwert die Pheromonwerte der Kanten re-
lativ zur minimalen und maximalen Pheromonmenge der angrenzenden Kanten ermittelt wird. Zudem
sind aufgrund des Kantengruppenkonstruktes nicht alle Kanten, welche von einem Knoten ausgehen,
für die Ameisen alternativ. Ein zusätzliches Problem ergibt sich durch die multikriterielle Anwendung
in Form der Paretooptimierung, da der Verzweigungsfaktor aufgrund mehrerer Pheromonwerte pro
Kante und unterschiedlichen Gewichten der Ameisen beziehungsweise Kolonien für jede Ameise sepa-
rat bestimmt werden müsste.
Aus diesem Grund bietet sich ein ameisenabhängiger Branching-Faktor an, welcher sich an den
Auswahlwahrscheinlichkeiten der Kanten in den lokalen Entscheidungen der jeweiligen Ameise ori-
entiert. Zusätzlich sollte der Faktor nicht für alle Knoten ermittelt werden, sondern ausschließlich für
die Knoten, welche im Rahmen der Lösungskonstruktion einer Ameise tatsächlich Bestandteil des Pfa-
des wurden. Außerdem kann, da die Auswahlwahrscheinlichkeit als Entscheidungsgrundlage genutzt
wird, auf eine einfachere Berechnung zurückgegriffen werden, da diese Wahrscheinlichkeiten hinsicht-
lich ihres Wertebereichs normiert und fest nach oben und unten beschränkt sind. Somit könnte auch
ein konstanter Wert als Schwellwert gewählt werden, ab welchem eine Auswahl durch die Ameise als
unwahrscheinlich erscheint. Da die Pfadlänge der Lösungen differieren kann, empfiehlt es sich, bei der
Berechnung des ameisenbezogenen Branching-Faktors für eine Iteration den Mittelwert über alle Ein-
18Vgl. [Dor97b], detaillierte Informationen auch in [Dor04, S. 87ff.].
19Vgl. [Dor04, S. 87ff.].
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zelentscheidungen zu bilden. Wird der Durchschnitt aller ameisenbezogenen Verzweigungsfaktoren ei-
ner Iteration bestimmt, entsteht der im Folgenden für Angebotsnetze verwendete, iterationsabhängige
Branching-Faktor. Unter der Annahme, dass pthresholdij ∈ (0, 1) einen konstanten Wert darstellt, der den
minimalen Schwellwert für die Auswahlwahrscheinlichkeit einer beliebigen Kante beschreibt, reprä-
sentiere branchingk(ς) die Anzahl der Kanten einer Alternativenmenge ϑk für eine Kantengruppe k, die
durch die Ameise ς zu entscheiden ist.20
branchingk(ς)←
∣∣eij ∈ ϑk : pij ≥ pthresholdij ∣∣ (8.6)
Wird über alle Entscheidungen der Ameise ein Mittelwert gebildet, stellt dieser Wert einen ameisen-
sowie iterationsabhängigen Verzweigungsfaktor dar, über welchen zusätzlich ein Mittelwert über alle
Ameisen der Iteration gebildet werden soll.
8.2.2 Problemlösungsverhalten der Ameisenalgorithmen
Nachfolgend soll die Eignung von Ant Colony Optimization als Verfahren zur Näherungslösung des
Parallel Path Problems näher untersucht werden, wobei die beiden verschiedenen Methoden Ant Sys-
tem (ant-cycle) und Ant Colony System bezüglich ihres Problemlösungsverhaltens analysiert werden
sollen. Neben diesen beiden Basisvarianten wurde eine weitere Konfiguration untersucht, welche eine
Mischvariante aus AS und ACS darstellt. In dieser Variante wurde die Konfiguration des Ant Systems
zusammenmit der Entscheidungsregel nach ACS verwendet. DesWeiteren durften in dieser Konfigura-
tion ebenfalls wie in der ACS-Konfiguration nur die iterationsbesten Ameisen eine Pheromonaktualisie-
rungmit einer konstantenMenge durchführen. Tabelle 8.4 zeigt die wichtigsten Parametereinstellungen
der Testkonfigurationen im Detail.21
Parameter K1a (AS) K1b (ACS) K1c (Mischvariante)
Entscheidungsregel Random-Prop. Rule Pseudo-Random-Proportional Rule
Verdunstung Alle Kanten Nur aktualisierte Kanten Alle Kanten
Update-Strategie Alle Ameisen Ausschließlich iterationsbeste Ameisen
Pheromoninitialisierung stufenabhängig gleichmäßig stufenabhängig
α;β 1,0; 1,0 1,0; 1,0 1,0; 1,0
ρ 0,1 0,1 0,1
q0 - 0,05 0,05
τ0 100 0,005 100
ξ - 0,05 -
χς ;χc 20; 5 20; 5 20; 5
Tabelle 8.4: Eingesetzte Parameterkonfigurationen von verschiedenen ACO-Algorithmen
Evaluierungsläufe wurden für eine Reihe von Problemen mit insgesamt 10 separaten Optimierungs-
läufen durchgeführt.22 Die Anwendung auf diese Probleme ergab ähnliche Resultate. Die Ergebnisse
werden in Tabelle 8.5 aufgezeigt. Die Diagramme in den Abbildungen 8.5 und 8.6 detaillieren den Eva-
luierungslauf des Problems G030 näher. Abbildung 8.7 zeigt den mittleren Branching-Faktor über den
Verlauf der Iterationen.
Die Konfiguration K1b mit Ant Colony System erzielt sowohl bezüglich der Approximation an die
exakte Paretofront als auch hinsichtlich der Größe der durch den Algorithmus bestimmten nichtdomi-
20Vgl. hierzu die Lösungskonstruktion durch den Ameisenalgorithmus in Abschnitt 6.4.2, speziell Algorithmus 10 auf Seite 106.
21Ausführliche Informationen über die verwendeten Konfigurationen finden sich im Anhang A.2 auf Seite 154.
22Unter einem Evaluierungslauf wird im Folgenden die Durchführung mehrerer separater Optimierungsläufe mit der jeweils
gleichen Konfiguration verstanden, dessen Ziel die Mittelwertbildung über die durch die Optimierungsläufe gemessenen Kenn-
zahlen ist.
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nierten Front im Mittel deutlich bessere Resultate als die übrigen Konfigurationen. Die schlechtesten
Ergebnisse erzielte KonfigurationK1a unter Verwendung des Ant Systems. Auffällig ist der Verlauf des
Branching-Faktors bei der ACS-Methode, welcher mit der Verwendung einer konstanten Aktualisie-
rungsmenge an Pheromon je Iteration erklärbar ist. Zunächst verstärken sich durch die Ablagerung von
Pheromon im Verlauf des Prozesses alle Komponenten des Graphen, welche häufiger Bestandteil guter
Lösungen sind.
Problem Approx./Distanzmaß Approx./Diversitätsmaß Frontgröße
K1a K1b K1c K1a K1b K1c K1a K1b K1c
G030 5,46% 0,45% 1,87% 0,06902 0,01190 0,06182 93,4 220,8 89,4
G035 1,92% 0,08% 0,66% 0,03328 0,00332 0,02739 69,5 120,1 66,6
G037 3,49% 1,09% 1,24% 0,05508 0,04414 0,04057 203,7 317,2 309,7
G050 2,05% 0,72% 1,22% 0,05837 0,01903 0,04536 117,8 390,8 196,2
G061 2,30% 2,89% 0,67% 0,05085 0,01248 0,03127 108,6 341,6 162,2
G063 0,54% 0,04% 0,37% 0,01857 0,02504 0,04536 91,0 151,6 96,7
G067 11,31% 3,21% 1,93% 0,12868 0,08311 0,09936 73,9 129,3 90,1
G069 6,49% 0,51% 1,14% 0,06335 0,00839 0,03134 53,6 209,2 103,6
G071 8,19% 6,01% 2,39% 0,09466 0,11263 0,08702 134,6 163,6 259,9
Tabelle 8.5: Ergebnisse der Evaluierungsläufe mit mehrkriteriellen Ameisenalgorithmen
Untersucht wurden die mehrkriteriellen Algorithmenkonfigurationen von Ant System (K1a), von Ant
Colony System (K1b) und von einer Mischvariante aus AS und ACS (K1c).
Dies hat zur Folge, dass die Auswahlwahrscheinlichkeiten für diese Kanten steigen und immermehr
Ameisen Lösungen der nichtdominierten Front erstellen. Da nur eine begrenzte Pheromongesamtmenge
zur Aktualisierung innerhalb jeder Iteration zur Verfügung steht, sinkt mit der steigenden Anzahl ak-
tualisierungsberechtigter Ameisen die Pheromonmenge, die jeder Ameise zur Aktualisierung zur Ver-
fügung steht.
Da ACS als Aktualisierungs- und Verdunstungsregel eine gewichtete Summe aus dem bereits be-
stehenden und dem neuen Pheromonwert verwendet, kann sich somit eine Absenkung der Pheromon-
konzentration auf einer Kante des Graphen ergeben. Damit steigen die Auswahlwahrscheinlichkeiten
weniger attraktiver Kanten, was eine Erhöhung des Branchings zur Folge hat.
Wie in den Abbildungen 8.5 und 8.6 zu erkennen ist, ist der Verlauf der Diversität der Lösungen über
die Iterationen hinweg bei allen Algorithmen sehr ähnlich dem Verlauf der Approximation in Form des
Distanzmaßes und erreicht insbesondere für die ACS-Variante sehr geringe Werte, was für eine sehr
gleichmäßige Abdeckung der Paretofront spricht.
KonfigurationK1c weist den Vorteil auf, dass die Approximation bereits nach sehr wenigen Iteratio-
nen verhältnismäßig gute Werte erzielt. In den späteren Iterationen zeigt sich allerdings der Vorteil des
ACS-Verfahrens, welches einen deutlich gleichmäßigeren Verlauf der Approximation über die Iteratio-
nen erzielt als die übrigen Verfahren und insgesamt hinsichtlich aller Kenngrößen die besten Ergebnisse
lieferte.
8.2.3 Verwendung von Routingtabellen und Tabulisten
Neben Problemen auf rein konvergierenden Prozessplänenwurden ebenfalls Angebotsnetze untersucht,
die über Divergenzknoten verfügen. Ziel der Untersuchung war die Auswertung des Verhaltens des
Ameisenalgorithmus in Abhängigkeit davon, ob das vorgestellte Routingmodell in der Lösungskon-
struktion verwendet wird oder nicht. In diesem Zusammenhang wurden Evaluierungsläufe á 20 Opti-
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Abbildung 8.5: Vergleich der Approximation der verschiedenen Algorithmenvarianten für G030
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Abbildung 8.6: Vergleich des Diversitätsmaßes der verschiedenen Algorithmenvarianten für G030
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Abbildung 8.7: Branching-Faktor bei der Anwendung der verschiedenen Algorithmen auf G030
mierungsläufe für die Probleme DV03 und DV04 über je 500 Iterationen mit einem ACS-Algorithmus
durchgeführt. Es wurden die Konfigurationen K6a und K6b verwendet, wobei die Konfiguration K6a
sich des vorgestellten Routing- und Tabulistenkonzeptes in der Lösungskonstruktion bedient, während
in der Konfiguration K6b kein Routing genutzt wird. Tabelle 8.6 zeigt die Ergebnisse der Evaluierungs-
läufe.
Kennzahl/Messwert Ergebnisse DV03 Ergebnisse DV04
K6a K6b K6a K6b
Approximation/Distanzmaß 0,39% 11,17% 0,31% 13,77%
Approximation/Diversität 0,0191 0,2585 0,0162 0,2610
Frontgröße 189,85 21,20 200,30 15,40
Anzahl Lösungskonstruktionen 60.000 60.000 60.000 60.000
Anzahl ungültige Lösungen 0,0 45.387 0,0 45.031
Anzahl gültige Lösungen 60.000 14.613 60.000 14.969
Anteil gültige Lösungen 100,0% 24,35% 100,0% 24,95%
Zeitbedarf [min] 2,90 1,36 2,77 1,33
Tabelle 8.6: Ergebnisse der Evaluierungsläufe mit und ohne Verwendung von Routing
Unter Beachtung des Umstandes, dass der Prozessplan der Probleme DV03 und DV04 ausschließlich
einen divergierenden Prozessschritt mit einer Aufspaltung des Prozesses in zwei Sequenzen enthält, ist
der Anteil der konstruierten unzulässigen Teillösungen beziehungsweise Lösungen mit über 70% sehr
groß. Da somit gegenüber dem Verfahren, welches das Routingkonzept verwendet, deutlich weniger
zulässige Lösungen erstellt wurden, verschlechtern sich auch die Kennzahlen des Distanzmaßes, der
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Diversität und der Frontgröße erheblich. Da durch die Verwendung von Routing zusätzliche Restriktio-
nen geprüft werden müssen und außerdem eine Preprocessing-Phase erforderlich ist, in welcher die Ta-
bulisten und Routingtabellen generiert werden, benötigen die Optimierungsläufe bei der Verwendung
von Routing entsprechend mehr Zeit. Hierbei sollte jedoch beachtet werden, dass durch die Konfigu-
ration K6b mit einer Quote von 70% unvollständige Lösungen erstellt wurden, die das Zeitmaß für die
Methode zusätzlich verbessern. Da bei der Anwendung des Verfahrens die Lösungskonstruktion für al-
le Ameisen, die eine ungültige Alternative konstruiert haben, so oft neu initialisiert werden müsste, bis
durch die Ameise eine gültige Alternative erstellt wurde, würde dies einen deutlich höheren Zeitbedarf
nach sich ziehen. Zudem ist zu erwarten, dass bei Auftreten mehrerer divergierender Prozessschritte
innerhalb eines Prozessplans die Quote für den Misserfolg in der Lösungskonstruktion gegenüber den
gemessenenWerten steigt. Auf Basis dieser Ergebnisse kann die Nutzung des Restriktionssystems sowie
der Tabulisten im Rahmen der Lösungskonstruktion empfohlen werden.
8.2.4 Aktualisierungsstrategien
Die in Abschnitt 7.1 vorgestellte Methode der skalenbasierten Nadir-Punkt-Strategie als Update-Metho-
de soll nachfolgend näher untersucht werden.
Es wurden drei Konfigurationenmit verschiedenen Update-Strategien untersucht. Als Basisalgorith-
mus aller Konfigurationen wurde eine Mischvariante von Ant System und Ant Colony System verwen-
det. Die Entscheidungsregel wurde aus ACS mit q0 = 0, 05 übernommen. Die Aggregation der Kriterien
fand über die Methode des gewichteten Produktes statt. Die Verdunstung orientierte sich an AS und
fandmit ρ = 0, 1 über alle Kanten statt. Die Initialisierung des Pheromons erfolgtemit dem sehr hoch ge-
wählten τ0 = 200 (inkrementell) zur Verbesserung der Explorationseigenschaften. Ein negatives lokales
Update des Pheromons im Rahmen der Lösungskonstruktion wurde nicht verwendet. Die Algorithmen
wurden in Evaluierungsläufen über je 10 Einzelläufe á 800 Iterationen mit einer Durchmusterung von
χς = 20 und χc = 5 getestet. Die Konfiguration K2a verwendete die Aktualisierungsstrategie des Ant
Systems. Demnach erhielten sämtliche Ameisen eine Aktualisierungsberechtigung, wobei die verwen-
dete Aktualisierungsmenge in Abhängigkeit der Lösungsgüte stand. Die KonfigurationK2b verwendete
die elitäre Aktualisierungsstrategie, in welcher ausschließlich die Ameisen eine Aktualisierung durch-
führen dürfen, die innerhalb der Iteration eine Lösung der nichtdominierten Front konstruiert haben.
Die Aktualisierungsmenge entsprach dem konstanten Wert τupdate = 1 (Verteilung einer Gesamtmenge
je Iteration). Die Konfiguration K2c verwendete die in dieser Arbeit vorgestellte Nadir-Punkt-Strategie
mit γ = 2.23 Dabei erhielten alle Ameisen eine Aktualisierungsberechtigung, die in der Iteration eine
Lösung konstruierten, die nicht vom Nadir-Punkt der nichtdominierten Front dominiert wird. Da aus-
schließlich unikriteriell effizient lösbare Probleme Gegenstand der Untersuchung waren, wurden ska-
lenbasierte Aktualisierungsmengen gewählt, die den Zielerreichungsgrad prozentual zwischen Worst-
und Best-Case-Wert im Zielraum repräsentierten.24
Die Ergebnisse der Testreihe werden in Tabelle 8.7 dargestellt. Ähnlich der Untersuchung des Pro-
blemlösungsverhaltens der verschiedenen Ameisenalgorithmen in Abschnitt 8.2.2 zeigte sich, dass die
angestrebte Nadir-Punkt-Strategie keine Verbesserungen erzielen konnte. Die besten Ergebnissewurden
mit Konfiguration K2b erreicht, die sich stark an ACS anlehnte. Aus diesem Grund kann die Verwen-
dung der Nadir-Punkt-Strategie nicht empfohlen werden.
23Es wurden auch Konfigurationen mit γ = 1 und γ = 3 untersucht. Es zeigte sich, dass der Parameter γ = 1 schlechtere
Resultate erzielte, während bei der Verwendung von γ = 3 ähnliche Ergebnisse resultieren.
24Ausführliche Informationen über die verwendeten Konfigurationen finden sich im Anhang A.2 auf Seite 154.
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Problem Distanzmaß Diversitätsmaß Frontgröße
K2a K2b K2c K2a K2b K2c K2a K2b K2c
G030 6,38% 2,52% 5,51% 0,0879 0,0641 0,0666 83,3 82,1 96,8
G032 5,71% 2,61% 5,26% 0,0714 0,0591 0,0660 196,1 250,5 220,0
G037 4,39% 1,36% 3,44% 0,0591 0,0339 0,0530 203,6 327,8 212,8
G050 1,99% 1,34% 2,41% 0,0556 0,0400 0,0522 109,8 205,3 106,9
G061 2,04% 0,79% 1,64% 0,0445 0,0266 0,0373 119,2 187,3 124,3
G069 7,06% 2,32% 6,52% 0,0740 0,0382 0,0680 52,6 92,0 52,4
G071 8,70% 2,99% 6,36% 0,1043 0,0686 0,0842 118,7 296,1 135,5
Tabelle 8.7: Testergebnisse bei Verwendung verschiedener Update-Strategien
Es wurden die Strategien des Ant Systems (K2a), eine elitäre Strategie ähnlich dem Ant Colony System
(K2b) und die skalenbasierte Nadir-Punkt-Aktualisierung (K2c) getestet.
8.2.5 Analyse verschiedener Aggregationsmethoden
In Rahmen dieser Arbeit wurden verschiedene Aggregationsmethoden der Zielkriterien bei der Berech-
nung von Auswahlwahrscheinlichkeiten mit Hilfe der Random-Proportional Rule oder der Pseudo-
Random-Proportional Rule behandelt.
Einerseits wurde die Methode der gewichteten Summe (K4a) beziehungsweise des gewichteten Pro-
duktes (K4b) erläutert und nachfolgend Fuzzy Decision Making (K4c) angestrebt, um mögliche Pro-
bleme mit konkaven Paretofronten (bei Minimierung der Ziele) zu überwinden. Nachfolgend soll un-
tersucht werden, inwiefern eine Auswirkung der kompensatorischen Eigenschaften der Methode der
gewichteten Summe beziehungsweise des gewichteten Produktes und die damit verbundenen Proble-
me bei der Optimierung mit ACO feststellbar ist und wie sich die Wahl der Aggregationsmethode auf
das Problemlösungsverhalten des Ameisenalgorithmus auswirkt.
Problem Distanzmaß Diversitätsmaß Frontgröße
K4a K4b K4c K4a K4b K4c K4a K4b K4c
G032 3,26% 2,39% 2,11% 0,071 0,065 0,059 250,9 262,2 241,6
G035 1,04% 0,70% 0,89% 0,029 0,026 0,032 62,1 70,9 71,9
G038 5,58% 6,47% 5,90% 0,135 0,139 0,129 25,2 19,1 22,9
G050 1,15% 1,45% 2,27% 0,038 0,039 0,050 224,9 213,6 151,0
G061 0,91% 0,96% 0,91% 0,036 0,026 0,033 148,2 187,0 162,2
G063 0,34% 0,45% 0,50% 0,015 0,020 0,037 97,8 88,2 79,9
G067 0,30% 0,25% 4,42% 0,105 0,094 0,105 90,5 86,1 93,0
G071 2,15% 2,68% 2,43% 0,066 0,076 0,058 312,8 276,7 339,1
Tabelle 8.8: Testergebnisse bei Verwendung verschiedener Update-Strategien
Es wurden verschiedene Probleme untersucht und Evaluierungsläufe mit ACO durchgeführt, wobei
alle drei Aggregationsmethoden näher betrachtet wurden. Tabelle 8.8 stellt die Resultate der Evaluie-
rung dar. Die gemessenen Werte bestätigen die Vermutung, dass die Wahl der Methode der gewichte-
ten Summe aufgrund des kompensatorischen Charakters zu Problemen führt, nicht. Gegenteilig kann
festgestellt werden, dass im Mittel die Ergebnisse für die beiden kompensatorischen Methoden etwas
bessere Ergebnisse erzielten, als die Aggregationsmethode nach dem Fuzzy Decision Making. Insbe-
sondere die Methode der gewichteten Summe erzielte entgegen der Erwartung sehr gute Resultate im
durchgeführten Test. Eine eindeutige Tendenz zu Gunsten einer der behandelten Methoden kann nicht
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abgeleitet werden.
8.2.6 Standard-Heuristik und Look-Ahead-Heuristic
Die in Kapitel 7.4 vorgestellte Look-Ahead-Heuristic wurde gezielt entwickelt, um durch die Überwin-
dung der Schwächen der Greedy-Heuristik das Verhalten des Ameisenalgorithmus zu verbessern. Be-
reits in [Fis06b]und [Fis06a] wurde an einem bikriteriellen Problem gezeigt, dass die Methode zu deut-
lichen Verbesserungen eines Ameisenalgorithmus führen kann, wenn das Problem über stark differie-
rende Pfadlängen verfügt.25 Weiterführend soll im Rahmen dieser Arbeit zunächst ebenfalls ein bikri-
terielles Problem untersucht werden, welches über die Zielkriterien Preis und Lieferwahrscheinlichkeit
verfügt. Mit Hilfe der dynamischen Programmierung konnte das zugrunde liegende Problem G040 ex-
akt gelöst werden, sodass die konkav verlaufende Paretofront als Referenzfront zur Verfügung stand.
Die Front enthält insgesamt 492 Lösungen, wobei die Konzentration der Zielvektoren im Zielraum mit
sinkenden Zielwerten für die Lieferwahrscheinlichkeit stark zunimmt. Dies kann mit dem Umstand er-
klärt werden, dass jeder Zielfunktionsbeitrag eines einzelnen Angebotes aufgrund der Produktfunktion
einen sehr starken Einfluss auf den Zielwert besitzt. Folglich müssen sämtliche Zielfunktionsbeiträge ei-
ner Lösung im Vergleich zu einer additiven Verknüpfung verhältnismäßig sehr hohe Werte aufweisen,
um einen hohen Zielfunktionswert (nahe 100%) der Lösung zu erzeugen.
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Abbildung 8.8: Paretofront und nichtdominierte Fronten verschiedener ACO-Läufe für G040
Zur Evaluierung wurde eine Mischvariante aus AS und ACS eingesetzt, wobei die Konfiguration
von ACS mit der Verdunstungsstrategie von AS und der stufenweisen Pheromoninitialisierung mit ei-
nem Basiswert τ0 = 200 verwendet wurde. Es wurden bei einer Durchmusterung von χς = 20 und
χc = 5 insgesamt 800 Iterationen pro Lauf durchgeführt.26
25Differierende Pfadlängen einzelner Lösungen entstehen durch ATP-Angebote oder durch Angebotsbündel, die sich aus meh-
reren Teilmengenangeboten zusammensetzen.
26Es wurden die KonfigurationenK4d undK4e verwendet.
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Wird dieser Ameisenalgorithmus auf das Problem G040 angewendet, so zeigt sich bei Verwendung
der Standard-Heuristik zwar zunächst eine sehr gute Annäherung der ermittelten Front an die Pareto-
front hinsichtlich des Distanzmaßes.
Die Gleichmäßigkeit der Approximation (Diversitätsmaß) erreicht allerdings sehr schlechte Werte.
Bei Verwendung der Look-Ahead-Heuristic findet dem gegenüber eine deutlich gleichmäßigere Ap-
proximation bei einem vergleichbaren, sogar leicht besseren Distanzmaß statt. Die Approximationsgüte
von LAH übersteigt die der Standard-Heuristik demnach merklich. In Abbildung 8.8 werden die er-
mittelten Fronten dargestellt. In den Abbildungen 8.9 und 8.10 werden Evaluierungskennzahlen der
Approximation und der Diversität im Verlauf der Iterationen visualisiert.
Das deutliche Fehlverhalten des Ameisenalgorithmus bei Verwendung der Standard-Heuristik kann
auf den myopischen Charakter der Greedy-Heuristik zurückgeführt werden. Da durch die Greedy-
Heuristik die Zielfunktionsbeiträge beider Kriterien über alle Alternativen als gleichwertig hinsichtlich
ihres Einflusses auf die Zielfunktion betrachtet werden, ergibt sich ein deutlicher Vorteil zu Gunsten des
Preiskriteriums, das über eine additive Verknüpfung der Zielfunktionsbeiträge verfügt. Es resultiert,
dass aufgrund der Fehleinschätzung der Zielfunktionsbeiträge durch den Ameisenalgorithmus bei Ver-
wendung der Standard-Heuristik eine nur sehr ungleichmäßige Annäherung deutlich wahrscheinlicher
als die bevorzugte gleichmäßige Annäherung ist. Durch LAHwird dieses Problem überwunden, indem
nicht nur einzelne Zielfunktionsbeiträge, sondern vollständige einkriterielle Lösungen für Teilprobleme
als Bewertungsgrundlage verwendet werden.
Auf Basis dieses Resultats wurde das Verhalten von LAH auf trikriteriellen Problemen mit den für
Angebotsnetze typischen Zielfunktionen untersucht. Für alle untersuchten Probleme wurden Evalu-
ierungsläufe mit je 10 Optimierungsläufen über 500 Iterationen durchgeführt und das Distanz- und
Diversitätsmaß sowie die Frontgröße aufgezeichnet.
Die Ergebnisse der Testreihe mit den Konfigurationen K4a und K4b finden sich in Tabelle 8.9. Auf-
fallend besser ist bei der Mehrzahl der Probleme die Größe der bestimmten nichtdominierten Front.
Da im Mittel die Approximation bezüglich des Distanzmaßes ebenfalls bessere Werte erzielte, stellen
die sehr unterschiedlichen Ergebnisse bezüglich des Diversitätsmaßes eine Anomalie dar. Es existieren
auch Probleme, für welche die Verwendung von LAH hinsichtlich aller Kennzahlen deutlich schlechtere
Resultate erzielte als die Verwendung der Standard-Heuristik. ImAllgemeinen reagierte das Diversitäts-
maß bei trikriteriellen Problemen deutlich geringer auf die Verwendung der verschiedenen Heuristiken
als erwartet.
Problem Standard-Heuristik (K4a) LAH/Worst-Case (K4b)
Distanz Diversität Frontgröße Distanz Diversität Frontgröße
G032 4,79% 0,1021 181,8 5,59% 0,2134 145,7
G035 1,21% 0,0431 256,6 0,82% 0,0438 266,5
G036 0,77% 0,0592 287,9 1,74% 0,0992 204,0
G050 1,50% 0,0477 164,5 0,95% 0,0557 186,4
G063 0,32% 0,0164 96,4 0,07% 0,0106 107,5
G067 3,44% 0,0121 71,5 2,66% 0,0965 100,9
G069 1,55% 0,0271 99,1 0,72% 0,0146 147,2
G071 3,61% 0,0995 204,4 2,64% 0,0852 279,6
Tabelle 8.9: Approximation, Diversität und Größe der ermittelten Front im Vergleich bei Verwendung
der Standard-Heuristik und der Look-Ahead-Heuristic
Die nur sehr schwache Reaktion des Diversitätsmaßes wurde in der bereits beschriebenen Eigen-
schaft der Paretofront vermutet, dass die Konzentration der Vektoren entlang der Paretofront stark dif-
feriert undmit steigender Lieferwahrscheinlichkeit stark abnimmt. Aus diesemGrundwurde das Diver-
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Abbildung 8.9: Approximation als Distanzmaß im Vergleich von Standard-Heuristik und LAH für G040
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Abbildung 8.10: Diversität als Distanzmaß im Vergleich von Standard-Heuristik und LAH für G040
144
8.2 Evaluierung ACO und hybride Ansätze
sitätsmaß näher untersucht, wobei die Anzahl der Vektoren in der Paretofront bestimmt wurde, welche
bezüglich des Diversitätsmaßes bestimmte Schwellwerte überschritten. Insbesondere das Vorhanden-
sein sehr vieler Vektoren bei sehr hohen Schwellwerten unter Verwendung der Standard-Heuristik und
desgleichen deutlich weniger Vektoren bei Verwendung von LAH würde für ein ähnliches Verhalten,
wie es bei dem bikriteriellen Problem G040 festgestellt wurde, auch im trikriteriellen Fall sprechen.
Tabelle 8.10 zeigt die Ergebnisse, die bei der Aufzeichnung dieser Kennzahl entstanden. Gegenüber
der Verwendung der Standard-Heuristik finden sich für viele Probleme beim Einsatz von LAHweniger
Vektoren mit sehr hohen, zufriedenstellenden Werten für das Diversitätsmaß.
Problem Standard-Heuristik (K4a) LAH/Worst-Case (K4b)
#Div.> 0,2 #Div.> 0,3 #Div.> 0,5 #Div.> 0,2 #Div.> 0,3 #Div.> 0,5
G032 232,6 98,2 45,1 837,7 606,3 356,5
G035 51,2 22,1 8,5 24,0 7,8 3,4
G036 223,2 146,2 103,1 609,5 272,0 56,8
G050 12,8 5,4 0,8 16,2 0,0 0,0
G063 0,8 0,4 0,0 0,0 0,0 0,0
G067 109,4 80,8 57,6 94,5 66,4 35,2
G069 2,6 0,9 0,0 1,1 0,1 0,0
G071 510,1 302,9 163,6 455,4 200,8 96,0
Tabelle 8.10: Evaluierung der Schwellwertübertretungen der Diversität bei Verwendung der Standard-
Heuristik und der Look-Ahead-Heuristic
Dennoch existieren einige Probleme, für die die Verwendung der Standard-Heuristik auch bezüglich
dieses Maßes bessere Ergebnisse erzielt. Aufgrund der sehr schlechten Ergebnisse für G032 und G036
wurden diese Probleme näher analysiert. Unter Betrachtung der Fronten einzelner Optimierungsläufe
auf G036 zeigte sich, dass mit Hilfe von LAH zwar deutlich bessere Ergebnisse für den Bereich der Pa-
retofront erzielt werden, die unter Verwendung der Standard-Heuristik nicht erreicht werden können,
jedoch ebenfalls, dass mit Hilfe von LAH sehr viele Lösungen in dem für die Standard-Heuristik un-
problematischen Bereich nicht gefunden werden. Das Diagramm in Abbildung 8.11 zeigt das typische
Ergebnis für dieses Phänomen.27
Offensichtlich ergänzen sich die Lösungsmengen der beiden Algorithmusvarianten nahezu. Insbe-
sondere im Bereich hoher Lieferwahrscheinlichkeiten konnten durch LAH wesentlich mehr Lösungen
gefunden werden. Dieses Ergebnis entspricht ebenfalls dem bereits eingangs festgestellten Verhalten
der beiden Heuristiken für das bikriterielle Problem G040.
Aufgrund dieser Ergebnisse kann zum Einen festgestellt werden, dass LAH ein besseres Verhalten
aufweist als die Standard-Heuristik. Dies kann darauf begründet werden, dass die Teilmenge der pare-
tooptimalen Lösungen mit hohen Werten für die Lieferwahrscheinlichkeit von deutlich größerer Rele-
vanz für einen Entscheidungsträger sein dürfte als die Teilmenge mit sehr geringenWerten. ZumAnde-
ren kann empfohlen werden, dass zur Erzielung bestmöglicher Ergebnisse separate Optimierungsläufe
mit beiden Heuristiken mit dem Ziel durchgeführt werden sollten, die resultierenden Fronten beider
Läufe zu vereinen.
Bisher wurden alle Testreihenmit Hilfe derWorst-Case-Variante der Look-Ahead-Heuristic durchge-
führt. Es wurde außerdem eine Testreihe zur Evaluierung beider Varianten imVergleichmit der zusätzli-
chen KonfigurationK4c durchgeführt. Tabelle 8.12 zeigt die Resultate dieser Testreihe für die Best-Case-
und Worst-Case-Variante des Algorithmus im Vergleich. Es zeigte sich, dass die Best-Case-Variante im
Mittel geringfügig bessere Resultate erzielte als die Worst-Case-Variante.
27Die hier nicht dargestellten Ergebnisse für das Problem G032 weisen die gleichen Eigenschaften auf.
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(a) Paretofront des Problems G036 (b) Nichtdominierte Fronten derACO-Optimierungsläufe
Abbildung 8.11: Vergleich der nichtdominierten Fronten von LAH und Standard-Heuristik
Die Diagramme zeigen in Teilbild (a) die Paretofront und in Teilbild (b) die nichtdominierten Fron-
ten der ACO-Optimierungsläufe mit Standard-Heuristik und Look-Ahead-Heuristic für das Problem
G036. Der Ursprung des Koordinatensystems entspricht dem positiven Idealpunkt. Die Zielkriterien
Preis, Lieferwahrscheinlichkeit und Puffer entsprechen der schwarzen, roten und blauen Achse ent-
sprechend dieser Reihenfolge. Die rot eingefärbte Punktmenge entspricht der nichtdominierten Front,
welche unter Verwendung von LAH ermittelt wurde, während die blau eingefärbte Punktmenge die
Front bei Anwendung der Standard-Heuristik bestimmt wurde.
Problem LAH/Best-Case (K4c) LAH/Worst-Case (K4b)
Distanz Diversität Frontgröße Distanz Diversität Frontgröße
G032 5,52% 0,2061 128,7 5,59% 0,2134 145,7
G035 0,69% 0,0467 279,4 0,82% 0,0438 266,5
G036 1,69% 0,0962 201,0 1,74% 0,0992 204,0
G050 0,99% 0,0534 191,8 0,95% 0,0557 186,4
G063 0,07% 0,0088 110,7 0,07% 0,0106 107,5
G067 3,69% 0,1172 80,6 2,66% 0,0965 100,9
G069 0,71% 0,0123 148,5 0,72% 0,0146 147,2
G071 2,31% 0,0955 244,5 2,64% 0,0852 279,6
Tabelle 8.11: Testergebnisse für den Vergleich von LAH in der Best- und Worst-Case-Variante hinsicht-
lich Distanz, Diversität und Frontgröße
8.2.7 Problemreduktion
Nachfolgend soll die Problemreduktion auf Basis der dynamischen Programmierung näher untersucht
werden. Hierzuwurde der Algorithmus der Problemreduktion auf verschiedene Probleme angewendet.
Mit Ausnahme von G038 war allen untersuchten Problemen gemein, dass es sich um trikriterielle
Probleme handelt, deren Zielkriterien sich aus Preis, Lieferwahrscheinlichkeit und Lieferpuffer analog
zu den Ausführungen in Kapitel 4 zusammensetzten.28 Das Problem G038 stellt ein bikriterielles Pro-
28Siehe Abschnitt 4.3 auf Seite 46.
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Problem LAH/Best-Case (K11) LAH/Worst-Case (K10)
#Div.>0,2 #Div.>0,3 #Div.>0,5 #Div.>0,2 #Div.>0,3 #Div.>0,5
G032 814,4 563,9 321,3 837,7 606,3 356,5
G035 23,2 5,2 1,3 24,0 7,8 3,4
G036 586,7 225,5 52,6 609,5 272,0 56,8
G050 6,7 0,0 0,0 16,2 0,0 0,0
G063 0,0 0,0 0,0 0,0 0,0 0,0
G067 113,5 77,7 47,1 94,5 66,4 35,3
G069 0,5 0,0 0,0 1,1 0,1 0,0
G071 596,5 270,0 128,2 455,4 200,8 96,0
Tabelle 8.12: Testergebnisse für den Vergleich von LAH in der Best- und Worst-Case-Variante hinsicht-
lich der Diversität
blem dar, welches ausschließlich über die Zielkriterien Preis und Lieferwahrscheinlichkeit verfügt. Es
wurden sowohl Probleme mit als auch Probleme ohne ATP-Angebote untersucht. Sämtliche Probleme
besaßen keine divergierenden Prozessschritte. Tabelle 8.13 zeigt die Ergebnisse der Problemreduktion in
Bezug auf die Änderung der Kantenmenge und die damit verbundene Reduktion des Lösungsraums.29
Problem Vor der Reduktion Nach der Reduktion Änderung
#Kanten Ord #Kanten Ord #Kanten Ordnung
G030 290 12 268 10 7, 6% 16, 7%
G032 485 19 448 17 7, 6% 10, 5%
G035 956 21 891 19 6, 8% 9, 5%
G036 558 20 516 18 7, 5% 10, 0%
G037 354 18 341 16 3, 7% 11, 1%
G038 740 26 672 21 9, 2% 19, 2%
G050 500 15 487 13 2, 6% 13, 3%
G061 650 21 626 18 3, 7% 14, 3%
G063 291 9 284 7 2, 4% 22, 2%
G067 479 17 461 15 3, 8% 11, 8%
G069 291 10 284 8 2, 4% 20, 0%
G071 467 24 449 22 3, 9% 8, 3%
Tabelle 8.13: Auswirkungen der Problemreduktion auf die Eingabelänge und Lösungsraumgröße
Für alle untersuchten Probleme konnte im Rahmen der Problemreduktion die Kantenmenge um
einen nicht zu vernachlässigenden Anteil verkleinert werden. Der aus dieser Reduktion der Eingabe re-
sultierende Effekt auf die Größe des Lösungsraums erwies sich als sehr stark. Neben diesen Ergebnissen
stellt sich jedoch viel mehr die Frage, inwiefern sich eine durchgeführte Problemreduktion auf das Ver-
halten eines Ameisenalgorithmus auswirkt. Es wurden Evaluierungsläufe mit einer ACS-Konfiguration
durchgeführt, deren Ergebnisse in Tabelle 8.14 vorgestellt werden.30 Im Rahmen der Evaluierung wurde
dabei die KonfigurationK5 verwendet.
Es ist ersichtlich, dass die Problemreduktion das Problemlösungsverhalten des eingesetzten Amei-
senalgorithmus für fast alle Probleme hinsichtlich aller Evaluierungskennzahlen verbessert. Die Beach-
tung des Umstandes, dass die Durchführung der Problemreduktion für fast alle Probleme lediglich eine
29Nähere Informationen zu den Problemen finden sich im Anhang.
30Es wurde die KonfigurationK5 mit 10 Optimierungsläufen á 250 Iterationen verwendet.
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Problem Distanz Diversität Frontgröße
Vor Red. Nach Red. Vor Red. Nach Red. Vor Red. Nach Red.
G030 0,01217 0,00239 0,03362 0,00940 148,9 234,2
G032 0,07596 0,06517 0,12844 0,10630 106,6 129,1
G035 0,00009 0,00004 0,00081 0,00081 128,7 128,2
G036 0,02266 0,01396 0,06920 0,06515 121,7 146,8
G037 0,02643 0,01612 0,06896 0,04574 124,3 173,3
G038 0,09024 0,04876 0,17248 0,13418 9,9 16,9
G050 0,00863 0,00055 0,02444 0,01668 301,5 355,4
G061 0,00495 0,00325 0,02356 0,01799 164,3 205,0
G063 0,00015 0,00039 0,00668 0,00212 139,0 157,1
G067 0,07349 0,04396 0,14423 0,12121 47,0 52,6
G069 0,00666 0,00400 0,01107 0,00448 175,3 212,2
G071 0,09713 0,08000 0,14034 0,13129 82,2 83,9
Tabelle 8.14: Testergebnisse mit den Auswirkungen der Problemreduktion auf ACS
Zeitdauer unterhalb einer Sekunde beanspruchte, unterstreicht dieses positive Ergebnis zudem. Auf Ba-
sis dieser Ergebnisse kann empfohlen werden, die Problemreduktion im Rahmen einer Preprocessing-
Phase in Kombination mit ACO zur näherungsweisen Lösung des Parallel Path Problems anzuwenden.
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Fazit und Ausblick
Diese Arbeit beschäftigte sich mit der Hard-Fact-Optimierung von Angebotsnetzen im Rahmen des Ex-
tended Value Chain Managements. Hierzu wurden das mehrkriterielle graphentheoretische Problem
sowie verschiedene Lösungsansätze diskutiert. Zunächst wurde ein problemspezifisches Modell der
dynamischen Programmierung entwickelt. Der resultierende Algorithmus ist im Stande, das mehrkrite-
rielle Parallel Path Problem auch bei Vorhandensein von Divergenzen exakt zu lösen. Trotz der ebenfalls
nachgewiesenen Eigenschaft der NP-Vollständigkeit des Problems konnte im Rahmen der Evaluierung
gezeigt werden, dass kleine und mittlere Probleminstanzen mit angemessenem Ressourcenbedarf exakt
gelöst werden können.
Neben der dynamischen Programmierung wurde Ant Colony Optimization als heuristisches Ver-
fahren behandelt, welches bereits im Vorfeld dieser Arbeit zur näherungsweisen Lösung des Problems
präferiert wurde. In diesem Zusammenhang wurde ein alternatives Modell zur bisher verwendeten Ant
Family Heuristic entwickelt, welches auf sequentieller Rekursion beruht. Mit dem Ziel, die Konstrukti-
on unzulässiger Alternativen zu vermeiden, wurde außerdem ein Restriktionssystem und ein Routing-
Konzept modelliert, dass durch das ACO-Verfahren verwendet wird. Es konnte gezeigt werden, dass
ACO sehr gute Eigenschaften bezüglich der Approximation der exakten Lösung erzielt.
Weiterhin wurden hybride Ansätze entwickelt, die das Konzept der dynamischen Programmierung
im Rahmen des ACO-Verfahrens auf verschiedene Weise integrieren. Insbesondere die Problemredukti-
on und die Look-Ahead-Heuristic konnten das Problemlösungsverhalten von ACO deutlich verbessern.
Auf Basis der Ergebnisse dieser Arbeit können einige Ansatzpunkte für die mögliche Fortsetzung
der Forschungsarbeit abgeleitet werden. Ein interessanter Gegenstand weiterer Forschungsarbeit wäre
hierbei die Weiterentwicklung der Problemreduktion auf Basis der dynamischen Programmierung zu
einem integrierten Verfahren. Hierbei könnte beispielsweise die dynamische Programmierung alle ef-
fizient lösbaren Teilprobleme bis zu einer bestimmten topologischen Stufe eines Graphen exakt lösen,
während Ameisenalgorithmen für die nicht effizient lösbaren Teilprobleme und für die Verknüpfung
der exakten Teillösungen eingesetzt werden.
Einen weiteren interessanten Ansatz würde die Entwicklung speicherplatzsparender Konzepte für
die Algorithmen des problemspezifischen dynamischen Programms darstellen, da sich die Unlösbar-
keit im Rahmen der Evaluierung grundsätzlich aufgrund fehlenden Hauptspeichers herausstellte. Zur
Verbesserung des Verhaltens der Ameisenalgorithmen sollten außerdem ausführliche Parametertests
durchgeführt werden.
Auchmehrkriterielle Methoden von Ameisenalgorithmen, die alternativ zu dem in dieser Arbeit un-
tersuchten Ansatz von IREDI ET AL. und MERKLE stehen, bieten Potential für weitere Untersuchungen.
Insbesondere die Vorgehensweise von GAGNÉ ET AL. unter Verwendung des Compromise Program-
mings sowie der populationsbasierte Ansatz von GUNTSCH stellen interessante Alternativen dar, die im
Rahmen einer vergleichenden Analyse detaillierter betrachtet werden sollten.31
Der Auswahlprozess, in dem der Entscheidungsträger sich für eine Lösung aus der Paretofront be-
ziehungsweise nichtdominierten Front entscheidet, wurde in dieser Arbeit zwar über die Vorstellung
31Vgl. [Ire01], [Mer02], [Gag04] sowie [Gun04].
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der MADM- und MODM-Methoden angerissen, eine ausführliche Behandlung sowie die Wahl eines
geeigneten Verfahrens wurde jedoch nicht vollzogen. In diesem Zusammenhang ergibt sich eine weite-
re nicht zu vernachlässigende Thematik im Problemumfeld.
Abschließend kann festgestellt werden, dass die vorgestellten Verfahren und entwickelten Metho-
den hohes Potential zur Problemlösung des Parallel Path Problems besitzen, jedoch von einer Weiter-
entwicklung dieser Methoden weitere Verbesserungen im Verhalten der Algorithmen erwartet werden
können.
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Anhang A
Ergänzungen und Detailinformationen
zur Evaluierung
A.1 Evaluierte Problemgraphen und Prozesspläne
Nachfolgend finden sich Detailinformationen über die in der Evaluierung verwendeten Technologiegra-
phen für Prozesspläne sowie den darauf basierenden Angebotsnetzen. Die entsprechenden Problemda-
teien finden sich auf dem dieser Arbeit beiliegenden Datenträger.
A.1.1 Technologiegraphen
TGraph-ID #Prozessschritte #Kanten #Blätter #Konvergenzen #Divergenzen
TG01 47 46 16 12 -
TG01a 47 47 15 17 1
TG01b 47 48 14 12 2 (unabhängig)
TG01c 47 49 13 12 3 (2 abhängig)
TG02 82 81 26 17 -
TG03 85 84 39 21 -
TG04 100 99 27 23 -
TG05 117 116 31 25 -
TR Dem Angebotsnetz liegt kein Technologiegraph zugrunde.
Tabelle A.1: Übersicht über alle verwendeten Prozesspläne (Technologiegraphen)
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Abbildung A.1: Prozesspläne der Technologiegraphen TG01 und TG01a-c
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A.1 Evaluierte Problemgraphen und Prozesspläne
A.1.2 Problemgraphen
Graph-ID Input ATP Divergenzen Lösungsraum Zielkriterien* TG Sonstiges
T001 547 - - 1, 6 · 106 6 (A) TR
T010 4681 - - 1, 1 · 109 3 (A/A/A) TR
T011 11.111 - - 3, 1 · 1010 3 (A/M/A) TR
G030 484 - - 5, 0 · 1012 3 (A/M/MM) TG01
G032 694 - - 7, 2 · 1019 3 (A/M/MM) TG01
G033 912 + - 7, 7 · 1012 3 (A/M/MM) TG01
G034 868 +++ - 5, 4 · 1012 3 (A/M/MM) TG01
G035 1.414 +++ - 2, 8 · 1021 3 (A/M/MM) TG01
G036 787 - - 3, 9 · 1018 3 (A/M/MM) TG01
G037 602 - - 1, 3 · 1018 3 (A/M/MM) TG02
G038 1.187 - - 1, 4 · 1026 2 (A/M) TG02
G040 1.380 - - 2, 4 · 1029 2 (A/M) TG03
G050 874 + - 2, 2 · 1015 3 (A/M/MM) TG02
G060 1.017 ++ - 5, 4 · 1016 3 (A/M/MM) TG05 **
G061 1.120 ++ - 1, 9 · 1021 3 (A/M/MM) TG04 **
G062 607 ++ - 1, 7 · 1013 3 (A/M/MM) TG05 **
G063 527 ++ - 1, 3 · 109 3 (A/M/MM) TG04 **
G065 881 ++ - 3, 2 · 1017 3 (A/M/MM) TG05 **
G067 822 ++ - 2, 5 · 1017 3 (A/M/MM) TG04 **
G068 776 + - 2, 1 · 1016 3 (A/M/MM) TG04 **
G069 535 + - 3, 2 · 1010 3 (A/M/MM) TG04 **
G071 764 - - 5, 7 · 1024 3 (A/M/MM) TG05 **
DV01 626 - - 8, 2 · 109 3 (A/M/MM) TG01 **
DV02 639 - - 6, 0 · 1010 3 (A/M/MM) TG01 **
DV03 654 - 7 Knoten 2, 2 · 109 3 (A/M/MM) TG01a **
DV04 621 - 6 Knoten 1, 1 · 1010 3 (A/M/MM) TG01a **
DV05 661 - 11 Knoten 1, 9 · 1010 3 (A/M/MM) TG01b **
DV07 788 - 6 Knoten 2, 2 · 1011 3 (A/M/MM) TG01a **
DV08 780 - 8 Knoten 2, 3 · 1012 3 (A/M/MM) TG01a **
DV09 784 - - 2, 6 · 1011 3 (A/M/MM) TG01 **
DV10 786 - - 7, 8 · 1010 3 (A/M/MM) TG01 **
DV12 658 - 10 Knoten 6, 0 · 1010 3 (A/M/MM) TG01c **
DV14 644 - 6 Knoten 1, 0 · 1010 3 (A/M/MM) TG01a **
DV16 716 - 12 Knoten 1, 8 · 1011 3 (A/M/MM) TG01b **
DV17 639 - 12 Knoten 6, 4 · 109 3 (A/M/MM) TG01c **
* A=Addition, M=Multiplikation, MM=MAX-MIN-Kriterium
** Die Zielfunktionswerte der Kriterien 1 und 3 stehen in konkurrierender Beziehung
Tabelle A.2: Übersicht über alle verwendeten Problemgraphen
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A.2 Verwendete Konfigurationen und Parameter von ACO
Im Folgenden finden sich Übersichten mit den Konfigurationen und Parametern, die bei den Testläufen
von Ant Colony Optimization sowie den hybriden Methoden verwendet wurden.
A.2.1 Verwendete Konfiguration
Konf. Entscheidungsregel Kriterienaggregation Heuristik
K1a Random-Proportional Rule Gewichtetes Produkt Standard-Heuristik
K1b Pseudo-Random-Proportional Rule Gewichtetes Produkt Standard-Heuristik
K1c Pseudo-Random Proportional Rule Gewichtetes Produkt Standard-Heuristik
K2a Pseudo-Random-Proportional Rule Gewichtetes Produkt Standard-Heuristik
K2b Pseudo-Random-Proportional Rule Gewichtetes Produkt Standard-Heuristik
K2c Pseudo-Random-Proportional Rule Gewichtetes Produkt Standard-Heuristik
K3a Pseudo-Random-Proportional Rule Gewichtete Summe Standard-Heuristik
K3b Pseudo-Random-Proportional Rule Gewichtetes Produkt Standard-Heuristik
K3c Pseudo-Random-Proportional Rule Fuzzy Decision Making Standard-Heuristik
K4a Pseudo-Random-Proportional Rule Gewichtetes Produkt Standard-Heuristik
K4b Pseudo-Random-Proportional Rule Gewichtetes Produkt LAH /Worst Case
K4c Pseudo-Random-Proportional Rule Gewichtetes Produkt LAH / Best Case
K4d Pseudo-Random-Proportional Rule Fuzzy Decision Making Standard-Heuristik
K4e Pseudo-Random-Proportional Rule Fuzzy Decision Making LAH /Worst Case
K5 Pseudo-Random-Proportional Rule Gewichtetes Produkt Standard-Heuristik
K6a Pseudo-Random-Proportional Rule Gewichtetes Produkt Standard-Heuristik
K6b Pseudo-Random-Proportional Rule Gewichtetes Produkt Standard-Heuristik
Tabelle A.3: Parameter der verwendeten Konfigurationen (1)
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A.2 Verwendete Konfigurationen und Parameter von ACO
Konf. Aktualisierungsstrategie Verdunstungsstrategie Aktualisierungsmenge
K1a Alle Ameisen Alle Kanten Zielwert nach AS
K1b Nur iterationsbeste Ameisen Aktualisierte Kanten Konstant in Iteration (1)
K1c Nur iterationsbeste Ameisen Alle Kanten Konstant in Iteration (1)
K2a Alle Ameisen Alle Kanten Zielwert nach AS
K2b Nur iterationsbeste Ameisen Alle Kanten Konstant in Iteration
K2c Nadir-Punkt-Strategie Alle Kanten Skalenbasierter Zielw.
K3a Nur iterationsbeste Ameisen Alle Kanten Konstant in Iteration (1)
K3b Nur iterationsbeste Ameisen Alle Kanten Konstant in Iteration (1)
K3c Nur iterationsbeste Ameisen Alle Kanten Konstant in Iteration (1)
K4a Nur iterationsbeste Ameisen Alle Kanten Konstant in Iteration (1)
K4b Nur iterationsbeste Ameisen Alle Kanten Konstant in Iteration (1)
K4c Nur iterationsbeste Ameisen Alle Kanten Konstant in Iteration (1)
K4d Nur iterationsbeste Ameisen Alle Kanten Konstant in Iteration (1)
K4e Nur iterationsbeste Ameisen Alle Kanten Konstant in Iteration (1)
K5 Nur iterationsbeste Ameisen Alle Kanten Konstant in Iteration (1)
K6a Nur iterationsbeste Ameisen Alle Kanten Konstant in Iteration (1)
K6b Nur iterationsbeste Ameisen Alle Kanten Konstant in Iteration (1)
Tabelle A.4: Parameter der verwendeten Konfigurationen (2)
A.2.2 Verwendete Parameter
Konf. τ0 α β ρ q0 ξ χς χc Iterationen Sonstiges
K1a 100 (inkrem.) 1,0 1,0 0,1 - - 15 5 500
K1b 0,005 (uniform) 1,0 1,0 0,1 0,05 0,05 15 5 500
K1c 100 (inkrem.) 1,0 1,0 0,1 0,05 - 15 5 500
K2a 200 (inkrem.) 1,0 2,0 0,1 0,05 - 20 5 800
K2b 200 (inkrem.) 1,0 2,0 0,1 0,05 - 20 5 800
K2c 200 (inkrem.) 1,0 2,0 0,1 0,05 - 20 5 800 γ = 2
K3a 200 (inkrem.) 1,0 2,0 0,1 0,05 - 20 5 800
K3b 200 (inkrem.) 1,0 2,0 0,1 0,05 - 20 5 800
K3c 200 (inkrem.) 1,0 2,0 0,1 0,05 - 20 5 800
K4a 200 (inkrem.) 1,0 1,0 0,1 0,05 - 15 5 500
K4b 200 (inkrem.) 1,0 1,0 0,1 0,05 - 15 5 500
K4c 200 (inkrem.) 1,0 1,0 0,1 0,05 - 15 5 500
K4d 100 (inkrem.) 1,0 1,0 0,1 0,05 - 30 5 800
K4e 100 (inkrem.) 1,0 1,0 0,1 0,05 - 30 5 800
K5 0,005 (uniform) 1,0 1,0 0,1 0,05 0,05 20 4 250
K6a 0,005 (uniform) 1,0 1,0 0,1 0,05 0,05 15 5 500 mit Routing
K6b 0,005 (uniform) 1,0 1,0 0,1 0,05 0,05 15 5 500 ohne Routing
Tabelle A.5: Parameter der verwendeten Konfigurationen (3)
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Anhang B
Weiterführende Informationen zur
Implementierung
B.1 Quelltexte und Dokumente auf dem Datenträger
Dieser Arbeit liegt ein Datenträger bei, welcher zusätzliche Informationen, diese Arbeit in elektroni-
scher Form sowie die Installationsdateien und die Quelltexte der entstandenen Software enthält. In der
nachfolgenden Tabelle finden sich die wichtigsten Pfade auf dem Datenträger nebst einer kurzen Be-
schreibung über die jeweiligen Inhalte.
Pfad Beschreibung
\Thesis\ Elektronische Form der Arbeit in diversen Formaten
\Thesis\Gfx\ In der Arbeit verwendete Abbildungen
\Sources\ Quelltexte in Form von Projektmappen (MS Visual Studio 2003)
\Bin\ Installationsdateien der Software
\Doc\ Dokumentation der Quelltexte in diversen Formaten
\Evaluation\ Daten, die in der Evaluierung verwendet wurden
\Resources\ Teil der verwendeten Literatur im PDF/PS-Format
\Resources\Bib\ Bibliographie im BibTex-Format
Tabelle B.1: Übersicht über die Pfade auf dem beiliegenden Datenträger
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B.2 UML-Diagramme
Die nachfolgend abgebildeten UML-Klassendiagramme geben die statischen Strukturen der Klassen
und deren Zusammenhänge von den im Rahmen dieser Arbeit implementierten Algorithmen wieder.
Die zugehörigen Quelltexte finden sich auf dem beiliegenden Datenträger.
B.2.1 Assemblies und Abhängigkeiten
Opt.Gui
Opt.Common
Opt.MCDYP
Opt.MCACO
Opt.Data
System.Extended.
Types.lFloat
Abbildung B.1: Assemblies der Implementierung und Abhängigkeiten zwischen den Paketen
Projektname Beschreibung
[...].lFloat Repräsentation des Datentyps Long Float
Opt.Data Repräsentation des Problemgraphen sowie zusätzlicher Datenstrukturen
Opt.Common Allgemeine von ACO und dynamischer Programmierung benötigte Funktionen
Opt.MCACO Implementierung des Ameisenalgorithmus sowie hybrider Methoden
Opt.MCDYP Implementierung der dynamischen Programmierung sowie hybrider Methoden
Opt.GUI Grafische Oberfläche zur Evaluierung der Algorithmen
Tabelle B.2: Übersicht über die einzelnen Assemblies beziehungsweise Module
158
B.2 UML-Diagramme
B.2.2 Klassendiagramm der Problemrepräsentation
+cGraph()
+GetClone()
+Config : cOptConfiguration
+Nodes : cNode[]
+Edges : cEdge[]
+EdgeGrp : cEdgeGrp[]
Graph::cGraph
-PreCalcValues()
+NodeGroupID() : string
+StepID : string
+DQuantity : double
+AlternativeNodeGroupIdent : string = ""
-IsPreCalculated : bool
-precalc_NodeGroupID : string
+IsDivergenceItem : bool
+Ident : cNodeIdent
+Depth : int
+Text : string
+Ref_EdgeGrp : cEdgeGroupIdent[]
+vCost : double[]
Graph::cNode
+cEdge()
+PConstraints : cConstraintList
+NConstraints : cConstraintGroup
+RoutingT : cConstraintGroup
+Ident : cEdgeIdent
+Enabled : bool = true
+Ref_PrevNode : cNodeIdent
+Ref_NextNode : cNodeIdent
+vCost : double[]
+vHeuristic : lFloat[]
Graph::cEdge
+Ident : cEdgeGroupIdent
+Text : string
+RQuantity : double
+Ref_Edge : cEdgeIdent[]
Graph::cEdgeGrp
+cEdgeIdent()
+GetClone()
+cEdgeIdent()
+cEdgeIdent()
+cEdgeIdent()
Graph::cEdgeIdent
+cEdgeGroupIdent()
+GetClone()
+cEdgeGroupIdent()
+cEdgeGroupIdent()
+cEdgeGroupIdent()
Graph::cEdgeGroupIdent
+cConstraintGroup()
+IsNodeContainedInList()
+IsContainedInList()
+IsContained()
+IsContained()
+Count()
+AddConstraint()
+AddConstraint()
+AddConstraint()
+AddConstraint()
+Alternatives()
+RemoveConstraint()
+RemoveConstraint()
+Type()
+GetClone()
+GroupID
#lConstraints
#lType
Graph::cConstraintGroup
+cConstraintList()
+AddGroup()
+AddConstraintToGroup()
+AddList()
+Groups()
+RemoveGroup()
+Count()
+GetClone()
+IsContainedInAGroup()
+IsContained()
+IsContained()
#lGroups : ArrayList
#lType : bool
Graph::cConstraintList
+cNodeIdent()
+cNodeIdent()
+cNodeIdent()
+cNodeIdent()
+GetClone()
Graph::cNodeIdent
+GetClone()
+Criteria : cCriterionConfiguration[]
Config::cOptConfiguration
+GetClone() : cCriterionConfiguration
+Operator() : enmOperator
+OptimizationMode() : enmOptMode
+Enabled() : bool
-_Operator : enmOperator
-_OptimizationMode : enmOptMode
-_Enabled : bool
Config::cCriterionConfiguration
+Addition = 0
+Multiplication = 1
+MiniMax = 2
«Aufzählung»
Config::enmOperator
+Minimize = 0
+Maximize = 1
«Aufzählung»
Config::enmOptMode
+ Edges
+ Nodes
+ Edgegroup
+ Ident
+ Ref_Edgegrp
+ Ref_Edge
+ Ident
+ Ref_
PrevNode
+ Ref_
NextNode
+ Ident
+
Pcons
traints
+ Config
+ Criteria
- _Operator
- _OptimizationMode
+
RoutingT
+Ncons
traints
Abbildung B.2: Klassendiagramm mit statischen Zusammenhängen des Namespaces Opt.Data
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B.2.3 Klassendiagramm des Dynamischen Programms
+IOptimizer()
+IOptimize_WorstAndBestValues()
+IOptimize()
Interface::IOptimizer
+Optimizer()
+MarkDominatedPartialSolutions()
+HasPConstraints()
+HasPConstraints()
+CombinePartialSolutionLists()
+CombinePartialSolutionListWithDivergenceItems()
+Combine_PSListWDI_Rek()
-Combine_PSList_Rek()
+MarkInValidPartialSolutions()
+Event_UpdateProgress()
-ThrowEvent_UpdateProgress()
+IOptimize()
+Optimize_Node()
+Optimize_EdgeGroup()
+MakeReport()
+MakeEvaluationValues()
-Debug : cDebugConfig
-NSolutions : cSolutionList[]
-NMark : bool[]
-NCnt : long[]
-Progress : double
MCDYP::Optimizer
+cGraph()
+GetClone() : cGraph
+Config : cOptConfiguration
+Nodes : cNode[]
+Edges : cEdge[]
+EdgeGrp : cEdgeGrp[]
Graph::cGraph
+cSolutionList()
+cSolutionList()
+GetPaths()
+Add_EdgeToAllSolutions()
+Add_NodeToAllSolutions()
+Add_PartialSolutionToAllSolutions()
+Add_CostValuesToAllSolutions()
+Get_ListCount()
+Get_Solution()
+GetClone()
+Add_SolutionList()
+Add_Solution()
+Add_Solution()
+Report : string[]
+EValues : cEvaluationValue[]
+Solutions : ArrayList
+GraphConfig : cOptConfiguration
Solving::cSolutionList
+Normalization(Zoll OptMode : enmOptMode)
+AddValue(Zoll Value : lFloat)
+Make_BenefitValues()
+Make_IntervalNorm()
-Mode : enmOptMode
-Val : ArrayList
+Values : lFloat[]
Common::Normalization
+GetClone() : cOptConfiguration
+Criteria : cCriterionConfiguration[]
Config::cOptConfiguration
+Name : string
+Description : string
+Value : double
+Info : string
Solving::cEvaluationValue
+DetermineRoutingTables()
+DetermineDepth()
-DetermineDepthNextNode()
-_DetermineRoutingTables()
-_DetermineRoutingTables_NextNode()
-_DetermineRoutingTables_NextEdgeGrp()
+DetermineConstraints()
+IsInEdgeGroup()
+DetermineBacklinks()
-DetermineBacklinks_Rek()
+RemoveRedundantSolutions()
+MarkRedundantSolutions()
+MarkDominatedSolutions()
+RemoveMarkedSolutions()
+NonDominatedByNadirPoint()
+CompareAndMarkDomination()
+CompareAndMarkDomination()
+IsMultiplication()
+IsAddition()
+IsMiniMax()
+IsMaximize()
+IsMinimize()
-NMark : bool[]
-NSolutions : cConstraintGroup[]
Common::Solving
+Math()
+Merge()
+CalcNumberOfSolutions()
-CalcNumberOfSolutions_EdgeGroup()
-CalcNumberOfSolutions_Node()
+GetIx_MinValue()
+GetIx_MinValue()
+GetIx_MinValue()
+GetIx_BestValue()
+GetIx_WorstValue()
+GetIx_BestPath()
+GetIx_WorstPath()
+GetIx_WorstPath()
+GetIx_BestPath()
+GetIx_MaxValue()
+GetIx_MaxValue()
+CalcNormalizedValues()
+CalcNumberInvalidValues()
+CalcNormalizedValues()
#NValues : double[]
#NMark : bool[]
Common::Math
+cPath()
+cPath()
+IsFaultless()
+GetClone()
+IsMergeable()
+IsMergeable()
+InitCostValues()
-InitCostValues()
+AddEdgeToPath()
+AddNodeToPath_DontCheckSomething()
+AddNodeToPath()
+AddEdgeToPath()
+Add_CostValues()
+MergePath()
-DissolveConstraints()
+Values : lFloat[]
+NValues : lFloat[]
+RootEdgeGroupIx : int
+Edges : ArrayList
+Nodes : ArrayList
+PConstraints : cConstraintList
+NConstraints : cConstraintGroup
+Dominated : bool
+Valid : bool
+Redundant : bool
Solving::cPath
<use> <use>
<use>
- NSolutions
<use>
+ Config
<use>
<use>
+ EValues
+ GraphConfig
Abbildung B.3: Klassendiagrammmit statischen Zusammenhängen des dynamischen Programms
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B.2.4 Klassendiagramme des Ameisenalgorithmus
+cAntColonyOptimization()
+Initialize()
-Calc_Extrempaths()
+Event_UpdateProgress()
-ThrowEvent_UpdateProgress()
+IOptimize()
-Do_ConstructHeuristic()
-TabuListToConsole()
+Do_ConstructSolution()
-Do_CreateTabuLists()
-Get_Aviability()
-Get_DetermineValidChoiceSet()
+GetBranching()
+GetScaledValue()
+GetShortestDistance()
+DetermineDistancesFront()
+DetermineDiversityFrontierCrossing()
+DetermineDiversity()
-Get_ChoiceProbabilities()
-Get_Decision()
+Do_FrontUpdates()
+Do_PheromoneUpdate()
-Do_PheromoneUpdate_Ants()
-Do_PheromoneUpdate_ConstantValues()
-Do_PheromoneUpdate_PathQuality()
-Do_Evaporate()
+MakeEvaluationValues()
+MakeReport()
-Debug : int
-TabuList : cConstraintGroup[]
+BranchingProbability : double
-Configuration : cMCACOConfiguration
-Arg : cMCACOParameters
-Randomize : Randomizer
-Colonies : cColonies
-G : cGraph
-WorstPathValues : lFloat[]
-BestPathValues : lFloat[]
-RefSolutions : cSolutionList
-Progress : double
+Eval_Approx : double[]
+Eval_Size : double[]
+Eval_Branching : double[]
+Eval_ApproxDiv : double[]
+InvalidCnt : long
cAntColonyOptimization
+AntNumber()
+cColonies()
+GetTauInit()
+Colonies : cColony[]
+GlobalFront : cFront
cColonies
- Colonies
+cColony()
+cColony()
-CreateAnts()
+LocalFront : cFront
+t : tMatrix
+Ants : cAnt[]
cColony
+ Colonies
+tMatrix()
+tMatrix()
+Update()
+Update()
+NegUpdate()
+Evaporate()
+Value()
-_Values : tValue[]
-_CriterionNumber : int
tMatrix
+tValue()
+SetValue()
+GetValue()
+Update()
+NegUpdate()
+Evaporate()
-_InitValues : lFloat[]
-_Values : lFloat[]
-_TempValues : lFloat[]
tValue
- _Values
+ t
+cAnt()
+Constraints : cConstraintGroup
+lambda : double[]
+Path : cPath
+Valid : bool
+Dominated_GlobalFront : bool
+Dominated_LocalFront : bool
+Tag : object
+Branching : double
cAnt
+cFront()
+IsEdgeInFront()
+AddColonyPathsAndMarkAntsWithDominatedPaths()
+AddColonyPathsAndMarkAntsWithDominatedPaths()
-Calc_NadirPoint()
-SetDominiation()
-GetDomination()
-_IsGlobalFront : bool
+Paths : cSolutionList
+NadirPoint : lFloat[]
cFront
+cGraph()
+GetClone()
+Config : cOptConfiguration
+Nodes : cNode[]
+Edges : cEdge[]
+EdgeGrp : cEdgeGrp[]
Graph::cGraph
+GetClone() : cOptConfiguration
+Criteria : cCriterionConfiguration[]
Config::cOptConfiguration
+ Config + LocalFront
+GlobalFront
- G
+ Ants
+cPath()
+cPath()
+IsFaultless()
+GetClone()
+IsMergeable()
+IsMergeable()
+InitCostValues()
-InitCostValues()
+AddEdgeToPath()
+AddNodeToPath_DontCheckSomething()
+AddNodeToPath()
+AddEdgeToPath()
+Add_CostValues()
+MergePath()
-DissolveConstraints()
+Values : lFloat[]
+NValues : lFloat[]
+RootEdgeGroupIx : int
+Edges : ArrayList
+Nodes : ArrayList
+PConstraints : cConstraintList
+NConstraints : cConstraintGroup
+Dominated : bool
+Valid : bool
+Redundant : bool
Solving::cPath
+GetClone()
+cMCACOConfiguration()
+PheromoneInitializationMethod
+EvaporationStrategy
+PathConstructionRule
+DecisionRule
+DecisionMethod
+Heuristic
+UpdateStrategy
+UpdateMethod
+NegativeTrailUpdateMethod
ACO::cMCACOConfiguration
+GetClone()
+AntParticularity
+ColonyParticularity
+MaxIterations
+a
+ß
+rho
+t0
+tUpdate
+tneg
+q0
+tExp
+tMult
+Evaluation
ACO::cMCACOParameters
+cValidChoiceSet()
+Clear()
+Count()
-CheckDMarkers()
+AddEdge()
+Edges()
-IxList : ArrayList
cValidChoiceSet
+GlobalNormilization()
+BuildStandardHeuristic()
+BuildLAH()
-Initialize()
-InitializeLAH()
-ExecuteLAH_NextNode()
-ExecuteLAH_NextEdgeGroup()
-NValues : lFloat[]
-NMark : bool[]
Heuristics::cBaseHeuristics
<use>
<use>
<use>
<use>
+ Path
Abbildung B.4: Klassendiagrammmit statischen Zusammenhängen des ACO-Algorithmus (1)
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+cAntColonyOptimization()
+Initialize()
-Calc_Extrempaths()
+Event_UpdateProgress()
-ThrowEvent_UpdateProgress()
+IOptimize()
-Do_ConstructHeuristic()
-TabuListToConsole()
+Do_ConstructSolution()
-Do_CreateTabuLists()
-Get_Aviability()
-Get_DetermineValidChoiceSet()
+GetBranching()
+GetScaledValue()
+GetShortestDistance()
+DetermineDistancesFront()
+DetermineDiversityFrontierCrossing()
+DetermineDiversity()
-Get_ChoiceProbabilities()
-Get_Decision()
+Do_FrontUpdates()
+Do_PheromoneUpdate()
-Do_PheromoneUpdate_Ants()
-Do_PheromoneUpdate_ConstantValues()
-Do_PheromoneUpdate_PathQuality()
-Do_Evaporate()
+MakeEvaluationValues()
+MakeReport()
-Debug : int
-TabuList : cConstraintGroup[]
+BranchingProbability : double
-Configuration : cMCACOConfiguration
-Arg : cMCACOParameters
-Randomize : Randomizer
-Colonies : cColonies
-G : cGraph
-WorstPathValues : lFloat[]
-BestPathValues : lFloat[]
-RefSolutions : cSolutionList
-Progress : double
+Eval_Approx : double[]
+Eval_Size : double[]
+Eval_Branching : double[]
+Eval_ApproxDiv : double[]
+InvalidCnt : long
cAntColonyOptimization
+IOptimizer()
+Event_ProgressUpdate()
-Update()
+IEvaluationRun()
+IOptimize()
-MIterationsMax : int
-CIterations : int
MCACO::IOptimizer
+AntNumber()
+cColonies()
+GetTauInit()
+Colonies : cColony[]
+GlobalFront : cFront
cColonies
+cFront()
+IsEdgeInFront()
+AddColonyPathsAndMarkAntsWithDominatedPaths()
+AddColonyPathsAndMarkAntsWithDominatedPaths()
-Calc_NadirPoint()
-SetDominiation()
-GetDomination()
-_IsGlobalFront : bool
+Paths : cSolutionList
+NadirPoint : lFloat[]
cFront
+Math()
+Merge()
+CalcNumberOfSolutions()
-CalcNumberOfSolutions_EdgeGroup()
-CalcNumberOfSolutions_Node()
+GetIx_MinValue()
+GetIx_MinValue()
+GetIx_MinValue()
+GetIx_BestValue()
+GetIx_WorstValue()
+GetIx_BestPath()
+GetIx_WorstPath()
+GetIx_WorstPath()
+GetIx_BestPath()
+GetIx_MaxValue()
+GetIx_MaxValue()
+CalcNormalizedValues()
+CalcNumberInvalidValues()
+CalcNormalizedValues()
#NValues : double[]
#NMark : bool[]
Common::Math
+DetermineRoutingTables()
+DetermineDepth()
-DetermineDepthNextNode()
-_DetermineRoutingTables()
-_DetermineRoutingTables_NextNode()
-_DetermineRoutingTables_NextEdgeGrp()
+DetermineConstraints()
+IsInEdgeGroup()
+DetermineBacklinks()
-DetermineBacklinks_Rek()
+RemoveRedundantSolutions()
+MarkRedundantSolutions()
+MarkDominatedSolutions()
+RemoveMarkedSolutions()
+NonDominatedByNadirPoint()
+CompareAndMarkDomination()
+CompareAndMarkDomination()
+IsMultiplication()
+IsAddition()
+IsMiniMax()
+IsMaximize()
+IsMinimize()
-NMark : bool[]
-NSolutions : cConstraintGroup[]
Common::Solving
+Normalization()
+AddValue()
+Make_BenefitValues()
+Make_IntervalNorm()
-Mode : enmOptMode
-Val : ArrayList
+Values : lFloat[]
Common::Normalization
+Randomizer()
+GetRandomInt()
+GetRandomDouble()
+GetNormalizedRandomDouble()
+DepthFactor()
-R : Random
Common::Randomizer
+HasTheSameNodeGroupAs()
+GetACOObjectiveWeights()
-get_ColonyIx()
+GetFullWeightIntervall()
+ConsoleOutPath()
+ConsoleOutPath()
Common::Utilities
+cSolutionList()
+cSolutionList()
+GetPaths()
+Add_EdgeToAllSolutions()
+Add_NodeToAllSolutions()
+Add_PartialSolutionToAllSolutions()
+Add_CostValuesToAllSolutions()
+Get_ListCount()
+Get_Solution()
+GetClone()
+Add_SolutionList()
+Add_Solution()
+Add_Solution()
+Report : string[]
+EValues : cEvaluationValue[]
+Solutions : ArrayList
+GraphConfig : cOptConfiguration
Solving::cSolutionList
+cConstraintGroup()
+IsNodeContainedInList()
+IsContainedInList()
+IsContained()
+IsContained()
+Count()
+AddConstraint()
+AddConstraint()
+AddConstraint()
+AddConstraint()
+Alternatives()
+RemoveConstraint()
+RemoveConstraint()
+Type()
+GetClone()
+GroupID : string
#lConstraints : ArrayList
#lType : bool
Graph::cConstraintGroup
<use> - Randomize
- Colonies
+Global
Front
+ Paths
<use>
<use>
-
Tabu
List
<use>
<use>
Abbildung B.5: Klassendiagrammmit statischen Zusammenhängen des ACO-Algorithmus (2)
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+GetClone()
+cMCACOConfiguration()
+PheromoneInitializationMethod
+EvaporationStrategy
+PathConstructionRule
+DecisionRule
+DecisionMethod
+Heuristic
+UpdateStrategy
+UpdateMethod
+NegativeTrailUpdateMethod
ACO::cMCACOConfiguration
+AllAnts = 1
+OnlyAntsWithNondominatedPaths_LocalFront = 5
+OnlyAntsWithNondominatedPaths_GlobalFront = 6
+OnlyAntsWithNadirPointPaths_GlobalFront = 7
+OnlyAntsWithNadirPointPaths_LocalFront = 8
«Aufzählung»ACO::enmACO_UpdateStrategy
+Standard = 0
+LAH_BestCase = 1
+LAH_WorstCase = 2
+LAH_AvgCase = 3
«Aufzählung»
ACO::enmACO_Heuristic
+PathValue_Interval = 0
+PathValue_AntSystem = 1
+ConstantValue_Iteration = 2
+ConstantValue_Ant = 3
«Aufzählung»
ACO::enmACO_UpdateMethod
+AllEdges = 0
+OnlyUpdatedEdges = 1
«Aufzählung»
ACO::enmACO_EvaporationStrategy
+None = 0
+Persistent = 1
«Aufzählung»
ACO::enmACO_NegativeTrailUpdate
+RandomProportionalRule = 1
+PseudoRandomProportionalRule = 2
«Aufzählung»
ACO::enmACO_DecisionRule
+FuzzyDecisionMaking = 1
+WeightedSum = 2
+WeightedProduct = 3
«Aufzählung»
ACO::enmACO_DecisionMethod
+UseRoutingTables = 1
+DoNotUseRoutingTables = 2
«Aufzählung»
ACO::enmACO_ConstructionRule
+Uniform = 0
+Incrematal = 1
+AntNumberDependent = 2
«Aufzählung»
ACO::enmACO_PheromoneInitializationMethod
UpdateStrategy
PatConstruction
Rule
UpdateMethod
Evaporation
Strategy
NegativeTrail
UpdateMethod
DecisionRule
DecisionMethod
Pheromone
Initialization
Method
Heuristic
Abbildung B.6: Klassendiagrammmit statischen Zusammenhängen der ACO-Konfiguration
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Anhang C
Beispielrechnung
Nachfolgend soll eine Beispielrechnung für die dynamische Programmierung sowie für die Lösungs-
konstruktion des ACO-Algorithmus nachvollzogen werden. In diesem Rahmen wird das bikriterielle
Problem B001 verwendet, welches zunächst detailliert vorgestellt wird. Beide Zielfunktionen stellen ad-
ditiv verknüpfte, zu minimierende Funktionen dar.
Angebot Zielfunktionswert f1v Zielfunktionswert f2v
A1 100 100
A2 80 120
B1 20 30
B2 30 30
C1 40 50
C2 60 40
D1 50 30
D2 30 20
E1 20 10
E2 10 10
F1 100 120
F2 120 110
G1 20 30
G2 40 20
H1 90 50
H2 70 60
I1 50 100
I2 70 80
J1 30 50
J2 40 30
K1 20 40
K2 50 30
L1 50 30
L2 30 20
Tabelle C.1: Zielfunktionsbeiträge der Angebote des bikriteriellen Problems B001
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Abbildung C.1: Darstellung des Problemgraphen von B001
Entgegen anderer Abbildungen in dieser Arbeit wurde in dieser Darstellung eine Pfeilrichtung entge-
gen der Wertschöpfung gewählt. Diese gewählte Richtung ist konform mit der Richtung der Kanten
des Graphen.
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A
B
H I
C
G J
K L
D E
F
Endprodukt
Wertschöpfungsrichtung
Abbildung C.2: Zugrunde liegender Prozessplan des Problems B001
C.1 Dynamisches Programm
Nachfolgend werden zunächst die im Rahmen der Preprocessing-Phase berechneten Restriktionen der
Kanten des Graphen aufgezeigt. Anschließend wird die Anwendung eines dynamischen Programms
auf B001 nachvollzogen. Hierzu werden alle nichtdominierten beziehungsweise nicht vom weiteren
Prozess ausgeschlossenen Lösungen aller Teilprobleme des Graphen B001 nebst den wesentlichen Zu-
satzinformationen abgebildet.
Preprocessing
Berechnete Restriktionen in der Preprocessing-Phase
Kante Positive Restriktionen Negative Restriktionen
e29 R
+
29 = {e33} R−29 = {e30, e31, e32, e34}
e30 R
+
30 = {e32, e34} R−30 = {e29, e31, e33}
e31 R
+
31 = {e33} R−31 = {e29, e30, e32, e34}
e32 R
+
32 = {e30} R−32 = {e29, e31, e33, e34}
e33 R
+
33 = {e29, e31} R−33 = {e30, e32, e34}
e34 R
+
32 = {e30} R−34 = {e29, e30, e32, e33}
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Teilproblemlösungen des Optimierungsprozesses
Teilproblemlösung D1*
Alternative Neue Kanten Teilproblemlösungen Pfadrestriktionen Zielwerte
D1a 23, 26 F1, E2, D1 ∅ 160, 160
Teilproblemlösung D2
Alternative Neue Kanten Teilproblemlösungen Pfadrestriktionen Zielwerte
D2a 25, 27 F1, E1 ,D2 ∅ 150, 150
D2b 25, 28 F2, E1, D2 ∅ 170, 140
Teilproblemlösung C1*
Alternative Neue Kanten Teilproblemlösungen Pfadrestriktionen Zielwerte
C1a 16 D2a, C1 ∅ 190, 200
C1b 16 D2b, C1 ∅ 210, 190
Teilproblemlösung C2*
Alternative Neue Kanten Teilproblemlösungen Pfadrestriktionen Zielwerte
C2a 17 D2a, C2 ∅ 210, 190
C2b 17 D2b, C2 ∅ 230, 180
Teilproblemlösung B1
Alternative Neue Kanten Teilproblemlösungen Pfadrestriktionen Zielwerte
B1a 10, 7 C1a, G1, B1 ∅ 230, 260
B1b 10, 7 C1b, G1, B1 ∅ 250, 250
B1c 10, 8 C2a, G1, B1 ∅ 250, 250
B1d 10, 8 C2b, G1, B1 ∅ 270, 240
Teilproblemlösung B2
Alternative Neue Kanten Teilproblemlösungen Pfadrestriktionen Zielwerte
B2a 11, 9 C2a, G1, B2 ∅ 260, 250
B2b 11, 9 C2b, G1, B2 ∅ 280, 240
B2c 12, 9 C2a, G2, B2 ∅ 280, 240
B2d 12, 9 C2b, G2, B2 ∅ 300, 230
Teilproblemlösung J1
Alternative Neue Kanten Teilproblemlösungen Pfadrestriktionen Zielwerte
J1a 29 L1, J1 R+J1a = {e33}
R−J1a = {e30, e31, e32, e34}
80, 80
J1b 30 L2, J1 R+J1a = {e32, e34}
R−J1b = {e29, e31, e33}
60, 70
Teilproblemlösung J2
Alternative Neue Kanten Teilproblemlösungen Pfadrestriktionen Zielwerte
J2a 31 L1, J2 R+J2a = {e33}
R−J2a = {e29, e30, e32, e34}
90, 60
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Teilproblemlösung K1
Alternative Neue Kanten Teilproblemlösungen Pfadrestriktionen Zielwerte
K1a 32 L2, K1 R+K1a = {e30}
R−K1a = {e29, e31, e33, e34}
50, 60
Teilproblemlösung K2
Alternative Neue Kanten Teilproblemlösungen Pfadrestriktionen Zielwerte
K2a 33 L1, K2 R+K2a = {e29, e31}
R−K2a = {e30, e32, e34}
100, 60
K2b 34 L2, K2 R+K2b = {e30}
R−K2b = {e29, e31, e32, e33}
80, 50
Teilproblemlösung I1
Alternative Neue Kanten Teilproblemlösungen Pfadrestriktionen Zielwerte
I1a
(dominiert)
18, 20 J1a, K2a, I1 R+I1a = ∅
R−I1a = {e29, e31, e32, e33}
180, 210
I1b
(ungültig)
18, 20 J1a, K2b, I1 Lösung unzulässig, weil
e29 ∈ R−K2bund e34 ∈ R−J1a
–
I1c
(ungültig)
18, 20 J1b, K2a, I1 Lösung unzulässig, weil
e30 ∈ R−K2aund e33 ∈ R−J1b
–
I1d 18, 20 J1b, K2b, I1 R+I1d = ∅
R−I1d = {e29, e31, e32, e33}
160, 200
Teilproblemlösung I2
Alternative Neue Kanten Teilproblemlösungen Pfadrestriktionen Zielwerte
I2a
(ungültig)
19, 21 J2a, K1a, I2 Lösung unzulässig, weil
e31 ∈ R−K1aund e32 ∈ R−J2a
–
I2b 19, 22 J2a, K2a, I2 R+I2b = ∅
R−I2b = {e29, e30, e32 e34}
210, 170
I2c
(ungültig)
19, 22 J2a, K2b, I2 Lösung unzulässig, weil
e31 ∈ R−K2bund e34 ∈ R−J2a
–
Teilproblemlösung H1
Alternative Neue Kanten Teilproblemlösungen Pfadrestriktionen Zielwerte
H1a 13 I1d, H1 R+H1a = ∅
R−H1a = {e29, e31, e32 e33}
250, 250
Teilproblemlösung H2
Alternative Neue Kanten Teilproblemlösungen Pfadrestriktionen Zielwerte
H2a 14 I2b, H2 R+H2a = ∅
R−H2a = {e29, e30, e32, e34}
280, 230
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Teilproblemlösung A1
Alternative Neue Kanten Teilproblemlösungen Pfadrestriktionen Zielwerte
A1a 1, 4 H1a, B1a, A1 R+A1a = ∅
R−A1a = {e29, e31, e32, e33}
580, 610
A1b 1, 4 H1a, B1b, A1 R+A1b = ∅
R−A1b = {e29, e31, e32, e33}
600, 600
A1c 1, 4 H1a, B1c, A1 R+A1c = ∅
R−A1c = {e29, e31, e32, e33}
600, 600
A1d 1, 4 H1a, B1d, A1 R+A1d = ∅
R−A1d = {e29, e31, e32, e33}
620, 590
A1e 2, 4 H1a, B2a, A1 R+A1e = ∅
R−A1e = {e29, e31, e32, e33}
610, 600
A1f
(dominiert)
2, 4 H1a, B2b, A1 R+A1f = ∅
R−A1f = {e29, e31, e32 e33}
630, 590
A1g
(dominiert)
2, 4 H1a, B2c, A1 R+A1g = ∅
R−A1g = {e29, e31, e32 e33}
630, 590
A1h 2, 4 H1a, B2d, A1 R+A1h = ∅
R−A1h = {e29, e31, e32 e33}
650, 580
Teilproblemlösung A2
Alternative Neue Kanten Teilproblemlösungen Pfadrestriktionen Zielwerte
A2a 3, 5 H1a, B2a, A2 R+A2a = ∅
R−A2a = {e29, e31, e32, e33}
590, 620
A2b 3, 5 H1a, B2b, A2 R+A2b = ∅
R−A2b = {e29, e31, e32, e33}
610, 610
A2c 3, 5 H1a, B2c, A2 R+A2c = ∅
R−A2c = {e29, e31, e32, e33}
610, 610
A2d
(dominiert)
3, 5 H1a, B2d, A2 R+A2d = ∅
R−A2d = {e29, e31, e32, e33}
630, 600
A2e 3, 6 H2a, B2a, A2 R+A2e = ∅
R−A2e = {e29, e30, e32, e34}
620, 600
A2f 3, 6 H2a, B2b, A2 R+A2f = ∅
R−A2f = {e29, e30, e32, e34}
640, 590
A2g 3, 6 H2a, B2c, A2 R+A2g = ∅
R−A2g = {e29, e30, e32, e34}
640, 590
A2h 3, 6 H2a, B2d, A2 R+A2h = ∅
R−A2h = {e29, e30, e32, e34}
660, 580
Paretooptimale Lösungsmenge*
A1a, A1b, A1c, A1d, A1e, A1h
* Dominierte Lösungen des Teilproblems sind nicht abgebildet.
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Details zu den Teilproblemlösungen
Knoten- und Kantenmengen der Teilproblemlösungen
TP Knoten Kanten
D1a F1, E2, D1 e24, e26
D2a F1, E1, D2 e25, e27
D2b F2, E1, D2 e25, e28
C1a F1, E1, D2, C1 e25, e27, e16
C1b F2, E1, D2, C1 e25, e28, e16
C2a F1, E1, D2, C2 e25, e27, e17
C2b F2, E1, D2, C2 e25, e28, e17
B1a F1, E1, D2, C1, G1, B1 e25, e27, e16, e10, e7
B1b F2, E1, D2, C1, G1, B1 e25, e28, e16, e10, e7
B1c F1, E1, D2, C2, G1, B1 e25, e27, e17, e10, e8
B1d F2, E1, D2, C2, G1, B1 e25, e28, e17, e10, e8
B2a F1, E1, D2, C2, G1, B2 e25, e27, e17, e11, e9
B2b F2, E1, D2, C2, G1, B2 e25, e28, e17, e11, e9
B2c F1, E1, D2, C2, G2, B2 e25, e27, e17, e12, e9
B2d F2, E1, D2, C2, G2, B2 e25, e28, e17, e12, e9
J1a L1, J1 e29
J1b L2, J1 e30
J2a L1, J2 e31
K1a L2, K1 e32
K2a L1, K2 e33
K2b L2, K2 e34
I1a L1, J1, K2, I1 e29, e33, e18, e20
I1b L1, J1, K2, I1, L2 e29, e34, e18, e20
I1c L2, J1, K2, I1, L1 e30, e33, e18, e20
I1d L2, J1, K2, I1 e30, e34, e18, e20
I2a L1, J2, L2, K1, I2 e31, e32, e19, e21
I2b L1, J2, K2, I2 e31, e33, e19, e22
I2c L1, J2, L2, K2, I2 e31, e34, e19, e22
H1a L2, J1, K2, I1, H1 e30, e34, e18, e20, e13
H2a L1, J2, K2, I2, H2 e31, e33, e19, e22, e14
A1a L2, J1, K2, I1, H1, F1, E1, D2, C1, G1, B1, A1 e30, e34, e18, e20, e13, e25, e27, e16, e10, e7, e1, e4
A1b L2, J1, K2, I1, H1, F2, E1, D2, C1, G1, B1, A1 e30, e34, e18, e20, e13, e25, e28, e16, e10, e7, e1, e4
A1c L2, J1, K2, I1, H1, F1, E1, D2, C2, G1, B1, A1 e30, e34, e18, e20, e13, e25, e27, e17, e10, e8, e1, e4
A1d L2, J1, K2, I1, H1, F2, E1, D2, C2, G1, B1, A1 e30, e34, e18, e20, e13, e25, e28, e17, e10, e8, e1, e4
A1e L2, J1, K2, I1, H1, F1, E1, D2, C2, G1, B2, A1 e30, e34, e18, e20, e13, e25, e27, e17, e11, e9, e2, e4
A1f L2, J1, K2, I1, H1, F2, E1, D2, C2, G1, B2, A1 e30, e34, e18, e20, e13, e25, e28, e17, e11, e9, e2, e4
A1g L2, J1, K2, I1, H1, F1, E1, D2, C2, G2, B2, A1 e30, e34, e18, e20, e13, e25, e27, e17, e12, e9, e2, e4
A1h L2, J1, K2, I1, H1, F2, E1, D2, C2, G2, B2, A1 e30, e34, e18, e20, e13, e25, e28, e17, e12, e9, e2, e4
A2a L2, J1, K2, I1, H1, F1, E1, D2, C2, G1, B2, A2 e30, e34, e18, e20, e13, e25, e27, e17, e11, e9, e3, e5
A2b L2, J1, K2, I1, H1, F2, E1, D2, C2, G1, B2, A2 e30, e34, e18, e20, e13, e25, e28, e17, e11, e9, e3, e5
A2c L2, J1, K2, I1, H1, F1, E1, D2, C2, G2, B2, A2 e30, e34, e18, e20, e13, e25, e27, e17, e12, e9, e3, e5
A2d L2, J1, K2, I1, H1, F2, E1, D2, C2, G2, B2, A2 e30, e34, e18, e20, e13, e25, e28, e17, e12, e9, e3, e5
A2e L1, J2, K2, I2, H2, F1, E1, D2, C2, G1, B2, A2 e31, e33, e19, e22, e14, e25, e27, e17, e11, e9, e3, e6
A2f L1, J2, K2, I2, H2, F2, E1, D2, C2, G1, B2, A2 e31, e33, e19, e22, e14, e25, e28, e17, e11, e9, e3, e6
A2g L1, J2, K2, I2, H2, F1, E1, D2, C2, G2, B2, A2 e31, e33, e19, e22, e14, e25, e27, e17, e12, e9, e3, e6
A2h L1, J2, K2, I2, H2, F2, E1, D2, C2, G2, B2, A2 e31, e33, e19, e22, e14, e25, e28, e17, e12, e9, e3, e6
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C.2 Lösungskonstruktion ACO
Nachfolgend werden die vorberechneten Routingtabellen für alle Kanten mit nichtleeren Tabellen abge-
bildet. Anschließendwird eine konkrete Lösungskonstruktion einer Ameise (ohne Auswahlwahrschein-
lichkeiten) nachvollzogen.
Preprocessing
Vorberechnete Routingtabellen der Kanten
Kante / Tabelle Erreichbare Kanten (Tabelleninhalt)
T [e4] e29, e30, e33, e34
T [e5] e29, e30, e33, e34
T [e6] e31, e32, e33, e34
T [e13] e29, e30, e33, e34
T [e14] e31, e32, e33, e34
T [e18] e29, e30
T [e19] e31
T [e20] e33, e34
T [e21] e32
T [e22] e33, e34
T [e29] e29
T [e30] e30
T [e31] e31
T [e32] e32
T [e33] e33
T [e34] e34
Tabulisten
Die Generierung von Tabulisten ist für dieses einfache Beispiel nicht erforderlich. Dies ergibt sich, da
beide Knoten des Prozessschrittes L über alle Kantengruppen (für die Prozessschritte J und K) der An-
gebote I1 und I2 erreichbar sind.
Unter der Annahme, die Kante e20 würde nicht die Knoten I1 und K2, sondern die Knoten I1 und
K1 verbinden, würde sich diese Situation jedoch ändern. Für den Knoten I1 würde sich eine Tabuliste
ergeben, die den Knoten L2 beziehungsweise die Kante e30 beinhaltet, da L2 zwar über J1 erreichbar
ist, jedoch über K1 nicht gewählt werden kann. Somit ist e30 zwar über die Kantengruppe J, nicht je-
doch über die Kantengruppe K erreichbar. Eine Ameise, die einen Teilpfad mit der Folge »I1 ↪→ J1 ↪→
L2« erstellen würde, müsste den Weg zunächst über den Knoten K1 und weiterführend zum Knoten L2
fortsetzen und würde folglich eine unzulässige Lösung konstruieren. Durch die Tabuliste von Knoten
I1 kann die Kante e30 jedoch aus der Menge der zulässigen Alternativen bei der Entscheidung über die
Kantengruppe L unterhalb des Knotens J2 entfernt werden. Die Ameise wird bei einem bereits erstell-
ten Teilpfad mit der Folge »I1 ↪→ J1« damit gezwungen, den Knoten L1 zu wählen, der auch über K1
erreichbar ist.
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Lösungskonstruktion
Beispielhafte Lösungskonstruktion einer künstlichen Ameise
Nr. Pos. Pr.-schritt Zuässige Alternativen (ϑ) Unzulässige A. Stackgedächtnis Auswahl
1 Start A A1, A2 – – A2
2 A2 B B2 (e3) – HA2 B2 (e3)
3 B2 C C2 (e9) – HA2, GB2 C2 (e9)
4 C2 D D1 (e15), D2 (e17) – HA2, GB2 D1 (e15)
5 D1 E E1 (e23), E2 (e24) – HA2, GB2, FD1 E2 (e24)
6 D1 F F1 (e26) – HA2, GB2 F1 (e26)
7 B2 G G1 (e11), G2 (e12) – HA2 G1 (e11)
8 A2 H H1 (e5), H2 (e6) – – H2 (e6)
9 H2 I I2 (e14) – – I2 (e14)
10 I2 J J2 (e19) – KI2 J2 (e19)
11 J2 L L1 (e31) – KI2 L1 (e31)
12 I2 K K2 (e22) K1 (e21) – K2 (e22)
13 K2 L L1 (e33) L2 (e34) – L1 (e33)
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