Normal subgroups of odd-order monomial $p^a q^b$ groups by Loukaki, Maria
arXiv:math/0412386v1  [math.GR]  19 Dec 2004
c©
C
op
y
righ
t
b
y
M
aria
I.
L
ou
kak
i,
2001
NORMAL SUBGROUPS OF ODD ORDER MONOMIAL PAQB-GROUPS
BY
MARIA I. LOUKAKI
THESIS
Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Mathematics
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2001
Urbana, Illinois
ii
Abstract
A finite group G is called monomial if every irreducible character of G is induced from a linear
character of some subgroup of G. One of the main questions regarding monomial groups is whether
or not a normal subgroup N of a monomial group G is itself monomial. In the case that G is a
group of even order, it has been proved (Dade, van der Waall) that N need not be monomial. Here
we show that, if G is a monomial group of order paqb, where p and q are distinct odd primes, then
any normal subgroup N of G is also monomial.
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Chapter 1
Introduction
1.1 The problem
Around 1930, Taketa (see [20]) introduced the notion of a monomial finite group, i.e., a group for
which every irreducible character is induced from a linear character of some subgroup. He also
proved that any monomial group is solvable. As any supersolvable group is monomial, Taketa’s
theorem places the class of monomial groups between the classes of solvable and of supersolvable
groups.
In 1967, Dornhoff (in [6]) proved that every normal Hall subgroup of a monomial group is
monomial. Furthermore, he asked whether or not every normal subgroup of a monomial group
is monomial, a question that arises very naturally after his result on normal Hall subgroups. A
negative answer to Dornhoff’s question was found independently by both Dade [2] and van der
Waall [21] in 1973. But their counterexamples have even order. Furthermore, the prime 2 plays
an important role in their construction, so that the examples can’t be modified to give an answer
to Dornhoff’s question in the case of an odd order group. Thus Dornhoff’s question remains open
in the case of odd order monomial groups. In the 1980’s Dade and Isaacs, among others, tried to
solve the remaining part of the problem. They produced many beautiful theorems suggesting that
the following conjecture might be true:
Conjecture 1.1. Let G be a monomial group of odd order. Assume that N is a normal subgroup
of G. Then N is also monomial.
Among their results of that period, the following are the most useful for this thesis.
Theorem 1.2 (Isaacs). [Problem 6.11 in [12]] Assume that G is a monomial group and that A
is any normal subgroup of G. Let λ be a linear character of A. We write G(λ) for the stabilizer
of λ in G. Assume that χ is any irreducible character of G that lies over λ. Let χλ be its Clifford
correspondent, i.e., the unique irreducible character of G(λ) that lies above λ and induces χ in G.
Then χλ is monomial.
Theorem 1.3 (Dade). [Theorem 3.2 in [1]] Let G be a p-solvable group for some odd prime p.
Assume that U is a Zp(G)-module that affords a nondegenerate alternating G-invariant Zp-bilinear
form. Let H be a subgroup of G that has p-power index in G. Then U is Zp(G)-hyperbolic if and
only if U is Zp(H)-hyperbolic.
(For the definition of hyperbolic modules, see Section 1.2.)
Based on this theorem Dade was able to prove
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Theorem 1.4 (Dade). [Theorem (0) in [1]] Let G be a p-solvable group for some odd prime p, and
let N be a normal subgroup of G. Assume that χ ∈ Irr(G) is a monomial character of G that has
p-power degree. Then every irreducible constituent of the restriction χN of χ to N is monomial.
Dade’s Theorem (Theorem 1.4) is a very powerful result as it manages to handle monomial
characters individually. That is, he doesn’t assume that G is monomial or that there are any
monomial characters in Irr(G) except the specific prime-power degree character that is analyzed.
Unfortunately, if we have characters with degrees that are divisible by more than one prime, then
we can’t hope to prove something similar to Theorem 1.4, as Dade has given counterexamples (in
[1]) where his theorem fails when two odd primes divide χ(1).
But if we have enough monomial characters so that we have the freedom to replace, in some
sense, the “bad”ones with “good” ones, we can do more. We can actually prove that a big enough
section inside any normal subgroup N of a monomial paqb-group G is nilpotent, provided that p
and q are odd primes. What we show is
Main Theorem 1. Let G be a finite paqb-monomial group, for some odd primes p and q. Assume
that N is a normal subgroup of G and that χ is an irreducible character of N . Then there exists a
faithful linear limit χ∗ of χ, such that the domain Dom(χ∗) of χ∗ is a nilpotent group.
(For the definition of “faithful linear limits”, see Section 10.1.)
As corollaries of the Main Theorem 1 we have
Main Theorem 2. Let G be an odd order monomial paqb-group. If N is a normal subgroup of G,
then N is monomial.
and
Main Theorem 3. Let G be an odd order monomial paqb-group and let χ ∈ Irr(G). Then there
exists a faithful linear limit χ∗ of χ such that χ∗(1) = 1, i.e., χ∗ is a linear character.
What is the desired property a “good” character has? We can control its degree. If this degree
has the right properties then nilpotent subgroups appear, as the following result shows:
Theorem 1.5. Assume that G is a p, q-group, where p and q are distinct odd primes, and that N,M
are normal subgroups of G. Let M = P × S and N = P ⋊Q, where P is a p-group, and S,Q are
q-groups with S ≤ Q. Assume that the center Z(P ) of P is maximal among the abelian G-invariant
subgroups of P . Let χ,α, β and ζ be irreducible characters of G,P, S and Z(P ) respectively that
satisfy
χ ∈ Irr(G|α × β) and α ∈ Irr(P |ζ),
ζ is a faithful G-invariant character of Z(P ),
G(β) = G,
χ is a monomial character of G with χ(1)q = β(1),
where χ(1)q denotes the q-part of the integer χ(1). Then Q centralizes P .
The above theorem, that appears as Theorem 11.76 in this thesis, is heavily based on Theorem
1.3, and the work done in Dade’s paper [1].
The way we use in this thesis to approach these “good” characters is by constructing a character
of known degree in a subgroup of G that extends to its own stabilizer in G. So the key tool for the
proof of Theorem 1 is the following result (that appears as Theorem 4.17 in Chapter 4):
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Theorem 1.6. Let P be a p-subgroup, for some prime p, of a finite odd order group G. Let Q1, Q
be q-subgroups of G, for some prime q 6= p, with Q1 ≤ Q. Assume that P normalizes Q1, while
Q normalizes the product P · Q1. Assume further that β1 is an irreducible character of Q1. Then
there exist irreducible characters βν1 of Q1 and β
ν of Q(βν1 ) such that
P (β1) = P (β
ν
1 ),
Q(β1) ≤ Q(β
ν
1 ) and
βν |Q1 = β
ν
1 .
Therefore βν is an extension of βν1 to Q(β
ν
1 ).
A possible generalization of Theorem 1.6 to the case where Q1 and Q are arbitrary p
′-subgroups
of G would give a generalization of the Main Theorem 1. In this way the original problem (Con-
jecture 1.1) can be transformed to the following question:
Question 1.7. Does Theorem 1.6 hold if its second sentence is replaced by “Let Q1, Q be p
′-
subgroups of G”?
Note: Shortly after this thesis was submitted E. C. Dade found a counterexample to the
above question. His example is not a counterexample for Conjecture 1.1. Nevertheless, it suggests
strongly that a generalization of Theorem 1.6 requires some new ideas.
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1.2 Notation
Let G be a finite group with M,N,K,K1, . . . ,Kt subgroups of G, for some t ≥ 1, and g, h elements
of G. Assume further that M normalizes N . Let χ be a (complex) irreducible character of M , (we
assume that all the characters we use in this text are over the field C of the complex numbers)
and X an irreducible C-representation of G that affords χ. Assume further that φ1, . . . , φt are
irreducible characters of K1, . . . ,Kt, respectively. Let p be a prime number, and π a set of primes.
The list that follows describes the notation we will be using for the rest of this thesis.
Zp : the field of p elements Z/pZ
Z(G) : the center of G
Sylp(G) : the set of all Sylow p-subgroups of G
Hallpi(G) : the set of all Hall π-subgroups of G
Op(G) : the largest normal p-subgroup of G
Φ(G) : the Frattini subgroup of G
gh : the h-conjugate h−1gh of g
Kh : the h-conjugate group h−1Kh of K
N ≤ G : N is a subgroup of G
N ✂G : N is a normal subgroup of G
N(M in G) = NG(M) : the normalizer of M in G
N(K in M) = NM (K) : the normalizer of K in M
N(K1, . . . ,Kt in M) : the normalizer of all Ki, for i = 1, . . . , t in M , i.e.,
the intersection
t⋂
i=1
N(Ki in M)
C(M in G) = CG(M) : the centralizer of M in G
C(K in M) = CM (K) : the centralizer of K in M
C(K1, . . . ,Kt in M) : the centralizer of all Ki, for i = 1, . . . , t in M , i.e.,
the intersection
t⋂
i=1
C(Ki in M)
M ⋉N : the semidirect product of M and N when M acts on N
K ⋊N : the semidirect product of K and N when N acts on K
[M,N ] : the commutator subgroup of M,N
Irr(G) : the set of all complex irreducible characters of G
Lin(G) : the set of all linear complex characters of G
Ker(χ) : the Kernel of χ, i.e., Ker(χ) = {m ∈M |χ(m) = χ(1)}
χg : the g-conjugate of χ, i.e., χg is a character of Mg defined as
χg(mg) := χ(m) for all m ∈M
χG : the induced character on G
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[χ,ψ] : the inner product of χ,ψ ∈ Irr(M), i.e.
[χ,ψ] = (1/|G|)
∑
g∈G
χ(g)ψ(g−1)
IrrM (N) : the set of all M -invariant irreducible characters of N
IrrMN (G) : the set of all χ ∈ Irr(G) such that χ lies above
at least one character θ ∈ IrrM (N)
Irr(G|χ) : the set of all irreducible characters of G that lie above χ
G(χ) : the stabilizer of χ in G, i.e., the set of all elements g of G
that satisfy χg = χ
G(φ1, . . . , φt) : the stabilizer of φi, for i = 1, . . . , t, in G, i.e., the set
t⋂
i=1
G(φi)
K(χ) : the stabilizer of χ in K
K(φ1, . . . , φt) : the stabilizer of φi, for i = 1, . . . , t, in K, i.e., the set
t⋂
i=1
K(φi)
det(X(g)) : the determinant of the matrix X(g) for some g ∈ G
det(χ) : the linear character of G defined as
(det(χ))(g) = det(X(g)) for all g ∈ G
o(χ) : the determinantal order of χ, i.e., the order of the linear character
det(χ) as an element of the group Lin(G)
[r] : the integral part of a real number r, i.e., the largest integer t such that t ≤ r.
Assume that G0 ✂G1 ✂ · · ·✂Gn is a series of normal subgroups of G, for some integer n ≥ 0.
Assume further that χi is an irreducible character of Gi, for all i = 0, 1, . . . , n, such that χi ∈ Irr(Gi)
lies above χi−1 ∈ Irr(Gi−1), whenever i = 1, . . . , n. Then we call the set {χi}
n
i=0 a character tower
for the series {Gi}
n
i=0.
If T is a finite–dimensional Zq(G)-module that affords a G-invariant symplectic form < ·, · >,
then we will use the terminology introduced in [1]. So, if S is a Zq(G)-submodule of T , then S
⊥ is
the perpendicular subspace of S, i.e., S⊥ := {t ∈ T | < S, t >= 0}. Furthermore, S is isotropic
if S ≤ S⊥. T is anisotropic if it contains no non–trivial isotropic Zq(G)-submodules, and is
hyperbolic if it contains some self–perpendicular Zq(G)-submodule S, i.e., S is a Zq(G)-submodule
satisfying S = S⊥.
If Ui, for i = 1, . . . , n, are F (G)-submodules of an F (G)-module S, where F is a field and n a
positive integer, we write
U1 ∔ U2 : for the internal direct sum of U1 and U2, and
·∑
1≤i≤n
Ui : for the internal direct sum of the Ui, for all i = 1, . . . , n.
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1.3 The general ideas in the proof
As this thesis turned out to be much longer and complicated than expected, the author would like
to apologize to the reader for all the mysterious groups that appear suddenly, and for no apparent
reason, in the chapters that follow. We will attempt in this section to give the main ideas of the
proof, trying to avoid, as much as possible, the technical parts.
Assume that G is a finite monomial group. Assume further that G has order paqb for some
distinct odd primes p and q. Let N be a normal subgroup of G. Fix an irreducible character ψ of
N . If A is any normal subgroup of G contained in N , and λ is a linear character of A lying under ψ,
then Isaacs observation (Theorem 1.2), implies that we may pass from G to the stabilizer G′ = G(λ)
of λ in G without losing the monomiality of those irreducible characters of G′ that lie above λ. This
way we reduce the order of the group G, possibly loosing some of the monomial characters, but still
keeping track of those that lie above ψ. (This reduction procedure, that is described in Chapter 10,
produces a “linear limit”.) What we prove by induction is that, by applying this procedure many
times, and choosing the A and λ carefully, (see Section 10.3 for an explanation of “careful”), we
can reduce G,N and ψ to G′, N ′ and ψ′, respectively that satisfy
G′ ≤ G, and N ′ = N ∩G′ ≤ N, while ψ′ ∈ Irr(N ′),
N ′/Ker(ψ′) is nilpotent,
(ψ′)N = ψ, (1.8)
all χ′ ∈ Irr(G′|ψ′) are monomial.
This is equivalent to our Main Theorem 1. It is proved using induction on the order of N . Note
that (1.8) easily implies that the character ψ is monomial, since ψ is induced from ψ′, and the
unique character ψ′/Ker(ψ′) of the factor group N ′/Ker(ψ′) that inflates to ψ′ is monomial as an
irreducible character of a nilpotent group.
First notice that if N is a nilpotent group, (1.8) holds trivially with N in the place of N ′. (We
don’t even need to apply Clifford’s theorem to any normal subgroup A and any linear character
λ ∈ Irr(A).) Now suppose that N is not nilpotent. Because G is solvable, there exists a normal
subgroup L of G such that L < N , while N/L is either a p- or a q-group. We may assume that
N/L is a q-group, and that p divides |L|. Let µ ∈ Irr(L) be an irreducible character of L lying
under ψ ∈ Irr(N). We apply the reductions described above with L and µ in the place of N and
ψ, i.e., we reduce G using linear characters of normal subgroups of G that are contained inside L
(again choosing these linear characters carefully). Every time G gets reduced N and L are also
reduced. Furthermore, the fixed character ψ of N also gets reduced, at every step, to a Clifford
correspondent. So does the character µ ∈ Irr(L). According to the inductive hypothesis applied
to L, at some point these reductions lead us to groups G′′ and L′′, and to an irreducible character
µ′′ ∈ Irr(L′′) that induces µ while L′′/Ker(µ′′) is nilpotent. Of course if we reduce the group G′′
more, using normal subgroups A of G′′ contained in L′′ and their linear characters λ ∈ Lin(A), the
above properties remain valid. So we continue reducing until there is no normal subgroup A ≤ L′′
and linear character λ ∈ Irr(A) lying under µ′′ with G′′(λ) ≤ G′′. At the end of this procedure
we reach groups L′ and G′, and a character µ′ ∈ Irr(L′), that satisfy the equivalent of (1.8) for L.
In addition to those, the group N gets reduced to N ′ = G′ ∩N , and its irreducible character ψ is
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reduced to ψ′ ∈ Irr(N ′). Therefore we have
G′ ≤ G, and L′ = L ∩G′ ≤ L, while µ′ ∈ Irr(L′),
N ′ = N ∩G′ ≤ N and ψ′ ∈ Irr(N ′|µ′),
L′/Ker(µ′) is nilpotent, (1.9)
(µ′)L = µ,
all χ′ ∈ Irr(G′|µ′) are monomial,
for any A✂G′ contained in L′, and any λ ∈ Lin(A) that lies under µ′, we get G′(λ) = G′.
It is easy to see (after all, these reductions are just repeated applications of Clifford theory) that
ψ′ induces ψ, and lies above µ′.
The fact L′ = L/Ker(µ′) is nilpotent implies that the factor groups L/Ker(µ′)g are all nilpotent,
whenever g ∈ G′. Let K ′ =
⋂
g∈G′ Ker(µ
′)g and L1 = L
′/K ′. Then L1 is also nilpotent. Therefore
L1 splits as the direct product L1 = P1×Q1 of its p- and q-Sylow subgroups P1 and Q1, respectively.
If µ1 is the unique irreducible character of the factor group L1 that inflates to µ
′ ∈ Irr(L′), then µ1
also decomposes as µ1 = α× β, where α ∈ Irr(P1) and β ∈ Irr(Q1). At this point we can say more
for P1 and Q1. If A1 is any normal subgroup of G1 = G
′/K ′ contained in L1, then A1 = A
′/K ′,
where A′ is a normal subgroup of G′. If, in addition, λ1 ∈ Lin(A1) lies under µ1, then λ1 inflates to
a unique character λ′ ∈ Lin(A′) that lies under µ′. As L′ was as reduced as possible, the character
λ′ is G′-invariant. It also lies under µ′. Hence Ker(λ′) = Ker(µ′A′). So
Ker(λ′) =
⋂
g∈G′
Ker(λ′)g ≤
⋂
g∈G′
Ker(µ′)g = K ′.
Therefore λ1 is a faithful linear character of A1, and is G1-invariant. Thus every characteristic
abelian subgroup of P1 is cyclic and is contained in the center of P1. Similarly for Q1. In particular
the center Z(P1) of P1 is cyclic, and affords a faithful G1-invariant linear character that lies under
α. Similarly the center Z(Q1) is cyclic, and affords a faithful G1-invariant linear character lying
under β. Furthermore, P1 (and similarly Q1) is of a very specific type. Either it is cyclic or it is the
central product of an extra special p-group of exponent p with the cyclic p-group Z(P1). Similarly
for the q-group Q1. Then clearly the characters α and β are G1-invariant and faithful. Hence
µ1 = α×β is G1 invariant. We conclude that the character µ
′ is G′-invariant. So Ker(µ′) = K ′ is a
normal subgroup of G′. Thus G1 = G
′/Ker(µ′). Furthermore, because ψ′ ∈ Irr(N ′) lies above µ′,
the group K ′ is contained in the kernel of ψ′ ∈ Irr(N ′). Therefore there exists a unique irreducible
character ψ1 of the factor group N1 = N
′/K ′ that inflates to ψ′ ∈ Irr(N ′). Note that Z(P1) is
maximal among the abelian normal subgroups of G1 contained in P1. This makes the factor group
P1/Z(P1) naturally a symplectic space (see (10.20) for the definition of the symplectic form). It is
actually a symplectic Zp(G1/L1)-module. A picture of the situation is
G1∣∣
N1 ψ1 (1.10)∣∣ ∣∣
L1 = P1 ×Q1 µ1 = α× β
Note that every character of G1 that lies above µ1 is still monomial. Furthermore the factor group
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N1/L1 is a q-group.
We could continue the reductions with normal subgroups ofG′ that lie insideN ′. But it turns out
that it is not needed. The groupN ′ and the character ψ′ already achieved when doing the reductions
for L, satisfy (1.8). Indeed K ′ = Ker(µ′) ≤ Ker(ψ′), while any character of G′ lying above ψ′ is
monomial, because ψ′ lies above µ′. Therefore if we could prove that N1 = N
′/K ′ = N ′/Ker(µ′) is
nilpotent, then we would have that N ′/Ker(ψ′) is also nilpotent. This would prove the inductive
step for (1.8). Actually, that is what we prove.
Let Q be a q-Sylow subgroup of N1. Then N1 is the semidirect product N1 = P1⋊Q. We prove
that Q centralizes P1, using Theorem 1.5. Observe that the situation for the groups G1, N1 and L1
looks similar to that described in Theorem 1.5. Indeed, the center Z(P1) of P1 is maximal among
the G1-invariant abelian subgroups of P1, while the characters α and β are G1-invariant. There is
one ingredient missing from the hypothesis of the above theorem. That is, a monomial character
χ1 of G1 lying above µ1 and satisfying χ1(1)q = β(1). We do know that every character of G above
µ1 is monomial, but there is no reason for one of those monomial characters to have the desired
degree. And that is the obstacle.
If the irreducible character β of Q1 extends to G1, then the product of this extended character
with any p-special character of G1 lying above α, is an irreducible character of G1 that lies above
µ1 and whose degree has the q-part equal to β(1). Of course there is no reason for the character
β ∈ Irr(Q1) to extend.
A way to resolve this problem is to replace the character β with a new character βν that extends.
Actually Theorem 1.6 offers a way to replace characters. But now another problem appears. If
we replace β in Q1 with a new character β
ν of the same group Q1, then we can get an irreducible
character of G1 lying above α×β
ν with the correct degree, but which may not (and most probably
is not) monomial. After all the only characters we know to be monomial in G1 are those lying
above µ1. Since the only source of monomial characters is back in G, we must change the original
character µ ∈ Irr(L).
Suppose we could find a µν ∈ Irr(L) so that, when we reduceG as above, using Isaacs observation
as much as possible for subgroups of L, we end up with a system
Gν1∣∣
Nν1 ψ
ν
1 (1.11)∣∣ ∣∣
Lν1 = P
ν
1 ×Q
ν
1 µ
ν
1 = α
ν
1 × β
ν
1
having same properties as (1.10), plus
• the character βν extends to a q-Sylow subgroup Qν of Gν1 , and thus µ
ν
1 extends to Q
ν · Lν1 ,
• the symplectic space P1/Z(P1) is isomorphic to P
ν
1 /Z(P
ν
1 ), and
• this isomorphism carries the commutator [P1/Z(P1), Q] into [P
ν
1 /Z(P
ν
1 ), Q
ν ], where Qν is a
q-Sylow subgroup of Nν1 .
The fact that βν extends implies, as we saw, that the q-Sylow subgroup Qν of Nν1 centralizes P
ν
1 .
Hence [P ν1 /Z(P
ν
1 ), Q
ν ] = 1. We conclude that the group [P1/Z(P1), Q], which is isomorphic to a
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subgroup of [P ν1 /Z(P
ν
1 ), Q
ν ], is also trivial. Hence Q centralizes P1. So the inductive step would
be complete, provided that we could find such a character µν .
The “miracle” is that such a character µν does exist. To find it, we had to introduce the notion
of triangular sets and go through all the complicated machinery described in Chapters 5, 6 and
7. The reason is that we have a replacement theorem (Theorem 1.6) that works under special
hypotheses. The character µ doesn’t satisfy these hypotheses. The character β does satisfy them,
but, for the reasons explained above, if we change β we don’t get monomial characters. So instead
of µ we change a character µ∗ corresponding to µ in a certain subgroup L∗ of L. Both µ∗ and L∗
satisfy the hypotheses of Theorem 1.6, so that we can replace µ∗ with another µ∗,ν ∈ Irr(L∗) that
extends to a q-Sylow subgroup of G(µ∗) · L∗. In addition, µ∗ and L∗ are picked in such a way that
we can get back from the new character µ∗,ν of L∗ to a corresponding new character µν of L.
In Chapters 9 and 10 we show that this new character retains its extendibility properties
throughout our reductions.
In Chapter 11 we put all the pieces together to prove the Main Theorem 1.
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Chapter 2
Preliminaries
2.1 Glauberman correspondence
Let A and G be two finite groups with orders that are relatively prime. In the case that A is
a solvable group, Glauberman [8] constructed a ‘natural’ bijection between the set IrrA(G) of A-
invariant irreducible characters of G, and the set Irr(C(A in G)) of irreducible characters of the
fixed points C(A in G) of A in G. Two well known facts (see Chapter 13 (page 299) in [12]) about
the Glauberman correspondence are
Lemma 2.1. Suppose that A,G are finite groups such that (|A|, |G|) = 1 and that A acts on G. Let
a group S act on the semidirect product AG, leaving both A and G invariant. If χ is an A-invariant
irreducible character of G, and χ∗ is its A-Glauberman correspondent in Irr(CG(A)), then for any
element s ∈ S, the Glauberman correspondent (χs)∗ of χs equals (χ∗)s.
Lemma 2.1 obviously implies
Corollary 2.2. In the situation of Lemma 2.1, let T be a subgroup of S. Then χ is fixed by T if
and only if its Glauberman correspondent χ∗ is also fixed by T .
2.2 Groups
Proposition 2.3. Assume Q,P are two finite groups with coprime orders, and that Q acts as
automorphisms of P . Assume further that P is the product P = P1 · P2, of its normal subgroup P1
and some subgroup P2 of P . If both P1 and P2 are Q-invariant, then
N(Q in P ) = C(Q in P ) = C(Q in P1) · C(Q in P2).
Proof. As Q and P have coprime orders, and Q acts on P , we obviously have that
N(Q in P ) = C(Q in P ) ≥ C(Q in P1) · C(Q in P2).
Hence it remains to show that C(Q in P ) ≤ C(Q in P1) · C(Q in P2).
As P1 ✂ P , we have C(Q in P )/C(Q in P1) ∼= C(Q in P/P1), by Glauberman’s Lemma, 13.8
in [12]. The natural isomorphism of P/P1 = (P1P2)/P1 onto P2/(P1 ∩ P2) preserves the action
of Q. So it sends C(Q in P/P1) = C(Q in P ) · P1/P1 onto C(Q in P2/(P1 ∩ P2)) = C(Q in P2) ·
(P1 ∩ P2)/(P1 ∩ P2). So C(Q in P2) covers C(Q in P ) modulo C(Q in P ) ∩ P1 = C(Q in P1). We
conclude that C(Q in P ) = C(Q in P2) · C(Q in P1). Hence the proposition holds.
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As an easy consequence of Proposition 2.3 we have
Corollary 2.4. Assume Q,P are two finite groups with coprime orders, and that Q acts as auto-
morphisms of P . For every i = 1, . . . , n, let Pi be a Q-invariant sugroup of P . Assume further that
Pj normalizes Pi, whenever 1 ≤ i ≤ j ≤ n, while P is the product P = P1 · P2 . . . Pn. Then
N(Q in P ) = C(Q in P ) = C(Q in P1) · C(Q in P2) · · · · · C(Q in Pn).
The following theorem is a multiple application of Clifford’s Theorem:
Theorem 2.5. Let G be a finite group. Assume that 1✂G1 ✂ · · ·✂Gm ✂G is a series of normal
subgroups of G. Assume further that we have fixed a character tower {χi}
m
i=1 for the above series,
i.e., χi ∈ Irr(Gi) for i = 1, . . . ,m, such that χi lies above χi−1, whenever i = 2, . . . ,m. For any
i = 1, . . . ,m we write Gmi = Gi(χ1, χ2, . . . , χm) for the stabilizer of χ1, χ2, . . . , χm in Gi, and
Gm = G(χ1, . . . , χm) for the corresponding stabilizer in G. Then G
m
1 = G1 and G
m
k = G
m
i ∩Gk =
Gm ∩ Gk ✂ G
m
i , whenever 1 ≤ k ≤ i ≤ m. Furthermore, there exist unique characters χ
m
i , for
i = 1, . . . ,m, such that
χm1 = χ1, while χ
m
i ∈ Irr(G
m
i ) lies over χ
m
1 , . . . , χ
m
i−1
and induces χi ∈ Irr(Gi), for all i = 1, . . . ,m. (2.6)
Furthermore, these characters satisfy
(1) Gm = G(χm1 , χ
m
2 , . . . , χ
m
m), and
(2) If Gm ≤ H ≤ G and H
m = Gm∩H, then for any φ ∈ Irr(H|χm) and χ ∈ Irr(G|φ), there exist
unique characters φm ∈ Irr(Hm|χmm) and χ
m ∈ Irr(Gm|φm) that induce φm and χ, respectively.
Conversely, if φm ∈ Irr(Hm|χmm) and χ
m ∈ Irr(Gm|φm), then (φm)H ∈ Irr(H|χm) while
(χm)G ∈ Irr(G|(φm)H).
Proof. Since Gi ✂Gj and χj ∈ Irr(Gj |χi), whenever 1 ≤ i ≤ j ≤ m, we obviously have
Gmi = Gi(χ1, χ2, . . . , χm) = Gi(χ1, χ2, . . . , χi−1) = Gi(χ1, . . . , χi), (2.7)
for any i = 1, 2, . . . ,m. Thus Gmk = G
m
i ∩Gk = G
m ∩Gk, for all k with 1 ≤ k ≤ i. It is also clear
that Gm1 = G1.
To prove the rest of the theorem we will use induction on m. First assume that m = 1. Because
G11 = G1(χ1) = G1, the only possible choice of χ
1
1 satisfying (2.6) for m = i = 1 is
χ11 = χ1 ∈ Irr(G
1
1). (2.8)
Observe that, in this case, G(χ11) = G(χ1) = G
1. Furthermore, if G1 ≤ H ≤ G, then Clifford’s
Theorem provides a bijection between the irreducible characters φ of H lying above χ1, and the
irreducible characters φ1 of H1 = H(χ1) that lie above χ1. Any two such characters φ and φ
1
correspond if and only if φ1 induces φ. Note also that, since Clifford’s theory respects multiplicities,
any character χ ∈ Irr(G) that lies above φ corresponds to some χ1 ∈ Irr(G1) that lies above
φ1 ∈ Irr(H1), and vice versa. So (1) and (2) hold for m = 1.
Now assume that the theorem holds for all m with m < n, and some integer n ≥ 2. We will
prove it is also true when m = n. So assume that 1✂G1 ✂ · · ·✂Gn−1 ✂Gn ✂G is a normal series
of G, while {χi}
n
i=1 is a character tower for that series. The inductive hypothesis, applied to the
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normal series 1✂G1 ✂ · · ·✂Gn−1 ✂G of G and its character tower {χi}
n−1
i=1 , implies the existence
of unique irreducible characters χn−1i of G
n−1
i = G(χ1, . . . , χn−1) that satisfy the conclusions of the
theorem, for m = n− 1. Let Gn−1n = Gn(χ1, . . . , χn−1) = G
n−1 ∩Gn. Then we clearly have
Gni = Gi(χ1, . . . , χn) = Gi(χ1, . . . , χn−1) = G
n−1
i , (2.9)
for all i = 1, . . . , n.
The character χn ∈ Irr(Gn) lies above χn−1, while the series 1 ✂ G1 ✂ · · · ✂ Gn−1 ✂ Gn is a
normal series of Gn. Hence (2) of the theorem for m = n − 1 implies that there exists a unique
irreducible character χn−1n ∈ Irr(G
n−1
n ), that lies above χ
n−1
n−1 and induces χn ∈ Irr(Gn). We set
χni := χ
n−1
i ∈ Irr(G
n−1
i ) = Irr(G
n
i ), (2.10)
for all i = 1, . . . , n. Clearly the characters χni satisfy (2.6), for m = n and all i = 1, 2, . . . , n.
(Note that χn1 = χ1.) Furthermore, these characters are unique among those that satisfy (2.6) for
m = n. Indeed, assume that {ψni }
n
i=1 is a character tower for {G
n
i }
n
i=1, so that ψ
n
i ∈ Irr(G
n
i ) induces
χi ∈ Irr(Gi), for all i = 1, . . . , n. As G
n
i = G
n−1
i for all such i, the uniqueness of the characters
{χn−1i }
n−1
i=1 achieved from the inductive argument, implies that ψ
n
i = χ
n−1
i = χ
n
i , whenever i =
1, . . . , n − 1. In addition, the character χnn was picked as the unique character of G
n
i that induces
χn and lies above χ
n−1
n−1. Thus χ
n
n = ψ
n
n. This proves that there exist unique characters {χ
n
i }
n
i=1
that satisfy (2.6), for m = n.
To prove that (1) also holds for the characters {χni }
n
i=1, first observe that G(χ1, . . . , χn−1) =
Gn−1 = G(χn−11 , . . . , χ
n−1
n−1), by (1) for m = n− 1. Hence
Gn = G(χ1, . . . , χn−1, χn) = G(χ
n−1
1 , . . . , χ
n−1
n−1, χn). (2.11)
Furthermore, G(χn−11 , . . . , χ
n−1
n−1) normalizes both G
n−1
n−1 and G
n−1
n , and fixes the character χ
n−1
n−1.
As χn−1n is the unique character of G
n−1
n that lies above χ
n−1
n−1 and induces χn, we conclude that
G(χn−11 , . . . , χ
n−1
n−1)(χn) = G(χ
n−1
1 , . . . , χ
n−1
n−1)(χ
n−1
n ). This, along with (2.11) and (2.10), implies
Gn = G(χn−11 , . . . , χ
n−1
n−1)(χ
n−1
n ) = G(χ
n
1 , . . . , χ
n
n−1, χ
n
n) = G
n−1(χnn). (2.12)
So (1) holds for the inductive step.
Assume now that H is any subgroup of G with Gn ≤ H ≤ G, while φ, χ are irreducible
characters of H and G, respectively, so that χ lies above φ and φ above χn. Then they both
lie above χn−1 as well. Hence the inductive hypothesis implies that there exist unique characters
φn−1 ∈ Irr(Hn−1|χn−1n−1) and χ
n−1 ∈ Irr(Gn−1|φn−1) that induce φ ∈ Irr(H) and χ ∈ Irr(G),
respectively. Observe also that the inductive hypothesis for (2) guarantees that the characters
χn−1 and φn−1 lie above χn−1n ∈ Irr(G
n−1
n ), since both χ and φ lie above χn, and χ
n−1
n is the unique
character of Gn−1n that induces χn and lies above χ
n−1
n−1. Because G
n−1
n is a normal subgroup of
both Hn−1 and Gn−1, Clifford’s Theorem implies the existence of unique irreducible characters
χn ∈ Irr(Gn−1(χn−1n )) and φ
n ∈ Irr(Hn−1(χn−1n ) that that lie above χ
n−1
n and induce χ
n−1 and
φn−1, respectively. Hence χn induces χ, and φn induces φ. Furthermore, Clifford’s Theorem implies
that χn lies above φn, because χn−1 lies above φn−1. In addition, Gn−1(χn−1n ) = G
n−1(χnn) = G
n,
by (2.12) and the fact that χnn := χ
n−1
n . So H
n = Hn−1(χn−1n ). We conclude that χ
n and φn satisfy
(2) for the inductive step. Furthermore, they are unique with that property. Indeed, assume that
η ∈ Irr(Hn|χnn) and ψ ∈ Irr(G
n|η) induce φ ∈ Irr(H) and χ ∈ Irr(G), respectively. Then ηH
n−1
and
ψG
n−1
are irreducible characters of Hn−1 and Gn−1, (since Hn ≤ Hn−1 ≤ H and Gn ≤ Gn−1 ≤ G),
12
that induce φ and χ, repsectively. Also ψG
n−1
lies above ηH
n−1
, and ηH
n−1
above χn−1n−1, because
χnn = χ
n−1
n lies above this last character, and η lies above χ
n
n. Hence the inductive hypothesis forces
ηH
n−1
= φn−1 and ψG
n−1
= χn−1. Therefore, ψ ∈ Irr(Gn) = Irr(Gn−1(χnn)) induces χ
n−1 and lies
above χnn = χ
n−1
n , while η ∈ Irr(H
n) induces φn−1 and lies above χn−1n . In conclusion, η, ψ are the
χn−1n -Clifford correspondents of φ
n−1 and χn−1, respectively. So η = φn and ψ = χn. Thus φn and
ψn are unique.
Conversely, if φn ∈ Irr(Hn|χnn) then Clifford’s Theorem implies that (φ
n)H
n−1
is an irreduible
character of Hn−1. since Hn = Hn−1(χnn). Furthermore, (φ
n)H
n−1
lies above χn−1n−1, as χ
n
n = χ
n−1
n
lies above χn−1n−1. This, along with the inductive argument, implies that φ
n induces an irreducible
character of H lying above χn. Similarly we can work with any character χ
n ∈ Irr(Gn|φn) to show
that it induces irreducibly to a character of G lying above (φn)H . Hence (2) for the inductive step
is proved. Therefore Theorem 2.5 holds.
2.3 Character extensions
The following is a well known and useful result:
Theorem 2.13. Assume that N is a normal subgroup of G such that (|N |, |G/N |) = 1. Let χ be
a G-invariant irreducible character of N . Then there exists a unique extension χe of χ to G such
that (o(χe), |G/N |) = 1. This is called the canonical extension of χ, and has the additional property
that it is the unique extension of χ to G such that o(χ) = o(χe).
Proof. The proof follows easily from Lemma 6.24 and Theorem 11.32 of [12], as both o(χ) and χ(1)
divide |N |, and thus are coprime to |G : N |.
In the situation of the preceding theorem we can describe all the irreducible constituents of χG,
as the next result shows.
Theorem 2.14 (Gallagher). Assume that N is a normal subgroup of G. Let χ ∈ Irr(N) be a
G-invariant character of N that extends to an irreducible character ψ of G. Then there is a one–
to–one correspondence between the irreducible characters γ of G lying above χ and the irreducible
characters λ of G/N . Two such γ and λ correspond if and only if γ = λ · ψ. The latter product is
defined as
(λ · ψ)(g) = λ(gN) · ψ(g),
for any g ∈ G.
Proof. The proof follows immediately from Theorem 2.13 and Corollary 6.17 in [12].
Note that, under the addition hypothesis (|N |, |G/N |) = 1, we could have used the unique
canonical extension χe in the place of ψ in Theorem 2.14.
Lemma 2.15. Assume that G is a finite group, H is a normal subgroup of G, and N is a normal
subgroup of H. Assume further that θ is an irreducible character of N , and that its stabilizer H(θ)
in H is the product H(θ) = N ·A of N with a subgroup A of H, such that (|A|, |N |) = 1.
Then θ has a canonical extension θe to H(θ). Furthermore, any irreducible character Ψγ of H(θ)
lying above θ is of the form Ψγ = γ ·θ
e where γ ∈ Irr(A) and the product is defined as (γ ·θe)(s ·t) =
γ(t) · θe(st) for any s ∈ N and any t ∈ A. As for the stabilizer G(γ, θ) of γ and θ in G, we have:
G(γ, θ) = N(A in G(θ,Ψγ)) = N(A in G(θ,Ψ
H
γ )),
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where ΨHγ is the irreducible character of H induced by Ψγ.
Proof. Theorem 2.13 above implies that θ has a unique canonical extension to H(θ). This, along
with Gallagher’s Theorem 2.14, implies all but the last statement of the lemma.
As G(γ, θ) fixes γ and θ, it normalizes A and N respectively. Hence it normalizes the product
H(θ) = NA. The canonical extension, θe, of θ to H(θ) is fixed by G(γ, θ), as the latter fixes θ
and normalizes H(θ). Therefore G(γ, θ) fixes the product γ · θe = Ψγ . So G(γ, θ) is a subgroup of
N(A in G(θ,Ψγ)). Because H is a normal subgroup of G, any subgroup of G that fixes Ψγ also fixes
the induced character ΨHγ . Hence N(A in G(θ,Ψγ)) is a subgroup of N(A in G(θ,Ψ
H
γ )). Therefore
G(γ, θ) ≤ N(A in G(θ,Ψγ)) ≤ N(A in G(θ,Ψ
H
γ )).
For the other inclusions we note that any element g ∈ N(A in G(θ,ΨHγ )) fixes θ and Ψ
H
γ , normalizes
H(θ), and fixes the unique Clifford correspondent Ψγ ∈ Irr(H(θ)|θ) of Ψ
H
γ . Furthermore, g fixes
θe ∈ Irr(H(θ)), because it fixes θ and normalizes H(θ). As g normalizes A, and fixes the product
character Ψγ = γ · θ
e, it also fixes γ. Hence g ∈ G(γ, θ). So N(A in G(θ,ΨHγ )) ≤ G(γ, θ), and the
proof of the lemma is complete.
Proposition 2.16. Let G be finite group of odd order such that G = N ·K, where N is a normal
subgroup of G and (|G/N |, |N |) = 1. Let H = N ∩ K and let θ be any irreducible K-invariant
character of H that induces a G-invariant irreducible character θN of N . Then θN has a unique
canonical extension, (θN )e, to G such that (|G/N |, o((θN )e)) = 1, while θ has a unique canonical
extension, θe, to K such that (|K/H|, o(θe)) = 1. Furthermore, θe induces
(θe)G = (θN )e.
Proof. Let π be the set of primes that divide |N |. Then |K/H| = |G/N | is a π′-number, and thus is
coprime to |H|. As θ ∈ Irr(H) is K-invariant, Theorem 2.13 implies that θ has a unique extension
θe to K, with
o(θ) = o(θe). (2.17)
According to Corollary 4.3 in [15], induction defines a bijection Irr(K|θ)→ Irr(G|θN ). There-
fore,
χ := (θe)G ∈ Irr(G|θN ). (2.18)
But θN extends to G, as it is G-invariant and (|N |, |G/N |) = 1. Let Ψ = (θN )e ∈ Irr(G) be the
unique extension of θN such that o(Ψ) = o(θN ) is a π-number (see Theorem 2.13). Since χ lies
above θN , Theorem 2.14 implies that
χ = µ ·Ψ,
for some µ ∈ Irr(G/N). We compute the degree deg(χ) in two ways. First
deg(χ) = deg(µ) · deg(Ψ) = deg(µ) · deg(θN ) = deg(µ) · |N : H| · deg(θ).
As χ = (θe)G we also have that
deg(χ) = |G : K| · deg(θe) = |G : K| · deg(θ) = |N : H| · deg(θ).
We conclude that deg(µ) = 1. Thus µ ∈ Lin(G/N). Therefore
det(χ) = µΨ(1) det(Ψ). (2.19)
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We can now compute o(χ) in two ways. First, o(Ψ) = o(θN) and Ψ(1) = θN(1) are π-numbers.
Since µ ∈ Irr(G/N), we get that o(µ) is a π′-number. Therefore, (2.19) implies that the π′-number
o(µ) divides o(χ).
On the other hand, (2.18) and Lemma 2.2 in [16] imply that
o(χ) = o((θe)G) divides 2 · o(θe).
As G has odd order, we get that o(χ) divides o(θe). In view of (2.17), we have o(θe) = o(θ), while
o(θ)
∣∣ |H|. We conclude that o(χ) is a π-number.
Hence the only way the π′-number o(µ) can divide o(χ), is if o(µ) = 1. So µ = 1, and
(θe)G = χ = Ψ = (θN )e,
as desired.
Lemma 2.20. Let G be any finite group, and H be any subgroup of G. If θ ∈ Irr(G) and Ψ ∈ Irr(H)
then:
(θH ·Ψ)
G = θ · (ΨG).
Proof. See Exercise 5.3 in [12].
As a corollary of Lemma 2.20 we can prove
Corollary 2.21. Let G = H ⋉M be a finite group, and S be an H-invariant subgroup of M . Let
α, θ be irreducible characters of H and H ⋉ S respectively. Then α · θ is a character of HS defined
as (α · θ)(x · y) = α(x) · θ(x · y), whenever x ∈ H and y ∈ S. Furthermore,
(α · θ)G = α · θG,
where (α · θG)(x · y) = α(x) · θG(x · y), whenever x ∈ H and y ∈M .
Proof. Using the isomorphism H ∼= HS/S, we regard α as a character of HS, defined as α(x · y) =
α(x), for all x ∈ H and y ∈ S. It is obvious that the product α · θ is a character of HS.
Furthermore, as H ∼= HM/M = G/M , we can define an irreducible character α′ ∈ Irr(G) as
α′(x ·m) = α(x), (2.22)
for all x ∈ H and m ∈M . Thus the restriction α′|HS of α
′ to HS is α ∈ Irr(HS), i.e.,
α′|HS = α.
Therefore
(α · θ)G = (α′|HS · θ)
G
= α′ · θG by Lemma 2.20
= α · θG by (2.22).
This completes the proof of the corollary.
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Chapter 3
A Key Theorem
One of the main ideas of this thesis is the way an irreducible character of a finite group G may
correspond to an irreducible character of a subgroup of G. The most common such example is the
Clifford correspondence. Other interesting and fruitful examples are the Glauberman correspon-
dence and the Isaacs correspondence, that coincide when applied to groups we are dealing with in
this thesis, groups of odd order. According to these correspondences, whenever an odd group A
acts on an odd group G, with (|A|, |G|) = 1, there is ‘natural’ bijection between the set IrrA(G) of
A-invariant irreducible characters of G, and the set Irr(C(A in G)) of irreducible characters of the
fixed points C(A in G) of A in G.
The Glauberman-Isaacs correspondence can be easily generalized to involve a normal series of
subgroups of G and not only G. That is, if G1✂G2✂· · ·✂Gn = G is a normal series of G, and A acts
coprimely on Gi, for all i = 1, . . . , n, (both A and G are assumed of odd order), then we still have a
bijection between the set of towers {χi}
n
i=1 of A-invariant characters for the series of Gi, and the set
of towers of irreducible characters of the normal series C(A in G1)✂C(A in G2)✂ · · ·✂C(A in Gn)
of C(A in G).
However, whether we use the Glauberman-Isaacs correspondence on a single group G or on
a normal series of G, the condition that wants the acting group A to normalize every group Gi
involved in the series can’t be avoided. The solution to this problem is given by E.C.Dade in [5].
Here we only state the results needed from that paper. The easy case, where the series is replaced
by a single group, is done in Theorem 3.1, while the general case is described in Theorem 3.13.
Using the notation introduced in Section 1.2, we write IrrA(G) for the A-invariant characters
of G, whenever A acts on G. In addition, if A acts on a subgroup B of G, we write IrrAB(G) for the
irreducible characters of G that lie above at least one A-invariant character of B. Furthermore, if
M is a subgroup of G and µ ∈ Irr(M) we denote by Irr(G|µ) the set of irreducible characters of G
that lie above µ, and by IrrAB(G|µ) the intersection
IrrAB(G|µ) := Irr
A
B(G) ∩ Irr(G|µ).
If χ ∈ Irr(G|µ), we write m(µ in χ) for the multiplicity that µ appears as a constituent of the
restriction χ|M of χ in m, i.e., m(µ in χ) = [χ|M , µ].
Theorem 3.1. Assume that G is a finite group of odd order, and that B is a normal subgroup of
G. Let A,H be subgroups of G such that (|A|, |B|) = 1, while B is contained in H. Assume further
that the subgroup AB = A⋉B is normal in G. Then there is a one to one correspondence
ψ ∈ IrrAB(H)↔ ψ(A) ∈ Irr(N(A in H)),
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between the set IrrAB(H) of all characters ψ ∈ Irr(H) such that ψ lies above at least one irreducible A-
invariant character of B, and the set Irr(N(A in H)) of all irreducible characters of the normalizer
N(A in H) of A in H. We call the correspondence ψ ↔ ψ(A) an A-correspondence, and say that
the characters ψ and ψ(A) are A-correspondents of each other.
If H = B, then the above A-correspondence coincides with the Glauberman-Isaacs correspon-
dence between IrrA(B) and Irr(C(A in B)).
Furthermore, for any subgroup K of G that normalizes both A and H, the stabilizer, K(ψ), of
any ψ ∈ IrrAB(H) in K equals the corresponding stabilizer, K(ψ(A)), of ψ(A) in K.
Proof. The A-correspondence is done in Theorem 17.4 in [5], with A,B,H here in the place of
K,L,H there. (Observe that, in that theorem, the A-correspondence is described in a more general
setting.)
Theorem 17.29 in [5] implies that A-correspondence and Glauberman correspondence coincide
when H = B.
The last part of the theorem follows easily from Proposition 17.10 in [5].
Before we continue to the general case, we note that the group H in Theorem 3.1 doesn’t need
to be normal subgroup of G. Furthermore, the A-correspondence described in the above theorem
depends only on A and H and not on the choice of B (see Proposition 17.13 in [5]).
Theorem 17.4 in [5] not only provides the character correspondence we describe in Theorem
3.1, but also gives a specific algorithm we can use to obtain this correspondence. It tells us that
Theorem 3.2. Assume that A,B,H and G satisfy the hypotheses of Theorem 3.1. Assume further
that ψ is an irreducible character of H that lies above at least one irreducible A-invariant character
of B, i.e., ψ ∈ IrrAB(H). Then there exists some sequence M0,M1, . . . ,Mn of subgroups of G
satisfying
n ≥ 1, M0 = B ≥M1 ≥ · · · ≥Mn = 1, (3.3a)
Mi ✂H, [Mi, A] ≤Mi, and (3.3b)
Mi−1/Mi is abelian, (3.3c)
for all i = 1, 2, . . . , n. Any such sequence of subgroups determines a unique sequence of characters
θ0, θ1, . . . , θn such that
θ0 = ψ ∈ Irr
A
B(H) = Irr
A
M0(N(AM0 in H)) (3.4a)
and
If i = 1, 2, . . . , n, then θi is the unique character in Irr
A
Mi(N(AMi in H))
such that m(θi in θi−1) is odd. (3.4b)
The character θn ∈ Irr
A
1 (N(A in H)) = Irr(N(A in H)) is independent of the choice of the sequence
M0,M1, . . . ,Mn satisfying (3.3). Furthermore, θn is the A-correspondent ψ(A) ∈ Irr(N(A in H))
of ψ, as used in Theorem 3.1.
It is clear from the above construction that the A-correspondence is preserved under epimorphic
images. So we have
Proposition 3.5. Assume that A,B,H and G satisfy the hypotheses of Theorem 3.1. Let ρ be an
epimorphism of G onto some group G′. If A′, B′ and H ′ are the images under ρ of A,B and H,
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respectively, then A′, B′,H ′ and G′ satisfy the hypotheses of Theorem 3.1. Furthermore, ρ maps
N(A in H) onto N(A′ in H ′). Assume further that ψ′ ∈ Irr(H ′) and ψ = ψ′ ◦ ρH ∈ Irr(H). Then
ψ′ ∈ IrrA
′
B′(H
′) if and only if ψ ∈ IrrAB(H). In that case ψ(A) = ψ
′
(A′) ◦ ρN(A in H) ∈ Irr(N(A in H)).
Proof. Clearly the groups G′, A′, B′ and H ′ satisfy the hypotheses in Theorem 3.1.
Let X be any subgroup of G and X ′ = ρ(X) be its image under ρ in G′. Then ρ restricts to
an epimorphism ρX of X onto X
′. This induces an injection φ′ → φ′ ◦ ρX of Irr(X
′) into Irr(X).
For any ψ′ ∈ Irr(H ′) the above injection determines the irreducible character ψ ∈ Irr(H) satisfying
ψ = ψ′ ◦ ρH . We remark here that any ψ ∈ Irr(H) with Ker(ρH) ≤ Ker(ψ) corresponds, under the
above injection, to a character ψ′ ∈ Irr(H ′), satisfying ψ = ψ′ ◦ ρH .
Evidently if ψ′ lies over a character φ′ ∈ Irr(B′) then ψ lies over the corresponding character
φ = φ′ ◦ ρB ∈ Irr(B). In addition, if A
′ = ρ(A) fixes φ′, then A fixes φ. Hence if ψ′ ∈ IrrA
′
B′(H
′)
then ψ ∈ IrrAB(H). Conversely assume that ψ ∈ Irr
A
B(H) satisfies Ker(ρH) ≤ Ker(ψ). Then ψ
has a corresponding character ψ′ ∈ Irr(H ′) satisfying ψ = ψ′ ◦ ρH . Because ψ ∈ Irr
A
B(H), there
exists an irreducible A-invariant character φ ∈ IrrA(B) of B that lies under ψ. Then Ker(φ) ≥
Ker(ψ)∩B ≥ Ker ρ∩B.. Hence φ has a corresponding character φ′ ∈ Irr(B′) satisfying φ = φ′ ◦ρB .
Furthermore, ψ′ lies above φ′, because ψ lies above φ. In addition, A′ fixes φ′ because A fixes φ.
Hence ψ′ ∈ IrrA
′
B′(H
′). In conclusion, ψ′ ∈ IrrA
′
B′(H) if and only if ψ ∈ Irr
A
B(H).
If ψ′ ∈ IrrA
′
B′(H
′), then Theorem 3.1 applies. So ψ′ has an A′-correspondent irreducible char-
acter ψ′(A′) in N(A
′ in H ′). To complete the proof of the proposition it suffices to show that
ρ(N(A in H)) = N(A′ in H ′) while ψ(A) = ψ
′
(A′) ◦ ρN(A in H).
LetM be any subgroup of B such thatM✂H and [M,A] ≤M . ThenM ′ = ρ(M) is a subgroup
of B′ such that M ′ ✂H ′ and [M ′, A′] ≤M ′. We claim that
ρ(N(AM in H)) = N(A′M ′ in H ′). (3.6)
Clearly ρ(N(AM in H)) ≤ N(A′M ′ in H ′). Thus to prove (3.6) it is enough to show that any
t′ ∈ N(A′M ′ in H ′) is in the image of N(AM in H). Since t′ ∈ H ′ = ρ(H) there exists a t ∈ H with
ρ(t) = t′. If K = Ker(ρ), then t normalizes AMK, since t′ normalizes A′M ′ = ρ(AM). In addition,
t normalizes AB✂G. Hence t normalizes the intersection AB∩AMK = A(B∩AMK). The group
A normalizes B ∩ AMK, since it normalizes B,M and K. In addition, (|A|, |B ∩ AMK|) = 1,
because (|A|, |B|) = 1. Hence AB∩AMK = A(B∩AMK) = A⋉ (B∩AMK), and the B∩AMK-
conjugates of A are the only subgroups of order |A| in A(B ∩AMK). It follows that there is some
element s ∈ B ∩AMK such that Ats = A. But ts ∈ H normalizes M ✂H. Thus (AM)ts = AM .
So ts ∈ N(AM in H) has image ρ(ts) = t′ρ(s) ∈ N(A′M ′ in H ′). In addition, the image ρ(s) of
s ∈ AMK is an element of ρ(AMK) = A′M ′ = ρ(AM) and thus lies in ρ(N(AM in H)). We
conclude that t′ = ρ(ts)ρ(s)−1 lies in ρ(N(AM in H)). Therefore (3.6) holds.
Observe that (3.6) for M = 1, implies that ρ(N(A in H)) = N(A′ in H ′). Furthermore,
if M0,M1, . . . ,Mn are any subgroups of G satisfying (3.3), their images M
′
i = ρ(Mi), for i =
0, 1, . . . , n, satisfy the equivalent of (3.3) for G′,H ′, B′ and A′. According to Theorem 3.2, the
character ψ′ ∈ IrrA
′
B′(H
′) determines characters θ′0, . . . , θ
′
n such that θ
′
0 = ψ
′ and θ′i , for any
i = 1, . . . , n, is the unique character in IrrA
′
M ′i
(N(A′M ′i in H
′)) such that m(θ′i in θ
′
i−1) is odd.
Since ρ sends N(AMi in H) onto N(A
′M ′i in H
′), by (3.6), it follows that θi = θ
′
i ◦ ρN(AMi in H)
lies in IrrAMi(N(AMi in H)), for each i = 0, 1, . . . , n. Furthermore, θ0 = ψ
′ ◦ ρH = ψ and
m(θi in θi−1) = m(θ
′
i in θ
′
i−1) is odd, for each i = 1, . . . , n. Theorem 3.2 then implies
ψ(A) = θn = θ
′
n ◦ ρN(AMn in H) = ψ
′
(A′) ◦ ρN(A in H).
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Hence Proposition 3.5 holds.
Proposition (3.5) easily implies
Corollary 3.7. Assume that A,B,H and G satisfy the hypotheses of Theorem 3.1. Let ρ be an
isomorphism of G onto some group G′. If A′, B′ and H ′ are the isomorphic images, under ρ, of
A,B and H respectively, then A′, B′,H ′ and G′ satisfy the hypotheses of Theorem 3.1. Furthermore,
N(A′ in H ′) is the isomorphic image under ρ of N(A in H). In addition, for any ψ ∈ Irr(H) there
exists a ψ′ ∈ Irr(H ′) such that ψ = ψ′ ◦ ρH . Then ψ
′ ∈ IrrA
′
B′(H
′) if and only if ψ ∈ IrrAB(H). In
that case ψ(A) = ψ
′
(A′) ◦ ρN(A in H).
Proposition 17.12 in [5] implies
Proposition 3.8. If the group A in Theorem 3.1 centralizes B, then IrrAB(H) = Irr(H)
= Irr(N(A in H)) and the A-correspondence is the identity map of these equal sets onto them-
selves.
From Proposition 17.14 in [5] we obtain
Proposition 3.9. Let A,B,H,G be as in Theorem 3.1. Let A′ be a subgroup of A such that
N(A in H) = N(A′ in H), and thus N(A in B) = N(A′ in B). Then IrrAB(H) = Irr
A′
B (H) and
ψ(A) = ψ(A′),
for any ψ ∈ IrrAB(H) = Irr
A′
B (H).
In the special case where the A-correspondence is the Glauberman correspondence (that is the
case H = B), Proposition 3.9 translates to
Corollary 3.10. Assume that A acts coprimely on B, where A and B are both finite groups of odd
order. If A′ is a subgroup of A satisfying C(A in B) = C(A′ in B) then the A-Glauberman and the
A′-Glauberman correspondences coincide.
In the special case that H = AB, Theorem 17.36 in [5] describes clearly the A-correspondence
of Theorem 3.1. So we get
Theorem 3.11. Assume that A,B,G satisfy the hypotheses of Theorem 3.1, with the additional
condition that H = AB. Assume further that χ ∈ Irr(H) is of the form χ = α ·βe, where α ∈ Irr(A)
and βe is the canonical extension to H of an irreducible A-invariant character β ∈ IrrA(B). Then
χ ∈ IrrAB(H). Furthermore, N(A in H) = A×C(A in B), where C(A in B) is the centralizer of A
in B. In addition, the A-correspondent χ(A) ∈ Irr(N(A in H)) of χ, is of the form
χ(A) = α× γ,
where γ ∈ Irr(C(A in B)) is the A-Glauberman correspondent of β ∈ IrrA(B).
Proof. See Theorem 17.36 in [5].
The next proposition shows that the A-correspondence is compatible with Clifford correspon-
dence.
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Proposition 3.12. Let A,B,H and G be as in Theorem 3.1 and let M be an A-invariant normal
subgroup of G contained in B. Assume further that µ is an A-invariant irreducible character of
M , and let G(µ),H(µ) and B(µ) be the stabilizers of µ in G,H and B respectively. Let µ(A) ∈
Irr(N(A in M)) be the A-correspondent of µ, (note this is the A-Glauberman correspondent of µ). If
ψ ∈ IrrAB(H) lies above µ, that is, ψ ∈ Irr
A
B(H|µ), then the µ-Clifford correspondent ψµ ∈ Irr(H(µ))
of ψ lies in IrrAB(µ)(H(µ)|µ). Furthermore, the A-correspondent ψµ,(A) ∈ Irr(N(A in H(µ))) of ψµ
is the µ(A)-Clifford correspondent of the A-correspondent ψ(A) ∈ Irr(N(A in H)) of ψ.
Proof. See Propositions 17.19 17.20, 17.22, 17.23 and Theorem 17.24 in [5].
We conclude with a generalization of Theorem 3.1.
Theorem 3.13. Let A,B,G be as in Theorem 3.1. Assume further that G0 = B ✂ G1 ✂ · · · ✂
Gn−1✂Gn✂G is a series of normal subgroups of G. Then the groups N(A in G0) = N(A in B)✂
N(A in G1) ✂ · · · ✂ N(A in Gn) ✂ N(A in G), form a series of normal subgroups of N(A in G).
Let ψ0, ψ1, . . . , ψn be a tower of irreducible characters for the chain G0 ✂ G1 ✂ · · · ✂ Gn−1 ✂ Gn,
while ψ0 ∈ Irr
A(B). Then ψi ∈ Irr
A
B(Gi), for all i = 1, 2, . . . , n. Let ψi,(A) ∈ Irr(N(A in Gi)) be the
A-correspondent of ψi ∈ Irr
A
B(Gi), for all i = 0, 1, . . . , n. Then the ψi,(A) form a character tower for
the chain N(A in G0) = N(A in B)✂N(A in G1)✂ · · ·✂N(A in Gn). This way we get a bijection
between character towers {ψi}
n
i=0 for the series {Gi}
n
i=0 with ψ0 ∈ Irr
A(B), and character towers
{ψi,(A)}
n
i=0 for the series {N(A in Gi)}
n
i=0. In addition, this correspondence respects restrictions
and inductions, i.e.,
(a) ψ
Gi+1
i = ψi+1 if and only if ψ
N(A in Gi+1)
i,(A) = ψi+1,(A), while
(b) ψi+1
∣∣
Gi
= ψi if and only if ψi+1,(A)
∣∣
N(A in Gi)
= ψi,(A),
for any i = 1, . . . , n− 1.
Furthermore, for any subgroup K of G that normalizes A, the stabilizer, K(ψi), of ψi in K
equals the corresponding stabilizer, K(ψi,(A)), of ψi,(A) in K, for all i = 0, 1, . . . , n.
Proof. See Theorem 17.15 and Propositions 17.16 and 17.17 in [5].
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Chapter 4
Changing Characters
4.1 A “petite” change
Assume that G,Q1, Q2 and P are finite groups that satisfy
Hypothesis 4.1. Q1, Q2 are q-subgroups of G, for some odd prime q, with Q1✂Q2. Furthermore,
P is a p-group, for some prime p with 2 6= p 6= q, that normalizes Q1, while P · Q1 is normalized
by Q2.
Let β1 be an irreducible character of Q1. Our main goal in this section is to show how we can
change the character, β1 ∈ Irr(Q1), to a new one, β
ν
1 ∈ Irr(Q1), so that
(1) P (β1) = P (β
ν
1 ) and Q2(β1) ≤ Q2(β
ν
1 ), while
(2) βν1 can be extended to Q2(β
ν
1 ).
The following diagram describes that situation:
Q2
P
✛
Q2(β
ν
1 ) (β
ν
1 )
e
Q1
❄
✲
β1 ✲ β
ν
1
(4.2)
Most of the work towards that direction is done in
Lemma 4.3. Let Q be a q-group acting on a p-group P , with p 6= q odd primes. Let T be a
finite-dimensional right Zq(Q ⋉ P )-module such that the action of P on T is faithful. Then there
exists an element τ ∈ T such that its stabilizer (QP )(τ) in Q⋉ P equals Q.
Proof. We will prove a series of claims under the
Inductive Assumption 4.4. Q,P, T are chosen among all the triplets satisfying the hypothesis,
but not the conclusion, of Lemma 4.3, so as to minimize first the order |QP | of the semidirect
product Q⋉ P , and then the Zq-dimension dimZq T of T .
These claims will lead to a contradiction, thus proving the lemma.
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Claim 4.5. T is an indecomposable Zq(QP )-module.
Proof. Suppose not. Let T = T1 +˙T2 be a direct decomposition of T , where T1, T2 are nontrivial
Zq(QP )-submodules of T. For i = 1, 2 let Ki be the kernel of the action of P on Ti. Hence Ti
is a Zq(Q ⋉ P/Ki)-module such that P/Ki acts faithfully on it. As dimZq (Ti) is strictly smaller
than dimZq T , the minimality in Inductive Assumption 4.4 provides an element τi ∈ Ti such that
(Q⋉P/Ki)(τi) = Q. If we take as τ the sum, τ = τ1 + τ2, then τ is an element of T fixed by Q, as
Q fixes each one of the τi for i = 1, 2. Furthermore for the stabilizer of τ in P we have
P (τ) = ∩2i=1P (τi) = ∩
2
i=1Ki.
Since P acts faithfully on T the last intersection is trivial. Therefore (QP )(τ) = Q, which contra-
dicts Inductive Assumption 4.4. Hence T is an indecomposable Zq(QP )-module.
Claim 4.6. The restriction TP of T to P is a multiple of an irreducible Q-invariant Zq(P )-module.
Proof. Claim 4.5 and Clifford’s Theorem imply that Tp can be written as a direct sum of its Zq(P )-
homogeneous components, i.e.,
TP = U1 ∔ U2 ∔ · · ·∔ Ur,
where U = U1 ∼= mV = mV
σ1 , U2 ∼= mV
σ2 , . . . , Ur ∼= mV
σr . Here V = V σ1 , . . . , V σr , are the
distinct conjugates of a simple Zq(P )-submodule, V , of Tp, and 1 = σ1, . . . , σr are representatives
for the cosets in Q · P of the stabilizer,(QP )V , of the isomorphism class of V in QP . We may pick
σ1, . . . , σr to be representatives of the cosets in Q of the stabilizer, QV , of that isomorphism class
in Q. Note that QV = QU as U ∼= mV , where QU is the stabilizer in Q of U under multiplication
in T . If TP is not homogeneous, then r > 1 and QU = QV < Q. For i = 1, . . . , r let K̂i be the
kernel of the action of P on Ui. Then for every i = 1, . . . , r the stabilizer QUi of Ui in Q equals the
σi-conjugate, Q
σi
U , of QU = QV . For the corresponding kernels we similarly have K̂i = K̂1
σi
.
As U is a faithful Zq(P/K̂1)-module and QU  Q, the minimality in Inductive Assumption 4.4
implies that there exists an element µ ∈ U such that
(QU ⋉ (P/K̂1))(µ) = QU .
For every i = 1, . . . , r we can define an element µi = µσi of Ui. Then QUi fixes µi as QU fixes µ.
Furthermore if x is any element of P fixing µi then x
σ−1i is an element of P fixing µ. Therefore
xσ
−1
i ∈ K̂1, which implies that x ∈ K̂i. Thus
(QUi ⋉ (P/K̂i))(µi) = QUi
for every i = 1, . . . , r.
Let τ be the sum of the µi for i = 1, . . . , r. Then τ is an element of T fixed by Q, since
multiplication by any element in Q permutes the Ui and the µi among themselves. The stabilizer
P (τ) of τ in P equals the intersection of the stabilizers of µi in P for i = 1, . . . , r. Since (QUi ⋉
(P/K̂i))(µi) = QUi for every such i, the latter equals the intersection of K̂i for i = 1, . . . , r. The
faithful action of P on T implies that
P (τ) = ∩ri=1K̂i = 1.
Hence T has an element τ with (QP )(τ) = Q, contradicting Inductive Assumption 4.4. This
contradiction proves Claim 4.6.
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Claim 4.7. There are no Q-invariant subgroup, H < P , and Zq(QH)-submodule, S, of TQH such
that T is the Zq(QP )-module S
QP induced from S, i.e.,
T =
·∑
1≤i≤n
Sσi,
where the σi are representatives for the cosets Hσi of H in P .
Proof. Suppose Claim 4.7 is false. We choose H to have maximal order among all those Q-invariant
subgroups of P that contradict Claim 4.7. Hence TQH has a Zq(QH)-submodule, S, such that
SQP = T . If H is not normal in P then its normalizer, NP (H), in P satisfies H ✁ NP (H) < P .
Since H is Q-invariant, NP (H) is also Q-invariant. Hence S
QNP (H) is a Zq(QNP (H))-submodule
of TQNP (H). Furthermore S
QNP (H) induces T . Thus NP (H) is among the Q-invariant subgroups
of P that contradict Claim 4.7 with |NP (H)| > |H|. So the maximality of |H| implies that H is
normal in P .
Let 1 = r1, . . . , rk be coset representatives of H in P , and let r¯m denote the image of rm in P/H
for m = 1, . . . , k. Then 1¯ = r¯1, r¯2, . . . , r¯k are the distinct elements of P/H. As Q acts on P/H, it
has to divide the r¯m, for m = 1, . . . , k, into orbits, R1, R2, . . . , Rl, for some l ∈ {1, . . . , k}. We may
choose R1 to be equal to {r¯1} = {1}. For every i = 2, . . . , l, we pick some element r¯i,1 ∈ Ri. Then
Ri = {r¯
qj
i,1}
j=ki
j=1 where ki = |Ri| and qj runs over a set Qj of coset representatives of the stabilizer,
CQ(r¯i,1), in Q. For every i = 2, . . . , l the stabilizer CQ(r¯i,1) acts by conjugation on H and on ri,1H,
where ri,1 ∈ P has image r¯i,1 ∈ P/H. Furthermore, H acts transitively by right multiplication
on ri,1H and (xh)
c = xchc for all x ∈ ri,1H,h ∈ H, c ∈ CQ(r¯i,1). Hence Glauberman’s Lemma
(13.8 in [12]) provides an element ti,1 ∈ ri,1H that is fixed by CQ(r¯i,1). So CQ(ti,1) ≥ CQ(r¯i,1).
Furthermore, the opposite inclusion, CQ(ti,1) ≤ CQ(r¯i,1), also holds as r¯i,1 = ti,1H. Hence,
CQ(ti,1) = CQ(r¯i,1).
In this way we can pick a ti,1 ∈ ri,1H, for every i = 1, . . . , l, such that CQ(ti,1) = CQ(r¯i,1). We can
even assume that t1,1 = 1. Let ti,j denote the qj-conjugate, t
qj
i,1, of ti,1 for every j = 1, . . . , ki. Hence
the set of all ti,j, for i = 1, . . . l and for j = 1, . . . , ki, is a complete set of coset representatives
of H in P . Furthermore the Q-orbit Ri corresponds to a Q-orbit Ri = {ti,1, . . . , tik,i}, for every
i = 1, . . . , l.
Let KS be the kernel of the action of H on S. As |H/KS | < |P |, the minimality in Inductive
Assumption 4.4 implies that there exists µ ∈ S such that its stabilizer, (Q⋉H/KS)(µ), in Q⋉H/KS
equals Q, or equivalently (QH)(µ) = QKS. We note here that KS < H. Indeed, if H acts
trivially on S, then T is induced from a trivial module and thus contains both trivial and non–
trivial irreducible P -submodules, contradicting Claim 4.5. We also have that µ 6= 0 since Q =
(Q⋉H/KS)(µ) < QH/KS . We denote by µti,j the ti,j-translation of µ, for every i = 1, . . . , l and
for every j = 1, . . . , ki. Then µti,j is an element of Sti,j such that
(Qti,jH)(µti,j) = Q
ti,jK
ti,j
S
Since SQP = T we get that
T = SQP =
·∑
1≤i≤l
·∑
1≤j≤ki
Sti,j = S ∔
·∑
2≤i≤l
·∑
1≤j≤ki
Sti,j. (4.8a)
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Let τ be the element of T defined by
τ = −µ+
l∑
i=2
ki∑
j=1
µti,j = −µ+
l∑
i=2
∑
ti,j∈Ri
µti,j. (4.8b)
We claim that τ satisfies the condition in Lemma 4.3, i.e., that (QP )(τ) = Q. This will contradict
Inductive Assumption 4.4, and thus prove Claim 4.7. Indeed, Ri = {ti,1, . . . , ti,ki} is a Q-orbit
for every i = 2, . . . , l. Also µ and −µ are Q-invariant as (QH)(−µ) = (QH)(µ) = QKS . Hence∑
ti,j∈Ri
µti,j is Q-invariant. Thus τ is a Q-invariant element of T .
If x ∈ H(τ) then, since H ✁ P , we get that (µti,j)x = µx
(ti,j)−1ti,j is an element of Sti,j, for all
i = 2, . . . , l and j = 1, . . . , ki, while (−µ)x is an element of S. Since τx = τ , it follows from (4.8)
that (−µ)x = −µ and (µti,j)x = µti,j for every i = 2, . . . , l and for every j = 1, . . . , ki. Hence x is
an element of:
H(µ) ∩
l⋂
i=2
ki⋂
j=1
(P (µti,j) ∩H) =
l⋂
i=1
ki⋂
j=1
H(µti,j) =
l⋂
i=1
ki⋂
j=1
K
ti,j
S .
As H acts faithfully on T , we get that
⋂l
i=1
⋂ki
j=1K
ti,j
S = 1. Hence H(τ) = 1.
Now let x ∈ P\H. We claim that τx 6= τ . Indeed any x ∈ P permutes the Sti,j among
themselves. If x fixes τ , then it also permutes among themselves the summands −µ and µti,j, for
i 6= 1, of τ . Since Sx 6= S we have (−µ)x = µti,j for some i = 2, . . . , l and some j = 1, . . . , ki. But
as x ∈ P\H we have that x = ht for some coset representative t = ti0,j0 of H in P with i0 = 2, . . . , l
and some element h ∈ H. Hence µti,j = (−µ)x = (−µ)ht ∈ St, which implies that ti,j = t and
(−µ)h = µ. This last equation leads to a contradiction as h has odd order (|P | is odd) and µ 6= −µ
( as S ≤ T has odd order). Therefore τx 6= τ whenever x ∈ P\H. Hence P (τ) = H(τ) = 1 and
(QP )(τ) = Q, contradicting Inductive Assumption 4.4. This contradiction proves Claim 4.7.
Claim 4.9. Every normal abelian subgroup A of QP contained in P is cyclic.
Proof. Let A be a normal subgroup of QP contained in P , and let TA be the restriction of TP to
A. According to Claim 4.6, and Clifford’s Theorem (11.1 in CR), we have that TA can be written
as a direct sum of its Zq(A)-homogeneous components, i.e.,
TA =W1 ∔W2 ∔ · · ·∔Ws.
Furthermore, P acts transitively on the Wi for all i = 1, . . . , s, while Q permute the Wi among
themselves (as T is a Zq(QP )-module). Hence Glauberman’s lemma implies that Q fixes some
Zq(A)-homogeneous component, W , of TA. Thus W is a Zq(QA)-submodule of TQA. Even more,
Clifford’s Theorem implies that WQP = T . This, along with Claim 4.7, implies that W = T .
Hence TA ∼= eV where V is an irreducible P -invariant Zq(A)-submodule of T . As P acts faithfully
on T , the Zq(A)-module V is also faithful. If A is abelian, the existence of a faithful irreducible
Zq(A)-module implies that A is cyclic. Therefore, the claim is proved.
The q-group Q acts on the q-group T , fixing the trivial element 0 of T . Hence the group Q fixes
at least q elements of T . So Q fixes some τ with
τ ∈ T and τ 6= 0. (4.10)
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Hence, to complete the proof of Lemma 4.3, by contradicting the Inductive Assumption 4.4, is
enough to show that P (τ) = 1
By Claim 4.9 every characteristic abelian subgroup of P is cyclic. Since p is odd, Theorem
4.9 in section 5.4 of [9] implies that either P is cyclic or P is the central product E ⊙ C, of an
extra–special p-group E of exponent p and a cyclic group C.
If P is cyclic then Z(P ) = P . According to Claim 4.6, the Zq(P )-module TP is a multiple of
an irreducible Q-invariant Zq(P )-module V , i.e., TP = mV . Hence Z(P ) acts fix point free on
T as it acts fix point free on V (or else V wouldn’t be simple). This implies that no element of
P = Z(P )−{1} could fix τ . Hence P (τ) = 1. So (QP )(τ) = Q, contradicting Inductive Assumption
4.4. Therefore, P can’t be cyclic.
Hence, P = E⊙C, where E = Ω1(P ) is an extra special of exponent p and C = Z(P ) is cyclic.
So,
P = E ⊙ C = Ω1(P )⊙ Z(P ). (4.11)
Therefore the factor group P = P/Z(P ) is an elementary abelian p-group. Furthermore it affords
a bilinear form c : P ×P → Z(E) defined, for every x¯, y¯ ∈ P , as c(x¯, y¯) = [x, y], where x, y are any
elements of P having images x¯, y¯ respectively, in P . With respect to that form P is a symplectic
Zp(Q)-module.
Claim 4.12. The symplectic Zp(Q)-module P is anisotropic.
Proof. Assume not. Then there is an isotropic non–zero Zp(Q)-submodule A¯ of P . Hence c(a¯, b¯) = 0
for every a¯, b¯ ∈ A¯, as A¯ ⊂ A¯⊥. Therefore, by the definition of the symplectic form c, we get that
the inverse image A of A¯ in P is an abelian subgroup of P containing Z(P ). Since A¯ is a Zp(Q)-
submodule of P , the abelian group A is a normal subgroup of QP contained in P . Hence by Claim
4.9 , A is cyclic and properly contains the Z(P ). Therefore there exists an element a ∈ Ar Z(P )
such that ap is a generator of Z(P ). On the other hand according to (4.11) a = ω · c where
ω ∈ Ω1(P ) and c ∈ C = Z(P ). Hence a
p = ωp ·cp = cp. Since ap is a generator of the cyclic p-group
Z(P ) and c ∈ Z(P ), this last equation leads to a contradiction. This proves the claim.
Now we can complete the proof of Lemma 4.3. If (QP )(τ) 6= Q then there exists a Q-invariant
subgroup D = P (τ) 6= 1 of P such that (QP )(τ) = QD. Hence the center Z(D) of D is a non–
trivial Q-invariant abelian subgroup of P . Therefore its image Z(D) = Z(D)Z(P )/Z(P ) in P is
an isotropic Zp(Q)-submodule of P . Since P is anisotropic, Z(D) = 1¯, i.e., Z(D) is contained in
Z(P ).
As we saw in the first case, Z(P ) acts fix point free on T . This implies that no element of
Z(P )− {1} could fix τ . Hence Z(D) = 1, contradicting the fact that Z(P ) 6= 1. So (QP )(τ) = Q,
contradicting Inductive Assumption 4.4. This final contradiction completes the proof of Lemma
4.3.
In terms of characters, Lemma 4.3 implies
Corollary 4.13. Let Q be a q-group acting on a p-group P with p 6= q odd primes. Suppose that
the semi–direct product Q ⋉ P acts on a q-group Q1 such that the action of P on Q1 is faithful.
Then there exists a linear character λ of Q1 whose kernel Ker(λ) contains the Frattini subgroup
Φ(Q1) and whose stabilizer (QP )(λ) in Q⋉ P is Q.
Proof. Let T be the factor group T := Q1/Φ(Q1). Then T is a Zq(QP )-module. We write T
∗
for its dual Zq(QP )-module, i.e., T
∗ = HomZq (T,Zq). Then P acts faithfully on both, T and T
∗.
Furthermore, according to Lemma 4.3 there is an element τ ∈ T ∗ whose stabilizer in QP equals Q.
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Since the linear characters of T can be considered as the elements of T ∗ composed with some faithful
linear character of Zq, we conclude that there is a linear character λ
∗ ∈ Lin(T ) whose stabilizer
in QP is Q. Let λ be the linear character of Q1 to which λ
∗ inflates. Then Φ(Q1) ≤ Ker(λ).
Furthermore, (QP )(λ) = (QP )(λ∗) = Q, and the corollary follows.
The following straightforward lemma is necessary for the rest of the chapter, and gives a stronger
result than Corollary 4.13.
Lemma 4.14. Let P be a p-subgroup of a finite group G and let Q1 ✂Q2 be q-subgroups of G, for
some distinct odd primes p and q. If P normalizes Q1, and Q2 normalizes their product Q1P , then
Q2P is also a subgroup of G with Q2 ∈ Sylq(Q2P ), P ∈ Sylp(Q2P ) and Q1P ✂Q2P . Furthermore,
Q2 is the product Q2 = [Q1, P ]N(P in Q2), where [Q1, P ] ✂ Q2P and [Q1, P ] ∩ N(P in Q2) =
C(P in [Q1, P ]) ≤ Φ([Q1, P ]).
Proof. That the product, Q2P = Q2(Q1P ), is a subgroup of G is clear as Q2 normalizes the
semidirect product Q1 ⋊ P . That same product Q1P is a normal subgroup of Q2P = Q2(Q1P ).
We obviously have that Q2 ∈ Sylq(Q2P ) and P ∈ Sylp(Q2P ).
By Frattini’s argument for the Sylow p-subgroup P of Q1P ✂Q2P we get
Q2P = Q1PN(P in Q2P ). (4.15a)
The normalizer, N(P in Q2P ), of P in Q2P contains P . So it is equal to PN(P in Q2). Hence
(4.15a) can be written as Q2P = Q1N(P in Q2)P . Since Q1N(P in Q2) ≤ Q2 and Q2 ∩P = 1, we
conclude that
Q2 = Q1N(P in Q2). (4.15b)
Because (|Q1|, |P |) = 1, and P acts on Q1, we can write Q1 as the productQ1 = [Q1, P ]N(P in Q1).
The commutator subgroup [Q1, P ] is a characteristic subgroup of Q1P and thus is also a normal
subgroup of Q2, as Q2 normalizes Q1P . Therefore, (4.15b) implies
Q2 = [Q1, P ]N(P in Q2).
That [Q1, P ] ∩N(P in Q2) = C(P in [Q1, P ]) is obvious as (|Q1|, |P |) = 1. Also the factor group
K := [Q1, P ]/Φ([Q1, P ]) is abelian and thus K = [K,P ] × C(P in K). As [Q1, P, P ] = [Q1, P ] (by
Theorem 3.6 in section 3.5 in [9]), we get that K = [K,P ] and C(P in K) = 1. This implies that
C(P in [Q1, P ]) ≤ Φ([Q1, P ]).
As an easy consequence of Corollary 4.13 and Lemma 4.14 we have:
Proposition 4.16. Let Q be a q-group acting on a p-group P with p 6= q odd primes. Suppose that
the semi–direct product Q ⋉ P acts on a q-group Q1 such that the action of P on Q1 is faithful.
Then there exists a linear character λ of Q1 such that C(P in Q1) ≤ Ker(λ) and (QP )(λ) = Q.
Proof. As P acts on Q1 we can write Q1 as the product Q1 = [Q1, P ] · C(P in Q1). It is clear
that the product QC(P in Q1) forms a group. Furthermore, QC(P in Q1) normalizes P and
the semidirect product (QC(P in Q1)) ⋉ P acts on [Q1, P ], while the action of P on [Q1, P ] is
faithful. Then according to Corollary 4.13 there exists a linear character λ1 of [Q1, P ] such that
(QC(P in Q1)P )(λ1) = QC(P in Q1), while Φ([Q1, P ]) ≤ Ker(λ1).
As we have seen in Lemma 4.14
[Q1, P ] ∩ C(P in Q1) = C(P in [Q1, P ]) ≤ Φ([Q1, P ]).
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Since λ1 is a linear character of [Q1, P ] that is trivial on Φ([Q1, P ]) and C(P in Q1)-invariant, the
above inclusion implies that λ1 has a unique extension to a linear character λ of Q1 trivial on
C(P in Q1). Furthermore, (QP )(λ) = (QP )(λ1) = Q, and the proposition follows.
We are now ready to show how our first change works:
Theorem 4.17. Let Q1 ✂ Q2 = Q ≤ G and P satisfy Hypothesis 4.1. Assume further that β1 is
an irreducible character of Q1. Then there exist irreducible characters β
ν
1 of Q1 and β
ν of Q2(β
ν
1 )
such that
P (β1) = P (β
ν
1 ),
Q(β1) ≤ Q(β
ν
1 ) and
βν |Q1 = β
ν
1 .
Therefore βν is an extension of βν1 to Q(β
ν
1 ).
Proof. Let P (β1) be the stabilizer of β1 in P and P1 be the normalizer of P (β1) in P . Let P1 denote
the factor group P1/P (β1). We write C1 for the centralizer, C1 = C(P (β1) in Q1), of P (β1) in Q1.
Then it is clear that P1 acts on C1.
The Glauberman–Isaacs correspondence (Theorem 13.1 in [12]), applied to the groups P (β1) and
Q1, provides an irreducible character θ of C1 corresponding to the irreducible character β1 of Q1.
As P1 normalizes both P (β1) and Q1 we get that (P1)(θ) = (P1)(β1) = P (β1). If (P1)(θ) < P (θ)
then N(P (β1) in P (θ)) = (P1)(θ) > (P1)(θ) = P (β1). Therefore
P (θ) = (P1)(θ) = P (β1).
Since P (β1) centralizes C1 = C(P (β1) in Q1), we have P (β1) ≤ C(C1 in P1) ≤ (P1)(θ) = P (β1).
Hence C(C1 in P1) = P (β1) and P1 acts faithfully on C1.
Let C2 := N(P (β1) in Q) be the normalizer of P (β1) in Q. Then C1 is a normal subgroup of
C2 as Q1✂Q2. Furthermore, C2 normalizes N(P (β1) in PQ1) as Q2 normalizes the product PQ1.
As P1C1 = N(P (β1) in PQ1) we conclude that C2 normalizes the product P1C1. Hence Frattini’s
argument implies that C2 = N(P1 in C2)C1. Let C
′
2 := N(P1 in C2). Then C
′
2 normalizes P1 and
the semidirect product C ′2 ⋉ P1 acts on C1. Furthermore, the action of P1 on C1 is faithful. By
Proposition 4.16, there exists a linear character λ ∈ Lin(C1) such that C(P1 in C1) ≤ Ker(λ) and
(C ′2P1)(λ) = C
′
2.
The last equation implies that P1(λ) = P (β1). Thus P (β1) = P1(λ) ≤ P (λ). We actually have
that
P (λ) = P (β1).
Indeed, if P (β1) < P (λ), then P (β1) would be a proper subgroup of N(P (β1) in P (λ)). Thus
P (β1) < N(P (β1) in P (λ)) = N(P (β1) in P )(λ) = P1(λ) = P (β1).
Since C2 = C
′
2C1 and C
′
2 fixes λ1, we conclude that C2 also fixes λ1. Furthermore, for the
intersection C1 ∩ C
′
2 we get
C1 ∩ C
′
2 = C1 ∩N(P1 in C2) = C(P1 in C1) ≤ C(P1 in C1) ≤ Ker(λ).
Therefore λ can be extended to C2. Furthermore, according to Theorem 6.26 in [12] and the fact
that C2P (β1) fixes λ, we get that λ can be extended to C2P (β1).
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Let βν1 ∈ Irr(Q1) be the Glauberman–Issacs P (β1)-correspondent to λ. Then as C2P1 normalizes
both P (β1) and Q1, Corollary 2.2 implies that
(C2P1)(β
ν
1 ) = (C2P1)(λ) = C2P (β1).
Hence P (βν1 ) ≥ P1(β
ν
1 ) = P (λ) = P (β1). If P (β
ν
1 ) > P (β1) then
P (β1) < N(P (β1) in P (β
ν
1 )) = P1(β
ν
1 ) = P (β1).
Thus P (βν1 ) = P (λ) = P (β1) and
(C2(PQ1))(β
ν
1 ) = C2P (β1)Q1.
Since C2 fixes β
ν
1 and normalizes P (β1) we have C2 ≤ N(P (β1) in Q(β
ν
1 )) ≤ N(P (β1) in Q) = C2.
Hence C2 = N(P (β1) in Q(β
ν
1 )). Furthermore, P (β1)Q1 = (P1Q1)(β
ν
1 ) as P (β
ν
1 ) = P (β1). Hence
the group P (β1)Q1 = (PQ1)(β
ν
1 ) is a normal subgroup of P (β1)Q(β
ν
1 ) as Q normalizes the product
P1Q1. So we can apply the Main Theorem in [17] to the groups P (β1)Q(β
ν
1 ), P (β1)Q1 and Q1. We
conclude that βν1 extends to P (β1)Q(β
ν
1 ) as its P (β1)-Glauberman correspondent λ can be extended
to P (β1)C2 = P (β1)N(P (β1) in Q(β
ν
1 )). We write β
ν for the extension of βν1 to Q(β
ν
1 ).
To complete the proof of the theorem it remains to show that Q(β1) ≤ Q(β
ν
1 ). The group
(PQ1)(β1) = P (β1)Q1 is a normal subgroup of P (β1)Q(β1), as Q normalizes P1Q1. Hence Frattini’s
argument implies that
Q(β1) = Q1N(P (β1) in Q(β1)).
Therefore Q(β1) ≤ Q1N(P (β1) in Q) = Q1C2. But we have already seen that P (β1)Q1 is a normal
subgroup of P (β1)Q(β
ν
1 ). Hence the Frattini argument implies that
Q(βν1 ) = Q1N(P (β1) in Q(β
ν
1 )) = Q1C2.
Thus Q(β1) ≤ Q(β
ν
1 ) and the theorem follows.
4.2 A “multiple” change
In the previous section we saw how we can make a change of a character whenever we have only
two q-groups, Q1 and Q2 involved. The natural question that follows from that restricted case is
whether or not we can prove a similar theorem when a chain of q-groups, Q1✂Q2✂ · · ·✂Qn✂Qn+1,
is involved. What we will show is that, eventhought we can not do a character replacement as in
the two group case, we can still find new linear characters having enough of the desired properties.
So assume that, along with the series Q1 ✂ Q2 ✂ · · · ✂ Qn ✂ Qn+1 = Q of normal sub-
groups of Qn+1 = Q, where Qn+1 is a q-subgroup of a finite group G, we also have p-subgroups
P1, P2, . . . , Pn−1, Pn of G, such that Pi normalizes the groups Pj and Qj whenever 1 ≤ j ≤ i ≤ n,
while Qi normalizes the semidirect product Pj ⋉Qj whenever 1 ≤ j < i ≤ n + 1. Assume further
that Ki = C(Qi in Pi) for all i = 1, . . . , n. Then, as we will see by the end of the section, we can
find a chain of linear characters, βν1 , β
ν
2 , . . . , β
ν
n, of Q1, Q2, . . . , Qn respectively, such that
(1) Pi(β
ν
i ) = Ki and Qn+1(β
ν
i ) = Qn+1 while
(2) βνn can be extended to Qn+1(β
ν
n) = Q.
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The equivalent of the diagram 4.2 in this case is:
Q = Qn+1 = Q(β
ν
n) (β
ν
n)
e
Pn
✛
Qn
❄
✲
βνn
Pn−1
✛
Qn−1
❄
✲
βνn−1
P2
✛
Q2
❄
✲
βν2
P1
✛
Q1
❄
✲
βν1
(4.18)
We will prove in this section that such a generalization is possible when the primes p, q are odd.
We first need some lemmas:
Lemma 4.19. Assume Q1, Q2 are two q-subgroups of a finite group G, for some odd prime q.
Assume further that Q1✂Q2 and that A is a normal subgroup of Q1 normalized by Q2 as well. Let
P be a p-subgroup of G, where 2 6= p 6= q, such that
(a) P normalizes A and Q1, and
(b) Q2 normalizes Q1P
If P˜ denotes the centralizer, C(Q1/A in P ), of Q1/A in P , then Q2 normalizes the semidirect
product P˜ ⋉ A. Thus Q2P˜ is a group with Q1P˜ and A as normal subgroups. The factor group
Q2P˜ /A = Q2(P˜ ⋉A)/A equals the semidirect product (Q2/A) ⋉ ((P˜A)/A), of its q-subgroup Q2/A
and its normal p-subgroup (P˜A)/A ∼= P˜ .
Proof. Since Q2 normalizes Q1P , the product Q2P = Q2 · (Q1P ) is a group. Note that A✂Q2P .
We will use bars to denote the image in PQ2 = (PQ2)/A of any subgroup of PQ2 containing
A. Then P˜ = C(Q1 in P ), is a normal subgroup of P , as the latter normalizes both A and Q1.
Furthermore, PQ1 = P ⋉Q1 and P˜ is the centralizer in P of Q1. It follows that P˜ = (P˜A)/A is the
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maximal normal p-subgroup of PQ1. Therefore, Q2 normalizes P˜ as it normalizes PQ1. Hence Q2
normalizes the inverse image P˜A of P˜ in PQ2. So P˜Q2 = (P˜A)Q2 is a group and thus a subgroup
of PQ2. Furthermore, as Q1 ✂Q2 and Q2 normalizes P˜A we get that Q2 normalizes their product
Q1(P˜A) = Q1P˜ . Therefore Q1P˜ ✂Q2P˜ .
As Q2 normalizes P˜A we get that Q2/A normalizes P˜A/A. Therefore (Q2/A) ⋉ (P˜A/A) is a
group. Clearly Q2(P˜A)/A = (Q2/A)⋉ (P˜A/A), and the lemma follows.
Lemma 4.20. Assume that Q1, Q2, G and P satisfy Hypothesis 4.1. Let K := C(Q1 in P ) be the
kernel of the P -action on Q1. Then Q2 = [Q1, P ] · N(P in Q2) and Q1 = [Q1, P ] · C(P in Q1).
Furthermore, there exist linear characters λ1 ∈ Lin(Q1) and λ2 ∈ Lin(Q2) that satisfy the following
three conditions:
(1) λ2|Q1 = λ1.
(2) (Q2 · P )(λ1) = Q2 ·K.
(3) C(P in Q1) ≤ Ker(λ1) and N(P in Q2) ≤ Ker(λ2).
Therefore, λ1(s · u) = λ1(s) = λ1|[Q1,P ](s) and λ2(s · t) = λ1(s), for all s ∈ [Q1, P ], u ∈ C(P in Q1)
and t ∈ N(P in Q2).
Proof. Since Q2 normalizes the semidirect product Q1 ⋊ P and Q1 ✂Q2, Lemma 4.14 implies
Q2 = Q1N(P in Q2) = [Q1, P ] ·N(P in Q2), (4.21)
where [Q1, P ]✂Q2P ,(and thus [Q1, P ]✂Q2). Also N(P in Q2)∩Q1 = C(P in Q1). Furthermore,
as the p-group P normalizes the q-group Q1, we have
Q1 = [Q1, P ] · C(P in Q1). (4.22)
Let C2 = N(P in Q2). Then C2 normalizes P , while their semidirect product C2⋉P normalizes
Q1.
Case 1 : Assume that K = 1.
Since K = 1, the p-group P acts faithfully on Q1. Therefore, in view of Proposition 4.16, there
exist a linear character λ1 ∈ Lin(Q1) suct that (C2P )(λ1) = C2, and C(P in Q1) ≤ Ker(λ1).
Since Q2 = Q1C2 (according to (4.21)) and C2 fixes λ1, we conclude that λ1 is Q2 invariant.
Furthermore, the fact that Q1 ∩ C2 = C(P in Q1) ≤ Ker(λ1), implies that λ1 extends canonicaly
to a linear character λ2 of Q2 such that N(P in Q2) ≤ Ker(λ2). This along with (4.21) and (4.22)
imply that
λ1(s · u) = λ1(s) = λ1|[Q1,P ](s),
while
λ2(s · t) = λ2(s) = λ1(s),
for all s ∈ [Q1, P ], u ∈ C(P in Q1) and t ∈ N(P in Q2).
This completes the proof of Lemma 4.20 when K = C(Q1 in P ) = 1.
Case 2 : Assume that 1 < K ≤ P .
In this case we work with the group P ′ = P/K in the place of P . Note that in view of (4.22), we
have
K = C(Q1 in P ) = C([Q1, P ] in P ).
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As K = Op(PQ1) and PQ1 ✂ PQ2 we have that K is a normal subgroup of PQ2. Hence K is a
Q2-invariant subgroup of P . Therefore the hypothesis of Lemma 4.20 are satisfied for P
′ in the
place of P , as P ′ normalizes Q1 while Q2 normalizes their product Q1 ⋊ P
′.
Hence the previous case provides linear characters λ1 ∈ Lin(Q1) and λ2 ∈ Lin(Q2) such that λ2 is
an extension of λ1 to Q2. Furthermore,
(Q2 · P
′)(λ1) = Q2 (4.23a)
while
C(P ′ in Q1) ≤ Ker(λ1) and N(P
′ in Q2) ≤ Ker(λ2). (4.23b)
Even more, λ1(s · u) = λ1(s) and λ2(s · t) = λ1(s), for all s ∈ [Q1, P ], u ∈ C(P
′ in Q1) and
t ∈ N(P ′ in Q2).
We observe that (4.23a) implies
(Q2 · P )(λ1) = Q2 ·K,
asK centralizes Q1. Furthermore, we note that [Q1, P
′] = [Q1, P ] whileN(P in Q2) ≤ N(P
′ in Q2)
and C(P in Q1) ≤ C(P
′ in Q1). Hence in view of (4.23b) we have N(P in Q2) ≤ Ker(λ2) and
C(P in Q1) ≤ Ker(λ1). Therefore the lemma follows.
Theorem 4.24. Assume G is a finite group of order paqb for distinct odd primes p and q, and
non–negative integers a and b. Let Q1✂Q2✂ · · ·✂Qn✂Qn+1 = Q be a series of normal subgroups
of a q-subgroup Q ≤ G, and let P1, P2, . . . , Pn−1, Pn be p-subgroups of G such that the following
hold:
(1) Pi normalizes the groups Pj and Qj whenever 1 ≤ j ≤ i ≤ n, while
(2) Qi normalizes the semidirect product Pj ⋉Qj whenever 1 ≤ j < i ≤ n+ 1.
Let Ki denote the kernel of the Pi-action on Qi, i.e., Ki = C(Qi in Pi) for every i = 1, . . . n. Then
there exist linear characters βi of Qi, for all i = 1, . . . , n+ 1, such that:
(a) the restriction βi|Qj of βi to Qj equals βj if 1 ≤ j ≤ i ≤ n+ 1, and
(b) the stabilizer (QPi)(βi) of βi in QPi equals QKi if 1 ≤ i ≤ n.
Thus βn+1 is an extension to Q = Qn+1 of β1, β2, . . . , βn.
Proof. For the proof we will use induction on n. The case n = 1 is done in Lemma 4.20.
We assume that the proposition holds for all n with 1 ≤ n < k and some k ≥ 2. We will prove
it also holds for n = k. Since Qi normalizes P1⋉Q1, for all i = 1, . . . , k+1, while Q1✂Qi, Lemma
4.14 implies that Qi is the product
Qi = Q1 ·N(P1 in Qi), (4.25a)
of its normal subgroup Q1 with N(P1 in Qi), where
Q1 ∩N(P1 in Qi) ≤ C(P1 in Q1). (4.25b)
As Pi normalizes the groups Qi, Q1, it also normalizes the factor group Qi,1 := Qi/Q1, whenever
1 ≤ i ≤ k.
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We define:
Pi,1 = C(Qi,1 in Pi). (4.26)
Note that P1,1 = C(Q1/Q1 in P1) = P1.
If we apply Lemma 4.19 to the groupsQi = Q1 ·N(P1 in Qi), Q1, Q and Pi, for some i = 1, . . . , k,
in the place of Q1, A,Q2 and P respectively, we conclude that
Q normalizes the semidirect product Pi,1 ⋉Q1. (4.27)
Furthermore, the group Pi,1 normalizes Q1, as Pi does. Since Pi normalizes both Pj and Qj for all
j = 1, . . . , i we have that Pi,1 normalizes both Pj and Qj as well. Therefore Pi,1 normalizes both
the factor group Qj,1 and the centralizer C(Qj,1 in Pj) = Pj,1, for all such j. Hence the product
P1 = P1,1 · P2,1 · · ·Pn,1 = P1 · P2,1 · · ·Pn,1 (4.28)
is a p-subgroup of G that normalizes Q1. Thus P1 ⋉ Q1 is a group. In view of (4.27), the group
P1 ⋉Q1 is normalized by Q = Qk+1. Let C1 := C(Q1 in P1) be the centralizer of Q1 in P1. Then
Lemma 4.20 implies that there exists a linear character µ1 ∈ Lin(Q1) that can be extended to a
linear character µe1 ∈ Lin(Q), with the following properties:
Q(µ1) = Q, (4.29a)
P1(µ1) = C1 = C(Q1 in P1) (4.29b)
and
C(P1 in Q1) ≤ Ker(µ1). (4.29c)
Furthermore, for the extension character µe1, we have:
µe1|Q1 = µ1, (4.30a)
while
µe1(s · t) = µ1(s) (4.30b)
for all s ∈ Q1 and t ∈ N(P1 in Qk+1). Clearly for all i = 1, . . . , k we have that µ
e
1|Qi ∈ Lin(Qi).
Furthermore (4.30b), along with (4.25a), implies
µe1|Qi(s · ti) = µ1(s), (4.30c)
for all s ∈ Q1 and ti ∈ N(P1 in Qi).
We will use our inductive argument on the groups
Q2/Q1 ✂Q3/Q1 ✂ · · · ✂Qk+1/Q1 = Q/Q1.
Note that the above groups form a series of normal subgroups of the q-group Q/Q1, as Q2 ✂
Q3 ✂ · · · ✂ Q = Qk+1 is a normal series of Q. Furthermore the group Pi normalizes Qj/Q1,
whenever 1 ≤ j ≤ i ≤ k, as Pi normalizes both P1 and Qj . Thus Pi ⋉ Qi/Q1 is a group. Also
Qi/Q1 normalizes the semidirect product Pj ⋉ (Qj/Q1), whenever 1 ≤ j ≤ i ≤ k + 1, as Qi
normalizes the semidirect product Pj ⋉ Qj . Hence by induction, there exist linear characters
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λ∗2 ∈ Irr(Q2/Q1), . . . , λ
∗
k ∈ Irr(Qk/Q1), and λ
∗
k+1 in Irr(Q/Q1) such that
λ∗k+1|Qi/Q1 = λ
∗
i (4.31)
and
(Q/Q1 · Pi)(λ
∗
i ) = Q/Q1 · C(Qi/Q1 in Pi) = Q/Q1 · Pi,1, (4.32)
for all i = 2, . . . , k.
Let λi ∈ Lin(Qi) be the linear character of Qi inflated from λ
∗
i ∈ Lin(Qi/Q1). Then (4.31) and
(4.32) imply:
λk+1|Qi = λi, (4.33a)
Q1 ≤ Ker(λi), (4.33b)
and
Q(λi) = Q, (4.33c)
for all i = 2, . . . , k + 1. Furthermore,
Pi(λi) = Pi,1 (4.33d)
for all i = 2, . . . , k.
As λk+1 is a linear character of Qk+1 and Q1 ≤ Qk+1, the restriction λ1 := λk+1|Q1 , is a linear
character of Q1. Furthermore, (4.33b) implies
λ1 = 1Q1 and thus Q(λ1) = Q. (4.34)
Since Qi = Q1 · N(P1 in Qi) for every i = 1, . . . , k + 1, (see (4.25a)), equations (4.33a) and
(4.34) imply
λi(s · ti) = λi(ti) = λk+1(ti), (4.35)
for all s ∈ Q1 and ti ∈ N(P1 in Qi).
Using the equation (4.25a), we define for all i = 1, . . . , k + 1,
βi(s · ti) := µ1(s) · λi(ti), (4.36)
whenever s ∈ Q1 and ti ∈ N(P1 in Qi) ≤ N(P1 in Qk+1). According to (4.30c) and (4.35), we can
rewrite the characters βi as
βi = µ
e
1|Qi · λi = µ
e
1|Qi · λk+1|Qi = (µ
e
1 · λk+1)|Qi .
Hence
βi|Qj = βj, (4.37)
whenever 1 ≤ j ≤ i ≤ k + 1. Therefore, βk+1 is an extension of β1 to Q.
As Q fixes µ1 by (4.29a), and fixes λi by (4.33c), it also fixes βi, in view of (4.36). Furthermore,
(4.36) implies that Pi(βi) = Pi(µ1) ∩ Pi(λi) for all i = 1, . . . , k. In view of (4.29b) and (4.33d) we
conclude that
Pi(βi) = C(Q1 in Pi) ∩ Pi,1.
But Pi,1 = C(Qi/Q1 in Pi) by (4.26). Hence
Pi(βi) = C(Q1 in Pi) ∩ C(Qi/Q1 in Pi) = C(Qi in Pi) = Ki.
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This completes the proof of the inductive step for n = k. Thus Proposition 4.24 follows.
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Chapter 5
Triangular Sets
5.1 The correspondence
Assume we have the following situation:
Hypothesis 5.1. Let G be an odd order group and π any set of primes. Let
1 = G0 ✂G1 ✂ · · · ✂Gm ✂G (5.2)
be a series of normal subgroups of G, for some arbitrary integer m > 0, such that Gi/Gi−1, for
i = 1, 2, . . . ,m, is a π′-group when i is odd and a π-group when i is even.
Recall the definition given in Chapter 1
Definition 5.3. Let χi be an irreducible character of Gi, for all i = 0, 1, . . . ,m, such that χi lies
over χk for all k = 0, 1, . . . , i. Any such collection of irreducible characters {χi}
m
i=0 is said to be a
character tower for the series {Gi}
m
i=0.
Suppose further that there exist π- and π′-groups P2r and Q2i−1 respectively, along with irre-
ducible characters α2r and β2i−1, such that
P0 = 1 and α0 = 1,
Q1 = G1 and β1 = χ1,
P2r ∈ Hallpi(G2r(α2, . . . , α2r−2, β1, . . . , β2r−1)),
α2r ∈ Irr(P2r) lies above the Q2r−1-Glauberman correspondent of α2r−2,
Q2i−1 ∈ Hallpi′(G2i−1(α2, . . . , α2i−2, β1, . . . , β2i−3)),
β2i−1 ∈ Irr(Q2i−1) lies above the P2i−2-Glauberman correspondent of β2i−3
(5.4)
for all odd 2i− 1 and even 2r with 1 < 2i− 1 ≤ m and 1 < 2r ≤ m.
Depending on the parity of m the collection of groups and characters appearing in (5.4) consists
of
{P0, P2, . . . , Pm−1, Q1, Q3, . . . , Qm|α0, . . . , αm−1, β1, . . . , βm} if m is odd, and
{P0, P2, . . . , Pm, Q1, Q3, . . . , Qm−1|α0, . . . , αm, β1, . . . , βm−1} if m is even.
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By convention we will write, for both cases, the collection of groups and characters as
{P2r, Q2i−1|α2r, β2i−1} where 1 ≤ 2i − 1 ≤ m and 0 ≤ 2r ≤ m. We also write {Q2i−1|β2i−1}
for the π′-subset of the above collection and similarly, {P2r|α2r} for the π-subset.
Definition 5.5. Any set of groups and characters that satisfies (5.4) will be called a triangular
set for the normal series (5.2).
At this point it is not clear at all that such a collection of groups and characters exists. Even
worse, it is not at all obvious that (5.4) is well defined. For all we know, the group C(P2i in Q2i−1),
which is the support of the P2i-Glauberman correspondent of β2i−1, need not be a subgroup of
Q2i+1. Thus, to ask for the character β2i+1 ∈ Irr(Q2i+1) to lie above a character of C(P2i in Q2i−1)
seems out of place. (Of course the same problem appears for the π-groups C(Q2r−1 in P2r−2) and
the character α2r). But in fact these collections of groups and characters do exist, as we will see
in Section 5.2. Furthermore, we will prove in the rest of this chapter not only that triangular sets
exist but also that they correspond uniquely, up to conjugation, to character towers. In particular
we will prove
Theorem 5.6. Assume that Hypothesis 5.1 holds. Then there is a one–to–one correspondence
between G-conjugacy classes of character towers of (5.2) and G-conjugacy classes of triangular
sets for (5.2).
5.2 Triangular-sets: existence and properties
Assume that a finite group G and a normal series (5.2) are given so that Hypothesis 5.1 is satisfied.
Recall (see Chapter 1) that for any real number x, we denote by [x] the greatest integer n such
that n ≤ x. If we write
l = [(m+ 1)/2], textand (5.7a)
k = [m/2], (5.7b)
then 2l− 1 is the greatest odd integer in the set {1, . . . ,m} while 2k is the greatest even integer in
the same set. Furthermore,
k ≤ l ≤ k + 1, (5.8)
where for m even we get k = l, while for m odd we have k = l−1. Then it is easy to construct, in a
recursive way, a collection of groups and characters Q2i−1, P2r, β2i−1 and α2r so that the following
holds:
P0 = 1 and α0 = 1, (5.9a)
Q1 = G1 and β1 = χ1, (5.9b)
P2r ∈ Hallpi(G2r(α2, . . . , α2r−2, β1, . . . , β2r−1)), (5.9c)
α2r ∈ Irr(P2r), (5.9d)
Q2i−1 ∈ Hallpi′(G2i−1(α2, . . . , α2i−2, β1, . . . , β2i−3)), (5.9e)
β2i−1 ∈ Irr(Q2i−1), (5.9f)
whenever 2 ≤ i ≤ l and 1 ≤ r ≤ k.
Notice that (5.9) is a part of (5.4). So to prove existence of triangular sets we need to show that
the characters β2i−1 and α2r that appear in (5.9) can be chosen to satisfy the additional conditions
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required in (5.4). Before we prove this, let us see what conclusions we can draw from (5.9). The
first obvious remark is that, according to (5.9e) and (5.9c), we have:
Q2i−1 normalizes the groups P2, . . . , P2i−2, Q1, . . . , Q2i−3, (5.10a)
while
P2r normalizes the groups P0, P2, . . . , P2r−2, Q1, . . . , Q2r−1, (5.10b)
whenever 2 ≤ i ≤ l and 1 ≤ r ≤ k.
Since P2r normalizes Q2r−1, the group
Q2r−1,2r := C(P2r in Q2r−1) = N(P2r in Q2r−1) (5.11)
is defined whenever 1 ≤ r ≤ k (note that the group Q2r−1 is defined for all such r as k ≤ l).
Furthermore, (5.9) implies two lemata that lead to the existence of triangular sets. We start with
Lemma 5.12. For every i with 1 ≤ i ≤ l − 1 we have
Q2i−1,2i = Q2i+1 ∩G2i−1.
Hence Q2i−1,2i is a normal subgroup of Q2i+1.
Note that this lemma gives us no information about the group Q2k−1,2k in the case of an even
m = 2l = 2k, as the group Q2k+1 is not defined in that case.
Proof. The group G2i−1 is a normal subgroup of G2i+1 whenever 1 ≤ i < l. Hence the definition
(5.9e) of Q2i+1 implies that
Q2i+1 ∩G2i−1 ∈ Hallpi′(G2i−1(α2, . . . , α2i, β1, . . . , β2i−1)). (5.13)
In particular, whenever 1 < i < l the character β2i−3 is defined, and we have
Q2i+1 ∩G2i−1 ≤ G2i−1(α2, . . . , α2i, β1, . . . , β2i−1) ≤ G2i−1(α2, . . . , α2i−2, β1, . . . , β2i−3).
Furthermore, Q2i+1 normalizes Q2i−1 (according to (5.10a)). Also Q2i−1 is a π
′-Hall subgroup of
the group G2i−1(α2, . . . , α2i−2, β1, . . . , β2i−3). So the intersection Q2i+1 ∩ G2i−1 is a π
′-subgroup
of G2i−1(α2, . . . , α2i−2, β1, . . . , β2i−3), and normalizes the π
′-Hall subgroup Q2i−1 of that group.
Therefore Q2i+1 ∩ G2i−1 ≤ Q2i−1 whenever 1 < i < l. But the last inclusion is still valid when
i = 1, as Q1 = G1 and therefore Q3 ∩G1 ≤ Q1. Hence, Q2i+1 ∩G2i−1 ≤ Q2i−1 whenever 1 ≤ i < l.
As Q2i+1 normalizes the group P2i by (5.10a), we conclude that Q2i+1 ∩ G2i−1 is a subgroup of
N(P2i in Q2i−1) = Q2i−1,2i, i.e., that
Q2i+1 ∩G2i−1 ≤ Q2i−1,2i
whenever 1 ≤ i < l.
To prove the opposite inclusion we remark that, as Q2i−1,2i centralizes P2i, it fixes the character
α2i. It also fixes the character β2i−1 ∈ Irr(Q2i−1), as it is a subgroup of Q2i−1. This, along with
the definition of Q2i−1 (see (5.9e)), implies that
Q2i−1,2i ≤ G2i−1(α2, . . . , α2i−2, α2i, β1, . . . , β2i−3, β2i−1).
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But the group Q2i+1 ∩ G2i−1 is a π
′-Hall subgroup of G2i−1(α2, . . . , α2i, β1, . . . , β2i−1), by (5.13).
Hence the fact that Q2i+1∩G2i−1 is contained in the π
′-group Q2i−1,2i implies that Q2i+1∩G2i−1 =
Q2i−1,2i. As G2i−1 is a normal subgroup of G2i+1 we conclude that Q2i+1 ∩G2i−1✂Q2i+1, and the
lemma follows.
Note that Lemma 5.12 resolves the problem discussed in Section 5.1, at least for the π′-groups.
Indeed, the character β2r−1 is fixed by the π-group P2r, by (5.9c). Thus we can define β2r−1,2r ∈
Irr(Q2r−1,2r) to be the P2r-Glauberman correspondent of β2r−1 ∈ Irr(Q2r−1) whenever 1 ≤ r ≤ k.
Hence, in view of Lemma 5.12, and starting with β1 = χ1, it makes sense to pick the character
β2i−1 so that it lies above β2i−3,2i−2 whenever 2 ≤ i ≤ l.
Similarly we can work with the π-groups. So we can define the group
P2i,2i+1 = C(Q2i+1 in P2i) = N(Q2i+1 in P2i), (5.14)
whenever 1 ≤ i < l. (Note that Q2i+1 normalizes P2i, by (5.10a)). Furthermore, in a symmetric
way to that we used for the π′-groups we can prove
Lemma 5.15. For every r with 1 ≤ r ≤ k − 1
P2r,2r+1 = P2r+2 ∩G2r.
Hence P2r,2r+1 is a normal subgroup of P2r+2.
Note that, as in the case of the π′-groups, we get no information about the groups P2l−2,2l−1 =
P2k,2k+1 that appear in the case where m = 2l − 1 = 2k + 1 is odd.
As the character α2i is fixed by Q2i+1 (see (5.9e)), we can define α2i,2i+1 ∈ Irr(P2i,2i+1) to be
the Q2i+1-Glauberman correspondent of α2i ∈ Irr(P2i) whenever 1 ≤ i < l. Hence, in view of
Lemma 5.15, and starting with α0 = 1, we can pick the character α2r ∈ Irr(P2r) so that it lies
above α2r−2,2r−1 whenever 1 ≤ r ≤ k. (Observe that, since α0 = 1, the only requirement for the
character α2 is to be an irreducible character of P2).
This completes the proof of the existence of triangular sets, as the groups and characters we
just constructed satisfy (5.4). Indeed, we have proved
Proposition 5.16. Assume that Hypothesis (5.1) holds for the group G. Then there exists a
triangular set {P2r, Q2i+1|α2r, β2i+1} for the normal series (5.2), so as to satisfy the following
conditions, whenever 1 ≤ r ≤ k and 2 ≤ i ≤ l:
P0 = 1 and α0 = 1, (5.17a)
Q1 = G1 and β1 := χ1 ∈ Irr(Q1) = Irr(G1), (5.17b)
P2r ∈ Hallpi(G2r(α2, . . . , α2r−2, β1, . . . , β2r−1)), (5.17c)
α2r ∈ Irr(P2r|α2r−2,2r−1), (5.17d)
Q2i−1 ∈ Hallpi′(G2i−1(α2, . . . , α2i−2, β1, . . . , β2i−3)), (5.17e)
β2i−1 ∈ Irr(Q2i−1|β2i−3,2i−2), (5.17f)
where α2r−2,2r−1 is the Q2r−1-Glauberman correspondent of α2r−2 and similarly β2i−3,2i−2 is the
P2i−2-Glauberman correspondent of β2i−3.
From now on, and until the end of this section, we assume that the set {P2r , Q2i+1|α2r, β2i+1}
is a triangular set for (5.2), and therefore satisfies (5.17).
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An attempt to give a diagram that describes the relations in (5.17) produces the following
“Double Staircases” of groups and characters:
(Q2l−1,2l )Q2l−1
Q2l−3,2l−2 Q2l−3
. . .
. . .
Q5,6 Q5
Q3,4 Q3
Q1,2 Q1
(5.18a)
and
(β2l−1,2l ✛ ✲ )β2l−1
β2l−3,2l−2 ✛
P2l−2
✲ β2l−3
. . .
. . .
β5,6 ✛
P6
✲ β5
β3,4 ✛
P4
✲ β3
β1,2 ✛
P2
✲ β1
(5.18b)
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and similarly for the π-groups and their characters
(P2k,2k+1 )P2k
P2k−2,2k−1 P2k−2
. . .
. . .
P6,7 P6
P4,5 P4
P2,3 P2
(5.19a)
and
(α2k,2k+1 ✛ ✲ )α2k
α2k−2,2k−1 ✛
Q2k−1
✲ α2k−2
. . .
. . .
α6,7 ✛
Q7
✲ α6
α4,5 ✛
Q5
✲ α4
α2,3 ✛
Q3
✲ α2
(5.19b)
where the groups and characters in parentheses are those extra groups and characters that appear
in the case of an even m (for the π′-group Q2l−1,2l and its character β2l−1,2l) or an odd m (for the
π-group P2k,2k+1 and its character α2k,2k+1) respectively. Observe, that every group appearing in
(5.18a) or (5.19a) is contained in all other groups that lie above or to its right. Furthermore, any
character appearing in (5.18b) or (5.19b) is a Glauberman correspondent of the character that lies
on its right.
We can actually expand these staircases into the following “Double Triangles” (5.20) and (5.21)
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of groups and characters (which is the reason behind the name triangular).
(Q2l−1,2l )Q2l−1
(Q2l−3,2l )Q2l−3,2l−2 Q2l−3
...
...
(Q5,2l )Q5,2l−2 Q5,2l−4 . . . Q5
(Q3,2l )Q3,2l−2 Q3,2l−4 . . . Q3,4 Q3
(Q1,2l )Q1,2l−2 Q1,2l−4 . . . Q1,4 Q1,2 Q1
(5.20a)
and
(β2l−1,2l ✛ ✲ )β2l−1
(β2l−3,2l ✛✲ )β2l−3,2l−2 ✛
P2l−2
✲ β2l−3
...
...
(β5,2l ✛ ✲ )β5,2l−2 ✛
P2l−2
✲ β5,2l−4 ✛
P2l−4
✲ . . . ✛
P6
✲ β5
(β3,2l ✛ ✲ )β3,2l−2 ✛
P2l−2
✲ β3,2l−2 ✛
P2l−4
✲ . . . ✛
P6
✲ β3,4 ✛
P4
✲ β3
(β1,2l ✛ ✲ )β1,2l−2 ✛
P2l−2
✲ β1,2l−4 ✛
P2l−4
✲ . . . ✛
P6
✲ β1,4 ✛
P4
✲ β1,2 ✛
P2
✲ β1
(5.20b)
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for the π′-groups and their characters, and similarly for the π-groups:
(P2k,2k+1 )P2k
(P2k−2,2k+1 )P2k−2,2k−1 P2k−2
...
...
(P6,2k+1 )P6,2k−1 P6,2k−3 . . . P6
(P4,2k+1 )P4,2k−1 P4,2k−3 . . . P4,5 P4
(P2,2k+1 )P2,2k−1 P2,2k−3 . . . P2,5 P2,3 P2
(5.21a)
and
(α2k,2k+1 ✛ ✲ )α2k
(α2k−2,2k+1 ✛✲ )α2k−2,2k−1 ✛
Q2k−1
✲ α2k−2
...
...
(α6,2k+1 ✛ ✲ )α6,2k−1 ✛
Q2k−1
✲ α6,2k−3 ✛
Q2k−3
✲ . . . ✛
Q7
✲ α6
(α4,2k+1 ✛ ✲ )α4,2k−1 ✛
Q2k−1
✲ α4,2k−3 ✛
Q2k−3
✲ . . . ✛
Q7
✲ α4,5 ✛
Q5
✲ α4
(α2,2k+1 ✛ ✲ )α2,2k−1 ✛
Q2k−1
✲ α2,2k−3 ✛
Q2k−3
✲ . . . ✛
Q7
✲ α2,5 ✛
Q5
✲ α2,3 ✛
Q3
✲ α2
(5.21b)
where, as before, l = [(m+1)/2] and k = [m/2]. Furthermore, the π′-groups Q2i−1,2l and characters
β2i−1,2l in parentheses exist only when m is even, and the π-groups P2r,2k+1 and characters α2r,2k+1
only when m is odd.
Before we give the long list of the groups, the characters and their properties that are involved
in the above diagrams, we remark again that the groups and characters that appear in the first two
diagonals of the above “Double Triangle” diagrams form the “Double Staircase” diagrams. The
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rest of the groups that appear in the above diagrams are defined as
Q2i−1,2j := N(P2i, P2i+2, . . . , P2j in Q2i−1), (5.22a)
and
P2r,2s+1 := N(Q2r+1, Q2r+3, . . . , Q2s+1 in P2r), (5.22b)
for all i, j, r, s with 1 ≤ i ≤ l, i ≤ j ≤ k, 1 ≤ r ≤ k and r ≤ s ≤ l− 1. Note that, in view of (5.10a)
and (5.10b), the products P2i ·P2i+2 · · ·P2j and Q2r+1 ·Q2r+3 · · ·Q2s+1 form groups, for all i, j, r, s
as above. This, along with (5.22), implies that
Q2i−1,2j = N(P2i, P2i+2, . . . , P2j in Q2i−1)
= C(P2i, P2i+2, . . . , P2j in Q2i−1) = C(P2i · P2i+2 · · ·P2j in Q2i−1), (5.23a)
and
P2r,2s+1 = N(Q2r+1, Q2r+3, . . . , Q2s+1 in P2r)
= C(Q2r+1, Q2r+3, . . . , Q2s+1 in P2r) = C(Q2r+1 ·Q2r+3 · · ·Q2s+1 in P2r), (5.23b)
whenever 1 ≤ i ≤ l, i ≤ j ≤ k, 1 ≤ r ≤ k and r ≤ s ≤ l − 1. Furthermore, the way the groups
Q2i−1,2j and P2r,2s+1 are defined, along with (5.10), implies that
Q2i−1 normalizes the groups Q2t−1,2j and P2t,2j+1, (5.24a)
whenever 1 ≤ t ≤ j ≤ i− 1 ≤ l − 1. Similarly,
P2r normalizes the groups Q2t+1,2j and P2t,2j−1, (5.24b)
whenever 1 ≤ t < j ≤ r ≤ k.
Looking at the diagrams (5.20a) and (5.21a), we seee that what (5.10) and (5.24) say is that
any group on the main diagonal of these diagrams, that is Q2i−1 or P2r, normalizes all the other
groups that lie below or to its right. They also say that Q2i−1 normalizes all the groups in (5.21a)
which are below or to the right of P2i−2,2i−1, while P2r normalizes all the groups in (5.20a) which
are below or to the right of Q2r−1,2r.
Furthermore, in the case that j > i and s > r (with i, j, s, r as in (5.23)), the groups Q2i−1,2j−2
and P2r,2s−1 satisfy the equations (5.23a) and (5.23b), respectively. Hence
Q2i−1,2j = N(P2j in N(P2i, P2i+2, . . . , P2j−2 in Q2i−1)) = N(P2j in Q2i−1,2j−2).
But P2j normalizes Q2i−1,2j−2 by (5.24b). Therefore
Q2i−1,2j = N(P2j in Q2i−1,2j−2) = C(P2j in Q2i−1,2j−2), (5.25a)
and similarly for the π-groups
P2r,2s+1 = N(Q2s+1 in P2r,2s−1) = C(Q2s+1 in P2r,2s−1), (5.25b)
whenever 1 ≤ i ≤ l, i < j ≤ k, 1 ≤ r ≤ k, and r < s ≤ l − 1.
According to (5.17e) and (5.17c), the groups Q2i−1 and P2r were chosen to be π
′-Hall and π-Hall
subgroups of specific “stabilizer”-subgroups of G2i−1 and G2r, respectively. A similar characteriza-
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tion for the groups Q2i−1,2j and P2r,2s+1 is described and proved in
Proposition 5.26. For every i, j with 1 ≤ i ≤ j ≤ l − 1 the following holds
Q2i−1,2j = Q2j+1 ∩G2i−1 and therefore (5.27a)
Q2i−1,2j ∈ Hallpi′(G2i−1(α2, . . . , α2j , β1, . . . , β2j−1)) (5.27b)
= Hallpi′(G2i−1(α2, . . . , α2j , β1, . . . , β2j−1, β2j+1)).
Similarly, for all r, s with 1 ≤ r ≤ s ≤ k − 1 we have
P2r,2s+1 = P2s+2 ∩G2r and therefore (5.28a)
P2r,2s+1 ∈ Hallpi(G2r(α2, . . . , α2s, β1, . . . , β2s+1)) (5.28b)
= Hallpi(G2r(α2, . . . , α2s, α2s+2, β1, . . . , β2s+1)).
Note that the extra groupsQ2i−1,2l (whenm = 2l = 2k), and P2r,2k+1 (whenm = 2l−1 = 2k+1)
are not covered in Proposition 5.26.
Proof. The definition of Q2j+1 in (5.9e), along with the fact that G2i−1 is a normal subgroup of
G2j+1 whenever 1 ≤ i ≤ j ≤ l − 1, implies that
Q2j+1 ∩G2i−1 ∈ Hallpi′(G2i−1(α2, . . . , α2j , β1, . . . , β2j−1)). (5.29)
But Q2j+1 also fixes β2j+1. Hence
Q2j+1 ∩G2i−1 ∈ Hallpi′(G2i−1(α2, . . . , α2j , β1, . . . , β2j−1, β2j+1)). (5.30)
In particular, Q2j+1 ∩ G2i−1 is a π
′-subgroup of G2i−1(α2, . . . , α2i−2, β1, . . . , β2i−3). Further-
more, Q2j+1 fixes β2i−1, and so normalizes Q2i−1 But the latter is a π
′-Hall subgroup of the
group G2i−1(α2, . . . , α2i−2, β1, . . . , β2i−3). Therefore Q2j+1 ∩ G2i−1 ≤ Q2i−1. As Q2j+1 normalizes
the groups P2, . . . , P2j , by (5.10a), we conclude that Q2j+1 ∩ G2i−1 is a subgroup of Q2i−1,2j =
N(P2i, . . . , P2j in Q2i−1). Hence for all i, j with 1 ≤ i ≤ j ≤ l − 1 we have
Q2j+1 ∩G2i−1 ≤ Q2i−1,2j. (5.31)
To prove the opposite inclusion, and complete the proof of (5.27), we will use induction on j.
According to Lemma 5.12 we have Q2i−1,2i = Q2i+1 ∩G2i−1, for all i with 1 ≤ i ≤ l− 1. Hence the
proposition holds in the case that i = j.
Suppose that, for some fixed r = i + 1, . . . , l − 1 and for all j with 1 ≤ i ≤ j < r, we have
Q2i−1,2j ≤ Q2j+1 ∩ G2i−1 (and thus equality as the other inclusion is proved). Then according to
(5.25a), we have Q2i−1,2r = C(P2r in Q2i−1,2r−2). By our supposition Q2i−1,2r−2 is a subgroup of
Q2r−1. Hence Q2i−1,2r ≤ C(P2r in Q2r−1). But C(P2r in Q2r−1) = Q2r−1,2r, by (5.23a). Therefore
Q2i−1,2r ≤ Q2r−1,2r. Furthermore, Q2r−1,2r ≤ Q2r+1, by Lemma 5.12. Hence Q2i−1,2r ≤ Q2r+1.
This proves the inductive argument in the case that j = r. Hence Q2i−1,2j ≤ Q2j+1 ∩ G2i−1
whenever 1 ≤ i ≤ j ≤ l − 1. This, along with (5.29), (5.30) and (5.31), completes the proof of
(5.27).
The proof for (5.28) is similar, so we omit it. As a final remark, we observe that the only tools
we used for the proof of Proposition 5.26 are the definitions of the groups Q2i−1, P2r, in (5.17e) and
(5.17c), and the definitions of the groups Q2i−1,2j and P2r,2s+1 in (5.22).
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Proposition 5.26 implies
Corollary 5.32. For all i, j, r, s with 1 ≤ i ≤ j ≤ l − 1 and 1 ≤ r ≤ s ≤ k − 1 we have
Q2i−1 ∩Q2j+1 = Q2i−1,2j and P2r ∩ P2s+2 = P2r,2s+1.
Therefore
Q2i−1,2j = N(P2j in Q2i−1,2j−2) = C(P2j in Q2i−1,2j−2)
= N(P2i, . . . , P2j in Q2i−1) = C(P2i, . . . , P2j in Q2i−1)
= C(P2i · P2i+2 · · ·P2j in Q2i−1) = Q2i−1 ∩Q2j+1, (5.33)
and
P2r,2s+1 = N(Q2s+1 in P2r,2s−1) = C(Q2s+1 in P2r,2s−1)
= N(Q2r+1, . . . , Q2s+1 in P2r) = C(Q2r+1, . . . , Q2s+1 in P2r)
= C(Q2r+1 ·Q2r+3 · · ·Q2s+1 in P2r) = P2r ∩ P2s+2, (5.34)
where, by convention, we write Q2i−1,2i−2 = Q2i−1 and P2r,2r−1 = P2r. Furthermore, for any t, t
′
with i ≤ t ≤ j and r ≤ t′ ≤ s, where i, j, r, s are as above, we have
Q2i−1,2j ✂Q2t−1,2j ✂Q2j+1 and P2r,2s+1 ✂ P2t′,2s+1 ✂ P2s+2. (5.35)
Similarly for the extra groups Q2i−1,2l and P2i,2k+1 we have
Q2i−1,2l ✂Q2t−1,2l when m = 2k and thus k = l,
P2r,2k+1 ✂ P2t′,2k+1 when m = 2l − 1 and thus k = l − 1,
(5.36)
whenever 1 ≤ i ≤ t ≤ l and 1 ≤ r ≤ t′ ≤ k.
Proof. The first part follows easily from Proposition 5.26 and the two sets of inclusions Q2i−1,2j ≤
Q2i−1 ≤ G2i−1 and P2r,2s+1 ≤ P2r ≤ G2r. The multiple equations (5.33) and (5.34) are a collection
of (5.23a), (5.25a), (5.23b) and (5.25b). Also (5.35) follows directly from Proposition 5.26, since
G2i−1 ✂ G2t−1 and G2r ✂ G2t′ whenever 1 ≤ i ≤ t ≤ l − 1 and 1 ≤ r ≤ t
′ ≤ k − 1. It remains
to show that (5.36) also holds for the extra groups (whenever these exist) Q2i−1,2l and P2r,2k+1.
Indeed, in the case that m = 2k is even (and so k = l) the groups Q2i−1,2l are well defined (see
(5.22a)) for all i = 1, . . . , l. Furthermore, (5.25a) implies that Q2i−1,2l = N(P2l in Q2i−1,2l−2) for
all i = 1, . . . , l− 1. Since Q2i−1,2l−2✂Q2t−1,2l−2✂Q2l−1 whenever 1 ≤ i ≤ t ≤ l− 1, we easily have
that
Q2i−1,2l = N(P2l in Q2i−1,2l−2)✂N(P2l in Q2t−1,2l−2) = Q2t−1,2l ✂N(P2l in Q2l−1) = Q2l−1,2l,
for all such i and t. This proves (5.36) for the π′-groups. The proof for the π-groups (that occurs
when m = 2l − 1 = 2k + 1) is similar. So we omit it.
The following proposition covers the extra groups that Proposition 5.26 left out.
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Proposition 5.37. For every i, r with 1 ≤ i ≤ l and 1 ≤ r ≤ k we have
Q2i−1,2l ∈ Hallpi′(G2i−1(α2, . . . , α2l, β1, . . . , β2l−1)) if m = 2k = 2l,
P2r,2k+1 ∈ Hallpi(G2r(α2, . . . , α2k, β1, . . . , β2k+1)) if m = 2l − 1 = 2k + 1 .
(5.38)
Proof. Assume that m = 2k = 2l is even. Then for all i = 1, . . . , l the groups Q2i−1,2l =
C(P2i, . . . , P2l in Q2i−1) are well defined (see (5.22a)). By (5.17e) we have that Q2l−1 is a π
′-
Hall subgroup of G2l−1(α2, . . . , α2l−2, β1, . . . , β2l−3). Thus Q2l−1 is also a π
′-Hall subgroup of
G2l−1(α2, . . . , α2l−2, β1, . . . , β2l−1), as Q2l−1 fixes β2l−1. Furthermore, according to (5.28) for r =
s = k − 1, we get P2l−2,2l−1 = P2k−2,2k−1 ∈ Hallpi(G2l−2(α2, . . . , α2l−2, β1, . . . , β2l−1)). Thus
P2l−2,2l−1 is also a π-Hall subgroup of G2l−1(α2, . . . , α2l−2, β1, . . . , β2l−1), since G2l−1/G2l−2 is a
π′-group. Since P2l−2,2l−1 = C(Q2l−1 in P2l−2), we have
G2l−1(α2, . . . , α2l−2, β1, . . . , β2l−1) = Q2l−1 × P2l−2,2l−1.
This implies that Q2l−1(α2l) is a π
′-Hall subgroup of G2l−1(α2, . . . , α2l−2, α2l, β1, . . . , β2l−1). Fur-
thermore, Q2l−1(α2l) ≤ N(P2l in Q2l−1) = C(P2l in Q2l−1) ≤ Q2l−1(α2l). Hence Q2l−1,2l =
N(P2l in Q2l−1) is a π
′-Hall subgroup of G2l−1(α2, . . . , α2l, β1, . . . , β2l−1). Thus (5.38) holds for
i = l. Also for any i = 1, . . . , l − 1 we have
Q2i−1,2l = N(P2l in Q2i−1,2l−2) ( by (5.25a))
= N(P2l in Q2l−1 ∩G2i−1) ( by (5.27a))
= N(P2l in Q2l−1) ∩G2i−1
= Q2l−1,2l ∩G2i−1. (5.39)
This, along with the facts that G2i−1✂G2l−1 andQ2l−1,2l ∈ Hallpi′(G2l−1(α2, . . . , α2l, β1, . . . , β2l−1)),
implies that
Q2i−1,2l ∈ Hallpi′(G2i−1(α2, . . . , α2l, β1, . . . , β2l−1))
whenever 1 ≤ i ≤ l. Hence (5.38) holds in the case m = 2k = 2l.
Similarly we can work with the π-groups in the case of an odd m = 2l − 1.
As a straight forward consequence of (5.39) and (5.27a) we have
Remark 5.40. For every i = 1, . . . , l and every j, s with 1 ≤ i ≤ j ≤ s ≤ k the following holds:
Q2i−1,2s = Q2j−1,2s ∩G2i−1.
Regarding the possible products of the groups Q2i−1,2j and P2r,2s+1 we have
Proposition 5.41. For every i, r with i = 2, . . . , l and r = 1, . . . , k, we have
G2r(α2, . . . , α2r−2, β1, . . . , β2r−1) = P2r ⋉Q2r−1, (5.42a)
G2r(α2, . . . , α2r, β1, . . . , β2r−1) = P2r ×Q2r−1,2r, (5.42b)
G2i−1(α2, . . . , α2i−2, β1, . . . , β2i−3) = P2i−2 ⋊Q2i−1, (5.42c)
G2i−1(α2, . . . , α2i−2, β1, . . . , β2i−1) = P2i−2,2i−1 ×Q2i−1. (5.42d)
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Furthermore
G2r(α2, . . . , α2s−2, β1, . . . , β2s−1) = P2r,2s−1 ×Q2r−1,2s−2, (5.43a)
G2r(α2, . . . , α2s, β1, . . . , β2s−1) = P2r,2s−1 ×Q2r−1,2s, (5.43b)
G2i−1(α2, . . . , α2j−2, β1, . . . , β2j−1) = P2i−2,2j−1 ×Q2i−1,2j−2, (5.43c)
G2t−1(α2, . . . , α2v , β1, . . . , β2v−1) = P2t−2,2v−1 ×Q2t−1,2v , (5.43d)
whenever 1 ≤ i < j ≤ l, 1 ≤ r < s ≤ k and 1 ≤ t ≤ v ≤ k.
Note that, according to (5.8), we have k ≤ l ≤ k + 1. Hence all the above groups are well
defined.
Proof. Clearly (5.17a) and (5.17b), along with the fact that G2/G1 is a π-group, imply
Q1 = G1 ∈ Hallpi′(G1) ∩Hallpi′(G2(β1)) ∩Hallpi′(G2(α0, β1)). (5.44)
In addition, for all i = 2, . . . , k the factor group G2i/G2i−1 is a π-group. Furthermore, in view of
(5.17e) the group Q2i−1 is a π
′-Hall subgroup of G2i−1(α2, . . . , α2i−2, β1, . . . , β2i−3). Hence Q2i−1 is
also a π′-Hall subgroup of G2i(α2, . . . , α2i−2, β1, . . . , β2i−3). As Q2i−1 obviously fixes the character
β2i−1 ∈ Irr(Q2i−1), we conclude that
Q2i−1 ∈Hallpi′(G2i−1(α2, . . . , α2i−2, β1, . . . , β2i−3))
∩Hallpi′(G2i−1(α2, . . . , α2i−2, β1, . . . , β2i−1))
∩Hallpi′(G2i(α2, . . . , α2i−2, β1, . . . , β2i−3))
∩Hallpi′(G2i(α2, . . . , α2i−2, β1, . . . , β2i−1)),
(5.45a)
whenever 1 ≤ i ≤ k, while
Q2l−1 ∈Hallpi′(G2l−1(α2, . . . , α2l−2, β1, . . . , β2l−3))
∩Hallpi′(G2l−1(α2, . . . , α2l−2, β1, . . . , β2l−1)).
(5.45b)
Note that we need to include as a special case the group Q2l−1, since it is not covered when
m = 2l − 1 is odd.
Similarly for the π-groups we have
P2r ∈Hallpi(G2r(α2, . . . , α2r−2, β1, . . . , β2r−1))
∩Hallpi(G2r(α2, . . . , α2r, β1, . . . , β2r−1))
∩Hallpi(G2r+1(α2, . . . , α2r−2, β1, . . . , β2r−1))
∩Hallpi(G2r+1(α2, . . . , α2r, β1, . . . , β2r−1)),
(5.46a)
whenever 1 ≤ r ≤ l − 1, while
P2k ∈Hallpi(G2k(α2, . . . , α2k−2, β1, . . . , β2k−1))
∩Hallpi(G2r(α2, . . . , α2k, β1, . . . , β2k−1)).
(5.46b)
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Furthermore, (5.27) and (5.38), along with the fact that G2i/G2i−1 is a π-group, imply that
Q2i−1,2j−2 ∈Hallpi′(G2i−1(α2, . . . , α2j−2, β1, . . . , β2j−3))
∩Hallpi′(G2i−1(α2, . . . , α2j−2, β1, . . . , β2j−1))
∩Hallpi′(G2i(α2, . . . , α2j−2, β1, . . . , β2j−3))
∩Hallpi′(G2i(α2, . . . , α2j−2, β1, . . . , β2j−1)),
(5.47a)
whenever 1 ≤ i < j ≤ l, while for all t with 1 ≤ t ≤ l we have
Q2t−1,2l ∈Hallpi′(G2t−1(α2, . . . , α2l, β1, . . . , β2l−1))
∩Hallpi′(G2t(α2, . . . , α2l, β1, . . . , β2l−1)).
(5.47b)
Similarly, (5.28), (5.38) and the fact that G2r+1/G2r is a π
′-group imply that
P2r,2s−1 ∈Hallpi(G2r(α2, . . . , α2s−2, β1, . . . , β2s−1))
∩Hallpi(G2r(α2, . . . , α2s, β1, . . . , β2s−1))
∩Hallpi(G2r+1(α2, . . . , α2s−2, β1, . . . , β2s−1))
∩Hallpi(G2r+1(α2, . . . , α2s, β1, . . . , β2s−1)),
(5.48a)
whenever 1 ≤ r < s ≤ k, while for all t′ with 1 ≤ t′ ≤ k we have
P2t′,2k+1 ∈Hallpi(G2t′(α2, . . . , α2k, β1, . . . , β2k+1))
∩Hallpi(G2t′+1(α2, . . . , α2k, β1, . . . , β2k+1)).
(5.48b)
Furthermore, P2r normalizes Q2r−1, while Q2i−1 normalizes P2i−2. Therefore (5.44), (5.45) and
(5.46) imply that
P2r ⋉Q2r−1 = G2r(α2, . . . , α2r−2, β1, . . . , β2r−1),
and
P2i−2 ⋊Q2i−1 = G2i−1(α2, . . . , α2i−2, β1, . . . , β2i−3),
for all i = 2, . . . , l and r = 1, . . . , k. For the same range of i and r equations (5.11) and (5.14)
imply that Q2r−1,2r centralizes P2r while P2i−2,2i−1 centralizes Q2i−1. As these groups are π-and
π′-Hall subgroups of the correct groups (see (5.46), (5.45), (5.48) and (5.47)) equations (5.42b) and
(5.42d) follow.
We can work similarly for the rest of the proposition. We only remark here that, whenever
1 ≤ r < s ≤ k, 1 ≤ i ≤ j ≤ l and 1 ≤ t ≤ v ≤ k, equations (5.23a) and (5.23b) imply
that Q2r−1,2s−2 and Q2r−1,2s centralize P2r (and thus P2r,2s−1), while P2i−2,2j−1 and P2t−2,2v−1
centralize Q2i−1 and Q2t−1, respectively. This, along with (5.48) and (5.47), implies the rest of the
proposition.
What about the characters that appear in the diagrams (5.20b) and (5.21b)? We have already
seen, in (5.17f) and (5.17d), that β2i−1 and α2r are irreducible characters of Q2i−1 and P2r, re-
spectively. Furthermore, according to (5.17c), for every i = 1, . . . , l the character β2i−1 is fixed by
the π-groups P2i, P2i+2, . . . , P2k, and thus is also fixed by their product (note that their product
forms a group according to (5.10b)). Similarly whenever r = 1, . . . , k, using (5.17e), we see that
the character α2r is fixed by the groups Q2r+1, Q2r+3, . . . , Q2l−1, and therefore is also fixed by their
product. Hence, we can naturally make the
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Definition 5.49. (1) We write β2i−1,2j ∈ Irr(Q2i−1,2j) for the P2i · P2i+2 · · ·P2j-Glauberman
correspondent of β2i−1 ∈ Irr(Q2i−1) and
(2) we write α2r,2s+1 ∈ Irr(P2r,2s+1) for the Q2r+1 ·Q2r+3 · · ·Q2s+1-Glauberman correspondent of
α2r ∈ Irr(P2r),
whenever 1 ≤ i ≤ l, i ≤ j ≤ k, 1 ≤ r ≤ k and r ≤ s ≤ l − 1.
We remark that C(P2i · P2i+2 · · ·P2j in Q2i−1) = Q2i−1,2j , by (5.23a). Hence the β2i−1,2j are
well defined irreducible characters of Q2i−1,2j . Similarly we see that the characters α2r,2s+1 are also
well defined.
As we did with the corresponding groups, starting from the above basic properties we will
describe the relations these characters satisfy. Towards that direction we state and prove
Proposition 5.50. The following holds:
β2i−1,2j ∈ Irr(Q2i−1,2j) is the P2j-Glauberman correspondent of
β2i−1,2j−2 ∈ Irr
P2j (Q2i−1,2j−2), and lies above β2i−3,2j , β2i−5,2j , . . . , β1,2j , (5.51)
whenever 1 ≤ i ≤ l and i ≤ j ≤ k. By convention we write β2i−1,2i−2 := β2i−1 when j = i.
Similarly,
α2r,2s+1 ∈ Irr(P2r,2s+1) is the Q2s+1-Glauberman correspondent of
α2r,2s−1 ∈ Irr
Q2s+1(P2r,2s−1), and lies over α2r−2,2s+1, . . . , α2,2s+1, (5.52)
whenever 1 ≤ r ≤ k and r ≤ s ≤ l − 1. By convention we write α2r,2r−1 := α2r when r = s.
Therefore,
β2i−1 ∈ Irr(Q2i−1|β2i−3,2i−2, β2i−5,2i−2, . . . , β1,2i−2), (5.53)
and
α2r ∈ Irr(P2r|α2r−2,2r−1, α2r−4,2r−1, . . . , α2,2r−1), (5.54)
whenever i = 1, . . . , l and r = 1, . . . , k.
Proof. In view of Definition 5.49, it is easy to see that β2i−1,2j is the P2j-Glauberman correspondent
of β2i−1,2j−2 (as the latter is the P2i · P2i+2 · · ·P2j−2-Glauberman correspondent of β2i−1), for all
i, j with 1 ≤ i ≤ l and i < j ≤ k. We also remark that the same argument implies that β2i−1,2j
is the P2t · P2t+2 · · ·P2j -Glauberman correspondent of β2i−1,2t−2, for any t with 1 ≤ i < t < j.
Furthermore, the same definition tells us that β2j−1,2j is the P2j-Glauberman correspondent of
β2j−1,2j−2 = β2j−1, for all j = 1, . . . , k.
Thus to prove (5.51) it suffices to show that β2i−1,2j lies over β2i−3,2j , . . . , β1,2j , for all i, j with
1 ≤ i ≤ l and i ≤ j ≤ k. For this we will use induction on i. For i = 1, it holds vacuously, since
the character β2i−3,2j doesn’t exist. The first interesting case appears when i = 2. According to
(5.17f) the character β3 lies above β1,2. Therefore, for any j = 2, . . . , k, the P4 · · ·P2j-Glauberman
correspondent β3,2j of β3 lies above the P4 · · ·P2j -Glauberman correspondent β1,2j of β1,2.
For the inductive step the argument is similar. If i ≥ 3 and β2i−3,2j lies above β2i−5,2j , . . . , β1,2j
for all j = i − 1, . . . , k then β2i−3,2i−2 lies above β2i−5,2i−2, . . . , β1,2i−2. According to (5.17f), the
character β2i−1 was picked to lie above β2i−3,2i−2. Therefore the P2i · P2i+2 · · ·P2j-Glauberman
correspondent β2i−1,2j of β2i−1 lies above the P2i ·P2i+2 · · ·P2j-Glauberman correspondent β2i−3,2j
of β2i−3,2i−2, for any j with j = i, . . . , k. Hence, β2i−1,2j lies above β2i−3,2j , β2i−5,2j , . . . , β1,2j
whenever j = i, . . . , k. This completes the inductive argument on i, thus proving (5.51).
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As β2i−1 lies above β2i−3,2i−2 (by (5.17f)), (5.53) is an immediate consequence of (5.51).
The proof of (5.52) and (5.54) is similar.
Looking at the “character triangles ” (5.21b) and (5.20b), we can translate Proposition 5.50 as
follows:
Every horizontal line in the triangles (5.21b) and (5.20b) (with the characters in parenthesis
included) is formed by taking a character that is a Glauberman correspondent of the previous one.
Also the vertical lines in these two triangles are formed by characters that are lying one above the
other. We can say even more:
Proposition 5.55. For every i, j, t with 1 ≤ i ≤ t ≤ l and t ≤ j ≤ k, the group Q2t−1,2j
fixes the character β2i−1,2j . Hence β2i−1,2j is the unique character in Irr(Q2i−1,2j) lying under
β2t−1,2j ∈ Irr(Q2t−1,2j). In addition, for every i, j with 1 ≤ i ≤ j ≤ l, the group Q2j−1 fixes
the character β2i−1,2j−2. Hence β2i−1,2j−2 is the unique character in Irr(Q2i−1,2j−2) lying under
β2j−1 ∈ Irr(Q2j−1).
Similarly, for every r, s, t with 1 ≤ r ≤ t ≤ k and t ≤ s ≤ l − 1, the group P2t,2s+1 fixes the
character α2r,2s+1. Therefore, α2r,2s+1 is the unique character of P2r,2s+1 that lies under α2t,2s+1 ∈
Irr(P2t,2s+1). In addition, for every r, s with 1 ≤ r ≤ s ≤ k, the group P2s fixes the character
α2r,2s−1. Hence α2r,2s−1 is the unique character in Irr(P2r,2s−1) lying under α2s ∈ Irr(P2s).
Proof. Because of symmetry it suffices to prove the proposition for the q-groups Q2t−1,2j and the
characters β2i−1,2j , for fixed i, t, j in the range of the proposition.
If 1 ≤ i ≤ t ≤ l and t ≤ j ≤ k, then equations (5.35) and (5.36) imply that Q2i−1,2j is a normal
subgroup of Q2t−1,2j . Equation (5.35) also implies that Q2i−1,2j ✂Q2j−1, whenever 1 ≤ i < j ≤ l.
Therefore, according to Clifford’s Theorem, it is enough to prove that Q2t−1,2j(β2i−1,2j) = Q2t−1,2j
and Q2j−1(β2i−1,2j−2) = Q2j−1, in order to complete the proof of Proposition 5.55.
In view of (5.17e) the group Q2t−1 fixes β2i−1. According to (5.10a), the group Q2t−1 normalizes
the groups P2i, . . . , P2t−2. Hence its subgroup Q2t−1,2j = C(P2t, . . . , P2j in Q2t−1) normalizes the
groups P2i, . . . , P2t−2, centralizes P2t, . . . , P2j , and fixes β2i−1. Therefore Q2t−1,2j fixes β2i−1,2j ,
which is the P2i, . . . , P2j-Glauberman correspondent of β2i−1 by (5.51). So Q2t−1,2j(β2i−1,2j) =
Q2t−1,2j
Similarly (5.17e) and (5.10a) imply that Q2j−1 fixes β2i−1 and normalizes P2i, . . . , P2j−2, when-
ever 1 ≤ i < j ≤ l. Hence Q2j−1 fixes β2i−1,2j−2. So Q2j−1(β2i−1,2j−2) = Q2j−1 and the proposition
follows.
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5.3 From towers to triangles
We are now ready to prove one direction of the correspondence in Theorem 5.6. In particular, we will
prove that for any character tower of (5.2) there is a corresponding G(χ1, . . . , χm)-conjugacy class
of triangular sets for (5.2). The explicit relation between the character towers and the triangular
sets is described in Theorem (5.88) below. Before we give the inductive proof of that theorem, we
will demonstrate, for clarity, how the correspondence works in the special cases where m = 1, 2, 3.
We begin with a lemma that is an easy application of Theorems 3.11 and 3.13.
Lemma 5.56. Let G be a finite group of odd order, and π be any set of primes. Suppose that
N,K1,K2, . . . ,Kr are normal subgroups of G, for some r ≥ 1, such that N ✂K1 ✂K2 ✂ · · ·✂Kr.
Assume further that N = A⋉B, where B is a normal π′-subgroup of G, and A is any π-subgroup of
N . Let χ ∈ Irr(N) be a π-factorable character of N . Assume that χ = α·βe is the decomposition of χ
to its π- and π′-special parts respectively, where βe is the canonical extension to N of an irreducible
A-invariant character β ∈ IrrA(B). Let Ki(χ) be the stabilizer of χ in Ki, for i = 1, . . . , r, and
C = C(A in B) be the centralizer of A in B.
Then there is a one-to-one correspondence between the character towers {χ, χ1, . . . , χr} of the
series N ✂K1 ✂K2 ✂ · · · ✂Kr, starting with χ, and the character towers {α × γ,Ψ1, . . . ,Ψr} of
the series N(A in N) = C ×A✂N(A in K1(χ))✂N(A in K2(χ))✂ · · ·✂N(A in Kr(χ)), starting
with α × γ ∈ Irr(C × A), where γ ∈ Irr(C) is the A-Glauberman correspondent of β ∈ IrrA(B).
Furthermore, for any subgroup M of N(A in G) we have
M(χ, χ1, . . . , χr) =M(α× γ,Ψ1, . . . ,Ψr).
Proof. Let
{χ, χ1, . . . , χr}, (5.57)
be a character tower of the normal series N ✂K1 ✂K2 ✂ · · · ✂Kr, starting with χ. According to
Clifford’s theorem, for every i = 1, . . . , r there exists a unique irreducible character χ∗i ∈ Irr(Ki(χ))
that induces χi ∈ Irr(Ki) and lies above χ ∈ Irr(N). Furthermore, the characters
{χ, χ∗1, . . . , χ
∗
r}, (5.58)
form a tower for the normal series N ✂K1(χ) ✂ · · · ✂Kr(χ). Hence (5.57) corresponds to (5.58).
Clifford’s Theorem also implies that this correspondence between (5.57) and (5.58) is invariant
under any subgroup of G(χ). So, in particular,
G(χ, χ1, . . . , χr) = G(χ, χ
∗
1, . . . , χ
∗
r). (5.59)
To complete the proof of the lemma we only need to observe that Theorem 3.13 can be applied to
the tower (5.58) and the normal series N = A⋊B ✂K1(χ)✂ · · ·✂Kr(χ). Note also that, in view
of Theorem 3.11, the A-correspondent of the irreducible character χ = α ·βe ∈ Irr(N) is ofthe form
χ(A) = α× γ ∈ Irr(A × C), where γ ∈ Irr(C) is the A-Glauberman correspondent of β ∈ Irr
A(B).
Hence the character tower (5.58) has a unique A-correspondent character tower
{α× γ,Ψ1, . . . ,Ψr} (5.60)
of the series
A× C ✂N(A in K1(χ))✂ · · ·✂N(A in Kr(χ)).
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This way we have created a correspondence, that is the combination of a Clifford and an A-
correspondence, between the tower (5.57) and the (5.60).
Furthermore, as γ is the A-Glauberman correspondent of β and B is normal in G, we have that
M(β) =M(γ), for any group M with M ≤ N(A in G). Also M(β) =M(βe) as N ✂G. Hence we
conclude that
M(χ) =M(α · βe) =M(α, β) =M(α× γ). (5.61)
Furthermore, Theorem 3.13 implies that for all M with M ≤ N(A in G) we have
M(χ, χ∗1, . . . , χ
∗
r) =M(α × γ,Ψ1, . . . ,Ψr), (5.62)
as M normalizes N,K1, . . . ,Kr. Therefore we have
M(χ, χ1, . . . , χr) =M(χ, χ
∗
1, . . . , χ
∗
r) by (5.59)
=M(χ)(χ, χ∗1, . . . , χ
∗
r)
=M(χ)(α× γ,Ψ1, . . . ,Ψr) by (5.62)
=M(α× γ)(α× γ,Ψ1, . . . ,Ψr) by (5.61)
=M(α× γ,Ψ1, . . . ,Ψr).
This completes the proof of the lemma.
Definition 5.63. For the rest of this thesis, the correspondence between towers
{χ = α · βe, χ1, . . . , χr} ↔ {α× γ,Ψ1, . . . ,Ψr}
that is described in Lemma 5.56, will be called a cA-correspondence (Clifford-A). We call the
tower {α × γ,Ψ1, . . . ,Ψr} the cA-correspondent of {χ = α · β
e, χ1, . . . , χr}. Similarly, we call Ψi
the cA-correspondent of χi, for all i = 1, . . . , r.
We can now look at the cases m = 1, 2, 3. If m = 1 then the normal series (5.2) consists of
the groups 1 = G0 ✂ G1 ✂ G. So any character tower {1 = χ0, χ1}, of this series determines the
triangular set {1 = P0, Q1 = G1|1 = α0, β1 = χ1}. Furthermore, assume that
1 = G0 ✂G1 ✂ · · · ✂Gn ✂G (5.64)
is a normal series of G, for some n ≥ m = 1, that extends the series 1 = G0 ✂ G1 ✂ G. Assume
further that we have an extension of the character tower {1 = χ0, χ1} to a character tower {1 =
χ0, χ1, . . . , χn} for the series (5.64), so that Hypothesis 5.1 holds. As χ1 = β1, we have that
Gi(χ1) = Gi(β1) for all i = 1, . . . , n. Hence we can define the groups
Gi,1 := Gi(β1) = Gi(χ1) = N(Q1 in Gi(χ1)), (5.65a)
where the last equality holds as Q1 = G1 ✂ G. By convention, whenever we have a series as in
(5.64), we will write
G∞ = G. (5.65b)
With this notation, we can also write G∞,1 for the stabilizer G(χ1) = G(β1). Therefore the series
1 = G0,1 ✂G1,1 ✂ · · · ✂Gn,1 ✂G∞,1, (5.66)
is a normal series of G∞,1. Furthermore, for any i = 1, 2, . . . , n, Clifford’s theorem applied to
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the groups G1 ✂ Gi and the characters χ1, χi implies the existence of a unique character χi,1 ∈
Irr(Gi(χ1)) that lies above χ1 and induces χi, i.e,
χi,1 ∈ Irr(Gi(χ1)) is the χ1-Clifford correspondent of χi ∈ Irr(Gi|χ1). (5.67)
Note that χ1,1 = χ1. We write χ0,1 = 1. Then it is clear that χi,1 lies above χk,1 whenever
1 ≤ k ≤ i ≤ n. This way we have created a tower {1 = χ0, χ1,1 = χ1, χ2,1, . . . , χn,1} for the
series (5.66), fully determined by the character tower {1 = χ0, χ1, . . . , χn}. Furthermore, Clifford’s
theorem implies that for any subgroup M of G = N(Q1 in G) we have
M(χ1, χ2, . . . , χk) =M(χ1,1, χ2,1, . . . , χk,1), (5.68)
for any k = 1, 2, . . . , n. Therefore, in the case where m = 1, in addition to the correspondence
between towers and triangular sets for (5.2), we proved that any tower of (5.64) determines a
unique tower of (5.66). This is a property that, as we will see in Theorem 5.88, carries over to
every m. By convention, we write this first correspondence as a cQ1-correspondence (even though
it is a Clifford correspondence). Table 5.1 describes exactly the above relations.
G = G∞ G∞,1 := G(χ1)
Gn χn Gn,1 := Gn(χ1) χn,1
...
...
...
...
G3 χ3 G3,1 := G3(χ1) χ3,1
←→
cQ1
G2 χ2 G2,1 := G2(χ1) χ2,1
G1 = Q1 χ1 = β1 G1,1 = G1 = Q1 χ1,1 = χ1 = β1
G0 = 1 χ0 = 1 G0,1 = 1 χ0,1 = 1
Table 5.1: The cQ1-correspondence.
The first interesting case appears when m = 2. Here the normal series (5.2) consists of the
groups 1 = G0 ✂G1 ✂G2. Let
{1 = χ0, χ1, χ2} (5.69)
be a character tower of that series. We have already seen (from the case m = 1) that the subtower
{1 = χ0, χ1} of (5.69), determines the triangular set {P0 = 1, Q1 = G1|α0 = 1, β1 = χ1}. We
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expand this set by picking the π-group P2 to be any π-Hall subgroup of G2(χ1) = G2(β1). (Note
that to get a triangular set for the series 1 = G0 ✂ G1 ✂ G2, it is enough to expand the existing
set, {P0 = 1, Q1 = G1|α0 = 1, β1 = χ1}, by a π-group P2 along with its irreducible character α2,
so that (5.17) will be valid for this new set.) Before we see how to chose the desired irreducible
character α2 ∈ Irr(P2), we observe the following: as G2/G1 is a π-group and P2 ∈ Hallpi(G2(χ1)),
we have that P2 covers G2(β1) = G2(χ1) modulo G1. Hence,
G2,1 = G2(χ1) = G2(β1) = P2 ⋉G1 = P2 ⋉Q1. (5.70)
In view of the work we did in the case m = 1, we have that, for every n with n ≥ 2, the character
tower {χ0 = 1, χ1 = β1, χ2, . . . , χn} of the normal series (5.64), extending the tower (5.69), has a
unique Q1-correspondent character tower {χ0,1 = 1, χ1,1 = β1, χ2,1, . . . , χn,1}, of the series (5.66)
(see Table 5.1).
Furthermore, equation (5.70) permits us to apply Lemma 2.15 to the groups G1,1 = G1 = Q1,
G2,1 = G2(χ1), G∞,1 and the character χ1 = β1 in the place of the groups N,H,G and the character
θ, respectively. (Note that in this case H(θ) = H). Thus we conclude that χ1 = β1 has a unique
canonical extension βe1 ∈ Irr(G2,1). As χ2,1 ∈ Irr(G2,1) lies above χ1 = β1, Lemma 2.15 also implies
that there is a unique character α2 ∈ Irr(P2) such that
χ2,1 = α2 · β
e
1, (5.71a)
while
G∞,1(α2, β1) = N(P2 in G∞,1(β1, χ2,1)). (5.71b)
But
G∞,1(β1) = G∞,1 = G(β1) = G(χ1). (5.71c)
Furthermore, (5.68) for k = 2 implies that
G∞(χ1, χ2) = G∞(χ1,1, χ2,1) = G∞(χ1, χ2,1).
Therefore, (5.71b) and (5.71c) imply
G(α2, β1) = N(P2 in G∞,1(χ2,1)) = N(P2 in G∞,1(χ2))
= N(P2 in G∞(χ1, χ2,1)) = N(P2 in G∞(χ1, χ2)) = N(P2 in G(χ1, χ2)). (5.71d)
Hence, by intersecting both sides with Gi, we get
Gi(α2, β1) = N(P2 in Gi,1(χ2,1)) = N(P2 in Gi,1(χ2)) = N(P2 in Gi(χ1, χ2)), (5.71e)
whenever i = 0, 1, . . . , n,∞. As P2 was picked to be a π-Hall subgroup of G2(β1), we obviously
have that the set {P0 = 1, P2, Q1|α0 = 1, α2, β1} is a triangular set for the series 1 = G0✂G1✂G2.
Hence (5.43d) for t = u = 1 and (5.42b) for r = 1 imply
G2(α2, β1) = P2 ×Q1,2,
G1(α2, β1) = 1×Q1,2 = Q1,2.
Furthermore, we have a correspondence similar to the one described in Table 5.1. Indeed, in view
of (5.70) and (5.71a), the normal series G2,1✂G3,1✂ · · ·✂Gn,1✂G∞,1 , along with the π-factorable
character χ2,1, satisfies the hypotheses of Lemma 5.56. Hence, there is a cP2-correspondence
between the character towers of the above series and those of the series G2,2✂G3,2✂· · ·✂Gn,2✂G∞,2,
where
Gi,2 := N(P2 in Gi,1(χ2,1)) (5.72)
for all i = 2, . . . , n,∞. Thus, the tower {χ2,1, χ3,1, . . . , χn,1} has a cP2-correspondent tower
{χ2,2, χ3,2, . . . , χn,2}, where χi,2 ∈ Irr(Gi,2), for all i = 2, . . . , n. Furthermore, for any M with
M ≤ N(P2 in G∞,1) = N(P2 in G(χ1)), we have
M(χ2,1, . . . , χk,1) =M(χ2,2, . . . , χk,2), (5.73)
whenever 2 ≤ k ≤ n. The same lemma describes G2,2 as well as χ2,2. So we get that
G2,2 = P2 ×Q1,2,
χ2,2 = α2 × β1,2,
(5.74)
where Q1,2 = N(P2 in Q1) = C(P2 in Q1) (see (5.11)), and β1,2 ∈ Irr(Q1,2) is the P2-Glauberman
correspondent of β1 ∈ Irr
P2(Q1) (see Definition 5.49).
We observe that the earlier definition of Gi,2 (see (5.72)), works also for i = 1, as G1,1 ≤ G2,1
fixes χ2,1. So, G1,2 := N(P2 in G1,1) = Q1,2 while the character β1 = χ1,1 ∈ Irr(G1) = Irr(G1,1) has
as a unique P2-Glauberman correspondent the character β1,2 ∈ Irr(Q1,2). This, combined with the
former cP2-correspondence, provides a correspondence (that we also write as a cP2-correspondence)
between the character towers of the series (5.66) and those of the series
G0,2 = 1✂G1,2 := N(P2 in G1,1) = Q1,2 ✂G2,2 ✂ · · · ✂Gn,2 ✂G∞,2, (5.75)
described in the Table 5.2. We remark here that, for every groupM withM ≤ N(P2 in G), the P2-
Glauberman correspondence between IrrP2(Q1) and Irr(Q1,2), (with the character χ1 = χ1,1 = β1
in the former set corresponding to the character χ1,2 = β1,2), is M -invariant. Hence
M(χ1) =M(χ1,2). (5.76)
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G = G∞,1 G∞,2 := N(P2 in G∞,1(χ2,1))
Gn,1 χn,1 Gn,2 := N(P2 in Gn,1(χ2,1)) χn,2
...
...
...
...
G3,1 χ3,1 G3,2 := N(P2 in G3,1(χ2,1)) χ3,2
←→
cP2
G2,1 = P2 ⋉ Q1 χ2,1 = α2 · β
e
1 G2,2 = P2 ×Q1,2 χ2,2 = α2 × β1,2
G1,1 = G1 = Q1 χ1,1 = χ1 = β1 G1,2 := Q1,2 β1,2
G0,1 = 1 χ0,1 = 1 G0,2 = 1 χ0,2 = 1
Table 5.2: The cP2-correspondence
According to (5.71e), we have that
Gi,2 = N(P2 in Gi,1(χ2,1)) = N(P2 in Gi(χ1, χ2)) = Gi(α2, β1), (5.77)
whenever i = 1, . . . , n,∞. This, along with Tables 5.1 and 5.2, implies a cQ1, cP2-correspondence
described in the diagram that follows:
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G = G∞ G∞,1 = G(β1) G∞,2 = G(α2, β1)
Gn χn Gn,1 = Gn(β1) χn,1 Gn,2 = Gn(α2, β1) χn,2
.
..
.
..
.
..
.
..
.
..
.
..
G3 χ3 G3,1 = G3(β1) χ3,1 G3,2 = G3(α2, β1) χ3,2
←→
cQ1
←→
cP2
G2 χ2 G2,1 = P2 ⋉Q1 χ2,1 = α2 · β
e
1 G2,2 = P2 ×Q1,2 χ2,2 = α2 × β1,2
G1 = Q1 χ1 G1,1 = Q1 χ1,1 = χ1 = β1 G1,2 = Q1,2 β1,2
G0 = 1 χ0 = 1 G0,1 = 1 χ0,1 = 1 G0,2 = 1 χ0,2 = 1
Table 5.3: The cQ1, cP2-correspondence
Furthermore, for any group M with M ≤ N(P2 in G) we have
M(χ1, χ2, . . . , χk) =M(χ1, χ2,1, . . . , χk,1) by (5.68)
=M(χ1)(χ2,1, . . . , χk,1)
=M(χ1)(χ2,2, . . . , χk,2) by (5.73)
=M(χ1,2)(χ2,2, . . . , χk,2) by (5.76)
=M(χ1,2, χ2,2, . . . , χk,2).
Hence
M(χ1, χ2, . . . , χk) =M(χ1,1, χ2,1, . . . , χk,1) =M(χ1,2, χ2,2, . . . , χk,2), (5.78)
whenever 1 ≤ k ≤ n.
The case m = 3 is quite similar to m = 2, so we will only describe the main steps. We first pick
the π′-group, Q3, as any
Q3 ∈ Hallpi′(G3,2) = Hallpi′(G3(α2, β1)). (5.79)
Therefore we get that
G3,2 = G3(α2, β1) = Q3 ⋉ P2. (5.80a)
Even more, (5.80a) and (5.71e) for i = 3 imply:
G3,2 = G3(α2, β1) = Q3 ⋉ P2 = N(P2 in G3(χ1, χ2)). (5.80b)
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To pick the character β3 ∈ Irr(Q3), we follow the same steps as we did for the character α2. So
we apply Lemma 2.15 to the groups P2, Q3⋉P2 = G3,2, G∞,2 and the character α2 in the place of
the groups N,H,G and the character θ respectively. Thus we conclude that that there is a unique
character β3 ∈ Irr(Q3) such that
χ3,2 = α
e
2 · β3, (5.81a)
where αe2 ∈ Irr(G3,2) is the canonical extension of α2 ∈ Irr(P2) to Q3 ⋉ P2 = G3,2. We also have
that
G∞,2(β3) = N(Q3 in G∞,2(χ3,2)), (5.81b)
and thus, in view of (5.77),
G(β1, α2, β3) = N(Q3 in G∞,2(χ3,2))
= N(Q3 in G(β1, α2)(χ3,2)) = N(Q3 in N(P2 in G(χ1, χ2))(χ3,2)). (5.81c)
But (5.78), applied twice (with k = 2 and M = N(P2 in G) for the first equality, and k = 3 and
M = N(P2 in G) for the second one), implies that
N(P2 in G(χ1, χ2))(χ3,2) = N(P2 in G(χ1,2, χ2,2))(χ3,2) = N(P2 in G(χ1, χ2))(χ3).
Hence we conclude that
G(β1, α2, β3) = N(Q3 in G∞,2(χ3,2))
= N(Q3 in N(P2 in G(χ1, χ2, χ3)) = N(P2, Q3 in G(χ1, χ2, χ3)), (5.82a)
and thus
Gi(β1, α2, β3) = N(Q3 in Gi,2(χ3,2)) = N(P2, Q3 in Gi(χ1, χ2, χ3)), (5.82b)
for all i = 0, 1, . . . , n,∞.
Note that {P0, P2, Q1, Q3|1, α2, β1, β3} is a triangular set. Indeed, as χ3,2 = α
e
2 · β3 lies above
χ2,2 = α2×β1,2 (see (5.74)), we conclude that β3 lies above the P2-Glauberman correspondent β1,2
of β1. This, along with (5.79) and the fact that {P0, P2, Q1|1, α2, β1} is a triangular set, implies
that {P0, P2, Q1, Q3|1, α2, β1, β3} satisfies (5.17), and thus is a triangular set.
To expand Table 5.3 by one more step (that will be a cQ3-correspondence) we will apply (as we
did for the cP2-correspondence), Lemma 5.56 to the last normal series of G∞,2 that the above table
reaches. Notice that the normal series G3,2✂G4,2✂ · · ·✂Gn,2✂G∞,2 , along with the π-factorable
character χ3,2, satisfies the hypotheses of Lemma 5.56. Hence there is a cQ3-correspondence between
the character towers of the above series and those of the series G3,3 ✂ G4,3 ✂ · · · ✂ Gn,3 ✂ G∞,3,
where
Gi,3 := N(Q3 in Gi,2(χ3,2)), (5.83)
for all i = 3, . . . , n,∞. Assume that the tower {χ3,3, χ4,3, . . . , χn,3} is the cQ3-correspondent of the
tower {χ3,2, χ4,2, . . . , χn,2}, where χi,3 ∈ Irr(Gi,3) for all i = 3, . . . , n. Furthermore, for any M with
M ≤ N(Q3 in G∞,2) = N(Q3 in N(P2 in G(χ1, χ2))) we have
M(χ3,2, . . . , χk,2) =M(χ3,3, . . . , χk,3), (5.84)
whenever 3 ≤ k ≤ n. Furthermore,
G3,3 = P2,3 ×Q3,
χ3,3 = α2,3 × β3,
(5.85)
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where P2,3 = N(Q3 in P2), and α2,3 ∈ Irr(P2,3) is the Q3-Glauberman correspondent of α2 ∈
IrrQ3(P2).
We expand the definition of the Gi,3 to all i = 1, . . . , n,∞, that is, we write
Gi,3 = N(Q3 in Gi,2(χ3,2))
for all such i. Then
G2,3 = N(Q3 in G2,2(χ3,2)) = N(Q3 in G2,2) = N(Q3 in P2 ×Q1,2) = P2,3 ×Q1,2,
where the last equation holds, as according to (5.33), we have Q1,2 = Q3 ∩ Q1. Furthermore, the
character χ2,2 = α2 × β1,2 corresponds to the character χ2,3 := α2,3 × β1,2 ∈ Irr(N(Q3 in G2,2)),
through the Q3-Glauberman correspondent α2 of α2,3.
Also,
G1,3 = N(Q3 in G1,2) = N(Q3 in Q1,2) = Q1,2 = G1,2,
and thus we take χ1,3 := χ1,2 = β1,2.
This, combined with the former cQ3-correspondence, provides a correspondence (that we also
write as cQ3-correspondence) between the character towers of those of the series (5.75) and the
series
G0,3 = 1✂G1,3 = Q1,2 ✂G2,3 = P2,3 ×Q1,2 ✂ · · ·✂Gn,3 ✂G∞,3. (5.86)
We remark here that, for every group M with M ≤ N(P2, Q3 in G), the Q3-Glauberman
correspondence between IrrQ3(P2) and Irr(P2,3) is M -invariant. In particular we have M(α2) =
M(α2,3), and thus
M(χ1,2, χ2,2) =M(χ1,3, χ2,3).
Therefore, in view of (5.78), we get
M(χ1, χ2) =M(χ1,2, χ2,2) =M(χ1,3, χ2,3), (5.87)
So, for any M with M ≤ N(P2, Q3 in G), we have
M(χ1, χ2, . . . , χn) =M(χ1,1, χ2,2, . . . , χn,2) by (5.78)
=M(χ1,1, χ2,2)(χ3,2, . . . , χn,2)
=M(χ1, χ2)(χ3,2, . . . , χn,2) by (5.87)
=M(χ1, χ2)(χ3,3, . . . , χn,3) by (5.84), since M(χ1, χ2) ≤ N(Q3 in G∞,2).
=M(χ1,3, χ2,3)(χ3,3, . . . , χn,3) by (5.87)
=M(χ1,3, χ2,3, . . . , χn,3).
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The following table gives a clear picture of the situation when m = 3:
G = G∞ G∞,1 = G(β1)
Gn χn Gn,1 = Gn(β1) χn,1
...
...
...
...
G3 χ3 G3,1 = G3(β1) χ3,1
←→
cQ1
G2 χ2 G2,1 = P2 ⋉ Q1 χ2,1 = α2 · β
e
1
G1 = Q1 χ1 = β1 G1,1 = Q1 χ1,1 = β1
G0 = 1 χ0 = 1 G0,1 = 1 χ0,1 = 1
G∞,2 = G(β1, α2) G∞,3 = G(β1, α2, β3)
Gn,2 = G(β1, α2) χn,2 Gn,3 = Gn(β1, α2, β3) χn,3
...
...
...
...
G3,2 = P2 ⋊ Q3 χ3,2 = α
e
2 · β3 G3,3 = P2,3 ×Q3 χ3,3 = α2,3 × β3
←→
cP2
←→
cQ3
G2,2 = P2 ×Q1,2 χ2,2 = α2 × β1,2 G2,3 = P2,3 ×Q1,2 χ2,3 = α2,3 × β1,2
G1,2 = Q1,2 β1,2 G1,3 = Q1,2 β1,2
G0,2 = 1 χ0,2 = 1 G0,3 = 1 χ0,3 = 1
Table 5.4: The cQ1, cQ3, cP2-correspondence.
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We stop here with the individual cases m = 1, 2, 3, hoping that it has become clear how the
mechanism that produces triangular sets from character towers works. We only remark that the
role of the π- and π′-groups is interchanged at every step. So the π-groups play the protagonistic
role when m is even, and the π′-groups when m is odd. This role consists of two acts:
1) to pick the group and its character (here Lemma 2.15 is used), and
2) to create the new cP - or cQ-correspondence (for this we use Lemma 5.56).
We are ready to state and prove the inductive step of the above mechanism.
Theorem 5.88. Assume that Hypothesis 5.1 holds. Then every character tower { χi}
m
i=0 of (5.2)
determines a Gm(χ0, χ1, . . . , χm)-conjugacy class of triangular sets
{P0, . . . , P2k, Q1, . . . , Q2l−1|α0, . . . , α2k, β1, . . . , β2l−1} (5.89)
for (5.2), where k = [m/2] and l = [(m+ 1)/2], such that
1)Any subtower {1 = χ0, χ1, . . . , χs} of the original character tower, for some s = 1, . . . ,m,
determines a Gs(χ0, χ1, . . . , χs)-conjugacy class of triangular sets
{P0, . . . , P2[s/2], Q1, . . . , Q2[(s+1)/2]−1|α0, . . . , α2[s/2], β1, . . . , β2[(s+1)/2]−1},
that are subsets of (5.89).
2)For any
1 = G0 ✂G1 ✂ · · · ✂Gm ✂Gm+1 ✂ · · ·✂Gn ✂G (5.90)
extension of (5.2) to a normal series of G that satisfies Hypothesis 5.1, and any extension of
{χi}
m
i=0 to a character tower {χi}
n
i=0 of this series, there is a unique cP2, . . . , cP2k, cQ1, . . . , cQ2l−1-
correspondent character tower {1 = χ0,m, χ1,m, . . . , χm,m, . . . , χn,m} of the normal series 1 = G0,m✂
G1,m ✂ · · ·✂Gm,m ✂ · · · ✂Gn,m ✂G∞,m, for all n with 1 ≤ m ≤ n. Here
Gi,m = Gi(α2, . . . , α2k, β1, . . . , β2l−1)
= N(P0, . . . , P2k, Q1, . . . , Q2l−1 in Gi(χ1, . . . , χm)), (5.91)
where i = 0, 1, . . . , n,∞.
3)For every M with M ≤ N(P0, . . . , P2k, Q1, . . . , Q2l−1 in G) we have
M(χ1, . . . , χn) =M(χ1,s, . . . , χn,s).
4) For every i = 1, 2, . . . ,m and s = i+ 1, . . . ,m, these groups and characters follow the rules
Gi,i−1 = Pi ⋉Qi−1 and χi,i−1 = αi · β
e
i−1,
Gi,i = Pi ×Qi−1,i and χi,i = αi × βi−1,i,
Gi,s = Pi,2[(s+1)/2]−1 ×Qi−1,2[s/2] and χi,s = αi,2[(s+1)/2]−1 × βi−1,2[s/2],
(5.92)
whenever i is even, and
Gi,i−1 = Pi−1 ⋊Qi and χi,i−1 = α
e
i−1 · βi,
Gi,i = Pi−1,i ×Qi and χi,i = αi−1,i × βi,
Gi,s = Pi−1,2[(s+1)/2]−1 ×Qi,2[s/2] and χi,s = αi−1,2[(s+1)/2]−1 × βi,2[s/2],
(5.93)
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when i is odd. (Here βei−1 is the canonical extension of βi−1 ∈ Irr(Qi−1) to Gi,i−1 and similarly,
αei−1 is the canonical extension of αi−1 ∈ Irr(Pi−1) to Gi,i−1.)
Proof. We will use induction on m. We have already seen that the theorem holds when m = 1
(also when m = 2 and m = 3).
So assume that the theorem holds for all m = 1, . . . , t and some integer t ≥ 0. We will prove it
also holds when m = t+ 1. So assume that the normal series
1 = G0 ✂G1 ✂ · · ·✂Gt ✂Gt+1 ✂G (5.94)
is fixed. Along with that we fix a character tower
{1 = χ0, χ1, . . . , χt, χt+1} (5.95)
for (5.94). As the triangular sets have different form depending on whether t is even or odd, we
split the proof in two symmetric cases.
Case 1: t is odd The series 1 = G0✂G1✂ · · ·✂Gt✂G is also a normal series of G, while the irre-
ducible characters {χi}
t
i=0 form a character tower for this series. Hence the inductive hypoth-
esis implies the existence of a Gt(χ1, . . . , χt)-conjugacy class of triangular sets that is deter-
mined by the last character tower. Let {P0, . . . , P2k, Q1, . . . , Q2l−1|α0, . . . , α2k, β1, . . . , β2l−1}
be a representative of this conjugacy class. As t is odd we have that l = [(t+1)/2] = (t+1)/2
while k = [t/2] = (t − 1)/2. So 2l − 1 = t while 2k = t − 1. Therefore the above triangular
set has the form {P0, . . . , Pt−1, Q1, . . . , Qt|α0, . . . , αt−1, β1, . . . , βt}.
Hence, to prove that the character tower (5.95) determines a Gt+1(χ1, . . . , χt, χt+1)-conjugacy
class of triangular sets that respect subtowers, it is enough to prove the existence of a π-group
Pt+1 unique up to conjugations by any element of Gt+1(χ1, . . . , χt, χt+1), and an irreducible
character αt+1 ∈ Irr(Pt+1) such that the set
{P0, . . . , Pt−1, Pt+1, Q1, . . . , Qt|α0, . . . , αt−1, αt+1, β1, . . . , βt}
is a triangular set depending on the tower (5.95).
Let
1 = G0 ✂G1 ✂ · · · ✂Gt ✂Gt+1 ✂ · · ·✂Gn ✂G, (5.96)
be an extension of (5.94) to a normal series of G so that Hypothesis 5.1 holds, for some
n ≥ t+ 1. Assume further that
{1 = χ0, χ1, . . . , χt, χt+1, . . . , χn}, (5.97)
is a character tower for (5.96) that extends the character tower (5.95). For any n with
n ≥ t, our inductive hypothesis implies that the character tower (5.97) of (5.96) has a
cQ1, cP2, . . . , cPt−1, cQt-correspondent character tower
{1 = χ0,t, χ1,t, . . . , χt,t, . . . , χn,t}, (5.98)
of the normal series 1 = G0,t ✂G1,t ✂ · · · ✂Gt,t ✂ · · ·✂Gn,t ✂G∞,t, where
Gi,t = Gi(α2, . . . , αt−1, β1, . . . , βt)
= N(P0, . . . , Pt−1, Q1, . . . , Qt in Gi(χ1, . . . , χt)). (5.99)
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For every M ≤ N(P2, . . . , Pt−1, Q1, . . . , Qt in G) we also have
M(χ1, . . . , χn) =M(χ1,t, . . . , χn,t). (5.100)
Furthermore, (5.92) and (5.93) for i = t imply that Gt,t = Pt−1,t×Qt, while χt,t = αt−1,t×βt.
(Note that αt−1,t ∈ Irr(Pt−1,t) is the Qt-Glauberman correspondent of αt−1 ∈ Irr
Qt(Pt−1)).
The following diagram describes the situation.
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G = G∞ G∞,1 = G(β1)
Gn χn Gn,1 = Gn(β1) χn,1
...
...
...
...
Gt+1 χt+1 Gt+1,1 = Gt+1(β1) χt+1,1
Gt χt Gt,1 = Gt(β1) χt,1
Gt−1 χt−1 Gt−1,1 = Gt−1(β1) χt−1,1
...
...
...
...
←→
cQ1
G3 χ3 G3,1 = G3(β1) χ3,1
G2 χ2 G2,1 = P2 ⋉ Q1 χ2,1 = α2 · β
e
1
G1 = Q1 χ1 = β1 G1,1 = Q1 χ1,1 = β1
G0 = 1 χ0 = 1 G0,1 = 1 χ0,1 = 1
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G∞,2 = G(β1, α2) G∞,3 = G(β1, α2, β3)
Gn,2 = G(β1, α2) χn,2 Gn,3 = Gn(β1, α2, β3) χn,3
...
...
...
...
Gt+1,2 = G(β1, α2) χt+1,2 Gt+1,3 = Gt+1(β1, α2, β3) χt+1,3
Gt,2 = G(β1, α2) χt,2 Gt,3 = Gt(β1, α2, β3) χt,3
Gt−1,2 = G(β1, α2) χt−1,2 Gt−1,3 = Gt−1(β1, α2, β3) χt−1,3
...
...
...
...
←→
cP2
←→
cQ3
G3,2 = P2 ⋊ Q3 χ3,2 = α
e
2 · β3 G3,3 = P2,3 ×Q3 χ3,3 = α2,3 × β3
G2,2 = P2 ×Q1,2 χ2,2 = α2 × β1,2 G2,3 = P2,3 ×Q1,2 χ2,3 = α2,3 × β1,2
G1,2 = Q1,2 β1,2 G1,3 = Q1,2 β1,2
G0,2 = 1 χ0,2 = 1 G0,3 = 1 χ0,3 = 1
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G∞,t−1 = G(α2, . . . , αt−1, β1, . . . , βt−2)
Gn,t−1 = Gn(α2, . . . , αt−1, β1, . . . , βt−2) χn,t−1
...
...
Gt+1,t−1 = Gt+1(α2, . . . , αt−1, β1, . . . , βt−2) χt+1,t−1
Gt,t−1 = Pt−1 ⋊ Qt χt,t−1 = α
e
t−1 · βt
Gt−1,t−1 = Pt−1 ×Qt−2,t−1 χt−1,t−1 = αt−1 × βt−2,t−1
←−−−−−−−−−−−−−−−−→
cP4, cQ5, cP6, . . . , cPt−1
...
...
G3,t−1 = P2,t−2 ×Q3,t−1 χ3,t−1 = α2,t−2 × β3,t−1
G2,t−1 = P2,t−2 ×Q1,t−1 χ2,t−1 = α2,t−2 × β1,t−1
G1,t−1 = Q1,t−1 χ1,t−1 = β1,t−1
G0,t−1 = 1 χ0,t−1 = 1
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G∞,t = G(α2, . . . , αt−1, β1, . . . , βt−2, βt)
Gn,t = Gn(α2, . . . , αt−1, β1, . . . , βt−2, βt) χn,t
...
...
Gt+1,t = Gt+1(α2, . . . , αt−1, β1, . . . , βt−2, βt) χt+1,t
Gt,t = Pt−1,t ×Qt χt,t = αt−1,t × βt
Gt−1,t = Pt−1,t ×Qt−2,t−1 χt−1,t = αt−1,t × βt−2,t−1
←→
cQt
...
...
G3,t = P2,t ×Q3,t−1 χ3,t = α2,t × β3,t−1
G2,t = P2,t ×Q1,t−1 χ2,t = α2,t × β1,t−1
G1,t = Q1,t−1 χ1,t = β1,t−1
G0,t = 1 χ0,t = 1
Table 5.5: The cQ1, cQ3, . . . , cQt, cP2, cP4, . . . , cPt−1-correspondence
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We pick Pt+1 to be any π-Hall subgroup of Gt+1,t = Gt+1(α2, . . . , αt−1, β1, . . . , βt). The factor
group Gt+1,t/Gt,t is a π-group, while Qt is a π
′-Hall subgroup of Gt,t normalized by Gt+1,t
(see (5.99)). Thus Pt+1 also normalizes Qt, which implies that
Gt+1,t = Pt+1 ⋉Qt. (5.101)
Furthermore, Qt is a normal subgroup of G∞,t (as Gt,t✂G∞,t), while its irreducible character
βt is G∞,t-invariant. Therefore we can apply Lemma 2.15 to the groups G∞,t, Gt+1,t, Qt and
the character χt+1,t in the place of the groups G,H,N and the character θ, respectively. (Note
that in this case H(θ) = H). Hence we conclude that βt has a unique canonical extension
βet ∈ Irr(Gt+1,t). Furthermore, since χt+1,t lies above βt, the same lemma implies the existence
of a unique irreducible character αt+1 ∈ Irr(Pt+1) such that
χt+1,t = αt+1 · β
e
t , (5.102)
while G∞,t(βt, αt+1) = N(Pt+1 in Gn,t(χt+1,t)). But G∞,t fixes βt. So
G∞,t(αt+1) = N(Pt+1 in Gn,t(χt+1,t)). (5.103)
As χt+1,t lies above χt,t = αt−1,t× βt, equation (5.102) obviously implies that αt+1 lies above
αt−1,t, which is the Qt-Glauberman correspondent of αt−1. This, along with the fact that
Pt+1 was picked as a π-Hall subgroup of Gt+1(α2, . . . , αt−1, β1, . . . , βt), implies that the new
π-group and its character satisfy (5.17c) and (5.17d) respectively. As we already know that
the set {P0, . . . , Pt−1, Q1, . . . , Qt|α0, . . . , αt−1, β1, . . . , βt} is a triangular set, we conclude that
{P0, . . . , Pt−1, Pt+1, Q1, . . . , Qt|α0, . . . , αt−1, αt+1, β1, . . . , βt} (5.104)
is a triangular set for (5.94). Furthermore, it is clear, from the way it is constructed, that it is
related to the character tower (5.95) and that it respects subtowers. Note also that the only
choice for Pt+1 was that of the Hall π-subgroup of Gt+1,t. Hence Pt+1 is uniquely determined
up to conjugation by an element of
Gt+1,t = N(P0, P2, . . . , Pt−1, Q1, . . . , Qt in Gt+1(χ1, . . . , χt)).
So Pt+1 is uniquely determined by an element of Gt+1(χ1, . . . , χt). This, along with the induc-
tive hypothesis and the fact that Gt+1(χ1, . . . , χt) ≥ Gt(χ1, . . . , χt−1) implies that the trian-
gular set (5.104) is unquely determined up to conjugation by an element of Gt+1(χ1, . . . , χt).
Hence the first part of Theorem 5.88 is verified for the inductive step in the case where t is
odd. Furthermore, as (5.104) is a triangular set, Proposition 5.41 implies that
Gt+1(α2, . . . , αt+1, β1, . . . , βt) = Pt+1 ×Qt,t+1 by (5.42b),
Gj(α2, . . . , αt+1, β1, . . . , βt) = Pi,t ×Qi−1,t+1 if i is even, by (5.43b),
Gj(α2, . . . , αt+1, β1, . . . , βt) = Pi−1,t ×Qi,t+1 if i is odd, by (5.43d),
(5.105)
for all j = 1, . . . , t.
To complete the proof of the theorem (at least when t is odd), it is enough to show that
the character tower (5.97) determines a character tower {1 = χ0,t+1, . . . , χt+1,t+1, . . . , χn,t+1}
for the series 1 = G0,t+1 ✂ G1,t+1 ✂ · · · ✂ Gt+1,t+1 ✂ · · · ✂ Gn,t+1 ✂ G∞,t+1, where Gi,t+1
and χi,t+1 satisfy (5.91), (5.92) and (5.93). In that direction we first observe that, for every
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i = 1, . . . , n,∞, we have
Gi,t(χt+1,t) = Gi,t(χt+1). (5.106)
Indeed, in view of (5.100) forM = Gi,t and n = t, we get Gi,t(χ1, . . . , χt) = Gi,t(χ1,t, . . . , χt,t).
Hence Gi,t = Gi,t(χ1, . . . , χt) = Gi,t(χ1,t, . . . , χt,t), as Gi,t ≤ Gi(χ1, . . . , χt) by (5.99). So, if
we apply again (5.100) for M = Gi,t and n = t+ 1, we have
Gi,t(χt+1) = Gi,t(χ1, . . . , χt, χt+1) = Gi,t(χ1,t, . . . , χt,t, χt+1,t)
= Gi,t(χ1,t, . . . , χt,t)(χt+1,t) = Gi,t(χt+1,t).
Thus (5.106) holds. Hence we conclude that
N(Pt+1 in Gi,t(χt+1,t)) = N(Pt+1 in Gi,t(χt+1)).
This, along with (5.103), implies that
Gi,t(αt+1) = N(Pt+1 in Gi,t(χt+1)), (5.107)
whenever i = 1, . . . , n,∞. Thus if we define Gi,t+1 := Gi,t(αt+1), equations (5.99) and (5.107)
imply
Gi,t+1 = Gi(α2, . . . , αt−1, αt+1, β1, . . . , βt)
= Gi,t(αt+1) = N(Pt+1 in Gi,t(χt+1))
= N(P0, P2, . . . , Pt−1, Pt+1, Q1, . . . , Qt in Gi(χ1, . . . , χt+1)). (5.108)
We also get (using (5.108) and (5.106))
Gi,t+1 = N(Pt+1 in Gi,t(χt+1)) = N(Pt+1 in Gi,t(χt+1,t)), (5.109)
for all i = 1, . . . , n,∞. Note that (5.108) proves that (5.91) holds for the inductive step. Also
(5.105), along with (5.101) and the inductive hypothesis (for those i with i = 1, . . . , t), implies
that the groups Gi,s satisfy (5.92) and (5.93) whenever 1 ≤ i ≤ t + 1 and i < s ≤ t + 1. In
particular we have
Gt+1,t+1 = Pt+1 ×Qt,t+1
Gj,t+1 = Pj,t ×Qj−1,t+1 if j is even
Gj,t+1 = Pj−1,t ×Qj,t+1 if j is odd,
(5.110)
for all j = 1, . . . , t.
To get the desired character tower for the series (5.96) (the correspondent of the tower (5.97)),
we first use the inductive argument to reach the character tower (5.98). So it is enough to
get a tower for (5.96) that corresponds to this latter tower. For this we split (5.98) in two
pieces: the tail that consists of χi,t for all i = 1, . . . , t, and the top that consists of the rest,
i.e., the characters χi,t where i = t+ 1, . . . , n.
For the top part, we apply Lemma 5.56 to the normal subgroups Gt+1,t, . . . , Gn,t of G∞,t and
the character χt+1,t = αt+1 ·β
e
t . This way the character tower {χt+1,t, . . . , χn,t} of the normal
series Gt+1,t ✂ · · · ✂Gn,t has a unique cPt+1-correspondent character tower of the series
Gt+1,t+1 = N(Pt+1 in Gt+1,t(χt+1,t))✂ · · ·✂Gn,t+1 = N(Pt+1 in Gn,t(χt+1,t)).
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We write
{χt+1,t+1, . . . , χn,t+1}, (5.111)
for this cPt+1-correspondent tower. Note that Lemma 5.56 also determines the character
χt+1,t+1 as
χt+1,t+1 = αt+1 × βt,t+1 ∈ Irr(Gt+1,t+1), (5.112)
where βt,t+1 ∈ Irr(Qt,t+1) = Irr(C(Pt+1 in Qt)) is the Pt+1-Glauberman correspondent of
βt ∈ Irr
Pt+1(Qt). Furthermore, according to the same lemma we have that
S(χt+1,t, . . . , χn,t) = S(χt+1,t+1, . . . , χn,t+1) (5.113)
for any subgroup S of N(Pt+1 in G∞,t).
As far as the tail of (5.98) is concerned, we observe the following: In view of (5.92) and (5.93)
χt,t = αt−1,t × βt
χj,t = αj,t × βj−1,t−1 if j is even
χj,t = αj−1,t × βj,t−1 if j is odd ,
(5.114)
whenever j = 1, . . . , t− 1. We define
χt,t+1 = αt−1,t × βt,t+1
χj,t+1 = αj,t × βj−1,t+1 if j is even
χj,t+1 = αj−1,t × βj,t+1 if j is odd ,
(5.115)
where βt,t+1, βj,t+1 and βj−1,t+1 are the Pt+1-Glauberman correspondents of βt, βj,t−1 and
βj−1,t−1 respectively, for all j = 1, . . . , t − 1. Note that all these characters are well defined
characters of Qt,t+1, Qj,t+1 and Qj−1,t+1, and form a tower by Proposition 5.50 (as (5.104)
is a triangular set). Furthermore, (5.110) implies that χj,t+1 and χt,t+1 are characters of
Gj,t+1 and Gt,t+1 respectively, for all j = 1, . . . , t − 1. Thus {1 = χ0,t+1, χ1,t+1, . . . χt,t+1}
is a character tower of the normal series G0,t+1 ✂ G1,t+1 ✂ · · · ✂ Gt,t+1. Also we pass from
the χj,t to the χj,t+1 through a Pt+1-Glauberman correspondence. Thus any subgroup of
G that normalizes the groups G1,t, . . . , Gt,t, along with the Pt+1, leaves this correspondence
invariant. But any group T with T ≤ N(P2, . . . , Pt−1, Pt+1, Q1, . . . , Qt in G) normalizes the
former groups (as Gi,t is a direct product (see Table 5.5) of groups that T normalizes). Hence
for any such group T and any j = 1, . . . , t we have
T (χj,t) = T (χj,t+1). (5.116)
Furthermore, χt,t+1 = αt−1,t×βt,t+1, while χt+1,t+1 = αt+1×βt,t+1 (by (5.112)). As αt+1 lies
above αt−1,t (by (5.17d)), we conlcude that χt+1,t+1 lies above χt,t+1. Hence we have formed
the tower {1 = χ0,t+1, . . . , χt,t+1, χt+1,t+1, . . . , χn,t+1} of (5.96), that corresponds to the tower
(5.98). This, along with the inductive argument that provides the P2, . . . , Pt−1, Q1, . . . , Qt-
correspondence between (5.95) and (5.98), implies the desired correspondence between (5.95)
and the tower {1 = χ0,t+1, . . . , χt,t+1, χt+1,t+1, . . . , χn,t+1}. Furthermore, (5.102), (5.112)
and (5.115), along with the inductive argument, imply that (5.92) and (5.93) hold for all
i = 1, . . . , t+ 1 and s = i+ 1, . . . , t+ 1.
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Also for every M with M ≤ N(P2, . . . , Pt−1, Pt+1, Q1, . . . , Qt in G) we get that
M(χ1, . . . , χt) ≤ N(Pt+1 in G∞,t),
(see (5.99) for a characterization of G∞,t). Therefore, for all such M we have
M(χ1, . . . , χn)
=M(χ1, . . . , χt)(χ1, . . . , χn)
=M(χ1, . . . , χt)(χ1,t, . . . , χn,t) by (5.100)
=M(χ1, . . . , χt)(χt+1,t, . . . , χn,t)(χ1,t, . . . , χt,t)
=M(χ1, . . . , χt)(χt+1,t+1, . . . , χn,t+1)(χ1,t, . . . , χt,t) by (5.113) for S =M(χ1, . . . , χt)
=M(χ1,t, . . . , χt,t)(χt+1,t+1, . . . , χn,t+1)(χ1,t, . . . , χt,t) by (5.100)
=M(χ1,t, . . . , χt,t)(χt+1,t+1, . . . , χn,t+1)
=M(χ1,t+1, . . . , χt,t+1)(χt+1,t+1, . . . , χn,t+1) by (5.116) for T =M
=M(χ1,t+1, . . . , χn,t+1).
This implies that part 3) of the theorem also holds for m = t+ 1. Hence the inductive step
for m = t+ 1 is verified in the case of an odd t.
Case 2: t is even The proof is similar to that of an odd t. So we will skip it. We only remark
that we need to interchange the role of the π-groups with that of the π′-groups. So in this
case for the inductive step we pick the π′-group Qt+1 and its character βt+1, as in the previous
one we were picking the π-group Pt+1 and its character αt+1. We continue similarly, proving
that the inductive step holds also in the case of an even t.
This completes the inductive argument and thus proving Theorem 5.88.
The following remark is a straightforward consequence of the recursive proof of Theorem 5.88
Remark 5.117. Let {χi,m}
n
i=0 be the unique cP2, . . . , cP2k, cQ1, . . . , cQ2l−1-correspondent of the
character tower (5.97). Then its subtower {χi,m}
t
i=0 is the unique cP2, . . . , cP2k, cQ1, . . . , cQ2l−1-
correspondent of the subtower {1 = χ0, χ1, . . . , χt} of (5.97), whenever t = 0, 1, . . . , n. Also, if
M ≤ N(P2, . . . , P2k, Q1, . . . , Q2l−1 in G) we have
M(χ1, . . . , χk) =M(χ1,s, . . . , χk,s).
5.4 From triangles to towers
In order to complete the proof of Theorem 5.6 it suffices to prove
Theorem 5.118. Assume that Hypothesis 5.1 holds. Then every triangular set for (5.2) determines
a character tower of (5.2), so that the tower is related to this triangular set via Theorem (5.88).
Proof. We will use induction on the lengh m of the series (5.2). If m = 1, then the theorem
obviously holds, as we take χ1 = β1.
So assume that the theorem holds for m = 1, . . . , t and some integer t ≥ 0. We will prove it
also holds for m = t+ 1. Let
1 = G0 ✂G1 ✂ · · ·✂Gt ✂Gt+1 ✂G = G∞ (5.119a)
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be a fixed normal series of G that satisfies Hypothesis 5.1. Assume further that
{P2i, Q2i−1|α2i, β2i−1} (5.119b)
is an arbitary, but fixed, triangular set for (5.119a). We split the proof in two symmetric cases,
according to the type of (5.119b).
Case 1: t is odd. In this case the triangular set (5.119b) has the form
{P0 = 1, P2, . . . , Pt+1, Q1, . . . , Qt|α0 = 1, α2, . . . , αt+1, β1, . . . , βt} (5.120)
Note that its subset
{P0 = 1, P2, . . . , Pt−1, Q1, . . . , Qt|α0 = 1, α2, . . . , αt−1, β1, . . . , βt} (5.121a)
is a triangular set for the series
1 = G0 ✂G1 ✂ · · ·✂Gt ✂G = G∞. (5.121b)
Hence by the inductive hypothesis there exists a character tower
{χ0, χ1, . . . , χt} (5.121c)
of (5.121b) that determines and is determined by the set (5.121a). Hence, in view of part 2)
of Theorem 5.88 (for m = t and n = t+1), there is a cQ1, cP2, . . . , cPt−1, cQt-correspondence
between the character towers of the series (5.119a) and the character towers of the series
1 = G0,t, G1,t, . . . , Gt,t ✂Gt+1,t ✂G∞,t, (5.122)
where Gi,t = Gi(α2, . . . , αt−1, β1, . . . , βt) (see (5.91)), for all i = 0, 1, . . . , t+ 1,∞.
Let Ψ ∈ Irr(Gt+1|χt) be any irreducible character of Gt+1 lying above χt ∈ Irr(Gt). Then the
characters 1 = χ0, χ1, . . . , χt,Ψ form a tower for the series (5.119a). Let
χ0,t, χ1,t, . . . , χt,t,Ψt,
be its unique cQ1, cP2, . . . , cPt−1, cQt-correspondent tower. So χi,t ∈ Irr(Gi,t) for all i =
0, 1, . . . , t and Ψt ∈ Irr(Gt+1,t).
We remark that the above is actually a cQ1, cP2, . . . , cPt−1, cQt-correspondence between the
set Irr(Gt+1|χt) of irreducible characters Ψ of Gt+1 lying above χt and the set Irr(Gt+1,t|χt,t)
of irreducible characters Ψt of Gt+1,t lying above χt,t. This is clear in view of Remark 5.117,
as the tower {χ0,t, χ1,t, . . . , χt,t} is the unique cQ1, cP2, . . . , cPt−1, cQt-correspondent of the
tower (5.121c). So for any Ψt ∈ Irr(Gt+1,t|χt,t) the tower {χ0,t, χ1,t, . . . , χt,t,Ψt, } has as
a cQ1, cP2, . . . , cPt−1, cQt-correspondent a tower of the form 1 = χ0, χ1, . . . , χt,Ψ for some
Ψ ∈ Irr(Gt+1|χt).
Furthermore, according to part 4) of Theorem 5.88 (for i = t odd) we get thatGt,t = Pt−1,t×Qt
while χt,t = αt−1,t × βt. Since (5.120) is a triangular set, equation (5.42a) (for r = (t+ 1)/2)
implies that
Gt+1,t = Gt+1(α2, . . . , αt−1, β1, βt) = Pt+1 ⋉Qt.
Even more, according to Theorem 2.13 the Pt+1-invariant irreducible character βt of Qt has a
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unique canonical extension βet ∈ Irr(Pt+1⋉Qt). As αt+1 ∈ Irr(Pt+1), the character αt+1 ·β
e
t is
an irreducible character of Gt+1,t = Pt+1⋉Qt (see Theorem 2.14). Also, according to (5.17d)
(for r = (t+ 1)/2)), the character αt+1 lies above the αt−1,t. Hence the irreducible character
αt+1 ·β
e
t of Pt+1⋉Qt = Gt+1,t lies above the irreducible character αt−1,t×βt = χt,t of Pt−1,t×
Qt = Gt,t. Let χt+1 ∈ Irr(Gt+1|χt) be the unique cQ1, cP2, . . . , cPt−1, cQt-correspondent of
αt+1 · β
e
t ∈ Irr(Gt+1,t|χt,t). So the character tower {χ0,t, χ1,t, . . . , χt,t, αt+1 · β
e
t } of the series
(5.122) has as a unique cQ1, cP2, . . . , cPt−1, cQt-correspondent the tower
{χ0, χ1, . . . , χt, χt+1} (5.123)
of the series (5.119a). Furthermore, the steps we followed to pick the character χt+1 (which
are exactly the opposite of what we used to pick Pt+1 at the inductive step of Theorem 5.88)
make it clear that the tower (5.123) determines the triangular set (5.120) in the way described
in Theorem 5.88.
This completes the proof of the inductive step in the case of an odd t.
Case 2: t is even. The proof is symmetric to that of an odd m, so we omit it.
This completes the proof of the theorem when m = t+ 1, thus proving Theorem 5.118.
Furthermore, Theorems 5.88 and 5.118, along with Corollary 3.7, imply
Remark 5.124. Assume that the normal series 1 = G0 ✂ · · · ✂ Gm ✂ G for G, along with the
character tower {χi ∈ Irr(Gi)}
m
i=0, is fixed. Then conjugation by any g ∈ G(χ1, . . . , χm) leads to a
new choice of the P2i, Q2i−1, α2i and β2i−1 satisfying the same conditions (for the same Gi and χi)
as the original choices.
The above remark, along with Theorems 5.88 and 5.118, easily implies Theorem 5.6.
The recursive way Theorems 5.88 and 5.118 were proved easily implies
Remark 5.125. Assume that the normal series 1 = G0 ✂ · · · ✂ Gm ✂ G for G, along with the
character tower {χi ∈ Irr(Gi)}
m
i=0, is fixed. Let {P2r, Q2i−1|α2r, β2i−1}
k,l
r=0,i=1 be a representative
of the unique Gm(χ1, . . . , χm)-conjugacy class of triangular sets that corresponds to the above
character tower according to Theorem 5.6. Then {χi}
m−1
i=0 is a character tower of the normal series
1 = G0✂· · ·✂Gm−1✂G of G. Furthermore, the reduced set {P2r, Q2i−1|α2r, β2i−1}
[(m−1)/2],[m/2]
r=0,i=1 , is a
representative of the uniqueGm−1(χ1, . . . , χm−1)-conjugacy class of triangular sets that corresponds
to the character tower {χi}
m−1
i=0 .
Corollary 5.126. Assume that Hypothesis 5.1 holds. Let {1 = χ0, χ1, . . . , χm} be a tower of (5.2)
and let {P2t, Q2j−1|α2t, β2j−1}, for t = 0, 1, . . . , k and j = 1, . . . , l, be its unique (up to conjugation)
correspondent triangular set. Then
Q2j−1 ∈ Hallpi′(N(P2, . . . , P2j−2, Q1, . . . , Q2j−3 in G2j−1(χ1, . . . , χ2j−2)),
for all j = 1, . . . , l, while, for all t = 1, . . . , k, we also get that
Q2t−1 ∈ Hallpi′(N(P2, . . . , P2t−2, Q1, . . . , Q2t−1 in G2t(χ1, . . . , χ2t−1)).
Similarly, for the π-groups we have
P2t ∈ Hallpi(N(P2, . . . , P2t−2, Q1, . . . , Q2t−1 in G2t(χ1, . . . , χ2t−1)),
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for all t = 0, 1, . . . , k, while, for all j = 0, 1, . . . , l − 1, we also get that
P2j ∈ Hallpi(N(P2, . . . , P2j , Q1, . . . , Q2j−1 in G2j+1(χ1, . . . , χ2j)).
Proof. Theorem 5.88 describes completely the relations between a character tower and its corre-
sponding triangular set. Thus in view of (5.93) (for i = 2j − 1) we have that Q2j−1 is a π
′-
Hall subgroup of G2j−1,2j−2, whenever j = 1, . . . , l. Furthermore (5.92) (for i = 2t) implies that
Q2t−1 ∈ Hallpi′(G2t,2t−1), for all t = 1, . . . , k. But, according to (5.91), for all such j and t we have
G2j−1,2j−2 = N(P2, . . . , P2j−2, Q1, . . . , Q2j−3 in G2j−1(χ1, . . . , χ2j−2)),
while
G2t,2t−1 = N(P2, . . . , P2t−2, Q1, . . . , Q2t−1 in G2t(χ1, . . . , χ2t−1)).
Hence Corollary 5.126 follows for the π′-groups. The proof for the π-groups P2t is similar.
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5.5 The groups P ∗2i: something stable in all that mess
For this section we continue working under the assumptions of Hypothesis 5.1. So G is a finite
group, while its arbitary (but fixed) normal series (5.2) satisfies Hypothesis 5.1. We also fix a
character tower
1 = χ0, χ1, . . . , χm (5.128a)
of that series, along with its uniquely determined (up to conjugation) triangular set
{P0, P2, . . . , P2k, Q1, . . . , Q2l−1|α0, α2, . . . , α2k, β1, . . . , β2l−1}, (5.128b)
where k and l are defined as in (5.7) (i.e., 2l− 1 and 2k are the greatest odd and even, respectively,
integers in the set {1, . . . ,m}). For the normal series (5.2) and its character tower (5.128a), Theorem
2.5 can be applied. So for any i = 1, . . . ,m we write
G∗i = Gi(χ1, χ2, . . . , χi−1)
and
G∗∞ = G
∗ = G(χ1, . . . , χm) (5.129a)
for the stabilizers of χ1, χ2, . . . , χi−1 and χ1, χ2, . . . , χm in Gi and G, respectively. As Gi ≤ Gj for
all j with 0 ≤ i ≤ j ≤ m, the group Gi fixes the characters χj for all such j. Hence
G∗i = Gi(χ1, . . . , χi−1) = Gi(χ1, . . . , χm). (5.129b)
Then, in view of Theorem 2.5, we have that G∗0 = G0 = 1, G
∗
1 = G1 and G
∗
j = G
∗
i ∩ Gj ✂ G
∗
i ,
whenever 0 ≤ j ≤ i ≤ m. Furthermore, there exist unique characters χ∗i , for i = 1, . . . ,m, such
that
χ∗i ∈ Irr(G
∗
i ) lies over χ
∗
1, . . . , χ
∗
i−1 and induces χi, (5.130a)
G∗i = Gi(χ
∗
1, χ
∗
2, . . . , χ
∗
i−1) = Gi(χ
∗
1, χ
∗
2, . . . , χ
∗
m). (5.130b)
We note here that, according to the same theorem,
G∗1 = G1 and χ
∗
1 = χ1 ∈ Irr(G
∗
1) = Irr(G1). (5.130c)
According to (5.10b), for each i = 1, . . . , k the group P2i normalizes all the previously chosen
π-groups P2, P4, . . . , P2i−2. Hence the product:
P ∗2i = P2 · P4 · · ·P2i (5.131)
is a group. We also define P ∗0 := 1, therefore P
∗
2i is defined for all i = 0, 1, . . . , k. As will become
clear, these groups play the most important role in the construction we did in the previous section.
The reason is that they are the only groups that remain unchanged when we change the π′-parts
(groups and characters ) of the triangular set (5.128b). The way we defined the groups P ∗2i uses the
individual P2t for all t with 1 ≤ t ≤ i. But, as the proposition that follows shows, we could have
picked the groups P ∗2i using only the groups G
∗
2i.
Proposition 5.132. The group P ∗2i is a π-Hall subgroup of G
∗
2i whenever i = 0, 1, . . . , k. It is
also a π-Hall subgroup of G∗2i+1 for all i = 0, 1, . . . , l − 1. Furthermore P
∗
2r = P
∗
2i ∩ G
∗
2r and thus
P ∗2r ✂ P
∗
2i, whenever 1 ≤ r ≤ i ≤ k.
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To prove Proposition 5.132 we need the following lemma:
Lemma 5.133. If j = 2, . . . ,m,∞, and s are such that 2 ≤ 2s ≤ j, then
G∗j = N(P2, . . . , P2s−2, Q1, Q3, . . . , Q2s−1 in G
∗
j ) ·G
∗
2s−1
= N(P2, . . . , P2s, Q1, Q3, . . . , Q2s−1 in G
∗
j ) ·G
∗
2s.
Proof. We will use induction on s. For s = 1 the group N(P2, . . . , P2s−2, Q1, . . . , Q2s−1 in G
∗
j )
equals N(Q1 in G
∗
j ) = G
∗
j , while the normalizer N(P2, . . . , P2s, Q1, . . . , Q2s−1 in G
∗
j ) equals the
group N(P2, Q1 in G
∗
j ) = N(P2 in G
∗
j ). According to (5.17b) and (5.17c), we have that P2 ∈
Hallpi(G2(χ1)) = Hallpi(G
∗
2). Therefore, for any j ≥ 2, the Frattini argument implies that G
∗
j =
N(P2 in G
∗
j ) · G
∗
2, as G
∗
2 is a normal subgroup of G
∗
j . Thus Lemma 5.133 holds when s = 1 and
j = 2, . . . ,m,∞.
Assume now that Lemma 5.133 holds for all s = 1, 2, . . . , t − 1, where 2 < 2t ≤ j. We
will prove that it also holds when s = t. By induction, for s = t − 1, we get that G∗j =
N(P2, . . . , P2t−2, Q1, Q3, . . . , Q2t−3 in G
∗
j ) ·G
∗
2t−2. But
N(P2, . . . , P2t−2, Q1, Q3, . . . , Q2t−3 in G
∗
2t−1)✂N(P2, . . . , P2t−2, Q1, Q3, . . . , Q2t−3 in G
∗
j ).
Furthermore, Corollary 5.126 implies that the group N(P2, . . . , P2t−2, Q1, Q3, . . . , Q2t−3 in G
∗
2t−1)
has Q2t−1 as a π
′-Hall subgroup. Hence, by the Frattini argument, we have
N(P2, . . . , P2t−2, Q1, Q3, . . . , Q2t−3 in G
∗
j ) =
N(P2, . . . , P2t−2, Q1, Q3, . . . , Q2t−3, Q2t−1 in G
∗
j) ·N(P2, . . . , P2t−2, Q1, Q3, . . . , Q2t−3 in G
∗
2t−1).
Therefore,
G∗j = N(P2, . . . , P2t−2, Q1, . . . , Q2t−3 in G
∗
j ) ·G
∗
2t−2
= N(P2, . . . , P2t−2, Q1, . . . , Q2t−3, Q2t−1 in G
∗
j )·N(P2, . . . , P2t−2, Q1, . . . , Q2t−3 in G
∗
2t−1)·G
∗
2t−2.
By induction, N(P2, . . . , P2t−2, Q1, Q3, . . . , Q2t−3 in G
∗
2t−1) ·G
∗
2t−2 = G
∗
2t−1. Hence,
G∗j = N(P2, . . . , P2t−2, Q1, Q3, . . . , Q2t−3, Q2t−1 in G
∗
j ) ·G
∗
2t−1. (5.134)
This proves the first equality in Lemma 5.133 for s = t.
It remains to show that G∗j = N(P2, . . . , P2t, Q1, Q3, . . . Q2t−1 in G
∗
j ) · G
∗
2t. By Corollary
5.126, the group P2t is a π-Hall subgroup of N(P2, . . . , P2t−2, Q1, Q3, . . . , Q2t−1 in G
∗
2t). Since
N(P2, . . . , P2t−2, Q1, . . . , Q2t−1 in G
∗
2t)✂N(P2, . . . , P2t−2, Q1, . . . , Q2t−1 in G
∗
j ), Frattini’s argument
implies that
N(P2, . . . , P2t−2, Q1, . . . , Q2t−1 in G
∗
j ) =
N(P2, . . . , P2t, Q1, . . . , Q2t−1 in G
∗
j ) ·N(P2, . . . , P2t−2, Q1, . . . , Q2t−1 in G
∗
2t).
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The above equation, along with (5.134), implies
G∗j
= N(P2, . . . , P2t, Q1, . . . , Q2t−1 in G
∗
j) ·N(P2, . . . , P2t−2, Q1, . . . , Q2t−1 in G
∗
2t) ·G
∗
2t−1
= N(P2, . . . , P2t, Q1, Q3, . . . , Q2t−1 in G
∗
j ) ·G
∗
2t.
This proves the remaining equality in Lemma 5.133 for s = t. Hence the inductive proof of that
lemma is complete.
Proof of Proposition 5.132. We will use induction on i. For i = 0 it is trivially true as P ∗0 = 1 = G
∗
0,
while G∗1 is a π
′-group. If i = 1, then P ∗2 = P2. By (5.17c) and (5.17b) the latter group is a π-Hall
subgroup of G2(χ1) = G
∗
2. Furthermore, as G
∗
3/G
∗
2 is a π
′-group, P ∗2 is also a π-Hall subgroup of
G∗3. The rest of the proposition holds trivially for i = 1.
Now we assume that Proposition 5.132 holds for all i = 1, 2, . . . , t − 1, where 1 < t ≤ k.
We will prove that it holds for i = t. We have P ∗2t−2 ∈ Hallpi(G
∗
2t−2) by induction, and P2t ∈
Hallpi(N(P2, . . . , P2t−2, Q3, . . . , Q2t−1 in G
∗
2t)) by Corollary 5.126. Since P
∗
2t−2 = P2 · · ·P2t−2, it
follows that the group P ∗2t = P
∗
2t−2 · P2t is a π-subgroup of G
∗
2t. So there exists a π-Hall subgroup,
P2t, of G
∗
2t with
P ∗2t ≤ P2t. (5.135)
Since G∗2t−2 is a normal subgroup of G
∗
2t, we conclude that P2t ∩ G
∗
2t−2 is a π-Hall subgroup of
G∗2t−2. But P
∗
2t−2 is a π-Hall subgroup of G
∗
2t−2 such that P
∗
2t−2 ≤ P
∗
2t∩G
∗
2t−2 ≤ P2t∩G
∗
2t−2. Hence
P ∗2t−2 = P
∗
2t ∩G
∗
2t−2 = P2t ∩G
∗
2t−2.
Furthermore, as G∗2t−1/G
∗
2t−2 is a π
′-group, P ∗2t−2 is not only a π-Hall subgroup of G
∗
2t−2, but also
of G∗2t−1 (note that G
∗
2t−1 exists for all t = 1, . . . , k). Hence
P ∗2t−2 = P
∗
2t ∩G
∗
2t−1 = P2t ∩G
∗
2t−1 ∈ Hallpi(G
∗
2t−1). (5.136)
Since G∗2t/G
∗
2t−1 is a π-group, and P2t is a π-Hall subroup of G
∗
2t we have that G
∗
2t = P2t ·G
∗
2t−1.
Furthermore, G∗2t = N(P2, . . . , P2t−2, Q1, . . . , Q2t−1 in G
∗
2t) · G
∗
2t−1 according to Lemma 5.133.
Hence, the π-Hall subgroup P2t of N(P2, . . . , P2t−2, Q1, . . . Q2t−1 in G
∗
2t) also covers G
∗
2t/G
∗
2t−1.
As P ∗2t−2 ≤ G
∗
2t−2 ≤ G
∗
2t−1, we conclude that
P2t ·G
∗
2t−1 = G
∗
2t = P2t ·G
∗
2t−1 = P
∗
2t ·G
∗
2t−1.
This, along with (5.136) and (5.135), implies that P ∗2t = P2t. Thus P
∗
2t is a π-Hall subgroup of
G∗2t. If t ≤ l − 1 then the group G
∗
2t+1 is defined and G
∗
2t+1/G
∗
2t is a π
′-group. We conclude
that P ∗2t ∈ Hallpi(G
∗
2t+1) for all such t. The rest of Proposition 5.132 for i = t follows easily, as
G∗2r ✂G
∗
2t, and P
∗
2r ≤ P
∗
2t, whenever 1 ≤ r ≤ t ≤ k. Hence, the inductive proof of the proposition
is complete.
Along with the groups P ∗2i we have irreducible characters α
∗
2i that correspond uniquely to the
irreducible characters α2i of P2i, for all i = 1, . . . , k. To prove that these characters exist and show
how their correspondence with the α2i works, we will use the following lemma:
Lemma 5.137. If 1 ≤ i ≤ t ≤ k then
N(Q2i−1 in P2i−2 · P2i · · ·P2t) = P2i · · ·P2t. (5.138)
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Proof. According to (5.10b), the group P2j normalizes Q2i−1 for all j ≥ i. Hence the product
P2i · · ·P2t is contained in the normalizer N(Q2i−1 in P2i−2 · · ·P2t). So, N(Q2i−1 in P2i−2 · · ·P2t) =
N(Q2i−1 in P2i−2) · P2i · · ·P2n. By (5.34), we have N(Q2i−1 in P2i−2) = P2i−2,2i−1 = P2i−2 ∩ P2i.
Therefore N(Q2i−1 in P2i−2) is a subgroup of P2i ≤ P2i · · ·P2t. This completes the proof of Lemma
5.137.
Proposition 5.139. For all i, t with 1 ≤ i ≤ t ≤ k we have
N(Q1, Q3, . . . , Q2i−1 in P
∗
2t) = P2i · · ·P2t. (5.140)
Proof. The proof is a multiple application of Lemma 5.137.
N(Q1, Q3, Q5, . . . , Q2i−1 in P
∗
2t)
= N(Q3, Q5, . . . , Q2i−1 in P
∗
2t) since Q1 ✂G,
= N(Q5, . . . , Q2i−1 in N(Q3 in P
∗
2t))
= N(Q5, . . . , Q2i−1 in P4 · · ·P2t) in view of Lemma 5.137,
= N(Q7, . . . , Q2i−1 in N(Q5 in P4 · · ·P2t))
. . .
= N(Q2i−1 in P2i−2 · · ·P2t)
= P2i · · ·P2t in view of Lemma 5.137.
In particular, we have a way to recover the P2i from the products P
∗
2i and the q-groups
Q3, . . . , Q2i−1, whenever i = 1, . . . , k. Indeed, (5.140) implies:
N(Q1, Q3, . . . , Q2i−1 in P
∗
2i) = P2i. (5.141)
Lemma 5.142. If 1 ≤ j < i ≤ k, then the product Q2j+1 · P2j · P2j+2 · · ·P2i is a subgroup of G
having Q2j+1 as a Hall π
′-subgroup, and P2j · P2j+2 · · ·P2i as a Hall π-subgroup. Both the π-group
P2j and the product Q2j+1 · P2j are normal subgroups of Q2j+1 · P2j · P2j+2 · · ·P2i. Furthermore,
N(Q2j+1 in P2j · P2j+2 · · ·P2i) = P2j+2 · · ·P2i. Hence Theorem 3.1 gives us a one to one Q2j+1-
correspondence
α∗2i,2j−1 ←→
Q2j+1
α∗2i,2j+1
between all characters α∗2i,2j+1 ∈ Irr(P2j+2 · · ·P2i) and all characters α
∗
2i,2j−1 ∈ Irr(P2j ·P2j+2 · · ·P2i)
lying over some character α∗2j,2j−1 ∈ Irr
Q2j+1(P2j). This correspondence is invariant under conju-
gation by elements of any subgroup K ≤ G normalizing both Q2j+1 and P2j · P2j+2 · · ·P2i. Fur-
thermore, if α∗2s,2j−1 ∈ Irr(P2j · · ·P2s) is any character of P2j · · ·P2s lying under α
∗
2i,2j−1 and above
α∗2j,2j−1, for some s with 1 ≤ j < s ≤ i ≤ k, then its Q2j+1-correspondent α
∗
2s,2j+1 lies under the
Q2j+1-correspondent α
∗
2i,2j+1 of α
∗
2i,2j−1.
Proof. We only need to show that Q2j+1 ·P2j ·P2j+2 · · ·P2i is a group having P2j and Q2j+1 ·P2j as
normal subgroups, while P2j · · ·P2s ✂ P2j · · ·P2i whenever 1 ≤ j < s ≤ i ≤ k. The rest is an easy
application of Theorem 3.13 and (5.140).
By (5.10a) the group Q2j+1 normalizes the group P2j . Furthermore, (5.10b) implies that the
groups P2j+2, P2j+4, . . . , P2i normalize both P2j and Q2j+1, while P2s normalizes P2t for all s, t with
j ≤ t ≤ s ≤ i. Hence, the products Q2j+1 ·P2j and P2j+2 · · ·P2s form groups. Even more, the latter
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group normalizes the former one for every s = j + 1, . . . , i. Hence Q2j+1 · P2j · P2j+2 · · ·P2i forms
a group having P2j and Q2j+1 · P2j as normal subgroups. It is also clear that the product group
P2j · · ·P2s is a normal subgroup of P2j · · ·P2i whenever j < s ≤ i.
Theorem 5.143. For any i = 2, 3, . . . , k we may form a chain
α∗2i,1 ←→
Q3
α∗2i,3 ←→
Q5
α∗2i,5 ←→
Q7
· · · ←→
Q2i−3
α∗2i,2i−3 ←→
Q2i−1
α∗2i,2i−1 (5.144)
of the Q2j+1-correspondences in Lemma 5.142. The composite Q3, Q5, . . . , Q2i−1-correspondence is
one to one between all characters α∗2i,2i−1 ∈ Irr(P2i) and all characters α
∗
2i,1 ∈ Irr(P
∗
2i) having the
following property:
Property 5.145. There exist characters α∗2j,1 ∈ Irr(P
∗
2j), for j = 1, 2, . . . , i − 1, such that each
α∗2j,1 is Q2j+1-invariant and lies under α
∗
2j+2,1.
This Q3, Q5, . . . , Q2i−1-correspondence is invariant under conjugation by elements of any sub-
group K ≤ G normalizing all the subgroups Q3, Q5, . . . , Q2i−1 and P
∗
2i.
Proof. It follows immediately from Lemma 5.142 that the composite correspondence is one to
one between all characters in Irr(P2i) and some characters in Irr(P
∗
2i). It is also clear that this
correspondence is invariant under conjugation by elements of N(Q3, Q5, . . . , Q2i−1, P
∗
2i in G). Thus
it remains to show that the image of the composite correspondence is exactly the subset of all
α∗2i,1 ∈ Irr(P
∗
2i) having Property 5.145.
We will first show that any α∗2i,1 ∈ Irr(P
∗
2i) which is the Q3, Q5, . . . , Q2i−1-correspondent of
some α∗2i,2i−1 ∈ Irr(P2i) must satisfy Property 5.145. This can be done by induction on i. Assume
that i = 2. Let α∗4,1 ∈ Irr(P
∗
4 ) be the Q3-correspondent of some α
∗
4,3 ∈ Irr(P4). In this case,
Lemma 5.142 (for j = 1 and i = 2), describes this Q3-correspondence as one between all characters
α∗4,3 ∈ Irr(P4) and all characters α
∗
4,1 ∈ Irr(P4) lying over some character α
∗
2,1 ∈ Irr
Q3(P2). As
P2 = P
∗
2 , we obviously have that α
∗
4,1 lies above the Q3-invariant character α
∗
2,1 of P
∗
2 . Thus α
∗
4,1
satisfies Property 5.145. This implies the i = 2 case.
Assume that is true for all i = 2, . . . , t − 1, for some t with 2 < t ≤ k. We will prove it also
holds when i = t.
Let α∗2t,1 ∈ Irr(P
∗
2t) be the Q3, . . . , Q2t−1-correspondent of some α
∗
2t,2t−1 ∈ Irr(P2t). Then,
according to Lemma 5.142, the character α∗2t,2t−1 of P2t has as a Q2t−1-correspondent a character
α∗2t,2t−3 of P2t−2 · P2t, that lies above some character α
∗
2t−2,2t−3 ∈ Irr
Q2t−1(P2t−2). Let α
∗
2t−2,1 ∈
Irr(P ∗2t−2) be the Q3, Q5, . . . , Q2t−3-correspondent of α
∗
2t−2,2t−3 ∈ Irr(P2t−2), that we get by multiple
applications of Lemma 5.142. As α∗2t−2,2t−3 lies under α
∗
2t,2t−3, we get that the Q3, . . . , Q2t−3-
correspondent α∗2t−2,1 of α
∗
2t−2,2t−3 lies under the Q3, . . . , Q2t−3-correspondent α
∗
2t,1 of α
∗
2t,2t−3 (see
Theorem 3.13). Furthermore, Q2t−1 fixes α
∗
2t−2,2t−3 and normalizes the groups Q3, . . . , Q2t−3, as
well as the product group P2 · · ·P2t−2. Hence it also fixes the Q3, . . . , Q2t−3-correspondent α
∗
2t−2,1
of α∗2t−2,2t−3. In conclusion, the character α
∗
2t−2,1 is Q2t−1-invariant and lies under α
∗
2t,1. Thus α
∗
2t,1
satisfies Property 5.145 for j = t− 1.
As α∗2t−2,1 is the Q3, . . . , Q2t−3-correspondent of α2t−2,2t−3, the inductive hypothesis applies.
Hence for every j = 1, . . . , t−2, there exists a character α∗2j,1 ∈ Irr(P
∗
2j) that is Q2j+1-invariant and
lies under α∗2j+2,1. The existence of these characters α
∗
2j,1, along with α
∗
2t−2,1, implies that α
∗
2t,1
satisfies Property 5.145. This completes the inductive proof that an α∗2i,1 ∈ Irr(P
∗
2i) which is the
Q3, Q5, . . . , Q2i−1-correspondent of some α
∗
2i,2i−1 ∈ Irr(P2i) must satisfy Property 5.145.
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Now assume that a character α∗2i,1 ∈ Irr(P
∗
2i) satisfying Property 5.145 is fixed, for some i =
2, 3, . . . , k. We want to construct some character α∗2i,2i−1 ∈ Irr(P2i) having α
∗
2i,1 as its Q3, . . . , Q2i−1-
correspondent. To do this, we will find characters α∗2i,2t+1, for every t = 1, . . . , i − 1, to form the
chain (5.144). So it suffices to show that for every t with 1 ≤ t ≤ i − 1 we can apply Lemma
5.142 to get a Q2t+1-correspondent α
∗
2i,2t+1 of α
∗
2i,2t−1. This is done in a recursive way. So, for
t = 1 we observe that Property 5.145 implies that α∗2i,1 lies above the Q3-invariant character
α∗2,1 ∈ Irr(P2) = Irr(P
∗
2 ). Hence, according to Lemma 5.142, the character α
∗
2i,1 ∈ Irr(P2 · · ·P2i)
has a Q3-correspondent character α
∗
2i,3 ∈ Irr(P4 · · ·P2i). Furthermore, as α
∗
2s,1 lies under α
∗
2s+2,1
and above α∗2,1, for every s = 2, . . . , i − 1, (by Property 5.145), the same lemma implies that the
Q3-correspondent α
∗
2s,3 ∈ Irr(P4 · · ·P2s) of α
∗
2s,1 ∈ Irr(P2 · · ·P2s) is defined and lies under α
∗
2s+2,3.
Even more, the character α∗2s,1 is Q2s+1-invariant and Q2s+1 normalizes both Q3 and the product
group P2 · · ·P2s, for all s = 2, . . . , i− 1. Hence the Q3-correspondent character α
∗
2s,3 of α
∗
2s,1 is also
Q2s+1-invariant.
We can now do the case t = 2. Indeed, the previous comment for s = 2 implies that α∗2s,3 ∈
Irr(P4 · · ·P2i) lies above the Q5-invariant character α
∗
4,3 ∈ Irr(P4). Thus we can apply Lemma 5.142
again to get a Q5-correspondent character α
∗
2i,5 ∈ Irr(P6 · · ·P2i). Note that the Q5-correspondent
α∗2s,5 ∈ Irr(P6 · · ·P2s) of α
∗
2s,3 ∈ Irr(P4 · · ·P2s) is defined whenever s = 3, . . . , i− 1. This correspon-
dent lies under α∗2s+2,5, as α
∗
2s,3 lies under α
∗
2s+2,3. Furthermore α
∗
2s,3 is Q2s+1-invariant, while Q2s+1
normalizes both Q5 and the product P4 · · ·P2s. Therefore the Q5-correspondent α
∗
2s,5 of α
∗
2s,3 is also
Q2s+1-invariant. So for s = 3 we have that α2i,5 ∈ Irr(P6 · · ·P2i) lies over the Q7-invariant character
α6,5 ∈ Irr(P6). Hence we can apply Lemma 5.142 again and thus get the desired correspondence
for t = 3. We continue similarly. At the t-step we have the character α∗2i,2t−1 ∈ Irr(P2t · · ·P2i) lying
over the Q2t+1-invariant character α
∗
2t,2t−1 ∈ Irr(P2t), while for all s = t, . . . , i − 1 the character
α∗2s,2t−1 ∈ Irr(P2t · · ·P2s) is Q2s+1-invariant and lies under α
∗
2s+2,2t−1.
At the last step for t = i − 1 we end up with the character α∗2i,2i−3 ∈ Irr(P2i−2 · P2i) lying
over the Q2i−1-invariant character α
∗
2i−2,2i−3 ∈ Irr(P2i−2). So the final application of Lemma
5.142 will provide a Q2i−1-correspondent character α
∗
2i,2i−1 ∈ Irr(P2i) of α
∗
2i,2i−3, that is actually a
Q3, Q5, . . . , Q2i−1-correspondent of α
∗
2i.
This completes the proof of Theorem 5.143.
Remark 5.146. The chain Q3, Q5, . . . , Q2i−1 is empty when i = 1. In that case we define the
Q3, Q5, . . . , Q2i−1-correspondence to be the identity correspondence between Irr(P2i) = Irr(P2) and
the equal set Irr(P ∗2i) = Irr(P
∗
2 ).
Now we can make the
Definition 5.147. For each i = 1, 2, . . . , k we define α∗2i ∈ Irr(P
∗
2i) to be the Q3, Q5, . . . Q2i−1-
correspondent of the character α2i ∈ Irr(P2i).
So
α∗2 = α2 (5.148)
by convention. Furthermore Theorem 5.143 obviously implies
Proposition 5.149. If a subgroup K ≤ G normalizes all the subgroups Q3, Q5, . . . , Q2i−1 and P
∗
2i,
for some i = 1, 2, . . . , k, then α∗2i and α2i have the same stabilizer K(α
∗
2i) = K(α2i), in K.
Corollary 5.150.
Q2j+1(α
∗
2i) = Q2j+1(α2i) = Q2j+1 (5.151a)
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and
P2s(α
∗
2i) = P2s(α2i) = P2s. (5.151b)
whenever 1 ≤ i ≤ j < l and 1 ≤ i ≤ s ≤ k.
Proof. According to (5.10), the groups Q2j+1 and P2s normalize P2, . . . , P2i and Q3, . . . Q2i−1, for
all j, s with 1 ≤ i ≤ j < l and 1 ≤ i ≤ s ≤ k. Thus they also normalize the groups P ∗2 , . . . , P
∗
2i.
Hence Proposition 5.149, along with the fact that Q2j+1 and P2s fix α2i (see (5.17c,e)), implies
Corollary 5.150.
The next proposition shows how the characters α∗2i are related.
Lemma 5.152. If i = 2, 3, . . . , k, then α∗2i−2 is the only character in Irr(P
∗
2i−2) lying under α
∗
2i ∈
Irr(P ∗2i).
Proof. Let i = 2, 3, . . . , k be fixed. We first show that α∗2i−2 lies under α
∗
2i. By (5.17d), the
character α2i ∈ Irr(P2i) lies over the character α2i−2,2i−1 ∈ Irr(P2i−2,2i−1), where P2i−2,2i−1 =
C(Q2i−1 in P2i−2) (by (5.14)) and α2i−2,2i−1 is the Q2i−1-Glauberman correspondent of α2i−2 (see
(5.49)). According to Theorem 3.13, the Q2i−1-correspondent α
∗
2i,2i−3 ∈ Irr(P2i−2 · P2i) of α2i =
α∗2i,2i−1 (see Lemma 5.142 for j = i − 1), lies over the Q2i−1-Glauberman correspondent α2i−2 ∈
Irr(P2i−2) of α2i−2,2i−1. It follows that α
∗
2i, which is the Q3, Q5, . . . , Q2i−3-correspondent of α
∗
2i,2i−3,
lies over the Q3, Q5, . . . , Q2i−3-correspondent α
∗
2i−2 of α2i−2 (see Theorem 3.13).
Since P ∗2i−2 is a normal subgroup of P
∗
2i, Clifford’s Theorem implies that we can prove the lemma
by showing that α∗2i−2 is P
∗
2i-invariant. But P
∗
2i = P
∗
2i−2 · P2i, and P
∗
2i−2 fixes its own character,
while P2i(α
∗
2i−2) = P2i by (5.151b). We conclude that α
∗
2i−2 is P
∗
2i-invariant. Thus the lemma
holds.
By induction the above lemma implies
Proposition 5.153. If 1 ≤ j ≤ i ≤ k, then α∗2j is the only character in Irr(P
∗
2j) lying under
α∗2i ∈ Irr(P
∗
2i).
5.6 The groups Q∗2i−1
We can define groups Q∗2i−1 similar to the P2i. Indeed, in view of (5.10a) the product
Q∗2i−1 = Q1 ·Q3 · · · · ·Q2i−1, (5.154)
is a group whenever 1 ≤ i ≤ l.
The groups Q∗2i−1 are defined symmetrically to the P
∗
2i, and satisfy results similar to those the
P ∗2i satisfy. The following proposition is analogous to Proposition 5.132 for the groups Q
∗
2i−1. Its
proof is similar.
Proposition 5.155. The group Q∗2i−1 is a π
′-Hall subgroup of G∗2i−1 whenever 1 ≤ i ≤ l, while for
i = 1, . . . , k we have, in addition, that Q∗2i−1 ∈ Hallpi′(G
∗
2i). Furthermore, Q
∗
2r−1 = Q
∗
2i−1 ∩G
∗
2r−1,
and thus Q∗2r−1 ✂Q
∗
2i−1, for all r, i with 1 ≤ r ≤ i ≤ l.
Proof. The proof is done by induction, and is totally symmetric to the proof of Proposition 5.132
for the π′-groups in the place of the π-groups. So we omit it.
Of course by π, π′-symmetry, we can define irreducible characters β∗2i−1 of Q
∗
2i−1 as we did for
the characters α∗2i ∈ Irr(P
∗
2i). So
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Definition 5.156. For every i = 1, . . . , l, we define β∗2i−1 ∈ Irr(Q
∗
2i−1) to be the P2, P4, . . . , P2i−2-
correspondent of the character β2i−1 ∈ Irr(Q2i−1). By convention
β∗1 = β1.
Results similar to Theorem 5.143 and Propositions 5.149 and 5.153 hold for the β∗-characters.
According to Propositions 5.132 and 5.155 we get
Corollary 5.157. If i = 1, . . . , k and j = 1, . . . , l then
G∗2i = P
∗
2i ·Q
∗
2i−1 and G
∗
2j−1 = P
∗
2j−2 ·Q
∗
2j−1,
where P ∗0 = 1 by convention. In particular
G∗m = P
∗
2k ·Q
∗
2l−1
Similar to the equations (5.138), (5.140) and (5.141) that the groups P ∗2i satisfy, the following
equations are satisfied by the groups Q∗2i−1:
N(P2i in Q2i−1 ·Q2i+1 · · · · ·Q2t+1) = Q2i+1 · · · · ·Q2t+1, (5.158a)
N(P2, P4, . . . , P2i in Q
∗
2t+1) = Q2i+1 · · · · ·Q2t+1 (5.158b)
and
N(P2, . . . , P2i in Q
∗
2i+1) = Q2i+1, (5.158c)
for all i, t with 1 ≤ i ≤ t < l.
The proof of (5.158a) is similar to that of (5.138), using (5.33) in the place of (5.34).
The equation (5.158b) follows by repeated applications of equation (5.158a) (as (5.140) followed
from (5.138)), while (5.158c) is a special case (when t = i) of (5.158b).
In the proposition that follows we rewrite (5.141) and (5.158c) in a slightly different way.
Proposition 5.159. For all i = 1, . . . , k we have
N(Q∗2i−1 in P
∗
2i) = P2i. (5.160)
If i = 1, 2, . . . , l − 1 then
N(P ∗2i in Q
∗
2i+1) = Q2i+1. (5.161)
Proof. We use induction on i to prove (5.160) and (5.161) simultaneously. As Q∗1 = Q1 is a
normal subgroup of G, it is clear that N(Q∗1 in P
∗
2 ) = P
∗
2 = P2. Hence (5.160) is true for i = 1.
Furthermore, (5.158c) for i = 1 coincides with (5.161) for i = 1. Thus the proposition holds for
i = 1.
Assume the proposition is true for all i with 1 ≤ i < t, for some t = 2, . . . , l−1, (note that either
k = l or k = l−1). We will prove it also holds for i = t, i.e., we will show that N(Q∗2t−1 in P
∗
2t) = P2t
and N(P ∗2t in Q
∗
2t+1) = Q2t+1. According to (5.141) we have that
P2t = N(Q1, Q3, . . . , Q2t−1 in P
∗
2t) ≤ N(Q
∗
2t−1 in P
∗
2t).
Hence the right side of (5.160) for i = t, is contained in the left side. For the other inclusion, we ob-
serve that, by induction, Q3 = N(P
∗
2 in Q
∗
3), Q5 = N(P
∗
4 in Q
∗
5), . . . , Q2t−1 = N(P
∗
2t−2 in Q
∗
2t−1).
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In view of Propositions 5.132 and 5.155, P ∗2r = P
∗
2t ∩ G
∗
2r and Q
∗
2r−1 = Q
∗
2t−1 ∩ G
∗
2r−1. Hence
N(Q∗2t−1 in P
∗
2t) normalizes both P
∗
2r (as it is a subgroup of P
∗
2t) and Q
∗
2r−1 (as it normalizes
the group Q∗2t−1) whenever 1 ≤ r ≤ t. Hence, N(Q
∗
2t−1 in P
∗
2t) also normalizes the groups
Q3 = N(P
∗
2 in Q
∗
3), . . . , Q2t−1 = N(P
∗
2t−2 in Q
∗
2t−1). So the left side in (5.160) for i = t is contained
in the right, and the inductive step for the first equation is complete.
The proof for (5.161) is similar. Indeed, according to (5.158c) we get:
Q2t+1 = N(P2, P4, . . . , P2t in Q
∗
2t+1) ≤ N(P
∗
2t in Q
∗
2t+1).
Thus the right side of (5.161) for i = t, is contained in the left side.
For the other inclusion, we observe that (5.160) holds for all i with 1 ≤ i ≤ t. Hence, P2 =
N(Q∗1 in P
∗
2 ), P4 = N(Q
∗
3 in P
∗
4 ), . . . , P2t = N(Q
∗
2t−1 in P
∗
2t). Furthermore, Propositions 5.132 and
5.155 imply that N(P ∗2t in Q
∗
2t+1) normalizes the groups P
∗
2r and Q
∗
2r−1 whenever 1 ≤ r ≤ t. So it
also normalizes the groups P2, P4, . . . , P2t. Hence N(P
∗
2t in Q
∗
2t+1) ≤ N(P2, . . . , P2t in Q
∗
2t+1). This
completes the proof of Proposition 5.159 for all i with 1 ≤ i ≤ l − 1.
It remains to show that, in the case where k = l, equation (5.160) holds for i = k. But even in
this case the same argument we gave in the inductive proof of (5.160) works, as (5.161) is valid for
all i = 1, 2, . . . , l − 1 = k − 1. Hence Proposition 5.159 holds in all cases.
We close this section noticing that we have some freedom in the choice of P ∗2i and Q
∗
2i−1, i.e.,
Remark 5.162. As we have see in Remark 5.124, conjugation by any g ∈ G∗ leads to a new choice
of the P2i, Q2i−1, α2i and β2i−1 satisfying the same conditions (for the same Gi and χi) as the
original choices. This conjugation replaces each P ∗2i or Q
∗
2i−1 by its g-conjugate. In particular,
we can choose g ∈ G∗ so that (P ∗2k)
g and (Q∗2l−1)
g are any given π-Hall and π′-Hall subgroups,
respectively, of G∗m.
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5.7 When pi-split groups are involved
In this section we are interested in the special case where π-split groups appear in the normal series
(5.2). In particular, we will see that the triangular sets, in this case, have a very simple form. What
we mean for a group to be π-split is given in
Definition 5.163. A finite group H is called π-split if it is the direct product
H = Hpi ×Hpi′
of a π-group Hpi, and a π
′-group Hpi′ .
Obviously, Hpi and Hpi′ are the unique π-and π
′-Hall subgroups of H. Also, if S is any subgroup
of H, then S is also π-split. Furthermore, if χ ∈ Irr(H) is an irreducible character of H, then χ
also π-splits as
χ = χpi × χpi′ ,
where χpi ∈ Irr(Hpi) and χpi′ ∈ Irr(Hpi′) are the π-and π
′-parts to which χ decomposes.
Assume now that the normal series (5.2), in addition to its usual properties described in Hy-
pothesis 5.1, contains some π-split group Gi, for some i = 1, . . . ,m. Clearly, if Gi is π-split then
Gj is also π-split for all j = 1, . . . , i. Let s be the largest integer, with 1 ≤ s ≤ m, such that Gs is
π-split. Note that s is necessarily bigger than 0 as G1 is a π
′-group and thus a π-split group. Let
{χ0, χ1, . . . , χm} (5.164)
be a fixed but arbitrary character tower for (5.2). Then
Gi = Gi,pi ×Gi,pi′ , (5.165a)
χi = χi,pi × χi,pi′ , (5.165b)
whenever 0 ≤ i ≤ s. Furthermore, the groups G∗i and G
∗ defined in Section 5.5 (see (5.129a) and
(5.129b)), and their characters χ∗i (see (5.130a)), satisfy
G∗i = G
∗
i,pi ×G
∗
i,pi′ = Gi,pi(χ1, . . . , χi−1)×Gi,pi′(χ1, . . . , χi−1), (5.166a)
χ∗i = χ
∗
i,pi × χ
∗
i,pi′ , (5.166b)
whenever 0 ≤ i ≤ s.
Let
{P2r, Q2i−1|α2r, β2i−1}
k,l
r=0,i=1, (5.167)
be a representative of the conjugacy class of triangular sets of (5.2) that corresponds to the tower
(5.164), by Theorem 5.6. All the groups, their characters, and their properties, that were introduced
and proved in the previous sections with respect to a given triangular set, (like Q2i−1,2r, P2r,2i−1, P
∗
2r
etc.), are applied to the set (5.167). Furthermore, we write
ls := [(s+ 1)/2] and ks := [s/2], (5.168)
for the greatest integers less than (s+ 1)/2 and s/2, respectively. (This agrees with the definition
that was given in (5.7).
In the situations where (5.165) occurs, the first n groups in the triangular set (5.167) are unique
and satisfy
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Theorem 5.169. Assume that (5.165) holds. Then
P2r = P
∗
2r = G
∗
2r,pi = G2r,pi(χ1, . . . , χ2r−1), (5.170a)
Q2i−1 = Q
∗
2i−1 = G
∗
2i−1,pi′ = G2i−1,pi(χ1, . . . , χ2i−2), (5.170b)
G∗2r = P2r ×Q2r−1 = G2r,2r−1 = G2r,2r, (5.170c)
G∗2i−1 = P2i−2 ×Q2i−1 = G2i−1,2i−2 = G2i−1,2i−1, (5.170d)
α2r = α
∗
2r = χ
∗
2r,pi, (5.170e)
β2i−1 = χ
∗
2i−1,pi′ , (5.170f)
χ∗2r = χ2r,2r = α2r × β2r−1, (5.170g)
χ∗2i−1 = χ2i−1,2i−1 = α2i−2 × β2i−1. (5.170h)
whenever 1 ≤ r ≤ ks and 1 ≤ i ≤ ls.
Furthermore, the groups P2 ✂P4 ✂ · · ·✂P2ks and Q1✂Q3✂ · · ·✂Q2ls−1, form a normal series
for P2ks and Q2ls−1, respectively. In addition, P2ks centralizes Q2ls−1. Thus
P2r,2t+1 = P2r and Q2i−1,2j = Q2i−1, (5.171)
α2r,2t+1 = α2r and β2i−1,2j = β2i−1, (5.172)
whenever 1 ≤ r ≤ t ≤ ls − 1 and 1 ≤ i ≤ j ≤ ks.
Proof. Corollary 5.157, along with (5.166a), implies that G∗2r = G
∗
2r,pi × G
∗
2r,pi′ = P
∗
2r · Q
∗
2r−1 and
G∗2i−1 = G
∗
2i−1,pi ×G
∗
2i−1,pi′ = P
∗
2i−2 ·Q
∗
2i−1, whenever 1 ≤ r ≤ ks and 1 ≤ i ≤ ls. Note that the last
such group is G∗s, wich satisfies
G∗s = G
∗
s,pi ×G
∗
s,pi′ = P
∗
2ks ·Q
∗
2ls−1. (5.173)
Hence
P ∗2r = G2r,pi(χ1, . . . , χ2r−1) = G
∗
2r,pi = G
∗
2r+1,pi, (5.174)
Q∗2i−1 = G2i−1,pi′(χ1, . . . , χ2i−2) = G
∗
2i−1,pi′ = G
∗
2i,pi′ ,while (5.175)
P ∗2kn = G
∗
2ks,pi and Q
∗
2ls−1 = G
∗
2ls−1,pi′ , (5.176)
for all r, i with 1 ≤ r < ls and 1 ≤ i ≤ ks. This, along with Proposition 5.159, implies
P2r = N(Q
∗
2r−1 in P
∗
2r) = N(G
∗
2r,pi′ in G
∗
2r,pi) = G
∗
2r,pi′ = P
∗
2r,
Q2i−1 = N(P
∗
2i−2 in Q
∗
2i−1) = N(G
∗
2i−1,pi in G
∗
2i−1,pi′) = G
∗
2i−1,pi′ = Q
∗
2i−1,
whenever 1 ≤ r ≤ ks and 1 ≤ i ≤ ls. Hence (5.170a,b) holds.
Furthermore, the fact that the groups P ∗2 , P
∗
4 , . . . , P
∗
2ks
form a normal series for P ∗2ks (see Propo-
sition 5.132), implies that P2 ✂ P4 ✂ · · · ✂ P2ks is a normal series for P2ks . Similarly, the π
′-
groups Q2i−1 form a normal series Q1 ✂ Q3 ✂ · · · ✂ Q2ls−1 for Q2ls−1. According to (5.173) the
π-Hall subgroup P2ks of G
∗
s centralizes the π
′-Hall subgroup Q2ls−1 of that same group. Hence
P2r centralizes Q2i−1, for all r = 1, . . . , ks and i = 1, . . . , ls. Thus (see (5.33) and (5.34)),
Q2i−1,2j = C(P2i, . . . , P2j in Q2i−1) = Q2i−1 and P2r,2t+1 = C(Q2r+1, . . . , Q2t+1 in P2r) = P2r,
for all 1 ≤ i ≤ j ≤ ks and 1 ≤ r ≤ t ≤ ls − 1. Furthermore, the P2i, . . . , P2j -Clifford correspondent
β2i−1,2j of β2i−1 coincides with β2i−1. Similarly we get that α2r,2t+1 = α2r. Hence the last part of
the theorem holds.
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To prove (5.170c,d) it suffices to notice that, according to (5.92) and (5.93),
G2r,2r−1 = P2r ⋉Q2r−1,
G2r,2r = P2r ×Q2r−1,2r,
G2i−1,2i−2 = P2i−2 ⋊Q2i−1,
G2i−1,2i−1 = P2i−2,2i−1 ×Q2i−1,
for all r = 1, . . . , ks and i = 1, . . . , ls. But Q2r−1,2r = Q2r−1 and P2i−2,2i−1 = P2i−2, by (5.171).
Thus all the above products are direct, and we get
G2r,2r−1 = G2r,2r = P2r ×Q2r−1 = P
∗
2r ×Q
∗
2r−1 = G
∗
2r.
So (5.170c) holds. The proof for (5.170d) is analogous.
Notice that (5.170c,d) clearly imply that the groups P2r and Q2i−1, as characteristic sub-
groups of G∗2r and G
∗
2i−1, respectively, are normal subgroups of G
∗ = G(χ1, . . . , χm), for all
r = 1, . . . , ks and i = 1, . . . , ls. This is actually the reason that the group G2r,2r, defined as G2r,2r =
N(P0, . . . , P2r, Q1, . . . , Q2r−1 in G2r(χ1, . . . , χ2r)) in (5.91), coincides with G2r(χ1, . . . , χ2r) = G
∗
2r,
for all r = 1, . . . , ks. (Similarly we work for the group G2i−1,2i−1). In addition, this implies that
the cP2, . . . , cP2r , cQ1, . . . , cQ2r−1-correspondent χ2r,2r of χ2r is nothing else but a multiple Clifford
correspondent, and thus coincides with χ∗2r, i.e., χ2r,2r = χ
∗
2r. Similarly, χ2i−1,2i−1 = χ
∗
2i−1. But, ac-
cording to (5.92) and (5.93), we have that χ2r,2r = α2r×β2r−1,2r and χ2i−1,2i−1 = α2i−2,2i−1×β2i−1.
Hence
χ∗2r = χ2r,2r = α2r × β2r−1,2r = α2r × β2r−1,
χ∗2i−1 = χ2i−1,2i−1 = α2i−2,2i−1 × β2i−1 = α2i−2 × β2i−1,
whenever 1 ≤ r ≤ ks and 1 ≤ i ≤ ls. This, along with (5.166b), implies (5.170f,g,h) and one
equality in (5.170e), namely α2r = χ
∗
2r,pi.
It remains to show that α∗2r = α2r. But α
∗
2r ∈ Irr(P
∗
2r) is the Q3, . . . , Q2r−1-correspondent
of α2r ∈ Irr(P2r), while P
∗
2r = P2r centralizes the π
′-groups Q3, . . . , Q2r−1, for all r = 1, . . . , ks.
Thus this correspondence is trivial, i.e., α∗2r = α2r, for all such r. This completes the proof of the
theorem.
The following is a straight forward application of Theorem 5.169.
Corollary 5.177. Assume that Gi and χi satisfy (5.165), for all i = 1, . . . , s. In addition, assume
that G fixes χi for all i = 1, . . . , s− 1. Then the triangular set (5.167) satisfies
P2r = P
∗
2r = G2r,pi, (5.178)
Q2i−1 = Q
∗
2i−1 = G2i,pi′ , (5.179)
α2r = χ2r,pi, (5.180)
β2i−1 = χ2i−1,pi′ , (5.181)
χ2r = α2r × β2r−1, (5.182)
χ2i−1 = α2i−2 × β2i−1 (5.183)
whenever 1 ≤ r ≤ ks and 1 ≤ i ≤ ls.
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Chapter 6
The Group G′ = G(α∗2k)
Assume that a finite odd group G is given, along with a normal series (5.2) and a fixed triangular
set for this series. We have already seen in Section 5.5 how to define the characters α∗2i of the
product groups P ∗2i whenever 1 ≤ i ≤ k. In this chapter we analyze the group G
′ := G(α∗2k) with
ultimate purpose to reach triangular sets for this group.
6.1 pi′-Hall subgroups of G′: the group Q̂
The following remark is an easy consequence of Proposition 5.153 and the fact that G′ normalizes
P ∗2i = P
∗
2k ∩G2i.
Remark 6.1. G′ = G(α∗2k) = G(α
∗
2, α
∗
4, . . . , α
∗
2k)
Proposition 6.2. For every i = 1, . . . , k we have
G′(β1, . . . , β2i−1) ≤ G
′(β2i−1,2k) and (6.3a)
G′(β1, . . . , β2i−1) ≤ G
′(χ1, . . . , χ2i) ≤ G
′(χ1, . . . , χ2i−1). (6.3b)
In addition
G′(β1, . . . , β2l−1) ≤ G
′(χ1, . . . , χ2l−1). (6.3c)
Proof. Let Ti = G
′(β1, . . . , β2i−1) for some fixed i ∈ {1, . . . , k}. In view of Remark 6.1 we
have that Ti fixes α
∗
2, . . . , α
∗
2k, and thus normalizes the groups P
∗
2 , P
∗
4 , . . . , P
∗
2k. Furthermore,
it normalizes the π′-groups Q1, Q3, . . . , Q2i−1 and therefore also normalizes the product group
P2i · · ·P2k = N(Q1, Q3, . . . Q2i−1 in P
∗
2k) (see (5.140)). As Ti fixes β2i−1 ∈ Irr(Q2i−1) and normal-
izes P2i · · ·P2k, it also fixes the P2i · · ·P2k-Glauberman correspondent β2i−1,2k ∈ Irr(Q2i−1,2k) of
β2i−1 (see Definition 5.49). This implies (6.3a).
We will use induction on i to prove (6.3b). If i = 1, then obviously T1 = G
′(β1) = G
′(χ1),
as β1 = χ1. Also, T1 normalizes P2 = P
∗
2 and fixes α2 = α
∗
2. Hence it also normalizes P2 · Q1 =
G2(β1) (see (5.70)), and thus fixes the canonical extension β
e
1 of β1 to P2Q1. Therefore it fixes
the character χ2,1 = α2 · β
e
1 (see (5.71a)). According to (5.68) we have T1(χ1, χ2) = T1(χ1,1, χ2,1).
But T1(χ1) = T1 = T1(χ2,1), while χ1,1 = χ1. Hence T1(χ2) = T1(χ1, χ2) = T1(χ1,1, χ2,1) = T1.
Therefore, T1 fixes χ2 and (6.3b) is proved for i = 1.
Assume (6.3b) is true for i = t−1 and some t = 2, 3, . . . , k. We will prove it also holds for i = t.
The inductive hypothesis implies that
Tt = G
′(β1, β3, . . . , β2t−1) ≤ G
′(β1, β3, . . . , β2t−3) ≤ G
′(χ1, χ3, . . . , χ2t−2).
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Thus it suffices to show that Tt fixes χ2t−1 and χ2t. By (5.92) and (5.93) we have
χ2t−1,2t−1 = α2t−2,2t−1 × β2t−1
χ2t,2t−1 = α2t · β
e
2t−1.
We have already seen that Tt normalizes P
∗
2t−2 and P
∗
2t, and fixes their characters α
∗
2t−2 and α
∗
2t.
Also it normalizes Q1, . . . , Q2t−3, Q2t−1, and thus normalizes P2t−2 = N(Q1, . . . , Q2t−3 in P
∗
2t−2)
and P2t = N(Q1, . . . , Q2t−1 in P
∗
2t), (see (5.141)). Hence Tt also fixes the Q1, Q3, . . . , Q2t−3-
correspondent α2t−2 ∈ Irr(P2t−2) of α
∗
2t−2, as well as the Q1, . . . , Q2t−1-correspondent α2t ∈ Irr(P2t)
of α∗2t (see Proposition 5.149). As Tt also normalizes Q2t−1, it fixes the Q2t−1-Glauberman corre-
spondent α2t−2,2t−1 ∈ Irr(P2t−2,2t−1) of α2t−2 ∈ Irr(P2t−2). So Tt fixes the characters α2t, α2t−2 and
α2t−2,2t−1.
Also Tt fixes β2t−1 and normalizes P2t ·Q2t−1 = G2t,2t−1 (see (5.92)). Hence it fixes the canonical
extension βe2t−1 ∈ Irr(G2t,2t−1) of β2t−1 to G2t,2t−1. Therefore, Tt fixes α2t−2,2t−1, β2t−1, α2t and
βe2t−1, and thus fixes χ2t−1,2t−1 and χ2t,2t−1. This, along with the inductive hypothesis on Tt,
implies that
Tt(χ1, χ3, . . . , χ2t−2, χ2t−1,2t−1, χ2t,2t−1) = Tt. (6.4)
We note that Tt normalizes all the π-groups P2, P4, . . . , P2t−4, P2t−2. This is clear, as for every
j = 1, . . . , t− 1 we have P2j = N(Q1, . . . , Q2j−1 in P
∗
2j) (by (5.141)). Hence we conclude that Tt ≤
N(Q1, Q3, . . . , Q2t−1, P2, P4, . . . , P2t−2 in G). Therefore Theorem 5.88 (part 3 for n = 2t and n =
2t − 2 respectively) implies that Tt(χ1, . . . , χ2t) = Tt(χ1,2t−1, . . . , χ2t,2t−1) and Tt(χ1, . . . , χ2t−2) =
Tt(χ1,2t−1, . . . , χ2t−2,2t−1). Hence
Tt(χ1, . . . , χ2t) = Tt(χ1,2t−1, . . . , χ2t,2t−1)
= Tt(χ1,2t−1, . . . , χ2t−2,2t−1)(χ2t−1,2t−1, χ2t,2t−1)
= Tt(χ1, . . . , χ2t−2)(χ2t−1,2t−1, χ2t,2t−1)
= Tt. by (6.4)
So Tt ≤ G
′(χ1, . . . , χ2t). This proves the inductive step for i = t, and thus (6.3b) for every
i = 1, . . . , k.
It remains to show (6.3c). Observe that this additional case is not covered by (6.3b) only when
m is odd, since for m even we have k = l. The arguments for this last step are similar to those
we used at the inductive step. Indeed, Tl fixes α
∗
2l−2 and thus fixes its Q1, . . . , Q2l−3-correspondent
α2l−2 ∈ Irr(P2l−2). It also fixes the Q2l−1-Glauberman correspondent α2l−2,2l−1 of α2l−2. Hence
Tl fixes α2l−2,2l−1 × β2l−1 = χ2l−1,2l−1 (see (5.93)). Therefore, Tl = Tl(χ1, . . . , χ2k, χ2l−1,2l−1).
Furthermore, Tl ≤ N(Q1, . . . , Q2l−1, P2, . . . , P2l−2 in G). Therefore, Part 3 of Theorem 5.88 implies
that
Tl(χ1, . . . , χ2l−1) = Tl(χ1,2l−1, . . . , χ2l−1,2l−1)
= Tl(χ1,2l−1, . . . , χ2l−2,2l−1)(χ2l−1,2l−1)
= Tl(χ1, . . . , χ2l−2)(χ2l−1,2l−1)
= Tl.
So Tl ≤ G
′(χ1, . . . , χ2l−1). This proves (6.3c) and completes the proof of the proposition.
Our next goal is to show that the smallest group in (6.3b) has π-index in the largest one. The
following lemma helps in this direction.
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Lemma 6.5. If T ≤ N(Q1, . . . , Q2i−1 in G
′), for some i with 1 ≤ i ≤ l, then
T (χ1, . . . , χ2i−1) ≤ T (β1, . . . , β2i−1).
Proof. We will use induction on i. If i = 1, then the lemma is obviously true, as χ1 = β1, so that
T (χ1) = T (β1) for any T ≤ G. Assume that the lemma holds for all i = 1, . . . , t − 1, and some
t = 2, 3, . . . , l. We will prove it also holds for i = t.
Let T be a subgroup of N(Q1, . . . , Q2t−1 in G
′). Then, according to the inductive hypothesis,
T (χ1, . . . , χ2t−1) ≤ T (χ1, . . . , χ2t−3) ≤ T (β1, . . . , β2t−3). Furthermore, in view of Remark 6.1, the
group T fixes the characters α∗2, α
∗
4, . . . , α
∗
2k and normalizes the groups P
∗
2 , P
∗
4 , . . . , P
∗
2k. Hence T
normalizes the groups P2i = N(Q1, . . . , Q2i−1 in P
∗
2i) (see (5.141)), as well as the product groups
P2i · · ·P2k = N(Q1, . . . , Q2i−1 in P
∗
2k) (see (5.140)), whenever 1 ≤ i ≤ t. So we get that T ≤
N(Q1, . . . , Q2t−1, P2, . . . , P2t−2 in G), which, in view of Theorem 5.88 (Part 3), implies that
T (χ1, . . . , χ2t−1) = T (χ1,2t−1, . . . , χ2t−1,2t−1).
Hence T (χ1, . . . , χ2t−1) fixes χ2t−1,2t−1. But the last character equals α2t−2,2t−1×β2t−1, (see (5.93)).
Hence T (χ1, . . . , χ2t−1) fixes β2t−1. Therefore T (χ1, . . . , χ2t−1) ≤ T (β1, . . . , β2t−3, β2t−1).
This completes the proof of the inductive argument, and thus that of Lemma 6.5.
Theorem 6.6. There exists a π′-Hall subgroup Q of G′ such that, for every i = 1, . . . , l, we have
Q(χ1, . . . , χ2i−1) ∈ Hallpi′(G
′(χ1, . . . , χ2i−1)) and (6.7a)
Q(χ1, . . . , χ2i−1) ≤ Q(β1, . . . , β2i−1). (6.7b)
Furthermore, whenever 1 ≤ i ≤ l − 1 we have
Q(χ1, . . . , χ2i−1) normalizes Q2i+1. (6.7c)
Proof. As
G′(χ1, . . . , χ2l−1) ≤ G
′(χ1, . . . , χ2l−3) ≤ · · · ≤ G
′(χ1) ≤ G
′,
it is obvious that we can pick a π′-Hall subgroup Q of G′ that satisfies (6.7a) for all i = 1, . . . , l.
We will modify Q, using induction on i, so that the rest of the theorem also holds.
If i = 1, then we obviously have that (6.7b) holds, as χ1 = β1. Thus it suffices to show that
we can modify Q so that (6.7a) holds for all i = 1, . . . , l while (6.7c) holds for i = 1. According to
Remark 6.1 and (5.148), the group G′ fixes α∗2 = α2. Hence G
′(β1) ≤ G(α2, β1). Therefore, G
′(β1)
normalizes G3(α2, β1), and thus Q(β1) normalizes G3(α2, β1). According to (5.93), the semidirect
product Q3⋉P2 equals G3(α2, β1). As the π
′-group Q(β1) normalizes Q3⋉P2, it has to normalize a
P2-conjugate of Q3. Hence Q(β1)
σ2 normalizes Q3, for some σ2 ∈ P2. But P2 fixes α
∗
2k (as P2 ≤ P
∗
2k)
as well as β1 = χ1. It also fixes the characters χ2, . . . , χ2l−1 as P2 ≤ G2 ≤ · · · ≤ G2l−1. Therefore,
P2 ≤ G
′(χ1, . . . , χ2i−1) whenever 1 ≤ i ≤ l. Hence Q(χ1, . . . , χ2i−1)
σ2 = Qσ2(χ1, . . . , χ2i−1) and, in
addition, Qσ2 and Qσ2(χ1, . . . , χ2i−1) are π
′-Hall subgroups of G′ and G′(χ1, . . . , χ2i−1) respectively
(as Q and Q(χ1, . . . , χ2i−1) are, and P2 ≤ G
′(χ1, . . . , χ2i−1)). Furthermore Q
σ2(χ1) normalizes Q3.
Hence the group Qσ2 satisfies (6.7a) for every i = 1, . . . , l as well as (6.7b) and (6.7c) for i = 1. So
we can replace Q by Qσ2 and assume that (6.7a) holds for every i = 1, . . . , l while (6.7b) and (6.7c)
hold for i = 1
The same type of argument as the one we gave for i = 1 will make the inductive step work.
So, assume that Q has been modified so that it satisfies (6.7a) for all i = 1, . . . , l, and in addition,
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satisfies the rest of the theorem for all i ≤ t− 1, for some t = 2, . . . , l− 1. We will show that there
is a G′-conjugate of Q that satisfies (6.7a) for all i = 1, . . . , l and the rest of Theorem 6.6 whenever
1 ≤ i ≤ t.
According to the inductive hypothesis Q(χ1, . . . , χ2t−1) ≤ Q(χ1, . . . , χ2t−3) ≤ · · · ≤ Q(χ1)
while, Q(χ1, . . . , χ2i−1) normalizes the group Q2i+1 for all i = 1, . . . , t − 1. So Q(χ1, . . . , χ2t−1)
normalizes the groups Q1, . . . , Q2t−3, Q2t−1. Hence Lemma 6.5 implies that Q(χ1, . . . , χ2t−1) ≤
Q(β1, . . . , β2t−3, β2t−1). This, along with the inductive hypothesis, implies that
Q(χ1, . . . , χ2i−1) ≤ Q(β1, . . . , β2i−1), (6.8)
whenever 1 ≤ i ≤ t.
The group Q(χ1, . . . , χ2t−1) fixes the characters α
∗
2i and normalizes the groups Q2i−1 and P2i for
all i = 1, . . . , t. Hence Proposition 5.149 implies that Q(χ1, . . . , χ2t−1) also fixes the Q3, . . . , Q2i−1-
correspondent α2i ∈ Irr(P2i) of α
∗
2i ∈ Irr(P
∗
2i) for all such i. This, along with (6.8), implies
that Q(χ1, . . . , χ2t−1) ≤ Q(β1, . . . , β2t−1, α2, . . . , α2t). Hence Q(χ1, . . . , χ2t−1) normalizes the group
G2t+1(β1, . . . , β2t−1, α2, . . . , α2t), (as G2t+1 ✂ G). According to (5.93) and (5.91) the latter group
equals G2t+1,2t = P2t ⋊ Q2t+1. Hence the π
′-group Q(χ1, . . . , χ2t−1) normalizes P2t ⋊ Q2t+1,
and thus normalizes a P2t-conjugate of Q2t+1. Thus there exists an element σ ∈ P2t such that
Q(χ1, . . . , χ2t−1)
σ normalizes Q2t+1. But P2t is a subgroup of G2t+1,2t, where the latter group equals
N(Q1, . . . , Q2t−1, P2, . . . , P2t in G2t+1(χ1, . . . , χ2t)) (see (5.91)). Therefore, P2t fixes the characters
χ1, . . . , χ2t. Furthermore, P2t ≤ G2t+1 ≤ G2t+2 ≤ · · · ≤ G2l−1 which implies that P2t also fixes
the characters χ2t+1, χ2t+2, . . . , χ2l−1. Hence Q
σ(χ1, . . . , χ2i−1) = Q(χ1, . . . , χ2i−1)
σ, whenever
1 ≤ i ≤ l. As P2t also fixes α
∗
2k, we get that P2t ≤ G
′(χ1, . . . , χ2i−1). So, Q
σ and Qσ(χ1, . . . , χ2i−1)
are π′-Hall subgroups of G′ and G′(χ1, . . . , χ2i−1) respectively, (as Q and Q(χ1, . . . , χ2i−1) are) for
all i = 1, . . . , l. Hence (6.7a) holds for the group Qσ and all i = 1, . . . , l.
Furthermore, P2t fixes the characters β1, . . . , β2t−1, by (5.17c). So for the σ-conjugate Q
σ of Q
we get that Qσ(β1, . . . , β2i−1) = Q(β1, . . . , β2i−1)
σ whenever i = 1, . . . , t. Hence in view of (6.8) we
get
Qσ(χ1, . . . , χ2i−1) = Q(χ1, . . . , χ2i−1)
σ ≤ Q(β1, . . . , β2i−1)
σ = Qσ(β1, . . . , β2i−1),
whenever 1 ≤ i ≤ t. Thus (6.7b) holds for Qσ and all i = 1, . . . , t. As far as (6.7c) is concerned,
we note that σ was picked so that Qσ(χ1, . . . , χ2t−1) normalizes Q2t+1. Also for every i with
1 ≤ i < t, the inductive hypothesis, along with the fact that P2t normalizes Q2i+1, implies that
Qσ(χ1, . . . , χ2i−1) = Q(χ1, . . . , χ2i−1)
σ normalizes Q2i+1. Hence Q
σ also satisfies (6.7c) for all
i = 1, . . . , t. This completes the inductive proof. So there exists a π′-Hall subgroup Q of G′ that
satisfies (6.7a) for i = 1, . . . , l, as well as (6.7b) and (6.7c) for i = 1, . . . , l − 1.
To complete the proof of the theorem it suffices to show that Q satisfies (6.7b) for i = l.
The group Q we have picked so far satisfies that extra condition. Indeed, Q(χ1, . . . , χ2l−3) ≤
Q(β1, . . . , β2l−3), by (6.7b) for i = l− 1. So Q(χ1, . . . , χ2l−3) normalizes the groups Q1, . . . , Q2l−3.
It also normalizes Q2l−1 by (6.7c) for i = l − 1. Hence Lemma 6.5 with T = Q(χ1, . . . , χ2l−3),
implies that Q(χ1, . . . , χ2l−1) ≤ Q(β1, . . . , β2l−1). This completes the proof of the theorem.
The following fact was proved in the i = 1 case of Theorem 6.6. We state it here separately as
we will use it again later.
Remark 6.9. The group G′(β1) normalizes G3(α2, β1).
As an easy consequence of Proposition 6.2 and Theorem 6.6 we get
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Corollary 6.10. For every i = 1, . . . , k we have
Hallpi′(G
′(β1, . . . , β2i−1)) ⊆ Hallpi′(G
′(χ1, . . . , χ2i)) ⊆ Hallpi′(G
′(χ1, . . . , χ2i−1)),
while
Hallpi′(G
′(β1, . . . , β2l−1)) ⊆ Hallpi′(G
′(χ1, . . . , χ2l−1)).
Proof. We only need to note that in view of (6.3b) we have
G′(χ1, . . . , χ2i−1) ≥ G
′(χ1, . . . , χ2i) ≥ G
′(β1, . . . , β2i−1).
The rest follows from (6.7a), (6.7b) and (6.3c).
A similar statement to that of Corollary 6.10 holds for G′(β2i−1,2k) and G
′(β1, . . . , β2i−1). To
prove it we start with the following general lemma.
Lemma 6.11. Assume that P is a π-subgroup of a finite group G, and that S1,S and T are π
′-
subgroups of G such that T normalizes P, that S normalizes the semidirect product T ⋉P, and that
S1 is a subgroup of S normalizing T . Then there exists t ∈ P so that the following three conditions
are satisfied:
(i) St normalizes T ,
(ii) S1 ≤ S
t and
(iii) t centralizes S1.
Proof. As the π′-group S normalizes the product T ⋉ P, it will normalize one of the π′-Hall
subgroups of that product. Therefore there exists s ∈ P such that Ss normalizes T . Thus SsT
forms a π′-Hall subgroup of SsT ⋉ P. As S1 normalizes T , the product S1T is a π
′-subgroup of
SsT ⋉P =< S,T ,P >. So there is some x ∈ P such that the π′-Hall subgroup (SsT )x of SsT ⋉P,
contains S1T . Hence T ≤ S1T ≤ S
sxT x. As T is a π′-Hall subgroup of T ⋉ P, it follows that
T = SsxT x ∩ (T ⋉ P).
Now, the group T x clearly normalizes the intersection SsxT x ∩ (T ⋉ P) = T . Hence
T x = T .
Even more, S1 ≤ S1T ≤ S
sxT x. So
S1 ≤ S
sxT ∩ (S ⋉ P) = Ssx.
Hence if we take t = sx, then (i) and (ii) are both satisfied. To see that t also centralizes S1
we observe that S and its subgroup S1 normalize the unique π-Hall subgroup P of T ⋉ P. So
the commutator [t,S1] is contained in P. Furthermore, if a ∈ S1 then a
t ∈ St, as S1 ≤ S. So
a−1at ∈ S1S
t = St. But a−1at = [a, t] ∈ P. Hence [a, t] ∈ St ∩ P = 1, and the lemma follows.
We can now prove
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Theorem 6.12. There exists a π′-Hall subgroup Q of G′ such that for every i = 1, . . . , k we have
T ≤ Q(β2i−1,2k) ∈ Hallpi′(G
′(β2i−1,2k)) (6.13a)
Q(β2i−1,2k) ≤ G
′(β1, . . . , β2i−1), (6.13b)
where T := Q2l−1,2k = Q2k−1,2k in case of an even m, or T := Q2l−1 in case of an odd m.
Furthermore, for every i = 1, . . . , l − 1 we have
Q(β2i−1,2k) normalizes Q2i+1. (6.13c)
Proof. Note that the group Q in this theorem need not be the same as the group Q in Theorem
6.6.
Assume that m is even. Then the group Q2k−1,2k fixes α2k as Q2k−1,2k = C(P2k in Q2k−1).
Thus Proposition 5.149 implies that Q2k−1,2k fixes α
∗
2k. Hence in the case of an even m we have
T = Q2k−1,2k ≤ G
′. As we clearly have that Q2k−1,2k fixes β2k−1,2k, we conclude that T =
Q2k−1,2k ≤ G
′(β2k−1,2k). If m is odd, then Corollary 5.150 implies that Q2l−1 fixes α
∗
2k as it fixes
α2k (see (5.17e)). Hence, in the case of an odd m, we have that T = Q2l−1 ≤ G
′. Furthermore,
Proposition 5.55 implies that T = Q2l−1 fixes β2k−1,2k. Therefore, in the case of an oddm, and thus
in every case, we get that T ≤ G′(β2k−1,2k). In view of Table 5.20a we also get that, independent
of the type of T , we have
Q1,2k ≤ Q3,2k ≤ · · · ≤ Q2k−1,2k ≤ T. (6.14)
Furthermore, G′(β2i−1,2k) normalizes Q2i−1,2k, and thus normalizes Q2r−1,2k = Q2i−1,2k ∩G2r−1
for all r = 1, . . . , i and all i = 1, . . . , k (see Remark 5.40). Hence G′(β2i−1,2k) fixes the unique
character β2r−1,k of Q2r−1,2k that lies under β2i−1,2k (see Proposition 5.55). Hence G
′(β2i−1,2k) ≤
G′(β2r−1,2k) whenever 1 ≤ r ≤ i ≤ k. This implies that we have the following series of subgroups
T ≤ G′(β2k−1,2k) ≤ G
′(β2k−3,2k) ≤ · · · ≤ G
′(β1,2k) ≤ G
′, (6.15)
that is independent of the type of T . So it is clear that there exists a π′-Hall subgroup Q of G′
that satisfies (6.13a) for all i = 1, . . . , k. As in the proof of Theorem 6.6, we will use induction on
i to modify Q so that the rest of the theorem also holds.
For i = 1 we note that G′(β1,2k) normalizes the groups P
∗
2k and Q1. Hence it fixes the P
∗
2k-
Glauberman correspondent β1 of β1,2k. Thus G
′(β1,2k) ≤ G
′(β1). In addition, we have seen (see
Remark 6.9), that G′(β1) normalizes G3(α2, β1). SoQ(β1,2k) normalizes G3(α2, β1) = Q3⋉P2. Even
more, T is a subgroup of Q(β1,2k) and normalizes Q3, as Q2k−1 and Q2l−1 do. Hence Lemma 6.11,
with S = Q(β1,2k), S1 = T , T = Q3 and P = P2, implies that there exists some σ ∈ C(T in P2)
such that Q(β1,2k)
σ normalizes Q3. As σ ∈ C(T in P2), we get that σ also centralizes Q2i−1,2k for
all i = 1, . . . , k (see (6.14)). Hence σ fixes the characters β2i−1,2k ∈ Irr(Q2i−1,2k) for all such i.. As
σ ∈ P2 ≤ G
′ = G(α∗2k), we get that σ ∈ G
′(β2i−1,2k). This implies that Q(β2i−1,2k)
σ = Qσ(β2i−1,2k),
and that Q(β2i−1,2k)
σ ∈ Hallpi′(G
′(β2i−1,2k)) for all i = 1, . . . , k. Thus we can now work with Q
σ
in the place of Q and conclude that this π′-Hall subgroup of G′ not only satisfies (6.13a) for every
i = 1, . . . , k, but also the rest of the theorem for i = 1.
We will work similarly for the inductive step. So assume that Q has been modified so that it
satisfies (6.13a) for all i = 1, . . . , k and, in addition, satisfies the rest of the theorem for all i ≤ t−1
and some t = 1, . . . , l − 1. We will show that there is a G′(β2k−1,2k)-conjugate of Q that satisfies
(6.13a) for i = 1, . . . , k and the rest of Theorem 6.12 whenever 1 ≤ i ≤ t. The argument here is
very similar to the one we gave for the proof of Theorem 6.6. The only important difference is
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that P2t is not in general a subgroup of G
′(β2i−1,2k). So we can’t just conjugate Q by an arbitary
element of P2t, or else (6.13a) need not hold for that conjugate. But Lemma 6.11 will solve this
difficulty as σ can be picked from C(T in P2t).
In view of (6.15) and the inductive hypothesis (as Q satisfies (6.13a) for all i = 1, . . . , k) we
have that
T ≤ Q(β2t−1,2k) ≤ Q(β2t−3,2k) ≤ · · · ≤ Q(β1,2k).
Therefore, Q(β2t−1,2k) normalizes Q2i+1 for all i = 1, . . . , t− 1, as Q(β2i−1,2k) does. In view of Re-
mark 6.1, the groupQ fixes the characters α∗2, α
∗
4, . . . , α
∗
2k and normalizes the groups P
∗
2 , P
∗
4 , . . . , P
∗
2k.
Hence Q(β2t−1,2k) normalizes the groups P2i (see (5.141)) as well as the product groups P2i · · ·P2k
(see (5.140)) whenever 1 ≤ i ≤ t.
Since Q(β2t−1,2k) fixes the characters β2i−1,2k and normalizes the groups Q2i−1 and P2i · · ·P2k,
we conclude that it also fixes the P2i · · ·P2k-Glauberman correspondent β2i−1 ∈ Irr(Q2i−1) of
β2i−1,2k ∈ Irr(Q2i−1,2k), whenever 1 ≤ i ≤ t. Hence Q(β2t−1,2k) ≤ G
′(β1, . . . , β2t−1). Therefore, in
view of (6.3b), we get that
Q(β2t−1,2k) ≤ G
′(β1, . . . , β2t−1) ≤ G
′(χ1, . . . , χ2t). (6.16)
This, along with the inductive hypothesis and (6.3b), implies that
Q(β2i−1,2k) ≤ G
′(β1, . . . , β2i−1) ≤ G
′(χ1, . . . , χ2i), (6.17)
for all i = 1, . . . , t.
If we collect all the groups that Q(β2t−1,2k) normalizes, and the characters it fixes, we have
Q(β2t−1,2k) ≤ N(P2, . . . , P2t, Q1, . . . , Q2t−1 in G(χ1, . . . , χ2t)).
Hence Q(β2t−1,2k) normalizes the group N(P2, . . . , P2t, Q1, . . . , Q2t−1 in G2t+1(χ1, . . . , χ2t)). In
view of (5.91) and (5.93), the latter group is G2t+1,2t = P2t ⋊ Q2t+1. Furthermore, T normal-
izes Q2t+1. (Note here that, at the last case where t = l−1, the last π
′-group is Q2t+1 = Q2l−1. We
still have that T normalizes Q2t+1 as, if m is even, then Q2t+1 = Q2l−1 = Q2k−1 is normalized by
Q2k−1,2k = T , while if m is odd, then clearly T = Q2l−1 normalizes Q2t+1 = Q2l−1.) The inductive
hypothesis implies that T ≤ Q(β2t−1,2k). Also Q(β2t−1,2k) normalizes P2t ⋊ Q2t+1, while its sub-
group T normalizes Q2t+1. Therefore Lemma 6.11 applies and provides an element s ∈ C(T in P2t)
such that Q(β2t−1,2k)
s normalizes Q2t+1. As s ∈ C(T in P2t), the inclusions (6.14) imply that s
centralizes Q2i−1,2k for all i = 1, . . . , k. Hence s ∈ G(α
∗
2k, β2i−1,2k). Thus
T ≤ Q(β2i−1,2k)
s = Qs(β2i−1,2k) and
Q(β2i−1,2k)
s ∈ Hallpi′(G
′(β2i−1,2k)),
whenever 1 ≤ i ≤ k. So Qs satisfies (6.13a) for all such i.
Also Qs(β2t−1,2k) normalizes Q2t+1, while for all i = 1, . . . , t−1 the group P2t normalizes Q2i+1.
So Q(β2i−1,2k)
s normalizes Q2i+1 as Q(β2i−1,2k) does and s ∈ P2t. Hence Q
s satisfies (6.13c) for all
i = 1, . . . , t.
Furthermore, as P2t fixes the characters β1, . . . , β2t−1, we get
Qs(β2i−1,2k) = Q(β2i−1,2k)
s ≤ Q(β1, . . . , β2i−1)
s = by (6.17)
Qs(β1, . . . , β2i−1), as s ∈ P2t,
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whenever 1 ≤ i ≤ t. Thus Qs also satisfies (6.13b) for all such i. This completes the proof of
the inductive step, and thus provides a Q ∈ Hallpi′(G
′) satisfying both (6.13a) and (6.13b), for all
i = 1, . . . , k, along with (6.13c), for all i = 1, . . . , l − 1.
To complete the proof of the theorem is enough to check that (6.13b) also holds for i = k (as
k ≤ l ≤ k+1). The argument is exactly the same one we used at the inductive step to prove (6.16).
So we omit it.
An obvious consequence of Proposition 6.2 and Theorem 6.12 is
Corollary 6.18. For all i = 1, . . . , k we have
Hallpi′(G
′(β1, . . . , β2i−1)) ⊆ Hallpi′(G
′(β2i−1,2k)).
We can now introduce the group Q̂.
Theorem 6.19. There exists a π′-subgroup Q̂ of G′ = G(α∗2k) such that
Q̂ ∈ Hallpi′(G
′), (6.20a)
Q̂(β2i−1,2k) ∈ Hallpi′(G
′(β2i−1,2k)) ∩Hallpi′(G
′(χ1, . . . , χ2i−1))∩
Hallpi′(G
′(χ1, . . . , χ2i)) ∩Hallpi′(G
′(β1, . . . , β2i−1)), (6.20b)
Q̂(β2i−1,2k) = Q̂(χ1, . . . , χ2i−1) = Q̂(χ1, . . . , χ2i) = Q̂(β1, . . . , β2i−1) and (6.20c)
Q̂(χ1, . . . , χ2i−1) ≤ Q̂(α2, . . . , α2i), (6.20d)
for all i = 1, . . . , k. In addition, for all i with 1 ≤ i ≤ l − 1 we get
Q̂(β2i−1,2k) normalizes Q2i+1. (6.21)
Proof. Let Q be any π′-group satisfying the conditions in Theorem 6.12. We will show that Q̂ := Q
is the desired group.
Clearly Q̂ satisfies (6.20a) and (6.21), for all i = 1, . . . , l − 1, as Q is a π′-Hall subgroup of G′
that satisfies (6.13c). Furthermore, (6.13b) and (6.3a) imply that
Q̂(β2i−1,2k) ≤ Q̂(β1, . . . , β2i−1) ≤ Q̂(β2i−1,2k).
So Q̂(β2i−1,2k) = Q̂(β1, . . . , β2i−1) whenever 1 ≤ i ≤ k. This, along with (6.13a) and Corollary
6.18, implies that
Q̂(β2i−1,2k) = Q̂(β1, . . . , β2i−1) ∈ Hallpi′(G
′(β2i−1,2k)) ∩Hallpi′(G
′(β1, . . . , β2i−1))
for all i = 1, . . . , k. Which, in view of Corollary 6.10, implies that the group Q̂ satisfies (6.20b).
According to (6.3b) we also get that
Q̂(β2i−1,2k) = Q̂(β1, . . . , β2i−1) ≤ Q̂(χ1, . . . , χ2i) ≤ Q̂(χ1, . . . , χ2i−1),
as Q̂ is a subgroup of G′. Since Q̂(β2i−1,2k) is a π
′-Hall subgroup of both G′(χ1, . . . , χ2i) and
G′(χ1, . . . , χ2i−1) we have equality everywhere, and (6.20c) follows.
It remains to show that (6.20d) also holds for Q̂. It follows from (6.20c) that Q̂(β2i−1,2k)
normalizes the groups Q1, . . . , Q2i−1 and fixes the characters α
∗
2, . . . , α
∗
2k (by Remark 6.1), for all
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i = 1, . . . , k. So it fixes the Q3, . . . , Q2j−1-correspondent α2j of α
∗
2j , for all j = 1, . . . , i. This implies
(6.20d). Thus Theorem 6.19 holds.
Corollary 6.22. Assume Q̂ satisfies the conditions in Theorem 6.19, and that
t ∈ G′(β2k−1,2k) ∩G
′(χ1, . . . , χ2k) ∩G
′(β1, . . . , β2k−1). (6.23a)
In addition, assume that
t ∈ N(Q2k+1 in G), (6.23b)
if m = 2l − 1 = 2k + 1 is odd. Then Q̂t also satisfies the conditions in Theorem 6.19.
Proof. Obviously Q̂t is a π′-Hall subgroup of G′, as t ∈ G′. The fact that β2i−1,2k is the unique
character of Q2i−1,2k that lies under β2k−1,2k, implies that t ∈ G
′(β2k−1,2k) fixes β2i−1,2k, for all
i = 1, . . . , k. Hence Q̂t(β2i−1,2k) = Q̂(β2i−1,2k)
t, for all such i. Furthermore, the definition of t
implies that
t ∈ G′(β2i−1,2k) ∩G
′(χ1, . . . , χ2i−1) ∩G
′(χ1, . . . , χ2i) ∩G
′(β1, . . . , β2i−1),
for all i = 1, . . . , k. As Q̂(β2i−1,2k) satisfies (6.20b), we conclude that Q̂
t(β2i−1,2k) = Q̂(β2i−1,2k)
t
also satisfies (6.20b).
Even more, as t fixes the various characters β2i−1,2k, χj , β2i−1, for all i = 1, . . . , k and j =
1, . . . , 2k, while (6.20c) holds for Q̂, we get
Q̂t(β2i−1,2k) = Q̂(β2i−1,2k)
t = Q̂(χ1, . . . , χ2i−1)
t = Q̂t(χ1, . . . , χ2i−1),
Q̂t(β2i−1,2k) = Q̂(β2i−1,2k)
t = Q̂(χ1, . . . , χ2i)
t = Q̂t(χ1, . . . , χ2i),
Q̂t(β2i−1,2k) = Q̂(β2i−1,2k)
t = Q̂(β1, . . . , β2i−1)
t = Q̂t(β1, . . . , β2i).
Thus Q̂t satisfies (6.20c).
Also t fixes α∗2i, for all i = 1, . . . , k, as t ∈ G
′ = G(α∗2k). Furthermore it normalizes the groups
Q3, . . . , Q2i−1, as it fixes β1, . . . , β2i−1, for all such i. Hence t fixes the Q3, . . . , Q2i−1-correspondent
α2i of α
∗
2i. Hence
Q̂t(χ1, . . . , χ2i−1) = Q̂(χ1, . . . , χ2i−1)
t ≤ Q̂(α2, . . . , α2i)
t = Q̂t(α2, . . . , α2i).
Thus (6.20d) holds for the Q̂t.
By hypothesis t normalizes Q2k+1 = Q2l−1, in the case of an odd m = 2l−1. Thus t normalizes
Q2i+1, whenever 1 ≤ i ≤ k. Hence (6.21), for Q̂, implies that Q̂
t(β2i−1,2k) = Q̂(β2i−1,2k)
t normalizes
Qt2i+1 = Q2i+1, for all i = 1, . . . , l − 1. So Q̂
t satisfies (6.21). This completes the proof of the
corollary.
From now on, we write Q̂ for a π′-group that satisfies all the conditions of Theorem 6.19, for a
fixed system character tower–triangular set. An easy observation that follows from Theorem 6.19
is
Corollary 6.24. Assume that the normal series 1 = G0 ✂ · · · ✂ G2k+1 ✂ G for G is fixed (so
m = 2k + 1 is odd). Assume also that a character tower {χi ∈ Irr(Gi)}
2k+1
i=0 for that series and its
corresponding triangular set
{P2i, Q2i+1|α2i, β2i+1}
k
i=0 (6.25a)
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are fixed. Then the reduced set
{P2i, Q2i−1, P0 = 1|α2i, β2i−1, α0 = 1}
k
i=1 (6.25b)
is a representative of the unique conjugacy class of triangular sets that corresponds to the character
tower {χi ∈ Irr(Gi)}
2k
i=0 of the normal series 1 = G0✂ · · ·✂G2k✂G of G. Furthermore, if the group
Q̂ is picked so as to satisfy the conditions in Theorem 6.19 for the fixed character tower {χi}
2k+1
i=0
and its associate triangular set, then the same group satisfies the conditions in Theorem 6.19 for
the smaller character tower {χi}
2k
i=0 and the reduced triangular set (6.25b).
Proof. The first part of the corollary follows immediately from Remark 5.125. As far as the group Q̂
is concerned, first observe that the triangular sets in (6.25) share the group P ∗2k and its irreducible
character α∗2k. Thus they also share the group G
′ = G(α∗2k). Hence if Q was picked to satisfy
the conditions in Theorem 6.19 for the set (6.25a), then Q satisfies both (6.20) and (6.21) for all
i = 1, . . . , k. But the conditions a q-group should satisfy to be the Q̂-group for the reduced set
(6.25b), are (6.20) for i = 1, . . . , k and (6.21) for i = 1, . . . , k − 1 (since in the reduced case l = k).
Clearly Q satisfies those. Hence Corollary 6.24 follows.
The following proposition describes the relation between Q̂(β1, · · · , β2i−1) = Q̂(β2i−1,2k) and
Q2i+1,2k. Note that Q2i+1,2k fixes α2k, normalizes Q1, . . . , Q2i−1 (see (5.17e)) and is a subgroup of
Q2j+1,2k ≤ Q2j+1 whenever i ≤ j ≤ k − 1. Hence Proposition 5.149 implies
Remark 6.26.
Q1,2k ≤ Q2i+1,2k ≤ Q2i+1(α
∗
2k) ≤ G
′
whenever 1 ≤ i ≤ k − 1.
We can now prove
Proposition 6.27. For all i = 1, . . . , k − 1 we have
Q̂(β2i−1,2k) ∩G2i+1 = Q̂(β1, . . . , β2i−1) ∩G2i+1 =
Q̂(χ1, . . . , χ2i−1) ∩G2i+1 = Q̂(χ1, . . . , χ2i) ∩G2i+1 = Q2i+1,2k.
Proof. Since G2i+1 is a normal subgroup of G, it follows from (6.20c) and (6.20b) that
Q̂(β2i−1,2k) ∩G2i+1 = Q̂(χ1, . . . , χ2i) ∩G2i+1 ∈ Hallpi′(G2i+1(α
∗
2k, χ1, . . . , χ2i)),
whenever i = 1, . . . , k − 1. In view of (6.20c) and (6.21) the group Q̂(β2i−1,2k) = Q̂(β1, . . . , β2i−1)
normalizes the groups Q1, Q3, . . . , Q2i+1. Furthermore, as (6.20d) implies, it also normalizes the
groups P2, P4, . . . , P2i. Hence
Q̂(χ1, . . . , χ2i) ∩G2i+1 ≤ N(P2, . . . , P2i, Q3, . . . , Q2i+1 in G2i+1(α
∗
2k, χ1, . . . , χ2i)).
Therefore
Q̂(χ1, . . . , χ2i) ∩G2i+1 ∈ Hallpi′(N(P2, . . . , P2i, Q3, . . . , Q2i−1 in G2i+1(α
∗
2k, χ1, . . . , χ2i))).
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According to (5.91) and (5.93) we have
N(P2, . . . , P2i, Q3, . . . , Q2i−1 in G2i+1(α
∗
2k, χ1, . . . , χ2i)) =
N(P2, . . . , P2i, Q3, . . . , Q2i−1 in G2i+1(χ1, . . . , χ2i))(α
∗
2k)
= G2i+1(α2, . . . , α2i, β1, . . . , β2i−1)(α
∗
2k) = (P2i ⋊Q2i+1)(α
∗
2k).
In view of (5.33) and Remark 6.26 we get
Q2i+1(α
∗
2k) ≤ N(P
∗
2k in Q2i+1) = C(P2i+2 . . . P2k in Q2i+1) = Q2i+1,2k ≤ Q2i+1(α
∗
2k).
Also, P2i(α
∗
2k) = P2i, as P2i ≤ P
∗
2k and α
∗
2k ∈ Irr(P
∗
2k). Hence
Q̂(χ1, . . . , χ2i) ∩G2i+1 ∈ Hallpi′(P2i ⋊Q2i+1,2k).
Because Q̂(χ1, . . . , χ2i) normalizes both Q2i+1 and P
∗
2k, it also normalizes N(P
∗
2k in Q2i+1). The
latter equals Q2i+1,2k and is a π
′-Hall subgroup of P2i ⋊ Q2i+1,2k. From this and the preceding
statement we conclude that
Q̂(χ1, . . . , χ2i−1) ∩G2i+1 = Q̂(χ1, . . . , χ2i) ∩G2i+1 = Q2i+1,2k.
This and (6.20c) imply the proposition.
Definition 6.28. For every i = 1, . . . , l we define
Q̂2i−1 := Q̂ ∩G2i−1.
Let G′s denote the group G
′
s = Gs(α
∗
2k) for every s = 0, . . . ,m. So G
′
1 ✂ G
′
2 ✂ · · · ✂ G
′
m is a
normal series of G′, as Gs is a normal subgroup of G. Thus Theorem 6.19 implies that
Q̂2i−1 ∈ Hallpi′(G
′
2i−1), (6.29a)
Q̂2i−1(β2j−1,2k) ∈ Hallpi′(G
′
2i−1(β2j−1,2k))∩
Hallpi′(G
′
2i−1(χ1, . . . , χ2j)) ∩Hallpi′(G
′
2i−1(χ1, . . . , χ2j−1)) ∩Hallpi′(G
′
2i−1(β1, . . . , β2j−1)), (6.29b)
and Q̂2i−1(χ1, . . . , χ2j−1) = Q̂2i−1(χ1, . . . , χ2j) = Q̂2i−1(β1, . . . , β2j−1) = Q̂2i−1(β2j−1,2k),
(6.29c)
whenever 1 ≤ i, j ≤ k. Also, for all i = 1, . . . , k and all j = 1, . . . , l − 1 we have
Q̂2i−1(β2j−1,2k) normalizes Q2j+1. (6.30)
Furthermore, for all i = 1, . . . , k − 1, Proposition 6.27 implies that
Q̂2i+1(β2i−1,2k) = Q2i+1,2k. (6.31)
As Q̂2i−1(χ1, . . . , χ2j+1) ≤ Q̂2i−1(χ1, . . . , χ2j−1), equation (6.29c) implies that
Q̂2i−1(β2j+1,2k) ≤ Q̂2i−1(β2j−1,2k), (6.32)
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whenever 1 ≤ i ≤ k and 1 ≤ j < k. Furthermore, for all i = 1, . . . , k − 1 we have that
Q̂2i−1(β2i−1,2k) = Q̂(β2i−1,2k) ∩G2i−1
= Q̂(β2i−1,2k) ∩G2i+1 ∩G2i−1
= Q2i+1,2k ∩G2i−1 by Proposition 6.27
= Q2i−1,2k.
In addition, (6.32) for i = k and j = k − 1 implies that Q̂2k−1(β2k−1,2k) ≤ Q̂2k−1(β2k−3,2k). The
latter group equals Q2k−1,2k, according to (6.31) for i = k − 1. Hence Q̂2k−1(β2k−1,2k) ≤ Q2k−1,2k.
We obviously have that Q2k−1,2k is a subgroup of G
′
2k−1(β2k−1), (as Q2k−1,2k fixes α
∗
2k). But
Q̂2k−1(β2k−1,2k) is a π
′-Hall subgroup of G′2k−1(β2k−1) (see (6.29) for i = j = k). Therefore,
Q̂2k−1(β2k−1,2k) = Q2k−1,2k. So we conclude that
Q̂2i−1(β2i−1,2k) = Q2i−1,2k, (6.33)
for all i = 1, . . . , k. We remark here that the the group Q̂1 is an old familiar, as Q̂1 ∈ Hallpi′(G
′
1),
while G′1 = G1(α
∗
2k) = Q1(α
∗
2k) = Q1,2k. Hence
Q̂1 = Q1,2k = G
′
1. (6.34)
We also have
Proposition 6.35.
Q̂2i−1 ∈ Hallpi′(N(P
∗
2k in G2i−1(α
∗
2i−2))) = Hallpi′(N(P
∗
2k in G2i(α
∗
2i−2))) and
Q̂2i−1(β2i−1,2k) ∈ Hallpi′(N(P
∗
2k in G2i−1(α
∗
2i−2, β2i−1,2k))) = Hallpi′(N(P
∗
2k in G2i(α
∗
2i−2, β2i−1,2k)))
for all i = 1, · · · , k.
Proof. Let H be any subgroup of N(P ∗2k in G2i−1(α
∗
2i−2)). Then H normalizes P
∗
2k and thus
[P ∗2k,H] ≤ P
∗
2k. Also, [P
∗
2k,H] ≤ [P
∗
2k, G2i−1] ≤ G2i−1, as P
∗
2k normalizes G2i−1 for all i = 1, · · · , k.
This, along with the fact that G2i−1/G2i−2 is a π
′-group, implies that
[P ∗2k,H] ≤ P
∗
2k ∩G2i−1 = P
∗
2k ∩G2i−2 = P
∗
2i−2.
W conclude that H centralizes the factor group P ∗2k/P
∗
2i−2. If, in addition, H is a π
′-subgroup,
then it fixes all the irreducible characters of P ∗2k lying above α
∗
2i−2, as it fixes α
∗
2i−2 and centralizes
P ∗2k/P
∗
2i−2 (see Problem 13.13 in [12]). Thus H fixes α
∗
2k, and so is contained in G
′
2i−1 = G2i−1(α
∗
2k).
Furthermore,
G′2i−1 = G2i−1(α
∗
2k) = G2i−1(α
∗
2, . . . , α
∗
2k) ≤ N(P
∗
2k in G2i−1(α
∗
2i−2)).
Applying the above argument to any H ∈ Hallpi′(N(P
∗
2k in G2i−1(α
∗
2i−2))), we see that H ≤
G′2i−1 ≤ N(P
∗
2k in G2i−1(α
∗
2i−2)). So we get that
Hallpi′(N(P
∗
2k in G2i−1(α
∗
2i−2))) = Hallpi′(G
′
2i−1).
Similarly, applying the same arguments to any H ∈ Hallpi′(N(P
∗
2k in G2i−1(α
∗
2i−2))(β2i−1,2k)), we
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see that H ≤ G′2i−1(β2i−1,2k) ≤ N(P
∗
2k in G2i−1(α
∗
2i−2))(β2i−1,2k). So we have that
Hallpi′(N(P
∗
2k in G2i−1(α
∗
2i−2))(β2i−1,2k)) = Hallpi′(G
′
2i−1(β2i−1,2k)).
This, along with (6.29a) and (6.29b), implies that Q̂2i−1 and Q̂2i−1(β2i−1,2k) are π
′-Hall subgroups of
N(P ∗2k in G2i−1(α
∗
2i−2)) and N(P
∗
2k in G2i−1(α
∗
2i−2, β2i−1,2k)), respectively. The rest of the propo-
sition is obvious, as G2i/G2i−1 is a π-group.
Lemma 6.36. Let T be any subgroup of N(P ∗2k in G). Then T normalizes P
∗
2i for all i = 0, 1, . . . , k.
Furthermore,
N(Q1, Q3, . . . , Q2t−1 in TP
∗
2i) = N(Q1, Q3, . . . , Q2t−1 in TP
∗
2t−2)P2tP2t+2 . . . P2i, (6.37a)
whenever 1 ≤ t ≤ i ≤ k, and
N(Q1, Q3, . . . , Q2t−1 in TP
∗
2t−2) = N(Q2t−1 in N(Q1, Q3, . . . , Q2t−3 in TP
∗
2t−4)P2t−2), (6.37b)
for all t = 2, 3, . . . , k.
Proof. We first observe that, as T normalizes both P ∗2k and G2i, it also normalizes P
∗
2i = P
∗
2t ∩G
∗
2i
for all i = 0, 1, . . . , k. Thus TP ∗2i is a group.
Let i = 1, . . . , k be fixed. We will first prove (6.37a) using induction on t. In the case that
t = 1, we clearly have that N(Q1 in TP
∗
2i) = TP
∗
2i = N(Q1 in T )P
∗
2i, as Q1 is a normal subgroup
of G. Thus (6.37a) holds (for all i = 1, . . . , k) when t = 1.
Now assume that (6.37a) holds for all values of t with t < s (for our fixed i), for some s =
2, . . . , i. We will prove that it also holds for t = s. By the inductive hypothesis for t = s −
1 we have N(Q1, . . . , Q2s−3 in TP
∗
2i) = N(Q1, . . . , Q2s−3 in TP
∗
2s−4)P2s−2P2s . . . P2i. Furthermore,
N(Q1, . . . , Q2s−3, Q2s−1 in TP
∗
2i) = N(Q2s−1 in N(Q1, . . . , Q2s−3 in TP
∗
2i)). This, along with the
inductive hypothesis, implies that
N(Q1, . . . , Q2s−3, Q2s−1 in TP
∗
2i) =
N(Q2s−1 in N(Q1, . . . , Q2s−3 in TP
∗
2s−4)P2s−2P2s . . . P2i). (6.38)
According to (5.10b) the groups P2s, P2s+2, . . . , P2i normalize Q2s−1. Furthermore, P2s−2 nor-
malizes the groups Q1, . . . , Q2s−3. Therefore we get that N(Q1, . . . , Q2s−3 in TP
∗
2s−4)P2s−2 =
N(Q1, . . . , Q2s−3 in TP
∗
2s−4P2s−2). Hence, in view of (6.38), we get
N(Q1, . . . , Q2s−3, Q2s−1 in TP
∗
2i) = N(Q2s−1 in N(Q1, . . . , Q2s−3 in TP
∗
2s−4)P2s−2P2s . . . P2i) =
N(Q2s−1 in N(Q1, . . . , Q2s−3 in TP
∗
2s−4)P2s−2)P2s . . . P2i =
N(Q1, . . . , Q2s−3, Q2s−1 in TP
∗
2s−2)P2s . . . P2i.
This completes the proof for the inductive step, and therefore for (6.37a).
For the second equation of the lemma note that, according to (5.10b), the group P2t−2 normalizes
the π′-groups Q1, Q3, . . . , Q2t−3 whenever t = 2, . . . , k. Therefore we have that
N(Q1, . . . , Q2t−3 in TP
∗
2t−2) = N(Q1, . . . , Q2t−3 in TP
∗
2t−4)P2t−2.
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So
N(Q1, . . . , Q2t−3, Q2t−1 in TP
∗
2t−2)
= N(Q2t−1 in N(Q1, . . . , Q2t−3 in TP
∗
2t−2)) = N(Q2t−1 in N(Q1, . . . , Q2t−3 in TP
∗
2t−4)P2t−2).
This completes the proof of (6.37b). Hence Lemma 6.36 is proved.
If the T that appears in Lemma 6.36 fixes β2i−1,2k, for some i = 1, . . . , k, then we can prove
Lemma 6.39. If T is any subgroup of N(P ∗2k in G(β2i−1,2k)), for some i = 1, . . . , k, then T
normalizes P ∗2i−2, and N(Q1, Q3, . . . , Q2t−1 in TP
∗
2i−2) fixes β1, β3, . . . , β2t−1, for all t = 1, . . . , i.
Proof. We have already seen in Lemma 6.36, that T normalizes P ∗2i−2. So TP
∗
2i−2 is a group.
To prove the rest of the lemma, i.e., that
N(Q1, Q3, . . . , Q2t−1 in TP
∗
2i−2) ≤ G(β1, . . . , β2t−1), (6.40)
for all t = 1, . . . , i, we will use induction on t.
For t = 1 it is enough to show that TP ∗2i−2 = N(Q1 in TP
∗
2i−2) fixes β1. According to Remark
5.55, the irreducible character β2j−1,2k is the only character of Q2j−1,2k lying under β2i−1,2k, for all
j = 1, . . . , i. Therefore, T fixes β2j−1,2k, as it fixes β2i−1,2k and normalizes Q2j−1,2k = Q2i−1,2k ∩
G2j−1. Hence, T fixes β1,2k, and normalizes Q1 as well as P
∗
2k. So it fixes the unique P
∗
2k-Glauberman
correspondent β1 ∈ Irr(Q1) of β1,2k. Furthermore, P
∗
2i−2 fixes β1, according to (5.17c) and the
definition (5.131) of P ∗2i−2. Hence, TP
∗
2i−2 fixes β1, and (6.40) is proved for t = 1.
We assume that (6.40) holds for t = 1, . . . , s − 1, and some s = 2, . . . , i. We will prove it
also holds for t = s. We need to show that N(Q1, Q3, . . . , Q2s−1 in TP
∗
2i−2) fixes the characters
β1, β3, . . . , β2s−1. By induction for t = s− 1 we have that
N(Q1, Q3, . . . , Q2s−3 in TP
∗
2i−2) ≤ G(β1, β3, . . . , β2s−3).
As N(Q1, Q3, . . . , Q2s−3, Q2s−1 in TP
∗
2i−2) ≤ N(Q1, Q3, . . . , Q2s−3 in TP
∗
2i−2), we conclude that
N(Q1, Q3, . . . , Q2s−1 in TP
∗
2i−2) fixes β1, β3, . . . , β2s−3. Hence it is enough to show it fixes β2s−1.
By (6.37a), we have
N(Q1, Q3, . . . , Q2s−1 in TP
∗
2i−2) = N(Q1, Q3, . . . , Q2s−1 in TP
∗
2s−2)P2s · · ·P2i−2,
where, by convention, we assume that, in the case s = i, we have P2s · · ·P2s−2 = 1. So in that case
the equation holds trivially.
According to (5.17c), the groups P2s, . . . , P2i−2 fix β2s−1. Hence it is enough to show that the
group N(Q1, Q3, . . . , Q2s−1 in TP
∗
2s−2) fixes β2s−1.
As N(Q1, Q3, . . . , Q2s−1 in TP
∗
2s−2) normalizes both P
∗
2k and Q1, . . . , Q2s−1, it normalizes the
product group P2s · · ·P2k = N(Q1, . . . , Q2s−1 in P
∗
2k) (see (5.140)). Therefore it also normalizes
Q2s−1,2k = N(P2s · · ·P2k in Q2s−1). Let σ ∈ N(Q1, Q3, . . . , Q2s−1 in TP
∗
2s−2). Then σ = τ · p2s−2
where τ ∈ T and p2s−2 ∈ P
∗
2s−2. As τ ∈ T and T ≤ G(β2i−1,2k) ≤ G(β2s−1,2k), we have
that τ normalizes Q2s−1,2k. Since σ also normalizes Q2s−1,2k, so does p2s−2. Hence p2s−2 ∈
N(Q2s−1,2k in P
∗
2s−2) = C(Q2s−1,2k in P
∗
2s−2). So p2s−2 fixes β2s−1,2k. As T fixes β2s−1,2k, we con-
clude that σ does as well. Therefore, N(Q1, Q3, . . . , Q2s−1 in TP
∗
2s−2) fixes β2s−1,2k, and normalizes
both Q2s−1 and P2s · · ·P2k. Hence it also fixes the P2s · · ·P2k-Glauberman correspondent β2s−1 of
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β2s−1,2k ∈ Irr(Q2s−1,2k). So
N(Q1, Q3, . . . , Q2s−1 in TP
∗
2i−2) ≤ G2i(β1, . . . , β2s−1),
which completes the inductive proof of (6.40) for all t = 1, . . . , i. Thus Lemma 6.39 holds.
Lemma 6.41. If P is any π-subgroup of N(P ∗2k in G(α
∗
2i−2, β2i−1,2k)), for some i = 1, . . . , k, then
P normalizes P ∗2t, for all t = 0, 1, . . . , k. Furthermore,
N(Q1, Q3, . . . , Q2t−1 in P · P
∗
2t−2) · P2t−2 = N(Q1, Q3, . . . , Q2t−3 in P · P
∗
2t−4)P2t−2, (6.42)
whenever 2 ≤ t ≤ i.
Proof. As P normalizes P ∗2k, it also normalizes P
∗
2t = P
∗
2k ∩G2t for all t = 0, 1, . . . , k.
To prove (6.42) we will first do the case t = 2 of the equation, even though it follows from
the general case, just to show the argument (which is nothing else but a Frattini argument) in its
easiest form. According to Lemma 6.39, for P in the place of T , and for t and i there both equal
to 1, he character β1 is fixed by P. Obviously P fixes α2 = α
∗
2, as i ≥ t = 2 and P fixes α
∗
2i−2 .
Therefore it normalizes G3(α2, β1) = Q3 ⋉ P2. Hence P(Q3 ⋉ P2) is a group, with Q3 ⋉ P2 as a
normal subgroup. Furthermore, all the π′-Hall subgroups of Q3 ⋉ P2 are the P2-conjugates of Q3.
So the group PP2 permutes these conjugates among themselves with P2 ≤ PP2 acting transitively.
Therefore, a Frattini type argument implies that
PP2 = N(Q3 in PP2)P2 = N(Q1, Q3 in PP
∗
2 )P2. (6.43)
Clearly N(Q1 in PP
∗
0 )P2 = PP2, as Q1 is normal in G and P
∗
0 = 1. Thus (6.42) is proved for t = 2.
In the general case, with t ≥ 3, we can apply Lemma 6.39 with the present t − 1 as both
i and t there. We get that N(Q1, Q3, . . . , Q2t−3 in P · P
∗
2t−4) fixes β1, . . . , β2t−3. It also fixes
α∗2, . . . , α
∗
2t−2, as P ≤ G(α
∗
2i−2) and P
∗
2t−2 do. In view of Proposition 5.149, we conclude that
N(Q1, Q3, . . . , Q2t−3 in P · P
∗
2t−4) fixes α2, . . . , α2t−2. Therefore N(Q1, Q3, . . . , Q2t−3 in P · P
∗
2t−4)
normalizes G2t−1(β1, . . . , β2t−3, α2, . . . , α2t−2), which equals Q2t−1 ⋉ P2t−2 by (5.91) and (5.93).
Therefore, N(Q1, Q3, . . . , Q2t−3 in P · P
∗
2t−4) · (Q2t−1 ⋉ P2t−2) is a group with Q2t−1 ⋉ P2t−2 as a
normal subgroup. As all the π′-Hall subgroups of Q2t−1 ⋉P2t−2 are P2t−2-conjugates of Q2t−1, the
group N(Q1, Q3, . . . , Q2t−3 in P ·P
∗
2t−4) ·P2t−2 permutes these conjugates among themselves, while
its subgroup P2t−2 acts transitively on them. So a Frattini type argument implies that
N(Q1, Q3, . . . , Q2t−3 in P · P
∗
2t−4) · P2t−2 =
N(Q2t−1 in N(Q1, Q3, . . . , Q2t−3 in P · P
∗
2t−4) · P2t−2) · P2t−2.
According to (6.37b) this last group equals N(Q1, Q3, · · · , Q2t−1 in P·P
∗
2t−2)·P2t−2. This completes
the proof of Lemma 6.42.
Proposition 6.44. For all i = 1, . . . , k, the group P ∗2i(β2i−1,2k) is the unique normal π-Hall sub-
group of the normalizer N(P ∗2k in G2i(α
∗
2i−2, β2i−1,2k)).
Proof. Let P2i be any π-Hall subgroup of N(P
∗
2k in G2i(α
∗
2i−2, β2i−1,2k)), for some fixed i = 1, . . . , k.
P ∗2i(β2i−1,2k) is a π-subgroup of N(P
∗
2k in G2i(α
∗
2i−2, β2i−1,2k)), as it is contained in G2i ∩ P
∗
2k and
fixes α∗2i−2. Furthermore, P
∗
2i(β2i−1,2k) is a normal π-subgroup of N(P
∗
2k in G2i(α
∗
2i−2, β2i−1,2k)),
and thus is contained in every π-Hall subgroup of the latter group. Hence
P ∗2i(β2i−1,2k) ≤ P2i. (6.45)
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The group P2i fixes β2i−1,2k ∈ Irr(C(P2i, . . . , P2k in Q2i−1)), and is contained in P
∗
2i. So we
get that P2i ≤ P
∗
2i(β2i−1,2k) ≤ P2i. According to (5.10b) the π-group P2i normalizes the π
′-groups
Q1, . . . , Q2i−1. So P2i ≤ N(Q1, Q3, . . . , Q2i−1 in P2i) ≤ N(Q1, Q3, . . . , Q2i−1 in P2i ·P
∗
2i−2). Lemma
6.39, for T = P2i and t = i, implies that
P2i ≤ N(Q1, Q3, . . . , Q2i−1 in P2i · P
∗
2i−2) ≤ G2i(β1, . . . , β2i−1). (6.46a)
Furthermore, P2iP
∗
2i−2 fixes α
∗
2i−2 and normalizes P
∗
2j for all j = 1, · · · , k. Hence it also fixes
the unique character α∗2j of P
∗
2j lying under α
∗
2i−2, whenever 1 ≤ j ≤ i − 1. As the group
N(Q1, Q3, . . . , Q2i−1 in P2i · P
∗
2i−2) normalizes Q1, Q3, . . . , Q2i−1, it also normalizes the groups
P2j = N(Q
∗
2j−1 in P
∗
2j), for all j = 1, 2, . . . , i − 1, as well as P2i. Hence, according to Proposition
5.149, we get N(Q1, Q3, · · · , Q2i−1 in P2i · P
∗
2i−2)(α2j) = N(Q1, Q3, · · · , Q2i−1 in P2i · P
∗
2i−2)(α
∗
2j).
This implies that
N(Q1, Q3, · · · , Q2i−1 in P2i · P
∗
2i−2) fixes α2j (6.46b)
for all j = 1, . . . , i − 1. Similarly we can see that for all j and t with 1 ≤ j ≤ t < i we have
N(Q1, Q3, . . . , Q2t−1 in P2i · P
∗
2t−2)(α2j) = N(Q1, Q3, . . . , Q2t−1 in P2i · P
∗
2t−2)(α
∗
2j). Hence
N(Q1, Q3, · · · , Q2t−1 in P2i · P
∗
2t−2) fixes α2j , (6.47)
whenever 1 ≤ j ≤ t < i.
The inclusions (6.46a), along with (6.46b), (5.91) and (5.92), imply that
P2i ≤ N(Q1, Q3, . . . , Q2i−1 in P2i · P
∗
2i−2) ≤ G2i(α2, . . . α2i−2, β1, . . . β2i−1) = P2i ⋉Q2i−1.
Since N(Q1, Q3, . . . , Q2i−1 in P2i ·P
∗
2i−2) is a π-group, and P2i is a π-Hall subgroup of P2i⋉Q2i−1,
it follows that
P2i = N(Q1, Q3, · · · , Q2i−1 in P2i · P
∗
2i−2). (6.48)
To finish the proof of Proposition 6.44, we only need to show, according to (6.45), that P2i ≤ P
∗
2i.
We actually have the stronger equality
P ∗2i = P2iP
∗
2i−2. (6.49)
To prove (6.49) we will use Lemma 6.41 with P2i in the place of P. Indeed,
P ∗2i = P2iP2i−2P2i−4 · · ·P2
= N(Q1, Q3, . . . , Q2i−1 in P2i · P
∗
2i−2)P2i−2P2i−4 · · ·P2 (by (6.48) )
= N(Q1, Q3, . . . , Q2i−3 in P2i · P
∗
2i−4)P2i−2P2i−4 · · ·P2 (by (6.42) for t = i)
= N(Q1, Q3, . . . , Q2i−3 in P2i · P
∗
2i−4)P2i−4P2i−6 · · ·P2P2i−2
= N(Q1, Q3, . . . , Q2i−5 in P2i · P
∗
2i−6)P2i−6P2i−8 · · ·P2P2i−2P2i−4 (by (6.42) for t = i− 1)
= · · · = N(Q1, Q3, Q5 in P2i · P
∗
4 )P4P2P2i−2P2i−4 · · ·P8P6
= N(Q1, Q3 in P2i · P
∗
2 )P4P2P2i−2P2i−4 · · ·P8P6 (by (6.42) for t = 3)
= N(Q1, Q3 in P2i · P
∗
2 )P2P2i−2P2i−4 · · ·P8P6P4
= P2iP2P2i−2P2i−4 · · ·P6P4 (by (6.42) for t = 2)
= P2iP
∗
2i−2.
Hence (6.49) holds, and Proposition 6.44 is proved.
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We finish this section with a complete characterization of N(P ∗2k in G2i(α
∗
2i−2, β2i−1,2k)).
Theorem 6.50. For every i = 1, . . . , k we have
N(P ∗2k in G2i(α
∗
2i−2, β2i−1,2k)) = P
∗
2i(β2i−1,2k)⋊ Q̂2i−1(β2i−1,2k) = P
∗
2i(β2i−1,2k)⋊Q2i−1,2k.
Proof. This follows easily from Proposition 6.35, Proposition 6.44 and equation (6.33).
6.2 The irreducible characters βˆ2i−1 of Q̂2i−1.
We are now able to define irreducible characters βˆ2i−1 of Q̂2i−1, for all i = 1, · · · , k, closely related
to the β2i−1 ∈ Irr(Q2i−1). In fact, we will prove
Proposition 6.51. For every i = 1, . . . , k we write βˆ2i−1 for the character β
Q̂2i−1
2i−1,2k of Q̂2i−1 induced
by β2i−1,2k ∈ Irr(Q2i−1,2k). Then βˆ2i−1 lies in Irr(Q̂2i−1|β2i−1,2k), while βˆ1 = β1,2k.
Proof. Let i = 1, . . . , k be fixed. For any subgroup H of G containing Q2i−1,2k, we write β
H
2i−1,2k
for the induced character (β2i−1,2k)
H of H. We will first prove that, for all j = 1, . . . , i, we have
β
Q̂2i−1(β2j−1,2k)
2i−1,2k ∈ Irr(Q̂2i−1(β2j−1,2k)|β2i−1,2k, β2i−3,2k, . . . , β1,2k). (6.52)
For the proof of (6.52) we will use induction on i− j = 0, . . . , i− 1.
We treat the case where i = 1 separately. Let i = j = 1. Then, according to (6.34), we have
that Q̂1 = Q1,2k. Therefore
βˆ1 = β1,2k = β
Q1,2k
1,2k , (6.53)
is an irreducible character of Q̂1 = Q1,2k. So equation (6.52), as well as Proposition 6.51, holds
trivially when i = j = 1.
For any i > 1 the equalities (6.31) and (6.33), imply that
Q2i−1,2k = Q̂2i−1(β2i−1,2k) = Q̂2i−1(β2i−3,2k). (6.54)
This, along with the inclusion in (6.32), implies that we can form a series
Q1,2k ≤ Q3,2k ≤ · · · ≤ Q2i−3,2k ≤ Q2i−1,2k = Q̂2i−1(β2i−1,2k) =
Q̂2i−1(β2i−3,2k) ≤ Q̂2i−1(β2i−5,2k) ≤ · · · ≤ Q̂2i−1(β1,2k) ≤ Q̂2i−1 (6.55)
of subgroups of Q̂2i−1. Even more, (6.30), along with the fact that Q̂2i−1 ≤ G
′ normalizes P ∗2k,
implies that
Q̂2i−1(β2j−3,2k) normalizes Q2j−1,2k = N(P
∗
2k in Q2j−1), (6.56)
for any j = 2, . . . , i.
If i − j = 0, i.e., i = j, then Q̂2i−1(β2j−1,2k) = Q̂2i−1(β2i−1,2k) = Q2i−1,2k by (6.54). Thus
β
Q̂2i−1(β2j−1,2k)
2i−1,2k = β2i−1,2k ∈ Irr(Q2i−1,2k) = Irr(Q̂2i−1(β2j−1,2k)). Furthermore, β2i−1,2k lies above
β2i−3,2k, . . . , β1,2k, as we can see in Diagram (5.20b). Hence (6.52) holds in the case that i− j = 0.
As Q̂2i−1(β2i−3,2k) = Q2i−1,2k by (6.54), we also get that β2i−1,2k = β
Q̂2i−1(β2i−3,2k)
2i−1,2k . Hence (6.52)
also holds for j = i− 1.
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For the inductive step it is enough to prove that, if (6.52) holds for some j = 2, . . . , i− 1, then
it also holds for j − 1 (as we induct on i− j). So assume that (6.52) holds for j. It suffices to show
that
β
Q̂2i−1(β2j−3,2k)
2i−1,2k ∈ Irr(Q̂2i−1(β2j−3,2k)|β2i−1,2k, β2i−3,2k, · · · , β1,2k).
It follows from (6.55) that Q2j−1,2k ≤ Q̂2i−1(β2j−1,2k) ≤ Q̂2i−1(β2j−3,2k), where Q2j−1,2k is a normal
subgroup of Q̂2i−1(β2j−3,2k), by (6.56). We clearly have that Q̂2i−1(β2j−1,2k) equals the group
Q̂2i−1(β2j−3,2k)(β2j−1,2k). Furthermore, by the inductive hypothesis we know that β
Q̂2i−1(β2j−1,2k)
2i−1,2k
is an irreducible character of Q̂2i−1(β2j−1,2k) that lies above β2j−1,2k. So Clifford’s theory can be
applied to the normal group Q2j−1,2k of Q̂2i−1(β2j−3,2k), the character β2j−1,2k ∈ Irr(Q2j−1,2k),
the stabilizer Q̂2i−1(β2j−1,2k) of that character in Q̂2i−1(β2j−3,2k), and the irreducible character
β
Q̂2i−1(β2j−1,2k)
2i−1,2k of Q̂2i−1(β2j−1,2k) that lies above β2j−1,2k. Therefore we conclude that β
Q̂2j−3,2k
2i−1,2k =
(β
Q̂2i−1(β2j−1,2k)
2i−1,2k )
Q̂2i−1(β2j−3,2k) is an irreducible character of Q̂2i−1(β2j−3,2k). Furthermore, it lies
above β2i−1,2k, and thus also lies above β2i−3,2k, . . . , β1,2k. This completes the proof of the inductive
step. hence (6.52) holds for all i = 1, . . . , k and j = 1, . . . , i.
To complete the proof of the proposition, we note that, for any fixed i = 1, . . . , k, equation
(6.52) for j = 1, implies that β
Q̂2i−1(β1,2k)
2i−1,2k ∈ Irr(Q̂2i−1(β1,2k)|β1,2k). Furthermore, Q̂2i−1 normalizes
Q1,2k = N(P
∗
2k in Q1). Thus Clifford’s theory, applied to the groups Q1,2k ✂ Q̂2i−1, implies that
β
Q̂2i−1(β1,2k)
2i−1,2k induces an irreducible character of Q̂2i−1 , i.e.,
βˆ2i−1 = β
Q̂2i−1
2i−1,2k = (β
Q̂2i−1(β1,2k)
2i−1,2k )
Q̂2i−1 ∈ Irr(Q̂2i−1|β2i−1,2k).
Hence Proposition 6.51 is proved.
The way βˆ2i−1 is picked implies
Corollary 6.57. If i = 1, . . . , k, then any subgroup of G that normalizes Q̂2i−1 and fixes β2i−1,2k
also fixes βˆ2i−1. Furthermore, any subgroup of G that fixes βˆ2i−1 and β2i−3,2k also fixes β2i−1,2k.
Proof. The first statement is obvious, since βˆ2i−1 = β
Q̂2i−1
2i−1 .
The character βˆ2i−1 is obtained from β2i−1,2k using a series of characters
β2i−1,2k = β
Q̂2i−1(β2i−1,2k)
2i−1,2k = β
Q̂2i−1(β2i−3,2k)
2i−1,2k , β
Q̂2i−1(β2i−5,2k)
2i−1,2k ,
β
Q̂2i−1(β2i−7,2k)
2i−1,2k , . . . , β
Q̂2i−1(β1,2k)
2i−1,2k , β
Q̂2i−1
2i−1,2k = βˆ2i−1,
each obtained from the preceding one using Clifford theory for the characters
β2i−5,2k, β2i−7,2k, . . . , β3,2k, β1,2k,
in that order. Since G(β2i−3,2k) fixes the characters β1,2k, β3,2k, . . . , β2i−3,2k, Clifford theory implies
the rest of the proof.
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6.3 pi-Hall subgroups of N(P ∗2k, Q̂2i−1 in G2i(α
∗
2i−2)): the groups P˜2i
The following two general lemmas, along with Lemmas 6.11 and 6.44, will help us pick “nice” π-Hall
subgroups P˜2i of N(P
∗
2k, Q̂2i−1 in G
′
2i).
Lemma 6.58. Assume H is a finite π-separable group. Let N = N1 ✄ N2 ✄ · · · ✄ Nr be a series
of normal π′-subgroups of H, for some integer r ≥ 1. Let θi be an irreducible character of Ni,
for each i = 1, · · · , r, such that θi ∈ Irr(Ni|θi+1, θi+2, · · · , θr). Then H(θ1) ≥ H(θ1, θ2) ≥ · · · ≥
H(θ1, . . . , θr) and the index |H(θ1) : H(θ1, . . . , θr)| is the π
′-number |N : N(θ1, . . . , θr)|. Hence any
π-Hall subgroup P of H(θ1, . . . , θr) is also a π-Hall subgroup of H(θ1, . . . , θi), for each i = 1, . . . , r.
Proof. For every i = 1, . . . , r − 1 the group H(θ1, . . . , θi) has as normal subgroups the groups
Ni ✄ Ni+1, and fixes the character θi ∈ Irr(Ni). Hence it permutes among themselves all the
irreducible characters of Ni+1 that lie under θi. But this set of irreducible characters is precisely
the Ni-conjugacy class of θi+1 by Clifford’s theory. So
H(θ1, . . . , θi) = H(θ1, . . . , θi, θi+1)Ni.
Therefore,
|H(θ1, . . . , θi) : H(θ1, . . . , θi, θi+1)| = |Ni : Ni(θi+1)|.
A similar argument with N in the place of H shows that |N(θ1, . . . , θi) : N(θ1, . . . , θi, θi+1)| = |Ni :
Ni(θi+1)|. Hence
|H(θ1, . . . , θi) : H(θ1, . . . , θi, θi+1)| = |N(θ1, . . . , θi) : N(θ1, . . . , θi, θi+1)|,
for all i = 1, . . . , r − 1. This implies that
|H(θ1) : H(θ1, . . . , θr)| =
r−1∏
i=1
|H(θ1, . . . , θi) : H(θ1, . . . , θi, θi+1)| =
r−1∏
i=1
|N(θ1, . . . , θi) : N(θ1, . . . , θi, θi+1)| = |N(θ1) : N(θ1, . . . , θr)|.
Thus the lemma holds.
The following is similar to Lemma 6.11.
Lemma 6.59. Assume a finite group N is the semidirect product N = P⋉H of its π-Hall subgroup
P with its normal π′-Hall subgroup H. Assume further that P˜ is a subgroup of P , and that P is
any π-group of automorphisms of N that normalizes P˜ . Then there exists t ∈ H such that the
following conditions are satisfied:
(i) P normalizes P t
(ii) P˜ ≤ P t
(iii) t centralizes P˜ .
Proof. Since P normalizes N , we can form the external semi–direct product product NP = N ⋊P.
Furthermore, as P normalizes P˜ , the π-group P˜P is a subgroup of NP, and thus normalizes N .
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Hence P˜P normalizes a π-Hall subgroup P t of N , for some t ∈ H. Therefore P, as well as P˜ ,
normalizes P t. But P˜ is a subgroup of N . so the only way it can normalize the Hall subgroup P t
is to be contained in P t. Or, equivalently, (P˜ )t
−1
≤ P . Thus s−1st
−1
∈ P whenever s ∈ P˜ . But
P˜ ≤ P normalizes H. Hence s−1st
−1
= [s, t−1] is also an element of H. As H ∩P = 1, we conclude
that [s, t−1] = 1, for all s ∈ P˜ . This implies that t−1, and thus t, centralizes P˜ . So the lemma
holds.
Lemma 6.60. Let P˜2i be a π-Hall subgroup of N(P
∗
2k, Q̂2i−1 in G2i(α
∗
2i−2)), where i = 1, · · · , k.
Then
N(P ∗2k, Q̂2i−1 in G2i(α
∗
2i−2)) = P˜2i ⋉ Q̂2i−1. (6.61)
Furthermore,
N(P ∗2k in G2i(α
∗
2i−2, βˆ1, · · · βˆ2i−1)) = N(Q̂2i−1 in N(P
∗
2k in G2i(α
∗
2i−2, β2i−1,2k))), (6.62)
whenever i = 1, . . . , k.
Proof. According to Proposition 6.35 the group Q̂2i−1 is a π
′-Hall subgroup ofN(P ∗2k in G2i(α
∗
2i−2)).
Hence
N(P ∗2k, Q̂2i−1 in G2i(α
∗
2i−2)) = P˜2i ⋉ Q̂2i−1.
For the second part of the lemma note that, for i = 1 we obviously have N(P ∗2k in G2(α
∗
0, βˆ1)) =
N(Q̂1 in N(P
∗
2k in G2(α
∗
0, β1,2k))), as α
∗
0 = 1 and βˆ1 = β1,2k, by Proposition 6.51.
For any t, i with 1 ≤ t ≤ i, the group N(Q̂2i−1 in N(P
∗
2k in G2i(α
∗
2i−2, β2i−1,2k))) normalizes
Q̂2t−1 = Q̂2i−1∩G2t−1 and fixes β2t−1,2k, as β2t−1,2k is the unique character of Q2t−1,2k = Q2i−1,2k∩
G2t−1 that lies under β2i−1,2k. So N(Q̂2i−1 in N(P
∗
2k in G2i(α
∗
2i−2, β2i−1,2k))) fixes the characters
βˆ1, βˆ3, . . . , βˆ2i−1 by Corollary 6.57. Hence
N(Q̂2i−1 in N(P
∗
2k in G2i(α
∗
2i−2, β2i−1,2k))) ≤ N(P
∗
2k in G2i(α
∗
2i−2, βˆ1, . . . βˆ2i−1)).
For the other inclusion, we use Corollary 6.57 again, but in a recursive way. We saw above that
the group N(P ∗2k in G2i(βˆ1)) = N(P
∗
2k in G2i(α
∗
0, βˆ1)) fixes β1,2k. Hence, N(P
∗
2k in G2i(βˆ1, βˆ3))
normalizes the group Q̂3(β1,2k). In view of (6.31) the last group equals Q3,2k. Thus Corollary
6.57 implies that N(P ∗2k in G2(βˆ1, βˆ3)) fixes β3,2k, as it fixes βˆ3 and β1,2k, and normalizes Q3,2k.
Similarly, we get that N(P ∗2k in G2i(βˆ1, βˆ3, βˆ5)) normalizes Q̂5(β3,2k) = Q5,2k, and fixes both β3,2k
and βˆ5. Thus it also fixes β5,2k, by Corollary 6.57.
We continue in this way. So after i− 1 steps we have that N(P ∗2k in G2i(βˆ1, βˆ3, . . . , βˆ2i−3)) fixes
β2i−3,2k. Hence the group N(P
∗
2k in G2(βˆ1, βˆ3, . . . , βˆ2i−1)) normalizes Q̂2i−1(β2i−3,2k) = Q2i−3,2k,
by (6.31), and fixes both β2i−3,2k and βˆ2i−1. Therefore Corollary 6.57 implies that it fixes β2i−1,2k,
i.e.,
N(P ∗2k in G2i(α
∗
2i−2, βˆ1, βˆ3, . . . , βˆ2i−1)) ≤ N(Q̂2i−1 in N(P
∗
2k in G2i(α
∗
2i−2, β2i−1,2k))).
This completes the proof of the lemma.
Let i = 1, . . . , k. According to Theorem 6.50 the group N(P ∗2k in G2i(α
∗
2i−2, β2i−1,2k)) equals
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P ∗2i(β2i−1,2k)⋊ Q̂2i−1(β2i−1,2k). This, along with (6.61) and (6.62), implies that
N(P ∗2k in G2i(α
∗
2i−2, βˆ1, · · · , βˆ2i−1))
= N(Q̂2i−1 in N(P
∗
2k in G2i(α
∗
2i−2, β2i−1,2k))) by (6.62)
= N(Q̂2i−1 in P
∗
2i(β2i−1,2k)⋊ Q̂2i−1(β2i−1,2k) by Theorem 6.50
= N(Q̂2i−1 in P
∗
2i(β2i−1,2k))× Q̂2i−1(β2i−1,2k) as Q̂2i−1(β2i−1,2k) ≤ Q̂2i−1
= N(Q̂2i−1 in P
∗
2i(β2i−1,2k))×Q2i−1,2k. by (6.33).
Hence
N(P ∗2k in G2i(α
∗
2i−2, βˆ1, · · · , βˆ2i−1)) = N(Q̂2i−1 in P
∗
2i(β2i−1,2k))×Q2i−1,2k, (6.63)
for all i = 1, . . . , k.
The following proposition implies the existence of a “good” family of groups P˜2i, that permit
us to use Theorem 4.24 on the groups Q̂2i−1, Q̂ and P˜2i, for i = 1, . . . , k.
Proposition 6.64. There exist π-groups P˜2i, for i = 1, . . . , k, such that the following conditions
are satisfied:
P˜2i ∈ Hallpi(N(P
∗
2k, Q̂2i−1 in G2i(α
∗
2i−2))), (6.65a)
P˜2i(βˆ1, βˆ3, . . . , βˆ2i−1) = N(Q̂2i−1 in P
∗
2i(β2i−1,2k))
∈ Hallpi(N(P
∗
2k, Q̂2i−1 in G2i(α
∗
2i−2, βˆ1, βˆ3, . . . , βˆ2i−1))), (6.65b)
and P˜2i normalizes P˜2j , (6.65c)
for all i = 1, 2, . . . , k and all j = 1, 2, . . . , i. Furthermore, any such P˜2i satisfy
P˜2i(βˆ1, βˆ3, . . . , βˆ2i−1) = P˜2i(βˆ2j−1, βˆ2j+1, . . . , βˆ2i−1) = P˜2i(βˆ2i−1)
∈ Hallpi(N(P
∗
2k, Q̂2i−1 in G2i(α
∗
2i−2, βˆ2j−1, βˆ2j+1, . . . , βˆ2i−1))) (6.66)
whenever 1 ≤ j ≤ i ≤ k.
Proof. In view of (6.63) the only Hall π-subgroup of N(P ∗2k, Q̂2i−1 in G2i(α
∗
2i−2, βˆ1, βˆ3, . . . , βˆ2i−1))
is N(Q̂2i−1 in P
∗
2i(β2i−1,2k)). As N(P
∗
2k, Q̂2i−1 in G2i(α
∗
2i−2, βˆ1, βˆ3, . . . , βˆ2i−1)) is a subgroup of
N(P ∗2k, Q̂2i−1 in G2i(α
∗
2i−2)), we can certainly find P˜2i satisfying (6.65a,b) for i = 1, 2, . . . , k. We
shall modify these P˜2i so as to obtain new subgroups satisfying (6.65c) as well as (6.65a,b).
We first note that, whenever 1 ≤ t ≤ i ≤ k, the subgroup P ∗2i normalizes P
∗
2t, while P
∗
2i(β2i−1,2k)
fixes β2t−1,2k by Proposition 5.55. As Q̂2t−1 = Q̂2i−1∩G2t−1, we get that N(Q̂2i−1 in P
∗
2i(β2i−1,2k))
normalizes N(Q̂2t−1 in P
∗
2t(β2t−1,2k)). By (6.65b) this is equivalent to
P˜2i(βˆ1, βˆ3, . . . , βˆ2i−1) normalizes P˜2t(βˆ1, βˆ3, . . . , βˆ2t−1) (6.67)
whenever 1 ≤ t ≤ i ≤ k.
By (6.61) we have N(P ∗2k, Q̂2i−1 in G2i(α
∗
2i−2)) = P˜2i ⋉ Q̂2i−1, for each i = 1, . . . , k. Also
N(P ∗2k, Q̂2i−1 in G2i(α
∗
2i−2)) normalizes both P
∗
2t = P
∗
2k ∩ G2t (by Proposition 5.132) and Q̂2t−1 =
Q̂2i−1 ∩ G2t−1 (by Definition 6.28), whenever 1 ≤ t ≤ i ≤ k. So it fixes the unique character
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α∗2t−2 ∈ Irr(P
∗
2t−2) lying under α
∗
2i−2 (see Proposition 5.153). Hence it normalizes G2t(α
∗
2t−2). So
N(P ∗2k, Q̂2i−1 in G2i(α
∗
2i−2)) normalizes N(P
∗
2k, Q̂2t−1 in G2t(α
∗
2t−2)), i.e.,
P˜2i ⋉ Q̂2i−1 normalizes P˜2t ⋉ Q̂2t−1, (6.68)
whenever 1 ≤ t ≤ i ≤ k.
We are going to modify the Pˆ2i so that they satisfy
P˜2i(βˆ1, βˆ3, . . . , βˆ2i−1) normalizes P˜2t (6.69)
whenever 1 ≤ t ≤ i ≤ k, as well as (6.65a,b). For this we will use reverse induction on t, starting
with t = k and working down. The group P˜2k requires no modification, since the only possible i
satisfying k ≤ i ≤ k is i = k, and the subgroup P˜2k(βˆ1, βˆ3, . . . , βˆ2k−1) certainly normalizes P˜2k.
For the inductive step assume that P˜2k, P˜2k−2, . . . , P˜2s+2, for some integer s = 1, 2, . . . , k − 1,
have already been modified so that (6.69) holds whenever s < t ≤ i ≤ k, and (6.65a,b) hold for all
i = 1, 2, . . . , k. We want to modify P˜2s so that (6.65a,b) still hold for i = s, while (6.69) with t = s
holds for all i = s, s+ 1, . . . , k.
According to (6.67) the product
Tt+1 = P˜2k(βˆ1, . . . , βˆ2k−1) · P˜2k−2(βˆ1, . . . , βˆ2k−3) · · · P˜2t+2(βˆ1, . . . , βˆ2t+1)
forms a π-group, whenever 1 ≤ t ≤ k−1. Each factor P˜2i(βˆ1, . . . , βˆ2i−1), for i = s+1, s+2, . . . , k, in
this product is contained in P˜2i ⋉ Q̂2i−1, and hence normalizes P˜2s ⋉ Q̂2s−1 by (6.68). That factor
also normalizes P˜2s(βˆ1, βˆ3, . . . , βˆ2s−1) by (6.67). Thus Ts+1 acts on P˜2s ⋉ Q̂2s−1 and normalizes
the subgroup P˜2s(βˆ1, βˆ3, . . . , βˆ2s−1) of P˜2s. Therefore we can apply Lemma 6.59 to the groups
Ts+1, P˜2s(βˆ1, . . . , βˆ2s−1) and P˜2s ⋉ Q̂2s−1 to get an element t ∈ Q̂2s−1 such that
(P˜2s)
t ∈ Hallpi(P˜2s ⋉ Q̂2s−1) is normalized by Ts+1 (6.70a)
and
P˜2s(βˆ1, . . . , βˆ2s−1) ≤ (P˜2s)
t. (6.70b)
Obviously the group (P˜2s)
t satisfies (6.65a) for i = s, as Q̂2s−1 ≤ N(P
∗
2k, Q̂2s−1 in G2s(α
∗
2s−2)).
Furthermore, as P˜2s(β1, . . . , β2s−1) satisfies (6.65b) for i = s, the inclusion (6.70b) implies that
(P˜2s)
t(βˆ1, . . . , βˆ2s−1) = P˜2s(βˆ1, . . . , βˆ2s−1). (6.71)
Therefore, (P˜2s)
t satisfies (6.65a,b) for i = s. In addition, (6.70a) implies that P˜2i(βˆ1, . . . , βˆ2i−1)
normalizes (P˜2s)
t whenever i = s + 1, . . . , k. Hence we can work with (P˜2s)
t in the place of P˜2s.
The new group P˜2i satisfies (6.69) whenever s ≤ t ≤ i ≤ k.
At this point we have shown that we can find the groups P˜2i that satisfy (6.65a,b) as well as
(6.69) whenever 1 ≤ t ≤ i ≤ k. These groups can be modified further to satisfy, in addition,
(6.65c). Indeed, according to (6.68), we get that P˜2k ≤ P˜2k⋉Q̂2k−3 normalizes P˜2k−2⋉Q̂2k−3 while
P˜2k(βˆ1, . . . , βˆ2k−1) normalizes P˜2k−2 by (6.69). Therefore, Lemma 6.11, with π
′ in the place of π,
implies that there exists t2k−3 ∈ Q̂2k−3 such that
P˜
t2k−3
2k normalizes P˜2k−2
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and
P˜2k(βˆ1, . . . , βˆ2k−1) ≤ P˜
t2k−3
2k .
In view of (6.65b) (for P˜2k ) this inclusion implies that
P˜2k(βˆ1, . . . , βˆ2k−1) = P˜
t2k−3
2k (βˆ1, . . . , βˆ2k−1).
The above equation permits us to work with P˜
t2k−3
2k in the place of P˜2k. Then P˜2k satisfies (6.65a,b)
and (6.69), and normalizes P˜2k−2.
Now the product P˜2kP˜2k−2 forms a group that normalizes the unique π
′-Hall subgroup Q̂2k−5
of P˜2k−4⋉ Q̂2k−5, and has Tk−1 as a subgroup. Furthermore, P˜2kP˜2k−2⋉ Q̂2k−5 normalizes P˜2k−4⋉
Q̂2k−5, while Tk−1 normalizes P˜2k−4, as P˜2k(βˆ1, . . . , βˆ2k−1) and P˜2k−2(βˆ1, . . . , βˆ2k−3) do by (6.69).
Hence Lemma 6.11, with π′ in the place of π, implies that we can find an element t2k−5 ∈ Q̂2k−5
such that
(P˜2kP˜2k−2)
t2k−5 normalizes P˜2k−4
and
Tk−1 ≤ P˜
t2k−5
2k P˜
t2k−5
2k−2 .
Also t2k−5 centralizes Tk−1, and thus centralizes both P˜2k(βˆ1, . . . , βˆ2k−1) and P˜2k−2(βˆ1, . . . , βˆ2k−3).
Therefore P˜2k(βˆ1, . . . , βˆ2k−1) and P˜2k−2(βˆ1, . . . , βˆ2k−3) are subgroups of P˜
t2k−5
2k and P˜
t2k−5
2k−2 respec-
tively. So, in view of (6.65b), we get that
P˜2k(βˆ1, . . . , βˆ2k−1) = P˜
t2k−5
2k (βˆ1, . . . , βˆ2k−1)
and
P˜2k−2(βˆ1, . . . , βˆ2k−3) = P˜
t2k−5
2k−2 (βˆ1, . . . , βˆ2k−3).
Hence we can replace P˜2k and P˜2k−2 by P˜
t2k−5
2k and P˜
t2k−5
2k−2 respectively. Then (6.65a,b) and (6.69)
are satisfied by the newly modified groups P˜2k and P˜2k−2. Furthermore, P˜2k normalizes both P˜2k−2
and P˜2k−4, while P˜2k−2 normalizes P˜2k−4.
We continue similarly. At every step the product P˜2kP˜2k−2 · · · P˜2t of the modified groups
P˜2i, for 2 ≤ t ≤ i ≤ k, contains Tt. Even more, Tt is a subgroup that normalizes P˜2t−2 while
P˜2kP˜2k−2 . . . P˜2t ⋉ Q̂2t−3 normalizes P˜2t−2 ⋉ Q̂2t−3. So Lemma 6.11 implies the existence of an
element t2t−3 ∈ Q̂2t−3 such that, if we replace P˜2k and P˜2t by P˜
t2k−3
2k and P˜
t2k−3
2t respectively, the
new groups satisfy (6.65a,b) and (6.69) for i = k, k−1, . . . , t−1, while P˜2i normalizes P˜2j whenever
k ≥ i ≥ j ≥ t− 1.
This process stops when we reach t = 2. This proves that we can pick the groups P˜2i to satisfy
(6.65a,b,c). The additional property (6.66) follows from (6.65b) and Lemma 6.58. This completes
the proof of Proposition 6.64.
A useful property of the groups P˜2i is given in
Corollary 6.72. For every i = 1, . . . , k we have that
P˜2i(βˆ2i−1) = P˜2i(βˆ1, . . . , βˆ2i−1) = C(Q̂2i−1 in P˜2i) and (6.73a)
P˜2i(βˆ2i−1) = C(Q̂2i−1 in P
∗
2i). (6.73b)
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Proof. According to (6.66) and (6.65b) we get that
P˜2i(βˆ2i−1) = P˜2i(βˆ1, . . . , βˆ2i−1) = N(Q̂2i−1 in P
∗
2i(β2i−1,2k)).
In view of Corollary 6.57, the group N(Q̂2i−1 in P
∗
2i(β2i−1,2k)) fixes βˆ2i−1, as it normalizes Q̂2i−1
and fixes β2i−1,2k. Thus
P˜2i(βˆ2i−1) = N(Q̂2i−1 in P
∗
2i(β2i−1,2k)) ≤ N(Q̂2i−1 in P
∗
2i(βˆ2i−1)). (6.74)
But Q̂2i−1 ≤ Q̂ ≤ G
′ = G(α∗2k). Thus Q̂2i−1 normalizes P
∗
2i, as Q̂ does. We conclude that
Q̂2i−1 normalizes N(Q̂2i−1 in P
∗
2i(βˆ2i−1)). As the latter p-group also normalizes the p
′-group Q̂2i−1,
we get that Q̂2i−1 centralizes N(Q̂2i−1 in P
∗
2i(βˆ2i−1)). Hence Q̂2i−1 also centralizes P˜2i(βˆ2i−1) ≤
N(Q̂2i−1 in P
∗
2i(βˆ2i−1)). Therefore, P˜2i(βˆ2i−1) ≤ C(Q̂2i−1 in P˜2i). As the other inclusion is obvious,
we conclude that P˜2i(βˆ2i−1) = C(Q̂2i−1 in P˜2i). Hence (6.73a) holds
Furthermore, the fact that Q̂2i−1 normalizes P
∗
2i(βˆ2i−1) implies that N(Q̂2i−1 in P
∗
2i(βˆ2i−1)) =
C(Q̂2i−1 in P
∗
2i(βˆ2i−1)). Hence we have that
P˜2i(βˆ2i−1) = N(Q̂2i−1 in P
∗
2i(β2i−1,2k))
≤ N(Q̂2i−1 in P
∗
2i(βˆ2i−1)) by (6.74)
= C(Q̂2i−1 in P
∗
2i(βˆ2i−1))
≤ C(Q̂2i−1 in P
∗
2i)
= C(Q̂2i−1 in P
∗
2i(β2i−1,2k)) as β2i−1,2k ∈ Irr(Q2i−1,2k)
and Q2i−1,2k ≤ Q̂2i−1
≤ N(Q̂2i−1 in P
∗
2i(β2i−1,2k))
= P˜2i(βˆ2i−1).
So P˜2i(βˆ2i−1) = C(Q̂2i−1 in P
∗
2i), and (6.73b) holds. This completes the proof of the corollary.
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6.4 Triangular sets for G′ = G(α∗2k)
For the following two sections we are going to keep fixed the groups P ∗2i, along with their characters
α∗2i. Even though these groups and characters come from a specific triangular set of (5.2), we will
forget this triangular set and treat the P ∗2i independently. Furthermore, we make the following
assumption
m = 2k is even. (6.75)
We have already seen that the groups G′s, defined as G
′
s = Gs(α
∗
2k) = G
′ ∩ Gs whenever
1 ≤ s ≤ m = 2k, form a series
1 = G′0 ✂G
′
1 ✂ · · ·✂G
′
2k−1 ✂G
′
2k ✂G
′. (6.76)
This is a series of normal subgroups of G′, as the series (5.2) is such for G.
6.4.1 From G to G′
The goal of this section is to create a triangular set for the series (6.76), related to the triangular
set {Q2i−1, P2i|β2i−1, α2i}
k
i=1. We remark that the latter is a triangular set for normal series
1 = G0 ✂G1 ✂ · · ·✂G2k−1 ✂G2k ✂G, (6.77)
that is, (5.2) for m = 2k. As we will see, these two triangular sets are so close related that one
determines the other uniquely, up to conjugation.
To create such a set, we first need to give groups and characters that satisfy (5.17) for the
series (6.76). For the π′-groups and characters we pick the groups Q2i−1,2k for every i = 1, . . . , k,
along with their irreducible characters β2i−1,2k. In view of Remark 6.26, we have that Q2i−1,2k
is a subgroup of G′, and thus a subgroup of G′2i−1 = G
′ ∩ G2i−1 (as Q2i−1,2k ≤ G2i−1), for all
i = 1, . . . , k. We define
Q′2i−1 := Q2i−1,2k and β
′
2i−1 = β2i−1,2k, (6.78a)
and
P ′0 = 1 and P
′
2i := P
∗
2i(β2i−1,2k), (6.78b)
whenever i = 1, . . . , k. Note that
Lemma 6.79. For every i = 1, . . . , k we have
P ′2i = P
∗
2i(β
′
2i−1) = P
∗
2i(β2i−1,2k) =
N(Q2i−1,2k in P
∗
2i) = N(Q
′
2i−1 in P
∗
2i) = C(Q2i−1,2k in P
∗
2i) = C(Q
′
2i−1 in P
∗
2i) =
C(Q1,2k, Q3,2k, . . . , Q2i−1,2k in P
∗
2i).
Furthermore,
P ′2i is the unique π-Hall subgroup of N(P
∗
2k in G2i(α
∗
2i−2, β2i−1,2k)).
Proof. Let i = 1, . . . , k be fixed. Obviously P ∗2i(β2i−1,2k) ≤ N(Q2i−1,2k in P
∗
2i). Also Q2i−1,2k =
C(P2i, . . . , P2k in Q2i−1) normalizes P2, . . . , P2i−2, as it is a subgroup of Q2i−1 (see (5.17e)), and
centralizes P2i. Hence the π
′-group Q2i−1,2k normalizes the π-group P
∗
2i. Therefore
N(Q2i−1,2k in P
∗
2i) = C(Q2i−1,2k in P
∗
2i) ≤ P
∗
2i(β2i−1,2k).
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So
P ′2i = P
∗
2i(β2i−1,2k) = N(Q2i−1,2k in P
∗
2i) = C(Q2i−1,2k in P
∗
2i).
The fact that C(Q′2i−1 in P
∗
2i) = C(Q1,2k, Q3,2k, . . . , Q2i−1,2k in P
∗
2i) follows easily from the fact
(see (5.40)) that Q2t−1,2k is a subgroup (actually normal) of Q2i−1,2k whenever 1 ≤ t ≤ i.
The rest of the lemma follows from (6.78a) and Proposition 6.44.
What about irreducible characters α′2i of P
′
2i? Well, there is a straightforward way to pick those
characters. To see this, note that Q′2i−1 = Q2i−1,2k fixes the character α
∗
2i of P
∗
2i. Indeed, Q2i−1,2k
fixes α∗2k (as it is a subgroup of G
′) and normalizes P ∗2i = G2i ∩ P
∗
2k. Hence it fixes the unique
character α∗2i of P
∗
2i that lies under α
∗
2k (see Proposition 5.153). As P
′
2i = C(Q2i−1,2k in P
∗
2i) =
C(Q′2i−1 in P
∗
2i), we can make the
Definition 6.80. For every i = 1, . . . , k, the character α′2i ∈ Irr(P
′
2i) is the Q
′
2i−1-Glauberman
correspondent of α∗2i ∈ Irr(P
∗
2i). We also set α
′
0 := 1 ∈ Irr(P
′
0).
Now we can show
Theorem 6.81. The set
{Q′1, . . . , Q
′
2k−1, P
′
0, P
′
2, . . . , P
′
2k|β
′
1, . . . , β
′
2k−1, α
′
0, α
′
2, . . . , α
′
2k}, (6.82)
given by (6.78) and Definition 6.80, is a triangular set for (6.76).
Proof. It is enough to check that (6.82) satisfies (5.17). It obviously satisfies (5.17a). According to
(6.34) we have that Q′1 = Q1,2k = G
′
1. Hence (5.17b) holds for the set (6.82).
By Lemma 6.79 the group P ′2i centralizes Q
′
2i−1 = Q2i−1,2k, for all i = 1, . . . , k. Therefore the
group that we would write as Q′2i−1,2i (see (5.11)) is Q
′
2i−1 itself. Furthermore, the P
′
2i-Glauberman
correspondent of β′2i−1 is the same character β
′
2i−1, whenever 1 ≤ i ≤ k. Therefore the character
that we would write as β′2i−1,2i (see Definition 5.22) is nothing else but the character β
′
2i−1. Ac-
cording to (5.40) and (5.51) the groups Q′2i−1 = Q2i−1,2k and their characters β
′
2i−1 = β2i−1,2k line
up. That is, we have a series of normal subgroups
Q′1 ✂Q
′
3 ✂ · · · ✂Q
′
2k−3 ✂Q
′
2k−1
along with their characters
β′1, β
′
3, . . . , β
′
2k−3, β
′
2k−1
that lie one under the other. Actually, by Proposition 5.55 the unique character of Q′2j−1 that lies
under β′2i−1 is β
′
2j−1, whenever 1 ≤ j ≤ i ≤ k. Hence the characters β
′
2i−1 satisfy (5.17f) in the
definition of a triangular set.
The group P ′2i,2i+1, defined as P
′
2i,2i+1 = C(Q
′
2i+1 in P
′
2i) (see (5.14)), satisfies
P ′2i,2i+1 = C(Q2i+1,2k in P
′
2i) = C(Q2i+1,2k in C(Q2i−1,2k in P
∗
2i)) =
C(Q2i+1,2k in P
∗
2i) = C(Q
′
2i+1 in P
∗
2i),
whenever 1 ≤ i ≤ k − 1. But Q′2i+1 = Q2i+1,2k normalizes P
∗
2i, and fixes its irreducible character
α∗2i, as it fixes α
∗
2k. Hence the Q
′
2i+1-Glauberman correspondent of α
′
2i is the Q
′
2i+1-Glauberman
correspondent of α∗2i, as α
′
2i is the Q
′
2i−1-Glauberman correspondent of α
∗
2i, and Q
′
2i−1✂Q
′
2i+1. This
implies that the character α′2i,2i+1 ∈ Irr(P
′
2i,2i+1), defined as the Q
′
2i+1-Glauberman correspondent
of α′2i (see Definition 5.49), is the Q
′
2i+1-Glauberman correspondent of α
∗
2i ∈ Irr(P
∗
2i), for all i =
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1, . . . , k − 1. Furthermore, α′2i+2 is the Q
′
2i+1-Glauberman correspondent of α
∗
2i+2. As α
∗
2i+2 lies
above α∗2i we conclude that the same holds for their Q
′
2i+1-Glauberman correspondents. Thus
α′2i+2 ∈ Irr(P
′
2i+2) lies above α
′
2i,2i+1 ∈ Irr(P
′
2i,2i+1) whenever 1 ≤ i ≤ k − 1. We obviously have
that α′2 ∈ Irr(P
′
2) lies above 1 = α
′
0,1 ∈ Irr(P
′
0). Hence the characters α
′
2i satisfy (5.17d).
To complete the proof of the theorem, it remains to show that the set (6.82) also satisfies (5.17c)
and (5.17e).
According to (6.29b), (6.29c) and (6.31) we get that
Q′2i−1 = Q2i−1,2k = Q̂2i−1(β2i−3,2k) ∈ Hallpi′(G2i−1(α
∗
2k, β2i−3,2k)), (6.83)
for all i = 1, . . . , k. Furthermore, as Q′2i−1 = Q2i−1,2k fixes α
∗
2k it also fixes α
∗
2j for all j =
1, . . . , k, by Remark 6.1. In view of Proposition 5.55, it also fixes β′2j−1 = β2j−1,2k for all j =
1, . . . , i − 1. Thus Q′2i−1 normalizes the groups Q
′
2j−1 and fixes α
∗
2j . This implies that Q
′
2i−1 also
fixes the Q′2j−1-Glauberman correspondent α
′
2j of α
∗
2j whenever 1 ≤ j ≤ i − 1. Hence Q
′
2i−1 ≤
G2i−1(α
∗
2k, β
′
1, . . . , β
′
2i−3, α
′
2, . . . , α
′
2i−2). (We actually have even more as Q
′
2i−1 fixes α
′
2i and β
′
2i−1
for all i = 1, . . . , k, but we don’t need it here.) This, along with (6.83) and the fact that
G2i−1(α
∗
2k, α
′
2, . . . , α
′
2i−2, β
′
1, . . . , β
′
2i−3) ≤ G2i(α
∗
2k, β
′
2i−3) = G2i(α
∗
2k, β2i−3,2k),
implies that
Q′2i−1 ∈ Hallpi′(G2i−1(α
∗
2k, α
′
2, . . . , α
′
2i−2, β
′
1, . . . , β
′
2i−3)) =
Hallpi′(G
′
2i−1(α
′
2, . . . , α
′
2i−2, β
′
1, . . . , β
′
2i−3)), (6.84)
whenever i = 1, . . . , k. Hence (5.17e) holds for the π′-groups Q′2i−1.
As for the π-groups, we first note that, in view of Lemma 6.79, for every i = 1, . . . , k the group
P ′2i centralizes Q
′
1 = Q1,2k, . . . , Q
′
2i−1 = Q2i−1,2k, and thus fixes their characters β
′
1, . . . , β
′
2i−1. It
also fixes the characters α∗2, . . . , α
∗
2i−2, as P
′
2i ≤ P
∗
2i. Therefore it also fixes the Q
′
2j−1-Glauberman
correspondent α′2j of α
∗
2j , for all j = 1, . . . , i. Hence
P ′2i = P
∗
2i(β
′
2i−1) ≤ G2i(α
∗
2k, α
′
2, . . . , α
′
2i−2, β
′
1, . . . , β
′
2i−1) ≤
N(P ∗2k in G2i(α
∗
2i−2, β
′
2i−1)). (6.85)
Proposition 6.44 implies that P ′2i = P
∗
2i(β2i−1,2k) is the unique π-Hall subgroup of the group
N(P ∗2k in G2i(α
∗
2i−2, β2i−1,2k)). This, along with (6.85), implies that P
′
2i is a π-Hall subgroup of
G2i(α
∗
2k, α
′
2, . . . , α
′
2i−2, β
′
1, . . . , β
′
2i−1), whenever 1 ≤ i ≤ k. As G2i(α
∗
2k) = G
′
2i, we conclude that
(5.17e) holds for the groups P ′2i. Hence Theorem 6.81 is proved.
For the triangular set (6.82) we can define, as it was described in Section 5.5, the groups (P ′2i)
∗ :=
P ′2 · P
′
4 · · ·P
′
2i, along with their irreducible characters (α
′
2i)
∗ (see Definition 5.147), whenever 1 ≤
i ≤ k. Then it is easy to show that
Proposition 6.86.
(P ′2i)
∗ = P ∗2i,
for every i = 1, . . . , k.
Proof. In view of (6.78), it is clear that P ′2i ≤ P
∗
2i for all i = 1, . . . , k. As P
∗
2j ≤ P
∗
2i, whenever
1 ≤ j ≤ i, we conclude that (P ′2i)
∗ is a subgroup of P ∗2i, whenever 1 ≤ i ≤ k.
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For the other inclusion, note that, according to Lemma 6.79, P ′2i = C(Q2i−1,2k in P
∗
2i). But P2i
is a subgroup of P ∗2i and centralizes Q2i−1,2k (see (5.23a)). Hence P2i ≤ C(Q2i−1,2k in P
∗
2i) = P
′
2i
whenever 1 ≤ i ≤ k. Therefore,
P ∗2i = P2 · P4 · · ·P2i ≤ P
′
2 · P
′
4 · · ·P
′
2i = (P
′
2i)
∗.
Hence P ∗2i = (P
′
2i)
∗.
6.4.2 From G′ to G
Now assume that a triangular set for G′ is given. It would be nice if we could pass to a triangular
set of G in a “reverse ” way to that described in the previous section. This would not only show
a path to pass from triangular sets of G to G′ and vice versa, but also, as Theorem 5.6 suggests,
a path to pass from character towers of (6.77) to character towers of (6.76) and vice versa. We
couldn’t hope that this would work with every triangular set of G′, as, after all, the triangular set
that we got in the previous section has a very specific type. That type we try to reproduce in
Property 6.89 that follows. In addition, we need an extra asumption for the set of primes π. We
assume that
π = {p} consists of one prime only. (6.87)
So the various π-Hall subgroups become p-Sylow subgroups, while the π′-Hall become p′-Hall.
Now assume that
{Q′2i−1, P
′
2i|β
′
2i−1, α
′
2i}
k
i=1 (6.88a)
is a triangular set for (6.76), while Q′ is any p′-subgroup of G′ satisfying
Q′2i−1 ✂Q
′ ≤ G′(α′2, . . . , α
′
2k, β
′
1, . . . , β
′
2k−1), (6.88b)
whenever 1 ≤ i ≤ k. Note that Q′2k−1 works for Q
′. Furthermore, we assume that the set (6.88a)
satisfies the following property
Property 6.89. For every i = 1, . . . , k we have
P ′2i = N(Q
′
2i−1 in P
∗
2i) = C(Q
′
2i−1 in P
∗
2i) = P
∗
2i(β
′
2i−1). (6.90a)
In addition,
P ′2i is the unique p-Sylow subgroup of N(P
∗
2k in G2i(α
∗
2i−2, β
′
2i−1)). (6.90b)
Furthermore,
α′2i ∈ Irr(P
′
2i) is the Q
′
2i−1-Glauberman correspondent of α
∗
2i ∈ Irr(P
∗
2i). (6.90c)
We remark that, as the p′-group Q′2i normalizes the p-group P
∗
2i = P
∗
2k ∩ G2i, we necessarily
have that
N(Q′2i−1 in P
∗
2i) = C(Q
′
2i−1 in P
∗
2i) = P
∗
2i(β
′
2i−1),
for all i = 1, . . . , k. Thus equation (6.90a) is equivalent to P ′2i = P
∗
2i(β
′
2i−1).
Lets see some of the conditions Property 6.89 implies for the triangular set (6.88a). Recall
that, for all i = 1, . . . , k, the groups Q′2i−1,2k are defined as Q
′
2i−1,2k = C(P
′
2i, . . . , P
′
2k in Q
′
2i−1) =
C(P ′2i · · ·P
′
2k in Q
′
2i−1) (see (5.23a)). Furthermore, for all i = 1, . . . , k, the character β
′
2i−1,2k is the
P ′2i · · ·P
′
2k-Glauberman correspondent of β
′
2i−1,2k, by Definition 5.49.
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Lemma 6.91. For every i = 1, . . . , k we have that Q′2i−1,2k = Q
′
2i−1 while β
′
2i−1,2k = β
′
2i−1.
Therefore we get
Q′1 ✂Q
′
3✂ · · · ✂Q
′
2k−1 ✂Q
′while
β′2j−1 ∈ Irr(Q
′
2j−1|β
′
2j−3) whenever 2 ≤ j ≤ k .
(6.92)
Furthermore, whenever 1 ≤ j ≤ i ≤ k we get
Q′2i−1(β
′
2j−1) = Q
′
2i−1, (6.93a)
while
Q′1 = G
′
1 = G1(α
∗
2k) = N(P
∗
2k in G1) = C(P
∗
2k in G1), (6.93b)
P ′2 = P
∗
2 = P2, (6.93c)
P ′2i = P
∗
2i(β
′
2i−1) = P
∗
2i(β
′
1, . . . , β
′
2i−1) = C(Q
′
1, . . . , Q
′
2i−1 in P
∗
2i). (6.93d)
Proof. According to Property 6.89 the group P ′2i centralizes Q
′
2i−1, for each i = 1, . . . , k.. As
Q′2i−1,2i := C(P
′
2i in Q
′
2i−1) (see (5.23a)), we conclude that Q
′
2i−1,2i = Q
′
2i−1. But, according to
(5.35), the group Q′2i−1,2i is a normal subgroup of Q
′
2i+1 whenever 1 ≤ i ≤ k−1. Thus Q
′
2i−1✂Q
′
2i+1
for all such i and the first part of (6.92) is proved.
As P ′2i centralizes Q
′
2i−1 and Q
′
2j−1 ✂ Q
′
2i−1, we conclude that P
′
2i centralizes Q
′
2j−1 whenever
1 ≤ j ≤ i ≤ k. Thus P ′2i = C(Q
′
2i−1 in P
∗
2i) = C(Q
′
1, . . . , Q
′
2i−1 in P
∗
2i). Even more, as Q
′
2j−1,2i =
C(P ′2j , . . . , P
′
2i in Q
′
2j−1) (see (5.23a)), we get that Q
′
2j−1,2i = Q
′
2j−1 whenever 1 ≤ j ≤ i ≤ k. Thus
β′2j−1,2i = β
′
2j−1. This, along with (5.51), implies that β
′
2j−1 lies above β
′
2j−3 whenever 2 ≤ j ≤ k.
Hence the rest of (6.92) holds.
Furthermore, as β′2j−1,2k = β
′
2j−1, Proposition 5.55, for the t, j, i there equal to i, k, j here,
implies that Q′2i−1,2k(β
′
2j−1) = Q
′
2i−1,2k. Equation (6.93a) holds, as Q
′
2i−1,2k = Q
′
2i−1.
The set (6.88a) is a triangular set of (6.76). Hence, (see (5.17b)),
Q′1 = G
′
1 = G1(α
∗
2k).
Therefore, Q′1 = N(P
∗
2k in G1) = C(P
∗
2k in G1), as the p-group P
∗
2k normalizes the p
′-group G1.
So (6.93b) holds. Furthermore, we get that P2 = P
∗
2 centralizes Q
′
1. This implies that P
′
2 =
C(Q′1 in P
∗
2 ) = P
∗
2 = P2. Thus (6.93c) holds.
It remains to show that (6.93d) holds. As P ′2i centralizes Q
′
1, . . . , Q
′
2i−1, and is a subgroup of
P ∗2i, we obviously have that P
′
2i ≤ C(Q
′
1, . . . , Q
′
2i−1 in P
∗
2i) ≤ P
∗
2i(β
′
1, . . . , β
′
2i−1) ≤ P
∗
2i(β
′
2i−1). But
P ∗2i(β
′
2i−1) = P
′
2i. This completes the proof of the lemma.
For each i = 1, . . . , k, let (P ′2i)
∗ be the product group (P ′2i)
∗ = P ′2 · · ·P
′
2i, and (α
′
2i)
∗ its irre-
ducible character that we get (see Definition 5.147) from the triangular set (6.88a). Then
Lemma 6.94. For every i = 1, . . . , k,
(P ′2i)
∗ = P ∗2i.
Proof. We will use induction on i. Equation (6.93c) verifies the i = 1 case. Assume the lemma
is true for all i = 1, . . . , n − 1, where n = 2, 3, . . . , k. We will prove it also holds for i = n. The
group Q′2n−1 normalizes P
∗
2i for all i = 1, . . . , k (as it normalizes P
∗
2k). Thus Q
′
2n−1 ⋉ P
∗
2n is a
group. Furthermore, the semi–direct product Q′2n−1⋉P
∗
2n−2 is a normal subgroup of Q
′
2n−1⋉P
∗
2n,
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as Q′2n−1 ⋉ P
∗
2n−2 = G2n−1 ∩ (Q
′
2n−1 ⋉ P
∗
2n). Hence Frattini’s argument implies that
P ∗2n = N(Q
′
2n−1 in P
∗
2n) · P
∗
2n−2.
According to the inductive hypothesis P ∗2n−2 = (P
′
2n−2)
∗. Even more, in view of (6.90a) we get
that P ′2n = N(Q
′
2n−1 in P
∗
2n). So we conclude that
P ∗2n = N(Q
′
2n−1 in P
∗
2n) · P
∗
2n−2 = P
′
2n(P
′
2n−2)
∗ = (P ′2n)
∗.
This completes the proof of the inductive step. Thus Lemma 6.94 holds.
We can now prove
Theorem 6.95. Assume that the triangular set (6.88a) for the series (6.76) satisfies Property 6.89,
while (6.88b) holds for a subgroup Q′ of G′. Then there exists a collection of groups and characters
{P ν0 , Q
ν
2i−1, P
ν
2i|α
ν
0 , β
ν
2i−1, α
ν
2i}
k
i=1, (6.96)
with the following properties:
Q′normalizes Qν2i−1, (6.97a)
Q′2i−1 = Q
ν
2i−1(α
∗
2k) = N(N(Q
ν
1 , Q
ν
3 , . . . , Q
ν
2i−1 in P
∗
2k) in Q
ν
2i−1) =
C(N(Qν1 , Q
ν
3 , . . . , Q
ν
2i−1 in P
∗
2k) in Q
ν
2i−1) = N(P
∗
2k in Q
ν
2i−1), (6.97b)
βν2i−1 ∈ Irr(Q
ν
2i−1) is the N(Q
ν
1 , Q
ν
3 , . . . , Q
ν
2i−1 in P
∗
2k)-Glauberman correspondent of β
′
2i−1,
(6.97c)
P ν2i = N(Q
ν
1 , Q
ν
3 , . . . , Q
ν
2i−1 in P
′
2i) = N(Q
ν
1 , Q
ν
3 , . . . , Q
ν
2i−1 in P
∗
2i), (6.97d)
αν2 = α
∗
2 ∈ Irr(P
ν
2 ), while for i > 1
αν2i ∈ Irr(P
ν
2i) is the Q
ν
3 , . . . , Q
ν
2i−1-correspondent of α
∗
2i, (6.97e)
Qν1 : = G1, while for i > 2
Qν2i−1 ∈ Hallp′(G2i−1(α
ν
2 , . . . , α
ν
2i−2, β
ν
1 , . . . , β
ν
2i−3)), (6.97f)
P ν0 := 1 and α
ν
0 := 1, while for i ≥ 1
P ν2i ∈ Sylp(G2i(α
ν
0 , α
ν
2 , . . . , α
ν
2i−2, β
ν
1 , . . . , β
ν
2i−1)), (6.97g)
P ∗2j = P
ν
0 · P
ν
2 · P
ν
4 · · ·P
ν
2i−2·N(Q
ν
1 , Q
ν
3 , . . . , Q
ν
2i−1 in P
∗
2j), (6.97h)
P ∗2i = P
ν
2 · P
ν
4 · · ·P
ν
2i, (6.97i)
whenever 1 ≤ i ≤ j ≤ k. In (6.97e), the Qν1 , . . . , Q
ν
2i−1-correspondent refers to the correspondence
described in Lemma 5.142 and Theorem 5.143.
To prove the above theorem we will need the following easy lemma
Lemma 6.98. Assume that T, S, T0 are p-subgroups of a finite group H such that T normalizes S
while T0 ≤ T ∩ S. Assume further that T0 = N(T in S). Then T0 = S.
Proof. The group TS is a p-group and thus nilpotent. Hence, if T is a proper subgroup of TS,
then we should have that N(T in TS) > T .
But N(T in TS) = T · N(T in S) = T · T0. As T0 ≤ T we conclude that N(T in TS) = T .
Hence T = TS and thus S ≤ T . Therefore we have that S = N(T in S) = T0.
116
Proof of Theorem 6.95. We define P ν0 := 1 and α
ν
0 := 1, so that the trivial part of (6.97g) holds.
We will prove theorem using induction on i. Assume that i = 1. For Qν1 we take Q
ν
1 = G1. Hence
the first part of (6.97f) holds. According to (6.93b) we have that
Q′1 = Q
ν
1(α
∗
2k) = N(P
∗
2k in Q
ν
1) = C(P
∗
2k in Q
ν
1).
As Qν1 = G1 ✂G we get that N(Q
ν
1 in P
∗
2k) = P
∗
2k and that Q
′ normalizes Qν1 . Hence Q
ν
1 satisfies
(6.97a,b). Furthermore, β′1 is fixed by P
∗
2k, by (6.93d). So we take β
ν
1 ∈ Irr
P ∗
2k(Q1) to be the
P ∗2k-Glauberman correspondent of β
′
1 ∈ Irr(Q
′
1). Thus β
ν
1 satisfies (6.97c).
Let P ν2 := N(Q
ν
1 in P
∗
2 ). Then, as Q
ν
1 = G1 ✂G and P
∗
2 = P
′
2 (see (6.93c)), we have
P ν2 = P
∗
2 = P
′
2.
So (6.97i) holds. We also define αν2 := α
∗
2. Thus P
ν
2 and α
ν
2 satisfy (6.97d,e).
Let P be a p-Sylow subgroup ofG2(β
ν
1 ). ThenG2(β
ν
1 ) = P⋉G1 = P⋉Q
ν
1 , asG2/G1 is a p-group.
Furthermore, P ∗2k normalizes G2(β
ν
1 ), as it fixes β
ν
1 . Also, P
∗
2 = G2 ∩ P
∗
2k is a subgroup of G2(β
ν
1 ).
Therefore Lemma 6.59 implies that we can pick P so that is normalized by P ∗2k, while P
′
2 = P
∗
2 ≤ P.
So P ′2 ≤ P ∩ P
∗
2k. The group N(P
∗
2k in P) fixes the P
∗
2k-Glauberman correspondent β
ν
1 of β
′
1 (as P
does), and normalizes P ∗2k. Thus it also fixes β
′
1. Hence P
′
2 ≤ N(P
∗
2k in P) ≤ N(P
∗
2k in G2(β
′
1)).
According to (6.90b), the group P ′2 is a p-Sylow subgroup of N(P
∗
2k in G2(β
′
1)). Thus Lemma 6.98
can be applied to the groups P ∗2k,P and P
∗
2 = P
′
2 in the place of T, S and T0, respectively. Therefore
we get that P = P ′2 = P
∗
2 . As P
ν
2 := P
∗
2 , we conclude that P
ν
2 ∈ Sylp(G2(β
ν
1 )). Hence (6.97g) holds.
We complete the proof of the i = 1 case by observing that N(Qν1 in P
∗
2j) = P
∗
2j as Q
ν
1 = G1✂G.
Thus
P ν0 ·N(Q
ν
1 in P
∗
2j) = 1 · P
∗
2j = P
∗
2j ,
whenever 1 ≤ j ≤ k. Hence (6.97h) holds.
Now assume Theorem 6.95 holds for all i = 1, . . . , t− 1, for some t = 2, . . . , k. We will prove it
also holds for i = t. To simplify this proof, we give separately the next steps that depend heavily
on the inductive hypothesis,
Step 1. Assume that the set {Qν2i−1, P
ν
2i|β
ν
2i−1, α
ν
2i}
s
i=1, for some s = 1, . . . , k, satisfies (6.97c,d,e)
for all i = 1, . . . , s. Let T ≤ N(P ∗2k, Q
ν
1 , Q
ν
3 , . . . , Q
ν
2s−1 in G(α
∗
2s, α
′
2, . . . , α
′
2s, β
′
1, . . . , β
′
2s−1)). Then
T ≤ G(αν2 , . . . , α
ν
2s, β
ν
1 , . . . , β
ν
2s−1).
Proof. The group T normalizes P ∗2r for all r = 1, . . . , s, as it normalizes P
∗
2k. It also normalizes
Qν2r−1 for all such r. Therefore, it normalizes N(Q
ν
1 , . . . , Q
ν
2r−1 in P
∗
2r). But, according to (6.97d),
this last group equals P ν2r whenever 1 ≤ r ≤ s. Hence T normalizes P
ν
2r and Q
ν
2r−1. But T also
fixes α∗2r, as it fixes α
∗
2k (see Remark 6.1). Therefore (6.97e), along with Proposition 5.149, implies
that T fixes αν2r for all r = 1, . . . , s.
Furthermore, T fixes βν2r−1, as it fixes its N(Q
ν
1 , . . . , Q
ν
2r−1 in P
∗
2k)-Glauberman correspondent
β′2r−1 (see (6.97c)) and normalizes P
∗
2k, Q
ν
1 , . . . , Q
ν
2r−1, whenever 1 ≤ r ≤ s. Therefore
T ≤ G(αν2 , . . . , α
ν
2s, β
ν
1 , . . . , β
ν
2s−1),
and Step 1 is complete.
The second step is
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Step 2. Assume that the set {Qν2i−1, P
ν
2i|β
ν
2i−1, α
ν
2i}
s
i=1, for some s = 1, . . . , k, satisfies (6.97b,c,e)
for all i = 1, . . . , s. Let T ≤ N(P ∗2k in G(α
ν
2 , . . . , α
ν
2s, β
ν
1 , . . . , β
ν
2s−1)). Then
T ≤ N(P ∗2k in G(α
∗
2s, α
′
2, . . . , α
′
2s, β
′
1, . . . , β
′
2s−1)).
Proof. The group T normalizes P ∗2r for all r = 1, . . . , s (even for all r = s + 1, . . . , k, but this we
will not need). As T also normalizes the groups Qν2r−1, and fixes the characters α
ν
2r, it has to fix
(by Proposition 5.149) the Qν3 , . . . , Q
ν
2r−1-correspondent α
∗
2r of α
ν
2r (see (6.97e)) for all r = 2, . . . , s.
It also fixes α∗2 = α
ν
2 .
Furthermore, T normalizes Q′2r−1, as (6.97b) implies that Q
′
2r−1 = N(P
∗
2k in Q
ν
2r−1), whenever
1 ≤ r ≤ s. The group P ′2r satisfies (6.90a) for i = r. Hence P
′
2r = N(Q
′
2r−1 in P
∗
2r). Therefore,
T normalizes P ′2r, as it normalizes both Q
′
2r−1 and P
∗
2r. This, along with the fact that T fixes
α∗2r, implies that T fixes the Q
′
2r−1-Glauberman correspondent α
′
2r (see (6.90c)) of α
∗
2r, for all
r = 1, . . . , s.
Even more, as T fixes βν2r−1 and normalizes Q
′
2r−1, it must fix the N(Q
ν
1 , . . . , Q
ν
2r−1 in P
∗
2k)-
Glauberman correspondent β′2r−1 of β
ν
2r−1 (see (6.97c)). Hence
T ≤ N(P ∗2k in G(α
∗
2s, α
′
2, . . . , α
′
2s, β
′
1, . . . , β
′
2s−1)).
The last step is
Step 3. The group S := N(Qν1 , . . . , Q
ν
2t−3 in P
∗
2k) is a subgroup of G(α
ν
2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−3).
Proof. For every r = 1, . . . , t − 1, the group S = N(Qν1 , . . . , Q
ν
2t−3 in P
∗
2k) normalizes P
ν
2r =
N(Qν1 , . . . , Q
ν
2r−1 in P
∗
2r). Also S fixes α
∗
2r, as it is a subgroup of P
∗
2k. Therefore S fixes the
Qν3 , . . . , Q
ν
2r−1-correspondent α
ν
2r ∈ Irr(P
ν
2r) of α
∗
2r, (see (6.97e)), for all r = 2, . . . , t− 1, as well as
αν2 = α
∗
2.
Furthermore, (6.97c) for i = t−1 implies that S fixes βν2t−3. Similarly, the inductive hypothesis
for (6.97c) implies that N(Qν1 , . . . , Q
ν
2r−1 in P
∗
2k) fixes β
ν
2r−1, for all r = 1, . . . , t − 2. But S is a
subgroup of N(Qν1 , . . . , Q
ν
2r−1 in P
∗
2k) for all such r. Hence S fixes β
ν
2r−1 whenever 1 ≤ r ≤ t− 1.
Therefore S ≤ G(αν2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−3), and Step 3 is proved.
We can now continue with the proof of the theorem. The fact that (6.88a) is a triangular set
for (6.76) implies that
Q′2s−1 ≤ G2s−1(α
∗
2k, α
′
2, . . . , α
′
2t−2, . . . , α
′
2s−2, β
′
1, . . . , β
′
2t−3, . . . , β
′
2s−3) ≤
G2s−1(α
∗
2k, α
′
2, . . . , α
′
2t−2, β
′
1, . . . , β
′
2t−3),
for all s = t, . . . , k. Also the inductive hypothesis, 6.97a, for i ≤ t − 1 implies that Q′2s−1 ≤ Q
′
normalizes the groups Qν1 , . . . , Q
ν
2t−3. Hence for all s = t, . . . , k we have that
Q′2s−1 ≤ N(Q
ν
1 , . . . , Q
ν
2t−3 in G2s−1(α
∗
2k, α
′
2, . . . , α
′
2t−2, β
′
1, . . . , β
′
2t−3) ≤
N(P ∗2k, Q
ν
1 , . . . , Q
ν
2t−3 in G2s−1(α
∗
2t−2, α
′
2, . . . , α
′
2t−2, β
′
1, . . . , β
′
2t−3)),
118
and
Q′ ≤ N(Qν1 , . . . , Q
ν
2t−3 in G(α
∗
2k, α
′
2, . . . , α
′
2t−2, β
′
1, . . . , β
′
2t−3) ≤
N(P ∗2k, Q
ν
1 , . . . , Q
ν
2t−3 in G(α
∗
2t−2, α
′
2, . . . , α
′
2t−2, β
′
1, . . . , β
′
2t−3)).
This, along with Step 1, with the present t−1 in the place of s there, and the fact that G2t−1✂G2s−1,
implies that both Q′2s−1 and Q
′ normalize the group G2t−1(α
ν
2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−3) and fix the
characters αν2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−3. In particular, for s = t we get
Q′2t−1 ≤ G2t−1(α
ν
2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−3), (6.99a)
as Q′2t−1 ≤ G2t−1. Furthermore,
Q′ normalizes G2t−1(α
ν
2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−3). (6.99b)
Let Q be a p′-Hall subgroup of G2t−1(α
ν
2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−3). Since P
ν
2t−2 satisfies (6.97g)
for i = t− 1, and since αν2t−2 ∈ Irr(P
ν
2t−2), we have that
P ν2t−2 ∈ Sylp(G2t−2(α
ν
2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−3)).
As G2t−1/G2t−2 is a p
′-group and G2t−2(α
ν
2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−3) normalizes P
ν
2t−2, we get
G2t−1(α
ν
2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−3) = Q⋉ P
ν
2t−2. (6.100)
This, along with (6.99), the fact that Q′2t−1 ✂ Q
′ (see (6.88b)), and Lemma 6.59, implies that we
can pick a conjugate Qν2t−1 := Q
s of Q, so that
Qν2t−1 ∈ Hallp′(G2t−1(α
ν
2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−3)),
Q′ normalizes Qν2t−1 and
Q′2t−1 ≤ Q
ν
2t−1.
(6.101)
It is obvious from the definition of Qν2t−1 that it satisfies (6.97a,f) for i = t. Furthermore,
(6.100) holds for Q = Qν2t−1, i.e.,
G2t−1(α
ν
2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−3) = Q
ν
2t−1 ⋉ P
ν
2t−2. (6.102)
This, along with Step 3, implies that N(Qν1 , . . . , Q
ν
2t−3 in P
∗
2k) normalizes Q
ν
2t−1 ⋉ P
ν
2t−2. Hence
the product N(Qν1 , . . . , Q
ν
2t−3 in P
∗
2k) · Q
ν
2t−1P
ν
2t−2 is a group having Q
ν
2t−1 ⋉ P
ν
2t−2 as a normal
subgroup. Furthermore, (6.97d) for i = t− 1 implies that P ν2t−2 ≤ N(Q
ν
1 , . . . , Q
ν
2t−3 in P
∗
2k). Hence
N(Qν1 , . . . , Q
ν
2t−3 in P
∗
2k) is a p-Sylow subgroup of N(Q
ν
1 , . . . , Q
ν
2t−3 in P
∗
2k) · Q
ν
2t−1P
ν
2t−2. Thus
Frattini’s argument for the p′-Hall subgroup Qν2t−1 of the normal subgroup Q
ν
2t−1 ⋉ P
ν
2t−2 implies
that
N(Qν1 , . . . , Q
ν
2t−3 in P
∗
2k) = P
ν
2t−2 ·N(Q
ν
2t−1 in N(Q
ν
1 , . . . , Q
ν
2t−3 in P
∗
2k)) =
P ν2t−2 ·N(Q
ν
1 , . . . , Q
ν
2t−3, Q
ν
2t−1 in P
∗
2k).
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This, along with (6.97h) for i = t− 1 and j = k, implies that
P ∗2k = P
ν
2 · · ·P
ν
2t−4 ·N(Q
ν
1 , . . . , Q
ν
2t−3 in P
∗
2k) =
P ν2 · · ·P
ν
2t−4 · P
ν
2t−2 ·N(Q
ν
1 , . . . , Q
ν
2t−3, Q
ν
2t−1 in P
∗
2k).
Therefore, intersecting both sides of the above equation with G2j , we get
P ∗2j = P
ν
2 · · ·P
ν
2t−2 ·N(Q
ν
1 , . . . , Q
ν
2t−3, Q
ν
2t−1 in P
∗
2j), (6.103)
whenever t ≤ j ≤ k. Hence (6.97h) holds for i = t and j = i, i+ 1, . . . , k.
To prove (6.97b) for i = t, we first note that, according to the definition of Qν2t−1 (see (6.101)),
we have Q′2t−1 ≤ Q
ν
2t−1. Hence Q
′
2t−1 ≤ Q
ν
2t−1(α
∗
2k), as Q
′
2t−1 ≤ G
′ = G(α∗2k). Furthermore, Q
ν
2t−1
normalizes Qν1 , . . . , Q
ν
2t−3, Q
ν
2t−1. Hence
N(P ∗2k in Q
ν
2t−1) ≤ N(N(Q
ν
1 , . . . , Q
ν
2t−1 in P
∗
2k) in Q
ν
2t−1) = C(N(Q
ν
1 , . . . , Q
ν
2t−1 in P
∗
2k) in Q
ν
2t−1),
where the last equality holds as the p-group N(Qν1 , . . . , Q
ν
2t−1 in P
∗
2k) normalizes the p
′-group Qν2t−1.
Thus we have
Q′2t−1 ≤ Q
ν
2t−1(α
∗
2k) ≤ N(P
∗
2k in Q
ν
2t−1) ≤
N(N(Qν1 , . . . , Q
ν
2t−1 in P
∗
2k) in Q
ν
2t−1) =
C(N(Qν1 , . . . , Q
ν
2t−1 in P
∗
2k) in Q
ν
2t−1).
(6.104)
Let T = C(N(Qν1 , . . . , Q
ν
2t−1 in P
∗
2k) in Q
ν
2t−1). Then T normalizes the groups P
ν
2 , . . . , P
ν
2t−2,
as Qν2t−1 does (it fixes their characters α
ν
2i). Hence, T , in view of (6.103) for j = k, also normalizes
P ∗2k. Therefore, T ≤ N(P
∗
2k in Q
ν
2t−1). This , in view of (6.101), implies that
T ≤ N(P ∗2k in G2t−1(α
ν
2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−3)).
The set {Qν2i−1, P
ν
2i|β
ν
2i−1, α
ν
2i}
t−1
i=1 satisfies (6.97b,c,e) (according to the inductive hypothesis). So
Step 2 for s = t− 1, implies that T satisfies
T ≤ N(P ∗2k in G2t−1(α
∗
2t−2, α
′
2, . . . , α
′
2t−2, β
′
1, . . . , β
′
2t−3)). (6.105)
Equation (6.103) for j = k, along with (6.97i) for i = t− 1, implies that
P ∗2k
P ∗2t−2
∼=
N(Qν1 , . . . , Q
ν
2t−1 in P
∗
2k)
P ∗2t−2 ∩N(Q
ν
1 , . . . , Q
ν
2t−1 in P
∗
2k)
.
Therefore T centralizes P ∗2k/P
∗
2t−2, as it centralizes N(Q
ν
1 , . . . , Q
ν
2t−3 in P
∗
2k). Also T fixes α
∗
2t−2 ∈
Irr(P ∗2t−2), and is a p
′-group. Hence (see Exercise 13.13 in [12]), T fixes every irreducible character
of P ∗2k that lies above α
∗
2t−2. Thus T fixes α
∗
2k. This, along with (6.105), implies that
T = C(N(Qν1 , . . . , Q
ν
2t−1 in P
∗
2k) in Q
ν
2t−1) ≤ G2t−1(α
∗
2k, α
′
2, . . . , α
′
2t−2, β
′
1, . . . , β
′
2t−1).
But Q′2t−1 is a p
′-Hall subgroup of G2t−1(α
∗
2k, α
′
2, . . . , α
′
2t−2, β
′
1, . . . , β
′
2t−1), as (6.88a) is a tri-
angular set for (6.76). Furthermore, (6.104) implies that the p′-group Q′2t−1 is contained in
C(N(Qν1 , . . . , Q
ν
2t−1 in P
∗
2k) in Q
ν
2t−1). Thus C(N(Q
ν
1 , . . . , Q
ν
2t−1 in P
∗
2k) in Q
ν
2t−1) = Q
′
2t−1. This,
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along with (6.104), implies that
Q′2t−1 = Q
ν
2t−1(α
∗
2k) = N(P
∗
2k in Q
ν
2t−1) =
N(N(Qν1 , . . . , Q
ν
2t−1 in P
∗
2k) in Q
ν
2t−1) =
C(N(Qν1 , . . . , Q
ν
2t−1 in P
∗
2k) in Q
ν
2t−1).
(6.106)
So (6.97b) holds for i = t. Hence we have shown that the group Qν2t−1 satisfies (6.97a,b,f,h) for
i = t ≤ j ≤ k.
As Q′2t−1 = C(N(Q
ν
1 , . . . , Q
ν
2t−1 in P
∗
2k) in Q
ν
2t−1) we can define β
ν
2t−1 ∈ Irr(Q
ν
2t−1) to be the
N(Qν1 , . . . , Q
ν
2t−1 in P
∗
2k)-Glauberman correspondent of β
′
2t−1 ∈ Irr(Q
′
2t−1). Thus β
ν
2t−1 satisfies
(6.97c) for i = t.
To complete the inductive step it remains to prove that we can pick a p-group P ν2t, along with
its irreducible character αν2t, so that (6.97d,e,g,i) hold for i = t. In view of (6.106) we have that
Q′2t−1 = Q
ν
2t−1(α
∗
2k). Hence N(Q
ν
1 , . . . , Q
ν
2t−1 in P
∗
2t) normalizes Q
′
2t−1 . This, along with the fact
that P ′2t = N(Q
′
2t−1 in P
∗
2t) by (6.90b), implies that
N(Qν1 , . . . , Q
ν
2t−1 in P
∗
2t) = N(Q
′
2t−1 in N(Q
ν
1 , . . . , Q
ν
2t−1 in P
∗
2t)) =
N(Qν1 , . . . , Q
ν
2t−1 in N(Q
′
2t−1 in P
∗
2t)) = N(Q
ν
1 , . . . , Q
ν
2t−1 in P
′
2t).
Let
M0 : = N(Q
ν
1 , . . . , Q
ν
2t−1 in P
′
2t) = N(Q
ν
1 , . . . , Q
ν
2t−1 in P
∗
2t) and
M : = N(Qν1 , . . . , Q
ν
2t−1 in P
∗
2k).
(6.107)
Note that M ∩G2t =M0, as P
∗
2k ∩G2t = P
∗
2t.
In view of Step 3, the group M fixes the characters αν2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−3 as it is a sub-
group of N(Qν1 , . . . , Q
ν
2t−3 in P
∗
2k).Furthermore, the definition of β
ν
2t−1 (as the M -correspondent of
β′2t−1) implies thatM also fixes β
ν
2t−1. HenceM normalizes G2t(α
ν
2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−1), while
M0 = M ∩ G2t is a subgroup of G2t(α
ν
2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−1). Let P be a p-Sylow subgroup
of G2t(α
ν
2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−1), chosen so that P contains M0. It is clear from the fact that
G2t/G2t−1 is a p-group, and the definition of Q
ν
2t−1 (see (6.101)), that
G2t(α
ν
2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−1) = P ⋉Q
ν
2t−1. (6.108)
Therefore Lemma 6.11 implies that there exists a Qν2t−1-conjugate of P that is normalized by M
and contains M0. So we may replace P by this conjugate and assume that M0 ≤M ∩ P.
We can show the following
Claim 6.109. N(M in P) =M0.
Proof. It is obvious that M0 ≤ N(M in P). For the other inclusion we first note that N(M in P)
normalizes P ν2 , . . . , P
ν
2t−2 (since P does) and M . Hence N(M in P) normalizes P
∗
2k = P
ν
2 · · ·P
ν
2t−2 ·
M (see (6.103)). Hence
N(M in P) ≤ N(P ∗2k in P)
≤ N(P ∗2k in G2t(α
ν
2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−3, β
ν
2t−1)) (6.110)
≤ N(Qν1 , . . . , Q
ν
2t−1, P
∗
2k in G2t(α
ν
2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−3))(β
ν
2t−1)
≤ N(Qν1 , . . . , Q
ν
2t−1, P
∗
2k in G2t(α
∗
2t−2, α
′
2, . . . , α
′
2t−2, β
′
1, . . . , β
′
2t−3))(β
ν
2t−1),
where the last inclusion holds according to Step 2 for s = t− 1.
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Also N(M in P) fixes the M -Glauberman correspondent β′2t−1 of β
ν
2t−1, as it fixes β
ν
2t−1. This,
along with (6.110), implies that
N(M in P) ≤ N(Qν1 , . . . , Q
ν
2t−1, P
∗
2k in G2t(α
∗
2t−2, β
′
2t−1)). (6.111)
But P ′2t satisfies (6.90b) for i = t. Therefore M0 = N(Q
ν
1 , . . . , Q
ν
2t−1 in P
′
2t) is a p-Sylow subgroup
of N(Qν1 , . . . , Q
ν
2t−1, P
∗
2k in G2t(α
∗
2t−2, β
′
2t−1)). As M0 is contained in N(M in P), inclusion (6.111)
implies that M0 = N(M in P). Hence the claim follows.
The groups M,M0 and P satisfy the hypothesis of Lemma 6.98, in the place of T, T0 and S
respectively. So we conclude that M0 = P. Therefore, M0 is a p-Sylow subgroup of the group
G2t(α
ν
2 , . . . , α
ν
2t−2, β
ν
1 , . . . , β
ν
2t−1). If we define P
ν
2t := M0, then it is clear that P
ν
2t satisfies (6.97g)
for i = t. It also satisfies (6.97d) for i = t, as (6.107) shows. Equation (6.97i) for i = t follows
clearly from (6.97h) for i = j = t, (that we have already proved in (6.103)) and (6.97d) for i = t.
To complete the inductive step, it remains to show that we can pick a character αν2t ∈ Irr(P
ν
2t)
that satisfies (6.97e) for i = t. That is, it suffices to show that the character α∗2t has a Q
ν
3 , . . . , Q
ν
2t−1-
correspondent. Looking at Lemma 5.142 and Theorem 5.143, where this correspondence is de-
scribed, we observe that it is enought to prove the following for every i, j with 2 ≤ j < i ≤ t:
[1 ] Qν2j−1 ·P
ν
2j−2 ·P
ν
2j · · ·P
ν
2i is a group containing Q
ν
2j−1 ·P
ν
2j−2 and P
ν
2j−2 as normal subgroups.
[2 ] N(Qν2j−1 in P
ν
2j−2 · P
ν
2j · · ·P
ν
2i) = P
ν
2j · · ·P
ν
2i.
[3 ] α∗2t satisfies Property 5.145, i.e., there exist characters α
∗
2s,1 ∈ Irr(P
∗
2s), for s = 1, . . . , t, such
that α∗2t,1 = α
∗
2t, and, if s < t, then α
∗
2s,1 is Q
ν
2s+1-invariant and lies under α
∗
2s+2,1.
Part [1] is clear as, according to (6.97e,f), for every s = j + 1, . . . , i the group P ν2s normalizes
P ν2j−2, . . . , P
ν
2s−2 and Q
ν
2j−1, while Q
ν
2j−1 normalizes P
ν
2j−2. This remark also implies that the
product P ν2j · · ·P
ν
2i normalizes Q
ν
2j−1. Hence
N(Qν2j−1 in P
ν
2j−2 · P
ν
2j · · ·P
ν
2i) ≥ P
ν
2j · · ·P
ν
2i. (6.112)
But
N(Qν2j−1 in P
ν
2j−2) = N(Q
ν
2j−1 in N(Q
ν
1 , . . . , Q
ν
2j−3 in P
∗
2j−2)) by (6.97d) for j − 1 as i there
= N(Qν1 , . . . , Q
ν
2j−3, Q
ν
2j−1 in P
∗
2j−2)
≤ N(Qν1 , . . . , Q
ν
2j−3, Q
ν
2j−1 in P
∗
2j)
= P ν2j by (6.97d) for j as i there
This, along with (6.112), implies that N(Qν2j−1 in P
ν
2j−2 · P
ν
2j · · ·P
ν
2i) = P
ν
2j · · ·P
ν
2i. So [2] follows.
Part [3] holds if we take the characters α∗2s in the place of α
∗
2s,1 for s = 1, . . . , t. We only need
to verify that Qν2s+1 leaves α
∗
2s invariant for every s = 1, . . . , t− 1. This is clear as Q
ν
2s+1 fixes α
ν
2s
and normalizes the groups Qν3 , . . . , Q
ν
2s−1 (see (6.97f) with s − 1 as the i there). So it has to fix
the Qν3 , . . . , Q
ν
2s−1-correspondent α
∗
2s (see (6.97e) with s as the i there) of α
ν
2s. Hence [3] follows.
This proves that Lemma 5.142 and Theorem 5.143 can be applied. Therefore there exists a unique
character αν2t ∈ Irr(P
ν
2t) that is the Q
ν
3 , . . . , Q
ν
2t−1-correspondent of α
∗
2t. Thus (6.97e) holds for
i = t.
This completes the proof of the inductive step for i = t. Hence Theorem 6.95 holds.
A useful consequence of Theorem 6.95 is
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Corollary 6.113. For every i = 1, . . . , k we have
P ν2i · P
ν
2i+2 · · ·P
ν
2k = N(Q
ν
1 , Q
ν
3 , . . . , Q
ν
2i−1 in P
∗
2k). (6.114)
Therefore βν2i−1 ∈ Irr(Q
ν
2i−1) is the P
ν
2i · · ·P
ν
2k-Glauberman correspondent of β
′
2i−1 ∈ Irr(Q
′
2i−1) =
Irr(C(P ν2i · · ·P
ν
2k in Q
ν
2i−1)).
Proof. For every j = i, . . . , k, the group P ν2j normalizes Q
ν
1 , Q
ν
3 , . . . , Q
ν
2i−1 (see (6.97d)). This, along
with (6.97i) and (6.97d), implies that
P ν2i · · ·P
ν
2k ≤ N(Q
ν
1 , . . . , Q
ν
2i−1 in P
∗
2k) = N(Q
ν
1 , . . . , Q
ν
2i−1 in P
∗
2i · P
ν
2i+2 · · ·P
ν
2k)
N(Qν1 , . . . , Q
ν
2i−1 in P
∗
2i) · P
ν
2i+2 · · ·P
ν
2k = P
ν
2i · P
ν
2i+2 · · ·P
ν
2k.
Thus (6.114) holds. The rest of the corollary is an obvious consequence of (6.114), (6.97b) and
(6.97c).
We have done all the neccesary work towards the proof of the main theorem of this section
which is a “mirror” of Theorem 6.81. That is
Theorem 6.115. The set (6.96), constructed in Theorem 6.95, forms a triangular set for (6.77).
Furthermore, the pair (6.88a, 6.96) satisfies (6.78) and Definition 6.80, i.e.,
Q′2i−1 = Q
ν
2i−1,2k and β
′
2i−1 = β
ν
2i−1,2k, (6.116a)
P ν,∗2i = P
∗
2i = (P
′
2i)
∗ and P ′2i = P
ν,∗
2i (β
ν
2i−1,2k), (6.116b)
αν,∗2i = α
∗
2i, (6.116c)
α′2i is the Q
′
2i−1-Glauberman correspondent of α
ν,∗
2i ∈ Irr(P
ν,∗
2i ), (6.116d)
where P ν,∗2i := (P
ν
2i)
∗ = P ν2 · · ·P
ν
2i and α
ν,∗
2i := (α
ν
2i)
∗, whenever 1 ≤ i ≤ k.
Proof. The Properties (6.97j, g, f) of that the set (6.96) imply immediately parts (5.17a,b,c,e) of
the definition of a triangular set.
Let αν2i−2,2i−1 denote the irreducible character of P
ν
2i−2,2i−1 := C(Q
ν
2i−1 in P
ν
2i−2) that is the
Qν2i−1-Glauberman correspondent of α
ν
2i−2 ∈ Irr
Qν
2i−1(P ν2i−2), whenever i = 2, . . . , k. As Q
ν
2i−1
normalizes P ν2i−1, the Q
ν
2i−1-Glauberman correspondence coincides with the Q
ν
2i−1-correspondence
between IrrQ
ν
2i−1(P ν2i−2) and Irr(P
ν
2i−2,2i−1) = Irr(C(Q
ν
2i−1 in P
ν
2i−2)), by Theorem 3.13. This, along
with (6.97e), implies that αν2i−2,2i−1 is the Q
ν
3 , . . . , Q
ν
2i−3, Q
ν
2i−1-correspondent of α
∗
2i−2. (Note
that in the case of αν2,3 we only have a Q
ν
3-correspondence.) Since α
ν
2i is also the Q
ν
3 , . . . , Q
ν
2i−1-
correspondent of α∗2i, while α
∗
2i lies above α
∗
2i−2, we conclude that α
ν
2i ∈ Irr(P
ν
2i) lies above α
ν
2i−2,2i−1,
whenever 1 ≤ i ≤ k. This proves that the set (6.96) satisfies (5.17d).
We will work similarly to prove (5.17f), using Corollary 6.113. For every i = 2, . . . , k −
1, the character βν2i−3,2i−2 ∈ Irr(Q
ν
2i−3,2i−2) = Irr(C(P
ν
2i−2 in Q
ν
2i−3)) is defined as the P
ν
2i−2-
Glauberman correspondent of βν2i−3 in Irr(Q
ν
2i−3). The P
ν
2i−2, P
ν
2i, . . . , P
ν
2k-Glauberman correspon-
dent of β′2i−3 ∈ Irr(Q
′
2i−3) = Irr(C(P
ν
2i−2, P
ν
2i, . . . , P
ν
2k in Q
ν
2i−3)) is the character β
ν
2i−3, by Corollary
6.113. Hence βν2i−3,2i−2 is the P
ν
2i, . . . , P
ν
2k-Glauberman correspondent of β
′
2i−3. Furthermore, β
ν
2i−1
is the P ν2i, . . . , P
ν
2k-Glauberman correspondent of β
′
2i−1. As β
′
2i−3 lies under β
′
2i−1, by Lemma 6.91,
we conclude that βν2i−3,2i−2 also lies under β
ν
2i−1. This completes the proof of (5.17f), showing that
the set (6.96) is a triangular set for (6.77). Hence all the notation and the properties described in
Chapter 5 can be applied to this triangular set.
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According to (5.33), the group Qν2i−1,2k equals C(P
ν
2i · P
ν
2i+2 · · ·P
ν
2k in Q
ν
2i−1). This, along with
Corollary 6.113 and (6.97b), implies
Qν2i−1,2k = C(P
ν
2i · P
ν
2i+2 · · ·P
ν
2k in Q
ν
2i−1) = C(N(Q
ν
1 , . . . , Q
ν
2i−1 in P
∗
2k) in Q
ν
2i−1) = Q
′
2i−1.
Furthermore, according to the Definition 5.49, the character βν2i−1,2k ∈ Irr(Q
ν
2i−1,2k) is the P
ν
2i ·
P ν2i+2 · · ·P
ν
2k-Glauberman correspondent of β
ν
2i−1. Therefore it coincides with β
′
2i−1, as the latter is
also the P ν2i · · ·P
ν
2k-Glauberman correspondent of β
ν
2i−1, by Corollary 6.113. Hence (6.116a) holds.
If P ν,∗2i denotes the product of the P
ν-groups, i.e., P ν,∗2i := P
ν
2 · · ·P
ν
2i, then in view of (6.97i) we
get that P ν,∗2i = P
∗
2i, for all i = 1, . . . , k. This, along with Proposition 6.86, implies the first part
of (6.116b). The second part follows easily from the first and the facts that P ′2i = P
∗
2i(β
′
2i−1) (see
(6.93d)) while β′2i−1 = β
ν
2i−1,2k (see (6.116a)).
The character αν,∗2i ∈ Irr(P
ν,∗
2i ) = Irr(P
∗
2i) is constructed as the Q
ν
3 , . . . , Q
ν
2i−1-correspondent of
αν2i (see Theorem 5.143). This, along with (6.97e), implies (6.116c). The relation (6.116d) now
follows, easily from (6.90c).
This completes the proof of Theorem 6.115.
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Chapter 7
The New Characters χνi of Gi
Let G be a finite group satisfying
|G| = pa · qb, with p 6= q primes and a, b non negative integers . (7.1)
Assume further that
1 = G0 ✂G1 ✂ · · ·✂G2k ✂G (7.2)
is a normal series for G satisfying Hypothesis 5.1 with π = {p}, i.e., Gi/Gi−1 is a p-group if i
is even and a q-group if i is odd. Note also that (7.2) plays the role of (5.2) with m = 2k. Let
{1 = χ0, χ1, · · · , χ2k} be a character tower for the series (7.2). We have seen in Chapter 5, Theorem
5.6, that there exists a unique, up to conjugation, triangular set
{Q2i−1, P2r|β2i−1, α2r}
k,k
i=1,r=0 (7.3)
for (7.2) that corresponds to the above character tower. Of course there is no reason for the
irreducible character β2k−1 to extend to its own stabilizer in G. In addition, we have seen how to
achieve the irreducible character α∗2k of the product group P
∗
2k = P2P˙4 · · ·P2k, from the irreducible
character α2k ∈ Irr(P2k) (see Definition 5.147). We have also seen how to pick a q-Sylow subgroup
Q̂ of G(α∗2k) satisfying all the conditions in Theorem 6.19. (Observe that π
′ = {q}. )
What we will prove in this chapter is that, under the above conditions, we can find a new
character tower {1 = χν0 , χ
ν
1 , . . . , χ
ν
2k} for the normal series (7.2) of G so that a corresponding
triangular set {Qν2i−1, P
ν
2i, P
ν
0 = 1|β
ν
2i−1, α
ν
2i, α
ν
0 = 1}
k
i=1 satisfies
1. P ∗2i = P
ν,∗
2i and α
∗
2k = α
ν,∗
2k , for all i = 1, . . . , k,
2. G(α∗2k) = G(α
ν,∗
2k ) and Q̂ = Q̂
ν ,
3. βν2k−1,2k extends to Q̂ = Q̂
ν
where we keep the same notation as before with teh addition of the superscript ν to any group that
refers to the new character tower and triangular set. So P ν,∗2i = P
ν
2 · · ·P
ν,∗
2i , the character α
ν,∗
2k is
an irreducible character of P ν,∗ that is achieved using the character αν2k ∈ Irr(P
ν
2k) via Definition
5.147 for the new characters. Furthermore, Q̂ν is a q-Sylow subgroup of G(αν,∗2k ) that satisfies the
conditions in Theorem 6.19.
For this we will put together all the complicated machinery we developed in the previous
chapters. We use the same notation for the groups and the characters that was introduced in
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those chapters, but applied in our specific case, i.e., where G satisfies (7.1), and the series (7.2), its
character tower and the corresponding triangular set (7.3) are fixed.
Thus we can use all the information about the subgroups Q̂, Q̂2i−1 and P˜2i of G
′ = G(α∗2k),
given in Chapter 6. So we can prove
Lemma 7.4. The hypotheses of Theorem 4.24 are satisfied by the present group G, with the integer
n in the theorem equal to the present k, the q-subgroup Qn+1 = Q in the theorem equal to the
present Q̂, the q-subgroup Qi in th etheorem equal to the present Q̂2i−1, for all i = 1, 2, . . . , n = k,
and the p-subgroup Pj in the theorem equal to the present P˜2j , for all j = 1, . . . , n = k.
Proof. Our present group G has order paqb, as required in Theorem 4.24. By definition Q̂ is an
arbitary subgroup of G satisfying all the conditions in Theorem 6.19. In particular it is a q-group,
as it is a π′-Hall subgroup of of G(α∗2k) and π
′ = q. For each i = 1, 2, . . . , k, the subgroup Q̂2i−1
is the intersection G2i−1 ∩ Q̂ by Definition 6.28. Since G1 ✂G3 ✂ · · ·✂G2k−1 is a series of normal
subgroups of G2k−1, this implies that Q̂1 ✂ Q̂3 ✂ · · · ✂ Q̂2k−1 is a series of normal subgroups of
Q̂2k−1, as required of Q1 ✂Q2 ✂ · · ·✂Qn in Theorem 4.24.
For every j = 1, . . . , k the group P˜2j was picked to satisfy the conditions in Proposition 6.64.
Hence P˜ is a p-group, as it is a π-group and π = p. Furthermore, according to (6.65c) the group
P˜2i normalizes P˜2j , whenever 1 ≤ j ≤ i ≤ n = k, as required of P1, P2, . . . , Pn in Theorem 4.24. In
addition, (6.65a) implies that P˜2i also normalizes Q̂2j−1, whenever 1 ≤ j ≤ i ≤ k.
According to Lemma 6.60 and (6.65a) we get that
N(P ∗2k, Q̂2j−1 in G2j(α
∗
2j−2)) = P˜2j ⋉ Q̂2j−1, (7.5)
for j = 1, . . . , k. But Q̂2i−1 ≤ G
′
2i−1 = G2i−1(α
∗
2k) by (6.29a). Hence Q̂2i−1 normalizes P
∗
2k and fixes
α∗2j , for all j = 1, . . . , i − 1. This, along with (7.5), implies that Q̂2i−1 normalizes the semidirect
product P˜2j ⋉ Q̂2j−1, whenever 1 ≤ j ≤ i ≤ k. Similarly, we use Q̂ ≤ G(α
∗
2k), to see that Q̂
also normalizes the above semidirect product, P˜2j ⋉ Q̂2j−1. Therefore the groups Q̂, Q̂2i−1 and P˜2i
satisfy the conditions (1) and (2) in Theorem 4.24 and the lemma follows.
Lemma 7.4 implies
Theorem 7.6. There exist linear characters βˆν2i−1 ∈ Lin(Q̂2i−1) such that the following hold:
βˆν2i−1 ∈ Irr(Q̂2i−1|βˆ
ν
2i−3, . . . , βˆ
ν
1 ), (7.7a)
Q̂2i−1(βˆ
ν
2j−1) = Q̂2i−1, (7.7b)
P˜2i(βˆ
ν
2i−1) = C(Q̂2i−1 in P˜2i) = P˜2i(βˆ2i−1), (7.7c)
and
βˆν2k−1 extends to an irreducible character of Q̂, (7.7d)
whenever 1 ≤ j ≤ i ≤ k. By convention βˆν−1 := 1.
Proof. According to Lemma 7.4, the groups {Q̂, Q̂2i−1, P˜2i}
k
i=1. satisfy the conditions in Theorem
4.24, with the series Q̂1✂Q̂3✂· · ·✂Q̂2k−1✂Q̂ here in the place of the chain Q1✂Q2✂· · ·✂Qn✂Qn+1 =
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Q in Theorem 4.24, and the sequence P˜2, P˜4, . . . , P˜2k here, in the place of the sequence P1, P2, . . . , Pn
there.
Note also that Corollary 6.72, and in particular (6.73a), provides the additional information
that C(Q̂2i−1 in P˜2i) = P˜2i(βˆ2i−1). This, along with the conclusions (a) and (b) in Theorem 4.24,
implies the theorem.
An immediate consequence of (7.7b) is
Remark 7.8. For every i = 1, . . . , k and j = 1, . . . , i, the character βˆν2j−1 is the unique character
of Q̂2j−1 that lies under βˆ
ν
2i−1 ∈ Irr(Q̂2i−1). Hence any subgroup that fixes βˆ
ν
2i−1 also fixes βˆ
ν
2j−1,
as it normalizes Q̂2j−1 = Q̂2i−1 ∩G2j−1.
In the next lemma we collect some easy remarks that follow from the properties (7.7).
Lemma 7.9. For every i = 1, . . . , k we have
P˜2i(βˆ
ν
2i−1) = P˜2i(βˆ
ν
1 , · · · , βˆ
ν
2i−1), (7.10a)
and
P˜2i(βˆ1, · · · , βˆ2i−1) = C(Q̂ in P
∗
2i) = P˜2i(βˆ2i−1) = C(Q̂2i−1 in P˜2i) = P˜2i(βˆ
ν
2i−1). (7.10b)
Proof. Equation (7.10a) follows easily from Remark 7.8, and the fact that P˜2i normalizes Q̂2j−1
whenever 1 ≤ j ≤ i ≤ k. The equation (7.7c), along with (6.66) and (6.73b), implies (7.10b)
Therefore the lemma holds.
As the next proposition shows, the group P˜2i(βˆ
ν
2i−1) has properties similar to those of P˜2i(βˆ2i−1)
(see (6.63) and (6.65b)).
Proposition 7.11. For all i = 1, . . . , k we have
P˜2i(βˆ
ν
2i−1) = P˜2i(βˆ
ν
1 , · · · , βˆ
ν
2i−1) ∈ Sylp(N(P
∗
2k, Q̂2i−1 in G2i(α
∗
2i−2, βˆ
ν
1 , · · · , βˆ
ν
2i−1))) =
Sylp(N(P
∗
2k in G2i(α
∗
2i−2, βˆ
ν
2i−1))). (7.12)
Even more, P˜2i(βˆ
ν
2i−1) is the unique p-Sylow subgroup of N(P
∗
2k in G2i(α
∗
2i−2, βˆ
ν
2i−1)), and
N(P ∗2k in G2i(α
∗
2i−2, βˆ
ν
2i−1)) = P˜2i(βˆ
ν
2i−1)× Q̂2i−1 = C(Q̂2i−1 in P˜2i)× Q̂2i−1, (7.13)
whenever 1 ≤ i ≤ k.
Proof. Let i = 1, . . . , k be fixed. According to (6.61) we have
N(P ∗2k, Q̂2i−1 in G2i(α
∗
2i−2)) = P˜2i ⋉ Q̂2i−1.
Therefore, P˜2i(βˆ
ν
1 , . . . , βˆ
ν
2i−1) is a p-subgroup of N(P
∗
2k, Q̂2i−1 in G2i(α
∗
2i−2, βˆ
ν
1 , . . . , βˆ
ν
2i−1)). Hence
there exists an element s ∈ Q̂2i−1 such that
P˜ s2i(βˆ
ν
1 , . . . , βˆ
ν
2i−1) ∈ Sylp(N(P
∗
2k, Q̂2i−1 in G2i(α
∗
2i−2, βˆ
ν
1 , . . . , βˆ
ν
2i−1))), and (7.14a)
P˜2i(βˆ
ν
1 , . . . , βˆ
ν
2i−1) ≤ P˜
s
2i(βˆ
ν
1 , . . . , βˆ
ν
2i−1). (7.14b)
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But Q̂2i−1 fixes βˆ
ν
1 , . . . , βˆ
ν
2i−1, by (7.7b). Thus P˜
s
2i(βˆ
ν
1 , . . . , βˆ
ν
2i−1) = (P˜2i(βˆ
ν
1 , . . . , βˆ
ν
2i−1))
s. A cardi-
nality argument, along with (7.14b), implies that
P˜2i(βˆ
ν
1 , . . . , βˆ
ν
2i−1) = P˜
s
2i(βˆ
ν
1 , . . . , βˆ
ν
2i−1) = (P˜2i(βˆ
ν
1 , . . . , βˆ
ν
2i−1))
s.
This, along with (7.14a) and (7.10a), implies that
P˜2i(βˆ
ν
2i−1) = P˜2i(βˆ
ν
1 , . . . , βˆ
ν
2i−1) ∈ Sylp(N(P
∗
2k, Q̂2i−1 in G2i(α
∗
2i−2, βˆ
ν
1 , . . . , βˆ
ν
2i−1))).
In view of Remark 7.8, every subgroup of G that fixes βˆν2i−1 fixes βˆ
ν
2j−1 ∈ Irr(Q̂2j−1), for all 1 ≤
j ≤ i. Hence N(P ∗2k, Q̂2i−1 in G2i(α
∗
2i−2, βˆ
ν
1 , . . . , βˆ
ν
2i−1)) = N(P
∗
2k in G2i(α
∗
2i−2, βˆ
ν
2i−1)). Therefore
(7.12) holds.
According to Proposition 6.35, we have Q̂2i−1 ∈ Sylq(N(P
∗
2k in G2i(α
∗
2i−2))) . Hence Q̂2i−1 ∈
Sylq(N(P
∗
2k in G2i(α
∗
2i−2, βˆ
ν
2i−1))). This, along with (7.12), implies that
N(P ∗2k in G2i(α
∗
2i−2, βˆ
ν
2i−1)) = P˜2i(βˆ
ν
2i−1)⋉ Q̂2i−1. (7.15)
But according to (7.7c) we have P˜2i(βˆ
ν
2i−1) = C(Q̂2i−1 in P˜2i). This, along with (7.15), implies
(7.13). Hence Proposition 7.11 holds.
Definition 7.16. For every i = 1, . . . , k we define αˆ2i ∈ Irr(P˜2i(βˆ2i−1) to be the Q̂2i−1-Glauberman
correspondent of α∗2i ∈ Irr(P
∗
2i).
Note that the αˆ2i are well defined, as α
∗
2i ∈ Irr(P
∗
2i) is Q̂2i−1-invariant (since Q̂2i−1 ≤ G(α
∗
2k))
and P˜2i(βˆ2i−1) = C(Q̂2i−1 in P
∗
2i) (see (7.10b)).
We can now prove the main theorem of this section.
Theorem 7.17. The set
{Q̂2i−1, P˜2i(βˆ2i−1)|βˆ
ν
2i−1, αˆ2i}
k
i=1 (7.18)
is a triangular set for the series 1 = G′0 ✂G
′
1 ✂ · · ·✂G
′
2k ✂G
′ in (6.76). Furthermore, it satisfies
Property 6.89, while (6.88b) holds for this triangular set, with Q′ = Q̂.
Proof. We will first prove that (7.18) is a triangular set for the above series, i.e., we will verify the
properties (5.17) for that set and series. Assume that i = 1, . . . , k is fixed.
The equations in (5.17a) hold trivially. As Q̂1 = Q1,2k = G
′
1 (see (6.34)) and βˆ
ν
1 ∈ Irr(Q̂1),
(5.17b) holds, while (5.17e) is trivially true for i = 1.
Assume that i ≥ 2. According to (6.29a) the group Q̂2i−1 is a q-Sylow subgroup of G
′
2i−1.
Furthermore, Q̂2i−1 normalizes Q̂2j−1 = Q̂2i−1 ∩ G2j−1, and fixes βˆ
ν
2j−1 ∈ Irr(Q̂2j−1), by (7.7b),
for all j = 1, . . . , i − 1. The group Q̂2i−1 also fixes α
∗
2j, as it fixes α
∗
2k, for all such j. Therefore,
it fixes the Q̂2j−1-Glauberman correspondent αˆ2j ∈ Irr(P˜2j(βˆ
ν
2j−1)) = Irr(C(Q̂2j−1 in P
∗
2j) of α
∗
2j in
Definition 7.16, for all j = 1, . . . , i− 1. Hence
Q̂2i−1 ≤ G
′
2i−1(αˆ2, . . . , αˆ2i−2, βˆ
ν
1 , . . . , βˆ
ν
2i−3) ≤ G
′
2i−1.
As Q̂2i−1 ∈ Sylq(G
′
2i−1) we get that
Q̂2i−1 ∈ Sylq(G
′
2i−1(αˆ2, . . . , αˆ2i−2, βˆ
ν
1 , . . . , βˆ
ν
2i−3)).
Hence (5.17e) holds.
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As P˜2i−2(βˆ
ν
2i−3) = C(Q̂2i−3 in P˜2i−2) by (7.7c), we have that C(P˜2i−2(βˆ
ν
2i−3) in Q̂2i−3) = Q̂2i−3.
Therefore, the character βˆν2i−3,2i−2 ∈ Irr(C(P˜2i−2(βˆ
ν
2i−3) in Q̂2i−3)) concides with βˆ
ν
2i−3. This, along
with (7.7a), makes the condition (5.17f) valid.
For the p-groups and characters we have that P˜2i(βˆ
ν
2i−1) = C(Q̂2i−1 in P˜2i) fixes α
∗
2j , for all
j = 1, . . . , k, as it is a subgroup of G′ = G(α∗2k). It also centralizes Q̂2i−1, and thus centralizes
Q̂2j−1 ≤ Q̂2i−1 for all j = 1, . . . , i. Therefore P˜2i(βˆ
ν
2i−1) fixes the Q̂2j−1-Glauberman correspondent
αˆ2j of α
∗
2j , for all j = 1, . . . , i. In view of Remark 7.8, we also have that P˜2i(βˆ
ν
2i−1) fixes βˆ
ν
2j−1 for
all such j. Hence
P˜2i(βˆ
ν
2i−1) ≤ G2i(α
∗
2k, αˆ2, . . . , αˆ2i−2, βˆ
ν
1 , . . . , βˆ
ν
2i−1) ≤ N(P
∗
2k in G2i(α
∗
2i−2, βˆ
ν
2i−1)). (7.19)
According to Proposition 7.11, the unique p-Sylow subgroup of N(P ∗2k in G2i(α
∗
2i−2, βˆ
ν
2i−1)) is the
group P˜2i(βˆ
ν
2i−1). This, along with (7.19) and the fact that G
′
2i = G2i(α
∗
2k), implies that
P˜2i(βˆ
ν
2i−1) ∈ Sylp(G2i(α
∗
2k, αˆ2, . . . , αˆ2i−2, βˆ
ν
1 , . . . , βˆ
ν
2i−1)) = Sylp(G
′
2i(αˆ2, . . . , αˆ2i−2, βˆ
ν
1 , . . . , βˆ
ν
2i−1)).
Hence (5.17c) holds.
To prove (5.17d), we first observe that Q̂2i−1 normalizes both Q̂2i−3 = G2i−3 ∩ Q̂2i−1 and
P ∗2i−2 = P
∗
2k ∩ G2i−2, since Q̂2i− 1 ≤ G
′ = G(α∗2k) normalizes P
∗
2k. Hence the q-group Q̂2i−1
normalizes the p-group C(Q̂2i−3 in P
∗
2i−2) . Hence
C(Q̂2i−1 in P
∗
2i−2) = C(Q̂2i−1 in C(Q̂2i−3 in P
∗
2i−2)).
By convention we set Q̂−1 := 1, so that the above equation holds trivially for i = 1. Let αˆ2i−2,2i−1 ∈
Irr(C(Q̂2i−1 in P
∗
2i−2)) denote the Q̂2i−1-Glauberman correspondent of the irreducible character
αˆ2i−2 ∈ Irr(C(Q̂2i−3 in P
∗
2i−2)). (Note that since Q̂2i−1 is a subgroup of G
′ = G(α∗2k) it fixes
α∗2i−2 ∈ Irr(P
∗
2i−2) and normalizes Q̂2i−3, so it fixes the Q̂2i−3-Glauberman correspondent αˆ2i−2
of α∗2i−2.) Then αˆ2i−2,2i−1 is the Q̂2i−1-Glauberman correspondent of α
∗
2i−2. Hence αˆ2i−2,2i−1
lies under the Q̂2i−1-Glauberman correspondent αˆ2i of α
∗
2i, as α
∗
2i−2 lies under α
∗
2i. Therefore
αˆ2i ∈ Irr(P˜2i(βˆ
ν
2i−1)|αˆ2i−2,2i−1). So (5.17d) is satisfied. This completes the proof of (5.17). Hence
(7.18) is a triangular set for (6.76).
The group Q̂2i−1 = Q̂∩G2i−1 is clearly a normal subgroup of Q̂, for all i = 1, . . . , k. Furthermore,
Q̂ fixes the character βˆν2k−1, by (7.7d). Hence, Remark 7.8 implies that Q̂ fixes βˆ
ν
2i−1, for all
i = 1, . . . , k. As Q̂ is a subgroup of G′ = G(α∗2k), it fixes α
∗
2i, for all i = 1, . . . , k. Since Q̂
normalizes Q̂2i−1, it fixes the Q̂2i−1-Glauberman correspondent αˆ2i of α
∗
2i, for all such i. Thus
Q̂ ≤ G′(αˆ2, . . . , αˆ2k, βˆ
ν
1 , . . . , βˆ
ν
2k−1). So Q̂ satisfies (6.88b).
Definition 7.16 implies that the triangular set (7.18) satisfies (6.90c). It also satisfies (6.90b),
according to Proposition 7.11. As we have already seen, the subgroup Q̂2i−1 of G
′ normalizes P ∗2i.
Hence
P ∗2i(βˆ
ν
2i−1) ≤ N(Q̂2i−1 in P
∗
2i) = C(Q̂2i−1 in P
∗
2i) ≤ P
∗
2i(βˆ
ν
2i−1).
So P ∗2i(βˆ
ν
2i−1) = N(Q̂2i−1 in P
∗
2i) = C(Q̂2i−1 in P
∗
2i). This, along with (7.7c), implies that
P˜2i(βˆ
ν
2i−1) = N(Q̂2i−1 in P
∗
2i) = C(Q̂2i−1 in P
∗
2i) = P
∗
2i(βˆ
ν
2i−1).
Thus (6.90a) also holds. Hence the set (7.18) satisfies Property 6.89. This completes the proof of
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the theorem.
All the work in Chapters 4-6 was done to prove the following theorem
Theorem 7.20. Let {1 = χ0, χ1, . . . , χ2k} be a character tower for the series (7.2), and let (7.3)
be its unique, up to conjugation, corresponding triangular set. Then there exists a character tower
{1 = χν0 , χ
ν
1 , . . . , χ
ν
2k} for the series (7.2), with corresponding triangular set {Q
ν
2i−1, P
ν
2i, P
ν
0 =
1|βν2i−1, α
ν
2i, α
ν
0 = 1}
k
i=1, so that the following hold
Q̂2i−1 = Q
ν
2i−1,2k and βˆ
ν
2i−1 = β
ν
2i−1,2k, (7.21a)
P ∗2i = P
ν,∗
2i and α
∗
2i = α
ν,∗
2i , (7.21b)
βν2i−1 is the P
ν
2i · P
ν
2i+2 · · ·P
ν
2k-Glauberman correspondent of βˆ
ν
2i−1, (7.21c)
αν2i is the Q
ν
3 , . . . , Q
ν
2i−1-correspondent of α
∗
2i, (7.21d)
Qν2i−1 ≥ Q2i−1,2k, (7.21e)
Q̂ normalizes Qν2i−1, (7.21f)
βν2k−1,2k extends to Q̂, (7.21g)
whenever 1 ≤ i ≤ k.
Proof. For the fixed triangular set (7.3) of the character tower {1 = χ0, χ1, . . . , χ2k} we saw in
Chapter 6 how to pick groups Q̂2i−1 and P˜2i, along with characters βˆ2i−1 ∈ Irr(Q̂2i−1) satisfying all
the conditions in Theorem 6.19 Proposition 6.64 and Proposition 6.51. Furthermore, we proved at
the begining of this chapter that we can replace the characters βˆ2i−1 with new characters βˆ
ν
2i−1 ∈
Irr(Q̂2i−1) that satisfy (7.7). Even more, as Theorem 7.17 shows, the set (7.18) is a triangular set
for (6.76) that satisfies Property 6.89, while (6.88b) holds for this triangular set, with Q̂ in the
place of Q′. According to Theorems 6.95 and 6.115, the set (7.18) determines a triangular set
{Qν2i−1, P
ν
2i, P
ν
0 = 1|β
ν
2i−1, α
ν
2i, α
ν
0 = 1}
k
i=1 (7.22)
for the series (7.2), such that (6.97) and (6.116) hold with Q̂, Q̂2i−1 and P˜2i(βˆ2i−1) in the place of
Q′, Q′2i−1 and P
′
2i, respectively. In view of Theorem 5.6, the triangular set (7.22) corresponds to a
unique, up to conjugation, character tower {1 = χν0 , χ
ν
1 , . . . , χ
ν
2k} for the series (7.2).
To complete the proof of the theorem it suffices to show that the set (7.22) has the properties
(7.21). As it satisfies (6.116), the equations in (7.21b) follow trivially from the first part of (6.116b),
and (6.116c). It also satisfies (7.21a) and (7.21d) as it satisfies (6.116a) and (6.97e) respectively.
In addition (7.21c) holds, since the set (7.22) satisfies (6.97c) and Corollary 6.113. Furthermore,
according to (6.97b), the group Qν2i−1 contains Q̂2i−1, as Q
ν
2i−1(α
∗
2k) = Q̂2i−1. In addition, (6.33)
implies that Q̂2i−1 ≥ Q2i−1,2k. We conclude that Q
ν
2i−1 ≥ Q2i−1,2k and (7.21e) follows.
Clearly (6.97a) implies that Q̂ normalizes Qν2i−1, for all i = 1, . . . , k. Thus (7.21f) holds.
The last part, (7.21g), follows easily from (7.7d), as βˆν2k−1 = β
ν
2k−1,2k by (7.21a).
Furthermore, the new triangular set shares one more group with the old one, as the next theorem
shows.
Theorem 7.23. The group Q̂ satisfies the conditions in Theorem 6.19 for the new groups. Hence
we may assume that Q̂ν = Q̂. Then
Q̂ν = Q̂ = Q̂(βν2k−1,2k) = Q̂
ν(βν2k−1,2k). (7.24)
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Proof. For the proof we need to show that Q̂ satisfies (6.20) and (6.21) for the new groups. Clearly,
Q̂ is a π′-Hall subgroup of G(αν,∗2k ), as α
ν,∗
2k = α
∗
2k, by (7.21b), and Q̂ is a π
′-Hall subgroup of G(α∗2k).
Thus (6.20a) holds.
In view of(7.7d) the character βˆν2k−1 is fixed by Q̂. Thus, Remark 7.8 implies that Q̂ fixes βˆ
ν
2i−1,
for all i = 1, . . . , k. Hence Q̂ fixes βν2i−1,2k = βˆ
ν
2i−1, for all such i. Furthermore, Q̂ normalizes the
groups Qν2i−1, by (7.21f), and P
ν,∗
2i = P
∗
2i = P
∗
2k∩G2i, as it fixes α
∗
2k ∈ Irr(P
∗
2k), whenever 1 ≤ i ≤ k.
But (5.141), applied to the new groups, implies that P ν2i = N(Q
ν
1 , . . . , Q
ν
2i−1 in P
ν,∗
2i ), for all such
i We conclude that Q̂ normalizes P ν2i, for all i = 1, . . . , k. Hence Q̂ fixes the P
ν
2i · P
ν
2i+2 · · ·P
ν
2k-
Glauberman correspondent βν2i−1 ∈ Irr(Q
ν
2i−1) of βˆ
ν
2i−1 (see (7.21c)), as it fixes βˆ
ν
2i−1. So
Q̂ = Q̂(βν2i−1,2k) = Q̂(β
ν
2i−1),
whenever 1 ≤ i ≤ k.
Even more, Q̂ fixes α∗2i, as it fixes α
∗
2k. We saw above that it and normalizes Q
ν
2i−1 and P
ν
2i, for
all i = 1, . . . , k. Thus Q̂ fixes the Qν3 , . . . , Q
ν
2i−1-correspondent α
ν
2i of α
∗
2i in (7.21d). Hence
Q̂(αν2i) = Q̂,
whenever 1 ≤ i ≤ k.
According to Theorem 5.88, the cP ν2 , . . . , cP
ν
2i, cQ
ν
1 , . . . , cQ
ν
2i−1-correspondent of χ
ν
2i ∈ Irr(G2i)
is the character χν2i,2i = α
ν
2i × β
ν
2i−1,2i, for all i = 1, . . . , k. As we have already seen, the group
Q̂ fixes the characters αν2i and β
ν
2i−1, and normalizes the groups Q
ν
2j−1 and P
ν
2j for j = 1, . . . , i.
Thus it also fixes both the P ν2i-Glauberman correspondent β
ν
2i−1,2i of β
ν
2i−1, and the direct product
χν2i,2i = α
ν
2i × β
ν
2i−1,2i. Therefore, Q̂ also fixes the cP
ν
2 , . . . , cP
ν
2i, cQ
ν
1 , . . . , cQ
ν
2i−1-correspondent χ
ν
2i
of χν2i,2i, for all i = 1, . . . , k (see Diagram 5.5 applied to the new characters). Similarly, we can
see that Q̂ fixes χν2i−1,2i−1 = α
ν
2i−2,2i−1 × β
ν
2i−1, as well as the cP
ν
2 , . . . , cP
ν
2i−2, cQ
ν
1 , . . . , cQ
ν
2i−1-
correspondent χν2i−1 of χ
ν
2i−1,2i−1.
In conclusion,
Q̂ = Q̂(βν2i−1,2k) = Q̂(β
ν
2i−1) = Q̂(α
ν
2i) = Q̂(χ
ν
2i) = Q̂(χ
ν
2i−1), (7.25)
whenever 1 ≤ i ≤ k.
It is clear that (6.20c) and (6.20d) hold, with the new characters βν2i−1, β
ν
2i−1,2k, α
ν
2i, χ
ν
2i, χ
ν
2i−1
and αν2i in the place of the analogous original characters. (Actually, in (6.20d) we have equality.)
Furthermore, (7.25) also implies that the group Q̂ = Q̂(βν2i−1,2k) is contained in G
′(βν2i−1,2k) ∩
G′(χν1 , . . . , χ
ν
2i−1)∩G
′(χν1 , . . . , χ
ν
2i)∩G
′(βν1 , . . . , β
ν
2i−1), Thus it is a π
′-Hall subgroup of each group
in this intersection, as it is a π′-Hall subgroup of G′. Hence Q̂ satisfies (6.20b, c, d) for the new
groups.
It remains to show (6.21). But, as (7.21f) implies, Q̂ = Q̂(βν2i−1,2k) normalizes Q
ν
2i+1, for all
i = 1, . . . , k − 1. Thus (6.21) holds. This completes the proof of the theorem.
An easy consequence is
Corollary 7.26. Let {1 = χ0, χ1, . . . , χ2k} be a character tower for the series (7.2), and let
(7.3) be its unique, up to conjugation, corresponding triangular set. Assume further that Q̂ sat-
isfies the conditions in Theorem 6.19 for this set and tower. Then there exist a character tower
{1 = χν0 , χ
ν
1 , . . . , χ
ν
2k} for the series (7.2), with corresponding triangular set {Q
ν
2i−1, P
ν
2i, P
ν
0 =
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1|βν2i−1, α
ν
2i, α
ν
0 = 1}
k
i=1, and a group Q̂
ν that satisfy
P ∗2k = P
ν,∗
2k and α
∗
2k = α
ν,∗
2k , (7.27a)
Q̂ = Q̂ν , (7.27b)
Q̂ν fixes the characters αν2i, β
ν
2i−1, χ
ν
j , (7.27c)
βν2i−1,2k extends to Q̂ = Q̂
ν , (7.27d)
for all i = 1, . . . , k and j = 1, . . . , 2k.
Proof. Follows immediately from Theorems 7.20 and 7.23.
If instead of the series (7.2), we consider the bigger series
1 = G0 ✂G1 ✂ · · ·✂G2k ✂G2k+1 ✂G, (7.28)
then the conclusions of Corollary 7.26 still hold, i.e.,
Corollary 7.29. Let {1 = χ0, χ1, . . . , χ2k+1} be a character tower for the series (7.28), and let
{Q2i+1, P2i|β2i+1, α2i}
k
i=0 be its unique, up to conjugation, corresponding triangular set. Assume
further that Q̂ is picked to satisfy the conditions in Theorem 6.19 for this set and tower. Then there
exist a character tower {1 = χν0 , χ
ν
1 , . . . , χ
ν
2k} for the series (7.2), with corresponding triangular set
{Qν2i−1, P
ν
2i, P
ν
0 = 1|β
ν
2i−1, α
ν
2i, α
ν
0 = 1}
k
i=1, and a group Q̂
ν that satisfy
P ∗2k = P
ν,∗
2k and α
∗
2k = α
ν,∗
2k , (7.30a)
Q̂ = Q̂ν , (7.30b)
Q̂ν fixes the characters αν2i, β
ν
2i−1, χ
ν
j , (7.30c)
βν2i−1,2k extends to Q̂ = Q̂
ν , (7.30d)
for all i = 1, . . . , k and j = 1, . . . , 2k.
Proof. Follows easily from Corollary 6.24 and Corollary 7.26.
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Chapter 8
The pi, pi′ Symmetry and the Hall
System {A,B}
8.1 The group P̂
Let G be a finite group of odd order. As we saw in Chapter 6, whenever we fix a normal series
1 = G0 ✂ · · · ✂Gm ✂G of G that satisfies Hypothesis 5.1, a character tower {χi ∈ Irr(Gi)}
m
i=0 for
this series and its corresponding triangular set, then we can get a π-Hall subgroup Q̂ of G(α∗2k) with
the properties described in Theorem 6.19. We also saw how to get the π-groups P˜ . Furthermore,
we used Q̂ and P˜ in Chapter 7, to replace the given character tower with another one having the
properties described in Corollary 7.26.
Of course the π − π′ symmetry in the construction of the triangular sets implies that results
similar to those for the π′-groups also hold for the π-groups. That is, whenever the above series, the
character tower and its triangular set are fixed, we can find a π-Hall subgroup P̂ of G′′ = G(β∗2l−1)
that satisfies a modification of Theorem 6.19, that is,
P̂ ∈ Hallpi(G(β
∗
2l−1)), (8.1a)
P̂ (α2i,2l−1) ∈ Hallpi(G
′′(α2i,2l−1)) ∩Hallpi(G
′′(χ1, . . . , χ2i))∩
Hallpi(G
′′(χ1, . . . , χ2i+1)) ∩Hallpi(G
′′(α2, . . . , α2i)), (8.1b)
P̂ (α2i,2l−1) = P̂ (χ1, . . . , χ2i) = P̂ (χ1, . . . , χ2i+1) = P̂ (α2, . . . , α2i) and (8.1c)
P̂ (χ1, . . . , χ2i) ≤ P̂ (β1, . . . , β2i+1), (8.1d)
for all i = 1, . . . , l − 1. Furthermore,
P̂ (α2i,2l−1) normalizes P2i+2, (8.1e)
for all i = 0, 1, . . . , k − 1.
In the particular case of a paqb-group G (where p 6= q are odd primes), we get the analogue of
Corollary 7.26 for the π-groups, interchanging the roles of p and q, that is,
Theorem 8.2. Let {1 = χ0, χ1, . . . , χ2k} be a character tower for the series 1 = G0✂G1✂· · ·✂G2k,
and let {Q2i−1, P2i, P0 = 1|β2i−1, α2i, α0 = 1}
k
i=1 be its unique, up to conjugation, corresponding
triangular set. Then there exist a character tower {1 = χν0 , χ
ν
1 , . . . , χ
ν
2k−1} for the series 1 =
G0✂G1✂ · · ·✂G2k−1, a corresponding triangular set {Q
ν
2i−1, P
ν
2i−2|β
ν
2i−1, α
ν
2i−2}
l=k
i=1, and a p-group
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P̂ ν, that satisfy
Q∗2l−1 = Q
ν,∗
2l−1 and β
∗
2l−1 = β
ν,∗
2l−1,
P̂ = P̂ ν ,
P̂ ν fixes the characters αν2i, β
ν
2i−1, χ
ν
j , and
αν2i,2l−1 extends to P̂ = P̂
ν ,
for all i = 1, . . . , l − 1 and j = 1, . . . , 2k − 1.
8.2 The Hall system {A,B} of G
Let G be any finite group of odd order, and π any set of primes. IfA ∈ Hallpi(G) and B ∈ Hallpi′(G),
then we call the set {A,B} a Hall π, π′-system for G, or, more shortly, a Hall system for G.
Note that G has a single conjugacy class of such Hall systems, because it is solvable. Furthermore,
if H is a subgroup of G, we say that the Hall system A,B of G reduces into H, if A ∩H,B ∩H
form a Hall system for H.
We start with a finite odd order group G, and we fix an increasing chain
1 = G0 E G1 E G2 E · · · E Gn = G, (8.3a)
of normal subgroups Gi of G, that satisfy Hypothesis 5.1 with n > 0 in the place of m, i.e., Gi/Gi−1
is a π-group if i is even, and a π′-group if i is odd, for each i = 1, 2, . . . , n. We also fix a character
tower
{χi ∈ Irr(Gi)}
n
i=0 (8.3b)
for the above series.
We denote by k′ and l′ the integers
k′ = [n/2] and l′ = [(n+ 1)/2]
corresponding to k and l in (5.7), with n in place of m. So 2k′ and 2l′−1 are the greatest even and
odd integers, respectively, in the set {1, 2, . . . , n}. As in Section 5.3, we construct a triangular set
{P2r, Q2i−1|α2r, β2i−1}
k′,l′
r=0,i=1 (8.3c)
corresponding to the chain (8.3a) and tower (8.3b). It, in turn, determines the groups P ∗2r and
Q∗2i−1, for r = 1, 2, . . . , k
′ and i = 1, 2, . . . , l′. We know by Corollary 5.157 that P ∗2k and Q
∗
2l−1 form
a Hall system for Gm(χ1, χ2, . . . , χm), whenever m = 1, 2, . . . , n and k, l are related to m by the
usual equations in (5.7). In particular, P ∗2k′ and Q
∗
2l′−1 form a Hall system for G(χ1, χ2, . . . , χn) =
Gn(χ1, χ2, . . . , χn). Furthermore, the groups G(χ1, . . . , χm), for m = 1, . . . , n, form a decreasing
chain, i.e.,
G ≥ G(χ1) ≥ G(χ1, χ2) ≥ · · · ≥ G(χ1, . . . , χn).
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So we may choose A and B satisfying
A ∈ Hallpi(G),B ∈ Hallpi′(G), (8.4a)
A(χ1, χ2, . . . , χh) and B(χ1, χ2, . . . , χh) form a Hall system for G(χ1, χ2, . . . , χh), (8.4b)
A(χ1, χ2, . . . , χn) = P
∗
2k′ and B(χ1, χ2, . . . , χn) = Q
∗
2l′−1, (8.4c)
for all h = 1, . . . , n. So (8.4b) says that A,B reduces into G(χ1, χ2, . . . , χh), for each h = 1, 2, . . . , n,
while (8.4c) says that A,B reduces to the Hall system P ∗2k′ , Q
∗
2l′−1 for G(χ1, χ2, . . . , χn).
We fix an integer m = 1, . . . , n and we consider the normal series
1 = G0 ✂G1 ✂ · · ·✂Gm ✂G. (8.5a)
The sub tower
{χi ∈ Irr(Gi)}
m
i=0 (8.5b)
of (8.3a) is a character tower of the above series. If k and l are defined as in (5.7) for m, then
Remark 5.125 implies that the subset
{P2r, Q2i−1|α2r, β2i−1}
k,l
r=0,i=1 (8.5c)
of (8.3c) is a triangular set corresponding to the chain (8.5a) and tower (8.5b).
As in (5.129a), we set G∗ := G(χ1, χ2, . . . , χm). So we can define the intersection groups
A∗ := A ∩G∗ = A(χ1, . . . , χm),
B∗ := B ∩G∗ = B(χ1, . . . , χm). (8.6)
Note that these definitions depend heavily on m. Then we can prove
Proposition 8.7. Let m = 1, . . . , n be fixed, and k, l be its associate, via (5.7), integers. Then
P ∗2k ✂A
∗ ≤ A and Q∗2l−1 ✂B
∗ ≤ B, (8.8a)
N(P ∗2k in B
∗) ∈ Hallpi′(G(α
∗
2k, χ1, . . . , χm)), (8.8b)
N(Q∗2l−1 in A
∗) ∈ Hallpi(G(β
∗
2l−1, χ1, . . . , χm)). (8.8c)
Proof. We fix the integers m,k and l, and the triangular set (8.5c) corresponding to the tower
(8.5b). Then Corollary 5.157 implies that P ∗2k and Q
∗
2l−1 form a Hall system for G
∗
m. According to
(8.4b) the groups A∗ = A∩G∗ and B∗ = B∩G∗ form a Hall system for G∗. In view of (8.4c) the
group A∗ contains P ∗2k′ , and hence contains P
∗
2k ≤ P
∗
2k′ . Similarly, B
∗ contains Q∗2l−1. Since P
∗
2k
and Q∗2l−1 form a Hall system for G
∗
m, it follows that
P ∗2k = A
∗ ∩G∗m ✂A
∗, (8.9a)
Q∗2l−1 = B
∗ ∩G∗m ✂B
∗. (8.9b)
The subgroup G∗m = G
∗ ∩Gm is normal in G
∗. Hence conjugation by elements of B∗ permutes
among themselves the Hall π-subgroups of G∗m. One of those Hall π-subgroups is P
∗
2k. Since
G∗m = P
∗
2kQ
∗
2l−1, the normal subgroup Q
∗
2l−1 of B
∗ acts transitively on those Hall π-subgroups. It
follows that
B∗ = N(P ∗2k in B
∗) ·Q∗2l−1. (8.10)
This implies that N(P ∗2k in B
∗) ·G∗m/G
∗
m is a Hall π
′-subgroup of G∗/G∗m. Since N(P
∗
2k in B
∗)∩
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G∗m = N(P
∗
2k in Q
∗
2l−1) is a Hall π
′-subgroup of N(P ∗2k in G
∗
m), we conclude that
N(P ∗2k in B
∗) ∈ Hallpi′(N(P
∗
2k in G
∗)). (8.11)
Now the group N(P ∗2k in B
∗) normalizes P ∗2k, and thus normalizes P
∗
2i = P
∗
2k ∩ G2i for all
i = 1, 2, . . . , k. As N(P ∗2k in B
∗) is a subgroup of B∗, it normalizes Q∗2l−1 = B
∗ ∩ Gm. So it
normalizes Q∗2j−1 = Q
∗
2l−1 ∩G2j−1 for each j = 1, 2, . . . , l. Since it normalizes both P
∗
2i and Q
∗
2i−1,
it normalizes P2i = N(Q
∗
2i−1 in P
∗
2i) (see (5.160)), for each i = 1, 2, . . . , k. Similarly, it normalizes
Q2j−1 = N(P
∗
2j−2 in Q
∗
2j−1) (see (5.161)), for each j = 2, 3, . . . , l. It also normalizes Q1 = G1. The
definitions of Q2i−1,2j and P2r,2s−1 in (5.22a) and (5.22b) show that they, too, are normalized by
N(P ∗2k in B
∗). Thus N(P ∗2k in B
∗) normalizes every subgroup appearing in the triangles displayed
as (5.20a) and (5.21a) in Chapter 5.
The group N(P ∗2k in B
∗) also fixes all the characters χ1, χ2, . . . , χm, since B
∗ does. Because it
also normalizes Q1, P2, Q3, ..., it leaves invariant the cQ1- , cP2- , cQ3-, ... correspondences in
Table 5.5. Hence it fixes all the characters in that table. In particular, it fixes α2i, for i = 1, 2, . . . , k
and β2j−1, for j = 1, 2, . . . , l. It also fixes all the characters α2i,2j−1 and β2r−1,2s in the displayed
triangles (5.20b) and (5.21b). Because it fixes all the groups and characters entering into the
definition of α∗2i, it also fixes that character for each i = 1, 2, . . . , k. Similarly, it fixes β
∗
2j−1 for
j = 1, 2, . . . , l.
At this point we know that N(P ∗2k in B
∗) is a Hall π′-subgroup of N(P ∗2k in G
∗) fixing α∗2k.
Hence it is a Hall π′-subgroup of G∗(α∗2k). Since G
∗ = G(χ1, χ2, . . . , χm), we get that (8.8b) follows
immediately.
The proof of (8.8c) is similar, with the roles of π and π′ interchanged. So we omit it.
The proof of Proposition 8.7 implies
Corollary 8.12. Both N(P ∗2k in B
∗) and N(Q∗2l−1 in A
∗) fix the characters α2i, for i = 1, . . . , k,
and β2j−1, for j = 1, . . . , l. They also fix α2l−2,2l−1 and β2k−1,2k.
With the above notation, we can now prove
Theorem 8.13. Assume the series (8.3a), the tower (8.3b) and the triangular set (8.3c) are fixed.
Assume further, that m is any integer with 1 ≤ m ≤ n, and consider the series, tower and triangular
set appearing in (8.5) for that m. Then we can choose a π′-Hall subgroup Q̂ of G′ = G(α∗2k), to
satisfy the conditions (6.20) and (6.21) in Theorem 6.19 for the set (8.5c) and the tower (8.5b),
along with the property
N(P ∗2k in B(χ1, . . . , χ2k)) = Q̂(β2k−1,2k).
Hence
Q̂(β2k−1,2k) ·Q
∗
2l−1 ≤ B(χ1, . . . , χ2k) ≤ B. (8.14)
Proof. Suppose first that m = 2l−1 is odd with l ≤ l′, so 2k = 2l−2. Then (6.20b) tells us that the
groups G′(β2k−1,2k), G
′(χ1, . . . , χ2k), G
′(χ1, . . . , χ2k−1) and G
′(β1, β3, . . . , β2k−1) have a common
Hall π′-subgroup, (where G′ = G(α∗2k)). Proposition 8.7, and in particular (8.8b), with 2k = 2l− 2
in the place of m there, implies that the π′-group N(P ∗2k in B
∗) = N(P ∗2k in B(χ1, . . . , χ2k)) is a
Hall π′-subgroup of the second group on this list. By Corollary 8.12 the character β2k−1,2k is fixed
by N(P ∗2k in B(χ1, . . . , χ2k)). Hence the latter is a subgroup of G
′(β2k−1,2k). So it must be a Hall
π′-subgroup of that group, because of its order. Similarly, it is contained in both G′(χ1, . . . , χ2k−1)
and G′(β1, . . . , β2k−1). Hence it is a Hall π
′-subgroup of those groups, too. So it satisfies all the
conditions for Q̂(β2k−1,2k) in (6.20b). Clearly it also satisfies the equations (6.20c), as these follow
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from (6.20b). Furthermore, N(P ∗2k in B(χ1, . . . , χ2k)) fixes α2, α4, . . . , α2k, by Corollary 8.12, and
thus satisfies equation (6.20d).
According to (8.8a) (for m = 2l − 1), the group Q2l−1 is a subgroup of B(χ1, . . . , χ2k, χ2l−1) ≤
B(χ1, . . . , χ2k). Furthermore, Q2l−1 normalizes P
∗
2k = P
∗
2l−2, by (5.10a). Thus Q2l−1 is a subgroup
of N(P ∗2k in B(χ1, . . . , χ2k)). By Corollary 8.12, the latter normalizes G(α2, . . . , α2k, β1, . . . , β2k−1).
Hence it normalizes G2l−1(α2, . . . , α2k, β1, . . . , β2k−1) = Q2l−1⋊P2k, where the equality follows from
(5.42c) as 2k = 2l−2. Hence N(P ∗2k in B(χ1, . . . , χ2k)) normalizes Q2l−1⋊P2k and contains Q2l−1.
Therefore, it normalizes Q2l−1. Thus it satisfies (6.21). Evidently we can choose Q̂ ∈ Hallq(G
′) so
that N(P ∗2k in B(χ1, . . . , χ2k)) = Q̂(β2k−1,2k).
So Q̂(β2k−1,2k) ≤ B(χ1, . . . , χ2k). But Q
∗
2l−1 is contained in B(χ1, . . . , χ2l−1), by (8.8a)and
(8.6), as m = 2l − 1. As 2k = 2l − 2 < 2l − 1 in the odd case, B(χ1, . . . , χ2l−1) ≤ B(χ1, . . . , χ2k).
Hence Theorem 8.13 follows for any odd m.
If m = 2k is even and strictly smaller than n, then we can still form the 2k+1 series, by adding
the group G2k+1 and its character χ2k+1. Then, according to Corollary 6.24, the even system,
(where m = 2k), with the odd, (where m = 2k + 1), share the group Q̂. This, along the already
proved odd case of Theorem 8.13, implies the first part of Theorem 8.13 when m = 2k < n.
If m = 2k = n, we can’t form a bigger odd system, but we know exactly what group Q̂(β2k−1,2k)
is. Indeed, as G2k/G2k−1 is a π-group, and Q̂(β2k−1,2k) is a π
′-Hall subgroup of G′(β2k−1,2k), by
(6.20b), it must be a π′-Hall subgroup of G′2k−1(β2k−1,2k). This, along with (6.29b), implies
Q̂(β2k−1,2k) = Q̂(β2k−1,2k) ∩G2k−1 = Q̂2k−1(β2k−1,2k).
By (6.33) this gives
Q̂(β2k−1,2k) = Q2k−1,2k.
On the other hand, in the case m = 2k = n we have 2l′ − 1 = 2k − 1. Thus (8.4c) implies
B(χ1, . . . , χn) = Q
∗
2k−1. Hence
N(P ∗2k in B(χ1, . . . , χ2k)) = N(P
∗
2k in Q
∗
2k−1) = Q2k−1,2k.
So the first part of Theorem 8.13 holds in the case m = 2k = n.
Furthermore, when m = 2k is even, (8.8a) and (8.6) imply that Q∗2l−1 ≤ B(χ1, . . . , χ2k). Thus
(8.14) follows for the even case. This completes the proof of Theorem 8.13
Of course, a similar result holds by p, q-symmetry for P̂ (α2l−2,2l−1) · P
∗
2l−2, whenever l =
2, 3, . . . , l′.
Theorem 8.15. Assume the series (8.3a) the tower (8.3b) and the triangular set (8.3c) are fixed.
Assume further that m is any integer with 1 ≤ m ≤ n and consider the series of subgroups, the
character tower, and the triangular set appearing in (8.5) for that m. Then we can choose a π-Hall
subgroup P̂ of G(β∗2l−1), to satisfy (8.1) for the set (8.5c) and the tower (8.5b), along with the
property
N(Q∗2l−1 in A(χ1, . . . , χ2l−1)) = P̂ (α2l−2,2l−1).
Hence
P̂ (α2l−2,2l−1) · P
∗
2k ≤ A(χ1, . . . , χ2l−1) ≤ A. (8.16)
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8.3 “Shifting ” properties
We assume that the normal series
G0 = 1✂G1 ✂ · · ·✂Gn = G (8.17)
is fixed for some n ≥ 2, and satisfies
G2 = G2,pi ×G2,pi′ is a π-split group (see Definition 5.163) and (8.18a)
G fixes the character χ1. (8.18b)
Assume also that the character tower
{1 = χ0, χ1, . . . , χn} (8.18c)
is fixed, while the set
{Q2i−1, P2r|β2i−1, α2r}
l′,k′
i=1,r=0 (8.18d)
is a representative of the conjugacy class of triangular sets that corresponds to (8.18c). Furthermore,
we fix a Hall system {A,B} of G that satisfies (8.4), that is
A ∈ Hallpi(G),B ∈ Hallpi′(G), (8.18e)
A(χ1, χ2, . . . , χh) and B(χ1, χ2, . . . , χh) form a Hall system for G(χ1, χ2, . . . , χh), (8.18f)
A(χ1, χ2, . . . , χn) = P
∗
2k′ and B(χ1, χ2, . . . , χn) = Q
∗
2l′−1, (8.18g)
for any h = 1, 2, . . . , n. According to Corollary 5.177 this set satisfies
G2 = P2 ×Q1, (8.19a)
χ2 = χ2,pi × χ2,pi′ = α2 × β1, (8.19b)
where P2 and Q1 = G1 are the π-and π
′-Hall subgroups respectively, of G2.
We replace the first π′-group G1 = Q1 appearing in (8.17), by the trivial group and consider
the series
1✂Gs1 := 1✂G
s
2 := P2 ✂G
s
3 := G3 ✂G
s
4 := G4 ✂ · · ·✂G
s
n := Gn = G. (8.20a)
We call the series (8.20a) a shifting of the series (8.17). Note that (8.20a) is a normal series of G,
that satisfies Hypothesis 5.1 with Gs1 = 1. The characters
1, χs1 := 1, χ
s
2 := α2, χ
s
3 := χ3, χ
s
4 := χ4, . . . , χ
s
n := χn, (8.20b)
form a character tower for the series (8.20a). In addition, the set
{Qs1 = 1 = P
s
0 , Q
s
2i−1 = Q2i−1, P
s
2r = P2r|β
s
1 = 1 = α
s
0, β
s
2i−1 = β2i−1, α
s
2r = α2r}
l′,k′
i=2,r=1 (8.20c)
is a triangular set for (8.20a), corresponding to the character tower (8.20b) (this can be very easily
verified using the fact that (8.18d) is a triangular set for (8.17) corresponding to (8.18c)). Note
that the groups Qs2i−1,2j , P
s
2r,2t+1 and their characters β
s
2i−1,2j and α
s
2r,2t+1, respectively, remain the
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same as those of (8.18), whenever 2 ≤ i ≤ j ≤ k′ and 2 ≤ r ≤ t ≤ l′ − 1, i.e.,
Qs2i−1,2j = Q2i−1,2j and P
s
2r,2t+1 = P2r,2t+1, (8.21)
βs2i−1,2j = β2i−1,2j and α
s
2r,2t+1 = α2r,2t+1. (8.22)
Also, the product groups P ∗,s2k = P
s
2 · · ·P
s
2k, remain unchanged, for every k = 1, . . . , k
′, because
P s2r = P2r whenever 1 ≤ r ≤ k
′. In addition, for any such k, the irreducible character α∗2k ∈ Irr(P
∗
2k)
was chosen as the Q3, . . . , Q2k−1-correspondent of α2k (see Definition 5.147). As neither of the above
groups nor the character α2k changes when passing to the shifted system (8.20), we conclude that
also the character α∗,s2k ∈ Irr(P
∗,s
2k ) remains unchanged, that is,
α∗,s2k = α
∗
2k, (8.23)
for all k = 1, . . . , k′.
Furthermore, the group Q3 contains Q1, as Q3 ≥ Q1,2 = C(P2 in Q1) = Q1, by (8.19b). Thus
Q∗2l−1 = Q3 ·Q5 · · ·Q2l−1, (8.24)
whenever 1 < l ≤ l′. This implies that
Q∗2l−1 = Q
s
3 ·Q
s
5 · · ·Q
s
2l−1 = Q
∗,s
2l−1, (8.25)
for all such l. Furthermore, the fact that P2 centralizes both Q1 and N(P2 in Q
∗
2l−1) = Q
∗
2l−1
implies that the P2, P4, . . . , P2l−2-correspondent β
∗
2l−1 ∈ Irr(Q
∗
2l−1) of β2l−1 ∈ Irr(Q2l−1), is actually
the P4, . . . , P2l−2-correspondent of β2l−1, whenever 1 < l ≤ l
′. Clearly, for all such l, we get
β∗,s2l−1 = β
∗
2l−1, because Q
∗,s
2l−1 = Q
∗
2l−1, P
s
2 = P2, . . . , P
s
2l−2 = P2l−2 and β
s
2l−1 = β2l−1.
As G fixes χ1 by (8.18b), while χ2 = α2 × β1 by (8.19d), we get that G = G(χ1) = G(β1). We
conclude that
G(χs1, χ
s
2) = G(α2) = G(χ1, χ2), (8.26a)
and thus
G(χs1, χ
s
2, χ
s
3, . . . , χ
s
h) = G(α2, χ3, . . . , χh) = G(χ1, χ2, χ3, χ4, . . . , χh), (8.26b)
for all h = 3, . . . , n. For any subgroup H of G, similar equations, with H in place of G, hold. In
particular, for the Hall system {A,B} we get
A(χs1, χ
s
2) = A(α2) = A(χ1, χ2) and B(χ
s
1, χ
s
2) = B(α2) = B(χ1, χ2),
A(χs1, χ
s
2, . . . , χ
s
h) =A(α2, χ3, . . . , χh) = A(χ1, χ2, . . . , χh) and
B(χs1, χ
s
2, . . . , χ
s
h) =B(α2, χ3, . . . , χh) = B(χ1, χ2, . . . , χh),
for all h = 3, . . . , n. This, along with teh conditions (8.18e,f,g) which A and B satisfy, implies
A(α2) = A(χ
s
1, χ
s
2) and B(α2) = B(χ
s
1, χ
s
2) form a Hall system for G(α2) = G(χ
s
1, χ
s
2)
A(χs1, χ
s
2, . . . , χ
s
h) and B(χ
s
1, χ
s
2, . . . , χ
s
h) form a Hall system for G(χ
s
1, χ
s
2, . . . , χ
s
h),
for any h = 3, . . . , n. Furthermore, (8.18g), along with (8.24), implies
A(χs1, χ
s
2, . . . , χ
s
n) == P
∗
2k′ and B(χ
s
1, χ
s
2, . . . , χ
s
n) = Q3 · · ·Q2l′−1. (8.27)
Therefore, the groups A,B satisfy the equivalent of (8.18e,f,g), for the shifted system (8.20).
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The other groups of interest that doesn’t change, when we work in the shifted case (8.20), are
Q̂ and P̂ , as these are defined for every fixed, but arbitrary, smaller system
1 = G0 ✂G1 ✂G2 ✂ · · ·✂Gm ✂G,
1, χ1, χ2, . . . , χm, (8.28a)
{Q2i−1, P2r|β2i−1, α2r}
l,k
i=1,r=0
where m = 3, . . . , n, and k, l are related to m via (5.7). Of course when we shift the original system
to get (8.20), we also get the smaller shifted system
1✂Gs1 = 1✂G
s
2 = P2 ✂G
s
3 = G3 ✂ · · ·✂G
s
m = Gm ✂G,
1, χs1, χ
s
2, . . . , χ
s
m, (8.28b)
{Qs2i−1, P
s
2r|β
s
2i−1, α
s
2r}
l,k
i=1,r=0
Indeed, it is easy to see that the same group Q̂, which was picked among the π′-Hall subgroups of
G(α∗2k) to satisfy the conditions (6.20) and (6.21) in Theorem 6.19 for the system (8.28), satisfies
the same conditions for the shifted system (8.28). First note that G′ = G(α∗2k) = G(α
∗,s
2k ). Hence
Q̂ is also a π′-Hall subgroup of G(α∗,s2k ). Furthermore, the group Q̂ fixes β1, as the latter is G-
invariant. This forces Q̂ to fix the P ∗2k-Glauberman correspondent β1,2k of β1, as Q̂ normalizes
P ∗2k. Hence Q̂(β1,2k) = Q̂. For the shifted system (8.28) we have β
s
1 = 1. Thus the P
∗,s
2k = P
∗
2k-
Glauberman correspondent βs1,2k of β
s
1 is also trivial. Hence Q̂(β
s
1,2k) = Q̂ = Q̂(β1,2k). In addition,
βs2i−1,2k = β2i−1,2k, for any i = 2, . . . , l We conclude that
Q̂(βs2i−1,2k) ∈ Hallpi′(G
′(βs2i−1,2k)) ∩Hallpi′(G
′(χs1, χ
s
2, χ
s
3, . . . , χ
s
2i−1))∩
Hallpi′(G
′(χs1, χ
s
2, χ
s
3, . . . , χ
s
2i)) ∩Hallpi′(G
′(βs1, β
s
3 , . . . , β
s
2i−1)),
Q̂(βs2i−1,2k) = Q̂(χ
s
1, χ
s
2, χ
s
3, . . . , χ
s
2i−1) = Q̂(χ
s
1, χ
s
2, χ
s
3, . . . , χ
s
2i) = Q̂(β
s
1 , β
s
3, β
s
5, . . . , β
s
2i−1) and
Q̂(χs1, χ
s
2, χ
s
3, . . . , χ
s
2i−1) ≤ Q̂(1, α
s
2, . . . , α
s
2i)
for all i = 1, 2, . . . , k. In addition, for all i with 1 ≤ i ≤ l − 1 we get
Q̂(βs2i−1,2k) normalizes Q
s
2i+1 = Q2i+1.
So Q̂ remains unchanged in the shifted case, as does Q̂(β2k−1,2k). Therefore the image I of Q̂(β2k−1)
in Aut(P ∗2k) remains unchanged.
Similarly, we can show that the group P̂ remains unchanged in the shifted case, as does
P̂ (α2l−2,2l−1). So the image of the latter group in Aut(Q
∗
2l−1) remains unchanged.
It is also clear that if the characters β2k−1,2k ∈ Irr(Q2k−1,2k) and α2l−2,2l−1 ∈ Irr(P2l−2,2l−1)
extend to Q̂(β2k−1,2k) and P̂ (α2l−2,2l−1), respectively, then the same property passes to the shifted
case, provided that k ≥ 2, as none of these groups and characters really changes. In conclusion we
have
Theorem 8.29. Assume that the normal series 1 = G0 ✂G1 ✂ · · · ✂Gn ✂G satisfies (8.18). Let
(8.18c) be a character tower for the series, (8.18d) the corresponding triangular set and {A,B}
a Hall system for G that satisfies (8.18e). Replacing the group G1 = Q1 with the trivial group
we obtain a normal series (8.20a) for G. Then (8.20b) is a character tower for that series, and
(8.20c) its corresponding triangular set. Furthermore, {A,B} remains a Hall system for G satis-
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fying the equivalent of (8.18e,f,g) for the series (8.20a) and tower (8.20b). Even more, the groups
P ∗2k, Q
∗
2l−1, Q̂, P̂ , as well as Q̂(β2k−1,2k) and P̂ (α2l−2,2l−1) satisfy the same conditions for the smaller
system (8.28) and the shifted one (8.28), whenever m = 3, . . . , n.
The above theorem makes clear that, whenever the series (8.17) satisfies (8.18a,b), we can
replace the group G1 with a trivial group without affecting any other group or character involved
in our constructions. From now on, for simplicity, whenever such a shifting is performed, we will
be writing the produced series, tower and triangular set of (8.20) as
1✂ P2 ✂G3 ✂ · · ·✂Gn = G (8.30a)
{1, α2, χ3, . . . , χn} (8.30b)
{Q2i−1, P2r|β2i−1, α2r}
l′,k′
i=2,r=1 (8.30c)
Note that the trivial groups Gs1 = Q
s
1 = 1 = P
s
0 and their characters, have been dropped.
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Chapter 9
Normal Subgroups
As in Chapter 8, we fix a normal chain
1 = G0 E G1 E G2 E · · · E Gn = G, (9.1a)
for an odd order group G, such that Hypothesis 5.1 holds with n in the place of m, i.e., n > 0 and
Gi/Gi−1 is a π-group if i is even, and a π
′-group if i is odd, for each i = 1, 2, . . . , n. We also fix a
character tower
{χi ∈ Irr(Gi)}
n
i=0 (9.1b)
for the above series and a corresponding triangular set
{P2r, Q2i−1|α2r, β2i−1}
k′,l′
r=0,i=1 (9.1c)
where k′ = [n/2] and l′ = [(n+1)/2]. Along with that we fix a Hall system A,B of G that satisfies
(8.4), that is,
A ∈ Hallpi(G),B ∈ Hallpi′(G), (9.2a)
A(χ1, χ2, . . . , χh) and B(χ1, χ2, . . . , χh) form a Hall system for G(χ1, χ2, . . . , χh), (9.2b)
A(χ1, χ2, . . . , χn) = P
∗
2k′ and B(χ1, χ2, . . . , χn) = Q
∗
2l′−1, (9.2c)
whenever h = 1, . . . , n.
9.1 Normal pi′-subgroups inside Q1
We fix an integer m = 1, . . . , n and we consider the normal series
1 = G0 ✂G1 ✂ · · ·✂Gm ✂G. (9.3a)
The sub tower
{1 = χ0, χ1, . . . , χm} (9.3b)
of (9.1b) is a character tower for (9.3b), and the subset
{Q2i−1, P2r|β2i−1, α2r}
l, k
i=1,r=0 (9.3c)
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of (9.1c) is a representative of the conjugacy class of triangular sets that corresponds uniquely to
(9.3b). (As usual, the integers k and l are related tom via (5.7).) Thus all the groups, the characters
and their properties that were defined and proved in Chapter 5 are valid for (9.3). In particular we
can define groups Gi,s and their characters χi,s (see Theorem 5.88 for their properties). Even more,
we can pick the groups Q̂ and P̂ to satisfy the conditions in Theorems 8.13 and 8.15 respectively.
Hence if we write
P := P̂ (α2l−2,2l−1) · P
∗
2k, (9.4a)
Q := Q̂(β2k−1,2k) ·Q
∗
2l−1, (9.4b)
then Theorems 8.13 and 8.15, and in particular (8.14) and (8.16), imply
P ≤ A(χ1, . . . , χ2l−1) ≤ A (9.4c)
Q ≤ B(χ1, . . . , χ2k) ≤ B. (9.4d)
We remark that the group Q is well defined, as Q̂(β2k−1,2k) ≤ Q̂(β2i−1,2k) normalizes the group
Q2i+1, for all i = 1, . . . , l − 1, by (6.21). It also normalizes Q1. Thus it normalizes their product
Q1 ·Q3 · · ·Q2l−1 = Q
∗
2l−1. Similarly we can show that P is well defined.
For the rest of this section we assume that S is a subgroup of G1, and ζ is a character of S,
satisfying
S ✂G and S ≤ G1, (9.5a)
ζ ∈ Irr(S) is G-invariant and lies under β1. (9.5b)
Either S or ζ may be trivial. We also assume that E is a normal subgroup of G with
S ≤ E ≤ Q1 = G1. (9.5c)
Then
Lemma 9.6. There is an irreducible character λ ∈ Irr(E) such that λ is A(χ1)-invariant and lies
under every χi, for i = 1, . . . , n. Any such λ lies above ζ.
Proof. Let λ1 be an irreducible character of E lying under χ1, and thus under χi for any i = 1, . . . , n.
Then Clifford’s Theorem implies that χ1 lies above theG1-conjugacy class of λ1. The π-groupA(χ1)
fixes χ1, and normalizes E, as the latter is normal in G. Hence A(χ1) permutes among themselves
the G1-conjugates of λ1. As (|A(χ1)|, |G1|) = 1, Glauberman’s Lemma (Lemma 13.8 in [12]) implies
that A(χ1) fixes at least one, λ, of the G1-conjugates of λ1.
As ζ ∈ Irr(S) is G-invariant and lies under χ1, Clifford’s theorem implies that any irreducible
character of E lying under χ1 also lies above ζ. Thus the character λ satisfies all the conditions in
the lemma.
Note that the proof of Lemma 9.6 also shows
Remark 9.7. Assume that λ1 ∈ Lin(E) is a linear character of E lying under χ1. Then there
exists a G1-conjugate λ ∈ Lin(E) of λ1, such that λ is A(χ1)-invariant, and lies under χ1 and above
ζ.
Remark 9.8. The π-group P ∗2k′ = P2 · · ·P2k′ fixes χ1, as every one of its factors P2i fixes χ1 = β1,
for all i = 1, . . . , k′. Hence it is a subgroup of A(χ1). So P
∗
2i fixes λ, for all i = 1, . . . , k
′.
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In the same spirit is
Remark 9.9. The π-group P fixes λ, as it is a subgroup of A(χ1), by (9.4c).
From now on we fix a character λ ∈ Irr(E) satisfying the conditions in Lemma 9.6.
The π-group P ∗2i acts on the π
′-group E, and fixes λ by Remark 9.8, whenever 1 ≤ i ≤ k′. So
we can define
E2i = C(P
∗
2i in E) and (9.10a)
λ2i ∈ Irr(E2i) is the P
∗
2i-Glauberman correspondent of λ, (9.10b)
for all i = 1, . . . , k′. We obviously have that
E2i = Q1,2i ∩ E = C(P
∗
2i in Q1) ∩ E, (9.11)
for each such i. Furthermore,
λ2i lies under β1,2i, (9.12)
as β1,2i is the P
∗
2i-Glauberman correspondent of β1, and β1 = χ1 lies over λ. It follows from the
definition (9.10b) of λ2i that
N(λ) = N(λ2i), (9.13)
for every group N with N ≤ N(P ∗2i in G).
We also define
Gλ := G(λ), (9.14a)
Gi,λ := Gi(λ) = Gλ ∩Gi, (9.14b)
whenever 0 ≤ i ≤ n. This way we can form the series
G0,λ = G0 = 1✂G1,λ ✂G2,λ ✂ · · · ✂Gn,λ = Gλ (9.15)
of normal subgroups of the stabilizer Gλ of λ in G. Its is clear that this series satisfies Hypothesis
5.1 with n in the place of m, as the series (9.1a) does. Furthermore, Clifford’s Theorem provides
unique irreducible characters χi,λ ∈ Irr(Gi,λ) lying above λ and inducing χi, whenever i = 0, 1, . . . n,
i.e.,
χi,λ ∈ Irr(Gi,λ|λ) and (χi,λ)
Gi = χi. (9.16a)
Clearly we get that
χ0,λ = χ0 = 1. (9.16b)
As the χi lie above each other, the same holds for the characters χi,λ, i.e., χi,λ lies above χj,λ
whenever 0 ≤ j ≤ i ≤ n. This way we have formed a character tower
{1 = χ0,λ, χ1,λ, . . . , χn,λ} (9.17a)
for the series (9.15). Hence Theorem 5.6, applied to the tower (9.17a), implies the existence of a
unique Gλ-conjugacy class of triangular sets for (9.15) that correspond to the tower (9.17a). Let
{Q2i−1,λ, P2r,λ|β2i−1,λ, α2r,λ}
l′, k′
i=1,r=0 (9.17b)
be a representative of this class. All the groups, the characters and their properties that were
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described in Chapter 5 are valid for the λ-situation. We follow the same notation as in Chapter 5,
with the addition of an extra λ in the subscripts, to refer to this λ-situation. As a small sample we
give the following list:
Q2r−1,2r,λ = C(P2r,λ in Q2r−1,λ), see (5.11),
β2r−1,2r,λ ∈ Irr(Q2r−1,2r,λ) is the P2r,λ-Glauberman correspondent of β2r−1,λ ∈ Irr(Q2r−1,λ) ,
P2i,2i+1,λ = C(Q2i+1,λ in P2i,λ), by (5.14),
α2i,2i+1,λ ∈ Irr(P2i,2i+1,λ) is the Q2i+1,λ-Glauberman correspondent of α2i,λ ∈ Irr(P2i,λ) ,
G2i,2i−1,λ = N(P2,λ, . . . , P2i−2,λ, Q1,λ, . . . , Q2i−1,λ in G2i,λ(χ1,λ, . . . , χ2i−1,λ)), see (5.91),
χ2i,2i−1,λ is the cP2,λ, . . . , cP2i−2,λ, cQ1,λ, . . . , cQ2i−1,λ-correspondent of χ2i,λ, see
Theorem 5.88 and the Definition 5.63
for all r = 1, . . . , k′ and i = 1, . . . , l′ − 1.
In this section we will describe the relations between the sets (9.1c) and (9.17b). We start with
the groups G∗i,λ defined as
G∗0,λ := G0,λ = 1,
G∗i,λ := Gi,λ(χ1,λ, . . . χi−1,λ) = Gi,λ(χ1,λ, . . . , χn,λ), (9.18)
G∗λ := Gλ(χ1,λ, . . . , χn,λ),
whenever i = 1, . . . , n. Note that this is equivalent to the definitions of G∗i and G
∗ that were given
in (5.129b) and (5.129a), respectively. Obviously we have that
Gi,λ = G
∗
λ ∩Gi, (9.19)
for all i = 0, 1, . . . , n. Furthermore,
Lemma 9.20.
G∗λ = G
∗(λ), (9.21a)
G∗i,λ = G
∗
i (λ), (9.21b)
for all i = 0, 1, . . . , n.
Proof. The fact that χi,λ ∈ Irr(Gi,λ|λ) = Irr(Gi(λ)|λ) is the λ-Clifford correspondent of χi ∈ Irr(Gi)
implies that
G(λ, χ1,λ, . . . , χi,λ) = G(χ1, . . . , χi)(λ),
But G∗ = G(χ1, . . . , χn), by (5.129a), while G(λ) = Gλ by (9.14a). Thus (9.21a) follows.
Equation (9.21b) follows easily from (9.21a) and (9.19).
We can now prove
Proposition 9.22. For every r = 0, 1, . . . , k′ and i = 1, . . . , l′ we have that
P ∗2r ∈ Hallpi(G
∗
2r,λ), (9.23a)
Q∗2i−1(λ) ∈ Hallpi′(G
∗
2i−1,λ). (9.23b)
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Therefore the triangular set (9.17b) can be chosen among the sets in its Gλ-conjugacy class so that
it satisfies
P ∗2r = P
∗
2r,λ, (9.24a)
Q∗2i−1(λ) = Q
∗
2i−1,λ, (9.24b)
whenever 0 ≤ r ≤ k′ and 1 ≤ i ≤ l′.
Proof. According to Proposition 5.132, the group P ∗2k′ is a π-Hall subgroup of G
∗
2k′ . Furthermore,
λ is fixed by P ∗2k′ = A(χ1, . . . , χn) ≤ A(χ1). Hence, P
∗
2k′ is also a π-Hall subgroup of G
∗
2k′(λ). As
P ∗2r = P
∗
2k′ ∩G2r, while G
∗
2r(λ) = G
∗
2k′(λ)∩G2r✂G
∗
2k′(λ), we also get that P
∗
2r is a π-Hall subgroup
of G∗2r(λ) for each r = 0, 1, . . . , k
′ . So (9.23a) holds.
By Corollary 5.157 we have that G∗2l′−1 = P
∗
2l′−2 ·Q
∗
2l′−1. This, along with the fact that P
∗
2l′−2 ≤
P ∗2k′ fixes λ, implies that G
∗
2l′−1(λ) = P
∗
2l′−2 · Q
∗
2l′−1(λ). Thus Q
∗
2l′−1(λ) is a π
′-Hall subgroup of
G∗2l′−1(λ) = G
∗
2l′−1,λ. Furthermore, for all i = 1, . . . , l
′, we have that Q∗2i−1(λ) = Q
∗
2l′−1(λ)∩G2i−1,
where G2i−1 ✂ G2l′−1. Thus Q
∗
2i−1(λ) is a also π
′-Hall subgroup of G∗2i−1(λ) for all i = 1, . . . , l
′.
This completes the proof of (9.23).
The groups P ∗2k′,λ = P2,λ · · ·P2k′,λ and Q
∗
2l′−1,λ = Q1,λ · · ·Q2l′−1,λ satisfy the conditions in
Propositions 5.132 and 5.155 in the λ-situation, that is, P ∗2k′,λ ∈ Hallpi(G
∗
2k′,λ) and Q
∗
2l′−1,λ ∈
Hallpi′(G
∗
2l′−1,λ). Therefore, there exist G(λ)-conjugates, (P
∗
2k′,λ)
s, (Q∗2l′−1,λ)
s, of P ∗2k′,λ and Q
∗
2l′−1,λ
respectively, such that P ∗2k′ = (P
∗
2k′,λ)
s and Q∗2l′−1(λ) = (Q
∗
2l′−1,λ)
s. Hence, we also get that
P ∗2r = P
∗
2k′ ∩ G
∗
2r = (P
∗
2r,λ)
s and Q∗2i−1(λ) = Q
∗
2l′−1(λ) ∩ G2l′−1 = (Q
∗
2i−1,λ)
s, whenever 0 ≤ r ≤ k′
and 1 ≤ i ≤ l′. The set (9.17b) was picked as any representative of a Gλ = G(λ)-conjugacy class of
triangular sets. Thus we can pick (9.17b) to be the one that satisfies (9.24).
So Proposition 9.22 holds.
The following is a straightforward but useful lemma:
Lemma 9.25. Assume that Q1 ≤ T ≤ G(β1). Then T = T (λ) · Q1. Furthermore, if S satisfies
Q1,2i ≤ S ≤ N(P
∗
2i in G(β1,2i)), for some i = 1, . . . , k
′, then S = S(λ2i) ·Q1,2i = S(λ) ·Q1,2i.
Proof. As the group T fixes β1, it permutes among themselves the Q1-conjugacy class of characters
in Irr(E) lying under β1 = χ1. Since λ is one of these characters, we have T ≤ T (λ) ·Q1. The other
inclusion is trivial. So T = T (λ) ·Q1.
The group S normalizes P ∗2i and thus normalizes E2i = C(P
∗
2i in E). Furthermore, it fixes β1,2i.
Hence S permutes among themselves the Q1,2k-conjugacy class of characters in Irr(E2i) lying under
β1,2i. Since λ2i lies in that class, we have S ≤ S(λ2i) · Q1,2i. As the other inclusion is trivial, we
get S = S(λ2i) ·Q1,2i. Since S normalizes P
∗
2i, and λ2i is the P
∗
2i-Glauberman correspondent of λ,
we obviously have that S(λ2i) = S(λ). Hence the lemma follows.
After these preliminary comments we are ready to state and prove
Theorem 9.26. The set (9.17b) chosen in Proposition 9.22 satisfies
P2r,λ = P2r (9.27a)
α2r,λ = α2r, (9.27b)
for all r = 0, 1, . . . , k′. And
Q2i−1,λ = Q2i−1(λ) = Q2i−1(λ2i−2), (9.28a)
β2i−1,λ ∈ Irr(Q2i−1,λ) is the λ2i−2-Clifford correspondent of β2i−1 ∈ Irr(Q2i−1), (9.28b)
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for all i = 1, . . . , l′. (By convention λ0 := λ.) Hence β2i−1,λ induces β2i−1 ∈ Irr(Q2i−1).
Proof. According to Lemma 9.25 for T = Q∗2r−1 we get that T = Q
∗
2r−1(λ)Q1. Since Q1 = G1✂G,
it follows that N(Q∗2r−1(λ) in P
∗
2r) ≤ N(Q
∗
2r−1 in P
∗
2r). But P
∗
2r fixes λ. So the other direction of
the above inclusion also holds. Thus
N(Q∗2r−1 in P
∗
2r) = N(Q
∗
2r−1(λ) in P
∗
2r). (9.29)
The triangular set (9.17b) satisfies the equivalent of Proposition 5.159 for the λ-situation. Hence
P2r,λ = N(Q
∗
2r−1,λ in P
∗
2r,λ) by (5.160)
= N(Q∗2r−1(λ) in P
∗
2r) by (9.24)
= N(Q∗2r−1 in P
∗
2r) by (9.29)
= P2r, by (5.160)
for all r = 1, . . . , k′. Thus (9.27a) holds for all r ≥ 1. It also holds for r = 0, since P0,λ = 1 = P0.
Similarly, for the π′-groups we have
Q2i−1,λ = N(P
∗
2i−2,λ in Q
∗
2i−1,λ) by (5.161)
= N(P ∗2i−2 in Q
∗
2i−1(λ)) by (9.24)
= N(P ∗2i−2 in Q
∗
2i−1)(λ)
= Q2i−1(λ), by (5.161)
for all i = 1, . . . , l′. The group Q2i−1 normalizes P2, . . . , P2i−2 and thus normalizes their product
P ∗2i−2. Hence (9.13), with Q2i−1 in the place of N , implies that Q2i−1(λ) = Q2i−1(λ2i−2). So (9.28a)
holds.
It remains to show (9.27b) and (9.28b) for the λ-characters. This will be done by induction on
i and r, with the help of various observations that we write here separately as steps.
Step 1. For every i = 1, . . . , n, the cQ1,λ-correspondent χi,1,λ ∈ Irr(Gi,1,λ) of χi,λ ∈ Irr(Gi,λ)
induces the cQ1-correspondent χi,1 ∈ Irr(Gi,1) of χi ∈ Irr(Gi). Even more,
Gi,1,λ = Gi,1(λ) and (9.30a)
χi,1,λ ∈ Irr(Gi,1,λ) is the λ-Clifford correspondent of χi,1 ∈ Irr(Gi,1). (9.30b)
Proof. We first remark that the cQ1,λ-correspondent (which is analogous to the cQ1-correspondent
for the λ-case), is nothing else but a Clifford correspondent, as we can see in Table 5.1. That is,
Gi,1,λ = Gi,λ(χ1,λ) and χi,1,λ ∈ Irr(Gi,1,λ) (see (5.65a), and (5.67)), is the χ1,λ-Clifford correspon-
dent of χi,λ ∈ Irr(Gi,λ|χi,λ), for all i = 1, . . . , n. Of course, G1,1,λ = G1,λ and χ1,1,λ = χ1,λ.
Furthermore, for all i = 1, . . . , n, we have that
Gi,1,λ = Gi,λ(χ1,λ) by (5.65a) for the λ-case
= Gi(χ1,λ)(λ) as G1,λ = G1(λ), by (9.14b)
= Gi(χ1, λ) by Clifford’s theory, since χ1,λ is the λ-Clifford correcpondent of χ1
= Gi,1(λ). by (5.65a)
Therefore (9.30a) holds.
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Let i = 1, . . . , n be fixed. The character χi,1,λ ∈ Irr(Gi,1,λ) = Irr(Gi(χ1, λ)) induces χi,λ ∈
Irr(Gi,λ) = Irr(Gi(λ)), by (5.67). Also the character χi,λ ∈ Irr(Gi(λ)) induces χi ∈ Irr(Gi) by
(9.16a). Therefore, χi,1,λ ∈ Irr(Gi(χ1, λ)) induces χi ∈ Irr(Gi). Hence χi,1,λ ∈ Irr(Gi(χ1, λ))
induces a character Ψ ∈ Irr(Gi(χ1)). Note that the induced character Ψ
Gi is χGii,1,λ = χi. Even
more, the character Ψ lies above χ1 = β1. To see this, first note that, according to Lemma 9.25
for T = Gi(χ1), we have Gi(χ1) = Gi(χ1)(λ) · Q1 = Gi(χ1, λ) · G1, while Gi(χ1, λ) ∩ G1 = G1(λ).
This, along with Mackey’s Theorem (see Problem 5.6 in [12], or the special case in Problem 5.2 in
[12]), implies (χ
Gi(χ1)
i,1,λ )|G1 = (χi,1,λ|G1(λ))
G1 . Hence
〈Ψ|G1 , χ1〉 = 〈(χ
Gi(χ1)
i,1,λ )|G1 , χ1〉 = 〈(χi,1,λ|G1(λ))
G1 , χ1〉 6= 0,
where the last inequality holds as χ1 = χ
G1
1,λ (by (9.16a)), and χ1,λ ∈ Irr(G1(λ)) lies under χi,1,λ.
Thus the character Ψ ∈ Irr(Gi(χ1)), induces χi ∈ Irr(Gi) and lies above χ1. Hence Clifford’s
theorem implies that Ψ is the unique χ1-Clifford correspondent of χi. This, along with (5.67),
implies that Ψ = χi,1, i.e., χ
Gi,1
i,1,λ = Ψ = χi,1.
So χi,1,λ ∈ Irr(Gi,1,λ) = Irr(Gi,1(λ)) induces χi,1 ∈ Irr(Gi,1), and lies above λ. Thus χi,1,λ is the
λ-Clifford correspondent of χi,1.
This completes the proof of the first step.
Step 2. For every i = 2, . . . , l′ we have that
Q2i−1 = Q2i−1(λ) ·Q1,2i−2. (9.31)
Furthermore, for every r = 1, . . . , k′ and every i = 1, . . . , l′ − 1 we have that
N(P0,λ, P2,λ, . . . , P2i,λ, Q1,λ, . . . , Q2i−1,λ in G2i+1,λ(χ1,λ, . . . , χ2i,λ)) =
N(P0, P2, . . . , P2i, Q1, . . . , Q2i−1 in G2i+1,λ(χ1,λ, . . . , χ2i,λ)), (9.32a)
and
N(P0,λ, P2,λ, . . . , P2r−2,λ, Q1,λ, . . . , Q2r−1,λ in G2r,λ(χ1,λ, . . . , χ2r−1,λ)) =
N(P0, P2, . . . , P2r−2, Q1, . . . , Q2r−1 in G2r,λ(χ1,λ, . . . , χ2r−1,λ)). (9.32b)
Thus, for all i = 1, . . . , l′ − 1, the cP2,λ, . . . , cP2i,λ, cQ3,λ, . . . , cQ2i−1,λ-correspondent χ2i+1,2i,λ,
of χ2i+1,1,λ coincides with the cP2, . . . , cP2i, cQ3, . . . , cQ2i−1-correspondent of χ2i+1,1,λ. By con-
vention, if i = 1 this is only the cP2 = cP2,λ-correspondence. Similarly, for all r = 2, . . . , k
′,
the cP2,λ, . . . , cP2r−2,λ, cQ3,λ, . . . , cQ2r−1,λ-correspondent χ2r,2r−1,λ, of χ2r,1,λ coincides with the
cP2, . . . , cP2r−2, cQ3, . . . , cQ2r−1-correspondent of χ2r,1,λ.
Proof. For all t = 2, . . . , l′ we have that
Q1,2t−2 = Q1 ∩Q2t−1 ≤ Q2t−1 ≤ N(P
∗
2t−2 in G(β1,2t−2)),
(by (5.33) we get the equality, while Proposition 5.55 shows that Q2t−1 fixes β1,2t−2). Hence Lemma
9.25, for Q2t−1 in the place of S, implies that
Q2t−1 = Q2t−1(λ) ·Q1,2t−2,
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for all t = 2, . . . , l′. This proves (9.31).
We have already seen that P2r,λ = P2r while Q2i−1,λ = Q2i−1(λ), whenever 1 ≤ r ≤ k
′ and
1 ≤ i ≤ l′ (by (9.27a) and (9.28a)). Thus (9.31) implies that
Q2t−1 = Q2t−1,λ ·Q1,2t−2,
for all t = 2, . . . , l′. Any subgroup of G that normalizes P2, . . . , P2t−2 and Q2t−1,λ also normalizes
Q1,2t−2 = N(P
∗
2t−2 in Q1). Thus it normalizes Q2t−1 = Q2t−1,λ · Q1,2t−2, whenever t = 2, . . . , l
′.
Since Q1 ✂G, is normalized by any subgroup of G, we therefore get
N(P0,λ, P2,λ, . . . , P2i,λ, Q1,λ, . . . , Q2i−1,λ in G2i+1,λ(χ1,λ, . . . , χ2i,λ)) =
N(P0, P2, . . . , P2i, Q1,λ, . . . , Q2i−1,λ in G2i+1,λ(χ1,λ, . . . , χ2i,λ)) ≤
N(P0, P2, . . . , P2i, Q1, . . . , Q2i−1 in G2i+1,λ(χ1,λ, . . . , χ2i,λ)).
The other inclusion is trivial as G2i+1,λ = G2i+1(λ). So everything in G2i+1,λ that normalizes Q2t−1
also normalizes Q2t−1,λ = Q2t−1(λ), for all t = 1, . . . , l
′. Also Q1✂G is normalized by any subgroup
of G. Hence we have equality, and (9.32a) is proved.
The proof for (9.32b) is similar. So we omit it.
Let i = 1, . . . , l′ − 1 be fixed. For all t = 1, . . . , i, we have P2t = P2t,λ. So to prove the
next two statements of Step 2, it suffices to show that the cQ2t−1-correspondence coincides with
the cQ2t−1,λ-correspondence, for all t = 2 . . . , i. We remark that the cQ2t−1,λ-correspondence was
used, in Theorem 5.88 and Table 5.5 for the λ-situation, to get the irreducible character χ2i+1,2t−1,λ
of N(Q2t−1,λ in G2i+1,2t−2,λ(χ2t−1,λ)) = G2i+1,2t−1,λ from χ2i+1,2t−2,λ ∈ Irr(G2i+1,2t−2,λ), whenever
t = 2, . . . , i. That is, we applied Lemma 5.56 to the groups
G2t−1,2t−2,λ = Q2t−1,λ ⋉ P2t−2,λ ✂G2t,2t−2,λ ✂ · · · ✂G2i−1,2t−2,λ
and their irreducible characters
χ2t−1,2t−2,λ = β2t−1,λ · α
e
2t−2,λ, χ2t,2t−2,λ, . . . , χ2i−1,2t−2,λ,
in the place of N ✂K1 ✂ · · ·✂Kr and {χ = α · β
e, χ1, . . . , χr} respectively. On the other hand, for
all t = 2, . . . , i, the character χ2i+1,2t−2,λ has a cQ2t−1-correspondent. Indeed, the group Q2t−1 acts
on P2t−2 = P2t−1,λ, while the semidirect product Q2t−1⋊P2t−1,λ is normalized by all the groups in
the normal series
P2t−1,λ ✂G2t,2t−1,λ ✂ · · ·✂G2i−1,2t−1,λ.
Notice that Q2t−1,λ and Q2t−1 have the same image in Aut(P2t−2,λ), as Q2t−1 = Q2t−1,λ ·Q1,2t−2 (by
(9.31)), and Q1,2t−2 centralizes P2t−2,λ = P2t−2, whenever 2 ≤ t ≤ i. Furthermore, G2i+1,2t−2,λ nor-
malizes P2, . . . , P2t−2 (see (5.91)), and thus normalizes Q1,2t−2. Hence N(Q2t−1,λ in G2i+1,2t−2,λ) ≤
N(Q2t−1 in G2i+1,2t−2,λ). The other inclusion holds trivially, as G2i+1,2t−2,λ ≤ G2i+1,λ = G2i+1(λ)
fixes λ and Q2t−1,λ = Q2t−1(λ). Hence N(Q2t−1,λ in G2i+1,2t−2,λ) = N(Q2t−1 in G2i+1,2t−2,λ), for
all t = 2, . . . , i. Therefore Proposition 3.9 implies that the cQ2t−1,λ-correspondent χ2i+1,2t−1,λ of
χ2i+1,2t−2,λ coincides with its cQ2t−1-correspondent, whenever 2 ≤ t ≤ i.
We conclude that the cP2,λ, . . . , cP2i,λ, cQ3,λ, . . . , cQ2i−1,λ-correspondent χ2i+1,2i,λ, of χ2i+1,1,λ
coincides with the cP2, . . . , cP2i, cQ3, . . . , cQ2i−1-correspondent of χ2i+1,1,λ, for all i = 1, . . . , l
′ − 1.
Similarly we can work with the character χ2r,2r−1,λ, the group G2r,2t−1,λ and its normal subgroup
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G2t,2t−1,λ = P2t,λ ⋉Q2t−1,λ, for all t = 2, . . . , r, for some fixed r = 2, . . . , k
′. Thus we get that that
the cQ2t−1,λ-correspondent χ2r,2t−1,λ of χ2r,2t−2,λ coincides with the cQ2t−1-correspondent. We con-
clude similarly that the cP2,λ, . . . , cP2r−2,λ, cQ3,λ, . . . , cQ2r−1,λ-correspondent χ2r,2r−1,λ, of χ2r,1,λ
coincides with the cP2, . . . , cP2r−2, cQ3, . . . , cQ2r−1-correspondent of χ2r,1,λ, for all r = 2, . . . , k
′.
This completes the proof of Step 2.
Step 3. For all i = 1, . . . , l′ − 1, we have that G2i+1,2i,λ = G2i+1,2i(λ), while the character
χ2i+1,2i,λ ∈ Irr(G2i+1,2i,λ) induces χ2i+1,2i ∈ Irr(G2i+1,2i). Similarly, for all r = 1, . . . , k
′, we
get that G2r,2r−1,λ = G2r,2r−1(λ), while the character χ2r,2r−1,λ ∈ Irr(G2r,2r−1,λ) induces χ2r,2r−2 ∈
Irr(G2r,2r−1).
Proof. According to (5.91) for the λ-case we have that
G2i+1,2i,λ = N(P0,λ, P2,λ, . . . , P2i,λ, Q1,λ, . . . , Q2i−1,λ in G2i+1,λ(χ1,λ, . . . , χ2i,λ)).
This, along with (9.32a), (9.18) and (9.21b), implies that
G2i+1,2i,λ = N(P0, P2, . . . , P2i, Q1, . . . , Q2i−1 in G2i+1,λ(χ1,λ, . . . , χ2i,λ)) =
N(P0, P2, . . . , P2i, Q1, . . . , Q2i−1 in G
∗
2i+1,λ) = N(P0, P2, . . . , P2i, Q1, . . . , Q2i−1 in G
∗
2i+1(λ)) =
N(P0, P2, . . . , P2i, Q1, . . . , Q2i−1 in G
∗
2i+1)(λ).
As G2i+1,2i = N(P0, P2, . . . , P2i, Q1, . . . , Q2i−1 in G
∗
2i+1) (by (5.91)), we have that G2i+1,2i,λ =
G2i+1,2i(λ) , for all i = 1, . . . , l
′ − 1. Furthermore, according to Step 2, the character χ2i+1,2i,λ
is the cP2, . . . , cP2i, cQ3, . . . , cQ2i−1-correspondent of χ2i+1,1,λ, whenever i = 1, . . . , l
′ − 1. But
χ2i+1,1,λ ∈ Irr(G2i+1,1(λ)) induces χ2i+1,1 in G2i+1,1 according to Step 1, for all such i. Fur-
thermore, the cA-correspondence (for arbitrary A) respects induction (see Theorem 3.13). Hence
χ2i+1,2i,λ induces the cP2, . . . , cP2i, cQ3, . . . , cQ2i−1-correspondent character of χ2i+1,1 in the nor-
malizer N(P0, P2, . . . , P2i, Q1, . . . , Q2i−1 in G2i+1(χ1, . . . , χ2i)) = G2i+1,2i. As this correspondent
character of χ2i+1,1 is χ2i+1,2i (by Theorem 5.88), we conclude that χ2i+1,2i,λ induces χ2i+1,2i, for
all i = 1, . . . , l′ − 1. This completes the first part of Step 3.
For the second part, we first remark that the case r = 1 has been done in Step 1. Indeed, by
(9.30a), we have that G2,1,λ = G2,1(λ), while by (9.30b) the character χ2,1,λ induces χ2,1. The rest
of proof for r = 2, . . . , k′ is analogous to the proof of the first part, with the use of (9.32b) in the
place of (9.32a). So we omit it.
We can now continue with the proof of (9.27b) and (9.28b) for the λ-characters. If r = 0 then
α0,λ = 1 = α0. Hence (9.27b) holds trivially for r = 0. Furthermore, β1,λ = χ1,λ, by (5.17b). But
χ1,λ is the λ-Clifford correspondent of χ1 ∈ Irr(Q1|λ). Thus (9.28b) holds for i = 1.
Using an inductive argument we will prove that, if (9.28b) holds when i is some integer t =
1, . . . , k′ − 1, then (9.27b) holds for r = t. Symmetrically if (9.27b) holds when r is some integer
s = 1, . . . , l′ − 1, then (9.28b) holds for i = s+1. This is enough to prove that (9.27b) and (9.28b)
hold for all r = 0, . . . , k′ and all i = 1, . . . , l′, respectively.
Assume that (9.28b) holds for i = t. That is, β2t−1,λ is the λ2t−2-Clifford correspondent of
β2t−1. Therefore
β
Q2t−1
2t−1,λ = β2t−1. (9.33)
Furthermore, Theorem 5.88, and in particular (5.92), implies that the character α2t,λ was picked
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as the unique character of P2t,λ that satisfies
χ2t,2t−1,λ = α2t,λ · β
e
2t−1,λ, (9.34a)
where βe2t−1,λ is the canonical extension of β2t−1,λ ∈ Irr(Q2t−1,λ) to G2t,2t−1,λ. Similarly, α2t is the
unique character of P2t such that
χ2t,2t−1 = α2t · β
e
2t−1. (9.34b)
According to Step 3 the character χ2t,2t−1,λ induces χ2t,2t−1 ∈ Irr(G2t,2t−1). Also G2t,2t−1 =
P2tQ2t−1, see (5.92). This, along with (9.34), implies
χ2t,2t−1 = (χ2t,2t−1,λ)
G2t,2t−1 = (α2t,λ · β
e
2t−1,λ)
G2t,2t−1 . (9.35)
Lemma 2.21 can be applied to the group G2t,2t−1 = P2t ⋉ Q2t−1 and the characters α2t,λ ∈
Irr(P2t,λ) = Irr(P2t) and β
e
2t−1,λ ∈ Irr(P2t ⋉Q2t−1,λ). Thus
(α2t,λ · β
e
2t−1,λ)
G2t,2t−1 = α2t,λ · (β
e
2t−1,λ)
G2t,2t−1 . (9.36)
The groups G2t,2t−1 = P2t⋉Q2t−1 = (P2tQ2t−1,λ)·Q2t−1, Q2t−1, P2tQ2t−1,λ = G2t,2t−1,λ and Q2t−1,λ,
along with the character β2t−1,λ ∈ Irr(Q2t−1,λ), satisfy the hypothesis of Proposition 2.16 in the
place of the groups G,N,K and H respectively. So we conclude that
(βe2t−1,λ)
G2t,2t−1 = (β
Q2t−1
2t−1,λ)
e,
where (β
Q2t−1
2t−1,λ)
e is the canonical extension of β
Q2t−1
2t−1,λ ∈ Irr(Q2t−1) to G2t,2t−1. But, according to
the inductive hypothesis, the character β2t−1,λ satisfies (9.33). Therefore
(βe2t−1,λ)
G2t,2t−1 = (β
Q2t−1
2t−1,λ)
e = βe2t−1,
where βe2t−1 is the canonical extension of β2t−1 to G2t,2t−1. This, along with (9.36) and (9.35),
implies that
χ2t,2t−1 = (α2t,λ · β
e
2t−1,λ)
G2t,2t−1 = α2t,λ · β
e
2t−1.
Therefore (9.34b) holds with α2t,λ in the place of α2t. As α2t is the unique character of P2t satisfying
(9.34b), we must have α2t = α2t,λ. Therefore, (9.27b) holds for r = t.
Now assume that (9.27b) holds when r is some integer s = 1, . . . , l′ − 1. We will prove, in an
argument similar to the one we just gave, that (9.28b) also holds for i = s+ 1.
According to (9.27b) for r = s we get
α2s = α2s,λ. (9.37)
Furthermore, equations (5.93) imply that β2s+1,λ and β2s+1 are the unique characters of Q2s+1,λ
and Q2s+1, respectively, that satisfy
χ2s+1,2s,λ = α
e
2s,λ · β2s+1,λ (9.38a)
χ2s+1,2s = α
e
2s · β2s+1, (9.38b)
where αe2s,λ and α
e
2s are the canonical extensions of α2s,λ ∈ Irr(P2s,λ) and α2s ∈ Irr(P2s) to
G2s+1,2s,λ = P2s,λ ⋊ Q2s+1,λ and G2s+1,2s = P2s ⋊ Q2s+1, respectively. But P2s,λ = P2s and
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α2s,λ = α2s by (9.37). Furthermore, G2s+1,2s,λ ≤ G2s+1,2s (see Step 3). Therefore
αe2s,λ = α
e
2s|G2s+1,2s,λ . (9.39)
The fact that χ2s+1,2s,λ induces χ2s+1,2s (see Step 3), along with (9.38) and (9.39), implies
χ2s+1,2s = (α
e
2s|G2s+1,2s,λ · β2s+1,λ)
G2s+1,2s . (9.40)
Using the isomorphism Q2s+1,λ ∼= Q2s+1,λ⋉P2s/P2s, we denote the inflation of β2s+1,λ to Q2s+1,λ⋉
P2s,λ = Q2s+1,λ ⋉ P2s,λ = G2s+1,2s,λ as β
i
2s+1,λ. So (9.40) becomes
χ2s+1,2s = (α
e
2s|G2s+1,2s,λ · β
i
2s+1,λ)
G2s+1,2s .
Hence we can apply Lemma 2.20 to get
(αe2s|G2s+1,2s,λ · β
i
2s+1,λ)
G2s+1,2s = αe2s · (β
i
2s+1,λ)
G2s+1,2s .
This, along with (9.40), implies that
χ2s+1,2s = α
e
2s · (β
i
2s+1,λ)
G2s+1,2s = αe2s · (β
i
2s+1,λ)
P2s⋊Q2s+1 = αe2s · (β
Q2s+1
2s+1,λ)
i,
where (β
Q2s+1
2s+1,λ)
i denotes the inflation of β
Q2s+1
2s+1,λ ∈ Irr(Q2s+1) = Irr(P2sQ2s+1/P2s) to P2s ⋊Q2s+1.
Note that αe2s · (β
Q2s+1
2s+1,λ)
i is equal to αe2s · (β
Q2s+1
2s+1,λ) by the definition of the ltter product. But β2s+1
is the unique character of Q2s+1 that satisfies (9.38b). Hence
(β
Q2s+1
2s+1,λ)
i = βi2s+1, and thus β
Q2s+1
2s+1,λ = β2s+1. (9.41)
Furthermore, the character χ2s+1,2s lies above χ1,2s ∈ Irr(G1,2s) = Irr(Q1,2s). Also χ1,2s = β1,2s (as
χ1 = β1), lies above λ2s by (9.12). This, along with the fact that α
e
2s,λ is trivial on Q1,2s = G1,2s,
implies that β2s+1,λ ∈ Irr(Q2s+1,λ) lies above λ2s and induces β2s+1 ∈ Irr(Q2s+1). As Q2s+1,λ =
Q2s+1(λ) = Q2s+1(λ2s), by (9.13) with N = Q2s+1, we conclude that β2s+1,λ is the λ2s-Clifford
correspondent of β2s+1. Hence (9.28b) holds for i = s+ 1.
This completes the proof of Theorem 9.26.
Assume that i, j satisfy 1 ≤ i ≤ j ≤ k′. According to Lemma 2.5 in [22], Glauberman cor-
respondence is compatible with Clifford theory. This, along with (9.28b) and (9.27a), implies
that the P2i · · ·P2j = P2i,λ · · ·P2j,λ-Glauberman correspondent β2i−1,2j of β2i−1 is induced by the
P2i,λ · · ·P2j,λ-Glauberman correspondent β2i−1,2j,λ of β2i−1,λ. Furthermore, β2i−1,2j,λ lies above the
P2i · · ·P2j-Glauberman correspondent λ2j of λ2i−2 (see (9.10)), as β2i−1,λ lies above λ2i−2. Since
Q2i−1,λ = Q2i−1(λ), we also have that
Q2i−1,2j,λ = C(P2i · · ·P2j in Q2i−1,λ) = C(P2i · · ·P2j in Q2i−1)(λ) = Q2i−1,2j(λ),
whenever 1 ≤ i ≤ j ≤ k′. But Q2i−1,2j(λ) = Q2i−1,2j(λ2j), as Q2i−1,2j normalizes E and P
∗
2j .
Therefore,
Remark 9.42. For every i, j with 1 ≤ i ≤ j ≤ k′, we have
Q2i−1,2j,λ = Q2i−1,2j(λ) = Q2i−1,2j(λ2j),
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while the character β2i−1,2j,λ is the λ2j-Clifford correspondent of β2i−1,2j .
Furthermore, Q1,2i−2 centralizes P2, . . . , P2i−2 by (5.23a), and Q2i−1 = Q2i−1(λ) · Q1,2i−2 by
(9.31). We conclude that
C(Q2i−1(λ) in P2r) = C(Q2i−1 in P2r), (9.43)
whenever 1 ≤ r < i ≤ l′. Hence,
P2r,2i−1,λ = C(Q2r+1,λ, . . . , Q2i−1,λ in P2r,λ)
= C(Q2r+1(λ), . . . , Q2i−1(λ) in P2r) by (9.27a) and (9.28a)
= C(Q2r+1, . . . , Q2i−1 in P2r) by (9.43)
= P2r,2i−1,
whenever 1 ≤ r < i ≤ l′.
Even more, the Q2r+1 · · ·Q2i−1-Glauberman correspondent α2r,2i−1 ∈ Irr(P2r,2i−1) of the ir-
reducible character α2r of P2r, (see (5.52)), coincides with the Q2r+1(λ) · · ·Q2i−1(λ)-Glauberman
correspondent of α2r, by Corollary 3.10. In conclusion,
Remark 9.44. For every r, i with 1 ≤ r < i ≤ l′, we have
P2r,2i−1,λ = P2r,2i−1 and α2r,2i−1,λ = α2r,2i−1.
The relation between α∗2i and α
∗
2i,λ is an easy corollary of Theorem 9.26.
Corollary 9.45. For all r = 0, . . . , k′ we have
α∗2r,λ = α
∗
2r ∈ Irr(P
∗
2r) = Irr(P
∗
2r,λ).
Proof. By (9.24a) and (9.27b), we have P ∗2r = P
∗
2r,λ and α2r,λ = α2r, for all r = 0, 1, . . . , k
′. Further-
more, the character α∗2r is uniquely determined by α2r and the one to one Q2j+1-correspondence
α∗2r,2j−1
←−−→
Q2j+1α
∗
2r,2j+1.
The latter is a correspondence between all characters α∗2r,2j+1 ∈ Irr(P2j+2 · · ·P2r) and all char-
acters α∗2r,2j−1 ∈ Irr(P2j · P2j+2 · · ·P2r) lying over some Q2j+1-invariant character of P2j , for all
j = 1, . . . , r − 1, as Lemma 5.142 and Theorem 5.143 imply. (Note that α∗2r ∈ Irr(P
∗
2r) is the
Q3, Q5, . . . , Q2r−1-correspondent of α2r ∈ Irr(P2i).)
Because P2j+2 · · ·P2r normalizes Q2j+1 and fixes λ, (by Remark 9.8), it normalizes Q2j+1(λ) =
Q2j+1,λ. The subgroup Q1,2j = C(P2 · · ·P2j in Q1) centralizes P2j . But Q2j+1 = Q2j+1(λ) ·Q1,2j =
Q2j+1,λ ·Q1,2j , according to (9.31), for all j = 1, . . . , r − 1. Hence
P2j ∩ P2j+2 · · ·P2r = N(Q2j+1 in P2j)
= C(Q2j+1 in P2j) = C(Q2j+1,λ in P2j) = N(Q2j+1,λ in P2j).
Therefore
N(Q2j+1,λ in P2j · P2j+2 · · ·P2r) = N(Q2j+1,λ in P2j) · P2j+2 · P2r
= N(Q2j+1 in P2j) · P2j+2 · · ·P2r = N(Q2j+1 in P2j · P2j+2 · · ·P2r).
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This, along with Proposition 3.9, ,
implies that the above Q2j+1-correspondence coincides with the Q2j+1,λ-correspondence, for all
j = 1, . . . , r − 1. Hence the Q3, Q5, . . . , Q2r−1-correspondent, α
∗
2r ∈ Irr(P
∗
2r), of α2r = α2r,λ ∈
Irr(P2r) coincides with the Q3,λ, Q5,λ, . . . , Q2r−1,λ-correspondent α
∗
2r,λ ∈ Irr(P
∗
2r,λ) of α2r = α2r,λ ∈
Irr(P2r,λ), i.e., α
∗
2r = α
∗
2r,λ. So the corollary follows.
What about the groups A and B? How is a Hall system for G(λ) that satisfies the analogue of
(9.2) for the λ-case related to A,B? The answer is given in
Theorem 9.46. We can find Aλ ∈ Hallpi(Gλ) and Bλ ∈ Hallpi′(Gλ) satisfying the equivalent of
(9.2) for the λ-groups, along with
Aλ(χ1,λ, . . . , χh,λ) = A(χ1, . . . , χh), (9.47a)
Bλ(χ1,λ, . . . , χh,λ) = B(χ1, . . . , χh, λ), (9.47b)
for all h = 1, . . . , n.
Proof. It suffices to show that A(χ1, . . . , χh) and B(χ1, . . . , χh, λ) satisfy (9.2b,c) for the λ-groups.
We already know, by (9.2c), that A(χ1, . . . , χn) = P
∗
2k′ , while B(χ1, . . . , χn)(λ) = Q
∗
2l′−1(λ). But
P ∗2k′ = P
∗
2k′,λ and Q
∗
2l′−1(λ) = Q
∗
2l′−1,λ, by (9.23). Thus
A(χ1, . . . , χn) = P
∗
2k′,λ, and B(χ1, . . . , χn)(λ) = Q
∗
2l′−1,λ.
Thus they satisfy (9.2c) for the λ-groups.
The fact that χi,λ is the λ-Clifford correspondent of χi, whenever i = 1, . . . , h, implies
G(χ1, . . . , χh, λ) = Gλ(χ1,λ, . . . , χh,λ) ≤ G(χ1, . . . , χh),
for all h = 1, . . . , n. As A(χ1) fixes λ, the group A(χ1, , . . . , χh) is a subgroup of the first group
in the above list. It is also a π-Hall subgroup of G(χ1, . . . , χh), by (9.2b). Hence it is a π-Hall
subgroup of Gλ(χ1,λ, . . . , χh,λ). Furthermore,
G(χ1, . . . , χh) = A(χ1, . . . , χh) ·B(χ1, . . . , χh),
by (9.2b). Hence Gλ(χ1,λ, . . . , χh,λ) = G(χ1, . . . , χh, λ) = A(χ1, . . . , χh) · B(χ1, . . . , χh, λ). So
A(χ1, . . . , χh) and B(χ1, . . . , χh, λ) form a Hall system for Gλ(χ1,λ, . . . , χh,λ), for all h = 1, . . . , n.
This completes the proof of Theorem 9.46.
From now until the end of the section we restrict our attention to the smaller system (9.3). It
is clear that the subset
{Q2i−1,λ, P2r,λ|β2i−1,λ, α2r,λ}
l,k
i=1,r=0,
of (9.17b), is a triangular set for the normal series G0 ✂ G1,λ ✂ · · · ✂ Gm,λ ✂ Gλ, corresponding
to the tower {χi,λ}
m
i=0. Hence Theorem 9.26 implies that the above triangular set satisfies (9.27)
and (9.28) for all r = 0, . . . , k and all i = 1, . . . , l, respectively, since (9.17b) satisfies them. The
groups in question now are Q̂(β2k−1,2k) and P̂ (α2l−2,2l−1) along with their corresponding groups
Q̂λ(β2k−1,2k,λ) and P̂λ(α2l−2,2l−2,λ), in the λ-situation. Their relation is described in the next two
theorems.
Theorem 9.48. Assume that {Aλ,Bλ} is a Hall system for Gλ that is derived from {A,B} and
satisfies the conditions in Theorem 9.46. Assume further that, for every m = 1, . . . , n, the group
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Q̂ is picked to satisfythe conditions in Theorem 8.13 for the smaller system (9.3), while the group
Q̂λ is picked to satisfy similar conditions for the λ-groups. Then
Q̂λ(β2k−1,2k,λ) = Q̂(β2k−1,2k, λ). (9.49)
So Qλ = Q̂λ(β2k−1,2k,λ) ·Q
∗
2l−1,λ ≤ Q(λ), where Q = Q̂(β2k−1,2k) ·Q
∗
2l−1.
Proof. Assume that Q̂λ satisfies the conditions in Theorem 8.13 for the λ-situation. Of course it
satisfies the equivalent of the conditions in Theorem 6.19 for the λ-groups. Furthermore,
Q̂λ(β2k−1,2k,λ) = N(P
∗
2k,λ in Bλ(χ1,λ, . . . , χ2k,λ)) by Theorem 8.13
= N(P ∗2k in B(χ1, . . . , χ2k, λ)) by (9.24a) and (9.47)
= N(P ∗2k in B(χ1, . . . , χ2k))(λ)
= Q̂(β2k−1,2k)(λ). by Theorem 8.13
This proves the first part of the theorem. The last part follows from the first and (9.24b).
Similarly to the above Theorem 9.48 we have
Theorem 9.50. Assume that {Aλ,Bλ} is a Hall system for Gλ that is derived from {A,B} and
satisfies the conditions in Theorem 9.46. Assume further that, for every m = 1, . . . , n, the group
P̂ is picked to satisfy the conditions in Theorem 8.15 for the smaller system (9.3), while the group
P̂λ is picked to satisfy the similar conditions for the λ-groups. Then Then
P̂λ(α2l−2,2l−1,λ) = P̂ (α2l−2,2l−1). (9.51)
So Pλ = P̂λ(α2l−2,2l−1,λ) · P
∗
2k,λ = P = P̂ (α2l−1,2l−1) · P
∗
2k.
Proof. Assume that Q̂λ satisfies the conditions in Theorem 8.15 for the λ-situation. Of course it
satisfies the equivalent of the conditions in Theorem 6.19 for the λ-groups. Furthermore,
P̂λ(α2l−2,2l−1,λ) = N(Q
∗
2l−1,λ in Aλ(χ1,λ, . . . , χ2l−1,λ)) by Theorem 8.15
= N(Q∗2l−1(λ) in A(χ1, . . . , χ2l−1)) by (9.24b) and (9.47)
Clearly Q1 ≤ Q
∗
2l−1 ≤ G(β1). Thus Lemma 9.25 implies
Q∗2l−1 = Q
∗
2l−1(λ) ·Q1.
As A(χ1, . . . , χ2l−1) is contained in A(χ1), it fixes λ since A(χ1) fixes λ. It also normalizes Q1✂G.
Therefore
N(Q∗2l−1(λ) in A(χ1, . . . , χ2l−1)) = N(Q
∗
2l−1 in A(χ1, . . . , χ2l−1)).
According to Theorem 8.15, the latter group is P̂ (α2l−2,2l−1). Hence
P̂λ(α2l−2,2l−1,λ) = N(Q
∗
2l−1(λ) in A(χ1, . . . , χ2l−1)) = P̂ (α2l−2,2l−1).
So the first part of Theorem 9.50 follows. This, along with (9.24a) implies the rest of the theorem.
155
The fact that Q̂ ≤ G′ = G(α∗2k) normalizes P
∗
2k, along with (9.13), obviously implies
Q̂(β2k−1,2k, λ) = Q̂(β2k−1,2k, λ2k). (9.52)
We define
I := the image of Q̂(β2k−1,2k) in Aut(P
∗
2k). (9.53)
Obviously, the group I is well defined, as Q̂ ≤ G(α∗2k) normalizes P
∗
2k. Then as an easy corollary
of Theorem 9.48 we get
Corollary 9.54. The groups Q̂λ(β2k−1,2k,λ) and Q̂(β2k−1,2k), chosen in Theorem 9.48, have the
same image in Aut(P ∗2k). In particular,
I = Iλ, (9.55)
where Iλ is the image of Q̂λ(β2k−1,2k,λ) in Aut(P
∗
2k,λ).
Proof. The group Q̂(β2k−1,2k) is a subgroup of G
′(β2k−1,2k) = G(α
∗
2k, β2k−1,2k). By Proposition
5.50, the character β1,2k is the unique character of Q1,2k lying under β2k−1,2k. Thus G
′(β2k−1,2k)
fixes β1,2k. Hence
Q̂(β2k−1,2k) ≤ G
′(β2k−1,2k) ≤ N(P
∗
2k in G(β1,2k)).
Furthermore, according to (6.34) and the Definition 6.28, the group Q1,2k is a subgroup of Q̂. It
also fixes β2k−1,2k ∈ Irr(Q2k−1,2k), as Q1,2k ≤ Q2k−1,2k. Thus Q1,2k is a subgroup of Q̂(β2k−1,2k).
In conclusion,
Q1,2k ≤ Q̂(β2k−1,2k) ≤ N(P
∗
2k in G(β1,2k)).
Therefore Lemma 9.25 can be applied with Q̂(β2k−1,2k) in the place of S. So
Q̂(β2k−1,2k) = Q̂(β2k−1,2k, λ) ·Q1,2k.
This, along with Theorem 9.48 implies
Q̂(β2k−1,2k) = Q̂λ(β2k−1,2k,λ) ·Q1,2k.
The fact that Q1,2k = C(P
∗
2k in Q1) centralizes P
∗
2k implies the first part of the corollary immedi-
ately. This, along with (9.24a) and the definitions of I and Iλ, implies equation (9.55).
Theorem 9.50 easily implies
Corollary 9.56. The groups P̂ (α2l−2,2l−1) and P̂λ(α2l−2,2l−1,λ), chosen in Theorem 9.50, have the
same images in Aut(Q∗2l−1) and the same images in Aut(Q
∗
2l−1,λ).
We finish this section by checking a special case of extendibility in the λ-situation. The following
is a well known result.
Theorem 9.57. Assume that G is a finite group and that S ≤ H are subgroups of G with S normal
in G. Assume further that θ ∈ Irr(H) lies above λ ∈ Irr(S). Let θλ ∈ Irr(H(λ)) denote the unique
λ-Clifford correspondent of θ.
If θ extends to its stabilizer G(θ) in G, then θλ also extends to G(θ, λ).
Proof. A straight forward application of Clifford Theory implies that G(θ, λ) ≤ G(θλ). Further-
more, as G(θ) fixes θ it permutes among themselves the members of the H-conjugacy class of
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characters in Irr(S) lying under θ. Since λ ∈ Irr(S) lies under θ we get
G(θ) = H ·G(θ, λ) ≤ H ·G(θλ). (9.58a)
In addition,
G(θ, λ) ∩H = H(λ). (9.58b)
Let θi ∈ Irr(G(θ)) be an extension of θ to G(θ). Then θi lies above λ. Let Ψ ∈ Irr(G(θ, λ))
denote the unique λ-Clifford correspondent of θi ∈ Irr(G(θ)). So Ψ lies above λ and induces θi.
Therefore,
(ΨG(θ))|H = θ
i|H = θ.
Mackey’s Theorem, along with (9.58), implies that
(ΨG(θ))|H = (Ψ|H(λ))
H .
Hence (Ψ|H(λ))
H = θ is an irreducible character of H. So the restriction Ψ|H(λ) is an irreducible
character of H(λ) that induces θ and lies above λ (as Ψ lies above λ). We conclude that Ψ|H(λ)
is the λ-Clifford correspondent of θ. Hence Ψ|H(λ) = θλ. Thus Ψ is an extension of θλ to G(θ, λ),
and Theorem 9.57 follows.
As a consequence of Theorem 9.57 we get
Theorem 9.59. Assume that β2k−1,2k ∈ Irr(Q2k−1,2k) extends to Q̂(β2k−1,2k). Let Q̂λ be a π
′-Hall
subgroup of G′λ = G(λ, α
∗
2k,λ) that satisfies the conditions in Theorem 9.48. Then the character
β2k−1,2k,λ extends to Q̂λ(β2k−1,2k,λ).
Proof. According to (6.33) we get that
Q2k−1,2k = Q̂2k−1,2k(β2k−1,2k) = Q̂(β2k−1,2k) ∩G2k−1 ✂ Q̂(β2k−1,2k).
In view of Remark 9.42, this implies
E2k ✂Q2k−1,2k,λ = Q2k−1,2k(λ2k) ≤ Q2k−1,2k ✂ Q̂(β2k−1,2k).
As β2k−1,2k,λ ∈ Irr(Q2k−1,2k,λ) is the λ2k-Clifford correspondent of β2k−1,2k ∈ Irr(Q2k−1,2k), Theo-
rem 9.57 implies that β2k−1,2k,λ extends to Q̂(β2k−1,2k, λ2k), when β2k−1,2k extends to Q̂(β2k−1,2k).
But
Q̂(β2k−1,2k, λ2k) = Q̂(β2k−1,2k, λ) = Q̂λ(β2k−1,2k,λ),
by (9.52) and Theorem 9.48.
This completes the proof of the theorem.
Furthermore, Remark 9.44 easily implies
Theorem 9.60. Assume that α2l−2,2l−1 ∈ Irr(P2l−2,2l−1) extends to P̂ (α2l−2,2l−1). Let P̂λ be the
π-Hall subgroup of Gλ(β
∗
2l−1) that satisfies the conditions in Theorem 9.50. Then the character
α2l−2,2l−1,λ extends to P̂λ(α2l−2,2l−1,λ).
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9.2 Normal pi-subgroups inside P2
Assume now that we are in a situation where the fixed normal series (9.1a), i.e., 1 = G0 ✂ G1 ✂
· · ·✂Gn ✂G, satisfies (8.18). So teh following two onditions hold
G2 = G2,pi ×G2,pi′ , (9.61)
G fixes χ1. (9.62)
We assume fixed the character tower (9.1b) and its corresponding triangular set (9.1c). We also fix
the Hall system {A,B} that satisfies (9.2).
The additional hypothesis on the group G2 give more specific information on χ2 (see (8.19)).
Thus we have
G2 = P2 ×Q1 = P2 ×G1, (9.63a)
χ2 = α2 × β1. (9.63b)
Furthermore
G(χ2) = G(α2). (9.64)
We also fix an integer m = 2, . . . , n and we consider the normal series
1 = G0 ✂G1 ✂ · · ·✂Gm ✂G. (9.65a)
We also fix the subtower
{1 = χ0, χ1, . . . , χm} (9.65b)
of (9.1b) and the subset
{Q2i−1, P2r|β2i−1, α2r}
l, k
i=1,r=0 (9.65c)
of (9.1c) . The subtower (9.65b) is a character tower of (9.65a), and the subset (9.65c) is is a
representative of the conjugacy class of triangular sets that corresponds uniquely to (9.65b). We
also assume known the groups Q̂ and P̂ satsfying (6.20) and (8.1) respectively for the system (9.65).
Also known are assume the groups P and Q, as these were defined in (9.4a), i.e.,
P = P̂ (α2l−2,2l−1) · P
∗
2k and Q = Q̂(β2k−1,2k) ·Q
∗
2l−1. (9.66)
So P ≤ A(χ1, . . . , χ2l−1) and Q ≤ B(χ1, . . . , χ2k), by (9.1).
As the series (9.1a) satisfies (9.61), we can apply all the results of Section 8.3. So according to
Theorem 8.29, we can drop the group Q1 = G1 (i.e. shift the above series by one), without any
loss. Thus the original system (9.1) reduces to
1✂ P2 ✂G3 ✂ · · ·✂Gn = G,
1, α2, χ3, . . . , χn, (9.67a)
{Qs1 = 1, Q2i−1, P2r|β
s
1 = 1, β2i−1, α2r}
l′,k′
i=2,r=0
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Similarly the subsystem (9.65) reduces to
1✂ P2 ✂G3 ✂ · · ·✂Gm ✂G,
1, α2, χ3, . . . , χm, (9.67b)
{Qs1, Q2i−1, P2r|β
s
1, β2i−1, α2r}
l,k
i=2,r=0
They both satisfy the conditions in Theorem 8.29. Therefore the Hall system {A,B} remains
the same as well as the groups P ∗2k, Q
∗
2l−1, Q̂, Q̂(β2k−1,2k), P̂ and P̂ (α2l−1,2l−1). Note also that the
shifted systems satisfy
Gs1 = Q
s
1 = 1 and χ
s
1 = β
s
1 = 1 (9.68)
Gs2 = P2 = P
∗
2 and χ
s
2 = α2 = α
∗
2. (9.69)
As with the previous section, the goal is to understand the behavior of the above systems when
we apply Clifford’s theory to a normal subgroup of G. This time the normal subgroup is contained
in P2, and not Q1 as was the case with Section 9.1. The results we obtain are similar to those of the
previous section, and their proofs are identical, (the only modification being, whenever necessary,
the interchanged role of π and π′). As with the group S and the character ζ earlier, we fix (until
the end of this section) a subgroup R of G2 and a character η of R that satisfy
R✂G and R ≤ P2, (9.70a)
η ∈ Irr(R) is G-invariant and lies under α2. (9.70b)
We also assume that M is a normal subgroup of G with
R ≤M ≤ P2. (9.70c)
The role of A(β1) is played here by the group B(α2). So, as in the case of λ and E in the previous
section, we have
Lemma 9.71. There is an irreducible character µ ∈ Irr(M) such that µ is B(α2)-invariant and
lies under α2 and under χi, for all i = 3, . . . , n. Any such µ lies above η ∈ Irr(R).
Proof. The proof is similar to that of Lemma 9.6. If µ1 is any irreducible character of M lying
under α2, then B(α2) permutes among themselves the P2-conjugates of µ1, as it normalizes P2✂G
and fixes α2. So Glauberman’s Lemma implies that B(α2) fixes at least one P2-conjugate of µ1.
The lemma follows if we observe that any character of M that lies under α2 also lies under χi, for
all i = 3, . . . , n, while any character of M lying under α2 lies necessarily above η ∈ Irr(R), as η is
G-invariant.
Note also that
Remark 9.72. Assume that µ1 ∈ Lin(M) is a linear character of M lying under α2. Then there
exists a P2-conjugate µ ∈ Lin(M) of µ1, such that µ is B(α2)-invariant, and lies under α2 and
above η.
Remark 9.73. The π′-group Q∗2l′−1 = 1 ·Q3 ·Q5 · · ·Q2l′−1 fixes α2, as every one of its factors does,
by (5.17e). Thus Q∗2l′−1 ≤ B(α2). So Q
∗
2l−1 fixes µ.
Remark 9.74. For any m ≥ 2, the π′-group Q is a subgroup of B(χ1, χ2, . . . , χ2k), by (9.4d).
Thus Q ≤ B(χ1, χ2) = B(χ2) = B(α2). So Q fixes µ.
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From now on we fix a character µ ∈ Irr(M) having all the properties in Lemma 9.71.
Since the π′-group Q∗2i−1, as a subgroup of Q
∗
2l′−1 ≤ B(α2), fixes the character µ, we can define
M2i−1 and µ2i−1 by
M2i−1 = C(Q
∗
2i−1 in M) and (9.75a)
µ2i−1 ∈ Irr(M2i−1) is the Q
∗
2i−1-Glauberman correspondent of µ ∈ Irr(M), (9.75b)
for all i = 2, . . . , l′. We also define M1 and µ1 as
M1 =M and µ1 = µ. (9.75c)
Furthermore,
M2i−1 = P2,2i−1 ∩M = C(Q
∗
2i−1 in P2) ∩M, (9.76a)
for all i = 2, . . . , l′, while
µ1 lies under α2 ∈ Irr(P2), (9.76b)
µ2i−1 lies under α2,2i−1 ∈ Irr(P2,2i−1), (9.76c)
whenever 2 ≤ i ≤ l′, as α2,2i−1 is the Q
∗
2i−1-Glauberman correspondent of α2, and α2 lies over µ.
In view of (9.75) we have
N(µ) = N(µ2i−1), (9.77)
for all groups N with N ≤ N(Q∗2i−1 in G), and all i = 2, . . . , l
′.
As in the previous section, we define
Gµ := G(µ), (9.78a)
Gi,µ := Gi(µ) = Gµ ∩Gi, (9.78b)
P2,µ := P2(µ), (9.78c)
whenever 3 ≤ i ≤ n. This way we can form the series
1✂ P2,µ ✂G3,µ ✂ · · ·✂Gn,µ = Gµ, (9.78d)
of normal subgroups of Gµ = G(µ).
We also write
G1,µ := Q
s
1 = 1, (9.79a)
and
G2,µ := P2(µ) = P2,µ. (9.79b)
Furthermore, we can apply Clifford’s Theorem to the groups Gi and the characters χi, for all
i = 3, . . . , n. Thus there exist unique irreducible characters χi,µ ∈ Irr(Gi,µ) lying above µ and
inducing χi
χi,µ ∈ Irr(Gi,µ|µ) and (χi,µ)
Gi = χi, (9.80a)
for all i = 3, . . . , n. We complete this list by setting
χ1,µ = β
s
1 = 1 (9.80b)
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We also write
χ2,µ = α2,µ ∈ Irr(P2(µ)) (9.80c)
for the µ-Clifford correspondent of α2, i.e., χ2,µ lies above µ and induces α2 ∈ Irr(P2). Clearly χ2,µ
lies above χ1,µ = 1. Furthermore, as the χi lie above each other, the same holds for the characters
χi,µ, by Clifford’s theory, for all i = 2, . . . , n. Therefore, we have formed a character tower
{1, χ2,µ = α2,µ, χ3,µ, . . . , χn,µ} (9.81a)
for the series (9.78d). Hence Theorem 5.6, applied to the tower (9.81a), implies the existence of a
unique Gµ-conjugacy class of triangular sets of (9.78d) that corresponds to the tower (9.81a). Let
{Q2i−1,µ, P2r,µ|β2i−1,µ, α2r,µ}
l′, k′
i=1,r=0 (9.81b)
be a representative of this class.
All the groups, the characters and their properties that were described in Chapter 5 are valid
for the µ-situation. We follow the same notation as in the previous section, with an extra µ in
the place of the λ there. The goal is the same as in the previous section, that is, to compare the
triangular set in (9.67) with that in (9.81b). As many of the results here have proofs analogous to
those in Section 9.1, we give them briefly or skip them.
The first steps in that direction follow from (9.79) and (9.80). In particular, these relations
clearly imply
Q1,µ = G1,µ = G
s
1 = Q
s
1 = 1, (9.82a)
β1,µ = β
s
1 = 1, (9.82b)
P2,µ = P2(µ), (9.82c)
α2,µ ∈ Irr(P2,µ) is the µ-Clifford correspondent of α2 ∈ Irr(P2). (9.82d)
As in (5.129b) and (5.129a), we get the groups G∗i,µ and G
∗
µ, defined as
G∗0,µ := G0,µ = 1,
G∗i,µ := Gi,µ(χ1,µ, . . . χi−1,µ) = Gi,µ(χ1,µ, . . . , χn,µ), (9.83)
G∗µ := Gµ(χ1,µ, . . . , χn,µ),
for all i = 1, . . . , n. Clearly we have
Gi,µ = G
∗
µ ∩Gi, (9.84a)
G∗1,µ = G1,µ = Q1,µ = 1, (9.84b)
G∗2,µ = G2,µ(χ1) = P2,µ(1) = P2,µ, (9.84c)
whenever 3 ≤ i ≤ n.
As with the λ-groups and Lemma 9.20, the following holds:
Lemma 9.85. For any i = 3, . . . , n we have
G∗µ = G
∗(µ) (9.86a)
G∗i,µ = G
∗
i (µ). (9.86b)
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Proof. The proof is similar to that of Lemma 9.20. So we omit it.
We can now prove
Proposition 9.87. For every r = 0, 1, . . . , k′ and i = 2, . . . , l′ we have that
P ∗2r(µ) ∈ Hallpi(G
∗
2r,µ), (9.88a)
Q∗2i−1 ∈ Hallpi′(G
∗
2i−1,µ). (9.88b)
Therefore the triangular set (9.81b) can be chosen among the sets in its Gµ-conjugacy class so that
it satisfies
P ∗2r(µ) = P
∗
2r,µ, (9.89a)
Q∗2i−1 = Q
∗
2i−1,µ, (9.89b)
whenever 0 ≤ r ≤ k′ and 2 ≤ i ≤ l′.
Proof. The cases P ∗0 and P
∗
2 are easy (see (9.82c) ). The rest of the proof is similar to that of
Proposition 9.22, with the roles of P ∗2i,µ and Q
∗
2i−1,µ interchanged.
The analogue of Lemma 9.25 is
Lemma 9.90. Assume that P2 ≤ T ≤ G(α2). Then T = T (µ) · P2. Furthermore, if S satisfies
P2,2i−1 ≤ S ≤ N(Q
∗
2i−1 in G(α2,2i−1)), for some i = 2, . . . , l
′, Then S = S(µ2i−1) · P2,2i−1 =
S(µ) · P2,2i−1.
Proof. Similar to the proof of Lemma 9.90. We only remark that the role of P2 here is the same as
that of Q1 there, as the group P2 is a normal subgroup of G.
To compare the groups P2i,µ and Q2i−1,µ with P2i and Q2i−1 we have, as we would have guessed
Theorem 9.91. The set (9.81b) chosen in Proposition 9.87 satisfies
Q2i−1,µ = Q2i−1, (9.92a)
β2i−1,µ = β2i−1, (9.92b)
for all i = 2, . . . , l′, and
P2r,µ = P2r(µ) = P2r(µ2r−1), (9.93a)
α2r,µ ∈ Irr(P2r,µ) is the µ2r−1-Clifford correspondent of α2r ∈ Irr(P2r), (9.93b)
for all r = 1, . . . , k′. Hence α2r,µ induces α2r ∈ Irr(P2r).
Proof. The proof is similar to that of Theorem 9.26. So we omit it. We only remark that we need
to interchange the role of the π-and π′-groups. Note also that the case i = 1, that is omitted here,
was already done, along with the case r = 1, in (9.82).
The analogue of (9.31), that would also appear as a step if we had given the proof of the above
theorem in detail, is
Remark 9.94. For all r = 2, . . . , k′, we get
P2r = P2r(µ) · P2,2r−1 = P2r(µ2r−1) · P2,2r−1.
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Proof. For all r = 2, . . . , k′ we have that
P2,2r−1 = P2 ∩ P2r ≤ P2r ≤ N(Q
∗
2r−1 in G(α2,2r−1)),
by (5.34) and Proposition 5.55. Hence we can apply Lemma 9.90, with P2r in the place of S. So
the remark follows.
Furthermore, the analogue of Remark 9.42 for the π-groups is
Remark 9.95. For all r, i with 1 ≤ r < i ≤ l′ we have
P2r,2i−1,µ = P2r,2i−1(µ) = P2r,2i−1(µ2i−1),
while the character α2r,2i−1,µ is the µ2i−1-Clifford correspondent of α2r,2i−1.
Proof. The proof is the same as that of Remark 9.42, so we only sketch it.
P2r,2i−1,µ = C(Q2r+1,µ, . . . , Q2i−1,µ in P2r,µ) = C(Q2r+1 · · ·Q2i−1 in P2r(µ))
= C(Q2r+1 · · ·Q2i−1 in P2r)(µ) = P2r,2i−1(µ) = P2r,2i−1(µ2i−1), (9.96)
where the last equation follows from (9.77), along with the fact that P2r,2i−1 normalizes Q
∗
2i−1.
Furthermore, the fact that Clifford theory is compatible with Glauberman correspondence
(Lemma 2.5 in [22]), along with (9.93b), implies that the Q2r+1 · · ·Q2i−1 = Q2r+1,µ · · ·Q2i−1,µ-
Glauberman correspondent α2r,2i−1 of α2r is induced by the Q2r+1,µ · · ·Q2i−1,µ-Glauberman corre-
spondent α2r,2i−1,µ of α2r,µ, and, in addition, α2r,2i−1,µ lies above the Q2r+1 · · ·Q2i−1-Glauberman
correspondent µ2i−1 of µ2r−1. Hence Remark 9.95 follows.
Now we can prove two corollaries that follow from Theorem 9.91,
Corollary 9.97. For all i, j with 2 ≤ i ≤ j ≤ k′ we have that
Q2i−1,2j,µ = Q2i−1,2j and β2i−1,2j,µ = β2i−1,2j .
In addition, Q1,2j,µ = Q
s
1,2j = 1 and β1,2j,µ = β
s
1,2j = 1, whenever 1 ≤ j ≤ k
′.
Proof. For all t, i with 2 ≤ i ≤ t ≤ k′, the group Q2i−1 centralizes P2,2t−1 = C(Q3, . . . , Q2t−1 in P2).
As P2t = P2t(µ) · P2,2t−1, we conclude that
C(P2t in Q2i−1) = C(P2t(µ) in Q2i−1), (9.98)
whenever 2 ≤ i ≤ t ≤ k′. So we get
Q2i−1,2j,µ = C(P2i,µ · · ·P2j,µ in Q2i−1,µ) by (5.33), for the µ-case
= C(P2i(µ) · · ·P2j(µ) in Q2i−1) by (9.92a) and (9.93a)
= C(P2i · · ·P2j in Q2i−1) by (9.98)
= Q2i−1,2j by (5.33)
whenever 2 ≤ i ≤ j ≤ k′.
The character β2i−1,2j,µ is the P2i,µ · · ·P2j,µ-Glauberman correspondent of β2i−1,µ, by Defi-
nition 5.49 for the µ-case. Hence it is also the P2i(µ) · · ·P2j(µ)-Glauberman correspondent of
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β2i−1, according to Theorem 9.91. This, along with (9.98), implies that β2i−1,2j,µ is the P2i · · ·P2j-
Glauberman correspondent of β2i−1. Thus β2i−1,2j,µ equals β2i−1,2j , as the latter was also defined
as the P2i · · ·P2j-Glauberman correspondent of β2i−1. This completes the proof of the first part of
the corollary. The rest holds trivially. So Corollary 9.97 holds.
Corollary 9.99. For all r = 1, . . . , k′, the character α∗2r,µ ∈ Irr(P
∗
2r,µ) is the µ-Clifford correspon-
dent of α∗2r ∈ Irr(P
∗
2r).
Proof. The character α∗2r,µ is defined (see Definition 5.147), as the Q3,µ, . . . , Q2r−1,µ-correspondent
of α2r,µ, whenever 1 ≤ r ≤ k
′. Hence, (9.92a) implies that α∗2r,µ is the Q3, . . . , Q2i−1-correspondent
of α2r,µ. But α2r,µ is the µ-Clifford correspondent of α2r, and the groups Q3, . . . , Q2r−1 fix µ.
According to Proposition 3.12 the A-correspondence is compatible with the Clifford correspondence.
Thus, taking A as Q3, Q5, . . . , Q2r−1 in turn, we conclude that the Q3, . . . , Q2r−1-correspondent
α∗2r,µ of α2r,µ ∈ Irr(P2r(µ)) is the µ-Clifford correspondent of the Q3, . . . , Q2r−1-correspondent α
∗
2r
of α2r ∈ Irr(P2r). Hence Corollary 9.99 follows.
As far as the Hall system {A,B} is concerned, we have, similarly to Theorem 9.46, the following
Theorem 9.100. We can find new Aµ ∈ Hallpi(Gµ) and Bµ ∈ Hallpi′(Gµ) satisfying the equivalent
of (9.2) for the µ-groups, along with
Aµ(χ1,µ, . . . , χh,µ) = A(χ1, . . . , χh, µ), (9.101a)
Bµ(χ1,µ, . . . , χh,µ) = B(χ1, . . . , χh), (9.101b)
for all h = 2, . . . , n. Hence
Aµ(χ2,µ, . . . , χh,µ) = A(χ2, . . . , χh, µ),
Bµ(χ2,µ, . . . , χh,µ) = B(χ2, . . . , χh),
for all such h.
Proof. The proof is similar to that of Theorem 9.46, with the roles of A and B interchanged. Just
observe, for the last part, that χ1,µ = 1, while χ1 is G-invariant (and thus A-and B-invariant).
We restrict our attention to the smaller system (9.65). The subset
{Q2i−1,µ, P2r,µ|β2i−1,µ, α2r,µ}
l, k
i=1,r=0
of (9.81b), is clearly a triangular set of the normal series 1 = G0✂G1,µ✂G2,µ✂ · · ·✂Gm,µ✂Gµ, and
the tower {χi,µ}
m
i=0. Of course, (9.79) and (9.82) imply that G1,µ = 1 = Q1,µ and χ1,µ = 1 = β1,µ,
while G2,µ = P2,µ and χ2,µ = α2,µ. In view of Theorem 9.91, the above system can be chosen to
satisfy (9.92) and (9.93), for all r = 0, . . . , k and all i = 1, . . . , l. As in the previous section, we
can chose the groups Q̂ and P̂ along with their corresponding in the µ-case groups Q̂µ and P̂µ to
satisfy theorems analogous to Theorems 9.48 and 9.50, that is,
Theorem 9.102. Assume that {Aµ,Bµ} is a Hall system for Gµ that is derived from {A,B} and
satisfies the conditions in Theorem 9.100. Assume further that for every m = 1, . . . , n, the group
Q̂ is picked to satisfy the conditions in Theorem 8.13 for the smaller system (9.65), while the group
Q̂λ is picked to satisfy the equivalence of teh conditions in Theorem 8.13 for the µ-groups. Then
Q̂µ(β2k−1,2k,µ) = Q̂(β2k−1,2k).
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So Qµ = Q̂µ(β2k−1,2k,µ) ·Q
∗
2l−1,µ = Q.
Proof. Same as the proof of Theorem 9.50, with the roles of P̂ and Q̂ interchanged. Note that,
when passing to the shifted system, the groups P̂ and Q̂ remain the same by Theorem 8.29.
We also have
Theorem 9.103. Let {Aµ,Bµ} be as above, and let m = 1, . . . , n be fixed. If P̂ is picked to satisfy
the conditions in Theorem 8.15, for the smaller system (9.65), while P̂µ is picked to satisfy the
equivalent of the conditions in Theorem 8.15 for the µ-groups, then
P̂µ(α2l−2,2l−1,µ) = P̂ (α2l−2,2l−1, µ).
So Pµ = P̂µ(α2l−1,2l−1,µ) · P
∗
2k,µ ≤ P(µ).
Proof. See the proof of Theorem 9.48.
As a corollary of Theorem 9.102, we get
Corollary 9.104. The groups Q̂µ(β2k−1,2k,µ) and Q̂(β2k−1,2k) have the same image in Aut(P
∗
2k) .
They also have the same image in Aut(P ∗2k,µ). Thus
I = the image of Q̂µ(β2k−1,2k,µ) in Aut(P
∗
2k). (9.105)
Proof. This is trivially true, as according to Theorem 9.102 the two groups Q̂µ(β2k−1,2k,µ) and
Q̂(β2k−1,2k) coincide. Hence (9.105) follows.
We define
J := the image of P̂ (α2l−2,2l−1) in Aut(Q
∗
2l−1). (9.106)
Note that this is the analogue to the definition of I in (9.53). Of course J is well defined as P̂ is a
subgroup of G(β∗2l−1), and thus normalizes Q
∗
2l−1. Furthermore, Theorem 9.103 easily implies
Corollary 9.107. The groups P̂µ(α2l−2,2l−1,µ) and P̂ (α2l−2,2l−1) have the same image inside
Aut(Q∗2l−1) = Aut(Q
∗
2l−1,µ). Hence
J = Jµ,
where Jµ is the image of P̂µ(α2l−1,2l−1,µ) in Aut(Q
∗
2l−1,µ).
Proof. Same as the proof of Corollary 9.54. So, in view of (9.89b), it is clear that Aut(Q∗2l−1) =
Aut(Q∗2l−1,µ), as Q
∗
2l−1 = Q
∗
2l−1,µ. While
P2,2l−1 ≤ P̂ (α2l−2,2l−1) ≤ N(Q
∗
2l−1 in G(α2,2l−1)).
Thus
P̂ (α2l−2,2l−1) = P̂µ(α2l−2,2l−1,µ) · P2,2l−1,
where P2,2l−1 = C(Q3 · Q5 · · ·Q2l−1 in P2). As Q1 centralizes P2, we conclude that P2,2l−1 =
C(Q∗2l−1 in P2). Therefore, Corollary 9.107 follows.
We conclude this section with the analogue to Theorems 9.59 and 9.60.
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Theorem 9.108. Assume that the character β2k−1,2k ∈ Irr(Q2k−1,2k) extends to Q̂(β2k−1,2k). Let
Q̂µ be the group picked in Theorem 9.102. Then the character β2k−1,2k,µ ∈ Irr(Q2k−1,µ) extends to
the group Q̂µ(β2k−1,2k,µ).
Proof. The proof here is as trivial was that of Theorem 9.60. So, β2k−1,2k,µ = β2k−1,2k, by Corollary
9.97, and Q̂µ(β2k−1,2k,µ) = Q̂(β2k−1,2k), by Theorem 9.102. Thus Theorem 9.108 holds.
Theorem 9.57 and Remark 9.95 imply
Theorem 9.109. Assume that α2l−2,2l−1 ∈ Irr(P2l−2,2l−1) extends to P̂ (α2l−1,2l−1). Let P̂µ be a π-
Hall subgroup of Gµ,β∗
2l−1
, chosen so that the conditions in Theorem 9.103 hold. Then the character
α2l−2l−1,µ extends to P̂µ(α2l−2,2l−1,µ).
Proof. Same as that of Theorem 9.59, so we omit it.
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9.3 Kernels
9.3.1 Inside Q1
In our common situation, we have a finite group G, and the fixed system described in (9.1) and
(9.2), that is
the normal series: 1 = G0 ✂G1 ✂ · · ·✂Gn = G, (9.110a)
the character tower:{1 = χ0, χ1, . . . , χn} (9.110b)
the triangular set: {Q2i−1, P2r|β2i−1, α2r}
l′, k′
i=1,r=0 (9.110c)
and the Hall system
{A,B}, (9.110d)
that satisfies (9.2). As usual, we assume known all the groups and their characters that accompany
the above setting. In particular, we assume known the groups P ∗2k′ , Q
∗
2l′−1, P2i,2j+1, Q2i−1,2j , as well
as Q̂, P̂ , and the characters α∗2k′ , β
∗
2l′−1, α2i,2j+1 and β2i−1,2j .
We also assume that S and ζ ∈ Irr(S) satisfy (9.5), i.e., S is a normal subgroup of G contained
in G1, and ζ is a G-invariant character of S lying under β1 = χ1. If K denotes the kernel of ζ,
then K is a normal subgroup of G, as ζ is G-invariant, and K is contained in G1 ≤ Gi, for all
i = 1, . . . , n. Thus we can define the factor groups
GK = G/K and Gi,K = Gi/K, (9.111a)
for all i = 1, . . . , n. Then Gi,K is the image of Gi in the factor group GK . This way we have created
a normal series
G0,K = 1✂G1,K ✂G2,K ✂ · · ·✂Gn,K = GK (9.111b)
of GK , that clearly satisfies Hypothesis 5.1. Along with that series we can associate a character
tower that arises from (9.110b). Indeed, K = Ker(ζ) is contained in the kernel of χi, for all
i = 1, . . . , n, as χi lies above the G-invariant character ζ. Thus there exists a unique character χi,K
of the factor group Gi,K = Gi/K, that inflates to χi ∈ Irr(Gi), whenever 1 ≤ i ≤ n. Hence the set
{1 = χ0,K , χ1,K , . . . , χn,K}, (9.111c)
forms a character tower for the series (9.111b).
As in the earlier sections, we fix an integer m = 1, . . . , n, and consider the smaller system
1 = G0 ✂G1 ✂ · · ·✂Gm ✂G, (9.112a)
{1 = χ0, χ1, . . . , χm}, (9.112b)
{Q2i−1, P2r|β2i−1, α2r}
l, k
i=1,r=0. (9.112c)
Clearly the series (9.111b) and the tower (9.111c) provide the smaller reduced system
G0,K = 1✂G1,K ✂G2,K ✂ · · ·✂Gm,K ✂GK (9.113a)
{1 = χ0,K , χ1,K , . . . , χm,K}. (9.113b)
The aim of this section is to give a “nice” triangular set for (9.111b), that corresponds to the
tower (9.111c), so that we can control the groups P ∗2k, Q
∗
2l−1, I and J of the system (9.112). This
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is done using the natural group epimorphism
ρ : G→ G/K. (9.114a)
Assume that H is a subgroup of G and θ an irreducible character of H having K ∩ H in its
kernel. Let Irr(H|H ∩ K) be the set of all such characters of H. Then, as it is well known, any
θ ∈ Irr(H|H ∩K) determines, in a natural way, a unique irreducible character ρ(θ) ∈ Irr((HK)/K)
such that
[ρ(θ)](σK) = θ(σ), (9.114b)
for all σ ∈ H. We remark that an arbitrary element τ ∈ G fixes θ if and only if it normalizes H
and its image ρ(τ) in G/K fixes ρ(θ). (Note that we could have τ ∈ G such that ρ(τ) fixes ρ(θ),
and thus normalizes HK, but τ moves H around inside HK.) Therefore
Remark 9.115. The homomorphism
ρ : G(θ)→ (G/K)(ρ(θ)) = GK(ρ(θ))
is onto if and only if for every x ∈ G with ρ(x) ∈ GK(ρ(θ)), there exists an element τ such that
τ ∈ xK ∩N(H in G).
Some sufficient conditions that make the above homomorphism onto are given in the next
lemmas.
Lemma 9.116. If θ ∈ Irr(H|H ∩K) and H is a πˆ-Hall subgroup of HK, for some set of primes
πˆ, then the map
ρ : G(θ)→ GK(ρ(θ))
is an epimorphism.
Proof. Let x ∈ G be such that ρ(x) fixes ρ(θ) ∈ Irr(ρ(H)). Then ρ(x) normalizes ρ(H). So x
normalizes the inverse image HK of ρ(H) in G. Therefore
Hx ≤ HxK = (HK)x = HK.
As H is a πˆ-Hall subgroup of HK, we conclude that Hx = Hk, for some k ∈ K. Hence the element
τ = xk−1 normalizes H and lies in xK. In view of Remark 9.115 the proof is complete.
As a generalization of Lemma 9.116 we have
Lemma 9.117. Assume that Hi is a subgroup of G and θi ∈ Irr(Hi|Hi ∩K), for all i = 1, . . . , s,
and some integer s ≥ 1. Assume further that the product H1 · H2 · · ·Hs is a πˆ-Hall subgroup of
H1 ·H2 · · ·Hs ·K, for some set of primes πˆ, and that H1 · · ·Hs∩HiK = Hi for all i = 1, . . . , s. Let
x be an element in G that normalizes HiK, for all i = 1, . . . , s. Then there exists some τ ∈ xK
such that τ normalizes Hi, for all i = 1, . . . , s. Hence the map
ρ : G(θ1, . . . , θs)→ GK(ρ(θ1), . . . , ρ(θs))
is an epimorphism.
Proof. Since x normalizes each HiK, it also normalizes the product group H1 · H2 · · ·Hs ·K. As
H1 · · ·Hs is a πˆ-Hall subgroup of H1 · · ·Hs ·K, we get that (H1 · · ·Hs)
x = (H1 · · ·Hs)
k, for some
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k ∈ K. Thus the element τ = xk−1 normalizes the product H1 · · ·Hs. But τ also normalizes HiK,
as x does, for all i = 1, . . . , s. Hence τ normalizes the intersection Hi = H1 · · ·Hs ∩HiK, for each
i = 1, . . . , s. This completes the proof of the first part of the lemma.
To show that the desired map is an epimorphism it suffices to see, (according to Remark
9.115), that for any x ∈ G with ρ(x) ∈ GK(ρ(θ1), . . . , ρ(θs)), there exists some τ ∈ xK that
normalizes the groups Hi, for all i = 1, . . . , s. But any such element x normalizes HiK, as ρ(x)
fixes ρ(θi) ∈ Irr(HiK/K), for all i = 1, . . . , s. Therefore, the first part of the lemma applies, and
guarantees the existence of such a τ .
As we did with the system (9.111), we will follow the same, standard by now, notation as in
Chapters 5 and 6, with the addition of an extra K in the subscripts. We first observe
Lemma 9.118. For all j = 1, . . . , n, all i = 1, . . . , l′, and all r = 1, . . . , k′, we have that
G∗j,K := Gj,K(χ1,K , . . . , χj−1,K) = G
∗
j/K,
(Q∗2i−1K)/K ∈ Hallpi′(G
∗
2i−1,K),
P ∗2r
∼= (P ∗2rK)/K ∈ Hallpi(G
∗
2r,K).
Proof. Since each χi, for i = 1, . . . , n, is a character of a normal subgroup Gi of G containing K,
its stabilizer G(χi) is the unique image of GK(χi,K) = G(χi)/K in G. The first part follows from
this and the definition of G∗j in (5.129b). The other two parts are implied by the first, and the fact
that Q∗2i−1 and P
∗
2r are π
′-and π-Hall subgroups of G∗2i−1 and G
∗
2r, respectively.
We also note
Lemma 9.119. The intersection K ∩ Q2i−1 is a subgroup of the kernel Ker(β2i−1) of β2i−1 ∈
Irr(Q2i−1), whenever 1 ≤ i ≤ l
′.
Proof. Indeed, assume i = 1, . . . , l′ is fixed. Then K ∩ Q2i−1 ≤ Q1 ∩ Q2i−1 = Q1,2i, (see (5.33)
for the last equality). So K ∩ Q2i−1 ≤ Ker(β1|Q1,2i), as K ≤ Ker(β1) = Ker(χ1). Since β1,2i
is the P ∗2i-Glauberman correspondent of β1, it is a constituent of the restriction β1|Q1,2i of β1 to
Q1,2i. Thus K ∩ Q2i−1 is also a subgroup of the kernel, Ker(β1,2i), of this constituent β1,2i. The
character β1,2i is the unique character of Q1,2i lying under β2i−1, according to Proposition 5.55.
Thus Ker(β1,2i) ≤ Ker(β2i−1). We conclude that
K ∩Q2i−1 ≤ Ker(β1,2i) ≤ Ker(β2i−1), (9.120)
whenever 1 ≤ i ≤ l′. Thus Lemma 9.119 follows.
In view of above lemma, we see that the character β2i−1 determines a unique character
β2i−1,K := ρ(β2i−1) ∈ Irr(ρ(Q2i−1)), (9.121a)
by (9.114b).
Since P2r is a π-group, for all r = 0, 1, . . . , k
′, we have that P2r ∼= (P2rK)/K, as K is a π
′-group.
Thus the character α2r ∈ Irr(P2r) determines, under the above isomorphism, a unique character
α2r,K := ρ(α2k) ∈ Irr((P2rK)/K). (9.121b)
Now we can define the desired K-triangular set for (9.111b).
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Theorem 9.122. For every r = 0, 1, . . . , k′ and i = 1, . . . , l′ we define
P2r,K = ρ(P2r) = (P2rK)/K ∼= P2r,
Q2i−1,K = ρ(Q2i−1) = (Q2i−1K)/K. (9.123)
Then the set
{Q2i−1,K , P2r,K |β2i−1,K , α2r,K}
l′, k′
i=1,r=0 (9.124)
is representative of the unique GK-conjugacy class of triangular sets that corresponds to (9.111c).
Proof. It suffices to verify all the relations in (5.17) and in Theorem 5.88, for the K case. We will
do that using the map ρ and the fact that the same relations hold for the set (9.110c).
The first two relations (5.17a, b) of (5.17), hold trivially. To see that (5.17c) and (5.17e) hold,
it is enough to show that the maps
ρ : G2r(α2, . . . , α2r−2, β1, . . . , β2r−1)→ G2r,K(ρ(α2), . . . , ρ(α2r−2), ρ(β1), . . . , ρ(β2r−1))
ρ : G2i−1(α2, . . . , α2i−2, β1, . . . , β2i−3)→ G2i−1,K(ρ(α2), . . . , ρ(α2i−2), ρ(β1), . . . , ρ(β2i−3))
(9.125)
are onto, whenever 1 ≤ r ≤ k′ and 2 ≤ i ≤ l′. Indeed, that would be enough to guarantee that if
we apply ρ to (5.17c) and (5.17e) we get
ρ(P2r) = P2r,K ∈ Hallpi(G2r,K(ρ(α2), . . . , ρ(α2r−2), ρ(β1), . . . , ρ(β2r−1))),
ρ(Q2i−1) = Q2i−1,K ∈ Hallpi′(G2i−1,K(ρ(α2), . . . , ρ(α2i−2), ρ(β1), . . . , ρ(β2i−3))).
We first fix some i = 2, . . . , l′ and consider the map
ρ : G2i−1(α2, . . . , α2i−2, β1, . . . , β2i−3)→ G2i−1,K(ρ(α2), . . . , ρ(α2i−2), ρ(β1), . . . , ρ(β2i−3)).
(9.126)
The groups P2j and their characters α2j , with 1 ≤ j ≤ i − 1, satisfy the hypotheses of Lemma
9.117. That is, the product P2 · · ·P2i−2 = P
∗
2i−2 forms a group, that is actually a π-Hall subgroup
of P ∗2i−2K. Furthermore, P
∗
2i−2 ∩ P2jK = P2j , for all j = 1, . . . , i− 1. We conclude that the map
ρ : G(α2, . . . , α2i−2)→ GK(ρ(α2), . . . , ρ(α2i−2)), (9.127)
is an epimorphism.
Let x ∈ G with ρ(x) ∈ G2i−1,K(ρ(α2), . . . , ρ(α2i−2), ρ(β1), . . . , ρ(β2i−3)). Then the epimorphism
of (9.127) allows to assume that x is an element of G(α2, . . . α2i−2). Thus to prove that the map
in (9.126) is onto, it suffices to show that x normalizes Q2j−1, for all j = 1, . . . , i − 1. Clearly x
normalizes Q1 ✂G. For the rest we will induct on j.
Assume that x normalizes Q1, . . . , Q2r−1, for some r with 1 ≤ r < i − 1. Then x fixes
β1, . . . , β2r−1. Hence x normalizes the group G2r+1(α2, . . . , α2r, β1, . . . , β2r−1). But Q2r+1 is a
π′-Hall subgroup of this latter group, by (5.17e), and x normalizes the π′-group Q2r+1K, as ρ(x)
fixes ρ(β2r+1) ∈ Irr((Q2r+1K)/K). Therefore x normalizes the intersection
Q2r+1K ∩G2r+1(α2, . . . , α2r, β1, . . . , β2r−1) = Q2r+1.
This completes the proof of the inductive argument, and thus shows that the map in (9.126) is
onto.
A similar proof shows that the other map in (9.125) is also onto.
To prove (5.17f), we have to show that β2i−1,K lies above the P2i−2,K -Glauberman correspondent
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β2i−3,2i−2,K ∈ Irr(Q2i−3,2i−2,K) of β2i−3,K , for all i = 2, . . . , l
′. First notice that
Q2i−3,2i−2,K = C(P2i−2,K in Q2i−3,K) = C((P2i−2K)/K in (Q2i−3K)/K).
The fact that (|Q2i−3|, |P2i−2|) = 1 and Glauberman’s lemma imply that
C((P2i−2K)/K in (Q2i−3K)/K) = (C(P2i−2 in Q2i−3)K)/K = (Q2i−3,2i−2K)/K = ρ(Q2i−3,2i−2).
Hence Q2i−3,2i−2,K = ρ(Q2i−3,2i−2), whenever 2 ≤ i ≤ l
′. Furthermore, β2i−3,2i−2 is the P2i−2-
Glauberman correspondent of β2i−3. Thus ρ(β2i−3,2i−2) is the ρ(P2i−2) = P2i−2,K-Glauberman
correspondent of ρ(β2i−3), by Proposition 3.5. In conclusion,
ρ(β2i−3,2i−2) = β2i−3,2i−2,K , (9.128)
for all i = 2, . . . , l′. This, along with the fact that β2i−1 lies above β2i−3,2i−2, implies that β2i−1,K =
ρ(β2i−1) lies above β2i−3,2i−2,K = ρ(β2i−3,2i−2). Thus (5.17f) holds.
Similarly we can show
ρ(α2r−2,2r−1) = α2r−2,2r−1,K , (9.129)
for all r = 1, . . . , k′. From this (5.17d) follows.
As far as Theorem 5.88 is concerned, the relations in (5.92), and (5.93), are easily translated to
the K-case using ρ (for groups and characters). For example, we have
G2i,2i−1,K := ρ(G2i,2i−1) = ρ(P2i ⋊Q2i−1) = P2i,K ⋊Q2i−1,K ,
whenever 1 ≤ i ≤ k′. So the first part of (5.92) holds for the K-case. The proof for the rest is
analogous, and we leave it to the reader.
We need to work more to show that (5.91) holds for the K-case, i.e., to show that
Gi,2j−1,K := Gi,K(α2,K , . . . , α2j−2,K , β1,K , . . . , β2j−1,K)
= N(P2,K , . . . , P2j−2,K , Q1,K , . . . , Q2j−1,K in Gi,K(χ1,K , . . . , χ2j−1,K)), (9.130a)
and
Gi,2r,K := Gi,K(α2,K , . . . , α2r,K , β1,K , . . . , β2r−1,K)
= N(P2,K , . . . , P2r,K , Q1,K , . . . , Q2r−1,K in Gi,K(χ1,K , . . . , χ2r,K)), (9.130b)
whenever j = 1, . . . , l′, r = 1, . . . , k′, and i = 1, . . . , n. (Note that we have separated the odd from
the even case in (5.91).)
We have already seen that the maps in (9.125) are onto. So if we prove that the maps
ρ : N(P2, . . . , P2j−2, Q1, . . . , Q2j−1 in Gi(χ1, . . . , χ2j−1))
→ N(P2,K , . . . , P2j−2,K , Q1,K , . . . , Q2j−1,K in Gi,K(χ1,K , . . . , χ2j−1,K)), (9.131a)
and
ρ : N(P2, . . . , P2r, Q1, . . . , Q2r−1 in Gi(χ1, . . . , χ2r))
→ N(P2,K , . . . , P2r,K , Q1,K , . . . , Q2r−1,K in Gi,K(χ1,K , . . . , χ2r,K)), (9.131b)
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are onto, then the equations in (9.130) hold, as we can apply ρ to the equation (5.91).
We will prove that the map in (9.131a) is onto and leave the proof of (9.131b) to the reader.
The idea for the proof is the same as that used to prove the maps in (9.125) were onto.
So assume that x ∈ G is such that ρ(x) lies Gi(χ1,K , . . . , χ2j−1,K) and normalizes the groups
P2,K , . . . , P2j−2,K and Q1,K , . . . , Q2j−1,K , for some fixed i = 1, . . . , n and j = 1, . . . , l
′. Then it is
easy to see that x lies in Gi and fixes χ1, . . . , χ2j−1. Furthermore, x normalizes P2K, . . . , P2j−2K,
while the groups P2, . . . , P2j−2 and the characters α2, . . . , α2i−2, satisfy the hypotheses of Lemma
9.117. Hence we can assume that x normalizes the groups P2, . . . , P2j−2.
It remains to show that x normalizes the groups Q1, . . . , Q2j−1. We use induction on j. Clearly
x normalizes Q1 ✂ G. Now assume that x normalizes Q1, . . . , Q2r−1 for some r with 1 ≤ r <
j. Then x normalizes N(P2, . . . , P2r, Q1, . . . , Q2r−1 in G2r+1(χ1, . . . , χ2r−1)), as G2r+1 ✂ G. But
this normalizer equals G2r+1,2r = P2r ⋊ Q2r+1, having Q2r+1 as a π
′-Hall subgroup. As x also
normalizes the π′-group Q2r+1K, (since ρ(x) normalizes Q2r+1,K), we conclude that x normalizes
the intersection (P2r ⋊Q2r+1) ∩Q2r+1K = Q2r+1. This completes the proof of the inductive step,
thus proving that the map (9.131a) is an epimorphism.
So, with analogous proofs left to the reader, Theorem 9.122 follows.
Clearly we have
Remark 9.132. For any fixed m = 1, . . . , n, the smaller set
{Q2i−1,K , P2r,K |β2i−1,K , α2r,K}
l, k
i=1,r=0
is a triangular set for (9.113a) that corresponds to the character tower (9.113b). So now we have
a complete smaller K-system
G0,K = 1✂G1,K ✂G2,K ✂ · · · ✂Gm,K ✂GK , (9.133a)
{1 = χ0,K , χ1,K , . . . , χm,K}, (9.133b)
{Q2i−1,K , P2r,K |β2i−1,K , α2r,K}
l, k
i=1,r=0. (9.133c)
For any k = 1, . . . , k′, we write α∗2k,K for the Q3,K , . . . , Q2k−1,K-correspondent of α2k,K (see
Definition 5.147). Then the above theorem implies
Corollary 9.134.
P ∗2k,K = ρ(P
∗
2k)
∼= P ∗2k,
α∗2k,K = ρ(α
∗
2k) ∈ Irr((P
∗
2kK)/K),
for all k = 1, . . . , k′.
Proof. In view of Lemma 9.118 and (9.123) we have that
P ∗2k,K = P2,K · · ·P2k,K = ρ(P2) · · · ρ(P2k) = ρ(P
∗
2k)
∼= P ∗2k,
for all k = 1, . . . , k′. The character α∗2k was defined as the Q3, . . . , Q2k−1-correspondent of α2k,
for all such k. Hence Proposition 3.5 implies that ρ(α∗2k) is the ρ(Q3), . . . , ρ(Q2k−1)-correspondent
of ρ(α2k), whenever k = 1, . . . , k
′. But ρ(α2k) = α2k,K , by (9.121b), and ρ(Q2i−1) = Q2i−1,K , by
(9.123), for all i = 1, . . . , k′ ≤ l′. Thus, the ρ(Q3), . . . , ρ(Q2k−1)-correspondent of ρ(α2k) is nothing
else but the Q3,K , . . . , Q2k−1,K-correspondent α
∗
2k,K of α2k,K . We conclude that α
∗
2k,K = ρ(α
∗
2k),
for all k = 1, . . . , k′, and the corollary follows.
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Furthermore,
Corollary 9.135. For all l = 1, . . . , l′, the character β∗2l−1,K ∈ Irr(Q
∗
2l−1,K) is the unique character
of Q∗2l−1,K = (Q
∗
2l−1K)/K that inflates to β
∗
2l−1 ∈ Irr(Q
∗
2l−1). Hence β
∗
2l−1,K = ρ(β
∗
2l−1).
Proof. In view of (9.123), the product group Q∗2l−1,K = Q1,K · · ·Q2l−1,K is the image under ρ of
Q∗2l−1 = Q1 · · ·Q2l−1, that is,
Q∗2l−1,K = ρ(Q
∗
2l−1) = (Q
∗
2l−1K)/K,
for all l = 1, . . . , l′. Furthermore, K is a subgroup of Q1 = Q
∗
1, and is contained in Ker(β1). As
β1 = β
∗
1 is the unique character of Q
∗
1 lying under β
∗
2l−1, we conclude that K is a subgroup of
Ker(β∗2l−1), for all l = 1, . . . , l
′. Hence there is a unique character, ρ(β∗2l−1) of (Q
∗
2l−1K)/K that
inflates to β∗2l−1. It suffices to show that ρ(β
∗
2l−1) = β
∗
2l−1,K .
Indeed, since β∗2l−1 is the P2, . . . , P2l−2-correspondent of β2l−1, we get that ρ(β
∗
2l−1) is the
ρ(P2), . . . , ρ(P2l−2)-correspondent of ρ(β2l−1), for all l = 1, . . . , l
′, (see Proposition 3.5). But
ρ(P2i) = P2i,K , for all i = 1, . . . , k
′, by (9.123), and ρ(β2l−1) = β2l−1,K , by (9.121). Hence,
ρ(β∗2l−1) is the P2,K , . . . , P2l−2,K -correspondent of β2l−1,K , for all l = 1, . . . , l
′. This completes the
proof of the corollary.
Even more, the Hall system {A,B} is nicely transfered via ρ to a Hall system of (9.111), as the
next theorem shows.
Theorem 9.136. Let
AK := ρ(A) = (AK)/K ∼= A and BK = ρ(B) = (BK)/K = B/K.
Then {AK ,BK} is a Hall system for GK that satisfies the equivalent of (9.2) for the K-case.
Proof. The maps
ρ : G(χ1, . . . , χh)→ GK(χ1,K , . . . , χh,K),
ρ : A(χ1, . . . , χh)→ AK(χ1,K , . . . , χh,K),
ρ : B(χ1, . . . , χh)→ BK(χ1,K , . . . , χh,K),
are clearly onto, as χi ∈ Irr(Gi) with Gi ✂G, for all i = 1, . . . , h, and all h = 1, . . . , n. This, along
with (9.2a, b), implies
AK ∈ Hallpi(GK), BK ∈ Hallpi′(GK),
AK(χ1,K , χ2,K , . . . , χh,K) and B(χ1,K , χ2,K , . . . , χh,K) form a Hall system for
GK(χ1,K , χ2,K , . . . , χh,K),
for all h = 1, . . . , n.
In addition, (9.2c) and Corollary 9.134 imply
AK(χ1,K , . . . , χn,K) = ρ(A(χ1, . . . , χn)) = ρ(P
∗
2k′) = P
∗
2k′,K .
Similarly we get that BK(χ1,K , . . . , χn,K) = ρ(Q
∗
2l′−1) = Q
∗
2l′−1,K . Hence the groups AK ,BK form
a Hall system for GK , and satisfy (9.2) for the K-case.
Since (|A|, |K|) = 1, we clearly have (AK)/K ∼= A. This completes the proof of the theorem.
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As a corollary of the above theorem we have
Corollary 9.137. For any k = 1, . . . , k′ and any l = 1, . . . , l′ we have
ρ(N(P ∗2k in B(χ1, . . . , χ2k))) = N(P
∗
2k,K in BK(χ1,K , . . . , χ2k,K)),
ρ(N(Q∗2l−1 in A(χ1, . . . , χ2l−1))) = N(Q
∗
2l−1,K in AK(χ1,K , . . . , χ2l−1,K)).
Proof. As (|P ∗2k|, |K|) = 1, we have
(N(P ∗2k in B(χ1, . . . , χ2k))K)/K = N((P
∗
2kK)/K in (B(χ1, . . . , χ2k)K)/K).
Also, N((P ∗2kK)/K in (B(χ1, . . . , χ2k)K)/K) equals N(P
∗
2k,K in BK(χ1,K , . . . , χ2k,K)), as P
∗
2k,K =
(P ∗2kK)/K, by Corollary 9.134, and (B(χ1, . . . , χ2k)K)/K = BK(χ1,K , . . . , χ2k,K), by Theorem
9.136. Furthermore, as (N(P ∗2k in B(χ1, . . . , χ2k))K)/K = ρ(N(P
∗
2k in B(χ1, . . . , χ2k))), the first
part of the corollary follows.
The proof for the second equation is similar.
Working on the smaller system (9.112), we can now prove
Theorem 9.138. Let {AK ,BK} be a Hall system of GK that arises from {A,B} via Theorem
9.136. For any fixed m = 1, . . . , n, we choose the groups Q̂ and Q̂K to satisfy the conditions in
Theorem 8.13 for the systems (9.112) and (9.133), respectively. Then
Q̂K(β2k−1,2k,K) = ρ(Q̂(β2k−1,2k)) = (Q̂(β2k−1,2k)K)/K. (9.139)
Proof. We choose Q̂ and Q̂K to satisfy the conditions Theorem 8.13 for the systems (9.112) and
(9.133), respectively. Therefore N(P ∗2k in B(χ1, . . . , χ2k)) = Q̂(β2k−1,2k). In addition, we have
N(P ∗2k,K in BK(χ1,K , . . . , χ2k,K)) = Q̂K(β2k−1,2k,K). This, along with Corollary 9.137, implies
Theorem 9.138
Similarly we can show
Theorem 9.140. Assume that {AK ,BK} are as above. Assume further that, for any fixed m =
1, . . . , n, we choose the groups P̂ and P̂K to satisfy the conditions in Theorem 8.15 for the systems
(9.112) and (9.133), respectively. Then
P̂K(α2l−2,2l−1,K) = ρ(P̂ (α2l−2,2l−1)) = (P̂ (α2l−2,2l−1)K)/K
Hence
P̂K(α2l−2,2l−1,K) ∼= P̂ (α2l−2,2l−1).
Proof. Choose P̂ and P̂K to satisfy the conditions in Theorem 8.15, for the systems (9.112) and
(9.133), respectively. Then the first part of Theorem 9.140 follows from Corollary 9.137. Note that
(P̂ (α2l−2,2l−1)K)/K ∼= P̂ (α2l−2,2l−1), as (|P̂ (α2l−2,2l−1)|, |K|) = 1. Hence the theorem follows.
As Q̂K(β2k−1,2k,K) = ρ(Q̂(β2k−1,2k)), while P
∗
2k
∼= P ∗2k,K = ρ(P
∗
2k), the action of Q̂(β2k−1,2k) on
P ∗2k is carried onto the action of Q̂K(β2k−1,2k,K) on P
∗
2k,K
∼= P ∗2k, in the sense that
ρ(στ ) = ρ(σ)ρ(τ) ∈ P ∗2k,K (9.141)
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for any σ ∈ P ∗2k and any τ ∈ Q̂(β2k−1,2k). Let IK be the image of Q̂K(β2k−1,2k,K) in the auto-
morphism group Aut(P ∗2k,K). As the isomorphism ρ of P
∗
2k onto P
∗
2k,K induces an isomorphism of
Aut(P ∗2k) onto Aut(P
∗
2k,K), we conclude that this isomorphism carries the image of Q̂(β2k−1,2k) in
the former automorphism group onto the image of Q̂K(β2k−1,2k,K) in the latter such group. So we
have an isomorphism
ρK : I = the image of Q̂(β2k−1,2k) in Aut(P
∗
2k)
→ IK = the image of Q̂K(β2k−1,2k,K) in Aut(P
∗
2k,K). (9.142)
Furthermore, identifying P ∗2k with P
∗
2k,K and Aut(P
∗
2k) with Aut(P
∗
2k,K) we conclude
Corollary 9.143. For any fixed m = 1, . . . , n, the groups Q̂(β2k−1,2k) and Q̂K(β2k−1,2k,K) have
the same image in Aut(P ∗2k,K) = Aut(P
∗
2k).
Similarly, Theorem 9.140 implies
Corollary 9.144. For any fixed m = 1, . . . , n, the groups P̂ (α2l−2,2l−1) and P̂K(α2l−2,2l−1,K) have
the same image in Aut(Q∗2l−1,K).
Proof. As we have seen in Corollary 9.135 and Theorem 9.140
Q∗2l−1,K = ρ(Q
∗
2l−1) = (Q
∗
2l−1K)/K,
P̂K(α2l−2,2l−1,K) = ρ(P̂ (α2l−2,2l−1)) ∼= P̂ (α2l−2,2l−1).
So the action of P̂K(α2l−2,2l−1,K) on Q
∗
2l−1,K is given (similarly to (9.141)) as
ρ(x)ρ(y) = ρ(xy) ∈ Q∗2l−1,K (9.145)
for any x ∈ Q∗2l−1 and y ∈ P̂ (α2l−2,2l−1). Furthermore, P̂ (α2l−2,2l−1) acts also on Q
∗
2l−1,K via
ρ(x)y = ρ(xy),
for any x and y as above. As the map
ρ : P̂ (α2l−2,2l−1)→ P̂K(α2l−2,2l−1,K),
sending y ∈ P̂ (α2l−2,2l−1) to ρ(y) ∈ P̂K(α2l−2,2l−1,K), is an isomorphism, Corollary 9.144 follows.
We conclude this section with
Theorem 9.146. Assume that the character β2k−1,2k ∈ Irr(Q2k−1,2k) extends to Q̂(β2k−1,2k). Then
the character β2k−1,2k,K ∈ Irr(Q2k−1,2k,K) extends to the group Q̂K(β2k−1,2k,K).
Proof. Obvious, since beta2k−1,2k,K = ρ(β2k−1,2k) by (9.128).
Similarly we have.
Theorem 9.147. Assume that the character α2l−2,2l−1 ∈ Irr(P2l−2,2l−1) extends to P̂ (α2l−2,2l−1).
Then the character α2l−2,2l−1,K ∈ Irr(P2l−2,2l−1,K) extends to the group P̂K(α2l−2,2l−1,K).
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9.3.2 Inside P2
Assume now that the system (9.110) for the normal series 1 = G0✂G1✂ · · ·✂Gn = G is fixed, but
in addition G2 satisfies (9.61), i.e., G2 is the direct product of a π-and a π
′-group, while χ1 = β1 is
G-invariant. Then the triangular set (9.110c) satisfies (9.63), i.e.,
G2 = G2(β1) = P2 ×Q1 = P2 ×G1, (9.148a)
χ2 = α2 × β1. (9.148b)
Assume further that R is a normal subgroup of G and η is a character in Irr(R) satisfying (9.70),
i.e., R is a subgroup of P2 while the irreducible character η of R is G-invariant and lies under α2.
We write K for the kernel of η. (Note this is not the same K as in Section 9.3.1.) Then K is a
normal subgroup of G, as η is G-invariant. As in the previous section, we are interested at the
factor group GK = G/K. (Note that this time K is a π-group.) So we define the factor groups
Gi,K = Gi/K, for all i = 2, . . . , n. We also write G1,K = (G1K)/K. Then (9.148a) implies
G1,K = (G1 ×K)/K ∼= G1. (9.149)
The series
1 = G0,K ✂G1,K ✂G2,K ✂ · · ·✂Gn,K = GK (9.150a)
is a normal series of G that satisfies Hypothesis 5.1. Furthermore, for every i = 2, . . . , n the
character χi lies above the G-invariant character ζ. Hence K is a subgroup of Ker(χi), for all such
i. So we can define again the character χi,K ∈ Irr(Gi,K), to be the unique character of Gi/K that
inflates to χi, whenever 2 ≤ i ≤ n. As G1,K ∼= G1, we denote by χ1,K the unique irreducible
character of G1,K that corresponds to χ1, via that isomorphism. So we get a character tower for
(9.150),
{1 = χ0,K , χ1,K , χ2,K , . . . , χn,K}, (9.150b)
that arises from the original tower (9.110b).
In conclusion, we have created a similar system to that of Section 9.3.1, with the only important
difference being that K is a π-group instead of a π′-group. The natural map ρ, on groups and
characters, that was defined at (9.114), is carried unchanged in this situation. Of course Remark
9.115 and Lemmas 9.116 and 9.117 are still valid. With the help of the same map ρ we will define
a triangular set for (9.150a) that corresponds to (9.150b). As we would expect, this set is going to
be the mirror of the set (9.124), with the roles of the π-and the π′-groups interchanged.
We start with
Lemma 9.151. For all j = 2, . . . , n, all i = 1, . . . , l′ and all r = 1, . . . k′, we have
G∗j,K := Gj,K(χ1,K , . . . , χj−1,K) = G
∗
j/K,
Q∗2i−1
∼= (Q∗2i−1K)/K ∈ Hallpi′(G
∗
2i−1,K),
P ∗2r/K = (P
∗
2rK)/K ∈ Hallpi(G
∗
2r,K).
Proof. See the proof of Lemma 9.118.
Also in the same way we worked to prove Lemma 9.119 and (9.121), but this time using the
characters α2r, α2 and α2,2r−1 in the place of β2i−1, β1 and β1,2i respectively, we can see that
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Remark 9.152. The intersection K ∩ P2r is a subgroup of the kernel Ker(α2r) of α2r ∈ Irr(P2r),
whenever 1 ≤ r ≤ k′. Thus, for all such r, there exists a unique character
α2r,K := ρ(α2r) ∈ Irr((P2rK)/K), (9.153)
that inflates to α2r ∈ Irr(P2r).
Furthermore, Q2i−1 is a π
′-group, and thus has order coprime to |K|, for all i = 1, . . . , l′. Hence
Q2i−1 ∼= (Q2i−1K)/K, for all such i. So the character β2i−1 ∈ Irr(Q2i−1) determines, under the
above isomorphism, a unique character
β2i−1,K := ρ(β2i−1) ∈ Irr((Q2i−1K)/K), (9.154)
for all i = 1, . . . , l′.
We can now prove the main theorem of this section, the analogue of Theorem 9.122.
Theorem 9.155. For every r = 0, 1, . . . , k′ and i = 1, . . . , l′ we define
P2r,K = ρ(P2r) = (P2rK)/K, (9.156)
Q2i−1,K = ρ(Q2i−1) = (Q2i−1K)/K ∼= Q2i−1. (9.157)
Then the set
{Q2i−1,K , P2r,K |β2i−1,K , α2r,K}
l′,k′
i=1,r=0 (9.158)
is a representative of the unique GK-conjugacy class of triangular sets that corresponds to (9.150b).
Proof. The proof is the same as that of Theorem 9.122, if we interchange the roles of P2r and α2r
with those of Q2i−1 and β2i−1, respectively.
We also get
Corollary 9.159. For all k = 1, . . . , k′, we have P ∗2k,K = ρ(P
∗
2k). Furthermore, the character α
∗
2k,K
is the unique character ρ(α∗2k) of P
∗
2k,K that inflates to α
∗
2k ∈ Irr(P
∗
2k).
Proof. Same as that of Corollary 9.135, with the roles of π and π′ -interchanged.
and
Corollary 9.160.
Q∗2l−1,K = ρ(Q
∗
2l−1)
∼= Q∗2l−1,
β∗2l−1,K = ρ(β
∗
2l−1),
for all l = 1, . . . , l′.
Proof. See Corollary 9.134.
The same argument as that of Theorem 9.136 implies
Theorem 9.161. Let
AK := ρ(A) = (AK)/K and BK = ρ(B) = (BK)/K ∼= B.
Then {AK ,BK} forms a Hall system for GK that satisfies the equivalent of (9.2) for the K-case.
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Until the end of the section, we fix an integer m = 2, . . . , n and consider the smaller system
(9.112). Of course, as before, we get a smaller K-system (9.133), where now the triangular set is
picked to be a subset of (9.158). So as in Theorems 9.138 and 9.140, we have
Theorem 9.162. Let {AK ,BK} be tha Hall system of GK that arises from {A,B} via Theorem
9.161. For any fixed m = 1, . . . , n, we choose the groups Q̂ and Q̂K to satisfy the conditions in
Theorem 8.13 for the systems (9.112) and (9.133), respectively. Then
Q̂K(β2k−1,2k,K) = ρ(Q̂(β2k−1,2k)) = (Q̂(β2k−1,2k)K)/K. (9.163)
Hence
Q̂K(β2k−2,2k,K) ∼= Q̂(β2k−1,2k).
Proof. See Theorem 9.140
and
Theorem 9.164. Assume that {AK ,BK} are as above. Assume further that, for any fixed m =
2, . . . , n, we choose the groups P̂ and P̂K to satisfy the conditions in Theorem 8.15 for the systems
(9.112) and (9.133), respectively. Then
P̂K(α2l−2,2l−1,K) = ρ(P̂ (α2l−2,2l−1)) = (P̂ (α2l−2,2l−1)K)/K.
Proof. Same as that of Theorem 9.138.
So we get the next two corollaries
Corollary 9.165. The groups Q̂(β2k−1,2k) and Q̂K(β2k−1,2k,K), have the same image in the group
of automorphisms Aut(P ∗2k,K).
Proof. See the proof of Corollary 9.144.
and
Corollary 9.166. For any fixed m = 2, . . . , n, the groups P̂ (α2l−2,2l−1) and P̂K(α2l−2,2l−1,K) have
the same image in Aut(Q∗2l−1,K) = Aut(Q
∗
2l−1).
Proof. See Corollary 9.143.
We conclude the section and the chapter with
Theorem 9.167. Assume that β2k−1,2k ∈ Irr(Q2k−1,2k) extends to Q̂(β2k−1,2k). Then the character
β2k−1,2k,K ∈ Irr(Q2k−1,2k,K) extends to Q̂K(β2k−1,2k,K).
Proof. Obvious.
and
Theorem 9.168. Assume that the character α2l−2,2l−1 ∈ Irr(P2l−2,2l−1) extends to P̂ (α2l−2,2l−1).
Then the character α2l−2,2l−1,K ∈ Irr(P2l−2,2l−1,K) extends to the group P̂K(α2l−2,2l−1,K).
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Chapter 10
Linear Limits
10.1 Basic properties
We say that (G,A, φ,N,ψ) is a linear quintuple if A ≤ N are normal subgroups of a finite group
G, φ ∈ Lin(A) is a G-invariant linear character of A and ψ ∈ Irr(N |φ). Note that as φ is G-
invariant, Ker(φ) is a normal subgroup of G. Furthermore, Ker(φ) = Ker(ψ|A) ≤ Ker(ψ). Hence
Ker(φ) is contained in the largest normal subgroup M of G contained in Ker(ψ). (Note that
M =
⋂
x∈G(Ker(ψ))
x.) This, along with the fact that φ is linear, implies that A is abelian modulo
M , i.e., (AM)/M ∼= A/(A ∩M) is abelian.
Let A′✂G with A ≤ A′ ≤ N . Let φ′ ∈ Irr(A′) be a linear character of A′ extending φ and lying
under ψ. Then (A′M)/M ∼= A′/(A′∩M) is also abelian. Indeed, [A′, A′] is contained in Ker((φ′)n),
for every n ∈ N , since φ′ is linear. Thus [A′, A′] ≤
⋂
n∈N Ker((φ
′)n). As the restriction of ψ to A′ is
a sum of N -conjugates of φ′, we conclude that [A′, A′] is contained in Ker(ψ|A′) =
⋂
n∈N Ker((φ
′)n).
So [A′, A′] ≤ Ker(ψ). Furthermore, [A′, A′] is a normal subgroup of G, as A′ ✂G. Hence [A′, A′] is
a subgroup of M , which implies that A′/(A′ ∩M) is abelian.
Furthermore, we can use Clifford theory to form a new linear quintuple (G′, A′, φ′, N ′, ψ′), where
G′ = G(φ′) and N ′ = N(φ′) are the stabilizers of φ′ in G and N respectively, and ψ′ is the φ′-
Clifford correspondent of ψ ∈ Irr(N |φ′). We say that (G′, A′, φ′, N ′, ψ′) is a linear reduction of
(G,A, φ,N,ψ). We call this reduction proper if the reduced linear quintuple is different from the
original one, i.e., if and only if A < A′. We can repeat this process and consider a linear reduction
of the linear reduction (G′, A′, φ′, N ′, ψ′). Any linear quintuple that we reach after a series of such
linear reductions, is called a multiple linear reduction of (G,A, φ,N,ψ). A “minimal” multiple
linear reduction is a linear quintuple that has no proper linear reductions We call such a minimal
linear quintuple a linear limit of (G,A, φ,N,ψ). We denote by LL(G,A, φ,N,ψ) the set of all the
linear limits of (G,A, φ,N,ψ), and by
(l(G), l(A), l(φ), l(N), l(ψ))
any element of that set. Assume that H is a subgroup of G with N ≤ H ≤ G. Then the quintuple
(H,A, φ,N,ψ) is clearly a linear one. The definition of linear limits clearly implies
Remark 10.1. If (l(G), l(A), l(φ), l(N), l(ψ)) is a linear limit of (G,A, φ,N,ψ), then (l(G) ∩
H, l(A), l(φ), l(N), l(ψ)) is a linear limit of (H,A, φ,N,ψ).
The following is also straight forward:
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Remark 10.2. If we reach the linear quintuple (G′, A′, φ′, N ′, ψ′) after a series of linear reductions
starting with the quintuple (G,A, φ,N,ψ), then LL(G′, A′, φ′, N ′, ψ′) ⊆ LL(G,A, φ,N,ψ).
If (l(G), l(A), l(φ), l(N), l(ψ)) is a linear limit of (G,A, φ,N,ψ), then we can form the quintuple
(l(G)/K, l(A)/K, l(φ)/K, l(N)/K, l(ψ)/K) where K = Ker(l(φ))) is the kernel of l(φ) (and thus a
normal subgroup of l(G)) while l(φ)/K and l(ψ)/K are the unique characters of the factor groups
l(A)/K and l(N)/K that inflate to l(φ) and l(ψ), respectively. It is clear that the quintuple
(l(G)/K, l(A)/K, l(φ)/K, l(N)/K, l(ψ)/K) is linear, and that l(φ)/K is faithful. We call this triple
a faithful linear limit of (G,A, φ,N,ψ) We denote by FLL(G,A, φ,N,ψ) the set of all faithful linear
limits of (G,A, φ,N,ψ), and by
(fl(G), f l(A), f l(φ), f l(N), f l(ψ)) (10.3)
any element of that set.
Now assume that N ✂H ✂G and χ ∈ Irr(H|ψ). Then any linear reduction (G′, A′, φ′, N ′, ψ′) of
(G,A, φ,N,ψ) provides an irreducible character χ′ ∈ Irr(H ′), where H ′ = G′∩H = H(φ′) and χ′ is
the φ′-Clifford correspondent of χ, i.e., χ′ lies above φ′ and induces χ. We can repeat this process
and consider the Clifford correspondent for χ′ in the next linear reduction of (G′, A′, φ′, N ′, ψ′)
that we perform. When we reach a linear limit (l(G), l(A), l(φ), l(N), l(ψ)), of (G,A, φ,N,ψ) we
have also reached a character θ ∈ Irr(l(G) ∩H) that induces χ. Any such character θ, that arises
by repeated Clifford correspondences on linear reductions, we call a linear limit of χ. We write it
as θ = lφ,ψ(χ), or more simply as l(χ) if the starting linear quintuple is clear. We also write as
lφ,ψ(H) = l(H) the domain of l(χ), i.e., l(H) = l(G)∩H. Clearly l(χ) lies above l(φ) and l(ψ), and
induces χ. The collection of all linear limits of χ we write as LL(χ). Note that LL(χ) is a subset
of CCCN(χ) as this was defined in [14]. Furthermore, let (fl(G), f l(A), f l(φ), f l(N), f l(ψ)) be a
faithful linear limit, i.e.,
(fl(G), f l(A), f l(φ), f l(N), f l(ψ)) = (l(G)/K, l(A)/K, l(φ)/K, l(N)/K, l(ψ)/K) (10.4)
where (l(G), l(A), l(φ), l(N), l(ψ)) is a linear limit of (G,A, φ,N,ψ) and K = Ker(l(φ)). Then K
is a subgroup of Ker(l(χ)) the kernel of the linear limit l(χ) ∈ Irr(l(H)) of χ, as χ lies above the
l(G)-invariant character l(φ) ∈ Irr(l(A)). Thus l(χ) is inflated from a unique character l(χ)/K of
the factor group l(H)/K that we call faithful linear limit of χ and write as fl(χ). We also write
fl(H) for the domain of fl(χ), i.e., fl(H) = l(H)/K. The set of all faithful linear limits of χ we
denote by FLL(χ).
We conclude these preliminary definitions of linear limits with the following straight forward
observations.
Remark 10.5. Let (l(G), l(A), l(φ), l(N), l(ψ)) be a linear limit of (G,A, φ,N,ψ). Let K be the
kernel Ker(l(φ)), and let (fl(G), f l(A), f l(φ), f l(N), f l(ψ)) be the faithful linear limit defined in
(10.4). Then l(G) is a subgroup of G while fl(G) is the section l(G)/K of G. Furthermore,
any subgroup H of G with N ✂ H, has a limit and a faithful limit group l(H) = l(G) ∩ H and
fl(H) = l(H)/K, respectively, that satisfy l(N) ✂ l(H) < l(G) and fl(N) ✂ fl(H) < fl(G).
In addition, (l(H), l(A), l(φ), l(N), l(ψ)) and (fl(H), f l(A), f l(φ), f l(N), f l(ψ)) are a linear and a
faithful linear limit respectively, of (H,A, φ,N,ψ). If H is normal in G, then l(H) and fl(H) are
normal in l(G) and fl(G), respectively.
Definition 10.6. By convention, whenever N ≤ H ≤ G and (G,A,Φ,N,Ψ) is a faithful linear
limit of (G,A, φ,N,ψ), we write (G ∩H,A,Φ,N,Ψ) for the faithful linear limit of (H,A, φ,N,ψ)
(described in Remark 10.5) that (G,A,Φ,N,Ψ) induces.
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We can say a little more for a special type of subgroup B of G. Assume that B ≤ CG(N), i.e.,
B centralizes N . Then B centralizes any A′ with A ≤ A′ ≤ N . Hence it fixes any character
φ′ ∈ Irr(A′), and, in particular, those that extend φ. Hence B is also a subgroup of G(φ′).
Furthermore, it centralizes N(φ′) ≤ N . Repeating the same argument at every linear reduction we
perform (note that all such are inside N), we see that B is a subgroup of l(G), and centralizes l(N).
Furthermore, as K ≤ l(N), we get that fl(B) := (BK)/K is a subgroup of fl(G) that centralizes
fl(N) = l(N)/K. Thus we have shown
Remark 10.7. If B is a subgroup of G that centralizes N , i.e., B ≤ CG(N), then B ≤ l(G)
centralizes l(N) while fl(B) = (BK)/K ≤ fl(G) centralizes fl(N). If in addition (|B|, |K|) = 1
then B ∼= fl(B) ≤ fl(G).
The next two lemmas are straight forward applications of the above definitions.
Lemma 10.8. Any faithful linear limit of (G,A, φ,N,ψ) is a minimal linear quintuple, that is, no
proper linear reductions can be made to a faithful linear limit of (G,A, φ,N,ψ).
Proof. Let
(fl(G), f l(A), f l(φ), f l(N), f l(ψ)) = (G/K,A/K,Φ/K,N/K,Ψ/K),
be a faithful linear limit of (G,A, φ,N,ψ), where (G,A,Φ,N ,Ψ) is a linear limit of the latter, and
K = Ker(Φ). It is not hard to see that any linear reduction of (G/K,A/K,Φ/K,N/K,Ψ/K)
provides a linear reduction of (G,A,Φ,N ,Ψ). Indeed, if γˆ is a linear extension of Φ/K to a normal
subgroup Γˆ of G/K, and lies under Ψ/K, then Γˆ = Γ/K, where Γ is a normal subgroup of G.
Furthermore, γˆ inflates to a unique character γ ∈ Irr(Γ), i.e., γˆ = γ/K. Also, γ is linear, as γˆ is,
and lies under Ψ ∈ Irr(N ), as γˆ lies under Ψ/K ∈ Irr(N/K). Hence we can form a linear reduction
of (G,A,Φ,N ,Ψ), using the extension γ of Φ to Γ. As no proper linear reductions can be made to
the quintuple (G,A,Φ,N ,Ψ), the lemma follows.
Corollary 10.9. Let (G,A,Φ,N,Ψ) be a faithful linear limit of (G,A, φ,N,ψ). Then A is a cyclic
central subgroup of G (it could be trivial), and is maximal among the abelian G-invariant subgroups
of N. Hence A = Z(N).
Proof. Clearly A is a normal subgroup of G, while Φ is a linear faithful G-invariant character of A.
Then A is cyclic, as it affords a faithful linear character. The additional fact that Φ is G-invariant
implies that A is a subgroup of the center Z(G) of G.
Now assume that B is an abelian G-invariant subgroup of N that contains A. Let β ∈ Irr(B)
be any character of B that lies above Φ and under Ψ. (Clearly such a character exists if the group
B exists.) Then β is an extension of Φ to B. Furthermore, if Ψβ is the β-Clifford correspondent
of Ψ, then the quintuple (G(β), B, β,N(β),Ψβ) is a linear reduction of (G,A,Φ,N,Ψ). According
to Lemma 10.8 the latter quintuple can’t have any proper reductions. Therefore, B = A, and A is
maximal among the abelian G-invariant subgroups of N.
As the center Z(N) is an abelian characteristic subgroup of N, it is clearly G-invariant. Fur-
thermore, A is a subgroup of Z(N), as A is a subgroup of Z(G). So A = Z(N), and Corollary 10.9
follows.
Corollary 10.10. Let (G,A,Φ,N,Ψ) be a faithful linear limit of (G,A, φ,N,ψ). Assume further
that N is a p-group, for some odd prime p. Then either N = Z(N) is cyclic, or N is the central
product N = E ⊙A, of a non-trivial extra special p-group E of exponent p, and A = Z(N). In both
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cases the irreducible character Ψ ∈ Irr(N) is zero on N−A and a multiple of Φ on A. Hence Ψ is
G-invariant.
Proof. According to Corollary 10.9, the group A = Z(N) is cyclic, central in G and maximal among
the abelian G-invariant subgroups of N. Furthermore, the fact that (G,A,Φ,N,Ψ) is a linear
quintuple, implies that Φ is G-invariant.
If N = A = Z(N), then N is cyclic and Φ = Ψ. In this case the corollary holds trivially.
If N > A, then A 6= 1, or else A = N = 1, since N is a p-group. Furthermore, Φ is a faithful
linear character of the cyclic group A. The fact that the cyclic group A = Z(N) is maximal among
the abelian subgroups of N, normal in G implies that every characteristic abelian subgroup of the
p-group N is cyclic and central. Hence P.Hall’s theorem (see Theorem 4.22 pp.75 in [19]) implies
that N is the central product
N = E ⊙ Z(N) = E ⊙ A,
where E is a non-trivial (or else N is abelian), extra special p-group of exponent p. Hence Ψ must
be the unique character of N that lies above the faithful character Φ of the center, (see Theorem 7.5
in [11]) Even more, this unique character is zero outside A, while its restriction to A is a multiple
of Φ. In addition, the fact that Φ is G-invariant, while N is a normal subgroup of G, makes Ψ also
G-invariant. So Corollary 10.10 follows.
Lemma 10.11. Let (G,A,Φ,N,Ψ) be a faithful linear limit of the linear quintuple (G,A, φ,N,ψ).
If Θ ∈ Irr(G|Φ), then there exists a unique χ ∈ Irr(G|φ), so that Θ is a faithful linear limit of χ,
that is, Θ = fl(χ). If, in addition, Θ lies above Ψ, then χ lies above ψ.
Proof. Let
(G,A,Φ,N,Ψ) = (G/K,A/K,Φ/K,N/K,Ψ/K),
where (G,A,Φ,N ,Ψ) is a linear limit of (G,A, φ,N,ψ), and K = Ker(Φ). Then Θ inflates to a
unique character θ ∈ Irr(G). Clearly θ lies above Φ. If (G,A,Φ,N ,Ψ) = (G,A, φ,N,ψ), i.e., the
starting quintuple was already minimal, then the lemma obviously holds with χ = θ.
If (G,A,Φ,N ,Ψ) is a linear reduction of (G,A, φ,N,ψ), that is we reach the limit quintuple
after only one proper reduction, then G = G(Φ). Hence Clifford’s theorem implies that θ ∈ Irr(G|Φ)
induces irreducibly to G. Therefore the character θG = χ is the only character in Irr(G|φ) having
θ as its Φ-Clifford correspondent. Hence χ = θG is an irreducible character of G that lies above φ,
since Φ is an extension of φ. It is also obvious that l(χ) = θ, while fl(χ) = Θ.
If we need a series of linear reductions to reach the limit quintuple (G,A,Φ,N ,Ψ), then we
repeat Clifford’s theorem as many times as the number of proper linear reductions we perform. In
conclusion, the character θG = χ is an irreducible character of G that lies above φ, and satisfies
the conditions in Lemma 10.11.
If, in addition, Θ lies above Ψ, then the inflation θ of Θ to G, lies above Ψ. Since l(ψ) = Ψ, the
character Ψ induces ψ in N , i.e., ΨN = ψ. We conclude that θG = χ lies above ψ whenever θ lies
above Ψ. This completes the proof of Lemma 10.11.
The following is straight forward.
Lemma 10.12. Assume that (G,A, φ,N,ψ) and (H,B, β,M, µ) are two linear quintuples. Assume
further that there exists an epimorphism of linear quintuples
ρ : (G,A, φ,N,ψ) → (H,B, β,M, µ).
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By this we mean that ρ is an epimorphism of the group G onto H sending A onto B and N
onto M . Furthermore, φ = β ◦ ρA and ψ = µ ◦ ρN . The restriction of ρ to any linear reduction
(or multiple linear reduction) (G′, A′, φ′, N ′, ψ′) of (G,A, φ,N,ψ) is an epimorphism onto a linear
reduction (or multiple linear reduction respectively) (H ′, B′, β′,M ′, µ′) of (H,B, β,M, µ). In this
way ρ induces a one to one correspondence between linear reductions ( or multiple linear reductions)
of (G,A, φ,N,ψ) and linear reductions (respectively multiple linear reductions) of (H,B, β,M, µ).
Hence ρ induces a one to one correspondence between linear limits of (G,A, φ,N,ψ) and linear
limits of (H,B, β,M, µ).
Proof. If (G′, A′, φ′, N ′, ψ′) is a linear reduction of (G,A, φ,N,ψ), it is easy to check that its image
ρ((G′, A′, φ′, N ′, ψ′)) under ρ is a linear reduction of (H,B, β,M, µ).
Let (H ′, B′, β′,M ′, µ′) be a linear reduction of (H,B, β,M, µ). If G′, A′ and N ′ are the inverse
images, under ρ, of H ′, B′ and M ′, respectively, then the quintuple (G′, A′, β′ ◦ ρ′A, N
′, µ′ ◦ ρ′N ) is
a linear reduction of (G,A, φ,N,ψ), and its image under ρ equals (H ′, B′, β′,M ′, µ′). We conclude
that there exists a one to one correspondence between linear reductions of (G,A, φ,N,ψ) and linear
reductions of (H,B, β,M, µ).
Because a multiple linear reduction is reached after a series of linear reductions, repeated appli-
cations of the one to one correspondence on linear reductions implies the existence of a one to one
correspondence between multiple linear reductions of (G,A, φ,N,ψ) and (H,B, β,M, µ). Further-
more, since any linear limit of (G,A, φ,N,ψ) is a minimal multiple linear reduction of the latter
quintuple, we also get a one to one correspondence between the linear limits of (G,A, φ,N,ψ) and
those of (H,B, β,M, µ). Hence the lemma holds.
Corollary 10.13. Assume that the linear quintuples (G,A, φ,N,ψ) and (H,B, β,M, µ) satisfy the
hypothesis in Lemma 10.12. Then any faithful linear limit of (H,B, β,M, µ) is isomorphic to a
faithful linear limit of (G,A, φ,N,ψ).
Proof. Let (H ′, B′, β′,M ′, µ′) be a linear limit of (H,B, β,M, µ). Then according to Lemma 10.12
it corresponds to a linear limit (G′, A′, φ′, N ′, ψ′) of (G,A, φ,N,ψ) . Because ρ maps the latter
linear limit onto the former, we get that ρ maps A′ onto B′, while φ′ = β′ ◦ ρ′A. We conclude that
the kernel Ker(φ′) of φ′ is mapped, under ρ, onto the kernel Ker(β′) of β′, i.e., ρ(Ker(φ′)) = Ker(β′).
Furthermore, if S equals the kernel of ρG′ then S is a normal subgroup of G
′ that is contained in
Ker(φ′), (since for all s ∈ S we get φ′(s) = β′(ρ(s)) = β′(1) = 1). Hence the following holds
G′/Ker(φ′) ∼= H ′/Ker(β′),
A′/Ker(φ′) ∼= B′/Ker(β′),
N ′/Ker(φ′) ∼=M ′/Ker(β′).
In addition, the unique characters φ′/Ker(φ′) and ψ′/Ker(φ′) of the factor groups A′/Ker(φ′) and
N ′/Ker(φ′) that inflate to φ′ and ψ′, respectively, correspond under the above isomorphisms, to
the unique characters β′/Ker(β′) and µ′/Ker(β′) of the factor groups B′/Ker(β′) and M ′/Ker(β′)
that inflate to β′ and µ′, respectively. This completes the proof of the corollary.
Proposition 10.14. Let (G,A, φ,N,ψ) be a linear quintuple, and T = Ker(φ). Then the factor
quintuple (G/T,A/T, φ/T,N/T, ψ/T ) is well defined. Furthermore, any faithful linear limit of the
factor quintuple is isomorphic to a faithful linear limit of the original one.
Proof. Observe that the natural epimorphism from G to G/T provides an epimorphism
ρ : (G,A, φ,N,ψ) → (G/T,A/T, φ/T,N/T, ψ/T )
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of linear quintuples, so that (G,A, φ,N,ψ) and (G/T,A/T, φ/T,N/T, ψ/T ) satisfy the hypothesis
in Lemma 10.12. The rest of proof is a simple application of Lemma 10.12 and Corollary 10.13.
From now on, whenever needed, we will identify any two faithful linear limits of (G,A, φ,N,ψ)
and (G/T,A/T, φ/T,N/T, ψ/T ) which are isomorphic under the preceding proposition.
Corollary 10.15. Assume that the linear quintuple (G′, A′, φ′, N ′, ψ′) is a multiple linear reduction
of (G,A, φ,N,ψ), and let T = Ker(φ′). Then the factor quintuple (G′/T,A′/T, φ′/T,N ′/T, ψ′/T )
is well defined. Furthermore, any faithful linear limit of the factor quintuple is, under some iden-
tification, also a faithful linear limit of (G,A, φ,N,ψ), i.e.,
FLL(G′/T,A′/T, φ′/T,N ′/T, ψ′/T ) ≤ FLL(G,A, φ,N,ψ).
Proof. Follows immediately from Remark 10.2 and Proposition 10.14.
For the next proposition we will need a nice observation of I.M.Isaacs, that is actually the
exercise (6.11) in [12].
Lemma 10.16. Let B be a normal subgroup of a finite group G, γ ∈ Lin(B) a linear character
of B and χ ∈ Irr(G|γ) an irreducible character of G lying above γ. If χγ ∈ Irr(G(γ)) is the γ-
Clifford correspondent of χ in the stabilizer G(γ) of γ in G, then χ is monomial if and only if χγ
is monomial.
Proof. It is clear that if χγ is monomial then χ is monomial, as χγ induces χ in G.
So we assume that χ is a monomial character, and we will show that χγ is also monomial.
Let K = Ker(χ). Of course K ✂ G. It is clear that χγ is monomial if and only if the irreducible
character χγ/K of the factor group G(γ)/K that inflates to χγ , is monomial. Hence it suffices
to prove the lemma in the case of a faithful irreducible character χ, as we can pass to the factor
groups G/K and (BK)/K. So in the rest of the proof we assume that K = 1.
Clifford’s Theorem implies that the restriction χ|B of χ to B is a sum of G-conjugates of γ.
Thus 1 = Ker(χ|B) =
⋂
s∈G/G(γ)(Ker(γ
s)). But the derived group [B,B] of B is contained in the
kernel of γs for every s ∈ G, as γ is linear. Thus [B,B] ≤ Ker(χ|B) = 1. So B is abelian.
We can now follow the hint of problem 6.11 in [12]. As χ is monomial, there exists H ≤ G and
λ ∈ Lin(H) with χ = λG. Thus the irreducible character λHB of HB lies above a G-conjugate γs
of γ, where s ∈ G. As the G-conjugate λs
−1
∈ Lin(Hs
−1
) of λ also induces χ, we can replace H by
Hs
−1
and λ by λs
−1
. This way λHB is replaced by (λs
−1
)H
s−1B = (λHB)s
−1
, which lies above γ.
According to Mackey’s Theorem
λHB |B = (λ|H∩B)
B . (10.17)
As B is abelian, the right hand side of (10.17) equals the sum of |B : H ∩ B| distinct character
extensions of λ|H∩B to B, each one appearing with multiplicity one. Thus every irreducible con-
stituent of λHB |B appears with multiplicity one. This, along with Clifford’s theorem, (as λ
HB lies
above γ), implies that
λHB |B = e ·
∑
s∈S
γs =
∑
s∈S
γs,
where S is a family of representatives for the cosets H(γ)Bs of H(γ)B = (HB)(γ) in HB, and e is
a positive integer. Furthermore, Clifford’s theorem implies the existence of an irreducible character
θ ∈ Irr(HB(γ)) lying above γ and inducing λHB . The fact that e = 1 implies that θ|B = γ, i.e.,
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θ ∈ Irr(HB(γ)) is an extension of γ ∈ Irr(B) to HB(γ). Thus θ ∈ Lin(HB(γ)|γ) induces λHB .
Hence θG = χ, as λ induces χ. Therefore, θG(γ) is an irreducible character of G(γ) lying above γ
and inducing χ. As the γ-Clifford correspondent χγ of χ is unique, we conclude that θ
G(γ) = χγ .
Hence χγ is induced from the linear character θ, and thus is monomial.
This completes the proof of the lemma in the case of an abelian B. So the lemma follows.
Proposition 10.18. Let (G,A, φ,N,ψ) be a linear quintuple. Let χ ∈ Irr(G|φ) an irreducible
character of G lying above φ, l(χ) ∈ Irr(l(G)|l(φ))be a linear limit of χ, and fl(χ) ∈ Irr(fl(G)|fl(φ))
be the corresponding faithful linear limit of χ. Then the following are equivalent
1) χ is monomial
2) l(χ) is monomial
3) fl(χ) is monomial
Proof. Let (G′, A′, φ′, N ′, ψ′) be a linear reduction of (G,A, φ,N,ψ). According to Lemma 10.16,
the character χ ∈ Irr(G|φ) is monomial if and only its φ′-Clifford correspondent χ′ is monomial.
This is true for every linear reduction, so at the end we get that χ is monomial if and only if any
linear limit l(χ) of χ is monomial.
Let fl(χ) ∈ Irr(fl(G)) = Irr(l(G)/K) be the faithful linear limit of χ corresponding to l(χ).
It is obvious that l(χ) is monomial if and only if fl(χ) is monomial. This, along with the already
proved first equivalence, implies that fl(χ) is monomial if and only if χ is monomial. As this is
true for any faithful linear limit fl(χ) of χ, the proof of Proposition 10.18 is complete.
10.2 Linear limits of characters of p-groups
Assume that (G,A, φ,N,ψ) is a linear quintuple. For the rest of this section we suppose that N is
a p-group, for some odd prime p. The main result of this section is
Theorem 10.19. Suppose that (G,A, φ,N,ψ) is a linear quintuple with N a p-group, for some
odd prime p. Assume further that (G,A,Φ,N,Ψ) and (G′,A′,Φ′,N′,Ψ′) are two faithful linear
limits of (G,A, φ,N,ψ). Then both N/A and N′/A′ are naturaly symplectic Zp(G(ψ)/N)-modules.
Furthermore, N/A is isomorphic to N′/A′ as a symplectic Zp(G(ψ)/N)-module.
To prove it we will use strongly Theorem 8.4 in [3]. We remark here that the definitions
of a “stabilizer limit” and an “elementary stabilizer limit” that were given in Sections 2 and 3,
respectively, in [3], are related to but not the same as our definition of linear limits.
We start with an elementary construction of symplectic modules, and the associate notation.
Assume that a p-group R is a normal subgroup of some finite group X, where p is an odd prime.
Assume further that the center Z(R) of R is central in X, while R is a central product
R = E ⊙ Z(R),
where either E is 1, or else E is an extra special group of exponent p and
E ∩ Z(R) = Z(E).
Then R/Z(R) is an elementary abelian p-group, which may be trivial. So R/Z(R), when written
additively, can be considered as a vector space over the field Zp of p elements. This way R/Z(R)
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becomes a Zp(X)-module. Moreover, [R,R] = [E,E] = Z(E) is either trivial or a cyclic group
of order p. If Z(E) = 1, i.e., R/Z(R) = 1, then R/Z(R) becomes trivially a symplectic Zp(X)-
module. If |Z(E)| = p, then we can still make R/Z(R) a symplectic Zp(X)-module. Indeed, if
λ ∈ Irr(Z(E)) is any faithful linear character of Z(E), then we can define a bilinear form <,> from
(R/Z(R))× (R/Z(R)) to the multiplicative group Cp of complex p-roots of unity as
< x¯, y¯ >= λ([x, y]) ∈ Cp, (10.20)
for all x, y ∈ R, where x¯ denotes the image of x ∈ R in the factor group R/Z(R), and [x, y] is
the commutator of x and y in R. Note that, as the multiplicative group Cp of p-roots of unity
is isomorphic to the additive group Z+p of Zp, we can identify these two isomorphic groups, and
consider the bilinear form <,> as a symplectic form in Zp. As Z(R) is central in X, this form is
X-invariant. So R/Z(R) is a symplectic Zp(X)-module.
We assume that R and X are as above, with Z(R) central in X. Let U be a subgroup of R
containing Z(R), and normal in X. Then, (see the notation in [1]), we call the symplectic Zp(X)-
submodule U/Z(R) of R/Z(R) isotropic if U ≤ R is an abelian subgroup of R. We call U/Z(R)
anisotropic if 0 is its only isotropic Zp(X)-submodule, i.e., every abelian subgroup of U which is
normal in X is contained in Z(R). Observe that 0 is an anisotropic symplectic Zp(X)-module.
Now we go back to the linear quintuple (G,A, φ,N,ψ). Let (G,A,Φ,N ,Ψ) be a linear limit of
(G,A, φ,N,ψ), and
(G,A,Φ,N,Ψ) = (G/K,A/K,Φ/K,N/K,Ψ/K), (10.21)
be the corresponding faithful linear limit of (G,A, φ,N,Ψ), where K = Ker(Φ). Assume further
that (Gi, Ai, φi, Ni, ψi), is a chain of linear quintuples, for all i = 0, . . . , n, such that
(G0, A0, φ0, N0, ψ0) = (G,A, φ,N,ψ), (10.22a)
(Gn, An, φn, Nn, ψn) = (G,A,Φ,N ,Ψ), and (10.22b)
(Gi, Ai, φi, Ni, ψi) is a proper linear reduction of (Gi−1, Ai−1, φi−1, Ni−1, ψi−1), (10.22c)
whenever i = 1, . . . , n. These objects stay fixed until the end of the section. We also keep fixed an
arbitrary CG(ψ)-elementary stabilizer limit Λ ∈ ESL(ψ|CG(ψ)) of ψ, in the sense of [3], and in
particular (3.7) of that paper. (Note that the ordered triple (G(ψ), N, ψ) is a member of the family
defined in (2.1) of [3]. Thus we can define a CG(ψ)-elementary stabilizer limit of ψ.)
We start with some results following (10.22).
Lemma 10.23. Let M be a subgroup of G with Ai ≤ M , for some i = 0, 1, . . . , n. Assume
further that an irreducible character χ ∈ Irr(M), when restricted to Ai, is a multiple of φi. Then
G(χ) = G(χ, φ1, . . . , φi) = Gi(χ). In particular, G(φi) = Gi, for all i = 0, 1, . . . , n.
Proof. Clearly (10.22c) implies that Gi = G(φ0, φ1, . . . , φi) for every i = 0, 1, . . . , n. For all i =
1, . . . , n, the linear character φi ∈ Irr(Ai) is an extension of φi−1 ∈ Irr(Ai−1). Even more, for all
such i the group Ai is a normal subgroup of G(φ1, . . . , φi−1) = Gi−1.
Assume that i = 0, 1, . . . , n is fixed. Let M ≥ Ai and χ ∈ Irr(M) with χ|Ai = mφi for some
integer m ≥ 1. For any j = 0, 1, . . . , i − 1, the linear character φi is an extension of φj ∈ Irr(Aj)
to Ai. Hence χ|Aj = mφj for all j = 0, 1, . . . , i. Therefore G(χ) fixes any such φj if and only if it
normalizes Aj . Clearly G(χ) fixes the G-invariant character φ0 of A0 = A. It also normalizes A1,
as the latter is normal in G. Thus G(χ) fixes φ1. Suppose now that G(χ) normalizes A1, . . . , Aj−1,
where j = 2, . . . , i. Then it fixes φ1, . . . , φj−1, i.e., G(χ) ≤ G(χ)(φ0, φ1, . . . , φj−1). But Aj is a
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normal subgroup of G(φ0, φ1, . . . , φj−1) = Gj−1. Hence G(χ) normalizes Aj as well, and therefore
also fixes φj . As this holds for all j = 1, . . . , i, the first statement of the lemma follows.
The second part of the lemma follows from the first, if we take χ = φi and M = Ai.
Proposition 10.24. For every i = 0, 1, . . . , n, we have
G(ψi) = Gi(ψi) = Gi(ψ) and G(ψi)N = G(ψ). (10.25)
Hence G(Ψ) = G(Ψ) = G(ψ) and G(Ψ)N = G(ψ).
Proof. As G = Gn and Ψ = ψn, it suffices to prove (10.25). For this proof we will use induction on
i. As G0 = G and ψ0 = ψ, the equations in (10.25) hold trivially for i = 0. Suppose (10.25) is true
for all i = 0, . . . , t− 1, where t = 1, . . . , n. We will show it holds for i = t.
By (10.22c), both groups At and Nt−1 are normal subgroups of Gt−1. Furthermore, φt ∈ Irr(At)
is a linear extension of φt−1 ∈ Irr(At−1) and lies under ψt−1. In addition, ψt ∈ Irr(Nt) is the φt-
Clifford correspondent of ψt−1 ∈ Irr(Nt−1). Hence
Gt−1(ψt) = Gt−1(ψt−1, φt). (10.26)
As Gt is the subgroup Gt−1(φt) of Gt−1, both sides of this equation are equal to
Gt(ψt−1) = Gt(ψt). (10.27)
Furthermore, any element of Gt−1 that fixes ψt−1 permutes among themselves the Nt−1-conjugates
of φt, as At is normal in Gt−1. We conclude that Gt−1(ψt−1) = Gt−1(ψt−1, φt)Nt−1. This, along
with (10.26), implies
Gt−1(ψt−1) = Gt−1(ψt−1, φt)Nt−1 = Gt−1(ψt)Nt−1. (10.28)
Hence
Gt(ψt) = Gt(ψt−1) by (10.27)
= Gt−1(φt, ψt−1) as Gt = Gt−1(φt)
= Gt−1(φt, ψ) by induction for i = t− 1
= Gt(ψ).
Lemma 10.23 implies that G(ψt) = Gt(ψt), as ψt|At is a multiple of φt. We conclude that
Gt(ψt) = Gt(ψ) = G(ψt). (10.29)
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Hence the first part of (10.25) follows for the inductive step. For the second part we get
G(ψ) = G(ψt−1)N by induction for i = t− 1
= Gt−1(ψt−1)N
= Gt−1(ψt−1, φt)Nt−1N by (10.28)
= Gt−1(ψt−1, φt)N
= Gt(ψt−1)N as Gt = Gt−1(φt)
= Gt(ψt)N by (10.27)
= G(ψt)N by (10.29)
This completes the inductive proof of (10.25) for i = t. Hence Proposition 10.24 follows.
Corollary 10.30. The inclusion G(Ψ)→ G(ψ) induces an isomorphism of G(Ψ)/N onto G(ψ)/N ,
where s¯ maps to s¯N , for any s¯ ∈ G(Ψ)/N .
Proof. Obvious, as G(Ψ)N = G(Ψ)N = G(ψ), while G(Ψ) ∩N = G ∩N = N .
Corollary 10.31. The character Ψ ∈ Irr(N ) is G-invariant. Furthermore, Ψ is zero on N − A,
and it is a multiple of Φ on A. Hence
G = G(Ψ) = G(ψ) = G(Ψ).
Proof. According to (10.21), we have G = G/K,N = N/K and A = A/K, where K = Ker(Φ).
Furthermore, Ψ is the unique character of the factor group N/K that inflates to Ψ ∈ Irr(A). But
as N is a p-group, Corollary 10.10 implies that the character Ψ ∈ Irr(N) is G-invariant. Hence Ψ is
G-invariant. The same corollary implies that Ψ ∈ Irr(N) vanishes outside A and is a multiple of Φ
on A. Thus a similar property holds for its unique inflation Ψ ∈ Irr(N ). The rest of the corollary
follows easily from Proposition 10.24.
The next result follows immediately from the above two corollaries.
Corollary 10.32. The isosmorphism of G(ψ)/N onto G(Ψ)/N in Corollary 10.30, composed with
the natural isomorphism of G/N = G(Ψ)/N onto G/N, provides an isomorphism j from G(ψ)/N
onto the factor group G/N. So any coset t ∈ G(ψ)/N gets mapped under j, to the image of the
coset (t ∩ G(Ψ))/N under the natural isomorphism of G/N onto G/N.
Proposition 10.33. The factor group N/A is an anisotropic symplectic Zp(G/N)-module, which
may be 0, with respect to the bilinear G-invariant form defined, as in (10.20), by
< xA, yA >= Φ([x, y]) ∈ Cp ∼= Z
+
p , (10.34)
for any x, y ∈ N. Here the G/N-action is induced by conjugation in G.
Proof. As N is a p-group, Lemmas 10.9 and 10.10 imply that either N = A or N is the central
product N = E ⊙ Z(N) = E ⊙ A, of a non-trivial extra special p-group E of exponent p, and
A = Z(N) which is central in G. Furthermore, Φ ∈ Irr(A) is a faithful linear character of A.
In both cases, the factor group N/A, becomes a symplectic Zp(G)-module, where G acts on N/A
by conjugation, and the symplectic form is defined via commutation in N, (see (10.20) and the
paragraph that follows it). In addition, Lemma 10.9 implies that A is maximal among the abelian
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subgroups of N which are normal in G. Hence N/A is an anisotropic symplectic Zp(G)-module,
which may be 0.
Clearly N centralizes the factor group N/A, as [N,N] ≤ A. Hence the action of G on N/A
induces one of G/N on that symplectic group. So Proposition 10.33 follows.
Proposition 10.33, along with the isomorphism j defined in Corollary 10.32, implies
Corollary 10.35. The factor group N/A is an anisotropic symplectic Zp(G(ψ)/N)-module, with
respect to the bilinear form defined in (10.34). Here the G(ψ)/N -action is defined as through the
isomorphism j, defined in Corollary 10.32 as
(xA)s¯ = xj(s¯)A ∈ N/A
for all x ∈ N and s¯ ∈ G(ψ)/N .
Corollary 10.36. The factor group N/A is an anisotropic symplectic Zp(G/N )-module, that may
be 0, with respect to the bilinear form defined by
< sA, tA >= Φ([s, t]) ∈ Cp ∼= Z
+
p , (10.37)
for any s, t ∈ N . Here the G/N -action is induced by conjugation in G. Hence with respect to the
same form, N/A is an anisotropic symplectic Zp(G(ψ)/N)-module, where the action of G(ψ)/N ∼=
G(Ψ)/N = G/N is defined by
(sA)rN = (sr)A ∈ N/A,
for any s, t ∈ N and r ∈ G.
Proof. Let K = Ker(Φ). Then, as we have already seen,
N/A ∼= (N/K)/(A/K) = N/A, (10.38)
where the isomorphism is G-invariant. Furthermore, Φ is the unique character of the factor group
A/K = A that inflates to Φ ∈ Irr(A). Hence, under the isomorphism in (10.38), Proposition 10.33
implies that N/A is an anisotropic symplectic Zp(G/N )-module, with respect to the bilinear form
that (10.34) determines. (Note that this bilinear form translates to (10.37).) Furthermore, G acts
on N/A by conjugation, while N centralizes it. But G = G(Ψ) = G(Ψ), by Corollary 10.31, while
Corollary 10.30 implies that G(ψ)/N is naturally isomorphic to G(Ψ)/N = G/N . Hence N/A
becomes an anisotropic G(ψ)/N -module. This completes the proof of the corollary.
Proposition 10.39. If N is a p-group, then Ψ is a CG(ψ)-stabilizer limit of ψ as this is defined
in [3], that is, Ψ ∈ SL(ψ|CG(ψ)).
Proof. According to (10.22c), for every i = 1, . . . , n, we have a normal subgroup Ai of Gi−1 con-
tained in Ni−1, and a linear character φi ∈ Irr(Ai) lying under ψi−1 ∈ Irr(Ni−1). Furthermore,
ψi ∈ Irr(Ni) is the φi-Clifford correspondent of ψi−1. As the ordered triple (Gi−1(ψi−1), Ni−1, ψi−1)
is a member of the family defined in (2.1) of [3], while Ai is a normal subgroup of Gi−1(ψi−1), we
conclude that ψi is an element of the set DCC(ψi−1|CGi−1(ψi−1)) defined in (2.2) of [3]. Accord-
ing to Proposition 10.24 we have Gi−1(ψi−1) = G(ψi−1). Hence we get a sequence of characters
ψ = ψ0, ψ1, . . . , ψn = ψ, such that
ψi ∈ DCC(ψi−1|CG(ψi−1)),
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for all i = 1, . . . , n. Hence Ψ lies in the set CC(ψ|CG(ψ)), (see (2.3) in [3]).
According to the definition of stabilizer limits, in (2.16) of [3], we can complete the proof of the
proposition by showing that Ψ ∈ Irr(N ) is the only member of DCC(Ψ|CG(Ψ)). By (2.14) and
(2.15) in [3], it suffices to show that whenever M is a normal subgroup of G(Ψ) contained in N ,
the restriction Ψ|M is a multiple of of a single irreducible character. Suppose such an M ≤ N is
fixed. Let θ ∈ Irr(M) be an irreducible character of M that lies under Ψ. It is enough to show that
θ is G(Ψ)-invariant. We know from Corollary 10.31 that G(Ψ) = G(Ψ) = G. So it suffices to show
that G(θ) = G.
Ψ lies above the G-invariant linear character Φ ∈ Irr(A). Hence we can replace M with M · A
and θ ∈ Irr(M) with θ · Φ ∈ Irr(MA) (where (θ · Φ)(ma) = θ(m)Φ(a), for all m ∈M and a ∈ A ).
This way G(θ) = G(θ · Φ) remains the same. So we may assume that A ≤M ≤ N , and that θ lies
above Φ. Then M/A is a Zp(G/N )-submodule of N/A. But the latter is an anisotropic Zp(G/N )
module by Corollary 10.36. Hence its symplectic form <,> (see (10.37)), restricts to a non-singular
bilinear alternating form on (M/A)× (M/A). It follows that θ is zero on M −A and a multiple of
Φ on A. Therefore G(θ) = G, and the proposition follows.
According to (2.12) in [3], we may define another triple, denoted by (G(ψ){Ψ}∗, N{Ψ}∗,Ψ∗),
using the CG(ψ)-stabilizer limit Ψ of ψ. The star groups are defined in (2.12) of [3], as the factor
groups we get when we divide the triple (G(ψ){Ψ}, N{Ψ},Ψ) by Ker(Ψ). So Ψ∗ in [3] denotes
the unique character Ψ/Ker(Ψ) from which Ψ is inflated. Note also that X{θ} denotes in [3] the
stabilizer X(θ) of θ in X, for any group X and any irreducible character θ of any subgroup of X.
In our case, where N is a p-group, the kernel Ker(Ψ) of Ψ coincides with K = Ker(Φ), by Corollary
10.31. Furthermore, the same corollary implies that G(ψ){Ψ} = G(ψ)(Ψ) = G(Ψ) = G. Of course
N{Ψ} = N(Ψ) = G(Ψ) ∩N = G ∩N = N . Hence the star triple (G(ψ){Ψ}∗, N{Ψ}∗,Ψ∗) in [3], is
what we write as (G,N,Ψ) (see (10.21)).
Even more, according to (2.13a) in [3] the stabilizer limit Ψ of ψ defines a natural isomor-
phism denoted by ·/Ψ from G(ψ)/N to G(ψ,Ψ)∗/N(Ψ)∗ = G/N. Observe that this is exactly the
isomorphism j defined in Corollary 10.32. Having explained this, we can now prove
Theorem 10.40. Let Λ ∈ ESL(ψ|CG(ψ)) be a CG(ψ)-elementary stabilizer limit of ψ, with
K0 = Ker(Λ) and N(Λ)
∗ = N(Λ)/K0. Then N(Λ)
∗/Z(N(Λ)∗) is isomorphic to N/A as symplectic
Zp(G(ψ)/N)-modules.
Proof. We are going to apply Theorem 8.4 in [3], for the triple (G(ψ), N, ψ) here in the place
of (G,N,ψ) there, the CG(ψ)-elementary stabilizer limit Λ of ψ here, in the place of the CG-
elementary stabilizer limit φ of ψ there, and the CG(ψ)-stabilizer limit Ψ of ψ here, in the place
of θ there. (Note that the hypotheses (7.1) and (7.2a) in [3] are satisfied.) Observe also that Λ is
an irreducible character of N(Λ), by (2.4c) in [3], as Λ ∈ CC(ψ|CG(ψ)). Hence Theorem 8.4 gives
us a monomorphism µ of the group G(ψ){Λ}∗ = G(ψ,Λ)/K0 into the group G(ψ){Ψ}
∗ = G that
satisfies the equivalent of (6.1) in [3]. Furthermore, the relations (8.5)in [3] tell us that
G = A µ(G(ψ,Λ)∗) = A µ(G(ψ,Λ)/K0) and N = A µ(N(Λ)
∗) = A µ(N(Λ)/K0). (10.41)
(Note that in our case Z(N{Ψ}∗) = Z(N) = A.) Furthermore, µ satisfies (6.1), and, in particular,
(6.1a), of [3]. Hence the triple (µ(G(ψ,Λ)∗), µ(N(Λ)∗), µ(Λ∗)) is a restrictor of (G,N,Ψ), in the
sense of (5.1) in [3]. (Where the irreducible character Λ∗ is the unique character of the factor group
N(Λ)∗ = N(Λ)/K0 from which Λ ∈ Irr(N(Λ)) is inflated, and µ(Λ
∗) ∈ Irr(µ(N(Λ)∗)) is the unique
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character of µ(N(Λ)∗) whose composition with µ is Λ∗.) Therefore (5.1) of [3] implies
µ(N(Λ)∗) = N ∩ µ(G(ψ,Λ)∗) and µ(Λ∗) = Ψ|µ(N(Λ)∗). (10.42)
Hence µ restricts to an isomorphism
N(Λ)/K0 = N(Λ)
∗ ∼= µ(N(Λ)∗) = N ∩ µ(G(ψ,Λ)∗) (10.43)
that sends the irreducible character Λ∗ ∈ Irr(N(Λ)∗) to the restriction of Ψ to µ(N(Λ)∗). Even
more, in view of (10.41) we have A ∩ µ(N(Λ)∗) = Z(µ(N(Λ)∗)), and thus
N/A ∼= µ(N(Λ)∗)/(A ∩ µ(N(Λ)∗)) = µ(N(Λ)∗)/Z(µ(N(λ)∗)).
According to (10.43), the group N(Λ)∗ = N(Λ)/K0 is isomorphic to µ(N(Λ)
∗). Hence the inverse
image under µ of Z(µ(N(Λ)∗)) = A ∩ µ(N(Λ)∗) in N(Λ)∗ is the center Z(N(Λ)∗). Furthermore,
N(Λ)∗/Z(N(Λ)∗) ∼= µ(N(Λ)∗)/Z(µ(N(Λ)∗)) ∼= N/A. (10.44)
Let i be the above isomorphism that sends the factor group N(Λ)∗/Z(N(Λ)∗) onto N/A. (Of course
i is induced by the restriction of µ to N(Λ)∗.) As we have seen (at (10.42)), the character Λ∗ maps,
under µ, to the restriction of Ψ to µ(N(Λ)∗). Hence Λ∗ has a structure similar to that of Ψ, ie.,
Λ∗ ∈ Irr(N(Λ)∗) lies above the unique linear character λ∗ of Z(N(Λ)∗) that is carried, under µ, to
the restriction of Φ to A ∩ µ(N(Λ)∗) = Z(µ(N(Λ)∗)). There is a natural alternating bilinear form
on N(Λ)∗/Z(N(Λ)∗)×N(Λ)∗/Z(N(Λ)∗) defined by
< xZ(N(Λ)∗), y Z(N(Λ)∗) >= λ∗([x, y]) = Φ([µ(x), µ(y)]) ∈ Zp, (10.45)
for all x, y ∈ N(Λ)∗. The isomorphism i carries this bilinear form onto the form <,> of N/A×N/A,
defined in (10.34). Hence N(Λ)∗/Z(N(Λ)∗) is a symplectic group isomorphic to the symplectic
group N/A.
In view of (10.41) and (10.42), we get a natural isomorphism between the groups G/N and
µ(G(ψ,Λ)∗)/µ(N(Λ)∗). This, composed with µ, provides an isomorphism µ∗ of G(ψ,Λ)∗/N(Λ)∗
onto G/N. The group G(ψ,Λ)∗/N(Λ)∗ acts on N(Λ)∗/Z(N(Λ)∗) via conjugation in G(ψ,Λ)∗, and
leaves the form (10.45) invariant. As µ preserves conjugation, and induces the isomorphism i, it
follows that µ∗ and i send the action of G(ψ,Λ)∗/N(Λ)∗ on N(Λ)∗/Z(N(Λ)∗) to the action of G/N
on N/A in the sense that
i(x¯s¯) = i(x¯)µ
∗(s¯) ∈ N/A, (10.46)
for all x¯ ∈ N(Λ)∗/Z(N(Λ)∗) and s¯ ∈ G(ψ,Λ)∗/N(Λ)∗.
The group G(ψ)/N is naturally isomorphic to the factor group G(ψ,Λ)∗/N(Λ)∗, via the iso-
morphism ·/Λ in (2.13a) of [3]. Any coset γ ∈ G(ψ)/N gets mapped under ·/Λ, to the image γ/Λ
of the coset γ ∩G(ψ,Λ)inG(ψ,Λ)/N(Λ) under the natural epimorphism of G(ψ,Λ) onto G(ψ,Λ)∗.
We use this isomorphism to make the symplectic Zp(G(ψ,Λ)
∗/N(Λ)∗)-module N(Λ)∗/Z(N(Λ)∗)
into a symplectic Zp(G(ψ)/N)-module. As we have already seen in Corollary 10.35, we may turn
the Zp(G/N)-module N/A into a Zp(G(ψ)/N)-module, using the isomorphism j of Corollary 10.32.
But j is the natural isomorphism ·/Ψ, as this is defined in (2.13a) of[3]. According to (6.1b) in [3],
the isomorphism ·/Λ is the composition of ·/Ψ = j with µ∗. We conclude that i is an isomorphism
of N(Λ)∗/Z(N(Λ)∗) onto N/A as symplectic Zp(G(ψ)/N)-modules. So Theorem 10.40 follows.
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Theorem 10.19 is now an easy corollary of Theorem 10.40, as
N/A ∼= N(Λ)∗/Z(N(Λ)∗) ∼= N′/A′,
as symplectic G(ψ)/N -modules.
We conclude this section with a characterization of any faithful linear limit (G,A,Φ,N,Ψ) of
(G,A, φ,N,ψ) when N is nearly extra special.
Proposition 10.47. Assume that (G,A, φ,N,ψ) is a linear quintuple with N a p-group, such
that A = Z(N) is cyclic and central in G. Assume further that A is maximal among the abelian
characteristic subgroups of N , while φ is a faithful linear character of A. Then V = N/A is a
symplectic Zp(G/N)-space with the symplectic form < wA, yA >= φ([w, y]), for any w, y ∈ N . If
(G,A,Φ,N,Ψ) is a faithful linear limit of (G,A, φ,N,ψ), then N/A is isomorphic as a symplectic
Zp(G/N)-module to W
⊥/W , where W is a maximal G/N -invariant totally isotropic subspace of
V , and W⊥ is the perpendicular subspace to W with respect to the above bilinear form.
Proof. As A = Z(N) is maximal characteristic abelian subgroup of N , we conclude that N is the
central product of A with an extra special p-group of exponent p. Hence the factor group V = N/A
is a Zp(G)-module and thus a Zp(G/N) module (see the discussion after Theorem 10.19). Note
also that ψ is the unique character of N that lies above φ, and thus is G-invariant as φ is.
Let W be maximal among the G/N -invariant totally isotropic subspaces of V . If X is the
inverse image of W in N , then X is an abelian normal subgroup of N that contains A = Z(N).
(Note that X could be A.) Then φ ∈ Lin(A) extends to a linear character λ of X. In addition,
the stabilizer X ′ of λ in N is the inverse image in N of W⊥, while X ′/X is naturally isomorphic
to the factor symplectic space W⊥/W . Furthermore, if ψλ ∈ Irr(X
′) is the λ-Clifford correspon-
dent of ψ, then the quintuple (G(λ),X, λ,X ′ , ψλ) is a linear reduction of (G,A, φ,N,ψ). Now,
G = G(λ) · N as G fixes the unique character ψ of N that lies above λ. As W is a maximal
G/N -invariant totally isotropic subspace of V , we conclude that (G(λ),X, λ,X ′ , ψλ) is a linear
limit of (G,A, φ,N,ψ). (Or else, λ would be extended to an abelian normal subgroup B of G(λ)
contained in N(λ). Thus the image of B in V would be a G(λ)-invariant, and thus G-invariant,
totally isotropic subspace of V , contradicting the maximality of W .) Hence, if K = Ker(λ), then
(G(λ)/K,X/K, λ/K,X ′/K,ψλ/K) is a faithful linear limit of (G,A, φ,N,ψ). But (X
′/K)/(X/K)
is isomorphic to X ′/X (see (10.38)), and this isomorphism is G(λ)-, and thus G-,invariant. We
conclude that, for the faithful linear limit (G(λ)/K,X/K, λ/K,X ′/K,ψλ/K) of (G,A, φ,N,ψ),
the proposition holds, that is, (X ′/K)/(X/K) is isomorphic to W⊥/W for some maximal G/N -
invariant totally isotropic subspace of N/A.
According to Theorem 10.19, if (G,A,Φ,N,Ψ) is another faithful linear limit of (G,A, φ,N,ψ),
then N/A is isomorphic to (X ′/K)/(X/K), and this isomorphism is invariant under G(ψ)/N =
G/N . This completes the proof of Proposition 10.47.
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10.3 Linear limits, character towers and triangular sets
Assume that we have the same situation as in Chapter 9. That is, we have a fixed normal series
1 = G0 ✂G1 ✂ · · ·✂Gn = G, (10.48a)
of G that satisfies Hypothesis 5.1. We also fix a character tower
{1 = χ0, χ1, . . . , χn} (10.48b)
for that series, along with a representative of its corresponding conjugacy class of triangular sets
{Q2i−1, P2r|β2i−1, α2r}
l′, k′
i=1,r=0. (10.48c)
Along with the above system we fix a Hall system {A,B} of G that satisfies (9.2), that is,
A ∈ Hallpi(G),B ∈ Hallpi′(G), (10.48d)
A(χ1, χ2, . . . , χh) and B(χ1, χ2, . . . , χh) form a Hall system for G(χ1, χ2, . . . , χh), (10.48e)
A(χ1, χ2, . . . , χn) = P
∗
2k′ and B(χ1, χ2, . . . , χn) = Q
∗
2l′−1, (10.48f)
for all h = 1, . . . , n. The way the above character tower, its triangular set, and the Hall system
change, if we take a linear limit with respect to a subgroup Gi of G, is in general arbitrary. In some
special cases we can control these changes, as we will see in the next two subsections. The basic
results were already proved in Chapter 9. Here we will apply them multiple times and translate
them into the language of “linear limits”.
For the rest of the chapter, we fix an integer m = 1, . . . , n. Whenever necessary we consider
the smaller system
1 = G0 ✂G1 ✂ · · ·✂Gm ✂G,
{1 = χ0, χ1, . . . , χm}, (10.49)
{Q2i−1,P2r|β2i−1, α2r}
l, k
i=1,r=0,
where the integers k, l are related to m via (5.7). Of course, as always, along with the above system
the groups Q̂(β2k−1,2k) and P̂ (α2l−2,2l−1) are uniquely defined, up to conjugation, via Theorem 8.13
and Theorem 8.15, respectively.
We first work, as in Chapter 9, inside a π′-group.
10.3.1 “A(β1)”-invariant linear reductions
Assume that the normal series (10.48a), its character tower (10.48b), the triangular set (10.48c)
and the Hall system (10.48d) are fixed. In addition, we assume that S is a subgroup of G satisfying
S ✂G with S ≤ Q1, and (10.50a)
ζ ∈ Lin(S) is G-invariant and lies under β1. (10.50b)
Note that (10.50a,b) are the conditions in (9.5). Furthermore, the quintuple (G,S, ζ,Q1, β1) is a
linear one.
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Let E be a normal subgroup of G with S ≤ E ≤ Q1, and λ1 ∈ Lin(E) be a linear character of
E lying above ζ and under β1. So λ1 is an extension of ζ to E. Then we can use all the results of
the first section of Chapter 9. We also use the same notation as that introduced in Section 9.1. In
particular, Remark 9.7 implies that some G1-conjugate λ ∈ Irr(E) of λ1 is A(χ1) = A(β1)-invariant
and extends ζ. So the quintuple (Gλ, E, λ,Q1,λ, β1,λ) is a linear reduction of (G,S, ζ,Q1, β1). We
call it an “A(β1)
′′-invariant linear reduction, as λ was picked, among its G1-conjugates, to be
A(β1)-invariant. We saw in (9.15) that the series 1 = G0,λ✂G1,λ✂ · · ·✂Gn,λ = Gλ, formed by the
stabilizers of λ in the various subgroups Gi of G, is a normal series of Gλ. Along with that series of
groups, we get the tower of characters {χi,λ ∈ Gi,λ}
n
i=0, where χi,λ is the λ-Clifford correspondent of
χi (see (9.17a)). As in Section 9.1, we add a subscript λ to any object such as P2r, Q2i−1, α2r, β2i−1
etc, to indicate the corresponding object for the λ-situation. We pick the groups {P2r,λ, Q2i−1,λ},
for all r = 1, . . . , k and all i = 1, . . . , l, to satisfy the conditions in Proposition 9.22. In particular,
we get P ∗2r = P
∗
2r,λ by (9.24a), while Q
∗
2i−1 = Q
∗
2i−1,λ by (9.24b), whenever r = 1, . . . , k
′ and
i = 1, . . . , l′, respectively. Then the triangular set
{Q2i−1,λ, P2r,λ|β2i−1,λ, α2r,λ}
l′, k′
i=1,r=0
satisfies the conditions in Theorem 9.26. In addition, the λ-Hall system {Aλ,Bλ} for Gλ can be
chosen to satisfy the conditions in Theorem 9.46. In particular (9.47) implies
Aλ(χ1,λ) = A(χ1). (10.51)
Also for the fixed smaller system 10.49, all the conclusions of Theorems 9.48 and 9.50 hold.
Hence the groups Q̂(β2k−1,2k) and P̂ (α2l−1,2l−1) and their λ-correspondents can be chosen to satisfy
the conditions in Theorems 8.13 and 8.15, respectively, along with (9.49) and (9.51). Thus
Q̂(β2k−1,2k)(λ) = Q̂λ(β2k−1,2k,λ), (10.52a)
P̂ (α2l−2,2l−1) = P̂λ(α2l−2,2l−1,λ), (10.52b)
Q(λ) ≥ Qλ (10.52c)
P = Pλ, (10.52d)
where the groups Q and P are defined as in (9.4). Also (9.4c), along with (10.51), implies
P̂ (α2l−2,2l−1) ≤ P ≤ A(χ1) = Aλ(χ1,λ). (10.52e)
Furthermore, Corollary 9.54 implies that the image I of Q̂(β2k−1,2k) in Aut(P
∗
2k) equals the im-
age Iλ of Q̂λ(β2k−1,2k,λ) in Aut(P
∗
2k,λ) = Aut(P
∗
2k). Similarly, the images of P̂ (α2l−2,2l−1) and
P̂λ(α2l−2,2l−1,λ) in Aut(Q
∗
2l−1,λ) coincide, by Corollary 9.56.
The following observation turns out to be very important for the ultimate proof of Main Theorem
1. We define the group U as
U := Q∗2l−1 ⋊ J, (10.53)
where J is the image of P̂ (α2l−2,2l−1) in Aut(Q
∗
2l−1), as this was defined in (9.106). (Clearly the
group U depends on the smaller system (10.49) and thus on m). We observe that the quintuple
(U,S, ζ,Q∗2l−1, β
∗
2l−1) is a linear one. The “A(β1)”-invariant linear reduction (Gλ, E, λ,Q1,λ, β1,λ)
of (G,S, ζ,Q1, β1) determines naturally the linear reduction (U(λ), E, λ,Q
∗
2l−1,λ, β
∗
2l−1,λ) of the
quintuple (U,S, ζ,Q∗2l−1, β
∗
2l−1). Note that U(λ) = Q
∗
2l−1,λ ⋊ J , as Q
∗
2l−1,λ = Q
∗
2l−1(λ) and λ is
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A(β1) ≥ P̂ (α2l−2,2l−1)-invariant. We call such a reduction a G-associate linear reduction of
(U,S, ζ,Q∗2l−1, β
∗
2l−1), as the E-group we are choosing for this reduction is not only normal in U , as
it is the common case in linear reductions, but it is normal in G. We remark here that the group
U is isomorphic to a section of G.
Assume now that there exists another pair (E′, λ′1), where E
′ is a subgroup of Q1,λ, normal in
Gλ, such that S ≤ E ≤ E
′ ≤ Q1,λ, and λ
′
1 is a linear character of E
′ that extends λ and lies under
β1,λ. Then, by Remark 9.7, we can replace λ
′
1 with one of its Q1,λ-conjugates λ
′, that is Aλ(χ1,λ)-
invariant and also lies under β1,λ. By (10.51) the above character is A(β1) = A(χ1) = Aλ(χ1,λ)-
invariant. So we can repeat the same process and consider an “A(β1)”-invariant linear reduction
(Gλ′ , E
′, λ′, Q1,λ,λ′ , β1,λ,λ′) of the “A(β1)”-linear reduction (Gλ, E, λ,Q1,λ, β1,λ). That is, we apply
again the methods of Section 9.1, but this time for the normal series 1 = G0,λ✂G1,λ✂· · ·✂Gn,λ = Gλ,
the normal subgroup E of Gλ in the place of S, and the Gλ-invariant character λ in the place of
ζ. Clearly E′ satisfies (9.5c). So Proposition 9.22, Theorems 9.26, 9.48 and 9.50 along with their
Corollaries 9.54 and 9.56 can be applied. We conclude that
P ∗2k,λ,λ′ = P
∗
2k,λ = P
∗
2k, (10.54a)
Q∗2l−1,λ,λ′ = Q
∗
2l−1,λ(λ
′) = Q∗2l−1(λ, λ
′), (10.54b)
We also have a Hall system {Aλ,λ′ ,Bλ,λ′} for Gλ,λ′ that satisfies the conditions Theorem 9.46 and
is derived from {Aλ,Bλ}. For any fixed m = 1, . . . , n, the groups Q̂λ,λ′ and P̂λ,λ′ can be chosen
with respect to the above Hall system. Hence they satisfy
Q̂λ,λ′(β2k−1,2k,λ,λ′,λ) = Q̂(β2k−1,2k)(λ, λ
′), (10.54c)
P̂λ,λ′(α2l−2,2l−1,λ,λ′,λ) = P̂λ(α2l−2,2l−1,λ,λ) = P̂ (α2l−2,2l−1), (10.54d)
Qλ,λ′ ≤ Q(λ, λ
′), (10.54e)
Pλ,λ′ = P. (10.54f)
Hence (10.54d) and repeated applications of (9.4c) and (9.47a) imply
P̂ (α2l−2,2l−1) is a subgroup of A(β1) = A(χ1) = Aλ(χ1,λ) = Aλ,λ′(χ1,λ′). (10.54g)
Furthermore, (10.54a) implies that Aut(P ∗2k,λ,λ′) = Aut(P
∗
2k). Thus Corollary 9.54 implies
I = Iλ = the image of Q̂λ,λ′(β2k−1,2k,λ,λ′) in Aut(P
∗
2k,λ,λ′), (10.54h)
where I is the image of Q̂(β2k−1,2k) in Aut(P
∗
2k) and Iλ that of Q̂λ(β2k−1,2k,λ) in Aut(P
∗
2k,λ). Also
The subgroups P̂λ,λ′(α2l−2,2l−1,λ,λ′) and P̂ (α2l−2,2l−1) have the same images in
Aut(Q∗2l−1,λ,λ′),Aut(Q
∗
2l−1,λ) and Aut(Q
∗
2l−1). (10.54i)
As far as the quintuple (U(λ), E, λ,Q∗2l−1,λ, β
∗
2l−1,λ) is concerned, we clearly have that one of
its Gλ-associate linear reductions is the quintuple (U(λ, λ
′), E′, λ′, Q∗2l−1,λ,λ′ , β
∗
2l−1,λ,λ′). Further-
more, the group P̂ (α2l−2,2l−1) fixes λ, as it is a subgroup of A(χ1), by (10.54h). It also fixes λ
′,
as P̂ (α2l−2,2l−1) is a subgroup of Aλ(χ1,λ), by (10.54h). Hence the image J of P̂ (α2l−2,2l−1) in
Aut(Q∗2l−1), fixes λ, λ
′. Thus J ≤ U(λ, λ′). Even more, Q∗2l−1,λ,λ′ = Q
∗
2l−1(λ, λ
′), by (10.54b). We
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conclude that
U(λ, λ′) = Q∗2l−1,λ,λ′ ⋊ J.
We can continue this process until we reach a linear limit
(l(G), l(S), l(ζ), l(Q1), l(β1)) ∈ LL(G,S, ζ,Q1, β1) (10.55)
of (G,S, ζ,Q1, β1). As this was done in a very specific way, at every linear reduction we were using
a character that is invariant, under A(β1), we call any such limit an “A(β1)”-invariant linear limit
of (G,S, ζ,Q1, β1). The fact that we only consider “A(β1)”-invariant linear characters in every
linear reduction does not restrict our options in the possible linear reduction we can perform, as,
according to Remark 9.7, we can always replace any given linear character with one of its conjugates
that is “A(β1)”-invariant.
Of course, along with the limit group l(G), we reach a limit normal series of l(G)
1 = l(G0)✂ l(G1)✂ l(G2)✂ · · · ✂ l(Gn) = l(G), (10.56)
where l(Gi) = Gi ∩ l(G).
Along with the series (10.56) we get a limit character tower
{l(χi) ∈ Irr(l(Gi))}
n
i=0, (10.57a)
where l(χ0) = 1 and
l(χi) ∈ LL(χi) is a linear limit of χi, (10.57b)
for all i = 1, . . . , n. We also write
{l(Q2i−1), l(P2r)|l(β2i−1), l(α2r)}
l′,k′
i=1,r=0 (10.58)
for a representative of the unique l(G)-conjugacy class of triangular sets of (10.56) that corresponds
to the character tower (10.57a), and is derived from the original triangular set (10.48c) following
the rules in Theorem 9.26. In addition we write {l(A), l(B)} for a Hall system of l(G) that satisfies
(8.4) for the limit case.
Of course, the above system restricts to the smaller
1 = l(G0)✂l(G1)✂ l(G2)✂ · · · ✂ l(Gm)✂ l(G),
{l(χi) ∈ Irr(l(Gi))}
m
i=0, (10.59)
{l(Q2i−1),l(P2r), l(P0)|l(β2i−1), l(α2r)}
l,k
i=1,r=0.
We also write l(P ∗2k) for the product group l(P0) · l(P2) · · · l(P2k), and l(Q
∗
2l−1) for the product
l(Q1) · · · l(Q2l−1). Similarly, working for a fixed m and looking at the smaller system (10.59), we
denote by l(Q̂) the analogue of Q̂ in this limit case, and by l(P̂ ) the analogue of P̂ , i.e., l(Q̂) and
l(P̂ ), satisfy Theorems 6.19 and 8.1, respectively, for the limit case.
Using this notation we can easily see that results similar to (10.54) hold. In particular,
Theorem 10.60. Assume that the normal series, the character tower and the triangular set in
(10.48) satisfy the conditions (10.50). Assume further that (10.55) is an “A(β1)”-invariant linear
limit of (G,S, ζ,Q1, β1), and (10.57a) a character tower that arises as a linear limit of (10.48b)
(see (10.57b)). Then the triangular set (10.58), that corresponds to the tower (10.57a), can be
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chosen to satisfy
l(P ∗2k) = P
∗
2k. (10.61a)
Furthermore, a Hall system {l(A), l(B)} of l(G) can be derived from {A,B}, so that at every
linear reduction the conditions in Theorem 9.46 hold. Then, for any m = 1, . . . , n, the groups
l(Q̂)(l(β2k−1,2k)) and l(P̂ )(l(α2l−2,2l−1)), for the smaller system (10.59), can be chosen in associa-
tion to l(B) and l(A) respectively. Therefore we have
l(P̂ )(l(α2l−2,2l−1)) = P̂ (α2l−2,2l−1), (10.61b)
l(P) = P, (10.61c)
l(I) = I, (10.61d)
where l(I) is the image of l(Q̂)(l(β2k−1,2k)) in Aut(l(P
∗
2k)).
Proof. Follows immediately by repeated applications of Proposition 9.22, Theorems 9.26, 9.46, 9.48,
9.50 and Corollaries 9.54 and 9.56, at every “A(β1)”-invariant linear reduction that we perform.
Remark 10.62. The fact l(P ∗2k) = P
∗
2k implies that the groups Q̂(β2k−1,2k) and l(Q̂)(l(β2k−1,2k))
have the same image, that is I, in the automorphism group Aut(P ∗2k) = Aut(l(P
∗
2k)).
Similarly,
Remark 10.63. The equation l(P̂ )(l(α2l−2,2l−1)) = P̂ (α2l−2,2l−1) implies that both these groups
have the same images in the automorphism groups Aut(Q∗2l−1) and Aut(l(Q
∗
2l−1)).
Along with the limit (10.55), we reach the quintuple
(l(U), l(S), l(ζ), l(Q∗2l−1), l(β
∗
2l−1)), (10.64)
This is a multiple linear reduction, but not necessarily a linear limit, of (U,S, ζ,Q∗2l−1, β
∗
2l−1), as
we could possibly reduce it further using a normal subgroup of l(T ), that is not normal in l(G),
and a linear extension of l(ζ) to that normal subgroup. We call (l(U), l(S), l(ζ), l(Q∗2l−1), l(β
∗
2l−1))
a G-associate limit of (U,S, ζ,Q∗2l−1, β
∗
2l−1). Note that l(U) is isomorphic to a section of l(G) . We
clearly have
Remark 10.65. The G-associate linear limit (l(U), l(S), l(ζ), l(Q∗2l−1), l(β
∗
2l−1)) of the quintuple
(U,S, ζ,Q∗2l−1, β
∗
2l−1) satisfies
l(Q∗2l−1) = l(G) ∩Q
∗
2l−1, (10.66a)
l(U) = l(Q∗2l−1)⋊ J. (10.66b)
Repeated applications of Theorems 9.59 and 9.60, at every “A(β1)”-linear reduction that we
perform, imply
Theorem 10.67. If β2k−1,2k extends to Q̂(β2k−1,2k), then the character l(β2k−1,2k) also extends to
l(Q̂)(l(β2k−1,2k)). Similarly, if α2l−2,2l−1 extends to P̂ (α2l−2,2l−1), then l(α2l−2,2l−1) also extends
to l(P̂ )(l(α2l−2,2l−1)).
Now let K be the kernel of the limit character l(ζ). As we have seen in the previous section
(see (10.3)), we can form a faithful linear limit
(fl(G), f l(S), f l(ζ), f l(Q1), f l(β1)) = (l(G)/K, l(S)/K, l(ζ)/K, l(Q1)/K, l(β1)/K)
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of the linear quintuple (G,S, ζ,Q1, β1). We call such a limit an “A(β1)”-invariant faithful linear
limit , as it is obtained from an “A(β1)”-invariant linear limit. Along with that we have a normal
series of fl(G)
0 = fl(G0)✂ fl(G1)✂ fl(G2)✂ · · ·✂ fl(Gn) = fl(G), (10.68a)
where fl(Gi) = l(Gi)/K, for all i = 1, . . . , n. Along with the series (10.68a) we get a character
tower
{fl(χi) ∈ Irr(fl(Gi))}
n
i=0 (10.68b)
where fl(χi) is the unique character of fl(Gi) = l(Gi)/K that inflates to l(χi) ∈ Irr(l(Gi)), for
each i = 1, . . . , n. Let fl(χ0) = 1, then
fl(χi) ∈ FLL(χi) is a faithful linear limit of χi (10.68c)
for all i = 0, 1, . . . , n. Let
{fl(Q2i−1), f l(P2r)|fl(β2i−1), f l(α2r)}
l′,k′
i=1,r=0 (10.68d)
be the representative of the unique fl(G)-conjugate class of triangular sets that corresponds to
(10.68b), that is derived from the set (10.58).
The fact that the quintuple (l(G), l(S), l(ζ), l(Q1), l(β1)) is a linear one implies that the group
l(S) and its irreducible character l(ζ) satisfy (9.5). Thus we can apply the results of Section 9.3.
In particular, Theorem 9.122 implies that the set (10.68d) satisfies
fl(Q2i−1) = (l(Q2i−1)K)/K, (10.69a)
fl(P2r) = (l(P2r)K)/K ∼= l(P2r). (10.69b)
whenever 1 ≤ i ≤ l′ and 1 ≤ r ≤ k′. Hence
fl(Q∗2l−1) = (l(Q
∗
2l−1)K)/K, (10.69c)
fl(P ∗2k) = (l(P
∗
2k)K)/K
∼= l(P ∗2k). (10.69d)
Even more, we can pick a Hall system {fl(A), f l(B)} of fl(G) to satisfy the conditions in Theorem
9.136, i.e.,
fl(A) = (l(A)K)/K ∼= l(A) and fl(B) = (l(B)K)/K. (10.70)
For every fixed m = 1, . . . , n, the smaller limit system (10.59) provides the faithful limit system
0 = fl(G0)✂ fl(G1)✂ fl(G2)✂ · · ·✂ fl(Gm)✂ fl(G), (10.71a)
{fl(χi) ∈ Irr(fl(Gi))}
m
i=0 (10.71b)
{fl(Q2i−1), f l(P2r)|fl(β2i−1), f l(α2r)}
l,k
i=1,r=0 (10.71c)
where its triangular set (10.71c) satisfies (10.69). Even more, having fixed the Hall system
{fl(A), f l(B)}, Theorem 9.138 implies that the group fl(Q̂) can be chosen, (in relation to fl(B)),
to satisfy the conditions of Theorem 6.19 for the faithful linear situation (10.71), along with
fl(Q̂)(fl(β2k−1,2k)) = (l(Q̂)(l(β2k−1,2k))K)/K. (10.72)
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Even more, if
fl(I) := the image of fl(Q̂)(fl(β2k−1,2k)) in the automorphism group Aut(fl(P
∗
2k)), (10.73)
then identifying l(P ∗2k) with fl(P
∗
2k), Corollary 9.143 implies that
fl(I) ∼= Image of l(Q̂)(l(β2k−1,2k)) in Aut(l(P
∗
2k)).
But this last group equals the image I of Q̂(β2k−1,2k) in Aut(P
∗
2k), by Remark 10.62. Hence
fl(I) ∼= l(I) = I. (10.74)
In addition, Theorem 9.140 implies that we may choose the group fl(P̂ ), (in relation to fl(A)),
for the system (10.71) to satisfy (8.1), along with
fl(P̂ )(fl(α2l−2,2l−1)) ∼= l(P̂ )(l(α2l−2,2l−1)). (10.75)
Thus (see Corollary 9.144), the above two isomorphic groups have the same image in the au-
tomorphism group Aut(fl(Q∗2l−1)). This, along with Remark 10.63, implies that the groups
fl(P̂ )(fl(α2l−2,2l−1)) and P̂ (α2l−2,2l−1) have the same image in Aut(fl(Q
∗
2l−1)).
In conclusion we get
Theorem 10.76. Assume that the normal series, the character tower, the triangular set and the
Hall system in (10.48) are fixed. Along with them we fix S and ζ ∈ Irr(S) to satisfy (10.50). Let
(fl(G), f l(S), f l(ζ), f l(Q1), f l(β1)) be an “A(β1)”-invariant faithful linear limit of (G,S, ζ,Q1, β1)
and (10.68b) be the character tower for the normal series (10.68a), that arises as the faithful linear
limit of the tower (10.48b). Then we can pick the triangular set (10.68d) to satisfy (10.69). In
particular P ∗2r is naturally isomorphic to fl(P
∗
2r), for all r = 1, . . . , k
′. We also derive a Hall system
{fl(A), f l(B)} of fl(G) from the original {A,B}, via (10.70) and Theorem 10.60. Then for any
m = 1, . . . , n, the groups fl(Q̂) and fl(P̂ ), for the smaller faithful system (10.71), can be chosen,
(in association to fl(B) and fl(A)), to satisfy
1. the associated isomorphism of Aut(P ∗2k) onto Aut(fl(P
∗
2k)) sends the image of Q̂(β2k−1,2k) in
Aut(P ∗2k) onto that of fl(Q̂)(fl(β2k−1,2k)) in Aut(fl(P
∗
2k)), i.e.,
fl(I) ∼= I.
2. P̂ (α2l−2,2l−1) ∼= fl(P̂ )(fl(α2l−2,2l−1)), and they both have the same image in Aut(fl(Q
∗
2l−1)).
Proof. Follows from Theorem 10.60, and equations (10.71d), (10.74) and (10.75).
Furthermore, Theorems 9.146 and 9.147, along with Theorem 10.67, easily imply
Theorem 10.77. If the character β2k−1,2k ∈ Irr(Q2k−1,2k) extends to Q̂(β2k−1,2k), then the char-
acter fl(β2k−1,2k) ∈ Irr(fl(Q2k−1,2k)) extends to fl(Q̂)(fl(β2k−1,2k)). Similarly, if the character
α2l−2,2l−1 ∈ Irr(P2l−2,2l−1) extends to P̂ (α2l−2,2l−1), then the irreducible character fl(α2l−2,2l−1) of
fl(P2l−2,2l−1) extends to fl(P̂ )fl(α2l−2,2l−1).
Finally, the group K = Ker(l(ζ)) is a normal subgroup of l(G), as l(ζ) is l(G)-invariant. Fur-
thermore, K ≤ l(Q1) ≤ l(Q
∗
2l−1), thus K✂ l(Q
∗
2l−1). Since the group l(U) is isomorphic to a section
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of l(G), and K is a subgroup of l(Q∗2l−1) ≤ l(U), we conclude that K is also a normal subgroup of
l(U). Hence we can form the faithful linear quintuple
(l(U)/K, l(S)/K, l(ζ)/K, l(Q∗2l−1)/K, l(β
∗
2l−1)/K) = (fl(U), f l(S), f l(ζ), f l(Q
∗
2l−1), f l(β
∗
2l−1).
(10.78a)
We call the above quintuple a G-associate faithful linear limit of (U,S, ζ,Q∗2l−1, β
∗
2l−1). The fact
that K is a π′-normal subgroup of l(Q∗2l−1), while J is the image of the π-group P̂ (α2l−2,2l−1) =
l(P̂ )(l(α2l−2,2l−1)) in Aut(Q
∗
2l−1), along with (10.66b), implies
fl(U) = l(U)/K = (l(Q∗2l−1)/K)⋊ J = fl(Q
∗
2l−1)⋊ J. (10.78b)
Corollary 10.15 clearly implies
Proposition 10.79. Let (fl(Q∗2l−1)⋊ J, f l(S), f l(ζ), f l(Q
∗
2l−1), f l(β
∗
2l−1) be a G-associate faithful
linear limit of (U,S, ζ,Q∗2l−1, β
∗
2l−1). Then any faithful linear limit of the former quintuple is also
a faithful linear limit of (U,S, ζ,Q∗2l−1, β
∗
2l−1).
10.3.2 “B(α2)”-invariant linear reductions
Assume that the normal series (10.48a), its character tower (10.48b) and the triangular set (10.48c)
are fixed. In addition, we assume that G2 is a direct product
G2 = G2,pi ×G2,pi′ (10.80a)
while
χ1 is G-invariant, (10.80b)
that is, (9.61) holds. Hence (9.63) holds for the triangular set (10.48c). In particular we have
G2 = P2 ×G1 = P2 ×Q1, (10.80c)
χ2 = α2 × β1, (10.80d)
G(χ2) = G(α2). (10.80e)
Furthermore, we assume that the normal subgroup R of G and its irreducible character η ∈ Irr(R),
satisfy (9.70), that is,
R✂G with R ≤ P2, (10.80f)
η ∈ Lin(R) is G-invariant and lies under α2. (10.80g)
The quintuple (G,R, η, P2, α2) is clearly a linear one. As with the “A(β1)”-invariant linear reduc-
tions, we will get a linear limit of the above quintuple with respect to the group B(α2) = B(χ2).
To get a linear reduction of (G,R, η, P2, α2) we start with a normal subgroupM of G contained
in P2 and a linear character µ1 of M that extends η and lies under α2. Note that all the hypothesis
of Section 9.2 are satisfied, and therefore all the results of that section hold. Thus, according to
Remark 9.72, there exists a P2-conjugate µ ∈ Lin(M) of µ1, such that µ is B(α2)-invariant, extends
η, and lies under α2. We proceed using the same notation as that of Section 9.2. As in (9.78d) we
form the series
1 = G0,µ ✂G1,µ ✂ · · · ✂Gn,µ = Gµ, (10.81a)
consisting of the stabilizer of µ in the groups Gi and G for i = 2, 3, . . . , n. In addition (see (9.79)),
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we write
G1,µ = 1, (10.81b)
G2,µ = P2(µ). (10.81c)
Along with that we get, as in (9.80) and (9.81a), the µ-character tower {χi,µ}
n
i=0, where
χ0,µ = 1, (10.81d)
χ1,µ = 1, (10.81e)
χ2,µ = α2,µ. (10.81f)
Furthermore, α2,µ and χi,µ are the µ-Clifford correspondents of α2 and χi, respectively, for all
i = 3, . . . , n. Proposition 9.87 and Theorem 9.91 show that we can choose a triangular set {Q1,µ =
1, Q2i−1,µ, P2r,µ|β1,µ = 1, β2i−1,µ, α2r,µ}
l′,k′
i=2,r=0, that corresponds to the above µ-character tower, so
that P ∗2r,µ = P
∗
2r(µ), while Q
∗
2i−1,µ = Q
∗
2i−1, whenever 1 ≤ r ≤ k
′ and 1 ≤ i ≤ l′. In addition,
Theorem 9.100 implies that the µ-Hall system {Aµ,Bµ} for Gµ can be chosen to satisfy (9.101).
Then Bµ(χ1,µ, χ2,µ) = B(χ1, χ2). As χ2 = α2 × χ1, where χ1 is G-invariant and χ2,µ = α2,µ, we
conclude that
Bµ(α2,µ) = Bµ(χ2,µ) = B(χ1, χ2) = B(α2). (10.82)
We assume fixed the smaller system (10.49). In addition, we assume that m is any integer so
that
m ≥ 2.
Then Theorems 9.102 and 9.103 hold for this smaller system. Hence the groups Q̂(β2k−1,2k) and
P̂ (α2l−2,2l−1), along with their µ-correspondents Q̂µ(β2k−1,2k,µ) and P̂µ(α2l−2,2l−1,µ), can be chosen
to satisfy
Q̂(β2k−1,2k) = Q̂µ(β2k−1,2k,µ), (10.83a)
P̂ (α2l−2,2l−1, µ) = P̂µ(α2l−2,2l−1,µ), (10.83b)
Q = Qµ, (10.83c)
P(µ) ≥ Pµ. (10.83d)
Equation (10.82), along with Remark 9.74, implies
Q̂(β2k−1,2k) ≤ Q ≤ B(χ2) = Bµ(α2,µ). (10.83e)
Furthermore, Corollary 9.104 implies that Q̂µ(β2k−1,2k,µ) and Q̂(β2k−1,2k) have the same im-
ages in both Aut(P ∗2k) and Aut(P
∗
2k,µ). Similarly Corollary 9.107 implies that the image J of
P̂ (α2l−2,2l−1) in Aut(Q
∗
2l−1) equals the image Jµ of P̂µ(α2l−2,2l−1,µ) in Aut(Q
∗
2l−1,µ) = Aut(Q
∗
2l−1).
The quintuple (Gµ,M, µ, P2,µ, α2,µ) is clearly a linear reduction of (G,R, η, P2, α2). We call it a
“B(α2)”-invariant linear reduction, as µ is B(α2)-invariant.
Similarly to the group U , we write T for group
T = P ∗2k ⋊ I (10.84)
where (as always)
I = Image of Q̂(β2k−1,2k) in Aut(P
∗
2k).
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It is clear that the quintuple (T,R, η, P ∗2k, α
∗
2k) is a linear one. Furthermore, the “B(α2)”-invariant
linear reduction (Gµ,M, µ, P2,µ, α2,µ) of (G,R, η, P2, α2) determines naturally a linear reduction
(T (µ),M, µ, P ∗2k,µ, α
∗
2k,µ) of (T,R, η, P
∗
2k , α
∗
2k). Note that, as Q̂(β2k−1,2k) fixes µ by (10.83e), its
image I in Aut(P ∗2k) also fixes µ. As P
∗
2k,µ = P
∗
2k(µ), we conclude that the stabilizer T (µ) of
µ in T satisfies T (µ) = P ∗2k,µ ⋊ I. We call such a reduction a G-associate linear reduction of
(T,R, η, P ∗2k , α
∗
2k), as the group M we are choosing for this reduction is normal in G We also
remark that T and Tµ are isomorphic to a section of G and Gµ, respectively.
Now we can repeat the procedure. So assume that there exists another pair (M ′, µ′1), such that
M ′ is a normal subgroup of Gµ satisfying R ≤ M ≤ M
′ ≤ P2,µ, and µ
′
1 ∈ Lin(M
′) is an extension
of µ, and thus an extension of η, that lies under α2,µ. Again, using Remark 9.72, we can replace
µ′1 with a P2,µ-conjugate µ
′ of µ′1 that is Bµ(α2,µ)-invariant, extends µ, and lies under α2,µ. (So
µ′ is B(α2) = Bµ(α2,µ)-invariant, by (10.82)). We apply the results of Section 9.2 to the series
G0,µ = 1✂G1,µ = 1✂G2,µ = P2,µ ✂G3,µ ✂ · · ·✂Gn,µ = Gµ, its character tower {χi,µ}
n
i=0, and the
triangular set {Q2i−1,µ, P2r,µ|β2i−1,µ, α2r,µ}
l′,k′
i=1,r=0, already picked at the previous reduction. We
also use the normal subgroup M of Gµ in the place of R, the Gµ-invariant character µ in the place
of η, and the normal subgroup M ′ of Gµ in the place of M . Notice that (9.70) holds, with M
′ here
in the place of M there, and M here in the place of R there. Furthermore, the group G2,µ splits
trivialy as the product G2,µ × 1 of a π-and a π
′-group. Thus the conditions (9.61) and (9.70) are
satisfied. Hence all the results of Section 9.2 hold. In particular, we have a normal series
1 = G0,µ,µ′ ✂G1,µ,µ′ ✂G2,µ,µ′ ✂ · · ·✂Gn,µ,µ′ = Gµ,µ′ ,
of the stabilizer Gµ,µ′ = G(µ, µ
′) of µ′ in Gµ = G(µ). In addition,
G1,µ,µ′ = G1,µ = 1, (10.85a)
G2,µ,µ′ = P2(µ, µ
′). (10.85b)
and
Gi,µ,µ′ = Gi,µ ∩Gµ,µ′ = Gi(µ, µ
′),
for all i = 2, 3, . . . , n. We also get a character tower {χi,µ,µ′}
n
i=0 for that series, where χi,µ,µ′ is the
µ′-Clifford correspondent of χi,µ, for each i = 2, . . . , n. Furthermore, as in (10.81), we have
χ1,µ,µ′ = 1, (10.85c)
χ2,µ,µ′ = α2,µ,µ′ , (10.85d)
where α2,µ,µ′ is the µ
′-Clifford correspondent of α2,µ.
Hence Proposition 9.87, Theorems 9.91, 9.102 and 9.103, along with their Corollaries 9.104
and 9.107, imply that we can pick a triangular set {Q2i−1,µ,µ′ , P2r,µ,µ′ |β2i−1,µ,µ′ , α2r,µ,µ′}
l′,k′
i=1,r=0 that
corresponds to the character tower {χµ,µ′}
n
i=0, so that
P ∗2k,µ,µ′ = P
∗
2k,µ(µ
′) = P ∗2k(µ, µ
′) = P ∗2k ∩Gµ,µ′ , (10.86a)
Q∗1,µ,µ′ = Q
∗
1,µ = Q1,µ = 1, (10.86b)
Q∗2l−1,µ,µ′ = Q
∗
2l−1,µ = Q
∗
2l−1. (10.86c)
We also pick a Hall system {Aµ,µ′ ,Bµ,µ′} of Gµ,µ′ , that satisfies the conditions in Theorem 9.100
and is derived from {Aµ,Bµ}. So it is derived from the original {A,B}. Therefore, for any fixed
m = 1, . . . , n, the groups Q̂(β2k−1,2k) and P̂ (α2l−2,2l−1) for the smaller system (10.49), can be
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chosen via Bµ,µ′ and Aµ,µ′ , respectively, (see Theorems 8.13 and 8.15). Hence, as in Theorem 9.102
and 9.103, they satisfy
Q̂µ,µ′(β2k−1,2k,µ,µ′) = Q̂µ(β2k−1,2k,µ) = Q̂(β2k−1,2k), (10.86d)
P̂µ,µ′(α2l−2,2l−1,µ,µ′) = P̂ (α2l−2,2l−1)(µ, µ
′), (10.86e)
Qµ,µ′ = Qµ = Q, (10.86f)
Pµ,µ′ ≤ P(µ, µ
′). (10.86g)
Furthermore,
Q̂(β2k−1,2k) is a subgroup of B(α2) = Bµ(α2,µ) = Bµ,µ′(α2,µ,µ′), (10.86h)
G2,µ,µ′ = P2,µ,µ′ . (10.86i)
Equation (10.86d) implies that the groups Q̂(β2k−1,2k) and Q̂µ,µ′(β2k−1,2k,µ,µ′) have the same
image in Aut(P ∗2k,µ,µ′). Also, (10.86c), along with Corollary 9.107, implies that Jµ = Jµ,µ′ , where
Jµ,µ′ denotes the image of P̂µ,µ′(α2l−2,2l−1,µ,µ′) in Aut(Q
∗
2l−1,µ,µ′). So
J = Jµ = Jµ,µ′ . (10.87)
As far as the linear reductions are concerned, we have that (Gµ,µ′M
′, µ′, P2,µ,µ′ , α2,µ,µ′) is a
“B(α2)”-invariant linear reduction of (Gµ,M, µ, P2,µ, α2,µ). Furthermore, the reduced quintuple
(T (µ, µ′),M ′, µ′, P ∗2k,µ,µ′ , α
∗
2k,µ,µ′) is a Gµ-associate linear reduction of (T (µ),M, µ, P
∗
2k,µ, α
∗
2k,µ).
Note that
T (µ, µ′) = (P ∗2k ⋊ I)(µ, µ
′) = P ∗2k,µ,µ′ ⋊ I, (10.88)
as both µ and µ′, are B(α2) ≥ Q̂(β2k−1,2k)-invariant, (by (10.86h)), and thus I-invariant.
We continue this process until we reach a linear limit
(l(G), l(R), l(η), l(P2), l(α2)) ∈ LL(G,R, η, P2, α2), (10.89)
that we call a “B(α2)”-invariant linear limit of the linear quintuple (G,R, η, P2, α2). We also reach
a limit normal series for the group l(G)
1 = l(G0)✂ l(G1)✂ l(G2)✂ · · · ✂ l(Gn) = l(G), (10.90a)
where l(Gi) = Gi ∩ l(G), for all i = 2, . . . , n, and
l(G1) = 1, (10.90b)
l(G2) = l(P2), (10.90c)
as the same holds at every linear reduction. Observe also that the above normal series has the
same notation as the one in (10.56), but of course is produced in a different way.
Along with the series (10.90a) we get a character tower
{l(χi) ∈ Irr(l(Gi))}
n
i=0 (10.90d)
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where
l(χ1) = 1 = l(χ0),
l(χ2) = l(α2), (10.90e)
l(χi) ∈ LL(χi) is a linear limit of χi
for all i = 3, . . . , n. Let
{l(Q2i−1), l(P2r)|l(β2i−1), l(α2r)}
l′,k′
i=1,r=0 (10.90f)
be the representative of the unique l(G)-conjugate class that corresponds to (10.90d), and is derived
from the original triangular set (10.48c) following the rules in Theorem 9.91. . We also denote by
{l(A), l(B)} (10.90g)
a Hall system for l(G) that satisfies (8.1), for the above limit case.
Of course the above system restricts to the smaller
1 = l(G0)✂ l(G1)✂ l(G2)✂ · · ·✂ l(Gm)✂ l(G),
{l(χi) ∈ Irr(l(Gi))}
m
i=0 (10.91a)
{l(Q2i−1), l(P2r)|l(β2i−1), l(α2r)}
l,k
i=1,r=0
Note that we have the same notation as that in (10.59). Similar to the notation there, we write
l(P ∗2k) and l(Q
∗
2l−1) for the product groups l(P0) · l(P2) · · · l(P2k) and l(Q1) · · · l(Q2l−1), respectively.
Also for any fixedm, we denote by l(Q̂) the analogue of Q̂ in this limit case, and by l(P̂ ) the analogue
of P̂ , for the smaller system (10.91) i.e., l(Q̂) and l(P̂ ), satisfy the conditions in Theorems 6.19 and
8.1, respectively, for the limit case.
Then
Theorem 10.92. Assume that the normal series, the character tower, the triangular set and the
Hall system in (10.48) satisfy the conditions (10.80). Assume further that (10.89) is a “B(α2)”-
invariant linear limit of (G,R, η, P2, α2) and (10.90a) a character tower that arises as a linear limit
of (10.48b) (see (10.90e)). Then the triangular set (10.90f), that corresponds to the tower (10.90a),
can be chosen to satisfy
l(Q∗2i−1) = Q
∗
2i−1, (10.93a)
for all i = 1, . . . , l′. Furthermore, a Hall system {l(A), l(B)} for l(G), can be derived from {A,B}
so that at every linear reduction theconditions in Theorem 9.100 hold. Then, for every m = 1, . . . , n,
the groups l(Q̂)(l(β2k−1,2k)) and l(P̂ )(l(α2l−2,2l−1)) for the smaller system (10.91), can be chosen,
using the groups l(B) and l(A), respectively, to satisfy
Q̂(β2k−1,2k) = l(Q̂)(l(β2k−1,2k)), (10.93b)
Q = l(Q), (10.93c)
J = l(J), (10.93d)
where l(J) is the image of l(P̂ )(l(α2l−2,2l−1)) in Aut(l(Q
∗
2l−1)).
Proof. We reach the linear limit (10.89) doing, at every step, “B(α2)”-invariant linear reductions.
Therefore at every step we are picking a triangular set that satisfies the conditions in Proposition
9.87 and Theorem 9.91. We also pick, at every linear redution, a Hall system that satisfies thecon-
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ditions in Theorem 9.100. Furthermore, for any fixed m = 1, . . . , n, the groups Q̂ and P̂ satisfy the
conditions in Theorems 9.102 and 9.103. Hence at every step equations (10.86) hold. In particular,
repeated applications of (10.86c), (10.86d) and (10.86f) imply (10.93a,b) and (10.93c), respectively.
Similarly, repeated applications of (10.87) imply (10.93d). Hence Theorem 10.92 follows.
As an easy consequence of (10.93a) we have
Remark 10.94. The groups Q̂(β2k−1,2k) and l(Q̂)(l(β2k−1,2k)) have the same images in both au-
tomorphism groups Aut(P ∗2k) and Aut(l(P
∗
2k)).
Also repeated applications of Theorems 9.108 and 9.109 at every “B(α2)”-invariant linear re-
duction imply
Theorem 10.95. If β2k−1,2k extends to Q̂(β2k−1,2k), then the character l(β2k−1,2k) also extends to
the limit group l(Q̂)(l(β2k−1,2k)). Similarly, if α2l−2,2l−1 extends to P̂ (α2l−2,2l−1) then l(α2l−2,2l−1)
also extends to l(P̂ )(l(α2l−2,2l−1)).
Notice that, along with the limit in (10.89), we reach the quintuple
(l(T ), l(R), l(η), l(P ∗2k), l(α
∗
2k)), (10.96)
that we call a G-associate limit of (T,R, η, P ∗2k, α
∗
2k). Note that, as with (10.64), the G-associate
limit is a multiple linear reduction, but not a linear limit, of (T,R, η, P ∗2k , α
∗
2k). Because (10.88)
holds for every “B(α2)”-invariant linear reduction, we have
Proposition 10.97. The G-associate linear limit (l(T ), l(R), l(η), l(P ∗2k), l(α
∗
2k)) of the quintuple
(T,R, η, P ∗2k , α
∗
2k), satisfies
l(P ∗2k) = l(G) ∩ P
∗
2k, (10.98a)
l(T ) = l(P ∗2k)⋊ I. (10.98b)
We want to pass to a faithful linear limit of (G,R, η, P2, α2), as we did with the “A(β1)”-
invariant case in (10.68). So we first note that l(G2) = l(P2). So l(G2) is the product of a π-and
a trivial π′-group. Furthermore, l(R) is a normal subgroup of l(G), while l(η) ∈ Lin(l(R)) is an
l(G)-invariant linear character that lies under l(α2) ∈ Irr(l(P2)), as (l(G), l(R), l(η), l(P2), l(α2)) is
a linear quintuple. Hence all the conditions of Section 9.3.2 are satisfied. Thus if K = Ker(l(η)) is
the kernel of l(η), then we can form the faithful linear limit
(fl(G), f l(R), f l(η), f l(P2), f l(α2)) = (l(G)/K, l(R)/K, l(η)/K, l(P2)/K, l(α2)/K)
of the linear quintuple (G,R, η, P2, α2). We call this a “B(α2)”-invariant faithful linear limit , as
it is obtained from a “B(α2)”-invariant linear limit. Along with it we have a normal series of fl(G),
as in (9.150),
1 = fl(G0)✂ fl(G1)✂ fl(G2)✂ · · ·✂ fl(Gn) = fl(G), (10.99a)
where
fl(G1) = l(G1)K/K = 1, (10.99b)
fl(G2) = l(G2)K/K = l(P2)/K (10.99c)
fl(Gi) = l(Gi)/K, (10.99d)
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for all i = 3, . . . , n. Along with the series (10.99a) we get a character tower, see (9.150b),
{fl(χi) ∈ Irr(fl(Gi))}
n
i=0 (10.99e)
where
fl(χ1) = 1, (10.99f)
fl(χ2) = fl(α2), (10.99g)
fl(χi) ∈ FLL(χi) is a faithful linear limit of χi (10.99h)
for all i = 3, . . . , n. That is, fl(χi) is the unique character of fl(Gi) = Gi/K that inflates to
χi ∈ Irr(Gi). Let
{fl(Q2i−1), f l(P2r)|fl(β2i−1), f l(α2r)}
l′,k′
i=1,r=0 (10.99i)
be a representative of the unique fl(G)-conjugate class that corresponds to (10.99e). Then Theorem
9.155 implies that we can pick the set (10.99i) so that
fl(Q2i−1) = (l(Q2i−1)K)/K ∼= l(Q2i−1),
f l(P2r) = (l(P2r)K)/K. (10.100a)
whenever 1 ≤ i ≤ l′ and 1 ≤ r ≤ k′. Hence
fl(Q∗2l−1) = (l(Q
∗
2l−1)K)/K
∼= l(Q∗2l−1), (10.100b)
fl(P ∗2k) = (l(P
∗
2k)K)/K = l(P
∗
2k)/K. (10.100c)
Furthermore, we can pick a Hall system {fl(A), f l(B)} for fl(G) to satisfy Theorem 9.161, that is
fl(A) = (l(A)K)/K and fl(B) = (l(B)K)/K ∼= l(B). (10.101)
For every fixed m = 1, . . . , n we have the smaller faithful limit system
0 = fl(G0)✂ fl(G1)✂ fl(G2)✂ · · ·✂ fl(Gm)✂ fl(G), (10.102a)
{fl(χi) ∈ Irr(fl(Gi))}
m
i=0 (10.102b)
{fl(Q2i−1), f l(P2r)|fl(β2i−1), f l(α2r)}
l,k
i=1,r=0 (10.102c)
withn the triangular set picked so that (10.100b) holds. Furthermore, if fl(Q̂) denotes the cor-
responding to Q̂ for the system (10.102), then Theorem 9.162 implies that, having fixed the Hall
system 10.101, we can choose fl(Q̂) so that
fl(Q̂) = (l(Q̂)K)/K ∼= l(Q̂).
Even more, Corollary 9.165 implies that
fl(Q̂)(fl(β2k−1,2k)) and l(Q̂)(l(β2k−1,2k))
have the same image in the automorphism group Aut(fl(P ∗2k)). (10.103)
In addition, Theorem 9.164 implies that we may choose the group fl(P̂ ) for the smaller system
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(10.102) so that
fl(P̂ )(fl(α2l−2,2l−1)) = (l(P̂ )(l(α2l−2,2l−1))K)/K. (10.104a)
Thus, as in Corollary 9.166, identifying l(Q∗2l−1) with the isomorphic group fl(Q
∗
2l−1), we conclude
that the image fl(J) of fl(P̂ )(fl(α2l−2,2l−1)) in Aut(fl(Q
∗
2l−1)) is isomorphic to the image l(J) of
l(P̂ )(l(α2l−2,2l−1)) in Aut(l(Q
∗
2l−1)). But the latter equals J , by (10.93d). Hence
fl(J) ∼= l(J) = J. (10.104b)
In conclusion we get
Theorem 10.105. Assume that the normal series, the character tower, the triangular set and the
Hall system in (10.48) are fixed and satisfy (10.80a). Along with them we fix R and η ∈ Irr(R)
to satisfy (10.80b,c). Let (fl(G), f l(R), f l(η), f l(P2), f l(α2)) be a “B(α2)”-invariant faithful linear
limit of (G,R, η, P2, α2), and (10.99e) be a character tower for the normal series (10.99a), arising
as a faithful linear limit of the tower (10.48b). Then we can pick the triangular set (10.99i) to
satisfy (10.100). In particular, Q∗2i−1 is naturally isomorphic to fl(Q
∗
2i−1), for all i = 1, . . . , l
′. We
also reach a Hall system {fl(A), f l(B)} for fl(G), from (A,B) via (10.101) and Theorem 10.92.
Then for any m = 1, . . . , n, the groups fl(Q̂) and fl(P̂ ) for the smaller system (10.102), can be
chosen, with respect to fl(B) and fl(A) respectively, to satisfy
1. Q̂(β2k−1,2k) is isomorphic to fl(Q̂)(fl(β2k−1,2k)), and they both have the same image in
Aut(fl(P ∗2k)).
2. the associated isomorphism of Aut(Q∗2l−1) onto the group of automorphisms Aut(fl(Q
∗
2l−1))
sends the image of P̂ (α2l−2,2l−1) inside Aut(Q
∗
2l−1) onto the image of fl(P̂ )(fl(α2l−2,2l−1))
inside Aut(fl(Q∗2l−1)), i.e.,
fl(J) ∼= J.
Proof. We have already seen that we can pick the set (10.99i) so that (10.100) holds. The rest
follows from (10.103) and (10.104).
Furthermore, Theorems 9.146 and 9.168, along with Theorem 10.95, easily imply
Theorem 10.106. If the character β2k−1,2k ∈ Irr(Q2k−1,2k) extends to Q̂(β2k−1,2k), then the char-
acter fl(β2k−1,2k) ∈ Irr(fl(Q2k−1,2k)) extends to fl(Q̂)(fl(β2k−1,2k)). Similarly, if the character
α2l−2,2l−1 ∈ Irr(P2l−2,2l−1) extends to P̂ (α2l−2,2l−1), then the irreducible character fl(α2l−2,2l−1) of
fl(P2l−2,2l−1) extends to fl(P̂ )fl(α2l−2,2l−1).
The character l(η) is l(T )-invariant and thus I-invariant. Furthermore, K = Ker(l(η)) is a
subgroup of l(P2) ≤ P2. Hence equation (10.98b) implies
fl(T ) = l(T )/K = (l(P ∗2k)/K)⋊ I = fl(P
∗
2k)⋊ I.
So we can form the quintuple
(fl(T ) = fl(P ∗2k)⋊ I, f l(R), f l(η), f l(P
∗
2k), f l(α
∗
2k)), (10.107)
that we call a G-associate faithful linear limit of (T,R, η, P ∗2k , α
∗
2k). Corollary 10.15 clearly implies
Proposition 10.108. Any faithful linear limit of (fl(T ), f l(R), f l(η), f l(P ∗2k), f l(α
∗
2k)) is also a
faithful linear limit of (T,R, η, P ∗2k , α
∗
2k).
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Chapter 11
Main Theorem
11.1 An outline of the proof
We start with a monomial group G of order paqb, for distinct odd primes p, q and integers a, b ≥ 0.
Of course G is solvable. Hence there exists some chain
1 = G0 ✂G1 ✂G2 ✂ · · ·✂Gn = G, (11.1a)
of normal subgroups Gi of G that satisfy Hypothesis 5.1. So G1 is a q-group, while Gi/Gi−1 is a
p-group if i is even, and a q-group if i is odd, for each i = 2, . . . , n. Let χ0, χ1, . . . , χn satisfy
χi ∈ Irr(Gi) lies under χj ∈ Irr(Gj) (11.1b)
for any i, j = 0, 1, 2, . . . , n with i ≤ j, i.e., the χi form a character tower for the series (11.1a).
Assume further that the integers k′ and l′ are related to n via (5.7), while the set
{Q2i−1, P2r|β2i−1, α2r}
l′,k′
i=1,r=0 (11.1c)
is a representative of the unique conjugacy class of triangular sets that correspond to (11.1b).
We fix a Sylow system {A,B} of G satisfying (8.4) with π = {p}, that is,
A ∈ Sylp(G) and B ∈ Sylq(G), (11.1d)
A(χ1, χ2, . . . , χi) ∈ Sylp(G(χ1, χ2, . . . , χi)) and B(χ1, χ2, . . . , χi) ∈ Sylq(G(χ1, χ2, . . . , χi)),
(11.1e)
A(χ1, . . . , χn) = P
∗
2k′ = P2 · P4 · · ·P2k′ and B(χ1, . . . , χn) = Q
∗
2l′−1 = Q1 ·Q3 · · ·Q2l′−1,
(11.1f)
for each i = 1, 2, . . . , n. Therefore
G(χ1, χ2, . . . , χi) = A(χ1, χ2, . . . , χi)B(χ1, χ2, . . . , χi) (11.1g)
for i = 1, 2, . . . , n.
We are going to perform a series of linear reductions of a very special form. We set S = 1,
and let ζ be the trivial linear character of S. We also set R = 1, and let η be the trivial character
of R. Then (G,S, ζ,G1, χ1) is a quintuple satisfying (10.50). So we may pass to an arbitrary
“A(β1)”-invariant faithful linear limit (G
(1),S(1), ζ(1),G
(1)
1 ,Θ
(1)
1 ) of the quintuple (G,S, ζ,G1, χ1).
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Of course along with that we obtain (see (10.68)) a normal series
1✂Q
(1)
1 = G
(1)
1 ✂ · · ·✂G
(1)
n = G
(1), (11.2)
of G(1), from the series (11.1a). In addition we reach a tower of characters Θ
(1)
i ∈ Irr(G
(1)
i ), for
i = 0, 1, . . . , n, such that Θ
(1)
0 = 1 and Θ
(1)
i lies under Θ
(1)
j and above ζ
(1), whenever 1 ≤ i ≤ j ≤ n.
We also get a triangular set
{Q
(1)
2i−1,P
(1)
2r |β
(1)
2i−1,α
(1)
2r }
k′,l′
i=1,r=0 (11.3)
for (11.2) that corresponds uniquely to the tower {Θ
(1)
i }
n
i=0 and satisfies Theorem 10.76. Further-
more, the original Sylow system {A,B} for G, (see (11.1d)), provides a Sylow system {A(1),B(1)}
for G(1), that also satisfies Theorem 10.76.
Obviously the trivial group R is still a subgroup of P
(1)
2 , and its trivial character η lies under α
(1)
2 .
We denote by R(1) = 1 = R the trivial group, seen inside P
(1)
2 , and by η
(1) ∈ Irr(R(1)) its trivial
character. Hence
1× S(1) = R(1) × S(1) is a central subgroup of G(1) (11.4a)
1× ζ(1) = η(1) × ζ(1) ∈ Irr(R(1) × S(1)). (11.4b)
If n ≥ 2 then in addition we have
R(1) × S(1) ✂ P
(1)
2 ·Q
(1)
1 = G
(1)
2 (11.4c)
η(1) and ζ(1) lie under α
(1)
2 and β
(1)
1 , respectively . (11.4d)
Notice that, as (G(1),S(1), ζ(1),G
(1)
1 ,Θ
(1)
1 ) is a faithful linear limit of (G,S, ζ,G1, χ1), Corollaries
10.9 and 10.10 imply
Remark 11.5. S(1) = Z(G
(1)
1 ) is a cyclic central subgroup of G
(1), maximal among the abelian
G(1)-invariant subgroups of G
(1)
1 . Furthermore, the character β
(1)
1 = Θ
(1)
1 is G
(1)-invariant.
Note also that Corollary 10.15 easily implies
Remark 11.6. Any faithful linear limit of (G(1),S(1), ζ(1),G
(1)
i ,Θ
(1)
i ) is also a faithful linear limit
of (G, 1, 1, Gi, χi), for all i = 1, 2, . . . , n.
As far as the monomial characters of G are concerned we have
Proposition 11.7. Any character Θ(1) ∈ Irr(G(1)) that lies above 1×ζ(1) = η(1)×ζ(1) ∈ Irr(R(1)×
S(1)) is monomial.
Proof. Let Θ(1) be an irreducible character of G(1) that lies above η(1) × ζ(1), and thus above ζ(1).
According to Lemma 10.11, there exists an irreducible character χ ∈ Irr(G), that lies above ζ = 1
and satisfies Θ(1) = fl(χ), that is, Θ(1) is the faithful linear limit of χ. But χ is monomial, as G is
a monomial group. Therefore, Proposition 10.18 implies that Θ(1) is also monomial.
The first critical result, which we will prove in Section 11.3, is
Theorem 11.8. After the above reduction, the group G
(1)
2 is nilpotent, if it exists, i.e., if n ≥ 2.
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This theorem implies that G
(1)
2 is the direct product
G
(1)
2 = P
(1)
2 ×Q
(1)
1 = P
(1)
2 ×G
(1)
1 (11.9a)
of its p-Sylow subgroup P
(1)
2 and its q-Sylow subgroup Q
(1)
1 = G
(1)
1 . It also implies that Θ
(1)
2 is the
direct product
Θ
(1)
2 = α
(1)
2 × β
(1)
1 (11.9b)
of α
(1)
2 ∈ Irr(P
(1)
2 ) and β
(1)
1 = Θ
(1)
1 ∈ Irr(Q
(1)
1 ) = Irr(G
(1)
1 ). Therefore, in the case of n ≥ 2, the
relations in (11.4c,d) imply
R(1) × S(1) ✂ P
(1)
2 ×Q
(1)
1
η(1) × ζ(1) lies under α
(1)
2 × β
(1)
1 = Θ
(1)
2 . (11.10)
Furthermore, the character β
(1)
1 is G
(1)-invariant. Hence the normal series (11.2), along with its
character tower {Θ
(1)
i }
n
i=0, satisfies (8.18) of Section 8.3. So we shift the series by one, and consider
the series
1✂ P
(1)
2 ✂G
(1)
3 ✂ · · ·✂G
(1)
n = G
(1), (11.11a)
of normal subgroups of G(1), that satisfies Hypothesis 5.1. Then, as we have seen in Section 8.3,
and in particular Theorem 8.29, the characters
1,α
(1)
2 ,Θ
(1)
3 , . . . ,Θ
(1)
n , (11.11b)
form a tower for the above series, with corresponding triangular set
{Q
(1)
2i−1,P
(1)
2r |β
(1)
2i−1,α
(1)
2r }
l′,k′
i=2,r=1. (11.11c)
(Note that we have dropped the first q and p groups, Q
(1),s
1 and P
(1),s
0 (see (8.20c) and (8.30c))
respectively, along with their characters, as these are assume trivial for the shifted system.) Fur-
thermore, as Theorem 8.29 implies, the above shifted system and the one for (11.2) have in common
the Sylow system {A(1),B(1)}, i.e., this Sylow system satisfies (8.4) for (11.11).
The quintuple (G(1),R(1),η(1),P
(1)
2 ,α
(1)
2 ) is clearly a linear one. Therefore we may pass to a
B(1)(α
(1)
2 )-invariant faithful linear limit (G
(2),R(2),η(2),P
(2)
2 ,α
(2)
2 ) of the former quintuple. So, (see
(10.99)), the chain (11.11a) reduces to a chain
1✂ P
(2)
2 ✂G
(2)
3 ✂G
(2)
4 ✂ · · ·✂G
(2)
n = G
(2), (11.12a)
of normal subgroups G
(2)
i of G
(2). The character tower (11.11b) reduces (see (10.99e)) to the tower
{1,α
(2)
2 ,Θ
(2)
i }
n
i=3 (11.12b)
where α
(2)
2 ∈ Irr(P
(2)
2 ) and Θ
(2)
i ∈ Irr(G
(2)
i ) , for all i = 3, . . . , n. According to the Theorem
10.105, the Sylow system {A(1),B(1)} for G(1) reduces to a Sylow system {A(2),B(2)} for G(2).
Furthermore, the same theorem provides a unique, up to conjugation, triangular set
{Q
(2)
2i−1,P
(2)
2r |β
(2)
2i−1,α
(2)
2r }
l′,k′
i=2,r=1, (11.12c)
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that corresponds to (11.12b). (Note that we have dropped two trivial groups and their characters.)
Clearly, the characters α
(2)
2 and Θ
(2)
i lie above the limit character η
(2), for all i = 3, . . . , n.
As (G(2),R(2),η(2),P
(2)
2 ,α
(2)
2 ) is a faithful linear limit of (G
(1),R(1),η(1),P
(1)
2 ,α
(1)
2 ), Corollaries 10.9
and 10.10 imply
Remark 11.13. R(2) = Z(P
(2)
2 ) is a cyclic central subgroup of G
(2), maximal among the abelian
G(2)-invariant subgroups of P
(2)
2 , while the character α
(2)
2 is G
(2)-invariant.
In addition, the way we perform the linear reductions, along with Remark 11.6 and Corollary
10.15, implies
Remark 11.14. Any faithful linear limit of (G(2),R(2),η(2),G
(2)
i ,Θ
(2)
i ) is also a faithful linear limit
of (G, 1, 1, Gi, χi), for all i = 3, 4, . . . , n.
Furthermore, the fact that S(1) is a normal subgroup of G(1) that centralizes P
(1)
2 implies, by
Remarks 10.5 and 10.7, that there exists a subgroup S(2) of G(2) such that
S(1) ∼= S(2) ✂G(2) (11.15)
and S(2) centralizes P
(2)
2 . Thus, it also centralizes R
(2) ≤ P
(2)
2 . In addition, S
(2) is a central subgroup
of G(2), as S(1) is a central subgroup of G(1), and G(2) is a section of G(1). Under the isomorphism in
(11.15), the irreducible character ζ(1) ∈ Irr(S(1)) maps to an irreducible character ζ(2) ∈ Irr(S(2)).
If n ≥ 3 we can say more about S(2) and its character ζ(2). Indeed, the fact we used a B(1)(α
(1)
2 )-
invariant faithful limit to get (11.12a), implies (see Theorem 10.105) that Q
(1),∗
2l−1
∼= Q
(2),∗
2l−1 for all
l = 2, . . . , l′. In particular we have
Q
(1)
3
∼= Q
(2)
3 .
The group S(1) is a subgroup of Q
(1)
1 . But the latter is a subgroup of Q
(1)
3 , as G
(1)
2 = P
(1)
2 ×Q
(1)
1 ≤
G
(1)
3 . Hence S
(1) is a subgroup of Q
(1)
3 . We conclude that its isomorphic image S
(2) is a subgroup
of Q
(2)
3 . Furthermore, its irreducible character ζ
(1) ∈ Irr(S(1)) lies under β
(1)
1 . But β
(1)
1 lies under
β
(1)
3 , as Q
(1)
1 ≤ Q
(1)
3 . Hence ζ
(1) lies under β
(1)
3 . As ζ
(1) maps to ζ(2) ∈ Irr(S(2)), while β
(1)
3 maps
to β
(2)
3 ∈ Irr(Q
(2)
3 ), we conclude that ζ
(2) lies under β
(2)
3 . Hence
R(2) × S(2) is a central subgroup of G(2) (11.16a)
η(2) × ζ(2) ∈ Irr(R(2) × S(2)). (11.16b)
If in addition n ≥ 3 then
R(2) × S(2) ✂ P
(2)
2 ·Q
(2)
3 = G
(2)
3 , (11.16c)
η(2) and ζ(2) lie under α
(2)
2 and β
(2)
3 , respectively. (11.16d)
Now we can extend Proposition 11.7 to
Proposition 11.17. Every irreducible character Θ(2) ∈ Irr(G(2)) that lies above η(2) × ζ(2) ∈
Irr(R(2) × S(2)) is monomial.
Proof. Obviously any Θ(2) ∈ Irr(G(2)|η(2) × ζ(2)) lies above η(2) ∈ Irr(R(2)). As the quintuple
(G(2),R(2),η(2),P
(2)
2 ,α
(2)
2 ) is a faithful linear limit of (G
(1),R(1),η(1),P
(1)
2 ,α
(1)
2 ), Lemma 10.11 im-
plies the existence of an irreducible character Θ(1) ∈ Irr(G(1)), lying above η(1), so that Θ(2) is a
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faithful linear limit of Θ(1), under the B(1)(α
(1)
2 )-invariant reductions we performed. As we have
already seen, under those reductions the q-subgroup S(1) of G(1) maps isomorphically to the sub-
group S(2) of G(2). Hence the only way the faithful limit character Θ(2) ∈ Irr(G(2)) can lie above
ζ(2) ∈ Irr(S(2)), is if Θ(1) lies above ζ(1) ∈ Irr(S(1)). In conclusion Θ(1) ∈ Irr(G(1)) lies above
η(1) × ζ(1) ∈ Irr(R(1) × S(1)). Now we can apply Proposition 11.7 to conclude that Θ(1) is mono-
mial. But Θ(2) is a faithful linear limit of Θ(1). Hence Proposition 11.7 implies that Θ(2) is also
monomial. This completes the proof of the proposition.
The next important theorem, that is proved in Section 11.4 is
Theorem 11.18. After the above reductions, the group G
(2)
3 is nilpotent if it exists, i.e., if n ≥ 3.
Hence G
(2)
3 is the direct product
G
(2)
3 = P
(2)
2 ×Q
(2)
3 , (11.19a)
of its p-Sylow subgroup P
(2)
2 and its q-Sylow subgroup Q
(2)
3 . Furthermore, its irreducible character
Θ
(2)
3 is the direct product
Θ
(2)
3 = α
(2)
2 × β
(2)
3 , (11.19b)
of α
(2)
2 ∈ Irr(P
(2)
2 ) and β
(2)
3 ∈ Irr(Q
(2)
3 ). Hence (11.16) in the case of n ≥ 3 becomes
R(2) × S(2) ✂ P
(2)
2 ×Q
(2)
3 = G
(2)
3 , (11.20)
η(2) × ζ(2) lies under α
(2)
2 × β
(2)
3 . (11.21)
The fact that G
(2)
3 is a nilpotent group permits us to shift the series (11.12a) by one, and apply all
the results of Section 8.3. (Note that the roles of p and q are interchanged.) Thus we get the series
1✂Q
(2)
3 ✂G
(2)
4 ✂ · · ·✂G
(2)
n = G
(2), (11.22a)
of normal subgroups of G(2). Then, according to Section 8.3 and, in particular, Theorem 8.29, the
characters
1,β
(2)
3 ,Θ
(2)
4 , . . . ,Θ
(2)
n , (11.22b)
form a tower for the above series, with corresponding triangular set
{P
(2)
2r ,Q
(2)
2i−1|α
(2)
2r ,β
(2)
2i−1}
k′,l′
r=2,i=2. (11.22c)
(As expected, (see (8.20c) and (8.30c)), there are 3 trivial groups (the P
(2),s
0 ,P
(2),s
2 and Q
(2),s
1 ) in
(11.22c) that have been dropped.) Furthermore, the Hall system {A(2),B(2)} for G(2), that was
obtained via the second faithful linear limit, satisfies the equivalent of (11.1d-f) for (11.22) (see
Theorem 8.29). Of course the groups S(2) and R(2) remain central subgroups of G(2) that satisfy
(11.16).
At this point we can repeat the process from the beginning, with R(2) and S(2) in the place of R
and S respectively. (So the next step would be to take an A(2)(β
(2)
3 )-invariant faithful linear limit
(G(3),S(3), ζ(3),Q
(3)
3 ,β
(3)
3 ) of the quintuple (G
(2),S(2), ζ(2),Q
(2)
3 ,β
(2)
3 ).)
Suppose, for the sake of our inductive hypothesis, that we have repeated this process t−1 times,
for some integer t with 2 < t ≤ n, i.e., we have taken t− 1 invariant faithful limits and, after each
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such, we have shifted our series by one. So we arrive at a group G(t−1) = G
(t−1)
n , that is a section
of the original group G. Note that according to the inductive hypothesis, the last group shown to
be nilpotent is the group G
(t−1)
t . Therefore, depending on the parity of t, the group G
(t−1)
t equals
G
(t−1)
t = P
(t−1)
t ×Q
(t−1)
t−1 , when t is even (11.23a)
G
(t−1)
t = P
(t−1)
t−1 ×Q
(t−1)
t , when t is odd. (11.23b)
According to the inductive hypothesis, we can also generalize (11.1) and Remark 11.13. Thus we
can assume that
R(t−1) × S(t−1) ✂ P
(t−1)
t ×Q
(t−1)
t−1 = G
(t−1)
t (11.24a)
η(t−1) × ζ(t−1) lies under α
(t−1)
t × β
(t−1)
t−1 = Θ
(t−1)
t , (11.24b)
S(t−1) = Z(Q
(t−1)
t−1 ) and β
(t−1)
t−1 is G
(t−1)-invariant, (11.24c)
in the case of an even t. If t is odd then
R(t−1) × S(t−1) ✂ P
(t−1)
t−1 ×Q
(t−1)
t = G
(t−1)
t (11.24d)
η(t−1) × ζ(t−1) lies under α
(t−1)
t−1 × β
(t−1)
t = Θ
(t−1)
t , (11.24e)
R(t−1) = Z(P
(t−1)
t−1 ) and α
(t−1)
t−1 is G
(t−1)-invariant. (11.24f)
Furthermore, the last group dropped is the q-group Q
(t−1)
t−1 in the case of an even t, or the p-group
P
(t−1)
t−1 in the case of an odd t.
Case 1: t is even
Assume first that t is even. So we reach the series (after the q-group Q
(t−1)
t−1 is dropped)
1✂ P
(t−1)
t ✂G
(t−1)
t+1 ✂ · · ·✂G
(t−1)
n = G
(t−1), (11.25a)
of normal subgroups of G(t−1). Then G
(t−1)
i /G
(t−1)
i−1 is a p-group if i is even, and a q-group if i is
odd, for each i = t + 2, . . . , n, while for i = t + 1 we get G
(t−1)
t+1 /P
(t−1)
t is a q-group with P
(t−1)
t a
p-group. Along with the above series, we reach the characters
1,α
(t−1)
t ∈ Irr(P
(t−1)
t ),Θ
(t−1)
i ∈ Irr(G
(t−1)
i ) (11.25b)
for each i = t+ 1, . . . , n, that form a tower for (11.25a). Furthermore, we have the triangular set
{Q
(t−1)
2i−1 ,P
(t−1)
2r |β
(t−1)
2i−1 ,α
(t−1)
2r }
l′,k′
i=(t/2)+1,r=t/2 (11.25c)
that corresponds uniquely, up to conjugation, to (11.25b). (Note the first t groups in (11.25c), have
been dropped as they are trivial.) Also the Sylow system {A,B} has been transfered to a Sylow
system {A(t−1),B(t−1)} of G(t−1) that satisfies the properties in (8.4), for (11.25). In addition,
we reach two central subgroups of G(t−1), the p-group R(t−1) and the q-group S(t−1), along with
their characters η(t−1) ∈ Irr(R(t−1)) and ζ(t−1) ∈ Irr(S(t−1)). We assume that n ≥ t, so that our
inductive step will be the t-th step. So we get the linear quintuple (see (11.24))
(G(t−1),R(t−1),η(t−1),P
(t−1)
t ,α
(t−1)
t ). (11.26)
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Furthermore, our inductive hypothesis implies that every irreducible character Θ(t−1) ∈ Irr(G(t−1))
that lies above η(t−1) × ζ(t−1) ∈ Irr(R(t−1) × S(t−1)) is monomial. Also any faithful linear limit
of the quintuple (G(t−1),R(t−1),η(t−1),G
(t−1)
i ,Θ
(t−1)
i ) or the (G
(t−1),S(t−1), ζ(t−1),G
(t−1)
i ,Θ
(t−1)
i ) is
also a faithful linear limit of (G, 1, 1, Gi, χi) for all i = t− 1, t, . . . , n.
For the inductive step, we take a B(t−1)(α
(t−1)
t )-invariant faithful linear limit
(G(t),R(t),η(t),P
(t)
t ,α
(t)
t )
of (G(t−1),R(t−1),η(t−1),P
(t−1)
t ,α
(t−1)
t ). The series (11.25a) reduces to
1✂ P
(t)
t ✂G
(t)
t+1 ✂ · · ·✂G
(t)
n = G
(t). (11.27a)
Furthermore, the character tower (11.25b) reduces to the tower
1,α
(t)
t ,Θ
(t)
i ∈ Irr(G
(t)
i ) (11.27b)
Along with the above character tower we get a triangular set
{Q
(t)
2i−1,P
(t)
2r |β
(t)
2i−1,α
(t)
2r }
l′,k′
i=(t/2)+1,r=t/2 (11.27c)
that satisfies Theorem 10.105. Hence the Sylow system {A(t−1),B(t−1)} for G(t−1), reduces to a
Sylow system {A(t),B(t)} for G(t), that satisfies (8.4) for the above reduced t-system. As with
Remarks 11.5 and 11.13, the fact that we have taken faithful linear limits, along with Corollaries
10.9 and 10.10, implies
Remark 11.28. The group R(t) = Z(P
(t)
t ) is a cyclic central subgroup of G
(t), maximal among the
abelian G(t)-invariant subgroups of G
(t)
t , while the character α
(t)
t is G
(t)-invariant.
In addition, the way the reductions are done, along with Corollary 10.15, implies
Remark 11.29. Any faithful linear limit of the quintuple (G(t),R(t),η(t),G
(t)
i ,Θ
(t)
i ) or the quintuple
(G(t),S(t), ζ(t),G
(t)
i ,Θ
(t)
i ) is also a faithful linear limit of (G, 1, 1, Gi, χi) for all i = t, t+ 1, . . . , n.
Even more, Theorem 10.105 implies that
Q
(t−1),∗
2l−1
∼= Q
(t),∗
2l−1, (11.30a)
for all l = t + 1, . . . , l′, where Q
(t−1),∗
2l−1 and Q
(t),∗
2l−1 denote the product groups Q
(t−1),∗
2l−1 = Q
(t−1)
t+1 ·
Q
(t−1)
t+3 · · ·Q
(t−1)
2l−1 and Q
(t),∗
2l−1 = Q
(t)
t+1 ·Q
(t)
t+3 · · ·Q
(t)
2l−1, respectively. In particular,
Q
(t)
t+1
∼= Q
(t−1)
t+1 . (11.30b)
(Observe that Q
(t−1),∗
t+1 = Q
(t−1)
t+1 and Q
(t),∗
t+1 = Q
(t)
t+1.) The group S
(t−1) is a central subgroup of
G(t−1) that centralizes P
(t−1)
t (see (11.24a)). Hence Remarks 10.5 and 10.7 imply that S
(t−1) maps
isomorphically to a normal subgroup
S(t) ∼= S(t−1) (11.30c)
of G(t), that centralizes P
(t)
t . In addition, S
(t) is a central subgroup of G(t), as S(t−1) is a central
subgroup of G(t−1), and G(t) is a section of G(t−1). Furthermore, under the group isomorphism in
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(11.30c), the irreducible character ζ(t−1) ∈ Irr(S(t−1)) maps to
ζ(t) ∈ Irr(S(t)). (11.30d)
As n ≥ t+ 1, the group Q
(t−1)
t+1 exists. Furthermore, as G
(t−1)
t = P
(t−1)
t ×Q
(t−1)
t−1 is nilpotent we get
that Q
(t−1)
t−1 is a subgroup of Q
(t−1)
t+1 , while its irreducible character β
(t−1)
t−1 ∈ Irr(Q
(t−1)
t−1 ) lies under
β
(t−1)
t+1 ∈ Irr(Q
(t−1)
t+1 ). Hence S
(t−1) ≤ Q
(t−1)
t−1 is a subgroup of Q
(t−1)
t+1 . This along with (11.30) implies
that S(t) is a subgroup of Q
(t)
t+1. Even more, its irreducible character ζ
(t) ∈ Irr(S(t)) lies under β
(t)
t+1,
as ζ(t−1) lies under β
(t−1)
t−1 (see (11.24b)) and that under β
(t−1)
t+1 . Hence
Proposition 11.31. We have two central subgroups of G(t), the p-group R(t) and the q-group S(t).
Along with them we get their irreducible characters η(t) ∈ Irr(R(t)) and ζ(t) ∈ Irr(S(t)). These
groups and characters satisfy
R(t) × S(t) ✂ P
(t)
t ·Q
(t)
t+1 = G
(t)
t+1,
η(t) and ζ(t) lie under α
(t)
t and β
(t)
t+1, respectively.
We can also show
Proposition 11.32. Every irreducible character Θ(t) ∈ Irr(G(t)) that lies above η(t) × ζ(t) ∈
Irr(R(t) × S(t)), is monomial.
Proof. The quintuple (G(t),R(t),η(t),P
(t)
t ,α
(t)
t ) is a faithful linear limit of the linear quintuple
(G(t−1),R(t−1),η(t−1),P
(t−1)
t ,α
(t−1)
t ). If Θ
(t) ∈ Irr(G(t)) lies above η(t)×ζ(t), then it lies above η(t),
hence Lemma 10.11 implies the existence of an irreducible character Θ(t−1) ∈ Irr(G(t−1)) above
η(t−1), so that Θ(t) is a faithful linear limit of Θ(t−1), under the B(t−1)(α
(t−1)
t )-invariant reductions
we performed. As we have already seen, under those reductions, the q-subgroup S(t−1) of G(t−1)
maps isomorphically to the subgroup S(t) of G(t), see (11.30c). Hence the only way the faithful limit
character Θ(t) ∈ Irr(G(t)) can lie above ζ(t) ∈ Irr(S(t)), is if Θ(t−1) lies above ζ(t−1) ∈ Irr(S(t−1)). In
conclusion Θ(t−1) ∈ Irr(G(t−1)) lies above η(t−1) × ζ(t−1) ∈ Irr(R(t−1) × S(t−1)). According to our
inductive hypothesis, Θ(t−1) is monomial. As Θ(t) is a faithful linear limit of Θ(t−1), Proposition
11.7 implies that Θ(t) is also monomial. This completes the proof of the proposition.
The main theorem for the inductive step, in the case of an even t, will be
Theorem 11.33. After the above reductions, the group G
(t)
t+1 is nilpotent if it exists, i.e., if n ≥ t+1.
Observe that, as before, the fact G
(t)
t+1 is nilpotent allows us to shift the series (11.27a) by one.
So, provided that t+ 2 ≤ n, we get the series
1✂Q
(t)
t+1 ✂G
(t)
t+2 ✂ · · ·✂G
(t)
n = G
(t). (11.34a)
The character tower and its corresponding triangular set are carried over to the shifted series, as
in the Sylow system. Hence the characters
1,β
(t)
t+1,Θ
(t)
t+2, . . . ,Θ
(t)
n (11.34b)
form a tower for the series (11.34a). Its corresponding triangular set is
{Q
(t)
2i−1,P
(t)
2r |β
(t)
2i−1,α
(t)
2r }
l′,k′
i=(t/2)+1,r=(t/2)+1 (11.34c)
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Case 2: t is odd
We work similarly if t is odd. Note that, after we drop the p-group P
(t−1)
t−1 (see (11.23)), we
reach the system
1✂Q
(t−1)
t ✂G
(t−1)
t+1 ✂ · · ·✂G
(t−1)
n = G
(t−1), (11.35a)
1,β
(t−1)
t ∈ Irr(Q
(t−1)
t ),Θ
(t−1)
i ∈ Irr(G
(t−1)
i ) (11.35b)
{Q
(t−1)
2i−1 ,P
(t−1)
2r |β
(t−1)
2i−1 ,α
(t−1)
2r }
l′,k′
i=(t+1)/2,r=(t+1)/2 (11.35c)
that is equaivalent to (11.25) for the even case.
Observe that we can adjoint the trivial group at the bottom of (11.35a) and consider the series
1✂ 1✂Q
(t−1)
t ✂G
(t−1)
t+1 ✂ · · ·✂G
(t−1)
n = G
(t−1), (11.36)
This way t has become even. We can now interchange the roles of p and q, and apply the already
proved results of Case 1. For clarity we remark that, to prove the inductive step in this case of an
odd t, we take an A(t−1)(β
(t−1)
t )-invariant faithful linear limit
(G(t),S(t), ζ(t),Q
(t)
t ,β
(t)
t )
of (G(t−1),S(t−1), ζ(t−1),Q
(t−1)
t ,β
(t−1)
t ). So the system (11.35) reduces to
1✂Q
(t)
t ✂G
(t)
t+1 ✂ · · ·✂G
(t)
n = G
(t). (11.37a)
1,β
(t)
t ,Θ
(t)
i ∈ Irr(G
(t)
i ) (11.37b)
{Q
(t)
2i−1,P
(t)
2r |β
(t)
2i−1,α
(t)
2r }
l′,k′
i=(t+1)/2,r=(t+1)/2 (11.37c)
All the conclusions of the even case are transfered to the odd case. In particular we get,
Remark 11.38. The group S(t) = Z(Q
(t)
t ) is a cyclic central subgroup of G
(t), maximal among the
abelian G(t)-invariant subgroups of G
(t)
t , while the character β
(t)
t is G
(t)-invariant.
Remark 11.39. Any faithful linear limit of the quintuple (G(t),R(t),η(t),G
(t)
i ,Θ
(t)
i ) or the quintuple
(G(t),S(t), ζ(t),G
(t)
i ,Θ
(t)
i ) is also a faithful linear limit of (G, 1, 1, Gi, χi) for all i = t, t+ 1, . . . , n.
Proposition 11.40. We have two central subgroups of G(t), the p-group R(t) and the q-group S(t).
Along with them we get their irreducible characters η(t) ∈ Irr(R(t)) and ζ(t) ∈ Irr(S(t)). These
groups and characters satisfy
R(t) × S(t) ✂ P
(t)
t+1 ·Q
(t)
t = G
(t)
t+1
η(t) and ζ(t) lie under α
(t)
t+1 and β
(t)
t , respectively.
Proposition 11.41. Every irreducible character Θ(t) ∈ Irr(G(t)) that lies above η(t) × ζ(t) ∈
Irr(R(t) × S(t)), is monomial.
The main theorem for the inductive step in the case of an odd t, will be
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Theorem 11.42. After the above reductions, the group G
(t)
t+1 is nilpotent if it exists, i.e., if n ≥ t+1.
Observe that, as before, the fact G
(t)
t+1 is nilpotent allows us to shift the series (11.37a) by one.
So, provided that t+ 2 ≤ n, we get the series
1✂ P
(t)
t+1 ✂G
(t)
t+2 ✂ · · · ✂G
(t)
n = G
(t). (11.43a)
The character tower and its corresponding triangular set are carried over to the shifted series, as
in the Sylow system. Hence the characters
1,α
(t)
t+1,Θ
(t)
t+2, . . . ,Θ
(t)
n (11.43b)
form a tower for the series (11.43a). Its corresponding triangular set is
{Q
(t)
2i−1,P
(t)
2r |β
(t)
2i−1,α
(t)
2r }
l′,k′
i=(t+3)/2,r=(t+1)/2 (11.43c)
Now we can repeat the process at the t+ 1-st step.
11.2 Conclusions for the smaller systems
Before giving the proofs of the three theorems stated in the previous section, we will analyze the
behavior, under the described reductions, of the smaller system
1✂G1 ✂G2 ✂ · · ·✂Gm ✂G, (11.44a)
{χi ∈ Irr(Gi)}
m
i=0 (11.44b)
{Q2i−1, P2r, |β2i−1, α2r}
l,k
i=1,r=0 (11.44c)
for any fixed, but arbitrary, m = 1, . . . , n. The integers k and l are, as usual, related to m via
(5.7). Associated to this system are the groups T = P ∗2k ⋊ I and U = Q
∗
2l−1 ⋊ J , where I is the
image of Q̂(β2k−1,2k) in Aut(P
∗
2k) and J that of P̂ (α2l−2,2l−1) in Aut(Q
∗
2l−1), (for their definitions
see (10.84) and (10.53)).
After the first A(β1)-invariant reductions the above smaller system reduces, along with the
original (11.1), to the system
1✂G
(1)
1 ✂G
(1)
2 ✂ · · ·✂G
(1)
m ✂G
(1), (11.45a)
{Θ
(1)
i ∈ Irr(G
(1)
i )}
m
i=0 (11.45b)
{Q
(1)
2i−1,P
(1)
2r , |β
(1)
2i−1,α
(1)
2r }
l,k
i=1,r=0 (11.45c)
(Note that this last triangular set is a subset of (11.3).) Of course the groups T and U reduce
to T(1) and U(1), respectively. So T(1) = P
(1),∗
2k ⋊ I
(1), where I(1) is the image of Q̂(1)(β
(1)
2k−1,2k) in
Aut(P
(1),∗
2k ). Similarly, U
(1) = Q
(1),∗
2l−1⋊J
(1), where J(1) is the image of P̂(1)(α
(1)
2l−2,2l−1) in Aut(Q
(1),∗
2l−1).
Then, according to Theorem 10.76,
Theorem 11.46. The groups Q̂(1)(β
(1)
2k−1,2k) and P̂
(1)(α
(1)
2l−1,2l−1) can be chosen to satisfy
P ∗2k is naturally isomorphic to P
(1),∗
2k .
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This isosmorphism sends the image of Q̂(β2k−1,2k) in Aut(P
∗
2k) onto that of Q̂
(1)(β
(1)
2k−1,2k) in
Aut(P
(1),∗
2k ). So I
∼= I(1). In addition,
T ∼= T(1),
Image of P̂ (α2l−2,2l−1) in Aut(Q
(1),∗
2l−1) = J
(1) = Image of P̂(1)(α
(1)
2l−2,2l−1) in Aut(Q
(1),∗
2l−1) .
Note that as P ∗2k is naturally isomorphic to P
(1),∗
2k , we get that
Image of Q̂(β2k−1,2k) in Aut(P
(1),∗
2k ) = I
(1) = Image of Q̂(1)(β
(1)
2k−1,2k) in Aut(P
(1),∗
2k ) (11.47)
As we have already seen, the groupR = 1 seen inside P
(1)
2 ≤ P
(1),∗
2k is denoted by R
(1), and its irre-
ducible character η = 1, by η(1). So we can form the linear quintuple (T(1),R(1),η(1),P
(1),∗
2k ,α
(1),∗
2k ).
Furthermore, T(1) ∼= T , while P
(1),∗
2k is naturally isomorphic to P
∗
2k, (so that the character α
(1),∗
2k
maps to α∗2k). This, along with the equations in (10.78), implies
Corollary 11.48. After the first A(β1)-invariant reductions we have
(T(1),R(1),η(1),P
(1),∗
2k ,α
(1),∗
2k )
∼= (T,R, η, P ∗2k , α
∗
2k). (11.49)
Furthermore, the quintuple (U(1),S(1), ζ(1),Q
(1),∗
2l−1,β
(1),∗
2l−1) is a G-associate faithful linear limit of
(U,S, ζ,Q∗2l−1, β
∗
2l−1). Hence any faithful linear limit of the former quintuple is also a faithful
linear limit of the latter one.
From now on, we will identify the quintuples in (11.49).
Note that when we shift the series (11.2) by one in (11.11), the same happens to the series
(11.44a). Thus we get the system
1✂ P
(1)
2 ✂G
(1)
3 ✂ · · ·✂G
(1)
m ✂G
(1), (11.50a)
1,α
(1)
2 ,Θ
(1)
3 , . . . ,Θ
(1)
m , (11.50b)
{Q
(1)
2i−1,P
(1)
2r , |β
(1)
2i−1,α
(1)
2r }
l,k
i=2,r=1 (11.50c)
that is a smaller system for (11.11). Observe also that, according to Theorem 8.29, none of the
groups I(1), J(1),T(1) and U(1) changes passing to the shifted case.
When the next series of B(1)(α
(1)
2 )-invariant reductions is performed the system (11.50) reduces
to
1✂ P
(2)
2 ✂G
(2)
3 ✂ · · ·✂G
(2)
m ✂G
(2), (11.51a)
1,α
(2)
2 ,Θ
(2)
3 , . . . ,Θ
(2)
m , (11.51b)
{Q
(2)
2i−1,P
(2)
2r , |β
(2)
2i−1,α
(2)
2r }
l,k
i=2,r=1 (11.51c)
The groups I(1), J(1) and T(1),U(1) reduce to the groups I(2), J(2) and T(2),U(2), respectively, so
that Theorem 10.105 holds. (The notation is as expected, that is T(2) = P
(2),∗
2k ⋊ I
(2), where I(2)
is the image of Q̂(2)(β
(2)
2k−1,2k) in Aut(P
(2),∗
2k ), and U
(2) = Q
(2),∗
2l−1 ⋊ J
(2), where J(2) is the image of
P̂(2)(α
(2)
2l−2,2l−1) in Aut(Q
(2),∗
2l−1).) In view of Theorem 10.105, we get
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Theorem 11.52. The reduced system (11.51) satisfies
Q
(1),∗
2l−1 is naturally isomorphic to Q
(2),∗
2l−1,
This isosmorphism sends the image of P̂(1)(α
(1)
2l−2,2l−1) in Aut(Q
(1),∗
2l−1) onto that of P̂
(2)(α
(2)
2l−2,2l−1)
in Aut(Q
(2),∗
2l−1). So J
(1) ∼= J(2). In addition,
U(1) ∼= U(2),
Image of Q̂(1)(β
(1)
2k−1,2k) in Aut(P
(2),∗
2k ) = I
(2) = Image of Q̂(2)(β
(2)
2k−1,2k) in Aut(P
(2),∗
2k ) .
Note that similar to (11.47), the fact that Q
(1),∗
2l−1 is naturally isomorphic to Q
(2),∗
2l−1, along with
Theorem 11.52, implies
Image of P̂(1)(α
(1)
2l−2,2l−1) in Aut(Q
(2),∗
2l−1) = J
(2) = Image of P̂(2)(α
(1)
2l−2,2l−1) in Aut(Q
(2),∗
2l−1).
(11.53)
Furthermore, the group S(1) is isomorphic to S(2), (see (11.15)), while its irreducible character
ζ(1) ∈ Irr(S(1)) maps under the above isomorphism to ζ(2) ∈ Irr(S(2)). This, along with the
isomorphism between U(1) and U(2), and the remarks following Theorem 10.105 (see (10.107)),
implies
Corollary 11.54. After the second B(1)(α
(1)
2 )-invariant reductions we have
(U(1),S(1), ζ(1),Q
(1),∗
2l−1,β
(1),∗
2l−1)
∼= (U(2),S(2), ζ(2),Q
(2),∗
2l−1,β
(2),∗
2l−1). (11.55)
Furthermore, the quintuple (T(2),R(2),η(2),P
(2),∗
2k ,α
(2),∗
2k ) is a G
(1)-associate faithful linear limit of
(T(1),R(1),η(1),P
(1),∗
2k ,α
(1),∗
2k ). Hence any faithful linear limit of the former quintuple is also a faithful
linear limit of the latter one.
From now on we will identify the quintuples in (11.55).
Corollary 11.48 and 11.54 combined (with the appropriate identifications) imply
Theorem 11.56. Any faithful linear limit of the quintuple (T(2),R(2),η(2),P
(2),∗
2k ,α
(2),∗
2k ), or the
(U(2),S(2), ζ(2),Q
(2),∗
2l−1,β
(2),∗
2l−1) is also a faithful linear limit of the quintuple (T,R, η, P
∗
2k, α
∗
2k), or
(U,S, ζ,Q∗2l−1, β
∗
2l−1), respectively.
Furthermore, for the image J(2) of P̂(2)(α
(2)
2l−2,2l−1) in Aut(Q
(2),∗
2l−1) we have
J(2) = Image of P̂(1)(α
(1)
2l−2,2l−1) in Aut(Q
(2),∗
2l−1) by (11.53)
= Image of P̂ (α2l−2,2l−1) in Aut(Q
(2),∗
2l−1) by Theorem 11.46, since Q
(1),∗
2l−1
∼= Q
(2),∗
2l−1
Even more, equation (11.47), along with the fact that P
(2),∗
2k is a factor of P
(1),∗
2k , implies
Image of Q̂(β2k−1,2k) in Aut(P
(2),∗
2k ) = Image of Q̂
(1)(β
(1)
2k−1,2k) in Aut(P
(2),∗
2k ).
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Therefore, for the image I(2) of Q̂(2)(β
(2)
2k−1,2k) in Aut(P
(2),∗
2k ) we have
I(2) = Image of Q̂(1)(β
(1)
2k−1,2k) in Aut(P
(2),∗
2k ) by Theorem 11.52
= Image of Q̂(β2k−1,2k) in Aut(P
(2),∗
2k ) .
In conclusion, we get
Theorem 11.57.
J(2) = Image of P̂ (α2l−2,2l−1) in Aut(Q
(2),∗
2l−1) ,
I(2) = Image of Q̂(β2k−1,1k) in Aut(P
(2),∗
2k ) .
When we shift the series (11.12a) by one to get (11.22a), the system (11.51) is also shifted by
one. Thus we reach
1✂Q
(2)
3 ✂G
(2)
4 ✂ · · ·✂G
(2)
m ✂G
(2), (11.58a)
1,β
(2)
3 ,Θ
(2)
4 , . . . ,Θ
(2)
m , (11.58b)
{Q
(2)
2i−1,P
(2)
2r , |β
(2)
2i−1,α
(2)
2r }
l,k
i=2,r=2 (11.58c)
According to Theorem 8.29, the groups I(2), J(2),T(2) and U(2) remain unchanged passing to the
shifted system (11.58).
According to our inductive hypothesis, after t−1 steps (where 2 < t ≤ m), we reach the system
1✂ P
(t−1)
t ✂G
(t−1)
t+1 ✂ · · ·✂G
(t−1)
m ✂G
(t−1), (11.59a)
1,α
(t−1)
t ,Θ
(t−1)
t+1 , . . . ,Θ
(t−1)
m , (11.59b)
{Q
(t−1)
2i−1 ,P
(t−1)
2r , |β
(t−1)
2i−1 ,α
(t−1)
2r }
l,k
i=(t/2)+1,r=t/2 (11.59c)
when t is even. In the case of an odd t we get
1✂Q
(t−1)
t ✂G
(t−1)
t+1 ✂ · · ·✂G
(t−1)
m ✂G
(t−1), (11.60a)
1,β
(t−1)
t ,Θ
(t−1)
t+1 , . . . ,Θ
(t−1)
m , (11.60b)
{Q
(t−1)
2i−1 ,P
(t−1)
2r , |β
(t−1)
2i−1 ,α
(t−1)
2r }
l,k
i=(t+1)/2+1,r=(t+1)/2 (11.60c)
Furthermore, the groups I, J, T and U are reduced to the groups I(t−1), J(t−1),T(t−1) and U(t−1),
where T(t−1) = P
(t−1),∗
2k ⋊I
(t−1), and I(t−1) is the image of Q̂(t−1)(β
(t−1)
2k−1,2k) in Aut(P
(t−1),∗
2k ). Similarly,
U(t−1) = Q
(t−1),∗
2l−1 ⋊ J
(t−1) where J(t−1) is the image of P̂(2t−1)(α
(t−1)
2l−2,2l−1) in Aut(Q
(t−1),∗
2l−1 ). These
groups satisfy
Theorem 11.61. Any faithful linear limit of (T(t−1),R(t−1),η(t−1),P
(t−1),∗
2k ,α
(t−1),∗
2k ) or the quin-
tuple (U(t−1),S(t−1), ζ(t−1),Q
(t−1),∗
2l−1 ,β
(t−1),∗
2l−1 ) is also a faithful linear limit of (T,R, η, P
∗
2k , α
∗
2k) or
(U,S, ζ,Q∗2l−1, β
∗
2l−1), respectively.
Furthermore for the groups I(t−1) and J(t−1) we have
Theorem 11.62.
J(t−1) = Image of P̂ (α2l−2,2l−1) in Aut(Q
(t−1),∗
2l−1 ) ,
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I(t−1) = Image of Q̂(β2k−1,1k) in Aut(P
(t−1),∗
2k ) .
At the inductive step (the t-th step), either we perform a series of B(t−1)(α
(t−1)
t )-invariant
reductions,if t is even, or a series of A(t−1)(β
(t−1)
t )-invariant reductions, if t is odd. The systems
(11.59) and (11.60) reduce to
1✂ P
(t)
t ✂G
(t)
t+1 ✂ · · ·✂G
(t)
m ✂G
(t), (11.63a)
1,α
(t)
t ,Θ
(t)
t+1, . . . ,Θ
(t)
m , (11.63b)
{Q
(t)
2i−1,P
(t)
2r , |β
(t)
2i−1,α
(t)
2r }
l,k
i=(t/2)+1,r=t/2
(11.63c)
when t is even, and
1✂Q
(t)
t ✂G
(t)
t+1 ✂ · · · ✂G
(t)
m ✂G
(t), (11.64a)
1,β
(t)
t ,Θ
(t)
t+1, . . . ,Θ
(t)
m , (11.64b)
{Q
(t)
2i−1,P
(t)
2r , |β
(t)
2i−1,α
(t)
2r }
l,k
i=(t+1)/2+1,r=(t+1)/2 (11.64c)
when t is odd.
Case 1: t is even
Suppose first that t is even. Then the groups I(t−1), J(t−1),T(t−1) and U(t−1) (for the system
(11.59)), reduce to the groups I(t), J(t),T(t) and U(t), (for the system (11.63)), so that Theorem
10.105 holds. (Observe we can use Theorem 10.105 as the reductions we used to get (11.63) were
B(t−1)(α
(t−1)
t )-invariant.) In particular we get
Q
(t−1),∗
2l−1 is naturally isomorphic to Q
(t),∗
2l−1, (11.65a)
this isosmorphism sends the image of P̂(t−1)(α
(t−1)
2l−2,2l−1)
in Aut(Q
(t−1),∗
2l−1 ) onto that of P̂
(t)(α
(t)
2l−2,2l−1) in Aut(Q
(t),∗
2l−1),i.e., J
(t−1) ∼= J(t), (11.65b)
U(t−1) ∼= U(t), (11.65c)
Image of Q̂(t−1)(β
(t−1)
2k−1,2k) in Aut(P
(t),∗
2k ) = Image of Q̂
(t)(β
(t)
2k−1,2k) in Aut(P
(t),∗
2k ). (11.65d)
Similar to (11.53), the above implies
Image of P̂(t−1)(α
(t−1)
2l−2,2l−1) in Aut(Q
(t),∗
2l−1) = J
(t) = Image of P̂(t)(α
(t)
2l−2,2l−1) in Aut(Q
(t),∗
2l−1).
(11.66)
This, along with the fact that S(t) ∼= S(t−1) (see (11.30c)), implies that
(U(t−1),S(t−1), ζ(t−1),Q
(t−1),∗
2l−1 ,β
(t−1),∗
2l−1 )
∼= (U(t),S(t), ζ(t),Q
(t),∗
2l−1,β
(t),∗
2l−1). (11.67)
From now on we identify these two quintuples. Observe that (T(t),R(t),η(t),P
(t),∗
2k ,α
(t),∗
2k ) is a G
(t−1)-
associate faithful linear limit of (T(t−1),R(t−1),η(t−1),P
(t−1),∗
2k ,α
(t−1),∗
2k ), (see (10.107)). Hence,
Proposition 10.108 implies that any faithful linear limit of (T(t),R(t),η(t),P
(t),∗
2k ,α
(t),∗
2k ) is also a
faithful linear limit of (T(t−1),R(t−1),η(t−1),P
(t−1),∗
2k ,α
(t−1),∗
2k ). This, along with (11.67) and Theo-
rem 11.56 implies
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Theorem 11.68. Any faithful linear limit of the quintuple (T(t),R(t),η(t),P
(t),∗
2k ,α
(t),∗
2k ) or the quin-
tuple (U(t),S(t), ζ(t),Q
(t),∗
2l−1,β
(t),∗
2l−1) is also a faithful linear limit of the quintuple (T,R, η, P
∗
2k, α
∗
2k) or
(U,S, ζ,Q∗2l−1, β
∗
2l−1), respectively.
So Theorem 11.61 holds for the inductive t-th step, in the case of an even t. In addition,
Theorem 11.62 is still valid for an even t, i.e.,
Theorem 11.69.
J(t) = Image of P̂ (α2l−2,2l−1) in Aut(Q
(t),∗
2l−1) , (11.70a)
I(t) = Image of Q̂(β2k−1,2k) in Aut(P
(t),∗
2k ) . (11.70b)
Proof. For the proof of (11.70a), note that Theorem 11.62, along with the fact that the section
Q
(t),∗
2l−1 of Q
(t−1),∗
2l−1 is isomorphic to Q
(t−1),∗
2l−1 (see (11.30a)), implies that
Image of P̂(t−1)(α
(t−1)
2l−2,2l−1) in Aut(Q
(t),∗
2l−1) = Image of P̂ (α2l−2,2l−1) in Aut(Q
(t),∗
2l−1) .
This, along with (11.66), implies
J(t) = Image of P̂(t−1)(α
(t−1)
2l−2,2l−1) in Aut(Q
(t),∗
2l−1)
= Image of P̂ (α2l−2,2l−1) in Aut(Q
(t),∗
2l−1) .
Hence (11.70a) follows.
As far as (11.70b) is concerned, first observe that
I(t) = Image of Q̂(t)(β
(t)
2k−1,2k) in Aut(P
(t),∗
2k )
= Image of Q̂(t−1)(β
(t−1)
2k−1,2k) in Aut(P
(t),∗
2k ) by (11.65d). (11.71)
On the other hand, Theorem 11.62 implies that
I(t−1) = Image of Q̂(t−1)(β
(t−1)
2k−1,2k) in Aut(P
(t−1),∗
2k ) = Image of Q̂(β2k−1,2k) in Aut(P
(t−1),∗
2k ) .
(11.72)
But P(t),∗ is a section of P(t−1),∗. Hence (11.72) implies that
Image of Q̂(t−1)(β
(t−1)
2k−1,2k) in Aut(P
(t),∗
2k ) = Image of Q̂(β2k−1,2k) in Aut(P
(t),∗
2k ) .
This, along with (11.71), implies the desired equation in (11.70a).
Case 2: t is odd We can work similarly in the case of an odd t, to prove that Theorems 11.68
and 11.69 are still valid. This time we use Theorem 10.76 on the system 11.64, as the reductions
we used to get 11.64 were A(t−1)(β
(t−1)
t )-invariant. Note that the analogue to (11.65) in this case
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is
P
(t−1),∗
2k is naturally isomorphic to P
(t),∗
2k , (11.73a)
this isosmorphism sends the image of Q̂(t−1)(β
(t−1)
2k−1,2k)
in Aut(P
(t−1),∗
2k ) onto that of Q̂
(t)(β
(t)
2k−1,1k) in Aut(P
(t),∗
2k ),i.e., I
(t−1) ∼= I(t) (11.73b)
T(t−1) ∼= T(t), (11.73c)
Image of P̂(t−1)(α
(t−1)
2l−2,2l−1) in Aut(Q
(t),∗
2l−1) = Image of P̂
(t)(α
(t)
2l−2,2l−1) in Aut(Q
(t),∗
2l−1). (11.73d)
As with the even case (note that this time R(t) ∼= R(t−1)), we have
(T(t−1),R(t−1),η(t−1),P
(t−1),∗
2k ,α
(t−1),∗
2k )
∼= (T(t),R(t),η(t),P
(t),∗
2k ,α
(t),∗
2k ). (11.74)
Furthermore, Proposition 10.79 implies that any faithful linear limit of (U(t),S(t), ζ(t),Q
(t),∗
2k ,β
(t),∗
2k )
is also a faithful linear limit of (U(t−1),S(t−1), ζ(t−1),Q
(t−1),∗
2k ,β
(t−1),∗
2k ). These are enough for the
proof of Theorem 11.68, when t is odd.
The proof of Theorem 11.69 in the case of an odd t, is in the same spirit as the one we have
already given for even t, so we omit it.
We can now give the proofs of Theorems 11.8, 11.18 and 11.33.
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11.3 The t = 1 case
In this section we handle the t = 1 case, i.e., we give the proof of Theorem 11.8. For that we need
a result stated as Theorem 11.76 below, which is interesting on its own.
We use the same notation about symplectic modules as the one introduced in Section 10.2. The
“magic” theorem of this chapter is Theorem 3.2 in [1]. An equivalent form of this theorem we give
here as Theorem 11.75.
Theorem 11.75. Suppose that F is a finite field of odd characteristic p, that G is a finite p-solvable
group, that H is a subgroup of p-power index in G, that B is an anisotropic symplectic FG-module
and that C is an FG-submodule of B. Then the G-invariant symplectic form on B restricts to
a G-invariant symplectic form on C. If C, with this form, restricts to a hyperbolic symplectic
FH-module C|H , then C = 0.
Proof. Since B is symplectic and FG-anisotropic, so is its FG-submodule C. Theorem 3.2 of [1],
applied to C, tells us that C is FG-hyperbolic if C|H is FH-hyperbolic. In that case C is both
FG-anisotropic and FG-hyperbolic. So it must be 0.
After these preliminaries we can prove the first important theorem of this chapter.
Theorem 11.76. Assume that G is a p, q-group, where p and q are distinct odd primes, and
that N,M are normal subgroups of G. Let M = P × S and N = P ⋊ Q, where P is a p-group,
and S,Q are q-groups with S ≤ Q. Assume that the center Z(P ) of P is maximal among the
abelian G-invariant subgroups of P . Let χ,α, β and ζ be irreducible characters of G,P, S and Z(P )
respectively that satisfy
χ ∈ Irr(G|α × β) and α ∈ Irr(P |ζ), (11.77a)
ζ is a faithful G-invariant character of Z(P ), (11.77b)
G(β) = G, (11.77c)
χ is a monomial character of G with χ(1)q = β(1), (11.77d)
where χ(1)q denotes the q-part of the integer χ(1). Then Q centralizes P .
Proof. First observe that S,P are normal subgroups of G, as they are characteristic subgroups of
M ✂ G. The existence of the G-invariant faithful character ζ ∈ Irr(Z(P )) implies that Z(P ) is
a cyclic central subgroup of G, i.e., Z(P ) ≤ Z(G). Furthermore, the fact that Z(P ) is maximal
among the abelian subgroups of P that are normal in G implies that every characteristic abelian
subgroup of P is contained in Z(P ) and thus is cyclic. Hence P. Hall’s theorem implies that either
P is an abelian group or it is the central product
P = T ⊙ Z(P ), (11.78a)
where T is an extra special p-group of exponent p and
T ∩ Z(P ) = Z(T ). (11.78b)
Note that the group T is unique, as T = Ω(P ).
In the case that P = Z(P ) is an abelian group, Theorem 11.76 holds trivially, as P = Z(P ) ≤
Z(G) is centralized by G. Thus we may assume that P > Z(P ) and (11.78) holds.
Since χ is monomial, there exists a subgroup H of G, and a linear character λ ∈ Lin(H) that
induces χ = λG. Then the product HS forms a subgroup of G. Furthermore,
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Claim 11.79. |G : HS| is a p-number, and (λHS)|S = β.
Proof. Indeed, as S ✂G, Clifford’s theory, along with (11.77c), implies that
χ|S = m · β,
for some integer m ≥ 0. Hence deg(χ) = m deg(β). Since χ(1)q = β(1), we have that m is a power
of p. As H ≤ HS ≤ G, the induced character λHS lies in Irr(HS) and induces (λHS)G = λG = χ.
So
deg(λHS) · |G : HS| = deg(χ) = m deg(β).
Clifford’s theorem also implies that λHS |S = sβ, for some integer s. As deg(λ
HS) = |HS : H| =
|S : H ∩ S| we get that both deg(λHS |S) and s are q-numbers. But
s deg(β)|G : HS| = deg(λHS) · |G : HS| = m deg(β),
with m a p-number. Hence s = 1, while |G : HS| is a power of p. This completes the proof of the
claim.
The fact that λ ∈ Lin(H) induces irreducibly to G implies that the center, Z(G), of G is a
subgroup of H. This, along with the fact that Z(P ) ≤ Z(G), implies
Z(P ) ≤ Z(G) ≤ H. (11.80)
Let E := [P,Q]. Then E is a characteristic subgroup of N and thus a normal subgroup of G. Even
more, we have
Claim 11.81. E = [P,Q] is an abelian group.
Proof. Suppose not. Then E is a non-abelian normal subgroup of G contained in P = T · Z(P ).
As Z(P ) ≤ Z(G) (by (11.80)),we have E = [P,Q] = [T,Q] ≤ T . Furthermore, Z(E) is an abelian
normal subgroup of G, contained in T ≤ P . Hence Z(E) is contained in T ∩ Z(P ) = Z(T ). As E
is non-abelian and Z(T ) has order p, we conclude that Z(E) = Z(T ) ≤ Z(P ) ≤ Z(G). Therefore
E = [T,Q] is an extra special subgroup of T of exponent p, whose center is central in G. Hence
the group E satisfies condition (4.3a) in [1]. In addition, Q is a p′-subgroup of G such that QE
is normal in G (as P = [P,Q]C(Q in P ) and thus G = EN(Q in G)). Clearly the commutator
subgroup [E,Q] = [[P,Q], Q] coincides with E = [P,Q]. Hence (4.3b) in [1] holds with Q here, in
the place of K there.
As the index of HS in G is a power of p, and PQ = N is a normal subgroup of G, we conclude
that HS contains a q-Sylow subgroup of PQ. Hence HS contains a P -conjugate of Q. Therefore,
we may replace H and λ by some P -conjugates, and assume that HS contains Q.
The subgroup H∩(E×S) of E×S is equal to (H∩E)×(H∩S), since |E| and |S| are relatively
prime. Note that S centralizes E, as the latter is a subgroup of P . This implies that
HS ∩ (E × S) = (H ∩ (E × S)) · S = (H ∩ E)× S.
Hence H ∩ E = HS ∩ E. Thus H ∩ E is a normal subgroup of HS. Furthermore, the restriction
λ|H∩E of λ to H∩E, is a linear character of H∩E that is clearly H-invariant. It is also S-invariant,
as S centralizes E ≥ H ∩E. Hence λ|H∩E is HS-invariant. We conclude that the restriction of the
irreducible character λHS of HS to H ∩ E is a multiple of the linear character λ|H∩E . Of course
the irreducible character λHS of HS induces irreducibly to χ ∈ Irr(G), and lies above a non-trivial
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character of Z(E) (as Z(E) ≤ Z(P ) and ζ ∈ Irr(Z(P )) is non-trivial). Hence we can apply Lemma
(4.4) and its Corollary (4.8) of [1], using HS here in the place of H there, and λHS here in the
place of φ there. We conclude that HS ∩E = H ∩ E is a maximal abelian subgroup of E.
Let P¯ := P/Z(P ). Then P¯ is a symplectic Zp(G)-module. According to the hypotheses of the
theorem, Z(P ) is the maximal abelian G-invariant subgroup of P . Hence P¯ is an anisotropic Zp(G)-
module. If E¯ is the image of E in P¯ , i.e., E¯ ∼= E/Z(E), then E¯ is a symplectic Zp(G)-submodule
of P¯ , as E is normal in G. Furthermore, E¯ is Zp(HS)-hyperbolic as HS ∩E is a maximal abelian
HS-invariant subgroup of E. Since the index [G : HS] is a power of p, Theorem 11.75 forces E¯ to
be trivial. Hence E = Z(E) is abelian, and the claim follows.
Now E = [P,Q] is an abelian subgroup of P normal in G. According to the hypotheses of
the theorem, Z(P ) is the maximal such subgroup. Therefore 1 ≤ [P,Q] ≤ Z(P ) ≤ Z(G). So Q
centralizes [P,Q], which implies that [P,Q,Q] = 1 and thus [P,Q] = [P,Q,Q] = 1.
This completes the proof of the theorem.
Lemma 11.82. Assume that G is a p, q-group, where p and q are distinct odd primes. Let M =
P × S be a normal subgroup of G, where P is a p-group and S is a q-group. Assume further
that β is a G-invariant irreducible character of S that can be extended to a q-Sylow subgroup Q
of G. Let α ∈ Irr(P ) be a Q-invariant character of P . Then there exists an irreducible character
χ ∈ Irr(G|α × β) with χ(1)q = β(1).
Proof. Let A/S be a p-Sylow subgroup of G/S. Then the q-special character β ∈ Irr(S) can be
extended to A, as (|A : S|, β(1)o(β)) = 1, (see Corollary 8.16 in [12]). As β is also extendible to a
q-Sylow subgroup of G, we conclude that it is extendible to G (see Corollary 11.31 in [12]). Let βe
be an extension of β to G.
The irreducible character α of P is Q-invariant. Hence Proposition 21.5 in [18] implies that
the canonical extension αe of α to P ⋊ Q is the unique p-special character of P ⋊ Q lying above
α. Furthermore, the index of the group P ⋊ Q in G is a p-number, as Q is a q-Sylow subgroup
of G. Therefore, the same proposition implies that any character of G above αe is p-special. Let
Ψ ∈ Irr(G|αe) be such.
As Ψ is a p-special character, while βe is a q-special character of G, Theorem 21.6 in [18] implies
that the product χ := Ψ · βe is an irreducible character of G. Obviously χ lies above α × β, while
χ(1)q = β(1), as Ψ(1) is a p-number. So the lemma follows.
We can now complete the proof of the t = 1 case.
Proof of Theorem 11.8. According to Remark 11.5, the character β
(1)
1 is G
(1)-invariant, while S(1) =
Z(G
(1)
1 ) is maximal among the abelian G
(1)-invariant subgroups of G
(1)
1 . Furthermore, G
(1)
1 is a
q-group (as a section of G1 = Q1), while G
(1)
2 /G
(1)
1 is a p-group. Hence G
(1)
2 = P
(1)
2 ⋉ G
(1)
1 , where
P
(1)
2 is a p-Sylow subgroup of G
(1)
2 = G
(1)
2 (β
(1)).
We can now apply Theorem 11.76, with the roles of p and q interchanged. So we work with
G(1),G
(1)
2 ,G
(1)
1 ,S
(1) and P
(1)
2 in the place of G,N,M = P,Z(P ) and Q, respectively. As S there,
we take the trivial group here. We also use β
(1)
1 = Θ
(1)
1 and ζ
(1) here, in the place of α and ζ there.
Of course β ∈ Irr(S) there, is the trivial character here. Clearly, ζ(1) is a faithful G(1)-invariant
character of S(1) = Z(G
(1)
1 ). Thus (11.77b) holds. Also (11.77c) holds trivially as 1 ∈ Irr(1) is
G(1)-invariant.
We are missing a monomial character of G(1) that will play the role of χ ∈ Irr(G) there. For
that we will use some baby π-special theory. Indeed, the character β
(1)
1 is q-special, as a character
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of the q-group G
(1)
1 . Furthermore, G
(1)
1 is a normal subgroup of G
(1), while β
(1)
1 is G
(1)-invariant.
Hence Corollary 4.8 in [7], implies that there exists a q-special character Θ(1) ∈ Irr(G) that lies
above β
(1)
1 , and thus above ζ
(1). According to Proposition 11.7, the character Θ(1) is monomial.
Now all the hypothesis of Theorem 11.76 are satisfied. We conclude that P
(1)
2 centralizes G
(1)
1 .
Hence G
(1)
2 = P
(1)
2 ⋉G
(1)
1 = P
(1)
2 ×G
(1)
1 . This completes the proof of Theorem 11.8.
11.4 The t = 2 case
In this section we handle the t = 2 case. So we ultimate prove that the group G
(2)
3 is nilpotent.
For the rest of the section we assume that n ≥ 3. We also fix the subsystem
1 = G0 ✂G1 ✂G2 ✂G3 ✂G, (11.83a)
{χi ∈ Irr(Gi)}
3
i=0 (11.83b)
{Q2i−1, P2r|β2i−1, α2r}
2,1
i=1,r=0 (11.83c)
of the system (11.1). (Note that this is the m = 3 case for (11.44). So k = 1, P ∗2k = P2 and
β2k−1,2k = β1,2.) We also pick and fix the groups Q̂ and P̂ , for the above system, so that Theorems
8.13 and 8.15 hold. This way the groups T and U are also fixed.
According to (11.45), after the first set of reductions the above system reduces to
1 = G
(1)
0 ✂G
(1)
1 ✂G
(1)
2 ✂G
(1)
3 ✂G
(1) (11.84a)
{Θ
(1)
i ∈ Irr(G
(1)
i )}
3
i=0 (11.84b)
{Q
(1)
2i−1,P
(1)
2r |β
(1)
2i−1,α
(1)
2r }
2,1
i=1,r=0 (11.84c)
According to Remark 11.5, the character β
(1)
1 is G
(1)-invariant. Furthermore, Theorem 11.8 implies
that the group G
(1)
2 is nilpotent. Hence Q
(1)
1,2 = C(P
(1)
2 in Q
(1)
1 ) = Q
(1)
1 . So the character β
(1)
1,2
coincides with β
(1)
1 (its P
(1)
2 -Glauberman correspondent). Thus G
(1)(β
(1)
1,2) = G
(1)(β
(1)
1 ) = G
(1). In
particular, for the q-Sylow subgroup of G(1)(α(2)) we have Q̂(1)(β
(1)
1,2) = Q̂
(1). This, along with
(11.47), implies (note that k = 1)
Image of Q̂(β1,2) in Aut(P
(1)
2 ) = Image of Q̂
(1) in Aut(P
(1)
2 ). (11.85)
Furthermore, (11.49) holds.
For the next set of reductions, we first have to shift the system (11.84) (see (11.50)), and then
we perform the B(1)(α
(1)
2 )-invariant reductions. We end up with the system (11.51), which for
m = 3 (i.e., the case here) gives
1✂ P
(2)
2 ✂G
(2)
3 ✂G
(2), (11.86a)
1,α
(2)
2 ,Θ
(2)
3 (11.86b)
{Q
(2)
3 ,P
(2)
2 |β
(2)
3 ,α
(2)
2 } (11.86c)
Note that, as Q
(1)
1 is a normal subgroup of G
(1) that centralizes P
(1)
2 , Remark 10.7 implies that
the group Q
(1)
1 maps isomorphically to a normal subgroup Q
(2)
1 of G
(2) that centralizes P
(2)
2 . In
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addition, its irreducible character β
(1)
1 ∈ Irr(Q
(1)
1 ) maps to β
(2)
1 ∈ Irr(Q
(2)
1 ). The fact that β
(1)
1 is
G(1)-invariant, while G(2) is a section of G(1), implies that β
(2)
1 is G
(2)-invariant, and thus Q̂(2)-
invariant. This, along with Theorem 11.57, implies
Image of Q̂(2) in Aut(P
(2)
2 ) = Image of Q̂(β1,2) in Aut(P
(2)
2 ). (11.87a)
Even more, Theorem 11.56 implies
Any faithful linear limit of (T(2),R(2),η(2),P
(2)
2 ,α
(2)
2 ) is also a
faithful linear limit of (T,R, η, P2, α2). (11.87b)
According to Remark 11.13, the character α
(2)
2 is G
(2)-invariant. Hence the q-Sylow subgroup Q̂(2)
of G(2)(α
(2)
2 ) satisfies
Q̂(2) ∈ Sylq(G
(2)). (11.88)
Having fixed the system (11.83), and the groups Q̂ and T , we can get a new system, via Corollary
7.29. That is, we get a new character tower
1 = χν0 , χ
ν
1 , χ
ν
2 (11.89a)
for the series
1 = G0 ✂G1 ✂G2 ✂G, (11.89b)
along with a triangular set
{1 = P ν0 , P
ν
2 , Q
ν
1 |1 = α
ν
0 , α
ν
2 , β
ν
1 } (11.89c)
and a q-Sylow subgroup Q̂ν of G(αν2), so that (7.30) holds. In particular, we have
P2 = P
ν
2 = P
ν,∗
2 and α2 = α
ν
2 = α
ν,∗
2 , (11.90a)
βν1,2 extends to Q̂ = Q̂
ν . (11.90b)
Observe that the character βν1,2 is q-special, as it is an irreducible character of the q-group Q
ν
1,2.
Hence the fact that it extends to a q-Sylow subgroup of G(αν2) implies (see Corollary 11.31 in [12])
that it extends to G(αν2). As expected, we write I
ν for the image of Q̂ν(βν1,2) = Q̂
ν Aut(P ∗,ν2 ).
Therefore (11.90) implies that Iν is the image of Q̂ in Aut(P2).
Assume we perform the reduction procedure described in Section 11.1 for this new system.
We assume that m = n = 2 here. We keep the same notation as earlier, with the addition of
the superscript ν to any group that refers to the new system. So we first start with Aν(βν1 )-
invariant linear reductions of the quintuple (G,Sν , ζν , Gν1 , χ
ν
1), where S
ν = 1 = S and ζν = 1 = ζ.
Furthermore, Gν1 = G1 and χ
ν
1 = β
ν
1 . Let
(G(1),ν ,S(1),ν , ζ(1),ν ,G(1),ν ,β
(1),ν
1 ) (11.91)
be an Aν(βν1 )-invariant faithful limit of (G,S
ν , ζν , Gν1 , χ
ν
1). Note that, even though we start with
Sν = S and Gν1 = G1, the limit groups S
(1),ν ,G
(1),ν
1 and S
(1),G
(1)
1 are not the same, as the reductions
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we perform may be different. At this point the system (11.89) has been reduced to
1 = G
(1),ν
0 ✂G
(1),ν
1 ✂G
(1),ν
2 ✂G
(1),ν , (11.92a)
1,β
(1),ν
1 ,Θ
(1),ν
2 (11.92b)
{1 = P
(1),ν
0 ,P
(1),ν
2 ,Q
(1),ν
1 |1 = α
(1),ν
0 ,α
(1),ν
2 ,β
(1),ν
1 } (11.92c)
where, (according to Theorem 11.8), the limit group G
(1),ν
2 is nilpotent, i.e., G
(1),ν
2 = P
(1),ν
2 ×Q
(1),ν
1 .
So
Q
(1),ν
1 = Q
(1),ν
1,2 ,
and the limit character β
(1),ν
1 coincides with its P
(1),ν
2 -Glauberman correspondent, i.e.
β
(1),ν
1 = β
(1),ν
1,2 .
According to Theorem 10.77, the character β
(1),ν
1,2 = β
(1),ν
1 extends to Q̂
(1),ν(β
(1),ν
1,2 ) , as the character
βν1,2 extends to Q̂ = Q̂
ν . But β
(1),ν
1 is G
(1),ν -invariant by Remark 11.5. Hence β
(1),ν
1 extends to
Q̂(1),ν . Even more, in this case we have P
(1),ν,∗
2k = P
(1),ν,∗
2 = P
(1),ν
2 . Therefore, if I
(1),ν denotes the
image of Q̂(1),ν(β
(1),ν
1,2 ) in Aut(P
(1),ν,∗
2 ), the above equations, along with (11.47) for the new system,
imply
Image of (Q̂ = Q̂ν) in Aut(P
(1),ν
2 ) = I
(1),ν = Image of Q̂(1),ν in Aut(P
(1),ν
2 ). (11.93)
Furthermore, (11.4) implies that R(1),ν ✂ P
(1),ν
2 , while its irreducible character η
(1),ν lies under
α
(1),ν
2 .
To perform the next set of reductions on (11.92), we have to shift it first (see (11.50) with
m = 2). So we get
1✂ P
(1),ν
2 ✂G
(1),ν , (11.94a)
1,α
(1),ν
2 (11.94b)
{P
(1),ν
2 |α
(1),ν
2 } (11.94c)
Now we can take a B(1),ν(α
(1),ν
2 )-invariant faithful linear limit
(G(2),ν ,R(2),ν ,η(2),ν ,P
(2),ν
2 ,α
(2),ν
2 ), (11.95)
of the quintuple (G(1),ν ,R(1),ν = 1,η(1),ν = 1,P
(1),ν
2 ,α
(1),ν
2 ). This way (11.94) is reduced to
1✂ P
(2),ν
2 ✂G
(2),ν , (11.96a)
1,α
(2),ν
2 (11.96b)
{P
(2),ν
2 |α
(2),ν
2 } (11.96c)
Then, according to Remark 11.13, the center R(2),ν of P
(2),ν
2 is maximal among the abelian G
(2),ν -
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invariant subgroups of P
(2),ν
2 , while α
(2),ν
2 is G
(2),ν -invariant. Hence
G(2),ν(α
(2),ν
2 ) = G
(2),ν(α
(2),ν,∗
2 ) = G
(2),ν . (11.97)
Thus the q-Sylow subgroup Q̂(2),ν of G(2),ν(α
(2),ν
2 ) is actually a q-Sylow subgroup of G
(2),ν . Fur-
thermore, Remark 10.7 implies that the normal subgroup Q
(1),ν
1 of G
(1),ν , that centralizes P
(1),ν
2 ,
maps isomorphically to a normal subgroup Q
(2),ν
1 of the limit group G
(2),ν . So
Q
(1),ν
1
∼= Q
(2),ν
1 ✂G
(2),ν . (11.98)
Therefore the group M := P
(2),ν
2 × Q
(2),ν
1 is a normal subgroup of G
(2),ν . Under the isomorphism
in (11.98), the character β
(1),ν
1 of Q
(1),ν
1 maps to the character β
(2),ν
1 ∈ Irr(Q
(2),ν
1 ). Note that
Q
(2),ν
1 is the faithful linear limit of Q
(1),ν
1 , under the B
(1),ν(α
(1),ν
2 )-invariant linear reductions we
perform. In addition, β
(2),ν
1 is the faithful linear limit of β
(1),ν
1 and M = P
(2),ν
2 × Q
(2),ν
1 that of
P
(1),ν
2 × Q
(1),ν
1 = G
(1),ν
2 . The character β
(2),ν
1 is G
(2),ν -invariant as β
(1),ν
1 is G
(1),ν-invariant. Hence
β
(2),ν
1 is Q̂
(2),ν-invariant. This, along with Theorem 11.57, implies
Image of Q̂(2),ν in Aut(P
(2),ν
2 ) = Image of Q̂
ν in Aut(P
(2),ν
2 ). (11.99a)
Furthermore, Theorem 11.56 implies for the new system
Any faithful linear limit of (T(2),ν ,R(2),ν ,η(2),ν ,P
(2),ν
2 ,α
(2),ν
2 ) is also a
faithful linear limit of (T ν , Rν , ην , P ν2 , α
ν
2). (11.99b)
(Observe that (11.99) is the analogue of (11.87) for the new system (11.89).) Note that Rν = 1 = R
while ην = 1 = η. Furthermore, P ν2 = P2 and α
ν
2 = α
ν , by (11.90a). In addition, the image Iν of
Q̂ν(βν1,2) in Aut(P
ν
2 ) equals the image of Q̂ in Aut(P
ν
2 ), as Q̂ = Q̂
ν = Q̂ν(βν1,2) by (11.90b). Hence
the image I of Q̂(β1,2) in Aut(P2), is a subgroup of I
ν . So T ν = P ν2 ⋊ I
ν = P2 ⋊ I
ν contains
T = P2⋊I, while T ≥ P
ν
2 = P2. This, along with Remark 10.5, Definition 10.6 and (11.99), implies
that
If (Tν ,Rν , ην ,Pν2 , α
ν
2) is a faithful linear limit of (T
(2),ν ,R(2),ν ,η(2),ν ,P
(2),ν
2 ,α
(2),ν
2 )
then (Tν ∩ T,Rν , ην ,Pν2 , α
ν
2) is a faithful linear limit of (T,R, η, P2, α2). (11.99c)
We give the rest of the proof in a series of steps
Step 1. The character β
(2),ν
1 is G
(2),ν-invariant, and extends to a q-Sylow subgroup of G(2),ν .
Proof. The group Q̂(2),ν is both a faithful invariant limit of Q̂(1),ν , and isomorphic to the latter
group. Similarly, Q
(2),ν
1 is both a faithful invariant limit of, and isomorphic to, Q
(1),ν
1 . In addition,
β
(2),ν
1 is the faithful linear limit of β
(1),ν
1 . Hence the fact that β
(1),ν
1 is G
(1),ν-invariant implies that
β
(2),ν
1 is G
(2),ν-invariant. Furthermore, as β
(1),ν
1 extends to Q̂
(1),ν , we conclude that β
(2),ν
1 extends
to Q̂(2),ν , that is a q-Sylow subgroup of G(2),ν . So the first step follows.
Step 2. There exists a monomial character Θ(2),ν ∈ Irr(G(2),ν) lying above α
(2),ν
2 × β
(2),ν
1 and
satisfying Θ(2),ν(1)q = β
(2),ν
1 (1).
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Proof. As β
(2),ν
1 extends to a q-Sylow subgroup of G
(2),ν , while α
(2),ν
2 is G
(2),ν -invariant, and P
(2),ν
2 ×
Q
(2),ν
1 is a normal subgroup of G
(2),ν , Lemma 11.82 implies the existence of an irreducible character
Θ(2),ν ∈ Irr(G(2),ν) that lies above α
(2),ν
2 × β
(2),ν
1 and satisfies Θ
(2),ν(1)q = β
(2),ν
1 (1). It suffices
to show that Θ(2),ν is monomial. The character β
(1),ν
1 lies above ζ
(1),ν (see (11.91)), hence its
faithful linear limit β
(2),ν
1 lies above the faithful linear limit ζ
(2),ν of ζ(1),ν , (see (11.15) and the
following remarks for the definition of ζ(2),ν). In addition, α
(2),ν
2 lies above η
(2),ν (see (11.95)).
Hence Θ(2),ν ∈ Irr(G(2),ν) lies above η(2),ν × ζ(2),ν ∈ Irr(R(2),ν × S(2),ν). Therefore, Proposition
11.17 implies that Θ(2),ν is monomial.
Step 3.
Image of Q̂ ∩G3 in Aut(P
(2),ν
2 ) = 1.
Proof. Let N be any normal subgroup of G(2),ν with M = P
(2),ν
2 × Q
(2),ν
1 ≤ N ✂ G
(2),ν , and
N/M a q-group. Then N = P
(2),ν
2 ⋊ Q for some q-group Q, with Q
(2),ν
1 ✂ Q. Furthermore,
as we have seen, Z(P
(2),ν
2 ) = R
(2),ν is maximal among the abelian G(2),ν -invariant subgroups of
P
(2),ν
2 , while α
(2),ν
2 ∈ Irr(P
(2),ν
2 ) lies above the G
(2),ν -invariant faithful irreducible character η(2),ν ∈
Irr(R(2),ν). This, along with Step 1 and 2, implies that we can apply Theorem 11.76 with the
groups G(2),ν ,P
(2),ν
2 ,Q
(2),ν
1 , Q here, in the place of the groups G,P, S,Q there, and the characters
Θ(2),α
(2),ν
2 ,β
(2),ν
1 and η
(2),ν here, in the place of χ,α, β and ζ there. We conclude that any such
normal subgroup N of G(2),ν is nilpotent, i.e.,
Q ∈ Sylq(N) centralizes P
(2),ν
2 ∈ Sylp(N), whenever (11.100)
M ✂N ✂G(2),ν with N/M a q-group.
The group G3 is a normal subgroup of G that contains G1 = G
ν
1 and G2 = G
ν
2 . Hence, see
Remark 10.5, when the normal series (11.89b) reduces to (11.96a), the group G3 reduces to a normal
subgroup G
(2),ν
3 of G
(2),ν . Furthermore, G
(2),ν
3 /M is a q-group as G3/G2 is a q-group, and M is the
limit of G
(1),ν
2 and thus of G2. As Q̂
(2),ν is a q-Sylow subgroup of G(2),ν , we get that Q̂(2),ν ∩G
(2),ν
3
is a q-Sylow subgroup of G
(2),ν
3 . Hence (11.100) implies
Q̂(2),ν ∩G
(2),ν
3 centralizes P
(2),ν
2 ∈ Sylp(G
(2),ν
3 ).
This, along with (11.99a) implies
Image of Q̂ν ∩G3 in Aut(P
(2),ν
2 ) = Image of Q̂
(2),ν ∩G
(2),ν
3 in Aut(P
(2),ν
2 ) = 1.
As Q̂ = Q̂ν , Step 3 follows.
Assume that (T,R,η,P2,α2) and (T
ν ,Rν , ην ,Pν2 , α
ν
2) are faithful linear limits of the quintuples
(T(2),R(2),η(2),P
(2)
2 ,α
(2)
2 ) and (T
(2),ν ,R(2),ν ,η(2),ν ,P
(2),ν
2 ,α
(2),ν
2 ), respectively. Then according to
(11.87) and (11.99) the quintuples (T,R,η,P2,α2) and (T
ν ∩ T,Rν , ην ,Pν2 , α
ν
2) are both faithful
linear limits of (T,R, η, P2, α2). Hence Theorem 10.19 and Corollary 10.35 imply that P2/R and
Pν2/R
ν are isomorphic anisotropic symplectic Zp(T (α2)/P2)-modules. The group T = P2 ⋊ I fixes
α2 ∈ Irr(P2), as Q̂ fixes α2 = α
∗
2 and I is the image of Q̂(β1,2) in Aut(P2). Hence T (α2)/P2 is
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naturally isomorphic to the q-group I. So
P2/R ∼= P
ν
2/R
ν as anisotropic symplectic Zp(I)-modules. (11.101)
In view of Step 3, the group Q̂∩G3 centralizes P
(2),ν
2 . As P
ν
2 is a section of P
(2),ν
2 , we conclude that
Q̂(β1,2) ∩G3 centralizes P
ν
2. Hence it also centralizes the factor group P
ν
2/R
ν . As the latter factor
group is isomorphic to P2/R as I-modules, and I is the image of Q̂(β1,2) in Aut(P2) = Aut(P
ν
2 ),
we conclude that Q̂(β1,2)∩G3 also centralizes P2/R. (The action of I on the above two isomorphic
factor groups is defined in Corollary 10.35.) If G
(2)
3 denotes the limit group to which G3 reduces,
as G reduces to G(2), then (11.87a) implies
I3 := Image of Q̂(β1,2) ∩G3 in Aut(P
(2)
2 ) = Image of Q̂
(2) ∩G
(2)
3 in Aut(P
(2)
2 ). (11.102)
Since P2 is a section of P
(2)
2 , the fact that Q̂(β1,2) ∩G3 centralizes P2/R, implies
I3 centralizes P2/R. (11.103)
Let V := P
(2)
2 /R
(2). Then V is anisotropic Zp(G
(2))-module (by Remark 11.13). Thus V , when
written additively, is the direct sum
V = V1 ∔ V2, (11.104a)
of the perpendicular Zp(G
(2))-modules, V1 = C(G
(2)
3 in V ) and V2 = [V,G
(2)
3 ]. Note that, as Q̂
(2)
is a q-Sylow subgroup of G(2), see (11.88), we get that Q̂
(2)
3 = Q̂
(2) ∩G
(2)
3 is a q-Sylow subgroup of
G
(2)
3 . Thus G
(2)
3 = Q̂
(2)
3 ⋉ P
(2)
2 . We conclude that the direct summands in (11.104a) are
V1 = C(Q̂
(2)
3 in V ) and V2 = [V, Q̂
(2)
3 ]. (11.104b)
Both V1 and V2 are anisotropic Zp(G
(2))-modules.
As (T,R,η,P2,α2) is a faithful linear limit of (T
(2),R(2),η(2),P
(2)
2 ,α
(2)
2 ), we have that U := P2/R
is isomorphic to a factor subgroup of V . Furthermore, U is isomorphic, as a symplectic Zp(I)-
module, to the orthogonal direct sum U = U1 ∔ U2, where Ui is a limit module for Vi, for each
i = 1, 2. In view of (11.104b) we have
U1 = C(I3 in U) and U2 = [U, I3], (11.105)
where I3 is the image of Q̂
(2)
3 in Aut(P
(2)
2 ) (see (11.102)). In view of (11.103) we get U2 = 0.
According to Remark 11.13, the center R(2) of P
(2)
2 is a cyclic central subgroup of G
(2), maximal
among the abelian G(2)-invariant subgroups of P
(2)
2 . As T
(2) = P
(2)
2 ⋊I
(2), where I(2) is the image of
Q̂(2) in Aut(P
(2)
2 ), we get that R
(2) is a central subgroup of T(2). Even more, it is maximal among
the characteristic abelian subgroups of P
(2)
2 . Thus Proposition 10.47 applies to the faithful linear
limit (T,R,η,P2,α2). So U is isomorphic to W
⊥/W for some maximal I-invariant totally isotropic
subspace W of V . Then W = W1 ∔ W2, where Wi is a maximal totally isotropic I-invariant
subspace of Vi, for i = 1, 2. But U2 = 0. Hence W
⊥
2 must equal W2. Thus V2 contains a self
perpendicular I-invariant subspace. We conclude that V2 is hyperbolic as a Zp(I)-module, and so
as a Zp(Q̂
(2))-module. As Q̂(2) is a q-Sylow subgroup of G(2), it has p-power index in G(2). Since V2
is an anisotropic symplectic Zp(G
(2))-module, Theorem 3.2 in [1], implies that V2 is both hyperbolic
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and anisotropic. Therefore V2 is 0. So V = V1 = C(Q̂
(2)
3 in V ). Thus Q̂
(2)
3 centralizes P
(2)
2 /R
(2).
We conclude that the q-Sylow subgroup Q̂
(2)
3 of G
(2)
3 centralizes the p-Sylow subgroup P
(2)
2 of the
same group. Hence G
(2)
3 is nilpotent, and Theorem 11.18 follows.
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11.5 The general case
The aim in this section is to prove Theorem 11.33, i.e. to show that the group G
(t)
t+1 is nilpotent.
The ideas for the proof are already given in the t = 2 case, whose proof is a demonstration of
the general argument. That’s the reason we leave hidden some of the details of the general proof,
already discussed in the previous section.
Assume the system (11.1) is fixed, with n ≥ t+1. Assume further, using an inductive argument,
that the groups G
(i)
i+1 are nilpotent for all i = 1, . . . , t− 1. Thus we can perform all the reductions
described in Section 11.1, until we reach the group in question, i.e., the group G
(t)
t+1. As the last
step in the reductions depends on the parity of t, we first assume that t = 2k is even. (As expected,
we will see that it is enough to prove Theorem 11.33 in the even case.) In addition, we assume
fixed the subsystem
1✂G1 ✂G2 ✂ · · ·✂Gt+1 ✂G, (11.106a)
{χi ∈ Irr(Gi)}
t+1
i=0, (11.106b)
{Q2i−1, P2r|β2i−1, α2r}
l,k
i=1,r=0, (11.106c)
where, in our case (that of an even t), k = t/2 and l = t/2 + 1. (Note that k and l are related to
t + 1 via (5.7).) Along with that system we pick and fix the groups Q̂ and P̂ so as to satisfy the
conditions in Theorems 8.13 and 8.15. This way the groups T and U are also fixed. After t steps
of reductions the above system reduces to (see (11.63) with m = t+ 1)
1✂ P
(t)
t ✂G
(t)
t+1 ✂G
(t), (11.107a)
1,α
(t)
t ,Θ
(t)
t+1 (11.107b)
{Q
(t)
t+1,P
(t)
t |β
(t)
t+1,α
(t)
t } (11.107c)
In addition note that the group Q
(t)
2k−1 and all the groups with indices smaller than t = 2k, have
become trivial. (To be precise, all the q-groups Q
(t)
2i−1, with indices 2i − 1 smaller than 2k have
been dropped by repeated shifts of the original series, as they are normal subgroups of G(t) that are
contained in Q
(t)
2k+1 and are centralized by P
(t)
2k , while their characters β
(t)
2i−1 are G
(t)-invariant. The
same holds for the p-groups P
(t)
2j with indices 2j smaller than 2k = t. They are normal subgroups of
G(t) that are contained in P
(t)
2k and centralized by Q
(t)
2k+1, while their characters are G
(t)-invariant.
This is the reason we drop them on the way.) So P
(t),∗
2k = P
(t)
2k = P
(t)
t . Furthermore the last
group that is been dropped is the q-group Q
(t−1)
2k−1 . Note that Q
(t−1)
2k−1 is centralized by P
(t−1)
2k . In
addition, the irreducible character β
(t−1)
2k−1 is G
(t−1)-invariant. After the last set of reductions is
been performed, the group Q
(t−1)
2k−1 maps isomorphically to a normal subgroup Q
(t)
2k−1 of the limit
group G(t) that centralizes P
(t)
2k , by Remark 10.7. In addition, the irreducible character β
(t−1)
2k−1 of
Q
(t−1)
2k−1 maps, under the above isomorphism, to an irreducible character β
(t)
2k−1 of Q
(t)
2k−1. Note that
β
(t)
2k−1 is G
(t)-invariant, as β
(t−1)
2k−1 is G
(t−1)-invariant and G(t) is a section of G(t−1). Even more,
the centralizer Q
(t)
2k−1,2k of P
(t)
2k in Q
(t)
2k−1 equals Q
(t)
2k−1. Thus the character β
(t)
2k−1,2k coincides with
β
(t)
2k−1. So β
(t)
2k−1,2k is G
(t)-invariant. This implies that Q̂(t)(β
(t)
2k−1,2k) = Q̂
(t). Hence the image I(t)
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of Q̂(t)(β
(t)
2k−1,2k) in Aut(P
(t),∗
2k ) is reduced to
I(t) = Image of Q̂(t) in Aut(P
(t)
2k ). (11.108)
This, along with Theorem 11.69 and in particular (11.70b), implies
Image of Q̂(t) in Aut(P
(t)
2k ) = Image of Q̂(β2k−1,2k) in Aut(P
(t)
2k ). (11.109a)
If T(t) = P
(t),∗
2k ⋊ I
(t) = P
(t)
2k ⋊ I
(t), then Theorem 11.68 implies
Any faithful linear limit of (T(t),R(t),η(t),P
(t)
2k ,α
(2)
2k ) is also a
faithful linear limit of (T,R, η, P ∗2k, α
∗
2k). (11.109b)
Observe also that α
(t),∗
2k = α
(t)
2k is G
(t)-invariant, by Remark 11.28, as 2k = t. Hence the fact that
Q̂(t) is a q-Sylow subgroup of G(t)(α
(t),∗
2k ) implies
Q̂(t) ∈ Sylq(G
(t)). (11.109c)
(Note that (11.109) is the analogue of (11.87) and (11.88) for the general case.)
According to Corollary 7.29 we get a new character tower
1 = χν0 , χ
ν
1 , . . . , χ
ν
t (11.110a)
for the series
1 = G0 ✂G1 ✂ · · · ✂Gt ✂Gn = G, (11.110b)
along with a triangular set
{Qν2i−1, P
ν
2r|β
ν
2i−1, α
ν
2r}
k,k
i=1,r=0 (11.110c)
and a q-Sylow subgroup Q̂ν of G(αν,∗2k ), so that (7.30) holds. In particular, we have
P ∗2k = P
ν,∗
2k and α
∗
2k = α
ν,∗
2k , (11.111a)
βν2k−1,2k extends to Q̂ = Q̂
ν . (11.111b)
We proceed with the reductions described in Section 11.1 for the new system (11.110). We follow
the same notation as that of Sections 11.1 and 11.2 with the addition of a supescript ν on anything
that refers to the new system (11.110). So, we reduce the above new system, using first reductions
that are Aν(βν1 )-invariant, then B
(1),ν(α
(1),ν
2 )-invariant that are followed by A
(2),ν(β
(2),ν
3 )-invariant
and so on. Hence all the conclusions of Section 11.2 are valid for the system (11.110). In particular,
after t steps of reductions, what is left of the system (11.110) is (see (11.63) with m = t = 2k)
1✂ P
(t),ν
2k ✂G
(t),ν , (11.112a)
1,α
(t),ν
2k (11.112b)
{P
(t),ν
2k |α
(t),ν
2k } (11.112c)
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According to Remark 11.28 the character α
(t),ν,∗
2k = α
(t),ν
2k is G
(t),ν -invariant. Thus
G(t),ν(α
(t),ν,∗
2k ) = G
(t),ν(α
(t),ν
2k ) = G
(t),ν . (11.113)
Note that the last group dropped after t−1 steps of reductions is the q-group Q
(t−1),ν
t−1 , as according
to the inductive hypothesis the last group proved to be nilpotent is G
(t−1),ν
t = P
(t−1),ν
t × Q
(t−1),ν
t−1
(see (11.24)). It is clear that the centralizer Q
(t−1),ν
2k−1,2k of P
(t−1),ν
2k = P
(t−1),ν
t in Q
(t−1),ν
2k−1 = Q
(t−1),ν
t−1
equals Q
(t−1),ν
2k−1 . Furthermore, the irreducible character β
(t−1),ν
2k−1,2k of Q
(t−1),ν
2k−1,2k coincides with β
(t−1),ν
2k−1 .
In addition, repeated applications (at every step of reductions) of Theorems 10.77 and 10.95 imply
that the character β
(t−1),ν
2k−1 extends to Q̂
(t−1),ν(β
(t−1),ν
2k−1 ), (where Q̂
(t−1),ν is a q-Sylow subgroup of
G(t−1),ν(α
(t−1),ν
2k )), as the character β
ν
2k−1,2k extends to Q̂
ν(βν2k−1,2k) = Q̂
ν = Q̂ (see (11.111)). But
the character β
(t−1),ν
2k−1 = β
(t−1),ν
t−1 is G
(t−1),ν -invariant, according to the inductive hypothesis (see
(11.24c)). Hence
β
(t−1),ν
2k−1 ∈ Irr(Q
(t−1),ν
2k−1 ) extends to Q̂
(t−1),ν . (11.114)
Each reduction in the t-th set of reductions is B(t−1),ν(α
(t−1),ν
t )-invariant (see the comments fol-
lowing (11.24)). After this set of reductions is performed, the normal subgroup Q
(t−1),ν
2k−1 of G
(t−1),ν
that centralizes P
(t−1),ν
2k , maps isomorphically to a normal subgroup Q
(t),ν
2k−1 of the limit group G
(t),ν ,
by Remark 10.7. Under this isomorphism the character β
(t−1),ν
2k−1 of Q
(t−1),ν
2k−1 maps to the character
β
(t),ν
2k−1 ∈ Irr(Q
(t),ν
2k−1). So
Q
(t−1),ν
2k−1
∼= Q
(t),ν
2k−1 ✂G
(t),ν , and
β
(t−1),ν
2k−1 → β
(t),ν
2k−1. (11.115)
(Observe this is the analogue of (11.98).) Clearly β
(t),ν
2k−1 is G
(t),ν -invariant as β
(t−1),ν
2k−1 is G
(t−1),ν -
invariant, and G(t),ν is a section of G(t−1),ν . According to Theorem 10.105 (see its first part), under
this last set of B(t−1),ν(α
(t−1),ν
t )-invariant reductions, the q-Sylow subgroup Q̂
(t),ν of G(t),ν(α
(t),ν,∗
2k )
satisfies
Q̂(t),ν(β
(t),ν
2k−1,2k)
∼= Q̂(t−1),ν(β
(t−1),ν
2k−1,2k).
We conclude that
Q̂(t),ν ∼= Q̂(t−1),ν , (11.116)
as β
(t−1),ν
2k−1,2k = β
(t−1),ν
2k−1 and β
(t),ν
2k−1,2k = β
(t),ν
2k−1 are G
(t−1),ν - and G(t),ν -invariant respectively. Note
also that (11.113) implies
Q̂(t),ν(β
(t),ν
2k−1,2k) = Q̂
(t),ν ∈ Sylq(G
(t),ν). (11.117)
We can know easily prove
Step 1. The character β
(t),ν
2k−1 ∈ Irr(Q
(t),ν
2k−1) is G
(t),ν-invariant and extends to Q̂(t),ν ∈ Sylq(G
(t),ν).
Proof. Follows immediately from (11.114)-(11.117).
Of course the last set of reductions send P
(t−1),ν
2k to P
(t),ν
2k . Thus the group M := P
(t),ν
2k ×Q
(t),ν
2k−1
is a normal subgroup of G(t),ν . (The group M is the image of G
(t−1),ν
t ✂G
(t−1),ν in G(t),ν under the
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last set of reductions.)
Completing the list of the general properties about the new system (11.112), we remark that
if I(t),ν denotes the image of Q̂(t),ν(β
(t),ν
2k−1,2k) = Q̂
(t),ν in Aut(P
(t),ν,∗
2k ) = Aut(P
(t),ν
2k ), then Theorem
11.69 implies
I(t),ν = Image of Q̂(t),ν in Aut(P
(t),ν
2k ) = Image of Q̂
ν in Aut(P
(t),ν
2k ). (11.118)
Furthermore, Theorem 11.68 implies
Any faithful linear limit of (T(t),ν ,R(t),ν ,η(t),ν ,P
(t),ν
2k ,α
(t),ν
2k ) is also a
faithful linear limit of (T ν , Rν , ην , P ν,∗2k , α
ν,∗
2k ). (11.119)
(We remind the reader the definition of T(t),ν as the product T(t),ν = P
(t),ν
2k ⋊ I
(t),ν .) Of course
Rν = 1 = R and ην = 1 = η. In addition, P ν,∗2k = P
∗
2k and α
ν,∗
2k = α
∗
2k, by (11.111). Note
also that the image I of Q̂(β2k−1,2k)in Aut(P
∗
2k) is a subgroup of the image I
ν of Q̂ν(βν2k−1,2k)
in Aut(P ν,∗2k ) = Aut(P
∗
2k), as Q̂
ν(βν2k−1,2k) = Q̂
ν = Q̂. Hence T = P ∗2k ⋊ I is a subgroup of
T ν = P ν,∗2k ⋊ I
ν = P ∗2k ⋊ I
ν . This, along with Remark 10.5, Definition 10.6 and (11.5), implies
If (Tν ,Rν , ην ,Pν2k, α
ν
2k) is a faithful linear limit of (T
(t),ν ,R(t),ν ,η(t),ν ,P
(t),ν,∗
2k ,α
(t),ν,∗
2k )
then (Tν ∩ T,Rν , ην ,Pν2k, α
ν
2k) is a faithful linear limit of (T,R, η, P
∗
2k , α
∗
2k). (11.120)
The next two steps will complete the proof of the theorem, and are identical to those proved in
the case t = 2.
Step 2. There exists a monomial character Θ(t),ν ∈ Irr(G(t),ν) lying above α
(t),ν
2k × β
(t),ν
2k−1 and
satisfying Θ(t),ν(1)q = β
(t),ν
2k−1(1).
Proof. As β
(t),ν
2k−1 extends to a q-Sylow subgroup of G
(t),ν , while α
(t),ν
2k is G
(t),ν -invariant, and M =
P
(t),ν
2k ×Q
(t),ν
2k−1 is a normal subgroup of G
(t),ν , Lemma 11.82 implies the existence of an irreducible
character Θ(t),ν ∈ Irr(G(t),ν) that lies above α
(t),ν
2k × β
(t),ν
2k−1 and satisfies Θ
(t),ν(1)q = β
(t),ν
2k−1(1). It
suffices to show that Θ(t),ν is monomial. The character β
(t−1),ν
2k−1 lies above ζ
(t−1),ν by (11.24b).
Hence its faithful linear limit β
(t),ν
2k−1 lies above the faithful linear limit ζ
(t),ν of ζ(t−1),ν , (for the
definition of ζ(t),ν see (11.30)). In addition, α
(t),ν
2k lies above η
(t),ν (see Proposition 11.31, with
t = 2k even). Hence Θ(t),ν ∈ Irr(G(t),ν) lies above η(t),ν × ζ(t),ν ∈ Irr(R(t),ν × S(t),ν). Therefore,
Proposition 11.32 implies that Θ(t),ν is monomial.
Step 3.
Image of Q̂ ∩Gt+1 in Aut(P
(t),ν
2k ) = 1.
Proof. Let N be any normal subgroup of G(t),ν with M = P
(t),ν
2k × Q
(t),ν
2k−1 ✂ N ✂ G
(t),ν , and N/M
a q-group. Then N = P
(t),ν
2k ⋊ Q for some q-group Q, with Q
(t),ν
2k−1 ✂ Q. Furthermore, as we have
seen in Remark 11.28, Z(P
(t),ν
2k ) = R
(t),ν is maximal among the abelian G(t),ν -invariant subgroups of
P
(t),ν
2k . Furthermore, α
(t),ν
2k ∈ Irr(P
(t),ν
2k ) lies above the G
(t),ν -invariant faithful irreducible character
η(t),ν ∈ Irr(R(t),ν), by Proposition 11.31. This, along with Steps 1 and 2, implies that we can apply
Theorem 11.76 with the groups G(t),ν ,P
(t),ν
2k ,Q
(t),ν
2k−1, Q here, in the place of the groups G,P, S,Q
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there, and the characters Θ(t),α
(t),ν
2k ,β
(t),ν
2k−1 and η
(t),ν here, in the place of χ,α, β and ζ there. We
conclude that any such normal subgroup N of G(2),ν is nilpotent, i.e.,
Q ∈ Sylq(N) centralizes P
(t),ν
2k ∈ Sylp(N), whenever (11.121)
M ✂N ✂G(t),ν with N/M a q-group.
The group Gt+1 is a normal subgroup of G that contains Gi = G
ν
i for all i = 1, . . . , t. Hence,
by Remark 10.5, the normal series (11.110b) reduces to (11.112a), the group Gt+1 reduces to a
normal subgroup G
(t),ν
t+1 of G
(t),ν . Furthermore, G
(t),ν
t+1 /M is a q-group as Gt+1/Gt is a q-group, and
M is the limit of G
(t−1),ν
t and thus of Gt. As Q̂
(t),ν is a q-Sylow subgroup of G(t),ν , we get that
Q̂(t),ν ∩G
(t),ν
t+1 is a q-Sylow subgroup of G
(t),ν
t+1 . Hence (11.121) implies
Q̂(t),ν ∩G
(t),ν
t+1 centralizes P
(t),ν
2k ∈ Sylp(G
(t),ν
t+1 ).
This, along with (11.118) implies
Image of Q̂ν ∩Gt+1 in Aut(P
(t),ν
2k ) = Image of Q̂
(t),ν ∩G
(t),ν
t+1 in Aut(P
(t),ν
2k ) = 1.
As Q̂ = Q̂ν , Step 3 follows.
We continue as in the case t = 2. So assume that (T,R,η,P2k,α2k) and (T
ν ,Rν , ην ,Pν2k, α
ν
2k) are
faithful linear limits of the quintuples (T(t),R(t),η(t),P
(t)
2k ,α
(t)
2k ) and (T
(t),ν ,R(t),ν ,η(t),ν ,P
(t),ν
2k ,α
(t),ν
2k ),
respectively. Then (T,R,η,P2k,α2k) and (T
ν ∩T,Rν , ην ,Pν2k, α
ν
2k) are both faithful linear limits of
(T,R, η, P ∗2k , α
∗
2k). Hence, by Theorem 10.19,
P2k/R ∼= P
ν
2k/R
ν ,
as anisotropic symplectic Zp(T (α
∗
2k)/P
∗
2k)-modules. But T = P
∗
2k ⋊ I fixes α
∗
2k, as I is the image of
Q̂(β2k−1,2k) in Aut(P
∗
2k) and the group Q̂ ∈ G(α
∗
2k) fixes α
∗
2k. So T (α
∗
2k)/P
∗
2k is naturally isomorphic
to I. We conclude that
P2k/R ∼= P
ν
2k/R
ν as anisotropic symplectic Zp(I)-modules. (11.122)
In view of Step 3, the group Q̂ ∩ Gt+1 centralizes P
(t),ν
2k and thus also centralizes its section P
ν
2k.
This, along with (11.122) and the definition of I, implies that Q̂∩Gt+1 centralizes P2k/R. Let G
(t)
t+1
denote the limit group to which Gt+1 reduces, as G reduces to G
(t). Then (11.109a) implies
It+1 := Image of Q̂(β2k−1,2k) ∩Gt+1 in Aut(P
(t)
2k ) = Image of Q̂
(t) ∩G
(t)
t+1 in Aut(P
(t)
2k ).
(11.123)
The fact that Q̂(β2k−1,2k) ∩Gt+1 centralizes P2k/R, while P2k is a section of P
(t)
2k , implies
It+1 centralizes P2k/R. (11.124)
This time we define V := P
(t)
2k/R
(t). So V is an anisotropic Zp(G
(t))-module. Thus V , when
written additively, is the direct sum
V = V1 ∔ V2, (11.125a)
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of the perpendicular Zp(G
(t))-modules,
V1 = C(G
(t)
t+1 in V ) = C(Q̂
(t)
2k+1 in V ) (11.125b)
V2 = [V,G
(t)
t+1] = [V, Q̂
(t)
2k+1], (11.125c)
where Q̂
(t)
2k+1 = Q̂
(t) ∩G
(t)
2k+1 is a q-Sylow subgroup of G
(t)
2k+1 = G
(t)
t+1, as Q̂
(t) is a q-Sylow subgroup
of G(t).
As (T,R,η,P2k,α2k) is a faithful linear limit of (T
(t),R(t),η(t),P
(t)
2k ,α
(t)
2k ), we have that U :=
P2k/R is isomorphic to a section of V . Furthermore, U is isomorphic as a symplectic Zp(I)-module,
to the orthogonal direct sum U = U1 ∔ U2, where Ui is a limit module for Vi, for each i = 1, 2. In
view of (11.125b) we have
U1 = C(It+1 in U) and U2 = [U, It+1], (11.126)
where It+1 is the image of Q̂
(t)
2k+1 in Aut(P
(t)
2k ) (see (11.123)). In view of (11.124) we get U2 = 0.
According to Remark 11.28, the center R(t) of P
(t)
2k is a cyclic central subgroup of G
(t), maximal
among the characteristic abelian subgroups of P
(t)
2k . So R
(t) is also a central subgroup of T(t) =
P
(t)
2k ⋊ I
(t), as I(t) is the image of Q̂(t) ≤ G(t) in Aut(P
(t)
2k ). Thus Proposition 10.47 applies to the
faithful linear limit (T,R,η,P2k,α2k). So U is isomorphic to W
⊥/W for some maximal I-invariant
totally isotropic subspace W of V . Then W = W1 ∔W2, where Wi is a maximal totally isotropic
I-invariant subspace of Vi, for i = 1, 2. But U2 = 0. Hence W
⊥
2 must equal W2. Thus V2 contains
a self perpendicular I-invariant subspace. We conclude that V2 is hyperbolic as both a Zp(I)- and
a Zp(Q̂
(t))-module. The group Q̂(t) has p-power index in G(t), since it is a q-Sylow subgroup of the
latter group. Since V2 is an anisotropic symplectic Zp(G
(t))-module, Theorem (3.2) in [1], implies
that V2 is both hyperbolic and anisotropic. Therefore V2 is 0. So V = V1 = C(Q̂
(t)
2k+1 in V ). Thus
Q̂
(t)
2k+1 centralizes P
(t)
2k+1/R
(t). We conclude that the q-Sylow subgroup Q̂
(t)
2k+1 of G
(t)
2k+1 = G
(t)
t+1
centralizes the p-Sylow subgroup P
(t)
2k of the same group. Hence G
(t)
t+1 is nilpotent. So Theorem
11.33 follows in the case of an even t.
The proof for an odd t follows immediately from the already proved case of an even t. Indeed,
assume that t is odd. Then we can adjoin a trivial group and character at the bottom of (11.106)
so that t becomes even. We now interchange p and q, and apply the already proved result. (Note
that the normal series (11.106a) becomes 1✂1 = H1✂G1 = H2✂G2 = H3✂ · · ·✂Gt+1 = Ht+2✂G,
so that 1 = H1 is assumed to be the first p-group of order p
0 = 1, while G1/1 = H2/H1 is a q-group
and Hi+1/Hi is either a q-group if i is odd, or a p-group if i is even, for all i = 1, . . . , t+ 1.)
Hence Theorem 11.33 follows.
11.6 Corollaries
Below we list a series of corollaries following Theorem 11.33.
Corollary 11.127. Let G be a finite paqb-monomial group, for some odd primes p and q. Assume
that N is a normal subgroup of G and that ψ is an irreducible character of N . Consider the linear
quintuple (G, 1, 1, N, ψ). Then there exists a faithful linear limit (G,A,Φ,N,Ψ) of (G, 1, 1, N, ψ)
such that N is a nilpotent group.
Observe that this is Theorem 1 of the introduction.
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Proof. As G is a solvable group and N is normal subgroup of G, we can form a series
1 = G0 ✂G1 ✂G2 ✂ · · ·✂Gt ✂Gt+1 = N ✂Gt+2 ✂ · · ·✂Gn = G, (11.128)
such that Gi is a normal subgroup of G, while the order of Gi+1/Gi is a power of a prime, for all
i = 0, 1, . . . , t. Furthermore, without any loss of generality we can assume that Gi+1/Gi is p-group
if i is odd and a q-group if i is even, for all i = 0, 1, . . . , t. We also form recursively a character
tower
{χi ∈ Irr(Gi)}
t+1
i=0, (11.129)
for (11.128), so that χt+1 = ψ and χi is any irreducible character of Gi that lies under χi+1 ∈
Irr(Gi+1), for all i = 0, 1, . . . , t. In addition, we fix a representative of the unique conjugacy class
of triangular sets that corresponds to the above character tower, along with a Sylow system for G
so that (8.4) holds.
We proceed with the series of reductions described in Section 11.1. So after t steps, we reach the
limit groups G(t) = G
(t)
n ,G
(t)
t+1 and R
(t),S(t) along with their limit characters Θ
(t)
n ,Θ
(t)
t+1 and η
(t) and
ζ(t). According to Theorem 11.33 the group G
(t)
t+1 is nilpotent. Furthermore, Remark 11.29 implies
that any faithful linear limit (G,A,Φ,N,Ψ) of (G(t),R(t),η(t),G
(t)
t+1,Θ
(t)
t+1) is also a faithful linear
limit of (G, 1, 1, Gt+1 , χt+1) = (G, 1, 1, N, ψ). Hence if we take (G,A,Φ,N,Ψ) to be any faithful
linear limit of (G(t),R(t),η(t),G
(t)
t+1,Θ
(t)
t+1), then N is nilpotent as a section of G
(t)
t+1. So Corollary
11.127 follows.
As any nilpotent group is monomial, Proposition 10.18, along Corollary 11.127 applied to any
irreducible character ψ of N , easily implies
Corollary 11.130. Let G be a finite paqb-monomial group, for some odd primes p and q. Assume
that N is a normal subgroup of G. Then N is a monomial group.
Observe that this is Theorem 2 of the Introduction.
If, in addition, we take N = G and χ ∈ Irr(G), then Corollary 11.127 implies the existence of a
faithful linear limit (G,A,Φ,G,Ψ) of (G, 1, 1, G, χ) so that G is nilpotent. In view of Corollary 10.9
the group A = Z(G) is maximal among the abelian G-invariant subgroups of G. As G is nilpotent
this forces Z(G) = A = G. Hence Ψ = Φ ∈ Irr(A) is linear. We conclude
Corollary 11.131. Let G be an odd order monomial paqb-group and let χ ∈ Irr(G). Then there
exists a faithful linear limit Ψ of χ such that Ψ(1) = 1, i.e., Ψ is a linear character.
Hence Theorem 3 follows.
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