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Abstract
We investigate the asymptotic behavior of the polynomials p, q, r of degrees n in
type I Hermite-Pade´ approximation to the exponential function, defined by p(z)e−z +
q(z) + r(z)ez = O(z3n+2) as z → 0. These polynomials are characterized by a Riemann–
Hilbert problem for a 3 × 3 matrix valued function. We use the Deift-Zhou steepest
descent method for Riemann–Hilbert problems to obtain strong uniform asymptotics for
the scaled polynomials p(3nz), q(3nz), and r(3nz) in every domain in the complex plane.
An important role is played by a three-sheeted Riemann surface and certain measures and
functions derived from it. Our work complements recent results of Herbert Stahl.
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1 Introduction
The study of Hermite–Pade´ approximation for the exponential function was initiated by
Hermite [19], in connection with his proof of the transcendency of e. A special case of this
is the quadratic Hermite–Pade´ approximation of type I, where for any given three integers
n1, n2, n3 ≥ 0, one asks for polynomials pn1,n2,n3 , qn1,n2,n3 , and rn1,n2,n3 of degrees n1, n2, n3,
respectively, such that
pn1,n2,n3(z) + qn1,n2,n3(z)e
z + rn1,n2,n3(z)e
2z = O(zn1+n2+n3+2), z → 0. (1.1)
These polynomials exist and are unique up to a common multiplicative factor. We put
en1,n2,n3(z) = pn1,n2,n3(z)e
−z + qn1,n2,n3(z) + rn1,n2,n3(z)e
z ,
so that
en1,n2,n3(z) = O(zn1+n2+n3+2), z → 0.
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Putting the left-hand side of (1.1) equal to zero, we obtain the quadratic algebraic Hermite–
Pade´ approximants
−qn1,n2,n3(z)±
√
qn1,n2,n3(z)
2 − 4pn1,n2,n3(z)rn1,n2,n3(z)
2rn1,n2,n3(z)
to ez.
The analytic theory of the Hermite–Pade´ approximation to the exponential function was
investigated, among others, by Mahler [26], Aptekarev [1], Chudnovsky [11], Borwein [10],
Driver [16], Driver and Temme [17], andWielonsky [41, 42]. The paper [27] by Nuttall deserves
a special mention since it contains many deep ideas and conjectures about the asymptotics of
Hermite–Pade´ approximants to general functions. Several surveys on the subject also exist,
see De Bruin [9], Baker and Lubinsky [5], and Aptekarev and Stahl [2].
Very recently, Herbert Stahl [34, 35, 36] gave detailed asymptotic results for the scaled
diagonal polynomials
Pn(z) = pn,n,n(3nz), Qn(z) = qn,n,n(3nz), Rn(z) = rn,n,n(3nz), (1.2)
and for the remainder term
En(z) = Pn(z)e
−3nz +Qn(z) +Rn(z)e
3nz (1.3)
in the approximation. From these asymptotics, the limit distributions of the zeros of Pn, Qn, Rn
and En follow. The zeros accumulate on specific arcs in the complex plane. In Figure 1, the
zeros of pn,n,n, qn,n,n, and rn,n,n have been plotted for the value n = 60. It shows their re-
markable distribution, especially the zeros of qn,n,n distribute themselves in a very particular
way. These results on the distribution of the zeros of Hermite–Pade´ approximants to expo-
nentials may be seen as a continuation of the study initiated by Szego˝ in [38] concerning the
distribution of the zeros of Taylor sections of the series for ez, subsequently generalized by
Saff and Varga in [31, 32, 33] to the zeros of the Pade´ approximants to ez, see also [22, 40].
Stahl [34, 35, 36] obtained his results from a saddle point analysis for the explicit integral
formulas for Pn, Qn, and Rn, which are
Pn(z) =
Ce3nz
2πi
∮
C−1
e3nzwdw
[w(w2 − 1)]n+1 , (1.4)
Qn(z) =
C
2πi
∮
C0
e3nzwdw
[w(w2 − 1)]n+1 , (1.5)
Rn(z) =
Ce−3nz
2πi
∮
C1
e3nzwdw
[w(w2 − 1)]n+1 . (1.6)
Here Cj is a closed contour in the complex plane encircling j in the positive direction, which
does not encircle the other points in {−1, 0, 1}. The number C in (1.4)–(1.6) is a normalization
constant. Stahl used C = n!2n+1(3n)−n in order to make Pn a monic polynomial. For our
analysis below, we found it convenient to make Qn monic, and we choose
C =
n!(−1)n+1
(3n)n
. (1.7)
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Figure 1: Zeros of the diagonal quadratic Hermite–Pade´ polynomials p60,60,60 (the diamonds
on the left) q60,60,60 (the circles in the middle), and r60,60,60 (the boxes on the right)
In this paper we propose a different approach to the asymptotic analysis. Our approach
is based on a Riemann–Hilbert formulation for the polynomials Pn, Qn, and Rn, combined
with a steepest descent analysis for Riemann–Hilbert problems. This technique originated
with Deift and Zhou [15] and was applied to the asymptotics of orthogonal polynomials by
Deift et al. [12, 13, 14]. See also [7, 8, 4, 20, 21, 22, 23, 24] for recent developments. The
Riemann–Hilbert problem for multiple orthogonal polynomials was given by Van Assche et
al. [39]. In the present situation it gives rise to a Riemann–Hilbert problem for a 3×3-matrix
valued function. As far as we are aware, this is the first time that the steepest descent method
for Riemann–Hilbert problems is applied to a 3× 3 problem.
The Riemann–Hilbert problem is to find a 3× 3 matrix valued function Y : C \Γ→ C3×3
where Γ is a closed contour in the complex plane encircling the origin once in the positive
direction, such that
1. Y is analytic in C \ Γ.
2. Y satisfies the jump condition
Y+(z) = Y−(z)
1 z−3n−2e−3nz 00 1 0
0 z−3n−2e3nz 1
 , z ∈ Γ, (1.8)
where Y+(z) and Y−(z) denote the limiting values of Y (z
′) as z′ approaches z ∈ Γ from
the inside and outside of Γ, respectively.
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3. For large z
Y (z) =
(
I +O
(
1
z
))zn+1 0 00 z−2n−2 0
0 0 zn+1
 , z →∞. (1.9)
We will show in Section 5.1 that the Riemann–Hilbert problem has a unique solution and that
Y21(z) = Pn(z), Y22(z) = z
−3n−2Qn(z) for z outside Γ, Y22(z) = z
−3n−2En(z) for z inside Γ,
and Y23(z) = Rn(z).
The steepest descent analysis consists of a number of transformations. To make the
transformations work, we make heavy use of the works of Stahl [34, 35, 36]. A crucial role is
played by the Riemann surface defined by
z =
w2 − 13
w(w2 − 1) , (1.10)
which is considered as a three sheeted surface with cuts along two arcs ΓP and ΓR. The
jumps of the different inverse mappings of (1.10) across the arcs determine probability mea-
sures µP and µR supported on ΓP and ΓR, respectively. These measures turn out to be
limiting distributions of the normalized zero counting measures of the polynomials Pn and
Rn, respectively.
We choose the closed contour Γ in the Riemann–Hilbert problem for Y so that it contains
the cuts ΓP and ΓR. The measures µP and µR and their g-transforms
gP (z) =
∫
log(z − s)dµP (s), gR(z) =
∫
log(z − s)dµR(s)
are used to make the first transformation of the Riemann–Hilbert problem, which has the
effect of normalizing the problem at infinity. Then we follow the general scheme, as presented
in [14] or [12], for the asymptotic analysis of Riemann–Hilbert problems. It leads to a final
Riemann–Hilbert problem whose solution has an explicit asymptotic behavior for n→∞, see
Theorem 6.4 in Section 6.3. Tracing our steps back to the original Riemann–Hilbert problem,
we obtain strong asymptotic formulas for the Hermite–Pade´ approximants in every region of
the complex plane, including the sets where the zeros are and their endpoints.
In Section 2 we state the asymptotic results for the polynomials Pn, Qn, and Rn, and for
the remainder En, as well as for the quadratic Hermite–Pade´ approximants. The asymptotic
results make use of the functions obtained from the Riemann surface. The Riemann surface
and the measures and functions derived from it are also described in Section 2. In Section 3
we prove the statements about the Riemann surface and other geometrical objects involved in
the problem. To prepare for the transformations of the Riemann–Hilbert problem we need a
large number of relations between the various functions involved, such as the inverse mappings
of (1.10) and the functions gP and gR. These properties are established in terms in Section
4. Sections 5 and 6 contain the transformations of the Riemann–Hilbert problem and all
asserted asymptotic results are finally proven in Section 7.
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2 Statement of results
2.1 The Riemann surface
In order to state our results we first introduce an appropriate Riemann surface. The Riemann
surface is chosen so that it parameterizes the critical points of the function
w 7→ 3zw − log [w(w2 − 1)] . (2.1)
Note that the integrals in formulas (1.4)–(1.6) have the form∮
Cj
1
w(w2 − 1)e
n(3zw−log[w(w2−1)])dw (2.2)
and that by the classical saddle point analysis for the asymptotic evaluation of integrals, the
main contribution to the integral (2.2) comes from a critical point of (2.1). So we define R
as the Riemann surface for the function
z = z(w) =
1
3
(
1
w
+
1
w − 1 +
1
w + 1
)
=
w2 − 13
w(w2 − 1) . (2.3)
Note that we obtain (2.3) if we set the derivative of (2.1) equal to zero and solve for z.
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Figure 2: The Riemann surface R
The rational function (2.3) has three inverse mappings. These are the three solutions of
the cubic equation
zw3 − w2 − zw + 1
3
= 0. (2.4)
The Riemann surface R consists of three sheets RP , RQ, and RR as shown in Figure 2, see
Proposition 2.1. The bijective mapping ψ : R → C is the inverse of (2.3). We denote its
restriction to the three sheets by ψP , ψQ, and ψR, respectively. So ψP (z), ψQ(z), and ψR(z)
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are the three solutions of (2.4). Typically we will identify the three sheets with copies of the
complex plane, and so ψP , ψQ, and ψR are defined on C with appropriate cuts. The sheets
RP and RQ are glued together along a cut ΓP connecting two branch points z1 and z2, and
the sheets RQ and RR are glued together along a cut ΓR connecting the other two branch
points z3 and z4.
The Riemann surface has four branch points z1 = z(w1), z2 = z(w2), z3 = z(w3), z4 =
z(w4), which are related to the points w1, w2, w3, w4 for which z
′(w) = 0. Simple calculations
give
wk = 3
−1/4ω−2k−18 , k = 1, 2, 3, 4, (2.5)
where ω8 = e
2πi/8 is the primitive 8th root of unity. The corresponding values of zk = z(wk)
are
z1 = 3
−1/4ω724, z2 = 3
−1/4ω1724, z3 = 3
−1/4ω1924, z4 = 3
−1/4ω524, (2.6)
where ω24 = e
2πi/24 is the primitive 24th root of unity. The precise sheet structure of R is
given in the following proposition.
Proposition 2.1. There is an analytic curve ΓP from z1 to z2 lying in the left half-plane,
and an analytic curve ΓR from z3 to z4 lying in the right half-plane, such that the following
hold.
(a) Three inverse mappings ψP , ψQ, and ψR of (2.3) exist so that ψP is defined and analytic
on C \ΓP , ψQ is defined and analytic on C \ (ΓP ∪ΓR), and ψR is defined and analytic
on C \ ΓR.
(b) At infinity, we have the values ψP (∞) = −1, ψQ(∞) = 0, and ψR(∞) = 1.
(c) For z ∈ ΓP , we have
3
2πi
∫ z
z1
(ψQ − ψP )+(s)ds ∈ R, (2.7)
with integration along the +side of ΓP . [This is the side of ΓP that is on the left while
going from z1 to z2 along ΓP .]
(d) For z ∈ ΓR, we have
3
2πi
∫ z
z3
(ψQ − ψR)+(s) ds ∈ R, (2.8)
with integration along the +side of ΓR.
Because of symmetry, ΓR is the mirror image of ΓP under reflection with respect to the
imaginary axis. We take the sheet structure on the Riemann surface R as in Figure 2. The
functions ψP , ψQ, ψR are defined on the P , Q, and R sheet of R, respectively. Together they
constitute a conformal map from R onto the Riemann sphere. The images of the different
sheets are shown in Figure 3.
Other curves of interest to our problem are defined by the property that either 32πi
∫ z
z1
(ψQ−
ψP )(s)ds or
3
2πi
∫ z
z3
(ψQ−ψR)(s)ds is real. These curves are described by the following propo-
sition, see Figure 4.
Proposition 2.2. (a) There are four analytic curves where 32πi
∫ z
z1
(ψQ − ψP )(s) ds is real.
One of them is ΓP , a second one joins z2 with z1 and intersects the positive real axis.
We call this curve Γ∗P . The other two curves are unbounded and lie in the left half-plane.
They join z1 and z2 with infinity, and we call them ΓE,1 and ΓE,2, respectively.
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Figure 3: ψ-image of the Riemann surface R
(b) There are four analytic curves where 32πi
∫ z
z3
(ψQ−ψR)(s) ds is real. One of them is ΓR,
a second one joins z4 with z3 and intersects the negative real axis. We call this curve
Γ∗R. The other two curves are unbounded and lie in the right half-plane. They join z3
and z4 with infinity and we call them ΓE,3 and ΓE,4, respectively.
(c) The curves Γ∗P and ΓR do not intersect.
(d) The curves Γ∗R and ΓP do not intersect.
(e) The curves Γ∗P and Γ
∗
R intersect in the points ±iy∗ on the imaginary axis. The value
of y∗ is approximately y∗ = 0.621391 · · · .
By symmetry, Γ∗P and Γ
∗
R are mirror images with respect to the imaginary axis. Similarly,
ΓE,1 and ΓE,4 are mirror images of each other, as well as ΓE,2 and ΓE,3. All contours are
oriented as shown in Figure 4. The orientation induces a +side and a −side on each contour,
where the +side is on the left and the−side on the right while traversing the contour according
to its orientation. Propositions 2.1 and 2.2 are proved in Section 3.
Now we can also define the contours ΓQ and ΓE. We define
ΓE =
4⋃
k=1
ΓE,k. (2.9)
where ΓE,k, k = 1, 2, 3, 4 are as in Proposition 2.2, and
ΓQ = [−iy∗, iy∗] ∪ (Γ∗P ∩ {Re z < 0}) ∪ (Γ∗R ∩ {Re z > 0}) , (2.10)
where Γ∗P , Γ
∗
R and iy
∗ are as in Proposition 2.2. We choose an orientation on ΓQ by orienting
the interval [−iy∗, iy∗] from −iy∗ to iy∗ and by orienting Γ∗P from z2 to z1 and Γ∗R from z4 to
z3, see Figure 5.
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Figure 4: Curves for which either 32πi
∫ z
z1
(ψQ − ψP )(s) ds or 32πi
∫ z
z3
(ψQ − ψR)(s) ds is real.
The contours ΓP , ΓQ, ΓR, and ΓE divide the complex plane into six domains. We denote
the unbounded domains byD∞,P , D∞,R, D∞,U andD∞,L, as shown in Figure 5. The bounded
domains are denoted by DP and DR, where DP is in the left half-plane, and DR is in the
right half-plane, see also Figure 5. We also put
D∞ = (D∞,P ∪D∞,R ∪D∞,U ∪D∞,L) ∪ (ΓE \ {z1, z2, z3, z4}) . (2.11)
This is the unbounded domain bounded by ΓP , ΓQ and ΓR. Of further interest is the bounded
domain D∗P bounded by ΓP and Γ
∗
P , see Figure 6, and its mirror image D
∗
R with respect to
the imaginary axis.
This concludes the description of the Riemann surface.
2.2 The measures µP , µQ, µR, and µE
We now define a measure on each of the curves ΓP , ΓQ, ΓR, and ΓE . The complex line
element ds is defined according to the orientation of these curves given in Figure 5.
Definition 2.3. We define a measure µP on ΓP by
dµP (s) =
3
2πi
(ψQ − ψP )+(s) ds s ∈ ΓP , (2.12)
a measure µR on ΓR by
dµR(s) =
3
2πi
(ψQ − ψR)+(s) ds s ∈ ΓR, (2.13)
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Figure 5: Curves ΓP , ΓQ, ΓR, and ΓE, and domains DP , DR, D∞,P ,D∞,R,D∞,U , and D∞,L.
Note that ΓQ does not only consist of the interval [−iy∗, iy∗] but also of the small arcs from
z2 via −iy∗ to z3 and from z4 via iy∗ to z1. The domain D∞ is the union of ΓE with the
unbounded domains D∞,P , D∞,R, D∞,U , and D∞,L.
and a measure µQ on ΓQ by
dµQ(s) =

3
2πi(ψQ − ψP )(s) ds s ∈ Γ∗P ∩ {Re z < 0},
3
2πi(ψQ − ψR)(s) ds s ∈ Γ∗R ∩ {Re z > 0},
3
2πi(ψR − ψP )(s) ds s ∈ [−iy∗, iy∗].
(2.14)
The measure µE on ΓE is defined as
dµE(s) =

3
2πi(ψQ − ψP )(s) ds s ∈ ΓE,1 ∪ ΓE,2,
3
2πi(ψQ − ψR)(s) ds s ∈ ΓE,3 ∪ ΓE,4.
(2.15)
A priori these are complex measures. Our first result is that µP , µQ, and µR are in fact
probability measures and µE is a positive measure.
Theorem 2.4. We have that µP is a probability measure on ΓP , µQ is a probability measure
on ΓQ and µR is a probability measure on ΓR. The measure µE is a positive measure on ΓE.
Theorem 2.4 follows from Propositions 4.2 and 4.8.
The relevance of these measures is shown by the following theorem. For every polynomial
p of exact degree n, we denote by νp the normalized zero counting measure. Thus
νp =
1
n
∑
p(z)=0
δz
10
where each zero is counted according to its multiplicity. We also define a zero counting
measure for the remainder function En, namely
νEn =
1
n
∑
En(z)=0
z 6=0
δz ,
where the normalization by n now corresponds to the degree of approximation and the 3n+2
interpolatory zeros of En at the origin have been excluded.
Theorem 2.5. We have
νPn
∗→ µP , νQn ∗→ µQ, νRn ∗→ µR, (2.16)
where the convergence is in the sense of weak∗ convergence of measures, i.e., µn
∗→ µ if∫
fdµn →
∫
fdµ for every bounded continuous function f . Furthermore, we have
νEn → µE, (2.17)
in the sense that
lim
n→∞
∫
f(s)dνEn(s) =
∫
f(s)dµE(s)
for every continuous function f such that f(s) = O(s−2) as s→∞.
The convergence of the zero counting measures is due to Stahl [35]. The theorem shows
that the measures µP , µQ, µR, and µE agree with the measures that Stahl introduced in a
different way.
In contrast to the measures νPn , νQn , and νRn which are probability measures, the mea-
sures νEn have infinite mass. They also have unbounded support. As a result, the proof of
the limit (2.17) is more involved than that of (2.16).
2.3 The g-functions
For the strong asymptotic results we need the log-transforms (or complex logarithmic poten-
tials) of the measures µP , µQ, and µR.
Definition 2.6. We introduce three functions
gP (z) =
∫
ΓP
log(z − s) dµP (s), z ∈ C \ ΓP , (2.18)
gQ(z) =
∫
ΓQ
log(z − s) dµQ(s), z ∈ C \ ΓQ, (2.19)
gR(z) =
∫
ΓR
log(z − s) dµR(s), z ∈ C \ ΓR, (2.20)
which are defined modulo 2πi.
Thus gP , gQ, and gR are multivalued functions, depending on the specific choice of the
branches of the logarithmic functions. Our results will involve expressions like engP and engR ,
and then the multivaluedness will play no role.
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2.4 Functions ϕP and ϕR
Two other important functions are the functions ϕP and ϕR given by
ϕP (z) =
3
2
∫ z
z1
(ψQ − ψP )(s) ds, (2.21)
and
ϕR(z) =
3
2
∫ z
z3
(ψQ − ψR)(s) ds. (2.22)
The paths of integration in (2.21) and (2.22) are in C \ (ΓP ∪ ΓR ∪ {0}). The functions ϕP
and ϕR are multivalued but the real parts are well-defined. From Proposition 2.2 we know
that ReϕP = 0 on the curves ΓP , Γ
∗
P , ΓE,1, and ΓE,2, and that ReϕR = 0 on ΓR, Γ
∗
R, ΓE,1,
and ΓE,2. We collect the main properties of ϕP and ϕR in the following lemma.
Lemma 2.7. (a) The real part of ϕP is zero exactly on ΓP , Γ
∗
P , ΓE,1, and ΓE,2.
The real part of ϕP is negative in D∞,P ∪D∗P , and it is positive in the remaining part
of the plane.
(b) The real part of ϕR is zero exactly on ΓR, Γ
∗
R, ΓE,3, and ΓE,4.
The real part of ϕR is negative in D∞,R ∪D∗R, and it is positive in the remaining part
of the plane.
(c) On the imaginary axis, we have ReϕP = ReϕR. We have ReϕP < ReϕR in the left
half-plane, and ReϕP > ReϕR in the right half-plane.
Lemma 2.7 is proved in Section 4.5.
2.5 Strong asymptotics away from the zeros
Now we can state the strong asymptotic results for the polynomials Pn, Qn, Rn, and the
remainder function En. Recall that the three polynomials are given by (1.4), (1.5) and (1.6)
with the constant C as in (1.7) so that Qn is a monic polynomial. Then Pn and Rn both
have leading coefficients (−12)n+1, and we will state our asymptotic results for the monic
polynomials (−2)n+1Pn(z) and (−2)n+1Rn(z). Throughout the rest of the paper, we will use
the function
√
3w4 + 1 which branches at the four points wk given in (2.5). We choose as cuts
for this function the two curves ψP+(ΓP ) and ψR+(ΓR) (see Figure 3), and assume that it is
positive for large positive w. So, in particular we have that
√
3w4 + 1 = −1 for w = 0.
The following theorem gives the strong asymptotics of the polynomials Pn, Qn, Rn and
the remainder term En away from their zeros. These results are due to Stahl [35], but we will
give independent proofs below.
Theorem 2.8. With the functions defined above, we have
(−2)n+1Pn(z) = 2e
ngP (z)√
3ψ4P (z) + 1
(
1 +O
(
1
n
))
(2.23)
uniformly for z in compact subsets of C \ ΓP ,
(−2)n+1Rn(z) = 2e
ngR(z)√
3ψ4R(z) + 1
(
1 +O
(
1
n
))
(2.24)
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Figure 6: The shaded region is where ReϕP is negative. It consists of the two parts D∞,P
and D∗P , where D
∗
P is bounded by ΓP and Γ
∗
P .
uniformly for z in compact subsets of C \ ΓR, and
Qn(z) =

− e
ngQ(z)√
3ψ4Q(z) + 1
(
1 +O
(
1
n
))
for z ∈ D∞
engQ(z)√
3ψ4P (z) + 1
(
1 +O
(
1
n
))
for z ∈ DP
engQ(z)√
3ψ4R(z) + 1
(
1 +O
(
1
n
))
for z ∈ DR,
(2.25)
uniformly for z in compact subsets of C \ ΓQ. Furthermore we have
En(z) =

−
(
−1
2
)n en(gR(z)+3z)√
3ψ4R(z) + 1
(
1 +O
(
1
n
))
for z ∈ D∞,R
−
(
−1
2
)n en(gP (z)−3z)√
3ψ4P (z) + 1
(
1 +O
(
1
n
))
for z ∈ D∞,P
−z
3ne−n(gP (z)+gR(z))√
3ψ4Q(z) + 1
(
1 +O
(
1
n
))
for z ∈ DP ∪DR ∪D∞,U ∪D∞,L
∪ ΓQ \ {z1, z2, z3, z4},
(2.26)
uniformly for z in compact subsets of C \ ΓE.
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2.6 Asymptotics near the curves ΓP , ΓQ, ΓR and ΓE
We will also obtain uniform asymptotics near the curves ΓP , ΓQ, ΓR and ΓE, as well as in
neighborhoods of the branch points zk. We start with the polynomials Qn and the remainder
function En.
Theorem 2.9. Uniformly for z in compact subsets of the region
(ΓQ \ {z1, z2, z3, z4}) ∪DP ∪DR ∪D∞,U ∪D∞,L,
see Figure 5, we have
Qn(z) = z
3ne−n(gP (z)+gR(z))
 e−2nϕP (z)√
3ψ4P (z) + 1
(
1 +O
(
1
n
))
− 1√
3ψ4Q(z) + 1
(
1 +O
(
1
n
))
+
e−2nϕR(z)√
3ψ4R(z) + 1
(
1 +O
(
1
n
)) . (2.27)
Uniformly for z in compact subsets of D∞ (which includes the arcs ΓE but not the branch
points z1, z2, z3, z4), we have
En(z) = −z3ne−n(gP (z)+gR(z))
 e−2nϕP (z)√
3ψ4P (z) + 1
(
1 +O
(
1
n
))
+
1√
3ψ4Q(z) + 1
(
1 +O
(
1
n
))
+
e−2nϕR(z)√
3ψ4R(z) + 1
(
1 +O
(
1
n
)) . (2.28)
Note that the asymptotic formula (2.27) (resp. (2.28)) holds in particular on ΓQ (resp.
ΓE), away from the branch points z1, z2, z3 and z4, that is, on the curve where the zeros of
Qn (resp. En) accumulate.
It may be checked that the three terms in (2.27) are analytic continuations of the different
asymptotic formulas we have in (2.25). For z ∈ D∞, we have gQ(z) = −gP (z)−gR(z)+3 log z
by Corollary 4.11, and then (2.27) reduces to the first formula in (2.25) since ReϕP (z) > 0
and ReϕR(z) > 0 in D∞,U and D∞,L. For z ∈ DP , we have gQ(z) = −gP (z) − gR(z) +
3 log z − 2ϕP (z) and we obtain the second formula in (2.25). Finally, for z ∈ DR, we have
gQ(z) = −gP (z)− gR(z) + 3 log z − 2ϕR(z), and we get the third formula in (2.25).
On ΓQ two of the terms in (2.27) have comparable absolute values. This causes the zeros
of Qn to be close to ΓQ. At the points ±iy∗, all three terms have comparable absolute values.
Similarly, on ΓE two of the terms in (2.28) have comparable absolute values, which causes
the zeros of En in D∞ to be close to ΓE .
For the polynomials Pn and Rn we have an asymptotic formula on ΓP and ΓR, respectively,
away from the branch points, which now consists of two terms.
Theorem 2.10. Uniformly for z in compact subsets of the region
(ΓP \ {z1, z2}) ∪D∞,P ∪D∗P
14
(this is the shaded region in Figure 6), we have
(−2)n+1Pn(z) = engP (z)
 2√
3ψ4P (z) + 1
(
1 +O
(
1
n
))
± 2e
2nϕP (z)√
3ψ4Q(z) + 1
(
1 +O
(
1
n
))
(2.29)
where the +sign holds in DP ∪DR and the −sign holds in D∞.
Uniformly for z in compact subsets of the domain
(ΓR \ {z3, z4}) ∪ {z ∈ C | ReϕR(z) < 0}
we have
(−2)n+1Rn(z) = engR(z)
 2√
3ψ4R(z) + 1
(
1 +O
(
1
n
))
± 2e
2nϕR(z)√
3ψ4Q(z) + 1
(
1 +O
(
1
n
))
(2.30)
where the +sign holds in DR ∪DP and the −sign holds in D∞.
For z away from ΓP so that ReϕP (z) < 0, the asymptotic formula (2.29) reduces to (2.23).
On ΓP we have ReϕP (z) = 0, and then the two terms in (2.29) are of comparable magnitude.
For z ∈ ΓP , (2.29) can be re-written as
(−2)n+1Pn(z) = 2e
ngP−(z)√
3ψ4P−(z) + 1
(
1 +O
(
1
n
))
+
2engP+(z)√
3ψ4P+(z) + 1
(
1 +O
(
1
n
))
.
Similar remarks hold for (2.30).
2.7 Asymptotics near the branch points
Near the branch points, the asymptotic formulas involve the Airy function Ai, which is the
solution of the differential equation
y′′(z) = zy(z),
satisfying
Ai(z) =
1
2
√
π
z−1/4e−
2
3
z3/2
(
1 +O
(
1
z3/2
))
as z →∞ with | arg z| < π, see, e.g., [28] for more details. We only deal with the asymptotic
behavior of Pn, Qn and En near z1. Similar results can be given for the behavior near the
other branch points. Here we will take the branch of the function ϕP (z) which is 0 at z = z1.
So it behaves like
ϕP (z) = c(z − z1)3/2 +O
(
(z − z1)5/2
)
as z → z1, with c 6= 0. Then we define the function
f1(z) =
[
3
2
ϕP (z)
]2/3
(2.31)
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which is analytic for z in a neighborhood of z1. We take that 2/3rd power so that f1(z) is
real and negative for z ∈ ΓP . Then
f1(z) = c1(z − z1) +O
(
(z − z1)2
)
(2.32)
as z → z1 with some constant c1 6= 0. Explicit calculations show that
c1 = f
′
1(z1) = 2
1/335/12e−
7
36
πi. (2.33)
Theorem 2.11. There is a δ > 0, such that we have, uniformly for |z − z1| < δ,
(−2)n+1Pn(z) =
√
πe(n+1)(gP (z)+ϕP (z))[
n1/6h1(z)Ai
(
(n+ 1)2/3f1(z)
)(
1 +O
(
1
n
))
+n−1/6h2(z)Ai
′
(
(n+ 1)2/3f1(z)
)(
1 +O
(
1
n
))]
, (2.34)
(−2)n+1Qn(z) =
√
πe3ze(n+1)(gP (z)+ϕP (z)−3z)[
n1/6h1(z)e
−2πi/3 Ai
(
e−2πi/3(n + 1)2/3f1(z)
)(
1 +O
(
1
n
))
+n−1/6h2(z)e
2πi/3 Ai′
(
e−2πi/3(n+ 1)2/3f1(z)
)(
1 +O
(
1
n
))]
, (2.35)
and
(−2)n+1En(z) = −
√
πe3ze(n+1)(gP (z)+ϕP (z)−3z)[
n1/6h1(z)e
2πi/3 Ai
(
e2πi/3(n+ 1)2/3f1(z)
)(
1 +O
(
1
n
))
+n−1/6h2(z)e
−2πi/3 Ai′
(
e2πi/3(n+ 1)2/3f1(z)
)(
1 +O
(
1
n
))]
, (2.36)
where h1 and h2 are two analytic functions without zeros in |z − z1| < δ, which have explicit
expressions
h1(z) =
(
N21(z) + iz
−1e−3zN22(z)
)
f1(z)
1/4, (2.37)
with the branch of the fourth root in f1(z)
1/4 taken with a cut along ΓP , and
h2(z) =
(−N21(z) + iz−1e−3zN22(z)) f1(z)−1/4. (2.38)
Here
N21(z) =
2e−gP (z)√
3ψ4P (z) + 1
, N22(z) = − e
gP (z)+gR(z)
z2
√
3ψ4Q(z) + 1
. (2.39)
We use N21 and N22 to denote these functions, since in what follows they will appear as
entries in a matrix N . Note that the function gP + ϕP is analytic near z = z1.
From the asymptotics near the branch points, one can deduce the behavior of the extreme
zeros of Pn, Qn, Rn and En near the branch points. We only state the result for the zeros of
Pn, Qn and En near z1. Recall that the Airy function Ai has only negative real zeros, which
we denote by 0 > −ι1 > −ι2 > · · · > −ιν > · · · .
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Corollary 2.12. Let zPν,n, ν = 1, . . . , n, be the zeros of Pn, ordered by increasing distance to
z1. Then for every ν ∈ N, we have
zPν,n = z1 −
ιν
f ′1(z1)
n−2/3 +O
(
1
n
)
,
= z1 + 2
−1/33−5/12e−
29
36
πiινn
−2/3 +O
(
1
n
)
, (2.40)
as n → ∞. Let zQν,n, ν = 1, . . . , n, be the zeros of Qn, ordered by increasing distance to z1.
Then for every ν ∈ N,
zQν,n = z1 − e2πi/3
ιν
f ′1(z1)
n−2/3 +O
(
1
n
)
,
= z1 + 2
−1/33−5/12e−
5
36
πiινn
−2/3 +O
(
1
n
)
, (2.41)
as n → ∞. Let zEν,n, ν = 1, . . . , n, be the zeros of En, ordered by increasing distance to z1.
Then for every ν ∈ N,
zEν,n = z1 − e−2πi/3
ιν
f ′1(z1)
n−2/3 +O
(
1
n
)
,
= z1 + 2
−1/33−5/12e
19
36
πiινn
−2/3 +O
(
1
n
)
, (2.42)
as n→∞.
2.8 Convergence of the Hermite–Pade´ approximants
The polynomials Pn, Qn, Rn satisfy
Pn(z) +Qn(z)e
3nz +Rn(z)e
6nz = O (z3n+2) ,
as z → 0. Replacing the O term by 0, one might expect that the quadratic equation
Pn(z) +Qn(z)Xn(z) +Rn(z)X
2
n(z) = 0 (2.43)
has a solution
Xn(z) =
−Qn(z)±
√
Q2n(z)− 4Pn(z)Rn(z)
2Rn(z)
(2.44)
which is close to the exponential e3nz. This is indeed true for z in the domains DP and DR.
Theorem 2.13. For z ∈ DP ∪DR, there is a solution to (2.43) such that
Xn(z) = e
3nz
(
1 +O
(
1
n
))
. (2.45)
The O-term is uniform on compact subsets of DP ∪DR.
Remark 2.14. The domain of convergence does not include the imaginary axis. On the
imaginary axis one has roots of Q2n − 4PnRn which are branch points of Xn, accumulating
along the interval [−iy∗, iy∗]. Hence, convergence does not take place in a neighborhood of 0
even though the approximants come from a Hermite–Pade´ expansion around 0.
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Remark 2.15. It turns out that Q2n dominates PnRn in the region DP ∪DR. If we agree to
take the square root in (2.44) so that√
Q2n(z)− 4Pn(z)Rn(z) ≃ Qn(z),
then in (2.44) we have to take the + sign in DP and the − sign in DR. So
Xn(z) =
−Qn(z) +
√
Q2n(z)− 4Pn(z)Rn(z)
2Rn(z)
=
−2Pn(z)
Qn(z) +
√
Q2n(z)− 4Pn(z)Rn(z)
≃ −Pn(z)
Qn(z)
for z ∈ DP ,
and
Xn(z) =
−Qn(z)−
√
Q2n(z)− 4Pn(z)Rn(z)
2Rn(z)
≃ −Qn(z)
Rn(z)
for z ∈ DR.
Remark 2.16. It is possible to show that in D∞, there is no relative convergence to e
3nz of
any of the two roots Xn(z). Absolute convergence holds in DP and in a subdomain of DR
bounded by the curve Re (3z + 2ϕR(z)) = 0.
3 Geometry of the problem
In this section we will prove Propositions 2.1 and 2.2 together.
3.1 Proof of Propositions 2.1 and 2.2
We recall that ψP , ψQ, and ψR will be the three inverse mappings of
z = z(w) =
w2 − 13
w(w2 − 1) .
It is easy to see that z(w) is real if w is real, and that z(w) is purely imaginary if w ∈ iR. In
fact, for z ∈ iR, there is one solution of the cubic equation (2.4) on the imaginary axis, one
in the left half-plane, and one in the right half-plane. We denote these by ψQ(z), ψP (z), and
ψR(z), respectively. Then part (b) of Proposition 2.1 holds. We also note that ψQ(0) =∞.
These functions have analytic continuations, first to a vertical strip −ε < Re z < ε. around
the imaginary axis. Then ψQ has a pole at 0 and from (2.3) it follows that
ψQ(z) =
1
z
+O(z) as z → 0. (3.1)
Near infinity, we have from analyzing (2.3)
ψP (z) = −1 + 1
3z
+O
(
1
z2
)
, (3.2)
ψQ(z) =
1
3z
+O
(
1
z2
)
, (3.3)
ψR(z) = 1 +
1
3z
+O
(
1
z2
)
, (3.4)
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as z →∞.
For 0 < Re z < ε, we then have that ReψQ(z) > 0, ReψR(z) > 0, while ReψP (z) < 0.
Since for z /∈ iR, there can be no solution of (2.4) on the imaginary axis, it then follows by
continuity that for every z in the right half-plane, there are two solutions of the cubic equation
(2.4) with positive real part, and one solution with negative real part. For z with Re z > 0,
we then define ψP (z) as the unique solution of (2.4) with negative real part. This defines ψP
as an analytic function for Re z > −ε. Similarly, for Re z < 0, we define ψR(z) as the unique
solution of (2.4) with positive real part, and we have ψR as an analytic function for Re z < ε.
For the moment, we let ΓP be an arbitrary simple curve that connects the branch points
z1 and z2, and lies entirely in the left half-plane. We let ΓR be the mirror image of ΓP with
respect to the imaginary axis and we assume that these cuts determine the sheet structure of
the Riemann surface R. Then we can extend ψP , ψQ, and ψR to analytic functions on C\ΓP ,
C \ (ΓP ∪ ΓR), and C \ ΓR, respectively. So we have part (a) of Proposition 2.1.
Next we want to study curves so that 32πi
∫ z
z1
(ψQ−ψP )(s)ds is real. If z = z(t) is arclength
parametrization of such a curve, then
Re
[∫ z(t)
z1
(ψQ − ψP )(s)ds
]
= 0.
which upon differentiating leads to Re [z′(t)(ψQ − ψP )(z(t))] = 0. Since z′(t) 6= 0, and (ψQ−
ψP )(z) 6= 0 (except at the branch points z1 and z2), we find that −z′(t)2(ψQ−ψP )(z(t))2 > 0.
Thus the curve is what is known in geometric function theory as a trajectory of the quadratic
differential
−(ψQ − ψP )2(z)dz2, (3.5)
see [29, 37]. Now, (ψQ−ψP )2(z) is well-defined in the left half-plane, irrespective of the exact
choice for ΓP . It is analytic with simple zeros at the branch points z1 and z2, and a double
pole at 0.
Trajectories of the quadratic differential (3.5) which start from or end at z1 or z2 are
called critical trajectories. From the local structure of trajectories of quadratic differentials,
it is known that three trajectories emanate from any simple zero. So three critical trajectories
emanate from z1, and we would like to label them by ΓP , Γ
∗
P , and ΓE,1. The labeling will
depend on the global behavior of these trajectories. We consider the global behavior in the
second quadrant, which we call G.
It is known that any trajectory in G must begin and end either at z1, or at infinity, or on
the boundary of G. It is also known that there can be no closed Jordan curve consisting of
trajectories, since there are no poles of the quadratic differential in G. For these properties
of trajectories of quadratic differentials, see [29, Chapter 8] and also [3]. So the three critical
trajectories that start at z1, cannot end at z1, and they should end in G in one of the following
ways
(1) on the negative real axis,
(2) on the positive imaginary axis, or
(3) at infinity.
If a critical trajectory meets the real axis, then by symmetry its mirror image with respect
to the real axis will be its continuation to z2. If there were two critical trajectories that come
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to the negative real axis, then they both would continue to z2. Then there would be a closed
Jordan curve consisting of trajectories, which would not enclose a pole. This is impossible.
Hence there can be at most one critical trajectory that meets the negative real axis.
On the critical trajectories we have that ϕP (z), see (2.21), is purely imaginary. Its deriva-
tive is ϕ′P (z) =
3
2πi(ψQ − ψP )(z), and
Reϕ′P (z) =
3
2π
Im (ψQ − ψP )(z). (3.6)
We claim that ImψQ(z) = ImψP (z) cannot happen for z on the positive imaginary axis. To
prove this claim, let us assume that for z = iy with y > 0, we have ImψQ(z) = ImψP (z).
Note that ψQ maps the positive imaginary axis to the negative imaginary axis. So we have
ψQ(iy) = −iv with v > 0 and
y =
v2 + 13
v(v2 + 1)
. (3.7)
Recall that ψP (z) is always in the left half-plane. So we have ψP (iy) = −u− iv with u > 0,
and by symmetry, we then have ψR(iy) = u−iv. Since ψP , ψQ, and ψR are the three solutions
of (2.4), we have
ψP (z) + ψQ(z) + ψR(z) =
1
z
, z ∈ C.
Then for z = iy, this leads to −3iv = 1iy , so that y = 13v . However, this is incompatible with
(3.7) if v 6= 0. This contradiction proves the claim that ImψQ(z) = ImψP (z) does not happen
for z on the positive imaginary axis. As a result we see from (3.6) that the real part of ϕP (z)
is strictly monotone as z varies over the positive imaginary axis. Thus there can be at most
one value y∗ > 0 so that ReϕP (iy
∗) = 0. Since ReϕP = 0 on the critical trajectories, we see
that there can be at most one critical trajectory that meets the positive imaginary axis.
Now consider trajectories that end at infinity. At infinity, we have −(ψQ−ψP )2(∞) = −1.
This means that the quadratic differential has a pole of order 4 at infinity, see [37], and all
trajectories that extend to infinity arrive there with a vertical tangent. Assume that two
critical trajectories extend to infinity in G. Then these trajectories are the boundary of a
region G′ in G. Any trajectory in G′ begins and ends at infinity with a vertical tangent.
However, according to [37, Theorem 7.4] a pole of order 4 has a neighborhood, so that any
closed trajectory lying entirely in that neighborhood begins and ends at the pole, but from
opposite directions. This is a contradiction, since there will be trajectories in G′ that are
arbitrarily close to infinity. This contradiction shows that there can be at most one critical
trajectory that extends to infinity.
So now we proved that each of the possible ways (1), (2), and (3) that a critical trajectory
can end in G, happens at most once. Since there are three critical trajectories, it follows that
each possibility happens exactly once. So there is a unique critical trajectory that meets the
negative real axis. This trajectory continues to z2, and we call it ΓP . We then have that part
(c) of Proposition 2.1 is satisfied.
The critical trajectory that meets the positive imaginary axis is called Γ∗P , and the critical
trajectory that extends to infinity is called ΓE,1. By symmetry, we also find the trajectory
ΓE,2 that emanates from z2 and extends to infinity.
By symmetry with respect to the imaginary axis, we also find the contours ΓR, ΓE,3, ΓE,4,
and Γ∗R in the right half-plane, so that for z on these contours we have that
3
2πi
∫ z
z3
(ψQ −
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ψR)(s)ds is real. This establishes part (d) of Proposition 2.1 and this proposition is now
proved completely.
Large parts of Proposition 2.2 have also been proved. All statements regarding ΓP , ΓR,
ΓE,k, k = 1, 2, 3, 4 are proved. We also know that Γ
∗
P and Γ
∗
R meet at the point iy
∗ on the
positive imaginary axis. What remains is to investigate how Γ∗P and Γ
∗
R continue beyond iy
∗.
The following lemma will be useful.
Lemma 3.1. The real part of ϕP is strictly positive on ΓR, ΓE,3, and ΓE,4. The real part of
ϕR is strictly positive on ΓP , ΓE,1, and ΓE,2.
We delay the proof of this lemma to Section 4.4, since its proof is easier once we have
the functions gP and gR and know some of their properties. The reader may verify that the
proofs that follow in Section 4 do not depend on the curves Γ∗P and Γ
∗
R.
Assuming the lemma we can complete the proof of Proposition 2.2 as follows. Consider
the quadratic differential −(ψQ − ψP )(z)2dz2 in the domain G1 bounded by ΓE,4, the curve
ΓR in the upper half-plane and the real interval (−∞, x∗] where x∗ is the point where ΓR
intersects the real axis. The critical trajectory Γ∗P has to end in G1 in one of the following
ways
(1) on the real axis,
(2) on ΓR or ΓE,4,
(3) at infinity.
It cannot end on ΓR or ΓE,4 because of Lemma 3.1, and it cannot extend to infinity for
the same reason that it could not extend to infinity in the left half-plane. So it has to end
on the real axis, but it cannot end on the negative real axis, again for the same reason as
before. So it has to end on the positive real axis, somewhere in the open interval (0, x∗).
Then by symmetry Γ∗P continues in the lower half-plane to the branch point z2 and Γ
∗
P does
not intersect with ΓR. This proves part (c) of Proposition 2.2.
By symmetry, also part (d) holds, and this completes the proof of Proposition 2.2.
4 Measures and functions associated with the Riemann sur-
face
In this section we study the measures µP , µQ, µR, and µE, and the functions ϕP , ϕR, gP , gQ,
and gR. These measures and functions that are associated with the Riemann surface satisfy
many relations that will be used in the transformations of the Riemann–Hilbert problem that
follow in later sections. We also prove Theorem 2.4 and Lemmas 2.7 and 3.1 in this section.
4.1 Properties of the measures µP , µR, and µE
We start with a lemma.
Lemma 4.1. We have
3
2πi
∫
ΓP
(ψQ − ψP )+(s) ds = 1, (4.1)
and
3
2πi
∫
ΓR
(ψQ − ψR)+(s) ds = 1. (4.2)
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Proof. Let γ be a closed contour on the sheet RP going around ΓP once in the positive
direction. Then the residue theorem for the exterior of γ gives
3
2πi
∫
γ
ψP (s) ds = 1,
because ψP is analytic outside γ and we have (3.2). If we shrink γ to ΓP , then the integral
becomes
3
2πi
∫
ΓP
((ψP )−(s)− (ψP )+(s)) ds = 1.
Taking into account that (ψP )− = (ψQ)+, we obtain (4.1). The reasoning is similar for the
proof of (4.2), where we use a closed contour going around ΓR on RR and the behavior (3.4)
of ψR at infinity.
Now we can prove the parts of Theorem 2.4 dealing with µP , µR and µE. We give the
proof of the part dealing with µQ only after we have a better understanding of the curve Γ
∗
P
and Γ∗R, see Proposition 4.8.
Proposition 4.2. µP is a probability measure on ΓP , µR is a probability measure on ΓR and
µE is a positive measure on ΓE.
Proof. The curve ΓP is such that for z ∈ ΓP , the integral 32πi
∫ z
z1
(ψQ −ψP )+(s) ds is real, see
Proposition 2.1. For z = z1, it has the value 0, and for z = z2 it has the value 1 by (4.1). Let
z = z(t), t ∈ [0, T ], be arclength parametrization of ΓP . The derivative of
t 7→ 3
2πi
∫ z(t)
z1
(ψQ − ψP )+(s) ds (4.3)
is equal to 32πi (ψQ(z(t)) − ψP (z(t))) z′(t) and this is different from 0 for t ∈ (0, T ). Thus
(4.3) is strictly increasing from 0 for t = 0 to 1 for t = T . This immediately implies that
µP defined by (2.12) is a probability measure on ΓP . Similarly µR defined in (2.13) is a
probability measure on ΓR.
For µE we observe that (2.15) defines a real measure on ΓE, since, by Proposition 2.1,
3
2πi
∫ z
z1
(ψQ − ψP )(s)ds is real for z ∈ ΓE,1 ∪ ΓE,2, and 32πi
∫ z
z3
(ψQ − ψR)(s)ds is real for
z ∈ ΓE,3 ∪ ΓE,4. Using an argument based on arclength parametrization, similar to the
one above, we find that on each part ΓE,j, j = 1, 2, 3, 4, the measure µE is either positive
or negative. Since ψQ(s) − ψP (s) = 1 + O(1/s2) as s → ∞ (see (3.2)–(3.3)), we have for
z ∈ ΓE,1,
3
2πi
∫ z
z1
(ψQ − ψP )(s) ds = 3
2πi
(z − z1) +O(1) as z →∞, z ∈ ΓE,1.
Since Im (z − z1) → +∞ as z → ∞ along ΓE,1, the integral is positive as z → ∞ along
ΓE,1. As the measure µE is of constant sign on ΓE,1, we may thus deduce that it is positive
everywhere on ΓE,1. The reasoning for ΓE,2, ΓE,3, and ΓE,4 is similar.
This completes the proof of Proposition 4.2.
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4.2 Properties of gP and gR
The functions gP and gR were defined in (2.18) and (2.20). These are multi-valued functions,
depending on the choice of the branch of the logarithm log(z − s), which we assume depends
on s ∈ Γ in a continuous way. Since µP and µR are probability measures, the g-functions are
defined modulo 2πi.
Lemma 4.3. For the derivatives of the functions gP and gR we have
g′P (z) = 3ψP (z) + 3, z ∈ C \ ΓP , (4.4)
and
g′R(z) = 3ψR(z)− 3, z ∈ C \ ΓR. (4.5)
Proof. The derivative of gP is easily obtained as
g′P (z) =
3
2πi
∫
ΓP
1
z − s(ψQ − ψP )+(s) ds.
If γ is a closed contour going around ΓP on RP in the positive direction but with z outside
γ, then (since (ψQ)+ = (ψP )−)
g′P (z) =
3
2πi
∮
γ
ψP (s)
z − s ds.
The integral over γ can be calculated with the residue theorem for the exterior of γ, for which
there is a residue at z and at ∞ given by (3.2). This proves (4.4). The proof of (4.5) is
similar.
Corollary 4.4. For z ∈ C \ (ΓP ∪ ΓR), we have
2g′P (z) + g
′
R(z) =
3
z
+ 3− 3[ψQ(z)− ψP (z)], (4.6)
and
2g′R(z) + g
′
P (z) =
3
z
− 3− 3[ψQ(z) − ψR(z)]. (4.7)
Proof. We recall that ψP (z), ψQ(z), and ψR(z) are roots of the cubic equation (2.4), so that
ψP (z) + ψQ(z) + ψR(z) =
1
z
. (4.8)
Hence by (4.4) and (4.5),
2g′P (z) + g
′
R(z) = 6ψP (z) + 6 + 3ψR(z)− 3
= 3[ψP (z) + ψQ(z) + ψR(z)] − 3[ψQ(z)− ψP (z)] + 3
=
3
z
+ 3− 3[ψQ(z)− ψP (z)].
A similar computation gives (4.7).
A useful explicit expression of gP and gR in terms of the mapping functions ψP and ψR
is given in the next lemma.
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Lemma 4.5. The functions gP and gR have the following explicit expressions in terms of the
mapping functions ψP and ψR,
gP (z) = 3z(ψP (z) + 1)− log[ψP (z)(ψ2P (z)− 1)]− 1 + log
(
2
3
)
, for z ∈ C \ ΓP , (4.9)
and
gR(z) = 3z(ψR(z)− 1)− log[ψR(z)(ψ2R(z)− 1)]− 1 + log
(
2
3
)
, for z ∈ C \ ΓR. (4.10)
Proof. We let z ∈ C \ ΓP and put w = ψP (z). Taking a derivative of (2.3), we find, since
w′(z) = 1z′(w) ,
3 = −
(
1
w2
+
1
(w − 1)2 +
1
(w + 1)2
)
w′.
Thus
3ψP (z) + 3 = −(w + 1)
(
1
w2
+
1
(w − 1)2 +
1
(w + 1)2
)
w′
= −
(
1
w
+
1
w2
+
1
w − 1 +
2
(w − 1)2 +
1
w + 1
)
w′
=
d
dz
[
− logw(w2 − 1) + 1
w
+
2
w − 1
]
.
By (4.4), we then see that
gP (z) = − logw(w2 − 1) + 1
w
+
2
w − 1 + C
for some constant C. The constant can be determined from the behavior for z → ∞, since
gP (z) = log z+O(1/z), and w = ψP (z) = −1+ 13z +O(1/z2). The result is that C = 2+log 23 .
Using (2.3) we then find (4.9).
The proof of (4.10) follows along similar lines.
4.3 Jump properties of gP and gR
We recall that the functions ϕP and ϕR were introduced in (2.21) and (2.22). The next
lemma connects these functions with gP and gR. It will be frequently used in what follows.
Throughout the rest of the paper we use ℓ to denote the constant
ℓ = log 2− πi. (4.11)
Lemma 4.6. For z ∈ C \ (ΓP ∪ ΓR), we have
2gP (z) + gR(z) = 3 log z + 3z − 2ϕP (z) + ℓ, (4.12)
2gR(z) + gP (z) = 3 log z − 3z − 2ϕR(z) + ℓ. (4.13)
On the contours we have
gP+(z) + gP−(z) + gR(z) = 3 log z + 3z + ℓ, z ∈ ΓP , (4.14)
gP (z) + gR+(z) + gR−(z) = 3 log z − 3z + ℓ, z ∈ ΓR, (4.15)
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and
gP+(z)− gP−(z) = −ϕP+(z) + ϕP−(z) = −2ϕP+(z) = 2ϕP−(z), z ∈ ΓP , (4.16)
gR+(z)− gR−(z) = −ϕR+(z) + ϕR−(z) = −2ϕR+(z) = 2ϕR−(z), z ∈ ΓR. (4.17)
Proof. Integrating (4.6) from z1 to z over some path in C \ (ΓP ∪ ΓR ∪ {0}), we get
2gP (z) + gR(z)− 2gP (z1)− gR(z1) = 3 log z − 3 log z1 + 3(z − z1)− 2ϕP (z),
so that (4.12) holds with constant
ℓ = 2gP (z1) + gR(z1)− 3 log z1 − 3z1.
Using the explicit expressions (4.9) and (4.10) for gP and gR we are able to show that ℓ
is equal to (4.11). To obtain (4.13) we integrate (4.7) from z3 to z. It turns out that the
constant of integration is again given by (4.11).
Next, we use Lemma 4.3 to find
gP+(z) + gP−(z) + gR(z) = 3
∫ z
z1
(ψP+ + ψP− + ψR)(s) ds + 3(z − z1), z ∈ ΓP .
On ΓP we have ψP−(s) = ψQ+(s), so that
gP+(z) + gP−(z) + gR(z) = 3
∫ z
z1
(ψP + ψQ + ψR)+(s) ds+ 3z − 3z1, z ∈ ΓP .
Since ψP (s) + ψQ(s) + ψR(s) =
1
s , we obtain
gP+(z) + gP−(z) + gR(z) = 3 log z − 3 log z1 + 3z − 3z1 = 3 log z − 3z + ℓ, z ∈ ΓP .
This proves (4.14). A similar computation leads to (4.15).
Finally, if we take (4.12) on the + and −sides of ΓP and subtract, we get
2gP+(z)− 2gP−(z) = −2ϕP+(z) + 2ϕP−(z), z ∈ ΓP .
This gives (4.16), since ϕP+(z) = −ϕP−(z). Similarly we find (4.17).
Since gP (z) = log z +O(1/z) and gR(z) = log z +O(1/z) as z →∞, we get from (4.12)–
(4.13) that
2ϕP (z) = 3z + ℓ+O
(
1
z
)
as z →∞, (4.18)
and
2ϕR(z) = −3z + ℓ+O
(
1
z
)
as z →∞. (4.19)
We also see from (4.12) and (4.13) that ϕP and ϕR are multivalued functions, which are
defined modulo πi, since gP and gR are defined modulo 2πi.
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4.4 Proof of Lemma 3.1
Now we are in a position to prove Lemma 3.1 which was needed in Section 3 to complete the
discussion on the contours Γ∗P and Γ
∗
R.
Proof. Let γ be the contour which consists of ΓR, ΓE,3 and ΓE,4. We define a function GR
on the right half-plane {Re z > 0} by
GR(z) =
{
gR(z) to the left of γ,
gR(z) + 2ϕR(z) to the right of γ.
This function is analytic across ΓR because of the jump relation (4.17) of gR. The function
u(z) = ReGR(z) is therefore harmonic in {Re z > 0} \ (ΓE,3 ∪ ΓE,4). On ΓE,3 and ΓE,4 we
have ReϕR = 0, and thus u is continuous in the full right half-plane. Furthermore ReϕR < 0
on the right of γ. Since gR is analytic across ΓE,3 and ΓE,4 it then easily follows that u is
superharmonic in {Re z > 0}. Near infinity we have
u(z) =
{
Re log z +O(1/z) as z →∞ to the left of γ,
Re (−3z + log z + ℓ) +O(1/z) as z →∞ to the right of γ.
By symmetry Re gP (z) = Re gR(z) on the imaginary axis. Thus Re gP (z)− 3Re z is harmonic
in the right half plane, Re gP (z)− 3Re z = u(z) on the imaginary axis, and u(z)−Re gP (z)+
3Re z is bounded from below as z → ∞. Then it follows from the minimum principle for
superharmonic functions that u(z)−Re gP (z)+3Re z ≥ 0 in the right half-plane. In particular
this gives Re (gR(z) − gP (z) + 3z) ≥ 0 to the left of γ and Re (gR(z) − gP (z) + 2ϕR(z)) ≥ 0
to the right of γ. Taking the difference between (4.13) and (4.12) gives gR(z) − gP (z) =
−6z − 2ϕR(z) + 2ϕP (z). Then we see that Re (−3z − 2ϕR(z) + 2ϕP (z)) ≥ 0 to the left of γ
and Re (−3z + 2ϕP (z)) ≥ 0 to the right of γ. Letting now z → γ from either side, we get,
since ReϕR(z) = 0 on γ, that 2ReϕP (z) ≥ 3Re z > 0 on ΓR, ΓE,3, and ΓE,4.
The proof that ReϕR > 0 on ΓP , ΓE,1, and ΓE,2 is similar, and also follows because of
symmetry.
4.5 Proof of Lemma 2.7
Proof. By Proposition 2.1 and the definition of ϕP , we have that ReϕP = 0 on ΓP , Γ
∗
P , ΓE,1,
and ΓE,2.
We know that ReϕP is a harmonic function in C \ (ΓP ∪ΓR ∪{0}). Since ψQ(z) ∼ 1/z as
z → 0, it easily follows from (2.21) that ReϕP (z) → −∞ as z → 0. Then by the maximum
principle for harmonic functions we get that ReϕP < 0 on D
∗
P .
As z →∞, we have (4.18). On the unbounded curves ΓE,1 and ΓE,2 we have ReϕP = 0.
From (4.18) it then follows that these curves are asymptotic to the vertical line Re (3z+ ℓ) =
0, which is Re z = −13 log 2. As z → ∞ in the unbounded domain D∞,P we then have
lim supRe (3z + ℓ) ≤ 0, so that lim supReϕP (z) ≤ 0 by (4.18). Again it follows by the
maximum principle for harmonic functions that ReϕP < 0 on D∞,P .
For the remaining domain G = C \ (D∗P ∪D∞,P ), we have that ReϕP is harmonic on
G \ ΓR, with lim inf ϕP (z) ≥ 0 as z → ∞ with z ∈ G by (4.18), and ReϕP > 0 on ΓR by
Lemma 3.1. Thus again by the maximum principle, ReϕP > 0 on G. This completes the
proof of part (a) of Lemma 2.7.
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The proof of part (b) is similar and also follows because of symmetry.
For part (c) we note that ReϕP = ReϕR on the imaginary axis because of symmetry. As
z → ∞, we have by (4.18) and (4.19) that lim inf Re (ϕR(z) − ϕP (z)) ≥ 0 as z → ∞ in the
left half-plane. Since ReϕR and ReϕP are harmonic in {Re z < 0} \ ΓP and ReϕR > ReϕP
on ΓP , we find that ReϕP < ReϕR in the left half-plane. Similarly, we have ReϕP > ReϕR
in the right half-plane.
This completes the proof of Lemma 2.7.
4.6 The measure µQ
Now that we have the full curves Γ∗P and Γ
∗
R, we can prove the part of Theorem 2.4 that deals
with µQ. We start with the analogue of Lemma 4.1.
Lemma 4.7. We have
3
2πi
∫
Γ∗P
(ψQ − ψP )(s) ds = 2, (4.20)
and
3
2πi
∫
Γ∗R
(ψQ − ψR)(s) ds = 2. (4.21)
Proof. If we deform the integral (4.20) over Γ∗P to an integral over ΓP , then we pick up a
residue contribution at 0 due to the pole of ψQ at the origin. So by (3.1) and (4.1) we have
3
2πi
∫
Γ∗P
(ψQ − ψP )(s) ds = 3− 3
2πi
∫
ΓP
(ψQ − ψP )+(s) ds = 2.
This gives (4.20) and in a similar way we obtain (4.21).
Now we can prove that µQ is a probability measure.
Proposition 4.8. µQ is a probability measure on ΓQ.
Proof. We prove first that (2.14) defines a positive measure. On Γ∗P we have that
3
2πi
∫ z
z2
(ψQ−
ψP )(s)ds takes on real values, and has the value 0 at z = z2 and the value 2 for z = z1 by
(4.20). Since its derivative does not vanish between z2 and z1, we find that
3
2πi(ψQ−ψP )(s)ds
is a positive measure on Γ∗P of total mass 2. Its restriction to Γ
∗
P ∩ {Re z < 0} is part of the
measure µQ, and so this part is a positive measure. Similarly,
3
2πi(ψR−ψQ)(s)ds is a positive
measure on Γ∗R (due to (4.21)), and so also on Γ
∗
R ∩ {Re z > 0}. On the imaginary axis, we
have, because of symmetry, that ψP (s) = −ψR(s), which means that ψR(s) − ψP (s) is real
for s ∈ iR. Then 32πi(ψR − ψP )(s)ds is a real measure on the imaginary axis. As s → ∞,
we have ψR(s) − ψP (s) = 2 + O(1s ). Since ψR − ψP never vanishes in C, this implies that
3
2πi(ψR − ψP )(s)ds is a positive measure on the imaginary axis, and so in particular on the
interval [−iy∗, iy∗]. Hence all three parts of µQ in (2.14) are positive, so that µQ is a positive
measure.
Now we want to calculate the total mass of µQ. If we separate in
∫
dµQ the contributions
from ψP , ψQ, and ψR, we get∫
dµQ =
3
2πi
∫ z2
z1
ψP (s)ds +
3
2πi
∫ z3
z2
ψQ(s)ds +
3
2πi
∫ z4
z3
ψR(s)ds+
3
2πi
∫ z1
z4
ψQ(s)ds.
27
Here
∫ zk
zj
stands for integration along the path from zj to zk within ΓQ. We deform the
contour from z1 to z2 to the contour ΓP . On ΓP we have (ψP )+ = (ψQ)−. Thus
3
2πi
∫ z2
z1
ψP (s)ds =
3
2πi
∫
ΓP
(ψQ)−(s)ds.
Similarly, we have
3
2πi
∫ z4
z3
ψR(s)ds =
3
2πi
∫
ΓR
(ψQ)−(s)ds.
Therefore, ∫
dµQ =
3
2πi
∮
γ
ψQ(s)ds
where γ is the closed contour, consisting of the −sides of ΓP and ΓR and of the paths from
z2 to z3 and from z4 to z1 within ΓQ. Now we can use the residue theorem for the exterior
domain of γ. The only contribution comes from infinity, and since ψQ(s) =
1
3s + O( 1s2 ) as
s→∞, see (3.3), we find ∫ΓQ dµQ = 1. Hence µQ is a probability measure on ΓQ.
4.7 The function gQ
For gQ we have properties that are analogous to the properties of gP and gR obtained in
Lemmas 4.3 and 4.5.
Lemma 4.9. For the derivative of gQ we have
g′Q(z) =

3ψQ(z), z ∈ D∞,
3ψP (z), z ∈ DP ,
3ψR(z), z ∈ DR.
(4.22)
Proof. We have
g′Q(z) =
∫
1
z − sdµQ(s).
As we did in the proof of Proposition 4.8 to evaluate
∫
dµQ(s), we can write the integral as
an integral over the closed contour γ that consists of the −sides of ΓP and ΓR and of the
paths from z2 to z3 and from z4 to z1 within ΓQ. We get for z ∈ D∞,
g′Q(z) =
3
2πi
∮
γ
ψQ(s)
z − s ds.
Since ψQ is analytic in D∞ and vanishes at infinity, the only contribution comes from the
pole at s = z and the result is that g′Q(z) = 3ψQ(z) if z ∈ D∞. This gives (4.22) for z ∈ D∞.
The expressions in the other two domains follow by analytic continuation.
Lemma 4.10. gQ has the explicit representation
gQ(z) = 3zw − log[w(w2 − 1)] − 1 + log
(
−1
3
)
, with

w = ψQ(z) if z ∈ D∞,
w = ψP (z) if z ∈ DP ,
w = ψR(z) if z ∈ DR.
(4.23)
Proof. This is analogous to the proof of Lemma 4.5.
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We conclude this section with connections between gP , gQ and gR that easily follow from
the explicit expressions (4.9), (4.10), and (4.23).
Corollary 4.11. (a) For z ∈ D∞, we have
gP (z) + gQ(z) + gR(z) = 3 log z. (4.24)
(b) For z ∈ DP , we have
gP (z)− gQ(z) = 3z + ℓ. (4.25)
(c) For z ∈ DR, we have
gR(z)− gQ(z) = −3z + ℓ. (4.26)
Proof. Adding the formulas (4.9), (4.10), and (4.23) with z ∈ D∞, we get
gP (z) + gQ(z) + gR(z) =
3z(w1 + w2 + w3)− log
[
w1(w
2
1 − 1)w2(w22 − 1)w3(w23 − 1)
]− 3 + log(− 4
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)
,(4.27)
where w1 = ψP (z), w2 = ψQ(z), and w3 = ψR(z). Since w1, w2, and w3 are the solutions of
the cubic equation (2.4) we have
z(w − w1)(w − w2)(w − w3) = zw3 − w2 − zw + 1
3
for every w ∈ C. Comparing coefficients of w2, we get z(w1 + w2 + w3) = 1, and taking
w = 0, w = 1, and w = −1, we get zw1w2w3 = −13 , z(w1 − 1)(w2 − 1)(w3 − 1) = 23 , and
z(w1 + 1)(w2 + 1)(w3 + 1) =
2
3 , respectively. Using this in (4.27), we arrive at (4.24).
For parts (b) and (c), we start with the equation (4.24) in D∞. Making use of the jump
relation (4.14) and (4.15) to go into DP and DR, we obtain (4.25) and (4.26).
5 The Riemann–Hilbert problem and the first two transfor-
mations
Our asymptotic analysis is based on the Riemann–Hilbert problem for Y formulated in the
introduction, see (1.8), (1.9). In this section we prove that the Riemann–Hilbert problem
has a unique solution and that the solution is given in terms of the polynomials Pn, Qn, and
Rn, and the remainder En. We also do the first two transformation of the Riemann–Hilbert
problem, which consist of a normalization of the problem at infinity, and a deformation of
contours.
5.1 The Riemann–Hilbert problem
We show that the Riemann–Hilbert problem for Y has a solution in terms of the Hermite-Pade´
polynomials.
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Theorem 5.1. Let Pn, Qn, Rn, and En be as above. Then the solution of the Riemann–
Hilbert problem for Y (see the introduction) is unique and is given by
Y (z) =

pn+1,n−1,n(3nz) z
−3n−2qn+1,n−1,n(3nz) rn+1,n−1,n(3nz)
Pn(z) z
−3n−2Qn(z) Rn(z)
pn,n−1,n+1(3nz) z
−3n−2qn,n−1,n+1(3nz) rn,n−1,n+1(3nz)
 , (5.1)
for z outside Γ, and
Y (z) =

pn+1,n−1,n(3nz) z
−3n−2en+1,n−1,n(3nz) rn+1,n−1,n(3nz)
Pn(z) z
−3n−2En(z) Rn(z)
pn,n−1,n+1(3nz) z
−3n−2en,n−1,n+1(3nz) rn,n−1,n+1(3nz)
 , (5.2)
for z inside Γ. In the first rows of (5.1) and (5.2) we use the Hermite–Pade´ polynomials of
indices n + 1, n − 1, n normalized so that pn+1,n−1,n(3nz) is a monic polynomial, and in the
third row we use the Hermite–Pade´ polynomials of indices n, n− 1, n + 1 normalized so that
rn,n−1,n+1(3nz) is monic.
Proof. The given Y is analytic inside and outside the contour Γ. This is clear from (5.1) and
(5.2), except perhaps for the second column of (5.2) which has a possible singularity at the
origin. However, the singularity is removable since en1,n2,n3(z) = O(zn1+n2+n3+2) as z → 0.
The asymptotic condition (1.9) is satisfied because of the fact that pn+1,n−1,n(3nz), Qn(z),
and rn,n−1,n+1(3nz) are monic polynomials.
The jump condition can easily be checked. For the first and third entries in the first row
it reads
(Y11)+ = (Y11)−, (Y13)+ = (Y13)−,
which is indeed so since Y11 and Y13 are both polynomials. We also have
(Y12)+(z) = z
−3n−2en+1,n−1,n(3nz)
= z−3n−2
(
pn+1,n−1,n(3nz)e
−3nz + qn+1,n−1,n(3nz) + rn+1,n−1,n(3nz)e
3nz
)
= z−3n−2e−3nz(Y11)−(z) + (Y12)−(z) + z
−3n−2e3nz(Y13)−(z),
and this is the jump condition (1.8) for the second entry in the first row. The second and
third rows are handled in the same way.
To prove uniqueness, we assume that Y˜ is another solution of the Riemann–Hilbert prob-
lem. First observe that detY is a scalar function which is analytic in C \Γ. Because of (1.8),
we have that (detY )+(z) = (detY )−(z) for z ∈ Γ, so that detY has no jump, making detY
an entire function. For large z we have detY (z) = 1 +O(1/z) by (1.9), hence by Liouville’s
theorem detY = 1 everywhere. We can therefore consider Y˜ Y −1, which is analytic in C \ Γ.
There is no jump on Γ since (Y˜ Y −1)+(z) = (Y˜ Y
−1)−(z) for every z ∈ Γ, hence Y˜ Y −1 is
entire (i.e., each entry is an entire function). For large z we have Y˜ Y −1(z) = I + O(1/z),
hence Liouville’s theorem implies that Y˜ Y −1(z) = I for every z, and hence Y˜ (z) = Y (z).
Remark 5.2. A Riemann–Hilbert characterization for general Hermite–Pade´ polynomials
was given in [39].
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5.2 First transformation
We will use the functions gP and gR, and the constant ℓ = log 2 − πi from Section 4.3 to
transform the Riemann–Hilbert problem for Y to a Riemann–Hilbert problem for U , given
by
U(z) = L−n−1Y (z)
e−(n+1)gP (z) 0 00 e(n+1)[gP (z)+gR(z)] 0
0 0 e−(n+1)gR(z)
Ln+1, (5.3)
where L is the constant diagonal matrix
L =
eℓ/3 0 00 e−2ℓ/3 0
0 0 eℓ/3
 . (5.4)
For the contour Γ we take Γ = ΓP ∪ ΓR ∪ ΓU ∪ ΓL, where ΓU is a contour connecting z4
to z1 and lying in D∞,U , and ΓL is a contour connecting z2 to z3 and lying in D∞,L. Then
ReϕP > 0 and ReϕR > 0 on ΓU ∪ ΓL by Lemma 2.7.
We note that U is analytic on C \Γ, since egP (z) and egR(z) are analytic and single-valued
on C \ (ΓP ∪ ΓR) and ΓP ∪ ΓR ⊂ Γ.
Since gP (z) = log z+O(1/z) as z →∞, we have e(n+1)gP (z) = zn+1[1+O(1/z)] as z →∞.
Similarly we also have e(n+1)gR(z) = zn+1[1 +O(1/z)] as z →∞. Hence
U(z) = I +O
(
1
z
)
, z →∞. (5.5)
So U is normalized at infinity.
The jump relation for U needs to be worked out on the four pieces of the contour Γ =
ΓP ∪ ΓR ∪ ΓU ∪ ΓL.
For z ∈ ΓP we have
U+(z) = U−(z)
e−(n+1)[gP+(z)−gP−(z)] ze3ze(n+1)[−3 log z−3z+gP+(z)+gP−(z)+gR(z)−ℓ] 00 e(n+1)[gP+(z)−gP−(z)] 0
0 ze−3ze(n+1)[−3 log z+3z+gP+(z)+2gR(z)−ℓ] 1
 .
(5.6)
Taking into account Lemma 4.6, we can simplify the jump (5.6) to
U+(z) = U−(z)
e2(n+1)ϕP+(z) ze3z 00 e2(n+1)ϕP−(z) 0
0 ze−3ze−2(n+1)ϕR(z) 1
 , z ∈ ΓP .
Similarly, the jump on ΓR is
U+(z) = U−(z)
1 ze3ze−2(n+1)ϕP (z) 00 e2(n+1)ϕR−(z) 0
0 ze−3z e2(n+1)ϕR+(z)
 , z ∈ ΓR.
On the parts ΓU and ΓL we have
U+(z) = U−(z)
1 ze3ze(n+1)[−3 log z−3z+2gP (z)+gR(z)−ℓ] 00 1 0
0 ze−3ze(n+1)[−3 log z+3z+gP (z)+2gR(z)−ℓ] 1
 . (5.7)
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If we use Lemma 4.6 then (5.7) can be re-written as
U+(z) = U−(z)
1 ze3ze−2(n+1)ϕP (z) 00 1 0
0 ze−3ze−2(n+1)ϕR(z) 1
 , z ∈ ΓU ∪ ΓL.
Summarizing, we have the following Riemann–Hilbert problem for U
1. U is analytic on C \ Γ.
2. U satisfies the following jump relations
U+(z) = U−(z)
e2(n+1)ϕP+(z) ze3z 00 e2(n+1)ϕP−(z) 0
0 ze−3ze−2(n+1)ϕR(z) 1
 , z ∈ ΓP , (5.8)
U+(z) = U−(z)
1 ze3ze−2(n+1)ϕP (z) 00 e2(n+1)ϕR−(z) 0
0 ze−3z e2(n+1)ϕR+(z)
 , z ∈ ΓR, (5.9)
U+(z) = U−(z)
1 ze3ze−2(n+1)ϕP (z) 00 1 0
0 ze−3ze−2(n+1)ϕR(z) 1
 , z ∈ ΓU ∪ ΓL. (5.10)
3. U(z) = I +O (1z ) as z →∞.
In Figure 6 the shaded region is where ReϕP is negative. For ReϕR there is a similar
picture, but reflected along the imaginary axis. The contours ΓU and ΓL are in the region
where both ReϕP and ReϕR are positive. The jump matrix in (5.10) for U on the contours ΓU
and ΓL is then the identity matrix I plus a matrix with entries that tend to zero exponentially
fast as n→∞.
The factor e−2(n+1)ϕR(z) in the last row of the jump matrix in (5.8) tends exponentially
fast to 0 because ReϕR > 0 on ΓP , see Lemma 3.1. In a similar way the factor e
−2(n+1)ϕP (z)
in the first row of the jump matrix in (5.9) on ΓR tends to 0 exponentially fast since ReϕP > 0
on ΓR (see Lemma 3.1 and Figure 6). Furthermore ϕP+ = −ϕP− is purely imaginary on ΓP
because of (2.7) and ϕR+ = −ϕR− is purely imaginary on ΓR because of (2.8), so that the
diagonal elements of the jump matrices on ΓP and ΓR are oscillatory.
5.3 Deformation of contours
The jump matrix in (5.8) can be written as a product of four matricese2(n+1)ϕP+(z) ze3z 00 e2(n+1)ϕP−(z) 0
0 ze−3ze−2(n+1)ϕR(z) 1

=
 1 0 0z−1e−3ze2(n+1)ϕP−(z) 1 0
0 0 1
 0 ze3z 0−z−1e−3z 0 0
0 0 1

 1 0 0z−1e−3ze2(n+1)ϕP+(z) 1 0
0 0 1
1 0 00 1 0
0 ze−3ze−2(n+1)ϕR(z) 1
 . (5.11)
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Instead of jumping over ΓP in one jump, we will make four smaller jumps, and rather than
jumping over one contour, we jump over four contours, and each contour deals with one of
the matrices in the product (5.11). We will open up a lens around ΓP and introduce an
extra contour for the last factor of the matrix. The lens consists of two contours ΓP− ∪ ΓP+
connecting z1 and z2, such that ΓP− is on the minus side of ΓP and ΓP+ is on the plus side
of ΓP , but still inside the region where ReϕR > 0 and ReϕP < 0. The contour ΓP++ stays
away from z1 and z2. It starts at a point on the upper contour ΓU and connects with a point
on the lower contour ΓL, so that it lies inside the region where ReϕR > 0, (so it stays to the
left of Γ∗R), and does not intersect ΓP+. The subarc of ΓU between z1 and the starting point
of ΓP++ we call ΓUp , and the subarc of ΓL from z2 to the endpoint of ΓP++ is called ΓLp .
These contours are drawn in Figure 7.
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Figure 7: Deformation of contours around ΓP . The dotted line is Γ
∗
R
In a similar way the jump (5.9) over ΓR has a factorization1 ze3ze−2(n+1)ϕP (z) 00 e2(n+1)ϕR−(z) 0
0 ze3z e2(n+1)ϕR+(z)

=
1 0 00 1 z−1e3ze2(n+1)ϕR−(z)
0 0 1
1 0 00 0 −z−1e3z
0 ze−3z 0

1 0 00 1 z−1e3ze2(n+1)ϕR+(z)
0 0 1
1 ze3ze−2(n+1)ϕP (z) 00 1 0
0 0 1
 . (5.12)
We now open up contours ΓR− , ΓR+ , and ΓR++ around ΓR, which are mirror images of the
contours around ΓP . The mirror images of ΓUp and ΓLp are denoted by ΓUr and ΓLr , respec-
tively. The remaining middle parts of ΓU and ΓL are denoted by ΓUm and ΓLm, respectively.
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Figure 8: Contours of the RHP for T
All these contours are shown in Figure 8. All together there are 14 contours, and they
determine 8 regions in the plane. The second transformation U 7→ T will be defined in each
of these regions separately. We define T as follows.
We take
T (z) = U(z), (5.13)
for z in the unbounded region, and in the middle region bounded by ΓP++, ΓR++ , ΓUm, and
ΓLm . In the three regions near ΓP we put
T (z) =

U(z)VP−(z), for z in the region bounded by ΓP− and ΓP ,
U(z)V −1
P++
(z)V −1
P+
(z), for z in the region bounded by ΓP and ΓP+ ,
U(z)V −1
P++
(z), for z in the region bounded by ΓP+, ΓP++, ΓUp , and ΓLp ,
(5.14)
where
VP−(z) =
 1 0 0z−1e−3ze2(n+1)ϕP (z) 1 0
0 0 1
 , (5.15)
VP+(z) =
 1 0 0z−1e−3ze2(n+1)ϕP (z) 1 0
0 0 1
 , (5.16)
VP++(z) =
1 0 00 1 0
0 ze−3ze−2(n+1)ϕR(z) 1
 . (5.17)
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In the regions near ΓR we put similarly
T (z) =

U(z)VR−(z), for z in the region bounded by ΓR− and ΓR,
U(z)V −1
R++
(z)V −1
R+
(z), for z in the region bounded by ΓR and ΓR+ ,
U(z)V −1
R++
(z), for z in the region bounded by ΓR+ , ΓR++, ΓUr , and ΓLr ,
(5.18)
where
VR−(z) =
1 0 00 1 z−1e3ze2(n+1)ϕR(z)
0 0 1
 , (5.19)
VR+(z) =
1 0 00 1 z−1e3ze2(n+1)ϕR(z)
0 0 1
 , (5.20)
VR++(z) =
1 ze3ze−2(n+1)ϕP (z) 00 1 0
0 0 1
 . (5.21)
Then we have the following Riemann–Hilbert problem for T .
1. T is analytic in each of the 8 regions,
2. T has a jump on each of the 14 contours
T+(z) = T−(z)Vs(z), z ∈ Γs,
where s stand for any of the symbols P , P−, P+, P++, R, R−, R+, R++, Up, Um, U r,
Lp, Lm, or Lr. The matrices VP− , VP+, VP++, VR− , VR+ , and VR++ have already been
defined above. The other jump matrices are
VP (z) =
 0 ze3z 0−z−1e−3z 0 0
0 0 1
 , (5.22)
VR(z) =
1 0 00 0 −z−1e3z
0 ze−3z 0
 , (5.23)
VUp(z) = VLp(z) =
1 ze3ze−2(n+1)ϕP (z) 00 1 0
0 0 1
 , (5.24)
VUr(z) = VLr(z) =
1 0 00 1 0
0 ze−3ze−2(n+1)ϕR(z) 1
 , (5.25)
VUm(z) = VLm(z) =
1 ze3ze−2(n+1)ϕP (z) 00 1 0
0 ze−3ze−2(n+1)ϕR(z) 1
 . (5.26)
3. T (z) = I +O (1z ) as z →∞.
35
Observe that all jumps, except for the jumps on ΓP and ΓR, tend to the identity matrix
exponentially fast as n → ∞. Hence we expect that the dominating contributions are the
jumps VP on ΓP and VR on ΓR.
6 Construction of parametrices and final transformation
6.1 Parametrix for the exterior region
We will now solve a Riemann–Hilbert problem for a matrix valued function N on the contours
ΓP ∪ ΓR (see Figure 9) which, in view of what was said at the end of the previous section, is
expected to describe the main contribution of the Riemann–Hilbert problem of T .
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Figure 9: Contours of the RHP for N
We look for N : C \ (ΓP ∪ ΓR)→ C3×3 satisfying
1. N is analytic in C \ (ΓP ∪ ΓR).
2. N has jumps on ΓP and ΓR given by
N+(z) = N−(z)
 0 ze3z 0−z−1e−3z 0 0
0 0 1
 , z ∈ ΓP , (6.1)
and
N+(z) = N−(z)
1 0 00 0 −z−1e3z
0 ze−3z 0
 , z ∈ ΓR. (6.2)
3. N(z) = I +O (1z ) as z →∞.
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Proposition 6.1. A solution of the Riemann–Hilbert problem for N is given by
N(z) =
F1(ψP (z)) F1(ψQ(z)) F1(ψR(z))F2(ψP (z)) F2(ψQ(z)) F2(ψR(z))
F3(ψP (z)) F3(ψQ(z)) F3(ψR(z))
 , (6.3)
where
F1(w) =
−w(w − 1)G(w)√
3w4 + 1
, (6.4)
F2(w) =
3(w2 − 1)G(w)√
3w4 + 1
, (6.5)
F3(w) =
w(w + 1)G(w)√
3w4 + 1
, (6.6)
with
√
3w4 + 1 defined and analytic in C \ (ψP+(ΓP )∪ψR+(ΓR)), and such that it is positive
for large positive w. The function G is defined by
G(w) =

we
− (w+1)(2w−1)
w(w−1) for w ∈ ψ(RP ),(
w2−1/3
w2−1
)
e
− 2w
2
w2−1 for w ∈ ψ(RQ),
we
− (w−1)(2w+1)
w(w+1) for w ∈ ψ(RR).
(6.7)
Proof. Let us consider the first row (N11, N12, N13) of N . From (6.1) we get the following
jumps on ΓP 
(N11)+(z) = −z−1e−3z(N12)−(z),
(N12)+(z) = ze
3z(N11)−(z),
(N13)+(z) = (N13)−(z),
z ∈ ΓP , (6.8)
and from (6.2) the following jumps on ΓR
(N11)+(z) = (N11)−(z),
(N12)+(z) = ze
−3z(N13)−(z),
(N13)+(z) = −z−1e3z(N12)−(z),
z ∈ ΓR. (6.9)
Clearly N11 is analytic on ΓR and N13 is analytic on ΓP . So we can (and do) see N11 as a
function on the sheet RP of the Riemann surface R, N12 as a function on RQ and N13 as a
function on RR. Then we transform the problem from R with the variable z, to the complex
w-plane, via the mapping ψ : R → C. The variables z and w are connected by (2.3). The
images of the three sheets, the images of the branch points z1, z2, z3, z4, and the images of
the cuts ΓP and ΓR are shown in Figure 3.
Note that the images of ΓP under the mappings ψP+ and ψP− (positive and negative
boundary values of ψP on ΓP ) give two arcs from w1 to w2. They are oriented as shown in
Figure 3. The orientation corresponds to the orientation of ΓP . Together the arcs make up a
simple closed loop around −1.
Similar remarks hold for the two images ψR+(ΓR) and ψR−(ΓR) of ΓR. They make up a
simple closed loop around 1.
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Now we transplant the (as yet unknown) functions N11, N12, and N13 from the Riemann
surface to the w-plane, by defining F1 as follows.
F1(w) =

N11
(
w2− 1
3
w(w2−1)
)
, w ∈ ψ(RP ),
N12
(
w2− 1
3
w(w2−1)
)
, w ∈ ψ(RQ),
N13
(
w2− 1
3
w(w2−1)
)
, w ∈ ψ(RR).
(6.10)
Then F1 is analytic in C \ (ψP±(ΓP ) ∪ ψR±(ΓR)). The jumps that F1 should satisfy can be
determined from (6.8)–(6.9) and are given by
F1+(w) = ze
3zF1−(w), w ∈ ψP−(ΓP ),
F1+(w) = −z−1e−3zF1−(w), w ∈ ψP+(ΓP ),
F1+(w) = −z−1e3zF1−(w), w ∈ ψR+(ΓR),
F1+(w) = ze
−3zF1−(w), w ∈ ψR−(ΓR),
(6.11)
where z = z(w) =
w2− 1
3
w(w2−1)
.
The asymptotic condition on N implies that N11(z) → 1, N12(z) → 0, N13(z) → 0 as
z →∞. For F1, this means that
F1(−1) = 1, F1(0) = 0, F1(1) = 0. (6.12)
We also want F1(w) to have a finite limit as w → ∞, since w = ∞ corresponds to z = 0 on
the Q-sheet.
We now seek F1 in the form
F1(w) =
−w(w − 1)G(w)√
3w4 + 1
. (6.13)
Then G should be analytic in C \ (ψP±(ΓP ) ∪ ψR±(ΓR)) with jumps
G+(w) = ze
3zG−(w), w ∈ ψP−(ΓP ),
G+(w) = z
−1e−3zG−(w), w ∈ ψP+(ΓP ),
G+(w) = z
−1e3zG−(w), w ∈ ψR+(ΓR),
G+(w) = ze
−3zG−(w), w ∈ ψR−(ΓR),
(6.14)
with z = z(w). The normalization for G is
G(−1) = −1. (6.15)
It is straightforward to check that G given by (6.7) indeed satisfies (6.14) and (6.15). Then
by (6.13) it follows that F1 has the correct jumps (6.11) and normalization (6.12). Then from
(6.10) we recover N11, N12, and N13 in terms of F1 by
N11(z) = F1(ψP (z)), N12(z) = F1(ψQ(z)), N13(z) = F1(ψR(z)).
Then the jumps (6.8) and (6.9) are satisfied, and in addition the normalization at infinity is
correct. So we have found the first row of N .
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The proof for the second and third rows is similar. The only difference is that we have
a different normalization at infinity, which leads to the construction of functions F2 and F3
that satisfy the same jumps (6.11) as F1, but are normalized by
F2(−1) = 0, F2(0) = 1, F2(1) = 0,
and
F3(−1) = 0, F3(0) = 0, F3(1) = 1.
Similar calculations then lead to the formulas (6.5) and (6.6) with the same function G.
We remark that the entries of N have fourth root singularities at the branch points zk
(k = 1, . . . , 4). More precisely,
Lemma 6.2. The entries of N behave as follows near the branch points. As z → zj with
j = 1, 2, we have 
Nk1(z) = O
(|z − zj|−1/4) ,
Nk2(z) = O
(|z − zj|−1/4) ,
Nk3(z) = O (1) ,
k = 1, 2, 3, (6.16)
and as z → zj with j = 3, 4, we have
Nk1(z) = O (1) ,
Nk2(z) = O
(|z − zj|−1/4) ,
Nk3(z) = O
(|z − zj|−1/4) , k = 1, 2, 3. (6.17)
Proof. Since w1 is a non-degenerate critical point of the mapping z = z(w), we have for the
inverse w = ψP (z) as z → z1 = z(w1),
ψP (z) = w1 + c(z − z1)1/2 +O (z − z1) (6.18)
where c is a non-zero constant. Since w1 is a simple root of 3w
4 + 1, it then follows that√
3ψ4P (z) + 1 = c2(z − z1)1/4 +O
(
|z − z1|3/4
)
, z → z1, (6.19)
with c2 6= 0. Since the numerators of F1, F2, F3 as given by (6.4)–(6.6), do not vanish for
w = w1, we find
Nk1(z) = Fk(ψP (z)) = O
(
|z − z1|−1/4
)
, k = 1, 2, 3,
as z → z1. In a similar way we find that Nk2(z) = O
(|z − z1|−1/4) as z → z1. The entries in
the third column of N are analytic at z1, since ψR is analytic at z1 and the functions F1, F2,
F3 are analytic at ψR(z1). This proves (6.16) for j = 1.
The behavior near the other branch points follows in a similar way.
Remark 6.3. It will be useful to have another representation for the entries in the second
row of N . They are
N21(z) =
2e−gP (z)√
3ψ4P (z) + 1
, N22(z) = − e
gP (z)+gR(z)
z2
√
3ψ4Q(z) + 1
, N23(z) =
2e−gR(z)√
3ψ4R(z) + 1
. (6.20)
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It may be checked directly that these functions have the right asymptotics as z → ∞, and
satisfy the correct jump relations on ΓP and ΓR. They also satisfy the O-conditions of Lemma
6.2.
The Riemann–Hilbert problem for T is now very close to the Riemann–Hilbert problem
for N because the jumps for T and N on the contours ΓP and ΓR are the same and the jumps
for T on the other contours tend to the identity matrix as n→∞, uniformly away from the
branch points. So we expect that T behaves like N as n→∞ away from the branch points.
However, in order to justify this we need to analyze the Riemann–Hilbert problem in more
detail near the branch points.
6.2 Parametrices near the branch points
We introduce four new contours Γ1, Γ2, Γ3, Γ4 which are small circles of radius δ centered at
the branch points, as indicated in Figure 10. We choose δ small enough so that the circles
do not intersect the curves ΓP++ and ΓR++ . The circles are oriented clockwise. Inside each
of these contours we will solve the Riemann–Hilbert problem for T exactly. The analysis is
similar for the four branch points, and we will only work out the analysis near z1 in detail.
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Figure 10: Small circles Γ1, Γ2, Γ3, Γ4 around the branch points
Zooming in near the branch point z1 gives a Riemann–Hilbert problem with five contours
ΓP1 ,ΓP ,ΓP+ ,ΓU ,Γ1, as shown in Figure 11.
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✉✟❍
✁
✑
✚❍
z1
❍
✟
Γ1
ΓUp
ΓP+
ΓP
ΓP−
Figure 11: The contours near the branch point z1
The jumps on these contours are
VP−(z) = VP+(z) =
 1 0 0z−1e−3ze2(n+1)ϕP (z) 1 0
0 0 1

VP =
 0 ze3z 0−z−1e−3z 0 0
0 0 1

VUp(z) =
1 ze3ze−2(n+1)ϕP (z) 00 1 0
0 0 1
 .
We look for a 3 × 3 matrix valued function M (1) defined within the disk ∆1 surrounded
by Γ1, such that
1. M (1) is analytic in ∆1 \ (ΓP ∪ ΓP− ∪ ΓP+ ∪ ΓUp),
2. M (1) has the jumps
M
(1)
+ (z) =M
(1)
− (z)Vs(z), z ∈ Γs,
where s stands for any of the symbols P , P−, P+, and Up.
3. On Γ1 we have that M
(1) matches N in the sense that
M (1)(z) =
(
I +O
(
1
n
))
N(z)
uniformly for z ∈ Γ1.
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The construction of M (1) is basically a 2 × 2 problem, since the jump matrices are non-
trivial only in the 2 × 2 left upper block. The jumps have a standard form and a local
parametrix can be built out of Airy functions. To be more precise, we will find M (1) in the
form
M (1)(z) = E(1)(z)Ψ(1)((n+ 1)2/3f1(z))
z−1/2e−3z/2e(n+1)ϕP (z) 0 00 z1/2e3z/2e−(n+1)ϕP (z) 0
0 0 1
 .
(6.21)
Here we take the branch of ϕP which is zero at z1. So for z ∈ ∆1, we take
ϕP (z) =
3
2
∫ z
z1
(ψQ − ψP )(s)ds
with integration from z1 to z in ∆1 \ ΓP . Recall that ϕP is defined modulo πi, and that so
far the precise branch did not matter, since we only had expressions like e2(n+1)ϕP (z). Since
ψP (s) = w1 + c(s− z1)1/2 +O (s− z1) , ψQ(s) = w1 − c(s − z1)1/2 +O (s− z1) ,
as s → z1, with the same non-zero constant c1, see also (6.18), we then have from this
definition of ϕP that
ϕP (z) = (z − z1)3/2h(z), z ∈ ∆1 \ ΓP ,
with h analytic and without zeros in ∆1. The function (z − z1)3/2 is defined with a branch
cut along ΓP .
The function f1(z) is defined such that
ϕP (z) =
2
3
[f1(z)]
3/2 .
It is a conformal map from ∆1 onto a convex neighborhood of 0. (We may have to shrink ∆1,
if necessary.) It maps ΓP onto a part of the negative real axis. We still have some freedom in
the choice of ΓP−, ΓP+ and ΓUp . We take ΓUp so that f1 maps ΓUp to a part of the positive
real line. This means that ΓUp is an analytic continuation of ΓP . ΓP− and ΓP+ are chosen so
that they are mapped by f1 onto rays in the complex s-plane. We denote the images of ΓP ,
ΓP− , ΓP+, and ΓUp, by ΣP , ΣP−, ΣP+ and ΣUp. These contours are shown in Figure 12. On
these contours we use the constant jump matrices
V̂P− = V̂P+ =
1 0 01 1 0
0 0 1

on ΣP− and ΣP+,
V̂P =
 0 1 0−1 0 0
0 0 1

on ΣP , and
V̂Up =
1 1 00 1 0
0 0 1

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on ΣUp. This Riemann–Hilbert problem is well-known when we deal with 2×2 matrices (see,
e.g., [12, §7.6], [13], [14, p. 1522]). Note however that the arrows are pointing in the opposite
direction compared to Figures 7.18–7.20 in [12], so that we need to modify the solution a little.
The solution Ψ(1) uses the Airy function Ai(z), which is the unique solution of y′′(z) = zy(z)
✟✟✟✟✟✟✟✟✟
❍❍
❍❍
❍❍
❍❍
❍
✉ ✟❍❍✟
❏
✡
0 ΣUp
ΣP−
ΣP
ΣP+
region Iregion II
region III region IV
Figure 12: The contours for Ψ(1)
with asymptotics as z →∞ given by
Ai(z) =
1
2
√
π
z−1/4e−
2
3
z3/2
(
1 +O
(
1
z3/2
))
, (6.22)
Ai′(z) =
−1
2
√
π
z1/4e−
2
3
z3/2
(
1 +O
(
1
z3/2
))
, (6.23)
which holds for | arg z| < π, where z1/4 and z3/2 are defined with principal branch (i.e., with
a cut along the negative real axis). We will define Ψ(1) by
Ψ(1)(s) =
Ai(s) −Ai(ω23s) 0Ai′(s) −ω23 Ai′(ω23s) 0
0 0 1
e−iπ/6 0 00 eiπ/6 0
0 0 1
 , s ∈ I,
Ψ(1)(s) =
Ai(s) −Ai(ω23s) 0Ai′(s) −ω23 Ai′(ω23s) 0
0 0 1
e−iπ/6 0 00 eiπ/6 0
0 0 1
 V̂P− , s ∈ II,
Ψ(1)(s) =
Ai(s) ω23 Ai(ω3s) 0Ai′(s) Ai′(ω3s) 0
0 0 1
e−iπ/6 0 00 eiπ/6 0
0 0 1
 V̂ −1
P+
, s ∈ III,
Ψ(1)(s) =
Ai(s) ω23 Ai(ω3s) 0Ai′(s) Ai′(ω3s) 0
0 0 1
e−iπ/6 0 00 eiπ/6 0
0 0 1
 , s ∈ IV,
where ω3 = e
2πi/3 is a primitive third root of unity.
With the above definitions of Ψ(1) and f1 it may then be shown that for any analytic
prefactor E(1) the matrix M (1) defined by (6.21) satisfies the jump conditions on Γs, where s
is any of the symbols P , P−, P+, and Up. The extra factor E(1) has to be chosen in such a
way that M (1) satisfies the matching condition on Γ1 as well.
On the part of Γ1 that lies in (f1)
−1 (I) (the arc between ΓP− and ΓUp) the asymptotic
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expansions for the Airy functions (6.22)–(6.23) give
Ai((n+ 1)2/3f1(z)) =
1
2
√
π
(n+ 1)−1/6 (f1(z))
− 1
4 e−(n+1)ϕP (z)
(
1 +O
(
1
n
))
,
Ai((n + 1)2/3ω23f1(z)) =
1
2
√
π
(n+ 1)−1/6 (f1(z))
− 1
4 eiπ/6e(n+1)ϕP (z)
(
1 +O
(
1
n
))
,
Ai′((n+ 1)2/3f1(z)) =
−1
2
√
π
(n+ 1)1/6 (f1(z))
1
4 e−(n+1)ϕP (z)
(
1 +O
(
1
n
))
,
Ai′((n + 1)2/3ω23f1(z)) =
−1
2
√
π
(n+ 1)1/6 (f1(z))
1
4 e−iπ/6e(n+1)ϕP (z)
(
1 +O
(
1
n
))
.
Here the fourth root in (f1(z))
1
4 is defined with a cut along ΓP . This means that on this part
of Γ1 we have
M (1)(z) =
1
2
√
π
E(1)(z)
((n + 1)2/3f1(z))−
1
4 0 0
0 ((n + 1)2/3f1(z))
1
4 0
0 0 1

 e−iπ/6 −eiπ/3 0−e−iπ/6 −eiπ/3 0
0 0 1
z−1/2e−3z/2 0 00 z1/2e3z/2 0
0 0 1
(I +O( 1
n
))
. (6.24)
In order to have the matching condition we therefore choose
E(1)(z) = 2
√
πN(z)
z1/2e3z/2 0 00 z−1/2e−3z/2 0
0 0 1

 e−iπ/6 −eiπ/3 0−e−iπ/6 −eiπ/3 0
0 0 1
−1
((n + 1)2/3f1(z))
1
4 0 0
0 ((n + 1)2/3f1(z))
− 1
4 0
0 0 1

=
√
πeiπ/6N(z)
z1/2e3z/2 0 00 z−1/2e−3z/2 0
0 0 1

1 −1 0i i 0
0 0 2e−iπ/6

((n + 1)2/3f1(z))
1
4 0 0
0 ((n + 1)2/3f1(z))
− 1
4 0
0 0 1
 . (6.25)
With this choice of E(1) it is then easy to see that the matching condition holds on the part
of Γ1 in the region bounded by ΓP− and ΓUp . A similar analysis for the other parts of Γ1
shows that the same E(1) also works in the other regions.
From (6.25) it is easy to see that E(1) is analytic in ∆1 \ ΓP . On ΓP , both N and (f1)
1
4
have a jump. N has the jump (6.1) and (f1)
1
4 satisfies (f1)
1
4
+ = −i (f1)
1
4
−. Straightforward
calculations then show that E
(1)
+ = E
(1)
− on ΓP , so that E
(1) is analytic across ΓP . From (6.25)
and the fact that the entries of N have at most fourth root singularities at z1, see (6.16), we
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see that the entries of E(1) have at most a square root singularity at z1. Since E
(1) is analytic
in ∆1 \ {z1}, the singularity at z1 is removable, and this proves that E(1) is analytic in the
full ∆1. This completes the construction of the parametrix M
(1) in the neighborhood ∆1 of
z1.
From the definitions (6.21) and (6.25) it is clear that
M (1) = N
∗ ∗ 0∗ ∗ 0
0 0 1
 ,
where ∗ denotes an unspecified entry. This means that the third column of M (1) agrees with
the third column of N . We will use this in what follows.
In a similar way, we can construct parametrices M (2), M (3), and M (4) near the other
branch points z2, z3, z4. The third column of M
(2) agrees with the third column of N , and
the first columns of M (3) and M (4) agree with the first column of N .
6.3 Third transformation
We now introduce the final matrix
S(z) =
T (z) (N(z))
−1 , z outside Γ1,Γ2,Γ3,Γ4,
T (z)
(
M (j)(z)
)−1
, z inside Γj , j = 1, 2, 3, 4.
(6.26)
Inside each Γj the matrices T and M
(j) have the same jumps, hence S has no jumps inside
Γj. Outside the Γj the matrices T and N have the same jump matrices on ΓP and ΓR. Hence
S has no jump on ΓP and ΓR. This means that S solves a Riemann–Hilbert problem on the
system of curves shown in Figure 13.
S is analytic outside the above system of contours and it is normalized at infinity
S(z) = I +O
(
1
z
)
, z →∞. (6.27)
Theorem 6.4. The matrix S(z) has the behavior
S(z) = I +O
(
1
n
)
, (6.28)
uniformly on C \ΣS, where ΣS are the contours in Figure 13.
Proof. The jumps on all of the contours are uniformly of the form I + O(e−cn) with some
fixed c > 0, except for the jumps on the circles Γj where we have
S+(z) = S−(z)M
(j)(z)N−1(z), z ∈ Γj.
Because of the matching condition we have
M (j)(z)N−1(z) = I +O
(
1
n
)
uniformly for z ∈ Γj. Hence S(z) solves a Riemann–Hilbert problem, normalized at ∞
with jumps close to the identity matrix up to O(1/n), uniformly on the contours ΣS. We
can then use arguments as those leading to Theorem 7.171 in [12] to obtain (6.28), see also
[13, 14, 21].
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Figure 13: Contours of the RHP for S
Using the asymptotic expansion for the Airy function and its derivative, it is possible to
obtain a full asymptotic expansion for the jump matrix on the contours Γj in powers of 1/n.
This in turn yields a full asymptotic expansion for S
S(z) ∼ I +
∞∑
k=1
Sk(z)
nk
(6.29)
as in Theorem 7.10 of [14]. We will not use the full expansion, since (6.28) is enough for the
asymptotic results as stated in Section 2. It will be clear however that the use of the full
asymptotic expansion (6.29) will also lead to full asymptotic expansions for the polynomials
Pn, Qn, and Rn, and for the remainder En.
7 Proofs of the asymptotic formulas
We now know the asymptotic behavior (6.28) of S as n → ∞. We will trace back our steps
to the original Riemann–Hilbert problem for Y to obtain asymptotics for the polynomials in
the Hermite–Pade´ approximation problem for the exponential function.
7.1 Proof of Theorem 2.8
Proof. We start with the proof of the asymptotic formula (2.23) for Pn. Let K be a compact
subset of C \ ΓP . We have the freedom to take the contours ΓP− , ΓP+, ΓP++ near ΓP , and
the circles Γ1 and Γ2 around z1 and z2 in such a way that K is in the exterior of these curves.
Let z ∈ K. Then we follow the transformations Y 7→ U 7→ T 7→ S. We see first from (5.3)
that
Pn(z) = Y21(z) = U21(z)e
−(n+1)ℓe(n+1)gP (z).
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Then from the definition of T in (5.13) and (5.18), we get that U21(z) = T21(z). We finally
note that T (z) = S(z)N(z), if z is outside Γ3 and Γ4, and T (z) = S(z)M
(j)(z) if z is inside
Γj with j = 3, 4. For T21(z), we get in either case
T21(z) = S21(z)N11(z) + S22(z)N21(z) + S13(z)N31(z)
since the first columns of M (3) and M (4) agree with the first column of N .
Since S = I +O ( 1n), and since N21 does not vanish on K, we get
Pn(z) = N21(z)e
−(n+1)ℓe(n+1)gP (z)
(
1 +O
(
1
n
))
uniformly on K. Now we use the formula in (6.20) for N21 and we recall that ℓ = log 2− πi,
to obtain (2.23).
The proof of the asymptotic formula (2.24) for Rn is similar.
For Qn we proceed differently, because of the way Qn appears in the entries of Y . We take
z0 ∈ C \ ΓQ, and show that there is a neighborhood ∆ of z0 such that (2.25) holds uniformly
for z ∈ ∆. First we assume that z0 belongs to the outside region D∞. Then we can take the
original contour Γ so that a neighborhood ∆ of z0 is in the outside region. Then for z ∈ ∆,
we have by (5.1)
Qn(z) = z
3n+2Y22(z) = U22(z)z
3n+2e−(n+1)(gP (z)+gR(z)).
We can open the contours around ΓP and ΓR so that ∆ is in the exterior region to these
contours. Then we have U = T = SN =
(
I +O ( 1n))N , so that U22(z) = N22(z) (1 +O ( 1n))
uniformly for z ∈ ∆. This leads to the first formula in (2.25), if we use (4.24) and the formula
for N22 in (6.20).
If z0 ∈ DP , then we can also open up the lenses around ΓP and ΓR so that a neighborhood
∆ of z0 is not contained in these lenses. Then we have for z ∈ ∆, by (5.2)
Qn(z) = En(z)− Pn(z)e−3nz −Rn(z)e3nz
and we need to find out, what is the dominant contribution as n gets large. We already have
asymptotic formulas for Pn and Rn, from which it follows that
1
n
log |Pn(z)e−3nz | → Re (gP (z)− 3z − ℓ), (7.1)
1
n
log |Rn(z)e3nz | → Re (gR(z) + 3z − ℓ). (7.2)
For En it is easy to obtain in a similar way
1
n
log |En(z)| → Re (3 log z − gP (z)− gR(z)). (7.3)
Now it turns out that for z ∈ DP the term Pn(z)e−3nz dominates. Indeed, we have by (4.12)
and (4.13)
(gP (z)− 3z − ℓ)− (gR(z) + 3z − ℓ) = (gP − gR − 6z) = 2(−ϕP (z) + ϕR(z))
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and we know that the real part of −ϕP + ϕR is positive in DP . We also have by (4.12)
(gP (z)− 3z − ℓ)− (3 log z − gP (z)− gR(z)) = 2gP (z) + gR(z)− 3 log z − 3z − ℓ = −2ϕP (z)
and the real part of −2ϕP is positive in DP . In view of (7.1)–(7.3) we then obtain the formula
for Qn
Qn(z) = −Pn(z)e−3nz
(
1 +O
(
1
n
))
uniformly for z ∈ ∆, and from what we already know about Pn,
Qn(z) = −(−1)
n+1engP (z)
2n
√
3ψ4P + 1
e−3nz
(
1 +O
(
1
n
))
uniformly for z ∈ ∆. This leads to the second line in formula (2.25) because gP (z) − 3z +
log(−12 ) = gQ(z) for z ∈ DP , see (4.9) and (4.23). The proof for the case z0 ∈ DR is similar.
We finally have to consider the case that z0 is on ΓP or on ΓR (but not one of the branch
points). We consider only z0 ∈ ΓP , since z0 ∈ ΓR will follow in the same way. So let
z0 ∈ ΓP \ {z1, z2}. After opening up lenses around ΓP we have the contour ΓP− to the left
of z0, and the contour ΓP+ to the right. We can take a neighborhood ∆ of z0 that is strictly
contained in the domain bounded by ΓP− and ΓP+. Then for z ∈ ∆ ∩D∞, we have
Qn(z) = z
3n+2Y22(z) = U22(z)z
3n+2e−(n+1)(gP (z)+gR(z))
and U(z) = T (z)V −1
P−
(z). Now we have U22(z) = T22(z), since the second column of V
−1
P−
is simply
(
0 1 0
)T
. We open the circles Γ1 and Γ2 around z1 and z2 so that ∆ is in the
exterior. Then T = SN = (I +O( 1n))N , and so
Qn(z) = z
3n+2N22(z)z
3n+2e−(n+1)(gP (z)+gR(z))
(
I +O
(
1
n
))
uniformly for z ∈ ∆ ∩D∞. Using (4.24) and the formula (6.20) for N22, we then find (2.25).
For z ∈ ∆ ∩DP , we have
Qn(z) = En(z)− Pn(z)e−3nz −Rn(z)e3nz
= z3n+2Y22(z) − e−3nzY21z − e3nzY13(z)
= z3n+2e−(n+1)(gP (z)+gR(z))U22(z)− e−3nze(n+1)(gP (z)−ℓ)U21(z)
−e3nze(n+1)(gR(z)−ℓ)U13(z).
Now we have that
U(z) = T (z)VP+(z)VP++(z)
with
VP+(z)VP++(z) =
 1 0 0z−1e−3ze2(n+1)ϕP (z) 1 0
0 ze−3ze−2(n+1)ϕR(z) 1
 .
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Then
Qn(z) = −e−3nze(n+1)(gP (z)−ℓ)T21(z)
+
[
z3n+2e−(n+1)(gP (z)+gR(z)) − e−3nze(n+1)(gP (z)−ℓ)z−1e−3ze2(n+1)ϕP (z)
]
T22(z)
+
[
z3n+2e−(n+1)(gP (z)+gR(z))ze−3ze−2(n+1)ϕR(z) − e3nze(n+1)(gR(z)−ℓ)
]
T13(z).
The funny thing is that the expressions multiplying T22(z) and T13(z) are exactly zero. This
follows from (4.12) and (4.13). Thus only the first term remains. This gives
Qn(z) = −egP (z)−ℓengQ(z)T21(z)
= −egP (z)−ℓN21(z)engQ(z)
(
1 +O
(
1
n
))
=
1√
ψ4P (z) + 1
engQ(z)
(
1 +O
(
1
n
))
uniformly for z ∈ ∆ ∩ DP . In the last step we used (4.9) and the expression for N21. This
proves the asymptotic formula for z ∈ ∆ ∩DP .
The asymptotic formula (2.26) for En is established in DP ∪DR∪ΓQ again by following the
transformations Y 7→ U 7→ T 7→ S. The asymptotics in the other domains may be obtained
by observing that the main contribution in the sum
En(z) = Pn(z)e
−3nz +Qn(z) +Rn(z)e
3nz
is given by Pn(z)e
−3nz , Qn(z) or Rn(z)e
3nz if z belongs to the domains D∞,P , D∞,U ∪D∞,L
or D∞,R respectively. This completes the proof of Theorem 2.8.
7.2 Proof of Theorem 2.5
Proof. The limits for the counting measures νPn , νQn , and νRn follow from the strong conver-
gence results established in Theorem 2.8. The proof using the unicity theorem for logarithmic
potentials (see e.g. [30, Theorem II.2.1]) is the same as the proof of [35, Theorem 2.1].
The proof for the limit of the measures νEn is more difficult, since these measures have
unbounded support and infinite mass. Our proof is different from the one given by Stahl [35].
Since En is an entire function of order 1 with a zero of multiplicity 3n + 2 at the origin,
we have by the Hadamard factorization theorem
En(z) = z
3n+2eAnz+Bn
∞∏
j=1
(
1− z
zj,n
)
ez/zj,n ,
with An, Bn ∈ C and where zj,n, j = 1, 2, . . . are the zeros of En different from the origin.
The zeros are counted according to their multiplicities, and we assume that they are arranged
in non-decreasing absolute value, so that 0 < |z1,n| ≤ |z2,n| ≤ · · · . Taking logarithms, we get
1
n
log
(
z−3n−2En(z)
)
=
1
n
(Anz +Bn) +
∫ (
log
(
1− z
s
)
+
z
s
)
dνEn(s).
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From the strong asymptotic formula (2.26), we obtain from this that
lim
n→∞
[
1
n
(Anz +Bn) +
∫ (
log
(
1− z
s
)
+
z
s
)
dνEn(s)
]
= gE(z) (7.4)
where
gE(z) =

gR(z) + 3z − 3 log z − ℓ for z ∈ D∞,R,
gP (z)− 3z − 3 log z − ℓ for z ∈ D∞,P ,
−gP (z)− gR(z) for z ∈ C \ (D∞,R ∪D∞,P ).
(7.5)
Note that gE is analytic across ΓP and ΓR because of the relations (4.14)–(4.15), so that gE
is analytic in C \ ΓE. The limit (7.4) holds uniformly for z in compact subsets of C \ ΓE.
We first show that
gE(z) =
∫ (
log
(
1− z
s
)
+
z
s
)
dµE(s)− gP (0) − gR(0) (7.6)
for z ∈ C \ ΓE. To prove (7.6) we assume z ∈ C \ (D∞,R ∪D∞,P ). We take the derivative of
the right-hand side of (7.6), which is∫ (
1
z − s +
1
s
)
dµE(s) =
3
2πi
∫
ΓE,1∪ΓE,2
(
1
z − s +
1
s
)
(ψQ − ψP )(s)ds
+
3
2πi
∫
ΓE,3∪ΓE,4
(
1
z − s +
1
s
)
(ψQ − ψR)(s)ds. (7.7)
The integral over ΓE,1 ∪ ΓE,2 can be deformed to the integral over the −side of ΓP , which
leads to
3
2πi
∫
ΓE,1∪ΓE,2
(
1
z − s +
1
s
)
(ψQ − ψP )(s)ds = 3
2πi
∫
ΓP
(
1
z − s +
1
s
)
(ψQ − ψP )−(s)ds
=
3
2πi
∮
γ
(
1
z − s +
1
s
)
ψP (s)ds
where γ is a closed contour going around ΓP in the negative direction and with z and 0 outside
γ, see also the proof of Lemma 4.3. We compute the integral using the residue theorem for
the exterior of γ, for which there is a contribution from the poles at z and 0. The result is
that the first term on the right-hand side of (7.7) is equal to −3ψP (z) + 3ψP (0). In the same
way, we find that the second term is equal to −3ψR(z) + 3ψR(0). Using (4.4), (4.5) and the
fact that ψR(0) =
√
1/3 = −ψP (0), we see that the derivative of the right-hand side of (7.6)
is equal to −g′P (z)−g′R(z) for z ∈ C\(D∞,R ∪D∞,P ). Because of the definition of gE in (7.5)
we then get (7.6) in case z ∈ C \ (D∞,R ∪D∞,P ). The formula (7.6) in the other domains
follows by analytical continuation.
Knowing (7.6) we get from (7.4) and (7.5) that lim
n→∞
1
nAn = 0, limn→∞
1
nBn = −gP (0)−gR(0),
and
lim
n→∞
∫ (
log
(
1− z
s
)
+
z
s
)
dνEn(s) =
∫ (
log
(
1− z
s
)
+
z
s
)
dµE(s) (7.8)
for z ∈ C \ ΓE.
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We next consider the measures ρn defined by
dρn(s) =
1
|s|2dνEn(s).
It will be our goal to prove that
sup
n∈N
∫
dρn < +∞ (7.9)
and that the sequence (ρn) is tight, that is,
∀ε > 0 : ∃R > 0 : ∀n ∈ N :
∫
|s|≥R
dρn(s) ≤ ε, (7.10)
see [6, Chapter 6]. We obtain (7.9) and (7.10) from lower bounds on the absolute values of
the zeros zj,n of En.
Let Nn(r) be the number of non-zero roots of En with absolute value ≤ r. From the
theory of entire functions, we have that
Nn(r) < log max
|z|=er
|fn(z)| − log |fn(0)|, (7.11)
see [25, Section 2.5], where
fn(z) = z
−3n−2En(z). (7.12)
The integral representations (1.4)–(1.6) and (1.7) imply that
En(z) =
(−1)n+1n!
(3n)n
1
2πi
∮
CR
e3nzwdw
[w(w2 − 1)]n+1 , (7.13)
where CR is a circle centered at the origin with radius R > 1. From (7.13) it immediately
follows that
En(z) =
(−1)n+1n!(3n)2n+2
(3n + 2)!
z3n+2 +O(z3n+3) as z → 0,
and so
fn(0) =
(−1)n+1n!(3n)2n+2
(3n + 2)!
. (7.14)
Using En(z) = Pn(z)e
−3nz + Qn(z) + Rn(z)e
3nz and the fact that the polynomials Pn, Qn,
and Rn, of leading coefficients (−1/2)n+1, 1, and (−1/2)n+1 respectively, have their zeros in
a compact set (independent of n), we easily get that |En(z)| ≤ e4n|z| for every n ∈ N and for
every |z| ≥ R with R sufficiently large, say R ≥ R0 ≥ 1. Then, from (7.11), (7.12) and (7.14)
we see that there exists a constant C > 0 so that Nn(r) < Cnr if r > R0. Hence, for every j
with |zj,n| > R0, we have j ≤ Nn(|zj,n|) < Cn|zj,n|, so that
|zj,n| > j
Cn
if |zj,n| > R0. (7.15)
This is our required estimate on |zj,n|.
To estimate ∫
dρn =
1
n
∞∑
j=1
1
|zj,n|2 ,
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we note that there are at most CnR0 zeros with absolute value ≤ R0. So for j > CnR0, we
have |zj,n| > R0, and we can use the estimate (7.15). For j ≤ CnR0, we use the fact that the
zeros can only accumulate on ΓE , which implies that there is a δ > 0 so that |zj,n| > δ for
every j and n. Then for every n ∈ N,
∫
dρn ≤ 1
n
[CnR0]∑
j=1
1
δ2
+
1
n
∞∑
j=[CnR0]+1
(Cn)2
j2
≤ CR0
δ2
+
C2n
[CnR0]
,
and (7.9) follows.
Next, we estimate for R > R0,∫
|s|≥R
dρn(s) =
1
n
∞∑
j=Nn(R)+1
1
|zj,n|2 ≤
1
n
∞∑
j=Nn(R)+1
min
(
1
R2
,
C2n2
j2
)
≤ 1
n
[CnR]∑
j=1
1
R2
+
1
n
∞∑
j=[CnR]+1
C2n2
j2
≤ C
R
+
C2n
[CnR]
,
and this shows that, given ε > 0, we can chooseR > R0 sufficiently large so that
∫
|s|≥R dρn(s) ≤
ε for every n. Hence (7.10) holds and the sequence (ρn) is tight.
Now let ρ∗ be the limit of a weakly convergent subsequence of (ρn), where ρn → ρ weakly
means that
∫
fdρn →
∫
fdρ for every bounded continuous function f . Because of (7.9), we
have that
∫
dρ∗ <∞. Let dν∗(s) = |s|2dρ∗(s). Then (7.8) implies∫ (
log
(
1− z
s
)
+
z
s
)
dν∗(s) =
∫ (
log
(
1− z
s
)
+
z
s
)
dµE(s) (7.16)
for every z ∈ C \ ΓE. Let R > 0 and let ν∗R and µE,R be the restrictions to {|z| < R} of ν∗
and µE, respectively. Then we get by taking the real part and rewriting (7.16) that∫
log |z − s|dν∗R(s) =
∫
log |z − s|dµE,R(s) + hR(z),
where hR is harmonic in {|z| < R}. Since ΓE has two–dimensional Lebesgue measure 0, the
unicity theorem [30, Theorem II.2.1] applies, showing that ν∗R and µE,R are equal. As R is
arbitrary, we have that ν∗ = µE and so dρ
∗(s) = 1
|s|2
dµE(s). Since the sequence (ρn) is tight,
and 1
|s|2
dµE(s) is the only possible limit of a weakly convergent subsequence, the full sequence
(ρn) converges weakly to
1
|s|2
dµE(s), see [6, Chapter 6]. Then it also follows that the measures
νEn converge to µE in the sense indicated in the theorem.
This completes the proof of the theorem.
7.3 Proof of Theorem 2.9
Proof. Away from ΓQ we have that one of the terms in (2.27) dominates the others, and
then (2.27) reduces to (2.25). So it suffices to prove that (2.27) holds uniformly for z in a
neighborhood ∆ of a point z0 ∈ ΓQ \ {z1, z2, z3, z4}. So let z0 ∈ ΓQ \ {z1, z2, z3, z4}. We take
the contours ΓP++ and ΓR++ so that we can choose a disk ∆ centered at z0 that lies in the
region bounded by ΓP++, ΓR++ , ΓUm and ΓLm.
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From (1.3) we know that
Qn(z) = En(z)− Pn(z)e−3nz −Rn(z)e3nz . (7.17)
We already know asymptotic expressions for the polynomials Pn, Rn and the remainder
function En that are valid in ∆, namely (2.23), (2.24) and the last equation in (2.26). Plugging
these three formulas into (7.17), we deduce
Qn(z) = z
3ne−n[gP (z)+gR(z)]
en[2gP (z)+gR(z)−ℓ−3 log z−3z]√
3ψ4P (z) + 1
(
1 +O
(
1
n
))
−
(
1 +O ( 1n))√
3ψ4Q(z) + 1
+
en[gP (z)+2gR(z)−ℓ−3 log z+3z]√
3ψ4R(z) + 1
(
1 +O
(
1
n
)) .
Using (4.12) and (4.13) we are led to (2.27), uniformly for z ∈ ∆.
The proof of (2.28) is similar. We use (2.23), (2.24) and the first equation in (2.25).
7.4 Proof of Theorem 2.10
Proof. Away from ΓP one of the terms in (2.29) is dominating the other, and then (2.29) leads
to (2.23). So it suffices to consider z0 ∈ ΓP \ {z1, z2}, and prove that (2.29) holds uniformly
for z in a disk ∆ centered at z0. We may choose this disk so that it is disjoint from Γ1 and
Γ2, and also so that it is contained in the region bounded by ΓP− and ΓP+, see Figure 13.
We consider z ∈ ∆. Then we have as before Pn(z) = U21(z)e(n+1)(gP (z)−ℓ), but the relation
between T and U is U(z) = T (z)V −1
P−
(z), or U(z) = T (z)VP+(z)VP++ depending on whether
z lies in the region bounded by ΓP and ΓP− (the −side of ΓP ) or in the region bounded by
ΓP and ΓP+ (the +side). This gives
U21(z) = T21(z)± z−1e−3ze2(n+1)ϕP (z)T22(z),
for z on the ±side of ΓP .
From the fact that T = SN with S = I +O( 1n), we get
Pn(z) = e
(n+1)(gP (z)−ℓ)
(
N21(z)± z−1e2(n+1)ϕP (z)−3zN22(z)
)(
1 +O
(
1
n
))
+
(
N11(z) ± z−1e2(n+1)ϕP (z)3zN12(z)
)
O
(
1
n
)
+
(
N31(z)± z−1e2(n+1)ϕP−(z)3zN3,2(z)
)
O
(
1
n
)
. (7.18)
Since all functions Njk do not vanish in ∆, and since e
ℓ = −2, we obtain
(−2)n+1Pn(z) = e(n+1)gP (z)
[
N21(z)
(
1 +O
(
1
n
))
± z−1e2(n+1)ϕP (z)3zN22(z)
(
1 +O
(
1
n
))]
.
Now we use (4.12) and the formulas in (6.20) for N21 and N22, and (2.29) follows.
The proof of the asymptotic formula (2.30) for Rn is similar.
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7.5 Proof of Theorem 2.11
Proof. If we unravel all the transformations for z ∈ ∆1, we find that Y (z) is a product of no
less than 10 to 14 matrices, the exact number depending on the region where z is. Recall
that z belongs to one of the four regions f−1(I), f−1(II), f−1(III), and f−1(IV ), see Figure
12. For z ∈ f−11 (III), we have the following, where s = (n+ 1)2/3f1(z),
Y (z) = eiπ/6
√
π
e(n+1)ℓ/3 0 00 e−2(n+1)ℓ/3 0
0 0 e(n+1)ℓ/3
S(z)N(z)
z1/2e3z/2 0 00 z−1/2e−3z/2 0
0 0 1
1 −1 0i i 0
0 0 2e−iπ/6
s1/4 0 00 s−1/4 0
0 0 1
Ai(s) −Ai(ω23s) 0Ai′(s) −ω23 Ai′(ω23s) 0
0 0 1

e−iπ/6 0 00 eiπ/6 0
0 0 1
 1 0 0−1 1 0
0 0 1
z−1/2e−3z/2e(n+1)ϕP (z) 0 00 z1/2e3z/2e−(n+1)ϕP (z) 0
0 0 1

 1 0 0z−1e−3ze2(n+1)ϕP (z) 1 0
0 0 1
1 0 00 1 0
0 ze−3ze−2(n+1)ϕR(z) 1

e−(n+1)ℓ/3 0 00 e2(n+1)ℓ/3 0
0 0 e−(n+1)ℓ/3
e(n+1)gP (z) 0 00 e−(n+1)[gP (z)+gR(z)] 0
0 0 e(n+1)gR(z)
 .
(7.19)
Recall that Pn(z) is the (2, 1) entry of Y (z). We multiply (7.19) with the first unit vector(
1 0 0
)T
, and we obtain after some simple calculations, where ∗ denotes an unspecified
unimportant entry ∗Pn(z)
∗
 = √πe(n+1)(gP (z)+ϕP (z))
(−2)n+1 S(z)N(z)
1 0 00 z−1e−3z 0
0 0 ∗
1 −1 0i i 0
0 0 ∗
 s1/4Ai(s)s−1/4Ai′(s)
0
 .
(7.20)
Similar calculations for z in the other regions near z1 lead to exactly the same expression
(7.20). Then further calculations show that for z ∈ ∆1,
(−2)n+1Pn(z) =
√
πe(n+1)(gP (z)+ϕP (z))[
3∑
k=1
S2k(z)
(
Nk1(z) + iz
−1e−3zNk2(z)
)
(n+ 1)1/6f1(z)
1/4 Ai((n+ 1)2/3f1(z))
+
3∑
k=1
S2k(z)
(−Nk1(z) + iz−1e−3zNk2(z)) (n+ 1)−1/6f1(z)−1/4 Ai′((n + 1)2/3f1(z))
]
.
(7.21)
From the jump condition (6.1) for N on ΓP it easily follows that for each k,(
Nk1(z) + iz
−1e−3zNk2(z)
)
+
= i
(
Nk1(z) + iz
−1e−3zNk2(z)
)
−
, z ∈ ΓP .
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The fourth root in f1(z)
1/4 is defined with a cut along ΓP , and on ΓP there is a jump(
f1(z)
1/4
)
+
= −i
(
f1(z)
1/4
)
−
, z ∈ ΓP .
Thus the products (
Nk1(z) + iz
−1e−3zNk2(z)
)
f1(z)
1/4
are analytic across ΓP . Since the functions Nkj have a fourth root singularity at z1, and
f1(z)
1/4 has a fourth root zero at z1, these functions are non-zero at z1, and therefore also in
a neighborhood of z1. By shrinking ∆1, if necessary, we may assume that these functions are
without zeros in ∆1. Similarly, we have that(−Nk1(z) + iz−1e−3zNk2(z)) f1(z)−1/4
is analytic and without zeros in ∆1.
Now we recall that S(z) = I + O ( 1n). So it follows that in the two sums in (7.21) the
terms with k = 2 are dominating, and we get
(−2)n+1Pn(z) =
√
πe(n+1)(gP (z)+ϕP (z))[
n1/6
(
N21(z) + iz
−1e−3zN22(z)
)
f1(z)
1/4 Ai((n+ 1)2/3f1(z))
(
1 +O
(
1
n
))
+n−1/6
(−N21(z) + iz−1e−3zN22(z)) f1(z)−1/4 Ai′((n+ 1)2/3f1(z))(1 +O( 1
n
))]
. (7.22)
This proves (2.34). We have also shown above that the functions h1 and h2 are analytic and
without zeros in ∆1.
For the asymptotic formula for Qn near z1, we proceed in a similar way. Actually, it is
easier to do the calculations for z in the region f−11 (II) or f
−1
1 (I). The result is that for
z ∈ ∆1, ∗Qn(z)
∗
 = √πe3ze−(n+1)(gP (z)+ϕP (z)+gR(z)−3 log z)S(z)N(z)
1 0 00 z−1e−3z 0
0 0 ∗
1 −1 0i i 0
0 0 ∗
 s1/4ω23 Ai(ω23s)s−1/4ω3Ai′(ω23s)
0
 , (7.23)
where again s = (n+ 1)2/3f1(z). We make use of (4.12) to replace the exponential factor on
the right-hand side of (7.23) by e(n+1)(gP (z)+ϕP (z)−3z−l). Then, we obtain (2.35) from (7.23)
in the same way as we obtained (2.34) from (7.20).
For the asymptotic formula for En near z1, we may again proceed in a similar way, doing
the calculations for z in the region f−11 (III) or f
−1
1 (IV ).
7.6 Proof of Corollary 2.12
Proof. The behavior of the extreme zeros of Pn near z1 follows from the asymptotic formula
(2.34). Indeed, we consider the function
Fn(t) =
(−2)n+1e−(n+1)(gP (z)+ϕP (z))√
πn1/6h1(z)
Pn(z), where z = z1 + tn
−2/3.
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Then Fn has zeros tν,n = (z
P
ν,n−z1)n2/3, ν = 1, 2, . . ., and these zeros are ordered by increasing
absolute value. Because of (2.34) we have that
Fn(t) = Ai
(
(n+ 1)2/3f1(z1 + tn
−2/3)
)(
1 +O
(
1
n
))
+ n−1/3
h2(z1 + tn
−2/3)
h1(z1 + tn−2/3)
Ai′
(
(n + 1)2/3f1(z1 + tn
−2/3)
)(
1 +O
(
1
n
))
. (7.24)
Since f1 is an analytic function with a simple zero at z1 and f
′
1(z1) = c1 (see (2.32), (2.33)), and
since h1 and h2 are nonzero analytic functions near z1, we get by expanding these functions
near z1 that
Fn(t) = Ai
(
tc1 +O
(
n−2/3
))
+ n−1/3
h2(z1)
h1(z1)
Ai′
(
tc1 +O
(
n−2/3
))
+O
(
n−2/3
)
. (7.25)
Now, expanding the Airy function Ai near tc1, and observing that the second term of the
sum in the right-hand side of (7.25) is of order n−1/3, we get simply
Fn(t) = Ai(tc1) +O
(
n−1/3
)
. (7.26)
The O-term holds uniformly on compact subsets of the complex t-plane. From Hurwitz’
theorem it follows that for every fixed ν ∈ N, we have
lim
n→∞
tν,n = − ιν
c1
.
Using the fact that −ιν is a simple zero of the Airy function, we obtain from (7.26) that
tν,n = − ιν
c1
+O
(
n−1/3
)
.
This proves (2.40), since zPν,n = z1 + tν,nn
−2/3.
The formulas (2.41) and (2.42) for the extreme zeros of Qn and En near z1 are obtained
in a similar way from the asymptotics of Qn and En near z1, given by (2.35) and (2.36),
respectively.
7.7 Proof of Theorem 2.13
Proof. We consider z in a compact subset K of DR. By the third equation in (2.25), we have
lim
n→∞
1
n
log |Q2n(z)| = 2Re gQ(z),
and by (2.23) and (2.24),
lim
n→∞
1
n
log |Pn(z)Rn(z)| = Re (gP (z) + gR(z)− 2ℓ).
In DR we may use (4.26), so that
2Re gQ(z)− Re (gP (z) + gR(z)− 2ℓ) = Re (gR(z)− gP (z) + 6z).
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By (4.12) and (4.13), this is 2Re (ϕP − ϕR) which is positive in DR. Thus, 4PnRn/Q2n is
exponentially small, and there is a choice of the square root so that√
Q2n(z)− 4Pn(z)Rn(z) = Qn(z)
(
1 +O(e−cn)) ,
as n → ∞, uniformly for z ∈ K, for some constant c > 0. Then we choose the − sign in
(2.44) so that
Xn(z) =
−Qn(z) −
√
Q2n(z)− 4Pn(z)Rn(z)
2Rn(z)
= −Qn(z)
Rn(z)
(
1 +O(e−cn)) .
Now, we use (2.24) and the third equation in (2.25) to obtain
Xn(z) =
−(−2)n+1engQ(z)
2engR(z)
(
1 +O
(
1
n
))
= e3nz
(
1 +O
(
1
n
))
,
where the last equality uses (4.26). This proves (2.45) for z ∈ DR.
The case z ∈ DP is similar, but now we have to take the + sign in the formula (2.44) for
Xn. This completes the proof of Theorem 2.13.
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