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Fully differential cross sections for Li2+-impact ionization of Li(2s) and Li(2p)
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A semiclassical impact parameter version of the continuum distorted wave-Eikonal initial state
theory is developed to study the differential ionization of Li atoms in collisions with Li2+ ions.
Both post and prior forms of the transition amplitude are considered. The fully differential cross
sections are calculated for the lithium targets in their ground and their first excited states and
for the projectile ions at 16 MeV impact energy. The role of the internuclear interaction as well
as the significance of the post-prior discrepancy in the ejected electron spectra are investigated.
The obtained results for ejection of the electron into the azimuthal plane are compared with the
recent measurements and with their corresponding values obtained using a fully quantummechanical
version of the theory. In most of the cases, the consistency of the present approach with the
experimental and the quantum theoretical data is reasonable. However, for 2p-state ionization,
in the cases where no experimental data exist, there is a considerable difference between the two
theoretical approaches. This difference is questionable and further experiments are needed to judge
which theory makes a more accurate description of the collision dynamics.
PACS numbers: 34.80.Dp
I. INTRODUCTION
The study of the electronic reactions due to the colli-
sion of electrons and heavy ions with atomic and molec-
ular targets is one of the interesting topics in atomic and
molecular physics that has attracted considerable atten-
tion for many years. Apart from the challenges that ap-
pear in both experimental and theoretical investigations
of such phenomena, there exist some other reasons that
highlight the importance of these processes. For example,
these reactions play a predominant role in applied areas
such as the design of fusion reactors, the study of heavy-
particle radiation damage in human tissues and the ap-
plication of hadron therapy. Also, in many scientific ar-
eas such as astrophysics and plasma physics, a detailed
knowledge of the mechanisms of these processes is usually
required [1, 2]. However, one of the main aspects of these
phenomena is the fact that they provide an interesting
probe of the few-body problem (FBP) in physics [3]. The
Coulomb interaction which is responsible for these reac-
tions is exactly known, while the Schro¨dinger equation
governing the dynamics of such systems is not analyt-
ically solvable for more than two mutually interacting
particles. Consequently, the validity of the various ap-
proximate theories which are developed to shed light on
questions relevant to dynamics of the few-body Coulomb
systems should be assessed by comparing their predic-
tions with precise experimental data.
When an energetic bare ion impacts an atomic or a
molecular target, there is a definite probability for oc-
currence of each of the basic processes such as electron
capture and excitation or ionization of the target. Among
these various processes, ionization in particular has re-
ceived a great part of attention, because not only it is
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the main mechanism leading to the energy loss of the
swift ions in matter but also, it provides an ideal testing
ground for the Coulomb FBP [4, 5]. This is especially
true for the single ionization of the target for which there
are three unbound particles in the final state [6]. More
challenge to theoretical models for proving their accu-
racy comes from the measured fully differential cross sec-
tions (FDCSs), because the more differential cross sec-
tions, the more information that can be derived about
the collision mechanism. In the case of electron impact,
the kinematically complete experiments have provided a
remarkable amount of the measured FDCSs to investi-
gate the few-body aspects of the (e, 2e) processes [7–11].
In such experiments, the complete momentum vectors
of all the collision fragments are determined. For the
case of ion impact, since both the scattering angles and
the changes in the magnitude of the projectile momen-
tum are very small, these experiments are much more
challenging. It took a long time after the correspond-
ing experiment for electron impact which the difficul-
ties associated with the large projectile mass were cir-
cumvented by measuring the momentum vectors of the
recoiling target ion and the ejected electron, using the
novel method of the cold-target recoil-ion momentum
spectroscopy (COLTRIMS) (also known as a reaction
microscope (ReMi)) [3, 12, 13]. The scattered projectile
momentum can then be deduced from the kinematic con-
servation laws. COLTRIMS is limited to gaseous targets
of relatively small mass number. In order to overcome
this limitation, the supersonic gas jet applied to produce
the very cold target beam in a conventional reaction mi-
croscope was replaced by a magneto-optical trap (MOT)
to innovate the MOTReMi method [14, 15]. This method
improved the achievable recoil-ion momentum resolution
considerably and extended the targets to heavy atoms or
molecules which can be optically pumped.
Development of the above mentioned experimental
2techniques has renewed the interest in the theoretical
study of the ion-impact ionization of the atomic and
molecular targets. A number of the theoretical studies
engaging these reactions have been done in framework of
the time dependent close coupling (TDCC) [16], classi-
cal trajectory Monte Carlo (CTMC) [17, 18], continuum
distorted wave-Eikonal initial state (CDW-EIS) [19, 20],
coupled pseudostate (CP) [21, 22] and three-body dis-
torted wave-Eikonal initial state (3DW-EIS) [23] theo-
ries.
Very recently, the measured FDCSs for 16 MeV Li2+
single ionization of the 2s ground and the 2p excited
states of lithium has been reported and compared with
the 3DW-EIS calculations [24]. The study of this re-
action is of interest for several reasons. First, the ra-
dial nodal structure of the 2s and 2p wavefunctions as
well as the angular distribution of the 2p wavefunction
of the valence electron may lead to some structures in
the FDCS. Second, in the lithium targets, the inner shell
is both spatially and energetically far away from the va-
lence shell which includes a single valance electron. So,
it is expected that the electron-electron correlation plays
a marginal role in the collision dynamics. Additionally,
for this system the perturbation parameter (projectile
charge to speed ratio) is much larger than that for a typ-
ical (e, 2e) reaction. This in combination with the more
complex structure of the wavefunctions can lead to new
features not seen previously. The reported data are for
ejection into the azimuthal plane and the comparisons
showed that the 2s and 2p cross sections exhibit differ-
ent behaviors in some features. For example, for the 2p
case, a double binary peak structure was theoretically
predicted for some values of the projectile momentum
transfer and the ejected electron energy, while such a
structure is absent for some other values of these quan-
tities. Using the 3DW-EIS method, it was shown that
the double peak structure is associated to the kinematics
of the reaction and to the angular part of the wavefunc-
tion. Although, the good overall agreement was found
between the 3DW-EIS calculations and the experimen-
tal data, there exist some discrepancies which motivate
further investigation of the process.
In this contribution, we apply the semiclassical CDW-
EIS method [26, 27] to calculate the fully differential
cross sections for single ionization of Li in collision with
16 MeV Li2+ projectile ions. The followed approach in
fact provides an approximate solution to the Schro¨dinger
equation governing the dynamics of the specified colli-
sional breakup process which in turn is approximated
to a three-body reaction with effective Coulomb inter-
actions. The solution satisfies both the initial and final
correct boundary conditions. In this treatment a classi-
cal straight-line trajectory is considered for the projec-
tile, while the states of the involving particles are de-
scribed quantum mechanically. For an impact energy
of 16 MeV, assuming a classical straight-line trajectory
for the projectile is not too far from reality. Also, as
is mentioned above, the single optical active electron in
Li atoms is spatially far away from the spherically sym-
metric full inner shell closest to the nucleus. So, ap-
proximating the core interaction with the active electron
and the projectile ion as the Coulomb interactions (with
an effective charge) is not too rough. Indeed, in the
present study, we use a linear combination of the hy-
drogenic wave functions, Roothaan-Hartree-Fock (RHF)
wave functions [25], to make an analytical fit to the nu-
merical Hartree-Fock (HF) wave functions. It is well
known that the three-dimensional wave functions can be
approximated as an expansion in terms of the hydrogenic
wave functions as a complete set. These assumptions,
may make the calculations easier, but it does not mean
that such a complicated problem is reduced to a simple
hydrogenic problem. The obtained results are discussed
in comparison with experimental data and with the cal-
culations of the full quantum mechanical version of the
theory. Comparison shows that the mentioned assump-
tions give a reasonable estimate of the FDCSs.
Over the years, it has been shown that CDW-EIS the-
ory is one of the most successful approaches to explain
the dynamics of ion-atom collisional processes in the per-
turbative regime. We considered a number of assump-
tions to perform the CDW-EIS calculations easier and
faster to do, and the reported results show that these
assumptions do not significantly affect the accuracy of
the calculations. Our further study on Li2+-Li system
using 3DW-EIS shows that if we use an analytical fit to
the numerical HF wavefunction and employ a Coulomb
potential to approximate the interaction with the passive
electron, the obtained results will not change significantly
in shape. These facts motivated us to use an analytical
RHF wave function for the initial electronic state and use
the Coulomb potentials to describe the interaction of the
target core with the projectile and the active electron.
This simplification reduces the computing time consid-
erably. For example, for the 2p-state ionization and for
each specified values of the ejected-electrons energy and
the projectile momentum transfer, the 3DW-EIS calcu-
lations occupy 60 CPUs for nearly 45 hours, while with
our present CDW-EIS approach the same results are ob-
tained using only one CPU through several minutes.
The plan of the paper is as follows. Section II presents
the impact parameter version of the CDW-EIS model to
investigate a typical ion-impact ionization process. Sec-
tion III is devoted to the results and the relevant discus-
sions, and section IV includes the summary and conclud-
ing remarks. Atomic units (e = me = ~ = 1) are used
unless otherwise stated.
II. THEORY
The continuum distorted wave-Eikonal initial state
(CDW-EIS) approach was firstly introduced by Crothers
and his coworkers [26, 27] and applied as a success-
ful method to treat a wide variety of collision sys-
tems [19, 20, 28–41], so only a brief outline will be given
3here.
A number of simplifying assumptions is convenient in
theoretical investigation of a typical ion-atom collision
system. The assumptions which are used in the present
model are as follows. (a) We use the frozen-core ap-
proximation in which one of the electrons of the tar-
get is considered as the active electron and the others
are considered frozen in their initial states as the pas-
sive ones. The influence of the passive electrons is con-
sidered through the effective screening potential in the
calculations. (b) In the semi-classical CDW-EIS model,
the impact-parameter approximation is used. In this ap-
proximation, a straight-line trajectory is considered to
describe the relative motion of the nuclei. Consequently,
the inter-nuclear position vector is parameterized by the
impact parameter ρ and the constant relative velocity v
as R(t) = ρ + vt with ρ · v = 0. Hence, the closest
distance between the heavy particles occurs at the time
t = 0. (c) The RHF wavefunctions are employed to de-
scribe the state of the bound subsystem in the entrance
channel [25]. (d) In the final channel, the potential in-
teraction between the ionized electron and the residual
target ion is approximated by an effective Coulomb po-
tential. (e) the final continuum-state of the ionized elec-
tron in the field of the residual target ion is considered
as a Coulomb wave.
By these assumptions and working in the framework of
the independent-electron frozen-core model, the collision
system can be reduced to a three-body system including
a bare projectile ion P , with charge of ZP and mass of
MP , the active electron e, and the target ion T with an
effective charge of ZT and mass of MT . It is assumed
that P impinges on (T + e) with the initial wave vector
Ki. Over the course of the collision, P is scattered with
the final momentumKf and e is ejected with wave vector
ke. The full electronic Hamiltonian of these three-body
system reads [29]
Hel = H0 + VP (|R− r|) + VS(R), (1)
in which r is the position vector of the active electron
with respect to T , H0 is the Hamiltonian for the free
target atom and VP (|R − r|) and VS(R) denote the P -
e and P -T interactions. The effective nucleus charge is
considered as Zeff = ni
√−2εi in which ni is the prin-
cipal quantum number of the electron orbit and εi is its
binding energy. Whit this assumption VS(R) can be ap-
proximated by VS(R) = ZeffZP /R. Within the present
framework, this fact that VS(R) depends only on the
inter-nuclear distance gives rise to a phase factor which
corresponds to the important effect of the nuclear-nuclear
interaction (NN interaction) on FDCSs [19].
In this step, we withdraw the NN interaction from the
total electronic Hamiltonian. Hence, Hel can be rear-
ranged as [29]
Hel = Hi + Ui +Wi = H
d
i +Wi,
Hel = Hf + Uf +Wf = H
d
f +Wf ,
(2)
where Hi (Hf ) is the Hamiltonian for the subsystem
(e + T ) in the entrance (exit) channel. The distortion
potentials Ui and Uf are defined in such a manner that
the Schro¨dinger equations corresponding to the distorted
Hamiltonians, Hdi = Hi +Ui and H
d
f = Hf +Uf , are ex-
actly solvable. Consider χ+i (r, t) and χ
−
f (r, t) as the exact
solutions of the Schro¨dinger equations,
(
Hdi − i
∂
∂t
)
χ+i (r, t) = 0, and
(
Hdf − i
∂
∂t
)
χ−f (r, t) = 0,
(3)
that satisfy the outgoing and incoming boundary condi-
tions, respectively. Having these solutions, the perturba-
tion potentials Wi and Wf are obtained using equations
(
Hi − Ei
)
χ+i (r, t) =Wiχ
+
i (r, t),(
Hf − Ef )χ−f (r, t) =Wfχ−f (r, t),
(4)
where Ei (Ef ) is the total initial (final) energy of the sys-
tem in the center-of-mass (c.m.) frame. These potentials
are weaker than those appearing in the Born series, so
it is expected that the distorted wave series correspond-
ing to these perturbation potentials converge faster than
those appear in Born approximation. Also, assume that
ψ+i (r, t) and ψ
−
f (r, t) are respectively the incoming and
outgoing solutions of the Schro¨dinger equation
(
Hel − i ∂
∂t
)
ψ(r, t) = 0, (5)
with the exact asymptotic behaviors [29, 39]. The above
introduced wavefunctions satisfy the conditions
lim
t→−∞
〈ψ−f |χ+i 〉 = 0, limt→+∞〈χ
−
f |ψ+i 〉 = 0, (6)
which imply that the transition cannot be produced by
the action of the distortions.
In the present version of CDW-EIS, χ+i (r, t) and
χ−f (r, t) are approximated as [29]
χ+i (r, t) = Φ
+
i (r, t)L+EISi (r),
χ−f (r, t) = Φ
−
f (r, t)L−CDWf (r),
(7)
where Φ+i (r, t) and Φ
−
f (r, t) are the incoming and outgo-
ing wavefunctions in the first Born approximation
Φ+i (r, t) = ψi(rT )e
−i( 1
2
v·r+ 1
8
v2t+ǫit)
Φ−f (r, t) = ψ
−
C (rT )e
−i( 1
2
v·r+ 1
8
v2t+Ef t),
(8)
where ǫi is the initial binding energy of the electron,
ψi(rT ) is the wavefunction describing its initial bound
state. ψ−C (rT ) is the Coulomb distorted wavefunction
describing the motion of the ejected electron in the field
of the residual target ion with an explicit form of
ψ−C (rT ) = (2π)
−3/2N(νT )e
ike·rT
× 1F1(iνT ; 1;−ikerT − ike · rT ).
(9)
4ke is the momentum vector of the ejected electron with
respect to the target ion, 1F1(a; b; z) is the confluent hy-
pergeometric function and the usual normalization factor
N(νT ) is given by N(νT ) = Γ(1 − iνT )e−πνT /2 in which
Γ(z) is Gamma function and νT = −ZT /ke is a Sommer-
feld parameter.
The distortion factors of L+EISi (r) and L−CDWf (r) are
chosen so that the distorted waves, χ+i (r, t) and χ
−
f (r, t),
satisfy the correct boundary conditions. The eikonal
initial state distortion is a logarithmic distortion phase
factor due to the Coulomb long-range remainder of the
electron-projectile perturbation potential in the initial
channel. From Eqs. (3) and (7), this distortion factor
can be derived as L+EISi (r) = e−iνi ln(vrP+v·rP ), where
νi = ZP /v. Similarly, it can be shown that the Coulomb
distortion factor representing the post-collision interac-
tion (PCI) between the projectile ion and the active elec-
tron is a proper expression for L−CDWf (r). So, we have
L−CDWf (r) = N(νP )1F1
(
iνP ; 1;−ikP rP−ikP ·rP ), (10)
where νP = −ZP/kP , and kP = ke − v is the momen-
tum of the ejected electron with respect to the projectile
nucleus.
The perturbation potential corresponding to the above
forms of the distorted waves and the distortion factors are
given by [29]
Wi =
1
2
∇2rP +∇rP ·∇rT , and Wf = ∇rP ·∇rT , (11)
which are consistent with Eq. (4).
The post and prior versions of the ionization probabil-
ity amplitude, described from a reference frame fixed on
the target nucleus, can be respectively written as [29]
a+fi(ρ) = −i
∫ +∞
−∞
dt〈χ−f |W †f |ψ+i 〉
≃ −i
∫ +∞
−∞
dt〈χ−f |W †f |χ+i 〉,
a−fi(ρ) = −i
∫ +∞
−∞
dt〈ψ−f |Wi|χ+i 〉
≃ −i
∫ +∞
−∞
dt〈χ−f |Wi|χ+i 〉.
(12)
NN interaction is not included in these versions of the
transition amplitude. Also, in an exact treatment, these
forms of the amplitude are mathematically equivalent,
while in an approximate treatment a post-prior discrep-
ancy may be expected.
Now, we are ready to take into account the influence of
the NN interaction on the probability amplitude. Using
the procedure outlined in Refs. [27, 42], this influence
can be considered by multiplying the above amplitudes
by a phase factor due to the pure Coulomb interaction
between P and T . Accordingly, the transition amplitude
including the NN-interaction influence reads
A±fi(ρ) = i(ρv)2iνa±fi(ρ), (13)
where ν = ZPZT /v is a Sommerfeld parameter, and ZT
is the asymptotic charge of the target ion T .
Using the two-dimensional Fourier transforms, the cor-
responding probability amplitudes in the momentum-
space can be obtained as [19, 42]
t±fi(η) =
1
2π
∫
dρeiη·ρa±fi(ρ),
T ±fi (η) =
1
2π
∫
dρeiη·ρA±fi(ρ),
(14)
in which η is the transverse momentum transfer. Insert-
ing the inverse Fourier transform of t±fi(η) into (13) and
getting the Fourier transform of the result leads to
T ±fi (η) =
iv2iν
(2π)2
∫
dη′t±fi(η
′)
∫
dρρ2iνei(η−η
′)·ρ. (15)
The integral over ρ can be analytically performed to ob-
tain [19]
T ±fi (η) =
ν
2(2π)3
∫
dη′t±fi(η
′)
∣∣η − η′∣∣−2(1+iν), (16)
in which the overall phase factor of i(v2/2π)iν is dropped
since it affects neither the probability nor the cross sec-
tion of the reaction. The integral over η′ can be per-
formed numerically to obtain the triple differential cross
section for ionization of the active electron.
The fully differential cross section (FDCS) for the con-
sidered breakup process is given as [43]
d5σ
d2ηd3ke
=
1
4π2v
∣∣Tfi(η)∣∣2 (17)
in which Tfi(η) is the corresponding post or prior transi-
tion matrix element. Since d2ηd3ke can be expressed in
terms of the triple differential dEkdΩeΩP , this cross sec-
tion is more commonly referred to as triply differential
cross sections (TDCS) for ejection of the electron with
energy between Ee and Ee + dEe into solid angle dΩe in
direction of ke and scattering of the projectile into solid
angle dΩP in direction of Kf [44].
At the end, let us refer to the main differences between
the present distortion method and its fully quantum me-
chanical version which is known as 3DW-EIS in the lit-
erature. First, in the present model a classical straight
trajectory is assumed for the projectile while such an
assumption is not allowed in quantum mechanics. Sec-
ond, we have used analytical wavefunctions for the initial
bound and the final continuum stats of the active elec-
tron, while the numerical HF wavefunctions are used for
both in 3DW-EIS. Third, in 3DW-EIS amplitude there
exists an extra term coming from a proper rearrangement
of the terms included in the exact amplitude, and taking
into account the additional higher-order effects through
the final-state perturbation, while this term is absent in
CDW-EIS.
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FIG. 1. (Color online) CDW-EIS FDCSs for ionization of the ground state lithium atoms are compared with their experimental
values [23]. The solid (red) curves are for prior CDW-EIS with NN interaction, the dashed (blue) lines are the same but for
post CDW-EIS. The dash-dotted (brown) curves are for prior calculations without NN interaction and the dotted (green) lines
are the same for post calculations. Closed symbols are for experiments [24].
III. RESULTS
In this section, we use the above outlined method to
study the 16 MeV Li2+-impact differential single ioniza-
tion of the ground (2s) and the first excited (2p) states
of Li targets. To this end, the FDCSs are calculated
as a function of the ejected electron’s azimuthal angle
for ejection into the plane perpendicular to the incident
projectile beam. The results are compared with the ex-
perimental data as well as the results obtained using the
fully quantum mechanical version of the theory (or 3DW-
EIS theory), which both have been recently reported in
Ref. [24]. We choose the origin of the coordinate system
at the target nucleus T , with the z-axis along the inci-
dent beam. It is assumed that the projectile is scattered
in the +xz half plane and the positive direction of the
y axis is chosen so it makes a right-handed coordinate
system. The azimuthal and polar angles of the ejected
electron is measured as usual with respect to the positive
directions of the x and z axes, respectively.
In addition to the ionization occurring in the Li2+-
Li collisional system, some other processes like electron
capture by Li2+, excitation or ionization of the inner shell
electrons in the target atom and even the ionization of
the projectile ion may occur during the collision process.
However, since our considered experimental data are for
the outer shell ionization of the target, we neglected the
other possible reactions.
For three different values of the ejected-electron’s en-
ergy, Ee = 2, 10, and 20 eV, and two different values of
the projectile momentum transfer, q = |Ki −Kf | = 0.4,
and 1 a.u., the calculated post and prior FDCSs for sin-
gle ionization of lithium atoms in their ground states
are compared with their experimental values in figure 1.
Both post and prior cross sections with and without NN
interaction are included in this figure. In order to do
a meaningful comparison, in each case the prior results
with the NN interaction are normalized to the experi-
ment at the binary peak, and the other results are mul-
tiplied by the same normalization factor. Considering
the figure, several points are remarkable: as is kinemat-
ically expected, in accordance with the experiments, the
theory predicts a binary peak at φe = 180
◦. For cases
(Ee = 2 eV, q = 0.4 a.u.), (Ee = 10 eV, q = 1 a.u.),
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FIG. 2. (Color online) Comparison of the full prior CDW-EIS cross sections with their corresponding values obtained using
the 3DW-EIS model and with the measured data. Solid (red) curves are for CDW-EIS, dashed (blue) curves for 3DW-EIS and
closed symbols for experiments.
and (Ee = 20 eV, q = 1 a.u.), the NN interaction has
no considerable influence on the cross sections and the
post-prior discrepancy is very small. However, for these
cases, maximum of the both of these effects occurs at the
binary peak. For (Ee = 2 eV, q = 1 a.u.), the post-prior
discrepancy is observed both at φe = 180
◦ and at two
mirror-symmetric angular regions on both sides of the
binary peak. In this case, the NN interaction plays a mi-
nor role. For Ee = 10 and 20 eV cases with q = 0.4 a.u.,
both the post-prior discrepancy and the NN-interaction
influence are quite obvious. This means that for higher
emission energies and lower momentum transfers, the in-
fluence of both the NN interaction and the post-prior
discrepancy on the cross sections is considerable. This
effect becomes much more important around the binary
peak for which a structure is seen in the results. For
the cases (Ee = 10 eV, q = 1 a.u.) and (Ee = 20 eV,
q = 1 a.u.) around the binary peak, the prior values are
upper than the post results, while the situation is re-
versed for the same energies but the lower momentum
transfers. It is interesting that the shape of the post and
prior results is nearly the same in all cases, except for
(Ee = 10 eV, q = 1 a.u.) and (Ee = 20 eV, q = 1 a.u.).
Although, on the whole, good overall agreement is found
between the calculations and the experimental data in
all cases, it seems the prior calculations with considering
the NN interaction gives a better description of the col-
lision dynamics. It is probable that the results would be
improved both in shape and in magnitude by considering
the procedure outlined in Refs. [36] and/or [38].
It should be also remarked that in order to keep the
present model in a three-body framework, the projectile
is assumed as a bare ion. Although the obtained results
show that this assumption is not too far from reality, the
influence of the projectile-electron on the cross sections
can be examined using a more complicated four-body
model. For the cases that agreement of the calculations
with experiments is poor, such an approach probably im-
proves the results, but it is not followed here.
FDCSs for ionization of Li(2s) targets calculated us-
ing the prior version of CDW-EIS including the NN in-
teraction are compared with their corresponding results
obtained using the 3DW-EIS model [24] and with their
experimental values [24] in figure 2. The results of both
theories are normalized to the experiments at the binary
peak. As is seen from this figure, it is interesting that in
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FIG. 3. (Color online) Same as figure 2 but for ionization of Li(2p) targets.
the cases for which the influence of the NN-interaction
and post-prior discrepancy on the cross sections is in-
significant, the theories completely coincide with each
other at all the azimuthal angles. In these cases, both
theories are also in good accordance with experiments.
The most difference between the semiclassical CDW-EIS
and the full quantum 3DW-EIS theories occurs for lower
ejection energies but higher momentum transfers such as
(Ee = 2 eV, q = 1 a.u.) and for higher energies but lower
momentum transfers such as (Ee = 20 eV, q = 0.4 a.u.).
For these cases, it seems that 3DW-EIS is in better agree-
ment with the measured data.
A similar comparison is made for single ionization of
the 2p excited states of Li targets in figure 3. Since the
targets were experimentally prepared [24] with relative
populations of 86%, 9%, and 5% for the magnetic sub-
states with m = −1, m = 0, and m = −1, respectively,
the cross sections are calculated using these experimen-
tal weights. If the sublevels with m = ±1 were equally
populated, a symmetric angular distribution is expected
for both the calculated and the measured cross sections
around φe = 180
◦. But for this case, since these two
substates are not equally populated, this distribution is
asymmetric. This behavior which is known as magnetic
dichroism (or orientational dichroism) in the angular dis-
tribution of the electron emission is exhibited in figure 3.
Like the case of the 2s state, the post-prior discrep-
ancy is also seen for ionization of the 2p-excited state,
but it is much smaller than that was found in figure 1 for
the ground 2s state. Also, for all the specified cases rep-
resented in figure 2, the influence of the NN interaction
on the cross sections is unimportant. Consequently, the
post and prior CDW-EIS cross sections with and without
NN interaction are nearly the same. For this fact, only
the prior CDW-EIS including the NN interaction (the
full prior CDW-EIS) results are illustrated in the figure.
In most of the case studies of the typical ion-atom colli-
sional reactions, it has been shown that the inter-nuclear
interaction plays a major role in the differential cross
sections, while the role changes to a minor contribution,
or not influence at all, in the integrated cross sections.
Here, at least for most of the present considered cases,
the comparisons show that the role of the inter-nuclear in-
teraction is not crucial even in the fully differential cross
sections.
Interestingly, the theory predicts a double peak struc-
ture for (Ee = 10 eV, q = 1 a.u.) around φe = 180
◦. The
second peak predicted by 3DW-EIS is higher than that is
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FIG. 4. (Color online) Comparison of experimental and theoretical 3DW-EIS, CDW-EIS and FBA FDCS results for 16 MeV
Li2+ ionization of the 2s shell of Li in the azimuthal plane as a function of the azimuthal angle. Symbols are for experiments,
solid (red) curves for the prior CDW-EIS, dashed (blue) curves for 3DW-EIS, and dash-dotted (brown) curves for FBA.
predicted by CDW-EIS. Although double-peak structure
seems to be real, it is not seen vividly in the measured
cross sections probably for the low resolution of the ex-
periments. However, to further confirm the reality of
this theoretically predicted behavior further experiments
with better resolution should be carried out. It should be
noted even if the predicted structure be real, the binary
peak in the left part of the panel is slightly more shifted
to left than experimental data. The present calculations
confirm this hypothesis that the predicted double-peak
structure is attributed to the angular distribution of the
initial bound-state wavefunction of the ejected electron
and the kinematics only. However, the general kinemati-
cal conditions under which occurrence of such a structure
is predictable are still questionable. For (Ee = 10 eV,
q = 0.4 a.u.) the peak position shifts slightly to left with
respect to the 3DW-EIS predictions and the measured
data.
It may be asserted that the reasonable agreement of the
obtained results with experiment is not surprising, since
even the first Born approximation (FBA) is expected to
be reasonable at sufficiently high impact energies. In
order to examine the validity of such a hypothesis, we
compared the 2s-ionization results for (Ee=10 eV, q =
0.4 a.u.) and (Ee=20 eV, q = 0.4 a.u.) with the FBA
approximation in figure 4. As is seen, at the angular
regions far from the binary peak, the agreement of FBA
with experiments is very poor, while the CDW-EIS and
3DW-EIS results are in reasonable agreement with the
measurements in these angular regions.
Comparison of the theoretical predictions for ioniza-
tion of Li(2p) in the cases (Ee = 2 eV, q = 1 a.u.)
and (Ee = 20 eV, q = 0.5 a.u.) is instructive, although
there do not exist available experimental cross sections
for these cases. This comparison is performed in figure 5.
The full post and prior CDW-EIS cross sections and the
3DW-EIS results are depicted in this figure. For both
cases, the NN interaction does not considerably change
the cross sections neither in shape nor in magnitude,
while the post-prior discrepancy is complectly obvious
in some angular regions. However most of the aspects in
the post and prior graphs are the same.
For these cases, the 3DW-EIS [24] and CDW-EIS the-
ories predict totally different behaviors for the ejected
electron spectra. Such an obvious difference has been
also reported between 3DW-EIS and FBA [24]. For
(Ee = 2 eV, q = 1 a.u.), CDW-EIS predicts a double
binary peak structure, while the 3DW-EIS predicts a sin-
gle right-shifted binary peak. Also, the width of the peak
structures is very different in both predictions. Such a
double peak structure is predicted by both theories for
(Ee = 10 eV, q = 1 a.u.). According to the 3DW-EIS
predictions for that case, the lower peak goes from left
to right passing through the classically expected peak
position when the projectile momentum transfer is kept
constant at q = 1 a.u. but Ee increases gradually from
4 eV to 16 eV [24]. We examined this point using the
CDW-EIS theory, and found that the double peak struc-
ture appears even for emission energies lower than 1 eV.
Interestingly, such a similar situation was observed when
we kept q at 1.2 a.u. and changed Ee in the same range.
Also, for higher values of q, such a double peak structure
is observable at various energy intervals. For example,
two peaks with nearly the same heights is observed for
q = 1.2, 1.5 and 2 a.u. at Ee = 8, 18 and 40 eV, re-
spectively. This means that in the CDW-EIS and 3DW-
EIS theories the kinematical conditions under which the
double peak structure appears are different. So, further
experimental studies are necessary to identify the correct
conditions.
For (Ee = 20 eV, q = 0.5 a.u.), this double-peak struc-
ture disappears, instead, two nearly mirror-symmetric
shoulders appears in both sides of the binary peak in the
3DW-EIS cross sections. In the post and prior CDW-
EIS results these shoulders are of course absent and only
a relatively sharp peak is seen. Also, both theories pre-
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FIG. 5. (Color online) Comparison of the full post and prior
CDW-EIS calculations with the 3DW-EIS results. Solid (red)
curves are for the prior CDW-EIS, dash-dotted (brown)
curves for the prior CDW-EIS and dashed (blue) curves for
3DW-EIS.
dict some structures in angular domains of [0◦, 90◦] and
[270◦, 360◦] in both side of the peak region. Post-prior
discrepancy is relatively large in these angular regions
and also at the binary peak angle. Also for this case, the
results of the 3DW-EIS and CDW-EIS theories are ob-
viously different and since there is no experimental data
in hand, we cannot conclude which one of the theoret-
ical methods can explain the mechanism in these cases
better.
It may be discussed that since the 3DW-EIS and CDW-
EIS do not employ the same electronic states, it is dif-
ficult to judge whether the extra term of the quantum
transition amplitude or the different approximations for
the electronic states is the main source of the differences
observed in the calculations in some cases. In order to
clarify this point, we recall that the 3DW-EIS results
are not so sensitive to the radial part of the wavefunc-
tions [24]. Since the angular part of the employed wave-
functions are the same in both theories, so the difference
of the electronic wavefunctions cannot be the source of
the discrepancies observed between the 3DW-EIS and
CDW-EIS results. However, it is worthy to point out
that, in some cases, using the same numerical HF wave-
functions employed in 3DW-EIS, the CDW-EIS theory
produces the results in very good accordance with the
quantum considerations [35, 37, 41]. For example, a semi-
classical CDW-EIS approach with numerical HF wave-
functions [41] is recently used to simulate a recent pre-
cise experiment [45] and a very good agreement with the
experiment was found.
It may be argued that with the study based on the
fully quantum-mechanical version of CDW-EIS already
reported in Ref. [24], there is no room for publication of
the present study with two more approximations: 1) clas-
sical straight-line motion for the projectile, 2) the em-
ployment of the hydrogenic Coulomb wave functions for
the description of the target of Li. In order to rebut
such a presumption, we would like to highlight several
points as follow: i) As the reader affirms, the present
model is a semi-classical model while the other one is a
fully quantum-mechanical approach. So the calculations
are very different but in most of the cases the results are
close to each other. ii) In this contribution, we focused
on the NN interaction and for some specified cases it has
been shown that the NN interaction plays a minor role
in the collision dynamics even the fully differential cross
section is the case. iii) In this paper, we investigated
the post-prior discrepancies observed in the calculated
fully differential cross sections, while such a discussion
is absent in Ref. [24]. We showed for some cases this
discrepancy is much more important than the nuclear-
nuclear interaction. iv) Here, we showed that for some
cases, FBA is not a good theory, although the impact en-
ergy is high enough. v) In the present work, it has been
shown that for some values of Ee and q, the predictions
made by the 3DW-EIS and CDW-EIS are very differ-
ent, and in Ref. [24] it has been shown that for the same
cases the 3DW-EIS results are clearly different from FBA
results. Consequently, there are some cases where 3DW-
EIS, CDW-EIS and FBA predictions are very different.
vi) Both 3DW-EIS and CDW-EIS theories predict a dou-
ble binary peak structure for some cases. However, we
showed that the kinematical conditions leading to such a
structure are different in the theories. For the last two
pints, further experimental data is needed to judge the
validity of the theoretical predictions.
IV. CONCLUSIONS
The three-body CDW-EIS method was used to theo-
retical study of the single ionization of the neutral lithium
atoms in the Li2+−Li collision systems. Detachment of
the outer electron from Li(2s) and Li(2p) by impact of
16 MeV Li2+ ions was considered. The FDCSs for ejec-
tion of the outgoing electron into the azimuthal plane
were calculated as a function of the ejected electron’s az-
imuthal angle. Both post and prior cross sections were
evaluated. For different values of the ejected electron
10
energy (Ee) and the projectile momentum transfer (q),
the obtained results were compared with the similar cal-
culations performed using the quantum version of the
formalism. This later version of the theory is labeled as
3DW-EIS in the literature to distinguish from CDW-EIS.
Also, in the cases for which experimental data is available
the results were compared to those data.
For ionization of Li(2s), in the cases for which the bi-
nary peak is relatively sharp and it is well demystified
in the measurements, the agreement of the results with
the 3DW-EIS and with experiments is very good. For
such cases, the NN interaction does not play a significant
role in the break up process. Also, the post-prior dis-
crepancy is small for these cases. But, for the cases that
the experimental data are too diverse to clearly illustrate
the binary peak, some discrepancies was found between
CDW-EIS and 3DW-EIS theories. For these cases, both
the role of the NN interaction in the reaction and the in-
fluence of the post-prior discrepancy on the cross sections
become more obvious.
For ionization of Li(2p), in the cases for which there
exist experimental data, the overall agreement between
CDW-EIS and experiment is reasonable. However, some
small differences are observed between CDW-EIS and
3DW-EIS. For example, for (Ee = 10 eV, q = 0.4 a.u.),
these differences were observed both in the shape and
in the peak position predicted for the angular distribu-
tion of the cross sections by these theories. Also, for
(Ee = 10 eV, q = 1 a.u.), both theories predict a double-
peak structure for the cross sections, but the second peak
predicted by 3DW-EIS is much higher than that of CDW-
EIS. Our calculations showed that this structure is at-
tributed to the angular part of the initial bound state
wavefunction of the active electron and to the kinemati-
cal conditions. In contrast to these differences the over-
all agreement of the theories seems fair. For, these cases
both the NN interaction and the post-prior discrepancy
play a minor role in the calculated results.
The major difference between the CDW-EIS and 3DW-
EIS theories takes place for ionization of Li(2p) in the
cases for which there is no experiential data. For
(Ee = 2 eV, q = 1 a.u.), CDW-EIS predicts a double-
peak structure, while such a complex structure is ab-
sent in the 3DW-EIS predictions. Also, 3DW-EIS pre-
dicts two shoulders in both sides of the binary peak,
while these shoulders are absent in the CDW-EIS results.
Consequently the kinematical conditions for occurring
a double-peak structure are different in these theories.
Further experiments are needed to indicate which one of
these sets of predictions are real. For these cases, the NN
interaction is not important but the post-prior discrep-
ancy is considerable in some angular regions and at the
binary-peak angle.
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