We describe how to obtain bounds on the spectrum of a non-self-adjoint operator by means of what we call its higher order numerical ranges. We prove some of their basic properties and describe explain how to compute them. We finally use them to obtain new spectral insights into the non-selfadjoint Anderson model in one and two space dimensions.
Introduction
Let A be a bounded non-self-adjoint (NSA) operator on a Hilbert space H. We have Spec(A) ⊆ Num(A) ⊆ {z : |z| ≤ A })
where Num(A) is the closure of the numerical range of A. Although Num(A) is easy to compute, it is always a convex set, and so does not usually provide much information about the spectrum. One of the goals of this paper is to obtain tighter bounds on the spectrum of A by using what we call higher order numerical ranges, defined below. The optimal result of this type is Theorem 3, but we concentrate mainly on the properties of the quadratic numerical range, which can be studied theoretically as well as numerically. In Theorem 6 we prove that Spec(A) is contained inside a family of hyperbolic regions, which are explicitly determined in the examples that we study later in the paper. This provides much sharper information than is available by using (1) .
This paper originated with the study by Martínez and the author of the spectrum of the non-self-adjoint (NSA) Anderson model. The result is two papers. In this one we prove some general theorems about the quadratic and higher order numerical ranges. In [23] Martínez proves surprisingly detailed results for the NSA Anderson model in one space dimension using quadratic numerical ranges. For some values of the parameters she is able to determine the spectra of the relevant NSA Anderson models completely.
The main definitions and general properties of the polynomial numerical ranges are given in this section. The remaining sections of the paper fall into three independent groups, and illustrate different aspects, or applications, of the ideas. In Section 2 we describe the relationship between polynomial numerical ranges and pseudospectra, as described in [31] . Section 3 obtains uniform bounds on the spectra of a structured family of (large, non-self-adjoint) perturbations of a given self-adjoint operator; applications to Schrödinger operators with complex-valued potentials are given.
Sections 4, 5 and 6 all consider the non-self-adjoint (NSA) Anderson model. In Section 4 we set the scene and provide some introductory results. Section 5 is devoted to adapting the use of quadratic numerical ranges in Martínez [23] from one to higher dimensions. Finally Section 6 provides a series of numerical examples which together illustrate the strength of the technique. These concentrate on cases, previously neglected, in which there are high spatial correlations between the values of the potential at neighbouring points.
We now turn to the concepts which form the subject matter of the paper. If p is any polynomial then
p(Spec(A)) = Spec(p(A)) ⊆ Num(p(A)).
Therefore Spec(A) ⊆ Num(p, A) := {z : p(z) ∈ Num(p(A))}
The above definitions and certain of the results below can be extended to suitable analytic functions. We put 
from which it follows that in the definition of Num n (A) one need only consider polynomials with leading coefficient 1 and constant coefficient 0.
The polynomial numerical ranges just defined are obviously contained in the polynomial numerical hulls of Nevanlinna [13, 18, 25] , which we define by 
Hull(p,
A
Hull(p, A).
The fact that Num n (A) = Hull n (A) (4) for all n and all bounded A is far from obvious and was proved by Burke and Greenbaum very recently, [6] . Note that Num n (A) makes sense if A is unbounded, but Hull n (A) does not.
We mention that although we call Num 2 (A) the quadratic numerical range of A, it has no obvious connection with the concept of the same name in [21, 22] . They define a set W We describe below how to use the following lemma to determine Num(p, A) numerically. In the above lemma let N = 2 and let p be a polynomial in the complex variable z. Let K = Num(p(A)) for some bounded operator A. Then K is convex and ∂K is a simple closed curve which may be parametrized by the angles of the tangent lines. By solving p(z) = w for each w ∈ ∂K we see that B comprises one or more closed curves which may cross each other or themselves. These curves have the same degree of regularity as ∂K away from the critical points of p. To determine whether any particular bounded component U of C\B is contained in S, we need only test whether p(z) ∈ K for a single z ∈ U .
In the context of this example the following lemma completes the determination of Num(p, A). Proof One needs only consider the behaviour of p in the neighbourhood of any point a ∈ B which is not one of the finite number of critical points of p.
Lemma 2 If we assign a component
We next consider how much information about Spec(A) can in principle be obtained by determining Num(p, A) for various choices of p. The equality of the second and third terms of (5) is due to Nevanlinna, [25] , while the equivalence of the first and third terms is due to the author. The observation that the two results are equivalent follows immediately from the recent paper of Burke and Greenbaum, [6] , by the use of (4). 
Proof Our proof relies on published sources and can be adapted to certain unbounded operators, which no proof based on (4) could. It follows directly from the definitions that
If a / ∈ Num ∞ (A) then there exists a polynomial p such that p(a) / ∈ Num(p(A)). Since Num(p(A)) is closed and convex, there exists a real-linear functional φ : C → R such that φ(p(a)) < 0 and
Using the maximum principle we see not only that a / ∈ Spec(A) but also that a does not lie in any bounded component of the complement of the spectrum. Therefore a / ∈ Spec(A). This implies that
The proof is completed by combining (6), (7) and the second equality of (5) We now specialize to polynomials of degree 2.
is a star-shaped region with centre c or there exists γ ∈ R and a closed simply connected set
Proof By replacing A by A − cI, we are able to reduce to the case c = 0. Let
, and consider first the case in which 0 lies in the interior of K. Since K is convex there exists a positive continuous periodic function ρ(θ) such that
It follows that
Therefore Num(p 0 , A) is star-shaped with centre at 0.
Alternatively suppose that 0 is not in the interior of K. Whether it lies outside K or on the boundary of K, the convexity of K implies that there exist α, β ∈ R and continuous functions
for all θ ∈ (α, β) and
The second alternative of the lemma follows with
}.
The following lemma shows that little new information about Spec(A) is obtained if |c| is large. When we refer to the convergence of compact sets here and below, we mean with respect to the Hausdorff metric. 
provided f = 1, we see that Num(q c (A)) converges to Num(A) as |c| → ∞. We have to find bounds on all solutions of q c (z) = w where w ∈ Num(q c (A)) satisfies
The quadratic equation possesses two solutions
where u = −2w/c satisfies |u| ≤ 1 under the stated conditions. Using the inequality
valid for such u we see that
A similar argument shows that
The following properties of Num 2 (A) can be deduced from its definition, and will be used below.
We define a hyperbolic region in the plane to be the connected region outside a right-angled hyperbola, or the two-component region inside such a hyperbola. 
Proof We have
where F is a certain family of open half-planes H. Since each p is of degree at most 2, each set {z : p(z) / ∈ H} is a a hyperbolic region or a half plane. If z / ∈ Num 2 (A) then there exists a hyperbolic region U such that z ∈ U and U ∩ Spec(A) = ∅. The final statement of the theorem now follows by elementary geometry. Note that according to our definition z ∈ Spec(A) implies α(z) = 0.
Connection with Pseudospectra
The spectrum of a NSA operator or a large NSA matrix may be very unstable under small perturbations. This being so, any numerical method for determining or bounding the spectrum must have limited accuracy in regions of the complex plane where there is high spectral instability. In this section we demonstrate this effect for the higher order numerical ranges by finding their relationship with the pseudospectra of the operator concerned. The theory of pseudospectra is by now a well-established part of spectral analysis; we summarize the basic definitions, but cite [3, 4, 30, 31] for proofs and further information.
If A is a bounded operator on H we define its pseudospectra as the family of sets
parametrized by ε > 0. One may also view pseudospectra as describing collective properties of a family of perturbations of A, because of the formula
If N ε (B) denotes the ε-neighbourhood of a set B ⊆ C, then the formulae
provides some weak information about the location of the pseudospectra. The following theorem provides a sharper result using the polynomial numerical ranges. For the case p(z) = z 2 +cz the constant k of the following theorem is 2 A +|c|+1.
Theorem 7 If
A is a bounded operator, p is a polynomial and 0 < ε < 1 then there exists a constant k depending on p and A such that
where
Proof If p is of degree n + 1
If z ∈ Spec(A) then (10) is immediate. If z ∈ Spec ε (A)\Spec(A) then there exists f such that f = 1 and Af − zf < ε. It follows that
This implies (10) .
The set Num δ (p, A) may be computed as follows. One first determines the boundary of Num(p(A)) and then expands this outwards by the distance δ to get the boundary of the compact convex set K = N δ (Num(p(A))). One finally applies Lemmas 1 and 2 as in the determination of Num(p, A).
Relatively Bounded Perturbations
The main result of this section is Theorem 12. It enables one to obtain bounds on the location of the spectrum of a very large NSA matrix by computing the smallest eigenvalue of each of a small number of associated self-adjoint operators. Moreover the same bounds apply to a class of matrices related to the chosen matrix in a specified manner. The bounds, or enclosures, of the spectrum are substantially better than those obtainable from the (first order) numerical range.
where H is self-adjoint and B is a relatively bounded perturbation with relative bound less than 1, so that A is closed with the same domain as H. We are interested in obtaining bounds on the spectrum of A which apply simultaneously to all operators of the form H + CB where C ≤ 1. We identify a set S ⊆ C such that
subject to a certain compactness condition. In contrast with (9) one observes that the perturbations in (11) have a very special structure imposed on them, but also that they are not required to be small.
Results such as the above are relevant in two situations. If one does not know the operator B exactly, one may wish to discover how much can be said about the location of the spectrum of A. Alternatively one may be interested in a randomly generated family of perturbations, and this family might be of the form (11) . Lemma 8 is valid in a Banach space context.
Lemma 8 If we define
Proof This relies upon the well-known formula
which holds whenever z / ∈ Spec(H) and CB(zI − H)
The following lemma demonstrates that the pseudospectra of A are relatively uninteresting outside the set S.
Lemma 9 Given 0 < α < 1 put
Proof This depends upon the bounds
valid for all z ∈ T by virtue of (12) .
A systematic analysis of bounds on the spectra of non-self-adjoint Schrödinger operators was given in [12] . Two methods were described. One ultimately relies upon estimating
in the L 1 operator norm and leads, among many much more general results, to the formula The above methods depend on the existence of explicit expressions for the resolvent kernels of −∆, or they are restricted to one dimension. In this section we describe a different approach to bounding B(zI − H) −1 , which works in much greater generality. It is well adapted to computation, but it is not so easy to relate it to L p -type norms of the potentials. We start by providing some insights into the structure of S.
Lemma 10 The function F is locally Lipschitz continuous for z / ∈ Spec(H). For each x ∈ R the function G : y → F (x + iy) is even and monotonic non-increasing as |y| increases. If B(H
is compact then G is strictly monotonic decreasing as |y| increases and lim |y|→∞ G(y) = 0.
Proof Let K be a compact subset of C\Spec(H) and let a ∈ K. By virtue of the bound
there exists a constant c such that
Suppose that the same estimate holds if we replace B by I. Then for any z, w ∈ K we have
The fact that G is even depends upon the identity
where C is a contraction.
Finally suppose that B(H
where λ(y) is the largest eigenvalue of the compact operator
If φ y are the corresponding normalized eigenvectors and 0 < y < y then
The proof is completed by observing that since E y are compact and decrease monotonically to 0 as |y| → ∞ they also converge to 0 in norm. (This general theorem may be proved by treating the finite rank case first and then using a density argument.)
Under an extra condition we can write Lemma 8 in a form which is sharper and relates more directly to H and B. It is also better adapted to computation for very large sparse matrices.
Theorem 11 If B(H
is compact then
where σ(x) is the smallest eigenvalue of
Spec(H + CB)
Proof We use standard variational methods for self-adjoint operators freely; see [9] . In particular we define the self-adjoint operator K x to be that associated with the closed, semibounded, quadratic form
whose form domain is Dom(H). We do not need to determine the operator domain of K x . The key idea is that Lemma 10 implies that B(zI − H) 
This is equivalent to the existence of a non-zero g ∈ Dom(H) such that
This holds for all u such that |u| < |y| if and only if
is compact then K x has discrete spectrum, and it possesses a normalized eigenfunction φ such that
If y ∈ S we deduce that
Therefore there exists an operator C with C ≤ 1 such that
and z is an eigenvalue of H + CB. The converse inclusion was already proved in Lemma 8.
We next obtain bounds on the spectrum of a different class of non-self-adjoint perturbations of H by using second order numerical ranges. Our results look rather similar, but Example 15 below shows that they are actually better.
We assume that A = H + iW where H and W are both self-adjoint and 0 ≤ W 2 ≤ V 2 for some given self-adjoint operator V . We denote the set of all such W by V. As before we assume that V has relative bound less than 1 with respect to H. The bounds which we obtain depend on H and V but not on W , provided it satisfies the above conditions. Our results can be applied to random Schrödinger operators
(Ω) in which V is a given real-valued potential and W is any real-valued potential such that |W (x)| ≤ |V (x)| for all x ∈ Ω.
Theorem 12 Given c ∈ R let σ(c) denote the bottom of the spectrum of the operator (H
by virtue of the quadratic form inequalities
The proof of the first half of (13) is completed by taking the infimum over all c ∈ R. The second half of (13) follows by putting c = x and implies that T ⊆ S.
The following shows that the computation of τ (x) is not totally straightforward even when the operators involved are all bounded. Let
and let V be bounded. Then
so it is not necessary to determine τ (x) for x > s + or x < s − .
where The problem mentioned is that the minimizing value of c may become steadily larger as x → s − or x → s + . This leads to a residual inaccuracy near these points. If one minimizes with respect to c in a fixed interval (or more realistically in a finite set), one obtains a larger and non-optimal value of τ (x), but the statements of Theorem 12 are still valid.
Example 14 If we put
The infimum is obtained by letting c → +∞. The same applies to τ (−1), but if −1 < x < 1 the corresponding minimum is achieved for a finite value of c.
Example 15
We consider a discretization of the Airy operator defined on L 2 (−1, 1). This operator arises as a special case of the Orr-Sommerfeld problem and in the Torrey equation; see [26, 27, 28, 29] . Let Hf (x) = −h 2 f (x) subject to Dirichlet boundary conditions and let B = iV where V is the operator of multiplication by the function V (s) = s for all s ∈ (−1, 1). Redparth [27] has shown that if V δ is a small perturbation of V then the spectrum may have different limits depending on the order in which one takes h → 0 and V δ → V uniformly on [0, 1]. These results motivate our example, but we consider the spectral properties of a particular large matrix A N , not of the differential operator, let alone of the semi-classical limit. , and bound the set T defined in Theorem 12.
In Figure 1 the points marked · are the eigenvalues of A N ; the points marked + (resp. ×) are obtained by replacing V by |V | (resp. −|V |). The potentials ±|V | are not small perturbations of V so pseudospectral methods would not provide information about the spectra of the three operators (and all others in the class V) simultaneously.
The isolated points in Figure 2 are the eigenvalues of 50 randomly selected operators (one eigenvalue for each operator) in which V is replaced by matrices such that V r,s = ±δ r,s r/M for every r. We chose the signs at successive values of r to be strongly correlated. A plot expanded horizontally shows that the eigenvalues do not lie on a vertical line, but only close to one. The following lemma proves a conjecture based on the above data about the asymptotics of Re (Spec(A)) as x → +∞. 
Lemma 16 Let
Proof We define s, t by λ n = s − t λ n+1 = s + t and observe that (16) is equivalent to t ≥ V . We also observe that z ∈ Spec(A) implies
.
/t, this is equivalent to the statement of the lemma.
The NSA Anderson Model
The NSA Anderson model was introduced by Hatano, Nelson and others, [7, 19, 20, 24] ; applications to non-hermitian quantum mechanics and to the growth of bacteria in an inhomogeneous environment were described. However, its purely mathematical properties turned out to be so interesting that it has been the subject of a number of mathematically rigorous papers recently. Goldsheid and Khoruzhenko considered the operator on a finite interval subject to periodic or quasi-periodic boundary conditions, and proved results about the spectrum of the operator in the limit as the length of the interval diverged, [15, 16, 17] . They confirmed the earlier numerical studies indicating that the spectrum converges almost surely to a certain union of curves. They also obtained new results deriving rigorously the asymptotic density of the eigenvalues on those curves.
On the other hand the present author studied the same model defined directly as a bounded linear operator acting on l
for any D, and found that the spectrum consisted of a bounded region in the complex plane, which was described in some detail when D = 1 in [10, 11] . Nevertheless, a number of spectral questions needed to be clarified. Martínez has made substantial progress in resolving these using the methods which we develop further in this paper, [23] .
One would expect to be able to investigate the infinite volume limit using pseudospectral theory, and this has been done for a simple exactly soluble bidiagonal model, [5, 14, 32] . Our goal here is to consider this issue from yet another point of view, and to demonstrate that the infinite volume spectrum may be relevant to quite small finite systems. Whether or not this is true depends heavily on the dimension and on the spatial correlations of the random potential; most numerical examples studied so far assume that the values of the potential at different points are statistically independent. This is a response to suggestions that the results of [10, 11] concern extremely large deviations which are irrelevant in finite physical systems; see, for example, [31, p??] . The paper of Martínez gives further examples of the relevance of the infinite volume spectrum for finite volume systems in one dimension.
The assumptions in the earlier papers cited above vary considerably, and in this section we only consider M × M matrices A such that
together with their infinite analogues. For finite matrices we suppress the subscript M but for infinite matrices we always include the subscript ∞. Here α, β are distinct real constants and v r are distributed according to a stationary real-valued probability law. If one imposes Dirichlet boundary conditions (i.e A M,1 = A 1,M = 0) then the matrix is similar to a self-adjoint matrix, so its eigenvalues are all real. To obtain more interesting results it is therefore standard to impose periodic or quasi-periodic boundary conditions as in (17) . The results obtained by Goldsheid and Khoruzhenko depend upon the condition αβ > 0 and upon the one-dimensionality of the model. On the other hand, when the conditions are satisfied, their spectral results obtained are extremely detailed. The set C to which the eigenvalues converge almost surely as the size of the matrix increases depends upon the probability distribution used, but it is typically the union of a finite set of curves, [15, 16, 17] .
The papers of the author, [10, 11] , work directly on Z (and can be extended to Z D ). They assume that A ∞ = H + V is a bounded operator on l 2 (Z), where
is translation invariant, and V is a bounded potential. They treat a wider class of models than Goldsheid and Khoruzhenko, but take a different perspective. Namely they do not require that αβ > 0 nor that the values v r of V are chosen randomly. They assume instead that the values v r all lie in a given compact subset S of R, and that the potential satisfies an ergodicity property, which is indeed valid if the potential is chosen randomly as described above.
There are several ways of looking at the relationship between the two classes of results, which we henceforth call the HN and D models. The D model is in one sense what one obtains by combining all probability laws such that v r ∈ S for all r into a single operator, so one would expect that its spectrum is the union of the limiting spectra of all HN models. A partial proof of this is given below. From this point of view the results of Goldsheid and Khoruzhenko are sharper, while the D model provides generic bounds on the asymptotic spectra of HN models for which the sharper results have not yet been computed, or are beyond the methods of those papers because, for example, αβ < 0. In a separate paper [23] , Martínez studies the D model, and obtains considerable improvements of the bounds in [10, 11] . We next prove that the limit set C of Goldsheid and Khoruzhenko is always contained in Spec(A ∞ ). 
Theorem 17
The method of proof is standard, but we include the details for completeness. By applying a space translation we may assume that φ(0) = 0. We then have
By using (18) we find that .
This implies that
We finally deduce (19) by combining (20) with (21).
Since ε > 0 is arbitrary this implies that λ lies in Spec(Ã). The inclusion
is proved by applying [11, Theorem 1].
An Abstract Spectral Bound
We start by describing a method of obtaining a simultaneous bound, or enclosure, on the spectra of a family of related NSA matrices, without requiring any serious numerical computations. The bound is not as sharp as that of Section 3, but it remains valid in the limit as the sizes of the matrices increase to infinity. The main result of the section is Theorem 22, in which we apply the abstract ideas to the Anderson model in two space dimensions. The one-dimensional case has special features which are treated by Martínez, [23] , who is able to give a more complete analysis of that case.
Our starting point is an abstract theorem.
Theorem 18 Let A = C+iS+V where C, S, V are bounded, self-adjoint operators on H. Suppose that there exist a real constant c and non-negative constants λ, µ, γ c such that S
Then x + iy ∈ Spec(A) implies
Proof On replacing A by A − cI (i.e V by V − cI) it is easy to see that we need only consider the case c = 0. The assumptions imply that
≥ ν where ν is the bottom of the spectrum of
The statement of the theorem follows immediately.
We will apply the above theorem to D-dimensional operators of the form
where {E m , E * n } is a commuting family of unitary operators and a m , b m are realvalued coefficients. We may rewrite this in the form A = C + iS + V by putting (24) where
Lemma 19 Under the assumption (24) we have
is a convex increasing function on [0, ∞)
Proof We carry out the necessary calculations within the Gelfand representation of the commutative C*-algebra A generated by {E m , E * n }. The maximal ideal space of A is homeomorphic to a compact subset Ω of [0, 2π] D , and the operator E m is represented by the function {θ → e iθm } ∈ C(Ω). The lemma follows by taking the supremum over all θ ∈ Ω of the identity
The next two lemmas provide weaker, but simpler, bounds than Lemma 19. Neither is better than the other for all values of the parameters, but if α m = α and β m = β for all m then they both yield
If in addition we put λ = β 2 /α 2 then all three lemmas yield
Lemma 20 Under the assumption (24) we have
for all λ ≥ 0, where
Proof We have Proof We have
Lemma 21 Under the assumption (24) we have
The proof is completed by using the fact that
For the remainder of the paper we assume that A ∞ (resp. A) are defined by (23) and (24), and act in l
subject to periodic boundary conditions). We assume that the unitary operators E m are given by
where (e m ) n = δ m,n . It is obvious that the family of all such operators commutes. We assume that the bounded operator V is of the form (V f )(x) = V (x)f (x). The constants γ c of (22) are given by
A wide variety of such examples can be studied, but for the sake of definiteness we concentrate on the two-dimensional case and suppose that the constants in (23) satisfy a 1 = a 2 = a and
Theorem 22 If γ = 0 then Spec(A ∞ ) is the region E inside or on the ellipse with centre 0 and vertices (±2α, 0) and (0, ±2β). Also Spec(A) ⊂ E and Spec(A) → E as M → ∞. If γ > 0 and A ∞ is pseudo-ergodic in the sense of [11] then
Moreover
and
Proof The first statement is a routine exercise using Fourier analysis. The others follow by the methods of this paper. We put λ = β 2 /α 2 and obtain µ = 4β 2 from (27). We then apply Theorem 18 to derive (29) , (30) and (31) .
Corollary 23 If y ∈ R and iy
The above corollary is sharp if α = 0, but in other cases we can prove the following. Much more can be proved by carrying out a complete Bloch-type analysis of A for various periodic potentials V with values in {−γ, γ}. See Example 32 for an illustration of the following lemma.
Proof It is sufficient to construct a bounded periodic eigenfunction f with eigenvalue ±iy for an infinite periodic matrix A of the stated form, where
This is achieved by taking f to be the periodic extension to Z 2 of the function given on {1, ...,
for some constants u, v. This leads one to a two-dimensional eigenvalue problem with the stated solutions.
Applications
We finally compare the above theoretical results with numerical computations. All of the examples below are set on two-dimensional M × M lattices with periodic boundary conditions, so the matrices have sizes
The meanings of the parameters and the operator A are specified in the paragraph just before Theorem 22. We show that the spectral properties of the HN model depend heavily on the probability law governing the values of the potential. At one extreme are potentials which are constant or periodic with period 2 and at the other random potentials which take independent values at each point. Several of the figures are similar to those in [7, 19, 20, 24] but we compare the results with our rigorous bounds, and also describe some phenomena which are new even at the numerical level.
If the values ±γ of the potential at neighbouring points are strongly correlated, then the potential is constant on large connected domains, and the spectral properties of the HN model should depend upon the domain boundaries. We show below that in such situations the spectrum of the D model is quite similar to the spectrum of the HN model, even for quite small periodic lattices: effects which are extremely improbable when the values of the potential at different sites are independent become the dominant terms for highly correlated potentials. We also show (numerically) that the eigenfunctions are strongly localized, and that their maxima are concentrated on the domain boundaries. These effects can be demonstrated quite easily in one dimension, where the domain boundaries are isolated points, but we show that they persist in the more physically realistic two-dimensional case. Figure 3 shows the eigenvalues of an operator A of the type described above, with M = 30, a 1 = a 2 = 2, b 1 = b 2 = 0. These choices yield α = β = 2, so E is a circular ball with centre 0 and radius 4. The potential V is defined by
Example 25
where γ = 3. The figure also shows the balls with centres ±γ and radius 4 related to (28) and curves y = ±τ (x)
1/2 related to (29) . We computed τ (x) numerically using (30) .
Information about the eigenfunctions of this example may be found in Example 29. It follows from [11, Ths. 3 and 4] and Theorem 22 that
We conjecture that Spec(A) converges to Spec(A ∞ ) as M → ∞. This is not easy to demonstrate numerically, let alone prove, because the difficulty of computing the eigenvalues of A increases rapidly with M . In Table 1 we list the largest real eigenvalue λ M of A as a function of M , computed using Matlab's 'eigs' routine. The data provide limited support for the conjecture that λ M → γ + 2β = 7 as M → ∞. One must, however, be cautious about accepting the results of eigenvalue calculations for large, highly non-self-adjoint matrices, because of problems with ill-conditioning, i.e. pseudospectra.
It follows from (33) that there are no eigenvalues of A in the curvilinear triangles of Figure 3 . into squares of size Q × Q where Q = 6 is a factor of M . We take V to be constant within each square, but choose its sign independently in different squares. Figure 5 shows that the distribution of the eigenvalues is quite different from that in Example 26, and that it conforms much more closely to the two elliptical regions. It appears that as Q increases the spectrum converges to the union of the two elliptical regions, provided the size of M grows correspondingly. The particular choice of signs which leads to Figure 6 shows that the distribution of the eigenvalues is quite different from that in Example 26, and that it conforms much more closely to the two elliptical regions. Given the above, it is natural to examine the distribution of the maxima of the eigenfunctions. We determined the maximizing point (m, n) ∈ S for each function ρ and plotted these using + in Figure 7 . The gray region in this figure is the union of unit squares centred at the points (m, n) where V (m, n) = −γ, the corresponding region for V (m, n) = γ being white. It may be seen that all of the eigenfunctions take their maximum values at or very near the domain boundaries. Taking into account the periodic boundary conditions we see that there is one region throughout which V (m, n) = γ and four regions in which V (m, n) = −γ. 2 ) subject to periodic boundary conditions. The operator H is associated with a flow which has orbits parallel to the direction of (1, 1). Figure 9 was produced in the same way as Figure 7 , but the maxima are scattered over the whole of the square, with no tendency to concentrate on the domain boundaries.
We obtained similar results on putting M = 50 in this example. . The approximation is much better within the range −γ ≤ x ≤ γ than it is outside this interval, for reasons explained in Lemma 13 and Example 14.
The four points close to the y-axis are absent in the corresponding figure for M = 30, for which the points nearest to the origin are approximately ±0.9. For this reason we do not believe that the spectrum shown in Figure 10 is close to the limit of the spectrum as M → ∞. Table 2 lists n M and λ M against M , where n M is the number of eigenvalues of A satisfying −0.1 < x < 0.1 and λ M is the smallest real eigenvalue. Both were computed using Matlab's 'eigs' function. Since the matrices A are particular choices out of a random ensemble the results can only be regarded as indicative. They are consistent with the conjecture that the number of eigenvalues close to the imaginary axis increases indefinitely with M . Table 2 Some data concerned the eigenvalues of A
M n
The one-dimensional version of this example was studied in considerable detail by Martínez, [23] . She gave a theoretical explanation of the detailed structure of the spectrum seen in numerical studies. In the two-dimensional case the structure is much less clear, presumably because the variety of local patterns of the values of V (m, n) is much greater. 
