This paper examines the behaviour of supermarket prices in the United Kingdom, using weekly scanner data supplied by Nielsen. A number of stylised facts about pricing behaviour are uncovered. First, prices change very frequently in supermarkets, with 40% of prices changing each week, and even controlling for 'temporary' changes, a quarter of prices change each week. Importantly, there is evidence that focusing on monthly observations, rather than weekly ones, overstates the implied stickiness of prices. Second, the probability of price changes is not constant over time -all product categories have declining hazard functions. Third, the range of price changes is very wide, with some very large price cuts and price rises; but despite this, a significant number of price changes are very small. Fourth, there appears to be little link between the frequency and magnitude of price changesprices that change less frequently do not tend to change by more. Fifth, the strongest correlation between price and volume changes is contemporaneous, suggesting that prices and volumes move together from week to week. And sixth, rough analysis based on simplifying assumptions suggests that consumers are fairly price sensitive: volumes change by more than prices.
Summary
The object of UK monetary policy is to target inflation, as measured by the consumer prices index, the CPI, at 2% a year. In order for policymakers to keep inflation on target, they need to understand how the actual prices in the economy that underlie official inflation measures behave. One central issue is the degree of nominal rigidity in the economy, the extent to which prices and wages are 'sticky'. That follows if companies are either unable or unwilling to adjust either quickly, perhaps because of costs of adjustment. This stickiness has profound implications for inflation dynamics and therefore for the conduct of monetary policy.
As a result, a key question for policymakers is how often prices change, and by how much. Early work to investigate this phenomenon often focused on examining the behaviour of aggregate inflation rates at the macroeconomic level. But that can potentially be misleading. So recently economists have spent time examining so-called 'micro-pricing' data -the prices of individual products, which may be weighted and aggregated to construct the official price indices.
This paper adds to that exploratory effort, and examines how prices behave for around 280 products in 240 different supermarkets across Great Britain. The data cover a recent three-year period, and were kindly made available to the Bank of England by Nielsen, a market research company. In all, the data set accounts for a little under 5% of annual household expenditure. One big advantage of these data is that they are available at a relatively high frequencyNielsen collect information on a weekly basis, as oppose to the monthly collection of price quotes often used by national statistical offices. By examining prices and volumes over shorter periods, in particular a week rather than a month, we can shed some light on whether evidence from monthly data may overstate the true degree of price stickiness in the economy -as, by construction, a monthly price series can only change a maximum of twelve times a year.
Several interesting features emerge from analysing the data. Prices change quite frequently in supermarkets -as much as 40% a week, even after trying to strip out temporary promotions and sales -and there is also evidence that monthly price observations can overstate the implied stickiness of prices. The range of different prices changes is very wide, with some very large moves but also many small ones, and there appears to be little link between how much a price changes by and how long it has been since the last time it changed. Prices and volumes -the number of goods sold -tend to move together in the data, and there is tentative evidence that consumers may be quite price sensitive, with volumes changing more than one-for-one when prices change. But, importantly, it must be borne in mind that all of these results relate to supermarket prices, rather than other prices, which may exhibit less flexibility.
Introduction
UK monetary policy aims to keep inflation on target at 2% a year. So it is important for policymakers to consider how prices behave. In particular, the degree of nominal rigidity in the economy will influence the short-term impact of nominal interest rates on real activity and the response to inflation to monetary policy.
The notion of nominal rigidity is a feature of many economic models. Essentially, these models assume that companies are unable to freely adjust their prices. A variety of mechanisms have been put forward to explain this assumption. These include costs of adjusting prices (Rotemberg (1982) and Mankiw (1985) ), staggered price contracts (Taylor (1980) ), threshold or so-called 's,S' pricing (Sheshinski and Weiss (1977) ), and fixed probabilities of being able to change prices (Calvo (1983) ).
One popular pricing model that results from the last approach is the so-called New Keynesian Philips Curve (NKPC). This relates current inflation to future expected inflation and the deviation of marginal cost from its steady-state value. One feature of these models is that, when estimated, they imply price durations -how long, on average, it takes for companies to change their prices.
1 Early estimates of the NKPC implied that firms changed their prices every 15 to 18 months (Gali and Gertler (1999) ), although some estimates have suggested that prices change once every two years (Smets and Wouters (2003)).
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These timings are somewhat longer than evidence from direct surveys of companies' price setting behaviour -Blinder et al (1998) and Druant et al (2005) both find that the median price changes once a year in the United States and the euro area, respectively. Other evidence suggests that individual prices may be more flexible than this. In particular, Amirault et al (2005) and Bils and Klenow (2004) found that prices change on average every three to four months. And evidence from 300 of the Bank of England's Agency contacts suggests that half of companies change prices at least five times a year (Bank of England (2006)). One important point of note when comparing results from these various different studies is that sectoral coverage can vary significantly, which may have an impact on the resulting estimates of price flexibility. And the role and treatment of sales, or temporary promotions, appears to be important in measuring price duration -excluding sales and promotions, Nakamura and Steinsson (2008) find the median duration of retail prices is between eight and eleven months. Kehoe and Midrigan (2007) also examine the role of temporary promotions. Excluding their definition of sales, they find that the implied duration of prices is around four to five months, compared to just three weeks if those sales are included. Somewhat uniquely, Kehoe and Midrigan use weekly store-level scanner data to investigate price frequencies, rather than the more common approach of examining monthly micro-price data, for example in Bunn and Ellis (2009) or Baudry et al (2007) . As Kehoe and Midrigan point out, while scanner-level data may 1 McAdam and Willman (2007) find that the Calvo probability parameter defines the upper limit of price duration rather than the average, when NKPC is adapted to include a state-dependent price-resetting signal. 2 These papers essentially estimate macro models from which micro-pricing behaviour is inferred. Boivin et al (2007) and Mumtaz et al (2009) adopt a different approach, modelling aggregate and disaggregated pricing data simultaneously.
be less comprehensive than official micro-price estimates compiled by national statistical offices, its big advantage is the higher frequency of observations. Monthly data give no indication whatsoever about what happens to prices within each month, regardless of whether they are recorded as a monthly average or a point estimate.
This paper follows a similar approach to Kehoe and Midrigan (hereafter KM) , and examines weekly store-level data for a sample of UK supermarket products. One difference between this analysis and that of KM and Chevalier et al (2000) is that, whereas their data samples are concentrated around one urban sample (Chicago) and are for one retail chain, our data covers the whole of Great Britain and several different retail chains. One key point of note is that, by construction, this paper (and indeed KM) is focusing on prices in outlets where prices may tend to change more frequently than across the wider economy as a whole. Despite recent advances into less traditional product markets, supermarkets still sell more food than anything else -so food will account for a larger share of sales in these data than in, for example, the UK CPI. That must be borne in mind when comparing these results (and KM's) to other work that uses broader but less frequent price data. Indeed, Greenslade and Parker (2008) suggest this may well be the case in the United Kingdom, finding that retailers change their prices much more frequently than firms in other sectors of the economy.
Like KM and Chevalier et al, this analysis finds that 'raw' supermarket prices change very frequently, but that some of those changes can be accounted for by temporary discounts. However, even after adjusting for sales prices change very frequently, at least once a month on average. The overall picture is of a considerable degree of price flexibility in the supermarket sector. The next section describes the data used in this analysis, and the following two sections describe results. Finally, the paper concludes.
Data
Nielsen is a market research company that provides clients with analysis of sales trends and promotional impacts. To provide this service they collect data from a nationwide network of Electronic Point of Sale (EPoS) checkout scanners which represent sales at 65,000 supermarket and convenience stores in Great Britain. Nielsen maintains a detailed database of different products, covering selling prices, volumes sold, and promotional activities.
This paper uses a bespoke data set created from the Nielsen database. It covers around 240 different supermarkets located throughout Great Britain, covering the largest retailers. 3 In total, just over 280 distinct products are included in the data set; however, not all stores stock all products, and some products appear intermittently. The individual products were chosen, with advice from Nielsen staff, both with consideration to brand importance (see Nielsen (2007) ), data availability, and to try to get a broad range of different types of goods.
The data set covers selling price and the quantities sold over a three-year period: the data start in the week of 19 February 2005 and end in the week of 9 February 2008. It is worth bearing in mind that any results from this analysis are conditional on this sample -in particular in terms of the shocks that hit the UK economy and how they played out over this period. In all, there are just under 5½ million individual price observations, or roughly 35,000 different price observations each week. The price observations are 'average' prices for each week: this means that temporary changes in prices, such as selling damaged goods more cheaply, will appear in the data. To the extent that these represent genuine price changes, these observations are useful -they are direct evidence on how easy it is for firms to change prices. But to the extent that these changes represent changes in quality, it may be more preferable to exclude these if we want to focus on underlying prices, for example for identical products. 4 I took a deliberate decision not to censor or restrict data any further, partly on the basis of these considerationsthe aim was to get the 'cleanest' version of the raw data without truncating any of the price distribution. Even so, the duration of price trajectories -how long an item is in the data setvaries from product to product and store to store, reflecting both the availability and seasonal demand for various items. But across the data set as a whole, on average over 90% of the sample (by sales values) is observed each week.
Nielsen break the products down into ten different categories: Alcohol; Bakery; Confectionary; Dairy; Fresh (eg fruit and vegetables); Frozen; Grocery; Household; Personal (eg health care); and Soft Drinks. In all, the data set accounts for a little under 5% of annual household expenditure.
Sales values for each category, as a proportion of total sales in the data set, are shown in Table 1 : the Fresh category clearly dominates. In the results that follow, this high weight must be borne in mind. 
Accounting for temporary changes in prices
As previous work has noted, temporary sales are likely to play a role in any analysis of price changes. While these can be a genuine indication of price flexibility -if firms can change their prices easily and swiftly, that suggests costs of changing prices are low -it is also possible that 'noise' in the data may reflect measurement issues (eg multi-buys or quality changes). In addition, if we are interested in focusing on underlying price changes -those longer-frequency changes that may be more likely to reflect macroeconomic conditions -there is a case for smoothing through some of the volatility that temporary price changes will cause. In this paper, headline results from the data -those including all price changes -will be presented alongside results that adjust for temporary changes in prices.
Those temporary changes will be accounted for using three different methods. One method is to examine the so-called 'reference price' put forward by Eichenbaum et al (2008) . This notional 'reference price' is simply the modal price within a given quarter. If temporary discounts are important, using reference prices will clearly wash a significant degree of variability out of the raw price data -in particular, reference prices will not change at all within the three-month window. 5 If anything, this could serve to understate the degree of price flexibility in the economy.
However, the notion of a reference price is a very powerful tool for examining an important question in this paper. One of the key reasons for examining scanner data from supermarkets is that it is available on a significantly higher frequency than other micro data sources. The official micro-price data underpinning the producer prices index (PPI) or CPI will only have one set of observations for each reporting period -each price is only recorded once a month. By construction, this will miss any intra-month variation in prices that may, at the same time, be picked up in our weekly scanner data. Comparing these scanner data with both CPI and PPI micro data is not straightforward, as the former is based on single price observations on a given day of the month, while the latter is based on the notion of an average monthly price. Given that the underlying scanner data are essentially average weekly prices, that suggests they sit somewhere in between the two, although distinguishing precisely where would require a number of (untestable) assumptions.
But what the scanner data can provide is an indication of how much is lost by moving from weekly observations to a single monthly estimate for prices. By constructing monthly reference prices based on the supermarket returns, we can examine what happens to the implied frequency of price duration, compared to the weekly results. The null hypothesis is clearly that it should increase -by construction, monthly data can change less frequently than weekly data. But how much? Scanner data reference prices will shed light on how much we may miss by focusing on the official monthly price data.
In addition to constructing reference prices, this paper will use two other metrics to wash out some of the short-term variation in the data, which could reflect temporary sales. The first is KM's notion of a 'regular price'. This classifies price reductions as short-term sales or discount offers if they are reversed sufficiently quickly, within some defined period. 6 For this paper, regular prices are calculated using a window of five weeks, following KM's analysis. So if a price cut is reversed within five weeks, it is excluded from the data. The resulting 'regular price' series is thereby generated from the observed price series, smoothing through these short-term price changes.
One point of note is that this definition of 'regular price' has a similar defining characteristic as a 'reference price' -namely the window of observation and calculation. Both concepts are 'time dependent' in the sense that they are determined by a (subjective) length of time which is used to calculate the adjusted price series. In real life, the pattern of discounts could be heterogeneous between and within product categories, which could make this blanket 'common-window' approach inappropriate.
In light of this, the final method for treating temporary price deviations is free from this consideration of 'window length'. In this paper, I define a 'price reversal' as occurring when prices move either up or down, before exactly reversing at some later (unbounded) point in time. 7 These price reversals can then be excluded from the data, so that only the remaining observations are treated as price changes.
The unbounded nature of this 'price reversal' concept could potentially lead to long periods of price reversal; but if KM's finding of an average sales duration of two weeks holds in the Nielsen data, then the frequency of price changes should be similar either using 'regular prices' or excluding 'price reversals'. However, the notion of a 'price reversal' also overlaps with the concept of a 'reference price': if most deviations from some 'normal' prices are temporary discounts that are reversed, adjusting for these reversals should yield a clear picture of what that 'normal' price is. If excluding price reversals does drive the frequency of price change sufficiently higher, that could provide some justification for using quarterly reference prices.
Analytical results
This section describes the analytical results from examining prices in the data set. Unless otherwise stated, the results presented are weighted by sales values for individual items. The results are grouped into five broad categories, covering: frequency; hazard functions; magnitude; frequency and magnitude; and links between prices and volumes.
Headline price change frequencies
On an unweighted basis, roughly 40% of prices change each week in the data set. On a weighted basis, this is pushed up to 60% (Table 2) . One implication of this result is that those items that consumers spend more on tend to change price more frequently. One category, 'Fresh', exhibits more price changes than other categories by some margin, and accounts for a significant part of the higher weighted frequency of price changes. Excluding 'Fresh' products, the weighted frequency of price changes is 40% a week. There is some variation in the frequency of price changes across categories, with a maximum of 75% a week for Fresh and a minimum frequency of 29% a week for Dairy (Table 3 ). The frequency of price changes in the data set is split roughly half and half between rises and falls, with no evidence of downward nominal rigidity. This degree of price flexibility is significantly higher than found in many studies of monthly data, suggesting that examining prices at even a relatively high (monthly) frequency can yield a misleading picture: there is significant variation in prices within the month that monthly data simply do not capture.
However, a significant proportion of these price changes may be attributed to temporary discounts, under either the 'regular price' or 'price reversal' methods. Focusing on the regular prices method reduces the frequency of price changes to 37% a week, whereas the price reversals method reduces the frequency to 45%. If we then exclude 'Fresh' products as well, we find that around a quarter of prices change each week in the data set using both methods (Table 4 ). The consistency of results from these two different approaches is encouraging and suggests that they may well manage to account for temporary discounts: if the results had been very different, that would have raised concerns that we were not adjusting the data appropriately. The majority of price reversals are decreases (followed by increases), which is consistent with most temporary price changes being short-term promotions or sales. One important result from the data is the finding that, on average, the duration of a temporary discount or sale -as defined either using regular prices or by excluding price reversals -is between two and three weeks. That is very close to KM's findings, and, together with the fact that temporary price changes appear to account for between a quarter and two fifths of all price changes, provides a good guide to the impact of temporary discounts in the data set.
These results suggest that, as in other studies, sales can account for a significant proportion of relatively high-frequency price changes. But unlike other studies, such as KM and Nakamura and Steinsson (2008), excluding sales does not have as large an impact on the implied duration of price changes. Excluding price reversals, 45% of prices still change each week in the data sample (27% excluding Fresh), an implied price duration of a little over two weeks (just under four weeks, excluding Fresh). Looking at regular prices, 24% of these change each week when Fresh is excluded, implying a similar duration of around a month. This is markedly shorter than other estimates in the literature. As mentioned earlier, that is partly likely to reflect the fact our data come from supermarkets, rather than other types of retail output.
How misleading are longer-frequency estimates?
One key benefit of the Nielsen data, as discussed earlier, is its weekly frequency. Many other pricing studies rely on monthly frequency data at best -which, by construction, will limit the implied frequency of price changes. The Nielsen data can offer some insights here -in particular, how big any distortion may be from focusing on monthly data. This can be examined by using Eichenbaum et al's (2008) notion of reference prices -the modal price within a defined period. Two different reference windows were used: a quarterly one, and a monthly one.
In constructing reference prices, one interesting observation was that several items in the data set exhibited multiple modes within three-month periods. In dealing with these, the reference price picked was the highest (maximum) mode within each quarter or month, on the basis that most temporary promotions and discounts were likely to result in lower prices. Table 5 presents results from the reference price series: even excluding the 'Fresh' category, 50% of reference prices change each quarter, implying an average duration of six months. For comparison, 64% of monthly reference prices changed each month, or 44% excluding Fresh products. That implies an average price duration of just over two months, compared with the duration of around half a month implied by the weekly data (again excluding Fresh products). So by moving from a weekly to a monthly frequency -but using the same underlying data -the implied frequency of price adjustment has quadrupled. Indeed, the implied duration from monthly reference prices is twice that found using the regular price of price reversal adjustments, even excluding Fresh products. This strongly suggests that existing duration estimates that are based on monthly frequency data run the risk of overstating the degree of nominal rigidity in the economy. However, our monthly reference prices are still more flexible than new evidence from UK CPI data, which suggest that goods prices change around once every four months (see Bunn and Ellis (2009) ). That discrepancy is likely to reflect the source and nature of our data (supermarkets with frequent price changes).
These results clearly demonstrate how the frequency of the underlying data matters -by using long-frequency data, the implied price duration can be considerably higher, and by focusing on such data, be it monthly or quarterly, we may miss much of the higher-frequency variation that is actually present in prices.
Seasonal factors and price durations
Given these concerns about the impact of looking at monthly averages, the weekly data are likely to offer the best guide to seasonal patterns and price duration. Indeed, the frequency of weekly price changes is broadly constant by calendar month ( Table 6 ), suggesting that seasonal factors do not play a significant role. This is in contrast to Nakamura and Steinsson (2008) , who found the frequency of price changes to be highly seasonal in the United States. How long do prices tend to persist at a given level? It turns out that the distribution of price durations is highly skewed (Chart 1). In the data set, roughly 80% of prices have changed in the previous week, but the smaller tail of the distribution is very long. Although the average duration of prices is 1.6 weeks (including Fresh), the median duration is just 1 week. The frequency of price changes also varies somewhat over time within the data sample: this is not surprising, as any change in headline inflation must be accounted for either by more frequent or larger changes in prices (or a shift in the weights towards items with higher inflation rates). Of course, the scanner data do not cover the full range of prices in the CPI or RPI -and while there is evidence of some (lagging) relationship between the two, the strongest correlation between the difference in price change frequency from quarter to quarter is with the general public's perceptions of inflation, as gauged by the median response in the Bank/GfK NOP survey (Chart 2). 9 This could suggest that the public's inflation perceptions are influenced by those prices that they observe most frequently (see Driver and Windram (2007) ). However, it is important to remember that looking at all of the price changes in this manner will double-count items that have multiple changes in the data set. In order to address this, more formal hazard analysis is considered in the next section.
Chart 1: Distribution of price duration

Chart 2: Average frequencies and inflation perceptions
Hazard functions
Based on the high-frequency Nielsen data, supermarket prices appear to be very flexible indeed. But in part this could reflect products with frequently changing prices appearing many times. In order to investigate this, more formal hazard functions were calculated using the price data. Hazard functions estimate the probability of a price changing at some point in time, given when the previous change in price occurred. Weeks since last price change
Probability
The resulting hazard function for the entire data set is shown in Chart 3. The function is sharply downward sloping, as KM found in their analysis. This argues very strongly against any uniform time-dependency framework for price-setting: under these frameworks, the frequency of price adjustment is invariant with regard to price duration, and this is not evident either in these data or in several of the other studies previously mentioned.
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One concern here may be that raised by Fougère et al (2005) , who find that aggregate hazard functions can be misleading, and that estimating functions for disaggregated groups of products can lead to very different inference. In the case of the Nielsen data, in actual fact hazard functions for the different product categories are broadly similar (Charts 4a and 4b), with no category exhibiting a constant probability of price adjustment. That could reflect the fact our data come from supermarkets rather than other outlets -Fougère et al also find that hazard functions differ across outlet types, noting in particular that supermarkets tend to exhibit decreasing hazard functions. Yet perhaps that is not surprising given that they also estimate that 'flexible' prices account for 80% of all supermarket prices. Indeed, these downward-sloping disaggregated hazard functions are consistent with Fougère et al's finding of marked flexibility in supermarket prices. 
Magnitude of price changes
The results so far suggest that prices change quite frequently. But all of the analysis has so far been restricted to analysis of frequency -the results have just observed prices changing without considering how much they have changed by. This section examines the magnitude of price changes in the data set.
Across the data set as a whole, the size of changes varied markedly, from around -33% to +45% (Table 7) . However, these data represent the tails of the distribution -most price changes were much smaller in size, with the interquartile range being just 6.7 percentage points (pp). Chart 5 plots the distribution of price changes for all observations. The high proportion of small price changes suggests that fixed menu costs are not widespread, while the observed large price changes are contrary to what might be expected if firms faced quadratic costs of adjusting prices. Within different product categories there is some degree of variation in the distribution of price changes. Table 8 shows percentiles of the price change distribution for different categoriesSoft Drinks appear to have the widest distribution of price changes, followed by Frozen. Alcohol and Bakery have the slimmest distributions. Interestingly, the distribution of price changes varies relatively little by calendar month -as with the frequency results, this suggests relatively little role for seasonal effects (Table 9 ). These results suggest that supermarkets are not the typical venues for large seasonal sales, which may be more apparent in other CPI categories such as furniture. One observation is that the average price change increases over the sample, but the median is more stable (Chart 6). This suggests that the distribution of price changes became more skewed over time in the Nielsen data. 
Frequency and magnitude of price changes
Having examined the frequency and magnitude of price changes separately, this section considers linkages between the two. If prices are set intermittently, larger price changes may occur when the duration of the previous price is large.
Chart 7 is a scatter plot of average and median price changes against the duration of the previous price that was set. One important point to note is that there are relatively few observations beyond three weeks duration, as most prices change more frequently than that. There is little sign that longer-lasting prices are (eventually) changed by greater amounts than prices with shorter durations. Indeed, econometric investigation confirmed that there were no significant or stable relationships between the magnitude and frequency data in Chart 7. In part, this could reflect large positive and negative changes offsetting each other. So Chart 8 plots similar series, but this time for the average and median absolute price change. Once again, there is no sign of a stable relationship, either from the chart or econometric analysis based on the same data. 
Comparing movements in volumes and prices
Changes in volumes
One advantage of the Nielsen data set is that sales data are included alongside prices. This enables some examination of the relationship between changes in price and changes in volume. Table 10 reports summary statistics on the distribution of volume changes in the data set. It is readily apparent that volume changes are more dispersed than price changes (Table 7) : the interquartile range is 24.7pp, compared to 6.7pp for price changes. The skew in the distribution of volume changes also appears to be larger than for prices, reflected in the wider gap between the mean and the median. This larger skew is also evident when the whole distribution of volume changes is plotted (Chart 9), particularly in the longer right-hand tail. Large changes in volume are evident in all product categories (Table 11) , albeit to a lesser extent for Bakery, Dairy and Fresh, suggesting these categories exhibit less volatile demand, consistent with less substitution between individual products. 
Correlations between volumes and prices
The previous section examined the magnitude of volume changes from week to week. One interesting question is whether these changes in volume lead or lag price changes. In practice, prices and volumes are jointly determined by the interaction of supply and demand. But it may be the case that consumers are surprised by changes in prices, and take time to adjust their spending patterns, or that producers take time to change their prices in response to shifts in demand. Chart 10: Cross-correlations between price and volume changes Do prices tend to move at the same time as volumes? Simple pair-wise correlations return relatively low estimates, but in fact given the large sample sizes these were often significant (Chart 10). The positive correlation where volume leads price is consistent with stronger (weaker) demand leading to higher (lower) prices; whereas the negative contemporaneous correlation is consistent with customers responding quickly -ie in the same week -and increasing (decreasing) purchases of items with price cuts (rises). However, while these correlations are useful in showing how the data behave, without more detailed information on these changes, we cannot establish whether price or volume changes (or both!) reflect either demand or supply shocks. As such, these results should not be overinterpreted. In the data, prices and volumes move coincidently; but further inference requires more information or more assumptions about the underlying behaviour of firms and consumers.
Percentage change in volumes Percentiles
Constructing proxies for product elasticities
The strongest correlation between prices and volumes occurs contemporaneously, indicating that prices and volumes tend to move together. But how much do volumes change when prices change, and vice versa? Ideally, the way we should answer this question would be to construct formal price elasticities of demand (PEDs).
Technically, in order to examine how demand (volume) responds to price changes, other variables such as income, preferences, expectations and seasonal purchases should be taken into account. All of these factors could result in the demand curve shifting either out or in. In these instances, ceteris paribus, we would observe changes in prices and quantities while the elasticity of demand -the slope of the demand curve -may actually be unchanged. In the same manner, we should also control for movements in the supply curve. By accounting for all of these factors, we can attempt to isolate shifts in the demand curve from movements along the demand curve -which will provide genuine measures of the elasticity of demand.
Unfortunately, these demand variables are not readily available on a weekly basis. Instead, the assumption I make here is that the high frequency of the data itself acts as a natural control for shifts in the demand curve. The underlying assumption is that, for most households, income and preferences (etc) do not change from week to week. This implies that weekly changes in prices and volumes are more likely to reflect movements along the demand curve -as, by assumption, the determinants of demand to not change as often.
Of course, in the limit this assumption is almost certainly wrong. In any given week, some households will experience large changes in their circumstances -for example, losing their jobs. And in other weeks seasonal effects may drive the consumption patterns of many consumers. Both of these instances -low-frequency changes in households' circumstances, or temporary seasonal changes in demand -would affect the weekly price and volume data, making it difficult to recover a formal PED.
However, these factors do not affect all households for every week in the data sampleChristmas only happens once a year and only a fraction of workers lose their jobs in any given week. As such, where these large shifts do occur -be they either seasonal fluctuations or large changes in some individuals' circumstances -the resultant impact on prices and volumes should show up in the tails of the respective distributions for the data sample as a whole. As such, by focusing on the median of the distribution, rather than the mean, the impact of infrequent changes in these potentially large demand factors can be excluded. Essentially, this approach assumes that median weekly (high-frequency) price and volume changes are supply driven, rather than reflecting demand -or, put another way, it assumes that changes in the demand determinants drive large rather than small changes in prices and volumes at the individual store and product level. Clearly this is still an oversimplifying assumption -but it does offer a way of calculating approximate PEDs by exploiting the weekly frequency of the Nielsen data.
The approximate PEDs (apeds) are therefore calculated as the medians of the distribution of the ratio of volume changes to price changes: Table 12 presents summary statistics for the distribution of approximate PEDs by product category. The estimated positive elasticities at the higher end of the distributions -which imply that volumes rise when prices rise -is likely to precisely reflect changes in the determinants of demand other than price, such as income or seasonal effects, that are not controlled for. Indeed, the lack of any formal controls for these non-price factors contributes to the considerable variability in the data, although some of this variability could also reflect genuine instability -ie the response of sales to a given price change may not be constant in the data sample, either over time or by magnitude. As discussed, in order to make any inference about elasticities it is most sensible to focus on the median estimates in Table 12 . For most products, these indicate relatively elastic demand, as the magnitudes of the PEDs are greater than one. This indicates that volumes tend to change by proportionately more than prices, consistent with the distribution of volume changes being more dispersed than the distribution of price changes (Charts 5 and 9). The exception is for 'Fresh' products -this suggests consumers buy a steadier volume of fruit and vegetables as prices change, compared to other products. However, this may reflect 'Fresh' products being defined in terms of large catch-all categories, whereas other product types are more precisely branded, reflecting greater product differentiation. Interestingly, those products that tend to be more storable over time -such as alcohol and household goods -exhibit higher elasticities, consistent with consumers 'stocking up' when prices fall. So while these results are clearly approximations at best, and must be treated with caution, there is a sensible economic interpretation of the pattern of estimates that is uncovered.
Conclusions
This paper has examined how prices in UK supermarkets behave, using scanner data from Nielsen that are available on a weekly frequency -in all, the data set accounts for a little under 5% of annual household expenditure. This paper therefore adds to the growing literature of micro-pricing studies.
Using these data, several interesting features emerge about how prices behave. First, prices change very frequently in supermarkets -40% of prices change each week (excluding 'Fresh' items). Some of these price changes are likely to be temporary -but even when we control for these by excluding price reversals or smooth through temporary price falls and look at 'regular' prices, we still find that roughly a quarter of prices change each week. Importantly, there is also evidence that focusing on monthly observations, rather than weekly ones, overstates the implied stickiness of prices. Overall, the results suggest that prices in supermarkets exhibit a greater degree of flexibility than may be evident in other sectors. Second, the probability of price changes is not constant over time -all product categories have declining hazard functions. Third, the range of price changes is very wide, with some very large price cuts and price rises; but despite this, a significant number of price changes are very small. Fourth, there appears to be little link between the frequency and magnitude of price changes -prices that change less frequently do not tend to change by more. Fifth, volume changes exhibit at least as much variation as price changes, and the strongest correlation between the two is contemporaneous, suggesting that prices and volumes move together from week to week. And sixth, rough analysis based on simplifying assumptions suggests that consumers are fairly price sensitive.
Overall, these results suggest that price stickiness is not a key factor in the UK supermarket sector: indeed, nominal rigidities appear to be quite limited. Prices and volumes change frequently, potentially by quite a lot, and there is significant heterogeneity in the patterns of both prices and volumes.
6 Annex: The 'regular price' algorithm This annex describes the 'regular price' algorithm used to define temporary sales in the main paper. It is based on Kehoe and Midrigan (2007) .
In their paper, KM construct the regular price series, R t P , from the original price series, P t , as follows. Whenever the actual price series falls, ie P t < P t-1 , check if the actual price rises above its current (new) level over the next five weeks: ie, check if P t+j ≥ P t for j ≤ 5. If it does, then define J as the first time the actual price rises above its current (new) level, P t .
To construct the regular price series, replace P t , P t+1 ,…,P t+J-1 with P t-1 . If the price never rises above P t within the next five weeks, leave P t unchanged. This is repeated at different horizons, to allow for a variety of sales patterns. For example, if the actual price series was: 100, 95, 96, 97, 98, 99 then using the algorithm at t+1 would yield 100, 100, 96, 97, 98, 99 but using it up to t+5 would yield 100, 100, 100, 100, 100, 99
In this way the algorithm was 'repeated' by sequentially examining prices over decreasing window. So in the first instance, the algorithm examined if P t+5 > P t , and replaced P t , P t+1 ,…, P t+4 if they were (each) below P t+5 and P t-1 . In the second instance, the procedure was repeated by examining if P t+4 > P t , and replacements ensued on a similar basis. As five-week sales periods were already replaced in the first instance, there is no risk of double-counting as the inequality conditions will not be met in the second instance. The resulting series for the sample data is the same as is shown above, but is also robust to other patterns: eg 100, 90, 85, 102, 98 becomes 100, 100, 100, 102, 98.
