This paper presents a novel approach to the design of explainable recommender systems. It is based on the Wang-Mendel algorithm of fuzzy rule generation. A method for the learning and reduction of the fuzzy recommender is proposed along with feature encoding. Three criteria, including the Akaike information criterion, are used for evaluating an optimal balance between recommender accuracy and interpretability. Simulation results verify the effectiveness of the presented recommender system and illustrate its performance on the MovieLens 10M dataset.
Introduction
In the literature, several types of recommender systems have been presented (see, e.g., Lops et al., 2011; Wei et al., 2017; Zhang et al., 2018) , and the most popular techniques are known under the names "content-based filtering" and "collaborative filtering."
In the case of content-based filtering, recommender systems suggest to a user items (e.g., movies or books) characterized by features similar to those ones that the user preferred in the past.
In this scenario, recommendations are based on the content of a given item. In collaborative filtering, items are recommended to a user by similarities to other users (similar users' preferences) . In that scenario, recommendations are based on other users' rates concerning the items and, e.g., the weighted average of the rates.
Modern recommender systems are designed with the use of machine learning algorithms. For an excellent survey, a reader is referred to the work of Portugal et al. (2018) . The major drawback of the existing techniques is the lack of explainability. In many applications, * Corresponding author e.g., medical diagnosis or venture capital investment recommendations, it is essential to explain the rationale behind a specific recommendation. Motivated by this fact, in this paper we propose a novel approach to design explainable recommenders.
In order to create an explainable recommendation system, fuzzy IF-THEN rules are employed to represent knowledge about users' preferences. Then, the inference based on fuzzy logic is applied in the Mamdani fuzzy system (see, e.g., Rutkowska, 2002) to produce the recommendations. The method of fuzzy rule generation, proposed by Wang and Mendel (1991) , is now combined with a technique of rule reduction. This approach is enhanced by three criteria, including the Akaike information criterion (see, e.g., Söderström and Stoica, 1989) , which allow evaluating an optimal balance in terms of the recommender's accuracy and interpretability.
The explainability of the proposed recommender is assured due to the following:
1. Interpretable fuzzy rules with fuzzy sets as linguistic values of attributes describing items and users' preferences (fuzzy sets with semantic meanings).
It is worth emphasizing that this approach leads to a moderate number of interpretable fuzzy rules and, in consequence, greatly facilities the explanation of the recommender system.
Moreover, the use of the Akaike information criterion, as well as the final prediction error and the Schwartz criterion (see Section 3.3), allows solving the problem of the compromise between the system error and the number of rules.
The presented approach greatly improves our previous attempts (Rutkowski et al., 2018a; 2018b) to the design of explainable recommender systems. The paper is organized as follows. Section 2 presents a short description of the Wang-Mendel rule generation method for construction of the Mamdani system with rule weighting factors. This is the background and our starting point to develop explainable fuzzy recommenders. The main part of this contribution is given in Section 3 by describing the proposed method (Algorithm 1) and feature encoding along with model evaluation criteria. Simulation results illustrating the performance of the system are described in Section 4. Finally, Section 5 contains the main conclusions and remarks.
Interpretable fuzzy rules
In order to employ fuzzy IF-THEN rules in the recommender system proposed in this paper, we recall the idea of the Wang-Mendel algorithm (see Wang and Mendel, 1991) for fuzzy rule generation.
It should be emphasized that the material which we present below is perhaps the first mathematically precise description of that method in the multidimensional case. Now, we introduce the notation that will be useful in describing a recommendation system and its features' encoding (see Section 3.2).
We consider a fuzzy system with n inputs and one output. Let x 1 , x 2 , . . . , x n and y be linguistic variables corresponding to input and output variables, respectively, of the fuzzy system.
The input vector x = [x 1 , x 2 , . . . , x n ] T in the space X = X 1 × X 2 × · · · × X n , as well as y ∈ Y , can take crisp values, denoted as x = [x 1 , x 2 , . . . , x n ] T and y, respectively; in this case, each universe of discourse can be the space of real numbers.
With regard to fuzzy sets in fuzzy IF-THEN rules, it should be noted that generally different numbers of linguistic values (fuzzy sets) can be defined for particular linguistic variables. Denote by N i the number of linguistic fuzzy sets for x i , i = 1, 2, . . . , n, and by N y the number of fuzzy sets for y.
Assume that the input fuzzy sets, denoted by A il , are defined by membership functions μ A il (x i ), i = 1, 2, . . . , n, and l = 1, 2, . . . , N i , in the universes of discourse X 1 , X 2 , . . . , X n , and analogously the output fuzzy sets, B l , are defined by membership functions μ B l (y), l = 1, 2, . . . , N y , in Y .
We can assign linguistic values for the inputs and output as follows:
The task is to generate a set of fuzzy IF-THEN rules from the input-output data. The first step of the Wang-Mendel method is to divide the input and output spaces into fuzzy regions. Then, in the second step, fuzzy rules are generated from given data pairs. The number of fuzzy regions refers to the numbers of linguistic values, N i , for i = 1, 2, . . . , n, and N y .
Having M data pairs x (j) , y (j) , for j = 1, 2, . . . , M, degrees of membership in different regions are determined, and every data pair is put into the region of maximal degree, according to the equations
for i = 1, 2, . . . , n, and
Finally, we obtain one rule from one input-output data pair. In this way, from the second step, we get M fuzzy IF-THEN rules, R j , for j = 1, 2, . . . , M, of the following form:
This means that A j i , i = 1, 2, . . . , n, are the fuzzy sets chosen from A il , where l = 1, 2, . . . , N i , which satisfies Eqn. (1), while B j equals the fuzzy set from B l , where l = 1, 2, . . . , N y , which satisfies Eqn. (2).
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In the third step, a degree is assigned to each of the M rules, with the use of (1) and (2), as follows:
As a matter of fact, the degree is obtained calculating the value of the rule firing level for the data pair that generated this rule, multiplied by the membership of the consequent fuzzy set.
The antecedent matching degree, also called the degree of activation of the rule R j or the rule firing level, is expressed by
for j = 1, 2, . . . , M.
Equations (4) and (5) can also be expressed in a more general form, by using a T -norm:
and
The product, and the min operation are the most often used examples of t-norm functions. The degree, D(R j ), assigned to each rule R j , j = 1, 2, . . . , M, allows reducing the number of the rules, including into the rule base of a fuzzy system only the rules with the maximal degree in particular regions. In this way, the problem of conflicting rules, i.e., those that have the same IF part but different THEN parts, is solved, resulting in the reduction of the initial number of rules.
Thus, starting from M rules generated by M data pairs, the Wang-Mendel algorithm produces the rule base of a fuzzy system composed of the reduced number of N rules, where N ≤ M .
The Mamdani type of a fuzzy system with inference based on N fuzzy IF-THEN rules, generated by the Wang-Mendel method, can be described by the following mathematical model:
where y k , k = 1, 2, . . . , N, is is the point in which the membership function μ B k (y) takes the maximal value, and τ k is given by (5), where j is replaced by k and M by N . It should be noted that τ 1 , τ 2 , . . . , τ N in Eqn. (8) are special cases of those determined using (7).
Introducing to the antecedents of the rules (8) their importance weights, we get
which can describe the fuzzy recommender studied in this paper.
Remark 1. Although the formula (9) has been applied in the literature in various problems of classification and modeling (see, e.g., Alvarez-Estevez and Moret-Bonillo, 2018; Ishibuchi and Nakashima, 2001; Ishibuchi and Yamamoto, 2005; Nauck and Kruse, 1998; Rutkowski, 2004) , for the first time it will be used in the context of designing fuzzy explainable recommenders. Moreover, our approach allows significantly reducing the number of rules.
Despite the fact that the usefulness of rule weighs is discussed in the literature (see, e.g., Simiński, 2010; Nauck and Kruse, 1998) , we find this issue interesting from the interpretability and explainability point of view with regard to recommender systems. In general, the weights can be interpreted as the rule importance in the sense of expressing the number of data items in a dataset described by this rule. The more data items match the rule, the more important it is.
Description of the proposed method
This section presents the main algorithm proposed for the design of explainable recommender systems, including the procedure of rule reduction. The idea of the method is described in Section 3.1. Then, in Section 3.2, the procedure of feature encoding, introduced in order to apply the recommender to the MovieLens data, is presented in detail. In Section 3.3, three criteria are used for evaluating an optimal balance between the recommender's accuracy and interpretability. Finally, a short summary is included in Section 3.4.
Idea of the proposed method.
There are various methods of improving the performance of fuzzy systems, from introducing weights of the fuzzy rules (see, e.g., Ishibuchi and Nakashima, 2001) , through reducing the number of the fuzzy rules (see, e.g., Cpalka, 2017) , to optimizing a fuzzy system, usually by modifying fuzzy set parameters (see, e.g., Jin, 2000) or rule consolidation (see, e.g., Riid and Preden, 2017) and using the collaborative fuzzy clustering (see, e.g., Prasad et al., 2017) .
In this paper, a hybrid solution is proposed in which system optimization is applied after successive reductions of fuzzy rules (see Algorithm 1). The optimization of the system, in this case, refers to optimized values of the weights. The rule reduction procedure should increase the accuracy of the system.
In order to reduce the rules, the method of removing successively the least beneficial fuzzy rules was used. To find the least beneficial fuzzy rule, particular rules are turned off and on in the system one by one, and the system error is calculated after each change. The least beneficial rule is the one whose RMSE was the lowest after reduction.
As explained above, during the optimization of the system, we assume that only the weights (initialized equally by default) of the rules can be modified. For this purpose, we use the standard evolutionary strategy ES (μ + λ) (see, e.g., Rutkowski, 2008) . However, any optimization algorithm can be applied instead. This approach allows keeping a semantically interpretable form of fuzzy sets and increasing system accuracy.
Moreover, this approach is more legible than the interpretation of systems in which fuzzy sets become uninterpretable after the optimization of their parameters (see, e.g., Jin, 2000) . The optimized system will be labeled as WO in the remainder of this paper.
Two approaches will be considered: C1, in which values of the weights are reset each time the fuzzy rule is removed, and C2, in which the values of the weights are stored after the optimization and do not reset.
The performance of the system in which the values of the weights were rounded (to one decimal place) after the optimization was also tested. The goal was to increase the transparency of the fuzzy rule notation. The approach with the rounded weight values is marked in this paper as WR, while WO denotes the system with optimized weights (not rounded values).
The idea of the presented approaches is shown in Algorithm 1. System optimization and evaluation are repeated after the reduction of each fuzzy rule, with the goal of finding the best reduction level for which the weight values give the best system performance. The evaluation is illustrated in Section 4.
It is worth adding that, as part of the tests, the results for a given number of rules and a specific reduction level were saved and then averaged. This is due to the fact that, in recommendation systems, the datasets for each user are different so a different number of fuzzy rules is created by using the WM (Wang-Mendel) method.
Feature encoding.
Objects (items) that can be recommended are described by attributes (features). In recommender systems, attribute values can be of different type, not necessarily crisp (numerical). In general, an object is characterized by attributes whose values can be numerical or categorical (nominal), and other data types can be considered as well.
Denote by a = [a 1 , a 2 , . . . , a n ] T a vector of attributes describing an object o j that belongs to O that is a space of the objects. The vector a corresponds to Algorithm 1. Design and reduction of explainable recommender systems.
1: for all users do 2:
Create N fuzzy rules using the WM method 3:
Set system weights to equal values 4: while N > 3 do 5:
Evaluate system (WM) 6:
Optimize system weights using ES 7:
Store system weights (only for variant C2) 8:
Evaluate system (WO) 9:
Round system weights 10:
Evaluate system (WR) 11:
Reset system weights (only for variant C1) 12:
for k = 1 to N do 13:
Temporarily remove k-th fuzzy rule 14:
Evaluate the system and store the error 15:
Include the removed fuzzy rule 16:
end for 17:
Remove the least beneficial fuzzy rule 18: end while 19: end for the vector of linguistic variables x = [x 1 , x 2 , . . . , x n ] T , considered in Section 2. Now, let us focus our attention on attribute values. In the case of categorical (nominal, linguistic) values, we can use symbols N i , for i = 1, 2, . . . , n, and N y concerning both the number of values of attributes (input variables) and output (decision) variables, respectively. Fuzzy sets as linguistic values can be viewed as special cases of categorical values.
Let v = [v 1 , v 2 , . . . , v n ] T denote a vector of values of particular attributes a i , for i = 1, 2, . . . , n, in general, and let v j = [v 1 j , v 2 j , . . . , v n j ] T represent this vector for the object o j , where j = 1, 2, . . . , M. It is worth noticing that the vector v j corresponds to the vector
. , x n (j) ] T , considered in Section 2. However, with regard to recommender systems, objects may be characterized by attributes that take more than only one value, and not necessarily values belonging to the set of reals.
For example, when movies are considered, their attributes such as genre can be described by categorical values, e.g., action, comedy, drama, and there are movies characterized, e.g., as comedy and drama.
Let
. . , V iNi } be a set of values of the attribute a i , for i = 1, 2, . . . , n. The notation of the attribute values corresponds to fuzzy linguistic values, A il , for i = 1, 2, . . . , n and l = 1, 2, . . . , N i , presented in Section 2.
For the above-mentioned example, a i can be genre and V i = {action, comedy, drama, . . . }. Of course, each object o j , j = 1, 2, . . . , M, which is a movie in this case, is characterized by attributes with values taken from the same set of the attribute values.
Let d j , j = 1, 2, . . . , M, be the score (rating) of the object o j , given by a user. With regard to the movies, users assess chosen movies by using grades from the set {2, 3, 4, 5} of the user's preference values that express how much the user likes a movie.
The rating values, in a movie dataset (e.g., Movie-Lens), correspond to the output values y (j) in the input-output data pairs, considered in Section 2, with regard to the output variable y ∈ Y . The number of output values, N y , in the case of discrete values of the grades {2, 3, 4, 5} equals 4.
Let us define the set of matrices
. . , M and l = 1, 2, . . . , N i , are determined according to the following equation:
It should be explained that each matrix C (i) , i = 1, 2, . . . , n, includes M rows corresponding to M objects (items), e.g., movies, and N i columns labeled by the values V i1 , V i2 , . . . , V iNi of the attribute a i . The elements c jl (i) of the matrix C (i) , for j = 1, 2, . . . , M and l = 1, 2, . . . , N i , equal d j if the attribute value V il occurs in an object o j , and zero otherwise. With regard to the example of the movie characterized as comedy and drama, every element in the row assigned to this movie equals zero except for those referring to comedy and drama.
In order to apply the fuzzy system described in Section 2 as the recommender, we need M input-output data pairs x (j) , y (j) , j = 1, 2, . . . , M, and
. . , v n j ] T represents single numerical values referring to particular attributes a j i , i = 1, 2, . . . , n, of an object o j , j = 1, 2, . . . , M.
We call the single values that characterize the attributes the attribute preferences, and determine them based on the attribute value preferences in the following way:
where ψ means the preference and m l (i) denotes the number of non-zero elements in the l-th column of the matrix C (i) , i = 1, 2, . . . , n.
Then, the attribute preference, v i j , is determined as
Examples from the database, for a user: for i = 1, 2, . . . , n and j = 1, 2, . . . , M, where ψ * denotes the preference of only those attribute values V il , l = 1, 2, . . . , N i , that are included as values of the object o j , and α j (i) is the number of ψ * (V il ). Figure 1 illustrates the above-described process of determining the attribute value preferences, according to Eqn. (11), and the results of the attribute preference obtained by use of the formula (12). This simple example refers to M = 4 movies as the objects o j , j = 1, 2, 3, 4, assessed by a user with the ratings 5, 4, 2, and 3, respectively. This means that d 1 = 5, d 2 = 4, d 3 = 2, d 4 = 3. The attribute genre is considered, and o 1 is characterized by two attribute values, i.e., action and comedy, object o 2 by drama and comedy, object o 3 by only one value, i.e., drama, and o 4 by action and drama. Therefore, the attribute value preferences, ψ, are calculated for action, comedy, and drama as V il , for l = 1, 2, 3 and i referring to the genre as the attribute.
It is very easy to present matrix C (i) for this simple example. The following genre preference values were obtained in this case: 4.25 for o 1 , 3.75 for o 2 , 3.00 for o 3 , and 3.50 for o 4 . In the same way, we calculate the preference values for other attributes, and all of them are included in the data pairs v j , d j , for the fuzzy recommender. It should be emphasized that this example concerns only one user with regard to the recommendation system. The same procedure is repeated for other users.
Solution evaluation.
Since the rates of objects are numerical values, the rules obtained by the WM method are used in this paper as the base for the Mamdani type fuzzy system for regression tasks (see, e.g., Cpalka, 2017) with the goal of user rate prediction. This allows calculating the RMSE (commonly used error definition, known as the root mean square error), and also obtaining more accurate classification of recommended objects.
In addition to the RMSE, the accuracy (ACC) of predictions of the exact user rate were calculated. To make this possible, the system's output values were rounded to the possible values of the object's rate and in this way the standard classification error (ACC) could be calculated (see, e.g., Kuncheva, 2000) . There was also a classification error (YES/NO), checking whether or not an item (object) should be recommended (if the value of its recommendation is more than a half of possible values). This approach is considered in some other papers.
Because the proposed method allows obtaining a different system accuracy for a different reduction level of fuzzy rules, choosing the optimal balance in terms of accuracy-interpretability is not a trivial task. In this paper, the use of isocriterial lines and criteria for model evaluation with regard to their complexity is proposed (see, e.g., Söderström and Stoica, 1989) .
The first criterion considered is the Akaike information criterion (AIC), which is defined as follows:
where M stands for the number of dataset samples (in this paper this value was set to the average number of the dataset samples generated for all users), Q denotes the system error, p means parameters that are optimized in the system (equal to the number of weights and analogously the number of fuzzy rules).
The second criterion used is the final prediction error (FPE), defined as follows:
where n denotes the number of system inputs. The last criterion considered is the Schwarz criterion which is expressed by the following equation:
The isocriterial lines are lines representing fixed values of the criteria with different values of system errors and the number of system parameters. This approach allows solving the problem of a compromise between the system error and the number of optimized parameters describing the system. The points located on the isocriterial lines, with the smallest criterion values, characterize systems that are called sub-optimal. These provide the smallest values of statistical criteria within the examined structures (in this case, differing in the number of system rules).
3.4.
Summary of the proposed method. The proposed approach (a) is based on the WM method, which allows generating interpretable and simple fuzzy rules, (b) uses weights' optimization and does not modify fuzzy sets parameters in order to keep interpretable fuzzy sets, (c) applies fuzzy rule reduction not only to simplify the system but also to decrease the system error, (d) allows checking how the optimization of system weights works with a different level of rule reduction, (e) employs the standard ES for weight optimization, (f) includes a version that rounds fuzzy rules weights to increase the system's interpretability, and (g) uses isocriterial lines in order to keep the optimal balance between the system interpretability and system error.
System performance evaluation
Simulations that illustrate the performance of the system proposed for recommendation are described in this section. The results of the simulations verify the effectiveness of the recommender system for the MovieLens 10M dataset. The datasets are available on the Internet as versions of different sizes (see Harper and Konstan, 2015) . These datasets contain user ratings for movies.
4.1.
Description of computer simulations. In the simulations, the cases described in Section 3.1 and presented in Table 1 were tested. In case C1, the weight values are reset after each reduction of a fuzzy rule, while in case C2, weight, the values are stored after optimization and do not reset (see Algorithm 1). The number of fuzzy sets (linguistic values), N i , for each attribute corresponding to linguistic variables x i , i = 1, 2, . . . , n, was chosen as Gaussian-type fuzzy sets, for N i = 5. The following parameters of the ES algorithm were set: population size = 32, number of iterations = 100, evaluation function = RMSE.
For the simulations, the MovieLens 10M database is used, and three inputs, n = 3, are considered: genre preference (explained in Section 3.2), year (numeric values), and keywords preference. Moreover, datasets were prepared for the first 100 users who rated more than 30 movies from the database.
As a testing method, 10-fold cross-validation was applied, and only learning dataset samples were taken for creating fuzzy rules with the WM method (the remaining dataset samples are used as testing samples).
Since rating predictions for unknown samples is important in recommendation systems, the error values for testing samples are crucial while comparing the results. Therefore, most of the conclusions in this paper are focused on this analysis (see Tables 2-4 ).
Simulation results.
The histogram of the initial number of rules generated by using the WM method is shown in Fig. 2 . Depending on a user and the number of rated objects, the WM generates different numbers of fuzzy rules, with an average of 24 rules for the proposed feature encoding. The number of rules for particular users differs from 12 to 37.
Detailed simulation results are presented in Tables 2 (RMSE), 3 (ACC) and 4 (YES/NO). The values of the criteria are included in Tables 5 and 6. The isolines, for the AIC, FPE and Schwarz criteria, are illustrated in Figs. 4 and 5.
A comparison of the WM, WO-C1, WR-C1, WO-C2 and WR-C2 cases is shown in Figs. 6, 7 and 8. The optimization process of weights for different numbers of fuzzy rules is presented in Fig. 9 , and the histogram of accuracy obtained for different users is portrayed in Fig. 3 . In addition, examples of fuzzy sets and fuzzy rules obtained for the presented methods are shown in Tables 7 (according to the reduction level of fuzzy rules considering obtained accuracy) and 8 (according to the reduction in fuzzy rules for the AIC, FPE and Schwarz criteria).
Analyzing Tables 2 and 3, we see that 32%-36% of the rules generated by the WM method can be removed, resulting in better performance of the system on both learning and testing data samples, with regard to the average RMSE and ACC, although in Table 4 , where the YES/NO classification error is considered, the same result is obtained only for the learning samples but not for the testing samples. It is worth noticing that the value of the YES/NO error in the case of 36% rule reduction does not differ much from the value of this error for the case of 0%, i.e., no rule reduction. This means that 36% of the rules can be removed, but not more in all the cases of the WM system.
Similar results were obtained for the WO-C2 system, which is the best case compared with WO-C1, WR-C1, 
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T. Rutkowski et al. Fig. 4 . Isolines lines for the learning samples, where circles and squares represent the WO-C1 and WO-C2 systems, respectively. and WR-C2. Figures 4 and 5 , as well as Figs. 6, 7 and 8, show the best performance of the WO-C2 system. In addition, Fig. 3 illustrates better accuracy of the WO-C2 system than WO-C1, and the best for 25% rule reduction (or probably more) but less than 50%. Figure 9 also portrays better performance of the WO-C2 system than that of WO-C1. However, with regard to the RMSE, it shows that about 20 rules give a good result for both learning and testing data samples but more (30 rules) are worse for the learning samples, but best for the testing data samples. It seems obvious that it is possible to obtain better results by reducing the number of rules for learning data, yet the reduced number of rules may not always be sufficient for testing data.
Looking at Fig. 4 and Table 5 , we see that the value of parameter p, which corresponds to the number of weights (and hence the number of fuzzy rules), equals 11 for the AIC, 14 for the FPE, and 9 for the Schwarz criterion. Thus, these criteria indicate the number of rules that can be removed with an optimal balance in terms of system accuracy and interpretability.
The obtained fuzzy rules are semantically interpretable.
For example, rule number 5 from Table 7 : "IF genre pref. is high and year is medium and keywords pref. is high THEN user rate is high" can be used as an explanation, as the antecedents of the rule are direct reasons for the recommendation. With this approach, it is also possible to refer the user to the visualization of the particular fuzzy set describing the meaning of the following terms: "high genre pref.", "medium year" and "high keywords pref.". The number of rules is low, and sufficient for good accuracy of the recommender system. Moreover, such a rule base allows explaining the performance of the system with regard to the recommendations (see Tables 7 and 8, with Figs. 10 and 11, which illustrate the fuzzy rules for two users).
Conclusions and final remarks
The most important issue in this paper is the explainable fuzzy recommender. The explainability is realized by using semantically interpretable fuzzy IF-THEN rules. Examples of such rules are presented in Tables 7 and 8, as well as Figs. 10 and 11. The fuzzy sets in these rules are semantically interpretable as very low, low, medium, high, very high. The Wang-Mendel method (WM) was applied in order to generate the rules of this type from the dataset. However, these rules can be modified by a learning procedure to achieve better performance of the system; see the work of Rutkowski et al. (2018b) , where a neuro-fuzzy recommender is presented. It should be emphasized that there is a trade-off between the interpretability and accuracy of the system. The learning procedure changes the fuzzy sets, making them less interpretable. Therefore, in this paper, we do not want to modify the rules in this way. Instead, the weights are assigned to fuzzy IF-THEN rules.
Applying the weights causes modification of decision boundaries in the attribute space, as Ishibuchi and Nakashima (2001) explained in their paper. Thus, the rules are better adjusted to the data, resulting in better performance of the system. It is worth adding that Nauck and Kruse (1998) show that by introducing the weights we obtain the same effect as by modification of fuzzy sets in the rules. As Ishibuchi and Nakashima (2001) illustrated, the rule weights also change the decision boundaries to achieve better performance of a classifier.
It should be emphasized that, when a rule is missing in the Wang-Mendel table, the decision boundaries are also different, as Ishibuchi and Nakashima (2001) showed.
Thus, removing a rule from the rule base changes the performance of the system. Therefore, in Algorithm 1 proposed in this paper, the recommender is evaluated after the removal of the least beneficial fuzzy rule.
With regard to Algorithm 1, several variants of the system are considered: WM, WO-C1, WR-C1, WO-C2, WR-C2 (see Tables 1-4 ). The first one (WM) is a system with the rules generated by the WM method, without the rule weights. Analyzing the results included in these tables, we observe that the systems with the weights perform better than the WM recommender.
Compared the different variants of the system with the weights, we see, as concluded in Section 4.2, that, generally, WO-C2 gives better results. This is a system with optimized weights (and not rounded) in the case when the weights have not been reset. This means that the procedure of reducing the rules always concerns the same system (not changed by resetting the values of the weights).
It also seems obvious that better performance is obtained for the system with optimized weights and not rounded values. However, this is also a compromise between accuracy and interpretability.
The approach proposed in this paper, as mentioned in Section 1, is enhanced by the criteria (AIC, FPE, Szwarz) for evaluating an optimal balance in terms of the recommender's accuracy and interpretability.
In future work, it would be worth applying other 
