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Abstract
We study many properties of level-dependent Hermite subdivision, focusing
on schemes preserving polynomial and exponential data. We specifically consider
interpolatory schemes, which give rise to level-dependent multiresolution analyses
through a prediction-correction approach. A result on the decay of the associated
multiwavelet coefficients, corresponding to an uniformly continuous and differen-
tiable function, is derived. It makes use of the approximation of any such function
with a generalized Taylor formula expressed in terms of polynomials and exponen-
tials.
Keywords: subdivision schemes; Hermite schemes; wavelets; coefficient decay
MSC: 65T60; 65D15; 41A58
1 Introduction
Hermite subdivision schemes are iterative procedures that allow, through a refinement
process, to generate curves from a given set of discrete data points, consisting of func-
tion and derivative values. Such data naturally occurs in applications of motion control
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where position, velocity, acceleration and even higher derivatives of the motion are
computed on a discrete grid, cf. [20], and have then to be interpolated by the Numerical
Control when the motion is actually performed.
The polynomial reproduction property of such schemes has been thoroughly inves-
tigated in the last years, cf. [3, 8, 9, 14, 19]. As in standard (non-Hermite) schemes,
such a property is crucial for assuring not only the convergence of the scheme, but also
the smoothness and the approximation order of its limit function [6, 12, 15].
Recently, some research has focused both on standard [4, 16] and Hermite [1, 2,
5, 25] schemes preserving not only polynomial, but also exponential data, that is, se-
quences of the form
(
eλk : k ∈ Z
)
. This generalization allows the generation of curves
which also exhibit transcendental features. Such schemes necessarily have a level-
dependent nature, which means that the subdivision operator varies at each step of the
subdivision process.
The reproduction property of level-dependent schemes has been explored from the
point of view of wavelet analysis [11, 27], where it translates into a vanishing moment
property for both exponentials and polynomials. Using the strong connection between
wavelets and subdivision schemes, [7] proposes a construction of Hermite multiwavelets
and corresponding multiresolution analysis (MRA) with polynomial and exponential
vanishing moments. This construction is based on the interpolatory Hermite schemes
possessing the polynomial and exponential preservation property introduced in [1].
We remark that the vanishing moment property is very desirable in wavelet analysis,
as it ensures compression capabilities of the wavelet system as long as the processed
data contains many “small” negligible details and is of a certain smoothness otherwise.
How small such details are depends on the decay of the wavelet coefficients and indeed,
the decay rate can serve as a measure of smoothness of the underlying function.
The aim of this paper is threefold. We start by providing some basic results on level-
dependent Hermite schemes in Sections 2 and 3. The main focus is on the properties of
the limit functions of such schemes, which are the building blocks of the corresponding
level-dependent MRA.
If such schemes possess the property of reproducing polynomial and exponential
data, then the wavelet coefficients satisfy a generalized vanishing moment condition
which is important for assuring sparse representations of any function f ∈ Cd(R). This
property is due to a certain decay rate of the wavelet coefficients as the scale increases.
In order to prove such a decay, usually a Taylor expansion is used. We thus introduce
and analyze in the second part of this paper, Section 4, a generalized Taylor formula,
which expands a given function using polynomials and exponentials. We also compare
this generalization to the classical Taylor formula and derive an error bound between
the two.
With this result at hand, we are able to determine the decay of the wavelet co-
efficients connected to the MRA generated by level-dependent interpolatory Hermite
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subdivision procedure. This constitutes the third and final part of this paper, namely
Section 5.
Our analysis is tailored for interpolatory Hermite schemes from which it is very
easy and natural to construct wavelet systems that depend only on point evaluations by
means of prediction-correction methods. Moreover, from the viewpoint of extending
our results also to manifold-valued data, this is a reasonable approach: In [18] it is
shown that in general manifold-valued analogues of even scalar, non-Hermite wavelets
are not possible any more, while perfect reconstruction, stability and wavelet coefficient
decay results can still be achieved for many interpolatory examples, see [17, 18]. We do
expect that our result on the decay of Hermite multiwavelet coefficients (Theorem 11)
can be transferred to the manifold setting by combining it with results from [17] and
[23, 24].
2 Preliminaries and first results
We start by fixing the notation and introducing some basics concepts. Vectors and ma-
trices in Rd+1 and in R(d+1)×(d+1) are denoted by boldface lower and upper case letters,
respectively. If the particular coordinates are of interest, a column vector v is also writ-
ten as v = [vj]
d
j=0. For the canonical basis in R
d+1 we write ej , j = 0, . . . , d. On R
d+1
we use both the infinity-norm | · |∞ and the Euclidean norm | · |2, while for matrices in
R(d+1)×(d+1) we use the operator norms, induced by the respective norms on Rd+1 and
again denote them by | · |∞ and | · |2.
The space of all vector-valued sequences c = (cj : j ∈ Z) is written as ℓ(Z)
d+1,
and ℓ(Z)(d+1)×(d+1) stands for the space of all matrix-valued sequences A = (Aj :
j ∈ Z). By ℓ∞(Z)
d+1 we denote all bounded vector-valued sequences, i.e., sequences
c ∈ ℓ(Z)d+1 with
‖c‖∞ := sup
j∈Z
|cj|∞ <∞.
Similarly, ℓ∞(Z)
(d+1)×(d+1) is the space of matrix-valued sequences where
‖A‖∞ := sup
j∈Z
|Aj|∞ <∞.
The symbol of a finitely supportedmatrix sequence, which we write asA ∈ ℓ0(Z)
(d+1)×(d+1) ,
is the matrix valued Laurent polynomial
A∗(z) =
∑
j∈Z
Aj z
j , z ∈ C \ {0}.
The scalar peak sequence δ ∈ ℓ0(Z) with δj = δj0, j ∈ Z, can also be used to build
matrix valued sequences δC of any given dimension, where (δC)0 = C and all other
values equal to the zero matrix.
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The space of all d-times continuously differentiable functions f : R→ R is denoted
by Cd(R). Similarly, Cu(R) is the space of uniformly continuous and bounded func-
tions, whereas Cdu(R) contains all d-times continuously differentiable functions with
derivatives f (j) ∈ Cu(R), j = 0, . . . , d. On Cu(R) we use the infinity-norm
‖f‖∞ = sup
x∈R
|f(x)|,
while for a vector-valued function g ∈ Cu(R)
d+1 we employ the norm
‖g‖∞ = sup
x∈R
|g(x)|∞.
In the case that g =
[
g(j)
]d
j=0
, g ∈ Cdu(R), we so obtain the Sobolev norm
‖g‖∞ = ‖g‖d,∞ = max
j=0,...,d
‖g(j)‖∞.
For matrix-valued functions G ∈ Cu(R)
(d+1)×(d+1), the norm is given by the matrix
infinity-norm
‖G‖∞ = sup
x∈R
|G(x)|∞.
2.1 Hermite subdivision schemes
For n ∈ N, we define the level-n subdivision operator SA[n] : ℓ(Z)
d+1 → ℓ(Z)d+1 with
finitely supported matrix maskA[n] ∈ ℓ0(Z)
(d+1)×(d+1) as
(SA[n]c)j =
∑
k∈Z
A
[n]
j−2kck, j ∈ Z, c ∈ ℓ(Z)
d+1. (1)
One immediately notices the well-known fact that the subdivision operator is a com-
position of the upsampling operator ↑, defined as (↑ B)2j = Bj and (↑ B)2j+1 = 0,
j ∈ Z, B ∈ ℓ(Z)(d+1)×(d+1) and the convolution ∗. In view of this, we denote by ∗2 the
following operation between two finitely supported masksA,B ∈ ℓ0(Z)
(d+1)×(d+1):
A ∗2 B = SAB = A ∗ (↑ B),
that is
(A ∗2 B)j =
∑
k∈Z
Aj−2kBk, j ∈ Z.
Note that ∗2 is neither commutative nor associative, due to which we define iterated
products as
A[n] ∗2 · · · ∗2 A
[1] = A[n] ∗2
(
A[n−1] ∗2 · · · ∗2 A
[1]
)
,
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withA[j] ∈ ℓ(Z)(d+1)×(d+1), j = 1, . . . , n.
Starting withA∗2B ∗2C = (A ∗2 B)∗4C, one can then easily prove by induction
that
A[n] ∗2 · · · ∗2 A
[1] ∗2 C =
(
A[n] ∗2 · · · ∗2 A
[1]
)
∗2n C,
so that the application of m + 1 subdivision steps (1) to an initial sequence c can be
written, for n,m ∈ N, as
SA[n+m] · · ·SA[n]c = A
[n+m] ∗2 · · · ∗2 A
[n] ∗2 c. (2)
Let (A[n] : n ≥ 0), be a sequence of finitely supported masks. A level-dependent
Hermite subdivision scheme S(A[n] : n ≥ 0) is the procedure of iteratively constructing
vector sequences by the rule
Dn+1c[n+1] = SA[n]D
nc[n], n ∈ N, (3)
starting from an initial sequence c[0] of vector-valued data. The k-th component of
c[n] is interpreted as the k-th derivative of a function evaluated at the grid 2−nZ. In
(3), D denotes the diagonal matrix D = diag (1, 1
2
, . . . , 1
2d
) and the sequence c[n+1] is
related to the evaluation of function values and consecutive derivatives on the dyadic
grid 2−(n+1)Z, where the powers of D in the iteration of (3) correspond to a chain rule
for the derivatives.
If the same mask A is used at all levels of the subdivision process, i.e., A[n] =
A, for n ∈ N, the associated Hermite subdivision scheme is also called “stationary”
sometimes. In the following, unless explicitly specified, we always refer to the level-
dependent case.
A Hermite subdivision scheme as in (3) is called interpolatory if c
[n+1]
2j = c
[n]
j ,
j ∈ Z, for any n ∈ N. In this case, all the masks satisfyA
[n]
2j = Dδj , j ∈ Z.
The scheme is said to be Cd-convergent for some d ≥ 1, if for any input data
c[0] ∈ ℓ∞(Z)
d+1 there exists a functionΦ = [φj ]
d
j=0 : R→ R
d+1, such that the sequence
c[n] of refinements satisfies
lim
n→∞
sup
j∈Z
|c
[n]
j −Φ
(
2−nj
)
|∞ = 0,
and where φ0 ∈ C
d
u(R) as well as
djφ0
dxj
= φj , j = 0, . . . , d, see [9, 22]. Moreover,
convergence requests that the scheme is nontrivial, i.e., that there exists at least one
c[0] ∈ ℓ∞(Z)
d+1 such that the resulting limit function satisfies Φ 6= 0.
2.2 Polynomial and exponential reproduction
We are interested in Hermite subdivision schemes that reproduce polynomials and ex-
ponentials, i.e., elements of the (d+ 1)-dimensional space
Vp,Λ = span{1, x, . . . , x
p, eλ1x, . . . , eλrx}
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where Λ := {λ1, . . . , λr} with λj ∈ C \ {0}, j = 1, . . . , r and d = p + r. Such
schemes have already been studied in [1, 2], however restricted to pairs of exponential
frequencies ±λk in Λ, due to technical reasons. This restriction is not needed here, the
only requirement is that λj 6= λk, j 6= k. In the sequel we will always assume that the
frequencies are all distinct.
Following [1], this reproduction property is formulated in terms of the Vp,Λ-spectral
condition. In order to give a definition, we need the following notation: For f ∈ Cd(R)
we denote by vf : R→ R
d+1 the vector valued function
vf(x) =
[
f (j)(x)
]d
j=0
, x ∈ R,
and by v
[n]
f := vf |2−nZ ∈ ℓ(Z)
d+1 the vector-valued sequences with components
(v
[n]
f )j = vf (2
−nj) =
[
f (k)(2−nj)
]d
k=0
, j ∈ Z.
Definition 1. A Hermite subdivision scheme S(A[n] : n ≥ 0) is said to satisfy the
Vp,Λ-spectral condition if
SA[n]D
nv
[n]
f = D
n+1v
[n+1]
f , f ∈ Vp,Λ, n ∈ N.
Remark 1. The Vp,Λ-spectral condition is a generalization of the polynomial reproduc-
tion property of classical Hermite schemes introduced in [10], see also [22]. In [10],
the reproduction of polynomials is called the spectral condition. Since Vd,∅ = Πd, i.e.,
the space of polynomials of order up to d, the Vd,∅-spectral condition is simply called
polynomial reproduction or spectral condition.
For n,m ∈ N, the Vp,Λ-spectral condition implies
SA[n+m] · · ·SA[n]D
nv
[n]
f = D
m+n+1v
[n+m+1]
f , f ∈ Vp,Λ, (4)
which reduces to
Sm+1
A
Dnv
[n]
f = D
n+m+1v
[n+m+1]
f , f ∈ Πd,
wheneverA[n] = A, n ∈ N.
We end the section by some remarks related to the possibility of factorizing the
subdivision operator once it satisfies the the exponential and polynomial preservation
property. It is shown in [1] that such a factorization can be given in terms of the so-
called cancellation operatorH[n] : ℓ(Z)d+1 → ℓ(Z)d+1, which is a convolution operator
H[n]c = H [n] ∗ c for some H [n] ∈ ℓ0(Z)
(d+1)×(d+1) and c ∈ ℓ(Z)d+1 whose action is
described by
0 = (H[n]v
[n]
f )j =
∑
k∈Z
H
[n]
j−k(v
[n]
f )k, j ∈ Z, f ∈ Vp,Λ.
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Recall from [2] that a cancellation operator H for Vp,Λ is called minimal if any other
convolution operator H′ with H′ Vp,Λ = 0 has a factorizable impulse response in the
convolution algebra, i.e., H ′ = C ∗H for some finitely supported matrix-valued se-
quence C. More specifically, the following theorem holds.
Theorem 1. If, for n ≥ 0, the subdivision operator SA[n] satisfies the Vp,Λ-spectral
condition, then there exist a minimal cancellation operatorH[n] and a finitely supported
maskR[n] ∈ ℓ0(Z)
(d+1)×(d+1) such that the factorization property
H[n+1]SA[n] = SR[n]H
[n] (5)
holds true.
The structure ofH[n] is given in [1] for the case where the exponentials in Vp,Λ are asso-
ciated to pairs of frequencies ±λk. In our more general setting, a similar structure can
be derived, as shown in the following lemma. For its formulation, we use the notation
D(eΛ) = diag (eλ1 , . . . , eλr), Wn(Λ) =


1 . . . 1
...
...
λn−11 . . . λ
n−1
r


and keep in mind that both matrices are nonsingular since the λ1, . . . , λr are nonzero
and disjoint; the latter guarantees that the Vandermonde matrixWn(Λ) is invertible.
Lemma 2. The unique minimal cancellation operator for Vp,Λ on level n is given as
H[n] = H2−nΛ,
where HΛ is the convolution operator with associated symbol
H∗(z) := H∗Λ(z) =
[
z−1I + T0 Q
0 z−1I +R0
]
,
defined by the scalar matrices
T0 =


−1 −1 · · · − 1
(p−1)!
− 1
p!
0 −1
. . .
...
...
...
. . .
−1 −1
0 . . . 0 −1


∈ R(p+1)×(p+1),
Q = −
(
Wp+1(Λ)D(e
Λ) + T0Wp+1(Λ)
)
D(eΛ)−p−1Wr(Λ)
−1 ∈ R(p+1)×r,
R0 = −Wr(Λ)D(e
Λ)Wr(Λ)
−1 ∈ Rr×r.
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Proof. Proceeding like in [1], we denote by T ∗p (z) the symbol of the complete Taylor
operator [22], and can obtainH[n] from the operatorHΛ with symbol
H∗(z) =
[
T ∗p (z) Q
0 R∗(z)
]
=
[
z−1I + T0 Q
0 z−1I +R0
]
for someQ and R0, which must satisfy
H∗
(
e−λj
)
Dn
[
λkj
]d
k=0
= 0, j = 1, . . . , r.
The conditions[
eλjI + T0 Q
0 eλjI +R0
] 
[
λkj
]p
k=0[
λkj
]d
k=p+1

 = 0, j = 1, . . . , r,
can be written as
Wp+1(Λ)D(e
Λ) + T0Wp+1(Λ) +QWr(Λ)D(e
Λ)p+1 = 0
and
Wr(Λ)D(e
Λ) +R0Wr(Λ) = 0,
from which it follows that
Q = −
(
Wp+1(Λ)D(e
Λ) + T0Wp+1(Λ)
)
D(eΛ)−p−1Wr(Λ)
−1,
R0 = −Wr(Λ)D(e
Λ)Wr(Λ)
−1.
The remaining arguments, in particular minimality, are as in [2].
2.3 Basic limit functions and refinability
Applying a Cd-convergent Hermite subdivision scheme S(A[n] : n ≥ 0) to the input
data δej , we obtain, for each j = 0, . . . d, a vector consisting of a limit function φj and
all its derivatives. Together, all such φj , j = 0, . . . , d, give rise to the basic limit function
F =


φ0 φ1 . . . φd
φ′0 φ
′
1 . . . φ
′
d
...
φ
(d)
0 φ
(d)
1 . . . φ
(d)
d

 .
In addition to the scheme S(A[n] : n ≥ 0) it is also useful to consider the subdivision
schemes S(A[n+ℓ] : n ≥ 0), ℓ ≥ 0, with the iteration
(Dn+1c[n+1])j =
∑
k∈Z
A
[n+ℓ]
j−2kD
nc
[n]
k , j ∈ Z. (6)
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Remark 2. The assumption that S(A[n+ℓ] : n ≥ 0), ℓ ≥ 0, is convergent is a standard
one in level-dependent subdivision as it ensures the existence of a refinement equation
which we will give in the following Lemma 3. As shown in [13], this property follows
from the convergence of S(A[n] : n ≥ 0), provided that the scheme is asymptotically
equivalent to some Cd-convergent classical Hermite subdivision scheme based on a
maskA ∈ ℓ0(Z)
(d+1)×(d+1) . This property is defined as
∞∑
n=0
‖SA[n] − SA‖∞ <∞,
cf. [13]. Also recall from [1, 2] the fact that the Vp,Λ-preserving schemes built by (5)
withR[n] := R, n ≥ 0, for someR are asymptotically equivalent to the Hermite scheme
based on a Taylor factorization [22] with factor R. Their limit mask is the one related
to the Hermite subdivision scheme prserving Vp+r,∅ = Πd. Note that this is the “Hermite
analogy” of the exponential B–spline introduced in [26].
If we suppose that S(A[n+ℓ] : n ≥ 0), ℓ ≥ 0, are all convergent and apply all such
schemes to the same initial data c[0] = δId+1, we obtain a sequence of basic limit
functions (F [ℓ] : ℓ ≥ 0), where F [0] = F . Those basic limit functions are connected by
a level-dependent refinement equationwhich we prove in the next lemma for the sake of
completeness. We mention, however, that this refinement equation is already stated in
[7], and well-known and popular in the level-dependent non-Hermite [15, Section 2.3]
as well as in the stationary Hermite [9, Theorem 19] setting. The extension here is an
adaption of technique given there.
Lemma 3. If S(A[n+ℓ] : n ≥ 0), ℓ ≥ 0, are Cd-convergent Hermite subdivision
schemes, then the associated sequence of basic limit functions (F [ℓ] : ℓ ≥ 0) satisfies
F [ℓ] =
∑
k∈Z
D−1F [ℓ+1](2 · −k)A
[ℓ]
k , ℓ ∈ N. (7)
Proof. We iterate the subdivision scheme on matrix valued data. For C [0] = δId+1, the
first iteration of (6) yields for ℓ ∈ N, that DC [1,ℓ] = A[ℓ], hence
(Dn+1C [n+1,ℓ])j =
(
A[ℓ+n] ∗2 · · · ∗2 A
[ℓ+1]
)
∗2n DC
[1,ℓ]
=
(
A[ℓ+n] ∗2 · · · ∗2 A
[ℓ+1]
)
∗2n A
[ℓ]
or, equivalently
Dn+1C [n+1,ℓ] = A[ℓ+n] ∗2 · · · ∗2 A
[ℓ+1] ∗2 A
[ℓ]. (8)
Interpreting (8) as(
A[ℓ+n] ∗2 · · · ∗2 A
[ℓ+1]
)
∗2n A
[ℓ] =
(
DnC [n,ℓ+1]
)
∗2n A
[ℓ],
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it follows that
(DC [n+1,ℓ])j =
∑
k∈Z
C
[n,ℓ+1]
j−2nk A
[ℓ]
k , j ∈ Z.
Let x ∈ R and let (jn : n ∈ N) be a sequence of integers such that jn/2
n → x as
n→∞. Let F [n,ℓ] denote the piecewise linear matrix valued functions such that
C
[n,ℓ]
jn
= F [n,ℓ]
(
jn
2n
)
, n, ℓ ≥ 0.
We have that
DF [n+1,ℓ]
(
jn
2n+1
)
=
∑
k∈Z
F [n,ℓ+1]
(
jn − 2
nk
2n
)
A
[ℓ]
k ,
and the uniform convergence of F [n,ℓ] to F [ℓ] for n→∞ yields (7).
Note that in the case A[n] = A, n ≥ 0, there is only one basic limit function F which
satisfies the refinement equation
F =
∑
k∈Z
D−1F (2 · −k)Ak. (9)
Therefore Lemma 3 is a generalization of [9, Theorem 19], where (9) can already be
found.
For interpolatory subdivision schemes, the values of the basic limit functions F [ℓ] at
the dyadics 2−nZ are exactly the coefficients of the corresponding schemes at level n
and F [ℓ] is cardinal, that is
F [ℓ](k) = δkId+1, k ∈ Z, ℓ ≥ 0. (10)
By iteration of (7), it is easy to see that the sequence of basic limit functions of a
Cd-convergent Hermite subdivision scheme satisfies
F [ℓ] =
∑
k∈Z
D−mF [ℓ+m](2m · −k)(A[ℓ+m−1] ∗2 · · · ∗2 A
[ℓ])k, ℓ ≥ 0, m ≥ 1, (11)
which reduces to
F =
∑
k∈Z
D−mF (2m · −k)Amk , m ∈ N,
if all masks coincide. From (10) and (11) we get explicit representations for the basic
limit functions of an interpolatory Cd-convergent Hermite subdivision scheme at the
integers, namely,
F [ℓ](2−mk) = D−m(A[ℓ+m−1] ∗2 · · · ∗2 A
[ℓ])k, k ∈ Z, ℓ ≥ 0, m ≥ 1, (12)
and
F (2−mk) = D−mAmk , k ∈ Z, m ≥ 1,
respectively.
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3 Wavelets defined by interpolatory Hermite subdivi-
sion
In this section we briefly review the construction of a level-dependent MRA based on
interpolatory Hermite subdivision which was suggested in [7].
To that end, we start with aCd-convergent interpolatoryHermite subdivision scheme
S(A[n] : n ≥ 0). The sequence of basic limit functions (F [n] : n ≥ 0), more precisely
their first rows Φ[n] = [φ
[n]
j ]
d
j=0, n ≥ 0, span a level-dependent MRA (Vn : n ≥ 0) for
the space Cdu(R). This means that the spaces Vn are still nested but the refinement prop-
erty between Vn and Vn+1 depends on n as it is now based on (7). Since the subdivision
scheme is interpolatory, the projection of f ∈ Cdu(R) onto Vn is given by the Hermite
interpolant
Pnf =
∑
k∈Z
(
Φ
[n]
)T
(2n · −k)c
[n]
k , (13)
with
c[n] = Dnv
[n]
f .
The associated wavelet spaceWn is the complement of Vn in Vn+1. Taking into account
that
Pn+1f = Pnf + (Pn+1 −Pn)f = Pnf +Qnf,
the projectionQnf onto the wavelet space is given by
Qnf = Pn+1f − Pnf, (14)
and we setWn = QnVn+1. It is shown in [7] that
Qnf =
∑
k∈Z
(Φ[n+1])T (2n+1 · −k)d
[n]
k , (15)
where the wavelet coefficients are given by the prediction-correction scheme
d[n] = c[n+1] − SA[n]c
[n]. (16)
The interpolatory Hermite wavelet transform associates to any f ∈ Cdu(R) a represen-
tation in terms of the vector-valued decomposition sequences:
c[0], d[0], d[1], d[2], . . . .
Conversely, the coefficient sequence connected to the projection (13) can be recon-
structed as
c[n] = d[n−1] + SA[n−1]c
[n−1]
= d[n−1] + SA[n−1]
(
d[n−2] + SA[n−2]c
[n−2]
)
= d[n−1] + SA[n−1]d
[n−2] + · · ·+ SA[n−1] · · ·SA[0]c
[0].
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Incorporating also the derivatives of f into (13) and (15), we find that
vPnf =
∑
k∈Z
D−nF [n](2n · −k)
(
Dnv
[n]
f
)
k
(17)
and
vQnf =
∑
k∈Z
D−n−1F [n+1](2n+1 · −k)d
[n]
k . (18)
From (14) it also follows that
vQnf = vPn+1f − vPnf . (19)
We recall that in the classical (non-Hermite) situation, the reproduction of polynomials
up to the degree d by the subdivision scheme implies polynomial vanishingmoments for
the wavelets. In our setting, polynomial reproduction is replaced by the Vp,Λ-spectral
condition from Definition 1, which is a condition on the function f ∈ Vd,Λ and all
its derivatives up to order d. This has also consequences for the corresponding MRA,
resulting in a Vp,Λ vanishing moment property, that is, the wavelet coefficients (16)
connected to any f ∈ Vp,Λ are all zero. A first property of the projections, which is
useful for proving the result on the decay of the wavelet coefficients in Section 5, is
stated and proved in the following lemma.
Lemma 4. Let S(A[n] : n ≥ 0) be an interpolatoryCd-convergent Hermite subdivision
scheme satisfying the Vp,Λ-spectral condition. Then we have
vPnf = vf , f ∈ Vp,Λ, n ∈ N. (20)
Proof. Since f and all its derivatives are continuous by assumption, and since the dyadic
points are dense in R, it is sufficient to verify (20) for dyadic points of the form 2−mk,
k ∈ Z, m ∈ N. We fix n ∈ N and distinguish between the cases m = n,m < n and
m > n.
If m = n, then vPnf(2
−nk) = vf (2
−nk) follows directly from (10) and (17), since
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the scheme is interpolatory. In the case that r := n−m is positive, get
DnvPnf(2
−mk) =
∑
ℓ∈Z
F [n](2n2−mk − ℓ)Dnvf (2
−nℓ)
=
∑
ℓ∈Z
F [n](2rk − ℓ)
(
Dnv
[n]
f
)
ℓ
=
∑
ℓ∈Z
F [n]
(
2−r(22rk − 2rℓ)
) (
Dnv
[n]
f
)
ℓ
= D−r
((
A[n+r−1] ∗2 · · · ∗2 A
[n]
)
∗2r D
nv
[n]
f
)
22rk
= D−r
(
SA[n+r−1] · · ·SA[n]D
nv
[n]
f
)
22rk
= D−rDr−1+n+1
(
v
[r−1+n+1]
f
)
22rk
=
(
Dnv
[n+r]
f
)
22rk
= Dnvf (2
−n−r22rk) = Dnvf (2
−mk),
and in the final case r < 0, we set s = −r > 0 and compute likewise
DnvPnf(2
−mk) =
∑
ℓ∈Z
F [n](2−sk − ℓ)
(
Dnv
[n]
f
)
= D−s
(
(A[n+s−1] ∗2 · · · ∗2 A
[n]) ∗2s D
nv
[n]
f
)
k
= D−sDs−1+n+1
(
v
[s−1+n+1]
f
)
k
=
(
Dnv
[m]
f
)
k
= Dnvf (2
−mk),
which completes the proof.
4 Taylor formula with exponentials
As already mentioned, estimates for the decay rate of the wavelet coefficients are usually
based on a local Taylor polynomial approximation and the polynomial reproduction
property of the operator. When dealing not only with polynomial but also exponential
vanishing moments, a more general tool is needed to fully explore the approximation
power of the space Vp,Λ.
In this section we derive such a generalized Taylor formula, by means of elements
in the space Vp,Λ, namely an approximation of the form
f(x+ h) ≈ Tp,Λf(x, h) :=
p∑
j=0
f (j)(x)
j!
hj +
r∑
k=1
µk(f) e
λkh. (21)
We show that for proper functionals µk, such an expression can obtain an error of the
order hd+1 for a function f ∈ Cd(R) where d = p + r. In Lemma 5 we give the
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appropriate choice for µ1, . . . , µk, such that the same approximation rate as that of the
usual Taylor operator
Tdf(x, h) =
d∑
j=0
f (j)(x)
j!
hj
is obtained.
In our construction, we use the nonsingular Vandermonde matrix
Vd :=


1 0 . . . 0 1 . . . 1
0 1 . . . 0 λ1 . . . λr
. . .
...
...
. . .
...
p! λp1 . . . λ
p
r
λp+11 . . . λ
p+1
r
...
. . .
...
λd1 . . . λ
d
r


=:
[
X Y
Z
]
∈ R(d+1)×(d+1),
corresponding to the poised, i.e., uniquely solvable, Hermite interpolation problem at
the (d+ 1)-fold point 0 and at Λ. Note that the square matrix Z ∈ Rr×r satisfies
Z =


1 . . . 1
...
. . .
...
λr−11 . . . λ
r−1
r



 λ
p+1
1
. . .
λp+1r


and, therefore, is the product of a Vandermonde matrix and a nonzero diagonal matrix,
hence invertible. The inverse of Vd is then
V −1d =
[
X−1 −X−1Y Z−1
Z−1
]
. (22)
Lemma 5. If f ∈ Cd(R) then
Tp,Λf(x, h) :=
[
1, . . . , hp, eλ1h, · · · eλrh
]
V −1d vf (x) (23)
satisfies, for any R < 1,
|Tp,Λf(x, h)− Tdf(x, h)| ≤ CΛ,R|vf(x)|2 |h|
d+1, |h| ≤ R, (24)
where the constant CΛ,R depends on Λ and R only.
Proof. Recall from [2] that
 [xj ]pj=0[
eλjx
]r
j=1

 = [V Td |MΛV Td |M 2ΛV Td | . . . ]
[
xj
j!
]
j∈N
(25)
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with
MΛ =


0(p+1)×(p+1)
λd+11
. . .
λd+1r

 .
Hence,
(
V −1d
[
f (j)(x)
]d
j=0
)T  [hj]
p
j=0[
eλjh
]r
j=1


=
([
f (j)(x)
]d
j=0
)T [
I |V −Td MΛV
T
d |V
−T
d M
2
ΛV
T
d | . . .
] [hj
j!
]
j∈N
=
d∑
j=0
f (j)(x)
j!
hj +
([
f (j)(x)
]d
j=0
)T ∞∑
k=1
d∑
j=0
V −Td M
k
ΛV
T
d ej
hk(d+1)+j
(k(d+ 1) + j)!
= Tdf(x, h) + vf (x)
T
∞∑
k=1
d∑
j=0
V −Td M
k
ΛV
T
d ej
hk(d+1)+j
(k(d+ 1) + j)!
.
The spectral radius in the sum satisfies
ρ
(
V −Td MΛV
T
d
)
= ρ (MΛ) = max
j=1,...,r
|λj | =: ρ,
and, sinceV −Td M
k
ΛV
T
d =
(
V −Td MΛV
T
d
)k
, there exists for any ε > 0 a constantC > 0,
depending on Λ and ε such that∣∣V −Td M kΛV Td ∣∣2 ≤ C (ρ+ ε)k, k ≥ 0. (26)
Hence,
|Tp,Λf(x, h)− Tdf(x, h)|
≤ |vf (x)|2
∞∑
k=1
d∑
j=0
∣∣V −Td M kΛV Td ∣∣2 |h|k(d+1)+j(k(d+ 1) + j)!
≤ C |vf(x)|2
∞∑
k=1
(ρ+ ε)k|h|k(d+1)
d∑
j=0
|h|j
(k(d+ 1) + j)!
= C |vf(x)|2 (ρ+ ε) |h|
d+1
∞∑
k=0
(
(ρ+ ε)|h|d+1
)k d∑
j=0
|h|j
((k + 1)(d+ 1) + j)!
.
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Since for |h| ≤ R < 1,
d∑
j=0
|h|j
((k + 1)(d+ 1) + j)!
≤
1
((k + 1)(d+ 1))!
d∑
j=0
|h|j ≤
1
k!
1− Rd+1
1− R
,
we can conclude that
∞∑
k=0
(
(ρ+ ε)|h|d+1
)k d∑
j=0
|h|j
((k + 1)(d+ 1) + j)!
≤
1− Rd+1
1−R
∞∑
k=0
(
(ρ+ ε)|h|d+1
)k
k!
=
1− Rd+1
1− R
e(ρ+ε)|h|
d+1
≤
1
1− R
eρ+ε
which is a constant that depends only on Λ and R. Hence,
|Tp,Λf(x, h)− Tdf(x, h)| ≤ C |vf (x)|2
1
1−R
eρ+ε (ρ+ ǫ) |h|d+1
uniformly in |h| ≤ R < 1 and if we combine all these numbers into a single constant,
we get (24).
Remark 3. We find it worthwhile to note that even when f is only d-times continuously
differentiable, the deviation between Tp,Λf(x, h) and Tdf(x, h), which both use deriva-
tives up to order d, is of order hd+1 for small h and not only of order hd. In other words,
the difference between the operators is smaller than their approximation to f due to
which they can indeed be considered equivalent.
Since
V −1d =


1 ∗ . . . ∗
. . .
...
. . .
...
1/p! ∗ . . . ∗
∗ . . . ∗
...
. . .
...
∗ . . . ∗


,
the initial polynomial part of Td,Λf is indeed the usual Taylor polynomial Tpf which
means that the operator defined in (23) is indeed of the form (21), the µj being defined
by the inverse of the Vandermonde matrix.
Corollary 6. With the setting of Lemma 5, we have that
|Tp,2−nΛf(x, h)− Tdf(x, h)| ≤ 2
−n(d+1)CΛ,R |vf (x)|2 |h|
d+1, |h| ≤ R.
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Proof. We only have to notice thatM2−nΛ = 2
−n(d+1)MΛ, hence, like in the preceding
proof,
|Td,2−nΛf(x, h)− Tdf(x, h)|
≤ |vf (x)|2
∞∑
k=1
2−n(d+1)k
d∑
j=0
∣∣V −Td M kΛV Td ∣∣2 |h|k(d+1)+j(k(d+ 1) + j)!
and the rest follows as above with an even smaller constant.
Like in the classical Taylor formula we also have results for the derivatives of the ap-
proximant from Vp,Λ.
Lemma 7. For f ∈ Cd(R) and x ∈ R one has
(Tp,Λf)
(j)(x, ·) = Tp−j,Λf
(j)(x, ·), j = 0, . . . , p, (27)
and
dj
dhj
(Tp,Λf)(x, h)
=
[
eλjh, . . . , eλrh
]


λp+1−j1 · · · λ
p+1−j
r
...
. . .
...
λ−11 · · · λ
−1
r
1 1
...
. . .
...
λd−j1 · · · λ
d−j
r


−1


[
f (k)(x)
]j−1
k=p+1[
f (k)(x)
]d
k=j

 , (28)
for j = p + 1, . . . , d.
Proof. For j = 0, . . . , p we have
(Tp,Λf)
(j)(x, h)
=
[
0, . . . , 0, j!, . . . ,
p!
(p− j)!
hp−j, λj1e
λ1h, . . . , λjre
λrh
]
V −1d vf (x)
=
[
0, . . . , 0, 1, . . . , hp−j, eλ1h, . . . eλrh
]
diag
(
1, . . . ,
p!
(p− j)!
, λj1, . . . , λ
j
r
)
V −1d vf(x).
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Furthermore,
diag
(
1, . . . ,
p!
(p− j)!
, λj1, . . . , λ
j
r
)
· V −1d
=
(
Vd · diag
(
1, . . . ,
(p− j)!
p!
, λ−j1 , . . . , λ
−j
r
))−1
=


1 λ−j1 . . . λ
−j
r
. . .
...
. . .
...
1 λ−11 . . . λ
−1
r
1 1 . . . 1
. . .
...
. . .
...
(p− j)! λp−j1 . . . λ
p−j
r
...
. . .
...
λd−j1 . . . λ
d−j
r


−1
=
[
I W
Vp−j
]−1
.
By (22) we obtain
(Tp,Λf)
(j)(x, h) =
[
0, . . . , 0, 1, . . . , hp−j, eλ1h, . . . eλrh
] [ I −WV −1p−j
V −1p−j
]
vf (x)
=
[
1, . . . , hp−j, eλ1h, . . . eλrh
]
V −1p−j
[
f (k)(x)
]d
k=j
= Tp−j,Λf
(j)(x, h).
For j = p + 1, . . . , d, the polynomial part vanishes completely. Equation (28) then
follows from similar computations as the ones just carried out.
Using the preceding result, we obtain, in analogy with Lemma 5, similar error
bounds between the derivatives of the Taylor polynomial and (23).
Corollary 8. Let f ∈ Cd(R). For any R < 1 and j = 0, . . . , d we have
|(Tp,Λf)
(j)(x, h)− Td−jf
(j)(x, h)| ≤ CΛ,R
∣∣∣v
f
(kj )(x)
∣∣∣
2
|h|d+1−j, |h| ≤ R,
where kj = min{j, p+ 1}.
Proof. For j = 0, . . . , p the statement follows by combining (24) and (27). The proof
of the case j = p + 1, . . . , d, does not follow directly from (24) and (28), because
of the special form of (28). Still the proof is very similar to that of Lemma 5. Let
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j = p+ 1, . . . , d and define
W =


λp+1−j1 · · · λ
p+1−j
r
...
. . .
...
λ−11 · · · λ
−1
r
1 1
...
. . .
...
λd−j1 · · · λ
d−j
r


∈ Rr×r,
where the upper part of W is of dimension (j − p − 1) × r, and the lower part a
(d− j + 1)× r matrix. Furthermore, we introduce the r × r matrix
NΛ =

 λ
d−j+1
1
. . .
λd−j+1r

 .
Similar to (25) we have
[
eλkx
]r
k=1
=
[
W T |NΛW
T |N 2ΛW
T | . . .
]


0j−p−1[
xk
k!
]
k∈N

 .
Therefore, by (28)
(Tp,Λf)
(j)(x, h) =
([
f (k)(x)
]d
k=p+1
)T
W−T
[
eλkh
]r
k=1
=
([
f (k)(x)
]d
k=p+1
)T [
Ir |W
−TNΛW
T |W−TN 2ΛW
T | . . .
] 
0j−p−1[
xk
k!
]
k∈N

 .
= Td−jf
(j)(x, h) +
([
f (k)(x)
]d
k=p+1
)T ∞∑
ℓ=1
r∑
j=1
W−TN ℓΛW
Tej
hd−j+(ℓ−1)r+j
(d− j + (ℓ− 1)r + j)!
.
Using the same arguments as in (26) we have for |h| ≤ R < 1 that
|(Tp,Λf)
(j)(x, h)− Td−jf
(j)(x, h)|
≤
∣∣vf(p+1)(x)∣∣2
∞∑
ℓ=1
r∑
j=1
∣∣W−TN ℓΛW T ∣∣2 |h|d−j+(ℓ−1)r+j(d− j + (ℓ− 1)r + j)!
≤
∣∣vf(p+1)(x)∣∣2 |h|d−j+1
∞∑
ℓ=0
r−1∑
j=0
(ρ+ ǫ)ℓ+1
|h|ℓr+j
(d− j + ℓr + j + 1)!
≤
∣∣vf(p+1)(x)∣∣2 |h|d−j+1(ρ+ ǫ)eRr(ρ+ǫ)1− Rr1− R .
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This gives
|(Tp,Λf)
(j)(x, h)− Td−jf
(j)(x, h)| ≤ CΛ,R
∣∣vf(p+1)(x)∣∣2 |h|d−j+1
as claimed.
In the case of functions in Cdu(R), Corollary 8 immediately gives a bound independent
of x.
Corollary 9. For f ∈ Cdu(R), j = 0, . . . d and any R < 1
|(Tp,Λf)
(j)(x, h)− Td−jf
(j)(x, h)| ≤ CΛ,R,f |h|
d−j+1, |h| < R.
Proof. Since f ∈ Cdu(R) we have for x ∈ R and j = 0, . . . , d that∣∣vf(j)(x)∣∣2 ≤ ∣∣vf(j)(x)∣∣∞ = maxk=j,...,d |f (k)(x)| ≤ maxk=0,...,d supy∈R |f (k)(y)| = ‖f‖d,∞.
Therefore
∣∣vf(j)(x)∣∣2 is bounded by a finite constant independent of x ∈ R and for
j = 0, . . . , d.
Finally we are able to determine the asymptotic behavior of the remainder term for
any function (and derivatives) approximated with the generalized Taylor formula.
Lemma 10. Let f ∈ Cdu(R). Then for any R < 1 we have∣∣∣[hj (f (j)(x+ h)− (Tp,Λf)(j)(x, h))]dj=0
∣∣∣
∞
≤ CΛ,R,f h
d+1, |h| < R.
Proof. It is well-known that the derivatives in the usual Taylor formula of f are given
by
(Tdf)
(j) (x, h) =
(
Td−jf
(j)
)
(x, h), j = 0, . . . , d,
with the remainder terms satisfying
|hj
(
f (j)(x+ h)− (Tdf)
(j)(x, h)
)
| ≤ CΛ,R,f h
d+1, |h| < R, j = 0, . . . , d. (29)
We then have ∣∣∣[hj (f (j)(x+ h)− (Tp,Λf)(j)(x, h))]dj=0
∣∣∣
∞
= max
j=0,...,d
|hj(f (j)(x+ h)− (Tp,Λf)
(j)(x, h))|
≤ max
j=0,...,d
(
|hj(f (j)(x+ h)− (Tdf)
(j)(x, h))|
+ |hj((Tdf)
(j)(x, h)− (Tp,Λf)
(j)(x, h))|
)
.
Therefore, in virtue of (29) and Corollary 9, it follows that:∣∣∣[hj(f (j)(x+ h)− (Tp,Λf)(j)(x, h))]dj=0
∣∣∣
∞
≤ CΛ,R,f h
d+1, |h| < R.
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5 Decay of wavelet coefficients
In this section we give our main result, namely we prove that the wavelet coefficients
associated to an interpolatoryMRA generated by a level-dependent Hermite subdivision
scheme satisfying the Vp,Λ-spectral condition decrease of a certain well-defined order
as the scale increases and we give estimates of such a decay. To our knowledge this
has never been investigated in the Hermite setting, even in the case of only polynomial
reproduction. Our proof exploits the generalized Taylor formula associated to a function
in Cdu(R) given in the previous section.
We start with some remarks concerning the support of the basic limit functions
associated to a Hermite subdivision scheme. Let us consider a sequence of masks
(A[n] : n ≥ 0) whose support is contained in a finite interval [−N,N ], N ∈ N, i.e.,
supp (A[n]) ⊆ [−N,N ] for all n ∈ N. Moreover, the associated Hermite subdivision
scheme S(A[n] : n ≥ 0) is assumed to be Cd-convergent. Denote by (F [n] : n ≥ 0) its
sequence of basic limit functions. Using similar arguments as in [15, Section 2.3], it is
easy to see that also
supp (F [n]) ⊆ [−N,N ], n ∈ N. (30)
This fact is essential in the proof of the main theorem:
Theorem 11. Let S(A[n] : n ≥ 0) be a Cd-convergent interpolatory Hermite subdivi-
sion scheme satisfying the Vp,Λ-spectral condition. Moreover assume that there exists
N ∈ N such that supp (A[n]) ⊆ [−N,N ] for all n ∈ N, and that supn∈N ‖F
[n]‖∞ <∞.
For f ∈ Cdu(R) the associated wavelet coefficients d
[n] defined in (16) satisfy the fol-
lowing property: For R < 1, there exist m ∈ N and a constant C > 0, depending on
Λ, R, f, N and the Hermite subdivision scheme, such that
‖d[n]‖∞ ≤ C 2
−n(d+1), n ≥ m.
Proof. Due to (10) and (17), we have that
vPnf (2
−nℓ) = vf (2
−nℓ) ℓ ∈ Z, n ∈ N, (31)
holds true whenever f ∈ Cdu(R); note that Lemma 4 cannot be applied here as it is only
valid for functions in Vp,Λ. The representations (18) and (19) allow us to express the
wavelet coefficients in the following way
d
[n]
ℓ = D
n+1 vQnf (2
−n−1ℓ) = Dn+1
(
vPn+1f(2
−n−1ℓ)− vPnf(2
−n−1ℓ)
)
,
and, by (31),
d
[n]
ℓ = D
n+1vf (2
−n−1ℓ)−Dn+1 vPnf (2
−n−1ℓ), ℓ ∈ Z.
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Define g ∈ Vp,Λ by g(x) := Tp,Λf(x− 2
−n−1, 2−n−1), x ∈ R. Then we have∣∣∣d[n]ℓ ∣∣∣
∞
=
∣∣Dn+1 vf (2−n−1ℓ)−Dn+1 vPnf(2−n−1ℓ)∣∣∞
≤
∣∣Dn+1vf (2−n−1ℓ)−Dn+1vg(2−n−1ℓ)∣∣∞
+
∣∣Dn+1vg(2−n−1ℓ)−Dn+1vPnf (2−n−1ℓ)∣∣∞
=: I1 + I2.
We start by estimating I1. With m ≥ 1 − log2R we have 2
−n−1 < R for n ≥ m and
Lemma 10 with h = 2−n−1 and x = 2−n−1(ℓ− 1) gives
I1 =
∣∣Dn+1vf (2−n−1ℓ)−Dn+1vg(2−n−1ℓ)∣∣∞
=
∣∣∣[2−(n+1)j (f (j)(2−n−1ℓ)− (Tp,Λf)(j)(2−n−1(ℓ− 1), 2−n−1))]dj=0
∣∣∣
∞
≤ CΛ,R,f 2
−(n+1)(d+1), ℓ ∈ Z, (32)
for n ≥ m. The bound (32) is even independent of ℓ ∈ Z since f is uniformly continu-
ous.
It remains to estimate I2. Due to Lemma 4, vg(2
−n−1ℓ) = vPng(2
−n−1ℓ) holds for
n ∈ N, ℓ ∈ Z. By (30) there exists N ∈ N such that supp (F [n]) ⊆ [−N,N ], n ∈ N.
Therefore, F [n](2−1ℓ − k) 6= 0 if and only if k ∈ Jℓ := (ℓ/2 + [−N,N ]) ∩ Z. Using
(17), we get
I2 =
∣∣∣∣∣D
∑
k∈Z
F [n](2−1ℓ− k)Dn
(
vg(2
−nk)− vf (2
−nk)
)∣∣∣∣∣
∞
=
∣∣∣∣∣D
∑
k∈Jℓ
F [n](2−1ℓ− k)Dn
(
vg(2
−nk)− vf (2
−nk)
)∣∣∣∣∣
∞
≤ |D|∞
∑
k∈Jℓ
∣∣F [n](2−1ℓ− k)∣∣
∞
∣∣Dn (vg(2−nk)− vf(2−nk))∣∣∞
≤ |D|∞
(∑
k∈Jℓ
∣∣F [n](2−1ℓ− k)∣∣
∞
)(
sup
k∈Jℓ
∣∣Dn (vg(2−nk)− vf (2−nk))∣∣∞
)
≤ |D|∞#Jℓ
∥∥F [n]∥∥
∞
(
sup
k∈Jℓ
∣∣Dn (vg(2−nk)− vf (2−nk))∣∣∞
)
. (33)
The estimate is now completely similarly to I1, using the generalized Taylor expansion:
For R < 1 there existsm ∈ N such that for n ≥ m we have
sup
k∈Jℓ
∣∣Dn (vg(2−nk)− vf (2−nk))∣∣∞ ≤ CΛ,R,f 2−n(d+1).
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Therefore, by continuing from (33), we obtain:
I2 ≤ |D|∞ (2N + 1)‖F
[n]‖∞CΛ,R,f 2
−n(d+1), n ∈ N, (34)
and since the norm ofF [n] is bounded uniformly in nwe combine (32) and (34) to obtain
that for R < 1, there exist m ∈ N and a constant C > 0, depending on Λ, R, f, N and
the Hermite subdivision scheme, such that∣∣∣d[n]ℓ ∣∣∣
∞
≤ I1 + I2 ≤ C 2
−n(d+1), ℓ ∈ Z, n ≥ 0.
Since C is independent of ℓ ∈ Z, this concludes the proof.
Remark 4. The assumption supn ‖F
[n]‖∞ < ∞ of uniform boundedness of the limit
functions is crucial and not easy to verify in general. However, like in Remark 2 it is
valid again for asymptotically equivalent schemes, see once more [13]. In particular
it holds true for Vp,Λ–preserving interpolatory schemes mentioned in Remark 2. Also
note that uniform boundedness of the supports of the A[n] is needed for describing
convergence like in [2].
By a careful inspection of the proof of Theorem 11, we can derive the following im-
proved version of this result which shows that the decay rate of the wavelet coefficients
measures the local regularity of the function as it is typical for compactly supported
wavelets.
Corollary 12. With the assumptions as in Theorem 11, the wavelet coefficients d
[n]
⌈2n+1x⌉,
x ∈ R, depend on vf (y), y ∈ x+ 2
−n
[
−N − 1
2
, N + 1
2
]
.
Proof. Let ℓ := ⌈2n+1x⌉, hence ℓ ∈ [2n+1x, 2n+1x+ 1]. The estimate of I1 in (32)
depends on the values of f and its derivatives at 2−n−1ℓ ∈ [x, x+ 2−n−1] and 2−n−1(ℓ−
1) ∈ [x− 2−n−1, x], hence, in total on the behavior of f on x + 2−n−1[−1, 1]. On the
other hand, the set Jℓ in the estimate of (34) of I2 satisfies Jℓ ⊂ ℓ/2 + [−N,N ], hence
2−nJℓ ⊂ 2
−n−1
⌈
2n+1x
⌉
+ 2−n[−N,N ] ⊆ x+ 2−n
[
−N,N +
1
2
]
.
Thus, the term vf (2
−nk), k ∈ Jℓ, involves only values from that interval while vg (2
−nk),
k ∈ Jℓ, uses x+ 2
−n
[
−N − 1
2
, N
]
.
Corollary 12 is the justification to use multiwavelets for edge detection. If the sam-
pled vector data leads to wavelet coefficients that do not decay like 2−n(d+1), then the
underlying function cannot be Cd at a position specified by the location of the slowly
decaying wavelet coefficients. The higher the level of the wavelet coefficients is, the
better the localization of the singularity, reproducing a well-known wavelet effect, cf.
[21].
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Conclusion
In this paper we presented results on level-dependent Hermite subdivision schemes pre-
serving polynomial and exponential data, focusing on the interpolatory case, which al-
lows to naturally obtain multiwavelet systems via the prediction-correction approach.
Such wavelets possess a generalized vanishing moment property with respect to ele-
ments in the space spanned by exponentials and polynomials. Vanishing moments can
be crucial for data compression purposes, in particular when such systems are applied
to data exhibiting transcendental features. In addition, a result concerning the decay of
the wavelet coefficients corresponding to any f ∈ Cdu(R) is proved, yielding an analo-
gous extension of the classical result in the standard wavelet theory. To the best of our
knowledge, this result has never been presented even in the case of standard (non level-
dependent) Hermite multiwavelets. In order to prove it, a generalized Taylor formula
in the space Vd,Λ is introduced, which may be of independent interest, and error bounds
on the deviation from the classical Taylor polynomial approximation are given. Future
research includes the extension of our results to the case of manifold-valued data.
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