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We construct efficient banks of templates suitable for all-sky narrow-band searches of almost
monochromatic gravitational waves originating from spinning neutron stars in our Galaxy in data
collected by interferometric detectors. We consider waves with one spindown parameter included and
we assume that both the position of the gravitational-wave source in the sky and the wave’s frequency
together with spindown parameter are unknown. In the construction we employ simplified model
of the signal with constant amplitude and phase which is a linear function of unknown parameters.
Our template banks enable usage of the fast Fourier transform algorithm in the computation of the
maximum-likelihood F-statistic for nodes of the grids defining the bank and fulfill an additional
constraint needed to resample the data to barycentric time efficiently. All these template bank
features were employed in the recent all-sky F-statistic-based search for continuous gravitational
waves in Virgo VSR1 data [J. Aasi et al., Classical Quantum Gravity 31, 165014 (2014)]. Here we
improve that template bank by constructing templates suitable for larger range of search parameters
and of smaller thicknesses for certain values of search parameters. One of our template banks has
thickness 12% smaller than the thickness of the template bank used in the all-sky search of Virgo
VSR1 data and only 4% larger than the thickness of 4-dimensional optimal lattice covering A⋆4.
PACS numbers: 95.55.Ym, 04.80.Nn, 95.75.Pq, 97.60.Gb
I. INTRODUCTION
The era of first-generation ground-based interferomet-
ric gravitational-wave detectors (LIGO [1], Virgo [2],
GEO600 [3], and TAMA300 [4]) is over and the detec-
tors are now undergoing major upgrades. One of the
primary sources of gravitational waves for both first-
generation detectors as well as their advanced, second-
generation versions (including advanced LIGO [5] and ad-
vanced Virgo [6] instruments), are rotating neutron stars
located in our Galaxy ([7]; see Ref. [8] for short review of
astronomy and astrophysics with gravitational waves in
the advanced detector era). They are expected sources of
almost monochromatic gravitational waves (which are of-
ten a bit too broadly called just continuous waves) and in
the present paper we consider the specific problem related
with the maximum-likelihood F-statistic-based detection
of this kind of waves in the detector’s noise: construction
of efficient banks of templates.
Depending on what is a priori known about sources
of gravitational waves we are looking for, searches can
be splitted into targeted, directed, and all-sky (or blind)
searches. In targeted searches both the position of the
source in the sky and the wave’s frequency together with
spindown parameters (i.e., the time derivatives of the fre-
quency evaluated at some reference moment of time) are
known. If one assumes that only the position of the
source in the sky is known but one does not know the
frequency and the spindown parameters, one performs
directed searches for gravitational-wave signals. Finally,
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in all-sky or blind searches one assumes that both the
position of the source in the sky and the frequency and
spindown parameters are not known.
Several searches for almost monochromatic gravita-
tional waves originating from spinning neutron stars in
our Galaxy were already performed in the data col-
lected by the first-generation LIGO, Virgo, and GEO600
detectors. The results of targeted searches were pub-
lished in Refs. [9–16]. Among them searches for gravi-
tational waves from Crab and Vela pulsars were reported
in [12, 13] and [14] (see also [17]), respectively, and a more
recent targeted search (using data collected during LIGO
science run S6 and Virgo runs VSR2, VSR4) was pre-
sented in Ref. [15] (together with the most up-to-date re-
sults from all targeted pulsar searches performed on data
collected by the first-generation detectors). The results
of the first directed searches for gravitational waves from
solitary neutron stars were published in Refs. [18, 19]:
from the supernova remnant Cassiopeia A in [18] and
from the Galactic center in [19]. Another kind of directed
search is search for gravitational waves from sources in
known binary systems but with unknown frequency. The
results of search of this kind from the brightest low-
mass X-ray binary Scorpius X-1 were recently reported in
[20]. Results of all-sky searches of data collected during
LIGO science runs S2–S5 were reported in Refs. [21–29].
They include all-sky searches on S4 and S5 LIGO data
performed within an Einstein@Home initiative [27–29]
(running on the BOINC infrastructure [30]). An all-sky
search in Virgo VSR1 data was presented in [31]. Let
us finally also mention the report from the first all-sky
search for continuous waves from unknown sources lo-
cated in binary systems [32]. The results of the searches
for continuous waves with the first-generation LIGO and
2Virgo detectors were shortly reviewed in [33, 34].
In all these searches several different data analy-
sis strategies were employed. We expect that the
gravitational-wave signal coming from a rotating neutron
star is so week that to detect it in the detector’s noise one
has to analyze months-long segments of data. Fully co-
herent analysis of such amount of data is computationally
prohibitive in the case of all-sky searches [35, 36], there-
fore different hierarchical two-stage schemes were devel-
oped, where in the first stage shorter segments of data
are analyzed coherently and then in the second stage the
results are combined in an incoherent way.
In the present paper we consider only coherent detec-
tion of almost monochromatic gravitational-wave signals
which can be employed in the first stage of a hierarchical
two-stage procedure. Moreover we restrict ourselves to
detection based on the maximum-likelihood (ML) prin-
ciple which leads to the detection statistic (by means of
which one can test whether data contains gravitational-
wave signal) known as the F-statistic (originally intro-
duced in [37]). We also assume that the noise in the
detector is Gaussian and stationary (details of the ML
detection in Gaussian noise can be found e.g. in [38, 39]
and in Chapter 6 of [40]). Finally we consider narrow-
band searches (at the beginning of Sec. II we explain
what does it precisely mean). Data analysis tools and
algorithms needed to perform, within the ML approach,
an all-sky narrow-band search for almost monochromatic
gravitational-wave signals were developed in detail in the
series of papers [37, 41–44] (see also Refs. [35, 36]).
The detection F -statistic (together with its modifi-
cations) was employed in several searches for almost
monochromatic gravitational waves performed so far.
Different detection statistics needed to perform targeted
searches were derived in [45] and then in Refs. [46, 47]
(from the ML principle and also using the Bayesian ap-
proach together with the composite hypothesis testing)
and were used (among other approaches) e.g. in searches
reported in [14]. The F -statistic was used in the directed
search reported in Refs. [18] (see also [48]), [20], and
in the first stage of Einstein@Home all-sky searches of
[27, 28]. The results of an all-sky search reported in Ref.
[31] were achieved by means of an implementation of the
F -statistic based pipeline and in the current work we
improve bank of templates used in that search. The F -
statistic was recently generalized in Ref. [49] by adding
an explicit simple line hypothesis to Gaussian noise hy-
pothesis underlying the standard F -statistic.
The ML detection of the gravitational-wave signal with
unknown parameters θ relies on maximization of the like-
lihood ratio Λ[x; θ] (which depends on the data x) with
respect to the parameters θ and comparing this maxi-
mum with a threshold. In the case of directed or all-sky
searches the parameters θ form two groups, θ = (A, ξ).
There are four extrinsic (sometimes called, not very pre-
cisely, amplitude) parameters A: an overall amplitude
and initial phase of the waveform, the polarization an-
gle of the wave and the inclination angle (of the star’s
rotation axis with respect to the line of sight). Intrin-
sic (also called phase) parameters ξ consist of the fre-
quency of the wave, the spindown parameters, and the
two more parameters depending on the position of the
gravitational-wave source in the sky (they are known in
the case of directed searches). Maximization of the Λ
with respect to parameters A is done analytically by
solving equations ∂Λ/∂A = 0; their solution with re-
spect to A defines the ML estimators Aˆ = Aˆ[x; ξ] of the
parametersA. Then the F-statistic is defined as the log-
arithm of the likelihood ratio Λ in which the amplitude
parameters A are replaced by their ML estimators Aˆ:
F [x; ξ] := lnΛ[x; Aˆ[x; ξ], ξ].
Maximization of the F -statistic over the phase param-
eters ξ can be done only numerically. To find the maxi-
mum of the F -statistic one constructs a bank of templates
in the space of the parameters ξ, which is determined by
a discrete set of points, i.e. a grid in the parameter space.
The grid is chosen in such a way, that for any possible
gravitational-wave signal present in data there exists a
grid point such that the relative loss (with respect to
the value achieved for exact matching between the pa-
rameters of the signal and one of the grid points) of the
expectation value of the F -statistic computed for the pa-
rameters of this grid point is not less than a certain fixed
minimal value.
In the case of directed searches in the construction of
the template banks one can use the simplified polyno-
mial phase model of the gravitational-wave signal. This
model was first introduced in Ref. [35] and then more
in detail in [41] (see Sec. V D and Appendix C there);
in the model the signal’s amplitude is constant and the
phase is a polynomial function of time. It was found (in
Sec. V E of [41]) that in the case of directed searches
the polynomial phase model reproduces very well the co-
variance matrix (defined as the inverse of the Fisher ma-
trix) for the ML estimators of the parameters of the ex-
act gravitational-wave signal. The polynomial model was
used in the search reported in Ref. [18] (see also [48]). In
this search the phase of the gravitational-wave signal was
modeled as a third-order-in-time polynomial (i.e. the fre-
quency of the wave and its first and second spindown pa-
rameters were taken into account), and a template bank
based on a body-centered cubic lattice was used. Efficient
banks of templates for a second-order-in-time polynomial
phase model was recently constructed in Ref. [50].
In the present paper we are interested in all-sky
searches, in which another simplified model of the
gravitational-wave signal can be employed in the con-
struction of the template banks. This is so-called linear
phase model, in which the amplitude of the signal is con-
stant and the signal’s phase is a linear function of the
unknown parameters. The model was introduced in Sec.
V B of Ref. [41], and in Sec. V E of [41] it was shown that
the model reproduces well the covariance matrix (defined
again as the inverse of the Fisher matrix) for the ML esti-
mators of the parameters of the exact gravitational-wave
signal. This model is used in the present paper.
3For the linear phase model the expectation value of the
F -statistic depends [see the key Eq. (2.29) below] on the
signal-to-noise ratio ρ and on the value of the autocovari-
ance function C0(ξ, ξ
′)1 of the F -statistic (the subscript
‘0’ indicates that the autocovariance is calculated in the
case when data is a pure noise) computed for the intrin-
sic parameters of the template (ξ) and the gravitational-
wave signal (ξ′), respectively. The signal-to-noise ratio
ρ we can not control, therefore we fix its minimal value.
Then to construct bank of templates one needs to choose
some minimum value Cmin
2 of the autocovariance func-
tion C0 and look for such a grid of points that for any
point ξ′ in the intrinsic parameter space there exists a
grid node ξ such that the autocovariance C0(ξ, ξ
′) com-
puted for the parameters ξ and ξ′ is not less than Cmin.
The autocovariance C0(τ ) (for linear phase model it de-
pends on ξ, ξ′ only through the difference τ := ξ − ξ′)
can be approximated by taking the Taylor expansion (up
to the second-order terms) of C0 around its maximum at
τ = 0. Then isoheights of such approximated autoco-
variance function C0 are hyperellipsoids. The problem of
constructing bank of templates can thus be formulated
as a problem of finding optimal covering of the signal’s
parameter space by means of identical hyperellipsoids de-
fined as isoheights of the autocovariance function C0 of
the F -statistic.
In our paper we are interested in such searches for al-
most monochromatic gravitational-wave signals for which
the number of grid points in the parameter space is very
large and the time needed to compute the F -statistic
for all grid nodes is long. Then it is crucial to use in
the computation the fast numerical algorithms. Because
the computation of the F -statistic involves calculation
of the Fourier transform, one would like to use the fast
Fourier transform (FFT) algorithm. In an all-sky search
described in Ref. [31] the FFT algorithm was used in the
coherent part of the search, what resulted in a fifty-fold
speed up in computation of the F -statistic compared to
the algorithms used in other data-analysis procedures.
The FFT algorithm computes the values of the discrete
Fourier transform (DFT) of a time series for a certain
set of discrete frequencies called the Fourier frequencies.
Thus it will be possible to use the FFT algorithm in com-
putation of the F -statistic, provided the grid points will
be arranged in such a way, that the frequency coordi-
nates of these points will all coincide with the Fourier
frequencies. All grids constructed in our paper fulfill this
requirement.
The construction of efficient banks of templates for
1 In our considerations the autocovariance function C0 plays the
role of a match, which is the notion commonly used in the lit-
erature on template placing based on the concept of a metric in
the space spanned by parameters of the signal (see, e.g., [61, 62]
and Appendix A).
2 Cmin can be identified with the minimal match used in the
“metric” approach to the problem of template placement; see
Appendix A.
matched-filtering searches was considered in Ref. [51].
The usage of random template banks and relaxed lattice
coverings for gravitational-wave searches was recently
discussed in Ref. [52] (see also [53–55]). More recently
an efficient lattice template placement for coherent all-
sky searches based on a new flat parameter-space metric
was proposed in Refs. [56, 57]. As explained above in
the current paper we are interested in searches involving
data streams so long, that the time performance of the
search crucially depends on the ability of using the FFT
algorithm. This enforces the above-mentioned constraint
which is not always, i.e., not for all grids and/or not for all
values of search parameters, fulfilled by grids considered
in Refs. [51–57]. Therefore our work can be considered as
being complementary to the studies performed in Refs.
[51–57]. The grids constructed in our paper enable free
choice of search parameters, i.e., the number N of data
points to be analyzed, the number NFFT of data points
in the time series being Fourier transformed (which is
different from the previous one when zero padding is em-
ployed, see Sec. III A below), and the quantity Cmin in-
troduced above. This flexibility is important because to
speed up computation of the F -statistic for all grid nodes
one should ensure that NFFT = 2
n with n being positive
integer (then the FFT algorithm is the fastest), and one
can also choose the observational interval to be integer
multiple of one sidereal day, then the analytic formula for
the F -statistic considerably simplifies.3 One can however
start from the best known lattice for the given number of
the unknown parameters4 (e.g. the lattice A⋆4 in the case
of four parameters) and then manipulate the numerical
values of the search parameters N , NFFT, and Cmin in
such a way that the frequency coordinates of points of
this best known lattice will all coincide with the Fourier
frequencies.
Grids enabling the use of the FFT algorithm in the
ML detection of gravitational-wave signals from white-
dwarf binaries in the mock LISA data challenge were de-
vised in Ref. [58] (see also [59, 60]), where the geometric
approach (initialized in [61, 62] for searches of gravita-
tional waves from inspiralling compact binaries and then
developed also for searches of continuous gravitational
waves, see [63]) was employed and the grids were con-
structed by some deformation of the optimal lattice cov-
erings A⋆d in d = 3, 4 dimensions. The algorithm needed
to construct templates for all-sky narrow-band searches
for almost monochromatic gravitational waves fulfilling
the FFT-related constraint was devised in Sec. IV of Ref.
[44]. The bank of templates generated by means of this
algorithm was used in the recent all-sky search of Virgo
VSR1 data reported in [31]. In Sec. V below we compare
the grids constructed in the present paper with those de-
3 The simple formula for the F-statistic used in the search of Ref.
[31] and given in Eq. (9) there is valid only if the observational
interval is an integer multiple of one sidereal day.
4 We thank the anonymous referee for pointing out this possibility.
4veloped in [44].
The organization of the paper is as follows. In Sec. II
we introduce the linear phase model of the gravitational-
wave signal. We consider here the phase with one spin-
down parameter included. For this model we compute
the F -statistic and its expectation value in the case when
the data contains the gravitational-wave signal. In Sec.
III we introduce some mathematical notions related with
coverings and we formulate the constraints we want to
force on grids. Section IV is devoted to construction
of two different families of grids. The grids enable us-
age of the FFT algorithm in the computation of the F -
statistic for nodes of the grids and fulfill an additional
constraint needed to resample the data to barycentric
time efficiently. In Sec. V we discuss our results. In Ap-
pendix A we compare the language employed by us in
the present paper (based on the notion of autocovariance
function of the F -statistic) with the language of a metric
in the space of signal’s parameters. Appendix B gives
some details of the optimal 4-dimensional A⋆4 lattice and
Appendix C contains a brief sketch of the algorithm we
use to find covering radius of given lattice.
II. AUTOCOVARIANCE FUNCTION OF THE
F-STATISTIC
We assume that the noise n in the detector is an ad-
ditive, stationary, Gaussian, and zero-mean continuous
stochastic process. Then the logarithm of the likelihood
function is given by
ln Λ[x] = (x|h) − 1
2
(h|h), (2.1)
where x denotes the data from the detector, h is the
deterministic signal we are looking for in the data, and
(· | · ) is the scalar product between waveforms defined by
(h1|h2) := 4Re
∫ ∞
0
h˜1(f) h˜
∗
2(f)
Sn(f)
df. (2.2)
Here ˜ stands for the Fourier transform, * denotes com-
plex conjugation, and Sn is the one-sided spectral density
of the detector’s noise n (Sn is defined thus for frequen-
cies 0 ≤ f < +∞).
We are interested in narrow-band searches for almost
monochromatic signals, i.e. such signals for which the
modulus of the Fourier transform is well concentrated
(for frequencies f ≥ 0) around some fixed frequency. The
search is narrow-band in the sense that the frequency
bandwith of the search is small enough to assume that
the spectral density Sn is a slowly changing function of f
within the bandwith. Then, if both waveforms h1 and h2
in Eq. (2.2) have their Fourier transforms concentrated
around frequencies within the bandwith of the search,
we can replace Sn(f) in the integrand of (2.2) by a con-
stant Sn(fc), where fc is some ‘central’ frequency of the
bandwith. Consequently, after employing the Parseval’s
theorem, we approximate the scalar product (2.2) by
(h1|h2) ∼= 2
Sn(fc)
ti+To/2∫
ti−To/2
h1(t)h2(t) dt =
2To
Sn(fc)
〈h1h2〉.
(2.3)
Here 〈ti−To/2; ti+To/2〉 denotes observational interval,
so To is the length of observation time, and ti − To/2 is
the moment at which the observation begins. The time
averaging operator 〈 · 〉 is defined by
〈h〉 := 1
To
ti+To/2∫
ti−To/2
h(t) dt. (2.4)
Using the formula (2.3) we can write the log likelihood
ratio from Eq. (2.1) as
lnΛ[x] ∼= 2To
Sn(fc)
(
〈xh〉 − 1
2
〈h2〉
)
. (2.5)
In construction of template banks we employ an ap-
proximate model of the continuous gravitational-wave
signal from a rotating neutron star (this model was intro-
duced in Sec. V B of Ref. [41], where it was called “linear
model I”; it should be distinguished from “linear model
II” introduced in Sec. V C of [41] and not used in the
current paper). The approximation relies on (i) assum-
ing that the amplitude of the signal is constant, so we
neglect the slowly varying modulation of the signal’s am-
plitude due to motion of the detector with respect to the
solar system barycenter (SSB); (ii) neglecting these terms
in the phase modulation due to motion of the detector
with respect to the SSB which depend on spin downs;
(iii) discarding perpendicular to the ecliptic component
of the vector connecting the SSB and the detector. This
leads to the signal’s model which is called linear because
it has the property that its phase is a linear function of
the parameters. The approximate signal’s model can be
written as
h(t;h0,Φ0, ξ) = h0 sin
(
Φ(t; ξ) + Φ0
)
, (2.6)
where h0 ia a constant amplitude and Φ0 is a constant
initial phase. The time-dependent part Φ(t; ξ) of the
phase depends on the s+ 3 parameters ξ,
ξ = (ω0, . . . , ωs, α1, α2), (2.7)
and has the following form
Φ(t; ξ) =
s∑
k=0
ωk
( t
To
)k+1
+ α1 µ1(t) + α2 µ2(t). (2.8)
The dimensioneless parameters ωk are defined as
ωk :=
2pi
(k + 1)!
f
(k)
0 T
k
o , k = 0, . . . , s, (2.9)
5where f
(0)
0 ≡ f0 is an instantaneous frequency of the
gravitational wave computed at the SSB at t = 0 and f
(k)
0
(k = 1, . . . , s) is the kth time derivative of the instanta-
neous gravitational-wave frequency at the SSB evaluated
at t = 0. The parameters α1 and α2 are related with
the position of the gravitational-wave source in the sky
through the definitions
α1 := 2pif0(sinα cos δ cos ε+ sin δ sin ε), (2.10a)
α2 := 2pif0 cosα cos δ, (2.10b)
where α is the right ascension and δ is the declination of
the source, ε is the obliquity of the ecliptic. The functions
µ1(t) and µ2(t) are known functions of time,
µ1(t) :=
1
c
(RyES(t) +R
y′
E (t) cos ε), (2.11a)
µ2(t) :=
1
c
(RxES(t) +R
x′
E (t)), (2.11b)
where (RxES, R
y
ES, 0) are the components of the vector
joining the SSB with the center of the Earth in the SSB
coordinate system, and (Rx
′
E , R
y′
E , R
z′
E ) are the compo-
nents of the vector joining the center of the Earth and the
detector’s location in the celestial coordinate system.5
Let us introduce two new parameters,
h1 := h0 cosΦ0, h2 := h0 sinΦ0. (2.12)
Then h0 =
√
h21 + h
2
2 and the signal h can be written as
follows
h(t;h1, h2, ξ) = h1 sinΦ(t; ξ) + h2 cosΦ(t; ξ). (2.13)
The time average 〈h2〉 equals
〈h2〉 = 1
2
(h21 + h
2
2) +
1
2
(h22 − h21)〈cos 2Φ〉+ h1h2〈sin 2Φ〉.
(2.14)
For observations which last at least several hours and
for gravitational-wave frequencies of the order of tens of
Hertz or higher, to a good approximation
〈sin 2Φ〉 ∼= 0, 〈cos 2Φ〉 ∼= 0. (2.15)
Then the time average (2.14) simplifies to
〈h2〉 ∼= 1
2
(h21 + h
2
2). (2.16)
Making use of (2.16) we compute the optimal signal-to-
noise ratio ρ for the signal (2.13):
ρ(h0) =
√
(h|h) ∼=
√
2To
Sn(fc)
〈h2〉 ∼= h0
√
To
Sn(fc)
. (2.17)
5 The definitions of the SSB and celestial coordinate systems are
given in Sec. II of Ref. [37].
Substituting Eqs. (2.13) and (2.16) into (2.5) we get
the following formula for the log likelihood ratio of the
signal (2.13):
lnΛ[x;h1, h2, ξ] ∼= 2To
Sn(fc)
(
h1 〈x(t) sin Φ(t; ξ)〉
+ h2 〈x(t) cosΦ(t; ξ)〉 − 1
4
(h21 + h
2
2)
)
.
(2.18)
Next we maximize lnΛ with respect to the parameters
h1 and h2 by solving equations
∂ ln Λ[x;h1, h2, ξ]
∂hi
= 0, i = 1, 2. (2.19)
The unique solution to these equations,
ĥ1 ∼= 2〈x sinΦ〉, ĥ2 ∼= 2〈x cosΦ〉, (2.20)
gives the maximum-likelihood estimators of the param-
eters h1 and h2. After replacing in Eq. (2.18) the pa-
rameters h1 and h2 by their estimators ĥ1 and ĥ2, we
obtain the reduced log likelihood ratio which is called
the F-statistic:
F [x; ξ] := lnΛ[x; hˆ1, hˆ2, ξ]
∼= 2To
Sn(fc)
(
〈x(t) sinΦ(t; ξ)〉2 + 〈x(t) cosΦ(t; ξ)〉2
)
.
(2.21)
Making use of exp(−iΦ) = cosΦ− i sinΦ (for Φ ∈ R) and
the definition (2.4), it is easy to rewrite the F -statistic
(2.21) in the form
F [x; ξ] ∼= 2
Sn(fc)To
∣∣∣∣∣∣∣
ti+To/2∫
ti−To/2
x(t) exp
(
− iΦ(t; ξ)
)
dt
∣∣∣∣∣∣∣
2
.
(2.22)
We now study the expectation value of the F -statistic
(2.21) in the case when the data x contains some
gravitational-wave signal h, i.e.
x(t) = n(t) + h(t; θ′), (2.23)
where θ′ = (h′1, h
′
2, ξ
′) collects the parameters of the
gravitational-wave signal present in the data. We want
thus to compute
E1{F [x; ξ]} = E
{F[n(t) + h(t; θ′); ξ]}, (2.24)
where the subscript ‘1’ means that the expectation value
is computed in the case when the data contains some
signal. One can show that
E1{F [x; ξ]} ∼= 1 + 1
2
ρ(h′0)
2
(〈
sin
[
Φ(t; ξ)− Φ(t; ξ′)]〉2
+
〈
cos
[
Φ(t; ξ)− Φ(t; ξ′)]〉2), (2.25)
6where ρ(h′0) is the signal-to-noise ratio from Eq. (2.17)
computed for the signal h(t; θ′) (so h′0 =
√
h′21 + h
′2
2 ).
The right-hand side of the above equation can be ex-
pressed in terms of the autocovariance function C0 of the
F -statistic (the subscript ‘0’ means here that the autoco-
variance is computed in the case when the data contains
only noise). In the signal-free case the F -statistic F [n; ξ]
is the random field which depends on the parameters ξ,
and its autocovariance function is defined as
C0(ξ, ξ
′) := E
{
[F [n; ξ]−m0(ξ)][F [n; ξ′]−m0(ξ′)]
}
,
(2.26)
where m0 is the signal-free expectation value of F :
m0(ξ) := E{F [n; ξ]}. (2.27)
In Sec. IV of Ref. [42] it was shown that the autocovari-
ance function C0 of the F -statistic for the narrow-band
gravitational-wave signal of the form (2.13) can be ap-
proximated by
C0(ξ, ξ
′) ∼=
〈
sin
[
Φ(t; ξ)− Φ(t; ξ′)]〉2
+
〈
cos
[
Φ(t; ξ)− Φ(t; ξ′)]〉2, (2.28)
therefore the expectation value (2.25) can be written as
E1{F [x; ξ]} ∼= 1 + 1
2
ρ(h′0)
2 C0(ξ, ξ
′). (2.29)
The phase Φ of the gravitational-wave signal (2.13) de-
pends linearly on the parameters ξ [see Eq. (2.8)], there-
fore the autocovariance (2.28) depends only on the dif-
ferences between ξ and ξ′:
C0(ξ, ξ
′) ∼= 〈sinΦ(t; ξ−ξ′)〉2+〈cosΦ(t; ξ−ξ′)〉2. (2.30)
If one introduces τ := ξ − ξ′, one can thus write
C0(τ ) ∼= 〈cosΦ(t; τ )〉2 + 〈sinΦ(t; τ )〉2. (2.31)
Let us note that C0 attains its maximal value equal to 1
for τ = 0 (i.e. for ξ = ξ′).
We will further approximate the formula (2.31) for the
autocovariance function in the case when |τ | ≪ 1. We
will also restrict ourselves to the phase Φ of the signal
depending on one spindown parameter, so the phase is of
the form [see Eq. (2.8)]
Φ(t; τ ) = ω0
t
To
+ω1
(
t
To
)2
+α1 µ1(t)+α2 µ2(t), (2.32)
where the vector τ enclosing phase parameters has four
components,
τ = (ω0, ω1, α1, α2). (2.33)
The approximation relies on expanding the right-hand
side of Eq. (2.31) in Taylor series around τ = 0 up to
terms quadratic in τ . Such computed autocovariance
function we denote by Ca. Making use of the obvious
equalities
Φ(t; τ = 0) = 0,
∂2Φ
∂τk∂τl
(t; τ ) = 0, k, l = 1, . . . , 4,
(2.34)
we get
C0(τ ) ∼= Ca(τ ) := 1−
4∑
k=1
4∑
l=1
Γ˜kl τk τl, (2.35)
where Γ˜ is the 4-dimensional reduced Fisher matrix with
elements equal to
Γ˜kl :=
〈 ∂Φ
∂τk
∂Φ
∂τl
〉
−
〈 ∂Φ
∂τk
〉〈∂Φ
∂τl
〉
, k, l = 1, . . . , 4.
(2.36)
Let us note that because the phase Φ(t; τ ) is a linear
function of the parameters τ , the elements Γ˜kl of the
Fisher matrix Γ˜ are constant: they do not depend on the
values of the parameters τ .
It is convenient to introduce the dimensionless quantity
χi and to replace the time t by the dimensionless variable
x,
χi :=
ti
To
, x :=
t
To
− χi. (2.37)
The observational interval 〈ti−To/2; ti+To/2〉 of the time
t is transformed, according to (2.37), into the interval
〈−1/2; 1/2〉 of unit length. Averaging with respect to
the variable x is thus defined as
〈〈g(x)〉〉 :=
1/2∫
−1/2
g(x) dx. (2.38)
It is easy to see that for any function of time f(t) we have
〈f(t)〉 = 1
To
ti+To/2∫
ti−To/2
f(t) dt
=
1/2∫
−1/2
f(t(x)) dx = 〈〈f(t(x))〉〉, (2.39)
where [see Eq. (2.37)] t(x) = (x + χi)To. Making use
of the above introduced definitions, the Fisher matrix Γ˜
with elements given in Eq. (2.36) and for the phase Φ
defined in Eq. (2.32) can be written as
7Γ˜(χi) =

1
12
1
6 χi 〈〈xµ1〉〉 〈〈xµ2〉〉
1
6 χi
1
180 +
1
3 χ
2
i Γ˜23 Γ˜24
〈〈xµ1〉〉 Γ˜32 〈〈µ21〉〉 − 〈〈µ1〉〉2 〈〈µ1µ2〉〉 − 〈〈µ1〉〉〈〈µ2〉〉
〈〈xµ2〉〉 Γ˜42 〈〈µ1µ2〉〉 − 〈〈µ1〉〉〈〈µ2〉〉 〈〈µ22〉〉 − 〈〈µ2〉〉2
 , (2.40)
where
Γ˜23 = Γ˜32 = 〈〈x2µ1〉〉+ 2χi〈〈xµ1〉〉 − 1
12
〈〈µ1〉〉, (2.41a)
Γ˜24 = Γ˜42 = 〈〈x2µ2〉〉+ 2χi〈〈xµ2〉〉 − 1
12
〈〈µ2〉〉. (2.41b)
As we have indicated above, the elements of the reduced Fisher matrix Γ˜ depend on the dimensionless parameter χi
(and on the time-dependent functions µ1 and µ2 introduced in Eqs. (2.11)—they are determined by the motion of the
detector with respect to the SSB).
III. BANKS OF THE TEMPLATES
To search for the gravitational-wave signal in detec-
tor’s noise we need to construct a bank of templates in
the space of the parameters ξ on which the F -statistic
[given in Eq. (2.21)] depends. The bank of templates is
defined by a discrete set of points, i.e. a grid in the pa-
rameter space chosen in such a way, that for any possible
signal with parameters θ′ = (h′1, h
′
2, ξ
′) there exists a grid
point ξ such that the expectation value of the F -statistic,
E1{F [x; ξ]} = E
{F[n(t)+h(t; θ′); ξ]}, computed for the
signal with parameters θ′ and for the grid point ξ, is not
less than a certain fixed minimal value, assuming that the
minimal vaule of the signal-to-noise ρ ratio is a priori
fixed. From Eq. (2.29) we see that this expectation value
depends on the signal-to-noise ratio ρ and on the value
C0(ξ, ξ
′) of the noise autocovariance function computed
for the intrinsic parameters ξ and ξ′ of the template and
the gravitational-wave signal, respectively.
To construct the bank of templates one thus needs to
choose some minimum value Cmin of the autocovariance
function C0 and look for such a grid of points that for any
signal with parameters ξ′ there exists a grid node ξ such
that the autocovariance C0 computed for the parameters
ξ and ξ′ is not less than Cmin,
C0(ξ, ξ
′) ≥ Cmin. (3.1)
We employ the linear model of the gravitational-wave
signal for which the autocovariance C0(ξ, ξ
′) depends on
ξ, ξ′ only through the difference ξ − ξ′, therefore (3.1)
can be rewritten as
C0(ξ − ξ′) ≥ Cmin. (3.2)
In the rest of this paper we will approximate the autoco-
variance function C0 by means of the formula (2.35), i.e.
we will use the approximate equality
C0(ξ, ξ
′) ∼= Ca(ξ, ξ′). (3.3)
By virtue of Eq. (2.35) the inequality (3.2) can be written
as
4∑
k,l=1
Γ˜kl (ξk − ξ′k) (ξl − ξ′l) ≤ 1− Cmin, (3.4)
which for the fixed ξ is fulfilled by all points ξ′ which
belong to an hyperellipsoid with the center located at ξ
and with size determined by the value of Cmin.
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Wa want to find the optimal grid fulfilling the re-
quirement (3.4), i.e. the grid which consists of possibly
smallest number of points. Thus the problem of find-
ing the optimal grid is a kind of covering problem, i.e.
the problem to cover the d-dimensional Euclidean space
R
d (or, in data analysis case, the bounded region of the
space) by the smallest number of identical hyperellip-
soids. The thorough exposition of the problem of cov-
ering d-dimensional Euclidean space by identical hyper-
spheres is given in Chap. 2 of Ref. [64].
We restrict ourselves to grids which are lattices, i.e.
to grids with nodes which are linear combinations with
integer coefficients of some basis vectors. If the vectors
(P1, . . . ,Pd) are the basis vectors of a d-dimensional lat-
tice, then a fundamental parallelotope is the subset of the
R
d consisting of the points
λ1P1 + . . .+ λdPd, 0 ≤ λ1, . . . , λd < 1. (3.5)
A fundamental parallelotope is an example of a funda-
mental region for the lattice, which when repeated many
times fills the space with one lattice point in each copy.
6 In Appendix A we compare the language used by us to describe
the construction of template banks with the other commonly
used language related with the introduction of a metric in the
space of signal’s parameters.
8The quality of a covering can be expressed by the cov-
ering thickness ρ which is defined as the average number
of hyperellipsoids that contain a point in the space. For
lattice coverings their thickness can be computed as
ρ =
volume of one hyperellipsoid
volume of fundamental region
. (3.6)
Thickness of lattice covering of d-dimensional space Rd
with identical hyperspheres of radius R reads
ρ =
2pid/2Rd
dΓ(d/2)| detE| , (3.7)
where E is the matrix made of the basis vectors of the
lattice.
Another important notion is the covering radius of a
lattice. Consider any discrete collection of points Q =
{Q1,Q2, . . .} ⊂ Rd. The covering radius R of Q is the
least upper bound for the distance from any point x of
R
d to the closest point Qi of the collection Q,
R := sup
x∈Rd
inf
Qi∈Q
|x−Qi|. (3.8)
Then identical hyperspheres of radius R centered at the
points of Q will cover Rd, and no hyperspheres of radius
smaller than R will cover it. Around each point Qi one
defines its Voronoi cell, V (Qi), which consists of those
point of Rd that are at least as close to Qi as to any
other Qj ,
V (Qi) := {x ∈ Rd : |x−Qi| ≤ |x−Qj| for all j}. (3.9)
The Voronoi cell is sometimes called a Wigner-Seitz cell
(and also the span of a template in the literature on anal-
ysis of gravitational-wave signals [65]). The interiors of
the Voronoi cells are disjoint. Each face of the Voronoi
cell lies in the hyperplane midway between two neighbor-
ing points Qi. Voronoi cells are convex polytopes whose
union is the whole Rd. If the collection Q forms a lattice,
then all the Voronoi cells are congruent.
A. Constraints
As we have already mentioned in Sec. I we are inter-
ested in searches for gravitational-wave signals with very
large number of grid points in the parameter space. Then
the time needed to compute the F -statistic for all grid
nodes is long and we want to speed up this computa-
tion by employing the FFT algorithm. As the FFT al-
gorithm computes the values of the DFT of a time series
for a certain set of discrete frequencies (the Fourier fre-
quencies), it will be possible to use the FFT algorithm if
the frequency coordinates of grid points will all coincide
with the Fourier frequencies. We want to construct grids
which fulfill this requirement.
Le the data collected by a detector form a sequence of
N samples
xu, u = 1, . . . , N, (3.10)
and let the sampling-in-time period be ∆t. Then the
DFT algorithm calculates the Fourier transform of the
data with the frequency resolution ∆f = 1/(N∆t). The
resolution of the dimensionless frequency parameter ω0
[introduced in Eq. (2.9)] is thus
∆ω0 = 2piTo∆f = 2pi, (3.11)
because N∆t = To.
It is possible to modify the DFT algorithm in such a
way, that the frequency resolution (3.11) changes. There
exisit two types of such modifications (see Appendix in
Ref. [50] for more details): (i) zero-padding of the data,
which makes the DFT more dense; (ii) folding of the data,
which diminishes the frequency resolution. If we add
NFFT−N zeros to the N samples, so we make the Fourier
transform of NFFT data points, then the frequency reso-
lution is
∆ω0 = 2pi
N
NFFT
. (3.12)
The case NFFT = 2N corresponds to usual zero-padding
of the data, where for N data points we add N zeros. If
we in turn fold N -point data stream p times (so we finally
have N/2p data points), then the frequency resolution
changes to
∆ω0 = 2
p × 2pi, p = 1, 2, . . . . (3.13)
Let (P1,P2,P3,P4) be the basis vectors of a 4-
dimensional lattice we consider. To use the FFT algo-
rithm we need such grid that all nodes can be arranged
along straight lines parallel to the ω0 axis and the dis-
tance between neighboring nodes along these lines must
be equal to the frequency resolution of the FFT algo-
rithm. We thus require that (say) the first basis vector
of the grid we are looking for is of the form7
P1 = (∆ω0, 0, 0, 0)
T, (3.14)
where ∆ω0 is the frequency resolution of the FFT algo-
rithm we want to use [it is given in Eqs. (3.12) or (3.13)].
There is another important constraint to be met by
grids employed in all-sky searches. It is related to the
reduction of the computational time needed to resample
the data to the so called barycentric time (see e.g. Sec.
III D in [37], Sec. V A in [44], [66], and Sec. 6.2 in [31]).
Numerically accurate resampling is computationally de-
manding, therefore it is necessary to construct such grids,
that the resampling is needed only once per sky position
for all spindown values. To meet this constraint we re-
quire that the 3rd and the 4th component of the (say)
second basis vector vanish:
P2 = (P21, P22, 0, 0)
T. (3.15)
7 In the rest of the paper we treat all 4-vectors as column 4 × 1
matrices. We will also use matrix notation with superscript “T”
denoting matrix transposition and “·” denoting matrix multipli-
cation.
9B. Replacing hyperellipsoid-coverings by
hypersphere-coverings
It is convenient to replace the problem of finding the
optimal covering of space by identical hyperellipsoids by
the problem of finding the optimal covering of space by
identical hyperspheres. Let us denote the original space
of grid parameters by Ω (Ω ⊂ R4, τ ∈ Ω) and let the
space of the transformed grid parameters be Ω′ (Ω′ ⊂ R4,
τ ′ ∈ Ω′). We are looking for the linear transformation
τ ′ = F(χi, Cmin) · τ , (3.16)
which transforms the hyperellipsoid of the constant value
of the autocovariance function into the hypersphere of
unit radius. This hyperellipsoid of the constant value
equal to Cmin is determined by the equation [see Eq.
(3.4)]
τ⊤ · Γ˜(χi) · τ − (1− Cmin) = 0, (3.17)
whereas the equation of the unit hypersphere in the Ω′
space reads
τ ′T · τ ′ − 1 = 0. (3.18)
After substituting (3.16) into (3.17) we get
τT · F(χi, Cmin)T · F(χi, Cmin) · τ − 1 = 0. (3.19)
Equations (3.19) and (3.17) describe the same hyperel-
lipsoid if and only if
F(χi, Cmin)
T · F(χi, Cmin) = 1
R(Cmin)2
Γ˜(χi), (3.20)
where
R(Cmin) :=
√
1− Cmin (3.21)
is the average radius of the hyperellipsoid (3.17).
The Fisher matrix Γ˜ is symmetric and [what can be
shown by means of Eq. (2.40)] it is strictly positive def-
inite, i.e. τ⊤ · Γ˜ · τ > 0 for any τ 6= 0. Therefore the
equation (3.20) can be interpreted as the Cholesky de-
composition of the matrix Γ˜/R2, which states that there
exists the unique upper triangular matrix F (with strictly
positive diagonal elements) fulfilling Eq. (3.20). In the
rest of the paper we will assume that the matrix F is the
result of the Cholesky decomposition (so it is an upper
triangular matrix).
The elements of the upper triangular matrix F depend
on the parameters χi and Cmin and, through the evalu-
ation of time averages needed to compute the elements
of the Fisher matrix Γ˜ [see Eq. (2.40)], on the position
vector of the detector with respect to the SSB during ob-
servational interval. Making use of Eq. (2.40) it is easy
to show that the (1, 1) element of the matrix F depends
only on Cmin and it is equal to
F11(Cmin) =
1
2
√
3(1− Cmin)
. (3.22)
When the basis vectors of the grid in Ω′ space are
found, one transform them into Ω space by means of
the inverse matrix F−1. If C′ is the generating matrix of
the grid in Ω′ space, then the generating matrix C of the
corresponding grid in Ω space can be computed as
C = C′ · (F−1(χi, Cmin))T. (3.23)
Both matrices C and C′ are lower triangular (the matrix
F−1 is upper triangular so its transpose is lower triangular
as well).
IV. CONSTRUCTION OF GRIDS
We will construct in the present section two families of
grids which meet the two constraints (3.14) and (3.15).
As far as we know, the general solution to the covering
problem with constraints is not known. Our grids con-
structed below are generally better than the grids previ-
ously proposed, but this of course does not exclude pos-
sibility that better grids still might exist.
We start from transforming the first basis vector P1 of
the grid we are looking for, which is fixed and given in
Eq. (3.14), from Ω into Ω′ space,
P′1 := F (χi, Cmin) · (∆ω0, 0, 0, 0)T. (4.1)
Because the matrix F is upper triangular, this leads to
P′1 = (∆ω
′
0, 0, 0, 0)
T, (4.2)
where, by means of Eq. (3.22), the length ∆ω′0 of the
basis vector P′1 in Ω
′ space equals
∆ω′0 =
∆ω0
2
√
3(1− Cmin)
. (4.3)
We also require that the second basis vector P2 of the
grid in Ω space fulfills the constraint (3.15). Therefore in
Ω′ space the second basis vector has to have its 3rd and
4th component equal to zero:
P′2 := F (χi, Cmin) · (P21, P22, 0, 0)T = (P ′21, P ′22, 0, 0)T.
(4.4)
All grids constructed in the present section in Ω′ space
fulfill the constraints (4.2)–(4.3) and (4.4). Constructions
of grids depend [through Eq. (4.3)] only on the values of
∆ω0 and Cmin. All grids constructed in Ω
′ space are built
up from hyperspheres of unit radius.
We will give below explicit numerical results for grids
computed for some exemplary values of the parameters
of the search. As the number of data points we take
N = 344656. (4.5)
This number corresponds to the observational interval of
2 sidereal days sampled with the time period of 0.5 s. We
consider the following lengths of the FFT:
NFFT = 2
19, 220, 221. (4.6)
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For these values of the search parameters the frequency
resolution of the FFT according to Eq. (3.12) reads, re-
spectively,
∆ω0 ∼= 4.13044, 2.06522, 1.03261. (4.7)
We will consider the minimum value of the autocovari-
ance Cmin taken from the interval 〈0.70, 0.999〉, and
sometimes as a reference value of Cmin we take Cmin =
0.75. For this reference value of Cmin the length ∆ω
′
0 of
the basis vector P′1 computed by means of Eq. (4.3) for
the frequency resolution given in Eq. (4.6) equals, respec-
tively,
∆ω′0 ∼= 2.38471, 1.19235, 0.596177. (4.8)
A. Optimal A⋆4 lattice
Our constructions are based on some deformations of
the 4-dimensional optimal lattice covering of space R4.
This is so called A⋆4 lattice [64], which is generated by
the following matrix (made of the basis vectors v1, . . . ,v4
with components arranged into rows of the matrix):
V =

vT1
vT2
vT3
vT4
 =

√
5 0 0 0
√
5
2
√
15
2 0 0
√
5
2
√
5
3
2
√
10
3 0
−
√
5
2 −
√
5
3
2 −
√
5
6
2 − 12√2
 . (4.9)
This matrix generates covering of space by hyperspheres
of unit radii. Euclidean lengths of the basis vectors are:
|v1| = |v2| = |v3| =
√
5, |v4| =
√
2. (4.10)
Thickness of the optimal lattice covering A⋆4 is
ρA⋆4 =
pi2
2 | detV| =
2pi2
5
√
5
∼= 1.765529. (4.11)
In the construction of the constrained grids given below
the crucial role is played by the lengths of the lattice
vectors for the optimal lattice A⋆4, i.e. the lengths of the
vectors joining any two nodes of the lattice. The first 119
smallest squares of the lengths, in ascending order, are
listed in Appendix B.
B. Grids S1 for Cmin < C
∗
min
Our first construction will be valid (for the reasons
explained at the end of the present subsection), for the
given value of the frequency resolution ∆ω0, only in the
case when the minimum value Cmin of the autocovariance
is less than C∗min, where C
∗
min is defined in Eq. (4.32)
below.
We begin the construction from replacing the basis vec-
tors va (a = 1, . . . , 4) of the lattice A
⋆
4 by the new basis
consisting of the following vectors:
m1 := v1 + v4,
m2 := v2 + v4,
m3 := v3 + v4,
m4 := v4.
(4.12)
Generating matrix of the lattice A⋆4 with rows made of
these vectors reads
mT1
mT2
mT3
mT4
 =

√
5
2 −
√
5
3
2 −
√
5
6
2 − 12√2
0
√
5
3 −
√
5
6
2 − 12√2
0 0
√
15
2
2 − 12√2
−
√
5
2 −
√
5
3
2 −
√
5
6
2 − 12√2
 . (4.13)
Lengths of all vectors ma are the same,
|m1| = |m2| = |m3| = |m4| =
√
2. (4.14)
Cosine of the angle and the angle itself between any two
of the vectors ma equal
cosβ = −1/4, β ∼= 1.82348. (4.15)
Let us make the tails of the vectorsma to coincide with
the origin of the coordinate system. Equations (4.14) and
(4.15) imply then that the vectors ma coincide with the
side edges of a 4-dimensional simplex whose base is a
3-dimensional regular tetrahedron (with vertexes deter-
mined by the heads of the vectors ma). The vector
h1 :=
1
4
(m1 +m2 +m3 +m4) =
(
0, 0, 0,− 1
2
√
2
)T
.
(4.16)
coincides with the height of this simplex.
Grid points of the A⋆4 lattice are determined by the
vectors
w(i, j, k, l) := im1 + jm2 + km3 + lm4, (4.17)
where i, j, k, l are any integers. We look for integers
i, j, k, l such that the vector w(i, j, k, l) has length not
less than ∆ω′0 and as close to ∆ω
′
0 as possible. There
are many different choices leading to vectors of the same
lengths. In this subsection we choose i = j = k = l = 1
what gives the following vector (parallel to the vector
h1):
m5 =
(
0, 0, 0,−
√
2
)T
. (4.18)
After replacing in the matrix (4.13) the vector m4 by
m5, we get another matrix generating the lattice A
⋆
4,
√
5
2 −
√
5
3
2 −
√
5
6
2 − 12√2
0
√
5
3 −
√
5
6
2 − 12√2
0 0
√
15
2
2 − 12√2
0 0 0 −√2
 . (4.19)
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Now in three steps we will transform the matrix (4.19)
into a lower triangular matrix generating the same A⋆4
lattice. The height of the simplex built up from the basis
vectors related to this new matrix will be parallel to the
ω′0 axis.
1. We exchange the order of the basis vectors: 1↔ 4,
2↔ 3. This leads to the matrix
0 0 0 −√2
0 0
√
15
2
2 − 12√2
0
√
5
3 −
√
5
6
2 − 12√2√
5
2 −
√
5
3
2 −
√
5
6
2 − 12√2
 . (4.20)
2. We transform the basis vectors by means of the
reflection with respect to the hyperplanes ω′0−α′2 =
0 [with normal vector (−1, 0, 0, 1)T] and ω′1−α′1 = 0
[with normal vector (0,−1, 1, 0)T]. This leads to the
exchange of the columns: 1 ↔ 4, 2 ↔ 3, and gives
the matrix
−√2 0 0 0
− 1
2
√
2
√
15
2
2 0 0
− 1
2
√
2
−
√
5
6
2
√
5
3 0
− 1
2
√
2
−
√
5
6
2 −
√
5
3
2
√
5
2
 . (4.21)
3. It is convenient to have generating matrix with all
diagonal elements positive. To achieve this we re-
flect the basis vectors of the matrix (4.21) with re-
spect to the hyperplane ω′0 = 0. We get the gener-
ating matrix N built up from the basis vectors na
(a = 1, 2, 3, 4):
N =

nT1
nT2
nT3
nT4
 =

√
2 0 0 0
1
2
√
2
√
15
2
2 0 0
1
2
√
2
−
√
5
6
2
√
5
3 0
1
2
√
2
−
√
5
6
2 −
√
5
3
2
√
5
2
 . (4.22)
Finally we deform the optimal lattice A⋆4 in the follow-
ing way: we squeeze this lattice in the direction of the ω′0
axis by the factor q ≤ 1, where
q := ∆ω′0/
√
2. (4.23)
The resulting grid is generated by the matrix
C1 = N · Q, (4.24)
where Q is the diagonal matrix with elements
Q :=
 q 0 0 00 1 0 00 0 1 0
0 0 0 1
 . (4.25)
The elements of the generating matrix C1 thus read
C1 =

∆ω′0 0 0 0
1
4∆ω
′
0
√
15
2
2 0 0
1
4∆ω
′
0 −
√
5
6
2
√
5
3 0
1
4∆ω
′
0 −
√
5
6
2 −
√
5
3
2
√
5
2
 . (4.26)
Obviously the first two rows of this matrix form the vec-
tors which meet the two constraints (4.2) and (4.4). Let
us denote by S1 the grid generated by the matrix C1.
The thickness of the grid S1 expressed in terms of ∆ω
′
0
is equal
ρS1 =
pi2
2 | detC1| =
(
2
5
)3/2
pi2
∆ω′0
. (4.27)
By means of Eq. (4.3) ∆ω′0 can be expressed by search
parameters ∆ω0 and Cmin. Then the thickness of the
grid S1 can be written as
ρS1 =
4
5
√
6
5
pi2
√
1− Cmin
∆ω0
. (4.28)
As an example let us take Cmin = 0.75 and ∆ω0 ∼=
2.06522. Then ∆ω′0 ∼= 1.19235, the coefficient q of Eq.
(4.23) equals q ∼= 0.843122, and the matrix C1 has ele-
ments
C1 =
 1.192353885 0 0 00.2980884713 1.369306394 0 00.2980884713 −0.4564354646 1.290994449 0
0.2980884713 −0.4564354646 −0.6454972244 1.118033989
 , (4.29)
whereas the thickness of the grid S1 is
ρS1
∼= 2.094038. (4.30)
Equations (4.23) and (4.3) imply that the construction
described above works only when ∆ω′0 ≤
√
2, i.e. when
the resolution ∆ω0 of the parameter ω0 and Cmin fulfill
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FIG. 1. The shaded region in the plane (Cmin,∆ω0) is made of
the points for which the construction of the grid S1 described
in Sec. IVB is possible. Outside this region the construction
from Sec. IVC can be used.
the inequality (see Fig. 1)
∆ω0 ≤ 2
√
6
√
1− Cmin. (4.31)
Moreover, there is no need to deform the optimal lattice
A⋆4 in the case when ∆ω
′
0 =
√
2, i.e. when the above
inequality becomes the equality. For the fixed value of
the parameter ∆ω0 let us denote by C
∗
min the limiting
value of the parameter Cmin. Then
∆ω0 = 2
√
6
√
1− C∗min or C∗min = 1−
1
24
∆ω20 . (4.32)
When ∆ω0 ∼= 4.13044, 2.06522, 1.03261, this condition
holds for C∗min ∼= 0.289146, 0.822287, 0.955572, respec-
tively. If for the given value of the resolution ∆ω0 one
wants to consider Cmin > C
∗
min, then the contruction of
the grid described in the next subsection can be used.
C. Grids S1 for Cmin > C
∗
min
In this subsection we will describe construction of grids
S1 valid also when Cmin > C
∗
min. We start again from
looking for such basis vector of the optimal lattice A⋆4
which has length as close to ∆ω′0 as possible (but not
less than ∆ω′0). Making use of the basis vectors na of
the lattice A⋆4 [they are rows of the matrix N from Eq.
(4.22)], grid points of the lattice can be written in the
form
q(i, j, k, l) := in1 + j n2 + k n3 + ln4, (4.33)
where i, j, k, l are integers. We require that the chosen
vector is such that one can take it and some three out of
four basis vectors na to form a new basis of the lattice
A⋆4. Let us denote the chosen vector (with the length
closest to ∆ω′0) by q and let its components be
q = (a, b, c, d)T. (4.34)
We will rotate this vector to make it parallel to the ∆ω′0
axis.
Let us first find any angle β satisfying equations
cosβ =
c√
b2 + c2
, sinβ =
b√
b2 + c2
, (4.35)
and let us introduce the matrix R1(β) describing rotation
in the 2-plane (ω′1, α
′
1) by the angle β,
R1(β) :=
 1 0 0 00 cosβ − sinβ 00 sinβ cosβ 0
0 0 0 1
 . (4.36)
Then we define
q1 := R1(β) · q = (a, 0,
√
b2 + c2, d)T. (4.37)
Next we rotate the vector q1 in the 2-plane (α
′
1, α
′
2) by
the angle γ such that
cos γ =
d√
b2 + c2 + d2
, sin γ =
√
b2 + c2√
b2 + c2 + d2
.
(4.38)
To do this we introduce the rotation matrix
R2(γ) =
 1 0 0 00 1 0 00 0 cos γ − sin γ
0 0 sin γ cos γ
 (4.39)
and define the vector
q2 := R2(γ) · q1 = (a, 0, 0,
√
b2 + c2 + d2)T. (4.40)
Finally we rotate the vector q2 in the 2-plane (ω
′
0, α
′
2)
employing the matrix
R3(δ) =
 cos δ 0 0 − sin δ0 1 0 00 0 1 0
sin δ 0 cos δ
 , (4.41)
where the angle δ is such that (here |q| =√
a2 + b2 + c2 + d2)
cos δ =
a
|q| , sin δ = −
√
b2 + c2 + d2
|q| . (4.42)
We define
q3 := R3(δ) · q2 = (|q|, 0, 0, 0)T. (4.43)
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The vector q3 is obviously parallel to the ω
′
0 axis.
We now replace one of the basis vectors na of the lattice
A⋆4 by the vector q. The vector q is a linear combination∑
a iana such that at least for one label b we have ib = 1.
We replace nb by the vector q and form a new basis for
the lattice A⋆4 made of q and the rest of the vectors na.
Then we apply the triple rotation R1(β) · R2(γ) · R3(δ)
to this new basis. Arranging components of the vectors
into rows we get the generating matrix of the lattice A⋆4
of the form
N0 =
 |q| 0 0 0p1 p2 p3 p4r1 r2 r3 r4
s1 s2 s3 s4
 . (4.44)
Making two further rotations in the 2-planes (ω′1, α
′
1) and
(α′1, α
′
2) we can make the p3 and p4 components of the
second basis vector to be zero. After this the generating
matrix of the lattice A⋆4 has the form
N1 =
 |q| 0 0 0p′1 p′2 0 0r′1 r′2 r′3 r′4
s′1 s
′
2 s
′
3 s
′
4
 . (4.45)
Now we squeeze the optimal lattice A⋆4 in the direction
of the ω′0 axis. To do this we employ the diagonal matrix
Q1 =
 q1 0 0 00 1 0 00 0 1 0
0 0 0 1
 , (4.46)
where the squeezing factor
q1 := ∆ω
′
0/|q| (4.47)
is not greater than 1. The generating matrix of the grid
S1 reads
C1 = N1 · Q1. (4.48)
The first basis vector of this grid (which components form
the first row of the matrix C1) coincides with the con-
straint (4.2) and the second one (with components taken
from the second row of the matrix C1) fulfills the con-
straint (4.4).
For the chosen vector q the construction described
above leads to covering only for ∆ω′0 ≤ |q|. In the limit-
ing case when ∆ω′0 = |q| the grid S1 coincides with the
optimal grid A⋆4. The thickness of the grid S1 equals
ρS1 =
pi2
2 | detC1| =
2pi2
5
√
5
|q|
∆ω′0
, (4.49)
or, if one expresses ∆ω′0 by search parameters ∆ω0 and
Cmin,
ρS1 =
4
√
3pi2
5
√
5
|q|√1− Cmin
∆ω0
. (4.50)
D. Grids S2
In this subsection we introduce a new family S2 of
grids, which in general have smaller than S1 thicknesses
for smaller values of the parameter ∆ω′0 [see Eq. (4.3)],
what can easily be seen in Fig. 4. Grids S2 will thus have
in general advantage over grids S1 for smaller values of
the parameter Cmin and/or for finer frequency spacings
∆ω0.
The family of grids S1 was obtained in the two pre-
vious subsections as the result of squeezing the optimal
4-dimensional lattice A⋆4. Our starting point in the con-
structions of grids S1 was the lattice A
⋆
4 made of unit
hypersheres, we have thus employed the lattice A⋆4 with
covering radius equal exactly to 1. As consequence of
squeezing the resulting grids S1 are made of unit hy-
persheres and have covering radius less than 1. We will
introduce a one-parameter family of grids containing the
grids S1 constructed for Cmin < C
∗
min (or, equivalently,
for ∆ω′0 <
√
2) as a special case and fulfilling the con-
straints (4.2) and (4.4). We expect that for some value
of the parameter we will get grid with covering radius
equal exactly to 1, i.e. we will obtain grid with thickness
smaller than the thickness of grid S1. We have found that
the construction described below gives grids better than
S1 not only when ∆ω
′
0 <
√
2 but also for some values of
∆ω′0 greater than and close to
√
2.
We start our construction from replacing the generat-
ing matrix N of the lattice A⋆4 [given in Eq. (4.22)] by the
matrix built up from the following vectors:
o1 := n1 − n2 − n3 − n4,
oa := na, a = 2, 3, 4.
(4.51)
The matrix O with rows made of the components of the
vectors oa generates the lattice A
⋆
4 and has the form
O =

1
2
√
2
−
√
5
6
2 −
√
5
3
2 −
√
5
2
1
2
√
2
√
15
2
2 0 0
1
2
√
2
−
√
5
6
2
√
5
3 0
1
2
√
2
−
√
5
6
2 −
√
5
3
2
√
5
2
 . (4.52)
Let us make the tails of the vectors (4.51) to coincide with
the origin of the coordinate system, then one can view
on them as side edges of some simplex with the height
determined by the vector
h2 :=
1
4
4∑
a=1
oa =
(
1
2
√
2
, 0, 0, 0
)T
. (4.53)
Euclidean lengthes of the vectors oa (a = 1, 2, 3, 4) and
the angles between any two of them are the same as for
vectors ma (a = 1, 2, 3, 4) introduced in (4.12) [see Eqs.
(4.14) and (4.15)]. Let us introduce four vectors aa per-
pendicular to the vector h2,
aa := oa − h2, a = 1, 2, 3, 4. (4.54)
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One easily checks that aa · h2 = 0 (for a = 1, 2, 3, 4). We
also introduce unit vectors
ĥ2 :=
h2
|h2| , âa
:=
aa
|aa| , a = 1, 2, 3, 4. (4.55)
We now deform the lattice A⋆4 in the following way: In
the simplex determined by the vectors oa we replace the
vectors oa by the vectors ba (a = 1, 2, 3, 4) of the form
ba(α, k) := k cosα ĥ2+k sinα âa, a = 1, 2, 3, 4, (4.56)
where k > 0 and 0 < α < π2 (so that 0 < cosα < 1) are
some parameters. One easily checks that
|ba(α, k)| = k, a = 1, 2, 3, 4, (4.57a)
ba(α, k) · ĥ2
|ba(α, k)||ĥ2|
= cosα, a = 1, 2, 3, 4, (4.57b)
so k is the length of the vectors ba and α is the angle
between any of the vectors ba and the vector h2. We are
thus changing the lengths of the side edges of the original
A⋆4-based simplex and we are also modifying the angle be-
tween the side edges (and consequently the height of the
simplex). Let us also define the following vector parallel
to the ω′0 axis:
h(α, k) := k cosα ĥ2. (4.58)
In the next step we replace one of the vectors ba, say
b1, by the vector parallel to the ω
′
0 axis, this new vector
we define as the sum of all four vectors ba. We thus get
the following tetrad of vectors ca:
c1(α, k) :=
∑4
a=1 ba(α, k) = 4h(α, k),
ci(α, k) := ba(α, k), a = 2, 3, 4.
(4.59)
The matrix built up from the vectors ca (arranged into
its rows) is lower diagonal. This matrix for k =
√
2 and
α = arccos(1/4) ∼= 1.31812 reproduces the matrix N from
Eq. (4.22) generating the optimal lattice A⋆4.
We require now that the length of the vector c1 fulfills
the constraint
|c1(α, k)| = ∆ω′0, (4.60)
where ∆ω′0 is given in Eq. (4.3). Because |c1(α, k)| =
4k cosα [see Eq. (4.58)], from (4.60) one can express the
length k as a function of the angle α:
k(α) =
∆ω′0
4 cosα
. (4.61)
After substituting (4.61) into (4.59), the generating ma-
trix of the grid built up from the vectors ca depends only
on the angle α and can symbolically be written as
C2(α) =

c1(α, k(α))
T
c2(α, k(α))
T
c3(α, k(α))
T
c4(α, k(α))
T
 . (4.62)
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FIG. 2. Covering radius R of the grid S2(α) as function of
the angle α for ∆ω′0 ∼= 1.19235.
The matrix C2(α) is lower diagonal. Let us note that the
matrix C2(α) reproduces the matrix C1 (generating the
grid S1 in the case Cmin < C
∗
min) from Eq. (4.26) if one
takes α = arctan(
√
30/∆ω′0). The thickness of the grid
generated by C2(α) equals
ρ =
24
√
3pi2 cot3 α
(∆ω′0)4
. (4.63)
Let us denote by S2(α) the grid generated by the ma-
trix C2(α). We will now find the optimal value of the
angle α, i.e. this value which minimizes the thickness of
the grid S2(α). The grid S1 was obtained as the result
of squeezing the optimal lattice A⋆4 made of unit hyper-
sheres, therefore its covering radius is less than 1. Let
us denote it by RS1 , RS1 < 1. We will find the value
of the angle α for which the covering radius of the grid
generated by the matrix C2(α) will be equal to 1.
The covering radius of the grid for the given value
of the angle α we find by means of the algorithm
sketched in Appendix C. This algorithm finds the vertex
of the Voronoi cell inside the fundamental parallelotope
spanned by the edge vectors (4.56). The covering radius
is the distance of this vertex to the nearest vertex of the
fundamental parallelotope. We have checked that the al-
gorithm described in Appendix C works for angles α in
the range
(
0, π2
)
.
The exemplary dependence of the covering radius of
the grid S2(α) on the angle α is depicted in Fig. 2 (for
∆ω′0 ∼= 1.19235). We see that the covering radius mono-
tonically increases with the value of the angle α. One can
numerically find the value αopt of the angle α for which
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the covering radius is equal to one, R(αopt) = 1. In the
case ∆ω′0 ∼= 1.19235 this value reads
αopt ∼= 1.36530894. (4.64)
The lengths of the simplex side edges computed [by
means of Eq. (4.61)] for this value of the angle α equal
k(αopt) ∼= 1.46090061. The matrix C2(αopt) generating
the best grid S2(αopt) reads
C2(αopt) =
 1.192353885 0 0 00.298088471 1.430165676 0 00.298088471 −0.476721892 1.348373130 0
0.298088471 −0.476721892 −0.674186565 1.167725385
 . (4.65)
The thickness of the grid S2(αopt) reads
ρS2(αopt) =
pi2
2 | detC2(αopt)|
∼= 1.83792. (4.66)
It is better by ∼12% than the thickness of the corre-
sponding grid S1 (computed for ∆ω
′
0
∼= 1.19235),
ρS1 − ρS2(αopt)
ρS1
∼= 12.2%. (4.67)
The thickness of the grid S2 is only ∼4% larger than the
thickness of the optimal lattice A⋆4,
ρS2(αopt) − ρA⋆4
ρA⋆
4
∼= 4.10%. (4.68)
V. DISCUSSION
We have constructed grids S1 and S2 and computed
their thicknesses for different minimal values Cmin of
the autocovariance function of the F -statistic. We have
taken the values of Cmin from the interval 〈0.70, 0.999〉
and we have made computations for the three different
resolutions ∆ω0 of the dimensionless frequency parame-
ter ω0: ∆ω0 ∼= 4.13044, 2.06522, 1.03261 [see Eqs. (4.5)–
(4.8) and the text around them]. The thicknesses of the
constructed grids are listed in Table I and are depicted in
Fig. 3. Some slots in Table I which correspond to grids S2
and high values of Cmin are empty—this is so because the
construction of grids S2 described in Sec. IVD works, for
the fixed value of ∆ω0, only up to some maximal value
of Cmin.
In Fig. 3 we have additionally indicated the thicknesses
of the grids computed by means of the algorithm pre-
sented in Sec. IV of Ref. [44]. Not for all combinations of
∆ω0 and Cmin we were able to construct grid using this
algorithm; for some of them the algorithm gave no re-
sult after a very long time (of the order of several hours)
or just broke down. For the combinations (∆ω0, Cmin)
for which we have constructed such grids, in almost all
cases they have thickness equal to a good accuracy to
the thickness of the corresponding S1 grid constructed
by us. This is by no means an obvious result, because
the algorithm described in Sec. IV of Ref. [44] is different
from the algorithms devised in the present paper. We
have in particular checked that the basis vectors of grids
S1 constructed by us are different from the correspond-
ing basis vectors produced by the algorithm taken from
Ref. [44] (obviously with the exception of the first basis
vector which is fixed by the constraint imposed on the
grids). We can thus conclude that the family of grids S1
devised by us is equivalent (in the sense of possessing the
same thickness) to grids of Ref. [44] for these values of
(∆ω0, Cmin) for which the algorithm of Ref. [44] works,
and simultaneously it provides grids for those combina-
tions of (∆ω0, Cmin) for which the algorithm of [44] is
unable to produce grids.
The reason of introducing, besides grids S1, the family
of grids S2 is that for some values of search parameters
grids S2 have smaller thicknesses than grids S1. From
Fig. 3 we see that the ranges of the parameter Cmin for
which grids S2 have smaller thicknesses than grids S1
are different for different frequency resolutions ∆ω0. For
the largest resolution we consider, ∆ω0 ∼= 4.13044, the
grids S1 have thicknesses smaller than the grids S2 in
the whole range 0.70 ≤ Cmin ≤ 0.999, so for this value
of ∆ω0 there is no advantage in using grids S2. In the
worst considered case, which occurs for Cmin = 0.72, the
thickness of the grid S1 is 2.0730 (and it is ∼17% larger
than the thickness of the optimal A⋆4 lattice). For the
resolutions ∆ω0 ∼= 2.06522 and 1.03261 the grids S2 are
in general better for smaller values of Cmin. In the case
∆ω0 ∼= 2.06522 the worst case (taking into account, for
the fixed value of Cmin, only the better grid out of S1
and S2 grids) is for Cmin = 0.89, then the thickness of
the grid S2 is 2.1226, ∼20% more than the thickness of
the A⋆4 lattice. For the smallest considered resolution
∆ω0 ∼= 1.03261 the thicker S2 grids correspond to smaller
values of Cmin; the thickest one, for Cmin = 0.70, has the
thickness 3.3074, ∼87% larger than the thickness of the
A⋆4 lattice.
Reference [31] reported the results of an F -statistic-
based all-sky search for continuous gravitational waves
in Virgo VSR1 data. In this search the grid computed
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FIG. 3. Covering thicknesses ρ of the grids S1 (denoted by
diamonds), S2 (circles), and the grids generated by means of
the algorithm taken from Ref. [44] (squares) as functions of
Cmin for the three different frequency resolutions ∆ω0 of the
search. The data for the grids S1 and S2 are taken from Table
I. The upper horizontal line corresponds to the thickness of
the 4-dimensional hypercubic lattice (it equals ∼= 4.9348) and
the lower horizontal line denotes the thickness of the optimal
lattice A⋆4 (it equals ∼= 1.7655).
TABLE I. Covering thicknesses of the grids S1 and S2 as
functions of the minimal value Cmin of the autocovariance for
the three different resolutions ∆ω0 of the frequency parameter
ω0: ∆ω0 ∼= 4.13044, 2.06522, 1.03261.
∆ω0 ∼= 4.13044 ∆ω0 ∼= 2.06522 ∆ω0 ∼= 1.03261
Cmin ρS1 ρS2 ρS1 ρS2 ρS1 ρS2
0.70 1.8135 4.5461 2.2939 1.9174 4.5878 3.3074
0.71 1.7830 4.4753 2.2553 1.9026 4.5107 3.2570
0.72 2.0730 4.4042 2.2161 1.8868 4.4322 3.2056
0.73 2.0356 4.3329 2.1762 1.8700 4.3524 3.1532
0.74 1.9976 4.2612 2.1355 1.8537 4.2710 3.1004
0.75 1.9588 4.1898 2.0940 1.8379 4.1881 3.0466
0.76 1.9192 4.1177 2.0517 1.8229 4.1035 2.9918
0.77 1.8788 4.0459 2.0085 1.8089 4.0171 2.9361
0.78 1.8375 3.9740 1.9644 1.7961 3.9288 2.8792
0.79 1.7953 3.9019 1.9192 1.7848 3.8384 2.8212
0.80 1.8730 3.8303 1.8730 1.7755 3.7459 2.7626
0.81 1.8255 3.7587 1.8255 1.7688 3.6511 2.7009
0.82 1.7769 3.6879 1.7769 1.7657 3.5537 2.6349
0.83 1.9306 3.6175 2.1149 1.7665 3.4536 2.5692
0.84 1.8730 3.5486 2.0517 1.7718 3.3505 2.5066
0.85 1.8135 3.4808 1.9866 1.7922 3.2441 2.4331
0.86 1.9192 3.4157 1.9192 1.8230 3.1341 2.3713
0.87 1.8494 3.3535 1.8494 1.8752 3.0201 2.3041
0.88 1.7769 3.2963 1.7769 1.9638 2.9016 2.2450
0.89 1.7707 3.2457 2.1962 2.1226 2.7781 2.1741
0.90 1.8135 3.2054 2.0940 2.4537 2.6488 2.0989
0.91 1.8315 3.1811 1.9866 3.7346 2.5128 2.0295
0.92 1.7769 3.1342 1.8730 4.6874 2.3691 1.9571
0.93 1.8375 3.2244 2.0730 4.4042 2.2161 1.8868
0.94 1.8135 2.8238 1.9192 4.1178 2.0517 1.8229
0.95 1.8135 3.1055 1.8730 3.8302 1.8730 1.7755
0.96 1.8014 3.5611 1.8730 3.5485 2.0517 1.7718
0.97 1.7769 6.7260 1.7769 3.2962 1.7769 1.9638
0.98 1.7769 1.7769 3.1342 1.8730 4.6873
0.99 1.7707 1.8014 3.5613 1.8730 3.5485
0.991 1.7657 1.7769 4.2229 1.7769 3.4414
0.992 1.7670 1.7769 5.5767 1.8351 3.3417
0.993 1.7738 1.7867 9.1866 1.7867 3.2551
0.994 1.7657 1.7769 39.096 1.7769 3.1935
0.995 1.7676 1.7769 1.7769 3.1342
0.996 1.7694 1.7769 1.7965 2.8233
0.997 1.7676 1.7916 1.7769 3.2085
0.998 1.7670 1.7670 1.7769 5.5767
0.999 1.7657 1.7694 1.7769
by means of the algorithm of Ref. [44] was employed. The
search parameters was: N = 344656, NFFT = 2
20, and
Cmin = 0.75, what leads to resolutions ∆ω0 ∼= 2.06522
and ∆ω′0 ∼= 1.19235. For these values of search parame-
ters our grid S1 has the thickness ρS1
∼= 2.0940 [see Eq.
(4.30)], which is identical with the thickness of the grid
based of the algorithm of Ref. [44] [see the middle panel of
Fig. 3 for Cmin = 0.75], whereas the grid S2 has thickness
∼12% smaller, ρS2 ∼= 1.8379 [see Eqs. (4.66)–(4.67)].
All grid constructions devised in Sec. IV of our pa-
per depend on the search parameters ∆ω0 and Cmin
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FIG. 4. Covering thickness ρ of the grids S1 (diamonds) and S2 (circles) as functions of the quantity ∆ω
′
0. We have shown
here all grids S1 and S2 depicted in three panels of Fig. 3 as well as some more grids computed for smaller values of ∆ω
′
0. The
upper horizontal line corresponds to the thickness of the 4-dimensional hypercubic lattice (it equals ∼= 4.9348) and the lower
horizontal line denotes the thickness of the optimal lattice A⋆4 (it equals ∼= 1.7655).
only through the quantity ∆ω′0, see Eq. (4.3). It means
that any two grids (belonging to S1 or to S2 family) de-
picted on different panels of Fig. 3 which are determined
by search parameters (∆ω10 , C
1
min) and (∆ω
2
0 , C
2
min) such
that ∆ω10/
√
1− C1min = ∆ω20/
√
1− C2min, leads to the
same value of ∆ω′0 [see Eq. (4.3)], they thus both corre-
spond to the same grid in Ω′ space. In Fig. 4 we have
shown the dependence of the thicknesses of the grids S1
and S2 on the value of the parameter ∆ω
′
0. One can see
that the thicknesses of the grids S1 depicted in Fig. 4 split
into several branches (better visible for smaller values of
∆ω′0). These branches correspond to different choices of
the lattice vector q introduced in Sec. IV C. According
to Eq. (4.50) the thickness of the grid S1 is proportional
to the length of q, so the sequence of branches visible in
Fig. 4 is in fact the sequence of the lengths of possible
lattice vectors for the optimal lattice A⋆4 [the squares of
these lengths are given in Eq. (B1)]. The first branch
(going from left to right) corresponds to |q| = √2 [see
Eq. (B1)], the second one to |q| = √3, and so on.
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Appendix A: Comparison with the language of
a metric in the space of signal’s parameters
In construction of template banks for searches of grav-
itational waves (not necessarily of continuous type) one
can employ a geometric approach based on a notion of a
metric introduced in the space of signal’s parameters. We
follow here derivation of this metric given in Sec. 2 of Ref.
[51]. In the general case of template-based searches one
constructs a detection statistic F [x; θ], which depends
on data x and on the parameters θ of the signal we are
looking for. Then one considers the expectation value
F¯(θ, θ′) := E1{F [x; θ]} of the detection statistic in the
case when data contains the signal with the parameters
θ′ [i.e., when x(t) = n(t) + h(t; θ′)]. One assumes that
the expectation value F¯(θ, θ′) has a maximum at θ = θ′,
so
∂F¯(θ, θ′)
∂θi
∣∣∣∣
θ=θ′
= 0. (A1)
One can define a mismatch m which characterizes the
fractional loss in the expected value of the detection
statistic F ,
m(θ, θ′) := 1− F¯(θ, θ
′)
F¯(θ′, θ′) . (A2)
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The quantity
M(θ, θ′) := 1−m(θ, θ′) = F¯(θ, θ
′)
F¯(θ′, θ′) (A3)
can thus be called a match.
One expands the right-hand side of the definition (A2)
with respect to small parameter offsets ∆θ := θ − θ′,
m(θ′ +∆θ, θ′) =
∑
i,j
gij(θ
′)∆θi∆θj +O(∆θ3), (A4)
where gij(θ
′) is the positive-definite metric tensor on the
parameter space,
gij(θ
′) := − 1
2F¯(θ′, θ′)
∂2F¯(θ, θ′)
∂θi∂θj
∣∣∣∣
θ=θ′
. (A5)
In constructions of template banks needed for all-sky
searches for continuous signals considered in our paper
it is natural to take the F -statistic [introduced in Eq.
(2.21)] as a detection statistic. Its expectation value
F¯(θ, θ′) is given by Eq. (2.29),
F¯(θ, θ′) ∼= 1 + 1
2
ρ(h′0)
2 C0(ξ, ξ
′), (A6)
where ρ(h′0) is the optimal signal-to-noise ratio [given in
Eq. (2.17)]. The mismatch (A2) is then equal
m(θ, θ′) ∼= 1− 1 +
1
2 ρ(h
′
0)
2 C0(ξ, ξ
′)
1 + 12 ρ(h
′
0)
2
. (A7)
For large signal-to-noise ratios, ρ(h′0) ≫ 1, this can be
approximate further,
m(ξ, ξ′) ∼= 1− C0(ξ, ξ′). (A8)
This is the relation between the mismatch and the auto-
covariance function (we have replaced here the arguments
θ, θ′ of m by ξ, ξ′, as now the mismatch depends only on
intrinsic parameters of the signal). The autocovariance
function C0(ξ, ξ
′) plays thus the role of the match in-
troduced in Eq. (A3), the quantity Cmin we can identify
with the minimal match and 1−Cmin with the maximal
mismatch of a template bank. Be aware that sometimes
instead of Cmin the quantity
√
Cmin is called the mini-
mal match (this is so e.g. in the monograph [40], see Eq.
(7.32) there, and also in [44]).
For the phase of the gravitational-wave signal consid-
ered by us [it has the form given in Eq. (2.8)], the auto-
covariance C0(ξ, ξ
′) is a function of τ := ξ − ξ′ and for
|τ | ≪ 1 it can be approximated by Eq. (2.35), what leads
to equality
m(ξ′ + τ , ξ′) ∼=
∑
k,l
Γ˜kl τk τl. (A9)
By comparing this with Eq. (A4) we see that the reduced
Fisher matrix Γ˜ plays the role of a metric in the space of
intrinsic parameters of the signal.
Let us finally note the the equation (A8) can also be
interpreted in another way. Following Jaranowski and
Kro´lak [see Eqs. (103)–(105) in Ref. [42]] and Prix [see
Eq. (28) in Ref. [63]], one can define suboptimal (or mis-
matched) signal-to-noise ratio which can be achieved by
using the template with parameters θ to detect a signal
with parameters θ′,
ρsub :=
√
E1{2F [x; θ]} − 2. (A10)
By virtue of (A6) we have
ρsub(h
′
0, ξ, ξ
′) ∼= ρ(h′0)
√
C0(ξ, ξ
′), (A11)
the mismatch (A8) can thus be interpreted as a fractional
loss of the (squared) signal-to-noise ratio,
m(ξ, ξ′) ∼= 1− ρsub(h
′
0, ξ, ξ
′)2
ρ(h′0)2
. (A12)
Appendix B: Lengths of the lattice vectors for the
optimal lattice A⋆4
Let the origin of the coordinate system coincides with
some node of the A⋆4 lattice, then one can compute the
lengths of the vectors joining the origin with other nodes
of the lattice. We have checked that the first 119 smallest
squares of the lengths can be written as
10n, 10n+2, 10n+3, 10n+5, 10n+7, 10n+8, (B1)
where n ∈ {0, 1, . . . , 19}, so the lengths form the follow-
ing increasing sequence
2, 3, 5, 7, 8, 10, 12, 13, 15, 17, 18, . . .
. . . , 190, 192, 193, 195, 197, 198. (B2)
Appendix C: Algorithm finding covering radius
The algorithm searches within fundamental parallelo-
tope of given lattice vertexes of its Voronoi cell, i.e. the
points which are the most distant from any vertex of the
fundamental parallelotope. The algorithm makes use of
the function, which for a given set of points lying in-
side the fundamental parallelotope, computes the mini-
mal distance of every point from all vertexes of the par-
allelotope, and picks up this point for which the minimal
distance achieves maximum.
The algorithms works iteratively. Let the fundamental
parallelotope of some d-dimensional lattice be spanned
by the vectors (v1, . . . ,vd) and let ni (i = 1, 2, . . .) be
the position of the point picked up at the ith stage. The
the points considered in the (i+1)th stage are determined
by the formula
ni = ni−1 +
d∑
m=1
amvm,i, am ∈ {−2, 1, 0, 1, 2}, (C1)
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FIG. 5. Algorithm finding covering radius of given lattice. The vertexes of the Voronoi cell are denoted by open circles. a) The
vector n0 coincides with the center of the fundamental parallelotope. b) Around the head of the vector n0 we construct grid
of points determined by Eq. (C1). For each point we compute the minimal distance of it to the vertexes of the fundamental
parallelotope. In c) we pick up the point n1 for which this minimal distance is maximal. Images d)–f) illustrates the next
stages of the algorithm.
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where
vm,i :=
1
6
1
3i−1
vm, i = 1, 2, . . . . (C2)
The vector n0 initializing the algorithm coincides with
the geometrical center of the fundamental parallelotope.
Operation of the algorithm is illustrated in Fig. 5 for
some 2-dimensional lattice.
[1] D. Sigg and the LIGO Scientific Collaboration, Classical
Quantum Gravity 25, 114041 (2008); B. P. Abbott et al.
(LIGO Scientific Collaboration), Rep. Prog. Phys. 72,
076901 (2009).
[2] F. Acernese et al., Classical Quantum Gravity 25, 114045
(2008); T. Accadia et al., J. Phys. Conf. Ser. 203, 012074
(2010); T. Accadia et al., Journal of Instrumentation 7,
P03012 (2012).
[3] H. Grote and the LIGO Scientific Collaboration, Classi-
cal Quantum Gravity 25, 114043 (2008); H. Lu¨ck et al.,
J. Phys. Conf. Ser. 228, 012012 (2010).
[4] K. Arai et al., Classical Quantum Gravity 26, 204020
(2009).
[5] G. M. Harry (for the LIGO Scientific Collaboration),
Classical Quantum Gravity 27, 084006 (2010).
[6] F. Acernese et al. (Virgo Collaboration), Classical Quan-
tum Gravity 32, 024001 (2015).
[7] C. Cutler and K. S. Thorne, in General Relativity and
Gravitation. Proceedings of the 16th International Con-
ference, Durban, South Africa, 15–21 July 2001, edited
by N. T. Bishop and S. D. Maharaj (World Scientific,
Singapore, 2002), pp. 72–111.
[8] A. J. Weinstein (for the LIGO Scientific Collaboration
and the Virgo Collaboration), Classical Quantum Grav-
ity 29, 124012 (2012).
[9] B. Abbott et al. (LIGO Scientific Collaboration), Phys.
Rev. D 69, 082004 (2004).
[10] B. Abbott et al. (LIGO Scientific Collaboration), Phys.
Rev. Lett. 94, 181103 (2005).
[11] B. Abbott et al. (LIGO Scientific Collaboration), Phys.
Rev. D 76, 042001 (2007).
[12] B. Abbott et al. (LIGO Scientific Collaboration), Astro-
phys. J. Lett. 683, L45 (2008).
[13] B. P. Abbott et al. (LIGO Scientific Collaboration and
Virgo Collaboration), Astrophys. J. 713, 671 (2010).
[14] J. Abadie et al. (LIGO Scientific Collaboration and Virgo
Collaboration), Astrophys. J. 737, 93 (2011).
[15] J. Aasi et al. (LIGO Scientific Collaboration and Virgo
Collaboration), Astrophys. J. 785, 119 (2014).
[16] J. Aasi et al. (LIGO Scientific Collaboration and Virgo
Collaboration), Phys. Rev. D 91, 022004 (2015).
[17] C. Gill (for the LIGO Scientific Collaboration and the
Virgo Collaboration), J. Phys. Conf. Ser. 363, 012039
(2012).
[18] J. Abadie et al. (LIGO Scientific Collaboration), Astro-
phys. J. 722, 1504 (2010).
[19] J. Aasi et al. (LIGO Scientific Collaboration and Virgo
Collaboration), Phys. Rev. D 88, 102002 (2013).
[20] J. Aasi et al. (LIGO Scientific Collaboration and Virgo
Collaboration), Phys. Rev. D 91, 062008 (2015).
[21] B. Abbott et al. (LIGO Scientific Collaboration), Phys.
Rev. D 72, 102004 (2005).
[22] B. Abbott et al. (LIGO Scientific Collaboration), Phys.
Rev. D 76, 082001 (2007).
[23] B. Abbott et al. (LIGO Scientific Collaboration), Phys.
Rev. D 77, 022001 (2008).
[24] B. P. Abbott et al. (LIGO Scientific Collaboration),
Phys. Rev. Lett. 102, 111102 (2009).
[25] J. Abadie et al. (LIGO Scientific Collaboration and Virgo
Collaboration), Phys. Rev. D 85, 022001 (2012).
[26] J. Aasi et al. (LIGO Scientific Collaboration and Virgo
Collaboration), Classical Quantum Gravity 31, 085014
(2014).
[27] B. Abbott et al. (LIGO Scientific Collaboration), Phys.
Rev. D 79, 022001 (2009).
[28] B. P. Abbott et al. (LIGO Scientific Collaboration),
Phys. Rev. D 80, 042003 (2009).
[29] J. Aasi et al. (LIGO Scientific Collaboration and Virgo
Collaboration), Phys. Rev. D 87, 042001 (2013).
[30] The Einstein@Home project employs the BOINC (Berke-
ley Open Infrastructure for Network Computing) archi-
tecture [http://boinc.berkeley.edu/].
[31] J. Aasi et al. (LIGO Scientific Collaboration and Virgo
Collaboration), Classical Quantum Gravity 31, 165014
(2014).
[32] J. Aasi et al. (LIGO Scientific Collaboration and Virgo
Collaboration), Phys. Rev. D 90, 062010 (2014).
[33] P. Astone (for the LIGO Scientific Collaboration and for
the Virgo Collaboration), Classical Quantum Gravity 29,
124011 (2012).
[34] A. Kro´lak (for the LIGO Scientific Collaboration and for
the Virgo Collaboration), J. Phys. Conf. Ser. 375, 062003
(2012).
[35] P. R. Brady, T. Creighton, C. Cutler, and B. F. Schutz,
Phys. Rev. D 57, 2101 (1998).
[36] P. R. Brady and T. Creighton, Phys. Rev. D 61, 082001
(2000).
[37] P. Jaranowski, A. Kro´lak, and B. F. Schutz, Phys. Rev.
D 58, 063001 (1998).
[38] R. N. McDonough and A. D. Whalen, Detection of Sig-
nals in Noise (Academic Press, San Diego, 1995), 2nd
edition.
[39] P. Jaranowski and A. Kro´lak, Living Rev. Relativity 15,
4 (2012).
[40] P. Jaranowski and A. Kro´lak, Analysis of Gravitational-
Wave Data (Cambridge University Press, Cambridge,
2009).
[41] P. Jaranowski and A. Kro´lak, Phys. Rev. D 59, 063003
(1999).
[42] P. Jaranowski and A. Kro´lak, Phys. Rev. D 61, 062001
(2000).
[43] P. Astone, K. M. Borkowski, P. Jaranowski, and A.
Kro´lak, Phys. Rev. D 65, 042003 (2002).
[44] P. Astone, K. M. Borkowski, P. Jaranowski, M. Pietka,
and A. Kro´lak, Phys. Rev. D 82, 022005 (2010).
[45] R. J. Dupuis and G. Woan, Phys. Rev. D 72, 102002
(2005).
[46] R. Prix and B. Krishnan, Classical Quantum Gravity 26,
204013 (2009).
[47] P. Jaranowski and A. Kro´lak, Classical Quantum Gravity
21
27, 194015 (2010).
[48] K. Wette et al., Classical Quantum Gravity 25, 235011
(2008).
[49] D. Keitel, R. Prix, M. A. Papa, P. Leaci, and M. Siddiqi,
Phys. Rev. D 89, 064023 (2014).
[50] A. Pisarski, P. Jaranowski, and M. Pietka, Phys. Rev. D
83, 043001 (2011).
[51] R. Prix, Classical Quantum Gravity 24, S481 (2007).
[52] C. Messenger, R. Prix, and M. A. Papa, Phys. Rev. D
79, 104017 (2009).
[53] I. W. Harry, B. Allen, and B. S. Sathyaprakash, Phys.
Rev. D 80, 104014 (2009).
[54] G. M. Manca and M. Vallisneri, Phys. Rev. D 81, 024004
(2010).
[55] Ch. Ro¨ver, J. Phys. Conf. Ser. 228, 012008 (2010).
[56] K. Wette and R. Prix, Phys. Rev. D 88, 123005 (2013).
[57] K. Wette, Phys. Rev. D 90, 122010 (2014).
[58] A. B laut, S. Babak, and A. Kro´lak, Phys. Rev. D 81,
063008 (2010).
[59] A. B laut, A. Kro´lak, and M. Pietka, J. Phys. Conf. Ser.
154, 012045 (2009).
[60] A. B laut, A. Kro´lak, and S. Babak, Classical Quantum
Gravity 26, 204023 (2009).
[61] R. Balasubramanian, B. S. Sathyaprakash, and S. V.
Dhurandhar, Phys. Rev. D 53, 3033 (1996); Erratum:
Phys. Rev. D 54, 1860.2 (1996).
[62] B. J. Owen, Phys. Rev. D 53, 6749 (1996).
[63] R. Prix, Phys. Rev. D 75, 023004 (2007).
[64] J. H. Conway and N. J. A. Sloane, Sphere Packings, Lat-
tices and Groups (Springer-Verlag, New York, 1999), 3rd
edition.
[65] B. J. Owen and B. S. Sathyaprakash, Phys. Rev. D 60,
022002 (1999).
[66] P. Patel, X. Siemens, R. Dupuis, and J. Betzwieser, Phys.
Rev. D 81, 084032 (2010).
