Abstract-We investigate the behavior of the mean-square error (MSE) of low-rank matrix reconstruction and its special case, matrix completion. We first derive the constrained Cramér-Rao bound (CRB) on the MSE matrix of any locally unbiased estimator, and then analyze the behavior of the constrained CRB when a subset of entries of the underlying matrix is randomly observed. We design an alternating minimization procedure to compute the maximum likelihood estimator (MLE) for the low-rank matrix, and demonstrate through numerical simulations that the performance of the MLE approaches the constrained CRB when the signal-to-noise ratio is high. Applying a Chapman-Robbins type Barankin bound allows us to derive lower bounds on the worst-case scalar MSE. We demonstrate that the worst-case scalar MSE is infinite even if the model is identifiable. However, the infinite scalar MSE is achieved only on a set of low-rank matrices with measure zero. We discuss the implications of these bounds and compare them with the empirical performance of the matrix LASSO estimator and the existing bounds in the literature.
I. INTRODUCTION

R
ECONSTRUCTION of a low-rank matrix from noisy linear measurements, especially from a subset of its entries corrupted by noise, appears in many signal processing branches, such as factor analysis, linear system realization [1] , [2] , matrix completion [3] , [4] , quantum state tomography [5] , face recognition [6] , [7] , and Euclidean embedding [8] , to name a few (see [9] - [11] for discussions and references therein). Suppose is a low-rank matrix with rank , then the goal of low-rank matrix reconstruction is to determine from the linear measurements: (1) where is the measurement vector, is the sensing operator, and is the noise vector. In particular, when the operator observes a subset of entries of the matrix , the resulting problem is called matrix completion.
Since the size of the measurement vector is usually less than the size of the matrix , the measurement model (1) is underdetermined.
In this paper, we investigate the behavior of the MSE in estimating under the unbiasedness condition. For a fixed matrix , we derive a constrained Cramér-Rao bound (CRB) on the MSE matrix that applies to any locally unbiased estimator. The bound depends on the sensing operator , the row and column spaces of the underlying matrix , and the noise level of . We approximate the typical behavior of the constrained CRB using a concentration of measure argument. We design an alternating algorithm to compute the maximum likelihood estimator (MLE) of the low-rank matrix. Numerical simulations show that when the signal-to-noise ratio (SNR) is relatively high, the scalar MSE of the MLE, which is equal to the trace of the MSE matrix, approaches the trace of the constrained CRB. The constrained CRB is helpful for system design as it provides insight into which properties of the sensing operator are important for low-rank matrix recovery. Under a globally unbiased condition, we show that the worst-case scalar MSE is infinite for any estimator. Actually this infinite MSE is achieved by any matrix that is not strictly of rank .
We review approaches to solve from its measurements. In a noiseless setting, solutions to the model (1) are not unique. A natural strategy to obtain the true is to find the solution with lowest rank that is consistent with the measurement, i.e., (2) where denotes the rank of a matrix. Unfortunately, the optimization problem (2) is NP-hard. A variety of computationally affordable methods, which work well for the noisy case, have been proposed to estimate by exploiting its low-rankness. We are particular interested in the behavior of the matrix LASSO estimator, which solves the following regularized nuclear norm minimization problem: (3) where is the nuclear norm of the matrix. We use the fixed point continuation with approximate SVD (FPCA) algorithm [12] to efficiently solve (3) . For the matrix completion problem, we also design an alternating minimization procedure to compute the MLE, assuming the knowledge of rank for . More specifically, we write for , and alternatingly minimize (4) with respect to and while fixing the other. We compare the performance of the FPCA, the MLE, and the derived constrained Cramér-Rao bound. Numerical simulations show that when the 1053-587X/$26.00 © 2011 IEEE SNR is high, the biased matrix LASSO estimator is suboptimal, and the constrained CRB is achieved by the MLE.
Universal lower bounds on the MSE matrix (or error covariance matrix) of any unbiased estimator, most notably the CRB, have long been used as a benchmark for system performance in the signal processing field [13] . However, the application of the CRB requires a regular parameter space (an open set in , for example) which is not satisfied by the low-rank matrix reconstruction problem. The parameter space for low-rank matrices can not even be represented by for continually differentiable and , a common form of constraints in the theory of constrained CRB [14] - [16] . In [17] - [19] , the constrained CRB is applied to study unbiased estimators for sparse vectors. In this paper, we analyze the low-rank matrix reconstruction problem by employing the Chapman-Robbins form of the Barankin bound [20] - [22] , as well as a multiparameter Cramér-Rao type lower bound with parameter space constrained to nonopen subset of [14] - [16] . The most significant challenge presented by applying the Chapman-Robbins type Barankin bound is to optimize the lower bound over all possible test points. We address the challenge by establishing a technical lemma on the behavior of a matrix function. To address the issue of representing the constraints in applying the constrained CRB, we directly derive the constrained Cramér-Rao lower bound from the Chapman-Robbins bound with additional regularity conditions [14] .
The paper is organized as follows. In Section II, we introduce model assumptions for (1), the Chapman-Robbins type Barankin bound, and the constrained CRB. In Section III, we derive the constrained CRB on the MSE matrix for any locally unbiased estimator. Section IV shows that, by applying the Barankin bound, the worst-case scalar MSE for a globally unbiased low-rank matrix estimator is infinite. In Section V, the constrained CRB is compared with the empirical performance of the matrix LASSO estimator and the MLE. Section VI is a concluding summary.
II. MODEL ASSUMPTIONS, THE CHAPMAN-ROBBINS BOUND, AND THE CONSTRAINED CRAMÉR-RAO BOUND
In this section, we introduce model assumptions, and review the Chapman-Robbins type Barankin bound and constrained CRB. Suppose we have a low-rank matrix , where the parameter space (5) For any matrix , we use to denote the vector obtained by stacking the columns of into a single column vector. Similarly, for a vector , we use to denote the operation of reshaping into an matrix such that . Without introducing any ambiguity, we identify with . We observe through the linear measurement mechanism (6) where the noise vector . It is convenient to rewrite (6) in the following matrix-vector form: (7) where , and is the matrix corresponding to the operator , namely, . Therefore, the measurement vector follows with a probability density function (pdf) (8) Our goal is to derive lower bounds on the MSE matrix for any unbiased estimator that infers the deterministic parameter from . We consider two types of unbiasedness requirements: global unbiasedness and local unbiasedness. Global unbiasedness requires that an estimator is unbiased at any parameter point ; that is, (9) Here, the expectation is taken with respect to the noise. The local unbiased condition only imposes the unbiased constraint on parameters in the neighborhood of a single point. More precisely, we require (10) where . Refer to [17] for more discussion on implications of unbiased conditions in the similar sparse estimator scenario.
It is good to distinguish two kinds of stability results for low-rank matrix reconstruction. For the first kind, we seek a condition on the operator (e.g., the matrix restricted isometry property) such that we could reconstruct all matrices stably from the measurement . For the second kind, we study the stability of reconstructing a specific and find the set of sensing operators that work well for this particular . We usually need to identify "good" low-rank matrices that can be reconstructed stably by all or most of the sensing operators. We see that, for the first kind of problem, it is suitable to consider the worst MSE among all matrices with rank less than a specified value and global unbiasedness, while for the second kind it is more appropriate to focus on locally unbiased estimators and a fixed low-rank matrix . Therefore, for the first kind of problems, we will apply the Chapman-Robbins type Barankin bound in a worst-case framework, and for the second kind we will apply the constrained CRB.
We now present the Chapman-Robbins version of the Barankin bound [14] , [20] , [21] on the MSE matrix (or error covariance matrix), defined as follows: (11) for any unbiased estimator . For any integer , and arbitrary vectors that are not equal to , we define the finite differences, and , as
and (12) If is unbiased at , the Chapman-Robbins bound states that the MSE matrix satisfies the matrix inequality (13) where and the denotes the pseudo-inverse. We use in the sense that is positive semidefinite. Taking the trace of both sides of (13) yields a bound on the scalar MSE (14) While the MSE matrix is a more accurate and complete measure of system performance, the scalar MSE is sometimes more amenable to analysis. We will use the Chapman-Robbins bound to derive a lower bound on the worst-case scalar MSE as follows: (15) We include a proof for (15) in Appendix A.
The worst-case scalar MSE has been used by many researchers as an estimation performance criterion [23] - [26] . In many cases, it is desirable to minimize the scalar MSE to obtain a good estimator. However, the scalar MSE depends explicitly on the unknown parameters when the parameters are deterministic, and hence can not be optimized directly [26] . To circumvent this difficulty, the authors of [23] - [26] resort to a minimax framework to find estimators that minimize the worst-case scalar MSE. When an analytical expression of the scalar MSE is not available, it makes sense for system design to identify a lower bound on the worst-case MSE [27] and minimize it [28] .
A constrained Cramér-Rao bound for locally convex parameter space under local unbiasedness condition is obtained by taking arbitrarily close to . Suppose that and test points are contained in for sufficiently small . Then under certain regularity conditions, the MSE matrix for any locally unbiased estimator satisfies [14, Lemma 2] (16) where is any matrix whose column space equals , and where the Fisher information matrix (17) Note that the positive definiteness of in Lemma 2 of [14] can be relaxed to .
III. THE CONSTRAINED CRAMÉR-RAO BOUND FOR ANY LOCALLY UNBIASED ESTIMATOR
In this section, we apply (16) to derive the constrained CRB on the MSE matrix for any locally unbiased estimator. We are particularly interested in the matrix completion problem, for which we study the typical behavior of the derived constrained CRB in a probabilistic framework. We also propose an alternating minimization algorithm which computes the MLE for matrix completion.
A. Constrained Cramér-Rao Lower Bound
For any , in order to employ (16) and let test points lie in , we need to carefully select the direction vectors . Denote and for . Suppose that is the singular value decomposition of with , and . If we define (18) with , then . If additionally are linearly independent when viewed as vectors, then (hence ) are also linearly independent. To see this, note that multiplying both sides of (19) with yields . Therefore, we can find at most linearly independent directions in this manner. Similarly, if we take , we find another linearly independent directions. However, the union of the two sets of directions is linearly dependent. As a matter of fact, we have only linearly independent directions, as explicitly constructed in the proof of Theorem 1.
We first need the following lemma, whose proof is given in Appendix B:
Lemma 1: Suppose and are two full rank matrices with . If is positive definite, then . We have the following theorem: Theorem 1: Suppose has the full-size singular value decomposition with , and . The MSE matrix at for any unbiased estimator satisfies (20) with (21) as long as . Proof: It is easy to compute that the Fisher information matrix for (6) is . Lemma 1 tells us that we should find linearly independent directions spanning as large a subspace as possible. If two sets of directions span the same subspace, then they are equivalent in maximizing the lower bound. Therefore, without loss of generality, we take the following directions: (22) We denote the index set of valid s in the above directions as . Defining , we have (23) which implies that . Therefore, we obtain (24) The constrained CRB (16) then implies that (25) with defined in (21) .
An immediate corollary is the following lower bound on the scalar MSE.
Corollary 1: Under the notations and assumptions of Theorem 1, we have (26) Proof: Taking the trace of both sides of (20) yields (27) which is (26) .
The condition is satisfied if for any nonzero matrix with a rank of at most . To see this, first note that (28) due to the definition of and . Thus, we only need to show (29) for any , which is actually a consequence of the fact that (30) is nonzero and has a rank of at most . Here, denotes the th canonical basis of , i.e., the vector with the th component one and the rest of the components zeros.
The more restrictive condition for any nonzero matrix with rank at most is of a global nature and is always not satisfied by the matrix completion problem. To see this, suppose selects entries in the index set . Then for any , we have with . However, the condition is met for matrix completion if the operation selects linearly independent rows of . This will happen with high probability for random selection operators unless the singular vectors of are very spiky.
We note that and in Theorem 1 are determined by the underlying matrix , while the semi-orthogonal matrices and are arbitrary as long as they span the spaces orthogonal to the column spaces of and , respectively. Suppose we have another choice of and . Since ( respectively) spans the same space as ( respectively), we have and (31) for the invertible matrices and . Then, it is easy to see that (32) which together with Lemma 1 implies that the choice of and does not affect the bound (20) . We now present a simplified bound: Corollary 2: Under the conditions of Theorem 1, we have the following simplified but slightly looser bound: (33) In particular, for the matrix completion problem with white noise , the above bound further simplifies to (34) Here, is the index set for observed entries in the th column of matrix is similarly the observation index set for the th row of is the submatrix of with rows indicated by ; and is defined similarly.
Proof: Note that, in Theorem 1, we could also equivalently take to be (35) (36)
If we take and , respectively, then according to Lemma 1 it is easy to get two lower bounds on (37) and (38) When and we observe a subset of entries of , i.e., the matrix completion problem with white noise, each row of the observation matrix has a single 1 and all other elements are zeros. If we exclude the possibility of repeatedly observing entries, then is a diagonal matrix with ones and zeros in the diagonal, where the ones correspond to the observed locations in . Then algebraic manipulations of (37) and (38) yield the desired (34) . Thus, the conclusion of the corollary holds.
The simplified bound given in (34) is not as tight as the one given in Theorem 1, as shown in Fig. 3 . However, it is much easier to compute (34) when and are large.
B. Probability Analysis of the Constrained Cramér-Rao Bound
We analyze the behavior of the bound for the matrix completion problem when . Suppose we randomly and uniformly observe entries of matrix , the corresponding index set of which is denoted by . Based on this measurement model, we rewrite (39) Our result of Theorem 3, specifically (50), strengthens the above result and says the bound actually concentrates around with high probability. As a matter of fact, when and are relatively large, the bound is very close to , as illustrated in Fig. 1 . We need to establish a result stronger than (40) that the eigenvalues of concentrate around one with high probability, which implies that the lower bound concentrates around . For this purpose, we need to study the following quantity:
We first present a lemma about the behavior of a Rademacher average [30] , whose proof is given in Appendix C. The proof essentially follows [31] . Note that a standard symmetrization technique implies that the left-hand side of (46) is bounded by (47) which is a scaled version of the Rademacher average considered in Lemma 2.
The assumption (44) means that the singular vectors spread across all coordinates, i.e., they are not very spiky. Assumptions similar to this are used in many theoretical results for matrix completion [4] , [32] . Recall that for and , only and are determined by the underlying matrix , while and are arbitrary aside from forming orthogonal unit bases for the spaces orthogonal to the column spaces of and , respectively. Furthermore, the constrained CRB does not depend on the choice of and . Hence, it is not very natural to impose conditions such as (44) on and . We conjecture that if the rank is not extremely large, it is always possible to construct and such that the assumption (44) holds for and if it holds for and . If this conjecture can be shown, our assumption is the same as the weak incoherence property imposed in [4] and [32] . However, currently, we are not able to prove this conjecture. Note that our Theorem 2 and Theorem 3 are based on the assumption (44) and not on the conjecture we raise here. Hence, the uniform boundedness condition in Lemma 2 is satisfied.
We proceed to use a concentration inequality to show the following high probability result.
Theorem 3: Under the assumption (44), we have (50) with probability greater than for some constant , as long as satisfies (45). Theorem 3 follows from the following concentration of measure result:
(51) whose proof follows [31] with minor modifications. Hence, we omit the proof in this paper. The implication of (51) is that the eigenvalues of are between 1/2 and 3/2 with high probability.
We compare our approximated bound with existing results for matrix completion. Our result is an approximation of the universal lower-bound. In some sense, our result is more of a necessary condition. The results of [4] , [32] are for particular algorithms, and they are sufficient conditions to guarantee the stability of these algorithms. Consider the following optimization problem: 
Since must be greater than , the right-hand side of (55) is essentially , which means the per-element error is proportional to the noise level. However, the existing bound in (54) is proportional to . Considering that the MLE approaches the constrained CRB (see Fig. 3 ), we see that the bound (54) is not optimal. 
C. Maximum Likelihood Estimation for Matrix Completion
In this subsection, assuming knowledge of the matrix rank , we present a simple alternating minimization algorithm to heuristically compute the maximum likelihood estimator of a low-rank matrix based on a few noise corrupted entries. When the SNR is relatively high, the algorithm performs very well. Table I .
IV. APPLICATION OF THE BARANKIN BOUND FOR LOW-RANK MATRIX ESTIMATION
In this section, we apply the Chapman-Robbins type Barankin bound to the low-rank matrix reconstruction problem (6) with Gaussian noise.
A. Chapman-Robbins Type Barankin Bound With One Test Point
We first consider the Chapman-Robbins bound with test point . Suppose that is any globally unbiased estimator for , we derive lower bounds on the worstcase scalar MSE for . The intent of this subsection is mainly to demonstrate the application of the Chapman-Robbins bound to low-rank matrix estimation without going into complicated matrix manipulations as in the next subsection. According to (13) , (14) , and (15), we have (61) Using the pdf for the Gaussian distribution, we calculate the integral in (61) as (62) Since maximization with respect to and over is equivalent to maximization with respect to over , the lower bound in (61) becomes (63) In order to perform the maximization in (63), we establish the following lemma, whose proof is fairly easy (See also the proof of Lemma 5 in Appendix F).
Lemma 3: For any and , define a function as (64) Then, we have the following: 1) is decreasing in , and is strictly decreasing if ; 2) .
Since , Lemma 3 allows us to rewrite the maximization in (63) as (65) Note that when the supremum is achievable, we switch to the maximization notation. Therefore, we have the following proposition:
The worst-case scalar MSE for any globally unbiased estimator satisfies (66) The result of Proposition 1 merits discussion. The quantity is closely related to the matrix restricted isometry property (RIP) constant [33] : (67) which is believed to guarantee stable low-rank matrix recovery. From Proposition 1 or from (63), it is easy to see that the worst-case MSE is infinite if . This is because the model (6) is not identifiable under this condition. The requirement of guarantees that there are not two matrices of rank that give rise to the same measurement in the noiseless setting; i.e., for and . This condition was discussed following Theorem 1; recall that it is not satisfied by the matrix completion problem.
B. The Worst-Case Scalar MSE Is Infinite
In this subsection, by optimizing the lower bound in (13) for multiple test points, we demonstrate that the worst-case scalar MSE is infinite even if the model is identifiable. Denote . Then, we compute the th element of as Fig. 2 . The limiting behavior of G(t) and g(t). Note the horizontal axis is for 1=t instead of t. In the first and second plots, the error functions e(t) are defined as log (kG(t) 0 (x)[(x) A A A 6 A A A(x)] (x) k ) and log (kG(t) 0 (A A A 6 A A A) k ), respectively. In the third plot, the function g(t) = tr(G(t)).
(68)
where for the second equality we used . Note that (68) coincides with (62) when . Therefore, we obtain where is the elementwise exponential function of a matrix and is the column vector with all ones.
Although the lower bound (13) uses a pseudoinverse for generality, the following lemma shows that is always invertible. The proof, which is given in Appendix E, relies on the fact that any Gaussian pdfs with a common covariance matrix but distinct means are linearly independent.
Lemma 4: If for any matrix with rank of at most , the covariance matrix is positive definite. The lower bound in Proposition 1 is not very strong since we have only one test point. In order to consider multiple test points, we extend Lemma 3 to the matrix case in the following lemma. For generality, we consider both and . The proof is given in Appendix F.
Lemma 5: Suppose and are matrices of full rank and . For , define a matrix valued function as (69) Fig. 3 . Performance of the MLE and the FPCA compared with two Cramér-Rao bounds.
and define the trace of as (70) Then, the following hold. Fig. 2 . For example, the second subfigure shows that if and , the matrix function converges to the the classic Cramér-Rao bound. Although we have not yet been successful in showing the above general results analytically, the special cases covered by Lemma 5 suffice for our purpose.
Lemma 5 leads to the following theorem.
Theorem 4:
Suppose that , and for any matrix with rank of at most . Then, the worst-case scalar MSE for any unbiased estimator is . In addition, the infinite scalar MSE is achieved at any such that . Proof: Consider any such that . For any , define where is the th column of the dimensional identity matrix . Due to the rank inequality (71) we get . Thus, we obtain that . According to Lemma 5, the trace of in (13) can be made arbitrarily large by letting approach 0. Hence, the MSE for is and all conclusions of the theorem hold.
Theorem 4 essentially says there is no globally unbiased estimator that has finite worst-case scalar MSE, even if the model is identifiable. Actually there is no locally unbiased estimator with finite worst-case scalar MSE for matrix with rank less than . Fortunately these sets of matrices form a measure zero subset of . The applicability of the key lemma (Lemma 5) to the worst-case scalar MSE also hinges on the fact that the signal/parameter vector can be arbitrarily small, which enables Table I , and compare them with the derived constrained CRB (26) .
We describe the experiment setup for the constrained CRB first. In four experiments, whose results are shown in Fig. 3 , we generated a rank matrix
. We took in all experiments. Here and were matrices whose entries followed i.i.d. Gaussian distribution with mean zero and variance one, and was the signal level. We randomly observed entries of corrupted by white Gaussian noise of variance . We then ran the FPCA and the MLE algorithms times for different realizations of the noise and recorded the averaged MSE. The parameter configurations of the four experiments are summarized in Table II . The parameter in the matrix LASSO estimator (3) solved by the FPCA was set to be , or depending on whether the optimization problem was "hard" or "easy" [12] . We varied different parameters, e.g., the noise level , the matrix size and , and the fraction of observed entries , and plotted the root mean-square error (RMSE) as a function of these varying variables. Note that the RMSE is related to the scalar MSE by , i.e., it is the square root of the per-element error. In addition to the empirical RMSE, we also plotted the constrained CRB (26) and the relaxed bound (34) as a function of the varying variables. For comparison with the RMSE, we also divided them by and took the square root. In Fig. 3 , the bound given by (26) is labeled CRB and that of (34) is labeled CRB2.
In Fig. 3(a) and (b), we see that the FPCA performs better than both the MLE and the predictions of the constrained CRB for high levels of noise. This is achieved by introducing large bias toward the zero matrix. However, for relatively high SNR, the performance of the MLE is better than that of the FPCA, especially when the matrix rank is high. This finding confirms that biased estimators are suboptimal when the signal is strong and implies that there is room to improve the performance of current matrix completion techniques in the relatively high SNR region. In addition, the constrained CRB (26) predicts the behavior of the MLE very well. It also serves as a lower bound on the performance of the matrix LASSO estimator for low levels of noise. However, the constrained CRB fails to capture the threshold phenomenon, in which the performance of the MLE suddenly improves at certain SNR level. This threshold phenomenon is observed in many signal processing problems and can be captured by considering bounds tighter than the CRB. We also notice a gap between the constrained CRB (26) and its relaxed version (34) labeled CRB2 in the figure. In addition, from Fig. 3(c) and (d) we see that the performance of both the FPCA and MLE improve as and increase, which is correctly predicted by the constrained CRB.
VI. CONCLUSION
We analyzed the behavior of the MSE matrix and the scalar MSE of locally and globally unbiased estimators for low-rank matrix reconstruction. Compared with the performance analysis of low-rank matrix recovery for specific algorithms, these lower bounds apply to any unbiased estimator. The global and local unbiasedness requirements are related to the two kinds of stability problems raised in low-rank matrix reconstruction: stability results applying to all low-rank matrices and those applying to a specific low-rank matrix. We derived a constrained CRB for any locally unbiased estimator and showed that the predicted performance bound is approached by the MLE. Due to the good performance of the MLE, our ongoing work involves designing more efficient implementations of the basic MLE algorithm presented in this paper, demonstrating its convergence, and incorporating procedures to automatically estimate the rank . We also demonstrated that the worst-case MSE for any globally unbiased estimator is infinite, which is achieved by matrices of rank strictly less than . APPENDIX A PROOF OF (15) Proof: Note that in the lower bound on the scalar MSE [see (14) 
