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Abstract
It is shown that if the ring of constants of a restricted differential
Lie algebra with a quasi-Frobenius inner part satisfies a polynomial
identity (PI) then the original prime ring has a generalized polynomial
identity (GPI). If additionally the ring of constants is semiprime then
the original ring is PI. The case of a non-quasi-Frobenius inner part is
also considered.
1 Introduction
Rings of constants of restricted differential Lie algebras with an outer action
on prime and semiprime rings were investigated in detail in papers [Kh82],
[Po83], [Pi86] (see also [Kh91,Ch.4, Ch6(6.4)]). In the present paper we
are going to consider actions with a nontrivial inner part. In the papers
[Ko91] and [Kh81] it is shown that the minimal restriction required is that
the inner part should be quasi-Frobenius (selfinjective). We are interested
in the structure of a prime ring R provided it is known that its ring of
constants satisfies a polynomial identity. I.V.L’vov’s example [Lv93] shows
∗The first author wishes to thank CONACYT–Me´xico for its support, Catedra Pat-
rimonial number 940411-R96 and also Russian Found of Fundamental Research, grant
95-01-01356.
†The third author wishes to thank CONACYT–Me´xico for its support under grant
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that in this case the ring R does not need to be a PI-ring. We will show
that in this case R satisfies a generalized polynomial identity.
The notion of a generalized polynomial identity was introduced by S.A.Amitsur
in [Am65]. In his paper S.A.Amitsur proved a structure theorem for prim-
itive rings with generalized polynomial identities. Later W.S.Martindale
[Ma69] generalized this result to arbitrary prime rings. Using this theorem
we will prove that if the ring of constants is a semiprime PI-ring and the
inner part is quasi-Frobenius, then the ring R is a PI-ring.
2 Preliminaries
Recall that a derivation of a ring R is an additive mapping d : R → R
satisfying the condition (xy)d = xdy + xyd. If d1, d2 are derivations then it
is easy to see that the commutator [d1, d2] = d1d2 − d2d1 is also a deriva-
tion. Therefore the set DerR of all derivations of R is a Lie subring in
the ring of endomorphisms of the abelian group (R,+). Moreover, if z is a
central element, then the composition of d with the multiplication by z is a
derivation
(xy)dz = z(xy)d = (zxd)y + x(zyd)
In this case the operators of multiplication may not commute with deriva-
tions: xzd
def
= (zx)d = zdx+ zxd or
zd = dz + zd. (1)
Thus the set DerR is a right module over the center Z. The module
structure of DerR is connected with the commutator operation by the for-
mula
[dz, d1] = [d, d1]z + dz
d1 . (2)
Note that zd1 is again a central element: [zd1 , x] = [zd1 , x] + [z, xd1 ] =
[z, x]d1=0.
Finally, if the characteristic p of the ring R is nonzero, pR = 0, then the
pth power of any derivation will be a derivation by the Leibniz formula
(xy)d
p
=
k=p∑
k=0
Ckpx
dkyd
p−k
= xd
p
y + xyd
p
.
Now it is natural to formulate the following definition.
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2.1. Definition. A set of derivations is called a differential restricted
Lie Z-algebra, or shortly a Lie ∂-algebra, if it is a right Z-submodule ofDerR
closed with respect to the operations [d1, d2] = d1d2 − d2d1 and d
[p] = dp.
Note that the notion of a Lie ∂-algebra can be formalized abstractly as
a restricted Lie ring with a structure of right Z-module connected with the
main operations by formula (2) and the following formula
(dz)[p] = d[p]zp + d · (. . . ((
p−1︷ ︸︸ ︷
zdz)dz)d . . .)d z (3)
which follows from (1) (see details in [Kh91, pp. 6-11]; for a slightly more
general approach see in [Pa87]).
Now let R be a prime ring. Denote by RF its left Martindale ring of
quotients (see, for example, [Kh91 pp.19-24]), by Q the symmetric Martin-
dale ring of quotients. Recall that the center C of RF is called the extended
(or generalized) centroid of R and it is a field (see [Ma69]). All derivations
of R can be uniquely extended to derivations of Q and of RF . The extended
derivations are characterized in DerQ by the property Rd ⊆ R but the lin-
ear combinations over C of extended derivations do not satisfy this property.
Therefore we have to consider more general objects.
2.2. Definition. A derivation d of Q is called R-continuous if there
exists a nonzero two-sided ideal I of R such that Id ⊆ R.
It is easy to see that the set D(R) of all R-continuous derivations is a
differential restricted Lie C-subalgebra of DerQ.
In the present paper we consider Lie ∂-algebras of R-continuous deriva-
tions which are finite dimensional over C.
Let us fix the notations R,C,Q,RF ,D(R) for a prime ring, its extended
centroid, the symmetric Martindale ring of quotients, the left Martindale
ring of quotients and the Lie ∂-algebra of R-continuous derivations, re-
spectively. Throughout the paper L denotes a restricted differential Lie
C-algebra of R-continuous derivations, L ⊆ D(R), finite dimensional over
C, and RL = {r ∈ R : ∀µ ∈ L rµ = 0} is its ring of constants.
3 The inner part of a Lie ∂-algebra
If a is an element of Q then the map a− : x → xa− ax is an R-continuous
derivation, i.e. Q− ⊆ D(R).
3.1. Definition. The space K(L) generated over C by all q ∈ Q such
that q− ∈ L is called the inner linear part of L.
3
It is clear that C− = 0, therefore K(L) contains C and in particular it
contains the unit of Q.
3.2. Lemma. The space K(L) is a restricted Lie subalgebra of the
adjoint restricted Lie algebra Q(−).
Recall that Q(−) is a restricted Lie algebra defined on the C-space Q
with the operations [q1, q2] = q1q2 − q2q1, q
[p] = qp.
For the proof of the lemma it is enough to show that K(L) is closed with
respect to these operations. This fact immediately follows from the formulae
[a, b]− = [a−, b−] (4)
(ap)− = (a−)[p]. (5)
3.3. Lemma. K(L)− is equal to the subalgebra Lint of all inner deriva-
tions of L.
The proof is evident.
3.4. Definition. The associative subalgebra B(L) generated in Q by
K(L) is called the inner associative part of L.
3.5. Lemma. The algebra B(L) is of finite dimension over C.
Proof. By the definition of operations in K(L), the identity map id is
a homomorphism of restricted Lie algebras id : K(L)→ B(L)(−). Therefore
B(L) as an associative envelope of B(L)(−) is a homomorphic image of the
universal restricted associative envelope Up(K(L)). The latter has dimension
(dimK(L))p. The lemma is proved.
3.6. Lemma. The algebra B(L) is stable under the action of L, i.e.
B(L)µ ⊆ B(L) for all µ ∈ L.
The proof follows from the formula
(qµ)− = [q−, µ]. (6)
4 Differential operators
Denote by Φ(L) the associative subring generated in the endomorphism
ring of the abelian group (Q,+) by L and by the operators of left and right
multiplications by elements from B(L). By formula (1) the ring Φ(L) may
not be an algebra over C. Of course Φ(L) is an algebra over the subfield of
central constants
F = CL
def
= {c ∈ C : ∀l ∈ L cl = 0}.
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Nevertheless Φ(L) is a left and a right space over C while the subring of left
multiplications, B(L)l, and that of right multiplications, B(L)r, are algebras
over C.
4.1. Let us fix derivations µ1, . . . , µm ∈ L such that µ1+K(L)
−, . . . , µm+
K(L)− form a basis for the right C-space L/K(L)−. An operator ∆ is called
correct if it is of the form:
∆ = µs11 µ
s2
2 . . . µ
sm
m ,
where 0 ≤ si < p and we suppose that µ
0 = 1 is the identity operator.
Let U be a right linear space generated by all correct operators. By
formula (1) this set will be a left space over C, also.
4.2. Proposition. The ring Φ(L) of differential operators is isomorphic
as a left and a right space over C to a tensor product over C :
Φ(L) ≃ B(L)r ⊗ B(L)l ⊗ U ≃ U ⊗ B(L)l ⊗ B(L)r, (7)
where U is the linear space generated by correct operators over C.
Proof. It is enough to show that each differential operator d ∈ Φ(L)
has a unique representation in the form
d =
∑
i,j,k
α
(k)
ij a
r
ika
l
jk∆k (8)
and a unique representation in the form
d =
∑
i,j,k
∆ka
l
ika
r
jkα
(k)
ij , (9)
where aik, ajk ∈ A and A is some fixed basis of B(L) over C (recall that by as-
sociativity, arika
l
jk = a
l
jka
r
ik) and the ∆k’s are correct words in {µ1, . . . , µm}.
The existence of this presentation follows from the relations
µar = arµ− (aµ)r (10)
µal = alµ− (aµ)l (11)
µp = µ1c1 + . . . + µmcm + b
r − bl (12)
µiµj = µjµi + µ1c1 + . . .+ µmcm + b
r − bl, (13)
where in formula (12) µ1c1+. . .+µmcm+b
− is a representation of µp ∈ L as
a linear combination of µi’s moduloK(L)
− and in (13) µ1c1+. . .+µmcm+b
−
is the corresponding representation of [µi, µj ] ∈ L.
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The transformations of the left hand sides to the right hand sides (in the
last formula only if i > j) allow us to reduce the operator to the form (8).
If we write formulae (10), (11) in the form
arµ = µar + (aµ)r (14)
alµ = µal + (aµ)l (15)
then in the same way the operator is reduced to the form (9).
For the proof of the uniqueness it is possible to use the following re-
sults on differential identities (see [Kh91, theorem 2.2.2, corollary 2.5.8] or
[Kh78]).
4.3. Proposition. If the derivations µ1, . . . , µm ∈ D(R) are linearly
independent modulo Q−, and if the ring R satisfies an identity of the type
pn∑
k=1
∑
i
akix
∆kbki = 0,
where ∆1, . . . ,∆pn — are all correct operators and the coefficients aki, bki
belong to RF , then
∑
i aki ⊗ bki = 0 in RF ⊗C RF for all k, 1 ≤ k ≤ p
n. In
the same way if the identity
pn∑
k=1
(
∑
i
akixbki)
∆k = 0
is valid then
∑
i aki ⊗ bki = 0, 1 ≤ k ≤ p
n.
Since D(I) = D(R) and Q(I) = Q(R) for each nonzero ideal I of R
(see [Kh91, Lemma 1.8.4]), then proposition 4.3 shows that the restriction
of a nonzero differential operator d ∈ Φ(L) to I is nonzero. This note is
important due to the following lemma:
4.4. Lemma. For each differential operator d ∈ Φ(L) there exists a
nonzero two sided ideal I of R such that Id ⊆ R.
The proof is easily obtained by induction from the formula (I2)µ =
IµI + IIµ ⊆ I which is valid for the ideal I such that Iµ ⊆ R.
5 Quasi-Frobenius algebras
Recall that a finite dimensional algebra B over a field C is called quasi-
Frobenius if one of the following equivalent conditions is valid (see [CR62]).
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(Q1) For each left ideal λ and right ideal ρ of B the following equalities
hold:
l(r(λ)) = λ, r(l(ρ)) = ρ,
where l(A) = {b ∈ B : bA = 0} is the left annihilator, r(A) = {b ∈ B : Ab =
0} is the right annihilator.
(Q2)The left regular module BB is injective.
(Q3) Modules BB and (BB)
∗ = Hom(B,C) have the same indecompos-
able components.
Recall that for any left (right) moduleM the set of all linear functionals
M∗ has a structure of right (left) module defined by the formula (m∗b)(m) =
m∗(bm) (respectively m(bm∗) = (mb)m∗). The modules M and N for N ≃
M∗ are called conjugated modules. If the module M is of finite dimension
then (M∗)∗ ≃M and the conjugacy of modules (left and right), M and N,
can be characterized by the existence of a nondegenerate associative bilinear
form ( , ) : N ×M → C. In this case for every basis a1, . . . , an of M there
exists a dual basis a∗1, . . . , a
∗
n of N which is characterized by the following
properties (a∗i , ai) = 1, (a
∗
i , aj) = 0, i 6= j.
Condition (Q3) implies the following condition which is important for
us:
(Q4) The sum of all right ideals ρ of B conjugated to left ideals of B is
equal to B.
It can be proved that this condition is also equivalent to B being quasi-
Frobenius. Moreover, as (Q1) is left-right symmetric then the left analog of
(Q4) is also valid.
(Q5) The sum of all left ideals λ of B conjugated to right ideals of B is
equal to B.
The most important subclass of the class of quasi-Frobenius algebras is
the class of Frobenius algebras. These algebras are defined by one of the
following equivalent conditions ([CR62]).
(F1) For each left ideal λ and right ideal ρ of B the following equalities
hold:
l(r(λ)) = λ, dim r(λ) + dimλ = dimB
r(l(ρ)) = ρ, dim l(ρ) + dim ρ = dimB.
(F2) There exists an element ε ∈ B∗ whose kernel contains no nonzero
onesided ideals of B.
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(F3) There exists a nondegenerate associative bilinear form B×B → C.
(F4) The modules BB and (BB)
∗ are isomorphic.
Classical examples of Frobenius algebras are: group algebras of finite
groups over a field of arbitrary characteristic, universal restricted envelop-
ing algebras of finite dimensional Lie p-algebras, finite dimensional Hopf al-
gebras, Clifford algebras. Finite dimensional semisimple algebras evidently
satisfy (F1) therefore they are Frobenius.
6 Universal constants
Let λ and ρ be left and right conjugated ideals of B(L). Let us choose a basis
a1, . . . , an of λ and let a
∗
1, . . . , a
∗
n be the dual basis of ρ. It is well-known that
the element c =
∑
ai⊗ a
∗
i of the tensor product B⊗C B commutes with the
elements of B, bc = cb for all b ∈ B. This implies that the set of values of the
operator cλ,ρ =
∑
ali(a
∗
i )
r is contained in the centralizer of B. In particular
for any µ ∈ K(L)− we have
cλ,ρ(x)
µ = 0. (16)
Let U(L) be the associative subring of Φ(L) generated by L and by the
operators of multiplication by central elements. It is clear that U(L) is
both a left and a right space over C and an algebra over the field of central
constants F = CL.
Consider the right ideal I = K(L)− · U(L) of U(L). First of all the
formula µa− = a−µ − (aµ)− shows that I is a two sided ideal of U(L).
The same formula and formulae (12), (13) show that the identity operator
and operators of the form a−1 a
−
2 . . . a
−
s ∆, where ∆ is a correct operator,
ai ∈ K(L), s ≥ 0, generate U(L) as a left space over C.
6.1. Proposition. The factor-algebra U(L)/I = U is Frobenius as an
algebra over F = CL.
Proof. By the well-known R.Baer theorem [Ba27] the dimension of C
over F is finite and therefore U = U(L)/I has a finite dimension over F.
Since K(L)− ⊆ I, the elements µ¯1 = µ1+ I, . . . , µ¯m = µm+ I generate U as
a ring over C. Moreover the relations µ¯iµ¯j = [µi, µj] + µ¯jµ¯i show that the
images of correct words ∆¯k generate U as a left vector space over C. The
main note is that the elements ∆¯k are linearly independent over C. If∑
k
ck∆k =
∑
k
dk∆k ∈ I,
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where dk are linear combinations of products of the type a
−
1 · · · a
−
s , then
taking into account that a− = ar − al and using Proposition 4.3, we have
crk = dk for all k, which is impossible since c
r
k(1) = ck, dk(1) = 0. Thus ∆¯k
are linearly independent.
Now let us define Berkson’s linear map (see [Be64]) ϕ : U → C which
corresponds to the element
∑
ck∆¯k the coefficient of ∆¯pm = µ¯
p−1
1 . . . µ¯
p−1
m .
The kernel of this linear map contains neither left nor right nonzero ideals,
since the product
(µ¯s11 . . . µ¯
sm
m )(µ¯
p−s1−1
1 . . . µ¯
p−sm−1
m )
written as a linear combination of correct words contains a unique member
∆¯pm with a coefficient equal to 1.
If ψ : C → F is any projection, then the linear functional ε : d 7→ ψ(ϕ(d))
satisfies (F2) and therefore U is a Frobenius algebra. The proposition is
proved.
Let us consider the right subspace Uˆ of U over C generated by all
nonempty words ∆¯k. This space does not contain the unit (the identity op-
erator) and it is a right (but, possibly, not a left) ideal because by formula
(14) one has
∆¯cµ¯ = ∆¯µ¯c+ ∆¯cµ.
By formula (13), the product ∆¯µ¯ can be written as a linear combination∑
∆¯kck, where ∆¯k are nonidentity correct operators.
Thus, the left annihilator A = l(Uˆ) in the algebra U is not equal to zero.
Moreover, by (F1) its dimension over F is connected with the dimension of
Uˆ by the formula dimF U = dimF Uˆ+dimF A. On the other hand dimF U =
dimF Uˆ +dimF C i.e. the dimensions of A and C over F coincide. It means
that A is one dimensional over C i.e. A = Cf¯ (but possibly A 6= f¯C as
A may not be a right C-space), where f¯ =
∑
∆¯kck =
∑
c′k∆¯k is a nonzero
element of U.
Thus, we have obtained that f¯ µ¯i = 0¯ in U. In the ring of differential
operators this means that fµi ∈ K(L)
− ·U(L).We have also that fK(L)− ⊆
K(L)− · U(L) as I = K(L)− · U(L) is a two sided ideal. Thus
fL ⊆ f(
∑
(µiC +K(L)
−)) ⊆ K(L)− · U(L)
which, using formula (16), implies
((cλ,ρ(x))
f )µ = 0 (17)
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for all µ ∈ L. Let us formulate the obtained result as a lemma (see also
Lemma 4.6, [Kh95]).
6.2. Lemma. There exists a differential operator f of the type
∑
∆kck =∑
c′k∆k, such that for each conjugated left ideal λ and right ideal ρ of B with
dual bases a1, . . . , an and a
∗
1, . . . , a
∗
n, the operator
uλ,ρ =
∑
i
ali(a
∗
i )
rf (18)
has values only in the ring of constants QL. There exists a nonzero ideal I
of R such that
0 6= uλ,ρ(I) ⊆ R
L (19)
Proof. The representation of f in the form
∑
c′k∆k follows from (10).
Formula (19) follows from formula (17), proposition 4.3 and lemma 4.4.
7 PI rings of constants
In this secton we will prove the theorem about a generalized polynomial
identity and discuss its generalization to the case when the inner part is not
quasi-Frobenius.
7.1. Theorem. Let L be a finite dimensional restricted differential
Lie C-algebra of R-continuous derivations of a prime ring R of positive
characteristic p > 0. Suppose that the inner associative part B(L) of L is
quasi-Frobenius. If the ring of constants RL is PI then R is GPI.
Proof. Let f(x1, . . . , xn) = 0 be a multilinear identity of R
L. Let us
choose arbitrary left ideals λ1, . . . , λn of B(L) having conjugated right ones
ρ1, . . . , ρn. By Lemma 6.2 for every j, 1 ≤ j ≤ n there exists an operator
uj = uλj ,ρj =
∑
i
alij(a
∗
ij)
rfj =
∑
i,k
alij(a
∗
ij)
rc′k∆k
and a nonzero ideal Ij of R, such that 0 6= uj(Ij) ⊆ R
L. If I = ∩Ij then
uj(x) ∈ R
L for all x ∈ I and therefore the following differential identity
holds in I
f(u1(x1), u2(x2), . . . , un(xn)) = 0.
Let us fix some values of x2 = b2, . . . , xn = bn in I. We have
f(
∑
i,k
(c′kai1x1a
∗
i1)
∆k , u2(b2), . . . , un(bn)) = 0. (20)
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By Leibnitz formula any expression of the type (axb)∆ can be written in the
form
(axb)∆ = ax∆b+
∑
s
asx
∆sbs,
where ∆s are subwords of ∆. In particular
(c′kai1x1a
∗
i1)
∆k = c′kai1x
∆k
1 a
∗
i1 +
∑
s
asx
∆s
1 bs. (21)
If ∆k0 is the greatest operator such that c
′
k0
is not zero, then this formula
allows us to represent (20) in the form
k0∑
k=1
∑
i
vkix
∆k
1 wki = 0,
here we suppose that ∆1 < ∆2 < . . . < ∆pm is the lexicographic ordering
of all correct operators. By Proposition 4.3 applied to the prime ring I we
have ∑
i
vk0i ⊗ wk0i = 0
in the tensor product IF ⊗C(I) IF , where C(I) is the generalized centroid of
I and IF is the left Martindale ring of quotients of I. It is well-known and
it is easy to see that IF = RF and C(I) = C(R). Therefore for any x1 ∈ RF
we have the identity ∑
i
vk0ix1wk0i = 0.
This identity with (21) and (20) implies that the identity
c′k0f(
∑
i
ai1x1a
∗
i1, u2(b2), . . . , un(bn)) = 0 (22)
is valid for each x1 ∈ RF .
Since the values b2, . . . , bn are arbitrary from I, we have an identity of
the form
f(
∑
i
ai1x1a
∗
i1, u2(x2), . . . , un(xn)) = 0, (23)
where x1 ∈ RF , x2 ∈ I, . . . , xn ∈ I.
Now let us fix values x1 ∈ RF , x3 = b3 ∈ I, . . . , xn = bn ∈ I. Then in the
same way we obtain
f(
∑
i
ai1x1a
∗
i1,
∑
i
ai2x2a
∗
i2, . . . , un(xn)) = 0,
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where x1, x2 ∈ RF , x3, . . . xn ∈ I.
Continuing this process we will obtain the following identity on RF :
f(
∑
i
ai1x1a
∗
i1,
∑
i
ai2x2a
∗
i2, . . . ,
∑
i
ainxna
∗
in) = 0, (24)
This is a generalized identity valid in RF ⊇ R. All we need is to prove that
for some λ1, . . . , λn; ρ1, . . . , ρn this is not a trivial identity. It means that
the left hand side of (24) is not zero in the free product RF ∗C C〈x1, . . . , xn〉
or, in other words, this identity does not follow from the trivial generalized
identities xc = cx, where c ∈ C. Otherwise assume all these identities are
trivial.
Any application of a trivial identity does not change the order of the
indeterminates, therefore all the generalized monomials (i.e. sums of all
monomials with fixed order of sequence of the indeterminates) in the iden-
tities (24) should be (trivial) identities. These generalized monomials have
the form
αpi(
∑
i
aipi(1)xpi(1)a
∗
ipi(1))(
∑
i
aipi(2)xpi(2)a
∗
ipi(2)) · · · (
∑
i
aipi(n)xpi(n)a
∗
ipi(n)),
where pi is a permutation and
f(x1, . . . xn) =
∑
pi
αpixpi(1) · · · xpi(n).
Since one of the coefficients αpi is equal to one (let α1 = 1),
(
∑
i
ai1x1a
∗
i1)(
∑
i
ai2x2a
∗
i2) · · · (
∑
i
ainxna
∗
in) = 0 (25)
Let us fix some values of x2, . . . , xn in R and apply Proposition 4.3 to
(25), where we suppose x = x1, and all coefficients aki, k = 2, 3, . . . p
m are
zero. We have
(
∑
i
ai1 ⊗ a
∗
i1)(
∑
i
ai2x2a
∗
i2) · · · (
∑
i
ainxna
∗
in) = 0.
The set {ai1} is a basis of the ideal λ1, i.e. this is a linearly independent
set, therefore
a∗i1(
∑
i
ai2x2a
∗
i2) · · · (
∑
i
ainxna
∗
in) = 0
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for all a∗i1 from the dual basis {a
∗
i1} of the conjugated ideal ρ1. This implies
that
ρ1(
∑
i
ai2x2a
∗
i2) · · · (
∑
i
ainxna
∗
in) = 0.
Since the pair (λ1, ρ1) was chosen in an arbitrary way,
(
∑
ρ∗≃ a left ideal of B
ρ)(
∑
i
ai2x2a
∗
i2) · · · (
∑
i
ainxna
∗
in) = 0. (26)
By Property (Q5) of quasi-Frobenius algebras
1 ∈ B = (
∑
ρ∗≃ a left ideal of B
ρ)
and therefore
(
∑
i
ai2x2a
∗
i2) · · · (
∑
i
ainxna
∗
in) = 0.
Now the evident induction works. The theorem is proved.
The same proof can be applied also for some cases when the inner part
is not quasi-Frobenius but has enough pairs of conjugated one-sided ideals.
Indeed, let us denote by Br the sum of all right ideals of a finite dimensional
algebra B conjugated to left ones.
7.2. Lemma. Br is a two-sided ideal of B.
Proof. Let ρ be a right ideal such that the dual left module ρ∗ =
Hom(ρ,C) is isomorphic to a left ideal λ. If b ∈ B then we have an exact
sequence of homomorphisms of right ideals ρ → bρ → 0. The conjugated
sequence has the form ρ∗ ← (bρ)∗ ← 0, therefore the right ideal bρ has a
conjugated module (bρ)∗ which is isomorphic to a left subideal of λ ≃ ρ∗.
Thus bρ ⊆ Br and Br is a two-sided ideal. The lemma is proved.
In the same way one can define an ideal Bl — the sum of all left ideals
conjugated to right ones.
7.3. Theorem. Let L be a finite dimensional restricted differential
Lie C-algebra of R-continuous derivations of a prime ring R of positive
characteristic p > 0. If the algebra of constants RL satisfies a multilinear
polynomial identity of degree n and B(L)nr 6= 0, then R is a GPI-ring.
Proof. In the same way as in the proof of Theorem 7.1 we have identities
(24). If all of these identities are trivial then we also have the identities (26)
which can be written in the form
B(L)r(
∑
ai2x2a
∗
i2) · · · (
∑
ainxna
∗
in) = 0. (27)
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If b is an arbitrary element of B(L), then b(
∑
i aikxka
∗
ik) = (
∑
i aikxka
∗
ik)b.
Therefore for b ∈ B(L)r, identity (27) implies
(
∑
ai2x2a
∗
i2) · · · (
∑
ainxna
∗
in)b = 0. (28)
By Proposition 4.3 we have
(
∑
ai2 ⊗ a
∗
i2) · · · (
∑
ainxna
∗
in)b = 0,
as in the proof of Theorem 7.1 we have
B(L)r(
∑
ai3x3a
∗
i3) · · · (
∑
ainxna
∗
in)b = 0,
thus
(
∑
ai3x3a
∗
i3) · · · (
∑
ainxna
∗
in)B(L)
2
r = 0.
Now the evident induction implies B(L)nr = 0. Hence one of the GPI’s (24)
is not trivial. The theorem is proved.
In a symmetrical way one can prove that the condition B(L)nl 6= 0 also
implies that one of the identities (24) is not trivial. It can be proved that
Bnr = 0 iff B
n
l = 0 :
7.4. Proposition. Let B be a finite dimensional algebra. Then all n+1
conditions BkrB
n−k
l = 0, k = 0, . . . , n are equivalent to each other.
Proof. It is enough to show that the conditions for k and k+1 are equiva-
lent. The condition BkrB
n−k
l = 0 is equivalent to B
k
rB
n−k−1
l λ = 0 for all pairs
of conjugated ideals ρ, λ. Since the form ( , ) : ρ× λ→ C is nondegenerate
the last condition for given λ, ρ is equivalent to (ρ,BkrB
n−k−1
l λ) = 0. By as-
sociativity of the form this is equivalent to (ρBkrB
n−k−1
l , λ) = 0 and since the
form is nondegenerate this is equivalent to ρBkrB
n−k−1
l = 0. The last condi-
tions for all pairs of conjugated ideals λ, ρ are equivalent to Bk+1r B
n−k−1
l = 0.
The proposition is proved.
Now it is a question of interest whether the condition B(L)nr = 0 implies
that all identities (24) are trivial generalized polynomial identities. The
answer is yes:
7.5. Proposition. If under the conditions of theorem 7.3 B(L)nr = 0,
then all identities (24) are trivial.
Proof. It is enough to show that all the generalized monomials (25) are
trivial identities. We will prove by inverse induction on k that for arbitrary
b1, . . . , bk ∈ B(L)r the generalized polynomial
(
∑
i
ai k+1xk+1a
∗
i k+1) · · · (
∑
i
ainxna
∗
in)bkbk−1 · · · b1 = 0 (29)
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is a trivial generalized identity.
If k = n then (29) has the form bnbn−1 · · · b1 = 0 that is a trivial identity
as B(L)nr = 0.
Assume that (29) is a trivial identity. The identities
b(
∑
i
aisxa
∗
is) = (
∑
i
aisxa
∗
is)b, b ∈ B(L) (30)
are trivial generalized polynomial identities (as well as any linear generalized
identity). Let bk = a
∗
ik, then from (29) and (30) we have the following trivial
identity
a∗ik(
∑
i
ai k+1xk+1a
∗
i k+1) · · · (
∑
i
ainxna
∗
in)bk−1 · · · b1 = 0.
Multiplication of this equality on the left by aikxk and summation over i
gives the equality (29) with a smaller k. The proposition is proved.
8 Semiprime PI-rings of constants
In this secton we will prove under the conditions of Theorem 7.1, that if the
ring of constants RL is a semiprime PI-ring, then R is also PI.
8.1. Theorem. Let L be a finite dimensional restricted differential
Lie C-algebra of R-continuous derivations of a prime ring R of positive
characteristic p > 0. Suppose that the inner associative part B(L) of L is
quasi-Frobenius. If the ring of constants RL is a semiprime PI-ring, then R
is PI.
Proof. By Theorem 7.1 the ring R satisfies a generalized polynomial
identity. Moreover all generalized polynomial identities (24) hold in its left
Martindale ring of quotients RF . In particular they hold in the central clo-
sure RC ⊆ RF of the ring R. By the Martindale structure theorem [Ma69]
this central closure has an idempotent e, such that D = eRCe is a skew field
of finite dimension over C. (Note that formally Martindale theorem can be
applied only if the coefficients of the identity belong to R. In our case they
belong to RF but may not belong to R. Nevetheless Martindale’s original
proof is correct for our case too; see, for instance, [Kh91, Theorem 1.13.4]
or the special investigation in [La86].)
Thus, by the Martindale theorem, RC is a primitive ring with a nonzero
socle. The N. Jacobson structure theorem [Ja64] shows that RC is a dense
subring in the finite topology in the complete ring E of linear transformations
of the left space V = eRCe over the skew field D.
15
Moreover, the left Martindale quotient ring (RC)F is equal to E (see,
[Ha82, Lemma 1.1] and [Ha87, Remark 4.9] or [Kh91, Theorem 1.15.1]). It
is easy to see that RF ⊆ (RC)F = E . (Indeed, if q ∈ RF and Iq ⊆ R for
a nonzero ideal I of R, then we can extend q to the ideal IC of RC by
the obvious formula (
∑
iαcα)q =
∑
(iαq)cα. This is well-defined. Indeed,
if
∑
iαcα = 0 and J is a nonzero ideal of R such that Jcα ⊆ R then∑
(jcα)iα = 0 for all j ∈ J. Therefore
∑
(jcα)(iαq) = 0; i.e. J(
∑
cα(iαq)) =
0 and
∑
(iαq)cα = 0.) Now all the coefficients of (24) belong to E and
since addition and multiplication are continuous in the finite topology, the
identities (24) hold in E . (Here one can use also Corollary 2.3.2 from [Kh91]
which allows us to extend identities from RC to (RC)F .)
Now we are going to prove that the space V is finite dimensional over
D. In that case the dimension of E over C will also be finite: d = dimC E =
(dimD V )
2 ·dimC D and E (and therefore R), like any d-dimensional algebra,
will satisfy the standard polynomial identity:
Sd(x1, . . . , xd+1) ≡
∑
(−1)pixpi(1) · · · xpi(d+1) = 0.
On the contrary, suppose that V has infinite dimension dimV = β. Let
M be the set of all linear transformations whose rank is less then β. (Recall
that the rank of a transformation l is the dimension over D of its image.) It
is well-known that M is a maximal ideal of E . So the factor ring E¯ = E/M
is a simple ring with a unit.
8.2. Lemma. The ring E¯ is not Artinian.
Proof. Let {ei, i ∈ I} be a basis of V over D. and
I1 ⊃ I2 ⊃ . . . ⊃ In ⊃ . . .
be a chain of subsets such that |Ik \ Ik+1| = β, and let
An = {l ∈ E : eil = 0 ∀i ∈ I \ In}.
Then
(A1 +M)/M ⊃ A2 +M/M ⊃ . . . ⊃ An +M/M ⊃ . . .
is an infinite descending chain of right ideals of E¯ .
Indeed, if An +M = An+1 +M, then for the transformation w, defined
by
eiw =
{
ei if i ∈ In \ In+1
0 otherwise
,
we should get a presentation w = a+m, where a ∈ An+1, m ∈M. Let V1 be
a subspace generated by {ei : i ∈ In \ In+1}. Then V1 = V1w ⊆ V1a+V1m =
V1m. However, dimD V1 = β, while dimD V1m ≤ dimV m < β, which is a
contradiction. The lemma is proved.
8.3. Lemma. The ring E¯ does not satisfy a non trivial generalized
polynomial identity.
Proof. Like any simple ring with a unit, the ring E¯ is primitive. If it
satisfies a GPI, then by the S.A. Amitsur structure theorem [Am65] it has
a nonzero socle S, which is a two-sided ideal and therefore S = E¯ . In N.
Jacobson presentation of E¯ as a dense ring of linear transformations, the
socle consists of all transformations of finite rank. This means that the unit
has finite rank and therefore the space has finite dimension. Thus E¯ is the
ring of all linear transformations of a finite dimensional space over a skew
field. In particular E¯ is Artinian; this is a contradiction to Lemma 8.2. The
lemma is proved.
Let us consider now identities (24). We have seen that all these identities
hold in E . If we apply the natural homomorphism ϕ : E → E¯ = E/M we
obtain the following identities of the ring E¯
f(
∑
i
a¯i1x1a¯
∗
i1, . . . ,
∑
i
a¯inxna¯
∗
in) = 0, (31)
where a¯ = ϕ(a) = a+M.
By Lemma 8.3 all we need is to prove that one of the identities (31) is a
nontrivial GPI of E¯ .
First of all we have to calculate the generalized centroid of E¯ . As E¯ is
a simple ring with a unit, it equals its left Martindale quotient ring and
therefore the generalized centroid is equal to the center.
8.4. Lemma. The center of E¯ is canonically isomorphic to C, C(E¯) =
ϕ(C).
Proof. See [Ro58, Corollary 3.3]. We will need the following result which
gives a criterium for determining when the ring of constants is semiprime
(see Theorem 5.1 [Kh95]).
8.5. Theorem. Under the conditions of theorem 8.1, the ring of con-
stants is semiprime if and only if B(L) is differentially semisimple, i.e. it has
no nonzero differential (with respect to action of L) ideals with zero multipli-
cation or, equivalently, it is a sum of a finite number of differentially simple
algebras.
By this theorem we have that in our situation the algebra B(L) is differ-
entially semisimple.
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8.6. Lemma. The ideal M is a differential ideal with respect to L, i.e.
Mµ ⊆M for each µ ∈ L.
Proof. Note thatM is a differential ideal with respect to each derivarion
of E . Indeed, if l ∈M than l is a transformation of rank less then β and the
projection e : V → iml also has rank less than β, in which case l = le. We
have lµ = lµe+ leµ ∈M for each derivation µ ∈ Der(E).
By proposition 1.8.1 [Kh91] any R-continuous derivation has a unique ex-
tension to RF . In particular each derivation from L is defined on RC. Again
by the same proposition we have that the elements of L have a unique exten-
sions to (RC)F = E . Thus we have obtained that the ideal M is differential
with respect to L. The lemma is proved.
As a consequence we have that the intersection M0 = M ∩ B(L) is a
differential ideal of B(L), which is not equal to B(L) (it does not contain
1). The left annihilator l(M0) of M0 in B(L) is also a differential ideal,
therefore l(M0) ∩M0 is a differential ideal with zero mulitiplication. By
theorem 8.5, l(M0) ∩M0 = 0. In the same way the left annihilator of the
sum l(M0) +M0 is zero (it is contained in l(M0) and, therefore, has a zero
multiplication). Now property (Q1) of quasi-Frobenius algebras implies that
l(M0) +M0 = r(l(l(M0) +M0)) = r(0) = B(L) and, finally
B(L) = l(M0)⊕M0 = eB(L)⊕ (1− e)B(L), (37)
where e is a central idempotent defined by the corresponding decomposition
of the unit 1 = e⊕ (1− e).
Let us return to identities (31). Suppose that in these identities {aij}
and {a∗ij} are bases of conjugated ideals λj , ρj contained in l(M0). In that
case the sets Aj = {a¯ij , i = 1, . . . m} are linearly independent over the center
of E¯ (see lemma 8.4). Moreover, the C-space generated by all possible a∗ij ’s
contains the unit e of l(M0) because for each conjugated pair of ideals λ, ρ
the one-sided ideals eλ, eρ are also conjugated with respect to the same form
(note that e is a central idempotent of B(L)). This implies that the linear
space over the center of E¯ generated by all a¯∗ij’s contains the unit e¯ of E¯ .
This fact allows us to prove that one of the identities (31) is nontrivial in
the same manner as it was done in the end of the proof of Theorem 7.1. By
Lemma 8.3, Theorem 8.1 is proved.
In this proof we used the fact that the inner part B(L) is differentially
semisimple and that it has enough pairs of conjugated ideals. Therefore in
the way analogous to Theorem 7.3 we can formulate a slightly more general
result.
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8.7. Theorem. Let L be a finite dimensional restricted differential
Lie C-algebra of R-continuous derivations of a prime ring R of positive
characteristic p > 0. Suppose that the inner part B(L) is a direct sum of
differentially simple ideals
B(L) = B1 ⊕B2 ⊕ . . . ⊕Bm.
If the algebra of constants RL satisfies a multilinear polynomial identity of
degree n and (Bi)
n
r 6= 0, i = 1, . . . ,m, then R is a PI-ring.
The only place where we have used that B(L) is quasi-Frobenius is de-
composition (37). Therefore it is enough to show that each differential ideal
of the direct sum of differentially simple algebras with units is a direct sum-
mand. If B = B1 ⊕ B2 ⊕ . . . ⊕ Bm is a direct sum of differentially simple
algebras then for any differential ideal A we have that ABi is a differential
ideal of Bi. This implies that either Bi ⊆ A or ABi = 0. In the same way
either Bi ⊆ A or BiA = 0. Let l(A) be the left annihilator of A, then l(A)∩A
is a differential ideal with zero multiplication, so its product with each Bi
is zero. This is possible only if the intersection is zero. In the same way the
left annihilator of the sum l(A) +A has a zero multiplication and therefore
it is equal to zero. It means that l(A) + A contains all the components Bi
and l(A)⊕A = B.
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