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A. Background on discretized wormlike chain. We model chromosomal DNA as a wormlike chain. For computational purposes, we discretize the wormlike chain into N = 393 216 beads-each representing a single nucleosome-located at positions { ri} with associated orientations { ui}. At this discretization level, the wormlike chain statistics are captured by a model with energy terms for bend, shear, stretch, and bend-shear coupling that can be described mathematically (as in (1) ) by
where Ri = ri − ri−1 and R ⊥ i = Ri − Ri · ui−1 ui−1 . The constants γ, ⊥ , , b , and η depend on the ratio of the persistence length and the discretization spacing and are chosen to best approximate the statistics of a continuous wormlike chain. For DNA with a persistence length of 50 nm and a discretization spacing of ∆ = 16.5nm the constants are γ = 0.938, ⊥ = 1.942 k b T/nm, = 2.665 k b T/nm, b = 78.309 k b T nm, and η = 0.152 nm −1 .
B. Effect of adjusting stiffness.
In reality, nucleosomes have a non-straight entry-to-exit angle. This likely makes the effective chromatin polymer less stiff and corresponds to a higher number of beads per path length of the effective chain. To test the effect of this change, we ran a simulation with a persistence length of only 22 nm and with nucleosomes every 8.7 nm. Figure S1 displays some results of this change. The optimal number of nucleosomes to average has shifted to up to about 300 nucleosomes. However, we note that the peak is quite flat indicating that between 100 and 800 there isn't a substantial change in the accuracy. The direction of this shift is in line with the explanation that the peak is determined by separation at which to nucleosomes can be in different phases. Both making the chain more flexible and increasing the linear density reduce the equilibrium distance between two polymer beads separated by a fixed number of nucleosomes.
C. Details on the choice of non-specific interaction. The function Fint is unknown, as it depends on the atomistic details of chromatin in solution; however, we can make some general observations about it. Constant and linear terms (i.e., a + bφc) are of no consequence as they cancel when chromatin flows from one region to another. The first important term is χφ 2 c where χ is the (negative of the) local Flory-Huggins parameter between the solvent and the chromatin. Because of steric interactions as well as the negative charge of DNA, we assume chromatin is generally repulsive, making χ > 0. Furthermore, there is a limit to the amount of chromatin that can be packed into each volume element so lim φc→1 F (φc) = ∞. Electron microscopy (2) suggests that the density of chromatin φc never gets above roughly 50% so we approximate this function by:
The value of χ presented in the main text is equal to one times the bead volume. Aside from its numerical simplicity, this value was chosen to be large enough to distribute the chromatin throughout the confinement while not so large that it prevents the heterochromatic phase from reaching the cutoff density of φc = 0.5. This cutoff was chosen to match the maximum density observed by electron microscopy (2) . In Figure S2 we show that the primary effect of adjusting χ is a shift in the chemical potential (a.k.a. concentration) of HP1 at which the heterochromatic phase becomes more dense. The effect of the HP1 concentration and the χ parameter on the predicted contact map are shown in Figure S3 , which has contact maps from the same simulations as displayed in Figure S2 . D. Analysis of methylation profiles. In our model each nucleosome has two histone 3 tails, either or both of which can be trimethylated at the ninth lysine. Unfortunately, ChIP-seq does not provide an exact sequence of this methylation pattern. Rather, the ChIP-seq signal we used to generate our methylation sequence consists of, according to the ENCODE database (4), a "Density graph (wiggle) of signal enrichment. At each base-pair position, the density is calculated as the number of sequenced tags overlapping a 25 bp window centered at that position".
To construct an approximate methylation pattern based on the ChIP-seq signal, we divide the genome into 200 bp segments and assign one nucleosome to each. Then we integrate the signal in each of these segments, resulting in a single value for each nucleosome. We introduce two evenly spaced cutoffs which classify these values into unmethylated, single tail methylated, and two tails methylated. The cutoffs are chosen such the half of all tails are methylated, as justified by the observed fraction (di/tri)-methylated reported in the main text. This process is illustrated in Figure S4 .
E. Monte Carlo algorithm and Equilibration. Our Fortran code can be found on the Spakowitz lab web page. Our lab's Github repository also has a branch frozen at the code version used for this paper, complete with all requisite input files and parameters correctly set (https://github.com/SpakowitzLab/wlcsim/tree/MBS2018_PNAS). Listing 1 provides heavily simplified pseudo-code describing the Monte Carlo algorithm and moves. Figure S6 provides illustrations of the action of the various moves.
The system was run for 102 save points. Between each save point 6.4 million pivot, 64 million binding state change, 192 million crank shaft, 384 million translation, and 384 million single bead rotation moves were attempted. Figure S5 provides evidence that this runtime is more than sufficient to bring the system to equilibrium. Contact probabilities where generated on save points 35 through 110. While two sequential save points are not completely decorrelated, there is substantial rearrangement between them making recording their configuration worth while. Figure S2 . The data for the Hi-C contact probabilities are from (3), GEO accession number GSE63525. The contact map pattern is most distinct near the phase boundary between the uniform density phase and the phase with dense heterochromatin. 
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F. Density based classification method.
In the text we refer to a density-based classification method. Specifically, nucleosomes with on average of more than 1.8 neighbors (excluding genomically adjacent nucleosomes) within a 14.35 nm radius are classified as heterochromatin. Those nucleosomes with fewer than 1.8 neighbors are considered euchromatin. The 14.35 nm radius was chosen as it is half of the discretization width ∆. This is the minimum length scale that our simulation can resolve. The 1.8 neighbors cutoff was chosen to distinguish the two separate populations shown in Figure S7 .
G. Alternatives to sliding window.
In the text we used a sliding window average as a filter for predicting chromatin state from H3K9me3. There are many other filters that one could use such as a Gaussian-weighted average or a power-law-weighted average. The Gaussian-weighted average is performed in a similar manner to the sliding window average, but instead of a window width, the standard deviation (measured in nucleosomes) of the Gaussian kernel is varied. The accuracy of this prediction presented in Figure S8A . Similarly, Figure S8B shows the accuracy based on a power law filter given by f (i) = M (i) + 500 j=−500
is the original methylation pattern, α is the exponent of the power law, and f (i) is the filtered methylation.
H. Contact probability details. As mentioned in the text, the simulated contact probability doesn't decrease as precipitously with genomic distance as the contact probability measured by Hi-C. We display this difference in Figure S9 .
The addition of other marks may allow for better prediction of Hi-C contact maps. In Figure S12 , we see that while H3K9me3 is most heavily correlated with the Hi-C contact map, other marks have features which are genomically aligned with the Hi-C. In fact, it is known that Hi-C can be predicted from epigenetic marks (6, 7) and a Hi-C training set.
When making Figure S12 we flattened both the Hi-C and simulation contact probabilities so that the contact probability doesn't decrease with increasing genomic separation. This was done so that the alignment of the various features could be easily compared. In order to do the flattening, we calculate average looping probability as a function of separation. We then smooth the log-log plot of the looping probability using a Gaussian kernel with standard deviation of 0.6 in log space (base exp), and then divide the displayed data by the smoothed function.
I. Effect of cell type, chromosome, HP1 concentration, and average methylation. To test how conclusions about interpreting ChIP-seq signal depend on the cell type or chromosome chosen, the simulations where rerun and the same analysis performed using the methylation signal from chromosome 16 of HeLa-S3 (8) cells and K562 (9) cells as well as chromosome 17 of the original GM12878 cells (10) . As in the paper, Figure S10 shows the accuracy of prediction of chromatin type vs number of cells. While there is some variance in how well the prediction works, the optimal number of nucleosomes remains around 100.
We also tested the effect of reducing the average methylation level and HP1 concentration. Reducing average methylation increases the average HP1 concentration at which similar behavior occurs. The location of the peak at around 10 2 nucleosomes is not substantially changed. However, the accuracy of the prediction does change. In particular, it is easy to predict which nucleosomes will be condensed when very few or none of them are. 
