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A COMPARISON OF DUALITY AND ENERGY A POSTERIORI
ESTIMATES FOR L∞(0, T ; L2(Ω)) IN PARABOLIC PROBLEMS
OMAR LAKKIS, CHARALAMBOS MAKRIDAKIS, AND TRISTAN PRYER
Abstract. We use the elliptic reconstruction technique in combination with
a duality approach to prove a posteriori error estimates for fully discrete back-
ward Euler scheme for linear parabolic equations. As an application, we com-
bine our result with the residual based estimators from the a posteriori esti-
mation for elliptic problems to derive space-error indicators and thus a fully
practical version of the estimators bounding the error in the L∞(0, T ; L2(Ω))
norm. These estimators, which are of optimal order, extend those introduced
by Eriksson and Johnson in 1991 by taking into account the error induced by
the mesh changes and allowing for a more ﬂexible use of the elliptic estimators.
For comparison with previous results we derive also an energy-based a poste-
riori estimate for the L∞(0, T ; L2(Ω))-error which simpliﬁes a previous one
given by Lakkis and Makridakis in 2006. We then compare both estimators
(duality vs. energy) in practical situations and draw conclusions.
1. Introduction
A posteriori error estimators and their use to derive adaptive mesh reﬁnement
algorithms to solve time-dependent problems constitute the object of current re-
search. The problem is appealing for the theoretician as a test ground for novel
analytical techniques as well as for those practitioners who are interested in mini-
mizing the amount of computational time in order to obtain satisfactory accuracy
in the computer simulations of time-dependent PDE’s. Both the theoretical and
practical aspects of a posteriori-based adaptive numerical methods for evolution
partial diﬀerential equations has beneﬁted immensely from the surge in the pro-
duction of dedicated papers in the last 20 years, although fundamental questions
such as convergence of adaptive algorithm remain open.
In this paper, we address the problem of a posteriori error estimation for the
time-dependent model problem
(1.1) ∂tu(x, t) + A u(x, t) = f(x, t)
for x ∈ Ω ⊆ Rd and 0 ≤ t ≤ T , where A is an elliptic operator to be de-
scribed in further detail in §2. This simple model of linear parabolic PDE has
been used as a test-bed for adaptive mesh and timestep reﬁnement methods for
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evolution equations by [CF04] and [KMSS12] to cite two examples. In both these
papers the authors focus on energy estimates using the a posteriori estimator for
the L2(0, T ; H
1
0(Ω))-error as a target for an adaptive optimization procedure known
as “indicator equidistribution” in the original spirit of [BR78]. From the discussion
in [KMSS12], it turns out that the L2(0, T ) accumulation in time is problematic
when desigining adaptive algorithms, due to the loss of causality (which is built-in in
timestepping methods) when trying to equidistribute “in the future”. This problem
is apparent as well in [CF04] in that the algorithm therein proposed does not guar-
antee to reach the ﬁnal time T under certain tolerance. In [KMSS12], this diﬃculty
is overcome by establishing a priori estimates that provide a priori criteria, based on
the data at hand, that will guarantee the termination of the proposed adaptive al-
gorithm. Another way of circumventing the problem of L2(0, T ) accumulation is to
look for error estimators in other functional spaces, say the L∞(0, T ; L2(Ω)). While
the L∞(0, T ; L2(Ω)) norm appears as a “companion norm” to L2(0, T ; H
1
0(Ω)) in
energy-based a posteriori estimates [Pic98,Ver03,BBM05], the estimators turn out
to be suboptimal in the spatial error because the H10(Ω) terms must have lower or-
der. Sharp error estimates in the L∞(0, T ; L2(Ω))-norm were ﬁrst derived by [EJ91],
using a duality argument. In [LM06], we showed that sharp L∞(0, T ; L2(Ω))-norm
a posteriori error estimates were possible with energy arguments if one uses the
elliptic reconstruction introduced by [MN03]. The elliptic reconstruction has since
then been used as an analytical tool, in combination with energy or other tech-
niques, such as heat-kernel or semigroup techniques, to deal with time, in order to
establish estimates in various norms for linear and nonlinear problems; see, e.g.,
[DLM09,DM10,EM09,GL10,GLV11,BM11].
Prior to the introduction of the elliptic reconstruction, L∞(0, T ; L2(Ω))-error
estimates could be derived by using the duality techinque, at the cost of assuming
restrictive assumptions on the domain (e.g., convexity) as well as on the mesh
[EJ91]. Our chief goal in this paper is twofold:
1. We explore the possibility of using the elliptic reconstruction technique
in conjunction with the duality technique as introduced by Eriksson and Johnson
[EJ91];
2. We compare duality estimates with energy estimates for the L∞(0, T ; L2(Ω)-
norm.
To our knowledge, both these objectives have not been treated previously in
the literature. The duality technique provides an important alternative to energy
techniques and is widely used for the derivation of a priori and a posteriori error
estimates both for elliptic and parabolic problems. Since being ﬁrst considered, it
has been developed in many diﬀerent directions, including its use in implicit and
goal oriented a posteriori error estimates.
The elliptic reconstruction has been used in combination with energy estimates,
where one mimics the energy estimates for the parabolic equation in order to
derive error estimates from a PDE where the error, or part thereof, is the “un-
known”. In this paper, the use of the elliptic reconstruction is crucial in providing
two simple abstract results for both the energy-based and the duality-based es-
timates in the L∞(0, T ; L2(Ω))-norm. From a technical analysis viewpoint, we
show that the elliptic reconstruction technique can be completely decoupled from
energy considerations (or any other method used to deal with time integration
and timestepping, for that matter). This is not obvious; indeed, in many works
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a posteriori analysis, the elliptic part is entangled with the parabolic part and
there is not a clear cut diﬀerence between elliptic and parabolic eﬀects. As noted
in recent work on a posteriori analysis for time-dependent problems (see, e.g.,
[AMN06, BBM05, BV04, dFN02, Pic98]) understanding the splitting between the
elliptic, stationary, and parabolic, time-dependent, errors, as well as the part of the
error where these eﬀects are coupled, is important in designing adaptive methods
and avoiding repetition.
An important by-product of our approach is that the mesh-change in time is
considered as part of the proofs of our theorems. Indeed, unlike former derivations
a posteriori error estimates via duality (mainly [EJ91]), we do not impose on the
mesh any assumptions that are susceptible of violation in a practical implementa-
tion of the scheme, such as the no-reﬁnement assumptions.
From a more practical side, we give an application of our theory, by comparing
in a series of benchmarks where elliptic L2(Ω) residual-based estimators are used
[AO00,LN03]. We emphasize, however, that our results are not limited to the use
of residual-based estimators and that other estimators which work for the L2(Ω)
norms in elliptic problems could be used; see e.g., [LP12].
Our main results in this paper are duality-based estimates, Theorem 4.5 and
Corollary 4.6, an energy-based esimate, Theorem 6.4 and a computer experiment
designed to compare in practice both estimators. From a theoretical perspective,
Theorem 4.5 and Corollary 4.6, generalize the duality estimates of [EJ91], both
by providing a wider choice of elliptic error estimators (other than residual being
possible) and removing unrealistic assumptions on the meshes. A direct applica-
tion of the duality-estimate Theorem 4.5 provides ﬁner estimates with respect to
time accumulation. This is especially helpful in situations where the error (on a
time-invariant mesh) decreases with time and for long-time integration. Finally,
energy-estimate Theorem 6.4 is, to the best of our knowledge, a novel result, which
simpliﬁes, by using the Poincare´–Friedrichs inequality, special cases from [LM06]
and provides the basis for our comparison. The numerical results show that the
estimators behave roughly the same, with a slight edge for the energy-based ones
when it comes to time accumulation and long-time integration. This is a conﬁr-
mation of the theoretical observation that the “tails” of the coeﬃcients for the
time-accumulation are much heavier for the duality estimators (see Figure 1). The
energy estimator beneﬁts from an exponential decay in these coeﬃcients which also
provides a faster way of computing them and a more economical storage. In prac-
tice, testing the estimators with residual-based elliptic ones, we found that energy
estimators are slightly better suited for long-time integration (due to the better
accumulation weights), while the duality-based ones can be more precise on short-
times where error measures in L∞(0, T ; L2(Ω)) is important. Numerics show also
that the logarithmic accumulation weights found in the duality analysis are in fact
too pessimistic, and can be safely ignored, while the energy exponential weights
are eﬀective. On the other hand, the energy estimator’s “constants” in the expo-
nential weights depend on the Poincare´–Friedrichs constant, which may in turn be
pessimistic in some cases.
In this paper we focus on proving upper error-estimator bounds only. Lower
bounds are important (although not essential to prove convergence as previously
thought, as some recent results in adaptive schemes for elliptic equations show,
e.g., [CKNS08, Remark 4.2]). In principle, partial lower bounds, excluding data
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oscillation terms and global time-eﬀects, in the spirit of [Ver03, eq. (1.6)] are possible
for L2-norms. Indeed, the elliptic technique traced in [Ver96] and recently recalled in
[DS11], should be applicable to energy estimates. However, lower bounds, because
of their local nature, are not relevant when comparing between duality and energy
analysis methods (which is the main goal in this paper), and we therefore leave
their derivation as an interesting open problem.
The rest of this article is organized as follows: In §2 we recall the main tools
related to the elliptic reconstruction. In §3 we analyze the spatially semidiscrete
scheme using a duality approach. In §4 we extend the §3 to the fully discrete
scheme and in §5 give the proof of those results. In §6 we state and prove the
estimates based on the energy approach. Finally, in §7 we summarize our computer
experiments from which we drew the main practical conclusions of this research.
2. The discrete scheme and the elliptic reconstruction
In this section we introduce the numerical schemes that we study, some basic
tools including the deﬁnition of the elliptic reconstruction.
2.1. Basic set-up. We introduce next the PDE whose discretization is the object
of this paper. Let Ω be a bounded domain of the Euclidean space Rd, for some
ﬁxed positive integer space dimension d and a final time T ∈ R+. We shall assume
throughout this paper’s discussion that the domain Ω is a convex polytope, noticing
that all the results can be extended to certain non-convex domains, like domains
with reentrant corners in d = 2, following ideas of [LN03] regarding the elliptic
a posteriori L2(Ω)-error estimates.
Given a Lebesgue measurable set D ⊂ Rd, we deﬁne
〈φ, ψ〉D :=
∫
D
φ(x)ψ(x)μ(dx),(2.1)
‖φ‖D := ‖φ‖L2(D) := 〈φ, φ〉
1/2
D ,(2.2)
|φ|k,D :=
∥∥Dkφ∥∥
D
, for k ∈ Z+,(2.3)
‖φ‖k,D :=
(
‖φ‖2D +
k∑
j=1
|φ|2j,D
)1/2
, for k ∈ Z+,(2.4)
where μ(dx) denotes either the Lebesgue measure element dx, when D’s such
measure is positive, or the (d − 1)-dimensional (Hausdorﬀ) measure dsx, when
D has zero Lebesgue measure. In many instances, in order to compress notation
and when there is no danger of engendering confusion, we may drop altogether the
“diﬀerential” symbol from integrals. This convention applies also to integrals in
time.
We will use the standard [Eva98] function spaces L2(D), H
k(D), Hk0(D) and
denote by H−1(D) the dual space of H10(D) with the corresponding pairing written
as 〈· | ·〉D. We omit the subscript D whenever D = Ω. We denote the Poincare´–
Friedrichs constant associated with Ω by CPF and we take the seminorm |·|1 to be
the norm of H10(Ω). We use the usual duality identiﬁcation
(2.5) H10(Ω) ⊂ L2(Ω) ∼ L2(Ω)′ ⊂ H−1(Ω)
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and the dual norm
(2.6) ‖ψ‖−1 := sup
0=φ∈H1
0
(Ω)
〈ψ |φ〉
|φ|1
(
= sup
0=φ∈H1
0
(Ω)
〈ψ, φ〉
|φ|1
, if ψ ∈ L2(Ω)
)
.
Let a be the elliptic bilinear form deﬁned on H10(Ω) by
(2.7) a (v, ψ) := 〈A∇v,∇ψ〉 ∀ v, ψ ∈ H10(Ω),
where “∇” denotes the spatial gradient, and the matrix-valued function
A ∈ L∞(Ω)d×d
is such that
a (ψ, φ) ≤ β |ψ|1 |φ|1 ∀ φ, ψ ∈ H10(Ω),(2.8)
a (φ, φ) ≥ α |φ|21 ∀ φ ∈ H10(Ω),(2.9)
with α, β ∈ R+. We also use the energy norm |·|a deﬁned as
(2.10) |φ|a := a (φ, φ)1/2 ∀ φ ∈ H10(Ω).
It is equivalent to the norm |·|1 on the space H10(Ω), in view of (2.8) and (2.9). In
particular, we will often use the following inequality:
(2.11) |φ|1 ≤ α−1/2 |φ|a ∀ φ ∈ H10(Ω).
Let u ∈ L∞(0, T ; H10(Ω)), with ∂tu ∈ L2(0, T ; H−1(Ω)), be the unique solution
of the linear parabolic problem
〈∂tu |φ〉+ a (u, φ) = 〈f, φ〉 ∀ φ ∈ H10(Ω),
and u(0) = g,
(2.12)
where f ∈ L2(Ω×(0, T )) and g ∈ H10(Ω). Whenever not stated explicitly, we assume
that the data f, g,A and the solution u of the above problem are suﬃciently regular
for all the norms involved to make sense.
In order to discretize the time variable in (2.12), we introduce the partition
0 = t0 < t1 < · · · < tN = T of [0, T ]. Let In := (tn−1, tn] and we denote by
τn := tn − tn−1 the timesteps. We will consistently use the following “superscript
convention”: whenever a function depends on time, e.g., f(x, t), and the time is
ﬁxed to be t = tn, n = 0, . . . , N we denote it by f
n(x). Moreover, we often drop the
space dependence explicitly, e.g., we write f(t) and fn in reference to the previous
sentence.
We use a conforming ﬁxed polynomial degree FEM to discretize the space vari-
able. Let (Tn)n=0,...,N be a family of conforming triangulations of the domain Ω
[BS07,Cia78]. These triangulations are allowed to change at each timestep, as long
as they stay compatible. By compatible meshes we mean that they all descend, as
nested reﬁnements by bissection from the same macro-triangulation. This is an ex-
tremely mild requirement automatically implemented by many reﬁnement methods
[Kos94, for details on compatible meshes; SS05; LM06].
For each given triangulation Tn, we denote by hn its meshsize function deﬁned
as
(2.13) hn(x) = diam(K), where K ∈ Tn and x ∈ K,
for all x ∈ Ω. We also denote by Sn the set of internal sides of Tn, these are edges
in d = 2—or faces in d = 3—that are contained in the interior of Ω; the interior
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mesh of edges Σn is then deﬁned as the union of all internal sides
⋃
E∈Sn
E. We
associate with these triangulations the finite element spaces
V
n :=
{
φ ∈ H10(Ω) : ∀K ∈ Tn :↾ φK ∈ Pℓ
}
,(2.14)
where Pℓ is the space of polynomials in d variables of degree at most ℓ ∈ Z+.
Given two successive compatible triangulations Tn−1 and Tn, we deﬁne hˆn :=
max (hn, hn−1) [LM06, Appendix]. We will also use the sets Σˆn := Σn ∩ Σn−1
and Σˇn := Σn ∪ Σn−1. Since the deﬁnitions in some parts of this section are
independent of the time discretization and could be applied to any ﬁnite element
space, in this section we use two generic H10(Ω)-conforming Lagrange ﬁnite element
spaces V and W. Whenever V or W coincides with one of the Vn introduced, we
replace all indexes V by n.
2.2. Definition (fully discrete scheme). We consider the following fully discrete
scheme of problem (2.12) associated with the ﬁnite element spaces Vn:
(2.15)
U0 := I0u(0), and
τ−1n
〈
Un − Un−1, Φn
〉
+ a (Un, Φn) =
〈
f˜n, Φn
〉
∀ Φn ∈ Vn, for n = 1, . . . , N.
Here the operator I0 is some suitable interpolation or projection operator from
H10(Ω) or L2(Ω), onto V
n, and f˜n equals either the value of f at tn, f
n := f(·, tn)
or its time-average on In,
∫ tn
tn−1
f(·, t) dt/(tn − tn−1). This scheme is the standard
backward (or implicit) Euler–Galerkin ﬁnite element scheme [Tho06]. Below we
shall use a continuous piecewise linear extension in time of the sequence (Un) which
we denote by U(t) for t ∈ [0, T ] (see §2.9 for the precise deﬁnition).
2.3. A posteriori estimates and reconstruction operators. The elliptic re-
construction, as described by [MN03] consists in associating with U : [0, T ] → V an
auxiliary function ω : [0, T ] → H10(Ω), in such a way that when the total error
(2.16) e := U − u
is decomposed as
e = ρ− ǫ,(2.17)
ǫ := ω − U, ρ := ω − u,(2.18)
then the following properties are satisﬁed:
1. The error ǫ is easily controlled by elliptic a posteriori quantities of optimal
order.
2. The error ρ satisﬁes a modiﬁcation of the original PDE whose right-hand
side depends on ǫ and U . This right-hand side can be bounded a posteriori in an
optimal way.
Therefore in order to successfully apply this idea we must select a suitable re-
constructed function ω. In our case, this choice is dictated by the elliptic operator
at hand; the precise deﬁnition is given in §2.5. In addition, the eﬀect of mesh
modiﬁcation will reﬂect in the right-hand side of the equation for ρ. As a result
of our choice for ω we are able to derive optimal order estimators for the error in
L∞(0, T ; L2(Ω)), as well as in L∞(0, T ; H
1
0(Ω)) and H
1(0, T ; L2(Ω)). In addition,
our choosing ω as the elliptic reconstruction will have the eﬀect of separating the
spatial approximation error from the time approximation as much as possible. We
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show that the spatial approximation is embodied in ǫ which will be referred to as
the elliptic reconstruction error whereas the time approximation error information
is conveyed by ρ, a fact that motivates the name main parabolic error for this
term. This “splitting” of the error is already apparent in the spatially discrete case
[MN03].
2.4. Definition (representation of the elliptic operator, discrete elliptic
operator, projections). Suppose a function W ∈ W, the bilinear form can be
then represented as
(2.19) a (W,φ) =
∑
K∈T
〈− div [A∇W ] , φ〉K +
∑
E∈S
〈J [W ], φ〉E ∀ φ ∈ H10(Ω),
where J [W ] is the spatial jump of the field A∇W across an element side E ∈ S
deﬁned as
↾ J [W ]E(x) = A∇W E (x)
:= lim
ε→0
[A(x)∇W (x+ ενE(x))−A(x)∇W (x− ενE(x))] · νE(x),
(2.20)
where νE is a choice, which does not inﬂuence this deﬁnition, between the two
possible normal vectors to E at the point x.
Since we use the representation (2.19) quite often, we now introduce a prac-
tical notation that makes it shorter and thus easier to manipulate in convoluted
computations. For a ﬁnite element function, W ∈W (or more generally for any Lip-
schitz continuous function w that is C2(int(K)), for each K ∈ T ), denote by AelW
the regular part of the distribution − div [A∇W ], which is deﬁned as a piecewise
continuous function such that
(2.21) 〈AelW,φ〉 =
∑
K∈T
∫
K
− div [A(x)∇W (x)]φ(x) dx ∀ φ ∈ H10(Ω).
The operator Ael is sometime referred to, in the ﬁnite element community, as the
elementwise elliptic operator, as it can be viewed as the result of the application
of − div [A∇·] only on the interior of each element K ∈ T . Although this is a
misnomer (as the operator itself does not depend in any way on the ﬁnite element
space) this observation justiﬁes our subscript in the notation. We shall write the
representation (2.19) in the shorter form
(2.22) a (W,φ) = 〈AelW,φ〉+ 〈J [W ], φ〉Σ ∀ φ ∈ H10(Ω),
where Σ =
⋃
E∈S E.
Let us now recall some more basic deﬁnitions that we will be using. The discrete
elliptic operator associated with the bilinear form a and the ﬁnite element space V
is the operator AV : V→ V deﬁned by
(2.23)
〈
AVW,Φ
〉
= a (W,Φ) ∀ Φ ∈ V,
for W ∈ V.
The L2(Ω)-projection operator is deﬁned as the operator P
V
0 : L2(Ω) → V such
that
(2.24)
〈
PV0 v, Φ
〉
= 〈v, Φ〉 ∀ Φ ∈ V,
for v ∈ L2(Ω); and the elliptic projection operator PV1 : H10(Ω) → V is deﬁned by
(2.25) a
(
PV1 v, Φ
)
= a (v, Φ) ∀ Φ ∈ V.
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2.5. Definition (elliptic reconstruction). We deﬁne the elliptic reconstruction
operator associated with the bilinear form a and a given ﬁnite element space V to
be the unique linear operator RV : V→ H10(Ω) such that
(2.26) a
(
R
VW,φ
)
=
〈
AVW,φ
〉 ∀ φ ∈ H10(Ω),
for each given W ∈ V where AV is the discrete elliptic operator deﬁned in (2.23).
The H10(Ω) function R
VW is referred to as the elliptic reconstruction of W .
Note that the domain of the reconstruction operator RV, as well as that of the
discrete elliptic operator AV, may be extended (constructively) to all of H10(Ω),
but since RV will be used eﬀectively on the ﬁnite element space and we generally
consider its restriction to V. It is also worth noting that elliptic reconstruction
operator RV, is a right, but not left, inverse of the well-known elliptic (or Ritz)
projection discussed in [Whe73] (see also [Tho06]).
2.6. Remark (Galerkin orthogonality). A crucial property of the elliptic re-
construction operator Rn is that for v ∈ H10(Ω), v − Rnv is a (·, ·)-orthogonal to
V
n, i.e.,
(2.27) a (v −Rnv, Φ) = 0 ∀ Φ ∈ Vn.
This is known as the Galerkin orthogonality of the error in the ﬁnite element lit-
erature and is the crucial property that allows to obtain a priori and a posteriori
error estimates.
2.7. Definition (elliptic a posteriori error estimator functional). Given a
normed functional space V containing H10(Ω), (e.g., V = L2(Ω) or H
1
0(Ω)) and a
generic ﬁnite dimensional subspace V, we call estimator functional associated with
the bilinear form a, deﬁned in (2.7), the space V in the the norm of V , a functional
of the form
(2.28) E [·,V,V ] : V→ R
such that for each V ∈ V we have
(2.29)
∥∥V −RV∥∥
V
≤ E [V,V,V ].
Thanks to many diﬀerent techniques [AO00, Bra01, Ver96], it is well known that
there exist many such functionals. One of the simplest examples is given by the
residual-based estimator functional, justiﬁed next by Lemma 2.8, which we will use
in this work, but we note that our approach can be easily adapted to accommodate
other estimators.
2.8. Lemma (residual-based a posteriori error estimates). Let V be a finite
element space on a triangulation T with edge set Σ of the polygonal domain Ω as
defined in §2.1. For any V ∈ V we have∣∣RVV − V ∣∣
1
≤ C1
α
‖(AelV −AnV )hn‖+ C2
α
∥∥∥J [V ]h1/2n ∥∥∥
Σn
,(2.30)
and, if furthermore Ω is convex, then∥∥RVV − V ∥∥ ≤ C3 ∥∥(AelV −AnV )h2n∥∥+ C4 ∥∥∥J [V ]h3/2n ∥∥∥
Σn
,(2.31)
for the α given by (2.11) and some (V -independent) constants Cj, j = 1, 2, 3, 4.
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2.9. Definition (discrete time extensions and derivatives). Given any dis-
crete function of time—that is, a sequence of values associated with each time node
tn—e.g., (U
n), we associate to it the continuous function of time deﬁned by the
Lipschitz continuous piecewise linear interpolation, e.g.,
(2.32) U(t) := ln−1(t)U
n−1 + ln(t)U
n, for t ∈ In and n = 1, . . . , N ;
where the functions ln are the hat (linear Lagrange basis) functions deﬁned by
(2.33) ln(t) :=
t− tn−1
τn
In(t)−
t− tn+1
τn+1
In+1(t), for t ∈ [0, T ] and n = 0, . . . , N,
X denoting the characteristic function of the set X. This extension is for a pos-
teriori analysis purposes, it is not needed for computations.
In the sequel will use the following shorthand
(2.34) ωV = RVU (and thus ωn = RnUn) ,
to denote the elliptic reconstruction of the (semi-)discrete solution U and Un.
The time-dependent elliptic reconstruction of U is the function
(2.35) ω(t) := ln−1(t)R
n−1Un−1 + ln(t)R
nUn, for t ∈ In and n = 1, . . . , N,
which results in a Lipschitz continuous function of time.
We introduce next time-discrete derivative (i.e., diﬀerence) operators:
(a) Discrete (backward) time derivative
(2.36) ∂Un :=
Un − Un−1
τn
.
Notice that ∂Un = ∂tU(t), for all t ∈ In, hence we can think of ∂Un as being
the value of a discrete function at tn. We thus deﬁne ∂U as the piecewise linear
extension of (∂Un)n, as we did with U .
(b) Discrete (centered) second time derivative
(2.37) ∂2Un :=
∂Un+1 − ∂Un
τn
.
(c) Averaged (L2(Ω)-projected) discrete time derivative
(2.38) ∂Un := Pn0 ∂U
n =
Un − Pn0 Un−1
τn
∀ n = 1, . . . , N.
This last deﬁnition stems from ∂Un not necessarily belonging to Vn (e.g., when
V
n−1 ⊆ Vn ), whereas ∂Un ∈ Vn is always satisﬁed.
2.10. Remark (pointwise form). The discrete elliptic operators An can be em-
ployed to write the fully discrete scheme (2.15) in the following pointwise form:
(2.39) ∂Un(x) +AnUn(x) = Pn0 f˜
n(x) ∀ x ∈ Ω.
Indeed, in view of ∂Un +AnUn − Pn0 f˜n ∈ Vn, (2.15), and (2.23), we have
〈
AnUn + ∂Un − Pn0 f˜n, φ
〉
=
〈
AnUn + ∂Un − Pn0 f˜n, Pn0 φ
〉
= a (Un, Pn0 φ) +
〈
τ−1n (U
n − Un−1)− fn, Pn0 φ
〉
= 0,
(2.40)
for any φ ∈ H10(Ω). Therefore the function ∂Un +AnUn − Pn0 f˜n vanishes.
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2.11. Error equation. Let us consider the (full) error, the elliptic reconstruction
error and the parabolic error which are deﬁned, respectively, as follows:
e = U − u,(2.41)
ǫ = ω − U,(2.42)
ρ = ω − u.(2.43)
We have the following decomposition of the error:
(2.44) e = ρ− ǫ.
We can also readily derive the following error relation for the parabolic error in
terms of the reconstruction error and the reconstruction itself [LM06]:
〈∂tρ(t), φ〉+ a (ρ(t), φ) = 〈∂tǫ(t), φ〉+ a (ω(t)− ωn, φ)
+ τ−1n
〈
Pn0 U
n−1 − Un−1, φ〉+ 〈Pn0 f˜n − f(t), φ〉(2.45)
for all φ ∈ H10(Ω), t ∈ In and n = 1, . . . , N .
3. Duality-reconstruction a posteriori error estimates
In this section we synthetically describe how the combination of the elliptic
reconstruction and the parabolic duality techniques provide a posteriori error es-
timates. To keep the discussion as simple as possible, we study ﬁrst the spatially
semidiscrete scheme. This simpliﬁcation allows us to expose our main ideas, which
we employ later for the fully discrete case in §4.
3.1. Notational warning. Since we will be dealing with the space semidiscrete
scheme only, we will use the same symbols introduced for the fully discrete scheme
in §2, albeit in their semidiscrete analog by dropping the index n. The notation
now introduced is valid only in this section. In particular time-dependent functions,
such as U , ω, e, ǫ and ρ, to be introduced next, should not be confused with their
fully-discrete analogs introduced earlier in §2 and valid outside this section.
3.2. Notation, spatially semidiscrete scheme and the error relation. Let
V be a given (time-invariant) ﬁnite element space, as deﬁned in §2.1, consider the
function U : [0, T ] → V which satisﬁes the following semidiscrete Galerkin finite
element scheme associated with the PDE (2.12):
(3.1)
U(0) := Iu(0), and
〈∂tU(t), Φ〉+ a (U(t), Φ) = 〈f(t), Φ〉 ∀ Φ ∈ V, t ∈ [0, T ],
where the operator I is a suitable interpolation or projection operator from H1(Ω),
or L2(Ω), onto V.
We deﬁne the (full) error at time t to be e(t) := U(t)−u(t) and the semidiscrete
elliptic reconstruction to be ω(t) := RVU(t), where RV is the elliptic reconstruction
operator associated with the space V, deﬁned in Deﬁnition 2.5. In analogy with
the fully discrete notation in §2.9, we deﬁne the semidiscrete elliptic reconstruction
error ǫ := ω − U and the semidiscrete parabolic error ρ := ω − u = ǫ + e, keeping
in mind the warning §3.1
We observe that while in the simpliﬁed semidiscrete setting one assumes the
discrete space V to be invariant in time, in the fully discrete setting (cf. §4) we will
take into account the possibility of the discrete space to change, with respect to the
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timestep. For instance, in an adaptive mesh reﬁnement scheme the space change
derives from the mesh’s modiﬁcation from one time to the next.
Correspondingly to the fully discrete case (2.45), we may write the following
semidiscrete the parabolic-elliptic error relation:
(3.2)
〈∂tρ(t), φ〉+a (ρ(t), φ) = 〈∂tǫ(t), φ〉+
〈
PV0 f(t)− f(t), φ
〉
, ∀φ ∈ H10(Ω), t ∈ (0, T ].
3.3. The dual solution. The parabolic dual solution was introduced by [EJ91] as
a tool for a posteriori error estimation. We will use it now to derive such error
estimates from (3.2).
For each s ≤ T , consider the dual solution to be the function
(3.3) z(x, t; s) = zs(x, t), for x ∈ Ω and 0 ≤ t ≤ s,
which satisﬁes zs ∈ L2(0, T ; H10(Ω)), ∂tzs ∈ L2(0, T ; H−1(Ω)), and solves the fol-
lowing backward parabolic dual problem:
−〈∂tzs(t), φ〉+ a (φ, zs(t)) = 0, ∀ φ ∈ H10(Ω), t ∈ [0, s),
zs(x, s) = ρ(x, s) ∀ x ∈ Ω
(3.4)
for each s ∈ [0, T ]. Notice that φ can be taken to be time dependent, with the
appropriate diﬀerentiability properties.
The dual solution enjoys stability properties which we will use in the sequel. An
immediate property is the usual energy identity
(3.5) ‖zs(t)‖2 + 2
∫ s
t
|zs|2a = ‖ρ(s)‖2 ∀ t ∈ [0, s].
A more intricate stability property of zs is given by the following result.
3.4. Lemma (Strong stability estimate [EJ91, Lem. 4.2]). For each s ∈ [0, T ],
(3.6)
{∫ s
0
‖∂tzs(t)‖2 (s− t) dt,
∫ s
0
‖− div [A∇zs] (t)‖2 (s− t) dt
}
≤ 1
4
‖ρ(s)‖2 .
3.5. A posteriori error analysis via parabolic duality. Integrating in (3.4)
by parts in time implies that
〈ρ(s), φ(s)〉 = 〈zs(s), φ(s)〉
= 〈zs(0), φ(0)〉+
∫ s
0
〈∂tφ(t), zs(t)〉+ a (φ(t), zs(t)) dt,
(3.7)
for all φ ∈ L2(0, T ; H10(Ω)) such that ∂tφ ∈ L2(0, T ; H−1(Ω)).
Take φ = ρ, use (3.2) and assume P0f˜ − f = 0 momentarily—in the proof of
Theorem 4.5 we shall remove this assumption—we obtain
(3.8) ‖ρ(s)‖2 = 〈ρ(0), zs(0)〉+
∫ s
0
〈∂tǫ(t), zs(t)〉 dt.
The ﬁrst term on the right-hand side, is easily estimated, with Lemma 3.4 in mind,
as follows:
(3.9) 〈ρ(0), zs(0)〉 ≤ ‖ρ(0)‖ sup
[0,s]
‖zs‖ .
As for the second term on the right-hand side of (3.8) we have a choice of two
diﬀerent ways for estimating it.
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(a) A direct estimate yields
(3.10)
∫ s
0
〈∂tǫ, zs〉 ≤ sup
[0,s]
‖zs‖
∫ s
0
‖∂tǫ‖ .
Notice that the term ∂tǫ can be estimated via elliptic a posteriori error estimates
because it is the diﬀerence between ∂tU and its reconstruction R
V∂tU = ∂tR
VU .
Nonetheless, a term involving ∂tǫ is less desirable than one involving only ǫ.
(b) A less direct estimate, that would avoid the appearance of time derivatives
in the indicator, is obtained by ﬁrst integrating by parts in time:
(3.11)
∫ s
0
〈∂tǫ, zs〉 = 〈ǫ(s), zs(s)〉 − 〈ǫ(0), zs(0)〉 −
∫ s
0
〈ǫ(t), ∂tzs(t)〉 dt.
The last integral can be then bounded as follows:∫ s
0
ǫ(t)∂tzs(t) dt ≤
∫ s
0
‖ǫ(t)‖√
s− t ‖∂tzs(t)‖
√
s− t dt
≤
(∫ s
0
‖ǫ(t)‖2
s− t dt
)1/2(∫ s
0
‖∂tzs(t)‖2 (s− t) dt
)1/2
.
(3.12)
Unfortunately this bound turns out not to be useful, as it stands, due to the
weight in the ﬁrst integral on the last right-hand side. Namely, for this term
to be ﬁnite it is necessary for ǫ, the error between the discrete solution and its
reconstruction, to vanish at s. Heuristically this can be interpreted as the mesh
having to become inﬁnitely ﬁne as time gets closer to s: an unrealistic option.
To circumvent this diﬃculty, without totally sacriﬁcing ‖ǫ‖ to ‖∂tǫ‖, we com-
promise between approach (a) and (b) by following through from (3.8) as follows:
ﬁx r ∈ (0, s) (think of it as a close point to s), split the integral and integrate by
parts in time
‖ρ(s)‖2 = 〈zs(0), ρ(0)〉+
[∫ r
0
+
∫ s
r
]
〈∂tǫ, zs〉
= 〈zs(0), ρ(0)− ǫ(0)〉+ 〈zs(r), ǫ(r)〉 −
∫ r
0
〈ǫ, ∂tzs〉+
∫ s
r
〈∂tǫ, zs〉
≤ sup
[0,s]
‖zs‖
(
‖e(0)‖+ ‖ǫ(r)‖+
∫ s
r
‖∂tǫ‖
)
+
(∫ r
0
‖∂tzs(t)‖2 (s− t) dt
)1/2(∫ r
0
‖ǫ(t)‖2
s− t dt
)1/2
.
(3.13)
The stability estimates (3.5) and (3.6) imply that
(3.14) ‖ρ(s)‖ ≤ ‖e(0)‖+ ‖ǫ(r)‖+
∫ s
r
‖∂tǫ‖+ 1
2
(∫ r
0
‖ǫ(t)‖2
s− t dt
)1/2
.
This discussion’s outcome can be summarized into the following result.
3.6. Theorem (Semidiscrete duality-reconstruction a posteriori error es-
timate). Suppose that f(t) ∈ V, for t ∈ [0, T ], and that there exists an a posteriori
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elliptic L2(Ω)-error estimator functional E [·,V,L2(Ω)], as defined in §2.7, then the
error occurring in the semidiscrete scheme (3.1) obeys the a posteriori bound
sup
t∈[0,s]
‖U(t)− u(t)‖ ≤‖U(0)− u(0)‖+ L(s, r) sup
[0,s]
E [U,V,L2(Ω)]
+ (s− r) sup
[r,s]
E [∂tU,V,L2(Ω)]
(3.15)
for each s, r, 0 ≤ r < s ≤ T , and with
(3.16) L(s, r) := 2 +
1
2
√
log
s
s− r .
Proof. Fix r and s and use (3.14) to get
(3.17) ‖e(s)‖ ≤ ‖e(0)‖+ ‖ǫ(r)‖+ ‖ǫ(s)‖+
∫ s
r
‖∂tǫ‖+ 1
2
(∫ r
0
‖ǫ(t)‖2
s− t dt
)1/2
.
Basic manipulations and the use of the estimator functional E [·,V,L2(Ω)] leads to
‖ǫ(r)‖+ ‖ǫ(s)‖+ 1
2
(∫ r
0
‖ǫ(t)‖2
s− t dt
)1/2
≤
(
2 +
1
2
(∫ r
0
dt
s− t
)1/2)
sup
0≤t≤s
‖ǫ(t)‖
≤
(
2 +
1
2
√
log
s
s− r
)
sup
0≤t≤s
E [U(t),V,L2(Ω)]
(3.18)
and
(3.19)
∫ s
r
‖∂tǫ‖ ≤ (s− r) sup
r≤t≤s
E [∂tU(t),V,L2(Ω)].
The result follows by using (3.18) and (3.19) in (3.17). 
3.7. Corollary (Semidiscrete duality-residual a posteriori estimates). If Ω
is a convex domain in Rd and f(t) ∈ L2(Ω) for each t ∈ [0, T ], then the following
a posteriori error estimate holds:
sup
[0,s]
‖U − u‖ ≤‖U(0)− u(0)‖
+ L(s, r) sup
[0,r]
(
C3
∥∥h2(Ael −AV)U∥∥
+ C5
∥∥∥h3/2J [U ]∥∥∥
Σ
+ C7
∥∥∥h2(P0f˜ − f)∥∥∥ )
+ (s− r) sup
[r,s]
(
C3
∥∥h2(Ael −AV)∂tU∥∥
+ C5
∥∥∥h3/2J [∂tU ]∥∥∥
Σ
+
1
2
√
α
∥∥∥h(P0f˜ − f)∥∥∥ ).
(3.20)
Proof. From Theorem 3.6 and Lemma 2.8, the result follows when f(t) ∈ V for all
t ∈ (0, T ). 
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4. Estimates for the fully discrete scheme
Bearing in mind the techniques of the last section, we now turn our attention
to the analysis of the fully discrete scheme (2.15). For convenience, we now switch
notation slightly and use the symbol U (even without the superscript n sometimes)
for the fully discrete solution and its piecewise linear interpolation. We introduce
ﬁrst some extra “discrete-time” notation to be used in this section.
4.1. Definition (duality time-accumulation coefficients). In developing the
error bounds via duality, we shall need the following (logarithmic) time accumula-
tion coefficients:
(4.1)
bn :=
{
1
4 log
(
T−tn−1
T−tn
)
, for n = 1, . . . , N − 1,
1
8 , for n = N,
an :=
∫ tN−1
0
ln(t) dt
T − t =
⎧⎪⎪⎨
⎪⎪⎩
1− λ (− τ1T ) , for n = 0,
λ
(
τn
T−tn
)
− λ
(
− τn+1T−tn
)
, for n = 1, . . . , N − 2,
λ
(
τN−1
τN
)
− 1, for n = N − 1,
where
(4.2) λ(x) :=
{
(1 + 1/x) log(1 + x) for |x| ∈ (0, 1),
1 for x = 0
is an increasing function of x. We observe that the functions λ(x) − 1, 1 − λ(−x)
and λ(x)− λ(−y) are positive for (x, y) ∈ (0, 1)2, a fact that makes the coeﬃcients
an be positive. These coeﬃcients can be appreciated graphically in Figure 1.
4.2. Lemma (duality time-accumulation coefficients properties). The co-
efficients an and bn, defined in §4.1 for n = 0, . . . , N , satisfy the following:
(4.3)
N−1∑
n=0
an = log
T
τN
,
∫ tn
tn−1
ln−1(t)
2
T − t dt ≤ bn and
N∑
n=1
bn =
1
4
(
1
2
+ log
T
τN
)
.
Proof. The results follow from the deﬁnitions and basic calculus. 
4.3. Definition (error indicators). We suppose an a posteriori elliptic error es-
timator functional E [·, ·, ·], as deﬁned in §2.7, is available and we introduce the
following (time-local) E -based spatial error indicators:
εn := E [U
n,Vn,L2(Ω)],(4.4)
ηn := τnE [∂U
n,Vn ∩ Vn−1,L2(Ω)],(4.5)
and the time error indicator
(4.6)
θn :=
∥∥An−1Un−1 −AnUn∥∥ =
⎧⎨
⎩
1
2
∥∥∥P 10 f˜1 − ∂U1 −A0U0∥∥∥ for n = 1,
1
2
∥∥∥∂ (Pn0 f˜n − ∂Un)∥∥∥ τn for n = 2, . . . , N.
or, in some cases, the alternative version
(4.7) θn :=
∥∥Un−1 − Un∥∥+ ηn.
In the numerical experiments we only use deﬁnition (4.6) of θn.
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Figure 1. An example of the time accumulation coeﬃcients
(an)n, (bn)n and (dn)n deﬁned in (4.1) and (6.10), respectively.
This is the situation for a uniform timestep 1/4 over the inter-
val [0, 10]. All coeﬃcients exhibit a backward decaying “tail” (cf.
Theorem 4.5). Noting how this tail is much heavier for (an)n and
(bn)n than for (dn)n it follows that the energy estimator “forgets”
much faster than the duality one.
We also introduce the data approximation error indicator
(4.8) βn :=
∫ tn
tn−1
‖fn − f(t)‖ dt,
the associated global data approximation indicator
(4.9) β˜N :=
⎧⎨
⎩
∑N
n=1 βn if f˜
n = f(tn),
βN + 2
(∑N−1
n=1 bnβ
2
n
)1/2
if f˜n =
∫ tn
tn−1
f(t) dt/τn,
and the mesh change error indicator function
(4.10) γn :=
Pn0 U
n−1 − Un−1
τn
+ Pn0 f˜
n − f˜n = (Pn0 − I)(τ−1n Un−1 + f˜n).
4.4. Remark (smooth data approximation). For f smooth enough, we can
redeﬁne the indicator βn in relation (4.8) by the right-hand side of the following
inequality:
(4.11)
∫ tn
tn−1
‖fn − f(t)‖ dt ≤ ‖∂tf‖L1(In,L2(Ω)) τn.
4.5. Theorem (general duality a posteriori parabolic-error estimate). Let
u be the exact solution of (2.12), (Un)n=0,...,N the (corresponding fully discrete)
solution of (2.15) and ωn = RnUn the elliptic reconstruction of Un, for n =
Licensed to University of Sussex. Prepared on Wed Dec 24 18:29:28 EST 2014 for download from IP 139.184.30.134/139.184.14.159.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
16 OMAR LAKKIS, CHARALAMBOS MAKRIDAKIS, AND TRISTAN PRYER
0, . . . , N as defined by (2.26). Then, with reference to Definition 4.3, the following
a posteriori error estimate holds:
∥∥ωN − u(T )∥∥ ≤ ∥∥U0 − u(0)∥∥+
(
N−1∑
n=0
anεn
2
)1/2
+ ηN +
(
N∑
n=1
bnθ
2
n
)1/2
+ C5.13
√
τN
2
‖γNhN‖+ C5.13
(
N−1∑
n=1
bn
∥∥γnh2n∥∥2
)1/2
+ β˜N ,
(4.12)
with C5.13 defined in (5.13). The proof of this result is the object of §5. We state
and application of this result, which we will also prove later in §5.5.
4.6. Corollary (Duality a posteriori full error estimates). With the same
notation as in Theorem 4.5 and supposing that f˜n =
∫ tn
tn−1
f(t) dt/τn we have
(4.13)
∥∥UN − u(T )∥∥ ≤ ∥∥U0 − u(0)∥∥+√τN
2
‖γNhN‖+
N∑
n=1
τn ‖∂tf‖L1(In;L2(Ω))
+
√
1 + log
T
τN
(
max
n=0,...,N
εn + 2 max
n=1,...,N−1
∥∥γnh2n∥∥+ 12 maxn=1,...,N θn
)
.
4.7. Remark (comparison between Theorem 4.5 and Corollary 4.6). Cor-
ollary 4.6 has a simpler estimate than Theorem 4.5 in that it involves less terms
and does not require as much memory. Notice, however, that from an error bound
viewpoint, the theorem’s tighter bound may be more eﬀective as the time accumu-
lation is not as strict as in the corollary. This is especially true in problems, typical
in the parabolic setting, where the initial error may be very big and gets damped
with time.
5. Proof of Theorem 4.5
As with the semidiscrete case that we dealt with in §3 to prove Theorem 3.6, our
starting point to prove (4.12) is the fully discrete analog of (3.8), which is readily
obtained from (2.45) and (3.4):
(5.1) ‖ρ(T )‖2 = 〈ρ(0), zT (0)〉+
∫ T
0
〈∂tǫ(t), zT (t)〉 dt
+
N∑
n=1
∫ tn
tn−1
a (ω(t)− ωn, zT (t))+ 〈γn, zT (t)〉+
〈
f˜n − f(t), zT (t)
〉
dt.
We recall that ρ and ǫ are deﬁned in §3.2, the functions γn are deﬁned, for each
n = 1, . . . , N , by (4.10) and zT is the solution of the dual problem (3.4) with s = T .
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5.1. Space error estimate. The ﬁrst two terms are estimated, similarly to (3.13),
as follows:
(5.2) 〈ρ(0), zT (0)〉+
∫ T
0
〈∂tǫ(t), zT (t)〉 dt
≤ ‖ρ(T )‖
⎛
⎝‖e(0)‖+ ‖ǫ(tN−1)‖+
∫ T
tN−1
‖∂tǫ‖+ 1
2
(∫ tN−1
0
‖ǫ(t)‖2
T − t dt
)1/2⎞⎠ .
To proceed we observe that
(5.3)
∫ T
tN−1
‖∂tǫ‖ =
∥∥ǫN − ǫN−1∥∥ ≤ ηN ,
and, by convexity and aﬃnity of ln, this implies
∫ tN−1
0
‖ǫ(t)‖2
T − t dt =
∫ tN−1
0
∥∥∥∑N−1n=0 ǫnln(t)∥∥∥2
T − t dt
≤
N−1∑
n=0
‖ǫn‖2
∫ tN−1
0
ln(t)
T − t dt =
N−1∑
n=0
anεn
2.
(5.4)
Thus we obtain
(5.5) 〈ρ(0), zT (0)〉+
∫ T
0
〈∂tǫ(t), zT (t)〉 dt
≤ ‖ρ(T )‖
(
‖e(0)‖+
(
N−1∑
n=0
anεn
2
)1/2
+ ηN
)
.
5.2. Time error estimate. The third term in (5.1), which accounts mainly for
the time error, can be bounded as follows:
N∑
n=1
∫ tn
tn−1
a (ω(t)− ωn, zT (t)) dt
≤
N∑
n=1
∫ tn
tn−1
∥∥ωn−1 − ωn∥∥ ln−1(t) ‖− div [A∇zT ] (t)‖ dt
≤ 1
2
‖ρ(T )‖
(
N∑
n=1
∥∥ωn−1 − ωn∥∥2 ∫ tn
tn−1
ln−1(t)
2
T − t dt
)1/2
≤ 1
2
‖ρ(T )‖
(
1
2
∥∥ωN − ωN−1∥∥2 + N−1∑
n=1
∥∥ωn − ωn−1∥∥2 log(T − tn−1
T − tn
))1/2
.
(5.6)
Notice that in the time integral on the last interval (tN−1, T ] how the numera-
tor lN−1(t) = O(T − t) compensates for the singularity of 1/(T − t). The terms∥∥ωn−1 − ωn∥∥ appearing in this estimate still need to be estimated, as there is no
explicit knowledge of the reconstructed functions ωn = RnUn. These terms can be
dealt with in two diﬀerent ways.
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(a) One way to estimate these terms is given by∥∥ωn−1 − ωn∥∥ ≤ ∥∥Un−1 − Un∥∥+ ∥∥ωn−1 − ωn − Un−1 + Un∥∥
=
∥∥Un−1 − Un∥∥+ τn ‖∂tǫn‖ ≤ ∥∥Un−1 − Un∥∥+ ηn,(5.7)
for all t ∈ In. Thus we obtain the estimate
N∑
n=1
∫ tn
tn−1
a (ω(t)− ωn, zT (t)) dt ≤ ‖ρ(T )‖
(
N∑
n=1
bn
(∥∥Un−1 − Un∥∥+ ηn)2
)1/2
= ‖ρ(T )‖
(
N∑
n=1
bnθ
2
n
)1/2
,
(5.8)
by using θn’s alternative deﬁnition (4.7).
(b) Another way to estimate
∥∥ωn−1 − ωn∥∥ consists in using again the deﬁ-
nition of elliptic reconstruction Cauchy–Bunyakovskii–Schwarz inequality and the
Poincare´–Friedrichs inequality as follows:∥∥ωn−1 − ωn∥∥2 ≤ CPFa (ωn−1 − ωn, ωn−1 − ωn)
= CPF
〈
An−1Un−1 −AnUn, ωn−1 − ωn〉
≤ CPF
∥∥An−1Un−1 −AnUn∥∥ ∥∥ωn−1 − ωn∥∥
≤ C2PF
∥∥An−1Un−1 −AnUn∥∥2 .
(5.9)
Using the deﬁnition of θn in (4.6) yields
(5.10)
N∑
n=1
∫ tn
tn−1
a (ω(t)− ωn, zT (t)) dt
≤ ‖ρ(T )‖
(
N∑
n=1
bnC
2
PF
∥∥An−1Un−1 −AnUn∥∥2
)1/2
= ‖ρ(T )‖
(
N∑
n=1
bnθˆ
2
n
)1/2
.
Here θˆn := CPFθn.
5.3. Mesh-change error estimates. To bound the third term in (5.1), we use
γn’s L2(Ω) orthogonality and the orthogonal projector Π
n : L2(Ω) → V˜n as follows:
N∑
n=1
∫ tn
tn−1
〈γn, zT (t)〉 dt =
N∑
n=1
∫ tn
tn−1
〈γn, zT (t)−ΠnzT (t)〉 dt
≤ C2,proj
N−1∑
n=1
∫ tn
tn−1
∥∥γnh2n∥∥ |zT (t)|2 dt+ C1,proj
∫ T
tN−1
‖γNhN‖ |zT (t)|1 dt
≤ CprojCreg
2
‖ρ(T )‖
(
√
2τN ‖γNhN‖+
(
N−1∑
n=1
∥∥γnh2n∥∥2 log
(
T − tn−1
T − tn
))1/2)
= ‖ρ(T )‖C5.13
⎛
⎝√τN
2
‖γNhN‖+
(
N−1∑
n=1
bn
∥∥γnh2n∥∥2
)1/2⎞⎠ .
(5.11)
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Here we have used the fact that Ω is convex in order to apply the regularity estimate
(5.12) |zT (t)|i ≤ Creg ‖− div [A∇zT ] (t)‖ , for i = 1, 2,
and then apply the strong stability estimate (3.6), and
(5.13) C5.13 := CprojCreg and Cproj := max
i=1,2
Ci,proj.
5.4. Data-approximation error estimates. The fourth term in (5.1) can be
bounded in two diﬀerent ways depending on which deﬁnition for f˜n appearing in
the fully discrete scheme (2.15) is chosen.
(a) If f˜n = fn, then we can proceed as follows:
N∑
n=1
∫ tn
tn−1
〈
f˜n − f(t), zT (t)
〉
dt ≤
N∑
n=1
max
In
‖zT ‖
∫ tn
tn−1
∥∥∥f˜n − f(t)∥∥∥ dt
≤ ‖ρ(T )‖
N∑
n=1
βn.
(5.14)
(b) If instead of f˜n = f(tn) we have f˜
n =
∫ tn
tn−1
f(t) dt/τn, which is the L2(Ω)-
projection of f onto constants in time, then we can exploit the orthogonality and
write, for each n = 1, . . . , N − 1,∫ tn
tn−1
〈
f˜n − f(t), zT (t)
〉
dt =
∫ tn
tn−1
〈
f˜n − f(t), zT (t)− zT (tn−1)
〉
dt
≤ max
t∈In
‖zT (t)− zT (tn−1)‖
∫ tn
tn−1
∥∥∥f˜n − f(t)∥∥∥ dt.
(5.15)
By noticing that
max
t∈In
‖zT (t)− zT (tn−1)‖ = max
t∈In
∥∥∥∥∥
∫ t
tn−1
∂szT (s) ds
∥∥∥∥∥
≤ max
t∈In
∫ t
tn−1
‖∂szT (s)‖ ds ≤
∫ tn
tn−1
‖∂tzT ‖
≤ log
(
T − tn−1
T − tn
)1/2(∫ tn
tn−1
‖∂tzT (t)‖2 (T − t) dt
)1/2
= 2b1/2n
(∫ tn
tn−1
‖∂tzT (t)‖2 (T − t) dt
)1/2
.
(5.16)
Summing up, applying Cauchy–Bunyakovskii–Schwarz inequality, and using the
strong stability estimate (3.6) we obtain
(5.17)
N∑
n=1
∫ tn
tn−1
〈
f˜n − f(t), zT (t)
〉
dt ≤ ‖ρ(T )‖
⎛
⎝βN + 2
(
N−1∑
n=1
bnβ
2
n
)1/2⎞⎠ .
Employing estimates (5.5), (5.8) (or (5.10)), (5.11) and (5.14) (or (5.17)) into
the relation (5.1) we obtain the result of Theorem 4.5. 
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5.5. Proof of Corollary 4.6. Referring to the notation introduced in §4.3, the
indicator ηn deﬁned by (4.5) and appearing in (4.12) can be substituted by the
more “practical” one: εn + εn−1. To see this let us ﬁrst revisit estimate (5.3) and
recall deﬁnition (4.4) to write
(5.18)
∥∥∂tǫN∥∥ τn = ∥∥ǫN − ǫN−1∥∥ ≤ ∥∥ǫN∥∥+ ∥∥ǫN−1∥∥ ≤ εN + εN−1.
It follows that
(5.19)
∥∥ωN − u(T )∥∥ ≤ ∥∥U0 − u(0)∥∥+
(
N−1∑
n=0
anεn
2
)1/2
+ εN−1 + εN
+
(
N∑
n=1
bnθ
2
n
)1/2
+
√
τN
2
‖γNhN‖+
(
N−1∑
n=1
bn
∥∥γnh2n∥∥2
)1/2
+ β˜N .
To close use the splitting e = ρ− ǫ to obtain
∥∥eN∥∥ ≤ ∥∥e0∥∥+
(
N−1∑
n=0
anεn
2
)1/2
+ εN−1 + εN
+
(
N∑
n=1
bnθ
2
n
)1/2
+
√
τN
2
‖γNhN‖
+
(
N−1∑
n=1
bn
∥∥γnh2n∥∥2
)1/2
+ βN + 2
(
N−1∑
n=1
bnβ
2
n
)1/2
.
(5.20)
We notice that the former estimate implies the more traditional one [EJ91],∫ tN−1
0
‖ǫ(t)‖2
T − t dt ≤ maxn=0,...,N−1 ‖ǫ
n‖2
(
1 +
N−1∑
n=1
an
)
= (1 + 4L(T, tN−1)
2
) max
n=0,...,N−1
‖ǫn‖2 ,
(5.21)
where L(T, tN−1) is the logarithmic factor deﬁned in (3.16).
Also, here the indicator can be simpliﬁed if we relax the bound by taking the
maximum norm in time as follows:
(5.22)
N∑
n=1
∫ tn
tn−1
a (ω(t)− ωn, zT (t)) dt
≤ ‖ρ(T )‖ max
n=1,...,N
θn
√(
1
8
+ L(T, tN−1)2
)
.
As with the space and time estimates, this estimate can be simpliﬁed, with some
loss of sharpness, as follows:
(5.23)
N∑
n=1
∫ tn
tn−1
〈γn, zT (t)〉 dt
≤ ‖ρ(T )‖
(√
τN
2
‖γNhN‖+ L(T, tN−1) max
n=1,...,N−1
∥∥γnh2n∥∥
)
.
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Like earlier estimates, this estimate can be further simpliﬁed, by taking the
maximum and slightly relaxing it, into
N∑
n=1
∫ tn
tn−1
〈
f˜n − f(t), zT (t)
〉
dt(5.24)
≤ ‖ρ(T )‖
(
βN + 2L(T, tN−1) max
n=1,...,N−1
βn
)
. 
6. The energy-reconstructive approach
In a previous paper [LM06], we analyzed the combination of classical energy
methods for parabolic equations with the elliptic reconstruction to obtain a poste-
riori L∞(L2(Ω)-error estimates. In this section we give a similar analysis that yields
tighter bounds with respect to time accumulation, that will be compared with the
ones derived by duality.
6.1. Theorem (Semidiscrete energy-reconstruction a posteriori error es-
timate). Let the notation and conditions of Theorem 3.6 hold then the following
a posteriori bound is true:
sup
[0,s]
‖U − u‖ ≤ ‖U(0)− u(0)‖+ E [U(0), V˜,L2(Ω)] + sup
[0,s]
E [U, V˜,L2(Ω)]
+
∫ s
0
exp
(
α
C2PF
(s− t)
)
E [∂tU, V˜,L2(Ω)] dt.
(6.1)
Proof. Testing equation (3.2) with ρ and noting f(t) ∈ V˜ yields
(6.2)
1
2
dt ‖ρ‖2 + |ρ|2a = 〈∂tǫ, ρ〉 .
In view of the Poincare´–Friedrichs inequality and the equivalence of the energy
norm to the H1(Ω) seminorm (2.11),
(6.3)
1
2
dt ‖ρ‖2 + |ρ|2a ≥
1
2
dt ‖ρ‖2 + α
C2PF
‖ρ‖2 ,
and hence
1
2
dt ‖ρ‖2 + α
C2PF
‖ρ‖2 ≤ 〈∂tǫ, ρ〉
≤ ‖ρ‖ ‖∂tǫ‖ .
(6.4)
Dividing through by ‖ρ‖ gives
(6.5) dt ‖ρ‖+ α
C2PF
‖ρ‖ ≤ ‖∂tǫ‖ .
Using the integrating factor exp
(
αt/C2PF
)
we conclude that
(6.6) ‖ρ(t)‖ ≤ ‖ρ(0)‖+
∫ t
0
exp
(
α
C2PF
(s− t)
)
‖∂tǫ(s)‖ ds. 
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6.2. Corollary (Semidiscrete energy-residual a posteriori estimates). Let
the assumptions of Corollary 3.7 hold, then the following a posteriori bound holds
sup
[0,s]
‖U − u‖ ≤ ‖U(0)− u(0)‖+ C3
∥∥h2[Ael −AV]U(0)∥∥+ C5 ∥∥∥h3/2J [U(0)]∥∥∥
Σ
+ sup
[0,s]
(
C3
∥∥h2[Ael −AV]U∥∥+ C5 ∥∥∥h3/2J [U ]∥∥∥
Σ
)
+
∫ s
0
exp
(
α
C2PF
(s− t)
)
sup
[0,s]
(
C3
∥∥h2[Ael −AV] ∂tU∥∥
+ C5
∥∥∥h3/2J [∂tU ]∥∥∥
Σ
+
∥∥∥P0f˜ − f∥∥∥
)
dt.
(6.7)
Proof. Removing the assumption f(t) ∈ V˜ from the proof of Theorem 6.1 gives
(6.8) ‖ρ(t)‖ ≤ ‖ρ(0)‖+
∫ t
0
exp
(
α
C2PF
(s− t)
)(
‖∂tǫ(s)‖+
∥∥∥(P0f˜ − f)(s)∥∥∥) ds
as an analog of (6.6). The splitting e(t) = ρ(t) − ǫ(t) together with the error
estimates from Lemma 2.8 yield the desired result. 
6.3. Definition (energy time accumulation coefficients). The energy time-
accumulation function is deﬁned as
(6.9) d(t, s) := exp (a(t− s)) , 0 ≤ t < s ≤ T, a := α/C2PF
where CPF is the Poincare´–Friedrichs constant and α is the coercivity constant
(2.8); we denote d(t, T ) =: d(t). The energy time-accumulation coefficients are
deﬁned, for 0 ≤ n < m ≤ N , by
(6.10) dmn :=
∫ tn
tn−1
d(t, tm) dt =
1
a
exp (a(tn − tm)) (1− exp(−aτn)) .
When m = N we drop it and simply write dn instead of d
m
n . Note the useful
recursive relation
(6.11) dm+1n = d
m
n exp(−aτm+1).
This will imply, for many of the estimators are of the following form, say for the
time estimator, for m ≥ 0, that
Θm+1 : =
m+1∑
n=1
dm+1n θn = exp(−aτm+1)
m∑
n=1
dmn θn + d
m+1
m+1θm+1
= exp(−aτm+1)Θm + 1− exp(−aτm+1)
a
θm+1
with Θ0 : = 0.
(6.12)
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6.4. Theorem (general energy a posteriori parabolic-error estimate). Mak-
ing use of the same notation as in Theorem 4.5 the following a posteriori estimate
holds:
max
tn∈[0,T ]
‖Un − u(tn)‖ ≤ ‖ρ(0)‖+ max
n∈[0:N ]
εn + 2
N∑
n=1
(
ηnτ
−1
n + βn + γn + θn
)
dn
=: E0 + E∞(N) + E1(N).
(6.13)
Proof. We utilize the arguments of [LM06] under the approach described in Theo-
rem 6.1. The starting point for this estimate is the parabolic error identity (2.45)
tested with ρ as follows:
1
2
dt ‖ρ‖2 + ‖ρ‖2a = 〈∂tǫ, ρ〉+ a (ω − ωn, ρ) + τ−1n
〈
Pn0 U
n−1 − Un−1, ρ〉
+
〈
Pn0 f˜
n − f, ρ
〉
=: I1 + I2 + I3 + I4.
(6.14)
Analogously to the semidiscrete we make use of a Poincare´–Friedrichs inequality
and the coercivity of a to absorb the energy norm into the L2(Ω)-norm as follows:
(6.15)
1
2
dt ‖ρ‖2 + |ρ|2a ≥
1
2
dt ‖ρ‖2 + α
C2PF
‖ρ‖2 ,
giving
1
2
dt ‖ρ‖2 + α
C2PF
‖ρ‖2 ≤ |I1|+ |I2|+ |I3|+ |I4| .(6.16)
Solving the diﬀerential equation with an integrating factor approach and integrating
from 0 to T we see that
(6.17)
1
2
‖ρ(T )‖2 − 1
2
‖ρ(0)‖2 ≤
∫ T
0
exp
(
α
C2PF
(s− T )
)
(|I1|+ |I2|+ |I3|+ |I4|) ds.
Denote t∗ ∈ [0, T ] to be the time such that
(6.18) ‖ρ(t∗)‖ = max
t∈[0,T ]
‖ρ(t)‖ .
Now we see that
(6.19)
1
2
‖ρ(t∗)‖2 − 1
2
‖ρ(0)‖2 ≤
∫ t∗
0
exp
(
α
C2PF
(s− t∗)
)
(|I1|+ |I2|+ |I3|+ |I4|) ds.
It then follows that
1
2
‖ρ(t∗)‖2 − 1
2
‖ρ(0)‖2 ≤
∫ T
0
exp
(
α
C2PF
(s− T )
)
(|I1|+ |I2|+ |I3|+ |I4|) ds
≤
N∑
n=1
∫ tn
tn−1
d(s) (|I1|+ |I2|+ |I3|+ |I4|) ds.
(6.20)
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The terms I1, I3, I4 are all dealt with in a similar way, by using Cauchy–
Bunyakovskii–Schwarz inequality and a maximum argument. For example,
∫ tn
tn−1
d(s) |I1| ds ≤
∫ tn
tn−1
d(s) |〈∂tǫ(s), ρ(s)〉| ds
≤
∫ tn
tn−1
d(s) ‖∂tǫ(s)‖ ‖ρ(s)‖ ds
≤ ‖ρ(t∗)‖
∫ tn
tn−1
d(s) ‖∂tǫ(s)‖ ds
≤ ‖ρ(t∗)‖
∫ tn
tn−1
d(s) ds
∥∥ǫn − ǫn−1∥∥ τ−1n
≤ ‖ρ(t∗)‖
∫ tn
tn−1
d(s) ds ηnτ
−1
n .
(6.21)
The term I2 that will eventually yield a time error indicator requires a little more
care:
∫ tn
tn−1
d(s) |I2| ds =
∫ tn
tn−1
d(s) |a (ω(s)− ωn, ρ(s))| ds
=
∫ tn
tn−1
d(s)
∣∣a (ln−1(s)Rn−1Un−1 + ln(s)RnUn −RnUn, ρ(s))∣∣ ds
=
∫ tn
tn−1
d(s)ln−1(s)
∣∣a (Rn−1Un−1 −RnUn, ρ(s))∣∣ ds
=
∫ tn
tn−1
d(s)ln−1(s)
∣∣〈An−1Un−1 −AnUn, ρ(s)〉∣∣ ds
≤ ‖ρ∗‖
∫ tn
tn−1
d(s)
∥∥An−1Un−1 −AnUn∥∥ ds
≤ ‖ρ∗‖
∫ tn
tn−1
d(s)θn ds.
(6.22)
Combining the results together we see that
(6.23) ‖ρ(t∗)‖2 ≤ ‖ρ(0)‖2 + 2 ‖ρ(t∗)‖
N∑
n=1
∫ tn
tn−1
d(s)
(
ηnτ
−1
n + θn + βn + γn
)
ds.
Making use of the L2(Ω) simpliﬁcation rule [LM06, §3.8] it follows that
(6.24) ‖ρ(t∗)‖ ≤ ‖ρ(0)‖+ 2
N∑
n=1
∫ tn
tn−1
d(s)
(
ηnτ
−1
n + θn + βn + γn
)
ds,
which yields the desired result. 
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7. Numerical comparison of duality and energy, via spatial residuals
We close the paper with a sample application of the “abstract” a posteriori
estimates derived in §§6–4.
In particular, we summarise next numerical experiments to test the asymptotic
behaviour of the estimators given in Theorem 4.5, Corollary 4.6 and Theorem 6.4.
The C code used for these computational experiments is an extenstion of the library
ALBERTA [SS05]. The code is freely available by emailing one of the authors.
To make the eﬀects of numerical quadrature negligible we choose the quadrature
formula such that it is exact on polynomials of degree 17 and less.
7.1. Residuals. Since our aim is to compare the numerical performance of the du-
ality and the energy based estimates, which diﬀer mostly in their time-accumulation
and time-estimation aspects, we use the same type of spatial indicators given by
the residual estimators function introduced in Lemma 2.8 and refer to [LM06] or
[LP12] for more details.
The residuals constitute the building blocks of the a posteriori estimators used
in our computer experiments. We associate with equations (2.12) and (2.39) two
residual functions: the inner residual is deﬁned as
R0 := AelU
0 −A0U0,
Rn := AelU
n −AnUn = AelUn − Pn0 f˜n + ∂Un, for n = 1, . . . , N,
(7.1)
and the jump residual which is deﬁned as
(7.2) Jn := J [Un] = ∇Un .
With deﬁnition §2.4 in mind, the inner residual terms can be written explicitly as
(7.3) 〈Rn, φ〉 =
∑
K∈Tn
〈
− div [A∇Un]− Pn0 f˜n +
Un − Pn0 Un−1
τn
, φ
〉
K
.
We can now introduce, for n = 0, . . . , N , the elliptic reconstruction error indica-
tors
εn := C6,2
∥∥h2nRn∥∥+ C10,2 ∥∥∥h3/2n Jn∥∥∥
Σn
,(7.4)
and, for n = 1, . . . , N , the space error indicator
ηn := C6,2
∥∥∥hˆ2n∂Rn∥∥∥+ C10,2 ∥∥∥hˆ3/2n ∂Jn∥∥∥
Σˆn
+ C14,2
∥∥∥hˆ3/2n ∂Jn∥∥∥
ΣˇnΣˆn
.(7.5)
7.2. The benchmark problem. We take A = −I such that the parabolic prob-
lem (2.12) coincides with the heat equation. We tune data functions f and u0 of
this parabolic problem so that its exact solution u is given by
(7.6) u(x, t) = sin (πt) exp
(
−10 |x|2
)
.
We ﬁx d = 2 and take Ω = (−1, 1)× (−1, 1).
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7.3. Definition (experimental order of convergence). Given two sequences
a(i) and h(i), i = 0, . . . , N we deﬁne the experimental order of convergence (EOC)
to be:
(7.7) EOC(a, h; i) =
ln(a(i+ 1)/a(i))
ln(h(i+ 1)/h(i))
.
7.4. Definition (effectivity index and its inverse). The main tool for deciding
the quality of an estimator is the eﬀectivity index (EI) which is the ratio of the
error and the estimator, i.e., using the estimators from the duality-based Theorem
4.5 at time tm, for some m = 1, . . . , N ,
(7.8) EI(tm) =
(
∑m
n=1 bnθ
2
n)
1/2
+ (
∑m−1
n=0 anǫ
2
n)
1/2
+ ηm
‖U − u‖L∞(0,tm;L2(Ω))
,
using the results of Corollary 4.6,
(7.9) EI(tm) =
maxn∈[0:m] θn + maxn∈[0:m−1] ǫn + ηm
‖U − u‖L∞(0,tm;L2(Ω))
,
and for the estimator associated with the energy-estimator Theorem 6.4,
(7.10) EI(tm) =
∑m
n=1
∫ tn
tn−1
d(s)(θn + ηn) + maxn∈[0:m] ǫn
‖U − u‖L∞(0,tm;L2(Ω))
.
Since it is much easier to visualise we will be computing the inverse effectivity index,
1/EI(tm).
7.5. Comparing duality estimates with energy estimates. The second main
objective of this research was to compare the numerical results associated with the
duality-based estimator of Theorem 4.5 and Corollary 4.6 to those of the energy-
based estimator of Theorem 6.4.
Based on the theory developed in the paper it is not clear which estimator is
“better”. On one hand, due to the better time-accumulation weights dmn (exponen-
tially “forgetful”) in Theorem 6.4, as compared to the an and bn (logarithmically
accumulative) in Theorem 4.5, the energy-based estimators have the advantage of
being more localized in time. On the other hand, the energy-based estimators de-
pend on the Poincare´–Friedrichs constant, which measures the worse-case scenario
and might drive up the eﬀectivity index.
Extensive numerical experimentation lead us to the following “practical” con-
clusions: energy-based estimators perform slightly better than duality-based ones
only over long-time integration, but, used with the residual elliptic estimators, they
yield much higher eﬀectivity indexes, because of the presence of the ηn tail.
We illustrate this with a benchmark problem (7.6) that we have chosen as to
emphasise long-time behavior of the estimators. The initial condition is zero, the
boundary values are not exactly zero but negligible, hence little interpolation error
is committed here; however, some care must be taken dealing with these small
numbers. The model problem (7.6) is approximated on a stationary mesh in time,
hence V˜n−1 = V˜n for all n = 1, . . . , N .Our results are valid for any polynomial
order for the spatial ﬁnite elements, but we report results only for P1 elements. In
order to emphasise the time-estimator, we take τ ∝ h2 in all these experiments.
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All estimators appearing in Theorems 4.5, 4.6 and 6.4 are computed except
for γn and βn: the mesh-change estimator γn = 0 in our tests here, because the
triangulation T n is in fact contant with respect to n; for examples with γn = 0 we
refer to [LP12]. We do not track the data error indicator βn either, since it can be
shown to be of higher order in our case, due to regular nature of f and does not
inﬂuence the diﬀerence between the two types of error estimators.
Comparing the results in Figure 2 (duality, Theorem 4.5), Figure 3 (max-duality,
Corollary 4.6) and Figure 4 (energy, Theorem 6.4), we see that the last two oﬀer
a more “stable” long-time behavior, while the duality estimator yields better ef-
fectivity indexes for short times. Our interpretation for this is that it is due to a
combination of Poincare´–Friedrichs constant and the use of residual-based elliptic
estimators (which are known to have high eﬀectivity indexes). A comparison using
other elliptic estimators, such as gradient-recovery ones [LP12], is likely to yield
better eﬀectivity indexes and might be worth considering.
Otherwise, our conclusions are that there is no clear-cut advantage to any of
the estimators, and in the linear case, where both estimators can be shown to be
reliable, it is a matter of personal choice which one to use.
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(∑m−1
n=0
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2
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Figure 2. Experimental convergence of the exact error and the
duality estimators of §4 with exact solution given by (7.6) with
long time integration, T = 16. We use P1 elements on uniform
meshes and timestep coupled by τ (i) = 0.05h(i)2 and h(i) = 2−i,
i = 5, . . . , 11. The coupling is such that time and space estima-
tors both have the same order of convergence as the exact error.
We plot all quantities as functions of (PDE) time. Rates for each
error/indicator can be read from the experimental order of con-
vergence (EOC) of the associated part of the estimator together
with its value on a logarithmic scale. The colour/grey-scale is such
that black/dark is ﬁnest and yellow/light is coarsest. Since the
benchmark problem is chosen to avoid any initial error the usual
(straight) eﬀectivity index is singular at time 0, so we employ the
inverse effectivity index. The overall conclusions are summarized
in §7.5. Here, we look at the time-L2 behavior of the duality esti-
mators appearing Theorem 4.5.
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Figure 3. Experimental convergence of the exact error and the
duality estimators of §4 with exact solution given by (7.6) with
long time integration, T = 16. We use P1 elements on uniform
meshes and timestep coupled by τ (i) = 0.05h(i)2 and h(i) = 2−i,
i = 5, . . . , 11. The coupling is such that time and space estima-
tors both have the same order of convergence as the exact error.
We plot all quantities as functions of (PDE) time. Rates for each
error/indicator can be read from the experimental order of con-
vergence (EOC) of the associated part of the estimator together
with its value on a logarithmic scale. The colour/grey-scale is such
that black/dark is ﬁnest and yellow/light is coarsest. Since the
benchmark problem is chosen to avoid any initial error the usual
(straight) eﬀectivity index is singular at time 0, so we employ the
inverse effectivity index. The overall conclusions are summarized
in §7.5. Here we study the time-L∞ estimator from Corollary 4.6.
Compared to Figure 2, we see that replacing the L2 by L∞ leads
only to a deterioration of the eﬀectivity index over short times, but
improves the qualitative behavior for long integration times. This
behaviour vindicates [EJ91]’s choice of “considering log-factors to
be constants in most practical situations”, but also indicates that
the log-factor may be too pessimistic.
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Figure 4. Convergence for of the energy-based estimator from
Theorem 6.4. We use P1 elements on uniform meshes and timestep
coupled by τ (i) = 0.05h(i)2 and h(i) = 2−i, i = 5, . . . , 11. The
coupling is such that time and space estimators both have the
same order of convergence as the exact error. We plot all quan-
tities as functions of (PDE) time. Rates for each error/indicator
can be read from the experimental order of convergence (EOC) of
the associated part of the estimator together with its value on a
logarithmic scale. The colour/grey-scale is such that black/dark is
ﬁnest and yellow/light is coarsest. Since the benchmark problem
is chosen to avoid any initial error the usual (straight) eﬀectivity
index is singular at time 0, so we employ the inverse effectivity
index. The overall conclusions are summarized in §7.5. Problem
(7.6) with time-oscillation factor long time integration T = 16, to
be compared with Figure 2 and 3. Convergence rates, as in the
duality-based estimators, optimal but the eﬀectivity index is more
oscillatory but more stable over long times with respect to time in
this case, as expected given the better accumulation of the estima-
tor in time (cf. Figure 1). The overall conclusion is that the energy
estimator matches qualitatively the maximum-duality estimator of
Corollary 4.6.
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