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Povzetek
Naslov: Optimizacija skaliranja mikrostoritev v okolju Kubernetes na pod-
lagi zbiranja metrik
Avtor: Aljazˇ Blazˇej
Z vecˇanjem sˇtevila uporabnikov interneta in kompleksnostjo spletnih aplika-
cij raste tudi potreba po optimizaciji uporabe strojne opreme, na kateri je
namesˇcˇena aplikacija. Pri tej optimizaciji ima veliko vlogo koncept mikro-
storitev, saj ima ta pristop veliko prednosti pred monolitnim, kot so boljˇsa
izkoriˇscˇenost virov, skalabilnost in izoliranost razlicˇnih delov aplikacije. Prav
tako je zelo pomembno zbiranje metrik, ki se ob iskanju napak in analizi
delovanja sistemov velikokrat uporabijo tudi kot podlaga za avtomatsko ska-
liranje mikrostoritev.
V diplomskem delu bomo predstavili razloge za zbiranje metrik in nave-
dli najbolj koristne. Opisali bomo javansko knjizˇnico Dropwizard Metrics, ki
je eno izmed najbolj razsˇirjenih orodij za zbiranje in izpostavljanje metrik.
Integrirali jo bomo v ogrodje KumuluzEE in s tem poenostavili izdelavo in
poganjanje mikrostoritve, ki zbira in izpostavlja metrike v vsebniˇskih oko-
ljih. Predstavili bomo tudi sistem za orkestracijo in upravljanje z vsebniki,
Kubernetes, njegove osnovne komponente ter namestitev vecˇvozliˇscˇne grucˇe.
Na koncu bomo pokazali, kako namestiti mikrostoritev v grucˇo Kubernetes
in uporabiti metrike, ki jih zbira, kot vir za replikacijo vsebnikov.




Title: Microservice scaling optimization based on metric collection in Ku-
bernetes
Author: Aljazˇ Blazˇej
As web applications become more complex and the number of internet users
rises, so does the need to optimize the use of hardware supporting these
applications. Optimization can be achieved with microservices, as they of-
fer several advantages compared to the monolithic approach, such as better
utilization of resources, scalability and isolation of different parts of an ap-
plication. Another important part is collecting metrics, since they can be
used for analysis and debugging as well as the basis for automatic scaling of
microservices.
In our diploma work we describe the advantages of collecting metrics
and identify the most important ones. We also do a detailed analysis of the
Dropwizard Metrics library, which is one of the most used tool–kits for mon-
itoring Java applications. We implement an extension for collecting metrics
in microservices developed with the KumuluzEE microservice framework and
simplify the development and deployment of microservices that collect and
expose metrics. We describe the container orchestration and management
system Kubernetes, its components and the steps needed to create a multin-
ode cluster. Finally, we deploy the microservice and use the collected metrics
to optimize the scaling process.




Podrocˇje oblacˇnih arhitektur in visoke skalabilnosti se v zadnjih letih zelo hi-
tro razvija [9]. Trenutno je ena izmed najhitreje rastocˇih arhitektur koncept
mikrostoritev, ki pa so tesno povezane s tehnologijo vsebnikov. Zato se je v
zadnjih letih pojavilo veliko ogrodij [1] namenjenih orkestraciji in upravlja-
nju z vsebniki, kot so Kubernetes, Docker Swarm, fleet in Apache Mesos. Ta
orodja so namenjena zagotavljanju odzivnosti aplikacije pod veliko obreme-
nitvijo, pri cˇemer je kljucˇno merjenje delovanja, zbiranje metrik in ukrepanje
na spremembe teh meritev. V diplomskem delu bomo pregledali vse korake
instrumentacije sistema, od zbiranja metrik do njihove vizualizacije in upo-
rabe pri povecˇanju odzivnosti aplikacije.
1.1 Motivacija
S prehodom iz klasicˇnih monolitnih aplikacij v mikrostoritve [16] in poja-
vitvijo orodij, ki z njimi upravljajo, se je spremenilo tudi zbiranje metrik
ter njihova uporabnost. To nas je motiviralo k raziskavi, katere metrike je
potrebno zbirati v aplikaciji, zgrajeni na principu mikrostoritev. Metrike
so v novi aritekturi sˇe bolj pomembne, saj so podlaga za sprotno prilagaja-
nje sˇtevila instanc mikrostoritev. Zanimalo nas je, kako lahko z zbiranjem
pravih metrik izboljˇsamo skaliranje vsebnikov in s tem poskrbimo za viˇsjo
1
2 Aljazˇ Blazˇej
dostopnost in odzivnost aplikacije. To nas je motiviralo k razvoju razsˇiritve,
ki razvijalcem nudi enostavno in celovito zbiranje metrik. Opisali smo tudi
primer resˇitve, ki prikazuje, kako lahko s temi metrikami izboljˇsamo skali-
ranje mikrostoritev v okolju, ki upravlja z vsebniki (v opisani resˇitvi je to
okolje Kubernetes).
1.2 Sorodna dela
Trenutno avtomatsko skaliranje na podlagi metrik podpirata Amazon in Goo-
gle, pri cˇemer je Googlova resˇitev omejena na metrike, ki jih zbira sistem
sam [2], Amazonova pa ob tem nudi tudi replikacijo na podlagi lastnih me-
trik. Pri zasebnih oblakih to nudi okolje Kubernetes [19], pri katerem pa
je konfiguracija takega sistema zahtevna in slabo dokumentirana. Amazon
EC2 nudi tri opcije, na podlagi katerih replicira mikrostoritve [11]:
• obremenjenost CPE ali delovnega pomnilnika,
• CloudWatch metrike [28] (informacije o AWS virih kot so sˇtevilo EC2
instanc, obremenjenost relacijskih in NoSQL podatkovnih baz, ...),
• lastne metrike.
Podobne mozˇnosti nudi tudi Google Cloud Platform [2]:
• obremenjenost CPE,
• metrike Stackdriver (podobno kot CloudWatch),
• kapaciteta obdelave poizvedb HTTP.
Okolje Kubernetes z dodatkom Heapster (podrobneje opisan v podpoglavju
6.1) nudi zbiranje naslednjih metrik [24]:
• obremenjenost CPE posameznega vozliˇscˇa,
• zasedenost delovnega pomnilnika posameznega vozliˇscˇa,
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• koliko CPE trenutno uporablja posamezen strok,
• koliko delovnega pomnilnika uporablja posamezen strok.
Od nasˇtetih metrik lahko zadnji dve uporabimo kot podlago za replikacijo mi-
krostoritev. S prilagoditvijo grucˇe (opisano v poglavju 6) lahko kot podlago
uporabljamo tudi katerekoli metrike, ki jih zbira in izpostavlja posamezna
mikrostoritev.
V zasebnih oblakih se velikokrat uporablja tudi orodje Prometheus (po-
drobneje opisano v poglavju 6.5), ki je namenjeno zbiranju in vizualizaciji
metrik. Na voljo je tudi prilagoditev tega orodja za okolje Kubernetes, ime-
novana Prometheus Operator [39].
Pri zbiranju metrik sta zelo razsˇirjeni tudi orodji Nagios [3] in Icinga [33].
Orodji sta si zelo podobni, saj je Icinga poskus izboljˇsave orodja Nagios.
Nobeno od orodij ni dobro prilagojeno zbiranju metrik mikrostoritev [18] in
se za ta namen skoraj nikoli ne uporabljata.
1.3 Prispevki diplomske naloge
Rezultat diplomske naloge je razsˇiritev ogrodja KumuluzEE, ki omogocˇa eno-
stavno zbiranje sˇirokega spektra metrik v mikrostoritvah, razvitih v tem
ogrodju. Prav tako je rezultat konfiguracija vecˇvozliˇscˇne grucˇe Kubernetes,
ki zbrane metrike uporablja pri avtomatskem repliciranju vsebnikov. V delu
je vkljucˇen tudi podrobnejˇsi opis metrik, ki so pomembnejˇse v okolju mi-
krostoritev ter opis orodja Dropwizard Metrics. Prikazano je tudi zbiranje
in vizualizacija metrik v okolju Kubernetes ter podroben opis vseh njegovih
komponent in enot. Celotna resˇitev demonstrira vzpostavitev lastnega oko-
lja, ki s pomocˇjo pravih metrik, zbranih v mikrostoritvi, optimizirano skalira






2.1 Kaj so metrike?
Metrike [45, 46] so sˇtevilcˇne meritve, ki se izvedejo ob dolocˇenem cˇasu. Po-
dajo informacijo o trenutnem stanju dolocˇene komponente, kombinacija vecˇih
metrik pa nudi razumevanje delovanja celotnega sistema. Metrika je sesta-
vljena iz izmerjene sˇtevilcˇne vrednosti in cˇasovne enote. Vecˇinoma jih zbi-
ramo na dolocˇenem intervalu, kot na primer enkrat na sekundo, minuto, itd.
V diplomskem delu se bomo osredotocˇili na metrike izvajanja aplikacij, saj
se druge ne navezujejo na temo naloge [45].
2.2 Razlogi za zbiranje metrik
Zbiranje metrik in spremljanje izvajanja sistema je zelo pomembno tako v
monolitnih aplikacijah kot tudi v mikrostoritvah [8]. V slednjih so te me-
ritve velikokrat sˇe bolj koristne, ker omogocˇajo, da se ogrodje, ki upravlja
s sˇtevilom instanc mikrostoritev, odzove na spremembe vrednosti metrik in
temu primerno povecˇa ali zmanjˇsa sˇtevilo vsebnikov. A to je le eden od
razlogov za zbiranje metrik. Kljucˇne so tudi pri doseganju odpornosti na
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izpade (ang. fault tolerance) in prozˇnosti (ang. resilience) aplikacije. Od-
pornost na izpade [32, 48] je lastnost sistema, ki v primeru nepricˇakovanega
dogodka ali napake ne preneha delovati. Primer takega izpada je odpoved
ene od komponent, od katere je odvisen le del aplikacije [40]. Z zbiranjem
metrik lahko zaznamo nepricˇakovano delovanje posameznih komponent in jih
onemogocˇimo ter tako preprecˇimo izpad celotne aplikacije. Aplikacija je v
tem primeru sicer omejena, saj lahko opravlja le naloge, ki niso odvisne od
nedelujocˇe komponente. Prozˇnost [6] je izboljˇsava odpornosti na izpade, saj
prozˇen sistem v primeru napake nemoteno nadaljuje z izvajanjem. Prozˇnost
velikokrat srecˇamo v aplikacijah, ki so zgrajene na principu mikrostoritev in
se izvajajo v vsebniˇskih okoljih. V takih aplikacijah, v primeru neodzivno-
sti ali nepricˇakovanega delovanja neke mikrostoritve, sistem za upravljanje
z vsebniki unicˇi vsebnik, v katerem ta mikrostoritev tecˇe, ter ustvari novo
instanco. Zbiranje pravilnih metrik je tedaj zelo pomembno, saj so na njihovi
podlagi sprejete odlocˇitve, kdaj je potrebno povecˇati sˇtevilo instanc posame-
zne mikrostoritve in kdaj je ta neodzivna ter jo je potrebno unicˇiti.
Zelo pomemben vidik je tudi odkrivanje napak, saj lahko s pomocˇjo pra-
vilnih metrik in zabelezˇenih dogodkov, kot na primer klic metode, reproduci-
ramo dogodek, ki je vodil do dolocˇene napake. Vzroki za odpoved aplikacije
so lahko na primer pomanjkanje delovnega ali swap polnilnika, zasedenost
kopice ali nedosegljivost komponent, od katerih je mikrostoritev odvisna.
Dobro belezˇenje stanja sistema ob dolocˇenem cˇasu nam torej prihrani ve-
liko cˇasa, ki bi ga porabili z iskanjem neobstojecˇe napake v kodi. Veliko
napak ali izpadov pa lahko tudi preprecˇimo, cˇe pravilno nastavimo meje za
vrednosti posameznih metrik, ki ob prekoracˇitvi bodisi opozorijo sistemske
skrbnike o nevarnosti bodisi se avtomatsko odzovejo s skaliranjem posamezne
komponente. Primer prvega je opozorilo o zapolnjenosti kapacitete trajnega
pomnilnika, ki je v zasebnih oblakih lahko hitro resˇena z dodajanjem no-
vih diskov. Primer avtomatskega odziva pa je zgoraj omenjeno prilagajanje
sˇtevila instanc mikrostoritve glede na prekoracˇitev zgornje ali spodnje meje.
To pa vodi v boljˇso izkoriˇscˇenost virov in posledicˇno nizˇje strosˇke s strojno
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opremo. Za boljˇso predstavo je zbrane vrednosti dobro vizualizirati na grafu,
kar omogocˇi hitrejˇse odkrivanje ozkih grl in delov aplikacije, ki bi jih bilo
potrebno optimizirati. Zbiranje podatkov na dolgi rok omogocˇa tudi analizo
sistema in podatke o tem, kdaj je aplikacija najbolj obiskana, kje se poja-
vlja najvecˇ napak, povprecˇen odzivni cˇas posameznih komponent in mnogo
drugih koristnih informacij.
2.3 Kaj mora vsebovati sistem za zbiranje
metrik
Ogrodja, ki so namenjena zbiranju metrik, njihovi obdelavi in resˇevanju zgo-
raj omenjenih problemov, imenujemo sistem za upravljanje aplikacijskih zmo-
gljivosti (ang. application performance management - APM ) [20]. Za razvoj
celovite resˇitve, kot je sistem APM, moramo pomisliti na nekaj kljucˇnih la-
stnosti [30, 36]:
• Celovitost; Zbira metrike vseh komponent mikrostoritve in okolja, na
katerem se izvaja. Prav tako mora meriti vse storitve in orodja, od
katerih je mikrostoritev odvisna. S tem se znebimo cˇrnih lukenj, ki
otezˇijo ali celo onemogocˇijo iskanje vzroka dolocˇene napake.
• Razumljivost; Za metrike mora biti hitro razvidno, katera kompo-
nenta ali metoda jih je zabelezˇila in kaj predstavljajo. Prav tako morajo
imeti prilozˇen cˇas meritve.
• Granularnost; Zbira najbolj nizkonivojske meritve, ki omogocˇajo to-
cˇen izvor problema in ne le podrocˇja.
• Konsolidiranost; Vse metrike so zdruzˇene na enem mestu. Ker so
razlicˇna podrocˇja meritev med seboj povezana, agregiran vpogled o-
mogocˇa odkrivanje vseh dejavnikov, ki so vodili do nepricˇakovanega
delovanja aplikacije.
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• Konstantnost; Meritve se morajo izvajati neprestano in na kratkih
intervalih. APM mora biti robusten in odporen na izpade drugih kom-
ponent.
• Ucˇinkovitost; Zbiranje metrik ne sme vplivati na izvajanje merjene
komponente.
• Socˇasnost; Meritve potekajo v realnem cˇasu in sistem nudi sprotno vi-
zualizacijo stanja vseh komponent. Prav tako je nujno sprotno javljanje
napak in takojˇsnja opozorila.
• Arhiviranje; Obvezno je tudi hranjenje meritev na dolgi rok. To
omogocˇa vizualizacijo porabe virov in delovanja aplikacije, podrobnejˇso
analizo in obdelavo meritev ter odkrivanje podrocˇij, potrebnih optimi-
zacije.
2.4 Katere metrike so pomembne
Metrike je najbolje razdeliti v sˇtiri nivoje [27] glede na to, katere dele sistema
merijo. Zacˇeli bomo z opisom merjenja oblacˇnih ponudnikov, nato se bomo
osredotocˇili na vozliˇscˇa, procese in na koncu na zbiranje metrik, specificˇnih za
aplikacijo. Kot zadnje podpoglavje je opisano merjenje posebnih dogodkov,
ki ga moramo izvajati na vseh prej omenjenih nivojih.
2.4.1 Oblacˇni ponudnik ali zasebni oblak
Zacˇeli bomo na najnizˇjem nivoju [27] z zbiranjem metrik oblacˇnega ponu-
dnika. Pri tem so pomembne metrike, ki se navezujejo na delovanje strezˇnikov
ponudnika in odzivnosti glede na geografsko lokacijo strezˇnikov. Pomembno
je tudi merjenje delovanja podatkovnih baz, ki jih nudi ponudnik, in drugih
komponent, od katerih je nasˇa aplikacija odvisna.
V primeru zasebnega oblaka je potrebno nadzorovati ogrodje, na kate-
rem tecˇe nasˇa aplikacija, in sicer delovanje izenacˇevalnikov obremenitve (ang.
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load balancer), razporejevanja vsebnikov po vozliˇscˇih in drugih komponent
ogrodja.
2.4.2 Vozliˇscˇe
Zelo pomembno je spremljanje posameznega vozliˇscˇa in njegovih fizicˇnih kom-
ponent, kot so CPE, pomnilnik, disk in omrezˇje [52]. Pri tem moramo meriti
odstotek cˇasa, ko je komponenta zasedena, ali odstotek trenutne porabe kom-
ponente. Spremljati moramo tudi kolicˇino dela, ki ga komponenta sˇe nima
cˇasa obdelati in je v cˇakanju, ter sˇtevilo napak, ki se pojavijo.
Pri CPE je ob trenutni zasedenosti pomembno tudi merjenje povprecˇne
in najviˇsje zasedenosti, temperature CPE ter delovanje hladilnih sistemov
(ventilatorjev). Povprecˇna in najviˇsja zasedenost je pomembna tudi pri de-
lovnemu pomnilniku in disku. Pri slednjem je potrebno meriti tudi porabo
swap in zdravje diska. Pomemben podatek je tudi sˇtevilo procesov ali vseb-
nikov, ki tecˇejo na posameznem vozliˇscˇu.
Prav tako moramo spremljati tudi, koliko cˇasa je vozliˇscˇe v aktivnem
stanju, kar v kombinaciji s podatkom, kdaj je bil strezˇnik prvicˇ vzpostavljen,
poda informacijo o odstotku razpolozˇljivosti vozliˇscˇa.
2.4.3 Proces in okolje
Sem spadajo metrike [13, 52], ki se navezujejo na proces in okolje, v katerem
tecˇe nasˇa aplikacija. Zanima nas, koliko CPE, pomnilnika, diska in omrezˇja
proces zaseda, koliko cˇasa tecˇe ter v kaksˇnem stanju je (se zaganja, tecˇe ali
se ustavlja).
Spremljati moramo tudi izvajalno okolje, ki je v nasˇem primeru JVM.
Sem spadajo meritve zbiralca smeti (ang. garbage collector), sˇtevila niti in
druge. Te metrike je v okolju JVM mozˇno pridobiti s pomocˇjo tehnologije
JMX, ki upravlja s posebnimi javanskimi zrni, imenovanimi MXBeans. Ta
zrna so posebna vrsta zrn MBean, ki upravljajo samo s podatkovnimi tipi,
ki so na voljo vsem odjemalcem. Zrna MX zbirajo in izpostavljajo metrike
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JVM ter se tako kot zrna MBeans izvajajo v virtualnem stroju. V spodnjem
seznamu [22] so nasˇtete vrste zrn MX in pomembne metrike, ki jih lahko
pridobimo iz njih.
• BufferPoolMXBean nudi podatek o zasedenosti medpomnilnika.
• ClassLoadingMXBean nudi sˇtevilo razredov, ki je trenutno nalozˇenih
v JVM, celotno sˇtevilo nalozˇenih razredov, odkar je bil JVM zagnan,
in sˇtevilo razredov, ki niso vecˇ nalozˇeni.
• CompilationMXBean nudi podatek o cˇasu, ki je potreben za prevod
kode.
• GarbageCollectorMXBean nudi sˇtevilo obhodov zbiralca smeti in
cˇas, ki ga je pri tem porabil.
• MemoryManagerMXBean vrne imena pomnilniˇskih bazenov, s ka-
terimi upravlja upravljalec pomnilnika.
• MemoryMXBean nudi osnovne podatke o kopici in o drugem po-
mnilniku, ki ga zaseda JVM.
• MemoryPoolMXBean nudi podrobne podatke o kopici in drugem
zasedenem pomnilniku, kot so trenutna poraba, najvecˇja poraba in
zacˇetna poraba.
• OperatingSystemMXBean nudi podatke o operacijskem sistemu,
na katerem tecˇe JVM, in sˇtevilu procesorskih jeder, ki so na voljo.
• PlatformLoggingMXBean nudi podatke o belezˇnikih (ang. logger),
na primer ime in stopnja belezˇenja.
• RuntimeMXBean nudi podatke o JVM izvajalnem okolju, kot so
podani argumenti, verzija, cˇas izvajanja, pot do knjizˇnice, itd.
• ThreadMXBean nudi podatke o nitih, kot so sˇtevilo niti, njihove
identifikatorje, cˇas, ki ga je CPE posvetil posamezni niti, itd.
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2.4.4 Aplikacija
Na zadnjem in najviˇsjem nivoju je merjenje aplikacije [52]. Sem spadajo
metrike, specificˇne za nasˇo aplikacijo. Zbiralnike teh metrik vecˇinoma imple-
mentiramo sami na dolocˇenih mestih v kodi, kjer vidimo verjetnost napak ali
zakasnitev. Za boljˇse razumevanje je te metrike najlazˇje razdeliti po katego-
rijah [30]:
• Meritve pretocˇnosti merijo obremenitev neke komponente ali me-
tode na cˇasovno enoto. Primer take meritve so sˇtevilo klicev metode na
minuto, sˇtevilo povprasˇevanj podatkovni bazi na sekundo, sˇtevilo zah-
tevkov na sekundo, itd. Implementiramo jih v metode, ki so velikokrat
klicane oziroma predstavljajo ozko grlo, v metode, ki jih izpostavljamo
preko REST-a, in kot merilce zahtevkov HTTP na razlicˇnih naslovih.
• Meritve uspeha merijo sˇtevilo klicev metod, povprasˇevanj in zahtev-
kov, ki so bili uspesˇno izvedeni, ter sˇtevilo odgovorov HTTP s statusno
kodo 2xx.
• Meritve napak merijo sˇtevilo napak po posameznih komponentah,
klicih metod in sˇtevilo odgovorov HTTP s statusno kodo 4xx ali 5xx.
Dobro jih je kategorizirati glede na to, kako so resne.
• Cˇasovne meritve merijo trajanje metod ali blokov kode. Uporabne
so za ugotavljanje, kje v kodi se pojavljajo najvecˇje zakasnitve in katere
dele bi bilo potrebno optimizirati.
• Sˇtevci se vecˇinoma uporabljajo za spremljanje sˇtevila elementov v vrsti
ali skladu.
• Meritve odvisnih komponent merijo komponente, od katerih je mi-
krostoritev odvisna. Sem spadajo ostale mikrostoritve, podatkovne
baze, sporocˇilne vrste, servleti (Tomcat, Jetty), ogrodja REST (Jer-
sey), itd.
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2.5 Orodja za zbiranje metrik
Na voljo je veliko tako placˇljivih kot odprtokodnih orodij za zbiranje metrik.
V naslednjih podpoglavjih bomo na kratko opisali orodja, ki se uporabljajo
za merjenje javanskih aplikacij. Opisali bomo tudi knjizˇnice, s katerimi lahko
implementiramo lasten sistem, ki zbira metrike, specificˇne za nasˇo aplikacijo.
2.5.1 Placˇljiva orodja APM
Obstaja veliko placˇljivih orodij APM, ki zbirajo sˇiroko paleto metrik in nudijo
intuitivni uporabniˇski vmesnik za njihov prikaz. Zaradi njihove prepoznav-
nosti na trzˇiˇscˇu jih uporabljajo tudi vecˇja podjetja. Najbolj uporabljena





2.5.2 Odprtokodna orodja APM
Na voljo je tudi kar nekaj odprtokodnih orodij, ki so v veliko primerih dobra
alternativa placˇljivim. Seznam boljˇsih odprtokodnih orodij APN [21]:
• Stagemonitor je namenjen izvajanju meritev na aplikacijah, ki tecˇejo
na sˇtevilnih strezˇnikih.
• Pinpoint je namenjen merjenju velikih porazdeljenih sistemov.
• MoSKito vkljucˇuje orodje za merjenje aplikacije na vecˇ vozliˇscˇih in
strezˇnik, ki shranjuje zbrane metrike.
• Glowroot je hitro in preprosto orodje APM.
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• Kamon je namenjen merjenju aplikacij, ki so zgrajene na Typesafe
Reactive Platformi.
2.5.3 Knjizˇnice
Na voljo je tudi nekaj knjizˇnic, ki vsebujejo merilce za zbiranje metrik po-
datkovnih baz, povezav HTTP, virtualnega stroja, itd. Prav tako poeno-
stavijo oblikovanje lastnih merilcev, ki jih potrebujemo za zbiranje metrik,
specificˇnih za nasˇo aplikacijo. Najbolj razsˇirjene za okolje Java so [37]:
• Dropwizard Metrics nudi veliko merilnih orodij, podrobno opisana
v naslednjem poglavju.
• Parfait nudi zbiranje metrik z orodjema sˇtevec in cˇasovnik. Metrike
izvazˇa preko JMX ali Performance Co-Pilot platforme.
• JAMon podpira merjenje povezav HTTP, Spring aplikacij, JDBC,
SQL, Log4j, zrn EJB in zbiralca smeti.
• Java Simon je izboljˇsava orodja JAMon, nudi merjenje z orodjema
sˇtevec in cˇasovnik.
Pri implementaciji orodja za zbiranje metrik v mikrostoritvah smo za
osnovo izbrali knjizˇnico Dropwizard Metrics. Za to knjizˇnico smo se odlocˇili,
ker nudi najvecˇje sˇtevilo merilnih orodij in najvecˇ merilcev, namenjenih zbi-
ranju metrik v ogrodjih, od katerih je aplikacija odvisna. Pri knjizˇnici Dro-
pwizard Metrics imamo na voljo merilna orodja sˇtevec, histogram, meter, me-
rilnik in cˇasovnik, v ostalih knjizˇnicah pa smo omejeni na sˇtevec in cˇasovnik.
Prav tako le knjizˇnica Dropwizard Metrics nudi zbiranje metrik Ehcache, Jer-
sey, Jetty, Apache HttpClient in mozˇnost preverjanja vitalnosti. Nudi tudi
najvecˇ mozˇnosti pri porocˇanju metrik. Ker smo knjizˇnico Dropwizard Me-





Dropwizard Metrics je javanska knjizˇnica, ki nudi enostavno zbiranje sis-
temskih metrik. Je ena izmed najbolj uporabljenih knjizˇnic za ta namen in
pokriva zbiranje skoraj vseh zgoraj omenjenih metrik. V nadaljevanju bomo
podrobno opisali orodja, s katerimi zbiramo metrike, kako jih zdruzˇujemo v
registre, katere sistemske metrike imamo na razpolago in na kaksˇne nacˇine
jih lahko izpostavljamo. V nadaljevanju se bomo zgledovali po dokumenta-
ciji [50].
3.1 Register
Register je vsebnik za vse zbrane metrike. Shranjuje jih glede na njihov tip
in nudi pridobivanje metrik glede na njihovo ime. Register definiramo takole:
final MetricRegistry registry = new MetricRegistry();
Ustvarimo lahko tudi vecˇ registrov, s katerimi meritve grupiramo in dose-
zˇemo boljˇso preglednost. Evidenco o registrih vodi staticˇen razred “Shared-
MetricRegistries”, ki omogocˇa dostop do registrov tudi v razredih, kjer niso
bili definirani. Primer uporabe:





Merilnik (ang. gauge) je preprosto orodje, ki periodicˇno meri dolocˇeno vre-
dnost. Ustvarimo ga takole:
registry.register("merilnik", new Gauge<Integer>() {
@Override




Zgoraj definirani merilnik meri celosˇtevilsko vrednost. Na voljo imamo
tudi drugacˇne tipe merilnikov, kot so:
• JMX merilnik meri dolocˇeno vrednost MBeana. Kot atribut sprejme
ime zrna in ime vrednosti.
• Merilnik razmerja meri razmerje med dvema vrednostma. Ustvarimo
ga podobno kot navaden merilnik, le da mu podamo dve vrednosti
• Predpomnjen merilnik je namenjen pridobivanju vrednosti, ki so
racˇunsko zahtevne. Vrednost, ki jo bere, je hranjena za cˇas, ki ga
dolocˇimo z atributom. V tistem cˇasu merilnik vrne shranjeno vrednost.
• Izpeljan merilnik nudi izpeljavo vrednosti iz drugih merilnikov.
3.3 Sˇtevec
Sˇtevec (ang. counter) je preprosto orodje za priˇstevanje in odsˇtevanje 64-
bitnih vrednosti. Uporabljamo ga lahko takole:
final Counter counter = registry.counter("stevec");
stevec.inc();
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Vecˇinoma se uporablja za sledenje sˇtevilu elementov v vrsti ali skladu,
sˇtetje klicev metod, neuspesˇnih poskusov dolocˇene operacije ali sˇtevila pove-
zav.
3.4 Histogram
Histogram je prav tako merilno orodje, ki iz zbranih podatkov izracˇuna stati-
sticˇne vrednosti, kot so minimum, maksimum, povprecˇje, standardni odklon
in kvartile. Uporabno je, ko zˇelimo podrobno analizirati posamezno vrednost
in ko meritve zbiramo dovolj pogosto, da so statisticˇne vrednosti tocˇne. Pri-
mer uporabe histograma je pri merjenju velikosti zahtevkov in odgovorov,
cˇas dostopa do podatkovne baze, cˇas obdelave zahtevka ter poraba sistem-
skih virov, kot so CPE, delovni pomnilnik, swap, itd. Uporabljamo ga lahko
takole:
final Histogram histogram = registry.histogram("histogram");
histogram.update(value);
3.5 Meter
Meter je namenjen meritvam sˇtevila dogodkov v cˇasovnem obdobju. Nudi
celotno sˇtevilo dogodkov od zacˇetka merjenja in povprecˇno sˇtevilo dogodkov
na sekundo. Prav tako ponuja povprecˇja dogodkov iz zadnjih petnajst minut,
zadnjih pet minut in zadnje minute, ki so izracˇunana s pomocˇjo pomikajocˇega
povprecˇja (EWMA). Primer uporabe metra:




Cˇasovnik (ang. timer) meri, koliko cˇasa traja, da se blok kode izvede. Ob
vsaki izvedbi kode je izmerjen cˇas in izracˇunano povprecˇje vseh do sedaj
izmerjenjih meritev. Tako kot pri metru so tudi pri cˇasovniku izmerjena
povprecˇja v zadnjih minutah, pridobimo pa lahko tudi enake statisticˇne po-
datke kot pri histogramu. Primer uporabe:
final Timer timer = registry.timer("casovnik");




Preverjanje vitalnosti (ang. health check) je merilnik, ki testira, cˇe dolocˇena
komponenta, npr. podatkovna baza, deluje pravilno. Od klasicˇnega zbiranja
metrik se razlikuje tako, da preveri le, ali se komponenta odziva oziroma
ali je aktivna. Preverjanje vitalnosti ne zbira sˇtevilskih vrednosti, temvecˇ
le binarno vrednost in je zato primereno pri hitrem ugotavljanju, ali vse
komponente delujejo ter kje je priˇslo do izpada. Uporabimo ga tako, da
podamo, katero metodo mora modul klicati in kaksˇen je pricˇakovan rezultat.
V primeru nepricˇakovanega rezultata, torej nezdrave komponente, se zabelezˇi
izpis napake. Spodaj je naveden primer registracije preverjanja vitalnosti, pri
cˇemer je “TestVitalnosti” razred, ki implementira klic metode komponente,





Modul za zbiranje JVM metrik vsebuje merilce, pridobljene iz zrn MX, opi-
sanih v podpoglavju 2.4.3. Merilci so razdeljeni v tri skupine:
• Zbiralec smeti vsebuje podatke, pridobljene iz zrna GarbageCollec-
torMXBean,
• poraba pomnilnika vsebuje podatke, pridobljene iz zrn MemoryMa-
nagerMXBean, MemoryMXBean in MemoryPoolMXBean,
• stanje niti vsebuje podatke, pridobljene iz zrna ThreadMXBean.
3.9 Apache HttpClient
Modul za instrumentacijo Apache HttpClienta vsebuje merilce sˇtevila vseh
povezav in tistih, ki so aktivne, ter stopnjo hitrosti odpiranja novih povezav.
Vsebuje tudi cˇasovnike, namenjene merjenu trajanja HTTP zahtevkov. Ker





JDBI modul nudi zbiranje meritev za knjizˇnico JDBI. JDBI je javanska
knjizˇnica, ki poenostavi dostop do relacijskih podatkovnih baz. Modul nudi
cˇasovnike za merjenje trajanja SQL ukazov. Vkljucˇuje tudi vecˇ nacˇinov poi-
menovanja teh cˇasovnikov. Primer inicializacije:





Ehcache modul nudi merilnike za spremljanje statistike predpomnilnika Ehca-
che. Ehcache je odprtokodno orodje, ki nudi predpomnilnik za javanske apli-
kacije. Omogocˇa zacˇasno shranjevanje pogosto dostopanih podatkov in s
tem hitrejˇse delovanje aplikacije. Modul zbira veliko meritev, kot na primer
sˇtevilo elementov v predpomnilniku, na disku in v pomnilniku, ter podatek
o tem, kolikokrat je bil iskan element najden na teh lokacijah. Na voljo so
tudi cˇasovniki, ki merijo cˇas iskanja in pridobivanja elementov.
3.12 Jersey
Jersey modul omogocˇa instrumentacijo REST metod s pomocˇjo anotacij. Na
voljo je 5 razlicˇnih anotacij:
• @Timed ustvari cˇasovnik in meri cˇas trajanja metode ob vsakem klicu.
• @Counted ustvari sˇtevec in ga povecˇa ob klicu metode.
• @Gauge ustvari merilnik in zabelezˇi vrnjeno vrednost klicane metode.
• @CachedGauge ustvari predpomnjen merilnik in v primeru, da je cˇas
hrambe stare vrednosti potekel, zabelezˇi vrnjeno vrednost metode.
• @Metered ustvari meter in oznacˇi dogodek ob vsakem klicu.
3.13 Jetty
Jetty modul omogocˇa instrumentacijo Jetty servletov. Na voljo je sˇiroka
paleta metrik, ki so razdeljene v tri sklope:
• Povezave, kamor spadajo meritve o trajanju in sˇtevilu povezav ter
stopnji sprejemanja in zapiranja novih povezav.
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• Bazen niti, kamor uvrsˇcˇamo podatke o aktivnih in neaktivnih nitih
ter razmerje med njimi.
• Upravljalec povezav HTTP, kamor spadajo podatki o sˇtevilu zah-
tevkov, potecˇenih povezav, metrike odgovorov HTTP, razdeljene po
statusnih kodah, in metrike o zahtevkih GET in POST.
3.14 Belezˇenje
Na voljo sta dva modula, Log4j in Logback, ki merita stopnjo zabelezˇenih
dogodkov glede na njihovo pomembnost. Oba lahko registriramo programsko.
3.15 Spletne aplikacije
Modul za merjenje spletnih aplikacij nudi filter za servlet, ki meri sˇtevilo zah-
tevkov in odgovorov glede na statusno kodo ter cˇasovnike za merjenje traja-
nja povezav. Filter je mogocˇe definirati v web.xml datoteki, kjer je potrebno













Na voljo je veliko nacˇinov za izpis ali izvoz zbranih metrik v razlicˇnih forma-
tih:
• Konzola; metrike lahko izpiˇsemo v konzolo, pri cˇemer lahko uporabnik
nastavi interval porocˇanja in cˇasovno enoto.
• JMX; metrike lahko izpostavimo v obliki JMX MBeanov.
• CSV; metrike lahko periodicˇno izvazˇamo v .csv datoteke. Konfigu-
riramo lahko interval porocˇanja, cˇasovno enoto metrik in direktorij,
kamor se metrike izvazˇajo.
• SLF4J; metrike lahko posredujemo v SLF4J belezˇnik.
• Servlet; metrike lahko izpostavljamo s servletom v JSON formatu. Na
voljo je pet servletov, in sicer servlet, namenjen prikazu splosˇnih metrik
dolocˇenega registra, servlet za prikaz testov vitalnosti, servlet za izpis
stanja niti v JVM, servlet za preverjanje odzivnosti drugih komponent
(ang. ping) in administratorski servlet, ki zdruzˇuje vse druge.
• Ganglia; metrike lahko porocˇamo Ganglia strezˇniku v obliki toka po-
datkov.
• Graphite; metrike lahko porocˇamo Graphite strezˇniku v obliki toka
podatkov.
3.17 Druge knjizˇnice
Razvitih je bilo tudi veliko zunanjih knjizˇnic. Namenjene so prilagajanju
zbiranja metrik v drugih okoljih, kot so CDI, AspectJ in Spring, optimizaciji
delovanja v drugih programskih jezikih, kot so Scala in Clojure, ter porocˇanju
metrik v veliko razlicˇnih okolij, kot je na primer Kafka, InfluxDB, Cassandra,
DataDog in mnogo drugih [49].
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Nacˇrtovanje in razvoj resˇitve za
zbiranje metrik mikrostoritev z
ogrodjem KumuluzEE
Dropwizardov modul za zbiranje metrik vsebuje mozˇnost zbiranja sˇirokega
spektra metrik in zadostuje pri doseganju koncˇnega cilja diplomskega dela.
Ker pa zbiramo metrike v svetu mikrostoritev, potrebujemo sˇe ogrodje, ki
nam pomaga pri razvoju in gradnji le–teh. Za ta namen uporabimo ogrodje
KumuluzEE, ki vsebuje vse potrebne komponente za razvoj in gradnjo pro-
storsko nepotratnih mikrostoritev, prilagojenih za izvajanje v vsebnikih. Iz-
delamo tudi razsˇiritev, ki integrira Dropwizardove metrike v okolje Kumulu-
zEE.
4.1 KumuluzEE
KumuluzEE [34] je JavaEE ogrodje, namenjeno razvoju mikrostoritev in mi-
graciji obstojecˇih aplikacij v mikrostoritve. Ogrodje zapakira mikrostoritve
v JAR datoteke vkljucˇno z odvisnostmi. Vkljucˇuje tudi razsˇiritve, ki so v
pomocˇ pri razvoju mikrostoritev. Primer take razsˇiritve je konfiguracijski
modul, ki nastavitve belezˇi lokalno ter v etcd in Consul shrambi. Prav tako
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je na voljo razsˇiritev za belezˇenje dogodkov (ang. logging), odkrivanje sto-
ritev (ang. service discovery), prekinjevalci toka (ang. circuit–breakers) in
druge [25].
4.2 Razsˇiritev za zbiranje metrik
Razsˇiritev vsebuje osnovno komponento Dropwizard Metrics modula, ki vse-
buje vsa merilna orodja za zbiranje lastnih metrik, in komponento JVM, ki
vsebuje merilce za zbiranje metrik JVM. Ob tem pa je v razsˇiritev dodanih
nekaj drugih funkcionalnosti, ki poenostavijo zbiranje in izpostavljanje me-
ritev ter ga prilagodijo svetu mikrostoritev. Te funkcionalnosti so zbiranje
metrik s pomocˇjo anotacij, mozˇnost konfiguracije in izboljˇsano izpostavljanje
metrik.
4.2.1 Anotacije
V razsˇiritev vkljucˇimo mozˇnost anotiranja metod, kar ob vsakem klicu me-
tode sprozˇi dolocˇeno meritev, in anotiranja spremenljivk, kar skrajˇsa njihovo
definiranje. Pri tem lahko uporabimo metode, opisane v podpoglavju 3.12,
pri cˇemer nismo omejeni z uporabo izkljucˇno v razredih, namenjenih stori-
tvam REST. Pri tem si pomagamo s knjizˇnico Metrics CDI, ki omogocˇa pod-
poro za anotacije v okoljih CDI. CDI je funkcija v Javi, ki omogocˇa dostop
do objektov iz drugih zrn, pri cˇemer ohranja sˇibko sklopljenost komponent.
To knjizˇnici omogocˇa prestrezanje klicev anotiranih metod in konstruktorjev.
Primer uporabe je merjenje trajanja metode. To lahko po novem dosezˇe-
mo s @Timed anotacijo, ki ji podamo ime meritve:
@Timed(name = "casovnik")
public void merjenaMetoda() {
...
}






V razsˇiritev dodamo tudi mozˇnost konfiguracije posameznih komponent. Kon-
figuracijo lahko razvijalec definira v konfiguracijski datoteki. Parametri, ki
jih lahko nastavi, so ime privzetega registra, naslov, na katerem so dostopne
metrike v JSON-u, in naslov za Prometheusov format (podrobneje opisan
v podpoglavju 6.5) ter ime registra, v katerem so zabelezˇene metrike JVM.
Prav tako lahko razvijalec definira ime storitve, trenutno verzijo in ime in-
stance. Ker metrike istocˇasno javlja mnogo mikrostoritev, je ime instance



















Dropwizardov modul nudi izpostavljanje metrik, a ne vkljucˇuje vseh funkci-
onalnosti, ki bi jih potrebovali za izvajanje v okolju mikrostoritev in za dose-
ganje naloge, zadane v tem diplomskem delu. V razsˇiritvi dodamo mozˇnost
prikaza vecˇih registrov naenkrat in opcijo filtriranja teh registrov s pomocˇjo
poizvedb v naslovu URL. Prav tako dodamo mozˇnost prikaza metrik iz vseh
registrov v Prometheusovem formatu, ki je v nasˇem primeru kljucˇen, saj ga
potrebujemo za doseganje avtomatskega skaliranja. V izpisu je vidno tudi
ime instance, ki pove, pod katero mikrostoritev spadajo prebrane metrike.












































V poglavju smo opisali integracijo knjizˇnice Dropwizard Metrics v ogrodje
KumuluzEE v obliki razsˇiritve. Opisali smo izboljˇsave, s pomocˇjo katerih je
razsˇiritev preprostejˇsa za uporabo in bolj primerna za izvajanje v okolju mi-
krostoritev. Pod te izboljˇsave spadajo mozˇnost konfiguracije preko namenske
konfiguracijske datoteke, izboljˇsano izpostavljanje metrik in mozˇnost zbira-




Kubernetes [4, 7] je odprtokodno ogrodje, namenjeno orkestraciji, upravljanju
in skaliranju vsebnikov. Je fleksibilen in lahko tecˇe tako na javnih kot tudi
na zasebnih oblakih, neodvisno od strojne opreme ali operacijskega sistema
ter s tem nudi nivo abstrakcije in boljˇso izkoriˇscˇenost virov. Vgrajeno ima
odkrivanje storitev (ang. service discovery), izenacˇevalnik obremenitve ter
posodabljanje mikrosoritev brez prekinitev v delovanju aplikacije. Omogocˇa
tudi avtomatsko zaznavanje neodzivnih vsebnikov in njihovo zamenjavo ter
razporeditev novih vsebnikov glede na obremenjenost gostitelja. Na voljo
je tudi avtomatsko skaliranje vsebnikov na podlagi utilizacije CPE-ja in z
nekaj truda tudi drugih metrik, pridobljenih iz samih mikrostoritev. Vecˇ o
tem bomo povedali v naslednjem poglavju. Kubernetes deli vozliˇscˇa na dve
vrsti, in sicer glavna (ang. master) in delovna (ang. worker). Na glavnih
vozliˇscˇih je namesˇcˇenih vecˇ komponent, ki so dostopna preko vmesnika API
in upravljajo z grucˇo, medtem ko so delovna vozliˇscˇa namenjena izvajanju
nalog, ki so jim bile dolocˇene. Glavna vozliˇscˇa lahko prilagodimo tudi tako,
da opravljajo naloge delovnih. Diagram vozliˇscˇ, komponent in njihove inte-
rakcije lahko vidimo na sliki 5.1. V opisu komponent in enot se zgledujem





CoreOS etcd je podatkovna baza tipa kljucˇ-vrednost (ang. key-value), ki je
porazdeljena po vecˇ vozliˇscˇih. Nudi izbiro voditelja (ang. leader election)
in tolerira izpade vozliˇscˇ, tudi vodilnih. Vrednosti, shranjene v etcd pomnil-
niku, lahko tudi spremljamo in ob spremembi grucˇe rekonfiguriramo. Kljub
temu, da je bil etcd razvit za CoreOS, deluje na sˇtevilnih drugih operacijskih
sistemih, kot so druge distribucije Linuxa, BSD in MacOS. V Kubernetesu
se etcd uporablja za shrambo konfiguracijskih podatkov, ki so nato dosegljivi
vsem vozliˇscˇem. Namesˇcˇen je lahko le na glavnih vozliˇscˇih. Cˇeprav je dovolj
le eno, se v produkciji v vecˇini uporablja vecˇje (liho) sˇtevilo etcd vozliˇscˇ.
5.1.2 Strezˇnik API
Tako kot etcd je tudi strezˇnik API namesˇcˇen le na glavnih vozliˇscˇih. Nudi
komunikacijo med komponentami grucˇe preko RESTful vmesnika. Prav tako
nudi tudi centralno tocˇko, kjer lahko uporabnik upravlja vse enote, kot so
npr. storitve in stroki (opisani v naslednjih poglavjih). Za ta namen je
na voljo tudi konzolni vmesnik kubectl, do katerega lahko dostopamo preko
lokalnega racˇunalnika.
5.1.3 Razporejevalec
Razporejevalec (ang. scheduler) skrbi za enakomerno razporeditev strokov
po vozliˇscˇih. Pri dolocˇanju vozliˇscˇa uposˇteva njegovo zasedenost, ob tem
pa enake stroke razporeja na razlicˇna vozliˇscˇa ter s tem poskrbi dosegljivost
mikrostoritve v primeru izpada vozliˇscˇa. Razporejevalec nudi tudi napredne
mozˇnosti, kjer lahko uporabnik dolocˇi, na katerih vozliˇscˇih se mora dolocˇen
strok izvajati in na katerih se ne sme. To je uporabno v primeru, ko lahko
neka mikrostoritev tecˇe le na dolocˇeni strojni opremi ali platformi. Tudi
razporejevalec je namesˇcˇen le na glavnih vozliˇscˇih.
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5.1.4 Horizontalni razmnozˇevalec strokov
Horizontalni razmnozˇevalec strokov (ang. horizontal pod autoscaler - HPA) [5,
19] je zadolzˇen za avtomatsko replikacijo strokov v dolocˇenem replikacijskem
nizu (opisan v podpoglavju 5.2.2). Sˇtevilo replik prilagaja glede na zase-
denost CPE ali poljubne metrike, ki jo izpostavlja mikrostoritev. Pri tem
je nacˇin z uporabo CPE privzet in enostaven za konfiguracijo, nacˇin s po-
ljubnimi metrikami pa v zgodnji razlicˇici in zato zahtevnejˇsi za konfigura-
cijo (podrobneje opisano v podpoglavju 6.4). Pri inicializaciji moramo raz-
mnozˇevalcu strokov podati mejo, ob kateri pride do replikacije, in najvecˇje
mozˇno sˇtevilo strokov.
Razmnozˇevanje strokov se izvaja periodicˇno, na intervalu, ki ga sami
dolocˇimo ob inicializaciji grucˇe. Vsako periodo razmnozˇevalec povprasˇa strezˇ-
nik API po vrednosti, ki predstavlja zasedenost CPE. To vrednost strezˇnik
API pridobi od Heapsterja (opisan v podpoglavju 6.1), ki izmeri porabo vsa-
kega stroka, naredi povprecˇje in iz povprecˇja izracˇuna odstotek celotne po-
rabe CPE. V primeru poljubnih metrik pa razmnozˇevalec povprasˇa posebno
skupino API, ki jo moramo ustvariti sami. V obeh primerih razmnozˇevalec
nato pridobljeno vrednost primerja z mejo ter v primeru prekoracˇene meje
povecˇa sˇtevilo strokov v replikacijskem nizu, za katerega je zadolzˇen. Cˇe
je sˇtevilo strokov enako dolocˇenemu maksimumu, tudi ob presezˇeni meji do
replikacije ne pride.















V opisanem primeru razmnozˇevalec upravlja z replikacijskim nizom
“testna-mikrostoritev” in ga razmnozˇi, ko poraba CPE presezˇe 50%. Najvecˇje
mozˇno sˇtevilo strokov pa je 5.
5.1.5 Docker
Docker [47] je tehnologija, ki nudi pakiranje storitev v vsebnike in okolje,
v katerem se lahko izvajajo. S tem nudi tudi nivo abstrakcije in izolacije
ter s tem mozˇnost izvajanja mnogih mikrostoritev na enem gostitelju. Za ta
namen jih uporablja Kubernetes kot osnoven konstrukt, ki ga razmnozˇuje,
razporeja, nadzoruje in na splosˇno upravlja. Docker izvajalno okolje mora
biti namesˇcˇeno na vseh vozliˇscˇih.
5.1.6 Kubelet
Kubelet je majhna storitev, ki se, prav tako kot Docker, izvaja na vsakem
vozliˇscˇu in je kontaktna tocˇka z grucˇo ter ostalimi vozliˇscˇi. Zadolzˇena je za
prenasˇanje informacij med vozliˇscˇi in interakcijo z etcd strezˇnikom. Kubelet,
ki tecˇe na delovnih vozliˇscˇih, dobi od glavnih vozliˇscˇ ukaze o strokih in ostalih
enotah ter je zadolzˇen za vzdrzˇevanje predpisanega stanja.
5.1.7 Posredniˇska storitev
Posredniˇska storitev (ang. proxy service) je namesˇcˇena na vseh vozliˇscˇih in
je zadolzˇena za posredovanje zahtevkov vsebnikom. Skrbi tudi za prepro-
sto izenacˇevanje obremenitve (ang. load balancing) in izoliranost ter hkrati
dostopnost storitev izven grucˇe.
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Slika 5.1: Diagram komponent in vozliˇscˇ, ki sestavljajo grucˇo Kubernetes.
5.2 Enote
5.2.1 Strok
Strok (ang. pod) je osnovni gradnik v Kubernetesu, ki vsebuje enega ali vecˇ
vsebnikov. Vecˇ vsebnikov zapakiramo takrat, ko so med seboj odvisni in je
zato prakticˇno, da si delijo lokalno omrezˇje in IP naslov. S tem zagotovimo,
da so razporejeni na istem gostitelju. Tako kot vsebniki imajo tudi stroki
kratko zˇivljensko dobo in se vecˇinoma izvajajo v vecˇih instancah. Strok
lahko ustvarimo na dva razlicˇna nacˇina, replikacijski strok (ang. replicated
pod) ustvarimo preko replikacijskega niza, osnoven strok pa ustvarimo sami.















Replikacijski niz (ang. replica set) je ogrodje, ki upravlja s stroki istega tipa
ter skrbi, da so v predpisanem sˇtevilu. V primeru neodzivnosti vsebnika ali
ukazu po vecˇjem sˇtevilu vsebnikov, replikacijski niz avtomatsko ustvari nov
vsebnik. Cˇe neodzivni vsebnik ponovno postane funkcionalen, je eden od
vsebnikov unicˇen.


















Storitev (ang. service) v Kubernetesu je abstrakcija, ki grupira podobne
stroke, ki opravljajo enako funkcijo, in jih enovito izpostavlja. Zunanje apli-
kacije zato vidijo storitve kot eno dostopno tocˇko in ne kot mnozˇico vseb-
nikov, ki se neprestano menjajo. Storitev sledi spremembam vsebnikov, kot
so odpovedi, prerazporeditve in mnozˇenje, ter med njimi izvaja izenacˇevanje
obremenitve, ob tem pa ohranja IP naslov, preko katerega je dostopna. Pri
upravljanju s stroki si pomagajo z oznacˇbami (opisane v naslednjem po-
glavju).













Oznacˇbe (ang. labels) so namenjene organizaciji in dolocˇanju, katera enota
spada v posamezno skupino. To koristijo storitve, ki glede na oznacˇbe usmer-
jajo promet pravilnim strokom, in replikacijski nizi, ki tako lazˇje spremljajo
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sˇtevilo in stanje strokov, s katerimi upravljajo. Oznacˇbe so definirane v obliki
kljucˇ-vrednost, kar omogocˇa, da ima lahko posamezna enota vecˇ oznacˇb, po-
samezna oznacˇba pa mora imeti le eno vrednost. Enote, ki imajo dolocˇenih
veliko oznacˇb, lahko lazˇje najdemo tako, da oznacˇbe kombiniramo.
5.3 Namestitev
Na voljo je veliko nacˇinov za namestitev Kubernetesa glede na operacijski
sistem, a trenutno najbolj razsˇirjen in priporocˇen pristop je z orodjem Kube-
adm [51]. Ta omogocˇa namestitev grucˇe na Ubuntu, CentOS in HypriotOS
distribucijah ter deluje tako na javnih oblakih kot tudi na fizicˇnih strezˇnikih
in virtualnih strojih. Namestitev grucˇe zacˇnemo z ukazom “kubeadm init”,
ki najprej preveri kompatibilnost sistema ter prikazˇe morebitna opozorila in
napake. Nato orodje generira zˇeton, preko katerega se bodo vozliˇscˇa lahko
pridruzˇila grucˇi, in certifikate, ki se bodo uporabljali pri avtentikaciji kom-
ponent in vozliˇscˇ. Po ustvarjenih certifikatih orodje ustvari konfiguracijsko
datoteko, ki jo kubelet potrebuje za povezavo na strezˇnik API, in manifest,
v katerem so zapisani stroki, ki jih mora kubelet ustvariti ob zagonu. Zaradi
varnostnih razlogov kubeadm konfigurira vozliˇscˇe tako, da se na njem lahko
zazˇenejo le sistemski stroki. To lahko v primeru, da nimamo na voljo ve-
liko vozliˇscˇ, tudi spremenimo. Namestiti je treba tudi omrezˇje strokov (ang.
pod network), ki skrbi za komunikacijo med stroki. Na voljo je vecˇ omrezˇij,
najbolj razsˇirjeni sta flannel in Weave Net. V grucˇo lahko zdaj dodamo de-
lovna vozliˇscˇa tako, da na njih pozˇenemo ukaz “kubeamd join” in podamo
IP glavnega vozliˇscˇa ter prej generiran zˇeton.
Grucˇo smo vzpostavili na vecˇ nacˇinov in z razlicˇnimi orodji, pri cˇemer
smo iskali konfiguracijo, ki omogocˇa uporabo vecˇih vozliˇscˇ in mozˇnost ska-
liranja na podlagi lastnih metrik. Zacˇeli smo z orodjem Minikube, ki ga je
mogocˇe namestiti na Linux, MacOS in Windows operacijskih sistemih ter
je namenjeno vzpostavitvi testnega okolja in ucˇenju uporabe Kubernetesa.
Orodje je omejeno le na eno vozliˇscˇe in ne omogocˇa vzpostavitve produkcijske
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grucˇe in ga zato tudi nismo uporabili. Nato smo testirali orodje conjure-up,
ki omogocˇa vzpostavitev vecˇvozliˇscˇne grucˇe na sistemih Ubuntu. Z orodjem
conjure-up smo konfigurirali grucˇo z dvemi vozliˇscˇi, a ga pri koncˇnem izdelku
nismo uporabili, saj ne omogocˇa prilagoditve strezˇnika API, ki je potrebna
za mozˇnost skaliranja na podlagi lastnih metrik. Preizkusili smo tudi rocˇno
konfiguracijo grucˇe, ki je prav tako nismo uporabili pri koncˇnem izdelku, saj
je zastarela, zahteva veliko konfiguracije in je omejena na sisteme CentOS.
Njena izboljˇsava in priporocˇen pristop je z orodjem Kubeadm [51], ki smo
ga tudi sami uporabili za konfiguracijo grucˇe. Glavno vozliˇscˇe smo konfigu-
rirali na virtualnem stroju Ubuntu. Nato smo mu dodali delovno vozliˇscˇe, ki
je bilo konfigurirano na sistemu CentOS. Ker nismo imeli na voljo velikega
sˇtevila virtualnih strojev, smo na glavnem vozliˇscˇu omogocˇili izvajanje vseh
strokov in mu s tem dodali tudi naloge delovnih vozliˇscˇ. Namestili smo tudi
omrezˇje strokov Weave Net. Ker smo zˇeleli mozˇnost prilagojenega skalira-
nja, smo pri inicializaciji grucˇe dolocˇili konfiguracijske parametre, ki so to
omogocˇili. S temi parametri smo aktivirali poskusno razlicˇico razmnozˇevalca
strokov (autoscaling/v2alpha1) in mu sporocˇili, da informacije o replikaciji
povzema iz tuje skupine API (podrobneje opisana v podpoglavju 6.6). Prav
tako smo zmanjˇsali interval izvajanja razmnozˇevalca strokov na 10 sekund,
da smo lahko hitreje videli odziv na spremembo obremenitve. Konfiguracija,












V poglavju smo opisali ogrodje Kubernetes, komponente, ki ga sesta-
vljajo, in enote, s katerimi upravlja. Nasˇteli smo tudi razlicˇne nacˇine na-
mestitve grucˇe Kubernetes in opisali postopek namestitve z uporabo orodja
Kubeadm. Prav tako smo opisali namestitev nasˇe grucˇe in konfiguracijo, ki
smo jo pri tem uporabili.
Poglavje 6
Zbiranje metrik v Kubernetesu
in samodejno skaliranje
V Kubernetesu je zelo pomembno spremljanje in razumevanje delovanja tako
aplikacije kot tudi infrastrukture. Tukaj metrike razdelimo na tri nivoje, me-
trike aplikacije, strokov in vozliˇscˇ. Uporabnik mora imeti dostop do vseh treh
nivojev metrik, saj se le tako lahko izogne cˇrnim luknjam in tako lazˇje od-
krije vzrok napake, zakasnitve ali preobremenitve. Za ta namen se uporablja
dodatek Heapster.
6.1 Heapster
Heapster [24, 43, 44] je agregator metrik, namenjen uporabi v okolju Ku-
bernetes. Izvaja se v obliki stroka in avtomatsko najde vsa vozliˇscˇa. Iz
kubeletov, ki tecˇejo na vozliˇscˇih, pridobi informacije o strokih in jih zabelezˇi.
Na voljo je vecˇ zalednih sistemov, ki nudijo hranjenje in vizualizacijo zbra-
nih podatkov, od katerih sta najbolj razsˇirjena Stackdriver Monitoring in
InfluxDB. Stackdriver Monitoring je Googlov produkt in deluje le na javnih
oblakih GCP in AWS. Za zasebne oblake se vecˇinoma uporablja kombina-
cija InfluxDB in Grafane. InfluxDB je odprtokodna podatkovna baza, ki je
namenjena belezˇenju metrik, dogodkov in analitike izvajanja. Vgrajen ima
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HTTP API, preko katerega lahko upravljamo s podatki. Grafana je orodje
za vizualizacijo podatkov, shranjenih v eni ali vecˇ razlicˇnih podatkovnih ba-
zah. Vsebuje tudi nadzorno plosˇcˇo, kjer so vsi ti podatki zbrani na enem
mestu. Oba tecˇeta v strokih in se izdajata kot storitve Kubernetes, da ju
lahko Heapster najde. Diagram zbiranja metrik s Heapsterjem lahko vidimo
na sliki 6.1.
6.2 cAdvisor
cAdvisor [24, 43, 44] je orodje, namenjeno merjenju porabe virov v vsebnikih
in izvajanju analitike nad temi podatki. Vgrajen je v kubelet, kateremu
posreduje pridobljene metrike, ki jih ta nato posˇilja Heapsterju. cAdvisor
avtomatsko najde vse vsebnike na vozliˇscˇu in zacˇne meriti porabo CPE,
pomnilnika in omrezˇja. Do teh podatkov lahko dostopamo preko API-ja
ali graficˇnega vmesnika, kjer so na voljo informacije o celotnem vozliˇscˇu in
posameznih strokih.
Slika 6.1: Diagram zbiranja metrik s Heapsterjem in cAdvisorjem.
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6.3 Nadzorna plosˇcˇa
Nadzorna plosˇcˇa (ang. dashboard) [24] je dodatek h Kubernetesu, ki nudi
osnovne informacije o enotah (strokih, storitvah, itd.), ki tecˇejo na posame-
znih vozliˇscˇih. V kombinaciji s Heapsterjem prikazˇe tudi podrobne metrike
o vozliˇscˇih in strokih, kot so poraba delovnega pomnilnika in CPE. Nudi
tudi mozˇnost oblikovanja novih enot z nalaganjem datoteke YAML. Vse to
je dostopno preko uporabniˇskega vmesnika.
6.4 Uporaba metrik pri samodejnem skalira-
nju
Za robustnost in hitro delovanje aplikacije je nujno zadostno sˇtevilo instanc
mikrostoritve tudi ob nepricˇakovanem povecˇanju zahtevkov. Ker pa je sˇtevilo
uporabnikov, ki dostopa do aplikacije, vecˇinoma veliko nizˇje kot v vrhuncu
prometa, je neprestano poganjanje sˇtevila instanc, ki zadostuje vrhuncu, po-
tratno. Zato je najbolj ucˇinkovit pristop avtomatsko skaliranje instanc glede
na dolocˇen parameter. To imamo na voljo tudi v Kubernetesu, ki kot para-
meter uporablja zasedenost CPE. Konfiguracija takega skaliranja je opisana
v podpoglavju 5.1.4. To zadostuje v veliko primerih manjˇsih aplikacij, a pri
vecˇjih sistemih obicˇajno potrebujemo vecˇ nadzora nad tem, kdaj se dolocˇena
storitev replicira. To lahko dosezˇemo tako, da mikrostoritev sama zbira in
izpostavlja metrike, ki so optimalni indikatorji obremenjenosti aplikacije, in
so te nato uporabljene kot vir za skaliranje. Ker je ta pristop v Kubernetesu
v cˇasu pisanja v zgodnji fazi razvoja, je konfiguracija malo bolj kompleksna
in zahteva lastno skupino API, orodje Prometheus ter nekaj drugih prila-
goditev, opisanih v naslednjih poglavjih. Predlog za tako implementacijo je




Prometheus je odprtokodno orodje, namenjeno zbiranju metrik (vecˇ o Pro-
metheusu lahko najdemo v [35]). Uporablja fleksibilen HTTP API, ki na
dolocˇenem URL naslovu in glede na interval zbiranja prebere meritve v
predpisanem formatu. Namenjen je zbiranju numericˇnih vrednosti, ki jih
shranjuje glede na cˇas meritve, kljucˇ in samo vrednost. Ti podatki so nato
dostopni preko graficˇnega vmesnika, ki nudi vpogled o trenutnem in prete-
klem stanju sistema. Na voljo je tudi izris grafa, katerega parametre lahko
sami konfiguriramo. Vsak Prometheus strezˇnik je samostojen in neodvisen
od omrezˇja in pomnilnika. Zato je tudi zanesljiv in omogocˇa podatke tudi v
primeru izpada, kar je koristno pri iskanju izvora problema.
Metrike, namenjene Prometheusu, morajo biti podane v predpisanem for-
matu [14]. Vsaka metrika mora imeti dolocˇen svoj tip, kar lahko naredimo z
vrstico, ki se pricˇne z oznako “# TYPE”. Za to oznako sledi ime metrike in
njen tip. Na voljo je pet razlicˇnih tipov:
• sˇtevec (ang. counter),
• merilnik (ang. gauge),
• histogram (ang. histogram),
• povzetek (ang. summary),
• nedolocˇen (ang. untyped).
V novi vrstici sledi opis metrike same, ki se pricˇne z njenim imenom (ena-
kim kot v opisu tipa). Nato znotraj zavitih oklepajev sledijo metapodatki
metrike. Primer takih podatkov so metoda ali razred, iz katerega je bila me-
trika pridobljena, opozorilo, napaka, izvajalno okolje, verzija, itd. Za tem pa
sledi sama vrednost metrike, ki je lahko v celosˇtevilski ali v decimalni obliki
(pisana z decimalno piko). Metriki lahko dodamo tudi opis, in sicer pred
vrstico z opisom tipa. Vrstica se mora zacˇeti s “# HELP”, cˇemur sledi ime
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metrike in njen opis. Cˇe se vrstica pricˇne z “#” in se ne nadaljuje s “HELP”
ali “TYPE”, jo Prometheus interpretira kot komentar in jo ignorira.
Primer metrike v Prometheusovem formatu:
# HELP http_zahtevki Stevilo zahtevkov HTTP od zagona
aplikacije.
# TYPE http_zahtevki counter
http_zahtevki {environment="dev",version="0.1"} 1039402
Na voljo je verzija Prometheusa, prilagojena zbiranju metrik v okolju
Kubernetes, imenovana Prometheus Operator [38, 39]. Ta je enostaven za
namestitev in omogocˇa uporabnikom oblikovanje, konfiguracijo in upravljanje
z instancami, nad katerimi orodje izvaja meritve.
Osnovne lastnosti Prometheus Operatorja:
• Oblikovanje in unicˇenje; Prometheus Operator omogocˇa enostavno
oblikovanje in unicˇenje instanc, ki merijo dolocˇen Kubernetesov imenski
prostor (ang. namespace) ali posamezno storitev.
• Konfiguracija; Prometheus Operator omogocˇa konfiguracijo verzij,
hrambe in replik direktno iz Kubernetesa.
• Oznacˇbe; Prometheus Operator omogocˇa izbiro virov za merjenje
glede na Kubernetesove oznacˇbe.
Operator locˇi namestitev Prometheus instanc in konfiguracijo tocˇk, ki jih
merijo, ter za ta namen ustvari dva razlicˇna objekta, Prometheus in Service-
Monitor. Slednjih je vecˇ in vsak vsebuje informacije o tem, kako iz storitev
pridobiti metrike, objekt Prometheus pa jih zdruzˇuje in skrbi, da sistem tecˇe
tako, kot je bil konfiguriran.
Pri skaliranju na podlagi lastnih metrik je Prometheus Operator prvi
korak za dosego tega cilja. Strok z mikrostoritvijo, ki izpostavlja metrike,
namenjene Prometheusu, mora imeti dolocˇeno oznacˇbo, na podlagi katere
jo bo ServiceMonitor nasˇel. Prav tako morajo biti izpostavljene metrike v
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Prometheus formatu. Ko v grucˇo Kubernetes namestimo Operator in Ser-
viceMonitor, moramo v konfiguracijski datoteki dolocˇiti tudi prej omenjeno
oznacˇbo. ServiceMonitor nato najde vse stroke s to oznacˇbo in zabelezˇi vse
metrike, ki jih izpostavlja mikrostoritev. Te metrike lahko opazujemo in
graficˇno izriˇsemo na spletnem uporabniˇskem vmesniku, ki ga nudi Prome-
theus.
6.6 Strezˇnik API
Naslednji korak je branje meritev, ki jih je zbral Prometheus, in posredo-
vanje le–teh sistemu, ki je zadolzˇen za repliciranje strokov. Ta sistem se v
Kubernetesu imenuje horizontalni razmnozˇevalec strokov. Parametre, ki jih
uporablja kot vir pri skaliranju, pridobiva preko Kubernetes API-ja, zato je
potrebno ustvariti skupino API (ang. API group), ki sluzˇi kot mediator,
tako da bere metrike iz Prometheusa in jih posreduje razmnozˇevalcu stro-
kov. To pa naredimo tako, da razsˇirimo osnovni strezˇnik API z zˇelenimi
funkcionalnostmi. Ob tem se vsi podatki nove razsˇiritve shranijo v locˇeno
etcd instanco. Ko ustvarimo razsˇiritev, strezˇnik API avtomatsko odkrije
novo skupino in omogocˇi ustvarjanje, izpis in brisanje na novo dolocˇenih
objektov na enak nacˇin kot osnovne enote (stroki, storitve, itd.). Skupina
API, namenjena posredovanju lastnih metrik, se mora imenovati “custom-
metrics.metrics.k8s.io/v1alpha1”, ker na tem naslovu horizontalni razmno-
zˇevalec dostopa do parametrov. Ustvariti je potrebno tudi storitev [41], ki
tecˇe na vseh delovnih vozliˇscˇih in posreduje podatke iz Prometheus instanc
v ustvarjeno skupino API, ki se nahaja na glavnem vozliˇscˇu.
6.7 Konfiguracija horizontalnega razmnozˇeval-
ca strokov
Zadnji korak je konfiguracija horizontalnega razmnozˇevalca strokov. Ob obli-
kovanju je potrebno podati oznacˇbo replikacijskega niza, ki nadzoruje sˇtevilo
Diplomska naloga 45
strokov, ki bi jih radi replicirali. Prav tako moramo definirati, kateri para-
meter bo uporabljen kot vir za skaliranje in kaksˇno mejo mora presecˇi, da
bo priˇslo do replikacije. Uporabimo lahko tudi vecˇ parametrov, kjer moramo
vsakemu dolocˇiti svojo mejo. V tem primeru bo priˇslo do replikacije, ko bo
vsaj eden od parametrov presegel mejo. Ker pa razmnozˇevalec v osnovni
konfiguraciji pricˇakuje porabo CPE kot parameter pri replikaciji, moramo to
spremeniti zˇe pri oblikovanju grucˇe. Pri orodju Kubeadm lahko to naredimo
s parametrom “horizontal-pod-autoscaler-use-rest-clients”, ki razmnozˇevalcu
pove, naj iˇscˇe metrike preko API-ja. Prav tako moramo vklopiti “autoscalin-
g/v2alpha1”, ki je novejˇsa skupina API, namenjena avtomatskemu skaliranju
in omogocˇa vse te funkcionalnosti. Primer take konfiguracije Kubeadm lahko
najdemo v podpoglavju 5.3.
Konfiguracijsko datoteko za razmnozˇevalec, ki iz strezˇnika API prebere
vrednost “requests” in v primeru, da je vecˇja od 100, sporocˇi replikacijskemu
nizu z oznacˇbo “kumuluzee-metrics”, naj povecˇa sˇtevilo replik (najvecˇje do-





















Replikacija na podlagi lastnih metrik je v zgodnji fazi, zato zahteva kar nekaj
konfiguracije. Cˇe povzamemo prejˇsnje korake (diagram je prikazan na sliki
6.2):
1. Razmnozˇevalec strokov intervalno povprasˇuje skupino API, zadolzˇeno
za lastne metrike, ta pa vracˇa zadnjo vrednost meritve.
2. Strezˇnik API posreduje zahtevo storitvi, ki tecˇe na delovnih vozliˇscˇih,
in direktno izprasˇuje Prometheus.
3. Prej omenjena storitev nato od Prometheusa pridobi zadnje pridobljene
metrike. (Prometheus metrike zbira glede na svoj interval, neodvisno
od povprasˇevanja razmnozˇevalca strokov).
4. Te metrike so nato posredovane nazaj do razmnozˇevalca, ta pa v pri-
meru presezˇene vrednosti povecˇa sˇtevilo strokov, ki jih upravlja.
6.9 Izbira ustreznih parametrov in njihove
prednosti
Prednost podajanja lastnih metrik je, da pri avtomatski replikaciji nismo
omejeni le na porabo CPE in zato lahko dosezˇemo vecˇji nadzor in fleksibil-
nost. Za skaliranje se uporabljajo metrike iz podrocˇij strojne opreme (po-
raba CPE, delovnega pomnilnika in diska), aplikacijskega strezˇnika (sˇtevilo
zahtevkov, povezav in sej), podatkovne baze (sˇtevilo aktivnih niti in tran-
sakcij ter trajanje poizvedbe), sporocˇilnih vrst (sˇtevilo elementov v vrsti,
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Slika 6.2: Diagram skaliranja na podlagi lastnih metrik.
cˇas obdelave elementa) in metrike procesa, v katerem se storitev izvaja (cˇas
zasedenosti CPE in koliko delovnega pomnilnika zaseda proces) [15]. Naj-
pogosteje se pri skaliranju uporablja eden ali kombinacija dveh parametrov,
v nekaterih primerih pa tudi vecˇih [29]. Najpogosteje uporabljeni so zase-
denost CPE, cˇas obdelave zahtevka, sˇtevilo zahtevkov na sekundo njihove
medsebojne kombinacije [29]. Prav tako se pri mikrostoritvah, ki so proce-
sorsko in pomnilniˇsko zahtevne, uporablja kombinacija zasedenosti CPE in
delovnega pomnilnika [15, 31]. Kjub temu, da z uporabo pogostih parame-
trov dosezˇemo dokaj optimizirano prilagajanje obremenitvam, je priporocˇena
podrobnejˇsa analiza specifik posamezne mikrostoritve [17]. S tem lahko ugo-
tovimo, kateri od parametrov je najboljˇsi indikator za preobremenjenost, in s
tem omogocˇimo hitrejˇsi odziv na obremenitve in viˇsjo raven prozˇnosti. Z iz-
biro pravega parametra torej dosezˇemo viˇsjo odzivnost aplikacij in odpornost
na izpade, ki so posledica vecˇjih obremenitev, hkrati pa zmanjˇsamo porabo




V diplomskem delu smo razvili in opisali ogrodje, ki razvijalcu pomaga pri
zbiranju pomembnih metrik, ter konfiguracijo grucˇe, ki te metrike uporablja
pri replikaciji mikrostoritev. S tem smo optimizirali odzivnost aplikacije in
porabo virov ter povecˇali odpornost pod velikimi obremenitvami. Opisali
smo metrike, ki jih je potrebno zbirati v vseh okoljih, in tiste, ki so specificˇne
za JavaEE okolje. Poglobili smo se tudi v knjizˇnico Dropwizard Metrics in
predstavili merilna orodja, nacˇine izpostavljanja metrik in sistemske meritve,
ki jih modul zbira sam. Nato smo to knjizˇnico prilagodili okolju mikrosto-
ritev s pomocˇjo ogrodja KumuluzEE, ki je aplikacijo pripravilo za izvajanje
v vsebnikih. V razsˇiritev smo dodali tudi nekaj izboljˇsav, ki so priˇsle prav
v kasnejˇsih korakih diplomskega dela. Z razsˇiritvijo smo dosegli cilj imple-
mentacije enostavnega orodja za zbiranje metrik v mikrostoritvah. V mikro-
storitvah, zgrajenih z ogrodjem KumuluzEE, lahko s pomocˇjo ene odvisnosti
(ang. dependency) omogocˇimo zbiranje sˇirokega spektra metrik in izposta-
vljanje le–teh v JSON ali Prometheusovem formatu. Z razsˇiritvijo smo prav
tako dosegli sˇtetje klicev metod in merjenje njihovega trajanja s pomocˇjo
anotacij, kar pripomore k enostavnejˇsemu in hitrejˇsemu dodajanju merilni-
kov ter k boljˇsi berljivosti kode. Opisali smo tudi okolje Kubernetes, njegove
komponente in enote, ki jih lahko oblikujemo, ter korake, ki so potrebni za
namestitev grucˇe, sestavljene iz glavnih in delovnih vozliˇscˇ. Namestitev se
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je ob izbiri orodja Kubeadm izkazala za dokaj enostavno, saj orodje poskrbi
za vecˇino konfiguracije. Prav tako smo predstavili orodje cAdvisor, ki zbira
sistemske metrike, in razsˇiritev Heapster, ki te metrike, pridobljene iz vecˇih
vozliˇscˇ, zdruzˇuje ter jih porocˇa nadzorni plosˇcˇi ali shrani v podatkovno bazo
InfluxDB. Na koncu smo prikazali tudi enega od nacˇinov uporabe zbranih
metrik, in sicer kot podatek, kdaj je potrebno povecˇati ali zmanjˇsati sˇtevilo
instanc dolocˇene mikrostoritve. To smo dosegli s konfiguracijo Prometheusa
v kombinaciji s strezˇnikom API, ki posreduje informacije razmnozˇevalcu stro-
kov. Podrobneje smo opisali vsak korak te konfiguracije in orodja, ki so za to
potrebna. Koncˇno konfiguracijo smo tudi testirali z mikrostoritvijo, zgrajeno
v ogrodju KumuluzEE, ki je s pomocˇjo razsˇiritve izpostavljala sˇtevilo zah-
tevkov na sekundo. To metriko smo nato v razmnozˇevalcu podali kot vir za
skaliranje. V neskoncˇni zanki smo dostopali do testne mikrostoritve, na kar
se je odzval razmnozˇevalec in po kaksˇni minuti povecˇal sˇtevilo strokov. Re-
plikacija na podlagi metrik, zbranih v mikrostoritvi, je v Kubernetesu verzije
1.7 v zgodnji fazi razvoja in je zato sˇe razmeroma nezanesljiva in zahtevna
za konfiguracijo. Za prihodnje verzije so zˇe izdelani predlogi izboljˇsav, kjer
ne bo potrebe po Prometheusu in drugih vmesnih komponentah.
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