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ABSTRACT
Upper bounds are obtained for the mean life of a self-repairing system con­
sisting of several identical machines, spare parts, and the necessary connecting 
and wiring mechanism. No detailed knowledge is assumed about the machines, except 
that each is by itself capable of performing the function required of the system, 
and that three of these machines may be interconnected to diagnose and direct the 
repair of a suspected fault in a fourth machine. The time required for diagnosis 
and repair is a random variable.
Failures are detected by observing the outputs of machines operating in 
parallel. A difference in outputs indicates a fault. A machine to be substituted 
for one which fails in operation must first be provided with the proper initial 
conditions in order that its output agree with that of other operating machines.
The time required to perform the conditioning may be a random variable. Spare 
machines are subject to stresses of almost the same magnitude as those which are 
operating.
System mean life is obtained by selecting random machine lifetimes for a 
system simulated on an electronic computer. The switching mechanism is assumed to 
function without failures. The computation time is of the order of .2 milliseconds 
for each time a machine is put into operation. To check the results obtained by 
simulation, exact analysis is performed for a simplified system.
An improvement by a factor greater than 100 in system mean life over the mean 
life of a machine is attainable if the repair and conditioning times are of the 
order of 1/200 of the mean life of a machine and a sufficient supply of spare parts 
is available. The systems need about 20 machines for efficient operation. System 
mean life is found to be quite sensitive to changes in the stress factor of spare
machines.
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11. INTRODUCTION
1.1 Importance of Reliability
%The recent increase in attention devoted to reliability analysis and predic­
tion is due to the increase in complexity of many present systems. For example,
(2 )consider space navigation systems or the modern electronic telephone exchange.
This increase in complexity has brought with it a greater cost of malfunction 
through smaller mean time between component failures and longer time for diagnosis 
and repair of failures, where this is possible. It has also become increasingly 
difficult to decide when the output of complex systems is, in fact, correct.
(3 4 5 0 7)Redundancy has been studied extensively 3 9 9 9 as one method for increasing
(8)reliability. It is useful in some casesv , but clearly impractical if one wishes
(9)to extend the mean life of a system by a factor greater than three or four.
Repair has also received some attention as a method of increasing reliabil­
ity. Self-repair^^ seems to be particularly suited for increasing the
lifetimes of complex isolated systems such as space satellites.
1.2 Purpose of This Study
This study obtains upper bounds for the mean life of a self-repairing system.
It assumes a system consisting of one possible reasonable configuration of identical 
machines, spare parts, and the connecting wiring and switching mechanism. No 
detailed knowledge is assumed about the machines, except that each is by itself 
capable of performing the function required of the system, and that three of these 
machines may be interconnected to diagnose and direct the repair of a suspected 
fault in a fourth machine. By simulating machine failures on an electronic com­
puter, it has been possible to consider a more complex system than assumed by other
(9,10,11) authors. 9 9
ft'The probability of a device’s performing its purpose adequately for the period of 
time intended under the operating conditions encountered,'^1) Reliability may also 
be considered as a function, R(t), of the operating time t.
2System mean life (M) has been chosen here as a criterion for evaluating system
performance, It^ together with the standard deviation of system lifetimes^ provides
(12)a simpler statistic than a curve of reliability vs. operating time. In fact f
M
r>°°
R(t) dt .
The standard deviation of system lifetimes (0^) gives an indication of the distri­
bution of lifetimes. The smaller O’ 9 the more closely the failures are bunchedM
about the mean life,, and the greater the reliability for times less than M.
Another criterion used to describe system operation^ availability,, defined as
(13)the probability that a device will operate at any specific instant of time f is 
equivalent to reliability when operation ceases with the first failure.
1.3 Assumptions
*It is assumed that three machines may be interconnected to diagnose and repair 
a suspected fault in a fourth machine. If any of the three repairing machines has 
failed^ a proper repair may not be made. It is assumed that a time T^ is required 
for diagnosis and repair of a machine. T^ is a random variable.
A machine which is operating is one whose input is connected to system input 
and whose output is compared to system output. A good machine is one whose output 
for any initial conditions and any input is that expected from the system,, starting 
from the same initial conditions and under the same input. A bad machine is one 
which is not good^ i.e.,, will give the wrong output for at least one combination of 
initial conditions and input.
In order that failures in operation be detected^ it is required that at least 
two machines operate in parallel and give the same output. This is taken to be the 
output of the system. When the output of an operating machine differs from system 
output,, the machine is assumed to have failed and is subjected to the diagnosis and 
repair procedure. Failure of one of exactly two machines operating in parallel 
constitutes system failure.
*This seems to be a reasonable number for sequential machines in the light of re­
sults obtained by Seshu^14  ^ and Seshu and Freeman^15).
3When a failed machine is removed from operation, its position is free to be 
taken by a replacement. Before the replacement can be put into operation it must, 
however, undergo a conditioning process. After conditioning it will, hopefully, be 
in the same state as the operating machines. In other words, conditioning pro­
vides the replacement machine with the proper initial conditions so that its output 
will agree with system output when it is put into operation. If the conditioning 
is unsuccessful, or if the replacement has failed before being put into operation,
diagnosis and repair are undertaken. Conditioning is assumed to take a time T ,c3
which may be a random variable.
Any machines not operating, being conditioned, performing diagnosis and repair, 
or waiting to be or being repaired constitute a supply of spare machines. The 
spare machines are assumed to be subject to stresses of almost the same order as 
operating machines. This is consistent with operating experience of solid state 
circuits. It is therefore quite possible that a machine will fail while it is a 
spare. The spare machine stress factor S is defined as the ratio
g _ mean life of an operating machine 
mean life of a spare
The stress factor for all other machines is one.
For the assumed interconnection of machines, described in Section 2, system 
mean life will thus be a function of:
N, the total number of machines,
L, the maximum number of machines which can operate
in parallel
T , the time needed for diagnosis and repair
T , the conditioning timec
S, the spare stress factor, and
M , the lifetime of one machine, o'
It should be recalled that M , T , and T are random variables whose distri-o c' r
butions may be expected to also influence system mean life M. The interconnecting 
switching and wiring are assumed to function without failures. This is reasonable 
if their complexity is orders of magnitude below that of the operating machines 
and any mechanical components are not required to perform too many operations.
41.4 Method
Because exact mathematical analysis of the proposed system by means of birth- 
(16)and-death equations. ' if at all possible, would certainly be extremely complex, 
it was decided to simulate the proposed systems on an electronic computer. Various 
types of simplified a n a l y s e s ^ } assuming equilibrium conditions in the 
system might be valid in some cases.
In order to check the simulation program, an exact analysis was made for a 
simplified system as shown in section 3 and Appendix B. The results of simulation 
and calculation agreed to within the limits of accuracy obtained.
A system mean life of more than 100 Mq may be obtained if a sufficient number 
of spare parts is available. The number of machines required is of the order of 20. 
The simulation time is about .2 M /T milliseconds for each M of system lifetime.
52„ SYSTEM DESCRIPTION
As argued in the Introduction, any practical self-repairing system composed 
of a number of similar machines must:
a) perform some useful task
b) provide for diagnosis and repair of suspected failures, and
c) provide for conditioning of machines being put into operation.
Figures 1 and 2 show a system which fulfills these requirements.
When the system starts operation, all machines are assumed to be good and 
all positions in the system are filled, with the exception of that in which machines 
are diagnosed and repaired. All machines have the same initial conditions. Let 
the starting time be t = 0.
*Whenever one of the operating machines fails , it is put into the line of 
machines waiting to be diagnosed and repaired. If no queue exists, diagnosis and 
repair are immediately started. The operating machines may now be assumed to shift 
so as to close any gaps. Whether or not this occurs in the physical system makes 
no difference in the analysis. Strategies for filling the position now empty will 
be discussed later.
After being repaired, a machine is added to the supply of spare machines and 
diagnosis begun on the next machine in line. The machines added, however, are not 
necessarily good, since either the diagnosis or the repair may have been faulty 
because of failures in machines performing this operation. If, during the whole 
time required for diagnosis and repair, all the diagnosing and repairing machines 
are good, then the machine added is good and its lifetime, starting from the time 
repair is completed, has the same distribution as the lifetimes of all machines at 
t = 0. Otherwise, P is the probability that a good repair is made with bad diag­
nosing and repair machinery.
During the time required for diagnosis and repair, there must be no switching 
of the machines performing this function. Two options are investigated:
—
Its output differs from system output.
6Figure 1. Self-Repairing System - Machine Flow Diagram
System output
Figure 2. Self-Repairing System - Information Transmission
8Option A - No switching at all takes place while diagnosis and repair are in 
progress„
Option B - The diagnosing and repair machinery is bypassed no more than once 
while diagnosis and repair are in progress»
Any spares put into service go first (except possibly under Option B above)
into the diagnosing and repair machinery where they are shifted to new positions
*as other machines are brought in» There is no immediate check on the state of 
repair of any of the machines performing diagnosis and repair. It is assumed that 
the machines in these positions can be provided with known initial conditions from 
which diagnosis may begin»
After a machine leaves its tour of diagnosing and repairing^, it begins the 
conditioning process preparatory to being put into operation» In most cases^ the 
time required for conditioning is assumed to be a constant» Any cases where this 
is not so are noted as they are encountered»
When conditioning is completed,, the following action is taken:
Option A - The system waits until any repair in progress is completed» The 
conditioned machine is then switched into operation» If all L 
operating positions are occupied at the time of switching^, the 
machine operating in the L*th position is made a spare» Con­
ditioning of another machine is started» If the machine switched 
in is bad,, it is of course immediately sent to be diagnosed»
Option B - The system behaves as in Option A except that if a machine is
being repaired and the repairing machinery has not been bypassed 
during this repair^ the conditioned machine is switched into 
operation and a spare machine bypasses the repairing machines 
and is put into conditioning»
All selection of spare machines is random» If they were picked in order^ 
then sequences of bad spare machines would be present because one bad machine per­
forming diagnosis and repair can result in three bad spare machines»
*The model does not exclude the case in which machines are partitioned into modules 
and the modules of three machines reconnected to make the diagnosing machine»
93„ METHODS OF ANALYSIS AND SIMULATION
3.1 A Simplified System
In order to get an idea of the nature and complexity of the birth-and-death 
equations of a reasonably complex system, these were obtained for the following 
mathematically simplified system,
The system starts with an unlimited supply of machines, L of which are
initially operating. One machine is being conditioned. The remaining machines
are all spares with a stress factor S„ When one of the operating machines fails,
the machine being conditioned is substituted in its place and conditioning is
started on one of the spare machines. If the machine substituted is good and
properly conditioned, the number of operating machines remains the same as before
the failure. If^ however, the machine substituted is bad or improperly conditioned
it is discarded, as are any other failed machines. The number of operating machines
is thus a monotone decreasing function of time. The probability that a time t is
sufficient for proper conditioning is given by an arbitrary probability distribution
P (t ), This is later simplified to P (t ) = 1, The probability that a machine c c
fails before operating for a time t is assumed to be € , Thus \ = 1/M .o
Two modes of system failure are considered. In one mode the system fails if
one of K operating machines fails. The machine being conditioned is not tested.
In the other mode the machine being conditioned is tested when one of K operating
machines fails. If its output agrees with system output it is put into operation.
The number of operating machines thus remains K, If, however, the output of the
*machine being conditioned does not agree with system output, the system fails.
3.2 Comparison of Simulation and Calculation
The birth-and-death equations for this system were derived (Appendix B) and 
solved numerically. The system, with L = 3 and K = 2, was also simulated on an 
electronic computer. The results are compared in Table I.
—
For K=2, one must assume that when one of two operating machines fails (i.e., the 
two outputs differ), the output of the machine being conditioned is tested. If it 
is the same as the output of one of the operating machines, this is taken as system 
output. If all outputs differ, the system fails.
10
TABLE I
Comparison of system mean life obtained by calculation and by simulation 
of system operation 3000 times. 95% confidence intervals are shown.
OPTION S
M/Mo
CALCULATED SIMULATED
Do (a) 0,0 2.83 2.86±.057
0.1 2.34 2.32±.041
0.5 1.80 1.78^.029
1.0 1.58 1.58^.028
Do not (a) 0.0 00r—i 1.84-0 043
(a) test machine from conditioning when one of two 
operating machines fails.
As may be seen^ there is complete agreement to within experimental accuracy 
between the calculated and simulated values of system mean life. It might be 
pointed out here that the simulation is essentially "experimental mathematics" 
and the confidence limits on the system mean life so found depend on the number 
of times system operation is simulated. Not many simulations are required to get 
a rough estimate of system mean life^ while considerably more are required to 
obtain an accurate value of M„ In a study such as this^ which in essence attempts 
to determine the relative sensitivity of M to changes in various variables^ simu­
lation presents an excellent tool for finding systems which may be of practical 
interest. If it is then desired to further analyze the system^ the simulation 
program serves as a good check on any derivations and approximations.
3.3 The Simulation Program
The program for simulating the simple system described is given in some detail. 
While the logic in the program for self-repairing systems is more complex^ the 
general characteristics remain unchanged.
The system is represented by three tables. The ith machine is represented by 
the ith entry in each table. One table gives the function of each machine. A 
machine may be operating^, undergoing conditioning^ a spare,, or discarded. Another
11
table gives T^, the time before failure of a machine if its stress factor were one. 
The third table gives Q, the time at which a machine will fail if not switched 
from its current function. For each machine i,
where S, is the stress factor of the current function of machine i.
1
At the start of simulation, a priori machine lifetimes are picked from the 
appropriate distribution. These are the initial entries in the table of T's.
Machines are assigned to functions and the table of Q ’s calculated. A system oper­
ating time clock is set to zero.
The table of Q's is now searched for the smallest non-negative entry. The 
machine corresponding to this entry will be the next to fail. If this machine is 
not operating, the failure goes undetected. The fact that the machine has failed 
is indicated by negative entries for T and Q. If, however, one of the operating 
machines fails, the failure is detected by the system. Figure 3 shows a flow chart 
of the action taken by the system in order to replace the failed operating machine.
First, the failed machine is "discarded" by changing its entry in the table of 
machine functions. If now K-l machines are left operating and the system is one 
which fails if one of K operating machines fails, system failure is indicated and 
an exit made from the subroutine. Otherwise the machine which is being conditioned 
is found and checked. If it is good, it is put into operation; if it is not good, 
it is discarded. If after this K-l machines are operating, system failure is indi­
cated and an exit made. If the system continued operation after checking the con­
ditioned machine, a spare is selected and conditioning of it begun by changing its 
entry in the function table. The subroutine then exits to a control program, which 
selects the next failure time.
Each time a machine i fails (irregardless of its function), the system operating
time clock is advanced by Q.. The entries in the table of Q ’s are decreased by Ql i
and the table of T ’s recalculated according to
T. = S . Q . .J J J
Enter
Figure 3, Flow Chart
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After a simulated system fails its lifetime is given by the system operating 
time clock.
The simulation programs^, both for the simple and the self-repairing system,, 
are written in FORTRAN programming language and executed on a CDC 1604 computer.
The regular FORTRAN library was augmented by routines taking advantage of various 
search and comparison orders available on the 1604.
The subroutines used may be divided into roughly the following categories:
(1) The main control program. This routine looks after the input 
and output of data and general bookkeeping such as calculation 
of mean life and sorting the system lifetimes according to 
length.
(2) The system control program. This program calls various sub­
routines to take action according to the function of the 
machine in which failure occurs. This program also calls 
subroutines to add machines to spares after repair and per­
form periodic switching when and if required in the specific 
system.
(3) The system change routines. These subroutines perform any 
changes in the system simulated^ such as finding spares^, 
switching machines from function to function,, etc.
(4) The library subroutines. These are called as needed by the 
program.
All data pertinent to the state of a system is kept in a COMMON block 
accessible by all subroutines. This eliminates the unnecessary use of subroutine 
arguments and makes it easy to interrupt the running of the program and to continue 
at a later time: all data is simply stored on magnetic tape.
An option is also provided for obtaining a trace of system operation by 
printing out a "running commentary" of what is happening. This has been found 
useful to detect mistakes in program logic and to obtain an idea of the sequence 
of events going on in a working system.
14
4. RESULTS
4.1 Initial Assumptions
The total number of machines in a system,, N, was initially fixed at 20, No 
good repairs by faulty diagnosing and repairing machinery were allowed (P = 0) . 
Machines were selected for conditioning according to Option A. A constant con­
ditioning time T = T was assumed. The following distributions for M and T c c o r
were assumed:
(a) For M , P {m > t ] = exp[-T/M ]. This is the exponential
° r ° - ° (19)distribution. It is valid for complex machines.
(b) For T^, P^ {t^ > t ] = exp[-7T/4 (t /T^)2]. This is the Weibull^20  ^
distribution. It, rather than the normal distribution, was chosen 
for ease of generating random numbers.
The mean life of the systems described,, normalized with respect to the mean
life of a single machine,, is plotted in Figures 4 to 7 against T /M for various 
- - * - -values of T /M „ For large (>100) values of M/M , the simulation begins to take c o  o;
an excessive amount of computer time,, particularly for small values of T . The
simulation time is about .2M /T ms for each M of system lifetime.o c o
However,, in those cases where simulation fails, the assumptions of no 
switching failures and a sufficient supply of spare parts start to break down.
There are,, on the average, [4 + L(l-S) + S(N-4)] M/M good repairs required for ao
system with a lifetime M (M »  M ). As before, L is the maximum number of machineso '
which can operate in parallel and S the stress factor for spares. In addition, 
it was found that several hundred bad machines per system lifetime are returned 
to the supply of spares. Most of the bad repairs occur just before system failure. 
For a system with L = 4, N = 20, and S = .3, a limit of 1000 good repairs sets an 
upper bound of 86 Mq to system mean life.
With T /Mq of the order of 0.1, the systems behave essentially as redundant
systems. The majority fail before ten good repairs are made. M/M depends, aso
expected, on L and S.
The 95$ confidence interval is approximately -.7 M/M for M/M >25. It decreases
as far as .2 M/M for smaller values of M/M .(21,22) ° o o
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Figure 4 Normalized Mean Life of Systems with L-45 S=.3
Figure 5. Normalized Mean Life of Systems with L=4, S=„6
Figure 6. Normalized Mean Life of Systems with L=7, S=.3
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Figure 7. Normalized Mean Life of Systems with L=7^ S-. 6
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It is rather interesting to note that^ , as the operation of the system reaches 
an equilibrium^ the probability of system failure in any time interval [t^  t + At] 
becomes a constant for any one type of system. This is shown by the approximately 
exponential character of the curves of reliability R(t) vs. t/M shown in Figure 8
for some arbitrarily chosen systems with M/M > 25.o
4.2 Changes
In the interest of conserving spare parts,, L = 3 would be the optimum value.
It does^ however,, not give enough redundancy of operating machines. Even with
T = T = .001 M „ M/M was found to be only 32 t 14* and 42 ± 22 for S = .6 and c r o' o
.3,, respectively. Figure 9 shows the effect of variations in L on system mean life. 
L = 4 seems to be not far from the optimum. The decrease in system mean life as 
L is increased past its optimum value may be attributed to the smaller average num­
ber of spare machines. One or two bad spares thus have a more detrimental effect 
on the probability of having three good diagnosing and repairing machines.
Reducing N, the total number of machines in the system^would also decrease 
the dei^and for spare parts. Too great a reduction^, however3 again leads to a de­
creased system mean life. The effect of variations in N is shown in Figure 10.
The effect of varying S is shown in Figure 11. As may be seen in Figure 5;
switching option B does not add greatly to system mean life unless T > T .r c
The effects of variations in the distributions assumed are shown in Table II.
In each case one assumption is varied from that assumed initially while the others 
remain as initially assumed. This table also shows the effect of varying various 
probabilities associated with repair and conditioning. The effect of change 7 is 
encouraging. In a real system^ a combination of changes 4,, 6,, and 7 might well 
be used to advantage in order to simplify the switching arrangement.
All confidence intervals shown are at the 95^ level.
TABLE II
The effect of changing initial assumptions
Tc/M = .005 T /M = .005 L = 4 o r o S = .6
Change
Number Assumption Changed M/Mo
0 No change 23.3 - 3.9
1 Distribution of M Weibull o 29.5 ± 6.8
2 Distribution of T^ exponential 17.5 ± 6.4
3 Distribution of T Weibull 25.0 - 7.6
4 T = T (T constant) r r r 39.2 - 8.2
? Distribution of T^ exponential 18.6 ± 4.5
6 Probability .8 that conditioning 
is successful 18.3 - 4.5
7 ii to 277 + 112
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Figure 8. Realiability as a Function of Normalized Time for 
Some Systems with M/Mq > 25
22
Figure 9. The Effect of Variations in L on System Mean Life
Figure 10. The Effect of Total Number of Machines 
on System Mean Life
Figure 11. The Effect of Variations in Spare Stress Factor 
on System Mean Life
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5. CONCLUSIONS
5.1 Conclusions
Upper bounds have been obtained for the mean life of a certain self-repairing 
configuration of identical machines, A total of 15 to 25 machines is required for 
an efficient system. Switching option B, which bypasses the diagnosing and repair­
ing machinery, does not add greatly to system mean life. If there are no limi­
tations on the number of repairs and no failures of the switching mechanism, a sys­
tem mean life considerably in excess of 100 M is attainable with T /M < ,01 ando r o
Tc/Mq < ,002, A supply of spare parts sufficient for n repairs limits system mean
life to at most 0,ln M ,o
In certain cases, system mean life was found to be very sensitive to variations 
in the stress factor of spares. An increase in S by a factor of 2 decreased M ten­
fold, A ten-fold increase in M was observed when the system was allowed a 20$/
probability of making good repairs with bad diagnosing and repair machines. These 
facts, along with the variation in M caused by changing L, indicate that the* prob­
ability of selecting a bad machine from the spares is an important factor in 
determining system mean life. If a bad machine is picked, it is possible that 
three bad machines are added to the spares. The probability of picking a good 
spare is thus further decreased. Any parameter which decreases the average ratio 
of good to bad spares has, naturally, a great influence on system mean life.
5.2 Further Work Indicated
By restricting the number of repairs allowed, the simulation program may be 
used to obtain the mean life of systems with this additional constraint. If de­
sired, the present program may be made faster by reducing the number of possible 
variables and optimizing the program as compiled by FORTRAN,
By assuming exponential distributions for T^ and T^, it may be possible to 
solve for the probability of system failure in [t, t + At ] under steady stable 
conditions and thus obtain an approximation to system mean life. As seen from 
Table II, this would give a slightly low estimate.
It would also be interesting to investigate other possible configurations of 
machines, as well as systems in which the building blocks are of smaller size.
26
APPENDIX A
Definition of Symbols
M : o
M : o
M:
M:
(T :m
R(t):
T : r
T : r
T : c
T : c
S:
N:
L:
P {statement}: r <• j
machine lifetime 
mean machine life 
system lifetime 
system mean life
standard deviation of system mean life
reliability for a period t
diagnosis and repair time
mean diagnosis and repair time
conditioning time
mean conditioning time
stress factor of spare machines
total number of machines in system
maximum number of machines which can operate in 
parallel
probability that "statement" is true
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APPENDIX B
To calculate the reliability and mean life of a modified redundant system
with conditioning the following probabilities must first be defined,,
Let
Q .(t) : PrJ
P (t. : Prs ij
P (t ) : Prnf
{exactly j machines are operating at time t]
[a good substitution can be made at t| 
exactly j machines are operating}
[a machine has not failed after an equivalent 
operating time of t | it was good at the 
beginning of this period]
S: stress factor for spares.
Let Pnf(T) = €
— \T
Thus
Pnf(T) = Pnf(ST)
spare operate
Writing the birth-and-death equations for the system in which the machine 
being conditioned is tested when one of the operating machines fails, one gets
Q,(t) = ß.(t,At) Q.(t-At) + (1-ß. it,At)) Q. (t-At) (1)J J J J+l j+i
with
(1"ßL+l(t’At)) QL+l(t'At) - °> 
j = K, K+1,000,L,
and
t > At
ßi(t,At), i = K, K+l,.,e,L,is just
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Pr {no change in the number i of operating machines takes place 
in the interval [t-At^t]}
*= Pr [one of i operating machines fails in [t-At^t] and a good 
substitution is made}
+ Pr {none of i machines fails in [t-At^t]}.
Thus
B.(t,At) = j(l-e"KAt) P„(t,j) + €‘JxAt .J S
By expanding the exponentials as series and neglecting terms as small as o(At) 
one gets
1-B.(t,At) = j At(l-P (t,j)), j =J s
Rearranging Equation (1) and dividing by At gives
Qj(t) - Q (t-At) 
At
(1-6 . (t,At)
'— St-----Qj(t-st)
d-6i+1(‘A)
+ ---- St------QJ+i(t'At)’
j = k, • • J
(2)
For j = the term
1 -
----- St------ V i (t-At) 5 0
Substituting from Equation (2) and making At approach zero yields
Q (t) = -  j\(l-Ps(t,j) Q.(t) + (j+1) \ (1-Ps(t,j+1)) Q (t),
t > 0, j=K,...,L.
(3)
*The probability that more than one operating machine fails in one time interval 
of length At is o(At) and thus may be neglected^ since At will be made to approach 
zero.
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For t < 0, one has the initial conditions
Qn(t) = i
Qj (t) = 0,
Evaluation of Pg(t,j) remains. Consider first the case j < L, For this to 
be true, at least one failure will have had to occur. Let the time of the last 
failure be t ! in [t- A t ,t ]„
Then
{exactly j machines are operating at time t and a good substitution 
can be made | last failure occurred at t * in [t-A t ,t ] and j machines 
were operating thereafter}
= P^ {none of the j operating machines has failed in [T’,t] and the machine 
being conditioned has not failed by time t].
This gives
_________________________________ Q j W  Ps(t,J)
(Qj Ct 5) Ps(T’,j) j (i-e_xAr) + q j+i (t *) ( l - p j T ^ j + D X j + D d - e ' ^ »  e-k\T'
£- (j + D\(t-TT) Pc(t-T') } j = K, (4)
Here
pc(T>: P^{a period of length t in the standby conditioning position is 
sufficient to prepare the machine for substitution},
Now define
Pq(t,J) = QjCt) Pg (t,j), i.e.
P (t,j): P {exactly j machines are operating and a good substitution 
can be made at time t},
Then, approximating the exponentials as before, summing the probability of 
the last failure’s occurring over intervals [t-A t ,t ] from t = A  t to t = t, 
and letting A  t approach zero, one obtains from Equation (4)
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(jXPq(T,j) + (j+1) \ (Q
P (t-T) c
p (t,j) = 0,
q
(t ) - P (t ,j+1))) €
4
dT; t > 0; 
t < 0;
-(j+1) \ (t—T *) —S\T *
(5)
j — , o o y L,
To simplify the solution, let
P (T) = 1. T > 0. c —
This implies that an arbitrarily short time interval is needed for conditioning. 
With this simplification, Equation (5) becomes
P (t,j) = p  (j\P (T,j) + (j + 1) \ + “ P (T,j+1)))€ k(S'r+(j + 1)(t T^dT.
q j 0 q j  q
(6)
Differentiation with respect to t gives
lk Pq (t’J) * (JXe XSt ' <J+1) X) Pq (t'J) = (J+1) X£ XSt(V l (t)
The solution to the homogeneous equation gives
P (T,j+1))
(7)
P (t,j) = v(t) exp(^ € ^St + (j+1) \t) , (8)
with v(t) satisfying the equation
v(t) = (j+1) \ exp(^ € XSt - (j+l + S) \t) (QJ + 1(t) " Pqitjj+D) » (9)
To satisfy initial conditions,
v(0) = 0.
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Starting then with Pq(t,L) one can (at least in principle) solve in turn for
the P^(t,j). It remains to get Pq (t,L). Since it is possible to have L machines
operating with no failures having occurred before time t, this must be provided
for in the equations. Following an argument similar to that previously employed
and again letting P (t ) = 1, one getsc *
P (t,L) = €'X(U1)t ♦
q
L\ Pq (T,L) € X(ST + (L+1)(t T))dT, (t > 0). (10)
Letting P (t,L) g+^-(k+l)t _ F(t)^ this may be simplified to
F(t) = 1 + |  L\ F(t ) € S^T dT .
I.
Differentiation gives
■§£ F(t) = LX Fit) € Sxt ,
which has as solution, after substituting back for P (t,L),q 3 *
P (t,L) = exp(^ (1-6 SXt) - (L+l) \t) q o (ID
After rewriting Equations (3), (8), (9), and (11), one has
P (t,L) = exp(|, (l-€“SXt) - (L+l) \t) q b
P_(t,j) = v(t) exp(- € S>Lt + (j + 1) \t)q b
v(t) = (j+1) \ exp(| € SXt - (j+l+S) \t)(Qj+1(t)r- P (t,j+l),
j =K, . . ., L- 1
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Q.(t) = -1\ (Q.(t) - Pq (t,i>) + (j+1) \ (Q.+1(t) " Pq(t,i+1>),
t > 0, i=K,..,,L,
with
v(0) =0, j=K,...,L-1
Ql (0) = 1
Qj(0) = 0, j=K,...,L-1.
If S = 0, these equations may be solved simply by using Laplace transforms. 
For S > 0^  numerical integration may be used to obtain a solution.
The reliability of this system may be obtained by summing the probabilities
Q • (t),
J L
Thus R(t) = 2 Q .(t) j=K 3
and
M =
L
( 2j=K Qj (t ) ) dT
L
= 2 j=K
oo
( r «. m
" o ^
dT) „
For the system in which the machine being conditioned is not tested when 
one of K operating machines fails^ one need only let
P (t.K) = 0 for all t.s 3
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O ffic e  o f T e c h n ic a l Inform ation  E x te n s io n
P . O . Box 62
O ak R id g e, T e n n e s s e e
1 P resid en t
U .S .  Army Air D e fen se  Board 
Fort B l i s s , T e x a s
1 U .S .  Air F o rce  Se c u rity  Se rv ic e
San A n ton io , T e x a s 
Attn: O D C -R
1 D irecto r
Human R e so u rc e s  R e se a rc h  O ffic e  
The G eorge W ash in g to n  U n iv ersity  
3 00  North W ash in g to n  S tre et 
A lexa n d ria , V irgin ia
20  ASTIA T e c h n ic a l Library AFL 2 8 2 4  
A rlington H all Sta tion  
A rlington 1 2 , Virginia 
Attn: TISLL
1 Com mander
U .S .  Army R esea rc h  O ffic e  
H ighland Building 
3 0 4 5  C olum bia Pike 
A rlington 4 ,  V irginia
1 U .S .  N aval W eapons L aboratory  
C om putation and A n aly sis Laboratory 
D a h lg ren , V irginia
Attn: M r. Ralph A. Niemann
2 Army M a te r ia l Command 
R e se a rc h  D iv is io n
R & D D ire c to ra te  
B ld g . T -7
G ra v e lle y  P o in t, V irginia
