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Abstract: The qualitative theory of stochastic homogenization of uniformly elliptic
linear (but possibly non-symmetric) systems in divergence form is well-understood.
Quantitative results on the speed of convergence and on the error in the representa-
tive volume method, like those recently obtained by the authors for scalar equations,
require a type of stochastic regularity theory for the corrector (e.g., higher moment
bounds). One of the main insights of the very recent work of Armstrong and Smart
is that one should separate these error estimates, which require strong mixing condi-
tions in order to yield the best rates possible, from the (large scale) regularity theory
a` la Avellaneda & Lin for a-harmonic functions that should hold under milder mix-
ing conditions. In this paper, we establish an intrinsinc C1,1-version of the improved
regularity theory for non-symmetric random systems, that is qualitative in the sense
it yields a new Liouville theorem under mere ergodicity, and that is quantifiable in
the sense that it holds under a condition that has high stochastic integrabiliity pro-
vided the coefficients satisfy quantitative mixing assumptions. We introduce such a
class of quantitative mixing condition, that allows for arbitrarily slow-decaying cor-
relations, and under which we derive a new family of optimal estimates in stochastic
homogenization.
Contents
1. Introduction 2
2. Statement of the main results 5
2.1. Assumptions and notation 5
2.2. Regularity theory and the minimal radius 7
2.3. Control of the minimal radius 11
2.4. Application to quantitative stochastic homogenization 17
3. Proof of the regularity theory 21
3.1. Caccioppoli’s inequality and the hole filling argument 21
3.2. Proof of Lemma 1: Construction of correctors 24
3.3. Proof of Lemma 3: Large-scale regularity by perturbation 26
3.4. Proof of Lemma 2: Excess-decay and the minimal radius 31
3.5. Proof of Corollary 1: Almost-sure Liouville property 33
3.6. Proof of Corollary 2: Intrinsic large-scale C1,1-regularity 36
4. Proof of the optimal stochastic integrability of r∗ 37
Date: August 18, 2015.
1
ar
X
iv
:1
40
9.
26
78
v3
  [
ma
th.
AP
]  
16
 A
ug
 20
15
4.1. Proof of Theorem 1: Optimal stochastic integrability of r∗ 37
4.2. Proof of Proposition 1: From modified corrector to corrector 39
4.3. Proof of Proposition 2: Sublinear growth of the modified corrector 44
5. Proofs of the quantitative homogenization results 50
5.1. Proof of Proposition 3: Sensitivity estimate 50
5.2. Proof of Theorem 2: Averages of the corrector gradient 57
5.3. Proof of Theorem 3: Bounds on the corrector 60
5.4. Proof of Corollary 3: Two-scale expansion 70
Acknowledgements 71
Appendix A. Proof of Lemma 4: Correlated Gaussian coefficient fields 71
Appendix B. Proof of classical inner and boundary regularity for systems 79
Appendix C. Proof of Lemma 6 82
References 82
1. Introduction
In the case of elliptic systems with a periodic coefficient field a, Avellaneda and
Lin obtained several surprising a priori estimates based on the philosophy of lifting
the regularity theory of the homogenized limit to the heterogeneous situation, cf.
[5, Section 3.1] where intrinsic C1,α-a priori estimates on a-harmonic functions are
derived. This regularity theory is intrinsic in the sense it is formulated in the so-
called harmonic coordinates (as opposed to Euclidean coordinates). Using these
results they then proved a family of Liouville theorems for such systems [6]. The
intimate connection between Schauder theory and Liouville theorems is not new:
Simon in [35] derived Schauder estimates [35, Theorem 1] indirectly from a Liouville
result [35, Lemma 1].
Equations with random coefficients were first considered by Papanicolaou and Varad-
han [33] and by Kozlov [26] in the context of qualitative stochastic homogenization.
When it turns to quantitative results, new ideas and suitable quantitative assump-
tions on ergodicity are needed. By quantitative results we mean not only conver-
gence rates but, as a refinement, also their stochastic integrability. The only early
result in that direction was the (suboptimal) estimate obtained by Yurinskii [38]
that establishes the algebraic decay of the homogenization error for d > 2 under a
uniform mixing condition. Twenty years later progress came from the mathematical
physics community. Naddaf and Spencer [32], in an inspiring unpublished man-
uscript, followed by Conlon and Naddaf [12], used mixing conditions in the form
of a spectral gap estimate to obtain optimal bounds on fluctuations of the energy
density of the corrector for small ellipticity ratio (a perturbation result), identifying
the central limit theorem scaling. This approach was then combined with elliptic
regularity theory by the first and third authors to obtain optimal estimates on the
corrector, the fluctuations of the energy density of the corrector, and the approxima-
tion of homogenized coefficients in [21, 22, 24]. Using more probabilistic arguments,
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Mourrat [29] independently obtained suboptimal estimates on the decay of the as-
sociated semi-group (the environment as seen by the particle) in high dimensions
and made an ingenious use of spectral theory to prove quantitative results (see also
[18]). The combination of these three ingredients culminated in [19] where we proved
optimal estimates (although not optimal in terms of stochastic integrability) in any
dimension for scalar equations under the strong mixing condition in the form of
the spectral gap estimate (in particular, the optimal decay of the semi-group and
optimal estimates of the so-called representative volume method).
The first large scale regularity results in the random setting that went beyond
those known deterministically were obtained in [28]: In case of scalar equations
and under strong mixing conditions encoded in a logarithmic Sobolev assumption,
(large-scale) C0,1-estimates for a-harmonic functions were obtained (see also [17]).
With another flavor, Benjamini, Duminil-Copin, Kozma, and Yadin proved in [9] a
Liouville-type theorem in a very general context which implies that strictly sublin-
ear a-harmonic function are constants under the sole assumption of stationarity and
ergodicity (which contrasts with the strong mixing assumption of [28]). In a recent
work, Armstrong and Smart [4] applied the philosophy of Avellaneda & Lin to the
scalar random case under a finite range of dependence assumption on the coefficients.
Their work is groundbreaking for it applies for the first time the general strategy
of lifting the regularity theory of the homogenized equation to the heterogeneous
equation in a situation where the crucial compactness assumption of [5] fails. The
tour de force in [4] is twofold. On the one hand they reformulate the Campanato
iteration of [5] in an abstract functional-analytic form that is oblivious to the PDE
(see [4, Lemma 5.1]) and essentially states that if a function is close at all scales (up
to unit scale) to functions with improvement of flatness (or excess decay), then that
function must have itself an improvement of flatness (up to unit scale). They then
show that if for Dirichlet problems the homogenization error decays algebraically,
then a-harmonic functions are indeed close at all scales to functions with improve-
ment of flatness (see [4, Proposition 4.1]), so that they are themselves Lipschitz
(from unit scale onwards). On the other hand, they show the algebraic decay of the
homogenization error (at an L2-level) within their assumptions (scalar equation, fi-
nite range of dependence, symmetric coefficients) using an ingenious combination of
sub-additivity methods, duality, and a concentration argument. The improvement
over [28] is twofold: in terms of regularity (C1,0 versus C0,1 — where C0,1 means
C0,α for all α < 1) and in terms of stochastic integrability (finite almost optimal
exponential moment versus finite algebraic moments). As noticed by Armstrong
and Smart in [4], the combination of [4, Theorem 1.2] and [24, Lemma 2.5] directly
yields stretched exponential moment bounds on the corrector itself in the case the
standard logarithmic Sobolev inequality holds (the exponent is however suboptimal,
see Remark 2). Between the first and the current versions of the present work, Arm-
strong and Mourrat [3] significantly extended the work by Armstrong and Smart [4]
on the regularity theory in two directions. On the one hand, using the framework
of the Fitzpatrick duality theory, they were able to treat not only convex integral
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functionals, but also monotone operators (in case of systems). On the other hand,
they showed that the sub-additivity method of [4] can be pushed forward to treat
mere alpha-mixing assumptions on the coefficients, and proved moment bounds on
the gradient of the corrector that depend on the alpha-mixing decay rate (algebraic
decay rate yields algebraic moments, exponential decay rate yields exponential mo-
ments). For a promising approach (yet suboptimal in its current version) for bounds
on the corrector without using sensitivity calculus or functional inequalities, we refer
the reader to the recent contribution [2].
In the present article, we aim at developing a quantitative homogenization theory
for a class of correlated fields, and adopt the viewpoint of [4] that regularity theory
should be separated from error estimates. We essentially address three independent
but related questions: development of an intrinsic C1,1-regularity theory for ran-
dom elliptic operators, proof of optimal stochastic integrability under quantitative
assumptions, and development of a sensitivity calculus that yields optimal results
in stochastic homogenization when combined with the regularity theory. Let us be
more specific. A crucial object in our analysis is a skew-symmetric tensor, which
we call σ, see Lemma 1, and that allows for a representation of the residuum of
the homogenization error in divergence form; it is a standard object in periodic
homogenization, see for instance [25, p.27], where it is called α (incidentally, it is
not used in the random case in that textbook). This tensor σ is related to the flux
of the corrector. Not surprisingly this quantity appears to be as important as the
corrector itself, as the definition of qualitative H-convergence already suggests (weak
convergence of the gradient of the solution and weak convergence of the flux). Our
approach of the regularity theory is intrinsic and mainly inspired by the work of
Avellaneda and Lin. In particular, it is close to [5, Section 3.1], see our discussion
before Lemma 2. Incidentally, σ is not used for this result and only used marginally
in this paper [5, p.845], and not capitalizing on its skew symmetry. Besides the
fact that we treat asymmetric coefficient fields, using only PDE arguments that are
available in the case of systems (including linear elasticity), the merit of the present
work is threefold:
(i) We introduce a random field r∗, that is the minimal radius at which the
improved intrinsic C1,1-regularity theory (that is, in harmonic coordinates)
kicks in. It can be seen as a quantification of H-convergence. This intrinsic
C1,1-regularity is qualitative in the sense that r∗ is almost surely finite under
the qualitative assumption of stationarity and ergodicity, it is quantifiable in
the sense that it has typically bounded finite moments (and even bounded
exponential moments) under suitable quantitative assumptions on the sta-
tistics of the coefficients. The qualitative aspect of our regularity theory
is crucial to prove a Liouville result for sub-quadratic a-harmonic functions
under mere ergodicity, see Corollary 1;
(ii) In terms of quantitative results, we introduce a coarsened (weaker) version
of the logarithmic Sobolev inequality (c-LSI) that allows us to consider fields
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with arbitrarily slow-decaying correlations, and we establish, using concentra-
tion of measures, optimal exponential moment bounds on r∗, cf. Theorem 1.
As an example, we consider a family of Gaussian coefficient fields that sat-
isfies (c-LSI) for the whole range of algebraic decay of the correlations, cf.
Lemma 4;
(iii) The mixing condition in the form of a logarithmic Sobolev inequality al-
lows us to develop a sensitivity calculus in line with our previous works.
Combined with the regularity theory and the moment bounds on the mini-
mal radius, this yields a strong sensitivity estimate, cf. Proposition 3, and
implies new quantitative results in stochastic homogenization. On the one
hand, we quantify the weak convergence of the gradient of the extended cor-
rector (∇φ,∇σ) to zero by estimating the convergence of its spatial averages
to zero. In particular, these spatial averages converge to zero at the same
rate as spatial averages of the coefficients converge to their average, cf. The-
orem 2. On the other hand we give sharp bounds on the spatial growth of the
extended corrector. As a by-product we obtain a sharp condition on the de-
cay of correlations in (c-LSI) and on the dimension d that ensures existence,
uniqueness, and exponential moment bounds on stationary correctors, cf.
Theorem 3. We conclude with a family of quantitative two-scale expansions
that extend to the stochastic setting addressed here the standard results of
the periodic setting, cf. Corollary 3. The stochastic integrability for these
quantitative stochastic homogenization results currently fails to be optimal
by a factor of 2, which we hope to improve in a future version.
Before we conclude this introduction, let us emphasize the main difference between
the regularity theory developed in this article and that of the seminal paper by
Armstrong & Smart. Unlike in [4], our approach to regularity theory is intrinsic, and
based on the sublinear growth of the extended corrector (φ, σ). Although this might
seem a minor variation at first glance, this improvement is crucial when it turns
to optimality. This intrinsic character makes the regularity theory qualitative and
is the key to the Liouville property under the qualitative assumption of ergodicity,
cf. (i) above. This intrinsic character is also the key to optimal quantitative results
like the stochastic integrability of r∗ (the method of [4, 3] would only yield nearly
optimal bounds on the minimal radius r∗ under our (c-LSI) assumption), cf. (ii)
above. In terms of quantitative homogenization results, we identify a measure of
mixing (in the functional analytic form of a logarithmic Sobolev-type inequality)
that allows for arbitrarily slow-decaying correlations, and we develop a sensitivity
calculus that combines with our intrinsic regularity theory to yield a new class of
optimal results for correlated fields, cf. (iii) above.
2. Statement of the main results
2.1. Assumptions and notation. We start by making precise our assumptions
on the coefficient fields, and then recall the standard definition of the corrector and
the (slightly less standard) definition of the flux corrector.
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Assumptions on the ensemble of coefficient fields. Our two assumptions
on the space of (admissible) coefficient fields a(x) are pointwise boundedness and
uniform ellipticity. Without loss of generality, we may assume that the bound is
unity:
(1) |a(x)ξ| ≤ |ξ| for all ξ ∈ Rd and x ∈ Rd
We require uniform ellipticity only in the integrated form of
(2)
ˆ
∇ζ · a∇ζ ≥ λ
ˆ
|∇ζ|2 for all smooth and compactly supported ζ.
Throughout this paper, we use scalar notation for notational convenience. How-
ever, we only use arguments that are available in the case of systems, that is, when
R-valued functions ζ are replaced by fields with values in some finite dimensional
Euclidean space H. More precisely, we only use the energy estimate and conse-
quences thereof, like the Caccioppoli estimate and the higher integrability coming
from the hole filling argument. In particular, we do not appeal to De Giorgi’s theory.
Clearly, in the case of systems, all constants acquire an additional dependence on
the dimension of H.
We now address the minimal assumptions on the “ensemble” 〈·〉, a probability mea-
sure on the space of (admissible) coefficient fields (endowed with a canonical topol-
ogy) which will be assumed throughout the paper. Two of them are related to the
operation of the shift group Rd on the space of coefficient fields, that is, for any shift
vector z ∈ Rd and any coefficient field a, the shifted field a(· + z) : x 7→ a(x + z)
is again a coefficient field. The first assumption is stationarity, which means that
for any shift z ∈ Rd the random coefficient fields a and a(· + z) have the same
(joint) distribution. The second assumption is ergodicity, which means that any
(integrable) random variable F (a) that is shift invariant, that is, F (a(·+z)) = F (a)
for all shift vectors z ∈ Rd and 〈·〉-almost coefficient field a, is actually constant,
that is F (a) = 〈F 〉 for 〈·〉-almost coefficient field a.
Under assumptions (1), (2), stationarity, and ergodicity, homogenization holds (for
Dirichlet boundary data in the case of linear elasticity), and the homogenized coef-
ficient also satisfiesˆ
∇ζ · ahom∇ζ ≥ λ
ˆ
|∇ζ|2 for all smooth and compactly supported ζ
and |ahomξ| ≤ 1λ |ξ| for all ξ ∈ Rd. In particular, ahom is uniformly elliptic in the
scalar case:
(3) ξ · ahomξ ≥ λ|ξ|2 and |ahomξ| ≤ 1
λ
|ξ| for all ξ ∈ Rd,
and satisfies the Legendre-Hadamard condition in the case of systems. (In both
cases, the elliptic operator −∇ · ahom∇ has a nice regularity theory.)
Extended corrector. Throughout this paragraph i = 1, · · · , d denotes a coordi-
nate direction we may think of being fixed. We recall the definition of the extended
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corrector (φi, σi) in the following lemma, the (rather standard) proof of which is
displayed for the reader’s convenience (see in particular [25, Section 7.2]).
Lemma 1. Let 〈·〉 be stationary and ergodic. Then there exist two random ten-
sor fields {φi}i=1,··· ,d and {σijk}i,j,k=1,··· ,d with the following properties: The gradi-
ent fields ∇φi and ∇σijk are stationary, by which we understand ∇φi(a;x + z) =
∇φi(a(·+ z);x) for any shift vector z ∈ Rd, and have bounded second moments and
vanishing expectations:
(4) 〈|∇φi|2〉 ≤ 1
λ2
,
∑
j,k=1,··· ,d
〈|∇σijk|2〉 ≤ 4d( 1
λ2
+ 1), 〈∇φi〉 = 〈∇σijk〉 = 0.
Moreover, the field σ is skew symmetric in its last indices, that is,
(5) σijk = −σikj.
Finally, we have for 〈·〉-a. e. a the equations
−∇ · a(∇φi + ei) = 0,(6)
∇ · σi = qi,(7)
−4σijk = ∂jqik − ∂kqij,(8)
with {qij}i,j=1,··· ,d, is given by
(9) qi = a(∇φi + ei)− ahomei,
where ahomei := 〈a(∇φi + ei)〉, and where the divergence of a tensor field is defined
as (∇ · σi)j :=
∑d
k=1 ∂kσijk.
In the rest of this paper we shall use the following notation inspired by the case of
d = 3 for (8):
−4σ = ∇× q.
2.2. Regularity theory and the minimal radius. In the Euclidean context, the
C1,α-norm of a function measures its local deviation from linear functions. As is
customary in the C1,α-theory based on energy estimates, that deviation is measured
in the L2-sense on the level of gradients, giving rise to the use of Campanato spaces
that are equivalent to Ho¨lder spaces. We name this expression “excess”, cf. (12),
in (linear) analogy to the quantity in the regularity theory for minimal surfaces
introduced by De Giorgi, [13, Teorema 3.3]. In the context of homogenization, it
is natural to replace the space of linear functions (which is d-dimensional once one
factors out constants) by the d-dimensional set of harmonic coordinates, that is,
{x 7→ ξ · x + φξ(x)}ξ∈Rd . Since the extended corrector (φ, σ) exists in all directions
ξ ∈ Rd almost-surely for ergodic coefficients, we implicitly assume in the sequel (and
in particular for deterministic estimates) that a belongs to the Borel set of coeffi-
cients for which the extended corrector is well-defined. Lemma 2 below shows that
this excess can be controlled provided the corrector is well-behaved in the sense that
(φ, σ) has sufficiently small linear growth. (Here and in the sequel, we use the abbre-
viations φ = (φ1, · · · , φd), σ = (σijk)i,j,k=1,...,d, and φξ =
∑d
i=1 ξiφi.) This property
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has to be satisfied only in a spatially averaged sense, but the smallness condition
is quantitative (cf. (10)). This has to be compared to [4, Lemma 5.1] where not
only a smallness condition is required, but also a convergence rate. The regularity
result provided by Lemma 2 is “quenched”, that is, entirely deterministic in the
sense that the smallness condition is expressed in terms of the given “realization”
of (φ, σ). (In case of thermal randomness, one would speak of a “path-wise result”).
However, mild ergodicity conditions imply that the smallness condition (10) kicks
in on sufficiently large scales, more precisely for radii r ≥ r∗, where the “minimal
radius” r∗ is a random variable with exponential moments. This is the content of
Theorem 1. Note that in [4] the quantity called Y plays a similar role as r∗ in terms
of “Lipschitz-regularity” (cf. (15) in Lemma 2), but is defined as the smallest radius
from which the algebraic decay holds onwards (as opposed to the weaker smallness
property).
The following lemma, and its main ingredient, Lemma 3 below, should be compared
to the work of Avellaneda & Lin, more precisely, to [5, Section 3.1]: Like here, the
distance between ∇u and ξ +∇φξ for a suitable ξ (there, it is given by the spatial
average of ∇u) is monitored, however, on an L∞ instead of an H1-level, see [5,
Lemma 14], which is the analogue of Lemma 3. Like for Lemma 3, [5, Lemma 14]
is a perturbation of an estimate for the constant homogenized coefficient. In fact,
[5, Lemma 14] does not use periodicity in an explicit way, but only H-convergence
of the elliptic operator −∇ · a∇ (see [30, 31]), in its scaled down version, to the
homogenized limit −∇ · ahom∇. More precisely, it uses an upgraded version of
H-convergence, where the solutions converge in L∞, an upgrade which in case of
scalar equations may be obtained by appealing to the uniform Ho¨lder regularity of
a-harmonic functions (De Giorgi’s result) and which in [5, Section 2.2] is obtained
in the system’s case by first deriving a C0,α-estimate by a similar strategy to the
C1,α-estimate. Incidentally, [5, Lemma 14] also uses implicitly the sublinear growth
of the corrector φ. The main new ingredient of Lemma 3 is a quantification of H-
convergence (which is a purely qualitative concept) in terms of the sublinear growth
of φ and σ. This also requires a form of boundary regularity for ahom-harmonic
functions since we want to use the whole-space corrector (φ, σ) and thus need to
introduce a boundary layer; this boundary regularity plays here a quite different
role than in [5, Section 3.2]. The passage from Lemma 3 to Lemma 2 mimics the
passage from [5, Lemma 14] to [5, Lemma 15]. Note that, in contrast to our work,
[5] assumes smoothness of a which helps to handle the small scales.
Lemma 2. Let a Ho¨lder exponent α ∈ (0, 1) be given. Then there exists some
constant C(d, λ, α) <∞ depending only on d, λ, and α with the following properties.
Suppose that for some minimal dyadic radius r∗ ∈ {2k}k∈N0, the linear growth of
(φ, σ) in the (centered) balls Br on dyadic scales {2k}k∈N0 3 r > r∗ is small in the
sense of
(10)
1
r2
 
Br
|(φ, σ)−
 
Br
(φ, σ)|2 ≤ 1
C(d, λ, α)
for all r ≥ r∗ dyadic.
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Then we have the following: For a radius R ≥ r∗ and an a-harmonic function u(x)
in BR, that is,
(11) −∇ · a∇u = 0 in BR,
and for an arbitrary radius r ∈ [r∗, R] consider the deviation from an a-linear func-
tion on Br (the “excess”) in the sense of
(12) Exc(r) := inf
ξ∈Rd
 
Br
|∇u− (ξ +∇φξ)|2.
Then we have “excess decay” in the sense of
(13) Exc(r) ≤ C(d, λ, α) ( r
R
)2α Exc(R).
Moreover for the correctors we have a non-degeneracy property
(14)
1
2
|ξ|2 ≤
 
Br
|ξ +∇φξ|2 ≤ C(d, λ, α)|ξ|2
for all ξ ∈ Rd and r ≥ r∗. Finally, we have the mean-value property (for which
α > 0 can be fixed, say, α = 1
2
)
(15)
 
Br
|∇u|2 ≤ C(d, λ)
 
BR
|∇u|2.
Remark 1. At the price of including the extended adjoint corrector (that is, the
extended corrector associated with the pointwise tranpose coefficient field a∗) in the
definition of r∗, one may assume w. l. o. g. that the regularity theory (excess decay,
non-degeneracy property, etc.) holds for both the operators −∇ · a∇ and −∇ ·
a∗∇. The estimates of r∗ obtained in this article remain unchanged since pointwise
transposition is a local linear operation that does not change statistical properties.
This will be abundantly used in this paper when arguing by duality.
A fairly easy consequence of Lemma 2 in form of (13) is the Liouville property for
subquadratic functions stated in Corollary 1. This partially answers to the affirma-
tive a specific version of a question raised in [9, Question 5, p.33] on whether the
dimension of the space of a-harmonic functions of a given growth exponent agrees
with the dimension in the Euclidean case. The answer is partial, because only
sub-quadratic growth is treated, and deals with a very special case, because only
the case of uniformly elliptic coefficient fields is treated. In the even more special
case of periodic coefficient fields the answer is affirmative for all growth rates [6].
Our qualitative result holds, as it should, under the purely qualitative condition of
ergodicity.
Corollary 1. Let 〈·〉 be stationary and ergodic. Then for 〈·〉-a. e. coefficient field
a(x), the following Liouville property holds: Suppose that u(x) is a-harmonic, that
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is −∇·a∇u = 0 in all Rd, and that it grows sub-quadratically in the sense that there
exists an exponent α < 1 such that
(16) lim
R↑∞
R−2(1+α)
 
BR
u2 = 0.
Then u is a-linear in the sense that there exist (c, ξ) ∈ R× Rd such that
(17) u(x) = c+ ξ · x+ φξ(x) for Lebesgue-a. e. x ∈ Rd.
The next corollary establishes a C1,1 a priori estimate for a-harmonic functions
similar to the one for plain harmonic functions. Here, by C1,1 we mean a Cα-gradient
estimate for any α < 1 “in harmonic coordinates”. There are two restrictions:
As expected from Lemma 2, such an estimate only holds on scales that are large
with respect to the minimal radius r∗(x) (which has to be compared to a similar
statement in [4, Theorem 1.2], which, since it does not use harmonic coordinates,
however only holds at mesoscales), see (18). Moreover, it only holds for an effective
gradient which is the projection of the microscopic gradient onto a-linear functions,
a projection localized on the level of the minimal radius r∗, cf. (19).
Corollary 2. Given an α ∈ (0, 1), consider the minimal radius, that is, the random
variable r∗ ≥ 1 characterized by (10)
r∗ := inf
{
r ≥ 1 dyadic
∣∣∣ ∀ ρ ≥ r dyadic 1
ρ2
 
Bρ
|(φ, σ)−
 
Bρ
(φ, σ)|2 ≤ 1
C(d, λ, α)
}
with the understanding that r∗ = +∞ if the set is empty. By stationarity of the
increments of (φ, σ), we have that the stationary extension r∗(a, x) := r∗(a(· + x))
plays the same role, that is,
(18) ∀ x ∈ Rd, ρ ≥ r∗(x) dyadic 1
ρ2
 
Bρ(x)
|(φ, σ)−
 
Bρ(x)
(φ, σ)|2 ≤ 1
C(d, λ, α)
.
For any a-harmonic function u in a ball BR, cf. (11), consider the vectors ξ+ and
ξ− characterized by
(19)
 
Br∗(±x)(±x)
|∇u− (ξ± +∇φξ±)|2 = Exc(Br∗(±x)(±x)),
which we think of as the effective gradient of u in x and −x at scale r∗, respectively.
Then we have provided R ≥ 8 max{|x|, r∗(±x)},
(20) |ξ+ − ξ−|2 ≤ C(d, λ, α)(max{|x|, r∗(±x)}
R
)2αExc(BR).
Loosely speaking, Corollary 2 states that from the minimal radius r∗ onwards, one is
in the regime of C1,1-regularity. We expect that this holds true not just on the level
for C1,1-regularity of a-harmonic functions, but also in terms of the full Schauder
theory or in terms of Green’s function estimates (cf. the recent work by Fisher and
the third author, [14]).
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Here comes the main ingredient for Lemma 2. Harmonic functions u have the
property that for all radii r ≤ R there exists a ξ ∈ Rd (in fact, ξ = ∇u(0) or
ξ =
ffl
Br
∇u will do) such that
(21)
 
Br
|∇u− ξ|2 ≤ C(d)( r
R
)2
 
BR
|∇u|2.
The next lemma establishes a perturbation of (21) for a-harmonic functions, pro-
vided the affine function x 7→ ξ · x is replaced by its a-harmonic version x 7→
ξ · x + φξ(x), and where the perturbation is controlled by the amount of linear
growth of the corrector (φ, σ).
Lemma 3. Let the function u(x) be a-harmonic in the ball of radius R ≥ 1 (around
the origin), that is,
(22) −∇ · a∇u = 0 in BR.
Then for all r ≤ R, there exists a vector ξ ∈ Rd such that
(23)
 
Br
|∇u− (ξ+∇φξ)|2 ≤ C(d, λ)
(
(1 + δ)(
r
R
)2 + (δ
1
(d+1)2 + δ)(
R
r
)d
) 
BR
|∇u|2,
where
(24) δ := sup
{
1
R2
 
BR
|(σ, φ)−
 
BR
(σ, φ)|2, 1
s2
 
Bs
|φ−
 
Bs
φ|2, s = min{2r, R}
}
.
Moreover, we have the following non-degeneracy condition
(25) (1− C(d)δ 14 )|ξ|2 ≤
 
Br
|ξ +∇φξ|2 ≤ C(d, λ)(1 + δ)|ξ|2 for all ξ ∈ Rd.
In view of Lemma 2 and Corollary 2, it is of interest to control the size of the
stationary random field r∗(x). Note that it is almost surely finite just under the
assumption of ergodicity, cf. the proof of Corollary 1. To get more quantitative
control, one needs to make more quantitative assumptions.
2.3. Control of the minimal radius. In this section we define the minimal radius
r∗ as
r∗ := inf
{
r ≥ 1, dyadic
∣∣∣
∀R ≥ r, dyadic 1
R2
 
BR
|(φ, σ)−
 
BR
(φ, σ)|2 ≤ δ
}
,(26)
for some arbitrarily small 0 < δ ≤ δ(d, λ), where δ(d, λ) is such that the mean-value
property for gradients of a-harmonic functions u on BR holds for balls centered at
the origin and of radius larger than r∗:
(27) ∀ R ≥ r ≥ r∗
 
Br
|∇u|2 ≤ C(d, λ)
 
BR
|∇u|2.
The goal of this section is to show that one can get stretched exponential moment
bounds for r∗, cf. Theorem 1, under a mild mixing assumption that allows for strong
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correlations. Through the family of examples treated in Lemma 4 we argue that in
terms of correlations our mixing assumption is the weakest possible quantification
of ergodicity.
By definition, controlling the minimal radius r∗ means controlling the sublinear
growth of the corrector (φ, σ). The sublinear growth of the corrector (a key ele-
ment to most homogenization results) is a result of the cancellations coming from
〈∇(φ, σ)〉 = 0, which due to ergodicity translate into limr↑∞
ffl
Br
∇(φ, σ) = 0, cf. the
proof of Corollary 1. The quantification of this relies on two distinct ingredients:
• On the one hand, one needs good locality properties of the field ffl
Br
1
r2
|(φ, σ)−ffl
Br
(φ, σ)|2. By this it is meant that the solution (φ, σ) of the elliptic system
(6) & (8) at some point x depends only weakly on the coefficients field a far
away from that point. To establish this locality, we shall use the modified
extended corrector (φT , σT ), cf. (28)—(30), and relate the sublinear growth
of (φ, σ) to that of (φT , σT ), cf. Proposition 1.
• On the other hand, one needs good mixing properties of the ensemble 〈·〉 of
random coefficient fields a. By this it is meant that the random value of a at
some point x statistically depends only weakly on its values far away: a(x)
is nearly independent of a|{y||y−x|≥R} for R  1. On the level of Gaussian
random fields, this is characterized in terms of the covariance, see Lemma 4.
Following Naddaf & Spencer [32] and our earlier work [21, 19, 23], we use the
functional-analytic framework of spectral gap conditions to express mixing. Ana-
lytically speaking, such a spectral gap estimate is a Poincare´ inequality with mean
value zero for 〈·〉 where the role of the gradient is played by what is called the
“vertical derivative”, which measures the sensitivity of a random variable F = F (a)
on the coefficient field a, cf. (51) (and (35) for the stronger logarithmic Sobolev
inequality we shall mainly use). In the case of a discrete medium {a(x)}x∈Zd , the
vertical derivative is the Euclidean norm of the partial derivatives { ∂ζ
∂a(x)
}x and the
simplest measure of sensitivity is its `2-norm
∑
x∈Zd(
∂ζ
∂a(x)
)2. However, the corre-
sponding spectral gap estimate (the name stems from the fact that it bounds the
spectral gap of the generator of Glauber dynamics on the space of coefficient fields)
expresses a strong form of mixing: Lemma 4 for β = 0 reflects the well-known fact
that spectral gap in this simple form is related to an integrable decay of correlations.
Hence to reach our ambitious goal, we need a weakening of the simple spectral gap
estimate, which amounts to a strengthening of the norm of the vertical derivative,
and thus a strong sensitivity estimate. As we shall see, this flexibility w. r. t. the
measure of sensitivity comes naturally for a continuum medium.
As mentioned above, we need to capture how sensitively the local averages of the
extended corrector (φ, σ) = (φi, σijk)i,j,k=1,··· ,d react to changes of the coefficient field
a. As it is well-known in the homogenization theory, the fields ∇φ and ∇σ (and
therefore (φ, σ)) are only well-defined almost surely, as the weak limits in L2loc(Rd) of
the modified fields ∇φT and ∇σT defined as follows. The modified scalar corrector
12
φT (for a direction e) solves in {v ∈ H1loc(Rd) : lim supt→∞
ffl
Bt
|v|2 + |∇v|2 < ∞}
(cf. [24, Lemma 2.7])
(28)
1
T
φT −∇ · a(∇φT + e) = 0.
The corresponding flux is
(29) qT := a(∇φT + e),
while the corresponding modified vector potential σT solves
(30)
1
T
σT −4σT = ∇× qT .
Let Ω′ be the subset of Ω such that ∇φT (a) and ∇σT (a) are weakly convergent
in L2loc(Rd) and 1T φT (a) and
1
T
σT (a) converge to zero in L
2
loc(Rd). From standard
stochastic homogenization theory, this set Ω′ has full measure. We shall prove in
addition that if a ∈ Ω′, then any perturbation aD of a which coincides with a outside
of a compact set D belongs to Ω′, so that ∇(φ, σ)(aD) is well-defined whenever
∇(φ, σ)(a) is well-defined. We only treat the corrector ∇φ, the argument for ∇σ is
similar. From elementary L2-theory, δφT := φT (aD)− φT (a) belongs to H1(Rd) and
satisfies
1
T
δφT −∇ · aD∇δφT = −∇ · (a− aD)(∇φT (a) + e),
so that we have the uniform a priori estimateˆ
Rd
|∇δφT |2 .
ˆ
D
|∇φT (a) + e|2.
This implies that δφT converges weakly in H
1(Rd) to the unique (up to an additional
constant) solution of
−∇ · aD∇δφ = −∇ · (a− aD)(∇φ(a) + e),
so that ∇φT (aD) = ∇φT (a)+∇δφT converges weakly to ∇φ(aD) := ∇φ(a)+∇δφ in
L2loc(Rd), and 1T φT (aD) =
1
T
φT (a) +
1
T
δφT converges to zero in L
2
loc(Rd), as desired.
We shall measure the influence of changes of a on random variables F via the func-
tional (or Malliavin-type) derivative ∂F
∂a
= ∂F
∂a
(a, x), that is, the L2(Rd)-gradient of
F . We recall that for any (bounded and compactly supported) infinitesimal pertur-
bation δa = δa(x) of a coefficient field a, the functional derivative is characterized
by
(31) lim
t↓0
1
t
(
F (a+ tδa)− F (a)) = ˆ
Rd
∂F
∂a
(a, x)δa(x)dx.
In fact, rather than in this differential structure itself, we are interested in the L1-
norm of the gradient on some measurable set D ⊂ Rd, which in view of (31) can be
characterized by duality as follows
(32)ˆ
D
|∂F
∂a
| = sup
{
lim sup
t↓0
1
t
(F (a+ tδa)− F (a))
∣∣∣ sup
x∈D
|δa| ≤ 1, δa = 0 outside of D
}
.
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This quantity measures the sensitivity of the random variable F on changes in the
coefficient field localized to D. With the spectral gap in case of a discrete medium in
mind, we seek an `2-way of consolidating these local sensitivities. This is naturally
done by working with a partition {D} of Rd into measurable sets and considering
the following combined measure of sensitivity, the carre´-du-champ of the Malliavin
derivative:
(33) ‖∂F
∂a
‖2 :=
∑
D
( ˆ
D
|∂F
∂a
|)2.
It is obvious from the additivity of (32) in D that (33) is the larger the coarser the
partition {D} is. In the following we shall assume that the partition {D} of Rd is
not too coarse in the sense that there exists an exponent 0 ≤ β < 1 such that
(34) diam (D) ≤ (dist(D) + 1)β ≤ C(d) diam(D),
where diam(D) := supx,y∈D |x − y| and dist(D) := infx∈D |x| denote the diameter
and the distance to the origin of a set D ⊂ Rd, respectively, and C(d) is a constant
that does only depend on the dimension and is fixed throughout this paper (all the
quantitative results have a dependence on C(d), which we do not make explicit).
Here comes the main probabilistic result on the minimal radius r∗ at which the
smallness condition (10) kicks in. It states that if the ergodicity of 〈·〉 can be quan-
tified in a mild manner, then r∗ has exponential moments, cf. (36) below. Since we
are interested in exponential moments, we replace the control of the variance by the
control of the entropy, which amounts to replacing a spectral gap estimate by a loga-
rithmic Sobolev inequality — see however Remark 3. The ergodicity is quantified by
a mild logarithmic Sobolev inequality (which we call coarsened logarithmic Sobolev
inequality — (c-LSI) in short), cf. (35); it is mild in the sense that the underlying
partition {D} is allowed to be almost as coarse as dyadic annuli, cf. (34).
Theorem 1. We assume that 〈·〉 is stationary and satisfies a logarithmic Sobolev
inequality of the following type: There exists a partition {D} of Rd not too coarse
in the sense that it satisfies (34) for some exponent 0 ≤ β < 1 and there exists a
constant 0 < ρ ≤ 1 such that for all random variables F
(35) Ent (F 2) :=
〈
F 2 logF 2
〉− 〈F 2〉 〈logF 2〉 ≤ 1
ρ
〈
‖∂F
∂a
‖2
〉
,
where the carre´-du-champ ‖∂F
∂a
‖2 is as in (33). Then there exists a constant 0 <
C < ∞ depending only on d, λ, ρ, and β, such that r∗ defined in (26) has stretched
exponential moments in the sense that
(36)
〈
exp
(
1
C
rd(1−β)∗
)〉
< C.
This estimate is optimal as the following informal argument suggests. On the one
hand, as already observed by Armstrong and Smart in [4], one cannot obtain an
exponent larger than d if β = 0. Consider the case of discrete stationarity in the
form of a two-dimensional Bernoulli random checkerboard and a scalar equation.
On a square of size R, the probability to approximate the coefficients of De Giorgi’s
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counterexample example to (large-scale) regularity (cf. the quasi-conformal mapping
of [16, Section 12.1]) is at least 2−R
d
, in which case r∗ has to be larger than R. This
directly implies that
〈
exp( 1
C
g(r∗))
〉
= ∞ if g ≥ 0 is such that lim infr→∞ g(r)rd = ∞.
On the other hand, the fact that (36) holds owes to the large constant 0 < C <∞.
Indeed, this constant “quantifies” the width of the subset of coefficients that do not
satisfy the Lipschitz-regularity at size R, which is best seen in the form
〈I(r∗ ≥ R)〉 ≤ C exp(− 1
C
Rd).
In the case of the random checkerboard, this quantifies the ratio between the number
of “bad” coefficients on a cube of size R, which does not exceed C
(
2 exp(− 1
C
)
)Rd
,
and the total number 2R
d
of realizations.
Theorem 1 is the consequence of the two propositions below. The first proposition
is purely deterministic. It states that the sublinear growth of the extended correc-
tor (φ, σ) is controlled by the sublinear growth of the modified extended corrector
{(φT , σT )}T and a term qT,∗−
ffl
qT,∗ that may be interpreted as the systematic error
on the level of the homogenized coefficient (recall that limR↑∞
ffl
BR
q = 〈q〉 = ahome).
More precisely, the sublinear growth of (φ, σ) on a ball of radius r is controlled by
1√
T
(φT , σT ) (the proxy for sublinear growth of (φT , σT )) and by qT,∗ −
ffl
qT,∗, where
both quantities are square averaged over larger balls BR. In fact, we need all dyadic
radii R ≥ r with a weight (R
r
)γ which even (however mildly) increases towards large
scales — but this is compensated by freedom in the choice of the cut-off scale
√
T
as encoded by the exponent α ∈ [0, 2] in (38) and the choice of the “initial” cut-off
scale
√
t  r. This is a “localization result”. As the second Proposition 2 shows,
T  1 ensures a small stochastic second moment of the r. h. s. of (37); whereas√
T  R ensures that it does not fluctuate much. Our main theorem builds on a
compromise between these two effects. Proposition 1 crucially uses that thanks to
the assumption r∗ ≤ r, the mean value property (27) holds on all balls involved.
Proposition 1. Suppose the dyadic radius r and the cut-off scale
√
t satisfy
√
t ≤ r.
Provided r ≥ r∗ we have for any exponent γ > 0 
Br
1
r2
|(φ, σ)−
 
Br
(φ, σ)|2
. sup
R≥r, dyadic
(
R
r
)γ
 
BR
( 1
T
|(φT , σT )|2 + |qT,∗ −
 
BR
qT,∗|2
)
,(37)
where qT,∗ denotes the convolution of qT on scale
√
T , where the dyadic radii R and
the cut-off scales
√
T , which are independent of a, are related by
(38) T ∼ (R
r
)αt
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for some exponent α ∈ [0, 2] (so that in particular √t . √T . R). Here ., ∼
refer to relations up to a generic constant only depending on the dimension d, the
ellipticity ratio λ > 0, and the exponents α ∈ [0, 2] and γ > 0.
The following proposition characterizes the building blocks
(39) F 2R,T :=
 
BR
( 1
T
|(φT , σT )|2 + |qT,∗ −
 
BR
qT,∗|2
)
.
of the r. h. s. of (37) as random variables, that is, as functionals of the coefficient
field a, which is distributed according to 〈·〉. The first result (40) pertains to the
fluctuations of FR,T ; more precisely, it comes in form of a deterministic sensitivity
estimate, where the functional derivative
∂FR,T
∂a
is estimated in the carre´-du-champ
(33) which characterizes the assumed covariance structure of a under 〈·〉. Together
with concentration of measure, a consequence of the Logarithmic Sobolev Inequality,
it will indeed give a Gaussian bound on the fluctuations of FR,T in the proof of
Theorem 1. For β = 0 the estimate (40) can be assimilated to the optimal scaling
of the central limit theorem in the ratio
√
T
R
of the averaging scale R and the cut-off
scale
√
T . The second result (41) deals with the square average of FR,T ; as opposed
to (40), it makes use of the stochastic cancellations on scales smaller than
√
T , but
does so in a suboptimal way, since the estimate is limited by the poor regularity
theory for uniformly elliptic systems. The estimate (41) also makes heavy use of
stationarity.
Proposition 2. For given radius R and cut-off scale
√
T , consider the random
variable FR,T defined in (39) and occurring in the right hand side of (37). One
the one hand, we have for the carre´-du-champ (33) of the Malliavin derivative with
parameter 0 ≤ β < 1 in the regime 1 ≤ √T . R,
(40) ‖∂FR,T
∂a
‖2 . (
√
T
R
)d(1−β).
On the other hand, provided the ensemble 〈·〉 is stationary and satisfies (SG) wrt to
the carre´-du-champ ‖ · ‖ from (33), that is, for all random variables F ,
var [F ] .
〈
‖∂F
∂a
‖2
〉
,
we have for the expectation in the regime 1 ≤ √T  R,
(41) 〈F 2R,T 〉 . T−
ε(1−β)
d+2 ,
where the exponent ε = ε(d, λ) > 0 comes from hole filling. Here . means up to a
generic constant only depending on the dimension d and the ellipticity ratio λ > 0.
The proof of Theorem 1 is now as follows. By the definition of the minimal radius r∗
and Proposition 1, the size of r∗ is related to the size of the random variables {FR,T}.
By Proposition 2, we have good control on fluctuations and square expectation of
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{FR,T}. In order to infer optimal stochastic integrability for r∗, it remains to choose
α (in fact, α = 1 will do) which links T to R in such a way that both fluctuations and
square expectation become small in a quantified way, to choose γ > 0 sufficiently
small in order not to destroy this decay, and to choose the initial cut-off scale
√
t.
The next lemma shows that the coarsened logarithmic Sobolev inequality (35) only
requires the mildest decay of correlations. In order to make this point in a simple
framework, we choose the case of Gaussian ensemble of scalar fields a(x); in order
to get an example of an ensemble of uniformly elliptic coefficient fields, one applies
a pointwise nonlinear Lipschitz transform to possibly several copies of the above,
which does not affect the validity of the coarsened logarithmic Sobolev inequality
(35).
Lemma 4. Let 〈·〉 stand for the distribution of a scalar Gaussian field a(x) that is
stationary and centered, and thus characterized by its covariance
c(x) := 〈a(x)a(0)〉.
We assume that the covariance is radial and decays mildly in the sense that there
exist a decreasing function Γ : R+ → R+ and some exponent β ∈ [0, 1) such that
(42) |c(x)| ≤ Γ(|x|) and
ˆ
Rd
Γ(|x|)(|x|+ 1)−dβdx <∞.
Then there exists a partition {D} of Rd that is not too coarse in the sense of (34) but
for which nevertheless the corresponding (c-LSI) holds, that is, there exists C(d, β) <
∞ such that for all F , (35) holds.
2.4. Application to quantitative stochastic homogenization. In this section
we show how the combination of a strong sensitivity estimate (cf. (45) in Proposi-
tion 3 below) and of the optimal stochastic integrability of the minimal radius in
Theorem 1 yields quantitative results in stochastic homogenization.
The results are threefold:
• First, we show that the spatial average of the gradient of the extended cor-
rector converges to zero at the same rate as the average of the coefficients
converges to its expectation, which illustrates that the decorrelation proper-
ties of the coefficient field are inherited by the corrector gradient;
• Second, we obtain stretched exponential moment bounds on the growth of
the (non-stationary) corrector of Lemma 1. Under a sharp condition on the
dimension d and the decay of the covariance (characterized by β), this implies
the existence, uniqueness, and the same bounds on stationary correctors;
• Third, we establish a quantitative two-scale expansion in the spirit of [20],
for which the scaling of the error now depends on β and d.
These extend to systems and improve (in terms of integrability) our previous results
of [24].
We start by establishing the optimal decay of spatial averages of the gradient of the
extended corrector. To this aim, we first establish the following sensitivity estimate.
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The main progress over the sensitivity estimates in [21, 19, 23] is that we use the
Lipschitz regularity encoded in (15) of Lemma 2 to get this strong form of sensitivity
estimate. Loosely speaking, (15) replaces De Giorgi’s C0,ε-theory (for some small
0 < ε(d, λ) ≤ 1) in the earlier work. The price to pay is the appearance of the
minimal radius on the r. h. s. of (45).
Proposition 3. Consider the minimal radius, that is, the random variable r∗ ≥ 1
characterized by (10) for α = 1
2
, that is
(43)
r∗ := inf
{
r ≥ 1 dyadic
∣∣∣ ∀ ρ ≥ r dyadic 1
r2
 
Br
|(φ, σ)−
 
Br
(φ, σ)|2 ≤ 1
C(d, λ)
}
with the understanding that r∗ = +∞ if the set is empty. Let {D} be a partition of
Rd that is not too coarse in the sense that there exists an exponent 0 ≤ β < 1 with
(34).
Consider a linear functional Ψ 7→ FΨ on vector fields Rd 3 x 7→ Ψ(x) given by
FΨ =
ˆ
Ψ · g,
where g is supported in Br for some radius r ≥ 1.
Then there exist an exponent 0 < ε(d, λ) ≤ 1 (from hole filling) and a Meyers
exponent p¯ > 1 (depending only on λ and d) such that for all 1 < p < p¯ and all
κ > 0 with
(44) κ− dβ
p
< d(
p− 1
p
+ (1− β))
there exists a constant C(d, λ, β, p, κ) <∞ with the following property: If g satisfies(  
Br
|g|2p
) 1
2p ≤ r−d,
then
(45) ‖∂F∇(φi, σijk)
∂a
‖2 ≤ C(d, λ, β, p, κ)
(
(r + r∗)β
r
)d
×
r−d ˆ (( |x|
r + r∗
+ 1)−κ+d
β
p
( r∗(x)
(|x|+ 1)β + 1
)d(1−ε)) pp−1
dx

p−1
p
.
The form (45) of the sensitivity estimate is rather involved. We believe the statement
of this estimate can be simplified using the intrinsic C1,α regularity on scales larger
than r∗ instead of the Lipschitz-regularity (as we do here). This will be done in a
future version of this manuscript.
In particular, combined with Theorem 1, this proposition yields
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Theorem 2. Assume that 〈·〉 is stationary and satisfies the coarsened logarithmic
Sobolev inequality (35) of Theorem 1 with parameter 0 ≤ β < 1. Then, for all
x ∈ Rd and all fields m supported in Br for some r > 0 and such that sup |m| . 1
and
ffl
Br
|m|2 = 1, we have
(46) |
 
Br
∇(φ, σ)(x+ y) ·m(y) dy| ≤ C(x)r− d2 (1−β),
where C is a stationary random field, the stochastic integrability of which is controlled
by that of the minimal radius: There exists 0 < C <∞ such that
(47)
〈
exp(
1
C
C 2(1−β)2−ε )
〉
< C,
where 0 < ε(d, λ) ≤ 1 is the exponent from Proposition 3.
Note that the optimal exponent in terms of stochastic integrability that is uniform
with respect to λ is expected to be 2(1−β) (rather than 1−β as in (47)). We hope
to improve (47) in a future version.
The proof of Theorem 2 relies on the following precise control of qth-moments (cf.
[1, Theorem 3.4] and [7, Proposition 5.4.2]).
Lemma 5 (Control of qth-moments). Assumption (35) entails for all q ≥ 1:
(48) 〈(F − 〈F 〉)2q〉 1q ≤ Cq
ρ
〈‖∂F
∂a
‖2q〉 1q
with a (generic) universal constant C.
Lq(〈·〉)-versions like (48) have crucially been used in earlier work [19, Lemma 2],
however without quantifying the q-dependence, which is unavoidable in the proof of
Theorem 2.
We now turn to the moment bounds on the extended corrector, which we essentially
obtain as a corollary of Theorem 2 (except in the critical cases β = 1− 2
d
when the
correctors grow logarithmically).
Theorem 3. Assume that 〈·〉 is stationary and satisfies the coarsened logarithmic
Sobolev inequality (35) of Theorem 1 with parameter 0 ≤ β < 1. Then the sublinear
extended corrector (φ, σ) of Lemma 1 satisfies for all x ∈ Rd
(49)( 
B(x)
|(φ, σ)|2
) 1
2 .
∣∣∣  
B
(φ, σ)
∣∣∣+ C(x)

1 for 0 ≤ β < 1− 2
d
,
log(2 + |x|) 12 for 0 ≤ β = 1− 2
d
,
1 + |x| d2 (β−1+ 2d ) for 1− 2
d
< β,
where C is a stationary random field that satisfies (47).
In particular, for 0 ≤ β < 1 − 2
d
, this implies the existence and uniqueness of a
stationary extended corrector (φ, σ) with finite second moment that solves (6)—(8).
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In addition, it satisfies the following version of (49): For all x ∈ Rd,
(50)
( 
B(x)
|(φ, σ)|2
) 1
2 . C(x).
As a formal expansion in small ellipticity contrast suggests, the condition 0 ≤ β <
1− 2
d
is sharp for the existence of stationary correctors. We make use of Theorem 3
to extend to the continuum setting and to correlated fields (that is, β > 0) the
quantitative error estimate in the asymptotic two-scale expansion we derived in [20]
for β = 0.
Remark 2. As noticed by Armstrong and Smart in [4], for β = 0 and d > 2,
(49) with ε = 0 essentially follows from the combination of [4, Theorem 1.2], [24,
Lemma 2.5], and Lemma 5.
Corollary 3 (Quantitative two-scale expansion). Assume that 〈·〉 is stationary and
satisfies the coarsened logarithmic Sobolev inequality (35) of Theorem 1 with param-
eter 0 ≤ β < 1, and let φi be the associated sublinear correctors. Let f ∈ L2(Rd) be
a compactly supported function (with mean-value zero if d = 2). For all ε > 0, let
uε ∈ H1(Rd) denote the unique weak solution of
−∇ · a( ·
ε
)∇uε = f,
and let uhom ∈ H1(Rd) denote the unique weak solution of the homogenized problem
−∇ · ahom∇uhom = f.
Then, we have the following quantitative two-scale expansion:(ˆ
|∇uε −∇uhom − ∂iuhom∇φi( ·
ε
)|2
) 1
2
. Cε(f)
(ˆ
G2d,β|∇∇uhom|2
) 1
2

ε for 0 ≤ β < 1− 2
d
,
ε| log(ε)| 12 for 0 ≤ β = 1− 2
d
,
ε
d
2
(1−β) for β > 1− 2
d
,
where Gd,β is defined by
Gd,β(x) :=

1 for 0 ≤ β < 1− 2
d
,
log(2 + |x|) 12 for 0 ≤ β = 1− 2
d
,
1 + |x| d2 (β−1+ 2d ) for β > 1− 2
d
,
and Cε(f) are random variables that have the same stochastic integrability as C in
Theorem 3. In particular, for all q ≥ 1 and all ε > 0, we have 〈Cε(f)q〉
1
q ≤ 〈Cq〉 1q .
Remark 3. If the entropy in the l. h. s. of the coarsened logarithmic Sobolev in-
equality (35) is weakened to the variance, that is if we have the coarsened spectral
gap estimate
(51) var [F ] ≤ 1
ρ
〈
‖∂F
∂a
‖2
〉
,
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then (48) in Lemma 5 is replaced by
〈(F − 〈F 〉)2q〉 1q ≤ Cq
2
ρ
〈
‖∂F
∂a
‖2q
〉
and the results of Theorems 1, 2, and 3 (and Corollary 3) still hold but with half the
integrability exponents.
For convenience, we recall an elementary characterization of exponential moment
bounds, the proof of which is displayed in the appendix.
Lemma 6. Let F denote a non-negative random variable. Suppose that
(52)
〈
exp(
1
C
F )
〉
< 2
for some C ≥ 1, then
(53) 〈F p〉 1p ≤ pC
for all p ≥ 1. Conversely, if (53) holds for some C = C ′ and all p ∈ N larger than
some threshold p0, then (52) is true for some constant C (only depending on C
′ and
p0).
3. Proof of the regularity theory
3.1. Caccioppoli’s inequality and the hole filling argument. In the proofs,
we shall make intensive use of the classical Caccioppoli and hole filling arguments,
which we state for future reference, and prove for the reader’s convenience.
Lemma 7. Let R ≥ 1. Consider u ∈ H1(BR) and g ∈ L2(BR) related by
(54) −∇ · a∇u = −∇ · g in BR.
• (Caccioppoli’s estimate). There exists a constant C = C(d, λ) > 0 such that
for any constant c we have
(55) ∀0 < ρ < R :
ˆ
BR−ρ
|∇u|2 ≤ C
(ˆ
BR
|g|2 + 1
ρ2
ˆ
BR\BR−ρ
(u− c)2
)
.
• (Hole filling estimate). There exists a “hole filling” exponent ε = ε(d, λ) ∈
(0, 1] such that the following holds: If the right-hand side g decays in the
sense of
(56) ∀0 < ρ < R :
 
Bρ
|g|2 ≤ c0
(
(
ρ
R
)d(ε−1) + 1
)
,
for some c0 > 0, then there exists a constant C = C(d, λ) such that
∀0 < ρ < R :
 
Bρ
|∇u|2 ≤ C( ρ
R
)d(ε−1)
(
log(
R
ρ
)c0 +
 
BR
|∇u|2
)
.
21
Remark 4 (Application to (φ, σ)). An application of the hole filling estimate to
the a-harmonic coordinate u(x) = φi(x) + xi yields the existence of an exponent
ε = ε(d, λ) such that for all 0 < ρ < R and x ∈ Rd:
(57)
 
Bρ(x)
|∇φi + ei|2 . ( ρ
R
)d(ε−1)
 
BR(x)
|∇φi + ei|2,
where . stands for ≤ up to a constant that only depends on d and λ. As a conse-
quence, the flux difference qi = a(∇φi + εi)−ahomei satisfies the decay property (56)
in form of
∀0 < ρ < R :
 
Bρ(x)
|qi|2 ≤ 2(
 
BR
|∇φi + ei|2 + 1)
(
(
ρ
R
)d(ε−1) + 1
)
.
Hence, we may apply the hole filling estimate to the flux correctors σ1, . . . , σd. Com-
bined with (57) we deduce that for all 0 < ρ < R:
d∑
i=1
( 
Bρ(x)
|∇φi + ei|2 + |∇σi|2 + 1
)
. ( ρ
R
)d(ε−1) log(
R
ρ
)
d∑
i=1
( 
BR(x)
|∇φi + ei|2 + |∇σi|2 + 1
)
.
By decreasing ε, we may absorb the logarithm and finally get
d∑
i=1
( 
Bρ(x)
|∇φi + ei|2 + |∇σi|2 + 1
)
. ( ρ
R
)d(ε−1)
d∑
i=1
( 
BR(x)
|∇φi + ei|2 + |∇σi|2 + 1
)
.
(58)
Proof of Lemma 7. We first prove the Caccioppoli estimate, and then turn to the
hole filling.
Step 1. Caccioppoli’s estimate.
For the convenience of the reader, we recall this standard argument under the weak
ellipticity assumption (2), which thanks to the homogeneity of the coefficients could
be weakened further, see [15, Proposition 2.1]. By scaling, we may w. l. o. g. assume
that R = 1 and by adding a constant, c = 0, so that it remains to show
(59)
ˆ
B1−ρ
|∇u|2 .
ˆ
B1
|g|2 + 1
ρ2
ˆ
B1\B1−ρ
u2.
where here and below . stands for ≤ up to a constant that depends on d and λ.
To this purpose we test −∇ · a∇u = 0 with η2u, where η is a cut-off for B1−ρ in B1;
using Leibniz’ rule in form of
∇(η2u) · a∇u
= ∇(ηu) · a∇(ηu) + u∇η · a∇(ηu)− u∇(ηu) · a∇η − u2∇η · a∇η,
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we obtain with (54) the identity
ˆ
∇(ηu) ·a∇(ηu) =
ˆ
g ·∇(uη2)+
ˆ
(−u∇η ·a∇(ηu)+u∇(ηu) ·a∇η+u2∇η ·a∇η).
With |∇(uη2)| ≤ |u|η|∇η|+η|∇(uη)| and by uniform ellipticity and boundedness of
a, cf. (2) and (1), this yields
λ
ˆ
|∇(ηu)|2 ≤
ˆ
|g|η(|∇(ηu)|+ |∇η|u) +
ˆ
(2|u||∇η||∇(ηu)|+ u2|∇η|2).
By Young’s inequality this entailsˆ
|∇(ηu)|2 .
ˆ
|g|2η2 +
ˆ
u2|∇η|2,
so that by the properties of the cut-off function we obtain (59).
Step 2. Hole filling.
This is a standard argument due to Kjell-Ove Widman which has been popularized
under the name of “hole filling”, see for instance [15, p.81]. It has been used in
stochastic homogenization in [28, Lemma 6, Step 2] (without referring to Widman).
For convenience of the reader, we sketch the argument and first argue that there
exists θ = θ(d, λ) < 1 such that for any 0 < r < 2r ≤ R we have
(60)
ˆ
Br
|∇u|2 ≤ θ
(ˆ
B2r
|g|2 +
ˆ
B2r
|∇u|2
)
.
Indeed, by appealing tp Caccioppoli’s inequality (i.e. (55) with R = 2r, ρ = r and
c =
ffl
B2r\Br u) we getˆ
Br
|∇u|2 ≤ C0
(ˆ
B2r
|g|2 + 1
r2
ˆ
B2r\Br
|u−
 
B2r\Br
u|2
)
,
for some constant C0 (only depending on d and λ). Combined with Poincare´’s
inequality this turns into
ˆ
Br
|∇u|2 ≤ C0
(ˆ
B2r
|g|2 +
ˆ
B2r\Br
|∇u|2
)
.
Here comes the “hole filling” trick: By adding C0
´
Br
|∇u|2 to both sides and dividing
by (C0 + 1), we get (60) with θ :=
C0
C0+1
.
Given ρ ∈ (0, R), define N ∈ N by 2−N−1R < ρ ≤ 2−NR. Then the iteration of (60)
yields
(61)
ˆ
Br
|∇u|2 ≤
ˆ
B
2−NR
|∇u|2 ≤
(
N∑
k=1
θk
ˆ
B
2k−NR
|g|2
)
+ θN
ˆ
BR
|∇u|2.
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We now define the sought for “hole filling” exponent ε via the identity 2−εd = θ.
Hence, thanks to the decay assumption on g, we obtain 
B
2k−NR
|g|2 ≤ c0
(
2(k−N)d(ε−1) + 1
)
≤ 2c0 2(k−N)d(ε−1),
and thus
1
|BR|
ˆ
B
2k−NR
|g|2 = 2(k−N)d
 
B
2k−NR
|g|2 ≤ 2c0 2(k−N)dε = 2c0 θN−k.
Combined with θN = 2−Nεd ≤ (2 ρ
R
)εd and N ≤ 1
2
log(R
ρ
), we get
1
|BR|
(
N∑
k=1
θk
ˆ
B
2k−NR
|g|2 + θN
ˆ
BR
|∇u|2
)
≤ c0 log(R
ρ
)(2
ρ
R
)εd + (2
ρ
R
)εd
 
BR
|∇u|2,
and thus the sought for estimate. 
3.2. Proof of Lemma 1: Construction of correctors. This proof is standard
and essentially based on [25, Section 7.2]. We suppress the index i (which is fixed
throughout the proof) in our notation for the tensor fields φi, σijk, and qij.
Step 1. Construction of a potential field g (playing the role of ∇φ).
Consider the space of curl-free vector fields of vanishing expectation
X := {g ∈ L2(Ω,Rd)|Djgk = Dkgj distributionally, 〈gj〉 = 0},
where the “horizontal” derivative Dj is defined as in [33] by
(Djζ)(a) := lim
h→0
1
h
(ζ(a(·+ hej))− ζ(a)).
Because of stationarity, −Dj is the (formal) adjoint of Dj. By stationarity, ergodic-
ity, and the density of {Dφ|φ ∈ H1(Ω)} ⊂ X in X, (2) translates into
(62) ∀g ∈ X 〈g · a(0)g〉 ≥ λ〈|g|2〉.
By the Lax-Milgram theorem, there thus exists a unique
(63) g ∈ X, ∀g˜ ∈ X 〈g˜ · a(0)(g + ei)〉 = 0.
With help of (62), we see that it satisfies the bound
(64) 〈|g|2〉 ≤ 1
λ2
.
Since {Dφ|φ ∈ H1(Ω)} ⊂ X, (63) implies in particular
(65) D · a(0)(g + ei) = 0
in a distributional sense. We define the homogenized coefficient ahom in direction ei
as
(66) ahomei = 〈a(0)(g + ei)〉.
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In particular, the random vector q ∈ Rd
(67) q := a(0)(g + ei)− ahomei = a(0)(g + ei)− 〈a(0)(g + ei)〉
which we may think of a flux correction, satisfies
(68) 〈|q|2〉 ≤ 1
λ2
+ 1, 〈q〉 = 0, D · q = 0,
(the bound is seen as follows 〈|q|2〉
(67)
≤ 〈|a(0)(g + ei)|2〉
(1)
≤ 〈|g + ei|2〉 = 〈|g|2〉+ 1
(64)
≤
1
λ2
+ 1, the +1 is the price to pay for knowing (62) only for g’s with 〈g〉 = 0) which
mimics the properties of the field correction, namely
〈|g|2〉 ≤ 1
λ2
, 〈g〉 = 0, Djgk = Dkgj.
Step 2. Construction of a curl-free matrix field b.
For the construction of σjk we first introduce an auxiliary third order tensor field
b = bjkl. Let Rd×dsym denote the space of symmetric matrices and consider the space
of curl-free symmetric tensor fields of vanishing expectation
(69) Y := {b˜ ∈ L2(Ω,Rd×dsym)|Dkb˜lm = Dmb˜lk distributionally, 〈b˜kl〉 = 0},
which is a closed subspace of L2(Ω,Rd×dsym). We denote by bj ∈ Y the L2(Ω,Rd×dsym)-
orthogonal projection of the tensor field qjI onto Y , where I denotes the identity
matrix in Rd×d. As a projection, bj satisfies the estimate
(70) 〈|bj|2〉 ≤ 〈|qjI|2〉 = d
〈
q2j
〉
.
We claim that the third order tensor b = bjkl satisfies
trace bj =
∑
k
bjkk = qj,(71) ∑
k
bkkj = 0.(72)
We first prove (71). Since {D2ζ|ζ ∈ H2(Ω)} ⊂ Y , we have by orthogonality and the
curl-free condition in the definition (69) of Y :
0 = 〈D2ζ · (bj − qjI)〉 = 〈(traceD2ζ)(trace bj − qj)〉.
This implies (71), since by ergodicity {traceD2ζ : ζ ∈ H2(Ω)} is dense in {ζ ∈
L2(Ω) : 〈ζ〉 = 0 } and both bj and qj have vanishing expectation.
The remaining identity (72) follows from D · q = 0, cf. (68). Indeed, by the curl-free
and symmetry conditions we have
DlDlbkkj = DlDjbkkl = DlDjbklk = DjDkbkll
in a distributional sense. Hence, for all j we have
〈(traceD2ζ)(
∑
k
bkkj)〉 (71)= −〈DDjζ · q〉 (68)= 0,
and (72) follows from ergodicity.
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Step 3. Construction of potential scalar and vector fields for g and b.
By construction of g and b, these fields are horizontally curl-free in a distributional
sense:
Djgk = Dkgj and Dlbjkm = Dmbjkl.
We extend the random variables g, q, and b to stationary fields according to g(a, x) =
g(a(·+x)), however keeping the same symbol so that in particular (67) is consistent
with (9). By definition of the horizontal derivative, spatial and horizontal derivatives
are then related by (∂jg)(a, x) = (Djg)(a(·+ x)), so that we obtain in particular
∂jgk = ∂kgj and ∂lbjkm = ∂mbjkl.
Therefore, there exist fields φ = φ(a, x) and σjk = σjk(a, x) with the property that
(73) gj = ∂jφ, bjkl − bkjl = ∂lσjk.
The fields φ and σjk are uniquely determined by (73) up to a random additive
constant in x, which we may fix by requiring that their average on the unit ball
centered at the origin vanishes, e. g.
ffl
B
φ =
ffl
B
σjk = 0. This makes the fields
(generically) non-stationary and ensures that {σjk}jk inherits the build-in asymme-
try of {bjkl−bkjl}jk, and thus (5) follows. Clearly, the build-in vanishing expectation
properties of g and b translate into those in (4). Moreover, the bounds stated in (4)
follow from the moment bounds on g and q, cf. (64) and (68).
We note that by definition (73) and (65), the latter rewritten in terms of spatial
instead of horizontal derivatives as ∇· a(g+ ei) = 0, we obtain (6). For (7), we note
that
∂lσjl
(73)
= bjll − bjjl (71),(72)= qj.
Finally (8) can be seen as follows
∂l∂lσjk
(73)
= ∂lbjkl − ∂lbkjl
= ∂lbjlk − ∂lbklj by symmetry of b
= ∂kbijll − ∂jbikll by curl-freeness of b
(71)
= ∂kqj − ∂jqk.
3.3. Proof of Lemma 3: Large-scale regularity by perturbation. Following
[5], we recover the improvement (23) for a-harmonic functions as a perturbation of a
result for ahom-harmonic functions. We thus start with recalling classical regularity
results for ahom-harmonic functions u(x) in BR: in terms of inner regularity, we need
(74) R2 sup
BR
2
|∇2u|2 + sup
BR
2
|∇u|2 .
 
BR
|∇u|2,
while for boundary regularity, we shall use for any radius 0 < ρ < R
2
(75)
ˆ
BR\BR−ρ
|∇u|2 . R( ρ
R
)
1
d
ˆ
∂BR
|∇tanu|2.
For the convenience of the reader, these estimates are proved in the appendix.
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We split the rest of the proof into four steps. We compare a-harmonic functions
to ahom-harmonic functions in Step 1, and derive a representation formula for the
difference which makes crucial use of the correctors (φ, σ). We then combine the
classical regularity theory above with the representation formula of Step 1 to prove
(23) in Steps 2 and 3. The last step is dedicated to the proof of (25).
Step 1. Representation of the homogenization error with the use of σ.
We now come to the core of the proof. Writing the Dirichlet integral in polar
coordinates as
´
BR
|∇u|2 = ´ R
0
´
∂Br
|∇u|2dr, we see that there exists a radius R′ ∈
(1
2
R,R) such that
(76)
ˆ
∂BR′
|∇u|2 . 1
R
ˆ
BR
|∇u|2.
Let uhom be the ahom-harmonic extension of u on the above-chosen ball BR′ , that is,
(77) −∇ · ahom∇uhom = 0 in BR′ , uhom = u on ∂BR′ .
We want to study the homogenization error u − (uhom + ∂iuhomφi), where we use
Einstein’s summation convention. In order to keep notation lean, we assume w. l.
o. g. that the spatial average of (φ, σ) on BR vanishes. In order to enforce vanishing
boundary data on ∂BR′ , for given ρ ≤ 14R′ we introduce the cut-off function η for
BR′−2ρ in BR′−ρ, and thus think of the length ρ as a boundary layer thickness, which
will be optimized at the end. We thus consider
v := u− (uhom + η∂iuhomφi) ∈ H10 (BR′).
Our first task is to derive a formula for −∇·a∇v with help of σ. For the convenience
of the reader, we reproduce the standard argument. Applying the gradient, we
obtain by Leibniz’ rule
(78) ∇v = ∇u− (∇uhom + η∂iuhom∇φi + φi∇(η∂iuhom)).
Applying −∇ · a, this yields because of (22)
−∇ · a∇v
= ∇ · (a∇uhom + η∂iuhoma∇φi) +∇ · φia∇(η∂iuhom)
= ∇ · ((1− η)a∇uhom + η∂iuhoma(∇φi + ei)) +∇ · φia∇(η∂iuhom).
Using −∇ · a(∇φi + ei) = 0, cf. (6), this simplifies to
−∇ · a∇v
= ∇ · ((1− η)a∇uhom) +∇(η∂iuhom) · a(∇φi + ei) +∇ · φia∇(η∂iuhom).
Writing∇(η∂iuhom)·ahomei = ∇·(η∂iuhomahomei) = ∇·(ηahom∇uhom), and appealing
to (77) in form of ∇ · (ηahom∇uhom) = −∇ · ((1 − η)ahom∇uhom), we see that the
above turns into
−∇ · a∇v
= ∇ · ((1− η)(a− ahom)∇uhom)
+∇(η∂iuhom) · (a(∇φi + ei)− ahomei) +∇ · φia∇(η∂iuhom).
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Using ∇ · σi = qi = a(∇φi + ei) − ahomei, cf. (7), and the skew symmetry of σi, cf.
(5), in form of
∇w · (∇ · σi) = ∂jw∂kσijk (5)= ∂k(∂jw σijk) = ∂k(σijk∂jw) (5)= −∇ · (σi∇w),
we may rewrite the above as
(79) −∇ · a∇v = ∇ · ((1− η)(a− ahom)∇uhom + (φia− σi)∇(η∂iuhom)).
Step 2. Estimate based on the representation formula (79).
Because of the boundary condition in (77) and thanks to the cut-off function η, v
vanishes on ∂BR′ . Hence we obtain from testing the above with v and using uniform
ellipticity of a:
λ2
ˆ
BR′
|∇v|2 ≤
ˆ
BR′
|(1− η)(a− ahom)∇uhom + (φia− σi)∇(η∂iuhom)|2.
By boundedness of a and ahom, cf. (1) and (3), this implies with help of the triangle
inequality in L2(BR)ˆ
BR′
|∇v|2 .
ˆ
BR′
(1− η)2|∇uhom|2
+
ˆ
BR′
|σ|2|∇(η∇uhom)|2 +
ˆ
BR′
|φ|2|∇(η∇uhom)|2,
where . means up to a generic constant that only depends on d and λ. In view of
(78) and another application of the triangle inequality, this yieldsˆ
BR′
|∇u− (∇uhom + η∂iuhom∇φi)|2 .
ˆ
BR′
(1− η)2|∇uhom|2
+
ˆ
BR′
|σ|2|∇(η∇uhom)|2 +
ˆ
BR′
|φ|2|∇(η∇uhom)|2.
Since η is cut-off for BR′−2ρ in BR′−ρ, this yieldsˆ
BR′−2ρ
|∇u− ∂iuhom(ei +∇φi)|2 .
ˆ
BR′\BR′−2ρ
|∇uhom|2
+
ˆ
BR′−ρ
|(σ, φ)|2(|∇2uhom|2 + 1
ρ2
|∇uhom|2).
By the triangle inequality in L2(Br), we have for all radii r ≤ R′2 , which because of
ρ ≤ R′
4
implies r ≤ R′ − 2ρ,
ˆ
Br
|∇u− ∂iuhom(0)(ei +∇φi)|2
≤
ˆ
BR′−2ρ
|∇u− ∂iuhom(ei +∇φi)|2 +
ˆ
Br
|∇uhom −∇uhom(0)|2|id +∇φ|2.
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Setting ξ = ∇uhom(0), this impliesˆ
Br
|∇u− (ξ +∇φξ)|2
.
ˆ
Br
|id +∇φ|2|∇uhom −∇uhom(0)|2
+
ˆ
BR′−ρ
|(φ, σ)|2(|∇2uhom|2 + 1
ρ2
|∇uhom|2) +
ˆ
BR′\BR′−2ρ
|∇uhom|2
. r2 sup
Br
|∇2uhom|2
ˆ
Br
|id +∇φ|2
+
(
sup
BR′−ρ
(|∇2uhom|2 + 1
ρ2
|∇uhom|2)
)ˆ
BR
|(φ, σ)|2 +
ˆ
BR′\BR′−2ρ
|∇uhom|2.
Step 3. Proof of (23).
We now bring in the regularity for ahom-harmonic maps like uhom in form of
sup
Br
|∇2uhom| . ( 1
R′
)2
 
BR′
|∇uhom|2,(80)
sup
BR′−ρ
(|∇2uhom|2 + 1
ρ2
|∇uhom|2) . 1
ρ2
(
R′
ρ
)d
 
BR′
|∇uhom|2,(81)
ˆ
BR′\BR′−2ρ
|∇uhom|2 . R′( ρ
R′
)
1
d
ˆ
∂BR′
|∇tanuhom|2.(82)
In view of 2ρ ≤ 1
2
R′, estimate (82) is a slight reformulation of (75). Because of our
restriction r ≤ R′
2
we have Br ⊂ BR′
2
so that (80) follows immediately from (74). For
(81) we note that by (74) we have |∇2uhom(x)|2+ 1ρ2 |∇uhom(x)|2 . 1ρ2
ffl
Bρ(x)
|∇uhom|2;
since for x ∈ BR′−ρ we have Bρ(x) ⊂ BR′ , this implies (81).
We further estimate the right-hand sides in (80)–(82) with help of the elementary a
priori estimate of uhom in terms of u:ˆ
BR′
|∇uhom|2 .
ˆ
BR′
|∇u|2 ≤
ˆ
BR
|∇u|2,(83)
ˆ
∂BR′
|∇tanuhom|2 (77)=
ˆ
∂BR′
|∇tanu|2
(76)
. 1
R
ˆ
BR
|∇u|2.
Note that (83) is an elementary consequence of testing (77) with uhom−u and using
uniform ellipticity and boundedness of a, (2) and (1).
We further need a Caccioppoli estimate for φ, namely
(84)
 
Br
|ei +∇φi|2 . 1 + 1
r2
 
B2r
|φi −
 
B2r
φi|2,
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which follows from 
Br
|ei +∇φi|2 . 1
r2
 
B2r
|xi + φi −
 
B2r
(xi + φi)|2,
and thus is indeed a consequence of (55) since u(x) = xi + φi(x) is a-harmonic, cf.
(6).
The combination of (80)–(84) with the estimate of Step 4 yields (recall R′ ∈ (1
2
R,R)
and the definition of δ, cf. (24))
 
Br
|∇u− (ξ + φξ)|2 .
(
(
r
R
)2(1 + δ) + (
R
r
)d
(
(
R
ρ
)d+2δ + (
ρ
R
)
1
d
)) 
BR
|∇u|2.
Note that because of the only constraint 0 < ρ ≤ 1
4
R′ on the boundary layer width
ρ and because of R′ ≥ 1
2
R, the length ratio ` := ρ
R
may vary freely in (0, 1
8
]. Hence,
min
0<`≤ 1
8
(
(
1
`
)d+2δ + `
1
d
)
. δ + δ
1
(d+1)2 ,
and (23) follows for r ≤ 1
4
R (since r was constrained by r ≤ 1
2
R′ and R′ ≥ 1
2
R).
In the complementary range r ∈ [1
4
R,R] the estimate (23) is trivial; we just choose
ξ = 0 in this case.
Step 4. Proof of (25).
The upper bound is an easy consequence of (84). Here comes the argument for
the lower bound: For a given “boundary layer thickness” 0 < ρ ≤ r
2
we consider a
cut-off function η for Br−ρ in Br. We obtain by Jensen’s inequality and integration
by parts ˆ
Br
|ξ +∇φξ|2 ≥
ˆ
η|ξ +∇φξ|2
≥
(ˆ
η
) ∣∣∣∣ 1´ η
ˆ
η(ξ +∇φξ)
∣∣∣∣2
=
(ˆ
η
) ∣∣∣∣ξ − 1´ η
ˆ
(φξ −
 
Br
φξ)∇η
∣∣∣∣2 .
By the properties of the cut-off function, we thus have on the one hand
 
Br
|ξ +∇φξ|2 ≥ (1− Cρ
r
)
∣∣∣∣ξ − 1´ η
ˆ
(φξ −
 
Br
φξ)∇η
∣∣∣∣2 ,
where C denotes a generic constant only depending on d (that may change from line
to line), and on the other hand
1´
η
∣∣∣∣ˆ (φξ −  
Br
φξ)∇η
∣∣∣∣ ≤ C 1ρ
 
Br
|φ−
 
Br
φ||ξ|
(24)
≤ C r
ρ
δ
1
2 |ξ|.
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This combines to ˆ
Br
|ξ +∇φξ|2 ≥ (1− Cρ
r
)(1− C r
ρ
δ
1
2 )2|ξ|2.
Since we only need to treat the case of δ  1 (“”in terms of constants only
depending on d), we may optimize by choosing the length ratio ρ
r
= δ
1
4  1, which
yields (25).
3.4. Proof of Lemma 2: Excess-decay and the minimal radius. We split the
proof into two steps. We first note that the smallness assumption (10) entails for
all (non-necessarily dyadic) r ≥ r∗,
1
r2
 
BR
|(φ, σ)−
 
Br
(φ, σ)|2 ≤ 22+d 1
C(d, λ, α)
,
so that (up to further reducing C(d, λ, α)) we may assume that (10) holds for all
(non-necessarily dyadic) r ≥ r∗.
Step 1. Proof of (13) and (14).
Our starting point is the inequality
(85) Exc(θR′) ≤ C(d, λ)((1 + δ)θ2 + (δ 1(d+1)2 + δ)θ−d)Exc(R′)
which holds for all R′ ≤ R and 0 < θ ≤ 1 and follows from Lemma 3 applied to
the a-harmonic function x 7→ u(x) − (ξ · x + φξ(x)) where ξ ∈ Rd minimizes the
right-hand side in the definition of Exc(R′). In the following we restrict R′ and θ
to the range r ≤ θR′ ≤ R. Note that in this case δ (which is defined in (24)) is
bounded from above by the expression
sup
s≥r
1
s2
 
Bs
|(φ, σ)−
 
Bs
(φ, σ)|2 =: δ0,
i.e. the left-hand side of the smallness condition (10). We suppose for a moment
that
(86) δ
1
(d+1)2
0 + δ0 ≤ κ
where 0 < κ  1 denotes a small positive constant that we choose below. With
(86) estimate (85) turns into
Exc(θR′) ≤ 2C(d, λ)(θ2 + κθ−d)Exc(R′),
which we wish to iterate in the spirit of a standard argument in elliptic regularity
theory, see for instance [15, Lemma 2.1]. Therefore we choose θ and κ such that
2C(d, λ)(θ2 + κθ−d) ≤ θ2α. This is possible e.g. if we define θ by the identity
θ2(1−α) = 1
4C(d,λ)
and choose κ sufficiently small (i.e. smaller than a positive constant
only depending on d, λ and α). In view of the smallness condition (10) we can indeed
find a large enough constant C(d, λ, α) such that (86) is fulfilled. Hence, we arrive
at
(87) Exc(θR′) ≤ θ2αExc(R′) for all R′ with r
θ
≤ R′ ≤ R,
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Exc(θnR) ≤ (θn)2αExc(R) provided r ≤ θnR.
Choosing now n such that θn+1R < r ≤ θnR and thus on the one hand θn ≤ θ−1 r
R
while on the other hand Exc(r) ≤ θ−dExc(θnR), this implies
Exc(r) ≤ θ−(d+2α)( r
R
)2αExc(R),
which is the claimed estimate (13). Clearly, (14) is an immediate consequence of
(25), possibly further reducing the constant in (10).
Step 2. Proof of (15).
In view of the non-degeneracy condition (14), for any ρ ≥ r, there exists a unique
ξρ ∈ Rd such that
(88)
 
Bρ
|∇u− (ξρ +∇φξρ)|2 = Exc(ρ),
so that ξρ can be interpreted as an effective gradient of u on scale ρ. We claim that
the dependence of ξρ on the scale ρ is well-controlled by the excess in the sense that
for all R ≥ R′ ≥ r
(89) |ξr − ξR′ |2 . Exc(R′) ≤
 
BR′
|∇u|2,
here and below . denotes ≤ up to a generic constant that only depends on d and
α > 0. By a dyadic argument which we will sketch presently, it is enough to consider
two radii ρ and R′ that are close in the sense of r ≤ ρ ≤ R′ ≤ 2ρ and to show
(90) |ξρ − ξR′ |2 . Exc(R′).
Here comes the dyadic argument: Let N denote the non-negative integer with
2−(N+1)R′ < r ≤ 2−NR′. By (90) for n = 0, · · · , N − 1 we have
|ξr − ξ2−NR′ |2 . Exc(2−NR′), |ξ2−(n+1)R′ − ξ2−nR′ |2 . Exc(2−nR′),
and thus by the triangle inequality and since α > 0, we obtain (89):
|ξr − ξR′ |2 .
(
N∑
n=0
√
Exc(2−nR′)
)2
(13)
.
(
N∑
n=0
(2−n)α
√
Exc(R′)
)2
α>0
. Exc(R′).
We now turn to the argument for (90): Thanks to the non-degeneracy condition
(14) on scale ρ and applied to ξρ − ξR′ , we have
|ξρ − ξR′ |2 .
 
Bρ
|(ξρ − ξR′) +∇φξρ−ξR′ |2,
which by linearity we may rewrite as
|ξρ − ξR′|2 .
 
Bρ
|(ξρ +∇φξρ)− (ξR′ +∇φξR′ )|2,
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so that by the triangle inequality in L2(Bρ), and using ρ ∼ R′, we obtain
|ξρ − ξR′ |2 .
 
Bρ
|∇u− (ξρ +∇φξρ)|2 +
 
BR′
|∇u− (ξR′ +∇φξR′ )|2.
By definition (88), and using once more ρ ∼ R′ this turns as desired into
|ξρ − ξR′|2 . Exc(ρ) + Exc(R′) . Exc(R′).
We now may conclude the argument for (15). Thanks to the triangle inequality in
L2, the definition of the excess and the non-degeneracy condition (14), we get the
two estimates  
Br
|∇u|2 . Exc(r) + |ξr|2,
Exc(R) + |ξR|2 .
 
BR
|∇u|2,
which combined with Exc(r) . Exc(R) ≤ ffl
BR
|∇u|2 and (89) yields (15) as desired.
3.5. Proof of Corollary 1: Almost-sure Liouville property. The Liouville
property will be a fairly simple consequence of Lemma 2 and the following sublinear
growth property
(91) lim
r↑∞
1
r2
 
Br
|(φ, σ)−
 
Br
(φ, σ)|2 = 0 for a. e. a.
For φ this statement (in a more involved form) is a key ingredient for the quenched
invariance principle and can be established based on ergodicity and stationarity, see
[34]. We argue in Step 1 that the same argument can be used to establish this
property for σ.
Step 1. Proof of (91).
To keep notation lean, we just focus on σ and consider only one of the components
σjk of the tensor field σ. We drop the indices. The key property of the random,
typically non-stationary field σ(a, x) is that
∇σ is stationary and of zero expectation and finite variance,
see (4) in the statement of Lemma 1. This implies by von Neumann’s mean ergodic
theorem
(92) lim
L↑∞
〈|
 
BL
∇σ|2〉 12 = 0,
which is an easy consequence of the density of {Dφ| φ = φ(a), 〈φ2〉 < ∞} in
{g| g = g(a), Djgk = Dkgj , 〈g〉 = 0} w. r. t. 〈|g|2〉 12 guaranteed by our assumption
of ergodicity, see for instance [36] or [27, Proposition 1.6].
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The other ingredient is the maximal ergodic theorem, cf. [27, Chapter 1, Corol-
lary 2.2]: For a stationary random variable g(a, x),〈
sup
ρ>0
 
Bρ
|g|2
〉 1
2
≤ C〈|g|2〉 12 .
We apply this estimate to g = ∇σ and to g(x) = ffl
BL(x)
∇σ, yielding
〈sup
ρ>0
 
Bρ
|∇σ|2〉 12 ≤ C〈|∇σ|2〉 12 ≤ C(d, λ),(93)
〈sup
ρ>0
 
Bρ
|
 
BL(x)
∇σ|2dx〉 12 ≤ C〈|
 
BL
∇σ|2〉 12 .(94)
The last ingredient is a deterministic estimate for two radii L ≤ ρ
(95)
(
1
ρ2
 
Bρ
(σ −
 
Bρ
σ)2
) 1
2
. L
ρ
( 
B2ρ
|∇σ|2
) 1
2
+
( 
Bρ
|
 
BL(x)
∇σ|2dx
) 1
2
,
where . stands for ≤ up to a generic constant that only depends on d. By scaling,
we may assume that ρ = 1, for which (95) turns into
(96)
(ˆ
B1
(σ −
 
B1
σ)2
) 1
2
. L
(ˆ
B2
|∇σ|2
) 1
2
+
(ˆ
B1
|
 
BL(x)
∇σ|2dx
) 1
2
.
Here comes the argument for (96): By the triangle inequality we have
(97)
(ˆ
B1
(σ −
 
B1
σ)2
) 1
2
≤
(ˆ
B1
(δσL −
 
B1
δσL)
2
) 1
2
+
(ˆ
B1
(σL −
 
B1
σL)
2
) 1
2
,
where we introduced the abbreviation δσL := σ − σL and σL(x) :=
ffl
BL(x)
σ. Note
that ˆ
B1
|δσL(x)|2 dx =
ˆ
B1
|σ(x)−
 
BL
σ(x+ y) dy|2 dx
≤
ˆ
B1
 
BL
|σ(x)− σ(x+ y)|2 dy dx
≤ L2
ˆ
B1
 
BL
ˆ 1
0
|∇σ(x+ ty)|2 dt dy dx
≤ L2
ˆ
B2
|∇σ(x)|2 dx,
where in the last inequality we used that {x+ty : x ∈ B1, t ∈ (0, 1), y ∈ BL } ⊂ B2,
since L ≤ ρ = 1. Hence, we get for the first r. h. s. term in (97)
(98)
(ˆ
B1
(δσL −
 
B1
δσL)
2
) 1
2
. L
(ˆ
B2
|∇σ|2
) 1
2
.
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By Poincare´’s inequality (with vanishing mean value) we get for the second r. h. s.
term in (97)
(99)
(ˆ
B1
(σL −
 
B1
σL)
2
) 1
2
.
(ˆ
B1
|∇σL|2
) 1
2
=
(ˆ
B1
|
 
BL(x)
∇σ|2 dx
) 1
2
.
Inserting (98) & (99) into (97) yields (96).
We now conclude (91) by combining these ingredients. We take the supremum of
(95) over all ρ ≥ r, apply 〈(·)2〉 12 and obtain for L ≤ r〈
sup
ρ≥r
1
ρ2
 
Bρ
|σ −
 
Bρ
σ|2
〉 1
2 . L
r
〈
sup
ρ>0
 
Bρ
|∇σ|2
〉 1
2
+
〈
sup
ρ>0
 
Bρ
|
 
BL(x)
∇σ|2
〉 1
2
.
With help of (93) & (94) this yields〈
sup
ρ≥r
1
ρ2
 
Bρ
|σ −
 
Bρ
σ|2
〉 1
2 . L
r
+ 〈|
 
BL
∇σ|2〉 12 .
By (92), this implies
lim
r↑∞
〈
sup
ρ≥r
1
ρ2
 
Bρ
|σ −
 
Bρ
σ|2
〉
= 0.
Since r 7→ supρ≥r 1ρ2
ffl
Bρ
|σ − ffl
Bρ
σ|2 is monotone, we get (91).
Step 2. Conclusion.
Finally, we give the argument for the almost-sure Liouville property: By (91), we
may restrict to those coefficient fields for which limr↑∞ 1r2
ffl
Br
|(φ, σ)−ffl
Br
(φ, σ)|2 = 0.
Hence there exists a radius r < ∞ such that (10) holds for α. Now we are given
an a-harmonic function u with (16). By Caccioppoli’s estimate (55), this can be
upgraded to
(100) lim
R↑∞
1
R2α
 
BR
|∇u|2 = 0,
which in turn trivially yields
(101) lim
R↑∞
1
R2α
Exc(R) = 0.
By (13) this implies for all ρ ≥ r
(102) inf
ξ∈Rd
 
Bρ
|∇u− (ξ +∇φξ)|2 = Exc(ρ) = 0,
that is
(103) ∀ρ <∞ ∃ξ ∈ Rd s.t. ∇u = ξ +∇φξ a. e. in Bρ,
which upgrades to
(104) ∃ξ ∈ Rd s.t. ∇u = ξ +∇φξ a. e. in Rd,
and thus in turn implies (17).
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3.6. Proof of Corollary 2: Intrinsic large-scale C1,1-regularity. In view of the
non-degeneracy condition (14), for any ρ ≥ r∗(±x), there exists a unique ξρ,± ∈ Rd
such that
(105)
 
Bρ(x±)
|∇u− (ξρ,± +∇φξρ,±)|2 = Exc(Bρ(x±)),
so that ξρ,± can be interpreted as an effective gradient of u at ±x on scale ρ. Recall
that we use the shorthand notation ξ± = ξr∗,±. As in (89) in the proof of Lemma 2
we have that the dependence of ξρ,± on the scale ρ is well-controlled by the excess
in the sense that we have for all r ≥ r∗(±x)
(106) |ξ± − ξr,±|2 . Exc(Br(±x)),
where here and in the remainder of the proof, . denotes ≤ up to a generic constant
that only depends on d, λ, and α.
We set for abbreviation
(107) r := max{4|x|, 2r∗(x), r∗(−x)} so that r
4
≥ |x|, r
2
≥ r∗(x), r ≥ r∗(−x).
We now claim that on this scale r (which up to the cut-off r∗ is essentially the
distance between the points x and −x), the difference of the corresponding effective
gradients ξr,+ and ξr,− is well-controlled by the excess on that scale in the sense of
(108) |ξr,+ − ξr,−|2 . Exc(Br(x)) + Exc(Br(−x)).
Indeed, by the non-degeneracy condition (14) and thanks to (107), we have
|ξr,+ − ξr,−|2 .
 
B r
2
(x)
|(ξr,+ − ξr,−) +∇φξr,+−ξr,− |2.
By linearity of ∇φξ in ξ, the triangle inequality, and B r
2
(x)
(107)⊂ Br(±x), this yields
|ξr,+ − ξr,−|2 .
 
Br(x)
|∇u− (ξr,+ +∇φξr,+)|2 +
 
Br(−x)
|∇u− (ξr,− +∇φξr,−)|2,
which turns into (108) by definition of ξr and of the excess.
By the triangle inequality, estimates (106) and (108) combine to
(109) |ξ+ − ξ−|2 . Exc(Br(x)) + Exc(Br(−x)).
Since by (107) we have r ≥ r∗(±x), and by assumption on R we have r ≤ R, we
may apply Lemma 2 to the effect of
Exc(Br(x)) + Exc(Br(−x)) . ( r
R
)2α
(
Exc(BR
2
(x)) + Exc(BR
2
(x))
)
.
Since by assumption R ≥ 4|x| we have in particular BR
2
(±x) ⊂ BR so that trivially
by definition of the excess,
Exc(BR
2
(x)) + Exc(BR
2
(x)) . Exc(BR).
The combination of the three last estimates turns into (20).
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4. Proof of the optimal stochastic integrability of r∗
4.1. Proof of Theorem 1: Optimal stochastic integrability of r∗. Since our
ensemble is in particular ergodic, we know that r∗ <∞ almost surely by the quali-
tative theory. Hence it is enough to show
(110) 〈I(r∗ = r)〉 . exp(− 1
C
rd(1−β)) for any dyadic r  1,
where . and refer to a generic constant C <∞ only depending on the dimension
d, the ellipticity ratio λ > 0, the partition parameter β, and the constant in the
(c-LSI). Indeed, specifying (110) to
(111) 〈I(r∗ = r)〉 ≤ C0 exp(− 1
C0
rd(1−β)) for any dyadic r ≥ C
1
d(1−β)
0
for some specific constant C0 with the above dependence, we recover (36) in form of
〈exp( 1
2C0
rd(1−β)∗ )〉
=
∑
r≥1,dyadic
exp(
1
2C0
rd(1−β))〈I(r∗ = r)〉
(111)
≤
∑
r≥C
1
d(1−β)
0 ,dyadic
C0 exp(− 1
2C0
rd(1−β)) +
∑
r<C
1
d(1−β)
0 ,dyadic
exp(
1
2
).
Let us fix such a dyadic r ≥ 1 in (110). By definition (26) of the minimal radius r∗,
the event r∗ = r entails the event
r∗ ≤ r and 1
(r/2)2
 
Br/2
|(φ, σ)−
 
Br/2
(φ, σ)|2 > δ,
which because of
ffl
Br/2
· ≤ 2d ffl
Br
· implies
r∗ ≤ r and 1
r2
 
Br
|(φ, σ)−
 
Br
(φ, σ)|2 ≥ 2−(d+2)δ.
In view of Proposition 1, this event entails the event
(112) F 2 := sup
R≥r, dyadic
(
R
r
)γF 2R,T ≥ δ˜,
where we used the abbreviation introduced in (39), and where we have δ˜ = δ˜(d, λ, β),
since δ = δ(d, λ, β) and since we shall choose the exponents α and γ below just in
function of d and ε = ε(d, λ).
In view of the calculus involving the carre´-du-champ of the Malliavin derivative we
have from the definition (112)
‖∂F
∂a
‖2 ≤ sup
R≥r, dyadic
(
R
r
)γ‖∂FR,T
∂a
‖2,
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so that we obtain from (40) in Proposition 2
‖∂F
∂a
‖2 . sup
R≥r, dyadic
(
R
r
)γ(
√
T
R
)d(1−β).
In view of the relation (38) between
√
T and R this turns into
‖∂F
∂a
‖2 . (
√
t
r
)d(1−β) sup
R≥r, dyadic
(
r
R
)(2−α)
d(1−β)
2
−γ.
Hence we obtain
(113) ‖∂F
∂a
‖2 . (
√
t
r
)d(1−β) provided (2− α)d(1− β)
2
≥ γ.
We now turn to the expected value of F 2. From the definition (112) we obtain,
replacing the supremum by a sum
〈F 2〉 ≤
∑
R≥r, dyadic
(
R
r
)γ〈F 2R,T 〉,
so that we obtain from (41) in Proposition 2 and the relation (38)
〈F 2〉 .
∑
R≥r, dyadic
(
R
r
)γT−
εd(1−β)
d+2 ∼ t− εd(1−β)d+2
∑
R≥r, dyadic
(
r
R
)
εdα(1−β)
d+2
−γ.
Hence we have
(114) 〈F 2〉 . t− εd(1−β)d+2 provided εdα(1− β)
d+ 2
> γ.
In view of (113) and (114) we now choose our exponents: While for α, α = 1 is the
simplest choice, we have to choose γ such that γ < εd(1−β)
d+2
≤ εd(1−β)
2
, say γ = εd(1−β)
2(d+2)
.
This way, we obtain both,
‖∂F
∂a
‖2 . (
√
t
r
)d(1−β) and 〈F 2〉 . t− εd(1−β)d+2 .
In particular, we may choose t = t(d, λ, β) < ∞ sufficiently large (and thereby are
restricted to r ≥ √t 1) such that
‖∂F
∂a
‖2 . (1
r
)d(1−β) and 〈F 2〉 ≤ 1
2
δ˜,
with δ˜ introduced in (112). Hence we obtain by concentration of measure applied
to the random variable F
〈I(F 2 ≥ δ˜)〉 . exp(− 1
C
rd(1−β)).
In view of the above relation between the events, this entails (110).
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4.2. Proof of Proposition 1: From modified corrector to corrector. We
split the proof into three steps and start with a reduction argument.
Step 1. Reduction.
We shall prove the following stronger version of (37), which amounts to an estimate
of the systematic error (φ− φT , σ − σT ):
sup
R≥r, dyadic
(
R
r
)γ
 
BR
|∇(φ− φT , σ − σT )|2
. sup
R≥r, dyadic
(
R
r
)γ
 
BR
( 1
T
|(φT , σT )|2 + |qT,∗ −
 
BR
qT,∗|2
)
.(115)
Estimate (115) implies (37), since by the triangle inequality, Poincare´’s inequality
with mean zero, and
√
T . R, 
BR
1
R2
|(φ, σ)−
 
BR
(φ, σ)|2
.
 
BR
1
R2
|(φ− φT , σ − σT )−
 
BR
(φ− φT , σ − σT )|2 +
 
BR
1
R2
|(φT , σT )|2
.
 
BR
|∇(φ− φT , σ − σT )|2 +
 
BR
1
T
|(φT , σT )|2.
We establish (115) by a Campanato iteration based on γ > 0, reducing it to the
one-step but iterable estimate 
Br
|∇(φ− φt)|2 + ( r
R
)d|∇(σ − σt)|2
.
 
BR
|∇(φ− φT )|2 + ( r
R
)d|∇(σ − σT )|2
+
 
BR
1
T
|(φT , σT )|2 + (T
t
+ (
R
r
)d)
1
t
|(φt, σt)|2 + (R
r
)d|qt,∗ −
 
BR
qt,∗|2,(116)
which amounts to passing from the pair of radius/cut-off (r,
√
t) to the pair (R,
√
T ),
where on the latter we only assume
(117) r∗ ≤ r  R,
√
t .
√
T ,
√
t . r,
√
T . R.
We split the rest of the proofs into two steps: the proof of the one-step estimate
(116) and the Campanato iteration proper.
Step 2. Proof of (116).
We split the one-step estimate (116) into a part for φ, namely 
Br
|∇(φ− φt)|2
.
 
BR
|∇(φ− φT )|2 + 1
T
φ2T + (
T
t
+ (
R
r
)d)
1
t
φ2t + (
R
r
)d|qt,∗ −
 
BR
qt,∗|2(118)
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and a subordinate part for σ: 
Br
|∇(σ − σt)|2
.
 
BR
|∇(σ − σT )|2 + (R
r
)d|∇(φ− φT )|2 + (R
r
)d|qt,∗ −
 
BR
qt,∗|2
+
 
BR
1
T
|(φT , σT )|2 + (T
t
+ (
R
r
)d)
1
t
|(φt, σt)|2.(119)
Clearly (116) follows from adding ( r
R
)d × (119) to (118).
Substep 2.1. Proof of (118).
We note that according to (6) and (28), φ − φt satisfies −∇ · a∇(φ − φt) = 1tφt.
Hence we may split φ − φt = u + w on BR by solving the following two auxiliary
boundary value problems on that ball:
−∇ · a∇u = 0 in BR, u = φ− φt on ∂BR,(120)
−∇ · a∇w = 1
t
φt in BR, w = 0 on ∂BR.(121)
By the energy estimate for (120) (i. e. testing with u−(φ−φt) and using the uniform
ellipticity) we have
(122)
ˆ
BR
|∇u|2 .
ˆ
BR
|∇(φ− φt)|2.
In preparation for the energy estimate for (121), we split the r. h. s. according to
1
t
φt =
1
t
φt,∗ +
1
t
(φt − φt,∗) (28),(29)= ∇ · (qt,∗ −
 
BR
qt,∗) +
1
t
(φt − φt,∗),
where we recall that the subscript t, ∗ stands for a (symmetric) convolution on the
cut-off scale
√
t. Hence from testing (121) with w we obtain
(123) λ
ˆ
BR
|∇w|2 ≤ −
ˆ
BR
∇w · (qt,∗ −
 
BR
qt,∗) +
ˆ
BR
w
1
t
(φt − φt,∗).
Extending w trivially (and continuously) onto the entire Rd, we see that the second
term may be reformulated as
|
ˆ
BR
w
1
t
(φt − φt,∗)| = |
ˆ
(w − wt,∗)1
t
φt|
≤ ( ˆ |w − wt,∗|2 ˆ
BR+
√
t
(
1
t
φt)
2
) 1
2
≤ (tˆ |∇w|2 ˆ
BR+
√
t
(
1
t
φt)
2
) 1
2 .
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Inserting this into (123) and using that
√
t . r  R for BR+√t ⊂ B2R, we see that
(124)
ˆ
BR
|∇w|2 .
ˆ
BR
|qt,∗ −
 
BR
qt,∗|2 +
ˆ
B2R
1
t
φ2t .
We now use the mean-value property on the a-harmonic function u in BR (cf. (27),
which is admissible because of r∗ ≤ r ≤ R) and a trivial estimate on w: 
Br
|∇u|2 .
 
BR
|∇u|2 and
 
Br
|∇w|2 ≤ (R
r
)d
 
BR
|∇w|2.
The combination of this with (122) & (124) yields
(125)
 
Br
|∇(φ− φt)|2 .
 
BR
|∇(φ− φt)|2 + (R
r
)d|qt,∗ −
 
BR
qt,∗|2 +
 
B2R
(
R
r
)d
1
t
φ2t .
We now turn to the estimate of φT − φt, which by (28) satisfies 1T (φT − φt) − ∇ ·
a∇(φT − φt) = (1t − 1T )φt. Hence by the Caccioppoli estimate, that is, by testing
with η2(φT − φt) where η is a cut-off function for BR in B2R, we obtain at firstˆ
η2
1
T
(φT − φt)2
+ ∇(η2(φT − φt)) · a∇(φT − φt) = (1− t
T
)
ˆ
η2(φT − φt)1
t
φt
and then, by Young’s inequality to absorb the r. h. s. into the massive l. h. s. term
and the usual argument for the elliptic term: 
BR
|∇(φT − φt)|2 .
 
B2R
1
R2
(φT − φt)2 + (T
t
)
1
t
φ2t
1
R2
. 1
T
. 1
t
.
 
B2R
1
T
φ2T + (
T
t
)
1
t
φ2t .(126)
Together with (125), this yields by the triangle inequality 
Br
|∇(φ− φt)|2
.
 
BR
|∇(φ− φT )|2 + (R
r
)d|qt,∗ −
 
BR
qt,∗|2
+
 
B2R
1
T
φ2T + (
T
t
+ (
R
r
)d)
1
t
φ2t
.
 
B2R
|∇(φ− φT )|2 + 1
T
φ2T + (
T
t
+ (
R
r
)d)
1
t
φ2t + (
R
r
)d|qt,∗ −
 
B2R
qt,∗|2,
which yields (118) by replacing 2R with R.
Substep 2.2. Proof of (125).
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We note that according to (8) and (30), σ−σt satisfies−4(σ−σt) = ∇×(q−qt)+ 1tσt.
On BR, we split σ − σt = u+ w according to
−4u = 0 in BR, u = σ − σt on ∂BR,(127)
−4w = ∇× (q − qt) + 1
t
σt in BR, w = 0 on ∂BR.(128)
By the mean value inequality and the variational characterization for the harmonic
u defined through (127) we have (incidentally as clean inequalities)
(129)
 
Br
|∇u|2 ≤
 
BR
|∇u|2 ≤
 
BR
|∇(σ − σt)|2.
Also for w defined through (128) we proceed as before: Writing the second part of
the r. h. s. as
1
t
σt =
1
t
σt,∗ +
1
t
(σt − σt,∗) (30)= 4σt,∗ +∇× (qt,∗ −
 
BR
qt,∗) +
1
t
(σt − σt,∗),
we obtain from the energy estimate
ˆ
BR
|∇w|2 .
ˆ
BR
|q − qt|2 + |∇σt,∗|2 + |qt,∗ −
 
BR
qt,∗|2 +
ˆ
BR+
√
t
1
t
|σt|2,
where only the term with ∇σt,∗ is of a new type, but can be easily controlled through
the inverse estimate ˆ
BR
|∇σt,∗|2 .
ˆ
BR+
√
t
1
t
|σt|2
and thus is contained in one of the existing terms. Together with |q − qt| ≤ |∇(φ−
φt)|, cf. (9) and (29), and
√
t R we obtain
ˆ
BR
|∇w|2 .
ˆ
BR
|∇(φ− φt)|2 + |qt,∗ −
 
BR
qt,∗|2 +
ˆ
B2R
1
t
|σt|2.
In combination with the trivial estimate
ffl
Br
|∇w|2 ≤ (R
r
)d
ffl
BR
|∇w|2 and (129) we
obtain by the triangle inequality
 
Br
|∇(σ − σt)|2
.
 
BR
|∇(σ − σt)|2 + (R
r
)d|∇(φ− φt)|2 + (R
r
)d|qt,∗ −
 
BR
qt,∗|2
+
 
B2R
(
R
r
)d
1
t
|σt|2.(130)
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We now consider σT−σt which in view of (30) and (29) satisfies 1T (σT−σt)−4(σT−
σt) = ∇× a∇(φT − φt) + (1t − 1T )σt. We thus obtain from the Caccioppoli estimate 
BR
1
T
|σT − σt|2 + |∇(σT − σt)|2
.
 
B2R
1
R2
|σT − σt|2 + |∇(φT − φt)|2 + T
t2
|σt|2
1
R2
. 1
T
. 1
t
.
 
B2R
|∇(φT − φt)|2 + 1
T
|σT |2 + (T
t
)
1
t
|σt|2
(126) with R;2R
.
 
B4R
1
T
|(φT , σT )|2 + (T
t
)
1
t
|(φt, σt)|2.
Combined (via the triangle inequality) with (130) and once more (126), this gives
(119) in form of 
Br
|∇(σ − σt)|2
.
 
BR
|∇(σ − σT )|2 + (R
r
)d|∇(φ− φT )|2 + (R
r
)d|qt,∗ −
 
BR
qt,∗|2
+
 
B4R
1
T
|(φT , σT )|2 + (T
t
+ (
R
r
)d)
1
t
|(φt, σt)|2.
Step 3. Campanato iteration.
We now address the argument that leads from the one-step estimate (116) to (115).
In line with (38), we define for some dyadic θ  1 to be selected later
(131) (R0, T0) = (r, t) and (Rn, Tn) = (θ
−1Rn−1, θ−αTn−1).
For any n ∈ N we now apply (116) to (r, t) = (Rn−1, Tn−1) and (R, T ) = (Rn, Tn)
yielding 
BRn−1
|∇(φ− φTn−1)|2 + θd|∇(σ − σTn−1)|2
≤ C0
(  
BRn
|∇(φ− φTn)|2 + θd|∇(σ − σT )|2 + θ−d|qTn−1,∗ −
 
BRn
qTn−1,∗|2
+
1
Tn
|(φTn , σTn)|2 + θ−d
1
Tn−1
|(φTn−1 , σTn−1)|2
)
,(132)
where C0 < ∞ is a constant only depending on d and λ whose value we’d like to
retain for a moment. It is convenient to introduce
Λ := sup
n=0,1,···
(
Rn
r
)γ
 
BRn
|∇(φ− φTn)|2 + θd|∇(σ − σTn)|2,
and for simplicity we shall assume that it is finite: Clearly, this assumption requires
an approximation argument, a possible approximation argument being to replace
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(φ, σ) by (φT¯ , σT¯ ) and to stop increasing Tn once T¯ is reached; the estimate of
this proposition will then hold uniformly in T¯ , so that the desired statement is
obtained in the limit T¯ ↑ ∞ almost surely, using the qualitative theory in form of
(φT¯ , σT¯ ) → (φ, σ) following from mere ergodicity and stationarity of the ensemble
〈·〉. We may rewrite (132) as
(
Rn−1
r
)γ
 
BRn−1
|∇(φ− φTn−1)|2 + θd|∇(σ − σTn−1)|2
≤ C0θγ
(
Λ
+(
Rn
r
)γ
 
BRn
1
Tn
|(φTn , σTn)|2 +
θ−d
Tn−1
|(φTn−1 , σTn−1)|2 + θ−d|qTn−1,∗ −
 
BRn
qTn−1,∗|2
)
.
Now choosing θ = θ(d, λ, γ) > 0 so small that C0θ
γ ≤ 1
2
and taking the supremum
over n ∈ N we obtain
Λ . sup
n∈N
(
Rn
r
)γ
 
BRn
1
Tn
|(φTn , σTn)|2 +
1
Tn−1
|(φTn−1 , σTn−1)|2 + |qTn−1,∗ −
 
BRn
qTn−1,∗|2
∼ sup
n∈N
(
Rn
r
)γ
 
BRn
1
Tn−1
|(φTn−1 , σTn−1)|2 + |qTn−1,∗ −
 
BRn
qTn−1,∗|2.
Since Tn−1 ∼ Tn = (Rnr )αt by (131), we obtain (115) with scales related by (38).
4.3. Proof of Proposition 2: Sublinear growth of the modified corrector.
We start with the deterministic sensitivity estimate (40) and then turn to the esti-
mates of the expectation (41).
Step 1. Proof of (40).
We note that by duality, we obtain from the definition (39) of FR,T
FR,T = sup
{ 1√
R
d
ˆ
(
φT√
T
,
σT√
T
, qT,∗ −
 
BR
qT,∗)f
∣∣∣ˆ f 2 ≤ 1, suppf ⊂ BR},
where ( 1√
T
φT ,
1√
T
σT , qT,∗−
ffl
BR
qT,∗) stands for one of the components of the d scalar
potentials, the corresponding d skew-symmetric vector potentials, and the d mollified
fluxes. By symmetry of the convolution and since it does not increase the L2-norm,
we have
FR,T ≤ sup
{ 1√
R
d
ˆ
(
1√
T
φT ,
1√
T
σT , qT )f
∣∣∣ ˆ f 2 ≤ 1}.
Hence by calculus applied to the carre´-du-champ for the Malliavin derivative
‖∂FR,T
∂a
‖2 ≤ sup
{
‖ ∂
∂a
1√
R
d
ˆ
(
1√
T
φT ,
1√
T
σT , qT )f‖2
∣∣∣ ˆ f 2 ≤ 1}.
Hence for fixed test function f = f(x) with
´
f 2 ≤ 1, we need to show
‖ ∂
∂a
ˆ
(
1√
T
φT ,
1√
T
σT , qT )f‖2 .
√
T
d ∨Rβd,
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which, in the regime R &
√
T yields (40). Once more by duality, this time applied
to the definition (33) of ‖ · ‖, it remains to show
(133)
∣∣ˆ ( 1√
T
δφT ,
1√
T
δσT , δqT )f
∣∣2 . (√T d ∨Rβd)‖δa‖2∗,
where (δφT , δσT , δqT ) are the infinitesimal variations of (φT , σT , qT ) generated by
the infinitesimal variation δa of a, which, in view of (28), (29), and (30), are related
to δa via
1
T
δφT −∇ · a∇δφT = ∇ · δa(∇φT + e),(134)
δqT = a∇δφT + δa(∇φT + e),(135)
1
T
δσT −4δσT = ∇× δqT ;(136)
and where
(137) ‖δa‖2∗ =
∑
D
sup
D
|δa|2.
In fact, in (133), we replace ‖ · ‖∗ by the weaker norm
‖δa‖2∗ ≥
∑
D′
sup
D′
|δa|2,
where {D′} is a coarser partition than {D} that satisfies diam(D′) ' √T when
dist(D′) .
√
T
1
β and diam(D′) ' dist(D′)β otherwise. Hence we have to show∣∣ ˆ ( 1√
T
δφT ,
1√
T
δσT , δqT )f
∣∣2 . (√T d ∨Rβd)∑
D′
sup
D′
|δa|2,
or in view of the support condition on f and
´
f 2 ≤ 1,
(138)
ˆ
BR
1
T
|(δφT , δσT )|2 + |δqT |2 . (
√
T
d ∨Rβd)
∑
D′
sup
D′
|δa|2.
After these preparations, we will now establish the a priori estimate (138). It relies
on the following estimate on the scalar potential φT of the modified corrector cf
(28). Thanks to the massive term we have for our domains D′ (the size of which is
of order max{√T , dist(D′)β}):
(139) ∀ D′
ˆ
D′
|∇φT + e|2 . |D′| .
√
T
d ∨ dist(D′)βd.
In order to prove (139) we first derive an energy estimate with exponential weight.
Let u and v be related via
1
T
u−∇ · a∇u = ∇ · v,
45
then, for all 0 < c 1, and all ρ ≥ 1 and x0 ∈ Rd, we have
(140)
ˆ
1
T
(ηρ,x0u)
2 + |∇(ηρ,x0u)|2 .
ˆ
|ηρ,x0v|2,
where ηρ,x0(x) : x 7→ exp(−cdist(x,Bρ(x0)√T ) is an exponential cut-off function. By
Caccioppoli’s argument we obtainˆ
1
T
(ηρ,x0u)
2 + |∇(ηρ,x0u)|2 .
ˆ
|∇ηρ,x0|2u2 + η2ρ,x0 |v|2.
Because of c 1, we have |∇ηρ,x0|2  1T η2ρ,x0 so that the first r. h. s. term may be
absorbed into the first l. h. s. term, which yields
(141)
ˆ
1
T
(ηρ,x0u)
2 + |∇(ηρ,x0u)|2 .
ˆ
η2ρ,x0 |v|2.
We now argue that (141) implies (139). Indeed, if we take u = φT , v = ae, x0 the
center of D′, and ρ = diam (D′) = dist(D′)β, (141) yields by the cut-off propertyˆ
D′
1
T
φ2T + |∇φT |2 .
ˆ
η2ρ,x0 . ρ
d +
√
T
d . |D′|,
as claimed.
Let R ≥ 1. We now set ηR := ηR,0 and claim that (139) implies
(142)
ˆ
η2R|δa(∇φT + e)|2 . (
√
T
d ∨Rβd)
∑
D′
sup
D′
|δa|2.
Indeed, since ηR ≤ 1, since domains D′ at distance less than 2R from the origin
have size of order
√
T ∨ Rβ, while domains D′ at distance more than 2R from the
origin satisfy dist(D′, BR) . dist(D′):ˆ
η2R|δa(∇φT + e)|2dx
.
∑
D′
D′∩B2R 6=∅
|D′| sup
D′
|δa|2 +
∑
D′
D′∩B2R=∅
exp(−cdist(D
′, BR)√
T
)|D′| sup
D′
|δa|2
.
∑
D′
D′∩B2R 6=∅
(
√
T
d ∨Rβd) sup
D′
|δa|2
+
∑
D′
D′∩B2R=∅
exp(−cdist(D
′)√
T
)(
√
T
d ∨
√
T
βd
(
dist(D′)√
T
)βd) sup
D′
|δa|2
. (
√
T
d ∨Rβd)
∑
D′
sup
D′
|δa|2,
as claimed. Hence (138) follows from the estimate
(143)
ˆ
BR
1
T
|(δφT , δσT )|2 + |δqT |2 .
ˆ
η2R|δa(∇φT + e)|2,
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which is a combination of the following three energy estimates for the equations
(134) & (135) & (136) and the definition of the cut-off ηR:ˆ
1
T
(ηRδφT )
2 + |∇(ηRδφT )|2 .
ˆ
η2R|δa(∇φT + e)|2,ˆ
η2R|δqT |2 .
ˆ
η2R(|∇δφT |2 + |δa(∇φT + e)|2),ˆ
1
T
|ηRδσT |2 + |∇(ηRδσT )|2 .
ˆ
η2R|δqT |2.
These estimates are consequences of (140).
Step 2. Proof of (41).
We first note that by stationarity of (φT , σT , qT ) we have for any radius r ≥ 1
(144) 〈F 2r,T 〉 ≤
1
T
〈
 
Br
|(φT , σT )|2〉+ 〈|qT,∗ − 〈qT 〉|2〉.
We now appeal to Poincare´’s inequality with vanishing mean value: 
Br
|(φT , σT )|2 .
∣∣ 
Br
(φT , σT )
∣∣2 + r2  
Br
|∇(φT , σT )|2.
Using once more stationarity of ∇(φT , σT ) we thus may upgrade (144) to
〈F 2r,T 〉 .
1
T
〈∣∣ 
Br
(φT , σT )
∣∣2〉+ ( r√
T
)2〈|∇(φT , σT )|2〉+ 〈|qT,∗ − 〈qT 〉|2〉,
which by the finite second moments of ∇(φT , σT ) yields
〈F 2r,T 〉 .
1
T
〈∣∣ 
Br
(φT , σT )
∣∣2〉+ ( r√
T
)2 + 〈|
 
B√T
qT − 〈qT 〉|2〉,
where we have specified the convolution qT,∗ on scale
√
T of the flux qT to be a
(moving) simple average. Since by stationarity (φT , σT ) has vanishing expectation
we obtain from the spectral gap estimate
(145) 〈F 2r,T 〉 .
1
T
〈‖ ∂
∂a
 
Br
(φT , σT )‖2〉+ ( r√
T
)2 + 〈‖ ∂
∂a
 
B√T
qT‖2〉.
Hence we are back to estimating the carre´-du-champ of the Malliavin derivative of
spatial averages of ( 1√
T
φT ,
1√
T
σT , qT ). We claim that for r ≤
√
T ,
1
T
‖ ∂
∂a
 
Br
(φT , σT )‖2 .
√
T
−εd(1−β)
(
√
T
r
)d,(146)
‖ ∂
∂a
 
B√T
qT‖2 .
√
T
−εd(1−β)
.(147)
Once we have (146)&(147), we are done: We insert it into (145) and optimize in r√
T
=
√
T
− εd(1−β)
d+2 , yielding (41). In deriving the carre´-du-champ estimates (146)&(147) this
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time around, we have to be a bit more precise and use cancellations down to scale
“unity” as captured by the original partition {D}, that is, we have to work with
(137). The basis for this is the following improvement of (139) which follows from
hole filling, see below for the argument,
(148) ∀ D
ˆ
D
|∇φT + e|2 . (
√
T ∨ dist(D)β)d(1−ε)dist(D)εdβ,
so that for an infinitesimal perturbation δa of the coefficients and all r ≥ 1 (pro-
ceeding as in the proof of (142)),ˆ
η2r |δa(∇φT + e)|2 .
(
(
√
T ∨ rβ)d(1−ε)rεdβ +
√
T
d(1−ε(1−β)))‖δa‖2∗
(recall that ‖δa‖∗ is associated with the original partition {D}). Indeed,ˆ
η2r |δa(∇φT + e)|2dx
.
∑
D
D∩B2r 6=∅
(
√
T ∨ dist(D)β)d(1−ε)dist(D)εdβ sup
D
|δa|2
+
∑
D
D∩B2R=∅
exp(−cdist(D,Br)√
T
)(
√
T ∨ dist(D)β)d(1−ε)dist(D)εdβ sup
D
|δa|2
.
∑
D
D∩B2r 6=∅
(
√
T ∨ rβ)d(1−ε)rεdβ sup
D
|δa|2
+
√
T
βd ∑
D
D∩B2r=∅
exp(−cdist(D)√
T
)
(√
T
1−β ∨ (dist(D)√
T
)β
)d(1−ε)
(
dist(D)√
T
)εdβ sup
D
|δa|2
.
(
(
√
T ∨ rβ)d(1−ε)rεdβ +
√
T
d(1−ε(1−β)))∑
D
sup
D
|δa|2,
which for r ≤ √T turns intoˆ
η2r |δa(∇φT + e)|2 .
√
T
−εd(1−β)√
T
d‖δa‖2∗.
Hence by the second duality argument from above for (146)&(147) it remains to
show that for the corresponding infinitesimal perturbations (δφT , δσT , δqT )
1
T
|
 
Br
(δφT , δσT )|2 . 1
rd
ˆ
η2r |δa(∇φT + e)|2,
|
 
B√T
δqT |2 . 1√
T
d
ˆ
η2√
T
|δa(∇φT + e)|2.
By Jensen’s inequality, these two estimates immediately follow from (143).
For the convenience of the reader (because of the massive term, it may not be easily
be found in the literature), we sketch how to post-process (139) to (148). The
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estimate (148) is sharper in the regime dist(D)β ≤ √T , in which case we first have
to pass from D to B√T (xD) (with xD the center of D) to apply the uniform estimate
on ∇φT on scales
√
T . The improvement over bounding simply an integral over D
by an integral over B√T (xD) comes from the hole filling type estimateˆ
Br
1 +
1
T
φ2T + |∇φT + e|2 . (
r√
T
)εd
ˆ
B√T
1 +
1
T
φ2T + |∇φT + e|2
for all (dyadic) radii r ≤ √T , where w. l. o. g. we may assume that the balls are
centered. With ε =
ln 1
θ
ln 2
, this estimate is obtained as in the proof of Lemma 7 via
iteration fromˆ
Br
1 +
1
T
φ2T + |∇φT + e|2 ≤ θ
ˆ
B2r
1 +
1
T
φ2T + |∇φT + e|2
for some θ = θ(d, λ) < 1. In order to derive the latter with θ = C0
C0+1
, it is enough
to establish
(149)
ˆ
Br
1 +
1
T
φ2T + |∇φT + e|2 ≤ C0
ˆ
B2r\Br
1 +
1
T
φ2T + |∇φT + e|2
for some C0 = C0(d, λ) < ∞. The last estimate is obtained from the following
Caccioppoli estimate: Test (28) with η2(φT − c), where η is a cut-off for Br in B2r
and c =
ffl
B2r−Br φT to the effect ofˆ
η2
1
T
φT (φT − c) + η2∇φT · a(∇φT + e) = −2
ˆ
η(φT − c)∇η · a(∇φT + e),
which by uniform ellipticity impliesˆ
η2(
1
T
φ2T + |∇φT + e|2) .
ˆ
η2
1
T
|c||φT |+ (η2 + η|φT − c||∇η|)|∇φT + e|.
By Young’s inequality, this yieldsˆ
η2(
1
T
φ2T + |∇φT + e|2) .
ˆ
η2(
1
T
|c|2 + 1) + (φT − c)2|∇η|2,
and thus by the choice of the cut-off ηˆ
Br
1
T
φ2T + |∇φT + e|2 . rd(
1
T
|c|2 + 1) + 1
r2
ˆ
B2r\Br
(φT − c)2.
Because of the choice of c we obtain by Jensen’s inequality for the first r. h. s. term
and by the Poincare´ estimate with mean value zero on the annulus B2r −Br for the
last one ˆ
Br
1
T
φ2T + |∇φT + e|2 .
1
T
 
Br−B2r
φ2T + r
d +
ˆ
B2r−Br
|∇φT |2,
which can be rewritten in the iterable form (149).
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5. Proofs of the quantitative homogenization results
5.1. Proof of Proposition 3: Sensitivity estimate. We follow the basic strategy
of obtaining sensitivity estimates without explicit Green’s function estimates from
[23, Step 4 in Proof of Lemma 3]. The new additional ingredient is that we use the
Lipschitz-regularity of harmonic functions on length scales larger than the minimal
radius r∗, see (15) in Lemma 2. For the sake of notation, we drop the indices in the
notation for φi, ei and σijk, i.e. we simply write φ, e and σ. Moreover, we decompose
g = (g˜, g¯) so that
F∇(φ, σ) =
ˆ
∇φ · g˜ +
ˆ
∇σ · g¯.
We split the proof into five steps.
Step 1. Duality argument.
We denote by v = (v˜, v¯, vˆ) the unique triplet of decaying solutions to
−∇ · a∗∇v˜ = ∇ · g˜,(150)
−4v¯ = ∇ · g¯,(151)
−∇ · a∗∇vˆ = ∇ · a∗(∇j v¯ek −∇kv¯ej).(152)
We claim that for any positive weight ω(x) ≥ 1 and any p ≥ 1 we have
(153)
‖∂F∇(φ, σ)
∂a
‖2 .
(ˆ
|∇v|2pω
) 1
p
×

sup
D
( ˆ
D
|∇φ+ e|2ω−1) for p = 1,(∑
D
|D|
(ˆ
D
|∇φ+ e|2ω− 1p
) p
p−1
) p−1
p
for p > 1.
Here and below, . means up to a constant only depending on d. Below in Step 5,
we apply this estimate with p > 1 and the weight ω(x) := ( |x|
r+r∗ + 1)
α with 0 ≤
α < d(2p − 1). We apply (153) in the general form stated above within the proof
of Theorem 3. In fact in the situation of Theorem 3, g decays sufficiently fast, but
has unbounded support. Note that the argument below extends to this case by an
approximation argument.
Recall that we only consider a ∈ Ω′ (that is, φ(a, x) and σ(a, x) are well-defined and
have sublinear growth). This allows us to define the Fre´chet derivative of φ and σ
w.r.t. a. Indeed, if a and a˜ coincide on Rd \K for some bounded set K and a ∈ Ω′,
then a˜ ∈ Ω′ and φ˜ and σ˜ are uniquely defined. For all a ∈ Ω′ we denote by δφ and
δσ the linear functions that map any compactly supported δa ∈ Ω to the (decaying)
solutions δφ and δσ of
−∇ · a∇δφ = ∇ · δa(∇φ+ e),(154)
−4δσ = ∇ · (((δa)(∇φ+ e))kej + (a∇δφ)kej(155)
−((δa)(∇φ+ e))jek − (a∇δφ)jek
)
.
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We first address the corrector φ. For any sufficiently fast decaying field g˜ on Rd we
define F˜∇φ := ´ g˜ · ∇φ, and use the shorthand notation δF˜ := ´ g˜ · ∇δφ. We shall
prove that
(156) ‖∂F˜∇φ
∂a
‖2 ≤
∑
D
( ˆ
D
|∇v˜||∇φ+ e|)2.
Indeed, by definition (150) of v˜,
δF˜ =
ˆ
g˜ · ∇δφ = −
ˆ
(∇ · g˜)δφ =
ˆ
(∇ · a∗∇v˜)δφ = −
ˆ
∇v˜ · a∇δφ.
By (154) this yields
δF˜ =
ˆ
∇v˜ · δa(∇φ+ e),
from which (156) follows.
We proceed similarly for the flux corrector σ: We set F¯∇σ := ´ ∇σ · g¯ and use the
shorthand notation δF¯ = F¯∇δσjk =
´
g¯ · ∇δσ. We then have
δF¯ =
ˆ
g¯ · ∇δσjk = −
ˆ
(∇ · g¯)δσjk =
ˆ
(4v¯)δσjk = −
ˆ
∇v¯ · ∇δσjk.
By (155) this yields
δF¯ =
ˆ
∇v¯ · ((δa(∇φ+ e))kej + (a∇δφ)kej − (δa(∇φ+ e))jek − (a∇δφ)jek),
which we rewrite as
δF¯ =
ˆ
(∇j v¯ek −∇kv¯ej) · δa(∇φ+ e) + δFˆ ,
where
δFˆ = Fˆ (∇δφ) =
ˆ
a∗(∇j v¯ek −∇kv¯ej) · ∇δφ =
ˆ
∇vˆ · δa(∇φ+ e),
where the last identity follows by combining (152) and (154). We then appeal to
(156) and obtain
(157) ‖∂F¯∇σ
∂a
‖2 ≤
∑
D
( ˆ
D
|∇j v¯ek −∇kv¯ej||∇φ+ e|
)2
+
∑
D
(ˆ
D
|∇vˆ||∇φ+ e|)2.
Obviously the right-hand sides of(156) and (157) are bounded by
∑
D
( ´
D
|∇v||∇φ+
e|)2. Hence, it remains to show that the latter can be estimated by the right-hand
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side of (153). In the case p = 1 we have∑
D
( ˆ
D
|∇v||∇φ+ e|)2 ≤ ∑
D
( ˆ
D
|∇v|2ω)( ˆ
D
|∇φ+ e|2ω−1)
≤ ( sup
D
ˆ
D
|∇φ+ e|2ω−1) ˆ |∇v|2ω.
For p > 1 note that by Cauchy-Schwarz’ inequality followed by Ho¨lder’s inequality,∑
D
( ˆ
D
|∇v||∇φ+ e|)2 ≤ ∑
D
(|D|− p−1p ˆ
D
|∇v|2ω 1p )(|D| p−1p ˆ
D
|∇φ+ e|2ω− 1p )
≤
(∑
D
|D|−(p−1)( ˆ
D
|∇v|2ω 1p )p) 1p (∑
D
|D|( ˆ
D
|∇φ+ e|2ω− 1p ) pp−1) p−1p .
Combined with
( ´
D
|∇v|2ω 1p )p ≤ |D|p−1 ´
D
|∇v|2pω, (153) follows.
Step 2. Dyadic L2-estimate on scales larger then r∗.
Let u = (u˜, u¯, uˆ) ∈ H1loc(Rd) and h = (h˜, h¯) ∈ L2loc(Rd) be decaying and related by
the equations
(158) −∇·a∗∇u˜ = ∇·h˜, −4u¯ = ∇·h¯, −∇·a∗∇uˆ = ∇·a∗(∇ju¯ek−∇ku¯ej).
For r¯ ≥ (r∗ + 1) we consider the dyadic decomposition Rd = ∪j∈N0Aj,
(159) Aj :=
{
{ |x| ≤ r¯ } for j = 0,
{ 2j r¯ < |x| ≤ 2j+1r¯ } for j > 0.
We claim that for all k, j ∈ N0 we have
(160)
(ˆ
Aj
|∇u|2
) 1
2
.
∑
k∈N0
(|j − k|+ 1)
(
2−|k−j|d
ˆ
Ak
|h|2
) 1
2
,
where here and below . means up to a constant only depending on d and λ. We
first argue that this estimate follows from the following estimate for u˜:
(161)
(ˆ
Aj
|∇u˜|2
) 1
2
.
∑
k∈N0
(
2−|k−j|d
ˆ
Ak
|h˜|2
) 1
2
.
On the one hand, the estimate for u¯ is a particular case of that for u˜ with constant
coefficients (for which r∗ ≡ 1). On the other hand, the estimate for uˆ follows from
the successive application of (161) for u¯ and of (161) for uˆ. More precisely, (161)
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yields for uˆ:(ˆ
Aj
|∇uˆ|2
) 1
2
.
∑
k∈N0
2−|k−j|
d
2
(ˆ
Ak
|∇u¯|2
) 1
2
.
∑
k∈N0
2−|k−j|
d
2
∑
k′∈N0
2−|k−k
′| d
2
(ˆ
A′k
|h¯|2
) 1
2
=
∑
k′∈N0
(ˆ
A′k
|h¯|2
) 1
2 ∑
k∈N0
2−(|k−k
′|+|k−j|) d
2 .
The claim then follows from the elementary bound∑
k∈Z
2−(|k|+|k−j|)
d
2 = 2−|j|
d
2
∑
k∈Z
2−(|k|+|k−j|−|j|)
d
2
≤ 2−|j| d2 (
∑
|k|<2|j|
1 +
∑
|k|≥2|j|
2−|k|
d
4 ) . (|j|+ 1)2−|j| d2 .
It remains to prove (161). For notational convenience we restrict to j > 0. By
duality it suffices to show
ˆ
∇u˜ · ρ .
∑
k∈N0
(
2−|k−j|d
ˆ
Ak
|h˜|2
) 1
2
,
for any vector field ρ that is supported in the annulus Aj and normalized in the
sense of
´ |ρ|2 = 1. Let w denote the unique decaying solution to
∇ · a∇w = ∇ · ρ.
Then, by (158) we have ˆ
∇u˜ · a∇w =
ˆ
h˜ · ∇w.
It remains to bound the right-hand side. To that end we appeal to a dyadic decom-
position and note that it suffices to show
(162) |
ˆ
Ak
h˜ · ∇w| .
(
2−|k−j|d
ˆ
Ak
|h˜|2
) 1
2
.
For the argument we distinguish the cases k ≤ j + 1 and k > j + 1.
Argument for (162) in the case k ≤ j + 1. By Cauchy-Schwarz’ inequality on the
r. h. s. of (162), it is enough to proveˆ
Ak
|∇w|2 . 2d(k−j).
For j ≤ k ≤ j + 1 this is a consequence of the energy estimateˆ
Ak
|∇w|2 ≤
ˆ
|∇w|2 .
ˆ
|ρ|2 = 1.(163)
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For k < j we proceed as follows. Since w is a-harmonic in the ball Bj−1 := ∪j−1k=0Ak,
and since by definition of the dyadic decomposition we are above the critical radius
r∗, the mean-value property (15) in Lemma 2 holds and we get for all 0 ≤ k < j− 1ˆ
Ak
|∇w|2 ≤
ˆ
Bk
|∇w|2 . |Bk||Bj−1|
ˆ
Bj−1
|∇w|2 . 2d(k−j)
ˆ
|ρ|2 ≤ 2d(k−j).
Argument for (162) in the case k > j + 1. We proceed once more by duality: Let
vk denote the unique decaying solution to
∇ · a∗∇vk = ∇ · (1Ak h˜).
Then ˆ
Ak
h˜ · ∇w =
ˆ
∇w · a∗∇vk =
ˆ
∇vk · ρ.
Since ρ is supported in Aj and
´
ρ2 = 1, this yields
|
ˆ
Ak
h˜ · ∇w|2 ≤
ˆ
Aj
|∇vk|2.
Since vk is a
∗-harmonic in Bk−1, we have (as above) by the mean value property
(15) in Lemma 2:ˆ
Aj
|∇vk|2 ≤
ˆ
Bj
|∇vk|2 . |Bj||Bk−1|
ˆ
Bk−1
|∇vk|2
. 2(j−k)d
ˆ
|∇vk|2 . 2(j−k)d
ˆ
Ak
|h˜|2.
Step 3. A Meyers type estimate with weight.
In this step we establish a weighted Meyers estimate with weight function
(164) ω(x) := (
|x|
r∗ + r
+ 1)α.
More precisely, we claim that there exists a Meyers exponent p¯ > 1, which only
depends on d and λ such that for all 1 ≤ p < p¯ and 0 ≤ α < d(2p− 1) we have
(165)
(ˆ
|∇v|2pω
) 1
2p
.
(ˆ
|g|2p
) 1
2p
.
Here and below . means up to a constant only depending on d, λ, p and α.
We first prove the claim for v := (v˜, v¯), from which we will deduce the claim for vˆ,
and therefore for v. For the argument let {Aj}j∈N0 denote the dyadic decomposition
defined by (159) with r¯ := r∗ + r. From the classical Meyers estimate we deduce
that for all p ∈ [1, p¯) and j ∈ N0 we have
(166)
( 
Aj
|∇v|2p
) 1
2p
.
( 
A+j
|∇v|2
) 1
2
+
( 
A+j
|g|2p
) 1
2p
,
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where A+j denotes the enlarged annulus defined by
A+j :=
{
A0 ∪ A1 for j = 0,
Aj−1 ∪ Aj ∪ Aj+1 for j > 0.
We estimate the first term on the right-hand side by appealing to (161) in Step 2
with h = g. Since g is supported in A0, we get( 
Aj
|∇v|2p
) 1
2p
.
( 
A+j
|∇v|2
) 1
2
+
( 
A+j
|g|2p
) 1
2p
. 2−jd
( 
A0
|g|2p
) 1
2p
.
Hence, ˆ
|∇v|2pω ≤
∑
j∈N0
(max
Aj
ω)|Aj|
 
Aj
|∇v|2p
.
∑
j∈N0
(max
Aj
ω)
|Aj|
|A0|(2
j)−2pd
ˆ
A0
|g|2p
.
ˆ
A0
|g|2p
∑
j∈N0
(2j)α−d(2p−1).
Since α < d(2p− 1), the sum converges and the claim follows.
We now turn to the estimate for vˆ. The Meyers’ estimate now takes the form( 
Aj
|∇vˆ|2p
) 1
2p
.
( 
A+j
|∇vˆ|2
) 1
2
+
( 
A+j
|∇v¯|2p
) 1
2p
.
We estimate the first term on the right-hand side by appealing to (160) in Step 2,
which yields by the support condition on h¯,( 
Aj
|∇vˆ|2
) 1
2
. 2−jd(|j|+ 1)
( 
A0
|g¯|2
) 1
2
. 2−jd(|j|+ 1)
( 
A0
|g¯|2p
) 1
2p
.
Hence, as aboveˆ
|∇vˆ|2pω =
∑
j∈N0
|Aj|
 
Aj
|∇vˆ|2pω
.
∑
j∈N0
(max
Aj
ω)|Aj|(
 
Aj
|∇vˆ|2)p +
ˆ
|∇v¯|2pω
.
∑
j∈N0
(max
Aj
ω)
|Aj|
|A0|(|j|+ 1)
2p(2j)−2pd
ˆ
A0
|g¯|2p +
ˆ
|∇v¯|2pω
.
ˆ
A0
|g¯|2p
∑
j∈N0
(|j|+ 1)2p(2j)α−d(2p−1) +
ˆ
|∇v¯|2pω.
Since α < d(2p− 1), the sum converges and the claim follows from (165) for v¯.
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Step 4. Application of the Lipschitz regularity of φ.
Set r∗(D) := minx∈D r∗(x). We claim thatˆ
D
|∇φ+ e|2 . (distD + 1)βd
(( r∗(D)
(distD + 1)β
)d(1−ε)
+ 1
)
,
where . means up to a constant only depending on d and λ. Indeed, let xD ∈ D
be arbitrary. With help of the non-degeneracy property (14) and the hole filling
estimate (57) we get
 
D
|∇φ+ e|2 .
 
Bdiam(D)(xD)
|∇φ+ e|2 .

1 if diam (D) ≥ r∗(xD),
(
r∗(xD)
diam (D)
)d(1−ε) if diam (D) < r∗(xD).
By the assumption on the partition {D} we have |D| 1d ∼ diam (D) ∼ (distD + 1)β
and the claimed estimate follows.
Step 5. Conclusion.
Let p¯ denote the Meyers’ exponent of Step 3. From (153) and (165) we get for
exponents 1 < p < p¯, 0 ≤ α < d(2p − 1) and the weight ω defined by (164) the
estimate
(167)
‖∂F∇(φ, σ)
∂a
‖2
.
(ˆ
|g|2p
) 1
p
(∑
D
|D|
(
(min
D
ω)−
1
p
ˆ
D
|∇φ+ e|2
) p
p−1
) p−1
p
.
We estimate the second term on the right-hand side by appealing to Step 4:
(min
D
ω)−
1
p
ˆ
D
|∇φ+ e|2 . (min
D
ω)−
1
p (distD + 1)βd(
r∗(D)
(distD + 1)β
+ 1)d(1−ε).
Since for all D and x ∈ D we have
(min
D
ω)−
1
p . ω(x)−
1
p , (|x|+ 1) . (distD+ 1), and distD+ 1 . (r∗+ r)( |x|
r∗ + r
+ 1)
we deduce that(∑
D
|D|
(
(min
D
ω)−
1
p
ˆ
D
|∇φ+ e|2
) p
p−1
) p−1
p
≤ (r∗ + r)βd
(ˆ (( |x|
r∗ + r
+ 1
)−α
p
+βd
(
r∗(x)
(|x|+ 1)β + 1)
d(1−ε)
) p
p−1
dx
) p−1
p
Combined with (167) and
(ffl
Br
|g|2p
) 1
2p ≤ r−d the sought for estimate follows with
exponent
κ := d
β
p
− βd+ α
p
.
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5.2. Proof of Theorem 2: Averages of the corrector gradient. We introduce
the random field
C(x) := r d2 (1−β)
 
Br
∇(φ, σ)(x+ y) ·m(y) dy.
Since C(x) is stationary, in the following we may restrict to x = 0. We split the
proof into three steps.
In Step 1 we argue that the claimed bound follows from the estimate:
(168) ∀q ≥ 2 : 〈|C|2q〉 12q . √q 〈(r∗ + 1)qα〉 12q ,
where
α := d(1 + β − ε).
We establish (168) in Step 2 und Step 3 based on a reduction argument that we
explain next: From Lemma 5 and the sensitivity estimate of Proposition 3, we learn
that for all q ≥ 2, r ≥ 1, and exponents p > 1 and κ > 0 that satisfy (44) we have
(169)
〈|C(0)|2q〉 12q ≤ C√q 〈|G|q〉 12q ,
where
G := (r∗ + 1)βd
(
r−d
ˆ
|ω| pp−1
) p−1
p
,
and
ω(x) := (
r + r∗
|x|+ r + r∗ )
κ−dβ
p
(
r∗(x)
(|x|+ 1)β + 1
)d(1−ε)
.
Estimate (168) is therefore a consequence of
(170) 〈|G|q〉 1q . 〈(r∗ + 1)qα〉
1
q ,
which we prove in the last two steps of the proof.
Step 1. Proof that (168) implies (47).
Let µ > 0 to be fixed later. Then (168) yields for q large enough (depending on µ):
〈(|C|µ)q〉 1q ≤ Cq µ2
〈
(r∗ + 1)
µqα
2
〉 1
q
.
Combined with 〈
(r∗ + 1)
µqα
2
〉
. ( µqα
2d(1− β))
µqα
2d(1−β) ,
which follows from Theorem 1 and Lemma 6, and with the choice µ = 2(1−β)
2−ε , this
turns into
〈(|C|µ)q〉 1q ≤ Cq µ2 (1+ αd(1−β) ) ≤ Cq.
In view of Lemma 6, this concludes the proof of (47).
Step 2. Proof of (170).
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The starting point for the proof of (170) is the following estimate, the proof of which
is given in Step 3 below:(ˆ
|ω| pp−1
) p−1
p
. (r∗ + 1)d(1−β)(1−ε)+d
p−1
p(171)
+
(ˆ
|x|≤2r
(r∗(x) + r∗ + 1)
d(1−ε) p
p−1 dx
) p−1
p
+
ˆ
|x|>r
((
r + 1
|x|+ 1
)κ−dβ
p
(r∗(x) + 1)d(1−ε)
) p
p−1
dx

p−1
p
.
Combined with the definition of G, this yields
〈Gq〉 1q =
〈(
(r∗ + 1)βd
(
r−d
ˆ
|ω| pp−1 ) p−1p )q〉 1q
. r−d
p−1
p
〈
(r∗ + 1)
qd(β+(1−β)(1−ε)+ p−1
p
)
〉 1
q
+
〈(
(r∗ + 1)βd
(
r−d
ˆ
|x|≤2r
(r∗(x) + r∗ + 1)
d(1−ε) p
p−1 dx
) p−1
p
)q〉 1q
+ r−d
p−1
p
〈(
(r∗ + 1)βd
( ˆ
|x|>r
((
r + 1
|x|+ 1)
κ−dβ
p (r∗(x) + 1)d(1−ε))
p
p−1 dx
) p−1
p
)q〉 1q
.
By the triangle inequality in form of
〈
(
´ ·)q p−1p 〉 pq(p−1 ≤ ´ 〈(·)q p−1p 〉 pq(p−1 on the
second and third terms of the r. h. s., this turns into
〈Gq〉 1q . r−d p−1p
〈
(r∗ + 1)
qd(β+(1−β)(1−ε)+ p−1
p
)
〉 1
q
+
(
r−d
ˆ
|x|≤2r
〈(
(r∗(x) + 1)d(1−ε)(r∗ + 1)βd + (r∗ + 1)d(1−ε)+βd
)q〉 pq(p−1) dx) p−1p
+ r−d
p−1
p
(ˆ
|x|>r
(
r + 1
|x|+ 1)
(κ−dβ
p
) p
p−1
〈(
(r∗(x) + 1)d(1−ε)(r∗ + 1)βd
)q〉 pq(p−1) dx) p−1p .
We now recall that the exponents p and κ must satisfy (44), which we recall in the
following form:
(κ− dβ
p
− d(1− β)(1− ε)) p
p− 1 > d.(172)
For convenience we assume that
β(1− ε) p
p− 1 6= 1.
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Since β < 1 and ε < 1, the previous two inequalities and (44) can be satisfied for
all 0 < p− 1 1 and suitable κ > 0. In this case, we have
(κ− dβ
p
)
p
p− 1 > d.(173)
We may now use Ho¨lder’s inequality and the stationarity of r∗, and prove (170):
〈Gq〉 1q . r−d p−1p
〈
(r∗ + 1)
qd(β+(1−β)(1−ε)+ p−1
p
)
〉 1
q
+
〈
(r∗ + 1)qd(1−ε+β)
〉 1
q
+
(
r−d
ˆ
|x|>r
(
r + 1
|x|+ 1)
(κ−dβ
p
) p
p−1 dx
) p−1
p
︸ ︷︷ ︸
. 1 by (173)
〈
(r∗ + 1)qd(1−ε+β)
〉 1
q .
Step 3. Proof of (171).
We split the integral into two contributions(ˆ
|ω| pp−1
) p−1
p
≤
(ˆ
|x|≤r+r∗
|ω| pp−1
) p−1
p
︸ ︷︷ ︸
=: I1
+
(ˆ
|x|>r+r∗
|ω| pp−1
) p−1
p
︸ ︷︷ ︸
=: I2
.
To estimate I1 we note that
(
r + r∗
|x|+ r + r∗ ) ∼ 1 for all x with |x| ≤ r + r∗.
Hence, with help of {|x| ≤ r + r∗} ⊂ {|x| ≤ 2r} ∪ {|x| ≤ 2r∗} we get
I1 ≤
(ˆ
|x|≤2r
(r∗(x) + 1)
d(1−ε) p
p−1 dx
) p−1
p
+
(ˆ
|x|≤2r∗
(
r∗(x)
(|x|+ 1)β + 1
)d(1−ε) p
p−1
dx
) p−1
p
︸ ︷︷ ︸
=: I0
.
Since r∗(x)
(|x|+1)β +1 . r∗(|x|+1)−β + (|x|+1)1−β (which follows from r∗(x) ≤ r∗+ |x|),
and thanks to (5.2) we obtain
I0 ≤ rd(1−ε)∗
(ˆ
|x|≤2r∗
(|x|+ 1)−dβ(1−ε) pp−1 dx
) p−1
p
+
(ˆ
|x|≤2r∗
(|x|+ 1)d(1−β)(1−ε) pp−1 dx
) p−1
p
≤ rd(1−ε)∗ + r
d(1−β)(1−ε)+d p−1
p∗ .
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The trivial bound r
d(1−ε)
∗ ≤
(´
|x|≤2r r
d(1−ε) p
p−1∗
) p−1
p
) finally yields
I1 ≤
(ˆ
|x|≤2r
(r∗(x) + r∗ + 1)
d(1−ε) p
p−1 dx
) p−1
p
+ r
d p−1
p
+d(1−β)(1−ε)
∗ .
It remains to show that I2 is controlled by the r. h. s. of (171). On the one hand,
by |x| > r + r∗ ≥ 1 and (173) we have(
r + r∗
|x|+ r + r∗
)κ−dβ
p
.

(
r+1
|x|+1
)κ−dβ
p
if r ≥ r∗,(
r∗+1
|x|+1
)κ−dβ
p
if r < r∗.
On the other hand, by r∗(x) ≤ r∗ + |x| ≤ 2|x|,(
r∗(x)
(|x|+ 1)β + 1
)d(1−ε) p
p−1
. (|x|+ 1)d(1−β)(1−ε) pp−1 .
Hence, for r ≥ r∗ we obtain
I2 .
ˆ
|x|>r
((
r + 1
|x|+ 1
)κ−dβ
p
(r∗(x) + 1)d(1−ε)
) p
p−1
dx

p−1
p
,
while for r∗ > r,
I2 .
ˆ
|x|>r∗+1
((
r∗ + 1
|x|+ 1
)κ−dβ
p
(|x|+ 1)d(1−β)(1−ε)
) p
p−1
dx

p−1
p
= (r∗ + 1)d(1−β)(1−ε)
(ˆ
|x|>r∗+1
(
r∗ + 1
|x|+ 1
)(κ−dβ
p
−d(1−β)(1−ε)) p
p−1
dx
) p−1
p
= (r∗ + 1)
d(1−β)(1−ε)+d p
p−1
(ˆ
|y|>1
(
1
|y|
)(κ−dβ
p
−d(1−β)(1−ε)) p
p−1
dy
) p−1
p
(172)
. (r∗ + 1)d(1−β)(1−ε)+d
p
p−1 .
This completes the argument for (171).
5.3. Proof of Theorem 3: Bounds on the corrector. In this proof C denotes
a generic stationary random field (that may change from line to line) and satisfies
(47). Moreover, we write C for a generic (deterministic) constant that might change
from line to line, but can be chosen only depending on d and λ. By density we may
assume that the coefficients are smooth so that φ is well-defined pointwise.
Step 1. Structure of the proof.
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The starting point of our argument for (49) is the estimate
(174)
( 
B(x)
|(φ, σ)|2
) 1
2
≤
∣∣∣∣ 
B(x)
(φ, σ)
∣∣∣∣+ ( 
B(x)
|∇(φ, σ)|2
) 1
2
,
which holds by Poincare´’s inequality. From Lemma 7, we learn that the second term
on the right-hand side satisfies
(175)
 
B(x)
|∇(φ, σ)|2 ≤ C (r∗(x) + 1)d(1−ε)
where ε is the hole filling exponent. In Step 3 we treat the first term on the right-
hand side in (174) starting with the triangle inequality for all R ≥ 1,∣∣∣∣ 
B(x)
(φ, σ)−
 
B
(φ, σ)
∣∣∣∣ ≤ ∣∣∣∣ 
BR(x)
(φ, σ)−
 
BR
(φ, σ)
∣∣∣∣
+
∣∣∣∣ 
B(x)
(φ, σ)−
 
BR(x)
(φ, σ)
∣∣∣∣+ ∣∣∣∣ 
B
(φ, σ)−
 
BR
(φ, σ)
∣∣∣∣ .(176)
We first estimate the second and third terms and prove that for arbitrary x ∈ Rd
and R ≥ 1 we have
(177)
∣∣∣ 
BR(x)
(φ, σ)−
 
B(x)
(φ, σ)
∣∣∣ ≤ C(x)µd,β(R)
where
µd,β(R) :=

1 for 0 ≤ β < 1− 2
d
,
log(1 +R) for 0 ≤ β = 1− 2
d
,
R
d
2
(β−1+ 2
d
) for β > 1− 2
d
.
We then treat the first term on the right-hand side in (176) and argue that
(178)
∣∣∣∣ 
BR(x)
(φ, σ)−
 
BR
(φ, σ)
∣∣∣∣ ≤ R− d2 (1−β)|x|ˆ 1
0
C(tx) dt.
The combination of (174)–(178) (with R = |x|) then yields( 
B(x)
|(φ, σ)|2
) 1
2
≤
∣∣∣∣ 
B
(φ, σ)
∣∣∣∣
+ C
(
(r∗(x) + 1)
d
2
(1−ε) +
(C(0) + C(x) + ˆ 1
0
C(tx) dt)µd,β(|x|)) .
We note that:
• By Jensen’s inequality the random field x 7→ C(x) + C(0) + ´ 1
0
C(tx)dt has
the same exponential moment bound as C (up to increasing the constant C
in the exponential);
• We may deduce from Theorem 1 and Lemma 6 that the random field (r∗(x)+
1)
d
2
(1−ε) has slightly better integrability than C (cf. stretched exponential
moment
〈
exp( 1
C
(r
d
2
(1−ε)
∗ )
2ε(1−β)
1−ε )
〉
< 2).
61
In conclusion, the previous estimate reduces to( 
B(x)
|(φ, σ)|2
) 1
2
≤
∣∣∣∣ 
B
(φ, σ)
∣∣∣∣+ C(x)µd,β(|x|).
In the non-critical case, i.e. β 6= 1 − 2
d
, the function µd,β(|x|) already features
the claimed decay and we obtain the sought for estimate (49). In the critical case
β = 1− 2
d
, estimate (177) is suboptimal (we fail the correct power of the logarithm
by a factor of 2). Therefore, in Step 4 we present an alternative argument, that is
more involved and directly appeals to the sensitivity estimate in its q-version (cf.
Lemma 5). More precisely, instead of (177) we show that for all R ≥ 2 we have
(179)
∣∣∣ 
B(x)
(φ, σ)−
 
BR(x)
(φ, σ)−
〈 
B(x)
(φ, σ)−
 
BR(x)
(φ, σ)
〉 ∣∣∣ . C(x)(logR) 12 ,
and we replace (176) by∣∣∣∣ 
B(x)
(φ, σ)−
 
B
(φ, σ)
∣∣∣∣ ≤ ∣∣∣∣ 
BR(x)
(φ, σ)−
 
BR
(φ, σ)
∣∣∣∣
+
∣∣∣∣ 
B(x)
(φ, σ)−
 
BR(x)
(φ, σ)−
〈 
B(x)
(φ, σ)−
 
BR(x)
(φ, σ)
〉∣∣∣∣
+
∣∣∣∣ 
B
(φ, σ)−
 
BR
(φ, σ)−
〈 
B
(φ, σ)−
 
BR
(φ, σ)
〉∣∣∣∣ .
The latter holds, since〈 
BR(x)
(φ, σ)
〉
=
〈 
BR
(φ, σ)
〉
for all x ∈ Rd,
by the stationarity of ∇(φ, σ), and we may then conclude (49) as in the non-critical
case.
The existence of stationary correctors when 0 ≤ β < 1− 2
d
is established in the last
step.
Step 2. Proof of (177) and (178).
We start with (177) and only need to prove that for all t ≥ 1,
(180) |∂t(
 
Bt(x)
(φ, σ))| ≤ C(x)t− d2 (1−β),
since then∣∣∣ 
BR(x)
(φ, σ)−
 
B(x)
(φ, σ)
∣∣∣ ≤ ˆ R
1
|∂t(
 
Bt(x)
(φ, σ))| dt ≤ C(x)
ˆ R
1
t−
d
2
(1−β) dt
≤ C(x)µd,β(R).
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Estimate (180) can be seen as follows: By the fundamental theorem of calculus, 
Bt(x)
(φ(y)− φ(x)) dy =
 
Bt(x)
ˆ 1
0
∇φ(x+ s(y − x)) · (y − x) ds dy
z= y−x
t=
 
B
ˆ 1
0
∇φ(x+ stz) · tz ds dz
=
 
B
ˆ t
0
∇φ(x+ rz) · z dr dz
=
ˆ t
0
 
Br(x)
∇φ(y) · y − x
r
dy dr.
The same identity holds for σ. Hence,
∂t
 
Bt(x)
(φ, σ) =
 
Bt(x)
((φ, σ)(y)− (φ, σ)(x)) dy
=
 
Bt(x)
∇(φ, σ)(y) · y − x
t
dy,
and (180) follows from (46) (see Theorem 2).
We then turn to (178). Likewise, by the fundamental theorem of calculus we have∣∣∣ 
BR(x)
(φ, σ)−
 
BR
(φ, σ)
∣∣∣ = |x|ˆ 1
0
 
BR
∇(φ, σ)(tx+ y) · x|x| dy dt,
so that (178) follows from Theorem 2.
Step 3. The critical case – proof of (179).
In this step we consider the critical case β = 1− 2
d
. We use the shorthand notation
φ, e and σ for φi, ei and σijk (with i, j, k fixed). For notational convenience and
w. l. o. g. we assume in the sequel that the expectation in the l. h. s. of (179)
vanishes.
Substep 3.1. Reduction arguments.
Consider the random field
C˜(x) := (logR)− 12
∣∣∣  
B(x)
(φ, σ)−
 
BR(x)
(φ, σ)
∣∣∣.
Since it is stationary, it suffices to assume x = 0 and to prove the following statement:
There exists an exponent q0, which only depends on the dimension d, the ellipticity
ratio λ and the hole filling exponent ε (cf. Lemma (7)), and there exists a constant
C > 0 (which additionally depends on q0) such that
(181) ∀q ≥ q0 :
〈
C˜2q(0)
〉 1
2q ≤ C√q 〈rqd(1−ε)∗ 〉 12q .
Indeed, as in Step 1 of the proof of Theorem 2 we may conclude from the combination
of this estimate with Theorem 1 and Lemma 6 that C˜ satisfies (47). In order to
establish (181) we represent C˜(0) in a form that is adapted to a sensitivity estimate
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in the spirit of Proposition 3. Therefore, let h : Rd → R denote the unique decaying
solution of
−4h = ( 1|B(0)|1B(0) −
1
|BR(0)|1BR(0)),
and consider
F∇(φ, σ) :=
ˆ
∇φ · ∇h+
ˆ
∇σ · ∇h.
An integration by parts shows that
F∇(φ, σ) =
(  
B(x)
(φ, σ)−
 
BR(x)
(φ, σ)
)
.
By assumption F∇(φ, σ) has vanishing expectation. Hence, by the logarithmic
Sobolev inequality in the form of Lemma 5, (181) can be obtained from the following
statement: There exists q0 > 1 (depending only on d,λ and ε) and a constant C
(additionally depending on q0) such that
(182) ∀q ≥ q0 :
〈
‖∂F∇(φ, σ)
∂a
‖2q
〉 1
2q
≤ C(logR) 12 〈rqd(1−ε)∗ 〉 12q .
We further reduce the statement by appealing to the duality argument of Step 1 in
the proof of Proposition 3: Denote by v = (v˜, v¯, vˆ) the unique triplet of decaying
solutions to
−∇ · a∗∇v˜ = ∇ · ∇h,(183a)
−4v¯ = ∇ · ∇h,(183b)
−∇ · a∗∇vˆ = ∇ · a∗(∇j v¯ek −∇kv¯ej).(183c)
By appealing to Step 1 in the proof of Proposition 3 (with g = (∇h,∇h)) we get
for any positive weight ω(x) ≥ 1 and any p ≥ 1:
(184)
‖∂F∇(φ, σ)
∂a
‖2 .
(ˆ
|∇v|2pω
) 1
p
×

(
sup
D
ˆ
D
|∇φ+ e|2ω−1) for p = 1,(∑
D
|D|
(ˆ
D
|∇φ+ e|2ω− 1p
) p
p−1
) p−1
p
for p > 1.
As we shall show in Substep 3.2 below, (182) (and thus the desired statement) can
be derived from (184) and the following estimates on v:
• For d ≥ 2 we have
(185)
ˆ
(
|x|
r∗ + 1
+ 1)d−2|∇v|2 . (r∗ + 1)2−d log( Rr∗+1 ∨ 1),
where . means up to a constant depending only on d and λ.
64
• For d = 2, for all 1 < p < p¯ (where p¯ > 1 denotes the Meyers exponent
associated with (183a)-(183c), cf. Substep 3.5), and all 0 < γ < 2p
p−1 we have
(186)
ˆ
(
|x|
r∗ + 1
+ 1)2(p−1)(
|x|
R
+ 1)γ(p−1)|∇v|2p . (r∗ + 1)2(1−p) log( Rr∗+1 ∨ 1),
where . means up to a constant depending only on d, λ, p¯ and γ.
We prove these estimates in Substeps 3.4 and 3.5.
Substep 3.2. Proof of (182).
We start with the case d > 2 and appeal to (184) with weight ω(x) := ( |x|
r∗+1 + 1)
d−2
and exponent p = 1:
‖∂F∇(φ, σ)
∂a
‖2 .
(ˆ
(
|x|
r∗ + 1
+ 1)d−2|∇v|2
) (
sup
D
ˆ
D
(
|x|
r∗ + 1
+ 1)2−d|∇φ+ e|2).
Combined with (185) and log( R
r∗+1 ∨ 1) ≤ logR we get
‖∂F∇(φ, σ)
∂a
‖2 . (r∗ + 1)2−d logR
(
sup
D
ˆ
D
(
|x|
r∗ + 1
+ 1)2−d|∇φ+ e|2).
In the critical case we have βd = d− 2. Hence, the estimate of Step 4 in the proof
of Proposition 3 turns intoˆ
D
|∇φ+ e|2 . (distD + 1)d−2
(( r∗(D)
(distD + 1)
d−2
d
)d(1−ε)
+ 1
)
,
and thus we get
‖∂F∇(φ, σ)
∂a
‖2 . logR
(
sup
D
( r∗(D)
(distD + 1)
d−2
d
)d(1−ε)
+ 1
)
.
Next, we bound supD(·) by (
∑
D | · |q)
1
q . Since we need a bound that is uniform in
q, we fix a threshold q0 ≥ 1 with q0(d− 2)(1 + 1q0 − ε) > d and consider the weight
ωˆ(x) :=
1
c0
(|x|+ 1)−q0(d−2)(1+ 1q0−ε),
where the constant c0 > 0 is chosen such that
´
ωˆ = 1. Hence,
sup
D
( r∗(D)
(distD + 1)
d−2
d
)d(1−ε) ≤ (∑
D
( r∗(D)
(distD + 1)
d−2
d
)q0d(1−ε)) 1q¯
.
(ˆ
(r∗(x))q0d(1−ε)(|x|+ 1)−q0(d−2)(1+
1
q0
−ε)
) 1
q0
≤ (c0)
1
q0
(ˆ
(r∗(x))q0d(1−ε)ωˆ
) 1
q0
.
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In combination with the previous estimates we arrive at〈
‖∂F∇(φ, σ)
∂a
‖2q
〉 1
2q
. (logR) 12
(
1 + (c0)
1
2q0
〈(ˆ
(r∗(x))q0d(1−ε)ωˆ
) q
q0
〉 1
2q )
Since ωˆ is normalized and q
q0
≥ 1, estimate (182) follows from Jensen’s inequality,
the stationarity of r∗ and the fact that r∗ ≥ 1 by assumption.
We now turn to the proof of (182) in dimension d = 2. Note that we have β = 0
and thus |D| ∼ 1. We fix exponents 1 < p < p¯ and 0 < γ < 2p
p−1 and appeal to (184)
with weight
ω(x) := (
|x|
r∗ + 1
+ 1)2(p−1)(
|x|
R
+ 1)γ(p−1).
Combined with (186) and Step 4 in the proof of Proposition 3 we get
‖∂F∇(φ, σ)
∂a
‖2 . (logR) 1p (r∗ + 1)
2(1−p)
p
×
(∑
D
|D|
(ˆ
D
|∇φ+ e|2ω− 1p
) p
p−1
) p−1
p
. (logR)
1
p (r∗ + 1)
2(1−p)
p
×
(ˆ
(
|x|
r∗ + 1
+ 1)−2(
|x|
R
+ 1)−γ(r∗(x) + 1)
2(1−ε) p
p−1
) p−1
p
. (logR)
1
p
×
(ˆ
(|x|+ 1)−2( |x|
R
+ 1)−γ(r∗(x) + 1)
2(1−ε) p
p−1
) p−1
p
.
With help of the normalized weight ωˆ(x) := 1
c0
(|x|+ 1)−2( |x|
R
+ 1)−γ(logR)−1, where
c0 > 0 is chosen such that
´
ωˆ = 1, the previous estimate turns into
‖∂F∇(φ, σ)
∂a
‖2 . (c0)
p−1
p (logR)
( ˆ
(r∗(x) + 1)
2(1−ε) p
p−1 ωˆ(x) dx
) p−1
p
.
Hence, for all q ≥ q0 := pp−1 we obtain by Jensen’s inequality and due to the
stationarity of r∗:〈
‖∂F∇(φ, σ)
∂a
‖2q
〉 1
2q
. (c0)
p−1
2p (logR)
1
2
〈
(r∗ + 1)2q(1−ε)
〉 1
2q .
Since by construction c0 can be bounded uniformly in R ≥ 1, the sought for estimate
(182) follows.
Substep 3.3. Dyadic estimate for ∇h.
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Let {Aj}j∈N0 denote the dyadic decomposition defined by (159) with r¯ := r∗ + 1.
We claim that for any k ∈ N0 and p ≥ 1 we have
(187)
 
Ak
|∇h|2p . (2k(r∗ + 1))2p(1−d)(1 ∧ ( R
2k(r∗ + 1)
)2p).
For the argument let Φ denote the fundamental solution of −4 on Rd. By standard
potential theory, we have
∇h(x) =
 
B
∇Φ(x− y) dy −
 
BR
∇Φ(x− y) dy,
and |∇Φ(y)| . |y|1−d (a similar estimate holds for systems). Hence, for all ρ ≥ 1 we
have  
Bρ(x)
|∇Φ(y)| dy . (|x| ∨ ρ)1−d ≤ (|x|+ 1)1−d,
and thus we get 
Ak
|∇h|2p .
 
Ak
(
 
B(x)
|∇Φ(y)|dy)2pdx+
 
Ak
(
 
BR(x)
|∇Φ(y)|dy)2pdx(188)
. (2k(r∗ + 1))2p(1−d)
for all p > 1 and k ∈ N0. Suppose now that k ≥ log( 2Rr∗+1) ∨ 1 and notice that this
implies |x| ≥ 2R for all x ∈ Ak and thus BR(x) ⊂ {y : |y| ≥ |x| − R} ⊂ {y : |y| ≥
1
2
|x| }. Hence,
|∇h(x)| = |
 
B(x)
∇Φ(y)dy −
 
BR(x)
∇Φ(y)dy|
≤
 
B(x)
 
BR(x)
|∇Φ(y)−∇Φ(y′)|dy′dy
. R sup
|y|≥ 1
2
|x|
|∇∇Φ(y)| . R|x|−d.
Hence, for all k ≥ log( 2R
r∗+1) ∨ 1 we get 
Ak
|∇h|2p . R2p(2k(r∗ + 1))−2pd = (2k(r∗ + 1))2p(1−d)( R
2k(r∗ + 1)
)2p.
Together with (188) this implies (187).
Substep 3.4. Proof of (185).
For the argument set ω(x) := ( |x|
r∗+1 + 1)
d−2 and let {Aj}j∈N0 denote the dyadic
decomposition defined by (159) with r¯ := r∗ + 1. We have
(189)
ˆ
|∇v|2ω ≤
∑
j∈N0
(max
Aj
ω)
ˆ
Aj
|∇v|2 .
∑
j∈N0
(2j)d−2
ˆ
Aj
|∇v|2.
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To estimate the integral on the r. h. s. we appeal to Step 2 in the proof of Proposi-
tion 3 and to (187) (with p = 1):
(190)(ˆ
Aj
|∇v|2
) 1
2
.
∑
k∈N0
(|k − j|+ 1)
(
2−|k−j|d
ˆ
Ak
|∇h|2
) 1
2
.
∑
k∈N0
(|k − j|+ 1)
(
2−|k−j|d(2k(r∗ + 1))2−d(1 ∧ ( R
2k(r∗ + 1)
)2)
) 1
2
.
By combining (190) with the trivial bound (1 ∧ ( R
2k(r∗+1))) ≤ 1, we get
(191)
(ˆ
Aj
|∇v|2
) 1
2
. (r∗ + 1)
2−d
2
( ∑
0≤k≤j
(j − k + 1)2− d2 j+k +
∑
k>j
k2
d
2
j+k(1−d)
)
. (r∗ + 1)
2−d
2 2j(1−
d
2
).
On the other hand, for all k with
(192) k ≥ j¯ := log( R
r∗ + 1
∨ 1) ≥ 0
the estimate improves, since then we have (1∧ ( R
2k(r∗+1))) = (
R
2k(r∗+1)). In particular,
for j > j¯ we get
(193)
(ˆ
Aj
|∇v|2
) 1
2
. (r∗ + 1)
2−d
2
( ∑
0≤k≤j¯
(j − k + 1)2− d2 j+k +
∑
j¯<k≤j
(j − j¯)2(1− d2 )j+(j¯−j)
+
∑
k>j
k2−kd+d
j
2
+j¯
)
. (r∗ + 1)
2−d
2 (j − j¯)22−(j−j¯)2j(1− d2 ).
Hence, (185) follows from (189), (191) and (193) by summation over j.
Substep 3.5. Proof of (186).
Recall that v = (v˜, v¯, vˆ). We first prove the estimate for v˜ and v¯, and then deduce the
estimate for vˆ in a second step. Estimate (186) for v˜ essentially follows from (185)
and the classical Meyers estimate: There exists p¯ > 1 such that for all 1 ≤ p ≤ p¯
and all R ≥ 1,
(194)
( 
Aj
|∇v˜|2p
) 1
2p
.
( 
A+j
|∇v˜|2
) 1
2
+
( 
A+j
|∇h|2p
) 1
2p
,
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where here and below . means up to a constant that only depends on d, λ, p¯ and
eventually on the exponent γ. Hence, with help of (191), (193) and (187) we get
ˆ
Aj
|∇v˜|2p ≤
ˆ
Aj
|∇v|2p .
{
(r∗ + 1)2(1−p)(2j)2(1−p) for all j ≥ 0,
(r∗ + 1)2(1−p)22j(1−p)(j − j¯)4p2−2p(j−j¯) for all j > j¯.
.
This implies for j ≤ j¯ (cf. (192))ˆ
Aj
(
|x|
r∗ + 1
+ 1)2(p−1)(
|x|
R
+ 1)γ(p−1)|∇v˜|2p
. (r∗ + 1)2(1−p)(2j)2(p−1)(2j)2(1−p) = (r∗ + 1)2(1−p),
and for j > j¯ˆ
Aj
(|x|+ 1)2(p−1)( |x|
R
+ 1)γ(p−1)|∇v˜|2p
. (r∗ + 1)2(1−p)(2j)2(p−1) 2(j−j¯)γ(p−1) (2j)2(1−p)(j − j¯)4p2−2p(j−j¯)
. (r∗ + 1)2(1−p)2(j−j¯)(γ(p−1)−2p)(j − j¯)4p.
By summation over j ∈ N0, we thus obtain for any 0 < γ < 2pp−1 the sought for
estimateˆ
(|x|+ 1)2(p−1)( |x|
R
+ 1)γ(p−1)|∇v˜|2p . (log( R
r∗+1 ∨ 1))(r∗ + 1)2(1−p).
The argument for v¯ is the same. It remains to prove (186) for vˆ. We may proceed
as above by replacing in (194) v˜ and ∇h by vˆ and ∇v¯, respectively. For the second
term on the r.h.s. of (194) we then appeal to estimate (186) on v¯ (which we already
established above).
Step 4. Existence of stationary correctors for 0 ≤ β < 1− 2
d
.
Provided (φ, σ) is well-defined, the exponential moment bounds are proved as above.
Uniqueness is standard, and it remains to prove existence. We only address the case
of φ, the proof for σ is similar. We shall define φ as the weak limit as T ↑ ∞ of the
stationary approximate corrector φT defined as the unique solution of
1
T
φT −∇ · a(∇φT + e) = 0 in Rd
in the class {χ ∈ H1loc(Rd) | lim supt↑∞
ffl
Bt
|χ|2 + |∇χ|2 <∞}. To this aim, we only
have to prove that the second moment 〈|φT |2〉 remains bounded with respect to
T . This follows from the bound supx∈Rd 〈|φ(x)|2〉 < ∞. Indeed, substracting the
equation for φT and φ yields
1
T
(φT − φ)−∇ · a∇(φT − φ) = − 1
T
φ in Rd.
For all z ∈ Rd, set ηz,T : x 7→ exp(−c |x−z|√T ) (where c > 0 will be fixed later), which
satisfies |∇ηz,T |2 = c2 1T η2z,T . Testing this equation with test function η2z,T (φT − φ)
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yields the energy estimate (for c > 0 small enough)
1
T
ˆ
Rd
η2z,T |φT − φ|2 +
ˆ
Rd
η2z,T |∇(φT − φ)|2 .
1
T
ˆ
Rd
η2z,T |φ|2,
which we use in the form, after taking the expectation,
(195)
ˆ
Rd
〈
η2z,T |φT − φ|2
〉
.
ˆ
Rd
η2z,T
〈|φ|2〉 ≤ sup
Rd
〈|φ|2〉 ˆ
Rd
η2z,T .
By the triangle inequality and stationarity of φT , we then have:〈|φT |2〉 ˆ
Rd
η2z,T =
〈ˆ
Rd
η2z,T |φT |2
〉
.
〈ˆ
Rd
η2z,T |φ|2
〉
+
〈ˆ
Rd
η2z,T |φT − φ|2
〉
,
which, combined with (195), yields the desired estimate〈|φT |2〉 . sup
Rd
〈|φ|2〉 . 1.
This concludes the proof of the theorem.
5.4. Proof of Corollary 3: Two-scale expansion. Corollary 3 is a direct con-
sequence of Theorem 3 and of Step 3 in the proof of Lemma 3.
By scaling, the claim follows from
(196)
( ˆ
|∇w −∇whom − ∂iwhom∇φi|2
) 1
2 ≤ Cε(f)
(ˆ
G2d,β|∇∇whom|2
) 1
2
,
where w and whom solve in H
1(Rd) the equations
−∇ · a∇w = −∇ · ahom∇whom = fε := f(ε·).
Set v := w − (whom + ∂iwhomφi) ∈ H1(Rd). We derive a formula for −∇ · a∇v with
help of σ. Following Step 3 of the proof of Lemma 3, we obtain
−∇ · a∇v
= f +∇ · ahom∇whom +∇ · (qi∂iwhom + φia∇(∂iwhom))
= ∇ · (φia− σi)∇∂iwhom.
This yields
(197)
ˆ
|∇v|2 .
ˆ
(|φ|2 + |σ|2)|∇∇whom|2.
Set
Cε(f) :=
(´ C(x)2G2d,β(x) fflB(x) |∇∇whom(y)|2dydx´
G2d,β|∇∇whom|2
) 1
2
=
(´ C(x
ε
)2G2d,β(x)
ffl
Bε(x)
|∇∇uhom(y)|2dydx´
G2d,β|∇∇uhom|2
) 1
2
.
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On the one hand, by stationarity of C and Ho¨lder’s inequality, for all q ≥ 1,
〈Cε(f)q〉
1
q ≤ 〈Cq〉 1q .
On the other hand, by Theorem 3, (197) turns intoˆ
|∇v|2 . Cε(f)2
ˆ
G2d,β|∇∇whom|2,
from which (196) follows.
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Appendix A. Proof of Lemma 4: Correlated Gaussian coefficient
fields
We split the proof into several steps. We start by recalling an inequality for the
entropy of a random variable in our (continuum) Gaussian setting. We then use it
to reduce our estimate to a deterministic one, turn to the construction of a partition,
and then prove the desired deterministic estimate by considering far-field and near-
field regimes separately.
Step 1. Gaussian inequality for the entropy.
Starting point is the following representation of the entropy in terms of the vertical
derivative:
(198)
Ent (F 2) =
〈
F 2 logF 2
〉− 〈F 2〉 〈logF 2〉 ≤ 〈ˆ ˆ c(x− x′)∂F
∂a
(x)
∂F
∂a
(x′)dx′dx
〉
.
Here is how to convince oneself of the validity of (198): By an approximation argu-
ment, it is enough to establish (198) only for those F that depend on a only via the
spatial averages of a on the partition {`(z + [0, 1)d)}z∈Zd of Rd into cubes of some
size ` > 0 (which we think of being small). Let us introduce the following notation
for these averages:
(199) a(z) :=
 
`(z+[0,1)d)
a for z ∈ Zd.
In this case, the functional derivative {∂F
∂a
}x∈Rd and the partial derivative { ∂F∂a(z)}z∈Zd
of F are related via
(200) `d
∂F
∂a
(x) =
∂F
∂a(z)
for x ∈ `(z + [0, 1)d).
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We infer from (199) that {a(z)}z∈Zd is again a centered and Gaussian random field
(which now is stationary w. r. t. the action of (`Z)d) and thus characterized by its
covariance
(201) c`(z − z′) :=
 
`(z+[0,1)d)
 
`(z′+[0,1)d)
c(x− x′)dx′dx.
We may thus appeal to the discrete counterpart of (198) namely
(202) Ent (F 2) ≤
〈∑
z∈Zd
∑
z′∈Zd
c`(z − z′) ∂F
∂a(z)
∂F
∂a(z′)
〉
.
By (200) & (201), formula (202) is identical to (198). We refer to [10, Proposition 3.4]
for the proof of this variant of the Brascamp-Lieb inequality for Gaussian fields
initially introduced in [11].
Step 2. Reduction to a deterministic estimate and its reformulation
In view of identity (198), in order to obtain (35), we have to construct a partition
{D} with (34) for some β such that for any field v(x)
(203)
ˆ ˆ
c(x− x′)v(x)v(x′)dx′dx .
∑
D
( ˆ
D
|v|)2,
where . denotes up to a constant only depending on (d, β). In terms of the (covari-
ance) operator C by which we denote the convolution with the kernel c(x), estimate
(203) assumes the more compact formˆ
vCv .
∑
D
( ˆ
D
|v|)2,
which by duality follows from
(204)
∑
D
(sup
x∈D
|Cv|)2 .
∑
D
( ˆ
D
|v|)2.
Indeed, ˆ
vCv =
∑
D
ˆ
D
vCv
≤
∑
D
(
ˆ
D
|v|)(sup
x∈D
|Cv|)
≤ (∑
D
(
ˆ
D
|v|)2) 12 (∑
D
(sup
x∈D
|Cv|)2) 12 .
There is an easy upper bound for the constant in (204) in terms of {cQ}Q:
(205)
∑
D
(sup
x∈D
|Cv|)2 ≤ ( sup
D
∑
D′
cDD′
)2∑
D
( ˆ
D
|v|)2,
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where
cDD′ := Γ(dist(D,D
′))(206)
= sup
x∈D,x′∈D′
Γ(|x− x′|)
(42)
≥ sup
x∈D,x′∈D′
|c(x− x′)|.
Indeed, the argument for (205) amounts to the convolution estimate:∑
D
(sup
x∈D
|Cv|)2
=
∑
D
(
sup
x∈D
∣∣∑
D′
ˆ
D′
c(x− x′)v(x′)dx′∣∣)2
(206)
≤
∑
D
(
∑
D′
cDD′
ˆ
D′
|v|)2
Jensen≤
∑
D
((∑
D′
cDD′
)(∑
D′
cDD′
( ˆ
D′
|v|)2))
≤ ( sup
D
∑
D′
cDD′
)(
sup
D′
∑
D
cDD′
)∑
D′
( ˆ
D′
|v|)2.
In view of (205) & (206), we are thus left with the purely geometric problem of
constructing partition {D} of Rd that satisfies the refinement condition (34) with β
while being coarse enough to have
(207) sup
D
∑
D′
Γ(dist(D,D′)) . 1,
where . stands for ≤ C with the generic constant C only depending on (d, β).
To simplify the presentation we write
A ∼
a,b,c,...
B (resp. A .
a,b,c,...
B ),
if 1
C
A ≤ B ≤ CA (resp. A ≤ CB) for a constant C > 0 that only depends on
a, b, c, . . ..
Step 3. Construction of the partition.
Consider the triadic decomposition of Rd (see figure 1)
Q =
{
[−1
2
,
1
2
)d, 3k([−1
2
,
1
2
)d + τ) : τ ∈ {0,±1}d \ {(0, . . . , 0)}, k = 0, 1, 2, . . .
}
.
By construction we have
(208) |Q| 1d ∼
d
diam(Q)∼
d
max
x∈Q
|x| for all Q ∈ Q,
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Figure 1. triadic decomposition
and
(209) |Q| 1d ∼
d
dist(Q) + 1 for all Q ∈ Q.
Since Q is too coarse, we refine Q by the following procedure. First, to each cube
Q ∈ Q we associate the unique integer nQ s.t.
(210) n−1Q diam(Q) ≤ (dist(Q) + 1)β < (nQ − 1)−1diam(Q)
(with the convention that 1
0
= +∞). Note that Q can be uniquely partitioned into
ndQ subcubes DQ,1, . . . , DQ,ndQ that are equal to n
−1
Q Q up to translation. Finally, we
define the sought for partition by
{D} := {DQ,i : Q ∈ Q, i = 1, . . . , ndQ }.
We gather some properties of the decomposition {D}:
• From (210) we infer that
(211) min
D
|D| 1d ≥ 1√
d
,
and
(212) dist(D,D′) = 0 ⇒ |D| ∼
d,β
|D′|.
• From (208)—(210) and the definition of {D} we deduce that for all D:
(213)
√
d
2
|D| 1d = diam(D),
diam (D) ≤ (dist(D) + 1)β .
d
diam (D) ,
dist(D) + 1 ≤ max
x∈D
|x|+ 1.
d
dist(D) + 1.
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Indeed, since D is a cube, we have diam(D) =
√
d
2
|D| 1d . Thanks to (210) we
have (for Q ∈ Q with D ⊂ Q)
diam(D) ≤ (dist(Q) + 1)β ≤ (dist(D) + 1)β
≤ (dist(Q) + diam (Q) + 1)β .
d
(dist(Q) + 1)β
(210)
≤ ( nQ
nQ−1diam (Q) + 1)
β ≤ 2(diam (Q) + 1)β.
where in the use of (210) we assumed that nQ ≥ 2 (indeed, if nQ = 1, then
D = Q up to translation and the statement is trivial). Likewise, we have
dist(D) + 1 ≤ max
x∈D
|x|+ 1 ≤ dist(D) + diam (D) + 1
≤ 2(dist(D) + 1).
• For all D we have (as a direct consequence of (213))
(214) |D|(max
x∈D
|x|+ 1)−dβ .
d
1.
• We have
(215) #{D : dist(D) ≤ c} .
d,β
(c+ 1)d for all c ≥ 0.
Indeed, from (213) we get
max{|x| : x ∈ D, dist(D) ≤ c }.
d
(c+ 1),
which combined with (211) yields (215).
The argument for (207) requires to bound dist(D,D′) from below in terms of dist(D′)
(or dist(D)). We appeal to the following statements.
• There exists a constant c0 ≥ 1 (only depending on d and β) such that for all
D′ with dist(D′) ≥ c0 and arbitrary D we have
1
c0
dist(D′) ≤ dist(D,D′) + diam(D) + dist(D),(216)
diam(D′) + dist(D′) ≤ c0dist(D′).(217)
Indeed, by the triangle inequality we have
dist(D′) ≤ diam(D′) + dist(D,D′) + diam(D) + dist(D)
(213)
≤ (dist(D′) + 1)β + dist(D,D′) + diam(D) + dist(D).
Since β < 1, for dist(D′) large enough we can absorb the first term on the
right-hand side into the left-hand side and (216) follows. Estimate (217)
follows from (213) as well provided c0 is large enough.
• We claim that
(218)
dist(D′) ≥ c1dist(D)
dist(D), dist(D′) ≥ c0
}
⇒ 1
2c0
dist(D′) ≤ dist(D,D′),
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where c1 := 2c0(c0 + 1). Indeed, by (216) and (217) we have
1
c0
dist(D′) ≤ dist(D,D′) + diam(D) + dist(D)
≤ dist(D,D′) + (c0 + 1)dist(D)
≤ dist(D,D′) + c0 + 1
c1
dist(D′)
= dist(D,D′) +
1
2c0
dist(D′).
• We claim that there exists a constant c2 > 0 (only depending on d and β)
such that
(219) dist(D,D′) > 0 ⇒ diam(D) + diam(D′) ≤ c2dist(D,D′).
Indeed, if dist(D,D′) > 0, then there exists at least one cube that is a
neighbor of D and that separates D from D′. By construction of the de-
composition, the diameters of neighboring cubes are comparable, cf. (212);
hence, diam(D) .
d,β
dist(D,D′). By the same reasoning we get diam(D′) .
d,β
dist(D,D′), and (219) follows.
Step 4. Conclusion - Proof of (207).
Note that (34) directly follows from (213). It remains to establish (207). We first
treat the case dist(D) ≤ c0, where c0 denotes the constant from (216). We claim
that in this case we have
(220)
∑
D′
Γ(dist(D,D′)) .
d,β,Γ
1.
From (216) and (213) we learn that
dist(D′) ≥ c0 ⇒ 1
c0
dist(D′) ≤ dist(D,D′) + 2(dist(D) + 1)
≤ dist(D,D′) + 2(c0 + 1),
and thus
dist(D′) ≥ c3 := 4c0(c0 + 1) ⇒ 1
2c0
dist(D′) ≤ dist(D,D′).
Combined with
max
x∈D′
|x| ≤ diam(D′) + dist(D′)
(217)
≤ c0dist(D′),
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we deduce that dist(D,D′) ≥ 1
2c20
maxx∈D′ |x|, and thus Γ(dist(D,D′)) ≤ Γ( 12c20 maxx∈D′ |x|)
by monotonicity of Γ. Hence,∑
D′ : dist(D′)≥c3
Γ(dist(D,D′))
≤
∑
D′ : dist(D′)≥c3
Γ(
1
2c20
max
x∈D′
|x|)
(214)
.
d,β
∑
D′ : dist(D′)≥c3
Γ(
1
2c20
max
x∈D′
|x|)|D′|(max
x∈D′
|x|+ 1)−dβ
≤
∑
D′ : dist(D′)≥c3
ˆ
D′
Γ(
1
2c20
|x|)(|x|+ 1)−dβ
≤
ˆ
Rd
Γ(
1
2c20
|x|)(|x|+ 1)−dβ .
d,β,Γ
1.
Combined with ∑
D′ : dist(D′)≤c3
Γ(dist(D,D′)) ≤
∑
D′ : dist(D′)≤c3
Γ(0)
(215)
.
d,β,Γ
1
(220) follows.
Hence, it remains to treat the case dist(D) > c0. For the argument let c1 denote the
constant from (218). We split {D′} into four contributions:
D0 := {D′ : dist(D′) ≤ c0 or dist(D,D′) = 0 },
D1 := {D′ : dist(D′) ≤ 1
c1
dist(D) and dist(D′) > c0 },
D2 := {D′ : dist(D′) ≥ c1dist(D) and dist(D′) > c0 },
D3 := {D′ : 1
c1
dist(D) < dist(D′) < c1dist(D)
and dist(D′) > c0 and dist(D,D′) > 0 }.
It remains to show
(221)
∑
D′∈Di
Γ(dist(D,D′)) .
d,β,Γ
1, i = 0, . . . , 3.
The case i = 0 directly follows from #D0 . 1 (cf. (212)) and the boundedness of Γ.
The case i = 1 can be seen as follows. First, we claim that
(222) #D1 .
d,β
dist(D)d(1−β).
Indeed, since dist(D) > c0 we have
(223) #D1 ≤
N∑
k=0
#{D′ : 2kc0 ≤ dist(D′) < 2k+1c0}
77
where N is defined by 2Nc0 ≤ 1c1 dist(D) ≤ 2N+1c0. From (213) we infer
|
⋃
{D′ : 2kc0 ≤ dist(D′) < 2k+1c0}| .
d,β
(2kc0)
d
and
|D′| ∼
d,β
(distD′ + 1)dβ ∼
d,β
(2kc0)
dβ.
Thus,
#{D′ : 2kc0 ≤ dist(D′) < 2k+1c0} .
d,β
(2kc0)
d(1−β).
In combination with (223) we get (222). We conclude∑
D′∈D1
Γ(dist(D,D′))
(218)
≤
∑
D′∈D1
Γ(
1
2c0
dist(D))
(222)
.
d,β
Γ(
1
2c0
dist(D))dist(D)d(1−β)
.
d
ˆ
1
2
dist(D)≤|x|≤dist(D)
Γ(
1
2c0
|x|)(|x|+ 1)−dβ .
d,β,Γ
1.
Next, we prove (221) in the case i = 2. For D′ ∈ D2 we have
max
x∈D′
|x| ≤ diam(D′) + dist(D′)
(217),(218)
≤ 2c0(c0 + 1)dist(D,D′)
Hence,∑
D′∈D2
Γ(dist(D,D′)) ≤
∑
D′∈D2
Γ(
1
2c0(c0 + 1)
max
x∈D′
|x|)
(214)
.
d,β
∑
D′∈D2
Γ(
1
2c0(c0 + 1)
max
x∈D′
|x|)|D′|(max
x∈D′
|x|+ 1)−dβ
≤
ˆ
Rd
Γ(
1
2c0(c0 + 1)
|x|)(|x|+ 1)−dβ .
d,β,Γ
1.
We finally prove (221) in the case i = 3. For the argument we fix a point xD ∈ D
with |xD| ≤ 2dist(D). We have
max
x∈D′
|x− xD| ≤ max
x∈D′
|x|+ |xD| ≤ max
x∈D′
|x|+ 2dist(D) D
′∈D3≤ max
x∈D′
|x|+ 2c1dist(D′),
and thus
(224) max
x∈D′
|x− xD|+ 1 ≤ (2c1 + 1)(max
x∈D′
|x|+ 1).
Furthermore,
max
x∈D′
|x− xD| ≤ diam(D′) + diam(D) + dist(D,D′)
(219)
≤ (c2 + 1)dist(D,D′).
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We conclude∑
D′∈D3
Γ(dist(D,D′)) ≤
∑
D′∈D3
Γ(
1
c2 + 1
max
x∈D′
|x− xD|)
(214)
.
d,β
∑
D′∈D3
Γ(
1
c2 + 1
max
x∈D′
|x− xD|)|D′|(max
x∈D′
|x|+ 1)−dβ
(224)
.
d,β
∑
D′∈D3
Γ(
1
c2 + 1
max
x∈D′
|x− xD|)|D′|(|x− xD|+ 1)−dβ
≤
ˆ
Rd
Γ(
1
c2 + 1
|x− xD|)(|x− xD|+ 1)−dβ dx .
d,β,Γ
1.
Appendix B. Proof of classical inner and boundary regularity for
systems
In this appendix we prove that if u is ahom-harmonic in BR, then we have the inner
regularity (74), that is,
R2 sup
BR
2
|∇2u|2 + sup
BR
2
|∇u|2 .
 
BR
|∇u|2,
and the boundary regularity (75) for any radius 0 < ρ < R
2
, that is,ˆ
BR\BR−ρ
|∇u|2 . R( ρ
R
)
1
d
ˆ
∂BR
|∇tanu|2.
Step 1. Proof of the inner regularity.
By scaling, it is enough to consider the case of R = 1
2
; for the sake of brevity we
focus on the first estimate, that is
sup
B1
|∇2u|2 .
 
B2
|∇u|2.
Since the coefficients ahom are constant, to the effect that also the components of
∇u are harmonic, this amounts to show
sup
B1
|∇u|2 .
 
B2
|u|2.
By Sobolev’s embedding, it is enough to show for some integer k with k > d
2
+ 1
that ˆ
B1
(|∇ku|2 + |∇k−1u|2 + · · ·+ |∇u|2) .
 
B2
|u|2.
Again, since the components of the tensor ∇`u, ` = 0, · · · , k− 1 are ahom-harmonic,
this follows from a k-fold application of the Caccioppoli estimate (55), where the
radius decreases at every step by the amount of 1
k
.
Step 2. Proof of the boundary regularity.
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In the systems’ case the boundary regularity can, by an extension construction, be
derived from the Caldero`n-Zygmund estimate
´
BR
|∇u|p . ´
BR
|g|p for −∇· a∇u =
∇· g with Dirichlet boundary conditions. For the convenience of the reader, we give
an elementary argument based on L2-theory, see (231). By scaling, we may w. l. o.
g. assume that R = 1:
(225)
ˆ
B1\B1−ρ
|∇u|2 . ρ 1d
ˆ
∂B1
|∇tanu|2 for 0 < ρ ≤ 1
2
.
By one of the equivalent definitions of the fractional Sobolev norm (
´
∂B1
||∇tan| 12u|2) 12 ,
there exists an extension v of u such that
´
B1
|∇v|2 ≤ ´
∂B1
||∇tan| 12u|2. Testing
−∇ · ahom∇u with u− v, we obtain from using uniform ellipticity and boundedness
of ahom: ˆ
B1
|∇(u− v)|2 .
ˆ
B1
|∇v|2,
and thus by the triangle inequality and the above trace estimate
(226)
ˆ
B1
|∇u|2 .
ˆ
∂B1
||∇tan| 12u|2.
In order to obtain a similar estimate for second derivatives (without introducing
a change of variables) we work with derivatives X = Xk∂k (Einstein’s summation
convention) which are tangential in the sense that the normal component of the
vector field X vanishes on ∂B1. We select a finite family of such smooth vector
fields with the property that at every point x ∈ B1, {X(x)} generate the tangential
subspace {ξ|ξ ·x = 0} of Rd. Because of the commutator relation [∂i, X] = (∂iXk)∂k,
we obtain from the equation:
−∇ · ahom∇X(u)
= −∂i(ahom,ij(∂jXk)∂ku)− (∂iXk)∂k(ahom,ij∂ju)
= −∂i(ahom,ij(∂jXk)∂ku)− ∂k((∂iXk)ahom,ij∂ju) + (∂k∂jXk)ahom,ij∂ju.(227)
We note that there exists an extension v of u|∂B1 such that
(228)
ˆ
B1
|∇X(v)|2 .
ˆ
B1
(|∇2v|2 + |∇v|2) .
ˆ
∂B1
||∇tan| 32u|2.
Since X is tangential, X(u)−X(v) vanishes on ∂B1 and thus is a good test function
for (227), so that we obtain as for (226)ˆ
B1
|∇X(u)|2 .
ˆ
B1
|∇X(v)|2 +
ˆ
B1
|∇u|2.
Using once more the commutator, this turn intoˆ
B1
|X(∇u)|2 .
ˆ
B1
|∇X(v)|2 +
ˆ
B1
|∇u|2.
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By (226) and (228), this yields the a priori estimateˆ
B1
|X(∇u)|2 .
ˆ
∂B1
||∇tan| 32u|2 +
ˆ
∂B1
||∇tan| 12u|2 .
ˆ
∂B1
||∇tan| 32u|2.
Since the X’s generate the tangential space, this implies
(229)
ˆ
B1
|∇tan∇u|2 .
ˆ
∂B1
||∇tan| 32u|2.
Rewriting the equation in non-divergence form as −ahom,ij∂i∂ju = 0, and using that
the uniform ellipticity yields ahom,rr & 1 for the radial-radial component (which in
case of systems requires that ahom,rr is invertible, which is a consequence of the
Legendre-Hadamard condition satisfied by ahom), we recover the second radial de-
rivative in terms of the other ones so that (229) may be upgraded to
(230)
ˆ
B1
|∇∇u|2 .
ˆ
∂B1
||∇tan| 32u|2.
We view (226) and (230) as statements on the boundedness of the ahom-harmonic
extension operator in fractional Sobolev spaces. By a simple interpolation argument,
this yields the intermediate bound
(231)
ˆ
B1
||∇| 32u|2 +
ˆ
B1
|∇u|2 .
ˆ
∂B1
|∇tanu|2.
In view of (226) and Poincare´’s inequality on ∂B1, we may focus on the leading
order
(232)
ˆ
B1
||∇| 32u|2 .
ˆ
∂B1
|∇tanu|2.
Here comes the argument for (232): Starting point is the equivalent characterization
of norms ˆ
B1
||∇| 12u|2 ∼
ˆ ∞
0
min
u=u0+u1
(
`
ˆ
B1
|∇u1|2 + `−1
ˆ
B1
u20
)d`
`
.(233)
ˆ
∂B1
||∇tan| 12v|2 ∼
ˆ ∞
0
min
v=v0+v1
(
`
ˆ
∂B1
|∇tanv1|2 + `−1
ˆ
∂B1
v20
)d`
`
,(234)
which are an immediate consequence of linear algebra, since for the Hilbert space
L2 and the symmetric and positive semidefinite operator A = −4 endowed with
Neumann boundary conditions, both identities take the form ofˆ ∞
0
min
u=u0+u1
(
`(u1|A|u1) + `−1|u0|2
)d`
`
=
ˆ ∞
0
(
u
∣∣A(`2A+ 1)−1∣∣u)d` = C(u|A 12 |u)
for some generic universal constant C. Equipped with (233) and (234), the argument
for (231) is straightforward: If T denotes the ahom-harmonic extension operator of
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boundary data v, we haveˆ
B1
||∇| 32Tv|2
(233)∼
ˆ ∞
0
min
Tv=u0+u1
(
`
ˆ
B1
|∇2u1|2 + `−1
ˆ
B1
|∇u0|2
)d`
`
≤
ˆ ∞
0
min
v=v0+v1
(
`
ˆ
B1
|∇2Tv1|2 + `−1
ˆ
B1
|∇Tv0|2
)d`
`
(226),(230)
.
ˆ ∞
0
min
v=v0+v1
(
`
ˆ
∂B1
||∇tan| 32v1|2 + `−1
ˆ
∂B1
||∇tan| 12v0|2
)d`
`
(234)∼
ˆ
∂B1
|∇tanv|2.
Combining (231) with Ho¨lder’s and Sobolev’s inequality (where p = 2d
d−1 so that
d
p
+ 1
2
= d
2
) in form of( ˆ
B1\B1−ρ
|∇u|2) 12 . ρ 12d ( ˆ
B1
|∇u|p) 1p . ρ 12d(( ˆ
B1
||∇| 32u|2) 12 + ( ˆ
B1
|∇u|2) 12),
we obtain (225).
Appendix C. Proof of Lemma 6
If (52) is true, then for all p ≥ 1 we have
〈F p〉 = p
ˆ ∞
0
tp−1 〈I(F > t)〉 dt
≤ p
ˆ ∞
0
tp−1 exp(− 1
C
t) dt
= pCp
ˆ ∞
0
sp−1 exp(−s) ds = pCpΓ(p),
where Γ denotes the Gamma-function. Thanks to pΓ(p) = Γ(p + 1) ≤ ppp exp(1 −
p) ≤ pp for all p ≥ 1, we get (53). The converse direction follows from expanding
the exponential and Stirling’s formula.
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