Abstract. Let E l be the Hilbert space spanned by the eigenfunctions of the non-Euclidean Laplacian associated with a positive discrete eigenvalue l. In this paper, the trace of the Hecke operators acting on the space E l is computed explicitly for Hecke congruence subgroups of non-square free level.
Introduction
Let a be a cusp of G 0 ðNÞ and G a its stabilizer. An element s a in PSL 2 ðRÞ exists such that s a y ¼ a and s À1 a G a s a ¼ G y . If c is an eigenfunction of the Laplacian associated with a positive discrete eigenvalue l, then it has a Fourier expansion [7] cðs a zÞ ¼ ffiffi ffi y p P m00 r a ðmÞK ik ð2pjmj yÞe The Hecke operators T n , n ¼ 1; 2; . . . ; ðn; NÞ ¼ 1, which act in the space of automorphic functions with respect to G 0 ðNÞ, are defined by
An orthonormal system of eigenfunctions of D exists [7] such that each of them is an eigenfunction of all the Hecke operators. We call these eigenfunctions nonholomorphic cusp forms. Let l j , j ¼ 1; 2; . . . ; be an enumeration in increasing order of all positive discrete eigenvalues of D for G 0 ðNÞ with an eigenvalue of multiplicity m appearing m times, and let k j ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi l j À 1=4 p with =k j > 0 if l j < 1=4. If c j ðzÞ is a nonholomorphic cusp form of D associated with the jth eigenvalue l j , then ðT n c j ÞðzÞ ¼ t j ðnÞc j ðzÞ where r jy ðmÞ ¼ r jy ðdÞt j ðnÞ if m ¼ dn with n b 1, ðn; dNÞ ¼ 1.
Let E l be a Hilbert space of functions spanned by the eigenfunctions of D associated with a positive discrete eigenvalue l. The Petersson inner product of the space is given by hF ðzÞ; GðzÞi ¼ An explicit formula for the trace tr l T n of Hecke operators T n acting on the space E l was obtained for the full modular group in [10] , which is the analogue for Maass forms of Eichler-Selberg's trace formula [13] . In [1] the author, joint with B. Conrey, obtained an explicit formula for the trace of Hecke operators for Hecke congruence subgroups of square free level. This result was also obtained by A. Strö mbergsson [15] . Some of the computations are implicit in Hejhal [4] [5] [6] .
Denote by h d the class number of indefinite rational quadratic forms with discriminant d. Let
where the pair ðv 0 ; u 0 Þ is the fundamental solution [11] In this paper, we obtained an explicit formula for the trace tr l T n of Hecke operators T n acting on the space E l for G 0 ðNÞ with non-square free level N. The result is stated as follows: Theorem 1. Let N be a non-square free positive integer, and let n be a positive integer with ðn; NÞ ¼ being the greatest even p-power factor of d;
, then L n ðsÞ is analytic for <s > 1 and has an analytic continuation to the half-plane <s b 1=2 except for a possible pole at s ¼ 1=2 and for simple poles at s ¼ 1 and at those point s ¼ 1 2 G ik j , j ¼ 1; 2; . . . ; for which <s b 1=2. Moreover, we have
Every cusp of G 0 ðNÞ is equivalent to one of the following inequivalent cusps: u w with u; w > 0; ðu; wÞ ¼ 1; wjN ð1:2Þ with u=w and u 1 =w 1 being G 0 ðNÞ-equivalent if and only if w ¼ w 1 and u 1 u 1 modulo ðw; N=wÞ. Let a j ¼ u j =w j , j ¼ 1; . . . ; nðNÞ be a complete set of such inequivalent cusps of G 0 ðNÞ. We choose s a l A PSL 2 ðRÞ such that s a l y ¼ a l and s 
where the sum P Ã is over all nonnegative integers a; b; d such that ad ¼ n, b < d and such that
a cusp of the form (1.2) that is distinct from a j , for some element g 0 A G 0 ðNÞ, and where
In the proof of Theorem 1, we use the Selberg trace formula. Assume that s is a complex number with <s > 1. Let for r 0Gk: 
Selberg trace formula [8] [13] . We have
for <s > 1, where dðnÞ is the sum of positive divisors of n.
The paper is organized as follows: In section 2, we recall some known results. A proof of Theorem 2 is given in section 3. One technical di‰culty in the proof of Theorem 1 is to compute the contribution to the trace formula of parabolic elements and of hyperbolic elements whose fixed points are cusps. This is accomplished in section 4 by using Theorem 2. Let k be a divisor of N. Another technical di‰culty in the proof of Theorem 1 is to compute the number of indefinite primitive quadratic forms ½a; b; c with ða; NÞ ¼ k of discriminant d, which are not equivalent under G 0 ðNÞ. This is achieved by using a proposition in [3] , and the result is stated as Lemma 5.2. Finally, the proof of Theorem 1 is presented in section 5.
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Preliminary results
For every element T of G Ã , we denote by G T the set of all the elements of G 0 ðNÞ which commute with T. Let D T ¼ G T nH. Elements of G Ã can be classified as the identity, the hyperbolic, the elliptic, and the parabolic elements. If T is not a parabolic element, we put where m is the order of a primitive element of G R and y is given by traceðRÞ ¼ 2 cos y.
Let P be a hyperbolic element of G Ã . Then an element r exists in SL 2 ðRÞ such that
P is called the norm of P, and is denoted by NP. It follows that cðPÞ ¼ ð DP P kðz; NPzÞ dz where DP P ¼ ðrG 0 ðNÞr À1 ÞP P nH. Let P 0 be a primitive hyperbolic element of SL 2 ðZÞ, which generates the group of all elements of SL 2 ðZÞ commuting with P. Then there exists a ''primitive'' hyperbolic element P 1 A G 0 ðNÞ, which generates G P , such that P 1 is the smallest positive integer power of P 0 among all the generators of G P in G 0 ðNÞ. 
ð2:2Þ
Let P be a hyperbolic element of G Ã such that G P ¼ f1 2 g. Assume that a is a fixed point of P. Then y is a fixed point of s À1 a Ps a , and hence there exist positive integers a; d with ad ¼ n, a 0 d such that
ð2:3Þ
Since cðPÞ depends only on the conjugacy class fPg represented by P, we can replace P by g À1 Pg without changing the value of cðPÞ. Replacing P by g À1 Pg for some ele-
with a; d A Z, ad ¼ n, a 0 d is a hyperbolic element of G Ã with G P ¼ f1 2 g and PðaÞ ¼ a if and only if ðw; N=wÞ j ða À dÞ with b being chosen so that P A G Ã .
N=wÞ j a À d, then there are exactly ja À dj number of G 0 ðNÞ-inequivalent hyperbolic elements P A G Ã with PðaÞ ¼ a and G P ¼ f1 2 g, which are of the form
Lemma 2.6 (Lemma 3.6 of [1] ). Let a ¼ u=w, and let
be two hyperbolic elements of G Ã with PðaÞ ¼ a, P 0 ðaÞ ¼ a, G P ¼ f1 2 g and G P 0 ¼ f1 2 g. Then P is G 0 ðNÞ-conjugate to P 0 for some number b 0 if and only if the two fixed points of P are G 0 ðNÞ-conjugate.
and let a ¼ u=w be given as in (1.2) with ðw; N=wÞ j ða À dÞ. Assume that a and a
a . Then ðw 0 ; N=w 0 Þ j ða À dÞ for w 0 ¼ ðw 1 ; NÞ, and
for some number b 0 .
For a large positive number Y , we define
Lemma 2.8 (Lemma 3.8 of [1] ). Let a ¼ u=w be given as in ( 1.2), and let P ¼ 1 ffiffi
where
A quadratic form ax 2 þ bxy þ cy 2 , denoted by ½a; b; c, is said to be primitive if ða; b; cÞ ¼ 1 and If l P is an eigenvalue of P, then
where the pair ðv 0 ; u 0 Þ is the fundamental solution of Pell's equation v 2 À du 2 ¼ 4. Then P is G 0 ðNÞ-conjugate to a hyperbolic element P 0 A G Ã with G P 0 0 f1 2 g if and only if P 0 is G 0 ðNÞ-conjugate to P 0 0 , where P 0 0 is associated with P 0 similarly as P 0 is associated with P. 
Proof of Theorem 2
We have 
is an element of G Ã , A and D must be integers. By (3.1) we have that
is an integer. Since ðu l ; wÞ ¼ 1, it follows that 
is an element of G Ã for some number of B. By Lemma 2.5, there are exactly D elements in G a l nG Ã represented by matrices of the form 1 ffiffi
l . This completes the proof of the lemma. r and we have the decomposition
where the unions on g; d run over all numbers
Proof. By Lemma 3.1, we must have that ðw j ; N=w j Þ j ðA À DÞ for a j ¼ u j =w j , and that the identity (3.2) holds for exactly D number of B's with 0 a B < D. The decomposition in the Lemma follows from Theorem 2.7 of Iwaniec [7] . r Lemma 3.3. Let a l and a j be any two cusps, and let a; d > 0 and b be integers with ad ¼ n and 0 a b < d. If the equation (3.2) has no solutions, then we have the decomposition
for some element T 0 A SL 2 ðRÞ with T 0 ðyÞ ¼ y, where the unions on g; d run over all numbers
Proof. By assumption, the cusp ðaa j þ bÞ=d is not G 0 ðNÞ-equivalent to a j . Because every cusp of G 0 ðNÞ is G 0 ðNÞ-equivalent to a cusp given in (1.2), a cusp a j 0 , j 0 0 j, exists which is equivalent to ðaa j þ bÞ=d under G 0 ðNÞ. That is
for some element g 0 in G 0 ðNÞ. Let
Then T 0 is an element of SL 2 ðRÞ satisfying T 0 ðyÞ ¼ y. It follows that we have the decomposition 
we have f l ðs a j zÞ ¼ P ad¼n; 0ab<d
It follows from Lemma 3.1 and Lemma 3.2 that the constant coe‰cient in the Fourier expansion at infinity of the functioñ
where the sum P Ã runs over all integers a; d > 0, 0 a b < d, ad ¼ n such that the matrix equation (3.2) has a solution T; A; B; D, is equal to P Since f l ðs a j zÞ andf f l ðs a j zÞ are both periodic functions of x, z ¼ x þ iy, of period 1, the functiong g l ðs a j zÞ ¼ f l ðs a j zÞ Àf f l ðs a j zÞ is also a periodic function of x of period 1. Let T 0 be given as in Lemma 3.3. Then we can write 
where the sum over a; b; d has the same meaning as in (3.5). The identity can be written as 
If FðsÞ is the constant term matrix of the Eisenstein series for G 0 ðNÞ, then FðsÞ is a symmetric matrix and satisfies the identity 
with j 0 0 j for an element g 0 A G 0 ðNÞ, and where A 0 ; D 0 are given by
The theorem then follows immediately. This completes the proof of the theorem. r 4 Contribution of parabolic elements and hyperbolic elements whose fixed points are cusps
Let S be a parabolic element of G Ã . Then every element of G 0 ðNÞ having the same fixed point as S commutes with S. If a ¼ u=w is the fixed point of S, then G S ¼ G a , and hence we have s 
where the sum on fSg is over all parabolic classes represented by parabolic elements whose fixed point is a ¼ u=w and where o Y ð1Þ ! 0 as Y ! y. Define d n to be one if n is the square of an integer and to be zero otherwise. 
where the sum on a; d; b has the same meaning as in Theorem 2 with A 0 ; D 0 being defined there.
Proof. By the argument of [8] , pp. 102-106 we have 
By partial integration, we obtain 
By the Riemann-Lebesgue theorem (cf. §1.8 and §1.14 of [17] ), we have
By (4.1) 
The stated identity then follows. r Proof. Let S 1 be the set of conjugacy classes of hyperbolic elements P of G Ã such that G P ¼ f1 2 g and such that the two distinct cusps of P are not G 0 ðNÞ-equivalent, and let S 2 be the set of conjugacy classes of hyperbolic elements P of G Ã such that G P ¼ f1 2 g and such that the two distinct cusps of P are G 0 ðNÞ-equivalent. For the convenience of writing, we denote Pða; a; b; dÞ
where a ¼ u=w is given as in (1.2). Since the two distinct cusps of every element P in S 1 are equivalent to G 0 ðNÞ-inequivalent cusps of the form (1.2), we have P 
þ P u=w; ad¼n; d>0; a0d ðw; N=wÞ j ðaÀdÞ ja À dj
This completes the proof of the lemma. r
It follows from Lemma 4.1 and Lemma 4.2 that
ð4:3Þ
where C ¼ ða À dÞw À bwN, l ¼ ðC; bNÞ, and the sum on b is over all numbers b such that C, bN=w A Z, NjC and 0 a b < ja À dj. Denote by cðyÞ the right side of (4.3). Then (1.4) can be written as
cðPÞ þ cðyÞ
for <s > 1, where sums on the right side are over the conjugacy classes. 
Proof. We have
for <s > 1 and for nonzero r with j=rj < 1 2 À e. By analytic continuation, we obtain that
for <s > 0 and for nonzero r with j=rj < 1 2 À e. It follows from results of [18] and properties of hðrÞ that the left side of (4.4) is an analytic function of s for <s > 0 except for a possible pole at s ¼ 1=2 and for simple poles at s ¼ 1; 1 2 G ik j , j ¼ 1; 2; . . . : Then the right side of (4.4) can be interpreted as an analytic function of s in the same region by analytic continuation.
Since kðtÞ ¼ ð1 þ t=4Þ Às , by Lemma 2.1 we have that cðRÞ is analytic for <s > 0 except for a simple pole at s ¼ 1=2. There are only a finite number of elliptic conjugacy classes fRg. The term cðI Þ is a constant.
; the sum of the first three terms, the sixth term, and the first part of the seventh term on the right side of (4.3) is analytic for <s > 0 except for a possible pole at s ¼ 1=2. By Stirling's formula we have as T ! y; see Volume II of [5] . By (4.5) and (4.7) we see that the fifth term and the second part of the seventh term on the right side of (4.3) are analytic functions of s in the half-plane <s > 1=2. This simplification of my original argument was suggested by the referee. Since
for all real r and for j ¼ 1; 2; . . . ; nðNÞ, j lj ðsÞ has no poles on the line <s ¼ 1=2 for l; j ¼ 1; . . . ; nðNÞ. Let s ¼ 1=2 þ it for any fixed nonzero real number t. Assume that e is a small positive number depending on t chosen so that the closed disks Remark. Let L n ðsÞ be the function defined either in Theorem 1 of [1] or in Main Theorem of [10] . Since the analytic continuation of L n ðsÞ to the half-plane <s > 0 has more poles than those stated in the theorems, the argument in these two papers only showed that L n ðsÞ has an analytic continuation to the half-plane <s b 1=2 except for a possible pole at s ¼ 1=2 and for simple poles at s ¼ 1; 
If there exists a prime number q satisfying qjk, q 2 F k and q 2 jd, then we have qj%, and the equation (5.1) can be written as
Dividing out %; d and k all such prime numbers q as in (5.2), we can reduce the second case to the first case when ðd; kÞ ¼ 1. Then, by using properties of the Legendre symbol we obtain that the number of solution of the equation (5.1) in the second case is still equal to
Next, we consider the case when there exists a prime number q satisfying q 2 jk and q 2 jd. Then we have qj%, and the equation (5.1) can be written as for any prime number p j ðk=qÞ. Dividing out all such primes q as in (5.4) and using (5.5), we obtain that the number of solution of the equation (5.1) in the final case is equal to
This completes the proof of the lemma. r Lemma 5.3. Let N be a non-square free positive integer with ðn; NÞ ¼ 1. :
It is proved in [10] that the right side of (5.7) is convergent for s > 1, and hence, the right side of the stated identity is absolutely convergent for <s > 1. This completes the proof of the lemma. r
Proof of Theorem 1. It is proved at the end of [10] 
