Abstract. We prove that the topological statement: "Any compact covering mapping between two Borel sets is inductively perfect" is equivalent to the set-theoretical statement: " ∀α ∈ ω ω , ℵ
The starting point of this work is the following topological problem:
Problem. Is any compact covering mapping between two Borel spaces inductively perfect?
We recall that if f : X → Y is a continuous and onto mapping, then:
-f is said to be perfect if the inverse image by f of any compact subset of Y is compact. -f is said to be compact covering if any compact subset of Y is the direct image of some compact subset of X. -f is said to be inductively perfect if there exists a subset X of X such that the restriction of f to X is a perfect mapping from X onto Y .
All spaces considered here will implicitly be supposed to be embedded in 2 ω . We follow standard logical notation: Σ The first result in (A) was proved several years ago by the second author [9] (see also [1] ), whereas the second result is a much more recent result due to Ostrovsky [8] (also to Just and Wicke [6] , in the non-trivial case where the range space is countable). (B), (C), (D) are proved (or follow from arguments) in [2] , [3] , [4] ; and (E) is announced in [5] . In this paper we shall complete this list by the following result (notice the switch in the quantifier's position):
(F) If we assume that for all α ∈ ω ω , ℵ
Any compact covering mapping from a Π In particular, combining (C) and (F), we obtain the equivalence announced in the abstract, which completely solves the initial problem. However, this does not provide an equivalence for a fixed α as obtained for mappings valued in Π Notice that by (E) and (F), for ξ ≤ 4 (F ) is not the best possible result. We shall in fact prove a stronger result, which we now describe, and which will not involve the notions of compact covering and inductively perfect explicitly. For any space Z let K(Z) denote the space of all nonempty compact subsets of Z, endowed with the Hausdorff topology. Notice first that, for the study of our problem, one can (see Theorem 3.1 in [2] ) easily reduce the general case to the particular case where X ⊂ Y × 2 ω ⊂ 2 ω × 2 ω and the mapping f is the restriction to X of the canonical projection π on the first factor. Given any such projection mapping f , if we set Z = K(X) ⊂ K(2 ω ) and F = {(y, H) ∈ 2 ω × K(2 ω ) : y ∈ π(H)}, then
The first equivalence is just a straightforward reformulation. The second equivalence is not difficult to prove, but we omit the proof because we shall use only its trivial part (⇐=). Notice that K(2 ω ) is homeomorphic to 2 ω , F is a closed subset of 2 ω × K(2 ω ), and Z is Π 1 1 if X is Π 1 1 . It is clear then from these observations that statement (F) is a consequence of the following more general result that we will prove: The proof of this result, which is very long, constitutes practically the whole content of the paper; and we shall try, by the following remarks, to describe its general scheme and some of the basic ideas.
1) As a first approach we shall inspect briefly the proof of the Main Theorem under the stronger assumption Det (Σ 1 1 ), as developed in [2] . In this case one can consider the game G 0 where two players construct, in a standard Lipschitz way, two elements in 2 ω : y constructed by Player I , and z constructed by Player II , with the following win condition for Player II: y ∈ Y or z ∈ Z and (y, z) ∈ B This condition is clearly the difference of two Π Assume that Player I has a winning strategy σ in this game; then the set K 0 of all points y constructed by Player I in all possible runs in the game is compact (as the image of 2 ω by a continuous function). Moreover, it follows easily from the win condition that K ⊂ Y and that there is no z in Z such that K × {z} ⊂ X (otherwise Player II can beat σ by playing z). This contradicts the assumptions of the theorem. Hence Player II has a winning strategy which clearly defines a continuous mapping f : y → z; and again the win condition ensures that the graph of the restriction of f to Y is necessarily contained in B ∩ (Y × Z), which proves the theorem.
2) Notice that if in the statement of the theorem we replace along the product space 2 ω × 2 ω by 2 ω × ω ω , and if we consider a similar game in which Player I constructs some y ∈ 2 ω and Player II constructs some z ∈ ω ω , with the same win condition, then the arguments above do not work any more because the set K 0 defined above is no longer compact (since at each move Player II has infinitely many possible choices). However, there is a simple way to fix the proof in this context: Consider instead of a classical Ulam type game, the game G 1 in which Player I constructs in a standard Lipschitz way an element y ∈ 2 ω , whereas Player II constructs an element z ∈ ω ω by playing its successive coordinates from time to time, otherwise the player passes. To win some infinite run in G 1 , Player II has to play (not pass) infinitely many times in the run, defining thus some z ∈ ω ω , and then to ensure the same win condition as in G 0 .
Let's say that a position in the game G 1 is good if for all n the n th coordinate of z is played by Player II at the k th move only if z(n) ≤ k. The set K 1 of all points y constructed by Player I in all good runs is again compact, since at each step Player II has finitely many possible choices (including the possibility of passing), and we can repeat the previous arguments.
3 ) We now drop the strong assumption Det (Σ 1 1 ), and go back to the real statement of the Main Theorem. We shall try to change the win condition of G 0 slightly to obtain a Borel game. The problem comes of course from the condition "z ∈ Z", which is Π 1 1 , and we have to ensure this condition in some indirect Borel (most reasonably closed) way. The classical solution is then to fix a tree T on 2 × ω 1 such that Z is the projection on the first factor of T ⊂ 2 ω × ω ω 1 , and consider the game G 2 in which we ask Player II to construct, in addition to z, a witnessρ ∈ ω ω 1 such that (z,ρ) ∈ T , which will ensure automatically that z ∈ Z.
Unfortunately, as we shall see, this procedure cannot be applied here. Notice first that it follows from our previous discussion that for our application (to compact covering mappings) one can assume that B = F is a closed set, and that Y is exactly the projection of X. Now a winning strategy for Player II in G 2 defines, as above, a continuous mapping f : y → z from 2 ω to 2 ω , but also a continuous mapping g : y → (z,ρ) from Y to the complete metric (non-separable) space 2 ω × ω ω 1 valued in the the closed subspace T and whose graph is contained in F . Then one can extend g to a continuous mappingg defined on a Π 0 2 spaceỸ ⊃ Y , and necessarilỹ g is also valued in T and its graph is contained in F ; it follows thatỸ is contained in the projection X, hence thatỸ = Y , and in particular that Y is Π 0 2 , which we did not suppose a priori. This also explains why the original problem is easier to study when the range space is supposed to be Π 0 2 . The same argument shows that to prove the Main Theorem by such a variation of the game G 0 , the construction of the witness by Player II should yield to a function which is at least of the (multiplicative) Borel class of Y .
we shall now define a game G in which we ask Player II , in addition to the construction of z as above, to choose from time to time some ρ ∈ ω <ω 1 ∩ T (z), producing thus a finite or infinite sequence θ = (ρ n ) n∈N in ω <ω 1 . We shall not ask that ρ n ≺ ρ n+1 , but rather impose that Range (θ) = {ρ n ; n ∈ N } is a subtree of T (z), and then we shall arrange things so that whenever y ∈ Y and N is infinite, then Range (θ) has an infinite branch; it will follow a fortiori that T (z) has an infinite branch, and this will ensure again that z ∈ Z, as desired.
To realize this program we use a tree representation for the set Y , that is, a continuous function which associates to any y ∈ 2 ω a tree R + (y) = {r n ; n ∈ ω}, given with an enumeration, in such a way that
More precisely, if such a representation is fixed, then one can consider the game G in which the players construct y, z, and θ as above, so that (with the previous notation) the mapping ε : r n → ρ n defines a tree embedding of the tree {r n ; n ∈ N } ⊂ R + (y) in the tree T (z). Player II wins the run in G if N is infinite (so that the domain of ε is the whole tree R + (y)) and if moreover, as in G 0 , y ∈ Y or (y, z) ∈ B ; thus, if y ∈ Y , then the tree R + (y) will have an infinite branch, hence T (z) also; and this will ensure that z ∈ Z.
5) Fix some strategy σ for Player I in G. For simplicity we shall supose that all the parameters of the game are in L. The first step is to reduce the problem to the case where the strategy σ is also in L; this is obtained by a general absoluteness argument, although G is not a game on the integers. Then we shall define, from σ, a compact set K with similar properties to K 0 . Notice that, because of the ordinal part in the game, the set of all points y played by Player I in G is not a priori compact.
In fact, we shall define a large family of special finite positions in the game, compatible with σ, that we shall call admissible positions, and then define K as the set of all points y ∈ 2 ω obtained as limits of finite sequences s ∈ 2 <ω constructed by Player I in some arbitrary admissible position; so that by its very definition K is compact. Notice that we do not require that the elements of K be constructed by Player I in some infinite run in the game; but we shall arrange that K contains enough such points. More precisely we shall ensure that: a) Any y ∈ K \ Y can be played by Player I in an infinite run compatible with σ. In particular, if σ is a winning strategy, then it follows from the win condition of the game that K is a compact subset of Y . We shall also ensure that:
b) For any (z,ρ) ∈ T there exists an infinite run compatible with σ, in which Player I constructs an element y ∈ K, and Player II constructs z and a tree embedding ε : R + (y) → T (z) which sends the unique branch of R + (y) ontō ρ. Hence, if σ is a winning strategy, then there exists no z ∈ Z such that K ×{z} ⊂ X . So K is large enough to contain the answers by σ to these particular runs (compare this with the definition of the compact set K 0 in Remark 1).
This proves that under the hypothesis of the Main Theorem Player I has no winning strategy in the game G. Hence by Borel determinacy Player II has a winning strategy in this game; and one can repeat the arguments for G 0 to derive the conclusion of the theorem.
6) It is clear that to ensure a) above one needs to have some control on the set Y c (the complement of Y in 2 ω ); so in addition to the tree representation R + for Y , we also fix a tree representation R
• for Y c . To understand this notation one should think of Y as being in some additive Borel class and hence Y c in the corresponding multiplicative Borel class. Moreover, R + and R • have to be compatible in some technical sense; such a pair of trees (R + , R • ) will be called a double tree. But to ensure b) we need to work with more special double trees, which we will call interpolable, and which provide a transfinite family (R ξ ) ξ<ω1 of trees, describing in some vague sense the history of the construction of the double tree (R + , R • ). The existence of such a double tree representation for any Borel set is a totally non-trivial fact that constitutes a large part of the paper, and is of some intrinsic interest.
Finally we mention that the notion of tree used here is to be understood in the abstract sense, as a partial order such that the set of all predecessors of any element is finite and totally ordered. For example, each of R + , R • , R ξ above will in fact be a binary relation on the set 2 <ω . But these details are irrelevant in this general discussion.
7) We finish with some comments about the proofs of properties a) and b) above. Notice that in both cases one has to construct some infinite run in the game.
For a) this is obtained by a compactness argument: The first naive idea is to require that admissible positions be "good" in the sense of Remark 2, but the problem is that, unlike in the game G 1 , in the game G Player II 's moves are in an uncountable space. This is treated by introducing on the set W of all positions an equivalence relationẼ which, because of the assumption "
will have countably many classes; and this will be sufficient to formulate a notion of "goodness", in particular to ensure that the set of all good positions of a given length is finite. Notice that because of b) we cannot realize our initial goal strictly, and an admissible position u will not necessarily be good; but, from the definition of admissibilty, we shall be able to associate to u a sequence (u (j) ) j≤n of good positions satisfying some compatibilty conditions.
For b) the construction of the infinite run will follow totally different ideas, and can be viewed as a converging limit procedure. In particular, unlike the previous case where the run is finally obtained by abstract extractions, putting together all the successives steps of the proof of b), one could obtain a (very long) explicit definition for the run, which is Borel in the parameters. Details are very technical, and it is very difficult to give the main ideas at this level of generality. The reader might get the flavor by consulting the particular cases (where Y is Π 0 3 or Σ 0 3 ) treated in [4] and [5] . We mention only that one needs to work with a new family V ⊂ W of positions. Good positions will be in V by definition, but this will not the case for admissible positions; however, in the proof of b) we will need to construct admissible positions which in addition belong to V .
Notice that neither a) nor b) is proved by induction. But the definition of the equivalence relationẼ and the family V will be the result of an inductive construction. More precisely, we shall construct inductively for all ξ < ω 1 an equivalence relationẼ ξ on W , and a subset V ξ of W on whichẼ ξ behaves nicely, and then define V = ξ V ξ andẼ= ξẼ ξ . This construction is intimately related to the interpolation family (R ξ ) ξ<ω1 given by the double tree representation. One can even say that the interpolation property is precisely what is needed for this construction to work.
As a final observation, we point out that the way the assumption " ∀α ∈ ω ω , ℵ L(α) 1 < ℵ 1 " is used in this proof does not match with other classical uses of this assumption. A typical example is the proof of the perfect set theorem for Π 1 1 sets: Assuming that some Π 1 1 set X is thin (contains no perfect set), one can define in an absolute way (in L) a set A ⊃ X such that, if ever ℵ L 1 < ℵ 1 , then A is countable, and hence X also. The same scheme applies for the proof of the Baire property for Π 1 1 sets. In this proof the set-theoretical assumption is used to construct the compact set K and not to prove a) or b), and in particular the set K is not in L.
The paper is naturally composed of two distinct parts. In the first part, using the double tree representation theorem, we prove the Main Theorem and give some applications; the second part is devoted to the proof of the double tree representation theorem and is totally independent of the first part.
The first part is organized as follows. In Section 1 we give some applications of the Main Theorem, namely to properties of Π 1 1 cofinal sets in hyperspaces of compact sets. All general notation and preliminaries are introduced in Section 2; in particular, the reader will find in this section a brief presentation of the notion of interpolable double tree and the statement (without proof) of the double tree representation theorem for an arbitrary Borel set. In Section 3 we introduce the game G and reduce the proof of the Main Theorem to a general result (Main Lemma 3.1) on this game, which essentially states properties a) and b) considered above. Strictly speaking, the Main Lemma will be proved only in Section 6. One of the main ingredients of this proof is an analysis of the strategies of Player I which reflects the double tree structure, and more particularly the interpolation property. This analysis is introduced in Section 4, which is essentially notational and does not contain any new result, but is fundamental for the sequel. The other ingredient of the proof is an inductive construction that we shall develop separately in Section 5, namely the construction of the families (V ξ ) and (Ẽ ξ ) considered above. The definitions and properties of these families are very technical; also, for better readability we collected formally all the results of this section that are needed for the proof of the Main Lemma in the next section, in one result (Theorem 5.1) which is stated at the beginning of Section 5.
The second part is constituted by the last three sections. In Section 7 we come back to the notion of double tree and establish a number of technical properties that we shall use. In Section 8 we define the product operation on sequences of double trees, which is the basic operation by which we associate inductively a double tree to any Borel set. In Section 9 we introduce the notion of interpolability for a double tree, and prove the existence of a canonical interpolation family obtained by an explicit derivation operation; finally we prove the main result asserting that interpolability is preserved by the product operation , from which the representation theorem follows easily.
Applications
In this section we go back to the original topological problem discussed in the introduction, and give several other equivalent but more descriptive formulations. For this we need to fix some notation.
For any space Z we denote by K(Z) the hyperspace of all compact subsets of Z, endowed with the Hausdorff topology (inherited from the Hausdorff topology of K(2 ω )). Let A and B be two subsets of K(Z). A mapping Φ : A → B is said to be a domination function if for all S ∈ A, Φ(S) ⊃ S. If such a mapping Φ exists, we shall say that B admits a domination function on A. A subset C of a K(Z) is said to be cofinal if it is a cofinal subset of K(Z) for the inclusion relation ⊂ (i.e. ∀S ∈ K(Z) , ∃T ∈ C such that S ⊂ T ). We shall say that C is Borel (continuously) cofinal if C admits a Borel (continuous) domination function on K(Z). In [3] we proved that:
is also analytic, and (see [9] or [1] ) Z is necessarily Π We now define the other notion we shall use: If X is a subset of some product space Y × Z, and M is a subset of Y , a lifting of M in X is a mapping g : M → Z whose graph is contained in X. Theorem 1.1 and Theorem 1.2, below, which we state for completeness, are from [4] and [3] . We denote by Q the set of all rational numbers, and by ≤ * the partial order of eventual domination in
Theorem 1.1. The following are equivalent: 
As usual, if s ∈ Seq (A) we denote by |s| the length of the sequence s, and for any k ≤ |s| by s | k the restriction of s to k; and for k < |s| we shall also use very often the notation s k for the restriction of s to k + 1, thus
We shall also consider in this work the space of partial functions from ω to A with finite domain. We shall denote by ⊂ the extension relation in this space. If τ is such a function, we shall denote by Dom (τ ) its domain, which is a finite subset of ω, and by τ * the function obtained from τ by deleting from Dom (τ ) its largest element. If  : card (Dom (τ )) → Dom (τ ) is the unique increasing enumeration of Dom (τ ), then the sequence θ = τ •  ∈ Seq (A) will be called the sequential rearrangement of τ . It is clear that the pair (Dom (τ ), θ) entirely determines τ . In particular, if
When the set A is endowed with some wellordering ≤, then the set Seq(A) can also be canonically equipped with the corresponding lexicographical wellordering, which we also denote by ≤ , defined for s , t ∈ Seq(A) by:
where, as usual, < denotes the strict order corresponding to ≤. Notice that one can then start again from the wellordered set Seq (A) to wellorder the set Seq(Seq(A)), and so on. In this paper we shall apply this procedure to wellorder the sets Seq(ω 1 ) and Seq(Seq(ω 1 )) .
The fundamental property of lexicographical wellordering, which we shall use frequently, is the following:
If s s , t t , |s| = |t| and s < t, then s < t .
Trees.
A tree relation R on a set E is an order relation with a least element such that for any s ∈ E the initial segment {t ∈ E : t R s } is finite and linearly ordered by R.
The height of an element s ∈ E, denoted by h R (s), is the number of elements strictly smaller than s:
If s R t with h R (t) = h R (s) + 1, we say that t is a successor of s, or s is the predecessor of t.
If R is also a tree relation on a set E , a tree homomrphism
and
By a standard tree on a set A we shall mean a subset T ⊂ Seq(A) which is left hereditary for the extension relation ; this is the most classical notion of tree. Notice that for a standard tree T the height of an element s ∈ T is exactly |s|, the length of the sequence s.
Most of the tree relations we shall consider in this paper will have as domain a sequential space Seq (A), but will be different from the extension relation .
A tree relation R on the sequential space Seq (A) is said to be an adapted tree if R is finer than the extension relation :
For such an R we clearly have h R (s) ≤ |s|, for any s ∈ Seq (A). In particular, h R (∅) = 0, and the empty sequence ∅ is always the least element.
Definition 2.3.
A double tree on a set A is a pair R = (R + , R • ) of adapted tree relations on Seq(A) satisfying:
We denote by h
• R the height functions on Seq (A) with respect to R + and R • .
A detailed study of double trees will be developed in Section 7; for the moment we restrict ourselves to two simple examples, and some basic general properties that we will use in the proof of the Main Theorem. But before this, let's recall that if R 0 and R 1 are two relations on a set E, then R 0 • R 1 denotes the relation R defined by
Notice that if R 0 and R 1 are reflexive, then R is also reflexive, and both R 0 and 
One can also easily check that (R + , R • ) is a double tree, and, moreover,
We recall that Ext denotes the extension relation on Seq (A).
Then set
In the general situation we have the following basic relations:
• is an adapted tree relation on Seq(A), and
Proof. 
Then necessarily n ≤ 2; for otherwise we can find some i < n − 1 such that R i = R • and R i+1 = R + , but then by b) we could delete the element s i+1 from the chain, which contradicts the minimality of n.
• , and soR = R; and in particular R is a preorder. Moreover, since R + and R • are finer than , then the same holds for R, and for any t, the set {s : s R t } is finite.
It follows from Definition 2.3 that ∅ is the least element for R. Fix t in Seq (A) \ {∅}; it is clear that any R-predecessor of t is either its R + -predecessor or its R
• -predecessor:
, let u and v denote the R + -and R • -predecessors of t; then by the double tree property we have v R
• u R + t, and u is the unique R-predecessor of t. In particular, any element in Seq (A) \ {∅} has a unique R-predecessor, and R is a tree.
Definition 2.7. A double tree
on A is said to be interpolable if there exists a family (R ξ ) ξ<ω1 of tree relations on Seq(A) satisfying:
ξ<ω1 R ξ =R is the tree generated by R + and R • .
Such a family (R ξ ) ξ<ω1 is called an interpolation family for R.
Notice that when A is countable, which will always be the case in the sequel, then each R ξ is also countable; hence it follows from (i) that there exists γ < ω 1 such that R γ = R. The intuition of condition (ii) is not immediate and was initially motivated by the needs of the proof of Theorem 3.2. However, one can observe that this condition ensures that, as a tree, R ξ+1 is large inside R ξ : In fact, if in the statement of (ii) one replaces the subformula " t R ξ u " by " t R ξ+1 u", then one obtains a weaker statement (since R ξ+1 ⊂ R ξ ), which expresses exactly that R ξ+1 is a tree relation. In fact, as we shall see in Section 9, from any adapted tree R we shall explicitly define a family R = (R ξ ) ξ<ω1 such that if R is interpolable, then R is an interpolation family for R.
In Section 9 we shall prove a stronger version of the following result:
some parameter α, then the double tree R and its interpolation family R can be constructed in L(α).
Such a pair (R, R) will be called a double tree representation for Y . Recall that if R = (R ξ ) ξ<ω1 is an interpolation family for R, then there exists γ < ω 1 such that R γ = R, and the value of γ depends on the complexity of Y . 2) If Y is a Σ 0 2 set, the double tree constructed in Example 2.5 is interpolable with γ = 0.
3) With some little work one can derive from Lemma 1 in [5] a construction from a Σ 0 3 set of a double tree which is interpolable with γ = 1.
The game G
In this section we introduce a game G and reduce the proof of the Main Theorem to a result about this game. General setting: First we fix:
and we set -Ω = Seq (ω 1 ), -Σ = Seq (Ω) = Seq (Seq (ω 1 )). We endow both spaces Ω and Σ with their canonical lexicographical wellordering (see 2.1). For more clarity we shall reserve the letters ρ and θ (with various subscripts) to denote elements of Ω and Σ respectively. Description of the game: We consider the game G in which, alternatively, Player I chooses an element in {0, 1} and Player II chooses an element either in {0, 1} or in {0, 1} × Ω. A move of Player II in which he chooses an element in {0, 1} will be called a trivial move.
Thus in a position u in G, Player I constructs some s ∈ Seq (2) and Player II constructs a couple (t, τ ) with t ∈ Seq (2) and τ : J → Ω a partial function with domain J ⊂ Dom (t) such that:
-At his k + 1 th move in u Player I chooses:
We shall identify the position u with the triple (s, t, τ ).
Notice that Dom (τ ) ⊂ Dom (t) = |t|, and |s| = |t|+1 or |s| = |t| depending whether the last move in u is made by Player I or by Player II . Rules: In any position u = (s, t, τ ), if θ ∈ Seq (Ω) denotes the sequential rearrangement of τ (see 2.1), we require that Player II respects the following two rules:
Notice that (R 1 ) and (R 2 ) depend only on θ and the restriction of s to |θ|, and both rules concern only Player II. Thus Player I is totally free in his moves in the game. However, Player II can always extend any position u by playing trivial moves only, so that no new conditions are added in rules (R 1 ) and (R 2 ) above; such an extension of u will be called a trivial extension. Runs: It follows from the last remarks that all runs in this game are infinite. We shall identify a runū with a triple (y, z, τ ), where y and z are in 2 ω and τ is a partial function from ω to Seq (Ω). We shall refer to y and z as the reals constructed in the run by Player I and Player II respectively. Notice that, unlike y and z, which are always infinite, τ might have a finite domain, which means that from some point on, all Player II 's moves in the runū are trivial; and in this case we shall say that u is a trivial run. Win condition: Player II wins the run (y, z, τ ) iff
We now state the Main Lemma, which we will admit for the moment. The proof of this lemma will be achieved only at the end of Section 6. We shall show here how to derive the Main Theorem from this lemma. 
Main Theorem 3.2. Assume that
Proof. Consider the game G above; then clearly G can be represented as a Borel game on 2 × 2 × ω 1 , hence determined. More precisely, notice that the win condition for Player II is the conjunction of a Borel condition in the factor 2 ω × 2 ω and a closed condition in the factor 2 ω × ω
, a general absoluteness argument (see Proposition 4.3 in [3] ) ensures that the winning player in G has a winning strategy in L(α).
Also notice that there exists
, which is countable by the assumptions of Theorem 3.2; hence the assumption of Lemma 3.1 is realized.
Claim: Player II is the winner of the game G.
Proof. Otherwise, since G is determined, Player I would have a winning strategy σ, and by the previous observations we can suppose that σ ∈ L(α). Consider then the compact set K given by Lemma 3.1. It follows from the win condition of the game that in any run compatible with σ, the real constructed by Player I is in Y ; so a) proves that K \ Y is empty-that is, K is a compact subset of Y . On the other hand, it also follows from the win condition of the game that in any non-trivial run (y, z, τ ) compatible with σ we necessarily have (y, z) ∈ X; so b) proves that for no z ∈ Z is the set K × {z} contained in X, and this contradicts the hypothesis of Theorem 3.2, and proves the claim.
Fix a winning strategy σ for Player II; such a strategy clearly defines a mapping F : y → (z, τ) such that for all y ∈ 2 ω the "triple" (y, F (y)) is a run compatible with σ , and whose first coordinate f : y → z is a continuous (in fact Lipschitz) function from 2 ω to 2 ω Fix y ∈ Y and set F (y) = (z, τ). By the win condition of the game, (y, z) ∈ X and Dom (τ ) ⊂ ω is infinite; let θ ∈ Ω ω be the sequential rearrangement of τ . Since y ∈ Y , then by Theorem 2.8 the set {s : s ≺ y} contains an infinite chain for R + ; hence by rule (R 2 ) we can find an infinite sequence (i k ) k∈ω such that (θ(i k )) k∈ω is an infinite chain in (Ω, ) and defines some ρ ∈ ω
From now on, σ ∈ L(α) denotes a fixed strategy for Player I in the game G. All runs and positions will implicitly be supposed to be compatible with σ.
4.
The double tree analysis of σ 4.1. Notation. We denote by W the set of all finite positions in G compatible with σ and in which the last move is made by Player II. We shall denote by ≺ the relation on W defined by the natural extension of positions in the game. Notice that if u = (s, t, τ ) ∈ W , then s is constructed by Player I before Player II has played his last move in (t, τ ); in other words, s can be viewed as "the answer" by σ to u * , the predecessor of u in W .
ψ(u) = the sequential rearrangement of the partial function τ.
Notice that |s| = |t| and Dom (τ ) ⊂ Dom (t); and we can identify Dom (τ ), via its characteristic function on Dom (t), to an element of Seq (2) (of the same length as s and t); hence, by a new identification we can, and shall, view ϕ(u) as an element of Seq (2 × 2 × 2). One should think of ϕ(u) as the "countable part of the information in u", in opposition to ψ(u), which lives in a large space. It is clear that the couple (ϕ(u), ψ(u)) determines u entirely, so the mapping
is one-to-one.
We also denote by ≺ the extension relation in both spaces Seq (2 × 2 × 2) and Seq (Ω). For u and v in W we clearly have
and the particular case where ϕ(u) ≺ ϕ(v) and ψ(u) = ψ(v) corresponds to the case where v is a trivial extension of u. We shall also for simplicity denote by |u| the height of the element u in the tree (W, ), and call it the length of u. It is clear that
which is the precise part of s needed by Player II to ensure rules (R 1 ) and (R 2 ); this parameter will play a major role in the proof. Finally, for all s ∈ Seq (2), all u ∈ W and all ξ < ω 1 we set
In particular, for ξ = 0 we have
Notice that if  : card (Dom (τ )) → Dom (τ ) denotes the unique increasing enumeration of Dom (τ ), then
Thus J ξ (u) is just a formal copy of some I ξ (s), and its introduction might appear to the reader as redundant. In fact, in the sequel we shall work with the J ξ (u)'s exclusively until the last lemma (Lemma 6.8), where we will have to consider some I ξ (s) which will appear later as J ξ (u) for some position u that we will construct during the proof.
Lemma 4.2. For any u ∈ W and any
Proof. Let  : card (Dom (τ )) → Dom (τ ) be as above. It follows from the definition of the game that, for all
The main point in the previous definitions is that both families (I ξ (s)) ξ<ω1 and (J ξ (u)) ξ<ω1 reflect, in an obvious way, the properties of the family (R ξ ) ξ<ω1 . However, for completeness we state the following two straightforward results, which we will use extensively in the sequel. Notice that in both results, (i) and (ii) express that R ξ is a tree relation: (i) is a reformulation of the reflexivity of R ξ , and (ii) states that the initial segment of s is totally ordered. Also, (iii) and (iv) are a reformulation of the fact that the family (R ξ ) ξ<ω1 is decreasing and continuous at limit ordinals. Finally, (v) is a reformulation of the interpolation property.
Lemma 4.3.
For any s ∈ Seq (2) and any ξ < ω 1 we have:
Lemma 4.4. For any u ∈ W and any ξ < ω 1 we have:
Characteristic sequence. All clauses below refer to Lemma 4.3.
Fix some s ∈ Seq (2). It follows from clauses (iii) and (iv) that the decreasing family I ξ (s) ξ<ω1 of finite sets takes only finitely many values, and there exists a unique decreasing sequence (ξ i ) 0≤i≤p in ω 1 , of maximal length, satisfying
(notice that the max is well defined by (iv)), or, equivalently,
then by clause (ii) we have
Moreover, for i > 0, since
The sequence χ(s) = (ξ i , k i ) 0≤i≤p will be called the characteristic sequence of s, and we shall denote by χ 0 (s) = (ξ i ) 0≤i≤p its first coordinate. Now fix some u ∈ W and set s = π(u). We recall that card (J 0 (u)) = |s| = I 0 (s), and if  : I 0 (s) → J 0 (u) is the unique increasing enumeration of J 0 (u), then
The sequenceχ(u) = (ξ i , m i ) 0≤i≤p will be called the characteristic sequence of u, and we shall also denote byχ 0 (u) = (ξ i ) 0≤i≤p its first coordinate.
Obviously
The notion of characteristic sequence will play a fundamental role in all the sequel. In particular, the last property (more precisely, the corresponding property for χ(s)) will be crucial for the proof of Lemma 6.8. Notice that, as it appears from the previous observations, this property follows from clause (v) of Lemma 4.3, which itself is the reformulation of the interpolabilty property of the family (R ξ ) ξ<ω1 .
4.6. Trivial modification. We now introduce a technical notion which will play a crucial role in the sequel. Let τ : J → Ω and τ : J → Ω be two partial functions. We shall say that τ is a trivial modification of τ if
If u = (s , t , τ ) and u = (s , t , τ ) are two positions in the game, we shall say that u is a trivial modification of u if t t and τ is a trivial modification of τ .
Notice that since s is constructed by Player I before Player II 's last move, then we necessarily have s s . This notion is quite close to -but more elaborate than -the notion of trivial extension introduced formerly, which corresponds to the particular case where J = J (hence τ = τ ). In fact, if we assume for simplicity that in both positions u and u the last moves are non-trivial, then saying that u is a trivial modification of u means that if u denotes the predecessor of u in W , then 1) u is a trivial extension of u (in particular, u ≺ u ), and 2) the ordinal chosen by Player II in his last moves in u and u is the same. Finally, we mention that for the proof of the main result below we will need to define a number of operations on some sets of positions, and one of the key arguments at the end will rely on the fact that all that these sets are invariant under trivial modifications, and all these operations are "compatible" with trivial modifications.
Main construction
The proof of the Main Lemma in the next section will rely on an inductive construction that we detail in the present section. To give a synthetic view of this construction we summarize the results of this section, and in particular all properties needed for the next section, through the following theorem. 
(2) E 0 = Σ × Σ has only one class, and E 1+ξ has at most ℵ
and any u ∈ V ξ extending u with u = u m for some m ∈ J ξ (u ), there exists v ∈ V ξ extending v and such that u Ẽ η v . 
Moreover, if w is a trivial modification of w, then ν(w ) is a trivial modification of ν(w).
We recall that we fixed (see Section 3) some α ∈ ω ω and some ordinal γ < ω 1 . To prove the theorem we shall explicitly define the families (V ξ ), (Ẽ ξ ), (E ξ ), and then prove, through a list of lemmas, their main properties. We leave it to the reader to check that all the statements of Theorem 5.1 can be extracted from these lemmas.
-Notice thatẼ 0 is just the canonical equivalence relation associated to the function ϕ.
-By property (3) the equivalence relationẼ ξ on W is reducible to the product of a simple relationẼ 0 on W and a family (E η ) η≤ξ of equivalence relations on Σ, and the equivalence uẼ ξ v can be obtained by ensuring that ϕ(u) = ϕ(v) and separately by some control on the ψ η (u)'s and the ψ η (v)'s for η ≤ ξ.
-Roughly speaking, the equivalence θ E ξ θ will mean θ and θ are indiscernable of order ξ by the strategy σ, in the sense that for any positions u and u such that ψ ξ (u) = θ and ψ ξ (u ) = θ the strategy reacts similarly in a lot of other positions related to u and u .
-V ξ is a family of positions u for which the indiscernability of order ξ (of their respective ψ ξ (u)) behaves nicely towards the extension relation, as formulated in property (6) .
-In fact we would have liked to ensure that V ξ is a subtree of W (for the extension relation of positions) and thatẼ ξ is compatible with the restriction operation; but this is not the case. However, (5) asserts some hereditarity of V ξ with respect to the sets J ξ (u), which appear as sets of levels where properties of "order ξ" are preserved by truncation. This last idea is a fundamental ingredient in the construction as well as the proof of the Main Lemma in the next section. This also explains the high occurence of the quantifiers "∀ m ∈ J ξ (u) . . . " and "∃ m ∈ J ξ (u) . . . " in the coming definitions.
-We also would have liked to ensure that any position w in W isẼ-equivalent to some position v in V . This is not possible, but property (7) asserts that we can manage this if enough restrictions of w are already in V . Notice that such a v is not unique, and the ν operator provides only a particular way of finding v. The last part of (7) means that the computation of ψ(ν(w)) does not depend on the time at which the last non-trivial move is played in w; this precision is very important for the sequel.
We now proceed to the definition of the three families (V ξ ), (Ẽ ξ ), (E ξ ), which will involve in fact two other families (Φ ξ ), (Φ ξ ) of functions on W and Σ respectively.
But first we fix some notation. If (A i ) i∈I is a family of sets, we shall denote its
disjoint union of the family (A, B).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Definition 5.2. We define inductively for all ξ < ω 1 :
This definition is clearly well-founded: First notice that V 0 = W and Φ 0 is the constant 0-valued function; and assuming that V η , Φ η are defined for all η < ξ,
successively defined by (i), (ii) and (iii).
In particular E 0 = Σ × Σ is the trivial relation, andẼ 0 is the canonical relation associated tõ Φ 0 = ϕ: uẼ 0 u ⇐⇒ ϕ(u) = ϕ(u ). For the convenience of the induction in the previous definition as well as in all the coming proofs, we allowed the parameter ξ to be an arbitrary countable ordinal. But in fact we shall deal later only with the families (V ξ ) ξ≤γ , (Ẽ ξ ) ξ≤γ , (E ξ ) ξ≤γ . More particularly, the last element of each of these families will play a central role, and we shall set
Proof. The first part of the lemma follows directly from the definitions. For the second part, notice that if
Proof. a) follows directly from the definitions. b) Suppose that uẼ ξ v and let m ∈ J ξ (u); since uẼ 0 v, then for all η ≤ ξ we
Now the conclusion follows from a).
We shall prove c) and d) separately by induction on ξ. Notice that both statements are obvious for ξ = 0; and assume that they are satisfied for all ξ < ξ. c) Let u ∈ V ξ and m ∈ J ξ (u).
-If ξ is limit, consider any η < ξ; since J ξ (u) ⊂ J η (u), then by the induction hypothesis we have u m ∈ V η . This proves that u m ∈ V ξ .
-If ξ = η + 1 is a successor, again since J ξ (u) ⊂ J η (u) , then by the induction hypothesis we have v := u m ∈ V η ; and since by Lemma 4.
-If ξ is limit, then for all ξ such that η < ξ < ξ we also have J η (u) = J ξ (u). Hence by the induction hypothesis u ∈ V ξ ; this proves that u ∈ V ξ .
-If ξ = ξ + 1, then, as in the previous case, we have u ∈ V ξ ; we also have J ξ (u) = J ξ (u), whence again by Lemma 4.4 (iii), for any m ∈ J ξ +1 (u) we have J ξ (u m ) = J ξ (u m ). It follows that for any v which isẼ 0 -equivalent to u m we also have
Proof. We shall prove "a) and b)" by induction on ξ. For ξ = 0, a) is obvious and b) holds since uẼ 0 v ⇐⇒ ϕ(u) = ϕ(v) , and the mapping (ϕ, ψ) is one-to-one. So let ξ > 0 and assume that a) and b) hold for all ξ < ξ; we shall then prove a) and
. Then by definition of V η+1 we have ψ η (u) ≤ ψ η (v), and so by symmetry ψ η (u) = ψ η (v); and since uẼ η v, then the conclusion follows from b) at level η. b) We can assume that ξ > 0; by Lemma 4.4 (iv) the set {ζ < ξ : J ζ (w) J ξ (w) } admits a maximum element η < ξ , and clearly J η+1 (u) = J ξ (u); and sincẽ E ξ ⊂Ẽ η , then the conclusion follows from a) at level ξ.
We now are ready to prove statement (6) of Theorem 5.1:
For any u ∈ V ξ extending u with u = u m for some m ∈ J ξ (u ), there exists v ∈ V ξ extending v and such that u Ẽ η v .
Proof. Notice first that since uẼ
, then in particular Ψ(ψ ξ (u)) = Ψ(ψ ξ (v)); and by the hy-
Then from the very definition ofẼ η we have u Ẽ η v ; in particular, u Ẽ 0 v , and it follows from Lemma 4.2 that Since u ∈ V η (u), then by the minimal choice of v we have ψ η (v) ≤ ψ η (u); hence by lexicographical ordering we also have Finally, to prove that v ∈ V η+1 we have to check that for all p ∈ J η+1 (v) = J η+1 (u) the equality ψ η (v p ) = min {ψ η (w) ; w ∈ V η (v p )} holds.
-If p = n, this follows from the choice of v. 
) if w is a trivial modification of w, then ν(w ) is a trivial modification of ν(w).
Proof. a) We shall first construct, by a downward induction, a sequence (w (i) ) 0≤i≤p satisfying, for all i, 
; then, applying Lemma 5.7, we get a position
Moreover, by the induction hypothesis ψ η (u) = ψ η (w), so, since uẼ 0 w, then ψ η+1 (v (i) ) = ψ η+1 (w). Also, by the induction hypothesis u mi+1 = w mi+1 ; hence
This finishes the inductive construction of the sequence (
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Proof. Again we argue by downward induction on i. This is obvious for i = j; so assume that v
. By construction we have v
, and since i < j, then by the monotony of the family (Ẽ ξ ) we also have v
To finish the proof of the lemma, set ν(w) = v (0) . By construction we have ν(w) ∈ V ξ0 = V , ψ γ (ν(w)) = ψ γ (w) , and ν(w) m0 = w m0 . Moreover, for all j > 0, since m j ∈ J ξj (ν(w)), it follows from the claim that ν(w) mjẼ ξj v 
Lemma 5.9. Each of the equivalence relations
classes.
Proof. We shall use the following elementary fact in the proof: if I is infinite, then card (
For the purpose of this proof it will be convenient to allow the value ξ = −1. So for all ξ ≥ −1 let Λ ξ and Λ ξ denote the ranges of the functions Φ 1+ξ andΦ 1+ξ . Since card (Σ/E 1+ξ ) = card (Λ ξ ) and card (W/Ẽ 1+ξ ) = card (Λ ξ ), the lemma will follow from the next claim.
Proof. Notice that since Φ 1+ξ andΦ 1+ξ are definable in L(α) and Σ is in L, then Λ ξ andΛ ξ are also in L(α). In fact we shall prove that
which will ensure the claim. Thus in what follows, all definitions and computations are made in L(α).
The proof is by induction on ξ ≥ −1. This is true for ξ = −1, since Λ 0 = {0} andΛ 0 = Seq (2 × 2 × 2) are countable in L. So assume that the inequality holds for all η < ξ. 
Proof of the Main Lemma
In this section we prove Lemma 3.1, which we restate for convenience. The proof relies on the results established in the previous section as summarized in Theorem 5.1, which will be our main reference from Section 5. In particular, when we refer to "property (n)" we will mean "property (n) of Theorem 5.1".
The first goal is to define the compact set K; and for this we need to consider several special types of positions that we shall introduce successively.
6.1. Minimal positions. We shall say that u is a minimal position if:
(1) u ∈ V , and (2) ψ γ (u) = min {ψ γ (u ) ; u ∈ V and u Ẽ u}. When restricted to V , the equivalence relationẼ admits a natural selector inside the set of minimal positions. More precisely: Our next notion will make a crucial use of the set-theoretical assumption "ℵ L(α) γ+1 < ℵ 1 " of the Main Lemma. We mention that this is the only place where this assumption is used. (2), for all ξ ≤ γ the equivalence relation E ξ has at most countably many classes, and we can fix a mapping N ξ : Σ → ω satisfying
Then for any u ∈ W withχ 0 (u) = (ξ i ) 0≤i≤p , we set
We shall say that u is a good position if:
(1) u is a minimal position, and Proof. Let u be a good position and suppose that n = |u| is known; then ϕ(u) which is an element of (2 × 2 × 2) n can take only finitely many different values, so we can assume that ϕ(u) is known. Since the characteristic sequenceχ(u) is uniquely determined by ϕ(u), thenχ 0 (u) = (ξ j ) 0<j≤p is also known. Since u is a good position, the sequenceÑ(u) = (N ξj (ψ ξj (u)) j≤p can take only finitely many different values, so again we can assume thatÑ(u) is known. Now suppose that v is also a good position with
. It follows then from the definitions that uẼ γ v, and since u and v are minimal positions, then ψ γ (u) = ψ γ (v); hence by Lemma 5.5, u = v. This shows that u is uniquely determined and finishes the proof of the lemma. 6.5. Admissible positions. We shall say that v is an admissible position if there exists a sequence (u (j) ) j≤n of good positions satisfying, for all i, j ≤ n,
and (2) if i < j and π(v
Such a sequence (u (j) ) j≤n will be called a sequence of good versions for v. Notice that an admissible position is not necesssarily in V ; moreover, a sequence of good versions is not unique.
Admissibility is a weak dual form of rule (R 2 ): In fact, if v is admissible, then the mapping π(v | k ) → ψ(u (k) ) is a homomorphism for the partial order structures (i.e. an increasing mapping) from the R
• ordering to the large extension relation ; but this mapping does not (in fact cannot) preserve the height, and so is not a tree homorphism.
Formally speaking, the sets of "good" and "admissible" positions are incomparable. Good positions have a compactness property by Lemma 6.4, and admissible positions will inherit some "goodness" from the sequence of good versions. But the enormous advantage of admissible positions, compared to good ones, is their flexibility, and the following obvious fact is crucial for the definition of K: Lemma 6.6. The family of all admissible positions is a subtree of (W, ), and hence the set
Let K denote the projection of S ⊂ 2 ω × 2 ω × 2 ω on the first factor.
Lemma 6.7. Any y ∈ K \ Y can be constructed by Player I in a run compatible with σ.
Proof. Fix y ∈ K \ Y . Since y ∈ K, then for all n, there exists an admissible position u n such that ϕ(u n ) = (y |n , t n , A n ) and ϕ(u n ) ≺ ϕ(u n+1 ). Fix, for all n, a sequence (u n (k) ) k≤n of good versions for u n ; since ϕ(u n (n) ) = ϕ(u n ), we can also suppose that u n = u n (n) . SetÃ = {π(u n ) ; n ∈ ω}, and notice that since card (A n ) = |π(u n )| for all n, the sets A = n∈ω ↑ A n andÃ have the same cardinality. It is also clear thatÃ is hereditary for ≺. For the rest of the proof we distinguish two cases:
Case 1:Ã is finite. In this case A is also finite and A = A m for some m, which means that in all the positions u n (with n ≥ m) Player II 's moves following the m th move were all trivial. By Lemma 6.4 the set {u n (m) ; n ≥ m} is finite; hence there exists an infinite subset N of ω \ m such that the sequence (u n (m) ) n∈N is constant, say with value v. Then for all n ∈ N , we have π(u n ) = π(u n (m) ); hence by admissibility we have v = u n (m) ≺ u n (n) = u n , and, in particular, ψ(u n ) = ψ(v). Moreover, for any n > n > m we have by assumption ϕ(u n ) ≺ ϕ(u n ); hence for n, n ∈ N we have u n ≺ u n and this defines an infinite (trivial) run in which Player I constructs y.
Case 2:Ã is infinite. In this caseÃ = {s : s ≺ y}, and, since y ∈ Y , there exists inÃ by Theorem 2.8 an infinite chain C for R
• . Fix an enumeration for C = {π(u kj ) ; j ∈ ω} by some increasing sequence (k j ) j∈ω . The rest of the argument is quite similar to the previous case. By Lemma 6.4 , for all j ∈ ω the set {u n (kj ) ; n ≥ k j } is finite, and hence by a standard diagonal extraction we can find an infinite subset M of ω such that for all j ∈ ω, the sequence (u n (kj ) ) n∈M\kj is constant, say with value v j .
This proves that the sequence (v j ) j∈ω defines an infinite run in the game in which Player I constructs y. Proof. Fix z ∈ Z and choose some ρ ∈ ω ω 1 such that (z, ρ) ∈ T . We shall denote by W (z) the set of all positions (s, t, τ ) such that t ≺ z, and by W (z, ρ) the set of all positions v ∈ W (z) in which Player II's last non-trivial move is compatible with ρ, that is, of the particular form (i, ρ k ) ∈ {0, 1} × Ω for some i and k. Finally, set
We shall construct two infinite sequences (u n ) n∈ω and (v n ) n∈ω in V such that u 0 = v 0 is the unique trivial move in W (z) of length 1, and, for n > 0,
We recall that if ϕ(u) = (s, t, J), then π(u)
s and |π(u)| = card (J). We first derive the conclusion of the lemma from this construction. So assume that the construction is achieved, and fix some n. It follows from (iii) and (iv) that for all m ≤ n, u mẼ0 v n |m , and since the u m 's are good positions, (vi) ensures that (u m ) m≤n is a sequence of good versions for v n ; hence v n is an admissible position and ϕ(v n ) ∈ S. Moreover by (v), (ϕ(v n )) n∈ω is an infinite branch of S, so it can be identified with a triple (y, z, a) ∈ 2 ω × 2 ω × 2 ω , where the first coordinate y is by definition an element of K, the second coordinate is precisely the given point z, and the third coordinate is the characteristic function of some set J ⊂ ω which is infinite by (viii).
It follows from (viii) that {y |n : n ∈ ω} = {s n : n ∈ ω}, and by Theorem 2.8 this set contains an infinite chain either for R + (in case y ∈ Y ) or for R • (in case y ∈ Y ). Then by conditions (vi) and (vii) we can find an infinite sequence (k j ) j∈ω in ω such that either v ki ≺ v kj for all i < j, or u ki ≺ u kj for all i < j. In both cases this defines an infinite runw in the game with ϕ(w) = (y, z, a) which satisfies the conclusion.
We shall construct, by induction on n, positions u n and v n satisfying conditions (i) to (vii), then, inspecting this construction globally, we will check that condition (viii) also holds.
So let n > 0 and suppose that the construction is made up to n − 1 . Letû n−1 andv n−1 denote the unique trivial extensions (of length n + 1) in W (z) of u n−1 and v n−1 . It is clear that if we set u n =û n−1 and v n =v n−1 , then conditions (i) to (vii), which are preserved by trivial extensions, are automatically satisfied. However, if we follow this definition forever, then obviously condition (viii) will not be satisfied. So our plan is to define u n and v n differently, namely with a non-trivial last move, unless we meet some obstacle (which we will specify later), in which case we shall define u n and v n to beû n−1 andv n−1 respectively.
Let s ∈ 2 n denote the first coordinate of ϕ(u n−1 ) = ϕ(v n−1 ), that is, the sequence constructed by Player I in both u n−1 and v n−1 . Recall that π(u n−1 ) = π(v n−1 ) s , and because u 0 and v 0 are already trivial moves, then necessarily
is already known and we can define
Set J = J 0 (u n−1 )∪{n} = J 0 (v n−1 )∪{n}, and let  : k+1 → J denote the increasing enumeration of J; finally, set, for all i ∈ [0, p],
Then, by the very definition of the characteristic sequence, for any position w of length n + 1 such that ϕ(w) ϕ(u n−1 ) and in which the last move of Player II is non-trivial, we have
is the R-predecessor of s; and since R is generated by R + and R • , s m0 is either the R + -predecessor of s, or the R
• -predecessor of s, and we can define
Notice that by the induction hypothesis, w (0) ∈ V and w (0)Ẽ u m0 . We shall first construct, by (a new) induction, a sequence (w (i) ) 0≤i≤p of positions, with w (0) defined as above, and satisfying, for all i ∈ [0, p],
Suppose that w (i−1) is constructed, and notice that for all i > 0
By condition (i) of the first construction, u mi is in V , hence in V ξi+1 ; and by the induction hypothesis of the second construction w (i−1) is in V ξi−1 , hence also in V ξi+1 . Also by condition (iii) of the first construction and by the induction hypothesis of the second construction, we have
Then, applying property (6) with m = m i−1 and η = ξ i , we can find
This finishes the construction of the sequence (w (i) ) 0≤i≤p ; and we go back now to the first inductive construction.
Let h := h + (s) denote the height of s relative to the tree relation R + . We recall that w (p) = m p ≤ n, and since w
. Let w denote the unique extension of w (p) in W (z) of length n + 1, in which all Player II 's moves between p + 1 and n − 1 are trivial, and the last move is of the form
We first check that w is a legal position in the game. Since (z, ρ) ∈ T , then rule (R 1 ) is satisfied. On the other hand, if h = 1, then rule (R 2 ) is automatically satisfied, and if h > 1, then by Lemma 2.6, s m0 is the R + -predecessor of s; hence
and since by the induction hypothesis v m0 ∈ W (z, ρ), then Player II 's last move in v m0 is necessarily (z(m 0 ), ρ | h−1 ), and so rule (R 2 ) is again satisfied. Moreover, since the last move in w is compatible with ρ, then w ∈ W (z, ρ); but there is no reason for w to be in V .
Notice thatχ(w) = (ξ i , m i ) 0≤i≤p , and for all i ≤ p , w mi = w (i) ∈ V ξi . Hence we can apply property (7) to define v = ν(w) ∈ V , and then apply Lemma 6.2 to define u = µ(v). Finally, we set
As observed before, in the second case conditions (i) to (vii) are automatically fulfilled, so we can assume that N(u) ≤ n and (u n , v n ) = (u, v).
By property (7), v ∈ V with |v| = |w| = n + 1 and
This proves (i), (ii) and (iv).
Next, notice that for all j
The first equivalence follows from Lemma 6.2 and property (5), and in a similar way the second equivalence follows from properties (7) and (5) For conditions (vi) and (vii), notice first that s = π(u n ) = s n . Moreover, since R + and R • are tree relations, it is enough to check these conditions for j = n and i such that s i is the predecessor of s j for the corresponding relation: R + in condition (vi), and R
• in condition (vii). We distinguish two cases. Case 1: h = 1. In this case there is nothing to prove for condition (vi) and we now prove (vii). By Lemma 2.6, s m0 is the R
• -predecessor of s; hence w (0) = u m0 , and by construction u m0 = w (0) ≺ w. Then wẼ γ v = ν(w) by property (7), and u m0 = w m0Ẽγ v m0 by property (5) . Moreover, by property (7) we also have ψ γ (w) = ψ γ (v), and since m 0 ∈ J γ (w), it follows then from Lemma 4.4 (ii) that ψ γ (u m0 ) = ψ γ (v m0 ); hence, by property (4), u m0 = v m0 , and so u m0 ≺ v . On the other hand, by Lemma 6.2 we also have
Case 2: h > 1. Again by Lemma 2.6, s m0 is the R + -predecessor of s, so w (0) = v m0 , and by construction w (0) = v m0 ≺ w; moreover, by property (7), v = ν(w)Ẽ w. Since m 0 ∈ J γ (w), then it follows from properties (5) and (7) Remark 6.9. It is clear that the definition of the game G involves only the tree R + , and the proof of part a) of the Main Lemma (that is the proof of Lemma 6.7) uses the pair of trees (R + , R • ) (without any additional structure). But the proof of part b) of the Main Lemma requires the complete double tree structure on (R + , R • ), in particular, the interpolation property, which is the main point in the double tree representation. Moreover, the reader can check that this property was used exactly once in the whole proof of the Main Lemma, and this was in the proof of Lemma 6.8, namely inside the construction of the sequence (w (i) ) 0≤i≤p , where we used the fundamental property k i−1 ∈ I ξi+1 (s ki ) for a given characteristic sequence χ(s) = (ξ i , k i ) 0≤i≤p , and which, as was pointed out in 4.5, is just a reformulation of the interpolation property. The very long distance separating the introduction of the ad hoc concept of interpolation from its first and only use is probably one of the main difficulties of this proof. 
Double trees
If S is a tree relation on a set B, an infinite branch for S is a sequence (b n ) n∈ω such that: It is clear that any infinite chain for S is contained in a unique infinite branch. As usual, S is said to be ill-founded if there is some infinite branch for S, well-founded if there is no infinite branch for S. 
Lemma 7.7. R is ill-founded iff
So suppose that R is ill-founded, and let (s n ) be a sequence such that for all n we have s n = s n+1 and s n R s n+1 . Then for all n, h
) for all n ≥ n 0 . By Lemma 7.3 this implies that s n R + s n+1 for all n ≥ n 0 , and (s n ) n≥n0 is an infinite chain for R + . Conversely, if (s n ) is a branch for R which contains an infinite branch (s n k ) for R + , we have h
• (s n0 ) for all k, and the non-decreasing sequence (h • (s n )) is bounded. On the contrary, if the sequence (h
• t k+1 and t k = t k+1 . It follows that (t k ) generates a branch for R • , contained in the branch for R generated by the s n 's. Conversely, if the branch generated by (s n ) contains an infinite branch (t k ) for R
• , there are integers n k such that 
Product of double trees
Since our goal is to associate to each Borel set Y in A ω a double tree whose kernel is Y , we will prove the existence of such double trees by induction on the Borel multiplicative class of Y . For this we have to construct some double tree whose kernel is n Y n from double trees whose kernels are A ω \ Y n . This will be achieved by the product operation that we shall introduce now.
be a sequence of double trees on A. We define a new double tree R = R j on A, which we call the product of the double trees (R j ). For s ∈ Seq(A) we denote by |s| the length of s, and by h is at most one (s 0 , s 1 , . . . , s k ) ∈ E such that s 0 s and
Proof. It is a well-known fact that the mapping 
and 
We also set, by convention,
Notice that if (s 0 , s 1 , . . . , s k ) ∈ E and s j = ∅ for some j ≤ k, then necessarily j = k, since otherwise we would have
We shall denote by D(R) the domain of the partial mapping ρ. We now define on Seq(A) two relations R + and R • as follows:
iii) s R + t iff s = ∅ or else s = t or else s and t are both in D(R) and satisfy
• t iff s = t or else s and t are both in D(R) and satisfy s t,
Notice that in iv) (ρ k (t))
• is well defined, since k < w(t) implies ρ k (t) = ∅. 
This completes the proof that R + is a tree relation.
We now have to prove that R • is a tree relation. Suppose
• and s R
• u.
Assume now that t ∈ D(R) and let k = w(t).
We show that for −1 ≤ j < k there exists a unique s (j) such that s (j) R • t and w(s (j) ) = j, and that 
• . This shows that s R
• t ⇐⇒ s R • u, and completes the proof of the theorem. (u 0 , u 1 , . . . , u k ) Proof. We assume first that each R j (y) has an infinite branch for R j (y), and prove that R(y) has an infinite branch for R(y).
Proof. If s R t, there is a u such that s R
If R i (y) has an infinite branch for R j0,p , s 1,j1, for all p; so we conclude that R j (y) has an infinite branch for R + (y), hence for R(y). On the contrary, if each R j (y) has an infinite branch for R + j (y), we now prove that R(y) has an infinite branch for R • (y). As above, we can find for every i and j ∈ ω elements s i,j y such that h j0,p , s 1,j1, Proof. Let K j := ker(R j ). If y / ∈ j K j , then there is in each R j an infinite branch for R + j (y), and it follows immediately from the proof of the above theorem that there is then an infinite branch for R
• (y) in R j (y). And if y ∈ K j , there is a p such that y / ∈ K j for j < p and y ∈ K p . There is an infinite branch in R j (y) for R + j (y) if j < p, and an infinite branch in R p (y) for R
• p (y). It follows immediately from the proof of the above theorem that there is then an infinite branch for R + (y) in R j (y). Thus y ∈ ker( R j ) ⇐⇒ ∀p y / ∈ ker(R p ).
Interpolation of double trees
In this section we introduce the derivatives of a double tree R = (R + , R • ) in order to define the interpolation family (R ξ ) ξ≤γ we need. The main theorem of this section will state that the product of a sequence of interpolable double trees is interpolable too. In the second case (see Figure 4) , we have u t u , u R u , (t, u ) ∈ D η (R), and (s, u ) ∈ D m (D η (R)); hence (s, t) ∈ D m+1 (D η (R)) ⊂ D ξ (R). This completes the proof of (8) We now prove that in some way the family (D ξ (R)) ξ we just constructed is the least one with these properties. By hypothesis, there are ordinals (γ j ) such that D γj (R j ) = R j for all j. Define the increasing sequence (δ p ) of ordinals by δ 0 = 0 and δ p+1 = δ p + γ p + 3. We shall prove that D δ (R) = R holds for δ = sup p δ p . This will follow from the next lemma. 
