Abstract. Resolution of singularities of varieties over fields of characteristic zero can be proved by using the multiplicity as main invariant. The proof of this result leads to new questions in positive characteristic. We discuss here results which follow by induction on the dimension of the varieties.
simplification of the multiplicity at x ∈ X (d) as a proper birational map, say
1 , where X (d) denotes now a neighborhood of x, so that X
has multiplicity < e at any point x1 ∈ X (d) 1 . Assume, by induction on d, the existence of local simplifications of the multiplicity for schemes over k of dimension d ′ , for all d ′ < d. We prove, under this inductive assumption, that a local simplification at x ∈ X (d) can be constructed when (CX,x) red is not regular Here CX,x denotes the tangent cone of x ∈ X, and (CX,x) red is the reduced scheme. The paper uses classical results of commutative algebra, and compares the effect of blowing up along equimultiple centers, and along normally flat centers.
Fix a variety, or an excellent pure dimensional scheme X, and consider the multiplicity of the local ring O X,x at each x ∈ X. This defines a function, say mult X : X → (N, ≥) which is upper semicontinuous (see e.g. [1, Section 2)], or [56, Th 6.12) ]. Therefore the level sets define a partition into locally closed sets, which we call the stratification of X defined by the multiplicity. More precisely, a stratum will be an irreducible component of a level set. Given x ∈ X, S mult X ,x will denote the stratum through the point x, which we view simply as a set in the topological space of X.
Let max mult X (∈ N) denote the highest multiplicity at points of X, and let Max mult X be the closed set of points of highest multiplicity. As mult X is upper-semi-continuous, after a suitable restriction of X to a neighborhood of any point x, we may assume that S mult X ,x = Max mult X .
Here X red will denote the reduced scheme, which is also pure dimensional and excellent, and has the same topological space as X. A particular feature of the multiplicity, to be used along this paper, is the compatibility of this stratification with reductions. Namely the stratification defined by the functions mult X and mult X red , on X and X red respectively, are the same; or say (1.1.1) S mult X ,x = S mult X red ,x (see e.g. [1] , 2), or [56] , Th 6.14).
The multiplicity at a point x is one if and only if x ∈ X is regular ([40, Th 40.6, p. 157]); and it follows that the stratification defined by the multiplicity on a pure dimensional scheme is trivial (i.e., the function mult X is constant) if and only if X red is regular.
We say that a subscheme Y ⊂ X is equimultiple at a point x ∈ Y if Y is regular at x and Y ⊂ S mult,x . A well known property of the multiplicity, to be discussed below, says that if X ← X 1 denotes the blow up at Y then mult X (x) ≥ mult X 1 (x 1 ) for all x 1 ∈ X 1 mapping to x. In particular, (1.1.2) max mult X ≥ max mult X 1 if Y ⊂ Max mult X is regular. This blow up is said to simplify the multiplicity if the inequality is strict. We now formulate the Simplification Problem (for the multiplicity) in dimension d, say SPM(d), as follows: Set X as above, and d = dim X. If mult X is not constant, construct
as a sequence of blow ups at regular centers as before, so that max mult X > max mult Xr . If X is a variety and if max mult Xr = 1 one obtains a resolution of singularities of X. But we don't know of the existence of a simplification if X is a variety over a field of positive characteristic. We want to study conditions, at least locally at a point x ∈ X, so that a simplification of the multiplicity X can be constructed if we assume the existence of a simplification for any scheme of dimension d ′ , for d ′ strictly smaller then d. In other words we will give conditions that ensure that, at least locally, a simplification can be obtained by induction on the dimension d. To this end we first approximate X by a complete intersection of the same dimension, and then we produce a scheme of dimension d ′ (< d) which will ultimately lead us to the result.
Reduction of the simplification of the multiplicity to complete intersections.
Suppose that X = Spec(k[X 1 , . . . , X n ]/p), where p is a prime of height n − d, one can choose and X ′ is a complete intersection. We show that locally at x ∈ X one can approximate X, by a suitable complete intersection X ′ , so that the existence of a simplification of X is equivalent to that of a simplification of X ′ .
Here we start with x ∈ X, X of dimension d, and locally at x we construct a complete intersection X ′ so that the following properties hold:
(1) X ⊂ X ′ , both have the same dimension, and ( 
1.2.3)
Max mult X ′ = Max mult X .
(2) Any sequence of blow ups at equimultiple centers over X ′ induces naturally a diagram (1.2.4)
where the lower row is a sequence of blow ups at equimultiple centers, and all vertical morphisms are closed immersions. This shows that a simplification of X ′ induces one of X, and vice versa. In particular it shows that the simplification problem of the multiplicity reduces to the case of complete intersections.
1.3.
Our next result is inductive and local. It will require a condition on the tangent cone of the point: C X,x = Spec(gr O X (M x )). More precisely on (C X,x ) red (the reduced scheme of C X,x ). The proof will rely on the previous approximation of X by a complete intersection.
Theorem 1.4. (Main Theorem)
Let X be a pure dimensional excellent scheme, of dimension d at a point x. Assume that O X,x contains a field and that the residue field k(x) is perfect. If (C X,x ) red is not regular, then there is a simplification of the multiplicity of X, locally at x, provided we assume the existences of simplification of multiplicity for schemes of dimension d ′ < d.
Multiplicity vs Hilbert Samuel.
So far we have fixed a pure dimensional scheme X, and the function mult X : X → N was defined by assigning to x ∈ X the multiplicity of O X,x . One can also assign to this local ring another invariant, which is a sequence of positive integers, say l x : N → N, setting l x (n) = length(O X,x /M n+1 x ). This is known as the Hilbert-Samuel sequence at x ∈ X (i.e., at O X,x ), and we define now the Hilbert-Samuel function on X, say HS X : X → N N , HS X (x) = l x ∈ N N . This function can be suitably modified, by adapting the value at each point x ∈ X in terms of the local dimension, in such a way that this modified function, which we call again HS X : X → N N , is upper-semi-continuous when N N is ordered lexicographically.
In particular a stratification on X is obtained by considering the level sets of this function, called the Hilbert Samuel stratification of X. Let S HS,x denote the stratum containing x ∈ X, known as the Samuel Stratum through x. Samuel proved in [50] that HS X (x) = l x ∈ N N encodes also the multiplicity of X at x. This shows that S HS,x ⊂ S mult,x , so the stratification of the Hilbert-Samuel function is a refinement of that obtained from the multiplicity. When X can be embedded as a hypersurface in a regular scheme W , the stratifications on X defined by the function HS X : X → N N is the same as that defined by mult X : X → N. But in general the stratifications will be different.
Fix x ∈ Y ⊂ X where Y is irreducible and regular at x. Let X ← X 1 denote the blow up at Y , and fix x 1 ∈ X 1 mapping to x. Hironaka gives an algebraic characterization of the condition Y ⊂ S HS,x locally at x, know as the condition of Normal Flatness of X along Y at the point x. Namely, that the algebra gr X (I(Y )) = ⊕I(Y ) n /I(Y ) n+1 (the ring of functions on the normal bundle) be flat over O Y = O X /I(Y ), locally at the point x ( [28] , Theorem 2, p. 195) .
Theorems of Hironaka and Bennett ([5] ), later simplified by Singh ([52] ), say that under these conditions HS X (x) ≥ HS X 1 (x 1 ). In particular, if Y is regular and Y ⊂ Max HS X , then (1.5.1) max HS X ≥ max HS X 1 .
This parallels the inequality in (1.1.2). Therefore, given X of dimension d, one can formulate the Simplification Problem in dimension d for the Hilbert-Samuel function, in analogy with (1.1.3). This was solved by Hironaka for schemes containing a field of characteristic zero. Let us simply indicate that his proof does not follow by induction on d = dim X. Moreover, we do not know of a statement as that of the inductive Theorem 1.4 if multiplicity is replaced by normal flatness, not even in characteristic zero. In fact Hironaka's proof used an embedding X ⊂ W where W is regular, and he argues by induction on the dimension of W (not on the dimension of X, see [28, p. 177] ). We refer to [10] for a nice introduction to the Hilbert Samuel function.
1.6. Some features of the multiplicity. If X ′ ⊂ W is a hypersurface in a regular scheme, then, as mentioned, Max HS X ′ = Max mult X ′ , and the same holds for the blow up, and for any sequence of blow ups. In fact for a hypersurface X ′ , the construction of a sequence of blow ups at normally flat centers is the same as one with equimultiple centers. This property will also hold for the complete intersection X ′ in (1.2.3), namely Max mult X ′ = Max HS X ′ . Another particular feature of the scheme X ′ that we will construct will be that it remains a complete intersection after blowing up at any regular center included in Max mult X ′ (= Max HS X ′ ). In summary, the complete intersection X ′ assigned to X will be very similar to a hypersurface. This will enable us to reformulate (1.2.5):
Given X, the existence of complete intersections X ′ with the previous properties was presented in [56] , where resolution of singularities (in characteristic zero) is proved by using the multiplicity instead of the Hilbert function (see also [1] , [9] , and [42] ). The approximation of X by X ′ with the properties (1.2.3), (1.2.4), and (1.2.5), to be discussed in Section 5, hold for the multiplicity (see right hand term in (1.6.1)). Similarly for Theorem 1.4, which also follows from this approximation.
Let us indicate here that historically a first and major step in the study of the multiplicity and its behavior under blow ups is due to Dade ([15] ): A subscheme Y ⊂ S mult,x which is regular at x ∈ Y is said to be equimultiple along Y at the point x. He characterizes equimultiplicity by the condition that all fibers π −1 (y) have same dimension, for y ∈ Y in a neighborhood of x. He also proves that under such conditions mult X (x) ≥ mult X 1 (x 1 ) at any x 1 mapping to x (4.10).
Later Hironaka and Schickhoff gave a second characterization of equimultiplicity in [29] and [51] respectively, which is also very geometric. To motivate the idea assume that x ∈ Y ⊂ X ⊂ W , where Y and W are regular, and that there is a regular subscheme, H ⊂ W , of complementary dimension with Y and cutting Y transversally at x. Consider the blow up, W π ′ ←− W 1 of W at Y , and let H 1 , X 1 be the strict transforms, in W 1 , of H and X respectively. So we obtain a diagram of blow ups, say (1.6.2)
By restriction of π ′ , we get X π ←− X 1 (the blow up of X at Y ) and also H ← H 1 (the quadratic transformation of H at x). Finally let X π ←− X 1 (⊂ H 1 ) be the quadratic transform of the section X at x. The diagram shows that there is a natural inclusion X 1 ⊂ X 1 ∩ H 1 , and hence there is a natural inclusion π −1 (x) ⊂ π −1 (x). Equimultiplicity of X at Y locally at x is characterized by the condition X 1 = X 1 ∩ H 1 as sets, or equivalently, when
. So this characterization expresses the equimultiplicity of Y at x in terms of the blow up of a transversal section X ∩ H. Let us indicate that the inclusion in a regular scheme W will be irrelevant, and also the choice of the section H. We include a proof of this result in Theorem 3.9, where we follow essentially that of Lipman in [37, Section 5] . The arguments we use for the proof will be crucial for our further discussion on the behavior of the multiplicity under blow ups, and for the proof of Theorem 1.4.
Multiplicity vs Hilbert Samuel at the tangent cone. There are many local invariants at a point x ∈ X that can be reformulated in terms of the origin of the tangent cone, say O ∈ C X,x . For examples the multiplicity and the Hilbert-Samuel function: Both invariants give the same information for O X,x and for O C X,x ,O .
In this paper a cone over a field k, say C = Spec(A), is the spectrum of a graded k-algebra A which is generated in degree one. Hironaka studied the Hilbert Samuel stratum of a cone at the origin O ∈ C, say S HS,O . He proved two results (1) that every time we fix an embedding (of cones), say C ⊂ V in a vector space over k, the stratum S HS,O = S is a subspace of V, (2) this subspace acts on the cone, namely C + S = C in V.
To be precise, S is a subspace when the characteristic of k is zero. However this property has a natural extension to positive characteristic. This extension requires the study of other subgroups in V, which are not necessarily subspaces. This led Hironaka to the use of group schemes in positive characteristic, also studied in work of Giraud, Oda, and Pomerol among others (see [20] , [21] , [31] , [44] , [45] , [47] ). All these works are directed to the study of the Hilbert-Samuel functions along a singular variety, whereas here we will consider the multiplicity as main invariant. Concerning the study of normal flatness in positive characteristic there is also a recent work of Dietel in [16] .
Summarizing, groups schemes turn out to be the appropriate language to express some notions as vector spaces, and the action of a subspace. If C X,x ⊂ T X,x is the inclusion of the tangent cone in the Zariski tangent space, group schemes enables us to endow the scheme T X,x with a natural structure of vector space. We shall briefly recall results of this theory, at least those to be used in this paper, and we give precise reference for the reader not acquainted with this concept.
We will show here that if C is a cone over a perfect field (i.e., if the residue field at O ∈ C is perfect), then the stratum of the multiplicity S mult,O (⊂ C) is also the Hilbert-Samuel stratum of the reduced scheme C red through the origin (see 6.5).
The following properties of the multiplicity, gathered in the next theorem, are related to theorems of Hironaka concerning the notion of normal flatness. In other words, Hironaka studies similar or related properties when the invariant is the Hilbert Samuel invariant, and when the blow up is defined at normally flat center Y : Theorem 1.7. Fix a point x ∈ X and let C X,x ⊂ T X,x be the inclusion of the tangent cone in the Zariski tangent space. Assume that the residue field k(x) is perfect, and let S denote the stratum of (highest) multiplicity through the origin of the cone C X,x .
(1) S is a subspace in T X,x . It acts on (C X,x ) red , and it is the biggest subspace with this property.
(2) Let Y ⊂ X be regular and equimultiple at x, then the subspace T Y,x is included in S, and hence it also acts on the subscheme (C X,x ) red . In addition, this action provides a natural
, and if the equality holds then
where the inclusion is that derived from the action of
The statement in (1) does not hold if k(x) is not perfect ([21, Ex 2.12 , III-25]) . The inequality e(O X ′ ,x ′ ) ≤ e(O X,x ) in (2) is Dade's result mentioned before (4.10).
So according to this result, if dim(S) = 0, setting X ← X 1 is the quadratic transform at x, then, after a suitable restriction of X to an open neighborhood of x, max mult X > max mult X 1 .
Furthermore, there is information extracted from S that will rule the behavior of the singularity at x ∈ X, when applying any sequence of blow ups at regular equimultiple centers: Theorem 1.8. Assume that the residue field k(x) is perfect at a point x ∈ X and let S denote the stratum of (highest) multiplicity through the origin of the cone C X,x . Assume, for simplicity that x ∈ Max mult X , and let D(x) be the dimension of the subspace S ⊂ T X,x
(1) D(x) is an upper bound of the local dimension of the closed set Max mult X at x.
(2) For any sequence X ← X 1 ← · · · ← X r , of blow ups at regular equimultiple centers, and given points x i ∈ X i , 0 ≤ i ≤ r so that x i+1 maps to x i , and
is also an upper bound of the local dimension of the closed set Max mult Xr at x r .
So for example, if D(x) = 1, then any sequence over X, defined as in the Theorem, consists on blowing up either points or regular curves.
Our Main Theorem 1.4 will follow from Theorems 1.7 and 1.8. The statements in 1.8 parallel a Theorem of Hironaka stated here as Theorem 7.4. However in Theorem 7.4 the centers are chosen to be normally flat, whereas here in 1.8 centers are equimultiple.
1.9. The paper is organized as follows: In Sections 2 and 3 we prove the two characterizations of equimultiplicity mentioned before. The techniques introduced there will be used along the paper. In Section 4 we discuss the stability of transversality when blowing up at equimultiple centers. In Section 5 we show that a scheme can be replaced by a nice complete intersection if we try to find a simplification of the multiplicity.
The notion of group schemes is briefly discussed in Section 6, and applied in the proof of Theorem 6.7 which concerns the stratification defined by the multiplicity on any affine cone. Finally, Theorems 1.7 and 1.8 are proved in 7.2 and 7.3 respectively, and the Main Theorem in 7.5.
As indicated above, Theorems 1.7 and 1.8 extend to the multiplicity results which are already known for the Hilbert-Samuel function. Whereas the inductive result in Main Theorem 7.5 is based on the approximation by complete intersections, introduced in [56] , which is exclusive of the multiplicity.
I profited from discussions with C. Abad, A. Benito, A. Bravo, S. Encinas, and D. Sulca.
2.
Conditions for equimultiplicity and a theorem of Dade.
In this section we recall some basic notions on integral closure of rings and ideals. The main result in this section is a theorem of Dade, in Theorem 2.15, which characterizes equimultiplicity in terms of integral closure of ideals and the dimension of the fibers of the blow up. In this case, if X I → Spec(B) denotes the blow up at I and X J → Spec(B) is the blow up at J, there is a factorization X J → X I which is induced by this finite extension, and hence it is also a finite morphism.
The notion of reduction of an ideal J in B will appear naturally when studying the fibers of the blow up X J → Spec(B). Note that if (A, M ) is the localization of B at a prime ideal, the fiber over the closed point is the projective scheme attached to A/M ⊗ A A[JW ] = A/M ⊗ A gr A (J). The following result give a useful criterion to produce a reduction, at least for an ideal in a local ring. ii) The graded k-algebra
The condition in (ii) is equivalent to G n = 0 for n >> 0, where G n denotes the homogeneous component in degree n.
If (i) holds, then IJ n = J n+1 for n big, so (ii) holds. Conversely, if (ii) is satisfied, J n+1 = IJ n + M J n+1 , so IJ n = J n+1 , for n big.
2.3.
When k = A/M is infinite, one concludes from Noether's Theorem that for an integer, say e ≥ dim(k ⊗ A gr A (J))), one can find e elements in J which span a reduction of the ideal. This requirement on the residue field is not a restriction for our purpose. In fact, the properties to be studied here, such as the multiplicity, are compatible withétale topology. So, when the residue field of (A, M ) is finite, one can argue at the strict henselization (which does have an infinite residue field), and finally descent to a suitableétale neighborhood.
A local ring (A, M ) is said to be formally equidimensional (quasi-unmixed in Nagata's terminology) if dim(Â/p) = dim(Â) at each minimal prime ideal p in the completionÂ.
A first connection of integral closure with the notion of multiplicity is given by the following Theorem of Rees. Let Q 1 , . . . , Q r denote the maximal ideals of the semi-local ring B, and assume that dim B Q i = dim A, i = 1, . . . , r. Then
where k i is the residue field of B Q i , k is the residue field of (A, M ), and
2.7. We say that a ring is pure dimensional or equidimensional when every saturated chain of prime ideals has the same length. All rings to be considered here will be pure dimensional and excellent, so the localization at any prime is formally equidimensional. Typically we will consider pure dimensional k-algebras over a perfect field, their localizations at prime ideals, their completions or their henselizations.
In our discussion we consider a ring B, as above, and we assume that there is a regular subring S ⊂ B so that the extension is finite. Let K be the quotient field of S, and let L = B ⊗ S K. For example, if X is of finite type over a perfect field k and x ∈ X is a closed point of multiplicity, say n, then after replacing the point by anétale neighborhood, one may assume that X = Spec(B), and there is a regular subring S with the additional condition that L = B ⊗ S K is of dimension n over K (see [9, Appendix 1)]). We say that B has generic rank n over S. Similar statements hold for complete pure dimensional local rings containing a field.
Let P be a prime ideal in B and p = P ∩ S. Let P = P 1 , P 2 . . . , P r denote the prime ideals in B that dominate p in S. Here we assume that dim B Q i = dim S p , i = 1, . . . , r. Then, the previous Theorem together with usual properties of the multiplicity of ideals, show that
Corollary 2.8. (of Th 2.6) Let S ⊂ B be a finite extension, where S is a regular domain. Let P be a prime ideal in B and p = P ∩ S. If B P is formally equidimensional the following conditions 1) and 2) are equivalent:
2) 2i) P is the only prime in B dominating p (i.e., B P = B ⊗ S S p ); 2ii) S p /pS p = B P /P B P ; 2iii) pB P is a reduction of P B P in B P .
The claim follows from Theorems 2.6 and 2.4.
Theorem 2.9. Given S ⊂ B as before, and assume that B P is formally equidimensional at any prime P . Set n = [L, K] and consider the finite morphism δ : Spec(B) → Spec(S) and let F n (B) denote the set of primes P where B P has multiplicity n. Then
(1) e B P (P B P ) ≤ n at any prime P of B.
(2) The function δ :
) is a bijection of sets. In particular, if P ∈ F n (B), B P = B ⊗ S S p where p = P ∩ S, and the conditions in 2) of the previous Corollary hold. (3) If P ∈ F n (B) and B/P is regular, then S/(P ∩ S) = B/P .
The first two claims follow from the previous discussion. The third is a consequence of (ii) in the next Lemma.
Lemma 2.10. Let Q ⊂ P be an inclusion of primes in B. Set p = P ∩S, B = B/Q, S = S/(Q∩S), P = P/Q, and p = p/(Q ∩ S). Then, i) If the equivalent conditions in the previous Corollary 2.8 hold for P and p, they also hold for P and p. ii) If B/Q is a regular ring, then B P = S p .
Proof. The claim (i) is a consequence of the three conditions in 2) of the corollary. For (ii) note that S p ⊂ B P a finite extension of domains, and pB P is a reduction of the maximal ideal of B P . By assumption the local ring B P is regular, so the maximal ideal does not admit any proper reduction. Hence pB P = P B P . This, together with the other conditions in part 2) of the corollary show that B P has rank one over S p . This proves the equality (ii), so both rings are regular.
2.11.
A generalization of Rees Theorem. Let I denote an ideal in a local ring (A, M ). Let f : X → Spec(A) be the blow-up at I, and let f 0 : X 0 → Spec(A/I) be the proper morphism induced by restriction. Northcott and Rees defined the analytic spread of I as:
where δ is the dimension of the fiber of f over the closed point of Spec(A), or equivalently, the dimension of the fiber of f 0 over the closed point. Note that l(I) = dim(A) when I is M -primary.
The height of I, say h(I), is min(dim A p ) as p runs through all primes containing I, and
with equality if and only if all fibers of f 0 have the same dimension. The inequality holds because the the dimension of the fibers of f 0 : X 0 → Spec(A/I) is an upper semicontinuous function on primes of A/I. In addition, if p is minimal containing I, the dimension of f −1 0 (p) is dim A p . Let I ⊂ J be a reduction of ideals in a noetherian ring B, and let X I → Spec(B) and X J → Spec(B) denote the blow ups at J and I. Since there is a factorization X J → X I which is finite, it follows that l(IB P ) = l(JB P ) at any prime P in B.
We refer to Theorems 2 and 3 in [37] for the following result of Böger. at every minimal prime p of I.
2.13. We will draw special attention to the blow up of schemes at regular centers. Over fields of characteristic zero resolution of singularities can be achieved by blowing up at regular equimultiple centers. We first introduce a characterization of equimultiplicity at the completion of a local ring (A, M ), to be generalized later as a condition on the ring itself. Here equimultiplicity of a prime P at A means that (A, M ) and A P have the same multiplicity. One consequence that we will extract from the proof is that such P will also fulfill the condition ht(P ) = l(P ) (Theorem 2.15).
Lemma 2.14. Let (A, M, k) be an excellent pure dimensional local ring of dimension d, containing a field, and assume that the residue field k is infinite. Let P be a prime such that (A/P, M/P ) is regular. Let (B, M ′ ) be the completion of (A, M ), and P ′ = P B. The following conditions are equivalent:
i) e = e A (M ) = e A P (P A P ).
ii) There is a family y 1 , . . . , y d in B and an integer 1 ≤ s ≤ d, so that y 1 , . . . , y d B is a reduction of M ′ and y 1 , . . . , y s B is a reduction of P ′ = P B.
In addition, if ii) holds the generic rank of
Proof. The graded ring gr A (M ) is a k-algebra of dimension d, and as k is infinite, Noether's normalization ensures that there is an inclusion of graded rings , and hence the multiplicity at any prime ideal of B is at most e. If P is a prime of multiplicity e, namely if A P has multiplicity e, and P is a regular prime in A (i.e., if A/P is regular), it induces a regular prime, say P ′ in B, and Lemma 2.10 says that p = P ′ ∩ S is also regular.
If i) holds, Theorem 2.9 ensures that P ′ is the unique prime in B dominating p. This can be checked replacing S by S p . In addition, pB P ′ is a reduction of P ′ B P ′ (see Corollary 2.8).
We claim now that pB
Note first that ht(pB) = l(pB), in fact the blow-up of B at pB, is finite over the blow up of the regular ring S at the regular prime p. In particular the fibers of the two blow ups have the same dimension; and clearly ht(pS) = l(pS). So the claim follow from Theorem 2.12.
Finally, let x ′ h+1 , . . . , x ′ d be elements in A inducing a regular system of parameters in A/P , and
as claimed in (ii). For the converse, if (ii) holds consider the finite extension S
where K ′ denotes the quotient field of S ′ . As y 1 , . . . , y h B is a reduction of P ′ in B, it is the only prime in B dominating S ′ at p ′ = y 1 , . . . , y h S ′ . Finally, the conditions in 2) of Corollary 2.8 hold, and hence e B P ′ (
Excellence ensures that the morphism Spec(B) → Spec(A) is regular, in particular primes in correspondence have the same multiplicity. So e A P (P A P ) = e B P ′ (P ′ B P ′ ) = e = e A (M ).
We now present a proof of a result of Dade (see also [37, Corollary p.121 
]).
Theorem 2.15. Let (A, M ) be an excellent pure dimensional local ring of dimension d, containing a field, and assume that the residue field is infinite. Let P be a prime such that (A/P, M/P ) is regular. The following conditions are equivalent.
Proof. i) implies ii) is a consequence of the previous lemma. There we shows that if (i) holds, there are elements y 1 , . . . , y d in B =Â and an integer 1 ≤ s ≤ d, so that y 1 , . . . , y d is a reduction of M ′ and y 1 , . . . , y s is a reduction of
as above, and note that the blow up of B at the ideal y 1 , . . . , y s B is finite over the blow-up of S at the regular prime y 1 , . . . , y s ; so the closed fibers of both blow ups have the same dimension, and the equality in ii) is now clear (see 2.11).
Let s = ht(P ) and assume that (ii) holds (i.e., that the dimension of A/M ⊗ A gr A (P ) is s). Theorem 2.2 states that one can choose s elements y 1 , . . . , y s in P , which span a reduction of P . By assumption dim(A/P ) + dim(A P ) = d. Finally, since A/P is regular, one can extend y 1 , . . . , y s , to say y 1 , . . . , y s , . . . , y d which clearly span a reduction of M , so (i) follows from Lemma 2.14.
Equimultiplicity and a theorem of Hironaka-Schickhoff
In this section the main result is the characterization of equimultiplicity in Theorem 3.9. This characterization, discussed in the Introduction (see 1.6.2), is very geometrical. Here we follow the algebraic proof due to J. Lipman, with some minor changes. Some previous technical results will be needed, also for our further discussions, and we suggest here a first look at 3.7, 3.8, and to the formulation of the theorem.
Remark 3.1. The integral closure of ideals in a ring B is an operation which is compatible with inclusions of ideals. The integral closure of zero ideal are the nilpotent elements, and an element θ is in the integral closure of an ideal J if and only if the same holds at the reduced ring B red .
We will assume here that B an excellent pure dimensional reduced ring and B will denote its integral closure. Here J will denote the integral closure in the ring B, and J ′ will denote the integral closure in B of the extended ideal J B, so J = B ∩ J ′ . The inclusion
is a finite extension, and furthermore it is a normalization. Hence the projective scheme defined by this latter ring is the normalization of the blow up defined by the former. Let X ′ → X be any proper dominant morphism of reduced schemes, and let I be an ideal in O X . Let I e denote the integral closure of the extended ideal I e = IO X ′ . Note that I e ∩ O X is the integral closure of I in O X . This claim follows from the characterization of the integral closure of ideals, and also of proper morphisms, in terms of valuation rings.
3.2.
We consider now rings and ideals in the following situation:
• S ⊂ B is a finite extension of reduced pure dimensonal excellent rings (not necessarily local).
• S is a regular domain and N is a regular prime in S (i.e., S/N is regular).
• Q will denote the extended ideal N B.
Note that every non-zero element in S is a non-zero divisor in B. If K denotes the quotient field S, then B is included in L = B ⊗ S K, which is the total quotient ring, and the minimal polynomial over the field K of an element θ ∈ B has coefficients in S since the latter ring is normal. The following will be a criterion to in our discussion.
Then θ ∈ Q r (the integral closure of Q r in B) if and only if
Proof. As N is regular in S, powers and symbolic powers of N coincide. So the conditions in (3.3.1) ensure that a i ∈ N ri , and hence θ ∈ Q r . For the converse consider the blow up
and let L denote the invertible ideal QO X = N O X . The assumptions are such that
are finite extensions, where the latter is the normalization of the middle ring. Set
Clearly Q B and the extension of Q to B have the same integral closure Q ′ in B. As both are invertible at the normal scheme X, also
In fact, an invertible ideal in an integrally closed scheme is integrally closed.
If we replace
As X → X → Z are affine, an affine cover of Z induces one in X and also in X. One can fix finite extensions of rings S 1 ⊂ B 1 ⊂ B 1 so that Spec(S 1 ), Spec(B 1 ), and Spec( B 1 ) are affine charts of Z, X, and X respectively, and the restriction of L Z to S 1 is a principal ideal, say x 1 S 1 . As B 1 is normal, x 1 B 1 is integrally closed in B 1 and θ = x r 1 · (θ ′ ) for some element θ ′ ∈ B 1 . In particular, as B 1 is finite over S 1 , both θ and θ ′ are integral over S 1 . Note that the minimal polynomial of θ ′ is
where K denotes the quotient field of S. Since S 1 is regular, and therefore normal, this equation is also in S 1 [V ] . In particular it follows that ν N (a i ) ≥ mi, for i = 1, . . . , m.
Corollary 3.4. Assume now that in the previous setting S ⊂ B is an inclusion of local rings. Let {x 1 , . . . , x d } be a regular system of parameters in S. Fix integers e 1 , e 2 so that 1 ≤ e 1 < e 2 ≤ d. Let Q 1 , Q 2 be two ideals in B, where Q 1 is integral over x 1 , . . . , x e 1 B, and Q 2 is integral over
. Then, applying the proposition for r = 1:
Remark 3.5. 1) The previous conclusion applies also for powers of the two ideals. Namely, given positive integers r and s, Q r
2) Note that the equalities in 1), namely Q r 1 Q s 2 = Q r 1 ∩ Q s 2 in the ring B, also hold if we replace Q 1 (or Q 2 ) by an ideal with the same integral closure. Proposition 3.6. Let Q 1 , Q 2 be two ideals in B in the conditions of Corollary 3.4. Set B = B/Q 1 , and Q 2 = Q 2 B/Q 1 . Then:
The previous statement also holds if Q 1 or Q 2 are replaced by their integral closure.
Proof. Both graded rings in (1) are quotients of the Rees ring of the ideal
n denote the homogeneous components of degree n. Then, for each integer n ≥ 0:
By assumption Q 1 ∩ Q n 2 is included in the integral closure of the ideal Q 1 Q n 2 (in the ring B), and both are included in
In particular both L and L ′ have the same radical ideal in B[Q 2 W ], which proves the claim in (1) (the image of L and L ′ in gr Q 2 (B) also have the same integral closure).
The claim in (2) is a consequence of the proof of (1) and Remark 3.5, 2).
3.7.
We now address the question in (1. We study now this question in connection to equimultiplicity when X has some additional properties. Let (A, M ) be an excellent pure dimensional ring of dimension d, let P be a prime so that (A/P, M/P ) is regular (of dimension e = d − ht(P )). Fix x 1 , . . . , x e in M which induce a regular system of parameters in A/P , and set (A, M = (A/ x 1 , . . . , x e , M A).
Note that M = x 1 , . . . , x e + P , and the previous question, reformulated in algebraic terms, leads us to the surjection A/M ⊗ A gr A (P ) → gr A (M ). This is an isomorphism when (A, M ) is regular, which provides the natural identification of fibers in the regular case, and, in general, the surjection indicates that there is a closed embedding π −1 (x) ⊂ π −1 (x). The following Theorem 3.9 characterizes equimultiplicity by the condition π −1 (x) red = π −1 (x) red . In addition it will give us an extra criterion, used in our forthcoming discussion, which involves the tangent cone of X at x.
3.8. Let (A, M ) be a local ring. Given a prime P there is a naturally defined homomorphism A/M ⊗ A gr A (P ) → gr A (M ). Assume, as above, that (A/P, M/P ) is regular of dimension, say e, that x 1 , . . . , x e are elements in M that induce a regular system of parameters in A/P , and hence M = x 1 , . . . , x e + P . There is a surjective homomorphism, say (A/M ⊗ A gr A (P ))[X 1 , . . . , X e ] → gr A (M ) → 0 which is non-canonical, defined by mapping X i to the class of x i in M/M 2 , or say
Theorem 3.9. (Hironaka-Schickhoff)[37, Theorem 5] Let (A, M ) be an excellent pure dimensional local ring of dimension d, with an infinite residue field. Let P be a prime such that A/P is regular, and fix {x 1 , . . . , x e } as above. Set
is the natural map, and Φ maps X i on x i ;
is defined by setting π(X i ) = 0, i = 1, . . . , e. Then the following conditions are equivalent:
(1) The kernel of the surjection Φ is nilpotent.
The dimension of A is d − e and the kernel of the surjection Θ is a nilpotent ideal.
Proof. (2) ⇒ (3). If 2) holds, then l (A,M ) (P ) = ht(P ) (Theorem 2.15), so the dimension of the graded ring A/M ⊗ A gr A (P ) is ht(P ). We assume that A/M is an infinite field so one can choose elements y 1 , . . . , y s in P , for s = ht(P ), which span a reduction of P . Recall that M = x 1 , . . . , x e + P , and note that M is the integral closure of the ideal spanned by y 1 , . . . , y s , x 1 , . . . , x e . Here s = ht(P ), e = dim(A/P ), and s + e = d. So {y 1 , . . . , y s , x 1 , . . . , x e } is a system of parameters. Finally, one can argue as in Theorem 2.15, so that (3) follows from Proposition 3.6, (i).
(
Recall that the dimension of a local ring equals the dimension of the graded ring for the latter equality.
As dim(H) = dim(H) + e, and the previous remark says that
We claim now that G is pure dimensional. Let Spec(A) ← X denote the blow up at the closed point. Since A is an excellent pure dimensional excellent scheme, the same holds at X. Therefore all irreducible components of the closed subscheme of X defined by the invertible ideal M O X , namely P roj(G), have the same dimension. Therefore the ring G is also pure dimensional.
We finally turn to the study of Φ : , the definition of π, and the commutativity of the diagram.
As dim G = dim H we note that the primes which contain ker Φ, and are minimal with this condition, are also minimal primes in H. Therefore the prime q i 0 + X 1 , . . . , X e contains a prime of the form q j = q * j H, for some index j, say ker(Φ) ⊂ q j ⊂ q i 0 + X 1 , . . . , X e . So
for some index j. On the other hand, as H = H[X 1 , . . . , X e ], and q i 0 = q * i 0 H, one checks that
4. On the stability of transversality under blow-ups.
4.1.
We only consider here noetherian rings that are excellent, that contain a field, and with the property that all saturated chains of prime ideals have the same length. This class is closed by blow-ups, and if B is in this class, the localization at any prime ideal, say B p , is formally equidimensional (a requirement in Theorem 2.4, crucial in what follows).
As indicated in 2.7 one can usually assume that B contains and is finite over a regular ring S, a fact that will show up in our discussion. Set L = B ⊗ S K where K is the quotient field of S. In what follows set n = dim K L (the generic rank of B over S). Then Theorem 2.6 ensures that, for any prime P ⊂ B, the multiplicity e B P (P B P ) is at most n. If n = 1 then S = B is regular.
We will assume that n > 1, and F n (B) will denote the set of primes of multiplicity n in B. If d denotes the Krull dimension of B, then d is also the dimension of the regular ring S. By assumption, if P ′ is a minimal prime in B, then B/P ′ is d-dimensional and hence P ′ ∩ S = {0}. By general properties of the multiplicity, in order to study the set F n (B), we may assume that B is included in L (we may replace B by its image in L), namely that non-zero elements in S are non zero divisors in B. In fact, there is of course a surjective morphism
by taking B ′ as the image, so there is a closed immersion Spec(B ′ ) ⊂ Spec(B). Since B is pure dimensional, the kernel of B → B ′ , say J, is the intersection of the p-primary components of the zero ideal in B corresponding to the minimal prime ideals of B. In particular, J is supported in dimension at most d − 1, and one checks from this that
The finite ring extension defines a finite morphism δ : Spec(B) → Spec(S). We say that an irreducible regular center Y ⊂ Spec(B) is transversal to the morphism if the multiplicity of B Q is the generic rank, where Q denotes the generic point of Y . We show now that the generic rank is naturally compatible with blow ups at transversal centers. In addition, we show in Theorem 4.6 that in order to study the highest multiplicity of B it is possible to assume that it is complete intersection. Let us first recall some properties that hold in this setting.
Proposition 4.2. 1) Let S ⊂ B be a finite extension as above of generic rank n, then:
1i) The highest possible multiplicity along primes in B is at most n. 1ii) δ : Spec(B) → Spec(S) maps F n (B) homeomorphically into its image δ(F n (B)). 2) Let Q ⊂ B be a prime in F n (B), and assume that B/Q is regular. Let p = Q ∩ S:
2i) The natural inclusion S/p ⊂ B/Q is trivial, namely S/p = B/Q, in particular both are regular rings. 2ii) There are elements θ 1 , . . . , θ m in Q so that B = S[θ 1 , . . . , θ m ], and Q = pB, θ 1 , . . . , θ m . 2iii) Q is the integral closure of pB in B, in particular the elements θ 1 , . . . , θ m can be chosen in the integral closure of pB.
Proof. The statements in 1) and also 2i) have been proved in Theorem 2.9. 2ii) As B is finite over
Finally, as B/Q = S/p, one can find elements λ 1 , . . . , λ m ∈ S, so that θ = θ ′ i − λ i ∈ Q. Clearly B = S[θ 1 , . . . , θ m ], and Q = pB, θ 1 , . . . , θ m .
2iii) It suffices to prove the claim at the localization B M for every prime M containing Q. We claim that if Q ∈ F n (B), also M ∈ F n (B). Firstly note that the multiplicity of B at M is at most n = dim K (B ⊗ S K). A theorem of Nagata ensures that e B (M) ≥ e B (Q). His proof requires conditions on the local ring B M which are fulfilled as we assume B M to be excellent and pure dimensional ( [40, p. 153] ). So M ∈ F n (B) for any prime M containing Q.
Set p = Q ∩ S, and M = M ∩ S. Note that S M /pS M is regular. Under these conditions S M is regular and p is a regular prime, so one readily checks that
]).
As M is the only prime in B dominating M, B M is finite over S M , so the blow up of B M at pB M is finite over the blow up of S M at p. In particular the fibers over the closed points have the same dimension and therefore l(pB M ) = h(pB M ).
Note here that Q = √ p in B M and the conditions in 2.8 hold for S p ⊂ B Q , so pB P is a reduction of P B P . Finally 2iii) follows from Böger's Theorem 2.12.
(On localizations and quotients.)
It is clear that the generic rank of S ⊂ B is not affected when S is replaced by a localization. Moreover, the results in the previous Proposition 4.2 are clearly compatible with localizations at S. Our next result shows that there is a compatibility with quotients, say of B by an ideal J. We assume here that B/J is pure dimensional so as to remain in the class 4.1. Proof. As m = dim K (B/J) ≥ 1, the finite morphism Spec(B/J) → Spec(S) is surjective. We may enlarge J and assume that B/J ⊂ K ⊗ S (B/J). Choose p ∈ δ(F n (B)). There is a unique prime P in B dominating p (Corollary 2.8), and P ∈ F n (B). Since Spec(B/J) → Spec(S) is surjective, P must contain J. So it induces a prime, say P in B/J. Finally localize S at p and check that as the conditions in 2) of Corollary 2.8 hold for P at B P , they also hold at (B/J) P .
4.5.
Fix S ⊂ B subject to the conditions in 4.1. Set B = S[θ 1 , . . . , θ m ]. We will assume that dim K (B ⊗ S K) = n > 1, and that The following result provides a description of the highest multiplicity locus. Here Spec(S) ← R is the blow up of a regular scheme at a regular center. So given the previous setting, and after replacing S by S f for a suitable f / ∈ M, we may assume that there are elements {x 1 , . . . , x r , x r+1 , . . . , x d } in S, which are a regular system of parameters at S M , and such that {x 1 , . . . , x r } span the regular ideal p. In this way one can cover R by charts of the form Spec(S t ) (4.7.1)
Fix the setting and notation as in (4.5.2). Recall that we assume that B/Q is regular, and the discussion in the proof of 2ii) shows that in this case one can choose elements, say λ 1 , . . . , λ m in S (at least locally at any maximal ideal containing Q) so that θ i − λ i ∈ Q, for i = 1, . . . , m. Note that the minimal polynomial of the element θ i − λ i can be extracted from the minimal polynomial of θ i (from f i (Z)) by a change of the variable
The following result is to be understood as a form of stability of the setting in Theorem 4.6 (stability of transversality) when blowing up at smooth equimultiple centers. 
Spec(S) R
is given, where the horizontal morphisms are the blow ups at Y and δ(Y ) respectively, and δ 1 is a finite dominant morphism. Moreover: 1) Given a point M ∈ δ(Y ), and after taking a restriction of Spec(S) and δ : Spec(B) → Spec(S) to a suitable affine neighborhood of M, the blow-up R can be covered by affine charts U t = Spec(S t ), t = 1, . . . , r, as in (4.7.1), and X by charts V t = δ −1 1 (U t ) = Spec(B t ), where
2) Non-zero elements in S t are non-zero divisors in B t and K ⊗ St B t = K ⊗ S B is the total quotient field of B t . In particular n = dim K (B t ⊗ St K), and the conditions in 4.1 hold.
3) The minimal polynomial of
namely, the strict transform of that in (4.7.2)(and W i denotes the strict transform of Z ′ i ). 4.9. (On the proof of the Theorem). Let us outline the main ingredients for the proof which is very simple, and refer to [56] for more details. To fix ideas take, as before, two primes Q ⊂ M in B, both of multiplicity n. Set p = Q ∩ S and M = M ∩ S. We assume here that B/Q is a regular ring. Proposition 4.2 says that that p is regular in S M and pB is a reduction of Q. This latter condition says that the natural inclusion S M [pW ] ⊂ S M ⊗ S B[QW ] is a finite extension. This finiteness already ensures the existence of the square diagrams in (4.8.1). The construction of the charts and the assertions 1), 2), and 3), are rather straightforward by checking the claims at each affine chart of the two blow ups (4.8.2).
We now sketch a proof of the following theorem, also due to Dade ([15] ). Given B as before, with maximum multiplicity n at its prime ideals, our proof uses the existence of a finite extension S ⊂ B, where S is a regular domain, and the generic rank of this extension is n. This is not an additional condition for rings in the class which we are considering (see 4.1), where one can argue locally. One produce such finite extension at the completion of the localization of B at a prime. Proof. In our discussion we consider X to be excellent and pure dimensional. Replace X by Spec(B), an open neighborhood of x, and fix the notation as in the previous Theorem 4.8 for a suitable inclusion S ⊂ B, of generic rank n = e(O X,x ). Note that for each index t, the generic rank of B t over S t is the same of that of B over S. So the claim follows from 1i) in Proposition 4.2. and Spec(B/J) respectively, induce an inclusion at the blow ups, say X ′ 1 ⊂ X ′ . Moreover, the previous conditions hold for this closed embedding, in particular F n (X ′ ) ⊂ F m (X ′ 1 ).
Approaching a scheme by a complete intersection.
We discuss here an interesting property of the multiplicity studied in [56] . We show there that in order to reduce the multiplicity of a scheme by blow ups at equimultiple centers, it suffices to consider the case in which the scheme is a complete intersection. In fact, to a complete intersection with further additional properties; for example an equimultiple center will also be normally flat in the sense of Hironaka.
Starting in 5.6 we present some technical results which lead to our (inductive) Lemma 5.7, crucial for the proof of Main Theorem 1.4. 
Note that B ′ is a finite and free extension of S of rank
where V i is the class of V i , and note that
is the minimal polynomial of V i over S. There is, in addition, a natural surjection of finite S-algebras
where each V i maps to θ i , and both elements have the same minimal polynomial over S. Let δ : Spec(B) → Spec(S) and δ ′ : Spec(B ′ ) → Spec(S) be the corresponding finite morphisms, let F n (B) ⊂ Spec(B) denote the points of multiplicity n, and F D (B ′ ) ⊂ Spec(B ′ ) be those of multiplicity D. A consequence of Theorem 4.6 is that
Moreover, the natural inclusions Spec(B)
, where the latter is the regular scheme W = A m S , together with the bijections given in Prop 4.2 ensures that (5.1.3)
Let H i be the hypersurface in W defined by the polynomial
(scheme theoretical intersection). Each hypersurface H i has at most multiplicy d i , and
Let Y ⊂ Spec(B) be a regular center included in F n (B) and consider the diagram (4.8.1) defined by the blow ups. Recall that the regular scheme R is covered by charts given by rings S t = S 
as the Theorem also provides a natural transformation of the data in (4.5.2).
The same argument, applied by iteration, shows that similar properties hold for any sequence of blow-ups at regular centers included in the set of points of multiplicity n. Namely a diagram, say
is defined, where the vertical maps are finite morphisms that induce homeomorphisms, say δ i :
for each index i = 1, . . . , r. In addition, for each i there is an inclusion (5.1.8)
j is a hypersurface in the regular scheme W i , and H 
. Let x ∈ X be a closed point of multiplicity n. If X is a pure dimensional scheme of finite type over a perfect field, then at a suitableétale neighborhood of the point, say Spec(B), there is a regular subring S so that S ⊂ B is of generic rank n. When the characteristic is zero one can use the the previous results to produce a Rees algebra in Spec(S), so that if the lower row in (5.1.7) is a resolution of this algebra, then the upper row is a simplification of the singularity (see [56] Section 7.1, and apply maximal contact to eliminate the variables {X 1 , . . . , X m } in (2)). In other words, in characteristic zero the simplification of the multiplicity locally at x ∈ X is rephrased as a resolution of a Rees algebra on the scheme Spec(S), which is regular and of the same dimension as X. If we set as before B = S[θ 1 , . . . , θ m ], then the Rees algebra in Spec(S) is constructed in terms of the coefficients of the minimal polynomial f i (V ) (see 4.5).
Remark 5.3. We claim that each X ′ i is the strict transform of X ′ i−1 in (5.1.8). To prove this we show that Spec(B ′ ) is a complete intersection with very strong additional properties. In fact, (5.1.1) presents it as a fiber product of hypersurfaces which are finite over a fixed regular space Spec(S). Let Y is an irreducible regular center included in F D (B ′ )(⊂ Spec(S[V 1 , . . . , V m ])), defined by a prime P in S[V 1 , . . . , V m ]. Set p = P ∩ S, which is regular in S. The previous discussion shows that for each index i = 1, . . . , m, and after a change of the variable V i in S[V i ], we can assume that V i ∈ P , and f i (V i ) ∈ P d i . In other words, one can assume that P = p, V 1 , . . . , V m and
One can check now that each In P (f i (V i )) is monic in V i , of degree d i , and that {In P (f i (V i )), i = 1, . . . , m} form a regular system on the graded ring gr S[V 1 ,...,Vm] (P ). This implies that (5.3.1)
and furthermore,
where Therefore, and as was indicated in (1.6.1) of the Introduction, (5.1.9) can be refined by:
5.4.
In connection with the previous discussion let us mention that this is a particular case of Hironaka's notion of idealistic presentation. And one can show that he hypersurfaces defined by 
. The previous discussion says that either the additional condition in 5.5 holds, or each initial form In P (f i (V i )) is a power of a linear form. In this latter case the ring (gr
Lemma 5.7. Let the setting and notation be as in 5.5. Set
. Let s be the highest multiplicity at primes of B ′ . Then
by blowing up regular equimultiple centers included in the closed sets of points of multiplicity s, induces a sequence as in (2), where, in particular, Recall that we can assume that V i ∈ P and each In P (f i (V i )) is monic in V i , of degree d i , and hence that {In P (f 1 (V 1 )), i = 1, . . . , m} form a regular system on the graded ring gr S[V 1 ,...,Vm] (P ). The same argument applies for g b (V ) ∈ S = S 1 [V ], so assume that V ∈ P and that
We also conclude that {In P (f 1 (V 1 )), i = 1, . . . , m} ∪ {In P (g b (V ))} is a regular sequence. This ensures that (5.7.1)
Therefore the strict transform of Spec(
The Lemma follows now from the assumption in (5.5), and the commutative diagrams (5.1.7).
6. Group schemes and the stratification of affine cones 6.1. The main result in this section is given in Theorem 6.7 where we study the stratification defined by the multiplicity on an affine pure dimensional cone. This will lead us to the notion of group schemes, also used in the formulation of Theorems 1.7 and 1.8. We recall very briefly this concept and specify in 6.2 the properties used here. We refer to [17, Chapter 2] for this notion. Fix a commutative ring, k. In order to define a group (or monoid) structure on a (affine) kscheme Spec(B), it is convenient to view the scheme as a functor from the category of k-algebras to that of sets:
namely, as the functor mapping the k-algebra A to the set of homomorphisms of k-algebras G B (A) = Hom k−alg (B, A). To this end we fix a finitely generated k-algebra B together with a k-homomorphism, say ∆ : B → B ⊗ k B. Then, for each A ∈ A k , and using the universal property of tensor products, we get a function
which is functorial in A. Roughly speaking, we say that the pair (B, ∆) defines an affine group (monoid) scheme when the previous function defines a group (monoid) structure on that set, and this structure is functorial. In such case G B :
is a functor with values in the category of groups (monoids).
A first example arises when we fix a finitely generated module M over a ring k, and consider the symmetric algebra S k [M ] = B. In this case, the universal properties of symmetric algebras says that we can also view G B (A) as the group of morphisms of k-modules, namely
Note that the morphism of k-modules δ :
of k-algebras. One checks that the pair (S k [M ], ∆) defines a group scheme, and each A ∈ A k we recover the group structure of Hom k−mod (M, A).
Suppose, finally, that we fix two k-algebras B, and B ′ , and two homomorphisms, say ∆ : B → B ⊗ k B and Θ : B ′ → B ⊗ k B ′ , and assume that the pair (B, ∆) defines a group or monoid structure on G B . Note that Θ induces, for each A ∈ A k , a function
which is functorial in A. We say that the affine group scheme (monoid scheme) G B acts on G B ′ if, for each A ∈ A k , the previous map is an action of the group (monoid) G B (A) on the set G B ′ (A).
We now discuss an example of particular interest in the study of affine cones (of graded k algebras): Consider the affine monoid scheme
Fix a k-algebra B ′ , and a homomorphism Θ :
. One can check that Θ defines an action of the affine monoid scheme G k[X] on G B ′ if and only if Θ : B ′ → B ′ [X] defines a graded structure on B ′ in a natural manner. By this we mean that a graded structure is defined on B ′ so that Θ becomes a homomorphism of graded rings, where B ′ [X] is endowed with the grading of the powers of X. In particular, if we fix a k-module M , the natural grading on the symmetric algebra S k [M ] can be seen as a homomorphism
, which maps m to mX for each m ∈ M . One can finally check that this induces an action of the affine monoid scheme
is to be understood as the scheme of scalars, acting on the abelian group scheme G S k [M ] .
In our discussion we fix a field k, which will be perfect for most applications, and a finite
is a group scheme, with the natural action of the monoid G k[X] (with the natural grading on the symmetric algebra). This enables us to define the vector space V = Spec(S k [M ]) as this affine scheme considered together with these two operations.
Invariant functions: Let us mention that there is a natural notion of subspace, say S, which is also a vector space. In addition there is an action of this subgroup on V:
There is also a naturally defined subring of invariant functions, say
, with the property that Spec(I S ), or say the functor G I S , is identified with V/S as group schemes and as a vector space. In this construction, if V is a finite dimensional k-vector space defined by the polynomial ring S k [M ], there is a natural identification of M with the dual space V * . In addition, to a subspace S ⊂ V we assign the anulator S (0) (⊂ V * = M ). The inclusion S ⊂ V is given by the surjection
is a polynomial ring, and S (0) S k [M ] is an ideal spanned by linear forms.
In this case the subring of functions of V which are invariant by the action of this subspace, acting by translations, is the symmetric algebra S k [S (0) ], namely (6.1.1)
and hence I S is a graded k-algebra generated by linear equations, and it is also a polynomial ring.
To be precise, functions in I S are characterized as those functions on the scheme V, invariant by all translations t v : V → V, t v (w) = v + w, for v ∈ S. Group schemes provide the right setting to make this concept precise, and to set Spec(I S ) = V/S.
6.2.
An affine cone C ⊂ V is the closed subscheme defined by a homogeneous ideal
We will say that the subspace S acts on C, when t v (C) = C for all translations with v ∈ S, and again, the language of group schemes provide a precise formulation. We will make use of the following properties for a cone C ⊂ V and a subspace S in V:
(1) There are (non-canonical) isomorphisms of schemes (V/S) × S → V. (1') There are variables V 1 , . . . , V r and (non-canonical) isomorphisms of graded k-algebras 6.3. Fix a polynomial ring P = k[X 1 , . . . , X r ], over a field k, and let A be the quotient defined by a homogeneous ideal (i.e., let C = A be a graded algebra generated over k by finitely many homogeneous elements of degree one). So P = S k [L] is the symmetric algebra over k of the vector space of linear forms, say L, and Spec(A) is a cone included in the vector space Spec(P).
Let A + denote the irrelevant ideal. This is a maximal ideal, rational over k, corresponding to the origin of the cone, say O ∈ C. Let n denote the multiplicity of the cone at the origin, namely the multiplicity of A at the prime A + , and we want to study the set n fold points F n (A).
The graded ring of A at the maximal ideal A + can be identified with A, namely
We will always assume here that A is pure dimensional, say of dimension d. After taking a finite extension of k, in case it is not infinite, one can choose a polynomial subring,
where Y 1 , . . . , Y d are homogeneous of degree one, so that this is a finite extension of graded rings. There are many ways to choose such polynomial subrings, and the multiplicity of A at the prime A + is given by the generic rank of this extension (see Corollary 2.8).
As the ring is pure dimensional locally at A + , we may assume that
In fact, if A ′ denotes the image of A in this total quotient ring, there is an identification, say 
The natural surjection, A ′ → A induces an isomorphism in degree one, say [A ′ ] 1 = [A] 1 , and hence an inclusion Spec(A) ⊂ Spec(A ′ ) ⊂ V. According to the discussion is Section 4, and as a particular case of Theorem 4.6, the set of points in Spec(A) of multiplicity n, coincides with the set of points of multiplicity
Corollary 6.5. Fix the setting and notation as above, and let n denote the multiplicity of A at A + . If k is perfect, then the set F n (A) of points in Spec(A) of multiplicity n, is a linear subspace.
We refer to [21, Ex 2.12 , for an example which shows that the statement does not hold over non-perfect fields.
Proof. (of the corollary): As k is perfect, the points in ii) The multiplicity at points in Proj(A) is at most n; iii) A point at Proj(A) has multiplicity n if and only if it is defined by a homogeneous prime in F n (A).
Proof. The assertion in i) follows from the assumptions on A.
. We also conclude from Proposition 4.2 that F n (A) maps homeomorphically to say π(F n ) in A d . This one to one correspondence is compatible with localizations at
i ] as graded rings, and
One readily checks that S i ⊂ A i is a finite extension of generic rank n. This proves (ii) and (iii).
Theorem 6.7. Let C ⊂ V be a pure dimensional cone over a perfect field. The highest multiplicity locus of C, say S(⊂ V), is a subspace in V, and it is the Hilbert Samuel stratum containing the origin of C red .
Corollary 6.8. The highest multiplicity locus of a pure dimensional cone C over a perfect field is a subspace, say S in V, and it is the biggest subspace of V acting on C red in the sense of group schemes. Equivalently, S is a subspace; it acts and it is the biggest subspace so that C red can be defined by functions of the quotient scheme V/S (see 6.2).
6.9.
(Proof of Theorem 6.7). We have studied the highest multiplicity locus of a k-algebra A. Here we view A together with it's graded structure. Let L be, as before, the homogeneous component of degree one, so there is a surjection from the symmetric algebra, say S k [L] → A, and hence, an embedding of cones
If k is perfect, 6.5 says that the highest multiplicity locus is a subspace, say S, and S ⊂ Spec(A) ⊂ V. Let x ∈ Spec(A) be the origin of the cone (corresponding to the maximal ideal A + ). Let Q ⊂ A denote the ideal defining this subspace, so Q ⊂ A + is an inclusion of primes in A. Applying Theorem 3.9 to this setting, as Y = S is regular and equimultiple at the origin, it defines
which is a surjection with a nilpotent kernel. Here k(x) := A/A + = k, and A/Q is the poly-
where equalities in the second column are as in (6.3.1), and the isomorphism in the middle is constructed from the natural morphism gr
and the lower row is (6.9.2). Finally the equimultiplicity of A along Q ensures that (K ′ ⊂)K ⊂ √ K ′ (see 3.9). In this setting K ′ is the extension of, say
We finally obtain, by general properties of group schemes:
(see (6.1.1) and 6.2). (2) One can express the vector space as a direct sum L = L 1 ⊕ L 2 so that the previous inclusion is given by (
It follows from (1) and (2) that the ideal
. In particular √ K can also be generated by invariant functions, so S = Spec(S k [L]/Q ′ ) acts on the affine cone C red = Spec(A red ), and hence C red = C ′ × S for some C ′ ⊂ V/S = Spec(I S ) (6.2). As we assume that S is the stratum of the multiplicity through the origin of C, it is also a stratum of multiplicity of C red , so C red = C ′ × S, and we finally conclude from this that S is also the Hilbert-Samuel stratum of C red containing the origin. We study the blow up of a scheme along a regular equimultiple center, and this leads to the study of cones, and factorization of cones in a vector spaces, which was partially treated in the previous lines. A vector space that arises naturally is the Zariski tangent space at x ∈ X, say
where S k [m/m 2 ] is the symmetric algebra, m is the maximal ideal at the point x, and k = k(x) is the residue field. It is endowed with a structure of vector space as was mentioned in the previous section. The tangent cone of X at x is defined by C X,x = Spec(gr m (O X,x )), and the surjection of graded rings
We now discuss about ingredients of the blow up encoded in the tangent cone. The projective scheme defined by C X,x is the fiber over x of the blow up at this point. In addition to this, we will see that C X,x also encodes information of the blow up at suitable centers Y (⊂ X) which are regular at x. Given a regular subscheme Y of X, defined by an ideal, say Q, a cone C X,Y = Spec(gr X (Q)) is defined, where gr X (Q) = ⊕ Q n /Q n+1 . Let X = Spec(B), and let x ∈ Y ⊂ X be defined by prime ideals Q ⊂ M in B. Set X π Y ←− X ′ the blow up at Y . Then P roj(gr B (Q)) ⊂ X ′ is the closed subscheme defined by the invertible ideal QO X ′ , and the fiber at x of this blow up is
Recall that the natural morphism gr
We define the conormal bundle as the affine scheme
and we study now conditions that enable us to relate C X,Y,x to C X,x (see (7.1.4) and (??)).
It is convenient and handy to reformulate the discussion in 6.9, particularly the diagram (6.9.3) at the completionB M , since this ring can be viewed as a quotient of a ring of formal power series, say (R, N ) = k(x)[[y 1 , . . . , y e ]], where e = dim k(x) (M/M 2 ). This is a local regular ring, and there is a natural identification M/M 2 = N/N 2 . Note that gr R (N ) is the symmetric algebra
where W = Spec(R), and hence C W,x is a vector space in the sense of group schemes.
A center Y ⊂ X, which is regular at x ∈ Y , induces, at the completion, a regular center, say
. After a change of coordinates we may assume that Q ′ = y 1 , . . . , y s for some s ≤ e. The homomorphism gr R (Q ′ ) → gr R (N ) induces
which is an inclusion as the ring and the ideal are regular. Set, as before, Recall that C X,x ⊂ T V,x = T W,x , and the subspace T Y,x acts on the cone C X,x when this cone can be defined by equations in the subring of invariant function. Namely, when the ideal I(C X,x ) can be spanned by equations in the image of the injective homomorphism (7.1.2). Let us repeat (essentially) the diagram (6.9.3) in this context, where Q is regular and equimultiple in B. Set (R ′ , N ′ ) = (R/Q ′ , N/Q ′ ). So gr R ′ (N ′ ) is a polynomial ring, and (7.1.2) can be extended in many ways to an isomorphism Φ ′ , defining a diagram of graded rings and ideals:
and recall that K is the ideal spanned by, say
We finally reformulate the discussion 6.9 in terms of factorization of cones by saying that this square diagram of graded rings induce: A) An isomorphism at the homogeneous component of degree one, and hence a a non canonical diagram of schemes included in the Zariski tangent cone T X,x , say
where the vertical morphisms are given, essentially, by the closed immersions
x, and (C X,Y,x ) red = (C X,x ) red /T Y,x when Y is equimultiple at x. In fact, in ([28] ,Theorem 2, p. 195) Hironaka proves that normal flatness along Y occurs when Φ * is a scheme theoretical identification (when Φ is an isomorphism), whereas equimultiplicity along Y occurs when
is an isomorphism. or say, if and only if Φ * induces an identification (C X,x ) red = (C X,Y,x ) red × T Y,x , as subschemes in the tangent space. We now repeat (for convenience) and prove Theorem 1.7.
Theorem 7.2. Fix a point x ∈ X and let C X,x ⊂ T X,x be the inclusion of the tangent cone in the Zariski tangent space. Assume that the residue field k(x) is perfect, and let S denote the stratum of (highest) multiplicity through the origin of the cone C X,x .
(1) S is a subspace in T X,x . It acts, and it is the biggest subspace acting on (C X,x ) red .
(2) Let Y ⊂ X be regular and equimultiple at x, then the subspace T Y,x is included in S, and hence it also acts on the subscheme (C X,x ) red , and ,x ) , and if the equality holds then
where the inclusion is obtained from the action of T Y,x on S ⊂ (C X,x ) red in T X,x .
Proof.
(1) and (2) where discussed in Theorem 6.7, Corollary 6.8, and in 7.1.
The inequality e(O X ′ ,x ′ ) ≤ e(O X,x ) is a result of Dade, presented here in 4.10. So we prove now (7.2.1). Let Q ⊂ O X,x be the prime defining the regular center Y . In what follows set B =Ô X,x , the completion. Note that k(x) ⊗ O X,x gr O X,x (Q) = k(x) ⊗ B gr B (QB). This enables us to assume that X = Spec(B), and that X π Y ←− X ′ is the blow up at QB. Here S is also the stratum of highest multiplicity in the reduced scheme (C X,x ) red (see (1.1.1)), and the discussion at the end of 6.9 (Proof of Theorem 6.7), shows that
is the stratum of highest multiplicity in (C X,Y,x ) red (or equivalently, of C X,Y,x ). Set Q ′ = QB, and let B[Q ′ W ] be the corresponding Rees ring so X ′ = P roj(B[Q ′ W ]). We must prove that if x ′ ∈ X ′ in (3) is such that e(O X ′ ,x ′ ) = e(O X,x ), x ′ corresponds to a homogeneous prime in k(x) ⊗ B gr B (QB) which is in the set of points of highest multiplicity of this graded ring (namely in S/T Y,x )). We shall prove this in the next lines, and hence we prove (3) . The argument will rely on the equivalence of (2) and (3) of Theorem 3.9. Before doing so, we discuss some preliminary technical aspects.
After replacing x ∈ X by a suitableétale neighborhood in case the residue field is finite (see 2.3), one can assume that the conditions in Lemma 2.14 hold at the completion (B, M ): Namely, although the residue field might not be infinite, one can assume that there is a system of parameters 
where the horizontal morphisms are finite, and the vertical ones are closed immersions. Set Spec(B) = X ⊂ X = Spec(B) and Spec(S) = Z ⊂ Z = Spec(S). So (a) X = Spec(B) is finite over Z = Spec(S), and X is finite over Z.
(b) X ′ ⊂ X ′ and both are finite over the regular schemes Z 1 ⊂ Z 1 respectively.
Fix x ′ ∈ X ′ as in (3), so that: (i) x ′ maps to the closed point of Spec(B); and (ii) e(O X ′ ,x ′ ) = e B (M ). We claim that if e(O X ′ ,x ′ ) = e(O X,x ), then x ′ corresponds to a homogeneous prime in k(x) ⊗ B gr B (QB) of highest multiplicity in this ring. The equivalence of (2) and (3) in Theorem 3.9 says that the natural surjection k(x) ⊗ B gr B (QB) → gr B (M ) induces an isomorphism of the reduced graded rings, so the spectrum of both graded rings share the same stratum of points of highest multiplicity (see (1.1.1)), namely S/T Y,x (7.2.2).
Therefore (i) says that x ′ ∈ X ′ (⊂ X ′ ), and we claim that (ii) implies that:
where X ← X ′ is now the blow up of Spec(B) at the origin. So (i) and (ii') would imply that x ′ corresponds with a homogeneous prime in Spec(gr B (M )) which is in the stratum of the multiplicity containing the origin. Equivalently, that this homogeneous prime is in S/T Y,x ⊂ Spec(gr B (M )) (see Remark ??), and this would prove our claim in (7.2.1). We finally proof that (i) and (ii) implies (ii'). Let z 1 ∈ Z 1 denote the image of x ′ ∈ X ′ . Note that the total quotient ring of O X ′ ,x ′ is L (the total quotient ring of B), and the total quotient ring of O Z 1 ,z 1 is K (the quotient field of S). So the generic rank of the finite extension O Z 1 ⊂ O X 1 is e(O X,x ) = e(O X ′ ,x ′ ). This shows that x ′ must be the only point mapping to z 1 , so O Z 1 ,z 1 ⊂ O X ′ ,x ′ is finite. In fact Proposition 4.2 shows that the maximal ideal of the local regular ring O Z 1 ,z 1 spans a reduction of the maximal ideal of O X ′ ,x ′ , and both have the same residue field. As O X ′ ,x ′ is a quotient of O X 1 ,x 1 and O Z 1 ,z 1 is a quotient of O Z 1 ,z 1 , one checks that O Z 1 ,z 1 ⊂ O X ′ ,x ′ inherits the previous properties. Namely, that this latter inclusion is finite, the maximal ideal of the local regular ring O Z 1 ,z 1 spans a reduction of the maximal ideal of O X ′ ,x ′ , and both have the same residue field. The equivalence in Corollary 2.8 ensures finally that the multiplicity of O X ′ ,x ′ is given by the generic rank over O Z 1 ,z 1 , namely by [L : K], and hence that e(O X ′ ,x ′ ) = e B (M ). Let S ′ HS ⊂ S ′ mult (⊂ C X ′ ,x = Spec(gr B ′ (M ′ )) be the inclusion of the stratum through the origin of the Hilbert Samuel function and of the multiplicity respectively. Let S(⊂ C X,x = Spec(gr B (M)) be the stratum of the multiplicity.
We first note that there are inclusions (S ′ HS ⊂)S ′ mult ⊂ S. This follows by applying Corollary 4.4 to this setting, as both graded rings in the surjection gr B ′ (M ′ ) → gr B (M) are finite over gr S (N ), and hence of the same dimension.
In particular dim(S ′ HS ) ≤ dim(S), and finally Theorem 1.8 is a corollary of (5.3.4) and some well known properties of the τ invariant of a hypersurface mentioned in Remark 5.6. More generally, our Theorem 1.8 follows now from a result of Hironaka: Theorem 7.4. Assume that the residue field k(x) is perfect at a point x ∈ X ′ and let S ′ denote the stratum of the Hilbert Samuel function through the origin of the cone C X ′ ,x . Assume, for simplicity that x ∈ Max HS X ′ , and let D ′ (x) be the dimension of the subspace S ′ ⊂ T X ′ ,x = T X,x .
(1) D ′ (x) is an upper bound of the local dimension of the closed set Max HS X ′ at x.
(2) For any sequence X ′ ← X ′ 1 ← · · · ← X ′ r , of blow ups at normally flat centers, and given closed points x i ∈ X ′ i , 0 ≤ i ≤ r so that x i+1 maps to x i , and x 0 = x, then (M ′ ) → gr B M (M), induces an inclusion C X,x ⊂ C X ′ ,x of affine schemes of pure dimension d. An affine cone is regular if and only if it is regular at the origin, in which case it is also irreducible. In particular, if (C X ′ ,x ) red is regular, both cones C X,x and C X ′ ,x have the same underlying topological space, or say (C X,x ) red = (C X ′ ,x ) red , and hence (C X,x ) red is also regular. More generally, as d is the dimension at x ∈ X ′ , and hence of C X ′ ,x , the stratum of highest multiplicity in the cone, namely S ′ (⊂ C 
