In the 2017 German Federal elections, the "Alternative for Deutschland", or AfD, party was able to take control of many seats in German parliament. Their success was credited, in part, to their large online presence. Like other "alt-right" organizations worldwide, this party is tech savvy, generating a large social media footprint, especially on Twitter, which provides an ample opportunity to understand their online behavior. In this work we present an analysis of Twitter data related to the aforementioned election. We show how users self-organize into communities, and identify the themes that define those communities. Next we analyze the content generated by those communities, and the extent to which these communities interact. Despite these elections being held in Germany, we note a substantial impact from the English-speaking Twittersphere. Specifically, we note that many of these accounts appear to be from the American alt-right movement, and support the German alt-right movement.
INTRODUCTION
Politics is a widely-discussed topic on social media platforms. On Twitter, the US election alone was the second-most tweeted event of 2016. 1 In fact, social media is so important to the outcome of elections that many parties spend ample amounts of money on their online campaigns. While all parties focus on social media, some see more impact than others. One of the ideologies to benefit most from social media is the "alt-right, " which is "a set of ideologies, groups, and individuals" who oppose multiculturalism and immigration. 2 Recent research has shown that they are nationalists and populists [9] . The alt-right finds its home online because the beliefs they espouse are not popular in mainstream media. The pseudo-anonymity offered by many social media platforms allows them to promote their views through the spreading of memes, and in doing so to recruit others to their cause. The most visible case of this was the 2016 US Presidential Election [10] , however this has also been noted in other alt-right movements, such as the 2017 French Presidential Election [5] .
In this work we study online discourse in the German Twittersphere leading up to the 2017 federal election. This election is of interest for a number of reasons. First, Twitter has not had the level of penetration that is has had in other countries. As evidence, the current Chancellor, Angela Merkel, does not have a Twitter account. 3 Second, this election was highly covered in the media because of the German party "Alternative for Germany" (AfD) who wished to seize larger control of German parliament. What brings these disparate points together is that AfD is "alt-right." As with other alt-right movements, such as the alt-right movement in the US [10] , it largely started online and gained momentum through online discourse. 4 It is likely that the alt-right segment of the election discussion could be disproportionately large, and tilt Twitter in its favor.
In this work, we assess several aspects of political discourse on social media as it pertains to the 2017 German elections. We address the following questions:
(1) How do users organize into communities? How does information flow between them? (2) What topics emerge from the text? How do these topics relate to the communities and how are they used throughout time? (3) What role, if any, did bots play in the election? These observations contribute to a larger understanding of how social media dynamics play out during elections.
2017 GERMAN ELECTION
The 2017 German Federal Election was held on September 24, 2017 . This election received widespread attention because of the emergence of the AfD party. Previously, this party held no seats in German parliament. After the election, they held 94 seats. Their success was due, in part, to their large presence on social media. 5 In this work, we investigate how that presence manifested on social media, namely Twitter. To do this, we first collected data from Twitter pertaining to the election. Next, we analyze the communities and topics that presented themselves in the days leading up to the election. We continue to measure the footprint of bots.
Obtaining Election-Related Twitter Data
We identified users who posted tweets related to the election from June 27 to August 7, 2017. We observed those users who were tweeting hashtags pertaining to the German election: #btw17, #afd, #cdu, #spd. The latter three hashtags represent major political parties while the first was the main hashtag used to discuss the election. This processed yielded 6,139 users. We crawled these users from August 10 -September 24, 2017. We collected their data using Twitter's Filter API 6 from two perspectives. First, by monitoring the messages they posted through the "follow" parameter. Second, we wanted to obtain all of the retweets of their tweets. This was accomplished by using each user's screen name as a keyword to the "track" endpoint. All tweets collected through the second mechanism were further verified to ensure they are actually retweets and not simply keyword mentions. At the end of our data collection process, the dataset consisted of 34,383,201 tweets from a total of 133,098 users. The data will be published on acceptance of this work in accordance with Twitter's terms of service.
ORGANIZATION OF COMMUNITIES
In this section we investigate the properties of these users via the data we collected. Who are they? How are they connected? What communities exist in this network and what do they represent? Our analysis will help to shed light on who these users are.
Discovering Communities
To extract communities from the network, we construct a network based on the re-tweets and mentions of all the users we tracked. We chose these communication channels as they both represent a reaction from one user to another. Using the Louvain algorithm [15] , we decomposed this network into several different communities.
The result of the community detection algorithm is shown in Figure 1 . While the algorithm discovered 18 communities, only four of those are major communities containing more than 400 users. We focus on these four meaningful communities in the figure. Hereafter, these communities will be referred to by their modularity class. We obtain four main communities: the green one on the left side (modularity class 4), the purple one on the upper-right (modularity class 3), the blue one on the bottom (modularity class 1) and the orange one in the middle (modularity class 8). At first, we looked at some basic characteristics in quantity of these communities in Table 1 . We consider users who tweet more than 300 times a day for at least 5 days as extremely active users. The count of extremely active users by community is shown in the last column of Table  1 . Community 4 has many more active users than the other three communities considering the average number of tweets per day and the proportion of extremely active users. Community 1, though it contains the fewest users, is quite an active community among the four. We considered tweets authored in German as well as English as German is the official language of Germany but we were also interested in the opinions of others living in and outside the country [14] . The number (and percentage) of English tweets and German tweets of each community (from 10th August to 24th September) is shown in Table 2 . It clearly indicates that Community 4 is an English-speaking community while Community 1, Community 3 and Community 8, are the three German-speaking communities.
COMMUNITY CROSS POLLINATION
We have established that there are four major communities in the election. We want to know the extent to which information flows between these communities. Is community 4, our English-speaking, Track: Journalism, Misinformation, Fact Checking Track WWW 2018, April 23-27, 2018, Lyon, France alt-right community an island, or does it actually have an effect on the dialog in the German election? To answer this question, we measure the extent to which users in each community retweet members of their own community, and to the extent that they retweet members of other communities. The results are shown in Table 3 . As expected, the retweets tend to happen within communities. Nevertheless, two conclusions can be drawn from this table. First, there is a strong relationship between Communities 1 and 8. C1 is the alt-right German-speaking community, and C8 mostly pertains to general election discussion so it is unsurprising that these two interact. Second, the English-speaking alt-right community does not have much interplay with the other communities in the graph. These users neither retweet, nor are they retweeted by, members of other communities. It is unlikely that this is due to ideological differences, as Community 1 shares many of the beliefs. Instead, it is likely that this is a byproduct of language barriers between the two groups. This pattern also emerged in the 2017 French presidential election, where communication barriers are cited as having an effect on the alt-right's ability to penetrate the discussion [19] .
FROM COMMUNITIES TO TOPICS
While understanding the communities active in the election is important, it is also important to analyze what they say. In this section, we focus on the topics of focus for these communities. The hashtags used in a tweet are indicators of the topic of the tweet.
However, even when reducing the tweet to a set of hashtags, the volume of both tweets and hashtags makes understanding the text intractable. Instead, we investigate the clusters of keywords in the form of topics.
Total Correlation Explanation (CorEx) [21, 23] is an informationtheoretic unsupervised algorithm to learn representations of data that "explain" dependence in the data. It constructs a hierarchy of latent factors that progressively explain more dependencies in the observations as measured by multivariate information (total correlation). We used an implementation of CorEx, corex_topic 7 , which is developed for topic modeling using binary bags of words and can easily handle thousands of variables, which is consistent with the vocabulary of our dataset. We use this for topic modeling on hashtags. To leverage CorEx, we consider each user as a 'document', and each hashtag as a 'term'. We extracted hashtags from tweets from the entirety of the dataset. We filtered out the hashtags that appeared less than 30 times every day to avoid noise caused by rare hashtags. As a result, we extracted 3,075 hashtags of 3,209 users in all 4 communities. Using this data we constructed a bipartite graph with users and hashtags as nodes and an edge representing the user posting the hastag in at least one of his/her tweets. We used this graph as input of CorEx for topic modeling and obtained a hierarchical structure of 2 layers of all the hashtags. For the first layer, there were 50 topics, and for the second layer, there were 7 clusters. Figure 2 shows the underlying structure.
To summarize the topics shown in Figure 2 , the topics fall into the following categories:
• Topics directly related to German election: parties, candidates, election-related propaganda activities, etc.
• Social problems: refugees, migration, islam, racism, terrorism, welfare, democracy, fake news, safety, etc.
• Elections in other countries: US election, Brexit • Other countries and organizations: USA, Turkey, North Korea, Italy, France, EU, etc.
• Social media: Twitter, Facebook, broadcast, press, etc.
• Other non-political topics: football, traveling, hurricane,etc.
In the higher level topics, which are marked by red text in Figure  2 , there are seven clusters (0-6). Cluster 0 contains topics about elections both in and outside Germany as well as topics about social problems, while Cluster 1 and Cluster 4 are topics mostly focused on social problems in Germany. Cluster 2 topics are mostly about the USA and its social problems. Cluster 3 contains mostly topics about European countries and their social issues. Cluster 6 topics are directly related to German election. Cluster 5 contains mainly non-political topics such as animals, hurricane, etc.
There are numbers of hashtags which are acronyms. For example, #cdu, #spd, #fdp, #afd, #grüne are all active Parties in Germany. #btw17 is the acronym for "DeutscheWahl 2017" (German election 2017). For more information, Angela Merkel (represented as #merkel) and Martin Schulz (#schulz) are two candidates for Chancellor, and Merkel belongs to CDU while Schulz belongs to SPD. The Party AfD (#afd) is a growing right-wing Party, which attracted a large amount of attention from social media users. #trau-dichdeutschland represents the slogan for it and Alexander Gauland (#gauland) is one of the founders of it. How the communities differ in topics: In essence, we have two clusterings. The first is the communities, the clustering of users based upon their position in the social network. The second is the topics, a clustering of text based upon redundancies introduced by the users. In this section we study the interaction of these clusterings. To measure this, we define a metric to gauge the communities focus, or attention, to a particular topic. We define the attention score of topic, attent, to measure how much attention each topic is given by the communities. Initially, attent i = 0 f or i = 0, 1, ..., 49. attent j = attent j + 1 means the hashtag in Topic j is used for one time. We performed this analysis based on the daily tweets of users and generated the attention score heat maps for 4 communities as shown in Figure 3 . The x-axis is the topic, the y-axis is the date. The color represents the roots of attention scores. The attention scores for topics (e.g. Topic 37, Topic 32) directly related to the German election showed an obvious increase for the three German-speaking communities, especially for Topic 37, which contains the parties the two candidates belong to (#cdu, #spd) and AfD-related tags (e.g. #afd, #traudichdeutschland). In Community 4 (the English-speaking community), Topic 37 also received a growing attention score with time, however, compared with other topics, the score was not very high and the increasing tendency was not as obvious as that in the other three communities. Community 4 seemed concerned with different topics compared to the other groups, e.g. Topic 9, Topic 0, Topic 22, Topic 34, Topic 35 etc. For Community 4, there did exist some sharp peaks in scores for particular topics in specific days e.g. Topic 13, 26, which are mostly about hot-button issues all over the world and have some relation to terrorism and conflict. This suggested that large numbers of users in this community were active in talking about social problems in the world and might have a right-wing tendency. The German Election was just part of their attention in this period. The 5 most frequent hashtags in the topics we have identified are shown in Table 4 .
To be more specific, we looked at the hashtags related to the three parties: #afd, #cdu and #spd. Although #afd is the most frequently used for all communities, Community 1 had extremely high propensity to use #afd. On average, Community 1 used #afd about 2,500 times a day, much higher than other communities even though it contained the fewest users. For Community 1, #afd appeared about 10 times more than the other two hashtags, while for the other 3 communities it was about 2 or 3 times. The appearance of #traudichdeutschland(the slogan for AfD) and #noafd also drew our interests. Community 1 used #traudichdeutschland over 1000 times a day. However, we could seldom find #noafd in Community 1's tweets. On the contrary, for Community 3, these two hashtags appeared with nearly the same frequency, and for Community 8, they both seldom appeared. It was quite abnormal indicating that Community 1 could be alt-right and have a great propensity to support AfD. There could also exist some organizations which tried to manipulate Twitter for specific political purposes.
Community Topic Variation over Time
Next, we want to see how the attention changed with time. We used the daily binary User-Topic vector. V ic u is the vector for user u in community c on the i t h day, if he uses a hashtag in Topic j that day, then v icu j = 1, otherwise v icu j = 0. Then we computed the cosine similarity score sim icu of V ic u and V (i +1)c u , that is
. We used the average of similarity score of all users in a community as the similarity score for this community Sim ic . We also randomly select users from the whole set as randomly-generated communities to compute the similarity Track: Journalism, Misinformation, Fact Checking Track WWW 2018, April 23-27, 2018, Lyon, France score. We repeat this random process 1000 times and use the average similarity score as the baseline to test the significance of our findings. Figure 4 shows how the similarity score of the 4 communities as well as the random-generated community changed daily and the second column of Table 5 shows the average similarity score SI M c for this period. From the Figure 4 , the similarity score lines for Community 1, Community 3 and Community 8 as well as the random-generated community all show a trend of growth as a whole, which indicates that users in these communities tended to increasingly focus on some specific topics with time. Combined with the heatmaps of Community 1, Community 3 and Community 8 in Figure 3 , all of these communities show a growing attention on Topic 37, the topic directly related to the German election. It also explains that as the election get closer, the communities tend to become more and more similar. It is consistent with the assumption above that people in Germany were becoming more and more engrossed in election-related talking points. But the similarity of Community 4 goes down after 15 and doesn't show an increasing tendency like other communities. The attention heatmap for Community 4 Figure 3 (c) does not show an obvious or extreme increase in Topic 37 either. It indicates that this community is not always focused on specific topics like the 3 Germany-speaking communities with the German election going on. The similarity score line of Community 4 is always above others because of the diversity in topics they paid attention to, which also can be confirmed by the Heatmaps in Figure 3 . It suggests that Community 4 was an issuedriven community, which means they showed interest in diverse hot topics (most of them are about social issues) all over the world. When there is some startling news, they will focus on the related topics on specific days, which explains the great fluctuation this community has. Another observation about Figure 4 is that from August 10th to 15th, there was an increase in activity for all communities that reached a peak on the 15th. We looked at the top hashtag sets of each community and we found #charlottesville. There was an attack in Charlottesville in the USA, which was a white supremacist event. 8 This event echoed on social media for several days. While 8 http://time.com/charlottesville-white-nationalist-rally-clashes/ this was going on, racism was the topic of concern in Europe, including Germany. It also involved other similar issues in Europe, i.e. the Defend Europe organization (#defendeurope). Racism and immigration are serious social issues in Germany. During the election, it was an inevitable topic for all parties and politicians. Thus, it caused a hot discussion all over the world along with other topics related to racism. It may explain why people in all four communities tend to continuously stay consistent.
In this part, we define users whose average similarity score in this period is > 0.7 as topic-consistent ones. The last column of Table 5 shows the number of topic-consistent users in each community. Looking at Table 5 , Community 3 has the lowest average similarity score as well as the lowest percentage of topic-consistent users. Users in this community tend to look at diverse topics and change their topics irregularly day by day, but with the day of German election approaching, they became more focused on the topics related to the German election. The similarity scores (both average and daily) of Community 1 and Community 4 are significantly higher than others. Moreover, they have a much higher proportion of topic-consistent users, which indicates there may exist some organized users in them who are more engrossed in specific topics. The similarity score of Community 1 is always the highest among the German-speaking communities. Unlike Community 4, topics of Community 1 show little diversity. Combined with the significantly highest proportion of topic-consistent users in Community 1, it indicated that users in this community were focused on the same topics. It is likely that there did exist some political organizations in it that insisted on using Twitter for election-related purposes. The shape of the line of Community 8 in Figure 4 is similar to Community 3 and its average similarity score as well as the percentage of topic-consistent users is just a little bit higher than that of Community 3. The difference may lie in that they were usually more concerned about topics related to society and politics in Germany than users in Community 3. In summary, Community 1 was the most suspicious. There was some evidence indicating that this community might contain social bots that manipulate social media and some latent campaigns, and might have an obvious tendency for the AfD Party. Community 3 Figure 3 may lie in that users in Community 8 were more concerned about topics related to German society and politics, while users in Community 3 contained more people that took interest in diverse topics about all aspects of everyday life. Different from the above three communities, Community 4 was an English-speaking community that in addition to the German election, paid great attention to social problems all over the world. This community was active, and issue-driven.
THE IMPACT OF SOCIAL BOTS
Social media platforms are flooded with automated accounts, called "bots, " many of which attempt to skew the opinion of real users by inundating them with information that matches the bots' goals [7] . This is especially prevalent in the context of politics where bots often try to skew the perception of a candidate, either in terms of inflating their perceived popularity (e.g., retweeting or following the candidate automatically), or posting content in favor of the candidate [8, 20] . Due to the suspicious nature of some of the users in the communities we detected, we hypothesize that there may be social bots operating in our dataset. In this section, we will estimate the impact of bots. First we needed to obtain ground truth about the users in our dataset. One established way of obtaining ground truth is to observe the Twitter platform's reaction to the users, as Twitter tries to ban bots from its site [13, 16] . The general approach to this ground truth collection approach is as follows. First, during the initial data collection process some users are collected. Then, we wait for a period of time to give Twitter a chance to ban the bot users. Next, we go back and collect the users' statuses to see if they have been suspended from the site. If they have been suspended, then we label them as a bot, otherwise we say that they are a legitimate user.
We performed this process for all of the 6,139 users in our dataset as well as the users who retweeted them, totaling 133,098 users. We waited three months between the time of the election and the crawl. On December 29, 2017 we recrawled these users and obtained their standing on Twitter. Of these, 14,572 (11%) had been suspended for bot activity. Moreover, these users account for 3,151,860 (9%) tweets in the dataset. This is consistent with previous estimates of 10%-15% of all Twitter users being bots [22] .
A table of the bots and their prevalence by community is shown in Table 6 . This table shows that bots are most prevalent in C4. While C1 is larger than C3 and C8, it is not notably greater than those two. This indicates that bots may not have played a large role in the German election. Instead, it indicates that the bot masters see more utility in engaging with the alt-right English-speaking users. To better understand the activity of the users, we plot their daily activity in Figure 5 . This figure depicts the tweets per user for both the users that have been identified as bots and those that have been identified as non-bots. Bots, due to their mechanistic nature, always have more tweets/user than the non-bots. On average, the bots tweet twice as much as the regular users. In addition to the sheer volume, we also see an increase in their activity leading up to the election. When fitting a linear trendline to each of the series in Figure 5 , we find the bot line has a slope of 0.099, while the non-bot line has a slope of 0.011. This means that bots ramp up their activity 9 times as much as regular users in the days leading up to the election.
RELATED WORK
Social media's perceived impact on elections has generated a large amount of attention from the research community. Largely, social media serves as a platform for sharing and discussing electionrelated news [1] . This is a reasonable strategy, as a recent study by Pew found that 67% of all US adults get news from social media. 9 Twitter, one of the largest social media platforms, has become one of the mechanisms for the spread of news [2] . This has led to immense academic interested in the analysis of social media activity pertaining to elections. For example, in the 2016 US Elections, authors studied what makes news travel through social media. Chou and Roy [2] found that shorter, emotional, and negative posts tend to have the largest impact on Twitter. In another work, authors mapped Twitter users offline to see how this exposure maps to votes [11] . The study of elections goes well beyond the US. For example, Kušen and Strembeck [14] study social media dynamics during the 2016 Australian presidential election. The authors found that there was an abundance of misinformation, and that the candidates' attempt to quell this misinformation had an opposite effect: it caused their supporters to spread it. This leads to the next thrust of our discussion, the presence of misinformation during elections. Misinformation is prevalent in elections, both online and offline [17] . Due to the fast and fact-checking-free nature of social platforms, especially Twitter, they have become hotbeds of misinformation [4] . This problem has become so large that in 2014 the World Economic Forum listed "the rapid spread of misinformation online" as one of its top 10 problems facing the world. 10 This surplus of misinformation has caused a wide array of research. The machine learning community has generated several approaches 9 http://www.pewresearch.org/fact-tank/2017/10/04/key-trends-in-social-and-digitalnews-media/ 10 http://reports.weforum.org/outlook-14/top-ten-trends-category-page/10-the-rapidspread-of-misinformation-online/ Track: Journalism, Misinformation, Fact Checking Track WWW 2018, April 23-27, 2018, Lyon, France tailor-made for online misinformation [25] . Fake news, one specific type of misinformation, has generated a wide array of interest from the community. Authors have used fake-news specific features, such as audience reaction [24] , and modeling the users and domains together [18] . Tackling misinformation is not just a problem for researchers. In elections, the candidates themselves try to stop negative misinformation about them from being spread. Many misinformation promoters hire bots to push their information online [20] . Due to this, it is important for us to understand bot activity in order to understand misinformation. Several approaches have been developed in order to identify bots online, namely on Twitter. One of the flagship approaches, Botometer [3] , contains a freely available API that allows researchers to obtain a probabilistic score of how likely a user is a bot. In other work, Howard et. al [12] studied bots in order to study how misinformation and fake news spread throughout the network leading up to the election. In the work, the authors acknowledge that there is a "where there's smoke there's fire" phenomenon regarding bots and misinformation. In our work, we do not have ground truth pertaining to misinformation, however we do regarding bots. Thus, we follow their approach to understand the prevalence of bots and therefore misinformation on social media.
DISCUSSION AND CONCLUSION
In this work we measure the dynamics of social media leading up to the 2017 German federal election. First, we looked at the communities and the extent to which information flows between them. We found that there are four in the dataset: an alt-right German community, an alt-right English community, and two communities that focus on the election. Despite the overlap in interests, there was little communication between the two alt-right communities, likely due to language barriers. Instead, we saw an interplay between the German alt-right community and a German election community.
Next, we investigated the topics that the communities used in their tweets. These topics were centered around hot-button issues at the heart of the German election, namely immigration and race. We found that the repercussions of the Unite the Right event in Charlottesville reverberated throughout the entire dataset, not just the English contingent.
We noticed suspicious activity in some of these communities, notably that some users were retweeting redundant text quickly. We followed this lead by measuring the extent of bot activity in the dataset. We estimated that 11% of all of the users in the dataset were bots. Many of these bots did not fall into our four communities, indicating that they were not prevalent on the retweet/mention network that was used to create these communities. When they were included in the community clustering, they fell into the Englishspeaking alt-right community most frequently.
This work offers an overview of the Twitter activity leading up to the German election. There are several areas of future work to further this research. While the area of election discussion on Twitter is studied [6, 14] , it is important that we generalize these findings to better understand communication dynamics across elections.
