We deal with the computation of the characteristic polynomial of dense matrices over word size finite fields and over the integers. We first present two algorithms for finite fields: one is based on Krylov iterates and Gaussian elimination. We compare it to an improvement of the second algorithm of Keller-Gehrig. Then we show that a generalization of Keller-Gehrig's third algorithm could improve both complexity and computational time. We use these results as a basis for the computation of the characteristic polynomial of integer matrices. We first use early termination and Chinese remaindering for dense matrices. Then a probabilistic approach, based on integer minimal polynomial and Hensel factorization, is particularly well suited to sparse and/or structured matrices.
INTRODUCTION
Computing the characteristic polynomial of an integer matrix is a classical mathematical problem. It is closely related to the computation of the Frobenius normal form which can be used to test two matrices for similarity. Although the Frobenius normal form contains more information on the matrix than the characteristic polynomial, most Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. algorithms to compute it are based on computations of characteristic polynomial (see for example [21, §9.7] ). Using classical matrix multiplication, the algebraic time complexity for the computation of the characteristic polynomial is optimal : several algorithms require only O(n 3 ) algebraic operations (to our knowledge the oldest one is due to Danilevski [11, §24] ). Now considering that the determinant can be deduced from the characteristic polynomial, and that its computation is proven to be as hard as matrix multiplication [2] the optimality is then straightforward. But with fast matrix arithmetic (O(n ω ) with 2 ≤ ω < 3), the best asymptotic time complexity is O(n ω logn), given by Keller-Gehrig's branching algorithm [15] . Now the third algorithm of Keller-Gehrig has a O(n ω ) algebraic time complexity but only works for generic matrices. In this paper we focus on the practicability of such algorithms applied on matrices over a finite field. Therefore we used the techniques developped in [4, 5] , for efficient basic linear algebra operations over a finite field. We propose a new O(n 3 ) algorithm designed to take benefit of the block matrix operations; improve Keller-Gehrig's branching algorithm and compare these two algorithms. Then we focus on Keller-Gehrig's third algorithm and prove that its generalization is not only of theoretical interest but is also promising in practice.
As an application, we show that these results directly lead to an efficient computation of the characteristic polynomial of integer matrices using chinese remaindering and an early termination criterion adapted from [6] . This basic application outperforms the best existing softwares on many cases. Now better algorithms exist for the integer case, and can be more efficients with sparse or structured matrices. Therefore, we also propose a probabilistic algorithm using a blackbox computation of the minimal polynomial and our finite field algorithm. This can be viewed as a simplified version of the algorithm described in [22] and [14, §7.2] . Its efficiency in practice is also very promising.
In the following we will denote by Ai 1 ...i 2 ,j 1 ...j 2 the submatrix of A located between rows i1 and i2 and columns j1 and j2 and by A k,1...n the kth row vector of A.
KRYLOV'S APPROACH
Among the different techniques to compute the characteristic polynomial over a field, many of them rely on the Krylov approach. A description of them can be found in [11] . They are based on the following fact: the minimal linear dependance relation between the Krylov iterates of a vector v (i.e. the sequence (A i v)i) gives the minimal polynomial P min A,v of this sequence, and a divisor of the minimal polyno-mial of A. Moreover, if X is formed by the the first independent column vectors of this sequence and C P min A,v is the companion matrix associated to P min A,v , we have AX = XC P min A,v .
Minimal polynomial
We show here an algorithm to compute the minimal polynomial of the sequence of the Krylov iterates of a vector v and a matrix A. This is the monic polynomial P min A,v of least degree such that P (A).v = 0. We firstly presented it in [19, 18] , however, we recall it here for clarity and accessibility purposes. A similar algorithm was also simultaneously published in [16, Algorithm 2.14] , but it does not take advantage of fast matrix multiplication as we do here. The idea is to compute the n × n matrix KA,v (called the Krylov matrix), whose ith column is the vector A i u, and to perform an elimination on it. More precisely, one computes the LSP [12] factorization of K t A,v . Let k be the degree of P min A,v . So the first k columns of KA,v are linearly independent, and the n − k following ones are a linear combination of the first k ones. Therefore S is triangular with its last n − k rows equals to 0. Thus, the LSP factorization of K t A,v can be viewed as in figure 1 .
Figure 1: LSP factorization of the Krylov matrix
Now the trick is to notice that the vector m = L k+1 L −1 1...k contains the opposites of the coefficients of P min A,v . Indeed, let us define
Thus L k+1 SP = m · L 1...k SP and finally m = L k+1 .L −1 1...k . Algorithm 2.1 is then straightforward. The dominant operation in this algorithm is the Algorithm 2.1 MinPoly : Minimal Polynomial of A and v Require: A a n × n matrix and v a vector over a field Ensure: P A,v min (X) minimal polynomial of (A i v)i 1: K1...n,1 = v 2: for i = 1 to log 2 (n) do 3: 
LU-Krylov algorithm
From algorithm 2.1, we then derive the computation of the characteristic polynomial since it produces the k first independent Krylov iterates of v. They form a basis of an invariant subspace under the action of A (the first invariant subspace of A if P min A,v = P min A ). The idea is to use the elimination performed on this basis to compute a basis of its supplementary subspace. Then a recursive call on a n − k × n − k matrix provides the remaining factors. The algorithm follows, where k, P , and S are as in algorithm 2.1.
Algorithm 2.2 LUK : LU-Krylov algorithm
Require: A a n × n matrix over a field Ensure: P A char the characteristic polynomial of A 1: Pick a random vector v 2: Proof. The first k rows of X (X 1...k,1...n ) form a basis of the invariant subspace generated by v. Moreover we have
7: P
The idea is now to complete this basis into a basis of the whole space. Viewed as a matrix, this basis form the n × n invertible matrix X:
By a similarity transformation, we thus have reduced A to a block triangular matrix.
Then the characteristic polynomial of A is the product of the characteristic polynomial of these two diagonal blocks:
. Now for the time complexity, we will denote by TLUK(n) the number of field operations for this algorithm applied on a n×n matrix, by Tminpoly(n, k) the cost of the algorithm 2.1 applied on a n × n matrix having a degree k minimal polynomial, by TLSP(m, n) the cost of the LSP factorization of a m × n matrix, by Ttrsm(m, n) the cost of the simultaneous resolution of m triangular systems of dimension n, and by TMM(m, k, n) the cost of the multiplication of a m × k matrix by a k × n matrix. The values of TLSP and Ttrsm can be found in [5] . Then, using classical matrix arithmetic, we have: TLUK(n) = Tminpoly(n, k) + TLSP(k, n)+Ttrsm(n−k, k)+Tmm(n−k, k, n−k)+TLUK(n−l) =
, The latter being true since P i ki = n and
We have thus derived a deterministic algorithm from a probabilistic one. When algorithm 2.1 fails, it still returns a factor of the true minimal polynomial and the next recursive calls then compute the forgotten factors. Note also that when using fast matrix arithmetic, it is no longer possible to sum the log(ki) into log(n) nor the k ω−2 i n 2 into n ω . Therefore the best known algebraic time complexity, O(n ω logn), can not be reached by such an algorithm. We thus focus on the second algorithm of Keller-Gehrig achieving this best known time complexity.
Improving Keller-Gehrig branching algorithm
In [15] , Keller-Gehrig presents a so called branching algorithm, computing the characteristic polynomial of a n × n matrix over a field K in the best known time complexity : O(n ω logn) field operations. The idea is to compute the Krylov iterates of a several vectors at the same time, so as to replace several matrix vector products by a fast matrix multiplication. More precisely, the algorithm computes a sequence of n×n matrices (Vi)i whose columns are the Krylov iterates of vectors of the canonical basis. V0 is the identity matrix (every vector of the canonical basis is present). At the i-th iteration, the algorithm computes the next 2 i Krylov iterates of the remaining vectors. Then a Gaussian elimination determines the linear dependencies between them so as to form Vi+1 by picking the n linearly independent vectors. The algorithm ends when no more iterate can be added (Vi+1 = Vi). Then the matrix V −1 i AVi is block upper triangular with companion blocks on the diagonal. The polynomials of these blocks are the minimal polynomials of each of the sequence of Krylov iterates, and their product is the characteristic polynomial of the input matrix. The removal of the linear dependencies is performed by a step-form elimination algorithm defined by Keller-Gehrig. Its formulation is rather sophisticated, and we propose to replace it by the column reduced form algorithm (algorithm 2.3) using the more standard LQUP factorization [12] . More precisely, the step form elimination of Keller-Gehrig, the LQUP factorization of Ibarra & Al. and the echelon form elimination (see e.g. [21] ) are equivalent and can be used to determine the linear dependencies in a set of vectors. Our second improvement is to apply the idea of algorithm 2.1 to compute the polynomials associated to each companion block, instead of computing V −1 AV . The permutation Q of the Algorithm 2.3 ColReducedForm Require: A a m × n matrix of rank r Ensure: r linearly independent columns of A 1: (L, Q, U, P, r) = LQUP(A T ) (r = rank(A)) 2: return ([Ir0](Q T A T )) T LQUP factorization indicates the positions of the linearly independant blocks of iterates in W . To each of these blocks, one can associate a block column in L. Now applying the triangular system resolution of algorithm 2.1 to this block column will compute the coefficients of the first linear dependency between these iterates. Since the Krylov iterates are already computed, and the last call to ColReducedForm performed the elimination on them, there only remains to solve triangular systems. We thus get the coefficients of each polynomial, for a total cost of O(n 2 ). Algorithm 2.4 shows Algorithm 2.4 KGB: Keller-Gehrig Branching algorithm Require: A a n × n matrix over a field Ensure: P A char (X) the characteristic polynomial of A 1: i = 0 2: V0 = In = (V0,1, V0,2, . . . , V0,n)
for all j do 6:
if ( Vi,j has strictly less than 2 i columns ) then 7: Wj = Vi,j 8: 
20:
Pj
miX i 21: end for 22: return ΠjPj these modifications. The operations in the while loop have a O(n ω ) algebraic time complexity. This loop is executed at most logn times and the overall algebraic time complexity is therefore O(n ω logn). More precisely it is O(n ω logkmax) where kmax is the degree of the largest invariant factor.
Experimental comparisons
We implemented these two algorithms, using a finite field representation on double size machine floating point numbers : modular<double> (see [5] ), and the efficient routines for finite field linear algebra FFLAS-FFPACK presented in [5, 4] . We also only considered classic matrix arithmetic. We ran them on a series of matrices of order 300 whose Frobenius normal forms had different number of diagonal com-panion blocks. Figure 2 shows the computational time on a Pentium IV 2.4Ghz with 512Mb of RAM. It appears that LUK is faster than KGB on every matrix. This is due to the extra logn factor in the time complexity of the latter. One can note that the computational time of KGB is decreasing with the number of blocks. This is due to the fact that the log(n) is in fact log(kmax where kmax is the size of the largest block. This factor is decreasing when the number of blocks increases. Conversely, LUK computational time is almost constant. It slightly increases, due to the increasing number of rectangular matrix operations: their computation are less efficient than square matrix operations, due to BLAS optimizations of memory accesses.
TOWARD AN OPTIMAL ALGORITHM
As mentioned in the introduction, the best known algebraic time complexity for the computation of the characteristic polynomial is not optimal in the sense that it is not O(n ω ) but O(n ω logn). However, Keller-Gehrig gives a third algorithm (let us name it KG3), having this time complexity but only working on generic matrices. In the following, we will use Keller-Gehrig's definition of a generic matrix : each of its coefficients can be considered as an independent indeterminate.
To get rid of the extra log(n) factor, it is no longer based on a Krylov approach. The algorithm is inspired by a O(n 3 ) algorithm by Danilevski (described in [11] ), improved into a block algorithm. The genericity assumption ensures the existence of a series of similarity transformations changing the input matrix into a companion matrix.
Comparing the constants
The optimal "big-O" complexity often hides a large constant in the exact expression of the time complexity. This makes these algorithms impracticable since the improvement induced is only significant for huge matrices. However, we show in the following lemma that the constant of KG3 is very close to the one of LUK. 
and Cω is the constant in the algebraic time complexity of the matrix multiplication.
The proof and a description of the algorithm are given in appendix A. In particular, with classical matrix arithmetic (ω = 3, Cω = 2), we have on the one hand Kω = 176/63 ≈ 2.794. On the other hand, the algorithm 2.2 called on a generic matrix simply computes the n Krylov vectors A i v (2n 3 operations), computes the LUP factorization of these vectors (2/3n 3 operations) and the coefficients of the polynomial by the resolution of a triangular system (O(n 2 )). Therefore, the constant for this algorithm is 2+2/3 ≈ 2.667. These two algorithms have thus a similar algebraic complexity, LU-Krylov being slightly faster than Keller-Gehrig's third algorithm. We now compare them in practice.
Experimental comparison
We claim that the study of precise algebraic time complexity of these algorithms is worthwhile in practice. Indeed these estimates directly correspond to the computational time of these algorithms applied over finite fields. Therefore we ran these algorithms on a word size prime finite field with modular arithmetic. Again we used modular<double> and FFLAS-FFPACK. These routines can use fast matrix arithmetic, we, however, only used classical matrix multiplication so as to compare two O(n 3 ) algorithms having similar constants (2.67 for LUK and 2.794 for KG3). We used random dense matrices over the finite field Z65521, as generic matrices. We report the computational speed in Mfops (Millions of field operations per second) for the two algorithms on figure 3. It appears that LU-Krylov is faster than KG3 for small matrices (better algebraic time complexity), but for matrices of order larger than 1500, KG3 is faster. Indeed, the O(n 3 ) operations are differently performed: LU-Krylov computes the Krylov basis by n matrix-vector products, whereas KG3 only uses matrix multiplications. Now, as the order of the matrices increases, the BLAS routines provide better efficiency for matrix multiplications than for matrix vector products. Once again, algorithms exclusively based on matrix multiplications are preferable: from the complexity point of view, they make it possible to achieve O(n ω ) time complexity. In practice, they promise the best efficiency thanks to the BLAS better memory management.
OVER THE INTEGERS
There exist several algorithms to compute the characteristic polynomial of an integer matrix. A first idea is to perform the algebraic operations over the ring of integers, using exact divisions [1] or by avoiding divisions [3, 13, 14] . We focus here on field approaches. Concerning the bit complexity of this computation, a first approach, using Chinese remaindering gives O˜(n ω+1 log A ) bit operations (O˜is the "soft-O" notation, hiding logarithmic and polylogarithmic factors in n and A ). Baby-step Giant-step techniques applied by Kaltofen [13] improves this complexity to O˜(n 3.5 log A ) (using classical matrix arithmetic). Lastly, the recent improvement of [14, §7.2], combining Coppersmith's block-Wiedemann techniques set the best known exponent for this computation to 2.697263 using fast matrix arithmetic.
Our goal here is not to give an exhaustive comparison of these methods, but to show that a straightforward application of our finite field algorithm LU-Krylov is already very efficient and can outperform the best existing softwares. A first dense deterministic algorithm, using Chinese remaindering is given in section 4.1. Then we propose in section 4.2 a probabilistic algorithm that can be adapted for dense or for sparse and structured matrices. It combines the early termination technique of [6, §3.3] , and a recent alternative to chinese remaindering in [22] , also developed in [14, §7.2]. Lastly we compare implementations of these algorithms in practice.
Dense deterministic : Chinese remainder
The first naive way of computing the characteristic polynomial is to use Hadamard's bound [8, Theorem 16.6 ] to show that any integer coefficient of the characteristic polynomial has the order of n bits: and log 2 (|cj |) ≤ n 2`l og 2 (n) + log 2 (B 2 ) + 0.21163175Ṕ roof. ci, the i-th coefficient of the characteristic polynomial, is an alternate sum of all the (n − i) × (n − i) diagonal minors of A. It is therefore bounded by H(n, i) = n i´p (n − i)B 2 (n−i) . First note, that from the symmetry of the binomial coefficients we only need to explore the n/2 first ones, since p (n − i)B 2 (n−i) > √ iB 2 i for i < n/2 . Now, the lemma claims that actually the maximal value must occur within the O( √ n) first ones. The lemma is true for j = 0 by Hadamard's bound. And for j = 1, we have log 2 (H(n, i)) < n 2 (log 2 (n) + log 2 (B 2 ) + 0.21163175) as soon as n > 4, since the difference is decreasing in n. Then from Stirling's formula (n! = (1 + (n)) √ 2πn n n e n ), we have ∀i ≥ 2`n i´<
q n i(n−i)`n i´i " n n−i " n−i . Now first 1 12n < (n) < 1 12n+1 . Therefore for n > 4, log 2 " 1+ (n) √ 2π
" ≤ −1.296. Then n i(n−i) is decreasing in i for i < n/2 so that its maximum is n 2(n−2) . Consider now K(n, i) =`n i´i " n n−i " n−i p (n − i)B 2 (n−i) .
We have log 2 (K(n, i)) = n−i 2 log 2 (B 2 )+ n 2 log 2 (n)+ n 2 T (n, i), where T (n, i) = log 2 ( n n−i ) + i n log 2 ( n−i i 2 ). Well T (n, i) is maximal for i = −1+ √ 1+4en 2e as announced in the lemma. We end with the fact that T (n, i) − 2 n 1.296 + 1 n log 2 ( n 2(n−2) ) is maximal over Z for n = 15 where it is lower than 0.208935. The latter is lower than 0.21163175.
Well,
has X 5 − 5X 4 + 40X 2 − 80X + 48 for characteristic polynomial and 80 =`5 1´√ 4 4 is greater than
Hadamard's bound 55.9, and less than our bound 80.66661. Note that the complexity of finding the maximal value is only O( √ n), since`n i´=`n i−1´n −i+1 i . Note also that the numerical bound improves the one used in [9, lemma 2.1] since 0.21163175 < 2 + log 2 (e) ≈ 3.4427. Now, using fast integer arithmetic and the fast Chinese remaindering algorithm [8, Theorem 10 .25], one gets the overall complexity for the dense integer characteristic polynomial via Chinese remaindering of O(n 4 (log(n) + log(B))). In the following, we focus on probabilistic methods that can improve drastically the computation time for both dense and structured matrices.
Probabilistic improvements
The idea here, is to limit the chinese remaindering to the computation of the minimal polynomial. It is then factored by Hensel lifting algorithm. One modular characteristic polynomial is then computed (resuming algorithm LUK from one modular minimal polynomial). Lastly the multiplicities of each factor are recovered from this last polynomial.
Early termination
To reduce the number of homomorphic computations of the minimal polynomial, we use the early termination of [6, §3.3] , to stop the remaindering :
Let v ∈ Z be a coefficient of the characteristic polynomial, and U be a given upper bound on |v|. Let P be a set of primes and let {p1 . . . p k , p * } be a random subset of P . Let l be a lower bound such that p * > l and
The proof is that of [6, lemma 3.1]. The probabilistic algorithm is then straightforward: after each modular computation of a minimal polynomial, the algorithm stops if every coefficient is unchanged. It is of the Monte-Carlo type: always fast with a controlled probability of success. This probability is bounded by the probability of lemma 4.2. In practice it is much higher, since the n coefficients are checked. But since they are not independent, we are not able to produce a tighter bound. Note that one could have just applied this early termination to the remaindering of the algorithm of section 4.1. But the improvement here, is that the number of homomorphic computations is reduced if the minimal polynomial has a small degree. The recovery of the rest of the integer characteristic polynomial is then cheap (an integer factorization and one modular computation of the whole characteristic polynomial as shown next).
Multiplicities search and sparse/structured
For dense matrices, the modular computation can be done by algorithm 2.1. The integer coefficients are recovered by chinese remaindering. The idea is to compute first the integer minimal polynomial and to factor it. Then only the multiplicities of the factors remain to be found. To recover them, we perform a modular computation of the characteristic polynomial and compute the multiplicities that match with this modular polynomial. By structured or sparse matrices we mean matrices for which the matrix-vector product can be performed with less than n 2 arithmetic operations. In this case one can use the specialized methods of [6, §3] (denoted by IMP). Note that one modular computation of the characteristic polynomial will still be dense. Thus it is not a pure sparse or structured algorithm (memory storage can become the limiting factor), but since the dominant operation is usually the computation of the minimal polynomial, this approach still make sense. Compute f i ≡ fi mod p.
9:
Find αi the multiplicity of f i within Pp.
10:
if αi == 0 then Return "FAIL". end if 11: end for 12: Compute P A char = Q f α i i = X n − P n−1 i=0 aiX i . 13: if ( P αidegree(fi) = n) or (T race(A) = an−1 ) then
14:
Return "FAIL". 15: end if 16: Return P A char . Proof. Let P min be the integer minimal polynomial of A andP min the result of the call to IMP. With a probability of √ 1 − , P min =P min . Then the only problem that can occur is that an irreducible factor of P min divides another factor when taken modulo p, or equivalently, that p divides the resultant of these polynomials. Now from [8, Algorithm 6.38] and lemma 4.1 an upper bound on the size of this resultant is log 2 ( √ n + 1 2 n+1 B + 1). Therefore, the probability of choosing a bad prime is less than η. Thus the result will be correct with a probability greater than 1 − This algorithm is also able to detect many erroneous results and return "FAIL" instead. In that case, one could perform the computation again. However, since we don't have any certification of success, it can not be of the type "Las-Vegas". The first case is when P min =P min and a factor of P min divides another factor modulo p. In such a case, the exponent of this factor will appear twice in the reconstructed characteristic polynomial. The overall degree being greater than n, FAIL will be returned. Now, if P min =P min , the tests αi > 0 will detect it unlessP min is a divisor of P min , say P min =P min Q. In that case, on the one hand, if Q does not divideP min modulo p, the total degree will be lower than n and FAIL will be returned. On the other hand, a wrong characteristic polynomial will be reconstructed, but the trace test will detect most cases. The overall complexity is not better than e.g. [22, 14] but its practical timings shown in section 4.3 prove its efficiency.
Experimental results
We now compare implementations of the previously described algorithms. ILUK-det from section 4.1 is dense deterministic. We declined the probabilistic algorithm 4.1 into a dense version, CIA-dense, (using algorithm 2.1) and a sparse version, CIA-prob, (using algorithm [6, §3] ). We used the same programming environment as in section 2.4. The polynomial factorization is computed with NTL 1 via Hensel's factorization. The choice of moduli is there linked to the constraints of the matrix multiplication of FFLAS. Indeed, the wrapping of numerical BLAS is only valid if n(p − 1) 2 < 2 53 (the result can be stored in the 53 bits of the double mantissa). Therefore, we chose to sample the primes between 2 m and 2 m+1 (where m = 25.5− 1 2 log 2 (n) ). This set was always sufficient in practice. Even with 5000 × 5000 matrices, m = 19 and there are 38658 primes between 2 19 and 2 20 . Now if the coefficients of the matrix are between −1000 and 1000, the upper bound on the coefficients of the minimal polynomial is log 2 m (U ) ≈ 4267.3. Therefore, the probability of finding a bad prime is lower than 4267.3/38658 ≈ 0.1104. Then performing a couple a additional modular computations to check the result will improve this probability. In this example, only 18 more computations (compared to the 4268 required for the deterministic computation) are enough to ensure a probability of error lower than 2 −55 . At this rate, there is e.g. more chances that cosmic radiations perturbed the output! 2 In the following, the probabibilistic algorithms will always ensure a probability of failure less than 2 −55 . Table 1 focuses on dense matrices with coefficients chosen uniformly between 0 and 10. Their minimal polynomial equals their characteristic polynomial. ILUK-det and CIA-dense are compared Maple-v9 and Magma-2.11. We ran these tests on an Athlon 2200 (1.8 Ghz) with 2Gb of RAM, running Linux-2.4. 3 The implementation of Berkowitz algorithm used by Maple has prohibitive computational timings. Magma uses a p adic algorithm that combines a probabilistic computation and a proof of correctness to make it deterministic. For these matrices, this proof is free, since the minimal polynomial equals the characteristic polynomial [20] . Comparing deterministic algorithms, ILUK-det is slightly faster than magma on most cases. For matrices of order over 800, magma tries to allocate more than 2Gb of RAM to store the corresponding integer Krylov space, and the computation crashes (MT stands for Memory Thrashing). The memory usage of our implementations is much smaller than that of magma, and makes it possible to handle larger matrices. Concerning the probabilistic algorithms, CIA improves the computational time of the deterministic one of roughly 25% and is faster than magma-prob. In table 2, we denote by d the degree of the integer minimal polynomial and by ω the average number of nonzero elements per row within the sparse matrix. We They are compared to the timings of the algorithm of section 4.1 and that of magma with and without the proof of correctness. We used two sparse matrices A and B of order 300 and 600, having a minimal polynomial of degree respectively 75 and 424. A is the almost empty matrix Frob08blocks and is in Frobenius normal form with 8 companion blocks and B is the matrix ch5-5.b3.600x600.sms presented in [6] . Again ILUK-det is faster than magma but still expensive. On the two matrices A and B, CIA-sparse is the fastest thanks to its usage of sparsity. Then, we made these matrices dense with an integral similarity transformation. The lack of sparsity slows down both magma and CIA-sparse, whereas CIA-prob maintains similar timings and outperforms every other algorithms. Lastly, we used symmetric matrices with small minimal polynomial (A T A and B T B) . CIA-sparse is still rather efficient ( the best on B T B ), but magma appears to be extremely fast on A T A. We report in Table 3 : CIA on other sparse matrices some comparisons using other sparse matrices available at www-lmc.imag.fr/lmc-mosaic/Jean-Guillaume.Dumas. There, ILUK-det is rather expensive, although it is slightly faster than magma. The probabilistic approach of algorithm CIA specialized for dense or sparse matrices appears to reach the best computation times in almost every cases.
CONCLUSION
We presented a new algorithm for the computation of the characteristic polynomial over a finite field, and proved its efficiency in practice. We also considered Keller-Gehrig's third algorithm and showed that its generalization would be not only interesting in theory but produce a practicable algorithm. There, improvements of the dense computation over a finite field could be achieved and, at least, some heuristics could be built when a row-reduced form elimination can ensure generic rank profile.
We applied our algorithm for the computation of the integer characteristic polynomial in two ways: a simple deterministic use of Chinese remaindering for dense matrix computations, and a probabilistic one, using integer minimal polynomial computation. The latter can be specialized for dense or sparse and structured matrices. This last algorithm outperforms existing softwares for this task. Moreover we showed that the recent improvements of [22, 14] should be highly practicable since the successful CIA algorithm is inspired by their ideas. It remains to show how much they improve the simple approach of CIA.
Lastly, concerning the sparse computations, the search for multiplicities could be done by a pure blackbox algorithm, and would make it possible to handle problems of much higher size. These techniques have to be studied and compared to the blackbox algorithms of [23] and of [7] , where preconditionners are introduced which use can be prohibitive in practice.
i will "shift" the block B to the left and generate an identity block of size 2 i between B and C. More precisely, one computes the sequence of matrices Ai,0 = Ai+1, Ai,1, . . . , Ai,s i = Ai, where si =˚n/2 iˇ− 1, by the relation Ai,j+1 = U −1 i,j Ai,jUi,j , with the following notations : As long as C1 is invertible, the process will carry on, and make at last the block B disappear from the matrix. This last condition is restricting. This is why this algorithm is only valid for generic matrices.
A.2 Proof of lemma 3.1
We will denote by X a...b the submatrix composed by the rows from a to b of the block X. For a given i, KG3 performs n/2 i similarity transformations. Each one of them can be described by the following operations:
1: B n−2 i +1...n = C −1 1...2 i B 1...2 i 2: B 1...n−2 i = −C 2 i +1...n B n−2 i +1...n + B 2 i +1...n 3: C = B C λ+1...λ+2 i 4: C 2 i +1...2 i +λ + = C 1...λ 5: C 2 i +λ+1...n + = C 2 i +λ+1...n The first operation is a system resolution, and consists in a LUP factorization and two triangular system solve with matrix right hand side. The two following ones are matrix multiplications, and we do not consider the two last ones, since their cost is dominated by the previous ones. The cost of a similarity transformation is then: Ti,j = TLUP(2 i , 2 i ) + 2TTRSM(2 i , 2 i ) + TMM(n − 2 i , 2 i , 2 i ) + TMM(n, 2 i , 2 i ). Thus, we have TLUP(m, n) = Cω Ti,j , it becomes T = P log(n/2) i=1`n 2 i − 1´CωDω(2 i ) ω + 2nCω(2 i ) ω−1 . Simplifying, we obtain T = Cω P log(n/2) i=1 (Dω − 3)n(2 i ) ω−1 + 2n 2 (2 i ) ω−2 − Dω(2 i ) ω and since P log(n/2) i=1 (2 i ) x = n x −1 2 x −1 = n x 2 x −1 + o(n x ) this ends the proof.
