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1. Introduction
In this paper, we consider the following equality and inequality constrained optimization problem:
(P) : min f (x) s.t. x ∈F= {x ∈ Rn|ci(x)0, i ∈ I ; ci(x)= 0, i ∈ L}, (1)
where I = {1, 2, . . . , m}, L = {m + 1, . . . , m + p} and f (x) : Rn → R, c(x) : Rn → Rm+p are
continuously differentiable functions.A pair (x, ) ∈ Rn+m+p is called a stationary point of (P) if x ∈F
and
∇xL(x, )= 0, ici(x)= 0, i ∈ I, (2)
where L(x, )= f (x)+∑m+pi=1 ici(x) is the Lagrange function of (P). Moreover, if i0, i ∈ I , then
(x, ) is called a KKT point of (P). Sometimes, we also call x ∈ F a stationary or KKT point of (P) if
there exists  ∈ Rm+p such that (x, ) is a stationary or KKT point of (P).
Sequential systems of linear equations (SSLE in short) method, or QP-freemethod, which only requires
at each iteration the solution of a few linear systems usually with common coefﬁcient matrices, were
developed to address some computational issues in traditional sequential quadratic programmingmethods
(SQPs). For example, theQP subproblemsmaybe inconsistent and the cost for ﬁnding their exact solutions
can become prohibitive in the absence of a QP truncating scheme. In 1988, Panier et al. [14] proposed
a feasible QP-free algorithm for inequality constrained optimization problems, which requires only the
solution of two different linear systems and of one linear least-square problem atmost iterations. However,
in order to prove the uniform nonsingularity of the iteration matrix sequence and the boundedness of the
multiplier approximation sequence, they must assume that the strict complementarity holds at all feasible
points. Otherwise, the iteration matrix may become ill-conditioned, which will lead to nonconvergence.
Moreover, they can only prove the convergence of the iteration to a stationary point while the convergence
to a KKT point can be established only if further the number of stationary points is assumed to be ﬁnite.
The algorithm was later improved by Gao et al. [9] in the sense that every accumulation point of the
iterates is a KKT point without assuming the isolatedness of the accumulation point. To achieve this, they
solve an extra linear system. However, in the proof of convergence, they must assume that the multiplier
sequence is bounded, which is impossible if the iterationmatrix is ill-conditioned. In order to avoid the ill-
conditioning of the iteration matrix, Qi and Qi [17] proposed a feasible QP-free algorithm for inequality
constrained optimization problem, based on a nonsmooth equation reformulation of the KKT system (2),
by using the Fischer–Burmeister function that is often used in nonlinear complementarity problems (e.g.,
[5,12]). They proved that the iteration matrix is uniformly nonsingular and the multiplier approximation
sequence bounded even if the strict complementarity condition does not hold at all feasible points. Under a
mild condition, their algorithm globally converges to a KKT point. However, the superlinear convergence
of their algorithm still requires the strict complementarity condition to hold.
The algorithmsmentioned above share a common feature: all the inequality constraintsmust be involved
in their subproblems, leading the computation effect to increase signiﬁcantly when applied to large-
scale problems. Concerning this, Yang and Qi [19] proposed a new SSLE algorithm by introducing
a concept of working-set. The new algorithm concerns with only constraints in the working set for
their subproblem linear systems, while those not in the working set are totally neglected. By using the
Facchinei–Fischer–Kanzow identiﬁcation technique, they prove that the working set is just the accurate
active set at KKT points. Numerical experiments show that the algorithm is especially applicable to
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large-scale inequality constrained problems. However, in order to obtain the superlinear convergence,
they still need the strict complementarity condition.
By now, all the algorithms mentioned require a feasible or even strict feasible initial point and all
the iterates generated by these algorithms are feasible, too. For some practical problems, it is indeed
necessary to keep each iterate feasible. However, it usually costs much to obtain a feasible initial point
of a nonlinear constrained optimization problem and to keep the feasibility of all iterates as the number
of constraints increases and constraint functions become complex. Therefore, SSLE algorithms with an
arbitrary initial point or infeasible ones would be more popular and applicable than the feasible ones.
In 1997, based on an -active-set strategy, Gao et al. [8] proposed an SSLE algorithm starting from an
arbitrary initial point.At each iteration, their algorithm requires the solution of three linear equations with
the same coefﬁcient matrix and only the constraints in the -active-set are involved. However, in some
special cases, the decent property of their algorithm may not be ensured. On the other hand, Qi andYang
[18] proposed an infeasible QP-free algorithm for solving inequality constrained optimization problems.
The algorithm is based on a continuously differentiable exact penalty function proposed by Lucidi [13]
and a robust recursive QP algorithm model developed by Facchinei [3]. Two automatic adjustment rules
are incorporated in their algorithm for the choice of the penalty parameter and it is proved that the penalty
parameter is updated only ﬁnitely many times. Under mild conditions, their algorithm globally converges
to a KKT point. However, as a recursive QP-free algorithm, it costs much on computation effect as the
number of iterations increase. In fact, it has to restart from its initial point whenever the value of the current
merit function at the current iterate is larger than that at the initial point. This means that the effectiveness
of their algorithm is affected greatly by the parameters chosen. In addition, the strict complementarity
must be assumed to ensure the superlinear convergence of their algorithm.
Ever since QP-free algorithm was proposed in 1988, it has always been an important research area
to establish the local superlinear convergence without the strict complementarity assumption. Facchinei
and Lucidi [6], Bonnas [1] have proposed several local QP-free algorithms, whose rapid convergence
does not need the strict complementarity condition. Besides, Facchinei et al. [7] proposed a globally con-
vergent truncated Newton method for solving box constrained optimization problem, whose superlinear
convergence also does not rely on the strict complementarity condition. However, globally convergent
QP-free algorithm for general constrained optimization problem has not been established up to now.
Recently, Facchinei et al. [4] proposed an active set identiﬁcation technique atKKTpoints for inequality
constrained optimization and variational inequality problems. Using this technique, the active set of a
KKT point can be accurately identiﬁed without the strict complementarity. They also proposed several
classes of identiﬁcation functions. In this paper, we extend the technique to equality and inequality
constrained optimization problems and propose a new identiﬁcation function for KKT points of problem
(P).A generalized deﬁnition of quasi-regular point is also given. Meanwhile, concerning all the problems
above mentioned in the existing SSLE algorithms, we propose a new infeasible SSLE algorithm for
solving problem (P), based on an l1− l∞ exact penalty function and the extended active set identiﬁcation
technique. The initial point of the new algorithmmay be any point in the -perturbation set of the feasible
setF. At each iteration, at most three systems of linear equations with the same coefﬁcient matrix need
to be solved and when the iterates are close to the solution, only two of them are involved. Moreover,
the only constraints in the working set are involved in the computation, which reduces the problem size
greatly. Besides, an automatic adjustment rule for the choice of penalty parameter is also incorporated
in the new algorithm which ensures that the penalty parameter be updated only ﬁnitely many times and
avoids the difﬁculty in estimating the penalty parameter for different problems. This makes the new
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algorithm more applicable. Even though the strict complementarity condition does not hold, the iteration
matrix sequence is uniformly nonsingular and the multiplier approximation sequence bounded. Under the
linear independence condition, the algorithm globally converges to a KKT point of problem (P) without
assuming that the accumulation point is isolated. In particular, the convergence rate of the new algorithm
is shown to be a one-step superlinear without the strict complementarity and under a condition weaker
than the strong second-order sufﬁciency condition. Large amount of numerical experiments shows the
good properties of our new algorithm.
A few words for the notation. For any positive integer p, e ∈ Rp is the vector of all ones andE ∈ Rp×p
is the unit matrix. The symbol ‖ · ‖ refers to the Euclidean norm or its associated matrix norm throughout
this paper. We denote by ∅ an empty set and det(M) the determinant of matrix M ∈ Rt×t . Symbol
{y}+B denotes an Euclidean open ball with y being the center and > 0 being the radius. The Euclidean
distance from a point y to a nonempty set S is denoted by dist[y, S]. Given h : Rn → Rm+p and a subset
A of I ∪L, we denote by hA(x) the subvector of h(x) with component hi(x), i ∈ A; and by ∇hA(x) the
transposed Jacobian of hA(x).
2. Algorithm and feasibility
Letting > 0 be a given scalar, we consider an open perturbation of the feasible setF:
A= {x ∈ Rn|ci(x)< , i ∈ I ; |ci(x)|< , i ∈ L}.
Denote by A¯ the closure ofA, and A its boundary.
For any x ∈ A¯, deﬁne I (x)= {i ∈ I |ci(x)=(x)}, where  : Rn → R is deﬁned as
(x)=max{ci(x), i ∈ I ; 0}.
It is obvious that  is continuous on A¯ and directionally differentiable for any d ∈ Rn since c is
continuously differentiable on Rn. For a KKT point (x∗, ∗) of (P), we deﬁne the strong active set at x∗
as: I+(x∗) := {i ∈ I (x∗)|∗i > 0}.
Similar to Ref. [4], we introduce the following function  : Rn+m+p → R
(x, )=√‖(x, )‖, (3)
where the operator  : Rn+m+p → Rn+m+p is deﬁned by
(x, )=
( ∇xL(x, )
min(−cI (x), I )
cL(x)
)
. (4)
It follows from [4, Theorem 3.15] that  is nonnegative and continuous on Rn+m+p with (x¯, ¯)= 0
if and only if (x¯, ¯) is a KKT point of (P). In the fourth part of this paper, we will show that (x, ) is an
accurate identiﬁcation function for the active inequality constraints of KKT points of (P).
We use the following l1 − l∞ exact penalty functionWr : Rn → R as merit function
Wr(x)= f (x)+mr(x)+ r
∑
i∈L
|ci(x)|, (5)
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where r is a variable parameter. We also need the following function r : R2n → R in line search:
r (x, d)= ∇f (x)Td −mr(x)− r
∑
i∈L
|ci(x)|. (6)
The following assumption guarantee that our algorithm is well deﬁned.
Assumption A1. At every x ∈ A¯, the vectors {∇ci(x), i ∈ I (x) ∪ L} are linearly independent.
Assumption A1 is usually used to guarantee that the linear systems in QP-free methods have unique
solutions. It is also used in the convergence analysis to ensure that the Lagrange multiplier corresponding
to a KKT point is unique.
We are now ready to state the algorithm.
AlgorithmA
(S.0) (Initialization)
Choose parameters: r0> 0, 1> 0, 2> 0, 0> 0, 	 ∈ (0, 1), 
 ∈ (0, 1/2),  ∈ (2, 3).
Choose data: x0 ∈A; H 0 ∈ Rn×n, a symmetric positive deﬁnite matrix. Set k = 0.
(S.1) (Selection of linearly independent constraint set)
(i) Set j = 0, k,j = 0.
(ii) Let J k,j = {i| − k,j ci(xk)−(xk)0, i ∈ I }. If J k,j = ∅ or
det[∇cT
J k,j∪L∇cJ k,j∪L]k,j , (7)
go to (iv); otherwise, go to (iii).
(iii) Set j = j + 1, k,j = 12 k,j−1, go to (ii).
(iv) Set J k = J k,j , k = k,j .
(S.2) (Computation of search direction)
Set
[¯k(x)]T = [¯k(x)J k∪L, ¯k(x)I\J k ]T
= [−(∇cJ k∪L(x)T∇cJ k∪L(x))−1∇cJ k∪L(x)T∇f (x), 0I\J k ]T. (8)
If (xk, ¯k(xk))= 0, stop.
Set I 0(xk) = {i ∈ I | − ci(xk)(xk, ¯k(xk))}, I k = I 0(xk) ∩ J k and deﬁne the iteration matrix as
follows:
Mk =
[
Hk ∇cIk∪L
∇cT
I k∪L 0
]
. (9)
(i) Compute dk0, k0 by solving the following linear system in (d, ):
Mk
[
d

]
=
[ −∇f (xk)
−cIk∪L(xk)
]
. (10)
Set k0i = 0 (i ∈ I\I k). r¯k0 =max{(k0i , i ∈ I ), (|k0i |, i ∈ L), 0} + 1.
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If r¯k0 >rk−1, then set rk0 =max{r¯k0 , rk−1 + 2}; otherwise, set rk0 = rk−1.
If k0− = ∅ or
rk0
(xk, dk0) − 2
3− 2
(d
k0)THkdk0 and |k0i |‖dk0‖, ∀i ∈ k0− , (11)
set uk = 1, rk = rk0 ; otherwise, set uk = 0, where k0− = {i ∈ I k|k0i < 0}.
(ii) For i ∈ I k ∪ L, set
vki =
{∇ci(xk)Tdk0 − ci(xk + dk0)− ‖dk0‖, uk = 1,
0, uk = 0. (12)
Compute dk1, k1 by solving the following linear system in (d, ):
Mk
[
d

]
=
[−∇f (xk)
vk
]
(13)
For i ∈ I\I k , set k1i = 0.
If uk = 1 and ‖dk1 − dk0‖> ‖dk0‖, set dk1 = dk0.
If uk = 1, go to (S.3); otherwise, set r¯k1 =max{(k1i , i ∈ I ), (|k1i |, i ∈ L), 0} + 1.
If r¯k1 >rk−1, then set rk1 =max{r¯k1 , rk−1 + 2}; otherwise, set rk1 = rk−1.
Set rk =max{rk0 , rk1 }.(iii) Set
ki =
{
k1i −(xk), i ∈ k−,
−ci(xk), i ∈ (I k\k−) ∪ L, (14)
where k− = {i ∈ I k|k1i < 0}. Compute dk2, k2 by solving the following linear system in (d, ):
Mk
[
d

]
=
[−∇f (xk)
k
]
. (15)
If rk (xk, dk2)= 0, stop.
(S.3) (Line search)
If uk = 1, set dk = dk0, dˆk = dk1, k = k0.
If uk = 0, set dk = dk2, dˆk = dk2, k = k1.
Compute tk , the ﬁrst number of sequence {1, 	, 	2, . . .} satisfying
xk + tdk + t2(dˆk − dk) ∈A,
Wrk (x
k + tdk + t2(dˆk − dk))−Wrk(xk)
trk (xk, dk). (16)
(S.4)(Update)
Compute a new symmetric positive deﬁnite approximation Hk+1. Set xk+1 = xk + tkdk + (tk)2(dˆk − dk),
k = k + 1. Go to (S.1).
Remark. The main purpose of inequalities (11) is to judge whether the direction dk0 is qualiﬁed for a
decent direction ofWr . If (11) holds (i.e., dk0 is a decent direction forWr ), another linear system (13), a
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slight perturbation of (10), is solved to avoid the Maratos effect. If (11) is violated, a decent direction dk1
forWr is supplied by solving (13). Consequently, linear equations (13) may serve for different purposes
depending on whether (11) holds. The linear system (15) is used to ensure that the iterate sequence {xk}
converges to the KKT point of problem (P). We estimate the multiplier approximation sequence by (8),
which is somewhat different from the Lagrange multiplier function usually used in locally superlinearly
convergent QP-free methods.
The rest of this section is devoted to showing that Algorithm A is well deﬁned. To this end, we ﬁrst
show that the cycle between (ii) and (iii) in (S.1) of Algorithm A can never become inﬁnite. Then under
Assumption A1, we obtain that ¯k(x) is well deﬁned at xk and Mk nonsingular, which implies that
the linear systems in Algorithm A have unique solutions. This is the object of Lemmas 2.1–2.3. Next,
we continue to show in Lemmas 2.4–2.5 that the direction dk makes the function rk (xk, dk) negative
provided that xk is not a KKT point of problem (P), so that the line search is always executable and thus
the algorithm is well deﬁned.
Lemma 2.1. For all k, k can be got in ﬁnite number of steps in (S.1) of Algorithm A i.e., the cycle
between (ii) and (iii) in (S.1) of AlgorithmA can never become inﬁnite.
Proof. We need only prove that for any k, k is bounded below. If I (xk)= ∅, then from the step in (S.1)
we know that k − 12 max{ci(xk), i ∈ I }> 0. If I (xk) = ∅, then it follows directly from [8, Lemma
1.1] that there exists a sufﬁciently small k > 0 satisfying (7). 
ByAssumption A1 and the symmetric positive deﬁniteness of Hk , we can easily obtain the following
two results:
Lemma 2.2. For all k, ¯k(x) is well deﬁned at xk;Mk is nonsingular, i.e., the linear systems (10), (13)
and (15) have unique solutions.
Lemma 2.3. For all k, matrix (∇cT
I k∪L(H
k)−1∇cIk∪L) is positive deﬁnite.
For all k with uk = 0, we have the following relations from (10), (13), (15) and Lemmas 2.2–2.3 (for
the sake of simplicity, we omit the subscript):


dk1 =−(Hk)−1∇ck1 − (Hk)−1∇f (xk),
k1 =−(∇cT(Hk)−1∇c)−1∇cT(Hk)−1∇f (xk),
dk2 =−(Hk)−1∇ck2 − (Hk)−1∇f (xk),
k2 =−(∇cT(Hk)−1∇c)−1∇cT(Hk)−1∇f (xk)− (∇cT(Hk)−1∇c)−1k,
dk2 = dk1 + (Hk)−1∇c(∇cT(Hk)−1∇c)−1k.
(17)
Lemma 2.4. Suppose that uk = 0 at xk . If xk is not a KKT point of (P), then rk (xk, dk)< 0.
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Proof. It follows from (6), (17) and (12)–(15) that
rk (x
k, dk)= rk (xk, dk2)
=∇f (xk)Tdk2 −mrk(xk)− rk
∑
i∈L
|ci(xk)|
= − (dk1)THkdk1 + ∇f (xk)T(Hk)−1∇cIk∪L(∇cTI k∪L(Hk)−1∇cIk∪L)−1k
−mrk(xk)− rk
∑
i∈L
|ci(xk)|
= − (dk1)THkdk1 − (k1)Tk −mrk(xk)− rk
∑
i∈L
|ci(xk)|
 − a‖dk1‖2 −
∑
i∈k−
(k1i )
2 +
∑
i∈k−
k1i (x
k)+
∑
i∈I k\k−
k1i ci(x
k)+
∑
i∈L
k1i ci(x
k)
−mrk(xk)− rk
∑
i∈L
|ci(xk)|
 − a‖dk1‖2 −
∑
i∈k−
(k1i )
2 +

∑
i∈I k
k1i −mrk

(xk)+∑
i∈L
(|k1i | − rk)|ci(xk)|.
(18)
From the deﬁnition of rk and (18), we know that rk (xk, dk2)0. If rk (xk, dk2) = 0, then it follows
from (18) that dk1= 0, k1i 0 (i ∈ I k),(xk)= 0, k1i ci(xk)= 0 (i ∈ I k), cL(xk)= 0. Hence, from (13)
we know that (xk, k) is a KKT point of (P). 
Lemma 2.5. Suppose that uk = 1 at xk . If xk is not a KKT point of (P), then rk (xk, dk)< 0.
Proof. If k0− = ∅, then we have k0i 0 for all i ∈ I . It follows from (10) and the deﬁnition of rk that
rk (x
k, dk)= rk0 (x
k, dk0)
=∇f (xk)Tdk0 −mrk0(xk)− rk0
∑
i∈L
|ci(xk)|
= − (dk0)THkdk0 +
∑
I k∪L
k0i ci(x
k)−mrk0(xk)− rk0
∑
i∈L
|ci(xk)|
 − (dk0)THkdk0 +

∑
i∈I k
k0i −mrk0

(xk)+∑
i∈L
(|k0i | − rk0 )|ci(xk)|
 − (dk0)THkdk00. (19)
If rk (xk, dk)= 0, it follows from (19) that (xk)= 0, k0i ci(xk)= 0 (i ∈ I ), cL(xk)= 0 and dk0 = 0.
Hence, from (10) we have that xk is a KKT point of (P).
If k0− = ∅, then from the algorithm we know that the inequalities in (11) hold. Hence, it follows that
rk (x
k, dk)0. If rk (xk, dk)= 0, then dk = dk0= 0 and k0i 0 (i ∈ I k), which contradicts with the fact
that k0− = ∅. 
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Lemma 2.6. Suppose that r > 0, x, d, dˆ ∈ Rn, r (x, d)< 0. If one of the following conditions:
(i) I (x) = ∅ and
ci(x)+ ∇ci(x)Td0, i ∈ I (x),
ci(x)+ ∇ci(x)Td = 0, i ∈ L.
(ii) I (x)= ∅ and
ci(x)+ ∇ci(x)Td = 0, i ∈ L
holds, then there exists a t¯ > 0 such that
Wr(x + td + t2(dˆ − d))−Wr(x)< 
tr (x, d) (20)
holds for all t ∈ (0, t¯].
Proof. From (5) we know that
Wr(x + td + t2(dˆ − d))−Wr(x)
= f (x + td + t2(dˆ − d))− f (x)+
∑
i∈L
[|ci(x + td + t2(dˆ − d))| − |ci(x)|]
+mr[(x + td + t2(dˆ − d))−(x)]. (21)
Since f, c are continuously differentiable, it follows from either condition (i) or (ii) that
f (x + td + t2(dˆ − d))− f (x)= t∇f (x)Td + o(t),∑
i∈L
[|ci(x + td + t2(dˆ − d))| − |ci(x)|] = −t
∑
i∈L
|ci(x)| + o(t).
Now we consider the function . Suppose that condition (i) holds. Then it is obvious that for t small
enough, I (x + td + t2(dˆ − d)) ⊆ I (x). Hence
(x + td + t2(dˆ − d))−(x)
=max{ci(x + td + t2(dˆ − d)), i ∈ I ; 0} −max{ci(x), i ∈ I ; 0}
=max{ci(x + td + t2(dˆ − d)), i ∈ I (x); 0} −max{ci(x), i ∈ I (x); 0}
=max{ci(x)+ t∇ci(x)Td, i ∈ I (x); 0} −max{ci(x), i ∈ I (x); 0} + o(t).
Let ˆ(x, td) = max{ci(x) + t∇ci(x)Td, i ∈ I (x); 0}. Then ˆ(x, td) is a convex function about t and
ˆ(x, 0)=(x). Hence
ˆ(x, td)(1− t)(x)+ tˆ(x, d) (0 t1),
which implies that ˆ(x, td)−(x) t[ˆ(x, d)−(x)] (0 t1). By condition (i), we get
(x + td + t2(dˆ − d))−(x) t[ˆ(x, d)−(x)] + o(t)=−t(x)+ o(t).
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If condition (ii) holds, then we have, for t small enough,(x+ td+ t2(dˆ−d))=(x)=0. Therefore,
under either condition (i) or (ii), we can obtain from (21) that for all t small enough
Wr(x + td + t2(dˆ − d))−Wr(x) tr (x, d)+ o(t).
This together with the fact that r (x, d)< 0 and 0< 
< 1 shows that there exists a t¯ > 0 such that (20)
holds for all t ∈ (0, t¯]. 
From (10), (14), (15) and Lemmas 2.4–2.5, we know that if xk is not a KKT point of (P), then
xk, dk, dˆk, rk satisﬁes at least one of the conditions in Lemma 2.6. Hence, there exists t small enough
such that (20) holds. On the other hand, sinceA is an open set, for all x ∈ A there always exists some
t > 0 small enough such that x+ td + t2dˆ ∈A. Therefore, if the algorithm does not stop, the line search
can be operated for all iterates, i.e., we are always able to get the next iterate xk+1 from the current iterate
xk . Thus we can claim
Theorem 2.7. AlgorithmA is well deﬁned onA.
3. Global convergence
In this section, we will show that Algorithm A is globally convergent. We let (x∗, ∗) denote a KKT
point of problem (P) in the rest of the paper. The following regular assumptions are needed in the proof
of the global convergence:
Assumption A2. For all k and any vector y ∈ Rn, there exist constants ba > 0 such that
a‖y‖2yTHkyb‖y‖2.
Assumption A3. The setA is bounded.
Assumption A2 basically requires that the Hessian estimate Hk be uniformly positive deﬁnite and
uniformly bounded, which together with Assumption A1 ensures the uniformly boundedness of the
iteration matrix {Mk}. The main purpose of Assumption A3 is to ensure the boundedness of the primal
iterate sequence.
Our ﬁrst task is to prove that k in (S.1) ofAlgorithmA is bounded belowabove zero,which togetherwith
Assumptions A1–A3 will ensure the boundedness of sequences {(Mk)−1}, {¯k(xk)} and {dkj , kj }, (j =
0, 1, 2). This is the object of Lemmas 3.1–3.2. These lemmas will be of further help later on in the local
superlinear convergence analysis.
Lemma 3.1. LetK ⊂ N be a subset of indices such that {xk}K → x∗. Then there exists a constant ¯> 0
such that k ¯ for all k ∈ K large enough.
Proof. The proof is by contradiction. Suppose that there exists a subset K¯ ⊆ K such that {k}K¯ → 0 as
k →∞. Then from (S.1) of AlgorithmA, we know that for k ∈ K¯ large enough, k < 0, J k′ = ∅. Where
J k′ = {i ∈ I | − 2kci(xk)−(xk)0} and
det[∇cT
J k′ ∪L∇cJ k′ ∪L]< 2
k.
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Since the number of components in I is ﬁnite, we can suppose without loss of generality that for
all k ∈ K¯ , J k′ is kept unchanged. Denote J k′ = J K¯′ and let k → ∞, we have J K¯′ ⊆ I (x∗) and
det[∇c
J K¯′ ∪L(x
∗)T∇c
J K¯′ ∪L(x
∗)] = 0, which contradicts with Assumption A1! 
Lemma 3.2. The sequences {(Mk)−1}, {¯k(xk)}, {dkj , kj }, (j = 0, 1, 2) are all bounded.
Proof. Assume to the contrary that there exists a subset K such that {‖(Mk)−1‖}K → ∞. Then,
{det(Mk)}K → 0. Hence, it follows from the Cauchy formula that
det(∇cT
I k∪L∇cIk∪L)K → 0,
which contradicts with Lemma 3.1 since I k ⊆ J k . Therefore, sequence {(Mk)−1} is bounded. The
boundedness of {¯k(xk)} is ensured by Assumptions A1, A3 and Lemma 3.1. It is easy to obtain the
boundedness of {dkj , kj }, (j = 0, 1, 2) from (10), (13) and (15) since the sequence {xk} and {(Mk)−1}
are bounded. 
The next lemma gives the property of the penalty parameter rk .
Lemma 3.3. rk can be augmented only in a ﬁnite number of steps.
Proof. Suppose by contradiction that there exists an inﬁnite subsequence {ki} such that rki > rki−1 (i =
1, 2, . . .). Then from the automatic adjustment rule of rk , we have that the whole sequence {rk} →
∞, (k →∞). Without loss of generality, we consider the following two cases:
(1) uki = 1 (i = 1, 2, . . .). In this case, we know from the deﬁnition of rk that r¯ki0 >rki−1. Hence,
r¯
ki
0 →∞ as k →∞. However, it follows from Lemma 3.2 that r¯ki0 is bounded. This is a contradiction.
(2) uki = 0 (i = 1, 2, . . .). In this case, we have from the deﬁnition of rk that max{r¯ki0 , r¯ki1 }>rki−1.
However, it follows from Lemma 3.2 that {r¯ki0 } and {r¯ki1 } are all bounded, which contradicts with the fact
that {rki−1} → ∞ (i →∞). 
From Lemma 3.3, we can obtain that there exists an integer kN and a ﬁxed parameter r such that for
all kkN , rk ≡ r , and
r > sup
kkN
{max{(k1i , i ∈ I ), (|k1i |, i ∈ L)}}, r > sup
kkN
{max{(k0i , i ∈ I ), (|k0i |, i ∈ L)}}.
For simplicity, we denote rk by r for all k in the following discussion. The convergence properties and
analysis will not be affected by this change.
The following lemma shows that for all k large enough, the stepsize satisfying the ﬁrst term in (16)
always exists.
Lemma 3.4. LetK ⊂ N be a subset of indices such that {xk}K → x∗, then there exists a constant t¯ > 0
independent of k such that for all t ∈ (0, t¯] and k ∈ K large enough, xk + tdk + t2(dˆk − dk) ∈A.
Proof. Since dk is bounded, we can suppose without loss of generality that {dk}K → d¯.
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First we consider the inequality constraint ci . If ci(x∗)< , then due to the continuity of c and the
boundedness of dk and dˆk , a t¯i > 0 independent of k exists such that ci(xk+ tdk+ t2(dˆk−dk))<  holds
for all t ∈ (0, t¯i] and k ∈ K large enough. If ci(x∗)= , then i ∈ I (x∗) and (x∗)= . It follows from
(10), (14) and (15) that ∇ci(x∗)Td¯ − < 0. Since
ci(x
k + tdk + t2(dˆk − dk))= ci(xk)+ t∇ci(xk)Tdk + o(t),
we obtain that there exists a t¯i > 0 small enough such that for all t ∈ (0, t¯i] and k ∈ K large enough
ci(x
k + tdk + t2(dˆk − dk))ci(xk)< .
Now we consider the equality constraint ci . If |ci(x∗)|< , then from the continuity of c and the
boundedness of dk and dˆk we know that there exists a t¯i > 0 such that
|ci(xk + tdk + t2(dˆk − dk))|< 
holds for all t ∈ (0, t¯i] and k ∈ K large enough. If |ci(x∗)| = , then ci(x∗) = ±, which indicates that
∇ci(x∗)Td¯=−< 0 or∇ci(x∗)Td¯=> 0, respectively, in view of (10), (14) and (15). Therefore, similar
to the analysis of the inequality constraint, we can obtain that there exists a t¯i > 0 such that
−<− |ci(xk)|ci(xk + tdk + t2(dˆk − dk)) |ci(xk)|< 
holds for all t ∈ (0, t¯i] and k ∈ K large enough. Set t¯ = min{t¯i , i ∈ I ∪ L}, then t¯ is the one which
satisﬁes the lemma. 
Since Algorithm A terminates ﬁnitely if either (xk, ¯k(xk)) = 0 or rk (xk, dk2) = 0 is satisﬁed, it
follows directly from the property of  and the proof of Lemma 2.4 that the current iterate is a KKT point
of problem (P). Hence, we need only consider the case that Algorithm A generates an inﬁnite sequence
{(xk, ¯k(xk))}. For the overall proof, assuming that the sequence {(xk, ¯k(xk))} has an accumulation point
(x∗, ∗) according to some K ⊂ N . Three cases will be considered, according to the value of uk and
whether or not I k = ∅ for all k ∈ K . If uk = 1 and I k = ∅, it is proved in case (1) of Theorem 3.6 that
x∗ is a KKT point of (P). If uk = 1 and I k = ∅, it is then shown in case (2) of Theorem 3.6 that x∗ is
also a KKT point of (P). The case when uk = 0 is considered in case (3) of Theorem 3.6, which indicates
that x∗ is still a KKT point of (P). Then by the inﬁniteness of K, the global convergence of Algorithm A
can be established. Lemma 3.5 is devoted to showing that r (xk, dk)K → 0, which is a key result for the
proof of the global convergence of AlgorithmA (Theorem 3.6).
Lemma 3.5. Let K ⊂ N be a subset of indices so that {xk}K → x∗. If for all k ∈ K , I (x∗) ⊆ I k , then
{r (xk, dk)}K → 0.
Proof. Suppose by contradiction that there exists an ¯> 0 and a subset K¯ ⊆ K such that for all k ∈ K¯ ,
r (xk, dk)< − . Due to the boundedness of {dk} and {dˆk}, we can suppose without loss of generality
that {dk}K¯ → d¯, {dˆk}K¯ → dˆ. Since I (x∗) ⊆ I k , we know from (10), (14) and (15) that
ci(x
∗)+ ∇ci(x∗)Td¯0, i ∈ I (x∗),
ci(x
∗)+ ∇ci(x∗)Td¯ = 0, i ∈ L.
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Here, I (x∗) may be empty. Hence, from Lemma 2.6 we know that there exists a t¯1> 0 such that (20)
holds for all t ∈ (0, t¯1], i.e.,Wr(x∗ + t d¯ + t2(dˆ − d¯))−Wr(x∗)< 
tr (x∗, d¯).
Thus, from the continuity of Wr and r we know that the second term in (16) holds for all t ∈
(0, t¯1] and k ∈ K¯ large enough. Besides, we know from Lemma 3.4 that there exists a t¯2> 0 such that
xk + tdk + t2(dˆk − dk) ∈ A for all t ∈ (0, t¯2] and k ∈ K¯ . Let t ′ = min{t¯1, t¯2}, then by the line search
rule of AlgorithmA, we have tk > 	t ′ for all k ∈ K¯ large enough. Hence, by (16) we get
Wr(x
k+1)Wr(xk)− 	
¯t ′,
which implies that ¯= 0 since {Wr(xk)}K¯ → Wr(x∗). This is a contradiction with the assumption at the
beginning and hence the proof is completed. 
Now we are ready to state the global convergence of AlgorithmA.
Theorem 3.6. AlgorithmA either terminates at a KKT point of (P) in ﬁnite steps or generates an inﬁnite
sequence {(xk, ¯k(xk))}, any accumulation point of which is a KKT point of (P).
Proof. The ﬁrst part of the theorem is obvious. Now we suppose that Algorithm A generates an inﬁnite
sequence {(xk, ¯k(xk))} and K is a subset of indices so that {(xk, ¯k(xk))}K → (x∗, ∗), {k}K → ¯.
Without loss of generality, suppose that I k, J k keep changeless for all k ∈ K since I is a ﬁnite set. Let
I k = IK , J k = JK , ¯k(x)= ¯K(x).
Assume to the contrary that x∗ is not a KKT point of (P). By Lemma 3.1 we know that ¯K(x) is
well deﬁned on a neighborhood of x∗ and ¯K(xk) → ¯K(x∗). Since x∗ is not a KKT point, then
(x∗, ¯K(x∗))> 0. Furthermore, from the continuity of  and Lemma 3.1 we know that I (x∗) ⊆ I 0(xk)
and I (x∗) ⊆ J k for all k ∈ K large enough. Hence, I (x∗) ⊆ IK and it follows from Lemma 3.5 that
{r (xk, dk)}K → 0. Next we will consider three cases:
(1) There exists a subset K¯ ⊆ K such that uk = 1, I k = ∅ for all k ∈ K¯ . In this case, we have
from (10) and the deﬁnition of rk that r (xk, dk) − (dk0)THkdk0. Hence, {dk0}K¯ → 0 in view of{r (xk, dk)}K → 0, which implies that x∗ is a KKT point of (P) by (10).
(2) There exists a subset K¯ ⊆ K such that uk = 1, I k = ∅ for all k ∈ K¯ . In this case, we have from the
algorithm that (11) holds, i.e.,
r (x
k, dk) − 2
3− 2
(d
k)THkdk and |ki |‖dk‖ (i ∈ k0− ).
Hence, we have {dk}K¯ → 0 and ¯I 0 in view of {r (xk, dk)}K → 0. Again from (10) we know that x∗
is a KKT point of (P).
(3) There exists a subset K¯ ⊆ K such that for all k ∈ K¯ , uk = 0. In this case, we can suppose
without loss of generality that k− remains changeless for all k ∈ K¯ . Let k− = −, and from (18) we get
{dk1}K¯ → 0, {ki }K¯ → ¯i = 0 (i ∈ −), {(xk)}K¯ → (x∗) = 0, {ki ci(xk)}K¯ → ¯ici(x∗) = 0 (i ∈
I k\−),{cL(xk)}K¯ → cL(x∗)= 0. Let k →∞ in (13), we obtain that (x∗, ¯) is a KKT point of (P).
Since K is an inﬁnite set, at least one of the above cases must arise, that is, x∗ is a KKT point of
(P), which contradicts the assumption. Therefore, the assumption is not true and x∗ is a KKT point of
(P). Suppose that ¯∗ is the unique Lagrange multiplier of x∗ by Assumption A1, then from the relation
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I (x∗) ⊆ JK we know that ¯∗I\JK = 0 and ∇f (x∗) + ∇cJK∪L¯∗JK∪L = 0. Hence from (8), we have
¯
K
(x∗)= ¯∗ = ∗, which shows that (x∗, ∗) is a KKT point of (P). 
4. Active-set identiﬁcation technique for problem (P)
Facchinei et al. [4] have proposed an identiﬁcation technique for KKT points of inequality constrained
optimization, through which the active set or even the strong active set can be accurately identiﬁed when
the iterate is sufﬁciently close to aKKT point without the strict complementarity condition. In this section,
we will extend this technique to the general constrained optimization problem (P).
Suppose that x∗ is a KKT point of (P) and  is the set of Lagrange multiplier vector corresponding to
x∗. Υ denotes the set of all KKT pairs corresponding to x∗, i.e.,
Υ := {(x∗, ∗)|∗ ∈ }.
Just like Ref. [4], we ﬁrst give the deﬁnition of the identiﬁcation function of active constraints.
Deﬁnition 4.1. Function  : Rn+m+p → R+ is called the identiﬁcation function of Υ , if
(a)  is continuous on Υ ;
(b) (x∗, ∗)= 0;
(c) For (x, ) = (x∗, ∗) ∈ Υ ,
lim
(x,)→(x∗,∗)
(x, )
dist[(x, ), Υ ] = +∞.
LetK(x, ) := {i ∈ I | − ci(x)(x, )}. Similar to Ref. [4, Theorem 2.2], we have
Theorem 4.2. If  is an identiﬁcation function, then for ∀∗ ∈ , there exists an = (∗)> 0 such that
K(x, )= I (x∗) ∀(x, ) ∈ {(x∗, ∗)} + B.
In the remainder of the section, we will be devoted to show that the function  deﬁned by (4) is an
identiﬁcation function for KKT points of (P).
Deﬁnition 4.3. AKKT point (x∗, ∗) is called a quasi-regular point of (P), if matrixM(J) is nonsingular
at (x∗, ∗) for any subset J ⊆ I (x∗)\I+(x∗) (empty set included), where
M(J)=

 ∇
2
xxL −∇cI+(x∗)∪L −∇cJ
∇cT
I+(x∗)∪L 0 0
∇cTJ 0 0

 .
By the continuous differentiability of f and c, we know that operator  is locally Lipschitz continuous.
Furthermore,  is also differentiable almost everywhere by the Rademacher theorem. Denote by D the
set of points where  is differentiable. Then similar to Refs. [4,16] we deﬁne the B-subdifferential of 
at (x, ) as follows:
B(x, )= {H ∈ R(n+m+p)×(n+m+p)|∃{(xk, k)} ⊂ D : (xk, k)→(x, ),∇(xk, k)T→H }.
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The following result is a direct consequence of Deﬁnition 4.2 and :
Lemma 4.2. For ∀(x, ) ∈ Rn+m+p,
B(x, )
T ⊆
[∇2xxL(x, ) −∇c(x)Da(x, )∇c(x)T Db(x, )
]
,
where Da(x, )= diag(ai(x, ), i ∈ I ∪ L), Db(x, )= diag(bi(x, ), i ∈ I ∪ L),
ai(x, )=
{1 −ci(x)< i , i ∈ I,
0 or1 −ci(x)= i , i ∈ I,
0 −ci(x)> i , i ∈ I,
ai(x, )= 1, i ∈ L,
Db(x, )= E −Da(x, ).
Lemma 4.3. Suppose that (x∗, ∗) is a quasi-regular point of (P). Then H ∈ B(x∗, ∗)T are all
nonsingular.
Proof. Suppose thatH ∈ B(x∗, ∗)T. Then it follows from Lemma 4.2 thatH has the following form:
H =


∇2xxL −∇cI+(x∗)∪L −∇cJ 0 0
∇cT
I+(x∗)∪L 0 0 0 0
∇cTJ 0 0 0 0
∇cT
J¯
0 0 EJ¯ 0
∇cTI\I (x∗) 0 0 0 EI\I (x∗)

 ,
where J ⊆ I (x∗)\I+(x∗), J¯ =(I (x∗)\I+(x∗))\J . It is obvious thatH is nonsingular if and only ifM(J)
is nonsingular. Hence, the conclusion is obtained directly from Deﬁnition 4.2. 
From Lemma 4.3 we can obtain the main result of this section, the proof of which is absolutely similar
to Ref. [4, Theorem 3.15].
Theorem 4.4. If (x∗, ∗) is a quasi-regular point of (P), then
(a) (x∗, ∗) is an isolated KKT point of (P);
(b)  is an identiﬁcation function of (x∗, ∗).
5. Superlinear convergence
In this section, the superlinear convergence ofAlgorithmA is establishedwithout the strict complemen-
tarity. For this, we only consider the case thatAlgorithmA generates an inﬁnite sequence (xk, ¯k(xk)), the
accumulation point of which is (x∗, ∗). Thus it follows from Theorem 3.6 that (x∗, ∗) is a KKT point
of (P). In the sequel, we assume that f, ci, i ∈ I ∪ L are all twice Lipschitz continuously differentiable
on a neighborhood of x∗. The following assumption is essential for our local fast convergence analysis.
Assumption A4. (x∗, ∗) is a quasi-regular point of (P).
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Remark. Usually, the local superlinear convergence of globally convergent QP-free or SSLE algorithms
for (P) is established under an assumption that both the strict complementarity and the second-order
sufﬁcient condition (SOSC) hold, in which case SOSC is equivalent to SSOSC. However, in this paper,
we need not assume the strict complementarity condition and what’s more,AssumptionA4 is milder than
SSOSC. From the deﬁnition of quasi-regular point, we can easily obtain the relation betweenAssumption
A4, SSOSC and SOSC as follows:
SSOSC ⇒ A4 ⇒ SOSC.
The main purpose ofAssumptionA4 is to ensure that (x∗, ∗) is an isolated KKT point. However, even
if coupled with the linear independence assumption, SOSC does not imply this result (see Ref. [4] for an
example).
The ﬁrst task is to show that, under the additional assumptions, the whole sequence {(xk, ¯k(xk))}
converges to (x∗, ∗), the sets I 0(xk) and I k eventually become identical to I (x∗) and {dk}K → 0 for k
large enough. This is the object of Lemmas 5.1–5.4.
Lemma 5.1. If there exists a subset of indices K ⊂ N so that {xk}K → x∗, then I 0(xk) = I k = I (x∗)
for all k ∈ K sufﬁciently large.
Proof. FromLemma 3.1 we know that I (x∗) ⊆ J k for all k ∈ K large enough. Furthermore, by Theorem
4.4,  is an active-set identiﬁcation function. Hence, it follows from Theorem 4.1 that I k=J k ∩ I 0(xk)=
I 0(xk)= I (x∗) for all k ∈ K large enough. 
Lemma 5.2. If there exists a subset of indices K ⊂ N so that {xk}K → x∗, then {dk}K → 0.
Proof. From Lemma 5.1 we know that I k = I (x∗) for all k ∈ K large enough. Then it follows from
Lemma 3.5 that {r (xk, dk)}K → 0, which shows that x∗ is a KKT point of (P) by Theorem 3.6. Hence
we have that {∇f (xk)Tdk}K → 0. Furthermore, from (10), (13) and (15) we have {∇ci(xk)Tdk}K →
0 (i ∈ I (x∗) ∪ L). Since
a‖dk‖2(dk)THkdk |∇f (xk)Tdk| +
∑
i∈I (x∗)∪L
(|k0i | + |k2i |)|∇ci(xk)Tdk|,
it follows from the boundedness of {k0} and {k2} that {dk}K → 0. 
Lemma 5.3 (Qi and Qi [17, Proposition 4.1]). Assume that ∗ ∈ Rt is an isolated accumulation point
of a sequence {k} ⊂ Rt such that for every subsequence {k}K converges to ∗, there is an inﬁnite
subset K¯ ⊆ K such that {‖k+1 − k‖}K¯ → 0. Then the whole sequence {k} converges to ∗.
Lemma 5.4. The whole sequence {(xk, ¯k(xk))} converges to (x∗, ∗).
Proof. FromTheorem4.4,we know that (x∗, ∗) is an isolatedKKTpoint underAssumptionA4. Suppose
that {xk}K → x∗. Since
‖xk+1 − xk‖‖dk‖ + ‖dˆk‖2‖dk‖,
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it follows from Lemma 5.2 that there exists a subset K¯ ⊆ K such that {‖xk+1 − xk‖}K¯ → 0. Hence,
from Lemma 5.3 we know that the whole sequence {xk} converges to x∗. Moreover, it follows from
AssumptionA1 that there exists a unique Lagrange multiplier ∗ corresponding to x∗, which implies that
the whole sequence ¯k(xk) converges to ∗. 
It is easy to obtain the following consequence from Lemmas 5.1, 5.2 and 5.4:
Corollary 5.5. For k large enough, I k = I (x∗) and
(a) dk0 → 0, dk → 0;
(b) k0 → ∗, k → ∗.
Furthermore, in order to ensure the unit step size to be accepted eventually, we need the following
assumption:
Assumption A5. The matrix sequence {Hk} satisﬁes:
lim
k→∞
‖[Hk − ∇2xxL(x∗, ∗)]dk0‖
‖dk0‖ = 0.
It will be shown below (Lemma 5.6 and hence Theorem 5.10) that under this assumption, one-step
superlinear convergence is ensured provided the judging inequalities (11) can be satisﬁed close to the
solution. Proving that the latter indeed occur is the object of Lemmas 5.7–5.9.
Lemma 5.6. (i) ‖xk + dk0 − x∗‖ = o(‖xk − x∗‖); (ii) |k0i − ∗i | = o(‖xk − x∗‖), i ∈ I (x∗) ∪ L.
Proof. First, from Assumption A5 we can obtain the following weaker relation, in view of Assumption
A1:
lim
k→∞
‖Pk[Hk − ∇2xxL(x∗, ∗)]dk,0‖
‖dk,0‖ = 0,
where
Pk = E − ∇cI (x∗)∪L(xk)(∇cI (x∗)∪L(xk)T∇cI (x∗)∪L(xk))−1∇cI (x∗)∪L(xk)T.
Hence, underAssumptionsA1,A4 andA5, we get directly from [6, Theorem 5.2] that (i) holds. Moreover,
from [2, Lemma3.1]wehave‖dk0‖=O(‖xk−x∗‖). Nowwecome to prove that (ii) holds. Since I k=I (x∗)
for k large enough, it follows from (10) that
Mk
[
xk + dk0 − x∗
k0I (x∗)∪L − ∗I (x∗)∪L
]
= R∗(xk),
where
R∗(x
k)=
[−∇f (xk)− ∇cI (x∗)∪L(xk)∗I (x∗)∪L +Hk(xk − x∗)
−cI (x∗)∪L(xk)+ ∇cI (x∗)∪L(xk)T(xk − x∗)
]
.
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By the MediumValue theorem, we have that
∇f (x∗)= ∇f (xk)− ∇2f (xk)(xk − x∗)−
∫ 1
0
[∇2f (xk + t (x∗ − xk))− ∇2f (xk)](xk − x∗) dt,
∇ci(x∗)= ∇ci(xk)− ∇2ci(xk)(xk − x∗)−
∫ 1
0
[∇2ci(xk + t (x∗ − xk))− ∇2ci(xk)](xk − x∗) dt.
Since ∇2f and ∇2ci, (i ∈ I ∪ L) are locally Lipschitz continuous on a neighborhood of x∗, we can
assume that Lf and Li, (i ∈ I ∪ L) are the corresponding Lipschitz constants. Then it follows that
‖∇f (x∗)− ∇f (xk)− ∇2f (xk)(x∗ − xk)‖(Lf /2)‖xk − x∗‖2,
‖∇ci(x∗)− ∇ci(xk)− ∇2ci(xk)(x∗ − xk)‖(Li/2)‖xk − x∗‖2.
On the other hand, fromAssumption A5 and (i), we have
‖[Hk − ∇2xxL(x∗, ∗)](xk − x∗)‖‖[Hk − ∇2xxL(x∗, ∗)](xk + dk0 − x∗)‖
+ ‖[Hk − ∇2xxL(x∗, ∗)]dk0‖
= o(‖xk − x∗‖)+ o(‖dk0‖)= o(‖xk − x∗‖).
Hence, we can obtain that
− ∇f (xk)− ∇cI (x∗)∪L(xk)∗I (x∗)∪L +Hk(xk − x∗)
= [∇f (x∗)− ∇f (xk)− ∇2f (xk)(x∗ − xk)] +
∑
i∈I (x∗)∪L
∗i [∇ci(x∗)
− ∇ci(xk)− ∇2ci(xk)(x∗ − xk)] + [Hk − ∇2xxL(x∗, ∗)](xk − x∗)
+

∇2f (x∗)− ∇2f (xk)+ ∑
I (x∗)∪L
∗i (∇2ci(x∗)− ∇2ci(xk))

 (xk − x∗)
= o(‖xk − x∗‖).
Using the MediumValue theorem again, we have
− cI (x∗)∪L(xk)+ ∇cI (x∗)∪L(xk)T(xk − x∗)
= cI (x∗)∪L(x∗)− cI (x∗)∪L(xk)+ ∇cI (x∗)∪L(xk)T(xk − x∗)
= O(‖xk − x∗‖2).
Therefore, R∗(xk) = o(‖xk − x∗‖). And it follows from the boundedness of {(Mk)−1} that (ii) holds.

Lemma 5.7. For all k large enough, uk = 1, i.e., dk = dk0, k = k0.
Proof. If I (x∗) = ∅, then I k = ∅ for all k large enough. Hence, uk = 1. Now we consider the case that
I (x∗) = ∅. From Lemma 5.6 we know that for all k large enough,
|k0i | = o(‖dk0‖), i ∈ I (x∗)\I+(x∗). (22)
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Since k0 → ∗, we have that, for all k large enough, k0− ⊆ I (x∗)\I+(x∗). Furthermore, from the
automatic adjustment rule of the penalty parameter, we know that for all k large enough, r >max{|k0i |, i ∈
I ∪ L}. Hence, from (10) we can do the following inference:
r (x
k, dk0)= ∇f (xk)Tdk0 −mr(xk)− r
∑
i∈L
|ci(xk)|
= − (dk0)THkdk0 −
∑
i∈k0−
k0i ∇ci(xk)Tdk0 +
∑
i∈(I (x∗)\k0− )∪L
k0i ci(x
k)
−mr(xk)− r
∑
i∈L
|ci(xk)| − (dk0)THkdk0 +

 ∑
i∈I (x∗)\k0−
k0i −mr

(xk)
+
∑
i∈L
(|k0i | − r)|ci(xk)| + o(‖dk0‖2) − (dk0)THkdk0 + o(‖dk0‖2). (23)
Since 
 ∈ (0, 1/2), it follows from (23) that for all k large enough,
r (x
k, dk) − 2
3− 2
(d
k0)THkdk0.
This together with (22) implies that (11) hold for all k large enough. Hence, uk = 1. 
Lemma 5.7 shows that when k is large enough, Algorithm A need only solve two linear systems, (10)
and (13).
Lemma 5.8. ‖dˆk − dk‖ = O(‖dk‖2).
Proof. From Lemma 5.7, we know that for all k large enough, dk=dk0, dˆk=dk1. Hence, it follows from
(10), (12), (13) and the Taylor’s expansion that
Mk
[
dk1 − dk0
k1 − k0
]
=
[
0
cIk∪L(xk)+ ∇cIk∪L(xk)Tdk0 − cIk∪L(xk + dk0)− ‖dk0‖e
]
=
[
0
O(‖dk0‖2)
]
.
Therefore, by the boundedness of {(Mk)−1}, we have ‖dk1 − dk0‖ = O(‖dk0‖2). 
Lemma 5.9. For all k large enough, xk is strictly feasible for inequality constraints and the stepsize
tk = 1 is accepted by the line search.
Proof. First, since x∗ is a KKT point of (P) and dˆk → 0, we have xk + dˆk ∈ A for all k large enough.
Hence, we need only to prove that{
Wr(x
k + dˆk)Wr(xk)+ 
r (xk, dk),
ci(x
k + dˆk)< 0, i ∈ I. (24)
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It is obvious that ci(xk + dˆk)< 0, i ∈ I\I (x∗) for all k large enough. Moreover, from (12) and (13)
we know that for i ∈ I (x∗) ∪ L
ci(x
k + dˆk)= ci(xk + dk)+ ∇ci(xk + dk)T(dˆk − dk)+ O(‖dˆk − dk‖2)
= ci(xk + dk)+ ∇ci(xk)T(dˆk − dk)+ O(‖dk‖3)
= − ‖dk‖ + O(‖dk‖3)= o(‖dk‖2). (25)
Since 2< < 3, it follows from (25) that for all k large enough, ci(xk + dˆk)< 0, i ∈ I (x∗) ∪ L. Hence,
xk + dˆk is strictly feasible for inequality constraints and (xk + dˆk)= 0.
On the other hand, for i ∈ I (x∗) ∪ L, we also have
ci(x
k + dˆk)= ci(xk)+ ∇ci(xk)Tdˆk + 12 (dˆk)T∇2ci(xk)dˆk + o(‖dk‖2)
=∇ci(xk)T(dˆk − dk)+ 12 (dk)T∇2ci(xk)dk + o(‖dk‖2). (26)
Then it follows from (25) and (26) that
∇ci(xk)T(dˆk − dk)+ 12 (dk)T∇2ci(xk)dk = o(‖dk‖2). (27)
Hence
∇f (xk)T(dˆk − dk)= − (dk)THk(dˆk − dk)−
∑
i∈I (x∗)∪L
ki∇ci(xk)T(dˆk − dk)
= 1
2
∑
i∈I (x∗)∪L
ki (d
k)T∇2ci(xk)dk + o(‖dk‖2). (28)
FromAssumption A5, Lemma 5.7 and (25)–(28), we have the following inference:
Wr(x
k + dˆk)−Wr(xk)
= f (xk + dˆk)+mr(xk + dˆk)+ r
∑
i∈L
|ci(xk + dˆk)|
− f (xk)−mr(xk)− r
∑
i∈L
|ci(xk)| = r (xk, dk)
+ ∇f (xk)T(dˆk − dk)+ 12 (dˆk)T∇2f (xk)dˆk + o(‖dk‖2)
= r (xk, dk)+ 12 (d
k)THkdk − 1
2
(dk)T
[
(Hk − ∇2xxL(x∗, ∗))
+(∇2f (x∗)− ∇2f (xk))+

 ∑
i∈I (x∗)∪L
∗i∇2ci(x∗)− ki∇2ci(xk)



 dk + o(‖dk‖2)

r (xk, dk)−
[
2(1− 
)
3− 2
 −
1
2
]
(dk)THkdk + o(‖dk‖2)

r (xk, dk)− 1− 2
2(3− 2
)a‖d
k‖2 + o(‖dk‖2). (29)
Since 
 ∈ (0, 1/2), it follows that [(1− 2
)/2(3− 2
)]> 0. Hence (24) holds for all k large enough. 
The superlinear convergence of AlgorithmA is a direct consequence of Lemmas 5.6–5.9.
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Theorem 5.10. Under all the assumptions stated in this section, Algorithm A is one-step superlinearly
convergent, i.e.,
‖xk+1 − x∗‖ = o(‖xk − x∗‖).
6. Numerical results
AlgorithmA was implemented in Matlab 6.1 and tested on HiSense Enterprise with a Pentium-II 266
MHz processors over a large number of problems from Hock and Schittkowski [11]. For all the test
problems, we choose H 0 = E and at each iteration, Hk is updated by the following BFGS formula (see
[15]):
Hk+1 =Hk − H
ksk(sk)THk
(sk)THksk
+ y
k(yk)T
(sk)Tyk
,
where
yk =
{
yˆk, (yˆk)Tsk0.2(sk)THksk,
ϑkyˆk + (1− ϑk)Hksk, otherwise,
here
sk = xk+1 − xk,
yˆk = ∇f (xk+1)− ∇f (xk)+ (∇cI∪L(xk+1)− ∇cI∪L(xk))¯k(xk),
ϑk = 0.8(sk)THksk/((sk)THksk − (sk)Tyˆk).
The parameters used in the implementation of AlgorithmA are as follows:
r0 = 5, 1 = 3, 2 = 3, 0 = 0.5, 	= 0.5, 
= 0.1, = 2.8.
In order to implement Algorithm A from the initial points given in Ref. [11], we deﬁne the scalar 
used in the perturbation setA as follows:
=max{ci(x0), i ∈ I ; |ci(x0)|, i ∈ L; 0} + ,
where  was set differently for each problem in order to keep the objective and constraint functions well
deﬁned onA.
AlgorithmA stops if one of the following termination criteria is satisﬁed:
(i)‖(xk, ¯k(xk))‖10−5; (ii)‖dk‖/(1+ ‖xk‖)10−5; (iii)‖(xk, k)‖10−5.
A total of 87 problemswere selected fromRef. [11]while someother test problemswere left out because
the linear independence condition does not hold at their starting point (such as problems 74, 75 and 109).
For almost all the problems except problems 25, 33, 54 and 59, our algorithm can ﬁnd their solutions
within a small number of iterations. However, for problems 25 and 54, the starting points already satisfy
one of the termination criteria, while for problems 33 and 59, the ﬁnal iterates are approximate KKT
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Table 1
Numerical results (1)
HS-No. m p Iter. Final-f Term Prec. Final-r A-set
HS1 1 0 23 6.3215e− 012 (ii) 1.8376e− 006 5 0
HS2 1 0 11 5.0426e− 002 (ii) 4.6456e− 007 1012.8 1
HS3 1 0 16 1.9978e− 021 (i) 5.3169e− 007 5 1
HS4 2 0 3 2.6667e+ 000 (ii) 2.3482e− 006 8 2
HS5 4 0 8 −1.9132e+ 000 (ii) 6.5895e− 006 5 0
HS6 0 1 19 1.3870e − 019 (ii) 3.4492e− 010 8 0
HS7 0 1 9 −1.7321e+ 000 (ii) 6.8327e− 009 5 0
HS8 0 2 4 −1.0000e+ 000 (ii) 7.2686e− 006 5 0
HS9 0 1 30 −4.9487e− 001 (ii) 1.0980e− 006 5 0
HS10 1 0 10 −1.0000e+ 000 (ii) 7.8962e− 007 5 1
HS11 1 0 7 −8.4985e+ 000 (ii) 1.6968e− 006 8 1
HS12 1 0 10 −3.0000e+ 001 (ii) 1.6397e− 008 5 1
HS14 1 1 5 1.3935e+ 000 (ii) 7.7735e− 007 5 1
HS15 3 0 12 3.6038e+ 002 (ii) 6.7784e− 007 11104 1
HS16 5 0 20 2.5000e− 001 (ii) 1.2328e− 010 39.43 1
HS17 5 0 23 1.0000e+ 000 (i) 2.9317e− 006 302.3013 2
HS18 6 0 77 5.0000e+ 000 (ii) 6.8447e− 006 8 1
HS19 6 0 66 −6.9618e+ 003 (ii) 7.4002e− 010 2725.5 2
HS20 5 0 8 3.8199e+ 001 (ii) 4.8523e− 008 229.9608 2
HS21 5 0 7 −9.9960e+ 001 (i) 5.5424e− 006 5 1
HS22 2 0 5 1.0000e+ 000 (ii) 4.3257e− 007 5 2
HS23 9 0 8 2.0000e+ 000 (ii) 1.2310e− 009 8 2
HS24 5 0 7 −1.0000e+ 000 (i) 1.0537e− 008 5 2
HS25 6 0 1 3.2835e+ 001 (ii) 1.9663e− 010 5 1
HS26 0 1 21 1.1529e− 008 (iii) 5.7871e− 006 5 0
HS27 0 1 196 4.0000e− 002 (ii) 5.6770e− 008 5 0
HS28 0 1 16 1.7747e− 013 (ii) 4.2644e− 007 5 0
HS29 1 0 11 −2.2627e+ 001 (ii) 1.0306e− 006 5 1
HS30 7 0 2 1.0000e+ 000 (ii) 5.3653e− 006 5 2
HS31 7 0 12 6.0000e+ 000 (ii) 5.6196e− 008 21 1
HS32 4 1 6 1.0000e+ 000 (ii) 9.1784e− 007 22.5 2
HS33 6 0 2 −4.0000e+ 000 (i) 0.0000e+ 000 14 2
HS34 8 0 348 −8.3402e− 001 (ii) 1.4719e− 006 8 3
HS35 4 0 8 1.1111e− 001 (ii) 1.9866e− 006 5 1
HS36 7 0 9 −3.3000e+ 001 (i) 0.0000e+ 000 6277 3
HS37 8 0 19 −3.4560e+ 003 (ii) 9.3284e− 008 163.8848 1
HS38 8 0 50 8.6730e− 011 (ii) 2.2143e− 006 5 0
HS39 0 2 15 −1.0000e+ 000 (ii) 1.2598e− 006 5 0
HS40 0 3 6 −2.5000e− 001 (ii) 2.2364e− 008 5 0
HS42 0 2 9 1.3858e+ 001 (ii) 8.0449e− 006 8 0
HS43 3 0 12 −4.4000e+ 001 (ii) 6.3156e− 007 8 2
HS44 10 0 9 −1.5000e+ 001 (ii) 5.9430e− 006 14.1383 4
HS45 10 0 10 1.0000e+ 000 (ii) 2.6357e− 006 5 5
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Table 2
Numerical results (2)
HS-No. m p Iter. Final-f Term Prec. Final-r A-set
HS46 0 2 338 3.6244e− 007 (ii) 9.8202e− 006 5 0
HS47 0 3 35 9.4583e− 011 (iii) 6.9818e− 006 11.13 0
HS48 0 2 12 3.0524e− 012 (ii) 6.1547e− 007 5 0
HS49 0 2 252 4.3567e− 010 (ii) 6.0273e− 006 56.9026 0
HS50 0 3 280 5.5813e− 012 (ii) 4.5832e− 007 327.9455 0
HS51 0 3 10 1.1323e− 009 (ii) 9.6946e− 006 5 0
HS52 0 3 8 5.3266e+ 000 (ii) 7.0445e− 006 38.6923 0
HS53 10 3 15 4.0930e+ 000 (ii) 3.1433e− 006 11.908 0
HS54 12 1 1 −8.4499e− 286 (ii) 6.1856e− 009 5 0
HS56 0 4 27 −3.4560e+ 000 (ii) 1.2489e− 006 8 0
HS57 3 0 6 3.0646e− 002 (ii) 6.4158e− 007 5 0
HS59 7 0 99 1.3352e+ 001 (ii) 3.4501e− 008 42.9263 1
HS60 6 1 15 3.2568e− 002 (ii) 1.2577e− 007 5 0
HS62 6 1 8 −2.6273e+ 004 (ii) 6.2083e− 007 7321.4 0
HS63 3 2 18 9.6173e+ 002 (ii) 5.4880e− 007 25.3961 0
HS64 4 0 89 6.2998e+ 003 (iii) 6.2976e− 006 5 1
HS65 7 0 310 9.5353e− 001 (ii) 2.7057e− 007 3567.7 1
HS66 8 0 6 5.1816e− 001 (ii) 6.8291e− 006 5 2
HS67 20 0 39 −1.1621e+ 003 (ii) 6.0906e− 007 8 2
HS70 9 0 11 2.8770e− 001 (ii) 5.0161e− 006 5 1
HS73 6 1 21 2.9894e+ 001 (i) 1.8999e− 006 34.95 3
HS76 7 0 11 −4.6818e+ 000 (ii) 1.4883e− 007 5 2
HS77 0 2 80 2.2831e− 001 (ii) 4.0336e− 006 8 0
HS78 0 3 7 −2.9197e+ 000 (ii) 6.5568e− 006 5 0
HS79 0 3 11 7.8777e− 002 (ii) 2.3281e− 006 5 0
HS80 10 3 14 5.3950e− 002 (ii) 1.5573e− 008 5 0
HS81 10 3 16 5.3950e− 002 (ii) 1.6524e− 008 5 0
HS83 16 0 102 −2.7909e+ 004 (ii) 4.0215e− 006 4030.4 5
HS84 16 0 38 −5.2803e+ 006 (ii) 1.0056e− 007 2.8808e+ 013 5
HS85 48 0 42 −1.7317e+ 000 (ii) 5.0317e− 006 5 2
HS93 8 0 20 1.3508e+ 002 (ii) 3.2056e− 006 76.8788 2
HS95 16 0 42 1.5620e− 002 (ii) 4.2821e− 011 166.6475 6
HS96 16 0 42 1.5620e− 002 (ii) 4.2821e− 011 166.6475 6
HS97 16 0 53 3.1358e+ 000 (i) 2.2571e− 006 58780 6
HS98 16 0 53 3.1358e+ 000 (i) 2.2571e− 006 58780 6
HS99 14 2 10 −8.3108e+ 008 (ii) 6.6153e− 006 5 0
HS100 4 0 17 6.8063e+ 002 (ii) 3.8636e− 006 5 2
HS107 8 6 11 5.0550e+ 003 (ii) 3.4624e− 006 330175.3 2
HS110 20 0 5 −4.5779e+ 001 (ii) 1.4260e− 007 5 0
HS111 20 3 1281 −4.7761e+ 001 (ii) 9.9849e− 006 20.6393 0
HS112 10 3 500 −4.7761e+ 001 (ii) 7.9950e− 004 20.6991 2
HS113 8 0 19 2.4306e+ 001 (ii) 2.0184e− 006 8 6
HS117 20 0 112 3.2349e+ 001 (ii) 3.6812e− 006 2480.2 11
HS118 59 0 39 6.6482e+ 002 (i) 5.0628e− 008 14.2442 15
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points of the original problems. The computational results are shown in Tables 1 and 2, the columns of
which have the following meanings:
HS-No.: the label of test problems in Ref. [11],
m: the number of inequality constraints,
p: the number of equality constraints,
Iter.: the number of iterations,
Final-f: the ﬁnal value of the objective function,
Term: the label of termination criteria,
Prec.: the ﬁnal value of the norm function used in the termination criteria,
Final-r: the ﬁnal value of the penalty parameter,
A-set: the number of indices in the ﬁnal working set.
Because of the computation error, the solutions of problems 57, 70, 77, 83 and 85 generated by
Algorithm A are a little different from that given in Ref. [11]. The same phenomenon also exists in the
numerical results of Refs. [5,10]. The main reason lies in that, on the one hand, the expression of the
objective or constraint functions of these problems is complicated and the computation of their value
will generate great errors; on the other hand, the gradients of the objective and constraint functions for
some problems (such as problems 67, 70 and 85) cannot be computed directly, but must through an
approximate iteration process, which also increases the error greatly. On two of the problems (111 and
112) our stopping criteria was not met after ﬁve hundred iterations. However, in both cases the ﬁnal
value of the objective function was equal, with four ﬁgures of accuracy, to the optimal value given in
Ref. [11]. Moreover, we ﬁnd that compared with the numerical results in Refs. [5,10,17,19], Algorithm
A is especially applied to solving problems that do not satisfy the strict complementarity condition (such
as problem 33) and the number of iterations and estimates of the function values also decrease greatly.
Finally, it is worth to point out that the implementation of Algorithm A is little affected by the choice of
parameters, which makes the new algorithm more practicable and promising.
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