Wittgenstein once stated that Ethics must be a condition of the world, like logic. The development of data mining has the capacity to compromise privacy in ways not previously possible, an issue not only exacerbated through inaccurate data and ethical abuse but also by a lagging legal framework which struggles, at times, to catch up with technological innovation. This chapter explores these issues with particular reference to the legal and technical issues of privacy preservation in data mining.
PRIVACY
Data mining itself is not ethically problematic. The ethical and legal dilemmas arise when mining is executed over data of a personal nature. Perhaps the most immediately apparent of these is the invasion of privacy. Complete privacy is not an inherent part of any society because participation in a society necessitates communication and negotiation, which renders absolute privacy unattainable. Hence, individual members of a society develop an independent and unique perception of their own privacy. This being the case, privacy exists within a society only because it exists as a perception of the society's members. This perception is crucial as it partly determines whether, and to what extent, a person's privacy has been violated.
An individual can maintain their privacy by limiting their accessibility to others. In some contexts, this is best achieved by restricting the availability of their personal information. If a person considers the type and amount of information known about them to be inappropriate, then they perceive their privacy to be at risk. Thus, privacy can be violated when information concerning an individual is obtained, used, or disseminated, especially if this occurs without their knowledge or consent.
Huge volumes of detailed personal data are regularly collected and analysed by marketing applications (Berry and Linoff, 1997; Khaw and Lee, 1995) , in which individuals may be unaware of the behind-the-scenes use of data, are now well documented (John, 1999; Klang, 2004) . However, privacy advocates face opposition in their push for legislation restricting the secondary use of personal data, since analysing such data brings collective benefit in many contexts (Gordon and Williams, 1997) . DMKD has been instrumental in many scientific areas such as biological and climate-change research and is also being used in other domains where privacy issues are relegated in the light of perceptions of a common good. These include human genome research (qv. (Tavani, 2004) ), combating tax evasion and aiding in criminal investigations (Berry and Linoff, 1997) and in medicine (Roddick et al., 2003) .
As privacy is a matter of individual perception, an infallible and universal solution to this dichotomy is infeasible. However, there are measures that can be undertaken to enhance privacy protection. Commonly, an individual must adopt a proactive and assertive attitude in order to maintain their privacy, usually having to initiate communication with the holders of their data to apply any restrictions they consider appropriate. For the most part, individuals are unaware of the extent of the personal information stored by governments and private corporations. It is only when things go wrong that individuals exercise their rights to obtain this information and seek to excise or correct it.
DATA ACCURACY
Mining applications involve vast amounts of data, which are likely to have originated from diverse, possibly external, sources. Thus the quality of the data cannot be assured. Moreover, although data pre-processing is undertaken before the execution of a mining application to improve data quality, people conduct transactions in an unpredictable manner, which can cause personal data to expire rapidly. When mining is executed over expired data inaccurate patterns are more likely to be revealed.
Likewise, there is a great likelihood of errors caused by mining over poor quality data. This increases the threat to the data subject and the costs associated with the identification and correction of the inaccuracies. The fact that data are often collected and analysed without a preconceived hypothesis shows that the data analysis used in DMKD are more likely to be exploratory (as opposed to the confirmatory analysis exemplified by many statistical techniques).
This immediately implies that results from DMKD algorithms require further confirmation and/or validation. There is a serious danger of inaccuracies that cannot be attributed to the algorithms per se, but to their exploratory nature.
This has caused some debate amongst the DMKD community itself. Freitas (2000) has argued that mining association rules is a deterministic problem that is directly dependent on the input set of transactions and thus association rules are inappropriate for prediction, as would be the case of learning classifiers. However, most uses of association rule mining are for extrapolation to the future, rather than descriptions of the past.
The sharing of corporate data may be cost-efficient and beneficial to organisations in a relationship but allowing full access to a database for mining may have detrimental results. The adequacy of traditional database security controls are suspect because of the nature of inference.
Private and confidential information can be inferred from public information.
The following measures have thus been suggested to prevent unauthorised mining:
• Limiting access to the data. By controlling access to the data and preventing users from obtaining a sufficient amount of data, consequent mining will result in low confidence levels. This also includes query restriction, which attempts to detect when compromise is possible through the combination of queries (Miller and Seberry, 1989 ).
• Anonymisation. Any identifying attributes are removed from the source dataset. A variation on this can be a filter applied to the ruleset to suppress rules containing identifying attributes.
• Dynamic Sampling. Reducing the size of the available data set by selecting a different set of source tuples for each query.
• Authority control and cryptographic techniques. Such techniques effectively hide data from unauthorised access but allow inappropriate use by authorised (or naive) users (Pinkas, 2002) .
• Data perturbation. Altering the data, by forcing aggregation or slightly altering data values, useful mining may be prevented while still enabling the planned use of the data. Agrawal and Srikant (2000) explored the feasibility of privacy-preservation by using techniques to perturb sensitive values in data.
• Data swapping. Attribute values are interchanged in a way that maintains the results of statistical queries (Evfimievski et al., 2002) .
• The elimination of unnecessary groupings. By assigning unique identifiers randomly; they serve only as unique identifiers. This prevents meaningful groupings based on these identifiers yet does not detract from their intended purpose.
• Data augmentation. By adding to the data in non-obvious ways, without altering their usefulness, reconstruction of original data can be prevented.
• Alerting. Labelling potentially sensitive attributes and attribute values and from this calculating an estimate of the sensitivity of a rule (Fule and Roddick, 2004 ).
• Auditing. The use of auditing does not enforce controls, but it may detect misuse so that appropriate action may be taken.
Issues relating to the computational cost of privacy preservation are discussed by Agrawal et al. (2004) .
LEGAL LIABILITY
When personal data have been collected it is generally decontextualised and separated from the individual, improving privacy but making misuse and mistakes more likely (Gammack and Goulding, 1999) . Recently, there has been a trend to treat personal data as a resource and offer it for sale. Information is easy to copy and re-sell. The phrase data mining uses the metaphor of the exploitation of natural resources, further contributing to the perception of data as commodity.
Moreover, the question of whether it is appropriate in terms of human rights to trade in personal data has seen insufficient academic and legal debate. The negative consequences of such trade are similar to those of data mining: transgression of privacy and the negative impacts of inaccurate data. However, the repercussions of inaccurate data are more serious for organisations trading in personal data, as the possibility of legal liability is introduced. There is the potential for those practising data trade or data mining to make mistakes and as a consequence lose heavily in the courts.
Compensation may be ordered against any organisation that is found to have harmed (or failed to prevent harm to) an individual to whom it owed a duty of care. Once liability (the tort of negligence) has been established, the plaintiff can claim financial compensation for any consequential losses caused by the negligent act (Samuelson, 1993) . The extent and exact nature of the losses is, for the most part, unique to each plaintiff, but the boundaries of negligence are never closed. A mining exercise might erroneously declare an individual a poor credit risk, and decisions may be made prejudicial to that individual on that basis.
In some cases, algorithms may classify correctly, but such classification could be on the basis of controversial (ie. ethically sensitive) attributes such as sex, race, religion or sexual orientation. This could run counter to Anti-Discrimination legislation. In some cases, such as artificial neural networks, SVMs and nearest neighbour classifiers, which do not make their knowledge explicit in rules, the use of controversial classification attributes may be hard to identify. Even with methods that make transparent their classification, such as decision trees, there is little to prevent a corporation using rules based on controversial attributes if that improves accuracy of the classification. Individuals who suffer denial of credit or employment on the basis of race, sex, ethnic background or other controversial attributes in a context where this is contrary to law are in a strong position to demonstrate harm only if they illustrate the artificial classifiers are using such attributes. The question is how they obtain access to the classifier results.
In the event that the person loses money or reputation as a result of this, courts may award damages. Moreover, since the potential for inaccuracies involved in the exercise is great, it is conceivable that the courts might apply a higher than usual standard of care in considering whether an organisation has breached its duty to a plaintiff sufficiently to amount to negligence.
Only time will tell.
Another legal issue is whether organisations manipulating personal data can be considered capable of defaming a person whose data they have mined. It is quite conceivable that since data mining generates previously unknown information, the organisation using the data mining tool can be considered the author of the information for the purposes of defamation law. Moreover, it can be argued that organisations trading in personal data are analogous to publishers, as they are issuing collections of data for sale and distribution. Hence, if the information is capable of being deemed defamatory by the courts, the data mining organisations are capable of being found liable for damages in this tort also. One difficulty is that the terms author and publisher have long been associated with text or music, not data. Note that census data also faces this challenge and other technologies are complicating the issue still further. Consider aerial/satellite photography that can now achieve resolution to within a few metres and which can be freely purchased over the Internet. What is the resolution that makes such data be considered personal data? How can individuals living at identifiable houses decide if the aerial photo is to be used for a potential beneficial analysis, such as bush fire risk analyses of their property, or an analysis that could be considered defamatory or discriminatory?
Market analysts often see privacy concerns as unreasonable. Privacy is an obstacle to understanding customers and to supplying better suited products. Hundreds of millions of personal records are sold annually in the US by 200 superbureaux to direct marketers, private individuals, investigators, and government agencies (Laudon, 1996) .
We are in urgent need of an extended interpretation of existing tort doctrine, or preferably a broadening of the boundaries of the current doctrines. Indeed, Samuelson (1993) warns that the engineered, technological nature of electronic information dissemination suggests a greater liability for its disseminators. Commonly, the conveyers of information are excused from liability if they are simply the carriers of the information from the publishers to the public-a book store selling a book that carries defamatory material will be excused from liability that might rightly attach to the author and the publisher. It is quite possible that a mining exercise, particularly one that had mined inaccurate data, might be deemed by the courts to be an exercise in publishing, not just in dissemination.
POTENTIAL SOLUTIONS

Anonymisation of Data
One solution to the invasion of privacy problem is the anonymisation of personal data. This has the effect of providing some level of privacy protection for data subjects. However, this would render obsolete legitimate mining applications that are dependent on identifiable data subjects, and prevent many mining activities altogether. A suggested compromise is the empowerment of individuals to dictate the amount and type of personal data they consider appropriate for an organisation to mine.
While anonymisation of data is a step in the right direction, it is the weakest of the possible options. It is well known that additional information about an individual can easily be used to obtain other attributes; an anonymous table of salaries and addresses, together with the knowledge of one attribute would be sufficient to determine the other. Moreover, grouping two sets of anonymised information can result in disclosure. Identifier removal (such as name, address, phone number and social security number) can be insufficient to ensure privacy (Klosgen, 1995) . Anonymisation is a form of cell suppression, a technique applied on statistical databases. Indeed, the research agenda is still far from closed since most of the solutions proposed so far in the DMKD community (Piatetsky-Shapiro, 1995) are easily translated to previously suggested methods for statistical databases.
Data perturbation is thus a promising alternative. Clifton and Marks (1996; indicated new and renewed threats to privacy from mining technology. Clifton's small samples method (Clifton, 1999 ) is unsatisfactory as the data is too small to make useful inferences, and individuals whose data is in the sample have no protection. indicated the potential of data perturbation methods which was subsequently adopted by Agrawal and Srikant (2000) .
Inaccurate Data.
The data quality issue is more difficult to resolve. Inaccurate data are undetected by the individual until he or she experiences some associated repercussion, such as a denial of credit, or the withholding of a payment. It is also usually undetected by the organisation, which lacks the personal knowledge necessary for the exposure of inaccuracies. The adoption of data quality management strategies by the organisation, coupled with the expedient correction of any inaccuracies reported by individuals and intermittent data cleansing may go some way to resolving the dilemma. Other solutions are apparent (for example, data matching) but they may have unsatisfactory implications for privacy protection.
Legal solutions
Legal regulation of applied technology is currently one of the more pressing needs facing policy-makers. But how does one approach the development of what is needed? Legislative reform may be unsuitable as it is an unwieldy tool in a rapidly expanding technical environment.
Common law change is probably a more appropriate and suitable mechanism of legal regulation as it can be creatively applied to novel situations. The disadvantage of the common law, however, is that there needs to be a number of precedent court cases upon which to build common law principles, and litigation in this age of mediated dispute resolution and in confidence settlements is becoming a rare phenomenon. Furthermore, the common law's record on subjects such as the protection of privacy and dealing with the legal implications of applied technologies is weak. This is a rapidly expanding social and business landscape, and the law is failing to keep pace. Public awareness of the possibility of legal suits alleging negligence and defamation may possibly have some prophylactic effect upon the potential transgressions of contemporary technology.
Another weakness of legal regulation is the fact that the jurisdictional boundaries that determine the limits of our legal system were drawn up in ignorance of technological developments that render these boundaries virtually irrelevant, given the international structure of many organisations and the burgeoning international presence of an individual on the Internet.
If an Australian were to conduct a transaction and provide data for a multinational organisation registered in Europe via a web site physically situated in the United States, which legal system governs the transaction and its legal repercussions? This is a legal dilemma not lost on international lawyers, and is one that does not readily admit of a simple solution.
CONCLUSION
The primary consideration of any future research should be at least maintenance, and preferably enhancement, of ethical flexibility. Solutions reconciling any issues must not only be applicable to the ever-changing technological environment, but also flexible with regard to specific contexts and disputes. In addition, we must be able to identify ethical dilemmas as they arise and derive solutions in a timely, preferably concurrent manner. Many ethical issues overlap and have effects on each other. We need to identify any commonalities and differences that exist and exploit them to derive solutions that enable us to uphold, or extend, our ethical standards.
In terms of practical issues, the equality of access argument (the technological haves and have-nots (Baase 1997)) has not been considered in this chapter. Indeed, data mining may be one context in which the have-nots hold the advantage. In addition, investigation into the application of multi-agent systems to MLS databases provides an interesting possibility for academic research.
Culturally, sociological investigation of the impact of information technology is becoming increasingly urgent. An important social issue not considered here is that contemporary Luddite philosophy (Baase 1997 ) in fact disempowers humanity, which is, ironically, its philosophical antithesis.
We exist in an environment of rapid change in which technology has an ever-increasing social relevance. The challenge now is to implement a means of assessing an emerging
