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Abstract-- In this paper, we first show that the adjustment parameter in the step size choice strat- 
egy of the modified Goldstein-Levitin-Polyak projection method proposed by He et al. for asymmetric 
strongly monotone variational inequality problems can be bounded away from zero by a positive con- 
stant. Under this observation, we propose a new step size rule which seems to be more practical 
and robust than the original one. We show that the new modified method is globally convergent 
under the same conditions and report some computational results to illustrate the method. @ 2004 
Elsevier Ltd. All rights reserved. 
Keywords - -Var ia t iona l  inequality problems, Strongly monotone mappings, Projection methods, 
Global convergence. 
1. INTRODUCTION 
Let F be a mapping from /:t '~ into itself and gt be a nonempty closed convex subset of R~h A 
classical variational inequality problem, denoted by VI(F, ~), is to find a vector x* E f~, such 
that  
(x - x* ) r  F (x*) >_ O, V x e U. 
Many equilibrium problems uch as network economics, traffic assignment, and game theoretic 
problems can be characterized by the framework of the variational inequality problem, see [1-4]. 
There are many iterative methods for solving variational inequality problems, such as projection 
methods [5,6] and Newton-type methods [7,8]. Among these methods, the projection method 
proposed by Goldstein [9] and Levitin and Polyak [10] is the simplest one, which, from a given 
initial point x ° E t2, generates a sequence {x k} according the following recursion: 
xk+l = PUt [ xk - ~k F (xk ) ] ,  (1) 
where Put[.] denotes  the or thogonal  pro ject ion operator  from R ~ onto ~ and {ilk} is a sequence 
of posit ive step size. Under  some suitable condit ions,  i.e., the under ly ing mapp ing  F is strongly 
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monotone with modulus a and Lipschitz continuous with constant L, and the step size ~k satisfies 
2c~ 
0 < ~ _< Pk < ~ < ~,  (2) 
this projection method converges globally. However, the efficiency of this method depends heavily 
on the choice of the step size/3k, and thus relies on the estimations of the strongly monotone 
modulus c~ and the Lipschitz constant L. In fact, to estimate L and a is very difficult even if F 
is an affine mapping. To overcome this difficulty, Dupuis and Nagurney [11] gave a novel choice 
strategy for strictly monotone variational inequality problems 
Go 
3k > 0, lim t3~ = 0, and ~ ~Sk = oo. (3) 
k~oo 
k=l 
However, this method usually converges ublinearly. Most recently, He et al. [12] proposed the 
following practical and robust step size rule. 
ALGORITHM 1.1. Self-Adaptive Goldstein-Levitin-Potyak Method. 
STEP 0. Initialization. Given a nonnegative sequence {rk} with ~[]k°°__~ rk < +oo, 
5e(0,1),  p~[0.5,1), e>0,  /3o>0, and x°E~,  set%=/3oandk=0.  
STEP 1. Convergence test. If He(x k,1)[}oo _< e then stop (see Section 2 for the definition of 
e(z,/3)). Otherwise, go to Step 2. 
STEP 2. (Self-adaptive procedure.) Find the smallest nonnegative integer lk, such that/3k+1 = 
#zk% and 
x ~+~ = P~ [~ -/3~+~F (x~)] (~) 
satisfies 
~k÷l IIF (xk) _ F (xk+l)ll2 ~ (2 -  a) (~k - ~k+l) T (F (xk) - F (~÷*)) .  (5) 
STEP  3. Selection of %+1.  If 
~+~ HE (~:~) - F (x~+~) [I~ <_ 0,5 (x ~ - x ~+') T (F (x k) - F (x~+~)), (6) 
oo 
E Wk < ÷OO, 
k=0 
which means that we nearly cannot increase flk when k is large. 
In this paper, we first show that in the above procedure, the adjustment parameter ~-k can be 
bounded away from zero by a positive constant. Motivated by this observation, we develop a new 
self-adaptive procedure to choose a suitable step size ~k. This procedure is practical and robust, 
then %+1 = (1 + 7"k+l)~k-t-1, otherwise %+1 = ~k+l .  
Set k -= k + 1, and go to Step 1. 
Note that this solution method is obviously a modification of the Goldstein-Levitin-Polyak 
projection method described above, except for the self-adaptive strategy of step size choice in (5). 
Step 2 is to choose a step size /3k+l such that the iteration x k+l makes the residual function 
[le(x,~)ll (see the next section for its definition) decrease and Step 3 is used to enlarge the 
next choice of the step size when necessary. Note that this step is essential because in some 
step, flk may be too small. The numerical results reported in Table 1 in [12] show that these 
modifications can introduce computational efficiency substantially. However, note that to ensure 
the convergence of the method, the adjustment parameter % has to be small such that 
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since we can always increase/3k when necessary. We show the global convergence of this method 
under the same conditions on the underlying mapping F as those used in Gotdstein-Levitin-Polyak 
method [9,10] and the recently modified one [12]. 
The remainder of this paper is organized as follows. In Section 2, we summarize some basic 
properties and definitions on the mapping F and some propositions of variational inequalities 
studied earlier by many researchers. In Section 3, we propose a new modified Goldstein-Levitin- 
Polyak method and show its global convergence. We report some computational results in Sec- 
tion 4, and Section 5 concludes the paper by some remarks. 
Throughout his paper we assume that the mapping F is strongly monotone with a positive 
modulus a and Lipschitz continuous with a positive constant L on the feasible set ft. However, 
we need neither the Lipschitz constant L nor the strong monotone modulus c~ to design the 
algorithm. 
2. PREL IMINARY RESULTS 
In this section, we summarize some basic concepts for the strongly monotone mapping F and 
the projection operator Pu [-] that will be used in the following discussion. 
Recall that a mapping F is said to be strongly monotone if there exists a constant c~ > 0 such 
that 
(x -  y)T(F(x) - F(y)) > ~l lx -  YI?, Vx, y e R ~, 
and that F is Lipschitz continuous with a constant L :> O, if 
I IF (x) -F(y) I I  ~ LHx-y I I ,  Vx,  yeR ~. 
The projection of a point x E R n onto the closed convex set ~, denoted by Pa[x], is defined as 
the unique solution of the problem 
rain [Ix - YL[- 
yEgt 
For any closed convex set ~ C R n, a basic property of the projection operator Pt~['] is 
(x - Pa[x])T(y - Pa[x]) < O, Vx e R", y e a. 
From the above inequality and the Cauchy-Schwartz inequality, it follows that the projection 
operator Pa['] is nonexpansive, that is 
IIPa[x] - P~[y] I[ <- Ilx - yl], v~,  y e R '~. 
It is well known [13] that the variational inequality problem VI(F, ft) is equivalent o the 
projection equation 
x = Pa[x - /3F(x)] ,  
where/3 is an arbitrary positive constant. Let 
e(x,  = x - Pa[x  
denote the residual error of the projection equation, then VI(F, ft) is equivalent to finding a zero 
point of e(x,/~). 
The following two lemmas play important roles in the convergence analysis of our method. 
LEMMA 2.1. For any x E f~ and two positive constants 0 < al  < a2, we have 
Ile( ,  1)II (7) 
C~ 1 O~ 2 
PROOF.  See Proposition 2.2 in [12]. 
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LEMMA 2.2. Suppose that F is strongly monotone with modulus a and Lipschitz continuous 
with constant L. Then for any solution point x* of VI(F, f~) and any point :c E R ~, there exists 
a constant C > O, such that 
II:c - x*ll _< Clle(x, Z)II. 
PROOF. See, for example, [7]. II 
3. THE ALGORITHM AND ITS CONVERGENCE 
Before we describe our algorithm, we first show that the adjustment parameter Tk in [12] (see 
Algorithm 1.1 in the first section) can be bounded away from zero. We begin our analysis with 
the following lemma. 
LEMMA 3.1. The sequence { l l e (xL  &) l  I} generated by AIgorithm 1.1 satisfies 
I1~ (:c~+l, &+l )  It _< 4(1  -- (~O~flmin)(1 -i-"~) lie 
where 
flk+l > flmin :=min{flo,(2--L~)°~#} >0, V]¢>O. 
PROOF. See Lemma 3.1 in [12]. il 
From Lemma 3.1, we can see that for an arbitrary small positive parameter e > 0, if 
(1 + Tk)V/(1 -- 5aflmin) _< 1 -- e, (9) 
then {lle(:c k, &)JI} will converge to zero, and by Lemma 2.2, {:ck} will converge to the solution 
point of VI(F, f~). Thus, we can just take 
(1 - -  ~) 
~-k = - 1, (10) 
V/(1 - (~OZ/~min) 
which is bounded away from zero. We have the following. 
LEMMA 3.2. /£ Tk is taken as (10) in Algorithm 1.1, then the sequence {:ck} converges to the 
solution point of VI(F, f~) globally, i l  
We should note that ~-k in (10) depends on the strongly modulus a, which, as we discuss in the 
first section, is very difficult to estimate. Thus, in the following, we propose a new self-adaptive 
procedure, where the adjustment parameter ~-k can be bounded away from zero and independent 
of a or L. 
We are now in the position to describe our method formally. 
ALGORITHM 3.1. New Self-Adaptive Goldstein-Levitin-Polyak Method. 
STEP 0. (Initialization.) Given nonnegative parameters 6 C (0, 1), # E [0.5, 1), ~ > 0, flmax > 
fl0 >Oand:c  o Cft ,  set 70=/3o andk=0.  
STEP 1. ( Termination CHterion.) If Ile(z k, 1)N~ _< e then stop, with x k an approximate solution. 
Otherwise, go to Step 2. 
STEP 2. (Self-adaptive Procedure.) Find the smallest nonnegative integer lk, such that flk+l = 
~tlk'Tk and 
z k+i  = Pa Ix k - i lk+iF (xk ) ]  (11) 
satisfies 
) / J k+ l  - -  k k 2 
(12) 
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STEP 3. (Selection of Tk+l.) If 
0.5fl~+~ (x ~ - z~+~) v (F  ( zb  - r (z~+~)) - f i l l  I1F (z~) - F (x~+~) !1~ 
2 2 ) (13) [ 9k+1 - 9k 
>max-  -~  t le(xk'~'~)l i2 '°S'  
- l 9k 
then 7k+1 = rain{ilk+i/f,/~max}, otherwise ~&+l = flk+l. 
Set k = k + 1, and go to Step 1. 
This solution method is simiIar to the modified Goldstein-Levitin-Polyak projection method [12] 
except that it adopts a new self-adaptive strategy in Steps 2 and 3. As in [12], the purpose of 
Step 3 is to choose a suitable initial parameter fl for the next iteration. Here, the variable 
parameter ~'k is just taken as 1/# - 1, which allows us to increase 7k greatly whenever necessary. 
We now begin our convergence analysis. The following lemma shows that the method is well 
defined. 
LEMMA 3.3. In each iteration of the .Algorithm 3.1, the procedure of searching step size flk+t 
(self-adaptive procedure, Step 2) will be terminated in finite steps. Furthermore, there is a 
positive reai number, denoted by flrnin: SUCh that for all k > 0 
/~k÷l • flmin >" 0. 
PROOF. By the selection rule of 7k, we have that ,~ _< flmax for all k. Since the mapping F is 
Lipschitz continuous with constant L on the feasible set f~, we have 
9 2 (x~+,) _ =k+~tl 2. 
Because F is strongly monotone with a constant modulus a > 0 on f~, it yields 
(2 - ~)&+lO,  i[='~ - x~+'[ l~ _< (2 - a),~k+, (x~ - =~+' )  T (F (x'~) - F (x'~+l)) . (15) 
From (14) and (15) it follows that inequality (12) is satisfied automatically provided that flk+1 _< 
rain{ilk, (2 - 5)a/L2}. Based on the facts that 7k _< flmax and limn-.o~ #~ = 0, we derive that 
the self-adaptive procedure in each iteration will be terminated in finite steps. The  parameter lk 
in the algorithm is the min imum nonnegative integer fulfilling condition (12); this means  that 
flk+l D P~min := rain {rio, (2 -~5)a# / _ L2 j > 0, Vk .  (16)  
The proof is completed. ]I 
THEOREM 3.1. The sequence {He(x k, flk)l[} generated by the proposed algorithm satisfies 
lie (S ' ' ,  ~,~+1) Ii~ ___ lie (='t ~,~) 1[2 - ,~+~ (='~ - =~+*) T ( f  (xk) - F (x'~+z)). (17) 
PROOF. According to the definition of e(x, fl) and (11), we have 
ii~ <+~,  ~+, ) i l  2 _-fizZ+, _ P~ IX k÷l -  flk+l F (.zk+l)] 1i2 
= I1P~ [.~'~-,~,~+,F (= '1 ] -  P~ [ xk÷l -  ~k÷lF (=k- ' ) ]  II =. 
Since the projection operator Pa (') is nonexpansive, then from the above equality, we have 
iI ~ (zk+~,&+e)l[2 < ii(~k _ ~k+~) _ &+~ (F (~k) _ F (zk+1))112 
= II ~ - x~+'!l = - 2~,,+, (~'~ - ~'~+,) ~- ( r  (~k) _ r (=~+b) (18) 
-[- ~2+1 [ IF (=~) - F (~+~)  II 2 . 
1822 D. HAN AND W. SUN 
From inequality (12), we have that if/3k+1 _</3k, then 
otherwise 
9,~+~ ]IF (x k) - F (~k+l) I]~ 
Z~+I - 9~ 
Thus, if ~k+l _</3k, substituting (19) in (18) and using (7), we get 
_< lie (xL~k)ll = -- (~fik+l ( xk -- xk4-1) T (F (x k) - F (xk+l ) )  . 
If j3k+l _> ilk, substituting (20) in (18) and using (8), we get 
II~ (x~+~,~+l)l[ = 
_< II ~k - x~+~[l~ -~z~+~ (~ - ~+I)T  (F (~)  - F (x~+~)) 
(19) 
(20) 
Z~+I - Z~ 
~ lie (~,~)11 ~ 
k 
Thus, we have prove Theorem 3.1 in both the possible cases. | 
THEOREM 3.2. The sell-adaptive Goldstein-Levitin-Polyak method is globally convergent. 
PROOF. From (17) and the strong monotonicity of F, we get 
11e (xk+l, 9k+1)II 2 -< lie (~k, 9k) II 2 - ~+1 He (~,  z~+~) I[ 2 , 
which means that 
lie (x~+l,zk+l)ll-< Ile(~k,z~)ll <-... <-II~ <,Zo)ll .  (21) 
Thus, the sequence {l l~(~k,~)l l} is bounded. It then follows from Lemma 2.2 that the se- 
quence {x k} is bounded. Also from (17), we have that 
Zj~k+l (Xk xk÷l )T (F (x k) - F (xk+l ) )  < @oo.  
k=0 
Because/3k > J3min > 0, for all k > 0, it then follows from the strong monotonicity of F and 
Lemma 2.1 that 
(30 
E lie (~,~min)ll2 < +~.  (22) 
k=0 
Since {x k } is bounded, it has at least one duster point. Let • be a cluster point of {x k } and {x kj } 
be the corresponding subsequence onverging to ~. It follows from the continuity of the residual 
function e(x, fl) and (22) that 
lie (~, ~m~n)II = .lim lie (x kj , ~rnin)I1 : 0, 
? ---+ (x:~ 
which means that • is a solution of VI(F, f~). Due to the strong monotonicity of F, VI(F, f~) has 
just one solution point. The whole sequence {x k} thus converges to ~, the solution of VI(F, f~). | 
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4. NUMERICAL  RESULTS 
In this section, we give some numerical test experiments and present comparisons between the 
proposed algorithm and He, Yang, Meng and Han's modified Goldstein-Levitin-Polyak projectio~ 
method. The comparisons between He et al's algorithm and the original Goldstein-Levitin-Polyak 
projection method, the Nagurney-Zhang method [14], and the Korpelevich-Khobotov method [15] 
(with a self-adaptive step similar to Step 3) were presented in [12]. And here we thus do not 
present comparison between the proposed method and these projection methods. 
The test problem that we considered here is the nonlinear complementarity problems, denoted 
by NCP(F) 
x > o, F(x) > o, x rF (z )  = o, 
which is a special case of VI(f~, F) with f~ = R_~ and the projection on f~ in the sense of Euclidean- 
norm is very easy to carry out. For any y C R", Pf~[y] is defined componentwise as
y j, if yj  > 0; 
(Pa[Y])J = 0, otherwise. 
In our test problem we take 
F(x) = D(x) 4- Mx  + q, 
where D(z) and Mx + q are the nonlinear part and the linear part of F(x), respectively. We form 
the linear part Mx + q similarly as in [8]. 1 The matrix M = AT A + B, where A is an n x n matrix 
whose entries are randomly generated in the interval ( -5,  +5) and a skew-symmetric matrix B is 
generated in the same way. The vector q is generated from a uniform distribution in the interval 
(-500, +500). In D(x), the nonlinear part of F(x), the components are Dj(x) = aj * arctan(xj) 
and aj is a random variable in (0, 1). A similar type of the problem was tested in [7] and [15]. 2 
The convergence criterion utilized in the test was 
lie(=:, 
The tolerance s is set to be 10 -6. 
The values of the parameters in the He et al.'s self-adaptive Goldstein-Levitin-Polyak projection 
method for the example are specified as 5 = 0.2, # = 0.67, and 5 = 0.2, # = 0.56 for the proposed 
method, respectively. The adjust factor, ~-k, in the He et aL's self-adaptive Goldstein-Levitin- 
Polyak projection method for the test problem is adopted based on the criterion below, 
0.5, if Xk+l satisfies condition (6), (23) 
z-k+1 = 0, otherwise, 
and 
_< 0.5Nmax (24) 
k=l 
Parameter Nmax represents the maximum iteration number of enlarging the step size, which can 
be controlled by the user. Here we set ~ma× = 50. 
All codes were written in Matlab and run on a P-II 400 personal computer. Tables 1 and 2 
show the computational results for the above-mentioned test problem of dimension = 200 with 
starting point x0 = (0, 0 , . . . ,  0) T and xo = (1, 1 , . . . ,  1) T, respectively. 
From the above tables, we can see that the proposed method performs better than He et aL's 
method. The computationM results in these tables show that the efficiency of the proposed 
method is rather insensitive to the initial parameter fl0. 
1In the paper by Harker and Pang [8], the matrix M = ATA + B + D, where A and B are the same matrices as 
here, and D is a diagonal matrix with uniformly distributed random variable djj  E (0.0, 0.3). 
2In [7] and [15], the components of nonlinear mapping D(u) are Dj(u) = const • aretan(uj). 
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Table 1. Numerical results for x0 = (0, 0, . . . ,  0) T. 
~0 
10-5 
10-4 
i0-3 
i0-2 
i0-i 
i 
10 
100 
He, Yang, Meng, Han 
Self-Adaptive GLP 
It. PEN Sec. Inc. 
290 305 1.81 24 
280 306 1.76 29 
276 309 1.81 31 
286 305 1.81 11 
278 318 1.81 26 
278 326 1.87 29 
288 320 1.92 7 
278 334 1.87 26 
Proposed Modified 
Sel~AdaptiveGLP 
It. PEN Sec. Inc. 
227 282 1.70 61 
222 281 1.65 63 
215 278 1.64 63 
203 293 1.76 84 
197 299 1.75 92 
195 301 1.76 96 
194 312 1.81 100 
193 315 1.76 103 
PEN = projection evaluation number, It = iteration umber, 
See = CPU time, Inc = increase number. 
Table 2. Numerical results for x0 = (1, 1,. . . ,  1) T. 
He, Yang, Meng, Han 
Sel~Adaptive GLP 
~0 It. PEN Sec. Inc. 
10 -5 285 300 1.76 24 
10 -4 276 300 1.71 28 
10 -3 268 315 1.82 46 
I0 -~ 283 303 1.76 13 
10 -1 275 314 1.81 26 
1 268 326 1.87 39 
10 283 317 1.82 9 
100 276 332 1.87 26 
Proposed Modified 
Sel~Adaptive GLP 
~. PEN Sec. Inc. 
217 287 1.70 76 
216 286 1.65 76 
214 288 1.70 75 
206 292 1.71 80 
205 299 1.76 85 
203 305 1.81 88 
201 311 1.76 92 
200 318 1.87 96 
PEN = projection evaluation umber, It = iteration umber, 
Sec = CPU time, Inc = increase number. 
Table 3. Computational results for different initial point. 
Trial 1 2 3 4 5 6 7 8 9 10 
IN 223 191 206 199 171 188 216 214 227 221 
PE 290 298 270 302 274 294 298 293 303 282 
CPU (Sec.) 1.64 1.76 1.59 1.76 1.54 1.70 1.76 1.81 1.82 1.65 
Inc. 54 94 59 92 92 93 67 93 34 48 
To see how the efficiency of the  proposed method is dependent  on the  s tar t ing  points,  we 
use the  proposed method to solve the  above prob lem where the  e lements  of s ta r t ing  points  are 
generated  randomly  f rom (0,100) and  the  in i t ia l  parameter  fl0 f rom (0, 10). Tab le  3 repor ts  the  
computat iona l  results.  
Th is  tab le  shows that  the i terat ive number  and  the  pro ject ion  eva luat ions  number  (= funct iona l  
eva luat ions  number )  is also qui te  insensi t ive to the  s tar t ing  point .  
5. CONCLUSIONS 
In  th is  paper ,  we show that  the  var iable parameter  in He, Yang, Meng and  Han 's  modif ied 
Go lds te in -Lev i t in -Po lyak  pro ject ion  method for the  asymmetr ic  s t rong ly  monotone  var iat iona l  
inequa l i ty  p rob lem can be  bounded away f rom zero by a pos i t ive number .  However,  th is  pos- 
i t ive number  relies on the  s t rong ly  monotone  modulus ,  which is diff icult to est imate .  A new 
modi f ied se l f -adapt ive search procedure  is thus  proposed.  We show the  global  convergence of the  
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algorithm under the same conditions on the underlying mapping of VI(F, ~t). The preliminary 
computational results show the flexibility and efficiency of the proposed method. 
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