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Abstract
We study the problem of computing hierarchical drawings of layered graphs when some pairs
of edges are not allowed to cross. We show that deciding the existence of a drawing satisfying at
least k non-crossing constraints from a given set is NP-hard, even if the graph is 2-layered and even
when the permutation of the vertices on one side of the bipartition is fixed. We then propose simple
constant-ratio approximation algorithms for the optimization version of the problem, which requires
to find a maximum realizable subset of constraints, and we discuss how to extend the well-known
hierarchical approach for creating layered drawings of directed graphs so as to minimize the number
of edge crossings while maximizing the number of satisfied constraints.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we consider constrained hierarchical drawings of directed graphs. Namely,
we study the problem of computing hierarchical drawings when some pairs of edges are
not allowed to cross or the relative position of some pairs of vertices is prescribed. In
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300 I. Finocchi / Journal of Discrete Algorithms 4 (2006) 299–312hierarchical graph layout, vertices lie on a set of parallel lines and edges are represented as
polygonal chains [8,12,31]. This kind of representations, also known as layered drawings,
are widely used to depict procedure call dependencies, class hierarchies, is-a relationships,
and several economic and social networks. In the remainder of the paper we refer to the
vertex set on each line as layer or level, and assume that the graph contains no within-
layer edges. Without loss of generality, we also assume to deal with proper layered graphs,
i.e., with layered graphs whose edges span only consecutive levels: it is always possible
to reduce to this case by properly adding dummy vertices to split edges with end-points
in non-consecutive layers. Under this hypothesis, each edge in a hierarchical drawing is
simply represented by a straight line. The main question addressed in this paper is the
following:
Given a proper layered graph G(V,E), a set of edge pairs C ⊆ (E2), and an integer
k > 0, does a hierarchical drawing of G exist such that at least k edge pairs of C do not
cross in the drawing?
We refer to this problem as hierarchical realizability (in short, HR) and to the elements of
C as non-crossing constraints. Typical applications of HR include VLSI layout, where the
crossings between certain pairs of edges must be avoided due to the physical realization
of connectors, and interactive graph visualization, where users can specify requirements
on the layout that should be fulfilled by the drawing algorithm. The capability of sup-
porting constraints may be especially important when the visualized graph is large, since
constraints allow the user of the visualization system to easily customize the drawing of
specific subgraphs according to his actual necessities and thus help him concentrate on lo-
cal details of the representation. In all these settings, it is fundamental to decide whether an
embedding of a graph satisfying a given set of non-crossing constraints exists, and, in case
of a positive answer, to find it as quickly as possible. A strictly related problem, that we
call edge-constrained crossing minimization, is that of minimizing edge crossings when a
set of non-crossing constraints must be satisfied. Heuristics for edge-constrained crossing
minimization have been used in quite standard graph drawing tools (see, e.g., [19] and
[33]), but the problem has never been studied from a theoretical point of view.
Related work. The number of edge crossings is one of the factors that have most impact
on the readability of layouts of directed graphs [28]. It is therefore not surprising that the
crossing minimization problem in hierarchical drawings has been the subject of extensive
research since the late 70’s [5,31,32]. Garey and Johnson have shown that crossing min-
imization is NP-complete even in 2-layered graphs [14]. Furthermore, if the vertices in
one side of the bipartition have a fixed order, the problem remains NP-complete [10] even
on sparse graphs [25]. A standard method, known as the layer-by-layer sweep heuristic
[8,31], allows one to reduce crossing minimization in hierarchical drawings to crossing
minimization in two-layered drawings where the permutation of the vertices on a layer
is fixed. Thus, many heuristics and approximation algorithms have been designed for bi-
partite graphs [6,7,10–12,18,24,31,34]. As far as we know, none of the theoretical studies
considers the problem of minimizing edge crossings in hierarchical drawings when vertices
or edges have to satisfy some kind of constraint.
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allowed to cross has been formally introduced in [22] and is known in literature as re-
alizability. Realizability has been proved to be NP-hard in [20]. Surprisingly, it was not
known to belong to the class NP until very recently [29], turning out to be a very interest-
ing problem from a theoretical perspective. In particular, realizability has strong ties with
the problem of recognizing string graphs, i.e., intersection graphs of curves in the plane
[20,21]: given a graph G, it is possible to build in polynomial time an instance of realiz-
ability that can be satisfied if and only if G is a string graph [21]. No finite algorithm for the
recognition of string graphs was known until 2001, when two independent papers [27,30]
showed the decidability of this problem in nondeterministic exponential time. It has been
finally proved in [29] that both realizability and recognizing string graphs are in NP.
Realizability is also a generalization of the well-known planarity testing problem, which
requires to decide if a graph is planar and coincides with the special case where no pair
of edges is allowed to cross. We recall that there exist linear time algorithms for check-
ing planarity [3,16]. Similarly, the level planarity testing problem requires to decide if a
layered graph has a hierarchical drawing without edge crossings, and is thus the same as
hierarchical realizability when C = (E2) and k = |C|: this problem can be also solved in
linear time [17,23].
Our results. In this paper we study the computational complexity of some variants of
hierarchical realizability, proving their NP-completeness. We then discuss the approxima-
bility of the optimization versions of these problems, that require to find a maximum
realizable subset of constraints, and we show how algorithms for the variants that we
consider can be used as subroutines to solve the edge-constrained crossing minimization
problem. In more detail, the presentation of our results is organized as follows. In Section 2
we prove that deciding the realizability of hierarchical drawings is not easier than decid-
ing the realizability of general drawings: we show that HR, which clearly belongs to NP,
remains NP-hard even if G is 2-layered and k = |C|. This result should be directly com-
pared with the fact that level planarity can be instead tested in linear time [17,23]. From
an optimization point of view, we show that a maximum cardinality subset of realizable
constraints can be easily approximated with expected ratio 2, and that no algorithm can
do better than trying to satisfy half of the constraints in C, unless being able to recognize
non-realizable instances of HR. In Section 3 we consider a one-sided realizability problem
where G is 2-layered and the vertex ordering of a layer is fixed; we show that this problem
is NP-hard for a generic k, approximable with constant ratio 2, and polynomial if k = |C|.
Based on the one-sided formulation, in Section 4 we address the edge-constrained crossing
minimization problem in hierarchical drawings, i.e., the problem of producing a layered
drawing with the minimum number of crossings while satisfying a set of non-crossing
constraints. We extend the hierarchical approach [31] in order to deal with non-crossing
constraints: we provide a mechanism for identifying a large subset C′ ⊆ C of realizable
constraints, and then we show how to minimize edge crossings while satisfying all the
constraints in C′. Our techniques make it possible to support also constraints concerning
the relative positions of vertices within each layer (e.g., “vertex a must be to the left of ver-
tex b”), though for simplicity we will not consider them explicitly throughout the paper.
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Besides proving that hierarchical realizability is NP-complete, in this section we show
that a maximum cardinality subset of realizable constraints can be approximated with
expected ratio 2 and that no algorithm can do better than trying to satisfy half of the con-
straints in C, unless being able to recognize non-realizable instances of HR.
2.1. NP-completeness
Differently from the realizability of general drawings, it is easy to see that HR is in NP:
a non-deterministic algorithm can indeed “guess” an ordering of the vertices within each
layer and check in polynomial time the realization of at least k constraints.
Before proving the NP-hardness of HR, we want to observe that one can easily deal
with the case C = (E2), where each pair of edges is constrained not to cross. Namely,
consider a hierarchical drawing of the graph and count the number x of edge pairs that
cross and the number y of edge pairs that do not cross in the drawing. Since C = (E2), we
have |C| = x + y. Thus, given a graph G and an arbitrary natural number k, deciding the
existence of a drawing of G in which at least k pairs of edges (from C) do not cross is
equivalent to deciding the existence of a drawing in which at most |C| − k pairs of edges
cross. This is NP-hard, as shown in [14]. Note that the hypothesis C = (E2) is crucial in this
reduction, that can not be therefore generalized to the case C ⊂ (E2), which is instead most
interesting in real applications.
We now give a general reduction that proves the NP-hardness of HR for any set of con-
straints C ⊆ (E2). The proof works on two-layered (i.e., bipartite) graphs. Let B(V0,V1,E)
be a bipartite graph with n = n0 + n1 vertices and m edges. Without loss of generality, we
assume that, for each (a, b) ∈ E, a ∈ V0 and b ∈ V1. We call bipartite straight-line draw-
ing of B a hierarchical drawing with only two layers containing the vertices of V0 and V1,
respectively. We denote by π0 and π1 the permutations of the vertices in the two layers.
Let C ⊆ (E2) be any set of pairs of edges. With a slight abuse of notation, in the rest of this
paper we will denote elements of C as (x, y; z,w) instead of {(x, y), (z,w)}. The hierar-
chical realizability problem on bipartite graphs consists of asking for a set C′ ⊆ C and for a
bipartite straight-line drawing of B such that |C′| k and, for each (a, b; c, d) ∈ C′, edges
(a, b) and (c, d) do not cross in the drawing. More formally, the problem can be stated as
follows:
Bipartite realizability (in short, BR): given a bipartite graph B , a set of non-crossing
constraints C, and an integer k > 0, do two permutations π0 and π1 exist such that the
bipartite straight-line drawing of B induced by π0 and π1 satisfies at least k constraints?
Theorem 1. Hierarchical realizability is NP-complete.
Proof. To prove the NP-hardness of HR, we focus on the bipartite case and use a polyno-
mial time reduction from an NP-complete total ordering problem, called betweenness [26]:
given a finite set S of real variables and a set of triples T ⊆ S3, betweenness asks for an
ordering of the variables such that for each (a, b, c) ∈ T variable b is positioned between
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constrained not to cross.
variables a and c in the ordering. We refer to the triples in T as ordering constraints. Let
s = |S| and t = |T |. A solution for betweenness is a bijective function f :S → {1 . . . s}
such that:
(1)∀(a, b, c) ∈ T (f (a) − f (b)) · (f (b)− f (c)) 0.
Note that, in the bipartite realizability problem, asking for two permutations satisfying a
set of non-crossing constraints C ′ is equivalent to asking for two bijective functions π0 and
π1 such that:
(2)∀(a, x;b, y) ∈ C′ (π0(a) − π0(b)) · (π1(x) − π1(y)) 0.
Moving from an instance of betweenness, we therefore build an instance of BR as follows
(see also Fig. 1). The bipartite graph B(V0,V1,E) is such that:
1. V0 = S.
2. V1 = {x′: x ∈ S}, i.e., V1 contains a distinct vertex x′ for each x ∈ S.
3. E = {(x, x′): x ∈ S} ∪ {(a, b′), (b, c′): (a, b, c) ∈ T }.
The set of non-crossing constraints C is the union of two disjoint sets C1 and C2, where:
C1 =
{
(x, x′;y, y′): x, y ∈ S, x 	= y},
C2 =
{
(a, b′;b, c′): (a, b, c) ∈ T }.
Finally, we set k = |C1| + |C2|, i.e., the problem is to decide if all the non-crossing con-
straints can be realized. The reduction requires O(t + s2) time. We now prove that k
constraints in C can be realized if and only if the instance of betweenness admits a so-
lution. To this aim, we exploit two key facts: (a) realizing all the constraints in C1 forces
π0(a) = π1(a′) for each pair of corresponding vertices a ∈ V0 and a′ ∈ V1; (b) there is a
one-to-one correspondence between ordering constraints in T and crossing constraints in
C2.
We first prove the sufficient condition, i.e., we assume that two permutations π0 and π1
exist able to satisfy all the constraints in C and show that f = π0 represents a solution for
betweenness. Let (a, b, c, ) ∈ T be an ordering constraint in the instance of betweenness.
Consider the constraints (b, b′; c, c′) ∈ C1 and (a, b′;b, c′) ∈ C2, which necessarily exist
by construction. Since π0 and π1 satisfy all the non-crossing constraints, by Eq. (2) we get:(
π0(b) − π0(c)
) · (π1(b′)− π1(c′)) 0,(
π0(a) − π0(b)
) · (π1(b′)− π1(c′)) 0.
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π0(c))  0, proving that the ordering constraint (a, b, c) ∈ T is satisfied by f = π0. The
necessary condition can be proved using similar arguments. 
2.2. Approximability
In this section we consider the problem of approximating a maximum subset of realiz-
able constraints. We first argue that a random ordering of the vertices in each layer of the
graph approximates a maximum subset of realizable constraints with expected ratio 2.
Lemma 1. Let G be a proper layered graph and let C be a set of non-crossing constraints
between pairs of edges of G. A random ordering of the vertices on each layer of G approx-
imates a maximum subset of realizable constraints with expected ratio 2.
Proof. Let c = (a, x;b, y) ∈ C be a non-crossing constraint involving vertices from any
two consecutive layers Lj and Lj+1: then four orderings among a, b ∈ Lj and x, y ∈ Lj+1
are possible, yet only two of them realize c. Hence, the probability pi of having constraint
ci , 1  i  |C|, satisfied is equal to 1/2. Let Xi be a random variable such that Xi = 1













pi = c2 .
Hence, the expected approximation ratio achieved by using a random permutation is 2. 
The following technical lemma is useful to show that no algorithm can do better than
trying to satisfy half of the constraints in C:
Lemma 2. The number of non-crossing pairs of non-incident edges in any bipartite
straight-line drawing of Kn,n is equal to (n(n − 1)/2)2.
Proof. Any pair of vertices from the lower level and any pair of vertices from the upper






Let G = Kn,n and let C contain a constraint for each pair of non-incident edges of G.
It is easy to verify that the number of such constraints is c = n2(n− 1)2/2. Thus, in view
of Lemma 2, any permutation of the vertices of the two layers satisfies exactly c/2 non-
crossing constraints, which is optimal. Hence, given any set of constraints C, no algorithm
can do better than trying to satisfy half of the constraints in C, unless being able to recog-
nize non-realizable configurations similar to the one described above.
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In this section we study the special case of bipartite realizability where the permutation
of the vertices in layer V0 is fixed. This problem, that we call one-sided bipartite realiz-
ability (in short, OBR), will be central to designing algorithms for the edge constrained
crossing minimization problem, as we will show in Section 4. Unfortunately, we can prove
that one-sided bipartite realizability is NP-complete. However, it is easier than BR, since
can be solved in linear time if we are interested in the existence of a solution satisfying all
the constraints in C (i.e., for k = |C|).
3.1. NP-completeness
We prove the NP-hardness of one-sided bipartite realizability in two steps, making use
of a generalization of the problem which takes into account also crossing constraints in ad-
dition to the non-crossing ones. We refer to the generalized problem as one-sided bipartite
realizability with mixed constraints (in short, MBR). MBR is stated exactly as OBR, except
for taking into account a set of crossing constraints I ⊆ (E2) with the following meaning:
for each (a, b; c, d) ∈ I , edges (a, b) and (c, d) should cross in the bipartite drawing of
graph B .
We first prove the NP-hardness of MBR by means of a polynomial-time reduction from
the acyclic subgraph problem, which is shown to be NP-complete in [13]:
Acyclic subgraph (in short, AS): given a directed graph G(V,A) and a positive integer
h, does a set A′ ⊆ A exist such that |A′| h and the graph G′(V ,A′) is acyclic?
Lemma 3. One-sided bipartite realizability with mixed constraints is NP-hard.
Proof. Given an instance of AS, we build an instance of MBR as follows:
• The bipartite graph B(V0,V1,E) is such that: (a) V1 = V ; (b) V0 contains a distinct
vertex x˜ for each vertex x ∈ V , i.e., V0 = {x˜: x ∈ V }; (c) for each arc (x, y) ∈ A,
(x˜, y) ∈ E and (y˜, x) ∈ E.
• The permutation π0 is any ordering of the vertices in V0.
• For each arc (x, y) ∈ A, we set up a constraint (x˜, y; y˜, x): if π0(x˜) < π0(y˜), we add
(x˜, y; y˜, x) to I ; otherwise, we add (x˜, y; y˜, x) to C.
• k = h.
Note that there is a one-to-one correspondence between constraints and arcs of the digraph
and that the constraint (x˜, y; y˜, x) associated to arc (x, y) belongs to C if and only if
π0(x˜) > π0(y˜). To prove the correspondence between solutions of AS and solutions of
MBR, we exploit the fact that any permutation of the vertices of a digraph partitions its arcs
into left-to-right and right-to-left arcs (recall that a topological sort of an acyclic digraph
yields no right-to-left arc). Fig. 2 points out the rationale behind crossing and non-crossing
constraints according to this observation: if arc (x˜, y˜) is left-to-right (resp., right-to-left)
according to π0, then x and y are forced to have the same (opposite) ordering of x˜ and
306 I. Finocchi / Journal of Discrete Algorithms 4 (2006) 299–312Fig. 2. Crossing and non-crossing constraints: (a) (x˜, y; y˜, x) ∈ I ; (b) (x˜, y; y˜, x) ∈ C. In both cases arc (x, y) is
forced to be a left-to-right arc.
Fig. 3. Proving the NP-hardness of one-sided realizability with mixed constraints by means of a reduction from
acyclic subgraph (Lemma 3).
y˜ using a crossing (non-crossing) constraint, as shown in Fig. 2(a) (Fig. 2(b)). Since a
constraint (x˜, y; y˜, x) ∈ I ∪ C is realized if and only if arc (x, y) is left-to-right according
to π1, any permutation π1 satisfies a number k of constraints equal to the number of left-
to-right arcs that it induces, i.e., to the size h of the acyclic subgraph. 
Fig. 3 shows an example of the reduction in Lemma 3. A directed graph G is given in
Fig. 3(a) and the bipartite graph B obtained from it is shown in Fig. 3(b), together with
the set of constraints obtained when π0 = 〈d˜, a˜, c˜, b˜〉. Choosing, e.g., π1 = 〈a, b, c, d〉, the
arcs of G are partitioned as in Fig. 3(c), where the partition indicates which edges are in
the acyclic subgraph (and thus correspond to satisfied constraints) and which are not. The
bipartite straight-line drawing of B associated with the permutations is shown in Fig. 3(d).
In this drawing only constraint (d˜, a; a˜, d) ∈ I is not satisfied; note that this constraint
corresponds to the unique arc (d, a) /∈ A′.
We now show a reduction of MBR to one-sided bipartite realizability, proving that the
latter problem is also NP-hard.
Theorem 2. One-sided bipartite realizability is NP-hard.
Proof. Let us consider an instance of MBR specified by a bipartite graph B(V0,V1,E),
a set of crossing and non-crossing constraints I ∪ C, a permutation π0, and an in-
teger k. W.l.o.g., in the following we assume that π0(a) < π0(b) for any constraint
(a, x;b, y) ∈ I ∪ C. We build a corresponding instance of OBR specified by a bipartite
graph B ′(V ′0,V ′1,E′), a set of non-crossing constraints C′, a permutation π ′0, and an inte-
ger k′ as follows. For each crossing constraint (a, x;b, y) ∈ I we create a vertex named
vab, an edge (vab, y), and a non-crossing constraint (vab, y;a, x). We denote the sets of all
the new vertices, the new edges, and the new constraints with V0, E, and C, respectively.
We then set V ′ = V0 ∪ V0, V ′ = V1, E′ = E ∪ E, C′ = C ∪ C, and k′ = k. Finally, we0 1
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while the vertices in V0 retain the same ordering as in π0.
We now show that any permutation π1 satisfies the same number of constraints in
the instance of MBR and in the corresponding instance of OBR. First, any permutation
π1 satisfies the same non-crossing constraints from C in both instances. Moreover, for
any crossing constraint (a, x;b, y) ∈ I , we have π ′0(vab) < π ′0(a) < π ′0(b). Hence, the
crossing constraint (a, x;b, y) is realized by π1 if and only if the non-crossing constraint
(vab, y;a, x) is, proving that each satisfied constraint from I corresponds to a satisfied
constraint from C. 
3.2. Approximability and polynomiality
In order to prove that OBR is can be solved in linear time if k = |C| and that a maximum
set of realizable constraints can be approximated within a constant ratio, we use an approx-
imation preserving reduction to the maximum acyclic subgraph problem. This problem is
the optimization version of AS: given a digraph H(N,A,w) with positive arc weights w,
it requires to find a maximum weight set of arcs A′ ⊆ A such that the subgraph H ′(N,A′)
is acyclic. In this section we show that any approximation algorithm for maximum acyclic
subgraph can be used to obtain an approximation algorithm for one-sided bipartite realiz-
ability by the same performance ratio. We refer the interested reader to [1] for a formal
definition of approximation preserving reduction.
Consider an optimization instance of OBR and build a weighted constraint digraph
H(N,A,w) such that N = V1, A = {(x, y): ∃ a, b ∈ V0 such that π0(a) < π0(b) and
(a, x;b, y) ∈ C}, and the weight w(x,y) of arc (x, y) is the number of constraints that
require π1(x) < π1(y) in order to be realized (see also Fig. 4). It is easy to see that
for any feasible solution of OBR there is a corresponding feasible solution of maximum
acyclic subgraph on the constraint digraph. Furthermore, each A′ ⊆ A such that the sub-
graph H ′(N,A′) is acyclic corresponds to a realizable set of constraints C′ ⊆ C with
|C′|  w(A′): indeed, if π1 is a topological sort of H ′, then π1 satisfies at least all the
w(A′) constraints corresponding by construction to the arcs in A′. We now show that the
reduction preserves the approximation ratio.
Theorem 3. Any r-approximate solution of maximum acyclic subgraph on the constraint
digraph, with r > 1, corresponds to an r-approximate solution of one-sided bipartite real-
izability.
Proof. The weight of a maximum acyclic subgraph of the constraint digraph equals the
maximum number of realizable constraints, i.e., w(A∗) = |C∗|. Let r  1 be any approx-
Fig. 4. Constraint digraph used in the reduction of OBR to maximum acyclic subgraph.
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of arcs in the acyclic subgraph and the corresponding set of realized constraints, respec-
tively. The claim now follows from the following chain of inequalities: |C′|  w(A′) 
w(A∗)/r = |C∗|/r . 
The maximum acyclic subgraph problem can be easily approximated with performance
ratio smaller than 2 [2,15]. Hence, in view of Theorem 3, a maximum subset of realizable
constraints can be also approximated with ratio < 2. Moreover, the constraint digraph H
is acyclic if and only if all the constraints in C are realizable. This implies that, if k = |C|,
OBR can be solved in linear time.
4. Edge-constrained crossing minimization
The hierarchical approach due to Sugiyama, Tagawa, and Toda [31] is widely used
for creating layered drawings of directed graphs. In order to produce readable drawings,
different aesthetic criteria are taken into account by this method; among them, the number
of edge crossings deserves special attention. The approach is based on four main steps:
(1) Cycle removal: the direction of some arcs is temporarily reversed to make G acyclic.
(2) Layer assignment: each vertex is assigned a level so that all the arcs “flow” in the same
direction. Dummy vertices are added for arcs spanning more than two levels.
(3) Crossing reduction: vertices in each level are permuted so as to minimize the total
number of edge crossings.
(4) Coordinates assignment: x and y coordinates are assigned to the vertices, based on
levels and permutations.
In this section we show how to extend the hierarchical approach in order to support non-
crossing constraints. Our extension hinges upon the approximation algorithm for one-sided
bipartite realizability presented in Section 3.2. As a by-product, we also support constraints
concerning the relative positions of vertices on the same layer, which are especially useful
for dynamic layered graph drawing.
We remark that cycle removal and coordinates assignment are not affected by ordering
constraints, while during layer assignment the set of constraints C can be easily modified
upon additions of the dummy vertices. Thus, we just need to focus on the crossing reduction
step. We therefore assume that G is a proper layered graph with k + 1 layers, named
L0 . . .Lk , and that the set of constraints C is partitioned into k sets C0 . . .Ck−1 such that
Ci contains the constraints related to edges with end-points in layers Li and Li+1. We
denote by πi the permutation of the vertices in layer Li .
Constrained crossing reduction. Our approach is the following: we introduce a constraint
realization step, aimed at finding a large set of realizable constraints, and then we devise a
crossing minimization strategy able to satisfy the set of realizable constraints identified in
the constraint realization step. The most used strategy for crossing minimization in hierar-
chical drawings is based on the layer-by-layer sweep heuristic, that requires to repeatedly
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We therefore adapt the layer-by-layer sweep method to support non-crossing constraints,
by repeatedly solving a one-sided bipartite realizability problem as follows.
We start from any vertex ordering π0 for L0. For i = 0 to k−1, we consider the bipartite
subgraph Bi of G induced by the vertices in Li ∪ Li+1 and the set of constraints Ci : on
this instance, we find a 2-approximate solution to OBR, keeping layer Li fixed. This leads
to identify a set C′i ⊆ Ci of realizable constraints. We then to find a vertex ordering for
Li+1 which realizes all the constraints in C′i and minimizes edge crossings subject to these
constraints: this can be done by modifying the penalty minimization technique [7].
The following definitions will be useful in order to describe the penalty approach. If
layer Li is fixed, for any two vertices u,v ∈ Li+1, the number of crossings between edges
incident to u and edges incident to v depends only on the relative position of u and v: the
crossing number cuv is then univocally defined as the number of crossings between edges
incident to u and edges incident to v when u precedes v in the permutation of layer Li+1.
The penalty digraph is a weighted directed graph P(N,A,w) such that: (a) N = Li+1; (b)
A = {(u, v) ∈ N × N such that cuv < cvu}; (c) w :A → {1 . . .∞} is such that w(u,v) =
cvu − cuv . The penalty approach is as follows:
1. A penalty digraph P with vertex set Li+1 is built from Bi and πi .
2. A feedback arc set F is found on P (we recall that a feedback arc set of a directed
graph is a subset of its arcs containing at least one arc from every directed cycle).
3. A topological sort of the vertices in the subgraph of P obtained by deleting arcs of F
is returned as ordering for Li+1.
Crossing constraints can be incorporated in the penalty approach by suitably assigning
weights to some arcs of P and by applying the crossing minimization algorithm as is.
Namely, we turn the penalty digraph into a constrained penalty digraph as follows: for
each (a, x;b, y) ∈ C′i , with a, b ∈ Li and x, y ∈ Li+1, we add arc (x, y) to P , if it does not
already exist, and we set w(x,y) = ∞. An example of penalty digraph, constraint digraph,
and constrained penalty digraph is given in Fig. 5. Similarly to [7], any α-approximate
feedback arc set F on the constrained penalty digraph yields an α-approximate solution
to the constrained crossing minimization problem in 2-layered graphs with one fixed side.
Furthermore, since C′i is realizable, the subgraph of the constrained penalty digraph in-
duced by the infinite weight arcs is acyclic and F will contain none of these arcs: in view
Fig. 5. (a) Penalty digraph; (b) constraint digraph (solid arcs form an acyclic subgraph); (c) constrained penalty
digraph.
310 I. Finocchi / Journal of Discrete Algorithms 4 (2006) 299–312of the results in Section 3.2, C′i is a 2-approximation of a maximum subset of realizable
constraints. Thus, the solution is guaranteed to be good with respect to both the number of
realized constraints and the number of edge crossings.
Special care must be taken to avoid that pairs of edges split by dummy vertices may
cross several times. To this aim, if (a, x;b, y) is a constraint in Ci and both x and y
are dummy vertices, we set w(x,y) = ∞ in the constraint digraph. Note that the sub-
graph of the constraint digraph induced by the arcs between dummy vertices is acyclic,
as dummy vertices have only two incident edges, one from the upper level and the other
from the lower level. In order to realize constraint (a, x;b, y), we can therefore give x
and y the same ordering as their neighbors a and b. This guarantees that the crossing be-
tween any two crossing edges is unique, even if the edges have been replaced by paths of
dummy vertices in the layered graph, and makes it possible to avoid helix-like configura-
tions.
We conclude by observing that the penalty approach can be easily extended to deal with
constraints concerning the relative positions of vertices within each layer. Namely, if we
want to force a vertex a ∈ Li+1 to be to the left of a vertex b ∈ Li+1, it is sufficient to add
arc (a, b) to the penalty digraph.
5. Concluding remarks
In this paper we have studied the realizability problem of hierarchical drawings, i.e., the
problem of deciding if a hierarchical drawing of a graph exists satisfying a given set of non-
crossing constraints between pairs of edges. Constraints like these are typically supported
by graph drawing tools, though the problem has never been studied before from a theoret-
ical point of view. We have investigated the computational complexity of some variants of
hierarchical realizability, proving their NP-completeness, and we have described approx-
imation strategies for the optimization versions of these problems, which require to find
a maximum realizable subset of constraints. We have also shown how our algorithms for
some variants of realizability can be used as subroutines to boost the well-known hierar-
chical approach [31] in order to support non-crossing constraints.
It remains an interesting open problem to devise a deterministic approximation algo-
rithm both for bipartite and for hierarchical realizability. Moreover, extending Sugiyama’s
algorithm to support other kinds of constraints deserves further investigation. In particular,
due to the limited resolution of display devices and to the large size of graphs arising in
real applications, it would be interesting to consider both constraints aimed at bounding
the width of each layer and clustering constraints. Width-restricted layering makes the ex-
ploration of the graph easier, because the user is allowed to move only in one direction
(e.g., vertically), instead of two. Some preliminary results are presented in [4]. Clustering,
i.e., the possibility of grouping vertices, is also a widely used strategy when the graph to
be visualized is too large, since makes it possible to collapse entire subgraphs into single
vertices, thus reducing the visual complexity of the drawing. The possibility of forcing
subsets of vertices to stay close together in the drawing would be therefore very useful in
this setting.
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