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Abstract
We intend to investigate the metalogical property of ’omitting types’ for a wide
variety of quantifier logics (that can also be seen as multimodal logics upon identify-
ing existential quantifiers with modalities syntactically and semantically) exhibiting
the essence of its abstract algebraic facet, namely, atom-canonicity, the last reflecting
a well known persistence propery in modal logic. In the spirit of ’universal logic ’,
with this algebraic abstraction at hand, the omitting types theorem OTT will be
studied for various reducts extensions and variants (possibly allowing formulas of
infinite length) of first order logic. In the course of our investigations, both negative
and positive results will be presented. For example, we show that for any count-
able theory Ln theory T that has quantifier elimination < 2
ω many non-principal
complete types can be omitted. Furthermore, the maximality (completeness) condi-
tion, if eliminated, leads to an independent statement from ZFC implied by Martin’s
axiom. OTTs are approached for other algebraizable (in the classical Blok-Pigozzi
sense) reformulations or/ and versions of Lωω; they are shown to hold for some and
fail for others.
1 Introduction
Persistence properties and omitting types: The technical notion of a modal logic
corresponds to the one of a variety of Boolean algebras with operators (BAOs) which
provides algebraic semantics for modal logic. We assume familiarity with the very basics
of the well developed duality theory between BAOs and multimodal logic; the class of
all BAOs correspond to the minimal normal multimodal logic; this correspondence is
established by forming quotient Tarski-Lindenbaum algebras. The starting point of this
duality is that algebraic terms correspond to modal formulas. By that identification we
get: F |= φ⇐⇒ CmF |= φ = 1, where F is a relational structure (Kripke frame) (F,Ri)i∈I ,
I a non-empty indexing set, and CmF (its complex algebra) is an algebra having signature
(fi : i ∈ I) where each fi is a unary modality, in other words an operator. Prominent
examples of BAOs are relation, cylindric and polyadic algebras. Relation algebras (RA)
correspond to so–called arrow logic, while cylindric algebras of dimension n (CAn) and
the relativized versions of the representable CAns, correspond to Ln and its guarded and
clique-guarded fragments [20] dealt with below The topic of this paper is typical of what
happens in algebraic logic and that is: Using algebraic machinery to obtain fine results
in first order logic via so called ’bridge theorems’. The algebraic machinery we use, is
in essence a disguised form of Andreka’s splitting [1] wrapped up in, as indicated in
the title, a blow up and blur construction. The last is an indicative term invented by
Andrek´a and Ne´meti in [4] and has several reincarnations in the literatue though not
under this name. One purpose of this paper is to gather such instances under the title
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(of this very paper): Blow up and blur constructions in algebraic logic. The metalogical
result our investigations have impact on is the celebrated Henkin-Orey omitting types
theorem. Let L be an extension or reduct or variant of first order logic, like first logic
itself, Ln as defined in the abstract with 2 < n < ω, Lω1,ω, Lω as defined in [16, §4.3],
. . ., etc. An omitting types theorem for L, briefly an OTT, is typically of the form ‘A
countable family of non–isolated types in a countable L theory T can be omitted in a
countable model of T . From this it directly follows that if a type is realizable in every
model of a countable theory T , then there should be a formula consistent with T that
isolates this type. A type is simply a set of formulas Γ say. The type Γ is realizable in
a model if there is an assignment that satisfies (uniformly) all formulas in Γ. Finally,
φ isolates Γ means that T ⊢ φ → ψ for all ψ ∈ Γ. What Orey and Henkin proved is
that the OTT holds for Lω,ω when such types are finitary, meaning that they all consist
of n-variable formulas for some n < ω. OTT has an algebraic facet exhibited in the
property of atom-canonicity; which in turn reflects an important persistence property in
modal logic. Algebraically, so–called persistence properties refer to closure of a variety V
under passage from a given algebra A ∈ V to some ‘larger’ algebra A∗. Canonicity, which
is the most prominent persistence property in modal logic, the ‘large algebra’ A∗ is the
canonical embedding algebra (or perfect) extension of A, a complex algebra based on the
ultrafilter frame of A whose underlying set is the set of all Boolean ultrafilters of A. A
completely additive variety V is atom-canonical if whenever A ∈ V is atomic, then the
complex algebra of its atom structure, in symbols CmAtA, is also in V. More concisely,
V is such if CmAtV ⊆ V. Atom-canonicity is concerned with closure under forming
Dedekind-MacNeille completions (sometimes occuring in the literature under the name
of the minimal completions) of atomic algebras in the variety V, because for an atomic
A ∈ V, CmAtA is its Dedekind-MacNeille completion. Though RCAn is canonical, it is not
atom-canonical for 2 < n < ω [25]. From non-atom-canonicity of RCAn, it follows from
[44] that RCAn cannot be axiomatized by Sahlqvist equations. We shall see that (non-)
atom-canonicity of subvarieties of RCAn is closely related to (the failure) of some version
of the OTT in modal fragments of Ln. While the classical Orey-Henkin OTT holds for
Lω,ω, it is known [4] that the OTT fails for Ln in the following (strong) sense. For every
2 < n ≤ l < ω, there is a countable and complete Ln atomic theory T , and a single type,
namely, the type consisting of co-atoms of T , that is realizable in every model of T , but
cannot be isolated by a formula φ using l variables. Such φ will be referred to henceafter
as a witness. Here we prove stronger negative OTTs for Ln when types are required to
be omitted with respect to certain (much wider) generalized semantics, called m-flat and
m–square with 2 < n < m < ω. These locally relativized representations were invented
by Hirsch and Hodkinson in the context of relation algebras [20, Chapter 13] and were
adapted to CAs in [42, §5] which is the form we stick to in this paper. Considering such
clique-guarded semantics swiftly leads us to rich territory.
Complete representations and VT: An important semantical notion in the theory
of both relation and cylindric algebras closely related to a restricted version of OTT which
we refer to as Vaught’s Theorem VT, is that of complete representability. One of the old
classical basic theorems in young model theory, VT says that countable atomic theories
have counbtable atomic (equivalently in this context prime) models. A prime model for a
theory T is a ’small model’, in the sense that it elementay embeds into any other model of
T . Vaught proved his VT by a farily straightforward application of the Orey-Henkin OTT
for Lω,ω. These connections will be explicity revealed as the paper unfolds. A (relativized)
complete representation of A ∈ CAn on V ⊆
nU , is a (relativized) representation of A on
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V via f , that preserves arbitrary sums carrying them to set–theoretic unions, that is the
representation f : A → ℘(V ) is required to satisfy f(
∑
S) =
⋃
s∈S f(s) for all S ⊆ A
such that
∑
S exists. In this case, we say that A is completely represented on V via f , or
simply completely represented on V . If A ∈ CAn, then a relativized representation of A on
V via f is not necessarily a complete relativized representation of A on V via (the same)
f . It is known that if A ∈ CAn has a relativized complete representation on V ⇐⇒ the
Boolean reduct of A is atomic (below every non-zero element of A there is an atom, that
is, a minimal non-zero element), and that f is atomic in the sense that
⋃
x∈AtA f(x) = V
[19]. It is also known that there are countable and atomic RCAns, that have no complete
representations on generalized cartesian spaces of dimension n. So atomicity is necessary
but not sufficient for complete representability of CAns on generalized cartesian spaces of
the same dimension n. In fact, the class of completely representable CAαs on cartesian
spaces of dimension α, briefly CRCAα when α > 2 (where generalized cartesian spaces
for infinite dimensions is defined like the finite dimensional case), is not even elementary,
cf.[19] and [22, Corollary 3.7.1].
The subtle semantical phenomena of (relativized) complete representability is closely
related to the algebraic notion of atom–canonicity of (certain supervarieties of) RCAn
(like SNrnCAm for 2 < n < m < ω), and to the metalogical property of omitting
types in n–variable fragments of first order logic [38, Theorems 3.1.1-2, p.211, Theorems
3.2.8, 9,10], when non–principal types are omitted with respect to (relativizing) Tarskian
‘square’ semantics. The typical question is: given a A ∈ CAn and a family (Xi : i ∈ I)
of subsets of A (I a non–empty set), such that
∏
Xi exists in A for each i ∈ I is there
a representation f : A→ ℘(V ), on some V ⊆ nU (U a non–empty set), that carries this
set of meets to set theoretic intersections, in the sense that f(
∏
Xi) =
⋂
i∈I f(x) for all
i ∈ I? When the algebra A is countable, |I| ≤ ω and
∏
Xi = 0 for all ∈ I, this is an
algebraic version of an omitting types theorem; the representation f omits the given set
of meets (or non-principal types) on V . When it is only one meet consisting of co-atoms,
in an atomic algebra, such a representation f will be a complete representation on V ,
and this is equivalent to that f(
∏
X) =
⋂
x∈X f(x) for all X ⊆ A for which
∏
X exists
in A [19]. The last condition, when we require that V is a generalized cartesian space of
dimension n, is an algebraic version of Vaught’s theorem for first order logic. In this case
the complete representation f provides an ‘atomic model’ V of the ‘atomic theory’ A
that omits all non–principal types, where a non–principal type is a set X ⊆ A, such that∏AX = 0. It is well known that for first order logic Vaught’s theorem is a consequence
of the classical Orey–Henkin omitting types theorem by omitting the non-principal type
consisting of co-atoms in NrnA for all n ∈ ω where A is (isomorphic to) FmT and T is
a set of sentences that is the countable atomic theory at hand; here NrnA is the neat
n-reduct of A, cf. [16, Definition 2.6.28]. In this particular case NrnA is iomorphic to the
quotient (relative to T ) algebra of formulas that are equivalent modulo T to formulas
containing at most n free- variables.
We show that the OTT for Ln takes on an entire different subtle route; it fails dra-
matically. we shall violate VT for so-called m-clique guarded fragments of Ln whose
semantics are determined by m-square and m-flat models which are local ‘m approxi-
mations’ of ordinary models the last being ω-square. Roughly an m square-model M for
an Ln theory or an m-square representation of a CAn (with base) M - upon identifying
models of an Ln theory T say with representations of its Tarski-Lindenbaum algebra FmT
- is a representation M for which when one approaches M with a ’movable window’, then
there will become a point determined by m where one mistakes this locally relativized
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approximate representation with an ordinary one. The discrepancy reappears as soon as
one zooms out; the zooming out is inversely proportional to the‘genuine squareness’ of
the model. A semantical additional condition on commutativity of cylindrifications on
m squares gives m-flat models which are thus better approximations to ordinay models
on a local level. 1 The proof methods resorted to so-called blow up and blur construc-
tions to prove non-atom canonicity of several varieties of relation and cylindric algebras.
We recall that a class K of Boolean algebras with operators (BAOs) is atom–canonical
if whenever A ∈ K is atomic and completey additive, then its Dedekind-MacNeille com-
pletion, namely, the complex algebra of its atom structure, namely, CmAtA is also in
K.
Blow up and blur constructions and splitting atoms: This subtle construction
may be applied to any two classes L ⊆ K of completely additive BAOs. One takes an
atomic A /∈ K (usually but not always finite), blows it up, by splitting one or more
of its atoms each to infinitely many subatoms, obtaining an (infinite) countable atomic
Bb(A) ∈ L, such that A is blurred in Bb(A) meaning that A does not embed in Bb(A),
but A embeds in the Dedekind-MacNeille completion of Bb(A), namely, CmAtBb(A).
Then any class M say, between L and K that is closed under forming subalgebras will
not be atom–canonical, for Bb(A) ∈ L(⊆ M), but CmAtBb(A) /∈ K(⊇ M) because
A /∈ M and SM = M. We say, in this case, that L is not atom–canonical with respect
to K. This method is applied to K = SRaCAl, l ≥ 5 and L = RRA in [20, §17.7]
and to K = RRA and L = RRA ∩ RaCAk for all k ≥ 3 in [4], and will applied below
to K = SNrnCAn+k, k ≥ 3 and L = RCAn, where Ra denote the operator of forming
relation algebra reducts (applied to classes) of CAs, respectively, [16, Definition 5.2.7].
The idea of splitting one or more atoms in an algebra to get a (bigger) superalgebra
tailored to a certain purpose seems to originate with Henkin [16, p.378, footnote 1]. Let
2 < n < ω. Monk proved his seminal result that RCAn is not finitely axiomatizable
by constructing finite non–representable algebras (referred to together with variations
thereof in the literature as Monk–like algebras), whose ultraproduct is representable. The
idea involved in the construction of a non–representable finite Monk (–like) A ∈ CAns is
not so hard. Such A is finite, hence atomic, more precisely its Boolean reduct is atomic.
The algebra A is obtained by splitting some atoms in a finite CAn each into one or
more subatoms. The new atoms are given colours, and cylindrifications and diagonals
are re-defined by stating that monochromatic triangles are inconsistent. If the atoms
resulting after splitting are ‘enough’, that is, a Monk’s algebra has many more atoms
than colours, it follows by using a fairly standard form of Ramsey’s Theorem that any
representation of A will contain a monochromatic triangle, so A, by definition, cannot be
representable. Maddux modified Monk’s algebras using CAns based on atomic relation
algebras generated by a single element. This improvement is highly rewarding for it
transfers incompleteness theorems for n–variable first order logic from languages having
countably many n–ary relation symbols to incompleteness theorems for languages in a
signature having only one binary relatuon symbol. Furthermore, the modification is
far from being trivial for one generation makes the automorphism group of the algebra
rigid. The results of Monk and Maddux will reproved below. In the cylindric paradigm,
Andr´eka modified such splitting methods re-inventing (Andre´ka’s) splitting. In this new
1Worthy ot note is that for n < m, the variety consisting of algbras having m-flat models coincide
with SNrnCAm and that for m ≥ n+ 3 the last is not finitely axiomatizable over that having m-square
ones. Furthermore, RCAn is not finitely axiomatizable over the last two varieties and for any positive
k ≥ 1, SNrnCAn+k+1 is not finitelt axiomatizable over SNrnCAn+k.
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setting, Andre´ka proved a plethora of relative non–finite axiomatizability results. In
Andre´ka’s splitting one typically splits an atom in a given representable (set) algebra to
finitely many subatoms m say, obtaining a bigger non–representable superalgebra Am
whose subalgebras generated by < m elements are representable, and various proper
reducts of Am remain representable. Iterating such a splitting argument for m, with m
getting abitrarily large, excludes universal finite variable axiomatizations of the variety
of representable algebras at hand, over such strict subreducts. Here, besides dealing
with a variant of Andre´ka’ splitting, we present other constructions such as the so–called
blow up and blur constructions which are splitting arguments at heart involving splitting
(atoms) in finite Monk–like algebras and rainbow algebras.
As another application to splitting methods for both cylindric and relation algebras,
together with a rainbow construction, we also prove the following new results. Let CRCAn
denote the class of completely representable CAns, CRRA denote the class of completely
representable RAs, Sc denote the operation of forming complete subalgebras, and Sd
denote the operation of forming dense subalgebras. We show that any class K such
that NrnCAω ∩ CRCAn ⊆ K ⊆ ScNrnCAn+3, K is not elementary, and that for any class
L such that SdRaCAω ∩ CRRA ⊆ L ⊆ ScRaCA5, L is not elementary Furthermore, all
constructions used to violate in this paper resorted to a variation on the following single
theme typical of Andre´ka’s splitting: Split some (possibly all) atoms in an algebra (that
need not be finite nor even atomic) each into one or more subatoms forming a bigger
superalgebra that constitutes the starting point for a construction serving the purpose at
hand. For cylindric–like algebras of dimension α, α an ordinal, if the atom x ∈ A is
split to the subatoms X = (xi : i ∈ I) in B ⊇ A, then X is a partition of x in the sense
that xl · xm = 0 for l 6= m ∈ I, and
∑B
i∈I xi = x. Furthermore, for each i ∈ I, xi is
cylindrically equivalent to x, in the sense that for all j < α, cBj xi = c
B
j x.
This roughly means that cylindrifiers, the most prominent citizens in such algebras,
cannot distinguish between an atom and its splitted subatoms. So splitting, leading from
A to B does not ruin the algebraic structure dramatically, at least as far as cylindrifiers
are concerned. But at the same time, we show that the subtle technique of splitting,
undetected by cylindrifiers, can lead from a representable A to a non–representable B
(Andre´ka’s splitting) and conversely from a non–representable A to a representable B
(blow up and blur constructions). A third case encountered below is that splitting does
not alter the representability status of A at all; A is representable ⇐⇒ B is repre-
sentable.
Omitting types for finite variable fragments: We obtain negative results of the
form: There exists a countable, complete and atomic Ln first order theory T in a signature
L such that the type Γ consisting of co-atoms in the cylindric Tarski-Lindenbaum quotient
algebra FmT is realizable in every m–square model, but Γ cannot be isolated using ≤ l
variables, where n ≤ l < m ≤ ω. A co-atom of FmT is the negation of an atom in FmT ,
that is to say, is an element of the form Ψ/ ≡T , where Ψ/ ≡T= (¬φ/≡T ) =∼ (φ/≡T )
and φ/≡T is an atom in FmT (for L-fomulas, φ and ψ). Here the quotient algebra FmT is
formed relative to the congruence relation of semantical equivalence modulo T . An m-
square model of T is an m-square representation of FmT . The last statement denoted
by Ψ(l,m), short for Vaught’s Theorem (VT) fails at (the parameters) l and m. Let
VT(l,m) stand for VT holds at l and m, so that by definition Ψ(l,m) ⇐⇒ ¬VT(l,m).
We also include l = ω in the equation by defining VT(ω, ω) as VT holds for Lω,ω: Atomic
countable first order theories have atomic countable models. We provide strong evidence
that VT fails everywhere in the sense that for the permitted values n ≤ l,m ≤ ω,
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namely, for n ≤ l < m ≤ ω and l = m = ω, VT(l,m) ⇐⇒ l = m = ω. For
example, from the non–atom canonicity of RCAn with respect to the variety of CAns
having n + 3–square representations (⊇ SNrnCAn+3), we proved Ψ(n, n + k) for k ≥ 3
and from the non–atom canonicity of NrnCAn+k ∩ RCAn with respect to RCAn for all
k ∈ ω, we proved Ψ(l, ω) for all finite l ≥ n. Both results are obtained by blowing up
and blurring finite algebras; a rainbow CAn in the former case, and a finite RA (whose
number of atoms depend on k) in the second case. In this case, we said (and proved)
that VT fails almost everywhere. The non atom–canonicity of NrnCAm−1 ∩ RCAn with
respect to the variety of CAns having m–square representations (⊇ SNrnCAm) for all
2 < n < m < ω, implies that Ψ(l,m) holds for all 2 < n ≤ l < m ≤ ω, in which case we
can say that VT fails everywhere. The latter was reduced to (finding then) blowing up
and blurring a finite relation algebra R that is ‘strongly blurred up to m− 1’ (a notion
defined below) but R and no m-dimensional relational basis, for each 2 < n < m < ω.
Figuratively speaking, VT holds only at the limit when l → ∞ and m → ∞. So we
can express the situation (using elementary Calculas terminology) as follows: For 2 <
n ≤ l < m < ω, VT(l,m) is false, but as l and m gets larger, VT(l,m) gets closer to
VT, in symbols, liml,m→∞VT(l,m) = VT(liml→∞l, limm→∞m) = VT(ω, ω). The double
limit liml,m→∞VT(l,m) = VT(ω, ω) can be given a precise algebraic expression using
ultraproducts. The limit on the left was reincarnated as a sequence of non-representable
CAns, generated by a single 2 dimensional element, whose ultraproduct converges to an
algebra satisfying the so-called Lyndon conditions, which is the reincarnation of the right
hand side of the equation, namely, VT(ω, ω). This reproves the classical results of Monk
and Maddux refined by Biro on non-finite axiomatizability of RRA and RCAn and their
finite first order definable expansions [28, 5]. A first order definable expansion of an
RCAn is an expansion where the semantics of the finite extra operations in set algebras
(corresponding to models) are stimulated using the semantics of first order formulas (in
such models). Our construction also proved that LCAn is not finitely axiomatizable too,
reproving a result of Hirsch and Hodkinson [20]. The class LCAn = ElCRCAn is the class
of agebras that can be axiomatized by a (necessariy infinite) set of first order sentences
known as the Lyndon conditions ρm (m ∈ ω), where ρm codes a winning strategy for
∃ in a deterministic two player m-rounded game between ∃ and ∀ played on so-called
atomic networks of an an atomic CAn cf. [22]. Variations on such games were also used to
characterize the semantical notions of m-flatness and m-squareness. We use throughout
the paper fairly standard or/and self-explanatory notation following mainly the notation
of [3, 16].
On the notation: We use throughout the paper fairly standard or/and self-explanatory
notation following mainly the notation of [3, 16]. Less usual notation will be introduced
at its first occurence in the text. In the meantime the following would be helpful. We
write ⊆ for inclusion, and ( for proper inclusion. Throughout the paper we make the fol-
lowing convention. We denote infinite ordinals by α, β . . . and finite ordinals by n,m . . ..
Ordinals which are arbitrary meaning that they could be finite or infinite will be de-
noted by α, β . . .. Also algebras will be denoted by Gothic letters, and when we write
A for an algebra, then we shall be tacitly assuming that A denotes its universe, that is
A = 〈A, fAi 〉i∈I where I is a non–empty set and fi (i ∈ I) are the operations in the signa-
ture of A interpreted via fAi in A. For better readability, we omit the superscript A and
we write simply A = 〈A, fi〉i∈I . However, in some occasions we will identify (notation-
ally) an algebra with its universe. For operators on classes of algebras, S stands for the
operation of forming subalgebras, P stands for that of forming products, H for forming
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homomorphic images, Up for forming ultraproducts. If I is a non–empty set and U is
an ultrafilter over ℘(I) and if Ai is some structure (for i ∈ I) we write either Πi∈IAi/U
or Πi/UAi for the ultraproduct of the Ais over U . If A is an algebra and X ⊆ A, we write
SgAX, or simply SgX if A is clear from context, for the subalgebra of A generated by
X. If A ∈ V where V is a class of BAOs, then UfA denotes its ultrafilter atom structure
whose underlying set is the set of Boolean ultrafilters of A. The canonical extension of A
say, denoted by A+, is the complete algebra CmUfA. It is known that A embeds into A+
v ia a 7→ {F ∈ UfA : a ∈ F}. We write
∏AX(∑AX) for the infimum (supremum) of X
in A, if it exists. Often, however, we omit the superscript A if it is clear from context.
2 The algebras and some basic concepts
For a set V , B(V ) denotes the Boolean set algebra 〈℘(V ),∪,∩,∼, ∅, V 〉. Let U be a set
and α an ordinal; α will be the dimension of the algebra. For s, t ∈ αU write s ≡i t if
s(j) = t(j) for all j 6= i. For X ⊆ αU and i, j < α, let
CiX = {s ∈
αU : (∃t ∈ X)(t ≡i s)}
and
Dij = {s ∈
αU : si = sj}.
〈B(αU),Ci,Dij〉i,j<α is called the full cylindric set algebra of dimension α with unit (or
greatest element) αU . Any subalgebra of the latter is called a set algebra of dimension α.
Examples of subalgebras of such set algebras arise naturally from models of first order
theories. Indeed, if M is a first order structure in a first order signature L with α many
variables, then one manufactures a cylindric set algebra based on M as follows, cf. [16,
§4.3]. Let
φM = {s ∈ αM : M |= φ[s]},
(here M |= φ[s] means that s satisfies φ in M), then the set {φM : φ ∈ FmL} is a cylindric
set algebra of dimension α, where FmL denotes the set of first order formulas taken in
the signature L. To see why, we have:
φM ∩ ψM = (φ ∧ ψ)M,
αM ∼ φM = (¬φ)M,
Ci(φ
M) = (∃viφ)
M,
Dij = (xi = xj)
M.
Following [16], Csα denotes the class of all subalgebras of full set algebras of dimension α.
The (equationally defined) CAα class is obtained from cylindric set algebras by a process
of abstraction and is defined by a finite schema of equations given in [16, Definition 1.1.1]
that holds of course in the more concrete set algebras.
Definition 2.1. Let α be an ordinal. By a cylindric algebra of dimension α, briefly a
CAα, we mean an algebra
A = 〈A,+, ·,−, 0, 1, ci , dij〉κ,λ<α
where 〈A,+, ·,−, 0, 1〉 is a Boolean algebra such that 0, 1, and dij are distinguished ele-
ments of A (for all j, i < α), − and ci are unary operations on A (for all i < α), + and
. are binary operations on A, and such that the following equations are satisfied for any
x, y ∈ A and any i, j, µ < α:
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(C1) ci0 = 0,
(C2) x ≤ cix (i.e., x + cix = cix),
(C3) ci(x · ciy) = cix · ciy,
(C4) cicjx = cjcix,
(C5) dii = 1,
(C6) if i 6= j, µ, then djµ = ci(dji · diµ),
(C7) if i 6= j, then ci(dij · x) · ci(dij · −x) = 0.
Our main results involve the central notion of neat reducts:
Definition 2.2. Let α < β be ordinals and B ∈ CAβ. Then the α–neat reduct of
B, in symbols NrαB, is the algebra obtained from B, by discarding cylindrifiers and
diagonal elements whose indices are in β ∼ α, and restricting the universe to the set
NrαB = {x ∈ B : {i ∈ β : cix 6= x} ⊆ α}.
Let α be any ordinal. If A ∈ CAα and A ⊆ NrαB, with B ∈ CAβ (β > α), then we
say that A neatly embeds in B, and that B is a β–dilation of A, or simply a dilation of
A if β is clear from context. For K ⊆ CAβ, and α < β, NrαK = {NrαB : B ∈ K} ⊆ CAα.
We shall have the occasion to deal with (in addition to CAs), the following cylindric–
like algebras [3]: Df short for diagonal free cylindric algebras, Sc short for Pinter’s sub-
stitution algebras, QA(QEA) short for quasi–polyadic (equality) algebras, PA(PEA) short
for polyadic (equality) algebras. For K any of these classes and α any ordinal, we write
Kα for variety of α–dimensional K algebras which can be axiomatized by a finite schema
of equations, and RKα for the class of representable Kαs, which happens to be a variety
too (that cannot be axiomatized by a finite schema of equations for α > 2 unless K = PA
and α ≥ ω). The standard reference for all the classes of algebras mentioned previously
is [16]. We recall the concrete verions of such algebras. Let τ : α→ α and X ⊆ αU, then
SτX = {s ∈
αU : s ◦ τ ∈ X}.
For i, j ∈ α, [i|j] is the replacement on α that sends i to j and is the identity map on
α ∼ {i} while [i, j] is the transposition on α that interchanges i and j.
• A diagonal free cylindric set algebra of dimension α is an algebra of the form
〈B(αU),Ci〉i,j<α.
• A quasi-polyadic set algebra of dimension α is an algebra of the form
〈B(αU),Ci,S[i|j],S[i,j]〉i,j<α.
• A quasi-polyadic equality set algebra is an algebra of the form
〈B(αU),Ci,S[i|j],S[i,j],Dij〉i,j<α.
• A polyadic set algebra of dimension α is an algebra of the form
〈B(αU),Ci,Sτ 〉τ :α→α.
• A polyadic equality set algebra of dimension α is an algebra of the form
〈B(αU),Ci,Sτ 〉τ :α→α,i,j<α
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class extra non-Boolean operators
Dfα ci : i < α
Scα ci, s
j
i : i, j < α
CAα ci, dij : i, j < α
PAα ci, sτ : i < n, τ ∈
αα
PEAα ci, dij , sτ : i, j < n, τ ∈
αα
QAα ci, s
j
i , s[i,j] : i, j < α
QEAα ci, dij , s
j
i , s[i,j] : i, j < α
Figure 1: Non-Boolean operators for the classes
Let α be an ordinal. For any such abstract class of algebras Kα in the above table,
RKα is defined to be the subdirect product of set algebras of dimension α. A cartesian
square of dimension α is a set of the form αU (U some non-empty set); these appear
as top elements of Csαs. We let Gsα denote the class of generalized set algebras of
dimension n; A ∈ Gsα ⇐⇒ A has top element a disjoint union of cartesian squares of
dimension α and the cylindric operations are defined like in set algebras. It is known
that RCAα = IGsα. For α < ω, PAα(PEAα) is definitionally equivalent to QAα(QEAα)
which is is no longer the case for infinite α where the deviation is largely significant.
For example a countable QAω has a countable signature, while a countable PAω has an
uncountable signature having the same cardinality as (substitutions in) ωω. The class of
completely representable Kαs (K any of the above classes) is denoted by CRKα. We recall
the definition for CAs of finite dimension. The rest of the cases are defined similarly.
Definition 2.3. Let n < ω. Then A ∈ CAn is completely representable, if there exists
B ∈ Gsn and an isomorphism f : A → B such for all X ⊆ A, f(
∏
X) =
⋂
x∈X f(x)
whenever
∏
X exists.
If A is an atomic CAn, then an isomorphism f : A → B, where B ∈ Gsn has top
element V , is atomic, if
⋃
a∈AtA f(a) = V . It can be easily shown that f is a complete
representation of A ⇐⇒ A is atomic and f is an atomic representation. Considering
polyadic algebras, we will encounter PEAα and PAα, α an infinite ordinal (having all
substitutions and infinitary cylindrifications) only once in Theorem ??. We deal mostly
with QAs and QEAs. For a BAO, A say, for any ordinal α, RdcaA denotes the cylindric
reduct of A if it has one, RdscA denotes the Sc reduct of A if it has one, andRddfA denotes
the reduct of A obtained by discarding all the operations except for cylindrifications. If
A is any of the above classes, it is always the case that RddfA ∈ Dfα. If A ∈ CAα,
then RdscA ∈ Scα, and if A ∈ QEAα then RdcaA ∈ CAα. Roughly speaking for an
ordinal α, CAαs are not expansions of Scαs, but they are definitionally equivalent to
expansions of Scα, because the s
j
i s are term definable in CAαs by s
j
i (x) = ci(x · −dij)
(i, j < α). This operation reflects algebraically the subsititution of the variable vj for
vi in a formula such that the substitution is free; this can be always done by reindexing
bounded variables. In such situation, we say that Scs are generalized reducts of CAs.
However, CAαs and QAα are (real )reducts of QEAs, (in the universal algebraic sense)
simply obtained by discarding the operations in their signature not in the signature of
their common expansion QEAα. We give a finite approximate equational axiomatization
of the concrete algebras defined above, which are the prime source of inspiration for these
axiomatizations introduced to capture representability. However, like for CAs, this works
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only for certain special cases like the locally finite algebras, but does not generalize much
further, cf Proposition 2.6.
Definition 2.4. Let α be an ordinal. We say that a variety V is a variety between Dfα
and QEAα if the signature of V expands that of Dfα and is contained in the signature
of QEAα. Furthermore, any equation formulated in the signature of Dfα that holds in V
also holds in Scα and all equations that hold in V holds in QEAα.
Proper examples include Sc, CAα and QAα (meaning strictly between). Analogously
we can define varieties between Scα and CAα or QAα and QEAα, and more generally
between a class K of BAOs and a generalized reduct of it. Notions like neat reducts
generalize verbatim to such algebras, namely, to Dfs and QEAs, and in any variety in
between. This stems from the observation that for any pair of ordinals α < β, A ∈ QEAβ
and any non-Boolean exra operation in the signature of QEAβ, f say, if x ∈ A and
∆x ⊆ α, then ∆(f(x)) ⊆ α. Here ∆x = {i ∈ β : cix 6= x} is referred as the dimension
set of x; it reflects algebraically the essentially free variables occuring in a formula φ. A
variable is essentially free in a formula Ψ ⇐⇒ it is free in every formula equivalent to
Ψ.2 Therefore given a variety V between Scβ and QEAβ, if B ∈ V then the algebra NrαB
having universe {x ∈ B : ∆x ⊆ α} is closed under all operations in the signature of V.
Definition 2.5. Let 2 < n < ω. For a variety V between Dfn and QEAn, a V set algebra is
a subalgebra of an algebra, having the same signature as V, of the form 〈B(nU), fUi ), say,
where fUi is identical to the interpretation of fi in the class of quasipolyadic equality set
algebras. Let A be an algebra having the same signature of V; then A is a representable
V algebra, or simply representable ⇐⇒ A is isomorphic to a subdirect product of V set
algebras. We write RV for the class of representable V algebras
It can be proved that the class RV, as defined above, is also closed under H, so that
it is a variety. This can be proved using the same argument to show that RCAn is a
variety, cf. Corollary [16, 3.1.77]. Take A ∈ RV, an ideal J of A, then show that A/J is
in RV. Ideals in BAOs are defined as follows. We consider only BAOs with extra unary
non-Boolean operators to simplify notation. If A is a BAO, then J ⊆ A is an ideal in
J if is a Boolean ideal and for any extra non-Boolean operator f , say, in the signature
of BAO, and x ∈ A, f(x) ∈ A; the quotient algebra A/J is defined the usual way since
ideals defined in this way correspond to congruence relations defined on A.
Proposition 2.6. Let 2 < n < ω. Let V be a variety between Dfn and QEAn. Then RV
is not a finitely axiomatizable variety.
Proof. In [?] a sequence 〈Ai : i ∈ ω〉 of algebras is constructed such that Ai ∈ QEAn
and RddfAn /∈ RDfn, but Πi∈ωAi/F ∈ RQEAn for any non principal ultrafilter on ω.
An appilcation of Los’ Theorem, taking the ultraproduct of V reduct of the Ais, finishes
the proof. In more detail, let RdV denote restricting the signature to that of V. Then
RdVAi /∈ RV and RdVΠi∈I(Ai/F ) ∈ RV.
The last result generalizes to infinite dimensions replacing finite axiomatization by
axiomatized by a finite schema [16, 24]. We consider relation algebras as algebras of the
form R = 〈R,+, ·,−, 1′,⌣, ; , 〉, where 〈R,+, ·,−〉 is a Boolean algebra 1′ ∈ R, ⌣ is a
2It can well happen that a variable is free in formula that is equivalent to another formula in which
this same variable is not free.
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unary operation and ; is a binary operation. A relation algebra is representable ⇐⇒
it is isomorphic to a subalgebra of the form 〈℘(X),∪,∩,∼,⌣, ◦, Id〉, where X is an
equivalence relation, 1′ is interpreted as the identity relation, ⌣ is the operation of
forming converses, and; is interpreted as composition of relations. Following standard
notation, (R)RA denotes the class of (representable) relation algebras. The class RA is
a discriminator variety that is finitely axiomatizable, cf. [20, Definition 3.8, Theorems
3.19]. We let CRRA and LRRA, denote the classes of completely representable RAs,
and its elementary closure, namely, the class of RAs satisfying the Lyndon conditions
as defined in [20, §11.3.2], respectively. Complete representability of RAs is defined like
the CA case. All of the above classes of algebras are instances of BAOs. The action
of the non–Boolean operators in a completely additive (where operators distribute over
arbitrary joins componentwise) atomic BAO, is determined by their behavior over the
atoms, and this in turn is encoded by the atom structure of the algebra.
Definition 2.7. (Atom Structure) Let A = 〈A,+,−, 0, 1,Ωi : i ∈ I〉 be an atomic BAO
with non–Boolean operators Ωi : i ∈ I. Let the rank of Ωi be ρi. The atom structure
AtA of A is a relational structure
〈AtA, RΩi : i ∈ I〉
where AtA is the set of atoms of A and RΩi is a (ρ(i) + 1)-ary relation over AtA defined
by
RΩi(a0, · · · , aρ(i))⇐⇒ Ωi(a1, · · · , aρ(i)) ≥ a0.
Definition 2.8. (Complex algebra) Conversely, if we are given an arbitrary first order
structure S = 〈S, ri : i ∈ I〉 where ri is a (ρ(i) + 1)-ary relation over S, called an atom
structure, we can define its complex algebra
Cm(S) = 〈℘(S),∪, \, φ, S,Ωi〉i∈I ,
where ℘(S) is the power set of S, and Ωi is the ρ(i)-ary operator defined by
Ωi(X1, · · · ,Xρ(i)) = {s ∈ S : ∃s1 ∈ X1 · · · ∃sρ(i) ∈ Xρ(i), ri(s, s1, · · · , sρ(i))},
for each X1, · · · ,Xρ(i) ∈ ℘(S).
It is easy to check that, up to isomorphism, At(Cm(S)) ∼= S alway. If A is finite then
of course A ∼= Cm(AtA). An atom structure will be denoted by At. An atom structure
At has the signature of a class K of BAOs, if CmAt ∈ K.
We define the notion of clique guarded semantics.
Definition 2.9. Let 2 < n ≤ m < ω. Let M be the base of a relativized representation
of A ∈ CAn witnessed by an injective homomorphism f : A → ℘(V ), where V ⊆
nM
and
⋃
s∈V rng(s) = M. We write M |= a(s) for s ∈ f(a). Let L(A)
m be the first order
signature using m variables and one n–ary relation symbol for each element in A. Let
L(A)m∞,ω be the infinitary extension of L(A)
m allowing infinite conjunctions. Then an
n–clique is a set C ⊆ M such (a1, . . . , an) ∈ V = 1
M for distinct a1, . . . , an ∈ C.
Let Cm(M) = {s ∈ mM : rng(s) is an n–clique}. Cm(M) is called the n–Gaifman hy-
pergraph of M, with the n–hyperedge relation 1M.
The clique guarded semantics |=c are defined inductively. For atomic formulas and
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Boolean connectives they are defined like the classical case and for existential quanti-
fiers (cylindrifiers) they are defined as follows: for s¯ ∈ mM, i < m, M, s¯ |=c ∃xiφ ⇐⇒
there is a t¯ ∈ Cm(M), t¯ ≡i s¯ such that M, t¯ |= φ.
(1) We say that M is an m–square representation of A, if for all s¯ ∈ Cm(M), a ∈
A, i < n, and injective map l : n → m, whenever M |= cia(sl(0), . . . , sl(n−1)), then
there is a t¯ ∈ Cm(M) with t¯ ≡i s¯, and M |= a(tl(0), . . . , tl(n−1)). M is a complete m–
square representation of A via f , or simply a complete representation of A if f(
∑
X) =⋃
x∈X f(x), for all X ⊆ A for which
∑
X exists. (Like in the classical case this is
equivalent to that A is atomic and that f is atomic in the sense that
⋃
x∈AtA f(x) = 1
M).
(2) We say that M is an (infinitary) m–flat representation of A if it is m–square
and for all φ ∈ (L(A)m∞,ω)L(A)
m, for all s¯ ∈ Cm(M), for all distinct i, j < m, M |=c
[∃xi∃xjφ←→ ∃xj∃xiφ](s¯). Complete representability is defined like for squareness.
For sequences f, g having the same domain an ordinal α say, and i ∈ domf , we write
f ≡i g ⇐⇒ f and g agree off of i, that is to say f(x) = g(x) for all x ∈ dom(f) ∼ {i}.
Definition 2.10. An n–dimensional atomic network on an atomic algebra A ∈ QEAn is
a map N : n∆→ AtA, where ∆ is a non–empty finite set of nodes, denoted by nodes(N),
satisfying the following consistency conditions for all i < j < n:
(i) If x¯ ∈ nnodes(N) then N(x¯) ≤ dij ⇐⇒ x¯i = x¯j,
(ii) If x¯, y¯ ∈ nnodes(N), i < n and x¯ ≡i y¯, then N(x¯) ≤ ciN(y¯),
(iii) (Symmetry): if x¯ ∈ nnodes(N), then s[i,j]N(x¯) = N(x¯ ◦ [i, j]).
If A ∈ CAn, then an A network is a map defined like above satisfying only (i) and (ii).
If A ∈ QAn, then an A network satisfies (ii) and (iii) together with the condition that if
x¯ ∈ nnodes(N), then s[i|j]N(x¯) = N(x¯ ◦ [i|j]) (instead of (i)). Finally, if A ∈ Scn than an
A network satisfies the last condition together with (ii).
Definition 2.11. 1. Assume that m,k ≤ ω. The atomic game Gmk (AtA), or simply
Gmk , is the game played on atomic networks of A using m nodes, each node only
once, so that any node being used is not alllowed to be reused; and having k rounds
[22, Definition 3.3.2], where ∀ is offered only one move, namely, a cylindrifier move:
Suppose that we are at round t > 0. Then ∀ picks a previously played network
Nt (nodes(Nt) ⊆ m), i < n, a ∈ AtA, x ∈
nnodes(Nt), such that Nt(x¯) ≤ cia. For
her response, ∃ has to deliver a network M such that nodes(M) ⊆ m, M ≡i N ,
and there is y¯ ∈ nnodes(M) that satisfies y¯ ≡i x¯ and M(y¯) = a, cf. [20, Definition
12.5(2)] for the notation M ≡i N .
2. We write Gk(AtA), or simply Gk, for G
m
k (AtA) if m ≥ ω.
3. The ω–rounded game Gm(AtA) or simply Gm is like the game Gmω (AtA) except
that ∀ has the option to reuse the m nodes in play.
For BAOs, A and B say, having the same signature, we say that A is dense in B if
A ⊆ B and for all non–zero b ∈ B, there is a non–zero a ∈ A such that a ≤ b. An atom
structure will be denoted by At. An atom structure At has the signature of CAα, α an
ordinal, if CmAt has the signature of CAα.
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Definition 2.12. Let V be a completely additive variety of BAOs. Then V is atom–
canonical if whenever A ∈ V and A is atomic, then CmAtA ∈ V. The Dedekind-MacNeille
completion of A ∈ V, is the unique (up to isomorphisms that fix A pointwise) complete
B such that A ⊆ B and A is dense in B.
We also need the notion of m–dimensional hyperbasis for cylindric algebras. Hyper-
netyworks and hyperbasis are defined for relation algebras by Hirsch and Hodkinson [20,
Definitions, 12.1, 12.11]. This hyperbasis is made up of m–dimensional hypernetworks.
An m–dimensional hypernetwork on the atomic algebra A is an n–dimensional network
N (which is a basic matrix), with nodes(N) ⊆ m, endowed with a set of labels Λ for
hyperedges of length ≤ m, not equal to n (the dimension), such that Λ ∩ AtA = ∅. We
call a label in Λ a non-atomic label. Like in networks, n–hyperedges are labelled by
atoms. In addition to the consistency properties for networks, an m–dimensional hy-
pernetwork should satisfy the following additional consistency rule involving non–atomic
labels: If x¯, y¯ ∈ ≤mm, |x¯| = |y¯| 6= n and ∃z¯, such that ∀i < |x¯|, N(xi, yi, z¯) ≤ d01, then
N(x¯) = N(y¯) ∈ Λ.
Definition 2.13. Let 2 < n < m < ω and A ∈ CAn be atomic.
(1) An m–dimensional basis B for A consists of a set of n–dimensional networks
(basic matrices) whose nodes ⊆ m, satisfying the following properties:
• For all a ∈ AtA, there is an N ∈ B such that N(0, 1, . . . , n− 1) = a,
• The cylindrifier property: For all N ∈ B, all i < n, all x¯ ∈ nnodes(N)(⊆ nm), all
a ∈ AtA, such that N(x¯) ≤ cia, there exists M ∈ B, M ≡i N , y¯ ∈
nnodes(M) such
that y¯ ≡i x¯ and M(y¯) = a.
(2) An m–dimensional hyperbasis H consists of m–dimensional hypernetworks, sat-
isfying the above two conditions reformulated the obvious way for hypernetworks, in
addition, H has an amalgamation property for overlapping hypernertworks; this prop-
erty corresponds to commutativity of cylindrifiers:
For all M,N ∈ H and x, y < m, with M ≡xy N , there is L ∈ H such that M ≡x
L ≡y N . Here M ≡S N , means that M and N agree off of S [20, Definition 12.11].
Theorem 2.14. Let 2 < n < m < ω. Assume that A ∈ CAn. Then A has a complete
m-square representation ⇐⇒ ∃ has a winning strategy in the ω rounde atomic game
Gmω (AtA) using m nodes.
Proof. Assume that A is an atomic CAn having a complete m–square representation. We
will show that ∃ has a winning strategy in Gmω . As before, let M be a complete m–square
representation of A. One constructs the m–dimensional dilation D using Ln∞,ω formulas
from a complete m–square representation exactly like in the proof of lemma 2.16. The
neat embedding map θ : A → D is the same, defined via r 7→ r(x¯)M. Here the m–neat
reduct of D is defined like the CA case, even though the dilation D may not be a CAm for
we do not necessarily have commutativity of cylindrifiers, because there is no guarantee
that M is m–flat. As before θ is an injective homomorphism into NrnD, and D is atomic.
For each a¯ ∈ 1D, define [20, Definition 13.22] a labelled hypergraph Na¯ with nodes m,
and Na¯(x¯) when |x¯| = n, is the unique atom of A containing the tuple of length m > n,
(ax0 , . . . , ax1 , . . . , axn−1 , ax0 . . . , . . . ax0). It is clear that if s ∈ 1
D and i, j < m, then
s ◦ [i|j] ∈ 1D.
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Hence the above definition is sound. Indeed, if Ψ : m → m is defined by Ψ(1) =
x1, . . . , Ψ(n−2) = xn−2, and Ψ(i) = x0 for i ∈ m ∼ {1, . . . , n−2}, then Ψ is not injective,
hence it is a composition of replacements, so a¯◦Ψ = (ax0 , . . . , ax1 , . . . , axn−1 , ax0 . . . . . . ax0) ∈
1D. It is also easy to see, since A ⊆ NrnD, that if a¯ = (a0, . . . , am−1) ∈ 1
D, i0, . . . , in−1 <
m and b¯ ∈ 1D is such that b¯ ↾ n ⊆ a¯, then for all atoms r ∈ A, b¯ ∈ r ⇐⇒ r =
Na¯(i0, . . . , in−1). Furthermore, [20, Lemma 13.24] Na¯ is a network. Let H be the sym-
metric closure of {Na : a¯ ∈ 1
M}, that is {Nθ : θ : m → m,N ∈ H}. Then H is an
m–dimensional basis [20, Lemma 13.26] as defined in the proof of lemma ??. Recall that
H ‘eliminates cylindrifiers’ in the following sense: For all a ∈ AtA, i < n and N ∈ H, for
all x¯ ∈ nnodes(N), whenever N(x¯) ≤ cia, then there is an M ∈ H, with M ≡i N , and
y¯ ∈ nnodes(M), such that y¯ ≡i x¯ and M(y¯) = a. Now ∃ can win G
m
ω by always playing
a subnetwork of a network in the constructed H. In round 0, when ∀ plays the atom
a ∈ A, ∃ chooses N ∈ H with N(0, 1, . . . , n − 1) = a and plays N ↾ n. In round t > 0,
inductively if the current network is Nt−1 ⊆ M ∈ H, then no matter how ∀ defines N ,
we have N ⊆ M and |N | < m, so there is z < m, with z /∈ nodes(N). Assume that
∀ picks x0, . . . , xn−1 ∈ nodes(N), a ∈ AtA and i < n such that N(x0, . . . , xn−1) ≤ cia,
so M(x0, . . . xn−1) ≤ cia, and hence (by the properties of H), there is M
′ ∈ H with
M ′ ≡i M and M
′(x0, . . . , z, . . . , xn−1) = a, with z in the ith place. Now ∃ responds with
the restriction of M ′ to nodes(N) ∪ {z}.
Definition 2.15. Let m be a finite ordinal > 0. An s word is a finite string of substitu-
tions (sji ) (i, j < m), a c word is a finite string of cylindrifications (ci), i < m; an sc word
w, is a finite string of both, namely, of substitutions and cylindrifications. An sc word
induces a partial map wˆ : m→ m:
• ǫˆ = Id,
• ŵij = wˆ ◦ [i|j],
• ŵci = wˆ ↾ (mr {i}).
If a¯ ∈ <m−1m, we write sa¯, or sa0...ak−1 , where k = |a¯|, for an arbitrary chosen sc word w
such that wˆ = a¯. Such a w exists by [20, Definition 5.23 Lemma 13.29].
The proof of the following lemma can be distilled from its RA analogue [20, Theorem
13.20], by reformulating deep concepts originally introduced by Hirsch and Hodkinson for
RAs in the CA context, involving the notions of hypernetworks and hyperbasis. This can
(and will) be done. In the coming proof, we highlight the main ideas needed to perform
such a transfer from RAs to CAs [20, Definitions 12.1, 12.9, 12.10, 12.25, Propositions
12.25, 12.27]. In all cases, the m–dimensional dilation stipulated in the statement of the
theorem, will have top element Cm(M), where M is the m–relativized representation of
the given algebra, and the operations of the dilation are induced by the n-clique–guarded
semantics. For a class K of BAOs, K ∩At denotes the class of atomic algebras in K.
A set V (⊆ nU) is diagonizable if s ∈ V =⇒ s ◦ [i|j] ∈ V . We write Sc for
the operation of forming complete subalgebras. That is to say, for a class K of BAOs,
B ∈ ScK ⇐⇒ there is an A ∈ K such that A ⊆ B and for all X ⊆ A, if
∑AX = 1, then∑BX = 1. For two BAOs, A and B having the same signature, we write A ⊆c B, if A
is a complete subalgebra of B.
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Lemma 2.16. [20, Theorems 13.45, 13.36]. Assume that 2 < n < m < ω and let A be a
BAO having the same signature as CAn and satisfying all the CAn axioms except possibly
for comutativity of cylindrifications.
1. Then A ∈ SNrnCAm ⇐⇒ A has an infinitary m–flat representation ⇐⇒ A has
an m–flat representation. Furthermore, if A is atomic, then A has a complete infinitary
m–flat representation ⇐⇒ A ∈ ScNrn(CAm ∩At).
2. We can replace infinitary m-flat and CAm by m-square and Dm, respectively, where
Dm are set algebras having a diagonizable top element V with operations defined like Csm
restricted to V .
Proof. We give a sketchy outline. We start from representations to dilations. LetM be an
m–flat representation of A. For φ ∈ L(A)m, let φM = {a¯ ∈ Cm(M) : M |=c φ(a¯)}, where
Cm(M) is the n–Gaifman hypergraph. Let D be the algebra with universe {φM : φ ∈
L(A)m} and with cylindric operations induced by the n-clique–guarded (flat) semantics.
For r ∈ A, and x¯ ∈ Cm(M), we identify r with the formula it defines in L(A)m, and we
write r(x¯)M ⇐⇒ M, x¯ |=c r. Then D is a set algebra with domain ℘(C
m(M)) and with
unit 1D = Cm(M). Since M is m–flat, then cylindrifiers in D commute, and so D ∈ CAm.
Now define θ : A → D, via r 7→ r(x¯)M. Then exactly like in the proof of [20, Theorem
13.20], θ is an injective neat embedding, that is to say, θ(A) ⊆ NrnD. The relativized
model M itself might not be infinitary m–flat, but one can build an infinitary m–flat
representation of A, whose base M is an ω–saturated model of the consistent first order
theory, stipulating the existence of an m–flat representation, cf. [20, Proposition 13.17,
Theorem 13.46 items (6) and (7)].
The inverse implication from dilations to representations harder. One constructs from
the given m–dilation, an m–dimensional hyperbasis (that can be defined similarly to the
RA case, cf. [20, Definition 12.11]) from which the requiredm-relativized representation is
built. This can be done in a step–by step manner treating the hyperbasis as a ‘saturated
set of mosaics’, cf. [20, Proposition 13.37].. We show how an m–dimensional hyperbasis
for the canonical extension of A ∈ CAn is obtained from anm–dilation of A [20, Definition
13.22, lemmata 13.33-34-35, Proposition 36]. Suppose that A ⊆ NrnD for someD ∈ CAm.
Then A+ ⊆c NrmD
+ and D+ is atomic. We show that D+ has an m–dimensional
hyperbasis. First, it is not hard to see that for every n ≤ l ≤ m, NrlD
+ is atomic.
The set of non–atomic labels Λ is the set
⋃
k<m−1 AtNrkD
+. For each atom a of D+,
define a labelled hypergraph Na as follows. Let b¯ ∈
≤mm. Then if |b¯| = n, so that b¯
has to get a label that is an atom of D+, one sets Na(b¯) to be the unique r ∈ AtD
+
such that a ≤ sb¯r; notation here is given in definition 4.4. If n 6= |b¯| < m − 1, Na(b¯)
is the unique atom r ∈ Nr|b|D
+ such that a ≤ sb¯r. Since Nr|b|D
+ is atomic, this is well
defined. Note that this label may be a non–atomic one; it might not be an atom of
D+. But by definition it is a permitted label. Now fix λ ∈ Λ. The rest of the labelling
is defined by Na(b¯) = λ. Then Na as an m–dimensional hypernetwork, for each such
chosen a, and {Na : a ∈ AtD
+} is the required m–dimensional hyperbasis. The rest
of the proof consists of a fairly straightforward adaptation of the proof [20, Proposition
13.37], replacing edges by n–hyperedges.
For results on complete m–flat representations, one works in Lm∞,ω instead of first
order logic. With D formed like above from (the complete m–flat representation) M,
using L(A)m∞,ω instead of Ln, let φ
M be a non–zero element in D. Choose a¯ ∈ φM, and
let τ =
∧
{ψ ∈ L(A)m∞,ω : M |=c ψ(a¯)}. Then τ ∈ L(A)
m
∞,ω, and τ
M is an atom below φM.
The rest is entirely analogous, cf. [20, p.411].
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3 Atom-canonicity
Here we review and elaborate on the construction in [4] as an instance of first instance of
a blow up and blur construction. We will construct cylindric agebras from atomic relation
algebras that posses cylindric basis. A cylindric basis is a ‘saturated’ set of matrices.
Definition 3.1. Let R be an atomic relation algebra. An n–dimensional basic matrix,
or simply a matrix on R, is a map f : 2n→ AtR satsfying the following two consistency
conditions f(x, x) ≤ Id and f(x, y) ≤ f(x, z); f(z, y) for all x, y, z < n. For any f, g
basic matrices and x, y < m we write f ≡xy g if for all w, z ∈ m \ {x, y} we have
f(w, z) = g(w, z). We may write f ≡x g instead of f ≡xx g.
Definition 3.2. An n–dimensional cylindric basis for an atomic relation algebra R is a
set M of n–dimensional matrices on R with the following properties:
• If a, b, c ∈ AtR and a ≤ b; c, then there is an f ∈ M with f(0, 1) = a, f(0, 2) = b
and f(2, 1) = c
• For all f, g ∈ M and x, y < n, with f ≡xy g, there is h ∈M such that f ≡x h ≡y g.
For the next lemma, we refer the reader to [20, Definition 12.11] for the definition of
of hyperbasis for relation algebras as well as to [20, Chapter 13, Definitions 13.4, 13.6]
for the notions of n–flat and n–square representations for relation algebras (n > 2) to be
generalized below to cylindric algebras. For a Boolean algebra with operators A, say, A+
denotes its canonical extension.
Lemma 3.3. Let R be a relation algebra and 3 < n < ω. Then the following hold:
1. R+ has an n–dimensional infinite basis ⇐⇒ R has an infinite n–square repre-
sentation.
2. R+ has an n–dimensional infinite hyperbasis ⇐⇒ R has an infinite n–flat rep-
resentation.
Proof. [20, Theorem 13.46, the equivalence (1) ⇐⇒ (5) for basis, and the equivalence
(7) ⇐⇒ (11) for hyperbasis].
One can construct a CAn in a natural way from an atomic relation algebra possessing
an n–dimensional cylindric basis which can be viewed as an atom structure of a CAn
(like in [20, Definition 12.17] addressing hyperbasis). For an atomic relation algebra R
and l > 3, we denote by Matn(AtR) the set of all n–dimensional basic matrices on R.
Matn(AtR) is not always an n–dimensional cylindric basis, but sometimes it is, as will be
the case described next. The following definition to be used in the sequel is taken from
[4]:
Definition 3.4. [4, Definition 3.1] Let R be a relation algebra, with non–identity atoms
I and 2 < n < ω. Assume that J ⊆ ℘(I) and E ⊆ 3ω.
1. We say that (J,E) is an n–blur for R, if J is a complex n–blur defined as follows:
(1) Each element of J is non–empty,
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(2)
⋃
J = I,
(3) (∀P ∈ I)(∀W ∈ J)(I ⊆ P ;W ),
(4) (∀V1, . . . Vn,W2, . . . Wn ∈ J)(∃T ∈ J)(∀2 ≤ i ≤ n)safe(Vi,Wi, T ), that is there
is for v ∈ Vi, w ∈Wi and t ∈ T , we have v;w ≤ t,
(5) (∀P2, . . . Pn, Q2, . . . Qn ∈ I)(∀W ∈ J)W ∩ P2;Qn ∩ . . . Pn;Qn 6= ∅.
and the tenary relation E is an index blur defined as in item (ii) of [4, Definition
3.1].
2. We say that (J,E) is a strong n–blur, if it (J,E) is an n–blur, such that the complex
n–blur satisfies:
(∀V1, . . . Vn,W2, . . . Wn ∈ J)(∀T ∈ J)(∀2 ≤ i ≤ n)safe(Vi,Wi, T ).
Definition 3.5. A CAn atom structure At is weakly representable if there is an atomic
A ∈ RCAn such that At = AtA; it is strongly representable if CmAt ∈ RCAn. The same
notions apply to RAs and any class between Dfn and QEAn.
These two notions are distinct, cf. [25], [4], the following Example 3.6 and Theorem
4.7.
Example 3.6. We give an example taken from [4] of a blowing up and blurring a fi-
nite relation algebra R such getting R such that that AtR is weakly but not strongly
representable. Furthermore R has an n dimensional cylindric basis, and Matn(AtR) is
a weakly but not strongly representable CAn atom structure. This example is taken
from [4]. Our exposition of the construction in [4] will be addressing an (abstract) finite
relation algebra R having an l–blur in the sense of definition [4, Definition 3.1], with
3 ≤ l ≤ k < ω and k depending on l. Occasionally we use the concrete Maddux algebra
Ek(2, 3) to make certain concepts more tangible. Here k is the number of non-identity
atoms is concrete example of R. In this algebra a triple (a, b, c) of non–identity atoms is
consistent ⇐⇒ |{a, b, c}| 6= 1, i.e only monochromatic triangles are forbidden.
We use the notation in [4]. Let 2 < n ≤ l < ω. One starts with a finite relation
algebra R that has only representations, if any, on finite sets (bases), having an l–
blur (J,E) as in [4, Definition 3.1] recalled in definition 3.4. After blowing up and
bluring R, by splitting each of its atoms into infinitely many, one gets an infinite atomic
representable relation algebra Bb(R, J, E) [4, p.73], whose atom structure At is weakly
but not strongly representable. The atom structure At is not strongly representable,
because R is not blurred in CmAt. The finite relation algebra R embeds into CmAt,
so that a representation of CmAt, necessarily on an infinite base, induces one of R on
the same base, which is impossible. The representability of Bb(R, J, E) depend on the
properties of the l–blur, which blurs R in Bb(R, J, E). The set of blurs here, namely,
J is finite. In the case of Ek(2, 3) used in [4], the set of blurs is the set of all subsets of
non–identity atoms having the same size l < ω, where k = f(l) ≥ l for some recursive
function f from ω → ω, so that k depends recursively on l.
One (but not the only) way to define the index blur E ⊆ 3ω is as follows [38, Theorem
3.1.1]: E(i, j, k) ⇐⇒ (∃p, q, r)({p, q, r} = {i, j, k} and r − q = q − p. This is a concrete
instance of an index blur as defined in [4, Definition 3.1(iii)] (recalled in definition 3.4
above), but defined uniformly, it does not depends on the blurs. The underlying set of
At, the atom structure of Bb(R, J, E) is the following set consisting of triplets: At =
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{(i, P,W ) : i ∈ ω,P ∈ AtR ∼ {Id},W ∈ J} ∪ {Id}. When R = Ek(2, 3) (some finite
k > 0), composition is defined by singling out the following (together with their Peircian
transforms), as the consistent triples: (a, b, c) is consistent ⇐⇒ one of a, b, c is Id and
the other two are equal, or if a = (i, P, S), b = (j,Q,Z), c = (k,R,W )
S ∩ Z ∩W 6= ∅ =⇒ E(i, j, k)&|{P,Q,R}| 6= 1.
(We are avoiding mononchromatic triangles). That is if for W ∈ J , EW = {(i, P,W ) :
i ∈ ω,P ∈W}, then
(i, P, S); (j,Q,Z) =
⋃
{EW : S ∩ Z ∩W = ∅}
⋃
{(k,R,W ) : E(i, j, k), |{P,Q,R}| 6= 1}.
More generally, for the R as postulated in the hypothesis, composition in At is
defined as follow. First the index blur E can be taken to be like above. Now the triple
((i, P, S), (j,Q,Z), (k,R,W )) in which no two entries are equal, is consistent if either
S,Z,W are safe, briefly safe(S,Z,W ), witness item (4) in definition 3.4 (which vacuously
hold if S ∩ Z ∩W = ∅), or E(i, j, k) and P ;Q ≤ R in R. This generalizes the above
definition of composition, because in Ek(2, 3), the triple of non–identity atoms (P,Q,R)
is consistent ⇐⇒ they do not have the same colour ⇐⇒ |{P,Q,R}| 6= 1. Having
specified its atom structure, its timely to specfiy the relation algebra Bb(R, J, E) ⊆
CmAt. The relation algebra Bb(R, J, E) is TmAt (the term algebra). Its universe is the
set {X ⊆ H ∪ {Id} : X ∩ EW ∈ Cof(EW ), for all W ∈ J}, where Cof(EW ) denotes the
set of co–finite subsets of EW , that is subsets of EW whose complement is infinite, with
EW as defined above. The relation algebra operations lifted from At the usual way. The
algebra Bb(R, J, E) is proved to be representable [4] as shown next.. For brevity, denote
Bb(R, J, E) by R, and its domain by R. For a ∈ At, and W ∈ J, set Ua = {X ∈ R :
a ∈ X} and UW = {X ∈ R : |X ∩ EW | ≥ ω}. Then the principal ultrafilters of R are
exactly Ua, a ∈ H and UW are non-principal ultrafilters for W ∈ J when EW is infinite.
Let J ′ = {W ∈ J : |EW | ≥ ω}, and let Uf = {Ua : a ∈ F} ∪ {UW : W ∈ J ′}. Uf is the
set of ultrafilters of R which is used as colours to represent R, cf. [4, pp. 75-77]. The
representation is built from coloured graphs whose edges are labelled by elements in Uf
in a fairly standard step–by–step construction.
Now we show why the Dedekind-MacNeille completion CmAt is not representable.
For P ∈ I, let HP = {(i, P,W ) : i ∈ ω,W ∈ J, P ∈ W}. Let P1 = {H
P : P ∈ I}
and P2 = {E
W : W ∈ J}. These are two partitions of At. The partition P2 was
used to represent, Bb(R, J, E), in the sense that the tenary relation corresponding to
composition was defined on At, in a such a way so that the singletons generate the
partition (EW : W ∈ J) up to “finite deviations.” The partition P1 will now be used to
show that Cm(Bb(R, J, E)) = Cm(At) is not representable. This follows by observing
that omposition restricted to P1 satisfies: H
P ;HQ =
⋃
{HZ : Z;P ≤ Q in R} which
means that R embeds into the complex algebra CmAt prohibiting its representability,
because R allows only representations having a finite base.
So far we have been dealing with relation algebras. The constructions lifts to higher
dimensions expressed in CAns, 2 < n < ω. Because (J,E) is an l–blur, then by [4,
Theorem 3.2 9(iii)], Atca = Matl(AtBb(R, J, E)), the set of l by l basic matrices on At
is an l–dimensional cylindric basis, giving an algebra Bl = Bbl(R, J, E) ∈ RCAl. Again
Atca is not strongly representable, for had it been then a representation of CmAtca,
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induces a representation of R on an infinite base, because RaCmAtca ⊇ CmAt ⊇ R, and
the representability of CmAtca induces one of RaCmAtca, necessarily having an infinite
base. For 2 < n ≤ l < ω, denote by Cl the non-representable Dedekind-MacNeille
completion of the algebra Bbl(R, J, E) ∈ RCAl, that is Cl = CmAt(Bbl(R, J, E)) =
CmMatl(At). If the l–blur happens to be strong, in the sense of definition 3.4 and
n ≤ m ≤ l, then we get by [4, item (3) pp.80], that Bbm(R, J, E) ∼= NrmBbl(R, J, E).
This is proved by defining an embedding h : RdmCl → Cm via x 7→ {M ↾ m : M ∈ x}
and showing that h ↾ NrmCl is an isomorphism onto Cm [4, p.80]. Surjectiveness uses
the condition (J5)l formulated in the second item of definition 3.4 of strong l-blurness.
Without this condition, that is if the l–blur (J,E) is not strong, then still Cm and Cl can
be defined because by definition (J,E) is an t–blur for all m ≤ t ≤ l, so Matt(At) is a
cylindric basis and for t < l Ct embeds into NrmCl using the same above map, but this
embedding might not be surjective.
The following Theorem summarizes the essence of construction in [4] given above
but neatly and methodically arranged and says some more new signifnificant facts. We
denote the relation algebra Bb(R, J, E) with atom structure At obtained by blowing up
and blurring R (with underlying set is denoted by At on [4, p.73]) by split(R, J, E)). By
the same token, we denote the algebra Bbl(R, J, E) as defined in [4, Top of p. 78] by
splitl(R, J, E). This switch of notation is motivated by the fact that we wish to emphasize
the role of splitting some (possibly all) atoms into infinitely subatoms during blowing up
and blurring a finite algebra. We adopt the same convention for all blow up and blur
constructions encountered in what follows.
Theorem 3.7. Let 2 < n ≤ l < m ≤ ω.
1. Let R be a finite relation algebra with an l–blur (J,E) where J is the l–complex
blur and E is the index blur.
(a) Let At be the relation algebra atom structure obtained by blowing up and blurring
R as specified above. Then the set of l by l–dimensional matrices Atca = Matl(At)
is an l–dimensional cylindric basis, that is a weakly representable atom structure
[4, Theorem 3.2]. The algebra splitl(R, J, E) with atom structure Atra is in RCAl.
Furthermore, R embeds into CmAt which embeds into RaCm(Atca).
(b) If (J,E) is a strong m–blur for R, then (J,E) is a strong l–blur for R. Fur-
thermore, splitl(R, J, E)
∼= Nrlsplitm(R, J, E) and for any l ≤ j ≤ m, split(R, J, E)
having atom structure At, is isomorphic to Ra(splitj(R, J, E)).
2. For every n < l, there is an R having a strong l–blur (J,E) but no infinite repre-
sentations (representations on an infinite base). Hence the atom structures defined
in (a) of the previous item (denoted by At and Atca) for this specific R are not
strongly representable.
3. Let m < ω. If R is a finite relation algebra having a strong l–blur, and no m–
dimensional hyperbasis, then l < m.
4. If n = l < m < ω and R is a finite relation algebra with an n blur (J,E) (not
necessarily strong) and no infinite m–dimensional hyperbasis, then the algebras
CmAt(split(R, J, E)) and CmAt(splitl(R, J, E)) are outside SRaCAm and SNrnCAm,
respectively, and the latter two varieties are not atom–canonical.
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Proof. [4, Lemmata 3.2, 4.2, 4.3]. We start by an outline of (a) of item (1). Let R be as
in the hypothesis. Let 3 < n ≤ l. We blow up and blur R. R is blown up by splitting
all of the atoms each to infinitely many defining an (infinite atoms) structure At. R is
blurred by using a finite set of blurs (or colours) J . The term algebra denoted in [4] by
split(R, J, E)) over At, is representable using the finite number of blurs. Such blurs are
basically non–principal ultrafilters; they are used as colours together with the principal
ultrafilters (the atoms) to represent comletely the canonical extension of split(R, J, E).
Because (J,E) is a complex set of l–blurs, this atom structure has an l–dimensional
cylindric basis, namely, Atca = Matl(At). The resulting l–dimensional cylindric term
algebra TmMatl(At), and an algebra C having atom structure Atca (denoted in [4] by
splitl(R, J, E)) such that TmMatl(At) ⊆ C ⊆ CmMatl(At) is shown to be representable.
We prove (b) of item (1): Assume that the m–blur (J,E) is strong, then by definition
(J,E) is a strong j blur for all n ≤ j ≤ m. Furthermore, by [4, item (3) pp. 80],
split(R, J, E) = Ra(splitj(R, J, E)) and splitj(R, J, E)
∼= Nrjsplitm(R, J, E).
(2): Like in [4, Lemma 5.1], one takes l ≥ 2n− 1, k ≥ (2n− 1)l, k ∈ ω. The Maddux
integral relation algebra Ek(2, 3) where k is the number of non-identity atoms is the
required R.
(3): Let (J,E) be the strong l–blur of R. Assume for contradiction that m ≤
l. Then we get by [4, item (3), p.80], that A = splitn(R, J, E)
∼= Nrnsplitl(R, J, E).
But the cylindric l–dimensional algebra splitl(R, J, E) is atomic, having atom structure
MatlAt(split(R, J, E)), so A has an atomic l–dilation. So A = NrnD where D ∈ CAl is
atomic. But R ⊆c RaNrnD ⊆c RaD. By [20, Theorem 13.45 (6) ⇐⇒ (9)], R has
a complete l–flat representation, thus it has a complete m–flat representation, because
m < l and l ∈ ω. This is a contradiction.
(4): Let B = splitn(R, J, E). Then, since (J,E) is an n blur, B ∈ RCAn. But
C = CmAtB /∈ SNrnCAm, because R /∈ SRaCAm, R embeds into split(R, J, E) which, in
turn, embeds into RaCmAtB. Similarly, split(R, J, E) ∈ RRA and Cm(Atsplit(R, J, E)) /∈
SRaCAm. Hence the alledged varieties are not atom–canonical.
4 Non-atom canonicity of any V between SNrαCAα+3 and
RCAα, for any ordinal α ≥ 3
In [4] a single blow up and blur construction was used to prove non-atom–canonicity of
RRA and RCAn for 2 < n < ω. To obtain finer results, we use two blow up and blur
constructions applied to rainbow algebras. To put things into a unified perspective, we
formulate a definition:
Definition 4.1. Let M be a variety of completely additive BAOs.
(1) Let A ∈ M be a finite algebra. We say that D ∈ M is obtained by blowing up
and blurring A if D is atomic, A does not embed in D, but A embeds into CmAtD.
(2) Assume that K ⊆ L ⊆M, such that SL = L.
(a) We say that K is not atom-canonical with respect to L if there exists an atomic
D ∈ K such that CmAtD /∈ L. In particular, K is not atom–canonical ⇐⇒ K not
atom-canoincal with respect to itself.
(b) We say that a finite algebra A ∈ M detects that K is not atom–canonical with
respect to L, if A /∈ L, and there is a(n atomic) D ∈ K obtained by blowing up and
blurring A.
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The most general exposition of CA rainbow constructions is given in [22, Section 6.2,
Definition 3.6.9] in the context of constructing atom structures from classes of models.
Our models are just coloured graphs [19]. Let G, R be two relational structures. Let
2 < n < ω. Then the colours used are:
• greens: gi (1 ≤ i ≤ n− 2), g
i
0, i ∈ G,
• whites : wi : i ≤ n− 2,
• reds: rij (i, j ∈ R),
• shades of yellow : yS : S a finite subset of B or S = B.
A coloured graph is a graph such that each of its edges is labelled by the colours in the
above first three items, greens, whites or reds, and some n−1 hyperedges are also labelled
by the shades of yellow. Certain coloured graphs will deserve special attention.
Definition 4.2. Let i ∈ G, and let M be a coloured graph consisting of n nodes
x0, . . . , xn−2, z. We call M an i - cone if M(x0, z) = g
i
0 and for every 1 ≤ j ≤ n − 2,
M(xj , z) = gj , and no other edge of M is coloured green. (x0, . . . , xn−2) is called the
base of the cone, z the apex of the cone and i the tint of the cone.
The rainbow algebra depending on G and R from the classK consisting of all coloured
graphs M such that:
1. M is a complete graph and M contains no triangles (called forbidden triples) of
the following types:
(g, g
′
, g∗), (gi, gi,wi) any 1 ≤ i ≤ n− 2, (1)
(gj0, g
k
0 ,w0) any j, k ∈ G, (2)
(rij , rj′k′ , ri∗k∗) unless i = i
∗, j = j′ and k′ = k∗ (3)
and no other triple of atoms is forbidden.
2. If a0, . . . , an−2 ∈ M are distinct, and no edge (ai, aj) i < j < n is coloured green,
then the sequence (a0, . . . , an−2) is coloured a unique shade of yellow. No other
(n− 1) tuples are coloured shades of yellow. Finally, if D = {d0, . . . , dn−2, δ} ⊆M
and M ↾ D is an i cone with apex δ, inducing the order d0, . . . , dn−2 on its base,
and the tuple (d0, . . . , dn−2) is coloured by a unique shade yS then i ∈ S.
Let G and R be relational structures as above. Take the set J consisting of all surjective
maps a : n→ ∆, where ∆ ∈ K and define an equivalence relation ∼ on this set relating
two such maps iff they essentially define the same graph [19]; the nodes are possibly
different but the graph structure is the same. Let At be the atom structure with under-
lying set J ∼. We denote the equivalence class of a by [a]. Then define, for i < j < n,
the accessibility relations corresponding to ijth–diagonal element, ith–cylindrifier, and
substitution operator corresponding to the transposition [i, j], as follows:
(1) [a] ∈ Eij iff a(i) = a(j),
(2) [a]Ti[b] iff a ↾ nr {i} = b ↾ nr {i},
(3) [a]S[i,j][b] iff a ◦ [i, j] = b.
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This, as easily checked, defines a QEAn atom structure. The complex QEAn over
this atom structure will be denoted by AG,R. The dimension of AG,R, always finite and
> 2, will be clear from context. For rainbow atom structures, there is a one to one
correspondence between atomic networks and coloured graphs [19, Lemma 30], so for
2 < n < m ≤ ω, we use the graph versions of the games Gmk , k ≤ ω, played on rainbow
atom structures of dimension m [19, pp.841–842]. We start by translating the atomic k
rounded game game Gmk where the number of nodes are limited to n to games on coloured
graphs [19, lemma 30].
Let C be a rainbow algebra. Let N be an atomic C network. Let x, y be two distinct
nodes occurring in the n tuple z¯. N(z¯) is an atom of C which defines an edge colour
of x, y. Using the fact that the dimension is at least 3, the edge colour depends only
on x and y not on the other elements of z¯ or the positions of x and y in z¯. Similarly
N defines shades of white for certain (n − 1) tuples. In this way N translates into a
coloured graph. This translation has an inverse. More precisely, letting CRG be the class
of coloured graphs in a rainbow signature, we have:
Let M ∈ CRG be arbitrary. Define NM whose nodes are those of M as follows. For
each a0, . . . , an−1 ∈M , define NM (a0, . . . , an−1) = [α] where α : n→M ↾ {a0, . . . , an−1}
is given by α(i) = ai for all i < n. Then, as easily checked, NM is an atomic C network.
Conversely, let N be any non empty atomic C networkDefine a complete coloured graph
MN whose nodes are the nodes of N as follows:
• For all distinct x, y ∈MN and edge colours η, MN (x, y) = η if and only if for some
z¯ ∈ nN , i, j < n, and atom [α], we have N(z¯) = [α], zi = x, zj = y and the edge
(α(i), α(j)) is coloured η in the graph α.
• For all x0, . . . , xn−2 ∈
n−1MN and all yellows yS , MN (x0, . . . , xn−2) = yS ⇐⇒ for
some z¯ in nN , i0, . . . , in−2 < n and some atom [α], we have N(z¯) = [α], zij = xj
for each j < n − 1 and the n − 1 tuple 〈α(i0), . . . , α(in−2)〉 is coloured yS. Then
MN is well defined and is in CRG.
The following is then, though tedious and long, easy to check: For any M ∈ CGR,
we have MNM = M , and for any C network N , NMN = N. This translation makes the
following equivalent formulation of the games Gmmk(AtC) originally defined on networks.
The new graph version of the game [19, p.27–29] builds a nested sequence M0 ⊆ M1 ⊆
Mi . . . , i < k (k the number of rounds ≤ ω) of coloured graphs such that nodes(Mi) ⊆ m.
∀ picks a graph M0 ∈ CRG with M0 ⊆ m and ∃ makes no response to this move. In a
subsequent round, let the last graph built be Mi (i < k). ∀ picks
• a graph Φ ∈ G with |Φ| = n,
• a single node t ∈ Φ,
• a coloured graph embedding θ : Φ r {t} → Mi. Let F = φ r {t}. Then ∃ must
respond by amalgamating Mi and Φ with the embedding θ. In other words, she
has to define a graph Mi+1 ∈ CRG and embeddings λ : Mi → Mi+1 µ : φ→Mi+1,
such that λ ◦ θ = µ ↾ F.
Summarizing we have:
Theorem 4.3. Let 2 < n < ω. Let k,m ≤ ω, and C be a rainbow CAn. Then ∃ has
a winning strategy in Gmk (AtC) ⇐⇒ ∃ has a winning strategy in the above k–rounded
graph game played on C where the size of graphs during the play is limited to m nodes.
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The typical winning strategy for ∀in the graph version of this game is bombarding ∃
with cones having a common base and green tints untill she runs out of (suitable) reds,
that is to say, reds whose indicies do not match [19, 4.3].
Definition 4.4. 1. Letm be a finite ordinal > 0. An s word is a finite string of substi-
tutions (sji ) (i, j < m), a c word is a finite string of cylindrifications (ci), i < m; an
sc word w, is a finite string of both, namely, of substitutions and cylindrifications.
An sc word induces a partial map wˆ : m→ m:
• ǫˆ = Id,
• ŵij = wˆ ◦ [i|j],
• ŵci = wˆ ↾ (mr {i}).
If a¯ ∈ <m−1m, we write sa¯, or sa0...ak−1 , where k = |a¯|, for an arbitrary chosen sc
word w such that wˆ = a¯. Such a w exists by [20, Definition 5.23 Lemma 13.29].
2. Fix 2 < n < m. Assume that C ∈ Scm, A ⊆c NrnC is an atomic Scn and N is an
A–network with nodes(N) ⊆ m. Define N+ ∈ C by
N+ =
∏
i0,...,in−1∈nodes(N)
si0,...,in−1N(i0, . . . , in−1).
Lemma 4.5. Let 2 < n < m. If either:
• A ∈ Scn and A ∈ ScNrnSc
ad
m or,
• A ∈ QAn and A ⊆c NrnC, C ∈ QAm and s
1
0 is completely additive in C or,
• K is any class having signature between CA and QEA, A ∈ Kn and A ∈ ScNrnKm,
then ∃ has a winning strategy in Gm(AtA).
Proof. We assume that the sji s for i < j < m are completely additive in C. (This
condition is superfluous for any K between CA and QEA.) Then the following hold:
1. for all x ∈ C\{0} and all i0, . . . , in−1 < m, there is a ∈ AtA, such that si0,...,in−1a . x 6=
0,
2. for any x ∈ C \ {0} and any finite set I ⊆ m, there is a network N such that
nodes(N) = I and x·N+ 6= 0. Furthermore, for any networksM,N ifM+ ·N+ 6= 0,
then M↾nodes(M)∩nodes(N) = N↾nodes(M)∩nodes(N),
3. if θ is any partial, finite map m→ m and if nodes(N) is a proper subset of m, then
N+ 6= 0→ (Nθ)+ 6= 0. If i 6∈ nodes(N), then ciN
+ = N+.
Using the above facts, we are now ready to show that ∃ has a winning strategy in Fm. She
can always play a network N with nodes(N) ⊆ m, such that N+ 6= 0. In the initial round,
let ∀ play a ∈ AtA. ∃ plays a network N with N(0, . . . , n − 1) = a. Then N+ = a 6= 0.
Recall that here ∀ is offered only one (cylindrifier) move. At a later stage, suppose ∀
plays the cylindrifier move, which we denote by (N, 〈f0, . . . , fn−2〉, k, b, l). He picks a
previously played network N , fi ∈ nodes(N), l < n, k /∈ {fi : i < n − 2}, such that b ≤
clN(f0, . . . , fi−1, x, fi+1, . . . , fn−2) and N
+ 6= 0. Let a¯ = 〈f0 . . . fi−1, k, fi+1, . . . fn−2〉.
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Then by second part of (3) we have that clN
+ ·sa¯b 6= 0 and so by first part of (2), there is
a network M such that M+ ·clN
+ · sa¯b 6= 0. Hence M(f0, . . . , fi−1, k, fi−2, . . . , fn−2) = b,
nodes(M) = nodes(N) ∪ {k}, and M+ 6= 0, so this property is maintained. Assume
that RdqaC ⊆c NrnD for some D ∈ QAn+3 where only s
1
0
D is completely additive. Then
every substitution operation corresponding to a replacement in D, can be obtained from
a composition of finitely many substitution operations involving only one replacement s10
and all the rest are substitution operations that correspond to transpositions. To prove
this, we can assume without loss that i 6= 0, 1. Computing we get:
s[1,i]s
1
0x = s
i
0s[1,i]x so s[1,i]s
1
0s[1,i]x = s
i
0s[1,i]s[1,i]x = s
i
0x,
s0ix = s[0,i]s
1
0x = s[i,0]s[1,i]s
1
0s[i,1]x and s[0,j]s
0
i x = s
j
i s[0,j]x.
Continuing the computation:
s
j
ix = s[0,j]s[0,j]s
j
ix
= s[0,j]s
0
i s[0,j]x
= s[i,0]s[1,i]s
1
0s[1,i]s[0,j]x.
We have shown that:
s
j
i = s[0,j] ◦ s[i,0] ◦ s[1,i] ◦ s
1
0 ◦ s[1,i] ◦ s[0,j].
All such substitution operations are completely additive, the ones involving trans-
positions are in fact self–conjugate, hence we get that D is completely additive. By
complete additivity for CAs and QEAs, we get the second and third required and we are
done.
With these preliminaries out of the way we are now ready to start digging deeper:
Theorem 4.6. Let 2 < n < ω. Let K be any variety between Sc and QEA. Let m ≥ n+3.
Then RKn is not-atom canonical with respect to SNrnKm. In fact, there is a countable
atomic simple A ∈ RQEAn such that RdscCmAtA does not have an n+3-square,a fortiori
n+ 3- flat, representation.
Proof. The proof is divided into four parts:
1: Blowing up and blurring An+1,n forming a weakly representable atom
structure At: Take the finite rainbow QEAn, An+1,n where the reds R is the complete
irreflexive graph n, and the greens are {gi : 1 ≤ i < n − 1} ∪ {g
i
0 : 1 ≤ i ≤ n + 1},
endowed with the quasi–polyadic equality operations. We will show that for any variety
Kn between Scn and QEAn, the Kn reduct of An+1,n detects that RKn is not atom-
canonical with respect to SNrnKn+3. Denote the finite atom structure of An+1,n by Atf ;
so that Atf = At(An+1,n). One then replaces the red colours of the finite rainbow algebra
of An+1,n each by infinitely many reds (getting their superscripts from ω), obtaining this
way a weakly representable atom structure At. The cylindric reduct of the resulting
atom structure after ‘splitting the reds’, namely, At, is like the weakly (but not strongly)
representable atom structure of the atomic, countable and simple algebra A as defined
in [25, Definition 4.1]; the sole difference is that we have n + 1 greens and not ω–many
as is the case in [25]; also we count it the polyadic operations of subtitutions. We denote
the resulting term QEAn, TmAt by Bb(An+1,n, r, ω) short hand for blowing up and
24
blurring An+1,n by splitting each red graph (atom) into ω many. It can be shown exactly
like in [25] that ∃ can win the rainbow ω–rounded game and build an n–homogeneous
model M by using a shade of red ρ outside the rainbow signature, when she is forced
a red; [25, Proposition 2.6, Lemma 2.7]. The n-homogeniuty entails that any subgraph
(substructure) of M of size ≤ n, is independent of its location in M; it is uniquely
determined by its isomorphism type. One proves like in op.cit that Bb(An+1,n, r, ω) is
representable as a set algebra having top element nM.
We give more details. In the present context, after the splitting ‘the finitely many
red colours’ replacing each such red colour rkl, k < l < n by ω many r
i
kl, i ∈ ω, the
rainbow signature for the resulting rainbow theory as defined in [20, Definition 3.6.9]
call this theory Tra, consists of gi : 1 ≤ i < n − 1, g
i
0 : 1 ≤ i ≤ n + 1, wi : i < n − 1,
rtkl : k < l < n, t ∈ ω, binary relations, and n − 1 ary relations yS , S ⊆ω n + k − 2 or
S = n+ 1. The set algebra Bb(An+1,n, r, ω) of dimension n has base an n–homogeneous
model M of another theory T whose signature expands that of Tra by an additional
binary relation (a shade of red) ρ. In this new signature T is obtained from Tra by some
axioms (consistency conditions) extending Tra. Such axioms (consistency conditions)
specify consistent triples involving ρ. We call the models of T extended coloured graphs.
In particular, M is an extended coloured graph. To build M, the class of coloured graphs
is considered in the signature L ∪ {ρ} like in uual rainbow constructions as given above
with the two additional forbidden triples (r, ρ, ρ) and (r, r∗, ρ), where r, r∗ are any reds.
This model M is constructed as a countable limit of finite models of T using a game
played between ∃ and ∀. Here, unlike the extended Lω1,ω theory dealt with in [25], T
is a first order one because the number of greens used are finite. In the rainbow game
[19, 20] ∀ challenges ∃ with cones having green tints (gi0), and ∃ wins if she can respond
to such moves. This is the only way that ∀ can force a win. ∃ has to respond by labelling
appexes of two succesive cones, having the same base played by ∀. By the rules of the
game, she has to use a red label. She resorts to ρ whenever she is forced a red while
using the rainbow reds will lead to an inconsistent triangle of reds; [25, Proposition 2.6,
Lemma 2.7].
2. Representing TmAtA (and its completion) as (generalized) set algebras:
From now on, forget about ρ; having done its task as a colour to (weakly) represent At,
it will play no further role. Having M at hand, one constructs two atomic n–dimensional
set algebras based on M, sharing the same atom structure and having the same top
element. The atoms of each will be the set of coloured graphs, seeing as how, quoting
Hodkinson [25] such coloured graphs are ‘literally indivisible’. Now Ln and L
n
∞,ω are
taken in the rainbow signature (without ρ). Continuing like in op.cit, deleting the one
available red shade, set W = {a¯ ∈ nM : M |= (
∧
i<j<n ¬ρ(xi, xj))(a¯)}, and for φ ∈ L
n
∞,ω,
let φW = {s ∈ W : M |= φ[s]}. Here W is the set of all n–ary assignments in nM,
that have no edge labelled by ρ. Let A be the relativized set algebra with domain
{ϕW : ϕ a first-order Ln − formula} and unit W , endowed with the usual concrete
quasipolyadic operations read off the connectives. Classical semantics for Ln rainbow
formulas and their semantics by relativizing to W coincide [25, Proposition 3.13] but not
with respect to Ln∞,ω rainbow formulas. This depends essentially on [25, Lemma 3.10],
which is the heart and soul of the proof in [25], and for what matters this proof. The
referred to lemma says that any permutation χ of ω∪{ρ}, Θχ as defined in [25, Definitions
3.9, 3.10] is an n back–and–forth system induced by any permutation of ω ∪ {ρ}. Let
χ be such a permutation. The system Θχ consists of isomorphisms between coloured
graphs such that superscripts of reds are ‘re-shuffled along χ’, in such a way that rainbow
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red labels are permuted, ρ is replaced by a red rainbow label, and all other colours are
preserved. One uses such n-back-and-forth systems mapping a tuple b¯ ∈ nM\W to a tuple
c¯ ∈ W preserving any formula in Lra containing the non-red symbols that are ‘moved’
by the system, so if b¯ ∈ nM refutes the Ln rainbow formula φ, then there is a c¯ in W
refuting φ. Hence the set algebra A is isomorphic to a quasi-polyadic equality set algebra
of dimension n having top element nM, so A is simple, in fact its Df reduct is simple. Let
E = {φW : φ ∈ Ln∞,ω} [25, Definition 4.1] with the operations defined like on A the usual
way. CmAt is a complete QEAn and, so like in [25, Lemma 5.3] we have an isomorphism
from CmAt to E defined via X 7→
⋃
X. Since AtA = AtTm(AtA) = At and TmAtA ⊆ A,
hence TmAtA is representable. The atoms of A, TmAtA and CmAtA = CmAt are the
coloured graphs whose edges are not labelled by ρ. These atoms are uniquely determined
by the interpretion in M of so-called MCA formulas in the rainbow signature of At as in
[25, Definition 4.3].
3. Embedding An+1,n into Cm(At(Bb(An+1,n, r, ω))): Let CRGf be the class of
coloured graphs on Atf and CRG be the class of coloured graph on At. We can (and
will) assume that CRGf ⊆ CRG. Write Ma for the atom that is the (equivalence class of
the) surjection a : n → M , M ∈ CGR. Here we identify a with [a]; no harm will ensue.
We define the (equivalence) relation ∼ on At by Mb ∼ Na, (M,N ∈ CGR) :
• a(i) = a(j)⇐⇒ b(i) = b(j),
• Ma(a(i), a(j)) = r
l ⇐⇒ Nb(b(i), b(j)) = r
k, for some l, k ∈ ω,
• Ma(a(i), a(j)) = Nb(b(i), b(j)), if they are not red,
• Ma(a(k0), . . . , a(kn−2)) = Nb(b(k0), . . . , b(kn−2)), whenever defined.
We say that Ma is a copy of Nb if Ma ∼ Nb (by symmetry Nb is a copy of Ma.) Indeed,
the relation ‘copy of’ is an equivalence relation on At. An atom Ma is called a red
atom, if Ma has at least one red edge. Any red atom has ω many copies, that are
cylindrically equivalent, in the sense that, if Na ∼ Mb with one (equivalently both) red,
with a : n → N and b : n → M , then we can assume that nodes(N) = nodes(M) and
that for all i < n, a ↾ n ∼ {i} = b ↾ n ∼ {i}. Any red atom has ω many copies that
are cylindrically equivalent, in the sense that, if Na ∼ Mb with one (equivalently both)
red, with a : n → N and b : n → M , then we can assume that nodes(N) = nodes(M)
and that for all i < n, a ↾ n ∼ {i} = b ↾ n ∼ {i}. In CmAt, we write Ma for {Ma}
and we denote suprema taken in CmAt, possibly finite, by
∑
. Define the map Θ from
An+1,n = CmAtf to CmAt, by specifing first its values on Atf , viaMa 7→
∑
jM
(j)
a where
M
(j)
a is a copy of Ma. So each atom maps to the suprema of its copies. This map is
well-defined because CmAt is complete. We check that Θ is an injective homomorphim.
Injectivity follows from Ma ≤ Θ(Ma), hence Θ(x) 6= 0 for every atom x ∈ At(An+1,n).
We check preservation of all the QEAn operations. The Boolean join is obvious.
• For complementation: It suffices to check preservation of complementation ‘at
atoms’ of Atf . So let Ma ∈ Atf with a : n→M , M ∈ CGRf ⊆ CGR. Then:
Θ(∼Ma) = Θ(
⋃
[b] 6=[a]
Mb) =
⋃
[b] 6=[a]
Θ(Mb) =
⋃
[b] 6=[a]
∑
j
M
(j)
b
=
⋃
[b] 6=[a]
∼
∑
j
[∼ (Ma)
(j)] =
⋃
[b] 6=[a]
∼
∑
j
[(∼Mb)
j ] =
⋃
[b] 6=[a]
∧
j
M
(j)
b
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=
∧
j
⋃
[b] 6=[a]
M
(j)
b =
∧
j
(∼Ma)
j =∼ (
∑
M ja) =∼ Θ(a)
• Diagonal elements. Let l < k < n. Then:
Mx ≤ Θ(d
CmAtf
lk ) ⇐⇒ Mx ≤
∑
j
⋃
al=ak
M (j)a
⇐⇒ Mx ≤
⋃
al=ak
∑
j
M (j)a
⇐⇒ Mx =M
(j)
a for some a : n→M such that a(l) = a(k)
⇐⇒ Mx ∈ d
CmAt
lk .
• Cylindrifiers. Let i < n. By additivity of cylindrifiers, we restrict our attention to
atoms Ma ∈ Atf with a : n→M , and M ∈ CRGf ⊆ CRG. Then:
Θ(c
CmAtf
i Ma) = f(
⋃
[c]≡i[a]
Mc) =
⋃
[c]≡i[a]
Θ(Mc)
=
⋃
[c]≡i[a]
∑
j
M (j)c =
∑
j
⋃
[c]≡i[a]
M (j)c =
∑
j
cCmAti M
(j)
a
= cCmAti (
∑
j
M (j)a ) = c
CmAt
i Θ(Ma).
• Substitutions: Let i, k < n. By additivity of the s[i,k]s, we again restrict our-
selves to atoms of the form Ma as specified in the previous items. Now comput-
ing we get: Θ(s
CmAtf
[i,k] Ma) = Θ(Ma◦[i,k]) =
∑CmAt
j (M
(j)
a◦[i,k]) =
∑
j s
CmAt
[i,k] M
(j)
a =
sCmAt[i,k] (
∑
jM
(j)
a ) = sCmAt[i,k] Θ(Ma).
4.: ∀ has a winning strategy in Gn+3At(An+1,n); and the required result: It
is straightforward to show that ∀ has winning strategy first in the Ehrenfeucht–Fra¨ısse´
forth private game played between ∃ and ∀ on the complete irreflexive graphs n + 1
and n in n + 1 rounds EFn+1n+1(n + 1, n) [22, Definition 16.2] since n + 1 is ‘longer’ than
n. Here r is the number of rounds and p is the number of pairs of pebbles on board.
Using (any) p > n many pairs of pebbles avalable on the board ∀ can win this game in
n + 1 many rounds. In each round 0, 1 . . . n, ∃ places a new pebble on a new element
of n + 1. The edge relation in n is irreflexive so to avoid losing ∃ must respond by
placing the other pebble of the pair on an unused element of n. After n rounds there
will be no such element, so she loses in the next round. ∀ lifts his winning strategy
from the private Ehrenfeucht–Fra¨ısse´ forth game EFn+1n+1(n + 1, n) to the graph game on
Atf = At(An+1,n) [19, pp. 841] forcing a win using n + 3 nodes. He bombards ∃ with
cones having common base and distinct green tints until ∃ is forced to play an inconsistent
red triangle (where indicies of reds do not match). Let Rdsc denote the ‘Sc reduct’. For
brevity let D = RdscAn+1,n(∈ Scn). Then by Lemma 4.5, since D is finite, then D does
not have an n + 3-square representation. But D embds into RdscCmAt it follows that
the last dos not have an n+ 3 square represenation either.
Theorem 4.7. Let 2 < n < ω.
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1. For any ordinal α ≥ 3 (possibly infinite), there exists A ∈ RCAα such that CmAtA /∈
SNrαCAα+3,
2. There exists A ∈ NrnCAl ∩ RCAn such that CmAtA /∈ RCAn,
3. There exists B ∈ Csn, B /∈ ElNrnCAn+1, but AtB ∈ NrnCAω and CmAtB ∈
NrnCAω
Proof. Now we lift the last result to the transfnite. We consider for simplicity of notation
only the infinite ordinal ω. For each finite k ≥ 3, let A(k) be an atomic countable
simple representable CAk such that B(k) = CmAtA(k) /∈ SNrkCAk+3.We know that such
algebras exist by the above. It can be that : (*) Bm embeds into RdmBt, whenever
3 ≤ m < t < ω. Throughout this part of the proof F denote a non–principal ultrafilter
on ω\3. For each finite k ≥ 3, let A(k) and B(k) be the algebras construsted in the finite
dimensional case (of dimension k). Let Ak be an (atomic) algebra having the signature
of CAω such that RdkAk = A(k). Analogously, let Bk be an algebra having the signature
of CAω such that RdkBk = B(k), and we require in addition that Bk = Cm(AtAk). We
use a lifting argument using ultraproducts. Let B = Πi∈ω\3Bi/F . It is easy to show
that A = Πi∈ω\3Ai/F ∈ RCAω. Furthermore, a direct computation gives: CmAtA =
Cm(At[Πi∈ω\3Ai/F ]) = Cm[Πi∈ω\3(AtAi)/F )] = Πi∈ω\3(Cm(AtAi)/F ) = Πi∈ω\3Bi/F =
B. By the same token, B ∈ CAω. Assume for contradiction that B ∈ SNrωCAω+3. Then
B ⊆ NrωC for some C ∈ CAω+3. Let 3 ≤ m < ω and let λ : m + 3 → ω + 3 be the
function defined by λ(i) = i for i < m and λ(m+ i) = ω+ i for i < 3. Then we get (**):
RdλC ∈ CAm+3 and RdmB ⊆ NrmRd
λC. By assumption let It : Bm → RdmBt be an
injective homomorphism for 3 ≤ m < t < ω. Let ι(b) = (Itb : t ≥ m)/F for b ∈ Bm.
Then ι is an injective homomorphism that embeds Bm into RdmB. By (**) we know
that RdmB ∈ SNrmCAm+3, hence Bm ∈ SNrmCAm+3, too. This is a contradiction, and
we are done.
2. We use the construction in [4]. Let R be a relation algebra, with non–identity
atoms I and 2 < n < ω. Assume that J ⊆ ℘(I) and E ⊆ 3ω. (J,E) is an n–blur for
R, if J is a complex n–blur and the tenary relation E is an index blur defined as in item
(ii) of [4, Definition 3.1]. We say that (J,E) is a strong n–blur, if it (J,E) is an n–
blur, such that the complex n–blur satisfies: (∀V1, . . . Vn,W2, . . .Wn ∈ J)(∀T ∈ J)(∀2 ≤
i ≤ n)safe(Vi,Wi, T ) (with notation as in [4]). Now Let l ≥ 2n − 1, k ≥ (2n − 1)l,
k ∈ ω. One takes the finite integral relation algebra Rl = Ek(2, 3) where k is the number
of non-identity atoms in Rl. Then Rl has a strong l–blur, (J,E) and it can only be
represented on a finite basis [4]. Then Bbn(Rl, J, E) = NrnBll(Rl, J, E) has no complete
representation, so CmAtBbn(Rl, J, E) is not representable.
3. Let V = nQ and let A ∈ Csn has universe ℘(V ). Then clearly A ∈ NrnCAω.
To see why, let W = ωQ and let D ∈ Csω have universe ℘(W ). Then the map θ :
A → ℘(D) defined via a 7→ {s ∈ W : (s ↾ α) ∈ a}, is an injective homomorphism
from A into RdnD that is onto NrnD. Let y denote the following n–ary relation: y =
{s ∈ V : s0 + 1 =
∑
i>0 si}. Let ys be the singleton containing s, i.e. ys = {s} and
B = SgA{y, ys : s ∈ y}. It is shown in [43] that {s} ∈ B, for all s ∈ V . Now B and
A having same top element V , share the same atom structure, namely, the singletons,
so B ⊆d A and CmAtB = A. Furthermore, plainly A,B ∈ CRCAn; the identity maps
establishes a complete representation for both, since
⋃
s∈V {s} = V . Since B ⊆d A, then
B ⊆c A, so B ∈ ScNrnCAω ∩ At because A ∈ NrnCAω is atomic. As proved in [43],
B /∈ ElNrnCAn+1(⊇ NrnCAω ∩At)).
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Corollary 4.8. There is a CAn atom structure, namely At in Theorem 4.7 that is weakly
but not strongly representable
It is known that the claess of weakly reprsentable atom structures is elementary [44].
In a moment we will show that the class of strongly represntable atom structure is not
elementary; reproving a result of Hirsch and Hodkinson [22].
Corollary 4.9. There are infinitely many subvarieties of CAn containing RCAn that are
not atom-canonical.
Proof. It is known that for any pair of ordinals α < β, SNrαCAβ is a variety, and that
for k ≥ 1 and 2 < n < ω, RCAn ( SNrnCAn+k+1 ( SNrnCAn+k ⊆ CAn,cf. [20, Chapter
15]. In other words, the sequence 〈SNrnCAn+k+1 : k ≥ 1〉 is strictly decreasing.
Corollary 4.10. There exists a countable atomic A ∈ Csn that is dense in an algebra B
such that B /∈ boldSNrnCAn+3.
Proof. Take A to be the algebra TmAt and B its Dedekind-MacNeille completion,
namely, CmAt, where At is (weakly but not strongly representable) atom structure
constructed in the proof of Theorem 4.7.
Theorem 4.7 prompts the following definition which suggests that not all algebras are
representable in the ’same degree’: Some algebras are ‘more representable’ than others.
Definition 4.11. Let 2 < n < m ≤ ω. We say that A ∈ RCAn is reprsentable up to m
⇐⇒ its Dedekind-MacNeille completion is in SNrnCAm.
Let RCAmn be the class of algebras representable up to m. In [24] finite algebras are
constructed in SNrnCAn+k ∼ SNrnCAn+k+1 for all k ≥ 1. Since for a finite algebra A,
CmAtA = A, then for 2 < n < m < l ≤ ω, RCAln ( RCA
m
n .
Using the previous algebraic result on non atom canonicity established in Theorem
4.7, we adress algebraically a version of the omitting types theorems in the framework of
the clique guarded n–variable fragments of first order logic.
Lemma 4.12. Let 2 < n < m < ω, and A ∈ CAn be an atomic algebra. Then A has a
complete m-square representation ⇐⇒ ∃ has a winning strategy in Gmω (AtA).
Proof. [42, Lemma 5.8].
Corollary 4.13. There exists A ∈ Csn such that CmAtA does not have an n + 3-square
representation.
Proof. This follows from the previous Lemma, together with the proof of (c) in Theorem
4.7 by observing that ∀ has a winning strategy in Gn+3ω CAn+1,n (in finitely many rounds
of course) without the need to reuse nodes. The game Gm is stronger than what is really
needed.
Lemma 4.14. if A ∈ CAn has a complete m–flat representation, then A is atomic and
CmAtA has an m-flat representation. An entirely analogous result holds by replacing
m-flat by m-square.
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Proof. Atomicity is like the classical case [19]. Now let f : A → ℘(V ) be a complete
m–flat representation A with V ⊆ nM where M is the base of the representation, so that
M =
⋃
s∈V rng(s). For a ∈ CmAtA, let a ↓= {x ∈ AtA : x ≤ a}. Define g : CmAtA →
℘(V ) by g(a) =
⋃
x∈↓a f(x). Then g is a complete m-flat representation of CmAtA with
base M.
For an Ln theory T , FmT , denotes the Tarski–Lindenbaum quotient RCAn corre-
sponding to T where the quoitent modulo T is defined semantically. Given an Ln theory
T and m > n, by an m–flat model of T , we understand an m– flat representation of
FmT when m < ω, and an ordinary representation of FmT if m is infinite. An atomic Ln
theory T is one for which FmT is atomic. A co-atom of T is a formula φ such that (¬φ)T
is an atom in FmT .
Corollary 4.15. There is a countable, atomic and complete Ln theory T such that the
non–principal type consisting of co–atoms cannot be omitted in an n+3-square, a fortiori
n+ 3-flat model.
Proof. Let A ∈ Csn be countable (and simple) such that its Dedekind-MacNeille comple-
tion does not have an n+3-square representation. This A exists by Theorem 4.7. By [16,
§4.3], we can (and will) assume that A = FmT for a countable, atomic theory Ln theory
T . Let Γ be the n–type consisting of co–atoms of T . Then Γ is a non principal type that
cannot be omitted in any n+3–square model, for if M is an n+3–square model omitting
Γ, then M would be the base of a complete n+ 3-square representation of A, giving, by
Lemma 4.14, representation of CmAtA, which is impossible.
Corollary 4.16. There exists an atomic T ∈ RRA and an atomic A ∈ RCAn such that
their Dedekind-MacNeille completions do not embed into their canonical extensions.
Proof. We prove the CA case only. The RA case is entirely analagous. Since RCAn is
canonical [16] and A ∈ RCAn, then its canonical extension A
+ ∈ RCAn. But CmAtA /∈
RCAn, so it does not embed into A
+, because RCAn is a variety, a fortiori closed under
S.
Sahlqvist formulas are a certain kind of modal formula with remarkable properties.
The Sahlqvist correspondence theorem states that every Sahlqvist formula corresponds
to a first order definable class of Kripke frames. Sahlqvist’s definition characterizes a
decidable set of modal formulas with first-order correspondents. Since it is undecidable,
by Chagrova’s theorem, whether an arbitrary modal formula has a first-order correspon-
dent [7, Theorem 3.56], there are formulas with first-order frame conditions that are not
Sahlqvist. But this is not the end of the story, for it might be the case that every modal
formula with a first order correspondant is equivalent to a Sahlqvist one, which is not
the case [7, Example 3.57]. The reader is referred to [7] and [20, 2.7] for more on aspects
of duality for BAOs and in particular for Sahlqvist axiomatizability in general. By the
dualiity theory between BAOs and multimodal logic, Sahlqvist formulas transform recur-
sively to Sahlqvist equations in the corresponding modal algebras, cf. [20, Section 2.7.6].
A variety V of BAOs is Sahlqvist if it can be axiomatized by Sahlqvist equations.
Theorem 4.17. For any 2 < n < m ≤ ω the variety SNrnCAm is not Sahlqvist. Con-
versely, for any pair of infinite ordinals α < β, the varieties SNrαPAβ and SNrαPEAβ
are Sahlqvist, and is closed under Dedekind-MacNeille completions.
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Proof. Let α < β be infinite ordinals. Then SNrαPAβ = NrαPAβ = PAα, cf. the remark
before [16, Theorem 5.4.17]. The last is axiomatized by positive equations [16, Definition
5.4.1] which are Sahlqvist. Applying [44] we are done. The PEA case is entirely analogous
using the axiomatization in the aforementioned definition.
Let 2 < n < ω. We approach the modal version of Ln without equality, namely, S5
n.
The corresponding class of modal algebras is the variety RDfn of diagonal free RCAns
[16]. Let Rddf denote ’diagonal free reduct’.
Lemma 4.18. Let 2 < n < ω. If A ∈ CAn is such that RddfA ∈ RDfn, and A is
generated by {x ∈ A : ∆x 6= n} (with other CA operations) using infinite intersections,
then A ∈ RCAn.
Proof. Easily follows from [16, Lemma 5.1.50, Theorem 5.1.51]. Assume that A ∈ CAn,
RddfA is a set algebra (of dimension n) with base U , and R ⊆ U × U are as in the
hypothesis of [16, Theorem 5.1.49]. Let E = {x ∈ A : (∀x, y ∈ nU)(∀i < n)(xiRyi =⇒
(x ∈ X ⇐⇒ y ∈ X))}. Then {x ∈ A : ∆x 6= n} ⊆ E and E ∈ CAn is closed under
infinite intersections. The required follows.
Theorem 4.19. For 2 < n < ω, RDfn is not atom–canonical, hence not Sahlqvist.
Proof. It is enough to show that CmAtA, where A is constructed in Theorem 4.7 is gen-
erated by elements whose dimension sets have cardinality < n using infinite unions, for
in this case RddfA will be atomic, countable and representable, but having no complete
representation. Indeed, by Lemma 4.18 and Theorem 4.7, RddfCmAtA = CmAtRddfA
will not be representable. We show that for any rainbow atom [a], a : n→ Γ, Γ a coloured
graph, that [a] =
∏
i<n ci[a]. Clearly ≤ holds. Assume that b : n → ∆, ∆ a coloured
graph, and [a] 6= [b]. We show that [b] /∈
∏
i<n ci[a] by which we will be done. Because a
is not equivalent to b, we have one of two possibilities; either (∃i, j < n)(∆(b(i), b(j) 6=
Γ(a(i), a(j)) or (∃i1, . . . , in−1 < n)(∆(bi1 , . . . , bin−1) 6= Γ(ai1 , . . . , ain−1)). Assume the
first possibility: Choose k /∈ {i, j}. This is possible because n > 2. Assume for con-
tradiction that [b] ∈ ck[a]. Then (∀i, j ∈ n \ {k})(∆(b(i), b(j)) = Γ(a(i)a(j))). By
assumption and the choice of k, (∃i, j ∈ n \ k)(∆(b(i), b(j)) 6= Γ(a(i), a(j))), contradic-
tion. For the second possibility, one chooses k /∈ {i1, . . . in−1} and proceeds like the first
case deriving an analogous contradiction.
Kn is the logic of n-ary product frames, of the form (Wi, Ri)i<n where for each i < n,
Ri is any any relation on Wi. On the other hand, S5
n can be regarded as the logic of n–
ary product frames of the form (Wi, Ri)i<n such that for each i < n, Ri is an equivalence
relation.
It is known that modal languages can come to grips with a strong fragment of second
order logic. Modal formulas translate to second order formulas, their correspondants on
frames. Some of these formulas can be genuinely second order; they are not equivalent
to first order formulas. An example is the McKinsey formula: ♦p → ♦p. This can
be proved by showing that its correspondant violates the downward Lo¨wenheim- Skolem
Theorem. The next proposition bears on the last two issues. For a class L of frames, let
L(L) be the class of modal formulas valid in L. It is difficult to find explicity (necessarily)
infinite axiomatizations for S5n as well as shown in the next Theorem.
But first we recall some basic notions about graphs. A (directed) graph is a set G (of
nodes or vertices) endowed with a binary relation E, the edge relation. A pair (x, y) of
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elements of G is said to be an edge if xEy holds. A directed graph is said to be complete if
(x, y) is an edge for all nodes x, y. A graph is said to be undirected if E is symmetric and
irreflexive. An undirected graph is complete if (x, y) is an edge for all distinct nodes x, y.
Finite ordinals were viewed as complete irreflexive graphs the obvious way, cf. Theorem
4.7.
A clique in an undirected graph with set of nodes G is a set C ⊆ G such that each
pair of distinct nodes of C is an edge.
Definition 4.20. Let G = (G,E) be an undirected graph (G is the set of vertices and E
is an ireflexive symmetric binary relation on E), and C be a non-empty set of ‘colours’.
1. A subset X ⊆ G is said to be an independent set if (x, y) ∈ E for all x, y ∈ X.
2. A function f : G → C is called a C colouring of G if (v,w) ∈ E implies that
f(v) 6= f(w).
3. The chromatic number of G, denoted by χ(G), is the size of the smallest finite set C
such that there exists a C colouring of G, if such a C exists, otherwise χ(G) =∞.
4. A cycle in G is a finite sequence µ = (v0, . . . vk−1) (some k ∈ ω) of distinct nodes,
such that (v0, v1), . . . (vk−2, vk−1), (vk−1, v0) ∈ E. The length of such a cycle is k.
5. The girth of G, denoted by g(G), is the length of the shortest cycle in G if G contains
cycles, and g(G) =∞ othewise.
Theorem 4.21. Let 2 < n < ω. There is no axiomatization of S5n with formulas
having first order correspondence. For any canonical logic L between Kn and S5n, it is
undecidable to tell whether a finite frame is a frame for L, L cannot be finitely axiomatized
in kth order logic (for any finite k), and L cannot be axiomatized by canonical formulas,
a fortiori Sahlqvist formulas.
Proof. Let L be the class of square frames for S5n. Then L(L) = S5n [26, p.192]. But
the class of frames F valid in L(L) coincides with the class of strongly representable Dfn
atom structures which is not elementary as proved in [8]. This gives the first required
result for S5n. With lemma 4.18 at our disposal, a slightly different proof can be easily
distilled from the construction adressing CAs in [22] or [23]. We adopt the construction in
the former reference, using the Monk–like CAns M(Γ), Γ a graph, as defined in [22, Top
of p.78]. For a graph G, let χ(G) denote it chromatic number. Then it is proved in op.cit
that for any graph Γ, M(Γ) ∈ RCAn ⇐⇒ χ(Γ) = ∞. By lemma 4.18, RddfM(Γ) ∈
RDfn ⇐⇒ χ(Γ) =∞, because M(Γ) is generated by the set {x ∈M(Γ) : ∆x 6= n} using
infinite unions. Now we adopt the argument in [22]. Using Erdos’ probabalistic graphs
[11], for each finite κ, there is a finite graph Gκ with χ(Gκ) > κ and with no cycles of
length < κ. Let Γκ be the disjoint union of the Gl for l > κ. Then χ(Γκ) = ∞, and so
RddfM(Γκ) is representable. Now let Γ be a non-principal ultraproduct ΠDΓκ for the
Γκs. For κ < ω, let σκ be a first-order sentence of the signature of the graphs stating
that there are no cycles of length less than κ. Then Γl |= σκ for all l ≥ κ. By Los´’s
Theorem, Γ |= σκ for all κ. So Γ has no cycles, and hence by χ(Γ) ≤ 2. Thus RddfM(Γ)
is not representable. (Observe that the the term algebra TmAt(M(Γ)) is representable
(as a CAn), because the class of weakly representable atom structures is elementary [20,
Theorem 2.84].) Since Sahlqvist formulas have first order correspondants, then S5n is
not Sahlqvist. In [23], it is proved that it is undecidable to tell whether a finite frame is a
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frame for L, and this gives the non–finite axiomatizability result required as indicated in
op.cit, and obviously implies undecidability. The rest follows by transferring the required
results holding for S5n [8, 23] to L since S5n is finitely axiomatizable over L, and any
axiomatization of RDfn must contain infinitely many non-canonical equations.
5 Complete representations and OTT
Suppose that A = NrnD for some atomic D ∈ CAω, does this imply that A is completely
representable? We show that this might not be the case if D is atomless.
Theorem 5.1. Let κ be an infinite cardinal. Then there exists an atomless C ∈ CAω
such that for all 2 < n < ω, NrnC is atomic, with |At(NrnC)| = 2
κ, NrnC ∈ LCAn, but
NrnC is not completely representable.
Proof. We use the following uncountable version of Ramsey’s theorem due to Erdos
and Rado: If r ≥ 2 is finite, k an infinite cardinal, then expr(k)
+ → (k+)r+1k where
exp0(k) = k and inductively expr+1(k) = 2
expr(k). The above partition symbol describes
the following statement. If f is a coloring of the r+1 element subsets of a set of cardinality
expr(k)
+ in k many colors, then there is a homogeneous set of cardinality k+ (a set, all
whose r + 1 element subsets get the same f -value). Let κ be the given cardinal. We
use a variation on the construction in [31] which is a simplified more basic version of
a rainbow construction where only the two predominent colours, namely, the reds and
blues are available. The algebra C will be constructed from a relation algebra possesing
an ω-dimensional cylindric basis. To define the relation algebra we specify its atoms and
the forbidden triples of atoms. The atoms are Id, gi0 : i < 2
κ and rj : 1 ≤ j < κ, all
symmetric. The forbidden triples of atoms are all permutations of (Id, x, y) for x 6= y,
(rj , rj , rj) for 1 ≤ j < κ and (g
i
0, g
i′
0 , g
i∗
0 ) for i, i
′, i∗ < 2κ. Write g0 for {g
i
0 : i < 2
κ} and
r+ for {rj : 1 ≤ j < κ}. Call this atom structure α. Consider the term algebra A defined
to be the subalgebra of the complex algebra of this atom structure generated by the
atoms. We claim that A, as a relation algebra, has no complete representation, hence
any algebra sharing this atom structure is not completely representable, too. Indeed,
it is easy to show that if A and B are atomic relation algebras sharing the same atom
structure, so that AtA = AtB, then A is completely representable ⇐⇒ B is completely
representable.
Assume for contradiction that A has a complete representation M. Let x, y be points
in the representation with M |= r1(x, y). For each i < 2
κ, there is a point zi ∈ M
such that M |= gi0(x, zi) ∧ r1(zi, y). Let Z = {zi : i < 2
κ}. Within Z, each edge is
labelled by one of the κ atoms in r+. The Erdos-Rado theorem forces the existence of
three points z1, z2, z3 ∈ Z such that M |= rj(z
1, z2) ∧ rj(z
2, z3) ∧ rj(z
3, z1), for some
single j < κ. This contradicts the definition of composition in A (since we avoided
monochromatic triangles). Let S be the set of all atomic A-networks N with nodes ω such
that {ri : 1 ≤ i < κ : ri is the label of an edge in N} is finite. Then it is straightforward
to show S is an amalgamation class, that is for all M,N ∈ S if M ≡ij N then there is
L ∈ S with M ≡i L ≡j N , witness [20, Definition 12.8] for notation. Now let X be the
set of finite A-networks N with nodes ⊆ κ such that:
1. each edge of N is either (a) an atom of A or (b) a cofinite subset of r+ = {rj : 1 ≤
j < κ} or (c) a cofinite subset of g0 = {g
i
0 : i < 2
κ} and
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2. N is ‘triangle-closed’, i.e. for all l,m, n ∈ nodes(N) we haveN(l, n) ≤ N(l,m);N(m,n).
That means if an edge (l,m) is labelled by Id then N(l, n) = N(m,n) and if
N(l,m), N(m,n) ≤ g0 then N(l, n) · g0 = 0 and if N(l,m) = N(m,n) = rj (some
1 ≤ j < ω) then N(l, n) · rj = 0.
For N ∈ X let N̂ ∈ Ca(S) be defined by
{L ∈ S : L(m,n) ≤ N(m,n) for m,n ∈ nodes(N)}.
For i ∈ ω, let N↾−i be the subgraph of N obtained by deleting the node i. Then if
N ∈ X, i < ω then ĉiN = N̂↾−i. The inclusion ĉiN ⊆ (N̂↾−i) is clear. Conversely,
let L ∈ ̂(N↾−i). We seek M ≡i L with M ∈ N̂ . This will prove that L ∈ ĉiN , as
required. Since L ∈ S the set T = {ri /∈ L} is infinite. Let T be the disjoint union of
two infinite sets Y ∪ Y ′, say. To define the ω-network M we must define the labels of all
edges involving the node i (other labels are given by M ≡i L). We define these labels
by enumerating the edges and labeling them one at a time. So let j 6= i < κ. Suppose
j ∈ nodes(N). We must choose M(i, j) ≤ N(i, j). If N(i, j) is an atom then of course
M(i, j) = N(i, j). Since N is finite, this defines only finitely many labels ofM . If N(i, j)
is a cofinite subset of g0 then we let M(i, j) be an arbitrary atom in N(i, j). And if
N(i, j) is a cofinite subset of r+ then let M(i, j) be an element of N(i, j) ∩ Y which has
not been used as the label of any edge of M which has already been chosen (possible,
since at each stage only finitely many have been chosen so far). If j /∈ nodes(N) then
we can let M(i, j) = rk ∈ Y some 1 ≤ k < κ such that no edge of M has already been
labelled by rk. It is not hard to check that each triangle of M is consistent (we have
avoided all monochromatic triangles) and clearly M ∈ N̂ and M ≡i L. The labeling
avoided all but finitely many elements of Y ′, so M ∈ S. So ̂(N↾−i) ⊆ ĉiN .
Now let X̂ = {N̂ : N ∈ X} ⊆ Ca(S). Then we claim that the subalgebra of Ca(S)
generated by X̂ is simply obtained from X̂ by closing under finite unions. Clearly all
these finite unions are generated by X̂ . We must show that the set of finite unions of X̂
is closed under all cylindric operations. Closure under unions is given. For N̂ ∈ X we
have −N̂ =
⋃
m,n∈nodes(N) N̂mn where Nmn is a network with nodes {m,n} and labeling
Nmn(m,n) = −N(m,n). Nmn may not belong to X but it is equivalent to a union of at
most finitely many members of X̂. The diagonal dij ∈ Ca(S) is equal to N̂ where N is
a network with nodes {i, j} and labeling N(i, j) = Id. Closure under cylindrification is
given. Let C be the subalgebra of Ca(S) generated by X̂ . Then A = Ra(C). To see why,
each element of A is a union of a finite number of atoms, possibly a co–finite subset of
g0 and possibly a co–finite subset of r+. Clearly A ⊆ Ra(C). Conversely, each element
z ∈ Ra(C) is a finite union
⋃
N∈F N̂ , for some finite subset F of X, satisfying ciz = z, for
i > 1. Let i0, . . . , ik be an enumeration of all the nodes, other than 0 and 1, that occur as
nodes of networks in F . Then, ci0 . . . cikz =
⋃
N∈F ci0 . . . cikN̂ =
⋃
N∈F
̂(N↾{0,1}) ∈ A. So
Ra(C) ⊆ A. A is relation algebra reduct of C ∈ CAω but has no complete representation.
Let n > 2. Let B = NrnC. Then B ∈ NrnCAω, is atomic, but has no complete
representation for plainly a complete representation of B induces one of A. In fact,
because B is generated by its two dimensional elements, and its dimension is at least
three, its Df reduct is not completely representable.
It remains to show that the ω–dilation C is atomless. For any N ∈ X, we can add an
extra node extending N to M such that ∅ (M ′ ( N ′, so that N ′ cannot be an atom in
C.
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However, in Theorem 5.3 to be proved next, we give a positive answer if we replace
CAω by PAω and PEAω, i.e when the ω–dilations are atomic polyadic algebras with and
without equality. This allows us to give in the next theorem a huge class of completely
representable PAn and PEAns for any finite dimension n, possibly having uncountably
many atoms. We need to recall from [16, definition 5.4.16], the notion of neat reducts of
polyadic algebras, because we shall be dealing with infinite dimensional such algebras.
In this case neat reducts are defined differently. We do it only for PAs. The PEA case is
defined analogously counting in diagonal elements the obvious way.
Definition 5.2. Let J ⊆ β and A = 〈A,+, ·,−, 0, 1, c(Γ) , sτ 〉Γ⊆β,τ∈ββ be a PAβ . Let
NrJB = {a ∈ A : c(β∼J)a = a}. Then
NrJB = 〈NrJB,+, ·,−, c(Γ), s
′
τ 〉Γ⊆J,τ∈αα
where s′τ = sτ¯ . Here τ¯ = τ ∪ Idβ∼α. The structure NrJB is an algebra, called the
J–compression of B. When J = α, α an ordinal, then NrαB ∈ PAα and it is called
the strong neat α reduct of B, and its elements are called α–dimensional. For β ≥ ω,
α < β ∩ ω, K ∈ {PA,PEA} and L ⊆ K, NrαLβ denotes the class {NrαA : A ∈ Lβ}
If n < ω, α ≥ ω, and B ∈ PAα, then NrnB is contained in NrnRdqaB Here Rdqa
denotes the quasi–polyadic reduct of B, obtained by discarding infinitary substitutions
and the definition of neat reducts is like the CA not involving infinitary cylindrfiers.
Indeed, if c(β∼n)x = x, then for any i ∈ α ∼ n, in B we have, cix ≤ c(α∼n)x = x ≤ cix,
hence cix = x. However, the converse might not be true. If cix = x for all i ∈ α ∼ n,
this does not imply that c(α∼n)x = x; it can happen that c(α∼n)x > x = cix (for all
i ∈ α ∼ n). Same observation carries over to to PEAs. For an ordinal α, let PAatcα denote
the class of completely additive atomic PAαs.
Theorem 5.3. Let n be a finite ordinal. Then ScNrnPA
atc
ω ⊆ ScNrn(RdqaPA
atc
ω ) ⊆
CRPAn. The same result holds for PEAs without the condition of complete additivity
imposed on the dilation.
Proof. We have already delat with the first inclusion. Let A ∈ PAn and A ⊆c NrnD,
where D ∈ PAω is atomic and completely additive. From [40], we have D is completely
representable. We show that NrnD ⊆c D and NrnRdqaD ⊆c D. Assume that S ⊆ NrnD
and
∑
NrnD S = 1, and for contradiction, that there exists d ∈ D such that s ≤ d < 1
for all s ∈ S. Let J = ∆d ∼ n and take t = −c(J)(−d) ∈ NrnD ⊆ NrnRdqaD. Then
c(α∼n)t = c(α∼n)(−c(J)(−d))
= c(α∼n) − c(J)(−d)
= c(α∼n) − c(α∼n)c(J)(−d)
= −c(α∼n)c(J)(−d)
= −c(J)(−d)
= t
We have proved that t ∈ NrnD ⊆ NrnRdqaD. We now show that s ≤ t < 1 for
all s ∈ S, which contradicts
∑
NrnD S ≥
∑
NrnRdqaDS = 1. If s ∈ S, we show that
s ≤ t. By s ≤ d, we have s · −d = 0. Hence 0 = c(J)(s · −d) = s · c(J)(−d), so
s ≤ −c(J)(−d), hence s ≤ t as required. Assume for contradiction that t = 1, then
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1 = −c(J)(−d) and so c(J)(−d) = 0. But −d ≤ c(J)(−d), so 1 · −d ≤ c(J)(−d) = 0.
Hence 1 · −d = 0, and this contradicts that d < 1. We have proved that
∑D S = 1, so
NrnD ⊆c NrnRdqaD ⊆c D and thus NrnD ⊆c D. Now we only work with the operator
Nrn. Let f : D → C be a complete representation of D, where C has top element 1
C.
As mentioned earlier such an f exists [40]. Here C is a generalized set algebra; the top
element 1C is of the form
⋃
i∈I
ωUi, where I is a non–empty set, for i 6= j ∈ I, Ui∩Uj = ∅,
and C is closed under the polyadic concrete operations including of course all infinitary
substitutions and cylindrifiers. Such operations are defined for τ ∈ ωω and X ⊆ 1C as
follows: sτX = {s ∈ 1
C : s◦τ ∈ X}, c(Γ)X = {s ∈ 1
C : (∃t ∈ X) : t(j) = s(j),∀j /∈ Γ}.We
can assume without loss that f is an isomorphism. For brevity, let A = NrnD(∈ PAn).
For a ∈ A, let g(a) = {s ∈
⋃
i∈I
nUi : s ∪ Id ∈ f(a)}. Then it is easy to show that g is
injective (because f is).
We show that it preserves cylindrifiers. For a function t and i ∈ domt, tui denotes the
function that is like t except that t(i) = u. Let x ∈ A and i < n. Then s ∈ cig(x) ⇐⇒
siu ∈ g(x) ⇐⇒ s
i
u ∪ Id ∈ f(x) ⇐⇒ (s ∪ Id)
i
u ∈ f(x) ⇐⇒ s ∪ Id ∈ cif(x) =
f(cix) ⇐⇒ s ∈ g(cix). Like with cylindrifiers it is straightforward to check preservation
of the other polyadic operations. Then g is an injective homomorphism from A into a
set algebra with top element
⋃
i∈I
nUi, say. We show that g is an atomic, hence complete
representation. If not, then there exists s ∈ nU , such that s /∈ g(x) for all x ∈ AtA. But
f is a complete, hence an atomic representation, too, so there exists an atom β of D,
such that s ∪ Id ∈ f(β). Let F = {x ∈ A : x ≥ β} ⊆ A ⊆ D. Then F is an ultrafilter
in A; it is clearly a filter and if a ∈ A and a  β, then −a · β 6= 0, so β ≤ −a, because
β is an atom, from which it follows that −a ∈ F . Also F is non–principal, for if it is,
then there would be an atom α ∈ A such that α ≥ β, so s ∈ g(α) which is impossible.
Therefore
∏A F = 0 in A, but clearly, ∏D F = β in D. This contradicts that A ⊆c D,
and we are done.
Now we deal with PEAs. Here representability for infinite dimensional algebras is
more tricky because, unlike PAs, not every PEA is representable. The idea here is that
when we truncate the dimension to be finite; to n, say, then the resulting algebra PEAn
(by the neat embedding theorem for QEAs) becomes representable, since any PEAω has
a QEAω reduct obtained by discarding infinitary substituitions. Let A ⊆c NrnD where
D ∈ PEAω is atomic. We want to completely represent A. Let a ∈ A be non–zero. We
will find a complete representation f of A, such that f(a) 6= 0. We have A is atomic.
For brevity, let X = AtA. Let C = RdpaD ∈ PAω, so C is obtained from D by discarding
diagonal elements. We use the argument in [40], which freely uses the terminology in [10],
and which we continue to use. Let m be the local degree of C, c its effective cardinality
and n be any cardinal such that n ≥ c and
∑
s<m n
s = n. Then there exists an atomic
B ∈ PAn, such that that C = NrωB, cf. [10, Theorem 3.10], and the local degree of B is
the same as that of C. Since B is a dilation of C, which is a reduct of a PEAω, then one
can define for all i < j < n, the diagonal element dij in B, using the diagonal elements
in D, as in [16, Theorem 5.4.17] satisfying the (abstract) axioms for PEAn. Call the
expanded structure B∗(∈ PEAn). For a while we concentrate only on B; we forget about
diagonal elements. For τ ∈ ωn, we write τ+ for τ ∪ Idn∼ω(∈
nn). Let F be a Boolean
principal ultrafilter in B, that contains a and preserves the following joins evaluated in
B, where p ∈ B, Γ ⊆ n and τ ∈ ωn:
c(Γ)p =
B∑
{sτ¯p : τ ∈
ωn, τ ↾ α ∼ Γ = Id},
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and (*):
sBτ+X = 1.
The first join exists [40, 10], and the second exists, because
∑AX = ∑DX = ∑BX = 1
and τ+ is completely additive, since B∗ ∈ PEAn. The last equality of suprema follows
from the fact that D = NrωB ⊆c B; this can be proved exactly as above. Such an
ultrafilter exists [40]. In fact, any ultrafilter generated by an atom below the non–zero
a will be as required. The underlying idea, used also in [40] is that the above joins give
rise to nowhere dense sets in the Stone topology S of B, any F ∈ S preserves these joins
⇐⇒ F lies outside these sets, any principal ultrafilter lies outside nowhere dense sets,
and finally the principal ultrafilters are dense in S, since B is atomic. For i, j ∈ n, set
iEj ⇐⇒ dBij ∈ F . Then by the equational properties of diagonal elements and properties
of filters, it is easy to show that E is an equivalence relation on n. Define f : A→ ℘(nn),
via x 7→ {t¯ ∈ n(n/E) : sBt∪Idx ∈ F}, where t¯(i/E) = t(i) We show that f is well–defined.
Clearly f(a) 6= 0. Showing that f is an atomic homomorphism (preserving diagonal
elements, as well) is not hard [38, Theorem 3.2.4]. Let V = nn(Id). To show that f is
well-defined, it suffices to show that for all σ, τ ∈ V , if (τ(i), σ(i)) ∈ E for all i ∈ n and
a ∈ A, then sBτ a ∈ F ⇐⇒ s
B
σ a ∈ F. This can be proved by induction on |{i ∈ n : τ(i) 6=
σ(i)}|(< ω). If J = {i ∈ n : τ(i) 6= σ(i)} is empty, the result is obvious. Otherwise
assume that k ∈ J . We introduce a helpful piece of notation. For η ∈ V (= nn(Id)), let
η(k 7→ l) stand for the η′ that is the same as η except that η′(k) = l. Now take any
λ ∈ {η ∈ n : (σ)−1{η} = (τ)−1{η} = {η}} r∆a. Recall that ∆a = {i ∈ n : cix 6= x} and
that n\∆a is infinite because ∆a ⊆ n, so such a λ exists. Now we freely use properties of
substitutions for cylindric algebras. We have by [16, 1.11.11(i)(iv)] (a) sσx = s
λ
σksσ(k 7→λ)x,
and (b) sλτk(dλ,σk · sσx) = dτk,σksσx, and (c) s
λ
τk(dλ,σk · sσ(k 7→λ)x) = dτk,σk · sσ(k 7→τk)x, and
finally (d) dλ,σk · s
λ
σksσ(k 7→λ)x = dλ,σk · sσ(k 7→λ)x. Then by (b), (a), (d) and (c), we get,
dτk,σk · sσx = s
λ
τk(dλ,σk · sσx)
= sλτk(dλ,σk · s
λ
σksσ(k 7→λ)x)
= sλτk(dλ,σk · sσ(k 7→λ)x)
= dτk,σk · sσ(k 7→τk)x.
By F is a filter and (τk, σk) ∈ E, we conclude that
sσx ∈ F ⇐⇒ sσ(k 7→τk)x ∈ F.
The conclusion follows from the induction hypothesis.
We check that f is a homomorphism:
• Boolean join: Since F is maximal we have:
σ¯ ∈ f(x+ y) ⇐⇒ sσ+(x+ y) ∈ F
⇐⇒ sσ+x+ sσ+y ∈ F
⇐⇒ sσ+x or sσ+y ∈ F
⇐⇒ σ¯ ∈ f(x) ∪ f(y).
• Complementation:
σ¯ ∈ f(−x) ⇐⇒ sσ+(−x) ∈ F ⇐⇒ −sσ+x ∈ F ⇐⇒ sσ+x /∈ F ⇐⇒ σ¯ /∈ f(x).
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• Diagonal elements: Let k, l < n. Then we have: σ ∈ fdkl ⇐⇒ sσ+dkl ∈ F ⇐⇒
dσk,σl ∈ F ⇐⇒ (σk, σl) ∈ E ⇐⇒ σk/E = σl/E ⇐⇒ σ¯(k) = σ¯(l) ⇐⇒ σ¯ ∈ dkl.
• Cylindrifications: Let k < n and a ∈ A. Let σ¯ ∈ ckf(a). Then for some λ ∈ n, we
have σ¯(k 7→ λ/E) ∈ f(a) hence sσ+(k 7→λ)a ∈ F It follows from the inclusion a ≤ cka
that, sσ+(k 7→λ)cka ∈ F so sσ+cka ∈ F. Thus ckf(a) ⊆ f(cka.)
We prove the other more difficult inclusion that uses the condition of eliminating
cylindrifiers. Let a ∈ A and k < n. Let σ¯′ ∈ fcka and let σ = σ
′ ∪ Idn∼n. Then
sDσ cka = s
D
σ′cka ∈ F. Let λ ∈ {η ∈ n : σ
−1{η} = {η}}r∆a, such a λ exists because
∆a is finite, and |{i ∈ n : σ(i) 6= i}| < ω. Let τ = σ ↾ n r {k, λ} ∪ {(k, λ), (λ, k)}.
Then in B we have cλsτa = sτcka = sσcka ∈ F. By the construction of F , there is
some u(/∈ ∆(sDτ a)) such that s
λ
usτa ∈ F, so sσ(k 7→u)a ∈ F. Hence σ(k 7→ u) ∈ f(a),
from which we get that σ¯′ ∈ ckf(a).
• Substitutions: Direct since substitution operations are Boolean endomorphisms.
6 Positive results on OTT for Ln
Unless otherwise specified, n will denote a finite ordinal > 2. Now we turn to proving
omitting types theorems for certain (not all) Ln theories. But first a definition:
Definition 6.1. Let A ∈ RCAn and let λ be a cardinal.
1. If X = (Xi : i < λ) is family of subsets of A, we say that X is omitted in C ∈ Crsn,
if there exists an isomorphism f : A → C such that
⋂
f(Xi) = ∅ for all i < λ.
When we want to stress the role of f , we say that X is omitted in C via f .
2. If X ⊆ A and
∏
X = 0, then we refer to X as a non-principal type of A.
Observe that A ∈ RCAn is completely representable ⇐⇒ A is atomic, and the single
non-principal type of co-atoms can be omitted in a Gsn. We recall certain cardinals that
play a key role in (positive) omitting types theorems for Lω,ω. Let covK be the cardinal
used in [38, Theorem 3.3.4]. The cardinal p satisfies ω < p ≤ 2ω and has the following
property: If λ < p, and (Ai : i < λ) is a family of meager subsets of a Polish space
X (of which Stone spaces of countable Boolean algebras are examples) then
⋃
i∈λAi is
meager. For the definition and required properties of p, witness [12, pp. 3, pp. 44-45,
corollary 22c]. Both cardinals covK and p have an extensive literature. It is consistent
that ω < p < covK ≤ 2ω [12], so that the two cardinals are generally different, but it is
also consistent that they are equal; equality holds for example in the Cohen real model of
Solovay and Cohen. Martin’s axiom implies that both cardinals are the continuum. To
prove the main result on positive omitting types theorems, we need the following lemma
due to Shelah:
Lemma 6.2. Assume that λ is an infinite regular cardinal. Suppose that T is a first
order theory, |T | ≤ λ and φ is a formula consistent with T , then there exist models
Mi : i <
λ2, each of cardinality λ, such that φ is satisfiable in each, and if i(1) 6= i(2),
a¯i(l) ∈ Mi(l), l = 1, 2,, tp(a¯l(1)) = tp(a¯l(2)), then there are pi ⊆ tp(a¯l(i)), |pi| < λ and
pi ⊢ tp(a¯l(i)) (tp(a¯) denotes the complete type realized by the tuple a¯)
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Proof. [30, Theorem 5.16, Chapter IV].
In the next theorem n < ω:
Theorem 6.3. Let A ∈ ScNrnCAω be countable. Let λ < 2
ω and let X = (Xi : i < λ) be
a family of non-principal types of A. Then the following hold:
1. If A ∈ NrnCAω and the Xis are maximal non–principal ultrafilters, then X can
be omitted in a Gsn. Furthrmore, the condition of maximality cannot be dispensed
with,
2. Every subfamily of X of cardinality < p can be omitted in a Gsn; in particular,
every countable subfamily of X can be omitted in a Gsn,
3. If A is simple, then every subfamily of X of cardinlity < covK can be omitted in a
Csn,
4. It is consistent, but not provable (in ZFC), that X can be omitted in a Gsn,
5. If A ∈ NrnCAω and |X| < p, then X can be omitted ⇐⇒ every countable subfamily
of X can be omitted. If A is simple, we can replace p by covK.
6. If A is atomic, not necessarily countable, but have countably many atoms, then any
family of non–principal types can be omitted in an atomic Gsn; in particular, X can
be omitted in an atomic Gsn; if A is simple, we can replace Gsn by Csn.
Proof. For the first item we prove the special case when κ = ω. The general case follows
from the fact that (*) below holds for any infinite regular cardinal. We assume that
A is simple (a condition that can be easily removed). We have
∏BXi = 0 for all
i < κ because, A is a complete subalgebra of B. Since B is a locally finite, we can
assume that B = FmT for some countable consistent theory T . For each i < κ, let
Γi = {φ/T : φ ∈ Xi}. Let F = (Γj : j < κ) be the corresponding set of types in T .
Then each Γj (j < κ) is a non-principal and complete n-type in T , because each Xj is
a maximal filter in A = NrnB. (*) Let (Mi : i < 2
ω) be a set of countable models for
T that overlap only on principal maximal types; these exist by lemma 6.2. Asssume for
contradiction that for all i < 2ω, there exists Γ ∈ F, such that Γ is realized in Mi. Let
ψ : 2ω → ℘(F), be defined by ψ(i) = {F ∈ F : F is realized in Mi}. Then for all i < 2
ω,
ψ(i) 6= ∅. Furthermore, for i 6= j, ψ(i) ∩ ψ(j) = ∅, for if F ∈ ψ(i) ∩ ψ(j), then it will
be realized in Mi and Mj , and so it will be principal. This implies that |F| = 2
ω which
is impossible. Hence we obtain a model M |= T omitting X in which φ is satisfiable.
The map f defined from A = FmT to Cs
M
n (the set algebra based on M [16, 4.3.4]) via
φT 7→ φ
M, where the latter is the set of n–ary assignments in M satisfying φ, omits X.
Injectivity follows from the facts that f is non–zero and A is simple. For the second
part of (1), we construct an atomic B ∈ NrnCAω with uncountably many atoms that
is not completely representable. This implies that the maximality condition cannot be
dispensed with; else the set of co–atoms of B call it X will be a non–principal type that
cannot be omitted, because any Gsn omitting X yields a complete representation of B,
witness the last paragraph in [38]. The construction is taken from [31].
For (2) and (3), we can assume that A ⊆c NrnB, B ∈ Lfω. We work in B. Us-
ing the notation on [38, p. 216 of proof of Theorem 3.3.4] replacing FmT by B, we
have H =
⋃
i∈λ
⋃
τ∈V Hi,τ where λ < p, and V is the weak space
ωω(Id), can be
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written as a countable union of nowhere dense sets, and so can the countable union
G =
⋃
j∈ω
⋃
x∈BGj,x. So for any a 6= 0, there is an ultrafilter F ∈ Na ∩ (S \H ∪G) by
the Baire category theorem. This induces a homomorphism fa : A → Ca, Ca ∈ Csn that
omits the given types, such that fa(a) 6= 0. (First one defines f with domain B as on
p.216, then restricts f to A obtaining fa the obvious way.) The map g : A→ Pa∈A\{0}Ca
defined via x 7→ (ga(x) : a ∈ A \ {0})(x ∈ A) is as required. In case A is simple, then
by properties of covK, S \ (H ∪G) is non–empty, so if F ∈ S \ (H ∪G), then F induces
a non–zero homomorphism f with domain A into a Csn omitting the given types. By
simplicity of A, f is injective.
To prove independence, it suffices to show that covK many types may not be omitted
because it is consistent that covK < 2ω. Fix 2 < n < ω. Let T be a countable theory
such that for this given n, in Sn(T ), the Stone space of n–types, the isolated points are
not dense. It is not hard to find such theories. One such (simple) theory is the following:
Let (Ri : i ∈ ω) be a countable family of unary relations and for each disjoint and finite
subsets J, I ⊆ ω, let φI,J be the formula expressing ‘there exists v such that Ri(v) holds
for all i ∈ I and ¬Rj(v) holds for all j ∈ J . Let T be the following countable theory
{φI,J : I, J as above }. Using a simple compactness argument one can show that T is
consistent. Furthermore, for each n ∈ ω, Sn(T ) does not have isolated types at all, hence
of course the isolated types are not dense in Sn(T ) for all n. Algebraically, this means
that if A = FmT , then for all n ∈ ω, NrnA is atomless. (Another example, is the theory of
random graphs.) This condition excludes the existence of a prime model for T because T
has a prime model ⇐⇒ the isolated points in Sn(T ) are dense for all n. A prime model
which in this context is an atomic model, omits any family of non–principal types (see the
proof of the last item). We do not want this to happen. Using exactly the same argument
in [9, Theorem 2.2(2)], one can construct a family P of non–principal 0–types (having
no free variable) of T , such that |P | = covK and P cannot be omitted. Let A = FmT
and for p ∈ P , let Xp = {φ/T : φ ∈ p}. Then Xp ⊆ NrnA, and
∏
Xp = 0, because
NrnA is a complete subalgebra of A. Then we claim that for any 0 6= a, there is no set
algebra C with countable base and g : A → C such that g(a) 6= 0 and
⋂
x∈Xp
f(x) = ∅.
To see why, let B = NrnA. Let a 6= 0. Assume for contradiction, that there exists
f : B → D′, such that f(a) 6= 0 and
⋂
x∈Xi
f(x) = ∅. We can assume that B generates
A and that D′ = NrnB
′, where B′ ∈ Lfω. Let g = Sg
A×B′f . We show that g is a
homomorphism with dom(g) = A, g(a) 6= 0, and g omits P , and for this, it suffices to
show by symmetry that g is a function with domain A. It obviously has co–domain B′.
Settling the domain is easy: domg = domSgA×B
′
f = SgAdomf = SgANrnA = A. Let
K = {A ∈ CAω : A = Sg
ANrnA}(⊆ Lfω). We show that K is closed under finite direct
products. Assume that C, D ∈ K, then we have SgC×DNrn(C ×D) = Sg
C×D(NrnC ×
NrnD) = Sg
CNrnC×Sg
DNrnD = C×D. Observe that (*):
(a, b) ∈ g ∧∆[(a, b)] ⊆ n =⇒ f(a) = b.
(Here ∆[(a, b)] is the dimension set of (a, b) defined via {i ∈ ω : ci(a, b) 6= (a, b)}).
Indeed (a, b) ∈ NrnSg
A×Bf = SgNrn(A×B)f = SgNrαA×NrnBf = f. Now suppose that
(x, y), (x, z) ∈ g. We need to show that y = z proving that g is a function. Let k ∈ ω \n.
Let ⊕ denote ‘symmetric difference’. Then (1):
(0, ck(y ⊕ z)) = (ck0, ck(y ⊕ z)) = ck(0, y ⊕ z) = ck((x, y) ⊕ (x, z)) ∈ g.
Also (2),
ck(0, ck(y ⊕ z)) = (0, ck(y ⊕ z)).
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From (2) by observing that k is arbitrarly chosen in ω ∼ n, we get (3):
∆[(0, ck(y ⊕ z))] ⊆ n
From (1) and (3) and (*), we get f(0) = ck(y⊕z) for any k ∈ ω \n. Fix k ∈ ω ∼ n. Then
by the above, upon observing that f is a homomophism, so that in particular f(0) = 0,
we get ck(y ⊕ z) = 0. But y ⊕ z ≤ ck(x⊕ z), so y ⊕ z = 0, thus y = z. We have shown
that g is a function, g(a) 6= 0, domg = A and g omits P . This contradicts that P , by
its construction, cannot be omitted. Assuming Martin’s axiom, we get covK = p = 2ω.
Together with the above arguments this proves (4).
We now prove (5). Let A = NrnD, D ∈ Lfω is countable. Let λ < p. Let X = (Xi :
i < λ) be as in the hypothesis. Let T be the corresponding first order theory, so that
D ∼= FmT . Let X
′ = (Γi : i < λ) be the family of non–principal types in T corresponding
to X. If X′ is not omitted, then there is a (countable) realizing tree for T , hence there
is a realizing tree for a countable subfamily of X′ in the sense of [9, Definition 3.1],
hence a countable subfamily of X′ cannot be omitted. Let Xω ⊆ X be the corresponding
countable subset of X. Assume that Xω can be omitted in a Gsn, via f say. Then by the
same argument used in proving item (4) f can be lifted to FmT omitting X
′, which is a
contradiction. We leave the part when A is simple to the reader.
For (6): If A ∈ SnNrnCAω, is atomic and has countably many atoms, then any
complete representation of A, equivalently, an atomic representation of A, equivalently,
a representation of A omitting the set of co–atoms is as required. If A is simple and
completely representable, then it is completely represented by a Csn, and we are done.
By observing that if T is an Ln theory that has quantifier elimination, then FmT ∈
NrnCAω, we conclude:
Corollary 6.4. If T is a complete countable Ln theory that has quantifier elimination,
and X = (Xi : i < 2
ω) are non principal complete types. Then there is a countable model
of T that omits X.
The condition of maximality (completeness of types) cannot be omitted due to the
Theorem 5.1 and its following consequence:
Corollary 6.5. For any infinite cardinal κ, there exists an atomic complete theory T
with |T | ≤ 2κ, that is to say, FmT is n atomic algebra, such that the single type consisting
of co-atom of FmT , namely, Γ = {¬φ : φ≡T ∈ AtFmT }, Γ is a non principal type, but Γ
cannot be omitted in any model of T .
6.1 OTT for algebtaizable versions of Lω,ω; the finitary logics with in-
finitary relation
For α ≥ ω, recall thatDcα denote the class of dimension complemented CAαs, so that
A ∈ Dcα ⇐⇒ α\∆x is infinite for every x ∈ A. The cardinals covK and p addressed next
are defined above right before Theorem 6.3. Recall that we deviated from the stndard
notation in [16] by denoting the class of generalized weak set algebras of dimension α by
GCAwsα rather than Gwsα; the last is the notation used in [16].
Theorem 6.6. Let α be a countable infinite ordinal.
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1. There exists a countable atomic A ∈ RCAα such that the non–principal types of
co–atoms cannot be omitted in a Gsα (in the sense of definition 6.1 by considering
infinite ordinals), We can replace Gsα by any set algebra in RCAα = IGsα. In
particular, there exists a countable atomic B ∈ RCAα such that the non-principal
type consisting of co-atoms cannot be omtted in a GCAwsα.
2. If A ∈ ScNrαCAα+ω is countable, λ a cardinal < p and X = (Xi : i < λ) is a family
of non–principal types, then X can be omited in a Gwsα (in the same sense as in
the previous item). If A is simple, and A ∈ NrαCAα+ω, then we can replace p by
covK.
Proof. (1) Using an argument in [19], one shows that if C ∈ CAω is completely rep-
resentable C |= d01 < 1, then AtC = 2
ω. The argument is as follows: Suppose that
C |= d01 < 1. Then there is s ∈ h(−d01) so that if x = s0 and y = s1, we have x 6= y.
Fix such x and y. For any J ⊆ ω such that 0 ∈ J , set aJ to be the sequence with ith
co-ordinate is x if i ∈ J , and is y if i ∈ ω \ J . By complete representability every aJ
is in h(1C) and so it is in h(x) for some unique atom x, since the representation is an
atomic one. Let J, J ′ ⊆ ω be distinct sets containing 0. Then there exists i < ω such
that i ∈ J and i /∈ J ′. So aJ ∈ h(d0i) and a
′
J ∈ h(−d0i), hence atoms corresponding to
different aJ ’s with 0 ∈ J are distinct. It now follows that |AtC| = |{J ⊆ ω : 0 ∈ J}| = 2
ω.
Take D ∈ Csω with universe ℘(
ω2). Then D |= d01 < 1 and plainly D is completely rep-
resentable. Using the downward Lo¨wenheim–Skolem–Tarski theorem, take a countable
elementary subalgebra B of D. (This is possible because the signature of CAω is count-
able.) Then in B we have B |= d01 < 1 because B ≡ C. But B cannot be completely
representable, because if it were then by the above argument, we get that |AtB| = 2ω,
which is impossible becauseB is countable. The last part folloes from Theorem ?? above.
(2) Now we prove the second item, which is a generalization of [38, Theorem 3.2.4].
Though the generalization is strict, in the sense that Dcω ( ScNrωCAω+ω 3 the proof is
the same. Without loss, we can take α = ω. Let A ∈ CAω be as in the hypothesis. For
brevity, let β = ω + ω. By hypothesis, we have A ⊆c NrωD, with D ∈ CAβ. We can
also assume that D ∈ Dcβ by replacing, if necessary, D by Sg
DA. Since A is a complete
sublgebra of NrωD which in turn is a complete subalgebra of D, we have A ⊆c D. Thus
given < p non–principal types in A they stay non–principal in D. Next one proceeds
like in [38] since D ∈ Dcβ is countable; this way omitting any X consisting of < p non–
principal types. For all non-zero a ∈ D, there exists B ∈ Wsβ and a homomorphism
fa : D → B (not necessarily injective) such that fa(a) 6= ∅ and fa omits X. Let
C = Pa∈D,a6=0Ba ∈ Gwsβ. Define g : D → C by g(x) = (fa(x) : a ∈ D \ {0}), and then
relativize g to A as follows: Let W be the top element of C. Then W =
⋃
i∈I
βU
(pi)
i ,
where pi ∈
βUi and
βU
(pi)
i ∩
βU
(pj)
j = ∅, for i 6= j ∈ I. Let V =
⋃
i∈I
αU
(pi↾α)
i . For
s ∈ V , s ∈ αU
(pi↾α)
i (for a unique i), let s
+ = s ∪ pi ↾ β \ α. Now define f : A → ℘(V ),
via a 7→ {s ∈ V : s+ ∈ g(a)}. Then f is as required. Assume now that A is simple,
with A = NrωD and D ∈ Dcβ. It suffices to show that D is simple, too. Consider the
function F (I) = I ∩A, I an ideal in D. It is straightforward to check that F establishes
an isomorphism between the lattice of ideals in D and the lattice of ideals of A (the order
here is of course ⊆), with inverse G(J) = IgD(J), J an ideal in A, cf. [16, Theorem
3It is not hard to see that the full set algebra with universe ℘(ωω) is in NrωCAω+ω ⊆ ScNrωCAω+ω
but it is not in Dcω because for any s ∈
ωU , ∆{s} = ω.
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2.6.71, Remark 2.6.72] where IgDJ denotes the ideal of D generated by J . Thus A is
simple ⇐⇒ D is simple.
6.2 Other variants of Lω,ω
Now we prove an omitting types theorem for a countable version of the so–called ω–
dimensional cylindric polyadic algebras with equality, in symbols CPEω, as defined in
[13].Consider the semigroup T generated by the set of transformations {[i|j], [i, j], i, j ∈
ω, suc, pred} defined on ω. Then T is a strongly rich subsemigroup of (ωω, ◦) in the sense
of [37], where suc and pred are the successor and predecessor functions on ω, respectively.
For a set X, let B(X) denote the Boolean set algebra 〈℘(X),∪,∩,∼〉. Let KT be the
class of set algebras of the form 〈B(V ),Ci,Sτ 〉i∈ω,τ∈T, where V ⊆
ωU, V is a compressed
space, that is V =
⋃
i∈I
αU
(p)
i where for each i, j ∈ I, Ui = Uj or Ui ∩ Uj = ∅. Let Σ1
be the set of equations defined in [37] axiomatizing KT ; that is ModΣ1 = KT . Here we
do not have diagonal elements in the signature; the corresponding logic is a conservative
extension of Lω,ω without equality, and it is a proper extension. Let GpT be the class of
set algebras of the form 〈B(V ),Ci,Dij,Sτ 〉i,j∈ω,τ∈T, where V ⊆
ωU, V a non–empty union
(not necessarily a disjoint one) of cartesian spaces. Here we have diagonal elements in the
signature; the corresponding logic is a variant of Lω,ω where quantifiers do not necessarily
commute, so Lω,ω does not ‘embed’ in this logic its (square Tarskian) semantics are
different. Let Σ2 be the set of equations defining CPEω in [13, Definition 6.3.7] restricted
to the countable signature of GpT . In the next theorem complete additivity is given
explicitly in the second item only. Any algebra A satisifying Σ2 is completely additive
(due to the presence of diagonal elements), cf. [13].
Theorem 6.7. 1. If A |= Σ2 is countable and X = (Xi : i < λ), λ < p is a family of
subsets of A, such that
∏
Xi = 0 for all i < λ, then there exists B ∈ GpT and an
isomorphism f : A→ B such that
⋂
x∈Xi
f(x) = ∅ for all i < λ.
2. If A |= Σ1 is countable, and completely additive and X = (Xi : i < λ), λ < p is a
family of subsets of A, such that
∏
Xi = 0 for all i < λ, then there exists B ∈ KT
and an isomorphism f : A→ B such that
⋂
x∈Xi
f(x) = ∅ for all i < λ.
3. In particular, for both cases any countable atomic algebra is completely repre-
sentable.
Proof. For brevity, throughout the proof of the first two items, let α = ω + ω. By
strong richness of T , it can be proved that A = NrωB where B is an α–dimensional
dilation with substitution operators coming from a countable subsemigroup S ⊆ (αα, ◦)
[37]. It suffices to show that for any non–zero a ∈ A, there exist a countable D ∈
GpT and a homomorphism (that is not necessarily injective) f : A → D, such that⋂
x∈Xi
f(x) = ∅ for all i ∈ ω and f(a) 6= 0. So fix non–zero a ∈ A. For τ ∈ S, set
dom(τ) = {i ∈ α : τ(i) 6= i} and rng(τ) = {τ(i) : i ∈ dom(τ)}. Let adm be the set
of admissible substitutions in S, where now τ ∈ adm if domτ ⊆ ω and rngτ ∩ ω = ∅.
Since S is countable, we have |adm| ≤ ω; in fact it can be easily shown that |adm| = ω.
Then for all i < α, p ∈ B and σ ∈ adm, sσcip =
∑
j∈α sσs
i
jp. By A = NrωB we also
have, for each i < ω,
∏BXi = 0, since A is a complete subalgebra of B. Because
substitutions are completely additive, for all τ ∈ adm and all i < λ,
∏
sBτ Xi = 0. For
better readability, for each τ ∈ adm, for each i ∈ ω, let Xi,τ = {sτx : x ∈ Xi}. Then
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by complete additivity, we have: (∀τ ∈ adm)(∀i ∈ λ)
∏
BXi,τ = 0. Let S be the Stone
space of B, whose underlying set consists of all Boolean ultrafilters of B and for b ∈ B,
let Nb denote the clopen set consisting of all ultrafilters containing b. Then from the
suprema obtained above, it follows that for x ∈ B, j < α, i < λ and τ ∈ adm, the
sets Gτ,j,x = Nsτ cjx \
⋃
iNsτ sjix
and Hi,τ =
⋂
x∈Xi
Nsτx are closed nowhere dense sets in
S. Also each Hi,τ is closed and nowhere dense. Like before, we can assume that B is
countable by assuming that A generates B is the presence of |
alpha| = (|A| = ω) many operations. Let G =
⋃
τ∈adm
⋃
i∈α
⋃
x∈BGτ,i,x and H =⋃
i∈λ
⋃
τ∈admHi,τ . Then H is meager, that is it can be written as a countable union
of nowghere dense sets. This follows from the properties of p By the Baire Category
theorem for compact Hausdorff spaces, we get that X = S rH ∪G is dense in S, since
H ∪ G is meager, because G is meager, too, since adm, α and B are all countable.
Accordingly, let F be an ultrafilter in Na ∩ X, then by its construction F is a perfect
ultrafilter [39, p.128]. Let Γ = {i ∈ α : ∃j ∈ ω : cidij ∈ F}. Since cidii = 1, then ω ⊆ Γ.
Furthermore the inclusion is proper, because for every i ∈ ω, there is a j ∈ α \ ω such
that dij ∈ F . Define the relation ∼ on Γ via m ∼ n ⇐⇒ dmn ∈ F. Then ∼ is an
equivalence relation because for all i, j, k ∈ α, dii = 1 ∈ F , dij = dji, dik · dkj ≤ dlk and
filters are closed upwards. Now we show that the required representation will be a GpT
with base M = Γ/ ∼. One defines the homomorphism f using the hitherto obtained
perfect ultrafilter F as follows: For τ ∈ ωΓ, such that rng(τ) ⊆ Γ \ ω (the last set is
non–empty, because ω ( Γ), let τ¯ : ω → M be defined by τ¯(i) = τ(i)/ ∼ and write τ+
for τ ∪ Idα\ω. Then τ
+ ∈ adm, because τ+ ↾ ω = τ , rng(τ) ∩ ω = ∅, and τ+(i) = i
for all i ∈ α \ ω. Let V = {τ¯ ∈ ωM : τ : ω → Γ, rng(τ) ∩ ω = ∅}. Then V ⊆ ωM is
non–empty (because ω ( Γ). Now define f with domain A via: a 7→ {τ¯ ∈ V : sBτ+a ∈ F}.
Then f is well defined, that is, whenever σ, τ ∈ ωΓ and τ(i) \ σ(i) for all i ∈ ω, then for
any x ∈ A, sBτ+x ∈ F ⇐⇒ s
B
σ+x ∈ F . Furthermore f(a) 6= 0, since sIda = a ∈ F and
Id is clearly admissable. The congruence relation just defined on Γ guarantees that the
hitherto defined homomorphism respects the diagonal elements. As before, for the other
operations, preservation of cylindrifiers is guaranteed by the condition that F /∈ Gτ,i,p for
all τ ∈ adm, i ∈ α and all p ∈ A. For omitting the given family of non–principal types,
we use that F is outside H, too. This means (by definition) that for each i < λ and each
τ ∈ adm there exists x ∈ Xi, such that s
B
τ x /∈ F . Let i < λ. If τ¯ ∈ V ∩
⋂
x∈Xi
f(x), then
sBτ+x ∈ F which is impossible because τ
+ ∈ adm. We have shown that for each i < ω,⋂
x∈Xi
f(x) = ∅.
For the second required one deals with all substitutions in the semigroup S determin-
ing the signature of the dilation not just adm, namely, the admissable ones as defined
above. More succinctly, now all substitutions in S are admissable. Other than that, the
idea is essentially the same appealing to the Baire category theorem. Let T be as above.
Assume that A |= Σ1 is countable, and fix non–zero a ∈ A. Similarly to the first part
we will construct a set algebra C in KT and a homomorphism f : A → C omitting the
given non–principal types and satisfying that f(a) 6= 0. By [37], there exists B such that
A = NrωB and the signature of B has, besides all the Boolean operations, all cylindri-
fiers ci : i ∈ α, and the substitutions are determined by a semigroup defined from the
rich semigroup T. Substitutions in the signature of B are indexed by transformations in
S; which we explicitly describe. The semigroup S is the subsemigroup of αα generated
by the set {τ¯ : τ ∈ T } together with all replacements and transpositions on α. Here τ¯ is
the transformation that agrees with τ on ω and otherwise is the identity. For all i < α,
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p ∈ B, we have cip =
∑
j∈α s
i
jp. By A = NrωB we also have, for each i < ω,
∏BXi = 0,
since A is a complete subalgebra of B. Let V be the generalized ω-dimensional weak
space
⋃
τ∈S
ωα(τ). Recall that ωα(τ) = {s ∈ ωα : |{i ∈ ω : si 6= τi}| < ω}. For each
τ ∈ V and for each i ∈ λ, let Xi,τ = {s
B
τ¯ x : x ∈ Xi}. Here we are using that for any
τ ∈ V , τ¯ ∈ S. By complete additivity which is given as an assumption, it follows that
(∀τ ∈ V )(∀i ∈ κ)
∏
BXi,τ = 0. Let S denote the Stone space of the boolean part of
B. Like before, for p ∈ B, let Np be the clopen set of S consisting of all ultrafilters
of the boolean part of B containing p. Then for x ∈ B, j < α, i < λ, τ ∈ S (using
the suprema just established) , the sets Gj,x = Ncjx \
⋃
iNsjix
and Hi,τ =
⋂
x∈Xi
Nsτx
are closed nowhere dense sets in S. Also each Hi,τ is closed and nowhere dense. Let
G =
⋃
i∈α
⋃
x∈BGi,x and H =
⋃
i∈λ
⋃
τ∈SHi,τ . Then H is meager, since it is a countable
union of nowhere dense sets. Once more by the Baire Category theorem for compact
Hausdorff spaces, we get that X = S rH ∪G is dense in S, Let F be an ultrafilter in
Na ∩ X. One builds the required represention from F as follows [37]: Let ℘(V ) be the
full boolean set algebra with unit V . Let f be the function with domain A such that
f(a) = {τ ∈ V : sBτ¯ a ∈ F}. Then f is the desired homorphism from A into the set algebra
〈℘(V ), ci, sτ 〉i∈ω,τ∈T . In particular, f(a) 6= 0, because Id ∈ f(a). That f omits the given
non–principal types is exactly like the first part, modulo replacing adm by (the whole of
the semigroup) S.
For the last part, given A as in the hypothesis, the required follows by omitting the
non–principal type consisting of co-atoms obtaining a complete representation of A.
7 Omitting types, atom-canonicity and non-finite axioma-
tizability
(1) A Theorem of Vaught in basic model theory, says that a countable atomic Lω,ω
theory T has a unique atomic (equivalently in this context prime) model. This can be
proved by a direct application of the clssical Orey-Henkin Omitting Types Theorem. The
unique atomic atomic model is the ’smallest’ models of T , in the sense that it elementary
embeds into other models of T . The last theorem says that Keisler’s logics which allow
formulas of infinite length and quantification on infinitely many variables, enjoys a form
of Vaught’s theorem. And in Keisler’s logics there is the additional advantage that there
is no restrictions on the cardinality of atomic theories (algebras) considered. For Lω,ω,
Vaught’s theorem is known to fail for theories having uncountable cadinality. If T is
an atomic theory in Keisler’s logic, and the Tarski-Lindenbaum atomic quotient algebra
FmT happens to be completely additve, then T has an atomic model. In contrast, we
actually showed that Vaught’s theorem fails for Ln when we substantially broaden the
class of permissable models; it fails even for ‘n+3-square models.’ From Theorem 4.7, for
2 < n < ω, there is a countable atomic Ln theory that lacks even an atomic n+3-square
model (let alone an ordinary atomic model), i.e a complete n + 3-square representation
of the Tarski Lindenbaum quotient algebra FmT (∈ RCAn).
(2) Let 2 < n < l ≤ m ≤ ω. Consider the statemet notVT(l,m): There exists a
countable, complete and atomic Ln first order theory T in a signature L such that the
type Γ consisting of co-atoms in the cylindric Tarski-Lindenbaum quotient algebra FmT
is realizable in every m–square model, but Γ cannot be isolated using ≤ l variables, where
n ≤ l < m ≤ ω. An m-square model of T is an m-square represenation of FmT . The
statement notVT(l,m), short for Vaught’s Theorem (VT) fails at (the parameters) l and
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m. Let VT(l,m) stand for VT holds at l and m, so that by definition notVT(l,m) ⇐⇒
¬VT(l,m). We also include l = ω in the equation by defining VT(ω, ω) as VT holds for
Lω,ω: Atomic countable first order theories have atomic countable models. For 2 < n <
l ≤ m ≤ ω and l = m = ω, it is likely and plausible that (***): VT(l,m) ⇐⇒ l = m =
ω. In other words: Vaught’s theorem holds only in the limiting case when l → ∞ and
m = ω and not ‘before’. We give sufficient condition for (***) to happen. The following
definition to be used in the sequel is taken from [4]:
Let R be a relation algebra, with non–identity atoms I and 2 < n < ω. Assume that
J ⊆ ℘(I) and E ⊆ 3ω. Recall that (J,E) is a strong n–blur for R if it (J,E) is an n–blur
of R in the sense of [4, Definition 3.1], that is to say J is a complex n blur and E is an
index blur such that the complex n–blur satisfies:
(∀V1, . . . Vn,W2, . . . Wn ∈ J)(∀T ∈ J)(∀2 ≤ i ≤ n)safe(Vi,Wi, T ).
Theorem 7.1. For 2 < n < ω and n ≤ l < ω, notVT(n, n + 3) and notVT(l, ω) hold.
Furthermore, if for each n < m < ω, there exists a finite relation algebra Rm having
m− 1 strong blur and no m-dimensional relational basis, then (***) above for VT holds.
Proof. We start by the last part. Let Rm be as in the hypothesis with strong m−1–blur
(J,E) and m-dimensional relational basis. We ‘blow up and blur’ Rm in place of the
Maddux algebra Ek(2, 3) blown up and blurred in [4, Lemma 5.1], where k < ω is the
number of non–identity atoms and k depends recursively on l, giving the desired‘strong’
l–blurness, cf. [4, Lemmata 4.2, 4.3]. The relation algebra Bb(Rm, J, E), obtained
by blowing up and blurring Rm with respect to (J,E), is TmAt (the term algebra).
For brevity call it R. Now take A = Bbn(Rm, J, E) as defined in [4] to be the CAn
obtained after blowing up and blurring Rm to a weakly representable relation algebra
atom structure, namely, At = AtR. Here by [4, Theorem 3.2 9(iii)], MatnAtR (the set
of n-basic matrices on AtR) is a CAn atom structure and A is an atomic subalgebra
of CmMatn(AtR) containing TmMatn(AtR), cf. [4]. In fact, by [4, item (3) pp.80],
A ∼= NrnBbl(Rm, J, E).The last algebra Bbl(Rm, J, E) is defined and the isomorphism
holds becauseRm has a strong l-blur. The embedding h : RdnBbl(Rm, J, E)→ A defined
via x 7→ {M ↾ n : M ∈ x} restricted to NrnBbl(Rm, J, E) is an isomorphism onto A [4,
p.80]. Surjectiveness uses the displayed condition in Definition 3.4 of strong l-blurness.
Then A ∈ RCAn ∩ NrnCAl, but A has no complete m-square representation. For if it
did, then this induces an m–square representation of CmAtA, But CmAtA does not have
an m-square representation, because R does not have an m-dimensional relational basis,
and R ⊆ RaCmAtA. So an m-square representation of CmAtA induces one of R which
that R has no m-dimensional relational basis, a contradiction.
We prove notVT(m− 1,m), hence the required, namely, (***). By [16, §4.3], we can
(and will) assume that A = FmT for a countable, simple and atomic theory Ln theory T .
Let Γ be the n–type consisting of co–atoms of T . Then Γ is realizable in every m–square
model, for if M is an m–square model omitting Γ, then M would be the base of a complete
m–square representation of A, and so A ∈ ScNrnDm which is impossible. Suppose for
contradiction that φ is an m− 1 witness, so that T |= φ→ α, for all α ∈ Γ, where recall
that Γ is the set of coatoms. Then since A is simple, we can assume without loss that A
is a set algebra with base M say. Let M = (M,Ri)i∈ω be the corresponding model (in a
relational signature) to this set algebra in the sense of [16, §4.3]. Let φM denote the set of
all assignments satisfying φ in M. We have M |= T and φM ∈ A, because A ∈ NrnCAm−1.
But T |= ∃xφ, hence φM 6= 0, from which it follows that φM must intersect an atom
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α ∈ A (recall that the latter is atomic). Let ψ be the formula, such that ψM = α. Then
it cannot be the case that T |= φ→ ¬ψ, hence φ is not a witness, contradiction and we
are done. Finally, notVT(n, n+ 3) and notVT(l, ω) (n ≤ l < ω) follow from Theorem 4.7
and [4].
(3) Let 2 < n < ω. For any m > n there exists an n–variable formula that cannot be
proved using m− 1 variables, but can be proved using m variables [20, Theorem 15.17],
using any standard Hilbert style proof system [16, §4.3]. To prove this, for each m > n+1
Hirsch and Hodkinson constructed a finite relation algebra, such that Rm has an m− 1
dimensional hyperbasis, but no m–dimensional hyperbasis [20, §15.2-15.4]. To prove that
VT fails everywhere, as defined above, one needs to construct, for each n + 1 < m < ω,
a finite relation algebra Rm having a strong m− 1 blur, but no m–dimensional basis. In
this case blowing up and blurring Rm gives a(n infinite) relation algebra having an m−1
dimensional cylindric basis, whose Dedekind-MacNeille completion has nom–dimensional
basis.
(4) Coming back full circle we reprove strong non-finite axiomatizibility results re-
fining Monk’s obtained by Maddux and Biro. Let 2 < n ≤ l < m ≤ ω. In VT(l,m),
while the parameter l measures how close we are to Lω,ω, m measures the ‘degree’ of
squareness of permitted models. Using elementary calculas terminology one can view
liml→∞VT(l, ω) = VT(ω, ω) algebraically using ultraproducts as follows. Fix 2 < n < ω.
For each 2 < n ≤ l < ω, let Rl be the finite Maddux algebra Ef(l)(2, 3) with strong
l–blur (Jl, El) and f(l) ≥ l as specified in [4, Lemma 5.1] (denoted by k therein).
Let Rl = Bb(Rl, Jl, El) ∈ RRA and let Al = NrnBbl(Rl, Jl, El) ∈ RCAn. Then
(AtRl : l ∈ ω ∼ n), and (AtAl : l ∈ ω ∼ n) are sequences of weakly representable
atom structures that are not strongly representable with a completely representable ul-
traproduct.
Corollary 7.2. (Monk, Maddux, Biro, Hirsch and Hodkinson) Let 2 < n < ω. Then
the set of equations using only one variable that holds in each of the varieties RCAn and
RRA, together with any finite first order definable expansion of each, cannot be derived
from any finite set of equations valid in the variety [5, 28]. Furthermore, LCAn is not
finitely axiomatizable.
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