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Abstract
We characterize weak limits of sequences of smooth functions from Bn into suitable manifolds
Y with equibounded W1/2-energies, the relaxed W1/2-energy and we prove strong density of
smooth maps. We then obtain the weak sequential density of smooth maps in W1/2(Bn,Y)
and a criterion for strong density of smooth maps.
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0. Introduction
Let Bn be the unit ball in Rn and let Y be a smooth oriented Riemannian man-
ifold of dimension M1, isometrically embedded in RN for some N2. We shall
assume that Y is compact, connected, without boundary and, moreover, that its integral
1-homology group H1(Y) := H1(Y,Z) has no torsion, so that H1(Y, X) = H1(Y)⊗X
∗ Corresponding author.
E-mail addresses: giaquinta@sns.it (M. Giaquinta), domenico.mucci@unipr.it (D. Mucci).
1 The second author thanks the Research Center Ennio De Giorgi of the Scuola Normale Superiore of
Pisa for the hospitality during the preparation of this paper.
0022-1236/$ - see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2005.02.013
M. Giaquinta, D. Mucci / Journal of Functional Analysis 225 (2005) 94–146 95
for X = R,Q. Motivated by the recent papers [3–6,15,18,24] we shall characterize weak
limits of sequences of graphs of smooth functions from Bn into Y with equibounded
W 1/2-energies, cart1/2(Bn×Y), and deal with the corresponding relaxed W 1/2-energy.
A key point will be a strong density result of smooth maps in cart1/2(Bn × Y).
Deﬁnition 0.1. We say that an integer multiplicity (say i.m.) 1-cycle C ∈ Z1(Y) is
an integral ﬂat cycle if there exists an i.m. rectiﬁable current R ∈ R2(RN) such that
R = C.
We recall that for every m = 0, . . . , N the class of integral ﬂat chains in RN is
deﬁned by
Fm(RN) :=
{
R + S | R ∈ Rm(RN), S ∈ Rm+1(RN)
}
.
Therefore, an integral ﬂat cycle C in Y is an element of F1(RN) such that C = 0
and sptC ⊂ Y .
To our purposes, we would like to consider homology classes deﬁned not only by
means of merely integral rectiﬁable cycles (i.e., C ∈ R1(Y) with C = 0), but for
which the representatives belong to the wider class of integral ﬂat cycles. This can be
done as follows, compare [8,9].
Relative integral homology: If A, B are two locally Lipschitz neighborhood retracts
in RN , with B ⊂ A and B relatively closed in A, then the relative integral cycles are
deﬁned by
Zm(A,B,Z) := {T ∈ Fm(RN) | spt T ⊂ A, spt T ⊂ B},
the relative integral boundaries by
Bm(A,B,Z) := {Q+ W | Q ∈ Fm(RN), sptQ ⊂ B,
W ∈ Fm+1(RN), sptW ⊂ A}
and the relative integral homology by
Hm(A,B,Z) := Zm(A,B,Z)/Bm(A,B,Z).
Deﬁnition 0.1 has to do with the relative integral homology in the case A = Y and
B = Y = ∅. In fact, we easily infer that
Z1(Y,∅,Z) = {C ∈ Z1(Y) | C is an integral ﬂat 1-cycle}
whereas, taking into account Federer’s ﬂatness theorem,
B1(Y,∅,Z) = {W | W ∈ R2(Y)}.
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Therefore, an element q in H1(Y,∅,Z) is an equivalence class of integral ﬂat 1-cycles
of Y , see Deﬁnition 0.1, where
C ∼ Z ⇐⇒ ∃W ∈ R2(Y) : C − Z = W.
Remark 0.2. In these circumstances, see e.g. [8,9], [14, Vol. I, Section 5.4.1], in each
homology class  in H1(Y,∅,Z) there exists a homological mass minimizer, i.e., an
integral cycle C˜ ∈ Z1(Y) with ﬁnite mass such that
M(C˜) = inf{M(C) | C ∈ Z1(Y,∅,Z), [C] = } < +∞.
Moreover, we actually have
H1(Y,∅,Z)  H1(Y).
Finally, there are generators [1], . . . , [s], i.e. integral cycles (with ﬁnite mass) in
Z1(Y), such that
H1(Y) =
{
s∑
s=1
ns [s] | ns ∈ Z
}
.
By the de Rham theorem, the ﬁrst real homology group is in duality with the ﬁrst
cohomology group H 1dR(Y), the duality being given by the natural pairing
〈[], []〉 := () =
∫

, []R ∈ H1(Y,R), [] ∈ H 1dR(Y).
We will then denote by [1], . . . , [s] a dual basis in H 1dR(Y) so that, sr being the
Kronecker symbols, s(r ) = sr . Also, we may and do assume that s is the harmonic
form in its cohomology class.
The class W 1/2(Bn): We recall, see e.g. [1], that the fractional Sobolev space
W 1/2(Bn) is the Hilbert space of real-valued functions u which have ﬁnite W 1/2-
seminorm
|u|21/2,Bn :=
∫
Bn
∫
Bn
|u(x)− u(y)|2
|x − y|n+1 dx dy (0.1)
endowed with the norm
‖u‖21/2,Bn := ‖u‖2L2(Bn) + |u|21/2,Bn .
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Moreover W 1/2(Bn,RN) is the space of vector-valued maps u = (u1, . . . , uN) such
that uj ∈ W 1/2(Bn) for every j = 1, . . . , N . Also, let
W 1/2(Bn,Y) := {u ∈ W 1/2(Bn,RN) | u(x) ∈ Y for a.e. x ∈ Bn} .
Results: In this paper, we consider sequences of smooth maps uk : Bn → Y with
equibounded W 1/2-energy
sup
k
‖uk‖1/2,Bn < +∞.
Modulo passing to a subsequence, the (n, 1)-currents Guk , integration over the graphs
of uk of n-forms with at most one vertical differential, converge to a current T ∈
cart1/2(Bn × Y), see Section 2 below. Those currents will be shown to have the form
T = GuT +
∑
q∈H1(Y)
Lq ×Cq,
where uT is the weak W 1/2-limit of the uk’s, Lq is an integer multiplicity rectiﬁable
current of dimension n− 1 in Bn and Cq is a 1-cycle in q.
In the sequel, instead of working with the W 1/2-energy, given by (0.1), we shall
work with the equivalent energy E1/2(u) deﬁned as follows. For u ∈ W 1/2(Bn,Y) we
deﬁne the extension of u
U := Ext(u) ∈ W 1,2(Cn+1,RN),
where Cn+1 is the cylinder Cn+1 := Bn × I , I := [0, 1], as the harmonic function U
which minimizes the Dirichlet integral
D(U) := 1
2
∫
Cn+1
|DU(x, t)|2 dx dt
among all functions that agree with u on Bn × {0}, and we set
E1/2(u) := D(Ext(u)).
For every T ∈ cart1/2(Bn × Y) the W 1/2-energy of T, E1/2(T ), turns out to be well
deﬁned, see Section 2, and agrees with E1/2(u) if T = Gu with u ∈ W 1/2(Bn,Y).
In Section 4 we ﬁrst prove, if n = 1, that every T ∈ cart1/2(B1 × Y) is the weak
limit of a sequence of graphs of smooth maps uk : B1 → Y , i.e., Guk ⇀ T ; moreover
E1/2(T ) = inf
{
lim inf
k→+∞ E1/2(uk) | {uk} ⊂ Lip(B
1,Y), Guk ⇀ T
}
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and actually there is a sequence of smooth maps uk : B1 → Y such that
Guk ⇀ T and E1/2(uk)→ E1/2(T ).
Assume now that the ﬁrst homotopy group 1(Y) is commutative, so that in particular
it is isomorphic to the ﬁrst homology group
1(Y)H1(Y).
We then extend the previous density result to any dimension n2, see Theorems 6.1,
6.2 and 7.1.
As a consequence, Corollaries 6.3 and 7.2, we infer the weak sequential density of
smooth maps in W 1/2(Bn,Y) and a criterion for strong density of smooth maps, too.
We also show that the commutativity hypothesis of the ﬁrst homotopy group 1(Y)
cannot be avoided. If the ﬁrst homotopy group is not commutative, in fact, we exhibit a
current T in cart1/2(B2×Y) of the type T = Gu for which there is a positive constant
C such that
E1/2(u)+ C lim inf
k→+∞ E1/2(uk)
for any sequence of smooth maps uk with Guk ⇀ Gu, see Remark 6.4. For attempts to
eliminate, in a slight different context, the assumption on the commutativity hypothesis
on the ﬁrst homotopy group, we refer to [22,23].
1. Graphs of maps with ﬁnite W 1/2-energy
In this section we deal with properties of currents carried by graphs of W 1/2-maps.
Dk,p-currents: For k = 1, . . . , n, every differential k-form  ∈ Dk(Bn×Y) splits as
a sum  =
∑j
j=0
(j)
, j := min(k,M), where the (j)’s are the k-forms that contain
exactly j differentials in the vertical Y variables. For ﬁxed p = 1, . . . , j we denote by
Dk,p(Bn × Y) the subspace of Dk(Bn × Y) of k-forms of the type  =
∑p
j=0
(j)
,
and by Dk,p(Bn × Y) the dual space of Dk,p(Bn × Y). Of course we have Dk,k =
Dk . For example, if u ∈ W 1,2(Bn,RN), then Gu is an (n, 2)-current in Dn,2(Bn ×
RN), where in an approximate sense Gu := (Id  u)#Bn, (Id  u)(x) := (x, u(x)),
compare [14].
Weak Dk,p-convergence: If {Tk} ⊂ Dk,p(Bn×Y), we say that {Tk} converges weakly
in Dk,p(Bn × Y), Tk ⇀ T , if Tk()→ T () for every  ∈ Dk,p(Bn × Y). The class
Dk,p(Bn × Y) is closed under weak convergence in Dk,p.
Boundaries: The exterior differential d splits into a horizontal and a vertical differen-
tial d = dx + dy . Of course xT () := T (dx) deﬁnes a horizontal boundary operator
x : Dk,p(Bn×Y)→ Dk−1,p(Bn×Y) and for any  ∈ Dk−1,p(Bn×Y), dy belongs
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to Dk,p(Bn × Y) if and only if dy(p) = 0. Therefore, for every T ∈ Dk,p(Bn × Y),
the vertical boundary operator yT makes sense only as an element of the dual space
of Zk−1,p(Bn × Y), where
Zk−1,p(Bn × Y) := { ∈ Dk−1,p(Bn × Y) | dy(p) = 0}.
Extension of W 1/2-maps: For any u ∈ W 1/2(Bn,Y) we deﬁne the extension of u
U := Ext(u) ∈ W 1,2(Cn+1,RN),
where Cn+1 is the cylinder
Cn+1 := Bn × I, I := [0, 1],
as the harmonic function U which minimizes the Dirichlet integral
D(U) := 1
2
∫
Cn+1
|DU(x, t)|2 dx dt
among all functions that agree with u on Bn × {0}. It is well known that
D(U)  |u|1/2,Bn .
We will also write
T(U) = u
if u ∈ W 1/2(Bn,RN) is the trace of a function U ∈ W 1,2(Cn+1,RN) on Bn × {0}.
Graphs of W 1/2-maps: To any map u ∈ W 1/2 ∩ L∞(Bn,RN) we can associate an
(n, 1)-current Gu in Dn,1(Bn × RN), compare [15]. For this we recall the following
facts:
(i) W 1/2 ∩ L∞(Bn) is an algebra, since trivially
|uv|1/2‖u‖∞|v|1/2 + ‖v‖∞|u|1/2 ;
(ii) if u ∈ W 1/2(Bn), then Diu belongs to the dual space W−1/2(Bn) of W 1/2(Bn)
for every i = 1, . . . , n and
|〈Du, v〉|c |u|1/2|v|1/2 ∀u, v ∈ W 1/2(Bn) ;
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(iii) if u ∈ W 1/2(Bn) and v ∈ W 1/2 ∩L∞(Bn), then vDu deﬁnes a distribution in Bn,
indeed a linear continuous functional on W 1/2 ∩ L∞ by
〈vDu,〉 := 〈Du, v〉,  ∈ W 1/2 ∩ L∞(Bn) ;
in fact
|〈vDu,〉|c |u|1/2
(‖v‖∞||1/2 + ‖‖∞|v|1/2) .
Every (n, 1)-form  in Dn,1(Bn × RN) can be written as
 := 0(x, y) dx +
n∑
i=1
N∑
j=1
i,j (x, y) d̂xi ∧ dyj ,
where x and y are the variables in Rn and RN , respectively, 0 and i,j are functions in
C∞c (Bn×RN), dx := dx1∧· · ·∧dxn and d̂xi := dx1∧· · ·∧dxi−1∧dxi+1∧· · ·∧dxn.
If u ∈ W 1/2 ∩ L∞(Bn,RN), then it is easily seen that also (x, u(x)) belongs to
W 1/2 ∩ L∞(Bn) for every  ∈ C∞c (Bn × RN) and hence, since Du ∈ W−1/2, we can
deﬁne the graph current associated to u in a distributional sense as
Gu() :=
∫
Bn
0(x, u(x)) dx +
n∑
i=1
N∑
j=1
(−1)n−i〈i,j (x, u(x)), Diuj (x)〉,
compare [15]. Notice that, if u is smooth, we have Gu = (Id  u)#Bn, i.e.
Gu() =
∫
Bn
(Id  u)#,  ∈ Dn,1(Bn × RN).
Every u ∈ W 1/2(Bn,Y) is in L∞, since Y is compact, hence Gu is well deﬁned as
an (n, 1)-current in Dn,1(Bn × Y). However, even in dimension n = 1 in general Gu
is not an i.m. rectiﬁable current in Bn × Y . Moreover, if uk converges to u strongly
in W 1/2, then Guk converges to Gu weakly in the sense of currents in Dn,1. Finally,
since Ext(uk)→ U := Ext(u) strongly in W 1,2(Cn+1,RN), as in [15] we obtain that
(−1)n−1GU = Gu on Dn,1(Bn × {0} × Y). (1.1)
Boundary data: In the sequel, we will denote by B˜n a bounded domain in Rn such
that Bn ⊂⊂ B˜n and we let  : B˜n → Y be a given W 1/2-function, which will always
be assumed to be smooth on B˜n, and we will denote
W
1/2
 (B˜
n,Y) := {u ∈ W 1/2(B˜n,Y) | u =  on B˜n \ Bn},
C∞ (B˜n,Y) := {u ∈ C∞(B˜n,Y) | u =  on B˜n \ Bn}.
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Density results for W 1/2-maps: If n2, let R∞1/2(Bn,Y), respectively R01/2(Bn,Y),
be the set of all maps u ∈ W 1/2(Bn,Y) which are smooth, respectively continuous,
except on a singular set (u) of the type
(u) =
r⋃
i=1
i , r ∈ N,
where i is a smooth (n−2)-dimensional subset of Bn with smooth boundary, if n3,
and i is a point if n = 2. Moreover, let
R∞1/2,(B˜n,Y) := {u ∈ R∞1/2(B˜n,Y) | u =  on B˜n \ Bn}.
It is well known that if n = 1 maps in C1(B1,Y) are dense in W 1/2(B1,Y), compare
e.g. [3]. The following density result was proved in [18]:
Theorem 1.1. For n2, the class R∞1/2,(B˜n,Y) is dense in W 1/2 (B˜n,Y), and R∞1/2
(Bn,Y) is dense in W 1/2(Bn,Y). Moreover, the class C∞ (B˜n,Y) is dense in W 1/2
(B˜n,Y) provided that 1(Y) = 0.
Structure of graphs of W 1/2-maps: We shall denote by  : Rn × RN → Rn and
̂ : Rn × RN → RN the orthogonal projection onto the ﬁrst and the second factor,
respectively. Let u ∈ W 1/2(Bn,Y). We have that Gu() = 0 if  ∈ Dn−1,1(Bn × Y)
with (1) = 0 or dy = 0. Setting then
Bk,p(Bn × Y) := { ∈ Dk,p(Bn × Y) | ∃ ∈ Dk−1,p−1(Bn × Y) :  = dy}
and
Hk,p(Bn × Y) := Z
k,p(Bn × Y)
Bk,p(Bn × Y) ,
we have Gu = 0 on Bn−1,1(Bn × Y) and yGu = 0, whence Gu() depends only
on the cohomology class of  ∈ Zn−1,1(Bn × Y). As a consequence Gu induces a
functional (Gu)* on Hn−1,1(Bn × Y) given by
(Gu)*(+ Bn−1,1) := Gu(+ Bn−1,1) = Gu(),  ∈ Zn−1,1,
compare [14, Vol. II, Section 5.4.1]. Since
Hk,p(Bn × Y)  Dk−p(Bn)⊗HpdR(Y),
taking k = n − 1 and p = 1 we infer that the homology map (Gu)* is uniquely re-
presented as an element of Dn−2(Bn;H1(Y,R)). More explicitly, if  ∈ Dn−2(Bn), we
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have [(Gu)*()] ∈ H1(Y,R) and for s = 1, . . . , s
〈(Gu)*(), [s]〉 = Gu(# ∧ ̂#s),
〈, 〉 denoting the de Rham duality between H1(Y,R) and H 1dR(Y).
Interior multiplication: The interior multiplication of p-vectors by q-covectors, 0
qpn+N , is deﬁned as the bilinear form : pRn+N ×qRn+N → p−qRn+N
given for  ∈ pRn+N and  ∈ qRn+N by
〈 ,〉 := 〈, ∧ 〉 ∀ ∈ p−qRn+N.
The interior multiplication of p-currents by q-forms is deﬁned for every current T ∈
Dp(U), where U is open in Rn+N , and every smooth form  ∈ Dq(U) by the (p−q)-
current T  ∈ Dp−q(U) given by
(T )() := T ( ∧ ) ∀ ∈ Dp−q(U).
The currents P(u) and D(u): Following [14, Vol. II, Section 5.4.2], we now set
P(u) := (−1)n(Gu)* ∈ Dn−2(Bn;H1(Y;R))
and, for each  ∈ [] ∈ H 1dR(Y), we deﬁne the current P(u;) ∈ Dn−2(Bn) by
P(u;) := #(Gu) ̂#, so that
P(u;)() = (−1)nGu(# ∧ ̂#) ∀ ∈ Dn−2(Bn).
Also, for every  ∈ Z1(Y) we deﬁne the current D(u;) ∈ Dn−1(Bn) as follows. We
choose a smooth extension ˜ ∈ D1(RN) of  and a function  ∈ C∞([0, 1], [0, 1]) with
 ≡ 1 and  ≡ 0, respectively, in a neighborhood of 0 and 1 and we let U = Ext(u).
Finally, for every  ∈ Dn−1(Bn) we let ˜ ∈ Dn−1(Cn+1) be given by ˜(x, t) :=
(x) (t). We now deﬁne
D(u;)() := #(GU ̂#d˜)(˜) = GU(#˜ ∧ ̂#d˜),  ∈ Dn−1(Bn).
Proposition 1.2. The following facts hold true:
(i) for s = 1, . . . , s
P(u;s)() = 〈P(u)(), [s]〉,
i.e., P(u;s) does not depend on the representative in the cohomology class [s];
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(ii) P(u) = 0 and P(u) =
∑s
s=1P(u;
s)⊗ [s], hence it does not depend on the
choice of 1, . . . , s ;
(iii) (−1)nD(u;s) = P(u;s) for each representative s in [s].
Proof. Properties (i) and (ii) are proved as in [14, Vol. II, Section 5.4.2]. To prove
(iii), we observe that by (1.1) we have
GU(#d˜ ∧ ̂#˜) = (−1)n−1Gu(#(dx˜+ dt ˜)|t=0 ∧ ̂#)
= (−1)n−1Gu(#d ∧ ̂#)
so that, since ds = 0, we compute for every  ∈ Dn−2(Bn)
(−1)nP(u;s)() = Gu(# ∧ ̂#s)
= Gu(#d ∧ ̂#s) = (−1)n−1GU(#d˜ ∧ ̂#˜s)
= GU(#d˜ ∧ ̂#d˜s) = (GU ̂#d˜s)(#d˜)
= #(GU ̂#d˜s)(˜) = D(u;s)(). 
As a consequence we set
Ds(u) := D(u;s), Ps(u) := P(u;s), s = 1, . . . , s,
so that
Ps(u) = (−1)nDs(u) in Dn−2(Bn).
We remark that Ds(u) is a current of ﬁnite mass in Dn−1(Bn) since Ext(u) is a W 1,2
function and d˜ ∈ D2(RN). Also, clearly P(u) = 0 if u is smooth, say Lipschitz.
Moreover, taking into account Theorem 1.1, exactly as in [14, Vol. II, Section 5.4.2],
where we take p = 1, we obtain the following:
Proposition 1.3. Let u ∈ W 1/2 (B˜n,Y) and let {uk} ⊂ R∞1/2,(B˜n,Y) converge strong-
ly in W 1/2 to u. Then P(u) is an (n− 2)-dimensional real ﬂat chain, actually, is the
real ﬂat limit of the currents P(uk) in Rn−2(B˜n;H1(Y)) and
P(u)() =
s∑
s=1
Ps(u)() [s] ∈ H1(Y,R) ∀ ∈ Dn−2(B˜n). (1.2)
Moreover
(i) P(uk) is a ﬁnite combination
P(uk) =
s∑
s=1
Rs ⊗ [s],
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where Rs is an i.m. rectiﬁable current in Rn−2(Bn); in particular in case n = 2
we have
Rs =
∑
i
di,sai ,
where di,s ∈ Z are integer coefﬁcients and the ai ’s are Dirac unit measures at
points ai ∈ B2;
(ii) since the boundary data  has a smooth extension from B˜n into Y , each P(uk) is
the boundary of an i.m. rectiﬁable current.
We now show that Ps(u) is an integral ﬂat chain.
Proposition 1.4. Let u ∈ W 1/2 (B˜n,Y) and {uk} ⊂ R∞1/2,(B˜n,Y) converge strongly in
W 1/2 to u. Then
(i) M(Ds(uk)−Ds(u))→ 0 as k →+∞;
(ii) there exists L ∈ Rn−1(B˜n;H1(Y)), M(L) < +∞, such that P(u) = L; in
particular P(u) is an integral ﬂat chain;
(iii) if Lsuk,u denotes an (n− 1)-dimensional i.m. rectiﬁable current of least mass with
support in Bn such that
Lsuk,u = Ps(u)− Ps(uk), (1.3)
then
M(Lsuk,u)→ 0 as k →+∞.
(iv) if n = 2, then for each s = 1, . . . , s there exist points ai, bi ∈ B2 such that
Ps(u) =
+∞∑
i=1
(ai − bi ),
+∞∑
i=1
|ai − bi | < +∞.
Proof. To prove property (i), observe that
D(u;)() = GU(#˜ ∧ ̂#d˜)
=
∫
z∈B˜n×I
∑
|	| = n− 1
|
| = 2
	(z)dz
	 ∧ 
(U)M
	 (DU)(z) dz	,
where
˜ =
∑
|	|=n−1
	(z) dz
	, d˜ =
∑
|
|=2

(y) dy
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and M
	 (DU) is the determinant of the 2 × 2 minor of DU of rows 
 and columns
	, where 	 is the complement of the multi-index 	 in (1, . . . , n + 1). Since uk → u
strongly in W 1/2, then Uk := Ext(uk)→ Ext(u) =: U strongly in W 1,2 and hence, by
Lebesgue theorem, we infer that M
	 (DUk) → M
	 (DU) strongly in L1(B˜n × I ) for
every 	 and 
 with |	| = n− 1 and |
| = 2. Therefore (i) holds.
The rest of the theorem is proved as in [14, Vol. II, Section 4.2.5]. In fact, if  is
an (n− 1)-dimensional i.m. rectiﬁable current with compact support in Rn and
mi() := inf{M(T ) | T ∈ Rn(Rn), T = R},
mr() := inf{M(T ) | T ∈ Dn(Rn), T = R},
by Hardt–Pitts’ theorem [19] we have that mi() = mr(). Therefore by Remark 1 in
[14, Vol. II, Section 5.4.2] the claims follow. 
2. Cartesian currents with ﬁnite W 1/2-energy
In this section we introduce the class of Cartesian currents with ﬁnite W 1/2-energy,
see Deﬁnitions 2.1, 2.7 and 2.8, collecting the main properties. For the sake of clearness,
all the proofs are postponed to the next section except for the proof of the closure
theorem, Theorem 2.12.
Deﬁnition 2.1. Let T ∈ Dn,1(Bn × Y). We say that T is in E1/2-graph(Bn × Y) if
xT = 0 on Dn−1,1(Bn × Y), yT = 0 on Zn−1,1(Bn × Y) (2.1)
and T can be decomposed as
T = GuT + ST , ST :=
∑
q∈H1(Y)
Lq ×Cq, on Zn,1(Bn × Y), (2.2)
where uT ∈ W 1/2(Bn,Y) and Lq is an i.m. rectiﬁable current in Rn−1(Bn), Lq :=
(Lq, 1,−→Lq), where the (n− 1)-rectiﬁable sets Lq are pairwise disjoint. Finally, Cq is
an integral ﬂat cycle in the homology class q.
Note that ST is completely vertical, i.e. ST () = 0 if  = (0) ∈ Dn(Bn × Y).
Moreover, the graph Gu of a W 1/2-map u is in E1/2-graph(Bn × Y) if it has no inner
boundary, i.e.,
xGu = 0 on Dn−1,1(Bn × Y), yGu = 0 on Zn−1,1(Bn × Y), (2.3)
condition which is automatically satisﬁed in case of dimension n = 1.
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Remark 2.2. Note that currents in E1/2-graph(Bn × Y) are deﬁned in a homological
sense. More precisely, decomposition (2.2) does not depend on the choice of the repre-
sentative Cq in the homology class q. In fact, if C˜q −Cq = W for some W ∈ R2(Y),
then for every  ∈ Dn−1(Bn) and  ∈ D1(Y)
(Lq ×C˜q)( ∧ )− (Lq ×Cq)( ∧ ) = Lq() ·W(d) #= 0
if and only if dy #= 0, i.e., if and only if  ∧  /∈ Zn−1,1(Bn × Y).
Extension of E1/2-graphs: Following an idea from [15], we now extend currents in
E1/2-graph(Bn × Y) to suitable currents in Dn+1,2(Cn+1 × RN).
Deﬁnition 2.3. Let T ∈ E1/2-graph(Bn×Y) be such that (2.2) holds. Then the extension
T˜ := Ext(T ) is the current T˜ ∈ Dn+1,2(Cn+1 × RN) deﬁned by
T˜ = (−1)n−1
GUT + ∑
q∈H1(Y)
Lq ×Rq
 , (2.4)
where UT := Ext(uT ) and Rq is the i.m. rectiﬁable current of least mass among all
currents in R2(RN) such that Zq = Rq is in the homology class q, see Remark 2.2.
Remark 2.4. Note that even if Rq minimizes the mass among all currents in R2(RN)
such that Rq is in the homology class q, then a priori the mass of Rq is not ﬁnite,
compare Remark 0.2.
Remark 2.5. Note that from Deﬁnition 2.3 and (1.1) we infer that the boundary of T˜
over Bn × {0} × Y is equal to T on Zn,1(Bn × Y). In fact, for every q ∈ H1(Y)
(Lq ×Rq) = Lq ×Rq + (−1)n−1 Lq ×Rq
and hence, since Rq ∈ q, whereas Lq ×Rq = 0 on Dn,1(Bn × RN), we have
(−1)n−1(Lq ×Rq) = Lq ×Cq on Zn,1(Bn × Y).
The E1/2-energy: We recall from [14] that the Dirichlet energy of a current T in the
so-called class D-graph(Cn+1 × RN) is deﬁned by the integral
D(T ) :=
∫
Cn+1×RN
F (y,
−→
T ) d‖T ‖D,
where −→T is the Radon–Nikodym derivative dT /d‖T ‖D, ‖T ‖D being the D-norm, and
the function F(y, ) of y ∈ Y and  ∈∧n+1Rn+1+N is the Dirichlet density of T. Now,
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if T˜ ∈ Dn+1,2(Cn+1 × RN) is given by (2.4), then it is not difﬁcult to prove that its
Dirichlet energy is
D(T˜ ) = 1
2
∫
Cn+1
|DUT |2 dx dt +
∑
q∈H1(Y)
M(Lq) ·M(Rq). (2.5)
In particular, if T = GU for some U ∈ W 1,2(Cn+1,RN), then D(GU) = D(U).
Deﬁnition 2.6. Let T be in E1/2-graph(Bn × Y), so that (2.2) holds. Then the E1/2-
energy E1/2(T ) of T is deﬁned as the Dirichlet energy D(T˜ ) of the extension T˜ :=
Ext(T ), see (2.4) and (2.5).
If T = Gu for some u ∈ W 1/2(Bn,Y) and U = Ext(u), we also deﬁne
Ext(Gu) := (−1)n−1GU, E1/2(Gu) := D(GU) = D(U)  |u|1/2.
Finally, if A ⊂ Bn is a Borel set, and T ∈ E1/2-graph(Bn × Y), we will denote
E1/2(T ,A× Y) := D(Ext(T A× RN))
and if u ∈ W 1/2(Bn,Y)
E1/2(u,A) := D(Ext(u|A),A× I ) = 12
∫
A×I
|D Ext(u|A)|2 dx dt.
We now give the following:
Deﬁnition 2.7. Let T ∈ Dn,1(Bn,Y). We say that T is a Cartesian current in cart1/2
(Bn × Y) if T belongs to E1/2-graph(Bn × Y) and the E1/2-energy E1/2(T ) of T is
ﬁnite, see Deﬁnitions 2.1 and 2.6.
Deﬁnition 2.8. We say that a map u ∈ W 1/2(Bn,Y) is in cart1/2(Bn,Y) if the current
Gu associated to its graph is in cart1/2(Bn × Y).
Therefore, a W 1/2-map u is in cart1/2(Bn,Y) if the graph Gu has no inner boundary,
i.e. (2.3) holds true. In particular, any smooth map u : Bn → Y with ﬁnite W 1/2-energy
belongs to cart1/2(Bn,Y).
Finally, if  : B˜n → Y is a given W 1/2-function, which is assumed to be smooth
on B˜n, where B˜n is a bounded domain in Rn such that Bn ⊂⊂ B˜n, in the sequel we
will denote
cart1/2 (B˜
n,Y) := {u ∈ cart1/2(B˜n,Y) | u =  on B˜n \ Bn},
cart1/2 (B˜
n × Y) := {T ∈ cart1/2(B˜n × Y) | (T −G) (B˜n \ Bn)× RN = 0}.
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The weak convergence: We say that {Tk} ⊂ cart1/2(Bn × Y) converges to T ∈
Dn,1(Bn × Y) weakly in cart1/2 if Tk() → T () for every  ∈ Zn,1(Bn × Y) and
supk E1/2(Tk) < +∞.
The one-dimensional case: Deﬁnition 2.7 is motivated by the following:
Theorem 2.9. Let {uk} ⊂ C1(B1,Y) be a sequence of smooth maps with supk |uk|1/2
< +∞. Then, possibly passing to a subsequence, Guk ⇀ T weakly in D1(B1 × Y) to
some current T ∈ cart1/2(B1 × Y).
Therefore, the class cart1/2(B1×Y) contains the weak limits in cart1/2 of sequences
of graphs of smooth maps with equibounded E1/2-energy. Moreover we have the fol-
lowing lower semicontinuity property.
Proposition 2.10. Let {uk} ⊂ C1(B1,Y) be a sequence of smooth maps with supk
|uk|1/2 < +∞ and such that Guk ⇀ T weakly in D1(B1 × Y) to some current
T ∈ E1/2-graph(B1 × Y). Then T ∈ cart1/2(B1 × Y) and
E1/2(T ) lim inf
k→+∞ E1/2(Guk ).
Finally the following closure theorem holds true:
Theorem 2.11. The classes cart1/2(B1×Y) and cart1/2 (B˜1×Y) are closed under weak
convergence in cart1/2.
The n-dimensional case: Taking into account Theorem 2.11 and the approximation
theorems in Sections 6 and 7, we shall prove in any dimension n2 the following:
Theorem 2.12 (Closure theorem). We have:
(i) if n = 2, the class cart1/2 (B˜2 × Y) is closed under weak convergence in cart1/2;
(ii) in any dimension, cart1/2(Bn × Y) and cart1/2 (B˜n × Y) are closed under weak
convergence in cart1/2, provided that 1(Y) is commutative.
We will also prove that the following lower semicontinuity and compactness prop-
erties hold in any dimension n1.
Proposition 2.13. Let {Tk} ⊂ cart1/2(Bn × Y) be such that Tk ⇀ T weakly in cart1/2
to some current T ∈ E1/2-graph(Bn × Y). Then T ∈ cart1/2(Bn × Y) and
E1/2(T ) lim inf
k→+∞ E1/2(Tk). (2.6)
Proposition 2.14. Let {Tk} ⊂ cart1/2(Bn×Y) be such that supk E1/2(Tk) < +∞. Then,
possibly passing to a subsequence we have that Tk ⇀ T weakly in cart1/2 to some
current T ∈ cart1/2(Bn × Y).
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The rest of this section is dedicated to outline the proof of Theorem 2.12.
Let {Tk} ⊂ cart1/2(Bn × Y) be such that Tk ⇀ T weakly in cart1/2 to some current
T ∈ Dn,1(Bn × Y). We have to show that T ∈ cart1/2(Bn × Y). To this aim, we ﬁrst
write Tk as
Tk = Guk +
∑
q∈H1(Y)
L(k)q ×C(k)q on Zn,1(Bn × Y), (2.7)
where uk ∈ W 1/2(Bn,Y), L(k)q ∈ Rn−1(Bn) and C(k)q is an integral ﬂat cycle in the
homology class q, for every q and k. If T˜k := Ext(Tk), we have
T˜k = (−1)n−1
GUk + ∑
q∈H1(Y)
L(k)q ×R(k)q
 , (2.8)
where Uk = Ext(uk) ∈ W 1,2(Cn,RN) and R(k)q ∈ R2(RN) is mass minimizing with
R(k)q = Z(k)q , where Z(k)q ∈ Z1(Y) is in the homology class q. Moreover, since
supk E1/2(Tk) < +∞ we have
sup
k
D(Uk) < +∞, sup
k
∑
q∈H1(Y)
M(L(k)q ) ·M(R(k)q ) < +∞. (2.9)
Therefore, from [14], possibly passing to a subsequence we have T˜k ⇀ T˜ weakly in
Dn+1,2 to some current T˜ ∈ Dn+1,2(Cn+1 × RN) such that
T˜ = (−1)n−1 (GU + S˜T ) on Zn+1,2(Cn+1 × RN),
where U ∈ W 1,2(Cn,RN). Now we check that
T = T˜ = Gu + ST on Zn,1(Bn × {0} × RN), (2.10)
where u ∈ W 1/2(Bn × Y) is the trace of U on Bn × {0} and ST ∈ Dn,1(Bn × Y) is
completely vertical, i.e. ST () = 0 if  = (0) ∈ Dn(Bn × Y). Moreover, due to the
weak convergence we also infer that T satisﬁes (2.1). To show that T decomposes as
in (2.2), we argue as follows.
Structure of the weak limit current: According to [14], similarly to e.g. Theorem 1
of Section 5.3.1 in Vol. II, the weak limit current T ∈ Dn,1(Bn × Y) decomposes as
T = Gu +
s∑
s=1
Ls(T )× s on Zn,1(Bn × Y), (2.11)
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where Ls(T ) ∈ Dn−1(Bn) only depends on the cohomology class of s and is
deﬁned by
Ls(T )() := ST (# ∧ ̂#s),  ∈ Dn−1(Bn).
Following an idea from [11], we show that the Ls(T )’s are i.m. rectiﬁable currents in
Rn−1(Bn). To this aim, taking into account the density of smooth graphs in cart1/2(Bn×
Y), see Theorems 4.1, 6.1, 6.2 and 7.1 below, in the next section we will prove the
following
Theorem 2.15. For every s = 1, . . . , s the current Ls(T ) is a ﬂat chain in Bn.
Slicing by lines: Let P be an oriented straight line in Rn and P := P +
∑n−1
i=1 ii
the family of oriented lines parallel to P, with  := (1, . . . , n−1) ∈ Rn−1, span(1,
. . . , n−1) being the orthogonal hyperspace to P. Similarly to the case of normal cur-
rents, since T satisﬁes (2.10), where D(T˜ ) < +∞, we infer that for Hn−1-a.e.  the
slice T −1(P) of T over −1(P) is a well-deﬁned one-dimensional ﬂat chain in
(Bn ∩ P)× Y and Tk −1(P) belongs to cart1/2((Bn ∩ P)× Y) for every k.
Since Tk ⇀ T weakly in cart1/2, for Hn−1-a.e. , passing to a subsequence we have
Tk −1(P) ⇀ T −1(P) weakly in cart1/2. Therefore, from the closure result of
Theorem 2.11 we infer that the slice T −1(P) ∈ cart1/2((Bn ∩ P)×Y) and hence
that Ls(T ) −1(P) = Ls(T −1(P)) is zero-dimensional and rectiﬁable for every
s = 1, . . . , s. Since the Ls(T )’s are ﬂat chains, the rectiﬁability criterion of White [27]
yields that the Ls(T )’s are i.m. rectiﬁable currents in Rn−1(Bn). Similarly to [11], we
then conclude that T decomposes as in (2.2) and hence that T ∈ E1/2-graph(Bn ×Y).
Finally, by lower semicontinuity, Proposition 2.13, we have E1/2(T ) < +∞ and hence
T ∈ cart1/2(Bn×Y). The closure of the class cart1/2 (B˜n×Y) is obtained in a similar
way.
3. Proofs
In this section we collect the proofs of the results stated in Section 2.
Proof of Theorem 2.9. Let RN  RN × {0} ⊂ RN+1 and let Y˜± be the compact
manifolds in RN+1  RN × R, with boundary Y˜± = Y , given by
Y˜± := {y˜ ∈ RN+1 : y˜ = (y,±(1− )), y ∈ Y,  ∈ [0, 1]}.
Also let Y˜ be the boundaryless compact manifold
Y˜ := Y˜+ ∪ Y˜−
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and let
Q+ := B1×]0, 1[, Q− := B1×] − 1, 0[, Q := B1×] − 1, 1[.
Moreover, for every k, let U+k : Q+ → Y˜+ be the energy minimizing map with
boundary condition U+k |B1×{0} = uk . Of course
D(U+k ,Q
+)  |uk|1/2.
Also, let U−k : Q− → Y˜− be given by
U−k (x, t) :=  ◦ U+k (x,−t), (y, ) := (y,−).
Finally let Uk : Q → Y˜ be deﬁned by Uk(x, t) := U±k (x, t) if ±t ∈ [0, 1[. We notice
that, being Y˜ a Lipschitz neighborhood retract, U±k is Hölder continuous because of
Morrey’s theorem, see [21] or e.g. [14, Vol. II, Section 3.2.2].
Since supk |uk|1/2 < +∞, then we have that supk D(Uk,Q) < +∞. Moreover GUk
belongs to the class cart2,1(Q× Y˜). Finally, since Y˜ is the suspension of the manifold
Y , we have
Hq(Y˜) = Hq−1(Y) ∀q1
and hence H2(Y˜) has no torsion. Therefore, possibly passing to a subsequence, from
[14] we infer that GUk ⇀ T˜ weakly in D2(Q× Y˜) to some current T˜ ∈ cart2,1(Q× Y˜).
As a consequence, T˜ may be decomposed as
T˜ = GU +
j0∑
i=1
xi × Ri on Z2,2(Q× Y˜), (3.1)
where U ∈ W 1,2(Q, Y˜), xi is the unit Dirac mass at the point xi ∈ Q and Ri ∈ Z2(Y˜)
is an integral 2-cycle of spherical type, being Y˜± Lipschitz neighborhood retracts. In
other words, the homology class of Ri contains a Lipschitz image of the 2-sphere S2,
compare [14]. More precisely, there exist Zi ∈ Z2(Y˜), Wi ∈ R3(Y˜) and a Lipschitz
function i : S2 → Y˜ such that
Ri − Zi = Wi and i#S2 = Zi.
Moreover, since Uk ⇀ U weakly in W 1,2(Q, Y˜), and GUk B1×{0} = Guk , then the
trace of U on B1×{0} is a function u in W 1/2(B1,Y) and GU (B1×{0}×Y) = Gu.
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We now show that the slice of GU+k w.r.t. B
1 × {0} weakly converges to a current
T ∈ E1/2-graph(B1×Y). To this aim, possibly reordering the indices, we may and will
suppose that the points xi in (3.1) belong to B1×{0} if and only if i ∈ {1, . . . , i0} for
some given i0j0. Now we have
Guk = GU+k (B
1 × {0} × Y) ⇀ Gu + 
(
i0∑
i=1
xi × R˜i
)
on Z1,1(B1 × Y)
weakly in D1(B1×Y), where, due to the symmetry of the functions Uk , we infer that
each R˜i ∈ R2(Y˜+) is the weak limit of Lipschitz images ˜i#B2 of the unit disk B2,
with ˜i (B2) ⊂ Y . As a consequence we have
T = Gu +
i0∑
i=1
xi × Ci on Z1,1(B1 × Y),
where Ci = R˜i is an integral ﬂat cycle in Z1(Y), so that T ∈ E1/2-graph
(B1 × Y), see Deﬁnition 2.1. To conclude that E1/2(T ) < +∞, and hence that
T ∈ cart1/2(B1 × Y) according to Deﬁnition 2.7, we argue as in the proof of
Proposition 2.10. 
Proof of Proposition 2.10. As in the proof of Proposition 2.13, with Tk = Guk . 
Proof of Theorem 2.11. Let {Tk} be a sequence in cart1/2(B1×Y) such that Tk ⇀ T
weakly in cart1/2 to some T ∈ D1(B1 × Y). If Tk = Guk for some uk ∈ W 1,2(B1,Y),
since n = 1, for every k we ﬁnd a sequence of smooth maps {v(k)h } ⊂ W 1/2(B1,Y) such
that v(k)h → uk strongly in W 1/2 as h→+∞, compare [3]. As a consequence, taking
vh := vk(h)h , we have that Gvh ⇀ T weakly in D1(B1 × Y), with suph |vh|1/2 < +∞,
so that by Theorem 2.9 we conclude that T ∈ cart1/2(B1 × Y).
In the general case, from Deﬁnition 2.7 we may write
Tk = Guk +
ik∑
i=1

x
(k)
i
× C(k)i on Z1,1(B1 × Y)
for some integral ﬂat cycles C(k)i ∈ Z1(Y) and some points x(k)i ∈ B1. Note that
{ik}k ⊂ N is a priori not bounded. If T˜k := Ext(Tk), we have
T˜k = GUk +
ik∑
i=1

x
(k)
i
× R(k)i ,
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where Uk = Ext(uk) and R(k)i ∈ R2(RN) is mass minimizing with R(k)i = Z(k)i , where
Z
(k)
i ∈ Z1(Y) is in the homology class of C(k)i , see Deﬁnition 2.3. From condition
supk E1/2(Tk) < +∞ we infer that
sup
k
D(Uk) < +∞ and sup
k
ik∑
i=1
M(R(k)i ) < +∞.
Therefore, from the proof of Theorem 2.9, possibly passing to a subsequence we deduce
that
Guk ⇀ T̂ = Gu +
Î∑
i=1
x̂i × Ĉi on Z1,1(B1 × Y),
where [Ĉi] ∈ H1(Y) and u ∈ W 1/2(B1,Y). Moreover, since all the C(k)i ’s are non-
trivial 1-cycles in Y , we infer that there is a positive constant  such that M(R(k)i )
for all i and k. Consequently I := supk ik < +∞ and then
ik∑
i=1

x
(k)
i
× R(k)i ⇀
I∑
i=1
xi × Ri on Z2,2(B1 × Y),
where [Ri] ∈ H1(Y). Therefore, taking into account Proposition 2.10, we easily con-
clude that the weak limit
T = Gu +
Î∑
i=1
x̂i × Ĉi +
I∑
i=1
xi × Ri on Z1,1(B1 × Y)
belongs to cart1/2(B1 × Y). 
Proof of Proposition 2.13. If Tk and T are given by (2.7) and (2.2), and T˜k := Ext(Tk)
and T˜ := Ext(T ) by (2.8) and (2.4), respectively, possibly passing to a subsequence we
may and will suppose that, on one side, the lower limit in (2.6) is a ﬁnite limit and, on
the other side, that T˜k ⇀ T̂ weakly in Dn+1,2 to some current T̂ ∈ Dn+1,2(Cn+1×RN).
Due to weak convergence Tk ⇀ T , we infer that T = T̂ on Zn,1(Bn × {0} ×
Y). Moreover, since Uk is the harmonic extension of uk , the energy of Uk does not
concentrate in the interior of Cn+1 as k →+∞. As a consequence we obtain
T̂ = GUT +
∑
q∈H1(Y)
Lq ×R̂q on Zn+1,2(Cn+1 × RN),
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where UT = Ext(uT ) and R̂q ∈ R2(RN) is such that R̂q = Cq for every q. Moreover
D(T̂ )D(UT )+
∑
q∈H1(Y)
M(Lq) ·M(R̂q)
so that, from the deﬁnition of E1/2-energy, we infer E1/2(T ) := D(T˜ )D(T̂ ). Fi-
nally, by lower semicontinuity of the Dirichlet energy w.r.t. the weak convergence in
Dn+1,2(Cn+1×RN), we get D(T̂ ) lim infk D(T˜k) and hence the assertion, as D(T˜k) =
E1/2(Tk). 
Proof of Proposition 2.14. If T˜k := Ext(Tk) then, as in the proof of Theorem 2.12,
possibly passing to a subsequence we infer that T˜k ⇀ T˜ weakly in Dn+1,2(Cn+1×RN)
to some current T˜ such that if T := T˜ on Zn,1(Bn×{0}×Y), then T ∈ cart1/2(Bn×Y)
and Tk ⇀ T weakly in Dn,1(B1 × Y), as required. 
Proof of Theorem 2.15. In the following sections, we will show that for every Tk in
cart1/2(Bn × Y), respectively in cart1/2 (B˜n × Y), there exists a sequence of smooth
maps {u(k)h } in C∞(Bn,Y), respectively in C∞ (B˜n,Y), such that Gu(k)h ⇀ Tk weakly in
cart1/2 and E1/2(Gu(k)h )→ E1/2(Tk) as h→ +∞. Therefore, since T is the weak limit
in cart1/2, i.e. with equibounded E1/2-energy, of a sequence {Tk} in cart1/2(Bn × Y),
by a diagonal argument we may and will assume that Tk = Guk for some smooth map
uk ∈ W 1/2(Bn,Y).
Being uk ∈ W 1/2(Bn,Y) smooth, we infer that Ls(Guk ) := #(Guk ̂#s) is a
ﬂat chain. In fact, since du#k
s = u#kds = 0, then u#ks is a closed 1-form in
D1(Bn) and hence u#ks = dgsk for some gsk ∈ C∞c (Bn). As a consequence, since
for every  ∈ Dn−1(Bn) one has d( ∧ gsk) = d ∧ gsk + (−1)n−1 ∧ dgsk , whereas
Guk = (Id  uk)#Bn, and Guk has no boundary in Bn × Y , we infer
(−1)n−1 Ls(Guk )() = Guk (# ∧ ̂#s) =
∫
Bn
 ∧ u#ks
=
∫
Bn
 ∧ dgsk = (−1)n
∫
Bn
d ∧ gsk
and ﬁnally, by the deﬁnition of ﬂat norm,
F
(
Ls(Guk )
) := sup{Ls(Guk )() |  ∈ Dn−1(Bn), F()1}

∫
Bn
|gsk| dx < +∞,
where
F() := max
{
sup
x∈Bn
‖(x)‖, sup
x∈Bn
‖d(x)‖
}
.
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We now show that {Ls(Guk )}k is a Cauchy sequence w.r.t. the ﬂat norm, i.e., that
F
(
Ls(Guk )− Ls(Guh)
) := sup{(Ls(Guk )− Ls(Guh))() |
 ∈ Dn−1(Bn), F()1}
is small for k, h large. Similarly to Section 1, we choose a smooth extension ˜s ∈
D1(RN) of s and a function  ∈ C∞([0, 1], [0, 1]) with  ≡ 1 and  ≡ 0, respectively,
in a neighborhood of 0 and 1, and we let Uk = Ext(uk). Also, for every  ∈ Dn−1(Bn)
with F()1, we let ˜ ∈ Dn−1(Cn+1) be given by ˜(x, t) := (x) (t). We have
Ls(Guk )() = GUk(#˜ ∧ ̂#˜s) =
∫
Cn+1
(
d˜ ∧ U#k ˜s + (−1)n−1˜ ∧ U#k d˜s
)
.
Since {Uk} is equibounded in W 1,2, possibly passing to a subsequence we have
U#k ˜
s → U#˜s and U#k d˜s ⇀ U#d˜s weakly in L1 to some U ∈ W 1,2(Cn+1,RN), so
that we infer that {Ls(Guk )()}k is a Cauchy sequence. As a consequence, if Fn−1(Bn)
denotes a countable dense subset of smooth forms  in Dn−1(Bn) satisfying F()1,
by a diagonal argument we infer that
sup{(Ls(Guk )− Ls(Guh))() |  ∈ Fn−1(Bn)}
is small for k, h large. By density of Fn−1(Bn), we obtain that {Ls(Guk )}k is a Cauchy
sequence w.r.t. the ﬂat norm and hence, due to weak convergence of Guk to T, that
Rs := #(T ̂#s) is a ﬂat chain.
Moreover, since T = Gu + ST , where u ∈ W 1/2(Bn,Y) and ST (0) = 0, as a
consequence of the strong density result for Cartesian currents in cart1/2, in the next
sections we will obtain the sequential weak density of smooth maps in W 1/2(Bn,Y),
see Corollary 6.3 and 7.2. Therefore, by repeating the previous argument we easily
infer that Ds := #(Gu ̂#s) is a ﬂat chain and hence, being Ls(T ) = Rs −Ds , that
Ls(T ) is a ﬂat chain, too. 
4. A density result in dimension one
In this section, we prove the following strong density result for the W 1/2-energy
of graphs of maps from one-dimensional domains into general target manifolds Y , as
described in the introduction. We remark that no condition on the ﬁrst homotopy group
1(Y) is required.
Theorem 4.1. Let n = 1. For every T ∈ cart1/2(B1 × Y) there exists a sequence
of smooth maps uk : B1 → Y such that Guk ⇀ T weakly in cart1/2 and
lim
k→+∞ E1/2(uk, B
1) = E1/2(T , B1 × Y). (4.1)
As a consequence, we have a similar density result in the case with boundary data.
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Corollary 4.2. For every T ∈ cart1/2 (B˜1 × Y) there exists a sequence of smooth
maps {uk} ⊂ C∞ (B˜1,Y) such that Guk ⇀ T weakly in cart1/2 and E1/2(uk, B˜1) →
E1/2(T , B˜1 × Y) as k →+∞.
We recall by Section 2 that every T ∈ cart1/2(B1 × Y) has the form
T = GuT +
i0∑
i=1
xi × Ci on Z1,1(B1 × Y), (4.2)
where x is the Dirac mass in x, xi ∈ B1, and the Ci ∈ Z1(Y) are integral ﬂat 1-
cycles with non-trivial homology. Moreover, without loss of generality, we may and
will choose the representative Ci in such a way that if Ri ∈ R2(RN) minimizes the
mass among all the i.m. rectiﬁable currents R ∈ R2(RN) such that Z = R is in the
homology class of Ci , then
Ci = Ri.
The E1/2-energy of T is then deﬁned as the Dirichlet energy of its extension T˜
E1/2(T ) := D(T˜ ) = 12
∫
C2
|DuT |2 dx +
i0∑
i=1
M(Ri),
where T˜ = Ext(T ) := GUT +
∑i0
i=1 xi × Ri , with UT := Ext(uT ) ∈ W
1,2(C2,RN),
compare Deﬁnition 2.3.
Remark 4.3. We observe that any integral ﬂat 1-cycle C ∈ Z1(Y) is of S1-type, i.e.,
there exist Z ∈ Z1(Y), W ∈ R2(Y) and a Lipschitz function  : S1 → Y such that
C − Z = W and Z = #S1.
In fact, if Z ∈ Z1(Y) is any i.m. rectiﬁable cycle in the homology class of C, making
use of the arc-length parameterisation, we readily check the existence of a Lipschitz
function  : S1 → Y such that Z = #S1. This is not true in higher dimension. For
example, for general manifolds Y there are integral 2-cycles C ∈ Z2(Y) of the type of
the torus such that their 2-homology class in Y does not contain a Lipschitz image of
the unit sphere S2.
Remark 4.4. For future use, we denote
Yε := {y ∈ RN | dist(y,Y)ε}
the ε-neighborhood of Y and we observe that, since Y is smooth, there exists ε0 > 0
such that for 0 < εε0 the nearest point projection ε of Yε onto Y is a well-deﬁned
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Lipschitz map with Lipschitz constant Lε → 1+ as ε → 0+. Note that for 0 < εε0
the set Yε is equivalent to Y in the sense of the algebraic topology. In particular, we
have that
1(Yε) = 1(Y).
In the sequel we will denote
B+r := B2r ∩ C2, +Br := B2r ∩ {(x, t) ∈ C2 | t > 0},
Jr := B+r \ +Br = [−r, r] × {0},
(4.3)
where B2r := {(x, t) ∈ R2 | x2 + t2 < r2}, and
B+ := B+1 , +B := +B1, J := J1.
The proof of Theorem 4.1 relies on the following result.
Proposition 4.5 (Approximation of 1-cycles). Let U be a smooth W 1,2 map from C2
into RN with trace T(U) ∈ W 1/2(B1,Yε). Let C ∈ Z1(Y) be an integral ﬂat 1-cycle
and let R ∈ R2(RN) be the i.m. rectiﬁable current of least mass in RN such that
R = C. Then there exist a sequence {Uk} of smooth maps from C2 into RN , with
traces uk := T (Uk) ∈ W 1/2(B1,Y2ε) for every k, and a sequence of radii k ↘ 0 such
that Uk = U outside B+k and GUk ⇀ GU + 0 × R weakly in D2(C2 × RN) with
lim
k→+∞D(Uk, C
2) = D(U, C2)+M(R).
We postpone the proof of Proposition 4.5 and ﬁrst prove Theorem 4.1 and Corol-
lary 4.2.
Proof of Theorem 4.1. Since n = 1, adapting an argument by Schoen and Uhlenbeck
[25], as in [3, Section 2.1] we can ﬁnd a sequence of smooth maps Uk : C2 → RN
such that Uk → Ext(u) strongly in W 1,2(C2,RN) and for which there exists a positive
number t0 > 0 such that Uk(B1 × [0, t0]) ⊂ Yε0 for every k. In particular, we have
that the traces uk := T(Uk) ∈ W 1/2(B1,Yε0) and uk → u in W 1/2(B1,Yε0). On small
half-disks xi+B+rk,h around each xi and contained in C2, we then apply Proposition 4.5
to each Uk and ﬁnd a sequence of smooth maps {Uk,h}h from C2 into RN , with traces
uk,h := T(Uk,h) ∈ W 1/2(B1,Yε0) for every h, and a sequence of radii rk,h ↘ 0 as
h→+∞ such that Uk,h = Uk outside xi + B+rk,h ,
GUk,h ⇀ GUk +
i0∑
i=1
xi × Ri
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weakly in D2(C2 × RN) and
lim
h→+∞D(Uk,h, C
2) = D(Uk, C2)+
i0∑
i=1
M(Ri).
By a diagonal procedure we then ﬁnd a smooth sequence {Vk} ⊂ C1(C2,RN), again
with traces vk := T(Vk) ∈ W 1/2(B1,Yε0), such that GVk ⇀ T˜ weakly in D2(C2 ×
RN) and D(Vk, C2) → D(T˜ ) as l → +∞. Finally, setting uk := ε0 ◦ vk , compare
Remark 4.4, we obtain the assertion. 
Proof of Corollary 4.2. Since u is smooth on B˜1 \ B1, we may and do deﬁne the
sequence Uk : C2 → RN so that in particular (Guk − G) (B˜1 \ B1) × RN = 0 for
every k. Moreover, since the points xi in (4.2) can be taken distant from the boundary
of B1, we apply Proposition 4.5 by taking the radii rk,h small so that in particular Uk,h
coincides with Uk in a small neighborhood of B1 × I , as required. 
To prove Proposition 4.5 we make use of the following result:
Proposition 4.6. Let C ∈ Z1(Y) be an integral ﬂat 1-cycle and let R ∈ R2(RN) be
the i.m. rectiﬁable current of least mass in RN such that R = C. Let P ∈ Y be a
given point. Then there exists a sequence of Lipschitz functions fε : B+ → RN such
that f
ε|+B ≡ P , fε(J ) ⊂ Y2ε, fε#B+ ⇀ R and fε#J  ⇀ C weakly in D2(RN)
and D1(Y2ε), respectively, and
lim
ε→0D(fε, B
+) =M(R).
We postpone its proof and we give the
Proof of Proposition 4.5. If P := u(0), we let Uε be a convex open subset of Yε
containing P and let rε ∈ (0, 1) be such that U(B+rε ) ⊂ Uε. We deﬁne, for k ∈ N and
r ∈ (0, rε),
Uk,r (z) :=

U(z) if |z| > r,
vr(z) if r/2 |z|r,
fk(2z/r) if |z| < r/2,
z ∈ C2,
where fk is given by Proposition 4.6, with P = U(0), and
vr(z) :=
(
2
r
|z| − 1
)
· U
(
r
z
|z|
)
+
(
2− 2
r
|z|
)
· U(0).
Now, since vr(z) = U(z) for |z| = r and vr(z) ≡ P for |z| = r/2, it follows that Uk,r
is Lipschitz continuous. Moreover by Proposition 4.6 and a change of variables
D(Uk,r , B+r/2) = D(fk, B+)→M(R)
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as k →+∞, so that the claim holds if we show that
lim inf
r→0+
D(vr , B+r \ B+r/2) = 0, (4.4)
by taking Uk := Uk,rk for a suitable sequence rk ↘ 0. Now we estimate
D(vr , B+r \ B+r/2)c
(
‖U(z)− U(0)‖2∞,B+r + r
∫
B+r
|DU |2 dH1
)
,
where c > 0 is an absolute constant and  is the tangential direction to B+r . By
continuity we have ‖U(z) − U(0)‖2∞,B+r → 0 as r → 0
+
. Moreover, if F(r) :=∫
B+r |DU |2 dH1, by the coarea formula [8]∫ r0
0
F(r) dr
∫
B+r0
|DU |2 dx dt < +∞,
so that F is a non-negative function in L1(0, r0). As a consequence, we infer that
lim infr→0+ rF(r) = 0 and ﬁnally that (4.4) holds, as required. 
Proof of Proposition 4.6. The proof is an adaptation of [16, Proposition 4.5], to which
we refer for further details. We divide the proof in four steps. According to Remark
4.3, C − Z = W where Z = #S1. First, we approximate R, C, Z and W with
polyhedral chains Rε, Cε, Zε and Wε so that (4.5) and (4.6) hold for some Lipschitz
function ε of S1; secondly, we ﬁnd a Lipschitz map fε of B2 with fε#B2 = Rε;
then we show that we can choose fε so that in particular its mapping area is equal to
the mass of Rε; ﬁnally, we modify fε and prove the assertion by means of Morrey’s
ε-conformality theorem.
Step 1: For every ε > 0 we ﬁnd an open set Uε ⊂ RN such that M(R (RN \Uε)) <
ε, M((R Uε)) < +∞ and spt(R (RN \Uε)) ⊂ Yε/2. We then apply Federer’s strong
approximation theorem [8, 4.2.20] to the integral current R Uε ∈ R2(RN) and ﬁnd
an integral polyhedral 2-current Rε in RN and a C1-diffeomorphism ε : RN → RN ,
with Lipε,Lipε
−11+ ε, such that
M(Rε − ε#(R Uε))ε and M(Rε − ε#(R Uε))ε.
As a consequence we obtain that
Rε ⇀ R and M(Rε)→M(R) (4.5)
as ε → 0+. Moreover, if Cε := Rε, we also infer that sptCε ⊂ Yε and hence, due to
weak convergence of Cε ⇀ C, for ε small Cε is an integral 1-cycle with ﬁnite mass
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in Yε. By Remark 4.3, there exist Z˜ε ∈ Z1(Yε), with ﬁnite mass M(Z˜ε) < +∞, and
W˜ε ∈ R2(Yε) such that
Cε − Z˜ε = W˜ε and Z˜ε = ˜ε#S1
for some Lipschitz function ˜ε : S1 → Yε. Moreover, as in Step 1 of [16, Proposi-
tion 4.5], using an argument by White [26] and [8, 4.2.19], and regarding RN as the
subspace RN × {0R2} of RN+2, we ﬁnd a Lipschitz embedding ε : S1 → Y˜ε, where
Y˜ε := Y2ε × R2, and an integral polyhedral chain Wε ∈ R2(RN+2) such that
Cε − Zε = Wε and ε#S1 = Zε. (4.6)
Step 2: As in Step 2 of [16, Proposition 4.5], by “covering” the 2-faces of Wε
we ﬁrst construct a Lipschitz embedding ε : S1 → RN+2 such that ε#S1 = Cε.
Secondly, as in [26], by “covering” the 2-faces of Rε we ﬁnd a Lipschitz extension
ε : B2 → RN+2 such that ε|S1 = ε and ε#B2 = Rε. Moreover, we are able to
deﬁne ε so that
There is a simplicial decomposition of B2, say ˜, such that
ε maps each curvilinear 2-simplex D of ˜ bijectively
onto a 2-face of the 2-skeleton of Rε.
(4.7)
Step 3: We now construct a Lipschitz map gε : B2 → RN such that gε maps B2
into Rε with mapping area equal to the mass of Rε, i.e.,
gε#B2 = Rε and A(gε, B2) =M(Rε), (4.8)
and such that, if hε := gε|S1 , then
hε(S
1) ⊂ Y˜ε and hε#S1 = Cε. (4.9)
By (4.7) let {D˜i} be a subfamily of the simplices of ˜ such that ε maps each D˜i
bijectively onto a 2-face of Rε (with multiplicity and orientation), so that if U˜ := ∪D˜i
we have
ε#U˜ = Rε and A(ε, U˜) =M(Rε).
For every i, let Di be the 2-simplex obtained by contracting D˜i from its barycenter with
an homothetic factor 1/2, so that dist(Di1 ,Di2) > 0 if i1 #= i2. Finally, let U := ∪Di .
We ﬁrst deﬁne gε on each Di by contracting ε |D˜i from the barycenter of D˜i . Then,
since the mapping area is invariant under reparameterizations of the domain, (4.8)
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clearly holds if we are able to ﬁnd a Lipschitz extension of gε to the whole disk B2
so that the image of gε|B2\U is one-dimensional.
To do this, we ﬁrst make a list of the 1-simplices of the 1-skeleton of Rε, each one
with a ﬁxed orientation. Then, for every i, we label each 1-face F of the boundary of
Di with ±j , according to the property that gε maps F, with the orientation induced
by Di , onto the j th 1-simplex of Rε with orientation ±.
Let now Rkε , k = 1, . . . , l, be the connected components of Rε, so that Rε =∑l
k=1 Rkε , M(Rε) =
∑l
k=1M(Rkε ) and sptRkε is connected. At the ﬁrst step, we consider
the simplices Di corresponding to the faces of R1ε , say D1, . . . , Dm. Possibly reordering
the Di’s, for every i = 1, . . . , m − 1 we connect Di with Di+1 by a rectiﬁable arc
i with suitably chosen initial and ﬁnal points IPi and FPi in the 0-skeleton of Di
and Di+1, respectively, so that gε(IPi ) = gε(FPi ), the interior of i lies in B2 \ U
and i does not intersect j for j = 1, . . . , i − 1. Also, we slightly modify gε on
the Di’s so that it is constant near the end points of i . Then, by taking a small
tubular neighborhood i of i in B2, we deﬁne gε on i as the constant map equal
to gε(IPi ) = gε(FPi ).
As a consequence, if O1 :=⋃mi=1(Di ∪ i ), with m = ∅, then
(i) O1 has positive distance from each of the remaining simplices Di ;
(ii) gε#O1 = R1ε and A(gε,O1) =M(R1ε ).
Actually, since O1 is a topological disk in B2, by using the labels ±j of the 1-faces
of the Di’s, everything can be done in such a way that
(iii) gε|O1 is homotopic on the 1-skeleton of R1ε to a map g˜ε such that g˜ε(O1) ⊂ Y˜ε
and g˜εO1 = R1ε .
By induction on the connected components of Rε, for k = 2, . . . , l, at the kth step
we repeat the previous argument for Rkε , deﬁning gε on Ok so that conditions (i)–(iii)
hold true, with k instead of 1. Moreover, we deﬁne the arcs i so that in particular the
i’s do not intersect any of the Oj ’s, for j = 1, . . . , k − 1. Then we can also require
that
(iv) Ok has positive distance from Oj , for every j = 1, . . . , k − 1.
As a consequence, by (iii) and (iv) we can ﬁnd for every k a small neighborhood O˜k
of Ok in B2, with dist(O˜k1 , O˜k2) > 0 if k1 #= k2, and a Lipschitz extension of gε|Ok
to O˜k , so that the image of O˜k \Ok is a one-dimensional subset of Y˜ε and gε maps
the boundary of O˜k onto Y˜ε with gεO˜k = Rkε .
Choose a point pk of the boundary of O˜k and let Pk := gε(pk). For every k =
1, . . . , l − 1, we connect pk with pk+1 by means of a rectiﬁable arc ˜k such that the
interior of ˜k lies inside B2 \
⋃l
k=1 O˜k and ˜k does not intersect any of the ˜j , for
j = 1, . . . , k− 1. Then deﬁne gε on each ˜k by parameterizing a Lipschitz continuous
arc connecting the points Pk and Pk+1, so that gε(˜k) ⊂ Y˜ε. By the construction we then
ﬁnd a Lipschitz extension of gε to B2 such that the image of B2 \⋃lk=1((Ôk∪ ˜k)\O˜k)
is a one-dimensional subset of Y˜ε and ﬁnally (4.8) and (4.9) hold true.
Step 4: We ﬁrst slightly modify the function gε near the boundary of B2 in such
a way that the conclusion of Step 3 still holds and gε maps the upper part 
+
B
of the boundary of B2 constantly onto the given point P ∈ Y . This can be done
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by means of an homotopy of gε|S1 with values into a one-dimensional subset of Y˜ε.
Let ε : B+ → B2 be a bilipschitz homeomorphism such that ε is the identity on
+B. Moreover, let  : RN+2 → RN be the orthogonal projection onto the ﬁrst N
coordinates. If fε :=  ◦ gε ◦ ε : B+ → RN , for ε > 0 small fε is a Lipschitz
continuous function, with f
ε|+B ≡ P , and by (4.8) and (4.5), since #R = R,
fε#B+ = ( ◦ gε)#B2 = #Rε ⇀ R
weakly in D2(RN), as ε → 0+. Moreover, since Lip = 1, we also have
A(fε, B
+) = A( ◦ gε, B2)A(gε, B2). (4.10)
We now apply Morrey’s ε-conformality theorem [21, Theorem 2.1] and deﬁne an
orientation preserving diffeomorphism ε : B+ → B+ such that, if f˜ε := fε ◦ ε,
then
D(f˜ε, B+)(1+ ε)A(f˜ε, B+) = (1+ ε)A(fε, B+).
Then, by (4.10), (4.8) and (4.5) we have limε→0 D(f˜ε, B+) =M(R). Also, due to the
three points condition, we may and do deﬁne ε so that it maps 
+
B onto +B and
J onto J. As a consequence, by (4.9) we infer that, for ε > 0 small, f˜
ε|+B ≡ P ,
f˜ε(J ) ⊂ Y2ε and f˜ε#J  ⇀ C weakly in D1(Y2ε). 
5. Approximate dipoles
In this section we provide the approximation of dipoles, see [7,12], [14, Vol. II,
Section 4.2.3], for W 1/2-maps with values in Y . Using an argument similar to [18],
we ﬁrst show how to remove homologically trivial point singularities.
Proposition 5.1 (Removing point singularities). Let Y be such that 1(Y) is commu-
tative. Let u ∈ R∞1/2(B2,Y) be in cart1/2(B2,Y), so that (2.3) holds, with n = 2. Then
there exists a sequence of smooth maps uk ⊂ C∞(B2,Y) which converges to u strongly
in W 1/2.
Proof. Since we use a local argument, we may assume that u has only one singularity
at the origin, i.e., u ∈ C∞(B2 \ {0},Y). For 0 < r < 1 we denote
Qr := B3r ∩ C3, Fr := Qr ∩ (B2 × {0}),
+Qr := B3r ∩ {z = (x, t) ∈ C3 | t > 0}.
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Let U ∈ W 1,2(C3,RN) be the harmonic extension of u. For every ﬁxed ε > 0 let
0 < R = R(ε)>1 be such that
D(U,QR)ε.
Since
D(U,QR \QR/2) = 12
∫ R
R/2
dr
∫
+Qr
|DU |2 dH2,
there exists r = rε ∈ [R/2, R] such that
D(U, +Qr) := 12
∫
+Qr
|DU |2 dH2 4
R
D(U,QR \QR/2) 4ε
R
. (5.1)
To remove the singularity of u, we have to show that
{w ∈ W 1/2(B2r ,RN) ∩ C0(B2r ,Y) | w|B2r = u|B2r } #= ∅, (5.2)
i.e., u|B2r is homotopic to a constant map in Y . Since by assumption the ﬁrst homotopy
group 1(Y) is commutative, it sufﬁces to show that for every closed 1-form  in Y ,
or in a basis {s}ss=1 of Z1(Y), we have du|B2r # = 0. This follows from condition(2.3), as ∫
B2r
u|B2r
#s = Gu|B2r (̂
#s) = Gu|B2r (̂
#s)
= Gu|B2r (d̂
#s) = Gu|B2r (̂
#ds) = 0.
As a consequence there exists a smooth extension ur : B2r → Y of u|B2r with ﬁnite
W 1/2-energy.
Let now Vr : Qr → RN be the solution of the Dirichlet problem on Qr with
boundary condition {
Vr = U on +Qr,
Vr = ur on Fr.
Let 0 <  < r to be ﬁxed later. Deﬁne Ur : C3 → RN by
Ur(z) :=

Vr
(
r

z
)
if |z|,
U
(
r
z
|z|
)
if  |z|r,
U(z) if |z|r,
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so that Ur ∈ W 1,2(C3,RN) is continuous and with trace T(Ur) ∈ W 1/2(B2,Y). We
easily estimate
D(Ur, C3)D(U, C3)+ crD(U, +Qr)+ 
r
D(Vr ,Qr)
for some absolute constant c > 0, so that, by (5.1) and since r < R,
D(Ur, C3)D(U, C3)+ 4cε + 
r
D(Vr ,Qr)D(U, C3)+ (4c + 1) ε,
taking  = (ε) sufﬁciently small. Letting ε → 0 we infer that Urε → U in W 1,2(C3,
RN) and ﬁnally that T(Urε ) → u in W 1/2(B2,Y), with T(Urε ) ∈ W 1/2(B2,Y) con-
tinuous. By a standard argument, we approximate T(Urε ) by smooth functions, as
required. 
Remark 5.2. In Proposition 6.6 we will extend Proposition 5.1 to remove the point
singularities of any map u ∈ R∞1/2,(B˜2,Y), even if 1(Y) is not commutative, taking
advantage of the smoothness of the boundary datum  : B˜2 → Y on the whole
of B˜2.
The dipole construction: We will adapt some results from [17], to which we refer
for further details. To ﬁx the notation, let a+, a− ∈ B2 × {0} and L ∈ R1(R3) be the
1-current integration over the segment joining a− to a+, oriented so that the boundary
L = a+ − a− and with mass M(L) = l := |a+ − a−| ∈ (0, 1). We assume
a+ := (l, 0, 0), a− := (0, 0, 0).
Also, if P ∈ Y we let GP denote the current carried by the graph of the map constantly
equal to P. Moreover, we let C ∈ Z1(Y) denote a nontrivial integral ﬂat 1-cycle and
R ∈ R2(RN) the i.m. rectiﬁable current of least mass such that R = C.
We ﬁrst notice that in Proposition 4.6 we have in fact proved the following:
Proposition 5.3. For every P ∈ Y there exists a family {f Pε }ε>0 of Lipschitz functions
f Pε : B+ → RN such that f Pε|+B ≡ P , f
P
ε (J ) ⊂ Yε and
D(f Pε , B
+)M(R)+ ε
2
,
compare (4.3). Moreover Rε := f Pε#B+ ⇀ R and Cε := Rε = f Pε#J  ⇀ C weakly
in D2(RN) and D1(Yε), respectively, with M(Rε)→M(R) as ε → 0. Finally Rε and
Cε do not depend on the choice of P ∈ Y .
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We shall need the following result from [17], compare [14, Vol. II, Section 4.2.3].
For 0 <  < 1 and 0 < m1, let
m (y) := min{my,m(l − y), }, 0y l.
Consider the map m : (0, l)× B+ → C3
m (z) :=
(
x1,m (x1)x2,
m
 (x1)t
)
, z = (x1, x2, t)
and deﬁne
m := m ((0, l)× B+)= {z = (x1, x2, t) ∈ C3 | (x2)2 + t2 < m (x1)2, 0 < x1 < l}.
(5.3)
Lemma 5.4. Let V : (0, l)× B+ → RN be a W 1,2 function and let
Vm (z) := V ◦ (m )−1(z), z ∈ m .
Then there exists an absolute constant c > 0 such that∫
m
|DVm |2 dz 
∫
(0,l)×B+
|D(x2,t)V |2 dz+ c2
∫
(0,l)×B+
|Dx1V |2 dz
+ cm2
∫
((0,/m)∪(l−/m,l))×B+
|D(x2,t)V |2 dz.
(5.4)
We then obtain the following:
Theorem 5.5 (Approximate dipoles). For every P ∈ Y , there exists a family of maps
{uε} ⊂ C1(B2 \ {a−, a+},Y) such that
Guε ⇀ GP + L× C weakly in D2,1(B2 × Y) (5.5)
as ε → 0 and
E1/2(uε, B2)→ l ·M(R), l := |a+ − a−|.
Proof. First deﬁne Wε : (0, l) × B+ → RN by Wε(x1, x2, t) := f Pε (x2, t), where f Pε
is given by Proposition 5.3, so that Wε is a smooth function. Then apply Lemma 5.4
with V := Wε and m = 1, to obtain a map Wε, := Wε ◦ (1)−1. Finally set
Uε(z) :=
{
Wε,(z) if z ∈ 1,
P otherwise,
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so that Uε belongs to C1(C3 \ {a−, a+},RN), the trace uε := T(Uε) belongs to
W 1/2(B2,Yε) and by (5.4)
D(Uε, C3) l · D(f Pε , B+)+
ε
2
if  is sufﬁciently small in dependence of ε and of the Lipschitz constant of Wε. The
assertion then follows from Proposition 5.3, projecting into Y and letting ε ↘ 0, see
Remark 4.4. 
We now extend Theorem 5.5 to Theorem 5.6, in which we connect an approximate
dipole with a map u ∈ W 1/2(B2,Y) smooth outside a+ and a−.
Theorem 5.6. Suppose that 1(Y) is commutative. Let u : B2 → Y be a W 1/2-map
which is smooth except at a− to a+. Suppose that
Gu = −a+ × C + a− × C on Z1,1(B2 × Y), (5.6)
where C ∈ Z1(Y) is an integral ﬂat 1-cycle. Then there exists a smooth map uε : B2 →
Y such that, if Uε = Ext(uε) and U = Ext(u), then Uε = U outside a neighborhood
Um of 
m
 , for some arbitrarily small ,m > 0, see (5.3). Moreover, GUε ⇀ GU+L×R
weakly in D3,2(C3 × RN) and
D(Uε,Um ) l ·M(R)+ ε, (5.7)
where R ∈ R2(RN) the i.m. rectiﬁable current of least mass such that R = C. In
particular Guε ⇀ Gu + L× C weakly in D2,1(B2 × Y) and E1/2(Guε ) → E1/2(Gu +
L× C).
In the proof of the previous theorem, we will make use of the following facts, which
we state separately for future use.
Remark 5.7. Similarly to [2], for any given point p = (x0, 0) in B2 × {0} we can
choose small half-balls of radius r around p and replace U there by the radial maps
Ur(z) := U
(
p + r z− p|z− p|
)
(5.8)
so that
D(Ur, B3r (p) ∩ C3) =
r
2
∫
B3r (p)∩C3
|DU |2 dH2 = O(r),
M. Giaquinta, D. Mucci / Journal of Functional Analysis 225 (2005) 94–146 127
where  is an orthonormal frame of B3r (p) and O(rj )→ 0 for some sequence rj ↘ 0.
In particular, if U is smooth out of the point p and u = T(U) ∈ W 1/2(B2,Y), setting
ur = T(Ur) ∈ W 1/2(B2r (x0),Y) we have
Gur = −x0 × Cr on Z1,1(B2r (x0)× Y),
where
Cr := u|B2r (x0)#B
2
r (x0). (5.9)
Remark 5.8. Note that, if u is smooth near the point x0, by (5.9) we have that Cr is
a boundary on Y , being Cr = Rr , where Rr := u|B2r (x0)#B2r (x0) ∈ D2(Y). On the
other hand, if Gu = x0 ×C on Z1,1(B2r (x0)×Y) for some 1-cycle C ∈ Z1(Y), then
Cr − C = Rr .
Lemma 5.9. Suppose that 1(Y) is commutative. Let C ∈ Z1(Y) and R ∈ R2(RN) be
such that R = C. Let uε : B2 → Yε be a sequence of W 1/2-functions smooth outside
the origin such that
Guε B
2 × Yε = 0 × (Cε − Zε) on Z1,1(B2 × Yε), (5.10)
where Zε ∈ Z1(Yε) is such that Zε − C = Wε for some Wε ∈ D2(Yε) and Cε ∈
Z1(Yε) is the boundary Cε = Rε of an i.m. rectiﬁable current Rε ∈ R2(RN) such
that Rε ⇀ R weakly in D2(RN) with M(Rε)→ M(R) as ε → 0. Then there exists a
sequence of smooth maps vε : B2 → Yε such that vε = uε in a neighborhood of the
boundary B2, (Gvε −Guε) ⇀ 0 weakly in D2,1(B2 × Yε) as ε → 0 and
E1/2(vε, B2)E1/2(uε, B2)+ ε.
Proof of Theorem 5.6. Applying Remarks 5.7 and 5.8 we may suppose
U(z) = U
(
a± + r± z− a±|z− a±|
)
if 0 < |z− a±| < r± (5.11)
for some small radius 0 < r±>l. Moreover by (5.6) we have
Gu = −a+ × C+ + a− × C− on Z1,1(B2 × RN), (5.12)
where C± ∈ Z1(Y) are such that C± − C = R± for some R± ∈ D2(Y).
We divide the cylinder (0, l)×B+r so that the oscillation of U is smaller than ε. To
this aim, let K,m± be the intersection of C3 ∩ B3(a±, r,m) with the “left” and “right”
interior of the half cones of center a±, x1-axis, and angle arctanm, see (5.13) and
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(5.14). By (5.11) we infer that we may ﬁnd 0 < m = m(ε)>1 so that U maps the
K
,m
± ’s into sets of diameter ε.
More precisely, we introduce the cylindrical coordinates w.r.t. the x1-axis
z = (x1, x2, t) = F(, , y) := (y, cos , sin ),  > 0,  ∈ [0,],
so that  = √x22 + t2, and deﬁne
K
,m
+ := {z ∈ C3 : 0 < |z− a+| < r,m, l − /m < x1 < l,  < m(l − x1)},
K
,m
− := {z ∈ C3 : 0 < |z− a−| < r,m, 0 < x1 < /m,  < mx1},
(5.13)
where
r,m := 
√
1+m2
m
. (5.14)
We ﬁrst choose 0 < m = m(ε)>1 and then  = (m, r±) small so that U does
not depend on |z − a±| on the cones K,m± and U maps the cones K,m± into sets of
diameter ε. Note that by (5.11) the ﬁrst condition is satisﬁed if r,m < min{r+, r−}.
Moreover, since U is smooth outside the points a±, if m is given by Lemma 5.4,
we may and will choose  small enough so that we ﬁnd a ﬁnite number of points
0 = y0 < y1 < · · · < y = l such that U maps every set m ((yi−1, yi)× B+) into a
set of diameter ε. Let now
pi = (yi, 0, 0), i = 0, . . . ,,
so that p0 = a− and p = a+. By using the coarea formula w.r.t. the angle coordinate
 := arctan(/|y − yi |), due to the smoothness of U, without loss of generality we
may and do choose m so that
∫
Kmpi
|DU |2 dH2 < +∞ ∀i = 0, . . . ,, (5.15)
where Kmpi is the cone of vertex pi and angle arctanm
Kmpi := {z = F(, , y) ∈ C3 : 0 <  = m |y − yi |}.
For any i = 1, . . . , we deﬁne Wiε : (yi−1, yi) × B+ → RN by Wiε(x1, x2, t) :=
f
Pi
ε (x2, t), where f Piε is given by Proposition 5.3 in correspondence to C and to the
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point Pi := u(qi) ∈ Y for some given qi which lies in the interior of the segment
[pi−1, pi]. Moreover, we let
m,i (y) := min{m(y − yi−1),m(yi − y), }, yi−1yyi,
consider the map m,i : (yi−1, yi)× B+ → R3
m,i (x1, x2, t) :=
(
x1,
m,i
 (x1)x2,
m,i
 (x1)t
)
and deﬁne
V iε (z) := Wiε ◦ (m,i )
−1
(z), z ∈ m,i ((yi−1, yi)× B+).
As in Theorem 5.5 we estimate
D(V iε ,
m,i
 ((yi−1, yi)× B+)) |yi − yi−1| · D(f Piε , B+)+
ε
5
(5.16)
if we choose  = (Wiε , ε,m,) sufﬁciently small.
In the sequel we will denote by
W˜ (, , y) := W(F(, , y)) = W(y, cos , sin )
a function in cylindrical coordinates. We deﬁne Uiε on 
m
 ((yi−1, yi)× B+) by
U˜ iε(, , y) :=
{
V˜ iε (2, , y) if 0 < m,i (y)/2,
˜
m,i
 (, , y) if 
m,i
 (y)/2 < 
m,i
 (y)
for all  ∈ [0,] and y ∈ (yi−1, yi), where
˜
m,i
 (, , y) :=
(
2
m,i (y)
− 1
)
· U˜ (m,i (y), , y)+
(
2− 2
m,i (y)
)
· Pi.
Setting Uε := Uiε on m ((yi−1, yi)×B+) for i = 1, . . . ,, and Uε = U elsewhere, we
ﬁnd that Uε is smooth outside the set {pi | i = 0, . . . ,}. Moreover, we infer that the
trace uε = T(Uε) belongs to W 1/2(B2,Yε) whereas, by the construction, uε satisﬁes
Guε = a+ × (Cε − C+ε )− a− × (Cε − C−ε ) on Z1,1(B2 × Yε), (5.17)
where C±ε ∈ Z1(Yε) is such that C±ε − C = W±ε for some W±ε ∈ D2(Yε) and Cε :=
fε#J  ∈ Z1(Yε), compare Proposition 5.3, so that Cε = Rε, where Rε := f Pε#B+ ⇀
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R weakly in D2(RN) with M(Rε)→ M(R) as ε → 0. In particular we infer that the
graph of uε has no boundary near the points (yi, 0), for i = 1, . . . , − 1. Therefore,
since 1(Yε) is commutative, compare Remark 4.4, these singularities can be removed
by means of Proposition 5.1, by paying a small amount of energy. Similarly, using
Lemma 5.9 we remove the singularities at a±. Consequently, uε is smooth everywhere.
We now show that if  is small then (5.7) holds. To this aim, in the sequel c > 0
will denote an absolute constant, possibly varying from line to line.
For ﬁxed i = 1, . . . ,, if yi−1+ /m < y < yi − /m, then m,i (y) ≡  and hence,
since U maps m ((yi−1, yi)× B+) into a set of diameter ε, we estimate
|DUiε |
2ε

+ c
(
1

|U˜,(, , y)| + |U˜,y(, , y)|
)
for a.e.  ∈ (/2, ), so that
D(Uiε, { ∈ (m,i (y)/2,m,i (y)), y ∈ (yi−1 + /m, yi − /m),  ∈ [0,]})
4 |yi − yi−1| ε2 + c 
∫
(yi−1,yi )×B2
|DU |2 dH2.
If yi − /m < y < yi , then m,i (y) = m(yi − y) and hence, since m ∈ (0, 1),
|DUiε(z)|c
(
ε
m |z| + |DU ◦ F(m(yi − y), , y)|
)
for a.e.  ∈ (m,i (y)/2,m,i (y)), so that
D(Uiε, { ∈ (m,i (y)/2,m,i (y)), y ∈ (yi − /m, yi),  ∈ [0,]})
c
(

m
ε2 +m
∫
Kmpi
∩B3r,m (pi )
|DU |2 dH2
)
,
see (5.14) and (5.15). Moreover, a similar estimate holds if yi−1 < y < yi−1 + /m.
Finally, we clearly have
D(Uiε, { ∈ (0,m,i (z)/2), y ∈ (yi−1, yi),  ∈ [0,]})
= D(V iε ,m,i ((yi−1, yi)× B+)).
Now, if () := ∫
(0,l)×B+ |DU |2 dH2, since
∫ 1
0 () dr < +∞, we obtain that
lim inf→0+ () = 0. Therefore, if we ﬁrst choose m small, and then
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 = (Wiε , ε,m,) sufﬁciently small so that, by (5.15),
c
(

∫
(yi−1,yi )×B2
|DU |2 dH2 + 
m
ε2 +m
∫
Kmpi
∩B3r,m (pi )
|DU |2 dH2
)
>ε
for every i, then by (5.16) we obtain
D(Uiε,
m,i
 ((yi−1, yi)× B+)) |yi − yi−1|
(
D(f Piε , B
+)+ 4 ε2)+ ε
4
.
By Proposition 5.3, and by taking the sum on i = 1, . . . ,, we then infer
D(Uε, {Uε #= U}) l ·M(R)+ 4 l ε2 + 34 ε,
so that (5.7) follows for ε small. Finally, projecting into the manifold Y , and letting
ε ↘ 0, we conclude taking into account Proposition 5.3. 
Proof of Lemma 5.9. Arguing as in the proof of Proposition 5.1, we have to show
that (5.2) holds true for a.e. small r > 0. By Remark 4.4 we infer that 1(Yε) is
commutative. Therefore it sufﬁces to show that du|B2r
#s = 0 for every closed 1-form
in a basis {s}ss=1 of Z1(Yε). By (5.10) we have
Guε |B2r = (Guε B2r × Yε) = Guε|B2r + 0 × (Cε − Zε) on Z
1,1(B2 × Yε),
so that we infer∫
B2r
uε|B2r
#s = Gu
ε|B2r
(̂#s) = Gu
ε|B2r
(d̂#s)− Cε(s)+ Zε(s).
Since Zε − C = Wε for some Wε ∈ D2(Yε), being ds = 0 we have
Zε(s) = Wε(ds)+ C(s) = C(s).
Let now j : Yε0 → RN be the inclusion map, and let ˜s ∈ D1(RN) be such that
s = j#˜s . Since j#C = C and j#Cε = Cε, due to strong convergence of Rε to R we
have
Cε(s) = Cε(˜s) = Rε(d˜s)→ R(d˜s) = C(˜s) = C(s),
132 M. Giaquinta, D. Mucci / Journal of Functional Analysis 225 (2005) 94–146
so that
Cε(s)− Zε(s) = Cε(s)− C(s)→ 0
as ε → 0, whereas
Gu
ε|B2r
(d̂#s) = Gu
ε|B2r
(̂#ds) = 0.
Taking ε small, and r = r(ε) small with ε, we conclude that duε|B2r #s = 0. The
assertion follows similarly to Proposition 5.1, by a diagonal argument. 
6. A density result in dimension two
In this section, we prove a strong density result for the W 1/2-energy for graphs of
maps from B2 into a manifold Y as described in the introduction.
Theorem 6.1. Assume that the ﬁrst homotopy group 1(Y) is commutative. For every
T ∈ cart1/2(B2 × Y) there exists a sequence of smooth maps {uk} ⊂ C∞(B2,Y) such
that Guk ⇀ T weakly in cart1/2 and
lim
k→+∞ E1/2(uk, B
2) = E1/2(T , B2 × Y).
Theorem 6.1 holds true even if the ﬁrst homotopy group 1(Y) is not commutative,
provided that the boundary data are smooth.
Theorem 6.2. Let T ∈ cart1/2 (B˜2 × Y), where  : B˜2 → Y is a smooth map. Then
there exists a sequence of smooth maps {uk} ⊂ C∞ (B˜2,Y) such that Guk ⇀ T weakly
in cart1/2 and
lim
k→+∞ E1/2(uk, B˜
2) = E1/2(T , B˜2 × Y).
As a consequence of Theorems 6.1 and 6.2, compare [14], Vol. II, Section 4.2.5, we
infer the following density results for W 1/2-maps.
Corollary 6.3. Let Y and  be as in Theorem 6.1, respectively, in Theorem 6.2.
Then every map u in W 1/2(B2,Y), respectively in W 1/2 (B˜2,Y), can be approx-
imated weakly in W 1/2 by a sequence of maps in C1(B2,Y) ∩ W 1/2(B2,Y), re-
spectively, in C1(B˜2,Y) ∩ W 1/2(B˜2,Y). Moreover, u can be approximated strongly
in W 1/2 by a sequence of smooth maps provided that Ps(u) = 0 for every
s = 1, . . . , s.
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Remark 6.4. Similarly to [17], if the ﬁrst homotopy group 1(Y) is non-commutative
there exist currents T in cart1/2(B2 × Y) of the type T = Gu which cannot be ap-
proximated weakly in cart1/2 by graphs of smooth maps uk : B2 → Y such that
E1/2(Guk ) → E1/2(Gu). It sufﬁces to take u = (x/|x|) for some Lipschitz function
 : S1 → Y with #S1 = 0, so that u ∈ cart1/2(B2,Y), but such that  is not
homotopic to a constant map in Y . In fact, if u were approximable by smooth maps
from B2 to Y strongly in W 1/2, then from [3, Lemma 1] we would obtain that  is
homotopically trivial.
As we have seen, every T = GuT + ST ∈ cart1/2(Bn × Y) decomposes as
T = GuT +
s∑
s=1
Ls(T )× s on Zn,1(Bn × Y), (6.1)
compare Section 2, where Ls(T ) ∈ Rn−1(Bn) only depends on the cohomology class
of s and is deﬁned by
Ls(T )() := ST (# ∧ ̂#s),  ∈ Dn−1(Bn).
We explicitly state the following easy consequence of the results proved in Section 2.
Proposition 6.5. Let n2 and T ∈ cart1/2(Bn×Y), respectively, T ∈ cart1/2 (B˜n×Y).
There exists a sequence {uk} in R∞1/2(Bn,Y), respectively in R∞1/2,(B˜n,Y), strongly
converging to uT in W 1/2, such that if Lsuk,uT is given by (1.3), then
Tk := Guk +
s∑
s=1
((−1)nLsuk,uT + Ls(T ))× s
belongs to cart1/2(Bn × Y), respectively, to cart1/2 (B˜n × Y). Moreover, the masses
M(((−1)nLsuk,uT + Ls(T ))) are ﬁnite in Bn, respectively in B˜n, for every s and k,
Tk ⇀ T weakly in Dn,1 and E1/2(Tk)→ E1/2(T ) as k →+∞.
Proof of Theorem 6.1. We divide the proof in four steps.
Step 1: Reduction to ﬁnite singularities. By applying Proposition 6.5, we can as-
sume that uT has only a ﬁnite number of singularities or, equivalently, that Ps(uT ) is
rectiﬁable for every s = 1, . . . , s. This yields that we may and do suppose
T = GuT +
∑
q∈H1(Y)
Lq ×Cq,
T˜ := Ext(T ) = (−1)n−1
GUT + ∑
q∈H1(Y)
Lq ×Rq
 ,
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where UT := Ext(uT ) and the Lq ’s are i.m. rectiﬁable currents in R1(B2) with multi-
plicity 1, pairwise disjoint supports and ﬁnite boundary mass. Moreover, Cq ∈ q and
Rq ∈ R2(RN) is the i.m. rectiﬁable current of least mass in RN such that Rq ∈ q,
so that
E1/2(T ) = D(T˜ ) = 12
∫
C3
|DUT |2 dx dt +
∑
q∈H1(Y)
M(Lq) ·M(Rq).
Actually, since T is deﬁned in a homological sense, compare Remark 2.2, we may and
will choose Cq ∈ q in such a way that Cq = Rq . Finally, since∑
q∈H1(Y)
M(Lq) < +∞,
by the boundary rectiﬁability theorem [8] we infer that the Lq ’s are i.m. rectiﬁable
currents.
Step 2: Approximation by polyhedral chains. Since the Lq ’s are integral currents with
pairwise disjoint supports, using Federer’s polyhedral approximation theorem [8], for
every q ∈ H1(Y) we ﬁnd an integral polyhedral chain P εq with support contained in a
small neighborhood of radius cε of the support of Lq , and a function Uε ∈ C1(C3,RN),
with trace uε := T(Uε) ∈ R∞1/2(B2,Y), such that if
T˜ε := GUε +
∑
q∈H1(Y)
P εq × Rq,
T˜ε converges weakly in D3,2(C3 × RN) to T˜ as ε → 0 and
D(Uε, C3)+
∑
q∈H1(Y)
M(P εq )M(Rq)→ D(UT , C3)+
∑
q∈H1(Y)
M(Lq)M(Rq),
i.e. D(T˜ε) → D(T˜ ) as ε → 0. Moreover, since the Lq ’s have disjoint supports, we
may and do choose the P εq ’s so that for every small ε > 0 they have pairwise disjoint
supports.
Step 3: Approximation by well-intersecting polyhedral chains. By Step 2 we may
suppose
T := GuT +
∑
q∈H1(Y)
Pq × Cq ∈ cart1/2(B2 × Y), (6.2)
where the Pq ’s are polyhedral 1-chains, with multiplicity 1 and pairwise disjoint sup-
ports spt Pq ⊂ B2, and uT ∈ R01/2(B2,Y) is locally Lipschitz on B2 \
⋃
q spt Pq .
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Moreover, possibly dividing the segments of the Pq ’s, we may and will suppose that
every Pq is the union of a ﬁnite number of line segments S which only intersect at
boundary points.
Step 4: Approximating the dipoles. Let T be as in (6.2), where the Pq ’s are polyhedral
1-chains as in the conclusion of Step 3. Let us ﬁx ε > 0 small. If S is any of the
segments of the Pq ’s, and S := (ni, pi), by a suitable change of coordinates we may
and do assume that ni = a− and pi = a+. We then apply Theorem 5.6 to each of
the segments S. Interior singularities, i.e. boundary points of S which are not boundary
points of Pq , are removed by Proposition 5.1. Singularities at boundary points of Pq
are ﬁnally removed by Lemma 5.9. 
Proof of Theorem 6.2. Similarly to Theorem 6.1, we can approximate T by a sequence
of graphs of smooth maps {uε} ⊂ R∞ (B˜2,Y), i.e., which are smooth out of a discrete
set of points ε of B2. We then remove the point singularities by means of the
following:
Proposition 6.6. Let Y and  be as in Theorem 6.2. Then for every u ∈ R∞1/2,(B˜2,
Y) there exists a sequence of smooth maps uk ⊂ C∞ (B˜2,Y) which converges to
u strongly in W 1/2.
Proof. Let  be a smooth, simple, rectiﬁable arc connecting the points of the singular
set of u. We may and will suppose that  is contained in B2 and has curvature radius
uniformly bounded from below. Moreover, we let ˜ denote a line segment of length
L(˜) = L(), with ˜ ⊂ R2 × {0} ⊂ R2 × I . Finally, for any  > 0 we set
 := {z ∈ R2 × I | dist(z, ) < }, F :=  ∩ (R2 × {0}),
+ := {z = (x, t) ∈  | t > 0}
and similarly
˜ := {z ∈ R2 × I | dist(z, ˜) < }, F˜ := ˜ ∩ (R2 × {0}),
+˜ := {z = (x, t) ∈ ˜ | t > 0}.
By the smoothness of  we infer the existence of 0 > 0 for which the following
holds:
(i) for any  ∈ (0, 0), F is an open subset of B2× {0} bilipschitz homeomorphic to
the unit ball B2;
(ii) there exists a bilipschitz homeomorphism  : 0 → ˜0 , with Lipschitz constants
Lip,Lip−1K , such that, for every  ∈ (0, 0),  maps + and F onto
+˜ and F˜, respectively.
Let U = Ext(u) and deﬁne V := U ◦ −1 and v = T(V ) := V|R2×{0}. By ap-
plying the coarea formula w.r.t. the Lipschitz function d(z) := dist(z, ˜),
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we ﬁnd that
∫
˜0
|DV |2 dz =
∫ 0
0
d
∫
+˜
|DV |2 dH2 < +∞.
Therefore, similarly to Proposition 5.1, for every ε > 0 we ﬁnd 0 < R < 0 such that
D(V , ˜R)ε and then r = rε ∈ [R/2, R] for which
D(V , +˜r ) := 12
∫
+˜r
|DV |2 dH2 4ε
R
.
Since u =  on B˜2 \B2, where  : B˜2 → Y is smooth, condition (i) above yields that
for a.e.  > 0 small the restriction u|F of u to the boundary of F is topologically
trivial on Y . Therefore, we may and will choose r so that there exists a continuous
extension wr ∈ W 1,2(F˜r ,Y) of v|F˜r .
Let Wr : ˜r → RN be the solution of the Dirichlet problem on ˜r with boundary
condition {
Wr = V on +˜r ,
Wr = wr on F˜r
and, for 0 <  < r to be ﬁxed later, deﬁne Vε : ˜0 → RN by
Vε(z) :=

Wr
(
p(z)+ r

(
z− p(z))) if d(z),
V
(
p(z)+ r z− p(z)|z− p(z)|
)
if d(z)r,
V (z) if rd(z) < 0,
where z )→ p(z) is the nearest point projection of ˜0 onto ˜, so that d(z) :=
dist(z, ˜) = |z − p(z)|. As in Proposition 5.1, choosing  = (ε) sufﬁciently small
we ﬁnd
D(Vε, ˜r )cε
so that, taking Uε = Vε ◦ on 0 , and Uε = U elsewhere, we deduce that
D(Uε, B˜2 × I )D(U, B˜2 × I )+Kcε
and ﬁnally the assertion, by letting ε ↘ 0. 
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Proof of Proposition 6.5. Suppose T ∈ cart1/2 (B˜n,Y). First note that if T satisﬁes
(6.1), then for every  ∈ Dn−2(B˜n)
ST (#d ∧ ̂#s) = ST (d(# ∧ ̂#s)) = −GuT (# ∧ ̂#s).
As a consequence we infer that
Ls(T ) = (−1)n−1Ps(uT ) ∀s = 1, . . . , s.
Due to Theorem 1.1 and Proposition 1.4, by (1.3) we then have
((−1)nLsuk,uT + Ls(T )) = (−1)n−1Ps(uk),
which is a ﬁnite sum of i.m. rectiﬁable (n− 2)-currents (Dirac masses if n = 2), see
Proposition 1.3. Moreover
Guk = (−1)n
s∑
s=1
Ps(uk)× s on Zn−1,1(B˜n × Y) (6.3)
whence Tk ∈ cart2,1 (B˜n × Y), with Tk ⇀ T weakly in Dn,1(B˜n × Y). Now, writing
Tk = Guk +
s∑
s=1
Ls(Tk)× s on Zn,1(B˜n × Y),
we clearly have Ls(Tk) = (−1)nLsuk,uT + Ls(T ), whence M(Ls(Tk) − Ls(T )) =
M(Lsuk,uT )→ 0, which yields that Tk ⇀ T and E1/2(Tk)→ E1/2(T ). 
7. A density result in higher dimension
In this section we extend Theorem 6.1 to any dimension n3, by proving the
following
Theorem 7.1. Let n3. Suppose that the ﬁrst homotopy group 1(Y) is commutative.
Also, let  : B˜n → Y be a given smooth W 1/2-function. For every T ∈ cart1/2(Bn×Y),
respectively T ∈ cart1/2 (B˜n × Y), there exists a sequence of smooth maps {uk} in
C∞(Bn,Y), respectively in C∞ (B˜n,Y), such that Guk ⇀ T weakly in cart1/2 and
lim
k→+∞ E1/2(uk) = E1/2(T ).
We also extend Corollary 6.3 by the following
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Corollary 7.2. Let Y and  be as in Theorem 7.1. Then every map u in W 1/2(Bn,
Y), respectively in W 1/2 (B˜n,Y), can be approximated weakly in W 1/2 by a sequence of
maps in C1(Bn,Y)∩W 1/2(Bn,Y), respectively in C1(B˜n,Y)∩W 1/2(B˜n,Y). Moreover,
u can be approximated strongly in W 1/2 by a sequence of smooth maps provided that
Ps(u) = 0 for every s = 1, . . . , s.
For the sake of simplicity, we omit to write all the details and we sketch the main
steps of the proof in the case with the boundary data. Since Proposition 6.5 and
Federer’s polyhedral approximation theorem [8] hold in any dimension, we infer that
Steps 1–2 in Theorem 6.1 hold again. Therefore, as in Step 3, we may and will suppose
T := GuT +
∑
q∈H1(Y)
Pq × Cq ∈ cart1/2 (B˜n × Y), (7.1)
where the Pq ’s are polyhedral (n− 1)-chains with multiplicity 1 and pairwise disjoint
supports spt Pq ⊂ Bn, and uT ∈ R01/2,(B˜n,Y) is locally Lipschitz on B˜n \
⋃
q spt Pq .
Possibly dividing the simplices of a triangulation of Pq , we may and will suppose that
every Pq is the union of a ﬁnite number of (n − 1)-simplices  which only intersect
at the boundary points.
Now, as in Step 4 of Theorem 6.1, we ﬁrst approximate the dipoles  × Pq , see
Proposition 7.3, and then we remove the singularities produced in this process of
approximation, Proposition 7.4.
We ﬁrst ﬁx some notation. We set
C˜n+1 := B˜n × I, I = [0, 1].
Let  denote the (n− 1)-simplex in Bn given by the convex hull
 := coh({0Rn , le1, le2, . . . , len−1}), 0 < l < 1,
(e1, . . . , en) being the standard basis in Rn. We will denote by
z = (x, t) = (˜x, xn, t), x˜ = (x1, . . . , xn−1),
a generic point z in C˜n+1. Also, for  > 0 and 0 < m>1, in the sequel we let
m (y) := min{my, }, y0,
we denote by
y(˜x) := dist(˜x, )
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the distance of x˜ from the boundary of the (n− 1)-simplex  and we set
m (z) := (˜x,m (y(˜x))xn,m (y(˜x))t),
so that if
m := m (× B+), B+ := {(xn, t) ∈ B2 | t > 0},
then m is a small “neighbor” of the simplex  in Cn+1, compare (5.3) and (4.3).
Proposition 7.3. Let U : Cn+1 → RN be a W 1,2 map which is smooth in the interior
of m00 , for some ﬁxed small m0, 0 > 0, and such that u := T(U) ∈ W 1/2(Bn,Y).
Let C ∈ Z1(Y) be an integral ﬂat 1-cycle. Then for every ε > 0, 0 <  < 0 and
0 < m < m0 there exists a map Uε : Cn+1 → RN with trace T(Uε) ∈ W 1/2(Bn,Yε)
such that Uε is smooth in the closure of m , except for the (n − 2)-skeleton of a
triangulation of . Moreover GUε ⇀ GU + ×R weakly in Dn+1,2(Cn+1×RN) as
ε → 0+ and
D(Uε, Cn+1)D(U, Cn+1)+Hn−1() ·M(R)+ ε, (7.2)
R ∈ R2(RN) being the i.m. rectiﬁable current of least mass such that R = C.
Once we have applied Proposition 7.3 to approximate the dipoles Pq × Cq , by a
diagonal argument we ﬁnd a sequence {Uε} such that uε := T(Uε) ∈ R∞1/2,(B˜n × Yε)
and the graphs Guε weakly converge to T with E1/2(Guε )→ E1/2(T ). However, uε is
smooth except on a singular set ε of Bn given by the (n−2)-skeleton of a triangulation
of the union of the polyhedral (n − 1)-chains Pq . To remove the singular set ε, we
ﬁnally make use of the following variant of a result from [18].
Proposition 7.4. Under the previous hypotheses, for ε > 0 small enough there exists
a sequence of smooth maps {u(ε)m } ⊂ C∞ (B˜n,Yε) which converges to uε strongly in
W 1/2 as m→+∞.
Proof of Proposition 7.3. Let  be a bilipschitz homeomorphism of Bn which takes
the (n− 1)-simplex  onto the (n− 1)-disk D of diameter l
D := {x = (˜x, xn) ∈ Bn : |x| l/2 and xn = 0},
with Lipschitz constant
LipK, Lip−1K, (7.3)
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where K = K(n) does not depend on l, but possibly on the distance of  from Bn.
Also, let V : Cn+1 → RN be given by
V (z) := U ◦−1(z), (z) = (x, t) := ((x), t).
Finally set
W := {z ∈ Cn+1 | dist(z, D) < },
+W := {z ∈ Cn+1 | dist(z, D) = },
ﬁx 0 < R < l/2 and let p : WR → D denote the nearest point projection, so that for
every z ∈ WR
p(z) ∈ D and |z− p(z)| = dist(z, D).
By applying the coarea formula w.r.t. “cylindrical type” coordinates deﬁned around the
(n− 2)-sphere D, since property
∫
WR
|DV |2 dz =
∫ R
0
d
∫
+W
|DV |2 dHn < +∞
yields
lim inf
→0+

∫
+W
|DV |2 dHn = 0,
we can choose a small radius r > 0 and replace V on Wr by the map
Vr(z) := V
(
p(z)+ r z− p(z)|z− p(z)|
)
, (7.4)
compare (5.8), so that
D(Vr ,Wr)cn · r
∫
+Wr
|DV |2 dHn = O(r),
where O(rj )→ 0 along a sequence rj ↘ 0. We set
y˜(˜x) := dist(˜x, D),
˜
m
 (z) := (˜x,m (y˜(˜x))xn,m (y˜(˜x))t),
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moreover,
˜
m
 := ˜
m
 (D × B+)
and ﬁnally
Km := {z ∈ Cn+1 | 0 < dist(z, D) < r,m, 0 < dist(˜x, D) < /m
and
√
xn2 + t2 < m · dist(˜x, D)},
where r,m is given by (5.14), so that if r,m < r , by (7.4) we infer that V does not
depend on the distance of z from D on Km .
We now wish that the following conditions hold true:
(i) V maps Km into a set of diameter ε;
(ii) V maps ˜m into a set of diameter ε.
If it is not the case, we let {i}c(n)i=1 be a barycentric-type subdivision of  into smaller
simplices of side l/2. Possibly slightly moving the center of the faces of , without
loss of generality we may and will suppose that V has ﬁnite energy on the boundary
of the i’s for every i. We then apply the previous construction to each i , where K,
see (7.3), is an upper bound for the Lipschitz constants of the homeomorphisms of Bn
which map i onto Di , the (n− 1)-disk of diameter l/2, for every i.
If V does not satisfy conditions (i) and (ii) on the sets Km,i and m,i corresponding
to Di , we start again with the previous procedure, by taking a barycentric subdivision
of i .
Notice that V is smooth on the interior of m , for  and m sufﬁciently small, and,
by paying a small amount of energy, we may suppose that V does not depend on
the distance of z from Di on Km,i . We then infer that the conditions (i) and (ii)
above are obtained after a ﬁnite number of barycentric subdivisions, by ﬁrst taking
0 < m = m(ε)>1 and then  = (m, r) > 0 small. Therefore, in the sequel we omit
to write the index i corresponding to the simplex i of the given subdivision of .
Let now Wε : D × B+ → RN be given by
Wε(˜x, xn, t) := f Pε (xn, t), (7.5)
where f Pε is given by Proposition 5.3 in correspondence to C and to the point P :=
U(q) for some given q ∈ int(). Setting
ε(z) := Wε ◦ (˜m )
−1
(z), z ∈ ˜m ,
as in Theorem 5.5, compare (5.16), we estimate
D(ε, ˜
m
 )Hn−1() · D(f Pε , B+)+
ε
2K2
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if we choose  = (Wε, ε,m,K,) sufﬁciently small. Here  is the number of the
i’s in the given subdivision of . We now introduce the cylindrical coordinates
z = (˜x, xn, t) = F(, , x˜) := (˜x, cos , sin ),  > 0,  ∈ [0,],
so that  = √xn2 + t2, denote
Ŵ (, , x˜) := W(F(, , x˜))
and deﬁne Vε : ˜m → RN by
V̂ε(, , x˜) :=
{
̂ε(2, , y˜) if 0 < m (y˜)/2,
̂
m
 (, , y˜) if m (y˜)/2 < 
m
 (y˜)
for all  ∈ [0,] and x˜ ∈ int(), where y˜ = y˜(˜x) := dist(˜x, D) and
̂
m
 (, , y˜) :=
(
2
m (y˜)
− 1
)
· V̂ (m (y˜), , y˜)+
(
2− 2
m (y˜)
)
· P.
We also extend Vε ≡ V outside ˜m . Similarly to Theorem 5.6, by conditions (i) and
(ii) above we estimate
D(Vε, ˜
m
 )Hn−1() · (M(R)+ 4ε2)+
ε
2K2
. (7.6)
We ﬁnally deﬁne
Uε(z) := Vε ◦(z).
Possibly repeating the argument for each simplex i of the given subdivision of , by
(7.6) and (7.3) we easily estimate
D(Uε, Cn+1)D(U, Cn+1)+Hn−1() · (M(R)+ 4K2ε2)+ ε2 ,
so that (7.2) follows for ε > 0 small. 
Proof of Proposition 7.4. Let Uε be the harmonic extension of uε to B˜n×] − 1, 1[.
For m ∈ N∗ and a ∈ [1/4m, 3/4m]n+1 we denote by Lm = Lm(a) the grid of Rn+1
Lm := a +
⋃
z∈Zn+1
1
m
· z
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and by L(k+1)m the family of all the (k + 1)-faces Q of the (n + 1)-cubes of Lm
which intersect the n-disk Bn × {0}. Moreover, we let F (k)m denote the set of k-faces
F obtained by intersecting the (k + 1)-faces Q of L(k+1)m with the n-disk Bn × {0}
F = Q ∩ (B˜n × {0}). (7.7)
We ﬁnally set
Gm := B˜n×] − 10m−1, 10m−1[.
Similarly to [18], we may and do choose a = a(m,Uε) so that the following conditions
hold:
(i) for every k = 1, . . . n− 1, the restriction of Uε to every (k + 1)-face of L(k+1)m is
a W 1,2 function;
(ii) there exists an absolute constant c > 0 such that
D(Uε,∪L(k+1)m )cmn−k D(Uε,Gm) ∀k = 1, . . . , n− 1. (7.8)
Moreover, since the singular set ε is given by the (n − 2)-skeleton of some ﬁxed
triangulation of the Pq ’s, by a slicing argument, for m sufﬁciently large we can also
require that
(iii) ε does not intersect the 1-faces of F (1)m ;
(iv) every 2-face F of F (2)m intersects ε at almost one interior point pF ∈ int(F ),
which does not belong to the (n− 3)-skeleton of the triangulation of the Pq ’s;
(v) the restriction uε|F of uε to any 2-face F of F (2)m is continuous, possibly except
at the point pF ;
(vi) in this case, if pF ∈ spt Pq and Cq ∈ Z1(Y) is given by (7.1), we have
Guε|F F × Yε = pF × (Cε − Zε) on Z1,1(F × Yε), (7.9)
where Zε ∈ Z1(Yε) is such that Zε − Cq = Wε for some Wε ∈ D2(Yε) and
Cε ∈ Z1(Yε) is the boundary Cε = Rε of an i.m. rectiﬁable current Rε ∈ R2(RN)
such that Rε ⇀ Rq weakly in D2(RN) with M(Rε)→ M(Rq) as ε → 0, where
Rq ∈ R2(RN) is mass minimizing under the condition Rq = Cq .
Note that condition (vi) follows from the fact that the restriction of uε to F behaves
similarly as in the problem of the dipole insertion in dimension n = 2, described
by Theorem 5.6. As a consequence, arguing as in Lemma 5.9, by (7.9) and by the
commutativity of 1(Y), for ε > 0 small enough we infer that
{w ∈ W 1/2(F,RN) ∩ C0(F,Yε) | w|F = uε|F } #= ∅ (7.10)
holds true for every 2-face F of F (2)m .
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To remove the singular set ε of uε we make use of an argument taken from [18].
To this aim, at the 1st step we set U(ε)m ≡ Uε on ∪L(2)m and on every Q ∈ L(k+1)m which
does not intersect the n-disk B˜n × {0}. We then argue by induction on the dimension
k = 2, . . . , n and, at the kth step, we deﬁne U(ε)m on every Q ∈ L(k+1)m which intersects
B˜n×{0} by means of a “cone” construction starting from the restriction U(ε)
m|Q of U
(ε)
m
to the boundary Q. To do this, if F ∈ F (k)m is given by (7.7), it sufﬁces to require that
the trace F := T(U(ε)m|Q) of U
(ε)
m|Q on the boundary of F has a continuous extension
F ∈ W 1/2(F,Yε).
Note that at the 2nd step this last condition is given by (7.10). To extend this
condition to the case k3, due to the fact that uε ≡  on B˜n \Bn, where  : B˜n → Y
is smooth on the whole of B˜n, for every k2 at the kth step we ﬁrst modify the
deﬁnition of u(ε)m := T(U(ε)m ) on F (k)m in a suitable way, see [18] for the details. We
secondly extend U(ε)m to every Q ∈ L(k+1)m in a continuous way, so that its trace u(ε)m
belongs to W 1/2(F,Yε) and
D(U(ε)m ,Q)
c
m
D(Uε, Q). (7.11)
More precisely, let vQ : Q → RN be deﬁned by vQ(z) = v±Q(z) if z ∈ Q±, where
Q± := {z = (x, t) ∈ Q | ±t0} and v±Q : Q± → RN is the solution of the Dirichlet
problem on Q± with boundary condition
 v
±
Q = U(ε)m on Q± ∩ {(x, t) | ±t > 0},
v±Q = F on F,
where F : F → Yε is the continuous W 1/2-extension of the boundary datum F :=
T(U(ε)
m|Q). Assuming e.g. that the center of Q is the origin 0Rn+1 , we deﬁne U
(ε)
m on
Q by setting, for 0 < >1/2m,
U(ε)m (z) :=

vQ
( z
2m
)
if ‖z‖,
U
(ε)
m
(
z
2m‖z‖
)
if ‖z‖ 1
2m
,
z ∈ Q,
where ‖z‖ := supi |zi | if z = (z1, . . . , zn+1), so that ‖z‖ = 1/2m if z ∈ Q. A
similar deﬁnition works in the general case, so that (7.11) holds true and T(U(ε)m ) ∈
W 1/2(F,Yε).
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Repeating the argument for k = 2, . . . , n, from (7.11) we estimate
D(U(ε)m ,∪L(n+1)m )C(n)
n−1∑
k=1
1
mn−k
D(Uε,L(k+1)m )
and hence, by (7.8), we obtain
D(U(ε)m ,∪L(n+1)m )C(n)D(Uε,Gm)→ 0
as m → +∞, since |Gm| → 0. We ﬁnally set U(ε)m = Uε on Cn+1 \ ∪L(n+1)m , as
required. 
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