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Abstract
Discriminative training has become an important means for estimating model parameters in many
statistical pattern recognition tasks. While standard learning methods based on the Maximum
Likelihood criterion aim at optimizing model parameters only class individually, discriminative
approaches benefit from taking all competing classes into account, thus leading to enhanced class
separability which is often accompanied by reduced error rates and improved system performance.
Motivated by learning algorithms evolved from neural networks, discriminative methods established
as training methods for classification problems such as complex as automatic speech recognition.
In this thesis, an extended unifying approach for a class of discriminative training criteria is
suggested that, in addition to theMaximum Mutual Information (MMI) criterion and theMinimum
Classification Error (MCE) criterion, also captures other criteria more recently proposed as, for
example, the Minimum Word Error (MWE) criterion and the closely related Minimum Phone
Error (MPE) criterion. The new approach allows for investigating a large number of different
training criteria within a single framework and thus to yield consistent analytical and experimental
results about their training behavior and recognition performance.
This thesis also presents the first successful implementation of a large scale, lattice-based MCE
training. Experiments conducted on several speech recognition corpora show that the MCE
criterion yields recognition results that are similar to or even outperform the performance gains
obtained with both the MWE and the MPE criterion.
The parameter optimization problem is discussed for Gaussian mixture models where the
covariance matrices can be subject to arbitrary tying schemes. The re-estimation equations as
well as the choice of the iteration constants for controlling the convergence rate are discussed for
the case that full or diagonal covariance matrices are used. In case of full covariance matrices,
the problem of choosing the iteration constants in the Extended Baum (EB) algorithm is shown
to result in the solution of a quadratic eigenvalue problem. Two novel methods on setting the
iteration constants are proposed that provide faster convergence rates across different variance
tying schemes.
This thesis also suggests a novel framework that models the posterior distribution directly as a
log-linear model. The direct model follows the principle of Maximum Entropy and can effectively
be trained using the Generalized Iterative Scaling (GIS) algorithm. Both the direct model and its
optimization via the GIS algorithm are compared analytically and experimentally with the MMI
criterion and the EB algorithm.
Finally, this thesis presents a novel algorithm to efficiently compute and represent the exact
and unsmoothed error surface over all sentence hypotheses that are encoded in a word lattice if
all parameter settings of a log-linear model are considered that lie along an arbitrary line in the
parameter space. While the number of sentence hypotheses encoded in a word lattice is exponential
in the lattice size, the complexity of the error surface is shown to be always linearly bounded in
the number of lattice arcs. This bound is independent of the underlying error metric.
Experiments were conducted on several standardized speech recognition tasks that capture
different levels of difficulty, ranging from elementary digit recognition (SieTill) over read speech
(Wall Street Journal and North American Business news texts) up to broadcast news
transcription tasks (Hub-4). Questions pursued in this context address the effect that different
variance tying schemes have on the recognition performance and to what extent increasing the
model complexity affects the performance gain of the discriminative training procedure. All
experiments were carried out in the extended, unifying approach for a large number of different
training criteria.
Zusammenfassung
Diskriminative Lernverfahren haben sich zu einem wichtigen Instrument der Parameterscha¨tzung
in vielen Mustererkennungsaufgaben entwickelt. Wa¨hrend konventionelle, auf dem Maximum
Likelihood Prinzip basierende Verfahren die Modellparameter nur klassenindividuell scha¨tzen,
beru¨cksichtigen diskriminative Verfahren auch klassenfremde Trainingsdaten und fu¨hren so zu einer
verbesserten Klassentrennbarkeit, was sich oftmals in einer niedrigeren Fehlerrate niederschla¨gt.
Motiviert durch Lernverfahren, die in dem Bereich der neuronalen Netze entwickelt worden sind,
haben sich diskriminative Methoden inzwischen als Trainingsverfahren in komplexen Klassifikati-
onsproblemen wie die automatische Spracherkennung etabliert.
In dieser Arbeit wird ein erweiterter, vereinheitlichender Ansatz fu¨r eine Klasse diskriminativer
Trainingskriterien vorgestellt, der neben dem Maximum Mutual Information Kriterium und dem
Minimum Classification Error Kriterium weitere Kriterien wie zum Beispiel das Minimum Word
Error Kriterium oder das hiermit nah verwandte Minimum Phone Error Kriterium umfaßt. Der
neue Ansatz ermo¨glicht es, die genannten sowie zahlreiche weitere Kriterien in einer einheitlichen
Theorie darzustellen und somit zu klaren Aussagen in der theoretischen sowie experimentellen
Performanzanalyse zu kommen.
In dieser Arbeit wird ferner die erste erfolgreiche Implementierung eines rein Wortgraph-
basierten MCE Trainings fu¨r großes Vokabular vorgestellt. Experimente, die auf zahlreichen
Spracherkennugskorpora durchgefu¨hrt wurden, zeigen, daß die mit Hilfe des MCE Kriteriums
erzielten Performanzen in derselben Gro¨ßenordnung liegen wie die mit dem MWE und dem MPE
Kriterium erzielten Fehlerraten, beziehungsweise diese sogar zu u¨bertreffen vermo¨gen.
Das Parameteroptimierungsproblem wird fu¨r Hidden Markov Modelle mit Gaußschen Misch-
verteilungsdichten formuliert, wobei die Reestimationsgleichungen als auch die Wahl der Ite-
rationskonstanten fu¨r die Fa¨lle diskutiert werden, daß entweder voll besetzte oder diagonale
Kovarianzmatrizen verwendet werden. Die Kovarianzmatrizen ko¨nnen hierbei als gemeinsamer
Parameter in die Mischverteilungsdichten beliebiger Zusta¨nde eingehen (sogenannte Varianz
tying Schemata). Speziell fu¨r den Fall voll besetzer Kovarianzmatrizen wird gezeigt, daß die
Wahl der Iterationskonstanten im erweiterten Baum (EB) Algorithmus auf die Lo¨sung eines
quadratischen Eigenwertproblemes zuru¨ckgefu¨hrt werden kann. Zwei neue Methoden zur Wahl
der Iterationskonstanten werden vorgeschlagen, die unabha¨ngig vom verwendeten Varianz tying
Schema zu einer schnelleren Konvergenzrate fu¨hren als dies beispielsweise mit dem traditionellen
EB Algorithmus mo¨glich ist.
In dieser Arbeit wird daru¨ber hinaus ein neuer Ansatz vorgestellt, der eine direkte Beschreibung
der Posterior-Verteilung mittels eines log-linearen Modells ermo¨glicht. Es wird gezeigt, daß
das direkte Modell dem Prinzip der Maximalen Entropie folgt und mit Hilfe des Generalized
Iterative Scaling (GIS) Algorithmus effektiv trainiert werden kann. Das direkte Modell sowie die
Optimierung mittels des GIS Algorithmus werden analytisch und experimentell mit dem MMI
Kriterium sowie dem EB Algorithmus verglichen.
Schließlich wird in dieser Arbeit ein neuer Algorithmus vorgestellt, mit dessen Hilfe sich
die exakte und ungegla¨ttete Fehleroberfla¨che sa¨mtlicher in einem Wortgraphen repra¨sentierten
Satzhypothesen berechnen und speichern la¨ßt, falls alle mo¨glichen Parameterkonstellationen eines
log-linearen Modells, die auf einer beliebigen Geraden im Parameterraum liegen, betrachtet werden.
Wa¨hrend die Anzahl der in einem Wortgraphen repra¨sentierten Satzhypothesen exponentiell in der
Gro¨ße des Wortgraphen ist, wird gezeigt, daß die Komplexita¨t einer solchen Fehleroberfla¨che stets
linear in der Anzahl der Kanten des Wortgraphen beschra¨nkt ist. Diese Schranke ist unabha¨ngig
vom betrachteten Fehlermaß.
Experimente wurden auf verschiedenen, standardisierten Spracherkennungskorpora mit unter-
schiedlichem Schwierigkeitsgrad durchgefu¨hrt, die von elementarer Verbundziffernkettenerkennung
(SieTill) u¨ber gelesene Meldungen aus Writschaftsfachbla¨ttern (Wall Street Journal und
North American Business News) bis hin zur automatischen Verschriftung von Rundfunk-
nachrichten (Hub-4) reichen. Die hierbei untersuchten Fragestellugen betreffen den Einfluss ver-
schiedener Varianzmodelle auf die Erkennungsperformanz sowie den Effekt, den eine Zunahme der
Modellkomplexita¨t auf die zu erwartende Erkennugsfehlerrate ausu¨bt. Sa¨mtliche Untersuchungen
wurden im erweiterten, vereinheitlichenden Ansatz fu¨r eine Reihe verschiedener diskriminativer
Kriterien durchgefu¨hrt.
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Chapter 1
Introduction
Automatic speech recognition (ASR) belongs to the important technical innovations in the field of
man-machine interaction and forms an integral part in many applications such as spoken document
retrieval [Macherey & Viechtbauer` 03], speech-to-speech translation [Matusov & Kanthak` 05],
or spoken dialog systems [Macherey & Bender` 09]. Often, the performance of these applications
depends substantially on the quality of the speech recognition component, and enhancing the
recognition accuracy can lead to a significant improvement of the quality of the respective
application. Since research in automatic speech recognition began several decades ago, the
statistical approach based on Hidden Markov Models has prevailed over all other techniques and
is nowadays the de facto standard.
The basic principle of the statistical paradigm is Bayes’ decision rule: given a sequence of
acoustic observations as the constituent features of a spoken utterance, Bayes’ decision rule decides
for that word sequence which provides the best explanation for the observations. If the true
probability distributions are used, Bayes’ decision rule can be shown to be optimal among all
decision rules. In practice, however, the true probability distributions are typically not known and
have to be replaced with appropriate model distributions. The recognition rates thus obtained
are decisively determined by the choice of the distribution parameters of the underlying statistical
model. Hence, one of the most important tasks in automatic speech recognition is to estimate the
model parameters such that the recognized word sequence matches the spoken word sequence as
often as possible.
The parameters of the underlying statistical model are estimated on large sets of training samples
which are considered to be representative for the aimed application. Commonly used criteria for
estimating the model parameters are based on the well known Maximum Likelihood approach.
Training algorithms that utilize this estimator train, however, only class individually and leave
the overlap between the classes out of account. A remedy are the so-called discriminative training
methods which, in contrast to the classical Maximum Likelihood approach, also consider class
extraneous data. Thus, discriminative methods focus on enhancing class separability which often
leads to improved recognition performance.
Discriminative training methods established as an important means for estimating model param-
eters in many statistical pattern recognition tasks. Evolved from learning algorithms developed
for neural networks, discriminative methods are nowadays applied to classification problems such
as complex as automatic speech recognition [Schlu¨ter & Macherey` 01, Woodland & Povey 02,
Macherey & Haferkamp` 05] and statistical machine translation [Och 03, Macherey & Och` 08].
An implementation is, however, often accompanied by numerous problems and challenges: besides
an increased amount of computing time, several modeling techniques which proved to be effective
in a Maximum Likelihood framework are not always appropriate for discriminative training.
The work presented in this thesis therefore addresses two major issues: first, the practical
aspects of a discriminative training procedure for large vocabulary continuous speech recognition
are investigated; second, new methods for discriminative acoustic modeling are developed and
evaluated. In particular, the following items are addressed:
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• Chapter 2 provides an introduction to automatic speech recognition and briefly describes the
four main components of a speech recognizer which comprise the signal analysis, the acoustic
model, the language model, and the global search. Furthermore, the ML-based training of an
acoustic model is described and, based hereupon, the discriminative approach is motivated.
• Chapter 3 gives an overview of the state-of-the-art in discriminative training. In particular,
major achievements in discriminative training criteria, methods for parameter optimization
and discriminative acoustic modeling are addressed as well as a direct model to automatic
speech recognition. Based on the state-of-the-art, the scientific goals for this thesis are
defined.
• Chapter 4 presents an extended unifying approach for a class of discriminative training
criteria. Besides theMaximum Mutual Information criterion and theMinimum Classification
Error criterion, the new approach also captures criteria more recently proposed, including
the Minimum Word Error criterion and the Minimum Phone Error criterion. Both the re-
estimation equations for Gaussian mixture distributions as well as the choice of the iteration
constants for controlling the convergence rate in a discriminative training environment are
presented for the case that full covariance matrices with arbitrary tying schemes are used.
Two novel methods on setting the iteration constants are proposed that turn out to be more
robust while providing faster convergence rates if tied variances are used. The chapter ends
with a discussion on growth transformations and auxiliary functions.
• Chapter 5 contains details on estimating discriminative statistics and suggests to model the
correct and the competing classes using Hidden Markov Model (HMM) networks. HMM
networks are state graphs which can be considered as a hybrid approach between lexical
prefix trees and Finite State Transducers. Two forward-backward algorithms for estimating
word posterior probabilities and word accuracies, respectively, are discussed in detail. The
chapter also presents details on the first successful implementation of a purely lattice-based
Minimum Classification Error training for large vocabulary continuous speech recognition.
Various techniques to accelerate the training procedure including a client server model for
distributed computing on inhomogeneous clusters are described.
• Chapter 6 presents experimental results that address different aspects of a discriminative
training for automatic speech recognition including model complexity, variance modeling,
comparison of a vast number of training criteria, and optimization procedures. The
experiments were conducted on several speech corpora with different levels of difficulty.
• Chapter 7 suggests a log-linear model to automatic speech recognition which replaces the
generative model traditionally used in automatic speech recognition with a direct model.
The parameter optimization is performed using the Generalized Iterative Scaling algorithm
and aims at maximizing an entropy criterion. Experimental results are presented on a small
vocabulary speech recognition task.
• Chapter 8 presents a novel algorithm that allows for efficiently constructing, representing,
and exploring the exact and unsmoothed error surface for all sentence hypotheses encoded
in a word lattice under virtually any automated error criterion used in natural language
processing. A line minimization method is described that can be used to train the parameters
of a linear model such that the error rate is directly minimized on training data.
• Chapter 9 presents a novel framework for estimating discriminative linear feature transforma-
tions. As a case study, a discriminative version of the Maximum Likelihood Linear Transform
is derived which aims at decorrelating the feature space when Gaussian mixture models with
heteroscedastic covariance matrices are used.
• Chapter 10 summarizes the results and scientific contributions of this thesis. The chapter
ends with an outlook on further research directions.
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Automatic Speech Recognition
The statistical approach to automatic speech recognition aims at modeling the stochastic relation
between a speech signal and the spoken word sequence with the objective of minimizing the
expected error rate of a classifier. The statistical paradigm is governed by Bayes’ decision rule:
given a sequence of acoustic observations xT1 “ x1, . . . , xT as the constituent features of a spoken
utterance, Bayes’ decision rule decides for that word sequence wN1 “ w1, . . . , wN which maximizes
the class posterior probability ppwN1 |xT1 q:“
wN1
‰
opt
“ argmax
wN1
 
ppwN1 |xT1 q
(
. (2.1)
Provided that the true probability distribution is used, Bayes’ decision rule is optimal among
all decision rules, that is, on average it guarantees the lowest possible classification error rate
[Duda & Hart 73, p. 12]. However, for most pattern recognition tasks – and for automatic speech
recognition in particular – the true probability distribution is usually not known but has to be
replaced with an appropriate model distribution. In automatic speech recognition, the generative
model, which decomposes the class posterior probability into a product of two independent
stochastic knowledge sources, became widely accepted1:
ppwN1 |xT1 q “ ppw
N
1 q ¨ ppxT1 |wN1 q
ppxT1 q
. (2.2)
The denominator ppxT1 q in Eq. 2.2 is assumed to be independent of the word sequence wN1 and
hence, the decision rule is equivalent to:“
wN1
‰
opt
“ argmax
wN1
 
ppwN1 q ¨ ppxT1 |wN1 q
(
. (2.3)
The word sequence
“
wN1
‰
opt
which maximizes the posterior probability is determined by searching
for that word sequence which maximizes the product of the following two stochastic knowledge
sources:
• The acoustic model ppxT1 |wN1 q which captures the probability of observing a sequence of
acoustic observations xT1 given a word sequence w
N
1 .
• The language model ppwN1 q which provides a prior probability for the word sequence wN1 .
A statistical speech recognizer evaluates and combines both models through generating and scoring
a large number of alternative word sequences (so-called hypotheses) during a complex search
process. Figure 2.1 illustrates the basic architecture of a statistical automatic speech recognition
system. Conceptually, a speech recognizer consists of four components: the signal analysis, the
1 In Chapter 7, the generative approach is replaced with a direct model that aims to capture the posterior
probability distribution using a log-linear model.
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acoustic model, the language model, and the global search. Each component is briefly described in
the following sections.
PSfrag replacements
Speech Input
Signal Analysis
Acoustic Vectors
x
T
1
Global Search:
maximize
p(wN1 ) · p(x
T
1 |w
N
1 )
over wN1
Recognized Word
Sequence wN1
Acoustic Model
• Phoneme Inventory
• Pronunciation Lexicon
Language Model
p(xT1 |w
N
1 )
p(wN1 )
Figure 2.1: Basic architecture of a statistical automatic speech recognition system. The system
comprises four components: the signal analysis, the acoustic model, the language model,
and the global search [Ney 90].
2.1 Signal Analysis
The signal analysis provides a compact parameterization of the speech waveform which is
considered to be appropriate for recognizing speech. Common signal processing techniques
used in automatic speech recognition are based on Mel frequency cepstral coefficients (MFCC)
[Davis & Mermelstein 80] or perceptual linear prediction (PLP) [Hermansky 89]. In this thesis, the
MFCC signal analysis front-end of the RWTH speech recognizer is used. A schematic overview of
the feature extraction process is depicted in Figure 2.2. For a thorough description see [Welling 99].
Starting point of the signal analysis is the digitized speech signal, which is emphasized to
compensate for the characteristics of the glottis mute and the high pass filtering caused by
the lips [Wakita 73]. Since speech is a highly non-stationary signal, the emphasized waveform
is truncated into short, overlapping segments by multiplying the signal with a sliding window.
The resulting segments are almost stationary and can be further processed by means of a short
term spectral analysis based on a Discrete Fourier Transform (DFT). To alleviate the distortion
of the short term spectrum caused by windowing the signal, the window function is required to
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satisfy certain spectral properties. In this thesis, a Hamming window is used whose geometry is
specified through a window length of 25ms and a frame shift of 10ms [Hamming 89, p. 118]. Every
10ms, the Fourier power spectrum is computed on the windowed signal using a Fast Fourier
Transform (FFT). The frequency axis of the power spectrum is warped with respect to the
Mel frequency scale which accounts for the varying frequency resolution of the human ear. A
bank of overlapping, on the Mel scale equally spaced, triangular frequency filters is applied to
smooth the power spectrum. The logarithm of the filter bank outputs is taken to reduce the
dynamic range of the signal and to model the non-linear relationship between the intensity of a
sound and its percepted volume. Due to the overlap between adjacent filters, the outputs are
highly correlated. The filter outputs can, however, easily be decorrelated and transformed into
the cepstral space through a discrete cosine transform since the respective correlation matrix
has almost Toeplitz structure [Davis & Mermelstein 80]. The acoustic features thus obtained are
referred to as Mel frequency cepstral coefficients (MFCCs). Higher order cepstral coefficients are
usually discarded since they only reflect the fine structure of the harmonics which makes them
inappropriate for recognizing speech. The lower order coefficients form a rough approximation of
the short-term spectral envelope and are thus more suitable for recognizing a spoken utterance.
Every 10 milliseconds, the lower order coefficients are computed and combined into an acoustic
observation vector. Depending on the quality and bandwidth of the recorded speech signal,
acoustic observation vectors typically comprise between 12 (telephone-line recorded data) and
16 (close-talk microphone) MFCCs. Observation vector are optionally augmented with dynamic
SPEECH SIGNAL
PREEMPHASIS AND WINDOWING
MAGNITUDE SPECTRUM
MEL SCALED FILTER BANK
LOGARITHM
CEPSTRAL DECORRELATION
MEAN NORMALIZATION
DYNAMIC FEATURES
FEATURE VECTORS
Figure 2.2: Mel frequency cepstral coefficient feature extraction.
features by computing, e.g., the first and second order temporal derivatives of the cepstral
coefficients. In addition, adjacent vectors may be concatenated and mapped into a different
feature space using linear or affine transformations. Commonly used linear transforms include
the Linear Discriminant Analysis (LDA) [Haeb-Umbach & Ney 92a, Saon & Padmanabhan` 00],
theMaximum Likelihood Linear Transform (MLLT) [Gopinath 98], and the Heteroscedastic Linear
Discriminant Analysis (HLDA) [Kumar & Andreou 98a].
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2.2 Acoustic Model
The acoustic model ppxT1 |wN1 q provides a stochastic description for the realization of a sequence of
acoustic observation vectors xT1 given a word sequence w
N
1 . Due to data sparsety, the model for
individual words as well as the model for entire sentences is obtained by concatenating the acoustic
models of basic sub-word units according to a pronunciation lexicon. Sub-word units smaller than
words enable a speech recognizer to allow for recognizing words that do not occur in the training
data. Thus, the recognition system can ensure that enough instances of each sub-word unit have
been observed in training to allow for a reliable estimation of the underlying model parameters.
The type of sub-word units employed in a speech recognizer depends on the amount of available
training data and the desired model complexity: while recognition systems designed for small
vocabulary sizes (ď 100 words) typically apply whole word models, systems developed for the
recognition of large vocabularies (ě 5000 words) often employ smaller sub-word units which
may be composed of syllables, phonemes, or phonemes in context. Context-dependent phonemes
are also referred to as n-phones. Commonly used sub-word units employed in large vocabulary
speech recognition systems are n-phones in the context of one or two adjacent phonemes, so-called
triphones or quinphones. Context-dependent phoneme models allow for capturing the varying
articulation that a phoneme is subject to when it is realized in different surrounding phonetic
contexts (coarticulation).
Typically, the constituent phones for various acoustic realizations of the same word are produced
with different duration and varying spectral configuration, even if the utterances are produced by
the same speaker. Each phone will therefore aggregate an a-priori unknown number of acoustic
observations. The temporal distortion of different pronunciations as well as the spectral variation
in the acoustic signal can be described via a Hidden Markov Model (HMM). A HMM is a stochastic
finite state automaton that models the variation in the acoustic signal via a two-stage stochastic
process [Baker 75, Rabiner 89]. The automaton is defined through a set of states with transitions
connecting the states. The probability ppxT1 |wN1 q is extended by an unobservable (hidden) variable s
representing the states:
ppx1|wN1 q “
ÿ
sT1
ppxT1 , sT1 |wN1 q. (2.4)
The sum in Eq. (2.4) runs over all possible state sequences sT1 that are consistent with the word
sequence wN1 . Each path through the automaton defines an alignment between the observation
vectors xT1 and the state sequence s
T
1 . Using the decomposition rule, Eq. (2.4) can be written as:
ppxT1 |wN1 q “
ÿ
sT1
Tź
t“1
ppxt|xt´11 , st1;wN1 q ¨ ppst|xt´11 , st´11 ;wN1 q. (2.5)
Assuming that ppxt|xt´11 , st1;wN1 q and ppst|xt´11 , st´11 ;wN1 q do not depend on previous observations
but on the current and the immediate predecessor state only (first-order Markov assumption
[Rabiner & Juang 93, pp. 321–348]), the acoustic model simplifies to:
ppxT1 |wN1 q “
ÿ
sT1
Tź
t“1
ppxt|st´1, st;wN1 q ¨ ppst|st´1;wN1 q. (2.6)
In addition, ppxt|st´1, st;wN1 q is assumed to be independent of st´1:
ppxT1 |wN1 q “
ÿ
sT1
Tź
t“1
ppxt|st;wN1 q ¨ ppst|st´1;wN1 q. (2.7)
6
2.2 Acoustic Model
Hence, ppxT1 |wN1 q decomposes into a product of two stochastic models: (1) the acoustic emission
probability ppxt|st;wN1 q which denotes the probability to observe an acoustic vector xt at time frame
t in state st; and (2) the transition probability ppst|st´1;wN1 q for a transition from a predecessor
state st´1 into the current state st.
Often, the sum in Eq. (2.7) is replaced with the maximum. This approximation is called Viterbi
or maximum approximation [Viterbi 67, Ney 90]:
ppxT1 |wN1 q – max
sT1
Tź
t“1
ppxt|st´1, st;wN1 q ¨ ppst|st´1;wN1 q. (2.8)
Eq. (2.8) can efficiently be evaluated using dynamic programming. For details, see [Baum 72,
Rabiner & Juang 86].
2.2.1 HMM Topologies and Across-Word Models
Commonly used HMM topologies for n-phones are Markov chains consisting of either three or six
states. While 3-state Markov chains typically apply a linear transition model that restricts the set
of state changes to arcs leading to the same state (loop transition) and the immediate successor
state (forward transition), 6-state Markov chains often provide an additional transition to the next
state but one (skip transition). Except for whole-word models, HMM topologies used in this thesis
are 6-state Markov chains in which each two successive states share a common emission distribution
[Bakis 76]. Figure 2.3 depicts a partial view of a sequence of 6-state HMMs unfolded along the time
axis for the first three phonemes s, eh, and v of the word “seven” within their triphone contexts.
Generalized n-Phone Models
If context-dependent phones are used as basic sub-word units, the number of states to be modeled
will raise exponentially with the context length. Many n-phones will therefore aggregate too few
or no observations at all during training to allow for a reliable estimation of the underlying model
parameters. To alleviate this problem, states can be tied together, yielding so-called generalized
n-phone models [Young 92]. Decision-tree based state clustering as employed in this thesis is a
widely-used technique that allows for assigning HMMs to n-phones without the need of explicit
back-off models. Details of the clustering algorithm can be found in [Beulen & Ortmanns` 99].
Across-Word Models
Surrounding phonemes do not only affect the pronunciation of a phone within a word but also
at word boundaries. These coarticulatory effects across word boundaries are captured by across-
word n-phones. Across-word n-phones account for the ending and beginning phonemes of two
consecutive words as left and right phonetic context. The basic across word model implementation
in the RWTH system is described in [Sixtus 03]. Modifications to this implementation used in
discriminative training are discussed in Section 5.1.4.
2.2.2 Emission Probabilities
State emission probabilities can be modeled via discrete probability distributions [Jelinek 76],
semi-continuous probability distributions [Huang & Jack 89], or continuous probability distributions
[Levinson & Rabiner` 83]. Commonly used models for continuous probability distributions are
mixture distributions composed of a weighted sum of Gaussian or Laplacian probability density
7
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Figure 2.3: 6-state Hidden Markov Model (HMM) in Bakis topology unfolded along the time axis
for the triphone sehv in the word “seven”. The HMM segments are denoted by ă1ą,
ă2ą, and ă3ą.
functions. In this thesis, emission probabilities are modeled as Gaussian Mixture Models (GMMs):
ppx|sq “
Lsÿ
l“1
csl ¨N px|µsl,Σkq. (2.9)
Here, Ls denotes the number of mixture components assigned with state s; csl denotes a mixture
weight; and N px|µsl,Σkq is a multivariate normal distribution with a D-dimensional mean vector
µsl P RD and a symmetric, positive definite matrix Σk P RDˆD referred to as covariance matrix :
N px|µsl,Σkq “ 1a
detp2piΣkq
¨ exp
!
´ 1
2
px´ µslqJΣ´1k px´ µslq
)
. (2.10)
All mixture weights are positive and subject to a sum-to-one constraint, that is,
řLs
l“1 csl “ 1.
While mean vectors are specific for each density, covariance matrices may be tied across several
mixture components or states. The underlying tying scheme is designated by a set of equivalence
classes K Ď S ˆ L where S denotes the total number of states and L– maxsPStLsu. Each k P K
then comprises the set of indices of those densities that share a common covariance matrix. The
set of all HMM parameters (including transition probabilities) is denoted by:
θ “ tθs, rpps|σqs : σ, s “ 1, . . . , Su, (2.11)
8
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In Eq. (2.11), θs “ tcsl, θsl : l “ 1, . . . , Lsu comprises the set of acoustic model parameters of
densities associated with state s; rpps|σqs denotes the state transition matrix; and θsl “ tµsl,Σku
denotes the mean and variance parameter of the Gaussian mixture component l in state s. In the
following sections, probability distributions depending on a parameter set θ are denoted by pθ.
2.3 Language Model
The language model ppwN1 q provides a prior probability for the word sequence wN1 “ w1, . . . , wN .
Thus, it inherently aims at capturing the syntax, semantics, and pragmatics of a language. Since
language models are independent of acoustic observations, their parameters can be estimated from
large text collections as, for instance, newspapers, journal articles, or web content. Due to a
theoretically infinite number of possible word sequences, language models require suitable model
assumptions to make the estimation problem practicable. For large vocabulary speech recognition,
m-gram language models have become widely accepted [Bahl & Jelinek` 83]. Anm-gram language
model is based on the assumption that a sequence of words follows an pm ´ 1q-th order Markov
process, that is, the probability of a word wn is supposed to depend only on its m´ 1 predecessor
words:
ppwN1 q “
Nź
n“1
ppwn|wn´11 q (2.12)
“
model assumption
Nź
n“1
ppwn|wn´1n´m`1q. (2.13)
The word sequence hn – wn´1n´m`1 is referred to as history of length m´1 of the word wn with the
definition hn – wn´11 if n ă m, and hn –H if n´ 1 ă n´m` 1. The compactness of a language
model can be measured by its perplexity (PP ):
PP “
«
Nź
n“1
ppwn|wn´1n´m`1q
ff´1{N
. (2.14)
The perplexity is an inverse geometric mean and can be interpreted as the average number of
choices to continue a word at position n given its m´ 1 predecessor words.
2.4 Global Search
Given a sequence of acoustic observations xT1 , the objective of the global search is to find that
word sequence which maximizes the a-posteriori probability:“
wN1
‰
opt
“ argmax
wN1
 
ppwN1 |xT1 q
(
(2.15)
“ argmax
wN1
 
ppwN1 q ¨ ppxT1 |wN1 q
(
. (2.16)
In principle, the decoder has to align the sequence of acoustic observations xT1 with all possible
state sequences sT1 that are consistent with a word sequence w
N
1 . Using m-gram language models
and an acoustic model based on HMMs, the optimization problem is given by:
“
wN1
‰
opt
“ argmax
wN1
$&%
«
Nź
n“1
ppwn|wn´1n´m`1q
ff
¨
»–ÿ
sT1
Tź
t“1
ppxt|st;wN1 q ¨ ppst|st´1;wN1 q
fifl,.- (2.17)
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The complexity of the search process can be reduced by approximating the sum over all paths with
the Viterbi or maximum approximation:
“
wN1
‰
opt
– argmax
wN1
#«
Nź
n“1
ppwn|wn´1n´m`1q
ff
¨
«
max
sT1
Tź
t“1
ppxt|st;wN1 q ¨ ppst|st´1;wN1 q
ff+
(2.18)
The objective of the Viterbi approximation is not to yield a good estimation of the sum over all
state sequences; instead, it is introduced under the assumption that the word sequence induced by
the most probable state sequence is identical with the exact optimum of Eq. (2.17). In addition, the
Viterbi approximation allows for structuring the search space more efficiently by assigning unique
time boundaries to each word hypothesis, which is essential for tracing back the optimal decision.
An efficient implementation of the Viterbi search based on dynamic programming is described in
[Ney & Aubert 96].
The organization of the global search may follow a depth-first or a breadth-first search strategy.
The depth-first search strategy is employed by the A‹-search or stack-decoding algorithm. In the
breadth-first search strategy, which is used in the Viterbi -search, all state hypotheses are expanded
time-synchronously [Vintsyuk 71, Baker 75, Sakoe 79, Ney 84]. Since the probabilities of all active
state hypotheses are computed at each time frame, likelihoods of competing state hypotheses are
comparable. To make the search process more efficient, less likely hypotheses are removed from the
search space (pruning). This results in a significant reduction in the amount of active hypotheses.
Pruning is essential in the Viterbi-search as it keeps the number of active hypotheses small.
Otherwise the search space would grow exponentially with the duration of an utterance. An exact
evaluation of Eq. (2.18) is therefore only feasible for small vocabulary sizes and short sentences.
The most important pruning strategy used in the Viterbi-search is the so-called beam-search.
At each time frame, beam-search expands only those hypotheses for which the corresponding
likelihood does not fall below a certain threshold defined by the currently best scored partial
sentence hypothesis [Lowerre 76, Ney & Mergel` 87, Ortmanns & Ney 95]. Beam-search is not
guaranteed to find the optimal solution because the best path might already be pruned at an early
stage in the search process. In practice, however, search errors are often negligible if the pruning
parameters are adjusted properly.
2.5 Acoustic Model Training
Let r “ 1, . . . , R enumerate the utterances of a training corpus pX ,Wq “ tpXr,Wrqr“1,...,Ru,
each consisting of a sequence of acoustic observation vectors Xr “ xr1, . . . , xrTr together with
the corresponding spoken word sequence Wr “ wr1, . . . , wrNr . A standard training based on
the Maximum Likelihood (ML) criterion aims at finding a parameter set θ which maximizes the
probability of the acoustic training data given the spoken word sequence:
FM˚Lpθq “
Rź
r“1
pθpXr|Wrq !“ max . (2.19)
Usually, the objective function Eq. (2.19) is denoted in a logarithmic form:
FMLpθq “ 1
R
Rÿ
r“1
log pθpXr|Wrq. (2.20)
If the acoustic model pθpXr|Wrq is based on HMMs with Gaussian mixture distributions, the
objective function FMLpθq can be maximized using the Expectation Maximization (EM) algorithm
[Dempster & Laird` 77]. The EM algorithm is a consistent and easy to handle iterative training
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procedure that allows for finding ML estimates of parameters in probabilistic models which depend
on unobservable (hidden) variables. For Gaussian HMMs, the EM algorithm leads to update
equations that are equivalent to the re-estimation formulae first derived in [Baum & Petrie` 70].
2.5.1 Maximum Likelihood Training of Acoustic Models
The derivative of FML with respect to the parameters of the acoustic model yields2:
BFMLpθq
Bθsl “
1
R
Rÿ
r“1
Tÿ
t“1
pθpst=s|Xr,Wrq ¨ B log ppxrt|θsqBθsl . (2.21)
Here, pθpst=s|Xr,Wrq denotes the word-conditioned state posterior probability that, given a
sequence of acoustic observations Xr, the time alignment paths for the word sequence Wr lead
through state s at time frame t. Word-conditioned state posterior probabilities are also referred to
as conditional forward-backward (FB) probabilities. They can be interpreted as weights reflecting
the certainty by which the acoustic observation vector xrt is emitted by state s. To simplify the
notation, word-conditioned state posterior probabilities are denoted by:
γrtps|W q– pθpst=s|X,W q. (2.22)
Maximum Approximation for Mixture Densities
Due to the exponential decay of Gaussian probability density functions, the likelihood of a mixture
model is typically dominated by a single density (cf. Figure 2.4). Hence, the approximation error
will be small if the sum over all densities is replaced with its maximum. Let lθpx, sq denote the
index of the mixture component that dominates the sum over all densities given an observation x:
lθpx, sq– argmax
lPt1,...,Lsu
 
csl ¨ ppx|θslq
(
. (2.23)
PSfrag replacements
p(x|θs)
p(x|θsl)
max
l
p(x|θsl)
Figure 2.4: Maximum approximation for Gaussian mixture densities.
2 The detailed calculations are shown in Section B.1.1.
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Then, the derivative of the logarithm of the emission probabilities with respect to a density specific
parameter θsl yields under the maximum approximation:
B log ppx|θsq
Bθsl “
csl ¨ ppx|θslqÿ
l˜
csl˜ ¨ ppx|θsl˜q
¨ B log ppx|θslqBθsl (2.24)
max.
approx.– δl,lθpx,sq ¨
B log “csl ¨ ppx|θslq‰
Bθsl . (2.25)
If not stated otherwise, the maximum approximation for mixture densities is used in all experiments
reported in this thesis.
2.5.2 Conditional Forward-Backward Probabilities
The definition of the state posterior probabilities is extended by integrating the relative mixture
weights:
γrtps, l|W q– γrtps|W q ¨ csl ¨ ppxrt|θslqÿ
l˜
csl˜ ¨ ppxrt|θsl˜q
. (2.26)
Thus, Eq. (2.21) can be written as:
BFMLpθq
Bθsl “
1
R
Rÿ
r“1
Trÿ
t“1
γrtps, l|Wrq ¨ BBθsl log ppxrt|θslq. (2.27)
Similarly, the derivative of FMLpθq with respect to a state transition probability yields:
BFMLpθq
Bpps|σq “
1
pps|σq ¨
1
R
Rÿ
r“1
Trÿ
t“1
γrtpσ, s|Wrq. (2.28)
The quantity γrtpσ, s|W q– pθpst´1=σ, st=s|Xr,W q denotes the probability that for a sequence of
acoustic observations Xr a time alignment path for the word sequence W leads through state σ at
time frame t´ 1 and through state s at time frame t. The conditional FB probabilities γrtps|W q
can be computed based on γrtpσ, s|W q by carrying out the sum over all predecessor states σ:
γrtps|W q “
ÿ
σ
γrtpσ, s|W q. (2.29)
Under a Bakis model, the predecessor states σ are constrained to states which connect state s
via a loop, a forward, or a skip transition. An efficient computation scheme for estimating the
FB probabilities is based on the decomposition of γrtpσ, s|W q into the forward and the backward
paths:
γrtpσ, s|W q “ pθpXr, st´1 “ σ, st “ s|W q
pθpXr|W q (2.30)
“
« ÿ
rst´21 ,st´1“σs|W
pθpx t´1r,1 , st´11 qloooooooooooooooooomoooooooooooooooooon
ar,t´1pσ;W q
(forward probability)
ff
¨ pps|σq
pθpXr|W q ¨
« ÿ
rst“s,sTrt`1s|W
pθpx Trrt , sTrt qlooooooooooooooomooooooooooooooon
brtps;W q
(backward probability)
ff
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The forward probability, ar,t´1pσ;W q, is defined as the sum over the joint probabilities
pθpx t´1r,1 , st´11 q of all partial paths that enter state σ at time frame t ´ 1. Analogously, the
backward probability, brtps;W q, is defined as the sum over the joint probabilities pθpx Trrt , sTrt q of
all partial paths that follow state s at time frame t (cf. Figure 2.5). Since a direct evaluation
of Eq. (2.30) is inefficient because the number of required multiplications and summations would
raise exponentially with the duration of the utterance, both quantities are computed by means
of dynamic programming. The dynamic programming uses the recursive form of either quantity
which, in case of the forward probability, is given by:
artps;W q “ pθpxrt|s,W q ¨
ˆÿ
σ
ar,t´1pσ;W q ¨ pps|σq
˙
. (2.31)
Here, the sum runs over all states σ that precede state s. Correspondingly, the recursion formula
for the backward probability is given by:
brtps;W q “
ˆÿ
σ
br,t`1pσ;W q ¨ pθpxr,t`1|σq ¨ ppσ|sq
˙
, (2.32)
with the sum running over all state hypotheses σ that succeed state s. The forward probabilities
can be determined via a time-synchronous computation of the elements of the forward matrix
rartps;W qs. Similarly, the backward matrix rbrtps;W qs is obtained by computing its elements in
descending order over the time axis. With the following identities for the normalization factor:
pθpXr|W q ” ar,Tr psTr ;W q ” br,0ps0;W q (2.33)
and the starting values ar,0ps0;W q “ br,Tr psTr ;W q “ 1 (where s0 denotes the initial state of the
word automaton for the the word sequenceW , and sTr denotes its final state), the FB probabilities
suffice the following identities:
γrtps|W q “ artps;W q ¨ brtps;W q ¨ 1
pθpXr|W q , (2.34)
γrtpσ, s|W q “ ar,t´1pσ;W q ¨ ppxrt|θsq ¨ pps|σq ¨ brtps;W q ¨ 1
pθpXr|W q . (2.35)
Numerical Aspects
In practice, both the forward and the backward pass require the summation over likelihoods that
are represented in a log-domain. If the likelihood terms have different orders of magnitudes, the
summation requires a numerically stable implementation which can be based on the Kingsbury-
Rayner formula [Kingsbury & Rayner 71]. This formula suggests the following computation
scheme for the sum over two probabilities p1 and p2:
´ logpp1 ` p2q “ ´ logmaxtp1, p2u ´ log
`
1` elogmintp1,p2u´logmaxtp1,p2u˘. (2.36)
Viterbi Approximation
Under the Viterbi approximation, only the most probable time alignment path is taken into
account to estimate γrtps|W q (cf. Figure 2.5). Due to the normalization constraint for probability
distributions, the FB probabilities of state hypotheses along the Viterbi path are equal to 1 while
state hypotheses off the Viterbi path are assumed to have a probability of 0:
γrtps|W q Viterbi– δs,stpXr,W q. (2.37)
Here, the symbol δ denotes the Kronecker function3, and stpXr,W q is the index of the state
hypothesis at time frame t for the best time alignment path given the word sequence W and the
sequence of acoustic observation vectors Xr.
3 The Kronecker function δi,j “ 1 if i “ j and 0 otherwise.
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1 t+1
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σ
Figure 2.5: Decomposition of γrtpσ, s|W q into the forward and the backward probabilities. The
highlighted (bold printed) arrows indicate the best alignment path according to the
Viterbi approximation.
2.5.3 Baum-Welch Training
The ML objective function FMLpθq cannot be optimized directly via the EM algorithm. Instead,
the EM algorithm maximizes an auxiliary function Q built from the conditional a-posteriori
probabilities pθpsT1 |Xr,Wrq:
Qpθ¯|θq “ 1
R
Rÿ
r“1
ÿ
rsTr1 s|Wr
pθpsTr1 |Xrq ¨ log pθ¯pXr, sTr1 q (2.38)
“ 1
R
ÿ
s
Rÿ
r“1
Trÿ
t“1
”
γrtps|Wrq ¨ log ppxrt|θ¯stq `
ÿ
σ
γrtpσ, s|Wrq ¨ log pps|σq
ı
(2.39)
The auxiliary functionQ is maximized with respect to the new parameter set θ¯ where the estimation
of pθpsTr1 |Xr,Wrq is based on the parameter set θ obtained from the previous iteration. It can be
shown that Qpθ¯|θq is a growth transformation for FMLpθ¯q, that is, any parameter set θ¯ increasing
the auxiliary function also implies an increase in the objective function [Baum & Sell 68]:
Qpθ¯|θq ě Qpθ|θq ñ FMLpθ¯q ě FMLpθq. (2.40)
The derivative of the auxiliary function with respect to the new parameter set θ¯ results in a closed
form expression for the ML update equations which depend only on the former parameter set θ.
The update equations can also be derived from a special case of the extended unifying approach
for a class of discriminative training criteria presented in Chapter 4.
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2.6 The Discriminative Approach
In [Na´das 83], it is shown that the ML estimator leads to an optimal parameter set if the following
three assumptions are satisfied:
• The training samples arise from the assumed distribution family.
• The distribution family is well-behaved.
• The number of training samples is sufficiently large.
Provided that these assumptions hold, there would be no reason to estimate the model parameters
with a training criterion other than the ML estimator. In practice, however, these requirements are
usually not met, and one has to deal with the problem that the ML criterion aims at optimizing the
parameters of an incorrect model using a suboptimal estimator. This raises the question whether
there are alternative training methods that will lead to improved classification error rates if the
parameters are to be estimated for a given but wrong family of model distributions. This is in
fact the case, and an instance of such an estimator is given by the class of discriminative training
criteria.
In contrast to ML based training methods, which aim at optimizing each class region individually,
discriminative criteria also take class extraneous data into account and thus focus on enhancing
class separability. Therefore, discriminative methods often result in lower error rates, in particular
when the true distribution does not belong to the family of model distributions. However, a
substantial gain in terms of recognition performance can only be expected if there is an alternative
parameter set which differs from the ML estimate, yet is able to compensate for a mismatch between
the model distribution and the stochastic process that generated the training samples. Provided
that this mismatch is not incidental but representative and generalizable to unseen observations, the
discriminatively trained parameter set will outperform the ML estimate. This effect is illustrated
in the following example for a simple two-class recognition problem.
2.6.1 Discriminative Training for a Simple Two-Class Recognition Problem
Suppose we are given a two-class recognition problem in which the true distribution of either
class is generated from a Gaussian probability density function (pdf) with a class-independent,
full covariance matrix Σ. From each class, a total number of 1,000 training samples is randomly
(i.i.d.) drawn using the true distribution as the underlying generating stochastic process. The
prior probability for each class shall be 0.5, resulting in the following true distributions for the
class-posterior probabilities:
ppk|xq “ ppkq ¨ ppx|kqÿ
k˜
ppk˜q ¨ ppx|k˜q , k P t1, 2u (2.41)
with ppkq “ 0.5 for k P t1, 2u and ppx|kq “ N `x|µk,Σ˘ where
µ1 “ p´0.5, 0.5qJ, µ2 “ p0.1, 0.1qJ, and Σ “
ˆ
0.9 0.8
0.8 0.9
˙
. (2.42)
In the first scenario (Figure 2.6a), the model distribution is chosen from the same family of
distributions to which the true probability distribution belongs, that is, the model distribution is a
normal distribution with a class-independent, full covariance matrix. Because the true distribution
can be expressed by the model distribution for a certain choice of the model parameters, the ML
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Figure 2.6: Maximum Likelihood estimates for a two-class problem with a class-independent full
covariance matrix (a) and a class independent diagonal covariance matrix (b). Both
classes have equal prior probability. The number of training samples is 1000 for each
class.
estimator is able to find the optimal solution, and the resulting model leads to a perfect class
separation of the training samples4.
In the second scenario (Figure 2.6b), the family of model distributions is again assumed to
be a normal distribution with a tied covariance matrix. This time, however, Σ is subject to a
diagonal modeling constraint. This causes a mismatch between the model distribution and the
true distribution, and hence the ML estimator finds only a suboptimal parameter set which causes
some classification errors on the training data. In our example, 20 samples are assigned to the
wrong class which corresponds to a 2.0% classification error rate.
A better solution is provided by a discriminative learning method known as theMaximum Mutual
Information (MMI) criterion. The MMI criterion is defined as the sum over the logarithms of the
class posterior probabilities of all training samples r:
FMMIpθq “ 1
R
Rÿ
r“1
log pθpkr|xrq (2.43)
“ 1
R
Rÿ
r“1
log
ppkrq ¨ pθpxr|krqÿ
c
ppcq ¨ pθpxr|cq
. (2.44)
From Eq. (2.44) it becomes apparent that an optimization of the MMI objective function aims at
maximizing the class conditional probabilities pθpxr|krq over all training samples r (r “ 1, . . . , R)
while simultaneously the sum over the class conditional probabilities of all competing classes
pθpxr|cq weighted with their respective prior probabilities ppcq is minimized.
As shown in Figure 2.7a, the MMI criterion finds an alternative parameter set for which the
decision boundary again provides an optimal separation of the training data according to their
4 In order to keep this example simple, we do not introduce an additional held-out set but evaluate the performance
of the estimated model parameters on the training data.
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Figure 2.7: Maximum Mutual Information estimates for a two-class problem with a class-
independent diagonal covariance matrix (a). In (b) the ML estimation of the diagonal
covariance matrix is used. Both classes have equal prior probability. The total number
of training samples is 1000 for each class.
class labels. Compared to the ML estimate, the major difference in the MMI estimate turns out
to be the covariance matrix whose diagonal modeling constraint was the reason for the model
mismatch.
An alternative solution can be found if the update rules for the MMI criterion are constrained
to re-estimations of the mean vectors while the diagonal covariance matrix is kept fixed to its
ML estimate. As shown in Figure 2.7b, the MMI estimate now moves the class centroids further
away from their empirical means, and again the resulting decision boundary provides an optimal
separation of the training data5.
Besides the MMI criterion, several other discriminative training criteria have been proposed for
automatic speech recognition. An overview of the state-of-the-art is given in Chapter 3.
2.7 Summary
This chapter gave a brief introduction to automatic speech recognition and described the models
used to capture the stochastic relation between a speech signal and the spoken word sequence.
Starting from Bayes’ decision rule, the objective of finding the word sequence which maximizes
the a-posteriori probability induced the basic architecture of an automatic speech recognizer. The
training of the acoustic model under the Maximum Likelihood criterion was described in detail. The
discriminative approach was motivated by means of a simple two class recognition problem which
illustrated how the Maximum Mutual Information criterion will improve the decision boundary
compared to a Maximum Likelihood estimator if the true distribution cannot be expressed by the
model distribution.
5Experiments on fixing the variance parameters in a large scale discriminative training for automatic speech
recognition are described in Section 6.3.7.
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Chapter 3
State-of-the-Art and Scientific Goals
This chapter presents an overview of important findings and results on various aspects of
discriminative training for automatic speech recognition. Based on the state-of-the-art as outlined
in Sections 3.1–3.5, the scientific goals for this thesis are defined in Section 3.6.
3.1 Discriminative Training Criteria
Besides the Maximum Mutual Information (MMI) criterion, several other discriminative training
criteria were proposed and investigated for automatic speech recognition. This section presents a
selection of commonly used discriminative training criteria.
3.1.1 Maximum Mutual Information Criterion
The first comparison between a ML training and the MMI criterion is reported in
[Bahl & Brown` 86] for a speaker-dependent isolated word recognition system with a dictionary
comprising 2,000 words. Compared to the ML trained system, the discriminative approach
improved the error rate by 18% relative. In [Merialdo 88], the MMI criterion was successfully
applied to optimize a speaker-dependent recognition system for continuously spoken phonemes.
The objective function was maximized using a gradient based method. Particularly the
approximation of the gradient used for optimizing the mixture density weights was of special
importance for a long time as it leads to faster convergence rates than the update rules derived
from the Extended Baum (EB) algorithm [Gopalakrishnan & Kanevsky` 91]. In [Chow 90], the
MMI criterion was used to train the model parameters of the HMM based BYBLOS system on the
DARPA Resource Management speech corpus (991 words). Competing hypotheses were encoded as
10-best lists. Similar to [Merialdo 88], parameters were optimized with a gradient based method.
In addition, code book exponents were trained in order to weigh the dimensions of the feature
space. The relative improvement of 11% in terms of word error rate was, however, accompanied by
a degradation of 3.6% relative in terms of sentence error rate. In [Normandin & Morgera 91],
the EB algorithm for the optimization of discrete probability distributions was applied to
continuous density functions. Experiments conducted on the TI-digits corpus for the recognition
of continuously spoken connected digit strings showed a reduction of the sentence error rate by
almost 50% relative. Investigations on the same corpus using the MMI criterion for the training of
different word models are reported in [Cardin & Normandin` 93]. Here, a relative improvement
between 5% and 10% could be achieved.
The first use of a lattice-based discriminative training for large vocabulary continuous speech
recognition (LVCSR) is reported in [Valtchev & Odell` 96]. Other than most previous studies, the
competing model was estimated on word lattices rather than N -best lists. To reduce the running
time in the second and subsequent training iterations, the search space was constrained to those
sentence hypotheses that were encoded in the initial word lattices. Experiments conducted on the
Wall Street Journal Wsj0 and Wsj1+ corpora showed a word error rate improvement between
5% and 10% relative. In [Schlu¨ter & Mu¨ller` 99], it was experimentally shown that lattice-based
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discriminative training for large vocabulary tasks is more effective if low-order language models
(unigram or zerogram LMs) are used in training. Higher-order language models as, for example, a
trigram language model, deteriorated the quality of the acoustic model and could even result in a
performance drop compared to the ML trained baseline system. The first successful application of
the MMI criterion to a large scale speech recognition system is reported in [Woodland & Povey 00].
Besides an investigation of various techniques that aim at improving the generalization of MMI
trained acoustic models, the authors report several experimental results on different subsets of the
NIST March 2000 Hub-5 corpus, demonstrating that the MMI criterion is able to outperform a
ML trained system even for large amounts of training data of up to 265 hours of speech. Speaker
adaptation based on the Maximum Likelihood Linear Regression (MLLR) method could be shown
to achieve similar absolute improvements on top of the MMI trained system as on top of the ML
trained system.
3.1.2 Frame Discrimination Criterion
A word-lattice based implementation of the MMI criterion requires an initial search pass in which
lattices are produced that serve as input for collecting sufficient statistics for all subsequent
training iterations. Since the process of generating lattices is computationally expensive and
time consuming, the Frame Discrimination (FD) criterion [Kapadia 98, Povey & Woodland 99]
was proposed as an alternative to a word-lattice based MMI training. The principle of the FD
approach is to increase the confusion (entropy) among Gaussian mixture models by discriminating
the state hypotheses for the correct transcription against the set of all Gaussian densities in the
HMM. Compared to lattice-based MMI training, the competing model in the FD approach is less
constrained which may result in improved generalization. The FD criterion could be shown to
give similar results as word lattice-based MMI training on medium and large vocabulary tasks
[Povey & Woodland 00]. However, due to improved optimization procedures for lattice-based
MMI training in combination with increased computational power, investigations on the frame
discrimination approach were discontinued.
3.1.3 Conditional Maximum Likelihood Criterion
In [Valtchev 95], it was shown that the Conditional Maximum Likelihood (CML) criterion as
proposed in [Na´das & Nahamoo` 88] is equivalent to the MMI criterion if the language model
is kept fixed. In fact, most studies on the MMI criterion for automatic speech recognition consider
the language model as a knowledge source that does not change in the course of the training
process. Hence in practice, the equivalence between the CML and the MMI criterion holds for the
majority of all systems described in literature. Investigations on the CML criterion are reported
in [Gunawardana 01, Gunawardana & Byrne 01].
3.1.4 Minimum Classification Error Criterion
In [Juang & Katagiri 92], an alternative class of discriminative training criteria represented by
the Minimum Classification Error (MCE) principle was introduced. The MCE criterion aims at
minimizing a task specific error criterion on training data. Since in general the error rate is a
discontinuous function of the parameters of a classifier, the error measure needs to be smoothed
appropriately to allow for optimizing the objective function with a gradient-based method. The
error metric optimized under the MCE criterion depends on the particular task. Error metrics
proposed include the string (or sentence) error rate, the phoneme error rate, and the state error
rate [McDermott & Katagiri 97].
The MCE criterion was successfully applied to the TI-digits recognition task [Chou & Juang` 92]
and to the DARPA Naval Resource Management corpus as reported in [Chou & Lee` 93,
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Chou & Lee` 94]. In [Biem & Katagiri 93, Paliwal & Bacchiani` 95], the MCE criterion was used
for feature extraction. Bauer applied the MCE criterion to improve the accuracy of an isolated
digit recognizer [Bauer 97, Bauer 98]. Compared to the best ML trained system, the MCE criterion
was able to further decrease the word error rate by 26% relative. In [McDermott & Katagiri 97],
the MCE criterion was used for the acoustic model training of a continuous phoneme recognition
task. For the investigated setting, phoneme-level based MCE training turned out to be more
effective than string-level based MCE training. In [Saul & Rahim 00], an MCE-based factor
analysis framework for variance modeling in automatic speech recognition was proposed. Factor
analysis denotes a technique that aims at mapping systematic variations of the data into lower
dimensional subspaces which allows a classifier to compactly represent covariance matrices for high
dimensional data. The covariance matrices are represented by a small number of parameters that
model the most significant correlations. These parameters can be chosen such as to minimize the
number of classification errors using the MCE criterion. Compared to a ML trained system, the
MCE based factor analysis was able to further reduce the error rate on an isolated name recognition
task (2,426 town names) from 12.7% to 11.7%.
The first application of the MCE criterion to a large scale training set of more than 100 hours
of speech is reported in [McDermott & Hazen 04] for the Jupiter weather information system
which uses a recognition vocabulary of almost 2,000 words. The MCE criterion achieved a
20% relative reduction in terms of word error rate compared to the ML-trained baseline. In
[McDermott & Katagiri 05], weighted finite state transducers are used to represent correct and
competing string candidates. Preliminary results are reported for large vocabulary tasks comprising
30,000 words.
3.1.5 Minimum Word Error and Minimum Phone Error Criterion
The Minimum Word Error (MWE) criterion and the Minimum Phone Error (MPE) criterion
aim at minimizing the expected word or phoneme error rate on training data. Originally,
the MWE criterion was proposed in [Na & Jeon` 95] as Overall Risk criterion. First applica-
tions to large vocabulary speech recognition tasks are reported in [Kaiser & Horvat` 00] and
[Kaiser & Horvat` 02]. Since the calculation of the overall risk is based on the Levenshtein distance
between the correct transcription and a competing hypothesis, the function minimization was
performed on N -best lists. In [Povey & Woodland 02], a lattice-based implementation of the MWE
and MPE criterion was proposed which uses a local approximation of the Levenshtein distance that
can be calculated on word and phoneme lattices. Both the MWE and MPE criterion are reported
to achieve substantial performance gains on top of the MMI criterion on the Switchboard/Call
Home corpus [Povey 04].
3.1.6 Comparison of Discriminative Training Criteria
While most investigations on discriminative training criteria report performance gains compared
to a ML-trained system, only few studies present joint comparisons in which various discriminative
criteria are compared with each other. In [Reichl & Ruske 95], performance gains for the MMI
and MCE criterion were measured on a speaker independent phoneme recognition task, showing
that the MCE criterion is able to outperform the MMI criterion. In [Schlu¨ter & Macherey 98],
a unifying approach for a class of discriminative training criteria is proposed which includes the
Gini, the MMI, and the MCE criterion. The unifying approach allows for optimizing several
criteria within a single framework, thus making error rates obtained with different criteria directly
comparable. A thorough investigation of the unifying approach for small vocabulary tasks can
be found in [Macherey 98]. Results for large vocabulary tasks are reported in [Schlu¨ter 00],
[Schlu¨ter & Macherey` 01], and [Macherey & Haferkamp` 05].
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3.2 Parameter Optimization
In contrast to a ML-based training, optimization procedures for discriminative criteria require the
choice of an explicit step size. Hence, discriminative training methods are less convenient to handle
than training procedures based on, e.g., the EM algorithm. While early studies on discriminative
training typically applied stochastic gradient descent (GD) methods, more recent investigations
almost exclusively use the Extended Baum (EB) algorithm.
3.2.1 Extended Baum Algorithm and Gradient Descent
In [Gopalakrishnan & Kanevsky` 89] and [Gopalakrishnan & Kanevsky` 91], an extension of the
Baum-Welch algorithm to the optimization of rational objective functions is proposed. This
extension, called the Extended Baum (EB) algorithm, allows for optimizing the model parameters
of discrete HMMs under the MMI criterion. In [Normandin 91], the EB algorithm for rational
objective functions was extended and successfully applied to the parameter estimation problem
of continuous probability density functions (PDFs) in a discriminative framework. Since for
continuous PDFs, the order of magnitude of the iteration constants for which convergence is
guaranteed is impractically large, Normandin proposed a heuristic to adjust the step size such that
learning rates become viable. In [Kanevsky 95], the EB algorithm for rational objective functions
was formally extended to real-valued functions which gives the application of the EB algorithm
to continuous HMMs a mathematically sound justification. In [Schlu¨ter & Macherey` 97], it was
shown that for a proper choice of the step size, the GD-based optimization of Gaussian mixture
models can lead to update equations that are almost identical with the re-estimation equations
derived in the EB algorithm.
3.2.2 Convergence Issues
In [Gunawardana & Byrne 01], a simple and elegant proof for the EB algorithm is presented
which is based on a general form of the Jensen inequality. Although the claim for the
existence of a finite iteration constant does not hold, the paper provides new insights into the
discriminative optimization procedure. Two mathematically correct proofs for the existence of
finite iteration constants for the EB algorithm applied to real-valued objective functions are
presented in [Kanevsky 03, Kanevsky 04, Kanevsky 05] and [Axelrod & Goel` 04]. Both proofs
do not, however, provide tight lower bounds on setting the iteration constants. Hence, choosing
the optimal step size in discriminative training still remains an unsolved problem.
3.2.3 Parameter Tying
The majority of discriminatively trained systems in automatic speech recognition either uses density
specific variances or employs a single globally pooled variance. Compared to a globally pooled
variance, density specific variances typically result in faster convergence rates on the training data
because the choice of the step sizes is subject to fewer constraints and can thus be adjusted more
effectively. However, a potential drawback is the possibility that faster convergence rates may
reduce the ability of the trained model to generalize to unseen data. An investigation on different
parameter tying schemes for discriminative training and their effect on the convergence speed is
reported in [Macherey & Schlu¨ter` 04].
3.2.4 Enhancing Generalization
In [Povey & Woodland 99], the FD approach was investigated for large vocabulary tasks and
compared with the performance gains obtained by using the MMI criterion. Since under the FD
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criterion, the competing model is less constraint than in lattice-based MMI training, FD may result
in improved generalization. Experiments performed on the DARPA Resource Management (RM)
speech corpus (991 words) and the North American Business (Nab) News task using a 65k word
recognition vocabulary showed a relative reduction of 8.3% in terms of word error rate for the
FD criterion over a ML-trained system on the RM corpus, and a 2% relative reduction for the FD
criterion over the ML-trained baseline system on the Nab corpus. Compared to the MMI criterion,
the FD criterion could be shown to give similar improvements on the Nab corpus.
In [Povey & Woodland 02], a technique called I-smoothing was proposed, which is reported to
enhance the generalization of discriminatively trained parameters. I-smoothing is closely related
to the H-criterion, which uses a fixed interpolation between the ML objective function (H=0)
and the MMI objective function (H=1). In contrast to the H-criterion, I-smoothing increases the
number of data points assigned to a Gaussian by a constant term while keeping the average data
values and average squared data values the same. On the Switchboard/Call Home corpus, MMI
in combination with I-smoothing improved the word error rate by 0.4% absolute over MMI alone,
which achieved a word error rate of 41.8% on top of the ML-trained baseline which obtained a
word error rate of 46.6%. I-smoothing in combination with the MPE criterion was able to further
reduce the word error rate by 0.6% absolute.
3.2.5 Levels of Approximation for Discriminative Training
Most implementations for discriminative training use the Viterbi approximation to generate
competing hypotheses for word-lattices or N -best lists. The Viterbi approximation is not,
however, mandatory for collecting sufficient statistics in discriminative training. In [Macherey 98],
a discriminative Baum-Welch training was developed and implemented which, compared to a
conventional discriminative training under the Viterbi approximation, could achieve small but
consistent gains of up to 4% relative in terms of word error rate on the SieTill corpus for the
recognition of continuously spoken connected German digit strings.
3.2.6 Asymptotic Behavior of Discriminative Training Criteria
The asymptotic behavior of model distributions in discriminative training has been investigated
for only a small number of discriminative training criteria. In [Schlu¨ter & Ney 00], it is shown that
the MCE criterion provides an upper bound to the true Bayes error rate which is independent of
the corresponding model distribution. Moreover, it is demonstrated that, in the limiting case of an
infinite amount of training data, a model-free optimization of the MCE criterion leads to a closed
form solution. In [Ney 03], it is shown that any model distribution optimized under the MMI
criterion approximates the true Bayes error rate in the asymptotic case that an infinite amount of
training data is used.
3.3 Discriminative Acoustic Modeling
While most studies on discriminative training aim at optimizing the parameters of the acoustic
model, discriminative methods were also successfully applied to acoustic modeling. Examples are
discriminative model complexity control, criteria for discriminative mixture density splitting, and
discriminative linear feature transformations.
3.3.1 Discriminative Model Complexity Control
In [Liu & Gales 04], the optimal dimensionality for a Heteroscedastic Linear Discriminant Analysis
(HLDA) is determined using a criterion based on marginalizing an MMI growth function. The same
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approach is also used for model compression. Experiments conducted on a subset of the Hub-5
corpus showed a small reduction in terms of word error rate of 0.2% absolute compared to the ML
trained baseline system which achieved a WER of 29.8%.
3.3.2 Approaches to Mixture Density Splitting
In [Normandin 95], a novel approach to Gaussian mixture component splitting based on the
MMI criterion was proposed. The basic idea is to increase the acoustic resolution only in
those distributions where a discrimination problem is identified. Although the best ML trained
system could not be outperformed, the new splitting approach required significantly fewer
mixture components than the baseline approach. In [Macherey 98, Schlu¨ter & Macherey` 99],
a combined MMI/ML approach for mixture density splitting was developed and evaluated on a
small vocabulary task. Similar to [Normandin 95], a model evaluation measure based on the MMI
criterion was used to identify mixture components that are to be split up. However, in contrast to
[Normandin 95], the increased parameter set was trained until convergence using the ML criterion
which prevented over-fitting and lead to improved generalization to unseen data. Experiments
conducted on the SieTill corpus for the recognition of telephone line recorded German digit
strings showed that the combined splitting approach performed better than discriminative training
with conventional splitting and as good as discriminative training after the new splitting approach.
3.3.3 Discriminative Linear Transformations
Discriminative methods are not limited to the estimation of Gaussian mixture models but can
also be applied to train linear feature transformations. In [Macherey 98, Schlu¨ter 00], a linear
transformation called Linear MMI Analysis (LMA) is proposed as an extension of the Linear
Discriminant Analysis (LDA). In contrast to the LDA transformation, the statistics for the
between class scatter matrix under the LMA approach are collected based on the competing
model of the MMI criterion. Compared to a standard LDA transformation, the LMA improved
the word error rate between 8% and 14% relative on the SieTill corpus for the recognition
of telephone line recorded connected German digit strings. In [McDonough & Waibel 02],
a linear transformation used for speaker adaptation is estimated in a discriminative frame-
work. Both the transformation and the Gaussian mixture models are alternately trained. In
[Tsakalidis & Doumpiotis` 02, Tsakalidis & Doumpiotis` 05], discriminative linear transforms are
employed for feature normalization and speaker adaptive training. Compared to a ML-based
training procedure, both the feature normalization and the speaker adaptive training improved
the word error rate by approximately 0.8% absolute on the Switchboard-1 and Switchboard-2
data sets.
3.4 Direct Models for Automatic Speech Recognition
Traditionally, statistical models for automatic speech recognition are based on generative models
such as HMMs. A framework for a new statistical model was presented in [Likhododev & Gao 02]
and investigated on a phoneme recognition task. Other than traditional HMMs, the posterior
probabilities of state sequences given the sequence of acoustic observations are computed directly
using a Maximum Entropy Markov Model (MEMM) [McCallum & Freitag` 00]. In contrast to
HMMs, observations are not conditioned on states but states are conditioned on observations or
sequences of observations. Thus, the model allows for combining many different types of features.
First experiments conducted on a phoneme recognition task improved the frame recognition
accuracy from 62.4% (HMM) to 65.6% (MEMM). Word error rates obtained with the direct model
by rescoring N -best hypotheses are reported in [Kuo & Gao 03]. For a special setting that excludes
24
3.5 Discriminative Model Combination
the incorporation of a language model, the MEMM based system achieved a WER of 28.6% while
the HMM based system obtained a WER of 32.7%.
3.5 Discriminative Model Combination
A framework for discriminative model combination was proposed in [Beyerlein 98]. The approach
employs a log-linear combination of various acoustic models and language models. In contrast to
a Maximum Entropy approach, the coefficients of the log-linear combination were optimized on
training data using discriminative methods. Experiments conducted on the male portion of the
Wsj-5k corpus reduced the word error rate of 3.5% for a baseline system built with across-word
triphone models and a 4-gram language model by 0.3% absolute using a combination of within-word
and across-word triphone models plus a bi-, a tri-, and a 4-gram language model.
3.6 Scientific Goals
Discriminative training criteria were shown to have the potential to outperform even the best ML
trained systems for automatic speech recognition. However, despite a large number of studies
on discriminative training, several questions and problems are still open and have not yet been
addressed in literature. This section lists some of these questions and defines, based hereupon, the
scientific goals for this thesis.
3.6.1 Extended Unifying Approach for a Class of Discriminative Training
Criteria
Although some publications jointly compare a small number of discriminative training criteria for
automatic speech recognition, there is no general framework which, in addition to the MMI and
MCE criterion, also covers training criteria more recently proposed as, for example, the MWE and
the MPE criterion. Hence, performance gains achieved with a particular discriminative training
criterion are usually not comparable with other criteria since the underlying implementations are
too different. In this thesis, a novel unifying approach is proposed that, in addition to the MMI
and MCE criterion, also includes the MPE and the MWE criterion. The proposed framework is an
extension of the unifying approach presented in [Schlu¨ter & Macherey 98]. It is shown that a small
set of parameterized re-estimation equations is sufficient to perform the function maximization for
any criterion included in the extended unifying approach. Experimental results are presented for
a large number of discriminative training criteria.
3.6.2 Word-Lattice Based Minimum Classification Error Training
While the MCE criterion could be shown to outperform MMI-trained systems on small vocabulary
tasks, MCE-based training has not yet been successfully applied to large vocabulary speech
recognition tasks. Moreover, all studies investigating the MCE criterion in automatic speech
recognition use N -best lists to represent the set of competing hypotheses. One reason for this
is that N -best lists provide an easy means to exclude the spoken word sequence from the set of
hypotheses considered for discrimination. However, even for very large N , the number of sentence
hypotheses encoded in an N -best list is outnumbered by several orders of magnitude by the number
of candidates represented in a word lattice. Hence, word-lattice based MCE training can be
expected to be more effective than discriminating against a list of the top N candidates.
In this thesis, the first successful lattice-based implementation of the MCE criterion is presented
for small and large vocabulary speech recognition tasks. The optimization is performed within
the extended unifying approach for a class of discriminative training criteria. Performance gains
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obtained with the MCE criterion are compared with other criteria that include the MMI, the
MWE, and the MPE criterion.
3.6.3 Efficient Construction of Markov Networks and Generation of
High-Quality Word Lattices for Discriminative Training
In this thesis, an improved search algorithm based on word-conditioned Markov networks is
developed. Markov networks generalize the concept of lexical prefix trees and can be considered
as a hybrid approach between the compact but rigid structure of lexical prefix trees and the
more flexible but often resource-intensive finite state transducers. Similar to transducers, Markov
networks can be optimized on a state level. In addition, they provide an easy means to compile
special acoustic models as, for instance, across word models, into the network without the need
of changing the implementation of the underlying search algorithm. However, unlike finite state
transducers, Markov networks are less memory consumptive and pertain the separation of the
acoustic and the language model recombination. The latter becomes important if the language
model it too large to fit into the memory of a single machine and thus needs to be distributed over
several language model servers (cf. [Brants & Popat` 07]). Even for large vocabulary sizes of 65k
words and more, Markov networks can be compiled very efficiently in terms of both running time
and memory. In this thesis, results are reported for Markov networks comprising vocabulary sizes
of more than 80k words.
3.6.4 Tying Schemes for Covariance Matrices in Discriminative Training
Discriminative objective functions are usually optimized within the Extended Baum (EB)
algorithm. However, since for continuous distributions no method is known up to now that
guarantees fast and stable convergence, the parameter estimation problem of Gaussian mixture
models typically depends on setting the iteration constants according to a heuristic which ensures
that the variance re-estimations are positive definite. In case of density specific variances, this leads
to a system of quadratic inequalities. However, if tied variances are used, the inequalities become
more complicated, and often the resulting constants turn out to be too large to be appropriate for
discriminative training. In this thesis, two alternative approaches of setting the iteration constants
are proposed and investigated. Both methods are independent of the variance tying scheme and
result in faster convergence rates.
3.6.5 Discriminative Training with Full Covariance Matrices
If full covariance matrices are used, it is not obvious how the iteration constants should be set in
the EB algorithm. In [Povey 04, p. 140], this problem was tackled by first setting all off-diagonals
to zero and then by doubling the resulting iteration constants until the update equations for the
full covariance matrices lead to solutions that are positive definite. In this thesis, an analytically
closed form expression is derived that is based on the solution of quadratic eigenvalue problems.
It is shown that under a diagonal modeling constraint, the commonly used heuristic to choose the
iteration constants is included as a special case.
3.6.6 Efficient Training Procedures for Distributed Computing on Clusters
with Inhomogeneous Architectures
Since discriminative training is a time intensive process, a client-server model for distributed
computing on clusters with inhomogeneous architectures is developed. The client-server model
is based on the TCP/IP protocol and allows for concurrently collecting sufficient statistics that are
needed to re-estimate parameters in discriminative training.
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3.6.7 Comparison of Maximum Entropy and Discriminative Training for
Automatic Speech Recognition
In [Likhododev & Gao 02], a novel approach to automatic speech recognition was proposed that
aims at modeling posterior probabilities of sequences of acoustic observations directly. Although
this direct posterior model is conceptually a discriminative approach, error rates obtained with
the new model have only been compared with a ML trained system. In this thesis, an alternative
approach to a direct model is proposed that is bootstrapped with a conventional Gaussian HMM.
The training procedure for the new approach employs the Generalized Iterative Scaling algorithm
[Darroch & Ratcliff 72] and is compared analytically and experimentally with the Extended Baum
algorithm.
3.6.8 Upper Bound on Complexity of Error Surfaces
This thesis presents a novel algorithm to efficiently compute and represent the exact and
unsmoothed error surface over all sentence hypotheses that are encoded in a word lattice if all
parameter settings of a log-linear model are considered that lie along an arbitrary line in the
parameter space. While the number of sentence hypotheses encoded in a word lattice is exponential
in the lattice size, the complexity of the error surface is shown to be always linearly bounded in
the number of lattice arcs. This bound is independent of the underlying error metric.
3.6.9 Discriminative Linear Transformations
Linear transformations as, for instance, the Linear Discriminant Analysis (LDA), the Maximum
Likelihood Linear Transform (MLLT), and the Heteroscedastic Linear Discriminant Analy-
sis (HLDA) are important components in many state-of-the-art systems for automatic speech
recognition. So far, these transformations have been trained under the ML criterion. In this thesis,
a novel framework is presented that allows for estimating linear transformations in a discriminative
manner. First experimental results are presented on a large vocabulary speech recognition task.
3.7 Summary
This chapter provided an overview of the state-of-the-art in discriminative training. Major
achievements in discriminative training criteria, parameter optimization methods, discriminative
acoustic modeling, and discriminative model combination were covered based on a selection of
papers and articles that advanced the field in automatic speech recognition. Based on the state-
of-the-art, the scientific goals for this thesis were defined.
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Discriminative Training
This chapter presents an extended unifying approach for a class of discriminative training criteria.
Besides the MMI and the MCE criterion, the framework also captures objective functions more
recently proposed, including the MWE and the MPE criterion. In Section 4.1, properties of
some of the objective functions contained in the extended unifying approach are discussed. In
Section 4.2, the re-estimation equations for optimizing the MMI objective function within the
Extended Baum algorithm are derived and the heuristics for setting the iteration constants are
generalized to the case that full covariance matrices with arbitrary tying schemes are used. Aspects
of convergence control are discussed in Section 4.3. In Section 4.4, a new set of parameterized re-
estimation equations is derived that generalizes the optimization procedure to all criteria contained
in the extended unifying approach. The chapter concludes with some final remarks on growth
transformations for discriminative objective functions in Section 4.5.
4.1 A General View of Discriminative Training Criteria
In [Schlu¨ter & Macherey 98], a unifying approach for a class of discriminative training criteria
was presented that allows for optimizing several objective functions – among them the Maximum
Mutual Information criterion and the Minimum Classification Error criterion – within a single
framework. In this section, the approach is extended such that it also captures other criteria more
recently proposed. These criteria include the Jeffreys’ criterion [Macherey & Haferkamp` 05], the
Chernoff Affinity [Chernoff 52], the Diversity Index [Macherey & Haferkamp` 05], the Minimum
Word Error criterion, and the Minimum Phone Error criterion [Povey & Woodland 02].
Let pX ,Wq – pXr,Wrqr“1,...,R enumerate the training utterances of a speech corpus. Each
training utterance shall consist of a sequence Xr “ xr1, . . . , xrTr of acoustic observation vectors
together with the corresponding spoken word sequence Wr “ wr1, . . . , wrNr . Furthermore, let
pθpW |Xrq denote the class posterior probability of the word sequence W given the sequence of
acoustic observations Xr, and pθpXr|W q shall denote the emission probability of observing Xr
given the word sequence W . In the following, the joint probability pθpXr,W q is also referred to
as sentence probability of the word sequence W . If not stated otherwise, the language model
probabilities, ppW q, are supposed to be constant and therefore not subject to the parameter
optimization problem. Finally, let Mr denote a set of word sequences which are considered for
discrimination in utterance r. A class of discriminative training criteria can then be defined by:
F`X ,W | θ; f, κ,G , tMru˘ “ 1
R
Rÿ
r“1
f
¨˚
˚˝˚log
»——–
ÿ
W
pκpW q ¨ pκθ pXr|W q ¨ G pW,Wrqÿ
WPMr
pκpW q ¨ pκθ pXr|W q
fiffiffifl
1{κ‹˛‹‹‚ (4.1)
Here, f denotes a smoothing function, κ P Rą0 is a weighting exponent used to re-weight sentence
probabilities, and G :WˆW Ñ R` is a gain function that allows for rating sentence hypothesesW
based on the spoken word string Wr. Typically, G reflects an error metric such as the Levenshtein
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distance or the sentence error. The fraction inside the brackets is called the local discriminative
criterion FrpXr,Wr | θ, κ,G ,Mq:
Fr
`
Xr,Wr | θ;κ,G ,Mr
˘ “
ÿ
W
pκpW q ¨ pκθ pXr|W q ¨ G pW,Wrqÿ
WPMr
pκpW q ¨ pκθ pXr|W q
. (4.2)
4.1.1 Extended Unifying Approach
The choice of alternative word sequences contained in the set Mr together with the smoothing
function f , the weighting exponent κ, and the gain function G determine the particular criterion
in use. Criteria contained in the extended unifying approach include the Maximum Mutual
Information (MMI) criterion; its maximum approximation the Corrective Training (CT) criterion;
the Minimum Classification Error (MCE) criterion together with its maximum approximation
the Falsifying Training (FT); the Diversity Index ; the Jeffreys’ criterion; the Chernoff Affinity ;
the Minimum Word Error (MWE) criterion; and the Minimum Phone Error (MPE) criterion.
In particular, the Maximum Likelihood (ML) criterion is contained for the special case that no
competing utterances are considered1. Table 4.1 lists some of the criteria included in the extended
unifying approach together with the choice of the criterion specific parameters f , κ, and G . Note
that criteria which apply δpW,Wrq as gain function consider only the spoken word sequence Wr
in the numerator.
Maximum Likelihood (ML) Criterion
Although not a discriminative criterion in a strict sense, the ML objective function is contained
as a special case in the extended unifying approach. The ML estimator is consistent which means
that for any increasing and representative set of training samples the estimation of the parameters
converges toward the true model parameters. However, for automatic speech recognition, the
model assumptions are typically not correct, and therefore the ML estimator will return the true
parameters of a wrong model in the limiting case of an infinite amount of training data. In contrast
to discriminative training criteria, which concentrate on enhancing class separability by taking class
extraneous data into account, the ML estimator optimizes each class region individually.
Maximum Mutual Information (MMI) and Corrective Training (CT) Criterion
Choosing κ “ 1, fpzq “ z, and G “ δpW,Wrq yields the MMI criterion which is defined as the sum
over the logarithms of the class posterior probabilities of the spoken word sequences Wr for each
training utterance r given the corresponding acoustic observations Xr:
FMMIpθq “ 1
R
Rÿ
r“1
log pθpWr|Xrq (4.3)
“ 1
R
Rÿ
r“1
log
ppWrq ¨ pθpXr|Wrqÿ
WPMr
ppW q ¨ pθpXr|W q
. (4.4)
Ideally, the set Mr contains all possible word sequences. In practice, Mr is obtained through a
recognition pass in which the set of alternative sentence hypotheses is limited to the candidates
encoded in an N -best list or a word graph. Because sentence probabilities are not smoothed, the
MMI criterion can tend to concentrate on outliers in the training data for which the corresponding
class posterior probabilities are numerically close to zero. These outliers may have a strong impact
1 The denominator in Eq. (4.1) must then be replaced by a positive constant ‰ 0 which can be chosen arbitrarily;
otherwise the criterion would not be defined.
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Table 4.1: A class of discriminative training criteria covered by the extended unifying approach.
criterion smoothing function alternative word exponent gain function
sequences
fpzq Mr κ G pW,Wrq
ML z H –
MMI all 1
CT
z
best 8
MCE all without Wr free
FT
´ 1
1` e2ρz best ‰Wr 8 δpW,Wrq
Diversity Index 1ρ peρz ´ 1q all free
Jeffreys log e
z
1´ ez all 1
Chernoff e
ρz
r1´ ezs1´ρ all 1
MWE/MPE ez all 1 ApW,Wrq
on both the optimization procedure and the parameter updates since already a small increase
in pθpWr|Xrq may result in a significant increase of the objective function. The MMI criterion is
equivalent to the Shannon Entropy which, in case of given class priors, is also known as Equivocation
[Shannon 48].
An approximation to the MMI criterion is given by the Corrective Training (CT) criterion. Here,
the sum over all competing word sequences in the denominator is replaced with the best recognized
sentence hypothesis. Formally, the CT criterion results from the MMI objective function in the
limiting case of infinite κ:
FCTpθq “ lim
κÑ8
1
R
Rÿ
r“1
log
¨˚
˚˝ pκpWrq ¨ pκθ pXr|Wrqÿ
WPMr
pκpW q ¨ pκθ pXr|W q
‹˛‹‚
1{κ
(4.5)
“ 1
R
log
ppWrq ¨ pθpXr|Wrq
ppWoptq ¨ pθpXr|Woptq . (4.6)
An infinite κ has the same effect as the Chebyshev norm (l8-norm), which causes the sum in the
denominator of Eq. (4.5) to be approximated by its maximum summand. Thus, the set Mr is
reduced to a singleton, and only those training utterances can contribute to the CT criterion that
are incorrectly recognized.
For the CT criterion, both parameters, κ andMr, are mutually dependent and cannot be chosen
independent of each other. Hence, it is equivalent whether Mr contains the best recognized
sentence hypothesis with arbitrary choices of κ or whether κ is set to 8 with Mr containing all
possible sentence hypotheses. The CT criterion was first proposed in [Bahl & Brown` 88] and
investigated in [Lee & Mahajan 89, Normandin & Morgera 91]. A comprehensive investigation on
small vocabulary tasks can be found in [Macherey 98].
Diversity Index
The Diversity Index of degree ρ measures the divergence of a probability distribution from the
uniform distribution. While a diversity index closer to the maximum at 0 means a larger
divergence from the uniform distribution, smaller values indicate that all classes tend to be nearly
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Figure 4.1: Shannon Entropy (left) and Gini Index (right) as function of the Bayes error rate for
C “ 5000 classes.
equally likely. The Diversity Index was introduced in [Patil & Taillie 82]. It applies the weighting
function fρpzq “ 1ρ peρz ´ 1q which results in the following expression for the discriminative training
criterion:
FDiversity,ρpθq “ 1
R
Rÿ
r“1
1
ρ
”
pρθpWr|Xrq ´ 1
ı
. (4.7)
Two well-known diversity indices, the Shannon Entropy (which is equivalent to the MMI criterion
for constant class priors) and the Gini Index, are special cases of the Diversity Index. The Shannon
Entropy results from the continuous limit as ρ approaches 0 while the Gini Index follows from
setting ρ “ 1:
Shannon Entropy : lim
ρÑ0FDiversity,ρpθq –
1
R
Rÿ
r“1
log pθpWr|Xrq. (4.8)
Gini Index : FDiversity,ρ“1pθq – 1
R
Rÿ
r“1
“
pθpWr|Xrq ´ 1
‰
. (4.9)
Both criteria provide upper bounds to the Bayes classification error rate. The tightness of each
bound results from sampling the admissible region using a Monte Carlo method. Given a function
f , the admissible region Af is defined as:
Af –
 pe, fq P R2 ∣∣ e– 1´max
c
tpcu ^ f – fptpcuq
(
. (4.10)
Figure 4.1 depicts the shape of the region Af for the Shannon Entropy (left) and the Gini Index
(right). For both criteria, the contour of the region is the convex hull of a piecewise defined
function of the Bayes error e with the total number of classes C and the smoothing function f as
its parameters [Schlu¨ter & Keysers` 06]:
upper bound: uf,Cpeq “ ´p1´ eq ¨ fp1´ eq ´ e ¨ f
´
e
C´1
¯
, C P Ną1 (4.11)
lower bound: lf,Cpeq “
 
gf,cp1´ eq : e P
“
c´2
c´1 ,
c´1
c
˘
, 1 ă c ď C (4.12)
with
gf,cpxq “ ´x ¨ pc´ 1q ¨ fpxq ´
`
1´ x ¨ pc´ 1q˘ ¨ f`1´ x ¨ pc´ 1q˘. (4.13)
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Figure 4.2: Jeffreys’ criterion (left) and logistic regression (right) as function of the Bayes error
rate for C “ 5000 classes.
Since for given class priors the MMI criterion is equal to the Shannon Entropy, the Diversity
Index can be used as an approximation to the MMI criterion. Depending on how ρ is chosen, the
sensitivity of the MMI criterion toward outliers in the training data can be controlled.
Jeffreys’ Criterion
The Jeffreys’ criterion, which is also known as Jeffreys’ divergence, is closely related to theKullback-
Leibler distance [Kullback & Leibler 51] and was first proposed in [Jeffreys 46]:
FJeffreyspθq “ ´ 1
R
Rÿ
r“1
log
pθpWr|Xrq
1´ pθpWr|Xrq . (4.14)
The smoothing function fpzq “ log ez1´ ez is not lower-bounded which means that an increase in
the objective function will be large if the parameters are estimated such that no training utterance
has a vanishing small posterior probability. Due to the exponential decay near the discontinuity
point z “ 0, the Jeffreys’ criterion is more sensitive toward outliers in the training data than any
other criterion discussed in this section. Figure 4.2 (left) depicts the admissible region for the
Jeffreys’ criterion as a function of the Bayes error rate.
Chernoff Affinity
The Chernoff Affinity was suggested in [Chernoff 52] as a generalization of Battacharyya’s measure
of affinity [Bhattacharyya 46]. It employs the smoothing function fρpzq “ ´rez{p1´ ezqsρ´1 with
parameter ρ P p0, 1q which leads to the following training criterion:
FChernoff,ρpθq “ ´ 1
R
Rÿ
r“1
„
pθpWr|Xrq
1´ pθpWr|Xrq
ρ´1
. (4.15)
For the special choice ρ “ 1{2 the Chernoff affinity is equal to Bhattacharyya’s measure of
affinity, and the smoothing function becomes identical to the Matushita Error [Matushita 56].
The Matushita Error has been suggested as a distance measure for pattern recognition although
it does not occur naturally as the limit of any standard discrimination rule. Figure 4.3 shows the
admissible region of the Chernoff affinity for the special case ρ “ 1{2.
33
Chapter 4 Discriminative Training
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 10
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
Ch
er
no
ff 
af
fin
ity
Bayes error
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 10
M
W
E/
M
PE
Bayes error
Figure 4.3: Chernoff affinity for ρ “ 1{2 (left) and MWE/MPE criterion (right) as function of the
Bayes error rate for C “ 50 classes.
4.1.2 Smoothed Error Minimizing Training Criteria
Error minimizing training criteria such as the MCE, the MWE, and the MPE criterion aim at
minimizing the expectation of an error related loss function on the training data. Let L denote
any such loss function. Then the objective is to determine a parameter set θ¯ that minimizes the
total costs due to classification errors:
θ¯ “ argmin
θ
#
1
R
Rÿ
r“1
L
`
Wr, Wˆ pXr, θq
˘+
(4.16)
“ argmin
θ
#
1
R
Rÿ
r“1
ÿ
W
LpWr,W q ¨ δ
`
Wˆ pXr, θq,W
˘+
(4.17)
with
Wˆ pXr, θq– argmax
W
pθpW |Xrq. (4.18)
The optimization problem in Eq. (4.17) is conceptually difficult to handle which has the following
reasons:
• The objective function includes an “argmin” operation which prevents the computation of a
gradient.
• The objective function has many local optima: an optimization algorithm must handle this.
• The loss function L itself is typically a non-continuous step function and therefore not
differentiable.
A remedy to make this class of error minimizing training criteria amenable to gradient based
optimization methods is to replace Eq. (4.17) with the following expression:
θ¯ “ argmin
θ
#
1
R
Rÿ
r“1
ÿ
W
LpWr,W q ¨ p
κpWrq ¨ pκθ pXr|Wrqÿ
V
pκpV q ¨ pκθ pXr|V q
+
. (4.19)
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Eq. (4.19) is essentially a smoothed error count with a parameter κ to adjust the smoothness.
Discriminative criteria like the MCE, the MWE, and the MPE criterion differ only with respect to
the choice of the loss function L. While the MCE criterion typically applies a smoothed sentence
error loss function, both the MWE and the MPE criterion are based on approximations of the
word or phoneme error rate. The particular choice of the loss function L would not, however, affect
the difference between the model-based classification error and the Bayes classification error if an
infinite amount of training data was used. Since all criteria contained in the extended unifying
approach are to be maximized, the loss function L is replaced with a corresponding gain function
G (cf. Table 4.1).
Minimum Classification Error (MCE) and Falsifying Training (FT) Criterion
The MCE criterion aims at minimizing the expectation of a smoothed sentence error on training
data. According to Bayes’ decision rule, the probability of making a classification error in utterance
r is given by:
pBperq “ 1´ ppWr|Xrq (4.20)
“
ÿ
W‰Wr
ppW q ¨ ppX|W qÿ
W
ppW q ¨ ppX|W q (4.21)
“ 1
1` ppWrq ¨ ppX|Wrqÿ
W‰Wr
ppW q ¨ ppX|W q
(4.22)
Smoothing the local error probability pBperq with a sigmoid function fρ and carrying out the sum
over all training utterances yields the MCE criterion:
FMCEpθ;κq “ ´ 1
R
Rÿ
r“1
fρ
$’’’’% log pκpWrq ¨ pκθ pXr|Wrqÿ
W‰Wr
pκpW q ¨ pκθ pXr|W q
,////-. (4.23)
The smoothing function fρ must be monotone increasing and needs to satisfy fρp 12 ´ zq “ 1 ´
fρp 12 ` zq. These requirements are met by the logistic function:
fρpzq “ 11` e2ρz . (4.24)
The logistic function weighs the contribution of each training utterance on a sentence level.
Depending on how the slope parameter ρ is chosen, the derivative of fρ gives lower weight to
training utterances for which |logFrpθq|" 0. As a consequence, training sentences that are close to
a decision boundary and thus likely to be affected by even small changes in the parameter set will
influence the criterion the most. Conversely, reliably recognizable utterances as well as outliers
in the training data are down-weighted and affect the criterion only marginally. This is also the
case if incorrect transcriptions are used or if the speech signal was recorded under aggravating
conditions as, for instance, in the presence of intensified background noise.
Similar to the CT criterion, the Falsifying Training2 (FT) derives from the MCE criterion in
the limiting case of infinite κ:
FFTpθq “ lim
κÑ8FMCEpθ;κq. (4.25)
2 The term to falsify means “to disprove a hypothesis through empirical observation”. It is the analog of the
Corrective Training under the MCE criterion and was first proposed in [Macherey 98, p. 20].
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Figure 4.4: Course of the sigmoid function fρpzq “ 1{p1 ` e2ρzq and its derivative f 1ρpzq for ρ “
4 ¨ 10´4.
As before, an infinite κ has the same effect as the maximum approximation, that is, the set Mr
becomes a singleton containing only the best recognized word sequence which does not match the
spoken word sequence. As a consequence, either the choice of the weighting exponent κ or the
representation of additional hypotheses other than the best incorrect word sequence is redundant.
A thorough investigation on the FT criterion can be found in [Macherey 98].
Minimum Word Error (MWE) and Minimum Phone Error (MPE) Criterion
The objective of theMinimum Word Error (MWE) criterion as well as its closely relatedMinimum
Phone Error (MPE) criterion is to minimize the expectation of an approximation to the word or
phoneme accuracy on training data. Originally, the MWE criterion was proposed as Overall Risk
Criterion Estimation in [Na & Jeon` 95]. An investigation on large vocabulary speech recognition
tasks can be found in [Kaiser & Horvat` 00]. After an efficient lattice-based training scheme
was found and successfully implemented in [Povey & Woodland 02], the criterion has received
increasing interest. Both criteria compute the average transcription accuracy over all sentence
hypotheses considered for discrimination:
FMWE/MPEpθq “ 1
R
Rÿ
r“1
ÿ
WPMr
pκθ pW |Xrq ¨ ApW,Wrq. (4.26)
Here, pκθ pW |Xrq is defined as the posterior probability of the sentence hypothesis W scaled by a
factor κ in the log-space:
pκθ pW |Xrq– p
κpW q ¨ pκθ pXr|W qÿ
V PMr
pκpV q ¨ pκθ pXr|V q
. (4.27)
Due to [Kaiser & Horvat` 00, p. 93], the function ApW,Wrq is defined as the number of words in
the reference transcription Wr reduced by the number of word errors in the hypothesis W . For
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the MPE criterion, the accuracy is calculated analogously, however, on a phone-level rather than
on a word-level. Both the MWE and the MPE criterion measure the risk of misclassification on
training data and are motivated by Bayes’ decision rule for minimum expected loss.
Minimum Squared Error (MSE) Criterion
The Minimum Squared Error (MSE) criterion is defined as the sum over the squared errors of a
discriminant function gθ which depends on a parameter θ and the ideal output values for a sequence
of labeled training patterns px1, k1q, . . . , pxn, knq, . . . , pxN , kN q:
FN pg, θq “ 1
N
Nÿ
n“1
Kÿ
k“1
”
gθpxn, kq ´ δpk, knq
ı2
. (4.28)
The discriminant function gθ takes two arguments: the input pattern x and the index of the
hypothesized class k. The ideal output value is set to 1 for the correct class and 0 otherwise.
The MSE criterion is a special case of the Minkovsky loss and is often used to optimize the
parameters for neural networks as, for instance, the multi-layer perceptron [Bishop 95]. Although
the MSE criterion is formally not captured by the extended unifying approach, it can easily be
integrated into the discriminative framework by replacing the sum over all classes in Eq. (4.28) with
the sum over all sentence hypotheses. Since sentence posterior probabilities cannot be factorized
appropriately on word lattices, the MSE criterion is defined on a word rather than on a sentence
level:
FMSEpθq “ ´ 1
R
Rÿ
r“1
ÿ
WawWePMr
”
pθpw|xrtetaq ´ δpw,wrq
ı2
. (4.29)
A refinement of the MSE criterion can be obtained by replacing the Kronecker function with a
smoothed accuracy measure Apw,wrq that accounts for the relative temporal overlap between the
time boundaries of the reference word wr and a hypothesis w:
Apw,wrq “ δpw,wrq ¨ %pw,wrq (4.30)
with
%pw,wrq “ max
"
0,
minttepwrq, tepwqu ´maxttbpwrq, tbpwqu ` 1
tepwrq ´ tbpwrq ` 1
*
, (4.31)
and tbp¨q and tep¨q denoting the begin and end time, respectively. Similar measures of accuracy are
used in the MWE and the MPE criterion (cf. Section 5.2).
4.2 Parameter Optimization
This section presents the re-estimation equations for the MMI objective function with respect
to the parameters of the acoustic model. Based on the formal differentiation, a set of linear
operators referred to as discriminative averages is introduced that encapsulate the alignments
of the observation sequences of all training utterances with the states of the respective Markov
automata for the spoken word sequence and the competing word sequences.
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4.2.1 Formal Differentiation
The derivative of the MMI objective function with respect to the parameters of the acoustic model
tcsl, θslu is given by the following equation:
BFMMIpθq
B tcsl, θslu “
1
R
Rÿ
r“1
Trÿ
t“1
ÿ
WPMr
“
δW,Wr ´ pθpW |Xrq
‰ ¨ γrtps|W q¨
¨ csl ¨ ppx|θslqřLs
l˜“1csl˜ ¨ ppx|θsl˜q
¨ B log rcsl ¨ ppxrt|θslqsB tcsl, θslu .
(4.32)
To simplify the notation, we introduce the generalized forward-backward probabilities γrtpsq which
are defined as the sum over the conditional FB probabilities γrtps|W q for all sentence hypotheses
W considered for discrimination:
γrtpsq–
ÿ
WPMr
pθpW |Xrq ¨ γrtps|W q “ pθps|Xrq, (4.33)
γrtps, lq–
ÿ
WPMr
pθpW |Xrq ¨ γrtpsl|W q “ pθpsl|Xrq. (4.34)
Other than γrtps|W q, which denotes the probability that for a given sequence of acoustic
observation vectorsXr a time alignment path for the word sequenceW leads through state s at time
frame t (cf. Sec. 2.5.1), γrtpsq is defined as the probability that state s is hypothesized independent
of any word sequence at time frame t given the sequence of acoustic observation vectors Xr. The
independence of word sequences is due to the sum over all sentence hypotheses contained in the set
Mr which is equivalent to computing the marginal distribution
ř
W ppst=s,W |Xrq “ ppst=s|Xrq.
An efficient computation scheme to estimate γrtpsq is described in Chapter 5. With the definition
of the generalized FB probabilities, Eq. (4.32) can be re-written as:
BFMMIpθq
B tcsl, θslu “
1
R
Rÿ
r“1
Trÿ
t“1
“
γrtpsl|Wrq ´ γrtps, lq
‰ ¨ B log rcsl ¨ ppxrt|θslqsB tcsl, θslu . (4.35)
Eq. (4.35) is composed of the difference between two averages which are based on the conditional
and the generalized FB probabilities. Because these averages occur very frequently in discriminative
training, they are defined as functionals over a polynomial g that takes a sequence of acoustic
observation vectors X as its argument:
Γnumsl pgtX uq– 1R
Rÿ
r“1
Trÿ
t“1
γrtps, l|Wrq ¨ gpxrtq, (4.36)
Γdensl pgtX uq– 1R
Rÿ
r“1
Trÿ
t“1
γrtps, lq ¨ gpxrtq. (4.37)
The superscripts num and den indicate whether the respective functional refers to the numerator or
the denominator statistics of the underlying discriminative criterion. Both functionals are linear
operators and preserve convexity if the polynomial g is convex in X . The difference between
Γnumsl pgtX uq and Γdensl pgtX uq is referred to as discriminative average:
ΓslpgtX uq– Γnumsl pgtX uq ´ Γdensl pgtX uq, (4.38)
Discriminative averages are also linear in g. In general, they do not, however, preserve convexity.
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Carrying out the sum over all mixture components l “ 1, . . . , Ls and states s “ 1, . . . , S yields
the marginal discriminative averages:
Γnums pgtX uq–
Lsÿ
l“1
Γnumsl pgtX uq, Γdens pgtX uq–
Lsÿ
l“1
Γdensl pgtX uq, (4.39)
ΓnumpgtX uq–
Sÿ
s“1
Γnums pgtX uq, ΓdenpgtX uq–
Sÿ
s“1
Γdens pgtX uq, (4.40)
ΓspgtX uq–
Lsÿ
l“1
ΓslpgtX uq, ΓpgtX uq–
Sÿ
s“1
ΓspgtX uq. (4.41)
The derivative of the MMI criterion with respect to a state transition probability pps|σq is obtained
similarly:
BFMMIpθq
Bpps|σq “
1
R
Rÿ
r“1
Trÿ
t“1
”
γrtps, σ|Wrq ´ γrtps, σq
ı
¨ 1
pps|σq , (4.42)
where
γrtpσ, sq–
ÿ
WPMr
pθpW |Xrq ¨ γrtpσ, s|W q. (4.43)
As before, the derivative is split into the portion for the correct and the competing model which
induces the following set of discriminative averages for state transitions:
T numσs –
1
R
Rÿ
r“1
Trÿ
t“1
γrtpσ, s|W q, (4.44)
T denσs –
1
R
Rÿ
r“1
Trÿ
t“1
γrtpσ, sq, (4.45)
Tσs – T numσs ´ T denσs . (4.46)
The gradient of the MMI criterion with respect to the parameters tcsl, θslu and pps|σq is thus given
by:
BFMMIpθq
B tcsl, θslu “ Γsl
ˆB log rcsl ¨ ppxrt|θslqs
B tcsl, θslu
˙
, (4.47)
BFMMIpθq
B pps|σq “
Tσs
pps|σq . (4.48)
4.2.2 Extended Baum Algorithm
An optimization procedure as convenient as the Baum-Welch (BW) algorithm
[Baum & Petrie` 70] is not available for discriminative training, which is a harder optimization
problem than Maximum-Likelihood based training procedures. In a discriminative framework,
the parameter optimization is usually based on
• the Extended Baum (EB) algorithm or
• a Gradient Descent (GD) method.
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The EB algorithm is due to [Gopalakrishnan & Kanevsky` 91] and generalizes the Baum-Eagon
inequality for homogeneous polynomials3 [Baum & Eagon 67] to rational functions4. An example
of such a function is the MMI objective function for discrete-probability HMMs. Provided that
the parameters are subject to a sum-to-one constraint, the Baum-Eagon inequality states that
for any homogeneous polynomial P pθq in variables θ “ tθiju with solely positive coefficients, the
transformation:
θ¯ij “
θij ¨ BP pθqBθij
Jiÿ
˜“1
θi˜ ¨ BP pθqBθi˜
(4.49)
is a growth transformation on the manifold Mθ“ t@i, j: θij ě 0 ^ @i : řJij“1 θij “ 1u, that is, for
each θ PMθ we have θ¯ PMθ, and it follows P pθq ď P pθ¯q.
In the EB algorithm, the objective is to maximize a rational function P pθq “ Qpθq{Rpθq with Q
and R being homogeneous polynomials in θ. However, instead of maximizing P directly, it suffices
to maximize a polynomial Gpθ¯|θq defined by:
Gpθ¯|θq “ Qpθ¯q ´ P pθq ¨Rpθ¯q `max
i
tDiu, (4.50)
where tDiu is a set of positive, real constants. The convergence property then follows from the
observation that any increase in G also implies an increase in P (a proof of this proposition is
given in Section B.2.1):
Gpθ¯|θq ě Gpθ|θq ñ P pθ¯q ě P pθq. (4.51)
The parameters tDiu must be constant in tθiju and are to be chosen such that the resulting
coefficients are nonnegative when added to Qpθ¯q ´ P pθq ¨ Rpθ¯q. In this case, Gpθ¯|θq satisfies the
prerequisites of the Baum-Eagon inequality, and the new parameter set θpk`1qij can be determined
through the following update rule:
θ
pk`1q
ij “
θ
pkq
ij ¨
˜
BGpθ|θpkqq
Bθij
∣∣∣
θ“θpkq
`Di
¸
Jiÿ
˜“1
θ
pkq
i˜ ¨
˜
BGpθ|θpkqq
Bθi˜
∣∣∣
θ“θpkq
`Di
¸ . (4.52)
The constants tDiu are also referred to as iteration constants. They control the convergence rate
of the training process and can be interpreted as a reciprocal step size: the larger the choice of
the iteration constants, the more alike the old and new parameters will be. Thus, setting the
iteration constants too large a value results in low convergence rates, and many training iterations
may be necessary to approach the local optimum. Conversely, if the iteration constants are set
too small a value, convergence may be unstable and the objective function can oscillate in the
course of the training process. A proper setting of the iteration constants is therefore essential
in order to provide a stable and fast convergence rate. The values for tDiu which guarantee an
increase in the objective function are, however, usually too large to be of any practical use. A
guaranteed convergence is therefore often abandoned in favor of a faster but potentially unstable
training itinerary.
3 For a homogeneous polynomial, all monomes are of the same degree.
4 A rational function is a ratio of two polynomials.
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Originally the EB algorithm was designed for the optimization of discrete proba-
bility distributions in rational objective functions [Gopalakrishnan & Kanevsky` 89]. In
[Normandin & Morgera 91, Normandin 91], the algorithm was extended and applied to continuous
probability density functions. The idea behind this extension is based on a discretization of
the underlying probability density function: by repeatedly refining the discretization level, the
quantization error becomes infinitesimal and the rational approximation finally turns into the
original continuous density function. The limiting case, however, causes the iteration constants to
be unbounded, and hence the step size may become infinitesimal.
Normandin’s derivation does not, however, provide a tight bound to the iteration constants, and
the conclusion frequently drawn that the iteration constants have to be infinite in order to ensure
convergence, is not stringent. This was shown, e.g., in [Kanevsky 95], where the application of the
EB algorithm to general functions is strictly justified. In [Kanevsky 03, Kanevsky 04, Kanevsky 05]
and [Axelrod & Goel` 04], it is explicitly shown that, for continuous objective functions,
convergence can be guaranteed with finite iteration constants. All proofs show, however, only
the existence of an upper bound to the iteration constants but do not provide tight bounds.
In [Schlu¨ter & Macherey` 97], it is shown that the EB algorithm has a close relationship with
gradient based optimization methods. Hence, for a special choice of the iteration constants, the
proposed gradient method leads to re-estimation equations that are nearly identical with the update
rules derived in the EB algorithm.
4.2.3 Auxiliary Function for Continuous HMMs
The MMI criterion for continuous HMMs is optimized according to the following auxiliary function:
Spθ¯|θq “
ÿ
kPK
$’’’’% 1R
Rÿ
r“1
Trÿ
t“1
Sÿ
σ“1
ÿ
ps,¨qPk
”
γrtpσ, s|Wrq ´ γrtpσ, sq
ı
¨ log pθ¯pxrt, s|σq
`Dk ¨
ÿ
ps,lqPk
csl ¨
ż
ppx|θslq ¨ log ppx|θ¯slq dx
` Cs
Lsÿ
l“1
csl ¨ log c¯sl `
Sÿ
σ“1
Eσ ¨ pps|σq ¨ log p¯ps|σq
,////-.
(4.53)
A formal derivation of this auxiliary function is shown in Section B.2.1. The derivation is motivated
by the Conditional Maximum Likelihood (CML) algorithm proposed in [Gunawardana 01]. The
CML algorithm extends Normandin’s approach for HMMs with Gaussian emission distributions
to HMMs with arbitrary continuous emission distribution, yet without the need for a discrete
approximation to the probability density functions. Note that for constant language model
probabilities, the MMI criterion is equivalent to the CML criterion [Na´das 83].
As introduced in Section 2.2, the tying scheme for covariance matrices is defined via a set of
equivalence classes k P K where each k comprises the set of indices of those Gaussians that share
a common covariance matrix. The mixture density weights csl can be integrated into Dk resulting
in density specific iteration constants:
Dsl – Dk ¨ csl. (4.54)
From a formal point of view, the iteration constants do not depend on the equivalence class k
anymore. Nevertheless, it can be useful to take a common factor Dk into account when choosing
the step size for parameters that belong to the same mixture distribution or across which the same
covariance matrix is shared. This is demonstrated in Section 6.3.8, where different methods on
choosing the step size are investigated for different variance tying schemes. In particular, it is
shown that, even if density specific variances are used, it is often more effective to employ mixture
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specific iteration constants that are scaled with a density specific weight than searching for the least
admissible constant which guarantees positive definite variances and ensures that denominators do
not become singular.
Other than the mean and variance parameters, which belong to a continuous probability space,
the mixture weights csl as well as the transition probabilities tpps|σqu can be estimated according
to the EB algorithm for rational objective functions because both are instances of discrete random
variables. Conceptually, the new parameters c¯sl can therefore always be estimated such that the
objective function does not decrease.
4.2.4 Re-estimation Equations
Let Ωslpgtxuq denote the expectation value of a function gpxq with a Gaussian ppx|θslq “ N px|θslq
as the probability measure:
Ωsl
`
gtxu˘ “ ż ppx|θslq ¨ gpxq dx. (4.55)
Then the derivatives of the auxiliary function with respect to the parameters of the acoustic model
yield:
BSpθ¯|θq
Bθ¯sl “ Γsl
ˆB log ppx|θ¯slq
Bθ¯sl
˙
` DslΩsl
ˆB log ppx|θ¯slq
Bθ¯sl
˙
, (4.56)
BSpθ¯|θq
Bc¯sl “ Γsl
ˆ
1
c¯sl
˙
` Cs ¨ csl
c¯sl
, (4.57)
BSpθ¯|θq
Bp¯ps|σq “
Tσs
p¯ps|σq ` Eσ ¨
pps|σq
p¯ps|σq . (4.58)
Since the discriminative averages are linear operators, the re-estimation equations can easily be
derived using the following partial derivatives of a Gaussian probability density function:
B log ppx|θslq
Bµsl “ Σ
´1
sl px´ µslq, (4.59)
B log ppx|θslq
BΣ´1sl
“ 1
2
´
Σsl ´ px´ µslqpx´ µslqT
¯
. (4.60)
Together with the following identities:
Ωslp1q “ 1, Ωslpxq “ µsl, Ωslpx ¨ xT q “ Σsl ` µsl ¨ µTsl. (4.61)
the update rules for the acoustic model parameters are given by the following expressions:
Re-estimation Equations for Means:
BSpθ¯|θq
Bµ¯sl
!“ 0 ô µ¯sl “ Γslpxq `Dsl ¨ µslΓslp1q `Dsl (4.62)
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Re-estimation Equations for Covariance Matrices:
BSpθ¯|θq
BΣ¯´1k
!“ 0 ô
Σ¯k “
ÿ
ps,lqPk
„
Γslpx ¨ xJq `Dsl ¨
“
Σk ` µsl ¨ µJsl
‰´ “Γslp1q `Dsl‰ ¨ µ¯sl ¨ µ¯Jslÿ
ps,lqPk
“
Γslp1q `Dsl
‰ (4.63)
Re-estimation Equations for Mixture Weights and Transition Probabilities:
The sum-to-one constraint for mixture weights and transition probabilities is taken into account
by incorporating a set of Lagrangian multipliers λ “ tλsu and η “ tησu into the auxiliary function:
S
`
θ¯|θ, λ, η˘ “ Spθ, θ¯q ´ Sÿ
s“1
λs ¨
´ Lsÿ
l“1
c¯sl ´ 1
¯
´
Sÿ
σ“1
ησ ¨
´ Sÿ
s“1
p¯ps|σq ´ 1
¯
. (4.64)
This yields the following update equations:
BS `θ¯|θ, λ, η˘
Bc¯sl “
BS `θ¯|θ, λ, η˘
Bλs
!“ 0 ô c¯sl “ Γslp1q ` Cs ¨ cclΓsp1q ` Cs , (4.65)
BS `θ¯|θ, λ, η˘
Bp¯ps|σq “
BS `θ¯|θ, λ, η˘
Bηs
!“ 0 ô p¯ps|σq “ Tσs ` Eσ ¨ pps|σqTσ ` Eσ , (4.66)
with the marginal counts Tσ –
řS
s“1 Tσs. Since the update rule for mixture weights is known to
be unstable for small values of Γslp1q, the update scheme proposed in [Povey & Woodland 00] is
used instead:
c
pi`1q
sl “
Γnumsl p1q ` usl ¨ cpiqslÿ
l˜
Γnum
sl˜
p1q ` usl˜ ¨ cpiqsl˜
, usl –
“
max
l˜
Γden
sl˜
p1q{cp0q
sl˜
‰´ Γdensl p1q{cp0qsl . (4.67)
Eq. (4.67) results in a faster increase of the objective function than the update rule according to
the EB algorithm. Since it is free of any smoothing constants, the mixture weight updates are not
affected by the choice of the iteration constants.
4.3 Convergence Control
Setting the iteration constants is a key issue in discriminative training. If the step size is set too
small a value, convergence will be slow. If it is set too large a value, it might not increase the
objective function. While for discrete HMMs, setting the iteration constants is a solved problem
[Gopalakrishnan & Kanevsky` 89], a similar solution which guarantees an increase in the objective
function for practicable choices of the step size is not known for continuous HMMs. A useful lower
bound on setting Dsl was found to be the value which ensures that all variances in the update
equations are positive [Normandin 91]. In case of full covariance matrices, this leads to a system
of higher-order inequalities [Macherey & Schlu¨ter` 04]:
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@x P RD @k P K :
xJ ¨ Σ¯k ¨ x ą 0 (4.68)
ô xJ ¨
ÿ
ps,lqPk
$%“Γslpx ¨ xJq `Dsl ¨ pΣk ` µslµJslq‰ ¨ “Γslp1q `Dsl‰
´ “Γslpxq `Dsl ¨ µsl‰2,- ¨ x ą 0 ^ @ps, lq P k : Dsl ą ´Γslp1q (4.69)
ô xJ ¨
ÿ
ps,lqPk
´
D2sl ¨Ak ` Dsl ¨Bsl ` Csl
¯
¨ x ą 0
^ @ps, lq P k : Dsl ą ´Γslp1q
(4.70)
ð @ps, lq P k :
´
D2sl ¨Ak ` Dsl ¨Bsl ` Csl
¯
¨ x ą 0
^ Dsl ą maxt´Γslp1q, 0u
(4.71)
with
Ak “ Σk, (4.72)
Bsl “ Γslpx ¨ xJq ` Γslp1q ¨
`
Σk ` µslµJsl
˘´ 2Γslpxq ¨ µJsl, (4.73)
Csl “ Γslp1q ¨ Γslpx ¨ xJq ´ Γslpxq ¨ ΓslpxJq. (4.74)
In practice, the iteration constants are often set to twice the value necessary to ensure that
all variances are positive. Although this heuristic proved to be effective in many settings
[Woodland & Povey 02, Macherey & Schlu¨ter` 04], it works best in combination with density
specific variances. The reason for this is that only in case of density specific variances, the lower
bounds on the iteration constants are given as the roots of a system of quadratic inequalities. If,
however, tight variances are used, the inequalities become more complicated and the magnitude of
the iteration constants that ensure positive variances increase with the number of densities that
share a common covariance matrix.
In the following section, we first address the case of density-specific variances under a full and
a diagonal modeling constraint. Two novel approaches on setting the iteration constants are
suggested in Section 4.3.3. The first approach refines the heuristic of using twice the value to
ensure positive variances by incorporating further statistics into the auxiliary function. The second
approach is based on a decomposition of the re-estimaton formulae for covariance matrices into
a sum of positive definite matrices. Both methods are compared and discussed with approaches
proposed in [Woodland & Povey 02] and [Schlu¨ter & Macherey` 01]. Experimental results are
shown reported Section 6.3.8.
4.3.1 Density-Specific Variances: Full and Diagonal Case
If density-specific full covariance matrices are used, there is a one-to-one correspondence between
the equivalence classes k representing the tying scheme and the pairs ps, lq. Thus, Eq. (4.71) has
the form of a quadratic eigenvalue problem (QEP), and the largest positive real eigenvalue Dsl
solving Eq. (4.71) forms a lower bound on the iteration constant. The QEP can be turned into
a linear non-symmetric eigenvalue problem by introducing an additional (unknown) eigenvector y
and solving the resulting 2D ˆ 2D eigensystem [Press & Teukolsky` 02, p. 467]:ˆ
0 1
´A´1sl ¨Csl ´A´1sl ¨Bsl
˙
¨
ˆ
x
y
˙
“ Dminsl ¨
ˆ
x
y
.
˙
(4.75)
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Due to the asymmetry, the computation of the eigenvalues is numerically less stable than it would be
in the symmetric case. The matrix on the left-hand side of Eq. (4.75) should therefore be balanced
before it is reduced into Hessenberg form. Balancing the matrix makes it less sensitive toward
rounding errors, and the actual eigenvalue problem can thus be solved with a higher precision.
If the variances are estimated under a diagonal modeling constraint, the QEP decomposes into
a system of quadratic inequalities (one inequality for each dimension d), and the largest positive
root is a lower bound on the sought iteration constant:
Dminsl “ max
d
!`´ bd `bb2d ´ 4adcd˘{2ad) (4.76)
with
ad “ diagpAslqd, bd “ diagpBslqd, cd “ diagpCslqd.
Alternative Methods on Setting the Iteration Constants
In [Woodland & Povey 02], the iteration constants Dsl are set on a per-Gaussian level to the
maximum of (1) twice the value necessary to ensure positive variance updates for all dimensions of
the Gaussian k ” ps, lq and (2) a further constant E multiplied with the denominator occupancy
Γdensl p1q. The constant E is empirically chosen from the set
 
1, 2, maxsltDminsl u{minsltΓdensl p1qu
(
.
The final iteration constants are thus given by:
Dsl “ max
 
h ¨Dminsl , E ¨ Γdensl p1q
(` , h “ 2.0. (4.77)
Although this method works well for density-specific variances, it has the disadvantage that solving
the root finding problem will become more complicated if tied variances are used because the
denominators in Eq. (4.58) prevent a decomposition into an analytically easy to handle expression.
Thus, by expanding the fractions, the resulting polynomial is of degree |k|`1, and even for moderate
tying schemes (e.g. 5 ď |k|), the root finding problem has to be solved numerically. A putative
remedy would be to abandon the goal of finding the smallest value ensuring positive variances, and
to consider the fractions in Eq. (4.58) to be independent quadratic inequalities instead. However,
though the maximum over all roots would yield a valid choice forDk, this method bears the problem
that the magnitude of Dk will be controlled by densities with nearly equally occupied numerator
and denominator counts, that is, for which Γnumsl
`
gtxu˘ « Γdensl `gtxu˘ holds5. Almost identically
occupied numerator and denominator statistics lead to very small gradients in the update equations
and thus result in very large iteration constants which reduce the convergence speed.
In [Schlu¨ter & Macherey` 01], the discriminative approach was investigated for Gaussian
mixture models with either a single, globally pooled variance or state specific variances. In case
of state specific variances, the iteration constants were determined under the additional constraint
that not only the variances have to be positive, but also the denominators in all re-estimation
equations, including the update rules for means. This lead to the following set of inequalities:
σ2s ě α ą 0, Γslp1q `Ds ě 1βs ą 0. (4.78)
Here, α is a positive constant that provides a lower limit for the variances. Usually, α can be set
to 1 since variances are typically larger by several orders of magnitudes. The lower limit to the
denominator, βs, is determined according to the following heuristic formula:
1
βs
“ 1` `|Γsηsp1q|´1˘ ¨ ∣∣Γsηsp1q∣∣Γmaxsηs , (4.79)
5 Equally occupied numerator and denominator counts may originate from densities that are almost never
misclassified.
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with
ηs “ argmax
l
 |Γslp1q|(, (4.80)
Γmaxsηs “ max
 
Γnumsηs p1q,Γdensηs p1q
(
. (4.81)
The idea behind this formula is to choose 1{βs according to the magnitude of Γsηsp1q as far as the
ratio |Γsηsp1q|{Γmaxsηs is not too small. Otherwise, if the ratio is small, the contributions of Γnumsηs p1q
and Γdensηs p1q nearly cancel, and βs approaches a fixed limit. Based on these quantities, the minimal
iteration constants are given by:
Dmins “ max
d
$’’’’% Lsÿ
l“1
´Γslpx2dq ` 2Γslpxdqµsld ´ Γslp1qµ2sld
` βs
“
Γslpxdq ´ Γslp1qµsld
‰2 ` αΓslp1q
,////-L Lsÿ
l“1
csl
“
σ2sd ´ α
‰
(4.82)
The final iteration constants are then chosen as follows:
Ds “ h ¨max
"
Dmins , max
l
1
csl
„
1
βs
´ Γslp1q
*
. (4.83)
This method turns out to be very effective in combination with a globally pooled variance. However,
as shown in [Macherey & Schlu¨ter` 04], the iteration constants tend to be too large if density
specific variances are used.
4.3.2 Setting the Iteration Constants for Tied Variances
A general method for setting the iteration constants with arbitrary tying schemes should meet the
following properties:
1. The iteration constants should not depend on additional parameters.
2. The method should not introduce further constraints that go beyond the approved heuristic
of positive definite covariance matrices.
3. In case of using density specific variances, the magnitude of the iteration constants should
be in the same range as the roots of the respective system of quadratic inequalities
(cf. Eq. (4.76)).
4. Increasing the number of Gaussians within an equivalence class should only cause a small
increase in the iteration constants.
The heuristics proposed in [Woodland & Povey 02] as well as in [Schlu¨ter & Macherey` 01] meet
these requirements only partially. The reason for this becomes apparent when re-inspecting the
update rules and analyzing their effect on the iteration constants. According to Eq. (4.62), Dsl
can be considered as a smoothing parameter which interpolates between a previous estimation of
the mean µsl and the discriminative statistics Γslpxq. However, while µsl is a normalized quantity,
the discriminative statistics Γslpxq are not. Since Γslpxq is composed of the difference between two
unnormalized quantities, namely Γnumsl pxq and Γdensl pxq, Dsl has to scale µsl such that Dsl ¨µsl and 
Γnumsl pxq,Γdensl pxq
(
have the same magnitude. This scaling should, however, be separated from the
actual iteration constant as it depends on the number of observations aligned with the density ps, lq
rather than on discrimination. Therefore, Dsl is proposed to be split into two terms: a term ∆k
that depends on the equivalence class k and a density specific term Λslp1q which accounts for the
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different magnitudes of µsl and
 
Γnumsl pxq,Γdensl pxq
(
. With the assumption that both quantities,
Γnumssl pxq and Γnumsl pxq, should be proportional to µsl, the new parameter Λslp1q is set to the
Maximum-Likelihood estimates of the state occupancy probabilities obtained from the preceding
training iteration. By replacing the iteration constants in Eq. (4.53) according to
Dsl Ñ ∆k ¨ Λslp1q, (4.84)
we obtain the following expression for the auxiliary function:
SKpθ¯|θq “
ÿ
kPK
ÿ
ps,lqPk
$’’’’% 1R
Rÿ
r“1
Trÿ
t“1
Sÿ
σ“1
”
γrtpσ, s|Wrq ´ γrtpσ, sq
ı
¨ log pθ¯pxrt, s|σq
`∆k ¨ Λslp1q
ż
ppx|θslq ¨ log ppx|θ¯slq dx
` Cs
Lsÿ
l“1
csl ¨ log c¯sl `
Sÿ
σ“1
Eσ ¨ pps|σq ¨ log p¯ps|σq
,////-. (4.85)
The statistics defined in Eqs. (4.72–4.74) have to be replaced accordingly:
pAsl “ Λ2slp1q ¨Ak, pBsl “ Λslp1q ¨Bsl. (4.86)
Thus, the final iteration constants are given by:
∆k “ max
!
h ¨∆mink , maxps,lqPk
 ´ Γslp1q{Λslp1q()` , (4.87)
where ∆mink corresponds to the roots (or eigenvalues) of the respective system of quadratic
inequalities. Note that the mixture weights are not affected by the new auxiliary function, that is,
they can still be estimated according to the update rule in Eq. (4.67).
4.3.3 Decomposition into a Sum of Positive Definite Matrices
An alternative approach to set the iteration constants results from decomposing the update
equations for the covariance matrices into the following sum:
Σ¯k “
$’’% ÿ
ps,lqPk
—Gslhkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkj”
Γslpx ¨ xJq `Dsl ¨
“
Σk ` µsl ¨ µJsl
‰ ´ “Γslp1q `Dsl‰ ¨ µ¯sl ¨ µ¯Jslı,//-M ÿ
ps,lqPk
“
Γslp1q `Dsl
‰looooooomooooooon
—hsl
(4.88)
“
$’’% ÿ
ps,lqPk
Gsl
,//-M$’’% ÿ
ps,lqPk
hsl
,//-. (4.89)
If the iteration constants are chosen such that (1) all matrices Gsl are positive definite and (2) all
denominators hsl are larger than zero, then Σ¯k is positive definite by construction:
@ps, lq P k : detGsl ą 0 ^ hsl ą 0 ùñ det Σ¯k ą 0. (4.90)
As shown in Section 6.3.4, this method provides very fast convergence speeds for tied covariance
matrices. At the same time, it is independent of the underlying tying scheme.
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4.4 Optimization in the Extended Unifying Approach
So far, the parameter optimization problem was solely discussed for the MMI criterion. In this
section, the function maximization is generalized to all criteria included in the extended unifying
approach. Other than for the MMI criterion, both the smoothing function f as well as the
expectation value of the gain function G have now to be taken into account. The following
derivation is based on the assumption that the gain function G pW,Wrq is decomposable into a
sum of local costs. This constraint allows us to efficiently estimate expected costs over word or
phoneme hypotheses on lattices (cf. Chapter 5).
4.4.1 Formal Differentiation
With the definition of the local discriminative criterion Frpθq in Eq. (4.2), the extended unifying
approach can be written as:
F “ 1
R
Rÿ
r“1
f
`
logFr
˘
. (4.91)
In the following, acoustic probabilities are considered with respect to phoneme hypotheses h –
tq, τ, tu where q denotes a phoneme with start time τ and end time t. Each word sequence with
given phoneme boundary times can thus be represented by a corresponding sequence of phoneme
hypotheses hM1 :
ppxT1 |wN1 q “ ppxT1 |hM1 q. (4.92)
Similarly, the language model probabilities are redistributed over phoneme sequences:
ppwN1 q “ pphM1 q. (4.93)
Both the acoustic and the language model probabilities can then be factorized as follows:
ppxT1 |hM1 q “
Mź
m“1
ppxtmtm´1 |hmq, (4.94)
pphM1 q “
Mź
m“1
pphm|hm´1q, (4.95)
using a unigram or bigram language model which is mapped onto the phoneme hypotheses whenever
a word boundary is hypothesized:
pphm|hm´1q “
"
1 if wphmq “ wphm´1q
ppw|vq if wphmq “ w and wphm´1q “ v. (4.96)
Note that in the first case, hm and hm´1 are part of the same word hypothesis w while in the
second case, hm and hm´1 belong to different word hypotheses, even if w is equal to v.
Assuming that the gain function G pW,Wrq can be decomposed into a sum of local costs:
G pW,Wrq “
ÿ
hPW
`ph,Wrq, (4.97)
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the local MPE and MWE criterion (as well as any other criterion with a local cost function defined
on a word or phoneme level) can be re-written as follows:
Frpθq “
ÿ
W
pκpW q ¨ pκθ pXr|W q ¨ GpW,Wrqÿ
WPMr
pκpW q ¨ pκθ pXr|W q
(4.98)
“
ÿ
hM1
pκphM1 q ¨ pκθ pXr|hM1 q ¨
Mÿ
m“1
`phm,Wrqÿ
hM1 PMr
pκphM1 q ¨ pκθ pXr|hM1 q
. (4.99)
In principal, the above stated construction is not limited to phoneme or word sequences, but can
be applied to sentence hypotheses as well. In this case, the sequence hM1 becomes identical with the
sentence hypothesis W , that is, M “ 1 and h1 “ W . As a consequence, sentence-based training
criteria such as the MMI and MCE criterion are captured by this formulation as well. Since the
gain function G must account for the level of locality of a hypothesis h, sentence-based training
criteria typically apply the Kronecker delta δpW,Wrq as cost function whereas word and phoneme-
based criteria such as the MWE and MPE criterion apply approximations of the word or phoneme
accuracy (cf. Table 4.1).
Under the assumption that the phoneme boundary times are given for each hypothesis in the
sequence hM1 , the derivative of the acoustic probability with respect to θsl yields:
Bpκθ pXr|hM1 q
Bθsl “ κ ¨ p
κ
θ pXr|hM1 q ¨ BBθsl log pθpXr|h
M
1 q (4.100)
“ κ ¨ pκθ pXr|hM1 q ¨
Mÿ
m“1
B
Bθsl log pθpxr
tm
τm |hmq. (4.101)
Hence, the formal derivative of F with respect to θsl gives:
BF
Bθsl “
1
R
Rÿ
r“1
f 1
`
logFr
˘ ¨ 1Fr ¨ BFrBθsl , (4.102)
where the partial derivative of the local criterion Fr with respect to θsl is given by:
BFr
Bθsl “ κ ¨
ÿ
h
$’’’’’% 1pθph|Xrq ¨ ÿ
hM1 :Dm hm“h
pθphM1 |Xrq ¨
Mÿ
m“1
`phm,Wrq
´
ÿ
hM1
pθphM1 |Xrq ¨
Mÿ
m“1
`phm, |Wrq
,/////- ¨ pθph|Xrq¨
¨
tphqÿ
t“τphq
pθpst=s|xrtphqτphq, hq ¨
B
Bθsl log ppxrt|θsq. (4.103)
Here, the first term in the brackets can be interpreted as the expectation value of the local costs:
crphq–
ÿ
hM1 :Dm hm“h
pθphM1 |Xrq ¨
Mÿ
m“1
`phm,Wrq
pθph|Xrq . (4.104)
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Table 4.2: Smoothing functions and their first-order derivatives.
criterion smoothing function first order derivative
fpzq f 1pzq
ML z 1
MMI
CT
z 1
MCE
FT
´ 1
1` e2ρz
ρ
2 ¨
”
1´ tanh2pρzq
ı
Diversity Index 1ρ peρz ´ 1q eρz ´ 1ρ
Jeffreys log e
z
1´ ez 11´ ez
Chernoff e
ρz
r1´ ezs1´ρ
”
ρ` p1´ ρq ¨ ez1´ ez
ı
¨ fpzq
MWE/MPE ez ez
The second term in the brackets is the local discriminative criterion itself:
Frpθq “
ÿ
hM1
pθphM1 |Xrq ¨
Mÿ
m“1
`phm,Wrq ” c¯r. (4.105)
Hence, with the following definition:
ηrph; θq– crphqFrpθq , (4.106)
the partial derivative of the discriminative criterion F with respect to the parameters of the acoustic
model θ yields:
BFr
Bθsl “ κ ¨
ÿ
h
$%crphq ´ Frpθq,- ¨ pθph|Xrq ¨ tphqÿ
t“τphq
pθpst=s|xrtphqτphq, hq ¨
B
Bθsl log ppxrt|θsq. (4.107)
The discriminative averages need to be redefined in a similar way. To accomplish this, we rewrite
the numerator and the denominator statistics by incorporating an additional binary variable b P
t0, 1u that indicates whether the gain function takes only the spoken word sequence (b “ 0) or all
possible sentence hypotheses pb “ 1q into account.
Γnumsl,b
`
gpX q˘– κ
R
Rÿ
r“1
f 1
`
logFrpθq
˘ ¨ÿ
h
max
 
0, ηrph; θq ´ δb,1
(¨
¨ pθph|Xrq ¨
tphqÿ
t“τphq
γrtps, l|hq ¨ gpxrtq
(4.108)
Γdensl,b
`
gpX q˘– κ
R
Rÿ
r“1
f 1
`
logFrpθq
˘ ¨ÿ
h
max
 
0, 1´ δb,1 ¨ ηrph; θq
(¨
¨ pθph|Xrq ¨
tphqÿ
t“τphq
γrtps, l|hq ¨ gpxrtq
(4.109)
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Due to the following identity:
max
 
0, ηrph; θq ´ δb,1
( ´ max  0, 1´ δb,1 ¨ ηrph; θq( “ ηrph; θq ´ 1, (4.110)
the variable b cancels in the difference between the numerator and the denominator statistics, and
the discriminative averages can thus be written as:
Γsl
`
gpX q˘– κ
R
Rÿ
r“1
f 1
`
logFrpθq
˘ ¨ÿ
h
“
ηrph; θq´ 1
‰ ¨ ¨pθph|Xrq ¨ tphqÿ
t“τphq
γrtps, l|hq ¨ gpxrtq. (4.111)
To finish the optimization in the extended unifying approach, it remains to redefine the auxiliary
function which is now given by:
SKpθ¯|θq “
ÿ
kPK
$’’’’% κR
Rÿ
r“1
f 1
`
logFrpθq
˘ ¨ÿ
h
“
ηrph; θq ´ 1
‰¨
¨ pθph|Xrq ¨
tphqÿ
t“τphq
Sÿ
σ“1
ÿ
ps,¨qPk
γrtpσ, s|hq ¨ log pθ¯pxrt, s|lq
`Dk ¨
ÿ
ps,lqPk
csl ¨
ż
ppx|θslq ¨ log ppx|θ¯slq dx
` Cs
Lsÿ
l“1
csl ¨ log c¯sl `
Sÿ
σ“1
Eσ ¨ pps|σq ¨ log p¯ps|σq
,////-. (4.112)
Note that the functional form of the re-estimation equations for the parameters of the acoustic
model does not change in the extended unifying approach. Therefore, the update-rules defined in
Eqs. (4.62–4.67) remain valid. The same holds for the choice of the iteration constants as discussed
in Section 4.3.
4.5 Growth Transformations and Auxiliary Functions
For many optimization problems, a direct maximization of a given objective function is often
not possible since non-linear dependencies on the function parameters prevent the derivation
of easy-to-use update equations from its gradient. In many cases, the objective function can
then be replaced with an auxiliary function which is easier to optimize and whose maximization
implies an increase in the original objective function. This section derives some general rules for
constructing auxiliary functions that can be used to optimize discriminative objective functions.
These rules motivated the auxiliary function used for optimizing the MMI objective function with
tied covariance matrices in the extended unifying approach (cf. Section 4.4).
Suppose we are given an objective function Fpθq that depends on a parameter set θ. We further
assume that the gradient of F with respect to θ exists and can be decomposed into a product of
two functions f and g:
BFpθq
Bθ “ fpθq ¨
B
Bθ gpθq, (4.113)
where Bgpθq{Bθ is supposed to have an analytically easy to handle dependency on θ as, for instance,
linear or quadratic in θ, while all other dependencies on θ that are difficult to separate shall be
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subsumed by fpθq. A new function G depending on two parameter sets θ¯ and θ can then be defined
as follows:
Gpθ¯|θq “ fpθq ¨ gpθ¯q. (4.114)
An important property of G is that its gradient with respect to θ¯ is equal to the gradient of F
at θ¯ “ θ:
BGpθ¯|θq
Bθ¯
∣∣∣∣
θ¯“θ
“ BFpθ¯qBθ¯
∣∣∣∣
θ¯“θ
. (4.115)
If Gpθ¯|θq is convex in θ¯ for fixed θ, then Eq. (4.114) can directly be used as an auxiliary function
to maximize Fpθq. This holds for the Q function in the EM algorithm (cf. Eq. (2.38)). Functions
which do not have this property can often be made convex by adding a smoothing function h scaled
with a constant D (regularization):
Gpθ¯|θq “ fpθq ¨ gpθ¯q. ` D ¨ hpθ¯|θq. (4.116)
Here, h and D are to be chosen such that the following constraints are satisfied:
• The resulting function Gpθ¯|θq is (locally) convex in θ¯ for fixed θ:
fpθq ¨ BB2θ¯ gpθ¯q ` D ¨
Bhpθ¯|θq
B2θ¯
∣∣∣∣
θ¯“θ
ě 0 (4.117)
• The gradient of h with respect to θ¯ vanishes at θ¯ “ θ, i.e.:
Bhpθ¯|θq
Bθ¯
∣∣∣∣
θ¯“θ
“ 0. (4.118)
If both conditions hold, Eq. (4.116) is called an auxiliary function for Fpθq. For the special case
that the parameters to be optimized are subject to a sum-to-one constraint, the restrictions given
by Eq. (4.118) are not required and the objective function can directly be maximized using, e.g.,
the EB algorithm.
4.6 Summary
In this chapter, an extended unifying approach for a class of discriminative training criteria was
introduced that includes the Maximum Mutual Information criterion, the Minimum Classification
Error criterion, the Minimum Word Error criterion, the Minimum Phone Error criterion, the
Diversity Index, the Jeffreys criterion, and the Chernoff criterion. Several criteria were discussed
in detail, and refined upper bounds to the Bayes classification error rate were presented by sampling
the admissible region using Monte Carlo experiments. A mathematical framework was presented
that allows for handling the parameter optimization problem in the case that Gaussian mixture
densities with arbitrary tying schemes and full covariance matrices are used. Re-estimation
equations and iteration constants were derived for the MMI criterion and then generalized to
all criteria covered by the extended unifying approach. The problem of choosing the iteration
constants for the case that full covariance matrices are used was formulated as the problem of
finding the eigenvalues of a non-symmetric quadratic eigenvalue problem. Two novel methods
on setting the iteration constants were suggested, one of which taking additional Maximum
Likelihood statistics into account to even out the different ranges of normalized (means) and
unnormalized (discriminative averages) quantities in the re-estimation equations. A discussion on
growth transformations and a canonical way to construct auxiliary functions for discriminative
objective functions concluded this chapter.
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Estimating Discriminative Statistics
In discriminative training, each training utterance Wr is discriminated against a set Mr of
competing hypotheses. Although ideally this set should contain all possible word sequences,
in practice, Mr is usually restricted to sentence alternatives explored in a previous recognition
pass. This approximation can be justified by the fact that for given model parameters only a
small fraction of the probability mass accounts for sentences that were pruned or have not been
hypothesized during recognition.
Alternative sentence hypotheses can be represented via N -best lists or word lattices. Due to
their simple structure, N -best lists provide an easy means to estimate posterior probabilities or
to determine the expected loss under an error metric such as the Levenshtein distance which is
difficult to compute on word lattices. However, adjacent candidates in N -best lists often differ
only by a few words or phonemes which makes the representation highly redundant, and even for
very large N only a small fraction of the hypotheses generated during search can be represented.
Other than N -best lists, word lattices capture a significantly larger amount of sentence hypotheses
which exceeds the number of candidates encoded in an N -best list by several orders of magnitude.
Since word lattices represent a larger fraction of the search space, they are preferably used in
discriminative training.
This chapter gives a detailed description of the word-lattice based estimation of discriminative
statistics. Conceptually, the word lattices used in this thesis are generated from a modified
search algorithm which extends the concept of word-conditioned tree copies to networks of
HMMs [Macherey & Ney 02]. HMM networks are finite state machines (FSMs) which can be
statically compiled and optimized on the acoustic model level. Thus they provide an easy
and flexible means to incorporate special acoustic models as, for example, across-word models
and complex Markov topologies into the search network without the need of specializing the
implementation of the search or changing the hypotheses management.
While FSMs compile the language model as a special automaton into the network, HMM
networks as used in this thesis keep the acoustic model strictly separated from the language model.
Except for the language model look-ahead pruning (cf. Section 5.1.5), the word hypotheses are
scored with their language model probabilities if and only if a word end is hypothesized. This has
two advantages: first, the memory usage is significantly smaller compared to a language model
that is represented as a finite state machine and compiled into the acoustic network by composing
two FSMs; second, the language model can be implemented as an external service which returns
language model probabilities for requested m-grams1.
Depending on the structure of the HMM network, the search space can be unconstrained as
required by the denominator model or it may be restricted to the set of sentence hypotheses that
are alignments of different pronunciations of the spoken word sequence as needed by the numerator
model.
1 To keep the network traffic low, LM requests can be batched and sent to the LM server once every 10ms. Thus,
the LM recombination remains fast enough to be applicable to online applications where it is essential that
response times are short. If the size of the model is too large to fit into the memory of a single machine, the
language model service can be distributed over multiple machines [Brants & Popat` 07].
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The remainder of this chapter is organized as follows: Section 5.1 describes the construction
of the numerator and the denominator lattices. Section 5.2 presents a forward-backward (FB)
algorithm for estimating word probabilities on word lattices. Section 5.3 illustrates how word
and phoneme accuracies can be estimated on lattices using a modified FB algorithm. Section 5.4
presents a novel algorithm that allows for optimizing the MCE objective function on word lattices.
Techniques to accelerate the training process presented in Section 5.5 conclude this chapter.
5.1 Modeling Correct and Competing Classes
In lattice-based discriminative training it is important that the numerator and the denominator
lattices are built consistently, that is, an implementation must ensure that corresponding
hypotheses which occur in either lattice within the same temporal and linguistic context are
equal with respect to their local scores and segmentation points. If this were not the case, the
discriminative averages would impose a further direction onto the gradient of the objective function
even when the criterion is already in a local optimum. To make the construction of the numerator
and the denominator lattices consistent, the lexical prefix tree used in the global search is replaced
with an utterance-specific HMM network. This has the advantage that a single implementation
of the search algorithm suffices to compute the forced alignment of the spoken word sequence
(“numerator” model) or to perform an unconstrained search (“denominator model”).
5.1.1 HMM Networks for the Correct Model
The construction of numerator lattices is based on HMM networks that are specific for each training
utterance. Given a word sequence Wr in training, the HMM network for the numerator model
needs to encode all combinations of pronunciation variants as provided by the dictionary. Similar to
the denominator lattices, numerator lattices may contain alternative alignments of the same word
sequence. This is an important difference compared to the implementation used e.g. in [Schlu¨ter 00]
where numerator lattices were constrained to contain only the best alignment path of the spoken
word sequence in a single pronunciation variant. The reason why numerator networks require this
additional level of complexity is that denominator lattices may contain multiple alignments for
various pronunciations of the spoken word sequence. Thus, if the corresponding paths were missing
in the numerator lattice, statistics drawn from alternative alignments would be discriminated
against the numerator model even though they represent the correct class.
To avoid this problem, all pronunciation variants of the spoken word sequence are compiled into
the HMM network for the numerator model. At word boundaries, coarticulated as well as not-
coarticulated phoneme models are compiled into the network to account for across word and within
word contexts. Word end hypotheses are inserted into the lattice before they are recombined, which
does not only increase the number of alternative paths that otherwise would be discarded due to
the word-pair approximation [Ney & Aubert 94], but also allows for representing the same word
simultaneously in a coarticulated as well as in a non-coarticulated context.
HMM networks for the numerator model are optimized on the acoustic model level. To
accomplish this, state sequences with identical model indices are combined provided that the
merged states do not introduce new paths into the network. Figure 5.1 depicts an example of an
HMM network for the word sequence “he is”. For simplicity, the pronunciation variants of the
word “he” are assumed to be “h e” and “h i”, respectively. For the word “is”, the constituent
phoneme sequences are assumed to be “i s” and “ih s”. Word end nodes in the HMM network
are labeled with their language model histories together with the sentence position at which the
respective m-gram occurs. The information about the sentence position is important to prevent
that instances of the same m-gram will be recombined if they refer to different sentence positions
in the spoken word sequence.
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Figure 5.1: Hidden Markov model network for the numerator model to constrain the search space
onto the word sequence “he is”. For simplicity, the pronunciation variants of the word
“he” are assumed to be “h e” and “h i”, respectively. For the word “is”, the constituent
phoneme sequences are assumed to be “i s” and “ih s”. Double circles in the network
indicate word boundaries.
5.1.2 HMM Networks for the Competing Model
Sentence hypotheses for the competing model are encoded as word lattices that are produced during
an unconstrained recognition. The underlying HMM network is based on a lexical prefix tree whose
structure is extended with multi-word phrases plus additional arcs and nodes that account for
across-word phoneme contexts at word boundaries. During construction, the network is optimized
by merging adjacent nodes with identical model indices. The resulting network is minimal with
respect to the number of arcs and transitions, and thus induces a very small search space. If
across word models are used, the HMM network may have multiple source nodes. The number
of additional source nodes (fan-in arcs) corresponds with the number of central phonemes that
occur in the last phoneme generation of words contained in the pronunciation lexicon. Similarly,
the number of final states (fan-out arcs) at word ends is equal to the number of different central
phonemes in the first phoneme generation. Figure 5.2 depicts the structure of an HMM network for
a three-word vocabulary. The pause model is denoted by ’$’. To reduce the memory usage during
search, the HMM network is embedded into a simplified data structure which contains for each
node only the model index of the Gaussian mixture distribution and a list of reachable successor
nodes. If a node represents a word boundary, it stores in addition the respective word index. To
reduce the number of cache misses during search, nodes in the simplified data structure are linearly
arranged in memory by ordering them according to a breadth-first-search traversal of the HMM
network.
5.1.3 Sizes of HMM Networks for Different Speech Corpora
Table 5.1 shows sizes of HMM networks in terms of number of arcs and nodes for different speech
corpora2 using either whole word models (SieTill) or within word and across word models
(Wsj-5k, Nab-20k, Nab-65k, Hub-4). Note that in case of across-word models, the respective
HMM network contains the complete set of fan-in and fan-out arcs.
2 A thorough description of the speech corpora is given in Section 6.2.
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Figure 5.2: Structure of an HMM network for the competing model built from a lexical prefix
tree (blue). The network has been extended with additional arcs (black) in order to
account for across-word phoneme models at word boundaries. The source node tagged
with the ’$’ symbol induces the lexical prefix tree for words with not-coarticulated left
across-word contexts. All other source nodes induce prefix trees for word hypotheses
with coarticulated left across-word contexts.
Table 5.1: Sizes of HMM networks for different speech corpora.
corpus set voc. size # lemmata word boundary # links # states # LM-LA
(end nodes) model nodes
SieTill train 11 12 whole word 429 430 –
test 11 12 whole word 429 430 –
Wsj-5k train 10 135 10 770 within word 181 178 181 179 18 498
test 5 009 5 656 within word 97 332 97 333 9 710
Nab-20k train 15 015 16 990 within word 287 914 287 915 29 009
(730 528) across word 2 585 506 2 502 990 28 058
test 19 980 22 412 within word 358 864 358 863 38 253
(3 008 668) across word 9 122 081 9 011 095 113 981
Nab-65k train 65 431 70 751 within word 1 068 335 1 068 336 119 525
(3 113 001) across word 9 408 189 9 291 058 115 062
test 64 738 69 970 within word 1 059 624 1 059 625 118 250
(3 008 668) across word 9 122 081 9 011 095 113 981
Hub-4 train 69 621 85 246 within word 1 270 745 1 269 003 144 128
(3 113 001) across word 9 408 189 9 291 058 115 062
test 66 843 81 932 within word 1 234 909 1 233 167 138 858
(3 008 668) across word 9 122 081 9 011 095 113 981
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5.1.4 Organization of the Search
The basic search strategy for decoding the spoken word sequence is based on the one-pass algorithm
described in [Vintsyuk 71, Bridle & Brown` 82, Ney 84, Ney & Aubert 96]. The objective of the
search is to find that word sequence which maximizes the a-posteriori probability :
rwN1 sopt “ argmax
wN1 ,N
 
ppwN1 |xT1 q
(
(5.1)
“ argmax
wN1 ,N
 
ppwN1 q ¨
ÿ
rsT1 s|wN1
ppxT1 , sT1 |wN1 q
(
(5.2)
– argmax
wN1 ,N
!
ppwN1 q ¨ maxrsT1 s|wN1
 
ppxT1 , sT1 |wN1 q
()
(5.3)
Taking across-word contexts into account, the HMM state sequence induced by a word hypothesis
does not only depend on the word itself but also on its left and right across-word context. These
contexts are either given by the neighboring words for a coarticulated word transition or set to
’$’ in case that a not-coarticulated word transition is hypothesized. The additional dependency
is accounted for by introducing a corresponding sequence of across-word contexts rl, rsN1 for each
word sequence wN1 [Sixtus 03, p. 38]:
ppxT1 |wN1 q – max
sT1
!
ppxT1 , sT1 |wN1 q
)
(5.4)
“ max
sT1
! ÿ
rl, rsN1
ppxT1 , sT1 , rl, rsN1 |wN1 q
)
(5.5)
– max
sT1 ,rl, rsN1
!
pprl, rsN1 |wN1 q ¨ ppxT1 , sT1 | rl, w, rsN1 q
)
(5.6)
Usually, the probability distribution pprl, rsN1 |wN1 q is not trained but approximated as follows:
pprl, rsN1 |wN1 q “
#
1 if rl, rsN1 and wN1 are consistent,
0 otherwise.
(5.7)
The sequence rl, rsN1 is called consistent if it contains for each word pair in wN1 either a coarticulated
or a not-coarticulated word transition3. To simplify the notation, the term pprl, rsN1 |wN1 q and the
optimization over rl, rsN1 are omitted in the following. The emission probability ppxT1 , sT1 | rl, w, rsN1 q
can be further decomposed into the contributions of the individual word hypotheses:
max
sT1
ppxT1 , sT1 | rl, w, rsN1 q (5.8)
– max
sT1
Tź
t“1
!
ppxt | st, rl, w, rsN1 q ¨ ppst | st´1, rl, w, rsN1 q
)
(5.9)
“ max
tN1
Nź
n“1
!
max
stntn´1`1
tnź
t“tn´1`1
 
ppxt | st, rl, w, rsnq ¨ ppst | st´1, rl, w, rsnq
(
loooooooooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooooooooon
—hprl, w, rs
n
; tn´1,tnq
)
(5.10)
“ max
tN1
Nź
n“1
hprl, w, rsn; tn´1, tnq. (5.11)
3 The search network is assumed to be structured such that inconsistent across word contexts cannot be
hypothesized.
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Here, t0 “ 0 and tN “ T . The quantity hprl, w, rsn; tn´1, tnq denotes the probability that the
word hypothesis wn in the across word context rl, rsn emits the sequence of acoustic observations
xtn´1`1, ..., xtn It is needed to define the local acoustic scores of arc hypotheses in word lattices
(cf. Section 5.1.6).
Eq. (5.3) is evaluated by performing a time-synchronous search on the HMM network. Since
each source node of the underlying HMM network induces a lexical prefix tree, the concept of
word conditioned tree search remains applicable. Assuming a trigram language model, the search
can be described through the following two quantities [Ortmanns & Ney` 97]:
Quvpt, sq – Probability of the best partial path which ends at time frame t in state s in a copy
of the lexical prefix tree induced by the HMM network for the language model
history pu, vq.
Buvpt, sq – Time index at which the best partial path ending at time frame t in state s has
entered the source node in a copy of the lexical prefix tree induced by the HMM
network for the language model history pu, vq.
This leads to the following recursion equations for the dynamic programming:
• Recursion within an HMM network (recombination on HMM-state level):
Quvpt, sq “ max
σ
 
ppxt, s |σq ¨Quvpt´ 1, σq
(
, (5.12)
σmaxuv pt, sq “ argmax
σ1
 
ppxt, s|σ1q ¨Quvpt´ 1, σ1q
(
, (5.13)
Buvpt, sq “ Buvpt´ 1, σmaxuv pt, sqq. (5.14)
• Recursion at word transitions (recombination on word level):
Qvwpt, s0prqq “ max
u
 
ppw|u, vq ¨Quvpt, Spw,rqq
(
, (5.15)
Bvwpt, s0prqq “ t. (5.16)
For each hypothesized right across-word context r, a final state Spw,rq is provided which has a unique
corresponding initial state s0prq (“source node”). Each initial state induces a new successor tree
which is conditioned on its left across-word context r and a language model history pv, wq.
5.1.5 Language Model Look-Ahead Pruning with HMM Networks
Since each source node in an HMM network induces a lexical prefix tree (cf. Figure 5.2),
nodes in the network can uniquely be mapped onto the nodes of a language model look ahead
tree derived from a regular lexical prefix tree. The language model look-ahead is a pruning
technique that alleviates some of the overhead caused by the tree organization of the lexicon
[Steinbiss & Tran` 94, Odell & Valtchev` 94, Alleva & Huang` 96, Ortmanns & Ney` 96a]. For
each node in the induced lexical prefix tree, the language model probability of the most likely
word reachable from this position is added to the acoustic probability of the corresponding state
hypotheses, thus making the language model pruning more effective. To obtain a tree structure
from an HMM network, the following sequence of transformation steps is performed: first, all source
nodes in the HMM network are collapsed with the source node from which not-coarticulated across-
word contexts are started. Similarly, leaf nodes representing coarticulated word ends are merged
with the corresponding leaf nodes of not-coarticulated word ends (cf. Figure 5.3). The HMM
network is then further processed by means of two graph transformations. The first transformation
replaces a diamond with a 3-state chain and maps the index of the erased node onto the index of
the middle node (cf. Figure 5.4, left). The second graph operation removes the middle node in a
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Figure 5.3: Mapping the states of a lexical prefix graph onto the nodes of a language model look
ahead tree. In a first step, all graph nodes with an indegree of zero are mapped onto
the root node representing the non-coarticulated across-word context. Similarly, each
node with an outdegree equal to zero is collapsed with a graph node representing
the same word end. Afterwards, all substructures in the graph which are either chains
consisting of more than two states or diamonds are replaced with subgraphs as depicted
in Figure 5.4. The replacements are carried out until the resulting structure is free of
any 3-state chain and diamond.
3-state chain and maps its index onto the index of the bottom node (cf. Figure 5.4, right). Both
transformations are repeatedly applied until the resulting graph contains neither a 3-state chain
nor a diamond. The graph thus obtained is a tree and allows for factorizing the language model
probabilities according to the language model look-ahead pruning. Optionally, higher levels of the
look ahead tree can be cut off to make the structure more compact [Ortmanns & Ney` 96b]. The
sequence of node indices onto which deleted states are mapped define a mapping I which assigns
nodes in the original HMM network to nodes in the language model look-ahead tree. To construct
this map, I is initialized with the identity and then refined with each graph transformation by
including the next update rule as illustrated in Figure 5.4. The resulting function is an injective
mapping of node indices of an HMM network onto the node indices of the language model look
ahead tree.
PSfrag replacements
i1i1
i2 i3 i3
i4 i4I ←[ I ◦ {(i2, i3)}
PSfrag replacements
i′1 i
′
1
i′2
i′3 i
′
3I ←[ I ◦ {(i′2, i
′
3)}
Figure 5.4: Graph transformations to convert a diamond (left) and a 3-state chain (right).
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5.1.6 Construction of Word Lattices
A word lattice is a weighted, directed, acyclic graph that consists of a set of nodes together with
a set of edges linking the nodes. Two special nodes are the source node which has no incoming
edges and the sink node which has no outgoing edges. Edges represent word hypotheses and have
associated scores or costs. Nodes mark time frames within the acoustic speech signal. Each path
through the graph defines a sentence hypothesis. Unlike unconditioned word graphs as used, e.g.,
in [Sixtus 03, Schlu¨ter 00], lattice nodes defined in this thesis are conditioned on their language
model history. This has the advantage that the implementation of the FB algorithm for estimating
word posterior probabilities simplifies compared to [Sixtus 03] since language model scores can
directly be stored at word graph edges and do not have to be re-computed when performing the
FB algorithm.
Assuming that an m-gram language model is used, the following quantity is introduced to
construct word graphs using dynamic programming:
Hpvm2 , rpvmq, tq – Probability of the best partial sentence hypothesis that ends with the word
hypotheses vm2 in the right across-word context rpvmq at time frame t.
The dynamic programming is then based on the following recursion:
hprl, w, rs; τ, tq– max
stτ`1
 
ppxtτ`1, stτ`1 | rl, w, rsq : sτ`1 “ s0plq ^ st “ Spw,rq
(
(5.17)
Hpvm2 , rpvmq; tq– max
v1
!
ppvm|vm´11 q ¨ maxτ
 
Hpvm´11 , rpvm´1q; τq¨
hprlpvmq, vm, rpvmqs; τ, tq : rpvm´1q “ lpvmq
() (5.18)
As defined in Eq. (5.10), hprl, w, rs; τ, tq denotes the probability that the word hypothesis w in the
across word context rl, rs emits the sequence of acoustic observations xτ`1, . . . , xt. The contribution
of a word hypothesis wn to the joint distribution ppxt1, wn1 q can then be decomposed as follows:
x1, ..., xτlooomooon
Hpwn´11 ,rpwn´1q;τq
xτ`1, ..., xtlooooomooooon
hprlpwnq, wn, rpwnqs;τ,tq
xt`1, ..., xTlooooomooooon
¨¨¨
. (5.19)
Initial experiments showed that word lattices should meet certain requirements in order to be
useful in discriminative training. In [Schlu¨ter 00], an optimal word graph was considered to be a
lattice which contains each word sequence at most once. If the same word sequence was represented
multiple times (differing only with respect to its Viterbi segmentation points) the estimation of
the word posterior probabilities could be distorted because a larger amount of the probability
mass would distribute over recurring hypotheses than over less frequently represented words. The
estimation of the word posterior probabilities might thus be less reliable, and the discriminative
training could lead to reduced performance gains.
This problem is, however, primarily caused by word lattices where nodes are not conditioned on
their language model context. Although unconditioned word lattices are typically more compact,
they also tend to concentrate the probability mass on multiply represented hypotheses that,
despite the use of the word pair approximation, may emerge from the presence of redundant
silence edges or alternative alignments of the same word sequence [Wessel 02, p. 59]. However,
while redundant silence edges may easily be removed through a graph post-processing, redundant
sentence hypotheses are difficult to eliminate since in general a constituent word hypothesis does
not belong to a single sentence hypothesis but may be part of several other sentence hypotheses,
too. Therefore, excluding a word hypothesis from a path requires a reorganization of the whole
lattice, which, in general, cannot be done efficiently. If lattice nodes are instead conditioned on
their language model history, redundant arcs do not occur and the problem does not arise.
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Formal Structure of Word Lattices
A word lattice G “ pV, Eq is a directed, acyclic, weighted graph that consists of a set of nodes V
and a set of edges E connecting the nodes. Each node n P V is a triple:
n “ pvm´11 , ϕ, tq P V Ď W˚ ˆ ΦˆN, (5.20)
where vm´11 refers to an pm´ 1q-gram language model history, ϕ denotes an across-word phoneme
context, and t marks a time index. An edge q P E Ď rΦˆW ˆΦs ˆN2 ˆ V2 ˆR3 ˆ t0, 1u in the
word graph is defined as an 11-tuple:
q –
`rl, vm, rs, τ, t, nb, ne, ppvm|vm´11 q, hq,Hq, b˘. (5.21)
Here, rl, vm, rs denotes a word hypotheses vm within the left across-word context l and the right
across-word context r; τ and t denote the time boundaries in which rl, vm, rs is hypothesized; nb
and ne designate the begin node and the end node linked by q; ppvm|vm´11 q, hq, and Hq refer
to the language model probability ppvm|vm´11 q, the acoustic score hq – hprl, vm, rs; τ, tq, and the
probability of the best partial sentence hypothesis Hq – Hpvm2 , r, tq ending in arc q; and b indicates
whether the word hypothesis associated with arc q matches the spoken word for this time interval
(b “ 1) or not (b “ 0). If no information on the spoken word sequence is available, b defaults to 0.
The 11-tuple is implemented as a structure comprising the following components:
xwRight := rpvmq
xwLeft := lpvmq
wrdIdx := vm
begTim := τ ` 1
endTim := t
fwdNod := Φpvm´11 , lpvmq, τ ` 1q
bwdNod := Ψpvm2 , rpvmq, tq
lanSco := ´ log ppvm|vm´11 q
acuSco := ´ log hprlpvmq, vm, rpvmqs; τ, tq
scoMin := ´ logHpvm2 , rpvmq; tq
correct := δpwr, vmq
Here, Φ and Ψ map the begin and end nodes of the word lattice onto unique node indices.
The lattice structure is used to encode numerator as well as denominator lattices. Figure 5.5
illustrates a simplified example of a numerator lattice containing the spoken word sequence together
with a corresponding denominator lattice. To ensure that the denominator lattice contains all
sentence hypotheses represented by the numerator lattice, the numerator lattice is merged into
the denominator lattice as depicted in Figure 5.6 before it is used in training. Numerator and
denominator lattices may contain alternative alignments of the same word sequence.
5.2 Forward-Backward Probabilities on Word Lattices
The FB algorithm on word lattices allows for estimating the generalized FB probabilities, γrtpsq,
based on word hypotheses encoded in a lattice. Taking a weighting exponent κ P p0,8q into
account, the generalized FB probabilities are given by:
γrtpsq “
ÿ
WPMr
pκθ pW,Xrqÿ
V PMr
pκθ pV,Xrq
¨ γrtps|W q (5.22)
“
pκ“1q
ÿ
WPMr
pθpW |Xrq ¨ γrtps|W q. (5.23)
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Figure 5.5: Word lattices for the numerator (green) and the denominator model (red) before being
merged. The numerator lattice is constrained through an HMM network to only contain
alignments of the spoken word string, whereas the denominator lattice is obtained from
an unconstrained search.
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Figure 5.6: Denominator lattice after being merged with the numerator lattice. Words marked red
are tagged as wrong, while words marked green are tagged as correct.
Due to the Viterbi approximation, each sentence hypothesis represented in a word lattice has unique
segmentation points. Hence, the time alignment can be recomputed for each word hypothesis
without taking surrounding word hypotheses into account. Let Q “ q1, ..., qn´1, q, qn`1, ..., qN
denote a path in a word lattice with the corresponding word sequence Wf “ wpq1q, ..., wpqn´1q,
w “ wpqq, and Wb “ wpqn`1q, ..., wpqN q, that is, Wf is defined as the sequence of word labels of a
partial path starting at the source node and leading to arc q, and Wb is defined as the sequence of
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word labels along a partial path starting after arc q and ending in the sink node of the lattice. Then
the sum over all word sequences in Eq. 5.22 can be decomposed into a sum over partial sentence
hypothesesW “Wf ˝w˝Wb. Note that the lattice structure guarantees the consistency of all word
sequences Wf ˝w ˝Wb, that is, the right across-word context for Wf matches the left across-word
context of w, and the right across-word context of w matches the left across-word context for Wb.
The same holds for the language model context. To simplify the notation, across-word contexts
are omitted in the following. With pθprw, τ, ts|Xrq denoting the probability that w is hypothesized
within the time interval rτ ` 1, ts given the sequence of acoustic observations Xr:
pθprw, τ, ts|Xrq–
ÿ
Wf ,Wb
pκθ pWf , w,Wb, Xrqÿ
V PMr
pκθ pV,Xrq
, (5.24)
the generalized FB probabilities are computed as:
γrt1psq “
ÿ
rw,τ,ts:τăt1ďt
pθprw, τ, ts|Xrq ¨ γrt1pst1=s|wq. (5.25)
Here, the sum runs over all word hypotheses w which span time frame t1. In case that κ “ 1, the
word probability pθprw, τ, ts|Xrq corresponds to the posterior probability of hypothesizing w within
the time boundaries rτ ` 1, ts, independent of any surrounding word sequences Wf and Wb.
Because lattices may contain different paths going through a certain arc, two equivalence
relations are defined to decompose the computation of the word probabilities into the portion
for the forward probability and the portion for the backward probability. The equivalence class
representing a set of forward paths is denoted by rqs„f and comprises the set of all partial paths
that start at the source node q1 and end in arc q:
rqs„f – tq1, ..., qn : qn “ qu. (5.26)
Similarly, the equivalence class rqs„b is defined as the set of all partial paths which start at arc q
and end in the sink node qN :
rqs„b – tqn, ..., qN : qn “ qu. (5.27)
The forward and the backward probability of an arc q can then be denoted as follows:
α
`rqs„f ˘ “ ÿ
q1,...,qnPrqs„f
nź
i“1
hκqi ¨ pκpvim |vim´1i1 q (forward probability) (5.28)
β
`rqs„b˘ “ ÿ
qn,...,qNPrqs„b
Nź
i“n
hκqi ¨ pκpvim |vim´1i1 q (backward probability) (5.29)
The recursive form of the forward probability is given by:
α
`rqs„f ˘ “ ÿ
q1,...,qnPrqs„f
nź
i“1
hκqi ¨ pκpvim |vim´1i1 q (5.30)
“ hκq ¨ pκpvm|vm´11 q ¨
ÿ
q1,...,qnPrqs„f
n´1ź
i“1
hκqi ¨ pκpvim |vim´1i1 qloooooooooooooooooooooomoooooooooooooooooooooon
“ ř
q1 : q1,...,q1,qnPrqs„f
αprq1s„f q
(5.31)
“ hκq ¨ pκpvm|vm´11 q ¨
ÿ
q1 : q1,...,q1,qnPrqs„f
α
`rq1s„f ˘. (5.32)
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Analogously, the recursive form of the backward probability is given by:
β
`rqs„b˘ “ ÿ
qn,...,qNPrqs„b
Nź
i“n
hκqi ¨ pκpvim |vim´1i1 q (5.33)
“ hκq ¨ pκpvm|vm´11 q ¨
ÿ
q,q1,...,qNPrqs„b
Nź
i“n`1
hκqi ¨ pκpvim |vim´1i1 qloooooooooooooooooooooooomoooooooooooooooooooooooon
“ ř
q1 : q,q1,...,qNPrqs„b
βprq1s„b q
(5.34)
“ hκq ¨ pκpvm|vm´11 q ¨
ÿ
q1 : q,q1,...,qNPrqs„b
β
`rq1s„b˘. (5.35)
Both functions allow for estimating the forward and the backward probabilities on word lattices
by means of dynamic programming. Because word lattice arcs are conditioned on their language
model context, the FB algorithm can be formulated in a very compact and elegant way. For this
purpose, let G “ pV, Eq denote a word graph with begin nodes nb “ pvm´11 , l, τq, n1b “ pum´11 , l1, τ 1q
and end nodes ne “ pvm2 , r, tq, n1e “ pum2 , r1, t1q for tnb, n1b, ne, n1eu Ď V. Moreover, let
q “ prl, vm, rs, τ, t, nb, ne, ppvm|vm´11 q, hq,Hq, bq P E , (5.36)
q1 “ prl1, um, r1s, τ 1, t1, n1b, n1e, ppum|um´11 q, hq1 ,Hq1 , b1q P E (5.37)
denote two arcs in the word graph whose acoustic scores are given by hq “ hprl, vm, rs; τ, tq and
hq1 “ hprl1, um, r1s; τ 1, t1q, respectively. The probabilities of the best partial sentence hypotheses
leading to either of these arcs shall be given by Hq “ Hpvm2 , r, tq and Hq1 “ Hpum2 , r1, t1q. We now
define a predecessor function headpqq, which comprises the set of all arcs preceding arc q, and a
successor function tailpqq which contains the set of all arcs succeeding arc q:
headpqq “ tq1 P V : r1 “ l ^ t1 “ τ ^ um2 “ vm´11 u (5.38)
tailpqq “ tq1 P V : l2 “ r ^ τ2 “ t^ um´11 “ vm2
(
(5.39)
Word probabilities can then be estimated according to Algorithm 1. If κ “ 1, then each arc weight
γq corresponds to a word posterior probability. The generalized FB probabilities are obtained by
carrying out the sum over the conditional FB probabilities over all arcs that span time frame t
weighted with their respective word probabilities:
γrt1psq “
ÿ
q : τăt1ďt
γrt1ps|rl, vm, rsq ¨ γq. (5.40)
Note that the FB algorithm can also be applied to phoneme or state graphs.
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Algorithm 1 Forward-Backward Probabilities on Word Lattices
Forward Pass:
αH – 1
αq –
ÿ
rPheadpqq
pκpX|qq ¨ pκpq|rq ¨ αr
Backward Pass:
βH – 1
βq –
ÿ
rPtailpqq
pκpX|rq ¨ pκpr|qq ¨ βr
Normalization:
χ–
ÿ
qPE:tailpqq“H
αq
γq –
αq ¨ βq
χ
5.2.1 Scaling Log Likelihoods
Both the log-probabilities of the acoustic model and the language model are typically scaled with
a constant κ. The choice of this weighting exponent controls the extent to which alternative
sentence hypotheses affect the estimation of word probabilities. As κ becomes large, the probability
mass concentrates preferably on the first best hypothesis; as κ becomes smaller, less likely
hypotheses get a larger relative weight and are increasingly taken into account. If κ is set to
0, all paths in the lattice become equally likely, and the posterior distribution will be uniform.
In practice, κ is typically set to a value close to the inverse of the language model scaling
factor4. Scaling the log likelihoods often leads to improved generalization to unseen test data
because a larger amount of sentence hypotheses obtain a non-vanishing weight which makes the
estimation of the discriminative averages more reliable. Similar to Section 2.5.2, the Kingsbury-
Rayner formula is used to compute sums over probabilities that are represented in the log-domain
[Kingsbury & Rayner 71].
5.2.2 Improved Forward-Backward Pruning
An effective means to prune a lattice is the FB pruning as suggested in [Sixtus & Ortmanns 99].
This pruning method is refined as follows to guarantee that the most probable sentence hypotheses
are pertained. The first step in the modified FB pruning applies Algorithm 1 with the sum being
replaced by the maximum operation. Each arc in a lattice is thus assigned to the score of the best
path (or sentence hypothesis) that runs through that arc. In a second step, all arc hypotheses are
sorted in ascending order with respect to the scores computed in step 1. The lattice is then pruned
by keeping a prefix of the sorted array up to the desired graph density while all remaining arcs
(except for ties) are discarded. In contrast to [Sixtus & Ortmanns 99], the improved FB pruning
has the following properties:
4 Language model probabilities and word insertion penalties are both weighted with the language model scaling
factor.
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• The suggested method requires only a single parameter which is the desired graph density.
This graph density can either be specified in absolute terms or be set relative with respect
to the input lattice size. The specification of a threshold that makes implicit assumptions on
the distribution of the posterior probabilities is not required.
• Per construction, the pruned graph never contains an open ended path.
• It is guaranteed that any N -best list computed from the pruned graph contains exactly the
same hypotheses with the same costs as if it were computed from the unpruned graph.
5.2.3 Unigram Lattice Rescoring
In [Schlu¨ter & Mu¨ller` 99], it was found that a discriminative training based on the MMI criterion
works best if the numerator and the denominator lattices are rescored with a unigram language
model, irrespective of the language model used for testing. The reason for this is that a higher-
order language model serves as a filter which puts higher weight onto linguistically more probable
sentence hypotheses, and thus reduces the weight of alternative sentence hypotheses. If, however,
a lower-order language model is used, competing hypotheses become more likely which improves
the ability of a discriminatively trained system to generalize to unseen data.
If not stated otherwise, the numerator and the denominator lattices are constructed using either
a bigram or a trigram language model. The lattices are then rescored with a unigram language
model before they are used in training. The rescoring is done without changing the structure of the
lattice, that is, after rescoring, the language model nodes still reflect the order of the language model
used during recognition. An interesting follow-up question is whether the language model used in
decoding (i.e., before the unigram rescoring is applied) has an effect on the test set performance.
This question is investigated in Section 6.3.11.
5.2.4 Discriminative Training Procedure
Algorithm 2 illustrates the major steps in a lattice-based discriminative training. Both the
numerator and the denominator lattices are only generated in the first iteration and stored for
later use in a lattice repository. From the second iteration onwards, lattices are read from the
repository and rescored with the acoustic model obtained from the previous iteration. At the
beginning of each iteration, accumulators for collecting and aggregating discriminative statistics
are initialized. For each training utterance r, an HMM network for the spoken word sequence
Wr is constructed and passed to the search procedure. The HMM network constrains the search
space onto the pronunciation variants of the spoken word sequence. The output of the search
is a word lattice for the numerator model. The arcs of the numerator lattice are then rescored
with a unigram language model and weighted with the FB probabilities as determined based on
Algorithm 1. Optionally, the word lattice is pruned using the refined FB pruning as described in
Section 5.2.2. The acoustic observation vectors are aligned with the word automata for all arcs
in the numerator lattice, and the sufficient statistics are aggregated in the accumulators for the
correct model.
The statistics for the competing model are determined similarly: first, the denominator lattice
is constructed via an unconstrained search and merged with the numerator lattice. From that on,
all subsequent steps are identical with the processing of the numerator lattices, that is, a unigram
rescoring is performed followed by the computation of the FB probabilities. The denominator
lattice is optionally pruned before the acoustic observations are aligned with the word automata
for the arcs in the denominator lattice. The resulting conditional FB probabilities are weighted
with their arc posterior weights, and the sufficient statistics are aggregated in the accumulators
for the competing model. At the end of each training pass, the iteration constants are determined
and the parameters of the new acoustic model are re-estimated.
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Algorithm 2 Discriminative Training Procedure
LOOP OVER PASSES: i “ 1, ..., I
INITIALIZE RUNNING SUMS FOR ALL MIXTURES AND DENSITIES
FOR EACH SENTENCE r “ 1, ..., R OF TRAINING DATA DO
IF pi == 1q THEN
CREATE HMM NETWORK Mnumr OF THE SENTENCE Wr
SEARCHpMnumr , Xrq Ñ GpVnumr , Enumr q (unigram lattice rescoring)
WRITEpGpVnumr , Enumr q
CREATE HMM NETWORK Mden FOR UNCONSTRAINED RECOGNITION
SEARCHpMden, Xrq Ñ GpVdenr , Edenr q (unigram lattice rescoring)
MERGE LATTICES: Vdenr Ð pVnumr Y Vdenr p, Edenr Ð pEnumr Y Edenr q
WRITEpGpVdenr , Edenr q
ELSE
READpGpVnumr , Enumr q (acoustic rescoring)
READpGpVdenr , Edenr q (acoustic rescoring)
COMPUTE FB PROBABILITIES ON GpVnumr , Enumr q
FOR EACH ARC q P Enumr DO
FOR EACH TIME FRAME t1 “ τ ` 1, ..., t DO
ACCUMULATE COUNTS OF THE NUMERATOR MODEL:
pq, t1q Ñ ps, lq
squares: Γnumsl ptx2uq += γq ¨ xrt1 ¨ xJrt1
observations: Γnumsl ptxuq += γq ¨ xrt1
weights: Γnumsl p1q += γq
COMPUTE FB PROBABILITIES ON GpVdenr , Edenr q
FOR EACH ARC q P Edenr DO
FOR EACH TIME FRAME t1 “ τ ` 1, ..., t DO
ACCUMULATE COUNTS OF THE DENOMINATOR MODEL:
pq, t1q Ñ ps, lq
squares: Γdensl ptx2uq += γq ¨ xrt1 ¨ xJrt1
observations: Γdensl ptxuq += γq ¨ xrt1
weights: Γdensl p1q += γq
DETERMINE ITERATION CONSTANTS tDslu
REESTIMATE PARAMETERS θpiq Ð argmaxθ SKpθ|θpi´1qq
5.3 Forward-Backward Accuracies on Word Lattices
The FB algorithm provides an efficient means to estimate arc posterior probabilities on word
graphs. These arc posterior probabilities can be used to compute the expectation value of a
function f over a word sequence wN1 if f decomposes over the constituent words of the sentence
hypothesis: fpwN1 q “ fpw1q ˝ ... ˝ fpwN q. Such a decomposition is not, however, always possible,
and a prominent example for which this is known to be difficult is theMinimum Bayes Risk (MBR)
decision rule in automatic speech recognition. The MBR decision rule aims at finding that sentence
hypothesis which minimizes the expected loss under the word error rate:
Wˆ “ argmin
W
ÿ
V PMr
ppV |Xrq ¨ LpV,W q (5.41)
“ argmin
W
ÿ
V PMr
ppV,Xq ¨ LpV,W q. (5.42)
67
Chapter 5 Estimating Discriminative Statistics
Due to the intrinsic complexity of the Levenshtein distance, the computation of the expected word
error rate cannot be factorized efficiently on lattices such that the principle of dynamic program-
ming would be applicable. As a remedy, one can either segment the lattice [Kumar & Byrne 02,
Goel & Kumar` 04] or replace the Levenshtein distance with a local approximation.
Closely related to the idea of Minimum Bayes Risk decoding is theMinimum Word Error (MWE)
criterion which aims at minimizing the expected word error rate on training data. Since the word
error loss function is based on the Levenshtein distance, the exact MWE criterion (and therefore
also the exact Minimum Phone Error (MPE) criterion) requires in the worst-case a loop over all
sentence hypotheses encoded in the lattice. Although this has an exponential time complexity,
in practice this may be less problematic as was shown in [Heigold & Macherey` 05] where the
exact MWE criterion is used to discriminatively train the parameters of a large scale speech
recognition system. An alternative to the exact lattice-based MWE and MPE criterion is to
either use N -best lists [Kaiser & Horvat` 00] or to replace the Levenshtein distance with a local
approximation that allows for decomposing the loss function over the arcs of a lattice. The following
accuracy measure proposed in [Povey & Woodland 02] provides such a local approximation of the
Levenshtein distance:
Apw,wrq “
" ´1 ` 2%pw,wrq if w “ wr
´1 ` %pw,wrq if w ‰ wr (5.43)
with
%pw,wrq– max
#
0,
min
 
tepwrq, tepwq
( ´ max  tbpwrq, tbpwq(
tepwrq ´ tbpwrq ` 1
+
.
(5.44)
Eq. 5.43 captures the relative temporal overlap between a reference word wr and a hypothesis w. If
the reference and the hypothesis have the same word identity, the sign of Apw,wrq will be positive;
otherwise, the sign is negative. Figure 5.7 illustrates how the temporal overlap between a single
reference and a hypothesis is computed. The approximated word accuracy is a local function and
can easily be extended to word lattices where arcs in the numerator lattice serve as references while
arcs in the denominator lattice are the hypotheses. Since numerator lattices may contain multiple
pronunciation variants with different alignments of the spoken word sequence, the raw accuracy is
computed by maximizing over all reference words contained in the numerator lattice:
Apwq– max
wr
Apw,wrq. (5.45)
The raw word accuracy does not take across-word contexts into account. Instead, it is defined
on the word identity itself. Hence, even for different across-word contexts, both the reference and
the hypothesis may still yield the maximum possible accuracy of 1.0. The same holds for the
MPE criterion where a pair of n-phones is considered to match if both n-phones have the same
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Figure 5.7: Relative temporal overlap between a single reference wr and a hypothesis w together
with a measure of accuracy Apw,wrq for the Minimum Word Error criterion.
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Algorithm 3 Forward-Backward Accuracies on Word Lattices
Forward Pass:
α¯H – 0
α¯q –
ÿ
rPheadpqq
pκpX|qq ¨ pκpq|rq ¨ αr
αq
¨
”
α¯r ` Apqq
ı
Backward Pass:
β¯H – 0
β¯q –
ÿ
rPtailpqq
pκpX|rq ¨ pκpr|qq ¨ βr
βq
¨
”
β¯r ` Aprq
ı
Normalization:
cpqq– α¯q ` β¯q
χ¯–
ÿ
qPE:tailpqq“H
α¯q ¨ αqÿ
qPE:tailpqq“H
αq
γ¯q – γq ¨
“
cpqq ´ χ¯‰
central phoneme; left and right phonetic contexts are ignored. Figure 5.8 and Figure 5.9 illustrate
the estimation of the raw word accuracy on a word lattice. Note that the average accuracy over
all sentences encoded in the lattice is subtracted from each arc accuracy. Hence, the sum over
the accuracies of all arcs crossing a certain time frame is always equal to zero. The sign of each
accuracy indicates the “level of correctness” of that arc relative to the average sentence hypothesis.
Arcs along a path with primarily positive FB accuracies are therefore “more correct” than arcs
that constitute the average sentence hypothesis. Correspondingly, arcs with a negative accuracy
belong to paths with a higher expected error than the average sentence hypothesis.
Arc accuracies can be computed using a modified FB algorithm. The computation requires the
FB probabilities γq which are estimated based on Algorithm 1. The raw word (or phoneme)
accuracies are then determined for each arc according to Eq. 5.45. The combination of the
FB probabilities with the raw accuracies according to Algorithm 3 yields the forward-backward
accuracies.
5.3.1 Higher Order Statistics on Word Lattices
Other useful quantities can be estimated based on Algorithm 3 by redefining the raw word accuracy.
Hence, if Apqq – 1, Algorithm 3 returns the expected sentence length. If Apqq – 0, Algorithm 3
yields the usual FB probabilities. To estimate the expectation values of word frequencies, the
raw word accuracy can be replaced with a vector indicating the word index of the arc it refers
to. Let WpGq denote the vocabulary constrained to words that occur in a word lattice G. Then,
with Apqq – pδpwq, v1q, ..., δpwq, vnqqJ and vi denoting the ith entry in the vocabulary p1 ď i ď
nq, Algorithm 3 allows for estimating expected word frequencies which are important in many
information retrieval tasks [Macherey & Viechtbauer` 02, Macherey & Viechtbauer` 03].
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Figure 5.8: Raw word accuracy computed on a word lattice
5.4 Word-Lattice Based MCE Training
The MCE criterion aims at minimizing a smoothed sentence error on training data. Thus, together
with the MWE and the MPE criterion, the MCE criterion belongs to the class of error minimizing
training criteria. Although the MCE criterion could be shown to give consistently better results
on small vocabulary tasks compared to the MMI criterion [Macherey 98, Schlu¨ter & Macherey 98,
Schlu¨ter & Macherey` 01], there are only few publications that investigate the MCE criterion on
large vocabulary tasks [McDermott & Hazen 04, McDermott & Katagiri 05]. One reason is that
the MCE criterion requires the exclusion of the correct class from the set of all competing classes.
For automatic speech recognition this means that the spoken word sequence has to be removed from
the set of all word sequences considered for discrimination, which can be difficult to accomplish if
the set of competing word sequences is encoded as a word lattice. Since for discriminative training
it is essential to use lattices that may contain multiple alignments and pronunciation variants of the
spoken utterance, arcs cannot uniquely be assigned to either the correct or a competing sentence
hypothesis without changing the structure of the lattice. One possible remedy would be to use
N -best lists which was examined in [Paliwal & Bacchiani` 95]. Another alternative is the use of a
Finite State Machine (FSM) library where a transducer built for each utterance encodes the set of
competing word sequences considered for discrimination. The spoken word sequence can then be
excluded using standard FSM operations. In general, this procedure is however less efficient than
directly using a word lattice since the FSM operations involve the determinization of the input
lattice which may have an exponential space complexity.
This section presents a novel algorithm that allows for optimizing the acoustic model parameters
of a large scale speech recognition system under the MCE criterion using word lattices. The
statistics for both the correct and the competing model are collected solely from word graphs
without the use ofN -best lists. Particularly for long utterances, the number of sentence alternatives
thus taken into account increases by several orders of magnitude compared to N -best lists.
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Figure 5.9: Forward-backward accuracies estimated on a word lattice.
5.4.1 Excluding the Correct Word Sequence from a Lattice
In lattice-based MCE training, the set of competing hypotheses comprises all word sequences
represented in a word graph, except the spoken word sequenceWr. Therefore, estimating the word
probabilities under the MCE criterion similar to lattice-based MMI training requires excluding the
spoken word sequence from the word graph. However, since particular words of the spoken word
sequence may be part of other sentence hypotheses, too, this could be difficult to accomplish since
the affected arcs cannot be removed without changing the structure of the lattice. The algorithm
suggested in this section follows a different approach. First, the sum over all word sequences in
the word graph (represented byMr) including the spoken word sequence is computed. In a second
step, the probability of the spoken word sequence is then subtracted from the word probabilities
computed in the previous step. The probability of hypothesizing a word w within the time frames
rtb, tes under the MCE criterion can thus be written as [Macherey 98, Schlu¨ter & Macherey` 01,
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Macherey & Haferkamp` 05]:
qrtb, tespw|Xrq “
ÿ
tWPMr|W‰Wr
^wrtb, tesPWu
pαλpXr,W q
ÿ
tV PMr|V‰Wru
pαλpXr, V q
(5.46)
“
p˚qhkkkkkkkkkkkkikkkkkkkkkkkkjÿ
tWPMr|
wrtb, tesPWu
pαλpXr,W q ´
p˚˚qhkkkkkkkkkkkkkikkkkkkkkkkkkkjÿ
tWPMr|W“Wr
^wrtb, tesPWu
pαλpXr,W q
ÿ
V PMr
pαλpXr, V q ´
ÿ
tV PMr|V“Wru
pαλpXr, V q
(5.47)
In detail, the procedure to efficiently compute arc weights for a lattice-based MCE training
comprises the following steps:
1. Label all alignments of the spoken word sequence in the denominator lattice.
The corresponding sub lattice is equivalent to the numerator lattice.
2. Compute the arc posteriors in the numerator and the denominator lattice
using the forward-backward algorithm (similar to lattice-based MMI training).
3. Subtract the posteriors of labeled arcs in the denominator lattice
by the corresponding numerator arc posteriors.
Note that the denominator arc posteriors are always greater than or equal to their corresponding
numerator arc posteriors. Hence, Eq. (5.47) is guaranteed to be nonnegative.
5.4.2 Numerical Aspects
Eq. (5.47) needs to be evaluated for those training utterance only, for which p˚q is greater than
p˚˚q: ÿ
tWPMr|
wrtb, tesPWu
pαλpXr,W q ´
ÿ
tWPMr|W“Wr
^wrtb, tesPWu
pαλpXr,W q ě  (5.48)
The minimum amount by which both probabilities must differ to require an evaluation can be
determined by finding the least floating-point value that is larger than the negative log-probability
of p˚q. This value can be determined by decomposing p˚q into a normalized fraction (mantissa)
M and an exponent E (usually raised to a power of B “ 2) using the ISO/IEC conform function
frexp: p˚q “ M ˆ BE . The normalized fraction lies within the range r´1, 1s and has to be
increased by the smallest representable floating-point number ε0 that, when being added to 1.0,
yields a floating-point number larger than 1.0. The value of ε0 is a machine-dependent constant
provided by any ANSI conform C and C++ compiler. The increased fraction is then combined with
the original exponent using the ISO/IEC function ldexp: pM ` ε0qˆBE . A similar operation can
be applied in order to identify lattice arcs whose contribution to the aggregated sufficient statistics
can be neglected if γdenq,MCE ` ε ď γnumq,MCE.
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5.5 Methods for Accelerating the Training Procedure
Discriminative training procedures require significantly more CPU time than ML based training
methods. Typically, the predominant share of the total running time accounts for the generation
and rescoring of word lattices in order to collect sufficient statistics for re-estimating the parameters
of the acoustic model. To reduce the time spent in each training iteration, three methods were
developed that aim at accelerating different aspects of the discriminative training procedure:
• Lattice generation: the search is performed with a dynamically adjusted pruning threshold.
• Lattice rescoring: use of a constrained search space that is restricted to candidates encoded
in a lattice within their Viterbi segmentation points.
• Parallelization: a client-server model for distributed computing
The first two methods take advantage of the fact that the spoken word sequence is known during
training. This allows for focusing the search more effectively by using tighter beam widths which
leads to a reduced number of distance calculations during training.
5.5.1 Dynamically Adjusted Pruning Thresholds
This method is based on an utterance specific choice of the pruning thresholds. Each recognition
pass is initially started with a very tight acoustic pruning threshold that is sufficient to prevent
search errors for approximately 90% of all training utterances. For the remaining 10% of the
training utterances, the pruning threshold is gradually increased until search errors can be excluded.
The criterion to decide whether a search error occurred compares the sentence probability of the
best recognized sentence hypotheses pθpWopt, Xrq with the spoken word sequence pθpWr, Xrq,
where the latter is obtained through a forced alignment. If the likelihood of the best recognized
word sequence (unconstrained search) is less than the likelihood obtained from the forced alignment
of the spoken word sequence (constrained search), a search error occurred since the spoken word
sequence provides a better explanation for the sequence of acoustic observations under the current
model than the recognized word sequence. In this case the recognition is repeated with a larger
beam size. If, instead, the likelihood of the best recognized sentence hypothesis is larger than
or equal to the sentence probability of the spoken word sequence, the search result is assumed
to be free of recognition errors, and Wopt is supposed to be the best competing word sequence
among all possible sentence hypotheses. The method of dynamically adjusted pruning thresholds
is primarily applied in the first pass in order to generate initial word lattices on large training
corpora. Subsequent training phases typically collect their sufficient statistics from re-scoring the
lattice repositories produced in the first iteration.
5.5.2 Constrained Recognition
To further reduce the computational costs for estimating the competing model once initial word
lattices are available, the search space is restricted to those sentence hypotheses that are encoded
in a word lattice. This can be accomplished by either (1) rescoring the word hypotheses in a
word lattice within their Viterbi segmentation points or (2) by converting the word lattice into a
corresponding HMM network and carrying out the search on the hypotheses space thus induced.
Note that both methods cannot produce word sequences other than those contained in the initial
word lattice. Method (2) may, however, hypothesize new word boundary times i.e., new Viterbi
segmentation points. Thus, it allows the training procedure to relax some of the constraints caused
by re-using word lattices produced in the initial iteration.
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5.5.3 A Client-Server Model for Distributed Computing
In each iteration, the training algorithm proceeds over all training utterances, generates or re-scores
word lattices for the numerator and the denominator model, and aggregates sufficient statistics
in order to re-estimate the acoustic model parameters at the end of the training pass. Since
each utterance can be processed independent of other training utterances, the training procedure
can be parallelized. To accomplish this, a client-server model based on the TCP/IP protocol for
distributed computing was developed to distribute the computational load over multiple machines.
At the beginning of each training iteration, a master job spawns off a set of worker jobs of which
each is assigned to a certain portion of the training corpus. Once started, a worker job either
generates or re-scores a set of word lattices, collects sufficient statistics, and sends the result back
to the master. The master job aggregates all incoming statistics and starts the re-estimation
process once all worker jobs have successfully finished their tasks. After re-estimating the acoustic
model, the master job starts the next training iteration by sending out requests to the worker jobs
(broadcast) to re-score the lattice repository using the updated parameter set. Depending on the
scheduling policy which controls how jobs are assigned to machines, the master job usually monitors
the worker jobs but does not generate or re-score any lattices by itself. This helps to reduce the
resources allocated by the master job which can therefore run with a higher priority. Running with
a higher priority also prevents the master job from getting evicted which is important since the
master has to stay alive during the entire training process. Other than the master job, worker jobs
may terminate themselves once they have successfully sent their sufficient statistics to the master
and received a confirmation in return. Since worker jobs are terminated at the end of an iteration,
they need to allocate less CPU time which, considering their larger memory requirements, can
be useful to schedule them earlier and to run them with a higher priority. The overhead caused
by additional start-up and shut-down times are usually negligible compared to the time spent for
generating and re-scoring lattices.
The information exchange between the worker and the master jobs is primarily performed over
the network. Only the lattice repository, the acoustic model, and – in case that new lattices need to
be generated – the language model are loaded from disk. If lattices are read from a repository, the
language model does not need to be reloaded again since the lattice arcs are already scored with
the respective language model probabilities. This helps to further reduce the memory requirements
and thus to increase the number of jobs that get scheduled on a highly utilized data center. To
alleviate delays and time-outs due to an increased network traffic when multiple worker jobs try to
connect to the master simultaneously, incoming requests are immediately processed by the master.
To accomplish this, the procedure that receives incoming messages and sets up connections to the
worker jobs runs in a separate thread. Once the connection to the worker has been established,
the master enqueues the descriptor that defines the connection. The worker changes its state into
“idle” and waits until the master job sends a message to signal that it is ready to receive the
sufficient statistics. If the connection to the master job cannot be established because the network
may be temporarily down or the maximum number of descriptors that the operating system can
handle are depleted, the worker job tries to reconnect to the master once a time-out of 30 seconds
has elapsed. To reduce the network traffic, data exchanged between worker and master jobs are
batched into packages of 4KByte before they are sent to the recipient. Jobs that are waiting for a
message can optionally sent a request to enforce an immediate transmission even before the final
package size of 4KByte has been reached (flush). Since the information sent over the network is
usually not encrypted, data packages are tagged with a unique key that identifies the recipient job
and prevents that the communication between jobs of other users in the cluster may accidentally
interfere with the data flow between the master and the worker jobs. The keys to identify packages
are generated by the master job and passed to the worker jobs as an additional argument on the
command line when a worker is setup. Therefore, the communication protocol does not have to
support a safe exchange of keys.
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5.6 Summary
This chapter described the estimation and collection of sufficient statistics in lattice-based
discriminative training. To model the correct and the competing classes, a novel framework
based on Hidden Markov Model networks was introduced. HMM networks can be considered
as a hybrid approach between finite state transducers and a search implementation based on
word-dependent tree copies. Complex acoustic models like across word models, pronunciation
variants, and multi-word phrases can easily be compiled into HMM networks without the need
of changing the implementation of the search. Network sizes for various speech corpora and
recognition tasks were studied, showing that HMM networks provide a very compact representation
even if large vocabulary sizes of more than 80k words are used. A set of elementary graph
transformations was defined that allows for mapping the nodes and arcs of an HMM network
onto the nodes of a language model look-ahead tree, thus making the concept of language model
look-ahead pruning applicable to the new search architecture. The construction of word lattices
was formally defined and two forward-backward algorithms for computing posterior probabilities
and word accuracies were discussed. A refined version of a forward-backward pruning algorithm for
lattices was presented that improves over the algorithm described in [Sixtus & Ortmanns 99]. The
new FB pruning has the advantage that it never produces dead paths. Moreover, the algorithm
guarantees that the N -best candidates computed from the pruned lattice are always identical
with the N -best candidates contained in the unpruned lattice. The new FB algorithm does not
require a pruning threshold; instead, it suffices to specify the desired graph density which makes
this pruning technique invariant with respect to the range of acoustic scores and log-posterior
probabilities. Section 5.4 described details of the first successful implementation of a lattice-
based Minimum Classification Error training for large vocabulary sizes. Methods to accelerate the
training procedure presented in Section 5.5 concluded this chapter.
75
Chapter 5 Estimating Discriminative Statistics
76
Chapter 6
Experimental Results
This chapter reports on experiments conducted on various speech recognition tasks with different
levels of difficulty. Key aspects of the investigation are (1) the dependency between model
complexity and training performance; (2) a comparison of different techniques to choose the step
size in the update equations; (3) the effect of using Gaussian mixture densities with different
variance tying schemes; and (4) a comparison of discriminative training criteria contained in the
extended unifying approach. Results are presented on the SieTill corpus, the Wall Street
Journal recognition tasks (Wsj-5k, Nab-20k and Nab-65k), and the Hub-4 corpus. Section 6.1
defines the evaluation criteria and the method used to estimate confidence intervals for significance
tests. Section 6.2 describes the speech corpora and presents the ML-trained baseline systems which
serve as starting point for the discriminative training. Section 6.3 presents experimental results on
the four areas listed above. The chapter ends with a summary in Section 6.4.
6.1 Evaluation Metrics and Significance Tests
System performance is mainly reported in terms of word error rate (WER) which is defined as
the minimum number of basic edit operations (insertions, deletions, and substitutions) that are
needed to transform the spoken word sequence into the recognized word sequence [Levenshtein 65].
Besides the WER, results are also reported for the sentence (or string) error rate (SER) which
reflects the amount of misrecognized utterances; the phoneme error rate (PER) which is defined
as the minimum number of edit operations needed to transform the sequence of spoken phonemes
into the sequence of recognized phonemes; and the graph error rate (GER) which is defined as the
minimum over the WERs of all sentence hypotheses represented in a word graph. Word graph
densities are quantified as follows:
• the average number of arcs per spoken word (avg. APS);
• the average number of arcs per recognized word (avg. APR); and
• the average number of arcs per time frame (avg. APT).
6.1.1 Confidence Intervals and Significance Tests
Confidence intervals are estimated based on the bootstrap re-sampling normal approximation
method [Efron 79, Noreen 89]. The bootstrap method aims at yielding a better estimation of
the true error rate of a classifier by generating a large number of virtual test sets over which
the individual error rates are averaged. The virtual test sets are obtained through sampling the
original test set with replacement (so-called Monte Carlo simulations). The averaged error rate is
considered to be more reliable than the error rate measured on the original test set. If not stated
otherwise, the number of virtual test sets is set to 100, 001 with each virtual set comprising 10,000
utterances that are chosen randomly with replacement from the original evaluation set.
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Pairwise system comparisons are based on the paired bootstrap method [Bisani & Ney 04,
Koehn 04]. Virtual test sets in the this method are generated through a consistent selection
of candidates with replacement from each system. The confidence intervals are estimated over
the differences between the word error rates of corresponding virtual test sets. Improvements are
considered to be statistically significant if the left boundary of the resulting confidence interval is
larger than zero. Confidence intervals are computed for the 70%, 90%, 95%, and the 99% quantile.
6.2 Speech Corpora and Baseline Systems
Experiments were conducted on five speech corpora with different levels of difficulty, including
elementary digit string recognition (SieTill), recognition of read speech (Wall Street Journal
tasks), and transcriptions of recorded broadcasts (Hub-4). The following subsections briefly
describe each recognition task and summarize some corpus statistics. Speech recognition systems
trained under the ML criterion define the starting point for the discriminative training runs.
6.2.1 SIETILL
Experiments for continuously spoken connected digit string recognition were performed on
the SieTill corpus which is a collection of telephone-line recorded German digit strings
[Eisele & Haeb-Umbach` 96]. The recognition vocabulary comprises the ten German digits plus
the pronunciation variant zwo for zwei (two). All utterances were spoken by adult speakers.
Table 6.1 summarizes some corpus statistics.
Table 6.1: Corpus statistics for the SieTill corpus for the recognition of telephone line recorded
continuously spoken connected German digit strings.
SieTill
training test
male female all male female all
amount of acoustic data rhs 5:58 5:20 11:18 6:03 5:20 11:23
silence portion r%s 54.7 53.7 54.2 55.5 53.7 54.7
# speakers 191 171 362 188 168 356
# sentences 6 886 6 150 13 036 6 938 6 176 13 114
# words 22 631 20 226 42 857 22 881 20 205 43 086
# lexicon words 11 11
# pronunciations 11 11
unknown words r%s 0.0 0.0
perplexity (zerogram LM) 11.0 11.0
The SieTill recognition system is based on gender-dependent whole-word HMMs with
continuous Gaussian emission distributions of up to 32 densities per state. Each gender is modeled
with 214 distinct states plus one state for silence. Observation vectors comprise 12 MFCCs with
first derivatives and the second derivative of the first component, resulting in a 12 ` 12 ` 1 “ 25
dimensional feature vector. Each three adjacent input frames are concatenated to a 3 ˆ 25 “ 75
dimensional super vector and projected into a 25 dimensional subspace via a Linear Discriminant
Analysis (LDA). Recognition systems were built for Gaussian mixture models with either a
globally-pooled variance vector or density-specific variances. In case of density-specific variances,
the feature space is further transformed with a Maximum Likelihood Linear Transform (MLLT)
which is applied on top of the LDA matrix (cf. Chapter 9). All baseline recognition systems were
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Table 6.2: Word error rates (WER) and sentence error rates (SER) measured on the SieTill corpus
for a ML trained baseline system using gender-dependent whole-word models consisting
of 214 distinct states per gender plus one state for silence. Results are presented for
both single and mixture densities using either a globally pooled variance vector (var=1)
or density specific variances (var=29).
SieTill
train test
var dns/mix error male female m+f male female m+f
1 1 WERr%s 3.43 2.71 3.09 4.01 4.24 4.12
SERr%s 9.12 7.40 8.31 10.25 11.06 10.63
32 WERr%s 0.92 0.72 0.83 1.92 2.25 2.07
SERr%s 2.61 2.18 2.41 5.10 6.10 5.57
29 1 WERr%s 3.63 3.01 3.34 4.28 4.08 4.18
SERr%s 9.92 8.47 9.24 11.06 10.69 10.88
32 WERr%s 0.78 0.38 0.59 1.57 1.50 1.54
SERr%s 2.28 1.16 1.75 4.19 4.19 4.19
trained under the ML criterion in the Viterbi approximation. Word error rates thus achieved range
between 4.12% (pooled variance) and 4.18% (density-specific variances) for single densities, and
between 2.07% (pooled variance) and 1.54% (density-specific variances) using mixture densities.
Table 6.2 lists the baseline results. Table 6.3 shows the word error rates for the different settings
together with their confidence interval estimations based on the bootstrap re-sampling normal
approximation method for the 70%, the 90%, the 95%, and the 99% interval. All ML trained
systems were used to generate high-density word lattices for both the correct (”numerator”) and
the competing (”denominator”) model. The resulting word graphs were pruned using the improved
version of the forward-backward pruning described in Section 5.2.2.
Table 6.3: Confidence intervals estimated on the SieTill corpus using the bootstrap re-sampling
normal approximation method [Efron 79].
SieTill
baseline confidence intervals
set var dns/mix gender del- ins- sub WERr%s 70% 90% 95% 99%
test 1 1 male 175-125- 617 4.01 ˘0.13 ˘0.21 ˘0.25 ˘0.33
female 187-137- 533 4.24 ˘0.14 ˘0.22 ˘0.26 ˘0.34
m+f 362-262-1150 4.12 ˘0.14 ˘0.22 ˘0.26 ˘0.34
32 male 112- 96- 232 1.92 ˘0.09 ˘0.15 ˘0.18 ˘0.23
female 81-127- 246 2.25 ˘0.10 ˘0.16 ˘0.19 ˘0.24
m+f 193-223- 478 2.07 ˘0.10 ˘0.15 ˘0.18 ˘0.24
29 1 male 251-329- 399 4.28 ˘0.14 ˘0.22 ˘0.26 ˘0.34
female 215-249- 360 4.08 ˘0.13 ˘0.21 ˘0.25 ˘0.33
m+f 466-578- 759 4.18 ˘0.14 ˘0.22 ˘0.26 ˘0.34
32 male 84- 99- 177 1.57 ˘0.08 ˘0.13 ˘0.16 ˘0.21
female 58- 88- 158 1.50 ˘0.08 ˘0.13 ˘0.15 ˘0.20
m+f 142-187- 335 1.54 ˘0.08 ˘0.13 ˘0.15 ˘0.20
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6.2.2 North American Business Corpora
The North American Business (Nab) corpora were compiled in 1991 as part of the
DARPA Spoken Language Program to support research on large-vocabulary Continuous Speech
Recognition (DARPA-CSR). The first two DARPA-CSR corpora consist of read speech with texts
drawn from a machine-readable collection of Wall Street Journal (Wsj) news texts and are
thus often known as Wsj0 and Wsj1. Later sections of these corpus sets contain read texts
from additional sources of North American Business news and other domains. The texts
were selected to fall within either a 5,000-word or a 20,000-word subset of the Wsj text corpus.
Some spontaneous dictation is included in addition to the read speech. The dictation portion
was recorded from journalists who dictated hypothetical news articles. To emphasize the size
of the recognition vocabulary, the corpora are referred to as Wsj-5k, Nab-20k, and Nab-65k,
respectively.
Wall Street Journal 5k (WSJ-5k)
The Wall Street Journal 5k (Wsj-5k) speech corpus is the first of two corpora collected for
the DARPA-CSR initiative. The texts selected for the 5,000-word subset have a closed recognition
vocabulary. Table 6.4 summarizes some corpus statistics.
Table 6.4: Corpus statistics for the Wall Street Journal 5k (Wsj-5k) speech corpus for the
recognition of read speech of texts drawn from a machine-readable collection of Wall
Street Journal news texts. The read texts were selected to fall within a 5,000-word
subset of the Wsj text corpus.
Wsj-5k
training development evaluation
male female male female male female
amount of acoustic data rhs 7:26 7:51 0:27 0:19 0:21 0:19
silence portion r%s 19.3 19.3 21.8 22.0 25.6 27.6
# speakers 42 42 6 4 4 4
# sentences 3 586 3 654 247 163 163 167
# words 64 905 66 071 4 067 2 717 2 653 2 700
# phonemes 277 883 281 879 16 780 11 575 11 345 11 210
# lexicon words 10 133 5 007 5 007
# pronunciations 10 771 5 656 5 656
unknown words r%s 0.0 0.0 0.0
perplexity (trigram LM) 293.8 57.8 52.8
The Wsj-5k recognition system uses 2000 decision-tree based, gender-independent within-word
triphone states plus one state for the silence model. The states are modeled as Gaussian mixture
distributions with a total of 149k densities. All densities share a single, diagonal variance vector.
The observation vectors comprise 16 MFCCs together with their first derivatives and the second
derivative of the energy, resulting in a 16 ` 16 ` 1 “ 33 dimensional feature vector. Each five
adjacent input frames are concatenated to a 5ˆ 33 “ 165 dimensional super vector and projected
into a 33 dimensional subspace via a Linear Discriminant Analysis (LDA). The baseline recognizer
was trained under the ML criterion in the Viterbi approximation and achieves a WER of 4.19%
on the combined development and evaluation set1 as shown in Table 6.5. Table 6.6 shows the
1 Since the official Wsj0 corpus does not provide a development set, the 410 sentences were extracted from 10 new
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respective confidence intervals.
Table 6.5: Baseline recognition results produced on theWsj-5k corpus using ML-trained Gaussian
HMMs with a single, globally pooled, diagonal covariance matrix.
Wsj-5k
train dev eval dev+eval
avg. #arcs per spoken word 334.77 171.89 187.66 178.92
avg. #arcs per best rec. word 241.23 128.05 136.50 131.82
avg. #arcs per time frame 80.42 72.33 68.63 70.61
GER r%s 0.19 0.25 0.07 0.17
PER r%s 1.98 5.53 4.89 5.25
WER r%s 6.86 4.55 3.74 4.19
SER r%s 67.71 40.49 34.85 37.97
Table 6.6: Confidence intervals estimated on the Wsj-5k corpus using the bootstrap re-sampling
normal approximation method [Efron 79].
Wsj-5k
baseline confidence intervals
set del-ins-sub WERr%s 70% 90% 95% 99%
dev 55- 24-230 4.55 ˘0.07 ˘0.11 ˘0.14 ˘0.18
eval 24- 25-151 3.74 ˘0.07 ˘0.11 ˘0.13 ˘0.17
dev+eval 79- 49-381 4.19 ˘0.04 ˘0.06 ˘0.07 ˘0.09
Wall Street Journal 20k and 64k (NAB-20k, NAB-64k)
The November’94 North American Business (Nab) training corpus consists of the 84 speakers
of the Wsj0 corpus (see above) plus 200 additional speakers of the Wsj1 corpus, resulting in a
total of 81 hours of speech. TheWsj1 corpus comprises 37 474 training utterance (over 81 hours of
speech), 4000 of which are the result of spontaneous dictations spoken by journalists with varying
degrees of experience in dictation. Two recognition vocabularies are defined, comprising 20k and
65k words, respectively. Table 6.7 summarizes some corpus statistics.
Recognition results were produced on the Nab Nov. ’94 Hub-1 development and evaluation set.
Both the 20k and the 65k recognition system use 7000 decision-tree based, gender-independent
across-word triphone states plus one state for silence. The states are modeled as Gaussian mixture
distributions with a total of 412k densities and a single, globally pooled, diagonal covariance
matrix. The observation vectors consist of 16 MFCCs without temporal derivatives. Each 7
adjacent input frames are concatenated to a 7ˆ 16 “ 112 dimensional super vector and projected
into a 32 dimensional subspace via an LDA transformation. The ML trained speech recognition
system achieves a WER of 11.41% using the 20k recognition vocabulary, and 9.22% using the 65k
recognition vocabulary on the combined development and evaluation corpus as shown in Table 6.9.
As a contrastive result, a recognition system for the same task was built that uses 3000 decision-
tree based, gender-independent within-word triphone states plus one state for silence. Other than
speakers of the North American Business task.
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the across-word system, the observation vectors in the within-word system comprise 16 MFCCs
together with their first derivatives and the second derivative of the energy. Each 3 adjacent
input frames are concatenated to a 3ˆ 33 “ 99 dimensional super vector and projected into a 33
dimensional subspace via a LDA. Table 6.8 shows the word error rates for the within-word system.
Confidence interval estimations are shown in Table 6.10 for both the across word system and the
within word system.
Table 6.7: Corpus statistics for the North American Business (Nab) corpus for the recognition
of read speech of texts drawn from a machine-readable collection of Wall Street
Journal (Wsj) news texts. The corpus, which includes the 84 speakers of the Wsj0
corpus, is augmented by 200 additional speakers of theWsj1 corpus. Recognition tasks
are defined for a 20k and a 65k words comprising vocabulary referred to as Nab-20k
and Nab-65k, respectively.
Nab-20k / Nab-65k
training development evaluation
male female male female male female
amount of acoustic data rhs 39:43 41:40 0:24 0:24 0:27 0:26
silence portion r%s 25.8 26.1 19.6 17.3 18.5 17.7
# speakers 142 142 10 10 10 10
# sentences 18 704 18 770 155 155 156 160
# words 319 629 322 445 3 671 3 716 4 135 4 058
# phonemes 1 334 464 1 344 335 15 038 15 316 16 426 16 190
# lexicon words 15 013 19 978 / 64 735 19 978 / 64 735
# pronunciations 16 990 22 412 / 69 970 22 412 / 69 970
unknown words r%s 0.0 2.7 / 0.5 2.6 / 0.9
perplexity (trigram LM) 181.9 124.5 / 145.9 136.8 / 144.2
Table 6.8: Baseline recognition results achieved on the Nab-20k and the Nab-65k speech corpus
using 3000 decision-tree based, gender-independent within-word triphone states trained
under the ML criterion.
Nab within-word systems
Nab-20k Nab-65k
train dev eval dev+eval train dev eval dev+eval
avg. APS 168.34 333.10 341.81 337.50 200.68 329.44 361.48 345.61
avg. APR 123.08 249.42 265.72 257.65 146.31 252.86 281.86 267.50
avg. APT 75.82 170.14 179.91 175.24 90.93 174.21 189.12 182.00
GER r%s 0.31 4.43 3.89 4.15 0.35 2.06 1.86 1.95
PER r%s 2.54 9.40 8.99 9.18 2.57 6.27 6.21 6.23
WER r%s 6.05 12.93 12.75 12.84 6.26 10.53 10.47 10.50
SER r%s 53.12 79.68 79.75 79.71 53.77 74.84 75.63 75.24
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Table 6.9: Baseline recognition results produced on the Nab-20k and the Nab-65k speech corpus
using 7000 decision-tree based, gender-independent across-word triphone states trained
under the ML criterion.
Nab across-word systems
Nab-20k Nab-65k
train dev eval dev+eval train dev eval dev+eval
avg. APS 81.38 122.20 128.94 125.60 63.84 95.87 100.16 98.03
avg. APR 59.46 94.02 102.38 98.24 46.81 74.66 79.92 77.32
avg. APT 42.99 77.93 75.68 76.76 34.28 62.48 60.40 61.40
GER r%s 0.28 4.63 4.17 4.39 0.29 2.26 2.29 2.28
PER r%s 1.85 8.65 8.47 8.55 1.88 5.52 5.70 5.61
WER r%s 4.89 11.45 11.38 11.41 5.01 9.07 9.35 9.22
SER r%s 45.88 73.78 76.27 75.08 46.27 66.77 71.20 69.01
Table 6.10: Confidence intervals estimated on the Nab-20k and the Nab-65k speech corpus using
the bootstrap re-sampling normal approximation method [Efron 79].
Nab confidence intervals
baseline confidence intervals
corpus set del- ins- sub WERr%s 70% 90% 95% 99%
Nab-20k WW dev 113-171- 671 12.93 ˘0.16 ˘0.25 ˘0.29 ˘0.39
eval 158-184- 703 12.75 ˘0.13 ˘0.20 ˘0.24 ˘0.32
dev+eval 271-355-1374 12.84 ˘0.07 ˘0.11 ˘0.14 ˘0.18
XW dev 102-160- 584 11.45 ˘0.14 ˘0.23 ˘0.27 ˘0.36
eval 124-173- 635 11.38 ˘0.12 ˘0.19 ˘0.23 ˘0.30
dev+eval 226-333-1219 11.41 ˘0.07 ˘0.11 ˘0.13 ˘0.17
Nab-65k WW dev 128-104- 546 10.53 ˘0.15 ˘0.23 ˘0.28 ˘0.36
eval 163-112- 583 10.47 ˘0.12 ˘0.19 ˘0.22 ˘0.29
dev+eval 291-216-1129 10.50 ˘0.07 ˘0.11 ˘0.13 ˘0.17
XW dev 115- 93- 462 9.07 ˘0.13 ˘0.21 ˘0.25 ˘0.33
eval 126-108- 532 9.35 ˘0.11 ˘0.17 ˘0.20 ˘0.27
dev+eval 241-201- 994 9.27 ˘0.06 ˘0.10 ˘0.12 ˘0.15
6.2.3 Broadcast News Transcription Task (HUB-4)
The 1996 Broadcast News Speech Corpus consists of American English transcribed television
and radio broadcasts from ABC, CNN, and CSPAN television networks as well as NPR and
PRI radio networks with corresponding transcripts. The recordings cover six different conditions
ranging from clean to heavily degraded speech [Garofolo & Fiscus` 97]. The primary motivation
for this collection was to provide training data for the DARPA Hub-4 Project on continuous speech
recognition in the broadcast domain. Table 6.11 contains some corpus statistics.
The speech recognition system built for the Hub-4 task uses 4000 decision-tree based, gender-
dependent across-word triphone states plus one state for silence. For each gender, two systems
were trained that differ with respect to the variance tying scheme. The first system uses a
single, globally pooled diagonal covariance matrix and the second system employs density-specific
diagonal covariance matrices. Generalized triphone states are modeled with Gaussian mixture
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Table 6.11: Corpus statistics for the Hub-4 data collection for the recognition of speech in the
broadcast domain. The collection covers six different conditions ranging from clean to
heavily degraded speech.
Hub-4
training test
male female male female
amount of acoustic data rhs 63:29 32:50 1:48 1:06
silence portion r%s 14.8 14.5 16.0 10.5
# speakers 275 274 N.N. N.N.
# sentences 17 148 8 914 396 261
# words 698 609 350 917 19 497 12 196
# phonemes 2 651 125 1 362 770 75 803 47 721
# lexicon words 66 269
# pronunciations 81 931
unknown words r%s 0.0 0.0 1.0 1.2
perplexity (trigram LM) 225.4 240.8 221.3 207.8
distributions. The system trained on the male speaker portion uses either 358k densities with a
single, globally pooled variance vector, or 241k densities with a total of 62k diagonal covariance
matrices. Similarly, the system trained on the female speaker portion uses either 246k densities with
a globally pooled diagonal variance, or 148k densities tied over approximately 33.8k variances. The
observation vectors used in either system consist of 16 MFCCs. Each 9 consecutive input frames
are concatenated to a 9ˆ 16 “ 144 dimensional super vector and projected into a 45 dimensional
subspace using a LDA transformation. In case of the multi-variance systems, the 45 dimensional
feature space is further transformed via an MLLT which is applied on top of the LDA matrix.
Table 6.12: Hub-4 baseline recognition results produced with a system using 4000 decision-tree
based, gender-dependent across-word triphone states plus one state for silence. States
are modeled as Gaussian mixture densities that share a single, globally tied diagonal
covariance matrix. Other than the lattices generated for the male speaker portion, the
word lattices for the female speaker portion were built using an integrated unigram
language model (cf. Section 6.3.11). As a consequence, the average graph densities are
substantially smaller compared to trigram-decoded lattices.
Hub-4, pooled variance
train test
male female m+f male female m+f
avg. #arcs per spoken word 221.35 27.07 115.61 146.53 52.76 109.28
avg. #arcs per best rec. word 135.18 17.45 71.23 96.54 35.40 72.25
avg. #arcs per time frame 24.63 10.86 19.93 45.52 23.71 37.21
GER r%s 6.06 2.73 4.95 10.70 10.34 10.56
PER r%s 10.86 10.67 10.80 15.72 14.32 15.18
WER r%s 15.13 18.77 16.35 23.39 20.93 22.44
SER r%s 83.76 89.45 85.71 92.68 88.12 90.87
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All systems were trained under the ML criterion in the Viterbi approximation. Tables 6.12 and
6.13 show the baseline results together with the average word graph densities for the numerator
and the denominator lattices. Table 6.14 shows the baseline error rates for the multi-variance
system separated by gender and recording conditions. Confidence interval estimations are shown
in Table 6.15.
Table 6.13: Hub-4 baseline recognition results produced with a system using 4000 decision-tree
based, gender-dependent across-word triphone states plus one state for silence. States
are modeled as Gaussian mixture densities with density specific, diagonal covariance
matrices.
Hub-4, density-specific variances
train test
male female m+f male female m+f
avg. #arcs per spoken word 221.35 35.68 121.50 377.54 52.76 248.52
avg. #arcs per best rec. word 133.29 24.65 75.33 246.56 35.40 162.54
avg. #arcs per time frame 24.63 14.99 21.34 109.43 23.71 76.78
GER r%s 6.06 2.08 4.73 9.71 10.34 9.96
PER r%s 10.96 12.53 11.50 15.55 14.37 15.09
WER r%s 15.36 22.17 17.64 22.82 20.65 21.98
SER r%s 83.63 91.17 86.21 92.68 89.27 91.32
Table 6.14: Hub-4 baseline results. Both systems employ across-word models with density-specific,
diagonal variances estimated in an LDA-MLLT transformed feature space. Word error
rates are shown separately for each gender and broken down by recording conditions.
The recording conditions range form clean speech (f0) to heavily degraded speech (fx).
Hub-4
gender dns/mix f0 f1 f2 f3 f4 f5 fx all
male 1.00 18.44 30.25 37.82 36.42 29.71 34.18 41.55 28.31
1.99 17.14 27.49 36.72 32.55 28.57 32.81 39.72 26.63
3.89 16.05 26.19 35.03 32.02 27.23 28.71 37.68 25.27
6.92 15.08 25.21 34.01 32.78 26.46 26.95 35.70 24.33
10.53 14.60 24.89 32.59 31.79 25.68 24.41 34.23 23.50
13.22 13.97 24.58 32.16 31.79 25.99 22.85 33.59 23.07
14.77 14.17 24.54 32.03 31.79 25.48 23.24 33.31 23.05
15.56 14.03 24.54 31.49 32.40 24.65 22.65 32.89 22.81
female 1.00 14.32 28.23 38.65 30.45 29.48 27.52 39.62 24.21
1.99 13.27 26.37 36.15 28.64 27.79 26.85 38.52 22.75
3.62 12.50 25.55 35.69 30.45 27.33 26.17 36.89 21.99
5.58 12.27 24.65 35.01 30.00 26.33 22.82 35.06 21.28
7.09 12.15 24.42 34.78 28.18 26.25 24.16 34.24 21.05
7.93 11.68 24.56 35.12 31.82 24.48 22.82 34.70 20.82
8.32 11.55 24.53 34.89 30.45 24.87 22.82 34.52 20.74
8.48 11.75 24.16 34.09 30.45 24.87 22.82 33.88 20.61
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Table 6.15: Confidence intervals estimated on the Hub-4 corpus using the bootstrap re-sampling
normal approximation method.
Hub-4
baseline confidence intervals
set var. model gender del- ins- sub WERr%s 70% 90% 95% 99%
test pooled male 939- 852-2770 23.39 ˘0.10 ˘0.15 ˘0.18 ˘0.24
female 597- 352-1636 20.93 ˘0.09 ˘0.15 ˘0.18 ˘0.23
m+f 1536-1204-4406 22.44 ˘0.15 ˘0.23 ˘0.28 ˘0.36
mix.-spec. male 1039- 760-2650 22.82 ˘0.09 ˘0.15 ˘0.17 ˘0.23
female 646- 328-1576 20.65 ˘0.08 ˘0.13 ˘0.16 ˘0.21
m+f 1685-1088-4226 21.98 ˘0.13 ˘0.21 ˘0.25 ˘0.33
6.3 Experiments
Experiments for lattice-based discriminative training were performed on the Wsj-5k corpus,
the Nab-20k corpus, the Nab-65k corpus, and the Hub-4 corpus. If not stated otherwise,
discriminative training runs always start from the ML-trained baseline as described in Section 6.2.
6.3.1 Initial Settings and Defaults
To describe the experimental setups as briefly as possible, some settings and parameters are only
specified if they differ from a default. Default settings are as follows:
• Exact match alignment versus constrained search: exact match is default.
• Language model used in decoding : if not stated otherwise, all language models used for
decoding the training and the test data are trigram language models.
• Language model re-scoring in training : if not stated otherwise, the language models used to
re-score training lattices are unigram language models. The unigram language model uses
the same scaling factor and the same word insertion penalties as the language model used
for generating the lattices.
• Lattice generation: all lattices are generated in a one-pass integrated trigram search. The
lattices used in discriminative training are re-scored with a unigram language model. The
unigram lattice re-scoring leaves the lattice structure unchanged, i.e, after re-scoring, all
lattice nodes remain connected with the same adjacent nodes to which they were connected
before the re-scoring.
• Acoustic scaling factor κ: the scaling factor κ is set to the inverse of the language model
scaling factor. This yields 1.0 for SieTill; 1/18 for Wsj-5k; 1/19 for both the Nab-20k
and the Nab-65k within-word system, and 1/22 for the respective across word systems. The
gender-dependent Hub-4 recognition systems use a scaling factor of 1/20.
• Choice of iteration constants: if not stated otherwise, the default method for choosing the
iteration constants is the Λ method as described in Section 4.3.2.
• Optimization Method : If not stated otherwise, all discriminatively trained systems are
optimized with the Extended Baum (EB) algorithm. By default, the iteration constants
are scaled with a factor h “ 1.1.
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6.3.2 Exact Match Alignment vs. Constrained Search
Experiments comparing the exact match alignment with the constrained search algorithm were
conducted on the Wsj-5k corpus. Table 6.16 shows the results for either keeping the time
boundaries (Viterbi segmentation points) of word hypotheses represented in a lattice a constant
or allowing the search algorithm to refine the time boundaries before the forward-backward
probabilities are estimated. The former method is called exact match alignment while the latter is
referred to as constrained search. In contrast to a full search, the HMM network for the denominator
model in the constrained search is restricted to those hypotheses that are encoded in a word lattice.
Both the exact match alignment and the constrained search cannot hypothesize word sequences
other than those for which there is a corresponding path in the input word lattice. Figure 6.1 shows
the evolution of the MMI criterion in the course of the iteration index. The corresponding word
error rates measured on the combined development and evaluation set are shown in Figure 6.2 and
listed in Table 6.16.
Although, Table 6.16 shows a slightly better performance for the exact match alignment over
the constrained search, there is no statistically significant difference between either method. The
exact match alignment is, however, substantially faster than the constrained search algorithm and
allows for reducing the total training time by more than a factor of two. Hence, if not stated
otherwise, the exact match alignment is used for all further experiments reported in this chapter.
Table 6.16: Comparison of the exact match alignment with the constrained search algorithm on
the Wsj-5k corpus.
Wsj-5k
development evaluation dev + eval
PER WER SER PER WER SER PER WER SER
ML 5.61 4.72 41.2 4.98 3.90 36.7 5.33 4.36 39.2
MMI exact match 5.29 4.26 39.0 4.81 3.64 34.9 5.08 3.99 37.2
MMI constrained search 5.38 4.33 39.8 4.87 3.72 34.6 5.15 4.06 37.4
6.3.3 Increasing the Model Complexity
The following experiments show how the performance of a discriminative training under the
MMI criterion is affected by changing the model complexity. The initial model is adopted from
the Wsj-5k system which is a fairly simple within-word speech recognition system. The model
complexity is then gradually increased by first enlarging the recognition vocabulary from 5k to 20k
words and switching to the Nab-20k corpus using different ML-trained parameter sets. Settings
that are varied include the dimensionality of the LDA transformation matrix, the number of
generalized triphone states, and the total number of mixture densities. The model mismatch
due to the presence of out-of-vocabulary words is further reduced by switching from the 20k to
the 65k recognition vocabulary. Finally, coarticulatory effects are explicitly captured by using
across-word models. All experiments pursue the question as to what extent the performance of a
discriminatively trained system is affected by the initial setting of the ML-trained parameter set
and how the presence or absence of a certain model changes the recognition rates thus obtained.
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Figure 6.1: Evolution of the MMI criterion as a function of the iteration index for the exact
match alignment and the constrained search algorithm on the combined development
+ evaluation data of the Wsj-5k corpus.
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Figure 6.2: Evolution of the word error rate as a function of the iteration index for the exact
match alignment and the constrained search algorithm on the combined development
+ evaluation data of the Wsj-5k corpus.
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Increasing the Vocabulary Size
The acoustic model employed by the Wsj-5k recognition system was trained on a comparatively
small amount of training data. In this Section, the effect of increasing the amount of training
data as well as the vocabulary size is investigated by switching from the Wsj-5k corpus to the
Nab-20k corpus. To make the recognition results of both systems comparable, the acoustic model
trained for the Wsj-5k system is plugged into the Nab-20k system. Table 6.17 shows the results
in terms of word error rates for the ML trained baseline systems and the discriminative system
optimized under the MMI criterion. In both cases the discriminatively trained system improves
the word error rate between 3.6% and 6.8% relative over the corresponding ML baseline. However,
despite the significant decrease in terms of word error rate obtained on the Wsj-5k corpus by
the discriminative model, it does not improve over the ML-trained acoustic model if the latter is
trained on a substantially larger amount of training data as, in this example, the Nab-20k corpus.
Table 6.17: Recognition results on the Nab-20k test corpus using acoustic models trained on the
Wsj-5k training data and the Nab-20k training data, respectively. Both models are
optimized under the ML and the MMI criterion and are applied to the Nab-20k test
corpus.
Nab-20k
development evaluation dev + eval
train criterion PER WER SER PER WER SER PER WER SER
Wsj-5k ML 12.70 14.12 78.71 12.63 14.48 79.11 12.67 14.31 78.91
MMI 12.45 13.69 79.03 12.35 13.90 79.11 12.40 13.80 79.07
Nab-20k ML 9.40 12.93 79.68 8.99 12.75 79.75 9.18 12.84 79.71
MMI 9.44 12.08 75.48 8.83 11.88 75.32 9.12 11.97 75.40
MMI Training Starting from an Improved ML Baseline
The following experiment investigates to what extent the MMI criterion is able to outperform the
initial ML-trained error rate if an improved ML-trained baseline system is used as starting point.
Experiments were conducted on the Nab-20k corpus. Other than the baseline setting described in
Section 6.2, the improved system uses 2500 generalized within-word triphone states with a larger
set of 522k Gaussian mixture densities. Another difference is the LDA transformation matrix which
now maps a 99-dimensional super vector (obtained by concatenating each 3 adjacent observation
vectors) into a 33-dimensional feature space. Compared to the previous system, the improved
system achieves a word error rate of 12.39%, which is a modest gain of 0.2% absolute over the
previous baseline system. Despite the improvement in the initial system, the MMI criterion is
still able to further reduce the word error rate by almost 1% on the combined development and
evaluation set. Hence, the improvements obtained with an MMI training are additive and do not
seem to be affected by changes in the number of generalized n-phone states or the estimation of the
LDA transformation matrix. Figure 6.3 shows the evolution of the MMI criterion in the course of
the training iterations. The corresponding word error rates measured on the combined development
plus evaluation set are shown in Table 6.4. We also note that the recognition performance over the
first five iterations of the discriminative training run initially deteriorates the test set performance
which may be due to the larger number of mixture densities used for the acoustic model. Many
of these densities seem to be redundant and are not necessary to achieve a high recognition
performance. As shown in Figure 6.5, the discriminative training decreases the number of mixture
components in each iteration until it achieves a more appropriate model complexity of less than
490k densities.
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Table 6.18: Baseline results obtained on the Nab-20k corpus with an improved, ML-trained,
within-word recognition system.
Nab-20k
train dev eval dev + eval
avg. #arcs per spoken word 186.94 65.70 66.16 65.93
avg. #arcs per best rec. word 144.93 51.71 53.28 52.50
avg. #arcs per time frame 81.52 34.48 36.75 35.67
GER r%s 0.0 5.06 4.37 4.70
SER r%s 49.58 76.45 78.16 77.32
WER r%s 5.30 12.25 12.52 12.39
PER r%s 2.08 9.04 8.85 8.94
Table 6.19: Recognition results on the Nab-20k corpus for a discriminative training under the MMI
criterion on top of an improved ML-trained within-word baseline system.
Nab-20k
development evaluation dev + eval
PER WER SER PER WER SER PER WER SER
ML 9.04 12.25 76.45 8.85 12.52 78.16 8.94 12.39 77.32
MMI 8.85 11.56 74.52 8.31 11.36 76.58 8.56 11.46 75.56
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Figure 6.3: Evolution of the MMI objective function on the combined development + evaluation
set in the course of the iteration index starting from an improved ML-trained baseline
system for the Nab-20k corpus.
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Figure 6.4: Evolution of the word error rate on the combined development + evaluation set in the
course of the iteration index starting from an improved ML-trained baseline system
for the Nab-20k corpus.
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Figure 6.5: Evolution of the number of densities in the course of the iteration index for a
discriminative training under the MMI criterion starting from an improved ML-trained
baseline system on the Nab-20k corpus.
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6.3.4 Optimization Using the Fast Method
The fast method proposed in Section 4.3.3 is an optimization procedure that can lead to
significantly faster convergence rates compared to traditional optimization schemes as proposed
in [Schlu¨ter & Macherey` 01] and [Woodland & Povey 02]. Although the fast method is based
on the same heuristic according to which the step size is chosen such that the variances in the
update-equations are positive definite, it cannot be derived from the auxiliary function used in the
Extended Baum algorithm. Figure 6.6 shows the evolution of the MMI objective function in the
course of the iteration index on the Nab-20k corpus using the conventional β method as suggested
in [Schlu¨ter & Macherey` 01] and, starting from the 6th iteration on, using in addition the fast
method. Figure 6.7 shows the corresponding word error rates. The fast method is able to optimize
the training criterion significantly faster than the β optimization scheme. It does not, however,
result in a statistically significant gain on the development set as shown in Table 6.22. Note that
the experiments were conducted on a different ML-trained baseline system. The corresponding
baseline is shown in Table 6.21. Table 6.20 lists the names for the different optimization schemes.
Table 6.20: Naming scheme for optimization methods used in discriminative training.
Optimization Method Reference
E [Woodland & Povey 02] (cf. Sec. 4.3.1, p. 45)
Λ cf. Sec. 4.3.2, p. 46
β [Schlu¨ter & Macherey` 01] (cf. Sec. 4.3.1, p. 45)
fast cf. Sec. 4.3.3, p. 47
Table 6.21: Baseline recognition results obtained with a within-word system on the Nab-20k
corpus. The baseline serves as starting point for the investigation of the fast training
method.
Nab-20k
train dev
avg. #arcs per spoken word 195.9 72.4
avg. #arcs per best rec. word 151.7 56.2
avg. #arcs per time frame 80.5 36.9
GER r%s 0.0 4.9
SER r%s 64.6 78.4
WER r%s 8.3 12.6
PER r%s 2.9 9.1
Table 6.22: Fast discriminative training with the MMI criterion on the Nab-20k corpus.
Nab-20k
development
PER WER SER
ML 9.1 12.6 78.4
MMI beta 8.7 11.6 76.1
MMI fast 8.7 11.5 75.2
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Figure 6.6: Evolution of the MMI objective function in the course of the iteration index on the
Nab-20k corpus using the conventional β method and, starting from the 6th iteration
on, using in addition the fast method.
 11.8
 11.9
 12
 12.1
 12.2
 12.3
 12.4
 12.5
 12.6
 12.7
 12.8
 0  2  4  6  8  10  12  14
W
ER
[%
]
iteration
MMI β
MMI fast
Figure 6.7: Evolution of the word error rate in the course of the iteration index on the Nab-20k
corpus using the conventional β method and, starting from the 6th iteration on, using
in addition the fast method.
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Effect of Out-of-Vocabulary Words
A large share of recognition errors in automatic speech recognition systems is caused by unknown
words which are not represented in the pronunciation dictionary. Typically, unknown words trigger
additional errors in their neighborhood because the recognizer may hypothesize other words as
surrogates to explain the acoustic observations which then expose the wrong context to the language
model. This may even further reduce the likelihood of sentence hypotheses that will have a low
word error rate if their acoustic model scores do not compensate for the higher language model
costs.
To measure how unknown words affect the performance of a discriminatively trained system, the
acoustic models obtained from the improved baseline system (cf. the previous section) were used to
decode the test set of the Nab-20k corpus with an increased pronunciation dictionary comprising
65k words. Due to the enlarged recognition vocabulary the lattices for the development and the
evaluation data had to be rebuilt. The resulting word graph densities and error rates are shown
in Table 6.23.
Table 6.24 shows the recognition results after increasing the vocabulary size for the Nab-20k
system from 20k to 65k words. Both the Nab-20k system and the Nab-65k system use the same
acoustic model which was trained under the MMI criterion on the Nab-20k training data. Only
the size of the recognition vocabulary as well as the language model were changed. As was the case
for the Nab-20k system, the improvement of more than 1% absolute over the ML-trained baseline
still carries over to the Nab-65k system. This indicates that an acoustic model trained under the
MMI criterion does not necessarily achieve improved recognition accuracies for words which are in
the direct neighborhood of unknown words.
Table 6.23: ML-trained baseline results on the Nab-65k recognition tasks using the improved
acoustic model from Table 6.18 and an enlarged vocabulary size of 65k words.
Nab-65k
train dev eval dev + eval
avg. #arcs per spoken word 186.94 62.35 66.84 64.62
avg. #arcs per best rec. word 144.93 50.34 54.50 52.44
avg. #arcs per time frame 81.52 34.15 37.22 35.75
GER r%s 0.0 2.49 2.34 2.41
SER r%s 49.58 71.94 74.37 73.16
WER r%s 5.30 10.32 10.31 10.31
PER r%s 2.08 6.06 6.12 6.09
Table 6.24: Discriminative training based on the MMI criterion using the improved ML trained
within-word baseline system from Table 6.23.
Nab-65k
development evaluation dev + eval
PER WER SER PER WER SER PER WER SER
ML 6.06 10.32 71.94 6.12 10.31 74.37 6.09 10.31 73.16
MMI 5.80 9.27 66.45 5.57 9.14 70.89 5.68 9.20 68.69
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Across-Word Modeling
Table 6.25 shows the recognition performance on the Nab-20k corpus if within word models are
replaced with across word models. Compared to the ML-trained baseline system, which achieves
a WER of 11.47%, the discriminative training under the MMI criterion is able to further reduce
the word error rate by 0.43% absolute. Although this gain is still substantial, the MMI criterion
does not achieve the 1% improvement on top of the ML-trained system that can be achieved
if within-word models are used. This indicates that a discriminative training under the MMI
criterion alleviates some of the effects that are caused by using simpler word boundary models.
The same observation can be made when the discriminatively trained acoustic models are applied
to the Nab-65k recognition task as shown in Table 6.26. Here, the improvement on the combined
development and evaluation set yields 0.35% absolute in terms of word error rate. For comparison,
both tables also show results for the MCE criterion, the MPE criterion, and the MWE criterion.
Table 6.25: Discriminative training using the Maximum Mutual Information (MMI) criterion, the
Minimum Classification Error (MCE) criterion, the Minimum Phone Error (MPE)
criterion, and the Minimum Word Error (MWE) criterion on top a Maximum
Likelihood (ML) trained baseline across-word system for the Nab-20k corpus.
Nab-20k
development evaluation dev + eval
PER WER SER PER WER SER PER WER SER
ML 8.65 11.45 73.87 8.47 11.38 76.27 8.55 11.41 75.08
MMI 8.54 11.11 72.58 8.24 11.09 74.68 8.38 11.10 73.64
MCE 8.49 11.11 74.19 8.18 10.97 75.32 8.32 11.04 74.76
MPE 8.55 11.01 72.58 8.25 11.03 73.73 8.39 11.02 73.16
MWE 8.50 11.15 72.90 8.24 11.02 74.68 8.36 11.08 73.80
Table 6.26: Discriminative training using the Maximum Mutual Information (MMI) criterion, the
Minimum Classification Error (MCE) criterion, the Minimum Phone Error (MPE)
criterion, and the Minimum Word Error (MWE) criterion on top a Maximum
Likelihood (ML) trained baseline across-word system for the Nab-65k corpus.
Nab-65k
development evaluation dev + eval
PER WER SER PER WER SER PER WER SER
ML 5.52 9.07 66.77 5.70 9.35 71.20 5.61 9.22 69.01
MMI 5.46 8.99 66.77 5.50 9.02 69.62 5.48 9.01 68.21
MCE 5.35 8.81 67.10 5.45 9.04 69.30 5.41 8.93 68.21
MWE 5.39 8.81 66.13 5.53 9.18 70.25 5.46 9.01 68.21
MPE 5.50 8.84 67.10 5.44 8.97 68.99 5.47 8.91 68.05
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Training with Increased Vocabulary Sizes
In the previous subsection the effect of optimizing across-word models with different discriminative
training criteria was investigated. This section investigates how different vocabulary sizes affect
the recognition performance. As before, the investigation is conducted on the Nab-20k and
the Nab-65k corpus for both a within-word system and an across-word system. The central
question guiding the experiments is whether a discriminative training can benefit from an increased
vocabulary size in training as this may help to improve generalization. Table 6.27 shows the
recognition results when the vocabulary sizes in training and recognition are increased. The third
column, “train”, shows the size of the recognition vocabulary used for generating the training
lattices, and the fourth column, “test”, indicates the vocabulary size used to decode the test
utterances. Note that only a discriminative training may benefit from an increased training
vocabulary whereas the ML criterion is not able to exploit an enlarged pronunciation dictionary
during the acoustic model training.
Although one could expect that the increased vocabulary size in training would be reflected in
an improved recognition performance, Table 6.27 clearly shows that there is almost no difference
in the word error rates. This is partially an effect of the pronunciation dictionary used in training
which is already nearly closed if the 20k lexicon is used. Hence, increasing the vocabulary size does
not lead to improved generalization. Even if the additional words in the pronunciation lexicon are
acoustically similar to entries in the 20k word-comprising subset, there will be no additional gain
since the models for the correct and the competing classes are discriminated on a sub word level
for which the similarity is typically much higher than on the word level (cf. the phoneme error
rates in Table 6.27 which are significantly lower than the corresponding word error rates). Since
the gradient in the optimization procedure is determined by the state occupancy probabilities, its
direction is primarily affected by recognition errors on a sub-phoneme level rather than on a word
level. The outcome of this experiment might, however, show different results, if the language model
parameters were also subject to a discriminative training procedure rather than being kept fixed.
Table 6.27: Discriminative training under the MMI criterion on the Nab-65k corpus on top of
a ML-trained within-word system and a ML-trained across-system, respectively. The
table shows the effect that using different vocabulary sizes in training has on recognition
performance.
Nab-20k, Nab-65k
vocab. size development evaluation dev + eval
model crit. train test PER WER SER PER WER SER PER WER SER
WW ML 20k 20k 9.40 12.93 79.68 8.99 12.75 79.75 9.18 12.84 79.71
65k 6.27 10.53 74.84 6.21 10.47 75.63 6.23 10.50 75.24
MMI 20k 20k 9.27 12.02 75.48 8.65 11.75 75.32 8.94 11.88 75.40
65k 6.25 10.02 70.65 5.92 9.50 70.25 6.08 9.74 70.45
65k 20k 9.22 11.99 75.81 8.69 11.86 75.95 8.94 11.93 75.88
65k 6.21 9.91 71.29 5.94 9.59 70.25 6.06 9.74 70.77
XW ML 20k 20k 8.65 11.45 73.87 8.47 11.38 76.27 8.55 11.41 75.08
65k 5.52 9.07 66.77 5.70 9.35 71.20 5.61 9.22 69.01
MMI 20k 20k 8.54 11.11 72.58 8.24 11.09 74.68 8.38 11.10 73.64
65k 5.46 8.99 66.77 5.50 9.02 69.62 5.48 9.01 68.21
65k 20k 8.52 11.29 72.90 8.27 11.11 74.37 8.39 11.19 73.64
65k 5.38 8.83 66.45 5.50 9.07 68.99 5.44 8.95 67.73
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6.3.5 Model Complexity versus System Performance
The previous sections investigated how increasing the model complexity affects the performance
of a discriminative training. Figure 6.8 illustrates this gain in a learning curve. While the change
in terms of word error rate for many system parameters such as the dimensionality of the feature
space, the number of mixture densities, and the number of generalized n-phone states is additive
when switching from an ML-trained system to a discriminatively trained system, the use of across-
word models results in a reduced performance gain. Hence, the absence of an explicit model that
allows for capturing inter-word coarticulation can partially be compensated by a discriminative
training procedure.
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Figure 6.8: Learning curve on theWall Street Journal corpora. Illustrated is the performance
of various ML-trained systems, which differ with respect to their model complexity,
and corresponding systems trained under the MMI criterion. The model complexity
increases from left to right. The ML-trained baseline systems are defined as follows:
(a) shows the performance in terms of word error rate (WER) if the acoustic model
trained on the Wsj-5k corpus is applied to the Nab-20k corpus; (b) is a within-word
system trained on the Nab-20k corpus; (c) is an improved version of system (b);
(d) shows the transition from within-word to across-word models; (e) depicts the
performance of the within-word system as defined under (b) but using the 65k
recognition vocabulary; and (f) shows the performance of the across-word system
using the 65k words comprising recognition vocabulary of the Nab-65k corpus.
The corresponding discriminatively trained systems were optimized under the MMI
criterion (α-δ,ζ-θ) or the MCE criterion (,ι), respectively. System (θ) uses the 65k
words recognition vocabulary also in training.
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Comparison with CU-HTK
Table 6.28 compares the performance gains achieved on the Nab-65k test corpus with results
published in [Povey & Woodland 02, Povey 04] by the University of Cambridge (CU). The
Cambridge recognition systems is based on the HTK toolkit [Young & Evermann` 06] and uses
6399 decision-tree based, gender independent 3-state HMM across-word triphone models. States
are modeled as Gaussian mixture distributions with density-specific variances and 12 densities per
mixture. The observation vectors consist of 12 cepstral coefficients plus the log energy as well as
the first and the second order derivatives, resulting in a 39 dimensional feature vector. Each three
adjacent input frames are concatenated to a 3ˆ 39 “ 117 dimensional super vector and projected
into a 32 dimensional subspace via an LDA transformation. The baseline recognizer employs a
trigram language model. Table 6.28 shows results obtained with the MMI criterion, the MCE
criterion, the MWE criterion, and the MPE criterion.
Table 6.28: Comparison of recognition results obtained with the RWTH speech recognizer and the
CU-HTK system on the Nab-65k corpus. Both systems use discriminatively trained
across-word models.
Nab-65k, WERr%s
RWTH CU-HTK
[Povey & Woodland 02]
[Povey 04]
criterion dev eval dev + eval dev eval dev + eval
ML 9.07 9.35 9.22 9.34 9.80 9.57
MMI 8.99 9.02 9.01 8.80 9.40 9.10
MMI (65k in train) 8.83 9.07 8.95
MCE 8.81 9.04 8.93 – – –
MWE 8.81 9.18 9.01 – – –
MPE 8.84 8.97 8.91 8.70 9.29 8.99
6.3.6 Discriminative Training with Tied Covariance Matrices
Subject to the investigation in this section is the question whether a single variance vector
pooled over all Gaussian densities can prevail over a mixture- or a density-specific variance model.
Experiments conducted in the past at RWTH Aachen University were often inconclusive and did
not result in a clear answer [Schlu¨ter & Macherey` 97]. In fact, many experiments even showed
a performance loss when instead of a globally pooled variance model, mixture- or density-specific
variances were estimated in an LDA-transformed feature space. As will be pointed out in Chapter 9,
the main reason for this performance loss can be attributed to the diagonal modeling constraint
which is typically imposed on the variance model if the amount of available training data is not
sufficient to allow for estimating full covariance matrices. However, since the LDA transformation
cannot diagonalize more than two covariance matrices simultaneously, the model assumption of
diagonal variances is typically violated as soon as mixture specific variances are used. One way to
alleviate this problem is to combine the LDA transformation matrix with a Maximum Likelihood
Linear Transform (MLLT). The MLLT warps the feature space such that the loss between the full
covariance model and the diagonal variance model is minimized2. The MLLT is a key component
when using multiple variances in a speech recognition system. Multiple variances also affect the
discriminative training procedure. As discussed in Chapter 4, the use of several variances may
2 Details of the MLLT transformation are discussed in Chapter 9.
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provide better constraints on how to choose the step size in the Extended Baum (EB) algorithm.
In practice, the step size is typically chosen under the constraint that the resulting variances have
to be positive (or positive definite in case that full covariance matrices are used). Therefore, the
number of variance parameters in the acoustic model has a direct effect on the convergence speed
and thus on the recognition performance. If only a single, globally pooled variance vector is used,
the step sizes of hundreds of thousands of parameters have to be adjusted based on the small
number of components in the variance vector. Typically, this increases the number of iterations
required until the training criterion converges by a factor of 5 to 10. In contrast to that, the
use of multiple variance vectors provides additional constraints on how to choose the iteration
constants and thus allows for adjusting the step sizes more effectively. As a consequence, training
times can be reduced and the number of iterations required until convergence is reached decreases
substantially.
To investigate the effect of using a single, globally pooled variance vector compared to density
specific variances, experiments were first conducted on the SieTill corpus for continuously spoken
connected German digit strings. Table 6.29 shows the recognition results in terms of word
error rates for different variance tying schemes and three methods on choosing the step size in
a discriminative training under the MMI criterion. Both systems use an LDA transformation
matrix. In case of density specific variances, the LDA is combined with a MLLT transformation
matrix. Figure 6.9 depicts the evolution of the MMI training criterion in the course of the number
of training iterations for various variance tying schemes and different methods for choosing the
step size. Figure 6.10 shows the corresponding word error rates on the SieTill test corpus. The
WERs obtained with this setting are the best results ever reported on this task.
Table 6.29: Recognition results for different variance tying schemes and three methods on choosing
the step size for a discriminative training under the MMI criterion. Both systems
use an LDA transformation matrix which, in case of the density specific variances, is
combined with an additional MLLT transformation matrix.
male + female WERr%s
ML MMI
# variance # densities Dsl Ds ∆k
1+1 6.8k+6.8k 2.04 1.95 1.78 1.74
6.2k+6.2k 6.8k+6.8k 1.56 1.36 1.46 1.36
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Figure 6.9: Evolution of the MMI training criterion on the male speaker portion of the SieTill
corpus in the course of the number of training iterations for various variance tying
schemes and different methods for choosing the step size.
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Figure 6.10: Evolution of the word error rate on the male speaker portion of the SieTill corpus
in the course of the number of training iterations for various variance tying schemes
and different methods for choosing the step size.
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6.3.7 Large Scale Discriminative Training on Hub-4
The experiments described in this section were mainly conducted on the Hub-4 corpus. Subject
to the investigation are the following aspects: the optimal word graph density that is required in
lattice-based discriminative training to make the training procedure most effective; the choice of
the iteration constants when different variance tying schemes are used; the question of how scaling
the acoustic probabilities affects the estimation of the forward-backward probabilities; and how the
variance re-estimation affects the recognition performance. Since the comparison of different tying
schemes is an important aspect in this thesis, all results are reported for two recognition systems:
one using a single globally pooled variance model and one using density specific variances.
Effect of Increasing the Graph Density
To study the effect of how the graph density affects the performance of a discriminative training,
word lattices were pruned with the refined forward-backward pruning as described in Section 5.2.2
using different values for the desired number of arcs per timeframe. The resulting graph densities
correspond to a threshold of the log-posterior probabilities ranging from 1.0 to 15.0. Table 6.30
shows the graph densities on the training set together with the WERs measured on the male
speaker portion of the Hub-4 test corpus as a function of the pruning threshold τ . The Gaussian
mixture models either employ a globally pooled variance vector or use density specific variances.
In both settings, increasing the lattice density leads to an improved recognition performance on
the test data. While for density specific variances, the optimal lattice size can already be achieved
using graph densities with an average of less than 91 hypotheses per time frame, the best results
for the system with a pooled variance vector was achieved using a lattice size of approximately 110
arc hypotheses per time frame. Since the initial lattices were generated using a forward-backward
pruning with a corresponding threshold of 15.0, a further increase in the lattice size could not be
performed without generating new lattices.
Table 6.30: Graph densities on the training set and the WERs measured on the male speaker
portion of test data of the Hub-4 corpus as a function of the pruning threshold τ .
Hub-4, male speaker portion
train test
pooled variance mix.-spec. variances
criterion τ APS APR APT PER WER SER PER WER SER
ML – – – – 15.72 23.39 92.68 15.53 22.81 92.42
MMI 1.0 1.49 1.40 1.42 15.27 22.59 92.68 15.38 22.48 92.93
2.0 2.12 1.98 1.86 15.25 22.55 92.42 15.38 22.46 92.68
3.0 8.93 8.38 6.48 15.23 22.37 92.68 15.36 22.48 92.17
4.0 20.99 19.66 14.52 15.18 22.33 92.42 15.32 22.35 92.42
5.0 37.66 35.18 25.26 15.13 22.32 92.93 15.29 22.41 92.17
6.0 58.75 54.74 38.73 15.11 22.24 92.93 15.32 22.36 92.68
7.0 81.85 76.16 53.72 15.16 22.27 92.42 15.25 22.34 92.68
8.0 103.53 96.28 68.28 15.14 22.24 92.68 15.17 22.22 92.42
9.0 121.40 112.86 80.85 15.10 22.20 92.68 15.14 22.09 92.93
10.0 134.63 125.15 90.73 15.10 22.21 92.93 15.08 22.03 93.18
11.0 143.77 133.63 97.99 15.05 22.17 92.68 15.11 22.06 92.68
12.0 149.68 139.12 103.00 15.09 22.21 92.42 15.09 22.03 92.42
13.0 153.36 142.54 106.30 15.07 22.16 92.68 15.10 22.04 92.17
14.0 155.62 144.64 108.46 15.03 22.15 92.68 15.10 22.12 92.17
15.0 156.98 145.90 109.83 15.06 22.13 92.68 15.06 22.04 92.17
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Figure 6.11: Evolution of the MMI criterion in the course of the iteration index on the Hub-4
corpus for different graph densities τ using a single, globally pooled variance vector
or density specific variances, respectively.
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Figure 6.12: Evolution of the word error rate (WER) in the course of the iteration index on the
Hub-4 corpus for different graph densities τ using a single, globally pooled variance
vector or density specific variances, respectively.
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Note that even for very small graph densities with an average number of just 1.4 hypotheses per
recognized word, the discriminative training under the MMI criterion yields already substantial
gains over the ML-trained baseline system. Hence, the pooled variance system is able to improve
the initial word error rate by 0.8% absolute using a graph density under which the MMI criterion
is almost indistinguishable from the CT criterion. If density specific variances are used, the
performance gain obtained with the smallest tested lattice density is 0.33% absolute in terms
of word error rate. Though this is less than the absolute improvement obtained with the single
variance system, it is still significant. For the optimal lattice densities, the absolute improvement
can be as large as 1.26% in terms of word error rate for the single variance system, and 0.77%
absolute using density specific variances.
Figure 6.11 shows the evolution of the MMI criterion in the course of the iteration index for
different graph densities using either a single, globally pooled variance vector or density specific
variances. Figure 6.12 shows the corresponding word error rates on the test data in the course
of the iteration index. Note that for both settings the number of training iterations necessary to
reach the optimum does not seem to be correlated with the graph density.
In practice, doubling the lattice density also doubles the runtime of the training procedure.
Hence, if training time is of the essence, the trade-off between performance gain and total amount
of CPU time may become important. If not stated otherwise, the graph densities used in all
subsequent experiments corresponds to a pruning threshold of τ “ 7.0.
Effect of Changing the Step Size
To study the effect that reducing the step size has on the test set performance, different values
for h were investigated for the β method (cf. Section 4.3.1). For the system using a pooled
variance vector, h was chosen from the interval r1.1, ..., 2.1s, while for the system with density
specific variances, h P r1.1, 10.0s. Table 6.31 shows the results on the Hub-4 corpus. In both cases,
the choice of the step size neither has a significant effect on the number of training iterations that
Table 6.31: Effect of increasing the step size on the recognition performance of the Hub-4 system
for a discriminative training under the MMI criterion using across-word models with a
single, globally pooled variance or density-specific variances, respectively.
Hub-4, male speaker portion
pooled variance mix.-spec. variances
criterion h iter. PER[%] WER[%] SER[%] iter. PER[%] WER[%] SER[%]
ML – – 15.72 23.39 92.68 – 15.53 22.81 92.42
MMI 1.1 13 15.13 22.30 92.68 5 15.25 22.28 92.68
1.2 13 15.12 22.29 92.68 3 15.28 22.33 92.93
1.3 14 15.14 22.30 92.42 4 15.26 22.30 92.68
1.4 13 15.10 22.24 92.68 5 15.25 22.29 92.68
1.5 13 15.10 22.24 92.68 6 15.21 22.29 92.68
1.6 13 15.10 22.21 92.42 5 15.27 22.31 92.68
1.7 13 15.10 22.23 92.42 5 15.26 22.30 92.68
1.8 13 15.10 22.25 92.42 5 15.26 22.31 92.68
1.9 14 15.12 22.23 92.42 5 15.24 22.27 92.93
2.0 14 15.10 22.23 92.42 5 15.26 22.32 92.93
2.1 14 15.10 22.23 92.42 6 15.22 22.29 92.68
5.0 14 15.13 22.30 92.42 6 15.24 22.28 92.93
10.0 14 15.14 22.34 92.42 5 15.24 22.30 92.93
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Figure 6.13: Evolution of the MMI criterion in the course of the iteration index on the Hub-4
corpus using different step sizes h.
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Figure 6.14: Evolution of the word error rate (WER) in the course of the iteration index on the
Hub-4 corpus using different step sizes h.
are required to reach the best word error rate on test data, nor does the absolute value in terms of
word error rate in the optimum change with respect to the chosen step size. This is also an effect
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of using high-density word lattices and large amounts of training data. Both settings introduce
enough variation into the competing model so that overestimating the step size becomes less likely.
Figure 6.13 depicts the evolution of the MMI objective function in the course of the iteration index.
Figure 6.14 shows the corresponding word error rates.
Effect of Changing the Acoustic Scaling Factor
This experiment investigates the effect of scaling the acoustic log-probabilities in training. For this
purpose, several training runs were carried out using the MMI criterion with different choices of
the parameter κ. Table 6.32 shows the results obtained on the Hub-4 corpus for two recognition
systems, one using a single, globally pooled variance vector and the other using density specific
variances. For both systems, the optimal value leading to the best test set performance was
found close to the inverse of the language model scaling factor which confirms results reported in
[Schlu¨ter & Mu¨ller` 99]. However, while in case of the multi variance system the performance loss
caused by underestimating the optimal value for the scaling factor does not change significantly
from the performance loss when the scaling factor is overestimated, the behavior is different when
a single, globally pooled variance vector is used. In this case, choosing the acoustic scaling factor
too small a value leads to only marginal improvements for the MMI criterion over the ML-trained
baseline. Hence, a proper choice of the scaling factor is essential in discriminative training if
only a small number of variance parameters is used. Figures 6.15 depicts the evolution of the
MMI objective function in the course of the iteration index on the Hub-4 corpus for both the
single variance recognition system and the recognition system using density specific variances.
Figure 6.16 shows the test set performance in terms of WER as a function of the iteration index
for both systems.
Table 6.32: Effect of changing the acoustic scaling factor on the recognition performance of the
Hub-4 system for a discriminative training under the MMI criterion using across-word
models with either a single, globally pooled variance vector or density-specific variances.
Hub-4, male speaker portion
pooled variance mix.-spec. variances
criterion κ PER[%] WER[%] SER[%] PER[%] WER[%] SER[%]
ML – 15.72 23.39 92.68 15.53 22.81 92.42
MMI 0.001 15.51 23.21 92.93 15.32 22.43 92.42
0.005 15.52 23.14 92.68 15.29 22.31 92.42
0.01 15.46 23.09 92.42 15.26 22.28 92.68
0.05 15.06 22.11 92.42 15.26 22.35 92.93
0.1 15.13 22.30 92.68 15.34 22.33 92.42
0.2 15.21 22.36 92.42 15.37 22.44 92.42
0.4 15.25 22.45 92.17 15.44 22.48 92.93
0.8 15.24 22.50 91.92 15.50 22.61 92.68
1.0 15.29 22.54 92.17 15.49 22.62 92.68
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Figure 6.15: Evolution of the MMI criterion in the course of the iteration index on the Hub-4
corpus using different acoustic scaling factors κ.
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Figure 6.16: Evolution of the word error rate (WER) in the course of the iteration index on the
Hub-4 corpus using different acoustic scaling factors κ.
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Training with Fixed Variance Parameters
A major difference between Gaussian HMMs with a single, globally pooled variance vector and
HMMs with density specific variances is the fact that the variance will cancel if it is shared across
all mixture components. This rises the question whether it is necessary to re-estimate the variance
parameter at all if a single, globally pooled variance model is used, and, if so, to what extent
the test set performance will be affected. The same question can of course be investigated for
systems that use multiple variances. Table 6.33 shows the recognition results obtained on the
male speaker portion of the Hub-4 corpus for recognition systems trained under the MMI criterion
using either a single, globally pooled variance vector or density specific variances. Error rates are
reported for the case that variances are either kept fixed to their initial ML estimates or that they
are updated according to the EB re-estimation equations. Interestingly, fixing the values for the
variance parameters slightly improves the recognition results in both cases. Thus, compared to
the setting in which the variances are updated, the MMI criterion achieves an additional gain of
0.15% in terms of word error rate for the system with as globally pooled variance vector and an
additional improvement of 0.12% for the system using density specific variances. This result may
be somewhat surprising since the magnitude of the variances provides an important constraint to
determine the step size in discriminative training. However, as shown in the artificial example in
Section 2.6.1, fixing the variance parameters in discriminative training results in a larger change
of the mean parameters which will move further away from their empirical means and thus try
to compensate for the reduced flexibility of the model if the variances are constrained to remain
unchanged. Note that fixing the variance parameters also means that the step size does virtually
not change across the training iterations. This might give some evidence that the optimal step size
is not necessarily a function of the variance parameters.
Figure 6.17 shows the evolution of the MMI criterion in the course of the iteration index with and
without the variance updates for the Hub-4 system using a pooled variance vector and the system
using density specific variances. Figure 6.18 depicts the corresponding evolution of the WER
for both settings in the course of the iteration index. To illustrate the change in the variances,
Figure 6.19 depicts the logarithm of the average over the determinants of all variance vectors in
the parameter set θ.
Table 6.33: Recognition results obtained on the Hub-4 test corpus (male speaker portion) with
a discriminative training under the MMI criterion with and without variance re-
estimation, respectively. If no variance updates are performed, the variance parameters
are fixed over the whole training process to their initial ML-based estimates.
Hub-4, male speaker portion
pooled variance mix.-spec. variances
criterion var. update PER[%] WER[%] SER[%] PER[%] WER[%] SER[%]
ML yes 15.72 23.39 92.68 15.53 22.81 92.42
MMI yes 15.16 22.27 92.42 15.25 22.34 92.68
no 15.08 22.12 92.42 15.21 22.22 92.68
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Figure 6.17: Evolution of the MMI criterion in the course of the iteration index on the Hub-4
corpus using variance parameters that are either fixed to their initial ML estimates
(const) or which are re-estimated according to the MMI update rule. The function
progressions are shown for both a system using a single, globally pooled variance
(Σsl “ Σ) and a system using density specific variances.
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Figure 6.18: Evolution of the word error rate (WER) in the course of the iteration index on
the Hub-4 corpus with variance parameters that are either fixed to their initial ML
estimates (const) or which are re-estimated according to the MMI update rule. The
progressions of the functions are shown for both a system using a single, globally
pooled variance vector (Σsl “ Σ) and a system using density specific variances (Σsl).
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Figure 6.19: Evolution of the normalization term averaged over the determinants of all variances
in the course of the iteration index on the Hub-4 corpus for an MMI training with
variance parameters that are either fixed to their initial ML estimates (const) or which
are re-estimated in each iteration according to the MMI update rule. The function
progressions are shown for both a system using a single, globally pooled variance
vector (Σsl “ Σ) and a system using density specific variances (Σsl).
6.3.8 Comparison of Optimization Methods
This section presents a comprehensive investigation on different methods for choosing the step
size in discriminative training. The methods being compared include the choice of the iteration
constant according to the β method as proposed in [Schlu¨ter & Macherey` 01]; an extension of the
β method denoted by Dk ¨ csl which is a generalization to arbitrary tying schemes (cf. Section 4.3);
the Λ method (cf. Section 4.3.3); two variants of the fast method (cf. Section 4.3.3); and the E
method as proposed in [Woodland & Povey 02]. A thorough discussion of either method is given
in Section 4.3. Table 6.34 shows the recognition results on the male speaker portion of the Hub-4
corpus together with the iteration index at which the reported word error rate was achieved if the
variance parameters are kept fixed. Figure 6.20 shows the evolution of the MMI criterion in the
course of the iteration index. Figure 6.21 shows the corresponding word error rates obtained on
the test data. Results for experiments conducted on the male speaker portion of the Hub-4 corpus
including variance updates are shown in Table 6.35 and Figures 6.22 and 6.23. While the β method
and its refinement, the Dk ¨ csl method, achieve good results if pooled variances are used, the E
method performs best if density specific variances are employed. Both fast methods achieve their
optimum in terms of word error rate already after the second training iteration. However, they
tend to overfit the training data and therefore do not result in larger improvements on the test
set. Overall, the Λ method achieves the best results independent of the underlying variance tying
scheme. These results are confirmed by experiments conducted on the Wsj-5k corpus as shown in
Table 6.36 and illustrated in Figures 6.28 and 6.29. Hence, if not stated otherwise, the Λ method
is the default optimization method for all experiments reported hereafter.
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Table 6.34: Effect of different methods for setting the iteration constants in a discriminative
training under the MMI criterion if the variance parameters are kept fixed to their
initial ML-trained estimates. Recognition error rates are shown on the Hub-4 test
corpus (male speaker portion) for two across-word systems, one using a single, globally
pooled variance and the other using density specific variances. The column “iter”
indicates in which iteration the optimum was reached.
Hub-4, male speaker portion
pooled variance mix.-spec. variances
criterion method iter. PER WER SER iter. PER WER SER
ML – – 15.72 23.39 92.68 – 15.53 22.81 92.42
MMI RWTH 18 15.04 22.21 92.42 18 15.26 22.29 92.93
Dk ¨ csl 18 15.08 22.12 92.42 17 15.21 22.22 92.68
Λ 17 15.03 22.17 92.93 7 15.17 22.10 93.18
fast 2 15.52 22.95 92.93 2 15.33 22.45 92.93
fast`Γslp1q 2 15.50 22.99 92.93 2 15.33 22.45 92.93
E “ 1.0 3 15.18 22.48 92.93 5 15.10 22.09 93.18
E “ 2.0 7 15.14 22.32 92.93 11 15.18 22.16 93.43
E “ halfmax 8 15.16 22.35 92.68 11 15.18 22.19 93.18
Table 6.35: Effect of different methods for setting the iteration constants in a discriminative
training under the MMI criterion if the variance parameters are re-estimated at the end
of each training iteration. Recognition error rates are shown on the Hub-4 test corpus
(male speaker portion) for two across-word systems, one using a single, globally pooled
variance and the other using density specific variances. The column “iter” indicates in
which iteration the optimum was reached.
Hub-4, male speaker portion
pooled variance mix.-spec. variances
criterion method iter. PER WER SER iter. PER WER SER
ML – – 15.72 23.39 92.68 – 15.53 22.81 92.42
MMI RWTH 17 15.08 22.19 92.68 18 15.27 22.29 92.93
Dk ¨ csl 14 15.16 22.27 92.42 12 15.25 22.34 92.68
Λ 10 15.09 22.32 92.93 5 15.07 22.04 93.18
fast 1 15.47 23.10 92.42 1 15.27 22.25 92.68
fast`Γslp1q 5 15.19 22.43 92.68 5 15.11 22.13 93.18
E “ 1.0 6 15.23 22.35 92.68 5 15.10 22.08 92.93
E “ 2.0 9 15.14 22.28 92.68 10 15.14 22.15 93.18
E “ halfmax 10 15.17 22.41 92.93 4 15.18 22.27 92.68
Table 6.36: Comparison of different methods to control the convergence rate for a discriminative
training under the MMI criterion on the Wsj-5k corpus.
Wsj-5k
development evaluation dev + eval
PER WER SER PER WER SER PER WER SER
ML 5.61 4.72 41.2 4.98 3.90 36.7 5.33 4.36 39.2
MMI β 5.29 4.26 39.0 4.81 3.64 34.9 5.08 3.99 37.2
E 5.42 4.45 41.0 4.89 3.79 35.2 5.18 4.16 38.4
Λ 5.31 4.25 38.5 4.80 3.61 34.2 5.09 3.96 36.6
fast 5.32 4.38 38.1 4.76 3.57 32.7 5.07 4.02 35.7
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Figure 6.20: Evolution of the MMI training criterion in the course of the iteration index on
the Hub-4 corpus for different methods for choosing the iteration constants. The
recognition system uses density specific variances that were not re-estimated but kept
fixed to their initial ML estimates over the whole training process.
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Figure 6.21: Evolution of the word error rate in the course of the iteration index on the Hub-4
corpus for different methods for choosing the iteration constants. The recognition
system uses density specific variances. The variance parameters were not re-estimated
but kept fixed to their initial ML estimates over the whole training process.
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Figure 6.22: Evolution of the MMI training criterion in the course of the iteration index on
the Hub-4 corpus for different methods for choosing the iteration constants. The
recognition system uses density specific variances. In contrast to the setting described
in Figure 6.20, all variance parameters were re-estimated.
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Figure 6.23: Evolution of the word error rate WER in the course of the iteration index on
the Hub-4 corpus for different methods for choosing the iteration constants. The
recognition system uses density specific variances. In contrast to the setting described
in Figure 6.21, all variance parameters were re-estimated.
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Figure 6.24: Evolution of the MMI training criterion in the course of the iteration index on
the Hub-4 corpus for different methods for choosing the iteration constants. The
recognition system uses a single, globally pooled variance vector. The variance
parameters were not re-estimated not kept fixed to their initial ML estimates over
the whole training process.
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Figure 6.25: Evolution of the word error rate (WER) in the course of the iteration index on
the Hub-4 corpus for different methods for choosing the iteration constants. The
recognition system uses a single, globally pooled variance vector. The variance
parameters were not re-estimated but kept fixed to their initial ML estimates over
the whole training process. 113
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Figure 6.26: Evolution of the MMI training criterion in the course of the iteration index on
the Hub-4 corpus for different methods for choosing the iteration constants. The
recognition system uses a single, globally pooled variance vector. In contrast to the
setting described in Figure 6.24, the variance parameters were re-estimated.
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Figure 6.27: Evolution of the word error rate WER in the course of the iteration index on theHub-4
corpus for different methods for choosing the iteration constants. The recognition
system uses a single, globally pooled variance vector. In contrast to the setting
described in Figure 6.25, the variance parameters were re-estimated.
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Figure 6.28: Evolution of the MMI training criterion in the course of the iteration index on
the Wsj-5k corpus for different methods for choosing the iteration constants. The
recognition system uses a single, globally pooled variance vector. The variance
parameters were re-estimated.
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Figure 6.29: Evolution of the word error rate WER in the course of the iteration index on the
Wsj-5k corpus for different methods for choosing the iteration constants. The
recognition system uses a single, globally pooled variance vector. The variance
parameters were re-estimated.
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6.3.9 Lattice-based Minimum Classification Error Training
This section presents experimental results for a large-scale lattice-based Minimum Classification
Error (MCE) training. The experiments were conducted on the Wsj-5k corpus and on the male
speaker portion of theHub-4 corpus. As discussed in Section 4.1.2, the MCE criterion approximates
the smoothed sentence error on training data using the logistic regression as sigmoid function. The
slope of the sigmoid function is controlled by a parameter ρ. Table 6.37 shows how different
choices of ρ affect the test set performance of the Wsj-5k corpus. Here the optimum is reached
for ρ “ 4 ˆ 10´5. On the male speaker portion of the Hub-4 corpus, the optimal value for the
slope parameter turns out be within a similar range as shown in Table 6.38. The recognition
system using density specific variances performs best if the slope parameter is set to 10´5. For
the pooled variance system, the optimal choice is 10´3 which yields a word error rate of 22.29%.
The recognition performance for this value does not significantly differ from the choice ρ “ 10´5,
which yields a slightly higher word error rate of 22.34%. In general, smaller values for the slope
parameter tend to result in lower error rates. It is therefore usually safe to underestimate the value
of ρ whereas overestimating typically results in only negligible performance gains compared to the
ML-trained baseline system.
Table 6.37: Effect of changing the slope parameter in the sigmoid function of the Minimum
Classification Error (MCE) criterion on the Wsj-5k corpus.
Wsj-5k
dev eval dev+eval
criterion ρ PER WER SER PER WER SER PER WER SER
ML – 5.53 4.55 40.49 4.89 3.74 34.85 5.25 4.19 37.97
MCE 4ˆ 10´3 5.16 4.05 37.07 4.73 3.53 33.33 4.97 3.82 35.41
1ˆ 10´3 5.18 4.08 37.07 4.77 3.61 33.64 5.00 3.87 35.54
4ˆ 10´4 5.20 4.07 37.80 4.74 3.61 33.33 4.99 3.86 35.81
1ˆ 10´4 5.19 4.04 38.05 4.77 3.57 33.94 5.00 3.83 36.22
4ˆ 10´5 5.17 4.02 38.54 4.72 3.47 33.33 4.97 3.78 36.22
1ˆ 10´5 5.22 4.10 38.78 4.72 3.47 33.33 5.00 3.82 36.35
4ˆ 10´6 5.18 4.05 38.78 4.75 3.53 33.64 4.99 3.82 36.49
1ˆ 10´6 5.17 4.07 37.32 4.71 3.53 32.73 4.97 3.83 35.27
Table 6.38: Effect of changing the slope parameter ρ in the sigmoid function of the Minimum
Classification Error (MCE) criterion on the Hub-4 test corpus (male speaker portion)
using an across-word system with a single, globally pooled variance vector or density-
specific variances, respectively.
Hub-4, male speaker portion
pooled variance mix.-spec. variances
criterion ρ PER[%] WER[%] SER[%] PER[%] WER[%] SER[%]
ML – 15.72 23.39 92.68 15.53 22.81 92.42
MCE 1.0 15.70 23.27 92.42 15.53 22.81 92.42
0.1 15.51 23.03 92.68 15.38 22.67 92.17
0.01 15.20 22.44 92.93 15.04 22.17 93.18
10´3 15.10 22.29 92.93 14.99 22.15 93.18
10´4 15.30 22.30 92.68 14.97 22.12 93.18
10´5 15.12 22.34 92.68 14.97 22.11 92.93
10´6 15.18 22.34 92.17 14.97 22.11 92.93
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6.3.10 Comparison of Discriminative Training Criteria
The extended unifying approach for a class of discriminative training criteria as proposed in
Chapter 4 allows for expressing different objective functions within a single framework. This
makes performance gains obtained with a large number of training criteria are directly comparable.
Table 6.39 shows results in terms of word error rates on the male speaker portion of the Hub-4 test
corpus for several training criteria including the Maximum Mutual Information (MMI) criterion;
the Corrective Training (CT) criterion; the Minimum Classification Error (MCE) criterion; its
maximum approximation, the Falsifying Training (FT) criterion; the Diversity Index together
with its two special instances, the Shannon criterion and the Gini criterion; the Jeffreys criterion;
the Chernoff criterion; and the Minimum Word Error (MWE) criterion together with the closely
related Minimum Phone Error (MPE) criterion. As before, results for all criteria are shown for
two systems, one using a single, globally pooled variance vector and one using density specific
variances.
Table 6.39 reveals some interesting results: (1) the MWE criterion as well as the MPE criterion
are not able to outperform the MMI criterion or the MCE criterion on this task. (2) The Diversity
Index and its special case, the Gini criterion, achieve results on both the single variance system and
the multi-variance system that are similar to the recognition performance obtained with the MMI
criterion. (3) All criteria achieve statistically significant improvements on top of the ML-trained
baseline systems.
Figure 6.30 shows the evolution of the training criteria in the course of the iteration index.
Figure 6.31 shows the corresponding word error rates measured on the test corpus for the pooled
variance system. Analogous plots for the systems using density specific variances are shown in
Figures 6.32 and 6.32.
Overall, the MCE criterion turns out to be the best performing criterion which yields the highest
improvement over the ML-trained baseline system. Thus, with the single variance system, the MCE
criterion is able to reduce the initial word error by 1.34%. With the system using density-specific
variances, the MCE criterion achieves a reduction in terms of word error rate of 0.81% absolute.
The performance gain obtained with the MCE criterion on the Hub-4 corpus does not, however,
differ significantly from the performance gains obtained with criteria such as the MMI criterion,
the Diversity Index or the Gini criterion.
Similar results were obtained on the Wsj-5k corpus as shown in Table 6.40. Here, the MWE
criterion achieves the best result with a word error rate of 3.74% on the combined development
and evaluation corpus. Gains obtained with the MCE criterion, which yields a word error rate of
3.78%, do not differ significantly from the MWE result. Figure 6.34 shows the evolution of the
training criteria in the course of the iteration index. Figure 6.35 shows the corresponding word
error rates measured on the test corpus.
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Table 6.39: Comparison of multiple discriminative training criteria in the extended unifying
approach. Error rates were measured on the Hub-4 test corpus (male speaker
portion). The ML-trained baseline system employs across-word models and uses a
single, globally pooled variance vector or mixture-specific variances, respectively. The
criteria listed comprise the Maximum Likelihood (ML) criterion, the Maximum Mutual
Information (MMI) criterion, the Corrective Training (CT) criterion, the Minimum
Classification Error (MCE) criterion, the Falsifying Training (FT) criterion, the
Diversity Index, the Shannon criterion, the Gini criterion, the Jeffreys criterion, the
Chernoff criterion, the Minimum Word Error (MWE) criterion, and the Minimum
Phone Error (MPE) criterion.
Hub-4, male speaker portion
pooled variance mix.-spec. variances
criterion PER[%] WER[%] SER[%] PER[%] WER[%] SER[%]
ML 15.72 23.39 92.68 15.53 22.81 92.42
MMI 15.03 22.09 92.93 14.99 22.09 92.93
CT 15.28 22.52 92.17 15.39 22.57 92.17
MCE 15.02 22.05 92.68 14.94 22.00 93.18
FT 15.50 22.79 91.92 15.39 22.58 92.68
Diversity Index 14.97 22.06 92.93 15.02 22.14 92.93
Shannon 15.07 22.23 93.18 14.96 22.12 93.18
Gini 14.99 22.09 92.42 15.02 22.11 93.18
Jeffreys 15.10 22.15 92.42 15.15 22.30 92.42
Chernoff 15.72 23.33 92.42 15.29 22.54 91.92
MWE 15.19 22.35 91.92 15.16 22.28 92.17
MPE 15.20 22.37 92.17 15.11 22.27 92.42
Table 6.40: Comparison of multiple discriminative training criteria in the extended unifying
approach. Error rates were measured on the Wsj-5k corpus. The criteria shown
comprise the Maximum Likelihood (ML) criterion, the Gini criterion, the Jeffreys cri-
terion, theMaximum Mutual Information (MMI) criterion, theMinimum Classification
Error (MCE) criterion, theMinimum Word Error (MWE) criterion, and theMinimum
Phone Error (MPE) criterion.
Wsj-5k
dev eval dev+eval
criterion PER WER SER PER WER SER PER WER SER
ML 5.53 4.55 40.49 4.89 3.74 34.85 5.25 4.19 37.97
Gini 5.36 4.26 38.29 4.90 3.81 35.76 5.16 4.06 37.16
Jeffreys 5.21 4.08 38.05 4.76 3.51 33.94 5.01 3.83 36.22
MMI 5.25 4.07 38.78 4.76 3.53 33.64 5.03 3.83 36.49
MCE 5.17 4.02 38.54 4.72 3.47 33.33 4.97 3.78 36.22
MWE 5.20 3.98 37.56 4.74 3.44 31.82 5.00 3.74 35.00
MPE 5.39 4.17 38.29 4.85 3.62 33.64 5.15 3.93 36.22
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Figure 6.30: Evolution of multiple objective functions in the course of the iteration index for
a class of discriminative training criteria on the Hub-4 corpus (male speaker
portion) using a system with a single, globally pooled variance. Training criteria
depicted comprise the Chernoff criterion, the Diversity Index (DI), the Falsifying
Training (FT), the Corrective Training (CT) criterion, the Gini criterion, the Jeffreys
criterion, the Minimum Classification Error (MCE) criterion, the Maximum Mutual
Information (MMI) criterion, the Minimum Phone Error (MPE) criterion, and the
Minimum Word Error (MWE) criterion.
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Figure 6.31: Evolution of word error rates (WER) in the course of the iteration index for
a class of discriminative training criteria on the Hub-4 corpus (male speaker
portion) using a system with a single, globally pooled variance. Training criteria
depicted comprise the Chernoff criterion, the Diversity Index (DI), the Falsifying
Training (FT), the Corrective Training (CT) criterion, the Gini criterion, the Jeffreys
criterion, the Minimum Classification Error (MCE) criterion, the Maximum Mutual
Information (MMI) criterion, the Minimum Phone Error (MPE) criterion, and the
Minimum Word Error (MWE) criterion.
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Figure 6.32: Evolution of multiple objective functions in the course of the iteration index for a
class of discriminative training criteria on the Hub-4 corpus (male speaker portion)
using a system with density specific variances. Training criteria depicted comprise
the Chernoff criterion, the Diversity Index (DI), the Falsifying Training (FT), the
Corrective Training (CT) criterion, the Gini criterion, the Jeffreys criterion,
the Minimum Classification Error (MCE) criterion, the Maximum Mutual
Information (MMI) criterion, the Minimum Phone Error (MPE) criterion, and
the Minimum Word Error (MWE) criterion.
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Figure 6.33: Evolution of word error rates (WER) in the course of the iteration index for a class of
discriminative training criteria on the Hub-4 corpus (male speaker portion) using a
system with density specific variance. Training criteria depicted comprise the Chernoff
criterion, the Diversity Index (DI), the Falsifying Training (FT), the Corrective
Training (CT) criterion, the Gini criterion, the Jeffreys criterion, the Minimum
Classification Error (MCE) criterion, the Maximum Mutual Information (MMI)
criterion, the Minimum Phone Error (MPE) criterion, and the Minimum Word
Error (MWE) criterion.
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Figure 6.34: Evolution of multiple objective functions for a class of discriminative training criteria
in the course of the iteration index on the Wsj-5k corpus. The system uses a single,
globally pooled variance. Training criteria depicted comprise the Gini criterion, the
Jeffreys criterion, the Minimum Classification Error (MCE) criterion, the Maximum
Mutual Information (MMI) criterion, the Minimum Phone Error (MPE) criterion,
and the Minimum Word Error (MWE) criterion.
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Figure 6.35: Evolution of word error rates (WERs) for a class of discriminative training criteria
in the course of the iteration index on the Wsj-5k corpus. The system uses a single,
globally pooled variance. Training criteria depicted comprise the Gini criterion, the
Jeffreys criterion, the Minimum Classification Error (MCE) criterion, the Maximum
Mutual Information (MMI) criterion, the Minimum Phone Error (MPE) criterion,
and the Minimum Word Error (MWE) criterion.
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6.3.11 Unigram Decoded Lattices in Training
In [Schlu¨ter & Mu¨ller` 99], it was shown that a discriminative training procedure will be more
effective if the lattices used in training are re-scored with a unigram language model before the
sufficient statistics are collected from the numerator and the denominator lattices. The reason for
this is that competing hypotheses, which are acoustically similar to the spoken word sequence but
do not fit into the linguistic context, become otherwise less probable because they get penalized
by higher language model costs. As a consequence, the forward-backward probabilities of these
hypotheses will be relatively small. A low-order language model like a unigram language model
does not take surrounding words into account and thus operates only locally on the arc hypothesis
itself. Therefore, a larger fraction of hypotheses will yield a higher weight which may improve
generalization to unseen data.
An extension of this idea is to directly use a unigram language model in order to decode the
training corpus and to produce initial word lattices. Since nodes in a unigram-decoded word lattice
have no associated language model history, they can connect a larger variety of word hypotheses
and thus result in word lattices with a larger diversity of alternative sentence hypotheses compared
to trigram-decoded word lattices of similar size. Again, this may help to improve generalization to
unseen data.
Table 6.41 shows the word error rates obtained with a lattice-based MMI training on the
male speaker portion of the Hub-4 corpus using either trigram-, bigram-, or unigram-decoded
word lattices. Compared to trigram-decoded word lattices, unigram-decoded lattices result in an
additional decrease of 0.17% in terms of word error rate.
Table 6.42 shows results obtained with the MCE criterion trained on unigram-decoded word
lattices. Compared to trigram-decoded word lattices (cf. Table 6.41), the unigram-decoded word
lattices result in an additional 0.2% decrease in terms of word error rate for the MCE criterion
which achieves a word error rate reduction of 1.00% over the ML-trained baseline system. Similar
results could be observed on the female speaker portion of the Hub-4 corpus as shown in Table 6.43.
Table 6.41: Effect of using different language models to decode and generate initial lattices for a
discriminative training under the MMI on the Hub-4 corpus (male speaker portions).
The notation mg-1g means that the lattices were produced using an integrated m-gram
search before they are rescored with a unigram language model. Results are presented
for an across-word system with density-specific variances and a uni-, bi-, and trigram
language model used for decoding the training corpus.
Hub-4, male speaker portion
mix.-spec. variances
criterion n-gram PER[%] WER[%] SER[%]
ML — 15.53 22.81 92.42
MMI 3g-1g 15.31 22.08 92.68
2g-1g 15.28 21.99 92.93
1g-1g 15.17 21.91 92.68
6.3.12 Performance Gain with I-Smoothing
Table 6.44 shows the effect of I-smoothing, a technique developed in [Povey & Woodland 02] to
improve the ability of a discriminatively trained parameter set to generalize to unseen data. I-
smoothing is closely related to the H-criterion which uses a fixed interpolation between the ML
objective function (H=0) and the MMI objective function (H=1). Unlike the H-criterion, I-
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Table 6.42: Effect of using unigram-decoded lattices for a discriminative training under the
Maximum Mutual Information (MMI) criterion and the Minimum Classification
Error (MCE) criterion on the Hub-4 corpus (male speaker portion) using an across-
word system with a single, globally pooled variance or density-specific variances,
respectively.
Hub-4, male speaker portion
pooled variance mix.-spec. variances
criterion PER[%] WER[%] SER[%] PER[%] WER[%] SER[%]
ML 15.72 23.39 92.68 15.53 22.81 92.42
MMI 15.02 22.22 92.68 15.17 21.91 92.68
MCE 15.08 22.25 92.93 15.10 21.81 92.93
Table 6.43: Effect of using unigram-decoded lattices for a discriminative training under the
Maximum Mutual Information (MMI) criterion and the Minimum Classification
Error (MCE) criterion on the Hub-4 corpus (female speaker portion) using an across-
word system with a single, globally pooled variance or density-specific variances,
respectively.
Hub-4, female speaker portion
pooled variance mix.-spec. variances
criterion PER[%] WER[%] SER[%] PER[%] WER[%] SER[%]
ML 14.32 20.93 88.12 14.37 20.65 89.27
MMI 13.97 20.17 88.51 13.83 19.91 89.66
MCE 14.03 20.13 89.27 13.81 19.90 89.66
smoothing increases the number of data points assigned to a Gaussian by a constant term while
keeping the average data values and average squared data values the same. Word error rates on the
Hub-4 corpus (male speaker portion) using single densities with density specific variances trained
under the MMI criterion are shown in Table 6.44. Here, I-smoothing can decrease the word error
rate by 0.4% absolute if the optimal parameter set is chosen.
Table 6.45 and Table 6.46 show the performance of the Hub-4 system trained under the MMI
criterion. Word error rates are shown for the number of mixture components per state versus the
number of training iterations (Table 6.45) and recording conditions (Table 6.46).
6.3.13 Comparison with CU-HTK
Table 6.47 shows a comparison of word error rates for various discriminative training criteria
between the CU-HTK system and the RWTH speech recognition system. Compared to the RWTH
system, the CU-HTK baseline is more than 7% higher in terms of word error rate which gives a
discriminative training procedure additional headroom for larger relative improvements. Overall,
the MCE criterion gives the best performance, although there is no significant difference compared
to a highly optimized system trained under the MMI criterion.
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Table 6.44: Error rates obtained with I-smoothing and single densities trained under the MMI
criterion on the male speaker portion of the Hub-4 corpus.
Hub-4, male speaker portion
mix.-spec. variances
I-smoothing PER[%] WER[%] SER[%]
0 18.12 27.27 94.95
50 18.12 27.28 94.95
100 18.14 27.30 94.95
150 18.14 27.27 94.95
200 18.13 27.24 94.95
250 18.16 27.27 94.95
500 18.13 27.17 94.70
750 18.05 27.11 94.70
1000 17.97 27.06 95.45
2000 17.94 26.87 94.70
5000 18.07 27.03 94.95
15000 18.29 27.53 95.20
Table 6.45: Performance of a discriminative training under the MMI criterion measured on the
Hub-4 corpus (male speaker portion) for an across-word system using mixture-specific
variances. The MMI performance is shown for each iteration and separated by number
of densities per mixture (dns/mix).
Hub-4, male speaker portion
MLE MMI (iteration)
dns/mix – 1 2 3 4 5 impr.
1.00 28.31 27.39 27.27 28.18 30.29 32.32 1.04
1.99 26.63 25.90 25.90 27.36 29.24 31.45 0.73
3.89 25.27 24.72 24.70 26.20 28.19 30.00 0.55
6.92 24.33 23.78 23.65 24.94 27.06 28.87 0.68
10.53 23.50 23.06 23.06 24.41 26.12 27.87 0.44
13.22 23.07 22.56 22.62 23.45 24.72 26.22 0.51
14.77 23.05 22.45 22.48 22.72 23.58 24.68 0.60
15.56 22.81 22.25 22.09 22.28 23.39 24.55 0.72
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Table 6.46: Performance of a discriminative training under the MMI criterion measured on the
Hub-4 corpus (male speaker portion) for an across-word system using mixture-specific
variances. The MMI performance is broken down by recording conditions ranging from
clean speech (f0) to heavily degraded speech (fx). Results are shown for an increasing
number of densities per mixture (dns/mix).
Hub-4, male speaker portion
MLE MMI (recording condition)
dns/mix – f0 f1 f2 f3 f4 f5 fx all impr.
1.00 28.31 17.77 28.71 36.37 34.60 29.04 30.47 41.69 27.27 1.04
1.99 26.63 16.68 26.89 35.46 32.25 28.00 31.05 38.31 25.90 0.73
3.89 25.27 15.40 26.19 34.28 31.87 27.80 26.37 35.92 24.72 0.55
6.92 24.33 14.61 25.53 33.21 30.80 25.48 24.80 34.44 23.65 0.68
10.53 23.50 14.32 24.75 31.87 31.71 24.91 24.41 32.96 23.06 0.44
13.22 23.07 13.68 24.12 31.28 31.41 25.22 22.85 32.89 22.56 0.51
14.77 23.05 13.64 24.16 31.31 31.49 24.60 22.85 32.18 22.45 0.60
15.56 22.81 13.52 24.09 30.98 31.26 23.36 21.09 31.41 22.09 0.72
Table 6.47: Comparison of recognition results obtained with the RWTH speech recognizer and the
CU-HTK system as published in [Povey 04, p. 113] on the Hub-4 corpus. Both systems
use discriminatively trained across-word models.
Hub-4, WERr%s
criterion site f0 f1 f2 f3 f4 f5 fx avg.
ML CU-HTK 11.6 26.2 38.7 – 24.6 24.8 55.4 29.6
RWTH 13.1 24.4 31.9 32.1 24.8 22.8 33.4 22.0
MMI CU-HTK 12.0 24.4 34.5 – 22.8 23.4 51.8 27.9
11.1 24.4 35.6 – 22.8 22.6 52.7 27.8
RWTH 12.6 23.2 31.3 31.5 23.7 21.0 31.9 21.1
MWE RWTH 12.7 23.6 32.0 31.0 23.7 20.1 32.2 21.4
MPE CU-HTK 10.6 22.9 33.7 – 21.4 22.8 48.9 26.2
RWTH 12.8 23.6 31.5 30.8 24.0 20.3 32.4 21.4
MCE RWTH 12.6 23.0 31.3 31.3 23.8 20.4 31.7 21.0
125
Chapter 6 Experimental Results
6.4 Conclusions
This chapter presented and discussed a large number of experimental results for discriminative
training in automatic speech recognition. Besides some fundamental investigations that addressed
the question of how increasing the model complexity affects the performance gains achieved with
a discriminative training, several other aspects were pursued, including a discriminative training
with different variance tying schemes and a comparison of methods to adjust the step size in the
Extended Baum algorithm if multiple variances are used. The fast-method for choosing the step
size could be shown to provide much better convergence rates although it suffers from overfitting
the training data. The suggested Λ-method showed a consistently good performance on all settings
independent of the underlying variance tying scheme.
Section 6.3.9 presented results for the first successful implementation of a lattice-basedMinimum
Classification Error training.
In Section 6.3.10, a large number of discriminative training criteria was investigated and
compared within the extended unifying approach suggested in Chapter 4. In particular, both
the MWE and the MPE criterion were not able to outperform the MMI criterion on the Hub-4
corpus for the investigated settings. Performance gains in the same order of magnitude as obtained
with the MMI criterion could also be achieved with the Shannon and the Gini criterion. Both
criteria are special cases of the Diversity index. The Jeffreys criterion could be shown to yield
a solid performance if a globally pooled variance vector is used. Overall, the best results could
be obtained with the MCE criterion which performed best on the Hub-4 corpus for the globally
pooled variance system as well as on the system using density-specific variances.
As demonstrated in Section 6.3.11, both the MMI and MCE trained systems could be further
improved by using unigram-decoded lattices in training. This advances the results found in
[Schlu¨ter & Mu¨ller` 99] according to which lattices used in discriminative training should be re-
scored with a low-order language model.
On the SieTill corpus, a word error rate of 1.36% could be achieved with an MMI training
of Gaussian HMMs using density specific variances that were estimated in a combined LDA-
MLLT transformed feature space. The step size was adjusted using the Λ method as described in
Section 4.3.2. The reported word error rate is the lowest error rate ever reported on this corpus
and it defines the new top mark for this task.
Summarizing the results from this chapter, the recommended setting for a discriminative training
in automatic speech recognition employs Gaussian mixture densities with density-specific variances
that are optimized in a combined LDA-MLLT transformed feature space under the MCE criterion
using the Λ method for adjusting the step size. Word graphs produced in the first iteration should
be generated using an integrated unigram search that is performed on HMM networks as described
in Chapter 5.
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Over the past years, Maximum Entropy (ME) based training methods were successfully applied
to various tasks in natural language processing as, for instance, language modeling [Rosenfeld 96],
part of speech tagging [Radnaparkhi 96], language understanding [Bender & Macherey` 03], and
statistical machine translation [Och & Ney 02]. However, unlike text-based natural language
processing, ME based methods have hardly been investigated for automatic speech recognition.
An exemption is the work by [Likhododev & Gao 02] who apply the ME approach to estimate the
parameters of a direct posterior model for the recognition phonemes. The approach generalizes
the Maximum Entropy Markov Model (MEMM) proposed by [McCallum & Freitag` 00] such that
sequential processes with complex contextual information can be trained.
One reason why ME based training methods are rarely used in acoustic modeling is due to the
problem that the optimization procedure is difficult to handle if the objective function contains
hidden variables. Hidden variables may lead to non-convex objective functions, and therefore, some
training algorithms commonly used in a ME framework like the Generalized Iterative Scaling (GIS)
algorithm as well as its faster version, the Improved Iterative Scaling (IIS), cannot be applied
without major obstacles. Automatic speech recognition has, however, at least two types of events
which are not observable and thus have to be described via hidden variables: (1) the alignment
of a sequence of acoustic observations with the states of a Markov chain and (2) the component
weights of a mixture of (typically Gaussian) densities. Moreover, since the ME framework aims at
optimizing the class posterior probabilities, the objective function corresponds with the Maximum
Mutual Information (MMI) criterion, and in ASR there is already an effective optimization method
known as the Extended Baum (EB) algorithm that allows for an efficient training of the model
parameters under the MMI criterion.
Nevertheless, as is shown in this chapter, the principal of ME can still be applied to
discriminatively train the acoustic model parameters of a speech recognizer based on Gaussian
densities. To accomplish this, some of the premises that come with the GIS algorithm have to
be relaxed. The approach suggested in this chapter employs feature functions based on cepstral
coefficients as provided by the signal analysis front-ends of most speech recognizers (cf. Section 2.1).
This is different form [Likhododev & Gao 02] who use rank-based lists of Gaussian model indices
as feature functions.
Experiments were conducted on the SieTill speech corpus for the recognition of telephone line
recorded German connected digit strings. Since the ME framework takes competing classes into
account, performance gains are not only compared with the results of a Maximum Likelihood (ML)
trained speech recognizer but also with a discriminative training under the MMI criterion.
The remainder of this chapter is organized as follows. Section 7.1 briefly describes the ME
principal and introducess the GIS algorithm. In addition, it is shown how acoustic models based
on Gaussian HMMs can be embedded into the log-linear framework. In Section 7.2, the update
rules for the GIS algorithm are derived and compared analytically with the re-estimation equations
obtained from a “conventional” discriminative approach based on the EB algorithm. Experimental
results are presented in Section 7.3. Section 7.4 puts this work into the context of more recent
developments in this area. The chapter concludes with a summary in Section 7.5.
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7.1 The Maximum Entropy Principle
Given a set of training samples, the ME approach seeks to choose a distribution that is consistent
with constraints derived from the training data while making as few assumptions as possible. It
can be shown that the resulting distribution is well defined and amounts to a log-linear model
[Darroch & Ratcliff 72].
The constraints derived from the training data are typically expressed via a set of feature
functions. Let c and c1 denote two class labels and let b denote a condition imposed on an
observation x. The label c1 is the predicted class (hypothesis) for the observation x while c shall
designate x’s true class membership. A feature function fb,c1px, cq is defined as a function that
returns a value αc P Rą0 if and only if (1) the predicted class c1 corresponds with the true class c
and (2) the observation x satisfies the condition b. Otherwise, the feature value shall be zero:
fb,c1px, cq :“
"
αc ą 0 if c “ c1 ^ bpxq “ true
0 otherwise. (7.1)
If the feature value is larger than zero, the feature function is said to be active; otherwise it is
called inactive. Due to [Darroch & Ratcliff 72] the solution of the ME approach amounts to a
log-linear or exponential model:
pΛpc|xq “ 1
Zpxq exp
„ÿ
i
λifipx, cq

, (7.2)
Here, Λ “ tλiu denotes the set of model parameters, and Zpxq is the normalization term:
Zpxq “
ÿ
c1
exp
„ÿ
i
λifipx, c1q

. (7.3)
For a sequence of labeled training samples pxn, cnq, pn “ 1, ..., Nq, the objective function for the
ME criterion is defined as:
GpΛq–
Nÿ
n“1
log pΛpcn|xnq (7.4)
“
ÿ
x,c
Npx, cq log pΛpc|xq, (7.5)
where Npx, cq denotes the frequency of occurrences of px, cq in the training data. The parameter
set which maximizes Eq. (7.5) can be determined by derivating G wrt. λi:
BG
Bλi “ Ni ´QipΛq
!“ 0, (7.6)
where
Ni :“
ÿ
x,c
Npx, cq ¨ fipx, cq, (7.7)
QipΛq :“
ÿ
x
Npxq
ÿ
c
pΛpc|xq ¨ fipx, cq. (7.8)
Note that the counts tNiu are not necessarily integers since αc may be any positive real number.
Eq. (7.5) is a sum of convex functions, and hence, GpΛq is convex, too. Because of the convexity,
there is exactly one global maximum which can effectively be determined by means of the GIS
algorithm.
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Algorithm 4 Generalized Iterative Scaling (GIS) algorithm. The parameter ε is a small positive
value that controls the terminating condition of the outer loop
@i: compute Ni, init. Λ0 “ tλ0i u; j :“ 0
loop
GpΛjq :“ 0, @i: QipΛjq :“ 0
for each sample n “ 1, . . . , N do
GpΛjq “ GpΛjq ` log pΛj pcn|xnq
for each class index c “ 1, . . . , C do
for each active feature i do
QipΛjq :“ QipΛjq ` pΛj pc|xnq
@i: λj`1i :“ λji ` 1F log
`
Ni{QipΛjq
˘
if GpΛj`1q{N ă ε stop; else j :“ j ` 1;
A prerequisite of the GIS algorithm is that the number of active feature functions is constant in
each iteration. This constraint is enforced by adding a complement feature f0:
f0px, cq :“ F ´
ÿ
i
fipx, cq, F :“ max
x,c
ÿ
i
fipx, cq. (7.9)
The complement feature fills the gap between the maximum over the sum of all feature functions, F ,
and the sum over the active feature functions. The quantity F has to be determined in advance on
the training corpus. According to [Pietra & Pietra` 97], the parameter update ∆λi for a feature i
results from solving the equation:
QipΛq ¨ exp
“
∆λiF
‰ “ Ni, (7.10)
which amounts to the GIS algorithm as shown in Algorithm 4.
7.1.1 Converting a Gaussian HMM into a Log-linear Model
Let r “ 1, . . . , R denote a sequence of training utterances, where each utterance shall be given as a
sequence of acoustic observation vectors Xr “ xr1, ..., xrTr together with a reference transcription
Wr “ wr1, ..., wrNr . Since most speech recognizers employ cepstral features, the feature functions
fs1d are defined as a set of projections that map a D-dimensional observation vector x P RD onto
its dth component if and only if the predicted Markov state s1 corresponds with the state s the
observation is aligned with. To ensure that the feature functions are positive and fulfill the sum-
to-one constraint, the observations are affinely transformed with a diagonal scaling matrix A plus
an offset (bias) b such that the following constraint holds for all training samples txtu:
yt :“ AJ¨ xt ` b with ytd ą 0 and
Rÿ
r“1
Trÿ
t“1
yt “
¨˚
˝ 1...
1
‹˛‚ (7.11)
The affine transformation pertains the convexity of the optimization problem, and therefore it is
safe to enforce the positivity and the normalization constraint through the above transformation
of the data. The set of feature functions is then defined as:
fs1dpx, sq :“
"
yd if s “ s1
0 otherwise. (7.12)
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The emission probability of a Markov state s given an acoustic observation vector x is modeled
via a Gaussian distribution ppx|θsq “ N px|µs,Σq with θs “ tµs,Σu comprising a state dependent
mean vector µs P RD and a globally pooled covariance matrix Σ P RDˆD. Using a single, globally
pooled covariance matrix has the advantage that the terms quadratic in x in the density function
of the Gaussian distribution cancel due to the explicit re-normalization. As a consequence, we
obtain a log-linear model for the emission probabilities:
ppWr|Xrq “
Viterbi
ppWrq ¨ max
sTr1 |Wr
" Trź
t“1
ppst|st´1q ¨N pxt|µst ,Σq
*
ÿ
WPMr
ppW q ¨ max
sTr1 |W
" Trź
t“1
ppst|st´1q ¨N pxt|µst ,Σq
* (7.13)
“
ppWrq ¨ max
sTr1 |Wr
! Trź
t“1
ppst|st´1q ¨ exppµJstΣ´1x´ 12µJstΣ´1µstq
)
ÿ
W
ppW q ¨ max
sTr1 |W
! Trź
t“1
ppst|st´1q ¨ exppµJstΣ´1x´ 12µJstΣ´1µstq
) (7.14)
“
ppWrq ¨ max
sTr1 |Wr
" Trź
t“1
ppst|st´1q e
řD`1
d“1 pλst,d¨fst,dppx,stq*
ÿ
WPMr
ppW q ¨ max
sTr1 |W
" Trź
t“1
ppst|st´1q e
řD`1
d“1 pλst,d¨fst,dppx,stq* . (7.15)
Here, Mr denotes a set of competing word sequences, and
pλs “ “ηJs Σ´1A´J, ´12` log detp2piΣq ` ηJs Σ´1ηs˘‰J P RD`1, (7.16)
with ηs “ µs `A´Jb and the augmented observation vector px “ rxJ, 1sJ P RD`1. Ideally, the set
Mr would contain all possible word sequences. In practice, Mr is obtained through a recognition
pass and can be represented by word lattices or N -best lists (cf. Chapter 5).
Although the ME objective function corresponds with theMaximum Mutual Information (MMI)
criterion, we use the symbol FME to emphasize the use of the log-linear model:
FMEpΛq “
Rÿ
r“1
log
ppWrq ¨ ρpXr|Wrqÿ
WPMr
ppW q ¨ ρpXr|W q
, (7.17)
where
ρpXr|W q “ max
sTr1 |W
" Trź
t“1
ppst|st´1q e
řD`1
d“1 pλst,d¨fst,dppx,stq*. (7.18)
In contrast to ppWr|Xrq, ρpXr|W q is not a real distribution because it does not satisfy the
normalization constraint. Nevertheless, the quantity can still be used to decode a spoken utterance
since for a recognizer it suffices that scores are comparable.
To maximize the objective function, we first determine the partial derivative of FME with respect
to λsd:
BFMEpΛq
Bλs,d “
Rÿ
r“1
Trÿ
t“1
”
γrtps|Wrq ´ γrtpsq
ı
¨ yrtd. (7.19)
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Here, γrtps|Wrq denotes the forward-backward (FB) probability of hypothesizing state s at time
frame t given the transcription Wr, and γrtpsq is the generalized FB probability of hypothesizing
state s at time frame t independent of any word sequence. As described in Chapter 5, the FB
probabilities can be estimated efficiently on word lattices or state graphs.
7.2 Maximum Entropy in Automatic Speech Recognition
So far, we have not yet addressed the problem of aligning the acoustic observations with the states
of a Markov chain. As mentioned before, the alignment cannot be observed directly but has to
be described via a hidden variable. Moreover, in general the alignment is not a fixed quantity
but may change in the course of the training process. However, we can make the assumption that
the alignment of a spoken word sequence (i.e., the Ns,d statistics) remains unaltered over a small
number of GIS iterations. This assumption is of course risky and bears a certain wrongness since
an update of the parameter set Λ might also change the optimal alignment of a spoken sentence.
To alleviate this problem, the training utterances are re-aligned occassionally to ensure that the
Ns,d statistics remain reliable. As a consequence, the Ns,d counts do now depend on the parameter
set Λ, and the statistics from Eqs. (7.7) and (7.8) have to be redefined accordingly:
Ns,dpΛq “
Rÿ
r“1
Trÿ
t“1
γr,tps|Wrq ¨ yr,t,d, (7.20)
Qs,dpΛq “
Rÿ
r“1
Trÿ
t“1
γr,tpsq ¨ yr,t,d. (7.21)
Due to the required re-alignments, the optimization problem is no longer convex, and as a
consequence, the GIS algorithm is not guaranteed to converge to a globally optimal solution.
Nevertheless, the gradients of the resulting update rules can still be used to optimize the parameters
of the log-linear acoustic model.
λs,d “ λs,d ` 1
F
log
”
Ns,dpΛq{Qs,dpΛq
ı
. (7.22)
7.2.1 Comparison with other Discriminative Training Methods
In contrast to Eq. (7.22), the re-estimation formulae in a ’standard’ discriminative training lead to
update rules that depend on the logarithm of the difference between theNs,d andQs,d counts rather
than their ratio. To verify this, we review a standard optimization technique for discriminative
training based on the Extended Baum (EB) algorithm. Although the objective functions are
identical for the ME and the MMI criterion, the MMI objective function is introduced as a separate
definition to emphasize the functional form of the model distribution (i.e., a Gaussian model vs. a
log-linear model) and the optimization method applied (i.e., EB vs. GIS):
FMMIpθq “
Rÿ
r“1
log
ppWrq ¨ pθpXr |Wrqÿ
WPMr
ppW q ¨ pθpXr |W q
. (7.23)
The derivative of FMMIpθq wrt. θs yields:
BFMMIpθqBθs “ Γs
ˆB log ppx | θsqBθs
˙
, (7.24)
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where Γs denotes the discriminative average for state s which is defined by (cf. Eq. (4.41)):
Γs
`
gpXq˘ :“ Rÿ
r“1
Trÿ
t“1
”
γr,tps |Wrq ´ γr,tpsq
ı
¨ gpxr,tq. (7.25)
The EB method leads to the following re-estimation equations (cf. Eq. (4.62)):
µs,d “ µs,d ` s,d ¨
”
Γs,dpxq ´ µs,d ¨ Γsp1q
ı
, (7.26)
with s,d “ 1{
`
Γsp1q ´ Ds
˘
and Ds denoting a state-specific iteration constant that controls the
convergence rate of the training process. The choice of Ds has to ensure that s,d is positive which
can be accomplished by setting
Ds “ h ¨max
 
Dmins , 1{β ´ Γsp1q
(
.
Here, Dmins is a constant that guarantees the positivity of all variances. The parameter β ą 0 is
chosen such as to prevent overflows caused by low-valued denominators, and h ą 1 is a scaling
factor that controls the step size of the gradient (cf. Section 4.3). With the decomposition of the
discriminative averages Γs into the correct model Γnums and the competing model Γ
den
s ,
Γnums
`
gpXq˘ “ Rÿ
r“1
Trÿ
t“1
γr,tps |Wrq ¨ gpxr,tq (7.27)
Γdens
`
gpXq˘ “ Rÿ
r“1
Trÿ
t“1
γr,tpsq ¨ gpxr,tq, (7.28)
Eq. (7.22) can be re-written as follows, and we obtain the expressions for the re-estimation formulae
for both the GIS algorithm and the EB method:
GIS: λs,d “ λs,d ` 1
F
¨ log
”
Γnums,d pyq {Γdens,dpyq
ı
, (7.29)
EB: µs,d “ µs,d ` s,d ¨
”
Γs,dpxq ´ µs,d ¨ Γs,dp1q
ı
. (7.30)
Comparing both gradients, one may expect that the convergence of the GIS algorithm will turn out
to be moderately slow since the update rule depends on the logarithm of the ratio of the correct
model Γnums and the competing model Γ
den
s whereas the gradient of the EB algorithm is based on
the difference Γnums ´ Γdens .
7.2.2 Integration of Linear Feature Transformations
The log-linear form of the emission probabilities allows for initializing the parameter set Λ with a
linear feature transformation as, for instance, a Linear Discriminant Analysis (LDA). LetH denote
the LDA transformation matrix. If H has full rank, then the mean vector m and the covariance
matrix S in the pA ` bq-transformed feature space can be computed from the parameters of the
Gaussian distribution N pHJx|µz,Σzq in the original, LDA-transformed feature space:
m “ AH´Jµz ` b, (7.31)
S “ AH´JΣzH´1AJ. (7.32)
Thus, we obtain the following expression for λs which can be used to bootstrap the free parameters
of the log-linear model:
λs “
„
S´1ms
´ 12
`
log detp2piΣzq `mJs S´1ms
˘  . (7.33)
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7.3 Experiments
Experiments were conducted on the SieTill corpus for telephone line recorded, continuously spoken
German connected digit strings. The corpus comprises approximately 13k sentences for both the
training and the test set. Table 7.1 summarizes some corpus statistics. A more detailed description
of the recognition task is given in Table 6.1 on page 78.
The recognition system used for the experiments employs gender-dependent whole-word HMMs
with continuous emission densities. For each gender, 214 distinct states plus one state for silence
were used. The observation vectors consist of 12 cepstral features with their first derivatives
and the second derivative of the first component. The baseline recognizer was trained under
the ML criterion in the Viterbi approximation and achieves a word error rate (WER) of 4.59%
(cf. Table 7.2). Both the ME training and the EB training were bootstrapped with the ML trained
acoustic model. Whenever the objective function increased by more than 10% relative, the GIS
algorithm was interrupted and the training utterances were re-aligned before the GIS optimization
was continued. After 15 re-alignments, the ME-based system achieved a WER of 3.52% which is a
relative improvement of 23% compared to the ML-trained baseline system. Using the same number
of re-alignments for the EB algorithm, the standard discriminative approach achieved a WER of
4.11%. Though this is a substantial improvement of the ME training over the EB algorithm, it is
important to note that the GIS algorithm performs thousands of iterations between two adjacent
re-alignment phases to yield the reported gain. The ability of the ME criterion to generalize to
unseen data is, however, remarkable.
Using a Linear Discriminant Analysis (LDA), the relative performance gain decreases, but is
still significant. Thus the relative improvement between the baseline result and the ME approach
is 14%. Other than the systems trained under the ML criterion or the MMI criterion using the EB
algorithm, the parameters of the ME-trained system were initialized with the LDA transformation
matrix according to Eq. (7.33). Because of that, the GIS algorithm operates on the untransformed
high-dimensional feature space and has therefore the possibility to extract more information from
the data whereas the ML-trained system and the EB-optimized system operate on the LDA
transformed features. Due to the comparatively small number of re-alignments, the ME based
approach has not yet reached its optimum and additional training iterations might be necessary
in order to achieve similar performance gains as have been obtained with the optimization using
the EB algorithm.
Table 7.1: Corpus statistics for the SieTill corpus.
corpus female male
sent. digits sent. digits
test 6176 20205 6938 22881
train 6113 20115 6835 22463
Table 7.2: Word error rates on the SieTill test corpus for different optimization criteria.
method LDA # re-align WERr%s SERr%s
ML 30 4.59 11.34
ME no 15 3.52 9.17
EB 15 4.11 10.36
ML 30 3.78 9.74
ME yes 10 3.24 8.44
EB 20 2.95 7.56
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Figure 7.1: Evolution of the ME objective function in the course of the iteration process (left) and
word error rates at the re-alignment points (right) on the SieTill training corpus.
7.4 Recent Developments
By now, direct posterior models for automatic speech recognition have become of increasing
interest in the research community. In [Heigold & Schlu¨ter` 07] it is shown that Gaussian
HMMs (GHMMs) are equivalent to Gaussian HMM-like Hidden Conditional Random Fields. While
conventional GHMMs are usually estimated with a criterion on a segment level, hybrid approaches
are typically based on a formulation of the criterion on the frame level. The study shows that
improvements of HCRFs over GHMMs found in literature are not due to a refined acoustic
modeling but rather from the more robust formulation of the underlying optimization problem
or spurious local optima. In [Heigold & Deselaers` 08a], the work presented in this chapter has
been continued by extending GIS such that it does not only allow for training log-linear models
with hidden variables but also enables the optimizatio of discriminative training criteria other than
the Maximum Mutual Information criterion as, for instance, the Minimum Phone Error criterion.
A completely different approach to the training problem of linear models is suggested in the
following chapter which extends the Minimum Error Rate Training (MERT) algorithm for N -best
lists as suggested by [Och 03] for statistical machine translation to word lattices. The power of
the extended MERT algorithm is that it allows for efficiently constructing and exploring the exact
error surface over all sentence hypotheses that are encoded in a word lattice under virtually any
automated evaluation criterion that is used in natural language processing.
7.5 Conclusions
While Maximum Entropy (ME) based learning procedures have been successfully applied to text
based natural language processing, there are only few investigations on using the ME framework
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for acoustic modeling in automatic speech recognition. In this chapter, it was shown that
the Generalized Iterative Scaling (GIS) algorithm can be used as an optimization algorithm to
discriminatively train the parameters of an automatic speech recognizer based on Hidden Markov
Models (HMMs) with continuous Gaussian densities. The ME approach was compared analytically
and experimentally with both a conventional Maximum Likelihood (ML) training and a standard
approach to discriminative training under the Maximum Mutual Information (MMI) criterion
based on the Extended Baum (EB) algorithm. Experiments conducted on a recognition task for
continuously spoken connected German digit strings achieved a relative improvement of up to 23%
over the ML trained system, and more than 14% over the MMI criterion trained with the EB
algorithm. In combination with a linear discriminant analysis, the EB algorithm performed better
and outperformed the ME approach by 9% relative.
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Chapter 8
Minimum Error Rate Training
Minimum Error Rate Training (MERT) is an effective means to estimate the feature function
weights of a linear model such that an automated evaluation criterion for measuring system
performance can directly be optimized in training. To accomplish this, the training procedure
determines for each feature function its exact error surface on a given set of sentence hypotheses.
The feature function weights are then adjusted by traversing the error surface combined over
all sentences and picking those values for which the resulting error count reaches a minimum.
Typically, candidates in MERT are represented as N -best lists which contain the N most probable
sentence hypotheses produced by a decoder. This chapter presents a novel algorithm that allows
for efficiently constructing and representing the exact error surface of all sentence hypotheses that
are encoded in a word lattice. Compared to N -best MERT, the number of sentence hypotheses
thus taken into account increases by several orders of magnitudes. The proposed method can be
used to train the feature function weights of a log-linear combination of feature functions and
multiple knowledge sources.
The remainder of this chapter is organized as follows. Section 8.1 motivates the general concept
behind the MERT criterion. Section 8.2 briefly reviews N -best MERT and introduces some basic
concepts that are used in order to develop the line optimization algorithm for word lattices in
Section 8.3. Section 8.4 presents an upper bound on the complexity of the unsmoothed error
surface for the sentence hypotheses represented in a word lattice. This upper bound is used to
prove the space and runtime efficiency of the suggested algorithm. The chapter concludes with a
summary in Section 8.5.
8.1 Introduction
Many statistical methods in natural language processing aim at minimizing the probability of
sentence errors. In practice, however, system quality is often measured based on error metrics
that assign non-uniform costs to classification errors and thus go far beyond counting the number
of wrong decisions. Examples are the mean average precision for ranked retrieval, the F-measure
for parsing, and the word error rate in automatic speech recognition. A class of training criteria
that provides a tighter connection between the decision rule and the final error metric is known
as Minimum Error Rate Training (MERT) and has been suggested in the context of statistical
machine translation in [Och 03].
MERT aims at estimating the model parameters such that the decision under the zero-one
loss function maximizes some end-to-end performance measure on a development corpus. In
combination with log-linear models, the training procedure allows for a direct optimization of
the unsmoothed error count. The criterion can be derived from Bayes’ decision rule as follows:
Let Xr “ xr1, ..., xrTr denote a sequence of acoustic observation vectors together with the
corresponding spoken word sequence Wr “ wr1, ..., wrNr . Under the zero-one loss function, the
sentence hypothesis which maximizes the a posteriori probability is chosen:
Wˆ “ argmax
W
 
PrpW |Xrq
(
(8.1)
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Since the true posterior distribution is unknown, PrpW |Xrq is modeled via a log-linear model which
combines some feature functions hmpW,Xq with feature function weights λm, m “ 1, ...,M :
PrpW |Xrq “ pλM1 pW |Xrq (8.2)
“ exp
“řM
m“1 λmhmpW,Xrq
‰ř
W 1 exp
“řM
m“1 λmhmpW 1, Xrq
‰ (8.3)
The feature function weights are the parameters of the model, and the objective of the MERT
criterion is to find a parameter set λˆM1 that minimizes the error count on a representative set of
training sentences. More precisely, let pX ,Wq :“ pXr,Wrqr“1,...,R denote the training utterances
of a speech corpus, each consisting of a sequence of acoustic observation vectors Xr “ xr1, ..., xrTr
together with the corresponding spoken word sequence Wr “ wr1, ..., wrNr . Assuming that
the corpus-based error count for some sentence hypotheses Mr “ tW pXrq | r “ 1, ..., Ru is
additively decomposable into the error counts of the individual sentences, i.e., EpW,Vq “řR
r“1EpWr,W pXrqq, the MERT criterion is given as:
λˆM1 “ argmin
λM1
#
Rÿ
r“1
E
`
Wr, Wˆ pXr;λM1 q
˘+
(8.4)
“ argmin
λM1
#
Rÿ
r“1
ÿ
WPMr
EpWr,W qδ
`
Wˆ pXr;λM1 q,W
˘+
(8.5)
with
Wˆ pXr;λM1 q “ argmax
W
#
Mÿ
m“1
λmhmpW,Xrq
+
(8.6)
In [Och 03], it was shown that linear models can effectively be trained under the MERT criterion
using a special line optimization algorithm. This line optimization determines for each feature
function hm and sentence Xr the exact error surface on a set of sentence hypotheses Mr. The
feature function weights are then adjusted by traversing the error surface combined over all
sentences in the training corpus and moving the weights to a point where the resulting error
reaches a minimum.
Sentence hypotheses in MERT are typically represented as N -best lists which contain the N most
probable sentence hypotheses. A downside of this approach is, however, that N -best lists can only
capture a very small fraction of the search space. As a consequence, the line optimization algorithm
needs to repeatedly decode the development corpus and enlarge the candidate repositories with
newly found hypotheses in order to avoid overfitting on Mr and preventing the optimization
procedure from stopping in a poor local optimum.
This chapter presents a novel algorithm that allows for efficiently constructing and representing
the unsmoothed error surface for all sentence hypotheses that are encoded in a word lattice. The
number of sentence alternatives thus taken into account increases by several orders of magnitudes
compared to N -best MERT.
8.2 Minimum Error Rate Training on N -best Lists
The goal of MERT is to find a weights set that minimizes the unsmoothed error count on a
representative training corpus (cf. Eq. (8.4)). This can be accomplished through a sequence of line
minimizations along some vector directions tdM1 u. Starting from an initial point λM1 , computing
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Figure 8.1: The upper envelope (bold, red curve) for a set of lines is the convex hull which consists
of the topmost line segments. Each line corresponds to a sentence hypothesis and
is thus related to a certain error count. Envelopes can efficiently be computed with
Algorithm 5.
the most probable sentence hypothesis out of a set of K sentence hypotheses Mr “ tW1, ...,WKu
along the line λM1 ` γ ¨ dM1 results in the following optimization problem [Och 03]:
Wˆ pXr; γq “ arg max
WPMr
!
pλM1 ` γ ¨ dM1 qJ ¨ hM1 pW,Xrq
)
“ arg max
WPMr
"ÿ
m
λmhmpW,Xrqlooooooooomooooooooon
“apW,Xrq
` γ ¨
ÿ
m
dmhmpW,Xrqlooooooooomooooooooon
“bpW,Xrq
*
“ arg max
WPMr
 
apW,Xrq ` γ ¨ bpW,Xrqloooooooooooooomoooooooooooooon
p˚q
(
(8.7)
Hence, the total score p˚q for any sentence hypothesis corresponds to a line in the plane with γ
as the independent variable. For any particular choice of γ, the decoder seeks that word sequence
which yields the largest score and therefore corresponds to the topmost line segment.
Overall, the candidate repository Mr defines K lines where each line may be divided into at
most K line segments due to possible intersections with the other K ´ 1 lines. The sequence of
the topmost line segments constitute the upper envelope which is the pointwise maximum over all
lines induced by Mr. The upper envelope is a convex hull and can be inscribed with a convex
polygon whose edges are the segments of a piecewise linear function in γ [Papineni 99, Och 03]:
EnvpXq “ max
WPM
 
apW,Xq ` γ ¨ bpW,Xq : γ P R( (8.8)
The importance of the upper envelope is that it provides a compact encoding of all possible
outcomes that a rescoring of Mr may yield if the parameter set λM1 is moved along the chosen
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Figure 8.2: Global error surface obtained by merging the utterance specific error surfaces.
direction. Once the upper envelope has been determined, its constituent line segments can be
projected onto the error counts of the corresponding sentence hypotheses (cf. Figure 8.1). This
projection is independent of how the envelope is generated and can therefore be applied to any set
of line segments1.
An effective means to compute the upper envelope is a sweep line algorithm which is often used in
computational geometry to determine the intersection points of a sequence of lines or line segments
[Bentley & Ottmann 79]. The idea is to shift (“sweep”) a vertical ray from ´8 to `8 over the
plane while keeping track of those points where two or more lines intersect. Since the upper envelope
is fully specified by the topmost line segments, it suffices to store the following components for each
line object `: the x-intercept `.x with the left-adjacent line, the slope `.m, and the y-intercept `.y;
a fourth component, `.W , is used to store the sentence hypothesis. Algorithm 5 shows the pseudo
code for a sweep line algorithm which reduces an input array lvert a[0..K-1]lvert consisting of
the K line objects of the candidate repository Mr to its upper envelope. By construction, the
upper envelope consists of at most K line segments. The endpoints of each line segment define the
interval boundaries at which the decision made by the decoder will change. Hence, as γ increases
from ´8 to `8, we will see that the most probable sentence hypothesis will change whenever γ
passes an intersection point.
Let γr1 ă γr2 ă ...ă γrNr denote the sequence of interval boundaries and let ∆Er1 ,∆Er2 , ...,∆ErNr
denote the corresponding sequence of changes in the error count where ∆Ern is the amount by
which the error count will change if γ is moved from a point in rγrn´1, γrnq to a point in rγrn, γrn`1q.
Both sequences together provide an exhaustive representation of the unsmoothed error surface for
the sentence r along the line λM1 `γ ¨dM1 . The error surface for the whole training corpus is obtained
1 For lattice MERT, it will therefore suffice to find an efficient way to compute the upper envelope over all sentence
hypotheses that are encoded in a word graph.
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Algorithm 5 SweepLine
input: array a[0..K-1] containing lines
output: upper envelope of a
sort(a:m);
j = 0; K = size(a);
for (i = 0; i < K; ++i) {
` = a[i];
`.x = -8;
if (0 < j) {
if (a[j-1].m == `.m) {
if (`.y <= a[j-1].y) continue;
--j;
}
while (0 < j) {
`.x = (`.y - a[j-1].y)/
(a[j-1].m - `.m);
if (a[j-1].x < `.x) break;
--j;
}
if (0 == j) `.x = -8;
a[j++] = `;
} else a[j++] = `;
}
a.resize(j);
return a;
by merging the interval boundaries (and their corresponding error counts) over all sentences in the
training corpus (cf. Figure 8.2). The optimal γ can then be found by traversing the merged error
surface and choosing a point from the interval where the total error reaches its minimum.
After the parameter update, λˆM1 “ λM1 `γopt ¨dM1 , the decoder may find new sentence hypotheses
which are merged into the candidate repositories if they are ranked among the top N candidates.
The relation K “ N holds therefore only in the first iteration. From the second iteration on, K is
usually larger than N . The sequence of line optimizations and decodings is repeated until (1) the
candidate repositories remain unchanged and (2) γopt “ 0.
8.3 Minimum Error Rate Training on Lattices
In this section, the algorithm for computing the upper envelope on N -best lists is extended to word
lattices. For a description of how to generate lattices, see Section 5.1.6.
Formally, a word lattice for a sentence r is defined as a connected, directed acyclic graph Gr “
pVr, Erq with vertice set Vr, unique source and sink nodes s, t P Vr, and a set of arcs Er Ă Vr ˆ Vr.
Each arc is labeled with a word wij and the (local) feature function values hM1 pwij , Xrq. A path
pi “ pv0, e0, v1, e1, ..., en´1, vnq in Gr (with ei P Er and vi, vi`1 P Vr as the tail and head of ei,
0 ď i ă n) defines a partial sentence hypothesis Wpi which is the concatenation of all word
hypotheses along this path. The corresponding feature function values are obtained by summing
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over the arc-specific feature function values:
pi : ‚
v0
w0,1ÝÝÝÝÝÝÝÑ
hM1 pw0,1, Xq
‚
v1
w1,2ÝÝÝÝÝÝÝÑ
hM1 pw1,2, Xq
¨ ¨ ¨ wn´1,nÝÝÝÝÝÝÝÝÝÑ
hM1 pwn´1,n,Xq
‚
vn
Wpi “ ©
i,j :
viÑvjPpi
wij “ w0,1 ˝ ... ˝ wn´1,n
hM1 pWpi, Xq “
ÿ
i,j :
viÑvjPpi
hM1 pwij , Xq
In the following, we use the notation inpvq and outpvq to refer to the set of incoming and outgoing
arcs for a node v P Vr. Similarly, headpeq and tailpeq denote the head and tail of e P Er.
To develop the algorithm for computing the upper envelope of all sentence hypotheses that
are encoded in a word lattice, we first consider a node v P Vr with some incoming and outgoing arcs:
v
v’e
Each path that starts at the source node s and ends in v defines a partial sentence hypothesis
which can be represented as a line (cf. Eq. (8.7)). We now assume that the upper envelope for
these partial sentence hypotheses is known. The lines that constitute this envelope shall be denoted
by f1, ..., fN . Next we consider continuations of these partial sentence hypotheses by following one
of the outgoing arcs e P outpvq. Each such arc defines another line denoted by gpeq. If we add the
slope and y-intercept of gpeq to each line in the set tf1, ..., fNu, then the upper envelope will be
constituted by segments of f1 ` gpeq, ..., fN ` gpeq. This operation neither changes the number of
line segments nor their relative order in the envelope, and therefore it preserves the structure of
the convex hull. As a consequence, we can propagate the resulting envelope over an outgoing arc
e to a successor node v1 “ headpeq. Other incoming arcs for v1 may be associated with different
upper envelopes, and all that remains is to merge these envelopes into a single combined envelope.
This is, however, easy to accomplish since the combined envelope is simply the convex hull of the
union over the line sets which constitute the individual envelopes. Thus, by merging the arrays
that store the line segments for the incoming arcs and applying Algorithm 5 to the resulting array
we obtain the combined upper envelope for all partial sentence hypotheses that are associated with
paths starting at the source node s and ending in v1. The correctness of this procedure is based
on the following two observations:
(1) A single sentence hypothesis cannot constitute multiple line segments of the same envelope.
This is because sentence hypotheses associated with different line segments are path-disjoint.
(2) Once a partial sentence hypotheses has been discarded from an envelope because its associated
line f˜ is completely covered by the topmost line segments of the convex hull, there is no path
continuation that could bring back f˜ into the upper envelope again. Proof: Suppose that such a
continuation exists, then this continuation can be represented as a line g, and since f˜ has been
discarded from the envelope, the path associated with g must also be a valid continuation for the
line segments f1, ..., fN that constitute the envelope. Thus it follows that maxpf1`g, ..., fN `gq “
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Algorithm 6 Lattice Envelope
input: a word lattice Gr “ pVr, Erq
output: upper envelope of Gr
a = H;
L = H;
TopSort(GX);
for v = s to t do {
a = SweepLine(
Ť
ePinpvq
L[e]);
foreach (e P inpvq)
L.delete(e);
foreach (e P outpvq) {
L[e] = a;
for (i = 0; i < a.size(); ++i) {
L[e][i].m = a[i].m +
ř
m dmhmpe,Xq;
L[e][i].y = a[i].y +
ř
m λmhmpe,Xq;
L[e][i].p = a[i].p ˝wv,headpeq;
}
}
}
return a;
maxpf1, ..., fN q ` g ă f˜ ` g for some γ P R. This, however, is in contradiction with the premise
that f˜ ă maxpf1, ..., fN q for all γ P R.
To keep track of the word expansions when propagating an envelope over an outgoing arc e P
tailpvq, the word label wv,headpeq has to be appended from the right to all partial sentence hypotheses
in the envelope. The complete algorithm then works as follows: First, all nodes in the word lattice
are sorted in topological order. Starting with the source node, we combine for each node v the
upper envelopes that are associated with v’s incoming arcs by merging their respective line arrays
and reducing the merged array into a combined upper envelope using Algorithm 5. The combined
envelope is then propagated over the outgoing arcs by associating each e P outpvq with a copy of
the combined envelope. This copy is modified by adding the parameters (slope and y-intercept) of
the line gpeq to the envelope’s constituent line segments. The envelopes of the incoming arcs are no
longer needed and can be deleted in order to release memory. The envelope computed at the sink
node is by construction the convex hull over all sentence hypotheses represented in the lattice, and
it compactly encodes those candidates which maximize the decision rule Eq. (8.1) for any point
along the line λM1 `γ ¨dM1 . Algorithm 6 shows the pseudo code. Note that the component `.x does
not change and therefore requires no update.
It remains to verify that the suggested algorithm is efficient in both running time and memory.
For this purpose, we first analyze the complexity of Algorithm 5 and derive from it the running
time of Algorithm 6.
After sorting, each line object in Algorithm 5 is visited at most three times. The first time is
when it is picked by the outer loop. The second time is when it either gets discarded or when it
terminates the inner loop. Whenever a line object is visited for the third time, it is irrevocably
removed from the envelope. The runtime complexity is therefore dominated by the initial sorting
and amounts to OpK logKq
Topological sort on a word lattice G “ pV, Eq can be performed in time Θp|V|`|E|q. As will be
shown in Section 8.4, the size of the upper envelope for G can never exceed the size of the arc set
E . The same holds for any subgraph Grs,vs of G which is induced by the paths that connect the
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source node s with v P V. Since the envelopes propagated from the source to the sink node can
only increase linearly in the number of previously processed arcs, the total running time amounts
to a worst case complexity of Op|V|¨|E|log|E|q.
8.4 Upper Bound for Size of Envelopes
The memory efficiency of the suggested algorithm results from the following theorem which provides
a novel upper bound for the number of cost minimizing paths in a directed acyclic graph with arc-
specific affine cost functions. The bound is not only meaningful for proving the space efficiency
of lattice MERT, but it also provides deeper insight into the structure and complexity of the
unsmoothed error surface induced by log-linear models. Since we are examining a special class of
shortest paths problems, we will invert the sign of each local feature function value in order to
turn the feature scores into corresponding costs. Hence, the objective of finding the best sentence
hypothesis in a word lattice becomes the problem of finding all cost-minimizing paths in a graph
with affine cost functions.
Theorem: Let G “ pV, Eq be a connected directed acyclic graph with vertex set V, unique source
and sink nodes s, t P V, and an arc set E Ă V ˆ V in which each arc e P E is associated with an
affine cost function cepγq “ ae ¨ γ ` be, ae, be P R. Counting ties only once, the cardinality of the
union over the sets of all cost-minimizing paths for all γ P R is then upper-bounded by |E|:∣∣∣ ď
γPR
 
pi : pi “ pipG; γq is a cost-minimizing path in G given γ(∣∣∣ ď |E| (8.9)
Proof: The proposition holds for the empty graph as well as for the case that V “ ts, tu with
all arcs e P E joining the source and sink node. Let G therefore be a larger graph. Then we
perform an s-t cut and split G into two subgraphs G1 (left subgraph) and G2 (right subgraph).
Arcs spanning the section boundary are duplicated (with the costs of the copied arcs in G2 being
set to zero) and connected with a newly added head or tail node:
G: G G1 2c1
c3
c2
c4
c1
c3
c4
c2
0: :
The zero-cost arcs in G2 that emerged from the duplication process are contracted, which can be
done without loss of generality because zero-cost arcs do not affect the total costs of paths in the
lattice. The contraction essentially amounts to a removal of arcs and is required in order to ensure
that the sum of edges in both subgraphs does not exceed the number of edges in G. All nodes in
G1 with out-degree zero are then combined into a single sink node t1. Similarly, nodes in G2 whose
in-degree is zero are combined into a single source node s2. Let N1 and N2 denote the number of
arcs in G1 and G2, respectively. By construction, N1`N2 “ |E|. Both subgraphs are smaller than G
and thus, due to the induction hypothesis, their lower envelopes consist of at most N1 and N2 line
segments, respectively. We further notice that either envelope is a convex hull whose constituent
line segments inscribe a convex polygon, in the following denoted by P1 and P2. Now, we combine
both subgraphs into a single graph G1 by merging the sink node t1 in G1 with the source node s2
in G2. The merged node is an articulation point whose removal would disconnect both subgraphs,
and hence, all paths in G1 that start at the source node s and stop in the sink node t lead through
this articulation point. The graph G1 has at least as many cost minimizing paths as G, although
these paths as well as their associated costs might be different from those in G. The additivity of
the cost function and the articulation point allow us to split the costs for any path from s to t into
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two portions: the first portion can be attributed to G1 and must be a line inside P1; the remainder
can be attributed to G2 and must therefore be a line inside P2. Hence, the total costs for any path
in G1 can be bounded by the convex hull of the superposition of P1 and P2. This convex hull is
again a convex polygon which consists of at most N1`N2 edges, and therefore, the number of cost
minimizing paths in G1 (and thus also in G) is upper bounded by N1 `N2. l
Corollary: The upper envelope for a word lattice Gr “ pVr, Erq consists of at most |Er| line
segments. This bound can even be refined and one obtains |E|´|V|`2. Both bounds are tight.
This result may seem somewhat surprising as it states that, independent of the choice of the
direction along which the line optimization is performed, the structure of the error surface is far
less complex than one might expect based on the huge number of alternative sentence hypotheses
that are represented in the lattice and thus contribute to the error surface. In fact, this result is
a consequence of using a log-linear model which constrains how costs (or scores, respectively) can
evolve due to hypothesis expansion. If instead quadratic cost functions were used, the size of the
envelopes could not necessarily be limited in the same way. The above theorem does not, however,
provide any additional guidance that would help to choose more promising directions in the line
optimization algorithm to find better local optima.
A study which is complementary to the upper bound on the size of envelopes derived in
Section 8.4 is provided in [Elizalde & Woods 06] which shows that the number of inference functions
of any graphical model as, for instance, Bayesian networks and Markov random fields is polynomial
in the size of the model if the number of parameters is fixed.
8.5 Summary
This chapter presented a novel algorithm that allows for efficiently constructing and representing
the unsmoothed error surface over all sentence hypotheses that are represented in a word lattice.
The proposed algorithm can be used to train the feature function weights of a log-linear model for
automatic speech recognition under the Minimum Error Rate Training (MERT) criterion.
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Discriminative Linear Transformations
Linear transformations are extensively used in automatic speech recognition as a means for feature
normalization and speaker adaptation. Commonly used feature transformations include the Linear
Discriminant Analysis (LDA) [Haeb-Umbach & Ney 92b] and the Maximum Likelihood Linear
Transform (MLLT) [Gopinath 98].
The LDA is a common data driven method that seeks a linear transformation which maps a high
dimensional input vector into a lower dimensional subspace while retaining a maximum amount of
class discrimination information. The statistics needed for computing the LDA are collected from
the class density functions and their class prior probabilities. The LDA is based on the assumption
that each class density function can be adequately modeled with a single multivariate Gaussian.
The Gaussians are assumed to be isotropic, that is, they are supposed to share a common, class-
independent covariance matrix. Although the actual goal is to improve the recognition rate of
words or phonemes, classes for LDA in automatic speech recognition are usually identified with
the Markov states or the indices of the mixture components. The reason for this is due to the
inherent model assumption that the observations are supposed to be generated by a stochastic
process based on which the elements scatter normally distributed around their class centroids.
This assumption is more valid (and better suited to describe the data) if classes are identified
with Markov states rather than with word or phoneme models for which the scatter pattern is a
trajectory defined by the non-linear time alignment.
Unlike LDA, the MLLT is a feature transformation which aims at reducing the likelihood loss if
class-specific covariance matrices are to be estimated under a diagonal modeling constraint. The
MLLT tries to decorrelate the feature space by transforming the training samples such that the
model assumption of class specific diagonal covariances is more valid in the transformed space than
in the original feature space. If only two covariance matrices are involved, this problem has an
exact solution: both matrices can be diagonalized simultaneously through a rotation matrix that
is composed from the eigenvectors of the corresponding generalized eigenvalue problem. However,
if more than two covariance matrices need to be decorrelated, there is in general no linear solution
to this problem, and one has to search for an approximation that alleviates the mismatch between
full and diagonal covariance matrices as best as possible. A solution to this problem is provided
by the MLLT which is a special case of Kumar’s Heteroscedastic Linear Discriminant Analysis
(HLDA) [Kumar & Andreou 98b]. The HLDA extends the LDA to multi-class problems with non-
uniform class-specific variances. If no axes in the original feature space are discarded, the HLDA
is equivalent with the MLLT.
Motivated by its successful application to automatic speech recognition, several modifications
have been proposed for the MLLT resulting in new transformations as, for example, Semi-
tied Covariances [Gales 97], the Extended Maximum Likelihood Linear Transform (EMLLT)
[Huang & Goel` 02], and the SPAM model [Goel & Axelrod` 03]. The latter models the inverse
of the covariance matrix (the so-called precision matrix) from a set of basis matrices that span
the space of precision matrices. Depending on how many basis matrices are combined, the full
covariance matrix can be modeled arbitrarily exact.
This chapter presents a novel framework which allows for estimating linear feature transforma-
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tions in a discriminative manner. Thereby, the MLLT as proposed in [Gopinath 98] is used as a
case study. In Section 9.1, the MLLT is introduced and discussed from a likelihood perspective.
Section 9.2 presents a robust optimization procedure for estimating the MLLT. Section 9.3 shows
how the MLLT can be embedded into the discriminative framework and suggests an auxiliary
function that is suitable for optimizing the transformation. Section 9.4 presents experimental
results conducted on theHub-4 corpus. A summary presented in Section 9.5 concludes this chapter.
Notation and Style
Throughout this chapter, the following notation for vectors and matrices are used. The convention
is that vectors are always column vectors denoted by small letters, e.g., a, b, c, x. Row vectors are
denoted by the transpose of a column vector: aJ. Matrices are denoted by bold capital letters,
e.g. A, B, C, Σ. Given a matrix A, the element in row i and column j is denoted by aij . The
dth column vector of a matrix A is written as pAqd. To specify the dth row vector, the matrix A
needs to be transposed in advance:
`
AJ
˘
d
. If not stated otherwise, matrices are always composed
by their respective column vectors. Therefore, matrices have to be transposed before they can be
left-multiplied to a vector x, e.g., AJx. Similarly, a matrix A which is multiplied from left to a
matrix Σ has to be transposed in advance. Hence, the notation AJΣA is used in the following
sections rather than AΣAJ.
9.1 Maximum Likelihood Based Linear Feature Transformations
Let pxn, knq (n “ 1, . . . , N) denote a sequence of N training observations xn with corresponding
class labels kn. The objective of the MLLT is to find a linear transformation pA which maximizes
the following objective function:
pA “ argmax
A
|A|N
Kź
k“1
∣∣diagpAJΣkAq∣∣´Nk2 . (9.1)
Here, Nk denotes the number of observations assigned with class k, and Σk is the full sample
covariance matrix for class k. The logarithm of Eq. (9.1) defines the MLLT objective function:
FMLLTpAq “ N log|A|´
Kÿ
k“1
Nk
2
log
∣∣diagpAJΣkAq∣∣. (9.2)
To verify that pA does indeed reduce the mismatch between full and diagonal variances, one can
inspect Hadamard’s inequality which provides an upper bound to the determinant of a non-singular
matrix C: ∣∣ detpCq∣∣ ď
gffeź
i
ˆÿ
j
c2ij
˙
. (9.3)
Hence, for the special case of a regular matrix Σ (e.g., a covariance or a precision matrix), it
becomes clear that the determinant of the full matrix is always a lower bound to the determinant
of the same matrix with its off-diagonals set to zero:
detpΣq ď det `diagpΣq˘ “ź
d
σ2dd. (9.4)
Thus, the second term in Eq. (9.2) will be a minimum if A diagonalizes Σk for all classes k. Notice
that A will in general not be able to fully diagonalize all covariance matrices simultaneously, and
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a certain mismatch may therefore always remain. However, if the residuals in the optimization
problem are weighted with their empirical class priors, the expectation of the remaining loss will
be minimal.
Derivating FMLLT with respect to A yields:
BFMLLT
BA “ N ¨
A´J
|A| ¨ |A|´
Kÿ
k“1
Nk
2
¨ B log
∣∣diagpAJΣAq∣∣
BA . (9.5)
This can be transformed into the following expression (the detailed calculations are shown in
Section B.3.2):
BFMLLT
BA “ N ¨A
´J ´
Kÿ
k“1
Nk ¨Σk ¨A ¨ diagpAJΣkAq´1looooooooooooooomooooooooooooooon
p˚q
!“ 0 (9.6)
9.1.1 Application to Automatic Speech Recognition
In automatic speech recognition, the classes k are typically identified with the Markov states. Let
S “ t1, . . . , Su denote a set of Markov states. Each state s P S shall be associated with a Gaussian
mixture distribution:
ppx|θsq “
Lpsqÿ
l“1
csl ¨N px |µsl,Σslq. (9.7)
Here, Lpsq denotes the number of mixture components, csl refers to the density weights, and µsl
and Σsl denote the mean and covariance matrix. As in previous chapters, θs “
 pcsl, µsl,Σslq | l “
1, . . . , Lpsq( comprises the set of all distribution parameters of mixture components associated with
state s. In the following, the density index l is omitted to simplify the notation. Moreover, we do
not strictly distinguish between a Markov state s and its associated mixture distribution.
In general, incorporating a global feature transform A changes the normalization term of a
Gaussian distribution as follows:
N pAJx |µs,Σsq “ |A|a
detp2piΣsq
exp
"
´ 1
2
`
AJx´ µsqJ ¨Σ´1s ¨ pAJx´ µsq
*
(9.8)
Now let pXr,Wrq (r “ 1, . . . , R) denote a sequence of R training utterances where each pair
consists of a sequence of acoustic observations Xr “ xr1, . . . , xrTr together with a transcription of
the spoken word sequence Wr “ wr1, . . . , wrNr . Furthermore, let γrtps|Wrq “ pθps|Xr,Wrq denote
the state occupancy probability as defined in Eq. (2.22). Then the MLLT objective function is
given by:
FMLLTpAq “
Rÿ
r“1
Trÿ
t“1
Sÿ
s“1
γrtps|Wrq ¨
„
log|A|´1
2
¨ log ∣∣diagpAJΣsAq∣∣. (9.9)
9.1.2 Related Transformations and their Auxiliary Functions
The MLLT is a special case of Kumar’s HLDA which, in contrast to the well known LDA
transformation, does not make the assumption that all class-specific variances have to be isotropic.
Let Σ0 denote the total scatter matrix, which is equal to the sum over the (class-independent)
within class scatter matrix W and the (class-independent) between class scatter matrix B:
Σ0 “W `B. (9.10)
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with
W “ 1
T
Rÿ
r“1
Trÿ
t“1
Sÿ
s“1
γrtps|W q ¨ pxrt ´ µsq ¨ pxrt ´ µsqJ (9.11)
B “ 1
T
Rÿ
r“1
Trÿ
t“1
Sÿ
s“1
γrtps|W q ¨ pµ´ µsq ¨ pµ´ µsqJq (9.12)
Then the HLDA auxiliary function is given by:
QHLDApA, θq “ 12
Sÿ
s“1
Lsÿ
l“1
Rÿ
r“1
Trÿ
t“1
γrtps, l|Wrq ¨ log
$’’’’% |A|2∣∣diagpAJrps ¨Σsl ¨Arpsq∣∣ ¨ ∣∣diagpAJrn´ps ¨Σ0 ¨Arn´psq∣∣
,////-
(9.13)
Here, Arps denotes the first p row vectors of A, while Arn´ps denotes its last pn´ pq row vectors.
Similarly, the objective functions of the LDA and the MLLT can be written as:
QLDApA, θq “ 12
Sÿ
s“1
Lsÿ
l“1
Rÿ
r“1
Trÿ
t“1
γrtps, l|Wrq ¨ log
$’’’’% |A|2∣∣diagpAJrps ¨Σ ¨Arpsq∣∣ ¨ ∣∣diagpAJrn´ps ¨Σ0 ¨Arn´psq∣∣
,////-
(9.14)
QMLLTpA, θq “ 12
Sÿ
s“1
Lsÿ
l“1
Rÿ
r“1
Trÿ
t“1
γrtps, l|Wrq ¨ log
$’’’’% |A|2∣∣diagpAJrns ¨Σsl ¨Arnsq∣∣
,////- (9.15)
Figure 9.1 illustrates the different decisions made by the HLDA and the LDA transformation.
Σ1
Σ2
HDA
LDA
0 x
y
Classification Error
Figure 9.1: Different decisions made by the HLDA and the LDA transformation.
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Figure 9.2: Effect of the LDA transformation on four uniformly distributed classes. All classes
are Gaussian distributions with isotropic covariance matrices (a). The LDA can be
decomposed into a sequence of transformations A “ R2Λ´ 12R1 which first rotates
the within class scatter matrices using transformation R1 such that their principal
components are parallel to the coordinate axes (b). Scaling the coordinate axes with the
inverse of the root of the corresponding eigenvalues, Λ´ 12 , whitens the hyper ellipsoids
(c). Finally, the between class scatter matrix is diagonalized using R2, resulting in a
configuration for which projecting the sample points onto the abscissa increases class
separability (d).
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9.2 A Robust Optimization Procedure
A robust optimization procedure for estimating the MLLT is proposed in [Gales 98]. The
optimization scheme makes use of the adjoint (or adjugate) of A which allows for decomposing the
initially non-linear optimization problem into an easy to manage row-by-row optimization problem.
Starting point is the auxiliary function from Eq. (9.15) and its derivative with respect to A:
BQMLLTpA, θq
BA “
Sÿ
s“1
Lsÿ
l“1
Rÿ
r“1
Trÿ
t“1
γrtps, l|Wrq ¨
$’’’’%A´J ´Σsl ¨A ¨ diagpAJΣslAq´1
,////- (9.16)
To simplify the problem of finding the matrix pA which maximizes Eq. (9.15), we define a set of
sufficient statistics given by the following quantities:
total count: T “
Sÿ
s“1
Lsÿ
l“1
Rÿ
r“1
Trÿ
t“1
γrtps, l|Wrq (9.17)
dth component: σ2sld “ diagpAJΣslAqd (9.18)
variance statistics: Gpdq “
Sÿ
s“1
Lsÿ
l“1
Rÿ
r“1
Trÿ
t“1
γrtps, l|Wrq
σ2sld
¨Σsl (9.19)
Since a direct maximization of Eq. (9.16) is numerically difficult to handle, the matrix A´J is
re-written by its cofactors. The cofactors have the following important property:
pA´Jqd “ cd
aJd ¨ cd
, cJd “
“
cofpa1dq, . . . , cofpaDdq
‰
, cofpadeq “ p´1qd`e|Ade| (9.20)
Thus, Eq. (9.16) can be re-written as follows:ˆBQMLLTpA, θq
BA
˙
d
“ T ¨ cd
aJd ¨ cd
´ Gpdq ¨ ad (9.21)
Setting Eq. (9.21) to 0 and solving the resulting equations leads to the following update equations
for the column vectors ad of the MLLT transformation matrix:
ad “
d
T
cJd ¨Gpdq
´1 ¨ cd
¨Gpdq´1 ¨ cd (9.22)
The detailed calculations can be found in Section B.3.3. Algorithm 7 shows the major steps involved
for computing the MLLT. Figure 9.3 illustrates the effect of the MLLT optimization procedure for
the example of four, normally distributed classes. The smaller ellipses in Figure 9.3a show the
contours of the corresponding covariance matrices for constant probability while the larger ellipses
show the contours if the covariance matrices are estimated under a diagonal modeling constraint.
Figure 9.3b shows the same ellipses in the MLLT-transformed feature space. Here, the mismatch
between full and diagonal covariance matrices is substantially reduced which leads to a more reliable
estimation of the variance parameters and thus may help to improve class separability.
In principal, the MLLT optimization procedure can also be applied to maximize the LDA
objective function, although there are more efficient optimization methods available which take
advantage of the fact that the LDA is based on the assumption that all classes are uniformly
distributed. The solution of the LDA objective function is a rotation matrix which simultaneously
diagonalizes both the within class scatter matrix and the between class scatter matrix. Figure 9.2
(a-d) illustrates the effect of the LDA transformation on uniformly distributed classes (a) by first
whitening the within class scatter matrices (b-c) followed by a diagonalization of the between class
scatter matrix (d).
152
9.3 Discriminative Estimation of Linear Transformations
Algorithm 7 Maximum Likelihood Linear Transform
Compute Sufficient Statistics:
total count: T “
Sÿ
s“1
Lsÿ
l“1
Rÿ
r“1
Trÿ
t“1
γrtps, l|Wrq
full covariance matrices: Σsl “
Rÿ
r“1
Trÿ
t“1
γrtps, l|Wrq ¨ pxrt ´ µslq ¨ pxrt ´ µslq
J
Γnumsl p1q
Optimization Procedure:
A– I
repeat
r – 0
C– A´J
for pd “ 1, ..., Dq
Gpdq – 0
ad – pAqd
cd – pCqd
for ps “ 1, ..., Sq
for pl “ 1, ..., Lsq
σ2sld – aJd ¨Σsl ¨ ad
Gpdq+=γrtps, lWrq
σ2sld
¨Σsl
ad –
c
T
cJd ¨Gpdq
´1 ¨ cd
¨Gpdq´1 ¨ cd ´ pAqd
pAqd += ad
r += ||ad||2
until pr ă τq
9.3 Discriminative Estimation of Linear Transformations
The MLLT objective function aims at minimizing the likelihood loss if the covariance matrices are
to be estimated under a diagonal modeling constraint. The objective function does not, however,
take class separability into account, and therefore it might not exploit the full potential of this
transformation. To compensate for that, the MLLT is embedded into a discriminative framework
in this section. The resulting transformation is called Discriminative Linear Transform (DLT).
The objective of the DLT is to minimize the likelihood loss preferably for those classes where
retaining as much information of the full covariance matrix as possible is beneficial to discriminate
between different classes. As a consequence, a larger loss in terms of likelihood is only allowed
for those classes which are already sufficiently well separable and therefore prone to retain their
ability to discriminate between different classes even if the diagonal modeling constraint results in
a likelihood loss.
Incorporating a class separability criterion into the MLLT objective function can be accomplished
by subtracting the generalized FB probabilities from the state occupancy probabilities in Eq. (9.15)
and Eq. (9.16), respectively. This leads to the following objective function for the DLT and its
gradient with respect to the transformation matrix A:
FDLTpA, θq “ 12
Sÿ
s“1
Lsÿ
l“1
Rÿ
r“1
Trÿ
t“1
„
γrtps, l|Wrq ´ γrtps, lq

¨ log
$’’’’% |A|2∣∣diagpAJrns ¨Σsl ¨Arnsq∣∣
,////- (9.23)
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BFDLTpA, θq
BA “
Sÿ
s“1
Lsÿ
l“1
Rÿ
r“1
Trÿ
t“1
„
γrtps, l|Wrq ´ γrtps, lq

¨
$’’’’%A´J ´Σsl ¨A ¨ diagpAJΣslAq´1
,////-
(9.24)
Note that Eq. (9.23) will be in a local optimum if γrtps, lq “ γrtps, l|Wrq holds for all ps, lq, in
which case Eq. (9.24) will become zero. However, this does not necessarily imply that pA would be
able to fully diagonalize all covariance matrices involved.
Since a direct optimization of Eq. (9.23) is not feasible, we use an auxiliary function that allows
for optimizing Eq. (9.23) iteratively. According to Section 4.5, this auxiliary function can be
constructed as follows:
GDLTpA, θq “ FDLTpA, θq ` G0
`pA, θq, ppA, pθq˘. (9.25)
Here, G0 is a smoothing function which needs to be chosen such that the differential of
G0
`pA, θq, pA, θq˘ at ppA, pθq “ pA, θq is equal to 0. The following choice of the smoothing function
meets this requirement:
G0
`pA, θq, ppA, pθq˘ “ ż ppx|θpiqs q ¨∇A log ppx|θsq∣∣θs“θpiqs dx (9.26)
The maximization of Eq. (9.26) can be performed using an extension of the optimization algorithm
described in Section 9.2. Hence, re-writing Eq. (9.24) with its cofactors and re-arranging terms
yields:
Sÿ
s“1
Lsÿ
l“1
ˆ
Γslp1q `Dsl
˙
looooooooooooomooooooooooooon
“:T
¨ cd
a¯Jd ¨ cd
“
Sÿ
s“1
Lsÿ
l“1
„
Gpdqsl ´ Hpdqsl

looooooooooooomooooooooooooon
“:Jpdq
¨ a¯d (9.27)
ðñ a¯d “
d
T
cJd ¨ Jpdq
´1 ¨ cd
¨ Jpdq´1 ¨ cd (9.28)
with
T “
Sÿ
s“1
Lpsqÿ
l“1
„
Γslp1q ` Dsl

(9.29a)
Jpdq “
Sÿ
s“1
Lpsqÿ
l“1
„
Gpdqsl ´ Hpdqsl

(9.29b)
Gpdqsl “
1
σ2sld
¨ Γslp1q ¨Σsl (9.29c)
Hpdqsl “
Dsl
σ2sld
¨
„
Σsl `Ξsl ´ 1
σ2sld
¨Σsl ¨ A¯ ¨ A¯J ¨Ξsl

(9.29d)
Ξsl “ A´J ¨ diagpAJΣslAq ¨A´1 (old transformation) (9.29e)
σ2sld “ diagpA¯ΣslA¯qd (9.29f)
Figure 9.3 illustrates the different decisions made by the MLLT and the DLT for a four-class
problem with non-uniformly distributed classes. Figure 9.3-a shows the four classes in the original
(untransformed) feature space. Both the red and the green class have a large overlap if the variance
parameters are estimated under a diagonal modeling constraint. However, since the number of data
154
9.3 Discriminative Estimation of Linear Transformations
 0
 0
(a)
 0
 0
(b)
 0
 0
(c)
 0
 0
(d)
 0
 0
(e)
 0
 0
(f)
Figure 9.3: Illustration of the different decisions made by the MLLT and the DLT for a four-class
problem with non-uniform distributions. Figure (a) shows each class in the original
(untransformed) feature space. Figure (b) shows the decision made by the MLLT and
Figures (c-f) show the decision made by the DLT after one (c), two (d), three (e), and
four (f) iterations, respectively.
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points assigned to either class is much smaller than the number of data points that belong to
the blue and the purple class, the MLLT concentrates on reducing the mismatch between full and
diagonal covariance matrices for the blue and the purple class at the expense of the green and
the red class as shown in Figure 9.3-b. The DLT instead increases the weight of those classes for
which the numerator statistics Γnump1q differ significantly from the denominator statistics Γdenp1q,
and thus, the DLT aims at enhancing class separability. Figures 9.3-c and 9.3-f show the effect of
the DLT transformation after 1, 2, 3, and 4 iterations.
9.4 Experiments
Experiments were conducted on the male speaker portion of the Hub-4 corpus. In order to estimate
the MLLT transformation matrix, a set of single Gaussian models with full covariances matrices
was estimated using the alignment information (time alignment path) obtained from the best
ML-trained models. The MLLT matrix was then trained according to Algorithm 7 by executing
1000 iterations. The DLT was trained in a similar way except that it includes the time alignment
information obtained from the denominator model. Figure 9.4 shows the evolution of the MLLT
and the DLT objective function on the male speaker portion of the Hub-4 corpus in the course of
the iteration index. The y-axis shows the residuals, that is, the sum over the Euclidean norms of
the changes in the column vectors of the transformation matrix. After each iteration, the resulting
transformation matrix is normalized such that its determinant is equal to 1.0 which is accomplished
through a row-wise normalization. Table 9.1 shows the performance gain obtained with the MLLT
and the DLT transformation matrix on top of the best ML-trained baseline system. Even though
the DLT is able to improve on top of the MLLT, the performance gains are rather small. One
reason for this is that mixture densities are able to compensate for some of the adverse effects
caused by imposing the diagonal modeling constraint onto the covariance matrices. Under the
assumption that the training samples scatter normally distributed around their class centers, a
larger number of mixture components seems to be able to approximate the full covariance case
sufficiently well by padding the corresponding hyper ellipsoid of the full covariance matrix with a
set of smaller hyper ellipsoids induced by the Gaussians with the diagonal modeling constraint.
Table 9.1: Error rates obtained with the Maximum Likelihood Linear Transformation (MLLT)
and the Discriminative Linear Transform (DLT) on top of a Linear Discriminant
Analysis (LDA) estimated on the male speaker portion of the Hub-4 corpus.
Hub-4, male speaker portion
mix.-spec. variances
transformation PER[%] WER[%] SER[%]
LDA 15.90 23.43 93.18
LDA+MLLT 15.51 22.85 92.68
LDA+DLT 15.50 22.75 92.42
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Figure 9.4: Evolution of the MLLT and the DLT objective function on the male speaker portion
of the Hub-4 corpus in the course of the iteration index. After each iteration, the
respective transformation matrices are normalized such that their determinants are
equal to one.
9.5 Conclusions
This chapter presented a discriminative extension of the Maximum Likelihood Linear Trans-
formation (MLLT) called Discriminative Linear Transform (DLT). The DLT aims at finding
a feature space in which a diagonal modeling constraint for covariance matrices is more valid
than in the original feature space. In contrast to the MLLT, the DLT objective function also
focuses on class separability by taking both the numerator and the denominator statistics into
account. Experiments conducted on the male speaker portion of the Hub-4 corpus showed a small
improvement in terms of word error rate for DLT over the MLLT.
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Chapter 10
Scientific Contributions
The work presented in this thesis addressed several aspects of discriminative training for automatic
speech recognition. In Section 2.6.1, the discriminative approach was motivated through a
simple two-class problem which illustrated how the discriminative approach can lead to improved
recognition performance compared to the Maximum Likelihood estimator if the family of model
distributions does not contain the true distribution. In Section 4.1.1, an extended unifying
approach for a class of discriminative training criteria was presented that, besides the Maximum
Mutual Information criterion and theMinimum Classification Error criterion, also contains criteria
more recently proposed, including the Minimum Word Error criterion and the closely related
Minimum Phone Error criterion. The extended unifying approach provides a single framework
in which several discriminative training criteria can be analyzed analytically and experimentally.
Monte Carlo experiments conducted for some of the criteria yielded upper bounds to the Bayes
classification error rate that turned out to be tighter than the bounds that can be found in literature.
The parameter optimization problem was discussed for the case that Gaussian mixture models with
full covariance matrices and arbitrary tying schemes are used. It was shown that the problem of
choosing the iteration constants leads for this setting to the solution of a quadratic eigenvalue
problem (QEP). The QEP decomposes into a system of quadratic inequalities if a diagonal
modeling constraint is imposed onto the covariance matrices. For the problem of controlling the
convergence speed, two novel methods on setting the iteration constants in discriminative training
were developed. In particular, the suggested Λ method turned out to be the most robust method
among the investigated optimization schemes, leading to an enhanced recognition performance that
is independent of whether a system employs a single, globally pooled covariance matrix or if it uses
density specific variance models. A set of parameterized re-estimation equations was derived that
provides update equations for the parameters of a Gaussian mixture model for all criteria contained
in the extended unifying approach. Some general rules for building auxiliary functions to optimize
the distribution parameters in a discriminative framework were derived in Section 4.5.
In Chapter 5, details of the lattice-based discriminative training were discussed. Section 5.1
introduced the concept of Hidden Markov Model (HMM) networks which were used in order to
generate lattices for the correct and the competing model. HMM networks can be considered as a
hybrid approach between lexical prefix trees and finite state machines. The global search based on
word-dependent tree copies was extended such that it employs the more general concept of word-
dependent graph copies. A set of graph transformations was developed which allow for using the
language model look-ahead pruning in combination with HMM networks. Two forward-backward
algorithms for estimating posterior probabilities and word or phoneme accuracies were presented.
In addition, an improved forward-backward pruning method was suggested that, compared to
[Sixtus & Ortmanns 99], has the advantage that it does not require a pruning threshold; instead, it
suffices to specify the desired graph density. In Section 5.4, the first successful implementation of a
large-scaleMinimum Classification Error training was presented. New methods for accelerating the
process of generating lattices, estimating sufficient statistics, and updating the model parameters
were developed and implemented. Among these methods is a refined technique to dynamically
adjust pruning thresholds, a constrained recognition scheme, and a client-server model for
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distributed computing on machine clusters with inhomogeneous architectures. The complete code
base implemented for the discriminative system in this thesis comprises more than 70 000 lines of
ANSI conform C`` code. An extensive use of the standard template library (STL) as well as the
strict omission of third-party software guarantee the portability of the developed software package
to many different platforms and architectures.
Experimental results conducted on several speech corpora with different levels of difficulty,
ranging from elementary digit recognition (SieTill) over the recognition of read speech (Wsj-5k,
Nab-20k, Nab-65k) up to the automatic transcription of broadcasts (Hub-4), were reported in
Chapter 6. Questions pursued addressed how the performance gains achieved by a discriminative
training are affected by increasing the model size. In addition, the effectiveness of the training
procedure was analyzed for the case that Gaussian mixture models with different variance tying
schemes are used. Compared to a system that employs a single, globally pooled variance vector,
the use of density specific variances could be shown to consistently outperform the pooled variance
system in terms of both training time and system performance. It was experimentally shown that
re-estimating the variance parameters does not seem to be beneficial in discriminative training.
While this result was to be expected for the case that a single, globally pooled covariance matrix
is used, it is not obvious that fixing the density-specific variance parameters also prevails over
the unconstrained re-estimation procedure. A dominant aspect of the investigation presented in
Chapter 6 was the comparison of various discriminative training criteria contained in the extended
unifying approach. The comparison was carried out on several speech corpora for different systems,
one of which using a globally pooled variance vector and the other one using density specific
variances. Criteria investigated in the extended unifying approach comprise the Maximum Mutual
Information (MMI) criterion; its maximum approximation, the Corrective Training ; the Minimum
Classification Error (MCE) criterion together with its maximum approximation, the Falsifying
Training ; the Diversity Index with its two special instances, the Shannon criterion and the Gini
criterion; the Jeffreys criterion; the Chernoff criterion; and the Minimum Word Error (MWE)
criterion together with the closely relatedMinimum Phone Error (MPE) criterion. While both the
MWE and the MPE criterion achieved good results in combination with density-specific variances,
they were not able to outperform the MMI or the Gini criterion. Substantial improvements
for the pooled variance system could also be achieved with the Jeffreys criterion. Overall, the
MCE criterion turned out to be the most robust and best performing criterion in terms of word
error rate among all investigated criteria. Additional performance gains could be obtained by
using unigram-decoded lattices in training. Unigram-decoded lattices extend the idea proposed
in [Schlu¨ter & Mu¨ller` 99] according to which lattices used in discriminative training should be
re-scored with a low-order m-gram model.
In Chapter 7, a novel approach was presented which models the posterior probability directly
as a log-linear model. The direct model was shown to follow the Maximum Entropy principle and
was effectively trained using the Generalized Iterative Scaling (GIS) algorithm. Both the direct
model and its optimization via the GIS algorithm were compared analytically and experimentally
with the MMI criterion and the Extended Baum algorithm.
Chapter 8 extended the Minimum Error Rate Training (MERT) criterion for N -best lists as
suggested in [Och 03] to word lattices. The suggested algorithm allows for efficiently constructing,
representing, and exploring the exact and unsmoothed error surface for all sentence hypotheses
that are encoded in a word lattice under virtually any automated error criterion used in natural
language processing. A line minimization method was described that can be used to train the
parameters of a linear model such that the error rate is directly optimized on training data. The
size of any such error surface was shown to be linearly bounded in the number of lattice arcs. This
bound holds for the case that all possible parameter settings are considered simultaneously that
lie along a line in the parameter space for a log-linear model.
Chapter 9 presented a novel framework that allows for estimating the Maximum Likelihood
Linear Transform (MLLT) in a discriminative manner, leading to the so-called Discriminative
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Linear Transformation (DLT). Experiments conducted on the male-speaker portion of the Hub-4
corpus showed small improvements for the DLT over the MLLT using the best ML-trained system
with density-specific variances.
10.1 Conclusions
This thesis investigated a large number of discriminative training criteria for automatic speech
recognition. The investigation was performed within an extended unifying approach that allows for
comparing different criteria consistently with respect to both the theoretical and the experimental
analysis. The investigated criteria were applied to various speech recognition tasks with different
level of difficulty. Within the scope of this investigation the effect of using a single, globally pooled
variance vector versus density-specific variances was studied. The results clearly show that the
use of density-specific variances leads to faster convergence rates and better recognition accuracies
than the use of a single, globally pooled variance. The MLLT was shown to be an essential
part in a multi variance system. Empirical evidence was given that the variance parameters in
a discriminative training procedure do not need to be re-estimated; instead they can be fixed to
their Maximum Likelihood estimates. This result is independent of whether the acoustic model
employs a single, globally pooled variance vector or whether density specific variances are used.
Though variance parameters still play an important role when choosing the step size in the Extended
Baum algorithm, their discriminative estimation does not provide room to further enhance class
separability.
This thesis also showed that the MCE criterion yields similar or even better performance gains
than both the MPE and the MWE criterion. Moreover, the MCE criterion proved to be very robust
on large vocabulary tasks and emerged as the recommended criterion in discriminative training.
The concept of HMM networks was introduced and shown to be very powerful, resulting in fast
training procedures and small network sizes particularly if very large pronunciation dictionaries
with high-order language models are used. Unlike finite state transducers, HMM networks are less
memory consumptive since the composition between the acoustic and the language model network
is not required. Instead, the language model can be implemented as an external distributed service
which enables HMM networks to benefit from language models that are too large to fit into the
memory of a single machine.
The log-linear approach suggested in Chapter 7 showed a large potential for automatic speech
recognition. Hence, using a fairly simple set of cepstral feature functions, the log-linear model
trained with the Generalized Iterative Scaling algorithm was able to outperform a system based
on Gaussian HMMs that was trained under the Maximum Mutual Information criterion.
The novel bound derived in Chapter 8 on the complexity of error surfaces provided new insights
into the structure of error minimizing training criteria for log-linear models. While the number
of sentence hypotheses encoded in a word lattice is exponential in the number of lattice arcs, it
turned out that error surfaces are always linearly bounded in the lattice size. This implies that
the majority of sentence hypotheses “cannot be reached” by error minimizing training criteria.
10.2 Outlook
Based on the findings in this thesis, possible future directions that could be investigated may cover
the following topics:
Smoothed Error Criteria for MPE and MWE
The use of the logistic regression in the MCE criterion is essential to yield performance gains over
other criteria as, for example, the MMI criterion or the MPE and the MWE criterion. A similar
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smoothing function can be applied to re-weight competing hypothesis in the MPE and the MWE
criterion.
Effect of MPE and MWE on Minimum Bayes Risk Decoding
Both the MPE and the MWE criterion are risk based criteria that aim at maximizing the
expectation of a predefined accuracy function. An interesting follow-up question is whether these
criteria may lead to additional performance gains if instead of the 0-1 loss function the Minimum
Bayes Risk decision rule is used.
Boosted MCE
Recently, improvements over MPE and MWE have been reported using a boosted version of the
MMI criterion [Povey & Kanevsky` 08]. The MMI criterion is enhanced by first computing an
approximated accuracy measure similar to the MPE or MWE criterion for hypotheses in the
denominator lattice and then by giving those hypotheses a higher weight for which the accuracy
is low. A similar extension can easily be developed for the MCE criterion. Closely related to
[Povey & Kanevsky` 08] is the work by [Qiang & Juang 07]. A much clearer reference to the
underlying margin concept is given in [Qiang & Juang 07]. In [Heigold & Deselaers` 08b], it is
shown how training criteria that are common in automatic speech recognition such as the MPE
criterion and the MMI criterion can be extended to allow for incorporating margin terms which
makes the criteria equivalent to Support Vector Machines.
Log-linear Models
Log-linear models are often simpler to train and allow for incorporating a large number of different
features into the objective function. While this thesis showed that a log-linear model based on Mel
frequency cepstral coefficients can already outperform a discriminatively trained system based on
Gaussian HMMs, the approach may further benefit from exploring and incorporating new features
that take larger contexts and long-range dependencies into account. A particularly appealing and
promising approach to train the parameters of the log-linear model could become the lattice-based
Minimum Error Rate Training framework [Macherey & Och` 08]. The line minimization method
presented in this thesis allows for efficiently computing, representing, and exploring the exact
and unsmoothed error surface of virtually any automated error metric used in natural language
processing. While MERT has been shown to be tremendously powerful in statistical machine
translation, its application to automatic speech recognition seems self-evident.
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Symbols and Acronyms
The following two sections contain a comprehensive list of the symbols and acronyms used in this
thesis.
A.1 Mathematical Symbols
θ set of all parameters of the acoustic model
f smoothing function
f 1 derivative of the smoothing function
α weighting exponent
% slope of a sigmoidal smoothing function
r index of speech utterance
t time frame index
Tr number of time frames in utterance r
Xr sequence of acoustic observations vectors xr1, ..., xrTr
D dimension of the acoustic observation vectors
Nr number of spoken words in utterance r
Wr sequence of spoken words wr1, ..., wrNr of utterances r
pθpXr|Wrq acoustic emission probability density for utterance r given the spoken word
sequence Wr
pθpWr|Xrq a-posteriori probability for the spoken word sequence of utterance r
w, v word indices
W,V word sequences of any length
LpW,V q loss function between two word sequences W and V
h history of a word: a sequence of m´ 1 words h1, ..., hm´1 preceding a given word
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Mr set of alternative (competing) word sequences of utterance r
F unified discriminative criterion
FMMI Maximum Mutual Information (MMI) criterion
FMCE Minimum Classification Error (MCE) criterion
FCT Corrective Training (CT) criterion
FFT Falsifying Training (FT) criterion
FMWE Minimum Word Error (MWE) criterion
FMPE Minimum Phone Error (MPE) criterion
FJeff Jeffrey criterion
FMSE Minimum Squared Error (MSE) criterion
FME Maximum Entropy (ME) criterion
δpi, jq Kronecker delta, equals 1 for i “ j, and 0 otherwise
s state of a Hidden Markov Model (HMM)
l density index of a mixture density
csl mixture weight for density l in state s
µsl mean vector parameter of a single Gaussian density l in state s
Σsld covariance component of a single Gaussian density l in state s
σ2sl variance vector of a single Gaussian density l in state s (diagonal covariance)
θsl all parameters tcsl, µsl,Σslu of a single Gaussian probability density
ppxrt|µsl,Σslq single Gaussian emission probability density
pθpxrt|sq mixture Gaussian emission probability density conditioned on state s
stpXr,W q state of the optimal Viterbi alignment path at time t for utterance r given a
word sequence W
lpx, sq index of the mixture density component that maximizes the emission probability
for state s given the acoustic observation x
γrtps|W q forward-backward (FB) probability to observe state s at time t for utterance r
given a word sequence W
γrtpsq generalized forward-backward (FB) probability to observe state s at time t for
utterance r given all alternative word sequences
gpXrq any (usually polynomial) function of the acoustic observations
Γsl
`
gpXrq
˘
discriminative averages over function g of the acoustic observations with respect
to density l in state s
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Γnumsl
`
gpxq˘ averages over function g of the acoustic observations with respect to density l in
state s for the spoken word sequence (numerator statistics)
Γdensl
`
gpxq˘ averages over function g of the acoustic observations with respect to density l in
state s for all alternative word sequences (denominator statistics)
Spθ, θq auxiliary function of the extended Baum (EB) algorithm
D,Ds globally pooled or state specific iteration constants of the EB algorithm
pθpsTr1 , xTrr1 q joint probability for the acoustic observations of utterance r and a state sequence
sTr1
N px|µ,Σq single Gaussian density with mean µ and covariance matrix Σ
A linear acoustic feature transformation matrix
constpxq a class of functions that are constant in their argument x
K set of equivalence classes
k P K set of indices of all Gaussians that share a common parameter
Kpsq equivalence class for state s
γrtps, l|W ; θq forward-backward (FB) probability to observe density l in state s at time t for
utterance r given a word sequence W for the acoustic model as specified by θ
γrtps, l|θq generalized forward-backward (FB) probability to observe density l in state s at
time t for utterance r given all alternative word sequences for the acoustic model
as specified by θ
Ωsl
`
gpxq˘ expectation of a (usually polynomial) function of the acoustic observations under
the probability density function ppx|θslq
diagpAq same matrix as A but with all off-diagonal elements set to zero
aij matrix element at row i and column j
|A| determinant of matrix A
Aij matrix obtained by stripping row i and column j of A
cofpaijq cofactor of an element aij which is p´1qi`j |Aij |
A˚ adjoint or adjugate matrix of A
trpAq trace of matrix A
LpXR1 q likelihood of all training samples
I unity matrix
0 zero matrix
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A.2 Acronyms
ARPA Advanced Research Projects Agency
BW Baum Welch
CT Corrective Training
DLT Discriminative Linear T ransform
EB Extended Baum algorithm
EM Expectation Maximization
FB Forward-Backward
FT Falsifying Training
GER graph error rate
HLDA Heteroscedastic Linear Discriminant Analysis
HMM Hidden Markov Model
LDA Linear Discriminant Analysis
LM language model
MCE Minimum Classification Error
ME Maximum Entropy
MERT Minimum Error Rate Training
MFCC Mel Frequency Cepstral Coefficients
ML Maximum Likelihood
MLLT Maximum Likelihood Linear Transform
MMI Maximum Mutual Information
MPE Minimum Phone Error
MSE Minimum Squared Error
MWE Minimum Word Error
PER phone error rate
PLP perceptual linear prediction
PP perplexity
QEP quadratic eigenvalue problem
SER sentence error rate
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A.2 Acronyms
WER word error rate
WSJ Wall Street Journal - a speech corpus provided by ARPA
del deletions
dev development corpus
eval evaluation corpus
ins insertions
sub substitutions
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Detailed Calculations
This chapter presents definitions, proofs, and intermediate steps for some calculations discussed in
this thesis. The section titles refer to the chapter in which the calculations occur.
B.1 Detailed Calculations for Chapter 2
This section contains detailed intermediate steps for calculations used in Chapter 2: “Automatic
Speech Recognition”.
B.1.1 Derivative of the Acoustic Probability
The following equations show the derivative of the logarithm of the acoustic probability with
respect to a state-specific parameter set θs:
B log pθpxT1 |W q
Bθs “
1
pθpxT1 |W q
B
Bθs
ÿ
rsT1 s|W
Tź
t“1
ppxt|θstq ¨ ppst|st´1q (B.1)
“ 1
pθpxT1 |W q
ÿ
rsT1 s|W
Tÿ
t“1
«
B
Bppxt|θsq
Tź
τ“1
ppxτ |θsτ q ¨ ppsτ |sτ´1q
ff
Bppxt|θsq
Bθs
Evaluating the partial differentiation and rearranging terms yields:
“ 1
pθpxT1 |W q
Tÿ
t“1
Bppxt|θsq
Bθs ¨
ÿ
rsT1 s|W
δs,st ¨
„
ppst|st´1q
Tź
τ“1
τ‰t
ppxτ |θsτ q ¨ ppsτ |sτ´1q

“ 1
pθpxT1 |W q
Tÿ
t“1
1
ppxt|θsq
Bppxt|θsq
Bθs ¨
ÿ
rst´11 ,st“s,sTt`1s|W
«
Tź
τ“1
ppxτ |θsτ q ¨ ppsτ |sτ´1q
ff
“
Tÿ
t“1
ÿ
rst´11 ,sTt`1s|W
pθpxT1 , st´11 , st=s, sTt`1q
pθpxT1 |W q
B log ppxt|θsq
Bθs
“
Tÿ
t“1
pθpst=s|xT1 ,W q ¨ B log ppxt|θsqBθs (B.2)
Hence, the derivative of the log acoustic probability with respect to θs decomposes into a
sum of partial derivatives of log-emission probabilities that are weighted with respect to their
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corresponding state posterior probabilities. The state posterior probabilities can efficiently be
estimated by means of the forward-backward algorithm [Baum 72, Rabiner & Juang 86].
In a similar way, the logarithm of the acoustic probability can be differentiated with respect to
a state transition probability:
B log pθpxT1 |W q
Bpps|σq “
1
pθpxT1 |W q
B
Bpps|σq
ÿ
rsT1 s|W
Tź
t“1
ppxt|θstq ¨ ppst|st´1q (B.3)
“ 1
pθpxT1 |W q
ÿ
rsT1 s|W
Tÿ
t“1
„ B
Bpps|σq
Tź
τ“1
ppxτ |θsτ q ¨ ppsτ |sτ´1q

(B.4)
“ 1
pθpxT1 |W q
Tÿ
t“1
ÿ
rsT1 s|W
δσ,st´1 ¨ δs,st ¨
„
ppxt|θstq ¨
Tź
τ“1
τ‰t
ppxτ |θsτ q ¨ ppsτ |sτ´1q

(B.5)
“ 1
pθpxT1 |W q
Tÿ
t“1
1
pps|σq
ÿ
rst´21 ,st´1“σ,st“s,sTt`1s|W
„ Tź
τ“1
ppxτ |θsτ q ¨ ppsτ |sτ´1q

(B.6)
“ 1
pps|σq
Tÿ
t“1
pθpxT1 , st´1=σ, st=s|W q
pθpxT1 |W q
—γrtpσ,sq
(B.7)
“ 1
pps|σq
Tÿ
t“1
γrtpσ, s|W q (B.8)
B.1.2 Auxiliary Function for Optimizing Gaussian HMMs
The following equations show two forms of an auxiliary function for maximizing the parameters of
a Gaussian HMM under the ML criterion:
Qpθ¯|θq “
Rÿ
r“1
ÿ
rsTr1 s|Wr
pθpsTr1 |Xrq ¨ log pθ¯pXr, sTr1 q (B.9)
“
Rÿ
r“1
ÿ
rsTr1 s|Wr
pθpsTr1 |Xrq
Trÿ
t“1
log
”
pθ¯pxrt|θ¯stq ¨ ppst|st´1q
ı
(B.10)
“
Rÿ
r“1
ÿ
s,σ
ÿ
rst´21 ,st´1“σ,st“s,sTrt`1s|Wr
pθpsTr1 |Xrq
Trÿ
t“1
log
”
pθ¯pxrt|θ¯stq ¨ ppst|st´1q
ı
(B.11)
“
ÿ
s
Rÿ
r“1
Trÿ
t“1
”
pθpst=s|Xr,Wrq ¨ log pθ¯pxrt|θ¯st q
`
ÿ
σ
pθpst´1=σ, st=s|Xr,Wrq ¨ log pps|σq
ı (B.12)
“
ÿ
s
Rÿ
r“1
Trÿ
t“1
”
γrtps|Wrq ¨ log ppxrt|θ¯stq `
ÿ
σ
γrtpσ, s|Wrq ¨ log pps|σq
ı
(B.13)
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B.2 Detailed Calculations for Chapter 4
This section contains detailed calculations for some formulae used in Chapter 4: “Discriminative
Training”. Section B.2.1 shows a derivation of the MMI auxiliary function. The derivation follows
the technical report [Gunawardana 01].
B.2.1 Derivation of the MMI Objective Function
The derivation of the auxiliary function used in this thesis relies on two proposition, the first
of which was used in the proof of the EB algorithm [Gopalakrishnan & Kanevsky` 91], and the
second of which is a straightforward application of Jensen’s inequality.
Proposition 1: Let P pθˆq “ Qpθˆq
Rpθˆq be the ratio of two positive real valued functions Q and R on
Θ. Given a value θ P Θ and a real constant D, define the function
F pθˆ|θq “ Qpθˆq ´ P pθq ¨Rpθˆq ` D. (B.14)
Then
F pθˆ|θq ě F pθ|θq ñ P pθˆq ě P pθq. (B.15)
Proof : Note that F pθ|θq “ D:
F pθ|θq “ Qpθq ´ P pθq ¨Rpθq `D (B.16)
“ Qpθq ´ Qpθq
Rpθq ¨Rpθq `D (B.17)
“ D. (B.18)
Thus we obtain:
F pθˆ|θq ě F pθ|θq (B.19)
ô Qpθˆqlomon
“P pθˆq¨Rpθˆq
´ P pθq ¨Rpθˆq `D ě Qpθqlomon
P pθq¨Rpθq
´ P pθq ¨Rpθq `D (B.20)
ô P pθˆq ¨Rpθˆq ´ P pθq ¨Rpθˆq `D ě D (B.21)
ô “P pθˆq ´ P pθq‰ ¨ Rpθˆqlomon
ą0
ě 0 (B.22)
ô P pθˆq ´ P pθq ě 0 (B.23)
ô P pθˆq ě P pθq. (B.24)
Proposition 2: Suppose µ is a (Lebesgue) measure on some space X . Suppose f is positive real
valued function on X ˆΘ, and
F pθˆq “
ż
X
fpx, θˆq dµ. (B.25)
Then ż
X
fpx, θq log fpx, θˆq dµ ě
ż
X
fpx, θq log fpx, θq dµ ñ F pθˆq ě F pθq. (B.26)
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Proof : Note that fpx, θq
F pθq is a probability density with respect to µ. Thus, we can apply Jensen’s
inequality for convex functions to get the desired result. Since log is a concave function, ´ log is
a convex function, and hence the requirements for applying Jensen’s inequality are fulfilled. To
simplify the notation we will use the following abbreviations:
gi ” fpx, θq (B.27a)
fi ” fpx, θˆq (B.27b)
G ” F pθq (B.27c)
F ” F pθˆq (B.27d)
Thus we can write:ż
X
fpx, θq log fpx, θˆq dµ ě
ż
X
fpx, θq log fpx, θq dµ (B.28)
ô
ÿ
i
gi log fi ě
ÿ
i
gi log gi (B.29)
ô
ÿ
i
gi log
fi
gi
ě 0 (B.30)
ô
ÿ
i
gi
G
log
fi
gi
ě 0 (B.31)
ô 0 ě ´
ÿ
i
gi
G
log
fi
gi
ě ´ log
ÿ
i
gi
G
¨ fi
gi
(Jensen inequality) (B.32)
ô 0 ď log
ÿ
i
gi
G
¨ fi
gi
(B.33)
“ log
ÿ
i
fi
G
(B.34)
“ log F
G
(B.35)
ô F ě G (B.36)
Eq. (B.32) applies the Jensen inequality for convex functions which is defined as follows
(cf. [Teubner 1996, p. 39]): Let pk be real valued, non-negative coefficients with
řK
k“1 pk “ 1
and xk P RN for all k. Moreover let F : RN Ñ R be convex. Then the following inequality holds:
F
˜
Kÿ
k“1
pk ¨ xk
¸
ď
Kÿ
k“1
pk ¨ F pxkq (B.37)
A similar inequality exists for integrals:
F
¨˚
˚˝
ż
X
ppxq ¨ gpxq dxż
X
ppxq dx
‹˛‹‚ ď
ż
X
ppxq ¨ F `gpxq˘ dxż
X
ppxq dx
(B.38)
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Now we can derive the EB algorithm as follows:
F pθˆ, θq “ pθˆpX,W qloooomoooon
Qpθˆq
´ pθpW |Xqloooomoooon
P pθq
¨ pθˆpXqlomon
Rpθˆq
`D (B.39)
“
ÿ
sT1
”
pθˆpW, sT1 , Xq ´ pθpW |Xq ¨ pθˆpX, sT1 q
ı
`D (B.40)
“
ÿ
sT1
”
ppW, sT1 q ´ pθpW |Xq ¨ ppsT1 q
ı
¨ pθˆpX|sT1 qloooooooooomoooooooooon
“pθˆpX,sT1 q
`D (B.41)
“
ÿ
sT1
$’’%”ppW, sT1 q ´ pθpW |Xq ¨ ppsT1 qı ¨ pθˆpX|sT1 q ` dpsT1 q,//- with ÿ
sT1
dpsT1 q “ D (B.42)
“
ÿ
sT1
ż
X
”
ppW, sT1 q ¨ 1tXupY q ´ pθpW |Xq ¨ ppsT1 q ¨ 1tXupY q ` dpsT1 q
ılooooooooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooooooon
p˚q
¨ pθˆpY |sT1 q
looooooooooooooooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooooooooooooooon
—fpW,sT1 ,X,Y,θˆ|θq
dY (B.43)
“
ÿ
sT1
ż
X
fpW, sT1 , X, Y, θˆ|θq dY (B.44)
Here the following identities were used:
pθˆpX,W q “
ÿ
sT1
pθˆpW, sT1 , Xq (B.45)
“
ÿ
sT1
pθˆpX|sT1 ,W q ¨ pθˆpW, sT1 q (B.46)
“
ÿ
sT1
pθˆpX|sT1 q ¨ pθˆpW, sT1 q (B.47)
Here we make the assumption that the joint probability pθˆpW, sT1 q is equal to zero if the state
sequence sT1 is not consistent with the word sequence W . With propositions 1 and 2 we then
obtain:
ÿ
sT1
ż
X
fpW, sT1 , X, Y, θ|θq log fpW, sT1 , X, Y, θˆ|θq dY
ě
ÿ
sT1
ż
X
fpW, sT1 , X, Y, θ|θq log fpW, sT1 , X, Y, θ|θq dY
(B.48)
ñ
Prop. 2
F pθˆ|θq ě F pθ|θq (B.49)
ñ
Prop. 1
P pθˆ|θq ě P pθ|θq (B.50)
ñ pθˆpW |Xq ě pθpW |Xq (B.51)
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It remains to maximize the following expression with respect to θpi`1q:
θpi`1q P argmax
θPΘ
ÿ
sT1
ż
X
fpW, sT1 , X, Y, θpiq|θpiqq log fpW, sT1 , X, Y, θ|θpiqq dY (B.52)
“ argmax
θPΘ
ÿ
sT1
ż
X
fpW, sT1 , X, Y, θpiq|θpiqq log pθpY |sT1 q dY since p˚q does not depend on θ
(B.53)
“ argmax
θPΘ
ÿ
sT1
ż
X
”
ppW, sT1 q ¨ 1tXupY q ´ pθpiqpW |Xq ¨ ppsT1 q ¨ 1tXupY q ` dpsT1 q
ı
¨
¨ pθpiqpY |sT1 q ¨ log pθpY |sT1 q dY
(B.54)
“ argmax
θPΘ
ÿ
sT1
”
ppW, sT1 q ¨ pθpiqpX|sT1 qlooooooooooooomooooooooooooon
“p
θpiq pW,sT1 ,Xq
´ pθpiqpW |Xq ¨ pθpiqpX, sT1 q
ı
¨ log pθpX|sT1 q
∣∣∣∣∣ ¨ 1pθpiqpX,W q
`
ÿ
sT1
dpsT1 q
ż
X
pθpiqpY |sT1 q ¨ log pθpY |Xq dY
(B.55)
“ argmax
θPΘ
ÿ
sT1
”
pθpiqpsT1 |X,W q ´ pθpiqpW |Xq ¨
ř
V pθpiqpX,V, sT1 q
pθpiqpX,W qloooooooooooooooooooomoooooooooooooooooooon
“ pθpiq pX,W qp
θpiq pXq
¨
ř
V pθpiq ps
T
1 |X,V q¨pθpiq pV |Xq¨pθpiq pXq
p
θpiq pX,W q
ı
¨ log pθpX|sT1 q
`
ÿ
sT1
dpsT1 q
ż
X
pθpiqpY |sT1 q ¨ log pθpY |sT1 q dY
(B.56)
“ argmax
θPΘ
ÿ
sT1
”
pθpiqpsT1 |X,W q ´
ÿ
V
pθpiqpV |Xq ¨ pθpiqpsT1 |X,V q
ı
¨ log pθpX|sT1 q
`
ÿ
sT1
dpsT1 q
ż
X
pθpiqpY |sT1 q ¨ log pθpY |sT1 q dY
(B.57)
The last equation can be transformed into the following expression:
“ argmax
θPΘ
ÿ
s
Tÿ
t“1
”
γtps|W q ´
—γtpsqhkkkkkkkkkkkkkikkkkkkkkkkkkkjÿ
V
pθpiqpV |Xq ¨ γtps|V q
ı
¨ log pθpxt|sq
`
ÿ
σ,s
Tÿ
t“1
”
γtpσ, s|W q ´
ÿ
V
pθpiqpV |Xq ¨ γtpσ, s|V qlooooooooooooooomooooooooooooooon
—γtpσ,sq
ı
¨ log pθps|σq
`
ÿ
sT1
dpsT1 q
Tÿ
t“1
ż
R
pθpiqpx|stq ¨ log pθpx|stq dx
(B.58)
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“ argmax
θPΘ
ÿ
σ,s
Tÿ
t“1
”
γtpσ, s|W q ´ γtpσ, sq
ı
¨ log pθpxt, s|σq
`
ÿ
s
Ds
ż
R
pθpiqpx|stq ¨ log pθpx|stq
(B.59)
Proof :
ÿ
sT1
pθpiqpsT1 |X,W q ¨ log pθpX|sT1 q (B.60)
“
ÿ
sT1
pθpiqpsT1 , X|W q
pθpiqpX|W q ¨ log
Tź
t“1
pθpxt|stq ¨ pθpst|st´1q (B.61)
“
Tÿ
t“1
ÿ
σ,s
ÿ
rst´21 ,st´1“σ,st“s,sTt`1s
pθpiqpX, sT1 |W q
pθpiqpX|W q ¨
”
log pθpxt|sq ¨ pθps|σq
ı
(B.62)
“
Tÿ
t“1
ÿ
s
ÿ
rst´11 ,st“s,sTt`1s
pθpiqpX, sT1 |W q
pθpiqpX|W q ¨ log pθpxt|sq
`
Tÿ
t“1
ÿ
σ,s
ÿ
rst´21 ,st´1“σ,st“s,sTt`1s
pθpiqpX, sT1 |W q
pθpiqpX|W q ¨ log pθps|σq
(B.63)
“
Tÿ
t“1
ÿ
s
pθpiqpst=s|X,W q ¨ log pθpxt|sq
`
Tÿ
t“1
ÿ
σ,s
pθpiqpst´1=σ, st=s|X,W q ¨ log pθps|σq
(B.64)
“
ÿ
s
Tÿ
t“1
”
γtps|W q ¨ log pθpxt|sq `
ÿ
σ
γtpσ, s|W q ¨ log pθps|σq
ı
(B.65)
Here, we used the following identities:
ÿ
sT1
dpsT1 q
ż
X
ppX|sT1 q ¨ log qpX|sT1 q dX (B.66)
“
ÿ
sT1
dpsT1 q
ż
R1
¨ ¨ ¨
ż
RT
ppxT1 |sT1 q ¨ log qpxT1 |sT1 q dx1 . . . dxT (B.67)
“
ÿ
sT1
dpsT1 q
ż
R1
¨ ¨ ¨
ż
RT
„ Tź
t“1
ppxt|stq

¨ log
„ Tź
t“1
qpxt|stq

dx1 . . . dxT (B.68)
“
ÿ
sT1
dpsT1 q
Tÿ
t“1
ż
R1
¨ ¨ ¨
ż
RT
„ Tź
τ“1
τ‰t
ppxτ |sτ q

looooooomooooooon
constpxtq
¨ ppxt|stq ¨ log qpxt|stq dx1 . . . dxT (B.69)
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“
ÿ
sT1
dpsT1 q
Tÿ
t“1
ż
Rt
ppxt|stq ¨ log qpxt|stq dxt ¨
¨
ż
R1
¨ ¨ ¨
ż
Rt´1
ż
Rt`1
¨ ¨ ¨
ż
RT
Tź
τ“1
τ‰t
ppxτ |sτ q dx1 . . . dxt´1dxt`1 . . . dxT
looooooooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooooooon
“ Tś
τ“1
τ‰t
ş
xτ
ppxτ |sτ q dxτ“1
(B.70)
“
ÿ
sT1
dpsT1 q
Tÿ
t“1
ż
R
ppx|stq ¨ log qpx|stq dx (B.71)
“
ÿ
s
Tÿ
t“1
ÿ
rst´11 ,st“s,sTt`1s
dpsT1 qloooooooooooooomoooooooooooooon
—Ds
ż
R
ppx|sq ¨ log qpx|sq dx (B.72)
“
ÿ
s
Ds
ż
R
ppx|sq ¨ log qpx|sq dx (B.73)
B.2.2 The Logistic Function and its Derivative
Due to
tanhpxq “ e
x ´ e´x
ex ` e´x (B.74)
“ e
2x ´ 1
e2x ` 1 (B.75)
“ e
2x ` 1´ 2
e2x ` 1 (B.76)
“ 1´ 2
1` e2x (B.77)
the logistic function can be expressed via the hyperbolic tangent:
1
1` e2x “
1
2
¨
”
1´ tanhpxq
ı
. (B.78)
With
fpxq “ ´ 1
1` e2ρx (B.79)
and
d tanhpxq
dx
“ 1
cosh2pxq (B.80)
“ 1´ tanh2pxq (B.81)
the derivative of the sigmoid function yields:
dfpxq
dx
“ 1
2
¨ 1
cosh2pρxq ¨ ρ (B.82)
“ ρ
2
¨
”
1´ tanh2pρxq
ı
(B.83)
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B.2.3 Minimum Word Error and Minimum Phone Error Criterion
Both the Minimum Word Error (MWE) criterion and the Minimum Phone Error (MPE) criterion
aim at minimizing the expectation value of an error related loss function on training data. If
this loss function is local, both criteria can be computed efficiently on word or phoneme lattices.
This section contains some detailed calculations for deriving the MWE and the MPE criterion
with respect to a state-specific parameter set θs. We first note that the derivative of the general
discriminative approach as proposed in Chapter 4 can be reduced to the derivative of the local
discriminative criterion:
F “ 1
R
Rÿ
r“1
f
`
logFr
˘
. (B.84)
This gives:
BF
Bθsl “
1
R
Rÿ
r“1
f 1
`
logFr
˘ ¨ 1Fr ¨ BFrBθsl (B.85)
We also note that the logarithm of the acoustic probability, log pθpxT1 |wN1 q, for a word sequence
wN1 can be represented by a corresponding sequence of phonemes (or any other subword units)
hM1 . Hence, the derivative of the log probability with respect to θs yields:
Bpκθ pxT1 |hM1 q
Bθsl “ κ ¨ p
κ
θ pxT1 |hM1 q ¨ BBθsl log pθpx
T
1 |hM1 q (B.86)
“ κ ¨ pκθ pxT1 |hM1 q ¨
Mÿ
m“1
B
Bθsl log pθpxr
tm
τm |hmq (B.87)
“ κ ¨ pκθ pxT1 |hM1 q ¨
Mÿ
m“1
tmÿ
t“τm
pθpst=s|xtmτm , hmq ¨
B log ppxt|θsq
Bθs (B.88)
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Both equations lead to the following derivative of the local discriminative criterion for both the
MWE and the MPE criterion:
BFr
Bθsl “ κ ¨
ÿ
hM1
pκphM1 q ¨ pκθ pXr|hM1 q
Mÿ
m1“1
`phm1 ,Wrq ¨
Mÿ
m“1
B
Bθsl log pθpxr
tm
τm |hmqÿ
h¯M¯1
pκph¯M¯1 q ¨ pκθ pXr|h¯M¯1 q
´κ ¨
ÿ
hM1
pκphM1 q ¨ pκθ pXr|hM1 q ¨
Mÿ
m1“1
`phm1 ,Wrq
”ÿ
h¯M¯1
pκph¯M¯1 q ¨ pκθ ph¯M¯1 q
ı2 ¨
¨
ÿ
h˜M˜1
pκph˜M˜1 q ¨ pκθ pXr|h˜M˜1 q ¨
Mÿ
m“1
B
Bθsl log pθpxr
tm
τm |h˜mq
“ κ ¨
ÿ
h
$’’’’’% ÿ
hM1 :Dm hm“h
pθphM1 |Xrq ¨
Mÿ
m“1
`phm,Wrq
´
ÿ
h¯M¯1
pθph¯M¯1 |Xrq ¨
M¯ÿ
m¯“1
`ph¯m¯,Wrq ¨
ÿ
hM1 :Dm hm“h
pθphM1 |Xrq
,//////- ¨
¨ BBθsl log pθpxr
tphq
τphq|hq
“ κ ¨
ÿ
h
$’’’’’% 1pθph|Xrq ¨ ÿ
hM1 :Dm hm“h
pθphM1 |Xrq ¨
Mÿ
m“1
`phm,Wrq
´
ÿ
hM1
pθphM1 |Xrq ¨
Mÿ
m“1
`phm, |Wrq
,/////- ¨ pθph|Xrq¨
¨ BBθsl log pθpxr
tphq
τphq|hq
“ κ ¨
ÿ
h
$’’’’% 1pθph|Xrq ¨ ÿ
hM1 :Dm hm“h
pθphM1 |Xrq ¨
Mÿ
m“1
`phm,Wrqlooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooon
—crphq
´
ÿ
hM1
pθphM1 |Xrq ¨
Mÿ
m“1
`phm, |Wrqlooooooooooooooooooooomooooooooooooooooooooon
—Frpθq
,////- ¨ pθph|Xrq¨
¨
tphqÿ
t“τphq
pθpst=s|xrtphqτphq, hq ¨
B
Bθsl log ppxrt|θsq (B.89)
The term crphq is basically the criterion itself. To provide an efficient estimation scheme for this
term, crphq is decomposed such that the concept of dynamic programming can be applied. To
accomplish this, crphq is split into a portion α1rphq that reflects the forward accuracy and a portion
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β1rphq reflecting the backward accuracy:
crphq “
ÿ
hM1 :Dm hm“h
pθphM1 |Xrq ¨
Mÿ
m“1
`phm,Wrqÿ
hM1 :Dm hm“h
pθphM1 |Xrq
(B.90)
“
ÿ
hM1 :Dm hm“h
pκphM1 q ¨ pκθ pXr|hM1 q ¨
Mÿ
m“1
`phm,Wrqÿ
hM1 :Dm hm“h
pθphM1 |Xrq
(B.91)
“
ÿ
hN1 ,h,h¯
N¯
1
pκphN1 , hq ¨ pκθ pxrtphq1 |hN1 , hq ¨ pκph¯N¯1 q ¨ pκθ pxrTrτph¯1q|h¯N¯1 q ¨ LphN1 , h, h¯N¯1 ; Wrqÿ
hN1 ,h,h¯
N¯
1
pκphN1 , hq ¨ pκθ pxrtphq1 |hN1 , hq ¨ pκph¯N¯1 q ¨ pκθ pxrTrτph¯1q|h¯N¯1 q
(B.92)
with LphN1 , h, h¯N¯1 ; Wrq “
«
Nÿ
n“1
`phn,Wrq ` `ph,Wrq `
N¯ÿ
n¯“1
`ph¯n¯,Wrq
ff
“
ÿ
hN1
pκphN1 , hq ¨ pκθ pxrtphq1 |hN1 , hq ¨
«
Nÿ
n“1
`phn,Wrq ` `ph,Wrq
ff
¨
»–ÿ
h¯N¯1
pκph¯N¯1 q ¨ pκθ pxrTrτph¯1q|h¯N¯1 q
fifl
ÿ
hN1
pκphN1 , hq ¨ pκθ pxrtphq1 |hN1 , hq ¨
»–ÿ
h¯N¯1
pκph¯N¯1 q ¨ pκθ pxrTrτph¯1q|h¯N¯1 q
fifl
looooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooon
—α1rphq
`
»–ÿ
hN1
pκphN1 , hq ¨ pκθ pxrtphq1 |hN1 , hq
fifl ¨ÿ
h¯N¯1
pκph¯N¯1 |hq ¨ pκθ pxrTrτph¯1q|h¯N¯1 q ¨
N¯ÿ
n¯“1
`ph¯n¯,Wrq»–ÿ
hN1
pκphN1 , hq ¨ pκθ pxrtphq1 |hN1 , hq
fifl ¨ÿ
h¯N¯1
pκph¯N¯1 |hq ¨ pκθ pxrTrτph¯1q|h¯N¯1 qloooooooooooooooooooooooooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooooooooooooooooooooooooon
—β1rphq
(B.93)
“ α1rphq ` β1rphq (B.94)
Transforming the expressions for α1rphq and β1rphq into corresponding recursive formulae provide an
efficient computation scheme for estimating the forward-backward accuracies by means of dynamic
programming. To simplify the notation, the index r is omitted in the following, i.e., we write
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xt ” xrt, α1phq ” α1rphq, and β1phq “ β1rphq. Then, α1phq can be re-written as follows:
α1rphq “
ÿ
hN1
pκphN1 , hq ¨ pκθ pxrtphq1 |hN1 , hq ¨
«
Nÿ
n“1
`phn,Wrq ` `ph,Wrq
ff
ÿ
hN1
pκphN1 , hq ¨ pκθ pxrtphq1 |hN1 , hq¨
(B.95)
“
ÿ
h˜“hN
ÿ
hN´11
pκphN1 q ¨ pκθ pxrtphN q1 |hN1 q ¨
Nÿ
n“1
`phn,Wrq ¨ pκph|hN q ¨ pκθ pxrtphqτphq|hqÿ
h˜“hN
ÿ
hN´11
pκphN1 q ¨ pκθ pxrtphN q1 |hN1 q ¨ pκph|hN q ¨ pκθ pxrtphqτphq|hq
` `ph,Wrq
(B.96)
“
ÿ
h˜“hN
ÿ
hN´11
pκphN1 q ¨ pκθ pxrtphN q1 |hN1 q ¨
Nÿ
n“1
`phn,Wrq ¨ pκph|hN q¨
ÿ
h˜“hN
ÿ
hN´11
pκphN1 q ¨ pκθ pxrtphN q1 |hN1 q ¨ pκph|hN qloooooooooooooooooooooooooomoooooooooooooooooooooooooon
—αrph˜q
` `ph,Wrq (B.97)
“
ÿ
h˜“hN
“α1rph˜q¨αrph˜qhkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkjÿ
hN´11
pκphN´11 , hN q ¨ pκθ pxrtphN q1 |hN´11 , hN q ¨
«
Nÿ
n“1
`phn,Wrq ` `phN ,Wrq
ff
¨ pκph|hN qÿ
h˜“hN
αrph˜q ¨ pκph|hN q
` `ph,Wrq
(B.98)
“
ÿ
h˜
α1rph˜q ¨ αrph˜q ¨ pκph|h˜qÿ
h˜
α1rph˜q ¨ αrph˜q
` `ph,Wrq (B.99)
Here,
ř
h˜ runs over all predecessors h˜ of h. The backward accuracy is rewritten in a similar way:
β1rphq “
ÿ
hN1
pκphN1 |hq ¨ pκθ pxrTrτph1qq ¨
Nÿ
n“1
`phn,Wrqÿ
hN1
pκphN1 |hq ¨ pκθ pxrTrτph1qq
(B.100)
“
ÿ
h˜“h1
pκph1|hq ¨ pκθ pxrtph1qτph1q|h1q ¨
ÿ
hN2
pκphN2 |h1q ¨ ppxrTrτh2 |hN2 q ¨
«
`ph1|Wrq `
Nÿ
n“2
`phn,Wrq
ff
ÿ
h˜“h1
pκph1|hq ¨ pκθ pxrtph1qτph1q|h1q ¨
ÿ
hN2
pκphN2 |h1q ¨ ppxrTrτh2 |hN2 qlooooooooooooooooomooooooooooooooooon
—βrph˜q
(B.101)
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“
ÿ
h˜“h1
pκph1|hq ¨ pκθ pxrtph1qτph1q|h1q ¨
“β1rph˜q¨βrph˜qhkkkkkkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkkkkkkjÿ
hN2
pκphN2 |h1q ¨ ppxrTrτh2 |hN2 q ¨
Nÿ
n“2
`phn,Wrqÿ
h˜“h1
pκph1|hq ¨ pκθ pxrtph1qτph1q|h1q ¨ βrph˜q
`
ÿ
h˜“h1
pκph1|hq ¨ pκθ pxrtph1qτph1q|h1q ¨ `ph1,Wrq ¨
ÿ
hN2
pκphN2 |h1q ¨ ppxrTrτh2 |hN2 qÿ
h˜“h1
pκph1|hq ¨ pκθ pxrtph1qτph1q|h1q ¨ βrph˜q
(B.102)
“
ÿ
h˜“h1
pκph1|hq ¨ pκθ pxrtph1qτph1q|h1q ¨ β1rph˜q ¨ βrph˜qÿ
h˜“h1
pκph1|hq ¨ pκθ pxrtph1qτph1q|h1q ¨ βrph˜q
`
ÿ
h˜“h1
pκph1|hq ¨ pκθ pxrtph1qτph1q|h1q ¨ `ph1,Wrq ¨ βrph˜qÿ
h˜“h1
pκph1|hq ¨ pκθ pxrtph1qτph1q|h1q ¨ βrph˜q
(B.103)
“
ÿ
h˜“h1
pκph1|hq ¨ pκθ pxrtph1qτph1q|h1q ¨ βrph˜q ¨
”
β1rph˜q ` `ph1,Wrq
ı
βrphq
(B.104)
with βrphq “
ÿ
hN1
pκphN1 |hq ¨ pκθ pxrTrτph1q|hN1 q
Here,
ř
h˜ runs over all successors h˜ of h.
B.3 Detailed Calculations for Chapter 9
This section contains detailed calculations for results used in Chapter 9: “Discriminative Linear
Transformations”.
B.3.1 The MLLT from a Likelihood Perspective
The following description is a formal derivation of the MLLT objective function from a maximum
likelihood perspective. The derivation follows [Gopinath 98]. To emphasize the key issues, the
MLLT is first presented for a one class problem.
Let xN1 denote the training data. Using a Gaussian distribution with mean µ and variance Σ,
the likelihood of the training samples is given by Eq. (B.105) (a proof is shown at the end of this
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section):
LpxN1 q “
Nź
n“1
N pxn|µ,Σq
“
Nź
n“1
1a
detp2piΣq ¨ exp
"
´ 1
2
pxn ´ µqJΣ´1pxn ´ µq
*
“ p2piq´ND2 ¨ exp
"
´ 1
2
Nÿ
n“1
”
pxn ´ µqJΣ´1pxn ´ µq ` log|Σ|
ı*
“ p2piq´ND2 ¨ exp
"
´ 1
2
N
”
pµ¯´ µqJΣ´1pµ¯´ µq ` trpΣ´1Σ¯q ` log|Σ|
ı*
(B.105)
Here, µ¯ and Σ¯ denote the sample mean and covariance, respectively. Eq. (B.105) is maximized by
the ML estimates pµ “ µ¯ and pΣ “ Σ¯. Hence, the likelihood value of the training data is
LpxN1 q “ p2piq´ND2 ¨ exp
"
´ 1
2
N
”
pµ¯´ µ¯qJΣ¯´1pµ¯´ µ¯q ` trpΣ¯´1Σ¯q ` log|Σ¯|
ı*
“ p2piq´ND2 ¨ exp
"
´ 1
2
N
”
trpIq ` log|Σ¯|
ı*
“ p2pieq´ND2 ¨ | Σ¯ |´N2 ,
(B.106)
and on average each sample contributes |Σ¯|´ 12 to the ML value LpxN1 q.
Now we consider a global linear feature transformation A of the training data. With y “ AJx
denoting the training samples in the transformed space, the ML values in the two feature spaces
are related as:
LpxN1 q “ LpyN1 q ¨ |A| (B.107)
To verify this relation, it suffices to show Eq. (B.107) for two normal distributions. The proposition
then follows from Eq. (B.105). Let y :“ AJx, µy :“ AJµx, andΣy :“ AJΣxA. Then the following
sequence of identities holds:
N py |µy,Σyq ¨ |A| “ |A|b
|2piΣy|
e´
1
2 py´µyqJΣ´1y py´µyq
“ |A|b
|2piAJΣxA|
e´
1
2
“
AJpx´µxq
‰J`
AJΣxA
˘´1“
AJpx´µxq
‰
“ |A||A|a|2piΣx| e´ 12 px´µxqJAA´1Σ´1x A´JAJpx´µxq
“ N px |µx,Σxq
(B.108)
With the results from Eqs. (B.105-B.107) we can now derive the actual MLLT objective function.
For this purpose, we consider a special case where the covariances in the original space, Rx, are
modeled as full matrices while a diagonal modeling constraint is imposed on the covariances in the
transformed space, Ry. Due to the Hadamard inequality (cf. Eq. (9.4)), this constraint may cause
a likelihood loss in the transformed space. Therefore, our goal is to find a feature space where
the likelihood loss is as small as possible. In other words, we search for a feature space where the
model assumption of diagonal covariances is most valid. In contrast to the former considerations,
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we now investigate a multiple class problem. Under the assumption that each training sample is
assigned with exactly one class, there is no interaction between the classes, and the ML estimates
of the parameters for each Gaussian solely depend on the training data for that class. Again let
xN1 and y
N
1 denote the training data in the two feature spaces Rx and Ry. Furthermore, let mk
and Sk denote the mean and variance in feature space Ry. Then the likelihood in the original
feature space Rx is given by:
LpxN1 q “
Nź
n“1
N pyn|mkn ,Sknq ¨ |A| (B.109)
“
Nź
n“1
|A|a
|2piSkn |
¨ exp
"
´ 1
2
pyn ´mknqJ ¨ S´1kn ¨ pyn ´mknq
*
(B.110)
“
Nź
n“1
|A|b
|2pi ¨ diag`AJΣknA˘| ¨
exp
"
´ 1
2
“
AJpxn ´ µknq
‰J ¨ diag`AJΣknA˘´1 ¨ “AJpxn ´ µknq‰* (B.111)
“
Kź
k“1
¨˝
|A|b∣∣diag`AJΣkA˘∣∣‚˛
Nk
¨ p2piq´NkD{2¨
Nkź
nk“1
exp
"
´ 1
2
`
xnk ´ µkqJA diag
`
AJΣkA
˘´1
AJ
`
xnk ´ µk
˘*
(B.112)
“
Kź
k“1
¨˝
|A|b∣∣diag`AJΣkA˘∣∣‚˛
Nk
¨ p2piq´NkD{2¨
exp
"
´ 1
2
Nk
”
pµk ´ µkqJA diag
`
AJΣkA
˘´1
AJpµk ´ µkqlooooooooooooooooooooooooooooomooooooooooooooooooooooooooooon
“0
` tr`diagpAJΣkAq´1 ¨ Sk˘looooooooooooooomooooooooooooooon
“trpIq
ı
looooooooooooooooooooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooooooooooooooooooon
“D
*
(B.113)
“
Kź
k“1
¨˝
|A|b∣∣diag`AJΣkA˘∣∣‚˛
Nk
¨ p2pieq´NkD2 (B.114)
“ p2pieq´ND2 ¨ |A|N ¨
Kź
k“1
¨˝
1b∣∣diag`AJΣkA˘∣∣‚˛
Nk
(B.115)
Thus we finally obtain:
LpxN1 q “ p2pieq´ND2 ¨ |A|N ¨
Kź
k“1
˜
1b∣∣diagpAJΣkAq∣∣
¸Nk
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Proof of Eq. (B.105)
With the definition of the sample mean µ¯ “ 1N
ř
n xn and the sample covariance matrix Σ¯ “`
1
N
ř
n xn x
J
n
˘´ µ¯ µ¯J, Eq. (B.105) results from the following identities:ÿ
n
pxn ´ µqJΣ´1pxn ´ µq “
´ ÿ
n
xJnΣ´1xn
¯
´ 2Nµ¯JΣ´1µ ` NµJΣ´1µ (B.116)
“ N ¨
«
1
N
´ ÿ
n
xJnΣ´1xn
¯
looooooooooomooooooooooon
p˚q
´ 2µ¯JΣ´1µ ` µJΣ´1µ
ff
(B.117)
“ N ¨
«
tr
`
Σ´1Σ¯
˘ ` µ¯JΣ´1µ¯loooooooooooooomoooooooooooooon
”p˚q
´ 2µ¯JΣ´1µ ` µJΣ´1µ
ff
(B.118)
“ N ¨
”
pµ¯´ µqJΣ´1pµ¯´ µq ` tr`Σ´1Σ¯˘ı (B.119)
To complete the proof it remains to show that the underbraced term in Eq. (B.118) is identical to
p˚q:
tr
`
Σ´1Σ¯
˘ “ trˆΣ´1„ 1
N
ÿ
n
xn x
J
n ´ µ¯ µ¯J
˙
(B.120)
“ 1
N
ÿ
n
tr
`
Σ´1xn xJn
˘ ´ tr`Σ´1µ¯ µ¯J˘ (B.121)
“ 1
N
ÿ
n
tr
`
Σ´
1
2lomon
A
Σ´
1
2lomon
B
xn x
J
nlomon
C
˘ ´ tr` Σ´ 12lomon
A1
Σ´
1
2lomon
B1
µ¯ µ¯Jlomon
C1
˘
(B.122)
Using the identity trpABCq ” trpBCAq it follows
“ 1
N
ÿ
n
tr
`
Σ´
1
2xnloomoon
a
¨ xJnΣ´ 12looomooon
aJ
˘ ´ tr`Σ´ 12 µ¯lomon
b
µ¯JΣ´
1
2looomooon
bJ
˘
(B.123)
Finally, applying trpa ¨ aJq ” aJ ¨ a gives
“ 1
N
ÿ
n
`
xJnΣ´1xn
˘ ´ µ¯JΣ´1µ¯ (B.124)
Now adding µ¯JΣ´1µ¯ to the left side of Eq. (B.120) and to the right side of Eq. (B.124) yields p˚q.
l
B.3.2 Formal Derivative of the MLLT Objective Function
The derivative of FMLLT with respect to A yields:
BFMLLT
BA “ N ¨
A´J
|A| ¨ |A|´
Kÿ
k“1
Nk
2
¨ B log
∣∣diagpAJΣAq∣∣
BA . (B.125)
Due to the following identities
B log|AJΣA|
BA “
1
|AJΣA| ¨ |A
JΣA|¨pΣ`ΣJq ¨A ¨ pAJΣAq´1 (B.126)
“ 2 ¨Σ ¨A ¨ pAJΣAq´1 (B.127)
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the derivative of log
∣∣diagpAJΣAq∣∣ with respect to A can be transformed into:
B log ∣∣diagpAJΣAq∣∣
BA “
1∣∣diagpAJΣAq∣∣ ¨ ∣∣diagpAJΣAq∣∣ ¨ pΣ`ΣJq ¨A ¨ diagpAJΣAq´1 (B.128)
“ 2 ¨Σ ¨A ¨ diagpAJΣAq´1 (B.129)
This finally gives:
BFMLLT
BA “ N ¨A
´J ´
Kÿ
k“1
Nk ¨Σk ¨A ¨ diagpAJΣkAq´1looooooooooooooomooooooooooooooon
p˚q
!“ 0 (B.130)
B.3.3 Detailed Calculations for the Robust Optimization Used in Section 9.2
Eq. (9.16) can be rewritten as follows:ˆBQMLLTpA, θq
BA
˙
d
“
Sÿ
s“1
Lsÿ
l“1
Rÿ
r“1
Trÿ
t“1
γrtps, l|Wrq ¨
$’’’’% cdaJd ¨ cd ´Σsl ¨ ad ¨ paJdΣsladqloooomoooon“:σ2sld
´1
,////- (B.131)
!“ 0 (B.132)
ðñ T ¨ cd
aJd ¨ cd
“
Sÿ
s“1
Lsÿ
l“1
Rÿ
r“1
Trÿ
t“1
γrtps, l|Wrq
σ2sld
¨Σsl ¨ ad (B.133)
ðñ T ¨ cd
aJd ¨ cd
“ Gpdq ¨ ad with Gpdq “
Sÿ
s“1
Lsÿ
l“1
Rÿ
r“1
Trÿ
t“1
γrtps, l|Wrq
σ2sld
¨Σsl (B.134)
ðñ λTcd “ Gpdq ¨ ad with λ “ 1
aJd ¨ cd
(B.135)
ðñ λTGpdq´1 ¨ cd “ aJd (B.136)
Plugging Eq. (B.136) back into Eq. (B.134) gives
Tcd “ Gpdq ¨ ad ¨ paJd ¨ cdq (B.137)
“ Gpdq ¨ λT ¨Gpdq´1 ¨ cd ¨
`rλT ¨Gpdq´1 ¨ cdsJ ¨ cd˘ (B.138)
“ λT ¨Gpdq ¨Gpdq´1 ¨ cd ¨ cJd ¨ λT ¨Gpdq
´1 ¨ cd (B.139)
“ λT ¨ cd ¨ cJd ¨ λT ¨Gpdq
´1 ¨ cd (B.140)
“ α2 ¨ cd ¨ cJd ¨Gpdq
´1 ¨ cd with α :“ λT (B.141)
Finally we obtain:
α2 ¨ cd ¨ cJd ¨Gpdq
´1 ¨ cd ´ T ¨ cd “ 0 (B.142)
ðñ α2 ¨ cJd ¨Gpdq
´1 ¨ cd ´ T “ 0 (B.143)
which leads to the root
α0 “
d
T
cJd ¨Gpdq
´1 ¨ cd
(B.144)
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The transformation columns of the MLLT matrix are thus given by:
ad “ α0 ¨Gpdq´1 ¨ cd (B.145)
“
d
T
cJd ¨Gpdq
´1 ¨ cd
¨Gpdq´1 ¨ cd (B.146)
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