Abstract. We develop tests of goodness of fit of the exponential model against some over/under dispersion family of distributions. In particular, we develop 3 score test statistics and 3 likelihood ratio statistics. These are (S1, L1), (S2, L2), and (S3, L3) based on a general over-dispersed family of distributions, two specific over/under dispersed exponential models, namely, the gamma and the Weibull distributions, respectively. A simulation study shows that the statistics S3 and L3 have best overall performance, in terms of both, level and power. However, the statistic L3 can be liberal in some instances and it needs the maximum likelihood estimates of the parameters of the Weibull distribution as opposed to the statistic S3 which is very simple to use. So, our recommendation is to use the statistic S3 to test the fit of an exponential distribution over any over/under-dispersed exponential distribution.
Introduction
There have been numerous studies of over-dispersion in discrete data (see [3, 9, 13, 18, 20] ) As far as we can ascertain, very little work has been done on over-dispersed continuous data. The one-parameter exponential distribution has been extensively used to model data that arise in physical sciences and engineering applications. Exponential distribution has been vastly used in reliability theory and reliability engineering because of its memoryless property, which is an appropriate model for the constant hazard rate portion of the bathtub curve. In case of modelling the waiting time, exponential distribution is a good choice. It can be used to model the waiting time of cars exceeding certain speed limit within an interval, time for a radioactive particle to decay, waiting time for the next phone call to come. The heights of different molecules can also approximately follow exponential distribution, if the gas and pressure observed at a certain temperature and uniform gravitational field respectively. In exponential network, node's connectivity distribution follows exponential. Moreover, if the concerned variable is monthly or yearly maximum value of daily or weekly rainfall or river discharge volumes, in that case the research of these extreme cases, exponential distribution can be an appropriate choice. This distribution is a special case of a richer family of distributions, such as the Pareto distribution, the gamma distribution and the Weibull distribution, all of which are two-parameter distributions and can be expressed as a family of over-dispersed exponential models. The purpose of this paper is to develop tests of goodness of fit of the exponential model against the over-dispersed family of distributions. In particular, we develop score and likelihood ratio statistics to test goodness of fit of the exponential model against (i) general over-dispersion by using a over-dispersed generalized linear model proposed by [6] , (ii) against a over-dispersed model given by the two parameter gamma distribution, and (iii) against a over-dispersed model given by the Weibull distribution. A performance study in terms of level and power of these statistics, along with some 50:50 mixture counterparts is conducted.
The score test (see [14] ) is a special case of the more general C(α) test (see [11] ) in which the nuisance parameters are replaced by maximum likelihood estimates which are √ N (N is the number of observations used in estimating the parameters) consistent estimates. The score test is particularly appealing as it requires estimates of the parameters only under the null hypothesis, and often produces a statistic which is simple to calculate. Potential drawbacks of the likelihood ratio and Wald tests include the fact that both require estimates of the parameters under the alternative hypotheses and often show liberal or conservative behaviour (see, for example, [2, 12, 19, 8] ).
In Section 2, some two-parameter distributions are developed as overdispersed exponential distributions. In Section 3, we develop the score and the likelihood ratio tests. A simulation study is conducted in Section4. Some examples are analyzed in Section 5 and a discussion follows in Section 6.
Some over-dispersed exponential distributions
2.1. The Pareto distribution. An over-dispersed exponential distribution can be obtained as a compound distribution by mixing the exponential distribution with a gamma distribution for the exponential parameter ρ. Suppose that each individual survival time is exponentially distributed with rate parameter ρ as
Suppose that the rate parameter ρ varies randomly between individuals according to a gamma ( ρ 0 , k) distribution with mean ρ 0 and index k having the density
The unconditional distribution of y then is a Pareto distribution (see [7] )
Then, the unconditional mean of y is
and the unconditional variance for y is
For practical use a more convenient form of the distribution is obtained by using c = 1/k in which case the above density can be written as
with modified form of Var(y) = ψ 2 (1/(1 − 2c)). Clearly this is an overdispersion distribution relative to the exponential distribution. This distribution tends to the exponential distribution as k → ∞ or c → 0.
A general over-dispersed exponential family of distributions.
Suppose that for given ρ * , y has the exponential family model with probability density function
where ρ * = νρ with E(ν) = 1 and Var(ν) = τ . This allows modeling extraexponential variation. Then following [6] and [5] we obtain the mixed model by expanding f (y, ρ * ) in a Taylor series at ρ and taking expectations. The resulting over-dispersed exponential model can be written as
where
and α r = E(ρ * − ρ) r . Then it can be seen that
Further, for small τ , we assume that α r = o(τ ) for r ≥ 3 and
where D 2 (y; ρ) = (yρ − 2)yρ −1 . It can be seen that f 2 (y; ρ, τ ) in equation (4) is a valid probability density function
where θ = 1/ρ, and
Obviously, the over-dispersed exponential model (4) reduces to the exponential model (1) for τ = 0.
2.3. The gamma distribution. The two-parameter gamma (ρ, k) distribution with rate parameter ρ and shape parameter k has the density function (p.d.f.)
It is easy to see that, for k = 1, the gamma (ρ, k) distribution reduces to the exponential (ρ) distribution. For further development it is convenient to reparameterize as θ = 1/ρ and c = 1/k. Then, it can be seen that
Thus, c = 1 corresponds to the exponential distribution with mean θ, c > 1 or k < 1 corresponds to an under-dispersed exponential model and c < 1 or k > 1 corresponds to an over-dispersed exponential model.
The Weibull distribution.
The two-parameter Weibull distribution with scale parameter ρ and shape parameter k has p.d.f.
Note for k = 1, the Weibull distribution becomes an exponential distribution with rate parameter ρ. Hence we are interested in testing the null hypothesis H 0 : k = 1. As in Section 2.1 it will be more convenient to repameterize as θ = 1/ρ and c = 1/k. Then, it can be shown that
Thus, c = 1 corresponds to the exponential distribution with mean θ, c > 1 or k < 1 corresponds to an over-dispersed exponential model and c < 1 or k > 1 corresponds to an under-dispersed exponential model.
The tests
3.1. Test for exponentiality against a general over-dispersed exponential family of distributions. The score test. A score test using the Pareto density of the forms in equation (2) or (3) runs into difficulty as the likelihood score evaluated as k → ∞ or c → 0 either becomes independent of the data or becomes unbounded. However, a score test using a general over-dispersed exponential model exists. Let Y i , i = 1, . . . , n, be a sample of independent observations from (4) with 1/ρ i = θ i a function of p×1 vector of covariates X i and a vector of regression parameters β; that is, θ i = θ i (X i ; β), i = 1, . . . , n. The log-likelihood can be written as
The score test statistic for testing the hypothesis H 0 : τ = 0 against the alternative H A : τ > 0 is based on the score function evaluated under the null hypothesis, namely
Now, define the expected mixed second order partial derivative matrices
Then, it can be seen that the variance of Ψ is V 2 = I 11 − I 12 I −1 22 I 12 . Further, algebra shows that I 11 = 2n, and the j th element of I 12 and the (j, j ) th element of I 22 are equal to
respectively. Then, under some conditions for the application of the central limit theorem to the score component Ψ and the regularity conditions of maximum likelihood estimates, the score test statistic for testing H 0 : τ = 0 is
which, asymptotically, as n → ∞, has a standard normal distribution, where, Ψ = Ψ(β),V = V (β) andβ is the maximum likelihood estimate of β under the null hypothesis. Note, the maximum likelihood estimates of the regression parameters β j , j = 1, . . . , p, are obtained by solving the p estimating
Thus, the maximum likelihood estimate of θ i isθ i = θ i (X i ;β). For the link function θ i = X i β, where X i is a p × 1 vector of regression variables, the j th element of I 12 and the (j, j ) th element of I 22 are, respectively,
When no covariate is involved, θ i = θ, maximum likelihood estimate of θ isȳ and the score test statistic for testing H 0 : τ = 0 against any over-dispersed family of exponential distributions reduces to
The likelihood ratio test. The likelihood ratio test (LRT) statistic can be written as
which has, asymptotically, a χ 2
(1) distribution, as n → ∞, whereθ i = θ i (X i ;β),β j , j = 1, . . . , p, andτ are obtained by solving the estimating equations
simultaneously.
3.2.
Test of exponentiality against a gamma alternative. The score test. Let Y i , i = 1, . . . , n, be a sample of independent observations from (5) with
Our interest is to test H 0 : k = 1 against all alternatives. Now, the loglikelihood apart from a constant can be written as
Then, using this log-likelihood and a procedure similar to what was used in Section 3.1 it can be shown that the score test statistic for testing
is the value of a digamma function ψ(k) = ∂ ∂k log(Γ(k)) under H 0 , and
22 I 12 and I 11 = nψ (1). The expressions for the j th element of I 12 and the (j, j ) th element of I 22 are the same as those obtained in Section 3.1. Further, the estimating equations for the p regression parameters here are the same as those given in equations (7). When no covariate is involved we havê
The likelihood ratio test. The LRT statistic can be written as
(1) distribution, as n → ∞, whereθ i = θ i (X i ;β),β j , j = 1, . . . , p, andk are obtained by solving simultaneously the estimating equations
where ψ is a digamma function.
Test of exponentiality against an
. . , Y n be a random sample from an Weibull distribution (6) . Then the log-likelihood function apart from a constant can be written as
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Here θ i =θ i (X i ; β) which connects the mean of datum y with possible covariates X i and regression coefficients β. Now, using this log-likelihood function and a procedure similar to what was used in Section 3.1, it can be shown that the score test statistic for testing H 0 : k = 1 is
The j th element of I 12 and the (j, j ) th element of I 22 are, respectively,
Note that in order to avoid approximations to expected values here we have used observed information matrix to obtain asymptotic variance of the likelihood score T. The maximum likelihood estimates of the regression parameters β j , j = 1, . . . , p, are the same as those obtained in equation (7). If a linear link function θ i = X i β, where X i is a p × 1 vector of regression variables, is used, then the j th element of I 12 and the (j, j ) th element of I 22 are, respectively,
In situations where there are no covariates, we have
and hence V = √ I 11 . Thus the score statistic is
The statistic U k0 (v kk ) 1/2 in [7] reduces to the statistic S 3 after simplifications, when there is no censoring or covariates.
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The likelihood ratio tests. The LRT statistic can be written as
which has, asymptotically, a χ 2 (1) distribution, as n → ∞, whereθ i = θ i (X i ;β),β j , j = 1, . . . , p, andk are obtained by solving the estimating equations
Simulation
A simulation study was conducted to study the performance, in terms of size and power of all the statistics. Note that in the case of the general over-dispersion test we deal with H 0 : τ = 0 against the alternative H A : τ > 0. Thus, the value of the parameter under the null hypothesis is on the boundary of the parameter space. The distribution of the likelihood ratio test statistic and the score test then asymptotically have a 50 : 50 mixture of χ 2 0 and χ 2 1 distributions. That is, the distribution of each of these statistics is not χ 2 1 , but rather
e., a 50 : 50 mixture of a point mass at zero and a chi square distribution with one degree of freedom. Note, point mass at zero is zero. So, the distribution is 1 2 χ 2 1 . So, to get a α level test, look up the 2α point of a χ 2 1 . See, for example, [15, 16, 17] . Thus, in the simulation study we consider S 1 , its 50 : 50 mixture counterpart S 1F , L 1 , its 50 : 50 mixture counterpart L 1F , S 2 , L 2 , S 3 and L 3 . For studying level properties of these statistics we simulated samples from the exponential distribution with mean µ = 1. For power studies we simulated data from (a) the general over-dispersed exponential models, namely the gamma mixture of the exponential (the Pareto distribution) model, and the lognormal mixture of exponential model, (b) specific over-dispersed exponential models, namely, the gamma and the Weibull distributions. Empirical level and power results for data simulated from the gamma mixture of the exponential distribution, the lognormal mixture of exponential distribution, the gamma distribution, and the Weibull distribution are given in Table 1,  Table 2, Table 3 and Table 4 , respectively. In the simulation we considered nominal significant levels α = 0.01, α = 0.05 and α = 0.10. However, comparative results for data simulated from all the above distributions are similar for all the levels. So, in the tables we give results only for α = 0.05.
Note that, the lognormal mixture of exponential distribution is used to generate over-dispersed data. Test statistics are applied to these over-dispersed data and their performances are checked to evaluate the robustness of the test statistics. Development of the test statistics based on the lognormal mixture of exponential distribution is difficult at best and so far seems infeasible and unnecessary, and hence was not considered in the study.
To do the simulation study, samples from the different distributions were generated using "stats" and "actuar" packages of the statistical software "R version 3.0.1". For solving the simultaneous equations, we used function "nleqslv()" of "nleqslv" package and "BBsolve()" function of "BB" package.
For power calculation, we computed absolute value of the test statistics (|S|) and compared it with absolute value the quantiles (|Q|) calculated from standard normal distribution based on α. We assign indicator 1 if |S| ≥ |Q|, and 0 otherwise. The power of the test, in the simulation study, is then obtained from the average of these indicators. We calculate power for all test statistics under different values of dispersion parameter c. Thus, the results in the column under c = 0 in Table 1 and Table 2 refer to the empirical levels. However, the results in the column under c = 1 in Table 3 and Table 4 refer to the empirical levels. These levels are all the same as in all cases data are generated from the exponential distribution.
First we compare level properties of all the statistics. All the statistics are in general conservative. For small sample sizes (n < 50) the statistics S 1 , S 1F , L 1 and L 1F are all very conservative. The statistic S 2 is very conservative for all sample sizes. The levels of the statistics S 3 and L 3 are closer to the nominal level as sample size increases. The performance of L 3 is liberal in terms of level as sample size increases compared to S 3 .
For comparison of power among all the statistics, we find that in Table 1  and Table 2 power increases as the value of c increases from 0. However, in Table 3 and Table 4 power increases as the value of c increases from 0 and also increases as the value of c decreases from 0. In all cases power increases as the sample size increases.
The statistics S 3 and L 3 have the best overall performance, in terms of both, level and power. However, the statistic L 3 can be liberal for large sample sizes.
Based on the level and the power properties of the test statistics, we recommend to use the statistic S 3 to test the fit of an exponential distribution over any over/under-dispersed exponential distribution.
Examples

Example 1.
In an attempt to fit a generalized Pareto distribution [4] used a set of fatique data originally reported by [1] . In [4] three different estimation methods are applied and compared to this data. According to their analysis they found that generalized Pareto distribution assumption is appropriate for fatigue data. The data are given in Table 5 which refers to lifetime (in hours) of Kevlar/Epoxy strand at a stress level 70%. For more details of the data, see [1] . We consider fatigue data as over-dispersed data and use this data to test the fit of the exponential distribution over some of the over-dispersed exponential models. For this data, the values of the test statistics S 3 and L 3 with p-values in the parenthesis are 17.46 (0.0000) and 26.45 (0.0000) respectively. It can be seen that both these test statistics S 3 and L 3 decisively reject the hypothesis of fit of an exponential distribution over an over-dispersed exponential model. These findings are in agreement with the results of the simulation study, i.e., the statistics S 3 and L 3 have best overall performance, in terms of both, level and power. Despite our recommendation about S 3 to test the exponentiality of the data, all developed score tests (S 1 , S 2 , and S 3 ), as well as likelihood ratio tests (L 1 , L 2 , and L 3 ) will facilitate researchers to competently identify the distributional assumption of the dispersed continuous data. Table 6 are from [10] . The data refer to the results of a life test experiment in which specimens of a type of electrical insulating fluid were subjected to different voltage stresses. There were seven groups of specimens in the data set and specimens were tested at voltages ranging from 26 to 38 kilovolts. We consider the breakdown times as over/under-dispersed data and use only a part of these data, namely, time to breakdown at stress level of 32 kilovolts, to test the fit of the exponential distribution over some of the over/under-dispersed exponential models. For this data the values of the test statistics, S 3 and L 3 , with p-values in the parenthesis, are 10.41 (0.0012) and 8.21 (0.0041). Both these test statistics reject the fit of the exponential distribution in favour of an over-dispersed exponential distribution.
Example 2. The breakdown times data in
Discussion
We have developed three score tests statistics S 1 , S 2 and S 3 and three likelihood ratio statistics L 1 , L 2 and L 3 to test the fit of an exponential distribution over some over/under-dispersed exponential models. The score statistics S 1 , S 2 and S 3 are simple and easy to use. These statistics use only the maximum likelihood estimates of the exponential distribution. The score statistics S 1 and S 2 are, in general, very conservative. The likelihood ratio statistics L 1 , L 2 and L 3 use the maximum likelihood estimates of the parameters of the assumed over-dispersed exponential model. Moreover, as the score test statistics S 1 and S 2 , the likelihood ratio statistics L 1 and L 2 are also very conservative. The statistics S 3 and L 3 have best overall performance, in terms of both, level and power. However, the statistic L 3 can be liberal for large sample sizes. Moreover, the statistic L 3 is based on the maximum likelihood estimates of the parameters of the Weibull distribution, the same time statistics S 3 is very simple to use. So, our recommendation is to use the statistic S 3 to test the fit of an exponential distribution over any over/under-dispersed exponential distribution. 
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