We show that one-dimensional parametric spatial solitons undergo temporal instability that leads to their breakup into spatiotemporal patterns with a characteristic snakelike shape. © 1997 Optical Society of America Soliton trapping sustained by the interplay of dispersion or diffraction with parametric amplif ication in quadratic media was predicted more than 20 years ago.
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However, it is only recently that the search for strong and controllable nonlinear self-action effects (other than Kerr-like) has motivated the detailed investigation of parametric solitons. One-and twoparametric families of mutually trapped solitary waves were found in second-harmonic generation 2 (SHG) and three-wave mixing, 3, 4 respectively. Spatial trapping was recently observed in one transverse dimension (i.e., in a planar waveguide geometry 5 ) and in two transverse dimensions (i.e., in a bulk medium 6 ), although the observation of temporal solitons seems arduous owing to the weakness of dispersion in materials used for SHG.
A crucial issue for any application that exploits parametric solitons is their stability. The problem of longitudinal local stability (i.e., stability with respect to perturbations that are localized along the soliton-conf inement dimension) was recently investigated. Stability criteria that are valid for both onedimensional (1D) and two-dimensional (2D) solitons were developed for SHG (Ref. 7 ) and extended to three-wave mixing. 4 Moreover, global stability approaches 8, 9 support the argument that SHG allows for the propagation of stable three-dimensional soliton bullets. On the other hand, it is well known that 1D and 2D solitons can also be unstable with respect to symmetry-breaking perturbations, i.e., modulations that develop along an additional dimension. 8, 10, 11 This includes either the case of an additional transverse spatial variable orthogonal to the conf inement dimension of 1D spatial solitons or that of temporal modulations in dispersive media for both 1D and 2D spatial solitons.
In this Letter we address the temporal-stability problem. Specifically, we investigate how the chromatic dispersion affects the propagation of 1D parametric spatial solitons. We anticipate that solitons are modulationally unstable in the whole domain of their existence. We consider two-wave mixing (type I SHG), although our results can be also extended to three-wave problems (type II SHG). The field envelopes u 1 at fundamental and u 2 at the harmonic frequency obey the dimensionless equations
where X ϵ x͞x 0 is the transverse coordinate measured in units of the beam width x 0 , Z ϵ z͞z d is the propagation distance in units of diffraction length, ͑2͒ is the effective quadratic susceptibility (in meters per volt). Equations (1) are valid when the field prof iles along the dimension Y are either quasiplane waves or modes of a planar waveguide. In the latter case the 1D power densities are obtained as L e jE 1,2 j 2 , where L e is the effective width of the waveguide (i.e., the 1D overlap integral of the mode prof iles). Our calculations can be easily extended to include the effect of temporal walk-off.
For cw beams (i.e., ≠͞≠T 0), Eqs. (1) possess a one-parameter family of spatial solitary waves u 1 ϵ u 1s ͑ m͞ p s͒x 1 ͑ p mX͒exp͑imZ͒ and
, where x 1,2 are real functions corresponding to the trajectories emanating from (i.e., homoclinic to) the origin that are described by the equationẍ 1,2 2≠V ͞≠x 1,2 where V 2x
and a ϵ s͑2 2 dk͞m͒ is a parameter. We carry out the stability analysis of the parametric soliton family u 1s,2s by substituting into Eqs. (1) the following perturbed fields:
We end up with the following linearized equations for the perturbations a 1,2 :
where we def ine z ϵ mZ and ͑j, t͒ ϵ p m͑X, T͒.
Then we look for exponentially growing perturbations a j ͑j 1, 2͒ constituted by Stokes-anti-Stokes pairs:
a j ͓e js exp͑iVt͒ 1 e ja exp͑2iVt͔͒exp͑ilz ͒ . (5) From Eqs. (4), we obtain the following ͑4 3 4͒ eigenvalue problem for the j-dependent perturbation vector e ϵ ͑e 1s , e ‫ء‬ 1a , e 2s , e ‫ء‬ 2a ͒ T : 2 6 6 6 6 4
where
2 a are linear operators and I ϵ diag͑1, 1, s, s͒. The instability corresponds to eigenvalues l with a negative imaginary part, and the associated eigenfunctions e ϵ e͑j͒ yield the spatial shape of the growing perturbation. Equation (6) constitutes a generalized version of the linear problem, which rules modulational instability of plane waves or cw beams in SHG. 12 In the present case one has to follow two successive steps for each value of a: (a) find the soliton prof ile x 1,2 x 1,2 ͑j͒ by solving the 1D potential equations and (b) solve Eq. (6) to find the parametric V dependencies of the unstable eigenvalues that correspond to bounded eigenfunctions. We used the inverse-iteration method 13 with a proper initial guess as to the eigenvalue to perform step (b). We found instability for both signs of b 1,2 . The case b 1,2 , 0 describes either a transverse spatial instability of the 1D solitons or their temporal instability in the anomalous dispersion regime. Conversely, since SHG experiments are commonly performed with normally dispersive media, we focus here on the practical case of b 1,2 . 0 and s ഠ 2 ͑Dk͞k 1 , , 1͒.
In general, two different types of instability (associated with an imaginary eigenvalue or a complex-conjugate pair of eigenvalues) exist in analogy to instability of cw waves. 12 In Eq. (6) the most unstable branch turns out to be associated with a pure imaginary eigenvalue, unless a is too small (i.e., a . 1). As shown Fig. 1 for different values of a, the calculated instability gain g 2Im͑l͒ extends through the whole region of frequency detunings V below a cutoff frequency V c . We point out that this soliton instability is markedly different from the instability of plane waves under similar conditions. In fact, in the latter case the most unstable branch for a . 1 corresponds to a complex-conjugate eigenvalue pair that yields a narrow-bandwidth gain centered around a relatively high frequency. But the unique feature of the soliton instability is the shape of the eigenfunctions associated with the unstable band.
Unexpectedly, these are antisymmetric functions with nodes as shown, for example, in Fig. 2 for a 10 . This fact has important consequences for the soliton dynamics, as discussed below.
When the soliton shape in closed form is known, following the approach in Ref. 10 we can derive from Eq. (6) an expression for the gain g g͑V͒ in the limit of small V , , 1. The only available solution,
, for a 1, yields for an antisymmetric eigenfunction branch (and for s 2) the following simple asymptotic dependence:
showing that this instability occurs only with normal averaged dispersion ͑ b 1 1 b 2 . 0͒. Asymptotic Equation (7), shown by the solid line in Fig. 1 for 0 , V , 0.6, approximates the numerically calculated gain well ) imaginary parts of the unstable eigenfunctions e 1s (solid curves), e ‫ء‬ 1a (dashed curves), e 2s (dotted-dashed curves), for a 10, s 2, b 1 sb 2 1. We fix a common arbitrary phase so that the eigenfunction with the largest modulus is real at its peak. whenever V , 0.4. The same approach 10 also yields an estimate for the cutoff frequency (i.e., bifurcation point g 0 for a 1, (6)] we obtain the bifurcation point V c p 3͞2 by exactly solving Eq. (6). Both the numerical value (see Fig. 1 ) and the above estimate V c p 8͞5 agree well with this exact value.
To check the linear-stability analysis, we integrate Eqs. (1) numerically using as initial conditions at Z 0 the perturbed solitons. In particular we set u 1,2 ͑X, T , Z 0͒ u 1,2s ͑X͒ 1ē cos͑V T T ͒, where we seed the instability with a constant perturbation (typicallyē ഠ 10 22 ) at the scaled frequency V T ϵ p m V.
In this way we do not force the perturbation to develop any prescribed spatial structure. In Fig. 3 we show the evolution of the intensity ju 1 j 2 at subharmonic frequency calculated for b 2 1, dk 23, m 1, and s 2 ͑a 10͒. Here we set the frequency detuning V 1.1 for the maximum instability gain. As shown in Fig. 3(a) , the input soliton breaks up at the seeded frequency. The antisymmetric shape of the growing eigenfunctions initially induces the characteristic snakelike shape of the spatiotemporal pattern shown in Fig. 3(b) . For longer propagation distances [see Figs. 3(c) and 3(d)] the soliton exhibits strong symmetry breaking with the formation of morecomplicated spatiotemporal patterns. A similar picture also holds for the beam at harmonic frequency. The evolution in Fig. 3 is representative of the soliton dynamics whenever a . 1. Only for small values of a does the real branch compete with a high-frequency branch associated with a complex-conjugate eigenvalue pair and bell-shaped eigenfunctions. In this case, when the high-frequency band is excited we observe temporal breakup without spatial breaking.
The breakup of 1D solitons should be seen easily in media that are usually used for SHG. The value of a fixes the soliton and the unstable eigenfunction profiles as well as the unstable eigenvalue. However, a given a describes as infinity of solitons that correspond to different values of m and hence different values of dk m͑2 2 a͞s͒ with fixed s. Changing the experimental control parameter dk amounts to modifying not only the soliton intensity width according to the m value but also the real-world length scale for the development of the instability, estimated as z g ϵ 10z d ͑͞gm͒. For instance, let us take the case in which dk 26, s 2, and m 2, which yields a 10. A soliton width x 0 10 mm (diffraction length z d ഠ 0.11 cm at l 0 1.064 mm) and a typical dispersion k 
