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Abstract
In this work, we consider an integrable three-component coupled Hirota (tcCH) equa-
tions in detail via the Riemann-Hilbert (RH) approach. We present some properties of
the spectral problems of the tcCH equations with 4× 4 the Lax pair. Moreover, the RH
problem of the equations is established via analyzing the analyticity of the spectrum
problem. By studying the symmetry of the spectral problem, we get the spatiotemporal
evolution of scattering data. Finally, the N-soliton solution is derived by solving the
RH problem with reflectionless case. According to the resulting N-soliton solution,
the influences of each parameters on collision dynamic behaviors between solitons are
discussed, and the method of how to control the interactions are suggested by some
graphic analysis. In addition, some new phenomenon for soliton collision is presented
including localized structures and dynamic behaviors of one- and two- soliton solu-
tions, which can help enrich the nonlinear dynamics of the N-component nonlinear
Schro¨dinger type equations.
Keywords: Three-component coupled Hirota equations, Riemann-Hilbert approach,
N-soliton solution.
1. Introduction
Hirota equation describing plane selffocusing and one-dimensional self-modulation
of waves [1] is further developed based on nonlinear Schro¨dinger equation which is a
kind of very important model in hydrodynamics, optical fiber transmission, etc. The
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Hirota equation reads [2]
iqt +
1
2
qtt + |q|2q − iα3qttt − i6α3|q|2qt = 0, (1.1)
in dimensionless form. The Hirota equation reduces the nonlinear Schro¨dinger equa-
tion when α3 = 0. After that, the coupled Hirota equations are proposed and considered
to describer the pulse propagation in a coupled fiber with higher-order dispersion and
self-steepening. The equations read
iut +
1
2
uxx +
(
|u|2 + |v|2
)
u + iǫ
[
uxxx + (6|u|2 + 3|v|2)ux + 3uv∗vx
]
= 0,
ivt +
1
2
vxx +
(
|u|2 + |v|2
)
v + iǫ
[
vxxx + (6|u|2 + 3|v|2)vx + 3vu∗ux
]
= 0.
(1.2)
Its Darboux transformation [3] has been studied, which yields a lot of rich and good
properties for the coupled Hirota equations. But the coupled Hirota equations can not
be used to solve the compatibility problems of the wavelength division multiplexing
and linear system [4], then a new form of Hirota system is proposed which is the three-
component coupled Hirota equations (tcCH)
iq1t +
1
2
q1xx +
(
|q1|2 + |q2|2 + |q3|2
)
|q1|
+ iǫ
[
q1xxx + 3
(
2|q1|2 + |q2|2 + |q3|2
)
q1x + 3q1
(
q∗2q2x + q
∗
3q3x
)]
= 0,
iq2t +
1
2
q2xx +
(
|q1|2 + |q2|2 + |q3|2
)
|q2|
+ iǫ
[
q2xxx + 3
(
2|q2|2 + |q3|2 + |q1|2
)
q2x + 3q2
(
q∗3q3x + q
∗
1q1x
)]
= 0,
iq3t +
1
2
q3xx +
(
|q1|2 + |q2|2 + |q3|2
)
|q3|
+ iǫ
[
q3xxx + 3
(
2|q3|2 + |q1|2 + |q2|2
)
q3x + 3q3
(
q∗1q1x + q
∗
2q2x
)]
= 0,
(1.3)
where q1(x), q2(x) and q3(x) are complex envelops, q
∗
i
(i = 1, 2, 3) is the complex con-
jugate of qi, and ǫ denotes the strength of high-order effects which is a small dimen-
sionless real parameter. The Lax pair of the tcCH equations has been derived by Bindu
[4], as well as rogue wave and breather wave solutions of the tcCH equations (1.3) have
been obtained in [5].
The inverse scattering transformation is a powerful analytical tool to solve inte-
grable systems, which plays an indispensable role in the field of nonlinear sciences.
Riemann-Hilbert (RH) approach is developed by Zakharov et al [6] based on the the-
ory of inverse scattering transformation which is applied to the field of integrable sys-
tems. In recent years, RH approach has been used to study a lot of works in solving
integrable models [7]-[31]. The main purpose of this work is to find more abundant N-
soliton solutions of the tcCH equations (1.3), and revealing the propagation behavior
of the solutions via the RH approach.
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The structure of this work is given as follows. In section 2, we analyze the spectrum
problem of the tcCH equations in detail and get the analytical propertes of Jost func-
tions. In section 3, the RH problem is established based on the previous conclusions.
Moreover, we study the symmetry of scattering matrix and the time-spatial revolutions
of the scattering data. In section 4, we can derive the N-soliton solution of the tcCH
equations (1.3) via solving the resulting RH problem. In addition, the propagation
behavior of soliton solution is analyzed by taking the single-soliton and two-soliton
solutions for examples. Some conclusions and discussions are presented in the final
section.
2. Direct Scattering Transform
In this section, we shall investigate the RH problem of the Eq.(1.3) via the direct
scattering transform. The Lax pair of the tcCH equations reads

Φx = UΦ,U = λU0 + U1,
Φt = VΦ,V = λ
3V0 + λ
2V1 + λV2 + V3,
(2.1)
where
U0 =
1
12ǫ

−2i 0 0 0
0 i 0 0
0 0 i 0
0 0 0 i

,U1 =

0 −q1 −q2 −q3
q∗
1
0 0 0
q∗
2
0 0 0
q∗
3
0 0 0

,
V0 =
1
16ǫ
U0,V1 =
1
8ǫ
U0 +
1
16ǫ
U1,
V2 =
1
4

ie − q1
2ǫ
− iq1x − q22ǫ − iq2x −
q3
2ǫ
− iq3x
q∗
1
2ǫ
− iq∗
1x
−i|q1|2 −iq1∗q2 −iq1∗q3
q∗
2
2ǫ
− iq∗
2x
−iq2∗q1 −i|q2|2 −iq2∗q3
q∗
3
2ǫ
− iq∗
3x
−iq3∗q1 −iq3∗q2 −i|q3|2

,
V3 =

ǫ (e1 + e2 + e3) +
i
2
e ǫe4 − i2q1x ǫe5 − i2q2x ǫe6 − i2q3x
−ǫe∗
4
− i
2
q∗
1x
−ǫe4 − i2 |q1|2 ǫe7 − i2q∗1q2 ǫe8 − i2q∗1q3
−ǫe∗
5
− i
2
q∗
2x
−ǫe∗
7
− i
2
q∗
2
q1 −ǫe2 − i2 |q2|2 ǫe9 − i2q∗2q3
−ǫe∗
6
− i
2
q∗
3x
−ǫe∗
8
− i
2
q∗
3
q1 −ǫe∗9 − i2q∗3q2 −ǫe3 − i2 |q3|2

,
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with
e = |q1|2 + |q2|2 + |q3|2, e1 = q1q∗1x − q1xq∗1, e2 = q2q∗2x − q2xq∗2,
e3 = q3q
∗
3x − q3xq∗3, e4 = q1xx + 2eq1, e5 = q2xx + 2eq2, e6 = q3xx + 2eq3,
e7 = q
∗
1q2x − q∗1xq2, e8 = q∗1q3x − q∗1xq3, e9 = q∗2q3x − q∗2xq3,
where Φ = Φ(x, t; λ) is column vector function, and λ is the complex spectral param-
eter. Eq. (1.3) satisfies zero curvature equation Ut − Vx + [U,V] = 0, which is the
compatibility condition of the lax pair (2.1).
For the convenience of calculations, we introduce a new Jost function J = J(x, t; λ)
Φ = Je
1
12ǫ
+
(
1
192ǫ2
iλ3+ 1
96ǫ2
iλ2
)
σt
, (2.2)
where σ = diag(−2, 1, 1, 1). According to Eq. (2.2), the lax pairs can be converted to

Jx = iλc1[σ, J] + QJ,
Jt = i
(
c2λ
3
+ c3λ
2
)
[σ, J] + V˜ J,
(2.3)
where
Q = U1, V˜ = λV2 + V3, c1 =
1
12ǫ
, c2 =
1
192ǫ2
, c3 =
1
96ǫ2
,
and [σ, J] implies that [σ, J] = σJ − Jσ .
In the study of the symmetry of matrix Q, we only consider the first expression of
Eq.(2.3). The another expression is useful in the process of inverse scattering, so it is
temporarily omitted.
Next let us consider two solutions J± = J±(x, λ) of the first expression of Eq.(2.3)
for λ ∈ R

J− = ([J−]1, [J−]2, [J−]3, [J−]4) ,
J+ = ([J+]1, [J+]2, [J+]3, [J+]4) ,
(2.4)
with the asymptotic conditions
J− → I, x → −∞,
J+ → I, x → +∞,
(2.5)
where I represents a 4 × 4 indentity matrix.
Next, we study the analytic properties of J±(x, λ) and give the following proposi-
tion.
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Proposition 2.1.
[J−]1, [J+]2, [J+]3, [J+]4 (2.6)
allow analytic extensions to the upper half λ-plane C+;
[J+]1, [J−]2, [J−]3, [J−]4 (2.7)
allow analytic extensions to the lower half λ-plane C−.
Proof. Two solutions are completely determined by Volterra integrable equations
J−(x, λ) = I +
∫ x
−∞
eic1λσ(x−y)Q(y)J−(y, λ)e−ic1λσ(x−y)dy, (2.8)
J+(x, λ) = I −
∫
+∞
x
eic1λσ(x−y)Q(y)J+(y, λ)e−ic1λσ(x−y)dy. (2.9)
According to [32], the analyticity of J± is equivalent to that of integrand function
eic1λσˆ(x−y)Q(y) =

0 −q1e−3ic1(x−y) −q2e−3ic1(x−y) −q3e−3ic1(x−y)
q∗
1
e3ic1(x−y) 0 0 0
q∗
2
e3ic1(x−y) 0 0 0
q∗
3
e3ic1(x−y) 0 0 0

,
where eσˆA = eσAe−σ.
To find the analytic area of each column, we just consider Re[3ic1(x − y)] < 0 and
Re[−3ic1(x − y)] < 0. Because of x − y > 0 in Eq.(2.8), we can easily see that [J−]1
allows analytic extensions to the upper half λ-plane C+; [J−]2, [J−]3 as well as [J−]4
allow analytic extensions to the lower half λ-plane C−. Similarly, [J+]1 allows analytic
extensions to the lower half λ-plane C+; [J+]2, [J+]3 as well as [J+]4 allow analytic
extensions to the upper half λ-plane C−. 
To prove the following conclusion, we first introduce a theorem.
Theorem 2.2. (Abel’s indentity) Suppose A(x) ∈ Cn×n,
Yx = A(x)Y,
then we obtain
(detY)x = (trA) detY.
Furthermore, we have
detY(x) = detY(x0)e
∫ x
x0
trA(t)dt
.
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Proof. Introduce
A =

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
an1 an2 · · · ann

, Y =

Y1
Y2
...
Yn

,
where Y j is the jth row of matrix Y. From Yx = A(x)Y, we have
Y j,x = a j1Y1 + a j2Y2 + · · · + a jnYn, j = 1, 2, · · · , n.
Then, we know that
(det Y)x =
n∑
j=1
det

Y1
...
Y j,x
...
Yn

=
n∑
j=1
det

Y1
...
a j1Y1 + · · · + a j jY j + · · · + a jnYn
...
Yn

,
which implies
(det Y)x =
n∑
j=1
a j j detY = (trA) detY.
Next, we can get detY = C0e
∫ x
x0
trA(t)dt
through integral. Then making x = x0, we can
obtain C0 = detY(x0). Thus
detY(x) = detY(x0)e
∫ x
x0
trA(t)dt
.
Now we finish this proof. 
Corollary 2.3. Since tr(Q) = 0, we know that
det J± = 1, λ ∈ R. (2.10)
Introducing the notation E = eic1λσx, one can know that J−E and J+E are matrix
solutions of the x-part of Eq.(2.3), so they are linear dependent. There is a 4 × 4
scattering matrix S (λ) = (sk j)4×4 to make these two solutions satisfy
J−E = J+S (λ), λ ∈ R. (2.11)
Eq.(2.10) and Eq.(2.11) imply that
det S (λ) = 1, λ ∈ R. (2.12)
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In order to establish the RH problem, we need to consider the inverse matrix of J±
and block it by rows. Marking it as
J−1± =

[
J−1±
]1
[
J−1±
]2
[
J−1±
]3
[
J−1±
]4

, (2.13)
and it is not difficult to check that J−1± is determined by the equation of K
Kx = c1iλ[σ, K] − KQ. (2.14)
From Eq.(2.14), one can know that
[
J−1−
]1
,
[
J−1
+
]2
,
[
J−1
+
]3
,
[
J−1
+
]4
are analytically ex-
tendible to the lower half λ-plane C−, when
[
J−1
+
]1
,
[
J−1−
]2
,
[
J−1−
]3
,
[
J−1−
]4
are analyti-
cally extendible to the upper half λ-plane C+.
Further,
E−1J−1− = R(λ)E
−1J−1
+
, λ → ∞, (2.15)
can be obtained from Eq.(2.11). Here R(λ) = (ri j)4×4 = S −1(λ), is called the scattering
matrix.
Proposition 2.4. The analytic properties of si j, ri j are given as:
s11 allows analytic extensions to the upper half λ-plane C
+; s22, s23, s24, s32, s33, s34,
s42, s43 and s44 allow analytic extensions to the lower half λ-plane C
+; s12, s13, s14,
s21, s31, s41 cannot be extended off the real λ-axis. r11 allows analytic extensions to
the upper half λ-plane C+; r22, r23, r24, r32, r33, r34, r42, r43 and r44 allow analytic
extensions to the lower half λ-plane C+; r12, r13, r14, r21, r31, r41 cannot be extended
off the real λ-axis.
Proof. Resorting to Eq.(2.11) and Eq.(2.15), one knows that
E−1J−1
+
J−E = S (λ),
hence
S (λ) = E−1

[
J−1
+
]1
[J−]1
[
J−1
+
]1
[J−]2
[
J−1
+
]1
[J−]3
[
J−1
+
]1
[J−]4[
J−1
+
]2
[J−]1
[
J−1
+
]2
[J−]2
[
J−1
+
]2
[J−]3
[
J−1
+
]2
[J−]4[
J−1
+
]3
[J−]1
[
J−1
+
]3
[J−]2
[
J−1
+
]3
[J−]3
[
J−1
+
]3
[J−]4[
J−1
+
]4
[J−]1
[
J−1
+
]4
[J−]2
[
J−1
+
]4
[J−]3
[
J−1
+
]4
[J−]4

E.
According to the analytic properties of [J−1
+
] and [J−], we can proof the proposition.
Similarly, the analytic properties of ri j can be obtained. 
7
3. Riemann-Hilbert problem
To construct the RH problem, we need to seek the two analytical functions in dif-
ferent regions C±. Take
P1 = ([J−]1, [J+]2, [J+]3, [J+]4) , (3.1)
which is analytical in C+. In addition, the following asymptotic behavior of P1 can be
determined by
P1 → I, λ → ∞. (3.2)
Similarly, constructing a matrix function P2 = P2(x, λ) is analytic for λ in C
−
P2 =

[
J−1−
]1
[
J−1
+
]2
[
J−1
+
]3
[
J−1
+
]4

. (3.3)
Furthermore, the following asymptotic behavior of P2 can be determined by
P2 → I, λ → ∞. (3.4)
Based on the about results, the RH problem of tcCH equations can be formed.
Theorem 3.1. Denoting the limit of P1 on the left side of the real λ-axis is P
+, and the
limit of P2 on the right side of the real λ-axis is P
−. We can obtain
P± is analytic in C±; (3.5)
P−(x, λ)P+(x, λ) = G(x, λ), λ ∈ R; (3.6)
P±(x, λ) → I, λ → ∞, (3.7)
where
G (x, λ) =

1 r12e
−3ic1λx r13e−3ic1λx r14e−3ic1λx
s21e
3ic1λx 1 0 0
s31e
3ic1λx 0 1 0
s41e
3ic1λx 0 0 1

.
To sum up the above analysis, the following conclusions are drawn.
detP1(λ) = s11(λ), λ ∈ C+, (3.8)
detP2(λ) = r11(λ), λ ∈ C−. (3.9)
Noticing Q† = −Q, here † means the Hermitian of a matrix, the following conclu-
sions can be drawn.
8
Proposition 3.2.
J
†
±(λ
∗) = J−1± (λ). (3.10)
Proof. According to the first equation of Eq.(2.3), we can know that
J±,x(λ∗) = ic1λ∗[σ, J±(λ∗)] + QJ±(λ∗).
Taking conjugate transposition on both sides of the equation, we can get
J
†
±,x(λ
∗) = ic1λ
[
σ, J
†
±(λ
∗)
]
− J†±(λ∗)Q.
The expression
(
J±J−1±
)
x
= Ix = 0 implies that
J−1±,x = ic1λ
[
σ, J−1±
]
− J−1± Q.
Owing to J
†
± (λ
∗) and J−1± (λ) also satisfy Eq.(2.14), the above proposition is proved. 
Proposition 3.3.
S †(λ∗) = S −1(λ). (3.11)
Proof. Resorting to Eq.(2.11), one can see that
J− = J+ES (λ)E−1,
which means
J−(λ∗) = J+(λ∗)eic1λ
∗σxS (λ∗)e−ic1λ
∗σx.
Taking the conjugate transpose of both sides of the equation yields
J
†
−(λ
∗) = eic1λσxS †(λ∗)e−ic1λσx J†+(λ
∗),
thus it follows from Eq.(3.10) that
J−1− (λ) = e
ic1λσxS †(λ∗)e−ic1λσx J−1
+
(λ).
Combining with
J−1− (λ) = e
ic1λσxS −1(λ)e−ic1λσx J−1
+
(λ),
the proof of proposition is finished. 
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Obviously, it is easy to obtain that
s11(λ) = r
∗
11(λ
∗), λ ∈ C+, (3.12a)
s∗21(λ) = r12(λ), λ ∈ R, (3.12b)
s∗31(λ) = r13(λ), λ ∈ R, (3.12c)
s∗41(λ) = r14(λ), λ ∈ R. (3.12d)
Besides, we get
P
†
1
(λ∗) = P2(λ), λ ∈ C−. (3.13)
Therefore, in terms of Eq.(3.12a) as well as Eq.(3.13), we can know that if λ is a
zero of detP1, λˆ = λ
∗ is a zero of detP2. Assuming that detP1 has N simple zero {λ j}N1
in C+, thus det P2 also has N simple zero {λ∗j}N1 , which are all in C−. Here, these zeros
and the nonzero vectors, which is w j and w
∗
j
respectively, constitute the full set of the
scattering data, such that
P1(λ j)w j = 0, (3.14)
wˆ jP2(λˆ j) = 0. (3.15)
Then one can obtain the following relation
w
†
j
= wˆ j, 1 ≤ j ≤ N. (3.16)
Proposition 3.4. The time-spatial revolutions of w j and wˆ j are listed below:
w j = e
i(c1λx+c2λ
3t+c3λ
2t)σw j,0, 1 ≤ j ≤ N, (3.17)
wˆ j = w
†
j,0
e−i(c1λ
∗x+c2(λ∗)3t+c3(λ∗)2t)σ, 1 ≤ j ≤ N, (3.18)
where w j,0 is a complex constant vector.
4. Multi-soliton Solutions
For the RH problem Eq.(3.6), the solutions (for details, please refer to [33]) are
given as follows:
P1(λ) = I −
N∑
k=1
N∑
j=1
wkwˆ j
(
M−1
k j
)
λ − λˆ j
, (4.1)
P2(λ) = I +
N∑
k=1
N∑
j=1
wkwˆ j
(
M−1
k j
)
λ − λˆ j
, (4.2)
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where M is a N × N matrix whose elements are mk j = wˆkw jλ j−λˆk .
Taking Laurent series expansion for P1 yields
P1 (λ) = I + λ
−1P(1)
1
+ λ−2P(2)
1
+ · · · , λ → ∞. (4.3)
Substituting expansion into the first equation of Eq.(2.3), we collect the term λ0 and
obtain
Q = −ic1[σ, P(1)1 ], (4.4)
which implies

q1 = −3ic1
(
P
(1)
1
)
12
,
q2 = −3ic1
(
P
(1)
1
)
13
,
q3 = −3ic1
(
P
(1)
1
)
14
.
(4.5)
From Eq.(4.1), we can directly calculate
P
(1)
1
= −
N∑
k=1
N∑
j=1
wkwˆ j
(
M−1
)
k j
. (4.6)
Supposing the nonzero vector satisfies w j,0 =
(
α j, β j, γ j, 1
)T
, and θ j = i(c1λx +
c2λ
3t + c3λ
2t) with λ j = ξ j + iη j
(
ξ j , 0, η j > 0, 1 ≤ j ≤ N
)
, therefore we obtain
w j = e
θ jσw j,0 =

e−2θ j 0 0 0
0 eθ j 0 0
0 0 eθ j 0
0 0 0 eθ j


α j
β j
γ j
1

=

α je
−2θ j
β je
θ j
γ je
θ j
eθ j

,
wˆ j(λ
∗) =
(
α∗
j
e−2θ
∗
j , β∗
j
eθ
∗
j , γ∗
j
eθ
∗
j , eθ
∗
j
)
.
Then
wkwˆ j =

αkα
∗
j
e−2
(
θk+θ
∗
j
)
αkβ
∗
j
e−2θk+θ
∗
j αkγ
∗
j
e−2θk+θ
∗
j αke
−2θk+θ∗j
βkα
∗
j
eθk−2θ
∗
j βkβ
∗
j
eθk+θ
∗
j βkγ
∗
j
eθk+θ
∗
j βke
θk+θ
∗
j
γkα
∗
j
eθk−2θ
∗
j γkβ
∗
j
eθk+θ
∗
j γkγ
∗
j
eθk+θ
∗
j γke
θk+θ
∗
j
α∗
j
eθk−2θ
∗
j β∗
j
eθk+θ
∗
j γ∗
j
eθk+θ
∗
j eθk+θ
∗
j

,
wˆkw j = α
∗
kα je
−2(θ∗
k
+θ j) + β∗kβ je
θ∗
k
+θ j + γ∗kγ je
θ∗
k
+θ j + eθ
∗
k
+θ j .
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As a result, N-soliton solution to the tcCH equations (1.3) can be derived by

q1 = 3ic1
N∑
k=1
N∑
j=1
αkβ
∗
je
−2θk+θ∗j
(
M−1
)
k j
,
q2 = 3ic1
N∑
k=1
N∑
j=1
αkγ
∗
je
−2θk+θ∗j
(
M−1
)
k j
,
q3 = 3ic1
N∑
k=1
N∑
j=1
αke
−2θk+θ∗j
(
M−1
)
k j
,
(4.7)
where M =
(
mk j
)
N×N is defined by
mk j =
α∗
k
α je
−2(θ∗
k
+θ j) + β∗
k
β je
θ∗
k
+θ j + γ∗
k
γ je
θ∗
k
+θ j + eθ
∗
k
+θ j
λ j − λˆk
=
α∗
k
α je
−2(θ∗
k
+θ j) +
(
β∗
k
β j + γ
∗
k
γ j + 1
)
eθ
∗
k
+θ j
λ j − λˆk
.
Taking N = 1 in Eq.(4.7), single-soliton solution is listed as follows

q1 = 3ic1α1β
∗
1e
−2θ1+θ∗1
(
M−1
)
11
,
q2 = 3ic1α1γ
∗
1e
−2θ1+θ∗1
(
M−1
)
11
,
q3 = 3ic1α1e
−2θ1+θ∗1
(
M−1
)
11
,
(4.8)
where
m11 =
α∗
1
α1e
−2(θ∗
1
+θ1) +
(
β∗
1
β1 + γ
∗
1
γ1 + 1
)
eθ
∗
1
+θ1
λ1 − λˆ1
.
In what follows, let us discuss the case when N = 1. Figs. 1-3 show the single-
soliton solutions by choosing the appropriate parameters. We find that different param-
eters have different effects on the solutions, such as the smaller ǫ yields the higher the
peak value, and the larger ǫ yields the lower the peak value, etc.
(a1) (a2) (a3)
Figure 1. The single-soliton solutions for |q1 | with the parameters selection α1 = 1 + 2i, β1 =
12
2 + i, γ1 = 2 − 2i, ξ1 = 14 , η1 = 14 , ǫ = 112 . (a1) three dimensional plot at time t = 0 in the (x, t)
plane, (a2) density plot, (a3) The wave propagation along the x-axis with t = −10, t = 0, t = 10.
(b1) (b2) (b3)
Figure 2. The single-soliton solutions for |q1 | with the parameters selection α1 = 1 + 2i, β1 =
2 + i, γ1 = 2 − 2i, ξ1 = 14 , η1 = 14 , ǫ = 112 . (b1) three dimensional plot at time t = 0 in the (x, t)
plane, (b2) density plot, (b3) The wave propagation along the x-axis with t = −10, t = 0, t = 10.
(c1) (c2) (c3)
Figure 3. The single-soliton solutions for |q1 | with the parameters selection α1 = 1 + 2i, β1 =
2 + i, γ1 = 2 − 2i, ξ1 = 14 , η1 = 14 , ǫ = 112 . (c1) three dimensional plot at time t = 0 in the (x, t)
plane, (c2) density plot, (c3) The wave propagation along the x-axis with t = −10, t = 0, t = 10.
When taking N = 2, the two-soliton solution can be expressed by

q1 =3ic1α1β
∗
1e
−2θ1+θ∗1
(
M−1
)
11
+ 3ic1α1β
∗
2e
−2θ1+θ∗2
(
M−1
)
12
+ 3ic1α2β
∗
1e
−2θ2+θ∗1
(
M−1
)
21
+ 3ic1α2β
∗
2e
−2θ2+θ∗2
(
M−1
)
22
,
q2 =3ic1α1γ
∗
1e
−2θ1+θ∗1
(
M−1
)
11
+ 3ic1α1γ
∗
2e
−2θ1+θ∗2
(
M−1
)
12
+ 3ic1α2γ
∗
1e
−2θ2+θ∗1
(
M−1
)
21
+ 3ic1α2γ
∗
2e
−2θ2+θ∗2
(
M−1
)
22
,
q3 =3ic1α1e
−2θ1+θ∗1
(
M−1
)
11
+ 3ic1α1e
−2θ1+θ∗2
(
M−1
)
12
+ 3ic1α2e
−2θ2+θ∗1
(
M−1
)
21
+ 3ic1α2e
−2θ2+θ∗2
(
M−1
)
22
,
(4.9)
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where

m11 =
α∗
1
α1e
−2(θ∗
1
+θ1) +
(
β∗
1
β1 + γ
∗
1
γ1 + 1
)
eθ
∗
1
+θ1
λ1 − λˆ1
,
m12 =
α∗
1
α2e
−2(θ∗
1
+θ2) +
(
β∗
1
β2 + γ
∗
1
γ2 + 1
)
eθ
∗
1
+θ2
λ2 − λˆ1
,
m21 =
α∗
2
α1e
−2(θ∗
2
+θ1) +
(
β∗
2
β1 + γ
∗
2
γ1 + 1
)
eθ
∗
2
+θ1
λ1 − λˆ2
,
m22 =
α∗
2
α2e
−2(θ∗
2
+θ2) +
(
β∗
2
β2 + γ
∗
2
γ2 + 1
)
eθ
∗
2
+θ2
λ2 − λˆ2
.
Next, we discuss the case for N = 2. In Figs. 4-6, the two solitons pass through
each other, and the shape changes after collision. In Fig. 4 and Fig. 5, the two soliton
peaks change from equilibrium to large difference, and the soliton peaks change from
large difference to almost equal height and in Fig. 6. It is speculated that the soliton
energy has a large amount of transfer during collision.
(d1) (d2) (d3)
Figure 4. The two-soliton solution for |q1| with the parameters selection α1 =
√
3
2
+
1
2
i, β1 =
√
3
2
+
1
2
i, γ1 =
√
3
2
+
1
2
i, α2 =
√
3
2
− 1
2
i, β2 =
√
3
2
− 1
2
i, γ2 =
√
3
2
− 1
2
i, ξ1 = 0, η1 =
3
4
, ξ2 = 0, η1 =
3
4
, ǫ = 1
12
.
(d1) three dimensional plot at time t = 0 in the (x, t) plane, (d2) density plot, (d3) The wave
propagation along the x-axis with t = −20, t = 0, t = 20.
(e1) (e2) (e3)
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Figure 5. The two-soliton solutions for |q2|with the parameters selection α1 =
√
3
2
+
1
2
i, β1 =
√
3
2
+
1
2
i, γ1 =
√
3
2
+
1
2
i, α2 =
√
3
2
− 1
2
i, β2 =
√
3
2
− 1
2
i, γ2 =
√
3
2
− 1
2
i, ξ1 = 0, η1 =
3
4
, ξ2 = 0, η1 =
3
4
, ǫ = 1
12
.
(e1) three dimensional plot at time t = 0 in the (x, t) plane, (e2) density plot, (e3) The wave
propagation along the x-axis with t = −20, t = 0, t = 20.
( f1) ( f2) ( f3)
Figure 6. The two-soliton solutions for |q3|with the parameters selection α1 =
√
3
2
+
1
2
i, β1 =
√
3
2
+
1
2
i, γ1 =
√
3
2
+
1
2
i, α2 =
√
3
2
− 1
2
i, β2 =
√
3
2
− 1
2
i, γ2 =
√
3
2
− 1
2
i, ξ1 = 0, η1 =
3
4
, ξ2 = 0, η1 =
3
4
, ǫ = 1
12
.
(f1) three dimensional plot at time t = 0 in the (x, t) plane, (f2) density plot, (f3) The wave
propagation along the x-axis with t = −20, t = 0, t = 20.
5. Conclusions and discussions
In this work, N-soliton solutions of the tcCH equations (1.3) have been obtained
via solving the resulting RH problem based on the inverse scattering theory, which is
Eq. (4.7). We have first gotten the analytical property of Jost function via analyzing
the lax pair of the tcCH equations. Moreover, the symmetry of the constructed scat-
tering matrix and the time-spatial revolutions of the scattering data has been obtained.
According to the above conditions, the RH problem corresponding to the equation has
been constructed. Finally, the solution of N-soliton solutions with reflection-less has
been calculated. In addition, some new phenomenon for soliton collision has been pre-
sented including localized structures and dynamic behaviors of one- and two- soliton
solutions. It is hoped that our results can help enrich the nonlinear dynamics of the
N-component nonlinear Schro¨dinger type equations.
Acknowledgements
This work was supported by the Postgraduate Research and Practice of Educational
Reform for Graduate students in CUMT under Grant No. 2019YJSJG046, the Natural
Science Foundation of Jiangsu Province under Grant No. BK20181351, the Six Talent
15
Peaks Project in Jiangsu Province under Grant No. JY-059, the Qinglan Project of
Jiangsu Province of China, the National Natural Science Foundation of China under
Grant No. 11975306, the Fundamental Research Fund for the Central Universities
under the Grant Nos. 2019ZDPY07 and 2019QNA35, and the General Financial Grant
from the China Postdoctoral Science Foundation under Grant Nos. 2015M570498 and
2017T100413.
References
[1] R. Hirota, Exact envelope-soliton solutions of a nonlinear wave equation, J. Math.
Phys. 14(7) (1973) 805.
[2] A. Ankiewicz, J.M. Soto-Crespo, N. Akhmediev, Rogue waves and rational solu-
tions of the Hirota equation, Phys. Rev. E 81(4) (2010) 046602.
[3] R.S. Tasgal, M.J. Potasek, Soliton solutions to coupled higher-order nonlinear
Schro¨dinger equations, J. Math. Phys. 33(3) (1992) 1208-1215.
[4] S.G. Bindu, A. Mahalingam, K. Porsezian, Dark soliton solutions of the coupled
Hirota equation in nonlinear fiber, Phys. Lett. A 286 (2001) 321-331.
[5] T. Xu, Y. Chen, Localized nonlinear waves of the three-component coupled Hirota
equation by the generalized Darboux transformation, arXiv:1704.07021.
[6] V.E. Zakharov, S.V. Manakov, S.P. Novikov, L.P. Pitaevskii, The Theory of Soli-
tons: The Inverse Scattering Method, Consultants Bureau, New York, 1984.
[7] S.F. Tian, Initial-boundary value problems for the general coupled nonlinear
Schro¨dinger equation on the interval via the Fokas method, J. Differ. Equ. 262
(2017) 506-558.
[8] S.F. Tian, Initial-boundary value problems for the coupled modified Korteweg-de
Vries equation on the interval, Commun. Pure Appl. Anal. 17 (2018) 923-957.
[9] S.F. Tian, The mixed coupled nonlinear Schro¨dinger equation on the half-line via
the Fokas method, Proc. R. Soc. Lond. A 472 (2016) 20160588.
[10] Y.S. Zhang, Y. Cheng, J.S. He, Riemann-Hilbert Method and N-soliton for two-
component Gerdjikov-Ivanov equation, J. Nonlinear Math. Phys. 24 (2) (2017)
210-223.
16
[11] B. Guo, L. Ling, Riemann-Hilbert approach and N-soliton formula for coupled
derivative Schro¨dinger equation, J. Math. Phys. 53 (2012) 133-3966.
[12] A.S. Fokas, J. Lenells, The unified method: I Nonlinearizable problems on the
half-line, J. Phys. A 45 (2012) 195201.
[13] J. Lenells, Initial-boundary value problems for integrable evolution equations
with 3 × 3 Lax pairs, Phys. D 241 (2012) 857.
[14] W.X. Ma, Riemann-Hilbert problems and N-soliton solutions for a coupled
mKdV system, J. Geom. Phys. 132 (2018) 45-54.
[15] X. Geng and J. Wu, Riemann-Hilbert approach and N-soliton solutions for a gen-
eralized Sasa-Satsuma equation, Wave Motion. 60 (2016) 62-72.
[16] Z. Yan, An initial-boundary value problem for the integrable spin-1 Gross-
Pitaevskii equations with a 4 × 4 Lax pair on the half-line, Chaos, 27(5) (2017)
053117.
[17] B. Q. Xia, A. S. Fokas, Initial-boundary value problems associated with the
Ablowitz-Ladik system, (2017) Arxiv ID: 1703.01687.
[18] S.F. Tian, Initial-boundary value problems of the coupled modified Korteweg-de
Vries equation on the half-line via the Fokas method, J. Phys. A: Math. Theor.
50(39) (2017) 395204.
[19] W.Q. Peng, S.F. Tian, X.B. Wang, T.T. Zhang, Riemann-Hilbert method and
multi-soliton solutions for three-component coupled nonlinear Schro¨dinger equa-
tions, J. Geom. Phys. 146 (2019) 103508.
[20] J. Zhu, L. Wang, X. Geng, Riemann-Hilbert approach to TD equation with
nonzero boundary condition. Front. Math. China. 13(5) (2018) 1245-1265.
[21] G. Zhang, S. Chen, Z. Yan, Focusing and defocusing Hirota equations with non-
zero boundary conditions: Inverse scattering transforms and soliton solutions.
Commun. Nonlinear Sci. Numer. Simul. 80 (2020) 10492.
[22] L.Wen, E. Fan, The Riemann-Hilbert approach to focusingKundu-Eckhaus equa-
tion with nonzero boundary conditions, arXiv:1910.08921, 2019.
[23] J. Xu, E. Fan, Long-time asymptotics for the Fokas-Lenells equation with de-
caying initial value problem: without solitons, J. Differ. Equ. 259(3) (2015) 1098-
1148.
17
[24] D.S. Wang, D. Zhang, J. Yang, Integrable properties of the general coupled non-
linear Schro¨dinger equations, J. Math. Phys. 51 (2010) 023510.
[25] X.E. Zhang, Y. Chen, Inverse scattering transformation for generalized nonlinear
Schro¨dinger equation, Appl. Math. Lett., 98 (2019) 306-313.
[26] S.F. Tian and T.T. Zhang, Long-time asymptotic behavior for the Gerdjikov-
Ivanov type of derivative nonlinear Schro¨dinger equation with time-periodic
boundary condition, Proc. Am. Math. Soc. 146 (2018) 1713-1729.
[27] Z.Q. Li, S.F. Tian, J.J. Yang, Riemann-Hilbert approach and soliton solutions for
the higher-order dispersive nonlinear Schro¨dinger equation with nonzero boundary
conditions, arXiv:1911.01624.
[28] J.J. Mao, S.F. Tian, Riemann-Hilbert approach for the NLSLab equation with
nonzero boundary conditions, arXiv:1911.00683.
[29] J.J. Yang, S.F. Tian, Riemann-Hilbert problem for the modified Landau-Lifshitz
equation with nonzero boundary conditions, arXiv:1909.11263.
[30] N. Liu, B. Guo, Long-time asymptotics for the Sasa-Satsuma equation via non-
linear steepest descent method, J. Math. Phys. 60 (2019) 011504.
[31] J.J. Yang, S.F. Tian, Z.Q. Li, Inverse scattering transform and soliton solutions
for the focusing Kundu-Eckhaus equation with nonvanishing boundary conditions,
arXiv:1911.00340.
[32] G. Biondini, G. Kovac˘ic˘, Inverse scattering transform for the focusing nonlin-
ear Schro¨dinger equation with nonzero boundary conditions, J. Math. Phys. 55(3)
(2014) 031506.
[33] J.K. Yang, Nonlinear Waves in Integrable and Nonintegrable Systems, SIAM,
Philadelphia, 2010.
18
