Abstract-A new stream cipher algorithm based on one-way function of neural network is proposed. The nonlinear system comprised of such neural network is used to transform a group of LFSRs for key stream generation. As a result, the complexity of sequences is increased with period expanding. The produced cipher sequence has high randomness and has passed the standard tests of SP800-22. The experimental results show that the proposed encryption method is safe and has a higher performance of encryption and decryption speed by parallel computation structure. It can meet the need of stream cipher technology. The work has some values for deeper research on its theory and hardware application on secret communication. It is expected to attract more researchers in this field.
INTRODUCTION
Hastad et al. [1] pointed out that a necessary and sufficient condition for the existence of pseudo-random generators is the existence of one way function, which are easy to compute but hard to invert. Chaotic system is characterized by sensitive dependence on initial conditions, pseudo-randomness and ergodicity. In addition, it has a good feature of confusion and diffusion. So pseudo-random sequence is with good randomness, non-relevance and complexity provided by chaotic system is quite suitable for protecting information security [2] [3] [4] [5] . Although one-dimensional chaotic maps are advantageous considering the high-level efficiency and simplicity aspects, but most existing chaotic cryptosystems still suffer from fundamental draw-backs such as small key space, slow performance speed and weak security function [6, 7] . To solves the problem of short cycle and low precision of onedimensional chaotic function, many researchers have used higher-dimensional chaotic systems, coupled chaotic map to enhance the cryptosystem security [8] [9] [10] at a cost of speed.
Cryptography employing neural network especially discrete Hopfield Neural Network (HNN) becomes a new research field recently because its nonlinearity is very fit to the requirement of complex computing in cryptography [11] [12] [13] .The chaotic dynamics of recurrent HNN is regarded as the extremely complex and unpredictable nonlinearity that can be used to generate unpredictable stream [14, 15] . Moreover, discrete HNN is a kind of network that can be carried out by high speed parallel calculation networks and suits for parallel hardware in real-time applications [16] . As a combination of neural networks and chaos, chaotic neural networks (CNN) are expected to be more suitable for data encryption. A new symmetric probabilistic encryption scheme based on chaotic attractors of neural networks is proposed in [12] . In [17] it showed that some weak keys exist in the scheme from [12] . The cipher is vulnerable to cipher text-only and chosen-cipher text attack. Due to three problems found in Guo et al.'s scheme, Leung et al. proposed a modified cryptographic scheme based on Clipped HNN [13] . Their scheme solves the problems in the original scheme [12] . However, the memory size is huge when the network size is reasonably large because the coding matrix in the scheme [13] is the same as that in [12] . The mathematical proof whether the counter value is unique is difficult, not to mention an adequate solution. Thus, we propose a new fast scheme which uses one-way function of HNN without coding matrix and data expansion.
The rest of the paper is organized as follows. Section 2 gives a description of cryptographic scheme. The security and performance are analyzed in Section 3 and the conclusion is given in the last section. 
II. STREAM CIPHER ALGORITHM
The HNN can be a neural network with zero neuron threshold and a symmetric matrix ij T . Hopfield proved that the energy function of such network is monotonically decreasing during state evolution [18] . Therefore, any initial state of the network will converge to a stable state, i.e., chaotic attractor. The relationship between message states in the domain for each [12] .
B. Convergent Property of HNN
Chan first presented a modified HNN named clipped HNN [19] . Under some conditions, the clipped HNN is capable of storing a set of desired patterns as stable points of the network. In the parallel updating mode, the network will always converge to these 2n stable points for most of the state vectors. These stable points can be further divided into two groups, group  and  , each with n stable points. It is shown that the attraction basins of the stable points in group  and  are uniformly distributed.
C. Proposed Stream Cipher Algorithm
There exists a One-way function in the HNN. When neural synaptic matrix T is an n n  singular matrix, the singular
can be easily obtained under the condition that H is an n n  random diagonalizable matrix and kept secretly. But it is hard to obtain the secret key H directly, especially for a sufficiently large number of n [4] .
Based on the nonlinear dynamics and the convergence properties of the HNN, a new design of key stream generator is proposed, which is able to produce sequences with large period and linear complexity. In Fig.1 , several m-sequences are chosen as the driven source of the sequence generator, and discrete HNN as the nonlinear function to select the output. In the parallel updating mode, the network will always converge to two attractor groups for most of the state vectors, each with n attractors [19] . Because n attractors are evenly distributed in both groups, we can randomly map i D to LFSR i for each group. Therefore, the fine statistics property of msequence is reserved, and its complexity and period are also improved in this way.
Based on the above analysis, the operation of the nonlinear filter generator can be summarized as follows:
STEP1: Both sides of the communication should randomly select the same n n  diagonalizable matrix H and the same initial values of LFSRs, which must be set secret keys.
STEP2: At each time unit, the states of m-LFSRs are input the network for iteration. Due to the convergence property of the HNN, the input probe will eventually converge to one of the attractors of the network.
STEP3: The generated attractors can be divided into two groups. In one group, the number of '0' and '1' is equal; whereas, the number of '1' is more than '0' in another group. Since the numbers of attractors in both groups are equal to n and every attractor happens in the same possibility, the attractors in both groups can be ordered from 1 to n according to their appeared sequence. As is shown in Fig.1 , the attractors generated from HNN are used as address signal of the multiplexer to select one of the n LFSRs to connect to output. To avoid the coding matrix, we consecutively encode LFSRi, rather than use Table  1 in [13] for encoding the input stream.
The key stream obtained from the above procedure is used to exclusive-or (XOR) text message for encryption. On the other hand, decryption can be done by XORing the ciphered text with key stream. This scheme can generate stream ciphers in a simple way, which is easy to be implemented by hardware and leads to high-speed encryption and decryption. 
III. SECURITY ANALYSIS

A. Proof of One-way Property
So a matrix X satisfying (1) 
Make a transposition simultaneously on both sides
Rewrite (8) A and (1) B satisfying (1) (1) = AA DB B D (10) Equation (9) is consistent [19] and for arbitrary q p C Y   , its general solution is given by (1) (1) (8) is ) ( 
According to the complexity principles, the linear complexity, L, is given by:
where A and
are the complexity of every chaotic sequence output and each LFSR respectively; the number of LFSRs are n 2 . It can be seen that the complexity of the circuit is dominated by the number of LFSR, and shows an exponential relation with n.
C. Random Test
In this paper, the randomness test for secret-key sequences generated by the proposed algorithm is carried out according to SP800-22 set by the National Institute of Standards and Technology (NIST) [20] . SP800 contains 100 groups of test samples, each group having 106 data in our experiment data. Test results in Table 1 show that the random-bit sequences generated by the algorithm are quite stochastic. 
D. Correlation Test
Chosen 2k repeated plaintext for encoding, the selfcorrelation function of the cipher text sequence is shown in Fig.2 , which presents as a function of  without any repeated periods. The self-correlation is virtually impulse like. This figure clearly indicates that the cipher text will not respond to the repeated plaintext. When any element in the permutation matrix H is altered, the cross-correlation function of the former and the latter cipher text is shown in Fig.3 . It shows that any slight alterations in secret-key can make the cipher text completely change, which meets the Avalanche Effect. The algorithm proposed in [12] is improved by symmetrical encryption algorithm which avoids the exhaustive search and data expansion. If we use the algorithm in [13] to encrypt 4-bit information, the chaotic attractors should compute 9 times on average. However, encrypting 1-bit information only needs once for our algorithm. Test shows that the average speed is over 7 times faster than that of [13] . With such a speed, the proposed encryption scheme is suitable for internet applications over broadband networks, where the encryption and decryption time should be short relative to the transmission time.
IV. CONCLUSION
A new scheme is proposed to generate pseudorandom number from one-way function of neural networks that provides high security and high speed. The new scheme has no exhaustive search, thus improves the efficiency of producing pseudorandom numbers. Moreover, our scheme keeps no data expansion so that it is suitable for large file transfer.
