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(1) HOSTコンピュータ（図の H); それ
ぞれ異ったリソースを持つ独立したコン
ピュータ・システム







































ネットワーク・ユーザが直接使月1するコマンドを規定したもので， TSP(TSS protocol), 















担しておこない，ソフトウェアとしては NODEプロセッサ内の SCP(Subnet Control Program) 
と各 HOST内の NCP(Network Control Program)とに分かれる。両者の負荷分担はネットワ
ク設計l:の大きな問題の 1つであり，これについては，夫々具体的な話の中でも触れるが，
崩述のようにデータ転送の信頼性および効率にかかわる.tJの処則は SCPの分担とし，逆に
各 HOSTに依存する部分は SCPからは除外し，各 HOSTに吸収する。また，異機種ネット






















スを要求した場合， 2秒のうち 1秒がその会話型のサービスをおこなっている HOSTの周
りのローカルな部分（即ち localnetwork)で消費されるとすると，サプネット内は少なくと






















図 2に示すように， HOST-Aから HOST-Bに送られるメッセージは発信地 NODE N, で











信の確認として隣接 NODE間では ACKが返され，発倍地と目的地間では RECEIVEが返さ
れる。これも RECEIVE返送を NODE間で行う場合と HOST間で行う場合とがある。図ー 2












































1 . Isolated local estimate: すべてのパケットに発屈地を;'!.',た時から現在に到る経過時間を記
録させることにより，逆に各ノードでその発信地までの時間をその記録から推定する。
"Backward learning"とも呼ばれる。




3 . Distributed updating : 各 NODEはすべての NODEへゆくその時、点での最短時間を記録し
た表 (Updatavector)を持っており，それを隣の NODEへ適当な時間間隔で送り，隣のNO-
DEはそれに自分の NODEの条件による捕正，即ち自 NODE内の各ラインヘのキューの状
















(hop counter)を設け，それが全 NODE数十 a以上になっているパケットはルーピングの可能
性があるとして，それをみつけた NODEは棄却する等の方法がある。









































この場合, -・ 般には日的地 NODEで到箸したメッセージのシークェンシングを行い， HOSTに
は正しい順序で送り込む。
通常，メッセージにはメッセージ番号がつけられ，これにしたがってシークェンシングが行わ
れる。例えば， 1, 2, 3, と番号のついた 3つのメッセージのうち， 1も 2も到着しないう
ちに 3がまず到笞しても，目的地 NODEは ・l寺それを保留して， 1, 2の到着を待ち， HOS-
Tには， 1, 2, 3の順で送り込まねばならない。この場合は少なくとも 3つのメッセージを
人れる待ち合わせバッファ・エリアが必要となる。
フロー・コントロールの手段でもあるパイプの概念は，実はシークェンシングにも大きな機












1. メッセージの紛失： 伝送の確認は隣接 NODE間では ACKが返され，発信地，目的地間
では RECEIVE が返される。タイマーによって•定時間経過しても，これらの確認の返送が
ない場合は手持ちのコピーを再送したり，メッセージ番号を指定して間い合せが行われる。
2. メッセージの重複： シークェンシングの際にメッ七ージ番号により発見され， rI（複した
ものは棄却される。




4. HOST NODEから送ったメッセージを＾定時間経過しても HOSTが受けとらぬ














































ップ数をのせて周辺 NODEに知らせる。それを受けた各 NODEは更にそれに 1を加えて次の
NODEに送る。ディスコネクション NODEが発'l『すると，その目的地に対するホップ数が際









0 1 1 0 1 
1 0 1 1 0 
R=I 1 1 0 1 0 
0 1 1 0 1 
1 0 0 1 0 
図4 コネクション・マトリックス
ソクス Rを持ち， 音い不通になった NODEをその隣接 NODEがとらえてこの Rを更新し，
それを次の NODEにディストリビュートする。即の各要索 rijは iから jに nホップで行く道
があるかないかを表わすというグラフ雌論の原理を利用し，各 NODEは更新された Rをもとに




ク発生機能， NODE障苦時あるいは SCP更祈時に有効な隣接 NODEからの SCPプログラム
のセルフローディング機能等，各種の付加機能が考えられる。
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4. NC  P 
















① 各 HOSTのバッチ， リモート・バソチ， TSS 等の各処判単位を〗元的に扱うことを可能
とするとともに
② 他 HOSTのフロセスも自 HOSTのプロ七スに準じた形で扱い得る機能を持つ。
フロセスJHコミュニケーションには，以ドの 3つの機能が含まれる。
① プロ七ス !HJのコネクションの確立と閉鎖
図 5に示すように， 2つの HOST-A, B 









クでは元化し，グローバルな idをつける。これを port-idといい，コネクションは 2つの port-












































my port-id X 
your port-id M 
（狐と Xに対し ） 
コネクション確立
myport-idl M, 
my port-id 2 M 
your port-i cl X 
(n Iよコネクション番号）
図 7 両コマンドの関連と使I廿例










2つの HOSTの NCP間はコントロール・コマンド，即ち HOST-HOST プロトコル・













バッファ管理の——例としてバッファ・プール (buffer poo I)の考え方がある。各 NCPはそれ




























































図 9は RJEP(Remote Job Entry Protocol)プロセス処理の概念図であり，夫々の HOSTに
USER RJEPプロセスと SERVER RJEPプロセスが存在する。 この図の①～⑰の番号は
処縄のコントロールの順序を示す。
図10および11は対応する TSSの初期会話と RJEジョプデェクの例である。今後の傾向とし
てはこれらの図の［~ 内の HOSTオリエンテドな部分が NCL(Network Control Language) 
または NAL(Network Access Language) というような形で統•化される傾向にある。 とくに
最近はネットワーク同士の結合，あるいは国際ネットワーク等の話凶もクローズアップされつ
つあるが，その様な動1r,1も含めてのネットワーク利用の汎用言語の出現が期待される。
(5) NC  P作成
Subnetの SCPと HOSTの NCPを比べてみるとサブネットの SCPは将米 VANや特殊網
に吸収され得る可能1生もあるが， NCPの作成は今後とも残される間叫となるであろう。特に











NETWORK USER No. =XX XX  
NETWORK PASSWORD = 
HOST No.= B 
CONNECT TO HOST B 
図10 端末からの会話
¥ID XXXX n HOST-Aの JCL
# USER No. XXXX 
:j HOST B 
RJE コマンド
# OUTPUT s 
# END 
¥JENO ← HOST-Aの JCL
返す市を指示 ） (OUTPUTSは結果を Source(HOST-A)に
図11 RJEのジョプデック
防ぎ，かつオーバヘッドの増加を最低限におさえねばならぬ。
















決定付けられてしまい選択の余地がない可能性も強い。 NPLの Davies等は，将来の OSはN-
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