Abstract. We prove some conditions on the existence of natural boundaries of Dirichlet series. We show that generically the presumed boundary is the natural one. We also give an application of natural boundaries in determining asymptotic results.
Introduction
It is very difficult to say much about the meromorphic continuation of Euler products of Dirichlet series beyond the region of convergence. The only general method to show the existence of a natural boundary is to prove that every point of the presumed boundary is the limit point of either poles of zeros of the function in question. In general, it does not suffice to prove that each point is a limit point of poles or zeros of the single factors, since poles and zeros might cancel.
There are, of course, many examples of special cases where precise information was obtained, as was done by Estermann [2] who proved that if there is an Euler product D(s) = p h(p −s ) where h(Y ) is a ganzwertige polynomial, then D(s) is absolutely convergent for ℜ(s) > 1 and can be meromorphically continued to the half plane ℜ(s) > 0 . If h(Y ) is a product of cyclotomic polynomials, then and only then can D(s) be continued to the whole complex plane. Dahlquist [3] generalised this result to h being any analytic function with isolated singularities within the unit circle. This line of investigation was continued to several variables. Analytic continuations of multiple zeta functions received a lot of attention in recent years, especially by the Japanese school. The known examples confirm the belief that if there is an obvious candidate for a boundary, it is the natural boundary.
However, in cases like D(s) = p h(p, p −s ), which occur in the study of algebraic groups (see, for example, [5] ), the above belief is yet to be confirmed. Thus a simple case like D(s) = p 1+p −s +p 1−2s [6] remains resistant to our understanding. In this paper, we find some conditions such that too much cancellation among potential singularities becomes impossible and a natural boundary is obtained (Theorem 1). This helps us give partial answers to series like the one just cited (Corollary 1). Our belief in the possibility of meromorphic continuation upto an expected domain is strengethened by a generic consideration. Several authors (see, for example, [8] or [9] ) studied Dirichlet series with random coefficients and showed that such series almost surely have natural boundaries. In this paper, the definition of a random series is adapted to serve our interest and we prove that almost surely the series thus defined has meromorphic continuation upto the presumed half-plane (Theorem 3) .
Finally, we show that the existence of a natural boundary can help in obtaining Ω-results for Dirichlet series associated to counting functions. We prove that if D(s) = Σa(n)n −s has a natural boundary at ℜs = σ, then there does not exist an explicit formula of the form A(x) := n≤x a n = ρ c ρ x ρ + O(x σ ), where ρ is a zero of the Riemann zeta function and hence it is possible to obtain a term Ω(x σ−ǫ ) in the asymptotic expression for A(x). We treat the Igusa-Weil function for algebraic groups for rank 3 (interpreted as a counting function) as an example of this manoeuvre.
Criteria for a boundary
Combinatorics of sets of integers and real numbers are often an ingredient of the proofs of natural boundary; confer, for instance, Dahlquist's concept of vertex numbers [3] . The following Lemma shows that in an appropriate setting, there cannot be too much cancellations among potential singularities. For a discrete set X ⊂ [0, ∞), denote by X (x) the number of elements of X ∩ [0, x]. Lemma 1. Let 0 < ǫ < 1 be given. Let P be a set of primes with P((1 + ǫ)x) − P(x) ≫ x θ log 2 x and let X ⊂ [0, T ] be a discrete set of real numbers satisfying X (x) ≪ x log x and T ∈ X . Assume that for all p ∈ P and all x ∈ X with x p ∈ [1, 1 + ǫ], there exists some n ∈ N \ P and some y ∈ X with Of course, the condition on the growth of X is somewhat arbitrary; the formulation chosen here being dictated by the application, where X will be chosen as a set of abscissae of certain zeros of ζ.
, T ], there exists some y p ∈ X such that there is some n ∈ P with T p = yp n . For each such p, choose an integer a p with the property that a p y p ∈ X , but ka p y p ∈ X for all integers k ≥ 2. Next, for each p choose prime numbers
For each such choice, there exists an element z p,p ′ ∈ X and an integer n ′ ∈ P, such that
By construction, all the integers a p , a p ′ , n,ñ, n ′ ,ñ ′ are at most T , while p andp are at least T 1+ǫ . Hence, neither p norp cancel, and we either obtain p =p, or p =p ′ and p ′ =p. In the latter case the sets {p, p ′ } and {p,p ′ } coincide, and we are done. To deal with the first possibility, note that the choice of a p and n depend only on p, hence, 
2 . Theorem 1. Assume the Riemann ζ-function has infinitely many zeros off the line
nν where the exponents n ν are rational integers and the series nν 2 ǫν converges absolutely for every ǫ > 0. Then f is holomorphic in the half plane ℜs > 1 and has meromorphic continuation in the half plane ℜs > for ν → ∞, thus apart from a discrete subset we have
and by assumption this sum converges absolutely for all s with ℜs > 1 2 this sum converges absolutely for all s with ℜs > 1 2 , hence, apart from a discrete set of poles, f can be holomorphically continued to the half-plane ℜs > 1 2 . We shall now prove that every point of the line 1/2 + it is an accumulation point of zeros or poles of f . To do so, note first that every point on this line is accumulation point of zeros with real part > 1/2 of factors in the infinite product defining f . In fact, by assumption there are infinitely many zeros of ζ to the right of the line ℜs = 1/2, thus, for every ǫ > 0 and every t there is a zero ρ = σ + iT of ζ,
2 . In particular, there exists a prime number p with n p > 0, such that T /p ∈ [t, (1 + ǫ)t]. Hence, to prove our claim, we have to show that this zero cannot be cancelled by poles stemming from other factors. We cannot do so for a single point, however, using Lemma 1, we can show that not all such poles or zeros can be cancelled. In fact, let X be the set imaginary parts of zeros of ζ lying on the line passing through 1 2 and ρ and having positive imaginary part. Let T be the maximum of X , that is X ⊂ [0, T ]. Since the number of all zeros of ζ with imaginary part ≤ x is of magnitude O(x log x), we have a fortiori X (x) ≪ (x log x). If
is not a zero of f , there has to be some integer ν and a zero ρ ′ of ζ, such that n ν < 0, and
, that is, ρ ′ is on the line through 1 2 and ρ, and has positive imaginary part, thus, ℑ ρ ′ ∈ X . Moreover, for every p ∈ P we have n p > 0, whereas n ν < 0, thus, ν ∈ P. Since we are not restricted in our choice of p and ρ except for the conditions p ∈ P and ℑ ρ p ∈ [t, (1 + ǫ)t], we find that we can apply Lemma 1 to deduce θ <
2 . However, this contradicts our assumption on the density of P, which show that there is some p ∈ P and a zero ρ of ζ, such that
2 is a zero of f , that is, in every square of the form {s :
there is a zero of f , that is, every point of the line ℜ s = 1 2 is accumulation point of zeros of f , and since f is not identically zero, this line forms a natural boundary.
We can use Theorem 1 to give a partial solution to an "embarrassingly innocuous looking" case (see [6, sec. 3 
.2.4]).
Corollary 1. Suppose that there are infinitely many zeros of ζ off the line
has meromorphic continuation to the half plane ℜs > Proof. The function f can be expanded into a product of ζ-functions as follows:
, where R(s) is a function holomorphic in some half-plane strictly larger than the half-plane ℜs > 
say. 1 is of the form considered in Theorem 1, whereas for ℜs > Another application is the following, which partially resolves a class of polynomials considered in [6, Theorem 3.23] .
cnm be a Dirichlet-series, such that all local zeros are to the left of the line ℜs = β, where β is the largest limit point of the set { n m : c nm = 0}. Suppose that the number P (x) of prime numbers p such that there is some n with c np = 0 and n/p + 1/2p > β satisfies
Then β is the natural boundary for D.
Proof. For any ǫ > 0, there is some N , such that in the half-plane ℜs > β + ǫ the product n<N ζ(ms− n) cnm has the same zeros and poles as D(s). Hence, to prove that the line ℜs = β is the natural boundary of D(s) it suffices to show that for every fixed t 0 ∈ R and δ > 0 there is some ǫ > 0 such that for N sufficiently large the product n<N ζ(ms − n) cnm has a pole or a zero in the rectangle R defined by the conditions β + ǫ < ℜs < β + δ, t 0 < ℑs < t 0 + δ. The latter would follow, if we could show that there exist integers n, m with c nm = 0 and a zero ρ of ζ, such that n+ρ m ∈ R, and such that for all other values n ′ and m
not a zero of ζ. Suppose first that ζ has infinitely many zeros off the line ℜs = 1 2 . Then we choose one such zero ρ 0 with sufficiently large imaginary part, and apply Lemma 1 with P being the set of primes p such that there is some n with c np = 0 and n/p + 1/2p > β, and X being the set of all imaginary parts of roots of ζ of the form m ′ n+ρ0 m − n ′ to obtain a contradiction as in the proof of Theorem 1. Now suppose that up to a finite number of counterexamples, the Riemann hypothesis holds true. Since these finitely many zeros off the line of ζ can only induce a discrete set of zeros of D(s) apart from a possible accumulation points on the real line, we can totally neglect these zeros. Similarly, we forget about all pairs n, m apart from those that can induce zeros to the right from β; in particular, we may assume that β is the only limit point of the set of all occurring fractions
′ , that is, for at each cancellation among zeros there are only finitely many zeros concerned, that is, we may assume that among these ρ is the one with largest imaginary part. But now we can apply Lemma 1 again, this time to the set of all zeros of ζ, and obtain again a contradiction.
A random series
Although the problem to decide whether a given Dirichlet-series can be meromorphically extended to the whole complex plane may be very difficult, we believe that in most cases the obvious candidate of a natural boundary is in fact the natural boundary. This belief is strengthened by the following theorem, which shows that this conjecture is generically true. Note that our definition of a random series differs from the usual one, in which random coefficients are used (for example in Kahane [8] or Quéffelec [9] ). The following definition appears to be better suited. and suppose that for σ > σ h the series
converges almost surely. Then with probability 1 the function
is holomorphic in the half-plane ℜ s > σ h and has the line ℜ s = σ h as its natural boundary.
Proof. If the series (1) converges, then Z can be written as a finite product of ζ-functions multiplied by some function which converges uniformly in the half-plane
ℜs > σ h + ǫ for each ǫ > 0. Let s 0 = σ h + it be a point on the supposed boundary with t = 0 rational, and consider for a natural number n the square S with side length
. Let ǫ > 0 be given. We show that with probability > 1 − ǫ the function Z is not meromorphic on S, or has a zero or a pole in S. Once we have shown this, we are done, for if s 0 were an interior point of the domain of holomorphy of D, there would be some n such that Z would be holomorphic on S, and have a zero or a pole in S almost surely. Letting n tend to ∞, we see that s 0 is either a pole or a zero, or a cluster point of poles or zeros. Hence, with probability 1, every point with rational imaginary part on the line ℜs = σ h is a pole, a zero, or a cluster point of poles or zeros. Hence, σ h is a natural boundary of Z almost surely.
To prove the existence of a pole or zero in S, note first that by the same argument used to prove alsmost sure convergence to the right of σ h , we see that if for some ǫ > 0 there are infinitely many indices ν with − bν aν < σ h − 1 n , the product defining Z extended over all such indices converges uniformly in ℜ s > σ h − 1 n , hence, deleting these indices does not alter our claim. In particular, we may assume that for all µ sufficiently large we have |σ h − aµ bµ | < 1 n , a µ > 3n, |a µ t| > 1000, as well as max x∈R P (ǫ µ = x) < ǫ. For such an index µ set
If Z is meromorphic on S, so is Z µ . Let D 1 be the divisor of the restriction of Z µ to S, and let D 2 be the divisor of ζ(a µ s + b µ ) restricted to S. We have to show that D 1 + (c µ + ǫ µ )D 2 is non-trivial with probability > 1 − ǫ. To do so, it suffices to show that D 2 is non-trivial, since then D 1 + xD 2 is trivial for at most one value of x, and we assumed that ǫ µ is not concentrated on a single value. The preimage of S under the linear map s → a µ s + b µ is a square of side ℓ > 6 and centre with real part of absolute value ≤ ℓ and imaginary part of absolute value > 1000. Hence, the number of zeros of ζ(
where N denotes the number of zeros of ζ with imaginary part ≤ T , and T and h are certain real numbers satisfying T ≥ 1000 and h ≥ 6. Now Backlund [1] showed that for T > 1000 we have
that is, N (T + 6) > N (T ) for T > 1000, which shows that D 2 is non-trivial, and proves our theorem.
Natural boundaries and asymptotic formulae
The hunt for natural boundaries has certainly some intrinsic interest, however, in this section we show that the existence of a natural boundary implies the nonexistence of an asymptotic formula of a certain kind. This leads to a lesser known kind of Ω-result : usually when proving an Ω-result, one first derives an explicit formula with oscillating terms and then shows that these terms cannot cancel each other out for all choices of the parameters. Here we show that even if we allow for infinite oscillatory sums to be part of the main terms, we still get lower bounds for the error terms.
Theorem 4. Let a n be a sequence of complex numbers, and suppose that there exist an explicit formula of the form
where for some constant c we have |c ρ | ≪ (1 + |ρ|) c and |R ∩ {s : ℜs > θ, |ℑs| < T }| ≪ T c . Then the Dirichlet-series D(s) = a n n −s can be meromorphically continued to the half-plane ℜs > θ.
Since the condition ℜs > θ describes an open set, we could have formulated this theorem with an error term O(x θ+ǫ ) for every ǫ > 0, or with O(x θ−ǫ ) for some ǫ > 0 without affecting the conclusion. We shall move freely between these different formulations without further mention.
Proof. Our claim does not change if we absorb finitely many of the summands c ρ x ρ into the sequence a n . Thus we can assume that all ρ satisfy |ℑ ρ| ≥ 1.
Then there exists an explicit formula
where R k is contained in the set of all numbers of the form {ρ − j : ρ ∈ R, j ∈ N}, and c
where c ρ+j is understood to be 0, if ρ + j ∈ R. Combining this estimate with the assumption on the number of elements in R, we see that there exists some k such that the explicit formula for A k converges absolutely. Note that we can immediately delete all terms with ℜρ < θ, and ℜρ is bounded, since otherwise the explicit formula for A(x) would not converge in any sense. Thus, putting M = ⌈sup{ℜ ρ : ρ ∈ R} − θ⌉, we obtain
Applying partial summation and interchanging the order of summations, which is now allowed since the explicit formula is absolutely converging, we find
where R(s) is holomorphic in ℜs > θ, and ∆ denotes the difference operator. Using Laurent expansion, we have for every N the asymptotic formula
where the coefficients a i are polynomials of degree i+k+1. Inserting this expression in the previous formula, we obtain
Choosing N sufficiently large, the error term yields a function holomorphic in ℜ s > θ, and collecting all terms coming from one zero ρ which are independent of n into one polynomial, we obtain
where R * (s) is holomorphic in ℜ s > θ−1, and P ρ is a polynomial of degree ≤ N +k with coefficients ≪ c
We claim that this series is absolutely and uniformly converging in each domain of the form D = {s : ℜs > θ + ǫ, |ℑs| < T }, apart from the poles of ζ occurring explicitly. To prove this, we first have to estimate |P ρ (s)|. The bounds for the degree and the coefficients imply
Since we only care about convergence, we may neglect finitely many terms. Thus we restrict our considerations to zeros ρ with |ℑ ρ| > T 2 , that is, |ρ| > |s| 2 . Finally,
,0)+ǫ ), and we obtain
,0)+ǫ
provided that
Hence, the terms belonging to ρ are of order O (1+|ρ|) −c−2 , whereas their number up to some constant T is of order O(T c ), hence, the series (3) converges absolutely and uniformly in D. Hence, it represents a function holomorphic in ℜs > θ, with the exception of the discrete set of poles contained in R * k . Since for sufficiently large real part the right hand side of (3) represents D(s), we deduce that this representation yields a meromorphic continuation of D to the half-plane ℜs > θ.
Corollary 2. Let a n be a sequence of complex numbers such that the generating Dirichlet-series has a natural boundary at ℜs = σ h . Then there does not exist an explicit formula of the form (2). In particular, for any sequence α i , β i , 1 ≤ i ≤ k and any ǫ > 0 we have
In general, even if D(s) is meromorphic in the entire plane we cannot expect to obtain an explicit formula, since the integral taken over the shifted path of integration need not converge. For example, for the Dirichlet-divisor problem we have an Ω-estimate of size x 1/4 , whereas the corresponding Dirichlet-series ζ 2 (s) is meromorphic on C. However, we can obtain explicit formulae after attaching a sufficiently smooth weight function. To do so, we need some bounds on the growth of the Dirichlet-series in question. cκ , such that D(s) = D * (s)R(s) with R(s) holomorphic and bounded in the halfplane ℜs > σ. Collecting terms with c κ > 0 in f 1 , and terms with c κ < 0 in f 2 , the first statement follows from the fact that ζ(s) grows only polynomially in each strip of bounded width. Moreover, the number of poles of D * in the region ℜs ≥ σ, |ℑs| ≤ T is bounded above by some multiple of the number of zeros of ζ(s) in the domain ℜs > 0, |ℑs| ≤ T max k a k , which implies the second assertion. For the third note that for each s with ℜs > σ we have
where the sum runs over all poles and zeros of D * (s) with |ℑ(ρ − s)| <, and m ρ is the (signed) multiplicity of the pole ρ. The same argument when used to prove the second assertion also yields that for |T | > 2 the number of poles and zeros ρ of D * with T ≤ ℑρ ≤ T + 1 is ≤ c σ |T |, hence, there is some σ ′ ∈ [σ, σ + ǫ], such that there is no pole or zero ρ of D with T ≤ ℑρ ≤ T + 1 and |ℜρ − σ ′ | < ǫ cσ log T . Hence, on this line segment, we have
Choosing T in such a way that D * has no poles or zeros in the half-strip ℜs > σ, |T − ℑs| < ǫ cσ log T , we find that there exists a path γ as desired such that each point on γ can be linked to a point in the half plane of absolute convergence of D by a path of length ≪ 1, such that
Now we give an example. In [4] we found a bijection between right cosets of 2t×2t symplectic matrices and submodules of finite index of Z 2t which are equal to their duals and which we call polarised. The counting function obtained corresponds to the p-adic zeta function of Weil-Igusa and occurs, for example, in [5] . 1 + p 4−s and in [5] it was proved that ℜ s = For σ and ǫ > 0 fixed, we have Γ(σ + it) ≪ e −( π 2 −ǫ)t . We now choose a path as in Lemma 2, and shift the integration to this path. Due to the rapid decrease of Γ, we find that for T = log 3 x the integral on the new path is bounded above by x 4/3+ǫ . Hence, we obtain the formula
Γ(ρ)x ρ res s=ρ Z(s) + O(x 4/3+ǫ ), where ρ runs over 7/3, 2, 5/3, and all complex numbers 4/3 + ρ/6, where ρ runs over all non-trivial zeros of ζ.
To compute the values of c 1 , c 2 , c 3 , we only have to compute the residuum of Z(s) at these points, which does not pose any problems, since the Euler products involved converge rather fast. We obtain the residue 2.377, −1.168, 0.1149, respectively, which yields the constants mentioned in the Theorem. Using Mathematica, CPU-time for these computations was about 30 seconds.
In view of [5] , Z(s) has a natural boundary on the line ℜs = 4/3, hence, the proof of the Ω-result runs parallel to the proof of Theorem 4.
Having an explicit formula, we can use standard methods to draw conclusions from it. For example, we have the following. 
