an environmental viewpoint public transport undoubtedly has some merits (although its direct and indirect environmental consequences are certainly not negligible), but its claim on the public budget also makes it a problematic sector. Deregulation, decentralization, and privatization may lead to a better performance of public transport operators, but in many cases price increases seem to be inevitable. But then the question arises: how sensitive is the demand for public transport with respect to fare changes? This issue has received a great deal of attention in the current age of greater market orientation in the public transport sector, as operators are now forced to look more explicitly into the financial and demand aspects of public transport. Consequently, the estimation of demand elasticities in the (public) transport sector is becoming increasingly popular nowadays, to assess not only the impact of fare increases but also the implications for fiscal and public transport authorities. The same applies to private transport: witness the current intense discussions on user-charge principles such as road pricing (for a review, see Verhoef, 1997) .
Price elasticities in the public transport sector have in the past decade been estimated in various countries, regions, and cities. A quick glance at these estimates leads to the surprising finding that the empirical values of these elasticities show an enormous variation. From a policy perspective this result implies that it is impossible to take any value of a price elasticity estimated elsewhere as a rule of thumb for approximating the`real' price elasticity at a new policy site. Analytically this provokes the question why price elasticities differ so greatly across different empirical studies. Clearly, these empirical studies have not been designed as controlled experiments with a common methodological basis, so that some variation seems plausible. But if the statistical differences are so significant, it may be interesting to trace more rigorously the explanatory backgrounds of this variation in the results.
In this framework, meta-analysis may play an important role as an explanatory instrument for differences in empirical research findings. Meta-analysis is basically a statistical research tool for the synthesis of findings of empirical case studies. It was initially developed in the natural and medical sciences where (semi-)controlled research experiments are common (see Hedges and Olkin, 1985; Hunter et al, 1982; Light and Pillemer, 1984; Rosenthal, 1991; Wolf, 1986) . More recently, this approach has also become fashionable in the social sciences (for surveys, see amongst others Button et al, 1999; Florax et al, 2000; Van den Bergh, 1997) . Several applications of metaanalysis can be found inter alia in the comparison of income multipliers in various countries, the success of energy policies in different cities, the variation in contingent valuation methods, the impacts of fiscal measures on pesticide use in agriculture, and so on. Meta-analysis is gradually becoming an established research methodology for a systematic comparison of empirical research findings from different studies with a view to research synthesis and/or transferability of research findings. In the present paper, meta-analysis will be deployed as a research method for comparing and explaining variations in empirical price elasticities in the public transport sector.
At the same time we also address another issue. Meta-analysis is essentially a broad research methodology for comparative empirical research and comprises a variety of different research methods. We will utilize and compare the results of different meta-analytic research methods, namely rough set analysis, cluster analysis, and discriminant analysis. This may be conceived of as some sort of`meta-meta-analytic' experiment with due emphasis on the comparison of different research methodologies.
Against this background, the paper is organized as follows. Section 2 will be devoted to various estimation issues of price elasticities in the transport sector and some underlying background factors explaining these differences. In section 3 we will deal with the empirical database. The subsequent sections will focus on a concise description and presentation of results of the three methods used, namely rough set analysis, cluster analysis, and discriminant analysis. The paper will be concluded with a summary section.
Price elasticities in transport economics
The estimation of price elasticities has been a common topic in transport economics, as exemplified by the work of Goodwin (1988; 1992) , Luk and Hepburn (1993) , Pepping (1998), and Oum et al (1990; 1992) ,. Even though the definition of price elasticity is rather unambiguous, its empirical estimation may take place in different ways, such as`before and after' surveys, aggregated time-series analysis, aggregated cross-sectional data, combined time-series cross-section analysis, disaggregated cross-section of individual behavioural changes, marketing methods through the use of contingent valuation methods or hypothetical choice experiments, and modelbased estimations with the help of transport models including a price sector (see European Commission, 1996) . The use of different estimation methods for price elasticities may lead to different outcomes. For example, Halcrow Fox (1993) shows that elasticities from empirical studies may differ some 50% to 200% from estimates based on model calculations. The question then is whether it is meaningful to calculate an average price elasticity in order to get some sort of a proxy value for a new case. This approach has inter alia been used by Goodwin (1992) , with the elimination of some results which were less plausible because of`incomprehensibility or absurdity'. Other authors, for example Oum et al (1990 Oum et al ( , 1992 , prefer to deal with a range of variations in elasticities with the aim of presenting a`most likely range' of elasticity values for various transport modes.
A further exploration of the literature brings to light that different estimation methods are not the only source of variations in empirical price elasticities in the transport sector. The use of different transport mode categories, different patterns of economic growth (related to different years), or different spatial patterns of economic activity (reflected in different cities or countries) may also play a role in the size of the price elasticity.
It is then a fascinating question whether, out of a set of rather heterogeneous studies of an (almost) uncontrolled nature, a synthesis can be found by a contrast analysis based on meta-analytic methods with the aim of identifying commonalities in different empirical case studies. Such an attempt at generalizing results may also be important with a view to transferability of findings. Such an exercise is at once more intriguing; according to Oum et al (1992, page 82) ``While some generalizations, particularly on demand elasticities of car usage and urban transit are possible, acrossthe-board generalizations about transport demand elasticities are impossible''.
For a systematic analysis of the variation in price elasticities in the public transport sector, it is meaningful to classify the causes in variation according to differences in definitions of elasticities, use of a particular type of elasticity, choice spectrum of the traveller, research method employed, and type of data used. These classes will now be discussed succinctly.
Differences in definition
Price elasticities in the transport sector may be defined in various ways.
The first distinction concerns internal and cross price elasticities. This depends on whether a single mode (for example, bus) is considered or a substitution between modes (for example, bus and tram). Clearly, a more aggregate definition across modes will tend to increase variation.
The second distinction relates to regular and modal choice elasticities. This depends on whether the total demand for public transport is considered or different constituents of the public transport package; in the latter case, the elasticity will normally be lower than in the first case.
The nature of the dependent variable may assume various forms. It can be measured in terms of transport volume (for example, number of trips), expenditures for public transport, modal choice, route choice, etc.
Finally, various possibilities exist for the explanatory variables, depending inter alia on travel costs which can be defined, for example, in financial terms, in travel time, in psychological travel stress, etc; the willingness to pay may thus be different for different elements of a travel decision.
In this paper we willöwhenever possibleötry to use the internal price elasticity of public transport, with the transport volume as the dependent variable and travel costs as the explanatory variable in the definition of the price elasticity.
Type of elasticity
The nature of the elasticity at hand may also show intrinsic differences. An important distinction is the one between direct and compensated price elasticities, dependent on a Marshallian versus a Hicksian utility theory. Although theoretically less elegant, for practical reasons a Marshallian approach is more often used, although sometimes a fiscal redistribution may be found.
Another distinction concerns different market segments, such as commuting, social trips, or leisure trips; in general, commuting has a lower elasticity value than other trips.
The choice spectrum of the traveller
The choice spectrum of public transport is relevant in the case of captive versus noncaptive travellers. For captive travellers the price elasticity tends to be rather low. Thus the elasticity value depends essentially on such factors as the substitutability of alternatives within the public transport sector; the time horizon for getting adjusted to a change in fare policy; the travel distance (longer distances usually imply less flexibility in travel choices); and the level of reliable real-time information on choice options.
The research method
The research method employed and its related model specification may also play an important role. Characteristic differences may inter alia be: point versus arc elasticities (the latter approach may be preferable in case of drastic fare changes); aggregated versus disaggregated travel models (the first approach tends to yield lower elasticity values); and the model specification (a fully specified equilibrium model tends to lead to lower values of price elasticity because of the inclusion of feedback effects).
Database
Differences in data used may lead to variations in estimations. Reasons for the occurrence of this phenomenon may be: the use of revealed versus stated preference information; the sample size and representativeness; or the estimation of travel costs or travel time, etc.
We may thus conclude that there is a great diversity in the estimation of price elasticities for public transport. The important research question is whether it is possible to arrive at a research synthesis of empirical findings which would allow us to make conditional predictive statements of a`what ... if' character on price elasticities.
In this context, meta-analysis may offer a proper research methodology. We present here new results from a previous comparative study on empirical price elasticities (for a detailed description of the study and its database, see Nijkamp and Pepping, 1998) . These results are neither exhaustive nor representative, but serve as an empirical illustration. Four European countries are involved (Norway, Finland, the Netherlands, and the United Kingdom), and the total number of case studies considered is twelve. These case studies were largely carried out and collected independently from each other and did not have a common methodological design (although, of course, a first study may have inspired another study by a different author). For the purpose of our paper, this data set is suitable for our principal aim, as it allows us to trace`what ... if ' commonalities on the basis of a minimum of joint research experimentation. Clearly, the price elasticities display much variation. But it is precisely the task of meta-analytic research to identify as many commonalities as possible out of a semicontrolled or noncontrolled empirical research experiment.
In our sample we thus have only twelve empirical case studies on price elasticities in public transport. This small sample size means that standard statistical techniques (such as meta-regression) from meta-analysis cannot be applied here. Consequently, we have to resort to other methods which are suitable to treat small sample sizes and are also suitable for comparative research synthesis (for a review, see Spierdijk et al, 2000) . The methods deployed here are: rough set analysis, cluster analysis, and discriminant analysis. In the spirit of a meta-analytic approach, the empirical findings from these methods will also be mutually compared so as to test for method sensitivity. This is implicitlyöas mentioned already aboveöa type of meta-meta-analytic approach. In the next section we will further outline the data collected from the twelve case studies.
Description of the database
The three techniques mentioned above will be applied to one and the same data set on price elasticities for public transport. This data set consists of the results of twelve elasticity studies in Norway, Finland, the Netherlands, and the United Kingdom. These studies give various estimates for the values of public transport demand elasticities. Each study, henceforth called observation or case, is characterized here by eight independent variables and one dependent variable. The dependent variable is the elasticity value found in the corresponding study. The independent variables are all qualitative in nature: (1) COU (country)
(1 Norway; 2 Finland; 3 The Netherlands; 4 United Kingdom); (2) YEA (year of data collection)
(1 1985 and before; 2 1986 and after); (3) AGG (level of aggregation)
(1 bus, tram, metro, train; 2 bus, tram, metro; 3 bus; 4 train); (4) IND (indicator of transport demand)
(1 number of trips; 2 number of person-km); (5) GEO (geographical coverage)
(1 urban only; 2 urban and semiurban or interurban; 3 interurban only); (6) CMD (number of competitive modes)
(1 one; 2 two; 3 three; 4 four or more); (7) DAT (data type)
(1 time series; 2 cross section; 3 survey paper); (8) MOD (model or estimation type)
[1 basic OLS (linear demand models); 2 discrete choice (logit or probit); 3 other types].
The transformed data set can be found in table 1 (for more details, see Nijkamp and Pepping, 1998 ), which appears to show a large variation in the values for the price elasticities. It is thus an intriguing research challenge to recognize a structure in this table. The statistical analysis of the data set is cumbersome, because it contains only twelve observations, leading to difficulties with formal statistical tests. Therefore we will employ here a test set of three complementary, but intrinsically different analytical techniques in order to derive (1) commonalities of a what ... if nature in the data set, and (2) contrasts and common elements in the three methods used. We will first outline the three techniques deployed here.
Rough set analysis
The discrete nature of the above data set as well as its small sample size poses a serious problem for various statistical (classification) techniques. However, rough set theory is an appropriate nonparametric method capable of handling this kind of data. Rough set analysis is a rather recent classification method for qualitative information which is particularly suitable for multicriteria evaluation and qualitative explanatory analysis of a multidimensional data set (see Greco et al, 1995; Orlowska, 1998; Pawlak, 1982; Slowinski and Stefanowski, 1994; Spierdijk et al, 2000; Van den Bergh et al, 1997) . It is essentially a combinatorial technique for a qualitatively coded information table with the aim of detecting a structure in a complex database. The main idea is to find out which possible sets of explanatory classified variables are in agreement with the hypothesis that they support the appearance of a given classified dependent variable. The emphasis is hence not on statistical significance, but on deterministic inference from artificial intelligence. The focus is on the identification of common or partly common variables which are able to explain variations in one or more dependent variables. After various experiments it is then also possible to draw inferences of an`if ... then' nature. We will not discuss here the technicalities such as indiscernibility, reducts, and cores, but these can be found in the references cited above. In order to apply rough set analysis successfully, the dependent variable is also categorized in a coded form (see table 2 ). The classes in table 2 have been defined in such a way that the number of observations in each class is balanced. Clearly, a sensitivity analysis on the categorized classes of variables is always recommended. Currently available software (for example, Roughdas, Rosetta) allows for quick and efficient calculation of the results (see Spierdijk et al, 2000) . The outcomes consist of several so-called decision rules (essentially`if ... then' statements). We will give a concise description and interpretation of these results. The results of rough set analysis can be interpreted in the following way. We have to calculate first the reducts (set of variables that can explain entirely the variance in the dependent variable). There appear to be two reducts in the independent variables which can explain the same variation in the price elasticity namely {COU, CMD, DAT, MOD} and {COU, IND, CMD, DAT}. These two combinations determine completely the variance in the price elasticities in the underlying data set. We can also determine now the intersection (or core) of these two sets; this core equals {COU, CMD, DAT}. The core contains the variables that cannot be left out without a deterioration in the quality of classification of the explanatory variables. Hence the core variables can be regarded as the variables with the highest explanatory power; they strongly influence the dependent variables. Therefore the country (that is, the indigenous behavioural patterns), the number of competitive modes (that is, the choice spectrum), and the data type strongly influence the elasticity value. The reducts consist of variables that can fully explain the classification. The accuracy and quality of the classification of the dependent variable as well as the lower and the upper approximation are summarized in tables 3 and 4. The accuracy refers to the reliability of the above inference rules for each class size of the dependent variable (its maximum value is 1). The quality is defined as the maximum value of all accuracy indicators for all cases (the maximum value is also 1). Tables 3 and 4 show that the accuracy of the classifications is maximal, namely 1. This confirms the statement that the small size of the data set does not pose a problem for rough set analysis. The next step is to derive and consider the so-called decision rules generated by rough set analysis. The above decision rules can be used to classify a newöas yet unstudiedöcase. For example, suppose that we have a new observation concerning an elasticity study of Table 4 . Accuracy and quality of the overall classification.
Accuracy of the classification 1 Quality of the classification 1 the United Kingdom. The independent variable COU will then have a transformed value 4. Application of the first rule leads to the conclusion that ögiven the available information öthe elasticity value should be lower than À0.40. Of course, large data sets yield better and more robust rules than small ones. The above data set contains such a small number of observations that it is probably not very useful for conclusive classification purposes owing to a lack of robustness. A larger data set would then be needed. Nevertheless this simple example of rough set analysis clearly illustrates its power. Rough set theory is a method that is relatively easy to apply. It yields clear-cut results and can deal with small data sets which contain discrete-valued variables, as it is the result of a coded way of categorizing. Hence it can handle qualitative variables effectively. The core variables strongly influence the dependent variable, leading to a useful economic interpretation.
Cluster analysis
Cluster analysis is one of the alternative ways of investigating table 1. We will apply this method to the data set introduced in section 3. Cluster analysis in general aims to group empirical observations which`resemble' each other according to some predefined criteria. In particular, observations which have a certain degree of intragroup homogeneity form a cluster. Cluster analysis is a well-established method in the social sciences (for an overview, see Gordon, 1981) . There are many clustering methods, but here we will apply only one of these methods, namely hierarchical clustering. Furthermore we will use only the independent variables in the cluster analysis. Some experiments in our data showed that it does not make much sense to include the dependent variable as well.
The most illustrative way of presenting the results of cluster analysis is by means of a dendrogram. This is a plot of the clustering mapping out in a stepwise way the degree of similarity between the observations. The dendrogram corresponding to our data set can be found in figure 1 . We have applied here the most simple form of hierarchical cluster analysis, which results in two clusters. Cluster 1 consists of the observations 8, 11, and 12, and cluster 2 of the observations 1, 2, 3, 4, 5, 6, 7, 9, and 10. Hierarchical cluster analysis allows, in principle, the user to determine the desired number of clusters. However, we have used here the standard number of two clusters. Now the question arises as to why observations 8, 11, 12, and the remaining observations form different clusters. In what way are observations 8, 11, and 12 different from the other observations? If we take a look at the data set, then it is readily seen that observations 8 and 11 have a different level of aggregation (AGG) compared with all other observations. Similarly, observations 11 and 12 have a different number of competitive modes (CMD). Finally, observation 11 has a different geographical coverage (GEO) with respect to all the other observations. In summary, observations 8, 11, and 12 have in common that they are`outliers' compared with the other observations. This explains the resulting clusters. It is also noteworthy that the number of competitive modes also appears as a core variable in the rough set analysis described in the previous section. The cluster analysis of this section again points out the importance of the number of competitive modes. Thus the results of the cluster analysis confirm partly those from the rough set analysis. Clearly, cluster analysis has only a limited number of possible applications, since, for example, a classification of new observations is not possible. The advantage of cluster analysis is that no a priori classes have to be defined. Therefore cluster analysis is an appropriate exploratory tool for relatively`raw' data. It can serve as a first identification of the patterns and relationships in the initial data set.
Discriminant analysis
The next technique utilized here is discriminant analysis which aims to identify contrasting classes in a numerical data set (see Goldstein and Dillon, 1978; Greene, 1997; Hand, 1981) . For discriminant analysis it is necessary to specify a priori the classes for the dependent variable. It seems plausible to use the classification of the dependent variables from table 2 for this purpose. Discriminant analysis seeks to approximate a linear discriminant function that distinguishes between the four classes of the dependent variables as best as possible. The analysis then yields a vector of discriminant correlations, indicating the ability to discriminate between the different classes. A square matrix of linear combinations of variables is also obtained. The columns of this matrix are linear combinations of the input variables. If the input matrix is multiplied by this matrix, then the matrix of discriminant variables is obtained. The matrix can also be used to classify a new observation. The new observation has to be multiplied with the matrix, yielding a discriminant value. This discriminant value can be used to determine the corresponding class of the new observation.
By applying a standard discriminant analysis, the following results are obtained for our data set. The vector of discriminant correlations appears to be equal to (0.99, 0.93, 0.74, 0.21) . These correlations indicate that discriminant analysis can easily discern between the first three classes compared with the fourth class. Within the group of the first three classes, differences are not easy to explain, however. The matrix of linear combinations of variables does not contain much information and therefore will not be shown. We also note the difference with respect to cluster analysis. Cluster analysis tries to subdivide the empirical observations into groups, whereas in discriminant analysis it is presumed that the groups are known and an attempt is made to understand what makes them different.
Conclusion
Price elasticities of the demand for public transport depend on a large number of factors. In this paper we have discussed the potential importance of factors such as the level of aggregation of public transport (a single particular transport mode versus an aggregate of public transport modes), the number of competitive modes taken into account, and the geographical coverage (urban versus interurban). In addition, estimates of these elasticities may depend on features such as the data type used (cross section versus time series) and on the model specification. Meta-analysis is a useful tool to investigate the importance of these factors.
In our meta-analytical experiment we have applied three multidimensional methods, namely rough set analysis, cluster analysis, and discriminant analysis to an empirical data set. A summary of our investigations is given in table 5 (over). Rough set analysis determines a core of variables, consisting of the variables which strongly influence the dependent variable. Furthermore it yields rules for classification of a new observation, so that it can be used for transferability of findings. Cluster analysis finds clusters of observation. Observations in one and the same cluster resemble each other according to some criterion. It cannot be used to classify a new object. Discriminant analysis uses an a priori determined classification and seeks a linear discriminant function to distinguish between the different classes.
From the concise description given above it is clear that the various methods used here serve different purposes. Therefore it is no surprise to find that their results also show a difference. Rough set analysis leads to the conclusion that the most central variables explaining differences in outcomes of studies are`country' (in some countries higher elasticities are observed than in other countries), number of competitive modes, and data type. Cluster analysis can be used to find groups of studies that have a certain level of similarity from the viewpoint of the explanatory variables. However, a comparison of these groups in terms of their average elasticities indicates that the differences between the groups are small. Thus, in the present context, the grouping of studies based on various factors mentioned above while ignoring the values of the elasticities is not a successful way to arrive at a cluster with clearly different elasticity values. Discriminant analysis is a tool that addresses the best way to classify various groups of studies by means of explanatory factors in terms of within-group versus between-group variances. The result of the discriminant analysis is that, in the present context, so long as linear discriminant functions are used it is quite difficult to arrive at a proper classification of studies. This paper is based on a small set of studies on price elasticities. Our main aim has been the comparison of methodological approaches, rather than drawing conclusions on the elasticities per se. For the latter purpose it is recommended to increase the number of observations by adding more studies to the set studied here. This would also do justice to the features of the methods, as it would allow the use of some of the studies collected as a validation data set with the aim of demonstrating the performance of a given method. 
