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Abstract—Federated Learning (FL) is capable of leveraging
massively distributed private data, e.g., on mobile phones and
IoT devices, to collaboratively train a shared machine learning
model with the help of a cloud server. However, its iterative
training process results in intolerable communication latency,
and causes huge burdens on the backbone network. Thus,
reducing the communication overhead is critical to implement
FL in practice. Meanwhile, the model performance degradation
due to the unique non-IID data distribution at different devices is
another big issue for FL. In this paper, by introducing the mobile
edge computing platform as an intermediary structure, we pro-
pose a hierarchical FL architecture to reduce the communication
rounds between users and the cloud. In particular, a Hierarchical
Federated Averaging (HierFAVG) algorithm is proposed, which
allows multiple local aggregations at each edge server before one
global aggregation at the cloud. We establish the convergence of
HierFAVG for both convex and non-convex objective functions
with non-IID user data. It is demonstrated that HierFAVG can
reach a desired model performance with less communication,
and outperform the traditional Federated Averaging algorithm.
Index Terms—Mobile Edge Computing, Federated Learning,
Edge Intellignce
I. INTRODUCTION
Mobile applications empowered by Machine Learning (ML)
are revolutionizing modern life thanks to the unprecedented
amount of data at various mobile and IoT devices and
the development of deep learning. However, the traditional
ML frameworks, relying on data processing at centralized
computing facilities, cannot fully exploit such abundant data
due to the growing privacy and security concerns. FL [1]
was recently proposed to collaboratively train a shared model
without direct access to the raw data. In the prevalent Feder-
ated Averaging (FAVG) algorithm [1], each user trains an ML
model on the local dataset, and uploads it to a remote cloud
server for a global model aggregation. The massive amount of
distributed, and privacy-sensitive data on mobile devices can
thus be well exploited without leak of privacy.
Unfortunately, communication overhead remains a bottle-
neck in FL. Hundreds to thousands of rounds of commu-
nication are required to reach a desired model accuracy in
FAVG. The long propagation latency will degrade model
performance, if with a limited training time budget. Directly
communicating with the cloud also brings inestimable data
transmission and saturates the backbone network. Further-
more, in FAVG, the overhead of one round of communication,
including upload and download, is proportional to the ML
model size, making it infeasible to be applied to large models.
There have been several works on improving the communi-
cation efficiency of FL. Adaptive control of the uploading
and local processing was proposed in [2,3]. Sparsification and
quantization in model uploading were applied in [4,5]. These
studies mainly focused on the algorithmic aspect, but the
same architecture, i.e., the server-client model, was assumed,
which leaves a limited room for further improvement. In this
paper, we shall take a different approach, and propose a new
architecture for FL.
The recently proposed Mobile Edge Computing (MEC)
platform [6] enables resource-constrained devices to offload
latency-critical and computation-intensive tasks to the edge
server. In contrast to Cloud Computing, MEC has unique
benefits, including a faster response time and less data traffic
through backhaul links due to a proximate access. It thus
creates a new opportunity to reduce communication overhead
(both the latency and backhaul link burden) for FL, i.e., via
a local model aggregation at the edge server. This motivates
us to propose an edge-assisted hierarchical FL architecture.
Such a hierarchical architecture nicely exploits the advan-
tages of both the cloud and edge servers. On one hand,
a cloud server can access much more users than an edge
server, and hence exploit more data in training via global
aggregation. On the other hand, the propagation latency from
each user device (client) to an edge server is much smaller
compared with that from the client to the cloud server. With
edge servers as an intermediary between clients and the cloud
server, we can effectively reduce the communication overhead,
while still leveraging the abundant data at clients. With
this new architecture, we propose a Hierarchical Federated
Averaging (HierFAVG) algorithm, which allows several low-
communication-cost local aggregations with the edge before a
high-communication-cost global aggregation with the cloud.
We analyze the convergence for both the convex and non-
convex objective functions of ML models in HierFAVG. Spe-
cial attention is paid to the unique non-IID (non-Independent
and Indentically Distributed) data issue in FL, where the
dataset of a single client or edge cannot be representative
of the whole datasets. From the analysis, we find that 1) the
non-iidness among edges is more influential than that among
clients; and 2) the aggregation interval between client-edge
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Figure 1: Cloud-based federated learning with the Federated Aver-
aging algorithm. Step 1: Each client downloads the global model
from the cloud server; Step 2: Each client updates its local model
using its own data; Step 3: The server updates the global model by
aggregating updates from clients. Repeat Steps 1-3 until the global
model converges.
is more pivotal than that between edge-cloud, and thus
should be carefully controlled. It is shown that significant
communication saving is achieved by tuning the client-edge
and edge-cloud aggregation intervals. In addition, when the
dataset distribution among edge servers is nearly IID, further
reduction in communication cost for training can be achieved
by decreasing the cloud aggregation frequency.
II. FEDERATED LEARNING SYSTEMS
In this section, we first introduce the traditional cloud-
based FL system, including the basic learning problem and
the widely-adopted FAVG algorithm. We then present the
proposed edge-assisted hierarchical FL system, and its op-
timization algorithm HierFAVG.
A. Cloud-Based FL
FL is a recently proposed distributed ML paradigm [1,7],
which provides a mechanism to encourage clients to share
data, while preserving data privacy. It allows many mobile
clients to collectively train a ML model via a local training
stage based on private data and a global model aggregation
stage. In the original FL system, the global aggregation is
carried out at the cloud data center [8].
We focus on supervised learning, where an ML model
is trained to predict labels for unseen data based on the
information of available data and their corresponding labels
[9]. Denote D = {xj , yj}|D|j=1 as the training dataset, and |D|
as the total number of training samples, where xj is the j-
th input sample, yj is the corresponding label. w is a real
vector that can fully parametrize the ML model. f(xj , yj ,w),
also denoted as fj(w) for convenience, is the loss function
of the j-th data sample, which captures the prediction error
of the model for the j-th data sample. The training process
is to minimize the empirical loss F (w) based on the training
dataset [10]:
F (w) =
1
|D|
|D|∑
j=1
f(xj , yj ,w) =
1
|D|
|D|∑
j=1
fj(w). (1)
The loss funciton F (w) depends on the ML model and can
be convex, e.g. logistic regression, or non-convex, e.g. neural
networks. The complex learning problem is usually solved by
gradient descent. Denote t as the update step, η as the gradient
descent step size, then the model parameters are updated as:
w(t) = w(t− 1)− η∇F (w(t− 1)).
In FL, the dataset cannot be directly accessed by the cloud
server, and thus F (w) in Eq. (1) cannot be directly computed.
Suppose there are in total N clients with distributed datasets
{Di}Ni=1, with ∪Ni=1Di = D. The loss function for the whole
dataset D, F (w), also called as the global loss, can be
expressed in the form of a weighted average of the local loss
functions Fi(w), on local datasets Di. Specifically, F (w) and
Fi(w) are given by:
F (w) =
∑N
i=1 |Di|Fi(w)
|D| , Fi(w) =
∑
j∈Di fj(w)
|Di| .
Due to the linearity of gradient, F (w) can be minimized by
averaging the gradient of each local loss function after every
step of gradient descent, a.k.a distributed gradient descent,
which, however, causes catastrophic overhead in communi-
cation. To reduce the communication overhead, FAVG [1]
proposed to perform many gradient descent steps before each
model aggregation step. Specially, as illustrated in Fig. 1,
FAVG includes three steps: model download, local update,
and model aggregation. In the model download step, clients
download the model from the server. In the local update step,
model parameters wi are updated for τ steps using gradient
descent with the local loss functions Fi(w) separately. Then
in the model aggregation step, the parameter server takes the
weighted average of the uploaded weights from the clients
to generate a new global model to be downloaded for the
next round of training. These three steps are repeated until the
model reaches a desired accuracy. The local model parameters
wi(t) in FAVG evolve in the following way:
wi(t) =

wi(t− 1)− ηt∇Fi(wi(t− 1)) t | τ 6= 0
∑N
i=1 |Di|
[
wi(t−1)−ηt∇Fi(wi(t−1))
]
|D| t | τ = 0
B. Edge-Assisted Hierarchical FL
Training in FL is an iterative process. In each iteration,
clients need to upload their local models to the cloud param-
eter server, which are of large sizes for modern ML tasks.
For example, state-of-the-art Convolutional Neural Networks
(CNNs) have millions of parameters [11]. The frequent com-
munication with the cloud during training will put a heavy
burden on the backbone network, and cause excessive latency
for the training process. Leveraging proximate edge servers as
intermediary parameter aggregators is a promising approach
to reduce the communication overhead between the client
and cloud, and thus we propose and investigate edge-assisted
hierarchical Federated Learning in this paper.
We consider a hierarchical architecture as shown in Fig.
2, which has one cloud server, L edge servers indexed by
`, with disjoint client sets {C`}L`=1, and N clients indexed
by i and `, with distributed datasets {D`i}Ni=1. Denote D` as
the aggregated dataset under edge `. Each edge server can be
accessed by the clients in its client set.
Figure 2: Architecture of edge-assisted hierarchical federated learn-
ing.
With this new architecture, we propose a HierFAVG al-
gorithm. The key steps of HierFAVG algorithm proceed as
follows. After every τ1 local updates on each client, each edge
server aggregates its clients’ models. Then after every τ2 edge
model aggregations, the cloud aggregates all the edge servers’
models, which means that the communication with the cloud
happens every τ1τ2 local updates. Denote w`i(t) as the local
model parameters after the t-th local update, and T as the total
amount of local updates performed, which is assumed to be
an integer multiple of τ1τ2. Then the details of the HierFAVG
algorithm is presented in Algorithm 1. And the evolution of
local model parameters w`i(t) is as follows:
w`i(t) =

w`i(t− 1)− ηt∇F `i (w`i(t− 1)) t | τ1 6= 0
∑
i∈C` |D
`
i |
[
w`i(t−1)−ηt∇F `i (w`i(t−1))
]
|D`|
t | τ1 = 0
t | τ1τ2 6= 0∑N
i=1 |D`i |
[
w`i(t−1)−ηt∇F `i (w`i(t−1))
]
|D| t | τ1τ2 = 0
III. CONVERGENCE ANALYSIS OF HIERFAVG
In this section, we prove the convergence of HierFAVG.
Both convex and non-convex objective loss functions are
considered. The analysis also reveals some key properties of
the algorithm, as well as the effects of key parameters.
A. Definitions
We first introduce some definitions essential to the analysis.
The overall T training iterations are divided into K cloud
intervals, each with a length of τ1τ2, or Kτ2 edge intervals,
each with a length of τ1. The local (edge) aggregation happens
at the end of each edge interval, and the global (cloud) aggre-
gations happens at the end of each cloud interval. We use [p] to
represent the edge interval starting from (p−1)τ1 to pτ1, {q}
to represent the cloud interval from (q − 1)τ1τ2 to qτ1τ2, so
we have {q} = ∪p[p], p = (q−1)τ2+1, (q−1)τ2+2, . . . , qτ2.
• F `(w): The edge loss function at edge server `, ex-
pressed as:
F `(w) =
1
|D`|
∑
i∈C`
|D`i |Fi(w).
• w(t): The weighted average of all the w`i(t), expressed
as:
w(t) =
1
|D|
N∑
i=1
|D`i |w¯`i(t).
Algorithm 1: Hierarchical Federated Averaging (HierFAVG)
1: procedure HIERARCHICALFEDERATEDAVERAGING
2: Initialized all clients with parameter w0
3: for t = 1, 2, . . . T do
4: for each client i = 1, 2, . . . , N in parallel do
5: w`i(t) ← w`i(t− 1)− η∇Fi(w`i(t− 1))
6: end for
7: if t | τ1 = 0 then
8: for each edge ` = 1, . . . , L in parallel do
9: w`(t)← EdgeAggregation({w`i(t)}i∈C` )
10: if t | τ1τ2 6= 0 then
11: for each client i ∈ C` in parallel do
12: w`i(t) ← w`(t)
13: end for
14: end if
15: end for
16: end if
17: if t | τ1τ2 = 0 then
18: w(t)← CloudAggregation({w`(t)}K`=1)
19: for each client i = 1 . . . N in parallel do
20: w`i(t) ← w(t)
21: end for
22: end if
23: end for
24: end procedure
25: function EDGEAGGREGATION(`, {w`i(t)}i∈C` ) //Aggregate locally
26: w`(t) ←
∑
i∈C` |D
`
i |w`i(t)
|D`|
27: return w`(t)
28: end function
29: function CLOUDAGGREGATION({w`(t)}L`=1) //Aggregate globally
30: w(t) ←
∑L
`=1 |D`|w`(t)
|D|
31: return w(t)
32: end function
• u{q}(t): The virtual centralized gradient descent se-
quence, defined in cloud interval {q}, and synchronized
immediately with w(t) after every cloud aggregation as:
u{q}((q − 1)τ1τ2) = w((q − 1)τ1τ2),
u{q}(t+ 1) = u{q}(t)− ηt∇F (u{q}(t)).
We pay special attention to the unique non-IID data distri-
bution in FL, which is measured by the parameters defined in
[3] and presented as follows.
Definition 1 (Gradient Divergence). For any weight parame-
ter w, the gradient divergence between the local loss function
of the i-th client, and the edge loss function of the `-th edge
server is defined as an upper bound of ‖∇F `i (w)−∇F `(w)‖,
denoted as δ`i ; the gradient divergence between the edge loss
function of the `th edge server and the global loss function is
defined as an upperbound of ‖∇F `(w)−∇F (w)‖, denoted
as ∆`. Specifically,
‖∇F `i (w)−∇F `(w)‖ ≤ δ`i ,
‖∇F `(w)−∇F (w)‖ ≤ ∆`.
Define δ =
∑N
i=1 |D`i |δ`i
|D| , ∆ =
∑L
`=1 |D`|∆`
|D| =
∑N
i=1 |D`i |∆`
|D| ,
and we call δ as the Client-Edge divergence, and ∆ as the
Edge-Cloud divergence.
A larger gradient divergence means the dataset distribution
is more non-IID. δ reflects the non-iidness at the client level,
while ∆ reflects the non-iidness at the edge level.
B. Convergence
We investigate w(t) to prove that HierFAVG converges. The
key idea of the proof is as follows. First, we show that the
true weights iteration w(t) does not deviate much from the
virtual sequence u{q}(t). Using the convergence of u{q}(t),
we then prove the convergence of w(t).
In the following two lemmas, we prove an upper bound
of distributed weights deviating from the centralized weights
u{q}(t) for both convex and non-convex loss functions.
Lemma 1 (Convex). For any i, assuming fi(w) is β-smooth
and convex, then for any cloud interval {q} with a fixed step
size ηq and t ∈ {q}, we have
‖w(t)− u{q}(t)‖ ≤ Gc(t, ηq),
where
Gc(t, ηq) = h(t− (q − 1)τ1τ2,∆, ηq)
+ h
(
t− ((q − 1)τ2 + p(t)− 1)τ1, δ, ηq
)
+
τ1
2
(
p2(t) + p(t)− 2)h(τ1, δ, ηq),
h(x, δ, η) =
δ
β
(
(ηβ + 1)x − 1)− ηβx,
p(x) = d x
τ1
− (q − 1)τ2e.
Remark 1. Note that when τ2 = 1, HierFAVG retrogrades
to the FAVG algorihtm. In this case, [p] is the same as {q},
p(t) = 1, τ1τ2 = τ1, and Gc(t) = h(t− (q− 1)τ1,∆ + δ, ηq).
This is consistent with the result of cloud-based FL in [3].
When τ1 = τ2 = 1, HierFAVG retrogrades to the traditional
distributed gradient descent. In this case, Gc(τ1τ2) = 0,
implying distibuted weights iteration is the same as centralized
weights iteration.
Remark 2. The following upperbound of weights deviation,
Gc(t), increases as we increase either of the two aggregation
intervals, τ1 and τ2:
Gc(t, ηq) ≤ Gc(τ1τ2, ηq)
= h(τ1τ2,∆, ηq) +
1
2
(τ22 + τ2 − 1)(τ1 + 1)h(τ1, δ, ηq)
(2)
It is obvious that when δ = ∆ = 0, which means the client
data distribution is IID, we have Gc(t) = 0, where distributed
weights iteration is the same as centralized weights iteration.
When client data are non-IID, there are two parts in the
expression of the weights deviation upper bound, G(τ1τ2, ηq):
while the first one is caused by Edge-Cloud divergence, and
is exponential with both τ1 and τ2, the second one is caused
by Client-Edge Divergence, and is only exponential to τ1, and
quadratic with τ2. This has three implications:
1) When τ1 and τ2 are fixed, Edge-Cloud Divergence
has a greater influence than Client-Edge Divergence
on G(τ1τ2, ηq). Roughly speaking, having more clients
under one edge results in a larger δ but a smaller ∆, thus
G(τ1τ2, ηq) is smaller overall.
2) When the product of τ1 and τ2 is fixed, which means the
number of local updates between two cloud aggreagtions
is fixed, a smaller τ1 with a larger τ2 will result in a
smaller deviation Gc(τ1, τ2).
3) When the edge dataset is IID distributed, meaning ∆ = 0,
the first part in eq. (2) becomes 0. The second part is
dominated by τ1, which suggests when the distribution
of edge dataset approaches IID, increasing τ2 will not
push up the deviation upper bound much.
We will show later in this section that a smaller deviation from
the centralized gradient descent yields a smaller convergence
upper bound. Thus, a smaller Gc(τ1, τ2) yields better perfor-
mance and faster convergence. The aforementioned guidelines
will be verified via simulations. The result for the non-convex
object function is stated in the following lemma.
Lemma 2 (Non-convex). For any i, assuming fi(w) is β-
smooth, for any cloud interval {q} with step size ηq , we have
‖w(t)− u{q}(t)‖ ≤ Gnc(τ1τ2, ηq)
where
Gnc(τ1τ2, ηq) =h(τ1τ2,∆, ηq)
+ τ1τ2
(1 + ηqβ)
τ1τ2 − 1
(1 + ηqβ)τ1 − 1 h(τ1, δ, ηq)
+ h(τ1, δ, ηq),
h(x, δ, η) =
δ
β
(
(ηβ + 1)x − 1)− ηβx.
With the help of the weights deviation upperbound, we are
now ready to prove the convergence upperbound of HierFAVG
for convex loss functions, which relies on the following lemma
for FAVG.
Lemma 3 (Convergence Upperbound for FAVG [3]). For any
i, assuming fi(w) is ρ-continuous, β-smooth, and convex,
Finf = F (w
∗), if the distributed weights deviation has an
upper bound of M , then for FAVG with a fixed step size η
and an aggregation interval τ , after T local updates, we have
the following convergence upper bound:
F (w(T ))− F (w∗) ≤ 1
T (ηϕ− ρMτε2 )
when the following conditions are satisfied: 1) η ≤ 1
β
2) ηϕ − ρM
τε2
> 0 3) F (vk(kτ)) − F (w∗) ≥ ε for k =
1, . . . , T
τ
4) F (w(T )) − F (w∗) ≥ ε for some ε > 0, ω =
mink
1
‖F (vk((k−1)τ))−F (w∗)‖ , ϕ = ω(1−
βη
2 ).
Theorem 1 (Convex). For any i, assuming fi(w) is ρ-
continuous, β-smooth and convex, and denoting Finf =
F (w∗), after T local updates, we have the following con-
vergence upper bound of w(t) in HierFAVG with a fixed step
size:
F (w(T ))− F (w∗) ≤ 1
T (ηϕ− ρGc(τ1τ2,η)
τ1τ2ε2
)
Proof. By directly substituting M in Lemma 3 with G(τ1τ2)
in Lemma 1, we prove theorem 1.
Remark 3. Notice in the condition ε2 > ρG(τ1τ2)τ1τ2ηϕ of Lemma
3, ε does not decrease when increasing T . We cannot have
F (w(T )) − F (w∗) → 0 as T → ∞. This is because the
variance in the gradients introduced by non-iidness cannnot
be eliminated by fixed-stepsize gradient descent.
Remark 4. With diminishing step sizes {ηq} that satisfies∑∞
q=1 ηq =∞,
∑∞
q=1 η
2
q <∞, the convergence upper bound
for HierFAVG after T = Kτ1τ2 local updates is:
F (w(T ))− F (w∗) ≤ 1∑K
q=1(ηqϕq − ρGc(τ1τ2,ηq)τ1τ2ε2q )
K→∞−−−−→ 0.
Now we consider non-convex objective functions, which
appear in ML models such as neural networks.
Theorem 2 (Non-convex). For any i, assuming fi(w) is
ρ-continuous, and β-smooth. Also assuming HierFAVG is
initialized from w0, Finf = F (w∗), the step size ηq in one
cloud interval {q} is a constant, then after T = Kτ1τ2 local
updates, the expected average-squared gradients of F (w) is
upper bounded as:∑T
t=1 ηq‖∇F (w(t))‖2∑t=T
t=1 ηq
≤ 4[F (w0)− F (w
∗)]∑t=T
t=1 ηq
+
4ρ
∑K
q=1Gnc(τ1, τ2, ηq)∑t=T
t=1 ηq
+
2β2
∑K
q=1 τ1τ2‖Gnc(τ1τ2, ηq)‖2∑t=T
t=1 ηq
.
(3)
Remark 5. When the stepsize {ηq} is fixed, the weighted av-
erage norm of gradients converges to some non-zero number.
When stepsize {ηq} satisfies
∑∞
q=1 ηq = ∞,
∑∞
q=1 η
2
q < ∞,
(3) converges to zero as T →∞.
It is worth noting that the convergence upper bound of w(t)
with finite local update steps and a fixed step size in HierFAVG
increases as the weights deviation upper bound increases in
Lemma 1 and Lemma 2. Thus, the guidelines on controlling
distributed weight deviation in Remark 2 applies to improving
model performance and reducing communication overhead.
We show in the next section that these conclusions also apply
to the non-convex loss functions.
IV. EXPERIMENTS
In this section, we present simulation results for HierFAVG
to verify the obeservations from the convergence analysis.
A. Setup
We simulate a setting wtih 100 clients, and focus on the case
where each edge server authorizes the same number of clients,
and each client holds the same amount of data. We use a CNN
with two 5x5 convolution layers (the first with 10 channels,
the second with 20, each followed with 2x2 max pooling), a
fully connected layer with 50 units and ReLu activation, and
a final softmax output layer (28,140 total parameters) for the
10-class hand-written digit classification dataset MNIST [12].
Logistic regression is employed for the synthetic classification
dataset with 60 features and 10 classes, as generated in [7].
There are 60000 training and 10000 testing samples in both
the MNIST dataset and synthetic dataset, meaning each client
owns 600 training samples and 100 testing samples. For the
local update on each client, we employ mini-batch Stochastic
Gradient Descent with batch size 10, thus one training epoch
equals 60 local updates.
Figure 3: Synthetic dataset, τ1 = 60, τ2 = 32, Client-Edge Diver-
gence V.S. Edge-Cloud Divergence.
To account for the two levels of non-IID data distribution
for MNIST, we consider the following two specific cases.
1) Edge-IID: Let L = 10, and assign each client one class
of digits, and assign each edge 10 clients with different
classes. Thus, the datasets among edges are IID.
2) Edge-NIID: Let L = 10, and assign each client one class
of digits, and assign each edge 10 clients with in total
5 classes of labels. Thus, the datasets among edges are
non-IID.
For the synthetic dataset, the data distributions are non-IID
at the edge level, as each client’s dataset is generated from
different distributions.
Let Lcloud denote the latency of one round of edge-cloud
communciation, Ledge for one round of client-edge communi-
cation, and Lc for one local update on the device. According to
[13], Lcloud ∼ (20, 100)ms, and Ledge ∼ (1, 10)ms are real-
istic values in real life. We thus set Lcloud = 100ms,Ledge =
10ms, and Lc = 1ms to simulate runtime. Besides latency,
the amount of model transmissions over the backbone network
is another important quantity to consider. Thus, we define the
following two metrics to measure the communication cost for
reaching a desired accuracy level α:
1) Tα: The time to reach a test accuracy level α;
2) Nα: The umber of communication rounds with the cloud
to reach a test accuracy level α;
B. Client-Edge Divergence V.S Edge-Cloud Divergence
As shown in the convergence analysis, gradient diver-
gence plays a decisive role for the performance of FL.
It is a measurement highly related to the datasets and
hard to capture. We use
∑N
i=1 |D`i |‖∇F `i (w)−∇F `(w)‖
|D| and∑N
i=1 |D`i |‖∇F `(w)−∇F (w)‖
|D| to investigate δ and ∆.
Figure 4: Testing accuracy of MNIST dataset, HierFAVG, L = 10,
Edge-IID V.S. Edge-NIID.
Fig. 3 shows that decreasing L, which is equivalent to
increasing the number of clients per edge server, results in
a smaller δ and a larger ∆. The case with only two edge
servers achieves the best performance with the same amount
of local updates. This is because it has the smallest ∆. This
confirms our analysis that either a smaller δ or a smaller ∆
leads to a smaller weights deviation, but ∆ is more influential.
So L = 2 leads to the best model performance.
C. Effects of aggregation intervals τ1 and τ2
The convergence analysis in Section III reveals that decreas-
ing τ1 and increasing τ2 lead to a smaller convergence upper
bound with a finite number of local updates, which helps to
reduce the communication overhead for a desired accuracy.
We verify this observation in this part.
When τ2 = 1, HierFAVG is the same as FAVG. Thus, τ2 = 1
is treated as a baseline. As shown in Table I, for both the
scenarios of edge-IID and edge-NIID, when the product of
τ1 and τ2 is fixed as 60, the communication rounds with the
cloud and the time decrease substantially, as τ1 decreases. This
is because the convergence speed is faster than the baseline,
as shown in Fig. 4, and thus it takes fewer communication
rounds with the cloud to reach the desired accuracy.
From the analysis in Section III, we also found that when
the dataset among edge servers is IID, merely increasing τ2
will not push the deviation upper bound too much. This ob-
servation suggests a possibility to reduce the communication
frequency with the cloud by increasing τ2 while not hurting
the model performance. Experimental results verify this. We
see in Table I that when τ = 64, the number of communication
Table I: Average communication cost of 3 runs for the MNIST
dataset, HierFAVG, L = 10.
Edge-IID Edge-NIID
N0.90 T0.90(ms) N0.90 T0.90(ms)
τ1 = 60, τ2 = 1 290 49024 290 49306
τ1 = 60, τ2 = 16 20 23784 30 37234
τ1 = 60, τ2 = 64 6 22510 - -
τ1 = 30, τ2 = 2 188 32920 211 35127
τ1 = 15, τ2 = 4 106 20114 124 23163
rounds with the cloud decreases by a factor of 48 compared
with the baseline, and the runtime decreases by half. However,
such conclusion does not hold for the scenario of edge-NIID,
where the model never reaches the accuracy of 0.90 in the
simulation when τ1 = 60, τ2 = 64.
V. CONCLUSIONS
In this work, we proposed a hierarchical federated learning
architecture, supported by a training algorithm, HierFAVG.
The convergence of the algorithm for both convex and non-
convex objective functions was proved. From the analysis
and experiments, we found that the non-iidness among clients
is less influential on the model performance compared with
the non-iidness of the data among the edges. For the same
number of local updates between two cloud aggregations, a
smaller edge aggregation interval τ1 is preferred. Futhermore,
we found that when the data distribution among edges is IID,
communication overhead can be reduced by increasing the
cloud aggregation interval τ2. While our study revealed trade-
offs in selecting the values of τ1, τ2, future investigation will
be needed to fully characterize and optimize these critical
parameters.
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