The interseismic moment deficit rate (MDR) constrains the potential for future moment release in earthquakes. Published estimates of the geodetic MDR in Southern California vary by a factor of 3 depending on the type of forward model, method of estimation, and data quality. It is our aim to determine to what degree these discrepancies may be explained by quantifying the uncertainty for a given class of forward models, accounting for data errors and limited model resolution. We apply a new method, the Constrained Optimization Bounding Estimator, to bound the MDR in Southern California using geodetic data and an elastic plate-block model. Total MDR ranges from 1.3 to 2.0 × 10 19 N m/yr, equivalent to one M W 8.17-8.31 over 160 years, higher than the observed seismic moment since 1850. This observation, together with published estimates of off-fault moment rate, could imply that significant permanent (inelastic) deformation is taking place in Southern California or that future earthquakes will make up the difference. Uncertainty in MDR from Constrained Optimization Bounding Estimator using a single model is comparable to the range of published MDR estimates using elastic block models but about a factor of 8 smaller than the range of all published models. Thus, the choice of forward model dominates the uncertainty in MDR for Southern California. While additional data would be helpful for constraining the MDR, as much or more effort is needed to quantify the prediction errors associated with a given model and to develop observations that narrow the possible range of forward models under consideration.
Introduction
Geodetic data such as Global Navigation Satellite Systems (GNSS) and Interferometric Synthetic Aperture RADAR provide information to constrain surface deformation and strain rates. The most recent version of the Unified California Earthquake Rupture Forecast (UCERF3) incorporated geodetic data into the seismic hazard forecast for California for the first time (Field et al., 2014) . When combined with a model of crustal faults, geodetic data can provide information on the interseismic moment deficit rate (MDR) and the slip deficit rate (SDR). The SDR is defined as the difference between the current interseismic rate and the long-term slip rate, which is the fault slip rate averaged over many earthquake cycles. MDR is defined as the integral of the SDR over total fault areaṀ
where G is shear modulus, A is fault area,̇s( ) is the SDR as a function of position on the fault, anḋs is the spatially averaged SDR. (For simplicity we write SDR without additional notation; it should not be confused with the interseismic slip rate, e.g.,̇s ≡̇s ∞ −̇s inter .) Moment deficit accumulating over time may be released in large earthquakes; the MDR provides a first-order constraint on earthquake potential. Ideally, MDR should be obtained without the regularization required in traditional SDR models.
In Southern California, there is a large range of MDR estimates from previously published studies, but none have taken all sources of uncertainty into account. Sources of uncertainty include (1) the full variance-covariance of the geodetic observations, (2) imperfect resolution of slip deficit at depth, due to existence of a model null space, and (3) prediction errors resulting from an inaccurate Earth model. Because moment deficit accrued during the interseismic period must be accommodated in some way, as coseismic slip, transient aseismic slip (e.g., afterslip), or distributed deformation, it is vital to understand what bounds on MDR are allowed by the data in order to constrain seismic hazard. All three sources of uncertainty must be accurately quantified to accomplish this, which in general is a difficult problem. In this study, we employ a new method for rigorously quantifying uncertainty due to (1) and (2). In section 4 we briefly consider how future work could address (3).
Disparities Between Previous Estimates of the MDR in Southern California
The top half of Figure 1 shows the annual MDR estimated by previous studies (colored squares and bars).
We also show the total historic seismic moment estimated for Southern California in the interval 1852-2012, computed using the seismicity catalog compiled for UCERF3 (Field et al., 2014, Appendix K) . We included all earthquakes with magnitude M W 4 and greater. Events in the catalog (shown in supporting information Figure  S1 ) are located between 31.5 ∘ and 37.5 ∘ north latitude and between 114 ∘ and 122 ∘ west longitude (3,481 total events). The average moment of these events is approximately 1.33 × 10 19 N m/yr (total 2.13 × 10 21 Nm), equivalent to about one M W 6.71 per year, shown by the left vertical black dashed line in Figure 1 . Obviously, the catalog is incomplete at low magnitudes prior to 1932, and we have not corrected local magnitudes to moment magnitudes; however, events that are M W 6 and greater contribute more than 95% of the total moment release (about 2×10 21 Nm total or 1.27×10 19 N m/yr annually). The right black dashed line in Figure 1 is an estimate of the upper bound on the seismic moment, which would be the case if a M W 8 event were to occur tomorrow in Southern California, corresponding to an annual MDR of 2.03 × 10 19 N m/yr. The shaded region between the two dashed lines represents the uncertainty in the observed moment.
Some early estimates of the geodetic MDR used Kostrov-type summation by computing surface strain rates and converting to MDR by summing and multiplying by seismogenic depth and shear modulus (Savage & Simpson, 1997; Ward, 1994 Ward, , 1998 . These estimates are shown by the blue squares and bar in Figure 1 . The Working Group on California Earthquake Probabilities found a geodetically estimated moment deficit accumulation rate of 0.94 × 10 19 N m/yr and a geologically estimated rate of 0.93 × 10 19 N m/yr. Ward (1994) and Savage and Simpson (1997) N m/yr (M W 6.57-6.6), respectively, from surface velocities estimated using GNSS and Very Long Baseline Interferometry (Feigl et al., 1993) . Ward (1998) , using more recent GNSS data, estimated a higher annual rate of 1.06-1.40 × 10 19 N m/yr (M W 6.65-6.73) for a seismogenic depth of 11 km and 1.22-1.62 × 10 19 N m/yr (M W 6.69-6.77) for a seismogenic depth of 12.7 km (blue bar in Figure 1 ). These early studies approximately matched the historical moment release for their choice of seismogenic depth. Other studies used a variety of methods for estimating MDR. Stein and Hanks (1998) report a range for MDR of 0.8-1.3 ×10
19 N m/yr, with the lower bound given by assuming a single fault accommodating the total plate rate. Shen-Tu et al. (1999) estimated a relatively high MDR of 1.46×10 19 or 2×10 19 N m/yr, using a locking depth of 11 or 15 km, respectively, and the Kostrov method with constraints from Quaternary fault slip rates and plate motions from NUVEL-1A.
UCERF3 included several different MDR estimates (Field et al., 2014) . Uncertainties in fault slip rates from geologic studies were used to obtain the equivalent range in MDR shown by the green dashed line in Figure 1 . Note that this uncertainty, including only the range possible from geologic slip rate estimates, is larger than one M W 8 equivalent moment over 160 years. Several kinematic deformation models were also included, constrained by GNSS-derived velocities and geologic fault slip rates. Bird (2009) obtained an estimate of 1.78 × 10 19 N m/yr (M W 6.80) using the code Neokinema, while a buried elastic dislocation model by Zeng and Shen (2014) gave a total moment rate of 2.11 × 10 19 N m/yr (M W 6.85). These models are shown in red in Figure 1 . Estimates of the MDR for Southern California from previously published studies (upper half ) and this study (lower half ). Lower horizontal axis gives the MDR in Newton meters/year (N m/yr), and the upper horizontal axis is the equivalent 160-year earthquake magnitude for the entire region. Previous estimates are colored by model type, as shown in the legend, and assumed that faults are locked from the surface to a locking depth H. Estimates from the current study are colored by transition depth D, the depth to which slip deficit is permitted on block-bounding faults. The probability density functions (PDFs) are COBE estimates for the total Southern California fault system ( Figure 3a ) and do not include the off-fault MDR contribution, for example, as estimated by Johnson (2013) . Left vertical black dashed line is the historic moment (see supporting information Figure S1 ); right is the historic plus an additional M W 8. MDR = moment deficit rate; COBE = Constrained Optimization Bounding Estimator.
Other published studies used elastic block or plate-block models with specified locking depth H. In these models, blocks of crust are entirely enclosed by bounding faults and locked from the surface to depth H. Elastic block models assume an elastic half-space, while the plate-block model assumes an elastic crust overlying an inviscid half-space (Johnson, 2013 Figure 1 . These studies assumed that all faults were locked from the surface to some locking depth and solved for the long-term slip rates on each fault and in some cases for the locking depth.
Johnson (2013) estimated off-fault MDR using the Kostrov method on the strain that cannot be attributed to back slip on faults forming boundaries of rigid blocks. The total moment (on fault and off fault) is shown by the solid black square in Figure 1 . The off-fault MDR estimate assumed a seismogenic depth of 11 km and is approximately 9 × 10 18 N m/yr (M W 6.6), about 50% of the on-fault MDR estimate (Johnson, 2013) . Finally, Johnson (2013) used a viscoelastic cycle model to estimate MDR solving for locking depths and slip rates and found that this increases the MDR estimate even further (hatchured black square in Figure 1 ; this estimate also includes off-fault MDR).
All of the models in Johnson (2013) imply moment accumulation rates at the high end or higher than rates computed from UCERF3 geologic fault slip rates. All of the models shown except three of the Kostrov-based methods imply moment accumulation rates as high or higher than the historical moment release rate during the 160-year period from 1852 to 2012.
Note that by directly comparing geodetic estimates of the MDR in Southern California to the observed moment rate, we assume that it is possible to extrapolate from the time scale of the geodetic data (years to decades) to the time scales over which the seismic moment budget balances, which may be several centuries for the San Andreas Fault (SAF) or even longer for some of the low slip rate faults in the system (e.g., Rockwell et al., 2016) . In addition, there are very different assumptions between the geologic and geodetic estimates shown in the plot and between Kostrov-type and fault-based methods. Although we refer to all of these models as for Southern California, there are slight differences in the exact areas considered in each study. More significantly, there are differences in the type of data used (geologic, geodetic, and plate motion estimates) and the quantity and quality of geodetic data (e.g., years versus decades of data for GNSS). While it is probably not possible to completely reconcile these differences, Figure 1 emphasizes the need to understand the source of these differences and whether or not they are significant given the uncertainties related to each type of data and model. Maurer et al. (2017) consider a number of published and potential methods for estimating uncertainty in the MDR and showed that most can fail under predictable circumstances. To address this and other issues, Maurer et al. (2017) developed the Constrained Optimization Bounding Estimator (COBE) method for estimating a probability density function (PDF) for the total MDR on fault systems using geodetic data. The COBE method, described in section 2.3, is an optimization-based method that allows for bounds on slip rate, as informed by geologic studies, while directly modeling uncertainty in the MDR, ideal for earthquake hazard studies.
Estimating Uncertainty in the MDR
We apply the COBE method to estimate bounds on the MDR in Southern California, using the elastic plate-block model of Johnson (2013) and GNSS data available from the Southern California Earthquake Center Crustal Motion Map version 4 (CMM4) database. Geologic bounds on slip rate were used by Johnson (2013) to constrain the long-term steady state fault slip rates that are used in this study to bound the SDR. We compare our results to the studies shown in Figure 1 and confirm that, given the model, the estimated MDR in Southern California is at least as high or higher than the historical moment release rate since 1850. Bounds on MDR from COBE approximately include the range of estimates from previously published elastic block models but only explain a fraction of the range in MDR estimated using different types of forward models. Thus, modeling uncertainty (also known as epistemic uncertainty) dominates MDR uncertainty in Southern California.
Methods

Model Description
To model the long-term steady state deformation, we use an elastic plate-block model for the Earth's crust in Z (Huang et al., 2010; Johnson, 2013; . Blocks of crust overlay an inviscid half-space and are bounded by faults. Long-term steady state slip rates (i.e., in the absence of fault coupling) are assumed to the be the sum of four components: (1) long-term (rigid) block rotation about Euler poles: V block , (2) cancelation of fault normal discontinuities introduced by the block motion: V cancel , (3) forward slip on dipping faults: V ds , and (4) a spatially variable strain rate, parameterized by cubic polynomials within blocks: V strain . These terms make up the total steady state velocity
V ds is given by | V|∕ cos( ); V is the (horizontal) velocity discontinuity vector across the fault and is the fault dip. As in Johnson (2013), we calculate V strain for the Transverse Ranges and Mojave blocks, parameterized by cubic polynomials. V cancel corrects for fault opening or interpenetration, V strain models permanent inelastic strain inside blocks, and V ds ensures that the horizontal velocity field normal to the fault trace is continuous across dipping faults (see Johnson, 2013, and Johnson & , for more details regarding the calculation of the steady state velocities). Figure 2 illustrates the steady state velocity components for an example block without dipping faults.
Johnson (2013) estimated V ss for the plate-block model constrained by geologic bounds on fault slip rates; further details of the forward model are given in that study. We subtract the estimated long-term rate from the observed velocity field, discretize the block-bounding faults, and solve for V bs on the individual patches using the elastic half-space solutions of Okada (1985) . We discretize the SAF, San Jacinto, and Garlock Fault into elements approximately 14 km long; for all other faults the length varies but averages around 30 km (see Figure 6 ). We must specify a transition depth D (discretization depth) for the model below in which there is no coupling and faults creep at the long-term slip rate; we present results for D = 15, 20, and 25 km. The The block model requires that we simplify the complex Southern California fault geometry into several fault-bounded blocks ( Figure 3 ). The choice of block model faults is necessarily nonunique and is a source of epistemic uncertainty in our results (e.g., Evans, 2017) . The predicted interseismic velocity field is then the sum of the steady state velocity field and the contribution resulting from the interseismic SDR or back slip rate on faults
We assume that back slip is in the opposite direction of long-term slip. Johnson (2013) estimated dip-slip (̇s ds ∞ ) and strike-sliṗs ss ∞ components of V ss , subject to geologic constraints on slip rates. These estimates are applied as bounds on slip in this study. We solve for a single back slip rate in the rake direction implied by the dip-slip and strike-slip components of V ss ; the rake on each fault patch is computed using
where i is the rake on the ith patch anḋs
are the strike-slip and dip-slip components of V ss on the ith fault patch, respectively. To solve for the fixed-rake back slip rate, we combine the dip-slip and strike-slip Green's function matrices (G ds , G ss ) obtained using Okada (1985) solutions to compute the overall Green's function for back slip G bs G bs = G ds sin( ) + G ss cos( ).
(5)
Data and Uncertainties
We use a subset of the Southern California Earthquake Center CMM4 GNSS velocity field (Shen et al., 2011) , shown in Figure 3b , to estimate back slip on crustal faults in Southern California. To do so, we compute and subtract V ss from the observed geodetic surface velocities V obs to obtain the residual velocity field
We assume that the residual velocities V r are due only to back slip on model faults plus noise. The CMM4 velocity field includes formal uncertainty estimates for each of the station velocities. These formal uncertainties are often quite small, owing the long observation times for some of the stations, much smaller than the prediction errors related to the block model. We impose a floor of 0.5 mm/year to avoid overfitting these stations.
As detailed in section 2.3, the COBE method depends directly on the data covariance matrix, which can be challenging to estimate; therefore, we use three different approaches to estimate it. Formal uncertainties are often increased or scaled in some manner (e.g., Fukuda & Johnson, 2008; Hsu et al., 2007; Maurer & Johnson, 2014; Segall et al., 2000) to account for additional sources of uncertainty, including spatial correlations between stations and model-dependent prediction errors resulting from an overly simplified Earth model. We follow this approach for the first covariance matrix, which uses the scaled formal errors (with the variance threshold and outliers removed, described above). The uncertainties are scaled such that the normalized variance of the residuals of the best fit model is approximately unity
where is the covariance matrix,V r is the predicted data from the best fit SDR model, and we approximate the number of degrees of freedom with M, the number of data. The second covariance matrix also uses the scaled formal uncertainties, but in addition, we compute the empirical covariance between the east and north components of the GNSS data and add this constant value to the corresponding off-diagonal elements of the matrix. For the final covariance matrix, we use the best fit residuals V r −V r to estimate the average spatial covariance between all station pairs, for each pair of components (EE, NN, and EN). The full covariance matrix is composed of four M×M submatrices, fully populated by the scalar covariance for that block, plus the empirical component correlations (same as the tridiagonal matrix) and the formal uncertainties on the diagonal, with a minimum uncertainty threshold equal to the residual variance (Bruhat & Segall, 2017; Kato et al., 1998) . The matrix is computed iteratively, initialized using the unweighted diagonal covariance. More details of the construction of these matrices are given in the supporting information.
The COBE for MDR
The COBE method, presented in Maurer et al. (2017) 
wherės is the vector of SDRs on each fault patch and p  (⋅; 0,̇s ∞ ) is the uniform PDF over SDR; that is, we assume that back slip is bounded between zero and the long-term ratės ∞ . Note that it is not possible to solve for the long-term slip rates with this method; instead, these must be supplied from geologic bounds on slip rate or, in our case, from geodetic estimates of steady state block motions constrained by geologic rates. The data likelihood function lik(V r |̇s; ) is Gaussian and parameterized by the covariance matrix previously discussed.Ṁ test is the moment deficit constraint. Systematically varyingṀ test from 0 (no deficit) to the maximum possible deficit, computing the probability at each point, and interpolating between the points gives the final PDF on MDR. We use the MATLAB function lsqlin to solve the constrained optimization problem in equation (8).
Note that equation (8) is not the Bayesian posterior probability distribution. A Bayesian probabilistic approach cannot be applied to estimate MDR as defined in equation (1) As discussed in Maurer et al. (2017) , the COBE PDF is a conservative estimate of the uncertainty in MDR related to noisy data and the model null space. COBE does not model or include the prediction errors or epistemic uncertainty, for example, relating to the block model assumptions and geometry and assumed rheology. The COBE solution is for a given forward model, including fault geometry and crustal rheology. Note, however, that even with no data error (zero formal uncertainties) the COBE PDF need not have zero width. If some nontrivial part of the model space maps to zero in the data space (the definition of the model null space), then any model within that space will be given equal nonzero probability by the COBE estimator.
We present results for the full Southern California fault system in the next section obtained using the COBE method with the data and models described above. It is also possible to estimate joint PDFs on MDR for individual fault segments, as described in Maurer et al. (2017) . We estimate PDFs on individual faults in Southern California and present the results below and in the supporting information.
Results
COBE Estimates for the Total Fault System
We estimated MDR for the full Southern California block model using the COBE method. Figure 1 shows PDFs for different transition depths, D, using the full covariance matrix, and Table 1 summarizes the results. Table 1 also gives results obtained using the diagonal and tridiagonal covariance matrices. Note that we obtain lower MDR estimates than other studies using comparable locking depths because slip deficit varies spatially on the faults (see supporting information Figures S1-S3), rather than being fixed with depth.
The bounds on MDR obtained using the full covariance matrix and a single model are much narrower (by about a factor of 8) than the range of estimates considering different types of forward models (such as Kostrov summation or viscoelastic models) and potential off-fault MDR. This shows that the uncertainty in MDR stemming from the data uncertainty and lack of resolution is small relative to the uncertainty implied by different model choices (i.e., block model vs. kinematic nonblock vs. viscoelastic, etc). As discussed below, whether or not a block model in which the crust can only deform elastically is even appropriate for Southern California is an important question and a topic for further research. Figure 4 shows the GNSS residuals for the best fitting SDR model for each depth D. For most stations, there is little difference between end-member models compared to the absolute size of the residuals. Systematic trends in the residuals, likely indicating errors in the forward model, exist near the southern SAF, the Tranverse Ranges, and eastern Mojave desert region. Much of these are due to the simplified block geometry; in particular, we have accounted for dipping faults in the Transverse Ranges in a very simplified way. There is also unmodeled extension occurring near the southern SAF. It is clear from Figure 4 that the residuals can change quite drastically across block boundaries. Figure 5 shows the absolute strike-slip SDR models from the MLE for each D, and supporting information Figures S1-S3 show the coupling ratios for the 95% end-member models and the MLE model, for each depth D. Note that these slip distributions are not realistic images of the spatial distribution of slip deficit in Southern California. Differences in coupling between end-member models are seen especially on the off-shore faults (San Clemente, Palos Verde, and Hosgri) and the faults in northeastern California (Sierra Range Front, Panamint Valley, and Death Valley). In general, the San Andreas and San Jacinto Faults are well constrained by the high data density, including stations relatively far from the faults; as a result there are very small differences between end-member models. Comparing the SDR on the SAF to the along-strike variable locking depth of Johnson (2013) also shows very good agreement, albeit with the finer resolution of the current model geometry.
COBE Estimates for Individual Faults
We estimate the MDR on individual fault segments and subregions of Southern California. This can be done by constraining MDR on a selected individual fault while allowing the MDR on all other faults to be unconstrained; alternatively, several segments can be simultaneously constrained in a multidimensional grid search approach to obtain fault-wise correlations (Maurer et al., 2017) . Figure 6 shows the results for a transition depth of 20 km. The creeping segment of the SAF (CSAF), the Hosgri Fault, Garlock Fault, and the southern half of the Eastern California Shear Zone all have MDRs less than 10 18 N m/yr. The mode for the CSAF indicates a very low MDR, with the long positively skewed tail indicating that the data can be fit allowing some moment accumulation at depth. In contrast, the SAF-Carrizo plain, SAF-Mojave Desert, and San Jacinto Fault segments all have high deficit rates, corresponding to 160-year earthquakes of M W ≈ 7.6-7.8. Faults on the outskirts of the network have poorly resolved MDR, including the off-shore faults (collected together into the "Peninsular Range faults") and the northern Eastern California Shear Zone faults that extend into the Basin and Range Province in Nevada. MDR on these two systems can vary by factors of 2-3 and still fit the data. Supporting information Figure S4 shows segment results for a transition depth of 25 km. Details on these segments, as well as the individual faults that comprise the larger groups, can be found in supporting information Tables S1 (D = 20 km) and S2 (D = 25 km). It is of interest to know how strongly correlated the MDR estimates are for subparallel fault strands such as the San Jacinto, Elsinore, and SAF-Coachella. We estimated correlations for several sets of faults using the multidimensional COBE method as described in Maurer et al. (2017) , but in general, we found that correlations were very small to nonexistent. To demonstrate this, note that total MDR is the sum of the MDRs on each segment. For uncorrelated segment estimates, the variance of the MDR estimate for the full system should approximately match the sum of the variances for the segments. We approximated the variance on MDR for each segment shown in Figure 6 by dividing the 95% confidence bound (given in tables in the supporting information) by four and squaring and compared the sum for all segments to the total system. The standard deviation of the sum is 9.0 × 10 17 N m/yr, very similar to the total of 7.7 × 10 17 N m/yr for D = 20 km, indicating uncorrelated PDFs. The lack of significant correlation is likely due to the kinematic constraints of the block model, and it suggests that estimates of MDR on individual fault segments for the block model are largely independent.
Discussion
Model Uncertainty in COBE-Based MDR Estimates
Our estimate of bounds on MDR using the COBE method provides first-order constraints on the accumulating moment deficit in Southern California. However, it is important to clarify that COBE provides conservative bounds on MDR given one choice of a forward model and one choice for the covariance matrix Σ; the epistemic uncertainty related to the choice of a particular forward model, with all inherent simplifications and assumptions, is a separate source of uncertainty that is clear from Figure 1 . Block model assumptions, geometry, and crustal rheology among others are not accounted for with this method, unless the associated uncertainty can be included in the covariance matrix (e.g., Diner & Özgün Konca, 2017; Duputel et al., 2014) . Even assuming the elastic plate-block model, there are several important choices that must be made regarding the model, all of which have their own associated uncertainties that are not measured in our study. These include the transition depth, D, the choice of block geometry, the shear modulus, G, and the long-term slip rate V ss (see equation (7)). Regarding slip rates, Johnson (2013) showed that uncertainties in the geodetic estimates of V ss conditioned on our choice of block model are relatively small. We use a constant value of 30 GPa for shear modulus for all of our moment estimates; reducing this by a third would match the curve for D = 20 km to the historical moment rate.
The transition depth, D, refers to the depth of discretization in the model, and therefore the maximum depth of slip deficit, which has a strong impact on both the overall uncertainty of the results and the actual MDR estimate. This parameter is different from the locking depth estimated in Johnson (2013) and other block models. The transition depth, D, cannot be uniquely determined using only surface deformation data; deeper transition depths will always fit the data at least as well or better than shallower depths because slip deficit deep on the fault has minimal impact on surface data but may significantly contribute to the overall MDR. This is demonstrated in Figure 7 , which shows four misfit-versus-MDR curves for four different transition depths ranging from 10 to 25 km, leaving all other factors the same (number of fault patches, etc). The examples shown use the tridiagonal covariance matrix, with weights computed assuming D = 20 km. For a given covariance estimate, deeper transition depths fit better, presumably because greater D allows spatially variable slip deficit at depth to fit small variations in the data.
From Figure 5 , the depth extent of SDR along the San Andreas is well constrained due to the abundance of data. In other regions without the far-field observations required to constrain the total moment, additional sources of data beyond geodesy, such as the depth extent of seismicity and seismic slip in large earthquakes, will need to be considered to determine what transition depths are realistic for Southern California.
The choice of block boundaries is an obvious potential source of systematic misfits and epistemic uncertainty. Southern California is a geologically complex region, with active folding and potentially many small faults accommodating diffuse deformation, especially in the Transverse Ranges and the Mojave block sections near the Big Bend in the SAF (Johnson, 2013; Ward, 1998) . Simplifying these to a few large blocks that behave elastically is a major simplification that could potentially introduce a bias toward larger moment. Indeed, it is an open question whether or not elastic block or plate-block models, which allow only elastic deformation in the crust, are appropriate models for Southern California at all.
Discrepancy Between Observed and Estimated Moment in Southern California
Our estimates of the MDR are consistent with other studies that show that the current moment accumulation rate in Southern California is greater than the average annual seismic moment rate since 1850. As noted in section 1.1, a small fraction of the discrepancy between prior estimates shown in Figure 1 could be due to differences in the study area or more importantly differences in the available data. However, it is important to note that the SAF alone, based on our estimates, contributes about 50% of the total deficit for D = 20 km (see the tables in the supporting information), and an even larger fraction for smaller transition depths. The large differences in estimated MDR are more likely due to differences in the data and model than to the slight differences in the formal study area. The estimated historic moment is right at the lower bound of allowed moment using the smallest transition depth (15 km) with the COBE method, without accounting for off-fault MDR. There are at least four possible reasons that could account for some or all of the discrepancy between observed and estimated moment:
1. MDR estimates are balanced in part by moment released aseismically, including as postseismic transient deformation. Because only coseismic moment is included in the historic moment estimate, it is a lower bound on the total moment since 1850. In particular, transient aseismic slip following earthquakes (afterslip) may account for a significant fraction of the total moment release on some faults. This has been documented at Parkfield for both the 1966 and 2004 earthquakes (e.g., Lienkaemper & McFarland, 2017; Smith & Wyss, 1968) , although the amount of afterslip at Parkfield may be extreme because of its proximity to the nearby creeping section. Other earthquakes on strike-slip faults have postseismic moment of 15-30% of the coseismic (e.g., Floyd et al., 2016; Reilinger et al., 2000) . Assuming that transient aseismic slip on average adds an additional 20% to the total moment brings the historical estimate up to approximately 1.6 × 10 19 N m/yr, close to the elastic plate-block results obtained in this study for D = 20 km. 2. It may be that there will be future earthquakes that catch up the observed moment to the estimated (e.g., Ward, 1998) . The existing historic earthquake record in Southern California may simply be too short to obtain an accurate estimate of the long-term moment rate. If this is true, it could potentially indicate that there is currently a deficit of major earthquakes in Southern California relative to the long-term rate. Moreover, there is evidence of long-term variations in the earthquake recurrence rates (Rockwell et al., 2016) . 3. There could be long-term changes in surface deformation rates that would lead to overall lower moment accumulation in the last 150 years. A problem with this explanation is that one known mechanism for causing such time-dependent deformation-namely, viscoelastic relaxation in the lower crust-predicts the opposite sign, according to one analysis (Johnson, 2013) , as shown in Figure 1 . (This result does depend on what point we are in the earthquake cycle; the higher MDR stems from assuming that the current time is late in the cycle, so observed strain rates are lower than average.) Other time-dependent mechanism would have to be active to reduce the MDR. Some studies have suggested that major faults in Southern California may have experienced changes in slip rate over time scales spanning several earthquake cycles (e.g., Bennett et al., 2004; Onderdonk et al., 2015; Sharp, 1981) . Proposed mechanisms for such changes include earthquake clustering or unusually large slip during several events (Onderdonk et al., 2015) or changes in the slip partitioning between faults over time (Bennett et al., 2004; Sharp, 1981) . 4. A final possibility is that there may be some fraction of the MDR that is taken up in permanent inelastic deformation that is never recovered seismically. Related to this is the fact that any fully elastic model cannot capture all of the mechanics of deformation in Southern California, such as folding, pressure solution, and plastic yielding including permanent deformation associated with nonplanar fault geometry. This would reduce the total moment available to drive earthquakes and thus reduce the discrepancy. None of the models shown in Figure 1 fully address these issues, and only one considers possible time dependence due to viscoelastic effects. It is clear that more work is needed to develop realistic crustal models that reflect all of the processes that occur on time scales of the largest earthquakes.
Off-Fault Deformation in Southern California
Related to the last point, there must be some internal block deformation that is not attributable to back slip on regional faults; some deformation must occur within the blocks due to smaller faults that are omitted from the model. Johnson (2013) used the nonrigid body terms in equation (2) to compute an estimate of off-fault moment deficit: V ds + V cancel + V strain , by isolating this component of the velocity field, computing surface strain rates, and integrating to get moment rate (Savage & Simpson, 1997) . The total moment rate for the region was ∼ 9 × 10 18 N m/yr for Southern California, almost 50% of the estimated on-fault MDR for the elastic plate-block model (see Table 2 in Johnson, 2013 ).
This number is included in both of the models shown by the black squares in Figure 1 . This off-fault MDR significantly increases the discrepancy with the observed seismic moment. However, folding and uplift in areas such as the Transverse Ranges and San Gabriel mountains clearly indicates that some amount of permanent inelastic deformation occurs in Southern California. Geodetic measurements alone cannot distinguish between elastic and inelastic strain, and due to uncertainty in the average historic moment rate one cannot simply compare historic seismicity to the geodetic estimate. Holocene fault slip rates provide critical information, but it is clear in Figure 1 that the uncertainty from considering only geologic bounds on MDR is larger than the geodetic bounds. Due to these issues, it is unknown what fraction of the estimated off-fault MDR is permanent inelastic strain or recoverable elastic strain across smaller faults not included in the model. We leave it to future work to investigate in more detail how and where this off-fault moment deficit fits into the overall moment budget for Southern California.
