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Kurzfassung
Die vorliegende Dissertation beschäftigt sich mit der Verbesserung
von 3D-Scannern, die ihre räumliche Umgebung nach dem Prinzip
der Lichtlaufzeitmessung (englisch Time-of-Flight, ToF) erfassen. Da-
bei steht die Problematik der Erreichung einer großen Empfangs-
apertur bei gleichzeitig schnellem Scanvorgang und ingenieurwis-
senschaftlich sinnvoller Systemkomplexität im Mittelpunkt der Un-
tersuchungen. Hintergrund dieser Zielsetzung ist die Erhöhung der
Empfangsleistung und damit der Reichweite aktueller Systeme. Die-
ses Problem wird gegenwärtig durch den Einsatz teurer Galva-
nometerspiegel mit begrenzter Lebensdauer gelöst. Andere Ansät-
ze beinhalten rotierende Polygonspiegel mit hohen Bauraumanfor-
derungen und aufwändigen Luftlagern. Ein aktueller Lösungsan-
satz besteht darin ein Array aus synchron schwingenden, mikro-
mechanischen Spiegeln zu realisieren. In der Literatur findet sich
jedoch kein systematischer Vergleich verschiedener Systemkonzep-
te, in dem herausgearbeitet ist, unter welchen Rahmenbedingungen
und wie kostengünstig deren Empfangsapertur vergrößert werden
kann.
Solch ein Vergleich wird in dieser Arbeit durchgeführt, wobei die
verwendete Vergleichsmetrik die erforderliche Waferfläche dreier
unterschiedlicher Systemkonzepte darstellt. Eines dieser Konzep-
te wird schließlich in einem Demonstratoraufbau realisiert. Dieser
Aufbau zeigt zum einen die Machbarkeit der Methode der elektroni-
schen Nachführung. Zum anderen dient er als Analysewerkzeug der
Vor- und Nachteile derselben. Im weiteren Verlauf der Arbeit wird
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die Methode der translatorisch mechanischen Nachführung theoretisch
und experimentell untersucht.
Es wird gezeigt, dass der Hauptvorteil der elektronischen Nach-
führung die Entkopplung von Empfangsapertur und Scanfrequenz
ist, während die translatorisch mechanische Nachführung eine Ent-
kopplung von Empfangsapertur und Sichtfeld erlaubt. Das Ergebnis
dieser Arbeit besteht in einem neuartigen Systemkonzept, in dem
die elektronische und die translatorisch mechanische Nachführung
miteinander kombiniert werden. Die mit diesem Ansatz erreichba-
re Empfangsapertur ist deutlich größer als diejenige aktueller Sys-
teme, weil die Vorteile beider Nachführungsprinzipien ausgenutzt
werden können. Gleichzeitig können prinzipbedingte Schwächen
durch die Kombination vermieden oder vermindert werden. Durch
den Verzicht auf Spiegelelemente im Empfangszweig sind die Bau-
raumanforderungen im Vergleich zur Empfangsapertur sehr gering.
Die Empfangsaperturvergrößerung kann mit dem neuen System-
konzept mit moderatem Kostenaufwand umgesetzt werden.
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English Abstract
This dissertation deals with the improvement of optical 3D lasers-
canners, which sense their spatial environment by using the Time-of-
Flight (ToF) method. The main concern is the problem of achieving
a large receiver aperture at fast scan rates at preferably low system
complexity. The ultimate goal of these investigations is increasing
the received signal strength, which leads to an extension of the ran-
ge of state-of-the-art systems. Currently, this problem is solved by
using expensive galvanometer scanners, which suffer from limited
lifetime. Other approaches employ rotating polygon mirrors, requi-
ring large installation space and costly bearings. A recent approach
consists of an array of synchronously scanning micromirrors. In lite-
rature, however, there is no systematic comparison of different sys-
tem concepts, considering the limitations and cost of increasing the
receiver aperture.
Such a comparison is conducted for three different system con-
cepts within this work. The underlying metric is the necessary wa-
fer area for all components of each system concept. One of these
concepts is realized and examined as a demonstrator setup. On the
one hand this setup proves the feasibility of the method of electro-
nic steering of the receiver aperture, on the other hand it serves as
an analysis tool to identify its strengths and weaknesses. Further the
method of translational mechanical steering is examined theoretically
and experimentally.
It is shown that the main advantage of electronic steering is a de-
coupling of receiver aperture and scanning frequency. In contrast,
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translational mechanical steering allows for a decoupling of recei-
ver aperture and field of view. The result of this work is a new sys-
tem concept, which combines electronic and translational mechani-
cal steering. Due to the advantages of both steering methods, this
approach offers a significantly larger achievable receiver aperture as
compared to current systems. At the same time, inherent weaknes-
ses of both methods can be eliminated or reduced by their combina-
tion. By avoiding mirrors in the receiver path very compact setups
are possible. Finally, the receiver aperture increase of the new system
concept can be accomplished with moderate cost increase.
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Die stetig voranschreitende Automatisierung industrieller Ferti-
gungsverfahren und Lieferketten kann nur mit dem zunehmenden
Einsatz robotischer Systeme bewerkstelligt werden. Bereits Aristote-
les philosophierte über die Vorzüge autonom arbeitender Werkzeu-
ge.
"Wenn jedes Werkzeug auf Geheiß, oder auch vorausahnend,
das ihm zukommende Werk verrichten könnte, [...], so bedürfte
es weder für den Werkmeister der Gehilfen, noch für die Her-
ren der Sklaven." – Aristoteles, ~320 v. Chr.
Nach nunmehr über 2300 Jahren startet die Bundesregierung das
Technologieprogramm „AUTONOMIK für die Industrie 4.0”, das
ein offensichtliches Zeichen dafür ist, wie nahe die Menschheit die-
ser Vision bereits heute ist [2]. Dies wurde während der „AUTONO-
MIK Innovation Days” folgendermaßen zusammengefasst:
„Maschinen kommunizieren miteinander, initiieren neue Auf-
träge, Werkstücke werden selbständig erkannt.” – B. Zypries
(Parlamentarische Staatssekretärin, Bundesministerium
für Wirtschaft und Energie), 17.06.2014
Die Realisierung derart komplexer technischer Vorgänge setzt al-
lerdings unzählige Innovationen und Vorarbeiten in den Bereichen
Mechanik, Antriebstechnik, Elektronik, Regelungs- und Steuerungs-
technik, Sensorik und künstlicher Intelligenz voraus. Wie sich bei
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einem Vorläufer des oben erwähnten Technologieprogramms her-
ausstellte, kommt der Sensorik eine Schlüsselrolle bei der sicheren
und konstruktiven Interaktion eines Roboters mit seiner Umgebung
zu [1]. Insbesondere die 3D-Sensorik ist von zentraler Bedeutung,
weil sie die wichtigste Informationsquelle für Navigations- und Po-
sitionieraufgaben darstellt. Obwohl bei der Entwicklung verschie-
denster 3D-Sensoren in den letzten Jahrzehnten enorme Fortschritte
gemacht wurden, ist man vor allem im Bereich der Lichtlaufzeit-
messung noch weit davon entfernt von einer Sättigung zu sprechen.
Vielmehr ergeben sich durch den breiteren Einsatz von Robotern so-
wohl in neuen als auch in etablierten Marktsegmenten verstärkt spe-
zialisierte Anforderungsprofile, die sich häufig nicht vollständig mit
den Möglichkeiten aktueller 3D-Sensoren decken. Ein Beispiel hier-
für ist die autonome Indoor-Navigation mobiler Roboter, für die 2D-
Laserscanner in vielen Forschungsprojekten künstlich um eine zwei-
te Scanachse erweitert werden müssen [131]. Andere Marktsegmen-
te, wie der gegenwärtig rasant wachsende Trend des 3D-Druckens,
sorgen für eine ebenso rasante Weiterentwicklung und Preisredukti-
on verschiedenartiger 3D-Scanner [37]. Ein weiteres Beispiel für die
neuartigen Anforderungsprofile ist die aktuelle Entwicklung von
Smartphones mit integrierter 3D-Sensorik [3]. Erste Prototypen die-
ser Smartphones wurden bereits versuchsweise in mobile Roboter
integriert.
Bei der Auslegung eines 3D-Sensors ist eine Vielzahl sich gegen-
seitig beeinflussender Parameter und externer Einflüsse zu beach-
ten. Eine Vergrößerung der Licht sammelnden Fläche, die in dieser
Arbeit mit Empfangsapertur ARx bezeichnet wird, ist eine der Mög-
lichkeiten zur Vergrößerung der erreichbaren Messdistanz bzw. zur
Verbesserung der Messgenauigkeit bei unveränderter Messdistanz.
Dieser Vergrößerung sind jedoch aus vielerlei Gründen Grenzen ge-
setzt. Diese hängen – je nach Sensortyp – mit der Massenträgheit
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schwingender Spiegel oder mit den Abbildungseigenschaften der
eingesetzten Optiken zusammen. Aufgrund dieser wechselseitigen
Abhängigkeiten führt die Vergrößerung der Empfangsapertur kon-
ventioneller 3D-Scanner entweder zu einer Reduzierung der Scan-
frequenz oder des Akzeptanzwinkelbereichs, der nachfolgend mit
Sichtfeld bezeichnet wird. Die vorliegende Arbeit beschäftigt sich da-
mit, diese gegenseitigen Abhängigkeiten durch konzeptuelle Ände-
rungen zu verringern oder vollständig aufzulösen. Das übergeord-
nete Ziel dieser Entkopplung der Empfangsapertur von den begren-
zenden Systemparametern ist es die dadurch entstehenden Desi-
gnfreiheiten zu einer Maximierung der Empfangsapertur zu nutzen.
Da jedoch eine isolierte Optimierung der Systemperformanz unter
Vernachlässigung der durch eventuellen zusätzlichen Aufwand ent-
stehenden Kosten nicht zu ingenieurwissenschaftlich sinnvollen Re-
sultaten führen würde, wird durchgängig ein Augenmerk auf die
mit den Konzeptänderungen erreichbare Kostenreduktion gelegt.
1.2. Eigener wissenschaftlicher Beitrag
Der wichtigste Beitrag der vorliegenden Arbeit zum Stand der Tech-
nik besteht in der Erarbeitung eines neuartigen Systemkonzepts, in
dem die Methoden der elektronischen und die der translatorisch me-
chanischen Nachführung vorteilhaft miteinander kombiniert werden.
Die wesentlichen Vorteile dieses Systemkonzepts liegen darin die
Stärken der beiden eingesetzten Nachführungsprinzipien optimal
auszunutzen und gleichzeitig die größten prinzipbedingten Schwä-
chen zu mindern oder zu vermeiden. Die jeweiligen Stärken liegen
exakt in der Entkopplung zwischen Empfangsapertur und Scanfre-
quenz (elektronische Nachführung) sowie zwischen Empfangsaper-
tur und Sichtfeld (translatorisch mechanische Nachführung). Der
ingenieurwissenschaftliche Mehrwert liegt in einer Vergrößerung
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der Empfangsapertur im Vergleich zu konventionellen Scannersys-
temen ohne dabei Sichtfeld oder Scanfrequenz reduzieren bzw. Kos-
ten signifikant erhöhen zu müssen. Dieser Beitrag mündete in ei-
ner Erfindungsmeldung, die vom Karlsruher Institut für Technolo-
gie (KIT) angenommen wurde und sich gegenwärtig im Patentie-
rungsprozess befindet [BSSW14].
Darüber hinaus wurden im Rahmen dieser Arbeit folgende Bei-
träge zum Stand der Technik geleistet:
• Nach bestem Wissen wurde die erste vollständig funkti-
onstüchtige Realisierung der elektronischen Nachführung in
einem mikrospiegelbasierten 3D-Scanner erreicht [BSF+13,
BSF+14]. Diese bestand aus einem hybriden Systemkonzept,
in dem eine Achse elektronisch und die andere mechanisch
nachgeführt wurde, siehe Kapitel 5.
• Der Vergleich der Energieeffizienz bzw. der durch Laserschutz
begrenzten maximalen Laserleistung zwischen scannenden
Sensoren und Schnappschuss-Sensoren ist ein Beitrag, der
auch für die Entscheidungsfindung auf konzeptioneller Ebe-
ne in anderen Arbeiten hilfreich ist [BHHS14].
• Des Weiteren haben sich Beiträge im Bereich der Laserschutz-
Überwachung mikrospiegelbasierter Scannersysteme erge-
ben [BGB+12]. Aufgrund mangelnder Verfügbarkeit schneller
Notausschaltungen, die den Fall eines fehlerhafter Verhaltens
des Mikrospiegels innerhalb weniger Mikrosekunden detek-
tieren und den Laser zuverlässig ausschalten, wurde solch ei-
ne Schaltung entwickelt und getestet.
1.3. Gliederung der Arbeit
Die vorliegende Arbeit ist folgendermaßen gegliedert.
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In Kapitel 2 werden die Definitionen und Grundlagen, die in den
darauffolgenden Kapiteln benötigt werden, vorgestellt. Kapitel 3
beinhaltet den Stand der Technik, eine Kritik desselben sowie die
Anforderungen an 3D-Sensoren in der mobilen Robotik.
In Kapitel 4 wird zunächst ein konkretes Anwendungsszenario
eingeführt, für das ein Systemdesign entworfen werden soll. An-
schließend wird eine passende Zielspezifikation für den Kernbe-
standteil des Anwendungsszenarios – den zu entwickelnden De-
monstratoraufbau – gelistet. Es folgt eine systematische Konzept-
findung nach der top-down Methode. Aus den vier am besten geeig-
neten Systemkonzepten wird schließlich ein realisierbares Konzept
ausgewählt, in dem die Methode der elektronischen Nachführung
demonstriert und untersucht werden soll.
Das Systemdesign der einzelnen Systemkomponenten und des
Gesamtaufbaus dieses Systemkonzepts wird in Kapitel 5 behandelt.
Abschließend wird der realisierte Demonstratoraufbau und die da-
mit erzielte Messgenauigkeit diskutiert und bewertet.
Die Analysen in Kapitel 6 konzentrieren sich auf die Machbar-
keit der translatorisch mechanischen Strahlablenkung, die bei der
Bewertung der Ergebnisse am Ende von Kapitel 5 als zweckmäßi-
ge Ergänzung zur elektronischen Nachführung identifiziert wurde.
Auch am Ende von Kapitel 6 erfolgt eine Bewertung der erarbeite-
ten Ergebnisse und eine Einordnung in den Gesamtkontext dieser
Arbeit.








Die Distanzauflösung δd ist das kleinste Änderungsintervall der
Messdistanzen, die ein Distanzsensor erfassen kann.
2.1.2. Wiederholungenauigkeit
Die Wiederholungenauigkeit ±σ(d) ist die statistische Abweichung
gemessener Distanzwerte dm von deren Mittelwert dm. Systemati-
sche Messfehler werden somit nicht von der Wiederholungenauig-
keit beschrieben. In vielen Fällen wird die Wiederholungenauigkeit
als wichtigster Parameter für eine erste Abschätzung der Systemper-
formanz eines Distanzsensors verwendet. In der Literatur existieren
mehrere Definitionen. Eine der am meisten verbreiteten Definitio-
nen, die in der Praxis eingesetzt wird, ist die korrigierte empirische
Standardabweichung σ eines Stichprobenumfangs aus N gemessenen
Abstandswerten dm. Dieser Definition liegt die Annahme zugrunde,
dass die Zufallsvariable dm normalverteilt ist. Die Wiederholunge-













wobei dm der Mittelwert des Stichprobenumfangs ist. Dieser berech-









Die Wiederholungenauigkeit beschreibt in dieser Arbeit immer den
Bereich ±σ. In der Regel werden jedoch die Vorzeichen aufgrund
der einfacheren Notation weggelassen.
2.1.3. Messungenauigkeit
Die Messungenauigkeit (engl. measurement inaccuracy), Messunsicher-
heit (engl. measurement uncertainty) oder Abstandsungenauigkeit (engl.
range inaccuracy) ±σr(d) eines 3D-Sensors ist die statistische Abwei-
chung gemessener Distanzwerte dm von der realen Messdistanz d.
Systematische Messfehler beeinflussen die Messungenauigkeit, je-
doch nicht die Wiederholungenauigkeit. Ist ein Distanzsensor voll-
ständig kalibriert, so stimmen Wiederholungenauigkeit und Mes-
sungenauigkeit überein.
2.1.4. Empfangsleistung
Die optische Empfangsleistung eines aktiven optischen Sensors PRx
entspricht nach [15] folgender Gleichung
PRx = ηTx · ηRx · ηopt · PTx · ρ · ARx
pi · d2 · cos θ . (2.2)




ηTx Optische Transmissionseffizienz im Sendezweig unter
Berücksichtigung aller atmosphärischen und sonstigen
Transmissionsverluste
ηRx Optische Transmissionseffizienz im Empfangszweig un-
ter Berücksichtigung aller atmosphärischen Verluste
ηopt Optische Effizienz der Empfangsoptik, definiert nach
Abschnitt 2.1.5
PTx Emittierte Ausgangsleistung des Lasers
ρ Lambertscher Reflektionskoeffizient der streuenden
Oberfläche des Messobjekts
ARx Licht sammelnde Fläche der Empfangsoptik bzw. Emp-
fangsapertur
d Messdistanz
θ Winkel zwischen Beleuchtungsstrahl und dem Lot der
streuenden Oberfläche des Messobjekts
Trifft diese Empfangsleistung PRx auf eine Photodiode bzw. eine La-
winenphotodiode, so wird ein proportionaler Photostrom is gene-
riert.
is = M · S · PRx, (2.3)
wobei M für den durchschnittlichen Multiplikationsfaktor der La-
dungsträgermultiplikation in der Lawinenzone und S für die spek-
trale Empfindlichkeit des Detektors steht.
2.1.5. Optische Effizienz einer Empfangsoptik
Die optische Effizienz einer Empfangsoptik wird als das Verhältnis
zwischen der auf dem Detektor auftreffenden optischen Leistung
9
2. Grundlagen







Es existieren mehrere Definitionen für das Signal-Rausch-Verhältnis
(englisch Signal-to-noise ratio, SNR). In der Optik wird das SNR häu-
fig als Verhältnis zwischen dem Photostrom is, der durch das Signal
im Detektor generiert wird, und dem quadratischen Mittel bzw. Ef-





Diese Definition wir daher auch in dieser Arbeit verwendet.
2.1.7. Noise Equivalent Power (NEP)
Unter Noise Equivalent Power (NEP) wird die optische Signal-
Empfangsleistung eines optoelektronischen Detektors verstanden,
die ein Signal-Rausch-Verhältnis von eins in einer Ausgangsband-
breite von B = 1 Hz erzeugt [105]. Die Ausgangsbandbreite wird oft
auch als Beobachtungsbandbreite oder Messbandbreite bezeichnet




2 · ∆T (2.6)
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2.1. Definitionen
Bei bekannter Rauschleistungsdichte pn (Einheit W/
√
Hz) kann das




|pn|2 d f (2.7)
= p2n · B (2.8)
Alternativ kann das NEP auch aus dem quadratischen Mittel des






Analog lässt sich das NEP des zugehörigen Verstärkers aus dem






Da auch die Rauschströme in,det und in,amp nicht miteinander korre-
liert sind, kann das NEP der Kombination aus Detektor und Verstär-








S ·M , (2.11)
wobei in dem Gesamtrauschstrom entspricht. Dieser Wert ent-
spricht der kleinsten detektierbaren Leistung des Empfängers.
Mit Gl. (2.5) und (2.2) lässt sich nun der Zusammenhang zwischen





S ·M · PRx






Abb. 2.1.: Photodiode oder Lawinenphotodiode in einer typischen Tran-
simpedanzverstärkerschaltung auf Basis eines Operationsverstär-
kers. An der Lawinenphotodiode ist die negative Sperrspannung
Usp angelegt. Im Rückkoppelzweig befindet sich der Koppelwi-
derstand Rf, der auch als Transimpedanz bezeichnet wird. Der
durch Signal und Rauschen erzeugte Strom I wird durch den Ver-
stärker in die Ausgangsspannung Uout gewandelt.
2.2. Rauschverhalten von Lawinenphotodioden
In diesem Abschnitt werden Einflussparameter auf das Signal-
Rausch-Verhältnis (SNR) eines aktiven optischen Sensors beschrie-
ben. Dabei sei vorausgesetzt, dass eine Lawinenphotodiode (eng-
lisch avalanche photodiode, APD) als Detektor zum Einsatz kommt.
Diese APD wird mit einer typischen Transimpedanzverstärkerschal-
tung nach Abb. 2.1 betrieben. Als Lichtquelle wird ein idealer, kol-
limierter Laser mit der optischen Sendeleistung PTx angenommen.
Die Empfangsoptik wird als ideal angenommen und sei koaxial mit
der optischen Achse der Sendeeinheit angeordnet. Der Zusammen-
hang zwischen Sende- und Empfangsleistung ist durch Gl. (2.2) ge-
geben. Die optische Empfangsleistung PRx wird durch die Lawinen-
photodiode gemäß Gl. (2.3) in einen Photostrom is gewandelt, wel-
cher additiv mit dem Photostrom des Hintergrundlichts Ibg überla-
gert wird.
I = Ibg + is (2.13)
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Geht man von einem idealen Operationsverstärker aus, so wird
die Spannung Uin durch den Verstärker auf null reguliert. Dies hat
zur Folge, dass ein virtuelles Massepotential am negativen Eingang
des Operationsverstärkers anliegt. Die Ausgangsspannung Uout er-
gibt sich somit zu
Uout = Uf = Rf · I . (2.14)
In der Realität weist ein Operationsverstärker ein endliches
Verstärkungs-Bandbreite-Produkt auf und fügt dem Signal Rau-
schen hinzu. Eine eingehende Betrachtung dieser Prozesse ist in [52]
zu finden. Gegenstand dieses Abschnitts ist es einen Überblick über
die verschiedenen Rauscheinflüsse zu geben und die wesentlichen
Einflussparameter auf das Signal-Rausch-Verhältnis zu geben, die in
späteren Kapiteln benötigt werden.
2.2.1. Bandbreite
Eine detaillierte Betrachtung der Bandbreite solch einer Transimpe-
danzverstärkerschaltung, die auch eng mit der Stabilität verknüpft
ist, ist recht umfangreich und kann bspw. in [52] gefunden werden.
Im Zusammenhang der Betrachtungen dieser Arbeit reicht es jedoch
das prinzipielle Vorgehen bei der Bestimmung der bandbreitenab-
hängigen Rauschstromkomponenten zu skizzieren.
Der erste Schritt besteht dabei in der Identifikation der Rausch-
quellen und der zugehörigen spektralen Rauschdichten en,x, wo-
bei x hier als Platzhalter für eine beliebige Rauschquelle verwen-
det wird. Da am Ausgang des Verstärkers eine Spannung gemessen
wird, werden diese häufig als Spannungsquellen modelliert. Weiter-
hin müssen die frequenzabhängigen Verstärkungsfaktoren An,x( f )
dieser Rauschdichten ermittelt werden, die bspw. durch die Kombi-
nation von Streukapazitäten mit dem hohen Koppelwiderstand zu-
13
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stande kommen. Folgende Integration liefert das quadratische Mit-




|en,x · An,x( f )|2 d f (2.15)
Da für SNR-Betrachtungen meist das Verhältnis der Ströme gebildet






2.2.2. Rauscheinflüsse in Zusammenhang mit der
Lawinenphotodiode
Zur Berechnung des Signal-Rausch-Verhältnisses ist ein Verständnis
der Komponenten, aus denen das Rauschen am Ausgang des Ver-
stärkers zusammengesetzt ist, erforderlich. Die Rauscheinflüsse in
Zusammenhang mit der Lawinenphotodiode werden in diesem Ab-
schnitt besprochen. Da alle diese Einflüsse vom Typ des sogenann-
ten Schrotrauschens sind, wird dieses zunächst allgemein erläutert.
Elektrisches Schrotrauschen
Elektrisches Schrotrauschen kommt aufgrund der quantisierten Na-
tur elektrischer Ladungen dann zustande, wenn diese eine Poten-
tialbarriere überwinden müssen. Solch eine Potentialbarriere kann
bspw. die Raumladungszone einer in Sperrrichtung betriebenen Di-
ode sein. Eine Herleitung des Schrotrauschens ist in [136] enthalten.
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Das quadratische Mittel des Schrotrauschstroms in,sh eines Stroms I1
innerhalb der Beobachtungsbandbreite B entspricht
i2n,sh = 2e · I · B . (2.17)
Dabei ist e die Elementarladung mit e = 1,602 · 10−19 As.
Photonenrauschen
Schrotrauschen tritt auch bei der Übertragung optischer Signale auf.
In diesem Fall ist der Ursprung die quantisierte Natur des Lichts,
die mit dem Begriff des Photons beschrieben wird. Daher wird das
Schrotrauschen von optischen Signalen auch häufig als Photonenrau-
schen bezeichnet.
2.2.2.1. Signalstromabhängiges Rauschen
Das signalstromabhängige Rauschen stellt den unteren Grenzwert
dar, unter den das Gesamtrauschen des Systems nicht fallen kann
[69]. Daher spricht man auch von einem schrotrauschbegrenzten
System, wenn das signalstromabhängige Rauschen dominiert.
i2n,s = 2e · S · PRx ·M2 · F(M) · B (2.18)
Dabei steht F(M) für das Überschussrauschen aufgrund von statis-
tischen Schwankungen des Multiplikationsfaktors M.
2.2.2.2. Rauschen aufgrund von Umgebungslicht
Die empfangene Strahlungsleistung des Umgebungslichts Pbg stellt
eine weitere Schrotrauschkomponente dar. Generierte Elektronen-
Loch-Paare werden auch in der Lawinenzone der APD verstärkt
[69].
1Innerhalb dieses Unterabschnitts werden schnell veränderliche Ströme oder Wech-
selströme mit i und Gleichströme mit I bezeichnet.
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i2n,bg = 2e · S · Pbg ·M2 · F(M) · B (2.19)
2.2.2.3. Dunkelstrom der Lawinenphotodiode
Auch der Dunkelstrom ist ein Rauschstrom, der durch Schrotrau-
schen zustande kommt. Grund für die Namensgebung ist die sta-
tistische Generation von Elektronen-Loch-Paaren in einer Raumla-
dungszone selbst bei völliger Dunkelheit und damit bei Abwesen-
heit eines Photostroms [64].
Der Dunkelstrom besteht aus einem Oberflächenanteil Ids
i2n,ds = 2e · Ids · B (2.20)
und einem Volumenanteil Idv, welcher die Lawinenzone der APD
durchläuft und dadurch zusätzlich verstärkt wird.
i2n,dv = 2e · Idv ·M2 · F(M) · B (2.21)
2.2.2.4. Gesamter Rauschstrom in Zusammenhang mit der
Lawinenphotodiode
Unter der Annahme, dass die einzelnen Rauscheinflüsse unkorre-
liert sind, können die quadratischen Mittel der einzelnen Rausch-
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2.2.3. Rauscheinflüsse in Zusammenhang mit dem Verstärker
Zu den Rauscheinflüssen der Lawinenphotodiode kommen die
Rauscheinflüsse der Verstärkerschaltung hinzu.
2.2.3.1. Thermisches Rauschen
Thermisches Rauschen, was auch als Johnson-Rauschen oder als Wi-
derstandsrauschen bekannt ist, beschreibt das Wärmerauschen auf-
grund der temperaturabhängigen statistischen Stöße von Elektro-
nen mit Phononen in einem Widerstand [136].
i2n,th =




kB die Boltzmann-Konstante mit kB = 1,38 · 10−23 J/K,
T die absolute Temperatur in K und
Rf der ohmsche Widerstandswert des betrachteten Wider-
stands, im Fall von Abb. 2.1 der Koppelwiderstand.
2.2.3.2. Eingangsstromrauschen
Das Schrotrauschen aufgrund des Eingangsstroms Ib in den Opera-
tionsverstärker ergibt sich zu
i2n,i = 2e · Ib · B . (2.24)
2.2.3.3. Eingangsspannungsrauschen
Da die Rauschdichte des Eingangsspannungsrauschens frequenzab-
hängig ist, wird sie üblicherweise mit fünf charakteristischen Regio-
nen beschrieben, bevor die Gesamtkomponente durch Integration
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über die Bandbreite bestimmt wird [52]. An dieser Stelle ist solch
eine detaillierte Betrachtung nicht notwendig. Daher wird das qua-






2.2.3.4. Gesamter Rauschstrom in Zusammenhang mit dem
Verstärker
Unter der Annahme, dass die einzelnen Rauscheinflüsse unkorre-
liert sind, können die quadratischen Mittel der einzelnen Rausch-
ströme zum Rauschstrom in Zusammenhang mit dem Verstärker
in,amp aufsummiert werden.






Analog zu den vorherigen Unterabschnitten kann der Gesam-
trauschstrom der Detektor-Verstärker-Kombination durch Addition
der quadratischen Mittel berechnet werden.
i2n = i2n,det + i
2
n,amp (2.27)












4kB · T · B
Rf
+ i2n,e (2.29)
+ 2e · B ·
(
Ib + Ids + M2F(M) ·
(
S · PRx + S · Pbg + Idv
))
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2.2.5. Signal-Rauschverhältnis
Das Signal-Rausch-Verhältnis kann nun durch Einsetzen der Glei-




2e · B · [F(M) · PRx + Nel] (2.30)




e · Rf · S ·M2
+
Ib + Ids








2e · B · S .
(2.31)
Nel entspricht einer äquivalenten Rauschleistung, die mit der
Rauschleistung sämtlicher Rauscheinflüsse, außer derjenigen des si-
gnalstromabhängigen Rauschens, identisch ist. Gl. (2.30) kann für
zwei Grenzfälle vereinfacht werden, die im Folgenden aufgeführt
sind.
2.2.5.1. Schrotrauschbegrenztes Signal-Rausch-Verhältnis
Das bestmögliche Signal-Rausch-Verhältnis kann dann erreicht
werden, wenn das signalstromabhängige Rauschen dominiert
(F(M) · PRx  Nel). In diesem Fall wird das Signal als schrotrausch-










Der zweite Grenzfall wird bei sehr geringen Signalpegeln erreicht
(F(M) · PRx  Nel). In diesem Fall dominieren die Rauscheinflüs-





2e · B · Nel ∝ PRx . (2.33)
2.3. Optische 3D-Messverfahren
Es existieren viele verschiedene Möglichkeiten, um 3D-Messver-
fahren zu klassifizieren. In dieser Arbeit ist die in Abb. 2.2 dar-
gestellte Aufteilung zweckmäßig. Optische 3D-Messverfahren kön-
nen in aktive und passive Verfahren klassifiziert werden. Unabhän-
gig davon können nahezu alle aus heutiger Sicht technisch relevan-
ten Verfahren in zwei grundsätzliche Kategorien eingeteilt werden:
Triangulation und Weglängenmessung. Alle triangulationsbasierte
Sensoren haben eine Winkelmessung gemein, aus der über einfa-
che geometrische Berechnungen die Messdistanz berechnet wird.
Im Gegensatz dazu können Weglängen auch über die Laufzeit aus-
gesendeter Signale oder über Interferenzeffekte gemessen werden.
Diese beiden Prinzipien werden im Folgenden näher untersucht.
2.3.1. Triangulation
Das Triangulationsprinzip besticht vor allem durch seine Einfach-
heit und kann sowohl passiv als auch aktiv durchgeführt werden.
Der grundlegende, vereinfachte Aufbau eines aktiven Triangulati-
onssensors ist in Abb. 2.3 dargestellt. Eine Lichtquelle beleuchtet ein
Messobjekt, welches Licht in Richtung der Empfangseinheit streut










Abb. 2.2.: Übersicht über ausgewählte, weit verbreitete optische 3D-
Messverfahren.
Licht auf ein positionssensitives Detektorarray (PSD) abgebildet. Über
die winkelabhängige Verschiebung des Fokus auf dem Detektorar-










Abb. 2.3.: Grundlegender, vereinfachter Aufbau eines aktiven Triangulati-
onssensors.
bestimmt, wobei feff der effektiven Brennweite der Abbildungslinse









mit der Basisweite w bestimmt. Bei konstant angenommener Win-
kelauflösung δϑ lässt sich aus Gleichung (2.35) ableiten, dass eine
Methode zur Verbesserung der Messgenauigkeit die Vergrößerung
der Basisweite w ist. Wird die Basisweite vergrößert, so vergrößert
sich auch der Winkel ϑ und damit die maximale Messdistanz. Die-
ser Zusammenhang ist nach der Kleinwinkelnäherung des Tangens
jedoch nur bis etwa ϑ = 10° mit einer Abweichung von maximal 1%
linear. Eine Vergrößerung der Basisweite w geht zusätzlich immer
mit der ungewünschten Vergrößerung des erforderlichen Bauraums
einher.
Eine zweite Möglichkeit zur Verbesserung der Messauflösung ist
die Minimierung der Winkelauflösung δϑ. Diese ist jedoch aufgrund
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von Beugung durch das Auflösungsvermögen der Abbildungslinse
begrenzt. Das Auflösungsvermögen einer Linse δy ist gegeben durch
δy ≈ 0,61 · λAN , (2.36)
wobei λ für die Wellenlänge des verwendeten Lichts und AN für die
numerische Apertur steht. Eine Vergrößerung der numerischen Aper-
tur würde also eine genauere Distanzmessung zur Folge haben. Der
Zusammenhang zwischen der effektiven Blendenzahl keff und der nu-
merischen Apertur ist über den Zusammenhang
keff =
1
2 · AN (2.37)
gegeben [19]. Eine Minimierung der effektiven Blendenzahl ent-
spricht somit einer Optimierung der Distanzgenauigkeit. Mit dem
nutzbaren Linsendurchmesser D, dem Abstand zwischen Linse und
Bildebene di und der Vergrößerung der Abbildungslinse m = −di/d





Aus der Linsengleichung einer sphärischen Linse in Luft (nLu ≈ 1)
1
f







(n− 1) · dL
n · R1 · R2
]
(2.39)
wird deutlich, dass die Beträge der Krümmungsradien der Linse
R1, R2 reduziert werden müssen, um die Brennweite f zu reduzie-
ren. Dabei steht n für den Brechungsindex des Materials der Linse
und dL für die zentrale Linsendicke. Bei gegebenem Linsendurch-
messer D kann der Krümmungsradius jedoch nicht unterhalb des
Wertes der Kugellinse |Ri| = D/2, i = 1,2 liegen. Damit ist die
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kleinste theoretisch realisierbare Blendenzahl k = 0,5. Das Auflö-
sungsvermögen der Abbildungslinse stellt somit eine fundamen-
tale Begrenzung der Distanzgenauigkeit triangulationsbasierter Di-
stanzsensoren dar.
Es gibt im Wesentlichen drei grundsätzliche Begrenzungen für die
Messgenauigkeit von triangulationsbasierten Sensoren [119]:
1. Die Basislänge w begrenzt den Messwinkel ϑ.
2. Das Auflösungsvermögen δy der verwendeten Optik begrenzt
die Winkelgenauigkeit δϑ.
3. Ab einem bestimmten maximalen Winkel ϑmax liegen Teile des
Objekts in Schattenbereichen und werden unmessbar.
Es existieren viele unterschiedliche Ausprägungen triangulations-
basierter Messverfahren, bspw. Konfokaltechnik, Trilateration, Ste-
reovision, Lichtschnittverfahren, Streifenprojektion etc. Im Folgen-
den werden exemplarisch zwei Verfahren, die eine dreidimensiona-
le räumliche Vermessung ermöglichen, erläutert.
2.3.1.1. Stereovision
Die passive triangulationsbasierte Methode der sogenannten Ste-
reovision ist eine der einfachsten Distanzmessmethoden überhaupt.
Deshalb ist sie sehr häufig in der Natur, z.B. beim Menschen, zu fin-
den. Der grundsätzliche Aufbau eines 3D-Sensors auf Basis von Ste-
reovision ist in Abb. 2.4 schematisch dargestellt. Er besteht aus min-
destens zwei nebeneinander angeordneten Kameras, die das Mes-
sobjekt jeweils aus einem anderen Blickwinkel aufnehmen. Die un-
terschiedlichen Blickwinkel verursachen eine distanzabhängige Ver-
schiebung der beiden Bilder zueinander. Zusätzlich werden auch








Abb. 2.4.: Prinzipieller Aufbau eines 3D-Sensors auf Basis von Stereovisi-
on, bestehend aus zwei nebeneinander angeordneten Kameras.
Die Messdistanz wird über die Verschiebung korrespondierender
Bildpunkte berechnet.
Stereovision ist aufgrund ihrer Einfachheit besonders kostengüns-
tig realisierbar. Ein Problem stellt jedoch das sogenannte Korrespon-
denzproblem dar [92]. Besonders bei kontrastarmen Messobjekten ist
das Finden korrespondierender Bildpunkte schwierig. Da die Um-
gebungsbeleuchtung in der Regel nicht homogen ist, wirken sich
Schattenwürfe unterschiedlich auf die beiden Bilder aus. Dadurch
wird das Korrespondenzproblem weiter verschärft. Eine Lösung für
das Korrespondenzproblem ist der Einsatz einer Lichtquelle im Si-
gnalpfad. Eines dieser aktiven Verfahren ist die sogenannte Streifen-
projektion, die im nächsten Abschnitt erläutert wird.
2.3.1.2. Streifenprojektion
Als Streifenprojektion wird ein aktives triangulationsbasiertes Mess-
verfahren zur Erfassung dreidimensionaler Objekte bezeichnet. Da-






Abb. 2.5.: Prinzipieller Aufbau eines Streifenprojektionssensors.
wird vom Messobjekt gestreut und/oder reflektiert und von min-
destens einer Kamera aufgenommen. Hauptsächlich wird die Strei-
fenprojektion zur Formvermessung von Objekten und nicht zur Di-
stanzmessung eingesetzt. Der prinzipielle Aufbau ist in Abb. 2.5 il-
lustriert.
2.3.2. Weglängenmessung
Im Gegensatz zur Triangulation findet bei der Weglängenmessung
keine Winkelmessung statt. In der Regel wird eine möglichst ko-
axiale Anordnung der optischen Achsen von Sender und Empfän-
ger angestrebt. In Abschnitt 2.3.2.1 werden zunächst drei Laufzeit-
messverfahren zur Ermittlung der Messdistanz in einem einzigen
Messpunkt diskutiert. Anschließend werden in Abschnitt 2.3.2.2
zwei Verfahren zur Erweiterung der in Abschnitt 2.3.2.1 bespro-












Abb. 2.6.: Grundlegender Aufbau eines Weglängen messenden Distanzsen-
sors.
2.3.2.1. Verfahren zur Ermittlung der Distanz über
Laufzeitmessung
Die für diese Arbeit relevanten Verfahren im Bereich der Weg-
längenmessung basieren auf der Laufzeitmessung. Daher wird in
diesem Zusammenhang auf eine Betrachtung der interferometri-
schen Verfahren verzichtet. Mithilfe der Laufzeitmessung eines Si-
gnals kann der zurückgelegte Weg bei bekannter Ausbreitungsge-
schwindigkeit bestimmt werden. Im Zusammenhang dieser Arbeit
wird ausschließlich die Lichtlaufzeitmessung betrachtet. Im Fall von
Luft als Ausbreitungsmedium ist die Lichtgeschwindigkeit c ≈ 3 ·
108 m/s. Wird die Umlaufzeit τ gemessen, so kann aus folgendem





Der allen Systemen in diesem Bereich zugrundeliegende Aufbau
ist in Abb. 2.6 dargestellt. Ein derartiges System besteht aus einer




Abb. 2.7.: Zeitlicher Verlauf einer Pulslaufzeitmessung. Der gestreute
und/oder reflektierte gesendete Puls wird nach der Pulslaufzeit
τ in abgeschwächter Form vom Empfänger registriert.
Im Folgenden werden die Verfahren Pulslaufzeitmessung, Pha-
senlaufzeitmessung und FMCW vorgestellt.
2.3.2.1.1. Pulslaufzeitmessung Das Prinzip der Pulslaufzeit-
messung basiert auf der direkten Zeitmessung. Daher wird dieses
Verfahren oft auch als direkte Laufzeitmessung (engl. direct Time-of-
Flight, ToF) bezeichnet. Für eine Einzelpunktmessung wird im ein-
fachsten Fall lediglich ein einziger Puls vom Sender transmittiert.
Dieser Puls wird von einem Messobjekt im Abstand d zurückge-
streut und/oder reflektiert und vom Empfänger in abgeschwäch-
ter Form registriert. Dabei entspricht die gemessene Zeitdifferenz
zwischen Sende- und Empfangspuls der Umlaufzeit τ. Die gesuchte
Messdistanz kann abschließend gemäß Gl. (2.40) berechnet werden.
Der zeitliche Verlauf des Messvorgangs ist in Abb. 2.7 dargestellt.
Um trotz der unterschiedlichen Spitzenleistungen der beiden Pul-
se immer relativ zum Pulsmaximum gleiche Schwellwerte für die
genaue Zeitmessung garantieren zu können, wird ein sogenannter
Constant Fraction Discriminator (CFD) eingesetzt.
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Messungenauigkeit der Pulslaufzeitmessung Die Messungenau-
igkeit der Pulslaufzeitmessung hängt direkt mit der Genauigkeit der
Messung der Pulslaufzeit zusammen. Diese Zeitmessung kann um-
so genauer durchgeführt werden, je größer die Flankensteilheit des
ausgesendeten und empfangenen Pulses zum Zeitpunkt der Mes-
sung ist. Koskinen et al. hat den Zusammenhang
σtof =
c · Tr
2 · SNR · √ntof (2.41)
in [69] hergeleitet. Dabei steht Tr für die Anstiegszeit des Pulses.
Eine kurze Anstiegszeit Tr kann nur mit einer hohen Bandbreite2
Btof ∝ 1/Tr erreicht werden. Dies ist ein wesentlicher Begrenzungs-
faktor für die erreichbare Messgenauigkeit. Weiterhin steht ntof für
die Anzahl der Pulse bzw. Einzelpunktmessungen innerhalb einer
Pixelmesszeit TPx. Mit der Pulswiederholrate (englisch pulse repetiti-
on rate) fpr gilt der Zusammenhang ntof = fpr · TPx.
Um die anderen Einflussparameter auf die Messungenauigkeit
ermitteln zu können, setzen wir Gl. (2.32) bzw. Gl. (2.33) in
Gl. (2.41) ein. Im Fall eines schrotrauschbegrenzten Signal-Rausch-
Verhältnisses erhält man
σtof = c · Atof ·
√
2 · e · F(M)




wobei Atof = 0,175 eine Konstante ist. Ist das Signal-Rausch-
Verhältnis durch das Rauschen der Elektronik begrenzt, so ergibt
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Der entscheidende Unterschied zwischen Gl. (2.42) und (2.43) ist die
unterschiedliche Abhängigkeit von der Empfangsleistung PRx. Die-
se Zusammenhänge werden noch in Abschnitt 4.7 benötigt.
Die Verbesserung der Varianz einer Messgröße σ2 durch Mitte-














Aus diesen Überlegungen und aus der Tatsache, dass die Messun-
genauigkeit des Pulslaufzeitverfahrens zwischen den beiden Grenz-
fällen σtof und σˆtof liegt, lässt sich schlussfolgern, dass es in den
meisten Fällen effektiver ist, die Signalleistung zu erhöhen, als über
mehrere Messungen zu mitteln. Es gibt mehrere Möglichkeiten die
Signalleistung zu erhöhen. Die Erhöhung der Sendeleistung PTx ist
nur eine davon. Nach Gl. (2.2) besteht ein linearer Zusammenhang
zwischen Empfangsapertur ARx und Empfangsleistung PRx ∝ ARx.
Darum ist das Vergrößern der Empfangsapertur eine andere effekti-
ve Methode zum Reduzieren der Messungenauigkeit. Dies gilt auch
für das Phasenlaufzeitverfahren, das im nächsten Abschnitt disku-
tiert wird.
2.3.2.1.2. Phasenlaufzeitmessung Im Gegensatz zur Pulslauf-
zeitmessung wird bei der Phasenlaufzeitmessung eine indirekte
Messung der Lichtlaufzeit über eine Phasenmessung durchgeführt.
Daher wird dieses Verfahren oft auch als indirekte Time-of-Flight
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Abb. 2.8.: Zeitlicher Verlauf einer Phasenlaufzeitmessung. Die Phasenver-
zögerung ϕ zwischen gesendetem und empfangendem Signal
entspricht der Umlaufzeit τ = ϕ/( fm·2pi).
Methode bezeichnet. Dabei kommt eine, in der Regel sinusförmige,
Amplitudenmodulation der ausgesendeten optischen Leistung PTx
mit der Modulationsfrequenz fm zum Einsatz. Die Phase ϕ zwischen
ausgesendetem und empfangenem Signal entspricht der Umlaufzeit
τ über den Zusammenhang
τ =
ϕ
fm · 2pi . (2.46)
Der zeitliche Verlauf dieser Phasenmessung ist in Abb. 2.8 schema-
tisch dargestellt. Aufgrund der Periodizität des Signals im Zeitbe-
reich gilt Gl. 2.46 nur innerhalb eines Eindeutigkeitsbereiches LE
bzw. einer Schwingungsperiode 2pi. Aus diesem Grund muss der









, nE = 0,1,2, . . . (2.47)
Es gibt verschiedene Methoden, um den Index des Eindeutigkeits-
bereichs nE zu bestimmen. Eine Möglichkeit ist die Verwendung









Abb. 2.9.: Blockschaltbild eines Quadraturdemodulators.
sung von zwei unterschiedlichen Phasenwerten [74]. Dies bedeutet
jedoch nicht, dass zwingend zwei getrennte Module zur Phasenmes-
sung benötigt werden [99]. Durch die Verwendung zweier Modu-




|LE,1 − LE,2| (2.48)
definiert.
Quadraturdemodulation Eine Möglichkeit die Phase aus dem ge-
messenen Signal zu berechnen ist die sogenannte Quadraturdemo-
dulation. Das Funktionsprinzip eines Quadraturdemodulators ist in




STx(t) = ATx · sin (2pi fmt) , (2.49)
weist das Empfangssignal SRx(t) im Idealfall lediglich eine Phasen-
verzögerung ϕ und eine Reduktion der Amplitude auf.
SRx(t) = ARx · sin (2pi fmt + ϕ) (2.50)
Um die Phasenverzögerung zu ermitteln, wird das Empfangssignal
nun mit der Inphasenkomponente cos (2pi fmt) sowie der Quadratur-
komponente sin (2pi fmt) multipliziert bzw. gemischt, siehe Abb. 2.9.
Unter Verwendung der Additionstheoreme cos(x ± y) = cos x ·
cos y∓ sin x · sin y und sin(x± y) = sin x · cos y± cos x · sin y erhält
man die Gleichungen
sin (2pi fmt + ϕ) · sin (2pi fmt) = 12 · (cos ϕ− cos (4pi fmt + ϕ))
(2.51)
und
sin (2pi fmt + ϕ) · cos (2pi fmt) = 12 · (sin ϕ− sin (4pi fmt + ϕ)) ,
(2.52)
die jeweils einen Term mit der Differenz und einen mit der Summe
der Modulationsfrequenz enthalten. Da die Phaseninformation un-
ter anderem auch im Gleichanteil enthalten ist, ist es zweckmäßig
die hochfrequenten Terme über Tiefpassfilter herauszufiltern, siehe
Abb. 2.9. Abschließend wird der Quotient der beiden Signalkompo-









Dabei müssen die Vorzeichen der beiden Signalkomponenten ge-
sondert ermittelt werden, da diese bei der Quotientenbildung ent-
fallen können.
Messungenauigkeit der Phasenlaufzeitmessung Die Messunge-
nauigkeit der Phasenlaufzeitmessung hängt von der Phasenauflö-
sung δϕ ab. Typische Quadraturdemodulatoren erreichen Werte von
δϕ ≈ 3 mrad. Dies entspricht etwa 0,5h des Eindeutigkeitsbereichs.




2 · fm = 1,5 m .
Unter idealen Bedingungen ließe sich damit eine Distanzauflösung
von δd ≈ 0,75 mm erreichen. Dieser Wert wird jedoch in der Reali-
tät aufgrund von Rauschen und systematischen Messfehlern nicht
erreicht. Bei konstanter Phasenauflösung kann die Messungenauig-
keit durch Reduzieren des Eindeutigkeitsbereichs dE ∝ 1/ fm bzw. Er-
höhen der Modulationsfrequenz fm verringert werden. Analog zur
Messungenauigkeit des Pulslaufzeitverfahrens ergibt sich die Mes-
sungenauigkeit der Phasenlaufzeit nach [69] zu
σcw =
c
4pi · fm · SNR · √ncw . (2.54)
Die Anzahl der unabhängigen Phasenmessungen innerhalb der Pi-
xeldauer ist ncw = Bcw · TPx, wobei Bcw die Bandbreite des Emp-
fängers ist. Die Modulationsfrequenz fm kann unabhängig von der
Bandbreite des Empfängers Bcw gewählt werden. Durch das oben
beschriebene Heruntermischen der Phaseninformation ins Basis-
band kann die Empfängerbandbreite nach der Mischung deutlich
geringer als die Modulationsfrequenz sein. Sie muss lediglich das
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Shannon-Nyquist-Theorem erfüllen, d.h. sie muss mindestens doppelt
so hoch wie die höchste Frequenz einer Phasenänderung, die regis-
triert werden soll, sein.
Analog zur Betrachtung des Pulslaufzeitverfahrens setzen wir
nun Gl. (2.32) bzw. Gl. (2.33) in Gl. (2.54) ein. Damit ist die Messun-
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Die Konstante Acw hat nach [69] den Wert Acw = 0,08. Ist das Signal-




fm · PRx ·
√
2 · e · Nel




Das Bemerkenswerte an Gl. (2.55) und (2.56) ist, dass die Messunge-
nauigkeit unabhängig von der Empfängerbandbreite Bcw ist. Dies
kann ausgenutzt werden, um ein kostengünstiges und trotzdem
leistungsfähiges System zu realisieren.
2.3.2.1.3. FMCW Der Name des FMCW-Verfahrens kommt von
vom englischen Frequency Modulated Continuous Wave. Da der Be-
griff ursprünglich aus der RADAR-Technik stammt, wird das Ver-
fahren deshalb im Deutschen auch alternativ Frequenzmoduliertes
Dauerstrich-Laser-RADAR genannt. Beim FMCW-Verfahren wird die
optische Frequenz einer Laserdiode fTx(t) periodisch im Bereich
∆ f und mit einer Periode Tm verändert. Häufig wird dabei eine
Sägezahnfunktion gewählt. Das von einem Messobjekt gestreute
und/oder reflektierte Signal kommt zeitverzögert fRx(t) = fTx(t−
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Abb. 2.10.: Zeitlicher Verlauf des FMCW-Verfahrens.
τ) am Empfänger an und wird vor der Detektion kohärent mit dem
gesendeten Signal überlagert. Da optische Detektoren das Betrags-
quadrat der elektrischen Feldamplitude bilden, findet bei der Detek-
tion eine Frequenzmischung statt. Die Summenfrequenz liegt weit
oberhalb der Bandbreite verfügbarer Detektoren, so dass die detek-
tierte Frequenz der Differenzfrequenz oder Zwischenfrequenz (eng-
lisch intermediate frequency) fif = fRx − fTx entspricht. Diese Zwi-
schenfrequenz fif hängt über den Zusammenhang
fif =
∆ f · τ
Tm
(2.57)
von der Lichtlaufzeit τ ab [15]. Durch einsetzen von Gl. (2.40) lässt
sich somit die Messdistanz
d =
c · fif · Tm
2∆ f
(2.58)
bestimmen. Der zeitliche Verlauf des Verfahrens ist in Abb. 2.10 dar-
gestellt.
Messungenauigkeit des FMCW-Verfahrens Die Messungenauig-
keit des FMCW-Verfahrens kann frei über die Steilheit der Fre-
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quenzrampe ∆ f/Tm gewählt werden. Dadurch ist es möglich sub-
Picosekunden genaue Zeitmessungen durchzuführen [15]. Entspre-
chend sind sub-Millimeter Distanzgenauigkeiten realisierbar. Limi-
tierend wirkt unter anderem das Phasenrauschen des verwendeten
Lasers [14].
2.3.2.2. Verfahren zur Erfassung der räumlichen Struktur
Alle bisher diskutierten Laufzeitmessverfahren sind darauf ausge-
legt nur Distanzen in einem Punkt zu messen, können jedoch um
bis zu zwei räumliche Dimensionen zu 3D-Messverfahren erweitert
werden. Jedes dieser Verfahren kann als Scan- oder Schnappschuss-
verfahren umgesetzt werden. Die grundsätzlichen Unterschiede
dieser beiden Verfahren sollen in diesem Abschnitt kurz erläutert
werden.
2.3.2.2.1. Scanverfahren Grundprinzip eines jeden Scanners ist
eine Strahlablenkung des Sende- und Empfangsstrahls und damit
die sequentielle Vermessung des Sichtfelds, d.h. alle Bildpunkte
werden nacheinander vermessen. Eine beispielhaftes Scanmuster ist
in Abb. 2.11 illustriert. Eine Übersicht über verschiedene Strahla-
blenkungsprinzipien wird in Abschnitt 2.4 gegeben.
2.3.2.2.2. Schnappschussverfahren Die parallele Aufnahme al-
ler Bildpunkte innerhalb des Sichtfelds, die in dieser Arbeit als
Schnappschussverfahren bezeichnet wird, ist das Gegenstück zum
Scanverfahren. Dies ist in Abb. 2.12 Sowohl das Scan- als auch das
Schnappschussverfahren hat Vor- und Nachteile. Beide werden in
Abschnitt 4.7 genauer miteinander verglichen.
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Abb. 2.11.: Beispielhaftes zeilenförmiges Scanmuster innerhalb des Sicht-
felds eines Scanners.





Es gibt zahlreiche Möglichkeiten die Strahlablenkung eines Scanners
zu realisieren. In diesem Abschnitt soll ein Ausschnitt dieser Strahla-
blenkungsprinzipien diskutiert werden. Eine tiefergehende Betrach-
tung der zugrundeliegenden mechanischen Probleme, die hierbei
auftreten, geht über den Rahmen dieser Arbeit hinaus. Daher wird






Zur räumlichen Vermessung werden zwei Scanachsen benötigt. Ein
konkretes Systemkonzept kann daher grundsätzlich aus einer belie-
bigen Kombination zweier o.g. Strahlablenkungsprinzipien beste-
hen. Daraus wird die Vielfalt an denkbaren Systemkonzepten er-
sichtlich.
2.4.1. Unidirektionale Rotation
Der zentrale Vorteil eines Scanners auf Basis unidirektional rotie-
render Spiegel ist die Verknüpfung einer großen Empfangsapertur,
eines großen Winkelbereichs (bis zu 360°) und einer hohen Scan-
geschwindigkeit. Im industriellen Umfeld sind daher 2D-Scanner
mit rotierenden Polygonspiegeln sehr weit verbreitet. Ein Alleinstel-
lungsmerkmal unter den mechanischen Strahlablenkungsverfahren
ist zusätzlich das Entfallen von zeit- und energieintensiven Rich-
tungswechseln der Bewegung. Die technischen Probleme von Scan-
nern mit rotierenden Spiegeln sind nachfolgend aufgelistet:
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• Mit steigender Rotationsgeschwindigkeit steigen bei gleich-
bleibenden Anforderungen an die Positionsgenauigkeit die
Anforderungen an die Stabilität der Rotationsgeschwindig-
keit.
• Zur Schwingungsdämpfung und zum Schutz vor mechani-
schen Stößen sind Lager notwendig. Die kostengünstigste Va-
riante stellt dabei das Kugellager dar, welches jedoch ver-
schleißbehaftet ist. Dadurch haben die Lager nur eine begrenz-
te Lebensdauer. Die besten Lager nach dem aktuellen Stand
der Technik sind Luftlager und Magnetlager, die jedoch deut-
lich aufwändiger und kostenintensiver sind [75].
• Durch die Bauraumanforderungen des Rotationsspiegels ist es
schwierig, diese einachsige Strahlablenkung platzsparend mit
einer zweiten Scanachse zu einem 3D-Laserscanner zu erwei-
tern. Eine Kombination eines Rotations- und eines Kippspie-
gels zur einem 3D-Scanner wurde bspw. von der Firma SICK
patentiert [95].
2.4.2. Bidirektionale Rotation bzw. Schwingung
Hauptunterschied zur unidirektionalen Rotation ist das Vorhanden-
sein von Richtungswechseln bei der bidirektionalen Rotation. Aus
diesem Grund ist auch der Begriff „Schwingspiegel” gebräuchlich.
Bekanntestes Beispiel hierfür sind die konventionellen Galvanome-
terspiegel; mittlerweile haben aber auch scannende Mikrospiegel ei-
ne große Verbreitung erreicht. Bei allen Schwingspiegeln tritt auf-
grund der Elastizität des Trägermaterials eine dynamische Defor-
mation δdyn auf, die eine Begrenzung des maximalen Durchmessers
eines Schwingspiegels DSp bzw. der maximalen Scanfrequenz fscan
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darstellt. Im Fall einer sinusförmigen Schwingung hängt diese dy-





D5Sp · αscan · f 2scan
h2Sp
(2.59)
mit dem Spiegeldurchmesser DSp, der Spiegeldicke hSp, dem Scan-
bereich αscan und der Scanfrequenz fscan zusammen. Diese Glei-
chung zeigt deutlich, dass das Erhöhen der Spiegeldicke zur Kom-
pensation einer Vergrößerung des Spiegeldurchmessers nicht ska-
liert. Daher können Galvanometerspiegel mit größeren Spiegel-
durchmessern aufgrund ihrer Komplexität nur Nischenbereiche ab-
decken.
Ein naheliegender Ansatz zur Vergrößerung der erreichbaren
Empfangsapertur mithilfe der mechanisch deutlich robusteren scan-
nenden Mikrospiegel ist deren Anordnung in einem Array [111].
Dieser Ansatz wird in Abschnitt 4.8 mit alternativen Ansätzen ver-
glichen.
2.4.3. Translation
Translatorisch bewegliche Scanner, die in der Literatur auch unter
dem Begriff Agile Beam Steering (englisch Agile Strahlablenkung) be-
kannt sind, haben bislang keine große Bekanntheit im Bereich der
3D-Messtechnik erlangt. Größeres Interesse an der translatorisch
mechanischen Strahlablenkung wurde erst Anfang der Neunziger
Jahre des letzten Jahrhunderts geweckt [60], als die ersten hochquali-
tativen Mikrolinsenarrays hergestellt werden konnten. Der zugrun-
deliegende Ansatz ist es, Mikrolinsenarrays in einem 4f-Aufbau ein-
zusetzen, um eine große Winkelablenkung einer großen Apertur mit
möglichst kleiner Translation zu erreichen [51, 47]. Für den Fall einer
einachsigen Strahlablenkung können sogenannte Lentikularlinsenar-
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rays eingesetzt werden. Das Grundprinzip sowie eine mögliche Um-
setzung mit herstellbaren Mikrolinsenarrays ist in Abb. 2.13 gezeigt
und erläutert. Der Zusammenhang zwischen lateraler Verschiebung
s und Ablenkwinkel β ist durch folgende Gleichung gegeben
s = fml · tan (β) . (2.60)
Wird die laterale Verschiebung größer als der halbe Mikrolinsen-
durchmesser Dml, so überschreitet der Zwischenfokus den Rand der
Feldlinse und kann somit nicht mehr im Mikrolinsenkanal verblei-
ben. Daher berechnet sich der maximale Ablenkwinkel βmax dieses






≈ 26,5° . (2.61)
Aufgrund der notwendigen Richtungswechsel der Bewegung
sind zwar nicht so hohe Scanfrequenzen wie bei der unidirektiona-
len Rotation möglich; jedoch kann dieses Strahlablenkungsprinzip
bspw. in der langsamen Scanachse eines 3D-Scanners integriert wer-
den. Dazu kann das Translationsprinzip für die Strahlablenkung der
schnellen Scanachse mit einem der anderen Strahlablenkungsprinzi-
pien kombiniert werden. Durch den Einsatz von Transmissionsop-
tiken und durch den Bewegungsbereich kann das Translationsprin-
zip sehr platzsparend umgesetzt werden. Mit Tauchspulenantrieben
stehen günstige translatorische Antriebskonzepte zur Verfügung.
2.4.4. Elektronische Nachführung
Das Prinzip der elektronischen Nachführung ist in Abb. 4.4 skizziert.
Es wurde im Jahr 2003 von der Firma Denso patentiert [36], aller-
dings ist dieses Patent nicht mehr aktiv, so dass es frei zur all-







Abb. 2.13.: a) Prinzip der translatorisch mechanischen Strahlablenkung mit
Lentikularlinsenarrays im Fall des maximalen Ablenkwinkels
βmax. Die Randstrahlen eines kollimierten Einfallsstrahls im Be-
reich eines Linsendurchmessers Dml sind in rot bzw. in blau ge-
zeichnet. Das erste Linsenarray fokussiert den Einfallsstrahl in
die Feldebene im Abstand fml, in der sich das Feldlinsenarray
gleicher Brennweite fml befindet. Dieses bildet die zugehörige
Mikrolinse des ersten Mikrolinsenarrays auf die zugehörige Mi-
krolinse des dritten Mikrolinsenarrays ab, so dass ein „Mikrolin-
senkanal” entsteht, den der Einfallsstrahl im Idealfall nicht ver-
lassen kann. Die Linse des dritten Mikrolinsenarrays kollimiert
den abgelenkten divergenten Strahl. Eine laterale Verschiebung
des dritten Mikrolinsenarrays relativ zu den ersten beiden Ar-
rays verändert den Ablenkwinkel. Eingezeichnet ist die maxi-
male Verschiebung smax = Dml/2. In b) ist eine mögliche Umset-
zung mit einem doppelseitig strukturierten Linsenarray (DLA)
und einem einseitig strukturierten Linsenarray (LA) gezeigt.
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die Richtungsabhängigkeit der Empfangscharakteristik ohne me-
chanisch bewegliche Bauteile zu verändern. Dies geschieht dadurch,
dass zu jedem Zeitpunkt ein Teilbereich eines Detektorarrays durch
einen Multiplexer mit der eigentlichen Signalverarbeitung des Di-
stanzsensors verbunden wird. Dieser Teilbereich kann aus einem
oder mehreren Detektoren bestehen. Größter Vorteil ist die Unab-
hängigkeit von mechanisch beweglichen Komponenten im Emp-
fangszweig. Dadurch wird ein extrem schnelles Scannen großer
Empfangsaperturen in Empfangsrichtung möglich, welches ledig-
lich durch die Umschaltdauer des Multiplexers limitiert ist. Das
Prinzip der elektronischen Nachführung kann besonders vorteilhaft
mit einem mikrospiegelbasierten Scanner im Sendezweig kombi-
niert werden, welcher seine Kompaktheit und die hohen Scanfre-
quenzen gerade im Sendezweig ausspielen kann.
2.5. Mikromechanische Schwingspiegel
In diesem Abschnitt werden die zwei Antriebsprinzipien mikrome-
chanischer Schwingspiegel (kurz Mikrospiegel), die für diese Arbeit re-
levant sind, kurz beschrieben. Ein weiterführender Überblick, der
bspw. auch piezoelektrische und thermomechanische Antriebe be-
handelt, ist in [114] zu finden. Weiterhin findet eine Beschränkung
auf Torsionsaktoren statt.
2.5.1. Elektrostatisch angetriebene Mikrospiegel
Das am weitesten verbreitete Antriebsprinzip mikromechanischer






Abb. 2.14.: Schematische Darstellung eines elektrostatisch angetriebenen
Mikrospiegels in der Aufsicht (links) bzw. im Querschnitt
(rechts).
man sich zwei Leiter im Abstand x, einem Potentialunterschied U
und der Kapazität C vor, so ziehen sich beide Leiter mit der Kraft







an. Diese Kraft kann ausgenutzt werden, um einen Torsionsaktor,
wie in Abb. 2.14 dargestellt, zu seiner Ruhelage hin zu beschleu-
nigen. Der hier dargestellte Aufbau kann zwar nur für resonante
Anregung eingesetzt werden, jedoch wurden mittlerweile auch qua-
sistatisch ansteuerbare Mikrospiegel auf Basis dieses Antriebsprin-
zips realisiert [65, 63]. Einer der größten Vorteile elektrostatisch an-
getriebener Mikrospiegel sind die großen Auslenkwinkel, die sich
mit ihnen erreichen lassen [115]. Ein Nachteil sind jedoch die erfor-
derlichen höheren Spannungen, die zusammen mit dem indirekten
Anschwingverhalten die Komplexität der Ansteuerung im Vergleich
zu elektromagnetisch angetriebenen Mikrospiegeln erhöhen.
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Abb. 2.15.: Schematische Darstellung eines elektromagnetisch angetriebe-
nen Mikrospiegels in der Aufsicht (links) bzw. im Querschnitt
(rechts).
2.5.2. Elektromagnetisch angetriebene Mikrospiegel
Alternativ ist es möglich einen Mikrospiegel mit der Lorentzkraft ~FL
aus seiner Ruheposition auszulenken. Wie in Abb. 2.15 dargestellt
wird dazu in der Regel ein externes, statisches Magnetfeld der ma-
gnetischen Flussdichte ~B angelegt und ein Strom I in die elektrische
Leiterbahn auf der Spiegeloberfläche eingeprägt. Die auf die Leiter-
bahn wirkende Kraft ist
~FL = I ·~l × ~B . (2.63)
Vorteil dieses Antriebsprinzips ist, dass sowohl statische als auch
resonante Auslenkungen bereits ohne Modifikationen möglich sind.
Weiterhin ist die Ansteuerung unkompliziert, da auf hohe Spannun-
gen verzichtet werden kann. Ein Nachteil ist die Größe des Perma-
nentmagnets und die im Vergleich zum elektrostatischen Antrieb et-
was geringeren Auslenkwinkel.
2.6. Fourier-Optik
Die Fourier-Optik ist ein Werkzeug zur Analyse optischer Systeme
unter Berücksichtigung der Welleneigenschaften des Lichts. Die hier
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vorgestellten Definitionen und Grundlagen kommen in den Berech-
nungen in Kapitel 6 zum Einsatz.
2.6.1. Die zweidimensionale räumliche Fourier-Transformation
Die zweidimensionale räumliche Fourier-Transformation F{g} ei-
ner komplexwertigen Funktion g zweier unabhängiger Variablen x




g(x, y) · e−j2pi( fX x+ fYy)dxdy . (2.64)
Diese TransformationF {g} ist eine komplexwertige Funktion zwei-
er Variablen fX und fY, welche im Folgenden als Raumfrequen-
zen bezeichnet werden. Analog dazu wird die inverse Fourier-





G ( fX , fY) · e−j2pi( fX x+ fYy)d fXd fY . (2.65)
2.6.2. Beugung im Fernfeld
Nach Maxwells Entdeckung, dass Licht eine elektromagnetische
Welle ist, brachte Kirchhoff mit seinem sogenannten Helmholtz-
Kirchhoff-Integraltheorem das Prinzip der Huygensschen Elemen-
tarwellen [39] mit der aus den Maxwell-Gleichungen ableitbaren
Helmholtz-Gleichung in Zusammenhang [67]. Wenn die Sommerfeld-
sche Strahlungsbedingung erfüllt ist, so kann daraus die sogenann-
te Fresnel-Kirchhoffsche Beugungsgleichung abgeleitet werden [40, 50].
Für die Fresnel-Kirchhoffsche Beugungsgleichung gibt es zum einen
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die Fresnel-Näherung im Nahfeld und die Fraunhofer-Näherung im
Fernfeld.
2.6.2.1. Fraunhofer-Näherung im Fernfeld
Im Folgenden wird eine beugende Apertur in der Ebene (x, y) mit
einer komplexen Feldverteilung E (x, y) in der dazu parallelen Fern-
feldebene (x˜, y˜) im Abstand z0 betrachtet. Die Raumfrequenzen fX
und fY seien folgendermaßen definiert.
fX =
x˜
λ · n · z0 , fY =
y˜
λ · n · z0 (2.66)
Die Fraunhofer-Näherung der Fresnel-Kirchhoffschen Beugungs-
gleichung im Fernfeld [40]
EF ( fX , fY) = A˜ (x˜, y˜)
∞¨
−∞
E (x, y) · exp {−j2pi ( fXx + fYy)}dxdy
(2.67)
entspricht mit der Wellenzahl k0 = 2pi/λ bis auf den Vorfaktor
A˜ (x˜, y˜) =
n
jλz0







der zweidimensionalen räumlichen Fourier-Transformierten der
komplexen Feldverteilung E (x, y)
EF ( fX , fY) = A˜ (x˜, y˜) · F {E (x, y)} . (2.69)
2.6.2.2. Fourier-transformierende Eigenschaft einer Linse
Nun wird das Fernfeld mittels einer konvexen, dünnen Linse in die
hintere Brennebene (xˆ, yˆ) im Abstand z0 = f zur Linse verschoben,
wobei davon ausgegangen wird, dass die Brennebene sich im Medi-
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Abb. 2.16.: Eingangsfeld EL (x, y) unmittelbar vor einer konvexen, dünnen
Linse. Das Feld in der Brennebene der Linse wird mit E f (xˆ, yˆ)
bezeichnet.
um Luft befindet (n ≈ 1). Dadurch wird der Zusammenhang zwi-




λ · f , fY =
yˆ
λ · f . (2.70)
Das komplexe Eingangsfeld EL (x, y) sei, wie in Abb. 2.16 skizziert,
unmittelbar vor der Linse positioniert.
Das Fraunhofer Beugungsbild E f (xˆ, yˆ) des Eingangsfeldes kann
mit folgender Gleichung berechnet werden [50]:
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· F {EL (x, y)} (2.73)
50
3. Stand der Technik
3.1. Vergleich optischer Distanzsensoren
3.1.1. Definition von Gütefaktoren für Distanzsensoren
3.1.1.1. Allgemeiner Gütefaktor
Die Messungenauigkeit eines 3D-Sensors ist stark von Parametern
wie Messdauer, Sichtfeld, etc. abhängig. Aus diesem Grund kön-
nen 3D-Sensoren anhand dieses Parameters nicht direkt miteinan-
der verglichen werden. Daher ist die Definition eines allgemeinen Gü-
tefaktors Qa für 3D-Distanzsensoren notwendig, um die Vergleich-
barkeit unterschiedlicher 3D-Sensoren zu ermöglichen. Besl hat 1988
solch einen Gütefaktor eingeführt und eine Vielzahl unterschied-
licher 3D-Sensoren anhand dieses Gütefaktors miteinander vergli-
chen [23]. Der Gütefaktor von Besl QBesl setzt sich aus der Messdau-
er eines Pixels TPx = 1/ fPx, dem vom Sensor erfassten Messvolu-






Lx · Ly · Lz
σx · σy · σz
)1/3
(3.1)
zusammen. Für die meisten 3D-Sensoren gilt die Vereinfachung,
dass die Messunsicherheit in Blickrichtung des Sensors σr die late-
rale Messunsicherheit übertrifft. In diesem Fall kann der Gütefaktor
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wobei Lr dem Messbereich in Blickrichtung des Sensors entspricht.
Im Sinne der Unabhängigkeit von der konkreten Anwendung ist
es wichtig, dass ein Sensor mit einem größeren Blickwinkel (αh, αv)
genau so performant wie ein Sensor mit besserer Winkelauflösung
(δh, δv), aber gleicher lateraler Auflösung (rh, rv), bewertet wird.
Dies wird durch die Definition der horizontalen bzw. vertikalen
Auflösung (Einheit Pixel) rh = αh/δh bzw. rv = αv/δv gewährleis-
tet.
Ein Problem der Definition von Besl liegt in der deutlich kürzeren
Pixeldauer sequentiell messender Sensoren TPx,seq im Vergleich zur




rh · rv =
TPx,par
rh · rv . (3.3)
Dadurch werden Scanner im Vergleich zu Schnappschusssensoren
begünstigt. Um dies zu vermeiden wird in dieser Arbeit anstelle der
Pixeldauer TPx der Term TFr/rh·rv verwendet.
Der Gütefaktor QBesl ist vollständig unabhängig von der Anwen-
dung. Um jedoch verschiedene Gruppen von Sensoren besser von-
einander abgrenzen zu können ist es sinnvoll den hier verwendeten
allgemeinen Gütefaktor Qa in Abhängigkeit der Messdistanz d aus-










Durch die Distanzabhängigkeit wird ein direkter Vergleich von
Sensoren für den Nahbereich mit Sensoren für den Fernbereich ver-
mieden. Anstelle der Messungenauigkeit σr wird in der Definition
von Qa die Wiederholungenauigkeit σ verwendet.
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Wie bereits in [23] erwähnt kann dieser allgemeine Gütefak-
tor nicht als hinreichendes Bewertungskriterium für verschiedene
Messprinzipien herangezogen werden. Vielmehr soll er bisherige
technische Entwicklungen vergleichbar machen. Dadurch können
nur Tendenzen der Performanz verschiedener 3D-Messmethoden in
unterschiedlichen Distanzbereichen abgeleitet werden. Um eine be-
lastbare Aussage über die Systemperformanz von 3D-Sensoren ma-
chen zu können, müsste man diese bei gleicher Umgebungshellig-
keit, an identischen Messobjekten charakterisieren. Weitere wichti-
ge Faktoren wie bspw. der Energieverbrauch oder die Systemkosten
müssten zusätzlich in einem belastbaren Gütefaktor berücksichtigt
werden. Um eine Vergleichbarkeit zwischen aktiven und passiven
3D-Messmethoden zu gewährleisten, wird in dieser Arbeit darauf
verzichtet, den Leistungsverbrauch im Gütefaktor zu berücksichti-
gen.
3.1.1.2. Kostenmäßiger Gütefaktor
Um die allgemeine Performanz eines Distanzsensors Qa in Relation
zu seinen Kosten C bewerten zu können, wird in dieser Arbeit ein





3.1.2. Vergleich von Distanzsensoren aus Forschung und
Industrie
Anhand des in Abschnitt 3.1.1.1 definierten allgemeinen Gütefak-
tors Qa werden in diesem Abschnitt ausgewählte, am Markt verfüg-
bare Distanzsensoren miteinander verglichen. Mithilfe dieser Ana-
lyse werden vier Distanzbereiche, in denen typischerweise ein be-
stimmtes Messprinzip den höchsten Gütefaktor erreicht, identifi-
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ziert. Weiterhin werden typische Anwendungen dieser Distanzbe-
reiche diskutiert.
Die Auswahl der verglichenen Distanzsensoren stellt einen Aus-
zug typischer, am Markt verbreiteter Produkte, sowie aktueller For-
schungsprojekte, dar. Das Ergebnis des Vergleichs ist in Abb. 3.1
zusammenfassend dargestellt. Die verwendeten Spezifikationswer-
te sind in Tab. 3.1 bis 3.4 wiedergegeben.
Bei allen Sensoren wurde jeweils die höchstmögliche Framerate
bzw. Scanrate gewählt. Zielsetzung dieses Vergleichs ist es nicht,
bestimmte Produkte positiv im Vergleich zu anderen darzustellen,
sondern vielmehr die typische Performanz verschiedener Messver-
fahren in unterschiedlichen Distanzbereichen zu visualisieren. Um
einen fairen Produktvergleich zu ermöglichen, müssten insbeson-
dere die Kosten berücksichtigt werden. Da die Kosten jedoch stark
schwanken und von äußeren Rahmenbedingungen und strategi-
schen Entscheidungen beeinflusst werden, ist ein Kostenvergleich
in diesem Zusammenhang nicht sinnvoll.
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Abb. 3.1.: Vergleich ausgewählter Distanzsensoren anhand des in Glei-
chung (3.4) definierten allgemeinen Gütefaktors Qa in Abhän-
gigkeit des Messabstands. Die verschiedenen Messverfahren sind
folgendermaßen gekennzeichnet: 2D-Laserscanner basierend auf
Laufzeitmessung ( ), 3D-Laserscanner basierend auf Laufzeit-
messung ( ), 1D-Distanzsensoren basierend auf Laufzeitmessung
( ), 3D-Kameras basierend auf Laufzeitmessung im Schnapp-
schussverfahren ( ) und 1D-, 2D- bzw. 3D-Distanzsensoren basie-
rend auf dem Triangulationsprinzip ( ).
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Tab. 3.1.: Spezifikationswerte der Sensoren in Abb. 3.1 verglichenen Di-
stanzsensoren im Nächstbereich.
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Tab. 3.2.: Spezifikationswerte der Sensoren in Abb. 3.1 verglichenen Di-
stanzsensoren im Nahbereich.
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Tab. 3.3.: Spezifikationswerte der Sensoren in Abb. 3.1 verglichenen Di-
stanzsensoren im mittleren Bereich.
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Tab. 3.4.: Spezifikationswerte der Sensoren in Abb. 3.1 verglichenen Di-
stanzsensoren im Fernbereich.
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Eine mögliche Aufteilung in verschiedene Distanzbereiche, in de-
nen jeweils ein Messverfahren den höchsten Gütefaktor aufweist, ist
in Abb. 3.2 dargestellt. Im Folgenden werden diese vier Distanzbe-
reiche näher erläutert.
Nächstbereich (d = 0 . . . 1 m):
Im Nächstbereich kann der höchste Gütefaktor mit dem Triangu-
lationsprinzip erreicht werden. Die gemessenen Winkel wachsen
bei gleichbleibender Winkelauflösung umgekehrt proportional zur
Messdistanz an. Daraus folgt, dass die beste Signalqualität bei klei-
nen Messdistanzen erreicht werden kann. Vor allem im industriellen
Umfeld sind 1D- und 2D-Triangulationssensoren stark verbreitet.
Sie werden üblicherweise für Objektinspektion bzw. -identifikation,
Toleranzanalyse, Qualitätssicherung, Positionierung von Maschi-
nen, etc. eingesetzt. Besonders die weitgehende Unabhängigkeit von
den verwendeten Oberflächenmaterialien macht diese Technik für
industrielle Anwendungen interessant. Hochpräzise Profilvermes-
sungen mit bis zu Nanometergenauigkeit werden häufig mithilfe
der chromatisch konfokalen Abstandsmessung durchgeführt, die erst-
mals von Molesini et al. gezeigt wurde [83]. Diese Methode hat ihre
Stärken vor allem in der Vermessung von Oberflächenprofilen von
Gläsern sowie deren Schichtdickenmessung [81].
3D Triangulationssensoren im Nächstbereich wurden zwar in der
Forschung untersucht [42], konnten jedoch bisher keine große Ver-
breitung am Markt erreichen. Neuartige triangulationsbasierte An-
sätze wie bspw. Leap Motion zielen vor allem auf Gestenerkennung
und -steuerung ab [59].
Nahbereich (d = 0,5 . . . 4 m):
Triangulationssensoren, die bis vor kurzem auch den Nahbereich
dominiert haben, wurden in den letzten Jahren mehr und mehr von
Lichtlaufzeitsensoren zurückgedrängt. Ein eindrucksvolles Beispiel
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Abb. 3.2.: Aufteilung der in Abb. 3.1 dargestellten Distanzsensoren in unter-
schiedliche Distanzbereiche, in denen jeweils ein Messverfahren
die höchsten Gütefaktoren erreicht. Die Legende ist in Abb. 3.1
dargestellt. Es ist deutlich erkennbar, dass die Gütefaktoren im
nahen bis mittleren Distanzbereich eine Größenordnung niedri-
ger als diejenigen in den anderen Distanzbereichen sind. Einer
der Gründe ist, dass die zurückgestreute Lichtleistung quadra-
tisch mit der Messdistanz abnimmt, jedoch nur linear mit der
Empfangsapertur ansteigt. Die dadurch entstehende Problematik
der Kombination aus schnellen Scanverfahren und großer Emp-
fangsapertur ist eines der zentralen Themen im nahen bis mitt-
leren Distanzbereich. Die Systeme mit hohen Gütefaktoren im
Fernbereich haben die Kombination aus großer Empfangsapertur
und schnellem Scanverfahren durch erhöhte Systemkomplexität
erkauft. Daher ist das Kernthema dieser Arbeit eine kostengünsti-
ge Kombination aus großer Empfangsapertur und schnellen Scan-
verfahren.
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hierfür stellt die Kinect der Firma Microsoft dar. Die erste Generati-
on dieses 3D-Sensors (Kinect für XBox 360) basierte noch auf einem
Triangulationsverfahren, welches in der Literatur oft structured light
bezeichnet wird, siehe [120]. Die zweite Generation (Kinect für XBox
One) setzt auf ein Lichtlaufzeitverfahren, siehe [17, 96]. Hauptein-
satzzweck der Kinect ist Gesten- und Mimikerkennung für Unter-
haltungsanwendungen im Heimbereich.
Der Grund für den Erfolg von Lichtlaufzeitsensoren liegt vor al-
lem an der konsequenten Reduktion der Herstellungskosten array-
basierter Photomischdetektoren (PMD). Dies wurde durch die Ent-
wicklung von Demodulations-Pixeln auf CMOS-Basis (complementa-
ry metal oxide semiconductor) ermöglicht [25], welche die Herstellung
in der aufwändigeren CCD-Technologie (charge-coupled device) ablös-
te [117, 72, 24]. Diese oft auch als PMD-Kameras oder ToF-Kameras
bezeichneten 3D-Sensoren erreichen aufgrund der parallelen Mes-
sung einer großen Anzahl von Pixeln besonders hohe Gütefaktoren
[54]. Triangulationsbasierte Sensoren haben bereits eine technologi-
sche Reife erlangt, die an die physikalischen Grenzen des Messprin-
zips stößt, siehe Abschnitt 2.3.1. Dies ist bei der Weglängenmessung,
deren Messungenauigkeit nach Abschnitt 2.3.2 von anderen Para-
metern abhängt, noch nicht der Fall.
Ähnlich wie im Nächstbereich ist der Nahbereich von einer Viel-
zahl an Anwendungsfeldern geprägt, die hier nur auszugsweise
wiedergegeben werden können. Neben dem Konsumentensegment
werden PMD-Kameras in zunehmendem Maße in der Robotik, in
der Automatisierungstechnik oder bspw. für Gestensteuerung im
Fahrzeug eingesetzt.
Trotz des übergeordneten Trends hin zu PMD-Kameras verschie-
denster Art, existieren auch scannerbasierte Ansätze, die sich vor
allem die Möglichkeiten von scannenden MEMS Mikrospiegeln zu-
nutze machen. Erste scannende Mikrospiegel wurden bereits 1980
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realisiert [98]. Nach zwei Jahrzehnten Weiterentwicklung und Op-
timierung erreichten scannende Mikrospiegel eine bemerkenswer-
te technologische Reife [115]. Insbesondere die Schockfestigkeit [45]
sowie die kommerzielle Verfügbarkeit scannender Mikrospiegel er-
öffneten neue Möglichkeiten in der Sensorik. Im Jahr 2001 wurde
von Amann et al. vorgeschlagen, 3D-Scanner auf Basis von scan-
nenden Mikrospiegeln zu bauen [15]. Erste Distanzsensoren setz-
ten lediglich einen einzelnen Mikrospiegel als Sende- und Emp-
fangsapertur ein [122, 143]. Um die Empfangsapertur zu vergrößern,
wurden später mehrere synchron schwingende Mikrospiegel in ei-
nem Array angeordnet [111]. Eine Weiterentwicklung dieses An-
satzes wurde innerhalb des europäischen Verbundprojektes TACO
(Three-dimensional Adaptive Camera with Object Detection and Foveati-
on) realisiert [132, 113]. Dieser Ansatz wird in Abschnitt 4.8 näher
untersucht. Unter dem Gesichtspunkt aktueller Forschungsaktivitä-
ten und Entwicklungsfortschritte [112, 110] ist davon auszugehen,
dass in den nächsten Jahren weitere technologische Verbesserungen
im Bereich der scannenden Mikrospiegel folgen werden.
Das klassische stereoskopische Messverfahren wird aufgrund sei-
ner Einfachheit nach wie vor nicht nur im Nahbereich eingesetzt.
Wesentlicher Nachteil dieses Verfahrens ist jedoch das Korrespon-
denzproblem - die Zuordnung gleicher Bereiche in zwei aus unter-
schiedlicher Perspektive aufgenommener Bilder [92]. Die Ersetzung
einer der beiden Kameras durch eine Lichtquelle bzw. einen Pro-
jektor – das sogenannte Lichtschnittverfahren – bietet eine Lösung
für das Korrespondenzproblem. Ein 3D-Vermessungssystem auf Ba-
sis dieses Verfahrens sowie eines scannenden Mikrospiegels wurde
2012 von Wakayama et al. gezeigt [139].
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Mittlerer Bereich (d = 3 . . . 30 m):
Im mittleren Distanzbereich werden häufig scannende Lichtlauf-
zeitsensoren eingesetzt. Konventionelle Sensoren bauen auf rotie-
renden Polygonspiegeln auf, bspw. SICK LMS511. In diesem Di-
stanzbereich konnten auf Photomischdetektoren basierende PMD-
Kameras bisher nicht Fuß fassen, da ihre maximale Messdistanz
bei günstigen Umgebungslichtbedingungen etwa bei 10 m liegt. Mit
Scannern hingegen können aus mehreren Gründen größere Entfer-
nungen gemessen werden. Eine Möglichkeit der Vergrößerung der
Reichweite von Scannern ist die Reduzierung der Pixelrate. Wäh-
rend die Pixelrate der zweiten Generation der Kinect von Microsoft
bis zu 6,5 MPix/s beträgt, liegt die Pixelrate des SICK LMS511 bei
maximal 114 kPix/s. Durch eine Reduzierung der Messgeschwin-
digkeit wird jedoch auch der Gütefaktor reduziert, siehe Abb. 3.2.
Eine andere Methode ist die Parallelisierung der Messung, die bspw.
beim Velodyne HDL-64E S2 zum Einsatz kommt. Dieses System be-
treibt 64 Laser sowie 64 Detektoren parallel [118]. Nachteil die-
ser Methode ist eine deutlich erhöhte Systemkomplexität. Weiterhin
lässt sich durch eine schmalbandige Filterung der Laserwellenlänge,
die in vielen Fällen bei Scannern einfacher zu integrieren ist, eine ef-
fiziente Fremdlichtunterdrückung erreichen. Nicht zuletzt erzeugt
eine gezielte Beleuchtung des Messobjekts durch einen kollimierten
scannenden Laserstrahl ein Empfangssignal mit höherer Empfangs-
leistung und damit ein höheres Signal-zu-Rausch Verhältnis im Ver-
gleich zu Schnappschuss-Sensoren.
3D-Distanzsensoren auf Basis scannender MEMS Mikrospiegel
werden in aktuellen Forschungsprojekten, wie bspw. dem europäi-
schen Verbundprojekt MiniFaros [44], untersucht. Ziel dieses Pro-
jekts ist es, einen kostengünstigen Weitwinkel-Sicherheitsscanner
für Kleinfahrzeuge zu entwickeln, der lediglich einen scannenden
MEMS Mikrospiegel als Strahlablenkungselement [57, 55, 58], so-
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wie eine omnidirektionale Linse [10], beinhaltet. Eine alternative
Möglichkeit zur Vergrößerung der Empfangsapertur eines auf scan-
nenden MEMS Mikrospiegeln aufbauenden 3D-Distanzsensors ist
der Einsatz eines getaperten Glasfaserbündels. Dieser Ansatz wur-
de vom Army Research Laboratory (ARL) experimentell untersucht
[125, 124, 84] und von der Firma Spectrolab zu einem Produkt wei-
terentwickelt. Der resultierende SpectroScan 3D MLS 201 ist das ers-
te Produkt in diesem Segment [130]. Eine Besonderheit dieses Sys-
tems ist der Verzicht auf einen Time-to-Digital-Converter (TDC), das
Kernstück pulslaufzeitbasierter Distanzsensoren. Dies wird durch
die Verwendung eines sehr schnellen 8 bit Analog-Digital-Wandlers
mit einer Abtastrate von 1,5 GS/s ermöglicht. Obwohl diese Bautei-
le momentan noch teuer sind, ist bekannt, dass die Stückzahlen von
von schnellen Analog-Digital-Wandlern die Stückzahlen von TDCs
aufgrund der vielfältigen Anwendungsmöglichkeiten weit überstei-
gen. Daher ist davon auszugehen, dass dieser Ansatz in absehbarer
Zukunft deutlich günstiger als der klassische Ansatz sein wird. Al-
lerdings ist die resultierende Distanzauflösung durch die Abtastrate
in diesem Fall auf 10 cm begrenzt.
Schnappschusssensoren, die auf dem Prinzip der Pulslaufzeit auf-
bauen, sind ebenfalls Gegenstand intensiver Forschung und Ent-
wicklung. Erste Vorarbeiten fanden bereits Anfang der 90er Jahre
statt [70]. 1997 zeigte Myllylä et al. eine erste Implementierung ei-
ner 3× 3 Detektor- und TDC-Matrix [86]. Dieser Ansatz wurde in
den darauffolgenden Jahren weiterentwickelt, so dass Messdistan-
zen bis in den Fernbereich hinein möglich wurden [11]. Die Entwick-
lungsrichtung hin zu großen Messdistanzen machte Wellenlängen
um 1550 nm erforderlich. Die dafür erforderlichen Detektormateria-
lien, bspw. InGaAs, sind jedoch deutlich teurer als siliziumbasier-
te Detektoren im Wellenlängenbereich unter 1100 nm. Daher spie-
len diese Distanzsensoren für typische Anwendungen im mittleren
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Distanzbereich keine große Rolle. Ein relativ junges Schnappschuss-
verfahren ist die sogenannte Multiple Double Short Time Integration
(MDSI) [80, 79]. Der größte Vorteil dieses Verfahrens liegt in der Un-
terdrückung von Umgebungslicht. Eine erste MDSI-Kamera wurde
von König et al. präsentiert [35, 68]. Die Firma odos imaging hat mit
dem real.iZ-1K vision system ein erstes Produkt, das auf dieser Tech-
nik basiert, auf den Markt gebracht.
Neben den bereits erwähnten Sicherheitsscannern [9] sind wei-
tere wichtige Anwendungsfelder im mittleren Distanzbereich Hin-
derniserkennung, Umgebungserfassung für selbstfahrende Autos
[73], Fahrerassistenzsysteme, Navigation bzw. Navigationsunter-
stützung, etc. Auf das Anwendungsfeld der mobilen Robotik wird
in Abschnitt 3.2 näher eingegangen.
Fernbereich (d > 30 m):
Aktuelle Distanzsensoren im Fernbereich setzen ausschließlich auf
Lichtlaufzeitverfahren. Eine der häufigsten Anwendungen, das so-
genannte Airborne LiDAR, ist die Vermessung der Atmosphäre oder
der Struktur der Erdoberfläche von einem Flugzeug oder Helikopter
aus, wobei die absolute Position des Sensors, bspw. durch GPS (Glo-
bal positioning system), erfasst wird. Die Positionsdaten werden ge-
nutzt, um eine globale Darstellung der Messdaten erreichen zu kön-
nen. Bereits 1964 wurden erste Flugmissionen mit Distanzsensoren
durchgeführt [102]. Die Distanzgenauigkeit dieser Sensoren wurde
in den darauffolgenden Jahrzehnten derart verbessert, dass mittler-
weile der Zustand der Blätter in Waldgebieten sowie viele andere
Details zur Vegetation auf der Erdoberfläche messtechnisch erfasst
werden können [43]. Um höhere Gütefaktoren zu erreichen, werden
seit Kurzem die konventionellen Galvanometer-Scanspiegel durch
akustooptische Deflektoren ersetzt [31]. Diese Methode erhöht die
mechanische Robustheit des Scanners und ermöglicht das Auftei-
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len eines Sendestrahls in mehrere unabhängige Sendestrahlen. Um
diese Aufteilung auch empfangsseitig nutzen zu können, wird ein
2D-Detektorarray eingesetzt.
Beim terrestrischen Laserscanning ist der Distanzsensor während
der Messung statisch fixiert. Anwendungen findet diese Methode
bspw. in der Architektur oder in der schnellen Erfassung von Ka-
tastrophenszenarien. Da ein großer Winkelbereich bei terrestrischen
Laserscannern von großer Bedeutung ist, werden ausschließlich me-
chanisch bewegliche Bauteile wie z.B. rotierende oder schwingen-
de Spiegel eingesetzt. Terrestrische Laserscanner haben Framezei-
ten von TFr = 20 s bis zu mehr als TFr = 60 min und sind daher auf
statische Szenen angewiesen. Ein weiterer Nachteil sind hohe Sys-
temkosten. Für Anwendungen, bei denen höhere Frameraten erfor-
derlich sind, bspw. Raumfahrt oder automatische Betankungssyste-
me von Flugzeugen, wird wie bereits oben erwähnt eine Paralleli-
sierung von Einzelmessungen angestrebt. Eine von vielen Möglich-
keiten, dies bei einem terrestrischen Laserscanner zu erreichen, ist
eine Aufweitung des Strahls in einer Achse und die gleichzeitige Er-
fassung mehrerer Pixel mit einem Liniendetektorarray [28].
Scanner erreichen nach wie vor die höchsten Gütefaktoren im
Fernbereich. Aktuelle Entwicklungen im Bereich der Geigermode-
Lawinenphotodioden (oder Geigermode-APD), die auch unter der Be-
zeichnung SPAD (engl. single photon avalanche diode) bekannt sind,
erreichen jedoch vielversprechende Ergebnisse. Die Wurzeln dieser
Technik reichen bis auf die erste Beschreibung des Elektronenzähl-
rohrs von Geiger und Müller im Jahr 1913 zurück [46]. Renker und
Lorenz geben einen guten Überblick über die Geschichte, die Ei-
genschaften und die Probleme von Geigermode-APDs [103, 104].
Die Möglichkeit, präzise Lichtlaufzeitmessungen mit Geigermode-
APDs durchzuführen, ist bereits früh erkannt und erforscht worden
[29]. Die Erforschung und Verbesserung wurde jedoch erst kürzlich,
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mit der Möglichkeit Geigermode-APDs in CMOS-Technologie zu
fertigen, intensiviert [107]. Typische 3D-Scanner setzen eine einzelne
Geigermode-APD und zwei Galvanometer-Scanspiegel zur Strahla-
blenkung ein [76, 93]. Weiterentwicklungen dieser Systeme ermög-
lichen Messungen bis in den Kilometer-Bereich hinein [78, 77].
Um höhere Gütefaktoren mithilfe von Geigermode-APDs zu er-
reichen, wird wieder die Methode der Parallelisierung von Einzel-
messungen eingesetzt. Es gibt mindestens zwei Ansätze für den
Aufbau eines SPAD-Arrays:
• Abbildend: Jede APD wird einzeln mit der darauffolgenden
Schaltung verbunden,
• Nicht-abbildend: Gruppen von APDs werden über eine Paral-
lelschaltung zusammengefasst.
Im Falle eines abbildenden SPAD-Arrays ist es möglich, auf mecha-
nisch bewegliche Bauteile zu verzichten [87]. Dieser Ansatz wird
häufig auch als Flash-LiDAR bezeichnet. Erste Flash-LiDAR Produk-
te bieten bspw. die Firmen Spectrolab und Advanced Scientific Concepts
(ASC) an [126].
Scanner werden, vor allem wegen der besseren Fremdlichtun-
empfindlichkeit, auch in Zukunft eine wichtige Rolle im Fernbereich
spielen. Ein aktueller 3D-Scanner basierend auf SPAD-Array mit ro-
tierendem Polygonspiegel wurde von Niclass et al. vorgestellt [89].
3.2. 3D-Sensorik in der mobilen Robotik
Mobile Robotik ist ein schnell wachsender Markt, der durch eine
Vielzahl von Anwendungen geprägt ist. Ein Überblick über auto-
nome mobile Roboter ist in [121] wiedergegeben. Die Anwendun-
gen reichen vom Transport einfacher Gegenstände im industriellen
Umfeld bis hin zu Robotern, die Aufgaben in der unmittelbaren
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Nähe von Menschen erledigen oder sogar mit diesen interagieren.
Zuverlässige, schnelle und präzise 3D-Sensoren sind eine der wich-
tigsten Voraussetzungen für derart komplexe Aufgabenstellungen.
Anwendungen wie Hinderniserkennung und -vermeidung (engl.
obstacle recognition and avoidance) oder lokale Pfadplanung (engl. lo-
cal path-planning) können mit Sensoren aus dem Nahbereich in die
Realität umgesetzt werden. Roboternavigation (engl. robot navigati-
on) bzw. Konturnavigation sind Anwendungen, für die im Idealfall
3D-Sensoren mit einer Reichweite bis tief in den mittleren Distanz-
bereich hinein eingesetzt werden [141]. Eine der am häufigsten in
der Forschung untersuchten Anwendungen ist das sogenannte si-
multaneous localization and mapping (SLAM) [33, 16]. Zielsetzung die-
ser Anwendung ist die Erkundung und Kartierung einer unbekann-
ten Umgebung durch einen mobilen Roboter.
3.2.1. Allgemeine Anforderungen an Distanzsensoren
Es gibt keinen 3D-Sensor, der in allen der folgenden Bereiche Stär-
ken aufweist:
• Große Empfangsapertur (hohe Reichweite)
• Hohe Framerate
• Geringe Messungenauigkeit




• Gute mechanische Stabilität
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• Energieeffizienz
• Geringer Bauraum
Dies ist selbst theoretisch nicht möglich, da bspw. eine große Emp-
fangsapertur eine gewisse Baugröße des Sensors voraussetzt. Ein
naheliegender Ansatz ist es daher, mobile Roboter mit unterschied-
lichen Distanzsensoren auszustatten, deren Stärken sich gegenseitig
ergänzen. In vielen Fällen sind einige der aufgelisteten Bereiche je-
doch nicht von großer Bedeutung. Deshalb kann ein 3D-Sensor, trotz
seiner Schwächen in für die Anwendung unwichtigen Bereichen, ei-
ne hervorragende Lösung sein, wenn er Stärken in den für die An-
wendung wichtigen Bereichen aufweist. Aus diesem Grund müs-
sen die wichtigsten Anforderungen im Bereich der mobilen Robotik
identifiziert werden, bevor eine Eignung konkreter Distanzsensoren
beurteilt werden kann. Dies geschieht im nächsten Abschnitt.
3.2.2. Anforderungen an Distanzsensoren in der mobilen
Robotik
Da eine große Bandbreite von Anwendungen in der mobilen Robo-
tik existiert, kann keine allgemein gültige Gewichtung der Anforde-
rungen gefunden werden. Bspw. gibt es mobile Roboter, die sich auf
unebenem Terrain fortbewegen und folglich 3D-Sensoren mit hoher
Schockfestigkeit benötigen. Andere mobile Roboter wiederum be-
wegen sich auf ebenem Boden innerhalb von Gebäuden und können
auf eine hohe Schockfestigkeit verzichten. Ein beispielhaftes System
ist in Abb. 3.3 dargestellt. Die folgende Auflistung ist für derartige
mobile Roboter ausgelegt. Sie ist nach Wichtigkeit sortiert, erhebt
allerdings keinen Anspruch auf allgemeine Gültigkeit:
1. Niedrige Kosten
2. Große Empfangsapertur (hohe Reichweite)
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Abb. 3.3.: Mobiler Roboter youBot der Firma KUKA mit 2D-Laserscanner







8. Hohe laterale Auflösung
9. Geringer Bauraum
10. Gute mechanische Stabilität
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In diesem Abschnitt werden nur die Probleme innerhalb des mittle-
ren Distanzbereichs besprochen, da die langfristige Zielsetzung des
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innerhalb dieser Arbeit entworfenen 3D-Scanners eine zuverlässi-
ge 3D-Messung in diesem Bereich ist. 1D- bzw. 2D-Distanzsensoren
werden in diesem Abschnitt nicht betrachtet.
In der Forschung werden mangels guter 3D-Sensoren im mittle-
ren Distanzbereich oft Zwischenlösungen eingesetzt. Ein typisches
Beispiel ist ein modifizierter 2D-Laserscanner, welcher mithilfe eines
Motors um eine Achse geschwenkt oder rotiert wird [131]. Obwohl
derartige Ansätze für Forschungszwecke sinnvoll sind, können sie
langfristig nicht als Lösung dienen.
3D-Sensoren, deren Messbereich bis in den mittleren Distanzbe-
reich hinein reicht, sind PMD-Kameras, MDSI-Kameras, Flash Li-
DAR Systeme sowie mikrospiegelbasierte 3D-Scanner. Im Folgen-
den werden die Probleme und Herausforderungen dieser Kategori-
en erläutert.
PMD-Kameras PMD-Kameras haben mittlerweile eine hohe
Marktverbreitung im Nahbereich erreicht, haben jedoch prinzipi-
elle Probleme bei der Fremdlichtunterdrückung [101]. Die kom-
plette Ausleuchtung des Messobjektes verursacht Messfehler, die
durch die Überlagerung von Mehrfachreflektionen, insbesondere
bei Objektkonkavitäten, zustande kommen [38]. Zusätzlich ist die
Detektordynamik durch dieses Beleuchtungsprinzip im Vergleich
zu Scannern deutlich geringer. Ein weiterer Nachteil ist ist die gerin-
gere Energieeffizienz im Vergleich zu Scannern, siehe Abschnitt 4.7.
Aufgrund dieser Probleme ist die praktische Messdistanz von ToF-
Kameras unter günstigen Bedingungen auf ca. 10 m begrenzt. Dies
ist einer der Gründe, warum die Hersteller von ToF-Kameras sich
in den letzten Jahren verstärkt auf den Nächst- bis Nahbereich kon-
zentrieren [8].
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MDSI-Kameras Das Prinzip der Multiple Double Short Time Inte-
gration (MDSI) ist sehr vielversprechend, vor allem hinsichtlich der
Fremdlichtunterdrückung. Allerdings sind die Kosten der ersten
Produkte aufgrund des Einsatzes von Laserdiodenarrays sehr hoch.
Auch MDSI-Kameras haben eine deutlich geringere Energieeffizienz
als 3D-Scanner, siehe Abschnitt 4.7.
Flash LiDAR Systeme Flash LiDAR Systeme sind traditionell für
Distanzen im mittleren bis Fernbereich ausgelegt, in dem Distanz-
auflösungen von 5 . . . 10 cm und kleine Sichtfelder ausreichend sind
[11]. Die Messgenauigkeit für kleinere Messdistanzen kann zwar
verbessert werden, jedoch sind hierfür aufwändigere TDCs not-
wendig, die entsprechende Kosten verursachen. Ein grundsätzlicher
Nachteil nicht-scannender Pulslaufzeit-Sensoren liegt in der deut-
lich niedrigeren zulässigen durchschnittlichen Laserleistung im Ver-
gleich zu scannenden Pulslaufzeit-Sensoren, siehe Abschnitt 4.7.4.2.
Dieser Nachteil ließe sich durch den Einsatz eines Laserdiodenar-
rays ausgleichen, was jedoch wiederum die Komplexität und Kos-
ten erhöhen würde.
Mikrospiegelbasierte 3D-Scanner Mikrospiegelbasierte 3D-
Sensoren haben im Allgemeinen noch keine Produktreife erreicht.
Zwar ist mit dem SpectroScan 3D MLS 201 von Spectrolab mittlerwei-
le ein erstes Produkt am Markt erhältlich, dies weist jedoch noch
eine recht grobe Distanzauflösung auf. Ansonsten gibt mit den be-
reits erwähnten Forschungsprojekten interessante Ansätze, die al-




Ziel dieses Kapitels ist die systematische Erarbeitung eines System-
konzepts, welches den in Abschnitt 3.2.2 aufgeführten Anforderun-
gen an 3D-Sensoren in der mobilen Robotik genügt. In einem ersten
Schritt wird das Anwendungsszenario, für das der 3D-Sensor ausge-
legt sein soll, konkretisiert. Basierend auf diesem Anwendungssze-
nario wird in Abschnitt 4.2 eine Zielspezifikation für den 3D-Sensor
erarbeitet. Die darauffolgenden Abschnitte bestehen gemäß der top-
down Methode aus Entscheidungen, die sich vom Abstrakten zum
Konkreten hin bewegen. Abb. 2.2 dient als Grundlage für die kon-
zeptionellen Entscheidungen, die anschließend zu einem konkreten
Systemkonzept verfeinert werden.
4.1. Anwendungsszenario
Als konkretes Anwendungsszenario dient die Aufnahme einer Pa-
lette mit einem fahrerlosen Transportsystem (FTS), siehe Abb. 4.1. Ziel
ist es, die Ladungsträgeraufnahme schnell und fehlerlos abzuwi-
ckeln. Die grobe Position des Ladungsträgers sei mithilfe eines be-
liebigen Navigationssystems bekannt. Aktuell werden meistens Di-
stanzdaten eines horizontal scannenden 2D-Linienscanners zur Be-
stimmung der genauen Lage und Position der Palette relativ zum
FTS herangezogen. Nach dieser Positionsbestimmung wird der Be-
wegungspfad bis zur Palette berechnet. Dieser kann je nach Fort-
bewegungstyp des FTS unterschiedlich aussehen. Ist die Positions-
bestimmung unpräzise, so müssen mehrere Korrekturzyklen durch-
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Abb. 4.1.: Ladungsträgeraufnahme mit einem fahrerlosen Transportsystem.
geführt werden. Dies ist in Abb. 4.2 schematisch dargestellt. Jeder
dieser Korrekturzyklen erfordert mindestens eine weitere Messung
und kostet aufgrund des längeren Pfades Zeit.
Eine korrekte Lageerkennung des Ladungsträgers setzt eine ho-
he Formtreue desselben voraus. Ein Problem, das in besonderem
Maß beim Einsatz eines 2D-Distanzsensors auftritt, ist die fehler-
hafte Lageerkennung aufgrund von beschädigten Paletten. Dieses
Problem könnte durch den Einsatz eines 3D-Sensors gelöst werden,
siehe Abb. 4.3. Durch die Vermessung des gesamten Ladungsträgers
stehen wesentlich mehr Stützdaten zur Verfügung. Mithilfe dieser
Stützdaten können lokale Unregelmäßigkeiten in der Palette ausge-
glichen werden.
Ein weiteres Problem, das häufig während der Ladungsträgerauf-
nahme auftritt, ist das Auftreten von Unregelmäßigkeiten bei der
Ladung selbst. Bspw. kann ein Überhängen von Säcken die Vermes-
sung der Palette mit einem 2D-Distanzsensor unter Umständen un-
möglich machen. Mit einem 3D-Sensor könnte in diesem Fall entwe-











Abb. 4.2.: Illustration eines fahrerlosen Transportsystems bei der Ladungs-
trägeraufnahme. Im Fall a) weist der lokale Pfad (in blau dar-
gestellt) viele Korrekturzyklen auf. Der optimale lokale Pfad ist
schematisch in b) dargestellt.
Palette
Fahrerloses Transportsystem
Abb. 4.3.: Illustration eines fahrerlosen Transportsystems mit einem 3D-




Erkennen des Überhängens erreicht werden. Damit ließe sich ein
ungewolltes Zerstören der Säcke bei der Ladungsträgeraufnahme
verhindern.
In dieser Arbeit soll eine sogenannte Europoolpalette, die nach DIN
EN 13698 Teil 2 eine Breite von 1 m aufweist, zuverlässig erkannt
werden, siehe [5].
4.2. Zielspezifikation
Das typische Vorgehen bei der Ladungsträgeraufnahme ist eine An-
näherung mithilfe eines beliebigen Navigationssystems bis auf ca.
d = 2 m Abstand von der Palette. In diesem Abstand wird eine
Messung des Ladungsträgers durchgeführt. Dabei muss das Sicht-
feld des 3D-Sensors den Ladungsträger zumindest in seiner kom-
pletten Breite erfassen können. Dies wird mit einem horizontalen
Sichtfeld von αh ≥ 2 · arctan (1/(2·2)) ° ≈ 28° erreicht. Da die Rich-
tung des Ladungsträgers vor der Messung nur grob bekannt ist,
wurde ein horizontales Sichtfeld von αh = 40° gewählt. Die kleins-
te horizontale Struktur einer Europoolpalette liegt beträgt laut DIN
EN 13698 40 mm. Um diese Struktur noch problemlos auflösen zu
können, wurde eine horizontale Auflösung von rh = 200 Pix ge-
wählt. Daraus ergibt sich eine horizontale Winkelauflösung von
δh = αh/rh ≈ 3,5 mrad bzw. eine horizontale Pixelgröße von 7 mm
im Abstand d = 2 m.
Die kleinste vertikale Struktur einer Europoolpalette beträgt
22 mm. Mit einer vertikalen Auflösung rv = 140 Pix und einem ver-
tikalen Sichtfeld von αv = 20° wird eine vertikale Winkelauflösung
von δv = αv/rv ≈ 2,5 mrad erreicht. Dies entspricht einer Pixelgrö-
ße von ca. 5 mm in d = 2 m Entfernung. Die Zielspezifikation ist
zusammenfassend in Tab. 4.1 dargestellt.
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Parameter Wert
Horizontales Sichtfeld αh 40°
Vertikales Sichtfeld αv 20°
Messbereich Lr 5 m
Horizontale Auflösung rh 200 Pix
Vertikale Auflösung rv 140 Pix
Framerate fFr 10 Hz
Wiederholungenauigkeit σ ≤ ±1 cm
Empfangsapertur ARx 400 mm2
Tab. 4.1.: Zielspezifikation des 3D-Sensors innerhalb dieser Arbeit.
4.3. Auswahl zwischen aktiver und passiver Distanzmessung
Die grundlegende Entscheidung zwischen einer aktiven oder pas-
siven Distanzmessung wirkt sich stark auf die Art des Systemkon-
zepts aus. Ein Vorteil der passiven Messung ist der geringere Ener-
giebedarf und die Kostenersparnis, die durch den Verzicht auf ei-
ne Lichtquelle erreicht wird. Während eine passive Distanzmessung
nur mit triangulationsbasierten Messprinzipien umgesetzt werden
kann, stehen im Fall einer aktiven Distanzmessung sämtliche Mess-
prinzipien zur Verfügung. Bekanntestes Beispiel für eine passive
Distanzmessung ist die Stereovision, siehe auch Abschnitt 2.3.1.1.
Eines der größten Probleme dieses Verfahrens ist das sogenannte
Korrespondenzproblem [92], die Zuordnung von korrespondieren-
den Bildpunkten in den beiden Bildern. Dies steht in Zusammen-
hang mit der fehlenden Beleuchtung des Sichtfelds durch den Sen-
sor, da die Umgebungsbeleuchtung in vielen Fällen unterschiedliche
Schattenwürfe in den beiden Bildern verursacht. Dadurch wird die
Zuordnung zugehöriger Bildpunkte erschwert. Ein weiterer Nach-
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teil einer passiven Distanzmessung ist das Versagen der Messme-
thode in schlecht ausgeleuchteten Bereichen. Dies kann sowohl die
Sicherheit als auch die Funktionalität von mobilen Robotern stark
einschränken. Würde man eine Umgebung mit ausreichend heller
sowie homogener Beleuchtung schaffen, so würden die erforderli-
chen Beleuchtungskosten und der Energiebedarf deutlich höher als
die Kosten und der Energiebedarf einer Lichtquelle für die aktive
Distanzmessung ausfallen.
Aus den genannten Gründen passt die aktive Distanzmessung
besser zu den Anforderungen mobiler Roboter aus Abschnitt 3.2.2.
4.4. Auswahl zwischen Triangulation und Weglängenmessung
In Abschnitt 3.1.2 wurde gezeigt, dass triangulationsbasierte Di-
stanzsensoren hauptsächlich im Nächstbereich (Messdistanz d =
0 . . . 1 m) eingesetzt werden. Im Nahbereich (d = 0,5 . . . 4 m), der für
die beschriebene Anwendung die größte Rolle spielt, wird sowohl
Triangulation als auch Weglängenmessung eingesetzt.
Die zwei wesentlichen Begrenzungsmerkmale der Messgenauig-
keit triangulationsbasierter Sensoren ist nach Abschnitt 2.3.1 die er-
reichbare Winkelauflösung δϑ und die bauraumbedingte Basislänge
w.
Ein weiteres Begrenzungsmerkmal, das in der Realität eine wich-
tige Rolle spielt, ist der Messbereich Lr. Triangulationsbasierte Di-
stanzsensoren haben typischerweise einen stark eingeschränkten
Messbereich. Beispiele hierfür liefern die Spezifikationsdaten am
Markt erhältlicher Systeme in den Tabellen 3.1 und 3.2. Der verein-
fachte Triangulationssensor, der in Abb. 2.3 dargestellt ist, hat le-
diglich eine geometrisch bedingte minimale Messdistanz dmin. Die
maximale Messdistanz dmax ist aufgrund der Parallelität der opti-
schen Achsen von Sende- und Empfangsoptik nicht durch geome-
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trische Begrenzungen, sondern durch die Winkelauflösung δϑ be-
grenzt. Nachteil dieser Anordnung ist eine verringerte Distanzge-
nauigkeit aufgrund der kleinen Winkel bei großen Abständen. Des-
halb wird die optische Achse der Empfangsanordnung in der Re-
gel um einen Winkel ϑ0 geneigt. Dies verbessert die Messauflösung,
reduziert jedoch gleichzeitig den geometrisch erfassbaren Messbe-
reich. Eine weitere Begrenzung, die insbesondere bei der dreidi-
mensionalen Erfassung von Messobjekten zutage tritt, ist das Auf-
treten von Schattenbereichen aufgrund der unterschiedlichen Blick-
richtungen zwischen Sender und Empfänger. Innerhalb der prin-
zipbedingten geometrisch-optischen Grenzen haben Triangulations-
sensoren jedoch bereits eine technologische Reife erlangt, die an die
physikalischen Grenzen heranreicht.
Dies ist bei der Weglängenmessung, deren Messungenauigkeit
nach Abschnitt 2.3.2 von anderen Parametern abhängt, noch nicht
der Fall. Aufgrund der stetigen Verbesserung von Laufzeitsensoren
kommt die Weglängenmessung im Nahbereich und darüber hinaus
in zunehmendem Maße zum Einsatz. Die wesentlichen Einflusspa-
rameter für die Messungenauigkeit σ sind die Genauigkeit der Zeit-
messung δt, die erreichbare Empfangsapertur ARx und die maxi-
mal zulässige optische Sendeleistung PTx. Die Kosten der wesentli-
chen Komponenten von Lichtlaufzeitsensoren, die bisher der Grund
für den Einsatz von 3D-Triangulationssensoren waren, sind in den
letzten Jahren drastisch gefallen, so dass dieser Nachteil mittlerwei-
le vernachlässigbar ist. Erkennbar ist das unter anderem auch dar-
an, dass das Nachfolgemodell der triangulationsbasierten Kinect für
XBox 360 der Firma Microsoft auf dem Prinzip der Lichtlaufzeitmes-
sung basiert (Kinect für XBox One).
Aufgrund der oben genannten Faktoren, insbesondere aber der
Problematik des begrenzten Messbereichs von Triangulationssenso-
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ren, ist es sinnvoller, für die Zielspezifikation in Abschnitt 4.2 die
Weglängenmessung zu wählen.
4.5. Auswahl zwischen Laufzeitmessung und Interferometrie
Der nächste Schritt zur Konkretisierung des Systemkonzepts ist
nach Abb. 2.2 die Entscheidung zwischen Laufzeitmessung und In-
terferometrie. Ein Vergleich zwischen beiden Messmethoden wurde
von Seitz veröffentlicht [119]. Darin wird unter anderem erläutert,
dass der Eindeutigkeitsbereich interferometrischer Messverfahren
mit sichtbarem Licht oder nahem Infrarot im µm-Bereich liegt. Da-
mit lassen sich kleine Distanzen mit nm-Genauigkeit hervorragend
messen. Es ist zwar auch möglich, den Messbereich interferometri-
scher Messverfahren bis in den cm-Bereich hinein zu vergrößern
[22], jedoch steigt der erforderliche Aufwand und die Systemkos-
ten dadurch an. Andere Gründe, die gegen den Einsatz von interfe-
rometrischen Distanzmessungen im Nahbereich sprechen, sind die
hohen Toleranzanforderungen an die mechanischen Komponenten.
Daher ist die Entscheidung für die Laufzeitmessung eindeutig.
4.6. Auswahl zwischen FMCW-Verfahren, Puls- und
Phasenlaufzeitmessung
Nachdem die Anforderungen der Anwendung prinzipiell am besten
mit einem Lichtlaufzeitverfahren erfüllt werden, gilt es nun, das am
besten geeignete zu identifizieren. Das FMCW-Verfahren wird auf-
grund seiner Andersartigkeit gesondert betrachtet. Anschließend
werden Puls- und Phasenlaufzeitverfahren miteinander verglichen.
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4.6.1. FMCW-Verfahren
Prinzipiell ist das FMCW-Verfahren sehr gut zur Vermessung drei-
dimensionaler Objekte geeignet. Kürzlich wurde ein derartiges Sys-
tem demonstriert, das bei d = 4 m Messdistanz Messungenauigkei-
ten im Mikrometerbereich erreicht [21]. Allerdings reicht die Mess-
rate bzw. Pixelrate dieses Systems von 2 kHz nicht für die Zielspe-
zifikation in Tabelle 4.1 aus. Messraten von bis zu 100 kHz wurden
bislang demonstriert [91]. Der Frequenzhub ∆ f kann bis zu mehre-
ren Terahertz betragen, was sogar Messungenauigkeiten im Nano-
meterbereich ermöglicht [108].
Alle diese Systeme enthalten jedoch teure Laser sowie aufwän-
dige Stabilisierungs- und Kalibrationskomponenten zur Linearisie-
rung des Frequenzsweeps [20]. Da es sich um ein kohärentes Mess-
verfahren handelt, das sehr eng mit der Interferometrie verwandt
ist, werden zusätzlich teure faserbasierte Komponenten wie Iso-
latoren/Zirkulatoren, Kollimatoren etc. benötigt [18]. Das FMCW-
Verfahren zeigt großes Potential, ist aber nach heutigem Stand zu
teuer für den Einsatz in einem mobilen Roboter gemäß den Anfor-
derungen aus Abschnitt 3.2.2. Dies könnte sich in Zukunft durch
die Integration faseroptischer Komponenten auf einem Chip ändern
[123, 61].
4.6.2. Auswahl zwischen Puls- und Phasenlaufzeitmessung
Der Vergleich der Messungenauigkeit zwischen Puls- und Phasen-
laufzeit, der in diesem Abschnitt durchgeführt wird, wurde von
Koskinen et al. durchgeführt und veröffentlicht [69]. In diesem Ab-
schnitt werden zwei Distanzsensoren nach Abb. 2.6 miteinander
verglichen. Einer dieser Sensoren basiert auf der Pulslaufzeitmes-
sung, der andere auf Phasenlaufzeitmessung. Sowohl die gesendete
als auch die empfangene optische Durchschnittsleistung PTx bzw.
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PRx beider Sensoren ist identisch. Bildet man den Quotienten aus







Das bedeutet, dass die Phasenlaufzeitmessung im Falle eines schro-
trauschbegrenzten Signal-Rausch-Verhältnisses und bei gleicher Si-
gnalleistung und bei fm = Btof eine doppelt so gute Messgenau-
igkeit wie die Pulslaufzeitmessung erreicht. Dieser Vorteil relati-
viert sich jedoch aufgrund des Shannon-Nyquist-Theorems, da die
Modulationsfrequenz zunächst vom Empfänger abgetastet werden
muss. Wird die Messdistanz vergrößert, so sinkt die optische Durch-
schnittsleistung beider Sensoren und ab einer gewissen Distanz tritt
der Fall ein, dass die Phasenlaufzeitmessung nicht mehr schro-
trauschbegrenzt ist. In diesem Fall ändert sich das Verhältnis der












und es ist aufgrund der Rauscheinflüsse nicht mehr möglich eine
generelle Aussage zu machen. Wird die Messdistanz weiter erhöht,
so tritt irgendwann der Fall ein, dass auch das Pulslaufzeitverfahren
nicht mehr schrotrauschbegrenzt ist. Mit Gl. (2.43) und (2.56) ändert














Dieser Term enthält zusätzlich zu Gl. (4.1) neben den äquivalen-
ten Rauschleistungen für Puls- und Phasenlaufzeitverfahren Nel,tof
bzw. Nel,cw die Pulswiederholrate fpr. Beim Pulslaufzeitverfah-
ren kann nun die kleinstmögliche Pulswiederholrate gewählt wer-
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den, was die Messungenauigkeit einer Einzelmessung verringert(
ntof = TPx · fpr = 1
)
.
Allgemein kann gesagt werden, dass es in den meisten Fällen
sinnvoll ist, die verfügbare Signalenergie im Zeitbereich zu kon-
zentrieren. Dies ist bei der Phasenlaufzeitmethode nicht möglich,
weil die Modulationsfrequenz die Anzahl der Schwingungsperi-
oden (anders ausgedrückt die Anzahl der Pulse) fest vorgibt. Das
Prinzip der Konzentration von Signalenergie gilt jedoch nicht nur
für den Zeitbereich, sondern gleichzeitig auch für den Ortsbereich.
Dies wird im nächsten Abschnitt berücksichtigt.
Bei kleinen Messdistanzen, bei denen ein schrotrauschbegrenztes
Signal-Rausch-Verhältnis erreicht wird, ist die Phasenmessung nach
Gl. (4.1) gleichwertig mit der Pulslaufzeit zu bewerten. Je größer die
Messdistanz wird, desto besser ist jedoch das Pulslaufzeitverfahren
im Vergleich zum Phasenlaufzeitverfahren.
Ein anderer, wichtiger Aspekt ist die erforderliche Bandbreite
der Signalverarbeitung, welche stark mit deren Kosten zusammen-
hängt. Möchte man bspw. eine Messauflösung von δd = 1 mm errei-
chen, so entspricht dies einer Zeitauflösung von δt ≈ 6,7 ps. Würde
man versuchen, diese Auflösung mit einem einfachen Zähler mess-
technisch zu erfassen, so bräuchte dieser eine Zählrate von 1/δt ≈
150 GHz. Eine derart hohe Zählrate ist momentan nicht umsetz-
bar. Allerdings gibt es eine Lösung für dieses Problem, die auf dem
Durchlaufen von mehreren bekannten und gleich langen Verzöge-
rungsstrecken basiert [90]. Dadurch kann die notwendige Zählerfre-
quenz um die Anzahl an Verzögerungsstrecken reduziert werden.
Mit dieser Methode wurden bereits Systeme auf Basis der Pulslauf-
zeitmessung realisiert, die eine Millimeter-Messungenauigkeit errei-
chen [94]. Die dafür notwendigen Time-to-Digital-Converter (TDC)
bilden den Kern derartiger Distanzsensoren und werden in der
Regel als anwendungsspezifische integrierte Schaltungen (englisch
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application-specific integrated circuit, ASIC) realisiert. Diese erreichen
mittlerweile eine Zeitauflösung von δt = 10 ps bei einer Frequenz
der Referenz-Clock von nur 5 MHz [62]. Dafür sind jedoch mehre-
re Stufen von Verzögerungsstrecken notwendig. Die aufgrund der
sogenannten virtuellen Frequenz von ca. 150 GHz erforderliche ex-
akte zeitliche Abstimmung aller Signallaufzeiten erhöht die Desi-
gnkomplexität und die Kosten der Chips. Eine Quadraturdemodu-
lation weist aufgrund der Signalmischung keine derart hohen An-
forderungen an Signallaufzeiten und Bandbreiten auf. Daher ba-
sieren die meisten Low-Cost-Distanzsensoren auf dem Prinzip der
Phasenlaufzeitmessung [34].
Aus den oben genannten Gründen wurde in dieser Arbeit die
Phasenlaufzeitmessung gewählt.
4.7. Auswahl zwischen Scan- und Schnappschussverfahren
In diesem Abschnitt sollen die zwei wesentlichen Verfahren zur
räumlichen Erfassung von Messobjekten – das Scanverfahren und
das Schnappschussverfahren – diskutiert und verglichen werden.
Der Inhalt dieses Abschnitts wurde in [BHHS14] veröffentlicht. Die-
se Betrachtung kann aus folgendem Grund nicht ganz losgelöst vom
vorhergehenden Abschnitt durchgeführt werden. Im vorhergehen-
den Abschnitt wurde das Prinzip der Konzentration der Energie im
Zeitbereich eingeführt. In diesem Abschnitt wird gezeigt, dass die-
ses Prinzip auch im Ortsbereich gilt, und dass beide Bereiche gleich-
zeitig berücksichtigt werden müssen. Aus diesem Grund kann auf
eine Betrachtung des Pulslaufzeitverfahrens nicht verzichtet wer-
den.
Häufig wird die Auswahl zwischen Scan- und Schnappschussver-
fahren auf Basis des bereits erworbenen Wissens und bereits vor-
handenen technologischen Fähigkeiten getroffen. Dieses Vorgehen
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resultiert nicht immer in einer optimalen Lösung, da möglicherwei-
se grundlegende Probleme zu spät erkannt werden oder eine andere
Methode erforderlich machen.
Im Folgenden wird gezeigt, dass scannende Phasenlaufzeitsen-
soren eine bessere Energieeffizienz erreichen können als Phasen-
laufzeitsensoren auf Basis des Schnappschussverfahrens. Weiterhin
wird eine Laserschutzevaluation typischer Systeme durchgeführt,




In diesem Abschnitt wird unter einem scannenden Sensor ein ideali-
siertes System gemäß Abb. 2.11 verstanden. Das Beleuchtungsprofil
sei quadratisch und genau von der Größe eines Pixels im Raum. Der
Einfachheit halber sei das Strahlprofil im Inneren eines Pixels homo-
gen und außerhalb des Pixels null. Das Sichtfeld wird linienförmig
mit einem horizontal bidirektionalen und vertikal linearen Scan-
muster beleuchtet. Die horizontale Scanbewegung sei sinusförmig
während die vertikale linear sei. Pro Frame wird das Scanmuster ge-
nau einmal durchlaufen. Am Ende des Frames erfolgt ein Rücklauf
(englisch retrace oder flyback) des Scanspiegels zur Startposition.
Das Empfangskonzept des Scanners basiert auf dem Ansatz der
elektronischen Nachführung [BSF+14], siehe auch Abb. 4.4. Aufgrund
der kontinuierlichen Bewegung des Scanspiegels wird der Fokus in
der Bildebene nicht zu jedem Zeitpunkt nur ein Detektorelement be-
leuchten. Im schlimmsten Fall verteilt sich die Empfangsleistung auf
vier Detektorelemente. Da es hier jedoch um einen grundsätzlichen





Abb. 4.4.: Prinzip der elektronischen Nachführung. Ein zweidimensionales
Detektorarray wird mit einem linienförmigen Scanmuster ausge-
leuchtet. Das gerade beleuchtete Pixel ist in rot dargestellt. Syn-
chron zur Ausleuchtung wird jeweils der beleuchtete Detektor
mit der darauffolgenden Signalverarbeitung verbunden. Dadurch
wird eine kontinuierliche Distanzmessung ermöglicht.
ser Faktor innerhalb von Abschnitt 4.7 der Einfachheit halber ver-
nachlässigt.
Die Zugehörigkeit eines Parameters zum scannenden Sensor wird
im Folgenden mit einem hochgestellten s markiert, z.B. steht PsTx für
die optische Sendeleistung des scannenden Sensors.
4.7.1.2. Schnappschuss-Sensor
Unter einem Schnappschuss-Sensor wird in diesem Abschnitt ein
idealisiertes System mit einer Beleuchtung des gesamten Sichtfelds
für jede einzelne Distanzmessung verstanden. Dies ist in Abb. 2.12
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Sammellinse
Detektorarray
Abb. 4.5.: Empfangsprinzip eines Schnappschuss-Sensors. Das zweidimen-
sionale Detektorarray wird für jede Messung komplett ausge-
leuchtet.
illustriert. Wie beim scannenden Sensor wird die Beleuchtung inner-
halb des Sichtfelds als homogen und außerhalb zu null angenom-
men. Empfangsseitig wird daher auch das gesamte zweidimensio-
nale Detektorarray beleuchtet, siehe Abb. 4.5.
Die Zugehörigkeit eines Parameters zum Schnappschuss-Sensor
wird im Folgenden mit einem hochgestellten f markiert1, z.B. PfTx
für die optische Sendeleistung des Schnappschuss-Sensors.
1Dies kommt vom englischen Begriff flashing, der im Deutschen mit „blitzen” über-





Um einen Vergleich zwischen scannenden und Schnappschuss-
Sensoren durchführen zu können, muss auch die Vergleichbarkeit
der Strahlausbreitung sichergestellt sein. Das bedeutet, dass die An-
nahme gerechtfertigt sein muss, dass aus der Gleichheit der über ei-
ne Framedauer gemittelten optischen Sendeleistungen PsTx = P
f
Tx =
PTx auch die Gleichheit der über eine Framedauer gemittelten op-
tischen Empfangsleistungen PsRx = P
f
Rx = PRx folgt. Damit diese
Annahme gerechtfertigt ist, müssen
• die Messdistanzen ds = df = d,
• die Sichtfelder αsh = α
f





• die Empfangsaperturen AsRx = A
f
Rx = ARx,
• die Größe der Detektorarrays,
• die horizontalen rsh = r
f
h = rh sowie vertikalen r
s
v = rfv = rv
Auflösungen und
• die Frameraten f sFr = f
f
Fr = fFr
beider Sensoren identisch sein. Außerdem haben beide Detektorar-
rays eine identische Anzahl an Detektorelementen
Ndet = rh · rv . (4.4)
Die Systemparameter, die sich bei beiden Ansätzen unterscheiden,
sind
• die Pixeldauer TsPx 6= TfPx,
• die Empfangsleistung TsRx 6= PfRx und
• die Messungenauigkeit σs 6= σf.
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Generell ist die Pixeldauer des Scanners TsPx aufgrund der sequen-
tiellen Messung einen Faktor Ndet kürzer als die Pixeldauer des











= Ndet . (4.6)
4.7.2. Vergleich basierend auf Energieeffizienz
Im vorliegenden Abschnitt wird ein Vergleich der erreichbaren Di-
stanzgenauigkeit beider Systeme bei gleicher mittlerer optischer
Sendeleistung PsTx = P
f
Tx = PTx durchgeführt. Dieser Vergleich
gibt Auskunft darüber, wie effizient die verfügbare Signalenergie
bei beiden Ansätzen – Scanner und Schnappschuss-Sensor – einge-
setzt wird. Dazu werden zwei weitere Annahmen benötigt:
1. Um einen grundsätzlichen Vergleich zu ermöglichen, der vor-
erst von technologischen Details losgelöst ist, wird angenom-
men, dass der Energieverbrauch aller Systemkomponenten,
die bei beiden Ansätzen vorhanden sind, identisch ist.
2. Weiterhin wird angenommen, dass der Energieverbrauch al-
ler Systemkomponenten, die die nur bei einem der beiden An-
sätze vorhanden sind, vernachlässigbar gegenüber der mitt-
leren optischen Signalleistung PTx ist. Diese Annahme be-
trifft insbesondere den Scanspiegel des scannenden Sensors.
Diese Annahme gilt nicht für 3D-Scanner auf Basis konven-
tioneller Galvanometer-Scanspiegel oder rotierender Polygon-
spiegel. Bei derartigen Systemen wurde in der Vergangenheit
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häufig der zusätzliche Energieverbrauch durch die Scanein-
heit als wesentlicher Nachteil bemängelt [11]. Dies ist jedoch
seit der Einführung scannender mikromechanischer Schwing-
spiegel (englisch Scanning MEMS Micromirrors, Micro-Electro-
Mechanical Systems) nicht mehr gültig. Tatsächlich verdrän-
gen Ansätze auf Basis scannender Mikrospiegel in zunehmen-
dem Maße konventionelle Scanner-Technologien in mehreren
Bereichen wegen ihres geringen Energieverbrauchs. Beispie-
le hierfür sind Endoskope, Laserprojektoren, Ophthalmosko-
pe uvm. [116].
Damit entscheidet allein die erreichbare Distanzgenauigkeit über
die Energieeffizienz.
4.7.2.1. Pulslaufzeitmessung
Damit die mittlere optische Sendeleistung identisch ist, muss das








gehorchen. Aufgrund der räumlichen Konzentration der Signalener-
gie ist die Empfangsleistung PsRx des Scanners in einem Pixel propor-




Im Fall eines Schnappschuss-Sensors verteilt sich die Signalenergie
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Kombiniert man Gl. (4.7), (4.8) und (4.9), so ergibt sich das Verhältnis
der Empfangsleistungen für Pulslaufzeit-Sensoren
PsRx
PfRx
= 1 . (4.10)
Falls das Signal-Rausch-Verhältnis schrotrauschbegrenzt ist, gilt





√√√√PfRx · f fpr · TfPx
PsRx · f spr · TsPx
. (4.11)








= 1 . (4.12)
Ist das Signal-Rausch-Verhältnis durch das Rauschen der Elektronik








√√√√ f fpr · TfPx
f spr · TsPx
= 1 (4.13)
Dies bedeutet, dass es im Fall der Pulslaufzeitmessung keinen we-





Im Fall der Phasenlaufzeitmessung ist die optische Spitzenleistung




Da die Gleichungen (4.8) und (4.9) ihre Gültigkeit auch für die




= Ndet . (4.15)
Analog zu den oben ausgeführten Betrachtungen wird nun das
Verhältnis der Messungenauigkeiten Rcw des Scanners und des


























gebildet. Während das schrotrauschbegrenzte unverändert ist, fällt
Rˆcw mit der Wurzel der Bildpunkte ab. Das bedeutet, dass der
Scanner im Fall eines elektronikrauschbegrenzten Signal-Rausch-
Verhältnisses eine bessere Energieeffizienz als der Schnappschuss-
Sensor erreicht.
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4.7.3. Vergleich basierend auf Laserschutz
Die in Abschnitt 4.7.2 geforderte Gleichheit der mittleren Sendeleis-
tung wird nun aufgehoben und es wird die maximal zulässige Sen-
deleistung ermittelt. Dies wird durch eine Evaluation der Grenzwerte
zugänglicher Strahlung (GZS) nach Klasse 1M der verglichenen Syste-
me auf Basis des Laserschutzstandards IEC-60825-1 [7] erreicht. Die-
se Laserschutzklasse setzt voraus, dass keine optischen Instrumente
wie Mikroskope, Teleskope, etc. während der Bestrahlung benutzt
werden. Die berechneten Grenzwerte werden schließlich benutzt,
um die erreichbare Messauflösung für Scanner und Schnappschuss-
Sensoren auf Basis der Puls- bzw. Phasenlaufzeitmessung zu bestim-
men.
4.7.3.1. Berechnungsprinzipien
Um die maximal zulässige Emissionsleistung der Sendeeinheiten
beider Systeme ermitteln zu können, müssen zwei unterschiedliche
Evaluationsprinzipien eingesetzt werden, die in den folgenden bei-
den Unterabschnitten erläutert werden.
4.7.3.1.1. Scanverfahren Die Berechnungsmethode für scannen-
de Systeme wurde in mehreren Veröffentlichungen im Detail er-
klärt [FFS+12, HBS14, HBDS14, BHS14]. Der grundlegende Ansatz
nimmt einen kollimierten Strahl an, der über das Sichtfeld gescannt
wird, in dem sich eine Messblende – ein Äquivalent für das mensch-
liche Auge – befindet. Jedes Überstreichen der Messblende durch
den scannenden Strahl erzeugt einen Puls hinter derselben. Es ent-
steht ein Pulszug im Zeitbereich, der die Basis für die eigentliche
Gefährdungsbeurteilung darstellt. Dies wird in [HBDS14] näher er-
läutert. Auf die erzeugten Pulse bzw. den Pulszug werden die drei
Kriterien für gepulste Laser, wie im Laserschutzstandard [7] gefor-
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Abb. 4.6.: Messaufbau zur Ermittlung der Winkelausdehnung der scheinba-
ren Quelle nach Bedingung 1 und 3.
dert, angewendet. Von den drei berechneten GZS-Werten gilt der
niedrigste, der die Situation der jeweiligen größten Gefährdung für
das menschliche Auge erfasst. In diesem Abschnitt wird der Ein-
fachheit halber nur dieser finale GZS-Wert präsentiert.
4.7.3.1.2. Schnappschussverfahren Die Betrachtungen in die-
sem Abschnitt basieren auf der Annahme, dass die Sendeeinheit
des Schnappschuss-Sensors nur eine einzige divergent emittierende
Lichtquelle beinhaltet. Lichtquellenarrays sind daher nicht Bestand-
teil dieser Überlegungen. Gemäß Kapitel „7.5.3.4 Method used for
arbitrary sources” in dem technischen Bericht [6] zum Laserschutz-
standard werden beliebige Quellen mithilfe des Messaufbaus in
Abb. 4.6 untersucht. Dieser Messaufbau wurde mit der Raytracing-
Software Zemax implementiert und für die Auswertung eingesetzt.
In diesem Kontext wurde Laserschutzklasse 1M gewählt, um die
höchstmöglichen Grenzwerte sowohl für scannende als auch für
Schnappschuss-Sensoren zu ermitteln. Die Verwendung einer Lupe,
die bei der Evaluation nach Laserschutzklasse 1 zusätzlich erforder-
lich wäre, würde in vielen Fällen in einer höheren Gefährdung und
damit in geringeren GZS-Werten resultierenden.
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Um die Winkelausdehnung der scheinbaren Quelle α zu ermit-
teln, wird die Energie Q(di, γ), die von der Retina aufgenommen
wird, sowohl für variierende Bilddistanzen di (siehe Image distance
in Abb. 4.6) als auch für variierende Akzeptanzwinkel γ berechnet.
Dabei wird der Akzeptanzwinkel im Bereich γ = αmin . . . αmax =
1,5 . . . 100 mrad verändert. Die variierenden Bilddistanzen di re-
präsentieren verschiedene Akkomodationszustände der Augenlin-
se. Wie vom Laserschutzstandard vorgeschrieben, wird diese Ener-
gie anschließend durch den zugehörigen Grenzwert zugänglicher






Der zum höchsten Gefährdungsfaktor zugehörige Akzeptanzwinkel
γ wird anschließend als Winkelausdehnung der scheinbaren Quelle
angenommen. In den nachfolgenden Berechnungen war dieser Wert
immer identisch mit αmin = 1 5 mrad, siehe Abb. 4.7. Damit korre-
spondiert die gefährlichste Zustand mit dem kleinstmöglichen Fo-
kus auf der Retina.
4.7.3.2. Systemparameter
Die GZS-Werte eines scannenden bzw. eines Schnappschuss-
Distanzsensors sind sowohl von dem eingesetzten Lichtlaufzeitver-
fahren, als auch von anderen Systemparametern abhängig. Daher ist
ein allgemeingültiger Vergleich, wie er in Abschnitt 4.7.2 angestrebt
wurde, hier nicht möglich. Die Werte der identischen Systempara-
meter sind in Tab. 4.2 angegeben. Die Zeitdauer für das Rückstellen
des Mikrospiegels zur Startposition wird zu 10% der Zeitdauer eines
Frames TFr angenommen. Weiterhin sei vorausgesetzt, dass der La-
ser während des Rückstellens und in den Umkehrbereichen der ho-






























































Abb. 4.7.: Berechneter Gefährdungsfaktor im Fall der Pulslaufzeitmessung
in Abhängigkeit des Akzeptanzwinkels γ und der Bilddistanz di.
Die höchste Gefährdung tritt bei αmin = 1 5 mrad und di = fL
auf, wobei fL die Brennweite der eingesetzten Linse ist. Im Fall
der Phasenlaufzeitmessung (nicht dargestellt) ergibt sich ein ähn-
liches Verhalten, jedoch ist der Unterschied der Gefährdung zwi-
schen αmin und αmax deutlich größer.
Systemparameter Wert
Wellenlänge λ 900 nm
Aspektverhältnis ar 16/9
Framerate fFr 25 Hz
Horizontales Sichtfeld αh 40°
Vertikale Bildauflösung rv 52 . . . 1060 Pix
Horizontale Bildauflösung rh 92 . . . 1884 Pix
Tab. 4.2.: Typische Werte der Systemparameter, die beim scannenden und
beim Schnappschuss-Sensor identisch sind.
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bereich beträgt 90% der vollen Oszillationsamplitude der Spiegel-
schwingung. Deshalb muss der optische Scanbereich (Vollwinkel)
αh,max = 40°/0 9 ≈ 44 4° betragen, um ein horizontales Sichtfeld
von αh = 40° zu ermöglichen. Der Durchmesser des kreisrunden
Mikrospiegels beträgt DSp = 2 mm.
Nachfolgend werden die Berechnungsprinzipien aus diesem Ab-
schnitt auf jeweils zwei exemplarische 3D-Sensoren auf Basis der
Puls- bzw. Phasenlaufzeitmethode angewendet. Nimmt man eine
typische Modulationsfrequenz von fm = 100 MHz für den Phasen-
laufzeitsensor an, so kann die korrespondierende Halbwertsbreite
eines Pulses TFWHM (englisch Full-Width at Half Maximum, FWHM)
für den Pulslaufzeitsensor gemäß Gl. (4.1) berechnet werden. Dafür







⇒ Tr ≈ 0,35Btof = 1,75 ns
Mit der Definition der Anstiegszeit
Tr = t90 − t10 (4.19)














sowie einer Halbwertsbreite TFWHM von
TFWHM = 2
√
2 ln (2) · σg (4.22)
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gilt folgender Zusammenhang zwischen Halbwertsbreite TFWHM
und Anstiegszeit Tr
TFWHM =
2 ·√ln (2)√− ln (0,1)−√− ln (0,9) · Tr ≈ 1,4 · Tr ≈ 2,5 ns . (4.23)
Unter Verwendung dieser Werte ist sichergestellt, dass das Verhält-
nis der Messungenauigkeiten im Falle eines schrotrauschbegrenz-
ten Signal-Rausch-Verhältnisses und bei gleichen mittleren Sende-
leistungen genau eins ist.
4.7.3.3. Pulslaufzeitmessung
Die berechnete zulässige Spitzenleistung der Lasers PTx als Funk-
tion der Bildauflösung Ndet ist für den scannenden und den
Schnappschuss-Pulslaufzeitsensor in Abb. 4.8 dargestellt.
Um eine Aussage über das Verhältnis der Messungenauigkeiten
für den scannenden und den Schnappschuss-Sensor Rtof ableiten zu
können, werden die berechneten Emissionsleistungen PsTx und P
f
Tx
unter Berücksichtigung von Gl. (4.8) und (4.9) in Gl. (4.11) einge-






















Die zwei berechneten Verhältnisse sind in Abb. 4.9 als Funktion der
Bildauflösung Ndet dargestellt.
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Abb. 4.8.: a) Berechnete zulässige Spitzenleistung des Lasers PTx als Funk-
tion der Bildauflösung Ndet für den scannenden und den
Schnappschuss-Pulslaufzeitsensor.
b) Berechnete zulässige mittlere Laserleistung PTx als Funk-










Abb. 4.9.: Verhältnis Rtof und Rˆtof als Funktion der Bildauflösung Ndet unter
Berücksichtigung der maximal zulässigen Sendeleistung.
4.7.3.4. Phasenlaufzeitmessung
Ein Parameter, der einen großen Einfluss auf die Laserschutze-
valuation eines Phasenlaufzeit-Sensors hat, ist der Modulationsin-
dex. In diesem Fall wurde ein Modulationsindex von 1 gewählt,
so dass einzelne Schwingungen der Amplitudenmodulation aus
Sicht des Laserschutzes als Pulse interpretiert werden. Die berech-
nete zulässige Spitzenleistung der Lasers PTx als Funktion der Bild-
auflösung Ndet ist für den scannenden und den Schnappschuss-
Phasenlaufzeitsensor in Abb. 4.10 dargestellt.
Analog zum Vorgehen im Fall der Pulslaufzeitmessung wird
nun die Auswirkung der berechneten maximal zulässigen Sende-
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Abb. 4.10.: a) Berechnete zulässige Spitzenleistung des Lasers PTx als Funk-
tion der Bildauflösung Ndet für den scannenden und den
Schnappschuss-Phasenlaufzeitsensor.
b) Berechnete zulässige mittlere Laserleistung PTx als Funk-









Abb. 4.11.: Verhältnis Rcw und Rˆcw als Funktion der Bildauflösung Ndet un-













ausgewertet. Die Resultate sind in Abb. 4.11 dargestellt.
4.7.4. Diskussion
4.7.4.1. Energieeffizienz
Ein Konzentrieren der verfügbaren Signalenergie im Zeit- bzw. Orts-
bereich führt zunächst zu einer höheren Signalleistung einer Ein-
zelmessung. Mit dieser Erhöhung ist eine lineare Verbesserung des
Signal-Rausch-Verhältnisses verbunden, was sich wiederum als li-
neare Reduzieren der Messungenauigkeit auswirkt. Das Gegen-
teil des Konzentrierens der Signalenergie ist ein Verteilen im Zeit-
und/oder Ortsbereich. Dies kann mit dem Mitteln mehrerer Ein-
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zelmessungen mit geringerem Signal-Rausch-Verhältnis gleichge-
setzt werden. Ein lineares Reduzieren der Signalleistung pro Einzel-
messung verursacht eine lineare Verringerung des Signal-Rausch-
Verhältnisses sowie eine lineare Erhöhung der Messungenauigkeit.
Wie bereits in Abschnitt 2.3.2.1.1 erwähnt, beträgt die Verbesserung
der Standardabweichung einer Messung durch Mitteln von N sto-
chastisch unabhängigen Messungen allerdings lediglich
√
N. Daher
ist das Konzentrieren von Signalenergie im Zeit- und/oder Raum-
bereich effizienter als das Mitteln mehrerer Messungen, was die er-
reichbare Messungenauigkeit pro Photon betrifft.
Ein scannender Pulslaufzeitsensor konzentriert die Signalenergie
im Ortsbereich. Mit einem Schnappschuss-Pulslaufzeitsensor lässt
sich die Energie im Zeitbereich in einen Puls pro Frame konzen-
trieren. Aus diesem Grund gilt für das Verhältnis der erreichbaren
Messungenauigkeiten bei gleicher mittlerer Sendeleistung wie oben
gezeigt Rtof = Rˆtof = 1.
Im Fall der Phasenlaufzeit verteilt ein Schnappschuss-Sensor die
Signalenergie sowohl im Orts- als auch im Zeitbereich. Aus diesem
Grund braucht ein Schnappschuss-Phasenlaufzeitsensor mehr Ener-
gie als ein scannender Phasenlaufzeitsensor, um die gleiche Messge-
nauigkeit zu erreichen, siehe auch Abschnitt 4.7.3.4.
4.7.4.2. Laserschutz
Mit dem Ergebnis, dass die Energieeffizienz eines scannenden und
eines Schnappschuss-Pulslaufzeitsensors identisch ist, wird deut-
lich, dass in diesem Fall andere Kriterien – wie bspw. die maximal
zulässige Sendeleistung aufgrund von Laserschutz – an Bedeutung
gewinnen. Abb. 4.8 b) zeigt deutlich, dass die maximal zulässige
mittlere Sendeleistung eines typischen scannenden Pulslaufzeitsen-
sors beinahe zwei Größenordnungen höher als die maximal zu-
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lässige mittlere Sendeleistung eines vergleichbaren Schnappschuss-
Sensors ist. Zwar könnte die maximal zulässige Sendeleistung des
Schnappschuss-Sensors durch Verwenden eines Arrays von Licht-
quellen erhöht werden; allerdings würde dies auch die Systemkom-
plexität und die Kosten erhöhen.
Die maximal zulässige Sendeleistung des betrachteten Schnapp-
schuss-Phasenlaufzeitsensors ist etwa zwei bis dreimal höher als
diejenige des scannenden Phasenlaufzeitsensors, siehe Abb. 4.10 b).
Trotzdem erreicht der scannende Phasenlaufzeitsensor die gleiche







Eine weitere, fundamentale Begrenzung aller 3D-Scanner, die beim
Vergleich zwischen scannenden und Schnappschuss-Sensoren rele-
vant ist, wird hier kurz erläutert. In jedem Fall muss die Umlaufzeit-
bedingung
τ < TPx (4.28)
erfüllt sein. Dies bedeutet, dass die Umlaufzeit τ kürzer als die Pi-
xeldauer TPx sein muss, damit Uneindeutigkeiten bei der Laufzeit-
messung ausgeschlossen sind. Diese Bedingung kann entweder in
einen maximalen Messbereich Lr,max oder eine maximale Framerate
fFr,max umgerechnet werden. Für Scanner gilt daher
Lr,max <
c
2 · fPx,max =
c
2 · rh · rv · fFr,max , (4.29)
wohingegen Schnappschuss-Sensoren deutlich höhere Frameraten
bzw. größere Messbereiche ermöglichen
Lr,max <
c
2 · fPx,max =
c
2 · fFr,max . (4.30)
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Bspw. wäre der Messbereich eines Scanners mit gleicher Bildauflö-
sung und Framerate wie der Schnappschuss-Sensor der Kinect für
XBox One [96] auf
Lr,max <
3 · 108m/s
2 · 512 · 424 · 60 Hz ≈ 11,5 m
limitiert. Für die Zielspezifikation dieser Arbeit spielt die Umlauf-
zeitbedingung jedoch keine Rolle, siehe Abschnitt 4.2.
4.7.5. Schlussfolgerung
Unabhängig von der Auswahl der Phasenlaufzeitmethode in Ab-
schnitt 4.6 fällt die Auswahl in diesem Abschnitt auf das Scanver-
fahren. Das Ergebnis der deutlich höheren zulässigen mittleren Sen-
deleistung im Fall des scannenden Pulslaufzeitsensors im Vergleich
zum Schnappschuss-Pulslaufzeitsensor kann zwar nicht auf alle
Systeme verallgemeinert werden, verdeutlicht jedoch, dass dies zu-
mindest für viele Systeme gültig ist. Im Fall der ausgewählten Pha-
senlaufzeitmethode weist das Scanverfahren eine bildauflösungsab-
hängige bessere Energieeffizienz im Vergleich zum Schnappschuss-
verfahren auf.
4.8. Auswahl des Systemkonzepts
In diesem Abschnitt werden die in Abschnitt 2.4 vorgestellten
Strahlablenkungsprinzipien zu vier möglichen Systemkonzepten
kombiniert, mit denen die Anforderungen an 3D-Sensoren in der
mobilen Robotik aus Abschnitt 3.2.2 erfüllt werden können. Nach
einem Vergleich wird schließlich eins dieser Konzepte für die kon-
krete Umsetzung, welche in Kapitel 5 beschrieben ist, ausgewählt.
Alle vier Konzepte machen sich die Vorteile scannender Mikro-
spiegel zunutze. Der Sendezweig aller Konzepte ist nahezu iden-
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tisch und besteht aus einer kollimierten Laserquelle und einem scan-
nenden Mikrospiegel. Die nachfolgende Diskussion beschränkt sich
daher hauptsächlich auf die Unterschiede im Empfangszweig. Hier
ist eine Aufteilung in mechanisch robuste und weniger robuste Kon-
zepte sinnvoll. Die Gründe für diese Aufteilung werden in Unterab-
schnitt 4.8.6 näher erläutert. Zur Kategorie der mechanisch robus-
ten Systeme gehören die Systemkonzepte 1 bis 3. Diese wurden in
[BSF+14] veröffentlicht. Weitere Details in diesem Abschnitt wurden
in [BSF+13] veröffentlicht. Systemkonzept 4 ist einziger Bestandteil
der Kategorie der mechanisch weniger robusten Systeme.
4.8.1. Systemkonzept 1 – zweiachsige mechanische
Nachführung
Das wesentliche Merkmal von Systemkonzept 1 ist ein Array aus
synchron schwingenden Mikrospiegeln, das die Empfangsapertur
bildet. Eine seitliche Ansicht auf den Aufbau des Konzepts ist in
Abb. 4.12 schematisch dargestellt. Ein großer Vorteil des Mikrospie-
gelarrays ist die Entkopplung von Empfangsapertur und Spiegel-
durchmesser. Dadurch ist die erreichbare Empfangsapertur nicht
mehr durch Gl. (2.59) begrenzt. Eine Realisierung dieses System-
konzepts war Gegenstand des europäischen Verbundprojekts TACO
[113].
4.8.2. Systemkonzept 2 – zweiachsige elektronische
Nachführung
Im Unterschied zu Systemkonzept 1 befinden sich bei Systemkon-
zept 2 wie in Abb. 4.13 dargestellt keine mechanisch beweglichen
Bauteile mehr im Empfangszweig des Aufbaus. Wesentliches Merk-
mal ist das 2D-Detektorarray, über dessen selektive Auswahl einzel-
ner Detektoren wie in Abb. 4.4 exemplarisch dargestellt, das Bewe-
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Abb. 4.12.: Schematische Darstellung von Systemkonzept 1 – zweiachsige
mechanische Nachführung. Der Aufbau besteht aus einer kolli-
mierten Laserquelle, einem Sendespiegel (Mikrospiegel), einem
Mikrospiegelarray, einer Sammellinse und einem Detektor.
gungsmuster des durch die Sammellinse ausgebildeten Fokus ver-
folgt werden kann. Die Empfangsapertur skaliert in diesem Fall
mit dem Durchmesser der Sammellinse und der Größe des 2D-
Detektorarrays.
4.8.3. Systemkonzept 3 – Hybrid aus mechanischer und
elektronischer Nachführung
Systemkonzepte 1 und 2 können auch in einem hybriden Konzept
kombiniert werden, wenn eine der beiden Scanachsen mechanisch
und die andere elektronisch nachgeführt wird. Dieses Systemkon-
zept 3 ist in Abb. 4.14 schematisch dargestellt. Ein Vorteil dieses
Konzepts ist die geringere Komplexität sowohl des Mikrospiegel-








Abb. 4.13.: Schematische Darstellung von Systemkonzept 2 – zweiachsige
elektronische Nachführung. Der Aufbau besteht aus einer kol-
limierten Laserquelle, einem Sendespiegel (Mikrospiegel), einer
Sammellinse und einem 2D-Detektorarray.
gen Mikrospiegelarrays mit einer großen Empfangsapertur wurde
von Sandner et al. vorgestellt [111].
4.8.4. Systemkonzept 4 – Hybrid aus translatorisch
mechanischer und elektronischer Nachführung
Systemkonzept 4 ist wie Systemkonzept 3 ein hybrides Systemkon-
zept. Hier wird allerdings das Prinzip der Translation mit der elek-
tronischen Nachführung kombiniert. Der grundsätzliche Aufbau ist
in Abb. 4.15 schematisch dargestellt. Wie bei den ersten drei Kon-
zepten gibt es keine prinzipielle Begrenzung der Empfangsapertur.
Da im Empfangszweig von Systemkonzept 4 ausschließlich Trans-
missionsoptiken eingesetzt werden, weist der Gesamtaufbau sehr
geringe Platzanforderungen auf.
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Abb. 4.14.: Schematische Darstellung von Systemkonzept 3 – Hybrid aus
mechanischer und elektronischer Nachführung. Der Aufbau
besteht aus einer kollimierten Laserquelle, einem Sendespie-
gel (Mikrospiegel), einem Mikrospiegelarray, einer Sammellin-
se und einem 1D-Detektorarray. Das Mikrospiegelarray wird als
mechanische Nachführung in einer Scanachse verwendet, wäh-
rend das 1D-Detektorarray als elektronische Nachführung in der
orthogonalen Scanachse zum Einsatz komm.
4.8.5. Empfangsaperturabhängige Herstellungskosten
Die zwei wichtigsten Anforderungen in Abschnitt 3.2.2 sind gerin-
ge Kosten und eine große Empfangsapertur. Daher sind die von der
Empfangsapertur abhängigen Systemkosten ein wichtiger Parame-
ter, der in diesem Abschnitt untersucht werden soll. Die wesentli-
chen Unterschiede zwischen Systemkonzept 1, 2 und 3 sind die Grö-
ße der Detektoren bzw. der Detektorarrays und die Größe der Flä-
che der Mikrospiegel bzw. Mikrospiegelarrays. Diese Komponenten
haben alle gemeinsam, dass sie mit einem CMOS-kompatiblen Pro-
zess hergestellt werden und daher ähnliche Kostenstrukturen auf-









Abb. 4.15.: Schematische Darstellung von Systemkonzept 4 – Hybrid aus
translatorisch-mechanischer und elektronischer Nachführung.
Der Aufbau besteht aus einer kollimierten Laserquelle, ei-
nem Sendespiegel (Mikrospiegel), einem doppelseitig und ei-
nem einseitig strukturierten Lentikularlinsenarray, einer Sam-
mellinse und einem 1D-Detektorarray. Die translatorische Bewe-
gung eines der beiden Lentikularlinsenarrays dient als mechani-
sche Nachführung, während das 1D-Detektorarray als elektroni-
sche Nachführung in der orthogonalen Scanachse zum Einsatz
kommt.
1 bis 3 sind in erster Näherung vernachlässigbar. Deshalb kann in-
nerhalb der Kategorie der mechanisch robusten Systemkonzepte ein
Vergleich zwischen den aperturabhängigen Kosten eine grobe Ab-
schätzung über die Unterschiede der Systemkosten liefern.
Da die Kosten pro Wafer in der Halbleiter-Massenfertigung ein
guter Referenzpunkt für die Bauteilkosten sind, geht man im Allge-
meinen davon aus, dass die Bauteilkosten proportional mit der er-
forderlichen Fläche des Bauteils und seiner Peripherie auf dem Wa-
fer zusammenhängen.
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In diesem Vergleich werden nun alle erforderlichen Waferflächen
für sende- bzw. empfangsseitige Mikrospiegel sowie Detektoren un-
ter gleicher Gewichtung aufsummiert und miteinander verglichen.
Berücksichtigt man den zusätzlichen Fabrikationsaufwand durch
Tiefenätzen von mechanischen Strukturen mit Dicken im Bereich
100 µm [63], so wird deutlich, dass die Vergrößerung der Fläche ei-
nes Mikrospiegelarrays teurer als die Vergrößerung der Fläche ei-
nes Detektorarrays sein muss. Dies bedeutet eine Vereinfachung zu-
gunsten von Systemkonzept 1 und 3.
Die Systemkonzepte 1 bis 3 weisen auch deutliche Unterschie-
de hinsichtlich ihrer Abhängigkeit vom erforderlichen Sichtfeld des
Sensors auf. Generell verringert sich die Empfangsapertur mit stei-
gendem Sichtfeld. Daher ist der maximale Öffnungswinkel αh bzw.
αv des Sichtfelds immer der ausschlaggebende Parameter für die er-
forderliche Waferfläche. Der horizontale bzw. vertikale Halbwinkel
des Sichtfelds wird im Folgenden mit βh = αh/2 bzw. βv = αv/2 be-
zeichnet. Die Empfangsapertur für Systemkonzept i wird mit ARx,i
bezeichnet.
Um den Unterschied der erforderlichen Waferflächen Aw,i zu er-
mitteln, werden zunächst identische Empfangsaperturen
ARx,1 = ARx,2 = ARx,3 = ARx (4.31)
vorausgesetzt.
Die Winkelabhängigkeit von Systemkonzept 1 ARx,1 (βh, βv), die
in Appendix A.1 hergeleitet ist, ergibt
ARx,1 (βh, βv) =






















wobei ΓMEMS,i hier für den Füllfaktor aller MEMS-Bauteile mit der
gesamten Waferfläche AMEMS,i von Systemkonzept i ist. β0 ist die
Verschiebung des Winkelbereichs, um eine größere Empfangsaper-
tur zu erreichen, siehe Appendix A.1. Löst man Gl. (4.32) nach
AMEMS,1 auf, so erhält man




















· cos (βv − β0)
(4.33)
Die Detektorfläche von Systemkonzept 1 Adet,1 ist für alle Winkel-
bereiche β konstant. Daher gilt für die Waferfläche von Systemkon-
zept 1
Aw,1 (βh, βv) = AMEMS,1 (βh, βv) + Adet,1 . (4.34)
Sind die Kostenunterschiede zwischen MEMS- und Detektorfabri-
kation bekannt, so kann dies mit in Gl. (4.34) mit entsprechenden
Vorfaktoren berücksichtigt werden. Da eine detaillierte Analyse in
diesem Zusammenhang nicht erforderlich ist, werden diese Vorfak-
toren vernachlässigt.
Da Systemkonzept 2 keine MEMS-Waferfläche im Empfangs-
zweig benötigt, ist die Fläche AMEMS,2 konstant. Allerdings ändert
sich die erforderliche Fläche des Detektorarrays gemäß
Adet,2 (βh, βv) = wdet,2 (βh) · hdet,2 (βv) , (4.35)
mit der Breite wdet,2 = 2 feff · tan (βh) und Länge des Detektorar-
rays hdet,2 = 2 feff · tan (βv). Die Brennweite der Empfangsoptik sei
feff. Die Lücke zwischen einzelnen Detektorelementen wird in die-
ser Betrachtung vernachlässigt. Die erforderliche Waferfläche von
Systemkonzept 2 in Abhängigkeit des Sichtfelds wird dadurch
Aw,2 (βh, βv) = AMEMS,2 + Adet,2 (βh, βv) . (4.36)
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Da Systemkonzept 3 ein Hybrid aus Systemkonzept 1 und 2 ist,
ist die Sichtfeldabhängigkeit zwischen Detektorfläche und MEMS-
Waferfläche aufgeteilt. Es gilt der Zusammenhang
ARx,3 (βh, βv) =














In diesem Fall ist die gesamte MEMS-Waferfläche die Summe aus
der MEMS-Waferfläche im Sendezweig AMEMS,2 und der MEMS-
Waferfläche im Empfängerzweig A′MEMS,3. AMEMS,3 = AMEMS,2 +
A′MEMS,3. Die Sichtfeldabhängigkeit von A
′
MEMS,3 ist















ΓMEMS,3 · cos (βh) · cos (βv − β0) .
(4.38)
In diesem Fall skaliert die MEMS-Waferfläche hauptsächlich mit
dem vertikalen Öffnungswinkel des Sichtfelds βv, wohingegen die
Fläche des Detektorarrays Adet,3 vom horizontalen Öffnungswinkel
des Sichtfelds βh abhängt.
Adet,3 (βh) = wdet,3 (βh) · hdet,3 (4.39)
Dabei ist wdet,3 = 2 f · tan (βh) und hdet,3 = hdet,2. Die gesamte er-
forderliche Waferfläche von Systemkonzept 3 ergibt sich zu
Aw,3 (βh, βv) = AMEMS,3 (βv) + Adet,3 (βh) . (4.40)
Um nun einen groben Kostenvergleich zwischen diesen drei Sys-
temkonzepten durchführen zu können, wird das Verhältnis ηi der
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erforderlichen Waferfläche und der Empfangsapertur für System-





Eine beispielhafte Berechnung mit den Werten aus Tab. 4.3 ist in
Parameter Wert







keff = feff/D 1
ar,ang = βh/βv 2
Tab. 4.3.: Werte für die beispielhafte Berechnung der erforderlichen Wafer-
fläche von Systemkonzept 1 bis 3 unter Voraussetzung identischer
Empfangsapertur und Sichtfeld.
Abb. 4.16 dargestellt.
4.8.6. Auswahl des zu realisierenden Systemkonzepts
Wie bereits oben erwähnt hängen die Kosten eines Bauteils sehr
stark mir der erforderlichen Waferfläche zusammen. Daher können
anhand von Abb. 4.16 mehrere Aussagen über die Unterschiede die-
ses Kostenfaktors gemacht werden. Zum einen wird deutlich, dass
Systemkonzept 2 für kleine Öffnungswinkel des Sichtfelds die kos-
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Figure 4.16.: Erforderliche Waferfläche von Systemkonzept 1 bis 3 η1 . . . η3
in Abhängigkeit des horizontalen Sichtfelds αh unter der Vor-
aussetzung gleicher Empfangsapertur ARx. Dieses Parameter
kann als grober Kostenvergleich dienen. Für kleine Öffnungs-
winkel des Sichtfelds ist Systemkonzept 2 die kostengünstigste
Lösung, wohingegen Systemkonzept 1 die günstigste Lösung
für große Öffnungswinkel des Sichtfelds darstellt. Da System-
konzept 3 ein Hybrid aus Systemkonzept 1 und 2 ist, liegt des-
sen Kurve zwischen den beiden anderen Kurven.
tengünstigste Lösung ist. Ab einem bestimmten Grenzwinkel ist je-
doch Systemkonzept 1 die günstigste Lösung. Dieser Grenzwinkel
ist stark vom Aspektverhältnis ar,ang der horizontalen und vertika-
len Öffnungswinkel abhängig. Da Systemkonzept 3 ein Hybrid aus
Systemkonzept 1 und 2 ist, liegt dessen Kurve zwischen den beiden
anderen Kurven.
Berücksichtigt man den horizontalen Öffnungswinkel des Sicht-
felds aus der Zielspezifikation von αh = 40°, so ist es mit Sys-
temkonzept 2 am günstigsten, die Empfangsapertur zu vergrö-
ßern. Geht man von einer erreichbaren minimalen Blendenzahl von
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kmin ≈ f /D = 0,8 aus, so berechnet sich die erforderliche Größe des
Detektorarrays mit
wdet = 2 f · tan (βh)
und
hdet = 2 f · tan (βv)
zu
Adet = wdet × hdet ≈ 13,1× 6,4 mm2 .
Ein Array aus Lawinenphotodioden mit diesen oder ähnlichen Ab-
messungen was zum Zeitpunkt der Auswahl des Systemkonzepts
nicht am Markt verfügbar.
Daher wurde analysiert, welche Zwischenschritte bis zu einer Ver-
fügbarkeit des gewünschten Detektorarrays unternommen werden
können. Im Kontext dieser Analyse stellte sich heraus, dass das Prin-
zip der elektronischen Nachführung – obwohl durchaus bekannt –
bislang sogut wie nie zum Einsatz kommt. Aus diesem Grund rück-
te die Frage der Machbarkeit der elektronischen Nachführung in
den Mittelpunkt dieser Arbeit. Da die elektronische Nachführung
nicht nur in Systemkonzept 2, sondern auch in Systemkonzept 3 und
4 enthalten ist, fiel die Wahl auf eines dieser beiden. Dabei erschien
eine getrennte Untersuchung der jeweiligen technischen Probleme
beider Systemkonzepte sinnvoll:
1. In einem ersten Schritt sollte Systemkonzept 3 in leicht ver-
änderter Form (siehe Abb. 4.17) als Gesamtsystem realisiert
werden. Ziel dieses Aufbaus war es die Machbarkeit bzw.
die Grenzen der Methode der elektronischen Nachführung zu
überprüfen. Dies ist der Inhalt von Kapitel 5.
2. In einem zweiten Schritt sollte sowohl theoretisch als auch ex-
perimentell ermittelt werden, wie groß die Empfangsapertur
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Abb. 4.17.: Modifiziertes Systemkonzept 3 – Hybrid aus mechanischer und
elektronischer Nachführung. Die Änderung im Vergleich zu
Abb. 4.14 besteht darin, dass anstelle des Mikrospiegelarrays ein
konventioneller Galvanometerspiegel eingesetzt wird. Grund
für diese Änderung ist die Tatsache, dass kein passendes Mikro-
spiegelarray am Markt erhältlich ist.
von Systemkonzept 4 prinzipiell gemacht werden kann. Diese
Thematik wird in Kapitel 6 betrachtet.
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5. Systemdesign auf Basis der
elektronischen Nachführung
In diesem Kapitel wird das Systemdesign eines Demonstratorauf-
baus nach Systemkonzept 3 (siehe Abb. 4.17) vorgestellt. Der zu ent-
wickelnde 3D-Laserscanner soll zum einen die Zielspezifikation aus
Abschnitt 4.2 erfüllen, dient aber gleichzeitig auch als Testaufbau
zur Analyse der Machbarkeit bzw. der Grenzen des Prinzips der
elektronischen Nachführung, siehe Abschnitt 2.4.4. Es wird auf die
wichtigsten Systemkomponenten eingegangen und deren Einfluss
auf die Systemperformanz diskutiert.
Vor der detaillierten Betrachtung der Systemkomponenten wird
ein Überblick über den grundlegenden Aufbau eines 3D-Scanners
nach Systemkonzept 3 gegeben. Dieser in Abb. 5.1 dargestellte Auf-
bau, ist als Erweiterung des grundlegenden Aufbaus eines Weglän-
gen messenden Distanzsensors aus Abb. 2.6 zu verstehen. Obwohl
der Aufbau nur um eine Scaneinheit zu einem 3D-Scanner erweitert
wird, sind die notwendigen Änderungen an anderen Systemkom-
ponenten, im Vergleich zu einem nicht scannenden Distanzsensor,
tiefgreifender als zunächst ersichtlich.
Die Inhalte dieses Kapitels wurden in dem, vom Bundesministeri-
um für Bildung und Forschung (BMBF) unter dem Förderkennzeichen
13N11364 geförderten, Forschungsprojekt Schnell-scannender Laser-
Rangefinder für adaptive Robotik in Industrie und Logistik (SARI) ge-
meinsam mit dem Projektpartner ELOVIS GmbH erarbeitet. Die ei-
genen Beiträge hierbei liegen in der Evaluation des Laserschutzes
(Abschnitt 5.1.2 und 5.1.3), im Design und der Realisierung der
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Abb. 5.1.: Grundlegender Aufbau eines 3D-Scanners nach Systemkonzept 3.
Empfangsoptik (Abschnitt 5.3), der Scaneinheit (Abschnitt 5.4) und
des optomechanischen Aufbaus (Abschnitt 5.5). Die Integration al-
ler Systemkomponenten sowie die Inbetriebnahme des Demonstra-
toraufbaus (Abschnitt 5.7) wurde in direkter Zusammenarbeit mit
ELOVIS durchgeführt.
5.1. Design der Sendeeinheit
Aufgabe der Sendeeinheit eines 3D-Scanners ist es, das von der Si-
gnalverarbeitung erzeugte elektrische Sendesignal STx(t) in ein am-
plitudenmoduliertes optisches Signal PTx(t) zu wandeln. Die dazu
notwendige Lichtquelle und deren maximal zulässige Leistung wird
in diesem Abschnitt diskutiert.
5.1.1. Laser und Lasertreiber
Üblicherweise werden Laser als Lichtquellen in scannenden opti-
schen Sensoren eingesetzt. Die Gründe für diese Auswahl können
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vielfältig sein. Im Fall der Phasenlaufzeitmessung spielt die Ko-
härenz des Lasers zwar keine überaus wichtige Rolle, allerdings
kann die damit verbundene Schmalbandigkeit im Wellenlängenbe-
reich ausgenutzt werden, um durch schmalbandige optische Filter
das Signal-Rausch-Verhältnis bzw. die Fremdlichtunterdrückung zu
verbessern. Dies wird in Abschnitt 5.3.4 näher betrachtet. Einer der
wichtigsten Vorteile eines kollimierten Lasers ist der geringe Diver-
genzwinkel des Strahls, welcher die Grundvoraussetzung für eine
hochauflösende räumliche Abtastung ist. Eine weitere für die Pha-
senlaufzeitmessung wichtige Eigenschaft von Lasern ist die erreich-
bare Modulationsbandbreite, die deutlich höher als die Modulati-
onsbandbreite aller anderen Lichtquellen ist.
Auf eine Betrachtung der Vielzahl unterschiedlicher Lasertypen
wird an dieser Stelle verzichtet und bspw. auf [135] verwiesen. Der
kostengünstigste Lasertyp ist die einfache Halbleiter-Laserdiode auf
Basis einer Fabry-Pérot-Kavität, die aus diesem Grund in dieser Ar-
beit zum Einsatz kommt. Ausschlaggebend für die erreichbare, ana-
loge Modulationsbandbreite, bei gleichzeitig hoher Laserleistung,
ist im Fall der kostengünstigen, direkten Modulation der Lasertrei-
ber. Im Rahmen dieser Arbeit wurde ein Hochleistungs-Lasertreiber
mit analoger Modulationsbandbreite bis zu ca. 100 MHz eingesetzt
[129]. Dieser beruht auf den Arbeiten von Streck [128] und wurde
mittlerweile in das Produkt DYNALASE-DLM der Firma ELOVIS
GmbH überführt.
5.1.2. Laserschutz im Regelbetrieb
Wie bereits in Abschnitt 4.7 deutlich geworden ist, spielt der Laser-
schutz, der die zulässige optische Sendeleistung PTx begrenzt, eine
entscheidende Rolle für die erreichbare Messgenauigkeit. In diesem
Unterabschnitt wird zunächst die zulässige Emissionsleistung des
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Lasers in einem Scanner mit den Systemparametern, die zur Ziels-
pezifikation aus Abschnitt 4.2 passen, für unterschiedliche Emissi-
onswellenlängen λlas berechnet. Anschließend wird eine begründe-
te Auswahl der Emissionswellenlänge der verwendeten Laserdiode
λlas getroffen.
5.1.2.1. Berechnung der zulässigen Laserleistung
Die Berechnungsmethode der zulässigen Emissionsleistung eines
scannenden kollimierten Lasers nach dem Laserschutzstandard [7]
ist im technischen Bericht [6] weiter ausgeführt. Diese wurde in
mehreren Veröffentlichungen im Detail erklärt und anhand von Bei-
spielrechnungen verdeutlicht [FFS+12, HBS14, HBDS14, BHS14]. Im
Standard werden scannende Laser anhand von gepulsten Quellen
modelliert. Zusätzlich erhöht die Modulation der Strahlungsleis-
tung des Lasers, die im Falle eines Phasenlaufzeitsensors durchge-
führt wird, die Anzahl der Pulse. Eine Möglichkeit, wie die Metho-
den im Laserschutzstandard auf diesen Fall angewandt werden kön-
nen, ist in [BHS14] ausgeführt.
Die nachfolgenden Berechnungen der zulässigen Pulsspitzenleis-
tung wurden für Laserschutzklasse 1 durchgeführt und in [BSF+14]
veröffentlicht. Abgesehen von der Emissionswellenlänge des La-
sers wurden die Berechnungen für die Spezifikationswerte des De-
monstratoraufbaus durchgeführt. Diese sind in Tab. A.1 angegeben.
Die maximal zulässige Pulsspitzenleistung für λlas = 808 nm ist
PTx (808 nm) = 40,3 mW. Erhöht man die Wellenlänge zu bspw.
λlas = 905 nm erhöht sich auch die zulässige Pulsspitzenleistung auf
PTx (905 nm) = 63 mW. Da elektromagnetische Strahlung oberhalb
vom λ = 1,4 µm in der Cornea absorbiert wird, steigt die zulässige
Pulsspitzenleistung im Bereich der Telekommunikationswellenlän-
gen um λlas = 1550 nm weiter auf PTx (1550 nm) = 299 mW an.
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5.1.2.2. Auswahl der Laserwellenlänge
Um eine für den Menschen möglichst störungsfreie Messung durch-
führen zu können, wird der Bereich der sichtbaren Wellenlängen in
der optischen Messtechnik oft vermieden. An der langwelligen Sei-
te des sichtbaren Bereichs schließt sich der Bereich des nahen In-
frarot an. Dieser ist in die Bereiche IR-A (0,78 . . . 1,4 µm) und IR-
B (1,4 . . . 3 µm), aufgeteilt. Während die Cornea des menschlichen
Auges für Wellenlängen des Bereichs IR-A transparent ist, werden
Wellenlängen innerhalb und oberhalb von Bereich IR-B von der
Cornea absorbiert. Die Auswahl der Laserwellenlänge λlas kann
nicht losgelöst von der Detektion bzw. dem verwendeten Detek-
tor getroffen werden. Im Wellenlängenbereich unterhalb von λ =
1100 nm wird üblicherweise Silizium (Si) als Detektormaterial ein-
gesetzt. Im Bereich IR-B kommt häufig das Material Indium-Gallium-
Arsenid (InGaAs) zum Einsatz. Die Empfindlichkeit von InGaAs
SInGaAs (1550 nm) ≈ 1,1 A/W ist etwa doppelt so hoch wie die Emp-
findlichkeit siliziumbasierter Detektoren SSi (808 nm) ≈ 0,55 A/W.
Unter Annahme identischer Lambertscher Reflektionskoeffizienten
ist die Empfangsleistung im Bereich der Telekommunikationswel-








Dieser Vorteil wird jedoch durch zwei Faktoren neutralisiert. Der
erste ist die stark eingeschränkte Verfügbarkeit einmodiger Hoch-
leistungslaserdioden im Wellenlängenbereich um λ = 1550 nm.
In der klassischen Anwendung der Informationsübertragung über
Glasfasern spielt weniger die Leistung der Laserdiode, sondern
mehr deren Linienbreite eine wichtige Rolle. In der Regel wird die
Leistung über faserbasierte Verstärker erreicht. Der zweite Faktor
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sind die deutlich höheren Kosten von InGaAs-Detektoren im Ver-
gleich zu Si-Detektoren. Dieser Kostenunterschied liegt aktuell typi-
scherweise bei einem Faktor 6. Berücksichtigt man darüber hinaus
die zusätzlichen Kosten für den Lasertreiber, der bei Hochleistungs-
laserdioden deutlich höhere Ströme treiben muss [128], so ergibt
sich folgende Schlussfolgerung: Bei der Wahl der Laserwellenlän-
ge wird eine Entscheidung zwischen einem kostengünstigen und ei-
nem kostenintensiven Ansatz getroffen. Beide Ansätze erreichen nä-
herungsweise ähnliche Preis-Leistungs-Verhältnisse und sind damit
technisch relevant. Aufgrund der Anforderungen, die dieser Arbeit
zugrunde liegen, fällt die Wahl auf die Wellenlänge λlas = 808 nm.
Die Ergebnisse lassen sich jedoch problemlos auf andere Wellenlän-
genbereiche übertragen.
5.1.3. Laserschutz im Fehlerfall des Mikrospiegels
Die Grundvoraussetzung der Berechnung der zulässigen Laserleis-
tung im vorhergehenden Abschnitt basiert auf der Annahme, dass
der Mikrospiegel im Sendezweig kontinuierlich mit seiner nomina-
len Frequenz und Oszillationsamplitude schwingt. Bei einer Redu-
zierung von Frequenz oder Amplitude – oder gar bei einem Versa-
gen des Mikrospiegels – würde eine Gefährdung über die vom La-
serschutzstandard festgelegten Grenzwerte hinaus auftreten. Dieser
Situation ist nach Abschnitt 6.11 „Scanning safeguard” (englisch für
„Sicherheitsvorrichtung bei richtungsveränderlicher Strahlung”) in
[7] durch eine Sicherungsvorrichtung, die im Englischen auch mit
Scanning safeguard oder Scan-fail device bezeichnet wird, vorzubeu-
gen. Im Folgenden wird diese Sicherheitsvorrichtung mit „Notaus-
schaltung” bezeichnet. Der Inhalt dieses Abschnitts wurde im Rah-
men der studentischen Arbeit [Gie12] erarbeitet und in [BGB+12]
veröffentlicht.
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Die Aufgabe einer Notausschaltung ist das Erkennen eines
Scanversagens und das Ausschalten des Lasers. Die Summe aus
Erkennungs- und Ausschaltzeit wird nachfolgend als Reaktionszeit
TRe bezeichnet.
Die Reaktionszeit für einen nicht scannenden, kollimierten Laser-
strahl mit einer Wellenlänge von λlas = 808 nm, einer Dauerstrich-
sendeleistung von PTx = 50 mW und einem Strahldurchmesser, der
kleiner als 7 mm ist, muss nach [7] folgendermaßen berechnet wer-
den:
TRe =
7,7 · 10−8 · 100,002·(808−700) J
50 mW
≈ 2,5 µs . (5.1)
Diese Reaktionszeit ist für den Fall eines instantanen Stillstands
des Mikrospiegels gültig. Solch eine Situation ist insbesondere bei
elektrostatischen Mikrospiegeln nicht unrealistisch, siehe Abschnitt
5.4.2.1. Die schnellsten kommerziell erhältlichen Notausschaltungen
in diesem Bereich haben Reaktionszeiten im einstelligen Millisekun-
denbereich [85], was für deren typische Anwendungen im Bereich
der Absicherung von Lasershows völlig ausreichend ist. Aufgrund
dieser Tatsache wurde innerhalb dieser Arbeit eine analoge Schal-
tung entwickelt und getestet, um die Durchführbarkeit und den
Aufwand solch einer Notausschaltung anhand eines Testaufbaus zu
untersuchen.
5.1.3.1. Systemkonzept einer schnellen Notausschaltung
5.1.3.1.1. Funktionsprinzip Der wichtigste Parameter für die
Notausschaltung ist der Betrag der Momentanwinkelgeschwindig-
keit |ω (t)| des Mikrospiegels. Da die Momentanwinkelgeschwin-
digkeit ω(t) eines Mikrospiegels nicht direkt gemessen werden
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kann, muss das Winkelsignal θ (t) gemessen und differenziert wer-
den. Mit dem zeitabhängigen Winkelsignal θ (t)
θ(t) = θ0 · sin (2pi · fscan · t) = θ0 · sin (ω0 · t) , (5.2)
einer Schwingungsamplitude θ0 und der nominalen Winkelge-
schwindigkeit ω0, ergibt sich die Momentanwinkelgeschwindigkeit
ω (t) zu
θ˙ (t) = ω (t) = θ0 ·ω0 · cos (ω0 · t) . (5.3)
Das sinusförmige Signal kommt einer realen Oszillation eines re-
sonant schwingenden Mikrospiegels sehr nahe. Um zu jedem Zeit-
punkt den Laserschutz gewährleisten zu können, darf |ω (t)| einen
kritischen Schwellwert ωmin nur für sehr kurze Zeit unterschreiten.
Neben dem zwingend erforderlichen Geschwindigkeitsvergleich
mit ωmin kann optional ein Winkelvergleich mit beliebig wählba-
ren Schwellen±θa durchgeführt werden. Der Winkelvergleich dient
dazu, die Umkehrbereiche der Sinusschwingung zu identifizieren.
Aufgrund der niedrigen Momentanwinkelgeschwindigkeit in den
Umkehrbereichen wird der Laser häufig über eine Blende in die-
sen Außenbereichen blockiert oder ausgeschaltet. Der Winkelbe-
reich −θa · · ·+ θa wird daher als aktiver Bereich bezeichnet. Je klei-
ner der sogenannte duty cycle θa/θ0 gemacht wird, desto höher ist die
zulässige Laserleistung.
5.1.3.1.2. Abklingverhalten im Fehlerfall Bei einem fehlerhaften
Verhalten des Mikrospiegels, das bspw. von einer fehlerhaften An-
steuerung verursacht sein kann, kommt es in der Regel zu einem
Abklingen der Schwingung, siehe Abb. 5.2. Dieses Abklingen ist von
der Güte des Mikrospiegels abhängig und kann mehrere Sekunden
bis Minuten andauern [56]. Für die Dimensionierung der Notaus-
schaltung kann jedoch nicht davon ausgegangen werden, dass die-
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Abb. 5.2.: Illustration des Funktionsprinzips einer Notausschaltung zur
Überwachung der Mikrospiegelschwingung. In rot ist ein bei-
spielhafter Abklingvorgang der Schwingung eines Mikrospiegels
θ (t) dargestellt. Weiterhin ist dessen differenziertes Signal ω (t)
(blau) und die digitalen Signale, die durch den Winkelvergleich
und den Geschwindigkeitsvergleich erzeugt werden. Über ei-
ne logische ODER-Verknüpfung beider Signale wird das „low”-
aktive Fehlersignal aktiviert, welches den Ausschaltvorgang des
Lasers initiiert.
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ser Abklingvorgang in jedem Fall lange andauert. Zum einen ist es
möglich, dass eine Torsionsfeder des Spiegels bricht und dieser auf-
grund von Kollisionen plötzlich zum Stillstand kommt. Ein zweiter
möglicher Fehlerfall könnte eine antiresonante Anregung des Spie-
gels durch einen Phasensprung in der Ansteuerungseinheit sein.
5.1.3.1.3. Winkelmessung Aus diesem Grund ist eine möglichst
verzögerungsfreie und präzise Positions- bzw. Winkelmessung ein
essentieller Bestandteil einer schnellen Notausschaltung. Es gibt ver-
schiedene Möglichkeiten, dies zu erreichen [133]: Die Auslenkung
eines Mikrospiegels kann durch Platzieren piezoresistiver Senso-
ren auf die Torsionsfedern gemessen werden [142, 53]. Dies ver-
ändert jedoch auch die Resonanzcharakteristik des Bauteils, was
ein Redesign mit sich zieht. Eine andere Möglichkeit, den Winkel
elektrostatisch angetriebener Mikrospiegel zu messen, ist die Mes-
sung der dynamischen Änderung der Kapazität der Antriebselek-
troden [109, 71, 56]. Diese Methode erreicht jedoch aufgrund gra-
vierender Nichtlinearitäten geringere Genauigkeiten und erfordert
optimierte Kammstrukturen [133]. Die zum Zeitpunkt der Untersu-
chung am Markt verfügbaren Mikrospiegel waren noch nicht mit
einer integrierten Positionssensorik ausgestattet. Daher wurde auf
eine optische Methode zur Messung der Spiegelauslenkung, die sich
durch ihre Einfachheit und Flexibilität auszeichnet, zurückgegriffen.
Die Position des Strahls wurde anhand des Differenzsignals jeweils
zweier Elemente einer Quadrantenphotodiode ermittelt. Dies wird
in [BGB+12] näher erläutert.
5.1.3.1.4. Systemkonzept und Testaufbau Das Blockdiagramm
des Systemkonzepts solch einer Notausschaltung ist in Abb. 5.3
wiedergegeben. Bei der konkreten Realisierung stellt sich die Fra-
ge, an welcher Stelle analog-digital gewandelt werden soll. Es ist
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Abb. 5.3.: Blockdiagramm des Systemkonzepts einer Notausschaltung zur
Überwachung der Mikrospiegelschwingung. Die erste Kompo-
nente führt eine schnelle Messung des Auslenkwinkels θ (t)
durch. Anschließend wird in zwei parallelen Pfaden zum einen
das Winkelsignal θ (t) und zum anderen dessen Ableitung ω (t)
verarbeitet. Dabei stellt eine Verzögerungsstrecke in dem schnel-
len Pfad die Synchronität sicher. Im oberen Pfad wird mit dem
Winkelvergleich festgestellt, ob der Spiegel sich gerade im akti-
ven oder passiven Bereich der Schwingung befindet. Im unteren
Pfad wird die Momentanwinkelgeschwindigkeit überprüft. Bei-
de Signale werden über Logikgatter miteinander verknüpft, wo-
durch sich das Fehlersignal für den Interlock des Lasers ergibt.
möglich die Schaltung analog oder digital zu implementieren. Für
den Testaufbau wurde eine Implementierung gewählt, in der die
Analog-Digital-Wandlung beim Schwellwertvergleich mithilfe von
Hochgeschwindigkeits-Komparatoren durchgeführt wird. Dadurch
kann auf schnelle Analog-Digital-Wandler verzichtet werden und
die Anzahl der Bauelemente wird gering gehalten. Ein Bild des Tes-
taufbaus ist in Abb. 5.4 wiedergegeben.
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Abb. 5.4.: Bild des Testaufbaus zur Charakterisierung der entwickelten
Notausschaltung.
5.1.3.2. Ergebnisse
Die Funktionalität und die Laufzeitverzögerung jeder Komponen-
te der Notausschaltung sowie der optischen Winkelmessung wur-
den mithilfe eines digitalen Speicheroszilloskops (DSO) messtechnisch
ermittelt. Die Laufzeitverzögerung für die Winkelmessung betrug
τwin ≈ 230 ns, die des Differenzierers τdiff ≈ 1,24 µs, die der Offset-
Kompensation τoff < 5 ns, die aller Logikgatter τgat ≈ 210 ns und die
des Laser Interlocks τint ≈ 330 ns. Die Laufzeit der Komparatoren
betrug aufgrund von Komparator-Prellen τkom ≈ 1,48 µs, was insbe-
sondere bei im Vergleich zur Komparatorbandbreite langsamen Si-
gnalen auftritt. Komparator-Prellen kann jedoch durch Hinzufügen
einer kleinen Hysterese eliminiert werden. In diesem Fall beträgt die
Laufzeit solch eines Komparators τkom < 100 ns. Dies konnte auch
in den Fällen gemessen werden, in denen kein Prellen auftrat. Damit
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ergibt sich die erreichbare Reaktionszeit aus der Summe der Laufzei-
ten im langen (unteren) Pfad.
TRe = τwin + τdiff + τkom + τgat + τint ≈ 2,2 µs
Den größten zeitlichen Anteil nimmt die Laufzeit des Differenzie-
rers τdiff ≈ 1,24 µs ein. Diese ist über die äußere Beschaltung des
Operationsverstärkers einstellbar. Wird sie jedoch reduziert, so wird
vorhandenes Rauschen mehr verstärkt. Daher sollte sie so groß wie
möglich gewählt werden.
Mit diesem Ergebnis wird deutlich, dass es möglich ist eine
schnelle Notausschaltung für mikrospiegelbasierte Scanner im IR-
A-Bereich mit Standardkomponenten und Hochgeschwindigkeits-
Komparatoren, die heutzutage nicht mehr besonders teuer sind, zu
realisieren.
5.2. Design der Empfangseinheit
Aufgabe der Empfangseinheit eines 3D-Scanners ist es das von
einem Messobjekt zurückgestreute und/oder reflektierte optische
Empfangssignal PRx(t) in ein elektrisches Signal SRx(t) zu wandeln,
siehe Abb. 5.5. Die Auswahl eines passenden Detektortyps und des-
sen Beschaltung hat einen großen Einfluss auf das auftretende Rau-
schen und bedarf deswegen eines sorgfältigen Designs.
5.2.1. Auswahl der Detektor-Verstärker-Kombination
Die wesentlichen Grundlagen dieses Abschnitts wurden in der
studentischen Arbeit [41] erarbeitet. Die Auswahl des Detektor-
typs kann nicht getrennt von der Auswahl des Detektorarrays
und der Auswahl des Verstärkers betrachtet werden, weil nur alle
drei gemeinsam ein funktionstüchtiges Empfangsmodul bilden kön-
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Abb. 5.5.: Aufbau der Empfangseinheit, bestehend aus einem Detektorar-
ray, Transimpedanzverstärkern und einem Multiplexer. Optische
Signale sind mit roten, elektrische mit schwarzen Pfeilen gezeich-
net.
nen. Aufgrund der hohen Bandbreitenanforderungen kommen aus-
schließlich PIN-Photodioden oder APDs als Detektortyp in Frage.
Da die Empfangsleistung PRx nach Gl. (2.2) quadratisch mit zuneh-
mender Messdistanz d abnimmt, wirkt sich die minimal detektier-
bare optische Leistung der Detektor-Verstärker-Kombination sehr
stark auf die erreichbare Messdistanz bzw. die erreichbare Mess-
genauigkeit bei gegebener Messdistanz aus. Da eine Reduzierung
des SNR durch Fremdlicht in diesem Abschnitt nicht betrachtet
wird, wird eine geringe Messungenauigkeit von σ = ±3 mm bei
einer Messdistanz von d = 5 m zugrunde gelegt. Bei einer Mo-
dulationsfrequenz von fm = 100 MHz, einer Empfängerbandbreite
Bcw = 2 MHz und einer Pixeldauer von TPx = 3 µs erfordert dies
gemäß Gl. (2.54) ein minimales SNR von
SNRmin =
c





5.2. Design der Empfangseinheit
Zur Evaluation verschiedener Detektortypen sowie Verstärker wur-
de ein MATLAB-Skript auf Basis der Gleichungen aus Abschnitt
2.1, 2.2 und der Rauschbetrachtungen aus [52] geschrieben. Der
Kern dieses Skripts berechnet das Signal-Rausch-Verhältnis aus
der Empfangsleistung und dem NEP einer Detektor-Verstärker-
Kombination. Das NEP wird anhand der Herstellerangaben in den
Datenblättern berechnet.
Auf einen umfassenden Vergleich mehrerer Verstärker sowie De-
tektoren wird an dieser Stelle verzichtet und auf [41] verwiesen. In
diesem Zusammenhang genügt eine vergleichende Darstellung des
SNR des ausgewählten APD-Arrays 8AA0.4-9 SMD der Firma First
Sensor mit einem 2D-Array aus PIN-Photodioden vom Typ PS7-5,
das auch von First Sensor hergestellt wird.. Beide Detektorarrays
werden bei diesem Vergleich mit dem Verstärker AD8099 von Texas
Instruments betrieben. Dieser bietet trotz seines relativ hohen Rau-
schens aufgrund eines hohen Verstärkungs-Bandbreite-Produktes
von fc = 3,8 GHz die beste Kombination aus Verstärkung, Band-
breite und Rauscheigenschaften. Details dazu sind in [41] zu fin-
den. Bei der Wahl der Systemparameter, die in Tab. (5.1) aufgelis-
tet sind, wurde bereits der Laserschutz und die Zielspezifikation
dieser Arbeit berücksichtigt. Das damit erreichbare SNR in Abhän-
gigkeit der Messdistanz ist in Abb. 5.6 dargestellt. Dieser Vergleich
zeigt zum einen, dass die größere Empfangsapertur eines 2D-Arrays
aus PIN-Photodioden das deutlich größere NEP nicht kompensieren
kann. Dies gilt auch für andere Aufbauvarianten wie z.B. Linienar-
ray oder Einzeldetektoren. Daher ist der Einsatz von großflächigen
PIN-Photodioden in einem 3D-Scanner mit großer Empfangsaper-
tur nicht sinnvoll. Zum anderen wird deutlich, dass das erforderli-
che minimale SNR von dem Ansatz des Linien-APD-Arrays erreicht
wird (SNR ≈ 33,2 > SNRmin). Das NEP einer auf APDs basieren-
den Detektor-Verstärker-Kombination weist aufgrund der internen
135
5. Systemdesign auf Basis der elektronischen Nachführung
Systemparameter APD-Array PIN-Array
Emissionswellenlänge des Lasers λlas 808 nm 808 nm
Lambertscher Reflektionskoeff. ρ 0,3 0,3
Pulsspitzenleistung des Lasers PTx 56,5 mW 56,5 mW
Modulationsfrequenz fm 100 MHz 100 MHz
Abtastfrequenz fs 250 MHz 250 MHz
Horizontale Bildauflösung rh 200 200
Vertikale Bildauflösung rv 140 140
Framerate fFr 10 Hz 10 Hz
Mikrospiegeldurchmesser Dmm 2 mm 2 mm
Scanfrequenz (schnelle Achse) ffa 1 kHz 1 kHz
Scanfrequenz (langsame Achse) fsa 5 Hz 5 Hz
Horizontales Sichtfeld αh 29,2° 29,2°
Vertikales Sichtfeld αv 20,6° 20,6°
Aktiver Teil des hor. Sichtfelds Ha 100% 100%
Aktiver Teil des vert. Sichtfelds Va 86% 86%
Anzahl von Detektorelementen Ndet 8× 1 9× 5
Empfangsapertur ARx 400 mm2 1963 mm2
Aktive Chipfläche Aact 3,24 mm2 315 mm2
Optische Effizienz ηopt 60% 60%
Äquivalente Rauschleistung NEPges 0,8 nW 3,47 µW
Tab. 5.1.: Systemparameter zweier Detektor-Verstärker-Kombinationen. In
der Spalte „APD-Array” sind die Werte für das Linien-APD-Array
8AA0.4-9 SMD aufgelistet. In der Spalte „PIN-Array” wird ein 2D-
Array aus der PIN-Photodiode PS7-5 angenommen. In beiden Fäl-
len wird der Verstärker AD8099 eingesetzt.
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Abb. 5.6.: Vergleich des erreichbaren Signal-Rausch-Verhältnisses zweier
Detektor-Verstärker-Kombinationen. Es ist klar ersichtlich, dass
sich mit dem PIN-Array keine nennenswerte Systemperformanz
erreichen lässt. Die zugehörigen Systemparameter sind in Tab. 5.1
angegeben.
Lawinenverstärkung deutlich niedrigere Werte auf. Trotz der Pro-
blematik des höheren Rauschens bietet die APD das weitaus bessere
Gesamtergebnis.
5.2.2. Auswahl des Multiplexers
Die Inhalte dieses Abschnitts wurden in [41] erarbeitet und in
[BSF+14] publiziert.
Aufgrund der resonanten Schwingung des Mikrospiegels bewegt
sich der Fokus des Empfangsstrahls mit einem sinusförmigen Ge-
schwindigkeitsprofil über das Detektorarray hinweg. Um eine kon-
tinuierliche Distanzmessung zu ermöglichen, muss zu jedem Zeit-
punkt der maximal beleuchtete Detektor mit der Signalverarbeitung
verbunden sein. Dies ist die Aufgabe des Multiplexers. Dieser Um-
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schaltvorgang zwischen verschiedenen Detektoren kann als elektro-
nisches Schwenken der Empfangscharakteristik verstanden werden.
5.2.2.1. Analogmultiplexer
Vorzugsweise werden für derartige Aufgaben halbleiterbasierte
Analogmultiplexer aufgrund ihrer im Vergleich zu Relais-basierten
Lösungen um Größenordnungen höheren Lebensdauer eingesetzt.
Das Funktionsprinzip von CMOS-basierten Multiplexern ist ein
analoger Schalter, der auch Transfer-Gate genannt wird, und aus
einer Parallelanordnung aus einem p-Kanal- und einem n-Kanal-
MOSFET bestehen. Dadurch können sowohl positive wie auch nega-
tive Signale bzw. Spannungen propagieren. Eine attraktive Unterka-
tegorie sind gepufferte Analogmultiplexer (englisch buffered analog
multiplexer oder alternativ video multiplexer-amplifier), die einen in-
ternen Puffer zur Unterdrückung von hochfrequenten Oszillationen
aufweisen. Derartige Störungen werden durch Kapazitätsänderun-
gen des Multiplexers, die beim Umschalten auftreten, verursacht.
Analogmultiplexer verursachen jedoch auch zusätzliches Rauschen
und begrenzen die Signalbandbreite. Deshalb ist es wünschenswert
die Anzahl von Multiplexerstufen auf einem Minimum zu halten.
Dies kann nur durch eine Minimierung der Anzahl der Detektor-
elemente erreicht werden, was bei gegebener Detektorlänge eine Er-
höhung der aktiven Fläche jedes Einzeldetektors zur Folge hat. Da-
durch steigt jedoch auch die Diodenkapazität, was die Bandbreite
reduziert. Daher ist der Kompromiss zwischen Rauschreduzierung
und Bandbreitenvergrößerung bei einem 2D-Detektorarray deutlich
schwieriger zu finden. Eine weitere Problematik, die vor allem bei
Detektorarrays mit vielen Einzeldetektoren auftritt, ist die Platzie-
rung der Transimpedanzverstärker, die möglichst nahe am Detektor
sitzen sollten.
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5.2.2.2. Umschaltverhalten des Multiplexers
Eine zeitliche Abweichung zwischen dem optimalen Umschaltzeit-
punkt beim Übergang des Fokus zwischen zwei Detektoren und
dem tatsächlichen Umschaltzeitpunkt führt zu einem zusätzlichen
Einbruch des Empfangssignals. Eine Möglichkeit diese Situation zu
vermeiden wäre eine Messung der Spiegelposition, die bereits in
Abschnitt 5.1.3 angesprochen wurde. Dadurch könnte eine zeitli-
che Verschiebung der optimalen Umschaltzeitpunkte aufgrund von
Temperatur- bzw. Luftfeuchtigkeitsschwankungen, die bspw. die
Oszillationsamplitude leicht beeinflussen, kompensiert werden.
Eine weitere, wichtige Thematik, die beim Design berücksichtigt
werden muss, ist die ungewollte Verschiebung des Spots durch den
Triangulationseffekt, siehe Abschnitt 5.3.3. Mit dieser distanzabhän-
gigen Spotverschiebung geht auch eine distanzabhängige Verschie-
bung der optimalen Umschaltzeitpunkte einher, die vor allem bei
kleinen Messdistanzen zum Tragen kommt. Es gibt mehrere Mög-
lichkeiten, um dieses Problem zu lösen:
• Zum einen kann der Effekt durch ein koaxiales Anordnen
der optischen Achsen von Sender- und Empfänger vermieden
werden. Im Fall von Systemkonzept 3 und 4 kann die Proble-
matik daher auch in die mechanisch nachgeführte Achse ver-
lagert werden. Im Demonstratoraufbau wurde dies jedoch aus
den in Abschnitt 5.3.3 genannten Gründen vermieden.
• Dank der Flexibilität der Umschaltansatzes könnte man auch
zwei Detektoren gleichzeitig auslesen und das bessere von bei-
den Empfangssignalen für die Quadraturdemodulation ver-
wenden. Dieser Ansatz erhöht die Komplexität der Beschal-
tung und auch der Signalverarbeitung, bietet aber auf der an-
deren Seite auch die Möglichkeit durch die Bildung des Mit-
telwerts beider Empfangssignale (z.B. vor der Quadraturde-
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• Alternativ könnten die Umschaltzeitpunkte auch aus den Ab-
standsinformationen aus dem vorhergehenden Frame berech-
net werden. Diese Strategie kann allerdings nicht bei allen An-
wendungen zum Einsatz kommen.
Im Demonstratoraufbau wurde jede der 8 APDs des Detektorar-
rays 8AA0.4-9 SMD mit einem eigenen Transimpedanzverstärker
(AD8099) ausgestattet. Als Multiplexer diente der MAX4312 vom
Maxim Integrated, der eine akzeptable Umschaltzeit von ca. 40 ns auf-
weist.
Mangels kommerziell verfügbarer Mikrospiegel mit integrierter
Positionssensorik wurden die Umschaltzeitpunkte im Demonstra-
toraufbau von einem Triggerpuls des Mikrospiegeltreibers abgelei-
tet. Deshalb können im Demonstratoraufbau keinerlei Temperatur-
oder Luftfeuchtigkeitsschwankungen kompensiert werden. Bei den
durchgeführten Funktionstests traten dadurch allerdings keine Un-
regelmäßigkeiten auf. Das gemessene Umschaltverhalten des Funk-
tionsmusters ist in Abb. 5.7 wiedergegeben. Darin lässt sich auch die
tatsächliche Umschaltdauer von ca. 60 ns ablesen.
5.3. Design der Empfangsoptik
Teile dieses Abschnitts wurden in [BSF+14] veröffentlicht. Das De-
signziel des Optikdesigns besteht nach Abschnitt 3.2.2 darin, die
Lichtmenge, die auf die aktive Fläche des Detektors fokussiert
wird, mit möglichst kostengünstigen Komponenten zu maximieren.
Dies wird durch eine Maximierung der effektiven Empfangsaper-
tur ARx,eff erreicht. Unter der effektiven Empfangsapertur wird das
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Abb. 5.7.: Gemessenes Empfangssignal SRx(t) des Demonstratoraufbaus im
Zeitbereich. Die in a) erkennbare Leistungsvariation kommt zum
einen durch die unterschiedlichen Offset-Spannungen der APDs
und zum anderen durch das Umschaltverhalten zustande. Die-
se Hüllkurve tritt aufgrund der bidirektionalen Mikrospiegel-
schwingung mit dem Spaltentakt alternierend spiegelverkehrt
auf. In b) ist ein Ausschnitt von a) der Dauer 400 ns gezeigt, in
dem die tatsächliche Umschaltdauer von ca. 60 ns erkennbar ist.
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Produkt aus Empfangsapertur und optischer Transmissionseffizienz
ηopt verstanden.
ARx,eff = ARx · ηopt (5.4)
5.3.1. Designprozess
Da die Länge des Detektorarrays mit wdet = 4 mm vorgegeben ist,
lässt sich der maximale vertikale Durchmesser der Sammellinse bei





berechnen. Unter Umständen können auch noch kleinere Blenden-
zahlen erreicht werden, jedoch steigen auch die Aberrationen bei
derart lichtstarken Optiken drastisch an. Dies wiederum verringert
die optische Effizienz ηopt, da die Spotgröße die Detektorgröße über-
trifft. Somit wird verdeutlicht, dass die Empfangsapertur ARx und
die optische Effizienz ηopt nicht gleichzeitig maximiert werden kön-
nen, sondern sich gegenläufig verhalten. Aus Sicht des Designers
wäre eine Variation der Blendenzahl sinnvoll, um die maximale
effektive Empfangsapertur zu finden. Allerdings zieht jede Ände-
rung der Blendenzahl einen Designprozess mit sich, da nicht nur
die asphärischen Koeffizienten der Oberflächen gesucht, sondern
auch die Dimensionen und Abstände der Elemente angepasst wer-
den müssen. Da dies für eine repräsentative Anzahl an Scanwinkeln
beider Scanspiegel berücksichtigt werden muss und zusätzlich der
Einfluss unterschiedlicher Messdistanzen eine wichtige Rolle spielt,
ist ein vollautomatischer Optimierungsprozess zu aufwendig und
zu unflexibel. Daher wurde ein iterativer Designansatz gewählt. Da-
bei stellte sich heraus, dass die kleinste herstellbare Blendenzahl
trotz der reduzierten optischen Effizienz das Optimum für die ef-
fektive Empfangsapertur darstellt. Grund für dieses Ergebnis ist die
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Größe der Detektorelemente, die auch größere Spotgrößen nahezu
vollständig empfangen können.
5.3.2. Auswahl des Linsentyps
Es wurden Designs für unterschiedliche Linsentypen entworfen
und diese hinsichtlich erreichbarer effektiver Empfangsapertur
ARx,eff und Herstellungskosten verglichen. Dabei stellte sich die
Fresnellinse als der am besten geeignete Linsentyp für diese Ar-
beit heraus. Der klassische Vorteil einer Fresnellinse ist ihr gerin-
ges Gewicht, was vor allem bei großen Linsen zum tragen kommt.
In der Massenfertigung von Kunststoff-Optiken lässt sich mit der
Spritzgusstechnik auch mit asphärischen Strukturen ein sehr niedri-
ger Stückkostenpreis erreichen. Zusätzlich haben Fresnellinsen auch
sehr geringe Bauraumanforderungen und lassen sich aufgrund ihrer
Planarität sehr gut in günstige Halterungskonzepte integrieren. Für
die Fertigung geringer Stückzahlen – wie bspw. für den entworfe-
nen Demonstratoraufbau – können spanende Fertigungsverfahren
eingesetzt werden.
Ein prinzipieller Nachteil von Fresnellinsen sind die Schattenbe-
reiche, die durch Totalreflektion an den Seitenwänden der Struk-
turen auftreten [82]. Dieser Schatteneffekt kann durch geschicktes
Anordnen der Fresnelstrukturen minimiert, jedoch in vielen Fäl-
len nicht vollständig vermieden werden. Da die eigens entworfe-
nen Fresnellinsendesigns nicht mit spanenden Fertigungsverfahren
herstellbar waren, wurde auf kommerziell erhältliche Fresnellinsen
der Art Concentrating Grooves out zurückgegriffen [30]. Diese asphä-
rischen Fresnellinsen (NT46-108 von Edmund Optics und CY585 von
Fresnel Optics) erreichen zwar keine Blendenzahl k < 1, sind aber
mit spanenden Verfahren herstellbar. Mit diesen Linsen erreicht die
Empfangsapertur den Wert ARx = 9,65× 42 mm2 = 405,3 mm2.
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Abb. 5.8.: 3D-Modell der Anordnung der optischen Komponenten des De-
monstratoraufbaus und des Strahlengangs. Ein Teilausschnitt
wurde mit der Raytracing-Software Zemax berechnet. Zur Veran-
schaulichung ist der vollständige Strahlengang eingezeichnet und
die Strahlen mit Richtungspfeilen versehen.
5.3.3. Optikdesign für Linienarray Detektorkonzept
Ein 3D-Modell des Optikdesigns und des Strahlengangs ist in
Abb. 5.8 dargestellt. Die mit der Optikdesign-Software Zemax simu-
lierte normierte Intensität des Empfangssignals auf dem Detekto-
rarray für verschiedene Scanwinkel des Mikrospiegels Θmm ist in
Abb. 5.9 dargestellt. Dabei wird in Fall b) deutlich, dass die Emp-
fangsleistung sich im ungünstigsten Fall auf zwei Detektorelemen-
te verteilt und damit halbiert. Ein einfaches Addieren beider Si-
gnale der beleuchteten Detektorelemente würde keine Verbesserung
des Signal-Rausch-Verhältnis bringen, weil dadurch mit dem Signal
auch das Rauschen verdoppelt werden würde. Lediglich eine Mitte-
lung könnte die Reduktion des SNR von 2 auf
√
2 begrenzen. Diese
Halbierung des Signal-Rausch-Verhältnis ist daher eine prinzipielle
Begrenzung des Prinzips der elektronischen Nachführung. Genauer
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Abb. 5.9.: Simulierte normierte Intensität auf dem Detektorarray für drei
optische Scanwinkel des Mikrospiegels bei einer Messdistanz d =
10 m: a) Θmm = 12°, b) Θmm = 0° und c) Θmm = −12°. Im
Fall b) verteilt sich die Energie auf zwei Detektoren und wird da-
durch halbiert. Die Lücken zwischen den Detektorelementen sind
in schwarz dargestellt.
ist die simulierte Variation der optischen Effizienz ηopt über den
mechanischen Scanwinkel des Mikrospiegels θmm für unterschied-
liche Scanwinkel des Galvanometerspiegels θga und unterschiedli-
che Messdistanzen d in Abb. 5.10 dargestellt. Darin ist zum einen
der Leistungsabfall in den Umschaltbereichen deutlich erkennbar.
Für den Füllfaktor des Detektorarrays, der ohnehin schon bei 81%
liegt, konnte durch den Einsatz eines Mikrolinsenarrays, das auch
in mehreren Varianten simulativ untersucht wurde, keine nennens-
werte Verbesserung erzielt werden. Grund hierfür sind die stark bre-
chenden Sammellinsen, die dafür sorgen, dass ein Mikrolinsenarray
eine derart niedrige Blendenzahl benötigt, dass dieses nicht mehr
herstellbar ist.
In Abb. 5.10 b) ist auch eine Verschiebung der Empfangscharak-
teristik für kleine Messdistanzen erkennbar. Dieser unerwünsch-
te „Triangulationseffekt” kommt durch den Abstand der optischen
Achsen von Sender und Empfänger zustande. Dieser Abstand könn-
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Mech. Scanwinkel Galvanometerspiegel: 35°
Mech. Scanwinkel Galvanometerspiegel: 45°
Mech. Scanwinkel Galvanometerspiegel: 55°
b)
























Mech. Scanwinkel Galvanometerspiegel: 35°
Mech. Scanwinkel Galvanometerspiegel: 45°
Mech. Scanwinkel Galvanometerspiegel: 55°
Abb. 5.10.: Simulierte optische Effizienz ηop über den mechanischen Scan-
winkel des Mikrospiegels θmm für a) d = 10 m und b) d = 1 m.
Für kleine Messdistanzen ist eine Verschiebung der Empfangs-
charakteristik erkennbar.
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te in die langsame Scanachse verlagert werden, um eine Verschie-
bung der Umschaltzeitpunkte zu vermeiden. Jedoch wäre dadurch
eine noch größere Fläche des Galvanometerspiegels notwendig ge-
wesen. Solch ein Ansatz könnte aber für Systemkonzept 4 sinnvoll
sein. Da die Empfangsoptik auf große Messdistanzen (z.B. d = 10 m)
fokussiert, vergrößert sich auch der Spot auf dem Detektor, was sich
in der reduzierten optischen Effizienz in Abb. 5.10 b) im Vergleich
zu a) niederschlägt. Diese Spotverbreiterung und die Tatsache, dass
die Empfangsleistungen für kleine Messdistanzen ohnehin quadra-
tisch zunehmen, kompensieren das Problem der Verschiebung der
Empfangscharakteristik. Aus diesem Grund bestand beim Demons-
tratoraufbau keine Notwendigkeit die Umschaltzeitpunkte in Ab-
hängigkeit der Messdistanz anzupassen. Ein positiver Nebeneffekt
dieses Triangulations- und Defokussierungseffekts ist die Vermei-
dung des Übersteuerns der Detektoren.
Die Gründe für die optische Effizienz in den Maxima von
Abb. 5.10 von ηopt ≈ 60% sind:
• Die bereits angesprochene Spotverbreiterung durch Defokus
bei kleinen Messdistanzen,
• Schattenbereiche durch Totalreflektion an den Seitenwänden
der Fresnelstrukturen und
• Fresnelreflektionen an den beiden Fresnellinsen und an am
Glasfenster des APD-Arrays. Die Transmission durch die-
se 6 Luft-Glas bzw. Glas-Luft-Grenzflächen errechnet sich
für senkrechten Einfall mit den Brechungsindizes nBK7 ≈
1 517, nAcryl ≈ 1 492, nPMMA ≈ 1 492 zu ca. TFres ≈ 78,3%.
147
5. Systemdesign auf Basis der elektronischen Nachführung
5.3.4. Filterauswahl
Teile aus diesem Abschnitt wurden in [BSF+14] veröffentlicht. Auf-
gabe eines optischen Filters ist es für alle Einfallswinkel bestimm-
te unerwünschte Wellenlängenbereiche des elektromagnetischen
Spektrums zu unterdrücken und erwünschte Bereiche unverändert
passieren zu lassen. Im Bereich der optischen 3D-Messtechnik ist ei-
ne der wichtigsten Aufgaben die Unterdrückung jeglicher Fremd-
lichtquellen, bspw. Sonnenstrahlung. Fällt zu viel Fremdlicht auf
einen Detektor so hat das zu Folge, dass dessen Dynamikbereich
nicht mehr voll ausgenutzt werden kann. Dadurch sinkt das Signal-
Rausch-Verhältnis. Um dies zu verhindern, können schmalbandige
optische Bandpassfilter eingesetzt werden, deren Transmissionsma-
ximum bei der Laserwellenlänge λlas liegt. Nach dem Stand der
Technik werden Interferenzfilter mit Absorptionsfiltern kombiniert
um schmalbandige Filter mit hoher optischer Dichte in den Sperrbe-
reichen zu realisieren.
5.3.4.1. Absorptionsfilter
Absorptionsfilter erreichen sehr hohe optische Dichten, sind von
Natur aus winkelunabhängig und erreichen steile Flanken. Aller-
dings können Absorptionsfilter prinzipbedingt nur als sogenannte
Longpassfilter umgesetzt werden, d.h. Strahlung ab einer gewissen
Energie Qλ
Qλ = h · cλ > Qth = h ·
c
λth
bzw. unterhalb einer gewissen Wellenlänge λth kann absorbiert wer-
den. Dabei ist h = 6,626 · 10−34 J s das Plancksche Wirkumsquantum
und Qth steht für die Energieschwelle des Filters. Daher lassen sich
mit Absorptionsfiltern keine Bandpassfilter erreichen.
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5.3.4.2. Interferenzfilter
Interferenzfilter bestehen aus mehreren dünnen Schichten. Die
Schichten können metallisch oder dielektrisch sein. Dementspre-
chend entstehen entweder metallische oder Fresnelreflektionen an
den Übergängen zwischen den Schichten. Die somit mehrfach re-
flektierenden Teilstrahlen interferieren miteinander. Durch Variati-
on der Dicke unterschiedlicher Schichten können somit künstlich
nahezu beliebige Transmissionsspektren erzeugt werden [97].
Allerdings ist dieses Transmissionsverhalten vom Einfallswinkel
der Strahlung γ relativ zur Normalen der Schichtoberfläche abhän-
gig. Mit zunehmendem Einfallswinkel wird Die Verschiebung ∆λ
der Transmissionskurve eines Bandpassfilters in Abhängigkeit des
Einfallswinkels gehorcht der Gleichung [106]








λ0 ist die zentrale Wellenlänge des Transmissionsmaximums und
neff der effektive Brechungsindex des Filters. Aufgrund dieser Blau-
verschiebung des Transmissionsspektrums wird das Signal eines ak-
tiven 3D-Sensors ab einem bestimmten Einfallswinkel durch den Fil-
ter blockiert. Dieser Effekt begrenzt den maximalen Scanwinkelbe-
reich von Systemkonzept 2 und den maximalen Scanwinkelbereich
der elektronisch nachgeführten Achse von Systemkonzept 3 und 4.
Im Fall von Systemkonzept 1 kann der Interferenzfilter zwischen
Mikrolinsenarray und Sammellinse platziert werden, da in diesem
Bereich näherungsweise nur ein Winkel auftritt.
Für den Demonstratoraufbau wurde das Filter bk-808-7,5-C1 der
Firma bk - Interferenzoptik Elektronik GmbH eingesetzt. Dies weist ein
Plateau der Breite 4 . . . 5 nm im Transmissionsmaximum auf. Mit
λ0 ≈ 810 nm und neff ≈ 2,5 lässt sich der maximale optische Scan-
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winkelbereich berechnen. Bei einer angenommenen maximalen Fil-
terverschiebung von ∆λ ≈ 4,4 nm erhält man αv,max = 30°. Somit
passt dieses Filter zur Zielspezifikation mit αv = 20°. Weitere wich-
tige Parameter dieses sind die Halbwertsbreite λFWHM ≈ 7,5 nm,
eine typische Transmission im Durchlassbereich von Tpass ≈ 80%
und eine optische Dichte OD5 im Sperrbereich.
5.4. Design der Scaneinheit
5.4.1. Auswahl des Mikrospiegels
Aus der kurzen Betrachtung der Vor- und Nachteile elektrostatisch
und elektromagnetisch angetriebener Mikrospiegel in Abschnitt 2.5
wird bereits deutlich, dass beide Technologien ihre Vor- und Nach-
teile haben. Aufgrund der Vielfalt der Anwendungen, für die diese
Technologien geeignet ist, wird sich keine der beiden auf absehbare
Zeit durchsetzen.
Wichtiger für die Auswahl eines geeigneten Mikrospiegels ist da-
her die Verfügbarkeit und Produktvielfalt am Markt. Da die Re-
sonanzfrequenz vom mechanischen Design des Spiegels bestimmt
wird, kann sie in der Regel nicht frei gewählt werden. Dies schränkt
die Auswahl der Spiegel deutlich ein. Mehrere Mikrospiegel bei-
der Antriebsmethoden wurden innerhalb der studentischen Arbeit
[Gie11] charakterisiert und hinsichtlich ihres Resonanz- und Tem-
peraturverhaltens miteinander verglichen. Der für die Zielspezifi-
kation am besten geeignete Mikrospiegel war der elektrostatisch
angetriebene, zweiachsige Mikrospiegel D20B1.3B0.2 der Firma Hi-
perScan GmbH mit einer Resonanzfrequenz der schnellen Achse von
ffa = 1,27 kHz, einem Spiegeldurchmesser von Dmm = 2 mm und
einem maximalen optischen Scanwinkelbereich von Θfa = ±21,2°.
Die Reduzierung der optischen Schwingungsamplitude mit zuneh-
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Abb. 5.11.: Gemessener Amplituden- und Phasengang der schnellen Achse
des Mikrospiegels D20B1.3B0.2.
mender Temperatur wurde im Temperaturbereich von 28°C bis 80°C
zu weniger als 0,05 °/K gemessen.
Weitere Gründe für diese Auswahl werden im Abschnitt 5.4.2 nä-
her erläutert. Das gemessene Resonanzverhalten und der Phasen-
gang dieses Spiegels sind in Abb. 5.11 dargestellt.
5.4.2. Ansteuerung des Mikrospiegels
Die Basis eines der Ansteuerungssignals elektrostatischer Mikro-
spiegel bildet typischerweise ein unipolares rechteckförmiges Span-
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nungssignal mit der doppelten Scanfrequenz fdrv = 2 · fscan und
einem Tastverhältnis von 50%. Grund für diese Frequenz ist, dass
der Mikrospiegel zwei mal pro Schwingungsperiode in Richtung
seiner Ruheposition beschleunigt wird. Die Arbeitsspannung des
D20B1.3B0.2 liegt bei 50 V. Je nach Modell sind allerdings auch Wer-
te bis zu 100 V üblich. Ein sinusförmiges Treibersignal würde zwar
leicht größere Auslenkwinkel ermöglichen, ist jedoch aufwendiger
in seiner Erzeugung. Im Folgenden wird zunächst das Anschwing-
verhalten und anschließend der Regelbetrieb erläutert.
5.4.2.1. Anschwing- und Resonanzverhalten elektrostatischer
Mikrospiegel
Aufgrund des zeit- und auslenkungsabhängigen elektrostatischen
Drehmoments gleicht das Resonanzverhalten nicht dem eines har-
monischen Oszillators [114]. Damit verbunden ist auch die Tatsa-
che, dass resonante elektromagnetische Mikrospiegel durch einen
Frequenzsweep von hohen zu niedrigen Frequenzen zum Schwin-
gen angeregt werden müssen. Typische Startfrequenzen liegen einen
Faktor 2 . . . 3 über der Endfrequenz. Bei einer Annäherung an die
Resonanzfrequenz fres steigt die Schwingungsamplitude steil an.
Wird die Anregungsfrequenz im laufenden Betrieb auf einen Wert,
der minimal unterhalb der Resonanzfrequenz liegt, reduziert, so
bricht die Spiegelschwingung zusammen. Erst ein erneuter Fre-
quenzsweep regt die Schwingung wieder an.
5.4.2.2. Betriebsmodi elektrostatischer Mikrospiegel
Aufgrund des Anschwing- und Resonanzverhaltens elektrostati-
scher Mikrospiegel sind nun prinzipiell zwei Betriebsmodi denkbar
[114], die hier kurz betrachtet werden.
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• Frequenzbestimmte Anregung: Bei der frequenzbestimm-
ten Anregung wird die Anregungsfrequenz nach dem Fre-
quenzsweep konstant gehalten. Eventuelle Änderungen der
Schwingungsamplitude können durch Spannungsänderun-
gen ausgeregelt werden. Nachteil dieses Betriebsmodus ist die
etwas reduzierte Schwingungsamplitude, die durch den Si-
cherheitsabstand zur Resonanzfrequenz erforderlich ist, zu-
stande kommt.
• Synchronisierte Anregung: Bei der synchronisierten Anre-
gung wird die Anregungsfrequenz nach Beendigung des Fre-
quenzsweeps in einer Regelschleife derart nachgeführt, dass
der Spiegel immer bei seiner maximalen Amplitude schwingt.
Dieser Ansatz ermöglicht die höchsten resonanten Auslenk-
winkel. Nachteil ist jedoch die veränderliche Anregungsfre-
quenz, die für viele Anwendungen Nachteile mit sich bringt.
Da eine variable Anregungsfrequenz für eine scannerbasierte An-
wendung nicht zweckmäßig ist, wurde die frequenzbestimmte An-
regung gewählt. Eine Spannungsregelung stellte dabei kein Problem
dar, weil der Mikrospiegel nicht bei seinem maximalen Auslenkwin-
kel betrieben wurde. Dadurch war es möglich einen ausreichenden
Sicherheitsabstand von der Resonanzfrequenz (ca. 4 Hz) einzuhal-
ten.
5.4.2.3. Mikrospiegeltreiber
Die Treiberschaltung für den Demonstratoraufbau, deren Aufbau in
Abb. 5.12 dargestellt ist, wurde im Wesentlichen im Rahmen der
studentischen Arbeit [Säm12] entwickelt. Mit einem Mikrocontroller
(ATxmega128A1 von Atmel) wird das rechteckförmige Anregungssi-
gnal mit der Frequenz fdrv erzeugt und in einen diskret aufgebau-
ten Analogschalter gespeist. Dieser schaltet die Ausgangsspannung
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Abb. 5.12.: Aufbau des Mikrospiegeltreibers, bestehend aus einem Mikro-
controller (µC), einem digitalen Potentiometer, einer Hochspan-
nungsquelle (HS-Quelle) und einem Analogschalter.
einer per digitalem Potentiometer (MCP4151-503E/P von Microchip)
einstellbaren Hochspannungsquelle (MOD501383 von First Sensor),
die an dem Mikrospiegel anliegt. Der Mikrocontroller hat somit die
Kontrolle über Frequenz, Phase und Amplitude der Mikrospiegel-
schwingung.
Um gegenseitige Abhängigkeiten zwischen der schnellen Achse
der Scaneinheit und der Signalverarbeitung zu vermeiden, wurde
ein separater Takt für die Ansteuerung des Mikrospiegels generiert.
Durch diese Entkopplung wirkt sich eine Änderung der Scanfre-
quenz des Mikrospiegels fscan nicht auf die Framerate fFr des Ge-
samtsystems aus. Dieses Konzept hat allerdings zur Folge, dass zwei
unabhängige Taktdomänen in der Signalverarbeitung entstehen. In
Abschnitt 5.6 wird näher darauf eingegangen.
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5.4.3. Ansteuerung des Galvanometerspiegels
Das wichtigste Auswahlkriterium für den Galvanometerspie-
gel war die Größe der Spiegelfläche. Es wurde der Spiegel
6M2430R40S100S1 in Kombination mit dem Motor 6240H verwen-
det, welcher von der Treiberschaltung MicroMax series 677XX ein-
gesetzt. Alle drei Komponenten sind Produkte der Firma Cam-
bridge Technology. Als Ansteuerungssignal wurde ein dreieckförmi-
ges pulsweitenmoduliertes Signal der Frequenz fsa = 6 35 Hz in der
Signalverarbeitung generiert, welches über ein Tiefpassfilter erster
Ordnung in ein analoges Positionssignal gewandelt wurde.
5.5. Mechanikdesign
Aufgabe des Mechanikdesigns ist es alle optischen Komponenten
des Demonstratoraufbaus aus Abb. 5.8 auf einer möglichst kleinen
Montageplatte zu integrieren. Dabei muss ein Gleichgewicht zwi-
schen Justageflexibiltität und -komplexität gefunden werden. Um
die Anforderungen an die Positioniergenauigkeit zu ermitteln, wur-
de zunächst eine Toleranzanalyse durchgeführt. Anschließend wird
die unter Berücksichtigung der Justagetoleranzen entworfene Op-
tikhalterung gezeigt. Abschließend wird ein Überblick über das re-
sultierende Mechanikdesign des Demonstratoraufbaus gegeben.
5.5.1. Toleranzanalyse
Zur Ermittlung der notwendigen Justagetoleranzen wurden meh-
rere Empfindlichkeitsanalysen (englisch sensitivity analysis) mit der
Optikdesign-Software Zemax durchgeführt. Es wurden Positionier-
toleranzen ∆x , ∆y, ∆z der beiden Fresnellinsen in alle Richtungen
sowie Verkippungstoleranzen ex , ey, ez um die drei Achsen des kar-
tesischen Koordinatensystems ermittelt. Als Kriterium der Analyse
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wurde die vom jeweils stärksten beleuchteten Detektorarray emp-
fangene Leistung gewählt. Zur Veranschaulichung der Leistungsre-
duzierung durch Justageungenauigkeiten wird im weiteren Verlauf
der Begriff der Justageeffizienz ηtol verwendet. Dieser ist das Ver-






Die ermittelten Toleranzanforderungen für beide Fresnellinsen wa-
ren
∆i < ±0,1 mm, i ∈ (x, y, z) (5.7)
und
ex < ±0,5°, i ∈ (x, y, z) . (5.8)
Diese Toleranzen erzeugten in allen Toleranzanalysen Justageeffizi-
enzen ηtol > 80%, siehe Tab. 5.2. In den Simulationen wurden die
kritischen Justageparameter ∆z,1 und ey,2, welche in Abb. 5.13 ver-
anschaulicht sind, identifiziert.
5.5.2. Optikhalterung
Die Optikhalterung wurde unter Berücksichtigung der Justagetole-
ranzen entworfen. Sie besteht aus drei Teilen:
1. Eine mit 3D-Drucktechnik hergestellte Kunststoffaufnahme
für Linse 1 und das Interferenzfilter, siehe Abb. 5.14 a)
2. Eine aus Aluminium gefräste Aufnahmeplatte für Linse 2, die
an die Kunststoffaufnahme geschraubt wird, siehe Abb. 5.14 a)
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Nr. θmm θga Ungünstigste Toleranz ηtol
1 −5° −10° ey,2 82,7%
2 −5° 0° ey,2 86,2%
3 −5° 10° ey,2 82,4%
4 0° −10° ∆z,1 89,3%
5 0° 0° ey,2 91,6%
6 0° 10° ey,2 90,7%
7 5° −10° ey,2 87,6%
8 5° 0° ey,2 91,5%
9 5° 10° ey,2 89,3
Tab. 5.2.: Toleranzanalysen der Empfangsoptik für unterschiedliche Spie-
gelstellungen. Die ermittelten Justageeffizienzen ηtol basieren je-
weils auf 100 Monte Carlo Simulationen.
Linse 1
Linse 2
Abb. 5.13.: Kritische Justageparameter der Empfangsoptik ∆z,1 und ey,2. Die
Verschiebung von Linse 1 in z-Richtung und die Rotation von
Linse 2 um die y-Achse wirken sich stärker auf die Empfangs-
leistung aus als andere Justageparameter.
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Abb. 5.14.: a) 3D-Modell der Kunststoffaufnahme für Interferenzfilter und
Linse 1 mit Aluminium-Aufnahmeplatte für Linse 2. b) Montier-
te Optik-Halterung mit XY-Feinversteller und Fresnellinsen (oh-
ne Interferenzfilter).
3. Einem leicht modifizierten XY-Feinversteller vom Typ FV 65-
XY der Firma OWIS GmbH, siehe Abb. 5.14 b). Die ersten bei-
den Komponenten werden an diesem XY-Feinversteller befes-
tigt.
5.5.3. Optomechanischer Gesamtaufbau
Die Optikhalterung wird wiederum an einer fest mit der Montage-
platte verbundenen Halterung befestigt. An dieser Halterung wird
auch die Platine des Detektorarrays befestigt. Ein 3D-Modell dieses
Aufbaus ist in Abb. 5.15 wiedergegeben.
5.6. Signalverarbeitung
Während die Signalverarbeitung eines einfachen Phasenlaufzeit-
Distanzsensors, wie in Abb. 2.9 gezeigt, im Wesentlichen als ei-
genständige Einheit betrachtet werden kann, so wird sie beim 3D-
Scanner das zentrale Element, das nicht nur Informationen mit





Abb. 5.15.: 3D-Modell des optomechanischen Gesamtaufbaus, a) in per-
spektivischer Darstellung und b) als Schnittbild. Der Sendestrah-
lengang und das Sichtfeld ist mit grünen Hilfslinien angedeutet.
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Scanspiegeln synchronisiert werden muss. Anhand des in Abb. 5.1
dargestellten, abstrahierten Systemaufbaus lässt sich die dadurch
verursachte zusätzliche Komplexität zumindest nicht auf den ersten
Blick erschließen. Wie bereits in Abschnitt 5.2 diskutiert, sind durch
den Übergang zur 3D-Messung auch massive Änderungen an der
Empfangseinheit notwendig.
5.6.1. Taktverwaltung
Weiterhin wurde in Abschnitt 5.4.2.3 dargelegt, warum eine sepa-
rate Takterzeugung zur Ansteuerung des Mikrospiegels erforder-
lich ist. Dies bedeutet, dass in der Signalverarbeitung zwei un-
abhängige Taktdomänen koexistieren. Eine Berücksichtigung die-
ser Tatsache ist beim Design der Signalverarbeitung unerlässlich.
Zur Veranschaulichung der Taktdomänen ist in Abb. 5.16 eine
Blockdiagramm-Darstellung der Signalverarbeitung gewählt. Diese
Darstellung ist zwar bereits relativ nahe an der tatsächlichen Im-
plementierung auf einem FPGA (englisch Field Programmable Gate
Array), verbirgt aber nach wie vor einiges an Komplexität, die an
dieser Stelle nicht zum Verständnis beiträgt. Die Signalverarbeitung
wurde auf einem Cyclone III FPGA der Firma Altera implementiert.
Nachfolgend werden die einzelnen Funktionsblöcke in Abb. 5.16 er-
läutert.
CLK1 Takterzeugung für Taktdomäne 1 mit einem Basistakt
von fclk,1 = 250 MHz.
SIN Lookup-Tabelle (LUT) einer idealen Sinusschwingung.
Dieses Modul wird gemeinsam mit der COS Lookup-
Tabelle für die Quadraturdemodulation des Empfangs-
signals benötigt.























































































Abb. 5.16.: Blockdiagramm der Signalverarbeitung und Scaneinheit des
Demonstratoraufbaus. Daten- oder Kontrollsignale sind in
schwarz, Taktsignale blau oder grün, dargestellt. Blaue Blöcke
laufen synchron zu Taktdomäne 1 (CLK1), grüne zu Taktdomä-
ne 2 (CLK2). 161
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QD Quadraturdemodulator: Der Quadraturdemodulator be-
steht, wie in Abb. 2.9 gezeigt, aus mehreren Funktions-
blöcken und berechnet die Phase ϕ des Empfangssignals.
Die Berechnung der absoluten Messdistanz d innerhalb
des Eindeutigkeitsbereichs sei in diesem Fall auch in
QD umgesetzt.
DPRAM Dual-Port-RAM als Pufferspeicher und Schnittstelle zwi-
schen Taktdomäne 1 und 2.
DATA CTRL Modul, das das Zusammensetzen der Messdaten zu
einem Frame oder einem Teil eines Frames sowie das
Streamen der Daten an den PC übernimmt.
PC PC (Personal Computer) oder gleichwertiges Gerät, zur
Verarbeitung bzw. Visualisierung der Messdaten.
ADC Analog-Digital-Wandler zum Digitalisieren des Em-
pfangssignals. Die Abtastrate entspricht dem Basistakt
von Taktdomäne 1 fclk,1 = fs = 250 MHz. Es wurde der
AD-Wandler ADS61B49 der Firma Texas Instruments mit
einer Abtasttiefe von 14 bit eingesetzt.
SAIC Slow Axis Index Counter: Zähler zum Berechnen der ak-
tuellen Spalte.
SA CTRL Slow Axis Controller: Generierung des pulsweitenmo-
dulierten Ansteuerungssignals für den Galvanometer-
spiegel.
FAIC Fast Axis Index Counter: Zähler zum Berechnen des ak-
tuellen Pixels in einer Spalte.
APD SEL APD Select: Modul zur Generierung des Ansteuerungs-
signals für den Multiplexer im Empfangsmodul auf Ba-
sis einer programmierbaren Lookup-Tabelle.
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:8 Frequenzteiler mit dem Teilerfaktor 8 zum Generieren
der Modulationsfrequenz fm = 31 25 MHz aus dem Ba-
sistakt fs.
CLK2 Takterzeugung für Taktdomäne 2 mit einem Basistakt
von fclk,2 = 32 MHz.
CNT Zähler zur Generierung des Pixeltakts fPx bzw. Spal-
tentakts ffa, welcher gleichzeitig der doppelten Scanfre-
quenz des Mikrospiegels ffa = 2 · fmm entspricht.
MEMS Mikrospiegelmodul: In diesem Modul sind außer dem
Mikrospiegel selbst der Fast Axis Controller FA CTRL
und der Mikrospiegeltreiber MEMS DRV enthalten.
Diese sind der Übersichtlichkeit halber in Abb. 5.16 nicht
dargestellt.
GAL Galvanometerspiegelmodul: In diesem Modul sind au-
ßer dem Galvanometerspiegel selbst ein Tiefpass LP
zur Umwandlung des pulsweitenmodulierten Ansteue-
rungssignal in einen analogen Signalpegel und der Trei-
ber GAL DRV enthalten. Diese sind der Übersichtlich-
keit halber in Abb. 5.16 nicht dargestellt.
5.6.2. Optimierungsmöglichkeiten der Signalverarbeitung
Die Einflussparameter im Zusammenhang mit der Signalverarbei-
tung, die sich besonders stark auf die Messungenauigkeit auswirken
sind:
1. In der aktuellen Implementierung der Signalverarbeitung
werden während des Umschaltvorgangs zwischen zwei De-
tektorelementen verfälschte Werte in in die Messung einbezo-
gen, siehe Abb. 5.7. Da die Umschaltdauer ca. 2% der Pixeldau-
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er in Anspruch nimmt, vergrößert dieser Einfluss die Messun-
genauigkeit spürbar. Da die Umschaltzeitpunkte und die Um-
schaltdauer bekannt ist, können die verfälschten Werte durch
Änderungen an der Signalverarbeitung noch vor der Quadra-
turdemodulation durch eine phasenrichtig verschobene Kopie
der letzten korrekten Messwerte ersetzt werden.
2. Mit der eingesetzten Hardware ist eine Erhöhung der Modula-
tionsfrequenz von fm = 31,25 MHz auf bis zu fm = 100 MHz
möglich. Dies würde eine Drittelung der Messungenauigkeit,
bei entsprechend verringertem Eindeutigkeitsbereich, bewir-
ken. Mit einer alternierenden Messung mit fm,1 = 100 MHz
und fm,2 = 95 MHz über jeweils eine halbe Pixeldauer ließe
sich der Eindeutigkeitsbereich gemäß Gl. (2.48) auf LE,eff =
30 m vergrößern. Dafür wären nur kleine Änderungen an der
Signalverarbeitung erforderlich, allerdings müsste die Taktge-
neration und die Laseransteuerung überarbeitet werden.
3. In der aktuellen Implementierung generiert der Quadratur-
demodulator Distanzwerte mit einem Zwischentakt fs/28 ≈
976,5 kHz. Beim Übergang zum Pixeltakt fPx ≈ 353 kHz ge-
hen somit etwa 63,8% aller Messwerte verloren. Hier ließe
sich bspw. durch die Implementierung eines gleitenden Mit-
telwerts der demodulierten und gefilterten Daten über eine Pi-
xeldauer eine spürbare Reduzierung der Messungenauigkeit
erzielen.
4. Schließlich ließe sich die Tiefpassfilterung durch eine Optimie-
rung der CIC-Filter (englisch Cascaded-Integrator-Comb) bzw.
durch eine Filterkombination verbessern.
5. Der Jitter der Takterzeugung wirkt sich direkt auf die erreich-
bare Phasenauflösung aus [100]. Der eingesetzte CDCE62002
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von Texas Instruments für fclk,1 hat einen Jitter von < 1 ps (qua-
dratisches Mittel). Damit lassen sich bereits sehr gute Messge-
nauigkeiten erreichen.
Obwohl die Zielspezifikation mit dem aktuellen Zustand der Signal-
verarbeitung bereits erreicht werden konnte, ist vor allem mit den
ersten vier Optimierungsmöglichkeiten gezeigt, dass deutliche Stei-
gerungen der Performanz möglich wären.
5.7. Demonstratoraufbau
Die in den vorhergehenden Abschnitten diskutierten Systemkom-
ponenten wurden in einen funktionstüchtigen Demonstratoraufbau
integriert. Dieser Aufbau, der einer vollständigen Realisierung von
Systemkonzept 3 entspricht, ist in Abb. 5.17 gezeigt. Die Spezifika-
tionswerte der wichtigsten Systemparameter sind in Appendix A.3
angegeben. In diesem Abschnitt wird die erreichte Messgenauigkeit
diskutiert.
5.7.1. Distanzabhängige Wiederholungenauigkeit
Der Demonstratoraufbau wurde an einer mit weißem Papier ver-
kleideten Streuwand mit einem Lambertschen Reflektionskoeffizi-
enten von ρ ≈ 0,75 untersucht. Dieser Wert liegt im Bereich der
erwarteten Rückstreuung im Wellenlängenbereich um 800 nm [26].
Zur Bestimmung der distanzabhängigen Wiederholungenauigkeit
σ(d) wurde für jede Messdistanz gemäß Gl. (2.1) die Standardab-
weichung über mehr als 1,6 · 106 aufeinanderfolgende Distanzmes-
sungen ausgewertet. Während dieser Messung wurde der Galva-
nometerspiegel aus praktischen Gründen aus dem Aufbau entfernt.
Der Mikrospiegel befand sich in seiner Ruhelage. Daher wurden al-
le Messungen in einem Pixel durchgeführt. Die erreichte Wiederho-
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a)
b)
Abb. 5.17.: Fotos des Demonstratoraufbaus zur Untersuchung der elektro-
nischen Nachführung.
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lungenauigkeit ist in Abb. 5.18 a) dargestellt. Die Absolutwerte der
gemessenen Distanzen sind in Abb. 5.18 b) über der tatsächlichen
Messdistanz aufgetragen. Die Abweichung der Kurven zeigt, dass
der Demonstratoraufbau einen deutlichen systematischen Messfeh-
ler aufweist. Eine mögliche Ursache dafür könnte in der Implemen-
tierung des Arcustangens Moduls bei der Berechnung der Phase
sein, da dieser prinzipiell eine phasenabhängige Steigung beinhal-
tet. Dieser Fehler lässt sich allerdings durch eine Kalibration elimi-
nieren.
5.7.2. Winkelabhängige Wiederholungenauigkeit
Die zweite Messung wurde an der zuvor erwähnten Streuwand
bei einer konstanten Messdistanz von d = 1 m durchgeführt. In
diesem Fall wurden beide Spiegel bei ihrer nominalen Frequenz
und Schwingungsamplitude betrieben. Die messtechnisch über 246
Frames ermittelte, winkelabhängige Wiederholungenauigkeit ist in
Abb. 5.19 dargestellt.
5.8. Bewertung der Ergebnisse
Ziele des Demonstratoraufbaus waren zum einen die Erreichung
der Zielspezifikation und zum anderen die Untersuchung des Prin-
zips der elektronischen Nachführung. Beide Ziele konnten erreicht
werden. Sowohl Stärken als auch Schwächen der elektronischen
Nachführung konnten mithilfe des Demonstratoraufbaus identifi-
ziert werden. Im Folgenden werden diese – nach Bedeutung sortiert
– aufgelistet. Dabei wird im Wesentlichen die zweiachsige mechani-
sche Nachführung (Systemkonzept 1) mit der zweiachsigen elektro-
nischen Nachführung (Systemkonzept 2) verglichen.
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Abb. 5.18.: a) Mit dem Demonstratoraufbau erreichte Wiederholungenauig-
keit in Abhängigkeit der Messdistanz und b) gemessene, abso-
lute Messdistanz, aufgetragen über der realen Messdistanz. Die
Messung wurde ohne den Galvanometerspiegel durchgeführt
und der Mikrospiegel war in seiner Ruhelage. Die Statistik jeder
Messung wurde über 1,6 · 106 Einzelpunktmessungen gebildet.
Der systematische Messfehler des Aufbaus ist in b) deutlich er-
kennbar.
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Abb. 5.19.: Mit dem Demonstratoraufbau erreichte Wiederholungenauig-
keit in Abhängigkeit der horizontalen und vertikalen Bildpositi-
on (Pixel). Die Messung wurde bei einer statischen Messdistanz
von d = 1 m durchgeführt. Die Statistik in jedem Pixel wurde
über 246 Frames gebildet. In den Umschaltbereichen zwischen
den APDs ist eine deutliche Verschlechterung der Wiederholun-
genauigkeit erkennbar.
5.8.1. Stärken der elektronischen Nachführung
1. Aufgrund der Vermeidung beweglicher Nachführungsmecha-
niken wird eine Entkopplung zwischen Scanfrequenz und
Empfangsapertur erreicht. Die erreichbare Empfangsapertur
ist lediglich durch die Größe des Detektorarrays und des
Sichtfeldes bestimmt. Durch die schnellen Umschaltzeiten der
Analogmultiplexer ist die Scanfrequenz damit lediglich durch
die Charakteristika des Mikrospiegels limitiert. Hohe Scanfre-
quenzen ermöglichen die Registrierung schneller Bewegun-
gen in weiter Entfernung. Bspw. liegt die Messung eines Bild-
felds von 100× 100 Pix mit einer Framerate von fFr = 100 Hz
bei einer Scanfrequenz der schnellen Achse von ffa = 5 kHz
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und einer durchaus realistischen Pixelrate von fPx = 1 MHz
im Bereich des Möglichen.
2. Bei der zweiachsigen elektronischen Nachführung (System-
konzept 2) ist der Mikrospiegel das einzige bewegliche Bauteil.
Dadurch ist der Aufbau schock- und vibrationsresistenter 3D-
Scanner mit großer Empfangsapertur und langer Lebensdauer
möglich.
3. Vor allem für Sichtfelder, die kleiner als ca. 60° × 60° sind,
ist im Fall von Systemkonzept 2 eine große Empfangsapertur
bei moderaten Kostensteigerungen erreichbar, siehe Abschnitt
4.8.5.
4. Da in Systemkonzept 2 nur geringe Waferflächen mit teu-
ren MEMS-Strukturen und große Waferflächen mit tenden-
tiell günstigen Detektorstrukturen zum Einsatz kommen, ist
es möglich, dass der Kostenunterschied zwischen Systemkon-
zept 1 und 2 im Bereich kleiner Sichtfelder deutlich größer aus-
fällt.
5. Der Synchronisationsaufwand wird von der mechanischen
in die elektrische Domäne verlagert. Selbst mit nur einem
Triggerpuls pro Schwingungsperiode des Mikrospiegels ist
es möglich Mikrospiegelschwingung und Umschaltzeitpunk-
te zu synchronisieren. Dies kann durch ein sensorisches Positi-
onssignal des Mikrospiegels weiter verbessert werden. Daher
kann davon ausgegangen werden, dass der Synchronisations-
aufwand auch in zwei Achsen beherrschbar ist.
6. Durch die Verlagerung des Synchronisationsaufwands in die
elektrische Domäne lassen sich beliebige Scanmuster nachfüh-
ren, was die Flexibilität deutlich steigert.
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5.8.2. Schwächen der elektronischen Nachführung
1. Mit dem momentan eingesetzten Schaltungsdesign führt ein
Erhöhen der Anzahl der Detektorelemente auch zur Erhöhung
der Anzahl der notwendigen Transimpedanzverstärker glei-
chermaßen. Dies führt nicht nur zu einer Kostensteigerung,
sondern verkompliziert das Schaltungsdesign erheblich, da
die Transimpedanzverstärker möglichst nahe an den APDs
positioniert sein sollten.
2. Die Messgenauigkeit ist in der Umschaltbereichen deutlich re-
duziert, siehe Abb. 5.19. Es gibt mehrere Gründe für dieses
Problem.
a) Der Hauptgrund für die Verschlechterung der Messge-
nauigkeit ist eine Verfälschung der Phasenmessung wäh-
rend des Umschaltens zwischen zwei Detektoren, siehe
Abb. 5.7 b). Die einfachste Lösung für dieses Problems
wäre es die Messwerte, die während des Umschaltvor-
gangs ermittelt werden, noch vor der Quadraturdemodu-
lation durch eine phasenrichtig verzögerte Kopie der letz-
ten Messwerte zu ersetzen. Eine weitere Lösungsmög-
lichkeit besteht in einer Anpassung des Schaltungsdesi-
gns.
b) Ein Teil des Lichts geht im Umschaltbereich durch die
Verteilung des Spots auf zwei Detektorelemente verloren.
Dies kann nicht ganz vermieden werden. Durch Auswer-
ten des Messergebnisses in beiden Detektoren und Mit-
teln kann die Reduktion des SNR im Umschaltbereich
von 2 auf
√
2 verringert werden. Im Fall von Systemkon-
zept 2 wäre der ungünstigste Fall die Position zwischen 4
Detektorelementen. Der SNR-Abfall lässt sich durch ent-
sprechenden Aufwand von 4 auf
√
4 = 2 halbieren.
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c) Die Synchronisation zwischen Mikrospiegelschwingung
und Detektorumschalten ist noch nicht perfekt, was zu
einem weiteren SNR-Reduzierung im Umschaltbereich
führt. Dies lässt sich jedoch durch einfaches Nachfüh-
ren der Umschaltzeitpunkte mit entsprechender Positi-
onssensorik des Mikrospiegels vermeiden.
5.8.3. Einordnung in den Gesamtkontext
In diesem Kapitel wurde eine Implementierung von Systemkon-
zept 3 gezeigt, die Erkenntnisse über die Methode der elektroni-
schen Nachführung liefert. Es stellte sich heraus, dass die elektro-
nische Nachführung aufgrund der Entkopplung von Scanfrequenz
und Empfangsapertur hervorragend für den Einsatz in der schnel-
len Achse eines 3D-Scanners geeignet ist. Allerdings kann dieser
Hauptvorteil beim Hinzufügen einer zweiten, elektronisch nach-
geführten, langsamen Scanachse nicht ausgenutzt werden. Zusätz-
lich steigen die Kosten und die schaltungstechnische Komplexität
der zweiachsigen elektronischen Nachführung enorm an. Diese Er-
kenntnisse legen die Kombination der elektronischen Nachführung
mit einer möglichst günstigen mechanischen Nachführungsmetho-
de nahe. Da die mechanische Nachführung mit Schwingspiegeln
besser für große Sichtfelder geeignet ist, passt die translatorisch me-
chanische Nachführung besser in das Anwendungsszenario dieser
Arbeit. Die Untersuchung dieser Methode ist Gegenstand des nächs-
ten Kapitels.
172
6. Machbarkeitsanalyse der translatorisch
mechanischen Nachführung
Gegenstand des vorhergehenden Kapitels ist das Systemdesign ei-
nes 3D-Scanners nach Systemkonzept 3, wobei der Schwerpunkt auf
der Untersuchung der elektronischen Nachführung liegt. In diesem
Kapitel wird die Strahlablenkungsmethode der translatorisch me-
chanischen Nachführung hinsichtlich ihrer Eignung für ein hybri-
des Systemkonzept, bestehend aus elektronischer und translatorisch
mechanischer Nachführung, untersucht. Die Grundidee dieses Sys-
temkonzepts wurde bereits unter der Bezeichnung „Systemkonzept
4” in Abschnitt 4.8.4 eingeführt. Das wichtigste Ziel dieses Kapitels
ist die Maximierung der Empfangsapertur von Systemkonzept 4 oh-
ne dabei Sichtfeld und Framerate zu reduzieren bzw. die Kosten zu
erhöhen. Die zentrale Fragestellung dieses Kapitels ist daher, welche
Parameter die Größe der Empfangsapertur begrenzen. Die wesent-
lichen Inhalte dieses Kapitels wurden im Rahmen der studentischen
Arbeit [Wae14] erarbeitet.
Das Kapitel ist wie folgt strukturiert. In Abschnitt 6.1 wird die
Problemstellung konkretisiert und in Teilprobleme aufgeteilt. Die
aufgelisteten Teilprobleme im Bereich Optik werden in den darauf-
folgenden Abschnitten 6.2 und 6.3 untersucht. Die Ergebnisse wer-
den schließlich in Abschnitt 6.4 bewertet.
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Abb. 6.1.: Perspektivische Darstellung von Systemkonzept 4. Der vom La-
ser emittierte, kollimierte Sendestrahl wird von einem zweiachsig
schwingenden Mikrospiegel spaltenförmig abgelenkt, d.h. dass
die schnelle Achse des Mikrospiegels schwingt um die x-Achse
bzw. die langsame Achse um die y-Achse rotiert. Zur Vermeidung
des Triangulationseffekts (siehe Abschnitt 5.3.3) ist der Mikrospie-
gel in der optischen Achse der Empfangsoptik positioniert. Der
Empfangsstrahl wird in der langsamen Scanachse translatorisch
mechanisch und in der schnellen elektronisch nachgeführt.
6.1. Konkretisierung der Problemstellung
Ein möglicher Aufbau für Systemkonzept 4 ist in Abb. 6.1 darge-
stellt.
Das Prinzip der translatorisch mechanischen Strahlablenkung
wurde in Abschnitt 2.4.3 eingeführt. In der Literatur wird über meh-
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rere Realisierungen ein- und zweiachsiger Strahlablenkungssyste-
me berichtet. Das Augenmerk lag dabei allerdings nicht auf der
Maximierung der Fläche des Mikrolinsenarrays. Teilweise war das
Ziel sogar die Miniaturisierung durch MEMS-Antriebe für endo-
skopische Anwendungen [48, 49]. Andere Arbeiten konzentrierten
sich auf die Präzision der Strahlablenkung kollimierter Laserstrah-
len [12, 13]. Dabei wurden Probleme mit destruktiver Interferenz
der Teilstrahlen beim Zusammenführen in einen Ausgangsstrahl be-
richtet. Nach bestem Wissen lässt sich somit feststellen, dass bisher
keinerlei Erfahrungen bezüglich der Maximierung der Empfangs-
apertur translatorisch mechanisch nachführender Scanoptiken vor-
liegen.
Es stellen sich somit mehrere Fragen im Bereich Optik und Me-
chanik, die zur Beantwortung der zentralen Frage dieses Kapitels
beitragen. Die Fragen zur Strahlausbreitung sind:
• Welche Parameter haben den größten Einfluss auf den Spot-
durchmesser in der Detektorebene?
• Wie klein kann der Spotdurchmesser in Abhängigkeit der
Empfangsapertur gemacht werden?
• Welche Parameter haben den größten Einfluss auf die optische
Effizienz?
• Wie groß ist die Reduktion der optischen Effizienz in Abhän-
gigkeit der Ablenkwinkels?
Die Fragen zur Mechanik sind:
• Wie groß ist die Kraft, die ein Aktor zur Strahlablenkung ei-
ner gegebenen Empfangsapertur in einem gegebenen Winkel-
bereich und einer gegebenen Scanfrequenz aufbringen muss?
• Wie ist die Stoß- und Vibrationsempfindlichkeit des Ansatzes?
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Es ist wahrscheinlich, dass außer den hier aufgelisteten Fragen wei-
tere Fragen beantwortet werden müssen. In dieser Arbeit wird der
Schwerpunkt jedoch auf die Beantwortung der Fragen im Bereich
Optik gelegt. Für eine Behandlung der grundlegenden mechani-
schen Zusammenhänge sei an dieser Stelle auf [Wae14] verwiesen.
6.2. Bestimmung der Spotgröße
In diesem Abschnitt wird der Einfluss der relevanten Systempara-
meter auf die Spotgröße in der Detektorebene mit unterschiedlichen
Methoden identifiziert und untersucht. Die Kenntnis der Spotgrö-
ße ist unerlässlich für die Dimensionierung der Detektorgröße. Je
schmaler die Breite der aktiven Fläche des Detektorarrays ausge-
legt werden kann, desto länger kann es ohne Kosten- und Kom-
plexitätserhöhung gemacht werden. Die Länge des Detektorarrays
wirkt sich, wie in Abschnitt 5.3 beschrieben, linear auf die erreich-
bare Empfangsapertur aus.
6.2.1. Berechnung der Spotgröße
Es wurden bereits mehrere Analysen der optischen Eigenschaf-
ten mikrolinsenarraybasierter Strahlablenkungssysteme veröffent-
licht [140]. Numerische Berechnungen der Spotgröße und der op-
tischen Effizienz wurden unter anderem von Duparré et al. durch-
geführt [32].
In diesem Abschnitt wird das von Akatay et al. beschriebene Be-
rechnungschema zur Modellierung der drei Lentikularlinsenarrays
zugrunde gelegt [12]. Dieses Schema lässt sich am besten grafisch
veranschaulichen, siehe Abb. 6.2.
Sowohl die Mikrolinsen der Linsenarrays als auch die Sammellin-
se werden bei der Berechnung des Feldes in der Detektorebene als
ideale Linsen angenommen. Der durch den kollimierten Laserstrahl
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Abb. 6.2.: Veranschaulichung des Berechnungsschemas zur Modellierung
der drei Lentikularlinsenarrays. Auf die unter dem Winkel βin
einfallende Wellenfront wird zunächst eine stufenförmige soge-
nannte Dummy-Phase addiert, so dass die Eingangswellenfront
jeder Mikrolinse identisch ist. Daraufhin kann die Propagation
in einem Mikrolinsenkanal berechnet und auf alle anderen Mi-
krolinsenkanäle übertragen werden. Aufgrund der lateralen Ver-
schiebung der Lentikularlinsenarray relativ zueinander wird die
Richtung aller Teilwellenfronten in Richtung der optischen Ach-
se abgelenkt und es entsteht eine ebene Wellenfront hinter den
Linsenarrays. In einem letzten Schritt wird die Dummy-Phase
wieder abgezogen, wodurch eine stufenförmige Ausgangswellen-
front entsteht. Die Addition und Subtraktion der Dummy-Phase
dient lediglich der Anschaulichkeit und hat keinerlei physikali-
sche Auswirkung.
beleuchteten Teil des Messobjekt wird als Punktquelle betrachtet.
Bei der Berechnung wird Gebrauch von den Ausführungen in [137]
gemacht. Es werden vier Szenarien betrachtet, die sich schrittweise
dem tatsächlichen Strahlausbreitungsverhalten im Empfangszweig
eines Scanners annähern:
1. Statische Punktquelle in unendlicher Messdistanz: Ein Par-
allelstrahl aus exakt einem Winkel βin trifft auf die Apertur.
2. Bewegte Punktquelle in unendlicher Messdistanz: Ein Paral-
lelstrahl aus mehreren Richtungen trifft auf die Apertur, wobei
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davon ausgegangen wird, dass das bewegliche Lentikularlin-
senarray immer nachgeführt wird. Durch diese Emulation ei-
nes Scanvorgangs kann bspw. eine Verschiebung des Spots auf
dem Detektor im Vergleich zu Szenario 1 identifiziert werden.
Dies macht sich als Verbreiterung der inkohärent aufsummier-
ten Intensitätsverteilungen unterschiedlicher Einfallsrichtun-
gen bemerkbar.
3. Statische Punktquelle in endlicher Messdistanz: Ein diver-
genter Strahl trifft auf die Apertur, wobei davon ausgegangen
wird dass das bewegliche Lentikularlinsenarray derart nach-
geführt ist, dass der Mittelstrahl (Chief ray) des Lichtbündels
in Richtung der optischen Achse abgelenkt wird.
4. Bewegte Punktquelle in endlicher Messdistanz: Ein diver-
genter Strahl aus mehreren Richtungen trifft auf die Apertur,
wobei davon ausgegangen wird dass das bewegliche Lenti-
kularlinsenarray derart nachgeführt ist, dass der Mittelstrahl
(Chief ray) des Lichtbündels in Richtung der optischen Achse
abgelenkt wird.
Die relevanten Parameter der Empfangsoptik des betrachteten Sys-
tems sowie die verwendeten Standardwerte sind in in Tab. 6.1 auf-
gelistet.
Das Eingangsfeld unmittelbar vor dem ersten Lentikularlinsenar-
ray kann folgendermaßen beschrieben werden.
Ein(x, y) = Ain(x, y) · e−j(k0z+ϕin(x,y)) (6.1)
Das Feld nach der Strahlablenkung durch die Linsenarrays unmit-
telbar vor der Sammellinse wird mit
EL(x, y) = AL(x, y) · e−j(k0z+ϕL(x,y)) (6.2)
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Bezeichnung Symbol Standardwert
Breite Lentikularlinsenarray wla 20 mm
Höhe Lentikularlinsenarray hla 20 mm
Anzahl Mikrolinsen Nml 67
Wellenlänge λ 635 nm
Brennweite Sammellinse fsl 27 mm
Einfallswinkel (Halbwinkel) βin variabel
Seitenlänge Eingangsfeld LE variabel
Abtastpunkte Eingangsfeld Ns variabel
Tab. 6.1.: Relevante Parameter der optischen Komponenten der Empfangs-
optik von Systemdesign 4. Die angegebenen Standardwerte stim-
men mit den Spezifikationen des Laboraufbaus zur messtechni-
schen Bestimmung der Spotgröße überein, siehe Abschnitt 6.2.2.
bezeichnet. Innerhalb dem von der Seitenlänge LE definierten Qua-
drat wird bei allen Berechnungen Ain = AL = 1 angenommen. Das
Ausgangsfeld E f (xˆ, yˆ) befindet sich in der Brennebene der Sammel-
linse
E f (xˆ, yˆ) = A f (xˆ, yˆ) · e−j(k0z+ϕ f (xˆ,yˆ)) . (6.3)
6.2.1.1. Statische Punktquelle in unendlicher Messdistanz
Im Falle einer statischen Punktquelle in unendlicher Messdistanz
trifft ein Parallelstrahl auf die Empfangsoptik. Obwohl die in die-
sem Fall berechnete Spotgröße in der Regel nicht erreichbar ist, bil-
det der hier vorgestellte Berechnungsalgorithmus die Grundlage für
realitätsnähere Berechnungen. Dieser ist in Algorithmus 6.1 wieder-
gegeben.
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Algorithmus 6.1 Algorithmus zur Berechnung der Spotgröße auf
dem Detektor für Szenario 1: Statische Punktquelle in unendlicher
Messdistanz.
1. Abtastintervall Eingangsfeld ∆xE = ∆yE =
LE
Ns
2. Bereich Eingangsfeld (x, y)
[
− LE2 ; LE2 − ∆xE
]
3. Phasendifferenz Gesamtarray ∆ϕla = k0 · wla · sin (βin)
4. Phasendifferenz Mikrolinse ∆ϕml =
∆ϕla
Nml
5. Initialisierung der Amplitude Ain(x, y = 0)
6. Lookup-Tabelle der Phase nach
Mikrolinsenkanal i
ϕL,i = (i− 1) · ∆ϕml,
i = 1 . . . Nml
7. Zusammensetzen eines Schnitts
des Felds vor der Linse
EL(x,0)
8. Erweiterung des Felds in
y-Richtung und Zeropadding
EL(x, y)
9. 2D Fourier-Transformation nach
Gl. (2.73)
E f (xˆ, yˆ) = F {EL(x, y)}
11. Seitenlänge Ausgangsfeld LA = λ · fsl∆xE
12. Abtastintervall Ausgangsfeld ∆xA = λ · fslLE
13. Bereich Ausgangsfeld (xˆ, yˆ)
[
− LA2 ; LA2 − ∆xA
]
14. Berechnung der Intensität auf
dem Detektor
I f (xˆ, yˆ) =
∣∣∣E f (xˆ, yˆ)∣∣∣2
Für den intuitiv verständlichen Normaleinfall βin = 0°, bei dem
keine Strahlablenkung stattfindet, ergibt sich die Form einer qua-
drierten sinc-Funktion, siehe Abb. 6.3 a). Der Durchmesser des be-
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Abb. 6.3.: Berechneter Intensitätsverlauf für Szenario 1 (Statische Punkt-
quelle in unendlicher Messdistanz). Die Berechnungsparameter
sind bis auf LE = 300 mm und Ns = 1500 in Tab. 6.1 angegeben.
Der Einfallswinkel ist a) βin = 0° bzw. b) βin = ∆βin/2 ≈ 0,061°.
Im Fall b) verteilt sich die Energie auf mehrere Peaks. Die Position
und Höhe dieser Peaks ist vom Einfallswinkel abhängig.
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rechneten Hauptmaximums D0 – definiert durch den Abstand zwi-
schen links- und rechtsseitiger erster Nullstelle – stimmt exakt mit
dem aus der Theorie bekannten beugungsbegrenzten Spotdurch-
messers einer Zylinderlinse überein.
D0 = 2 · λ · fslDsl = 2 ·
λ · fsl
wla
≈ 1,71 µm (6.4)
Für βin > 0° wird die Energie auf mehrere Peaks verteilt, deren
Position in der Detektorebene linear zum Einfallswinkel verschoben
wird, siehe Abb. 6.3 b). Das entstehende Interferenzmuster wieder-
holt sich mit steigendem Einfallswinkel mit einer Periode ∆βin. Die-
se Periodizität gehorcht der Interferenzbedingung
∆ϕml = n · 2pi, n ∈ Z . (6.5)
Mit der Winkelabhängigkeit von ∆ϕml (siehe Algorithmus 6.1) lässt








Auch der Abstand zwischen den zwei höchsten Peaks ∆xP in
Abb. 6.3 b) lässt sich in Abhängigkeit der grundlegenden System-
parameter ausdrücken. Dazu wird zunächst der Winkel ∆βml zwi-
schen den durch die Sammellinse abgelenkten Strahlenfronten zwei-
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Über eine einfache geometrische Bedingung für konstruktive Inter-















)] ≈ 57,15 µm . (6.8)
Die Kenntnis dieser Größen ist von enormer Bedeutung für das
Systemdesign einer Empfangsoptik auf Basis der translatorisch me-
chanischen Strahlablenkungsmethode.
6.2.1.2. Bewegte Punktquelle in unendlicher Messdistanz
Das zweite Szenario, das hier betrachtet wird, ergibt sich direkt aus
der Erkenntnis, dass die Position der Peaks auf dem Detektor vom
Einfallswinkel abhängig ist. Da allerdings ein Scanvorgang, bzw. ei-
ne bewegte Punktquelle, die Zielanwendung dieser Empfangsoptik
darstellt, ist ein Verständnis der Spotbreite über den gesamten Ein-
fallswinkelbereich von entscheidender Bedeutung. Dies kann durch
eine inkohärente Integration der Intensitätsverläufe über den Ein-
fallswinkelbereich erlangt werden.
I f (xˆ, yˆ) =
βmaxˆ
−βmax
I f (xˆ, yˆ, βin)dβin (6.9)
Aufgrund der Periodizität des Winkelbereichs können die Integra-
tionsgrenzen durch βin = 0° und βin = ∆βin ersetzt werden. Zu-
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Abb. 6.4.: Berechneter Intensitätsverlauf für Szenario 2 (Bewegte Punkt-
quelle in unendlicher Messdistanz). Die Berechnungsparameter
sind bis auf LE = 100 mm und Ns = 1500 in Tab. 6.1 angegeben.
sätzlich wird das Integral zur numerischen Berechnung durch eine
Summe ersetzt:




I f (xˆ, yˆ, βin) . (6.10)
Das Ergebnis der Berechnung ist in Abb. 6.4 dargestellt. Darin ist
wieder deutlich die Form einer sinc-Funktion erkennbar. Dies ist ein
deutlicher Hinweis für die Fourier-Transformation einer rechteck-
förmigen Blende. Allerdings beträgt der Durchmesser des Haupt-
maximums D0 in diesem Fall
D0 = 2 · λ · fslDml ≈ 114,9 µm , (6.11)
woraus deutlich wird, dass der Durchmesser einer Mikrolinse eine
entscheidende Rolle für den erreichbaren Spotdurchmesser spielt.
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Für das Design einer translatorisch mechanisch nachführenden
Empfangsoptik lässt sich somit eine weitere, wichtige Gleichung
aufstellen.
D0 = Nml · D0 (6.12)
6.2.1.3. Statische Punktquelle in endlicher Messdistanz
Im nächsten Schritt wird die Messdistanz d auf endliche Werte redu-
ziert. Dabei wird in Szenario 3 zunächst von einer statischen Punkt-
quelle ausgegangen. Diese Punktquelle emittiert nun einen diver-
genten Strahl, der mit einer gekrümmten Phasenfront beschrieben
werden kann. Abgesehen von dieser Krümmung der Phasenfront
gibt es keinen Unterschied zu Szenario 1. Das Berechnungssche-
ma ist in Algorithmus 6.2 wiedergegeben. Für die Auswertung des
Spotdurchmessers Dspot wird nachfolgend immer der Durchmesser
bei einem Intensitätsabfall auf 1/e2 ≈ 13,5% des Maximalwerts ver-
wendet. Der berechnete Spotdurchmesser für zwei Einfallswinkel
ist in Abb. 6.6 dargestellt. Bei Normaleinfall βin = 0° entsteht durch
die Fourier-Transformation der gekrümmten Phasenfront ein recht-
eckförmiger Intensitätsverlauf auf dem Detektor. Eine andere Erklä-
rung für den rechteckförmigen Intensitätsverlauf wäre die Defokus-
sierung des Spots durch die reduzierte Messdistanz. Durch einfa-
che strahlenoptische Überlegungen lässt sich der Zusammenhang
zwischen Spotdurchmesser und Messdistanz herleiten. Im Fall von
d = 5 m erhält man in guter Übereinstimmung mit dem berechneten
Spotdurchmesser in Abb. 6.6 a)
(






≈ 108 µm . (6.13)
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a)
















Abb. 6.5.: Veranschaulichung der Berechnung der Phasenfront (Schritt 6 in
Algorithmus 6.2). Die Berechnung wurde für einen Einfallswin-
kel von βin = 2° durchgeführt. Die Berechnungsparameter sind
bis auf die Messdistanz d = 5 m, die Anzahl der Mikrolinsen
Nml = 10, die Seitenlänge des Eingangsfelds LE = 150 mm und
die Anzahl der Abtastpunkte Ns = 5000 in Tab. 6.1 angegeben.
In a) ist die sägezahnförmige, ortsabhängige Phasenverzögerung,
die durch die laterale Verschiebung des Mikrolinsenarrays einge-
führt wird, geplottet. In b) ist die gekrümmte Phasenfront des di-
vergenten Eingangsfelds dargestellt. Die Summe aus a) und b) ist
in c) dargestellt. Anhand der negativen Steigung der Kurve für
x < 0 mm und der positiven für x > 0 mm lässt sich erkennen,
dass der Mittelstrahl nun in Richtung der optischen Achse abge-
lenkt ist.186
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Abb. 6.6.: Berechneter Intensitätsverlauf für Szenario 3 (Statische Punkt-
quelle in endlicher Messdistanz). Die Berechnungsparameter sind
bis auf die Messdistanz d = 5 m, die Seitenlänge des Eingangs-
felds LE = 150 mm und die Anzahl der Abtastpunkte Ns = 2500
in Tab. 6.1 angegeben. Der eingezeichnete Spotdurchmesser Dspot
entspricht einem Intensitätsabfall auf 1/e2 der Maximalintensität.
ist Der Einfallswinkel ist a) βin = 0° bzw. b) βin = ∆βin/2 ≈ 0,061°.
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Algorithmus 6.2 Algorithmus zur Berechnung der Spotgröße auf
dem Detektor für Szenario 3: Statische Punktquelle in endlicher
Messdistanz. Im Vergleich zu Algorithmus 6.1 weicht dieser Algo-
rithmus lediglich in Schritt 6 ab. Dieser ist in Abb. 6.5 grafisch ver-
anschaulicht.
1. Abtastintervall Eingangsfeld ∆xE = ∆yE =
LE
Ns
2. Bereich Eingangsfeld (x, y)
[
− LE2 ; LE2 − ∆xE
]
3. Phasendifferenz Gesamtarray ∆ϕla = k0 · wla · sin (βin)
4. Phasendifferenz Mikrolinse ∆ϕml =
∆ϕla
Nml
5. Initialisierung der Amplitude Ain(x, y = 0)








6c. Berechnung der Phasenfunktion ϕL(x,0) =
ϕml(x,0) + ϕin(x,0)
7. bis 14. nach Algorithmus 6.1 I f (xˆ, yˆ) =
∣∣∣E f (xˆ, yˆ)∣∣∣2
6.2.1.4. Bewegte Punktquelle in endlicher Messdistanz
Analog zu Szenario 2 wird nun wieder die inkohärente Summe über
die Intensitätsverläufe aller Einfallswinkel berechnet. Der resultie-
rende Intensitätsverlauf ist in Abb. 6.7 dargestellt. In diese Berech-
nung fließen alle oben diskutierten Einflüsse, die den Spotdurch-
messer vergrößern, mit ein. Daher kommt es zu einer weiteren Spot-
verbreiterung. Der in Abb. 6.7 rechnerisch ermittelte Spotdurchmes-
ser Dspot ≈ 157,5 µm lässt sich daher gut mit der Summe der Qua-
drate von D0 und Dspot abschätzen:
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Abb. 6.7.: Berechneter Intensitätsverlauf für Szenario 4 (Bewegte Punkt-
quelle in endlicher Messdistanz). Die Berechnungsparameter sind
bis auf die Messdistanz d = 5 m, die Seitenlänge des Eingangs-
felds LE = 125 mm und die Anzahl der Abtastpunkte Ns = 2500
in Tab. 6.1 angegeben. Der eingezeichnete Spotdurchmesser Dspot





+ D2spot ≈ 157,7 µm . (6.14)
Setzt man Gl. (6.13) und (6.11) in Gl. (6.14) ein, so steht eine ana-
lytische Formel zur Verfügung, die eine schnelle Abschätzung des













Obwohl diese Gleichung bereits alle wichtigen Systemparameter
beinhaltet, liefert sie noch keine Erkenntnis über die Winkelabhän-
gigkeit des Spotdurchmessers. Diese kann nicht mit der vorgestell-
ten numerischen Berechnungsmethode ermittelt werden, da alle
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Linsen – insbesondere das Mikrolinsenarray in der Feldebene – als
ideal und somit aberrationsfrei angenommen werden. Ein zweiter
Grund ist, dass Gl. (6.15) unabhängig von der Brennweite der Mi-
krolinsen fml ist. Diese bestimmt den Grenzwinkel βgr, welcher et-
was kleiner als der Maximalwinkel aus Gl. (2.61) ist. Die Winkelab-
hängigkeit des Spotdurchmessers wird daher messtechnisch erfasst.
Dies ist der Inhalt des nächsten Abschnitts.
6.2.2. Messung der Spotgröße
Eine Messung der Spotgröße kann zum einen als Bestätigung der
berechneten Werte dienen, liefert zum anderen aber auch erste Er-
kenntnisse über die Realisierbarkeit des Prinzips der translatorisch
mechanischen Nachführung in einem 3D-Scanner. Dabei fließen Sy-
stemparameter wie bspw. die Kohärenzeigenschaften der Laserdi-
ode, die in Abschnitt 6.2.1 nicht betrachtet wurden, inhärent in das
Messergebnis ein.
Eine Aufsicht auf den Messaufbau ist in Abb. 6.8, ein 3D-Modell
sowie ein Foto in Abb. 6.9, dargestellt. Die verwendeten Komponen-
ten sowie deren Spezifikationswerte sind in Appendix A.4 aufgelis-
tet. Zur Strahlablenkung wurden zwei Lentikularlinsenarrays der
Firma SÜSS MicroOptic eingesetzt, die ursprünglich für die Strahl-
homogenisierung leistungsstarker Laserstrahlen entwickelt wur-
den, eingesetzt. Aufgrund der Ähnlichkeit der Anwendungen sind
die Anforderungen an Lentikularlinsenarrays zur Strahlhomogeni-
sierung und zur translatorisch mechanischen Strahlablenkung na-
hezu identisch [138].
Die gemessene Intensitätsverteilung auf dem Detektor ist in
Abb. 6.10 für verschiedene Einfallswinkel geplottet. In Abb. 6.11 ist
ein Querschnitt durch diese Intensitätsverteilung für zwei Einfalls-
winkel gezeigt. In Abb. 6.11 sind die Nebenmaxima durch die De-
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Abb. 6.8.: Gezeichnete Aufsicht auf den Messaufbau zur messtechnischen
Bestimmung der Spotgröße und optischen Effizienz einer trans-
latorisch mechanisch nachgeführten Scanoptik. Der Aufbau be-
steht aus einer schwenkbaren Einheit, die einen Laser und eine
Kollimationsoptik umfasst. Diese Einheit wird mittels eines mo-
torisierten Drehtischs um eine Anordnung aus zwei Lentikular-
linsenarrays rotiert. Die laterale Position der Arrays lässt sich ma-
nuell justieren. Der abgelenkte Strahl wird mit einer Sammellinse
auf einen Beamprofiler zur Strahlanalyse fokussiert.
finition des 1/e2 Spotdurchmessers im Bereich der Schwelle zur Be-
stimmung des Spotdurchmesser Dspot. Aufgrund der dadurch ver-
ursachten Schwankungen des Spotdurchmessers bei der Auswer-
tung, ist es sinnvoll zusätzlich zu Dspot die Halbwertsbreite DFWHM
auszuwerten. Diese Auswertung ist in Abb. 6.12 dargestellt.
6.2.3. Simulation der Spotgröße
In der Simulation wird der in Abschnitt 6.2.2 beschriebene Laborauf-
bau modelliert. Dies ermöglicht zum einen ein genaueres Design
des Messaufbaus, da das erwartete Verhalten im Voraus abgeschätzt
werden kann. Zum anderen können die Messergebnisse mit den
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a)
b)
Abb. 6.9.: a) 3D-Modell des Messaufbaus zur Vermessung der Spotgröße. b)
Foto des Aufbaus.
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βin = 0° βin = 5°



















βin = 10° βin = 13°



















Abb. 6.10.: Gemessene Intensitätsverteilung auf dem Detektor für verschie-
dene Einfallswinkel. Alle Plots sind jeweils über 5 Messungen
gemittelt.
Simulationsergebnissen verglichen bzw. validiert werden. Dies ist
insbesondere deshalb sinnvoll, weil Einschränkungen des Messauf-
baus – bspw. inhomogene Intensitätsverteilung des Eingangsfelds
oder Aberrationen – einfacher in einer Simulation als in der Theorie
berücksichtigt werden können. Gelingt es das reale Verhalten des
Messaufbaus in Zemax zu modellieren, so können Konfigurationen
getestet werden, für die keine Hardware zur Verfügung steht. Im
Idealfall entsteht eine Validierungskette sich gegenseitig stützender
Ergebnisse aus Berechnung, Messung und Simulation.
6.2.3.1. Modellierung des Messaufbaus
Zur Modellierung des Messaufbaus wurde der sequentielle Modus
der Optik-Design-Software Zemax eingesetzt. Ein Schnittbild durch
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Abb. 6.11.: Querschnitt durch die gemessene Intensitätsverteilung auf dem
Detektor an der Stelle yˆ = 0 für für a) βin = 0° bzw. b) βin = 5°.
Der Spotdurchmesser im Fall a) beträgt Dspot = 205,4 µm, im
Fall b) Dspot ≈ 306,2 µm. Die Kurven sind jeweils über 5 Mes-
sungen gemittelt. In Fall a) sind die beiden Nebenmaxima der
sinc-Funktion sehr deutlich erkennbar. Die Breite dieses Spot-
durchmessers, der die beiden Nebenmaxima enthält ist in gu-
ter Übereinstimmung mit der Breite des Intensitätsverlaufs in
Abb. 6.4
(
Dspot ≈ 2 · D0
)
. Daher stützt dieses Messergebnis die
Berechnungsmethode.
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(°)







Abb. 6.12.: Messtechnisch ermittelter Spotdurchmesser Dspot bzw. Halb-
wertsbreite DFWHM der Intensitätsverteilung auf dem Detektor
an der Stelle yˆ = 0 über dem Einfallswinkel βin (Jeder Marker
entspricht einer Messung). Der Spotdurchmesser steigt ab einem
bestimmten Grenzwinkel βgr ≈ 13 5° sprunghaft an. Bei diesem
Grenzwinkel wird der Rand der der Mikrolinsen in der Feldebe-
ne erreicht.
das Zemax-Modell des Aufbaus und der per Raytracing berechnete






Abb. 6.13.: Schnittbild durch das Zemax-Modell des Messaufbaus und
Strahlengang.
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Abb. 6.14.: Querschnitt durch den strahlenoptisch berechneten, normierten
Intensitätsverlauf auf dem Detektor an der Stelle yˆ = 0 für Nor-
maleinfall βin = 0°, simuliert mit 109 Strahlen. Die verwendeten
Systemparameter stimmen mit den Angaben in Tab. 6.1 überein.
6.2.3.2. Berechnungsmethode
Neben der primären geometrisch-optischen Berechnungsmethode
des Raytracings unterstützt Zemax auch die Methode Physical Optics
Propagation (POP). Mithilfe dieser Methode können wellenoptische
Phänomene untersucht werden. Die berechneten und gemessenen
Intensitätsverläufe zeigen aufgrund ihrer sinc-Form, dass bei einer
präzisen Simulation des Spotdurchmessers Interferenzeffekte auf-
grund der Wellennatur des Lichts eine Rolle berücksichtigt werden
müssen. Eine strahlenoptische Simulation kann lediglich als grobe
Abschätzung des Spotdurchmessers dienen. Dies ist in Abb. 6.14
auch an der Form der Kurve erkennbar. Daher wurde eine – deutlich
aufwändigere – Simulation mit der Methode POP durchgeführt.
Bei der Simulation mit der Methode POP in Zemax ist die Sam-
pleanzahl des abzutastenden Felds auf Ns = 214 begrenzt. Dadurch
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können lediglich mikrooptische arraybasierte Strukturen mit weni-
gen Elementen simuliert werden. Aufgrund dieser grundsätzlichen
Einschränkung wurde die Anzahl der Mikrolinsen des verwendeten
Arrays in der Simulation auf Nml = 3 reduziert.
6.2.4. Vergleich zwischen Berechnung, Messung und
Simulation
Wie bereits in Abschnitt 6.2.3 erwähnt ist das Ziel der Ermittlung
der Spotgröße mit mehreren Methoden die Bildung einer Validie-
rungskette sich gegenseitig stützender Ergebnisse. In diesem Ab-
schnitt werden die ermittelten Intensitätsverteilungen miteinander
verglichen. Da die Simulation mit Physical Optics Propagation den
Messaufbau aus den oben genannten Gründen nicht exakt beschrei-
ben kann, wird eine möglichst ähnliche Konfiguration des Messauf-
baus simuliert. Diese unterscheidet sich von den in Tab. 6.1 ange-
gebenen Systemparameters lediglich in der Anzahl der Mikrolinsen
Nml = 3 und in der Breite der Lentikularlinsenarrays wla = 900 µm.
Diese beiden Konfigurationen werden jeweils mit der numerischen
Methode aus Abschnitt 6.2.1 berechnet und verglichen. Die ermit-
telten Intensitätsverläufe sind in Abb. 6.15 dargestellt. Die Durch-
messer der Hauptmaxima stimmen in guter Näherung mit der Be-
rechnungsmethode überein. Damit ist das Ziel erreicht einer Validie-
rungskette erreicht, wobei die Berechnungsmethode das verbinden-
de Element zwischen Messung und Simulation ist.
6.3. Analyse der optischen Effizienz
Neben der Spotgröße ist die optische Effizienz ηopt der Strahlablen-
kungsoptik von entscheidender Bedeutung für die erreichbare ef-
fektive Empfangsapertur. Die optische Effizienz wird immer ausge-
hend von einer gegebenen Detektorgröße ermittelt und kann daher
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Abb. 6.15.: Vergleich des Spotdurchmessers zwischen Berechnung, Mes-
sung und Simulation. a) Berechneter und gemessener Intensi-
tätsverlauf für die in Tab. 6.1 angegebenen Systemparameter.
Es sind die Messwerte für βin = 0° und βin = 1° dargestellt.
Der Durchmesser des Hauptmaximums ist in allen drei Kur-
ven nahezu identisch. b) Berechneter und simulierter Intensi-
tätsverlauf, wobei die Systemparameter bis auf die Anzahl der
Mikrolinsen Nml = 3 und die Breite des Lentikularlinsenar-
rays wla = 900 µm mit dem Fall a) übereinstimmen. Auch hier
stimmen die Durchmesser der Hauptmaxima in guter Näherung
überein.
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nicht allgemeingültig ausgedrückt werden. Zusätzlich ist sie vom
Einfallswinkel abhängig.
6.3.1. Berechnung der optischen Effizienz
Wie bereits in Abschnitt 2.1.5 definiert, entspricht die optische Ef-
fizienz einer Empfangsoptik dem Verhältnis zwischen der auf dem
Detektor auftreffenden optischen Leistung PRx und der in die Emp-
fangsapertur einfallenden Empfangsleistung Pin. Da die Intensität
auf dem Detektor I f (xˆ, yˆ) mit der numerischen Berechnungsme-
thode aus Abschnitt 6.2.1 berechnet werden kann, muss diese zur





I f (xˆ, yˆ)dxˆdyˆ . (6.16)















|Ein (x, y)|2 dxdy =
∞¨
−∞
∣∣∣E f (xˆ, yˆ)∣∣∣2 dxˆdyˆ (6.18)
kann die optische Effizienz unter Einbeziehung der Fresnel-






I f (xˆ, yˆ)dxˆdyˆ˜ ∞
−∞ I f (xˆ, yˆ)dxˆdyˆ
. (6.19)
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Abb. 6.16.: Berechnete optische Effizienz einer translatorisch mechanisch
nachgeführten Empfangsoptik in Abhängigkeit des Einfallswin-
kels und bei unendlicher Messdistanz. Die Systemparameter
sind in Tab. 6.1 angegeben. Die angenommene Detektorfläche ist
Adet = 200× 200 µm2 und die Schrittweite des Einfallswinkels
∆β = 0,01°.
Dies ist insbesondere dann von Vorteil, wenn Iin nicht exakt bekannt
ist und wird bei der Auswertung der Messdaten im nächsten Ab-
schnitt benötigt.
Um Verwirrung zu vermeiden, werden im Folgenden grund-
sätzlich die Fresnel-Verluste der Lentikularlinsenarrays, die aus
Quarz-Glas bestehen (nSilica = 1,458464) sowie der Sammellinse
(nB270 = 1,523080) berücksichtigt. Daraus ergibt sich ηFres ≈ 79,5%.
6.3.1.1. Kollimierter Lichteinfall
Für den Fall kollimierten Lichteinfalls ist die berechnete optische
Effizienz in Abb. 6.16 dargestellt. Darin ist die in Abschnitt 6.2.1
diskutierte Periodizität ∆βin über den Winkelbereich als Effizienz-
modulation erkennbar. Es sei hier angemerkt, dass diese Periodi-
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zität nach Gl. 6.6 im hohen Maße wellenlängenabhängig ist. Auf-
grund der endlichen Kohärenzlänge eines Lasers wird man daher
diese Periodizität in der Realität kaum beobachten können. Weiter-
hin ist erkennbar, dass die optische Effizienz selbst bei βin > βgr
nicht abfällt, woraus deutlich wird, dass mit der numerischen Be-
rechnungsmethode die optische Effizienz für kollimierten Lichtein-
fall bzw. bei unendlicher Messdistanz nur für kleine Einfallswinkel
berechnet werden können. Da im Messaufbau allerdings mit einem
kollimierten Einfallsstrahl gearbeitet wird, ist ein Vergleich der op-
tischen Effizienz nicht möglich.
6.3.1.2. Divergenter Lichteinfall
Nach der numerischen Berechnungsmethode sinkt die optische Ef-
fizienz für große Einfallswinkel und endliche Messdistanzen nicht
aufgrund einer Spotverbreiterung, sondern einer Spotverschiebung,
wodurch die Schnittmenge zwischen Detektorfläche und Intensi-
tätsverteilung reduziert wird. Diese Verschiebung kann im Messauf-
bau nicht beobachtet und daher auch nicht durch eine seitliche Ver-
schiebung der Mikrolinsenarrays kompensiert werden. Die berech-
nete optische Effizienz für verschiedene Messdistanz und Einfalls-
winkel ist in Abb. 6.17 dargestellt.
6.3.2. Messung der optischen Effizienz
Die Messung der optischen Effizienz wurde mit dem in Abschnitt
6.2.2 beschriebenen Messaufbau durchgeführt. In einem ersten
Schritt wurde die optische Effizienz bei Normaleinfall durch ei-
ne Messung der Empfangsleistung auf der gesamten Chipfläche
Achip = 7,1 × 5,4 mm2 des eingesetzten Beamprofilers WinCamD-
UCD15 – 1/1.8" CCD System der Firma DataRay mit und ohne
Lentikularlinsenarrays durchgeführt. Die durch diese Methode ge-
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Abb. 6.17.: Berechnete optische Effizienz einer translatorisch mechanisch
nachgeführten Empfangsoptik in Abhängigkeit des Einfallswin-
kels und der Messdistanz. Die Systemparameter sind in Tab. 6.1
angegeben. Die angenommene Detektorfläche ist Adet = 200×
200 µm2, die Schrittweite des Einfallswinkels beträgt ∆β = 0,01°,
die der Messdistanz ∆d = 0,1 m, die Länge des Eingangsfelds
LE = 150 mm und die Anzahl der Samples in eine Dimension
Ns = 2400. In b) ist ein Schnitt durch den 3D-Plot bei einer Mess-
distanz von d = 5 m gezeigt.
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messene optische Effizienz unter Berücksichtigung aller Fresnel-
Reflektionen ist ηopt (βin = 0) ηopt,pro ≈ 70,8%. Da der Beampro-
filer nicht für absolute Leistungsmessungen kalibriert war, wurde
eine Vergleichsmessung mit einem kalibrierten Photometer durch-
geführt. Die kreisrunde aktive Fläche des Photometers betrug
Dphot = 1,13 cm. Die damit ermittelte optische Effizienz beträgt
ηopt (βin = 0) = ηopt,phot ≈ 63,75%. Die Differenz der gemesse-
nen optischen Effizienzen zwischen Beamprofiler und Photometer
könnte damit zusammenhängen, dass der Messkopf des Photome-
ters aufgrund seiner fast fünffach größeren aktiven Fläche deutlich
mehr Streulicht detektiert. Daher wird dieser Wert im Folgenden als
worst case Abschätzung verwendet. Aufgrund der 6 Luft-Glas bzw.
Glas-Luft-Grenzflächen hätte eine vollständig antireflexbeschichte-
te Empfangsoptik bei einer Detektorfläche von 1 cm2 eine optische
Effizienz von ηopt > 80%.
Da die Chipfläche des Beamprofilers kleiner als die Fläche des
Photometers ist, kann zunächst kein direkter Vergleich der gemes-
senen Empfangsleistungen durchgeführt werden. Daher wird zur
Auswertung der gemessenen, winkelabhängigen optischen Effizi-
enz eine Integration nach Gl. (6.19) eingesetzt. Da es nicht möglich
ist die Integration im Nenner von −∞ bis ∞ durchzuführen, muss-
ten die Abmessungen der verwendeten Auslesefläche1 des Beam-
1Die Abmessungen dieser Region entsprechen der Fläche von 1024 × 1024 Pi-
xeln, wobei jeweils 4 Pixel zusammengefasst wurden. Damit betrug ein gemes-
sener Frame 512× 512 Pixel. Die Maximalauflösung des Beamprofilers entspricht
1600× 1200 Pixel.
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Das Integral im Zähler wird nun mit Pdet bezeichnet und beschreibt
die Empfangsleistung eines angenommenen Detektors beliebiger
Abmessungen, wobei gelten muss wdet ≤ wpro bzw. hdet ≤ hpro. Bei
einer Abschätzung der Güte der Näherung in Gl. (6.20) ist die Kennt-
nis der gemessenen Spotgröße, die in Abschnitt (6.2.2) diskutiert
wurde, hilfreich. Aus einer qualitativen Beurteilung der gemessenen
Intensitätsverteilungen, siehe Abb. 6.10, kann bereits geschlossen
werden, dass im Winkelbereich βin = 0 . . . 13° in guter Näherung die
gesamte Signalenergie auf den Detektor fällt. Allerdings wird vor
allem der Messwert für Ppro durch Rauschen verfälscht, so dass die-
se Messung als Abschätzung erster Ordnung zu betrachten ist. Ein
beispielhafter quantitativer Wert für einen Detektor der Abmessung
wdet × hdet = 2,8× 2,8 mm2 und βin = 0° von Pdet/Ppro ≈ 92% zeigt,
dass diese Näherung durchaus gerechtfertigt ist. Daraus folgt einer-
seits, dass Gl. (6.20) für die Bewertung der Messungen eingesetzt
werden kann. Andererseits bedeutet dies aber auch, dass der Un-
terschied zwischen Beamprofiler- und Photometer-Chipfläche ver-
nachlässigt werden kann. Daher ist es valide die mit dem Photo-
meter gemessene optische Effizienz ηopt,phot ≈ 63,75% als Startwert
für die Auswertung der Beamprofiler-Messdaten anzusetzen. Die so
ausgewerteten Messergebnisse sind in Abb. 6.18 dargestellt.
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Abb. 6.18.: Gemessene optische Effizienz einer translatorisch mechanisch
nachgeführten Empfangsoptik in Abhängigkeit des Einfalls-
winkels. Die Systemparameter sind in Tab. 6.1 angegeben.
Die roten Kurven entsprechen der normierten Detektorleis-
tung Pdet,norm(βin), die blauen dem Verhältnis Pdet/Ppro und die
schwarzen der optischen Effizienz ηopt(βin) nach Gl. (6.20). Die
angenommene Detektorfläche ist a) wdet × hdet = 200× 200 µm2
bzw. b) wdet × hdet = 500× 500 µm2.
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Abb. 6.19.: Simulierte optische Effizienz einer translatorisch mechanisch
nachgeführten Empfangsoptik in Abhängigkeit des Einfallswin-
kels. Die Systemparameter sind in Tab. 6.1 angegeben. Die ver-
wendete Detektorgröße entspricht wdet × hdet = 200× 200 µm2.
6.3.3. Simulation der optischen Effizienz
Wie in Abschnitt 6.2.3 beschrieben, konnte die Simulation mit der
POP-Methode aufgrund von Konvergenz-Problemen nur sehr ein-
geschränkt zum Einsatz kommen. Daher wurde für die Simulation
der optischen Effizienz mit Zemax die strahlenoptische Untersu-
chung angesetzt.
Als Vergleichswert zur gemessenen optischen Effizienz bei Nor-
maleinfall und Dphot = 1,13 cm ergab sich in der strahlenoptischen
Simulation ein Wert von ηopt (βin = 0) = ηopt,sim ≈ 68,9%, der ge-
nau zwischen ηopt,pro und ηopt,phot liegt. Die simulierte optische Ef-
fizienz über den Einfallswinkel ist in Abb. 6.19 dargestellt.
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6.3.4. Vergleich zwischen Berechnung, Messung und
Simulation
Vergleicht man die berechnete optische Effizienz mit Messung und
Simulation, so stellt man einen deutlichen Unterschied fest. Grund
für die hohen Effizienzen der Berechnung ist die Tatsache, dass
die verwendeten Linsen als ideal angenommen werden. Dadurch
kann der vorhandene Einfluss von Aberrationen bei der Berech-
nung nicht berücksichtigt werden. Aus den Betrachtungen der ver-
schiedenen Einflüsse auf die Spotgröße lässt sich schließen, dass
die Aberrationen der Lentikularlinsenarrays den größten Teil zur
Verringerung der optischen Effizienz beitragen. Konkret handelt
es sich hierbei hauptsächlich um sphärische Aberrationen. Dies ist
in der grafischen Darstellung der mit Zemax berechneten Seidel-
Aberrationskoeffizienten in Abb. 6.20 erkennbar. Mit einem asphäri-
schen Design der Lentikularlinsenarrays ließen sich hier deutliche
Verbesserungen erzielen.
Der Unterschied zwischen Simulation und Messung ist deut-
lich geringer, da in beiden Fällen Aberrationen berücksichtigt wer-
den. Die etwas niedrigeren Werte der Messung erklären sich bspw.
durch Streuung an Restrauhigkeiten der Linsenoberflächen, justage-
bedingten Variationen, etc.
6.4. Bewertung der Ergebnisse
6.4.1. Auslegung einer translatorisch mechanischen
Nachführungsoptik
Maßgebliches Kriterium für erreichbare Messdistanz mit einer
translatorisch mechanisch nachführenden Empfangsoptik ist die ef-
fektive Empfangsapertur ARx,eff, die sich nach Gl. (5.4) aus dem Pro-
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Abb. 6.20.: Mit Zemax berechnete Seidel-Aberrationskoeffizienten der Oberflä-
chen des Messaufbaus bei Normaleinfall. Die Flächen 10 und 11
entsprechen Vorder- und Rückseite des doppelseitig strukturier-
ten Lentikularlinsenarrays. Fläche 13 entspricht der strukturier-
ten Seite des einseitig strukturierten Arrays. Sphärische Aberra-
tionen sind in rot dargestellt.
dukt der optischen Effizienz ηopt und der Empfangsapertur ARx er-
gibt.
Mit Gl. (6.15) kann der grundsätzliche Zusammenhang zwischen
aberrationsfreier, erreichbarer Spotgröße Dspot und den grundlegen-
den Systemparametern beschrieben werden. Eine Vergrößerung der
Empfangsapertur entspricht aufgrund der begrenzten Blendenzahl
kmin = fsl/Dsl ≈ 1 einer Vergrößerung des Durchmessers der Sam-
mellinse Dsl und der Sammellinsenbrennweite fsl gleichermaßen.
Dies wiederum hat eine Vergrößerung des Spotdurchmessers zur
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Folge, der durch ein Vergrößern der Mikrolinsendurchmesser Dml







und kmin in Gl. (6.15) ausgedrückt werden.
Dspot =
√(























Unter Annahme einer quadratischen Sammellinse kann D2sl = ARx
gesetzt werden. Gl. (6.22) ist in Abb. (6.21) in Abhängigkeit des
Sammellinsendurchmessers aufgetragen. Aus diesem Kurvenver-
lauf wird deutlich, dass der Spotdurchmesser bei steigendem Sam-
mellinsendurchmesser bis zum Schnittpunkt







kaum ansteigt. Im Bereich
Dsl >
√
2 · λ · Nml · d (6.25)
besteht ein linearer Zusammenhang zwischen Spotdurchmesser
und Empfangsapertur
Dspot ∝ ARx ∝ D2sl . (6.26)
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Abb. 6.21.: Spotdurchmesser nach Gl. (6.22) in Abhängigkeit des Sammel-
linsendurchmessers. Die Werte für λ = 635 nm, Nml = 67 und
Messdistanz d = 10 m.
Eine Vergrößerung des Spotdurchmessers führt bei gleichbleibender
Detektorgröße zu einer Verringerung der optischen Effizienz. Diese
Verringerung hängt jedoch sehr stark von der Intensitätsverteilung
auf dem Detektor ab und kann nicht allgemein gültig ausgedrückt
werden. Insbesondere die Aberrationen des Lentikularlinsenarrays
können hier nicht vernachlässigt werden. Ergebnis der Analyse im
Bereich Optik ist somit, dass die Detektorgröße das limitierende Ele-
ment der erreichbaren effektiven Empfangsapertur ist.
Damit wurde gezeigt, dass es bei vorgegebener Detektorgröße ein
Maximum für die effektive Empfangsapertur geben muss, das beim
Systemdesign mit den in diesem Kapitel erarbeiteten Zusammen-
hängen und Werkzeugen gefunden werden kann.
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6.4.2. Einordnung in den Gesamtkontext
In diesem Kapitel konnte gezeigt werden, dass die translatorisch
mechanische Nachführung gut für den Einsatz in einer Scanachse
eines 3D-Scanners mit großer Empfangsapertur geeignet ist. Wäh-
rend die erreichbare Empfangsapertur bei der elektronischen Nach-
führung durch die Größe des Detektorarrays und das Sichtfeld be-
grenzt ist, liegt die Begrenzung im Fall der translatorisch mecha-
nischen Ablenkung bei der Detektorgröße und den mechanischen
Eigenschaften der Translation. Zur Reduzierung der Masse des be-
wegten Lentikularlinsenarrays kann das einseitig strukturierte Ar-
ray bewegt werden, dessen Dicke auf den minimal notwendigen
Wert, der die gewünschte Stabilität gewährleistet, reduziert werden
kann. Bei gegebener Antriebskraft eines Aktors zur Verschiebung
ist der begrenzende mechanische Faktor für die Empfangsapertur
die Scanfrequenz. Ein wichtiger Vorteil der translatorisch mechani-
schen Strahlablenkung ist die Entkopplung zwischen Sichtfeld und
erreichbarer Empfangsapertur. Weiterhin zeichnet sich die Methode
durch geringe Bauraumanforderungen aus.
Eine Kombination der elektronischen Nachführung in der schnel-
len und der translatorisch mechanischen Nachführung in der lang-
samen Scanachse, wie sie in Systemkonzept 4 gezeigt ist, ermög-
licht sowohl das Ausnutzen der jeweiligen Stärken beider Nachfüh-
rungsprinzipien als auch das Vermeiden prinzipbedingter Schwä-
chen.
Für eine Abschätzung der möglichen Vergrößerung der Emp-
fangsapertur durch den Einsatz von Systemkonzept 4, werden nun
die Abmessungen des Detektorarrays 8AA0.4-9 SMD von 4× 1 mm2
angenommen. Bei einer Laserwellenlänge von λ = 800 nm und
Nml = 300 Mikrolinsen beträgt der Spotdurchmesser eines Len-
tikularlinsenarrays mit Dsl = 9,4 cm gerade Dspot ≈ 1 mm. Dies
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entspricht einer Vergrößerung der Empfangsapertur um 9,4/4,2 ≈
224% im Vergleich zur Realisierung von Systemkonzept 3, wo-
bei das Linsenarray lediglich um eine Strecke von ±157 µm zur
Strahlablenkung verschoben werden muss. Bei einer Längsanord-
nung der Detektorelemente2 fällt die erreichbare Vergrößerung mit
1326,8 mm2/474,6 mm2 ≈ 280% noch größer aus3, weil der Sammellin-
sendurchmesser nahe am Schnittpunkt aus Gl. (6.24) liegt.
2In diesem Fall wären die Abmessungen des Detektorarrays 8,67× 0,405 mm2.
3Bei dieser Abschätzung wird von einem Arraydurchmesser Dsl = 5,4 cm und von
Nml = 175 Mikrolinsen ausgegangen, was zu einer ähnlichen Arrayverschiebung
von ±154 µm führt.
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In dieser Arbeit wurden mehrere Systemkonzepte einer Time-of-
Flight Laserkamera zur Vermessung dreidimensionaler Strukturen
untersucht. Eines dieser Systemkonzepte wurde dabei in einen voll-
ständig funktionstüchtigen Demonstratoraufbau überführt. Diese
Implementierung lieferte wichtige Erkenntnisse über die Methode
der elektronischen Nachführung. Ein besonderer Schwerpunkt wur-
de beim Systemdesign und bei den durchgeführten Analysen auf
die Vergrößerung der Empfangsapertur und die damit zusammen-
hängenden Kosten und technischen Probleme gelegt. Es wurde ge-
zeigt, dass die effektive Empfangsapertur einer elektronisch nachge-
führten Empfangsoptik vor allem für kleinere bis mittlere Sichtfel-
der kostengünstig vergrößert werden kann. Die wichtigsten begren-
zenden Faktoren der erreichbaren Empfangsapertur sind Detektor-
größe und Sichtfeld.
Im zweiten Teil der Arbeit wurde die Methode der translatorisch
mechanischen Strahlablenkung bei gleicher Zielsetzung theoretisch
und experimentell untersucht. Dabei stellte sich heraus, dass die be-
grenzenden Faktoren für die erreichbare Empfangsapertur die De-
tektorgröße und die Scanfrequenz sind.
Es konnte ein neuartiges Systemkonzept gefunden werden, in
dem elektronische und translatorisch mechanische Nachführung
kombiniert werden. Dieses Konzept ermöglicht die Ausnutzung
der wesentlichen Stärken beider Nachführungsprinzipien während
sich prinzipbedingte Schwächen vermeiden lassen. Konkret bedeu-
tet dies, dass das Sichtfeld der elektronisch nachgeführten Achse
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kleiner als das der translatorisch mechanisch nachgeführten Ach-
se gemacht werden kann. Andererseits kann die Scanfrequenz der
elektronisch nachgeführten Achse deutlich höher als die der trans-
latorisch mechanisch nachgeführten Achse gewählt werden. Durch
die geschickte Ausnutzung dieser Zusammenhänge lässt sich somit
ein 3D-Scanner mit – im Vergleich zu aktuellen Systemen – größerer
Empfangsapertur realisieren, ohne die Framerate oder das Sichtfeld
reduzieren bzw. die Kosten deutlich erhöhen zu müssen. Damit le-
gen die in dieser Arbeit erreichten Ergebnisse die Grundlage für die
Entwicklung von 3D-Scannern mit großer Empfangsapertur, die im




A.1. Empfangsapertur eines Schwingspiegels für
Systemkonzept 1
Die Herleitung in diesem Abschnitt wurde in [BSF+14] veröffent-
licht. In diesem Abschnitt wird die kleinstmögliche Empfangsaper-
tur in Abhängigkeit des Scanwinkels eines rechteckförmigen Scan-
spiegels hergeleitet. die Skizze eines Scanspiegels, durch den eine
einfallende ebene Wellenfront in Richtung der Sammellinse reflek-
tiert wird, ist in Abb. A.1 dargestellt. Gesucht ist die Länge der Stre-




Abb. A.1.: Skizze eines Scanspiegels zur Veranschaulichung des Zusam-
menhangs zwischen der vertikalen Komponente der Empfangsa-
pertur (Länge der Strecke a) und dem Einfallswinkel φ. Die Rand-
strahlen des Empfangsstrahls sind in rot, Hilfslinien in blau und
Bauteile in schwarz dargestellt.
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rizontalen Spiegelausdehnung q, dem Einfallswinkel φ. Damit kann
die Empfangsapertur gemäß
ARx = a · p , (A.1)
berechnet werden, wobei p für die horizontale Komponente der
Empfangsapertur steht. Das rechtwinklige Dreieck, welches durch
die Strecken a, b und den Einfallswinkel φ definiert ist, ergibt
a = b · cos φ . (A.2)
Die Winkelsumme des aus den Strecken b, b und c bestehenden Drei-
ecks
2 · ψ+ φ+ 90° = 180°
kann zu Gleichung
ψ = 45°− φ
2
. (A.3)
vereinfacht werden. Das durch b, c/2 und ψ definierte rechtwinklige
Dreieck ergibt
2 · b = c · cosψ . (A.4)
Mit dem Additionstheorem
cos(x− y) = cos x · cos y + sin x · sin y
können Gl. (A.2), (A.3) und (A.4) wie folgt kombiniert werden.
a =













Um die erreichbare Empfangsapertur zu maximieren, wird die Sub-
stitution
φ = βv − β0 (A.6)
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eingeführt. Ziel dieser Definition ist es den Winkelbereich−βv · · ·+
βv um den Offset β0 so nahe wie möglich an die Sammellinse zu
verschieben. Im Fall der horizontalen Komponente der Empfangsa-
pertur p ist dieser Offset β0 = 90°. Wird dies in Gl. (A.5) eingesetzt,
so erhält man
p =



























= sin x− cos x
kann weiter zum Zusammenhang
p =






vereinfacht werden. Dieser wiederum kann mit sin (2x) = 2 · sin x ·
cos x weiter zu der einfachen Gleichung







A.2. Empfangsapertur eines Schwingspiegels für
Systemkonzept 3
In diesem Abschnitt wird die Empfangsapertur im Fall von Sys-








Figure A.2.: Schematische Aufsicht auf den Aufbau von Systemkonzept 3.
In dieser Ansicht sind die horizontalen Einfallswinkel βh sicht-
bar. Die Randstrahlen des Empfangsstrahls sind in rot, Hilfsli-
nien in blau und alle Bauteile in schwarz dargestellt.
sem Kontext o.B.d.A. der Füllfaktor des Mikrospiegelarrays zu
ΓMEMS,3 = 1 angenommen. Die Seitenansicht des Systemkonzepts,
in der die vertikalen Einfallswinkel erkennbar sind, ist in Abb. 4.14
zu finden. Das Verhalten der vertikalen Komponente der Empfangs-
apertur a ist identisch zur Beschreibung im vorhergehenden Ab-
schnitt. Die horizontale Komponente p wird hier mithilfe einer Auf-
sicht auf den Aufbau von Systemkonzept 3, in der die horizonta-
len Einfallswinkel sichtbar sind, hergeleitet. Diese Aufsicht ist in
Abb. A.2 dargestellt.
Anhand von einfachen geometrischen Betrachtungen können fol-
gende Gleichungen aus Abb. A.2 abgeleitet werden.
q = u− 2 · s (A.8)
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elektronischen Nachführung
s = v · tan βh (A.9)
p = q · cos βh (A.10)
Diese Gleichungen können zu
p = u · cos βh − 2 · v · sin βh . (A.11)
kombiniert werden. Mit den Spiegelabmessungen A′MEMS,3 = c · u




cos(βh)− 2vu · sin βh













Für v  u und βh < 30° kann der Term 2vu · sin βh vernachläs-
sigt werden. Diese Vereinfachung ist zulässig, da Systemkonzept
3 in dieser Arbeit nicht als ideale Lösung präsentiert wird, siehe
Abb. 4.16. Würde dieser Term berücksichtigt werden, würde die er-
forderliche Waferfläche für Systemkonzept 3 weiter zunehmen.
A.3. Spezifikation des Demonstratoraufbaus zur
Untersuchung der elektronischen Nachführung
Die Spezifikationswerte des Demonstratoraufbaus zur Untersu-
chung und Demonstration der elektronischen Nachführung sind in
Tab. A.1 angegeben.
A.4. Spezifikation des Messaufbaus zur Analyse der
translatorisch mechanischen Strahlablenkung
In diesem Abschnitt sind die wichtigsten Komponenten des





Emissionswellenlänge des Lasers λlas 808 nm
Halbwertsbreite des Interferenzfilters λFWHM 10 nm
Pulsspitzenleistung des Lasers PTx ≈ 34 mW
Modulationsfrequenz fm 31 25 MHz
Horizontale Bildauflösung rh 196
Vertikale Bildauflösung rv 142
Pixelrate fPx 353 kHz
Framerate fFr 12 7 Hz
Mikrospiegeldurchmesser Dmm 2 mm
Scanfrequenz der schnellen Achse ffa 1 27 kHz
Scanfrequenz der langsamen Achse fsa 6 35 Hz
Horizontales Sichtfeld αh ≈ 35°
Vertikales Sichtfeld αv ≈ 21°
Aktiver Bereich des horizontalen Sichtfelds Ha 100%
Aktiver Bereich des vertikalen Sichtfelds Va 100%
Anzahl von Detektorelementen Ndet 8
Länge des Detektorarrays wdet 4 mm
Tab. A.1.: Spezifikationswerte des Demonstratoraufbaus zur Untersuchung
der elektronischen Nachführung.
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A.4. Spezifikation des Messaufbaus zur Analyse der translatorisch
mechanischen Strahlablenkung
Laserdiode Als Leuchtquelle wurde die Laserdiode S6305MG der
Firma Roithner eingesetzt. Diese emittiert bei einer Wel-
lenlänge von λlas = 635 nm und hat eine maximale opti-
sche Leistung von Pmax = 5 mW.
Zylinderlinse Die plankonvexe Zylinderlinse mit der Brennweite
f = 40 mm und einer freien Öffnung von 17× 15 mm2
wurde von Qioptiq bezogen.
Kollimationslinse Eine auf sphärische Aberrationen optimierte,
asymmetrische Bikonvexlinse von Qioptiq mit einer
Brennweite von f = 200 mm und einer freien Öffnung
von 31,5 mm wurde als Kollimationslinse eingesetzt.
Lentikularlinsenarrays Die Abmessungen der beiden aus SiO2 ge-
fertigten Lentikularlinsenarrays 18-00570 und 18-00571
der Firma SÜSS MicroOptics betrugen 20× 20 mm2, die
Dicke jeweils 0,9 mm. Der Durchmesser der Mikrolinsen
betrug Dml = 300 µm und der Krümmungsradius der
strukturierten Flächen |R1| = 293 µm.
Sammellinse Als Sammellinse wurde die plankonvexe, asphäri-
sche Kondensorlinse G063098000 der Firma Qioptiq ein-
gesetzt, da diese der Anwendung sehr nahe kommt. Die
Brennweite der Linse betrug f = 27 mm, die freie Öff-
nung 31,5 mm.
Beamprofiler Zur Spotanalyse wurde der Beamprofiler WinCamD-
UCD15 der Firma DataRay Inc. verwendet. Die Chipflä-
che betrug 7,1× 5,4 mm2, die Pixelgröße 4,4 µm. Die ma-
ximale Auflösung war 1600 × 1200 Pix und der Sensor
wies eine hohe Helligkeitsabstufung der Tiefe 16 bit auf.
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Photometer Als Photometer kam der 1835-C der Firma Newport
mit dem Messkopf 818-SL zum Einsatz. Bei der Anzei-
ge wurde jeweils über 100 Werte gemittelt.
Eine Auflistung der eingesetzten mechanischen Justageelemente fin-
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