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In Chapter I we show that inequalities are an important tool in the theory of 
production functions. Various notions of internal economies of scale can be 
equivalently expressed in terms of upper or lower bounds on production functions. In 
the problem of aggregation of efficiently allocated goods, if one is concerned with 
two-sided bounds as opposed to exact expressions, the aggregate production function 
can be derived from some general assumptions about production units subject to 
aggregation. The approach used does not require smoothness or convexity properties. 
In Chapter II we introduce a new forecasting techniques essential parts of 
which include using average high-order polynomial estimators for in-sample fit and 
low-order polynomial extension for out-of-sample fit. We provide some statements 
following the Gauss-Markov theorem format. The empirical part shows that algebraic 
polynomials treated in a proper way can perform very well in one-step-ahead 
prediction, especially in prediction of the direction of exchange rate movements. 
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IN MICROECONOMIC THEORY AND ECONOMETRICS  
INTRODUCTION 
Various production processes in an economy are described using a notion of 
a production function. A production function is a mathematical relationship that shows 
the maximum output that can be produced using any given inputs. We study only the 
case of a single-output technology; the number of inputs in this Introduction will also 
be assumed to be one for simplicity. Thus, a production function can be written as 
y  = f(x) 
where y is the output and x is the input (all variables are nonnegative). It only 
describes a purely physical ability of the production unit to transform inputs into 
outputs. 
One of the notions which make it more economically relevant is that of a cost 
function. Given the input price w it shows the minimum cost of producing the given 
level of output y and is formally written as 
c (y ,  w) = min { wx: f (x)  y}. 
Mention that if f is continuous and monotonic, then in the one input case the cost 
function can be easily found 2 
c(y, w) = min{wx: f(x)  y} = wf-1(y). 
Since f completely determines the cost function, any property off will be somehow 
reflected in the cost function associated with it. It is less obvious that under some 
restrictions on f it can be restored from its cost function. The way it can be restored 
depends on the assumptions which include either differentiability or concavity of f. 
This important result is called duality between production functions and cost functions. 
It follows that any property of the cost function will imply something in terms of the 
production function that generated it and vice versa. 
In Chapter I we investigate the relationship between production and cost 
functions in more depth. Specifically, we study how various notions of economies of 
scale (which are defined in terms of the cost function) are reflected in properties of 
respective production functions. For example, it is important to know when a per unit 
cost of output increases indefinitely as output goes to infinity, that is c0) ,w) 
y 
when y -> 00  .  We prove that this happens if and only if the production function f 
grows at infinity slower than any positively sloped linear function. A series of such 
results is stated in Theorems 1 and 2 of Chapter I. Several points are worth 
mentioning: 
1. The basic intuition behind these results is simple: the faster grows the 
productive capacity of the production unit, the slower is the growth of the 
00 3 
corresponding average cost curve. Exact quantitative statements, however, are less 
easy to explain. 
2. All conditions are exact, that is necessary and sufficient. 
3. We use neither concavity or differentiability nor duality. 
In reality a production unit, in addition to other constraints, will face certain 
constraints in terms of input and output prices and therefore not all points on its 
production function will be feasible. Considering only those points which are feasible 
we obtain a definition of an economically feasible production function introduced in 
Section 1.2. This notion, along with the cost and profit functions, is one more way of 
putting technology into a certain economic context. Of course, it depends on the 
constraints imposed. Shephard (1970) postulates a linear constraint on inputs without 
tying it to prices. We use more natural constraints in terms of input and output prices 
which lead to an implicit nonlinear constraint on inputs. In Theorem 4 we show that 
under some assumptions (which are natural for a production unit with fixed capital) 
the economically feasible production function is zero in some neighborhood of 
coordinate planes and for all large inputs. It means that either a production unit of the 
type we consider will not be used or it will produce an output that is bounded from 
above and bounded away from zero. 
The hierarchy of the economic theory is developed by introducing interactions 
between its simple, primary agents. A notion of aggregation of production units is 
designed to describe production units which are combinations of other (which are 
thought of as elementary) production units. We consider aggregated production units 4 
with the kind of interaction between forming it elementary units as between shops in 
a plant or plants within a firm: a given input is allocated between the elementary units 
so as to maximize the total output. In Theorem 5 we assume that elementary units 
satisfy conditions derived in Theorem 4 and prove some upper and lower bounds for 
the aggregate production function. These bounds and the whole theorem do not give 
much room for intuition. The assumptions of Theorem 5 are very weak (they are 
stated in terms of inequalities) and we hope it can be useful for estimation (in 
choosing appropriate functional forms). Note that the bounds we derive are exact in 
the sense that they cannot be improved within given classes of functions. 
Chapter II is devoted to the problem of prediction of exchange rates. An 
exchange rate tells us how much a unit of one currency costs in terms of another. If 
one dollar costs 100 japanese yens, then one japanese yen costs 0.01 dollars, so it is 
important to state what is the "good" and what is the "money". For us the dollar will 
be fixed as a good and all exchange rates will be its prices in terms of other 
currencies. 
The problem of predicting exchange rates is very important. Exchange rates 
affect bilateral trade volumes between countries and capital flows in international 
financial markets. Therefore they eventually affect gross national products of countries 
and per capita incomes which are considered a main measure of wealth. 
At the same time this problem is one of the most challenging in time series 
analysis because of high volatility of exchange rates. An exchange rate may change 
in a matter of seconds. While many other economic time series (such as GNP, for 5 
example) at least have upward trend, exchange rates in general do not have any short-
run trends and their long-run trends usually can be revealed only a posteriori. 
We devise a new method of predicting an exchange rate times series using its 
own past values. There are many known ways to try to do that. A whole class of 
models called ARIMA contains a so-called random walk model 
wt., = vv, + e1,  e, N(0, 1) 
This model means that a point on a straight line is pushed from position w, at time t 
to position 14,11 at time t + 1 by a force e, of random direction and magnitude. 
Many researchers compared this model to other models and reported that none 
of them could outperform the random walk. That meant that sometimes the random 
walk worked better and sometimes worse; in both cases the difference between the 
error of the random walk prediction and the error of the best of other methods' 
prediction was not large if measured as a percentage of the random walk error 
(usually around 10-30%). It was not possible to discern any patterns as to why the 
random walk was better if it really was and therefore no practical recommendations 
regarding what method is appropriate in what situation have been developed. 
All these caveats can be repeated with respect to the method we propose. 
However, both the flexibility of the method and the results we have obtained allow 
us to hope that a bright future awaits it. 6 
To begin with the description of the forecasting procedure, suppose that we 
have observed values yi,  yT of some exchange rate and we need to forecast y  . 
Our point of departure was to regress yt on polynomials of the time subscript t 
= co + ci t +... + cpt,' + Er,  t = 1,  ...,  T. 
Denote 
1°  11  1P 
X 
T° T1  TP 
Then the resulting polynomial equals 
po1=X(X' Xy'X' y. 
The case p = 1 corresponds to the standard OLS procedure of fitting a straight line. 
Higher values of p have not been widely used for the following reasons. First of all, 
there is no economic explanation for using higher order polynomials for in-sample fit. 
Second, polynomials cannot be used for out-of-sample prediction either because they 
grow very quickly. We handle these two problems separately. 
No matter what is the order of the polynomial, one has to admit that it captures 
some information about the series {y,} .  In order to capture the information that is 
essential for forecasting we do the following. We run several regressions of the form 7 
yr = c0 + cat +...+ c rtP + et,  t = t0,  T 
with different pairs to and p. Each such regression gives us a polynomial pol(t°  that 
is the OLS-best approximation to {y,} with polynomials of order p on the segment 
[to, 7] - Our first idea was to use the average fitted value 




(where b is the number of all pairs (t0, p) used above). If the set of pairs 
B.{(to, p)} has been chosen well enough, then yf will carry essential information 
about {y J. 
Sometimes we had to use polynomials of order 8. Neither polynomials of such 
orders nor their averages give a good out-of-sample prediction because they grow very 
quickly. The second idea was to use a separate hypothesis connecting the in-sample 
and out-of-sample behavior of {yt} based on smoothness considerations. For example, 
the assumption that the second difference of {yr} (or, more precisely, of its 
deterministic component) vanishes on [T  1, T + 1] 
0 °2 Y  Y T.1  2y T  YT-1 
results in the prediction formula 
117+1  = 2Y  yTl 
If {y,} has a zero third difference on [T  2, T + 1], 8 
=  3Y  = 0,  41--1  
then the appropriate prediction is 
YT  =  33';  33411  Y1-2. 
Thus the forecasting procedure involves two distinct hypotheses or parameters: the set 
of pairs B which is used for obtaining the average fitted value and the assumption 
about the smoothness of ty  in the neighborhood of the point T. This abundance in 
parameters makes the method very flexible. 
The explanation of the procedure we have given appeals to a mathematical 
intuition. In Chapter II we provide another explanation which relies more on an 
economic intuition. Neither of them may be sufficient to explain why the method 
works as well as the mathematical treatment of the method in Chapter II cannot be 
considered complete. 
No matter what intuition or theory is behind a method, it is only through 
applications that it can be justified. In our case, as it has already been mentioned 
above, we have to conclude that our method cannot outperform the random walk. On 
the other hand, for some currencies it is consistently very good, the error being 3 to 
6 times smaller than that obtained by other researchers (see Table 6). We realize that 
direct comparison with the results obtained by other researchers makes little  sense 
because they used different data. Nevertheless, it is obvious that the accuracy of the 
method is remarkable, especially in predicting the trend. 9 
Overall, writing this thesis has been a good exercise in quantitative methods 
and English. The only thing I am sorry about is that I did not have time to write an 
essay in Macroeconomics. 10 
CHAPTER I. INEQUALITIES  
IN THE THEORY OF PRODUCTION FUNCTIONS  
I.1. INTRODUCTION 
Inequalities have been used in the theory of production and cost functions in 
connection with convexity (see, for example, Shephard (1970)). Another, less 
important, example is the application of Young's inequality 
13  a,  an an 
a 1.--a <  +  +  , al, a 0, 
p,1 
lip, = 1, to the study of the Cobb-Douglas function 
CD(x) = x, ...x 
In this paper we show that the area of useful applications of inequalities in the 
theory of production functions is much wider. 
In Section 1.2 we prove that some basic properties of the cost function 
equivalently translate into upper or lower bounds on the corresponding production 
function. Such statements allow for rigorous treatment of economically intuitive U-
shaped average cost curves (see, e.g., Varian (1992), Section 5.2). Some results do 
not require even monotonicity of the production function. The Leontief function 
Lx(x) = minaixi,  a = (al,  ai > 0 V 1,  (1.2) 
or its truncations arise on several occasions as characterizing "boundary" or limiting 
behavior of production functions. 11 
Section 1.3 is devoted to the problem of aggregation of production functions. 
Our main goal here is to show how inequalities work in aggregation. The "two-sided 
bounds" approach combined with the aggregation concept allows one to infer on the 
nature of the production function of the aggregate production unit. The main result of 
this section shows that under certain general conditions the aggregate production 
function is better described by a truncated Leontief function than by a Cobb-Douglas 
function. 
Throughout the paper Rn denotes a Euclidean space, Qa is a quadrant 
{xER ":  x,  ai,  i = 1,  ...,  aER". 
If al  r, we use a shorter notation Q, for the quadrant Q  .  For 
vectors w, v the inequality w > v means that w > v for all i. The notation w > v 
is used when w1 > vi for all i. R(v, r) denotes a rectangle with a vertex at 
v = (vp  v) and ribs r = (r1,  r): 
R(v, r) = Ix:  v  x  v +  0 5_ r < 00 
1.2. MORE ABOUT RELATIONSHIP  
BETWEEN THE COST AND PRODUCTION FUNCTIONS  
Here we define various concepts of internal economies of scale in terms of cost 
functions and show that they can be equivalently expressed in terms of bounds on 
production functions. These results are applied then to U-shaped and economically 
feasible production functions. 
DEFINITION. By a production function we mean any function f which is defined 
and nonnegative in Q0 and vanishes at the origin. We call it also a physical 12 
production function (PPF) when we want to emphasize that it does not necessarily 
possess the following monotonicity property: 
(2.1) f(x)  f(y),  v  y  O. 
Remind that for a strictly monotonic production function x < y implies 
f(x) < f(Y) 
REMARK 1. A production technology can be equivalently described in terms 
of input requirement sets. A production function f generates a set of sets 
0} where the input requirement set T = {T(y):  y 
T(y) = {x:  f(x)  y} 
shows all input vectors that are capable of producing y. Conversely, if the set T is 
given, then the corresponding production function can be found by 
f(x) = sup{y :  x E T(y)}. 
It is useful to state properties of input requirement sets implied by our definition of 
a production function. 
T1) For some y > 0 T(y) may be empty (it happens if and only if f is 
bounded). 
T2) Since f vanishes at the origin, we have 0 E T(0). 
T3) For the same reason ()IE T(y) if y > (). It is possible, however, that 
0 E T(y) for some y > 0 because input requirement sets are not  required to be 
closed. 
T4) If f is monotonic, then from x E T(y) and xi > x it always follows that 
x/ E T(y). For a rational production function this property may not hold. 
T5) Input requirement sets are obviously nonincreasing in y: if y1 > y then 
T(y ')  T(y) 13 
T6) The correspondence T is upper semicontinuous for a strictly monotonic f 
but may not be such for a rational or monotonic production function. 
T7) Since f is finite everywhere in Q0, we have  n  T(y)  0. 
y  0 
Let f be a production function and 
c(y, w) =  x):  f(x) > y}  y  0,  w > 0 
the associated cost function where 
(w, x) = E wix, 
is a dot product. If the input requirement set T(y) is empty (for example, if f is 
bounded, 
f(x)  M, v x E Qo 
and y > M), then we assume by definition 
c(y, w) = 00 . 
REMARK 2. Here we want to comment on properties of the cost function 
implied by our definition of the production function. 
Cl) Denote by k+ the extended half-axis [0, 00]. The cost function is a 
function of variables y E R and w E IC1 with values in k Defining c(y, w) to be 
equal to 00 for some y and w has a prohibitive meaning: such y at such prices w 
cannot be produced at a finite cost and therefore will not be produced. 
C2) Monotonicity in prices: if w' > w, then c(y, w") >  w). 14 
C3) Homogeneity of degree 1 in prices: 
c(y, tw) = tc(y, w),  d t > 0. 
C4) Concavity in prices: 
c(y, tw + (1  Owe)  tc(y, w) + (1  t)c(y, we),  b t E [0,  1]. 
C5) Let y be fixed. If c(y, w) is finite for one w, then it is finite for all w. It 
is not necessarily continuous in w. 
C6) c(y, w) is monotonic in y: if y/ > y, then co,  w). 
In all equations in C2)-C6), if the smaller of the quantities compared is co , then the 
larger is too. We would like to stress that under such general conditions the duality 
result between cost and production functions may not hold. Remind also that the 
correspondence between cost and production functions is not one-to-one (Varian 
(1992)). 
Denote 
h(w) = inf{(w, x):  xi  1},  H(w) = maxw 
We shall need a series of simple propositions. 
1) The implication 
Exi > 1  (w, x)  min wiE xi > min wi 
shows that h(w) cannot be less than min w,. Combining this fact with the implication 
xi = 1,  xi = 0,  V i  j,  (w,  = wj,  x; = 
we get 15 
h(w) = minwi. 
2) For any c1 > 0,  c2 < y we have 
inf{(w, x):  clExi + c2  y} = 
(2.2) 
y C  Cl y  C2  (2.3) Cl = inf  XI  :  x.  h(w). 
so that 
Cl  y  C2  y 
3) If f is strictly monotonic, then 
{x: f(x)  f(y)} C {x E Q0 : 
C2 
xi  yi  for some 
Cl 
inf{(w, x): 




for some  = minnti 
where 




J  J  yi) + wiyi:  xi  yi  0,  xi  0  j  = 
=  +  x):  x  0} = wi 
Thus 
inf {(w, x):  f(x)  f(y)}  h(w)  (2.4) 
4) If y > cr where c and r are some positive constants, then 
inf{(w, x):  cminxi  y,  minx.  r} = 16 
= inf{  xi  ylc) + ylcE  wr:  min (xi  ylc)  0} =  (2.5) 
= ylcEwi + inf{(w, x):  x  0} = ylcEwi. 
DEFINITION. We say that a production function f exhibits decreasing economies 
of scale if 
lim c(Y'  = op  V w > 0,  (DES) 
y 
constant economies of scale if both 
lira inf c(y'  > 0,  v w > 0,  (CES') 
yco  y 
and 
lim sup c(y, w)  < 00 ,  V w > 0,  (CES") 
hold, and increasing economies of scale if 
c(y, w) lim  =  v w > O.  (IES) 
y 
THEOREM 1. Let f be a strictly monotonic production function. Then (DES) is 
true if and only if 
for any eE (0, 1) there exists C(E) > 0 such that 
(DES. 1) 
f ( x )  eE x + C(E),  d x  0. 
(CES') and (CES") are equivalent to 17 
there exists c > 0 such that 
(CES' .1) 
f(x)  c(Exi+1), v x > 0, 
and 
there exists c > 0 such that for some  r > 0 
(CES" .1)
f(x)  cminx,,  V x E Qr, 
respectively. Finally, the condition 
for any eE (0, 1) there exists r = r(e) > 0 such that 
(IES .1) 
f(x)  x E Qr, 
E 
is necessary and sufficient for (IES). 
PROOF. If (DES.1) holds, then for any y > 2C(e) we havey/2  C(e)  0 
and 
{x :  f(x)  y} C {x :  eE xi+ C(e) 
so that (2.3) gives 
c(y, w)  inf{(w, x): eExi + C(e)  y} =  y  c(e)h(w)  = 
h(w) ,,
=  _1 (z  Y  c(e))h(w)  28  y  2C(8).
2  2 
Hence 
h(w) lim inf c(y, 
y  28 
and (DES) follows because E > 0 can be chosen arbitrarily small. 
v-00 18 
Suppose that (DES.1) does not hold. Then there exists  E0  > 0 such that for 
any natural  N> OxN > 0 can be found such that 
f ( x  >EOEx;N  +  N. 
Put yN = eoE xiN +  N. Then yN -> 00  f(x N) >  yN and by the definition of infimum 
c(yN,  w) < (w, xlv) <  H(w)ExiN = I") II  N)  H(w) 
Y N e  \-7 
0  1;) 
Thus, 
c(yN, w)  H(w)
lim sup 
eo N- YN 
which contradicts (DES). It means that (DES)  (DES.l). 
To deduce (CES') from (CES'.1) mention that (CES'.1) and (2.3) give 
c(y, w)  inf{(w, x): c(> xi 
y  c h(w) >  11(W)y,  v y  2c,
2c 
which implies (CES'). 
Conversely, suppose (CES'.1) is violated. Then for every natural N there existsxN 
such that 
f(x N) > N(  x  + 1). 
Put yN  = NE x7  + 1). Then yN -->  00 and 
x/ c(yN, w) < (w, x  H (w)E  =  H(w)(_vY  1) <  H (w)y 
Thus, (CES') cannot be true. We have proved that (CES') is equivalent to (CES'. I). 19 
If (CES".1) holds, then use (2.5) to get  
c(y, w)  inf{(w, x) :  f(x)  y,  x E Q.}  
y inf{(w, x):  cminxi > y,  x E  =  E 
from which (CES") follows immediately. 
Conversely, suppose (CES".1) is violated. Then for any E G (0, 1) there 
exists a sequence {x N} such that 
f(x N) < e min xiN,  minxiN  --->  CO.  (2.6) 
Consider two cases. 1) Suppose the sequence {AxN)} is bounded. Then from (2.1) 
and  (2.6) it follows thatfis bounded and the result is trivial: 
c(y, w)  = 00,  V y > supf(x). 
y 
2) Now let {AxN)} be unbounded. Then using monotonicity we see that 
yN  f(x  -> 03 . Further,  (2.4) leads to a lower bound 
h(w)YN c(yN, w) > h(w)minxiN  > 
which again allows us to reject (CES"). 
From (IES .1) and (2.5) we have 
c(y, w)  inf{(w, x):  f(x)  y, xE Qr} 
x): 
1  minx;  y,  minx;  = ey E w.,  b y 
£ i 
so (IES.1) is sufficient for (IES). 20 
To prove necessity suppose that (IES.1) is violated. Then there existc > 0 
and a sequence {x N} which satisfy 
f(x N) < c min x,N,  minx,N 
Consider two cases as above. 1) If Mx N)} is a bounded sequence, thenf is bounded 
and we have DES instead of IES. 2) If {fixA7)} is unbounded, then 
co and using (2.4) we arrive at YN "=. f(x") 
N  h(w) c(yN, w)  h(w)minx, >  YN 
which excludes (IES). The proof is complete. 
REMARK 3. (DES.1) means that f grows slower than any (positively sloped) 
linear function. (CES'.1) states that f is majorized by a linear function for all 
nonnegative inputs, while (CES".1) allows to support f in some quadrant Q, by a 
Leontief function. (IES.1) means that f grows in the north-west direction faster than 
any Leontief function. In (DES.1) and (IES.1) we restrict values of E to (0, 1) just 
to stress that zero is the point of interest. Note that equivalences 
(DES) <=> (DES. 1), (CES') a (CES'. 1) 
hold for physical production functions. 
We need a few more auxiliary propositions for the next theorem which gives 
a similar description of the average cost behavior for infinitesimal quantities of output. 
5) The inequality 
h(w)inf{ Ex;: f(x)  y}  c(y, w)  H(w)inf{ Ex;: f(x)  y} 
leads to an equivalence 
lira  E xi:  f(x)  y} = 0  <  lim c(y, w) = 0.  (2.7) 
V 0  y 0 
6) Let us prove that 21 
inf{(w, x): f(x) > 0} = lim c(y, w).  (2.8) 
y 0 
The quantity at the left-hand side does not exceed the limit at the right because 
{x:  f(x) > 0} D {x:  f(x)  y},  v y > O. 
The opposite inequality is also true because if x ° is chosen in such a way that 
(w, x°)  x): f(x) > 0} + e, f(x°) > 0, 
then with y = f(x0) 
c(y, w)  (w, x°)  inf{(w, x): f(x) > 0} + e 
and the desired result follows by letting e  0. 
(2.8) directly gives the equivalence 
lim c(y, w) > 0 a f = 0 in some neighborhood of x = 0.  (2.9) 
y 0 
7) If y < cr /n where c and r are some positive constants, then 
inf{E  cminxi  y, E x,  = 
ny. 
=  inffE [xi  min I x  y I  > 0  =  n  .  (2.10) 
Yji  c  c 
8) We want to mention one more useful fact although we do not need it. 
Suppose f is monotonic and cvo,  0 for some yo > 0. Then there exists a 
sequence {x N} such that 
(w, x") ---> 0, f(xN) > yo. 
By monotonicity f(x) > yo,  v x > 0. Conversely, if with some yo > 0 we have 
f(x)  yo,  v x > 0,  then c(y,  = 0  v y < y0. Thus, for a monotonic f 22 
3 y0:  c(y, w) = 0,  y E (0, y0) a inf f(x) > 0.
x>0 
DEFINITION. A production function f exhibits increasing initial economies of 
scale if 
w)  = co  v w > 0,  (IIES) 
Y 
constant initial economies of scale if simultaneously 
lim inf  c°"'  > 0,  v w > 0,  (CIES') 
y-*0 
and 
c(y, w) lim sup  < 00 ,  v w > 0,  (CIES") 
yy0  y 
hold, and decreasing initial economies of scale if 
lim  c(Y' w)  = 0,  v w > 0.  (DIES) 
Y 
Denote by Sr the simplex {x > 0:  E x, < 
THEOREM 2. Let f be a strictly monotonic production function. Then (TIES) is 
true if and only if 
for any e E (0, 1) there exists r = r(e) > 0 such that 
(IIES.1) 
f(x)  eE  xESr. 
(CIES') and (CIES") are equivalent to 
there exist c, r > 0 such that 
(CIES' .1) 
f(x)  eE x  v x E Sr, 
and 23 
there exist c, r > 0 such that 
(CIES".1)
f(x)  x E Sr, 
respectively. Finally, the condition 
for any e E (0,  1) there exists r = r(e) > 0 such that 
(DIES.1) 
f(x)  v x E Sr, 
is necessary and sufficient for (DIES). 
PROOF. When proving that (IIFS.1) implies (IIES) we can assume that 
lim c(y, w) = 0  (2.11) 
y 0 
because otherwise this limit is positive and (IIES) is trivially fulfilled. Then from the 
equivalence (2.7) it follows that for all small y's 
{x:  f(x)  y} n Sr  0.  (2.12) 
For such y we can use (IIES.1) to get 
c(y, w)  h(w)inf{ E :  f(x)  y} = 
= h(w)inf{E xi:  f(x)  y,  x E Sr} 
h(w) inf{E xi: EE xi  y, E xi  r}  =  h(w) 
(IIES) follows since e > () can be arbitrarily small. 
Conversely, if (IIES.1) does not hold, then there exist eo > () and a sequence 
{x N} such that 24 
f(x  > e0E  x,N,  X N -> 0. 
Put  )2  = eoE x,N. Then	 yN  0 and 
c(yN, w) < (w, x N) <  11(w) yN 
80 
so that (IIES) is not true. 
Suppose, (CIFS'.1) holds. As above, we can consider only the case (2.11) and 
hence use (2.12). For small enough y 
c(y, w)  h(w)inf{Exi: f(x)  y, xESJ 
h(w)inf{Ex :  cExi  y,  x E Sr} =  h(w) y 
which gives (CIES'). 
Conversely, if (CIES'.1) does not hold, then for any 8 E (0, 1) there exists 
a sequence {x NI such that 
Put  yN 
1  x,N. Then 
e 
c(yN, w) 5_ (w, x N) < HME x,N = eH(w)yN 
and (CIES') does not hold. 25 
Suppose, (CIES".1) holds. Thenfcannot vanish in the neighborhood ofx = 0 
and  (2.9) shows that we can use (2.7)1. Hence, if y is small enough, we can apply 
(CIES" .1) and (2.10) to estimate 
c(y, w)  H(w)inf{E xi:  f(x)  y,  x E Q,} 
nH(w) H(w) inf{E xi:  cminx,  y,  xi  =  (2.13) 
Thus, (CIES") is proved. 
Assume that the opposite of (CIES".1) holds, that is for any 8 E (0, 1) there 
exists a sequence {x ATI such that 
f(XN) < E min x,N,  xN  0. 
Denote yN = f(x N) .  Then ym  () and  (2.4) implies 
h(w) c(yN, w) > h(w)minxi
N  >  YN 
(2.14) 
which in turn gives the opposite of (CIES"). 
Finally, if (DIES.1) holds, then an argument similar to that which led to  (2.13) 
results in a bound 
c(y, w)  enH(w)y 
for small y's. Hence, (DIES) is true. 
Conversely, if (DIES.1) is violated, then there exist c > () and a sequence {x 
which satisfy 
Strict monotonicity could also be used at this point but we would like to refer to this property 
as seldom as possible. 26 
f(xN) < c min x1N,  xly > O. 
It allows us to prove the following analogue of (2.14): 
h(w) c(yA w) >  YN  0. 
Hence, (DIES) cannot be true. 
Thus, we have proved Theorem 2. 
REMARK 4. Equivalences 
(LIES) <=> (IIES.1), (CIES') <=> (CIES' .1) 
are valid for physical production functions. 
DEFINITION. An average cost curve  c(y, w)  is called U-shaped if 
y 
c(y, 
CO. lim c(y'  = lim 
y 
Here c(y, w) denotes the total cost. 
THEOREM 3. Let f be a PPF. 1) If it is a long-run production function (fixed 
costs F = 0), then the AC curve c(y,  y is U-shaped if and only if the following 
two conditions hold 
V e > 0  3 C(e) > 0: f(x)  eExi + C(e),  V x  0, 
v e > 0  3 r = r(e) > 0: f(x)  eE x  b x E Sr. 
2) If f is a short-run production, then the AC curve (F + c (y, w))/y is U-shaped if 
and only if 
e > 0  3 CO > 0 :  f(x)  eEx, + C(e),  x  0. 27 
This theorem is an immediate consequence of remarks following Theorems 1 
and 2. Note that it is reasonable to assume that a short-run production function is 
bounded in which case the AC curve is always U-shaped. 
REMARK 5. We say that f exhibits increasing returns to scale if (see Varian 
(1992), p.16) 
f(tx)  tf(x),  vt >1, vx  O. 
We would like to relate this notion to the notion of economies of scale. Iff exhibits 
increasing returns to scale, then for y/ > y we have t = y f ly  > 1 and 
c(y ' ,  w)  int-{(w, x):  f(x) >_ yll =  _71 infl(w, x):
1  1.f(t  y} t t Y1 Y1  Y
x): fix)  t_l  c(y, w)
-7
1  t  t t Y  .Y1  y 
This means that the average cost is nonincreasing. Hence only two kinds of behavior 
at zero are possible: 
c(y w)  .  c(y w)
lim  '  = co  or 0 <  '  < c0 . 
y-,0 y  y 
Likewise, only two kinds of behavior at infinity are possible: 
0 < urn c(-Y'  < 00  or  lim c(Y'  = O. 
y-- y  y 
Let us restrict the argument to the behavior at zero. Then if f is in addition strictly 
monotonic, by Theorem 2 we have only two mutually excluding possibilities: f 
satisfies either (LIES 1) or (CIES'.1)+(CIES".1). This is not at all obvious: in the 
definition of increasing returns to scale the values off are compared to the values of 
the same f, while in (IIES .1), (CIES' .1), and (CIES " .1) f is compared to other 
functions. 
Combining each possibility at zero with each possibility at infinity we obtain 
4 possible kinds of behavior each of which can be completely characterized using 28 
Theorems 1 and 2. The cases of constant and decreasing returns to scale are 
considered in a similar fashion. 
So far we have been concerned with technologically feasible production 
functions. Now we turn to economically feasible production functions by which we 
mean ex-post production functions arising in a particular economic environment. The 
concept of such a function depends on the number and type of additional restrictions. 
For example, Shephard (1970), p.39, considers constraints of the formAx < b 
where A is a matrix and defines the production function of a limited unit as a 
restriction of a technologically feasible production function onto the set 
{x: Ax < b} . This is a convex set containing the origin. In the following definition 
we use cost-price considerations to impose implicit restrictions on factors of 
production. Because of nonlinearity of these restrictions the domain of definition of 
the restricted production function does not necessarily contain the origin. 
DEFINITION. Let f be a production function, W a set of input prices, and P a 
set of output prices. Consider any w E W and p E p for which there existsy > 0 
such that AC(y,  p. Find the cost-minimizing input vector t for this output: 
(2.15) f(X) = y,  c(y, w) = min {(w, x):  f(x)  y} = (w, X). 
In general t- p) is a correspondence. Denote by {x-(w, p)} the set of its values 
and put 
D  U U  p)}.
wE W pE P 
An economically feasible production function (EFPF) associated with f, W, P is 
defined by 
x E D, 
g(x) = gi,w,p(x) = 29 
REMARK 6. Iff is a production function of a competitive firm, it is natural to 
put p =  PM] ,  where 
pm =  min  AC(y, w)  (2.16)
y>0, wE W 
and pm is the market price of the final product. The narrowest D results if W contains 
only one vector w, the firm operates at the unique minimum point y of its average cost 
curve, PA, satisfies Pm = AC(y, w) , and the cost-minimizing x is unique. In this case 
D = {x} We allow more flexibility by admitting that input prices may vary in some 
range and production may occur not only at the bottom of the AC curve. Actually, the 
definition is flexible enough to encompass monopolies. The AC can be replaced with 
some other target function. 
Further, in (2.15) we assume that the cost-minimizing point exists for each y 
and w. If it does not, we have to use e -approximating vectors 
c(y, w) < (w,  c(y, w) + e 
and consider 6-neighborhoods of sets {f(w, p)} .  Then g will depend on f W, P and 
givens > p,  6 > (). The argument would be more technical but it would not 
involve new ideas. 
Finally, putting g = 0 outside D ensures that 
c  (y  w) = min{(w, x):  g(x)  y} =
g 
= min{(w, x):  g(x)  y, xED} = 
= min{(w, x):  f(x)  y,  x ED}, V y > 0, 
which in combination with (2.15) gives 
c,(y, w) = (w,  = c1(y, w) 30 
for the same y, w, and x as in (2.15).  
DEFINITION. Let  
Y(y, r) = {x :  f(x)  y,  maxxi 
be the part of the input requirement set {x: f(x) > y} that is contained in the cube 
R(0, (r,  r)) and 
B = {x >_0:  fix; = 0} 
be the boundary of the quadrant Q0. If, for any y > 0,  r > 0, the distance between 
Y(y, r) and B is positive, we say that all factors of production are essential. 
For a related definition see Shephard (1970), p.45. 
THEOREM 4. Assume the following conditions: 
1) f is a short-run (F > 0) production function which satisfies (DES.1), 
2) W is a compact set bounded away from coordinate planes: 
d = min min w. > 0. 
w E W  i 
3) P = [0, PM] where PM > p,,, (see (2.16)).  
4) All factors of production are essential.  
Then the EFPF g associated with f, W, P satisfies conditions:  
((pi) g is a PPF and vanishes outside some rectangle R(v, r) with mini', > 0.  
(<p 2) M  = sup[g(x): x E R(v, r)} < 00 . 
Somewhere in R(v, r) there exists a rectangle R(u, s) such that 
= inag (x) :  x E R(u, s)} > 0. 
PROOF. By Theorem 3 AC(y, w) is U-shaped. Moreover, there existy1 and y2, 
0 < yi < y2 < oo , such that 31 
AC(y, w)  > pm,  e yE (0, y1),  v  wE W,  (2.17) 
AC(y, w) > pm,  V y E  (y2,  ca),  v  w E W.  (2.18) 
(2.17) follows from the fact that with yl  = Flpm 
AC(y, w) > F> F= pm, v y E (0, yi),  e  w E W.  
y  y1 
In the course of the proof of Theorem 1 we have shown that (DES.1) implies the 
inequality 
c(y  >   ),  (AC(y,  ) 
11(w)  >  y  2 C(2).  
26  2e  
Hence it suffices to choose  such that  d  > pM and then put y2 =  2 C(6) to get 
26  
(2.18).  
(2.17) and  (2.18) ensure that feasible output y belongs to [y1, Y21.  So 
D C {x:  yl  f(x)  y2 }. 
Let y E [yi, y J. For the cost-minimizing bundle x we have from (2.15) 
c(y w)  y  Y2  max  E  (w,'  =  '  pm_. 
h(w)  y  h(w)  d 
Thus with r  = pMy2/d 
D C {x:  yl < f(x)  < Y2,  maxi;  < r,  x  01 C Y(yi ,  r).  (2.19) 
Based on  (2.19) and assumption 4) we can assert that (col) and (co?) are satisfied with 
Y2. 32 
In general, D may be empty. In our case PM  > p  ensures that there is at 
least one point in D at which f(x) > 0. Since nothing precludes R(u, s) from 
containing a single point, Gp 3) is also satisfied. 
Thus, the theorem is proved. 
1.3. AGGREGATING ELEMENTARY PRODUCTION UNITS 
Econometric approach to the production function estimation uses several 
criteria for the choice of functional forms. The most common considerations are: (i) 
consistency with the theoretical properties of the production function, such as positive 
marginal products or convexity; (ii) economy in number of parameters to be 
estimated, and ease of interpretation of results; (iii) computational ease; and (iv) 
stability of the function over time or across observations (see Nadiri (1982)). 
Our main goal here is to show that the concept of aggregation of production 
functions allows one to choose an appropriate functional form on the basis of 
additional information about the production unit under consideration. Specifically, we 
derive bounds for the production function from some general assumptions about the 
underlying production process. 
In this section for the sake of brevity we consider only two variable inputs. n 
will denote the number of production units subject to aggregation, not the dimension 
of input vectors. 
Suppose, the production process is organized as follows. A firm runs n plants 
whose production functions are  fn and maximizes the total product so that its 
production function F is an aggregate off,.  ..., 
F n(x) = sup  Ex`  ,  x  O.  (3.1) Efi(x
{x,} 33 
We assume that the amount of capital at each plant is fixed and arguments of functions 
f, F, can be any inputs other than capital. 
The distinctive feature of our approach is to impose restrictions on  f 
in terms of upper and lower bounds2 and to derive similar bounds for F. This 
approach works solely because we do not require production functions to have special 
structure such as separability and allows one to obtain definitive results even when 
analytic expressions for fi  ,  f, are not available. Thus it is hoped that the theory is 
brought closer to the practice when those expressions are usually not known. 
The most recent references in the aggregation literature are Blackorby & 
Schworm (1988), Mak (1988), Muysken (1983) where the reader can find a discussion 
of various aggregation problems and a survey of previous results. The main idea was 
inspired by F.M.Fisher's (1969) article who was the first to consider approximate 
aggregation. 
Two-sided bounds of the form we obtain allow one to reject a hypothesis that 
the aggregate production function is of particular form. Here hypothesis testing is not 
a statistical procedure used in econometrics. It does not rely on empirical data and 
rejecting means asserting the contrary with probability unity. These estimates can also 
be used for obtaining bounds for variable costs. 
Before we proceed with the main result of this section we need to introduce 
some basic definitions and concepts. 
DEFINITION. Any production unit with the production function satisfying 
conditions ( coi)-(tp3) from Theorem 4, Section 1.2, is called an elementary production 
unit (EPU). 
In Theorem 5 below production units subject to aggregation are assumed to be 
EPU's. Obviously, these assumptions do not allow us to get an exact expression for 
the aggregate production function. We prove upper and lower bounds instead. 
2  One of standards of accuracy when dealing with upper and lower bounds is that they should be 
of the same form, see (3.2) below. 34  
To make things clear, let us define an equivalence relation in the set of 
production functions'. Let functions G1 and G2 be defined and nonnegative in the 
quadrant Q0. 
DEFINITION. We say that G1 and G2 are equivalent if there exist a domain Q, 
and numbers  c1, c2 (0 < ci < c2 < 03) such that 
ciGi(x) < G2(x)  c2G1(x),  b x  a.  (3.2) 
In this definition the numbers c1, c2 and domain Q, depend on the functions G1, 
G2 being compared. For example, Leontief functions La, Li3 are equivalent for any a, fl 
but a Leontief function and a Cobb-Douglas function belong to different equivalence 
classes. Note also that if GI is equivalent to G2 and G1 is positive, then from 
G2 (X) C <  < C 
1 2 GI (X) 
it follows that G1 tends to infmity when x tends to infinity along some ray if and only 
if G2 does. 
If in  (3.2) G2 is unknown, G1 is known, and the difference c2  c1 is not very 
large, then  (3.2) can be used in Q, for estimation of G2 in practice. But even when 
this difference is large,  (3.2) still can be used in theory in about the same way as 
hypothesis testing is used in econometrics. This is what we mean. Best input mixes 
for functions  Lam, L  may differ substantially if the discrepancy between a and a is 
13 
very large. Therefore a positive statement that one production function is equivalent 
to another is not of much importance by itself. What is important is the negative 
statement that can be derived from the equivalence. In particular, Theorem 5 we are 
going to prove shortly shows that the Cobb-Douglas function cannot arise from 
aggregation of identical production units under conditions of that theorem. 
3  An equivalence is a relation which is reflexive, symmetric and transitive in its domain of 
definition, which in our case is the set of all nonnegative functions defined in the quadrant Q. 35 
For technical reasons we find it more convenient to use another definition of 
F. Let  f,, be any physical production functions. Denote fo a function which is 
identically zero in Q0. It can be termed a saving function because any inputs to be 
saved will appear as its agrument. Put 
n n 
F n(X) = sup Efi(x i): 1  x = Ext, xi  0,  i = 0,  ..., n ,  x > O. (3.3) 
(xi}  i=o  1.-=0 
It is easy to prove that this definition is equivalent to (3.1). Further, 
(x) < F2(x) 
so that the envelope 
F(x) = limFn(x) 
exists. 
For the next definition we need 
LEMMA 1. Let functions f,  f be bounded in some rectangle R(0, r), 
M,  sup{f(x): x E R(0, r)} < 00, 
and equal zero outside R(0, r). Then 
Fn(x) =Eivi  x E Qnr 
PROOF. Obviously, F n(x) < M, x E Qnr. By the definition of supremum for 
i = 1,  n there exists  a sequence  j = 1, 2,...} C R(0, r)  such that 
j> 00 - Put y j  E  Since F is monotonic and 
i=i 
j = 1, 2  we have 36 
11  n  
F(x)  F(nr)  F(yi)  Efi(xij)->EM = M 
i=1  i=1 
which proves the lemma. 
DEFINITION. Let F be the aggregate of functions f,,  fn satisfying conditions 
of Lemma 1 where r is a vector with the least possible coordinates. Then both 
marginal products of Fn equal zero in Qr. By a domain of increasing production we 
mean the L-shaped area Q \Q .
nr 
Mention that both marginal products can be zero also in some open subsets of 
the domain of increasing production. 
Let us fix x E Q0. Note that the value F,(x) is affected only by values which 
,  fn assume in R(0, x). This fact leads to the following localization principle: If 
we are interested in the behavior of F in R(0, x), we can arbitrarily redefine 
f, outside R(0, x) in order to make calculations easier. It will not affect values of F 
in R(0, x). In particular, if  fn are themselves aggregate production functions 
resulted from aggregation of some other functions satisfying the assumptions of 
Lemma 1 and R(0, x) is contained in their domains of increasing production, we can 
use their envelope counterparts. 
The following theorem shows that the aggregate of identical elementary 
production units is close to the truncation of the Leontief function (first it grows 
roughly as the Leontief function and then is sqweezed between two constants). 
THEOREM 5. Suppose in (3.1) functions f ,  f are identical and equal to f 
which satisfies conditions (coi)-(s03) from Theorem 4. Then the following assertions are 
true: 
(a) F, (x) = 0,  d x EQ0\Q 
(b) F can be estimated from above as follows 37 
X,  X2
F.(x) s Mmin  n ,  V x  0.  (3.4) 
v  V2 
1 
(c) In Q we have a lower bound of the form 
1 F (x)  M min{ 
x  x2 
,  n,  (3.5) 
2  u  +s  u1 +s2 
1 1 
REMARKS. 1. L. Johansen postulates a cut-off Leontief function as a typical 
production function "at the micro level" (see Johansen (1972), p.10, formula 2.4), 
while Theorem 5 shows how it approximates a more real situation. 
2. One problem with aggregation as well as with other nonlinear problems is 
that of fragility of the exact result. Since structural conditions usually imposed on 
production functions are hardly met in reality, a practitioner is supposed to 
approximate true je
1,  :f
n  with well-behaved  ..., fn. and then compare the 
respective outcomes p and F. Bounds for F from Theorem 5 are not fragile in the 
sense that they are stable with respect to small disturbances of parameters used to 
control the behavior off 4. 
3. Both Theorem 5 and its proof are valid in the more general case of a many-
valued f (a correspondence). To each x E R(v, r) there may correspond many values 
off and f(x) in the proof can represent any of these values. Mention that due to 
maximization F is still a one-valued function in this more general case. A 
probabilistic rendition of restrictions on f is also useful: f may be of the form g + e 
where g is the deterministic and e is the stochastic term. 
4. Denote by 43 the class of all functions satisfying  )4,703) with some 
Al, v, r,  u, s (depending on the function). Here we want to comment on  how 
The number of plants n is considered one of variables, that is, bounds for the aggregate 
production function capture dependence on n. 
4 38 
exact the bounds (3.4) and (3.5) are and what can be required of bounds at all'. For 
simplicity consider the case of one variable input x and the following function fy: 
M =m, x = v, 
f v(x) = 
0, x  v, 
where v > 0. It is easy to see that the aggregate F  of n such functions is a step 
function 
F
M,  x E [k v ,  (k + 1)v) ,  k = 0,  ..., n  1, 
11V(x) = 
nM,  x  nv. 
For less simple functions f F will have a more complicated structure. 
Guided by the principle of parsimony, we are looking for a simple function 
which would, upon multiplication by an appropriate constant, majorize all aggregates 
F resulting from each fE 43. The example!, suggests that the following piece-wise 
linear function could be a good candidate for this purpose 
L v(x) =  n }. 
Indeed, the graph of ML,, simply coincides with that of F for all x > nv and 
touches the latter at points x = kv,  k = 0,  n  1, so that the best possible 
constant is M: 
M L v(x) ,  x  0. 
Moreover, we want the same function L to serve, also upon multiplication by 
a constant, as a minorant for each fE cp on the set {x:  f(x) > 0} . It is easily seen 
that for the function f, the best constant is M12: 
Corollaries 2 and 3 below also have to do with the accuracy of these bounds. 
5 39 
F ,,(x) >  --27AL v(x),  d x  v. 
Similar examples show that the constants in (3.4) and (3.5) cannot be improved in the 
sense that for some particular functions fE 43 graphs of the functions in each of these 
inequalities touch each other at some points. In other words, the function at the right-
hand side of (3.4) ((3.5)) is the least upper bound (greatest lower bound, resp.) in the 
class of all truncated Leontief functions for which such an inequality is possible. 
We conclude this remark by mentioning that one should not expect too much 
under assumptions as weak as in Theorem 5. (3.4) and (3.5) are not approximations. 
All they do is model the growth properties of the true aggregate and allow us to reject 
the hypothesis that it is a Cobb-Douglas function. 
PROOF. (a) Let F jx)  (). Then x can be represented in form 
(3.6)  x =  x', xi  0  ,  i = 0,  n, 
1.0 
where at least one term with i > 1 must belong to R(v, r) becausef = 0 outside R(v, 
r) (see ( (pi)). Therefore  (3.6) implies x E Q, and (a) follows. 
(b) To prove the upper bound we have to estimate from above the total output 
produced using arbitrary allocation  (3.6). Let f,  x`, be elements of this 
representation which lie in R(v, r) where 
l a n d !  n.  (3.7) 
In the case / = 0 the set of such elements is void. Then 
xi = Ex; > Exi 
1=0  i= I 
Similarly, x, > 1v  .  From these inequalities and (3.7) we have 40 
x x
1 <  2,	  (3.8) 
v  v2 
1 
Since 
xi (ZR(v, r), j  i1,  j 
from (col) and (p2) we obtain 
Ef(xi) = 
i=0  i=1 
This inequality together with (3.8) leads to (3.4). 
(c) Fix x E Qu .  To derive a lower bound we construct an allocation giving the 
total product which is close to the maximal. There are two possible cases: 
a) min {	 
1  2  < n, 
u +s
1  u2 +S2  




U  +S1  U2 +S2 
1 
Consider case (I). Let 1 denote the least integer satisfying 
Xi  X2 
1  min{  }.  (3.9) 
Ul +Si  U2 +S2 
It is clear that 
n  1,  min{ 
1  2  (3.10) 
u l+s  I  u2 +S2 
It logically follows that either 
X X,  x  or (II) Min {-1	  (12)  < / 
U1  U2  III  112 
is true. Consider case (II). Putting 41 
i  1 i /
Xi  =... = Xi = Up  X2  =... = X2 = 112, 
/  (3.11) 
X° = x  Exi  x'+' =...= xn = 0, 
1=1 
we get decomposition  (3.6) in which given (11) 
(3.12)  x',  x`ER(u, s),  x° = (x1  u11, x2  u21) E Q0. 
Hence, using condition (p3) together with  (3.10), (3.9), (3.11), and (I) we get 
x2 
Efi(xj)  Ef(xi)  nil  mmin{  } = mg(x)  (3.13) 
u  +S1  U +S2 i=o  1=1  1 2 
where we put 
X2 
g(x) = min{  ,  , n}. 
u 1 +s
1  u 2-FS 2 
In the next case, (12), from x E Q. we have I > 1 so that 
(3.14)  1 
Replace  (3.11) with 
1  1 1 
X1  =...= Xi
1 -1  = li1  + Si,  X2  =... = X2
-1  = U2 + S2, 
/-1 
X° = x  EX', x` =... = Xn = 0. 
1=1 
This time using  (3.10) we get the following instead of  (3.12) 
xl,  x'-1E R(u, s),  = (x1  (1  1)(u1 + s1), x2  (1  1)(u2 + s2)) E Q0, 
so that combining (403), (3.14), (3.9), (1) and notation g(x) we arrive at 42 
1-1 
Efi(x1)  Efi(x)  m(1  1) >  ml  (3.15) 
2 2 1=0  1=1 
Finally, in case (II) we can put 
1 n  1  = ...= x,  =  U1  + SI,  X2 =...= X2  = U2 + S2, 
11 
x° =x  Exi 
i=1 
to get (3.6) and 
it 
Efi (xi) = Efi(x)  mn = mg(x).  (3.16) 
i=0  i=i 
(3.13), (3.15), and (3.16) imply (3.5) which completes the proof. 
To match the definition of the equivalence of production functions we mention 
that (3.4) and (3.5) imply 
COROLLARY 1. In Q the following two-sided bound is valid: 
X', Xm min{_  _X2, n}  Fn(x)  Mmin{ _X1,  _X2, n},  V x  u, 
2  v v2  v1 
1  v2 
where 
V2 
V1 X = min{ 
U +SI  U2 +S2 I 
From this bound we see that production is roughly optimal in the neighborhood 
of the "ridgeline" x
v
2x  until x and 
x2  reach n. The L-shaped area
2 
V  V1  V2 
1 
D  =  _X2}  < n} can serve as a proxy of the domain of increasing 
v  v2 
1 
production of the production unit. 
11 43 
X X 
1  2, COROLLARY 2. Denote L(x)  = min { For the envelope function we 
v  v2 
1 
have 
Xn1 L(x)  F(x)  ML(x), x E Qn.  (3.17) 
2 
Further, suppose that the firm for all plants chooses a point where production equals 
M. Then there exists a function h such that 
F(x) = ML(x) + h(x),  0  h(x)  -M, x E Qo. 
Moreover, (3.17) becomes asymptotically exact in the following sense. For any E > 0 
there exists c > 0 such that 
(M  e)L(x)  F(x)  ML(x), x E {x: L(x)  c}. 
To prove the first statement it suffices to let n - co in Corollary 1. Next 
mention that when each plant produces at a point where f(x) = M, we can put 
m = M, Q(v, r) = Q(u, s)  {x} (the two rectangles contain a single point) to get 
x = 1. In case (12) from the proof of Theorem 5 equations (3.9) and (3.15) imply 
Efi(x1)  M(1-1) > M(g(x)  1). 
J.0 
This inequality in combination with (3.13) and (3.16) gives 
Fn(x)  M(g(x)  1) 
or for the envelope function 
M(L(x)  1),  x E Q. 
Hence, for h(x)  = F(x)  ML(x) we have (see (3.4) and (3.17)) 44 
0  h(x),  x E Q0;  h(x)  -M, x E Qu; 
h(x)  -ML(x)  -M, xE Q0\Q.. 
It proves the second and third statements of Corollary 2 since c can be chosen as large 
as desired. 
Comparison of these two corollaries leads to a natural conclusion that adding 
more plants does not increase F in its domain of increasing production in the sense 
that two-sided bounds are not affected. 
Isoquants of the function appearing at the right-hand side of (3.17) are closer 
to the origin than corresponding isoquants of F. It allows one to use such one- or two-
sided bounds to obtain bounds for the cost function associated with F. We denote this 
Xni U1  U2
cost function by cAy, w). For example, if y > _min {____,  }, then from the left-
2  VI  v2 
hand side of (3.17) we have 
c F(y , w) = inf{ w,x, + w2x2: F(x) 
x x 2y 2y 1 2 < inf{ w
1x
1  + w2x2: mm {  , 1 =  } = (V,V V1+ V2 W2) 
VI v2  X  XM 
Thus, we get 
Xrn II  U2
COROLLARY 3. If y  _min {  }, then 
2
, 
v1  v2 
1(v w + v 2w 2)  c F(y , w)  xm
2y (v w + v w ).
1  2 2 
Conditions ((pi)-((p3) imposed in Theorem 5 on f represent one possible class 
of what we envision as an elementary production unit. Among other possible 
representatives of elementary production units we would like to separate those which 
do not vanish in the neighborhood of the origin. The rate with which the production 45 
function fix) of such a unit tends to zero as one or two arguments tend to zero is very 
important. An aggregate of n identical Leontief functions is bounded at each x 
uniformly with respect to n. Therefore iffbehaves like the Leontief function near the 
origin or is majorized by this function, then, as the localization principle shows, such 
production units can be aggregated with the aggregate being bounded at each x 
uniformly with respect to n at least near the origin. But if f decreases slower than the 
Leontief, then aggregation can give unrealistic results. For example, it is easy to show 
that as n tends to infinity the aggregate of n functions 
f(x) = xi'.4,  a > 0,  13 > 0,  a + 13 < 1 
tends to infinity at any given point x with positive coordinates. But it is implausible 
that processing of a fixed input using infinitely growing number of identical 
production units could result in an infinitely growing output. 
1.4. CONCLUSIONS 
There is a variety of classical results concerning the behavior of cost and 
production functions and the relationship between them. In this paper we tried to step 
out of the investigated area and found out the following. 
1) The relationship between cost and production functions should be understood 
wider than the duality result. While in the framework we assumed the production 
function in general cannot be recovered from its cost function, some properties of the 
production function nevertheless have equivalents in terms of properties of the 
associated cost function. 
2) Inequalities have important and interesting applications in the theory of 
production functions. In particular, some notions basic to the economic analysis such 
as economies of scale have equivalents in terms of upper or lower bounds on 
production functions. 46 
3) As it is often the case with new theories, it is not the result that is important 
but the method that offers new opportunities. The idea to use inequalities can be 
applied in many other areas of economics. Our discussion of economically feasible 
production function also contains useful ideas because of nonlinearity of restrictions 
we impose. 47 
CHAPTER II. POLYNOMIAL TRENDS  
IN ONE-STEP-AHEAD PREDICTION OF EXCHANGE RATES  
II.1. INTRODUCTION  
Foreign exchange rates supply the most volatile economic time series. In an 
attempt to gain insights in the exchange rates behavior researchers used a variety of 
techniques (see a book by Bail lie and McMahon (1989) and articles by Diebold and 
Nason (1990), Giddy and Dufey (1975), Meese and Rogoff (1983)). The common 
conclusion was that none of the approaches used could outperform the random walk 
model. 
In this paper we revive polynomial trends for use in time series analysis. The 
new features of our approach are: 
use of higher order polynomials and averages of many fitted curves for 
improved in-sample fit, 
use of lower-order discrete polynomials for extending the average fitted value 
beyond the sample for better out-of-sample performance. 
The empirical results presented below show that this procedure is good enough to 
complement the random walk and, more generally, ARIMA models. Although the 
area of applicability of our approach is to be defined by future research, we do not 
think it is suited for analysis of seasonal movements. 
In Section 11.2 we begin with the definition and properties of polynomial 
trends. Regarding the mathematical part of the paper, it is easier to state what is not 
new than what is new. The notion of a polynomial trend was a hope during the early 
econometrics era, see C.W.J.Granger and P.Newbold (1977) and references there. 
The notion of a discrete polynomial we use is not new either (see P.Whittle (1963), 
p.92). Actually, A.M.Yaglom (1955) considered much more general processes (so-
called accumulated processes). Nevertheless, we opt to discuss the theoretical 48 
background in full because polynomial trends are used to a lesser extent than, for 
example, ARIMA models. Of particular interest might be some equations from 
Sections 11.3 and 11.4. Although we could not fmd these equations in econometrics 
literature in the polynomial trends context, they might have been stated elsewhere in 
the context of models involving general linear operators because the orthogonality 
concept and its consequences is all one needs to derive them. We stick to discrete 
polynomials because their definition relies solely upon a discrete framework. Put it 
differently, we do not know what they are outside a discrete set of points. It must be 
stressed, however, that computationally it makes little difference if one uses usual 
(continuous) polynomials instead. 
A description of the estimation and forecasting procedures is contained in 
Section 11.5. Finally, Section 11.6 is devoted to the literature survey and our empirical 
results. The greatest news is that higher-order polynomials can be usefully employed 
for prediction and the average polynomial trend estimator is remarkably good in 
prediction of the direction of the exchange rate movement. We tried to make the 
exposition in Section 11.5 informal so that one could read it independently of the 
theory in the previous sections. 
11.2. DIFFERENCES AND DISCRETE POLYNOMIALS 
The first order difference A  RT_,RT-1 is defined by 
4Y = (Y2  YT-1)-




(x, Y)T  11x117- = (x, 
=1 
From 
[Yizi + y2(z2  z1) +...+ yT  Zr-2) + (ATY z)T-1 
yERT, zER'1, YT(-- zT-1)},  Y 
we see that the adjoint equals 
(ATI)* Z  =  (Z11 z2  Z1 3-1ZT-1  ZT-21  ZT-1) 
With the help of an extension operator sT_i: RT-1_,RT+1 defined by 
ST-1(Z11-, ZT-1) = (0, z1,...,  0) 
this adjoint can be written as 
(2.1) (21T)*z =  1Z,  zERT-1. 
Higher order differences are defined sequentially: 
Ak  1...AT  (2.2) k =  T 1. AT = AT -k+ 
AT -1  AT-1  is the highest-order difference one can apply to y E R T.  Definition (2.2) 
is equivalent to 
k k 
[Aky = (-ok E CI' (-1YY,±p ..., E cik(-1YY,  T-k 
j =0  j =0 
A° = I = identity by definition. From (2.1) and (2.2) it follows that the adjoint of AL 
equals 50 
(2.3) (Ak)* = (-1)k(AT. 
Let 94,0 and MA") denote the range and the null space of ,n,k respectively. 
Since for any xERT-k the system pky = x has solutions yERT , we have 
=RTk  (2.4) (Y) 
Hence, 
dimN(Y) = dim(R T)  dimT(Y) = k. 
DEFINITION 2.1. Any yERT satisfying pky = 0 or, equivalently, any 
yEN(Pk) is called a discrete polynomial of order k  1. If yEmAk) and yeN(Ak-1), 
then y is said to be of exact order k  1. 
We need a basis in mpk) consisting of polynomials of exact orders 0,  k 
1. 
It is easy to see that given hERT-1 the general solution of the equation 
py = h can be represented in the form 
+  = 1,  T, = 
<1 
where c1 is an arbitrary constant. Here and below summation over a void set of 
indices by definition gives zero. Hence, the vector y with components 
= 1,  T, yi = E  i h 
represents one of solutions of 
Aky  hERT-k. 
Denote 51 
P = (1,  ...,  1) E Rj,  j = 2,  ...,  T. 
Mention that 
P = 0, j= 2,  ...,  T. 
The basis we need can be built as follows. Let yin, m = 1,  k, be a vector 
in RT with components 
Yin = E 
<  (2.5) 
=E  E 1,  = 1,  ...,  T. 
1  <4, 
Then 
Amy..  0, 
so that ym is of exact order m  1, m = 1,  k. y',  yk all belong toN(Ak) 
because 
(2.6) N(6,1) C C N(AT-1). 
These vectors are linearly independent because if  a.yj = 10, then
J 
j=1 
= a 1T k+ 1 0 = Ak-1lE a.  ak = 0, 
j=1 
0  Ak-2 E yj  = 0 a k-liT-k+ 
2  ak-1 
j=i 
and so on. mpk) is k-dimensional, so yl,  yk span N(Ak) 52 
In view of (2.6) the vectors y',  yk necessary for a chosen k can be picked 
out of yi, ..., y711 . The following table shows how y',  y7.4 can be built for an 
arbitrary 7'. 
Table 1.  Discrete monomials 
1 1  1 1 1  1 1 
0  1  2 3 4 5 6 
0 0  1  3 6 10 15 
0 0 0  1 4  10 20 
0 0 0 0  1 5 15 
0 0 0 0 0  6 1 
The table extends infinitely to the right and downward. The first row consists of 
unities. Each successive row is obtained in the following way. To get the jth element 
of the ith row one has to sum up all elements of the previous row up to the (j-1)st 
element or, equivalently, (j-1)st coordinates of rows numbered i-1 and i. Given T, the 
first T elements of the ith row represent T components of the vector  Thus, for 
example, for T = 6 and k = T  1 = 5 one has 
y' = (1, 1,  1,  1,  1,  1),  y2 = (0,  I, 2, 3, 4, 5),  y3 = (0, 0, 1, 3, 6, 10), 
= (0, 0, 0, 1, 4, 10),  y5 = (0, 0, 0, 0, 1, 5). 
Just looking at Table 1 we can say that the vector yi has coordinates 53 
YI = 0,  i  j - 1,  yl =  )! 
T. .1)! 
DEFINITION 2.2. The vectors y1  y2  ...  built according to (2.5) or, 
equivalently, rows of Table 1 are called discrete monomials. 
II.3. POLYNOMIAL TRENDS AND THEIR PROPERTIES 
The linear regression model 
= a +  ej,  j = 1,  T, 
involves minimization of 
II Y  (a + My1  13Y2 112T: «E R,  fl ER. 
Notice that (a +  + fly2 E N(A2) .  This model can be generalized as follows. 1 
DEFINITION 3.1. Given y E R T, the (k-1) st order polynomial component7rk 
of y is defined as that z which minimizes the function 
(3.1)
1/'k(z) =  II Y  z II  2T,  z E MY). 
This definition is equivalent to the following 
DEFINITION 3.2. Consider the matrix 
XT, k =  [Y1  Y 
where the monomials are written as column-vectors. Given y E R T , the OLS estimator 
NT, k  kXT, k) -1X;', kY 
minimizes 54 
IlY  XT,kohl 2T,  aERk. 
The fitted value 
irk = XT k(XT kXT,  kY 
is called a polynomial component of y. It is a polynomial of order p = k  1. 
To see that these definitions are equivalent, it is sufficient to note thatXT 
maps R k onto N(pk) because: 1) monomials y1  y k belong to mpk), 2) these 
monomials form a basis in mpk). 
Thus, the first order polynomial trend is the fitted line itself, not the vector 
consisting of the intercept and coefficient. Obviously, Irk = pky , where Pk is an 
orthoprojector onto N(pk). As k increases, Irk becomes more flexible and less biased 
because of (2.6). 
THEOREM 1. a) pk* = pk, pk = pk. Moreover, Irk = y if and only if 
y E N(Ak) 
b) Irk equals 
(3.2) 7rk = {I  (Lk) * W(Ak)*]-1Ak}y, 
the matrix in the square brackets being nonsingular. 
PROOF. Claim a) just repeats properties of orthoprojectors. Let us prove b). 
Any yERT can be represented as 
(3.3) y = y1 + Y2, YiEM" Y2 E 94(0*),  Yi ± Y2 
Hence, y2 = (,a,k)* h for some h G RT-k and 55 
(3.4)  pky  =  Ak(g)* h. 
We show that the operator at the right-hand side of  (3.4) has a trivial null space. 
Suppose,  Ak(g)* h = O. Then 
(Lik(Ak) h, h)T_k = 0
II  (Ak)*h II  T 
and 
2Sr_dh = 0. (- 1)k(AT +1ST_1)...(OT 
But it is easy to check that mpisj_2)  {13} for every j , so that  h  0.  Since 
Ak(pk)* is symmetric and nonnegative, it is nonsingular in RT-k. 
Thus, from  (3.3) and  (3.4) 
h = Pk(Ak)tri AkY,  y2 = (AI) [Ak(Ak)*]-1AkY, 
(3.5)  
y1 = y  Y2 = {I  (Ai) PAY) VAkY). 
The minimum of the function 
4'k(Z) =  II Y1  z II T  +  II  Y2 11 2 
is attained at z =  y1. Consequently,  (3.2) follows from (3.5). The proof is complete. 
THEOREM  2. Let y be of the form y =  y + 8, where  ye RT is nonstochastic, 
Ee =  0,  Cov(e) =  cr2I. Then 
a) Eirk  = Pk Y.  Hence Eirk = y if and only if Ak Y = 0; 
b) Cov('lrk)  =  02pk.  Further,  is best in the following sense. Let  k  = Ay  be any 
other projection estimator with the same range as that of Pk- More precisely, A is 
linear and nonstochastic, A2 := A and *(A) = mpk). Then Cov(k)  Cov(7) 
PROOF. Statement a) immediately follows from Theorem 1 because 56 
E Irk = EPk Y + EPke = PkY 
b) Using prime for a transpose we can write 
Cov(Irk) = E((7rk  E7rk)(irk  E7rk)') = 
PkE(E0Pk = cr2Pk-
Let A satisfy the assumptions of the theorem. Then 
A = A[P + (I  Pk)] = Pk + A(I  Pk),  
A' = Pk + (I  PM/ Ek = AY.  
Consequently, 
Cov(k) = cr2AAI = cr2[Pk + A(I  Pk)][Pk + (I  Pk)A1] = 
= cr2P  + cr2Pk(I  Pk)A'  oA(I  P k)P + 
+ o2A(I  = a2Pk +  a2A(I  Pk)A1  cf2Pk, 
which proves the theorem. 
REMARK 3.1. Conclusions of Theorem 2 are true under somewhat weaker 
assumptions EP ke  = 0,  Cov(8) = 4) where 43  is symmetric, nonnegative and 
4)Pk  cf2Pic 
REMARK 3.2. Generalized irk can be defined similar to the GLS estimator but 
we consider it an attempt to fit a wrong model. 
Next we consider a more general estimator which is used in Section 11.5 (see 
equation (5.1) from that section). We are going to approximate pieces of {y,} on 
various subsegments of [1, T] with polynomials whose orders depend on subsegments. 
The procedure requires some additional notation and is a little bit involved. 
We shall use sets of the form 57 
[T-s+1,T]={t:  t is integer, T-s+lt..T}, s is integer, 
which are called segments. s is called a length of the segment and will vary, while the 
right ends of segments will be T. Using notation from Definition 3.2 put 
=  X,  (X' p+,. Xs  P +1)  5,  +1y yER . s s, p+1 
H v is an OLS-best approximation to y E Rs with discrete polynomials of orders
s, 
< p. Define operators Ds: RT->Rs, Ds1 : Rs->RT by 
Y E R T, 1:)5Y = (Yr-s+15  YT), 
Ds ly = (0,  ..., y1,  ys),  y E 
Then 
pDsy 
is an OLS-best approximation to the restriction of y onto the segment [T  s + 1, 7] , 
that is it minimizes 
T 
E (y,  zj)2,  z E N(,C1) 
= T-s+1 
DEFINITION 3.3. Suppose that a set of segment lengths sp  sm and 
polynomial orders pi,  pm are given where 2 <  < T,  v i. Denote by 
B = {(si, pi):  i = 1,  ..., 
the set of pairs. Then the average fitted value (or average polynomial estimator) 
corresponding to B is defined by 
ti  _E pol(p  , 171 i=i 58 
Obviously, yiE RT but it probably has good properties only on [T  so + 1, 7] 
where so  = mins,.  In operator notation yf  Hy where 
1 'n  - = D D .  II si  si 
M i=1 
The analysis of a general H is not feasible at this point. To show how approximating 
polynomials can interact in the average expression, we study a simple case whenIn 
p1  pm. 




the term HT  is an orthoprojector onto 44+1  .  Further we shall need the following 
well-known properties of orthoprojectors. 
1) If p1 and p2 are two orthoprojectors, then an inclusion relation between 
their images 9/(31) c 9/(p2) is equivalent to the inequality p1 < p2 which is 
understood as an inequality between symmetric operators (matrices). 
2) If p1 < p2, then the difference p2 - p1 is an orthoprojector onto 
9(P2)66X(PI) 
3) Two orthoprojectors p1 and p2 are orthogonal (their product is zero) if and 
only if wpi)na2(p2) 
In our case from 
N((P'+1) C  CN(L1P-+1) 
it follows that 59 
H
T  <  < H
T, 
Further, we can write II as (we omit subscript 7) 
II =  +. . . +  +2I1 = P.-
=  1[II  +...+ R  +  Ip )  Hp)] = P.-2 
= 
1 
[m11,,i +(m  1)(Hp,  + (rip. 
P,_,)] = 
m 
1 2  1 
P2 P)  P  P,_, = Ilp + (1  +...  (11  )  (11  H )  -=-
M M 
(21 + (1  !)Q2 +  +  1Qm 
This representation is better than the original one because here H is represented as 
a weighted sum of pairwise orthogonal orthoprojectors:  v  j. We see 
that Q = H has a largest weight which does not depend on m. Remind that 
polynomial orders do not have to be distinct so, for instance, in the case 
p1  pm  pm we get 
H = 
p  + (HP.  Hr)-
So a particular choice of polynomial orders affect 1) the lowest order of polynomials 
included in the AFV and 2) the quantity and the weight of higher order monomials. 60 
Based on the representation of H it is easy to obtain generalizations of 
Theorems 1 and 2. Then confidence intervals for the in-sample fit arising from the 
hypothesis consistent with H can be combined with confidence intervals arising from 
the hypothesis concerning the extension method. It gives some confidence intervals 
for out-of-sample fit. 
H.4. MINIMUM PENALIZED DISTANCE ESTIMATORS 
Here we relate .irk to the estimator zk  which is defined in the following 
manner. 
DEFINITION 4.1. Let yE R T be an observed vector and x > 0 be a 
parameter. By a minimum penalized distance estimator of order k we mean a vectorzk), E RT 
which furnishes a minimum to the functional 
k = 1,  T  1. (Pk,x(z) =  Y  z  + XII Ak Z  112T  k, 
The expression  is called a penalty functional.
II Akz II 2T-k 
It immediately follows that zk  is smoother than y in the sense that 
II Ak Zk, X  II T- k C  AkY II T-k-
The parameters x and k may vary thereby affecting the degree of smoothness of zkx. 
The estimator zio, and its continuous analogue have been thoroughly explored 
by statisticians. A rather full account of what has been done can be found in 
Titterington (1985) and Wahba (1990). Whittaker (1923) was the first to consider z2x . 
More recent papers include Green (1985, 1987), Green and Yandell (1985), Green, 
Jennison, and Seheult (1983, 1985). In the statistical context the vector y is mostly of 
the form y = y + e where Y represents a vector of values of some smooth function 61 
z at points t1,  ..., tr.  The problem consists in restoring z using splines, Lagrange 
interpolation and the like. In this context it makes sense to consider a fine mesh t1,  , 
tr to obtain a better approximation to z. Resulting algorithms require performing 
multiple experiments and considerable smoothness assumptions regarding z. This is 
why results from statistical papers are of little use in econometrics. 
Writing the function cok in a form 
(4.1)
it'k,),(z)  z II ;- WS') Akz, z)T II 
where (pi)* Ak is nonnegative, one can see that zkd, is a representative of a much 
wider class of estimators resulting from minimization of 
y  Xz 1127- + X(A z, z)T 
(see, e.g., Cox (1988)). Differentiation of (4.1) gives 
ac°k'x(z)  = 2(z  y + X(Y)* Akz) 
az 
so the estimator under consideration equals 
zk, x = [I + X(Ak)*Akyly  Ak,), y. 
zkd, is similar to Irk in that it is unbiased exactly on polynomials of degree 
k- 1: 
= y a Aky = O. Zk 
Indeed, if zkd, = y, then from Ak)y = y we have 
(4.2)
II SkY  ((Sk)* sky, Y)7. = O. 
Conversely, if ply = 0, then z = y minimizes (4.1) and y equals zkx becausezk., 
is unique. 
(4.2) implies 62 
* Ak) = N(Y) = k 
so that (1k)* Ak has T k nonzero eigenvalues. Denote these eigenvalues xi,  x T-k 
and let e',  e T-k be the orthonormal system of corresponding eigenvectors. Using 
the expansions 
(Ak) dkz = Pkz + E Xj(z, 07e1, 
z = Pkz + E (z, Ore 
we get 
Ak,)y = 
1  + E 
1  (4.3) 
1+XPly  +xx.,(Y 
Hence, the relation between zo, and irk follows: 
T-k 
1 1
Zkx =  1r  E  (y, 
1+X  k  j=i  1 +XXi 
zi,x keeps all components of y in a transformed form, while irk retains only the 
polynomial part. 
z is better for estimation purposes (statisticians optimize x to balance
kX 
between smoothness and biasedness). According to Dolde (1979) the discount rates 
consumers use in estimating the present value of their expected nonproperty income 
are so high that the income expected more than 5 years from now practically does not 
influence the present consumption. The mathematical meaning of smoothing pretty 
well conforms to a smoothing motive in consumption. It means that zi,x with k = 5 
might be appropriate for estimation of a smoothed consumption pattern when the 
disposable income is known. 63 
Prediction using the ARIMA model sometimes gives a time series that looks 
like a smoothed actual series. In this case to obtain a better prediction one can try to 
"unsmooth" the ARIMA result using AZ ix. It is possible because A  is of full rank. 
Under the assumptions of Theorem 2 one easily gets 
Ezk,x =  A kxY, 
EZk,x = Y <=>  OkY = 0, 
Cov(zkx) = (72Ak2, A. 
Cov(z,,,x) is incomparable with cov(rk). 
Representation (4.3) can be specified in the case of zT_I,x  the highest-
smoothing-power estimator. Put 
= 0,  T- 1. 
Then 
2 




1a1  al a T 
(AT-1) * AT-1  = aai  = 
aTaT aTai 
has one non-zero eigenvalue 
and the corresponding eigenvector is 64 
a  -1/2
=  = Al  a. 
II a 
Hence, 
Irk  PT-1Y  (y,e1)7e1XAY, cOTa, 
1 1 
Zk X  =  EY  (Y, ce)7011 +  07, ce)Ta
1+X  (1 +XXI)Xi 
1  X  1 -Xi 
=  [Y  (Y, a)7cd.
1 +X  Xi 1 +XXI 
II.5. IDENTIFICATION AND FORECASTING PROCEDURES 
Identification Procedure 
Let y t = 1,  T, denote an exchange rate series. Suppose it is decomposed 
as D, + S, where D, is the deterministic and St the stochastic component. 
We envision D, as having a locally oscillating behavior similar to that of a 
pendulum with friction. A deviation from equilibrium of D, caused by an external 
shock is followed by a stabilizing movement towards equilibrium. However, the point 
of equilibrium is passed by due to inertia of the system. The movement from the 
equilibrium point in the opposite direction is moderated by friction. 
Thus a particular external shock results in a series of alternating ups and downs 
which subside after a while. Superposition of short wavelets arising from many 
external shocks of different magnitudes and directions and the presence of the random 
component S, make it difficult to discern this oscillating behavior and measure degrees 65 
of inertia and friction inherent in the system. The purpose of the identification 
procedure is to find out what kinds of wavelets fit locally best the given series. 
We assume that a wavelet is characterized by its length, frequency, and 
magnitude. The magnitude is determined by the magnitude of the shock that caused 
the wavelet and we do not try to trace it out. Since we are going to model wavelets 
with pieces of polynomials, frequencies of such wavelets will be determined by orders 
of polynomials. Further, we consider the length of the wavelet to be the best if after 
having fitted it (using OLS) into the subsample {yt:  t1 < t < t2} of the original 
sample we, on average, obtain the best forecast for yr  Thus, we have to find the 
ranges of subsample lengths and polynomial orders which are best for the given time 
series. 
Denote 
P = maximal polynomial order used for Identification Procedure UP), 
S = set of (integer) segment lengths used for IP. 
Fix p < p and s E S. A series of segments [an,  bn] C [1,  T],  n = 1,  ...,  N, is 
defined in the following manner: 
a = al + shift * (n-1),  bn = al + s  1  + shift * (n-1). 
Here the number of segments N is chosen large enough to make results statistically 
meaningful, the beginning of the first segment al and shift are chosen in such a way 
that segments [a,  b,[ cover a dominating part of [1, T] and b  + 1 < T. 
Let pol denote the polynomial that is OLS-best for {y  :  an < t < b} -
Assuming, for example, that yr is approximately linear on [bn - 1, bn + 1], we can 
define the forecast y,f, at the point b  + 1 by 66 
yf  = po n(bn) + [poln(bn)  poln(bn-1)] = 2 * poln(bn)  poln(bn  1). 
(Assumptions that yt is quadratic or qubic in the neighborhood of bn can also be used, 
see Introduction, p.7). The actual value at b + 1 is 
a 
Yb +1 
Thus N OLS regressions provide us with two vectors {ynf} and {y a} . We shall need 
also fitted and true values at end points of segments 
y,( = poln(k),  y:  = yb 
The prediction accuracy is measured using five characteristics. The first four 
of them have been used by most researchers and are defined as follows. 






Root Mean Square Percent Error = RMSPE =  (Ye  Y ea) Y7)2
t.1 
N 
Mean Absolute Error = MAE =  lYif  Yta  ,
iv t=i 
I 




RMSE and MAE characterize an average absolute prediction error, while RMSPE and 
MAPE can serve as measures of an average relative (percentage) prediction error. 
An article by Goodman (1979) who evaluates performance of predictions of 
three- and six-month forecasts of commercial forecasting services contains a definition 
of a one more useful measure of accuracy of forecasting techniques. He treats a trend 67 
as a direction of movement and defines accuracy in predicting trend as the share of 
forecasts for which the exchange rate moves in the predicted direction. Using our 
notation this can be written as 
Trend Prediction Accuracy = TPA = 
N , 
1E
1 f p  a  -
=  I sign (y  y y
a  y ) + sign (y
a 
Y, n) I N,,i 2 
where 
1  if x > 0,  signx if signy  0, 
signx =  0  if x = 0,  sign(x I y) = 
-1  if x < 0,  0  if signy = 0. 
The conditional sign function is introduced for the following reason. It is easy to see 
that 
ifyf  >yf,Ya  >Ya, 
if yf < yf, ya <
1  I sign (yf  y) + sign (y  = 
11 
f  f,  a < ya, 0  if 
0  if yf < yf, Ya > y-a-
However, if y a =  ,  then, since the possibility that a fitted polynomial has a zero 
slope is practically excluded, we have 
I sign (y1  y{) + sign (y"  yf ) I  = 
Thus the conditional sign function allows us to avoid overestimating TPA. 
Remind that up to this point the polynomial order p and the segment length s 
have been fixed, so that the five measures all depend on p and s. If the initial choice 68 
of P and S was good enough, these measures allow one to choose best pairs for 
forecasting. This ends the Identification Procedure. However, this procedure does not 
take into account possible interaction between polynomials in their averages. To take 
account of interaction, one should try various averages. It takes much time. 
For example, in the case of the Japanese yen we had N = 231 observations on 
average monthly spot exchange rate starting from March 1973 (the beginning of the 
floating period) and we put 
P = 20, S = {20, 30, 40, 50, 60, 70, 80 },  shift = 5, al = 1. 
We used Maple to graphically interpret matrices of errors and choose those pairs p, 
s for which 
RMSPE(p, s)  0.008, MAPE(p, s)  0.008,  TPA(p, s)  0.55. 
With exception of several holes the set of such pairs contained the values 
7  p  16,  s = 40, 50. 
We want to mention in passing a few points without providing any numbers 
to support them. 1) Using polynomials instead of their slopes (that is pol(bn + 1) in 
place of  gives worse results for all p and s. 2) Long segments (60 to 80 which 
span 5 to 7 years) are bad. 3) RMSPE and MAPE are often small on about the same 
sets. These sets consist of clusters which seem to approximately satisfy linear 
relationships p = ci + c2s. This is certainly due to the wave-like character of the 
process. Picking just these sets is not better than choosing a rectangular area which 
roughly contains them provided that the number of points is large enough. 
Forecasting Procedure 
Let B denote the set of pairs (p. s) chosen for prediction during the 
identification stage and b be the number of such pairs. Suppose, the values y, are 69 
known up to and including the current point x and we need to forecast yx+1 at the 
next-to-the-current point. For a fixed (p, s) E B we can obtain a polynomialpo/(p, 
which is the best OLS-approximation to [yx_s+i,  yx} with polynomials of orders 
< p. The bundle of polynomials 1pol (p  s) E B} generates an average fitted
(p,$)  ' 
value (AFV) 
yf = 
1  E poly, s)  (5.1) 
b 0,,$) E B 
The AFV is defined on the shortest of the segments [x - s + 1, x]. It can be 
extended by the same expression to the right of x for forecasting purposes but, as our 
experience shows, it is better to use a separate hypothesis for forecasting. 
The linear hypothesis 
Yx+i  2yx  yx-r 
leads to the forecasting formula 
(5.2)
17,f+1, B =  2Y xf  Yxjil 
The quadratic hypothesis 
yx+i  3y. + 3y,_1  yr-2  0 
results in the prediction 
B = 
We also used the cubic hypothesis 
y.,1  4y, + 6yx_i  + yx_3 ~ 0 
which gives rise to 
Icf+1,  B  =  4.}if  6Y I  + 4)'. f z  Yv-3 70 
Suppose, we have chosen (5.2). Then we can substitute necessary values from (5.1) 
to obtain a predictor in terms of past values of yt 
To judge about the accuracy of this procedure we let the current point x change 
according to 
= xi + shift * (n-1),  n = 1,  ...,  30,  (5.3) 
and then apply the five measures described above to vectors {  y,f I obtained in 
this way. It is these measures that we report later on in Table 6. 
11.6. LITERATURE SURVEY AND EMPIRICAL RESULTS 
Before we discuss our own results we review some papers which deal with 
exchange rates prediction. Researchers in this area can be roughly divided into two 
large groups. 
The first group develops and tests economic hypotheses and structural models 
describing properties of and causality relations in financial markets. The goal of such 
a model is to explain exchange rate movements in terms of other macroeconomic 
variables. The common assumption is that the exchange rate is determined by the 
relative supplies of national monies. Particular differences include assumptions about 
substitutability of domestic and foreign securities, interaction between the foreign 
exchange market and the goods market and price stickiness in the goods market, the 
way rational expectations are taken into consideration, and so on. A book by Baillie 
and McMahon (1989) contains description of most important approaches. As a rule, 
it  is impossible to test the model itself. What is tested is its implication which is 
usually a mathematical relationship econometricians already have a name for. While 
this stream of research is important and interesting for the theory, it has not been 
particularly successful in explaining exchange rates determination. 71 
The other group is primarily concerned with exchange rates forecasting. The 
researchers in this group develop statistical relationships between the variable of 
interest and past values of the same series (intrinsic models) and/or past values of 
various exogenous variables (extrinsic models). We discuss some papers which use 
intrinsic models in more detail. 
One of the first studies in the area of prediction exchange rates in the floating 
rates era was provided by Giddy and Dufey (1975). One of their objectives was to 
examine the forecasting accuracy of five methods: 
(i)  the martingale (random walk) model, 
(ii)  the sub-martingale model incorporating the relevant interest rate 
differential; 
(iii)  the forward exchange rate, 
(iv)  Box-Jenkins ARMA models 
and 
(v)  exponential smoothing. 
Using sample periods of 150 trading days' length, forecasts were produced for 
the post-sample period 1 day, 7 days, 30 days, and 90 days ahead. These periods 
correspond to the forecasting horizons of many short-term forecasters. Twenty 
forecasts, based on each of the various methods, were made for each of three 
countries considered (Canada, France, United Kingdom). Forecasts were made on the 
basis of overlapping 150 trading day periods, with the starting point moving ahead 
two weeks for each successive attempt at forecasting. A total of 860 forecasts was 
made. The sample periods ran from March 1973 through June 1974, while forecasts 
were made from October 1973 through October 1974. Comparison of the predictive 
accuracy was made on the basis of RMSE. The following table contains results 
obtained by Giddy and Dufey for 30 days ahead forecasts for three currencies. Results 
in this table and everywhere else are given in percentage terms. All researchers used 
natural logarithms of exchange rates. 72 
Table 2. RMSE values, 1-month-ahead forecasting by Giddy and Dufey 
Forecasting Method 
Martingale  Submartingale  ARIMA  Exponential 
(Random  (Interest Rates)  smoothing 
Currency  Walk) 
Canadian Dollar  0.84  0.83  0.97  0.86 
British Pound  2.5  2.7  3  3.4 
French Franc  4.5  4.5  5.4  5.9 
They conclude that successive exchange rate changes do have some "memory" 
but a memory that is short lived and weak so that the Box-Jenkins and adaptive 
exponential smoothing forecasts perform more or less well in only short-term 
forecasts. The random walk was an adequate description of the exchange rate series 
and could not be outperformed by other models. The best predictor of future exchange 
rates was found to be current spot rates adjusted for the interest rate differential. 
Meese and Rogoff (1983) found that a random walk model performs as well 
as any of the structural models estimated by them at one to twelve month horizons for 
the dollar/pound, dollar/mark, dollar/yen and trade-weighted dollar exchange rates. 
The structural models they used are: the Frenkel-Bilson monetary model (assumes 
flexible prices), Dornbusch-Frankel model (assumes sticky prices), and Hooper-
Morton model which extends the Dornbusch-Frankel model to incorporate the effects 
of the current account. Their results are especially valuable for us because we use 
similar data for exchange rates. One-month-ahead forecasts for the logarithm of 
exchange rates yields results presented in Table 3. 73 
Table 3.  RMSE values, 1-month-ahead forecasting by Meese and Rogoff 
Exchange  Random  Univariate  Vector  Frenkel- Dornbusch  Hoper-
rate  walk  auto- auto- Bilson  -Frenkel  Morton 
regression  regression 
$/mark  3.72  3.51  5.40  3.17  3.65  3.50 
$/yen  3.68  4.46  7.76  4.11  4.40  4.20 
$/pound  2.56  2.79  5.56  2.82  2.90  3.03 
Meese and Rogoff also explain advantages of working with the logarithm of 
exchange rates. RMSE, MAE and other statistics are unit-free (they are approximately 
in percentage terms) and comparable across currencies. It is argued also that it helps 
avoid any problems arising from Jensen's inequality. If the levels are used instead of 
logs, because of Jensen's inequality, the best predictor of the level of the dollar/mark 
rate might not be the best predictor of the mark/dollar rate. 
Diebold and Nason (1990) failed to reveal advantages in out-of-sample fit of 
locally-weighted regression (LWR) over a random walk (RW). They used 769 weekly 
observations on New York interbank dollar spot rates, Wednesdays. The measurement 
is in cents per unit of foreign currency (this is the inverse of what we use). The LWR 
estimator depends on two parameters, p and  .  Below we reproduce a part of their 
Table 4 choosing the smallest values of RMSPE and MAPE out of all values they 
report for p = 1 and different values of E and RW. 
Table 4. RMSPE and MAPE, one-week-ahead forecasting by Diebold and Nason 
Canadian French  German  Italian  Japanese  Swiss  British  Dutch  Danish  Belgian 
Dollar  Franc  Mark  Lira  Yen  Franc  Pound  Guilder Kroner  Franc 
RMSPE  0.49  1.32  1.43  1.35  1.38  1.66  1.24  1.39  1.42  1.44 
MAPE  0.36  1.07  1.16  1.08  1.02  1.34  0.99  1.15  1.12  1.15 74 
We used 231 monthly observations on dollar exchange rates of currencies of 
8 countries (Australia, Belgium, Canada, West Germany, France, United Kingdom, 
Italy, and Japan) for the March 1973 (the beginning of the floating rate period) 
through April 1992. The following table gives an idea of the range and volatility of 
the logarithm of exchange rates. 
Table 5.  Statistics for logs of 8 currencies 
Series  Mean  StdError  Mean/StdErro  Minimum  Maximum 
r 
Japanese Yen  5.33  0.29  18.38  4.81  5.72 
Italian Lira  6.98  0.33  21.15  6.33  7.64 
British Pound  -1.03  0.002  51.5  -1.03  -1.02 
French Franc  1.72  0.23  7.48  1.38  2.31 
German Mark  0.77  0.19  4.05  0.39  1.19 
Canadian Dollar  0.15  0.10  1.5  -0.03  0.34 
Belgian Franc  3.65  0.20  18.25  3.33  4.19 
Australian Dollar  3.25  0.003  1083.33  3.25  3.26 
Our results are presented next. 75 
Table 6.  RMSPE, MAPE, RMSE, MAE, and TPA values for 8 currencies 
Series  RMSPE  MAPE  RMSE  MAE  TPA  Parameters used 






1.97  70.00  s= 5,6,7,8,9,20,25 
p=0, 1,2,3 ,4 ,5,6 
quadratic 




1.98  1.56  66.67  s= 5,6,7,8,9 
p= 0,1,2,3,4,5,6 
quadratic 







0.16  30.00  s= 10,12,30,40,50 
p= 0,1,2,3,4,5,6,7 
cubic 






1.79  66.67  s= 4,5,6,7,8,9 
p =0,1,2,3,4,5,6,7 
linear 






1.62  70.00  s=5,6 
p=0,1,2,3,4 
quadratic 






0.92  50.00  s= 5,6,7,8,9,10 
p=0,1,2,3,4,5 
linear 




2.19  1.77  66.67  s = 5,6,7 ,8,9,10 
p=0,1,2,3,4,5 
quadratic 
Australian Dollar  0.05  0.03  0.17  0.09  63.33  s=5,6,7,8,9,10 
p= 0,1,2,3,4,5 
linear 
COMMENTS. 1. Even though the results quoted in Tables 2 through 4 are based 
on data which differ from ours, we provide comparison with them. Notation b(3) 
means that our result is better than the best result from Table 3. Similarly, w(4) 
means that our figure is worse than the corresponding figure from Table 4. 
2. The British pound and Canadian dollar are very stable and this is why it is 
very difficult to predict when they depreciate or appreciate. 
3. Results from Table 6 are robust to minor changes of sets B and the choice 
of .v, and shift in (5.3). 76 
4. The accuracy of the method as measured by RMSPE and MAPE seems to 
be sensitive to the ratio mean/standard error of the series. These measures are large 
for the yen, lira, Belgian franc, and Australian dollar (see Table 5). To check if this 
observation is true, we applied the forecasting procedure to the log of 10 + rate. It 
gave, in particular, the following: 
French franc: RMSPE = 0.363, MAPE = 0.295, RMSE = 1.026, MAE = 0.827, 
TPA = 63.33 
German mark: RMSPE = 0.483, MAPE = 0.441, RMSE = 1.21, MAE = 1.103, TPA 
= 63.33 
This is better than the results from Tables 4 and 6 (except for TPA for the French 
franc). 
5. For the Canadian dollar we used the rate itself, not its log, because its log 
is zero for some entries in which case RMSPE and MAPE are not defined. 
6. The trend prediction accuracy is very good for all but two currencies. If 
TPA is of primary interest, one can try to magnify oscillations using, for example, 
100*rate instead of rate. Sometimes it gives a marginal increase (3-6%) in TPA. 
7. For the Japanese yen and British pound inclusion of several long segments 
slightly improved results in comparison with those obtained using parameters from the 
identification procedure. 
II.7. CONCLUSIONS 
Exchange rates time series have been and will be puzzling the minds of 
econometricians for a long time. There are two trends in the literature on the subject. 
One of them believes that there is a particular statistical or structural model behind 
exchange rates and is engaged in testing various hypotheses in an attempt to reveal the 
true model. Another stream of research is more pragmatical and concentrates on 
increasing the average accuracy of forecasts. 77 
This chapter contributes to this second stream by proposing and testing a new 
forecasting method without emphasizing the underlying model. The idea to use 
polynomial curves instead of straight lines in the usual OLS procedure is 
straightforward but it has not been used because, as it was explained earlier, there are 
no economic reasons for doing so and because of fast growth of polynomials. Our 
results show, however, that using averages of polynomials and extending them with 
the help of lower-order polynomials give very good results for currencies with high 
mean/standard error ratio. 78 
CONCLUSIONS  
In Chapter I we considered the following properties defined in terms of the 
cost function: 
increasing economies of scale, 
constant economies of scale, 
decreasing economies of scale, 
increasing initial economies of scale, 
constant initial economies of scale, 
decreasing initial economies of scale. 
We have proved that the first three properties can be equivalently described in terms 
of constraints on the behavior of the production function when inputs tend to infinity 
(Theorem 1). The last three properties are equivalent to certain constraints on the 
growth of the production function in the vicinity of the origin (Theorem 1). These 
results have been applied to the study of U-shaped cost functions (Theorem 3) and 
economically feasible production functions (Theorem 4). Aggregation of economically 
feasible production functions is then studied in Theorem 5. 
Thus, in Chapter I we have given a complete treatment of some notions which, 
except the aggregation, are fundamental to microeconomics. Characterizations of 
economies of scale have been obtained under a single assumption of strict 
monotonicity of the production function and therefore are applicable to most 
production processes. Our results show that inequalities arise naturally in  some 
problems and must be added to the standard toolkit of economists. 
In Chapter II we introduced a new forecasting techniques which has the 
following attractive features: 
it is easily accessible for anybody who is familiar with Ordinary Least Squares, 
it can be easily programmed using any statistical software package, 
it has many parameters and is therefore very flexible. 79 
The method rests on the idea of using higher-order polynomials instead of 
standard regression lines. Polynomial ly extended averages of polynomials can capture 
a wave-like behavior of economic processes and have remarkably good predictive 
properties. 
Until now a significant part of time series analysis has been evolving around 
ARIMA models. With respect to this as well as any other econometric model the 
following observation is true. Inspired by the first successes of a new model, 
researchers begin to generalize and refine it in order to be able to apply in new 
situations or with higher accuracy. This generalization is accompanied by development 
of new, sometimes very sophisticated, statistical tests. The mathematical apparatus 
supporting a particular model becomes so enormous and overwhelming that ordinary 
econometricians begin to believe that any process of a certain origin satisfies it and 
it is only a matter of proficiency and luck to find the best specification of the model. 
Confidence intervals that accompany estimates act on minds like incantations causing 
immediate and unlimited credibility. It is forgotten that apart from the small if (if we 
accept the confidence level ..., then the confidence interval will be ...) there is a big 
IF preceding any estimate: IF the model we consider is the true model, THEN ... In 
the case of the ARIMA the high precision of mathematical methods used to develop 
various tests, especially unit root tests, comes to a contradiction with inherently 
stochastic nature of economic processes. 
As to the method we propose we would not trust it any more than it is 
suggested by Table 6. 80 
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