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Abstract
In this paper a new O(N log3N) solver for N × N Toeplitz-like sys-
tems, based on a divide and conquer technique, is presented. Similarly to
the superfast algorithm MBA for the inversion of a Toeplitz-like matrix
[2, 16], it exploits the displacement properties. In order to avoid the well
known numerical instability of the explicit inversion, the new algorithm
relies on the triangular factorization and back-substitution formula for the
system seen as a 2×2 block system with blocks of half size. The same idea
has been used in [19] to improve the numerical stability of superfast meth-
ods based on the generalized Schur algorithm for positive definite Toeplitz
matrices, but the algorithm we propose can be applied also to nonsym-
metric Toeplitz-like systems. The stability of the algorithm is examined
through numerical experiments.
1 Introduction
Toeplitz systems arise frequently in linear algebra (see [4] for a list of possible
sources) and special low cost algorithms have been devised to solve them. Un-
fortunately, when a simple operation like multiplication or inversion or low rank
modification is applied to a Toeplitz matrix, the Toeplitz structure is lost and
more general structures must be considered. The class of Toeplitz-like matrices,
which is closed for the most common operations applied in numerical algorithms,
seems more suitable from this point of view. In this paper the problem of solving
the linear system
Ax = b, (1)
where A is an N ×N nonsingular Toeplitz-like matrix and b is a vector of size
N , is addressed.
For the solution of Toeplitz-like systems, superfast algorithms (i.e. algo-
rithms having a complexity of order less than N2) have been proposed. The
ones described in [2, 16] are based on the concept of displacement rank (see
[11, 13, 14, 15]) and have O(N log2N) complexity. Other superfast algorithms
based on the generalized Schur algorithm have been developed (see [1, 3, 7, 17]),
but their use is limited to the symmetric case. All these algorithms for the so-
lution of Toeplitz-like systems compute the generators of the inverse of the
coefficient matrix and then multiply the inverse by the right-hand side vector,
using the FFT. It is well known that methods based on the explicit inversion
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of the coefficient matrix are usually unstable (see [12]). More stable methods
compute the solution directly, avoiding the computation of the inverse matrix
and the subsequent matrix-vector multiplication. For example, the widely used
Levinson algorithm, whose stability is analyzed in [4, 6, 8], belongs to this class
of methods, but is a fast algorithm (i.e. with O(N2) complexity).
We are interested in devising a more stable superfast algorithm for problem
(1), based on the concept of displacement rank. Following the same idea of [19],
we propose a method which solves the system by combining the solutions of
two half size Toeplitz-like systems with enlarged right-hand side, according to a
divide and conquer strategy. As for the method of [19], the algorithm proposed
here avoids the explicit inversion of the matrix, but at the cost of increasing the
complexity from O(N log2N) to O(N log3N) floating point operations. The
increasing in complexity occurs because the right-hand sides are increased by a
constant number (proportional to the displacement rank of the given matrix)
of columns at each recursion step. In contrast to the stabilized algorithm of
[19], which works on definite positive Toeplitz systems with O(N logN) storage
requirement, our algorithm can be applied to general Toeplitz-like systems and
requires only O(N) storage.
To fully exploit the displacement structure of matrix A, we need to consider
instead of problem (1) the more general problem of simultaneously solving
Ax = b, ATy = bt,
where bt is a vector of size N . In Section 2, for the sake of clarity, a first version
of the proposed algorithm which does not yet make use of the displacement
structure is described. The properties of Toeplitz-like matrices, together with
the explicit expressions for the generators of the matrices used by the algorithm
are given in Section 3. The description of the final version of the algorithm,
fully exploiting the displacement properties of the problem, is given in Section 4.
Its computational complexity and storage requirement are discussed in Section
5. The numerical experiments of Section 6 show that the proposed algorithm
outperforms the superfast algorithm of [2, 16] from the stability point of view
and that it does not lose too much precision compared with the fast Levinson
algorithm [9, 13]. Moreover, it appears that the algorithm is reliable when the
conditioning of the involved matrices is not too large.
2 The basic recursive algorithm
System (1) can be solved recursively by exploiting the partition of A into square
submatrices of order N/2 and the compatible partition of vectors x and b
A =
[
A11 A12
A21 A22
]
, x =
[
x
x
]
, b =
[
b
b
]
. (2)
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In fact the solution can be found by computing[
u , F
]
= A−111
[
b , A12
]
,
y = b−A21u, S = A22 −A21F,
x = S−1y, x = u− Fx.
(3)
Hence the computation of the solution of an N × N system can be performed
by solving two N/2 × N/2 subsystems, the first one with matrix A11 and an
increased number of right-hand sides, the second one with the Schur complement
S of A11 without increasing the number of right-hand sides.
We assume N = 2p ne, where ne represents the size of the systems to be
solved at the last level of recursion. For the sake of simplicity, we restrict our
analysis to the case ne = 2q, with q < p, but our results hold also in the general
case.
As already said, we need to solve at the same time also the system with the
transposed matrix. The procedure (3) can be generalized to solve systems of
any number of right-hand sides of the form
A(k)X(k) = B(k), A(k)TX(k)t = B
(k)
t (4)
where k denotes the recursion level, A(k) is a square matrix of size 2p−k and
B(k), B(k)t are the right-hand sides having together ν columns (initially k = 0
and ν = 1). Setting
A(k) =
[
A
(k)
11 A
(k)
12
A
(k)
21 A
(k)
22
]
, X(k) =
[
X (k)
X(k)
]
, B(k) =
[
B (k)
B(k)
]
, (5)
and
X
(k)
t =
[
Xt
(k)
X
(k)
t
]
, B
(k)
t =
[
Bt
(k)
B
(k)
t
]
.
from (3) we have[
U ,F
]
= A(k)−111
[
B (k) , A
(k)
12
]
,
[
Ut , G
T
]
= A(k)−T11
[
Bt
(k) , A
(k)T
21
]
,
Y = B(k) −A(k)21 U, Yt = B (k)t −A(k)T12 Ut, S = A(k)22 −A(k)21 F,
X(k) = S−1Y, X (k)t = S−TYt,
X (k) = U − FX(k), Xt (k) = Ut −GTX (k)t .
The following recursive routine solvemat shows how the computation can
be performed. The first time, the function is applied with k = 0, matrix A(0) =
A, right-hand sides B(0) = b and B(0)t a void vector. Subsequent calls are
made to matrices of halved dimension, until the preassigned size ne = 2q is
reached. At the kth level of recursion, with k = 0, . . . , p− q, there are 2k pairs
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of systems of the form (4) with a matrix of size 2p−k, which we assume to be
nonsingular. At the last step there are 2p−q pairs of systems with matrices of
size 2q. These last step matrices are called elementary and the corresponding
systems are solved directly, by means of a routine elem (implementing, for
example, Gauss method). The partition of the matrix A(k) and of the right-
hand side B(k) is performed according to (5) using the colon notation.
function
[
X(k), X
(k)
t
]
= solvemat
(
k,A(k), B(k), B
(k)
t
)
if k = p− q
[X(k), X(k)t ] = elem (A(k), B(k), B
(k)
t );
else
m = 2p−k; r1 = (1 : m/2); r2 = (m/2 + 1 : n);
A11 = A(k)(r1, r1); A12 = A(k)(r1, r2);
A21 = A(k)(r2, r1); A22 = A(k)(r2, r2);
B = B(k)(r1, : ); Bt = B
(k)
t (r1, : );
B = B(k)(r2, : ); Bt = B
(k)
t (r2, : );
B =
[
B ,A12
]
; Bt =
[
Bt , A
T
21
]
;[
W ,Wt
]
= solvemat (k + 1, A11, B, Bt);
[U,F ] =W ; [Ut, Gt ] =Wt;
Y = B −A21U ; Yt = B t −A12Ut; S = A22 −A21F ;[
X , X t
]
= solvemat (k + 1, S , Y , Yt);
X = U − FX; Xt = Ut −GtX t;
X(k) =
[
X
X
]
; X(k)t =
[
Xt
X t
]
;
end
The divide and conquer strategy used for the function solvemat leads to a
factorization of the matrix A = A(0). In fact, from (5) we have
A(0) =
[
A
(0)
11 A
(0)
12
A
(0)
21 A
(0)
22
]
=
[
A
(0)
11 O
A
(0)
21 S
] [
I F
O I
]
,
where F = A(0)−111 A
(0)
12 and S = A
(0)
22 −A(0)21 F . Denoting L(0)1 = A(0), L(1)1 = A(0)11 ,
L(1)2 = S, U (1)1 = F and > a suitable matrix of consistent size, we write
L(0)1 =
[
L(1)1 O
> L(1)2
] [
I U (1)1
O I
]
.
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Analogous relations hold for L(1)1 and L(1)2 , hence
L(0)1 =

L(2)1 O
> L(2)2
O
>
L(2)3 O
> L(2)4


I U (2)1
O I
>
O
I U (2)3
O I
 .
In general, setting
L(k)j =
[ L(k+1)2j−1 O
> L(k+1)2j
] [
I U (k+1)2j−1
O I
]
,
we see that after p − q recursive steps A(0) = LU , where L is a block lower
triangular matrix, with the blocks L(p−q)1 , . . . , L(p−q)2p−q of size 2q on the diagonal
and U is a block upper triangular matrix, with 2p−q identity blocks of size 2q
on the diagonal. This factorization is the same we would obtain by applying to
A a block Gaussian elimination by columns without pivoting.
Of course this result holds only in a pure theoretical context. When the
algorithm is applied in practice, i.e. in a finite arithmetical environment where
associative and distributive properties do not hold for the multiplication of
matrices, the factorization may be different from the one given by the Gaussian
elimination, but we believe that the stability analysis usually conducted for the
Gaussian elimination [12] can be applied with minor modifications in the case
of the function solvemat. The equivalence, from the stability point of view, of
solvemat and block Gaussian elimination by columns without pivoting will be
confirmed by the experiments (see Section 6).
The computational cost of solvemat is of order O(N3) (as it is shown in
Section 5), the same asymptotical cost of the Gauss method applied directly
to solve the two systems (4). But it can be greatly reduced by exploiting the
Toeplitz-like structure of A.
3 Toeplitz-like matrices
The definition of Toeplitz-like structure is based on the concept of displacement
rank, which measures how close a matrix is to a Toeplitz matrix. Let A be an
n× n matrix and let Z be the n× n down-shift matrix
Z =

0
1 0
. . . . . .
1 0
 ,
which satisfies
ZTZ = In − enenT and ZZT = In − e1e1T , (6)
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where ei is the ith canonical vector of size n. We consider the displacement
operator
∇(A) = A− ZAZT , (7)
and the displacement rank r(A) = rank∇(A). Let ρ = r(A), then
∇(A) = C DT , (8)
for suitable n× ρ matrices C and D. Denoting by ci and di the columns of C
and D respectively, then
∇(A) =
ρ∑
i=1
cid
T
i .
For example, let A be the Toeplitz matrix whose elements are ai,j = aj−1, with
i, j = 1, . . . , n. In this case
∇(A) = e1 dT1 + c2 eT1 , with d1 = ZZTATe1, c2 = A e1.
dT1 is the first row of A with the first component replaced by 0, and c2 is the
first column of A. Hence, the displacement rank of a Toeplitz matrix is ρ = 2,
except in the special case of a lower or an upper triangular matrix, where ρ = 1.
The matrices C and D are called generators of A and the matrix A is said
to be Toeplitz-like if ρ is small relative to the size n (more formally ρ = O(1) for
n → ∞). The set of Toeplitz-like matrices, unlike the set of Toeplitz matrices,
is closed under the operations of multiplication and inversion.
The generators enable us to represent a Toeplitz-like matrix as the sum of
products of lower and upper triangular Toeplitz factors. Denoting by L(s) the
lower triangular Toeplitz matrix whose first column is s and by LT (s) the upper
triangular Toeplitz matrix whose first row is s, then
A =
ρ∑
i=1
Ai, where Ai = L(ci)LT (di). (9)
Relation (9) allows us to compute the product of a Toeplitz-like matrix by a
vector, multiplying first upper and then lower triangular Toeplitz matrices by
vectors. Exploiting the properties of the circulant matrices, these products can
be performed at low cost using FFT. Since from (7) and (8)
∇(AT ) = ∇(A)T = DCT , (10)
we can compute the product ATv by just swapping the generators of A.
In the following we assume that the elements of A are not given explicitly
but only through the generators C, D. If some element of A is required, it must
be computed. For example, the jth column of A is given by
Aej =
ρ∑
i=1
L(ci)v
(i)
j , where v
(i)
j = L
T (di) ej =
[
dj,i, . . . , d1,i, 0Tn−j
]T
. (11)
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The representation of a matrix by means of the generators is not unique.
For example, more than ρ vectors might be used to represent a matrix hav-
ing a displacement rank ρ. This frequently happens when we add or multiply
Toeplitz-like matrices without performing a previous analysis of the effective
rank of the result. It is important to have at any phase of the algorithm a
minimal representation, i.e. by means of the minimum number of generators.
For this reason we find here the minimal representation of the matrices involved
in algorithm solvemat.
First we find the relations between the generators of the matrix A whose
displacement rank is ρ and of its submatrices A11, A12, A21, A22 as indicated
in (2). Let the generators C and D of A be compatibly partitioned
C =
[
C
C
]
, D =
[
D
D
]
.
For simplicity sake, we still denote by Z the down-shift matrix of order n/2 and
by ei the ith canonical vector of length n/2.
• The displacements of the blocks are
∇(A11) = C D T , ∇(A12) = C DT + v1eT1 ,
∇(A21) = C D T + e1vT2 , ∇(A22) = C DT + v3eT1 + e1vT4 ,
(12)
where
v1 = ZA11en/2, v2 = ZAT11en/2, v3 = α e1 + ZA21en/2,
v4 = ZAT12en/2, α = e
T
n/2A11en/2.
(13)
The relations follow directly from the partition
∇(A) = A−ZAZT =
 A11 − ZA11ZT A12 − ZA12ZT − v1eT1
A21 − ZA21ZT − e1vT2 A22 − ZA22ZT − v3eT1 − e1vT4
 .
Hence, the displacement ranks of the blocks are
r(A11) = ρ, r(A12) = r(A21) = ρ+ 1, r(A22) = ρ+ 2,
the generators are
C11 = C, D11 = D, C12 =
[
C ,v1
]
, D12 =
[
D ,e1
]
,
C21 =
[
C , e1
]
, D21 =
[
D ,v2
]
, C22 =
[
C ,v3 ,e1
]
, D22 =
[
D ,e1,v4
]
.
(14)
• The displacement of F = A−111 A12 is
∇(F ) = F − ZFZT = A−111
(
A12 −A11ZFZT
)
= A−111
(∇(A12) + ZA11FZT −A11ZFZT )
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By using (6) we get
∇(F ) = A−111
(∇(A12) + ZA11(ZTZ + en/2eTn/2)FZT −A11ZFZT )
= A−111
(∇(A12)−∇(A11)ZFZT + v1eTn/2FZT ),
and applying (14) we get
∇(F ) = A−111 C
(
D − ZFTZTD)T +A−111 v1fT , where f = e1 + ZFTen/2,
Hence the displacement rank of F is in general r(F ) = ρ+ 1 and its generators
are
CF = A−111 C12,
DF =
[
D − ZAT12A−T11 ZTD ,f
]
= D12 − ZAT12A−T11
[
ZTD ,−en/2
]
.
(15)
• The displacement of G = A21A−111 is
∇(G) = G− ZGZT = G(ZZT + e1eT1 )− ZA21A−111 ZT
= GZA11ZTZA−111 Z
T +GZA11en/2eTn/2A
−1
11 Z
T +Ge1eT1
−ZA21(ZTZ + en/2eTn/2)A−111 ZT
=
(
GZA11Z
T − ZA21ZT
)
ZA−111 Z
T +Ge1eT1
+
(
GZA11en/2 − ZA21en/2
)
eTn/2A
−1
11 Z
T .
Setting g = v3 −Gv1, h = Ge1 and k = ZA−T11 en/2, and applying (7) and (13)
we get
∇(G) = [∇(A21)−G∇(A11)]ZA−111 ZT + (αe1 − g)kT + heT1 .
Now we note that the first columns of ∇(A21) and of ∇(A11) coincide with the
first columns of A21 and of A11 respectively. Then[∇(A21)−G∇(A11)]e1 = A21e1 −A21A−111 A11e1 = 0,
i.e. by (12) (
C −GC)D Te1 + e1vT2 e1 = 0.
Since vT2 e1 = 0, the n× ρ matrix C −GC has rank ρ− 1. Let s = D
T
e1 be the
first row of D. If s has an element sj = 0, the jth column of C − GC can be
discarded. Otherwise, for an index j ∈ {1, . . . , ρ}, let ŝ be the vector obtained
by dropping the jth component of the vector whose elements are si/d1,j , i =
1, . . . , ρ. Then
C −GC = (C −GC)PQT ,
where P is the ρ × (ρ − 1) matrix obtained by dropping the jth column of Iρ
and Q is the ρ× (ρ− 1) obtained by replacing the jth row of P with the vector
−ŝT .
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Any nonzero element d1,j of the first row of D can be chosen as a pivot
for the matrix Q. But, for stability reasons, it is preferable to choose an index
j which avoids a too large increase of the right generators. For simplicity of
notation, we assume that j = ρ, in this case
P =
[
Iρ−1
0T
]
, Q =
[
Iρ−1
−ŝT
]
= P − êρ ŝT , (16)
êρ being the ρth canonical vector of length ρ.
From (16) and (7) it follows(∇(A21)−G∇(A11))ZA−111 ZT = (C −GC)D TZA−111 ZT + e1vT2 ZA−111 ZT
=
(
C −GC)PQT D TZA−111 ZT − α e1 eTn/2A−111 ZT
and
∇(G) = (C −GC)P (ZA−T11 ZT DQ)T − g kT + heT1 .
Hence the displacement rank of G is in general r(G) = ρ+ 1 and its generators
are
CG =
[(
C −A21A−111 C
)
P , g ,h
]
, DG =
[
ZA−T11 Z
T DQ ,−k ,e1
]
. (17)
• Let S = A22 − A21A−111 A12 be the Schur complement of A11 in A. The
displacement of S is
∇(S) = ∇(A22)−A21F + ZA21FZT
= ∇(A22)−A21∇(F )−∇(A21)ZFZT + ZA21en/2eTn/2FZT
= C DT + v3eT1 + e1v
T
4 −GC
(
DT −D TZFZT )−A21A−111 v1fT
−(C D T + e1vT2 )ZFZT + (v3 − αe1)eTn/2FZT
=
(
C −GC) (DT −D TZFZT )+ (v3 −Gv1)fT + e1tT ,
where t = v4 − ZFTZTv2 − αZFTen/2 = 0. Using the matrices P and Q
defined in (16) to reduce the representation of the first term, we have
∇(S) = (C −GC)P ((D − ZFTZTD)Q)T + g fT .
Hence, the displacement rank of S is in general r(S) = ρ and its generators are
CS =
[(
C −A21A−111 C
)
P , g
]
, DS =
[(
D − ZAT12A−T11 ZT D
)
Q ,f
]
. (18)
9
4 The recursive algorithm using the generators
From (15), (17) and (18) we see that the computation of the generators of F , G
and S requires solving two systems, one with matrix A11 and one with matrix
AT11. From (10) it follows that the two matrices A11 and A
T
11 have the same
generators, just swapped. Hence it is only the order by which the generators
are used that specify if the system we are solving has a matrix or its transpose.
The function solvegen reformulates the function solvemat of Section 2 for a
matrix A(k) whose generators are C(k), D(k), replacing the operations on explicit
matrices with the corresponding operations on the generators. The following
functions are required:
• elemgen to solve the elementary systems with matrices of size ne.
• drop to drop the indicated column from a matrix.
• prod to multiply a Toeplitz-like matrix by vectors.
function
[
X(k), X
(k)
t
]
= solvegen
(
k,C(k), D(k), B(k), B
(k)
t
)
if k = p− q[
X(k), X
(k)
t
]
= elemgen
(
C(k), D(k), B(k), B
(k)
t
)
;
else
m = 2p−k; r1 = (1 : m/2); r2 = (m/2 + 1 : n);
C = C(k)(r1, : ); C = C(k)(r2, : ); D = D(k)(r1, : ); D = D(k)(r2, : );
compute the vectors v1 and v2 defined in (13),
C11 = C; D11 = D; C12 =
[
C ,v1
]
; D12 =
[
D , e1
]
;
C21 =
[
C , e1
]
; D21 =
[
D ,v2
]
;
compute the vector v3 defined in (13), C+ =
[
C ,v3
]
;
B = B(k)(r1, : ); Bt = B
(k)
t (r1, : ); B = B(k)(r2, : ); Bt = B
(k)
t (r2, : );
B =
[
B ,C12 , e1
]
; Bt =
[
Bt , Z
T D , en/2
]
;[
W ,Wt
]
= solvegen
(
k + 1, C11, D11, B,Bt
)
;
[U,CF ,u ] =W ; [Ut, Dt,ut ] =Wt;
Y = B − prod (C21, D21, U); Yt = Bt − prod (D12, C12, Ut);
ŝ = D(1, 1 : ρ− 1)/D(1, ρ); k = Z ut;
DG =
[
Z
(
drop
(
Dt, ρ
)−Dt( : , ρ) ŝT ) ,−k ,e1];
Du = D − Z prod
(
D12, C12, Dt
)
;
f = e1 + Z prod
(
D12, C12, ut ]
)
;
DF =
[
Du ,f
]
;
CS = C+ − prod
(
C21, D21, CF
)
; h = prod
(
C21, D21, u
)
;
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CS = drop
(
CS , ρ); CG =
[
CS ,h
]
;
DS =
[
drop
(
Du, ρ
)−Du( : , ρ) ŝT ,f];[
X, X t
]
= solvegen
(
k + 1, CS , DS , Y, Yt
)
;
X = U− prod (CF , DF , X); Xt = Ut− prod (DG, CG , X t);
X(k) =
[
X
X
]
; X(k)t =
[
Xt
X t
]
;
end
The first time, the function is applied with k = 0, C(0) = C, D(0) = D,
B(0) = b and a void vector B(0)t . At the elementary level, any routine can
be chosen as elemgen to solve the systems having coefficient matrix of size 2q.
A natural choice would be Levinson algorithm, which can be applied directly
to the generators. If stability is at risk, a more stable method, like Gaussian
reduction, can be chosen, but in this case the reconstruction of the elementary
matrix from the generators is required.
A rigorous error analysis of the stability of solvegen has not yet been per-
formed. We entrust this matter to the numerical experimentation and examine
the stability behavior of solvegen in comparison with that of solvemat.
5 Computational cost and storage requirement
The asymptotical cost for N →∞ of algorithm solvegen is here examined, in
terms of the number of multiplicative operations. Let S(k)j , j = 1, . . . , 2k, be
the systems to be solved at the kth level of recursion, with k = 0, . . . , p − q.
Each system S(k)j has a coefficient matrix of size 2p−k and νk,j right-hand sides,
with ν0,1 = 1. When k < p − q, from the system S(k)j two subsystems S(k+1)2j−1
and S(k+1)2j are derived, the first one with νk+1,2j−1 = νk,j + δ right-hand sides
and the second one with νk+1,2j = νk,j right-hand sides, where δ = 2ρ+3. The
total length `k =
∑2k
j=1 νk,j of all the right-hand sides at the kth level satisfies
the relation
`k+1 = 2`k + 2k δ, with `0 = 1,
implying
`k = 2k + k 2k−1δ.
At the kth level, let γk,j be the cost of the recursive function which solves system
S(k)j . Then
γk,j = γk+1,2j−1 + γk+1,2j + µk,j , (19)
where µk,j is the cost of the multiplications performed at that step. These mul-
tiplications compute the products of square matrices of size 2p−k−1 by vectors.
The number of vectors involved in these products is 2 νk,j + δ + 3 (taking into
account also the computation of the vectors v1, v2 and v3).
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As already said, the product of Toeplitz-like matrices by vectors can be
performed using (9) and computing the product of upper and lower triangular
Toeplitz matrices by vectors through FFT’s. In this way the cost of computing
AV , where A has size n and displacement rank ρ and V is an n × nV ma-
trix, with nV depending on n, is asymptotically equal to 2ϕn (ρ+ 1)nV where
ϕn ∼ 4/3n log2 n, is the cost of an FFT of length 2n (see [18]). In the present
case the Toeplitz-like matrices which enter in the products have displacement
rank ρ+ 1, then
µk,j ∼ 2ϕ2p−k−1 (ρ+ 2) (2 νk,j + δ + 3).
The cumulative cost at the kth level is
γk =
2k∑
j=1
γk,j = γk+1 + µk, where µk =
2k∑
j=1
µk,j , (20)
and we get
µk ∼ 2ϕ2p−k−1(ρ+ 2)
2k∑
j=1
(
2 νk,j + δ + 3
)
= 2ϕ2p−k−1(ρ+ 2)
(
2`k + 2k(δ + 3)
)
∼ 1
3
2p+2δ (ρ+ 2)k(p− k).
Denoting by γe = γp−q the cost of solving the 2p−q elementary systems, from
(20) the total cost γ = γ0 of the algorithm turns out to be
γ = γe + β, with β =
p−q−1∑
k=0
µk ∼ δ (ρ+ 2)9 2
p+1 p3 ∼ 2 δ (ρ+ 2)
9
N log32N.
To evaluate γe we must take into consideration which algorithm is used for
solving the elementary systems. If Levinson algorithm is used, we have
γp−q,j ∼ 22q
(
νp−q,j +
5 ρ
2
)
,
γLeve =
2p−q∑
j=1
γp−q,j = 22q
(
`p−q +
5 ρ
2
2p−q) ∼ δ 2p+q−1 (p− q) ∼ δ
2
neN log2N.
If the Gaussian reduction is used, we have
γGaue ∼ 2p−q
23q
3
+ 22q`p−q + γrec,
where γrec is the cost of the reconstruction of the elementary matrices from
the generators. Using (11) and computing the products with FFT, the cost to
reconstruct each elementary matrix is asymptotically equal to ϕne(ρ + 1)ne,
implying
γrec ∼ 2p−qϕne (ρ+ 1)ne ∼
ρ+ 1
3
2p+q+2 q.
12
Hence
γGaue ∼
2p+2q
3
+ (p− q) 2p+q−1 δ ∼ N n
2
e
3
+
δ ne
2
N log2N.
By comparing β with γLeve (or γ
Gau
e ) we can choose the size ne of the elementary
blocks in order to keep the cost of solvegen of the same order than β. When
Levinson algorithm is used at the last level of recursion, β dominates over γLeve
if ne = O(p2). When Gaussian elimination is used, β dominates over γGaue
if ne = O(p3/2). With these choices of ne the cost of solvegen is of order
O(N log32N), showing that it belongs to the class of superfast methods.
The experimentation has shown that, except in some cases especially con-
structed, the error which affects the computed solution decreases when the
length p − q of the recursion decreases, i.e. when ne increases. Hence, from
the stability point of view, a large ne would be preferable, but cost consid-
erations suggest to keep it small, for example by choosing ne a constant or,
at most, a multiple of log2N . For simplicity, in the experiments we assume
q = dlog2(ρ+ 1)e.
The analysis of the cost of algorithm solvemat can be carried out in a similar
way to what has been done above for algorithm solvegen, with the following
differences:
− the increasing of the number of right-hand sides of the systems depends on
the level k, i.e. νk+1,2j−1 = νk,j + δk, where δk = 2p−k, implying
`k = 2p+k + 2k − 2p, µk = 22(p−k−1)
(
2`k + 2p−1) ∼ 23p−k−3(4− 3 · 2k),
and
β ∼ 23p−1 ∼ N
3
2
.
− at the elementary level no reconstruction is required, then using Gauss
method we have
γe ∼ 2p−q 2
3q
3
+ 22q`p−q ∼ 22p+q = N2ne,
showing that the asymptotical cost of algorithm solvemat is γ ∼ N3/2, of the
same order of Gauss method.
To analyze the storage requirement of solvegen, we assume that the al-
location of A is made through its generators, requiring λ0 = 2p+1ρ memory
locations. The following analysis counts:
(a) the λ1 memory locations required by the right-hand sides and the solutions
of the problems to be solved,
(b) the λ2 memory locations required by the generators of the involved matrices.
The solution process can be described by a complete binary tree of height p− q
with 2k nodes at level k. The jth node at level k is associated to the problem
13
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S(k)j (i.e. a system with matrix of size 2p−k), as shown in the figure. The
nodes are labelled by the pair (k, j), with j = 1, . . . , 2k. So the root of the tree
stands for the initial system S(0)1 and the leaves stand for the systems S(p−q)j
that are not divided any further but directly solved. The node (k, j) at the
kth level forks into the two nodes (k + 1, 2j − 1) and (k + 1, 2j) at the next
level, corresponding to the two solvegen calls. The problem at the node (k, j)
has a local requirement of 2p−k × νk,j memory locations for its right-hand sides[
B(k), B
(k)
t
]
, where νk+1,j ≤ νk,dj/2e + δ, with δ = 2ρ + 3 and ν0,1 = 1. Then
νk,j ≤ (1 + k δ).
When the problem at the node (k, j) has been solved, its solution can be
overwritten on its right-hand sides and the memory locations required by its
children can be released. Moreover, if j is even, also its parent problem can be
solved and so on. On the contrary, if j is odd new memory must be allocated for
its right brother problem. Then the memory allocated for the right-hand sides
when solving the problem at the node (k, j) is at most the sum of the memory
locations required by the node itself and of those required by all its ancestors
plus those required by its left brother (if any), and by the left brothers (if any)
of each ancestor, corresponding to pending problems. The largest amount of
memory is required by one of the problems at the last level, which has p − q
ancestors. Then
λ1 < 2
p−q∑
k=0
2p−k (1 + k δ) < 4N (1 + δ) = 8N (ρ+ 2).
To evaluate λ2 we note that at a node (k, j) the generators of A
(k)
11 in the first
recursive call can be overwritten by those of the Schur complement in the second
recursive call. On the other hand, 2p−k+1(ρ+ 1) memory locations are needed
to store CF , DF , CG, DG and this memory cannot be released until the problem
S(k)j has been solved. Hence the largest amount of memory is required by one
of the problems at the last level and
λ2 <
p−q∑
k=1
2p−k+1(ρ+ 1) < 2N (ρ+ 1).
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Then λ0 + λ1 + λ2 < 6N (2ρ + 3). Figure 1 shows the history of the storage
allocation for a problem with N = 29, ρ = 5, q = 3. The memory effectively
required is about the half of the one indicated by the bound.
50 100 150 200 250
5000
10 000
15 000
20 000
Figure 1: - History of storage allocation.
6 Numerical experiments
The experiments, which have been conducted on an Intel Core Duo @ 3 GHz,
2GB RAM, using double precision arithmetic, concern a set of 160 Toeplitz-like
matrices of size 27, with displacement rank ρ = 5 and elementary size 2q = 8.
We have performed also tests for different values of ρ, with elementary size
2q, q = dlog2(ρ + 1)e, but their results are not included because they do not
show substantial differences. All the experiments aim at comparing the sta-
bility behavior of solvegen with other methods used for solving problem (1).
Besides solvegen we have considered solvemat introduced in Section 2, Gauss,
the block Gaussian elimination by columns without pivoting and block size 2q,
Lev, the Levinson algorithm [9, 13] and MBA, the Morf, Bitmead and Anderson
method [2, 16]. Unlike the other methods which operate directly on the dis-
placement representation of A, Gauss and solvemat require the reconstruction
of A from the generators.
The matrices of the experiments are randomly generated through their gen-
erators C and D, in such a way to give different conditioning. This is obtained
by generating ρ − 1 columns of C and D with uniform distribution between
−1 and 1. The column dρ is the first canonical vector and the column cρ is
the first canonical vector multiplied by a value λ which influences the diagonal
dominance of A. The left-hand side vector b is then computed from an exact
solution, randomly generated. The difficulty of any problem constructed in this
way is measured through the conditioning of the elementary level blocks, by
15
means of the parameter
κ = max
j=1,...,2p−q
cond
(
A
(p−q)
j
)
,
where cond is the condition number in ∞ norm. For the generated matrices κ
varies between 100.6 and 103.6. The stability behavior is measured through the
residual
R = ‖b−Ax˜‖∞,
where x˜ is the effectively computed solution.
First we compare solvegen with MBA and Lev. The results shown in the
Log-Log plot of Figure 2 suggest that:
• the loss of precision of the three methods increases with κ;
• even at small values of the parameter κ, MBA loses more precision than
solvegen and Lev;
• Lev is usually more stable than solvegen, but it is asymptotically slower.
Moreover, as it is pointed out in [5], Lev can perform poorly, regardless
of the values of κ, due to the presence of ill conditioned leading principal
submatrices of the original matrix. If this happens when the size of the
submatrices is different from 2p−k, k = 1, . . . , p−q, solvegen outperforms
Lev.
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Figure 2: Log-Log plot of the residuals R as functions of κ: the black points
refer to solvegen results, the grey points to MBA results, the empty circles to
Lev results.
Then we compare solvegen with solvemat and Gauss. Figure 3 shows that:
• the slow increase with κ of the residuals computed by solvemat (grey
points) closely matches the increase of the residuals computed by Gauss
(empty circles). It turns out that solvemat and Gauss can be considered
equivalent from the stability point of view.
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• the worsening of the residuals of solvegen with respect to those of solvemat
grows with κ.
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Figure 3: Log-Log plot of the residuals R as functions of κ: the black points
refer to solvegen results, the grey points to solvemat results, the empty circles
to Gauss results.
We attribute the worsening of the performance of solvegen to the use of the
generators. It is well known that, when the operations on explicit matrices are
replaced with the corresponding operations on the generators, the magnitude of
the entries of the generators matrices can be related to the stability properties
of the algorithm (see for example [8, 10]). The parameter
σ =
p−q∏
k=1
(1 + max
j=1,...,2k
‖C(k)j ‖∞ ‖D(k)Tj ‖∞) (21)
where C(k)j and D
(k)
j are the generators of the jth Schur complement matrix S
at the kth level of recursion, turns out to be suitable in describing the stability
behavior of solvegen. Figure 4 shows the residuals of solvegen (black points)
and the function σ² (grey points), ² being the machine precision. It appears
that there is a tight relation between the behaviors of the two functions.
7 Conclusions
In this paper a divide and conquer algorithm solvegen has been presented for
solving general Toeplitz-like systems with cost O(N log3N). This algorithm
exploits the displacement properties of the structure and avoids the explicit in-
version of the coefficient matrix. It represents an effort to achieve more stability
than existing superfast algorithms, as for example the MBA algorithm [2, 16].
A theoretical error analysis has not yet been performed, but a parameter σ has
been experimentally detected, which measures the magnitude of the generators
of the Schur matrices involved in the computation and appears to be related to
the stability of the algorithm. Further research will deepen this aspect.
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Figure 4: Log-Log plot of the residuals of solvegen (black points) and of σ²
(grey points) as functions of κ.
The experimentation has confirmed that solvegen outperforms MBA from the
stability point of view and that it does not lose too much precision compared
with Levinson algorithm, which however belongs to the class of fast algorithms.
In conclusion solvegen appears to be a reliable superfast method when the
conditioning of the elementary blocks matrices is not too large.
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