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Estudiamos una ecuacio´n diferencial estoca´stica de Itoˆ que es una ge-
neralizacio´n de los modelos estoca´sticos logarı´tmico-normal y de Gom-
pert. Reducimos la ecuacio´n mediante una transformacio´n de cambio de
estado a otra que resulta una generalizacio´n de la ecuacio´n de Lange-
vin, que rige el proceso de Uhlenbeck-Ornstein. A partir de la expresi o´n
analı´tica de las soluciones de e´sta y de la original estudiamos las carac-
terı´sticas estadı´sticas de ambos procesos solucio´n, en particular los mo-
mentos de las distribuciones finito dimensionales, sus funciones de densi-
dad de transicio´n, las distribuciones lı´mite y las condiciones de estacio-
nariedad, obteniendo que la expresada generalizaci o´n del proceso de U-O
es el u´nico proceso Gaussiano, Markoviano y estacionario no centrado en
tiempo continuo. Por otra parte, se establece que las potencias del proceso
lognormal-Gompertz generalizado satisfacen una E.D.E. del mismo tipo.
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1. INTRODUCCI ´ON
Los procesos estoca´sticos de difusio´n han sido profusamente empleados en las dos
u´ltimas de´cadas para analizar el comportamiento de feno´menos econo´micos, socia-
les, biolo´gicos, me´dicos, etc. [ve´ase, p.e., los libros de Bharucha-Reid (1960), Bartolo-
mew (1973), Wong-Hajek (1985), Sobczyk (1991), Todorovic (1992), Ricciardi (1977),
Malliaris and Brock (1982), Sengupta (1986), Gutierrez-Valderrama (1994), McShane
(1994), Kijima (1997), etc.]. En particular, los procesos de difusio´n log-normales, uni-
dimensionales y multidimensionales, se han aplicado en el estudio y modelizacio´n de
variables econo´micas. Tintner and Sengupta (1972) consideran este tipo de procesos
como gobernadores de aquellos feno´menos en que podemos suponer que la tendencia
media de la evolucio´n de la variable en periodos cortos de tiempo (media infinitesimal
del proceso) y la desviacio´n cuadra´tica media de la variable en periodos cortos de tiem-
po (varianza infinitesimal del proceso) son proporcionales al valor de la variable. Ası´,
Tintner and Thomas (1963), Tintner and Patel (1966), Tintner y Bello (1968), Tintner
and Sengupta (1972) y Moreno Bas (1974), por ejemplo, presentan el proceso defini-
do por su funcio´n de densidad de transicio´n o por sus coeficientes de tendencia y de
difusio´n.
Por otra parte el modelo estoca´stico de Gompertz ha sido utilizado para el estudio del
crecimiento de ciertas poblaciones o de la difusio´n de innovaciones tecnolo´gicas y de
nuevos productos en el mercado [ver Skiadas, Giovanis and Dimoticalis (1993)].
La presentacio´n de los modelos estoca´sticos de difusio´n a partir de los coeficientes de
tendencia y de difusio´n precisa de un ana´lisis acerca de la existencia de un tal proceso y,
sobre todo, de la confirmacio´n de que la funcio´n de densidad de transicio´n puede obte-
nerse como solucio´n de alguna de las ecuaciones de Kolmogorov asociadas al proceso.
Por otra parte, las ecuaciones de Kolmogorov, ecuaciones diferenciales en derivadas
parciales de tipo parabo´lico, son en general de dificil resolucio´n y se requieren a menu-
do te´cnicas especiales de aproximaciones nume´ricas [ver Bouleau (1988) o Todorovic
(1992), p.e.]. En realidad estas ecuaciones han sido resueltas explı´citamente so´lo en
unos pocos casos simples [ver Bharucha-Reid (1960), Arnold (1974), Bhattacharya-
Waymire (1990) o´ Sobczyk (1991), p.e.]. A este respecto hay que destacar el trabajo
de Ricciardi (1976) sobre la posibilidad, en determinados casos muy particulares, de
reducir las ecuaciones de Kolmogorov a las de un proceso Wiener, y el de Gutie´rrez et
al. (1997) acerca de la construccio´n de funciones de densidad de transicio´n de ciertas
extensiones no necesariamente homoge´neas de un proceso de difusio´n. En cualquier
caso, el conocer u´nicamente los momentos infinitesimales del proceso o la funcio´n de
densidad de transicio´n, limita las posibilidades de estudio del proceso.
En este trabajo consideramos un proceso de difusio´n que es una extensio´n de los mode-
los logarı´tmico-normal (o de crecimiento exponencial o Malthusiano) y de crecimiento
de Gompertz, a trave´s de la solucio´n de una ecuacio´n diferencial estoca´stica de Itoˆ. De
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esta manera, hacemos todo el estudio del proceso a partir exclusivamente de la expre-
sio´n analı´tica de la solucio´n de la ecuacio´n. En particular, obtenemos las expresiones
de los momentos de las distribuciones finito dimensionales del proceso, a diferencia de
los trabajos vı´a ecuaciones de Kolmogorov, que no disponen de la expresio´n del pro-
ceso y so´lo dan los de la distribucio´n unidimensional o variable general del proceso.
Una recopilacio´n de estos modelos, para poblaciones, puede verse, entre otros muchos
trabajos, en Ricciardi (1977) y (1986). Entendemos que este estudio de una generaliza-
cio´n de los procesos lognormal y de Gompert vı´a ecuaciones de Itoˆ mejora en cuanto a
rigor de me´todo y amplitud de resultados a los que se han realizado anteriormente vı´a
ecuaciones de Kolmogorov. El trabajo se completa con un estudio de las potencias de
los procesos log-normales, generalizados y estrictos, utilizando igualmente la E.D.E.
que satisfacen, del que no tenemos conocimiento que existan tratamientos anteriores
similares.
2. PLANTEAMIENTO DE LA E.D.E. EXISTENCIA Y UNICIDAD DE
SOLUCIONES
Sea la ecuacio´n diferencial estoca´stica (E.D.E.) de Itoˆ
(2.1)
dX  t  a b logX  tX  tdt σX  tdW  t t  0 ∞
con X  0  X0     ; a b σ constantes
donde X  t es un proceso con valores en  0 ∞    y, naturalmente, W  t un proceso
de Wiener unidimensional esta´ndar.
Se tiene aquı´, pues, que las funciones coeficientes drift y de martingala de la ecuacio´n
son, respectivamente
m t x  m x   a b logxx σ t x  σ x  σx
En la E.D.E. (2.1), para b  0 aparece la E.D.E. Malthusiana, que rige el proceso lo-
garı´tmico-normal, y para a  0 se tiene el modelo estoca´stico de Gompertz [ver, p.e.,
Skiadas, Giovanis and Dimoticalis (1994)].
Los coeficientes de la E.D.E. (2.1) cumplen las condiciones que permiten plantear esta
ecuacio´n [ver, p.e., Wong and Hajek (1985)], ya que T  0 ∞ x   0 ∞ tenemos
  T
0
m t xdt 
  T
0
a b logx xdt  a b logx xT  ∞
  T
0
σ t x2dt 
  T
0
σ2x2dt σ2x2T  ∞
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En cuanto a probar la existencia de solucio´n global u´nica para (2.1), observaremos
primero que esta ecuacio´n es atı´pica en el sentido de que su coeficiente drift m t x 
 a b logxx so´lo esta´ definido para x  0, y no sabemos si se le puede aplicar el
resultado cla´sico del teorema de existencia y unicidad de soluciones, donde siempre se
supone m t x   σ t x : t0 T      t0 T    0   medibles, etc. Por tanto, en vez
de aplicar directamente dicho teorema a (2.1), procederemos aplicando a esta ecuacio´n
una transformacio´n de cambio de estado [ver, p.e. Bhattacharya-Waymire (1990), pg.
382 o´ Ikeda-Watanabe (1989), pgs. 197 y siguientes]. Ası´, definimos la variable Y  t 
logX  t y aplicando el lema de Itoˆ obtenemos
dY  dX
X
 
1
2
 
dX
X
2
que junto con (2.1) nos da
dY 
 
a 
1
2
σ2 bY

dt σdW
pues
 dX
X
2
  a b logXdt σdW 2  σ2dt (aplicando las reglas de ca´lculo es-
toca´stico). Entonces, para Y  t tenemos la E.D.E.
(2.2) dY   µ bYdt σdW con µ = a 
1
2
σ2
con c.i. Y  0 = logX  0 = Y0   
Para esta ecuacio´n (2.2) es sencillo comprobar la verificacio´n de las condiciones del
teorema de existencia y unicidad de soluciones de una E.D.E. auto´noma o tiempo-
independiente [ver, p.e. Arnold (1974), pgs. 152-153], ası´ que existe una solucio´n glo-
bal u´nica Y  t de (2.2) que es un proceso de difusio´n. Resulta de esto que X  t  e Yt
es un proceso de difusio´n (teorema de cambio de estado) que, evidentemente, verifica
(2.1). Probamos ası´ la existencia de procesos de difusio´n solucio´n de la E.D.E. (2.1).
La unicidad de las soluciones de (2.2) determina la de las soluciones de (2.1). (Vemos
que la aplicacio´n de la transformacio´n Y  t  logX  t antes de saber si X  t existe de-
be entenderse en sentido condicional, es decir suponiendo que X  t existe, lo que sera´
cierto si y so´lo si Y  t, solucio´n de (2.2), existe).
Llegamos, pues, a que la E.D.E. (2.1) tiene una u´nica solucio´n global X  t   t   0 que
es un proceso de difusio´n con coeficientes de tendencia y de difusio´n
A1  t x  m t x   a b logxx y A2  t x  σ2  t x  σ2x2
respectivamente, y cuya funcio´n de densidad de transicio´n p   x  tx0  t0 verifica, y es
su u´nica solucio´n, la ecuacio´n atrasada de Kolmogorov [ver Ikeda-Watanabe (1989), pg.
215]:
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∂p  x  tx0  t0
∂t0
 a b logx0x0
∂p  x  tx0  t0
∂x0

1
2
σ2x20
∂2 p  x  tx0  t0
∂x20
 0
(2.3) p x  tx0  t0  δ x  x0   t  t0
3. ESTUDIO DEL PROCESO SOLUCI ´ON DE LA E.D.E.
Para estudiar el proceso X  t   t   0 solucio´n de (2.1), resolveremos primero la ecua-
cio´n (2.2)
dY   µ bYdt σdW con µ = a  1
2
σ2
con c.i. Y  0 = logX  0 = Y0   
[Para µ  0 y b  0 es la llamada ecuacio´n de Langevin y el proceso solucio´n el de
Uhlenbeck-Ornstein: ver, p.e., Bouleau (1988)], cuya u´nica solucio´n Y  t   t   0,
como hemos visto antes, es una difusio´n con coeficientes de tendencia (o coeficiente
drift) y de difusio´n, respectivamente
A1  t y  µ by A2  t y  σ2
y cuya funcio´n de densidad de transicio´n p y  ty 0  t0 verifica la ecuacio´n atrasada de
Kolmogorov
∂p y  ty0  t0
∂t0
 µ by0
∂p y  ty0  t0
∂y0

1
2
σ2
∂2 p y  ty0  t0
∂y20
 0
(3.1) con p y  ty0  t0  δ y  y0   t  t0
Consideraremos ahora una ecuacio´n similar a la (2.2) pero con condiciones iniciales
ma´s generales, tomando un punto to  0 ∞ arbitrario:
(3.2) dY   µ bYdt σdW con µ = a 
1
2
σ2
con c.i. Y  t0 = logX  t0 = C
donde Y  t0  C es una variable aleatoria no degenerada e independiente de W  t 
W  t0   t   t0 La solucio´n de esta ecuacio´n nos permitira´ encontrar directamente la
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funcio´n de densidad de transicio´n del proceso Y  t   t   0 solucio´n de (2.2), y nos
proporcionara´ tambie´n la solucio´n de cualquier otra con condiciones iniciales ma´s par-
ticulares, como la propia (2.2).
Establecemos la relacio´n (para b 	 0
d

ebtt0

Y  t 
µ
b

 ebtt0b

Y  t 
µ
b

dt  ebtt0dY  t
(3.3)  ebtt0 dY  t bY  t µdt ebtt0σdW  t
que podemos expresar en su forma integral
(3.4) ebtt0

Y  t 
µ
b

 Y  t0 
µ
b 
  t
t0
ebst0σdW  s
o bien
(3.5) Y  t  µb  e
btt0

Y  t0 
µ
b σ
  t
t0
ebst0dW  s
	
Si utilizamos ahora el resultado [ver, p.e. Ikeda-Watanabe (1989), pgs. 214-215, o´ Ar-
nold (1974), pgs. 146-148] que establece que la probabilidad de transicio´n del proceso
solucio´n de (2.2) es la ley de probabilidad del proceso solucio´n de la ecuacio´n que se
obtiene al sustituir en (2.2) la condicio´n inicial por Y  t 0  y0, obtenemos de (3.5) que
la densidad de transicio´n p y  ty0  t0 de Y  t   t   0 es la funcio´n de densidad de la
variable general del proceso
(3.5) Y  t  t0 y0  µb  eb tt0

y0  µb σ
  t
t0
ebst0dW  s
	
por lo que Y  t  t0 y0 es la variable Y  t del proceso solucio´n de (2.2) condicionada por
Y  t0  y0: Y  tY  t0  y0
Puesto que la variable
  t
t0
ebst0dW  s es N
 
0 
  t
t0
e2bst0ds

[ver propiedades de
la integral estoca´stica, p.e. en Arnold (1974)], resulta de (3.5)  que Y  t  t0 y0, es una
variable Gaussiana con
(3.6) E Y  t  t0 y0  E Y  tY  t0  y0  µb  e
btt0


y0 
µ
b
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(3.7)
Var Y  t  t0 y0  Var Y  tY  t0  y0  e2btt0σ2
  t
t0
e2bst0ds

σ2
2b e
2btt0

e2btt0 1


σ2
2b

1  e2btt0

Ası´ que la funcio´n de densidad de transicio´n p y  ty 0  t0 del proceso Y  t   t   0,
solucio´n de (2.2) sera´
p y  ty0  t0  fY  t/Y  t0
 yy0 

1

πσ2
b

1  e2btt0

exp





 b

y 
µ
b  


y0 
µ
b

ebtt0
2
σ2

1  e2btt0






con
(3.8) µ = a  1
2
σ2; y y0   ; t  t0; fY t0  y0 0
donde fY t0 es la funcio´n de densidad de Y  t0.
Si en (3.5), (3.6) y (3.7) le damos a t0 el valor 0 y tenemos en cuenta que Y  0 
logX  0   , tenemos que la solucio´n Y  t   t   0 de la E.D.E. (2.2) es un proceso
Gaussiano con
(3.9) Y  t  µb  e
bt

Y  0  µb σ
  t
0
ebsdW  s
	
(3.10) E Y  t  µb  e
bt


Y  0  µb

(3.11)
Cov Y  t  Y  s  ebt sCov

σ
  t
0
ebudW  u   σ
  s
0
ebudW  u
	
 ebt s

σ2Cov
 
  t
0
ebudW  u  
  s
0
ebudW  u
	
 ebt s

σ2
  mint s
0
e2budu
	
 ebt s

σ2
2b


e2bmint s 1
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(3.12) Var Y  t  σ
2
2b

1  e2bt

y cuya funcio´n de densidad de transicio´n esta´ dada por (3.8).
La funcio´n generatriz de momentos de las distribuciones finito dimensionales del pro-
ceso Y  t   t   0es, para cada coleccio´n finita Yt1  Yt2       Ytk  t1  t2  
 
 
 tk
(3.13)
F  u1 u2      uk  E

exp

k
∑
i1
uiYti

 exp

k
∑
i1
uiE  Yti
1
2
k
∑
i  j1
uiu jCov

Yti  Yt j


con E  Yti y Cov

Yti  Yt j

dadas por (3.10) y (3.11) respectivamente.
En particular, para la distribucio´n unidimensional o variable general del proceso, Y  t,
se tiene
(3.14) FYt  u  exp

u
µ
b  e
bt


Y  0  µb


1
2
u2

σ2
2b


1  e2bt

	
El proceso X  t   t   0, solucio´n u´nica de la E.D.E. (2.1) esta´, despue´s del estudio
precedente, log-normalmente distribuido


X  t  X  0eY tY 0 X  0  eY 0   

y
su funcio´n de densidad de transicio´n p   x  tx0  t0 es, si x0  ey0 , aplicando la fo´rmula
del cambio de variable para densidades condicionadas y despue´s de (3.8):
p  x  tx0  t0  fXtXt0  xx0 




1
x




fY tY t0  logx logx0 

1
x
p logx  t logx0  t0

1
x

πσ2
b

1  e2btt0

exp





 b

logx 
µ
b  


logx0 
µ
b

ebtt0
2
σ2

1  e2btt0






(3.15) x x0     ; t  t0; fXt0  x0 0 donde µ = a 
1
2
σ2
Los momentos de las distribuciones finito-dimensionales del proceso log-normal gene-
ralizado X  t   t   0 se deducen ahora de las fo´rmulas (3.14) y (3.13) de la funcio´n
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generatriz de momentos de las distribuciones unidimensional y k-dimensionales de su
proceso Gaussiano soporte Y  t   t   0. Son particularmente interesantes
(3.16)
E X  t  E


eYt

 FYt 1 
 exp

µ
b  e
bt


logX  0  µb


1
2

σ2
2b

1  e2bt

	
(3.17)
E

X  t2

 E


e2Yt

 FYt 2 
 exp

2
µ
b  e
bt


logX  0  µb

2

σ2
2b

1  e2bt

	
E  XtXs  E exp Y  tY  s F 1 1 
 exp

EY  tEY  s
1
2
VarY  t
1
2
VarY  sCov Y  t  Y  s


(3.18)
 
2µ
b

 
logX 0  µb

e bt  e ts


σ2
4b

2  e 2bt   e 2bs 2e b ts

e2b min t s 1

de donde se pueden obtener inmediatamente la varianza y la funcio´n covarianza del
proceso.
(Observamos que si bien el proceso logarı´tmico-normal propiamente dicho es un ca-
so particular, para b  0, sus caracterı´sticas estadı´sticas, y en particular su funcio´n de
densidad de transicio´n [ver, p.e., Capocelli and Ricciardi (1974) y para el caso no ho-
moge´neo Buendı´a Moya y Go´mez Garcı´a (1995)]
(3.19)
p x  tx0  t0
1
x

2πσ2  t  t0
exp

 
logx  logx0 µ t  t02
2σ2  t  t0

con µ a 
1
2
σ2
no pueden obtenerse de las del proceso solucio´n de la E.D.E. (2.1) haciendo b  0, en
cuyo caso la ecuacio´n (2.2) es la E.D.E. del movimiento Browniano aritme´tico).
4. LAS DISTRIBUCIONES DE EQUILIBRIO Y LA ESTACIONARIEDAD
Como hemos indicado en el apartado anterior, para b 0 el proceso Y  t logX t que,
como sabemos, verifica (2.2):
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dY   µ bYdt σdW con µ  a  1
2
σ2
Y  0  Y0  logX  0   
es una extensio´n del proceso de Uhlenbeck-Ornstein, que aparece como solucio´n de la
E.D.E. anterior para µ  0 y b  0).
De (3.7) se obtiene:
Para b  0, es lim
t∞
Var Y  tY  t0  y0  ∞. (Sucede igual para b  0, como pue-
de verse en las referencias anteriores para ese caso). En contraste, para b  0 aunque
Var Y  tY  t0  y0 tambie´n crece con t, se tiene lim
t∞
Var Y  tY  t0  y0 
σ2
2b .
Similarmente, para b  0, en (3.6) observamos que lim
t∞
E Y  tY  t0  y0 
µ
b .
Si ahora aplicamos que una sucesio´n de variables aleatorias normales Yn  N  µn σn,
con lim
n∞
µn  µ y lim
n∞
σn  σ , converge en distribucio´n a una variable normal Y 
N  µ σ (basta considerar las funciones generatrices de momentos de las variables Yn,
obtenemos de (3.10) y (3.12) en particular, para b  0, que Y  t ,t   0 y por tanto
X t ,t   0 (la funcio´n X  t  eY t conserva la convergencia en distribucio´n) tienen
una distribucio´n de equilibrio no degenerada, que es independiente de la condicio´n
inicial. Esto es
(4.1) Y  N
 
µ
b  
σ2
2b

independientemente de Y  0
(4.2) X  Log-normal, con E  X  exp
 
µ
b 
σ2
4b

que es, pues, independiente de X 0
Se tiene, por tanto, de lo precedente, como en (3.8) y (3.15), para las densidades de
probabilidad de transicio´n a las distribuciones lı´mite
(4.3) p y y0  t0  1 
πσ
2
b
exp

 
b

y  µb
2
σ2

(4.4) p x x0  t0  1
x
 
πσ
2
b
exp

 
b

logx  µb
2
σ2

que son independientes de y0 (o´ de x0) y de t0.
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Podemos determinar las condiciones en las que el proceso Y  t, solucio´n de la E.D.E.
(4.5) dY   µ bYdt σdW con µ  a 
1
2
σ2
Y  0 C
donde C es una v.a. dada no degenerada e independiente de W  t   t   0  es estaciona-
rio.
Su solucio´n, como en (3.9), es
(4.6) Y  t  µb  e
bt

Y  0  µb σ
  t
0
ebsdW  s
	
Entonces, si Y  0 es Gaussiana, se tiene que Y  t es un proceso Gaussiano con
(4.7) E Y  t  µb  e
bt

E Y  0  µb

(4.8)
Var Y  t  e2bt

Var Y  0σ2
  t
0
e2bsds

 e2bt

Var Y  0 σ
2
2b

e2bt  1


 e2bt

Var Y  0 σ
2
2b

e2bt  1


 e2bt

Var Y  0  σ
2
2b


σ2
2b
(4.9)
Cov Y  t  Y  s  ebt sCov

Y  0σ
  t
0
ebudW  u   Y  0σ
  s
0
ebudW  u

 ebt s

Var Y  0Cov

Y  0   σ
  s
0
ebudW  u
	

Cov

Y  0   σ
  t
0
ebudW  u
	

σ2Cov

  s
0
ebudW  u 
  t
0
ebudW  u
	

 ebt s

Var Y  0σ2
  mint s
0
e2budu


 ebt s

Var Y  0 σ
2
2b


e2b mint s 1



 ebt s

Var Y  0  σ
2
2b


σ2
2b e
bts
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De modo que si
(4.10) Var Y  0  σ
2
2b y E Y  0 
µ
b
se tiene
(4.11)
Cov Y  t  Y  s 
σ2
2b e
bts
E Y  t 
µ
b  cte
y el proceso Y  t, solucio´n de la E.D.E. (4.5), es estacionario en sentido amplio [ver,
p.e., Wong (1971)], y puesto que es Gaussiano (si Y  0 es una variable Gaussiana),
es estacionario. Como es solucio´n u´nica de una E.D.E. es un proceso de Markov, pero
independientemente de esto, las condiciones (4.10), que nos dan las fo´rmulas (4.11),
y el cara´cter Gaussiano determinan la condicio´n de Markov, pues la expresio´n de la
covarianza verifica la condicio´n necesaria y suficiente para que un proceso Gaussiano
sea de Markov. Puesto que la funcio´n covarianza de un proceso Markoviano, Gaus-
siano y estacionario es necesariamente de la forma R t s  CeKts [ver, p.e., Pa-
poulis (1980)], y las funciones media y covarianza determinan completamente todas
las distribuciones finito dimensionales de un proceso Gaussiano, concluimos que este
proceso con la condiciones (4.10), y que adema´s puede considerarse separable, es el
u´nico Gaussiano, Markoviano y estacionario no centrado en tiempo continuo. Es de-
cir, dado un proceso Gaussiano, Markoviano y estacionario, con funcio´n de covarianza
R t s  CeKts y media m, su ley coincide con la del proceso Y solucio´n de (4.5),
tomando b  K  σ2  2KC y a   mCK.
(Para µ  0 es centrado y se trata, entonces, del proceso de U-O propiamente dicho,
como es bien sabido).
Obviamente, las condiciones (4.10), con Y  0  logX  0, y el cara´cter Gaussiano de la
distribucio´n inicial Y  0 determinan tambie´n la estacionariedad de nuestro proceso log-
normal y de Gompertz generalizados, solucio´n de la E.D.E. que resulta de modificar en
(2.1) la condicio´n inicial:
(4.12)
dX  t  a b logX  tX  tdt σX  tdW  t t  0 ∞
X  0  K
donde ahora K es una v.a. no degenerada e independiente de W  t   t   0
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5. POTENCIAS DE LOS PROCESOS LOG-NORMALES
(generalizados y estrictos)
Consideramos de nuevo la ecuacio´n diferencial de Itoˆ (2.1):
dX   a b logXX dt σX dW t  0 ∞
X  0  X0     ; a b σ ctes.
donde hemos puesto Xpor X t y W por W  t  como haremos frecuentemente en ade-
lante para simplificar la notacio´n.
Sea ahora el proceso dado por
(5.1) Q t  A t X  t
γt
A t 	 0  γ t 	 0
donde A t y γ t son funciones reales derivables para cada t  0 ∞.
Aplicando el lema de Itoˆ, de (2.1) y (5.1) obtenemos que la ecuacio´n diferencial de Itoˆ
para Q es
(5.2)
dQ   ˙AX γ γ˙AX γ logXdt AγX γ1dX  12Aγ  γ 1X
γ2
 dX2


˙AX γ γ˙AX γ logX

dt AγX γ1  a b logXXdt σXdW 

1
2
Aγ γ 1X γ2σ2X2dt 


˙A
A
 γ
 
a
 γ 1
2
σ2

 γ˙  γb logX
	
AX γdt σγAX γdW


˙A
A
 γ
 
a
 γ 1
2
σ2


 
γ˙
γ  b

γ logX
	
Qdt σγQdW


˙A
A
 γ
 
a
 γ 1
2
σ2


 
γ˙
γ  b

 logQ  logA
	
Qdt σγQdW
con ˙A  dAdt y γ˙
dγ
dt .
Si A y γ son constantes, de (5.2) con ˙A  γ˙ 0, tenemos
(5.3)
dQ 

γ

a
 γ 1
2
σ2
	
b logA b logQ

Qdt σγQdW
  a b logQQdt σQdW
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donde a  γ

a
 γ 1
2
σ2
	
b logA y σ  σγ son constantes.
Comparando (2.1) con (5.3), vemos que la estructura de la E.D.E. para Q es la misma
que para X , excepto para los valores de los para´metros:
Las variables aleatorias potencias de X (procesos log-normales generales) tienen la mis-
ma familia distribucional que X .
En el caso b  0  que corresponde a un proceso X t log-normal con E.D.E.
(5.4)
dX  aXdt σXdW  t  0 ∞
X  0  X0    
la ecuacio´n (5.3) puede escribirse
(5.5)
dQ  aQdt σQdW  t  0 ∞
Q 0  Q0    
Q satisface la ecuacio´n (5.4) cambiando a0 por a y σ por σ. Por tanto, las potencias
(exponente constante) de procesos log-normales son tambie´n log-normales.
Como la solucio´n de (5.4) es [ ver, p.e., Malliaris and Brock (1982)]
(5.6) X  t  X  0exp µt σW  t   t   0 con µ  a  1
2
σ2
de aquı´ y de (5.5), obtenemos
(5.7)
Q t  Q 0exp µ t σW  t  Q 0exp
 
a 
1
2
σ2

t σW  t
	
 Q 0exp

γ
 
a 
1
2
σ2

t  γσW  t
	
y se tiene para la esperanza del proceso [ver, p.e., Skiadas, Giovanis and Dimoticalis
(1994)]
(5.8) E Q t  Q 0expat Q 0exp

γ
 
a
γ 1
2
σ2

t
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que para A  1 da
(5.9) E !X  tγ" X  0γ exp

γ
 
a
γ 1
2
σ2

t
	
y en el caso especial γ 1 obtenemos
(5.10) E

1
X  t
	

1
X  0e
 
a σ2

t
OBSERVACIONES
1. Estos procesos que hemos estudiado como soluciones de ecuaciones de Itoˆ tienen
funcio´n de transicio´n estacionaria, son homoge´neos. Esto es natural porque esta´n
regidos por ecuaciones auto´nomas o tiempo-independientes. Entonces, la funcio´n
de densidad de transicio´n puede ponerse en la forma p t;x 0 x [o´ p t;y0 y], pues
p x  tx0  t0  p x  t  t0x0 0  p

x  t x0 0

 p

t ;x0 x

y cambiando t  por t podremos escribir p t;x0 x. Pero en ese caso, en las ecua-
ciones atrasadas de difusio´n (2.3) habra´ que sustituir el te´rmino ∂p

 x  tx0  t0
∂t0
por
 
∂p  t;x0 x
∂t y en la (3.1) el te´rmino
∂p y  ty0  t0
∂t0
por  ∂p t;y0 y∂t .
2. Si en la E.D.E. (2.1) que rige el procesos log-normal generalizado, sustituimos σ
por  σ, el proceso solucio´n de la nueva E.D.E. resultante tiene, evidentemente, el
mismo coeficiente de tendencia A1 t x   a b logxx y el mismo coeficiente de
difusio´n A2 t x  σ2x2 que el anterior, por lo que tiene el mismo generador infini-
tesimal, que determina unı´vocamente la funcio´n de transicio´n, y la misma funcio´n
de densidad de transicio´n que la solucio´n de (2.1). Como son procesos Markovianos
con el mismo espacio de valores y la misma distribucio´n inicial, los dos procesos
tienen la misma ley. Y lo mismo puede decirse de la solucio´n de la E.D.E. (2.2) si
sustituimos σ por  σ. A esta misma conclusio´n se llega sin ma´s que considerar que
cambiar σ por - σ en las E.D.E. (2.1) o´ (2.2) equivale a cambiar W  t por - W  t,
que tambie´n es un movimiento browniano esta´ndar.
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1. INTRODUCTION
The log-normal stochastic diffusion processes have been extensively applied in the
analysis of various economic variables. Their study, when taking as starting point the
transition density function or that of the diffusion and trend coefficients (using Kolmo-
gorov equations in this case) poses certain difficulties as well as huge limitations. We
study herein a more general type of process and we start exclusively from the analytical
expression of an S.D.E. solution.
2. S.D.E. APPROACH. EXISTENCE AND UNIQUENESS OF THE
SOLUTIONS
Let the Itoˆ S.D.E. be
(2.1)
dX  t  a b logX  tX  tdt σX  tdW  t
with X  0  X0     ; a b c constant
where X  t is a process with values in  0 ∞     . In this S.D.E. (2.1), for b  0 the
Malthusian S.D.E., which governs the logarithmico-normal process appears, and for
a  0 we have the Gompertz stochastic model.
The equation makes sense and since its drift coefficient m t x   a b logxx is only
defined for x  0, it is atypical. Thus, in order to prove the existence of a unique global
solution for (2.1), we will apply a state change transformation to this equation [see, e.g.,
Bhattacharya-Waymire (1990), pg. 382]. Thus we define the Y  t  logX  t variable,
and from the Itoˆ lemma, together with (2.1), we obtain
(2.2) dY   µ bYdt σdW with µ = a 
1
2
σ2
with Y  0 = logX  0 = Y0   
which has a unique solution Y  t   t   0, which is a diffussion with drift and dif-
fusion coefficients A1  t y  µ  by and A2  t y  σ2, respectively [see, e.g., Arnold
(1974), pgs. 152-153]. As a result of the above,

X  t  eY t  t   0

is a diffusion
process, the unique solution of (2.1), and with drift and diffusion coefficients m t x 
 a b logxx and σ2  t x  σ2x, respectively.
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3. STUDY OF THE S.D.E. SOLUTION PROCESS
First we will consider an equation similar to (2.2) but with more general initial condi-
tions and taking any to  0 ∞ point:
(3.1) dY   µ bYdt σdW con µ = a 
1
2
σ2
con c.i. Y  t0 = logX  t0 = C
where Y  t0  C is a random variable which is non degenerated and independent of
W  t W  t0   t   t0. From the solution of this equation
(3.2) Y  t  µb  e
btt0

Y  t0 
µ
b σ
  t
t0
ebst0dW  s
	
we deduce that the transition density p y  ty0  t0 of Y  t   t   0, the solution of (2.2),
is the density function of the general variable of the process [see, e.g. Ikeda-Watanabe
(1989), pp. 214-215].
(3.3) Y  t  t0 y0  µb  e
b tt0

y0 
µ
b σ
  t
t0
ebst0dW  s
	
Thus, we have
(3.4)
p y  ty0  t0 
1

πσ2
b

1  e2btt0

exp





 b

y 
µ
b  


y0 
µ
b

ebtt0
2
σ2

1  e2btt0






Also from (3.2), if we give t0 the value 0 and we take into account that Y  0 logX  0
R, we obtain that the solution Y  t   t   0 of the S.D.E. (2.2) is a Gaussian process
with
(3.5) Y  t  µb  e
bt

Y  0  µb σ
  t
0
ebsdW  s
	
whose transition density function is given by (3.4). [For µ  0 and b  0, (2.2) it is
the Langevin equation and the solution process is the Uhlenbeck-Ornstein one: see,
e.g., Bouleau (1988)]. From (3.5) we obtain the statistical characteristics of the process
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Y  t   t   0, in particular the generatrix function of moments of the finite-dimensional
distributions. The X  t   t   0 process, which is the solution of the S.D.E. (2.1) is,
after the preceeding study, log-normally distruibuted


X  t  X  0eY tY 0 X  0 
 eY 0   

and its transition density function p   x  tx0  t0 is deduced immediately
from (3.4). The moments of its finite-dimensional distributions are obtained from gene-
ratrix function of moments of the one-dimensional and k-dimensional distributions of
the Gaussian process Y  t   t   0.
4. THE EQUILIBRIUM DISTRIBUTIONS AND THE STATIONARITY
De (3.5), for b  0, lim
t∞
Var Y  t  ∞ is obtained. (The same occurs for b  0.
For b  0  lim
t∞
Var Y  t 
σ2
2b and limt∞E Y  t 
µ
b . It is concluded, for b  0, that
Y  t ,t   0 and, therefore, X t ,t   0, have non degenerated equilibrium distribu-
tions (convergence in distribution) which are independent of the initial condition. That
is Y  N
 
µ
b  
σ2
2b

and XLog-normal.
Now let the Y  t process, the solution of the S.D.E., be
(4.1) dY   µ bY dt σdW with µ  a 
1
2
σ2
Y  0 C
where C is a given non degenerated r.v. and independent of W  t   t   0. The solution
de this S.D.E. is
(4.2) Y  t  µb  e
bt

Y  0  µb σ
  t
0
ebsdW  s
	
Then, if Y  0 is Gaussian, it holds that Y  t is a Gaussian process. If, moreover,
Var Y  0  σ
2
2b and E Y  0 
µ
b , we obtain
(4.3) Cov Y  t  Y  s  σ
2
2b e
bts and E Y  t  µb  cte
and the Y  t process, the solution of the S.D.E. (4.1), is stationary [see, e.g., Wong
(1971)]. It is the only Gaussian, Markovian and stationary process which is not centred
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on continuous time. (For µ  0 it is centred and we have the U-O process). The same
conditions with Y  0  logX  0, also determine the stationarity of our generalised log-
normal and Gompertz processes.
5. POWERS OF THE LOG-NORMAL PROCESSES
If X  t   t   0 is the solution of the S.D.E. (2.1), we consider the process given by
(5.1)

Q t  A t X  tγt
A t 	 0  γ  t 	 0
with A t and γ  t being real derivable functions for each t  0 ∞. By applying the
Itoˆ lemma, of (2.1) y (5.1), we obtain the Itoˆ differential equation for Q t, that for
constant A and γ is
(5.2) dQ  a b logQQdt σQdW
where a  γ

a
 γ 1
2
σ2
	
b logA and σ  σγ are constant.
Thus we have that the powers of log-normal, generalised or strict (case b=0) processes,
are of the same type.
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