Abstract. The problem of target tracking with the delayed measurements is investigated in this paper. In many practical applications, the measurements may be randomly delayed. In these cases, the standard Kalman Filter cannot be used directly to estimate current states. A novel algorithm based on the delayed measurement is proposed to estimate the current states. In the algorithm, the equivalent delayed measurement is presented as a function of the current state. Then the Kalman Filter which the process noise and the measurement noise are correlative has been deduced. Monte Carlo simulations have been designed and the results verify the effectiveness of the algorithm.
Introduction
In recent years, state estimation has attached considerable attention due to its wide applications in target tracking, communication, control, and so on. Many filter methods are commonly used such as the Kalman filter, the extended Kalman filter and the particle filter. However, all of the algorithms above are based on the assumption that the measurements are transmitted to the filter without any delay. But in practice, this assumption may be wrong. In fact, the measurement delays exist more or less in all of the systems. When the measurement is delayed, the current state cannot be corrected directly by the current measurement. That's because the delayed measurement usually carries the information of a past state. For the delayed measurements problem, a set of solutions have been proposed. Bar Shalom [1] proposed an optimal solution and sub-solutions for one-step delayed measurements. In [2] , an algorithm for the multiple-step delayed measurements was proposed. Challa [3] proposed a Bayesian solution for the out-of-sequence measurements problem. In [4] , Lu has proposed a Kalman filtering for time-delayed linear system. And Zhang applied the out-of-sequence to the distributed fusion system [5] . Another solution is to estimate the corresponding past state using the delayed measurement, and then the current state is predicted by the past state. This algorithm can be described as augment state form [6] . The augment state is to collect the states in several steps as a new state, which will contain both the current state and the past state corresponding to the delayed measurement. Merwe [7] applied the augment state method to the sigma point Kalman filter. However, the augmented state Kalman filter (ASKF) also has its limitation. When the dimension of the state space is very large and the number of the delayed steps is large, the dimension of the augment state will be too huge. That is a cost of storage space and the storage space may not be able to satisfy the costs sometimes.
In this paper, a kalman filter algorithm based on the equivalent measurement equation is proposed. First, the relation between the current state and the past state corresponding to the delayed measurement has been deduced through iterating the system equation. Then the equivalent measurement equation based on the current state will be built. Second, the Kalman filter which the process noise and the measurement noise are dependent is deduced. The new Kalman gain has obtained.
This paper is organized as follows. In Section 2, the mathematical model of the delayed measurement is described. In Section 3, the estimation algorithm for the delayed measurement is 3rd International Conference on Materials Engineering, Manufacturing Technology and Control (ICMEMTC 2016) proposed and the Kalman filter with dependent noise is deduced. Then, in Section 4, the simulation example is presented. The simulation results have shown the effectiveness of the proposed algorithm. Then a conclusion is given in Section 5.
Problem Statement
In this Section, the delayed measurement problem is described. Consider the following discrete time-delay linear system:
is the measurement vector of the sensor, A is the constant system matrix, H is the observation matrix of the sensor, ( ) w k is the process noise, ( ) v k is the measurement noise, t  is the measurement delay. Because the delay cannot be specified exactly, it can be assumed to be a random value which can be described with a PDF.
Assume that all the noises are independent with each other and the initial state is independent to the noises.
Kalman Filter for Delayed Measurement System
This Section first reviews the basic Kalman Filter with no delayed measurements. Then the Kalman Filter for the delayed measurements is deduced.
Consider the linear system described by (1) (2), As the delay is described as a PDF, the delay is a continuous random variable. But the filter step is discrete. So the delay must be approximated. If the amount of time delay is between the filter time step k t and 1 k t  , then the delayed time step k  will be considered to be 1 k  . Consider equation (1) , it can be obtained that:
The relation between the current state and the past state is:
Thus, (6) can be written as:
Then the delayed measurement equation can be written as: ( 1) w k  , the standard Kalman Filter must be updated to adjust the situation which the noises are dependent.
For the equivalent system (1) (12), the state predict is:
From the basic Kalman theory, it is known that the Kalman gain meets:
Where:
Known that:
For (17):
It can be obtained from the dependence of the noises that:
So:
The covariance of the estimated state is:
Simulations and Analysis
This section compares the performance of the proposed algorithm against the standard KF algorithm without any measurement delays. The target moves with a constant angular velocity  , the state vector [ , , , ] T X x x y y    , we can get the system function is: 
and ( ) w t is represented the process noise sequence. We can get its discrete form as: 
and the covariance of the noise is:
where u and 2  are the mean and variance.
The parameters used in the simulations are described as in From the figures above, we can see that when the measurement delay is known to the filter, the error of the estimated state is stable. So the proposed algorithm can track the moving target efficiently. Moreover, when a=0, the time delay distribution is a Gaussian distribution with its mean value being zero. So the time delay is the minimum one among the four conditions in statistical significance. And the error is minimal. When a=15, the time delay is the maximum delay, and the corresponding error is maximal. We can get from the figures above that along with the time delay rises, the error rises.
Summary
In this paper, the measurement delay is considered for the distributed networked Kalman filter. The novel algorithm is proposed to solve the case that the measurement delay is known to the filters. The process of the algorithm has been deduced in detail. Last, Monte-Carlo simulations have been designed, and the results have shown that the proposed algorithm can track the target well. Moreover, along with the time delay rises, the tracking error rises.
