Physical (2011)]. Within mean-field theory, we show how the structure of the condensates evolves from the weak-to the strong-coupling limit, exhibiting a tricritical point at the Mott-superfluid transition. Nontrivial topological structures (Dirac points) in the quasiparticle (hole) excitations in the Mott state are found within random phase approximation and we discuss how interaction modifies their structures. The excitation gap in the Mott state closes at different k points when approaching the superfluid states, which is consistent with the findings of mean-field theory.
I. INTRODUCTION
The possibility of achieving quantum Hall [1] and other topological states [2, 3] in cold-atom systems has been greatly enhanced recently with the realization of synthetic gauge fields in free space [4] [5] [6] [7] [8] [9] and synthetic magnetic flux in optical lattices [10] [11] [12] [13] [14] . In the latter case, the flux per plaquette can approach the quantum limit, large enough to realize the Harper-Hofstadter Hamiltonian [15, 16] that hosts the fractal energy spectrum (Hofstadter's butterfly). With rational flux per plaquette, the lowest subband is topologically nontrivial and can give rise to quantized Hall conductance [1] . Those effects are related to the topological structure of the band structure and can be readily explored with noninteracting fermionic atoms.
The interaction effects on topological states are in general less well understood and in this regard, the cold-atom realization offers an ideal platform for addressing this issue. In optical lattices, the interaction strength can be tuned by adjusting the lattice depth and, if necessary, with Feshbach resonance. Furthermore, cold-atom systems allow the study of bosonic variants and open experimental avenues for investigating bosonic topological states, which have attracted much theoretical attention recently [17] [18] [19] [20] [21] . In the weak-coupling limit, Bose condensation in a uniform flux has been analyzed with Bogoliubov theory [22] . Quantum phases of bosons in a staggered flux lattice has been investigated as well [23, 24] .
In this paper, we study the interaction effects on the quantum phases of bosonic 87 Rb atoms in an optical lattice with magnetic flux that is staggered only along one direction, as was realized recently in Ref. [12] . While the noninteracting band structure is topologically trivial, still-interesting superfluid states emerge in the weak-as well as the strong-coupling limit. In particular, we show how two types of superfluid states in the weak-coupling limit evolve into the Mott-insulating regime through a tricritical point. Collective excitations in the Mott regime are studied in detail and give further evidence for the existence of a tricritical point. Multiple Dirac points are found in the collective excitation and we investigate the effects of interactions on the Dirac points and show that, while their dispersion depends strongly on interactions, their positions in the Brillouin zone remain intact in the Mott regime.
II. SINGLE-PARTICLE PROPERTIES
In the experiment in Ref. [12] , the magnetic flux per plaquette with a magnitude π 2 that is periodic along thê y direction, but staggered along thex direction, is realized with laser-assisted hopping in a superlattice; see Fig. 1 The original Hamiltonian obeys the combined symmetry operations of time reversal T and spatial translation along thex direction by one unit of lattice constant, Tx, namely T
With the transformed Hamiltonian Eq. (1), the spectrum exhibits the symmetry E − (k) = −E + (k + πŷ). The lowest energy states depend on the ratio of J /K [12] . For J /K < √ 2, the ground state is at (q x ,q y ) = (− 
III. MEAN-FIELD PHASE DIAGRAM
The quantum phases of the model with general δk x = δk y has been investigated extensively in the work by Möller and Cooper [24] , where they have used the exact diagonalization technique for noninteger fillings and with isotropic hopping K = J . They concluded that for any magnetic flux the ground state is always a condensate, irrespective of the interaction strength. The condensate, however, may exhibit spontaneous density modulations for general flux. In this work, we concentrate on integer filling and, in particular, we are interested in the transition from superfluid to Mott-insulating states. Let us thus assume the simplest form of interaction, as is appropriate to the optical lattice setting,
where U > 0 is the on-site repulsion.
A. Weak-coupling superfluids
Now, let us discuss the condensate structure in the weak-
there is only a single ground state and the condensate wave function can be written as
where n is the average number per unit cell. The density is uniform and the phase of the condensate modulates along thex andŷ directions with period of eight lattice sites. We label this as the plane-wave phase (PP). On the other hand, when J /K > √ 2, there are two degenerate minima and, in the presence of interaction, a general ansatz for the ground-state wave function can be written as a superposition of two spinor wave functions at momenta (− 
where q is a variational parameter that should be determined, together with C 1 and C 2 , by minimizing the mean-field energy
We note that if q = 0, then ansatz Eq. (4) reduces to Eq. (3). For later convenience, we set |C 1 | = cos α and |C 2 | = sin α; anticipating the relative phase between C 1 and C 2 is irrelevant for energy minimization, as it controls only the displacement of the stripe pattern. The parameter θ (q) characterizes the spin wave function at two degenerate minima and is given by cos
The mean-field energy is then given by
We need to minimize Eq. (5) and they persist towards the Mott-superfluid transition, which is consistent with the inhomogeneous mean-field theory to be discussed below. According to Eq. (4), the density modulates along theŷ direction with form n 4 sin θ cos(2qn), while it stays uniform along thex direction. On the other hand, the phase of the condensate modulates with a period of 8 along thê x direction while it varies in general noncommensurately along theŷ direction.
In the strong-coupling limit, U J,K, the system enters the Mott-insulating regime with one boson per site and a finite excitation gap. Within Gutzwiller-type meanfield theory, the ground-state wave function takes the form | = m,n a † m,n b † m,n |vac . As a result, there is no superfluid order: ϕ A (m,n) = ϕ B (m,n) = 0, where ϕ A (m,n) = a m,n and ϕ B (m,n) = b m,n are the order parameters. Furthermore, the density is uniform. This is, however, no longer the case when the system enters into the superfluid states. In that case, it is possible for the system to develop both the superfluid and the density order and this is indeed what we find within mean-field theory.
B. Mott-superfluid transition and the tricritical point
To investigate how two types of condensate structures discussed above, (i) and (iii), evolve into the Mott state, we make use of the standard mean-field theory and decouple the hopping term as a † couples to its nearest neighbors through the mean fields ϕ A (m,n) and ϕ B (m,n) which are in general nonuniform in space and are determined self-consistently. Unlike the standard Bose-Hubbard model where the ground state is expected to show translational symmetry, consistent with the underlying lattice, the ground state in our case may show modulations because of the complex and nonuniform hopping amplitudes along thex direction, as was shown in the weak-coupling analysis in Sec. III A. The superfluid-toMott-insulating transition, if it exists, is still going to be of the Kosterlitz-Thouless type, albeit with a nonuniform order parameter. As a result, we perform the mean-field calculation on a cluster of N × N square lattices. Assuming initial order parameters (in general, complex) on the N × N cluster, we calculate the new order parameter on a particular site based on the old order parameters at its neighboring sites. We iterate the calculation for each lattice site within the cluster until self-consistency for the entire cluster is achieved. A periodic boundary condition is used in the calculation. We perform our calculation with N = 8 for the results presented in this paper.
The mean-field phase diagram is shown in Fig. 1(b) for an average of one particle per site, n = 2, and one finds three phases. For small K and J , the system is in the Mott-insulating state, while, depending on the ratio of J /K, the strong-coupling superfluid state exhibits two different phases. The PP, which occurs when the ratio J /K is small, has uniform density while the phases modulate along thex and y directions with a period of 8 lattice sites; for a larger ratio J /K, the SP with density modulation alongŷ occurs while the phases modulate alongx with a period of 8 lattice sites. These features are all reminiscent of the weak-coupling superfluid phase and have been checked for larger cluster sizes [26] . The three phases meet at a tricritical point which, within mean-field theory, is at J = 0.07 and K = 0.035. At the tricritical point, two symmetries are broken simultaneously: U (1) symmetry associated with the existence of a superfluid and a Z 2 symmetry associated with the existence of an Ising order parameter describing the existence of density modulations. We defer a detailed study of the tricritical point until later [27] . The fact that a single Mott state makes transitions to two different superfluid states can also be identified from the excitation spectrum of the Mott state. It is expected that the emerging superfluid states will inherit the structure of the softened collective mode from the Mott-insulating state that depends on the ratio J /K. This can serve as further evidence for the existence of a tricritical point.
IV. COLLECTIVE EXCITATIONS
Having established the mean-field phase diagram, let us now discuss the collective excitations in the Mott-insulating phase. Since density is uniform in the Mott regime (one particle per site), the unit cell turns out to be composed of A and B sites, as in the noninteracting case. Let us then define the local basis for the mean-field Hamiltonian H 
in which δ i 's are the four unit vectors which point outwards from a particular site; t χ δ i
gives the hopping amplitude from a site with sublattice index χ , along the direction δ i , to its neighboring site with sublattice index χ i [see Fig. 1(a) ]. The function B σ σ χ (ω) is given by
where the average is taken over the mean-field ground state. The excitation spectrum is determined implicitly by setting det[G −1 (ω,k)] = 0. In the Mott regime, there is no superfluid order and the situation simplifies considerably. Equation (7) 
and the matrix J is given by
As a result, the excitation spectrum is determined by det(1 + B) = 0 and we denote it as E(k). There is also a similar branch for the Green function G +− , whose solution is given by E (k). We note the following relation E(k) = −E (−k) and concentrate on E(k) below.
In Fig. 2 , we show the two branches of quasihole excitations closest to zero energy. One particular feature that is worth noting is the appearance of Dirac points in the excitation spectrum at the positions corresponding to the noninteracting case or their symmetry-related points [see Fig. 2(a) ]. The dispersion close to the Dirac point is linear and can be characterized by two velocities v x,y along k x,y , respectively. While the positions of the Dirac points are unaffected by the strong interactions, its dispersion is significantly renormalized from the noninteracting values, as shown in Fig. 2(b) . In the deep Mott regime U J,K, quasiparticles are essentially doublon and hole [30] , which hop with a phase relation that is the same as in the noninteracting case, apart from the renormalization of the amplitudes and an overall energy shift. As one approaches the Mott-superfluid transition boundary, the Dirac cone becomes sharper. Surprisingly the "anisotropy" of the Dirac cone,
remains the same as in the noninteracting case. In Fig. 2(c) , we plot the quasiparticle and quasihole excitation closest to zero energy along a representative path in the first Brillouin zone, connecting symmetry points
,0), and X = ( π 2 ,π ). As expected, a finite gap always exists in the Mott-insulating regime and there is no particle-hole symmetry.
The above features can be understood from the structure of the Green function G −+ . Its inverse can be written as and we find h x = H x , h y = H y , and h z = H z , the same as in the noninteracting case. With this, it is straightforward to conclude that the Dirac points will remain at their original positions and, in addition, the quasiparticle excitations have the same spinor wave functions as that of a single particle.
Finally, let us discuss the behavior of collective excitations close to the Mott-superfluids transition and show how it is connected to the emergent superfluid states. Figure 3(a) shows that for fixed ratio J /K = 1, the excitation energy approaches zero at momentum (− π 4
,− π 4 ), which corresponds to the modulations of the plane-wave phase. On the other hand, for fixed ratio J /K = 2 [see Fig. 3(b) ], the excitation energy approaches zero at two distinct k points (− 
V. CONCLUSION
We have shown how weak-coupling superfluid states evolve into the Mott-insulating state in a Bose-Hubbard model with synthetic staggered flux. It is predicted that a tricritical point exists where the plane-wave state, the striped state, and the Mott-insulating state terminate. While excitations in the Mott regime give further supporting evidence of the existence of a tricritical point, further studies are necessary to illustrate its nature. The effects of interaction on topological Dirac points are quantified and discussed.
