By using the theory ofjinite5eld Fourier transforms, the subject o f error control codes is described in N 
Introduction
Fourier transforms have found wide application in signal processing and in the study of communication waveforms; study of these transforms has been well rewarded. A close analogue of the Fourier transform can be defined on the vector space of n-tuples over the Galois field GF(q) whenever n = qm -1 or a submultiple as was noticed by Pollard [I] . Transforms over Galois fields have recently been introduced into the study of error control codes as a vehicle to reduce decoder complexity first by Gore [ 2 ] , and later by Michelson [ 3 ] , Lempel and Winograd [4] , and Chien and Choy [5] . However, these transforms can be made to play a much more central role in the subject. Known ideas of coding theory can be described in a frequency domain setting that is much different from the familiar time domain setting, but closely related to treatments based on the so-called . Cyclic codes can be defined as codes whose codewords have certain specified spectral components equal to zero. Alternant codes (and Goppa codes) can be given a similar interpretation. Also, the decoding of many codes (including BCH, Reed-Solomon, and Goppa codes) can be described spectrally.
This emerging viewpoint is welcome and important for a number of reasons. Firstly, any new vantage point on an established discipline will usually bring new insights. Thus, existing codes can be classified in yet another way, and hence interrelationships can be seen in a new light. Secondly, there are strong pedagogical advantages since most engineers are well versed in transform techniques, especially those dealing with waveform design or signal processing. Thirdly, computational or implementation advantages often are found in a frequency domain decoder. Certainly, it is important to know as many decoder techniques as possible so that the simplest can be chosen for a given application. Finally, new codes, algorithms, and techniques can be sought from another point of view. This paper will begin with some tutorial sections that develop part of the subject of error control codes in a transform setting. First of all, we want to set up the viewpoint, terminology, and analogies with signal processing theory so that the new results that come later can be explained easily. But we also hope to stimulate interest in and to accelerate the development of a spectral point of view to coding and to popularize the ideas of [2, 41 and [5] . It is our belief that the spectral formulation and terminology bring the subject much closer to the subject of signal processing and make error control coding more accessible to the nonspecialist in coding theory.
Solomon codes. A new technique for correcting erasures and errors is described. This technique requires virtually no additional complexity over the decoder for correcting errors only.
We also describe techniques for decoding codes, including Goppa codes, beyond the designed distance;
techniques for modifying the definition of BCH codes so that the decoder is simpler; and techniques for designing codes of very long blocklength that, although weak in performance, can be decoded using arithmetic in small fields. These techniques are described for their own merits, but they are also presented as evidence supporting our claim that the spectral point of view is quite rewarding and worth further development.
Finally, by the examples discussed and the general tone of the paper, we hope to underscore our view that it is as important to massage codes to fit known decoding algorithms as it is to seek new codes with good properties but having no known practical decoders.
Finite field transforms
The Fourier transform plays a basic role in the study of real-valued or complex-valued signals when the time variable is continuous, and the discrete Fourier transform plays a parallel role when the time variable is discrete. Fourier transforms also exist for functions of a discrete index that take values in a finite field. Such transforms are very useful in the study of error control codes, but they are less well known than Fourier transforms over the complex field, and so we review them in this section. The basic ideas appear earlier in [l] .
Recall the definition of the discrete Fourier transform of a vector of complex numbers i=O where here j = . The Fourier kernel is an Nth root of unity in the field of complex numbers. In the finite field, GF(q"'), an element N of order n is an nth root of unity. Drawing on the analogy between and 01, we have the following definition.
Definition I Let e = { p i I i = 0, . . ., n -1) be a vector over GF(q), where n divides qTn -1 for some rn, and let a be an element of GF(qi") of order n. The finite field Fourier transform of the vector e is the vector over GF(q"'), E = {Ej I,j = 0, . . ., n -I}, given by n-1 Ej = 1 ai'ei j = 0, . . ., 11 -I . 
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For simplicity of exposition, we will usually restrict attention to values of n satisfying n = qm -I . These values of n will be called primitive blocklengths. Then a is a primitive element of GF(q"). It is natural to call the discrete index i "time" and e the time domain function or the signal and also call the discrete index j "frequency" and E the frequency domain function or the spectrum. Just as real-valued functions can have complex-valued Fourier transforms, so too can GF(q)-valued signals have GF(q"')-Valued Fourier transforms.
Theorem I
Over GF(y), a field of characteristic p , a vector and its spectrum are related by
Proof Recall that in any field,
and by definition of cy, ar is a root of the left side for all r.
Hence ar is a root of the last term for all r # 0 modulo n. But this is equivalent to
x arj = 0 r # 0 modulo rr,
which is not zero if n is not a multiple of the field characteristic, p . Using these facts, we have
Finally, if the field has characteristic p , then for some integer s , q -1 = p s -I is a multiple of n , an4consequently n is not a multiple of p . Hence n modulo p # 0. This proves the theorem. The Fourier transform has many strong properties which carry over to the finite field case. Suppose that
Then
We then have the convolution property with the understanding that all subscripts are interpreted modulo n (or equivalently, that the spectra are defined for all k and are periodic with period n). There is also a Parseval formula. From the convolution,
When dealing with polynomials, the polynomial e(x) = ciI~,x'"' + . . . + c,x + e,, is associated with a polynomial E(x) = En-I~"" + . . . + E l s + E, by means of the finite field Fourier transform. This polynomial is called the spectrum polynomial or the associated polynomial of ~'(x). It was introduced to the study of error control codes by Mattson and Solomon [6] , although not in the terminology of the Fourier transform.
The following theorem relates the roots of these polynomials to the properties of the spectrum. Thus, in the finite fields, when one speaks of roots of polynomials or of spectral components equal to zero, one really speaks of the same thing, but the terminology and the insights are different, and the two notions appeal to different audiences.
Cyclic codes
A code over GF(4) is a set of time domain signals of length n called codewords. If a Fourier transform exists for length n , then each codeword has a spectrum in an extension field GF(4"') called the frequency domain codeword. A cyclic code is a code such that the linear combination of two codewords is a codeword, and the cyclic shift of a codeword is a codeword.
A cyclic code over GF(4) is conventionally described in terms of a generator polynomial g ( x ) over GF(q) of degree 17 -k . Every codeword is represented by a polynomial of degree 17 -I , written as C(S) = s(.x)g(x), where s(x) is a signal polynomial of degree k -1. This is a convolution in the time do,.lain Therefore, in the frequency domain, the encoding operation can be written as a product Cj = Cisj. For fixed generator G,, any spectrum that satisfies this expression is a frequency domain codeword, provided that all components in the time domain are GF(q)-valued. Because the signal spectrum S, is arbitrary, the only significant role of Gj is to specify frequencies where the codeword spectrum Cj is zero. Thus, we can define a cyclic code alternatively as follows. Given a set of spectral components j , , . . ., jrl-k called parity frequencies, the set of words over GF(y) whose spectrum is zero in components .I,. ' . ' , j,,-k is a cyclic code.
Notice that although each codeword in a cyclic code is a vector over GF(4), the spectrum is a vector over GF(4"'). Hence, we may think of a cyclic code as the set of inverse Fourier transforms of all spectral vectors that are constrained to zero in several prescribed components provided that said Fourier transforms are GF(q)-valued. It is not possible to choose any spectrum that is zero in the prescribed components; some of these may have inverse transforms with components that are not in GF(4).
However, if rn = I , that is, if n = q -I , then every spectrum consistent with the constraints yields a codeword. One may encode by filling the unconstrained components of the spectrum with information symbols and then taking the inverse transform as illustrated in Fig. I .
The most popular class of cyclic code is the class of BCH codes. From the spectral point of view we have the following definition.
D&ition 2 A primitive f-error-correcting BCH code of blocklength n = 4'" -1 is the set of all words over GF(q) whose spectrum is zero in a specified block of 2t consecutive components.
301 Figure 2 Hamming (7, 4) code in the frequency domain.
The adjective "consecutive" is the key one in specializing the definition of a cyclic code to that of a BCH code. It is well known that a BCH code corrects terrors. In the next section we give the proof couched in spectral terminology. The remainder of this section is concerned with encoding.
First suppose that ti = y -1 (or possibly a submultiple of q -I). The BCH code is then known as a Reed-Solomon code. The encoding is as follows. Some set of 22 consecutive frequencies (e.g., the first 2r) are chosen as the symbols constrained to zero. The information symbols are loaded into the remaining I I -2t symbols, and the inverse Fourier transform is taken to produce a (nonsystematic) codeword.
For the more general BCH code, the encoding is more complex. Again, 2t consecutive locations are chosen to be zero. The remaining symbols must be chosen to represent the information only in those q'' possible ways that have GF(q)-valued transforms; but of course we do not wish to do this by trial and error.
Recall that over the complex numbers, a function V ( f ) has a real-valued transform if V'"( -, f ) = V ( , f ) . The analogous condition is given by the following well-known theorem. which may be found in [7] . Using Theorem 3, we can easily construct the Hamming (7, 4) code in the frequency domain. This is shown in Fig. 2 . Frequencies C , and C, are chosen as parity frequencies so that a single error can be corrected. The information is contained at frequencies C,, and C,. The remaining frequencies are constrained by Theorem 3. Theorem 3 also requires that Ci = C, so that C,, can only have the value 0 or 1. Thus, the equivalent "bit content" of C, is one bit. The equivalent bit content of C, is three bits. Thus, the four information bits of the Hamming code can be used to uniquely specify the spectrum. The information bits are inserted into the frequency domain rather than the time domain.
In the general case, the integers modulo n are divided into conjugacy classes of the form
If the spectral component Cj is specified, then every other spectral component whose index is in the conjugacy class of; must be a power of Cj and hence cannot be separately specified. (It is suggestive to use the term "chord" for the set of frequencies whose indices are in the same conjugacy class.) Further, if the conjugacy class has r members, then we must have Thus, to specify an encoder, we break the first q"' -1 integers into conjugacy classes, and select one integer to represent each class. These representatives specify the uniquely assignable symbols. To form a BCH code, a block of 2t spectral components are chosen as parity frequencies and set to zero. The remaining assignable symbols are information symbols, arbitrary except for occasional constraints on the order. All other symbols in a chord are not free; they are obligatory frequencies. Table 1 shows the situation for GF(64). If we choose the first column as free symbols and take C,, C,, C,, C,, C,, and C, as parity frequencies, then we have a tripleerror-correcting BCH code. Then C,,, C,, C,, C,,, C,,, C,,, C,,, C,:,, C,,, and C,, are the information symbols. C, and C,, must be symbols of order 2 . C,, must be an element of order 3. C, must be an element of order 1 . All other symbols are arbitrary elements of GF(64). It requires a total of 45 information bits to specify these symbols. Hence, we have the (63, 45) t = 3 BCH code.
After these free symbols are loaded, the obligatory symbols are padded with appropriate powers. The complete spectrum is then transformed into the codeword.
Decoding in the frequency domain
The BCH bound is proved very simply and intuitively in the frequency domain. This proof is a variation of a time domain proof of Chien [8] that we have transferred into the frequency domain. "
Interpreted as a vector, A is a frequency spectrum which is judiciously defined so that its inverse transform A = { A i } equals zero (by Theorem 2) at every time i, at which C, # 0. The product Aici in the time domain is zero; therefore, the convolution in the frequency domain is zero.
,,-I
But the vector A is nonzero only in a block of length at most d and A, = 1 so that Table 1 Structure of spectrum over GF(64).
Free
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This is the equation of a linear feedback shift register that generates all the Cj from any block of them of length d -I . But C is zero in a block of length d -I . Using this block as an initial condition, the linear feedback shift register generates all the rest; hence, all terms of C are zero, and c must be the all-zero vector.
Now consider the task of decoding a received word for a BCH or Reed-Solomon code. The original decoding technique described by Reed and Solomon [9] had a strong frequency domain flavor, but thereafter techniques evolved primarily in the time domain, although some frequency domain variables (the syndromes) do creep in. What amounts to a frequency domain decoder was first proposed by Mandelbaum [IO] , though in the terminology of the Chinese Remainder Theorem. Such a decoder was implemented in a computer program by Paschburg Consider decoding a received word r, = c', + e,, i = 0, . . .. n -I , consisting of a codeword and an error word. Figure 3 shows a comparison of a time domain implementation of a BCH code, a frequency domain implementation, and several hybrid implementations. In the frequency domain implementation, one first computes R, the transform of the received word r. The transform consists of the transform of the codeword and the transform of the error:
Since codeword C, is zero on a block of 2t components (say from 1 to 2t), we have 2t known values of E, called the syndromes:
Suppose there are v 5 t errors. As in the proof of Theorem 4, define the error-locator polynomial A(x):
Since in the time domain hi = 0 whenever ei # 0, we have Xiei = 0 and so
j=0
(It does no harm to sum out to n -1 even though Aj = 0 for j > r.) The convolution is a set of n equations in n -t unknowns: t coefficients of A(x) and n -2t components of E. Of the n equations, there are t equations that involve only components of A and known components of E, and these are always solvable for A . The remaining components of E can be obtained by recursive extension; that is, sequentially computed from A using the above convolution equation. This computation can be described as the operation of a linear feedback shift register with tap weights given by the coefficients of A . In this way Ej is computed for all j , and Cj = Rj -E,. An inverse Fourier transform completes the decoding.
The key step of computing A from the known 2t components of E can be done by the elegant algorithm of Berlekamp [ 121 which was described in terms of shift registers by Massey [13] . We will discuss some modifications of this algorithm in later sections, so we restate it here. 
A proof can be found in [ 121 or [ 131. If Sj,+l, . . ., SJO+*, are the syndromes of a codeword for which at most t errors occurred, then A'*')(x) has degree equal to the number of errors and
The decoder can be used with an encoder that is either in the time domain or the frequency domain. If the encoder is in the frequency domain, then the information symbols are used to specify certain components of the spectrum whose inverse transform then gives the time domain codeword. With this scheme, the corrected spectrum is the information. The decoder does not have an inverse transform. The frequency domain encoder may be simpler than the time domain encoder if n is composite because a fast transform may be simpler than a convolution.
The final circuit of Fig. 3 shows a hybrid implementation. Here the transform of the error pattern is computed by recursive extension in the frequency domain, but the correction is done in the time domain. This circuit is similar in appearance to the first circuit, but the development has been much different. The syndrome generator is the same as the direct transform. The Chien search is essentially the same as the inverse transform. It is a v x n transform with a GF(q"')-valued output vector compared to an n X n transform with a GF(q)-valued output. The fourth circuit has the advantage of a simpler appearance than the first.
In view of the many variations summarized by Fig. 3 , the designer has a number of options from which to choose. It should be obvious that his choice will depend not only on the code parameters such as blocklength and minimum distance, but also on how the implementation is divided between hardware and software, and even on the type of circuitry available to him.
Notice that each of the circuits of Fig. 3 has both a Fourier transform and an inverse Fourier transform, though in some cases these appear under the names "Chien search" or "syndrome generator," and in some cases not all of the output components need be computed. Thus, one needs efficient methods for computing the Fourier transforms. As is well known, the Fourier transform can be efficiently computed by a fast Fourier transform algorithm whenever n = q"' -1 is composite, and this is sometimes used to justify choice of a composite blocklength. But even when q"' -1 is prime the transform often is still practical. Circuitry to implement the full n x n matrix multiplication can be quite simple for moderate n. For example, when n is prime and a has a square root f i , one can also use the chirp transform. This is a convenient variation of the Fourier transform based on the calculation
The term on the left can be easy to implement in hard- 
p-J ( n multiplications).
the sharp insight allows us to propose a simple adaptation of the Berlekamp-Massey algorithm so that both erasures and errors can be decoded with virtually no hardware other than that required for the errors-only decoder. Erasure and error decoding BCH codes also are used for protection with channels that make both erasures and errors. A decoding algorithm for this purpose was discovered by Forney [ 141. The derivation is manipulative and difficult to understand intuitively since it introduces some new variables in an arbitrary way. By transforming the discussion into the fre- 
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I Let w be any vector that is zero at every erased location and otherwise nonzero. In particular, define w as follows. Let U, = ail, I = I , . . ., p, denote the erasure locations. Define the erasure-locator polynomial
This is defined so that the inverse transform of the vector fi has components mi equal to zero whenever vi Z 0. Therefore, oivi = 0. Then
where we have defined the modified received word r: = wiri, and the modified error vector e: = mipi. The modified error vector e' has errors in the same locations as e. The problem now is to decode r' to find e'. In the frequency domain
But L(1 is nonzero in a block of length p + 1 and by construction of a BCH code, C is zero in a block of length 2t.
Consequently, fi * C is zero in a block of length 2t -p. In this block, define the modified syndrome T, by Ti = R:.
Hence, just as in the errors-only case, from these 2t -p known values of E' we can find the error-locator polynomial A(x) provided the number of errors is less than (2t -p ) / 2 . Once the error-locator polynomial is known, we can combine it with the erasure-locator polynomial and proceed as in the errors-only case. To do this, first define the error-and-erasure-locator polynomial T(x) = a ( x ) A ( x ) . The inverse Fourier transform of r is zero at every erasure or error. That is, y i = 0 if e, # 0 or vi # 0.
Therefore, yl(rl + u i ) = 0 , r * (E + V) = 0, and r is nonzero in a block of length at most 2t -p + 1. Hence, the 2t known values of E + V can be recursively extended to n values by using this convolution equation and the known value of r. Then
An inverse Fourier transform completes the decoding.
The step of computing the error-locator polynomial from the modified syndromes can use the BerlekampMassey algorithm. However, it is possible to do much better by combining several steps. To describe how to do this it is necessary to refer back to the procedure of the Berlekamp- The resulting decoder is shown in Fig. 4 . The only change from the decoder for errors only is the computation of the erasure-locator polynomial, which is trivial compared to other decoding computations.
Finally, notice that it does not matter what symbol actually appears in an erased symbol; it can be set to the most likely estimate of the received symbol, if the application uses this information to assess the probability of correct decoding.
Alternant codes
The decoding techniques we have described apply not only to BCH codes, but also to alternant codes. Alternant codes comprise a class of linear codes introduced by The alternant codes can be decoded just as the BCH codes. All that needs to be added is a step to modify the syndromes by the inverse of the vector h either by multiplying in the time domain or convolving in the frequency domain. No other change is necessary. Hence, any frequency domain or time domain BCH decoder can decode alternant codes out to the designed distance 2t + 1 . However, since the appeal of alternant codes lies in their much larger minimum distance, it is not clear that an alternant code used with a BCH decoder has any advantage over a BCH code used with a BCH decoder. Alternant codes will not have practical importance until a constructive procedure is found for obtaining the good ones, and a decoding algorithm is found for decoding beyond the designed distance. Some small steps in this direction are discussed in the next section. 307
Decoding beyond the BCH bound
If every codeword in a code % has a certain set of 2t contiguous spectral components equal to zero, then by the BCH bound, the minimum distance of the code is at least 2t + 1 and most of the common decoding algorithms will correct up to terrors. However, the minimum distance of the code might actually be larger than 2t + I , and in any case some patterns of more than t errors may be correctable.
The variations that can occur are illustrated by the following four examples: I. A binary BCH code with all of the parity frequencies in a block of length 2t but with the actual minimum distance larger than 2t + I . (The Golay code is an example of such a code.) 2. A cyclic code with parity frequencies that are not contiguous.
3.
A decoder for some of the (t + I)-error patterns in a terror-correcting Reed-Solomon code.
4.
A decoder for an alternant code such as a Goppa code.
Berlekamp [I21 discusses decoding of BCH codes beyond the BCH bound by forcing appropriate constraint equations in the frequency domain to be satisfied, but the techniques quickly become unmanageable as the number of errors increases beyond t. Hartmann [I81 gives some closely related frequency domain techniques that again involve searching through sets of nonlinear equations for solutions. We will describe here some time domain decoding techniques that decode BCH or alternant codes a small distance beyond the designed distance. These techniques are motivated by [12, 181, but for some applications the complexity appears to grow more slowly as the number of errors increases beyond t. The basic idea is to add extra discrepancies as unknown variables, decode in terms of these variables, and then solve for the variables by some kind of search over low weight error patterns and when available, by using a priori facts such as that the codeword is GF(q)-valued. We will only discuss the decoding of errors; if desired, the ideas of the previous section may be added to decode erasures as well.
We start the discussion with a Reed-Solomon code of designed distance 2t + I . Then any polynomial A(x) of degree t + u with t + u distinct roots is a legitimate errorlocator polynomial if
x AjST-j = 0 r = I + t + u ; . . , 2 t .
The smallest-degree such polynomial (if there is one) corresponds to the maximum-likelihood codeword. If it is of degree at most t , this polynomial is produced by the where we have used the general fact that if E: = EJ-l then the inverse transform satisfies = a-ic~i. We must now choose the unknowns, if possible, so that the error pattern contains at most t + 1 nonzero components. If deg A 5 t and the number of distinct zeros of X"" equals the degree of A"'), then the number of errors equals the degree of A"". This case is easily checked. '211 If there is only one solution for with t + 1 zero components and a corresponding A'2t+2'(x) of degree t + I , a unique pattern of t + I errors can be found. Let A2(+1 = a , = akz whenever they are nonzero. The cases to be considered are Then A'2'+2'(x) can be used to recursively extend the syndromes, starting from the known syndromes, and using Searching through the four cases above appears quite tedious to the reader, but is very orderly and simple in structure, and shift register circuits can be easily designed to search for a solution. One can organize the search in a variety of ways. Among the possibilities, one of the less obvious is a histogram approach. For example, with case 4, for each value of k , prepare a histogram of (Ai2" -(Y *(Y h ' )-I (a?A~").Any component k , of the histogram that takes the value t + 1 corresponds to a possible t + 1 error pattern.
The decoder can be further extended to decode t + u errors. Although the equations become lengthy, it seems that such an approach may be practical out to t + 3 or t + 4 depending on the blocklength of the code. Now consider binary codes. These differ from ReedSolomon codes in that the decoder can be simplified as described below, and also because many of the t + u error patterns found may correspond to nonbinary error patterns and so must be discarded. When treating binary cyclic codes, we will make use of the fact that the Berlekamp-Massey algorithm of Theorem 5 can be simplified because A,, = 0 for all even r. Published proofs of this important fact [7, 121 are quite lengthy. An easy proof is given in the following theorem. 
Proof
On the other hand,
But by symmetry every term in the sum with i # k appears twice, so in GF(2"') those two terms add to zero. Hence, only the diagonal terms contribute, and i = l which agrees with the expression for S', and so proves the theorem.
Thus, for even r , A,, is zero and we can analytically combine two iterations to give, for even r , A'"'(x) = A'""(.x) -A,-lxB(r-Z)(~r), B'"(x) = (1 -fir-l)~x-2B(T~2)(x) + fir-,X2Ar;, A("*'(X). Now suppose that we have a binary BCH code of designed distance 2t + l , and we wish to correct all patterns of t + I (or fewer) errors whenever they are uniquely decodable. The only measurement data available to the decoder are contained in the 2t syndromes SI, S,, . ' ., Stf. All other frequencies either can take on arbitrary values or are completely determined from the syndromes by the constraints. The algorithm can be iterated again to give A'2'+2'(x) = A'2')(x) ~ A,,+,XB'~"(X).
Transform the frequency domain vector A;'+" by transforming the components on the right to get y + 2 ' = + A2,+lN-lh)"" and suppose a pattern oft or fewer errors was not found.
Prepare a histogram of arA~"/hi2" over the nonzero components of GF(4). If one component (or more) of the histogram equals t + I , this corresponds to a candidate error pattern for that value of At+l. For each of these candidates, the corresponding polynomial A"'+"(X) can then be used to extend the syndromes in the frequency domain. Those cases that do not satisfy the conjugacy constraints can be discarded at this point. An inverse Fourier transform for each candidate gives an error pattern. If it is unique, it is the correct error pattern.
Next consider a binary code for which the parity frequencies are not contiguous. An example is the (63, 28, 15) binary cyclic code with parity frequencies C,, C:$, C,, C,, C,, C , , , and C Z l . This code should be preferred to the (63, 24, 15) BCH code because of a superior rate, but the BCH code might be chosen because of its well-known decoding algorithms. However, with a little extra complexity, we can modify a frequency domain BCH decoder to handle the (63, 28, 15) code. Using the procedure discussed above, all patterns of seven or fewer errors that agree with the twelve contiguous parity frequencies are found. Then S,, is computed for each of these candidates. Only one will agree with the measured value of S Z l .
The same ideas apply to a BCH code with more than t + I errors. To extend the decoder more than one error beyond the BCH bound requires more complex equations, but to go a small distance they are still quite manageable. For t + 2 errors, and and search for values of the unknowns that have t + 1 or t + 2 components of A12t+4' equal to zero. Many of these will correspond to nonbinary error patterns and so must be rejected later.
Finally, we come to Goppa codes. Let G(x) be the Goppa polynomial, and from the spectrum of the received signal R j , let the syndromes be computed by
(or instead, in the time domain, multiply to find gA1ri = h,ri). Decode beyond the designed distance just as for the Reed-Solomon code. The simplifications to the Berlekamp-Massey algorithm for BCH codes due to conjugacy constraints do not apply. In general, one can expect that many candidate error patterns with t + I errors will initially be found. For each of these, the filtered syndromes can be extended; then the inverse Fourier transform is taken and multiplied by si. No more than one pattern o f t + 1 errors can be binary. Alternatively, working in the frequency domain, the filtered syndromes can be inverse-filtered using G as the tap weights of a finite impulse response filter. This convolves G with the filtered syndromes. The filter output must satisfy the conjugacy constraints or be rejected. Only one candidate error pattern will survive this test. An inverse Fourier transform gives the time domain error pattern.
Codes based on multidimensional transforms
Multidimensional Fourier transforms also can be used to define error control codes. We shall consider several examples, but the most familiar example is the two-dimensional product code. This is a two-dimensional array of elements from GF(q) such that every row is a codeword in a code El and every column is a codeword in a code (e2. A cyclic product code is a product code in which the rows and columns are from cyclic codes El and (e2. To ensure that the cyclic product code is actually cyclic, one imposes the condition that the number of rows and the number of columns are relatively prime. But, for a general multidimensional transform code, the dimensions need not be relatively prime.
Multidimensional transforms have been used for the study of error control codes in the guise of the MattsonSolomon polynomial. A treatment of cyclic product codes with two-dimensional transforms can be found in Lin and Weldon [ 191. Papers by Delsarte, Goethels, and MacWilliams [ZO] and by Kasami, Lin, and Peterson [ZI] are representative of the use of multidimensional transforms. For simplicity, we will limit discussion to the two-dimensional transform.
Let e,,, be an n X n ' , two-dimensional array, which will be called a two-dimensional time function, where n and n' both divide 4"' -1 for some m. Let p and y be elements of GF(q"') of order n and n' respectively. The array will be called the two-dimensional spectrum and the indices j and j ' are the frequency variables. It is obvious that by inspection of the one-dimensional inverse transform.
We can choose n = n' = q"' -I. Then p = y = a , a primitive element, and Consider a two-dimensional spectrum over GF(q). For definiteness we will illustrate with GF(8) and n = 7 as shown in Fig. 5(a) . Each square in the grid contains an octal symbol. We define a code by selecting a set of N -K of these components to be (two-dimensional) parity frequencies, which are constrained to be zero as in Fig. 5(b) .
The remaining set of K components are filled with K information symbols, and then the inverse transform (twodimensional) is taken. The time function is the codeword corresponding to the information symbols. Clearly, this is a linear code, and any choice of the parity frequencies defines another linear code. In general, these codes are not cyclic codes.
If the code is in a subfield of GF(q) [GF (2) is the only subfield of GF (8)], one must restrict the set of codewords to those that have only components in the subfield. This is a subfield-subcode. One could also extend the idea of an alternant code to a multidimensional alternant code by multiplying by a two-dimensional template before extracting the subfield-subcode.
For an example, as shown in Fig. 6(a) , choose all of the elements in a set of vertical stripes and a set of horizontal stripes to be panty frequencies. All the two-dimensional time domain functions with these frequencies equal to zero are the codewords. That is, for each parity frequency j'. This can be interpreted in another way by defining the two-dimensional polynomial e(x, y ) = 1 1 ~~, , x~y~' so that the code satisfies e(a', a'') = 0 for every j and every j ' that are parity frequencies. Since the parity frequencies were defined on vertical and horizontal stripes, we have
for every j and every j ' that are parity frequencies. But this says that for fixed i, eii, is a cyclic code and for fixed i ' , eii, is a cyclic code. That is, e,,, is a product code. Product codes were studied by Elias [22] , who showed that the minimum distance is the product of the minimum distances of the two codes. It was proved by Burton and Weldon [23] that if dimensions n and n' are relatively prime, then the product code of two cyclic codes is equivalent to a cyclic code.
If we take the stripes of parity frequencies to be contiguous, then we have a code that is the product of two Reed-Solomon codes. Figure 6 (b) illustrates a (49,25) d = 9 code over GF(8) defined spectrally. Each of the 25 information symbols can be loaded with an octal information character, and the result is transformed to the time domain to obtain the codeword. Table 2 Structure of two-dimensional spectrum over GF(8).
Bit contrnl
Bit content
The same structure can be used to obtain a code over GF (2) by selecting only those codewords that are binary. To do this constructively in the frequency domain, only an independent set of frequencies may be specified. Theorem 3 is easily extended to a two-dimensional version which requires that
from which we can construct Table 2 . Each row of the table shows a constrained set of frequencies. Any member of the row can be chosen as parity or as an arbitrary 31 1 information symbol. The remaining symbols in a row are not arbitrary. The frequency C,,o can only be 0 or 1 because it is its own square. The remaining information symbols are octal. Altogether 49 bits specify the spectrum, but of course some of these are panty and contain no information.
Figure 6(d) shows the specialization of Fig. 6(b) to a binary code. There are only 16 open frequencies which, because of the constraints, can encode 16 bits. This is a consequence of the fact that row 1 and column 1 have their parity symbols scattered among different rows of Table 2 . The code is an unimpressive (49, 16, 9) code.
The second case, illustrated in Fig. 6(c) , is a dual to the idea of a product code. A rectangle a frequencies high and h frequencies wide is chosen for the set of parity frequencies. It is easily seen that the minimum distance satisfies
Hence the example gives (49,45,3) code over GF(8). The binary subfield subcode is a (49, 39) d 2 3 code.
In the next two sections, we will make use of two-dimensional codes to introduce some new codes with special properties.
Fast BCH codes
We have seen that for any BCH code, the encoderldecoder involves two Fourier transforms, possibly realized as a Chien search or as a syndrome computer. If n is composite, then a fast algorithm can be used for the Fourier transforms so as to reduce considerably the computational load. However, the fast Fourier transform requires some adjustment terms when the factors are nonbinary. (Finite field transforms normally have nonbinary factors.) This is only a minor problem, but it does disrupt the otherwise orderly organization of the calculations. If it can be eliminated at no cost, it should be.
To see the adjustment terms, consider the Fourier transform Ej = 2 aijei, and suppose n = n'n". Replace each of the indices by a coarse and vernier index as follows:
.,
, n' -1,
Expand the product in the exponent and let a'" = 7 , an" = /3. The term a"'"'""~' = 1 and can be dropped. Then Er, , , j, +j, , = 13i.j, [ai, jo, y .
Notice that the inner sum is an n" X n" Fourier transform for each value of i' and the outer sum is an n' X n' Fourier transform for each value of if'. The factor multiplying the inner sum is a minor nuisance. We can make it vanish simply by changing the definition of the BCH code. We will define an equivalent two-dimensional code, whose performance properties are the same as a BCH code and which circumvents the need for the extra compensation factor.
Let n = n'n" where n' and n" are relatively prime. Let the code consist of all two-dimensional GF(q)-valued time
that the two-dimensional transform {Cjj,} satisfies where the subscripts are modulo n' and modulo n", respectively. This is a linear t-error-correcting code which is different from a BCH code in only a trivial way. The rate and minimum distance are unchanged. The rate is the same because of the following theorem.
Theorem 7 The two-dimensional conjugacy class of j modulo n' and j modulo n" has the same number of elements as the conjugacy class of j modulo n'n''. Proof Let r be the smallest integer such that both 2"' = j modulo n' and 27 = j modulo n" are satisfied. Let s be the smallest integer such that 27 = j modulo n'n". Then 27 = an"'' + j , and 2;; = bn'n" + j for some a and for some b.
Obviously, the smallest such rand the smallest such s are identical.
We show the distance of the code is at least 2t + I by showing a decoding procedure for t errors. Given a received word with two-dimensional transform R,,, define the syndromes Sj = R(J mod ~, , mod n,,), j = I , . . ., 2t. Use the Berlekamp-Massey algorithm and a recursive extension to obtain Sj, 1 , . . ., n ; and set E(jmod n,, jmod ,,,, ~ = Sj, j = 1, . . ., n. Since n' and n" are relatively prime, every syndrome finds its own place in Eij,. We must prove that this procedure gives the correct frequency domain error pattern if fewer than t errors occurred.
But if a single,error takes place in row i, and column i;, then Sj = (/31kyik)'. The parenthesized term is a power of the primitive element a , unique for each row and column pair. Thus, for v errors, the syndromes are of the form k = l where X , is a unique power of CY for each error location (ik, i i ) . Recursively extending these syndromes and folding them back into the two-dimensional spectrum gives Ejj, if t or fewer errors took place. Finally, Cjj, = R,, -E,,, and a two-dimensional inverse transform completes the decoding.
Long codes in small fields
As the blocklength increases, BCH codes become unsatisfactory for several reasons. Not only does d / n vanish if the rate is fixed, but at the same time the decoding computations must take place in an ever larger field. The alternant codes represent one way to modify BCH codes to improve minimum distance and so offset the first disadvantage. The second disadvantage, however, has not received much attention. We will develop this problem here, and give some early steps toward a solution.
A practical decoder for a BCH code of blocklength n = is a large Galois field. We will describe some codes of large blocklength that can be decoded in a small Galois field. Although the rate of these codes is inferior to BCH codes of the same n and d, their lesser complexity may make them the only affordable choice in some applications.
q"' -1 requires computations in GF(qm). If n is large, this
We will use a two-dimensional code with n = 2" -1 rows and the same number of columns. Hence, the blocklength of the code is n2, but we can hope to do all of the decoding with computations in the field GF(2").
Before defining the codes, we first discuss decoding procedures and a two-dimensional version of the BCH bound. The codes will be defined to fit the desired decoding procedure. Let a single error occur at row i and column i', let the row locator be X , = CY', and let the column locator be Y, = a". Then the syndrome S,, is 
Hence, by this theorem, any 2t syndromes in a straight line (horizontal, vertical, or at any angle) can be extended to all syndromes in that line. Further, because of conjugacy constraints, each of these new syndromes also determines all syndromes in its conjugacy class. We will return to this point in the examples below. Now let us see how the BCH bound generalizes to two (or more) dimensions. Suppose that we had 2t contiguous syndromes anywhere in the first row. These can be extended to give all syndromes in the first row. Similarly 2t R. E. BLAHU'I I 2 3 4 5 6 7 8 9 IO I ! I2 13 14 IS 16 17 18 19 20 21 " " 2 l P P P P P P P P P P P P P P P P 3 P P P P P P P P P P P P 4 S P P P P P P P P P P 6 P 7 P P P P P P P P P 8 IO P P 9 P P P P P P P P I I P P P P P P P P 12 P 1 3 P P P P P P P P 1 4 P P P 1 5 P P P P P P P P 16 17 18 contiguous syndromes anywhere in the second row can be extended to give all syndromes in the second row. Further, 2t contiguous syndromes anywhere in each of the first 2t rows can be extended to give all syndromes in each of the first 2t rows, and hence 2t contiguous syndromes in every column. These can be extended to give all syndromes and hence suffice to give the error pattern. The simplest example is the case of a square array of 2t X 2t known syndromes. The general situation is as follows. We can now redefine the index 1 to absorb LI'I' so that we know S,ll,,l, I' = I , the index al' ranges over all n values. Hence, all syndromes are determined, and so is the error pattern.
dromes ~~I ( N l l + l ' ) . a ' ( n l l + l " 1' = I . . . n' 1 = 1 . . . 2t.
> , . . ., / 1 ; 1 = 1 , . . . , n. Since u is relatively prime to n , Based upon Theorem 9, for each a , u ' , m,, I = 1 , . ' ., 2t, we can define a two-dimensional code % as the set of arrays cii, such that the two-dimensional transform satisfies This code has minimum distance at least 2t + I provided a is relatively prime to n .
We give an example of a binary code defined as a square two-dimensional code in the field GF(2"'); take t = 8, n = 255, so the blocklength is 255' = 65 025. We will work through the selection of parity frequencies so that all of the parity frequencies in the block j = I , . . . , 2t; tees that the remaining syndromes can be computed.
,j' = I , . . . , 2t can be computed. Theorem 9 then guaranFirst take SI,, SI,, . . ., as parity frequencies. Each of these is in a different conjugacy class, and each class has eight elements, so each of these parity frequencies is equivalent to eight parity bits. These can be extended to S I 3 , , j ' = 1, . . . , n , if at most terrors occurred and then by the conjugacy constraints Slj,, SZj,, S,j ,, S,j ,, and S,,;j,, S,,, . . ., SI,., as parity frequencies. This adds I I X 8 more parity bits and determines Sj,, Sf,, Sj ,, S,, S j I 6 , . j = I , . . ., n . Continue ifl this way to choose all the parity frequencies shown in Fig. 7 . These determine the remaining frequencies in the 2t X 2t corner and hence all of the frequencies if at most t errors occurred. Each parity frequency is equivalent to eight parity bits. The code is a (65 025, 64 337, 17) code. Its virtue is that it is easily decoded despite its blocklength. j ' = I , . . . , n are all known. Next take S,,, S,,, S,,, S,,,
We first describe a conceptual frequency domain decoder; later we simplify this by bypassing many of the Fourier transforms.
Given a received word, compute its two-dimensional Fourier transform. This requires 5 10 two-hundred-andfifty-five-point Fourier transforms. Perform a BerlekampMassey algorithm along the first row, recursively extend, and use conjugacy constraints to fill in rows 2 , 4 , 8 , and 16. Do the same along the first column to find columns 2 , 4, 8, and 16. Repeat for row 3, then column 3 and so on. When 2t rows are complete, then all columns can be found. An inverse two-dimensional Fourier transform gives the error pattern.
A simpler procedure is as follows. Compute the twodimensional Fourier transform only at the 86 parity frequencies. Each of these is an eight-bit number. Insert these at the appropriate positions of a 16 by 16 array of numbers representing the 16 by 16 frequencies in the upper left corner. Now decode the first row, extending syndromes and using conjugacy constraints to fill in all possible entries in the 16 X 16 array. Take the inverse Fourier transform of the first row. The nonzero locations specify columns in the time domain codewords at which errors occur. Each nonzero magnitude gives the sum of Continue in this way with each odd numbered row of the sixteen rows, when necessary decoding a column just to obtain some needed syndromes through the conjugacy constraints. Each of the sixteen rows, when the inverse transform is taken, has nonzero values only in the eight (or fewer) columns containing errors. Identify these eight columns. In each column the transforms in the sixteen rows provide sixteen magnitudes. One such set of magnitudes can be written in terms of the row error locators for that column, where v is the number of errors in that column. Since v 5 8, this set can be decoded in the same way to find the rows in which this column has errors.
Altogether, this decoder requires the computation of 86 Fourier transforms, and 24 passes through the basic decoding algorithm, each such pass consisting of a Berklekamp-Massey algorithm, a recursive extension, possible computation of conjugacy relations, and a 255-point inverse Fourier transform. All data paths are eight bits wide, Galois field computations are eight bits by eight bits, and most of the computations simply re-exercise the same procedures, and so can use the same hardware.
