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Abstract. We prove that the normalisation of the stationary state of the multi-
species asymmetric simple exclusion process (mASEP) is a specialisation of a
Koornwinder polynomial. As a corollary we obtain that the normalisation of mASEP
factorises as a product over multiple copies of the two-species ASEP.
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1. Introduction
The asymmetric simple exclusion process (ASEP) is a Markov chain of hopping particles.
It describes the asymmetric diffusion of hard-core particles along a one-dimensional
chain with n sites, and is one of the best studied models in non-equilibrium statistical
mechanics [1–7]. In continuous time its transition rates are given as in Figure 1.
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Figure 1: Rates of the asymmetric simple exclusion process with open
boundary conditions.
Configurations are labelled by binary strings µ = (µ1, . . . , µn) where µi = −1,+1
for a hole or particle respectively. In terms of this notation the bulk rates are
(. . . ,−1,+1, . . .) 7→ (. . . ,+1,−1, . . .) with rate 1,
(. . . ,+1,−1, . . .) 7→ (. . . ,−1,+1, . . .) with rate t,
(1)
while at the boundary we have
(−1, . . .) 7→ (+1, . . .) with rate α,
(+1, . . .) 7→ (−1, . . .) with rate γ,
(2)
and
(. . . ,+1) 7→ (. . . ,−1) with rate β,
(. . . ,−1) 7→ (. . . ,+1) with rate δ.
(3)
At late times the ASEP exhibits a relaxation towards a non-equilibrium stationary
state. In the presence of two boundaries at which particles are injected and extracted
with given rates, the bulk behaviour at stationarity is strongly dependent on the injection
and extraction rates. The corresponding phase diagram as well as various physical
quantities have been determined by exact methods [3, 4, 6, 8–15].
It is well known that the stationary state of the ASEP with open boundaries is
related to the theory of Askey-Wilson polynomials [16,17]. In this paper we extend this
connection to the multi-variable case of Koornwinder polynomials.
1.1. Multi species
This process can be generalised to include many species (or colours/gray scales) of
particles such as depicted in Figure 2. In this case configurations are labelled by strings
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Figure 2: Rates of the multi-species asymmetric simple exclusion process
with open boundary conditions.
µ = (µ1, . . . , µn) where µi ∈ {−r, . . . ,−1, 0,+1, . . . ,+r} and each label represents a
particular species of particles. In terms of this notation the bulk rates of the model we
are interested in are given by
(. . . , µi, µi+1, . . .) 7→ (. . . , µi+1, µi, . . .) with rate
{
1 if µi < µi+1,
t if µi > µi+1.
(4)
At the boundary there are several possibilities that one could choose, here we take
nonzero rates for the following events,
(−m, . . .) 7→ (+m, . . .) with rate α,
(+m, . . .) 7→ (−m, . . .) with rate γ,
(5)
for m ∈ {1, . . . , r} and likewise
(. . . ,+m) 7→ (. . . ,−m) with rate β,
(. . . ,−m) 7→ (. . . ,+m) with rate δ.
(6)
Other boundary rates are considered, for example, in [18–21]. See also Section 6 of the
current paper for generalisations.
While much is known about the stationary state of the multi-species ASEP with
periodic boundary conditions [22–27], not much is known for open boundary conditions
beyond rank 1, i.e. beyond the case of two-species [18, 19, 28]. Multi-species totally
asymmetric exclusion processes with inhomogeneous hopping rates were considered
in [27, 29–31].
2. Transition and transfer matrix for rank 1
The state space Hn,1 := (C
3)
⊗n
of the rank 1 asymmetric exclusion process is spanned
by the standard basis
|µ〉 = |µ1, . . . , µn〉, µi ∈ {−1, 0, 1}. (7)
This case is often called the two-species ASEP in the literature [32–34]. In our setup
the boundary conditions preserve the number of 0’s and the “single species” ASEP is
simply the sector of the rank 1 ASEP without 0’s.
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2.1. Continuous time transition matrix
The transition rules can be conveniently encoded in a transition matrix acting on this
basis. In this setup the master equation for the time evolution of a state |Ψ(t)〉 for the
ASEP in continuous time is given by
d
d t
|Ψ(t)〉 = L|Ψ(t)〉, |Ψ(t)〉 =
∑
µ
ψµ|µ〉, (8)
with a transition matrix or generator L constructed below. Let us firstly describe
the standard ASEP with one species of particles, and holes. This case corresponds
to rank r = 1 but we initially leave out colour 0. For two sites, on the basis
{| − 1,−1〉, | − 1,+1〉, |+ 1,−1〉, |+ 1,+1〉} the transition matrix L is given by
L =
(
−α γ
α −γ
)
⊗ I2 +

0 0 0 0
0 −1 t 0
0 1 −t 0
0 0 0 0
 + I2 ⊗
(
−δ β
δ −β
)
, (9)
where Ik is the k × k identity matrix. On n sites we write the transition matrix for the
ASEP as
L = L0 +
n−1∑
i=1
Li + Ln, (10)
where
L0 =
(
−α γ
α −γ
)
⊗ I⊗n2 ,
Li = I
⊗(i−1)
2 ⊗

0 0 0 0
0 −1 t 0
0 1 −t 0
0 0 0 0
⊗ I⊗(n−i−1)2 , (11)
Ln = I
⊗n
2 ⊗
(
−δ β
δ −β
)
.
2.2. Discrete time transfer matrix
In this section we define a Yang–Baxter integrable discrete time transfer matrix [35] that
commutes with the continuous time transition matrix L (10). To do so we need to define
a R-matrix based on the quantum group Ut1/2(A
(1)
1 ), as well as boundary K-matrices that
incorporate the boundary transition rates.
2.2.1. R-matrix and buk hopping rates. We first introduce the functions
b+ =
t(1− x)
t− x
, b− = t−1b+,
c+ = 1− b+, c− = 1− b−. (12)
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In terms of these functions the R-matrix associated to the ASEP becomes
Rˇ(x) =

1 0 0 0
0 c− b+ 0
0 b− c+ 0
0 0 0 1
 . (13)
The bulk hopping transition matrix Li (11) is given by the derivate of the matrix Rˇ(x),
Li = (1− t)Rˇ
′
i(1). (14)
Reintroducing the “second class particle” label 0 the transition rates are encoded in the
R-matrix based on Ut1/2(A
(1)
2 ) and given by
Rˇ(x) =

1 0 0 0 0 0 0 0 0
0 c− 0 b+ 0 0 0 0 0
0 0 c− 0 0 0 b+ 0 0
0 b− 0 c+ 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 c− 0 b+ 0
0 0 b− 0 0 0 c+ 0 0
0 0 0 0 0 b− 0 c+ 0
0 0 0 0 0 0 0 0 1

, (15)
and again
Li = (1− t)Rˇ
′
i(1), Rˇi(x) = I
⊗(i−1)
3 ⊗ Rˇ(x)⊗ I
⊗(n−i−1)
3 . (16)
It will also be useful to supply the R-matrix with two indices since it acts on
two tensor components, we will write Rˇi,i+1(x) = Rˇi(x), as well as Rˇi,i+2(x) =
Pi+1,i+2Rˇi(x)Pi+1,i+2 and so on, where we used the permutation matrix
Pi,i+1 = I
⊗(i−1)
3 ⊗ P ⊗ I
⊗(n−i−1)
3 , (17)
and
P =
∑
a,b
E(a,b) ⊗E(b,a), (18)
defined in terms of the matrix units E(a,b) which have a single non-zero entry equal to 1
at position (a, b). For the construction of the discrete time transfer matrix we will use
the unchecked R-matrix
R(x) = PRˇ(x). (19)
2.2.2. K-matrix and boundary hopping rates. Following the standard boundary
integrability approach [36] (see also [37]) we encode the boundary events using K-
matrices. Define h0(a, c, x) and hn(b, d, x) as
h0(a, c, x) = (x+ a)(x+ c), hn(b, d, x) = (bx+ 1)(dx+ 1), (20)
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and two additional constants t0 = −ac and tn = −bd with a, b, c and d being new
parameters related to the hopping rates as we will see below. The boundary matrix
K0(x) is given by
K0(x) = I3 +
1− x2
h0(a, c, x)
 t0 0 −10 0 0
−t0 0 1
 , (21)
The matrix K0(x) is stochastic as its columns add up to 1 and for suitable values of the
parameters the off-diagonal elements are non-negative. The right hand side boundary
matrix Kn(x) is defined as
Kn(x) = I3 −
1− x2
hn(b, d, x)
 1 0 −tn0 0 0
−1 0 tn
 . (22)
The boundary transitions matrices L0 and Ln in (11) are obtained from the two matrices
K0(x) and Kn(x) by taking the derivative
L0 =
1
2
(1− t)K ′0(1), Ln = −
1
2
(1− t)K ′n(1). (23)
The new parameters a, b, c and d are related to the hopping rates α, β, γ and δ through
the formulæ
α =
−ac(1− t)
(1 + a)(1 + c)
, γ =
1− t
(1 + a)(1 + c)
, (24)
β =
−bd(1− t)
(1 + b)(1 + d)
, δ =
1− t
(1 + b)(1 + d)
. (25)
In order to be able to define a family of commuting transfer matrices, we associate
for later purposes the dual K-matrix to each K-matrix (21) and (22) in the following
way. Introduce the matrix R˜(x)
R˜(x) =
(
(R (x)τ1) −1
)
τ1 , (26)
where the superscript τ1 denotes the transposition τ of the first component of the tensor
product (a⊗ b)τ1 = aτ ⊗ b, then the dual matrices K˜n and K˜0
K˜0(x) = Tr2
(
(I3 ⊗K0 (x))R˜(x
2)P
)
, (27)
K˜n(x) = Tr1
(
(Kn
(
x−1
)
⊗ I3)R˜(x
2)P
)
, (28)
where Tr1 and Tr2 are traces taken over the first and second components of the tensor
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product respectively. The resulting K-matrices read
K˜0(x) = κ0(x)
U−1 + x2 − t3
t2h0 (a, c, x/t)
 −t0 0 10 0 0
t0/t
−1 0 −1/t

 , (29)
K˜n(x) = κn(x)
U − x2 − t3
tx2hn (b, d, t/x)
 1 0 −tn0 0 0
−t 0 t tn

 , (30)
κ0(x) =
t2 (x2 − t) h0 (a, c, x/t)
(x2 − t3)h0(a, c, x)
, κn(x) =
(x2 − t) hn (b, d, t/x)
(x2 − t3) hn (b, d, 1/x)
,
where U = diag{t−1, 1, t}.
2.2.3. Commuting transfer matrices. The R-matrix and the (dual) boundary K-
matrices are used to build the transfer matrix T (x) who’s logarithmic derivative
evaluated at x = 1 yields the transition matrix L. The transfer matrices at different
values of the parameter x commute with each other due to the intertwining relations
and unitarity conditions satisfied by the R-matrix and the K-matrices.
The transfer matrix for a system with n sites is an operator acting in the space
Hn,r = V
(r)
1 ⊗V
(r)
2 ⊗· · ·⊗V
(r)
n , a tensor product of n copies of V
(r)
i ≃ C
2r+1. This matrix
is built by multiplying a two-row monodromy matrix M(w) by the dual K-matrix K˜n
and tracing over an auxiliary space denoted by V
(r)
0 . First we define two single row
monodromy matrices M (1)(w) and M (2)(w) which are constructed as follows
M (1)(w) = R0,n(w)R0,n−1(w) . . .R0,1(w), (31)
M (2)(w) = R1,0(w)R2,0(w) . . .Rn,0(w), . (32)
Using the K-matrix K0, the two row monodromy matrix M(w) is then defined by
M(w) = M (1)(w)K0(w)M
(2)(w). (33)
Considering M(w) as a 3 × 3 matrix in V0 we finally arrive at the definition of the
transfer matrix T (w):
T (w) = Tr0(M(w)K˜n(w)). (34)
A more general version of the transfer matrix is obtained if we associate with each
space V
(r)
j in Hn,r an inhomogeneity parameter xj . In this case we must replace the
R-matrices R0,j(w) in (31) by R0,j(wxj) and Rj,0(w) in (32) by Rj,0(w/xj). This leads to
the inhomogeneous monodromy matricesM (1)(w; x1, .., xn) andM
(2)(w; x1, .., xn) and to
the inhomogeneous transfer matrix T (w; x1, .., xn). We abbreviate T (w) = T (w; 1, .., 1).
The following is a standard result in the theory of integrable models.
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Theorem 1. The transfer matrix T (w) defined in (34) form a commuting family, i.e.
[T (w1), T (w2)] = 0. Furthermore, the Markov matrix L is obtained form T (w) define in
(34) by taking the derivative at w = 1. In our conventions T (1; x1, . . . , xn)) = I (as well
as K0(1) = K
′
n(1) = I3, Ri(1) = Pi), hence we simply get
L =
1− t
2
T ′(1) = (1− t)
(
1
2
K ′0(1) +
n−1∑
i=1
Rˇ′i,i+1(1)−
1
2
K ′n(1)
)
. (35)
Proof. It is a standard calculation to prove that [T (w1), T (w2)] = 0, for any w1 and
w2 [36]. In order to prove it one needs to use the unitarity relation, Yang–Baxter
equation, crossing unitarity relation and the reflection equations which we give below.
We give the details of this calculation in Appendix B. The commutativity of the transfer
matrices implies [T (w), L] = 0, therefore the matrices T (w) and L share the same
eigenvectors. We list below the various relations needed for commutativity to hold.
To prove (35) let us define the n matrices Si(x1, .., xn) = T (w = xi; x1, .., xn) for
i = 1, .., n. Setting the parameter w = xi reduces the transfer matrix to the following
form
Si(x1, .., xn) =Ri,i−1(xi/xi−1)..Ri,1(xi/x1)K0(xi)R1,i(xix1)..Ri−1,i(xixi−1)×
Ri+1,i(xixi+1)..RL,i(xixL)Kn(1/xi)Ri,L(xi/xL)..Ri,i+1(xi/xi+1). (36)
The derivative at the homogeneous point x1 = x2 = . . . = xn = 1 is equivalent to
d
d xi
∣∣∣∣
{xj=1}
Si(x1, .., xn) =
d
dw
∣∣∣∣
w=1
T (w) +
d
d xi
∣∣∣∣
xi=1
T (1; xi) = T
′(1), (37)
because the second derivate vanishes as T (1; x1, . . . , xn) = I. To prove (35) it is now a
straightforward calculation to show that
L =
1
2
(1− t)
d
dxi
∣∣∣∣
{xj=1}
Si(x1, .., xn).
We list below the key ingredients for Theorem (1) to hold.
• Yang-Baxter equation
The first intertwining relation is the Yang–Baxter equation written in H3,1
R1,2 (y/x)R1,3 (y/z)R2,3 (x/z) = R2,3 (x/z)R1,3 (y/z)R1,2 (y/x) . (38)
While the unchecked R-matrices are most natural to define the transfer matrix, many
of the fundamental relations are more naturally written using the checked matrices,in
particular with a view to the Hecke algebra formulation in Section 4. Multiplying by
P1,2P1,3P2,3 both sides of this equation from the left we get the Yang–Baxter equation
in terms of Rˇ,
Rˇ2,3 (y/x) Rˇ1,2 (y/z) Rˇ2,3 (x/z) = Rˇ1,2 (x/z) Rˇ2,3 (y/z) Rˇ1,2 (y/x) , (39)
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which is a version of the braid relation (76) that we shall encounter in Section 4.
• Unitarity and Crossing
The matrix R(x) satisfies the unitarity condition
R1,2 (x)R2,1 (1/x) = I3 ⊗ I3 = Rˇ(x)Rˇ(1/x), (40)
and the crossing unitarity condition
(I3 ⊗ U)R2,1
(
t3/x
)τ1 (I3 ⊗ U−1)R1,2(x)τ1 = −(x− 1) (t3 − x)
(t− x) (t2 − x)
I3 ⊗ I3. (41)
• Left hand side reflection equation
The boundary matrix K0(x) satisfies the reflection equation written in H2,1,
(K0(x)⊗ I3) Rˇ(wx) (K0(w)⊗ I3) Rˇ(w/x) =
Rˇ(w/x) (K0(w)⊗ I3) Rˇ(wx) (K0(x)⊗ I3) , (42)
which should be compared to the boundary braid relation (75) in the Hecke algebra. In
terms of the unchecked R this equation can also be written as
(I3 ⊗K0(x))R1,2(wx) (K0(w)⊗ I3)R2,1(w/x) =
R1,2(w/x) (K0(w)⊗ I3)R2,1(wx) (I3 ⊗K0(x)) . (43)
The reflection equations with the dual K-matrix K˜0 reads(
I3 ⊗ K˜0(x)
)
R˜1,2(wx)
(
K˜0(w)⊗ I3
)
R1,2(x/w) =
R2,1(x/w)
(
K˜0(w)⊗ I3
)
R˜2,1(wx)
(
I3 ⊗ K˜0(x)
)
. (44)
• Right hand side reflection equation
Similarly for the K-matrix Kn(x) we have
(I3 ⊗Kn(x)) Rˇ(1/wx) (I3 ⊗Kn(w)) Rˇ(x/w) =
Rˇ(x/w) (I3 ⊗Kn(w)) Rˇ(1/wx) (I3 ⊗Kn(x)) , (45)
which should be compared to (77), and in unchecked form is written as
(I3 ⊗Kn(x))R2,1(1/wx) (Kn(w)⊗ I3)R1,2(x/w) =
R2,1(x/w) (Kn(w)⊗ I3)R1,2(1/wx) (I3 ⊗Kn(x)) . (46)
The reflection equation with the dual K-matrix K˜n reads(
I3 ⊗ K˜n(x)
)
R˜2,1(wx)
(
K˜n(w)⊗ I3
)
R2,1(x/w) =
R1,2(x/w)
(
K˜n(w)⊗ I3
)
R˜2,1(wx)
(
I3 ⊗ K˜n(x)
)
. (47)
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We also note that one can rewrite the transfer matrix (34) in a form where the K-
matrix K0 is replaced by its dual and the dual matrix K˜n(w) is replaced by Kn(w). This
is possible because of the form of the dual matrices, containing R˜(w2) which intertwines
the neighbouring R-matrices in T (w). Explicitly this means that we can write T as
M(w; x1, .., xn) =M
(2)(w; x1, .., xn)Kn(1/w)M
(1)(w; x1, .., xn),
T (w; x1, .., xn) = Tr0(M(w; x1, .., xn)K˜0(w)). (48)
More details in the case of n = 2 are provided in Appendix A
2.2.4. Exchange relations. Finally, let us mention several properties of the
inhomogeneous transfer matrix. As a result of (39) we have the bulk exchange relation
Rˇi(xi+1/xi)T (w; x1, .., xi, xi+1, .., xn) = T (w; x1, .., xi+1, xi, .., xn)Rˇi(xi+1/xi). (49)
Equation (43) and the inhomogeneous version of the definition (34) of the transfer matrix
lead to the first boundary exchange relation
K0(x1)T (w; x1, .., xn) = T (w; 1/x1, .., xn)K0(x1). (50)
The second boundary exchange relation
Kn(xn)T (w; x1, .., xn) = T (w; x1, .., 1/xn)Kn(xn), (51)
is satisfied due to (46).
3. Multi-species or higher rank ASEP
The state space Hn,r := (C
2r+1)
⊗n
of the multi-species asymmetric exclusion process is
spanned by the standard basis
|µ〉 = |µ1, . . . , µn〉, µi ∈ {−r, . . . , r}. (52)
The 2r + 1-species asymmetric exclusion process is based on the R-matrix of
Ut1/2(A
(1)
r ), which can be expressed in the form
Rˇ(2r+1)(x) =
r∑
i=−r
E(ii) ⊗ E(ii) +
∑
−r≤i<j≤r
(
b+E(ij) ⊗E(ji) + b−E(ji) ⊗ E(ij)
)
∑
−r≤i<j≤r
(
c−E(ii) ⊗ E(jj) + c+E(jj) ⊗ E(ii)
)
(53)
=
r∑
i=−r
E(ii) ⊗ E(ii) +
1− x
t− x
∑
−r≤i<j≤r
(
tE(ij) ⊗ E(ji) + E(ji) ⊗E(ij)
)
t− 1
t− x
∑
−r≤i<j≤r
(
xE(ii) ⊗E(jj) + E(jj) ⊗ E(ii)
)
.
Koornwinder polynomials and the stationary open mASEP 11
where E(ij) denotes the elementary (2r + 1) × (2r + 1) matrix with a single non-zero
entry 1 at position (i, j). The corresponding boundary matrix K0(x) is given by
K
(2r+1)
0 (x) =
r∑
i=−r
E(ii) +
1− x2
h0(a, c, x)
( ∑
0<i≤r
t0E
(−i,−i) + E(r+1−i,r+1−i)
−
∑
0<i≤r
E(−i,r+1−i) + t0E
(r+1−i,−i)
)
, (54)
and Kn(x) is defined as
K(2r+1)n (x) =
r∑
i=−r
E(ii) −
1− x2
hn(b, d, x)
( ∑
0<i≤r
E(−i,−i) + tnE
(r+1−i,r+1−i)
−
∑
0<i≤r
E(r+1−i,−i) + tnE
(−i,r+1−i)
)
. (55)
The dual K-matrices read
K˜
(2r+1)
0 (x) = κ
(2r+1)
0 (x)
( 0∑
i=−r
E(ii)t−i +
r∑
i=1
E(ii)t−r+i−1 +
t−2r (x2 − t2r+1)
h0 (a, c, x/tr)
×
(
−
∑
0<i≤r
t0t
i−1E(−i,−i) + t−iE(r+1−i,r+1−i) +
∑
0<i≤r
E(−i,r+1−i) + t−1t0E
(r+1−i,−i)
))
,
(56)
and
K˜(2r+1)n (x) = κ
(2r+1)
n (x)
( 0∑
i=−r
E(ii)ti +
r∑
i=1
E(ii)tr−i+1 −
t−r (x2 − t2r+1)
x2hn (b, d, tr/x)
×
( ∑
0<i≤r
tr−iE(−i,−i) + tr+i−1tnE
(r+1−i,r+1−i) −
∑
0<i≤r
tr−1tnE
(r+1−i,−i) + trE(−i,r+1−i)
))
,
(57)
where κ
(2r+1)
0 and κ
(2r+1)
n
κ
(2r+1)
0 (x) =
t2r (t− x2) h0 (a, c, x/t
r)
(t2r+1 − x2)h0(a, c, x)
, κ(2r+1)n (x) =
(t− x2) hn (b, d, t
r/x)
(t2r+1 − x2) hn (b, d, 1/x)
.
Among the relations satisfied by the matrices R(2r+1), K
(2r+1)
0 , and K
(2r+1)
n the crossing
unitarity condition changes to
(I2r+1 ⊗ U
−1)R
(2r+1)
2,1
(
t2r+1/x
)τ1 (I3 ⊗ U)R(2r+1)1,2 (x)τ1 = (1− x) (t2r+1 − x)(t− x) (t2r − x) I2r+1 ⊗ I2r+1,
(58)
with U = diag{t−r, .., t−1, 1, t, .., tr}, while other relations remain unchanged as in
previous subsection. The transfer matrix T (2r+1) is constructed in the same way as
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before according to (31)–(34) and (48). The 2r + 1-species ASEP Markov matrix is
given by the derivative of the transfer matrix T (2r+1)
L(2r+1) =
1− t
2
T (2r+1)′(1) = (1− t)
(
1
2
K
(2r+1)
0
′(1) +
n−1∑
i=1
Rˇ
(2r+1)
i,i+1
′(1)−
1
2
K(2r+1)n
′(1)
)
.
The exchange relations (49)–(51) also hold for the matrices R(2r+1), K
(2r+1)
0 , andK
(2r+1)
n ,
respectively. Likewise the scattering matrices S
(2r+1)
i are defined through T
(2r+1)(x).
4. Relation to the Hecke algebra
4.1. Weyl group
The Weyl group of finite type C
W0 = 〈s1, . . . , sn〉 (59)
acts on Rn as
si(λ1, . . . , λn) = (λ1, . . . λi+1, λi, . . . , λn), sn(λ1, . . . , λn) = (λ1, . . . ,−λn). (60)
The Weyl group W0 is isomorphic to the group of signed permutations on n symbols.
Let λ ∈ Zn be a composition and wλ ∈ W0 the shortest word so that w
−1
λ λ =: δ
+ is
a partition, the unique dominant weight. The word wλ ∈ W0 can be described as a
signed permutation, wλ = σλπλ, where σλ = (sign(λ1), . . . , sign(λn)) with sign(0) = 1,
and πλ ∈ Sn is a permutation.
The dominance order ≥ on Zn is defined as
λ ≥ µ if
k∑
i=1
(λi − µi) ≥ 0 for k = 1, . . . , n, (61)
and a partial order  is defined as
λ  µ if λ+ > µ+ or if λ+ = µ+ and λ ≥ µ. (62)
The affine Weyl group includes the generator s0,
W = 〈s0, . . . , sn〉, (63)
and has a natural faithful action on Rn where
s0(λ1, . . . , λn) = (−1− λ1, . . . , λn). (64)
The simple transpositionsi has a simple action on polynomials given by
sif(. . . , xi, xi+1, . . .) = f(. . . , xi+1, xi, . . .). Let also
s0f(x1, . . .) = f(q/x1, . . .), snf(. . . , xn) = f(. . . , 1/xn). (65)
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4.2. Exchange relations
Fix a partition λ, then
〈θλ| :=
∑
µ∈W0·λ
〈µ| (66)
is the Perron-Frobenius left eigenvector‡ of the discrete time transfer matrix defined in
Section 2.2.3,
〈θλ|T (w; x1, . . . , xn) = Λλ(w; x1, . . . , xn)〈θλ|. (67)
This result can be easily proved by observing that 〈θλ| is a left eigenvector of Si (with
eigenvalue 1), and that by commutativity of Si and T it also has to be an eigenvector
of T (w; x1, . . . , xn). We define the corresponding Perron-Frobenius right eigenstate as
|Ψλ(x1, . . . , xn)〉 =
∑
µ∈W0·λ
fµ1,...,µn(x1, . . . , xn)|µ〉, (68)
T (w; x1, . . . , xn)|Ψλ(x1, . . . , xn)〉 = Λλ(w; x1, . . . , xn)|Ψλ(x1, . . . , xn)〉. (69)
Let Rˇ and Kn be as define in (53) and (55), and define a q-deformed modification
of K0 in (54) as
K
(2r+1)
0 (x) =
r∑
i=−r
E(ii) +
q − x2
h0(a, c, x)
( ∑
0<i≤r
t0E
(−i,−i) + E(r+1−i,r+1−i)
−
∑
0<i≤r
q−iE(−i,r+1−i) + qr+1−it0E
(r+1−i,−i)
)
. (70)
Lemma 1 (Cantini, [32]). The inhomogeneous Perron-Frobenius eigenstate
|Ψ(x1, . . . , xn)〉 =
∑
µ
fµ1,...,µn(x1, . . . , xn)|µ〉, (71)
is the q = 1 solution of
Rˇi(xi+1/xi) |Ψ(x1, . . . , xn)〉 = si|Ψ(x1, . . . , xn)〉,
K0(x1) |Ψ(x1, . . . , xn)〉 = s0|Ψ(x1, . . . , xn)〉, (72)
Kn(xn) |Ψ(x1, . . . , xn)〉 = sn|Ψ(x1, . . . , xn)〉.
Proof. This follows from the exchange relations (49), (50) and (51) of Rˇ, K0 and Kn
with the transfer matrix.
In the following we describe |Ψ(x1, . . . , xn)〉 using the polynomial representation
theory of the Hecke algebra.
‡ The vector 〈θλ| is just the row vector (1, 1, 1, . . .) on the subspace spanned by signed permutations
of λ.
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4.3. Hecke algebra of affine type C
The Weyl group W can be t-deformed to the Hecke algebra of affine type C. In the
polynomial representation [38] the generators of the Hecke algebra are explicitly given
by
T0 = t0 −
(x1 − a)(x1 − c)
x21 − q
(1− s0),
Ti = t−
txi − xi+1
xi − xi+1
(1− si) (i = 1, . . . , n− 1), (73)
Tn = tn −
(bxn − 1)(dxn − 1)
1− x2n
(1− sn).
where
t0 = −acq
−1, tn = −bd. (74)
It can be checked straightforwardly that the braid relations
T0T1T0T1 = T1T0T1T0, (75)
TiTi+1Ti = Ti+1TiTi+1, (76)
TnTn−1TnTn−1 = Tn−1TnTn−1Tn, (77)
are satisfied and so are the quadratic relations
(Ti − t)(Ti + 1) = 0, (T0 − t0)(T0 + 1) = 0, (Tn − tn)(Tn + 1) = 0. (78)
It is convenient to define the following shifted operator (sometimes referred to as
Baxterised operator),
Ti(u) = Ti +
1
[u]
, [u] =
1− tu
1− t
. (79)
which satisfies the Yang–Baxter equation,
Ti(u)Ti+1(u+ v)Ti(v) = Ti+1(v)Ti(u+ v)Ti+1(u). (80)
4.4. Non-symmetric Koornwinder polynomials
The operators Yi defined by [42]
Yi = (Ti . . . Tn−1)(Tn · · ·T0)(T
−1
1 · · ·T
−1
i−1). (i = 1, . . . , n), (81)
form an Abelian subalgebra, and symmetric functions of these operators are central
elements of the Hecke algebra. The set of operators Yi therefore share a common set
of eigenfunctions and in the polynomial representation these eigenfunctions are non-
symmetric Koornwinder polynomials.
Following Kasatani [44], solutions to the exchange equations in Lemma 1 can
be obtained from the anti-dominant non-symmetric Koornwinder polynomial in the
following way. Let λ ∈ Zn be a composition. Let δ be the antidominant weight of λ
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in the partial order  on compositions, i.e. δ is a signed permutation of λ such that
δ1 ≤ δ2 ≤ . . . ≤ δn ≤ 0. Let furthermore ρ(δ) = w+ρ, ρ = (n− 1, n− 2, . . . , 0) and w+
is the shortest word in W0 such that δ = w+δ
+ where δ+ is the dominant weight.
Definition 1. The non-symmetric Koornwinder polynomial Eλ is the unique polynomial
which solves the eigenvalue equations
YiEλ = yi(λ)Eλ (i = 1, . . . , n), (82)
where
yi(λ) = q
λitn−i+ρ(λ)i(t0tn)
ǫi(λ), ǫi(λ) =
{
1 λi ≥ 0
0 λi < 0
(83)
and whose coefficient of the term xλ = xλ11 · · ·x
λn
n is equal to 1.
Definition 2. Denote by R = F[x±1 , . . . , x
±1
n ] the ring of Laurent polynomials in n
variables. The space Rλ is the subspace of R spanned by {Eµ|µ ∈ W0 · λ}.
Define
fδ := Eδ,
f...,λi,λi+1,... := T
−1
i f...,λi+1,λi,... λi > λi+1, (84)
f...,λn−1,λn := T
−1
n f...,λn−1,−λn, λn > 0.
Then f solves the following equations [44],
T0fλ1,... = q
λ1f−λ1,... λ1 < 0,
T0fλ1,... = t0fλ1,... λ1 = 0,
Tif...,λi,λi+1,... = tf...,λi,λi+1,... λi = λi+1,
Tif...,λi,λi+1,... = f...,λi+1,λi,... λi > λi+1, (85)
Tnf...,λn = tnf...,λn, λn = 0,
Tnf...,λn = f...,−λn, λn > 0.
Lemma 2. Equations (85) are equivalent to (72).
Proof. This lemma follows by a straightforward check.
Remark 1. The first of equations (85) for the case
λ = δ = ((−n + 1)dn−1 , . . . , (−1)d10d0),
with n = d0 + d1 + . . .+ dn−1, follows from
T0Eδ = T
−1
1 . . . T
−1
n T
−1
n−1 . . . T
−1
1 Y1Eδ = t
n−1+ρ(δ)1qδ1T−11 . . . T
−1
n T
−1
n−1 . . . T
−1
1 Eδ
= tn−1+ρ(δ)1−dn−1qδ1T−11 . . . T
−1
n Eδ2,...,δn,δ1
= qδ1T−11 . . . T
−1
n−1Eδ2,...,δn,−δ1 = q
.δ1E−δ1,δ2,...,δn , (86)
where we made use of the fact that ρ(δ)1 = −(n− 1− dn−1).
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Writing q = tu and t0tn = t
v we define the elements of the spectral vector 〈λ〉 of a
composition λ as,
〈λ〉i = ρi(λ) + uλi + vǫi(λ), yi(λ) = t
〈λ〉i . (87)
The non-symmetric Macdonald polynomials are obtained from Eδ by the action of
Baxterised operators:
tEsiλ = Ti(〈λ〉i+1 − 〈λ〉i)Eλ, λi < λi+1, (88)
tnEsnλ =
[
Tn +
1− tn + tn(1− t0)yn(λ)
−1
t0tnyn(λ)−2 − 1
]
Eλ, λn < 0 (89)
Proposition 1. The families of polynomials Eµ and fµ are related via an invertible
triangular change of basis:
Eλ =
∑
µ≤λ
cλµ(q, t)fµ, fλ =
∑
µ≤λ
dλµ(q, t)Eµ (90)
for suitable rational coefficients cλµ(q, t) and dλµ(q, t).
Proof. This follows directly from (88) and (89) and the definition of Ti(u) in (79),
together with the definition of fµ in (84).
Corollary 1. The set of polynomials {fµ|µ ∈ W0 · λ} form a basis in the ring R
λ.
Proof. Since the set {Eµ|µ ∈ W0 · λ} is a basis for R
λ [42], the statement follows from
Prop. 1.
5. Symmetric Koornwinder polynomials
We relate our results to symmetric Koornwinder polynomials [45, 46].
Lemma 3. Let λ be a dominant composition, i.e. a partition. Then the sum
Kλ(x1, . . . , xn; q, t) =
∑
µ∈W0·λ
fµ(x1, . . . , xn; q, t), (91)
is W0-invariant. Here the sum runs through all distinct elements in the W0-orbit of λ.
Proof. We need to show that TiKλ = tKλ for all i = 1, . . . , n−1 and that TnKλ = tnKλ.
From (84) and (73) we find for λi < λi+1 that
Tif...,λi,λi+1,... = T
2
i f...,λi+1,λi,... = (t+ (t− 1)Ti) f...,λi+1,λi,...
= tf...,λi+1,λi,... + (t− 1)f...,λi,λi+1,.... (92)
Combining this with (78) we thus find
Ti
∑
µ
fµ =
∑
µ: µi<µi+1
(tfsiµ + (t− 1)fµ) +
∑
µ: µi=µi+1
tfµ +
∑
µ: µi>µi+1
fsiµ
=
∑
µ: µi<µi+1
tfsiµ +
∑
µ: µi≤µi+1
tfµ = t
∑
µ
fµ. (93)
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Likewise, for λn > 0
Tnf...,−λn = T
2
nf...,λn = (tn + (tn − 1)Ti) f...,λn
= tnf...,λn + (tn − 1)f...,−λn, (94)
and therefore
Tn
∑
µ
fµ =
∑
µ: µn<0
(tnfsnµ + (tn − 1)fµ) +
∑
µ: µn=0
tnfµ +
∑
µ: µn>0
fsnµ
=
∑
µ: µn<0
tnfsnµ +
∑
µ: µn≤0
tnfµ = tn
∑
µ
fµ. (95)
The Koornwinder polynomial Kλ is the unique W -symmetric polynomial (up
to normalisation) which can be obtained by taking linear combinations of the non-
symmetric Koornwinder polynomials Eµ, where µ is a signed permutation of λ. As {fµ}
is a basis for Rλ it follows that Kλ = Kλ.
Theorem 2. The normalisation of the stationary state of the 2r+1-species asymmetric
exclusion process with open boundary conditions is a specialisation of a Koornwinder
polynomial at q = 1, i.e.
Zλ(t, a, b, c, d) = Kλ(1
n; q = 1, t; a, b, c, d). (96)
Corollary 2. The normalisation of the stationary state of the 2r+1-species asymmetric
exclusion process factorises as a product over the rank r = 1 standard ASEP
Zλ(t, a, b, c, d) =
∏
i
Zλ′i(t, a, b, c, d) (97)
Proof. It is a property [47] of Koornwinder polynomials that at q = 1 we have
Kλ(x1, . . . , xn; 1, t; a, b, c, d) =
∏
i
K
1λ
′
i
(x1, . . . , xn; 1, t; a, b, c, d), (98)
where 1k denotes a column of length k. The Corollary then follows immediately from
Theorem 2.
6. Generalised boundary conditions
So far we have treated the label 0 as special, as it cannot be created nor annihilated at
the boundaries. It is possible within our setup to take similar boundary conditions for
labels {0, . . . , rL} and take nonzero boundary rates for the following events at the left
hand side,
(−m, . . .) 7→ (+m, . . .) with rate α,
(+m, . . .) 7→ (−m, . . .) with rate γ,
(99)
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for m ∈ {rL + 1, . . . , r} and likewise at the right hand boundary
(. . . ,+m) 7→ (. . . ,−m) with rate β,
(. . . ,−m) 7→ (. . . ,+m) with rate δ.
(100)
for m ∈ {rR + 1, . . . , r}.
Clearly the case dealt in the previous sections corresponds to rL = rR = 0. Notice
that all the particles of species with label |µ| ≤ min(rL, rR) do not get flipped at either
boundaries so their number is conserved. Particles with label min(rL, rR) < |µ| ≤
max(rL, rR) can be flipped only at the boundary corresponding to the minimum. These
boundary conditions are a sub famility of the boundary conditions considered by Crampe
et al. [21], moreover the case rL = rR = r = 1 has been considered by [48, 49], while
the case rL = rR = r has been considered by [50]. The corresponding boundary matrix
K0(x) is given by
K
(2r+1,rL)
0 (x) =
r∑
i=−r
E(ii) +
q − x2
h0(a, c, x)
( ∑
rL<i≤r
t0E
(−i,−i) + E(r+1−i,r+1−i)
−
∑
rL<i≤r
q−iE(−i,r+1−i) + qr+1−it0E
(r+1−i,−i)
)
, (101)
and Kn(x) is defined as
K(2r+1,rR)n (x) =
r∑
i=−r
E(ii) −
1− x2
hn(b, d, x)
( ∑
rR<i≤r
E(−i,−i) + tnE
(r+1−i,r+1−i)
−
∑
rR<i≤r
E(r+1−i,−i) + tnE
(−i,r+1−i)
)
. (102)
Let us assume without loosing generality that rR ≤ rL (the opposite case can be treated
analogously). The action of the Weyl group W0 on Z
n defined in Section 4.1 can be
deformed by
si(λ1, . . . , λn) = (λ1, . . . λi+1, λi, . . . , λn),
sn(λ1, . . . , λn) =
{
(λ1, . . . ,−λn) |λn| > rR
(λ1, . . . , λn) |λn| ≤ rR.
(103)
This action splits Zn into sectors, that are labeled by generalised dominant weights δ¯+,
which are weakly decreasing compositions in Zn, such that their entries are larger or
equal to −rR. Let δ¯ the antidominant weight of δ¯
+, i.e. δ¯ antidominant and δ¯ ∈ W0(δ¯
+).
For any composition µ ∈ Zn call wµ the shortest signed permutation that puts µ in
antidominant form. By abuse of notation we call ℓ(µ) = ℓ(wµ), the length of wµ, and
m(µ) = #{(wµ)i < 0}, i.e. the number of minus signs in wµ. Then to a composition
µ we associate two compostions µc and µπ. The first one, µc, is obtained from µ by
removing all its entries whose modulus is larger than rL. The second one, namely µ
π,
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is defined by
µπi =
{
0 |µi| ≤ rL
µi |µi| > rL
Notice in particular that if λ¯ is a generalised dominant weight, then λ¯π is a dominant
weight whose parts are either zero or larger than rR. Given a generalised dominant
weight λ¯, denote by
|Ψλ¯(x1, . . . , xn)〉 =
∑
µ∈W0λ¯
f λ¯µ1,...,µn(x1, . . . , xn)|µ〉, (104)
a solution of the equations
Rˇi(xi+1/xi) |Ψ
λ¯(x1, . . . , xn)〉 = si|Ψ
λ¯(x1, . . . , xn)〉,
K0(x1) |Ψ
λ¯(x1, . . . , xn)〉 = s0|Ψ
λ¯(x1, . . . , xn)〉, (105)
Kn(xn) |Ψ
λ¯(x1, . . . , xn)〉 = sn|Ψ
λ¯(x1, . . . , xn)〉.
which in terms of the components f λ¯µ1,...,µn read
T0f
λ¯
µ1,...
= qµ1f λ¯−µ1,... µ1 < −rL,
T0f
λ¯
µ1,...
= t0f
λ¯
µ1,...
|λ1| ≤ rL,
Tif
λ¯
...,µi,µi+1,...
= tf λ¯...,µi,µi+1,... µi = µi+1,
Tif
λ¯
...,µi,µi+1,...
= f λ¯...,µi+1,µi,... µi > µi+1, (106)
Tnf
λ¯
...,µn
= tnf
λ¯
...,µn
|µn| ≤ rR,
Tnf
λ¯
...,µn
= f λ¯...,−µn µn > rR.
If the generalised dominant weight λ¯ has parts strictly larger than rL or zero, i.e. if
λ¯ = λ¯π, then these equations coincide with (85), therefore their solution is given by
(84). The other extreme case is when all the parts of λ¯ are in modulus smaller or equal
to rL, i.e. if λ¯ = λ¯
c, in this case it is easy to verify that the solution of (106) is given by
f λ¯µ (x1, . . . , xn) = t
−ℓ(µ)(tt−1n )
m(µ), (107)
and since this does not depend on the spectral parameter we shall write it in the following
as |Ψλ¯〉. For the general case the solution has a nested form given by the following
Proposition 2. Let λ¯ be a generalised dominant weight, then the solution of (106) is
given by
|Ψλ¯(x1, . . . , xn)〉 = |Ψ
λ¯pi(x1, . . . , xn)〉 ⊗ |Ψ
λ¯c〉 (108)
where we have used the tensor notation |µ〉 = |µπ〉 ⊗ |µc〉.
In terms of the components, the previous Propositions tells us that
f λ¯µ (x1, . . . , xn) = t
−ℓ(µc)(tt−1n )
m(µc)f λ¯
pi
µpi (x1, . . . , xn). (109)
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Proof. The proof consist in an explicit check of eqs.(106).
• Right boundary:
– If µn > rL then πµn = µn and Tnf
π˜λ¯
...,µn
= f π˜λ¯...,−µn.
– If rR < µn ≤ rL then πµn = 0, therefore Tnf
π˜λ¯
...,0 = tnf
π˜λ¯
...,0. On the other hand
ℓ(µ(c)) and m(µ(c)) decrease by one.
– If |µn| ≤ rR then πµn = 0 and the equation again follows from Tnf
π˜λ¯
...,0 = tnf
π˜λ¯
...,0.
• Bulk
– If µi = µi+1 then µ˜i = µ˜i+1 and the equation follows because it is satisfied by
f π˜λ¯...,π˜µi,π˜µi+1,....
– If µi 6= µi+1 and at least one of the two is in modulus larger rL. Then the
equation follows from the same equation satisfied by f π˜λ¯...,π˜µi,π˜µi+1,....
– If µi > µi+1 and |µi|, |µi+1| ≤ rL, then π˜µi = π˜µi+1 = 0 and
Tif
π˜λ¯
...,π˜µi=0,π˜µi+1=0,...
= tf π˜λ¯...,π˜µi=0,π˜µi+1=0,.... On the other hand the exchange of
µi and µi+1 makes ℓ(µ
(c)) decrease by 1.
• Left boundary
– If µ1 < rL then πµ1 = m1 and T0f
π˜λ¯
µ1,...
= qµ1t−10 f
π˜λ¯
−µ1,...
.
– If |µ1| ≤ rL then πµ1 = 0 and the equation again follows from T0f
π˜λ¯
0,... = t0f
π˜λ¯
0,....
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Appendix A. Explicit example for n = 2
To show that we can use either the dual K-matrix at the right hand side or the left hand
side, we take the Yang–Baxter equation (38) and rewrite it as follows
R1,2 (w/x)R1,3
(
w2
)
R2,3 (wx) = R2,3 (wx)R1,3
(
w2
)
R1,2 (w/x) ,
R1,3 (w/x)R1,2
(
w2
)
R3,2 (wx) = R3,2 (wx)R1,2
(
w2
)
R1,3 (w/x) ,
R1,3 (w/x)
τ1 R3,2 (wx) (R1,2
(
w2
)τ1)−1 = (R1,2 (w2)τ1)−1R3,2 (wx)R1,3 (w/x)τ1 .
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In the first line we wrote the Yang–Baxter equation, in the second we conjugated with
P2,3 both sides, then we transposed with τ1 and multiplied both sides of equation by
(R1,2(w
2)τ1)−1. The final step is to transpose again with τ1 and replace the matrix
((R1,2(w
2)τ1)−1)τ1 with R˜(w2). The resulting equation can be written explicitly in a
convenient way using the trace
Tr1(R1,3 (w/x)R3,2 (wx) R˜1,2
(
w2
)
) = Tr1(R˜1,2
(
w2
)
R3,2 (wx)R1,3 (w/x)). (A.1)
Now we take (34) and write explicitly K˜n(w) in terms of R˜(w
2) according to (28).
Using equation (A.1) we can push R˜(w2) to the other boundary where it meets K0(w)
giving rise to K˜0(w) by definition (27). Here is the n = 2 example
Tr0,0¯
(
R0,2 (wx2)R0,1 (wx1)K0(w)R1,0 (w/x1)R2,0 (w/x2)Kn(1/w)R˜0¯,0
(
w2
)
P0,0¯
)
=
Tr0,0¯
(
R0,2 (wx2)R0,1 (wx1)K0(w)Kn(1/w)P0,0¯R1,0¯ (w/x1)R2,0¯ (w/x2) R˜0,0¯
(
w2
))
=
Tr0,0¯
(
R2,0¯ (w/x2)R0,1 (wx1)K0(w)Kn(1/w)P0,0¯R1,0¯ (w/x1)R0,2 (wx2) R˜0,0¯
(
w2
))
=
Tr0,0¯
(
R0,1 (wx1)R2,0¯ (w/x2)K0(w)Kn(1/w)P0,0¯R0,2 (wx2)R1,0¯ (w/x1) R˜0,0¯
(
w2
))
=
Tr0,0¯
(
R1,0¯ (w/x1)R2,0¯ (w/x2)K0(w)Kn(1/w)P0,0¯R0,2 (wx2)R0,1 (wx1) R˜0,0¯
(
w2
))
=
Tr0,0¯
(
R1,0¯ (w/x1)R2,0¯ (w/x2)Kn(1/w)R0¯,2 (wx2)R0¯,1 (wx1)K0(w)R˜0¯,0
(
w2
)
P0,0¯
)
.
In the first line we wrote the transfer matrix explicitly with K˜ as in (28). The matrix
K0 acts in V0 and Kn in V0¯. In the second line we commuted Kn and P to the left.
In the following three lines we used (A.1), rearranged R-matrices and used (A.1) again.
This action switched the order of M (1) and M (2). In the last line we commuted K0 and
P to the right. The last three matrices in the last line are precisely of the form (27).
Therefore, we get
M(w; x1, .., xn) =M
(2)(w; x1, .., xn)Kn(1/w)M
(1)(w; x1, .., xn),
T (w; x1, .., xn) = Tr0(M(w; x1, .., xn)K˜0(w)). (A.2)
Appendix B. Commutativity of the transfer matrices
Let us show that the statement
[T (u), T (w)] = 0,
appearing in Theorem 1 holds. We need to supply the matrices entering T (u) and T (w),
given by (34), with indices denoting the auxiliary spaces. First, write K for K0 and K˜
for K˜n. Then we write the T-matrix as
T (u) = Tr0
(
M
(1)
0 (u)K0(u)M
(2)
0 (u) K˜0(u)
)
,
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where the subscript 0 denotes the auxiliary space V0. Take the product T (u)T (w)
T (u)T (w) = Tr0
(
M
(1)
0 (u)K0(u)M
(2)
0 (u) K˜0(u)
)
Tr0¯
(
M
(1)
0¯
(w)K0¯(w)M
(2)
0¯
(w) K˜0¯(w)
)
=
Tr0,0¯
(
M
(1)
0 (u)K0(u)M
(2)
0 (u) K˜0(u)M
(1)
0¯
(w)K0¯(w)M
(2)
0¯
(w) K˜0¯(w)
)
,
apply the transposition in V0
Tr0,0¯
(
K0(u)
τ0M
(1)
0 (u)
τ0K˜0(u)
τ0M
(2)
0 (u)
τ0M
(1)
0¯
(w)K0¯(w)M
(2)
0¯
(w) K˜0¯(w)
)
,
the two monodromy matrices M
(2)
0 (u)
τ0M
(1)
0¯
(w) can be switched using
Rτ0
0¯,0
(wu)M
(2)
0 (u)
τ0M
(1)
0¯
(w)−M
(1)
0¯
(w)M
(2)
0 (u)
τ0Rτ0
0¯,0
(wu).
The R-matrix in this expression can be introduced using the crossing unitarity written
in the form
R˜τ0
0¯,0
(wu)Rτ0
0¯,0
(wu) = I.
We find
Tr0,0¯
(
K0(u)
τ0M
(1)
0 (u)
τ0K˜0(u)
τ0R˜τ0
0¯,0
(wu)M
(1)
0¯
(w)M
(2)
0 (u)
τ0Rτ0
0¯,0
(wu)K0¯(w)M
(2)
0¯
(w) K˜0¯(w)
)
.
The next step is to transpose in V0
Tr0,0¯
(
R˜0¯,0(wu)K˜0(u)M
(1)
0 (u)K0(u)M
(1)
0¯
(w)R0¯,0(wu)K0¯(w)M
(2)
0 (u)M
(2)
0¯
(w) K˜0¯(w)
)
.
The matrices M
(2)
0 (u)M
(2)
0¯ (w) can be interchanged using
R0¯,0(u/w)M
(2)
0 (u)M
(2)
0¯
(w)−M
(2)
0¯
(w)M
(2)
0 (u)R0¯,0(u/w).
The R-matrix in this equation can be introduced using the unitarity I =
R0,0¯(w/u)R0¯,0(u/w), hence we get
Tr0,0¯
(
R˜0¯,0(wu)K˜0(u)M
(1)
0 (u)K0(u)M
(1)
0¯
(w)R0¯,0(wu)K0¯(w)R0,0¯(w/u)×
M
(2)
0¯
(w)M
(2)
0 (u)R0¯,0(u/w)K˜0¯(w)
)
.
The cyclicity of trace allows us to take the first two matrices R˜0¯,0(wu)K˜0(u) to the right
side of the product
Tr0,0¯
(
M
(1)
0 (u)M
(1)
0¯
(w)K0(u)R0¯,0(wu)K0¯(w)R0,0¯(w/u)×
M
(2)
0¯
(w)M
(2)
0 (u)R0¯,0(u/w)K˜0¯(w)R˜0¯,0(wu)K˜0(u)
)
.
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The order of the K-matrices and R-matrices in the last expression can be switched by
means of the reflection equations (43) and (47)
Tr0,0¯
(
M
(1)
0 (u)M
(1)
0¯
(w)R0¯,0(w/u)K0¯(w)R0,0¯(wu)K0(u)×
M
(2)
0¯ (w)M
(2)
0 (u) K˜0(u)R˜0,0¯(uw)K˜0¯(w)R0,0¯(u/w)
)
.
Now we need to commute M
(1)
0 (u) to the right. In order to do that we introduce the
R-matrices using the unitarity relation I = R0¯,0(w/u)R00¯(u/w) and use
R0,0¯(u/w)M
(1)
0 (u)M
(2)
0¯
(w)−M
(2)
0¯
(w)M
(2)
0 (u)R0,0¯(u/w).
The result reads
Tr0,0¯
(
M
(1)
0¯
(w)M
(1)
0 (u)K0¯(w)R0,0¯(wu)K0(u)M
(2)
0¯
(w)M
(2)
0 (u) K˜0(u)R˜0,0¯(uw)K˜0¯(w)
)
.
In the last step we encountered combinations R00¯(u/w)R0¯,0(w/u) and set them to I by
unitarity. Transposing again in V0 brings M
(1)
0 (u) next to M
(2)
0¯
(w)
Tr0,0¯
(
K˜0¯(w)M
(1)
0¯
(w)K0¯(w)K0(u)
τ0×
R0,0¯(wu)
τ0M
(1)
0 (u)
τ0M
(2)
0¯
(w) R˜0,0¯(uw)
τ0K˜0(u)
τ0M
(2)
0 (u)
τ0
)
.
It remains to commute M (1) andM (2) by means of R0,0¯(wu)
τ0, use the crossing unitarity
relation
Tr0,0¯
(
K˜0¯(w)M
(1)
0¯
(w)K0¯(w)K0(u)
τ0M
(2)
0¯
(w)M
(1)
0 (u)
τ0K˜0(u)
τ0M
(2)
0 (u)
τ0
)
,
and transpose in V0
Tr0,0¯
(
K˜0¯(w)M
(1)
0¯
(w)K0¯(w)M
(2)
0¯
(w) K˜0(u)M
(1)
0 (u)K0(u)M
(2)
0 (u)
)
.
The order of the T-matrices is now switched, so we arrive at T (w)T (u).
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