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Introduction
This Ph.D. thesis is based upon the project Analytical Quantum Gravity and Knot
Theory, which was intended to pursue two goals:
1) To study several unanswered mathematical questions in relation to the Ashtekar
formulation of quantum gravity.
2) To investigate the possible relation between the Ashtekar formulation and the
formulation used in two-dimensional quantum gravity, most prominently dynamical
triangulations and matrix models.
Both of these topics have been investigated, and some progress has been made in
both areas. Work in relation to the first question has been made by Rasmussen and
the author [161], but since this work has no direct connection to the main theme of
this thesis, it is not discussed here.
The second question turned out to be quite difficult to answer in a direct manner,
and it has evolved into the study of the broader question: What is the role of gauge
theoretical approaches to quantum gravity in two and three dimensions, and how are
they related to topological field theories?
The study of the latter question makes up most of this thesis. It is a nontriv-
ial question to understand why the theories of quantum gravity in two and three
dimensions, which we believe are correct, are described by different types of topo-
logical field theories. In order to understand this, we must study both topological
field theories and quantum gravity, in the formulations that are relevant for two
and three dimensions.
The philosophy behind this thesis, has been to present a pedagogical and detailed
picture of the topics relevant for the project. Since the major part of the research
made in connection with this Ph.D. project has been to study and understand
the involved theories, in order to investigate their relations and differences, a large
amount of space is given to the introduction of these topics.
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Even though there are no dynamical degrees of freedom in general relativity in
three dimensions, the quantum theory is known to be nontrivial. It is related to knot
theory through the work of Witten, formulating quantum gravity as a topological
gauge field theory of the Chern-Simons form. This theory is an example of a wider
class of topological gauge field theories, known as BF theories. Since the Ashtekar
approach to three dimensional quantum gravity is also described by a BF theory,
we reckon that this kind of topological field theory presents the correct formulation
of quantum gravity in three dimensions.
The situation is more problematic in two dimensions, when seen from the point
of view of general relativity. The two-dimensional Einstein-Hilbert action reduces
to a topological term, namely the Euler-Poincare´ characteristic, due to the Gauss-
Bonnet theorem, plus a cosmological term involving the cosmological constant. The
only metrical dependence of the gravitational path integral is through the cosmo-
logical term. The version of two-dimensional quantum gravity that we consider to
be correct, is the non-critical string theory in two dimensions expressed as Liou-
ville theory, dynamical triangulations or as matrix models. We denote this class of
theories 2D quantum gravity.
It is possible to formulate two different types of topological gauge field theories
in two dimensions, a Schwarz type BF theory and a Witten type theory, where
both of these define quantum theories of gravity. Both theories are studied in detail
in this thesis, and we find that two-dimensional BF theory fails to correspond to
2D quantum gravity, which instead corresponds to the Witten type topological
gravity. This is actually a special supersymmetric version of BF theory, based on a
topological shift symmetry, which is not included in the original BF theory.
It is discussed why it is different types of topological gauge theories which de-
scribe quantum gravity in two and three dimensions. In addition to this discussion,
new results regarding the identification between the Witten type theory of topolog-
ical gravity and 2D quantum gravity are presented, which have been a spinoff from
the study of the gauge formulation of two-dimensional quantum gravity.
The organization of the material is as follows:
Chapter 1: covers a broad introduction to Riemann surfaces and the moduli space
of Riemann surfaces. Parts of this chapter are introductory, but there is also a more
technical discussion regarding the compactification of the moduli space of Riemann
surfaces, which is an important topic for the discussions in chapters 4 and 5.
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Chapter 2: introduces the mathematical background of gauge theories and topolog-
ical gauge field theories, especially Schwarz and Witten type theories. As an exam-
ple of a Witten type theory, we introduce four-dimensional topological Yang-Mills
theory and discuss the mathematical interpretation of such Witten type theories.
The mathematical theory is rather involved, but essential for the discussions of
two-dimensional topological gravity in chapter 4.
Chapter 3: discusses the Jackiw-Teitelboim theory of two-dimensional gravity and
after an introduction to the first order formulation of Riemannian geometry, we
translate this theory into a BF topological gauge theory of the Schwarz type. The
quantum nature of this model is discussed in both canonical and covariant formu-
lations.
Chapter 4: introduces the Witten type theory of 2D topological gravity. Various
formulations of the theory are presented and the definitions and the role of the
observables and the topological invariants are discussed in great detail. Some im-
portant relations between different observables are discussed and a conjecture for
the identification between two different formulations of one special kind of observ-
able in the theory is presented.
Chapter 5: introduces a perturbation of the theory in chapter 4. This was stud-
ied in the paper [116] and the main results are presented together with additional
comments. The background for dynamical triangulations and matrix models is in-
troduced in order to discuss the identification made previously between 2D quantum
gravity and perturbed topological gravity. The new results regarding this identifi-
cation [116] are discussed in detail.
Chapter 6: includes discussions of the topics presented in the first five chapters,
together with additional material. We present comparisons between the different
theories and discuss why, how and if they are different. Especially the role of
Ashtekar gravity in two dimensions, and the difference between BF theory and
super BF theory are investigated.
Final remarks and perspectives conclude the main text of the thesis.
Appendix 1: contains a list of conventions used in the main text.
1 Moduli Space of Riemann
Surfaces
1.1 Introduction
The choice of space-time dimension is vital for the success of the theories of quan-
tum gravity, which we study. While the lower dimensions are less interesting than
four dimensions from a physical point of view, two dimensions offers a unique math-
ematical situation. The usual Riemannian space-time manifold can be replaced by
a one-dimensional complex manifold, known as a Riemann surface. This is not just
any kind of Riemannian surface since its complex nature leads to a wide range of
strong mathematical results. Much of the success of string theory and also two di-
mensional topological gravity relies on the fact that Riemann surfaces are such nice
mathematical objects. In this chapter we give a short review of the theory of Rie-
mann surfaces, and we present some facts regarding the moduli space of Riemann
surfaces and its compactification. This material is important for the discussions on
two dimensional topological gravity in chapter 4.
This chapter also serves to fix the notation for the main text, but since it contains
no new results, the sections 1.2, 1.3, and 1.4 may be skipped by the experienced
reader. It is also intended to save the reader the trouble of referring to textbooks
for the most common definitions, but it is in no way a full treatment of the subject.
We primarily used the following references [1, 2, 3, 4, 5, 6] for this chapter and
will not give references in the text unless the results are of a special nature, not
commonly given in the literature.
First we give the definitions of a Riemann surface and some of the results re-
garding the uniformization theorem. Next follows a discussion on the moduli space
of Riemann surfaces, a short introduction to algebraic geometry and finally a treat-
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ment of the Deligne-Mumford-Knudsen compactification of moduli space.
1.2 Definitions of Real and Complex Manifolds
Complex manifolds are important for the study of Riemann surfaces and we discuss
the most important definitions and relations with ordinary real manifolds. This
section also serves to fix the notation for the main text. Let us first recall the usual
definitions for real manifolds.
A topological manifold is a Hausdorff topological space such that every point has
a neighbourhood homeomorphic to Rn. A chart (U, φ) of a manifold M is an open
set U ⊂ M called the domain together with a homeomorphism φ : U 7→ V of U to
a open set V in Rn. A chart is also known as a local coordinate system, where the
local coordinates (x1, . . . , xn) are the image of φ(x) ∈ Rn for x ∈ U ⊂M . An atlas
of class Ck on M is a set of charts {(Uα, φα)} where the set of domains {Uα} must
cover M and where the homeomorphisms must satisfy the following requirement:
the maps (transition functions) ψβα = φβ ◦ φ−1α : φα(Uα ∩ Uβ) 7→ φβ(Uα ∩ Uβ) must
be maps of open sets of Rn 7→ Rn of class Ck.
To go from topology to geometry, the first step is to define a differential manifold
M , where the transition functions are required to be of class C∞. Consider the
tangent bundle T (M) and assign to each tangent space TxM over x ∈M , an inner
product being a bilinear, symmetric, and positive definite functional (·, ·), which
maps two vectors to the real numbers. Such an assignment is called a geometric
structure on M . Denote the inner product (·, ·) by g and let ei be the basis vectors
of TxM . Then g will be differentiable if g(e
i(x), ej(x)) is a differentiable function on
R in the usual sense. The differentiable inner product g is called the metric tensor
on M . Two atlases on a differentiable manifold are said to be compatible if and
only if their union {(Uα ∪ Uβ , φα ∪ φβ)} again is a C∞ atlas. This compatibility
is an equivalence relation and the equivalence classes are known as differentiable
structures.
Consider a 2n-dimensional topological manifoldM and construct an atlas where
the charts map open subsets of M homeomorphically to open subsets of Cn. An
analytic atlas is an atlas where all the transition functions are holomorphic1. Two
analytic atlases are equivalent when their union remains an analytic atlas. An equiv-
1We use the words holomorphic and analytic interchangeably.
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alence class of analytic atlases is called a complex structure, and a 2n-dimensional
real topological manifold with a complex structure is called an n-dimensional com-
plex manifold. A Riemann surface is a one-dimensional connected complex mani-
fold.
Let us study a few details regarding complex manifolds in general. We require
the transition functions ψβα = φβ◦φ−1α to be holomorphic maps of open sets U ⊂ Cn
to open sets V ⊂ Cn. Consider the coordinates in the two open sets (zi) ∈ U and
(wi) ∈ V , then wj = wj(z1, . . . , zn) for j = 1, 2, . . . , n. We require that the wj ’s are
holomorphic functions of the zi coordinates and that the holomorphic functional
determinant
det
∂(w1, . . . , wn)
∂(z1. . . . , zn)
6= 0. (1.1)
Identify the map Cn 7→ R2n by zj = xj + iyj 7→ (xj , yj). If we have a differ-
entiable 2n-dimensional manifold M with real coordinates organised in two pairs
(xj , yj), (gj, hj) and we wanted to construct holomorphic coordinates
zj = xj + iyj ; wk = gk + ihk, (1.2)
the real coordinates must satisfy the Cauchy-Riemann differential equations
∂gk
∂xj
=
∂hk
∂yj
;
∂hk
∂xj
= −∂gk
∂yj
, (1.3)
where j, k = 1, 2, . . . , n.
Orientability is an important and purely topological concept, for understanding
the relation between real and complex manifolds. In the case of real manifolds, we
have the matrix
Jij =
∂yi
∂xj
; i, j = 1, 2, . . . , n. (1.4)
If Jij > 0 for all x ∈ U ∩ V , the transition functions ψji are said to be orientation
preserving (holds also for ψij). A C
k atlas is orientable if all transition functions
are orientation preserving. One can now state the following result:
Theorem (1.1) Complex manifolds are always orientable.
Proof: Use the coordinates defined previously and denote by
Jhol = det
(
∂wi
∂zj
)
, (1.5)
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the holomorphic functional determinant. In the real case we have
J = det
 ∂wi/∂zj ∂wi/∂zj
∂wi/∂zj ∂wi/∂zj
 , (1.6)
but
∂wi
∂zj
=
∂wi
∂zj
= 0, (1.7)
due to the holomorphic nature of the coordinates and we find that
J = det
(
∂wi
∂zj
)
det
(
∂wi
∂zj
)
det
(
∂wi
∂zj
)
det
(
∂wi
∂zj
)
= | Jhol |2> 0. (1.8)
This indicates an important result:
Theorem (1.2) A two-dimensional orientable and compact differentiable real
manifold always admits a complex structure.
Proof: See [4] for information on the proof.
1.3 Riemann Surfaces: A Brief Introduction
The theory of Riemann Surfaces is a beautiful and vast area of mathematics, and
we cover only the most important subjects in this section. For use in the physical
theories in the later chapters the question of classification of Riemann surfaces is
very important. This is discussed in the section on moduli space, but first an
introduction to the uniformization theorem of Riemann surfaces is needed.
1.3.1 Conformal Structures
We can view a genus g Riemann surface Σg either as a real two-dimensional oriented
Riemannian manifold or as a one-dimensional complex manifold. We assume that Σg
is compact and boundary-less unless we specify otherwise. Let the real coordinates
of Σg be σ
1, σ2 with a general metric of the form
(ds)2 = gαβdσ
αdσβ, α, β = 1, 2, (1.9)
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where gαβ is the usual symmetric metric tensor. Riemann has shown that in every
local open subset Ui in the covering {Uα} of Σg, the metric can be written in the
form
(ds)2 = exp
(
Φ(σ1, σ2)
) (
(dσ1)2 + (dσ2)2
)
, (1.10)
with Φ(σ1, σ2) being a differentiable function on Σg. A coordinate system with a
metric of this form is known as a system of isothermal coordinates. One can change
to complex coordinates
z = σ1 + iσ2, (1.11)
z = σ1 − iσ2, (1.12)
which preserves the form of the metric in equation (1.10)
(ds)2 = exp
(
Φ(z, z)
)
|dz|2. (1.13)
The function Φ(z, z) is real so Φ(z, z) = Φ(z, z)∗, where ∗ denotes complex conju-
gation.
In general for an n-dimensional Riemannian manifold M , a diffeomorphism
f : M 7→M is a conformal transformation if it preserves the metric up to a scale
f : gαβ(x) 7→ eΦ(x)gαβ(x), x ∈M, (1.14)
where Φ(x) is a differentiable function on M . The set of conformal transformations
on M forms a group known as the conformal group. If g and g are two different
metrics on M , g is said to be conformally related to g if
g(x) = eΦ(x)g(x). (1.15)
This defines an equivalence relation on the set of metrics on M under the transfor-
mation g(x) 7→ g(x) in equation (1.15), known as a Weyl rescaling. An equivalence
class of metrics with regard to Weyl rescalings is known as a conformal structure
and the set of Weyl rescalings on M form the group Weyl(M). In two dimen-
sions a special result holds. Consider a general local coordinate transformation
Θ : (σ1, σ2) 7→ (u(σ1, σ2), v(σ1, σ2)), with u, v being differentiable functions on Σg,
which defines a bijective map from a region U in the (σ1, σ2) coordinate plane to a
region V in the (u, v) plane, such that the first and second derivatives are contin-
uous. The coordinate transformation Θ is conformal when the complex coordinate
w = u + iv, is an analytic function of the complex coordinate z = σ1 + iσ2 on U ,
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with non-vanishing dw/dz on U . In this situation the metric does not change its
form and we see that a conformal structure is equivalent to a complex structure in
two dimensions. The space of inequivalent complex structures on Σg is known as
the moduli space of Riemann surfaces, which we discuss in detail in a later section.
It is interesting to classify the different types of Riemann surfaces. There exists
a topological classification of two-dimensional manifolds given by the genus of the
manifold. It is special for two dimensions, that one has a perfect topological classi-
fication. In three dimensions there is no proof of a perfect classification and in four
dimensions it has been proved by Markov that such a classification can not exist.
If two manifolds M,N have the same topology, then there exists a homeomor-
phism φ : M 7→ N , such that M ≃ N are topological isomorphic. Recall that a
homeomorphism is a bijection φ which is bicontinuous (i.e. φ and φ−1 are contin-
uous). A homeomorphism maps images and inverse images of open sets to open
sets. The existence of a homeomorphism between two topological spaces is an
equivalence relation. If we now equip M,N with geometric structures, where we re-
quire the topological isomorphism to respect these structures, one can ask whether
there exist a differentiable isomorphism φ between M and N . Let x ∈ M and let
y = φ(x) ∈ N be the image of x in N , and consider coordinate patches around x
and y
(U, ψ) : x ∈ U, (1.16)
(V, ψ′) : y ∈ V. (1.17)
Define the function
φUV ≡ ψ′ ◦ φ ◦ ψ−1
∣∣∣ φUV : ψ (φ−1(V ) ∩ U) ⊂ Rn 7→ ψ′(V ) ⊂ Rn, (1.18)
where we say that φ is a differentiable map if φUV is differentiable for all possible
choices made, and further more that φ is a diffeomorphism if both φ and φ−1 are
differentiable maps. The manifolds M,N are said to be diffeomorphic if there
exists a diffeomorphism mapping the one to the other. Homeomorphic manifolds
can be deformed continuously into each other and for diffeomorphic manifolds the
deformation is smooth.
For two-dimensional compact and orientated manifolds there is only one dif-
ferentiable structure per genus, up to diffeomorphisms. This is not true in higher
dimensions, where there exist some exotic examples regarding higher spheres. On
the topological manifold S7 there exist 28 inequivalent differentiable structures and
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on S11 no less than 991 [4, 7]. For the real spaces Rn with n 6= 4 there exists
a unique differentiable structure, while there exists a continuous family of non-
equivalent differentiable structures on R4. This has been proven by use of the
Donaldson invariants, which are discussed in chapter 2.
Two complex manifolds M,N are said to be analytical isomorphic or analytical
equivalent if there exists a holomorphic homeomorphism between them. If there
exists a holomorphic homeomorphism between two Riemann surfaces, the two sur-
faces are said to be conformally equivalent, since the conformal mapping exactly
is a holomorphic homeomorphism. The number of conformal equivalence classes
depends on the genus as we will see in the section on the moduli space of Riemann
surfaces. This being the space of equivalence classes of complex structures.
1.3.2 Uniformization Theorem
There exists an amazing result in the theory of Riemann surfaces, known as the
uniformization theorem. This states that there are only three types of conformal
inequivalent, simply connected2 Riemann surfaces. These are:
(1) The extended complex plane C∪{∞}, which has the topology of the two-sphere
S2. This correspondence is due to the stereographic projection, or one-point
compactification of C. This Riemann surface is also called the Riemann sphere
Σ0 or C∞ .
(2) The complex plane C.
(3) The upper complex half plane H = {z ∈ C|Im(z) > 0}.
The uniformization theorem also covers those Riemann surfaces which are not sim-
ply connected, namely for any such surface Σg the universal covering space Σ˜ will
be one of the following three Riemann surfaces (C∞,C, H). The universal covering
space is a principal fibre bundle with structure group π1(Σg)
π1(Σg) 7→ Σ˜
↓ (1.19)
Σg ≡ Σ˜/π1(Σg). (1.20)
2A topological space X is simply connected if every loop can be continuously shrunk to a point.
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We discuss fibre bundles in more detail in chapter 2. The uniformization theorem
states that one and only one of the following statements can, and will be, true
Σg = C∞/π1(Σg), (1.21)
Σg = C/π1(Σg), (1.22)
Σg = H/π1(Σg). (1.23)
The three canonical Riemann surfaces (C∞,C, H) play a vital role and we discuss
some of their important properties. From the definition of the universal covering
space, it is clear that π1(Σ˜) = 1 is trivial. This follows from Σ˜ being simply
connected. So for any surface Σg the action of π1(Σ˜) will be trivial and hence free.
Recall that the action of a group G with elements g, is free on a space X if for any
point x ∈ X, g ◦ x = x if and only if g = e is the identity. If this was not true
for a point, say y ∈ X, this is said to be a fixed point for the group. In order to
preserve the complex structure on the covering space, one must require the elements
φ ∈ π1(Σg), to be analytic automorphisms on Σ˜.
It is possible to study the classification of Riemann surfaces by classifying the
representations of π1(Σg). This is done by investigating the fixed point free sub-
groups of the automorphism group, respectively for each of the three canonical
Riemann surfaces.
We use the standard description of a genus g Riemann surface Σg as a 4g-polygon
(see figure (1.1)) where each pair of identified sides corresponds to a homotopically
nontrivial loop on Σg. The polygon edges are identified as the loops (ai, bi) on
figure (1.2), which all for i = 1, . . . , g are homotopically nontrivial.
There exists a homotopically trivial curve γ which represents the boundary of the
4g-polygon
γ = a1b1a
−1
1 b
−1
1 a2b2a
−1
2 b
−1
2 . . . agbga
−1
g b
−1
g . (1.24)
The curve is trivial because it never encloses the nontrivial cycles, so we can shrink
γ continuously to an interior point of the surface. The fundamental group π1(Σg)
has 2g generators Γ(ai),Γ(bi) constrained by the one relation
g∏
i=1
(
Γ(ai)Γ(bi)Γ
−1(ai)Γ−1(bi)
)
= 1. (1.25)
For the three canonical Riemann surfaces, we should represent this group by fixed
point free elements of their automorphism groups. The fundamental group π1(Σg)
also has an interesting classification due to the genus g of the surface. It comes
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Figure 1.1: A 4g-polygon.
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g
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Figure 1.2: A Riemann surface of genus g.
in three distinct classes: For g = 0, all curves are homotopic trivial π1(Σ0) = 0.
For g = 1, the fundamental group has two generators Γ(a),Γ(b). Equation (1.25)
reduces to the statement that the group is abelian Γ(a)Γ(b) = Γ(b)Γ(a). For higher
genus g ≥ 2, π1(Σg) will be non-abelian. The division into three situations is tied
to the three canonical Riemann surfaces. In the next section we show that for a
non-simply connected Riemann surface Σg, the universal covering space is C∞ for
g = 0, C for g = 1 and H for g ≥ 2. We therefore now consider the three canonical
Riemann surfaces and find their automorphism groups.
1.3.3 The Canonical Riemann Surfaces
The Riemann sphere, or the extended complex plane as it is also called, is the
only compact surface of the three canonical Riemann surfaces. Hence it is clear
that there can not exist an analytic homeomorphism from this to the non-compact
surfaces C, or H , so it is conformally inequivalent to these. The sphere is related
to the extended plane by the usual sterographic projection, where the equator is
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mapped to the unit circle in C, the south pole to the origin of C, and the north
pole to infinity. In other words C∞ is the one point compactification of C, where
we have added the point {∞}. It can be shown that all analytic functions on C∞
are rational functions which can be represented as the quotient of two polynomials
such that f(z) = p(z)/q(z) where q(z) is not identically zero.
We are interested in the automorphisms on C∞ , i.e. analytic homeomorphisms
mapping C∞ to itself. We assume that the polynomials p(z), q(z) do not have com-
mon factors, since they would cancel in any case. So the analytic homeomorphisms
will also be rational functions, but since they must be bijective in order to be home-
omorphisms, the maximal degree of these polynomials will be one. This is due to
the fact that a complex polynomial equation of order n has n solutions and hence
it will not be bijective for n > 1. So the form of a general automorphism on C∞ is
T (z) =
az + b
cz + d
; a, b, c, d ∈ C, (1.26)
supplemented with the restriction ad − cb 6= 0 ensuring that there are no common
factors in p(z) and q(z). It is clear that (a, b, c, d) 7→ (αa, αb, αc, αd), α ∈ C, α 6= 0
defines the same transformation. The transformations of the form T (z) are called
Mo¨bius transformations. These form a group, the automorphism group Aut(C∞)
under the composition(
az + b
cz + d
)
·
(
ez + f
gz + h
)
=
(ae+ bg)z + (af + bh)
(ce+ dg)z + (cf + dh)
. (1.27)
The identity element is T (z) = z and the inverse element
T−1(z) =
dz − b
−cz + a. (1.28)
The Mo¨bius transformation can be written in matrix form as
M(T ) =
 a b
c d
 , (1.29)
and the composition defined in equation (1.27) is now just matrix multiplication.
This also clearly explains the form of the inverse transformation in equation (1.28).
The matrices of this form, with non-vanishing determinant (i.e. the requirement
ad− cb 6= 0), generate the general linear group GL(2,C). But due to the comment
above, we note that αM(T ) defines the same action as M(T ), which implies that
GL(2,C) 6= Aut(C∞). Let M : GL(2,C) 7→ Aut(C∞) be a group homomorphism
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and denote by Λ those elements of GL(2,C) which are mapped to the identity
element of Aut(C∞). These elements are of the form a = d = λ 6= 0 and b, c = 0.
The automorphism group (or Mo¨bius group) is then (almost)
Aut(C∞) ∼ GL(2,C)/Λ ≡ SL(2,C). (1.30)
By setting λ2 = 1/detM , the element λM(T ) ∈ GL(2,C) will have unit determi-
nant. But since the scaling factor is quadratic, we also have the ZZ2 invariance under
(a, b, c, d) 7→ (−a,−b,−c,−d), which we factor out to obtain the true automorphism
group
Aut(C∞) = SL(2,C)/ZZ2 ≡ PSL(2,C). (1.31)
We conclude that the special projective group is the automorphism group of the
extended complex plane. In the literature one often ignores the distinction between
PSL(2,C) and SL(2,C).
We know that the metric can always be written in isothermal coordinates
(ds)2 = exp
(
Φ(z, z¯)
)
| dz |2 . (1.32)
By choosing the correct function Φ one can obtain a metric on each of the canonical
Riemann surfaces. As a general result the scalar curvature [6] is
R = −e−Φ(z,z¯)∂z∂z¯Φ(z, z¯). (1.33)
The correct functions for the canonical surfaces are
C∞ : Φ(z, z¯)+ = ln
(
1+ | z |2
)
, (1.34)
C : Φ(z, z¯)0 = 0, (1.35)
H : Φ(z, z¯)− = −2 ln (2 Im(z)) . (1.36)
We list the three corresponding metrics and their scalar curvature:
C∞ (ds)2+ =
|dz|2
(1+|z|2)2 R+ = 2
C (ds)20 =| dz |2 R0 = 0
H (ds)2− = 14 |dz|
2
(Im(z))2
R− = −2
(1.37)
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Often one changes the normalization such that the curvature is ±1 or 0. It can be
shown [6] that the isometry groups for these three metrics are SU(2) for C∞, ISO(2)
for C, and SU(1, 1) for H . These are different 3-parameter subgroups of the 6-
parameter group PSL(2,C). The matrices in equation (1.29) with unit determinant
form the special linear group SL(2,C) and if one then restrict the elements to
fulfill d = a¯ and c = −b¯, we obtain the special unitary group SU(2) ⊂ SL(2,C).
This is the maximal compact subgroup of SL(2,C). The non-compact subgroup
SU(1, 1) = SL(2,R) is the restriction of SL(2,C) by demanding all matrix elements
to be real. The subgroup ISO(2) ⊂ SL(2,C) is spanned by the matrices of the form eiθ b
0 e−iθ
 , (1.38)
where b ∈ C and θ ∈ R. For ISO(2) the corresponding Mo¨bius transformation
maps z 7→ zeiθ + β which is a rotation followed by a translation. But these are
not all Mo¨bius transformations on the complex plane, there are also the dilatations
z 7→ λz where λ ∈ R. So ISO(2) is not the automorphism group of C, this is instead
Aut(C) = ISO(2)⊗ R. (1.39)
While the isometry groups for C∞ , and C, are subsets of the automorphism groups,
it turns out that the isometry group and automorphism group for H are identical
Aut( H) = SU(1, 1) = SL(2,R). (1.40)
For the Riemann sphere C∞ , the automorphism group PSL(2,C) has three free
complex parameters due to the requirement ad − bc = 1. One can always fix these
three parameters [6] in the Mo¨bius transformation, so there are no fixed point free
subgroups for Aut(C∞). Only the trivial homotopy group π1(Σ0) for a genus zero
Riemann surface Σ0 can be represented in Aut(C∞) and hence C∞ is the universal
covering space for all genus zero Riemann surfaces.
For the complex plane C, the automorphism group was ISO(2)⊗R. There is a
fixed point for the ISO(2) rotation/dilatation part
z 7→ zeiθλ, fixed point at z = 0, (1.41)
but not for the translation
z 7→ z + β, no fixed points. (1.42)
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So we can only represent π1(C) in ISO(2) ⊗ R by the translations, but since the
translation group is abelian it can only be π1(Σ1) for genus one Riemann surfaces
which will do the job. We thus identify C as the universal covering space for all
genus one Riemann surfaces.
The fundamental group for a genus one surface Σ1 is generated by two elements
(n,m), which also generate the translation group
{t ∈ π1(Σ1)| t : z 7→ z + nω1 +mω2} ; n,m ∈ ZZ, ω1, ω2 ∈ C. (1.43)
The ratio Im(ω1/ω2) 6= 0 per definition. For every choice of (ω1, ω2), we define
a genus one Riemann surface as the equivalence class of points in C, under the
relation
zˆ ∼ z if zˆ = z + nω1 +mω2 ; n,m ∈ ZZ. (1.44)
This relation defines a lattice ZZ × ZZ and the corresponding torus is conformally
equivalent to the torus defined by a lattice with basis (1, τ), where the ratio
τ = ω2/ω1, (1.45)
has a positive imaginary part. Hence we identify τ as an element of the complex
upper half plane H . In figure (1.3) we show the fundamental region of this lattice.
By identifying the opposite sides of the fundamental region, we get a torus with
  
  


10
τ
Re
τ+1
Im
Figure 1.3: The fundamental region of the lattice (1, τ).
vertices (0, 1, τ, τ + 1). The number τ is known as the moduli. But two different
moduli parameters can define the same lattice. Every lattice will have infinitely
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many moduli parameters, namely one for each different choice of basis (ω1, ω2). Let
(ω1, ω2, τ) and (q1, q2, τˆ) be two different bases with their moduli. They define the
same lattice if they are related by
τˆ =
aτ + b
cτ + d
, a, b, c, d ∈ ZZ ; ad− bc = 1 such that Im(τˆ ) > 0. (1.46)
The collection of all such transformations form the modular group Γ = PSL(2, ZZ).
If τ and τˆ are related by a modular transformation the lattices (1, τ) and (1, τˆ)
will be conformally equivalent. This shows that the moduli space of a genus one
Riemann surface must be of the form
M1 = Hτ/Γ, (1.47)
being the set of all complex structures which can be imposed on a compact genus
one Riemann surface. By Hτ we mean the complex upper plane defined by the
moduli parameter τ . The modular group Γ is a discrete subgroup of PSL(2,R) and
we shall see that the elements are related to global diffeomorphisms on Σ1. The
metric on Σ1 can be written in isothermal coordinates, but the function Φ(σ1, σ2),
from equation (1.10), must be periodic
Φ(σ1 +m+ nτ1, σ
2 + nτ2) = Φ
(
σ1, σ2
)
, τ = τ1 + iτ2; m,n ∈ ZZ. (1.48)
In this representation all moduli dependence of the metric has been collected in
the conformal factor, but this is not a universal result. Consider the following
coordinate transformation
σ1 7→ σ1 + τ1σ2, (1.49)
σ2 7→ τ2σ2, (1.50)
mapping the unit square of the (σ1, σ2) coordinate system into the fundamental
lattice (1, τ). This maps the isothermal metric into the form
(ds)2 = exp
(
Φ(σ1, σ2)
)
|dσ1 + τdσ2|2. (1.51)
This is an example of a general result for Riemann surfaces. One can always write
an arbitrary metric as
(ds)2 = λ(z, z) | dz + µ dz |2, (1.52)
where one requires | λ |> 0, | µ |< 1 to obtain positivity of the metric. Since λ is
always positive, we write it as the exponential of Φ(z, z). This general metric will
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acquire the isothermal form if we can find a diffeomorphism w = f(z, z) that maps
the (z, z)-coordinates into an isothermal coordinate system. The requirement for
such a diffeomorphism is that it should satisfy the Beltrami equation:
∂zf = µ ∂zf. (1.53)
We use the standard definitions
∂z =
1
2
(∂x − i∂y), (1.54)
∂z =
1
2
(∂x + i∂y), (1.55)
from which we see that if w = f(z, z) satisfies equation (1.53) one can write
| dw |2=| ∂zw dz + ∂zw dz |2=| ∂zw |2 | dz + µ dz |2 . (1.56)
This shows that the diffeomorphism f maps the arbitrary metric in equation (1.52)
into the form of equation (1.13)
f : λ(z) | dz + µ dz |2=| ∂zw(z) |2| dz + µ dz |2 7→| dw |2, (1.57)
where λ
′
(w) = 1. Locally one can find solutions to the Beltrami equation, provided
certain conditions are fulfilled, for example that the metric should be real-analytic.
For details see [8].
The diffeomorphisms in equations (1.49,1.50) are exactly mapping the isothermal
metric into the form in equation (1.52) and the Beltrami coefficient is
µ =
1 + iτ
1− iτ . (1.58)
The modular transformations are exactly those diffeomorphisms which preserve the
metric in equation (1.51), i.e. they should be linear in (σ1, σ2)
σ1 7→ aσ1 + bσ2, (1.59)
σ2 7→ cσ1 + dσ2, (1.60)
as well they should preserve the periodicity of the metric. Hence they should map
the vertices of the unit square to the vertices of the fundamental region of the
lattice (1, τ), which forces (a, b, c, d) to be integers and since the diffeomorphism
should be orientation preserving it follows that ad − bc = 1. We see that these
diffeomorphisms define modular transformations, and they are not homotopic to
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σ
σ3
2
σ
22
σ
Figure 1.4: An example of the map in equations (1.59,1.60).
the identity. Consider the example given in figure (1.4) where the unit square is
mapped into the lattice by the modular transformation given by (a = 2), (b = c =
d = 1) and where the dotted line indicates a constant σ2 value. Identifying the
opposite edges of the square and parallelogram respectively, results in two tori, as
illustrated in figure (1.5), where we see from the indicated constant σ2 lines, that
the diffeomorphisms mapping the torus (A) into the torus (B) can not be homotopic
to the identity.
BA
Figure 1.5: The resulting tori with the constant σ2 lines.
Hence we can identify the modular transformations with the mapping class group
(defined below) on Σ1,
MCG1 ≡ Diff(Σ1)
Diff0(Σ1)
≃ PSL(2, ZZ), (1.61)
where Diff0(Σ1) are the diffeomorphisms connected to the identity. The space of
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inequivalent complex structures from equation (1.47), can also be represented as
M1 = Hτ/MCG1. (1.62)
This show that Hτ , is the universal covering space for M1 with covering group
PSL(2, ZZ).
By discussions similar to that of genus one surfaces, one can prove that H is
the universal covering space of all Riemann surfaces with genus g ≥ 2, with the
covering group being the fundamental group of the surface. We now turn to a more
general discussion of the moduli spaces of Riemann surfaces.
1.4 The Moduli Space of Riemann Surfaces
The space of all conformal equivalence classes of Riemann surfaces is known as
the moduli space Mg of a genus g Riemann surface. This space is very important
for the study of gravity in two and three dimensions and for string theory. One
reason for this is that in those theories the path integral involves an integration
over all surfaces. The action in critical string theory is conformally invariant and
the theory reduces to an integral over moduli space. In gravity the moduli space is
also important for reasons we will discuss in the following chapters. We have seen
an example of the moduli space of genus one Riemann surfaces and we now extend
this to a discussion of the moduli space for all genera. Denote by MET(Σg) the set
of all metrics on the Riemann surface Σg with genus g. We have seen that every
metric defines a complex structure, so obviously the set of all inequivalent complex
structures Mg will be a subset of MET(Σg) . But there is no reason to believe
that every metric should define a unique complex structure, so we must study how
the inequivalent complex structures can be identified. We have learned that the
Weyl transformations do not change the complex structure and the moduli space
Mgmust be a subset of MET(Σg) /Weyl(Σg) . The group of all diffeomorphisms
mapping the surface to itself is denoted Diff(Σg) . There are diffeomorphisms acting
on the metric, which preserve the complex structure and these should be factored
out to form an equivalence class of complex structures. Thus we can conclude that
the moduli space can be represented as3
Mg ∼ MET(Σg)
Weyl(Σg) ×Diff(Σg) , (1.63)
3Warning! This is not quite true for genus zero and one. The explanation is given on page 21ff.
18 CHAPTER 1. MODULI SPACE OF RIEMANN SURFACES
characterising the metric transformations which change the complex structure. The
result in equation (1.62) generalizes to all genera and the covering space to moduli
space is known as Teichmu¨ller space Tg
Mg = Tg
MCGg
, (1.64)
where the Teichmu¨ller space can be represented as
Tg = MET(Σg)
Diff0(Σg)×Weyl(Σg) . (1.65)
Teichmu¨ller space is always smooth while moduli space is an orbifold, since it is the
quotient with a discrete group, namely the mapping class group. Note also that
moduli space is non-compact, but, as we will see, finite dimensional.
1.4.1 The Geometric Structure of Moduli Space
It is instructive to use the identification from equation (1.63) to identify the elements
in Mg and Tg . The tangent space Tg(MET(Σg) ) at the point gαβ ∈ MET(Σg) is a
linear space spanned by the infinitesimal deformations of gαβ
gαβ 7→ gαβ + δgαβ. (1.66)
Since the space is linear it is endowed with a natural inner product, corresponding
to a metric on the space of metrics MET(Σg)
〈δg(1), δg(2)〉 =
∫
Σ
d2ξ
√
ggαγ(ξ)gβδ(ξ)δg
(1)
αβ (ξ)δg
(2)
γδ (ξ). (1.67)
Here g = det(gαβ(ξ)). The tangent space T (Diff(Σg) ) is the Lie algebra of the
diffeomorphism group, which is spanned by the tangent vectors of Σg
T (Diff(Σg) ) = T (Σg), (1.68)
since every tangent vector tα(ξ) is a generator of an infinitesimal coordinate trans-
formation
ξα 7→ ξα + tα(ξ). (1.69)
The space T (Diff(Σg) ) is linear and thus endowed with a natural inner product
〈t(1), t(2)〉 =
∫
Σ
d2ξ
√
ggαβ(ξ)t
α
(1)(ξ)t
β
(2)(ξ). (1.70)
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A vector field on a surface Σg is a choice of a tangent vector to every point of
the surface. Since each point has a tangent space, this amounts to a selection of one
vector from each tangent space. If this choice varies smoothly from point to point
one can draw curves on the surface such that the vector at x ∈ Σg is tangent to the
curve passing through x. Such curves are known as integral curves. If the vector
fields never vanish at any point, the different curves will not intersect and there will
be just one curve per point. The set of integral curves will cover the surface and
is known as the congruence of integral curves covering Σg. A congruence provides
a natural mapping Σg 7→ Σg and if the integral curves (ξ1(t), ξ2(t)) are infinitely
differentiable with respect to t, the resulting congruence is a diffeomorphism of the
surface to itself. An infinitesimal diffeomorphism can thus be parametrized by a
C∞ vector field ~v(ξ1, ξ2).
Assume that (ξ1, ξ2) are nonsingular coordinates on Σg. Let eα, for α = 1, 2 be the
basis of the tangent space at the point (ξ1, ξ2), such that ~v = vαeα. If f(ξ
1(t), ξ2(t))
is a scalar function on Σg then the operation of the vector field ~v(ξ
1, ξ2) on f is
written as ~v[f ] defined as the change in f when it is displaced along the integral
curves of ~v. The change is expressed by the directional derivative of f in the
direction of the vector ~v, tangent to the integral curve, such that
~v[f ] = vαeα[f ] = v
α ∂f
∂ξα
. (1.71)
This is also known as the Lie derivative L~v of f along ~v. The similar action on a
rank two covariant tensor gαβ on Σg reads
L~v(g(~u, ~w)) = (L~vg)(~u, ~w) + g(L~v~u, ~w) + g(~u,L~v ~w). (1.72)
This enables one to describe the action of an infinitesimal diffeomorphism on the
metric as the Lie derivative along the vector field ~v that generates the diffeomor-
phism,
δdiff gαβ ≡ (L~vg)αβ = vγ(∂γgαβ) + gγβ(∂αvγ) + gγα(∂βvγ), (1.73)
where ∂α = ∂/∂ξ
α. Using vα = gαγv
γ we have for example
gγβ (∂αv
γ) = (∂αvβ)− vγ (∂αgγβ) , (1.74)
and equation (1.73) can be rewritten as:
(L~vg)αβ = ∂αvβ + ∂βvα + vγ∂γgαβ − vγ∂αgγβ − vγ∂βgγα.
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Notice that some of this form resembles that of the Christoffel symbol
Γσαβ =
1
2
gσγ (∂αgγβ + ∂βgγα − ∂γgαβ) , (1.76)
and by reorganising the terms we find
(L~vg)αβ = Dαvβ +Dβvα ≡ D(αvβ), (1.77)
using that
Dαvβ = ∂αvβ − Γραβvρ. (1.78)
A general Weyl scaling maps the metric
gαβ 7→ g′αβ = eΦgαβ , (1.79)
and an infinitesimal Weyl transformation by eδΦ is then written as
δWgαβ = gαβδΦ. (1.80)
Any general transformation of the metric δgαβ can be decomposed into a trace part
and a traceless one:
δgαβ = δΦgαβ + δhαβ, (1.81)
where
δΦ =
1
2
gµνδgµν , (1.82)
δhαβ = δgαβ − 1
2
gαβg
µνδgµν . (1.83)
Choose δgαβ = D(αvβ) for an infinitesimal diffeomorphism and we find:
δΦ =
1
2
gµνD(µvν) = Dµv
µ, (1.84)
δhαβ = D(αvβ) − 1
2
gαβg
µνD(µvν)
= Dαvβ +Dβvα − gαβDµvµ
≡ [P1(v)]αβ. (1.85)
In the last line we introduce the definition of the operator P1 which maps vectors
into symmetric, traceless, rank two tensors. This operator plays a central role in
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the following considerations. Apply equation (1.81) to write the combined effect of
a Weyl transformation and a diffeomorphism on the metric as
δgαβ = (δΦ +Dµv
µ)gαβ + [P1(v)]αβ. (1.86)
A Weyl transformation is orthogonal to the image of P1, i.e. δWeyl ⊆ (ImP1)⊥ since:
〈gαβδΦ, [P1t]γδ〉 =
∫
Σ
d2ξ
√
g gαγgβδgαβδΦ (Dγtδ +Dδtγ − gγδDαtα)
=
∫
Σ
d2ξ
√
g δΦ (Dαt
α +Dαt
α − 2Dρtρ)
= 0. (1.87)
From 〈δg, P1t〉 = 〈P †1 δg, t〉, one can show[
P †1 δg
]
α
= −2Dβδgαβ +Dα
(
(δgγδ)gγδ
)
. (1.88)
Hence one introduces the following notation: The tangent space of MET(Σg) can
be decomposed as T (MET(Σg) ) = T (Weyl(Σg) ) ⊕H , where H denotes the space
of all traceless (2 × 2) matrices. The operator P †1 maps from H to the space of
vectors, i.e. to T (Diff(Σg) ) and we identify
H = ImP1 ⊕KerP †1 , (1.89)
where KerP †1 is known as the space of quadratic differentials and KerP1 as the space
of conformal Killing vectors. First we consider the latter.
For tα ∈ KerP1 we have
Dαtβ +Dβtα = gαβDγt
γ , (1.90)
so any diffeomorphism induced by such a conformal Killing vector (C.K.V.) field
equals a Weyl transformation, i.e. δDiff−C.K.Vgαβ = δWeylgαβ. Hence there is an
overlap between the groups Diff(Σg) and Weyl(Σg) if there exist conformal Killing
vectors and the product Diff(Σg) ×Weyl(Σg) in equation (1.63) should really be
taken as the semi-direct product [9] if one is to be strictly correct. As we shall see
this is only a problem for surfaces of genus zero and one.
The elements tα ∈ KerP1 form a Lie sub-algebra of T (Diff(Σg) ), namely the
Lie algebra of the group of conformal automorphisms of the metric. The metric
isomorphisms (i.e. δg = 0) are a subset of the conformal automorphisms.
The elements hαβ ∈ KerP †1 are the symmetric, traceless and divergence-less (i.e.
Dαh
αβ = 0) rank 2 tensors. It is convenient to rewrite the definitions of P1, P
†
1 from
equations (1.85,1.88) in isothermal coordinates
(ds)2 = exp
(
Φ(z, z¯)
)
| dz |2, (1.91)
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where gzz = gz¯z¯ = g
zz = gz¯z¯ = 0. Using gαβδgαβ = 2e
−Φδgzz¯, one can write
[P1t]zz = 2Dztz, (1.92)
[P1t]z¯z¯ = 2Dz¯tz¯, (1.93)
[P1t]zz¯ = 0, (1.94)[
P †1 δg
]
z
= −2gzz¯ (Dz¯δgzz +Dzδgzz¯) + 2Dz
(
e−Φδgzz¯
)
, (1.95)[
P †1 δg
]
z¯
= −2gzz (Dzδgz¯z¯ +Dz¯δgzz¯) + 2Dz¯
(
e−Φδgzz¯
)
. (1.96)
In the special case where δgzz¯ = 0 the elements µzz ∈ KerP †1 must satisfy the
equation [
P †1µ
]
z
= gzz¯Dz¯µzz = 0. (1.97)
In the isothermal coordinate system the Christoffel symbols, defined in equation (1.76),
reduce to only two non-vanishing components
Γzzz = ∂zΦ, (1.98)
Γz¯z¯z¯ = ∂z¯Φ, (1.99)
and equation (1.97) reduces to
∂z¯µzz = 0, (1.100)
justifying the name quadratic differentials and we denote the space of analytic
quadratic differentials as H(2)(Σ).
This identifies the space of quadratic analytic differentials as the space consisting of
infinitesimal metric deformations, which are not obtained by Weyl transformations
or diffeomorphisms. Hence these are the same as the elements of Teichmu¨ller space
and H(2)(Σ) ∼ Tg . Combining this with Im(P1) = T (Diff(Σg) ) we have
T (MET(Σg) ) = T (Weyl(Σg) )⊕ T (Diff(Σg) )⊕H(2). (1.101)
We now turn to investigate how the various changes in the metric affect the
curvature of the Riemann surface. One can calculate the change in the scalar
curvature from a general metric transformation δgαβ
δR = −1
2
(δgαβ)g
αβ R +DγDγ
(
gαβ(δgαβ)
)
−DαDβ (δgαβ) . (1.102)
The space of those metrics which have constant scalar curvature R[g] = k is invari-
ant under diffeomorphisms, since a coordinate transformation can not change the
value of a scalar. If δgαβ ∈ H , i.e. it is a so-called Teichmu¨ller deformation, it must
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be traceless and divergence-less as e.g. δgαβ = Rαβ =
1
2
gαβR and one also finds
δR = 0. But since the Weyl transformations change the scale of the surface, they
do not preserve the scalar curvature and they move us away from the surface of
constant curvature metrics in MET(Σg) as illustrated in figure (1.6). When dealing
g
T(weyl)
αβ
MET(     )Σ
R = k
T(diff)
Teich
Figure 1.6: A constant curvature surface in MET(Σg) .
with functional integration over moduli space, we see that the Weyl invariance is
easily gauge fixed by restricting ourselves to a constant curvature R = k, which we
will do several times during the discussion of topological gravity in two dimensions.
This concludes the introduction to metric transformations and the construction
of moduli spaceMg . The metric on MET(Σg) in equation (1.67) is also valid on the
space of constant curvature metrics {MET(Σg) | R = k} and it is invariant under
all diffeomorphisms there. In other words the diffeomorphisms are isometrics on
{MET(Σg) | R = k} and the metric can be used on both Mg and Tg . In the latter
case it is known as the Weyl-Peterson metric [2]. The dimension of the tangent space
of a manifold equals the dimension of the manifold itself and one can determine the
dimension of moduli space from its tangent space. The Riemann-Roch theorem
applies here and it can be shown [4, 6] that the dimension of moduli space is
dimMg = dim
(
KerP †1
)
− dim (KerP1) = −3
2
χ(Σ) = 3g − 3, (1.103)
where
χ(Σ) = 2− 2g, (1.104)
is the Euler-Poincare´ characteristic for a boundary-less Riemann surface Σg. We
see that there are three conformal Killing vectors in genus zero corresponding to the
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six real generators of PSL(2,C). In genus one there is one modulus (or Teichmu¨ller
parameter) and one conformal Killing vector corresponding to the generator of the
translations. For all higher genera are there no conformal Killing vectors and 3g−3
or (in real dimensions 6g − 6) moduli.
1.5 A Few Lines on Algebraic Geometry
Many of the results used in topological gravity regarding moduli space are made in
the very powerful, but also abstract, framework of algebraic geometry. We present
the very basic ideas and explain some of the terminology used in the original work
on topological gravity, to the extent it is needed in the rest of the thesis.
Let us first introduce the complex projective space CPn. One can define this
space as
CPn ≡
(
Cn+1 − {0}
)
/ ∼, (1.105)
where w, z ∈ Cn+1 are equivalent w ∼ z, if z = λw for any non-vanishing complex
number λ ∈ C. One can define the map
π :
(
Cn+1 − {0}
)
7→ CPn by mapping (z0, z1, . . . , zn) 7→ (z0 : z1 : . . . : zn).
(1.106)
The notation (z0 : z1 : . . . : zn) covers so-called homogeneous coordinates on CP
n,
but due to the definition up to scalar complex multiplication these numbers are not
coordinates in the usual sense.
One can define a topology on CPn by defining π to map into open sets of CPn.
By introduction of an atlas (Uα, ψα) one can define a manifold structure on CP
n.
Let the coordinate patches be
Uα ≡ {(z0 : z1 : . . . : zn) |zα 6= 0, α = 0, 1, . . . , n} , (1.107)
and the homeomorphisms be given as
ψα : Uα 7→ Cn
∣∣∣∣(z0 : z1 : . . . : zn) 7→ ( z0zα , z1zα , . . . , zα−1zα , zα+1zα , . . . , znzα ). (1.108)
By this map the individual coordinate patches of CPn are identified with Cn, and
the space CPn \Uα is an (n−1)-dimensional hyperplane at infinity. The projective
space is thus a compactification of Cn. The complex projective space can be viewed
as the space of all complex rays through the origin, excluding the intersection point
at the origin. All lines or rays in projective space intersect at one and only one
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point, and even parallel lines intersect, namely at infinity. This picture makes it
possible to map the projective spaces to the spheres. One can identify CP1 with
the Riemann sphere C∞ , using the covering
UN = {(z0 : z1)|z0 6= 0} , (1.109)
US = {(z0 : z1)|z1 6= 0} . (1.110)
(1.111)
Using the map in equation (1.108) we can identify
US =
{
(w : 1)|w = z0
z1
∈ C
}
≃ C, (1.112)
CP1/US = {(1 : 0)} ≃ {∞}, (1.113)
(1.114)
which identifies the manifold CP1 with the Riemann sphere C∞ .
More generally the complex projective space is useful when one wishes to extract
information about the geometry of a Riemann surface by embedding it into a larger
space. The picture in figure (1.2) is the result of an embedding into R3. This
embedding gives a good visual picture of the surface, but it does not respect the
complex structure on the surface. The only compact complex submanifolds of Cn
are the points, because the coordinate functions xi being analytical functions in Cn
also will be analytic functions on the embedded surface Σ, but the only possible
analytic functions on a compact Riemann surface are the constants. This implies
that CPn is the simplest space we can embed our surfaces in, which respects their
complex structures. One can extract a lot of information by this embedding, but it
can be problematic to separate the information depending on the embedding, from
that depending only on the surface itself. By this embedding Riemann surfaces will
be described in terms of polynomials in projective space.
Let f be a polynomial in n + 1 variables xi, (i = 0, 1, . . . , n), with all terms
homogeneous of order k. As an example take (n = k = 2) and let f be of the form
f(x) = x20 + x
2
1 + x
2
2. (1.115)
Let (z0 : z1 : z2) be homogeneous coordinates in CP
2 and insert these in the
polynomial to obtain
f(z) = z20 + z
2
1 + z
2
2 . (1.116)
Since the coordinates are only defined up to scaling we have:
f(λz) = λorder(f)f(z), λ ∈ C. (1.117)
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Since λ 6= 0 per definition one can always determine whether f(z) is zero or not.
The set of zeros for f(z)
Vf ≡
{
z ∈ CPn| f(z) = 0
}
, (1.118)
defines a so-called variety. Varieties replace Riemann surfaces in algebraic geometry.
One can equip CPn with Zariski topology, being the coarsest topology in which the
varieties Vf are closed sets. Every non-empty Zariski open set is dense
4 in CPn. A
subset W ⊂ CPn is a projective variety if it is the common set of zeros of finitely
many homogeneous polynomials. These polynomials might be of different order.
A variety W is said to be irreducible if every decomposition W = V1 ∪ V2 implies
that V1 ⊂ V2 or V2 ⊂ V1, where V1, V2 also are varieties. A Zariski open set of an
projective variety is known as an algebraic or quasi projective variety.
Kodaire and Chow [4] have shown the following: If Σg is a compact Riemann sur-
face, then it admits an embedding into some complex projective space. In addition
every Riemann surface is analytically isomorphic to a one-dimensional non-singular
variety, also known as a curve. In algebraic geometry the moduli space of Riemann
surfaces is known as the moduli space of curves. A non-singular variety corresponds
to the notation of a manifold in topology. The definition is somewhat technical and
we appeal to the readers’ intuitions of singularities and refer to the literature for
more information [10]. Non-singular varieties are said to be smooth.
Since all complex algebraic equations can be solved, algebraic geometry is a powerful
theory. Many central proofs given in topological gravity are made using algebraic
geometry and the hope is that this short list of the most central definitions will ease
the discussion of these proofs in the later chapters.
In the next section we show how the representation of Riemann surfaces as poly-
nomials give an extension to singular surfaces and we discuss the compactification
of moduli space in terms of these.
4Recall: LetX be a topological space: A point x ∈ X is an accumulation point ofA ⊆ X if every
neighborhood N(x) of x contains at least one point a ∈ A different from x : (N(x)− {x}) ∩A 6=
∅, ∀N(x). The closure A of A in X is the union of A with all its accumulation points. The set A
is dense in X if A = X .
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1.6 Compactification of Moduli Space
We begin this section by explaining how a torus can be described as a polynomial
in CP2. This leads us to the notation of noded Riemann surfaces, which plays a
central role when we compactify moduli space later in this section.
A torus can be represented as a parametrized curve in CP2, given by the poly-
nomial [11]
C(x, y) ≡
({
y2 − x(x− 1)(x− u) = 0
}
∪ {∞}
)
⊂ CP2, (1.119)
where u ∈ C is a complex constant and (x, y) are defined as
x =
z0
z2
and y =
z1
z2
, (z0 : z1 : z2) ∈ CP2. (1.120)
The curve is written C(x, y) = C(z0/z2 : z1/z2 : 1). We have added infinity to
compactify C2 to CP2. To see this describes a torus, consider the map π : C 7→
CP1, taking (z0 : z1 : z2) into (z0 : z2) and ∞ into (1 : 0), or equivalently as
(x, y) 7→ x. This is a 2 to 1 map corresponding to the graph of
y = ±
√
x(x− 1)(x− u) , x, y, u ∈ C, (1.121)
and since the complex projective space CP1 corresponds to the Riemann sphere C∞
, we consider y as a function y = f(x) on C∞ . Outside the four points (0, 1, u,∞)
this is a double valued function. Mark these four points on C∞ and draw two paths
between (0, 1) and (u,∞), as done in picture (A) of figure (1.7). Now cut the sphere
along the paths, which splits the double cover into two sheets as indicated in picture
(B) of figure (1.7). Then open the two cuts to change picture (B) of figure (1.7)
into the left hand side of figure (1.8). By gluing the open cuts together we obtain
the torus as promised. Note that the complex number u represents the moduli of
the torus, but in the algebraic geometry the limit u → 0 is special. For u = 0
C is still a perfectly regular polynomial, but the corresponding Riemann surface
undertakes a radical transformation. The torus degenerates and changes form from
(A) to (B) in figure (1.9) This is not a smooth Riemann surface, but it is still a
polynomial of the original order in CP2. We call the degenerated point, a node and
the surface, a noded Riemann surface. Almost every point on a noded Riemann
surface has a neighbourhood homeomorphic to C, but the degenerated point has
a neighbourhood homeomorphic to two discs glued together in a double point as
illustrated in figure (1.10). The pinched torus is topologically a sphere with a single
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Figure 1.7: (A) Two paths on the sphere. (B) Union of two copies of the sphere
with cuts.
double point. For higher tori, e.g. a two-torus, one can consider a non-contractible
loop, homologous to zero, as indicated by the dashed line, of length l, in picture (A)
of figure (1.11). Taking the limit l → 0 results in the pinched two-torus in picture
(B) of figure (1.11). The study of noded Riemann surfaces arised in string the-
ory, where divergences occur due to integration over Mg , which is a non-compact
space. One would like to compactify Mg by adding conformal equivalence classes
of degenerated surfaces. A situation which would cause problems in string theory
is when the string world-sheet becomes an infinitely long cylinder. But the infinite
cylinder can be mapped to the disc with a hole, by a conformal transformation,
so the infinite cylinder is conformally equivalent to (half) the neighbourhood of a
node [12]. This was exactly two discs glued together at the hole, and this implies
that the infinite cylinder corresponds to a degenerated Riemann surface, with a
node. Noded surfaces appear to be of the nature, which corresponds to the phys-
ical degenerations in string theory. A certain compactification scheme known as
the Deligne-Mumford-Knudsen compactification [4, 12, 13], based on noded Rie-
mann surfaces has therefore found good use in string theory. The compactified
moduli space is denoted Mg and the added point (actually a subvariety) ∆ is the
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Figure 1.8: (A) Two paths on the sphere. (B) Union of two copies of the sphere
with cuts.
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Figure 1.9: (A) A normal torus (B) A pinched torus.
complement of Mg in Mg , being of codimension one and having a decomposition
∆ =
g/2⋃
i=0
∆i. (1.122)
The individual ∆i’s are also subvarieties. A point in ∆ corresponds to a noded
Riemann surface and ∆0 is the closed set of all irreducible curves (complex dimen-
sion one varieties) with exactly one node as singularity, as e.g. the pinched torus in
figure (1.9) or more generally a g-torus with a single pinched homology cycle as in
figure (1.12) In general all ∆i are irreducible components of codimension one. For
i > 0, ∆i is the closed set of stable curves, which are the union of a nonsingular
genus i and a genus (g−i) curve, with one common double point. This is illustrated
in figure (1.13). In this compactificationMg is a projective variety, for whichMg is
an open (in Zariski topology), irreducible subvariety, so Mg is an algebraic variety.
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Figure 1.10: The neighbourhood of a node.
l
B)
A)
Figure 1.11: (A) A two-torus. (B) A pinched two-torus.
As in the geometric formulation, Mg is singular due to nontrivial automorphisms.
That Mg is a projective variety, makes life easy since many nice theorems like the
standard index theorems and things like Poincare´ duality still hold on Mg then.
This is the mathematical reason for preferring this compactification in favour of
others, and it then also happens to describe the degenerated surfaces one expects
in string theory. Therefore, it has also been used in topological gravity, as we will
discuss in chapter 4.
But not all noded curves are elements in Mg . Consider a sphere and begin
to squeeze the equator, until it becomes a node and the sphere pinches into two
spheres as illustrated in figure (1.14). The original sphere is conformally equivalent
to the pinched sphere, since all angles are preserved and this curve is not an element
inMg . There are no moduli on a sphere, which we can kill by pinching the surface
and the sphere is said to be conformally rigid [12]. These kinds of elements are not
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Figure 1.12: The general elements in ∆0.
g1 2 i i+1 i+2
Figure 1.13: The general elements in ∆i, with a genus i and a g − i sector.
in Mg . In the same way of reasoning one can not obtain a new element in Mg ,
by pinching the torus in figure (1.9) once more, since there are no moduli left to
kill. It is not known whether the compactified moduli space is the quotient of some
Teichmu¨ller-like space with some covering group G
Mg ?= Tg /G. (1.123)
In chapter 4 we extend this discussion to so-called punctured Riemann surfaces,
with fixed marked points on the surface, which are inert under diffeomorphisms.
The nature of the Deligne-Mumford-Knudsen compactification is vital for the map
from topological gravity to 2D quantum gravity.
Figure 1.14: Pinching a sphere to a double-sphere.
2 Topological Field Theory
2.1 Introduction
This chapter presents background material for the relevant discussions in gravity
related to topological field theories. The chapter is organised as follows: 1) A
discussion of the geometry of gauge theories. 2) A short treatment of the most
important results in Schwarz type TFT’s relevant for quantum gravity. 3) A short
discussion of the general features of Witten type TFT’s. 4) As an example of a
Witten type TFT we discuss 4D topological Yang-Mills theory, which in many
ways is a model for the study of topological gravity in two dimensions. 5) We
discuss in some detail the mathematics behind Witten type TFT’s and especially
topological Yang-Mills theory.
2.2 The Geometry of Gauge Theories
In this section we review the geometrical definitions relevant for the discussions of
gauge theories in this and following chapters. This section defines the notation for
these topics for the rest of the thesis. A basic reference on differential geometry
are the books by Kobayashi and Nomizu [14, 15] and for the relation to physics we
mainly use [1, 16]. The reader is assumed to be familiar with differential geometry
and I only list the most important definitions in order to set the stage for the
discussions in the rest of the text.
2.2.1 Principal Fibre Bundles
Let M be an n-dimensional Riemannian manifold, with either Lorentzian or Eu-
clidean signature. G denotes a Lie group and by P (M,G) we always mean a prin-
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cipal G-bundle over M
G 7→ P
↓ π (2.1)
M.
The projection at a point u ∈ P , is π(u) = x ∈ M . The inverse projection
π−1(x) ⊂ P is the fibre in P at u, over x ∈M , consisting of the points {ua|∀a ∈ G}.
Every fibre in P is diffeomorphic to G. By TuP we denote the tangent space of P
at u and Gu ⊂ TuP is the subset consisting of those tangent vectors to P , which
are tangent to the fibre through u.
A connection Γ in P is a unique decomposition, such that at any point u ∈ P ,
one can write
TuP = Gu ⊕Hu , (2.2)
where Hu ⊂ P is the orthogonal complement of Gu
Hu = (Gu)
⊥. (2.3)
The elements in Gu are known as the vertical tangent vectors and those in Hu as
the horizontal tangent vectors. So Γ is in a sense a metric on P , which defines the
orthogonality between Gu and Hu. Let g be the Lie algebra of G. Recall that g is
the space of left invariant vector fields on G. The diffeomorphism e 7→ ge = g for
e being the identity of G and g any element in G, induces a map Te(G) 7→ Tg(G)
being
Vg = (Lg)∗Ve. (2.4)
Here V is a vector field on G and Lag = ag, for all g ∈ G, is the left translation of
a ∈ G. The Lie algebra consist of all vector fields on G, which are invariant under
all left translations. By the definition of a fibre bundle [14], the group G acts on P
by right action
Ru : G 7→ P by Ru : a 7→ ua for u ∈ P, a ∈ G, (2.5)
embedding a copy of G at each point in P . This action is free, i.e.
Ru : a = ua = u, iff a = e ∈ G. (2.6)
The right action induces a map (Ra)∗ : TgG 7→ TgaG for a, g ∈ G. Just as there
can be left invariant vector fields on G can one define right invariant vector fields
by the requirement (Ra)∗V = V a = V for all a ∈ G.
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To define the connection Γ two requirements must hold. First,
Hua = (Ra)∗Hu, ∀u ∈ P and ∀a ∈ G, (2.7)
where (Ra)∗ is right multiplication with a acting on vectors. The existence of the
connection Γ induces a split of every vector X ∈ TuP into vertical (tangent to fibres)
and horizontal (orthogonal to fibres) components. Secondly the space Hu must
depend differentiably on the point u ∈ P , such that for every differentiable vector
field X on P , the vertical and horizontal components will also be differentiable
vector fields.
Since G acts on P by right action, there exists a vector space isomorphism
between the Lie algebra g and the space of vertical vectors Gu in every point
u ∈ P . Let
v(u) =
dRg(s)u
ds
∣∣∣∣∣
s=0
, (2.8)
be an element in Gu. Such a vector field is known as a Killing vector field on P
relative to the action of G. A left invariant vector field on G satisfies the equation
L
′
g
(
v(h)
)
= v(Lgh) = v(gh) , ∀g, h ∈ G, (2.9)
which implies that v(g) = L
′
gv(e). This reads in local coordinates
vα(g) =
∂(gh)α
∂hβ
∣∣∣∣∣
h=e
vβ(e). (2.10)
The differential of the map Ru
Cu = dRu : g 7→ TuP, (2.11)
defines an isomorphism v(u)↔ v(g). For every Lie algebra element A, this isomor-
phism defines a tangent vector to P at u, known as the fundamental vector fields
on P
A∗u = Cu(A), A ∈ g. (2.12)
Since the action of G preserves the fibres, A∗u ∈ g is tangent to the fibres at each
u ∈ P and since G acts freely on P , A∗ will never vanish if A 6= 0. The map
A 7→ (A∗)u is a linear isomorphism from g onto Gu for every u ∈ P . So we have
the result
Image(Cu) ≃ Gu. (2.13)
This global definition of a connection is often used in discussions of the geometrical
interpretation of TFT’s. The more common definition of a connection 1-form,
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follows from the existence of the connection Γ. For every element X ∈ TuP we
define the connection 1-form ω(X) to be the unique element A ∈ g, for which
A∗ is the vertical component of X. We can collect this into the definition of the
connection 1-form ω:
Theorem (2.1)
(A) ω(A∗) = A, ∀A ∈ g
(B) ω ((Ra)∗X) = Ad(a−1)ω(X) = a−1ω(X)a, for all a ∈ G and every
vector field X on P .
Conversely, given a g - valued 1-form ω on P, satisfying (A) and (B), there
exists a unique connection Γ in P , whose connection 1-form is ω.
Proof: See [14].
Note that one can define the horizontal vectors as the elements in the kernel of ω,
since ω(X) = 0 if and only if X is horizontal. A central result is the following. The
projection π : P 7→ M induces a linear map π : TuP 7→ Tx(M) for every u ∈ P .
As always π(u) = x ∈ M . If there exists a connection Γ in P , then the projection
π : Hu 7→ TxM is an isomorphism. So Hu ≃ TxM , if there is a connection on P
and we also just saw that Gu ≃ Tu(G) ≃ g. If Xu ∈ TuP is a vector field on P , the
connection one-form ωu at u ∈ P can be written as
ωu(Xu) = C
−1
u
(
Xverticalu
)
, (2.14)
since the horizontal vector fields constitute the kernel of ω. The general situation is
illustrated in figure (2.1). For differential n-forms η with values in the Lie algebra,
we say that η ∈ Ωn(P, g). Hence ω ∈ Ω1(P, g). Next we discuss the curvature
2-form of ω, but first we need the definition of a (pseudo)tensorial r-form.
Definition (2.1) Let P (M,G) be a principal fibre bundle and let ρ be a repre-
sentation of G on a finite dimensional vector space V . That ρ(a) is a repre-
sentation, means that it is a linear transformation of V for every a ∈ G and
there is a composition of these transformations ρ(ab) = ρ(a)ρ(b), for a, b ∈ G.
A pseudo-tensorial r-form on P of type (ρ, V ), is a V -valued, r-form η on
P , such that1 R∗aη = ρ(a
−1)η, for all a ∈ G. We say that η is horizontal if
1The ∗ supscript indicates that we perform the right translation on a form and not a vector
field, where the ∗ is in subscript.
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Figure 2.1: The bundle P (M,G) with a connection Γ.
η (X1, . . . , Xr) = 0, whenever one or more of the tangent vectors Xi ∈ TuP ,
i = (1, . . . , r) are vertical (i.e. Xi ∈ GuP ). If η is a pseudo-tensorial r-form
and it is horizontal, then it is said to be a tensorial r-form on P .
Theorem (2.2) If η is a pseudo-tensorial r-form on P of type (ρ, V ), and we by
h denote the projection h : TuP 7→ Hu, then
(A) The form ηh defined by
(ηh) (X1, . . . , Xr) = η (hX1, . . . , hXr) , (2.15)
where Xi ∈ TuP, i = (1, . . . , r), is a tensorial r-form of type (ρ, V ).
(B) dη is a pseudo-tensorial (r + 1)-form of type (ρ, V ), where d is the
exterior derivative on P .
(C) The (r + 1)-form Dη ≡ (dη)h is the exterior covariant derivative of η,
and it is a tensorial form of type (ρ, V ).
Proof: See [14]
The relevant representation of G for gauge theories, is when ρ is the adjoint repre-
sentation of G in g , and V is g . Then we say that the (pseudo-) tensorial forms
are of type AdG . The curvature Ω of the connection one-form ω is defined to be
Ω ≡ Dω, Ω ∈ Ω2(P, g), (2.16)
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which is a tensorial form of type AdG , following theorem (2.2). It satisfies the
famous structure equation
Ω(X, Y ) = dω +
1
2
[ω(X), ω(Y )], (2.17)
where X, Y ∈ TuP . The proof of this well-known equation can also be found in [14].
The reason for going through these seemingly dull definitions of well-known ob-
jects in physics, is the following: First we wish to stress the difference between
expressing geometry on P and on M . Second, many of these technical details re-
garding e.g. whether a form is horizontal or vertical, are important for the geometric
interpretation of topological field theories.
To go from the mathematical language to the notation commonly used in physics,
we need to express the connection and curvature on M instead of P . This requires
some additional knowledge of M which we list below
(A) We must specify an open covering {Uα}, α ∈ I of M , for I being some index
set, and Uα is an open subset of M .
(B) We must choose a family of isomorphisms ψα : π
−1(Uα) 7→ Uα × G, and
transition functions ψαβ : Uα ∩ Uβ 7→ G, for α, β ∈ I.
(C) Finally we need a set of local sections σα : Uα 7→ P.
For every α ∈ I one defines the connection one-form ωα as the pull back of ω on P
along the local section
ωα ≡ σ∗αω. (2.18)
On nonempty intersections Uα ∩Uβ 6= ∅ the pull back of the connection to different
local sections is related by
ωβ = ψ
−1
αβωαψαβ + ψ
−1
αβdψαβ , (2.19)
This is of course just the statement that ωβ is related to ωα by a local gauge
transformation. The shift to physics notation, is to patch together a one-form
A = Aµ(x)dx
µ from the different ωα’s, and if the bundle P (M,G) is trivial (i.e.
P ≃M ×G), the form A will be a global one-form. Otherwise we will have several
local forms, e.g. for Sn (n > 1) we would need at least two versions of A, since
the sphere can not be covered by a single coordinate patch. The physics version of
equation (2.19) is the well-known non-Abelian gauge transformation formula
A˜µ(x) = g
−1Aµ(x)g + g−1dg, (2.20)
38 CHAPTER 2. TOPOLOGICAL FIELD THEORY
where g : M 7→ G is a local gauge transformation, i.e. a function assigning to every
point in M an element of G. We also must specify the relation to the Lie algebra
by introducing a basis {Ti} of g with commutation relations
[Ti, Tj] = f
k
ij Tk, (2.21)
where f kij are the structure constants of g and i = (1, . . . , dim(G)). Now we can
write the one-form A as a Lie algebra valued form
A = Aiµ(x)Tidx
µ. (2.22)
The curvature two form read
F [A] =
1
2
F iµν(x)Tidx
µ ∧ dxν , (2.23)
where F iµν is the field-strength tensor
F iµν(x) = ∂µA
i
ν(x)− ∂νAiµ(x) + f ijkAjµ(x)Akν(x). (2.24)
A relevant question is how the forms on P and M are related? One can approach
this from various angles, but the one presented here, is the one most useful for later
discussions. We state the following two lemmas used by Kobayashi and Nomizu,
related to their proof of the important Weil theorem, which is discussed later in
this section.
Lemma (2.1) An r-form η on P projects by π : P 7→M , to a unique r-form η˜ on
M if
(A) η (X1, . . . , Xr) = 0, if one or more Xi ∈ Gu, for Xi ∈ TuP , i = (1, . . . , r)
and u ∈ P .
(B) η (RaX1, . . . , RaXr) = η (X1, . . . , Xr), for every a ∈ G.
Lemma (2.2) If an r-form η on P projects to an r-form η˜ on M , that is if
η = π∗(η˜), then
dη = Dη. (2.25)
Proofs For proofs see [15].
Several important papers mention a result, without proof, of very similar nature.
We define the interior product and the Lie derivative in order to present this result
as the next lemma. The interior product is a map ı : Ωr 7→ Ωr−1 written as
ıXω(X1, . . . , Xr−1) ≡ ω(X,X1, . . . , Xr−1). (2.26)
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Write ω = (1/r!)ωµ1...µrdx
µ1 ∧ . . .∧dxµr for the r-form and X = Xµ∂µ for the vector
field. The interior product of ω with X is
ıXω =
1
(r − 1)!X
νωνµ2...µrdx
µ2 ∧ . . . ∧ dxµr
=
1
r!
r∑
s=1
Xµsωµ1...µs...µr(−1)s−1dxµ1 ∧ . . . dx˜µs ∧ . . . ∧ dxµr , (2.27)
where we omit dx˜µs in each term in the sum. The Lie derivative which we introduced
in chapter 1, acts on forms L : Ωr 7→ Ωr as a degree preserving map
LXω = (dıX + ıXd)ω, (2.28)
Lemma (2.3) Let ω be an r-form on P . A form on P is said to be horizontal if
(A) ıXω = 0 for all X ∈ g ≃ GuP .
and is said to be invariant if:
(B) LXω = 0 for all X ∈ g ≃ GuP .
If a form ω on P is both horizontal and invariant, it is said to be a basic form
on P . Every basic form ω on P projects to an unique form ω˜ on M , such that
ω = π∗(ω˜).
Proof: Since we have no knowledge of any proof of this lemma in the literature,
we show that it is equivalent to the previous lemma, for which proof is given
in [15]. First we show that lemma (2.1:A) implies lemma (2.3:A).
Lemma (2.1:A), states that ω (X1, . . . , Xr) = 0 if one or more Xi ∈ Gu, for
Xi ∈ TuP , i = (1, . . . , r) and u ∈ P . Is it clear that this is equivalent to
ıXω = 0 for all X ∈ g, since the elements in the Lie algebra are the vertical
vectors on P . The opposite way, we have that ıXω = 0 is a vanishing (r− 1)-
form on P , ω(X,X1, . . . , Xr−1) = 0. At least one of the arguments of this
(r − 1)-form, namely X is vertical. So lemma (2.1:A) implies lemma (2.3:A)
and vice versa.
To show that lemma (2.3:B) implies lemma (2.1:B) we assume that G is a
connected Lie group. When this is true, we can always represent a group
element by an algebra element using the exponential map. Let g ∈ G and
X ∈ g and for t ∈ R write
gt = exp(tX). (2.29)
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Let φt : P 7→ P be a map defined by the right translation by gt
φtp = pgt, for p ∈ P. (2.30)
The statement in lemma (2.1:B) is that φ∗t (ω) = ω for all t. We calculate
d
dt
φ∗t (w)|t=t0 = lims→0
φ∗t0+sw − φ∗t0w
s
= φ∗t0lims→0
φ∗sw − w
s
= φ∗t0(LXw) = 0.
(2.31)
Here we use that φ is a linear transformation and the definition of the Lie
derivative. This show that φ∗t (ω) is independent of t so φ
∗
1(ω) = ω, which is
lemma (2.1:B). The other way is along the same lines. Assume
φ∗t (ω) = ω
⇓
ω((φt)∗X1, . . . , (φt)∗Xr) = ω(X1, . . . , Xr)
⇓
ω(X1e
tX , . . . , Xre
tX) = ω(X1, . . . , Xr)
⇓
d
dt
ω(X1e
tX , . . . , Xre
tX)|t=t0 =
d
dt
ω(X1, . . . , Xr)|t=t0
⇓
φ∗t0(LXω) = 0, (2.32)
Since this holds for all t0, LXω = 0 for all X ∈ g. Hence we have shown
that lemma (2.3) is equivalent to lemma (2.1), for which we know a proof
in the literature. Lemma (2.3) is important in relation to the discussion of
equivariant cohomology in section (2.6).2
Consider a closed loop γ(t), t ∈ [0, 1] inM , such that γ(0) = γ(1). The horizon-
tal lift of γ to P is the horizontal curve γ′(t) given by π(γ′(t)) = γ(t) for t ∈ [0, 1].
The horizontal nature stems from the fact that the tangent vectors to γ are lifted to
horizontal vectors in P , since Hu ≃ Tx(M) where π(u) = x ∈M . In figure (2.2) we
have indicated that the lifted curve does not need to be closed. The lack of closure
is the existence of the holonomy h(u, γ). If P 7→M is a principal bundle then
γ′(1) = γ′(0) · h(u, γ) = u · h(u, γ), (2.33)
2I thank J.E. Andersen for help on the proof.
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pi(u)
u
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M
γ )     
’γh(u,
Figure 2.2: The horizontal lift of γ to P .
for some group element h(u, γ) ∈ G. The holonomy elements are the parallel
displacement of γ′(0) ∈ π−1(x) along the curve γ, into γ′(1) ∈ π−1(x), and represent
an isomorphism of the fibre π−1(x) to itself. That it is an isomorphism follows from
the result that parallel displacement commutes with right multiplication on G [14].
It follows from the fact that the horizontal subspaces Hu ⊂ TuP are invariant under
right multiplication, that the holonomy will transform under adjoint action of G
under a change of base point
h(ug, γ) = g−1h(u, γ)g. (2.34)
An obvious consequence is that the trace of the holonomy tr(h(u, γ)) will be gauge
invariant. This is exactly what is known as the Wilson loop in physics, which can
be represented on M as
W (γ, A) = tr
(
P exp(
∮
γ
AiµTidx
µ)
)
, (2.35)
where P stands for path ordering. The gap between the start and end points of γ′
is due to the curvature of the connection on P . The Ambrose-Singer theorem [14]
states that the knowledge of the holonomy group, which is the collection of all
isomorphisms h(u, γ) : π−1(x) 7→ π−1(x) defined above, is enough to reconstruct
the curvature Ω on P .
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2.2.2 The Moduli Space of Connections
We introduce the following concepts. By A we denote the space of all connections
A ∈ Ω1(P, g). This space is infinite dimensional and affine3 so the difference
between two elements A,A′ ∈ A reads [17, 18]
A− A′ = τ, τ ∈ Ω1(M, g), (2.36)
where τ transforms in the adjoint representation. Since τ is a one-form, the equation
above just states that δA = A′ − A = Dχ for some zero-form χ ∈ Ω0(M, g) and
D being the covariant exterior derivative on M . But connections (or families of
horizontal subspaces Hu) which differ by a gauge transformation, defined as the
map φ below, should be considered equivalent. Let φ : P 7→ P be a diffeomorphism,
mapping u 7→ φ(u) for u ∈ P , such that
φ(ug) = φ(u)g, ∀g ∈ G, (2.37)
and that the map preserves base points of fibres
π(φ(u)) = π(u), u ∈ P. (2.38)
In order to be compatible with the right action of G on P we demand
u 7→ φ(u) = uφ˜, (2.39)
where φ˜ : P 7→ G such that
φ˜(ua) = a−1φ˜(u)a, ∀a ∈ G. (2.40)
The set of all such φ’s is known as the vertical automorphism group on P , and they
form the group of gauge transformations G . Before we discussed gauge transfor-
mations as local maps g : U 7→ G, where U ⊂ M . Recall that the local section
σα : Uα 7→ P is “inverse” to π : P 7→ M such that σα · π = 1|Uα and that the local
sections are related via σβ(x) = σα(x)ψαβ(x), ∀x ∈ Uα∩Uβ . with smooth transition
functions ψαβ : Uα ∩ Uβ 7→ G. Now apply equation (2.39) to show that under a
gauge transformation
φ(σα(x)) = σα(x)φ˜α(x), where φ˜α(x) ≡ φ˜(σα(x)), (2.41)
3It has no fixed origin.
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we recover equation (2.19)
A(α) 7→ A(α)φ˜α(x) = Adφ˜−1Aα + φ˜−1α dφ˜α, (2.42)
for the connection one-form A(α) = σ
∗
αA, defined on Uα ⊂ M . Under a change of
local sections we have φ˜β = Adψ−1
αβ
φ˜α pointwise for all x ∈ Uα ∩ Uβ. We identify
G with the set of families {φ˜α}, consisting of maps φ˜α : Uα 7→ G, or more precisely
π−1(Uα) 7→ Uα ×G, where α ∈ I.
Consider the associated bundle AdP = P ×Ad G = (P × G)/G, where G acts
on G by adjoint action. Every φ˜ defines a section φˆ of this adjoint bundle
φˆ(x) = [(u, φ˜(u))], π(u) = x ∈M, u ∈ P, (2.43)
where [ · ] denotes an equivalence class in P×G under the projection P×G 7→ AdP .
Since φ˜ transforms in the adjoint representation, [(u, φ˜(u))] is independent of the
choice of u. In this framework G is the space of sections on the adjoint bundle
AdP and the Lie algebra of G is the space of sections on the associated bundle
adP = P ×ad g [17]. In the rest of the thesis, when denoting a differential r-form
on M as having values in the Lie algebra g , i.e. being an element in Ωr(M, g), it
is understood to be an r-form on the adjoint bundle adP . These forms transform
in the adjoint representation of g under gauge transformations.
The action of G on A reads
A 7→ φ∗A = φ−1Aφ+ φ−1dφ, A ∈ A , φ ∈ G . (2.44)
The elements φ ∈ G for which A = φ∗A, form a subgroup IA of G , known as the
isotropy group of G . The centre Z(G) of the gauge group G (i.e. those elements
which commute with all other elements in G) is a subgroup of IA. Let z ∈ Z(G)
and consider the gauge transformation
φz : u 7→ φz(u) = uz, u ∈ P, (2.45)
which represent a global gauge transformation. For this φz we have A = φ
∗
zA and
hence Z(G) ⊆ IA. We only consider the subset of A , consisting of those connec-
tions for which Z(G) = IA. We denote this space A as well, and the elements are
known as irreducible connections. Also for irreducible connections, the construc-
tion [17]
G 7→ A
↓ π (2.46)
A/G ,
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where we now by G understand G /Z(G), will be a principal fibre bundle. In this
situation A/G can be given a smooth manifold structure, but the presence of re-
ducible connections would make A/G into an orbifold with conical singularities [7].
Now we want to study the geometry of the principal bundle A 7→ A/G .
This is central for understanding section 2.6. The space of vertical vector fields in
equation (2.13) is given as the image of the map Cu : g 7→ TuP . Since we have a
connection we also have a metric, which defines the orthogonal complement to Gu
as the space of horizontal vectors. The metric allows us to define the adjoint map
C†u : TuP 7→ g, (2.47)
as a Lie algebra valued one-form. It is then possible to define the following projection
operator
Πvertical ≡ C 1
C†C
C† : TuP 7→ Gu ⊂ TuP. (2.48)
If it is a projection operator, it must be idempotent such that Π2 = Π
C
1
C†C
C†C
1
C†C
C† = C
C†C
C†C
1
C†C
C† = C
1
C†C
C†. (2.49)
Recall equation (2.14), which we now can write as
ω(Xu) = C
−1Πvertical(Xu) =
1
C†C
C†, Xu ∈ TuP. (2.50)
We now apply this general formalism on A 7→ A/G . The tangent space TA A
at a connection A ∈ A can be identified with Ω1(M, g) since equation (2.36)
showed that the difference between two connections is a Lie algebra valued one-
form. The gauge group G acts on A as gauge transformations on the points
A 7→ A+Dχ, χ ∈ Ω0(M, g), (2.51)
where Dχ = dχ+ [A, χ]. Using the projection above we can split the tangent space
of A into a vertical and a horizontal part
TA A = VA ⊕HA, (2.52)
where VA = Image(D) is the vertical part being tangent to the orbits of G through
A. The horizontal part is as always the orthogonal complement with respect to the
inner product between forms on M
〈X, Y 〉 =
∫
M
tr(X ∧ ∗Y ), X, Y ∈ Ω∗(M, g). (2.53)
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The trace is taken as the Killing metric on the Lie algebra. A generic one-form
X ∈ Ω1(M, g) will split into vertical and horizontal parts as
X = ΠverticalX + (X −ΠverticalX)
= DGAD
†X + (X −DGAD†X)
≡ vAX + hAX, (2.54)
where GA is the Greens function of the covariant scalar Laplacian
GA ≡ 1
∆
′
0
. (2.55)
The general covariant Laplacian ∆
′
i, which acts on i-forms, is the operator
∆
′
i ≡ D†D +DD†. (2.56)
When acting on zero-forms D† projects to a minus one-form and the last term is
excluded in the definition of the scalar Laplacian
∆
′
0 ≡ D†D. (2.57)
Using that Hu ≃ TxM , we will identify
T[A] A/G ≃ HA, for A ∈ [A], where[A] ∈ A/G . (2.58)
Since the tangent space is identified with the Lie algebra valued one-forms onM , the
metric in equation (2.53) also defines a metric gA on A . Using the identification
in equation (2.58) this metric induces a metric on A/G
gA/G([X], [Y ]) = gA(hAX, hAY ). (2.59)
Here X, Y ∈ Ω1(M, g) projects to [X], [Y ] ∈ TA A/G , using the split in equa-
tion (2.54). Application of equation (2.50) in this situation, where the connection
ωA ∈ Ω1( A ) on the bundle A 7→ A/G , can be viewed as mapping
ωA : TAA 7→ Ω0(M, g) such that X 7→ ωA (X) =
1
D†D
D†X. (2.60)
The connection is vertical and it assigns to the fundamental vector field Dτ the Lie
algebra element
ωA (Dτ) =
1
D†D
D†(Dτ) = τ, (2.61)
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in agreement with the definition of the connection one-form in theorem (2.1). The
curvature ΩA is a horizontal two-form
ΩA = dA ωA +
1
2
[ωA , ωA ], (2.62)
with dA denoting the exterior derivative on A . If we evaluate the curvature on
horizontal vectors, in order to get a curvature which projects to a curvature on
A/G , only the first term in equation (2.62) will contribute, since the horizontal
vectors are in the kernel of the connection. One can view4 the connection ωA as
the following one-form on A
ωA =
1
D†D
D†dA A ∈ Ω1( A ), A ∈ A . (2.63)
In this notation the curvature becomes
ΩA = dA
(
1
D†D
D†dA A
)
=
1
D†D
dA
(
D†dA A
)
, (2.64)
since the horizontal vectors are in the kernel of D†. Using that D† = ∗D∗ and the
definition of the covariant exterior derivative, one finds
ΩA =
1
D†D
(
∗[dA A, ∗dA A]
)
. (2.65)
When evaluated on tangent vectors and using TA( A ) ≃ Ω1(M, g) we can write
ΩA (X, Y ) =
1
D†D
(
∗[X˜, ∗Y˜ ]
)
, (2.66)
where X˜, Y˜ ∈ Ω1(M, g). These forms corresponds to the vector fields X, Y on A ,
and by evaluating ΩA on these fields and translating the vector fields to forms on
M , we obtain a two-tensor. The forms X˜, Y˜ are subject to the horizontal condition
X˜, Y˜ ∈ ker(D†), written in components DµX˜µ = DµY˜ µ = 0. This formula is very
important for interpreting the geometry of Witten type TFT’s.
2.2.3 Definition of Characteristic Classes
Finally we list a few definitions [15] regarding characteristic classes which will be
good to remember in the following sections.
4I thank Matthias Blau for explaining this fact to me.
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Definition (2.2) Let f be a multi-linear map
f :
k-times︷ ︸︸ ︷
g× · · · × g 7→ R, (2.67)
such that
f (Ad(a)t1, . . . ,Ad(a)tk) = f (t1, . . . , tk) , for a ∈ G and t1, . . . , tk ∈ g.
(2.68)
Then f is said to be a G- invariant map.
Definition (2.3) Let Ik(G) be the set of all symmetric multi-linear, G- invariant
maps f , defined above. Ik(G) is a vector space over R, and one defines
I(G) =
∑∞
k=0 I
k(G).
Definition (2.4) Let f ∈ Ik and g ∈ Ig, and define the product fg ∈ Ik+g as
fg (t1, . . . , tk+g) =
1
(k + g)!
∑
σ
f
(
tσ(1), . . . , tσ(k)
)
g
(
tσ(k+1), . . . , tσ(k+g)
)
.
(2.69)
Where the sum is taken over all permutations σ of (1, . . . , k + g). Endowed
with this product structure, I(G) is a commutative algebra.
The following theorem is due to Weil.
Theorem (2.3) Let π : P 7→ M be a principal G bundle with a connection
one-form ω and its curvature two-form Ω For each f ∈ Ik(G), construct the
following 2k-form
f(Ω)(X1, . . . , X2k) =
1
(2k)!
∑
σ
signσf
(
(Ω(Xσ(1), Xσ(2)), . . . ,Ω(Xσ(2k−1), Xσ(2k))
)
,
(2.70)
where X1, . . . , X2k ∈ TuP and the sum is taken over all permutations σ, such
that:
(A) The 2k-form f(Ω) on P projects to a unique closed 2k-form f(Ω) on M ,
i.e. there exists a unique f(Ω) such that
f(Ω) = π∗(f(Ω)). (2.71)
(B) Denote by w(f) the element of the de Rham cohomology groupH2k(M,R)
defined by the closed 2k-form f(Ω). The class w(f) is independent of
the choice of connection ω in P and
w : I(G) 7→ H2k(M,R), (2.72)
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is an algebra homomorphism. (The Weil homomorphism).
Proof: For a proof see [15].
The two lemmas (2.1) and (2.2) are used in this proof. One uses that Ω is a
tensorial two-form of type AdG , and since f by definition is G-invariant f(Ω)
satisfies lemma (2.1). Lemma (2.2) states that df(Ω) = Df(Ω) and since the
Bianchi identity DΩ = 0 implies that D(f(Ω)) = 0, f(Ω) will be a closed form
on M . The de Rham cohomology group is build on the de Rham complex, which
consists of the complex Ω∗(M) = {C∞ functions on M}⊗Ω∗(M) together with the
exterior differential d on M . The kernel of d are the closed forms and the image
of d, the exact forms. The cohomology group Hq(M, d) is then the vector space of
closed q-forms modulo the exact q-forms.
Next we define the invariant polynomials on the Lie algebra g .
Definition (2.5) Let V be a vector space over R. Define Sk(V ) to be the space
of all symmetric multi-linear mappings
f :
k-times︷ ︸︸ ︷
V × · · · × V 7→ R. (2.73)
This can be endowed with the same product structure as I(G) which defines
a commutative algebra over R
S(V ) =
∞∑
k=0
Sk(V ). (2.74)
Definition (2.6) Denote by ξ1, . . . , ξk a basis for the dual of V . The map p : V 7→
R is a known as a polynomial function if it can be expressed as a polynomial
of the basis vectors ξi ∈ V ∗ for i = (1, . . . , k). By P k(V ) we denote the space
of all homogenous polynomials of degree k on V . By the natural product
structure
P (V ) =
∞∑
k=0
P k(V ), (2.75)
is the algebra of polynomial functions on V .
With these definitions the following results can be found
Theorem (2.4) The map φ : S(V ) 7→ P (V ) defined by
(φf)(t) = f (t1, . . . , tk) , for f ∈ Sk(V ) and t1, . . . , tk ∈ V, (2.76)
is an isomorphism of S(V ) onto P (V ).
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Theorem (2.5) Let G be a group of linear transformations of V , and let SG(V )
and PG(V ) be the sub-algebras of S(V ) and P (V ) respectively, consisting of
those elements which are G- invariant. Then the isomorphism φ defined above
induces an isomorphism φ : SG(V ) 7→ PG(V ).
Corollary (2.1) Let G be a Lie group and g its Lie algebra. The algebra I(G)
of AdG -invariant symmetric mappings of g into R then can be identified
with the algebra of (AdG)-invariant polynomial functions PG( g).
Proofs: See [15].
By the Weil theorem and the definitions and results quoted above, we can define
characteristic classes as the cohomology classes onM defined by the AdG-invariant
polynomials PG( g) of the curvature Ω ∈ Ω2(P, g). The most important examples
are the Chern classes defined via complex vector bundles E 7→ M with fibre Ck
associated to P , where G ⊆ GL(k,C), and the Euler classes, defined via a real
orientable vector bundle E 7→ M associated to P . Both will define elements in
Hk(M,R), (k = 2n). We discuss the definition of the Euler class in more detail
in section 2.6.3 and for further information we refer to the literature [1, 15, 16].
All characteristic classes are topological invariants since they do not depend on
the connection from which the curvature is defined (by the Weil theorem), and
they are by definition gauge invariant. These cohomology classes “measure” the
non-triviality of the bundle, from which they are constructed [1].
2.3 Schwarz Type TFT’s.
In this section we discuss the oldest type of topological field theories, now named
after Schwarz, who found a number of significant results in the late seventies. We
discuss some of these results in the context of BF theories, which are generalisations
of the well-known Chern-Simons theory. At the end we discuss Chern-Simons theory
as a special case of BF theory and also the relation between BF theory and Yang-
Mills theory.
The defining property of Schwarz type TFT’s, is that the classical action is
independent of the space-time metric gµν on M . The standard example is the
Chern-Simons action
Sclass =
k
4π
∫
M
tr(A ∧ dA+ 2
3
A ∧ A ∧ A), (2.77)
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where M is a three dimensional manifold and k is a constant. We return to the
details of Chern-Simons theory later, but the important thing is, that one can write
down the action without reference to the metric. The non-trivial part of Schwarz
type theories is to show that the resulting quantum theory is topological. This is the
reason for this type of theories to be known as topological quantum field theories
or just as TQFT’s.
2.3.1 BRST Quantization
Let us for a moment recall how one quantizes theories with gauge symmetries. We
use the theory of BRST quantization [19], which the reader is assumed to be familiar
with. Let us fix the notation used in this thesis regarding BRST transformations.
Assume the existence of a classical local gauge symmetry, under which a field Φi in
the classical action changes,
δgaugeΦ
i(x) = f [Φi(x), λi(x)], (2.78)
where f [Φi(x), λi(x)] is some functional of the fields and gauge parameters λi. When
writing like this, we understand that δgauge is an infinitesimal transformation, where
δgaugeΦ
i(x) ≡ Φ˜i(x)−Φi(x) and Φ˜i(x) is the result of an infinitesimal gauge transfor-
mation with parameter λi. The BRST transformation of Φi is obtained by replacing
λi in equation (2.78) by a grassmann field ci(x)
δBRSTΦ
i(x) ≡ f [Φi(x), ci(x)]. (2.79)
To illustrate this, consider as an example the result of an infinitesimal gauge trans-
formation on the Yang-Mills field Aiµ
δgaugeA
i
µ(x) = Dµλ
i(x), (2.80)
where λi(x) ∈ Ω0(M, g). The covariant derivative has the usual form:
Dµλ
i = ∂µλ
i + [Aµ, λ]
i = ∂µλ
i + Ajµλ
kf ijk. (2.81)
The BRST transformation of Aiµ(x) is then
δBRSTA
i
µ(x) = Dµc
i, (2.82)
where ci ∈ Ω0(M, g) with odd grassmann parity and ghost number one. This
transformation looks like a local gauge transformation but if we are careful the
actual form should be written as
δǫBRSTA
i
µ(x) = Dµc
iδǫ, (2.83)
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where δǫ is a global infinitesimal grassmann parameter. Since ǫ is grassmannian the
transformed Aiµ is still bosonic. The BRST transformation is a global transforma-
tion, but since it has the form of a local gauge transformation, a gauge invariant
function will also be BRST invariant. It is common to write the BRST trans-
formation like equation (2.82), and then think of the transformation as a kind of
supersymmetry which maps bosons into fermions and vice versa. One also has the
notation of the BRST operator Q, which is a global grassmann odd operator , which
is the ( BRST ) charge associated with the symmetry transformation δBRST. We
write
δBRSTΦ
i(x) ≡ {Q,Φi(x)}, (2.84)
where we define the meaning of the ( BRST ) bracket with Q on a field as the
action of δBRST on this field. In some texts the infinitesimal parameter is included
as δBRST(·) = ǫ{Q, ·} and often also an imaginary unit δBRST(·) = iǫ{Q, ·}. We use
the form of equation (2.84) in the rest of the thesis and the infinitesimal parameter
is never written. Both the BRST transformation δBRST and Q are nilpotent.
From the general theory of BRST quantization, the physical states of a theory
are known to be the cohomology classes of the BRST operator Q. This leads back
to the work of Kugo and Ojima [20] from 1979. So if one can determine the BRST
cohomology, one has found the physical interesting objects. We write in symbolic
notation the physical states as | phys〉 and they are defined by being Q-closed
Q | phys〉 = 0, (2.85)
where physical states differing by an Q-exact term are equivalent
| phys′〉 ∼| phys〉+Q | χ〉, (2.86)
with | χ〉 being an arbitrary state. By making the important physical choice of
demanding the vacuum to be BRST invariant Q | 0〉 = 0, all vacuum expectation
values of BRST exact terms vanish
〈0 | {Q,X} | 0〉 ≡ 〈 {Q,X} 〉 = 0, (2.87)
where X symbolises any functional of fields and metric. The next step is to apply
the Fradkin-Vilkovisky theorem (for proof and further explanation see [21, 22]),
where the partition function of the theory is constructed using the notation of a
gauge fermion Ψ. The general situation is, that the gauge fixed action of a theory
has the form
Sq = Sclass +
∫
M
{Q,Ψ}, (2.88)
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where Ψ can be any combination of fields, ghosts and Lagrangian multipliers. The
main result of the theorem is, that the partition function is independent of the
choice of Ψ. It is common to construct Ψ in a way such that {Q,Ψ} produces only
the relevant gauge fixing terms. The BRST exact term {Q,Ψ} is obviously also
BRST invariant, and hence the whole effective action is BRST invariant. This is
true since the classical action Sclass is gauge invariant and thus BRST invariant.
Note also that since Q raises the the ghost number by one, the net ghost number
of Ψ should be minus one, for Sq to have ghost number zero.
2.3.2 Abelian BF Theory
We introduce the abelian BF theory as in [23, 24]. We follow the standard set up
of gauge theories given in section 2.2, where π : P 7→ M is a principal bundle, with
abelian gauge group G. Let n be the dimension of M . The classical action of this
theory is
Sclass =
∫
M
Bp ∧ dAn−p−1, (2.89)
where Bp ∈ Ωp(M, g) and An−p−1 ∈ Ωn−p−1(M, g). The equations of motion for
this action read
dBp = 0, (2.90)
dAn−p−1 = 0. (2.91)
The classical action is invariant under the gauge transformation
δAn−p−1 = dΛ′n−p−2, (2.92)
δBp = dΛp−1, (2.93)
where the gauge parameters Λp−1 ∈ Ωp−1(M, g) and Λ′n−p−2 ∈ Ωn−p−2(M, g). The
space N of classical solutions can be written as
N = Hp(M,R)⊕Hn−p−1(M,R). (2.94)
The quantization of systems like this, was studied by Schwarz in a series of
papers [25, 26, 27]. He considered a more general setting where the action was
viewed as a quadratic functional on a pre-Hilbert space Γ0. Recall [28] that a pre-
Hilbert space Γ0 is a vector space with a positive definite hermitian scalar product
〈·, ·〉. Γ0 can be made a Hilbert space if one takes the completion in the L2 norm.
The action is of the form
S[f ] = 〈Kf, f〉 (2.95)
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where K is a self-adjoint operator acting on the elements f ∈ Γ0. We say that S[f ]
is non-degenerate if f only is the the kernel of K when it is identical to zero. In
that case one can define the partition function, which will be a gaussian integral
and thus expressible in terms of determinants. These must be given meaning for
infinite dimensional operators, which is done by zeta function regularization. The
zeta function of an operator A is
ζs(A) =
∑
λ>0
λ−si , (2.96)
where one sums over the positive eigenvalues λi. Since the zeta function is only
analytic for Re(s) > 1, one may need to perform an analytic continuation for
Re(s) ≤ 1. The regularized determinant formula for a so-called regular operator
A, is
log det(A) = −d ζs(A)
d s
∣∣∣∣∣
s=0
, (2.97)
and in the following det(·) will be understood in that sense. The operators which
are regular can be taken as those for which this formula is valid [26]. If A : Γi 7→ Γj
maps one (pre) Hilbert space Γi into another Γj, its determinant can be written [26]
as
det(A) = exp
(
−1
2
d
ds
(ζs(A
†A))|s=0
)
= det(A†A)
1
2 , (2.98)
and if A is self-adjoint and regular, the two definitions will be the same. When K2
is regular, the partition function can formally be written as
Z =
∫
Dfe−S[f ] = det(K)− 12 . (2.99)
In addition to S[f ] being a quadratic functional on Γ0, let there exist a sequence
of pre-Hilbert spaces Γi, i = 1, 2 . . . , N and linear operators Ti : Γi 7→ Γi−1. These
satisfy the following relations
Ker(K) = ImT1, (2.100)
Ker(Ti−1) = ImTi. (2.101)
The first requirement states that the action is invariant under the transformation
S[f + Th] = S[f ], ∀h ∈ Γ1. (2.102)
This can only be the satisfied if KT1 = 0. This transformation is trivial if and only
if h = T2g, for g ∈ Γ2 and so forth. If T1 is non-zero, the action S[f ] will be a
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degenerate functional, i.e. it has a gauge symmetry, and the partition function may
be defined as
Z ≡ det(K)− 12
N∏
i=1
det(Ti)
(−1)i−1 . (2.103)
Schwarz introduced the operators
20 = K
2 + T1T
†
1 (2.104)
2i = T
†
i Ti + Ti+1T
†
i+1 (2.105)
and under the assumption that K2, T †i Ti are regular the partition function can be
written as
Z =
N∏
i=0
det(2i)
νi, νi = (−1)i+1 (2i+ 1)
4
. (2.106)
The determinants of the box operators are expressed as
det(20) = det(K
2)det(T1T
†
1 ) = det(K
2)det(T1)
2, (2.107)
using equation (2.98), and similarly
det(2i) = det(Ti)
2det(Ti+1)
2. (2.108)
We now apply this abstract formalism to three-dimensional abelian BF theory,
where both B and A are 1-forms
Sclass =
∫
M
B1 ∧ dA1, (2.109)
so Γ0 = Ω
1(M)⊕ Ω1(M). The gauge symmetries of this action are
δB1 = dΛ0, (2.110)
δA1 = dΛ
′
0, (2.111)
which means that one identifies Γ1 = Ω
0(M) ⊕ Ω0(M) and T1 = d ⊕ d ( so T †1 =
d† ⊕ d†) and thus Schwarz’s sequence reads
0 7→ Ω0(M)⊕ Ω0(M) T17→ Ω1(M)⊕ Ω1(M) ∗d7→ Ω1(M)⊕ Ω1(M) 7→ 0. (2.112)
The last step in the sequence is the operator K, which by the existence of the inner
product can be viewed as a map K∗ : Γ0 7→ Γ∗0 from the pre-Hilbert space on which
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K acts to its dual space. Under the assumption that there are no zero modes in
A,B we apply equation (2.106) and write the partition function as
Z =
1∏
i=0
det(2i)
νi,
= det(20)
− 1
4det(21)
3
4 . (2.113)
Since the laplacian acting on i-forms is ∆i = d
†
idi+did
†
i we can rewrite the partition
function as
Z = det(∆0 ⊕∆0)− 14det(∆1 ⊕∆1) 34 = det(∆0)− 12det(∆1) 32 , (2.114)
using equation (2.98). We now show how to obtain the same partition function by
BRST gauge fixing of the classical action. The BRST algebra reads
δBRSTA1 = dc, (2.115)
δBRSTB1 = dω, (2.116)
δBRST c = 0, (2.117)
δBRST ω = 0. (2.118)
The ghost fields are c, ω, which are scalar grassmann fields on M . We choose a
gauge fermion
Ψ = ∗ω d†B + ∗c d†A, (2.119)
where we have introduced two anti-ghost multiplets (ω,G), (c, E) which trivially
extend the BRST algebra
δBRST ω = G, (2.120)
δBRSTG = 0, (2.121)
δBRST c = E, (2.122)
δBRSTE = 0. (2.123)
where E,G are Lagrange multipliers. This leads to the following quantum action
Sq =
∫
M
(
B1 ∧ dA1 + ∗G ∧ d†B1 + ∗E ∧ d†A+ ωd†dω + ∗cd†dc
)
. (2.124)
Here we used that Q commutes with the Hodge star and anti-commutes with d†.
The term d†d is just ∆0. The gaussian ghost terms contribute to the partition
function with det(∆0)
2. The (A1, B1, E,G) system is not gaussian, but it can be
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transformed into a gaussian form, by a so-called Nicolai map which we discuss in the
case of non-abelian BF theory. One can also square the kinetic operator, diagonalize
it and then take the square-root of its determinant, and the result is [24]
Z = det(∆1)
− 1
2det(∆0)
− 1
2det(∆0)
2 = det(∆1)
− 1
2det(∆0)
3
2 . (2.125)
This is the same as obtained by Schwarz formula in equation (2.114). What is
interesting, is the fact that Schwarz has proved that Z = (T3)−1, where
T3 = det(∆1) 12det(∆0)− 32 , (2.126)
is the so-called Ray-Singer torsion of M , which he showed to be a topological in-
variant of M . Hence the partition function of abelian BF theory is a topological
invariant, if there are no zero modes. The zero modes can also be taken into account
and the topological result is also extended to that situation. In that situation the
gauge symmetry will be reducible, and following the BFV formalism [19, 22], higher
generation ghost fields must be introduced. These higher ghosts, or ghost for ghosts,
as they are also known have alternating grassmann parity for each generation and
the ghost number rises with +1 per generation. One enlarges the BRST algebra
with higher ghosts until all symmetries are gauge fixed. Zero modes or not, the
quantum action is always of the same form as in equation (2.88), and from this we
can conclude that Z is topological, since the only metric dependence is in Ψ. Under
a metric transformation gµν 7→ gµν + δgµν the partition function will change as
δgZ = −
∫
D[X]e−Sq ({Q, δgΨ})
= 〈{Q, δgΨ}〉
= 0, (2.127)
following equation (2.87). Since Z only depends on the metric in a BRST exact
manner, it is topologically invariant. We return to this kind of arguments in the
section on Witten type TFT’s.
Until now we have assumed that the action was a quadratic functional, but if
that is not the case, the results of Schwarz can be applied in the stationary phase
approximation, i.e. in 1-loop calculation. For more information see [26].
2.3.3 Non-Abelian BF Theory
In this section we discuss the most relevant version of BF theory, in relation to the
development of topological gravity. Namely the two-dimensional non-abelian BF
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theory. The classical action reads
Sclass =
∫
M
tr(B ∧ F [A]), (2.128)
where B ∈ Ω0(M, g) and A ∈ Ω1(M, g). Under a gauge transformation the fields
transform as
δAiµ(x) = Dµλ
i, (2.129)
δBi(x) = [λ,B]i. (2.130)
In dimensions n > 2, B also possesses an individual gauge symmetry δ
′
B = Dη,
where η has form degree one less than B. A remains unaffected by this transfor-
mation and the two gauge symmetries can be gauge fixed independently of each
other, i.e. there are no mixed terms for the A and B ghosts in the action when
n > 2. This situation requires use of the BFV formalism of ghost for ghosts, and
it is discussed in detail in [29]. Since we only study two-dimensional BF theory, we
do not need this.
The equations of motion for the classical action in equation (2.128) read
F [A] = 0, (2.131)
DB = 0. (2.132)
The first equation states that the solutions to the B equations of motion, remem-
bering the gauge symmetry, are the elements in the moduli space of flat connections
MF = {A ∈ A|F [A] = 0}G . (2.133)
The A equation states that B lies in B, the space of gauge-equivalence classes of
covariant constants.
B = {B ∈ Ω
0(M, g)|DB = 0}
G . (2.134)
The reduced phase space N is a fibre bundle over MF
N
↓ π (2.135)
MF ,
with fibre π−1(A) = B, A ∈MF . So locally has N the decompositionMF ×B and
the tangent space at a point (A,B) ∈ N is
T(A,B)N = H0A(M, g)⊕H1A(M, g) (2.136)
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where the de Rham cohomology groups H∗A are labelled by A since they consists of
the D = d+ [A, ·]-closed forms modulo the D-exact forms. Equation (2.136) is the
nonlinear generalization of equation (2.94).
The quantum action is of the same form as in the abelian case, but since n = 2
we only gauge fix the symmetry of A
Sq =
∫
M
tr
(
B ∧ F [A] + ∗E ∧D†A+ ω ∗∆′0ω
)
, (2.137)
where ∆
′
0 = D
†D is the covariant laplacian. One can apply a so-called Nicolai
map [30, 31] which transforms the (B,A,E) terms of the action into a gaussian
form. The nontrivial information is in the Jacobian of the transformation. The
Nicolai map is a coordinate transformation in the space of fields
A 7→ (ξ, η) :
 A1 = η(A) = ∗D
†A,
A2 = ξ(A) = F [A].
(2.138)
The Jacobian is
|J | =
∣∣∣∣∣det
(
δAµ
δ(η, ξ)
)∣∣∣∣∣ =
∣∣∣∣∣∣
[
det
(
δη
δA1
δξ
δA2
)]−1∣∣∣∣∣∣ =
∣∣∣∣det (∗D†D)−1∣∣∣∣ . (2.139)
We see that this exactly cancels the contribution ∗∆′0 coming from the ghost term
in the action. Hence the partition function is reduced to the free action
Sq =
∫
M
tr(Bξ + Eη) =
∫
M
1
2
tr
(
Bξ + ξB + Eη + ηE
)
, (2.140)
where the integrand can be written as
(B E ξ η)

0 0 1
2
0
0 0 0 1
2
1
2
0 0 0
0 1
2
0 0


B
E
ξ
η
 , (2.141)
that is in a gaussian form. It should be stressed that this transformation only
reduces the integration over the space of fields, to those elements which are in the
kernel of the Nicolai maps. These are exactly the elements in the moduli space of
flat connections, since F = 0 localizes to the flat connections and the gauge fixing
condition D†A = 0 restricts the integration over A to A/G .
It is a common feature of topological field theories that the reduced phase space
is finite dimensional, in contrast to ordinary QFT’s as e.g. Yang-Mills theory,
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where A/G is infinite dimensional. This is reflected by the fact that the partition
function reduces to an integral over moduli space, which is finite dimensional. Hence
a topological field theory only has a finite number of degrees of freedom. This is
also the case for the Witten type TFT’s which we introduce in a moment.
The fact that the ratio of determinants above is one, reflects the fact that the
Ray-Singer torsion is trivial in even dimensions [26] and the partition function is
then just a sum of “1”’s if dim(MF ) = 0 or an integral
Z =
∫
MF
dµ, (2.142)
if dim(MF ) > 0. In general we do not have a generic measure dµ on the moduli
space of flat connections. We study the general features of moduli space in some
detail. Let us just at this stage mention, that the topological nature of the non-
abelian BF theories has only been proven for n ≤ 4 [24].
2.3.4 Moduli Space of Flat Connections
In this section we give a brief introduction to the structure of the moduli space
of flat connections. In chapter 3 we will discuss this in more detail for the gauge
groups relevant for gauge theories of gravity.
Recall the notation of the holonomy in section (2.2). If P 7→ M is a flat G
bundle, so we have a flat connection A, then the holonomy will only depend on the
homotopy class [14]. Thus the holonomy defines a homomorphism from π1(M) into
G, and since the holonomy is invariant under the AdG -action, one can identify
MF = Hom
(
π1(M), G
)
/G, (2.143)
where the quotient of G is taken as the adjoint action of G. Another way to see this
is the following: Given a homomorphism h ∈ Hom(π1(M), G), we can construct a
fibre bundle over M
M˜
↓ (2.144)
M ,
with fibre π1(M). This makes M˜ the universal covering space on M . Viewing this
as an associated bundle to P , the homomorphism h defines a flat connection in P by
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setting h = h(u, γ) [7]. There is a lot of information on the spaces Hom(π1(M), G))
and Hom(π1(M), G))/G in the literature, and we return to this in chapter 3 in
relation to gauge theories of gravity. If M is a compact, orientated two dimensional
manifold of genus g, written as Σg, we can find the dimension ofMF . The elements
of MF are conjugacy classes of π1(Σg) into G. We know from chapter 1, that the
fundamental group has 2g generators Γ(ai),Γ(bi), where (ai, bi), i = 1, 2, . . . , g are
the homology cycles on Σg. These generators are subject to the relation given in
equation (1.25) and we have that
g∏
i=1
(
Γ(ai)Γ(bi)Γ
−1(ai)Γ−1(bi)
)
= 1, (2.145)
The elements in Hom(π1(M), G) are given by the set{
hi, ki ∈ G
∣∣∣∣∣
g∏
i=1
hikih
−1
i k
−1
i = 1
}
, (2.146)
and Hom(π1(M), G)/G is given by [32]{
hi, ki ∈ G|
g∏
i=1
Adq(hi)Adq(ki)Adq(h
−1
i )Adq(k
−1
i ) = 1
}
∀q ∈ G. (2.147)
Hence the dimension of MF will be
dim (MF (Σg, G)) = (2g − 1)dim(G), (2.148)
since the relation fixes one of the 2g generators of π1(Σg). Under most conditions
the moduli space of flat connection will not be a manifold and some times not even
an orbifold.
2.3.5 BF Theory and Yang-Mills Theory
As a short side track, let us present a connection between the topological BF theory
and the non-topological Yang-Mills theory. The first proposal of transforming BF
theory into a Yang-Mills theory was given by Blau and Thompson [23]. But the
first application was made by Witten [33] where he used that the path integrals of
Yang-Mills theory and BF theory are related∫
D[A]e−
∫
M
√
gdnx tr(F∧∗F ) =
∫
D[A,B]e−(
∫
M
tr(B∧F )+ǫ
∫
M
√
gdnx tr(B2)). (2.149)
to prove several important results. This can be shown by gaussian integration over
B or by applying the B equation of motions. Hence BF theory can be seen as the
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ǫ→ 0 limit of Yang-Mills theory, and this has played an important role in Witten’s
studies of two dimensional Yang-Mills theory [33, 34]. Notice that the term tr(B2)
requires the metric to make the contraction of indices BµB
µ or equivalently in order
to write B ∧ ∗B. This reflect the well-known fact that the Yang-Mills action is not
topological.
2.3.6 Chern-Simons Theory
Let us as one of the last issues on general Schwarz theories, present the Chern-
Simons action and discuss the proof of the topological invariance of the partition
function. The reason for considering Chern-Simons theory alone is the relation to
knot theory and quantum gravity.
The Chern-Simons action is special in the sense that the action is only defined
in three dimensions
SCS[A] =
k
4π
∫
M
tr
(
A ∧ dA+ 2
3
A ∧A ∧A
)
=
k
8π
∫
M
d3xǫµνγtr
(
Aµ(x)∂νAγ(x)− Aµ(x)∂γAν(x)
+
2
3
Aµ(x)[Aν(x), Aγ(x)]
)
, (2.150)
where the gauge indices are suppressed. This action defines a classical Schwarz type
TFT and it is gauge invariant for gauge transformations connected to the identity,
and changes with a constant factor for so-called large gauge transformations
SCS 7→ SCS + 2πkS(g), (2.151)
where S(g) ∈ ZZ. This is related to the fact that for compact simple Lie groups G,
the third homotopy class π3(G) = ZZ, and by viewing the gauge transformations as
maps g : M 7→ G the winding number of this map is
S(g) =
1
24π2
∫
M
tr(g−1dg)3. (2.152)
The exponential of the action SCS need to be a single valued function in the path
integral, and this requirement forces k to be an integer. The action can be viewed
as the special case A = B of BF theory, and BF theory is a kind of generalization
of Chern-Simons theory to arbitrary dimensions.
It is interesting to study the weak coupling limit of the Chern-Simons action
in the path integral. This semi-classical phase of the theory will be dominated
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by a sum of contributions from the points of stationary phase, i.e. the classical
solutions of the theory. Obviously the classical solutions are the flat connections,
and the reduced phase space is MF . Witten proved in an important paper [35]
that Chern-Simons theory generates the Jones polynomials [36] from knot theory.
This important link between Schwarz type TFT’s and knot invariants, which are
topological invariants of three manifolds, started intense research into this topic,
which is still on-going. The reviews [7, 37] can be used as an entry to the literature
on this topic.
Here I present the semi-classical treatment by Witten [35] which show that the
partition function is topological and that it fits nicely with the method due to
Schwarz discussed above. Witten did his calculation in Lorentzian signature and in
order to follow the literature we write the partition function as
Z =
∫
D[A] exp (iSCS[A]) , (2.153)
and in the stationary phase approximation, we take the large k(= 1/h¯) limit, which
is of the form
Z =
∑
α
µ(A(α)), (2.154)
if dim(MF ) = 0. Here A(α) is a complete set of gauge equivalence classes of flat
connections and µ(A(α)) is the contribution from the partition function when ex-
panding around A(α). Now introduce a change in variables, so that the gauge field
is written as a quantum correction B around a classical A(α) solution
Aµ(x) = A
(α)
µ (x) +Bµ(x). (2.155)
The gauge fixing condition D†B = DµBµ = 0 requires a metric on M in order
to make the contraction of indices. This breaks the metric independence of the
classical action. The quantum action is then
Sq = SCS[A
(α)]+
k
4π
∫
M
tr(B∧dB+2
3
B∧B∧B)+
∫
M
tr(∗E∧D†B+c∧∗∆0c), (2.156)
where the Chern-Simons action for the classical solution SCS[A
(α)] , is a topological
invariant on M . The quadratic part (in the quantum fields) of the action, reads in
components
S(2)q =
∫
M
d3x tr(ǫµνγBµDνBγ + 2eD
µBµ + cDµD
µc), (2.157)
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where e = E/2. The (B, e) pars can be written in matrix form
S(B,e)q =
∫
M
d3x tr
(Biµ ei)
 −ǫµνγDν −DαDγ 0

ij  Bjν
ej

 . (2.158)
The first order operator in the bracket will be denoted H , and the partition function
in the stationary phase approximation is
Z =
∑
(α)
exp
(
i
k
4π
S[A(α)]
)
det(−D2)√
det(H)
. (2.159)
There is a slight complication in relating this ratio of determinants to the Ray-Singer
torsion. This is due to the existence of the so-called (Atiyah) Eta phase [41]
(
√
det(H))−
1
2 = (det(H2))−
1
4 exp
(
i
π
4
η(0)
)
, (2.160)
leading to the partition function
Z =
∑
(α)
exp
(
i
k
4π
S[A(α)]
)
det(−D2)
(det(H2))
1
4
exp
(
i
π
4
η(0)
)
. (2.161)
Witten proved that this is a topological invariant only if one specifies a trivializa-
tion of the tangent bundle over M . A manifold with such a structure, is known
as a framed manifold and the Chern-Simons partition function is a topological
invariant on such a manifold. Notice though that this is only a semi-classical cal-
culation. Witten went further and proved the relationship to Jones polynomials
non-perturbatively using conformal field theory [35]. The ratio of determinants
above is now the inverse Ray-Singer torsion of M .
This short discussion shows that one must be careful when stating that a Schwarz
type TFT is topological, since, as we just saw, one can be forced to specify some
additional data on M for this to be true. Framing plays an important role in
knot theory and framed knots (known as ribbons) are also topological invariants on
M . For further information see [37]. Witten showed that the expectation values
of products of Wilson loops along knots embedded in M are related to the Jones
polynomials [35]. We now consider the similar discussion in two dimensional abelian
BF theory.
2.3.7 Observables in 2D Abelian BF Theory
We briefly discuss the possibility of defining generalized Wilson loops, whose ex-
pectation values are related to link invariants, like in the case of Chern-Simons
theory.
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The discussion is valid for BF theory without zero modes in the action. Assume
that Σ ⊂ M , is a p + 1 dimensional sub-manifold of M and that Σ′ ⊂ M is a
sub-manifold of dimension n − p. The boundaries ∂Σ, ∂Σ′ are of dimension n − 1
and n−p−1 respectively and are taken to be compact (sub)manifolds. We assume
that ∂Σ ∩ ∂Σ′ = ∅.
The concept of Wilson loops can be generalized to so-called Wilson surfaces [24],
which are the gauge invariant functionals
WB(Σ) = exp
(∫
∂Σ
B
)
, (2.162)
WA(Σ
′
) = exp
(∫
∂Σ
′
A
)
. (2.163)
Since we only consider abelian BF theory, we do not have the usual trace in the
definition. The most interesting object is the “two point” function
W (Σ,Σ
′
) =
〈
WB(Σ)WA(Σ
′
)
〉
, (2.164)
since it can be related to the linking number between (∂Σ, ∂Σ
′
). We briefly review
the definitions of intersection- and linking numbers.
Let C,D be two sub-manifolds of M of dimension p+ 1 and n− p respectively
and let A,B be their non-intersecting boundaries. The linking number of A and B is
a topological invariant (actually the simplest knot invariant [37]) and the geometric
picture is given in figure (2.3). This invariant is also related to the transversal
A B
Figure 2.3: The linking between A and B
intersection number between one of the sub-manifolds A or B, and the manifold
of which the other is a boundary. This is shown for the case C,B, where ∂C = A
in figure (2.4). The transversal intersection number (from now on just called the
intersection number) is defined below:
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B
xC
Figure 2.4: The intersection between C and B
Definition (2.7) Let X, Y be sub-manifolds of M such that
dim(X) + dim(Y ) = dim(M). (2.165)
Consider for all x ∈ X ∩ Y the tangent spaces TxX, TxY and TxM . The
intersection number of X, Y is
Int(X, Y ) =
∑
x∈X∩Y
±1, (2.166)
where we get +1 if
Orientation(TxX ⊕ TxY ) = Orientation(TxM), (2.167)
and −1 if the orientation is opposite, for all the points x ∈ X ∩ Y .
The linking number can be defined [38] if: (1) dim(A)+dim(B) = dim(M)− 1, (2)
A ∩ B = ∅ and (3) the fundamental homology classes [A], [B] are homologous to
zero in H∗(M). The last requirement is fulfilled since one can “lift” the boundary
loop into the sub-manifold of which it is a boundary, where it will be a trivial loop.
The surfaces Σ,Σ
′
and their boundaries ∂Σ, ∂Σ
′
, fit into these definitions and
we have that
#intersection
(
Σ, ∂Σ
′
)
= #linking
(
∂Σ, ∂Σ
′
)
. (2.168)
As mentioned before, products of Wilson loops in Chern-Simons theory are related
to knot invariants. The linking number is just the simplest knot invariant. Actually
a knot can link to itself or other knots. The two point function, i.e. the product
of two Wilson loops over distinct knots, can be given a perturbative expansion in
the k- parameter in the Chern-Simons action and the first terms are related to
the Gauss self linking number and the linking number [39]. A similar result can be
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derived for BF theories, but expressed in the Wilson surfaces from equations (2.162,
2.163)
log
(
W (Σ,Σ
′
)
)
= #linking
(
∂Σ, ∂Σ
′
)
. (2.169)
For the situation of interest where n = 2 we can take B ∈ Ω0(M) and A ∈ Ω1(M).
The geometric situation is thus tied to the question of whether a point x (a zero
cycle, against which, the zero-form B is integrated) will intersect the surface Σ
′
(of
which the loop ∂Σ
′
is boundary) or not. The answer is given by
W (x,Σ
′
) = exp
(
B(x) +
∮
∂Σ′
A
)
=
 0 if #intersection(x, ∂Σ
′
) = 0
±1 if #intersection(x, ∂Σ′) = ±1
(2.170)
A nice proof of this using the variational method can be found in [40], but since it
is not very relevant for the work done in topological gravity, we refer the reader to
the literature for more information on this proof.
What is important for the later comparison between the different types of topo-
logical gravity of Schwarz vs. Witten type, is the fact that the observables of BF
theory can be related to intersection numbers of sub-manifolds of M . In contrast
to this, as we shall see, the Witten type observables are connected to intersection
numbers of sub-manifolds of moduli space.
2.4 General Features of Witten Type TFT
As we have seen it is a non-trivial task to ensure that a Schwarz type TFT will be
topological when quantized. For the Witten type TFT’s this is not the case. In this
section we give a short proof of the metric independence of both the partition func-
tion and certain observables in all Witten type TFT’s, following simple arguments
related to the BRST invariance of the vacuum.
A Witten type topological field theory is a quantum field theory described by a
BRST exact quantum action
Sq[Φ
i, gµν ] = {Q,Ψ(Φi, gµν)}, (2.171)
where Φi symbolises the fields in the theory and gµν is the metric of the underlying
manifoldM . Q denotes the BRST operator and Ψ denotes the gauge fermion, i.e. an
arbitrary function of the fields and the metric. The relevant BRST transformations
are determined from the symmetries one wishes to study. A Witten type theory is
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a kind of field theoretical model which enables one to study topological invariants
of a moduli space, relevant for the theory one wishes to study. The moduli space is
defined as elements in the space of fields, which are solutions to certain equations,
modulo the symmetries one chooses. In symbolic notation we have
M = {Φ
i ∈ S|DΦi = 0}
symmetries
, (2.172)
where S denotes the space of fields, and D is some operator acting on the fields. The
action in equation (2.171) is constructed such that the path integral “localizes” to
M. GenerallyM will be finite dimensional and the theory only has a finite number
of degrees of freedom. This “localization” nature of the action is vital for all Witten
type TFT’s and we discuss it in detail in section 2.6.3.
The first Witten type TFT was the seminal work by Witten [41] on 4D topolog-
ical Yang-Mills theory, while the more general scheme described above, was advo-
cated by Witten in [42]. As we shall see in the case of topological Yang-Mills, one
can add a classical topological ( i.e. metric independent ) action to the BRST exact
action, as long as this topological action is BRST invariant, but for the moment let
us stay with the definition in equation (2.171).
The Energy-momentum tensor Tµν is defined as the change of the action under
an infinitesimal metric variation gµν 7→ gµν + δgµν
δgS ≡ 1
2
∫
dnx
√
gδgµνTµν . (2.173)
As a general result the Energy-momentum tensor is BRST exact in Witten type
theories
Tµν = {Q, Vµν(Φi, gµν)}, (2.174)
where Vµν(Φ
i, gµν) is some function of the fields and the metric. Combining equa-
tions (2.87,2.174) makes it possible to show, that the partition function is indepen-
dent under the metric transformation above. By direct calculation we find
δgZ =
∫
D[Φi]e−Sq (δgSq)
=
∫
D[Φi]e−Sq
(
−1
2
∫
dnx
√
gδgµνTµν
)
=
∫
D[Φi]e−Sq{Q,X}
= 〈{Q,X}〉 = 0, (2.175)
where X is
X = −1
2
∫
d4x
√
gδµνg Vµν . (2.176)
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This proof excludes the possible dependence of the measure D[Ψ] on the met-
ric [41] and is thus in some sense only a classical calculation. Up to this question
of anomalies, we have shown that the partition function of a Witten type TFT is
independent of metric transformations and is thus said to be topological. Actually
metric-independence is a stronger requirement than that of being topological, since
it requires a differentiable structure on M . Since the action always is BRST exact
this is enough to ensure the metric independence, in contrast to e.g. non-abelian
BF theory and Chern-Simons theory.
By a very similar calculation we now show that the partition function is also
independent of the coupling constant. Consider a rescaling of the action Sq 7→ tSq
where t ∈ R and is considered to be the same as the inverse coupling constant
t = 1/h¯. The change of the partition function under this transformation reads
δtZ = −
∫
D[Φi]e−SqSqδt
= −
∫
D[Φi]e−Sq{Q,Ψ}δt
= 0, (2.177)
where we have applied equations (2.87, 2.171). This calculation shows that the
partition function is independent of the change δt because it changes in a BRST
exact manner. Since Z is independent of t one can just as well take the semi-classical
limit t→∞ (i.e. h¯→ 0). It is an important result, that for a Witten type TFT, the
semi-classical approximation is exact. In the mathematical language one says, that
the stationary phase approximation is exact. For the Witten type 2D topological
Yang-Mills theory, this statement is equivalent to the famous Duistermaat-Heckman
theorem [43] and the argument above gives a physics “proof” of this theorem.
The next step is to define the notion of observables in a Witten type TFT.
These are defined as functions O(Φi) of the fields, which are elements in the BRST
cohomology O ∈ H∗(M,Q), i.e. {Q,O} = 0. If one assumes that the metric
dependence of O is BRST exact manner, i.e.
δgO = {Q,R(Φi, gµν)}, (2.178)
then can one prove that the expectation value of O is independent of the metric.
R(Φi, gµν) symbolises an arbitrary function of the fields and the metric. One has
δg〈O〉 =
∫
D[Φi]e−Sq
(
(δgO)− (δgSq)O
)
= 〈{Q,R+X ·O}〉 = 0, (2.179)
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since δgSq ·O = {Q,X}O = {Q,X ·O} because O is Q-closed. Hence expectation
values of observables and products of observables will be topological invariants in a
Witten type TFT.
We see that the general feature is, that Sq can depend on the metric gµν on M ,
but Z and 〈O〉 change only under δg inside the cohomology class of Q, and hence
the expectation value of the change vanishes.
2.5 A Physicist’s approach toWitten’s 4D Top.YM
In this section I present the general steps in the construction of the theory of 4-
dimensional topological Yang-Mills theory. I have chosen not to follow the historical
development of this subject, but instead tried to focus on the most important is-
sues, which help us understand the later development of topological gravity. For
a detailed discussion of the historical development of this subject, I refer to the
literature (e.g. [44]), and will just outline the main steps here. In 1987 Atiyah [45]
suggested that it should be possible to find a Lagrangian description, which would
correspond to the Hamiltonian formalism used by Floer, to describe the new invari-
ants of four-manifolds. These invariants were found in 1985 by Donaldson, and they
represent a revolution in the classification of four-manifolds, or more precisely of the
differentiable structures of four-manifolds. As mentioned in chapter 1, R4 stands
alone in Rn, with n = 1, 2, . . . as the only case where there is more than one differ-
entiable structure. The breakthrough due to Donaldson, let us partially classify the
different differentiable structures, and the most impressive thing for a physicist is,
that the construction of these invariants are closely related to the classical solutions
of Yang-Mills theory. In the seminal work by Witten [41], a quantum field theory
approach to Yang-Mills theory gave a Lagrangian description of the Donaldson poly-
nomials. It was not the old fashioned version of Yang-Mills theory, but a (twisted)
supersymmetric version of Yang-Mills theory. It was clear for Witten that his su-
persymmetry was a kind of BRST symmetry, and the topological invariance of the
partition function and the correlators of observables depended firmly on this fact.
But is was not possible for Witten to construct his Lagrangian as a BRST gauge
fixing of an gauge invariant action. This was first done by Baulieu and Singer [46]
and I follow their approach, since it offers a clearer way to the results found by
Witten. When the Lagrangian is firmly in place, we discuss topological invariance
and construction of the observables, based on a number of different references.
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2.5.1 The Lagrangian of Topological Yang-Mills Theory
Following [46], consider the usual Yang-Mills connection A = Aiµ(x)Tidx
µ ∈ Ω1(M, g).
We will absorb the Lie algebra index i, j, . . . from time to time for simplicity. The
usual change of A under an infinitesimal gauge transformation is
δAµ(x) = Dµǫ(x), ǫ ∈ Ω0(M, g). (2.180)
Now extend the transformation such that the change in A reads
δAµ(x) = Dµǫ(x) + ǫµ(x), (2.181)
where ǫµ(x)dx
µ ∈ Ω1(M, g) is an infinitesimal one-form. This new transformation
is much larger that the usual local gauge transformations. The curvature F of A
changes accordingly as
δFµν(x) = D[µǫν] − [ǫ, Fµν ]. (2.182)
This new large gauge symmetry will not leave the Yang-Mills action invariant
δ
∫
M
tr (F ∧ ∗F ) 6= 0, (2.183)
but instead the topological action
Stop =
∫
M
tr (F ∧ F ) , (2.184)
is invariant under the transformation in equation (2.181). The integrand is the first
Pontryagin class and the fields ǫµ, ǫ and Aµ must be in the same topological sector
for consistency.
One could actually turn the argument around and start from the topological
action above and search for the gauge invariance of this action. It will clearly be
much larger that the Yang-Mills action since one does not need the space-time
metric to write down F ∧ F , in contrast to F ∧ ∗F which involves gµν through
the Hodge star. The larger invariance is found to be the gauge transformations
introduced here. Since the new infinitesimal one-form ǫµ(x) is proportional to the
(change) of the connection Aµ it will also be subject to gauge transformations
ǫµ(x) 7→ ǫµ(x)′ = ǫµ(x) +Dµλ(x), (2.185)
where λ(x) is an infinitesimal scalar gauge parameter, i.e. λ ∈ Ω0(M, g). The
enlarged gauge symmetry alters the original BRST algebra for Yang-Mills theory.
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Recall that the usual prescription for obtaining the action of the BRST operator is
to exchange the gauge parameters with ghosts in the gauge transformations. The
original Yang-Mills BRST algebra, with the Faddeev-Popov ghost ci(x) reads
δBRSTA
i
µ = Dµc
i, (2.186)
δBRST c
i = −1
2
[c, c]i = −1
2
f ijkc
jck, (2.187)
δBRSTF
i
µν = = [Fµν , c]
i. (2.188)
Note that the ghost c and the curvature transform in the adjoint representation of
g . We should now introduce a one-form ghost ψ = ψiµTidx
µ ∈ Ω(M, g) associated
with ǫµ, but the additional gauge invariance expressed in equation (2.185) makes
this ghost possess a gauge invariance of its own. This redundancy of the BRST
algebra requires the introduction of a ghost for ghost. The second generation ghost
is denoted φi(x) ∈ Ω0(M, g), and it is a bosonic scalar field with ghost number
two. It is a general feature that for each generation in the ghost tower, the ghost
number and grassmann parity is raised by one unit. This new ghost fixes the gauge
symmetry in ψµ and Baulieu and Singer claim [46] that the only possible BRST
algebra with nilpotent BRST operator δB is
δBA
i
µ = Dµc
i + ψiµ, (2.189)
δB c
i = −1
2
[c, c]i + φi, (2.190)
δB ψ
i
µ = −Dφi − [c, ψµ]i, (2.191)
δB φ
i = −[c, φ]i, (2.192)
δB F
i
µν = Dµψ
i
ν − [c, Fµν ]i. (2.193)
In the next section we show that this is an example of what is known as a Weil
algebra, and that the differential in such algebras, which in this case is δB , is always
nilpotent. The BRST algebra is now free of additional symmetries and requires no
third generation ghost. It is often useful to express the BRST algebra in term of
diffeential forms, but one should be careful regarding the signs of the individual
terms in this translation. The reason for this is the fact that δB anticommutes
with the exteriour algebra [46, 47] because d can be viwed as a fermionic derivative,
mapping the commuting coordinates xµ into anticommuting differentials dxµ. This
implies
δB (A
i) ≡ δB (dxµAiµ) = −dxµ δBAiµ = −dxµDµci − dxµψiµ = −Dci − ψi, (2.194)
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but by change of coordinates ψiµ 7→ ψ˜iµ = −ψiµ we find
δB (A
i) = −Dci + ψ˜i, (2.195)
in addition to
δ(ψ˜i) = δ(dxµψ˜iµ)
= dxµδψiµ
= dxµ
(
−Dµφi − cjψkf ijk
)
= −Dφi + cjdxµψkµf ijk
= −Dφi − [c, ψ˜]i. (2.196)
By relabeling ψ˜ = ψ we obtain the differential form version of the BRST algebra
for topological Yang-Mills theory [7, 46, 47]
δBA
i = −Dci + ψi, (2.197)
δB c
i = −1
2
[c, c]i + φi, (2.198)
δB ψ
i = −Dφi − [c, ψ]i, (2.199)
δB φ
i = −[c, φ]i, (2.200)
δB F
i = Dψi − [c, F ]i. (2.201)
This algebra has a deep geometric meaning explained independently by Baulieu and
Singer [46] and Kanno [47]. Inspired by Baulieu and Bellon’s work on a geometric
interpretation of the original Yang-Mills BRST algebra [48], Baulieu and Singer
could write the BRST algebra above as the defining equations for a connection and
its curvature, in a generalized setting. Extend the exterior derivative d 7→ d˜ =
d + δB and construct a generalized connection A 7→ A˜ = A + tc. The t is just an
real integer keeping track of the ghost numbers, in the expressions we derive. By
direct inspection the generalized curvature is
F˜ = d˜A˜ +
1
2
[A˜, A˜] = F + t(ψ) + t2(φ), (2.202)
with the Bianchi identity
D˜F˜ = d˜F˜ + [A˜, F˜ ] = 0. (2.203)
At first glance these equations look rather strange. We add zero-, one- and two-
forms, bosons and fermions as though they were of the same nature. But the
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proper way to view these equations is to expand them on both sides of the equality
in form-degree and ghost number and then identify the lhs and rhs of the various
combinations of these numbers. For example the ghost number 1 and form-degree
1 relation from equation (2.202) is the same as equation (2.197), and second the
form-degree 2 and ghost number 1 relation from equation (2.203) is the same as
equation (2.201). The rest of the BRST algebra follows in the same way. These
relations show that there must exist some principal fibre bundle with connection
A˜ and curvature F˜ , which is closely related to the BRST algebra. We explain this
abstract construction in the next section.
Consider for a moment the action in equation (2.184) and recall that the classical
solutions to the Yang-Mills equations
D ∗ F = 0, (2.204)
are the self-dual field configurations Aclassical for which F = ± ∗ F . If these are
inserted in the Yang-Mills action one obtains our topological action
Sclassical = −1
2
∫
M
tr(F ∧ ∗F ) |Aclassical = ∓
1
2
∫
M
tr(F ∧ F ). (2.205)
One could ask whether the arbitrary deformation of Aµ in equation (2.181) would
transform a self-dual connection into a non-self-dual one, but it has been shown [49]
that the self-dual solutions of the Yang-Mills equations are stable under these trans-
formations. This shows that the transformations in equation (2.181) are gauge
symmetries of the action in equation (2.184).
In order to fix the gauge invariance, three gauge fixing conditions are used in [46],
two covariant conditions fixing the transformations of A and ψ
∂µA
µ = Dµψ
µ = 0, (2.206)
together with a condition fixing the connections to be self-dual
F µν ± ǫµνγκFγκ = 0. (2.207)
We have three gauge conditions and should hence introduce three anti-ghost multi-
plets, each consisting of an anti-ghost and its Lautrup-Nakanishi field companion.
We choose two scalar anti-ghosts (c, φ) and an antisymmetric tensor ghost χµν . We
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list the ghost multiplets and the relevant ghost numbers:
ghost: c φ χµν
L-N field: b η bµν
(2.208)
fields : c b φ η χµν bµν
#ghost : −1 0 −2 −1 −1 0
(2.209)
The BRST algebra is extended to these fields (where c, η, φ, b ∈ Ω0(M, g) and
b+− ≡ bµνdxµ ∧ dxν , χ ≡ χµνdxµ ∧ dxν ∈ Ω2(M, g). This extension is trivial in
the sense that it is a closed sub-algebra of the full BRST algebra and clearly δB is
nilpotent on these fields. The quantum action for topological Yang-Mills reads
generally
Sq = ∓1
2
∫ √
gd4x tr(F ∧ F ) +
∫ √
gd4x {Q,Ψ}. (2.210)
The central part in the work of Baulieu and Singer was to choose Ψ so cleverly that
the action reproduces the one given by Witten in [41]. It reads
Ψ = tr
(
χµν(F
µν ± ǫµνγκFγκ)± 1
2
ρχµνb
µν + φDµψ
µ + c∂µA
µ +
1
2
cb+ c[χµν , χ
µν ] + c[φ, φ]
)
, (2.211)
where ρ is a real gauge parameter. By direct inspection we find
{Q,Ψ} = tr
(
bµν(F
µν ± ǫµνγκFγκ)− χµν(D[µψν] ± ǫµνγκD[γψκ])−
χµν([c, F
µν ± ǫµνγκFγκ])± 1
2
ρbµνb
µν +
1
2
b2 + b∂µA
µ
ηDµψ
µ − c∂αDαc− c∂µψµ + φ[ψµ, ψµ] + φDµDµφ+
φ[χµν , χ
µν ]− 1
2
[c, c][χµν , χ
µν ] + 2bµν [c, χ
µν ] +
b[φ, φ]− c[[φ, c], φ] + c[φ, η]
)
, (2.212)
where one applies the Jacobi identity, remembering that all fields have hidden gauge
indices. There are two special values of ρ which are interesting. First the case ρ = 0
where the equations of motion for the bµν fields are F
µν = ∓ǫµνγκFγκ or equivalently
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F = ∓ ∗ F . So in this case we single out the (anti)self-dual configurations, which
are the classical solutions to the Yang-Mills equations, just as we wished to do by
our choice of gauge fixing function in equation (2.207). Secondly the choice ρ = 1
is interesting, since by applying the equations of motion for bµν , we can eliminate
this multiplier field from the action just as in the discussion between BF theory and
Yang-Mills theory in section 2.3.5. We find
tr
(
bµν(F
µν ± ǫµνγκFγκ)± 1
2
bµνb
µν
)
→
tr (F µνFµν + ǫ
µνγκFγκFµν) , (2.213)
which in short hand notation reads
b ∧ (F ± ∗F ) + b ∧ ∗b→ F ∧ ∗F + F ∧ F. (2.214)
The special reason for discussing ρ = 1, is that the last F ∧F term above cancels the
classical action, and the quantum action is now identical to Witten’s action [41],
which is a Yang-Mills action plus fermionic terms (ghosts and multipliers). The
main importance of these manipulations is that they provide a geometrical inter-
pretation of the theory described with Witten’s action. Especially explaining the
supersymmetry δA = ψ introduced by Witten as a topological ghost term for the
additional gauge invariance of the action F ∧ F . Moreover, the geometrical inter-
pretation which will follow in the next section, makes it possible to identify the
individual terms in the quantum action Sq as components of the “curvature” of a
universal fibre bundle. There exists a firm geometrical interpretation of the indi-
vidual terms in equation (2.212).
2.5.2 Observables in Topological Yang-Mills
We now turn to the discussion of observables in topological Yang-Mills. Recall
that in the previous section we defined observables to be elements in H∗(M,Q)
with a BRST exact dependence on the space-time metric. At first it does not
look like we have any obvious candidates for observables, since no elements in
the BRST algebra in equation (2.197,..,2.200) are Q-closed, but the solution to
this is to consider the two symmetries involved in the BRST algebra as individual
symmetries. We have a local gauge invariance which is fixed with the ghost ci(x)
and then a topological symmetry which is fixed via the ghosts ψiµ(x) and φ
i. A
lot of discussions have appeared in the literature regarding the so-called problem
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of “triviality of observables” in Witten type TFT’s, but here I try to cut through
this discussion and present the result. In the next section we find the mathematical
reason for this problem, which actually is no problem at all. The correct thing to
do when writing down observables is to consider closed forms under the topological
part of Q, i.e. to reduce the situation to the case where the Faddeev-Popov ghost
ci(x) is set to zero. We then get the reduced BRST algebra introduced by Witten
in [41]
δW A
i = ψi, (2.215)
δW ψ
i = −Dφi, (2.216)
δW φ
i = 0, (2.217)
δW F
i = Dψi, (2.218)
where δW = δB |c=0. Note though that δW is only nilpotent up to gauge trans-
formations. We return to this issue in the next section. After this reduction we
see that φi is now QW -closed (where δW = {QW , ·}). To obtain an observable, we
must make a gauge invariant expression in φ, and consider the trace of φ2, which is
gauge invariant since φ transforms in the adjoint representation of g . Hence we
define the first observable of topological Yang-Mills as
W(0)(x) ≡ trφ2(x) ∈ Ω0(M, g), (2.219)
which is just the quadratic Casimir of the gauge group G. The expectation value
of products of observables is then of the form〈
k∏
i=1
W(0)(xk)
〉
=
∫
D[X]e−Sq
k∏
i=1
W(0)(xk), (2.220)
which by the general arguments in the previous section is known to be a topological
invariant. Here X denotes the collection of all relevant fields in the path integral.
We can test that the correlators do not depend on the positions x1, . . . , xk simply
by differentiating W(0)(xµ) with respect to its position xµ ∈M
∂µW(0)(xµ) = ∂µ
(
trφ2(xµ)
)
= 2tr(φDµφ) = −2{QW , tr(φψµ)}, (2.221)
since tr[Aµ, φ] = 0 due to tr(Ti) = 0. Hence while W(0) per definition not is BRST
exact, ∂αW(0) is BRST exact. By this one can construct the difference in W(0) when
defined at two distinct points xµ, x
′
µ and find
W(0)(xµ)−W(0)(x′µ) =
∫ x′µ
xµ
∂µW(0)dx
µ =
{
QW ,
∫ x′µ
xµ
W(1)
}
, (2.222)
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where we have defined
W(1)(xµ) ≡ −tr(φψµ)dxµ ∈ Ω1(M, g). (2.223)
The index (1) signals that it is a one-form. Consider now the correlators〈(
W(0)(xµ)−W(0)(x′µ)
) k∏
i=1
W(0)(xk)
〉
=
〈{
QW ,
∫ x′µ
xµ
∂µW(0)dx
µ ·
k∏
i=1
W(0)(xk)
}〉
= 0,
(2.224)
by the general arguments from the previous section. Since the difference W0(xµ)−
W0(x
′
µ) is BRST exact, theW0’s stay in the same cohomology class under coordinate
transformations and the correlator is a topological invariant. We now have two
important results
{QW ,W(0)} = 0 and dW(0) = {QW ,W(1)}. (2.225)
By recursion Witten wrote down the famous descent equations
dW(0) = {QW ,W(1)}, (2.226)
dW(1) = {QW ,W(2)}, (2.227)
dW(2) = {QW ,W(3)}, (2.228)
dW(3) = {QW ,W(4)}, (2.229)
dW(4) = 0, (2.230)
where we get zero in the last equation, since otherwise we would have to integrate a
five form onM , which can not be done. In more detail: Let γk be an k’th- homology
cycle in M , against which we can integrate a k-form to obtain the function
I(γk) =
∫
γk⊂M
W(k). (2.231)
The right hand side is BRST invariant
{Q, I(γk)} =
∫
γk⊂M
{Q,W(k)} =
∫
γk⊂M
dW(k−1) = 0, (2.232)
since Q2W = 0 (up to gauge invariance). Let γk = ∂βk be a boundary, then
I(γk) =
∫
γk⊂M
W(k) =
∫
βk
dW(k) =
∫
βk
{QW ,W(k+1)} =
{
QW ,
∫
βk
W(k+1)
}
, (2.233)
by Stokes theorem. We see that I(γk) = I([γk]) for [γk] ∈ Hk(M,R), up to a BRST
commutator. Witten derived the exact form of the forms W(k), k = 1, 2, 3, 4
W(1) = −tr(φ ∧ ψ), (2.234)
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W(2) = tr(
1
2
ψ ∧ ψ − φ ∧ F ), (2.235)
W(3) = tr(ψ ∧ F ), (2.236)
W(4) =
1
2
tr(F ∧ F ). (2.237)
These satisfy the descent equations (2.226,. . . ,2.230) which can be seen directly by
inspection. These relations can also be derived in the full BRST algebra. Recall that
we could write the generalized curvature F˜ = F + t(ψ) + t2(φ) in equation (2.202),
as the curvature of A˜ = A + tc with generalized exterior derivative d˜ = δB + d.
As will become clear in the next section, the generalized fields A˜, F˜ form a Weil
algebra with a nilpotent derivative, which in this case is d˜. We can construct gauge
invariant polynomials in the generalized fields, and we define [47] the N ’th Chern
class
WN ≡ cN tr(
N -times︷ ︸︸ ︷
F˜ ∧ · · · ∧ F˜ ), N = 1, 2, . . . , (2.238)
with a normalization constant cN . Since F˜ transforms in the adjoint representation
this is clearly gauge invariant. The geometrical situation is discussed in detail in the
next section. The Weil theorem ensures that WN is closed since it projects down
from a G-invariant form on P
d˜WN = 0. (2.239)
Only it is not a closed form on M , but on the base space of the universal bundle,
which we introduce in the next section. We now make an expansion ofWN in ghost
number,
WN =
2N∑
k=0
t2N−kwk,N(F, ψ, φ). (2.240)
Here we use that F˜ is a polynomial of order t2 in the fields (F, ψ, φ) and wk,N is
then a k-form with ghost number 2N − k, representing the individual terms which
comes from taking the N ’th power of F˜ . Insert this in equation (2.239)
(d+ δB )
{
2N∑
k=0
t2N−kwk,N(F, ψ, φ)
}
= 0. (2.241)
This gives a sum of 4N terms, where d and δB act on the various wk,N ’s and the
total sum is zero. When d acts on wk,N , we get an element wk+1,N and when δB acts
on an element of order ti we get an element of order ti+1, since δB raises the ghost
number by +1. By reading off elements in the sum, which have the same ghost
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number and form degree, we can obtain the descent equations (2.226,. . . ,2.230)
δB w0,N = 0,
δB w1,N + dw0,1 = 0,
... (2.242)
δB w2N,N + dw2N−1,N = 0,
dw2N,N = 0,
but expressed by δB instead of δW . As an example consider the second from last
equation. The term w2N,N has ghost number zero and form degree 2N , so δB w2N,N
has ghost number one and form degree 2N . This can thus be added with the term
dw2N−1,N which has form degree 2N and ghost number one, since w2N−1,N has form
degree 2N − 1 and ghost number 1, according to equation (2.240).
How do the descent equations for δB relate to those of δW ? According to
equations (2.189,. . . ,2.193) and (2.215, . . . ,2.218) the difference between δB and
δW for X = (F, ψ, φ) is of the form
δBX = δW X + [X, c], (2.243)
since these fields transform in the adjoint representation under gauge transforma-
tions. Hence they have the same transformation properties with regard to the
Faddeev-Popov ghost c, so if we restrict ourselves to gauge invariant polynomials
in the fields F, ψ, φ like wk,N we can take
δB wk,N = δW wk,N . (2.244)
This means that the descent equations for δB and for δW are equivalent.
In the seminal paper by Witten [41], he considered the second Chern class (i.e.
N = 2) for reasons explained in the next section and the constant c2 = −1/2. This
gives by equation (2.238)
W2 = −1
2
(
F + tψ + t2φ
)2
= W(0) + tW(1) + t
2W(2) − t3W(3) − t4W(4). (2.245)
Where W(i), i = (0, 1, 2, 3, 4) are given in equations (2.234, . . . ,2.237). So in our
notation wk,2 = W(k). These are exact copies of the Donaldson polynomials which
are related to topological invariants of four dimensional manifolds. We return briefly
to the discussion of these invariants in the next section.
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The last thing we shall discuss is how one can see that the expectation values
of the observables we have been considering, e.g. W(0) and products of these, are
related to closed differential forms on moduli space. By integrating these forms over
the moduli space we produce numbers, known as the intersection numbers, which
are topological invariants. We proceed as follows: We show how the path integral
reduces to an integral over moduli space. In the next section we then discuss how
this is tied to intersection numbers.
Recall, that the quantum action in equation (2.210) is independent of the form
of the gauge fermion in equation (2.211). We use this fact to introduce a background
gauge fixing [50], here written in the more transparent differential form notation.
The background gauge fermion we use is
Ψ = tr
(
χ(F+ − α
2
b+−) + φD
†
0ψ + c(D
†
(0)A−
α
′
2
b)
)
, (2.246)
where α, α
′
are gauge parameters and D(0) denotes the covariant derivative around
a fixed classical solution Aclas. So this solution corresponds to a fixed element in
Mins = {A ∈ A|(F [A]± ∗F [A]) = 0}G . (2.247)
The classical solutions are known as instantons and Mins is the moduli space of
instantons. By F+ we denote the self-dual part of the curvature for which F = ∗F .
This gauge fermion leads us to a quantum action
Sq =
∫
M
tr
(
b+−(F
+ − α
2
b+−)− χ1
2
(DΨ)+ − χ[c, F+]−
α
′
2
b2 + bD†(0)A+ η(D
†
(0)ψ)− cD†(0)Dc+ cD†(0)ψ +
φD†(0)[c, ψ] + φ(D
†
(0)D)φ
)
. (2.248)
For the choice of delta function gauges, which are convenient for our purpose, we
set α = α
′
= 0. We expand the path integral in the semi-classical approximation,
around the classical solution. This expansion is exact for Witten type TFT’s,
following the general arguments in the last section. Hence the gauge field is of the
form
A = Aclass + Aq, (2.249)
where we have a classical and a quantum contribution. All other fields are assumed
to be of pure quantum nature. In the semi-classical approximation we go to first or-
der, i.e. only quadratic terms in the quantum fields contribute and this contribution
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to the quantum action is
Sq−(2) =
∫
M
tr
(
b+−D(0)Aq + bD
†
(0)Aq − cD†(0)Dc+
φD†(0)Dφ+ (η + c)D
†
(0)ψ + χD(0)ψ
)
. (2.250)
Redefining η
′
= η + c, which has trivial Jacobian leads to a cancellation between
the Faddeev-Popov determinant in the cc term against the φφ terms, since they are
of opposite grassmann parity. When we consider the partition function
Z =
∫
D[A,ψ, φ, b, b+−, c, c, η, χ, φ]e−Sq , (2.251)
we see, that if there are any zero modes in the fermionic field ψ, i.e. nontrivial
solutions to the equations
D†(0)ψ(x) = 0, (2.252)
D(0)ψ(x) = 0, (2.253)
then the rules of grassmann integration∫ ∏
x∈M
dψµ(x)f(X) = 0, (2.254)
where f(X) is any function of all fields excluding ψ, will kill the partition function
totally. This is due to the fact that the ψ has dropped out of Sq, since it is a solution
to equation (2.252) or equation (2.253).
Assuming that there do not exist any symmetries in the moduli space of instan-
tons, Witten [41] concludes that only A, and hence by supersymmetry ψ, can have
zero modes. Witten’s notation of ψ being the super partner to A, is identical to
our notation of ψ being the topological ghost for A. So one should worry about the
zero modes in ψ since it is the only fermionic field with this possibility.
First it might be instructive to consider the semi-classical partition function in
the case with no zero modes in ψ. The integration over b and b+− imposes two delta
functions
δ
(
D(0)A
)
δ
(
D(0) ∗ A
)
, (2.255)
and the effect of integrating these with respect to A is to restrict the integration over
A toMins. The integral can be calculated along the lines of similar expressions in
Schwarz theories and it has been shown to give [51, 50]∫
Mins
∣∣∣∣ 1detT0
∣∣∣∣ , (2.256)
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where T0 is the appropriate differential operator mapping connections into zero
forms and self-dual 2-forms. We do not need the specific form of this operator
and refer to [26, 51, 52] for further arguments. The integration over χ, η
′
gives a
contribution
δ
(
D(0)ψ
)
δ
(
D†(0)ψ
)
, (2.257)
which can be represented as another determinant∫
TAcMins
D[ψ]detT, Ac = Aclass. (2.258)
The operator T is related to T0 and can be studied in [51]. Thus the partition
function will be an integral over Mins of the ratio of these determinants. We have
indicated that ψ should be viewed as an element in the tangent space of the moduli
space. The reason for this is explained in the next section.
While the are no zero modes, moduli space is just a collection of points, but
it becomes a manifold (actually an orbifold, due to singularities) with dimension
n when there are zero modes. When Mins is a manifold, we need to have forms
of the top dimension of Mins, in order to be able to perform the integral. The
integration over the zero modes is missing due to the rules of grassmann integration
and we must therefore insert functionals Oof the various fields in the action to get
a non-vanishing result. The functionals must have a ghost number which sums up
to n such that they can “soak up” the fermionic zero modes [24]. We show how the
observables are expressed in terms of the zero modes in the action.
The strategy is to integrate out all non-zero modes in the path integral, such
that the measure of all fields reduces to
D[X] 7→ dµ ≡
n∏
i=1
dA˜i dψ˜i, (2.259)
where A˜i, ψ˜i are the zero modes. Since A˜i and ψ˜i have opposite grassmann parity,
dµ will be invariant under change of basis in the space of (Aµ, ψµ) zero modes. The
integration over non-zero modes in the semi-classical approximation gives a cancel-
lation of the determinants mentioned above, and these integrations give ±1 [41].
Under the integration, all non-zero modes in Odrop out, and thus Ois effectively
only a functional O′ , of the zero modes
O′ = Φm1,...,mn(A˜i)ψ˜m1 · · · ψ˜mn . (2.260)
By Φm1,...,mn(A˜i) we denote an antisymmetric tensor on moduli space, i.e. a form
of top dimension on Mins. The trick is now to compute the expectation value of
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Oand replace Oby O′ , due to the integration of all non-zero modes to obtain [41]
〈 O〉 =
∫
DXe−Sq−(2) O
=
∫
dµ O′ =
∫ n∏
i=1
dA˜i dψ˜iΦm1,...,mn(A˜i)ψ˜
m1 · · ·ψmn
=
∫
Mins
Φ(A˜). (2.261)
By Φ(A˜) we denote the top form on Mins and the last equality is due to the rules
of grassmann integration.
Witten states [41] that it is possible to view Oas a product of, say k different
terms Oi, i = 1, . . . , k and that this sub-division holds after integrating out non-
zero modes. So we consider
O′ =
k∏
i=1
O′ i, (2.262)
where O′ i has a ghost number ni and the total ghost number still adds up to
n =
∑k
i=1 ni. The form of an individual term is
O′ i = Φ(i)j1...jmi ψ˜
j1 . . . ψ˜jmi , (2.263)
which we view as an mi-form on the moduli space. Hence the form of top dimension
on moduli space is
Φ = Φ(1) ∧ . . . ∧ Φ(k). (2.264)
This changes equation (2.261) to
〈 O〉 = 〈 Oi1 · · · Oik〉
=
∫
DXe−Sq−(2) Oi1 · · · Oik
=
∫
Mins
Φ(i1) ∧ . . . ∧ Φ(ik) (2.265)
where the dimension of moduli space is n =
∑k
j=1 ij .
We introduce the candidates for Oik based on the discussions in the previous sec-
tion. Recall from equation (2.231) that
I(γk) =
∫
γk⊂M
W(k), (2.266)
is BRST invariant and since W(k) is a k-form with ghost number 4−k, is it obvious
to try to relate I(γk) to a (4− k)-form Φ(γk) ∈Mins. The expectation value of
〈I(γ1) · · · I(γs)〉 =
〈∫
γ1
W(kγ1 ) · · ·
∫
γs
W(kγs )
〉
=
∫
Mins
Φ(γ1) ∧ . . . ∧ Φ(γs). (2.267)
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According to the discussion above, we should integrate out non-zero modes of the
fields present in the W(kγi )’s on the left hand side of the last equality sign in order
to obtain the explicit form of the Φ(γi)’s. In the semi-classical limit we can replace
the F [A] in the W(kγi )’s with F [Aclass] and ψµ with
ψaµ =
n∑
i=1
ψ˜iua(i),µ, (2.268)
where ua(i),µ is an element in the basis u
a
(1),µ · · ·ua(n),µ in the space of (Aµ, ψµ) zero
modes. Since the Aµ zero modes and the ψµ zero modes are in the same basis, the
discussion is independent of the specific choice of u(i), since dµ is invariant under
shift of basis. Regarding φ, which is the third field present in the W(kγi )’s, consider
the form of the quantum action in equation (2.212) with φ, φ terms
Sq =
∫ √
g d4x tr
(
. . . + φ[ψµ, ψ
µ] + φDµD
µφ+ . . .
)
. (2.269)
When performing the integration over φ we get a delta function
δ
(∫ √
g d4x tr(DµD
µφ+ [ψµ, ψ
µ])
)
. (2.270)
The remaining terms in the action are independent of φ so the expectation value of
φ is
〈φi〉 =
∫
D[φ, . . .]e−S˜qφiδ
(∫ √
gd4xtr(DµD
µφ+ [ψµ, ψ
µ])
)
= −
∫ √
g d4x (DµD
µ)−1[ψµ, ψ
µ]i. (2.271)
Here S˜q signals that we have performed the φ integration such that φ is no longer
present in the action. So the expectation value of φ is the integral over the Greens
function of the laplacian DµD
µ acting on the [ψµ, ψ
µ]. This has a direct geometric
interpretation in the context of the universal bundle which we discuss in the next
section.
When expressing 〈φi〉 in terms of the zero modes ψa we can write down Witten’s
expressions for Φ(γk) by inserting (F [Aclass], ψ
a, 〈φi〉) in the expressions for W(kγi ) in
equation (2.234 ,. . . , 2.237). We have
Φ(γ0) =
1
2
tr(〈φ(x)〉)2, γ0 ∈ H0(M,R), x ∈M, (2.272)
Φ(γ1) =
∫
γ1
tr(−〈φ〉 ∧ ψa), γ1 ∈ H1(M,R), (2.273)
Φ(γ2) =
∫
γ2
tr(
1
2
ψa ∧ ψa − 〈φ〉 ∧ F [Aclass]), γ2 ∈ H2(M,R), (2.274)
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Φ(γ3) =
∫
γ3
tr(ψa ∧ F [Aclass]), γ3 ∈ H3(M,R), (2.275)
Φ(γ4) =
∫
γ4
1
2
tr(F [Aclass] ∧ F [Aclass]), γ4 ∈ H4(M,R). (2.276)
As mentioned before Φ(γk) is a (4− k)-form onMins and hence it represents a map,
first introduced by Donaldson, from homology on M to cohomology onMins
Φ(γk) : Hk(M,R) 7→ H4−k(Mins,Q). (2.277)
The cohomology on moduli space is rational since moduli space is an orbifold and
not truly a manifold. The original Donaldson invariants were exactly defined as
the wedge product (giving a form of top dimension) of such maps, integrated over
the moduli space of Yang-Mills instantons. In that sense the expressions in equa-
tion (2.267) represent the QFT representation of the Donaldson invariants [41]. The
rules of BRST theory singled out the BRST invariant functions as observables and
we now see that the elements of the BRST cohomology are related to the coho-
mology of the moduli space, i.e. the space of classical solutions to the Yang-Mills
equations. When there are no fermionic zero modes the partition function is a topo-
logical invariant and by introducing observables with the proper ghost number one
can construct non-vanishing invariants in the presence of fermionic zero modes.
In the next section we discuss several issues from this section again and put
them into the geometrical picture given by the universal bundle construction. For
further information about four dimensional topological Yang-Mills theory we refer
to the vast literature on this topic. The above presentation is in no way complete,
but serves to help the understanding of similar constructions in topological gravity.
2.6 The Mathematics behind the Physics
In this section, we review the most important mathematical constructions and re-
sults, which are related to the material presented in the previous section. After
reading this, it will be clear what amazing symbiosis between mathematics and
physics, the Witten type TFT’s represent. I have as far as possible tried to use the
original material as the basis for this section, but also gained a lot of understanding
from the long list of reviews written by physicists working in this area. The most
prominent reviews I know, are those by Birmingham et.al. [7], Cordes et.al. [53],
Blau [54] and Blau & Thompson [55], and all of these have contributed to my un-
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derstanding of this field. When I use a result specifically based on a review text, I
will cite it, but otherwise I hereby acknowledge the importance of these reviews.
2.6.1 The Universal Bundle and Equivariant Cohomology
One of the most prominent features in the theories studied in this thesis, is the
study of manifolds on which there is a group action. This is either the action of
gauge transformations or diffeomorphism. Here we present the important theory
of equivariant cohomology, which will enable us to study cohomology in relation to
this group action.
Let M be a manifold on which the group G acts. Then M is called a G space
and one can form the principal G-bundle
M
↓ (2.278)
M/G .
If there are fixed points for the action of G onM , the spaceM/G is complicated and
it is hard to calculate its cohomology because M/G might not even be a manifold.
The notation of the “Universal G- Bundle”, due to Atiyah and Singer [56], gives
us a tool to overcome this problem. The universal bundle is a kind of “Mother of all
G-bundles” as we shall see. Let EG be a manifold on which G acts and construct
the universal (principal) bundle over BG
EG
↓ (2.279)
BG = EG/G,
with two defining properties. First that EG is a contractible space such that
π1(EG) = {id}, and second that G acts freely on EG. The universal G bundle
is a principal G bundle over the base space BG, which in general is a nontrivial
bundle. There exist characteristic classes on BG which measure the “twist” of the
bundle, i.e. the obstruction to triviality and these are elements in H∗(BG). At
the moment this may seem unconnected with the G bundle M → M/G, but any
G-bundle can be obtained from this universal G-bundle as the pull back of a certain
map known as the classifying map. For every Lie group (actually every topological
group) G, the loop space of BG is homotopic to G. The loop space L(BG) is the
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space of all maps φ : S1 7→ BG and L(BG) ≃homotopic G. Consider two different
G-bundles
G 7→ E G 7→ F
↓ ↓
M M
(2.280)
and consider two maps fE : M 7→ BG and fF : M 7→ BG from each of these bundles.
These maps are known as classifying maps and BG is also known as the classifying
space of G. This is due to the following result. Let c1, . . . , cn ∈ H∗(BG,ZZ) be
characteristic classes, for example the Chern Classes, which are cohomology classes
on BG. Make the pull back of these cohomology classes via the classifying maps
f ∗Eci ∈ H∗(M,ZZ) and f ∗F ci ∈ H∗(M,ZZ). (2.281)
If the pull back of the cohomology classes agree for the two classifying maps fE and
fF , then the maps are homotopic and the bundles E and F will be isomorphic. So
isomorphism classes of G-bundles are in one to one correspondence with homotopy
classes of maps M 7→ BG. Every principal G-bundle up to isomorphism, can be
obtained by a pull back from the universal bundle.
As we stated, the universal bundle is a tool which is used to study the coho-
mology on M/G, whereas a direct approach does not work. Due to the fact that
EG is contractible, its de Rham cohomology is trivial [16, 38]. This follows from
Poincare´’s lemma, which states that if a manifold M is contractible to a point in
a coordinate neighbourhood U ⊂ M , then every closed form on U is also exact.
When the whole of EG is contractible, any globally closed form will also be exact
and hence EG has trivial de Rham cohomology
H∗(EG) = δ∗0R. (2.282)
But there exists the framework of equivariant cohomology [57] written as H∗G(M)
which is ordinary de Rham cohomology of a larger space H∗(MG), where
MG = EG×G M ≡ (EG×M) /G. (2.283)
The elements in MG are equivalence classes under the equivalence relation (pg, q) ∼
(p, gq) where p ∈ EG, q ∈ M, g ∈ G. A central feature in this construction is the
following result: MG is a fibre bundle with fibre M over BG, associated with the
universal bundle
MG = (EG×M)/G
π ↓ with fibre M (2.284)
BG = EG/G.
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In addition to the projection π, there exists a map σ : MG → M/G, which in
contrast to π is not always a fibration. The so-called Cartan-Borel mixing diagram
illustrates this construction
EG ← EG×M → M
↓ ↓ ↓
BG ← EG×G M → M/G.
π σ
(2.285)
Using σ one can define a map in cohomology
σ∗ : H∗(M/G) 7→ H∗G(M), (2.286)
which is an isomorphism [57] if G acts freely on M . This links the cohomology of
M/G to the equivariant cohomology on M .
The equivariant cohomology of a point q ∈ M is H∗G(q) = H∗(BG), which
follows from “integration over the fibre” π∗ : H∗(EG×G M) 7→ H∗(BG).
It is possible to give an algebraic description of this construction which enables
us to determine H∗(BG). This leads back to the work by Weil, Cartan and others,
but we follow the treatment in [57, 58].
The Weil algebra W (g) is based on the Lie algebra g of G. It is the tensor
product between the exterior algebra Λ( g∗ ) and the symmetric algebra S( g∗ ) on
the dual Lie algebra g∗
W (g) = Λ( g∗ )⊗ S( g∗ ). (2.287)
The exterior algebra [59]
Λ( g∗ ) =
∞⊕
n=0
Λn( g∗ ), (2.288)
is a graded algebra of differential n-forms and
S( g∗ ) =
∞⊕
n=0
Sn( g∗ ), (2.289)
is the graded algebra of symmetric polynomials on g . Let {Xa} be a basis for g
dual to {θa}, the basis for g∗ . We assign the degree 1 to elements θa ∈ Λ( g∗ )
and degree 2 for S( g∗ ), which we denote φa. Then W (g) will be a commutative
graded algebra with product rule
wpwq = (−1)pq wqwp, p, q = (1, 2), (2.290)
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for elements wp ∈ W (g) . The range of the indices is a, b, . . . = 1, . . . , dim(G). By
introducing a differential dW on W (g) , defined by the action on the generators
dWθ
a = φa − 1
2
f abc θ
bθc, (2.291)
dWφ
a = −f abc θbφc, (2.292)
W (g) is promoted to a differential graded algebra. As usual f abc are the structure
constants of g via [Xb, Xc] = f
a
bc Xa. We now show that d
2
W = 0 by acting with dW
twice on both generators.
dW (dWθ
a) = dWφ
a − 1
2
f abc dW (θ
bθc)
= f abc φ
bθc − 1
2
f abc
(
dWθ
b · θc − θbdWθc
)
= f abc φ
bθc − 1
2
f abc
(
φbθc − 1
2
φbθc +
1
2
θbφc
)
− 1
4
f abc
(
f bij θ
iθjθc + f cdeθ
bθdθe
)
= 0. (2.293)
Where we have used equation (2.290) and that dW is an anti derivation so it obeys
the anti-Leibniz rule
dW (w
p ∧ wq) = dWwp ∧ wq + (−1)pwp ∧ dWwq. (2.294)
In the same way we find
dW (dWφ
a) = dW (f
a
bc φ
bθc)
= f abc (dWφ
b)θc + f abc φ
bdWθ
c
= f abc f
b
ij φ
iθjθc + f abc φ
bφc − 1
2
f abc f
c
ij φ
bθiθj
= [[Xa, Xb], Xc]φ
aθbθc +
1
2
[[Xb, Xc], Xa]φ
aθbθc
= [[Xa, Xb], Xc]φ
aθbθc − 1
2
([[Xc, Xa], Xb] + [[Xa, Xb], Xc])φ
aθbθc
=
1
2
([[Xa, Xb], Xc]− [[Xc, Xa], Xb])φaθbθc
= 0. (2.295)
In the fourth equality we switch to commutator notation and relabel the indices
to improve the clarity, and the term f abc φ
bφc = 0 due to contraction between the
antisymmetric structure constant ( in b, c ) and the symmetric expression in φ. In
the fifth equality we use the Jacobi identity and in the last step the expression
inside the brackets is symmetric in b, c so it vanishes when contracted with the
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antisymmetric term θbθc. We conclude that the so-called Weil differential dW is
nilpotent. It is now possible to show that the cohomology of W (g) is trivial by
changing to a new set of generators θa, (κa = dW θ
a), and it then follows that
κ = dW θ
a is exact and dWκ = 0 closed, since d
2
W = 0. This hints that W (g) is the
algebraic model of EG. To find a nontrivial cohomology, we must find the algebraic
model of BG. This is done by studying the action of G on elements in W (g) and
on differential forms.
Recall our general construction: P is a smooth principal G bundle π : P → M
and the elements of the Lie algebra X ∈ g are the vertical vector fields. The
elements X act on the differential forms Ω∗(P ) in two ways. First by the interior
product ı(X) : Ωk(P ) 7→ Ωk−1(P ) and next by the Lie derivative LX : Ωk(P ) 7→
Ωk(P ), which are related by the infinitesimal homotopy relation
LX = ı(X) d+ d ı(X), (2.296)
where d is the exterior derivative. Recall that lemma (2.3) said that the basic forms
on P , were the forms in the kernel of ıX and LX for all X ∈ g. In addition it
stated that the basic forms on P can be mapped uniquely to the forms on M by
the bundle projection
Ω∗(M) = π (Ω∗(P )|basic) . (2.297)
So as de Rham complexes we identify (Ω∗(M), d) = (Ω∗(P )|basic, d). Since P ×M
is a principal G bundle over P ×G M we also have
Ω∗(P ×G M) = Ω∗(P ×M)|basic. (2.298)
On the principal G-bundle π : P →M we assume the existence of a connection
A with curvature F . They are one and two-forms on P with values in the Lie
algebra, i.e. forms in the adjoint bundle
A ∈ (Ω1(P )×ad g) ; F ∈ (Ω2(P )×ad g). (2.299)
They satisfy the following standard relations
ıXA = X, X ∈ g; the connection is vertical (2.300)
ıXF = 0, X ∈ g; the curvature is horizontal (2.301)
F = dA+
1
2
[A,A] (2.302)
dF = [F,A]; the Bianchi identity. (2.303)
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The Weil algebra is actually a model of the relations defining a vertical connection
and a horizontal curvature, in terms of the the generators of W (g)
IXaθ
b = δ ba , (2.304)
IXaφ
a = 0, (2.305)
LXaθ
a = 0, (2.306)
LXaφ
a = 0, (2.307)
where IXadW + dW IXa = LXa . The sub-algebra of the elements in W (g) satisfying
these relations is denoted B g, and the elements are called the basic elements in
W (g) . By defining the elements Aa ∈ W (g) 1 and F a ∈ W (g) 2 as the images of
{θa} in the Λ( g∗ ) and S( g∗ ) respectively, the universal connection and curvature
over the Weil algebra is defined [58] as
A = AaXa ∈ W (g) 1 ⊗ g, (2.308)
F = F aXa ∈ W (g) 2 ⊗ g. (2.309)
These are G-invariant and thus in the kernel of LXa for a = 1, . . . , dim(G). Com-
bining equations (2.291,2.292,2.304,2.305) we see that these relations expressed in
Aa, F a reproduce the identities in equations (2.300,. . . ,2.303)
IXaA
b = δba, (2.310)
IXaF
a = 0, (2.311)
dWA
a = F a − 1
2
f abc A
bAc, (2.312)
dWF
a = −f abc AbF c, (2.313)
So the connection A in P determines a map g∗ 7→ Ω1(P ) and the same for F
in P with g∗ 7→ Ω2(P ), which induces a unique homomorphism of graded algebras
w : W (g) 7→ Ω(P ). (2.314)
This is (almost) the Weil homomorphism from theorem (2.3), which maps the uni-
versal connection and curvature Aa, F a into A,F . The importance of this construc-
tion is seen when we consider the tensor product W (g) ⊗ Ω∗(M), which again is
a differential graded algebra. The sub-algebra
ΩG(M) =
{
W (g) ⊗ Ω(M)
}
|basic ⊂ W (g) ⊗ Ω(M), (2.315)
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is the algebra of equivariant differential forms. Here the basic elements are those
η ∈ W (g) ⊗ Ω(M) which satisfy
η ∈ ker
dimG⋂
a=1
(IXa ⊗ 1+ 1⊗ ıXa) , (2.316)
η ∈ ker
dimG⋂
a=1
(LXa ⊗ 1+ 1⊗ LXa) . (2.317)
The homomorphism w and equation (2.297) determine a new homomorphism
W (which is the Weil homomorphism from theorem (2.3)), and also follows W on
the basic sub-algebras
W
W (g) ⊗ Ω(M) → Ω(P ×M)
⋃ ⋃
W
ΩG(M) → Ω(P ×G M).
(2.318)
The homomorphism W between basic sub-algebras is known as the Chern-Weil
homomorphism and it induces a homomorphism in cohomology
H∗(ΩG(M)) 7→ H∗(P ×G M), (2.319)
which is independent of the choice of A ∈ P , from which W is determined [58].
By H∗(ΩG(M)) we mean H∗(ΩG(M), dT ) where
dT ≡ dW ⊗ 1+ 1⊗ d. (2.320)
So what have we obtained? The step M 7→ EG × M is mirrored by Ω(M) 7→
W (g) × Ω(M). The equivariant cohomology of M was identified with the co-
homology of BG and in the same way by setting P = EG, we now have from
equation (2.319)
H∗(B g⊗ Ω(M), dT )→ H∗ ((EG×M)/G, d) 7→integration over fibre H∗ (BG, d) .
(2.321)
The first step is actually an isomorphism if G is compact[57], and hence we have
found an algebraic description of the H∗(BG, d). We now just need to identify the
basic elements in W (g) , in order to have characterised the equivariant cohomology
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of M . Notice that a horizontal element in W (g) must be in the kernel of IXa but
equations (2.304,2.305) show that only the elements in the symmetric algebra satisfy
this requirement. Invariance under G, i.e. that the elements must be in the kernel
of LXa identifies
B g ≃ S( g∗ )G, (2.322)
with the invariant polynomials on the Lie algebra. The Weil derivative vanishes on
the basic sub-complex, due to equation (2.296). Hence one identifies H∗(B g, dW )
with B g.
There exist other representations of equivariant cohomology. The so-called Car-
tan representation of equivariant cohomology [43, 53] which is based on the ba-
sic sub-complex of W (g) . So as a vector space the Cartan model is based on
S( g∗ )⊗ Ω(M) with the differential dC , which is defined by its action on the gen-
erators
dCφ
a = 0 (2.323)
dCη = (1⊗ d− φa ⊗ ıXa) η = (d− ıφa) η, (2.324)
where η ∈ Ω(M). In contrast to dW , dC does not always square to zero. One finds
(1⊗ d− φa ⊗ ıXa) (1⊗ d− φa ⊗ ıXa) = −φa ⊗ dıXa − φa ⊗ ıXad
= −φa ⊗ LXa, (2.325)
since ı2Xa = 0 and d
2 = 0. By restricting to the invariant sub-complex
ΩG(M) =
(
S( g∗ )⊗ Ω(M)
)G
, (2.326)
d2C becomes nilpotent. In cohomology we have the isomorphism [53]
H∗
({
W ( g∗ )⊗ Ω(M)
}
|basic, dT
)
≃ H∗
(
(S( g∗ )⊗ Ω(M))G, dC
)
. (2.327)
Finally let us mention the BRST representation of equivariant cohomology [53],
which is built upon the same complex as the Weil algebra, but with a new differential
dB = dW ⊗ 1+ 1⊗ d+ θa ⊗ LXa − φa ⊗ ıXa , (2.328)
where d2B = 0, so the cohomology is trivial as in the case of W (g) . The basic sub-
complex is the same as the invariant sub-complex of the Cartan algebra, and on this
dC = dB and d
2
C = 0. There also exists an algebra isomorphism mapping dT into
dB by conjugation with exp(θ
aıXa) and the cohomology groups H
∗(W (g), dB) ≃
H∗(W (g), dT ) are isomorphic [60]
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2.6.2 Translation into Physics - Part 1
The grading of the Weil algebra signals that it may be described by the framework
of supersymmetry. One can construct [53] a superspace (for a general introduction
see e.g. [61]) ĝ built on the tangent bundle over g
T g
↓ π (2.329)
g ,
where the coordinates of the fibres
ξi ∈ π−1(X), i = 1, . . . , dim(G); X ∈ g, (2.330)
now are taken to be grassmann odd. The superspace
ĝ = ΠT g, (2.331)
is identified with this bundle, where Π indicates that the fibres are taken to be odd.
One can identify the Weil algebra with ĝ, and a generic function on ĝ is represented
by a superfield Φ(ci, γi), where ci are the odd generators of functions on the fibre
and γi is the generator of symmetric polynomials on g . By introducing the dual
to these generators, namely bi to c
i and βi to γ
i, with commutation relations
[βi, γ
j] = δ ji , (2.332)
[bi, c
j] = δ ji . (2.333)
We get the indication that the Weil algebra is rather closely related to the de-
scription of the (b, c, β, γ) ghost systems known from superstring theory, which we
discuss in chapter 4. For more details on this connection see [53], where it is shown
how equivariant cohomology on g is the same as supersymmetrized Lie algebra
cohomology.
In more general terms we can write a superspace M̂ as the tangent bundle with
odd fibres over M
M̂ = ΠTM, (2.334)
where the coordinates (xi, ψi) ∈ M̂ are the coordinates xi ∈ M and ψi are the
odd fibre coordinates, where i = 1, 2, . . . , n. This setup gives the possibility of
identifying functions on M̂ with differential forms on M , by the identification
ψi ↔ dxi, (2.335)
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since the differential forms on M are anti-commuting objects. Let η ∈ Ω∗(M) be a
form on M and ηˆ a function on M̂ . In general we do not have a generic measure
on a manifold, and are left to integrate differential forms, but by construction one
has a generic measure dµ on M̂
dµ = dx1 ∧ . . . ∧ dxn ∧ dψ1 ∧ . . . ∧ dψn. (2.336)
This measure is invariant under coordinate transformations on M̂ because the coor-
dinates (xi, ψi) transform in an opposite way to each other. So one can interchange
integration over forms on M with integration of functions on M̂∫
M̂
dµ ηˆ =
∫
M
η. (2.337)
We now show how this formalism is used in topological Yang-Mills theory, dis-
cussed in section (2.5). The configuration space is the space of connections A and
using the identification above, one can represent forms Ω∗( A ) as functions on
superspace generated by
A ∈ Ω0( A ) and ψ = dA ∈ Ω1( A ). (2.338)
These forms can be pulled back to the underlying space-time manifold M , using a
local section and they are described by local fields
A = Aµ(x)
iTidx
µ ∈ Ω1(M, g) (2.339)
ψ = ψiµ(x)Tidx
µ ∈ Ω1(M, g) (2.340)
with ghost number zero and one respectively. In this sense A represents a point in
A , and ψ an element in TA A . This explains the notation in equation (2.258).
The relevant group action on A is of course the group of gauge transformations
G , and the Weil algebra is thus modelled on the Lie algebra G. The dual of this
Lie algebra, on which we should form the exterior and symmetric algebras, can be
viewed as the space Ωn(M, g) where (n = 4) is the dimension of M . This follows
from Poincare´ duality and the fact that gauge transformations can be viewed as
functions from M into G. The Faddeev-Popov ghost ci and the ghost for ghost φi
are zero forms on M with values in the Lie algebra g , and they may be considered
as analogues to θa, φa in the Weil algebra since they respectively have ghost number
one and two, and hence odd and even grassmann parity.
The BRST model from equation (2.328) is now built on the complex W (G) ⊗
Ω∗( A ) and Kalkman [60] has proved that the BRST differential dB, is exactly the
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BRST differential given in equations (2.189,. . . , 2.192). His proof is quite compli-
cated and independent of the models one chooses to consider. The reader is referred
to the literature for more details on this proof. In addition it also follows [43] that
the Cartan model is equivalent to the reduced BRST algebra introduced by Witten
in equations (2.215,. . . ,2.217). The important thing to note is that there exists a
framework, namely the algebraic representations of equivariant cohomology due to
Weil and Cartan, which corresponds to the form of the BRST algebra in the Witten
type TFT’s. In this way equivariant cohomology hints at what kind of geometric
structure these theories describe and we now turn our interest to this.
We have in the principal G- bundle π : P 7→ M where G is the gauge group and
M is the space-time manifold. The (Atiyah-Singer) universal bundle constructed
over P , is the principal G bundle
P × A
↓ (2.341)
(P × A )/ G .
The gauge group G has an action on the base space of this bundle and we can
construct the principal G bundle
(P × A )/ G
↓ (2.342)
M × A/G .
The G action corresponds to global gauge transformations after the local gauge
transformations have been gauge fixed. The action of both groups is taken to be
free. One often writes L = (P × A )/G. If there exists a G-invariant metric on L,
we can then isolate the horizontal vector fields on L as the orthogonal complement
to the vertical vector fields. The vertical vector fields are isolated by studying the
Lie algebra g of G. This is of course identical to having a connection Γ on the
principal bundle L 7→ M × A/G .
Assume the existence of a metric gˆ on M and let tr denote the Killing metric
on G. To have a metric on L consider the tangent vector
(X + λ) ∈ T(u,A)(P × A ), (2.343)
where X is tangent along P and λ ∈ Ω1(M, g) since A is affine. The metric g on
L acts at tangent vectors
[g (X + λ, Y + µ)](u,A) ≡ (X, Y )(u,A) + (λ, µ), (2.344)
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where
(X, Y )(u,A) ≡ [gˆ (π∗(X), π∗(Y ))]π(u) + tr(ωA(X)ωA(Y )) (2.345)
is the metric on the tangents X, Y along P , defined via the projection π : P 7→ M
and gˆ, and where ωA is the connection one form on P defined via the point A ∈ A .
The remaining metric in equation (2.344) is the usual inner product between forms
on M
(λ, µ) =
∫
M
tr(λ ∧ ∗µ), (2.346)
where ∗ is defined via the metric gˆ on M . The metric g(·, ·) in equation (2.344)
is G × G invariant, so it induces a G- invariant metric on L, since P × A is a
G bundle over L. This induced metric fixes the connection Γ on L and the curvature
of this connection FΓ can be viewed as an element in Ω
2(M × A/G , g). Since FΓ
is a two form it takes arguments on two vector fields on M × A/G . There are
three components of the curvature at (x, [A]) ∈M × A/G
FΓ = F(2,0) + F(1,1) + F(0,2), (2.347)
where the indices (a, b) label the number of vector fields living on M and A/G
respectively. These components were calculated by Atiyah and Singer [56] and the
first component is the ordinary curvature of A on M
F(2,0) = F [A](X,Y )(u); X, Y ∈ Tx(M), π(u) = x. (2.348)
The (1, 1) component is
F(1,1) = FΓ(X, τ) = τ(X); X ∈ TxM, τ ∈ T[A] A/G . (2.349)
We know that the elements in TA A/G correspond to horizontal elements in TA A
or equivalently to one-forms ψ onM with values in the Lie algebra which are subject
to the horizontal condition D†ψ = 0. This is just the topological ghost ψ satisfying
the zero mode requirement in equation (2.252). The last (0, 2) component is the
curvature on A/G , which from equation (2.66) reads
F(0,2) = GA (∗[τ1, ∗τ2]) , τ1, τ2 ∈ T[A] A/G , (2.350)
where the tangent vectors of T[A] A/G are identified with one-forms τ1, τ2 ∈ Ω1(M, g)
subject to the horizontal condition
τ1, τ2 ∈ Ker(D†). (2.351)
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This is the same as 〈φi〉 expressed in terms of the zero mode contributions of ψ in
equation (2.271).
Consider the BRST cohomology as
H∗(M,Q) = H∗([W ( G )⊗ Ω(P )]|basic, dT ), (2.352)
equation (2.321) then shows that
H∗(M,Q) ≃ H∗ (( A × P )/ G ) ≃ H∗( A/G ×M) 7→ H∗( A/G ), (2.353)
where the last step is obtained by integration over fibre M . This identification
follows from the fact that G acts on P as a G-bundle automorphism, and hence
induces the action of G on A . In the universal bundle notation E G = A
and B G = A/G . A is only contractible when we consider it as the space of
irreducible connections [53].
We should identify the BRST invariant observables with the closed forms on
A/G . In equation (2.202) the BRST algebra was identified with the defining
equations for the generalized curvature
F˜ = F [A] + ψ + φ. (2.354)
We can now see, that this is exactly the same form as the curvature two-form on
M × A/G . The conclusion of the Witten approach to Donaldson theory was that
the classical solutions to the equations of motion and the ghost fields ψ, φ were the
building blocks for the closed forms on moduli space, corresponding to Donaldson’s
invariants. Recall, that the requirement for the zero modes for the topological ghost
in equations (2.252,2.252) can be written as
P−Dψ = 0 (2.355)
D†ψ = 0 (2.356)
where P− is the projection to self-dual forms, i.e. P− : Ω2( A/G ) 7→ Ω2(Mins).
We saw earlier that ψ ∈ T[A] A/G , and the requirement in equation (2.355) states
that ψ projects to a tangent vector to Mins, while equation (2.356) states that ψ
is a horizontal tangent vector. We note that the zero mode requirements for ψ
are precisely identifying the curvature component F(1,1) on M × A/G with the
topological ghost. The form of the expectation value of φ in equation (2.271) is
exactly of the same form as the curvature component F(0,2)
〈φ(x)〉 = −
∫
M
√
gGA(x, y)[ψµ, ψ
µ](y). (2.357)
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One should note that this expression is non-local in space time due to the GA term.
Recall also the BRST transformation of A from equation (2.197)
δBA = ψ −Dc. (2.358)
When ψ is forced to be horizontal due to equation (2.356), the BRST transformation
of A split into a horizontal and a vertical part (recall that VA ∈ Image(D)). So
ψ and Dc are orthogonal with respect to the metric on A . In this way δB is
interpreted as the exterior derivative dA on A . Projecting down to A/G in
the bundle A 7→ A/G we would like to determine the exterior derivative on
A/G and hence on Mins. The split into horizontal and vertical vectors splits the
BRST derivative
δB = δB
horizontal + δB
vertical = δW + δBRST, (2.359)
where δBRST is the usual Faddeev-Popov BRST derivative. Recall from lemma
(2.2) that for a horizontal form η, the covariant exterior derivative is equal to
the exterior derivative. So Dη = dhA(η) = dη, where hA is the projection to
horizontal forms. So while δBRST squares to zero, δW squares to the curvature on
A/G . The derivative δBRST is the exterior derivative in the G direction, and δW is
thus the covariant exterior derivative on A/G , and for self-dual forms also on the
instanton moduli space. When δW
2 = Lφ, according to the identification between
Witten’s δW and the Cartan derivative dC , it is clear, that φ is the curvature
for δW on A/G and Mins. We now understand how Witten could derive the
Donaldson invariants from the second Chern Class of the curvature F˜ . This is
simply the second Chern class tr(FΓ ∧ FΓ) on M × A/G . There are five different
components, namely (4, 0),(3, 1),(2, 2),(1, 3) ,(0, 4), representing the form degree on
M and A/G respectively. When M has homological nontrivial i-cycles γi ⊂M , we
can integrate over fibres of the bundle M × A/G 7→ A/G∫
γi⊂M
tr(FΓ ∧ FΓ)4−ii , i = 0, 1, 2, 3, 4 (2.360)
resulting in a closed (4 − i)-form on A/G . These are exactly the forms in equa-
tions (2.272,. . . ,2.276), namely the four-form
tr(F(0,2) ∧ F(0,2)) ∼ tr(〈φ〉2) (2.361)
evaluated at any point x ∈ M , since we integrate over a zero-cycle γ0 or a point.
Integration over a one-cycle γ1 gives a three-form
tr(F(0,2)) ∧ F1,1) ∼ tr(〈φ〉 ∧ ψ). (2.362)
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Next, follow the two-forms:
tr(F(1,1) ∧ F1,1) + tr(F(2,0) ∧ F0,2) ∼ tr(ψ ∧ ψ + F [A] ∧ 〈φ〉), (2.363)
by integration over γ2. Integration over γ3 results in a one-form
tr(F(2,0) ∧ F(1,1)) ∼ tr(F [A] ∧ ψ), (2.364)
and finally integration over the (fundamental) four-cycle γ4 =M gives a zero-form∫
M
tr(F(2,0) ∧ F(2,0)) ∼
∫
M
tr(F [A] ∧ F [A]). (2.365)
By restricting (A,ψ) to their zero modes, these forms give the Donaldson invariants
on Mins. Actually the moduli space of instantons is non-compact and the finite-
ness of these invariants is a tricky question in mathematics which requires great
care. One of the reasons for the great interest in the Seiberg-Witten invariants
in mathematics, is due to the fact, that there the moduli space is automatically
compact [62].
We have shown that the framework of equivariant cohomology and of the univer-
sal bundle helps to explain howWitten’s Lagrangian describes Donaldson invariants.
We now give the explanation on how the form of the BRST exact Lagrangian for
topological Yang-Mills can be explained in this geometrical formalism. All these
results generalize to all Witten type TFT’s and will be important for the theories
of topological gravity.
2.6.3 Localization and Projection
In the following pages we introduce the general tools for constructing the so-called
localization and projection terms in the action of Witten type TFT’s. The main
goal of this section is to be able to write the cohomology classes on the configuration
space as an integral over closed forms on moduli space.
So far we have studied the de Rham cohomology H∗(M, d) as the closed forms
on M , modulo the exact forms. The equivariant cohomology was also the de Rham
cohomology, just on EG×G M . In the general theory of cohomology [38], there is
another type of de Rham cohomology on M , namely that of the forms which have
compact support on a subset of M . The complex for compact cohomology is
Ω∗C(M) = {C∞ functions on M with compact support} ⊗ Ω∗(M), (2.366)
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and we writeH∗C(M, d) for the cohomology groups. We now consider the cohomology
on a vector bundle E 7→ M , where we recall that a vector bundle of rank n is a
fibre bundle with fibre Rn and G = GL(n,R). We assume for simplicity that the
bundle is trivial, i.e. E = M × Rn and that n = dim(M). The Poincare´ lemma for
vector bundles states
H∗(M × Rn) = H∗(M), (2.367)
H∗C(M × Rn) = H∗−nC (M), (2.368)
where we absorb the d in the notation of the cohomology groups. The pull back
of a form on M to a form on M × Rn, does not have compact support and hence
π∗ : Ω∗C(M) 6→ Ω∗C(M × Rn). However there exists an important push-forward
map [38]
π∗ : Ω∗C(M × Rn) 7→ Ω∗−nC (M), (2.369)
known as “integration over fibre”. Let (t1, . . . , tn) be coordinates on R
n. A form in
Ω∗C(E) is a linear combination of two types of forms
(A) π∗φ · f(x, t1, . . . , tn),
(B) π∗φ · f(x, t1, . . . , tn)dt1 ∧ . . . ∧ dtn,
(2.370)
where φ ∈ Ω∗(M) and f(x, t) is a function with compact support on Rn, for every
x ∈ M . The (B) type forms include a n-form dt1 . . . dtn along the fibre. The
integration over fibre maps is given by
π∗ :

(A) (π∗φ)f(x, ti1, . . . , tir) 7→ 0, if r < n
(B) (π∗φ) · f(x, t1, . . . , tn)dt1 ∧ . . . ∧ dtn
7→ φ ∫Rn f(x, t1, . . . , tn)dt1 ∧ . . . ∧ dtn.
(2.371)
So only the forms of top dimension on the fibre are non-vanishing under this map.
This can of course be generalized to non-trivial bundles. The integration over fibre
lowers the form degree by the dimension of the fibre
π∗ : Ω∗C(M × Rn) 7→ Ω∗−nC (M), (2.372)
and this map is an isomorphism in cohomology
π∗ : H∗C(M × Rn) ≃ H∗−nC (M). (2.373)
This explains the Poincare´ lemma for compact cohomology in equation (2.368). We
introduce some terminology. If the covering of M by a family {Uα}α∈I of open
subsets Ui ⊂M is of the form where all nonempty finite intersections obey
Uα0 ∩ Uα1 ∩ . . . ∩ Uαp ≃diffeomorphic Rn, (2.374)
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the covering is said to be good, and for M being compact one can always take a
finite covering. The manifold M is then said to be of finite type. This implies that
the compact cohomology groups of M are finite dimensional. We assume from here
on, that M is orientable.
The notation of Poincare´ duality for an orientable manifold states [38] that the
integration over the wedge product of two forms η, ξ ∈ Ωq(M) induces a cohomology
pairing ∫
M
η ∧ ξ : Hq(M)⊗Hn−qC (M) 7→ R, (2.375)
following the usual inner product between forms in equation (2.346). This coho-
mology pairing is non-degenerated if M has a finite good covering and one writes
Hq(M) ≃
(
Hn−qC (M)
)∗
. (2.376)
We now extend this to the vector bundle E 7→ M . The zero section s0 of this bundle
is a map
s0 : M 7→ E such that x 7→ (x, 0) ∈M × Rn, (2.377)
which embeds M diffeomorphically into E. The subspace M × {0} ⊂ E, is said
to be a deformation retract of E. This means that there exists a continuous map
H : E × [0, 1] 7→ E for which
H(e, 0) = e, and H(e, 1) ∈M × {0}, for any e ∈ E, (2.378)
H(e, t) = e, for any t ∈ [0, 1] and any e ∈M × {0}. (2.379)
H is a homotopic map between Id(E) and the retraction f : E 7→ M × {0}, which
leaves all points in M × {0} fixed during the deformation. This implies that the
cohomology on E and M agree
H∗(E) ≃ H∗(M), (2.380)
since homotopic maps give rise to the same cohomology. The same type of result
holds for compact cohomology if E and M are orientable [38]
H∗C(E) ≃ H∗−nC (M). (2.381)
A third and important type of cohomology exists on vector bundles, known as
the compact vertical cohomology. A smooth n-form ω on E is an element in ΩnCV(E)
if and only if for every compact set K ⊂ M , the set π−1(K) ∩ support(ω) ⊂ E is
also compact. The situation is illustrated in figure (2.5). If a form ω ∈ Ω∗CV(E)
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Figure 2.5: The definition of Ω∗CV(E)
then the set
support(ω)|π−1(x) ⊂ π−1(x) ∩ support(ω), x ∈M (2.382)
will be compact since it is a closed subset of a compact set. So even though a form
in ω ∈ Ω∗CV(E) need not have compact support in E, its restriction to every fibre
in E will have compact support. The cohomology of the forms of this complex is
denoted H∗CV(E). The integration over fibre map also applies for compact vertical
cohomology [38]
π∗ : Ω∗CV(M × Rn) 7→ Ω∗−n(M). (2.383)
Let (t1, . . . , tn) be coordinates on R
n. A form in Ω∗CV(E) is a linear combination of
two types of forms
(A) π∗φ · f(x, t1, . . . , tn),
(B) π∗φ · f(x, t1, . . . , tn)dt1 ∧ . . . ∧ dtn,
(2.384)
where φ ∈ Ω∗(M) and f(x, t) is a function with compact support on Rn for every
x ∈ M . The (B) type forms include a n-form dt1 . . . dtn along the fibre. The
integration over fibre maps is given by
π∗ :

(A) (π∗φ)f(x, ti1, . . . , tir) 7→ 0, if r < n
(B) (π∗φ) · f(x, t1, . . . , tn)dt1 ∧ . . . ∧ dtn
7→ φ ∫Rn f(x, t1, . . . , tn)dt1 ∧ . . . ∧ dtn.
(2.385)
Again only the forms of top dimension on the fibre are non-vanishing under this
map. This can of course be generalized to non-trivial bundles. The integration over
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fibre lowers the form degree by the dimension of the fibre
π∗ : Ω∗CV(M × Rn) 7→ Ω∗−n(M), (2.386)
and this map is an isomorphism in cohomology
π∗ : H∗CV (M × Rn) ≃ H∗−n(M). (2.387)
This is exactly the map used in the universal bundle discussion.
Let M be oriented and of dimension m. Consider then the forms ω ∈ ΩqCV (E)
and τ ∈ Ωm+n−q(M) where n is the fibre dimension in E. Then the following
projection formula holds ∫
E
(π∗τ) ∧ ω =
∫
M
τ ∧ (π∗ω), (2.388)
which is of great importance for the projection from configuration space to moduli
space in Witten type TFT’s. The isomorphism in equation (2.387) holds in general
H∗CV (E) ≃ H∗−n(M), (2.389)
for a rank n vector bundle over M , with finite good cover. This isomorphism is
known as the Thom isomorphism
T : H∗(M) ≃ H∗+nCV (E), (2.390)
and the image of 1 in H0(M) determines a cohomology class Φ ∈ HnCV(E), known
as the Thom class of E. Using that π∗π∗ = 1, one can use the projection formula
in equation (2.388) to show that π∗Φ = 1∫
E
π∗(π∗τ ∧ Φ) =
∫
M
τ ∧ π∗Φ =
∫
M
τ, τ ∈ Ω∗(M), (2.391)
since Φ is the image of 1. So the Thom isomorphism is inverse to integration over
fibres, and it acts on forms τ ∈ Ω∗(M) by
T (τ) = π∗(τ) ∧ Φ. (2.392)
Note that π∗Φ = 1 can be written in the nice form∫
fibre
Φ = 1. (2.393)
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The Thom class is uniquely determined on E as the cohomology class in H∗CV(E)
which restricts to the generator of HnC(F ) on each fibre F in E. If π1 : E 7→ M ,
π2 : F 7→M are two oriented vector bundles over M of rank (n,m) respectively
E ⊕ F
π1 ւ ց π2
E F,
(2.394)
the Thom class will satisfy [38]
Φ(E ⊕ F ) = π∗1Φ(E) ∧ π∗2Φ(F ) ∈ Hn+mCV (E ⊗ F ). (2.395)
Consider S to be a closed sub-manifold of dimension k inM , where M is orientable
and of dimension n. To any inclusion i : S →֒ M , one can associate a unique
cohomology class [ηS] ∈ Hn−k(M) , denoted the Poincare´ dual to S. Using Poincare´
duality (HkC(M))
∗ ≃ Hn−k(M), integration over S corresponds to [ηS] ∈ Hn−k(M)∫
S
i∗ω =
∫
M
ω ∧ ηS, ∀ω ∈ HkC(M). (2.396)
How does this fit with the above results which were formulated using vector bundles?
To see this we need the notation of the normal bundle N 7→M , ofM embedded
in Rm+k, which is of the form
N =
⋃
x∈M
NxM, (2.397)
where Nx is normal to TxM at every point x ∈M . The spaces NxM are isomorphic
to Rk. The normal bundle is a rank k vector bundle with typical fibre Rk.
The trick is to consider a tubular neighbourhood T of S, which is an open
neighbourhood of S ⊂ M , diffeomorphic to a vector bundle of rank n − k over S,
such that S is diffeomorphic to the zero section. This vector bundle is the normal
bundle
NS = TM |S/TS, (2.398)
of S embedded in M , where TM is the tangent bundle of M and TS is the tangent
bundle over S. Since M and S are orientable, the normal bundle will also be
oriented as
NS ⊕ TS = TM |S. (2.399)
Let j : T →֒ M be the inclusion of T in M . We apply the Thom isomorphism on
the normal bundle T = NS and have a sequence of maps
H∗(S) ≃ H∗+n−kCV (T ) j∗7→ H∗+n−k(M). (2.400)
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The first step is made by wedging with Φ, the Thom class of the bundle T . By
j∗ we extend the compact vertical cohomology with {0} to the whole of M . One
considers only forms which vanish near the boundary of the tubular neighbourhood,
since it only plays a technical role in this construction. The Poincare´ dual of S is
the Thom class of the normal bundle of S [38]
ηS = j∗ (Φ ∧ 1) = j∗Φ ∈ Hn−k(M). (2.401)
The main conclusion is that the Poincare´ dual of a closed sub-manifold S in
an oriented manifold M , and the Thom class of the normal bundle of S can be
represented by the same forms. Since the normal bundle NS is diffeomorphic to any
tubular neighbourhood T , the support of the Poincare´ dual ηS of a sub-manifold S
can be shrunk to any tubular neighbourhood of S arbitrarily close to S.
If we have two closed sub-manifolds R and S, embedded inM and these intersect
transversally as defined in section (2.3.7), we have
codim(R ∩ S) = codim(R) + codim(S), (2.402)
and the normal bundle has the composition
NR∩S = NR ⊕NS. (2.403)
Apply the result to the Thom class on a oriented vector bundle from equation (2.395)
Φ(NR∩S) = Φ(NR ⊕NS) = Φ(NR) ∧ Φ(NS), (2.404)
which implies that
ηR∩S = ηR ∧ ηS. (2.405)
Under Poincare´ duality, the transversal intersection of closed oriented sub-manifolds
corresponds to the wedge product of forms.
This result is used again and again in Witten type TFT’s and is vital for the
map between the physical and the mathematical approach to the invariants one
studies. It generalizes to the intersection of N -sub-manifolds
S1 ∩ . . . ∩ SN ⊂M 7→ ηS1 ∧ . . . ∧ ηSN , (2.406)
under Poincare´ duality.
The Thom class is also related to the Euler class of the (even dimensional)
oriented vector bundle E 7→ M . The Euler class e(E) is a characteristic class of
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this bundle and an element in H2m(M), where 2m is the rank of E (i.e. the fibre
dimension) and n = dim(M).
There are three ways to define e(E) [38, 58]
(A) Considering sections s : M 7→ E. In general there will not be any nowhere
vanishing sections s and the Euler class is the homology class of the set of
zeros of s. This is also known as the zero locus Z(s) ⊂M of s. The Poincare´
dual is the cohomology class e(E) ∈ H2m(M).
(B) If there is a connection Γ on E with curvature two-form ΩΓ written as a matrix
of two-forms, e(E) can be represented as
eΓ(E) =
1
(2π)m
Pf(ΩΓ), (2.407)
where the Pfaffian of a generic antisymmetric two tensor Aij is
Pf(A) =
(−1)m
2mm!
∑
σ(a1,...,am)
ǫa1...a2mAa1a2 · · ·Aa2m−1a2m , (2.408)
where one sums over all permutations of the indices. The Pfaffian is related
to the determinant of A as (
Pf(A)
)2
= det(A). (2.409)
The cohomology class of eΓ(E) is independent of Γ. By introducing (2m) real
grassmann variables ξa, the Euler class can be written as a grassmann integral
eΓ(E) = (2π)
−m
∫ 2m∏
a=1
dξa exp
(
ξaΩ
ab
Γ ξb
)
. (2.410)
(C) The Euler class e(E) is the pull back of the Thom class Φ(E) via the zero
section s0 :M 7→ E
e(E) = s∗0Φ(E). (2.411)
If the rank of E coincides with the dimension of M (i.e. 2m = n) one can also
introduce the Euler number χ(E). According to definition (A) this is defined as the
Euler class evaluated on the fundamental homology cycle [M ]
χ(E) = e(E)[M ]. (2.412)
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The Euler number can be calculated as the number of zeros of a so-called generic
section s (transverse to s0) counted with signs according to whether it preserves
orientation when mapping from M to E [63]
χ(E) =
∑
{xk∈M |s(xk)=0}
(±1), (2.413)
or by the more familiar relation as the integral over M
χ(E) =
∫
M
eΓ(E). (2.414)
If the vector bundle is the tangent bundle E = TM , equation (2.413) is just the
Poincare´-Hopf theorem
χ(TM) = χ(M) ≡∑
k
(−1)kbk(M), (2.415)
where bk = dim(H
k(M)) are the Betti numbers. Equation (2.414) is just the Gauss-
Bonnet Theorem
χ(M) =
1
4π
∫
M
d2x
√
gR[g]. (2.416)
The projection formula in equation (2.388) can be translated into the notation
of the Euler class, and for any form O ∈ Ω∗(M) the integral of this form over M
can be localized as an integral over the set of zeros Z(s) for the generic section s
defined earlier [53] ∫
M
s∗(Φ(E)) ∧O =
∫
Z(s)
i∗O. (2.417)
The i denotes the inclusion i : Z(s) →֒ M . We have that
s∗(Φ(E)) = η[Z(s) 7→M ] (2.418)
by Poincare´ duality. When the section is not generic one must make a small correc-
tion to this equation. We do not enter this technical discussion and refer the reader
to [53, 64].
We see that the localization of integrals on M to a subset defined by the zero
locus to the section, is deeply related to the Thom class and hence to the Euler
class. In physics this is exactly the kind of situation we encounter. Recall the
discussion around equation (2.172). We want to go from the space of all fields S,
to the subset defined by some equation DΦi = 0 where Φi symbolises an element in
the space of fields. We will view this equation as a section of the bundle S 7→ M
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modulo the action of the gauge transformations. This can be done in a two step
manoeuvre known as localization and projection.
It happens that one can give an explicit representation of the Thom Class, which
turns out to be (almost) the whole action of the Witten type TFT. This discussion is
sadly quite long and complicated. An excellent discussion is given in [53] but other
reviews also discuss these techniques (see e.g. [54, 55]). Due to the complicated
nature of this subject, several of the discussions in the literature do not quite agree.
I follow the discussion in [53] and will present only the most important results.
Combining equations (2.404,2.417,2.418) we can write the wedge product of
forms Oi ∈ H∗(M) as the intersection number of their Poincare´ duals ηOi
#intersection (ηO1 ∩ . . . ∩ ηOk) =
∫
Z(s)
i∗O1 ∧ . . . ∧ i∗Ok
=
∫
M
s∗
(
ΦΓ(E)
)
∧O1 ∧ . . . ∧Ok. (2.419)
Here i : Z(s) →֒ M is the inclusion, and s : M 7→ E the section. The main
idea is, that one can represent the Thom class above by a fermionic integral of an
exponential, which turns out to be a part of the action. In the end one will find∫
M
s∗(ΦΓ(E)) ∧O1 ∧ . . . ∧ Ok =
∫
superspace
e−SqO˜1 . . . O˜k, (2.420)
where O˜i are superspace functions representing the forms on M . This is the link
between the mathematical structure and the QFT formulation. We give some details
on this construction below.
First of all it is useful to not only work with E, but instead construct a tower
of bundles over the principal G-bundle π3 : P 7→M
P˜ × V 7→ P˜
↓ π˜2 ↓ π˜3
V = P˜ ×SO(V ) V 7→π1 P = P˜ /SO(V )
↓ π2 ↓ π3
E = V/G 7→π4 M = P/G = P˜ /(SO(V )×G).
(2.421)
We have constructed an (almost always) trivial vector bundle π1 : V 7→ P with
typical fibre V . V is a 2m dimensional vector space, and by the metric on V , one
can define orthonormal coordinates. The group SO(V ) = SO(2m) acts on V as
linear transformations mapping V 7→ V . The bundle π˜3 : P˜ 7→ P is a principal
SO(V ) bundle and V is an associated vector bundle to it. We will denote the
sections between the relevant bundles with the same indices as the projections.
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Mathai and Quillen [58] have given name to the so-called Mathai-Quillen form,
which is an explicit representative U for the Thom class on a vector bundle. The
Thom class is always taken to be the universal Thom class, which means that the
Thom class is an element in the equivariant cohomology of the bundle in question.
In order for it to be non-trivial, it must be a basic form, and it must of course be
closed.
As a technical detail the forms ω ∈ Ω∗CV of compact vertical support on this
bundle can just as well be represented as forms ω ∈ Ω∗RVD of rapid vertical decrease
(RVD) along the fibres in the bundle.
The Mathai-Quillen form on V can be considered in either the Weil model or
the Cartan model. There are technical differences related to this choice. Consider
first the Weil model built on g
s
= Lie algebra of SO(2m), such that
U ∈W ( g
s
)⊗ Ω(V )RVD, (2.422)
satisfying three requirements: (1) U must be a basic form, (2) QU = 0 where
Q = dW + d and (3) The integral of U over the fibre V must be one. Choose a
metric (·, ·)V on the fibre and a connection Γ on the bundle. The metric is taken to
be compatible to this connection. Let (t1, . . . , t2m) be orthonormal coordinates on
V and let the action of the covariant derivative with respect to Γ act as
(DΓt)
a = dta + Γi(Ti)
a
bt
b, (2.423)
where we take the Lie algebra in the adjoint representation. Let (ρ1, . . . , ρ2m) be
the orthonormal coordinates on V ∗ defined by the dual-paring 〈ta, ρb〉V = δab. These
dual coordinates are always taken to be anti-commuting and they generate ΠV ∗,
where we use the superspace convention to stress that the fibre has odd coordinates.
The coordinates ρa are zero-forms on ΠV , but they are assigned ghost number or
degree minus one. In TFT they correspond to the anti-ghosts. The Weil algebra is
generated by Γi ∈ Λ( g∗
s
) and its curvature ΩiΓ is represented by φ
i ∈ S( g∗
s
) and
the Mathai-Quillen form is the integral
UΓ = π
−me−(t,t)V
∫
ΠV ∗
2m∏
a=1
dρa exp
{
1
4
(ρ, φρ)V ∗ + i〈Dt, ρ〉V
}
. (2.424)
The exponential lies in W ( g
s
)⊗ Ω∗(V )⊗ Ω∗(ΠV ∗). It is clear that U is a form of
rapid decrease in the fibre direction due to the gaussian term −(t, t)V . Integration
of the part of U which is a 2m-form on V gives∫
V
UΓ = π
−m
∫
V
∫
ΠV ∗
e−(t,t)V
(i)2m
2m!
(dtaρa)
2m
2m∏
a=1
dρa
2.6. THE MATHEMATICS BEHIND THE PHYSICS 111
= π−m
∫
V
2m∏
a=1
dtae
−(t,t)V
∫
ΠV ∗
(i)2m
2m!
2m∏
a=1
(dρaρa) = 1. (2.425)
One must also show that UΓ is closed, and it is convenient to extend the derivative
Q to be
QW = dW ⊗ 1⊗ 1 + 1⊗ d⊗ 1 + 1⊗ 1⊗ δ, onW ( gs)⊗Ω∗(V )⊗Ω∗(ΠV ∗). (2.426)
The derivative δ is the exterior derivative on ΠV ∗ and by introducing orthonormal
commuting coordinates (π1, . . . , π2m) on V
∗, this is given by
δρa = πa, (2.427)
δπa = 0. (2.428)
This pair form an anti-ghost multiplet and the ghost number of πa is zero. One can
form a function playing the role of the gauge fermion
Ψ = −i〈ρ, t〉V + 1
4
(ρ,Γρ)V ∗ − 1
4
(ρ, π)V ∗ ∈W ( gs)⊗ Ω∗(V )⊗ Ω∗(ΠV ∗). (2.429)
The Mathai-Quillen form can be represented [53] as
UΓ =
∫
V ∗×ΠV ∗
2m∏
a=1
dπa√
2
dρa√
2
eQWΨ, (2.430)
which is shown by expanding the term QWΨ, performing the gaussian π integral
and using the duality map between ta and ρa. Since the integrand is QW exact, it
is also Q closed. One should also prove, that UΓ is horizontal but we refer to the
literature for this [58].
The Mathai-Quillen form UΓ is a basic form on W ( gs)⊗Ω∗(V ) and the Chern-
Weil homomorphism w maps it into a basic form on V = P × V . Since E is the
base space for the principal G bundle V 7→ (V/G) = E, the forms on E correspond
to basic forms on V, due to the existence of the connection Γ on V. The form
w(UΓ) = π
∗
2ΦΓ(E), (2.431)
descents from the Thom class ΦΓ(E) ∈ H2mRVD(E) on E.
The Mathai-Quillen form can also be discussed in the Cartan model, which
actually was the original approach by Mathai and Quillen [58]
UCartanΓ =
(
S( g∗
s
)⊗ Ω(V )
)G
.
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The differential QC on S( g
∗
s
)⊗ Ω∗(V )⊗ Ω∗(ΠV ) acts as usual
QCt = (d− ıφ)t, (2.433)
QCφ = 0, (2.434)
QCρa = πa, (2.435)
QCπa = −Lφρa. (2.436)
The Mathai-Quillen form can be written as
UCartanΓ = (2π)
−2m
∫
V ∗×ΠV ∗
2m∏
a=1
dπadρae
(QC{ρa(−ta−κπa)})
= (4πκ)−2m
∫
ΠV ∗
2m∏
a=1
dρae
(− 14κ (t,t)V +i〈ρ,dt〉+κ(ρ,φρ)V ∗). (2.437)
Here κ is a real constant. The main difference between the representations of the
Mathai-Quillen forms in equations (2.424,2.437) is that we have Dt in the Weil
representation and dt in the Cartan representation. When we use the Chern-
Weil homomorphism to go from the algebraic to the form representation, we send
W ( g
s
) ⊗ Ω∗(V )|basic into Ω(P × V )|basic. But in the Cartan representation we
should take Chern-Weil homomorphism together with horizontal projection so we
get (S( g∗
s
)⊗ Ω∗(V ))G 7→ Ω(P × V )|basic. Recall that φi is the algebraic version of
the curvature ΩiΓ, but QCφ
i = 0 while it is mapped into F , for which dF = −[A,F ].
This is why we should make a horizontal projection to obtain a basic form. The
gauge fermion is simpler in the Cartan representation and we often use this repre-
sentation in TFT’s, but the projection is problematic in gauge theories since the
connection on P × V , required to define the horizontal direction, is non-local in
space time. For example if P = A , equation (2.63) shows that the connection is
nonlocal due to the 1/D†D part. This projection procedure can also be built into
the “action” to make a total Mathai-Quillen form, which we study below.
The projection step is a general problem. If π : P 7→ M is some principal fibre
bundle and τ ∈ H∗(M), how can we then write the integral of τ over M as an
integral over P ? This can be solved by having a cohomology class Φ(P 7→ M) on
P such that ∫
M
τ =
∫
P
π∗τ ∧ Φ(P 7→M). (2.438)
We want to integrate over P instead ofM , because in the physical interesting cases,
we have a much better control over the space P . An example is in gauge theories
where P could be A and M would then be A/G . The observables for which
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we seek the expectation values are gauge invariant, but the path integral is done
by gauge fixing on A instead of writing the path integral directly on A/G . In
general we do not have a generic measure on A/G . An illustration is the well-
known picture from Yang-Mills theory
〈O〉 =
∫
A/G dµO =
1
Vol G
∫
A dAe
−SqO. (2.439)
This is the picture to have in mind when we discuss projection, even though it is
not quite the same as the ordinary Faddeev-Popov procedure we discuss. But when
we write down a local QFT with an action to describe the observables on moduli
space, this is done by writing the integral on the configuration space.
When we construct the form Φ(P 7→ M), it is important to recall that the
projection π5 is an isomorphism
π : Hu ≃ TxM, π(u) = x, (2.440)
and we know that the forms on M are identified with the basic forms on P which
can be written as the pull back by π. So all vertical directions on P must be in
Φ(P 7→ M). The projection form must be a top form in the vertical direction of P
Φ(P 7→ M) ∈ Ωtop(TP )vertical, (2.441)
in order for it to “soak up” all vertical direction when integrated over P . It should
also be an equivariant closed form,
dCΦ(P 7→M) = 0. (2.442)
Finally is there a technical requirement [53] regarding its normalization which we
skip for simplicity. The projection form is constructed using the Lie algebra valued
one-form C† defined in equation (2.47). Recall that
ker(C†u) ≃ Hu = (TuP )horizontal, (2.443)
so a top form on (TP )vertical should be a wedge product
dim(TP )vertical∧
i
C†. (2.444)
5If there exists a connection on P .
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Again one can form a fermionic integral representation of this construction, and the
complex we consider is of the form
S( g∗ )⊗ Ω(P )⊗
(
S( g)⊗ Λ( g)
)
. (2.445)
The first two terms are the usual Cartan representation for the form Φ(P 7→M) and
the last two terms are generated by the elements in the needed anti-ghost multiplet.
These are λa with ghost number minus two, generating S( g) and ηa with ghost
number minus one, which generates Λ( g). These are as usual Lie algebra valued
zero-forms. The derivative on this complex acts as
QC = dC ⊗ 1 + 1⊗ δ, (2.446)
where
δλa = ηa, (2.447)
δηa = −Lφλa ≡ [λ, φ]L ∈ g∗ . (2.448)
We can use the metric (·, ·) g, to identify φ and [λ, φ]L as elements in the Lie algebra6
g . Only by restricting it to the G invariant sub-complex, will the extended Cartan
derivative be nilpotent.
The projection form can be defined from a gauge fermion
Ψprojection = i(λ, C
†) g = λa(C†)ai T
idpα ∈ Ω1(P ), (2.449)
where Ti is a basis element in g and dp
α is a basis element of Ω1(P ). The contraction
between λa and C
† is obtained using the metric on g . The projection form is then
defined by the path integral
Φ(P 7→ M) ≡
(
1
2πi
)dimG ∫
g×Π g
dimG∏
a=1
dλadηae
QCΨprojection
=
(
1
2πi
)dimG ∫
g×Π g
dimG∏
a=1
dλadηa exp
{
ηa(C
†)ai T
idpi + λ(dC†)aiT
idpi
+ λa(C
†)ai T
iıφdp
i
}
=
(
1
2πi
)dimG ∫
g×Π g
dimG∏
a=1
dλadηa exp
{
(η, C†) g + (λ, dC†) g + (λ, C†Cφ) g
}
=
(
1
2π
)dimG ∫
Π g
dimG∏
a=1
dηaδ
(
C†Cφ+ dC†
)
exp
{
i(η, C†) g
}
. (2.450)
6[·, ·]L is the Lie bracket [1]
2.6. THE MATHEMATICS BEHIND THE PHYSICS 115
It can be proved that this form is dC- closed and obeys its normalization require-
ment [53]. Note that φ is localized on
− 1
(D†D)
dC†, (2.451)
resembling the result for the curvature on A in equation (2.64).
The intersection numbers in equation (2.419) can now be given as an integral
over P
#intersection (ηO1 ∩ . . . ∩ ηOk) =
∫
M
s∗(ΦΓ(E)) ∧ O1 ∧ . . . ∧Ok
=
∫
P
{π∗3s∗(ΦΓ(E)) ∧ Φ(P 7→M)
∧ π∗3(O1) ∧ . . . ∧ π∗3(Ok)} . (2.452)
The pull back of the cohomology classes Oi onM to P , will be represented by local
operators on P in the topological field theory.
As one could see from the bundle map in equation (2.421), there will be two
connections on E. First the gauge connection Γgauge tied to the G connection
on P 7→ M . And secondly the SO(V ) connection ΓSO(V ) descending from the
vector bundle V 7→ P . This implies that the total Mathai-Quillen form on E is
made with the direct sum of these connections Γtotal = Γgauge ⊕ ΓSO(V ) and lies in
Gtotal = G+SO(V ) equivariant cohomology. It is studied in a mixed representation,
where the Weil model is used for the SO(V ) part and the Cartan model for the
Ggauge part
Utotal ∈W ( gso(V ))⊗ Ω∗(V )⊗ S( ggauge). (2.453)
There are technical reasons [53] for this choice that we will not discuss. Apply the
Chern-Weil homomorphism on the SO(V ) part, realizing that Ω∗(V ) plays a double
role in the complex above, and we obtain
wUtotal = Ugauge ∈ S( ggauge)⊗ Ω∗(V). (2.454)
Using the result in equation (2.431), we have that
wUgauge = π
∗
2ΦΓtotal(E). (2.455)
When we wish to use ΦΓtotal(E) in equation (2.452) we should apply both the
Chern-Weil homomorphism and a horizontal projection on Ugauge, but because we
wedge the form together with the projection form, which is fully vertical, this is not
needed in practice.
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At last are we at the end of this rather abstract discussion. The intersection
numbers in equation (2.419) can be represented by a QFT expression
〈Oˆ1 · · · Oˆk〉 =
∫
Z(s)
i∗O1 ∧ . . . ∧ i∗Ok, (2.456)
where the left hand side is a quantum field theory correlator of superfield represen-
tatives Oˆi of the forms Oi ∈ H∗(M). The correlator is defined via equation (2.452)
〈Oˆ〉 ≡ 1
vol( G )
∫
g×Sˆ
dφµˆeQΨtotalOˆ. (2.457)
In this notation Sˆ is a superspace of form V∗ × gˆ generated by (A,ψ) for the base
space P of V, together with (ρ, π) for the fibres of V∗ and finally by (λ, η) for gˆ.
The measure is symbolically written as
µˆ = dAdΨdπdρdλdη, (2.458)
and the derivative is
Q = dC ⊗ 1⊗ 1 + 1⊗QC ⊗ 1 + 1⊗ 1⊗ δ, (2.459)
using the notation from the above discussion. This derivative acts on
S( g
gauge∗
)⊗
(
Fˆ(P )⊗ Fˆ(P )
)
⊗ Fˆ( g
gauge
), (2.460)
where Fˆ(·) symbolises functions on superspace and where we have assumed that
V = P ×SO(V ) V is trivial. The total gauge fermion
Ψtotal = Ψlocalization +Ψprojection, (2.461)
where
Ψlocalization = i〈ρ, t〉 − (ρ,ΓSO(V )ρ)V ∗ + (ρ, π)V ∗ , (2.462)
Ψprojection = i(λ, C
†) g
gauge
. (2.463)
2.6.4 Translation into Physics - Part 2
The above discussion presents the mathematical view on Witten type TFT’s. Since
these topological field theories are local quantum field theories, which model some
moduli space in order to calculate intersection numbers, it is not so strange that
such a general description exists. But in practice one does not need to think in
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terms of Mathai-Quillen forms and Thom classes when doing topological field theo-
ries. The straight forward approach presented in section (2.5) is just as effective as
the mathematical approach. Actually the physics methods are more powerful that
the mathematical ones, since the tricks of QFT’s enable one to actually calculate
intersection numbers, which can be quite hard to compute using the abstract meth-
ods. A warning is also needed at this stage. Several of the mathematics results
are only formally true, when applied to interesting physics examples. If the gauge
group is non-compact, several of the results in equivariant cohomology will be of
formal nature. Also the application of the universal bundle only acts as a formal
guide, when the gauge group does not act freely. Both things happen in topological
Yang-Mills theory if one reintroduces reducible connections, and are always true in
topological gravity.
Even though one does not need to use the methods explained in the last section,
and though they might only be of a formal nature, they do give some helpful hints
on how to proceed when writing down actions for new TFT’s.
As an example we translate the general discussion to the special case of topo-
logical Yang-Mills theory. The general set up is the same as in section (2.5), but
now we construct in addition the vector bundle
(V 7→ P ) ∼
(
V+ = A × Ω2,+(M, g)
)
7→ P, (2.464)
where the fibres are the self-dual two-forms on M , with values in the Lie algebra.
This bundle has a section s1 = F +∗F . The group of gauge transformations G acts
on the fibres of V+ and we form the vector bundle
E+ = A × G Ω2,+(M, g), (2.465)
associated to the principal bundle π3 : A 7→ A/G . The section s1 transforms
equivariantly under G , and it descends to a section s4 : A/G 7→ E+.
The fibre coordinates ta on V will be replaced by the section s1 so the gaussian
term gives
(t, t)2 7→ (s1, s1)2 =|| s(A) ||=
∫
tr(F + ∗F )2 =
∫
tr(F+)2, (2.466)
in the action. The localization term is
Ψlocalization =
∫
M
tr
[
χµν
(
F µν ± ǫµνγκFγκ + 1
2
bµν
)]
, (2.467)
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corresponding to the first two terms of equation (2.211). This can be seen from
equation (2.437) where t 7→ s1 = F+ and (ρa, πa) 7→ (χµν , bµν). The projection
gauge fermion is
Ψprojection = (λ, C
†) =
∫
M
tr(λD†ψ) =
∫
M
tr(λDµψ
µ), (2.468)
where ψ ↔ dA is used. Letting (λ, η) 7→ (φ, η) this is the third term of equa-
tion (2.211). The last terms of equation (2.211) are related to the gauge fixing of
the path integral, which is always needed if we want to do any computations. These
two terms can be put into a gauge fixing gauge fermion
Ψgaugefixing =
∫
M
tr(c∂µA
µ +
1
2
cb+ c[χµν , χ
µν ] + c[φ, φ]). (2.469)
The full action of topological Yang-Mills is thus given by acting with the BRST
derivative on
Ψ = Ψgaugefixing +Ψprojection +Ψlocalization. (2.470)
Note that the projection term ensures that ψ is in the kernel of D† such that it is
a horizontal tangent vector to A/G , and that the curvature on A/G is localized
around
φ = − 1
D†D
(∗[ψ, ∗ψ]) , (2.471)
by integration over λ. In this sense the action of a Witten type TFT is just a fancy
way of writing several delta functions, which localize the theory to the relevant
moduli space. Let us just mention that Atiyah and Jeffrey [65] have used this
to show, that the partition function of topological Yang-Mills theory equals the
(regularized) Euler number, using the relation between the Thom class and the
Euler number.
In chapter 4 we discuss the Witten type approach to topological gravity in two
dimensions. We will not use the full machinery of this section, but just rely on the
discussion given in this chapter, now that we know there exists a general framework
for Witten type TFT’s.
3 2D Topological BF Gravity
3.1 Introduction
The most successful approach to the quantization of gravity has been to lower the
space-time dimension, such that gravity simplifies. One can learn many lessons
from lower dimensional theories, but it is not clear which results are stable un-
der the change of dimension. In both four and three dimensions, gauge theories
of general relativity have been formulated by Ashtekar and Witten. In four di-
mensions Ashtekar [66, 67] introduced a complex self-dual SL(2,C) connection, in
terms of which the Wheeler-DeWitt equation simplified considerably. In three di-
mensions, Witten showed [68, 69] that an ISO(2, 1) Chern-Simons theory could
describe general relativity. Both approaches have had a great impact on the study
of quantum gravity. Especially Witten’s work proved that since general relativity
can be describes as a ISO(2, 1) Chern-Simons theory, it must be renormalizable in
three dimensions, contrary to the general belief. It appears that the correct way
to describe gravity in three dimensions is through a Schwarz type topological field
theory.
In two dimensions it is more difficult to know what approach is correct, since
Einstein gives no guidelines on what to do. The Einstein tensor is identically zero
in two dimensions and the Einstein-Hilbert action
SEH =
1
4π
∫
M
d2x
√
gR[g] = χ(M), (3.1)
is just a constant, namely the Euler characteristic of the space-time manifold M .
Therefore, as Jackiw states [70], “When it comes to gravity in (1+1) dimensions, it
is necessary to invent a model”. In this chapter we present the BF-theory of two-
dimensional gravity, which is a generalization of Witten’s work in three dimensions
on Chern-Simons theory. The model is also connected to the Jackiw-Teitelboim
model, which we introduce first. In the later chapters a Witten type theory of
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two-dimensional gravity is presented and we discuss how the different theories are
related.
3.2 The Jackiw-Teitelboim Model
Due to the lack of guidelines from general relativity in two-dimensions, one must
seek inspiration from other subjects in order to write down an action for gravity.
One theory from which we seek inspiration is Liouville theory, which is a completely
integrable field theory expressed in a scalar field Φ(x). In Minkowski space, the
Lagrangian density of Liouville theory reads
L = 1
2
∂αΦ∂
αΦ− m
2
β2
eβΦ, β,m > 0, (3.2)
and the equation of motion is
2Φ +
m2
β
eβΦ = 0. (3.3)
Recall that 2 = ∂x∂x−∂t∂t for space-time coordinates (x, t) onM where the speed
of light is set to one (c = 1). Let gˆαβ be a flat background metric onM and consider
the metric gαβ in the conformal gauge
gαβ = e
βΦgˆαβ. (3.4)
The scalar curvature R[g] is then of the form [71]
R = βe−βΦgαβ∂α∂βΦ. (3.5)
We see that the curvature is a constant if Φ is a solution to the Liouville equa-
tion (3.3). Classical Liouville theory is invariant under conformal transformations,
which led Jackiw to propose the Liouville equation as a replacement for the missing
Einstein equations. If one introduces the cosmological constant Λ in the Einstein
equations
Rαβ − 1
2
gαβR + Λgαβ = 0 (3.6)
the nature of two-dimensions (Rαβ =
1
2
gαβR), signals that either the metric is
vanishing for Λ 6= 0 or totally undetermined when Λ = 0. The Liouville equation
R + Λ = 0, (3.7)
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could be a nice alternative to equation (3.6). The form in equation (3.7) is the
same as in equation (3.3) if the metric is conformally flat (we can always choose
isothermal coordinates) and Λ = m2. We must stress that this is a choice made
by hand, not something proposed by nature. Taking this as a replacement for the
Einstein equations in two-dimensions, Jackiw suggested an action to replace the
Einstein-Hilbert action, from which the Liouville equation (3.7) could be derived.
This action was also proposed independently by Teitelboim [72] and it read
SJT =
∫
d2x
√
gN(x)(R[g] + Λ), (3.8)
with the Liouville equation as the equation of motion for the scalar Lagrangian
multiplier N(x). The equation of motion for gαβ results in the equation
(DαDβ − gαβ2)N(x) = Λ gαβN(x). (3.9)
The price for obtaining an action from which one can derive the Liouville equation
as an alternative for Einstein’s equations in two dimensions, is this very complicated
and non-transparent constraint on the Lagrange multiplier N . This equation for
N is hard to interpret in a geometrical way, but we note that it does not put
any new constraints on the metric. The action in equation (3.8) is known as the
Jackiw-Teitelboim action and it is generally covariant.
In the next section we introduce the first order formalism of Riemannian geom-
etry, which makes it possible to transform the Jackiw-Teitelboim action into a BF
theory.
3.3 First Order Framework
In this section we review the definitions of the first order formalism of Riemannian
geometry [16, 73]. Let M be an m-dimensional differentiable manifold with metric
g. The tangent space TxM at the point x ∈ M is spanned by the derivatives {∂α}
and the cotangent space T ∗xM by the differentials {dxα}.
The metric gαβ can be decomposed by introducing m-beins e
a
α(x)
gαβ = e
a
αe
b
βηab, (3.10)
where we use the notation
ηab =
 δab if (M, g) is Euclidean,ηmab if (M, g) is Lorentzian. (3.11)
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The Minkowski metric ηmab is the diagonal m×m matrix with entries (−1, 1, . . . , 1).
We can also write equation (3.10) as
ηab = gαβeaαe
b
β. (3.12)
The inverse m-bein is defined as
E αa = ηabg
αβebβ, (3.13)
where the internal indices (a, b, . . .) are lowered and raised by ηab and its inverse,
and the space-time indices (α, β, . . .) by gαβ and its inverse. The m-bein and its
inverse are orthogonal in both Latin and Greek indices
E αa e
b
α = δ
b
a ; E
α
a e
a
β = δ
α
β . (3.14)
Hence one can identify the m-bein eaα as an element in GL(m,R) which transforms
the coordinate basis dxα of the cotangent space T ∗x (M), into an orthonormal basis
of the same space, namely
ea = eaαdx
α. (3.15)
Similarly we identify E αa as a GL(m,R) matrix transforming the basis ∂α of tangent
space Tx(M) into an orthonormal basis:
Ea = E
α
a ∂α, (3.16)
where one should note that even though dxα always is an exact form, ea need not
be exact and likewise the elements in the basis Ea need not commute in contrast to
those in the basis ∂α.
The introduction of the so-called spin-connection one-form ωab enables one to
define the curvature and torsion two-forms (Rab, T
a) with purely internal indices.
These are defined by the structure equations due to Cartan
Rab ≡ dωab + ωac ∧ ωcb ≡
1
2
Rabcde
c ∧ ed, (3.17)
T a ≡ dea + ωab ∧ eb ≡
1
2
T abce
b ∧ ec. (3.18)
The Bianchi identities are isolated by taking the derivative of both of the structure
equations
dRab + ω
a
c ∧ Rcb − Rac ∧ ωcb = 0. (3.19)
dT a + ωab ∧ T b = Rab ∧ eb, (3.20)
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We now define a covariant derivative from the spin-connection with the action on
matrix-valued p-forms V ab:
DV ab = dV
a
b + ω
a
c ∧ V cb − (−1)pV ac ∧ ωcb. (3.21)
This definition enables us to rewrite equation (3.19) as
DRab = 0. (3.22)
When expressing the metric through m-beins, we have more degrees of freedom
to describe the same geometry, so we have introduced a redundancy. The metric
tensor gαβ is symmetric and therefore it has m(m+ 1)/2 independent components,
while the m-bein has m2 components. That is, many different m-beins describe the
same metric and these are related to each other by local orthogonal transformations,
i.e. local gauge transformations:
ea 7→ e˜a(x) = Λab(x)eb(x); ∀x ∈M. (3.23)
Since the space-time metric is rotation invariant the matrices Λab(x) must satisfy
ηabΛ
a
cΛ
b
d = ηcd. (3.24)
This implies that1
Λab ∈
 SO(m) if (M, g) is Euclidean,SO(m− 1, 1) if (M, g) is Lorentzian. (3.25)
Under the local gauge transformations the space-time indices are left invariant while
the internal indices are rotated. This fits with the picture of the m-bein (or tetrad)
as a local orthonormal frame (i.e. coordinate system) over each space-time point,
whose basis vectors can be rotated freely. The dimension of the special orthogonal
groups are
dim[SO(m− 1, 1)] = dim[SO(m)] = m(m− 1)
2
= m2 − m(m+ 1)
2
, (3.26)
which exactly was the difference in the number of independent components for the
m-bein and the metric. Since ΛΛ−1 = 1 it follows that
dΛ · Λ−1 + Λ · d(Λ−1) = 0. (3.27)
1Or SO(1,m− 1) if the signature of ηmab is (+,−,−, . . . ,−) instead of (−,+,+, . . . ,+).
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The action of the gauge transformation on the torsion reads
T˜ a = de˜a + ω˜ab ∧ e˜b, (3.28)
with T˜ a = ΛabT
b and using equation (3.27) one can isolate the transformed spin-
connection
ω˜ab = Λ
a
cω
c
d(Λ
−1)db + Λ
a
c(dΛ
−1)cb, (3.29)
in correspondence with equation (2.20). The the covariant derivative and the cur-
vature two-form transform covariantly
R˜ab = dω˜
a
b + ω˜
a
c ∧ ω˜cb = ΛacRcd(Λ−1)db, (3.30)
(D˜V )ab = Λ
a
c(DV )
c
d(Λ
−1)db. (3.31)
The correspondence between the curvature and torsion two-forms in Latin and
Greek indices is given using the m-bein and its inverse, to obtain first the mixed
versions (Rabαβ , T
a
αβ):
Rab =
1
2
Rabcde
c ∧ ed = 1
2
Rabαβdx
α ∧ dxβ, (3.32)
T a =
1
2
T abce
b ∧ ec = 1
2
T aαβdx
α ∧ dxβ, (3.33)
and finally the pure space-time versions:
Rαβγδ = E
α
a e
b
βR
a
bγδ, (3.34)
T αβγ = E
α
a T
a
βγ. (3.35)
The compatibility of the covariant derivative with respect to the metric expressed
by Dαgβγ = 0, and the no-torsion requirement
T αβγ ≡ Γαβγ − Γαγβ = 0, (3.36)
fixes the connection (or Christoffel symbol) Γαβγ uniquely from the metric
Γαβγ =
1
2
gαρ (∂βgργ + ∂γgβρ − ∂ρgβγ) . (3.37)
These two requirements are translated to the following requirements on the spin-
connection and the m-bein
Metric compatibility: ωab = −ωba, (3.38)
No-torsion requirement: dea + ωab ∧ eb = Dea = 0. (3.39)
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For a spin-connection satisfying these requirements one can express ωabα in terms of
the m-bein and its inverse, where ωab = ω
a
bαdx
α. Since ωab = −ωba one can instead
write ωǫab = ω
a
b. For use in General Relativity it is fruitful to explicitly include the
determinant e ≡ det(eaα) in the expression for the inverse m-bein
E αa = e
−1ηabgαβebβ . (3.40)
From equation (3.39) we isolate ωabα as
ωabα = −(e)−1ǫγβ∂γeaβ · Ebα. (3.41)
This clearly shows that the spin-connection is uniquely determined from the no-
torsion requirement if and only if the m-bein is invertible. This result plays a
central role in the formulation of quantum theories of gravity and the relation to
topological field theories. We shall return to this fact several times in the following
chapters.
3.4 BF Gravity
How to formulate a gauge invariant action for two dimensional gravity is a problem
which has appealed to many authors. To our knowledge the specific gauge invari-
ant action which we study in this section, was first explored by Fukuyama and
Kamimura in two papers [74, 75]. The gauge group considered was O(2, 1). Later,
independently and with no reference to the work of Fukuyama and Kamimura, Isler
and Trugenberger [76], Chamseddine and Wyler [77], and Blau and Thompson [24],
introduced the same action for various gauge groups. In the latter approaches
the gauge groups SO(2, 1), SO(1, 2), SO(3), ISO(1, 1), ISO(2), PSL(2,R) are dis-
cussed.
In this section the common basis of these papers will be discussed and the role of
the different gauge groups are explained. Generally a Lie algebra valued connection
one-form is written as
A = Aαdx
α = AiαTidx
α, (3.42)
where Ti is a generator of the Lie algebra. When indices are suppressed we always
think of the situation defined above.
The common idea for all the approaches to two-dimensional gauge gravity is
to form a gauge connection one-form, with values in the two-dimensional Poincare´
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algebra ISO(1, 1). This connection is taken as a linear combination of the zwei-bein
and spin-connection one-forms
A = eaPa + ωJ, (3.43)
where a = {1, 2}. Pa is the generator of translations and J is the generator of
Lorentz rotations.
These satisfy the relations:
[J, Pa] = ǫ
b
aPb ; [Pa, Pb] = 0. (3.44)
The indices are lowered and raised by the flat metric ηab – here taken to be of
Euclidean signature such that ηab=δab. For Lorentzian signature we would take
ηmab. In the case where there is a non-vanishing cosmological constant Λ 6= 0, (here
taken as positive) this algebra can be extended to the de Sitter algebra SO(2, 1)
(or SO(1, 2))
[J, Pa] = ǫ
b
a Pb ; [Pa, Pb] = −JǫabΛ. (3.45)
This is more suited for a gauge theory description since there exists an invariant
trace on this algebra, in contrast to the situation for ISO(1, 1). The Killing metric
gij equips this algebra with an non-degenerated, invariant bilinear form 〈·, ·〉
gij =
 −1 0
0 Λ ηab
 , (3.46)
such that
〈Pa, Pb〉 = Jδab ; 〈J, J〉 = 0. (3.47)
We introduce the indices i, j = {0, 1, 2} and define the generators of the de Sitter
algebra as
Ti ≡ {T0, T1, T2} = {J, P1, P2} , (3.48)
the Lie Algebra can be expressed as
[Ti, Tj] = f
k
ij Tk = ǫijkg
klTl, (3.49)
with
gij =
1
2
f likf
k
jl , ǫ012 = 1. (3.50)
Note that the Killing metric clearly is degenerate for Λ = 0, illustrating that there
is no invariant trace on ISO(1, 1).
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Consider the following gauge invariant action
SBF [A, φ] =
∫
tr(φF ) =
∫
d2xφi(x)F jαβ(x)gijǫ
αβ , (3.51)
which defines a BF theory. The trace on the Lie algebra is given by the Killing
metric. The Lagrange multiplier φ is a zero-form with values in the Lie algebra.
The equations of motion are
F i[A] = 0, (3.52)
Dφi = 0. (3.53)
First the well-known statement that the classical solutions are the flat connections.
Secondly the multiplier is a covariant constant with F = 0 as consistency require-
ment, i.e. with respect to the covariant derivative D = d + [A, ·], which is related
to the flat connection A. We expand the action in the i = (0, a)-components
SBF [A, φ] =
∫
d2x tr
(
φ0F 0 + φaF b
)
=
∫
d2x
(
−φ0F 0αβǫαβ + ΛδabφaF bαβǫαβ
)
.
(3.54)
The curvature components in terms of (ea, ω) read
F 0 = dA0 + f 0jkA
j ∧ Ak
= dω − Λ
2
ea ∧ ebǫab, (3.55)
and
F a = dAa + f ajkA
j ∧ Ak
= dea + ωab ∧ eb. (3.56)
We do not always write the (0) index, since it is only one component. The action
in equation (3.54) now reads
SBF [e, ω, φ] =
∫
d2x
[
−φ0
(
dω − Λ
2
ea ∧ ebǫab
)
+ Λδabφ
a
(
deb + ωbc ∧ ec
)]
. (3.57)
The equations of motion read
dω =
Λ
2
ǫabe
a ∧ eb, (3.58)
dea = −ωab ∧ eb, (3.59)
Dφi = 0. (3.60)
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We recognise the form of these equations from the general treatment on the first
order formalism in the previous section. Equation (3.59) is just the no-torsion re-
quirement from equation (3.39). When the zwei-bein is invertible we can determine
the spin-connection uniquely from ea (and its derivative). Equation (3.58) therefore
states that the scalar curvature
R[ω] =
2dω
det(ea)
= Λ, (3.61)
with
e = det(eaα) = ǫabe
a ∧ eb = ǫαβǫabeaαebβ. (3.62)
Hence we find the Liouville equation from the Jackiw-Teitelboim model as a result
derived from the equations of motion in BF gravity. One should also show that
equation (3.60) corresponds to equation (3.9). This was done by Fukuyama and
Kamimura [74]. The trick is to identify the component φ0 = N and identifying
φa = φa[φ0] from the i = 0 component of equation (3.60). Then the i = a component
of this equation translates into equation (3.9), after one transforms from first-order
formalism back to metric variables.
An action for a theory of gravity should be diffeomorphism invariant, so we
investigate the symmetries of the action (3.51). Under an infinitesimal gauge trans-
formation the Aα transforms as
δAα = Dαλ ; λ = λ
iTi. (3.63)
The scalar field transforms in the adjoint representation
δφi = [λ, φ]i = f ijkλ
jφk. (3.64)
Under an infinitesimal diffeomorphism xα 7→ xα + ǫα(x) such that δxα = ǫα(x), the
gauge field transforms under the action of the Lie derivative along ǫα [78]
LǫαA = ǫβFβα +Dα(ǫβAβ) = Dαλ, (3.65)
which is of the same form as a gauge transformation if
λ ≡ ǫβAβ , (3.66)
and the equations of motion F [A] = 0 are applied. A similar result holds for the
scalar field. This is a very important result for most gauge formulations of gravity2,
2This is not the case for the Ashtekar formalism (see e.g. [79]).
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namely that local gauge transformations equal diffeomorphisms on shell. We will
return to this point several times.
At this stage we discuss the various choices of gauge group, which have been
discussed in the literature. Except for the O(2, 1) study in [74, 75], the remaining
discussions are all directly connected. At the level of the Lie Algebra PSL(2,R),
SL(2,R), SO(2, 1) and SO(1, 2) are considered equal. Only when considering global
issues, will one encounter a difference. Following the discussion of the Mo¨bius
transformations in chapter 1, SL(2,R) can be viewed as the double covering group
of PSL(2,R) according to equation (1.31). PSL(2,R) can also be identified with
the component of SO(2, 1) connected to the identity
PSL(2,R) ∼ SO0(2, 1). (3.67)
For Euclidean signature on the Killing metric we recover the groups SO(3) from
SO(2, 1) and SO(1, 2) while we get ISO(2) from ISO(1, 1). The construction of
a gauge invariant action for the latter needs special care, since we noted that the
Killing form became degenerate when Λ → 0, in equation (3.46). There exist
methods to overcome this problem [7] which we discuss here. If we take the limit
Λ→ 0 in equation (3.64) we find
δφa = [φ, λ]a = −[λ, φ]a
= −λ0φb[J, Pb]a − λbφ0[J, Pb]a
= ǫab(λ
0φb − λbφ0), (3.68)
is unchanged since it is independent of Λ. But
δφ0 = φaλb[Pa, Pb]
0 = Λǫabλ
aφb, (3.69)
will vanish for Λ→ 0. This implies that the only gauge invariant ISO(1, 1) action
is
S = −
∫
d2xφ0dω. (3.70)
This is invariant under δω = dλ0 and δφ0 = 0. By performing a rescaling of the
component φa 7→ φa/Λ one obtains
δφ0 = ǫabλ
aφb, (3.71)
δφa = ǫabλ
0φb. (3.72)
This is not the usual ISO(1, 1) transformation for φi, but it now fits with the Λ→ 0
limit of e.g. SO(2, 1). The action, which is invariant under the new transformation
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reads
S =
∫
d2x
[
−φ0dω + δabφa
(
deb − ωbc ∧ ec
)]
. (3.73)
For this action the equations of motion are the Λ→ 0 limit of equations (3.58, 3.59,
3.60), which read
dω = 0, (3.74)
dea = ωab ∧ eb, (3.75)
Dφi = 0. (3.76)
We see that the curvature R[ω] = 0 forces the genus of the underlying space-time
manifold to be one. Now the following picture emerges: The choice of gauge group
determines the genus of the surface, on which we formulate a theory of gravity.
By rescaling Pa by Λ, when Λ 6= 0, the value of the cosmological constant can be
set to ±1. Hence the sign of Λ determines the signature of the de Sitter algebra
SO(2, 1) or SO(1, 2) and Λ = 0 implies ISO(1, 1). Using our knowledge on the
uniformization of Riemann surfaces in chapter 1, together with the fact that the
cosmological constant also determines the curvature of the surfaces through the
Liouville equation, enables us to draw the following picture:
Genus Curvature Group Λ
0 1 SO(1, 2) −1
1 0 ISO(1, 1) 0
≥ 2 −1 SO(2, 1) 1
(3.77)
This is a central feature for this approach to gravity. One must specify the gauge
group accordingly to the genus of the surface one wishes to study. This is problem-
atic if one wants to make a sum over genus, and in the next chapter we shall see how
this can be changed by allowing curvature singularities on the surfaces. Also here
we note that this feature is not shared with the Ashtekar gauge formalism of gravity,
where the gauge group is always fixed for each choice of space-time dimension.
Since the action for this approach to gravity is of the BF type introduced in
chapter 2, all the general results regarding quantization of the BF theory are valid
for this theory of gravity. Clearly this is a topological theory of gravity and one
can translate all results on quantum BF theory to the gravity variables (ea, ω) by
expanding the connection Ai in these components. Therefore we do not need to go
through the quantization procedure again, but refer to chapter 2 for the discussion
there. Instead we show how identifying the gauge theory with gravity singles out a
connected component of the moduli space of flat connections.
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3.5 Quantum BF Gravity
As always, it is possible to follow either the canonical or the covariant approach
to quantization of BF gravity. Both approaches offers different insights in to the
quantum nature of this theory of gravity and we discuss both in some detail.
3.5.1 Canonical Quantization
For the canonical approach it is natural to consider a foliation of space-time such
that the topology is of the form R × S1. A closed curve C (with S1 topology)
represent an initial spatial slice of space-time and the action reads
S =
∫
dt
∫
C
dxφi
(
2F i01
)
, (3.78)
where F01 = Ftx. The Poisson brackets are given by
{Ai1(x, t), φj(x′, t)} = δijδ (x− x′) , (3.79)
while the non-dynamical Ai0 component can be viewed as a Lagrange multiplier for
the (Gauss-law) constraint
D1φ
i = 0, (3.80)
which generates the gauge transformations. Considering Ai1 as coordinate and φ
i
as momentum, the Poisson bracket is changed into a commutator of operators
[Aˆi1(x, t), φˆ
j(x′, t)] = −iδijδ (x− x′) . (3.81)
It is possible to study the wave functions in the position (A1) representation or in
the momentum (φi) representation. In the position frame, the wave functions will be
of the form Ψ(A1) and the conjugated operators (A
i
1, φ
i) act on the wave-functions
in the usual way as
Aˆi1 ·Ψ(A1) = Ai1Ψ(A1), (3.82)
φˆi ·Ψ(A1) = δ
δA1 i
Ψ(A1). (3.83)
The physical states are isolated as those consisting the kernel of the Gauss law
constraint in equation (3.80). We can solve this equation by choosing to represent
Ai1 as [76, 80]
A1(x) = S(x)∂xS
−1(x), (3.84)
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where S(x) is the Lie algebra valued function given by the holonomy around C
S(x) ≡ P exp
(
−
∫ x
0
dx′Ai1Ti(x
′)
)
. (3.85)
Differentiating with respect to x pulls down the term ∂x
∫
dx′A1 = A1 and the
exponentials cancel, which shows that the representation in equation (3.84) is con-
sistent with the given choice of S(x). As usual P denotes path ordering. To
find a solution to equation (3.80) we should choose a gauge invariant wave func-
tion. The Wilson loop W (A1) = trS(L), where L is the length of the closed loop
C = {xt ∈ [0, L]|x0 = xL}, is the obvious candidate since
D1φˆ
i ·W (A1) =
(
∂1
δ
δA1 i
+ f ijkA
j
1
δ
δA1 k
)
W (A1) = 0. (3.86)
Hence the quantum states are taken as functions of the Wilson loops Ψ(W (A1)).
The Wilson loops are gauge invariant such that Ψ(A1) = Ψ(A˜1), where A˜1 is the
result of a gauge transformation. This implies that the physical states are class
functions of W , invariant under conjugation and that they must be expressible as
an expansion in characters of the gauge group G [9, 81]
Ψ(A1) =
∑
α
cαχα(S(L)), cα ∈ C, (3.87)
where the sum runs over all isomorphism classes of irreducible representations α of
G. The function χα(S(L)) = trαS(L), is the Wilson loop taken in the α represen-
tation. The Hilbert space of physical states H is thus of the form
H ≃ L2 (G/AdG) . (3.88)
In the case of Minkowski space-time, the gauge groups of BF gravity are noncom-
pact like e.g. SO(2, 1) and one should include infinite dimensional representations
of the group in the sum in equation (3.87). This approach to canonical quanti-
zation has been used by Rajeev to quantize two-dimensional Yang-Mills theory in
the same space-time topology as considered here, and by Witten in his study of
two-dimensional gauge theories in [81]. It is interesting to note that from this ba-
sic description of the wave functions of 2D quantum BF theory, Witten derived
the wave functions representing the geometric situations in figure (3.1) which are
representing A: a three-holed sphere, B: a two-holed sphere and C: a one-holed
sphere. The two-holed sphere, with two boundaries C1, C2 and two holonomies
S1(L1), S2(L2) can for example be represented by the amplitude
Ψ{2} =
∑
α1,α2
cα1,α2χα1 (S1(L1))χα2 (S2(L2)) . (3.89)
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B CA
Figure 3.1: A three-, two- and one-holed sphere
The complex number cα1,α2 can be related to the two-point function
cα1,α2 = 〈χα2 |e−Ht|χα1〉 = δα1,α2 , (3.90)
since the Hamiltonian is vanishing for the BF action and the resulting amplitude
for the two-holed sphere is of the form
Ψ{2} =
∑
α
χα (S1(L1))χα (S2(L2)) . (3.91)
The Hamiltonian is vanishing (weakly) since it is proportional to the Gauss law
constraint
H = −
∫ L
0
dx tr (A0D1φ) ≈ 0, (3.92)
which follows from the action in equation (3.78).
A general genus g Riemann surface can be constructed by gluing 2g − 2 three-
holed spheres together at the 3g − 3 boundaries, where the representations α at
the “gluing points” are identified. Based on his studies, Witten [81] derived the
partition function for two-dimensional BF theory over a genus g surface Σg to be
Z(Σg) =
(
Vol(G)
(2π)dim(G)
)2g−2∑
α
1
(dimα)2g−2
. (3.93)
The result above depends directly on the gauge group and since we have to change
the gauge group of BF gravity for the different values g = 0, 1,≥ 2 of the genus,
a genus expansion of Z(Σg) like the one in matrix models (see chapter 5), is not
so attractive from this point of view. The geometries in figure (3.1) are anyhow
identical to those studied in string field theory (see e.g. [82]) and in the discussion of
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Hartle-Hawking wave-functions in matrix models (see e.g. [83]). In both approaches
one considers a specified time direction, just like in the canonical quantization of BF
theory. In 2+1 dimensional Chern-Simons gravity, a detailed analysis of topology
changing amplitudes has been made using a representation of the wave functions
similar to those in the above discussion [69, 84], but to the author’s knowledge no
similar investigation has been made for 1+1 dimensional BF gravity. Note that if
the length of the loops C are taken to zero, they may be viewed as fixed marked
points (punctures) on the surface. The role of punctures in topological gravity is
important for the discussions in the next chapters.
As mentioned is it also possible to study the canonical quantization in the mo-
mentum formalism, where the wave functions are functions Ψ(φi) of the Lagrange
multiplier. This approach has been studied in [85], and it offers no drastic new
insight compared to the position representation.
It should be stressed that the consideration made by Witten in [81], was not related
to BF gravity, but instead it probed topological (Witten-type) Yang-Mills theory
from BF theory, through the relation between the two theories discussed in sec-
tion 2.3.5. We conclude that the canonical approach to two-dimensional quantum
BF theory is completely determined by the structure of the gauge group and its
representation.
3.5.2 Covariant Quantization
In the covariant approach, we apply the results from chapter 2 directly, and simply
translate the components of Aiα into the gravity variables (ωα, e
a
α). In chapter 2
the use of the Nicolai map reduced the partition function to an integral over the
moduli space of flat connections MF . The Ray-Singer torsion is trivial in even
dimensions, and the relevant ghost determinants therefore cancel in this situation.
The reduced phase space N in equation (2.136) is locally the product of the moduli
space of flat connections and the space B of gauge equivalence classes of covariantly
constant φi’s as seen from the equations of motion in equations (3.52,3.53). Recall
the representation of the moduli space of flat connections in equation (2.143) as:
MF = Hom
(
π1(M), G
)
/G, (3.94)
where the quotient of G was taken as the adjoint action of G. Due to the difference
in gauge group depending on the value of the genus, we discuss the situation for
each of the values g = 0, 1,≥ 2.
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The fundamental group π1(Σ0) is trivial and the dimension of MF is zero. There
are no obstructions to gauging the connection Aiα to zero and the reduced phase
space is of the form (locally)
N = pt.× B, (3.95)
which is non-compact. In genus one, π1(Σg) is abelian and the dimension of MF
equals the dimension of G according to equation (2.148). It can be shown that all
connections are reducible in genus one [7]. The reduced phase space is non-compact
and can be given an explicit representation [86].
The most interesting situation is when g ≥ 2 and the gauge group is taken to be
SO(2, 1). Since we identify PSL(2, R) and SO(2, 1) at the Lie algebra level, we are
able to use the description of the moduli space of flat PSL(2, R) connections over a
Riemann surface Σg developed by Goldman [87, 88, 89] and Hitchin [90] in the mid-
eighties. Goldman’s approach was to study these spaces as spaces of representations
of the fundamental group over surfaces, while Hitchin studied self-duality equations
on Riemann surfaces and related their solutions to the moduli space of flat con-
nections. The topology of Hom(π1(Σg), G) and Hom(π1(Σg), G)/G depends on the
choice of gauge group. For G = SU(2) or G = SL(2,C), Hom(π1(Σg), G) is con-
nected, while it has two connected components for G = SO(3) or G = PSL(2,C).
For the group PSL(2,R) there are several connected components which we consider
in the following discussion.
The group G acts by conjugation and as we discussed in chapter 2, the G-orbits
parametrize equivalence classes of flat principal G-bundles. The characteristic
classes of the G-bundles determine invariants of representations π 7→ G, which
for connected Lie groups G are elements in
H2
(
Σg, π1(G)
)
≃ π1(G). (3.96)
The so-called obstruction map
σ2 : Hom(π1(Σg), G) 7→ H2 (Σg, π1(G)) ≃ π1(G), (3.97)
defines an invariant and if G is a connected Lie group and π1(G) is finite, the map
π0(σ2) : π0(Hom(π1(Σg), G)) 7→ π1(G) is a bijection. For G = PSL(2,R) one can
form a flat RP1 bundle associated to σ, with an Euler class e. The connected
components of Hom(π1(Σg), G) are the pre-images e
−1(k), where k is an integer
satisfying |k| ≤ 2g − 2. In this situation equation (3.97) reads [89]
e : Hom (π1(Σg), PSL(2,R)) 7→ H2 (Σg, π1(G)) ≃ ZZ, (3.98)
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and it has been proven that
|e(h)| ≤ |χ(Σg)|, h ∈ Hom
(
π1(Σg), PSL(2,R)
)
, (3.99)
where χ(Σg) is the Euler-Poincare´ characteristic of Σg. The number e(h) is known
as the relative Euler number and we thus find 4g − 3 connected components MkF
of the moduli space of flat PSL(2,R) connections. The difference between the
components with the same relative Euler number, but with different signs, is a
change of orientation. From this one can say that there are (up to orientation)
2g− 2 different components ofMF for G = PSL(2,R). The componentsMkF with
k 6= 0 are smooth manifolds of dimension 6g− 6, diffeomorphic to a complex vector
bundle of rank (g − 1 + k) over the symmetric product S2g−2−kΣg [59], while the
component k = 0 corresponds to reducible connections [90].
Goldman [87] has shown that the moduli space of flat connections over a Rie-
mann surface is a symplectic manifold, which corresponds perfectly with the fact
that MF is the phase space for 2+1 dimensional Chern-Simons gravity.
We now return to 1+1 dimensional BF gravity and let us assume in the following
that the genus of the underlying Riemann surface is greater than or equal to two.
Let φ ∈ Hom(π1(Σg), PSL(2,R)) embed π1(Σg) as a subgroup Γ in PSL(2,R). If
Γ is a discrete subgroup, the quotient of the upper complex half-plane H with Γ:
H/Γ ≃ Σφg , (3.100)
will be isomorphic to a Riemann surface Σφg with a complex structure determined
by φ. This follows from the uniformization theorem discussed in chapter 1. Recall
equation (1.64) to see that the collection of all homomorphisms φ which embed
π1(Σg) into PSL(2,R) as a discrete subgroup, will be isomorphic to Teichmu¨ller
space Tg .
Two interesting results hold. First the restriction on the homomorphisms φ to
embed the fundamental group as an discrete subgroup in PSL(2,R) singles out
exactly the homomorphisms in the componentMk=2g−2F of the moduli space of flat
connections, while the remaining components |k| < 2g − 2 correspond to embed-
dings of π1(Σg) as a continuous subgroup. For these components the corresponding
Riemann surfaces, formed accordingly by H/Γ, will not be smooth, but singular
Riemann surfaces [68]. These surfaces will contain conical singularities [91]. Wit-
ten offers in [68] an interesting visual description of these singular surfaces: Let
φ ∈ MkF for e.g. k = 2g − 2− 2r, the Riemann surface H/Γ will then correspond
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to a singular Riemann surface with r collapsed handles. This description resembles
that of pinched surfaces given in chapter one and we return to a discussion of the
similarities and differences in chapter 6.
Second, the presence of conical singularities makes it possible to use a physical
argument to exclude the componentsMkF for |k| < 2g−2. When identifying a gauge
theory with a gravitational theory, it is natural to require the defining principles of
the gravitational theory to be satisfied by the gauge theory. We previously discussed
the requirement of diffeomorphism invariance of the gravity action, and saw how it
is satisfied on-shell by the gauge invariance of the BF action. When proving the
connection between Chern-Simons theory and 2+1 dimensional general relativity,
Witten [68] excluded the singular surfaces by requiring the space-time metric to
be positive definite. Since he worked in a canonical formalism, the spatial slice is
a Riemann surface, whose induced metric should also be positive definite. Hence
by requiring the m-bein to be invertible, the presence of conical singularities are
forbidden and the component of Hom(π1(Σg), PSL(2,R))/PSL(2,R) with relative
Euler number 2g − 2 is singled out. By imposing this physical requirement, the
only allowed component in the moduli space of the gauge theory describing general
relativity, becomes the component isomorphic to Teichmu¨ller space. This offers a
nice relation between the two theories.
In two-dimensional BF theory, the same arguments have been copied and while
there are no guidelines from general relativity to require a positive definite metric,
it is still enforced to single out the non-singular surfaces. By this line of arguments
Chamseddine and Wyler [86] generalized Witten’s arguments from 2+1 dimensions
to obtain a characterization of two-dimensional BF theory. For genus g ≥ 2 the
moduli space of flat connections MF is identified with Teichmu¨ller space and the
reduced phase space N is obviously noncompact. Herman Verlinde has found the
general solutions to equations (3.58, 3.59) for G = SO(2, 1) and they read [92]
ea = exp(±α) df
a
f 1 − f 2 , (3.101)
ω = dα+
df 1 + df 2
f 1 − f 2 , (3.102)
where α, fa are arbitrary functions. The sign in the exponential is plus for a = 1
and minus for a = 2. If one forms the connection Ai from (ω, ea), these solutions
express the gauge field in the usual flat form
AiTi = g
−1dg, (3.103)
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where [92]
g =
1√
f 1 − f 2
 exp(α)f 1 exp(−α)f 2
exp(α) exp(−α)
 . (3.104)
The flat connection in equation (3.103) is single-valued and real on Σg, whereas the
gauge parameters g are multi-valued and possibly complex. The gauge parameters
change with constant transition function around the 2g homology cycles of Σg, with
a PSL(2,R) transformation
g 7→M · g, M =
 a b
c d
 ∈ PSL(2,R). (3.105)
The transition functions around the cycles are precisely the holonomies of A. The
constant transition functions in equation (3.105) have an action on the functions
(α, fa) which reads
fa 7→ af
a + b
cfa + d
, (3.106)
α 7→ α + log
(
cf 1 + d
cf 2 + d
)
. (3.107)
By interpreting (f 1, f 2) as complex coordinates (z, z) on Σg, the space-time metric
g = e1 ⊗ e2 will acquire the form
g =
df 1 ⊗ df 2
(f 1 − f 2)2 , (3.108)
which is identical to the metric (ds)2− on H from equation (1.37), when defining
f 1 = x + iy and f 2 = x − iy, such that f 1 − f 2 = 2y = 2Im(f 1). The above
identification of the metrics shows that the holonomies of A generate a discrete
subgroup of PSL(2,R), identical to Γ, from which Σg ≃ H/Γ [92]. Forcing the
zwei-bein ea to be invertible, prevents the differentials dfa from vanishing at any
point of Σg.
From the results in equations (3.101,3.102) Chamseddine and Wyler [86] could
derive a closed solution for equation (3.60) in terms of fa and other new arbitrary
holomorphic functions. This makes it possible to describe the elements in reduced
phase space N , but since bothMg and N are noncompact, no topological invariants
are calculated on the basis of topological BF gravity. The partition function is only
a formal integral over Mg or N , as long as one does not take steps to compactify
these spaces. To the author’s knowledge no attempts have been made to compactify
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the moduli space in order to investigate what topological invariants could be derived
from two-dimensional BF gravity. In contrast to this, as we shall see in the next
chapters, the compactification of Mg is of vital importance for the Witten type
topological gravity theories we study in the next chapter. We return to a discussion
of this and related questions in chapter 6.
At this stage we conclude that two-dimensional BF gravity offers a gauge in-
variant, and hence geometrical, formulation compatible with the Jackiw-Teitelboim
model. The quantum theory is rather rigid, being determined only by the repre-
sentations of the gauge group G. The choice of gauge group reflects the sign of
the cosmological constant and ties the theory to a fixed genus according to the
uniformization theorem.
4 2D Topological Gravity
4.1 Introduction
In this chapter we present the theory of Witten type topological gravity in two di-
mensions. This subject is quite complicated to embrace at first hand, because there
exists a whole jungle of different formulations, often tied to advanced mathematics,
which makes it hard to see what they have in common. One might also wonder
what kind of physics is related to these theories, when they can be written down
following so many, apparently different, first principles.
The main lesson is that all present formulations of topological gravity in prin-
ciple agree and that there exists a good explanation as to why so many different
approaches are possible. The content of pure topological gravity is only mathe-
matical, giving a method to calculate topological invariants on the moduli space
of Riemann surfaces. But there exists a deep relation between topological gravity
and ordinary 2D quantum gravity, when one enlarges the discussion to what we call
perturbed topological gravity. This will be exploited in the next chapter.
In chapter 2 we saw how Witten type theories could be viewed as the result of
a BRST-exact gauge fixing procedure applied to a (trivial) classical action. In the
case of topological Yang-Mills this was
Sclassical =
∫
M
tr(F ∧ F ), (4.1)
which was trivial being a topological invariant. In gravity we consider the even
more trivial action
S[gµν ] = 0. (4.2)
This action was introduced in the paper by Labastida, Pernici and Witten [93]
which started the study of 2D topological gravity. Notice how one by writing the
action as a functional of the metric has tried to put information into the trivial
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action, reflecting that the phrasing “zero action” must not be taken too literally
since we implicitly think of a given situation, namely a Riemann surface with a
given metric.
Due to the triviality of the action, it is invariant under a much larger symme-
try group than the usual actions of gravity. It is invariant under all continuous
transformations of the metric, in contrast to the usual diffeomorphism invariance of
gravitational theories. It is a general feature of the Witten type theories that the
symmetry group is larger than in Schwarz type theories. It is common to phrase
the formulation so it reminds one of the formulation in ordinary gauge theories and
one talks about local gauge symmetries and topological shift symmetry at the same
time. This is the first reason for having so many different approaches to topological
gravity, because there is a freedom in the choice of local gauge group. Since the
topological symmetry includes the local gauge symmetries, this split introduces a
redundancy in the representation of the symmetry group. This redundancy hinders
quantization and one must lift it by introducing ghost for ghosts as in topological
Yang-Mills theory in chapter 2.
In the following sections we discuss the two most important approaches to topo-
logical gravity, namely the metric and the first order formulation. Interestingly we
shall see that it is only in the latter formulation that one can write down explicit
expressions for the observables in the theory.
4.2 Metric Formulation of Topological Gravity
The most natural way to formulate a theory of gravity is in terms of the space-time
metric and this is also true for topological gravity, even though the metric in some
sense is irrelevant here.
The first approach to 2D topological gravity by Labastida, Pernici and Wit-
ten [93] used the metric formulation and we follow this construction in detail. We
will clearly see how the theory describes the moduli space of Riemann surfaces.
But to do so, one must first choose a way of representing the symmetries of the
trivial action. The most transparent way to present this situation is to follow the
discussion by Henneaux and Teitelboim in [94]. It follows from the general theory
of constrained systems [95, 96], that we must isolate the first class, primary con-
straints of the theory, since they generate the gauge symmetry. It is easy to find
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the conjugate momenta for the trivial action in equation (4.2)
παβ(x) =
∂L
∂g˙αβ(x)
=
∂ 0
∂g˙αβ(x)(x)
= 0. (4.3)
These form a set of first class constraints since their Poisson bracket algebra closes
{παβ(x), πµν(y)} = 0, (4.4)
which is obvious since the παβ ’s are independent of the coordinates gαβ. To see
whether the παβ ’s are primary we must study the Hamiltonian. The Hamiltonian
is rather trivial when L = 0:
H = παβ g˙αβ , (4.5)
and the so-called total Hamiltonian is then
HT = H + uαβπ
αβ, (4.6)
where one adds the sum of all constraints to the Hamiltonian with arbitrary co-
efficients uαβ. It follows from the general theory of constrained systems, that we
should analyse the results of implementing the consistency condition π˙αβ = 0, i.e.
study the solution to the equation
{παβ , HT} = {παβ , πδγ g˙δγ}+ uδγ{παβ, πδγ} = 0. (4.7)
This leads to an equation of the type 0 = 0 and we see that we find no new con-
straints (these would have been secondary) and no restrictions on the arbitrary coef-
ficients uαβ. Hence we can conclude that the π
αβ are primary, first class constraints
for the Lagrangian L = 0. It is easy to find the action of a gauge transformation
on the metric
δgαβ = {gαβ, HT} = {gαβ, uδγπδγ} = uαβ, (4.8)
which mean that all metrics are in the same gauge equivalence class.
There exists no formulations of topological gravity, based on this representa-
tion of the gauge symmetries. It is not clear whether one could formulate such
a version of topological gravity. All approaches to topological gravity build on
the introduction of an over-complete set of gauge generators, such that the gauge
transformations are no longer independent. This is done for several reasons, first
to introduce more fields in the theory in the hope of finding interesting relations
and secondly to make the theory look like other known theories, string theory for
example.
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Let us consider the two different representations of the gauge transformation of
the metric in [93]. They both consist of the combination of a local gauge group
and a so-called topological shift symmetry. The local gauge part is either the
diffeomorphisms alone or the combined diffeomorphisms and Weyl rescalings. In
both cases the topological shift invariance is the same, namely the infinitesimal
transformations of the metric parametrized by arbitrary 2× 2 matrices r βα
δshift gαβ = (r
γ
αgγβ + r
γ
β gγα). (4.9)
Since the metric is symmetric it only has three degrees of freedom while the r βα is
arbitrary and has four degrees of freedom. So already in this choice of representa-
tion, an over-completeness has been introduced into the gauge algebra. The two
different choices for the local gauge group can be written as
δdiff gαβ = Dαvβ +Dβvα, (4.10)
δdiff×weyl gαβ = Dαvβ +Dβvα − 1
2
gαβDγv
γ + gαβΦ, (4.11)
where vα is the vector field along which we perform the diffeomorphism, Φ is the
Weyl factor (or Liouville field) and Dα is the covariant derivative with respect to
gαβ. More details on these transformations in general are given in chapter 1.
4.2.1 BRST Algebra for G = Diff(Σg)
We write the BRST algebra in the BRST-representation introduced in chapter 2
and denote the BRST variation by the operator δB . The full BRST multiplet
reads [93]
δB gαβ = Dαcβ +Dβcα + ψαβ , (4.12)
δB ψαβ = c
γDγψαβ +Dαc
γ · ψγβ +Dβcγ · ψγα −Dαφβ +Dβφα, (4.13)
δB c
α = cγ∂γc
α + φα, (4.14)
δB φ
α = cγDγφ
α −Dγcα · φγ. (4.15)
cα is the Faddeev-Popov ghost for the vector field vα in equation (4.10) and it
is supplemented by the topological ghost ψαβ which is defined as the symmetric
combination
ψαβ = −gαγwγβ − gβγwγα, (4.16)
where w βα is the ghost for the matrix field r
β
α in equation (4.9). The fields gαβ, ψαβ
span the superspace ̂MET(Σg) , representing forms on the space of metrics MET(Σg) .
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The ghosts generate the Weil algebra on the basis of the Lie algebra of Diff(Σg) ,
according to the definition in equation (2.287)
cα ∈ Λ(Diff(Σg) ∗); #ghost = 1,
φα ∈ S(Diff(Σg) ∗); #ghost = 2.
(4.17)
The next step is to construct the action, for which we need to write down a gauge
fermion Ψtotal. Since the classical action is zero, there are no classical solutions
spanning a moduli space to which we can localize. Hence there is no localization
gauge fermion. The total gauge fermion
Ψtotal =
∫
Σ
√
g
(
bαβ(gαβ − g0αβ) +BαDβψαβ
)
, (4.18)
is a sum of the gauge-fixing term and the projection term. The first term is a
background gauge fixing of the metric by setting it to a given background value
g0αβ. The second term is the usual projection term, ensuring that ψ is horizontal.
Two anti-ghost multiplets are introduced in the definition of Ψtotal, first an anti-
commuting symmetric anti-ghost bαβ and secondly a commuting vector ghost Bα.
The full multiplet reads
δB b
αβ = dαβ; #ghost(b
αβ) = −1,
δBB
α = dα; #ghost(B
α) = −2.
(4.19)
The form of the quantum action is found by Sq = {Q,Ψtotal}
Sq =
∫
Σ
√
g
[
dαβ(gαβ − g0αβ)− bαβ(D(αcβ) + ψαβ) + dαDβψαβ
−BαDβ(D(αφβ)) +Bα
(
−φβγDγψαβ
+
1
2
ψβγDαψ
βγ − 1
2
ψαβD
βψγγ
)]
. (4.20)
One might consider whether the BRST variation should act on volume element
√
g
in the gauge fermion in equation (4.18). In [93] it is argued that the variation of the
volume element can be absorbed in a shift of dαβ. While this sounds reasonable, we
choose to illustrate it by another method.
Consider an arbitrary function of the fields and ghost f(Φ), and let (X, Y ) be
an anti-ghost multiplet. We calculate
δB
(∫
Σ
√
g X · f(Φ)
)
=
∫
Σ
( δB
√
g)X · f(Φ) +
∫
Σ
√
g δB (X) · f(Φ) +
∫
Σ
√
g X · δB (f(Φ))
=
∫
Σ
√
g h(Φ)A · f(Φ) +
∫
Σ
√
g Y · f(Φ) +
∫
Σ
√
g X · δB (f(Φ)), (4.21)
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where we have used that δB (
√
g) =
√
gh(Φ), h(Φ) being some new function of
the fields and ghosts1. Notice that the multiplier Y only enters in one term and
integration over it produces a delta function δ(f(Φ)) . With this knowledge we can
drop the variation of
√
g since it will always be proportional to something which
vanishes.
The partition function is defined as
Z =
∫
D
[
gαβ, ψαβ, b
αβ , Bα, dαβ, dα, cα, φα
]
· exp (−Sq) , (4.22)
where the D [gαβ, . . .] denotes the (formal) functional integration measure for all
fields mentioned. Integration over the field bαβ imposes a delta function constraint
Dαcβ +Dβcα = −ψαβ , (4.23)
while integration over dαβ ensures that the metric takes its background value g0αβ.
After this the partition function is of the form
Z =
∫
D [gαβ, ψαβ, Bα, dα, cα, φα] · δ
(
gαβ − g0αβ
)
δ
(
ψαβ +D(αcβ)
)
exp (−Sq)
=
∫
D [Bα, dα, cα, φα] exp
[∫
Σ
√
g0
(
−dαDˆβDˆ(αcβ) − BαDˆβ(Dˆ(αφβ)) +
Bα(−Dˆ(βcγ)DˆγDˆ(αcβ) + 1
2
Dˆ(βcγ)DˆαDˆ
(βcγ) − Dˆ(αcβ)DˆβDˆγcγ)
)]
.
(4.24)
where Dˆα is the covariant derivative compatible with the background metric. By
raising and lowering indices using g0αβ, equation (4.24) is seen to agree with the result
given in [93]. Note that no integration over moduli space is needed to evaluate the
partition function. From the above form of the partition function it is not easy to
interpret this theory, since it just contains kinetic terms in the ghosts (cα, φα) and
higher derivative terms in cα. It is noted in [93] that the action above is not invariant
under rescalings of the background metric and thus not conformally invariant, in
addition to the clearly broken diffeomorphism invariance. The background for this
statement is that the authors want to relate topological gravity to the moduli space
of Riemann surfacesMg . A priori we have not chosen to model this moduli space,
since we have chosen only the diffeomorphisms as our gauge group, i.e. we could
only be modelling MET(Σg) /Diff(Σg) , but it turns out that the formulation above
also describes Mg . This can be clarified [53] by writing a model of Mg only using
1See equation (5.157) for proof.
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G = Diff(Σg) as above. This is done by localization to the subset of all metrics,
which has constant curvature. We have shown in chapter 1 that this requirement
fixes the Weyl invariance. The Weyl localization gauge fermion reads
Ψlocalization−Weyl =
∫
Σ
√
gκ(R − k), (4.25)
where k is a real constant and we have introduced an anti-ghost multiplet (κ, τ)
with #ghost(κ) = −1. One must make the BRST variation of the metric through
the Ricci scalar and we find
Slocalization−Weyl =
∫
Σ
√
g
(
κ(R − k)− τGαβ δB (gαβ)
)
, (4.26)
where Gαβ is the following operator
Gαβ = DαDβ − 1
2
gαβDγDγ − 1
2
kgαβ. (4.27)
This follows the discussion in chapter 1. By explicitly breaking the Weyl symmetry
one uses the identity
Mg ≃ {MET(Σg) | R = k}/Diff(Σg) (4.28)
and formulates a theory of topological gravity for G = Diff(Σg) . Since both this
formulation and the one in [93] effectively describe the same moduli space they can
be considered equivalent, but the explicit breaking of Weyl invariance signals that
one is really interested in defining a theory which modelsMg and not just the space
of equivalence classes of metrics under diffeomorphisms. In both approaches the fact
that the theory modelsMg is not clear at all. This only becomes transparent when
we change the gauge group to include the Weyl transformation, which is studied in
the next section.
4.2.2 BRST Algebra for G = Diff(Σg) ×Weyl(Σg)
To obtain the symmetry groupG = Diff(Σg)×Weyl(Σg) , we must extend the BRST
algebra to correspond to the bigger symmetry which we are trying to gauge-fix. We
replace the anti-ghost Bα with an anti-ghost multiplet consisting of a symmetric
tensor Bαβ with δBB
αβ = fαβ and introduce an extra ghost multiplet (ρ, τ)
δB ρ = c
γ∂γρ+ ǫτ ; #ghost(ρ) = 1,
δB τ = c
γ∂γτ − φγ∂γρ; #ghost(τ) = 2.
(4.29)
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This may be reformulated by redefining τ 7→ τ ′ = τ + cγ∂γρ, to the standard form
δB ρ = τ
′ and δB τ ′ = 0. The first relation is trivial to show by inspection. The
second term is a bit more involved but still straightforward
δB τ
′ = δB τ + δB (cγ∂γρ)
= cγ∂γτ − φγ∂γρ+ (cγ∂γcα + φα)∂αρ− cγ∂γ(cδ∂δρ+ τ)
= 0. (4.30)
It is also convenient to redefine ψαβ 7→ ψαβ − ρgαβ. Then the total BRST algebra
reads
δB gαβ = Dαcβ +Dβcα + ψαβ − ρgαβ, (4.31)
δB ψαβ = c
γDγψαβ +Dαc
γ · ψγβ +Dβcγ · ψγα
−Dαφβ +Dβφα − τgαβ , (4.32)
δB ρ = c
γ∂γρ+ τ, (4.33)
δB τ = c
γ∂γτ − φγ∂γρ, (4.34)
δB c
α = cγ∂γc
α + φα, (4.35)
δB φ
α = cγDγφ
α −Dγcα · φγ . (4.36)
The new ghosts are in the Weil algebra for the Weyl transformations
ρ ∈ Λ(Weyl(Σg) ∗); #ghost(ρ) = 1,
τ ∈ S(Weyl(Σg) ∗); #ghost(τ) = 2.
(4.37)
We introduce the following gauge fermion
Ψ =
∫
Σ
√
g
(
bαβ(gαβ − g0αβ) +Bαβψαβ
)
, (4.38)
where the first term is the gauge fixing part and the next term is the projection
part. There are no localization terms, due to the choice of the symmetry group.
This relies on the representation of the moduli space of Riemann surfaces given
in equation (1.63). The projection term is special for this gauge group. This is
due to the fact that the symmetry group is in conflict with the general framework
of section 2.6.3. The metric on MET(Σg) given in equation (1.67) as well as the
metric on Diff(Σg) in equation (1.70), are not invariant under Weyl transformations.
Hence this metric does not define a connection on the universal bundle for G =
Diff(Σg) ×Weyl(Σg) . In order to find the projection form Φ(P 7→ M) which is
fully vertical, we should use the projection operator to vertical forms. This can
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be defined using the P, P † operators from chapter 1. The projection operator to
horizontal forms is [53]
Π δγαβ =
(
1− P 1
P †P
P
) δγ
αβ
, (4.39)
and the projection gauge fermion should be of the form
Ψprojection =
∫
Σ
√
gBαβΠ δγαβ ψδγ . (4.40)
For the argument we wish to make, it is sufficient to assume that ψ is horizontal and
that Πψ = ψ. Then the gauge fermion in equation (4.38) imposes a delta function
gauge for ψ. If one does the calculation keeping the projection operator as in [53],
one should be careful due to problems regarding non-locality and genus dependence
of the kernel of P †P . Since we will not work with this gauge group in the following,
we do not wish to enter this discussion.
The gauge fermion in equation (4.38) induces the quantum action
Sq =
∫
Σ
√
g
(
dαβ(gαβ − g0αβ)− bαβ(D(αcβ) + ψαβ − ρgαβ)
+fαβψαβ +B
αβ(cγDγψαβ +Dαc
γ · ψγβ +Dβcγ · ψγα − ρψαβ)
+Bαβ(τgαβ −D(αφβ))
)
. (4.41)
The partition function is
Z =
∫
D
[
gαβ, ψαβ , b
αβ, Bαβ , ρ, τ, fαβ, dαβ, cα, φα
]
exp (−Sq) . (4.42)
When we integrate over the multiplier field fαβ we get a delta function δ(ψαβ) while
the integration over dαβ forces the metric to equal the background metric g0αβ . This
implies that
Z =
∫
D
[
gαβ, ψαβ , b
αβ, Bαβ , ρ, τ, cα, φα
]
δ
(
gαβ − g0αβ
)
δ (ψαβ) exp (−Sq)
=
∫
D
[
bαβ , Bαβ, ρ, τ, cα, φα
]
exp
(∫
Σ
√
g0
[
−bαβ(Dˆ(αcβ) − ρg0αβ)
+Bαβ(τg0αβ −D(αφβ))
])
=
∫
D
[
bˆαβ , Bˆαβ, cα, φα
]
exp
(∫
Σ
√
g0
[
−bˆαβDˆ(αcβ) −BαβD(αφβ)
])
, (4.43)
where one in the final integration over (ρ, τ) forces (bαβ , Bαβ) to be traceless with
respect to the background metric, indicated by the notation bˆαβ , Bˆαβ for the trace-
less components. The resulting BRST exact action has the same form as the famous
(b, c, β(= B), γ(= φ)) type actions from string theory
Sb−c,B−φ =
∫
Σ
√
g0
(
bˆαβDˆαcβ − BˆαβDˆαφβ
)
. (4.44)
4.2. METRIC FORMULATION OF TOPOLOGICAL GRAVITY 149
In order to understand this action we make a small detour into string theory to see
how the b− c actions appear and how we should interpret them.
4.2.3 Note on the b− c ghost action
We write a general bosonic string action, which is Poincare´ and diffeomorphism
invariant [3, 6] as
S = − 1
2π
∫
Σ
d2ξ
√
g
[
gαβ∂αX
a∂βX
bηab
]
, (4.45)
where the string is moving in a d-dimensional flat space M˜ with metric ηab. This is
described by maps X(ξ) from the two dimensional world-sheet with coordinates ξ
and metric gαβ to M˜ . These maps are given by d fields X
a(ξ) for a = 0, . . . , d− 1.
The details of the string theory are not so important for the arguments we want to
emphasize. The partition function is an integral over surfaces
Z =
∫
D[gαβ, Xa]e−S(g,X). (4.46)
We must introduce a gauge fixing of the metric and it is common to use the con-
formal gauge
gαβ = e
Φgˆαβ, (4.47)
where we take the flat background metric gˆαβ to be Euclidean. Notice that this is
exactly the isothermal coordinates described in chapter 1 and the gauge condition
implies that
gzz = gz¯z¯ = 0, (4.48)
where we have changed to holomorphic/anti-holomorphic coordinates introduced
in chapter 1. The action of a diffeomorphism f : ξz(z¯) 7→ ξz(z¯) + σz(z¯) changes the
metric according to equation (4.10) which reduces to
δgzz = 2Dzσz, (4.49)
δgz¯z¯ = 2Dz¯σz¯, (4.50)
by our choice of gauge. We use a standard trick in field theory and write the
following integral
∫
Diff(Σg)
Df(ξ) δ
(
gfzz
)
δ
(
gfz¯z¯
)
det
(
gfzz
δf
)(
gfz¯z¯
δf
)
, (4.51)
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which is independent of f . This can be inserted into the partition function for free,
since it just changes the constant in front of the path integral which we always
ignores. The resulting partition function is of the form
Z =
∫
D[f(ξ), g(ξ), X] δ
(
gfzz
)
δ
(
gfz¯z¯
)
det
(
gfzz
δf
)
det
(
gfz¯z¯
δf
)
e−S[g,X]. (4.52)
Since the string action in equation (4.45) is diffeomorphism invariant we know that
S[gf , X] = S[g,X] which implies
Z =
∫
D[f(ξ), g(ξ), X] δ
(
gfzz
)
δ
(
gfz¯z¯
)
det
(
gfzz
δf
)
det
(
gfz¯z¯
δf
)
e−S[g
f ,X]. (4.53)
Note that this integral only depends on the metric through the transformed gf so
we change integration from g to gf . This implies that the Df integration decouples
to a multiplicative constant which we can take out of the integral. The part of the
integral which is over the metric is of form∫
Dgfδ
(
gfzz
)
δ
(
gfz¯z¯
)
∼
∫
Dgfzz¯ =
∫
DΦ, (4.54)
which reduces to an integral over gzz¯ identified with the Liouville field Φ in this
gauge. To deal with the determinants we introduce a Faddeev-Popov ghost/anti-
ghost multiplet. The argument of the determinant is
gfzz
δf
=
gfzz
δσz
=
2Dzσz
δσz
= 2Dzδ(ξ − ξ′), (4.55)
and likewise for z 7→ z¯. The determinant of this argument is then represented by
the integral
det(Dzδ(ξ − ξ′)) =
∫
D[cz¯(ξ), bz¯z¯(ξ)] exp
(
−1
π
∫
Σ
d2ξ cz¯Dzbz¯z¯
)
, (4.56)
and equivalently for the other determinant. The partition function can now be
written as the string action plus a Faddeev-Popov gauge fixing action
Z =
∫
D[Φ(ξ), X(ξ), c(ξ), b(ξ)] exp
(
−S[φ,X]− SFP [b, c]
)
, (4.57)
where we actually have some problems connected to the integration over the Liou-
ville field, due to an implicit metric dependence of the norm of Φ(x). This will be
ignored here since it not does play a role for the arguments regarding the bc-system,
but it is of course central for the discussion of Liouville theory and quantum gravity.
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For further information see e.g. [2, 97]. The Faddeev-Popov action can be written
as [98]
SFP [b, c] =
i
2π
∫
Σ
d2ξ (cz∂z¯bzz + c
z¯∂zbz¯z¯) , (4.58)
with equations of motions
∂z¯c
z = ∂z¯bzz = 0, (4.59)
∂zc
z¯ = ∂zbz¯z¯ = 0. (4.60)
The covariant derivative in equation (4.56) reduces to a partial derivative in this
gauge according to the discussion on page 22 in chapter 1. From the discussions in
chapter 1 we conclude that, the equations for b identify it as a quadratic differential.
We can also identify the c field as being a conformal killing vector, since its equation
of motion resembles the requirement cz ∈ kerP1. According to the Riemann-Roch
theorem [6]
dim (KerP1)− dim
(
KerP †1
)
=
3
2
χ(Σ) = 3− 3g, (4.61)
and we see that the bc-system fits into this by the relation
#(Quadratic Differentials)−#(Conformal killing vectors) = 3g − 3. (4.62)
The bc-action models the moduli space of Riemann surfaces in the sense that the
Faddeev-Popov action gives the dimension of moduli space. The quadratic differ-
entials are exactly the Teichmu¨ller parameters, describing the metric variations not
arising from either Weyl rescalings or diffeomorphisms. The (Bαβ, φα)’s are the
commuting superpartners for (b, c), being ghosts for the super-diffeomorphisms.
4.3 First Order Formulation of Topological Grav-
ity
As discussed in chapter 3 it is common to use the first order formulation of general
relativity when discussing quantum gravity. The reasons for this is the more trans-
parent connection to gauge theories and the slightly enlarged number of degrees of
freedom, which one does not necessarily need to exclude. This opens the possibility
of discussing geometries where detgαβ = 0, which is not allowed in classical general
relativity, but which may be a natural situation in the quantum theory. Especially
in the path integral formulation it is natural to allow all values of the fields.
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The construction of BF gravity from the first order variables (ea, ω), can be
extended to the case of so-called super BF theory. In contrast to BF gravity this is
a Witten type theory for two dimensional topological gravity. This view has been
advocated by E. and H. Verlinde [99] and also by Montano and Sonnenschein [100].
There are several important points in their presentation. First of all the super BF
action is of the form
S[B,A, χ, ψ] =
∫
Σg
d2x tr (BF [A] + χDψ) , (4.63)
where the supersymmetry transformation maps
δSA = ψ ; δSχ = B. (4.64)
Here χ is a fermionic zero-form with values in the Lie algebra and ψ is a fermionic
partner to the connection one-form A. We denoted the Lagrange multiplier for F [A]
as B. It is clearly a Witten type theory since the action is BRST exact
Sq = S[B,A, χ, ψ] = {Q,
∫
Σg
d2x tr(χF [A])}. (4.65)
In BF gravity we need to change the gauge group for each of the three situations
g = 0, g = 1 and g ≥ 2. Montano and Sonnenschein [100] gave a description of
topological gravity based on the super BF action in equation (4.63). Their work
was inspired by the developments in topological Yang-Mills and tried to copy these
to super BF theory. The gauge field was then translated to gravity variables as
in the previous chapter with the same choice of gauge groups. They presented
formally analogues of the Donaldson polynomials for genus g ≥ 2, based on the
curvature F [A], the ghost ψ, and the needed ghost for ghost φ. Even though this
formally gives the form of the observables, no expressions were derived in terms of
local quantum fields. Only general results based on the discussion of the universal
bundle. There are several other unanswered questions in relation to this direct
approach of super BF theory and topological gravity which we discuss in chapter 6.
For genus one we had in the previous chapter the action of BF gravity
S =
∫
d2x (−B0dω +BaDea) , (4.66)
which corresponds to G = ISO(1, 1). The approach taken in [99] was to write a
theory of topological gravity which models the moduli space of Riemann surfaces for
all genera, using an ISO(2) version of super BF theory. The change to ISO(2) from
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ISO(1, 1) changes the φ (here B) transformations given in equations (3.71,3.72) into
δB0 = −ǫabλaBb, (4.67)
δBa = ǫ
b
a λ
0Bb. (4.68)
This changes the sign on the dω term of the action into a plus. But the scalar
curvature is zero, due to the equations of motion and we seem tied to the torus. By
equation (4.28) we identify
Mg ≃ {MET(Σg) |R(g) = k}{Diff(Σg) } ≃
{FRAMES(ea)|dω(e)) = k}
{Diff(Σg) ⊗ LL} , (4.69)
where FRAMES denotes the set of zwei-beins and LL denotes the local Lorentz
transformations SO(2) ≃ U(1). The Weyl symmetry is fixed by the constraint
dω = k, but E. and H. Verlinde suggest that one instead could set the scalar
curvature to zero in all, but a fixed number of points, where one inserts delta func-
tion singularities. Following string theory methods [3] one inserts vertex operators
exp(−qiB0(xi)) at the position of the singularities to “screen” the curvature. When
these operators are inserted the bosonic part of the action reads
S =
∫
d2x
(
B0dω +BaDe
a −
s∑
i=1
qiB0(xi)
)
, (4.70)
which changes the equation of motion for the spin-connection
dω(x) =
s∑
i=1
qiδ
(2) (x− xi) . (4.71)
The delta functions are considered as two-forms, such that the integrated curvature
equals the Euler number of the surface
1
4π
∫ √
gR(g) = 2− 2g = χ(Σg). (4.72)
Later we study how this introduction of curvature singularities plays a vital role
in the geometry of topological gravity. The curvature singularities ruin the gauge
invariance of the equations of motion at the points (xi), where the curvature is
situated. But the equations of motion are invariant under the local Lorentz part of
ISO(2), i.e. under U(1) ⊂ ISO(2). It is only the inhomogeneous part of ISO(2)
representing the diffeomorphisms, which breaks down at these points. This is more
or less obvious, since a diffeomorphism could transform the position of a curvature
singularity, into a point where there is no singularity. One point of view is to say that
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the super BF action is invariant under those gauge transformations which vanish
at the points (xi), such that δA(xi) = 0. This will on-shell correspond to those
diffeomorphisms which leave the points (xi) inert. This is the same as formulating
the gauge theory on a punctured Riemann surface. Punctures play a vital role in
topological gravity and they are discussed at length later in this chapter.
We will continue the discussion of the first order formulation in the following
way: First we write down the BRST algebra corresponding to the symmetries in
this formulation. Next we show that the action of this first order formulation, is
directly related to the metric formulation. Thereafter we enter the important topic
of observables in topological gravity.
The BRST algebra is constructed as a product of the local gauge transformations
and the topological shift. The replacement of gauge parameters to ghosts reads
λa 7→ ca and λ0 7→ c0. The topological ghost ψi can be viewed as the super partner
for Ai, but independent of the point of view one takes, it is expanded as (ψ0, ψ
a)
which are then the partners/topological ghosts for (ω, ea). The ghost for ghost
field φi is finally expanded as (φ0, φ
a). The U(1) part corresponds to the BRST
transformations
δB ω = ψ0 + dc0, (4.73)
δB c0 = φ0, (4.74)
δB ψ0 = dφ0, (4.75)
δB φ0 = 0. (4.76)
The inhomogeneous part reads
δB e
a = ψa − dca + ǫabωcb + ǫabebc0, (4.77)
δB ψ
a = −ǫabψbc0 − d(ψaαcα) + ǫabωψbαcα + ǫabψ0cb (4.78)
+ ǫabe
bφ0 + dφ
a − ǫabωφb, (4.79)
δB c
α = φα + cβ∂βc
α, (4.80)
δB φ
α = cβ∂βφ
α − φβ∂βcα. (4.81)
The ghost (cα) is defined as ca ≡ cαe aα .
The fields (e, ω) are not independent and if the torsion constraint is satisfied, one
can express ω as a function of e, as shown in chapter 3. Both fields are thus elements
in the space of frames, and together with (ψ0, ψ
a) (satisfying the super torsion
constraint) they span the superspace ̂FRAMES, representing forms on FRAMES.
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The ghosts generate the Weil algebra of Diff(Σg) and LL
c0 ∈ Λ(LL∗); #ghost(c0) = 1,
φ0 ∈ S(LL∗); #ghost(φ0) = 2,
ca ∈ Λ(Diff(Σg) ∗); #ghost(ca) = 1,
φa ∈ S(Diff(Σg) ∗); #ghost(φa) = 2.
(4.82)
In contrast to the metric formalism, we now have an action so that we are not
gauge fixing “zero”. We present one of the many different discussions on gauge
fixing in this framework, following the original work in [99]. E. and H. Verlinde did
actually not include the curvature singularities in the action as indicated above,
but in the definition of the observables, which we give in the next section and we
exclude this question for the moment. By choosing a conformal gauge the super BF
action can be written as a conformal field theory, just as in the Diff(Σg) ⊗Weyl(Σg)
representation, but now also with a (super) Liouville sector.
We switch to complex coordinates (z, z¯) and use the isothermal coordinates and
the relation between the metric and the zwei-beins, to write (locally)
e+(z) = exp(Φ+(z))dz ; e
−(z) = exp(Φ−(z))dz¯, (4.83)
where Φ+ = Φ−. So e+z = e
Φ+ , e−z = e
Φ− and e−z = e
+
z = 0 in this gauge. The
classical action reads
S =
∫
d2z
[
B0dω +B+De
+ +B−De− + χ0dψ0 + χ+Dψ+ + χ−Dψ−
]
. (4.84)
The conformal gauge parametrizes the equivalence classes of zwei-beins under dif-
feomorphisms, with the Liouville mode and the moduli parameters given in the
bc-action. The cα(x) and its anti-ghost bα(x) are tied to the diffeomorphisms and
the c0(x) and its anti-ghost b0(x) to the local Lorentz transformations. From the
form of the zwei-beins we see that the Lorentz transformations are fixed by imposing
the gauge condition
Φ+ = Φ−, (4.85)
setting the Liouville mode to be real. Note that the modes are numerically equal
but that they depend on z and z respectively. When this invariance is fixed, the
corresponding ghosts are non-dynamical and by applying the BRST transformation
of ea and identifying δB (e
+) = δB (e
−), we can derive an equation for c0. At the
same time we have the equivalent relations for the partner ψ so
ψ+ = exp(Φ+)ψ+dz ; dψ
− = exp(Φ−)ψ−dz¯, (4.86)
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and the super Lorentz invariance is fixed through the requirement
ψ+ = ψ−. (4.87)
Calculate δB (e
+) = δB (e
−) to obtain
ψ+e
Φ+ + c0e
Φ+ +∂zc
z · eΦ+ + cz∂zΦ+ = ψ−eΦ−− c0eΦ− +∂z¯cz¯ · eΦ−+ cz¯∂z¯Φ−, (4.88)
and isolate c0 to obtain
c0 =
1
2
(∂zc
z + cz∂zΦ− c.c.) , (4.89)
where c.c. abbreviates complex conjugation. Since this Lorentz ghost is non-dynamical
its super partner can be found by calculating φ0 = δB c0:
φ0 = (∂zφ
z + φz∂zΦ+ c
z∂zψ − c.c.) . (4.90)
These gauge choices transform the action (4.84) into a quantum action of the form
Sq =
∫
Σg
B0∂z∂zΦ+ (b
zz∂zcz + c.c.) + χ
0∂z∂zψ + (B
zz∂zφz + c.c.), (4.91)
which defines a conformal field theory. This action consists of a (super) Liouville
sector and a (b, c, B, φ)2 ghost sector for the (super) diffeomorphisms. In this way
it models the moduli space of Riemann surfaces just as in the metric formalism but
the use of first-order variables includes the dynamical (super) Liouville field.
4.4 Observables in Topological Gravity
All the way back to the first papers on topological gravity it was expected that the
elements of the BRST cohomology classes would be related to topological invari-
ants of Mg . Both in the metric formulation [93], and in the traditional super BF
approach by Montano and Sonnenschein [100], it was stated that the observables
should be identified with the so-called Mumford-Morita-Miller classes. But it was
first proved topologically by Witten in [101] and the observables were first given
explicitly, in terms of the fields, in the theory by E. and H. Verlinde in [99]
This section is organised as follows: First the definition of the observables is
given, then follows the topological definitions given by Witten and how this fits
2Warning! Here B is an anti-ghost for φα, not the Lagrangian multiplier from the BF action.
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with the general geometry of Witten type TFT’s and the topological invariants due
to Mumford, Morita and Miller. Next follows a detailed discussion on the relations
between the observables, which are of paramount importance, when we study the
relation to two-dimensional quantum gravity. Finally we give some hints on how to
calculate correlation functions of the observables and discuss other related topics.
4.4.1 Definition of Observables
Consider the BRST algebra in equations (4.73,. . . ,4.81) and note that the homoge-
neous part forms a closed subalgebra, on which δB
2 = 0. This is easy to see when
one remembers that δB and d anti-commute
δB ( δB ω) = δB (ψ0 + dc0) = dφ0 − d( δB c0) = dφ0 − dφ0 = 0, (4.92)
δB ( δB c0) = δB φ0 = 0, (4.93)
δB ( δB ψ0) = δB dφ0 = −d δB (φ0) = 0, (4.94)
δB ( δB φ0) = 0. (4.95)
Note that the BRST closed expressions are also BRST exact, which a priori leads to
trivial cohomology. This is expected since we work in the BRST representation. To
get non trivial cohomology we should constrain ourselves to the basic subcomplex
of the Weil algebra, or work directly in the Cartan representation. From the point
of view of equivariant cohomology there is no problem with triviality of observables
in Witten type TFT’s. Going to the Cartan representation implies setting the
Faddeev-Popov ghosts c0 = c
α = 0. This clearly breaks the nilpotence of δB , just
as expected. We find explicitly that
δB ( δB ω)|Cartan = δC 2 = dφ0. (4.96)
The observables should be independent of c0, and in order for the Cartan differential
to be nilpotent the observables should be gauge invariant, i.e. BRST invariant. This
led E. and H. Verlinde to define [99]
σ(0) ≡ φ0 and σn(0) ≡ (φ0)n, (4.97)
which of course are the gravity versions of the observables of topological Yang-Mills
theory. In contrast to topological Yang-Mills we do not need to write the trace
in equation (4.97), since the local Lorentz part of ISO(2) is U(1). Note also that
there does not exist a trace on ISO(2), which hinders writing down gauge invariant
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observables for the full symmetry group. The superscript (0) marks the observables
as zero-forms. Using the realization of φ0 from equation (4.90) we can determine
the observable from the field content of the action.
As in the discussion of topological Yang-Mills, one can construct higher differ-
ential forms, related to the scalar observable via descent equations. These are for
topological gravity
δC σ
(2) = dσ(1), (4.98)
δC σ
(1) = dσ(0), (4.99)
δC σ
(0) = 0. (4.100)
They also relate the different forms σn
(0), σn
(1), σn
(2), and the relations were given
by Becchi et al. in [102]
σn
(1) = n( σn
(0))n−1 ∧ σn(1), (4.101)
σn
(2) = n( σn
(0))n−1∧ σn(2) + 1
2
n(n− 1)( σn(0))n−2∧ σn(1)∧ σn(1).(4.102)
For the BRST algebra given above one finds that
σn
(1) = nφn−10 ∧ ψ0, (4.103)
σn
(2) = n dω ∧ φn−10 +
1
2
n(n− 1)φn−20 ∧ ψ0 ∧ ψ0, (4.104)
which can be verified by direct calculation:
d σn = dφ
n
0 = nφ
n−1
0 ∧ dφ0, (4.105)
which is the same as
δC (nψ0 ∧ φn−10 ) = n dφ0 ∧ φn−10 . (4.106)
Also
d(nψ0 ∧ φn−10 ) = n dψ0 ∧ φn−10 + nψ0 ∧
(
(n− 1)φn−20 ∧ dφ0
)
, (4.107)
which equals
δC (n dω φ
n−1
0 +
1
2
n(n− 1)φn−20 ∧ ψ0 ∧ ψ0) =
nd ( δC (ω)) ∧ φn−10 +
1
2
n(n− 1)φn−20 ( δC ψ0 ∧ ψ0 + ψ0 ∧ δC ψ0) =
n dψ0 ∧ φn−10 + n(n− 1)φn−20 ∧ dφ0 ∧ ψ0. (4.108)
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Note that this would not be true if we had used δB instead of δC , since we would
obtain a term dc0 when acting on ω. Note also that δC commutes with d, since we
are restricted to the symmetric subalgebra of the Weil algebra W (g). It is obvious
that special care should be taken when considering n = 0, 1, 2 for σn
(1) and σn
(2),
since we get negative powers of σ(0). We return to this issue later, which is related
to the notation of punctures and the so-called “picture changing” formalism from
string theory [98].
For the BRST algebra derived in [93], the general form of σ(i) with i = {0, 1, 2}
was given in [102] and we list it below:
σ(2) =
1
2
√
gR(g)ǫαβdx
α ∧ dxβ, (4.109)
σ(1) =
√
gǫαβ
(
cβR(g) +Dγ(ψ
βγ − gβγψ ρρ )
)
dxα, (4.110)
σ(0) =
√
gǫαβ
(
cαcβR(g) + cαDγ(ψ
βγ −gβγψ ρρ ) +Dαφβ −
1
4
ψαρψ
βρ
)
.(4.111)
We will not use this representation, but the formulation in [99] is in correspondence
with [102]. Note that the two-form version is defined as the Euler class. Also note
that parallel with the discussion in topological Yang-Mills theory, only the zero-
form σ(0) is BRST invariant and hence a closed form. For the one-form σ(1), the
integral around a closed loop γ (a one-cycle) is BRST invariant
{Q,
∮
γ
σ(1)} = 0, (4.112)
in addition to the surface integral of the two-form σ(2)
{Q,
∫
Σg
σ(2)} = 0. (4.113)
Equations (4.112,4.113) generalize to σ(1)n and σ
(2)
n . The integrated one-form is
BRST invariant, but fails to be invariant under diffeomorphisms unless the closed
loop is a boundary of the Riemann surface Σg [103, 104]. We have assumed our
surfaces to be without boundaries and we may only use the zero-forms or the inte-
grated two-forms as observables of topological gravity. It is possible to consider a
restricted part of the diffeomorphism group known as the Torelli group, which has
a trivial action on the first cohomology group [105]. In the next chapter we return
to the possibility of boundaries and one-form observables.
We now present the mathematical definition of certain topological invariants on
the Mg , due to Mumford, Morita and Miller. Mumford’s work [106] relies heavily
160 CHAPTER 4. 2D TOPOLOGICAL GRAVITY
on algebraic geometry and has not been studied by the author. But the invariants
also have a geometric definition in terms of the universal bundle for the action of
the orientation preserving diffeomorphisms Diff(Σg)
+ on a genus g Riemann surface
Σg. This is due to Miller [107] who gave the definition and to Morita [108] who
showed that the invariants are non-trivial.
The Mumford-Morita-Miller invariants are characteristic classes of a certain sur-
face bundle. In general a surface bundle is a differentiable fibre bundle
π : E 7→ X, (4.114)
with fibres being a closed orientable genus g surface Σg. It is common to consider
g ≥ 2 for simplicity. Let TΣg ⊂ TE be the subset of the tangent bundle of E,
tangent to the fibres. This space is assumed to be oriented and the bundle E 7→ X
is thus also oriented. The Euler class can be defined on this bundle and it is an
element e = e(TΣg) ∈ H2(E,ZZ). By integration over the fibre, the Euler class can
be viewed as an element on X
ei = π∗(ei+1) ∈ H2m(X,ZZ), (4.115)
where ei+1 is given by the (i+ 1)’th cup product [59]
ei+1 ≡
(i+ 1) times︷ ︸︸ ︷
e ∧ . . . ∧ e . (4.116)
By fixing a Riemannian fibre metric on TΣg, one induces a metric on each fibre
π−1(x) for x ∈ X. Since each fibre is an oriented two-dimensional manifold, we know
from chapter 1 that the metric induces a complex structure and we can equivalently
view the surface bundle as a complex line bundle η(Σg) with the fibres being one
dimensional complex manifolds, namely Riemann surfaces Σg. We define the i-th
Chern Class ci of this complex line bundle η(Σg) as an element in the cohomology
class
ci = ci(η(Σg)) ∈ H2i(X,ZZ). (4.117)
For the definition of the Mumford-Morita-Miller invariants the relevant surface bun-
dle is the universal bundle for the action of the orientation preserving diffeomor-
phisms Diff(Σg)
+ on Σg
EDiff(Σg)
+
↓ (4.118)
BDiff(Σg)
+ .
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This bundle is known as the universal Σg-bundle. Recall that the Mapping Class
Group Γg is the quotient of Diff(Σg) /Diff0(Σg), i.e. Γg = π0(Diff(Σg)
+). It is
known [107] that there exists an isomorphism between the cohomology classes
H∗
(
BDiff(Σg)
+, ZZ
)
≃ H∗ (BΓg, ZZ) . (4.119)
SinceMg = Tg /Γg is the quotient of Teichmu¨ller space with the discrete group Γg,
which identifies Mg as an orbifold, it is possible to establish the following isomor-
phism between rational cohomology groups
H∗ (Mg ,Q) ≃ H∗ (BΓg,Q) . (4.120)
Let c1 ∈ H2(EDiff(Σg)+) be the first Chern class of the complex line bundle η(Σg)
and define the Mumford-Morita-Miller invariant as the cohomology class y2n ob-
tained by integration over fibre in the universal Σg-bundle
y2n ≡ π∗(cn+11 ) ∈ H2n (BΓg,Q) . (4.121)
By the isomorphism in equation (4.120) this defines analogous classes
y2n ∈ H2n (Mg ,Q) . (4.122)
Just as the observables of topological Yang-Mills theory in equations (2.272, . . . ,
2.276) gave rise to the intersection numbers of Donaldson invariants, the observ-
ables of topological gravity are related to the intersection numbers of the Mumford-
Morita-Miller invariants. Baulieu and Singer [104] have presented an alternative
action of topological gravity, in addition to those given by (LPW) and E. and H.
Verlinde. We will not discuss this action since it just adds to the confusion, but
we present Baulieu and Singer’s explanation on how the observables of topological
gravity can be made to fit with the picture derived in chapter 2. This approach
builds on both the metric and first order formalism and is therefore of general inter-
est. Let B be the fibre bundle of oriented frames on Σg and let Q˜ ⊂ B×MET(Σg)
be the submanifold of B ×MET(Σg) consisting of the oriented frames which are
compatible to the metric g ∈ MET(Σg) . This forms a principal SO(2) bundle
Q˜
↓ (4.123)
Σg ×MET(Σg) .
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The diffeomorphisms act on Q˜ and
Q˜/Diff(Σg)
↓ (4.124)
(Σg ×MET(Σg) ) /Diff(Σg) ,
is also a principal SO(2) bundle. The base space L ≡ (Σg ×MET(Σg) ) /Diff(Σg)
is almost a surface bundle
L
↓ (4.125)
MET(Σg) /Diff(Σg) ,
with fibre Σg. This is only partially true, since the diffeomorphisms act non-locally,
i.e. they act both on Σg and on the space of metrics MET(Σg) . This construction
is actually a so-called orbifold bundle and the fibres are the quotient of Σg with
the automorphism group of the metric gαβ on Σg. If we restrict ourselves to the
situation of surfaces with genus g ≥ 2, we apply the knowledge from chapter 1
where we learned that such surfaces can be mapped into surfaces with constant
negative curvature R = −1, by conformal transformations. We form the restricted
total space of the orbifold bundle
N = Σg ×MET(Σg) R=−1/Diff(Σg) ⊂ L, (4.126)
from which the orbifold bundle reduces to an orbifold bundle over the finite dimen-
sional moduli space
N
↓ (4.127)
Mg , (4.128)
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with fibre Σg/Aut(gαβ). The full picture can be seen from the following bundle map
Q˜
↓ SO(2) ց Diff(Σg)
Σg ×MET(Σg) Q˜/Diff(Σg)
↓ Diff(Σg) ւ SO(2)
L
↓ Σg/Aut(gαβ)
MET(Σg) /Diff(Σg) .
(4.129)
As in topological Yang-Mills, there are two different gauge groups, namely Diff(Σg)
and SO(2) ≃ U(1). One can find a U(1) connection on N with curvature F˜ , which
has three components F(2,0), F(1,1) and F(0,2) according to the form degree on Σg and
MET(Σg) R=−1 respectively. Baulieu and Singer [104] also identified the individual
components of the curvature, from the action they used. In that sense topological
gravity is not different from topological Yang-Mills and the “map” between the
theories is Q˜↔ P ×A, L ↔M ×A/G. In topological gravity the topological ghost
is again a horizontal tangent vector to the moduli space and the ghost for ghost is
related to the curvature on moduli space. From the curvature F˜ we define the first
Chern class
c1 = F˜ ∈ H2(N ). (4.130)
Apply the cup product to form the classes ci+11 and via integration over fibres we
find
n˜i+1 ≡
∫
Σg
ci+11 ∈ H2i(MET(Σg) /Diff(Σg) ), (4.131)
where we ignore the Aut(gαβ) correction. By restricting ourselves to metrics of
constant negative curvatureMg →֒ MET(Σg) /Diff(Σg) we obtain the cohomology
classes
ni+1 = n˜i+1|MET(Σg) R=−1 ∈ H
2i(Mg ). (4.132)
This construction presents one way to build a topological field theory, describing
the Mumford-Morita-Miller invariants.
The forms ni+1 will be represented by the observables σ
(2)
i . The topological
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gravity version of equation (2.267) in chapter 2, is
〈∫
Σg
σ
(2)
i
〉
=
∫
Mg
ni+1. (4.133)
The closed form σ
(2)
i is a 2i-form on M which we evaluate over the fundamental
homology cycle [Σg], corresponding to an integration over fibres in Ng. If we extend
the situation to punctured Riemann surfaces, we can also evaluate the zero-form
observable σ
(0)
i against zero cycles (i.e. the marked points) to obtain
〈σi(xi)〉 =
∫
Mg,1
ni. (4.134)
By Mg,1 we mean the moduli space of Riemann surfaces with one puncture.
The last formula is not quite correct, since we should alter the definition of the
invariants on moduli space to the situation with punctures. But before we do that,
we stress that one can construct zero- and two-form observables whose expectation
values give the intersection number of closed forms on moduli space. In addition, the
above integral is taken over a non-compact space and it is necessary to compactify
the moduli space in order for the expectation value of the observable to be finite.
One result of the compactification is that the expectation values will be rational
numbers instead of integers.
4.4.2 The Moduli Space of Punctured Riemann Surfaces
We extendMg andMg to surfaces with punctures. The moduli space of a Riemann
surface with genus g and s punctures is written as Mg,s and it is the moduli space
of configurations of s-marked points on Σg. We always assume that the marked
points are ordered. The Deligne-Mumford-Knudsen compactification Mg,s is the
moduli space of stable curves with s marked points. There is a rich mathematical
structure on Mg,s , which has played an important role for identifying topological
gravity and quantum gravity in two dimensions.
An element inMg,s is of form {Σg, x1, x2, . . . , xs} and each marked point xi has
a cotangent space T ∗xiΣg. If the position of xi is varied in Mg,s , the cotangent
spaces will vary holomorphically and hence there exist s holomorphic line bundles
over Mg,s
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Li
↓ (4.135)
Mg,s , (4.136)
with fibres T ∗xiΣg. We also introduce the universal curve [12, 109] CMg,s 7→ Mg,s ,
which is a line bundle overMg,s , with each fibre being a stable curve. The marked
points on Σg are thus also points in CMg,s , over ∆ ⊂ Mg,s . This universal curve
is smooth (if orbifold points are excluded), since the singularities of the noded
surfaces lies in the fibres and not in CMg,s itself. The line bundle N 7→ Mg in
equation (4.128) is an example of such a universal curve, but where one has not yet
compactified moduli space.
The complex dimension of Mg,s is 3g − g + s and let (d1, . . . , ds) be a set of
non-zero integers, which sums to the dimension of Mg,s
s∑
i=1
di = 3g − 3 + s. (4.137)
The observables σn of topological gravity are by construction related to the co-
homology pairing, i.e. intersection number, of the cup product of the first Chern
classes of Li
〈σd1 . . . σds〉 ∼
∫
Mg,s
s∧
i=1
c1(Li)di , (4.138)
onMg,s . We denote the intersection number above as 〈τd1 . . . τds〉, where τn relates
to the definition of σn in [101] as
σn ≡ τnn!. (4.139)
The difference is only important when we compare topological gravity with ma-
trix models, and we will shift between the τ and σ notation. The requirement in
equation (4.137) must be fulfilled for the intersection number to be non-zero, i.e.
when the cup product gives a top form on Mg,s . The intersection number will
later be related to the expectation values of such products of local σn observables
in topological gravity.
The Mumford-Morita-Miller classes y2n were defined onMg , and to relate these
to the intersection numbers on Mg,s consider the projection
π˜ :Mg,1 7→ Mg,0, (4.140)
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known as the forgetful map. This map erases a puncture, which here results in the
ordinary moduli space Mg . The Mumford-Morita-Miller class on Mg,0 is
κn ≡ y2n = π˜∗
(
c1(L)n+1
)
, (4.141)
where L is the line bundle overMg,1, with the fibre being the cotangent space over
the single marked point. The intersection number of these classes is
〈κn1 . . . κns〉 ∼
∫
Mg
s∧
i=1
κni. (4.142)
In the simplest case we have
〈τn〉 =
∫
Mg,1
c1(L)n =
∫
Mg,0
κn−1 = 〈κn−1〉 , n ≥ 1. (4.143)
This indicates that the intersection theory of the two types of classes agree and this
can also be shown [109], but for more than one marked point the arguments are
quite complicated. We conclude that the τn classes and hence the σn observables are
related to the Mumford-Morita-Miller classes. We return to the relation between
the τ and κ clases several times in this chapter.
4.4.3 Recursion Relation between Observables
First we study intersection numbers of σn operators in genus zero. It turns out
that these obey a recursion relation, which reduces any correlators to expressions
involving one single correlation function. The geometrical reason for this lies in the
role of the punctures. When studying σn ≡ σ(0)n we needed to evaluate the zero-
form at a point. But the compactification ofMg,s toMg,s , constrains the choice of
position for the marked points. Consider as an example a genus zero surface with
s marked points. Let two marked points x1 and x2 approach each other, while the
remaining marked points x3, x4, . . . , xs are held at fixed positions, as illustrated in
figure (4.1). If one applies a Mobiu¨s transformation, this is identical to the situation
in figure (4.2) where the distance between x1 and x2 is kept fixed, while their distance
to the remaining fixed points goes to infinity. By use of the result from chapter 1
that an infinite cylinder is conformally equivalent to the neighbourhood around a
node, we obtain the situation in figure (4.3). This is then repeated for the double
point and x3, to produce a new “blob” as illustrated in figure (4.4). These blobs
are identified as spheres with three marked points, if one remembers that the node
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Figure 4.1: Stable degeneration of a punctured surface. Step 1.
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Figure 4.2: Stable degeneration of a punctured surface. Step 2.
is a double point. We repeat this procedure until we only have spheres with three
marked points, which can be fixed under the PSL(2,C) automorphism group of the
Riemann sphere. These blobs are said to be stable (or conformally rigid) and they
are allowed elements in M0,s. Note that the nodes are double points and they are
counted as a marked point on each branch. They are the only allowed singularities
on the Riemann surfaces. The Deligne-Mumford-Knudsen compactification tells
us how the punctured Riemann surface degenerates to noded surfaces, if any of
the marked points coincide. In general can one express M0,s as the quotient of
the space of punctures Zs =
{
(x1, . . . , xs) ∈ ( CP1)s−3|xi 6= 0, 1,∞, xi 6= xj ∀i 6= j
}
where s > 3, and the component-wise action of the projective group such that [110]
M0,s = Zs/PSL(2,C), (4.144)
and the first examples are
M0,s =

∅ s = 0,
pt s = 1, 2, 3,
CP1/{0, 1,∞} s = 4,
... s = 5, 6, . . .
(4.145)
and we see that M0,s has complex dimension s− 3.
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Figure 4.3: Stable degeneration of a punctured surface. Step 3.
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Figure 4.4: Stable degeneration of a punctured surface. Step 4.
Witten derived a very important result in [101], explaining how general cor-
relators of observables 〈σd1 , . . . , σds〉 will reduce to a sum of products of simpler
correlators. First the result is derived in genus zero and later it is extended to
higher genera. The main input to prove these relations is the knowledge on how the
surfaces degenerate if the marked points coincide. The zero-form observable σdi(xi)
is evaluated at the marked point xi and we know that
〈
s∏
i=1
σdi
〉
=
∫
Mg,s
s∧
i=1
(
c1(L(i))di · di!
)
. (4.146)
The first Chern class can be replaced by the Euler class, if we use a real surface
bundle instead of the complex line bundle in the definition of the observables.
The intersection number can also be given in an algebraic geometric formulation,
which is the one Witten used to prove his result. The Chern class c1(L(i)) can be
represented as a subvariety W(i) of Mg,s . Let w be a meromorphic section of the
line bundle (L(i)) 7→ Mg,s over xi, and let [w = 0] and [w = ∞] be the divisors of
4.4. OBSERVABLES IN TOPOLOGICAL GRAVITY 169
zeros and poles3. Then the subvariety is given [101, 111] as
W(i) ≡ [w = 0]− [w =∞]. (4.147)
The cup product c1(L(i))di is represented by another subvariety
H(i) ≡W 1(i) ∩W 2(i) ∩ · · · ∩W di(i), (4.148)
where each individual term W j(i) for j ≤ di is obtained by taking j copies of W(i)
and perturbing them independently. The reason for this can be illustrated by the
following example. Consider a manifold M and a submanifold γ as in figure (4.5).
The intersection of two copies of γ is trivially just γ
M
γ
Figure 4.5: A manifold M with a submanifold γ.
γ ∩ γ = γ. (4.149)
If one slightly perturbes a copy of γ to obtain a new submanifold γ′, the intersection
between γ and γ′ will be nontrivial as illustrated in figure (4.6), even though γ and
γ′ are taken to homologous. This method covers what Witten calls to “jiggle” the
copies of W(i), in order to obtain a nontrivial intersection W
j
(i). This method can
be made more precise by introducing vector fields on the normal bundle to the
submanifold [105].
The intersection number in equation (4.146) is then expressed as〈
s∏
i=1
σdi
〉
= #intersection
(
H(1) ∩ · · · ∩H(s)
)
·
s∏
i=1
di!, (4.150)
3Recall that a (principal) divisor of a meromorphic function f is the assignment of an integer
to every point a ∈ Σg: [f ] =
∑
a∈Σg
orda(f)a, namely the order orda(f) which is zero if f(a) 6= 0
and f is analytic in a, k if f(a) = 0 with multiplicity k, −k for a pole with multiplicity k and ∞
if f is identically zero. For a simple zero/pole the multiplicity k = 1.
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Figure 4.6: A nontrivial intersection between γ and γ′.
which makes it possible to find a recursion formula for 〈σd1 · · ·σdi〉. This is done by
choosing e.g.
H(1) =W
1
(1) ∩
(
W 2(2) ∩ · · · ∩W di(i)
)
≡ W 1(1) ∩H
′
(1), (4.151)
where the last equality sign defines H
′
(1) as the intersection of the remaining d1 − 1
terms. Since the intersection product is associative, the intersection number can be
written in the final form〈
s∏
i=1
σdi
〉
= #intersection
(
W(1) ∩ (H ′(1) ∩H(2) ∩ · · · ∩H(s))
)
·
s∏
i=1
di!. (4.152)
The intersection number can thus be calculated by first restricting to W(1) and then
calculating the intersection between (H
′
(1) ∩ H(2) ∩ · · · ∩ H(s)) and W(1). If W(1) is
chosen in the correct way, the intersection number reduces to calculating a sum
of similar intersection numbers where d1 is replaced with d1 − 1, according to the
definition given in equation (4.151).
The result in equation (4.152) was used by Witten to prove the following genus zero
recursion relation:〈
s∏
i=1
σdi
〉
= d1
∑
S=X∪Y
〈
σd1−1
∏
j∈X
σdjσ0
〉〈
σ0
∏
k∈Y
σdkσds−1σds
〉
. (4.153)
We now explain the notation and outline the proof. In the discussion on page 159
we gave a warning regarding taking the first powers (n = 0, 1, 2) of the two-form
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versions σ(2)n . The simplest zero-form operator
σ0(x) = (φ(x))
0 ≡ P 6= 1, (4.154)
is not trivial but instead defined to be the puncture creating operator, which inserts
a marked point at x ∈ Σg. We use σ0 and P interchangeably for the puncture
operator. When we consider a Riemann sphere with s marked points, we know that
we can choose three points, say x1, xs−1, xs, to be fixed under the automorphism
group. To be more precise, Witten considered an explicit section Q of the line
bundle L(1)
Q = dx1
(
1
x1 − xs−1 −
1
x1 − xs
)
. (4.155)
This section has no poles or zeros on the dense open subset M0,s of M0,s. But
there might be poles or zeros on the stable curves ∆ =M0,s \M0,s. Let
w = dx
(
1
x− xs−1 −
1
x− xs
)
, (4.156)
be a meromorphic one-form on Σ0. The form w will only have poles at xs−1 and at
xs with residues plus and minus one, and no zeros on a smooth Riemann surface
since the points xs−1 and xs are distinct. A meromorphic one-form always has total
residue zero on a compact Riemann surface [5]. Hence there will be no zeros or
poles for w if x 6= {xs−1, xs} on CP1. If one considers a holomorphic form on a
Riemann surface, which then degenerates into two branches, the form will pick up
a pole at the node and the residues will be equal but of opposite sign on the two
branches. This form of poles are not counted in [w =∞].
On a stable curve Σ0,s with two branches ΣX ,ΣY , the one form w is a pair of
one-forms w1, w2, one on each branch, which each has a simple pole with equal and
opposite residues. This definition ensures that there exists a unique one-form w
with poles at xs−1 and xs and no zeros on the branches containing these two points.
If on the other hand x1 is on one branch ΣX and xs−1, xs on the branch ΣY , then
Q will be identically zero at ΣX since the only pole is at the double point, and
this is in conflict with the total residue being zero on each branch. We can obtain
Q by evaluating w at x = x1 on this degeneration, which results in Q having no
poles inM0,s. But Q vanishes on this degeneration, which we denote ∆X,Y . Denote
the remaining points S = {x2, . . . , xs−2}. The divisor of zeros [Q = 0] is a sum of
components ∆X,Y , where S = X ∪ Y is a decomposition of S into disjoint subsets.
On the X branch we have r + 2 marked points namely x1, the node and r points
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from the set S. On the Y branch we have s − r points namely xs−1, xs, the node
and s− 3− r marked points from the set S and we find
[Q = 0] = ∑
S=X∪Y
∆X,Y . (4.157)
From the relation between holomorphic line bundles and divisors in algebraic ge-
ometry, one can express the first Chern class of L(1) as the divisor of zeros for
W(1)[101, 111]
c1 ∼W(1) = [Q = 0]. (4.158)
The stable curve is isomorphic to the Cartesian product [101]
∆X,Y ≃M0,r+2 ×M0,s−r, (4.159)
and the intersection number 〈σd1 · · ·σds〉 on Σ0,s may be calculated by restricting
to W(1) and then counting the intersection points in H
′
(1) ∩ H(2) ∩ . . . ∩ H(s). The
subvariety W(1) has the form
W(1) =
⋃
S=X∪Y
∆X,Y , (4.160)
so the result will be a sum of terms, associated to each of the degenerated surfaces
∆X,Y and have the form of the product〈
σd1−1
∏
j∈X
σdjP (x
∗)
〉〈
P (x∗)
∏
k∈Y
σdkσds−1σds
〉
, (4.161)
where the node is the fixed marked point x∗ created by the puncture operators
on each branch. This outlines the idea behind the proof Witten gives, but the
details are rather technical and some issues, like whether this results holds after
compactification, are not treated in this presentation. Since the operator σd1 is
replaced by a sum of terms including σd1−1, the recursion relation can be used to
reduce any correlators 〈σd1 · · ·σds〉 to a sum of correlators involving only puncture
operators. The dimensional requirement in equation (4.137), shows that the only
non-zero possibility on a genus zero surface is 〈PPP 〉. The recursion relation implies
〈σd1σd2σd3〉 =
∑
S=X∪Y
d1 〈σd1−1P 〉 〈Pσd2σd3〉
= d1 〈σd1−1P 〉 〈Pσd2σd3〉 . (4.162)
There is only one decomposition since S is empty. Applying the recursion relation
repeatly until di − n ≤ 0 for i = 1, 2, 3 and n ∈ N, we end with only one type of
intersection number namely 〈PPP 〉, since we define σn = 0 for n < 0.
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It might seem that there is not much to topological gravity if every genus zero
correlator reduces to products of 〈PPP 〉. When we extend to perturbed topological
gravity, other genus zero correlators can exist, and we discuss these in the next
chapter. The fact that there exist three conformal killing vectors allowing us to fix
three points on CP1, but no moduli, is illustrated by the fact that the correlator
〈PPP 〉 is the only non-vanishing contribution from a general 〈σd1 · · ·σds〉 correlator.
The situation is slightly more complicated for genus one. Here again a recursion
relation can be derived and all correlators can be reduced to one of two different
“building blocks”. We only sketch the proof for the following relation given by
Witten in [101]
〈
s∏
i=1
σdi
〉
1
=
1
24
d1
〈
σd1−1
s∏
i=2
σdiPP
〉
0
+ d1
∑
S=X∪Y
〈
σd1−1
∏
j∈X
σdjP
〉
0
〈
P
∏
k∈Y
σdk
〉
1
.
(4.163)
We indicate by 〈. . .〉1 and 〈. . .〉0 correlators in genus one and zero respectively. It
is again the degeneration of punctured surfaces in the Deligne-Mumford-Knudsen
compactification scheme that determines how a general correlator splits into the
form above. A punctured genus one surface can either degenerate as a pinched
torus resulting in a genus zero surface with a node, which is represented by the
first term of equation (4.163), or it can pinch off a sphere if any of the punctures
approaches each other. The first term represents an element in ∆0, while the last
term, describing the process where a sphere is pinched off, represents an element
in ∆1. Witten used algebraic geometry to prove equation (4.163) by choosing a
meromorphic section for the line bundle L(1) over M1,s and calculated the first
Chern class via the same techniques as used in genus zero. The numerical factor of
1/24 is explained via the details of the proof and we do not enter this discussion.
With the topological arguments Witten used to prove these relations, he could not
give results for arbitrary genus, but E. and H. Verlinde [99] derived such a result
from their approach to topological gravity. We first discuss the so-called puncture
equation which plays a special role in the following.
Consider the projection via the forgetful map π˜ :Mg,s+1 7→ Mg,s and define the
following two line bundles
L(j)
↓ (4.164)
Mg,s+1,
174 CHAPTER 4. 2D TOPOLOGICAL GRAVITY
and
L′(j)
↓ (4.165)
Mg,s.
The relation between these two bundles is significant in understanding why 〈τn〉 =
〈κn−1〉. An important result is that the first Chern class on L(i) is not just the pull
back of L′(i) via π˜. The correct result is [109, 112]
c1
(
L(j)
)
= π˜∗
(
c1
(
L′(j)
))
+ (Dj). (4.166)
Here (Dj) is the cohomology class which is dual to the divisor [Dj ]. This divisor
represents the stable curves of the type illustrated in figure (4.7) where there is a
noded surface with a genus zero branch containing the points xj , x0 and the node. If
j+11
0
j j-1x x x x
x
x
s
Figure 4.7: An element in [Dj] which becomes unstable if x0 is forgotten.
the marked point x0 is forgotten under the projection π˜ :Mg,s+1 7→ Mg,s, the genus
zero branch becomes unstable since there are only two marked points left. This is
not an allowed element inMg,s and the genus zero branch is collapsed into a point.
The forgetful map π˜ induces a map between universal curves π˜C : CMg,s+1 7→ CMg,s.
This map will not just forget x0, but must encode that resulting unstable curves
are collapsed and due to this possibility π˜C is not a fibration. The Chern class in
equation (4.166) will receive contributions from the surfaces (Dj) of the type in
figure (4.7). If the second term in equation (4.166) was not present, the intersection
number〈
σ0
s∏
j=1
σdj
〉
=
∫
Mg,s+1
1 ·
s∧
j=1
c1
(
L(j)
)dj
dj ! =
∫
Mg,s
π˜∗
 s∧
j=1
c1
(
L′(j)
)dj
dj !
 = 0,
(4.167)
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would vanish since the pull back from Mg,s can never be a top form on Mg,s+1.
The factor 1 in the first line is due to the term c1(L0)0. Only when the degener-
ated surfaces (Dj) are considered will this intersection number be non-vanishing.
When one evaluates the intersection number 〈σ0∏sj=1 σdj〉 using both terms in equa-
tion (4.166), one integrates over the positions of the marked points including that
of x0. There are s possible contributions and we consider a single term below. The
n’th cup product of the Chern class can be expressed as
c1
(
L(j)
)n
=
[
π˜∗
(
c1
(
L′(j)
))
+ (Dj)
]
∧ c1
(
L(j)
)n−1
. (4.168)
The term
(Dj) ∧ c1
(
L(j)
)n−1
= 0, (4.169)
vanishes since (Dj) corresponds to surfaces where xj is a marked point on a genus
zero branch with three marked points. This branch is conformally stable and the
fibre T ∗xjΣ0,3 over Dj in the universal curve is a fixed vector space. There are no
moduli to vary and the restriction of Lj to [Dj ] is a trivial vector bundle with
vanishing first Chern Class (recall that the characteristic classes in general are the
obstructions hindering a fibre bundle from being trivial). As long as n − 1 >
0, (Dj) will not contribute to c1(L(j))n, but for n = 1 the intersection number
〈σ0∏sj=1 σdj〉 is evaluated using (Dj) where one forgets the position of x0 which
means that π˜∗(c1(L′(j))) does not contribute and we replace dj with dj−1 according
to equation (4.168). The intersection number reduces to〈
σ0
s∏
i=1
σdi
〉
=
s∑
j=1
∫
Mg,s+1
(Dj) ∧
s∧
i=1
c1(Li)di−δij , (4.170)
and integration over the fibre of π˜ :Mg,s+1 7→ Mg,s gives the result〈
σ0
s∏
j=1
σdj
〉
=
s∑
i=1
di
〈
s∏
j=1
σdj−δij
〉
. (4.171)
This is known as the puncture equation and was first proved Dijkgraaf and Witten
in [112] by arguments similar to those given here, which are due to Deligne. Not all
details are given here and further information can be found in [109, 112]. Note that
every correlator involving σn’s with n = 0 can be reduced to a sum of correlators
with one observable less. This is a very important result in topological gravity.
It is now possible to show how the τn and κn classes are related, based on the
arguments from the previous discussion. We show how Witten could derive
〈τd1τd2〉 = 〈κd1−1κd2−1〉+ 〈κd1+d2−2〉 . (4.172)
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Consider the following example of the forgetful map
π˜i :Mg,2 7→ M(i)g,1, (4.173)
such that π˜1 forgets x1 and π˜2 forgets x2. The moduli space M(i)g,1 is the one where
xi is deleted. We need to consider the following line bundles:
L(i)
↓ with fibres: T ∗xiΣg,2 (4.174)
Mg,2,
and (due to the action of π˜i)
L′(1) L
′
(2)
↓ ↓
M(1)g,1 M(2)g,1,
(4.175)
with fibres T ∗xiΣg,1 for i = 1, 2 respectively. According to equation (4.166) we have
c1(L(2)) = π∗2
(
c1(L′(2))
)
+ (D2), (4.176)
where (D2) corresponds to the divisor [D2] in Mg,2 with a genus zero branch with
two marked points x1, x2 and a node separating the branch from the rest of the
genus g surface. As long as di > 0, L(i) will be trivial when restricted to [Di] and
one finds
〈τd1τd2〉 =
∫
Mg,2
c1(L(1))d1 ∧ π˜∗2
(
c1(L′(2))d2
)
. (4.177)
Similar to equations (4.166,4.168), we express the d1’th cupproduct of the first
Chern class as
c1(L(1))d1 =
(
π˜∗1
(
c1(L′(1))
)d1
+ (D1)
)
∧ π˜∗1
(
c1(L′(1))
)d1−1
, (4.178)
which implies that equation (4.177) changes to
〈τd1τd2〉 =
∫
Mg,2
π˜∗1
(
c1(L′(1))
)d1 ∧ π˜∗2 (c1(L′(2)))d2
+
∫
[D]≃Mg,1
π˜∗1
(
c1(L′(1))
)d1−1 ∧ π˜∗2 (c1(L′(2)))d2 . (4.179)
According to the definition of the κ classes in equation (4.141), the first term gives
a contribution 〈κd1−1κd2−1〉. The second term is a bit more tricky, since when we
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restrict ourselves to (Dj), the pull back of the Chern classes over x1 and x2 are
equal, since the line bundles L′1 and L′2 are isomorphic when restricted to (D) and
we obtain [109] ∫
[D]≃Mg,1
π˜∗1
(
c1(L′(1))
)d1+d2−1
= 〈κd1+d2−2〉 . (4.180)
This proves equation (4.172). Similar, but more complicated results hold for in-
tersection numbers for three or more individual τ classes. The difference between
the τ and κ classes is that the individual punctures not are allowed to intersect
when calculating products of τ classes due to the nature of Mg,s , while they may
collide for products of κ classes, when we integrate the position of the puncture
over the surface. This gives rise to so-called contact terms which we discuss from
the topological field theory point of view in the following discussion.
There is a slight problem with the quantum field theory representation of the ob-
servables when we work with punctured surfaces. The BRST algebra in equa-
tions (4.73,. . . ,4.81) does not respect the fact that the (super) diffeomorphisms do
not act at the marked points. There are two possibilities, either to change the
BRST algebra or to change the definition of the observables, where the latter is the
one used in the literature. The zero-form versions of the observables are redefined
as
σn(xi) 7→ σn(xi)cα(xi)δ (φα(xi)) ≡ σn(xi) · P (xi). (4.181)
The expectation value〈
s∏
i=1
σdi(xi)
〉
=
∫
D[B0,Φ, χ0, ψ, bαβ, cα, Bαβ , φα]e−Sq
s∏
i=1
σdi(xi)c
α(xi)δ(φ
α(xi)),
(4.182)
is evaluated by expanding the part of the action Sq(c) which has terms depending
on c, and the rules of grassmann integration∫ ∏
x∈Σg
dcα(x) c(xi) (1 + Sq(c)) =
∫ ∏
x∈Σg\xi
dcα(x) e−Sq, (4.183)
ensure that the diffeomorphisms do not act at xi. The delta functions δ(φ
α) ensure
that the super diffeomorphisms do not act at points where the diffeomorphisms
do not act. The redefinition in equation (4.181) also offers an explanation of why
σ0 6= 1, since
σ0(xi) = (φ0(xi))
0 · cα(xi)δ (φα(xi)) = 1 · P (xi), (4.184)
such that (φ0(xi))
0 = 1 as expected. This expression for the puncture operator
relates to the string theory concept of “picture changing”. In string theory vertex
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operators can be viewed in two different pictures, either as operators which are inte-
grated over the world-sheet or as operators which are considered at a fixed position.
These so-called zero and minus one pictures also apply for this representation of the
observables in topological gravity. If one wants to calculate intersection numbers
〈σd1 · · ·σdn〉 in the topological field theory, instead of using topological arguments
like Witten, the approach by E. and H. Verlinde has an advantage. Since the ac-
tion is conformally invariant, the powerful methods of conformal field theory can
be applied. If the topological ghost ψi is viewed as a superpartner to Ai and not
just as another ghost due to the enlarged gauge symmetry, methods from super-
string theory can be applied. By this approach E. and H. Verlinde define a general
correlator
〈σn1 · · ·σns〉 ≡
∫
Mg
∫
M˜g
e−S
s∏
i=1
eqiB0(xi)
∫
Σg
σ(2)ni , (4.185)
as the integral over commuting moduli Mg and anti-commuting M˜g moduli to-
gether with integrated two-form versions of the observables. The presence of anti-
commuting moduli relies on the existence of superpartners to the zwei-beins, which
corresponds to having a supermetric. Instead of integrating over anti-commuting
moduli one can insert 3g − 3 fermionic operators Gi, defined as the convolution
between the Beltrami differentials µi and the supercurrents for the superconformal
transformations, generated by the superpartner of the stress-energy tensor. Both
the stress-energy tensor and its partner consist of a Liouville- and a ghost sector.
The Beltrami differentials µi are dual to the moduli mi, for i = 1, . . . , 3g − 3. We
do not wish to enter into the details of all these technicalities from superstring the-
ory, but present the overall ideas. The detailed form of equation (4.185) written
as equation (4.13) in [99], should include several terms not written, which are only
mentioned in the text. The missing terms are four delta functions restricting the
b, b, B,B integrations to exclude zero modes and ensure the correct overall ghost
number. The central point is that when the puncture operator is inserted at a point,
two b and two B zero modes are created due to the need of balancing the ghost
number budget. These zero modes relate to two real commuting moduli together
with two real anti-commuting moduli. The first two arise when fixing the point
under diffeomorphisms and the last two for fixing the superdiffeomorphisms. The
complex dimension of Mg,s is 3g − 3 + s where s is the number of punctures, but
the counting of anti-commuting supermoduli parameters are in excess compared to
Mg,s , since Mg,s is the space of commuting moduli. Hence these anti-commuting
moduli should be integrated away when performing the path integral and at the
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same time the B zero modes must be projected out by insertion of a delta function.
This is what is known as the operation of picture changing. If we were to write
equation (4.185) in the minus one picture, we would include products of zero-form
observables such that∫
Mg
3g−3∏
i=1
d2mi . . .
s∏
j=1
∫
d2z σ(2)nj 7→
∫
Mg,s
3g−3∏
i=1
d2mi . . .
s∏
j=1
∫
d2z dθdθ σ(0)nj (xj),
(4.186)
where mi are commuting moduli parameters. In the zero picture z, z are taken as
the integration measure for the integral over Σg, but in the minus one picture z, z
are the real moduli for the coordinates of the puncture and θ, θ are the supermoduli
(or super coordinates of the puncture). The supermoduli are removed by insertion
of a delta function in the so-called picture changing operator Π(z, z) and the real
moduli z, z are included in the integration measure on Mg,s
∫
Mg,s
3g−3∏
i=1
d2mi . . .
s∏
i=1
∫
d2zσ(0)ni (xi) =
∫
Mg,s
3g−3∏
i=1
d2mi
s∏
j=1
d2zj . . .
s∏
k=1
σ(0)nk (xk),
(4.187)
representing the commuting moduli of the puncture.
The picture changing operator maps effectively σ(0)n into σ
(2)
n , by projecting out
the 2s zero modes in B and B, leaving us with the 2s commuting moduli which we
can interpret as part of the measure on Mg,s or as the measure for the world-sheet
integration. It should be stressed though, that this transformation between σn and
σ(2)n ignores some complications which may arise due to compactification of moduli
space.
Related to the question of picture changing, is the choice of where to insert the
vertex operators e−qiB
0(xi). If one considers the minus one picture and expresses the
expectation value in terms of the zero-form observables, then one takes the vertex
operators to be at the same position as σn(xi). This choice led E. and H. Verlinde
to redefine the observable4
σ˜n(xi) ≡ σn(xi)e 23 (n−1)B˜0(xi). (4.188)
The B˜ signals that the original vertex operator is replaced by a BRST invariant op-
erator, whose explicit form can be found in [99]. The expectation value 〈σn1 · · ·σns〉
4E. and H. Verlinde [99] used a different sign convention for the vertex operators, compared to
our definition, such that the sign of the total curvature is changed.
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is only non-vanishing if the observables form a top form on moduli space, which
happens if
s∑
i
(ni − 1) = 3g − 3. (4.189)
According to the definition in equation (4.97) σn should have ghost number 2n,
but the puncture operator has ghost number −2, from the anti-commuting moduli,
and we get a total ghost number 2n − 2. There has been some confusion in the
literature regarding the ghost number of the zero-form observable σ(0)n and the two-
form observable σ(2)n . Witten’s approach in [101] is that σ
(2)
n has ghost number
2n − 2 and σ(0)n has 2n, as we also would expect from the definition of σ(0)n and
the descent equations (4.98,. . . ,4.100). But since the zero-form is considered at a
marked point according to the redefinition in equation (4.181), we should subtract 2
from its ghost number. Hence the redefined zero-form operator σn 7→ σn ·P has the
same ghost number as the two form σ(2)n . This confusion is related to the question
of whether one should integrate over the position of the observable or not!
In the author’s opinion this situation is unsatisfactory. Many times one encoun-
ters calculations where zero-form and two-form observables are interchanged during
the same calculation and it is difficult to know exactly when one is considering the
one or the other. From the topological point of view advocated by Witten, this
relates to the difference between the τn classes and the κn classes. In that frame-
work one always knows whether one is considering the one or the other type of
cohomology classes, simply from the difference between Mg and Mg,s , but in the
topological field theory representation of these observables the situation is not so
clear.
We note that the definition of the two-form observables signals that they may
be identified with the κ classes, just as the τ classes are related to the zero-form
observable. The definition of the κ classes in equation (4.141) as the integrated first
Chern class, is equivalent to the integral over the Euler class, which defines σ(2)
in equation (4.109). The only difference lies in whether to view Σg as a complex
or real manifold. The κn and σ
(2)
n are the cup product of these integrated closed
forms. In relation to punctures both the κn and the σ
(2)
n classes are defined when the
punctures are integrated away, which allows for the appearance of contact terms.
In this sense the roles played by these closed forms are equivalent, but even though
the intersection theory of the τ and κ classes are equal, there are relations as in
equation (4.172) between their intersection numbers. Therefore when we include
the possibility of curves becoming unstable, due to the integration over the positions
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of the punctures, we can not have a direct 1 − 1 map between σn and σ(2)n in the
picture changing formalism as advocated in [99]. When we take products of σn or
τ observables the punctures are not allowed to coincide while they may coincide
for products of σ(2)n or κ observables due to the integration over their position. We
now show how the contact terms give rise to a relation between the redefined σn
observables.
In order to give the recursion relation for general genera, derived in [99] one
can consider the ghost number of 〈σn〉 as 2n− 2, either following the definition in
equation (4.185) or by subtracting 2 due to keeping the position fixed (i.e. by being
in the minus one picture). Since the total (integrated) curvature must be 2g − 2,
E. and H. Verlinde distributed the curvature in 2
3
(ni − 1) units at each curvature
singularity, in the exponent of the vertex operator. This explains the definition
in equation (4.188). When one integrates over the position of a σ(0)n1 (x1) operator
there will be contributions when
∫
dx1 hits the position of another operator, say
σ(0)n2 (x2). This is what E. and H. Verlinde denote as “contact term” contributions.
The compactification of Moduli space forbids the points to coincide and the result
of the integration of the x1 position in a general correlator is of the form [99]〈
σ˜n1
s∏
i=2
σ˜ni
〉
Uj
=
s∑
j=2
1
3
(2nj + 1)
〈
σ˜n1+nj−1
∏
i6=j
σ˜ni
〉
, (4.190)
where Uj are local neighbourhoods around the positions of the xj of the remaining
s − 1 observables. The form of these contributions is very much like that of the
puncture equation (4.171) and the changed numerical pre-factor is due to the redef-
initions of the observables. The result in equation (4.190) holds for arbitrary genus.
There are also terms which results from integrating over a node, representing both
the degenerations in ∆0 and ∆i. The main result is the recursion relation for a
genus g correlator [99]〈
σ˜n+1
s∏
i=2
σ˜ni
〉
=
s∑
j=2
1
3
(2nj + 1)
〈
σ˜n+nj
∏
i6=j
σ˜ni
〉
+ α
n∑
k=1
(
β
〈
σ˜k−1σ˜n−k
s∏
i=1
σ˜ni
〉
+
∑
S=X∪Y
〈
σ˜k−1
∏
i∈X
σ˜ni
〉〈
σ˜n−k
∏
j∈Y
σ˜nj
〉)
. (4.191)
Several comments should be made at this point. The above correlators are assumed
to have a genus expansion
〈· · ·〉 =∑
g
λ2g−2〈· · ·〉g, (4.192)
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where λ is the so-called string-coupling constant. The first term in equation (4.191)
is the contribution from the contact terms while the last terms represent the con-
tributions from the ∆0 and ∆i degenerations. Clearly the last term represents the
degeneration of the surface into contributions from two blobs separated by a node.
There will be one of each type of the three terms per genus. The parameters α, β
are constants, which include the value of λ. The proof of this recursion relation
is based on the so-called contact term algebra, which was derived in [99]. From
general arguments the expectation value 〈σn+1∏si=2 σni〉 should not depend on the
orders in which the integrations over the positions of the observables are done, and
this requirement can by fulfilled by letting the contact terms obey a certain algebra,
which actually is a subalgebra of the Virasoro algebra. The proof is not based on
actual computation of the individual terms, but on a mixture of topological argu-
ments and string theory techniques. It is clear from the form of equation (4.191)
that the compactification scheme is central to the derivation of this result. The no-
tation σn+1
∏s
i=1 σni is chosen due to the connection between this recursion relation
and a similar relation for matrix model observables, which we discuss in the next
chapter.
According to the genus g recursion relation in equation (4.191), a general expec-
tation value will reduce to sums of products of two different types of building block,
namely 〈PPP 〉g=0 and 〈σ1〉g=1, where the genus zero contribution is normalized
such that
〈PPP 〉g=0 = 1, (4.193)
and the genus one contribution is normalized/calculated to be
〈σ1〉g=1 =
1
12
. (4.194)
The genus one contribution signals that there is one modulus together with one
conformal killing vector in genus one and that one thus can fix the position of
one operator, namely σ1. This operator is known as the dilaton operator, since
it according to the definition of the expectation value in equation (4.185), is the
integral of the Euler class over the surface. Hence one expects the result〈
σ1
s∏
i=1
σdi
〉
= (2g − 2 + s)
〈
s∏
i=1
σdi
〉
, (4.195)
known as the dilaton equation [109]. This operator measures the (minus)Euler
number of the punctured surface. But for genus one, the special result in equa-
tion (4.194) applies.
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If we consider σ(2)n to be related to the κ classes, we should expect relations as in
equation (4.166) between σn and σ
(2)
n correlators. But it is not clear how to prove
such relations, even though equation (4.191) in principle gives such a result. The
reason is that the definition of the expectation values used in equations (4.190,4.191)
is not the same as given in equation (4.185), but instead of the form
〈σ˜d1 · · · σ˜ds〉 =
∫
Mg
∫
Σ
d2x1 · · ·
∫
Σ
d2xs 〈σ˜n(x1) · · · σ˜n(xs)〉 . (4.196)
In this definition the position of the zero-form observable σ˜n is integrated, such
that the measure d2xi is viewed as a world-sheet measure instead of a part of the
measure on moduli space. If the recursion relation instead had been proven using
the definition of the correlators in equation (4.185) we could test the relation in
equation (4.172). Since the arguments leading to the recursion relation in equa-
tion (4.191) are rather complicated, it is not obvious how to rewrite it using the
definition in equation (4.185).
We conclude this discussion by stressing the similarity between the topological
definition of the Mumford-Morita-Miller classes κn and the integrated two-form
version of the observables in topological gravity. We have not been able to test the
relation derived by Witten between τ and κ classes, in terms of the local observables
due to the use of different definitions at crucial stages in [99]. If one could use
the two-form versions to calculate the intersection numbers in the topological field
theory, one should be careful to control the contributions from integration over
regions close to the nodes of the surfaces to avoid infinities. The emergence of
contact terms has also been discussed from a slightly different point of view in a
series of papers by Becchi, Collina and Imbimbo [113, 114, 115]. In these papers
the appearance of contact terms are related to the Gribov problem. It is argued
that the closed forms defining the observables fail to be globally defined forms on
moduli space, and that one instead should relate the forms in different local patches
of moduli space to define a global form. This relates also to the question of whether
the observables depend on the gauge fixing we perform to calculate the path integral.
By applying so-called Cˇhec-De Rham cohomology, a globally defined form replaces
the locally defined versions of the observables and the Ward identities, which relate
to the differences between local gauge choices, determine the contact terms between
the local observables. We do not enter these discussions, but instead change to the
more physically interesting theory of perturbed topological gravity and its relation
to two-dimensional quantum gravity in the next chapter.
5 2D Topological Quantum
Gravity
This chapter is devoted to discussing the surprising fact, that two-dimensional topo-
logical gravity, in the form of a perturbation of the theory presented in the last
chapter, and two-dimensional quantum gravity, in the form of the matrix model
representation of non-critical string theory, are identical in the continuum limit.
We discuss this result from various points of view and present the main results
based on the work by Ambjørn, Harris and the author [116]. The chapter is or-
ganized as follows. First the perturbed theory of topological gravity is introduced
and the multi-critical behaviour of correlators is discussed. The string equation and
aspects of KdV-theory are introduced together with the work of Kontsevich. Next
follows a brief introduction to discrete and continuum aspects of the matrix model
approach to quantum gravity. This includes the Ward identities and Virasoro con-
straints, leading to matrix model versions of the recursion relation derived at the
end of the previous chapter. Finally we discuss the most important results in [116].
5.1 Perturbed Topological Gravity
It is possible to perturb or deform pure topological gravity by introducing a set of
parameters (t0, t1, . . .) representing coupling constants. We can chose any version
of the quantum action for the following discussion and will just denote it Sq. The
only important thing is that the action should be BRST exact. Since the various
observables are BRST closed, it is possible to add one or more observables to the
action as below ∫
e−Sq 7→
∫
e−Sq+
∑
i
ti
∫
Σ
σ
(2)
ni . (5.1)
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Since the observables are BRST closed the total action will still be BRST invariant,
but it fails to be BRST exact and therefore does not satisfy the requirement for
defining a Witten type TFT. But the damage is not so big, since we only add
BRST invariant terms. Here we have chosen to add the two-form observables, but
the zero-form observables are just as good. Also, at this point there has been some
uncertainty regarding the transformations between the different type of invariants,
but this discussion offers no new insight at this stage. Later we discuss some new
developments in that direction.
To be in agreement with the conventions in [116] we will use the following
definitions 〈∏
i
σdi
〉
≡
∫
D[X]e−Sq ∏
i
σdi , (5.2)
and 〈∏
i
σdi
〉
V
≡
∫
D[X]e−Sq+V ({σ})∏
i
σdi . (5.3)
The V ({σ}) symbolise the notation of a potential added to the action, with
V ({σ}) =
∞∑
n=0
tnσn, (5.4)
being the most general choice. We use this general potential and specify special
situations by setting several of the coupling constants ti to vanish. Especially one
can study critical behaviour, by choosing a point ti in the infinite dimensional
space of coupling constants, such that as a function of ti (for all other tj ’s fixed)
the expectation values are all powers of ti. Such critical points are labelled by an
integer k.
The partition function of the perturbed theory can be expressed in terms of
correlators in pure topological gravity, by expanding the action in the coupling
constants to obtain
〈1〉
V
≡
〈
exp
 ∞∑
j=0
tjσj
〉
V=0
=
∞∑
n0=0
∞∑
n1=0
· · ·
 ∞∏
j=0
t
nj
j
nj !
〈 n0−times︷ ︸︸ ︷σ0 · · ·σ0 n1−times︷ ︸︸ ︷σ1 · · ·σ1 · · ·
〉
V=0
=
∞∑
n0=0
∞∑
n1=0
· · ·
 ∞∏
j=0
t
nj
j
nj !
 〈σn00 σn11 · · ·〉V=0 , (5.5)
where we in the last step introduce a shorthand notation σnii for ni copies of σ
(0)
i .
Most of the terms in equation (5.5) will be zero, since the correlator should corre-
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spond to a top form on moduli space. That is, the total ghost number should add
up to the dimension of moduli space.
The simplest choice t0 6= 0 and ti = 0 for i = 1, 2, . . . is known as the k = 1 model
and it has played a special role in the development of the theory. The potential is
of the form V = t0P (x0) and a general correlator will be of the form
〈
n∏
i=1
σdi
〉
V
=
∞∑
r=0
tr0
r!
〈(
n∏
i=1
σdi
) r−times︷ ︸︸ ︷
PP · · ·PP
〉
V=0
. (5.6)
Even though we face an infinite sum, there will only be one contribution to the sum
from every fixed genus of the underlying surface Σg. The total ghost number for
the σdi operators is 2
∑
i(di − 1) and −2r from the puncture operators. Since the
total number of marked points is s = n+ r, there can only be contributions to the
sum when
r =
n∑
i=1
(di − 1)− (3g − 3), (5.7)
which makes the total ghost number add up to the dimension 3g−3+s ofMg,s . A
genus expansion of a fixed correlator of the form in equation (5.6) receives only one
contribution per genus, namely the one where r satisfies equation (5.7). According
to the genus zero recursion relation in equation (4.153), a general correlator can
be reduced to calculating expectation values of products of puncture operators.
In pure topological gravity the only genus zero contribution is 〈PPP 〉, which is
usually normalized to the value one. In the k = 1 model, equation (5.6) shows that
the non-vanishing genus zero correlators involving only puncture operators are as
follows:
〈1〉V =
t30
3!
〈PPP 〉V=0 =
t30
6
, (5.8)
〈P 〉V =
t20
2!
〈PPP 〉V=0 =
t20
2
, (5.9)
〈PP 〉V =
t10
1!
〈PPP 〉V=0 = t0, (5.10)
〈PPP 〉V =
t00
0!
〈PPP 〉V=0 = 1, (5.11)
while all genus zero correlators with four or more puncture operators will vanish
〈 (r≥4)−times︷ ︸︸ ︷
PP · · ·PP
〉
V
= 0. (5.12)
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In the following discussion we will restrict ourselves to genus zero unless otherwise
specified. Dijkgraaf has given the following useful result [117]〈
s∏
i=1
σdi
〉
=
(
s∑
i=1
di
)
! δ
(
3 +
s∑
i=1
(di − 1)
)
, (5.13)
by repeated use of the puncture and dilaton equations. We have changed the nor-
malization of his result, such that it corresponds to that of chapter 4. Note that
the correlator depends only on the total ghost number
∑
i di of all the observables
together with the total number of punctures s.
From this we see that the partition function in equation (5.5) can be written as
〈1〉V =
∞∑
n0=0
∞∑
n1=0
· · ·
 ∞∏
j=0
t
nj
j
nj!
( ∞∑
k=0
knk
)
! δ
(
3 +
∞∑
k=0
(k − 1)nk
)
. (5.14)
This is the starting point for one of the important results in [116]. We now show
how the partition function in equation (5.14), and hence any correlator, derived
by differentiating the partition function with respect to the couplings ti, can be
expressed as a contour integral of a type similar to expressions known in matrix
models. This leads to an identification between the theories, discussed later in this
chapter.
We define the potential V as
V (z) =
∞∑
i=0
tiz
i, (5.15)
where z is a complex variable, with zn playing the role of σn. The pre-factor to the
delta function in equation (5.14) can be written in an economical manner
eV (λz)/z =
∞∑
n0=0
(t0)
n0
n0!zn0
∞∑
n1=0
(t1)
n1
n1!
λn1
∞∑
n2=0
(t2)
n2
n2!
zn2λ2n2
∞∑
n3=0
(t3)
n3
n3!
z2n3λ3n3 · · ·
=
∞∑
n0=0
∞∑
n1=0
· · ·
[
(t0)
n0
n0!
(t1)
n1
n1!
· · ·
]
z(−n0+n2+2n3+···)λ
∑
∞
j=0
jnj . (5.16)
The exponent of λ is clearly related to (
∑
k knk)! in equation (5.14), and it can be
brought to this form by differentiating repeatly with respect to λ and afterwards
setting λ to zero
[
1 +
∂
∂λ
+
∂2
∂λ2
+ · · ·
]
λ
∑
∞
j=0
jnj
∣∣∣∣∣
λ=0
=
(
1− ∂
∂λ
)−1
λ
∑
∞
j=0
jnj
∣∣∣∣∣
λ=0
=
 ∞∑
j=0
jnj
!,
(5.17)
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using that the sum over the λ-derivatives forms a formal geometric series. With the
pre-factor to the delta function contained in(
1− ∂
∂λ
)−1
eV (λz)/z
∣∣∣∣∣
λ=0
, (5.18)
we can find a way to isolate the term z−3, such that the delta function constraint is
satisfied. This is done by expressing the partition function as the following contour
integral around the origin
〈1〉V =
[(
1− ∂
∂λ
)−1
1
2πi
∮
origin
dz z2e
V (λz)
z
]
λ=0
. (5.19)
Next we perform a series of manipulations to find a more convenient form for the
partition function. First perform the substitution z′ = λz and then relabel the
dummy integration variable z′ back to z to obtain
〈1〉V =
[(
1− ∂
∂λ
)−1
1
2πi
∮
origin
dz
λ3
z2e
λV (z)
z
]
λ=0
. (5.20)
Next we expand the exponential and pull out the sum
∑∞
r=0 λ
r−3 in front of the
integral
〈1〉V =
1
2πi
[(
1− ∂
∂λ
)−1 ∞∑
r=0
λr−3
∮
origin
dz z2
(
λV (z)
z
)r
1
r!
]
λ=0
.
=
1
2πi
∞∑
r=0
(r − 3)!
∮
origin
dz z2
(
λV (z)
z
)r
1
r!
, (5.21)
where we have evaluated the λ-derivatives in the last step. The terms for which
r < 3 will only produce positive powers of z and the contour integral will vanish.
Hence we start the sum at r = 3 and cancel out the factorials to obtain
〈1〉V =
1
2πi
∞∑
r=3
∮
origin
dz z2
(
V (z)
z
)r
1
r(r − 1)(r − 2) . (5.22)
At this stage it is convenient to make the substitution V 7→ βV , where β is a
constant parameter introduced such that differentiating three times with respect to
β cancels the denominator r(r− 1)(r− 2). Next we relabel r′ = r − 3 and find the
relation
∂3
∂β3
〈1〉βV =
1
2πi
∞∑
r′=0
∮
origin
dz z2
(
V (z)
z
)r′+3
βr
′
=
1
2πi
∮
C
dz V (z)3
1
(z − βV (z)) , (5.23)
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since the r′ sum constitutes a geometric series. We require that∣∣∣∣βV (z)z
∣∣∣∣ < 1, (5.24)
ensuring that the denominator does not vanish. The contour C should be deformed
such that this requirement holds and we assume this can be done. We want to
eliminate the auxiliary parameter β and do so by integrating three times with
respect to β and then setting β = 1, before we evaluate the contour integral. After
the three-fold integration and dropping analytic terms in the integrand, we obtain
the final result for the partition function with a general potential
〈1〉V = −
1
2
1
2πi
∮
C
dz
(
z − V (z)
)2
ln
(
1− V (z)
z
)
. (5.25)
This expression was first presented in [116] and as we discuss later in this chapter,
it offers a new possibility to investigate the relation between perturbed topological
gravity and matrix models.
We use equation (5.25) to express the partition function at certain critical points.
For a suitable choice of the coupling constants (t0, t1, . . .) the contour integral has
a cut on the real axis, from the origin at z = 0 to a point z = u. The point u is
defined by the equation u = V (u):
u = t0 +
∞∑
k=1
tku
k, (5.26)
which allows one to express u as a function of t0 for fixed values of the remaining
tk (k > 1) parameters. Equation (5.26) is known as the genus zero string equation
in two-dimensional quantum gravity, were it plays a central role in expressing the
genus zero structure.
Consider the k = 1 model, which corresponds to the potential
V (z) = t0 + t1z, (5.27)
where we have included a t1 contribution, which at first hand disagrees with the
previous description of the k = 1 model. It reflects that not only the puncture
operator, but also the dilaton operator have been added to the BRST exact action.
However the only role of the dilaton operator is to measure the Euler number of
the Riemann surface, through its action in the dilaton equation (4.195), and one
can add this operator to the potential for free.
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The partition function based on the potential in equation (5.27) reads
〈1〉V = −
1
2
1
2πi
∮
C
dz
(
(1− t1)z − t0
)2
ln
(
(1− t1)z − t0
z
)
, (5.28)
which has a cut on the real axis from zero to the point t0/(1 − t1) due to the
logarithm. By letting the contour enclose the cut in a anticlockwise manner, the
logarithm contributes a factor (−2πi) which cancels part of the pre-factor to the
integral, and we find
〈1〉V =
1
2
∫ t0/(1−t1)
0
dx
[
(1− t1)x− t0
]2
=
1
6
t30
1− t1 . (5.29)
Note that the t1 contribution just gives a geometric series, reflecting that the dilaton
operator leaves the remaining operators unchanged. The factor t30/6 is in direct
correspondence with the result in equation (5.8), illustrating the presence of the
three conformal killing vectors on C∞ .
The k = 2 model is especially interesting, since it is known to correspond to pure
gravity in the matrix models. The simplest choice of potential is
V (z) = t0 + z − z2, (5.30)
which is the first example of the choice of coupling constants made in the literature,
for the k’th multi-critical point
t0 6= 0, , t1 = 1, tk = −1. (5.31)
For the k = 1 model there is a problem since t1 should be both plus and minus one.
This reflects the fact that the k = 1 model plays a special role and we note also that
the result in equation (5.29) is singular for t1 = 1. In some aspects this model is
too trivial to be included in the general setting of multi-critical models since it has
a trivial scaling behaviour. We will return to this fact several times in this chapter.
The k = 2 partition function reads
〈1〉V = −
1
2
1
2πi
∮
C
dz
(
z2 − t0
)2
ln
(
z2 − t0
z
)
. (5.32)
We must study the cut structure for the logarithm:
ln
(
z2 − t0
z
)
= ln(z +
√
t0) + ln(z −
√
t0)− ln z, (5.33)
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while enforcing |V (z)/z| < 1, and we find two cuts on the real line, namely from
minus infinity to −√t0 together with a cut from zero to plus
√
t0. We enclose the
contour C around the latter in an anticlockwise direction to find
〈1〉V = −
1
2
1
2πi
∫ √t0
0
dx(x2 − t0)2(−2πi)
=
4
15
t
5/2
0 . (5.34)
The exponent 5/2 is in agreement with the partition function of pure two-dimensional
quantum gravity [97], since this is known to scale like t
2−γstring
0 , with γstring = −1/2
known as the string susceptibility for pure gravity and t0 being identified with the
cosmological constant Λ. We return to this identification later in this chapter.
The general k’th multi-critical model is described by the potential
V (z) = t0 + z − zk, (5.35)
in agreement with equation (5.31). The partition function reads
〈1〉V = −
1
2
1
2πi
∮
C
dz
(
zk − t0
)2
ln
(
zk − t0
z
)
, (5.36)
where the cut structure of course will depend on the specific choice of k. There will
be several cuts, not all on the real line, from plus/minus infinity and into a certain
point in the complex plane. But there will always be a cut on the real line from
zero to t
1/k
0 which the contour is chosen to enclose. This is due to the singularities
at z = t
1/k
0 w, where w is the k’th root of unity. The final result is
〈1〉V =
1
2
∫ t1/k0
0
dx(xk − t0)2
=
t
2+1/k
0
(2 + 1/k)(1 + 1/k)
. (5.37)
Note that the partition function scales with the exponent γstring = −1/k. This also
signals that k = 1 is a special choice, since γstring = −1 in this model and the
partition function does not have any critical behaviour.
Next, we derive closed expressions for various correlators in perturbed topo-
logical gravity using the contour integral representation and discuss their critical
behaviour. The one-point 〈σl〉 function is derived by differentiating the partition
function with respect to the coupling constant tl and we find
〈σl〉V =
∂
∂tl
[
−1
2
1
2πi
∮
C
dz
(
z − V (z)
)2
ln
(
z − V (z)
z
)]
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= −1
2
1
2πi
∮
C
dz
[
2
(
z − V (z)
)(
−∂V (z)
∂tl
)
ln
(
z − V (z)
z
)
+
(
z − V (z)
)2 (−∂V (z)
∂tl
)
(z − V (z))
]
=
1
2πi
∮
C
dz zl
(
z − V (z)
)
ln
(
z − V (z)
z
)
, (5.38)
where the second term in the second line contributes only an analytical term to the
integrand, which can be discarded. For the k’th multi-critical model the one-point
function reads
〈σl〉V =
1
2πi
∮
C
dz zl
(
zk − t0
)
ln
(
zk − t0
z
)
, (5.39)
where the potential is of the form V (z) = t0+ z− zk. The cut structure is the same
as for the k’th multi-critical points for the partition function and we find
〈σl〉V = −
∫ t1/k0
0
dx xl
(
xk − t0
)
=
t
1+(l+1)/k
0
(l + 1)(1 + (l + 1)/k)
. (5.40)
The two point function 〈σl1σl2〉 is found by taking the derivative of 〈σl1〉 with respect
to tl2 .
〈σl1σl2〉V = −
1
2πi
∮
C
dz zl1+l2 ln
(
z − V (z)
z
)
=
∫ u
0
dx xl1+l2, (5.41)
For the k’th multi-critical model we set u = t
1/k
0 and find
〈σl1σl2〉V =
t
(l1+l2+1)/k
0
l1 + l2 + 1
. (5.42)
In the special case where l1 = l2 = 0 equation (5.42) reduces to the important result
u = 〈PP 〉V . (5.43)
Obviously, the three-point function is the derivative of the two-point function
with respect to tl3
〈σl1σl2σl3〉V =
1
2πi
∮
C
dz
zl1+l2+l3
z − V (z) (5.44)
=
∂
∂t0
[
− 1
2πi
∮
C
dz zl1+l2+l3 ln
(
z − V (z)
z
)]
. (5.45)
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In the last step we use that ∂V (z)/∂t0 = 1 to see that
∂
∂t0
[
ln
(
z − V (z)
z
)]
=
−1
(z − V (z)) . (5.46)
The higher n-point functions generalize the form of the three-point function. The
s-point function reads〈
s∏
i=1
σli
〉
V
=
(
∂
∂t0
)s−2 [−1
2πi
∮
C
dz zl1+···+ls ln
(
z − V (z)
z
)]
=
(
∂
∂t0
)s−2
uL+1
(L+ 1)
,
(5.47)
where
L ≡
s∑
i=1
li. (5.48)
The k’th multi-critical model is described by setting u = t
1/k
0 , which leads to the
result 〈
s∏
i=1
σli
〉
V
=
(
∂
∂t0
)s−2
t
(L+1)/k
0
(L+ 1)
. (5.49)
The results for the partition function and the general s-point correlator in the
k’th multi-critical model reproduce those presented by Witten in [101], but in con-
trast to the derivation given there, we do not have to guess any numerical constants.
It is possible to express the puncture and string equations as differential equa-
tions for the partition function in the perturbed theory. The equation
∂
∂t0
〈1〉V =
t20
2
+
∞∑
i=0
(i+ 1)ti+1
∂
∂ti
〈1〉V , (5.50)
corresponds to a recursion relation in term of σi operators. By acting with ∂/∂t0
on both sides of the equality sign of equation (5.50)
〈PP 〉V = t0 +
∞∑
i=0
(i+ 1)ti+1 〈Pσi〉V = t0 +
∞∑
j=1
j tj 〈Pσj−1〉V = t0 +
∞∑
j=1
tju
j, (5.51)
we obtain the string equation given in equation (5.26). In the last step we have
applied equation (5.41). If we once again differentiate with respect to t0 on both
sides of equation (5.50) and there after set ti = 0 for i > 0 we obtain the result [112]
〈PPP 〉V = 1, (5.52)
of equation (5.11). If we act with
s−1∏
i=1
∂
∂ti
, (5.53)
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on both sides of equation (5.50) to pull down a product of σdi ’s from the exponential,
we obtain the puncture equation (4.171)〈
P
s−1∏
i=1
σdi
〉
V
=
s−1∑
j=1
dj
〈
σdj−1
s−1∏
i6=j, i=1
σdi
〉
V
, (5.54)
combined with the intial condition 〈PPP 〉V = 1. In this way, the genus zero string
equation is identified with the t0-derivative of the puncture equation.
At this stage we turn to a presentation of some results in two-dimensional quan-
tum gravity, which we will need in order to discuss the identification between the
theories.
5.2 2D-Quantum Gravity
In this section we discuss some important results of two-dimensional quantum grav-
ity, relevant for the comparison with perturbed topological gravity. The quantum
theory of gravity in two dimensions has been studied in hundreds of papers through
more than a decade. In this limited amount of space, we only scratch the surface
of this vast material. There are several approaches to quantum gravity including:
Liouville gravity, matrix models and dynamical triangulations. These are not inde-
pendent approaches, in particular the matrix models and dynamical triangulation
models are closely related, as explained below. All the results derived in Liouville
gravity have so far been in correspondence with the results of the matrix models,
but Liouville theory does not have the same predictive power as the other two
approaches.
5.2.1 The Hermitian Matrix Model
In this section we primarily follow [118]. The traditional approach to Euclidean
quantum gravity is to write down the formal path integral
Z =
∫ D[gαβ]
Vol(Diff(Σg) )
exp
(
−
∫ √
g(
R[g]
4πG
+ Λ)
)
, (5.55)
where we have included the gravitational coupling G. In order to calculate this
integral, one possibility is to introduce a reparametrization invariant cutoff [118],
to make the integral well-defined. This is the idea behind the theory of dynamical
triangulation. The cutoff is taken by building up the surfaces using small equilateral
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triangles with edge length a. Since a closed surface can be built in many different
ways by gluing triangles, the integration over inequivalent metrics turns out to
correspond to a sum over inequivalent (abstract) triangulations T . In this approach,
a triangulation corresponds to a diffeomorphism equivalence class of metrics. The
path integral is discretized such that
Z[Λ, G] =
∫ D[gαβ]
Vol(Diff(Σg) )
e−
∫ √
g(
R[g]
4piG
+Λ) → Z[Λ, G] = ∑
T∈T
e−ΛNT+χ(T )/G, (5.56)
where we sum over all classes of abstract triangulations. NT is the number of
triangles, and χ is the Euler-Poincare´ characteristic of the triangulated surface. In
order to control the contributions from different topologies we rewrite the partition
function as a sum of triangulations of fixed genus plus a sum over genus:
Z[Λ, G] =
∞∑
g=0
e(2−2g)/G
∑
K
e−ΛKN (K, g), (5.57)
where χ = 2 − 2g and N (K, g) is the number of triangulations of fixed genus g,
built from K triangles. There is an exponential bound on N (K, g) [118] and the
partition function is well defined for fixed topology
Zg[Λ, G] = e
(2−2g)/G∑
K
e−ΛKN (K, g), (5.58)
where the sum over genus is not well-defined due to an exponential growth of the
number of triangles. The critical cosmological constant Λc is the lowest value of
Λ, for which the partition function in equation (5.58) is convergent. This value
is independent of the genus and by approaching the critical value from above, it
is possible to obtain a continuum limit [118]. The limit a → 0, i.e. removing
the cutoff, corresponds to approaching the continuum theory. In the matrix model
approach, we can automatically calculate how many different ways we can combine
a fixed number of triangles to create a closed manifold. Consider a triangulation
where we label the vertices of the i’th triangle with the numbers αi, βi, γi. To each
edge we assign a hermitian N × N matrix φαiβi, which makes it possible to assign
a factor
φαiβiφβiγiφγiαi = trφ
3, (5.59)
to every oriented triangle. The process of gluing two triangles together along an
edge, is represented as the Wick contraction of two hermitian matrices of the form
φα1β1φα2β2 as illustrated in figure (5.1). The gaussian matrix integral
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Figure 5.1: (A) Assigning indices to a triangle. (B) Gluing along a link.
〈
φαiβiφαjβj
〉
≡
∫
Dφe− 12 |φαβ |2φαiβiφαjβj = δαiβjδβiαj , (5.60)
represents the Wick contraction corresponding to the gluing of two triangles. The
measure consists of the product of the real and the imaginary part of the matrices
Dφ ≡ ∏
α≤β
d (Reφαβ)
∏
α<β
d (Imφαβ) , (5.61)
since the diagonal elements are required to be real for a hermitian matrix. In this
sense the integral ∫
Dφe− 12 |φαβ |2 1
K!
(
trφ3
)K
, (5.62)
corresponds to all possible ways of gluing K triangles to create surfaces, which
may have disconnected parts. By standard field theory methods, the connected
diagrams, i.e. surfaces are generated by the free energy
Z(Λ, G) = log
Z(g,N)
Z(0, N)
(5.63)
where Z(g,N) is the matrix model partition function:
Z(g,N) =
∫
Dφ exp
(
−1
2
trφ2 +
g
3
√
N
trφ3
)
, (5.64)
with coupling constant g in front of the intersection part (φ3) of the action. In order
for the result of equation (5.63) to hold, we identify the parameters
N = exp
(
1
G
)
, Λ = − log g. (5.65)
We have rescaled the matrices in equation (5.64) such that
trφ3 7→ g
3
√
N
trφ3, (5.66)
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where N is the number of indices of the matrices. By expanding the interaction
(φ3) part of the action, we generate a sum of terms like that in equation (5.62) for
K = 1, 2, . . .. The gaussian part of the action ensures the Wick contraction of the
indices such that we obtain a closed surface.
When we construct a closed surface by gluing triangles together, we will pick up a
factor from the Wick contractions that transform an external vertex into an internal
vertex. Since all vertices are internal for a closed surface we end up with a factor
NV , V being the total number of vertices in the triangulation. By the rescaling in
equation (5.66) the total pre-factor becomesNV −K/2 = Nχ, since the Euler-Poincare´
characteristic for a closed surface is
χ = V − E +K = V − K
2
, (5.67)
where E is the number of edges. The redefinition of φ ensures that the weight in the
action for the term trφ3 only depends on the the genus of the surface. The factor N
is always removed at the end of a calculation by taking the limit N → ∞. This is
done to ensure that the individual vertices are labelled by independent indices [118].
The identified edges which are glued together constitute the links of a three-valent
graph, forming a “fat” φ3 graph as illustrated in figure (5.2). The summation
over triangulations correspond to the summation over all closed trivalent graphs,
where an individual graph corresponds to a surface. The graphs are dual to the
triangulation as indicated in figure (5.2). The graphs are closed by Wick contracting
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Figure 5.2: A dual fat φ3 graph.
the open ends of the graph. The graph is fat due to the presence two indices along
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each link. The action in equation (5.64) is of course of the familiar φ3 form from
ordinary field theory and is thus known to generate three-valent Feynman diagrams.
Instead of gluing together triangles all types of polygons can be used and a
general potential can be introduced with a set of arbitrary coupling constants {gi}
V ({gn}) =
∞∑
n=1
gn
n
φn. (5.68)
The factor 1/n in is a symmetry factor for the n ways to label the legs of an n-
valent vertex. It is common to identify g0 as the cosmological constant Λ such that
the term Ng0trφ
0 = NΛ corresponds to the cosmological term in the action in
equation (5.57). We interchange between the g0 and Λ in the following discussions.
The expectation value 〈trφn〉 corresponds to differentiation of Z with respect to gn.
One can interpret 〈trφn〉 as the result of summing over all distinct surfaces, which
have an n-polygon of length l = an as boundary. In this sense, expressions like e.g.
〈trφn〉 and 〈trφntrφm〉, correspond to different geometries, namely with one or two
boundaries.
5.2.2 Matrix Models and the KdV Equation
After these general comments, we focus on some aspects of the continuum version of
the hermitian matrix model. Following Dijkgraaf, E. and H. Verlinde [119] consider
the general hermitian matrix model, where we integrate over N × N hermitian
matrices φ to obtain the partition function:
Z =
∫
Dφ e−NtrV (φ), (5.69)
for a general potential
V (φ) =
∞∑
n=2
gnφ
n, (5.70)
with coupling constants gn. Compared to the previous discussion the symmetry
factor 1/n and the g1 term have been removed, which renormalizes the remain-
ing coupling constants. In the so-called double scaling limit ( see e.g. [120]) two
simultaneous limiting procedures are used. The limit N → ∞ is taken while at
the same time tuning the values of the coupling constants to their critical values
gn → gcn, transforms the theory into its continuum formulation. The free energy of
the continiuum theory
F = − logZ, (5.71)
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has a genus expansion through the string coupling constant λ ∼ 1/N
F =
∞∑
g=0
λ2g−2Fg, (5.72)
where Fg is the genus g contribution to the free energy. The coupling constants
in the continuum are denoted (t0, t1, · · ·) and they couple to continuum versions of
trφn. The discrete matrix model observables trφn correspond to microscopic loops
around a vertex in the triangulation. In the continuum they are replaced by local
scaling operators σn, coupled to tn for n ≥ 0.
The following differential equation [119]
u(t0, t1, . . .) = −λ2 ∂
2
∂t20
F [t0, t1, . . .], (5.73)
defines u = 〈PP 〉V as the specific heat of the theory. One of the important results
in matrix models is that the specific heat
u(t0, t1, . . .) = 〈PP 〉V =
∞∑
g=0
λ2g−2 〈PP 〉V,g , (5.74)
satisfies the equations of the Korteweg-de Vries (KdV) hierarchy [121, 122]. The
insertion of a σn operator in 〈PP 〉V by differentiating with respect to tn, is identified
with the so-called n’th KdV flow of u [112, 119]
〈σnPP 〉 = ∂u(t0)
∂tn
=
∂
∂t0
Rn+1[u]. (5.75)
The Rn[u]’s are known as Geldfand-Dikii polynomials, which are polynomials of u
and its derivatives with respect to t0, determined from the recursion relation
∂
∂t0
Rn+1[u] =
n
2n+ 1
(
1
2
λ2
∂3
∂t30
+ 2u(t0)
∂
∂t0
+
∂
∂t0
u(t0)
)
Rn[u]. (5.76)
The first polynomials are R0 = 1 and R1 = u. The string equation
u = t0 +
∞∑
n=1
ntnRn[u], (5.77)
determines u(t0) for a fixed set of values of the remaining couplings {ti}, i > 0.
By tuning the values of the parameters {tn} it is possible to interpolate between
different multi-critical points in the space of coupling constants. The form of the
string equation in terms of the Gelfand-Dikii polynomials, generalises the genus
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zero form in equation (5.26). This follows from the genus expansion of the Rn
polynomials [112]
Rn =
∞∑
g=0
λ2gR(g)n , (5.78)
which has the following genus zero contribution
R(g=0)n [u] =
1
n
un. (5.79)
One of the major results based on this formulation is that the partition function is
the so-called tau function for the KdV hierarchy, which means that for Z = τ ,
u =
∂2
∂t20
log τ [t0, t1, . . .] (5.80)
is a solution to the (generalized) KdV equation (5.75). There has been much con-
fusion in the literature, regarding whether it is the partition function or the square
root of the partition function, which is the tau function for the KdV hierarchy.
Based on detailed matrix model calculations [123] it has been shown to be the
former which is correct. The controversy is related to how the double scaling lim-
iting procedure is performed. For more information on the various points of view
regarding this problem see e.g. [109, 124]
The so-called loop equation [125] offers another powerful approach to matrix
models, from which many important results have been derived. The loop equation
is expressed in terms of the loop functional w(l), which can be defined in both the
discrete and the continuum regime. The approach taken in [119] is to prove that the
string equation (5.77) together with the KdV equation (5.75) can be reformulated
to give the loop equation. The loop functional w(l) is then viewed as representing
a macroscopic loop, derived as the result of the double scaling limiting procedure
on a microscopic loop trφn with length l = na. When taking the continuum limit
the power n → ∞ simultaneously with the edge length a → 0, such that l is kept
at a fixed value. The result is a macroscopic loop, expressed through the loop
functional [119]
w(l) ≡
∞∑
n=0
ln+
1
2σn
Γ(n+ 3
2
)
. (5.81)
Since w(l) is proportional to a sum of σn operators, it is not surprising that relations
between expectation values of σn operators, can be translated into relations between
expectation values of w(l)’s. The loop equation is exactly such a relation. We do
not need the specific form of the loop equation for the following discussion. At
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this stage it should be noted, that it is more natural from the discrete approach
to matrix models, to begin from the discrete loop equation and derive the string
equation and the KdV equation as consequences from this [125].
An important result in [119] is that the loop equation translates into a set of
linear differential equations when expressed in term of the σn operators through
equation (5.81), which thereafter are translated into constraints on τ , when identi-
fying σn correlators with tn derivatives of Z = τ . The final constraints are of the
form
Lnτ = 0, n = −1, 0, 1, 2, . . . , (5.82)
which for example takes the form for n = −1:
L−1 =
∞∑
m=0
(m+
1
2
)tm
∂
∂tm−1
+
1
8
λ−2t20. (5.83)
The set of these Ln operators forms a subalgebra of the Virasoro algebra
[Ln, Lm] = (n−m)Ln+m, n ≥ −1. (5.84)
These constraints have a physical interpretation in the discrete matrix model ap-
proach, which we give below.
Consider the following approach to hermitian matrix model by Ambjørn, Ju-
rkiewicz and Makeenko [126], where the theory is defined with a general potential
as in equation (5.68). The partition function
Z =
∫
Dφ−NV (φ), (5.85)
is obviously invariant under redefinitions of the integration variable φ. This is
reflected in the Dyson-Schwinger equation [126]〈
n∑
k=0
trφktrφn−k
〉
= N
〈 ∞∑
j=1
gjtrφ
n+j
〉
, (5.86)
which holds for n = −1, 0, 1, . . ., when restricting negative powers of trφn to vanish.
It has been shown by Fukuma, Kawai and Nakayama [127] that equation (5.86) can
be written as a set of differential operator constraints
LnZ = 0, n = −1, 0, 1, 2, . . . (5.87)
on the partition function. The operators Ln are expressed in term of the coupling
constants:
Ln =
∞∑
k=1
k(n− k)
N2
∂2
∂gk∂gn−k
− 2n ∂
∂gn
+
∞∑
k=0
(k + n)gk
∂
∂gn+k
− δ−1,nNg1 + δ0,nN2. (5.88)
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All derivatives with respect to g−n, for n > 0 are omitted since they correspond
to negative powers of φ. The discrete Ln operators also form a subalgebra of the
Virasoro algebra. It was shown in [127] how to take the continuum limit of these
constraints such that the resulting equations annihilate the continuum partition
function. The choice of normalization in equations (5.83,5.88) is not identical.
Dijkgraaf, E. and H. Verlinde derived in [119] a recursion relation for the σn
operators in the k’th multi-critical model, based on the continuum Virasoro con-
straints. This was done by translating the differentiations with respect to tn, to
insertions of σn operators. The recursion relation holds for general genus g, by
expanding the Virasoro constraints in the string coupling constant λ and it reads:
〈
σn+k
s∏
i=1
σni
〉
g
= t0
〈
σn
s∏
i=1
σni
〉
g
+
s∑
j=1
j
〈
σj+n
s∏
j 6=i i=1
σni
〉
g
+
n∑
j=1
[〈
σj−1σn−j
s∏
i=1
σni
〉
g
+
1
2
∑
S=X∪Y
g=g1+g2
〈
σj−1
∏
i∈X
σni
〉
g1
〈
σn−j
∏
i∈Y
σni
〉
g2
]
, (5.89)
where S = {1, 2, . . . , s} and X, Y represent the degeneration of a genus g surface
into a genus g1 branch X and a genus g2 branch Y . The terminology is similar to
the one used in chapter 4 and this recursion relation is one of the results which has
been used to identify topological and quantum gravity. Note that the operators σn
for n ≥ k − 1 can be eliminated such that a general correlator can be expressed in
terms of a finite set of operators σn, for which n ≤ k − 2. These operators should
correspond to the primary fields in the (2, 2k−1) minimal model, in conformal field
theory [119]. We explain this in some detail.
The higher multi-critical models k > 2 are known to correspond to statistical
systems coupled to gravity. At their critical points, such systems are known to
be described by conformal field theories. The coupling to gravity comes about by
formulating the statistical model on a random triangulation, instead of a cubic
lattice. The coupling to gravity dresses the scaling exponents, characterising the
system.
The so-called minimal conformal field theories are labelled by a central charge c,
which can be expressed by two integers (p, q), with no common divisor. The central
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charge is expressed as [97]
c = 1− 6(p− q)
2
pq
; 2 ≤ p < q, (5.90)
where the discrete unitary models are described by the subset of the parameters
(p, q) = (m,m + 1) for m = 2, 3, . . .. A famous example is when m = 3 leading to
c = 1/2 describing the two-dimensional Ising model, and the general result for c in
the unitary models reads
c = 1− 6
m (m+ 1)
. (5.91)
The string susceptibility γstring is related to the central charge [97]
γstring =
1
12
(
c− 1−
√
(c− 25) (c− 1)
)
, (5.92)
leading to γstring = −1/(p+ q − 1) for the general (p, q) models and γstring = −1/m
for the unitary models (m,m+ 1). For the k’th multi-critical model, the hermitian
matrix model is identified with the (2, 2k − 1) models, which are non-unitary for
k 6= 2. For k = 2 (pure gravity) the matrix model corresponds to the unitary series
(k, k + 1)|k=2 coupled to gravity, and we see that c = 0 since there are no matter
fields in pure gravity.
5.3 Identifying the Theories
We first review various different arguments, on how perturbed topological gravity
and two-dimensional quantum gravity have been identified. Thereafter we review
some of the main points in the identification presented in [116]. We also discuss
some aspects related to the role of the metric, based on these discussions.
5.3.1 Old Results
Dijkgraaf, E. and H. Verlinde suggested in [119] that two-dimensional quantum
gravity and pure topological gravity can be identified, based on the similarity be-
tween the recursion relation in equation (5.89) and the recursion relation in equa-
tion (4.191). This is only true for k = 1 and Λ = 0. In general, the cosmological
constant t0 = Λ is kept non-zero in quantum gravity, such that the expected scaling
behaviour is valid. If Λ = 0, the cosmological term vanishes and the action is zero.
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Even though the action used to derive equation (4.191) in some sense is identical to
the zero action used by [93], there is an important difference. Topological gravity
is the result of gauge fixing the zero action, not just having a zero action. The
reason for choosing k = 1 is that one needs to get the correct index in the second
term of equation (5.89), such that it corresponds to the part of equation (4.191),
which encodes the puncture equation. Being only able to identify the k = 1 multi-
critical model with topological gravity, is a meager result. As discussed before, the
k = 1 model is a rather simplified model, compared to the higher multi-critical
models. The reason for setting Λ = 0 is first and foremost to get rid of the term
t0〈σn∏si=1 σni〉g, since it does not appear in equation (4.191). Here one should be a
bit careful, as one could argue that the correlators in equation (5.89) should be taken
as 〈· · ·〉V correlators in perturbed topological gravity, which then by equation (5.6)
should be transformed into 〈· · ·〉V=0 correlators. In this way, one can actually get
rid of the t0 term, since it will appear with the same power in every term (at least
in genus zero) by insertion of the correct number of puncture operators. But in
the end, nothing is gained from this exercise, since one just ends up showing that
the puncture equation equals the puncture equation. Actually there is a slight dif-
ference in the numerical constants, due to a mismatch between the normalizations
used in the various approaches. The deeper reason for why t0 = 0 must be taken,
is that the super BF theory used in [99] was based on the G = ISO(2) gauge
group, which we know corresponds to vanishing cosmological constant through the
Liouville equation (3.7). With this choice of gauge group it will never be possible
to derive the relation in equation (5.89), and we conclude that the identification
of recursion relations offers only a minimal overlap (k = 1, t0 = Λ = 0) between
topological gravity and quantum gravity. It is not clear that this could be helped
by changing to G = SO(2, 1) in the super BF theory, since we would encounter
problems in defining a genus expansion. In this sense, ISO(2) play a special role in
the super BF theory. The curvature singularities that were inserted in the form of
vertex operators, gave rise to the transition to punctured Riemann surfaces, which
is a central feature for the identification with quantum gravity. We discuss the role
of punctures in more detail later in this section.
A stronger identification was presented by Witten [101], based on the scaling
behaviour for a general correlator 〈∏si=1 σdi〉V identical to that presented in equa-
tion (5.47) for the k’th multi-critical model. As a symbolic identification, Witten
wrote
〈σn〉V ∼
〈
trφ2n + . . .
〉
, (5.93)
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where . . . were not specified in [101]. This identification is based on the results
proved by Gross and Migdal [122], showing that the continuum limit of multi-
critical matrix model correlators scales in the same way as topological gravity in
the multi-critical models. From this correspondence between the continuum limit
of the hermitian matrix model and topological gravity, Witten conjectured that
the partition functions of the two theories are identical. The details of this iden-
tification are more involved than just noting an identical scaling behaviour, since
one should define the continuum observables in the matrix model with some care.
The conjecture put forward by Witten, has been proved by Kontsevich in a seminal
paper [128]. We first present the idea behind Kontsevich’s proof and thereafter we
discuss the new perspectives on this identification, presented in [116].
The main result in [128] is that the intersection numbers on Mg,s , generated
by the partition function of perturbed topological gravity in equation (5.5), can be
described by a matrix integral.
Kontsevich showed [128] that the partition function is given by the following
matrix integral
ZN(M) =
∫
dφ exp
{
−tr
(
Mφ2
2
+ iφ
3
6
)}
∫
dφ exp
{
−tr
(
Mφ2
2
)} , (5.94)
where the integration is over N × N hermitian matrices φ. The N × N matrix M
is assumed to be symmetric and positive definite, and one can show that ZN(M)
only depends on
tk = − (2k − 1)!!
k!
trM−(2k+1), k ≥ 0, (5.95)
where by definition (−1)!! = 1. For N → ∞ the tau-function of the KdV-
equation [117, 128] is then
u({ti}) = ∂
2
∂t20
logZ({ti}). (5.96)
One can write (for N →∞):
logZ({ti}) =
〈
exp
∞∑
j=0
tjσj
〉
=
∞∑
n0=0
∞∑
n1=0
· · · 〈σn00 σn11 · · ·〉
∞∏
j=0
(
t
nj
j
nj!
)
. (5.97)
This expression has a large N expansion which at the same time is a genus expansion
generating the intersection indices for each genus 〈σn00 σn10 · · ·〉g.
It seems a mysterious result, that the simple action in equation (5.94), with
a gaussian and a cubic term, should generate the intersection numbers on Mg,s .
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This result builds on the existence of a cell decomposition, or triangulation ofMg,s ,
which was cleverly used by Kontsevich. We do not enter this discussion and refer
the reader to the literature [117, 128, 129, 130, 131] for details.
The Kontsevich matrix model in equation (5.94) is very different from the form
of the usual hermitian matrix models, as presented in equation (5.69) with a general
potential as the one in equation (5.68). Anyhow it has been proven by Ambjørn
and Kristjansen [123], that the double scaling limit of the partition function of the
hermitian matrix model coincides with the tau function for the KdV hierarchy of
the Kontsevich model. All loop correlators in the matrix model, also corresponds
with the correlators of the Kontsevich model, when the double scaling limit is taken.
In this way, it is possible to calculate the intersection numbers onMg,s , by ordinary
matrix model calculations, for all genera [132]. This is a very strong result, since
these numbers are hard to calculate using algebraic geometry for genera higher than
two.
Finally, let us mention the work Distler [133] who has found similar results,
derived from the quantum gravity perspective. He showed these by coupling Li-
ouville gravity to conformal matter fields, with central charge c = −2. From the
relation [122]
c = 1− 3(2k − 3)
2
2k − 1 , (5.98)
we find that this corresponds to the k = 1 multi-critical model. In this model,
Distler showed that the total action (Liouville + matter) via bosonization recovers
the form of the Labastida, Pernici and Witten [93] action in equation (4.44). By
adding operators to the action, which correspond to gravitationally dressed primary
matter fields, Distler could investigate the scaling behaviour of general correlators in
the k = 1 model, where he found results in accordance with those found by Witten.
Also the general k scaling behaviour was investigated in [133], but the relation
between topological and gravitational continuum observables was never explicitly
defined. It seems that it has played a role for several of these investigations, that
the results from the matrix model were known before the derivations.
5.3.2 New Perspective on the Identification
We present the new identification between the theories, reported in [116]. The result
has only been proved for genus zero, but in contrast to all previous identifications
this result does not involve taking the double scaling limit of the matrix model.
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In this way, we have found the first identification, at the discrete level, between
topological gravity and matrix models. An important step in this work was to
realize, that the well-known expressions for the free energy in the so-called reduced
hermitian matrix model, which only contain even powers of φ in the potential, could
be written as a contour integral similar to that in equation (5.25).
The study of the reduced hermitian matrix model goes back to Bessis, Itzykson
and Zuber [134]. They used the following potential
U(φ) =
1
2
φ2 +
∞∑
p=2
gp
Np−1
φ2p, (5.99)
for the N × N hermitian matrices φ, with the partition function defined as the
following matrix integral
ZN(g) =
∫
Dφ exp
[
−trU
]
. (5.100)
This definition is different from the one used previously in this section, due to the
over-all factor of N , which is missing from the action. The result needed from [134]
is the explicit solution of the genus zero free energy
E0(g) = lim
N→∞
− 1
N2
log
(
ZN(g)
ZN(0)
)
, (5.101)
which was shown to be
E0(g) =
∫ a2
0
dr
dw(r)
dr
[1− w(r)] log
(
w(r)
r
)
. (5.102)
The function w(r) is the given by
w(r) = r +
∞∑
p=2
gp
(2p)!
p!(p− 1)!r
p (5.103)
and the integration limit a2 is defined as the solution to the equation
1 = w(a2), a2 > 0. (5.104)
The first manipulation is to integrate equation (5.102) by parts to obtain
E0(g) =
1
2
∫ a2
0
dr (1− w)2 d
dr
[
log
(
w(r)
r
)]
. (5.105)
At this stage we note that by relabelling the coupling constants, it is possible to
write E0(g) as a contour integral similar to that of topological gravity. The coupling
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constants {gn} are transformed in to a new set of parameters {tn} according to the
definition
gp(2p)!
p!(p− 1)! ≡ −
tpt
p−1
0
(1− t1)p for p ≥ 2. (5.106)
While there were {g2, g3, . . .} parameters in the old set of coupling constants, there
are {t0, t1, t2, . . .} in the new set, i.e. two more parameters which we may vary. The
reason for choosing the definition in equation (5.106) becomes clear if one expresses
w(r) in term of the new coupling constants, where we find
w(r) = r −
∞∑
p=2
(
tpt
p−1
0
(1− t1)p
p!(p− 1)!
(2p)!
)
(2p)!
p!(p− 1)!r
p = r −
∞∑
p=2
tpt
p−1
0
(1− t1)p r
p. (5.107)
Replacing r with z and introducing a new set of coordinates
z′ =
t0
1− t1 z, (5.108)
we see that
w(z) = z − 1
t0
∞∑
p=2
tp(z
′)p. (5.109)
By defining a potential V (z) of the same form as in topological gravity
V (z) ≡
∞∑
p=0
tpz
p, (5.110)
we notice the identification(
w(z)− 1
)
=
1
t0
(
z′ − V (z′)
)
, (5.111)
since the right hand side can be expanded as
1
t0
(
z′ − V (z′)
)
=
1
t0
(
z′ − t0 − t1z′ −
∞∑
p=2
tp(z
′)p
)
= z − 1
t0
∞∑
p=2
tp(z
′)p − 1
= w(z)− 1, (5.112)
where we have applied equation (5.109) in the last step. Note that the integration
limits [0, a2] in equation (5.105), can be translated, in the new coordinates, to
[z′ = 0, z′ = u] where u is defined as the solution u = V (u). This makes the
cut structure for E0(g) identical to that of topological gravity. Hence we rewrite
equation (5.105) as
E0(g) = −1
2
∮
dz
2πi
[1− w(z)]2
[
d
dz
log
(
w(z)
z
)]
log
(
w(z)− 1
z
)
. (5.113)
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The contour is taken to encircle the cut, which appeared when we inserted the term
log[(w(z)− 1)/z]. This is done since we identified the cut structure to fit with the
above integral. Using equation (5.111) we obtain the final expression for the free
energy of the reduced hermitian matrix model at genus zero
E0 = − 1
2t20
∮
C
dz
2πi
(z − V )2
[
d
dz
log
(
z − V + t0
z
)]
log
(
z − V
z
)
. (5.114)
The contour is taken to enclose the cut [0, u] on the real axis in a anticlockwise
direction. Even though this integral resembles the partition function of perturbed
topological gravity in equation (5.25), we rescale the reduced hermitian matrix
model, in order to find the simplest possible identification between the theories.
This is done to repair the lack of an overall N factor in equation (5.100). We make
the following changes: introduce a matrix Φ ≡ φ(1 − t1)− 12N− 12 and redefine the
couplings
gp 7→
 g1 = −
1
2
t1,
gp = gp (1− t1)p p ≥ 2.
(5.115)
By these redefinitions, the partition function of the reduced hermitian matrix model
is of the form:
ZN(g) =
∫
DΦ exp [−NtrU(Φ)] , (5.116)
with the potential
U(Φ) =
1
2
Φ2 +
∞∑
p=1
gpΦ
2p, (5.117)
including an gaussian term and a interaction part. Note that there also is a gaussian
term in the intersection part, such that the total Φ2 dependence reads
Φ2 ∼ N
[
1
2
Φ2 + g1Φ
2
]
=
1
2
Φ2 (1− t1)N = 1
2
φ2, (5.118)
which illustrates the result of the rescaling.
The genus zero free energy is
E0(g) = lim
N→∞
− 1
N2
log
(
ZN(g)
ZN(0)
)
. (5.119)
The contour integral representation of the free energy changes to
E0 =
1
2
log(1− t1)− 1
2t20
∮
C
dz
2πi
(z − V )2
[
d
dz
log
(
z − V + t0
z
)]
log
(
z − V
z
)
,
(5.120)
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with V (z) defined by (5.110) as before. The relationship between the two sets of
parameters is
gp(2p)!
p!(p− 1)! = −tpt
p−1
0 for p ≥ 1. (5.121)
For a given U(Φ) we may freely choose t0 (except t0 6= 0) and then all the other tp
are determined.
The identification can be simplified further by differentiating E0 with respect to
tl. For l ≥ 1,
∂E0
∂tl
=
−δl,1
2(1− t1) −
1
2t20
∮
C
dz
2πi
[
2zl−1(z − V ) log
(
z − V
z
)
− z
l−1(z − V )2
z − V + t0
]
,
(5.122)
after taking the tl-derivative under the integral sign, integrating by parts and drop-
ping analytic terms in the integrand. The last part of the integral can only have a
pole (i.e. 1/z dependence) if l = 1 and hence the only non-analytic term is of the
form:
1
2t20
∮
C
dz
2πi
t20
z − t0 − t1z + t0 =
1
2
1
(1− t1)
∮
C
dz
2πi
1
z
=
1
2
1
(1− t1) , (5.123)
which cancels the first term in equation (5.122) when we insert a delta function δl,1
in the integral
1
2t20
∮
C
dz
2πi
zl−1(z − V )2
z − V + t0 . (5.124)
This simplifies equation (5.122) considerably. Note that the remaining integral is
identical to equation (5.38), such that we can write
∂E0
∂tl
= − 1
t20
〈σl−1〉
V
(5.125)
and hence for l ≥ 1,
〈σl−1〉
V
= lim
N→∞
tl+10
N
l!(l − 1)!
(2l)!
〈
trΦ2l
〉
. (5.126)
This equation relates, at genus zero, the one-point correlation functions in topo-
logical gravity with correlation functions in the corresponding reduced hermitian
matrix model. Setting l = 1 gives
〈P 〉
V
= lim
N→∞
1
N
t20
2
〈
trΦ2
〉
, (5.127)
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which shows that the correlation function for genus zero surfaces with a single punc-
ture in topological gravity, is proportional to the partition function for triangulated
surfaces with a marked link, with a suitable identification of the coupling constants
in the two theories, that is, equation (5.121). Note that this identification does
not include taking the double scaling limit of the matrix model. Taking the limit
N → ∞, just ensures that only genus zero terms contributes to the matrix model
expectation value.
Using the same methods, one can show by differentiating E0 with respect to t0
that,
t30
∂E0
∂t0
= −
∞∑
l=1
l tl+1 〈σl〉
V
. (5.128)
Equation (5.126) can be generalized to multi-point correlators. Define a new set of
operators, {Σl}, in the matrix model as follows,
Σl ≡ Ntl−10
l!(l − 1)!
(2l)!
tr
(
Φ2l
)
for l ≥ 1. (5.129)
Then we have, by repeatedly differentiating (5.126) with respect to tli ,〈
σl1−1
s∏
i=2
σli
〉
V
= lim
N→∞
(
t0
N
)2 〈 s∏
i=1
Σli
〉
conn.
for li ≥ 1, (5.130)
where 〈· · ·〉conn. denotes the connected part of the expectation value in the matrix
model, for example
〈Σl1Σl2〉conn. ≡ 〈Σl1Σl2〉 − 〈Σl1〉 〈Σl2〉 . (5.131)
Note the special role of the first operator σl−1 in the lhs correlator in equation (5.130).
Since li ≥ 1, the only way to produce, say a 〈PP 〉V correlator, is to set l1 = 1 and
s = 1 and thereafter take a t0 derivative. The resulting term on the rhs will not
be so simple, since we have an t0 factor in front of 〈Σ1〉conn.. We obtain two con-
tributions, when taking the t0 derivative, and hence we do not find a nice relation,
between a single correlator on both sides of the equality sign, as in equation (5.130)
when li ≥ 1. The relation between σl in perturbed topological gravity and Σl in the
reduced hermitian matrix model is a new result and it is different from the previous
suggestions made in the literature [101, 119, 133]. Several papers confuse σl with
an operator Ol, which is related to the l-th multi-critical model, which is part of the
the reason for Witten writing the unspecified . . . in equation (5.93). The relation
in equation (5.130) is exact in genus zero, but is unknown for higher genera.
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The identification between the two theories, makes it possible to calculate the
topological gravity version of the known loop correlators from the matrix model.
We define loop and multi-loop correlators in the matrix model as
W (p1) =
1
N
∞∑
k1=0
〈
trΦ2k1
〉
p2k1+11
, (5.132)
W (p1, · · · , ps) = N s−2
∞∑
k1,···,ks=1
〈
trΦ2k1 · · · trΦ2ks
〉
conn.
p2k1+11 · · · p2ks+1s
; s ≥ 2. (5.133)
Since we only have the identification between the theories in genus zero, we let
N → ∞ and denote the genus zero contribution W0(p1, · · · , ps). By performing a
Laplace transformation of all the individual p2i , (i = 1, 2, . . . , s) factors we obtain:
w0(l1) =
1
N
∞∑
n1=0
l
n1− 12
1
Γ(n1 +
1
2
)
〈
trΦ2n1
〉
, (5.134)
and for s ≥ 2,
w0(l1, · · · , ls) = N s−2
∞∑
n1,···,ns=1
l
n1− 12
1
Γ(n1 +
1
2
)
· · · l
ns− 12
s
Γ(ns +
1
2
)
〈
trΦ2n1 · · · trΦ2ns
〉
conn.
.
(5.135)
These loop functionals are generating functionals for the connected trΦ correlators,
and we note that equation (5.134) is the discrete version of the continuum loop
functional in equation (5.81).
By applying equation (5.126) we can express the loop functionals as contour
integrals in topological gravity. For example we find [116] the one loop functional
in equation (5.132) to be of the form:
W0(p1) = −
(
1
p1t0
)∮
C
dz
2πi
(
1− z
(t0p21)/4
)− 1
2
(
1− dV
dz
)
log
(
z − V
z
)
, (5.136)
in correspondence with matrix model results in the literature [135].
By considering the multi-critical reduced hermitian matrix models, we are able
to clarify some of the confusion in the literature, on the relation between scaling
operators in topological gravity and matrix models. As stated earlier, the scaling
behaviour for a general 〈σd1 · · ·σds〉V correlator, was found by Witten [101] to equal
that of matrix model scaling operators found by Gross and Migdal [122]. The
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formulation of the reduced hermitian matrix model in [122] is based on the partition
function
ZN =
∫
DΦ exp
[
−N
t0
trU(Φ)
]
, (5.137)
where an overall factor 1/t0 is taken out in front of the potential
U(Φ) =
1
2
Φ2 −
∞∑
n=1
µnUn(Φ), (5.138)
with a new set of coupling constants {µn}. This formulation is special in the way
that the functions Un(Φ) are derived such that the model describes the n’th multi-
critical model. The explicit form of these potentials was derived by Gross and
Migdal in [122]
U1(Φ) =
1
2
Φ2, (5.139)
U2(Φ) = Φ
2 − 1
12
Φ4, (5.140)
... (5.141)
Un(Φ) =
n∑
p=1
(−1)p−1Φ2p n!(p− 1)!
(n− p)!(2p)! . (5.142)
The effect of having the overall 1/t0 factor, changes the relation between topological
and matrix model couplings to
tp = − gp(2p)!
p!(p− 1)! for p ≥ 1. (5.143)
The potential for the topological model corresponding to the above matrix model
is
V (z) = t0 −
∞∑
n=1
µn [(1− z)n − 1] , (5.144)
and the k-th multi-critical model is obtained by choosing t0 6= 0, µ1 = 1 and
µk = −1; that is,
V (z) = t0 + z + (1− z)k − 1 ≡ Vk. (5.145)
The approach by Gross and Migdal was to study the k’th multi-critical model,
by adding perturbations around the k’th multi-critical point from the other multi-
critical points. In equation (5.144) we expand around the k = 1 point, which is
illustrated by the presence of t0 in equation (5.145). Note that this is different from
the potential usually chosen in topological gravity for the k’th multi-critical model,
namely V = t0 + z − zk; this potential, which has t1 = 1, would give g1 = −12
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and hence U(Φ) =
∑∞
k=2 gkΦ
2k. Lacking a Φ2 in the exponential term to ensure the
Wick contractions as in equation (5.60), the potential U(Φ) =
∑∞
k=2 gkΦ
2k defines
a matrix model, which does not correspond to random surfaces made from gluing
together polygons. This is the source of much of the confusion that has arisen when
comparing the multi-critical matrix and topological models. The reason for this fact
not being clarified a long time ago, is that all prior identifications of the theories
have been made in the continuum limit of the matrix model, where the scaling
behaviour erases any sign of the difference in the potential of the k’th multi-critical
model.
We consider this in some detail, by studying the scaling behaviour for the k’th
multi-critical topological gravity model, using the potential in equation (5.145).
The end of the cut u, defined by u = Vk(u) is of the form
u = 1− (1− t0) 1k ≡ 1− (∆t0) 1k . (5.146)
Insert this expression for u in equation (5.25) to obtain
〈1〉Vk = −
1
2
1
2πi
∮
C
dz
(
z − (t0 + z + (1− z)k − 1)
)2
ln
(
1− t0 + z + (1− z)
k − 1
z
)
=
1
2
∫ u
0
dx
(
∆t0 − (1− x)k
)2
= −1
2
∫ (∆t0)1/k
1
dy
(
∆t0 − yk
)2
= −1
2
([
(∆t0)
2y
](∆t0)1/k
1
+
[
1
2k + 1
y2k+1
](∆t0)1/k
1
− 2
[
(∆t0)
1
k + 1
yk+1
](∆t0)1/k
1
)
= −1
2
(
(∆t0)
2+1/k − (∆t0)2 + 1
2k + 1
(∆t0)
2+1/k −
1
2k + 1
− 2
k + 1
(∆t0)
2+1/k − 2
k + 1
(∆t0)
)
∼ − k
2
(2k + 1)(k + 1)
(∆t0)
2+1/k. (5.147)
In the first step, the contour is taken to enclose the cut [0, u] in a anticlockwise
direction and in the second step we perform the substitution y = 1− x. The indi-
vidual terms are integrated and evaluated and we drop the non-critical terms in the
last step to obtain the scaling behaviour of the topological partition function in the
k’th multi-critical model, based on the potentials used by Gross and Migdal [122].
We see that the scaling behaviour is the same as the one derived in equation (5.37)
for the simpler potential t0 6= 0, t1 = 1, tk = −1.
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It is possible to define a new set of scaling operators, which scales in the correct
way in the Vk potential. These are denoted {Ol}:
Ol = −
l∑
n=0
(−1)n
(
l
n
)
σn, (5.148)
and were first introduced in [122]. Compared to 〈1〉Vk , the operator Ol produces a
factor of −(1−z)l in the contour integral and by direct evaluation of equation (5.38)
we find
〈Ol〉
Vk
= −
∫ (∆t0)1/k
1
dy yl(∆t0 − yk) ∼ −k
(l + k + 1)(l + 1)
(∆t0)
1+(l+1)/k, (5.149)
where we have dropped the regular terms in the last step. Using equation (5.47),
the general case (for s ≥ 2) is given by
〈
s∏
i=1
Oli
〉
Vk
= −
(
− ∂
∂ǫ
)s−2 ∫ (∆t0)1/k
1
dy yL (5.150)
∼ −
(
∂
∂(∆t0)
)s−2 [
1
(L+ 1)
(∆t0)
(L+1)/k
]
, (5.151)
where L =
s∑
i=1
li. We see that up to regular terms, the scaling with respect to ∆t0
of correlation functions of Ol for the potential
Vk = t0 + z + (1− z)k − 1, (5.152)
is the same as the scaling with respect to t0 of correlation functions of σl using the
simpler potential
V = t0 + z − zk. (5.153)
Part of the confusion in earlier papers on the identification between topological
and matrix model scaling operators, lies in the wrong assumption that σl = Ol.
But we have shown that the usual σl operators does not correspond to the matrix
model, describing the k’th multi-critical point for random surfaces, and that one
should instead use the Ol operators defined to fit the potentials used by Gross
and Migdal. We see that it is possible to make a redefinition of the operators in
topological gravity, such that the scaling behaviour corresponds to the point in
coupling constant space, where the matrix model corresponds to gluing polygons to
form random surfaces. Further relations involving Ol and matrix model correlators
can be studied in [116].
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The identification between the reduced hermitian matrix model and perturbed
topological gravity, has only been proved at genus zero. There are several reasons
for this result, not being generalized to higher genera. First, for higher genus we
lack the nice result from equation (5.13), which enabled us to write 〈1〉V in the
simple form of equation (5.14). This was very important for deriving the contour
integral representation of 〈1〉V in equation (5.25). Another problem is that the
explicit expressions for the free energy of the matrix model are more complicated
at higher genus. For these reasons, it has not been possible to extend the results
derived in [116] to higher genera. If this had been possible, it would have opened for
a new interpretation of the intersection numbers on the moduli space of Riemann
surfaces, but at the present stage we do not have a geometric understanding of why
the new identification is true.
At this stage, we turn our attention to a question which arises when one tries
to interpret the connection between topological and quantum gravity. We have
seen that it is possible to form topological counter parts to the loop functional
of quantum gravity. But whereas these have a direct physical interpretation in
quantum gravity, as expectation values for surfaces with macroscopic boundaries of
a certain length, the topological versions seem to offer no such interpretation. In
the topological theory, one should not expect any information of metric quantities
such as the geodesic length of a boundary, to be available. This controversy has
been raised by Dijkgraaf, E. and H. Verlinde in [119, 136, 137], but without offering
any explanation.
There are two possible ways to address this question. One is to enlarge the dis-
cussion of topological gravity, to involve Riemann surfaces with boundaries, which
allows for the introduction of BRST invariant observables∮
∂Σg
σ(1)n . (5.154)
In contrast to the general situation without boundaries, the integrated one-form
observable will be invariant under diffeomorphisms preserving the boundary, and is
a possible invariant. This quantity can be added to the action as a perturbation
of Sq, where the coupling constant, related to the boundary operator, plays the
role of a boundary cosmological constant. This approach is similar to that used in
Liouville theory [97] and it has been advocated by Huges and Montano in [103]. An
alternative approach to boundary contributions has been studied by Myers [138],
but none of the above methods have had any real success. In [116], we advocated
a simpler approach which relates to the question of whether there is any paradox
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at all, or whether it is natural to have global metric information in a theory of
topological gravity.
We showed in [116], that it is possible to formulate, at least formally, a Witten
type topological field theory for a restricted set of metrics. The particular model, is
based on the metrics, which corresponds to a certain fixed value for the area of the
underlying Riemann surface. Or more directly, we want to localize the elements in
MET(Σg) , to those in the subset
MET(Σg) →
{
gαβ ∈ MET(Σg)
∣∣∣∣∣
∫
Σg
√
g = A0
}
. (5.155)
Thus we can consider a localization function
F [g] =
∫
Σ
√
g − A0 = 0, (5.156)
which clearly is gauge invariant, i.e. diffeomorphism invariant. We know from gen-
eral principles [7] that such a gauge invariant statement can be implemented in the
action by the use of Lagrange multipliers. For this we need to know the action of
the BRST operator, using equations (4.12, . . . , 4.15) on F [g],
δB
∫
Σg
√
g =
∫
Σg
δB
(√
det(gαβ)
)
=
∫
Σg
1
2
1√
g
δB
(
etr ln gαβ
)
=
∫
Σg
1
2
√
g tr (gµγ δB (gγν)) =
∫
Σg
1
2
√
g (2Dµcµ + ψ
µ
µ)
=
∫
Σg
1
2
√
g ψ µµ . (5.157)
In the last step we used the fact that the area is diffeomorphism invariant, reflected
by the integral over the covariant derivative being a total derivative. The integral
of the trace of the topological ghost is generally non-vanishing and hence the area is
not BRST invariant. This is a consequence of the non-invariance of the area under
a topological shift transformation in equation (4.9), which is proportional to
δshift
∫
Σg
√
g = −
∫
Σg
1
2
√
g tr (rγµgγν + r
γ
νgγµ) = −
∫
Σg
√
g rµµ. (5.158)
We see that the action of the BRST operator on the area directly reflects this fact.
Note that compared to the discussion in chapter 4, we now need to take the BRST
derivative of the
√
g factor, since it is not multiplied by an arbitrary expression
f(Φ) of the field in the theory, as in equation (4.21).
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In order to restrict the integration over metrics, we must insert the constraint
in equation (5.156) together with its superpartner through equation (5.157). Sym-
bolically we have the situation
Z[A0] ≡
∫
D[Φ] e−Sqδ
(∫
Σ
√
g − A0
)(∫
Σ
√
g ψµµ
)
, (5.159)
where Φ symbolises all relevant fields in the action and where we have inserted a
bosonic and a fermionic delta function. In order to incorporate the delta function
as part of the action, we introduce a set of Lagrange multipliers (χ, µ). The usual
relation for a delta function ∫ ∞
−∞
dy
2π
e−iyx = δ(x), (5.160)
involves an imaginary unit i in the exponential. We move this factor to the µ
integration limit by an analytical continuation, and rewrite the partition function
from equation (5.159) as
Z[A0] =
∫
D[Φ]dµdχ exp
(
−Sq − µ
(∫
Σg
√
g −A0
)
+ χ
∫
Σg
√
g
2
ψ µµ
)
. (5.161)
As reported in [116], we note that by letting (χ, µ) form a BRST anti-ghost multiplet
δB χ = µ, (5.162)
δB µ = 0, (5.163)
it is possible to write the exponential of equation (5.161) in a BRST exact way
Z[A0] =
∫
D[Φ]dµdχ exp
(
−Sq −
{
Q,χ
(∫
Σg
√
g − A0
)})
. (5.164)
This action defines, at least formally, a Witten type theory of topological grav-
ity which directly involves global metric information about the underlying surface,
namely the global area. The Lagrange multipliers are not fields, but functions, since
the expressions to which they couple in the action, are global expressions and they
constitute a so-called constant anti-ghost multiplet [139].
As a consistency requirement, we must impose the constraint, that the chosen
area must be compatible with the background metric, which is included in Sq, such
that ∫
Σg
√
g0 = A0. (5.165)
Even though the action satisfies the requirement for a Witten type theory by having
a BRST exact action, it is not clear what kind of topological invariants it models.
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The space of equivalence classes of metrics, with a fixed area, under diffeomorphisms
is still an infinite dimensional space, in contrast toMg . But, by imposing a curva-
ture localization term like equation (4.25), it is possible to model Mg through this
method, if we integrate over all possible values of A0 in the end. This is a central
point. Intuitively, it should be possible to include metric information such as the
area in the partition function, and then at the end integrate over all possible choices
for the area to recover the original theory. By performing a Laplace transformation
in A0 we find
Z[µ′] =
∫ ∞
0
e−µ
′A0Z[A0]dA0
=
∫
D[Φ]dχdµδ
(
µ− µ′
)
exp
(
−Sq − µ
∫
Σg
√
g + χ
∫
Σg
√
g
2
ψ µµ
)
.
By integrating over µ we find
Z[µ] =
∫
D[Φ]dχ exp
(
−Sq −
{
Q,χ
∫
Σg
√
g
})
, (5.166)
where we have relabel the integration variable µ′ 7→ µ. Hence by integrating over
all areas, we find a topological action with a BRST exact “cosmological” term.
We put cosmological in quotation marks, because we have two terms, namely the
cosmological term and its superpartner. It is well-known in quantum gravity that
the area and the cosmological constant are “dual” under Laplace transformation.
This calculation shows that there is no rule against defining a Witten type
theory of topological gravity, which involves metrical information. Recall that the
metric, in contrast to the Schwarz theories, is usually present in the action of a
Witten type theory. The theory is topological, through the BRST exact nature of
the action, which ensures that all physical quantities, only change inside the same
cohomology class under an infinitesimal transformation of the metric. Hence, from
this point of view there is nothing wrong when we have an identification of quantum
gravity with a topological theory. Here it is important to stress that the metrical
information present in quantum gravity, refers to global metrical information, such
as the area or the geodesic length of a boundary or between two marked points.
The observables of quantum gravity are precisely objects which depend on such
global parameters. For example the Hartle-Hawking wave-functionals are functions
of the geodesic boundary length of the surface. If we consider the continuum one
loop functional from equation (5.81)
〈w(l)〉 ∼
∞∑
n=0
ln+1/2 〈σn〉 , (5.167)
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we note that the functional dependence factorizes between the metric parameter
l and the topological part σn. One should of course make the proper translation
from the continuum matrix model operator σn to that of topological gravity, but
it is clear from the previous discussions, that this part is related to the topological
information. Hence we face the situation, where an observable of quantum gravity
has an expansion in a global metric parameter, where the individual coefficients
of the expansion are topological invariants. This is a very natural situation. If
a function F (m) only depends on some global metrical quantity m, and we can
make an expansion, say a power series expansion, where the coefficients an are
independent of m
F (m) ∼
∞∑
n=0
anm
n, (5.168)
then the coefficients an can only depend on the underlying topology, since all metri-
cal dependence per definition lies in m. This interpretation offers an explanation for
the relation between quantum gravity and topological gravity. Recall also that we
had to perturb topological gravity, in order to find the identification with quantum
gravity, which destroys the BRST exact nature of the action. In this sense, addi-
tional information is included in the theory through the coupling constants. But we
know that through a Laplace transformation, the coupling constants of quantum
gravity can be translated to global metric parameters and hence we see a possible
explanation for the appearance of global metric information appearing in perturbed
topological gravity.
6 Discussion
In this chapter, we present discussions and conclusions related to the topics pre-
sented in the previous chapters. As stated in the introduction, the most prominent
questions are the role of the Ashtekar formalism in two dimensions and the relation
between the BF and super BF approaches to 2D quantum gravity. The last section,
focuses on a problem in the super BF formulation of 2D quantum gravity which
has been overlooked in the literature.
6.1 Ashtekar Gravity in Two Dimensions
The first topic we discuss, is the role of Ashtekar gravity in two dimensions and
whether this formalism of gravity has any relation to 2D quantum gravity.
Let us try to characterize the fundamental nature of the Ashtekar formulation of
gravity. The first important thing to note is that Ashtekar gravity is a reformulation
and enlargement of general relativity, which simplifies the form of the hamiltonian
constraint, known as the Wheeler-DeWitt equation. The formulation is a gauge
theory, built on the Lorentz group and the Ashtekar connection Aiµ takes values in
the Lie algebra of the Lorentz group. The m-bein e iµ is the conjugated momentum
to Aiµ, which signals that the Ashtekar formulation is constructed to formulate a
canonical theory. This is also obvious, since the hamiltonian constraint naturally
appears in the canonical formulation of general relativity. But it is possible to work
in a covariant formulation of Ashtekar gravity and by doing so, it becomes clear
that that the two-dimensional situation is special. Consider the action of Ashtekar
gravity in four, three and two dimensions:
S[A, e] =
∫
d4x tr (e ∧ e ∧ F [A]) ; 4 dimensions,
S[A, e] =
∫
d3x tr (e ∧ F [A]) ; 3 dimensions,
S[A]
?
=
∫
d2x tr (F [A]) ; 2 dimensions,
(6.1)
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where the two-dimensional action is a proposal made by extrapolation from the
four and three dimensional results. The problem is that general relativity does not
exist in two dimensions due to the vanishing Einstein equations. When there are no
Einstein equations, there is no hamiltonian constraint and the Ashtekar formulation
has no role in two dimensions from this point of view.
In three dimensions, the action of Ashtekar gravity is clearly of the BF type [140]
and the theory offers a topological field theory description of general relativity.
This is closely related to Witten’s description of Chern-Simons gravity [68], where
the only difference lies in the choice of gauge group. While Ashtekar gravity is
formulated using the Lorentz group, Witten uses the Poincare´ group, and a detailed
map between the theories has been known for some time [141]. The proposed
two-dimensional action involves only the A field and offers no direct possibility to
introduce Ashtekar variables (A, e) in two dimensions.
But, there are several possibilities to study the question in an indirect manner.
One possibility is to study the role of BF gravity in two dimensions, since the
three-dimensional action of Ashtekar gravity is of the BF type. Another approach
is to say that the fundamental feature of the Ashtekar formulation is the canonical
nature of the variables, and in that way generalize the question to investigate the
role of canonical quantization in two-dimensional gravity. Here one still needs to
define what kind of gravitational theory to study. We discuss two different choices,
the canonical approach to Jackiw-Teitelboim gravity and a canonical gauge fixing
of the metric in the path integral of 2D quantum gravity.
The canonical formulation of general relativity goes back to the seminal work
by Arnowitt, Deser and Misner [142], who introduced a split of space-time into
space and time, i.e. a foliation of the space-time manifold, such that a canonical
formulation can be defined. In this process, the two-dimensional space-time metric
gµν is parametrized by the spatial metric h plus two additional fields, known as the
shift N and lapse λ
ds2 = gµνdx
µdxν =
(
N(x0, x1)dx0
)2
+ h(x0, x1)
(
λ(x0, x1)dx0 + dx1
)2
. (6.2)
The lapse represents the vector field generating diffeomorphisms in the time (x0)
direction, while the shift generates diffeomorphisms in the space direction (x1). The
metric tensor is thus of the form
gµν =
 N2 + hλ2 hλ
hλ h
 . (6.3)
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A direct approach to canonical quantization of the Jackiw-Teitelboim model has
been made by Henneaux [143], where he isolates the constraints of the theory, which
generate the symmetries. These are the vector constraint generating the spatial dif-
feomorphisms and the hamiltonian constraint generating the time diffeomorphisms.
But the quantization is only made for open universes, which is somehow unrelated
to our previous discussions. A slightly more indirect approach was made by Banks
and Susskind [144], where they considered a canonical approach to the Liouville
action, descending from Polyakov’s approach to 2D quantum gravity in the con-
formal gauge. The Liouville action, which has the same equation of motion as the
Jackiw-Teitelboim model is studied in the so-called synchronous gauge (in terms of
the zwei-bein)
e 00 = 1, (6.4)
e 10 = e
0
1 = 0, (6.5)
e 11 ≡ e. (6.6)
This gauge choice corresponds to g00 = 1, g01 = g10 = 0, g11 = h, in terms of the
metric. For a space-time manifold M of the form R× S1, the Liouville action
SL = ρ
∫
M
[
(∂µΦ)
2
2
− Λe2Φ
]
; ρ =
26
24π
, (6.7)
leads to the following lagrangian and hamiltonian functions in the synchronous
gauge
L = ρ
∫
dx1
(
e˙2
2e
− Λe
)
, (6.8)
and
H(x1) = ρ
(
e˙2
2e
+ Λe
)
=
1
2ρ
eΠ2e + ρΛe, (6.9)
where Πe = 2ρe˙/e is the conjugated momentum to e. The Wheeler-DeWitt equation
is formally solved, but the resulting quantum theory suffers from problems with non-
normalizable wave-functions. It is claimed that Λ < 0 leads to a universe where
the wave-functions represent superpositions of expanding and contracting De Sitter
space-times. Banks and Susskind [144] concluded that there is no possibility for
encountering spatial quantum fluctuations.
A different canonical approach to two-dimensional quantum gravity has been pur-
sued in relation to developments in string field theory, made by Ishibashi and
Kawai [82]. In this formulation, one has creation and annihilation operators creating
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and removing closed loops, which can then propagate in time, due to a hamiltonian
time evolution. Interactions can occur between strings, which may join or split
to form a lower or higher number of propagating strings. In the paper [145], the
loop-loop correlator f(l, l′, D), for an initial loop C of length l and an exit loop C ′
of length l′, separated by the geodesic distance D, was studied in a path integral
approach
f(l, l′, D) ≡
∫ D[gµν ]
Vol(Diff(Σg) )
exp
(
−Λ
∫
d2x
√
g
)
δ
(∫
C
√
gµνdxµdxν − l
)
·δ
(∫
C′
√
gµνdxµdxν − l′
)
. (6.10)
This is supplemented with boundary conditions ensuring the propagating loop to
be homeomorphic to the initial loop at all geodesic separations d < D while the
propagating loop should be homeomorphic to C ′ when the distance d becomes iden-
tical to D. The relevance of this approach in a discussion of canonical quantization,
is the choice of an ADM gauge in [145], leading to the gauge fixed metric
gµν =
 1 + l(x0)2λ(x0, x1)2 l(x0)2
l(x0)2λ(x0, x1)2 l(x0)2
 . (6.11)
Here the length l(x0)2 ≡ h(x0, x1) due to the gauge choice ∂1h(x0, x1) = 0. The
space-time topology is also of the canonical form R × S1. The path integral is
evaluated by similar methods to that used in the derivation of the Polyakov string [2]
and the integration over metrics gives rise to integration over l and λ together with
two fields v(x0, x1), c(x0) parametrizing the diffeomorphism. The computations are
rather complicated and involve the introduction of an auxiliary positive constant β,
which is used to transform a certain differential operator into an elliptic operator,
which eases the calculations. The resulting path integral over l, after integrating
over the remaining fields, is then given in the limit β → 0:
f(l, l′, D) = lim
β→0
∫
dl
l
e−Sβ [l]δ
(
[l(x0) = 0]− l
)
δ
(
[l(x0) = D]− l′
)
. (6.12)
The regularized action is of the form
Sβ[l] =
∫
dx0
(
l˙2
2βl
+ ΛRl
)
, (6.13)
where ΛR is the renormalized cosmological constant. After the β → 0 limit is taken,
the hamiltonian reduces to:
H = ΛRl, (6.14)
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which gives the loop-loop correlator the following simple form
f(l, l′, D) = γ〈l′|e−DH |l〉 = γe−ΛRlDδ (l − l′) , (6.15)
where γ is some constant. The nontrivial part of the theory lies in possibility for
loops to join and split [145]. Note that the length of l ∼ e 11 (= e), since the zwei-bein
formally is the square root of the metric, which makes it appealing to relate the two
actions in equations (6.8,6.13). But there are differences, first of all in the sign of the
cosmological term and in the fact that ΛR is the renormalized cosmological constant.
The resemblance of the actions is due to the role played by the Liouville action,
which is involved as a Jacobian in the λ(x0, x1) integration when a Weyl rescaling
is performed to ease the calculations [145]. This is the reason for the l˙2/l term to
appear in equation (6.13). Related discussions using the ADM gauge for the metric
can be found in [146, 147], where it is shown that the loop-loop correlator discussed
here (with slight changes in the action) is in agreement with the results derived
using matrix models. Note that the trivial cylinder amplitude in equation (6.15)
resembles the result in equation (3.90) from the canonical quantization of BF theory.
The conclusion one can draw from the above discussion, is that it is indeed pos-
sible to use the canonical formalism to study quantum gravity in two dimensions,
but that it is through the use of the ADM gauge in the Euclidean path integral over
metrics, that one finds results which can be reproduced by other methods. The
string field theory approach by Ishibashi and Kawai [82] represents a second quan-
tizaion of string theoy in a hamiltonian formulation, and not the usual canonical
quantization of the space-time metric.
Both approaches illustrate the fact, that two-dimensional quantum gravity re-
duces to the quantum mechanics of closed loops of geodesic length l(x0), but the
quantum version of the Jackiw-Teitelboim theory is too simple to catch the real
contents of quantum gravity. It is only in the path integral approach, where it is
possible for a propagating loop to split into two loops, or to dissapear, that topology
changing amplitudes can be found.
Another way to broaden the question of the role of Ashtekar gravity in two
dimensions, is to study the role of BF gravity in relation to quantum gravity. This
is part of the discussion in the next section.
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6.2 BF Gravity vs. Super BF Gravity
When one considers the classical actions for BF and super BF theory
SBF[B,A] =
∫
Σg
tr (BF ) , (6.16)
SS−BF[B,A, χ, ψ] =
∫
Σg
tr (BF + χDψ) , (6.17)
it is natural to wonder whether the BF theory is in some way embedded in the
more complicated super BF theory. Especially one can ask whether the observables
of BF gravity are possible observables in super BF gravity? We have learned that
topological gravity, which could be formulated as a super BF theory, is closely
related to 2D quantum gravity, but at the same time we know that quantum gravity
in three dimensions can be described as a BF theory. From this perspective, it is
very interesting to find a better understanding of the relation between BF and
super BF theory, since this might help understanding the difference of two and
three dimensional quantum gravity.
First, we consider the difference between the symmetries of the two theories. The
Witten type theory has the largest possible symmetry group, namely the topological
shift symmetry, in contrast to BF theory which only has the ordinary (Yang-Mills
like) local gauge symmetry. The topological shift symmetry includes the local gauge
symmetry as a subset of the transformation, which leads to the overcompletenes of
the BRST algebra and the introduction of a 2nd generation ghost. From this point
of view, the two theories are quite different, but they both share the property that
the equivalence between the gauge symmetry and the diffeomorphisms only holds
on shell, i.e. when the curvature F [A] is vanishing.
Next, compare the topological invariants that the theories enable us to calculate.
In BF theory, like other Schwarz type theories, one can calculate link invariants
as expectation values of products of Wilson loops, and their generalizations as
Wilson surfaces. These invariants contain information on the intersection/linking
of homology cycles embedded in the space-time manifold Σg. In contrast, super
BF theory is directly related to topological invariants on the moduli space of flat
connections. The observables are closed differential forms on moduli space, which
are expressed by local operators in the field theory. These operators carry a ghost
number since they are functionals of the 2nd order ghosts.
Finally, the role of BRST invariance is different in the two theories. As a direct
consequence of the different symmetries, the Witten type BRST algebra is an en-
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largement of the one for the Schwarz type theory. If one sets the topological ghost
ψ and its 2nd order ghost φ to zero, the original Faddeev-Popov BRST algebra is
recovered. While it is possible to perform a BRST quantization of two-dimensional
BF theory, it is not essential due to the simplicity of the theory, in contrast to
higher dimensional BF theory, which has a symmetry in the B field as well as in
the A field. The Wilson loop is gauge invariant and therefore also BRST invariant
under the Faddeev-Popov BRST transformations. The situation is very much dif-
ferent for super BF theory, which, as a Witten type theory, has BRST invariance
and exactness as its defining properties. The topological invariance of the BRST
invariant observables, is due to the BRST exact nature of the action. Note that the
Wilson loops of BF theory, fail to be BRST invariant in the larger BRST algebra of
super BF theory, due to the topological shift symmetry. From this it is clear that
observables of the 2D BF gravity do not form a subset of the observables of super
BF gravity. This result goes both ways, since the observables of super BF gravity
are functionals of fields not present in the simpler BF theory.
One perspective on the difference between the theories, is related to the geomet-
ric interpretation of the BRST operator. Recall the discussion in section 2.6, where
the topological ghost ψ extended the Faddeev-Popov BRST transformation of the
gauge field A to the BRST transformation δB
δBRSTA
i = Dci → δBAi = Dci + ψi. (6.18)
This projection requirement, which is imposed on ψ such that it becomes a horizon-
tal tangent vector to A , gave rise to the interpretation of δB as having a vertical
and a horizontal part in equation (2.359):
δB = δB
horizontal + δB
vertical = δW + δBRST. (6.19)
From this split, the original δBRST is identified as the exterior derivative in the
G direction of the universal bundle, while δW is the covariant exterior derivative
on A/G and accordingly on the moduli space of flat connections MF. We see
that the fermionic symmetry ( δW A = ψ) is responsible for isolating the covariant
exterior derivative on moduli space, i.e. for isolating the closed forms on moduli
space. From the ordinary Faddeev-Popov BRST algebra, this information would not
be available. Hence we conclude that it is the fermionic sector of super BF theory,
which makes it possible to study topological invariants on moduli space, instead of
topological invariants of space-time.
228 CHAPTER 6. DISCUSSION
It might seem that we can simply ignore the simpler BF theory when discussing
2D quantum gravity, but there are several reasons for taking a harder look at some
of the details in the previous discussions. First we note that BF theory has not
been developed to answer the same questions as topological gravity. In chapter 3,
we initially derived the partition function of BF gravity as an integral overMg and
finally over the reduced phase space N . These spaces are non-compact and the
integrals are divergent. In the original approach by Chamseddine and Wyler [86]
the study of the quantum theory was terminated by concluding that the partition
function, in the presence of a nontrivial solution to equation (3.53), could not be cal-
culated. Here it is of course possible to perform the compactification of the moduli
space Mg →Mg , as in the study of topological gravity, such that these integrals
are finite. In addition, the curvature constraint in equation (3.58), can be changed
into the form given in equation (4.71), by introduction of curvature singularities
represented by vertex operators. However the resulting action fails to be gauge
invariant due to the missing action of the diffeomorphisms at the marked points.
This was also the case in topological gravity, but there one still has the topological
shift symmetry to ensure an overall gauge invariance of the action [7]. Finally, even
if one performed the compactification of Mg , to allow for the computation of the
partition function of BF gravity, the formalism would not be able to isolate closed
forms on moduli space since these were the BRST invariant objects with respect to
the δW derivative. It is clear that the missing role of punctures in BF gravity, is an
important part of the failure to reproduce 2D quantum gravity, since these played
a vital role for the identifications presented in chapter 5.
We should perhaps mention that several authors have tried to relate BF gravity
to 2D quantum gravity through the Liouville equation, present in both theories.
We refer the reader to the papers [148, 149], but do not feel that these discussions
offer any new insight. In addition, several authors have tried to map BF theory to
a Witten type theory, by extensions of the BRST algebra. The papers of Brooks et
al. offer research along those lines [150, 151, 152, 153], but we do not have time to
enter these discussions.
Even though it seems impossible to probe the topological invariants onMg,s from
BF theory, there are two results which hint that the Schwarz type theory has some
relation to the Witten type super BF theory anyhow. The first indication comes
from the result, noted by Blau and Thompson in [24], that the equations of motion
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for the fields (ω, e) of BF gravity in equations (3.58, 3.59):
dω =
Λ
2
ǫabe
a ∧ eb, (6.20)
dea = ωab ∧ eb, (6.21)
can be translated into a set of self-duality equations due to Hitchin [90]. A two-
dimensional version of the self-duality equation F [AH] = ∗F [AH] for the Hitchin
connections AH in a SO(3) bundle over R4 is isolated by dimensional reduction. Let
F [AH] be the curvature on a SO(3) bundle over a Riemann surface Σg and consider
a given complex structure on Σg. For this fixed structure, let D
′′ = d′′+AHz dz be the
anti-holomorphic part of the covariant exterior derivative D on Σg. Introduce two
complex forms, a holomorphic one-form Φ ∈ Ω(1,0) with values in the adjoint bundle
and a corresponding anti-holomorphic one-form Φ∗ ∈ Ω(0,1). These complex forms,
represent the µ = 3, 4 components of AiHµ , which have been dimensionally reduced
from four to two dimensions. Hitchin’s self-duality equations over a Riemann surface
are of the form:
F [AH] = −[Φ,Φ∗], (6.22)
D′′Φ = 0. (6.23)
These have been identified with the relevant equations of motion of the twice dimen-
sional reduced action of 4D topological Yang-Mills theory [154], since this action is
build to model the solutions to the same self-duality equations.
The dimensionally reduced connection can be reduced to a U(1) connection, and
the composed PSL(2,R) connection
A˜ = AH + Φ+ Φ∗, (6.24)
can be proved to be flat [90]. Donaldson [155] has proved the equivalence between
an SO(2, 1) connection fulfilling the self-duality equation and a flat PSL(2,R)
connection. By identifying the complex one-forms with the components of the
zwei-bein, one finds that
A˜ = AH + Pae
a
zdz + Pae
a
zdz = Jω + Pae
a = ABF, (6.25)
if one identifies the U(1) connection AH = ωJ , with the SO(2) ≃ U(1) spin con-
nection. By these identifications, the self-duality equations (6.22,6.23) transform to
the equations of motion for the BF theory in equations (6.20,6.21). This implies
230 CHAPTER 6. DISCUSSION
that the two formulations are identical at the level of equations of motion, if we
restrict ourselves to study irreducible connections for which equation (3.60) has no
nontrivial solutions. This result might indicate that BF gravity could be described
as a U(1) gauge field coupled to a Higgs field Φ, which should be identified with the
zwei-bein as seen above. In this interpretation, the appearance of the space-time
metric would be a result of this coupling, since it is composed from the zwei-beins1.
It is interesting to note that the relevant sector of super BF gravity, was encoded in
the U(1) sub-sector corresponding to the homogeneous part of the BRST algebra.
This could indicate that by mapping BF gravity into the self-duality equations, it
would be possible to search for a relation to the U(1) sector of topological gravity.
Another surprising relation between BF theory and Witten type TFT’s, has
been proved by Witten in relation to the study of topological Yang-Mills theory
in two dimensions. Witten was able to prove that the expectation values for cer-
tain observables of 2D topological Yang-Mills theory, would agree with the same
observables calculated in physical 2D-Yang-Mills theory, up to exponentially small
corrections. These special observables are constructed from the BF action, plus the
symplectic two-form on the moduli space of flat connections, together with a gaus-
sian term in the B field. The relation between BF theory and Yang-Mills theory
described in section 2.3.5 plays an important role in the proof of this result. We
refer the reader to [34] for details and just want to stress that the role of the BF
action in two-dimensional TFT’s is more subtle than would be expected at first
sight.
The relation between Schwarz vs. Witten type TFT’s, is a complicated problem
from the mathematical point of view, but some research indicates that the Witten
type invariants, known as Casson invariants [7, 65, 68, 156], which are derived from
3D super BF theory with gauge group SU(2), in some complicated way should
be included in the most general knot invariants, which formally are derived from
the Schwarz type theories [105]. This could be the first step towards a unified
interpretation of topological field theories, but no results have been proven at the
present stage.
1This is the same philosophy as in Ashtekar gravity where the m-bein is the fundamental object
and the metric is an object which is derived from the theory [79].
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6.3 Perspectives and Conclusions
In this final section, we discuss two different topics. The first is related to a prob-
lem in the discussion of topological gravity as a super BF theory, which has been
overlooked in the literature. The second is related to new developments in relating
the τn and κn observables in topological gravity.
6.3.1 A Problem for Super BF Gravity
Recall the discussion of BF gravity in chapter 3, where we saw that the moduli space
of flat PSL(2,R) connections, had 4g−3 connected componentsMkF labelled by the
integer |k| ≤ 2g−2. The top component k = 2g−2 corresponded to homomorphisms
φ mapping the fundamental group π1(Σg) into PSL(2,R) as a discrete subgroup,
leading to a smooth Riemann surface. This led to the identification (for g ≥ 2)
between M2g−2F and Teichmu¨ller space Tg . The remaining elements of MkF , for
|k| < 2g − 2 corresponded to Riemann surfaces with certain conical singularities,
which were described by Witten as surfaces with collapsed handles [68]. These
connected components of MkF should thus correspond to conformal equivalence
classes of singular Riemann surfaces. In the discussion of BF gravity, the singular
contributions were excluded by requiring the zwei-bein to be invertible, in order
for the metric to be positive definite. This requirement was imposed because one
makes a similar requirement in three dimensions where there is an Einstein theory,
which the gauge theory should be identified with.
But, when one studies the 2D super BF approach to topological gravity, the
situation is rather different, because we inserted curvature singularities on the Rie-
mann surface in order to generalize the ISO(2) action to arbitrary genus. This
introduction led to the notation of punctures, which we later saw played a vital
role in the map of topological gravity to 2D quantum gravity. It is clear that the
requirement
det
(
e aµ (x)
)
6= 0; for all points x ∈ Σg, (6.26)
will not hold at the nodes on the Riemann surfaces, which appear after the com-
pactification of the moduli space. Therefore it is no longer possible to exclude all
components MkF for |k| < 2g − 2, by imposing the constraint of equation (6.26).
This problem has been completely overlooked in the literature on topological grav-
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ity. The situation can be illustrated in the following way:
Gauge Theory 2D Quantum Gravity
Mk=(2g−2)F → Tg
Mk<(2g−2)F ?→ ∆.
(6.27)
Here ∆ is meant to illustrate the conformal equivalence classes of noded Riemann
surfaces. It is not necessarily a problem that one should include the components of
the moduli space of flat connections with |k| < 2g − 2, when one wishes to connect
super BF theory to topological gravity, since it offers a more natural setting for
discussing the singular geometries. Even thoughWitten’s pictorial description of the
singular surfaces, seems to fit with the elements in ∆, there exists no mathematical
proof for such an identification of the singularities. Actually there are reasons to
believe that these singular components are not related [157].
It should be stressed that no concrete realization of the map, indicated by
?→ in
equation (6.27), ever has been presented. As the identification between the theories
is presented in the literature, the super BF theory is identified with a gravitational
theory for the k = 2g − 2 component of the moduli space of flat connections, and
the remaining components are ignored. After this, the restriction in equation (6.26)
is then lifted and the moduli spaceMg is compactified with the introduction of the
degenerated Riemann surfaces ∆ =Mg,s \Mg,s . This is in the author’s opinion not
a trustworthy approach and the role of the gauge formulation of topological gravity
must be taken into renewed consideration. As long as the map
?→ in equation (6.27),
proposed for the first time in this thesis, is unknown, the identification of the theories
is unsatisfactory. There is of course a lot of truth in the identification, as is hopefully
clear after the discussions in chapter 4 and 5, but one should be careful with saying
that the gauge theory is identical to 2D quantum gravity. For this statement to be
true, there should exist a well-defined map between the relevant moduli spacesMF
and Mg,s , since they per definition represent the physical states of the theory.
The above discussion presents an unsolved problem in the gauge theoretical
formulation of quantum gravity in two-dimensions. This should be noted together
with the fact that the gauge theory offers much less computational power than
the matrix models, where the intersection numbers of Riemann surfaces can be
calculated at any genus in theory.
6.3. PERSPECTIVES AND CONCLUSIONS 233
6.3.2 New Developments in Topological Gravity
There have been some new developments at the mathematical front of topological
gravity [158], which relate to the role of the τn and κn classes, which were discussed
in chapter 4. The new developments have been to introduce a generating func-
tional for combined 〈τnκm〉 correlators. In chapter 5, we studied the expansion of
σn = τnn! in equation (5.5), and using a compressed symbolic notation, we rewrite
equation (5.5) as
〈1〉V ≡ F (t0, t1, · · ·) ∼
∑
{mi}
〈 ∞∏
i=0
σmii
tmi
mi!
〉
V=0
. (6.28)
By the methods used in chapter 5, one can derive a similar expression for the κn
classes. The composit correlator is defined by the integral〈∞∏
i=0
σmii
∞∏
j=0
κ
pj
j
〉
≡
∫
Mg,s
c1 (L1)d1 ∧ · · · ∧ c1 (Ls)ds ∧ κp11 ∧ κp22 ∧ · · · , (6.29)
where the numbers {d1, . . . , ds} contains m0 zeros, m1 ones, etc. The generating
functional for these invariants depends on two sets of coupling constants {ti} and
{sj}, and it is formally defined as:
H(t; s) ≡ ∑
{mi},{pj}
〈 ∞∏
i=0
σmii
∞∏
j=0
κ
pj
j
〉 ∞∏
i=0
tmi
mi!
∞∏
j=0
spj
pj!
. (6.30)
This expression has been introduced in [158], where it is also shown that there exist
recursion relations relating these composite correlators with differential operators,
which annihilate the function exp(H(t; s)). These operators led to generalizations
of the Virasoro constraints Lnτ = 0, which characterised the tau-function of the
KdV hierarchy and they offer a possible generalization of the whole framework,
which ties topological gravity and 2D quantum gravity together. It is still to early
too say, what applications these new results may have in the study of 2D quantum
gravity.
6.3.3 Final Remarks
Several topics could have been included in this thesis, but have been left out in
order to save space-time. These include among other topics, Atiyah’s axioms for
topological field theories [159], and the role of twisted supersymmetry in topological
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gravity [160]. This is in no way a measure of these topics being less interesting than
those discussed in this thesis.
The author hopes, that this presentation has illustrated the important and ex-
citing role topological field theories and topological invariants have played for our
understanding of lower-dimensional quantum gravity.
A Conventions
We list some useful definitions and conventions used in the thesis.
Convention: The space-time signature is taken to be Euclidean unless otherwise
specified.
Convention: We use the notation of graded forms, which means that we do not
explicitly distinguish between bosonic and fermionic variables. In general all
forms (Xp, Yq) have a grading, i.e. a grassmann parity, of grade (p, q), such
that
XpYq = (−1)pqYqXp. (A.1)
The graded commutator is defined such that[
Xp, Yq
]
= XpYq + (−1)pqYqXp, (A.2)
is the ordinary commutator if pq are even, and the anti-commutator if p and
q are odd. If the forms both have a form degree p1, q1 and a grasmann parity
p2, q2, we take p = p1 + p2 and q = q1 + q2 above.
We list some basic definitions of differential forms on an m dimensional manifold
M :
Definition: A differential form of order r is a totally antisymmetric covariant
tensor of rank r.
Definition: The wedge product ∧ is the totally antisymmetric tensor product.
dxµ ∧ dxν = dxµ ⊗ dxν − dxν ⊗ dxµ. (A.3)
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Definition: Denote the vector space of r-forms at p ∈ M by Ωrp(M). This space
will be spanned by a basis of one-form wedge products
dxµ1 ∧ dxµ2 ∧ · · · ∧ dxµr = ∑
permutationsP
sign(P )dxµP (1) ⊗ dxµP (2) ⊗ · · · ⊗ dxµP (r),
(A.4)
and a general element ω ∈ Ωrp(M) is expanded as
ω =
1
r!
ωµ1µ2···µrdx
µ1 ∧ · · · ∧ dxµr . (A.5)
where ωµ1µ2···µr is totally antisymmetric, just as the basis.
The dimension of Ωrp(M) is
dim(Ωrp(M)) =
 m
r
 , (A.6)
because we should choose the coordinates (µ1, µ2, · · · , µr) out of the set (1, 2, · · · , m),
when creating the basis. By the relation for Binomial coefficients m
r
 =
 m
m− r
 , (A.7)
we see that
dim(Ωrp(M)) = dim(Ω
m−r
p (M)), (A.8)
and from the theory of vector spaces we know that the two spaces are isomorphic.
By definition Ω0p(M) ≡ R.
Definition: The exterior product ∧ of a q−form and an r−form
∧ : Ωqp(M)× Ωrp(M) 7→ Ωq+rp (M) (A.9)
enables us to define the algebra
Ω∗p(M) ≡ Ω0p(M)⊕ Ω1p(M)⊕ · · · ⊕ Ωmp (M). (A.10)
Thus Ω∗p(M) is the space of all differential forms at p and it is closed under
the exterior product.
Definition: The exterior derivative is a map dr : Ω
r
p(M) 7→ Ωr+1p (M) whose action
on an r−form ω reads
drω =
1
r!
(
∂
∂xν
ωµ1µ2···µr
)
dxν ∧ dxµ1 ∧ · · · ∧ dxµr . (A.11)
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Usually one drops the subscript r and writes d as the exterior derivative. A very
important result is that d2 = 0, which is proven by acting twice with d on ω above
and we find
d(dω) =
1
r!
(
∂2
∂xρxν
ωµ1µ2···µr
)
dxρ ∧ dxν ∧ dxµ1 ∧ · · · ∧ dxµr , (A.12)
but since the partial derivative is symmetric in ρ, ν the contraction with the total
antisymmetric basis vanishes. Thus d2 = 0.
Definition: If M is endowed with a metric gαβ , one can define a natural isomor-
phism between Ωrp and Ω
m−r
p called the Hodge star (∗) operation. This is a
map ∗ : Ωrp 7→ Ωm−rp with the following action on a basis vector of Ωrp
∗(dxµ1 ∧ · · · ∧ dxµr) =
√
| g |
(m− r)!ǫ
µ1···µr
νr+1···νmdx
νr+1 ∧ · · · ∧ dxνm. (A.13)
Here g is the determinant of the metric.
Let ω be an r-form, defined as in equation (A.5), then
∗ω =
√
g
r!(m− r)!ωµ1µ2...µrǫ
µ1µ2...µr
νr+1...νm
dxνr+1 ∧ · · · ∧ dxνm . (A.14)
In Euclidean space one has the result:
∗ ∗ ω = (−1)r(m−r)ω ; ω ∈ Ωr(M). (A.15)
In order to perform integration on a manifold, we need to have a substitute for the
usual Lebesgue measure. We introduce the notation of a volume element, which is an
everywhere non-vanishing m−form, known to exist for all orientable m dimensional
manifolds M . This volume form ω plays the role of the measure. Consider the
m−form
ω = h(p)dx1 ∧ · · · ∧ dxm, (A.16)
where h(p) is positive definite over all of M . Strictly speaking this is valid on a
chart (U, φ) with coordinates x = φ(p), but ω can be extended to all of M such
that h(p) is positive definite in any chart on M . The form ω is a volume element
and it is unique up to the choice of orientation and normalisation.
Definition: Integration of a function f : M 7→ R is defined in a neighbourhood
Ui with coordinates x as∫
Ui
fω =
∫
φ(Ui)
f(φ−1i (x))h(φ
−1
i )dx
1 · · · dxm. (A.17)
By partition of unity the integration is taken from a single Ui to all of M .
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Definition: In the presence of a metric gαβ there exists a natural volume element,
which is invariant under coordinate transformations
ΩM =
√
| g |dx1 ∧ · · · ∧ dxm. (A.18)
The volume form equals the action of the ∗ operation on 1 and is
√
| g |dx1 ∧ · · · ∧ dxm =
√
| g |
m!
ǫµ1···µmdx
µ1 ∧ · · · ∧ dxµm = ∗1. (A.19)
Definition: Integration on M with a metric structure is defined by use of ΩM∫
M
fΩM =
∫
M
f
√
| g |dx1dx2 · · · dxm, (A.20)
which is invariant under change of coordinates.
Definition: A differential form ω is said to be closed if dω = 0. An r−form ω is
said to be exact if there exists an r − 1 form ρ such that ω = dρ.
Since d2 = 0 we have that Im dr ⊂ Ker dr+1, for example take ω ∈ Ωrp(M). Because
drω ∈ Im dr and dr+1(drω) = 0 implies drω ∈ Ker dr+1 we conclude that Im dr ⊂
Ker dr+1.
Definition: The quotient space
Hr(M) = Ker dr/Im dr−1, (A.21)
is called the r’th de Rahm cohomology group.
Definition: The adjoint exterior derivative d† : Ωr(M) 7→ Ωr−1(M), is defined in
Euclidean signature as
d† ≡ (−1)mr+m+1 ∗ d ∗ . (A.22)
It follows from equation (A.15) that (d†)2 = 0.
Definition: The Laplacian ∆ : Ωr(M) 7→ Ωr(M) is defined by
∆ ≡
(
d+ d†
)2
= dd† + d†d. (A.23)
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