Many tasks in AI require representation and manipulation of complex functions. First order decision diagrams (FODD) are a compact knowledge representation expressing functions over relational structures. They represent numerical functions that, when constrained to the Boolean range, use only existential quantification. Previous work has developed a set of operations for composition and for removing redundancies in FODDs, thus keeping them compact, and showed how to successfully employ FODDs for solving large-scale stochastic planning problems through the formalism of relational Markov decision processes (RMDP). In this paper, we introduce several new ideas enhancing the applicability of FODDs. More specifically, we first introduce Generalized FODDs (GFODD) and composition operations for them, generalizing FODDs to arbitrary quantification. Second, we develop a novel approach for reducing (G)FODDs using model checking. This yields -for the first time -a reduction that maximally reduces the diagram for the FODD case and provides a sound reduction procedure for GFODDs. Finally we show how GFODDs can be used in principle to solve RMDPs with arbitrary quantification, and develop a complete solution for the case where the reward function is specified using an arbitrary number of existential quantifiers followed by an arbitrary number of universal quantifiers.
Introduction
The problem of an autonomous agent acting optimally in an environment is central to Artificial Intelligence. There are many variants of this problem. For the case where the stochastic dynamics of the environment are known and the objective can be described by a reward function, Markov decision processes (MDP) have become the standard model [1, 2] . Classical dynamic programming algorithms for solving MDPs [3, 4] , however, require explicit state enumeration. This is often impractical as the number of states grows very quickly with the number of domain objects and relations. For example in a domain with predicate on(X, Y), and n objects that can be substituted for X and Y, we have at least n 2 ground propositions and 2 n 2 potential states. Classical solutions require enumeration of these 2 n 2 states. In other words, classical dynamic programming solutions to MDPs do not scale to bigger problems because the size of the state space is too large.
One potential solution to this problem is the use of structure in representing state and action spaces. Many problems are naturally described by referring to objects and relations among them. Relational representations naturally factor the state space and they can capture parameterized functions over the state space. The past few years have seen the successes of this approach in the field of Statistical Relational Learning [5] which combines expressive knowledge representation formalisms with statistical approaches to perform probabilistic inference and learning in relational domains. MDPs enhanced with such representations are known as relational or first-order MDPs.
Recently, Boutilier et al. [6] have shown how algorithms for relational MDPs (RMDP) can be used to solve stochastic planning problems. Inspired by this seminal work, several authors have developed different representation schemes and algorithms implementing this idea [7, 8, 9, 10] . In particular, Wang et al. [9] and Joshi and Khardon [11] introduced the First-Order Decision Diagram (FODD) representation, showed how RMDPs can be solved using FODDs, and provided a prototype implementation that performs well on problems from the International Planning Competition. The use of FODDs to date, however, has two main limitations. The first is representation power. FODDs (roughly speaking) represent existential statements but do not allow universal quantification. This excludes some basic planning tasks. For example, a company that has to plan a physical meeting of all employees requires that they are all in a single location thus requiring a quantifier prefix ∃∀ for the goal; the goal can be expressed as "there exists a location such that all employees are in that location". The second is that manipulation algorithms for FODDs require special reductions to ensure that their size is small. Such reductions have been introduced but they are not complete, i.e., they may not yield a small FODD although one exists.
In this article, we show how one can overcome these limitations. Specifically, we make the following three contributions. First, we introduce Generalized FODDs (GFODD), a novel FODD variant that allows for arbitrary quantification as well as more general aggregations of values. Basic algorithms that allow us to perform operations over functions represented by GFODDs are developed. Second, we show how GFODDs can be used to solve RMDPs with arbitrary quantification. Finally, we provide a novel reduction approach based on model checking. This provides the first reduction for FODDs that guarantees that the resulting FODD is "maximally reduced" in a sense which is defined precisely in the technical section. This is a significantly stronger reduction than ones that existed previously for FODDs. In addition we develop model checking reductions for the ∃ * ∀ * quantifier setting of GFODDs, where a finite number of existential quantifiers is followed by a finite number of universal quantifiers. We show that this enables solutions for RMDPs with reward functions given by ∃ * ∀ * statements, where all intermediate constructs in the algorithm are maintained in this form. The new representations and algorithms developed form a significant extension of the scope of the FODD approach to decision-theoretic planning and a significant improvement of our understanding of their reductions.
The new reductions presented in the paper have a relatively high complexity and are not likely to be efficient in practice for large diagrams. However, they provide the basis for easyto-implement heuristic reductions for FODDs. In recent work [12] we developed such heuristic reductions as well as heuristics for generating the models from problem descriptions. The new reductions provide significant speedup in planning time, over an implementation using theorem proving reductions, while maintaining state-of-the-art performance on problems from the international planning competition. Model checking reductions are therefore important in expanding applicability of FODDs to decision theoretic planning. Practical implementations of reductions for GFODDs will be similarly important for their applicability.
Our results are also closely related to recent work on probabilistic inference with large mod- els. In fact, the relational value iteration algorithm of Boutilier et al. [6] and our implementation of this algorithm using (G)FODDs can be seen to perform some form of lifted inference in probabilistic models. Recently several algorithms that take advantage of model structure in inference have been proposed [13, 14, 15, 16, 17, 18, 19, 20, 21] . Whereas, existing approaches essentially take a single ground model and a single ground question and calculate a numerical solution for the question, our solutions for RMDPs take a family of models and a potentially non-ground question as input, and calculate numerical solutions for all members of the family. Of course the planning models must have some structure to make this possible and this is precisely the structure our algorithms take advantage of.
We proceed as follows. After briefly reviewing FODDs, we present the model checking reduction operator for FODDs in Section 3. Then, in Section 4, we introduce GFODDs and their composition operations. Section 5 extends the model checking reduction operator to GFODDs with the quantifier setting ∃ * ∀ * . Finally Section 6 shows the utility of GFODDs for solving RMDPs. To that end we devise a value iteration approach for RMDPs using GFODDs. Note that, since knowledge of RMDPs is not required for the development and algorithms for GFODDs, we have deferred the introduction of RMDPs to Section 6.
First-Order Decision Diagrams
This section briefly reviews previous work on FODDs [9] . We use standard terminology from first-order logic [22] . A first-order decision diagram is a labeled directed acyclic graph, where each non-leaf node has exactly 2 outgoing edges labeled true and false. The non-leaf nodes are labeled by atoms generated from a predetermined signature of predicates, constants and an enumerable set of variables. Leaf nodes have non-negative numeric values. The signature also defines a total order on atoms, and the FODD is ordered with every parent smaller than the child according to that order. Figure 1 ; in these and all diagrams in the paper left going edges represent the branch taken when the predicate is true and right edges are the false branches.
Example 1. Two examples of FODDs are given in
Thus, a FODD is similar to a formula in first-order logic. Its meaning is similarly defined relative to interpretations of the symbols. An interpretation defines a domain of objects, identifies each constant with an object, and specifies the truth value of each predicate over these objects. In the context of relational MDPs, an interpretation represents a state of the world with the objects and relations among them. Given a FODD and an interpretation, a valuation assigns each variable in the FODD to an object in the interpretation. Following Groote and Tveretina [23] , the semantics of FODDs are defined as follows. If B is a FODD and I is an interpretation, a valuation ζ that assigns a domain element of I to each variable in B fixes the truth value of every node atom in B under I. The FODD B can then be traversed in order to reach a leaf. The value of the leaf is denoted Map B (I, ζ). Map B (I) is then defined as max ζ Map B (I), that is, an aggregation of Map B (I, ζ) over all valuations ζ. Figure 1 In general, max aggregation yields existential quantification when leaves are binary. When using numerical values we can similarly capture value functions for relational MDPs.
Example 2. Consider the FODD in
The following notation will be used to discuss FODDs and their properties. If e is an edge from node n to node m, then target(e) = m. For node n, the symbols n ↓t and n ↓ f denote the true and false edges out of n respectively. Furthermore, l(n) denotes the atom associated with node n. Node formulas (NF) and edge formulas (EF) are defined recursively as follows. For a node n labeled l(n) with incoming edges e 1 , . . . , e k , the node formula NF(n) = (∨ i EF(e i )). The edge formula for the true outgoing edge of n is EF(n ↓t ) = NF(n) ∧ l(n). The edge formula for the false outgoing edge of n is EF(n ↓ f ) = NF(n) ∧ ¬l(n). These formulas, where all variables are existentially quantified, capture the conditions under which a node or edge are reached. Similarly, if B is a FODD and p is a path from the root to a leaf in B, then the path formula for p, denoted by PF(p) is the conjunction of literals along p. When the variables of p, are existentially quantified, satisfiability of PF(p) under an interpretation I is a necessary and sufficient condition for the path p to be traversed by some valuation under I. If ζ is such a valuation, then we define Path B (I, ζ) = p. The leaf reached by path p is denoted as lea f (p).
As seen above FODDs can represent functions over relational structures. These functions can be combined under arithmetic operations, and reduced in order to remove redundancies, in a manner that extends ideas developed for propositional (binary and algebraic) decision diagrams [24, 25] . In particular, Groote and Tveretina [23] introduced four reduction operators (R1 . . . R4) and these were augmented with seven more reductions (R5 . . . R11) [9, 11] . Intuitively, redundancies in FODDs arise in two different ways. In the first scenario, some edges may never be traversed by any valuation. Reduction operators for such redundancies are called strong reduction operators. The second scenario requires more subtle analysis: there may be parts of the FODD that are traversed under some valuations but because of the max aggregation, the valuations that traverse those parts are never important for determining the map. Operators for such redundancies are called weak reductions operators. Strong reductions preserve Map B (I, ζ) for every valuation ζ (thereby preserving Map B (I)) and weak reductions preserve Map B (I) but not necessarily Map B (I, ζ) for every ζ. Using this classification R1-R5 are strong reductions and R6-R11 are weak reductions.
Weak reductions have their basis in the idea that some parts of the FODD dominate the map and therefore parts that are dominated can be removed or replaced by a 0 leaf. However, there are cases when two parts of the FODD dominate each other. Figure 2 . This simple FODD contains only 2 paths leading to non-zero leaves:
Example 3. Consider the FODD in
1. p(x), ¬p(y) → 1 2. ¬p(x), p(z) → 1
Notice that whenever there is a valuation traversing one of the paths, there is another valuation traversing the other and reaching the same leaf. Either of the two edges reaching the 1 leaf can point to a 0 leaf without changing the map. However we cannot allow both the edges to point to a zero leaf as that would change the map of some interpretations.
To avoid this ambiguity we must specify a total order on the paths, and in this way we can choose which path to remove. A descending path ordering (DPO) is constructed specifically for this purpose. A DPO provides a preference ordering over paths. Paths with different values are naturally ordered by their values and this is incorporated in the DPO. Paths with the same value are ordered according to the (arbitrary) ordering in the DPO where paths with a lower index are preferred to paths with a higher index. This preference is captured in the notion of instrumental paths which is defined next. 
Paths that are not instrumental can be removed from a diagram without changing the function it computes. The choice of DPO can affect the size of the reduced diagram, but it is not clear at the outset how to best choose a DPO so as to maximally reduce the size of a diagram. This is illustrated and discussed further in the context of the R12 reduction.
Finally, an additional subtlety arises because for RMDP domains we may have some background knowledge about the predicates in the domain specifying some constraints on them. For example, in the blocks world, if block a is clear then on(x, a) is false for all values of x. This fact might help simplify the diagram. We denote such background knowledge by B and allow reductions to rely on such knowledge. 5
R12: The Model Checking Reduction for FODDs
In this section we introduce a new reduction operator R12 (numbered to agree with previous work). The basic intuition behind R12 is to use the semantics of the FODD directly in the reduction process. According to the semantics of FODDs the map is generated by aggregation of values obtained by running all possible valuations through the FODD. Therefore, if we run all possible valuations through the diagram and document the paths taken by the valuations under all possible interpretations, we can identify parts of the diagram that are never important for determining the map. Such parts can then be eliminated to reduce the diagram. Crucially, with some bookkeeping, it is possible to obtain this information without enumerating all possible interpretations and by enumerating all possible valuations over just the variables in the diagram. This is the basic intuition behind R12.
We can avoid enumerating all possible interpretations with the observation that although there can be many interpretations over a set of domain objects, there are only a fixed number of paths in the FODD that a valuation can traverse. For a given valuation ζ, any interpretation can be classified into one of a set of equivalence classes based on the path p that it forces ζ through. All interpretations belonging to an equivalence class have the following in common.
1. They force ζ through path p and leaf(p), the leaf reached by path p. 2. They are consistent with PF(p)(ζ).
PF(p)(ζ) is, thus, the most general interpretation that forces ζ through p and can be viewed as a key or identifier for its equivalence class. For the purpose of reduction we are not interested in the interpretations themselves but only in the paths that they force valuations through. Therefore we can restrict our attention to the equivalence classes and avoid enumerating all possible interpretations. In other words, if we collect the abstract interpretation PF(p)(ζ) for every path p that a valuation ζ could possibly take (i.e. every path where PF(p)(ζ) is consistent), along with the corresponding path and leaf reached, we will have all information we need to describe the behavior of ζ under all possible interpretations. The procedure getBehaviors described below, does exactly that by simulating the run of a valuation through a FODD. The output of the procedure is a set of lea f, EL, I 3-tuples, where lea f is the leaf reached by the valuation ζ by traversing the path p (described by the set of edges EL) and I = PF(p)(ζ). Recall that B denotes the background knowledge on the domain. The procedure is as follows. 
Example 4. Note that the different behaviors of a valuation are mutually exclusive because the abstract interpretations associated with these behaviors partition the space of worlds. Any interpretation must be consistent with exactly one of these abstract interpretations and hence must force the behavior corresponding to that abstract interpretation on the valuation.
Thus, as in Figure 3 , with the help of the getBehaviors procedure we can tabulate the possible behaviors of all valuations over a set of domain objects. The next step is to generate all possible ways in which an aggregate value can be derived. This can be done without enumerating all interpretations. The table of potential behaviors gives sufficient information to list all possible 7
ways to aggregate over the set of all valuations, by considering all combinations of behaviors over the set of valuations. Every combination, as long as it is consistent, produces the map as an aggregate value. To facilitate reduction the aggregation has to be augmented so as to expose the valuations and paths that prove to be important for determining the map. Intuitively, paths that were not shown to be important in spite of listing all possible ways to aggregate over the set of all valuations can be removed. To this end, the next section introduces variants of the max aggregation function, max 2 and max 3 .
Generalized Aggregation Function and the R12 Reduction
When calculating the map, the max aggregation operation is applied to values obtained by evaluating the FODD under different valuations. As discussed above, for R12, we are interested not just in the aggregate value but also in information that will help us identify which edges are used to determine the map. Toward that, when calculating the maximum, we collect information about the winning path, the valuation that leads to it, and the interpretation (captured by the ground path formula) for which this happens. To enable the such accounting we define three variants of the max aggregation operator. In other words, max 2 takes as input one possible behavior from every valuation (one entry from each row in the valuation table in Figure 3 ) and aggregates the result, recording the winning path, and the interpretation that induces the corresponding behavior on each valuation. The example illustrates that max 2 captures the combined behavior of all valuations on the interpretation I 0 which is part of its output. As motivated above, we would like to capture this information for all possible interpretations. Instead of enumerating interpretations, we generate all possible scenarios by considering all possible ways in which rows in the table produced by getBehaviors can be combined. This is done by max 3 . 8
. requires a DPO to calculate its output. The input to max 3 is a set of sets of 3-tuples, where each set of 3-tuples is associated with a valuation (this corresponds to the entire table from Figure 3 ), denoted as
′ be the Cartesian product of {valueset ℓ } so that e i ∈ T ′ is a set of tuples value, path, Interpretation . max 3 (T ) is defined as
Thus, max 3 (T ) is the collection of results of max 2 applied to each element of T ′ but restricted to the cases where the combined interpretation is consistent and the aggregate value is greater than zero. Figure 3 shows the result of applying max 3 to the elements in the [11, 12] heuristically alternates this DPO and its reverse in hope of enabling more reductions.
Example 6. The example in
({ 10, {1t}, {p(a)} , 10, {1t}, {p(a)} , 10, {1 f 2t}, {p(a), ¬p(b)} , 10, {1t}, {p(b)} }) = 10, {1t}, {p(a), p(b), ¬p(b)} is
omitted from the result of max 3 (T ) because the combined abstract interpretation is inconsistent. Aggregations resulting in 0 value are ignored because 0 being the smallest obtainable value, is uninteresting under the max aggregation semantics. Observe that in this example, the path {1t} is the only instrumental path. Intuitively this implies that the target of any edge not on this path (for instance edge 1 f ) can be set to

Thus in this case both paths are instrumental and no reduction is achieved. This illustrates that the choice of DPO can be important in reducing a diagram. However, it is not clear how to best choose the DPO. A preference for shorter paths that defaults to lexicographic ordering over equal length paths makes for an easy implementation but may not be the best. Our implementation
The reduction is formalized in procedures 2 and 3.
Procedure 2. R12(FODD B)
1. Let PL be a DPO for B.
Let O be a set of v objects where v is the number of variables in B.
Let U be the set of all possible valuations of the variables in B over O.
Let S be the output of Reduction-Aggregation(B, U, PL).
That is, S = { value 1 , path 1 , I 1 , value 2 , path 2 , I 2 , · · · value n , path n , I n }.
Let E
′ be the set of all edges that appear on any path path i in any 3-tuple in the set S . 
Proof of Correctness
This section shows that the R12 procedure removes exactly the right edges on its input FODD. The proof relies on the next lemma which shows that every instrumental path, for any potential interpretation I, is discovered by the procedure. This is shown by arguing that a small portion of I suffices for this purpose and that such a portion is constructed by R12.
Lemma 1. If a path p i in FODD B is instrumental under PL, and the path reaches a non-zero leaf, then there exists an interpretation I o such that {leaf(p i ), p i , I o } is in the set S calculated in
Step 4 of the R12 procedure. ′ that participate in traversing paths in B for all η ∈ U. By construction, the corresponding parts PF(Path B (I ′ , η))η will be included in the valueset returned by the getBehaviors procedure. Clearly
The proof of the previous lemma implicitly assumes that the signature does not include equality, whose truth value changes when the objects are reassigned. The lemma and all subsequent discussion can allow for equality by having steps 2-4 of R12 repeated for object set sizes up to v and step 5 take the union of exposed edges. This makes for longer arguments without adding any significant insight and we therefore focus on the simpler version in the paper.
The previous lemma implies that we discover all edges on instrumental paths and this in turn implies that removing other edges does not change the map of the diagram. This intuition is captured in the next lemma and theorem.
Lemma 2. If there exists an instrumental path under PL that contains the edge e in B and the path reaches a non-zero leaf, then e is in the set E
′ calculated in Step 5 of the R12 procedure.
Proof: If there is an instrumental path p i ∈ PL that contains the edge e and reaches a nonzero leaf, then by Lemma 1 there exists an interpretation
Theorem 1 (soundness). For any FODD B, if FODD B ′ is the output of R12(B), then for all interpretations I, Map B (I) = Map B ′ (I).
Proof: By the definition of R12, the only difference between B and B ′ is that some edges that pointed to subFODDs in B, point to the 0 leaf in B ′ . These are the edges in the set E at the end of the R12 procedure. Therefore any valuation crossing these edges achieves a value of 0 in B ′ but could have achieved a higher value in B under the same interpretation. Valuations not crossing these edges will achieve the same value in B ′ as they did in B. Therefore for any interpretation I and valuation ζ, We next show that the reduction achieved by R12 is the best possible with respect to our notions of DPO and instrumental paths.
Theorem 2 (maximum reduction w.r.t. DPO). If no path crossing edge e and reaching a nonzero leaf in B is instrumental under PL, then R12 removes e.
Proof: By definition the set of all edges in B is partitioned into sets E and E ′ . Now, by construction, if e ∈ E ′ , then there exist a path p i ∈ PL and an interpretation I o such that e is an edge on p i , leaf(p i ) is non-zero and {leaf(p i ), p i , I o } is in the set S calculated in Step 4 of the R12 procedure. The existence of {leaf(p i ), p i , I o } in S implies that under I o , there is a valuation ζ ∈ U such that Path B (I o , ζ) = p i and for all η ∈ U, Path B (I o , η) = p j implies j ≥ i. Therefore p i is instrumental. Therefore all edges in E ′ belong to some instrumental path. This implies that e from the statement of the theorem is not in E ′ and therefore it is removed by R12.
Discussion
The R12 procedure provides a comprehensive reduction operation for FODDs, by guaranteeing maximum reduction w.r.t. a DPO on its own. This is in contrast with the fact that all previous published reductions, taken together, do not provide the same guarantee. The main reason is that previous reduction operators rely on theorem proving over single path formulas or edge implications. As the following example shows there are cases where such reduction operators fail to reduce a diagram but R12 is successful. It is important to note, however, that one can in principle define a theorem proving reduction giving the same guarantees. 1 For example, to state that path i is instrumental one can write
The path is instrumental if and only if this formula is satisfiable. Thus theorem proving can provide maximum reduction with respect to a DPO in the same way that R12 does. However, the theorem proving may be complex because it involves disjunctive reasoning. In fact, the R10 reduction [11] performs similar reasoning except that it checks the paths j ≤ i one at a time in order to make for simpler theorem proving, and therefore does not provide the same guarantees. More importantly, this formulation has a significant disadvantage (shared with R10) in that it enumerates all the paths whose index is smaller than i. The main point in adopting a decision diagram representation over a decision tree, is the fact that a diagram can be exponentially smaller because of repeated sub-trees that are represented only once in a decision diagram. In other words, the number of paths in a diagram can be exponential in its size. In this case, enumerating the paths in a DPO is not practical and the theorem proving formulation will fail. In contrast, R12 does not need to generate the DPO explicitly. Instead the procedure only needs to be able to compare two paths (in max 3 ) and decide which one is higher in the DPO. As mentioned above this is easy to perform efficiently for suitably chosen DPOs, such as ones preferring shorter path and using lexicographic ordering. Therefore, when the number of paths is large R12 will be superior to the theorem proving formulation.
On the other hand the complexity of R12 is also high in that it involves the enumeration of all possible valuations, and is thus exponential in the number of variables. Therefore, a direct implementation of R12 as specified here will not be practical for FODDs with a large number of variables. In recent work we have introduced heuristic variants of R12 that are more efficient and have shown that they lead to significant speedup over theorem proving reductions [12] .
Finally, R12 is distinguished from previous reductions by the fact that it employs the aggregation function of the FODD itself as its main subroutine. Therefore, one can imagine generalizing it for diagrams containing other aggregation functions. Indeed the next two sections define such generalized diagrams and model checking reductions for them. Corresponding generalized variants of the reductions based on theorem proving are not easy to obtain.
Generalized FODDs: Syntax and semantics
The max aggregation of FODDs makes them sufficiently expressive to represent many planning problems of interest. However, since the max aggregation mirrors existential quantification over the variables of the FODD, many other functions over logical spaces cannot be represented by FODDs. These functions could be represented if the aggregation function was more complex. This idea is captured in the following definition.
Definition 3. An aggregation function is any function f that takes as input a non-empty set of real values and returns a real value.
Concrete examples of aggregation functions that are discussed further below include max, min, sum, and mean. Other functions like product, variance and so on are also possible. We will pay special attention to min aggregation that allows us to capture universally quantified formulas. In this section and the next, we discuss the properties of generalized FODDs using arbitrary aggregations and the operations that can be performed to manipulate them. We start by a formal definition of Generalized First-Order Decision Diagrams.
Definition 4. A Generalized First-Order Decision Diagram (GFODD) is a 2-tuple V, D , where (1) V is an ordered list of pairs (v i , op v i ), where v i is a variable and op v i is an aggregation operator, (2) The variables v i are distinct, that is, v i has exactly one aggregation operator in V, (3) D is a FODD except that the leaves can be labeled by a special character D (for discard).
An example of a GFODD is given in Figure 5 The discard value D in the definition above allows for some paths in the diagram to provide no value. This can be useful when multiple types of aggregations are used because one does not need to have a "default value" (like the value zero for max aggregation) which does not affect the result. This simplifies the implementation and analysis of one of the reductions presented below.
Semantics of GFODDs
The semantics for GFODDs follow the same approach of FODDs in that they first calculate the map for all valuations and then aggregate these values. Whereas in FODDs we take a maximum over these values the computation for GFODDs is more complex and follows the aggregation function. To simplify the notation, in the following when B = V, D and ζ is a valuation we sometimes refer to Map D (I, ζ)) as Map B (I, ζ) .
Formally, let B = V, D be a GFODD where In the following we need a notation to refer to the map value and its calculation. The procedure described can be seen to perform aggregation over variables in V by nesting aggregation operators from left (outermost) to right (innermost). i.e.
Map B (I)
The term in the center,
, is the value obtained by running a valuation defined by an assignment to the variables v 1 , · · · v n through B under I. In order to reduce the notational clutter, in the rest of the paper we will drop brackets so that the above equation looks as follows
where each c
is a value corresponding to a different object assignment to variable v n in the block defined by the values assigned to the variables v 1 · · · v n−1 .
Basic Properties of GFODDs
Several observations can be made on GFODDs and their semantics. First, the order of variables in V is important. Changing the order of the variables can obviously change the map of the diagram.
Second, FODDs form a proper subclass of GFODDs where the aggregation operator associated with every variable is max. In this case, due to properties of the max aggregation, the order of variables in V is not important.
Third, GFODDs with 0/1 leaves express the same functions as closed, function-free firstorder formulas. In particular this can be done by employing the min aggregation operator over universally quantified variables and the max aggregation operator over existentially quantified variables. To see this consider any GFODD V, D with 0/1 leaves and let F be a quantifierfree formula capturing the disjunction of path formulas for paths leading to the 1 leaf. Then interpreting V as quantifiers V, F is a closed first order formula that evaluates to true exactly when V, D evaluates to true. On the other hand, given a closed first-order formula in prenex normal form V, F where F is in disjunctive normal form, we can build a FODD D by representing each conjunct in F as a FODD directly and then represent their disjunction using the apply procedure of Wang et al. [9] . Now, as above V, D is equivalent to V, F.
Finally, the definition above allows the final aggregate value to be D in the case where all reachable paths for I yield the value D. To ensure that GFODDs always represent well defined functions we disallow this case. 
Definition 5. A GFODD B is legal iff it obeys the GFODD syntax and for all interpretations I there is a valuation
Combining GFODDs
So far we have focused on the syntax and semantics of GFODDs that can represent complex functions over relational structures. The utility of such a representation, though, is in performing operations over such functions, for example max (taking the maximum), + (addition) and × (multiplication). We call these operators combination operators and provide an algorithm Exapply to implement them. Notice that combination operators operate on functions and they are different from aggregation operators that operate on sets of real values. The next definition provides the intended meaning of combination.
Definition 6. GFODD B is a combination of GFODDs B 1 and B 2 under the binary combination operator op c iff for all interpretations I, Map B (I) = Map B 1 (I) op c Map B 2 (I).
In the above we assume that the functions represented by B 1 and B 2 are independent, i.e., that the variables they aggregate over do not constrain each other. In principle, one could try to define the meaning of combination when a variable appears in both diagrams and aggregated similarly. However, this seems awkward and is not necessary for the calculus of functions we use. Therefore, in the following we assume that the functions being combined do not share variables, that is, their quantifier-free portion is standardized apart.
Aggregation and combination operators can interact, complicating the result of the combination operation. In the following we show that in some cases this does not happen and we can essentially use the algorithm that combines FODDs to combine GFODDs. This is captured by the following condition on combination and aggregation operators: Table 1 summarizes the safe and unsafe pairs for operators that are of interest to us. We later use the fact that the max and min aggregation operators are safe with all the combination operators listed. As mentioned above this condition will allow us to use a simple algorithm for combination. The cases that are not safe might still be processed using other algorithms but we leave the details of this for future work. We next review the details of the procedure apply(B 1 ,B 2 ,op) for combining FODDs B 1 and B 2 under operation op [9] . Recall that FODDs use an ordering over the atoms labeling nodes, so that atoms higher in the ordering are always higher in the diagram. Let p and q be the roots of B 1 and B 2 respectively. The apply procedure chooses a new root label (the lower among labels of p, q) and recursively combines the corresponding sub-diagrams, according to the relation between the two labels (≺, =, or ≻). Figure 6 illustrates The next lemma, by Wang et al. [9] , shows that the apply procedure provides the correct map for every valuation:
Example 11.
Lemma 3 ([9]). Let C = apply(A, B, op), then for any I and ζ, MAP A (I, ζ) op MAP B (I, ζ) = MAP C (I, ζ).
We next define the combination procedure for GFODDs and prove its correctness. 
V is the aggregation function obtained by appending V
To show that this procedure is correct, we start by observing that when combining a diagram B with a constant (a degenerate diagram that has just one leaf node whose value is that constant) one can push the combination operation to the leaves.
Lemma 4. Let B = V, D be a GFODD, b a non-negative constant, and op c a combination operator. If for every aggregation operator op a in V, (op a , op c ) is a safe pair, then, for all interpretations I, Map B (I) op c b = op
Proof: The proof is by induction on n, the number of operators (and variables) in V. By the semantics of GFODDs,
When n = 1, we have because op 1 and op c form a safe pair. Assume that the statement is true for all V of n − 1 or fewer aggregation operators. Consider a V with n aggregation operators. We then have,
because op 1 and op c form a safe pair. Here each c
] for the i th value of the variable v 1 . By the inductive hypothesis we know that
Thus,
The next theorem uses the lemma repeatedly with different constants to prove the correctness of Ex-apply. The following theorem strengthens this result showing that Ex-apply has some freedom in reordering the aggregation operators while maintaining correctness. This property is useful for our solution of RMDPs. 
Proof:
j is a series of zero or more consecutive aggregation operators in V i . Then
k represents a permutation of V such that the relative order of operators in V 1 and V 2 remains unchanged. By the semantics of GFODDs,
where v i, j, is a variable in B j . Now, by applying Lemma 3 we get
Since B 1 and B 2 do not share any variables, and op c forms a safe pair with all operators in V 1 and V 2 , we have the following sequence of equations where in each step we use Lemma 4 and the fact that one of the arguments is a constant with respect to the corresponding block of aggregation operators:
Finally by Theorem 3, the last term is equal to Map B (I) implying that Map B ′ (I) = Map B (I).
Model Checking Reductions for GFODDs
The R12 procedure introduced in Section 3 can be extended to operate on GFODDs. In this section we present extensions of R12 for two forms of aggregation functions. The first is a set of diagrams using only min aggregation. The second is the set of diagrams with max * min * aggregation. In this case the aggregation function consists of a series of zero or more max operators followed by a series of zero or more min operators. For this case we introduce two variants, R12 D and R12 0 , with differing computational costs and quality of reduction. We will discuss each of those in turn starting with the R12 procedure for the min operator.
R12 for min aggregation
The case of min aggregation is obtained as a dual of the max aggregation case. However, it is worthwhile considering it explicitly as a building block for the next construction. The notion of instrumental paths here is the dual of the notion of instrumental paths for the max aggregation: The generalized aggregation function for the min aggregation operator is the same as the one for the max operator except that the max is replaced by the min and no special treatment is given to paths reaching the 0 leaf. We thus have a min 3 generalized aggregation function. Notice that whereas for max aggregation we choose the reachable path with smallest index as instrumental (and record it in max 3 ), for min 3 we pick the reachable path with greatest index as instrumental. The reduction procedure is identical to the case of max aggregation except that min 3 is used instead of max 3 and that edges in E have the targets replaced by the discard value D instead of 0. This is not strictly necessary, as we can replace the target of the edges with a large value (or ∞). But it is useful in preparation for the next construction. A trivial adaptation of the proofs in the previous section yields the corresponding properties for min aggregation.
Definition 9. If B is a GFODD with only the min aggregation function, and PL is the DPO for B, then a path p j ∈ PL is instrumental with respect to PL iff there is an interpretation I such that
Lemma 5. If a path p i in GFODD B is instrumental under PL, then there exists an interpretation I o such that {leaf(p i ), p i , I o } ∈ S .
Lemma 6. If there exists an instrumental path under PL that contains the edge e in B then
e ∈ E ′ .
Theorem 5 (soundness). For any GFODD B using only min aggregation, if GFODD B ′ is the output of R12(B), then for all interpretations I, Map B (I) = Map B ′ (I).
Theorem 6 (maximum reduction w.r.t. DPO). If no path crossing edge e in B is instrumental under PL, then R12 removes e.
Model Checking Reduction for max
This section is concerned with GFODDs employing max * min * aggregation. The aggregation function consists of a series of zero or more max operators followed by a series of zero or more min operators. The aggregation function V is therefore split into V l − the variables aggregated over using the max aggregation operator, and V r − the variables aggregated over using the min aggregation operator. Thus, V = V l V r . We use the superscript l and r (for left and right) to refer to the corresponding blocks of max and min variables. The set U of all possible valuations of the variables in B can be split into U l and U r , the sets of all valuations over the variables in V l and V r respectively. Any valuation ζ ∈ U can then be written as ζ l ζ r where ζ l ∈ U l and ζ r ∈ U r . Thus by the definition of GFODD semantics, for any interpretation I,
The procedure R12 D
Our first reduction operator captures a simple notion of instrumental paths. The intuition is that we can view model evaluation as if performed in blocks. First, for every ζ l , an assignment of objects to V l (of max variables), we perform a min competition among all valuations to V r . Each ζ l is then associated with a path and value that won the min competition and we perform a max competition among the corresponding values. Therefore, if a path never wins any min competition we may be able to change its value without changing the map of the diagram. The new value must be chosen carefully so that it does not affect any min or max competition on any interpretation, and this requires complex analysis. Instead of choosing such a concrete value we change the value to D. This makes sure that the path will not win any min or max competitions and hence does not change the final value of the diagram.
We proceed with the technical details of this idea. A path is instrumental if it wins a min competition for some interpretation I.
Definition 10. If B is a GFODD with the max
* min * aggregation function, and P is a DPO for B, then a path p i ∈ P is instrumental iff there is an interpretation I and valuation ζ = ζ l ζ r , where ζ ∈ U, ζ l ∈ U l and ζ r ∈ U r , such that,
The R12 D procedure for the max * min * aggregation is identical to the R12 procedure for the min aggregation with the following exceptions.
1. Recall that the variables are split into V l with max aggregation followed by V r using min aggregation. The set U of valuations is built in the following way. Let O l be a set of |V l | objects and O r a set of |V r | objects where O l and O r are disjoint. Let U l be the sets of all possible valuations of the variables in V l over the objects in O l and let U r be the set of all possible valuations of the variables in V r over the objects in the union of O l and O r . The set U is then defined as U = {ζ l ζ r | ζ l ∈ U l and ζ r ∈ U r }. The set of valuations U therefore captures an arbitrary valuation of the variables in V l to objects in O l that are not constrained. Similarly the valuation of V r is not constrained in that it is allows to bind to objects in O l or to other objects (for which O r serves as unconstrained objects). The proof below shows that this set is sufficient to expose any instrumental paths. 2. The set S is defined as S = ζ l Reduction-Aggregation(B, U ζ l , PL), where U ζ l is the block of valuations corresponding to ζ l . Thus the set Val in the procedure is divided into blocks, each containing a set of valuations with the same ζ l . S is the union of the sets generated as a result of applying Reduction-Aggregation using min 3 to each block of Val.
Example 12. The proof of correctness follows the same outline as above but accounts for the extra aggregation operators. We first show that every instrumental path, for any potential interpretation I, is discovered by the procedure. used in the R12 D procedure to generate the set of valuations U. The set U can be split into blocks so that each valuation η = η l η r belonging to U can be assigned to the block corresponding to η l . Let U ζ l be the block corresponding to ζ l . Since ζ ∈ U ζ l , and I The min 3 aggregation function applied to every block (in this case there is just one block with ζ l = a because there is only one variable x associated with the max aggregation operator) then calculates the possible aggregates that could be generated under different equivalence classes of interpretations. Since the edge 3t does not appear in any of the paths in the result of min 3 , it is not instrumental and can be removed.
Lemma 7. If a path p i in GFODD B employing the max
another valuationη = η lηr by replacing the new objects inη r by o ′r 1 , so that Path B (I,η) = p j . However, we know that no suchη exists. Therefore there is no η ∈ U ζ l such that Path B (I ′ , η) = p j , and j > i under PL. 
The lemma implies that all edges on instrumental paths are discovered and as a result that replacing the values of other edges with D does not change the map of the diagram. This intuition is formalized in the next lemma and theorem. In the remainder of this section we provide a proof of soundness for R12 0 . To that end we first define idealized properties of a reduction procedure in the style of R12 0 . We then show that if a reduction has these properties then it is sound, and that R12 0 indeed has these properties. This allows us to break the argument into two independent portions and in this way simplifies the proof. 
Definition 11. An edge e in a GFODD B is instrumental iff e ∈ p b
Definition 14. A reduction procedure R that reduces a given GFODD B to produce GFODD B
′ is block-safe if it conforms to the following rules.
R identifies all instrumental edges in B and for each such identified edge e, R maintains target(e).
R identifies all block edges in B and for each such identified edge e, R replaces target(e)
by any leaf value v such that CannotLag(e) ≤ v ≤ CannotExceed(e).
For each edge e that is not identified by R as an instrumental or block edge, R replaces
target(e) by 0.
Thus our idealized reduction is block-safe; the next theorem shows that any such procedure is sound. Overall, the edges 3t,4t and 4f are identified as a block edges. For edge 3t, InstrEdge(3t) = 0 because no winner of the max block contains edge 3t. high(3t) = 0 because the smallest leaf reachable by traversing 3t is 0. The maxmin 3 procedure sets low(3t) to 0 because the highest leaf reached by any path defeating the paths containing 3t in the max block is 0. Thus target(3t) can be set to 0 without violating the constraint low(3t) ≤ target(3t) ≤ high(3t). Setting the target of 3t to 0 reduces the diagram. Note that in this example all edges shown are block edges because there is only one block -the max block. All the edges appearing in the result of maxmin 3 are instrumental edges and their targets are preserved by the reduction procedure. outcome 1: probability 0.8, box-on-truck(box, truck), ¬box-in-city(box, city) outcome 2: probability 0.2, nothing changes. If the preconditions of the action, box-in-city(box, city) and truck-in-city(truck, city), are satisfied then with probability 0.8, the action will generate the effect box-on-truck(box, truck) and ¬box-in-city(box, city). The state remains unchanged with probability 0.2. As this example illustrates, the effects of actions in RMDPs are often correlated and cannot be considered to occur independently of one another. Therefore, a scheme that captures such correlations compactly is useful in this context. 4 . An abstract reward function describing conditions under which rewards are obtained. For example in the boxworld domain, the reward function is [∀box∀city, destination(box, city) → box-in-city(box, city)] constructed so as to capture the goal of transporting all boxes from their source cities to their respective destination cities.
An interesting fact to notice about RMDPs is that the state space in the underlying MDP is not fully specified because the set of objects in the domain is left out. When fixing the domain of objects the specification induces a concrete MDP. Thus a RMDP represents a family of concrete MDPs.
The above RMDP can be described using various schema languages. Wang et al. [9] describe the RMDP by representing the reward function and the domain dynamics using FODDs. Domain dynamics are described by Truth Value Diagrams (TVD), and diagrams capturing probabilistic action choice. A TVD is a FODD describing, for each deterministic alternative of each probabilistic action and for each world predicate, the conditions under which the corresponding world literal is true when the action is executed and that action alternative occurs. Figure 9 shows an example of a TVD for the parameterized world predicate p(U, V) under the deterministic action A(x * , y * ) in a hypothetical planning domain. In addition, for each deterministic action variant A j ( x), the diagram prob(A j ( x)) provides the probability that A j ( x) is chosen when A( x) is executed.
The VI-GFODD Algorithm
In this section we show that the FODD based value iteration (VI) algorithm can be generalized to handle cases where the reward function is described by a GFODD with max * min * aggregation. We start by describing the VI-GFODD algorithm. A subsequent discussion shows why VI-GFODD produces the correct result at each step. The algorithm is as follows:
1. Regression: The n step-to-go value function V n is regressed over every deterministic vari-
by its corresponding Truth Value Diagram (TVD) without changing the aggregation function.
Add Action Variants
for each action A( x) is generated by combining regressed diagrams using Ex-apply. and it is 0 otherwise. The reward function is regressed over the deterministic action A(x * , y * ). The action is defined such that p(U, V) is true after the action if it was true before or if q(U, V) was true before and the action performed was A(U, V). Regression replaces every node in the value function with the corresponding TVD and object maximization replaces the action parameters with quantified variables.
Example 13. Figure 9 shows For Value Iteration to work correctly with GFODDs, all the steps of the algorithm listed above must be correct. Regression by block replacement is correct regardless of the aggregation function. Recall that a TVD for a predicate under deterministic action A j ( x) describes conditions under which the predicate is true after A j ( x) is executed. Wang et al. [9] impose the constraint that TVDs cannot include free variables. Using this constraint the diagrams before and after regression have exactly the same variables. Wang et al. [9] show that regression is correct for any valuation. Thus we have a correct value iteration algorithm for GFODDs with max and min aggregations. In addition, Theorem 4 guarantees that if we start with a reward function GFODD with an aggregation of the form max * min * , then throughout value iteration all GFODDs produced can be made to have an aggregation function of the same form. With the R12 reductions for this case, we have a sound procedure that can help keep the diagrams compact over the value iteration process. We have therefore shown: 
Conclusions and Future Work
This paper significantly extends the representation power of first-order decision diagrams and our algorithmic understanding of their reductions. We show how Generalized FODDs allow for arbitrary aggregation functions, thereby facilitating representation of complex functions, and how basic operations on them can be performed. In particular we can naturally capture and manipulate logical formulas with existential and universal quantifiers using max and min aggregation. In addition we show that first-order value iteration can be supported in a more expressive setting when the MDP is represented by GFODDs. This new formulation can naturally handle universal goals that were handled heuristically by previous implementations of first-order value iteration [10, 11] .
Additionally, GFODDs might prove useful in addressing issues related to problems where the lifted value function is infinite in size. For instance, Kersting et al. [7] showed an example in the blocksworld domain where the goal is to make a particular block, a, clear (denoted cl(a) ) and the value function is infinite in size because there could be any number of blocks on top of a. However, the value function can be represented compactly using GFODDs in conjunction with a more descriptive predicate, above, as shown in Figure 10 . In the figure, above(X, a) is true for any block X that is part of a tower stacked on top of block a, aggregation over X is performed by the multiplication operator and the discount factor is 0.9. Thus the multiplicative aggregation implicitly captures the number of steps to the goal. Although the existence of a compact value function does not imply an efficient algorithm to produce it, at least in this particular case we know that the problem is not inherently that of representation.
The other main contribution in the paper is the idea and analysis of model checking reductions. The same basic idea provides model checking reduction operators for both FODDs and a useful subset of GFODDs. In the former case, we prove the reduction to be, in some technical sense, maximal. The maximum reduction guarantee for FODDs falls short of providing a normal form because it relies on a DPO to define which parts of a diagram may be reduced when there are mutual implication relations. Therefore the same semantic function may have different minimal representations. However, the guarantee is much stronger than those of previous reductions.
Wang et al. [9] discuss normal form for FODDs. Examples of FODDs given there, using a simple decidable fragment, show that for normal form we may need some syntactic manipulation of diagrams. Therefore going beyond the guarantee given in this paper may be hard or expensive to compute. Nevertheless, there is a potential for exploring this and the possibility of efficient reductions for other interesting subsets of GFODDs in future work.
This work also suggests a new approach for practical implementations of FODDs. The model checking reductions of this paper require enumeration of substitutions which has high complexity. A promising idea is to use a sample of interpretations, judicially chosen, and reduce the diagrams relative to these interpretations. We refer the reader to [12] for recent work providing a validation of this idea in the context of RMDPs where the implementation shows a significant speedup over theorem proving reductions while maintaining performance in terms of solving planning problems using FODDs. It would be interesting to develop extensions of these heuristics that support efficient reductions for GFODDs. Such an approach will allow for the very expressive setting of GFODDs to be handled efficiently through the heuristic approximation embedded in the model checking reductions.
Finally it would be interesting to investigate the utility of GFODDs in other applications, like lifted inference and Statistical Relational Learning, that can benefit from expressive function representations.
