In this paper we completely describe the order isomorphisms between cones of atomic JBW-algebras. Moreover, we can write an atomic JBW-algebra as an algebraic direct summand of the so-called engaged and disengaged part. On the cone of the engaged part every order isomorphism is linear and the disengaged part consists only of copies of R. Furthermore, in the setting of general JB-algebras we prove the following. If either algebra does not contain an ideal of codimension one, then every order isomorphism between their cones is linear if and only if it extends to a homeomorphism, between the cones of the atomic part of their biduals, for a suitable weak topology.
Introduction
Fundamental objects in the study of partially ordered vector spaces are the order isomorphisms between, for example, their cones or the entire spaces. By such an order isomorphism we mean an order preserving bijection with an order preserving inverse, which is not assumed to be linear. It is therefore of particular interest to be able to describe these isomorphisms and know for which partially ordered vector spaces the order isomorphisms between their cones are in fact linear.
Questions regarding the behaviour of order isomorphisms between cones originated from Special Relativity. Minkowski space time is partially ordered by the causal relationship between events. Studying the structure of order isomorphisms that preserve the causal ordering between past and future distinguishing space times played a central role in Relativity theory. Alexandrov and Ovičinnikova proved in [2] and Zeeman proved in [19] that order isomorphisms from the causal cone to itself are linear.
Later in [1] , Alexandrov extended his result to finite dimensional partially ordered vector spaces where every extreme ray of the cone is engaged. Here an extreme ray is considered engaged whenever it lies in the linear span of other extreme rays. A similar result was proved by Rothaus in [16] for order isomorphisms mapping between the interior of the cones instead of the whole cones. Significant contributions to the study on the linearity of order isomorphisms were made by Noll and Schäffer in [12] , [13] , [17] , and [18] , where they considered the more general setting of cones in infinite dimensional spaces that equal the sum of their engaged extreme rays. More recently, in [7] it is shown that this condition by Noll and Schäffer can be reduced further by only requiring that any element of the cone can be written as an infimum of suprema of positive linear combinations of engaged extreme vectors, see Theorem 2.2.
An important class of partially ordered vector spaces are the self-adjoint parts of C*-algebras, or more generally, JB-algebras. The self-adjoint part of a C*-algebra equipped with the Jordan product x • y := 1 2 (xy + yx)
tuns it into a JB-algebra. It is interesting that order isomorphisms in JB-algebras, which a priori only preserve the partial order, often also preserve the underlying Jordan algebraic structure of the space as well. It follows from a theorem of Kadison's in [9] that a linear order isomorphism between C*-algebras mapping the unit to the unit is in fact is a C*-isomorphism, or a Jordan isomorphism between the selfadjoint parts of the C*-algebras. Molnár studied order isomorphisms on the cone of positive semi-definite operators on a complex Hilbert space in [10] and proved that they must be linear. The linearity of the order isomorphism, in turn, then yields a Jordan homomorphism on the self-adjoint operators. An interesting problem to solve is to classify the JB-algebras for which all order isomorphism on the cones are automatically linear. The analogue for JB-algebras of the theorem of Kadison's, proved by Isidro and Rodrígues-Palacios in [8] , will then also yield a Jordan isomorphism if the unit is mapped to the unit.
Extreme vectors in the cone of a JBW-algebra (the Jordan analogue of a von Neumann algebra) correspond precisely to the minimal projections, or atoms. Since elements in the cones of atomic JBWalgebras are the supremum of positive linear combinations of orthogonal atoms, the setting of atomic JBWalgebras is adopted to investigate how the results in [7] can be used to describe the order isomorphisms on their cones. In section 3 we show that an atomic JBW-algebra has an algebraic decomposition into a part that contains all engaged atoms and a part that contains the disengaged atoms, those atoms that are not engaged, Proposition 3.5. We proceed to show that an order isomorphism between cones in atomic JBW-algebras is linear on the engaged part of the algebra according to this decomposition, Theorem 3.6. The disengaged atoms precisely correspond to the algebraic direct summands of dimension one and this allows to completely describe all the order isomorphisms between the cones of atomic JBW-algebras, Theorem 3.8.
In section 4 we study how the results from section 3 can be extended to order isomorphisms between cones in general JB-algebras. The idea is to embed a JB-algebra into the atomic part of its bidual and investigate under which conditions the order isomorphism extends to an order isomorphism between the cones in the atomic part of the biduals. It turns out that if the order isomorphism extends to a σ-weak homeomorphism, then this extension is an order isomorphism, Proposition 4.3. Since a JB-algebra does not have any atoms in general, the existence of disengaged atoms in the bidual is related to the existence of ideals of codimension one. We conclude the section by proving a characterization for when the order isomorphisms between cones of these JB-algebras are linear, Theorem 4.6.
Preliminaries

Partially ordered vector spaces
Let X be a real vector space. A subset C ⊆ X is a cone whenever x, y ∈ C and λ, µ ≥ 0 imply λx+µy ∈ C and C ∩ −C = {0}. The cone C induces a partial ordering on X by defining x ≤ C y if y − x ∈ C. The pair (X, C) is called a partially ordered vector space whose partial order we often denote simply by ≤ instead of ≤ C if no confusion can arise. In this order C equals exactly the set of all positive elements, i.e., x ∈ C if and only if 0 ≤ x. We use the notation (X, X + ) for a partially ordered vector space where the order is determined by the cone of positive elements X + . The cone X + is called generating if every element in X can be written as the difference of two positive vectors, that is, X = X + − X + . A partially ordered vector space (X, X + ) is called Archimedean if for every x, y ∈ X + with nx ≤ y for all n ∈ N one has x ≤ 0.
Let (X, X + ) and (Y, Y + ) be partially ordered vector spaces. For Ω ⊆ X and Θ ⊆ Y a map f : Ω → Θ is called order preserving if x, y ∈ Ω with x ≤ y implies f (x) ≤ f (y). If in addition f is bijective and its inverse is order preserving as well, we call f an order isomorphism. Furthermore, we say that Ω and Θ are order isomorphic in case there exists an order isomorphism f : Ω → Θ.
A set F ⊆ X + is called a face if it is convex and satisfies the property that if tx + (1 − t)y ∈ F for some x, y ∈ X + and 0 < t < 1, then x, y ∈ F . For a non-empty subset S ⊆ X + , the face generated by S is the smallest face of X + that contains S and is denoted by face(S).
A vector x ∈ X + is called an extreme vector if 0 ≤ y ≤ x implies that y = λx for some λ ≥ 0. The ray spanned by a vector x ∈ X + is the set R x := {λx : λ ≥ 0}. Whenever x ∈ X + is an extreme vector we refer to R x as an extreme ray. Note that one-dimensional faces of X + are exactly the extreme rays of the cone X + . In the study of order isomorphism the extreme rays play an important role. Namely, extreme rays can be characterized in a purely order theoretic way [13, Proposition 1] in Archimedean partially ordered vector spaces. Consequently, we have the following lemma.
Lemma 2.1. Suppose (X, X + ) and (Y, Y + ) are Archimedean partially ordered vector spaces and let f : X + → Y + be an order isomorphism. Then f maps the extreme rays of X + bijectively onto the extreme rays of Y + .
An extreme ray R x is called an engaged extreme ray of X + if it lies in the linear span of the other extreme rays of X + , that is, the extreme vector x that generates the ray can be written as a linear combination of extreme vectors in X + \R x . Extreme rays that are not engaged are called disengaged extreme rays.
A subset Ω ⊆ X is called an upper set whenever x ∈ Ω and x ≤ y imply y ∈ Ω. Important examples of upper sets in partially ordered vector space are the whole space and the cone. For a subset Ω ⊆ X we define the sup hull of Ω as the set of elements x ∈ X for which there is an index set I and {x i : i ∈ I} ⊆ Ω such that x = sup i∈I x i . The inf hull of Ω is defined analogously, and the inf-sup hull of Ω is defined inductively to be the inf hull of the sup hull of Ω.
We state Theorem 3.9 from [7] which provides a necessary condition on the cones in partially ordered vector spaces guaranteeing that all order isomorphisms between these cones are linear. Here a map f : X + → Y + is said to be linear if there is a linear map T : X → Y such that T coincides with f on X + . Theorem 2.2. Suppose (X, X + ) and (Y, Y + ) are Archimedean partially ordered vector spaces, and let f : X + → Y + be an order isomorphism. Then f is linear on the inf-sup hull of the positive linear span of the engaged extreme rays in X + .
Let (X, X + ) be a partially ordered vector space. A vector u ∈ X + is called an order unit whenever for all x ∈ X there exists a λ ≥ 0 such that −λu ≤ x ≤ λu. The formula
defines a norm whenever (X, X + ) is Archimedean. In this case, · u is called the order unit norm. A triple (X, X + , u) is an order unit space if (X, X + ) is an Archimedean partially ordered vector space and u ∈ X + is an order unit. The cone X + is closed with respect to the order unit norm. We denote the interior of X + by X • + , and we remark that X • + is an upper set. It follows that X • + consists exactly of the order units of X + , and that in an order unit space the cone is generating.
JB-algebras
A Jordan algebra (A, •) is a commutative, not necessarily associative algebra such that
A JB-algebra A is a normed, complete real Jordan algebra satisfying,
for all x, y ∈ A. As mentioned in the introduction, an important example of a JB-algebra is the set of self-adjoint elements of a C * -algebra equipped with the Jordan product x • y := 1 2 (xy + yx). The elements x, y ∈ A are said to operator commute if x • (y • z) = y • (x • z) for all z ∈ A. An element x ∈ A is said to be central if it operator commutes with all elements of A.
For JB-algebras A with algebraic unit e, the spectrum of x ∈ A, σ(x), is defined to be the set of λ ∈ R such that x − λe is not invertible in JB(x, e), the JB-algebra generated by x and e, see [6, Section 3.2.3] . Furthermore, there is a continuous functional calculus: JB(x, e) ∼ = C(σ(x)), see [3, Corollary 1.19] . The cone of elements with non-negative spectrum is denoted by A + , and equals the set of squares by the functional calculus, and its interior A • + consists of all elements with strictly positive spectrum. This cone turns A into an order unit space with order unit e, that is,
Assumption. Every JB-algebra under consideration in the sequel is unital with unit e.
The Jordan triple product {·, ·, ·} is defined as
for x, y, z ∈ A. The linear map U x : A → A defined by U x y := {x, y, x} will play an important role and is called the quadratic representation of x. In case x is invertible, it follows that U x is an automorphism of the cone A + and its inverse is A JBW-algebra is the Jordan analogue of a von Neumann algebra: it is a JB-algebra with unit e which is monotone complete and has a separating set of normal states, or equivalently, a JB-algebra that is a dual space. A state ϕ on M is said to be normal if for any bounded increasing net (x i ) i∈I with supremum x we have ϕ(x i ) → ϕ(x). The linear space of normal states on M is called the normal state space of M . The topology on M defined by the duality of M and the normal state space of M is called the σ-weak topology. That is, we say a net (x i ) i∈I converges σ-weakly to x if ϕ(x i ) → ϕ(x) for all normal states ϕ on M . The Jordan multiplication on a JBW-algebra is separately σ-weakly continuous in each variable and jointly σ-weakly continuous on bounded sets by [ An element p ∈ M is a projection if p 2 = p. For a projection p ∈ M the orthogonal complement, e − p, will be denoted by p ⊥ and a projection q is orthogonal to p precisely when q ≤ p ⊥ , see [3, Proposition 2.18] . The collection of projections forms a complete orthomodular lattice by [3, Proposition 2.25], which means in particular that every set of projections has a supremum. We remark that these sets of projections need not have a supremum in M .
Any central projection c decomposes the JBW-algebra M as a direct sum of JBW-subalgebras such
A minimal non-zero projection is called an atom and a JBW-algebra in which every non-zero projection dominates an atom is called atomic. Furthermore, by [3, Lemma 5 .58] we have that the normal state space of an atomic JBW-algebra is the closed convex hull of the set of pure states of M , where a normal state ϕ is considered pure whenever there exists an atom p ∈ M such that ϕ(p) = 1.
A standard application of Zorn's lemma shows that in an atomic JBW-algebra M every non-zero projection q dominates a maximal set of pairwise disjoint atoms P. If we denote the finite subsets of such a maximal set by F, it follows that F is directed by set inclusion and we obtain an increasing net (p F ) F ∈F where p F := p∈F p for all F ∈ F. This net has a least upper bound in M since the normal states determine the order on M by [3, Corollary 2.17] and in fact sup{p F : F ∈ F} = q.
By [3, Proposition 2.25] and [3, Proposition 2.5] this net converges σ-weakly to a projection, say r. Suppose that there is an atom s ≤ q − r. Then s and r are orthogonal and so s is orthogonal to all atoms p where {p} ∈ F, contradicting the maximality of P. Hence r = q. This is a standard argument in the theory of JBW-algebras even without the presence of atoms. Nevertheless, the following lemma is useful in our study of atomic JBW-algebras, and is therefore recorded for future reference.
Lemma 2.3. Let M be an atomic JBW-algebra and let q ∈ M be a non-zero projection. Then there exists a maximal set P of pairwise disjoint atoms dominated by q, and the increasing net (p F ) F ∈F indexed by the finite subsets F of P such that p F := p∈F p for all F ∈ F converges σ-weakly to its least upper bound q.
Linear order isomorphisms on JB-algebras
The linear order isomorphisms between JB-algebras have been classified, which we will use to give a complete description of order isomorphisms between cones in atomic JBW-algebras. An important result to obtain the classification of the linear order isomorphisms is [8, Theorem 1.4], which we state for the convenience of the reader. A symmetry is an element s satisfying s 2 = e. Note that s is a symmetry if and only if p := (s + e)/2 is a projection, and This theorem uses the fact that a bijective unital linear isometry between JB-algebras is a Jordan isomorphism, see [11, Theorem 4] . We use this property of linear isometries to prove the following corollary.
Corollary 2.5. Let A and B be order unit spaces, and T : A → B be a unital linear bijection. Then T is an isometry if and only if T is an order isomorphism. Moreover, if A and B are JB-algebras, then these statements are equivalent to T being a Jordan isomorphism.
Proof. Suppose T is an isometry, and let x ∈ A + , x ≤ 1. Then e − x ≤ 1, and so e − T x ≤ 1, showing that T x is positive. So T is a positive map, and by the same argument T −1 is a positive map. (This argument is taken from the first part of [11, Theorem 4] .)
Conversely, if T is an order isomorphism, then −λe ≤ x ≤ λe if and only if −λe ≤ T x ≤ λe, and so T is an isometry. Now suppose that A and B are JB-algebras. If T is an isometry, then T is a Jordan isomorphism by [11, Theorem 4] . Conversely, if T is a Jordan isomorphism, then T preserves the spectrum, and then also the norm since x = max |σ(x)|. Proof. If T is of the above form, then T is an order isomorphism as a composition of two order isomorphisms. Conversely, if T is an order isomorphism, then T = U (T e) 1/2 U (T e) −1/2 T , and by the above corollary U (T e) −1/2 T is a Jordan isomorphism.
For the uniqueness, if T = U y J, then T e = U y Je = U y e = y 2 which forces y = (T e) 1/2 . This implies that J = U (T e) −1/2 T , so J is also unique.
Order isomorphisms on atomic JBW-algebras
In this section we give a complete description of order isomorphisms between cones in atomic JBWalgebras. Furthermore, we characterize for which atomic JBW-algebras M and N all order isomorphisms f : M + → N + are linear.
The class of atomic JBW-algebras provides a natural setting for Theorem 2.2. Indeed, we proceed by describing the relation between the order theoretical notions stated in Theorem 2.2 with the atomic structure of the JBW-algebra. More precisely, in an atomic JBW-algebra the extreme vectors of the cone correspond to multiples of atoms, the disengaged atoms are precisely the central atoms, and the cone is the sup-hull of the positive linear span of the atoms.
Lemma 3.1. In a JBW-algebra the atoms are precisely the normalized extreme vectors of the cone.
Proof. Let M be a JBW-algebra. If x ∈ M + is a normalized extremal vector, then x lies in the boundary of M + , so 0 ∈ σ(x). Suppose that there are two distinct non-zero s, t ∈ σ(x). Then an application of Urysohn's lemma yields a non-zero positive function f ∈ C(σ(x)) such that x ± f ∈ M + by the continuous functional calculus. This contradicts the extremality of x ∈ M + , so σ(x) = {0, 1} since x = 1. Hence x is a projection. Again, by the extremality of x, this projection must be minimal, or equivalently, it is an atom.
Conversely, if M is a JBW-algebra and p ∈ M is an atom. Then by [3, Lemma 3 .29] we have Rp = U p M and [3, Proposition 2.32] in turn implies face(p) = R + p from which we conclude that p is an extremal vector.
Note that the first part of the proof of Lemma 3.1 is also valid in general JB-algebras, and hence any normalized extreme vector in the cone of a JB-algebra is a minimal projection. It follows from Lemma 2.1 that an order isomorphism between cones in JBW-algebras must map the rays corresponding to atoms bijectively onto each other.
Engaged and disengaged parts of atomic JBW-algebras
An atomic JBW-algebra M can be decomposed as a direct sum M = M D ⊕ M E , where M D and M E are atomic JBW-algebras that contain all disengaged and engaged atoms of M , respectively. In this case, the cone M + is the direct product M + = (M E ) + × (M D ) + , and (M E ) + equals the sup hull of the positive linear span of the engaged atoms of M , which is of interest to us in light of Theorem 2.2. To carry out the construction of this decomposition we characterize the disengaged atoms in an atomic JBW-algebra. Lemma 3.2. Let M be an atomic JBW-algebra and p ∈ M be an atom. The following are equivalent:
(ii) p is orthogonal to all other atoms; (iii) p is central.
Proof. Let p be a disengaged atom and let q be an atom distinct from p. By [3, Lemma 3 .53] the sum p + q can be written as an orthogonal sum of atoms p + q = n i=1 λ i q i . Suppose p = q j for some j ∈ {1, . . . , n}. If λ j = 1 holds, then q = i =j λ i q i . Since p equals q j , it is orthogonal to all other q i . Hence p 
for all i ∈ I that converges in norm to its supremum x. For each i ∈ I and 1 ≤ k ≤ n i there also exist increasing nets (p F i,k ) F i,k ∈F i,k of finite sums of orthogonal atoms that converge σ-weakly to their supremum p i,k as in Lemma 2.3. But now the set
is in the positive linear span of the atoms in M and has supremum x. Indeed, this set has upper bound x and if y ∈ M + is an upper bound for each of these positive linear combinations of atoms, then x i ≤ y for all i ∈ I, as M + is σ-weakly closed. Hence x ≤ y and x is therefore in the sup hull of the positive linear span of the atoms in M .
Our next goal is to construct a central projection that dominates all disengaged atoms and its orthogonal complement dominates all engaged atoms. To that end, we define The central projection p D and its orthogonal complement p E := p ⊥ D now decompose the atomic JBWalgebra M as a direct sum of JBW-algebras M = U p D M ⊕ U p E M . We refer to M D := U p D M as the disengaged part of M and M E := U p E M as the engaged part of M . We proceed to show that the disengaged part of M is a sum of copies of R, and the cone in the engaged part of this decomposition is the sup hull of the positive span of the engaged atoms. 
Since M E is an atomic JBW-algebra with unit p E by [3, Proposition 2.9], the second statement follows from Lemma 3.3 as the atoms in M E are precisely the engaged atoms of M by Proposition 3.4.
Describing the order isomorphisms
Using Proposition 3.5 we can now characterize the atomic JBW-algebras M and N for which every order isomorphism f : M + → N + is linear. Proof. Proposition 3.5(ii) in conjunction with Theorem 2.2 yields that f is linear on (M E ) + . Consequently, the rays corresponding to the engaged atoms of M must be mapped bijectively to the rays corresponding to the engaged atoms of N . In particular, the order isomorphism f maps (M E ) + into (N E ) + since these cones are the sup hull of the positive linear span of the engaged atoms by Proposition 3.5. Applying a similar argument to
For the second part of the statement, suppose that M does not contain any central atoms. Then M = M E by Proposition 3.5 and so M + = (M E ) + . In particular, all order isomorphisms f : M + → N + must be linear. Conversely, suppose that M does contain central atoms and all order isomorphism f : M + → N + are linear. Let f : M + → N + be a linear order isomorphism. Using the notation of Proposition 3.5(i), define the map g on (M D ) + by
Note that g is a non-linear order isomorphism and therefore, by Proposition 3.5 the map g ⊕ Id defined on (M D ) + × (M E ) + = M + is a non-linear order isomorphism. It follows that f • (g ⊕ Id) : M + → N + is not linear either, which yields the required contradiction.
A statement similar to Theorem 3.6 is also valid when order isomorphisms f : Ω → Θ between upper sets Ω ⊆ M and Θ ⊆ N are considered instead of cones. Note that upper sets need not be convex. For example the union of two translations of the cone is an upper set. In this case we conclude that the order isomorphism is affine instead of linear as f (0) = 0 is no longer automatic. By an affine map T : M → N we mean a translation of a linear map, that is, there is a linear map S : M → N and an x ∈ N such that T = S + x. Consequently, we say that an order isomorphism f : Ω → Θ between upper sets is affine if there exists an affine map T : M → N such that T restricted to Ω coincides with f . Theorem 3.7. Let M and N be atomic JBW-algebras such that M + = (M E ) + , then every order isomorphism f : Ω → Θ between upper sets Ω ⊆ M and Θ ⊆ N is affine.
Proof. Suppose that M + = (M E ) + and let f : Ω → Θ be an order isomorphism. For any x ∈ Ω we have that f restricts to an order isomorphism from x + M + onto f (x) + N + . Define the mapf :
It follows thatf is an order isomorphism as it is the composition of two translations and the restriction of f . By Theorem 3.6,f must be linear and therefore the restriction of f to x + M + must be affine. Hence there exists an affine map g : M → N that coincides with f on x + M + . We proceed to show that f coincides with g on all of Ω. To that end, let y ∈ Ω. Analogously, there is an affine map h : M → N that coincides with f on y + M + . Since M is an order unit space, there exists a z ∈ M such that x, y ≤ z and we have z ∈ Ω as Ω is an upper set. It follows that z + M + ⊆ (x + M + ) ∩ (y + M + ), so g and h coincide on z + M + . Note that we can write y as the affine combination
of the elements z + (z − y), z ∈ z + M + . We find that
and we conclude that f coincides with g on Ω.
Next, we will completely describe the order isomorphisms f : M + → N + between the cones of atomic JBW-algebras in the following theorem. Using the notation of Proposition 3.5, we denote by M E and N E the engaged parts of M and N respectively, and similarly, M D and N D are the corresponding disengaged parts. Furthermore, by D M and D N we denote the collection of the disengaged atoms in M and N respectively. Theorem 3.8. Let M and N be atomic JBW-algebras and let f : M + → N + be an order isomorphism. Then there exist y ∈ N • + , order isomorphisms f p :
Proof. Let f : M + → N + be an order isomorphism. By Proposition 3. 
where the last equality is due to f (x D ) ∈ (N D ) + and f (x E ) ∈ (N E ) + . This shows that f decomposes as the sum of order isomorphisms
Moreover, since f E is a linear order isomorphism, it follows that f (x E ) = U y Jx E for an element y ∈ N • + and a Jordan isomorphism J : M E → N E by Proposition 2.6.
An interesting and immediate consequence of Theorem 3.8 is the following corollary. 
is a Jordan isomorphism. The converse implication is immediate.
Order isomorphisms on JB-algebras
The results in the previous section completely describe the order isomorphisms between cones of atomic JBW-algebras, and our goal is to investigate how these results can be used to study order isomorphisms between cones in general JB-algebras. A key observation is that any JB-algebra can be embedded isometrically, as a JB-subalgebra, into an atomic JBW-algebra, namely the atomic part of the bidual. We start by determining under which conditions an order isomorphism between cones of JB-algebras can be extended to an order isomorphism between the cones of the corresponding atomic JBW-algebras obtained via this embedding. It turns out that it is sufficient to extend to a σ-weak homeomorphism for the preduals of the atomic JBW-algebras, guaranteeing that the extension is an order isomorphism. Furthermore, by relating the ideal structure of a JB-algebra to central atoms of its bidual, we obtain an analogue of Theorem 3.6 for cones of JB-algebras.
The atomic representation of a JB-algebra
The canonical embedding of a JB-algebra A into its bidualˆ: A ֒→ A * * is not only an isometry, but also extends the product of A to A * * by [3, Corollary 2.50]. Furthermore, let z be the central projection in A * * as in [3, Lemma 3 .42] such that
where U z A * * is atomic and U z ⊥ A * * is purely non-atomic. In the sequel we will denote the atomic part U z A * * of A * * by A * * a . The quadratic representation U z : A * * → A * * a corresponding to the central projection z defines a surjective Jordan homomorphism by [3, Proposition 2.41]. Hence we obtain a Jordan homomorphism U z •ˆ: A → A * * a . It is a standard result for C*-algebras that the composition of the canonical embeddingˆand the multiplication by z is an isometric algebra embedding, see for example the preliminaries in [4] , and the proof for JB-algebras is the same; see [5, Proposition 1] for a proof for JB*-triples, which are a generalization of JB-algebras. Hence we can view A as a JB-subalgebra of A * * a . As A * * a is a JBW-algebra, it is a dual space, and it follows from [15, Corollary 2.11] that it is the dual of A ′ := Span{ϕ : ϕ is a pure state on A} (norm closure in A * ).
In particular, this yields A ′ = U * z A * . Indeed, if ϕ is a pure state on A, then it is a normal pure state on A * * , so there is an atom p ∈ A * * such that ϕ(p) = 1. It follows that 0 ≤ ϕ(z ⊥ ) ≤ ϕ(p ⊥ ) = 0, so ϕ(z ⊥ ) = 0. Thus for any x ∈ A * * = U z A * * ⊕ U z ⊥ A * * we have − x z ⊥ ≤ U z ⊥ x ≤ x z ⊥ since U z ⊥ is order preserving and − x e ≤ x ≤ x e, and so
Hence A ′ ⊆ U * z A * as U * z A * is norm closed. Conversely, if ϕ is a state on A, then U * z ϕ is σ-weakly continuous on A * * . Suppose that U * z ϕ = 0, then ϕ(z) −1 U * z ϕ is a normal state on A * * . Since this state annihilates U z ⊥ A * * , it defines a normal state on the atomic part of A * * and by [3, Lemma 5 .61] it follows that U * z ϕ ∈ A ′ . As the state space of A generates A * , this proves the inclusion U * z A * ⊆ A ′ . Since the cone in A * * a is monotone complete, our next objective is to study how the cone of A lies inside the cone of A * * a with respect to bounded monotone increasing and decreasing nets, respectively. To this end, we introduce the following notation. For a subset B ⊆ (A * * a ) + we denote by B m the set where the suprema of all bounded monotone increasing nets in B are adjoined. Similarly, we denote by B m the subset of (A * * a ) + where all the infima of bounded monotone decreasing nets in B are adjoined. If we obtain (A * * a ) + from B by adjoining suprema and infima inductively in any order, but in finitely many steps, we say that B is finitely monotone dense in (A * * a ) + . A consequence of a result by Pedersen [14, Theorem 2] is that the cone of the self-adjoint part A sa of a C*-algebra is finitely monotone dense in (A * * sa ) + . In [6, Theorem 4.4.10] the analogue of Pedersen's theorem is given for JB-algebras, where it is shown that the cone of a JB-algebra A is finitely monotone dense in the cone of its bidual. The next proposition verifies that the cone of a JB-algebra is finitely monotone dense in the cone of the atomic part of its bidual.
Proposition 4.1. Let A be a JB-algebra. Then A + is finitely monotone dense in (A * * a ) + .
Proof. Let A be a JB-algebra, canonically embedded into its bidual, and let A + ⊆ Ω ⊆ A * * + . Furthermore, let U z be the Jordan homomorphism mapping A into A * * a . If (x i ) i∈I ⊆ Ω is a bounded monotone increasing net with supremum x in A * * + , then the net (U z x i ) i∈I is a bounded increasing net in (A * * a ) + with supremum y in (A * * a ) + , as A * * a is a JBW-algebra and U z is order preserving. Since U z is the projection onto A * * a , it follows that U z y = y. For any normal state ϕ on A * * we have
Hence y = U z x as the normal states separate the points of A * * . We have shown that
and the fact that the analogous inclusions hold for Ω m follows verbatim. Therefore, we conclude that the assertion holds as A + is finitely monotone dense in A * * + by [6, Theorem 4.4.10] .
The Kaplansky density theorem for JB-algebras [3, Proposition 2.69] in conjunction with [3, Proposition 2.68] states that the unit ball of a JB-algebra A, which is canonically embedded into its bidual, is σ-weakly dense in the unit ball of A * * . The unit ball of A corresponds to the order interval [−e, e] as it is an order unit space, so by applying the affine map x → Proof. Let x be in the unit interval of A * * a . Then x lies in the unit interval of A * * and U z x = x. By the Kaplansky density theorem for JB-algebras [3, Proposition 2.69] in conjunction with [3, Proposition 2.68] there is a net (x i ) i∈I in the unit interval of A that converges σ-weakly to x. But then the net (U z x i ) i∈I lies in the unit interval of A and converges σ-weakly, and therefore also for the σ(A * * a , A ′ )-topology, to
Extending the order isomorphism
Let A and B be JB-algebras and f : A + → B + an order isomorphism. Our aim now is to extend f to an order isomorphism from (A * * a ) + onto (B * * a ) + . Since A + and B + are finitely monotone dense in (A * * a ) + and (B * * a ) + , respectively, by Proposition 4.1, it turns out that it is sufficient to extend f to a homeomorphism with respect to the σ(A * * a , A ′ )-topology and the σ(B * * a , B ′ )-topology. We derive some useful properties off . For all x ∈ Ω m we havê
To see this, let x ∈ Ω m . We first argue thatf (x) is an upper bound off (y) for all y ∈ Ω with y ≤ x.
To that end, suppose y ∈ Ω with y ≤ x. Remark that x − y ∈ (A * * a ) + . After rescaling we can apply Lemma 4.2 to obtain a net (y i ) i∈I in A + that converges to x − y. By the continuity off , it follows that f (y i + y) converges tof (x). By our assumption thatf is order preserving on Ω we havef (y) ≤f (y i + y) for all i ∈ I and thereforef (y) ≤f (x) follows as (B * * a ) + is closed. Suppose now that z ∈ (B * * a ) + is such thatf (y) ≤ z for all y ∈ Ω with y ≤ x. As x ∈ Ω m , there is a monotone increasing net (x i ) i∈I in Ω with supremum x. Then (x i ) i∈I converges to x by monotone completeness and sof (x i ) converges tof (x). Hencef (x) ≤ z, again as (B * * a ) + is closed, showing (4.1) holds. Secondly, for all x ∈ Ω m we have
Indeed, let y ∈ Ω withf (y) ≤f (x) and (z i ) i∈I a net in B + that converges tof (x) −f (y). Asf −1 is continuous we inferf −1 (z i +f (y)) converges to x. For all i ∈ I we have y =f −1 (f (y)) ≤f −1 (z i +f (y)) sincef −1 is order preserving on Θ. Then y ≤ x follows from the fact that (A * * a ) + is closed. This shows (4.2). Now for all x, y ∈ Ω m we have
where the last implication is due to (4.1). Conversely, by (4.2) we have for all x, y ∈ Ω m that
This shows thatf is an order embedding of Ω m into (B * * a ) + , and it remains to be shown thatf maps Ω m onto Θ m . For x ∈ Ω m and a monotone increasing net (x i ) i∈I in Ω with supremum x we have that f (x) is the supremum of the monotone increasing net (f (x i )) i∈I which is contained in Θ, showing that f maps Ω m into Θ m . Similarly,f −1 maps Θ m into Ω m and we conclude thatf restricts to an order isomorphism from Ω m to Θ m . Analogously,f restricts to an order isomorphism from Ω m to Θ m by reversing all inequalities and replacing the suprema by infima.
To the best of our knowledge it is presently unknown whether every order isomorphism between cones of JB-algebras always extends to a homeomorphism between the cones of the atomic parts of their biduals. If this open question is answered in the positive, then the results in the next section characterize the JB-algebras for which all order isomorphisms between their cones are linear.
Automatic linearity of order isomorphisms
Provided that an order isomorphism between cones of JB-algebras extends to an order isomorphism between the cones of the corresponding atomic parts of their biduals, its linearity depends on the absence of central atoms in these biduals by Theorem 3.6. Therefore, it is crucial to understand for which JBalgebras this absence is guaranteed. Since the disengaged part of an atomic JBW-algebra is an associative direct summand by Proposition 3.5, one leads to believe that the existence of central atoms in the bidual corresponds to having a non-zero associative direct summands in the original JB-algebra. This, however, is not the case, as is illustrated by the following example 1 . Hence the corresponding multiplicative functional ϕ p defined by U p x = ϕ p (x)p for all x ∈ A * * is an element of A * . We conclude that ker ϕ is a norm closed ideal in A of codimension one.
Conversely, if I is a norm closed ideal in A of codimension one, then A/I ∼ = R and the corresponding quotient map π : A → R extends uniquely to a normal homomorphismπ : A * * → R by [3, Theorem 2.65]. Since kerπ is a σ-weakly closed ideal of A * * , it follows from [3, Proposition 2.39] that there is a central projection p ∈ A * * such that kerπ = U p A * * . But as this implies U p ⊥ A * * ∼ = R, the central projection p ⊥ must be an atom by [3, Lemma 3.29] . Proof. If f is linear then there is an element y ∈ B • + and a Jordan isomorphism J : A → B such that f = U y J by Proposition 2.6. Since the adjoint of U y J is an order isomorphism between the duals of B and A, it must map B ′ bijectively onto A ′ . If we denote this restriction by (U y J) ′ , then its adjoint (U y J) ′ * in turn, is a bounded linear bijection from A * * a onto B * * a , which must be a homeomorphism with respect to the σ(A * * a , A ′ )-topology and the σ(B * * a , B ′ )-topology. As the points of a JB-algebra are separated by the pure states, we conclude that (U y J) ′ * is an extension of f .
Conversely, suppose that f extends to a homeomorphismf : (A * * a ) + → (B * * a ) + with respect to the σ(A * * a , A ′ )-topology and the σ(B * * a , B ′ )-topology. Thenf is an order isomorphism by Proposition 4.3 and as A * * a does not contain any central atoms by Lemma 4.5, it must be linear by Theorem 3.6.
The condition in Theorem 4.6 of the JB-algebra not having any norm closed ideals of codimension one is necessary. Indeed, if we consider the JB-algebra A defined in (4.3), then we can define a non-linear order isomorphism on A + that does extend to a σ(A * * a , A ′ )-homeomorphism on the atomic part of its bidual. Indeed, let λ : [0, 1] → R + be a non-constant strictly positive continuous map such that λ(t) = 1 on ( 1 2 , 1]. Define the map f : A + → A + by f (x)(t) := x(t) λ(t) . Since taking a coordinate-wise strictly positive power is an order isomorphism on R 2 + , the map f defines an order isomorphism. However, f is not homogeneous and therefore not linear, and f extends to a σ(A * * a , A ′ )-homeomorphismf : (A * * a ) + → (A * * a ) + by the same formula that defines f .
