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Abstract
Early detection of Alzheimer’s disease is expected
to aid in the development and monitoring of more ef-
fective treatments. Classification methods have been
proposed to distinguish Alzheimer’s patients from nor-
mal controls using Magnetic Resonance Images. How-
ever, their performance drops when classifying patients
at a prodromal stage, such as in Mild Cognitive Im-
pairment. Most often, the features used in these clas-
sification tasks are related to structural measures such
as volume, shape and tissue density. However, mi-
crostructural changes have been shown to arise even
earlier than these larger-scale alterations. Taking this
into account, we propose the use of local statistical tex-
ture maps that make no assumptions regarding the lo-
cation of the affected brain regions. Each voxel con-
tains texture information from its local neighborhood
and is used as a feature in the classification of normal
controls and Mild Cognitive Impairment patients. The
proposed approach obtained an accuracy of 87% (sen-
sitivity 85%, specificity 95%) with Support Vector Ma-
chines, outperforming the 63% achieved by the local
gray matter density feature.
1. Introduction
Alzheimer’s Disease (AD) is the most common type
of dementia and a major cause of disability worldwide
[11]. Early detection of AD is essential to provide the
patients with adequate and timely treatments and to help
researchers monitor their effectiveness. Structural Mag-
netic Resonance Imaging (MRI) is a diagnostic tool that
provides high-resolution images and a high brain tissue
contrast. In addition, its non-invasiveness makes it a
suitable imaging technique for follow-up studies.
A limitation of most state-of the-art MR image anal-
ysis methods in this field is that they often concern
only group comparisons. Although these methods can
provide a description of the location and magnitude of
statistically significant differences between two groups,
they have limited clinical value for individual patients.
This limitation has led to the development of classi-
fication methods to identify Alzheimer’s patients from
Normal Controls (NC) and, more recently, to distin-
guish NC from patients suffering from Mild Cognitive
Impairment (MCI), which indicates high risk of devel-
oping Alzheimer’s. As pointed out by a recent compari-
son study on various classification methods [2], the cur-
rent major challenge is to discriminate patients who are
at a very early stage of AD or even possibly before they
start developing the disease. As shown by the compari-
son results, the performance of most classifiers dropped
significantly when they attempted to classify between
NC and MCI.
Typically, the features used by these classification
methods concern the volume and/or the shape of spe-
cific brain structures, like the hippocampus [2]. Voxel-
Based Morphometry (VBM) approaches have also been
used, which analyze the local concentration of gray
matter [2, 9].
However, such tools are limited by the segmentation
quality of the structures of interest. Furthermore, it has
been shown that the brain microstructure starts to dete-
riorate several years before the first symptoms arise and
before structural alterations can be detected [6].
Texture Analysis (TA) is an image processing tool
that has recently found applications in the study of var-
ious neurological diseases, including Alzheimer’s. It
extracts information that is otherwise not visible by a
direct analysis of the image intensity and shape prop-
erties. In [5], the authors performed 2D texture anal-
ysis using the entire brain to classify between AD and
NC. Because the whole brain was used, no discrimi-
nation between significant regions was performed. In
[12], Zhang et al. also classified patients as AD or
NC using 3D texture features computed at manually de-
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fined spherical Regions of Interest (ROIs), in the hip-
pocampus and the entorhinal cortex. However, and as
the authors recognized, the results varied significantly
with the location and the size of the chosen ROI. Fur-
thermore, in neither of these two studies was an anal-
ysis with MCI patients performed. Other studies have
carried out texture analysis in the corpus callosum and
thalamus [4]. In all cases, the texture descriptors are
computed at manually segmented ROIs, thereby requir-
ing a priori knowledge about the disease and becoming
dependent on the quality of the segmentations. Also,
to the best of our knowledge, no comparisons between
the two approaches (structural and textural) have been
performed.
In this work, we propose the use of local statisti-
cal (co-occurrence matrix based) texture maps as fea-
tures to be used in the classification of NC and MCI.
In these maps, each voxel contains texture information
from its local neighborhood and is considered as a fea-
ture for classification. We perform a statistical signif-
icance analysis on these voxels as a feature selection
step. Finally, we use Support Vector Machines (SVM)
in a cross-validation scheme to classify the subjects.
We compare our method with a structural approach that
uses, as features, the voxels in the gray matter probabil-
ity map [9].
Our contributions are the following: application of
local statistical texture maps to the classification of NC
and MCI, which make no assumption about the ex-
pected location of significant differences and that re-
quire no previous segmentation of brain structures; per-
formance comparison of the proposed features and a
widely used structural feature - the local gray matter
density. To the best of our knowledge, no other texture
studies have made such comparison.
2. Methods
2.1 Calculation of the feature maps
The Haralick features are based on the Gray Level
Co-occurrence Matrix (GLCM), which gives informa-
tion about the statistical distribution of voxel intensity
pairs [7]. In this work, we refer to these texture descrip-
tors by the following: F1 - angular second moment; F2
- contrast; F3 - correlation; F4 - sum of squares; F5 -
inverse difference moment; F6 - sum average; F7 - sum
variance; F8 - sum entropy; F9 - entropy; F10 - differ-
ence variance; F11 - difference entropy. For a complete
description of the features, we refer the reader to [7].
As in previous texture studies [12, 4], we compute
the first eleven Haralick features (according to [7]) at a
3× 3× 3 sliding window centered on each brain voxel.
This allows for texture analysis in the entire brain rather
than at specific ROIs. The GLCM is determined for
all 13 three-dimensional directions, considering voxel
pairs at a distance of 1 voxel. In order to increase the
computational speed of these calculations, and to avoid
very sparse GLCMs, we quantize the original image
intensities to 5 bits (range [0, 31]). After texture fea-
ture calculation, we obtain, for each subject, 11 feature
maps.
3 Experiments and Results
3.1 Data and preprocessing
For this study, datasets from 15 Normal Controls
(75.4±4.5 years, 8 males and 7 females) and 15 MCI
patients (73.3±8.2 years, 10 males and 5 females) were
retrieved from the Alzheimer’s Disease Neuroimaging
Initiative (ADNI) database [8]. The data consist of
three-dimensional T1 images acquired at 3T. These im-
ages have been previously corrected for acquisition arti-
facts such as bias field inhomogeneities, geometric dis-
tortions and scaling, as described in [8]. To eliminate
global differences between brain shapes and volumes,
we align all images to the same spatial reference using
a non-linear diffeomorphic registration method, DAR-
TEL [1].
3.2 Feature maps
We then register the features maps into the template
space, by applying the same warp field that originated
from the non-linear registration of the T1 images. An
8mm (FWHM) isotropic Gaussian kernel is finally ap-
plied to smoothen the aligned feature maps.
To obtain the gray matter density feature
maps, we first segment the brain images using
the probabilistic segmentation method offered by
SPM8 (Wellcome Trust Centre for Neuroimaging,
http://www.fil.ion.ucl.ac.uk/spm). Then, and similarly
to what is done with the texture maps, we apply
the respective warp field obtained in the non-linear
registration step to the gray matter segmentations,
followed by Gaussian smoothing. The resulting maps
represent the local concentration of gray matter per
voxel. Two-dimensional slices of all obtained feature
maps are shown in Figure 1.
3.3 Classification
We use an SVM (implemented in the Python pack-
age scikits-learn [10]) to classify the datasets into one
of the two classes: NC or MCI. To better evaluate the
classifier’s generalizability, we perform a random sub-
sampling evaluation with 10 random permutations, in
which the test set corresponds to 10% of the data sam-
ples. At each training fold, we carry out an analysis of
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Figure 1: Feature maps of an MCI patient after non-linear
registration to a common spatial reference. Bottom right: gray
matter tissue probability map.
variance (ANOVA) test on the training samples and se-
lect the 5% most significant voxels, which are then used
as features in the classification task. We perform a grid
search (with 5-fold cross-validation on the training set)
for the best SVM parameters: kernel type - linear or Ra-
dial Basis Function (RBF); the cost C and, for the RBF
kernel, the scale γ. The best classifier is then evaluated
on the test set. The final performance measures (ac-
curacy, sensitivity and specificity) are computed as the
average of the values obtained at each evaluation fold.
The classification results are shown in Figures 2 and
3. The texture descriptor with the best performance (F3
- correlation) achieved a mean accuracy (percentage of
correctly classified subjects) of 87%, at a sensitivity of
85% and a specificity of 95%. In contrast, the accu-
racy of the structural feature was 63%, with 75% sensi-
tivity and 55% specificity. A Wilcoxon-Mann-Whitney
statistical significance test on the evaluation folds’ re-
sults showed that feature F3 significantly outperformed
the gray matter density feature in terms of accuracy
(p = 0.007) and specificity (p = 0.01). Feature F8
(sum entropy) showed also, at a high significance level
(p = 0.06), a better accuracy than the structural feature.
Figure 2: Mean accuracy obtained using the first 11 Haralick
features and the Gray Matter (GM) tissue probability maps
(rightmost blue hatched bar).
In addition, we show the brain voxels that were se-
lected by the ANOVA test in one of the training folds
(Figure 4a). We observe that using the correlation (F3)
map voxels in the left hippocampus are detected as be-
ing statistically significant (and consequently used in
the classification). Voxels in the brain ventricles, partic-
Figure 3: Mean sensitivitiy and specificity obtained using the
first 11 Haralick features and the Gray Matter (GM) tissue
density maps (rightmost green and blue hatched bars).
ularly near the edges, are also selected, as well as in the
white matter and near the lateral sulcus. The higher ac-
curacy of the classification using this feature map, when
compared to the structural feature, indicates that these
regions might play a role in MCI, even though their
corresponding gray matter density is not significantly
different between the groups. As a comparison, we
show, in Figure 4b), the statistical differences between
the same NC group and a group of 12 AD patients,
where we clearly see, for both feature types, the two
hippocampi being selected (the left being more signifi-
cant). MRI signal changes which do not correlate with
structural measurements have already been observed in
ageing subjects [3]. The underlying cause for these al-
terations lies probably in the change of water, protein
and mineral content of the tissues. A similar explana-
tion can be given to why texture descriptors might be
able to capture early signals of dementia.
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Figure 4: F-values of the statistical test (only the 5% most
significant voxels are shown) for the correlation map and the
GM local density map.
A final analysis was performed on the effect of vary-
ing the percentile of features selected for classification,
although no significant changes in classification perfor-
mance were obtained.
4. Conclusions and recommendations
In this work, we have analyzed the performance of
statistical texture maps in classifying MCI patients and
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normal elderly controls. We used a whole-brain voxel-
wise approach, in which we made no assumptions about
the expected location of differences between the two
subject groups.
We obtained a mean accuracy of 87% (sensitivity of
85% and specificity of 95%) when using the correlation
map voxels as features in an SVM classification task,
outperforming the structural feature map - the local gray
matter density. Remarkably, the voxels selected using
the two feature maps were not the same, suggesting that
texture- and structure-based features might be sensitive
to distinct aspects of the disease. In particular, part of
the left hippocampus was selected when using the tex-
ture map but not with the GM density map, possibly
indicating an earlier sensitivity of the texture descriptor
to changes in this region.
Further work will include a more thorough evalua-
tion of other classifiers and feature selection/extraction
methods. Also, the influence of the preprocessing steps
on the classification performance should be assessed.
This includes the non-linear registration to the common
spatial reference and the smoothing applied to the reg-
istered feature maps.
The influence of the size of the local window cho-
sen to compute the features should be evaluated. In
this work, we focused on very fine-scale statistical tex-
tures. A multi-scale analysis will provide further in-
sight on also larger-scale texture properties. Other fea-
ture types, such as higher-order statistical features and
Gabor wavelets, as well as combinations of various fea-
tures, need also be considered.
Additionally, a comparison between the results ob-
tained with images acquired at 3T and at the most com-
monly available 1.5T is desirable. In particular, it is
worth investigating how both structure- and texture-
based features perform at the two field strengths. Simi-
larly, other MRI modalities (such as T2 images) should
be considered.
Finally, the classification must be performed with a
larger number of samples to allow for stronger conclu-
sions. However, these preliminary results seem to indi-
cate that microstructural information, such as that pro-
vided by local texture descriptors, can play a useful role
towards better and earlier detection of Alzheimer’s dis-
ease.
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