Abstract
Introduction
Zero-shot learning (ZSL) is a challenging problem, where the task is to classify images or videos into new categories that are unavailable during the training stage. Generalized zero-shot learning (GZSL), introduced in [34] , differs from ZSL in that the test samples can belong to the seen or unseen categories. The task of GZSL is therefore harder than ZSL due to the inherent bias of the learned classifier towards the seen categories. In this paper, we focus on the problem of generalized zero-shot action recognition in videos and treat ZSL as a special case of GZSL.
Most existing approaches [14, 12, 31, 6] tackle the problem of action recognition in videos in a fully-supervised setting. In such a setting, all the action categories that occur during testing are known a priori, and instances from all action categories are available during training. However, the fully-supervised problem setting is unrealistic for many real-world applications (e.g., automatic tagging of actions in web videos), where information regarding some action categories is not available during training. Therefore, in this work we tackle the problem of action recognition under zero-shot settings.
Contrary to action recognition in videos, extensive research efforts have been dedicated to zero-shot image classification. Most earlier ZSL approaches are based on attribute mapping [2, 15] . On the other hand, a few recent works [10, 18] tackle the problem in a transductive manner, by assuming access to the full set of unlabelled testing data. This helps in decreasing the domain shift problem, in ZSL, caused due to disjoint categories in training and testing. Similar transductive strategies have also been explored for action recognition in videos [36, 24] to reduce the bias towards seen action categories. However, these approaches require unlabelled testing data for fine-tuning the parameters. Further, the bias still exists due to the similar treatment of both seen and unseen categories (see Fig. 1(a) ). Instead, we propose a GZSL framework to separate the classification step for the seen and unseen action classes by introducing an out-of-distribution (OD) detector. As a result, the inherently-learned bias towards the seen classes in the action classifier is reduced (see Fig. 1(b) ).
In our approach, the out-of-distribution (OD) detector is learned to produce a non-uniform distribution with an emphasis (peaks) for seen categories and a uniformly distributed output for the unseen categories. This is achieived by utilizing an entropy loss to train our OD detector for maximizing the entropy of the output for unseen action category features. During inference, the entropy of the detector's output is compared to a specified threshold for determining whether the test feature belongs to a seen or unseen action category. Consequently, the test feature is dynamically routed to either of the two classifiers explicitly trained over seen and unseen classes, respectively, for final classification. Entropy loss has previously been used [30] to train generative adversarial networks [11] (GAN) for image synthesis, in both unsupervised and semi-supervised settings. However, to the best of our knowledge, we are the first to propose the use of entropy loss in the construction of an OD detector for generalized zero-shot action recognition.
The proposed OD detector requires features from both seen and unseen action classes to avoid an assumption on the prior data distribution. However, unseen action features are not available during training. Thus, we propose to synthesize unseen action features, to train our OD detector, by adapting a conditional Wasserstein GAN [4] (WGAN) with additional terms: cosine embedding and cycle-consistency losses. The additional loss terms aid in improving the feature generation process for a diverse set of action categories. In our work, both the generator and discriminator of the WGAN are conditioned on the category-specific auxiliary descriptions, called class-embeddings or attributes 1 , to synthesize class-specific action features. Consequently, our OD detector and the two action classifiers (seen and unseen) are trained using real and synthesized features from seen and unseen categories, respectively. Contributions: We introduce a novel generalized zeroshot action recognition framework based on an out-ofdistribution (OD) detector. Our OD detector is designed to reduce the effect of the inherent bias towards the seen action classes generally present in the standard GZSL framework. To synthesize unseen features for our OD detector training, we adapt the conditional Wasserstein GAN with additional loss terms. To the best of our knowledge, we are the first to introduce a GZSL action recognition framework based on an OD detector trained using real features from seen action categories and synthesized features from unseen action classes. Our OD detector efficiently discriminates the semantically similar seen and unseen action categories, leading to improved action classification. Our approach sets a new state-of-the-art for generalized zero-shot action recognition on three benchmarks.
Related Work
ZSL and GZSL have gained considerable attention in recent years since they can deal with challenging real-world problems, such as automatic tagging of images and videos 1 Both these terms are used interchangeably in this work Figure 1 . Illustration of the bias reduction achieved by the proposed framework on a random test split of the HMDB51 dataset. On the left: t-SNE scatter plot for baseline generalized zero-shot action recognition framework [33] . On the right: t-SNE scatter plot for our approach based on an OD detector. Action categories are grouped into seen and unseen classes for illustration. The baseline GZSL [33] incorrectly classifies several unseen category features (denoted by 'FN Unseen') into seen action categories. Our approach significantly reduces the bias towards seen categories, resulting in accurate action recognition. Best viewed in color.
with new categories previously unseen during training. Earlier approaches [2, 15, 16] for ZSL in images were based on direct or indirect attribute mapping between instances and their class attributes. Alternatively, several more recent works [26, 7, 1] determine the unseen classes based on the weighted combination of seen classes. In GZSL, obtaining realistic and discriminative training data for unseen classes to overcome the classifier's bias towards the seen classes is a challenge. Synthesizing visual features of unseen instances through an embedding-based matrix mapping to convert the ZSL problem to a typical supervised problem was explored in [20, 21] . Approaches such as [5, 33, 9] have used different variants of GANs [11] to generate synthetic unseen class features for the task of GZSL. Similar to [33, 9] , we adapt the conditional WGAN [4] in our framework for generalized zero-shot action recognition.
In contrast to image classification, the problem of ZSL and GZSL for action recognition in videos has received less attention. Existing works pose the problem of ZSL and GZSL action recognition in the transductive setting, where unlabelled test data is also used during training [36, 13, 24] . A generative approach using Gaussians was used to synthesize unseen class data in [24] , where each action is represented as a probability distribution in the visual space. These works do not treat seen and unseen action classes separately, as proposed in this work. Further, these methods use unlabelled real features from the unseen classes to rectify the bias of the learned parameters towards the seen classes. Unlike these approaches, we do not use any unlabelled real features from unseen action classes in the training stage of our model. In [37] , action recognition under ZSL was addressed using a Fisher vector representation of traditional features and two-stream deep features with GloVE [27] class embedding. However, the more challenging problem of GZSL action recognition was not addressed. A one-to-one comparison using different features, such as C3D [31] , I3D [6] , also remains unexplored in the context of GZSL in these approaches.
Out-of-distribution detectors [17, 8] have been investigated in the context of image classification via crossdataset evaluation. In [17] , instances that appear to be at the boundary of the data manifold were used as out-ofdistribution examples during training while [8] used the misclassified in-distribution samples as a proxy for out-ofdistribution samples to calibrate the detector. However, in our approach, no such prior data distribution assumptions are made. Further, these detectors [17, 8] consider indistribution samples from one image classification dataset and out-of-distribution samples from a different dataset, while our detector aims to distinguish between the seen and unseen class features of the same dataset.
Our approach: Different to the aforementioned works, an out-of-distribution detector is trained, with entropy loss, using GAN generated features of unseen action categories (as out-of-distribution samples) to recognize whether a feature sample belongs to either the seen or unseen group. Our method assumes no prior data distribution of the seen and unseen categories. The GAN itself is trained using the real features of seen categories, conditioned on the associated class-attributes of seen classes. During inference, based on the out-of-distribution detector's decision, features from a test instance are input to one of the two classifiers explicitly trained over seen and unseen action categories, respectively.
Proposed Approach
The proposed framework for GZSL is detailed in this section. The framework is divided into two parts: synthetic video feature generation for unseen classes using GANs (Sec. 3.1) and out-of-distribution (OD) classifier learning (Sec. 3.2). The illustration of the overall pipeline is shown in Fig. 2 .
Let S = {(x, y, e(y)|x ∈ X , y ∈ Y s , e(y) ∈ E} be the training set for seen classes, where x ∈ R dx denotes the spatio-temporal CNN features, y denotes the class labels in Y s = {y 1 , . . . , y S } with S seen classes and e(y) ∈ R de denotes the category-specific embedding that models the semantic relationship between the classes. Additionally,
∈ E} is available during training, where u is a class from a disjoint label set Y u = {u 1 , . . . , u U } of U labels, and the corresponding videos or features are not available. The task in GZSL is to learn a classifier f gzsl : X → Y s ∪Y u . Using the OD detector, this task can be reformulated into learning 3 classifiers: the out-of-distribution classifier f od : X → {0, 1} and the seen and unseen classifiers f s : X → Y s and f u : X → Y u , respectively. The classifier f od will determine if the feature is an in-distribution or out-of-distribution feature and route it to either f s or f u to determine the class.
Generating unseen class features
Given the training data of seen classes, S, the goal is to synthesize features belonging to unseen classes,x, using the class attributes, e(u). To this end, a generative adversarial network (GAN) is learned using the seen class features, x, and the corresponding class embedding, e(y). A GAN [11] consists of a generator G and a discriminator D, which compete against each other in a two player minimax game. In the context of generating video features, D attempts to accurately distinguish real-video features from synthetically generated features, while G attempts to fool the discriminator by generating video features that are semantically close to real features. Since we need to synthesize features specific to unseen action categories, we use the conditional GAN [23] by conditioning both G and D on the embedding, e(y). A conditional generator G : Z × E → X takes a random Gaussian noise z ∈ Z and a class embedding e(y) ∈ E. Once the generator is learned, it is used to synthesize the video features of unseen classes, u, by conditioning on the unseen class embedding, e(u). Further, we use the Wasserstein GAN [4] for the proposed framework due to its more stable training and recent success in [33, 9] for zero-shot image classification.
A conditional WGAN [4] , conditioned on the embedding e(y), is learned to synthesize the video featuresx, given the corresponding class embedding, e(u). The conditional WGAN loss is given by
),x is a convex combination of x andx, α is the penalty coefficient and E is the expectation. The first two terms approximate the Wasserstein distance in equation 1, with the third term being the penalty for constraining the gradient of D to have unit norm along the convex combination of real and generated pairs. Additionally, we expect the generated features to be sufficiently discriminative such that the class embedding that generated them can be reconstructed back using the same features [38] . To this end, similar to [9] , a decoder is used to reconstruct the class embedding e(y) from the synthesized featuresx. Hence, a cycle-consistency loss is added to the loss formulation, which is given by,
whereê(y) is the reconstructed embedding. Further, the synthesized features of a particular class y i should be sim- ilar to the real features of the same class and dissimilar to the features of other classes y j (for j = i). To this end, we first pair the real and synthesized features in a mini-batch to generate matched (same classes) and unmatched (different classes) pairs. Then, we minimize and maximize the distance between the matched and unmatched features, respectively, using the cosine embedding loss, as given by,
where the respective expectations are over the matched (m) and unmatched (um) pair distributions. While the other losses (L W GAN and L cyc ) train the network by emphasizing the similarity between real and generated features of a particular class, the embedding loss also trains the network by emphasizing how the generated features of an action class should be dissimilar to the other class features. The final objective for training the GAN, using β and γ as hyper-parameters for weighting the respective losses, is given by
Out-of-distribution detector for unseen class
An out-of-distribution detector is proposed for differentiating between the features belonging to the seen classes and those belonging to unseen classes. After training the GAN using the training data S, the generator (G) is used to synthesize features,x = G(z, e(u)), for the unseen categories u ∈ Y u . A training set of generated features, U = {(x, u, e(u))}, is obtained by generating sufficient features for all the unseen action categories.
The real features of the seen classes, x s and the generated features of the unseen classes,x u , are used to train the out-of-distribution detector. Approaches in [17, 8] learn an OD detector with a prior data distribution assumption of the seen class features. However, using generated samples of the unseen classes can help to better learn the boundaries between the seen and unseen categories, without assuming any prior data distribution. The detector is a fully-connected network with the dimension of the output layer the same as the number of seen classes, S. As shown in Sec. 4.2, a binary classifier is insufficient to learn this task due to the complex boundaries between the many seen and unseen classes. Instead of attempting to directly predict whether the input is from a seen or unseen class, we use the concept of entropy to learn an embedding that projects the features of the seen and unseen classes far apart in the entropy space. The network is trained with entropy loss, L ent , as given by
where
is the entropy of p, and p s =f od (x s ) andp u =f od (x u ) ∈ R S are the predictions of the network for the seen and unseen features x s and x u , respectively. Further, a negative log-likelihood term N (p s )=− log(p s [y s ]), where y s is the class label of x s , is added to Eq. 5 for faster convergence. This type of loss formulation models the output of the network such that its entropy is minimum and maximum for the input features of seen and unseen classes, respectively. The higher the entropy, the higher the uncertainty. Thus, a seen class feature input will have a non-uniformly distributed output (with an emphasis on seen classes). Similarly, an unseen class feature will have a near-uniform distribution as its output. The expected output of the classifier, f od , for the seen and unseen class features is illustrated in the far-right side of Fig. 2 .
Seen and unseen classifiers: Alongside the OD detector training, we also train two separate classifiers, one for the seen classes and one for the unseen classes. The two classifiers f s and f u are trained on real features of seen classes x s and generated features of unseen classesx u , respectively. During inference, the test video is passed through a spatio-temporal CNN to compute the real features x test and then sent to the OD detector. If the entropy of the output f od (x test ) is less than a threshold ent th , the feature x test is passed through the seen-classes classifier f s in order to predict the label of the test video. If the entropy of f od (x test ) is greater than ent th , then the label is predicted using the unseen-classes classifier f u . In ZSL, where the test samples are restricted to belonging to unseen classes, only the unseen-classes classifier f u is required to predict the category of the video. In summary, the OD detector separates the classification of seen and unseen categories and reduces the bias towards seen categories.
Experiments

Experimental setup
Video features: Two types of video features, I3D [6] (Inflated 3D) and C3D [31] (Convolution 3D), designed for generic action recognition, are used for evaluation. The appearance and flow I3D features are extracted from the Mixed 5c layer output of the RGB and flow I3D networks, respectively. Both networks are pretrained on the Kinetics dataset [6] . For an input video, the Mixed 5c output of both networks are averaged across the temporal dimension and pooled by 4 in the spatial dimension and then flattened to obtain a vector, of size 4096, representing the appearance and flow features, respectively. The appearance and flow features are concatenated to obtain video features of size 8192. We use the C3D model, pre-trained on the Sports-1M dataset [12] , to extract the C3D features for representing the actions in a video. A video is divided into non-overlapping 16-frame clips and the mean of the fc6 layer outputs, of size 4096, is taken as the video feature for the action. Network architecture: The generator G is a three-layer fully-connected (FC) network with an output layer dimension equal to the size of the video feature. The hidden layers are of size 4096. The decoder is also a three-layer FC network with an output size equal to the class-embedding size and a hidden size equal to 4096. The discriminator D is a two-layer FC network with the output size equal to 1 and a hidden size equal to 4096. The individual classifiers f s and f u are single-layer FC networks with an input size equal to the video feature size and output sizes equal to the number of seen and unseen classes, respectively. The OD detector f od is a three-layer FC network with output and hidden layer sizes equal to the number of seen classes and 512, respectively. The parameters β and γ are set to 0.01 and 0.1, respectively, for all the datasets. The threshold value ent th is chosen to be the average of the prediction entropies of the Three challenging video action datasets (Olympic Sports [25] , HMDB51 [14] and UCF101 [29] ), widely used as benchmarks for GZSL and ZSL, are used for evaluating the performance of the proposed technique. The details of the three datasets are given in Tab. 1. The mean per-class accuracy averaged over 30 independent test runs is reported along with the standard deviation. Each test run is carried out on a random split of the seen and unseen classes in the dataset. For GZSL, we also report the mean accuracy for the seen classes, mean accuracy of the unseen classes and the harmonic mean of the two. For the GZSL setting, the test data consists of all the videos belonging to unseen classes and a random subset of 20% videos from seen class categories. Class-embedding: We use two types of class-embedding to semantically represent the classes: the human annotated attributes and word vectors [22] . The UCF101 and Olympic Sports datasets also have manually-annotated class attributes of sizes 40 and 115, respectively. A skip-gram model, trained on the news text corpus provided by Google, is used to generate the action class-specific word vector representations of size 300 using the action category names as input. The HMDB51 dataset does not have any associated manual attributes.
Baseline comparison
The proposed framework is compared with the baseline by evaluating on the generalized zero-shot action recognition task using I3D concatenated features. Since our GAN framework for synthesizing features also uses the WGAN [4] , we choose f-CLSWGAN [33] , originally designed for zero-shot image classification, as the baseline. The performance comparison for the three datasets is shown in Tab. 2. We also compare our GZSL framework with and without the OD detector (denoted as CEWGAN-OD and CEWGAN, respectively, in Tab. 2). Further, to quantify the effectiveness of our OD detector, we also combine CEWGAN with a binary OD classifier, OD bin . The classification accuracy for the seen and unseen categories and their harmonic mean are denoted by s, u and H , respectively.
The proposed OD detector (OD ent ) always outperforms the binary OD detector (OD bin ) (see Tab. 2), proving that a binary classifier is not sufficient for learning the task. The OD bin requires generated features for seen and unseen classes to achieve reasonable performance and it still fares, generally, worse than CEWGAN. It only yields better re- sults than CEWGAN for the Olympic Sports dataset. The main reason is that Olympic Sports has only eight seen and unseen classes. Hence, it is easier to separate the corresponding test features. As the number of classes increases, OD bin fails to accurately separate the seen and unseen category features.
Importantly, we see that the proposed GAN (CEWGAN) performs better than the baseline approach (f-CLSWGAN) on all combinations of datasets and attributes. Integrating the proposed OD detector (OD ent ) with CEWGAN further improves the performance across datasets. Average gains of 7.0%, 3.4%, and 4.9% (in terms of accuracy) are achieved over f-CLSWGAN [33] for the Olympic Sports, HMDB51 and UCF101 datasets, respectively, using word2vec. Achieving a considerable gain on a difficult dataset, such as HMDB51, shows the promise of our framework for generalized zero-shot action recognition.
State-of-the-art comparison
In this section, a comparison of our proposed framework against the other approaches for the tasks of ZSL and GZSL in action recognition is given. Since our aim is reducing the bias of the classifier towards seen classes in generalized zero-shot action recognition, we first compare the GZSL performance (Tab. 3), and then the ZSL performance (Tab. 4), with the other approaches in literature. In both the tables, we report the performance of our approach trained using the I3D (appearance + flow) features. The performance of our approach using other features is given as an ablation study in Sec. 4.6.
GZSL performance comparison: The proposed out-ofdistribution detector is applicable only in the GZSL framework. The comparison of our proposed approach with the other approaches on the GZSL task is reported in Tab. 3. The best results for each dataset and attribute combination are in boldface. The standard deviation from the mean is also reported. We see that the proposed approach, CEWGAN-OD, outperforms the other approaches (fewer approaches compared to the ZSL task) on all datasets. The results for CLSWGAN [33] are obtained by adapting the author's implementation for our GZSL action recognition task. This is denoted by the superscript '*' in Tab. 3. Both CLSWGAN and the proposed approach are trained using the I3D features. The best existing approach for GZSL action recognition, GGM [24] , employs a generative approach to synthesize unseen class data and utilizes unlabelled real features (C3D) from the unseen classes to rectify the bias of the learned parameters towards seen classes. Particularly, for the UCF101 dataset and manual attributes combination, the proposed approach, CEWGAN-OD, achieves gains of 5.1% and 25.8% (in terms of accuracy) over the CLSWGAN [33] and GGM [24] , respectively. Further, for the word2vec embedding, the proposed CEWGAN-OD achieves gains of 16% and 19.8% over the best existing approach, GGM [24] , for the HMDB51 and UCF101 datasets, respectively. ZSL performance comparison: In Tab. 4, the proposed approach trained using the I3D (appearance + flow) features is denoted by CEWGAN. Here, the suffix OD (used in Tab. 3) is dropped since the out-of-distribution detector is applicable only in the GZSL task. From Tab. 4 , we see that our approach outperforms the other approaches in the zero-shot action recognition task for all combinations of datasets and attributes. The proposed approach, CEWGAN, in general, has less or comparable deviation as the other approaches. This shows that the proposed approach consistently improves across the splits. All the other approaches use either the word2vec or manually-annotated embedding (denoted by w and m, respectively) except MICC [37] , which uses GloVE [27] , an embedding similar to word2vec. The proposed approach using I3D features and the word2vec embedding has absolute gains of 6.6%,
Method
Olympics HMDB51 UCF101 HAA [19] m 49.4±10. Table 4 . ZSL performance comparison (in %) with existing approaches. m, g and w indicate manual attributes, GLoVE and word2vec, respectively. CLSWGAN * [33] (* -adapted implementation) and CEWGAN denote the baseline and proposed approach, respectively, using I3D features. Higher is better. Best results for each embedding are in bold. Our approach achieves the state-ofthe-art on all datasets.
4.9% and 1.5% (in terms of accuracy) over the best existing ZSL results on the Olympic Sports, HMDB51 and UCF101 datasets, respectively. Further, for the word2vec embedding, we observe that the proposed CEWGAN achieves gains of 1.2%, 1.1% and 1.1% over the CLSWGAN [33] for the same datasets, respectively. Generally, for both GZSL and ZSL tasks, using the same features but learning with manual attributes (instead of word2vec) results in better performance across different approaches.
Bias towards seen categories
Tab. 5 quantifies the bias reduction due to the proposed framework, CEWGAN-OD, for the three datasets, using the word2vec embedding. For this experiment, we consider all the features of unseen categories as one class and the remaining features from seen categories as another. A feature sample is said to be wrongly classified if the predicted class is not the same as the ground-truth class, regardless of whether the feature was classified as belonging to the correct category within each class or not. This allows us to quantify the bias reduction achieved by the standalone OD detector. We observe that CEWGAN-OD reduces the bias towards the seen categories and achieves better classification for the unseen class features. Specifically, the proposed CEWGAN-OD achieves gains of 6.2% and 10.1% over CEWGAN for the HMDB51 and UCF101 datasets, respectively, using the word2vec embedding. Fig. 3 shows a comparison, in terms of the classification accuracy, between our two frameworks: CEWGAN and CEWGAN-OD. The comparison is shown for random test splits of HMDB51 and UCF101. The x-axis denotes the number of unseen class feature instances in a test split. The unseen class feature instances are sorted (high to low) according to the confidence scores of the respective classifiers (CEWGAN and CEWGAN-OD). The plot shows that integrating the proposed OD detector in the GZSL framework results in a significant improvement in performance for both datasets (denoted by green and red curves in Fig. 3 ). The number of unseen class feature instances incorrectly classified (into a seen class) is reduced with the integration of the proposed OD dectector. This improvement in classification performance for unseen action categories leads to a significant reduction in bias towards seen classes.
Transferring word representations
As mentioned previously in Sec. 4.1, manual attributes are not available for the HMDB51 dataset. While word2vec representations give a good measure of the semantic representations of the classes, learning with manual attributes always results in better performance, as can be seen from the results in Sec. 4.3 and 4.2. Here, we learn to generate the manual attributes from the word2vec embedding to show that using the transformed class embedding achieves bet- ter generation of features, resulting in better performance compared to the word2vec embedding. We use the class embeddings of the UCF101 dataset to learn the transformation using a two-layer FC network. To generate a sufficient number of samples for training, the video features are concatenated with their respective word2vec and used as input. The trained model is then used to transform word2vec representations into manual attribute embeddings.
To comply with the ZSL paradigm of not using any video features from the unseen classes, we use the generated features for the HMDB51 unseen classes as input for the embedding transformation network. Here, the generator is learned using the word2vec embedding and the seen class features of the HMDB51 dataset. The learned attributes for HMDB51 are the same size as the manual attributes of UCF101, i.e., 115. The performance of the proposed framework under ZSL and GZSL settings for the HMDB51 dataset using the transferred attributes (denoted by m) and different features is reported in Tab. 6. The results show that the transferred attributes for HMDB51 achieve better performance than the word2vec. Hence, synthesizing features using transferred attributes, for datasets without manuallyannotated attributes, achieves better performance compared to synthesizing using the standard word2vec embedding.
Comparison of video features
Here, we give a performance comparison of the different video features for the tasks of ZSL and GZSL. The features that are used for comparison are C3D, I3D a (appearance), I3D f (flow) and I3D af (appearance and flow). The features are evaluated on the HMDB51 and UCF101 datasets using both the manual attributes and word2vec embedding. The manual attributes for HMDB51 refer to the transformed attributes, as described in Sec. 4.5. The entire setup remains the same except for the input or output layers, which depend on the video feature dimensions. The results are reported in Tab. 6. In general, we see that the I3D a features perform better than the C3D and I3D f features. The I3D f features are still better than the C3D features, while the best performance is achieved when the appearance and flow features are combined. This is in line with the performance of the features in the task of fully-supervised action recognition, as noted in [6] . This also indicates that our framework can be used with new and improved features as and when they are designed and a corresponding improvement in GZSL action recognition can be expected. The results in Tab. 3 and 4 for CEWGAN-OD and CEWGAN, respectively, use the combined features, I3D af .
Conclusion
In this work, we proposed a novel out-of-distribution detector integrated into the generalized zero-shot learning action recognition framework. An out-of-distribution detector was learned to detect unseen category features as out-ofdistribution samples. It was trained using real and GANgenerated features from seen and unseen categories, respectively. The use of an out-of-distribution detector enabled the classification of the seen and unseen categories to be separated and hence, reduced the bias towards seen classes that is present in the baseline approaches. The approach was evaluated on three human action video datasets, using different types of embedding and video features. The proposed approach outperformed the baseline [33] in generalized zero-shot action recognition using word2vec, with absolute gains of 7.0%, 3.4% and 4.9% on the Olympic Sports, HMDB51 and UCF101 datasets, respectively.
