Abstract. In this paper, we study the problem of computing the minimum cost pipe network interconnecting a given set of wells and a treatment site, where each well has a given capacity and the treatment site has a capacity that is no less than the sum of all the capacities of the wells. This is a generalized Steiner minimum tree problem which has applications in communication networks and in groundwater treatment. We prove that there exists a minimum cost pipe network that is the minimum cost network under a full Steiner topology. For each given full Steiner topology, we can compute all the edge weights in linear time. A powerful interior-point algorithm is then used to find the minimum cost network under this given topology. We also prove a lower bound theorem which enables pruning in a backtrack method that partially enumerates the full Steiner topologies in search for a minimum cost pipe network. A heuristic ordering algorithm is proposed to enhance the performance of the backtrack algorithm. We then define the notion of k-optimality and present an efficient (polynomial time) algorithm for checking 5-optimality. We present a 5-optimal heuristic algorithm for computing good solutions when the problem size is too large for the exact algorithm. Computational results are presented.
unit length (CPUL) of that edge, which is a function of the flow of that edge. For example, a larger diameter pipe is needed for an edge with a bigger flow and a smaller diameter pipe is needed for an edge with a smaller flow. In most cases, the CPUL is a monotonically nondecreasing function of the flow, which is zero for zero flow and positive for positive flows. Related problems have been studied [3, 19, 36] , where algorithms for computing a suboptimal solution were proposed. In this paper, we present exact and heuristic algorithms for solving this generalized Steiner minimum tree problem. We will use groundwater treatment as a motivating example. For applications in communication networks, we refer the readers to Gilbert [13] .
The rest of this paper is organized as follows. In section 2, we present the physical problem and define the mathematical model. The notion of topology is also introduced in that section. In section 3, we present the notion of full Steiner topology and prove that there exists a minimum cost pipe network, which is the minimum cost network under a full Steiner topology. In section 4, we show that for a given full Steiner topology, we can compute the CPUL for all the edges in the topology in linear time. Then the minimum cost network under the given topology is solved using a powerful interior-point method [34] . In section 5, we prove a bounding theorem which enables the application of a backtrack algorithm that partially enumerates the full Steiner topologies in search of the minimum cost pipe network. A max-min heuristic ordering algorithm is proposed to enhance the performance of the backtrack algorithm. In section 6, we define the notion of k-optimality and present an efficient algorithm for checking 5-optimality. When a network is found to be not 5-optimal, we can easily change the topology to one with a lower cost. This leads to a heuristic algorithm for computing 5-optimal networks when the problem size is too large for the backtrack algorithm. We present some preliminary computational results in section 7 and conclude the paper in section 8.
The physical problem and its mathematical model.
To treat contaminated groundwater in a given region, several wells are constructed in that region and contaminated water from within these wells is piped to a treatment site. Each well has a known location and a known flow-rate (or capacity). The treatment site has a known location and a known capacity, which is no less than the sum of the capacities of all wells. We need to build a pipe network to transport water from the wells to the treatment site. Given the type of materials to be used, it is desirable to build a pipe network that has the minimum cost. In contrast to many water supply problems, service reliability is not a significant requirement here, so no redundant arcs are needed in this problem. Depending on different flow-rates through different edges of the network, we need to use pipes of different sizes for edges with different flow-rates. For a given type of material, the CPUL of the pipe is a function of the flow-rate of that pipe. In many situations, this function, denoted by f (•), is monotonically nondecreasing with the flow-rate and is also concave (i.e., f ( x+y 2 ) ≥ 1 2 (f (x) + f (y)) for any x, y in the domain of the function [28] ). In addition, f (0) = 0 and f (x) > 0 for any x ∈ (0, ∞). We will assume this property for f (•) throughout this paper. The cost of an edge in the network is the product of the length of the edge with the CPUL of that edge. The cost of the network is the sum of the costs of all the edges. We are interested in computing a minimum cost pipe network.
In the following, we will present a precise mathematical model for this problem. Let n ≥ 3 be a given integer. Let P = {p 1 , p 2 , . . . , p n } be a set of n points on the Euclidean plane R 2 , where p 1 represents the location of the treatment site and p 2 Since we need to transport water from all the wells to the treatment site, the pipe network will form a connected graph G = (V, E), where E is the set of edges that correspond to the pipes and V = {v 1 2 , A is a set of arcs that is a subset of {(i, j), (j, i)|{i, j} ∈ E}, and X is a set of flows {x(i, j) ≥ 0|(i, j) ∈ A} satisfying the following conditions:
The cost of realization R is given by
where || • || stands for the Euclidean norm. The cost of topology T is given by
A realization of a topology for P is called a pipe network interconnecting P .
Note that in the above definition, the number of vertices in a topology for point set P may be any integer greater than or equal to |P |. We assume implicitly that the vertices v 1 , v 2 , . . . , v n correspond to the points p 1 , p 2 , . . . , p n . In a realization, the vertices v 1 , . . . , v n are always fixed at points p 1 , . . . , p n and the vertices v n+1 , . . . , v n+m are fixed at some points p n+1 , . . . , p n+m . A realization also specifies the way the water is transported to the treatment site. Condition (2.1) says that the net flow into the treatment site is at most c(p 1 ). Condition (2.2) says that the net flow out of the kth well is c(p k ). Condition (2.3) says that the flow into any Steiner point equals the flow out of that Steiner point. For any two vertices i and j, we use {i, j} to represent the (undirected) edge interconnecting i and j and use (i, j) to represent the (directed) arc from i to j. For graph notations not defined in this paper, we refer readers to [15] .
It is clear that, given a realization R of a topology for a point set, we can obtain another realization R 1 of the same topology for the point set by deleting all the zero flows and arcs with zero flows in R. Realization R 1 has the property that every arc has a positive flow and that the cost of R 1 is less than or equal to that of R. This observation will help us in reducing the number of topologies to be considered. Now we can state the minimum cost pipe network problem formally as follows. which is concave, monotonically nondecreasing such that f (0) = 0 and f (x) > 0 for any x ∈ (0, ∞), compute a minimum cost pipe network interconnecting P .
Note that Problem 2.1 becomes the ESMT problem [21] when the cost function f (•) always equals 1. Since the ESMT problem is NP-hard [12] , polynomial time algorithms for solving Problem 2.1 do not seem to exist.
Full Steiner topologies.
Definition 3.1. Given a point set P containing n points {p 1 , . . . , p n } on the Euclidean plane, a Steiner topology for P is a topology for P that is a tree graph such that every vertex corresponding to a Steiner point has degree 3.
We will prove that there is a minimum cost pipe network that is a realization of a Steiner topology. The following notation is needed in the proof.
Definition 3.2. Given a path in a pipe network, the flow of this path is the minimum of the flows on the arcs of the path.
Theorem 3.1. For any given topology G = (V, E) for P , there exists a Steiner topology T for P such that 1. T is a subgraph of G; 2. The cost of T is no greater than the cost of G. Proof. Let R be a minimum cost realization of G. As discussed in section 2, we may assume that every arc of R has a positive flow, without loss of generality. For any edge {i, j} of G, at most one of (i, j) and (j, i) may be an arc of R, because otherwise we can reduce the network cost by reducing the flows on (i, j) and (j, i).
Let E be the set of all edges {i, j} such that either (i, j) or (j, i) is an arc in R. Let G = (V , E ) be the subgraph of G induced by E . It is clear that G is also a topology for P and that R is a realization of both G and G . If the arcs of R constitute a directed tree (with v 1 as the unique sink), then G is a Steiner topology for P and the cost of G is no greater than the cost of R (which is the cost of G) and the theorem is proved.
In the rest, we will prove that there exists a minimum cost realization of G whose arcs constitute a directed tree (with v 1 as the unique sink).
It follows from the definition of a realization that there is at least one directed path from u to v 1 for any vertex v 1 = u of R. If the u-v 1 path is unique for any u = v 1 , the arcs of R constitute a directed tree (with v 1 as the unique sink) and there is nothing that needs to be proved.
Suppose that for some k, there are two paths from v k to v 1 with positive flows. Let the two paths be
where i 0 = j 0 = k and i m1 = j m2 = 1. Let the flow of π 1 be r 1 and the flow of π 2 be r 2 . Let r = min{r 1 , r 2 }. Since both r 1 and r 2 are positive, r is also positive. Let the flow on arc (v it−1 , v it ) be α t + r (t = 1, 2, . . . , m 1 ) and the flow on arc (v jt−1 , v jt ) be β t + r (t = 1, 2, . . . , m 2 ). Then the α t 's and the β t 's are all nonnegative. Now consider the function
is also concave. It follows from the property of concave functions [28] that
However, for any z ∈ [−r, r], F (z) − F (0) is the increase in the network cost caused by shifting z amount of the flow from π 1 to π 2 . Inequality (3.2) says that we can shift r amount of flow from π 1 to π 2 without increasing the cost of the network when F (r) = min{F (−r), F (r)} and shift r amount of flow from π 2 to π 1 without increasing the cost of the network when F (−r) = min{F (−r), F (r)}. Whenever we perform such a shift, there is at least one edge of G whose corresponding flow will be changed from a nonzero value to zero. Furthermore, if an edge of G has zero flow before the shift, it will still have zero flow after the shift because we are shifting some flow to a path that has a positive flow. Therefore, after a finite number of such shifts, we can eliminate all the duplicate paths, without increasing the cost of the network. Therefore, there exists a minimum cost pipe network R such that there is a unique path from v k to v 1 in N that has a positive flow for every k = 2, 3, . . . , n. In the rest of this section, we will prove that there exists a full Steiner topology that has a realization that is a minimum cost pipe network interconnecting P . In other words, any Steiner topology T is a degeneracy of some full Steiner topology. Therefore, we only need to consider pipe networks that are realizations of full Steiner topologies. This is largely due to the fact that realizations permit all Steiner topologies to be handled as if they were full, by allowing zero-length edges. Note that the number of full Steiner topologies for n regular points is . Therefore, the number of Steiner topologies is much larger than the number of full Steiner topologies [17, 32] .
Theorem 3.2. There is a minimum cost pipe network interconnecting a point set P that is a realization of a full Steiner topology for P .
Proof. From Theorem 3.1, we know that there exists a minimum cost pipe network interconnecting P that is a realization of a Steiner topology T . Assume that P = {p 1 } to obtain a new Steiner topology T 1 . We note that for any realization of T , there is a realization of T 1 with the same cost (obtained by forcing p n+m+1 = p i ). Repeating this process, we can obtain a Steiner topology in which the first n vertices are all leaf vertices.
2. v j (j > n) is an interior vertex in T . In any realization, the sum of flows into a Steiner point equals the sum of flows out of that Steiner point. Therefore, having a leaf Steiner vertex does not reduce the cost of the minimum cost realization of the topology. Hence, if v j is a leaf vertex in T and j > n, we may delete v j from T to obtain a new topology whose cost is no greater than the cost of T .
3. Degree-2 interior vertices can be removed without increasing the cost. This follows from the fact that the shortest connection between points is the straight line segment connecting them.
A degree-k interior vertex can be split into k − 2 degree-3 interior vertices without increasing the network cost (k ≥ 4)
. Let k be an integer greater than or equal to 4. Let a be an interior vertex of degree k. Assume that the neighbors of a are b 1 , b 2 , . . . , b k . We may split the vertex a into a 1 and a 2 , which are connected by an edge {a 1 , a 2 }, and replace the edges {a,
The resulting topology has a cost that is no greater than the cost of the previous topology. Repeating the above process, we can obtain a topology in which every interior vertex has degree exactly 3. This completes the proof of part 4 and also the proof of the theorem.
Minimum cost network under a given topology.
In this section, we show that the minimum cost pipe network under a given full Steiner topology can be computed efficiently. We will first show that the flows in the minimum cost realization of a given full Steiner topology can be computed in O(n) time, without knowing the optimal locations of the Steiner points. We then show that computing the minimum cost network under a full Steiner topology is a special case of the well-studied problem of minimizing a sum of Euclidean norms [1, 2, 4, 5, 8, 24, 9, 34] . In [34] , Xue and Ye presented a primal-dual interior-point algorithm for computing an -optimal solution [22] to the problem of minimizing a sum of Euclidean norms and proved that their algorithm requires O(n 1.5 (log(n) + log( c ))) arithmetic operations if the problem has a tree structure, where c is a constant dependent on the input. We will show that this algorithm is also a polynomial time approximation scheme (PTAS) [18] for computing the minimum cost network under a given full Steiner topology that computes a (1+ )-approximation in O(n 1.5 (log(n) + log( 1 ))) time.
Computing the flows of the minimum cost network.
Suppose that we are given a full Steiner topology. We may consider the tree to be rooted at v 1 , which corresponds to the treatment site p 1 . The root vertex has one child. Every other interior vertex has exactly two children. The leaf vertices v 2 , v 3 , . . . , v n correspond to the wells p 2 , p 3 , . . . , p n . Clearly, in a minimum cost realization of the given topology, the flow from vertex v k to its parent vertex must be c(p k ) for k = 2, 3, . . . , n. The flow from any interior vertex to its parent vertex must equal the sum of the flows into this vertex from its two children. Therefore, we can use a dynamic programming algorithm to compute the flows on all edges in linear time.
Approximating the optimal locations of the Steiner points.
Once the flows of the minimum cost network under a given Steiner topology are computed, the problem of finding the optimal locations of the Steiner points becomes a special case of the following problem of minimizing a sum of Euclidean norms [24] . 
This problem has been studied by Calamai and Conn [4, 5] and Overton [24] , where second-order methods were proposed to solve the problem. Recently, Andersen [1] , Conn and Overton [8] , and Andersen and Christiansen [2] proposed computationally effective interior-point algorithms for solving (4.1). Xue and Ye [34] also proposed an interior-point algorithm for solving this problem and proved that their algorithm produces an -optimal solution in polynomial time.
Definition 4.
Consider a minimization problem. Let be a positive number. A (1 + )-approximation is a feasible solution whose corresponding objective function value is no more than the product of the optimal objective function value and (1 + ).

An -optimal solution is a feasible solution whose corresponding objective function value is no more than the sum of the optimal objective function value and .
The notion of (1 + )-approximations can be found in [18] , and the notion of -optimal solutions can be found in [22, 23, 34, 35] .
In [34] , a primal-dual interior-point algorithm was presented that computes anoptimal solution to problem (4.1) in polynomial time. They also proved that when the instance of problem (4.1) is obtained from a Euclidean multifacility location problem with a tree structure (as in the case of computing the minimum cost pipe network under a given tree topology), the total number of arithmetic operations required is O(N 1.5 (log(N ) + log( c ))), where c = max 1≤i≤M ||c i ||. We will show that this same algorithm is a PTAS that computes a (1 + )-approximation to the minimum cost network under a given full Steiner topology using O(n 1.5 (log(n) + log(
is the CPUL for the pipe interconnecting p i and p j . Therefore, optimal locations for the Steiner points can be determined by solving the following optimization problem:
The function in (4.2) is a nonsmooth, continuous, convex function. It is a special case of (4.1), where
. . , n; and c i = 0 for i = n + 1, n + 2, . . . , n + n − 2. The parent and child notations are those used in section 4.1.
Since problem (2.1) does not change if we translate the locations of the treatment site and all the wells by the same vector, we may assume, without loss of generality, that p 1 is at the origin, i.e., p 1 
is the cost of transporting the water from p i to the treatment site via a straight line segment between p i and p 1 . Therefore, max 1≤i≤n+n−2 ||c i || is less than or equal to the cost of the minimum cost network under the given topology (note that p 1 = 0 and c i = 0, i = n + 1, n + 2, . . . , n + n − 2). Therefore, a c -optimal solution is also a (1 + )-approximation for the minimum cost network under a given full Steiner topology. To summarize, we have proved the following theorem. Theorem 4.1. For any given full Steiner topology, a (1+ )-approximation to the minimum cost pipe network under this topology can be computed in O(n 1.5 (log(n) + log( 1 ))) time.
Partially enumerating the topologies.
In [29] , Smith proved the following theorem, which establishes a one-to-one correspondence between the set of full Steiner topologies on n regular points and a special set of (n − 3)-element vectors.
Theorem 5.1. There is a one-to-one correspondence between full Steiner topologies on n ≥ 3 fixed points, and (n − 3)-element vectors t = (t 1 , t 2 , . . . , t n−3 ), whose ith entry t i is an integer in the range 1 ≤ t i ≤ 2i + 1. Therefore, the number of full Steiner topologies on n fixed points is 1 · 3 · · · (2n − 5). Figure 1 illustrates the one-to-one correspondence for the case of n = 5 and t = (2, 5). Figure 1(a) illustrates the topology for three fixed points where the three edges are labeled e 1 , e 2 , and e 3 . The only moving point is labeled s 1 . To add the fourth fixed point into the network, we connect p 4 to an interior point on the edge labeled e 2 (since t 4−3 = 2 in the topological vector). This point then becomes the second moving point s 2 . Edge e 2 is broken into two parts, one part still labeled e 2 and the other labeled e 5 (= 2 × 4 − 3). The edge interconnecting p 4 and s 2 is labeled e 4 (= 2 × 4 − 4). After the above process, we obtain the topology for the first four fixed points, which is illustrated in Figure 1(b) . Similarly, Figure 1(c) illustrates the topology for the first five fixed points, which is obtained by breaking the edge labeled e 5 (= t 5−3 ).
A brute-force algorithm for solving problem (2.1) is to compute the minimum cost network under a full Steiner topology for every full Steiner topology interconnecting the n fixed points. Since there are 1 × 3 ×· · ·×(2n − 5) different full Steiner topologies for a set of n fixed points, a complete enumeration method is very expensive, even with the aid of the efficient algorithm of [34] .
One way to tackle this problem is to use a backtrack algorithm that enumerates only part of the topologies. We need a bounding theorem that can be used to prune hopeless branches. Such a bounding theorem will be proved in the next subsection. Proof. This is a generalization of Theorem 4 in [29] , which deals with flowindependent minimum cost networks. Suppose we have found a minimum cost realization of the topology for p 1 , p 2 , . . . , p k+1 . Delete the leaf vertex corresponding to p k+1 from the rooted tree. This will reduce the CPUL for all the arcs along the path from the parent vertex of p k+1 to the root p 1 , due to the assumption that f (•) is a monotonically nondecreasing function. In addition, the parent vertex of p k+1 can now be removed (since it is now a degree-2 interior vertex) to shorten the network. Optimizing the modified network will further reduce the cost.
The backtrack algorithm.
A backtrack algorithm for computing the minimum cost pipe network is given as Algorithm 1. It follows from Theorem 5.2 that Algorithm 1 correctly computes the minimum cost feasible network. However, for the algorithm to be practically efficient, we need to have a good initial upper bound and a good ordering of the regular points so that the backtrack algorithm will generate only a small portion of the whole tree. Algorithm 1. Partially enumerating the topologies by backtracking.
Step 1 Compute an upper bound UB or set UB := ∞. Set k := 4 and t 1 := 3.
Step 2 Compute the minimum cost network under the topology with topological vector (t 1 , t 2 , . . . , t k−3 ). Let C be the cost of the current network.
Step 3 if C ≥ UB then goto Step 4 else goto Step 5 endif
Step 2 elseif k = 4 then stop ; UB is the minimum cost and (bt 1 , bt 2 , . . . , bt n−3 ) is the optimal topological vector.
Step 5 if k = n then Set UB := C and save the current topological vector in (bt 1 , bt 2 , . . . , bt n−3 ). goto Step 4.
Step 2 endif 5.3. Initial upper bound. In order for the backtrack algorithm to be effective, we also need a good initial upper bound. In the flow-independent case, one can always use the cost of the minimum spanning tree as the initial upper bound. In the flowdependent case, even such an initial upper bound is not available. In this section, we present a min-min heuristic algorithm for computing the initial upper bound. The min-min heuristic builds up a tree network in the following way. Initially, only the treatment site p 1 is on the tree. The cost of this tree is zero. For each point p ∈ P , we Algorithm 2. The min-min heuristic algorithm for initial upper bound.
Step 1 Let q 1 := p 1 and c(q 1 ) := c(p 1 ). Let Q := {q 1 }. Delete p 1 from P .
Step 2 for each p ∈ P do compute w(p) = c(p)||q 1 − p|| endfor Let q 2 := p j and c(q 2 ) := c(p j ), where p j is a point in P and w(p j ) := min{w(p)|p ∈ P }. Add q 2 to Q. Delete p j from P .
Step 3 for each p ∈ P do compute the minimum cost network interconnecting q 1 , q 2 , and p. Let w(p) be the minimum cost. endfor Let q 3 := p j and c(q 3 ) := c(p j ), where p j is a point in P and w(p j ) := min{w(p)|p ∈ P }. Add q 3 to Q. Delete p j from P . Let T 3 be the empty topological vector for Q.
Step 4 Let k := |Q|.
for each p ∈ P do Let q k+1 := p and c(q k+1 ) := c(p).
, where p j is a point in P and w(p j ) := min{w(p)|p ∈ P }. Add q k+1 to Q. Delete p j from P . Let T k+1 be the topological vector for Q which has a cost of f (q k+1 , i) := w(q k+1 ) which is generated in the (appropriate) inner for loop.
Step 5 if P = ∅ then stop ; otherwise goto Step 4. can add p to the current tree by directly interconnecting p with p 1 . The associated (minimum) cost of adding this point to the current tree is given by c(p)||p 1 − p||. We select the point whose associated cost is minimum and add it to the current tree. This point is then deleted from P . Suppose that the current tree has k vertices and we are trying to add another point from P to the current tree, which has 2k − 3 edges. Let p be a point in P . To connect p to the current tree, we may select an edge in the current tree and connect p to this edge (creating a new Steiner point). There are 2k−3 such choices. Each such choice corresponds to a full Steiner topology interconnecting the regular points in the current tree and the point p. For each of these full Steiner topologies, there is an associated cost of the topology. We define the minimum of the costs of these topologies as the cost of point p. In the min-min heuristic, the point with minimum cost is selected to be the next point to be added to the current tree. This process continues until we have a tree interconnecting all the regular points.
Our min-min heuristic can be considered as a generalization of Prim's algorithm [26] for computing a minimum spanning tree; i.e., we are always selecting the next vertex whose addition to the tree will result in the smallest additional cost. Our motivation, however, comes from the incremental optimization heuristic of Dreyer and Overton [9] .
The heuristic of Dreyer and Overton requires O(n 2 ) local minimizations (solving an instance of Problem 4.1). Our min-min heuristic is more expensive: it requires O(n 3 ) local minimizations. To see why this is so, we note that there are 2k − 3 edges in the tree interconnecting k regular points and that there are n − k regular points left to be selected to join the tree. Therefore, we need to perform (n − k) × (2k − 3) local minimizations to select the (k + 1)th point to join the tree. Therefore, the min-min heuristic requires O(n 3 ) local minimizations. This time complexity is affordable, compared with the exponential time required by the backtrack algorithm. Our limited computational experiments show that this heuristic produces better initial upper bounds than using a random topology or the max-min heuristic to be discussed in the next section.
A heuristic ordering.
In the backtrack algorithm, a branch is cut off only if its associated cost is no less than the cost of the current incumbent. If we use the ordering determined by the min-min heuristic, a cut-off is not likely to happen high in the search tree, because the cost of the current tree could be relatively small and a small mistake may not lead to a cost greater than the cost of the current incumbent.
Algorithm 3. The max-min heuristic ordering algorithm.
Step 1 Let q 1 := p 1 and c(q
Step 2 for each p ∈ P do compute w(p) = c(p)||q 1 − p|| endfor Let q 2 := p j and c(q 2 ) := c(p j ) where p j is a point in P and w(p j ) := max{w(p)|p ∈ P }. Add q 2 to Q. Delete p j from P .
Step 3 for each p ∈ P do compute the minimum cost network interconnecting q 1 , q 2 , and p. Let w(p) be the minimum cost. endfor Let q 3 := p j and c(q 3 ) := c(p j ), where p j is a point in P and w(p j ) := max{w(p)|p ∈ P }. Add q 3 to Q. Delete p j from P . Let T 3 be the empty topological vector for Q.
, where p j is a point in P and w(p j ) := max{w(p)|p ∈ P }. Add q k+1 to Q. Delete p j from P . Let T k+1 be the topological vector for Q which has a cost of f (q k+1 , i) := w(q k+1 ) which is generated in the (appropriate) inner for loop.
Step 5 if P = ∅ then stop ; otherwise goto Step 4. In this section, we present a max-min heuristic ordering such that cut-offs are likely to happen high in the search tree. In the max-min heuristic, we also start with the treatment site. For each point p in P , the associated cost is defined in the same way as in the min-min heuristic. However, we select the point that has the maximum cost as the next point to be included in the tree. This heuristic ordering algorithm is given as Algorithm 3.
The max-min heuristic algorithm also requires O(n 3 ) local minimizations. Our computational results show that the initial upper bound produced by the max-min heuristic is usually not as good as that produced by the min-min heuristic. However, the max-min ordering reduces dramatically the number of topologies to be considered in the backtrack algorithm.
A 5-optimal heuristic algorithm.
Because the minimum cost pipe network problem is NP-hard, the exact algorithm described in the previous section is too expensive to be practical when n is large. For n regular points, the number of different full Steiner topologies is 1 × 3 × 5 × · · · × (2n − 5). These values for 3 ≤ n ≤ 12 are illustrated in Table 1 . Although we can compute the minimum cost network under a given full Steiner topology very efficiently, the backtrack algorithm is impractical for large n, limited by the huge number of topologies.
In this section, we introduce the notion of k-optimality of a pipe network and present efficient algorithms for checking whether a given pipe network is 5-optimal. In case the given pipe network is not k-optimal, our algorithm also provides a pipe network that has a lower cost. Our notion of k-optimality for pipe networks is motivated by the notion of k-optimality for ESMTs discussed in a private communication of Overton and Xue [25] and the ideas in [11] .
Definition 6.
Let T be a full Steiner topology interconnecting the points in P . Let k be an integer such that 3 ≤ k ≤ n. A size-k component (C) of T is a subtree of T which has k leaf vertices (in C) and no degree-2 vertices (in C). Definition 6.2. Let T be a full Steiner topology interconnecting the points in P . Let R be the minimum cost network under topology T . A size-k component C of T defines a minimum cost pipe network problem with k regular points, where the point in R that corresponds to the unique vertex in C that is the ancestor of all the other vertices in C is the new treatment site and every other point in R that corresponds to a leaf vertex of C is a new well whose new capacity is defined to be the amount of flow that needs to be transmitted from its corresponding vertex to v 1 in T . T is said to be a k-optimal topology if for any size-k component C of T , its corresponding leaf vertices are connected optimally in the minimum cost realization R of T .
Note that, given a full Steiner topology, the optimal flows (flows in the minimum cost network under the given topology) on the edges can be computed without knowing the locations of the Steiner points. Therefore, given locations of the leaf vertices of a component C in R, we can formulate another minimum cost pipe network problem where the leaf vertices of C are treated as regular points located at the corresponding locations given in R. In order to check for k-optimality, we need to be able to select all the size-k components and to be able to find the minimum cost pipe network for k given points efficiently. In the following, we illustrate how to check for 5-optimality efficiently. 3). Once y and c are chosen, we can find the set of vertices {a, b, d, e} if the other two neighbor vertices of y are both Steiner points. Since there are n − 2 Steiner points in a full Steiner topology interconnecting n regular points, there are at most n − 2 choices for y. Therefore, there are at most 3n − 6 size-5 components in a full Steiner topology interconnecting n regular points. Since there are fifteen possible full Steiner topologies interconnecting five regular points, we need to solve at most 45n − 90 minimum cost networks under a full Steiner topology interconnecting five points. Therefore, we have proved the following theorem. Theorem 6.1. Let R be the minimum cost realization of a full Steiner topology T interconnecting P . We can check that T is 5-optimal or find a topology whose cost is lower than the cost of T after solving at most 45n − 90 minimum cost networks under a full Steiner topology interconnecting five points.
Now we can present our heuristic algorithm for computing a 5-optimal pipe network interconnecting n regular points. This algorithm is presented as Algorithm 4.
Algorithm 4.
A 5-optimal heuristic algorithm.
Step 1 Run either the min-min heuristic or the max-min heuristic to obtain a topology T and its minimum cost realization R.
Step 2 if running out of time then
Output the current topology T and its realization R; stop endif
Step 3 for each size-5 component C of T do if C is not optimally connected in T do Change topology T by replacing the connections of C by its optimal connection; Compute the realization R of this new topology T . goto Step 2. endif endif
Step 4 The topology T is 5-optimal. Output T and its realization R.
We do not know the time complexity of Algorithm 4 because we do not know how many changes of topology are needed to reach a 5-optimal topology. All we know is the following.
Step 1 requires O(n 3 ) local minimizations. After that, we need to perform at most 45n − 90 local minimizations (for five-point instances) to either find a better topology or confirm that the current topology is 5-optimal. Our computational results show that this algorithm finds an optimal solution or a good suboptimal solution in much less time, compared with the backtrack algorithm.
Computational results.
In this section, we present preliminary computational results for both the backtrack algorithm and the 5-optimal heuristic algorithm. Both algorithms were implemented in F77 and run on a 100-MHz SGI Indy workstation with MIPS R4000 CPU and 1-MB secondary cache. In all cases, the duality gap tolerance was chosen as 0.00001. In our first three test problems, we have used data from an application to a groundwater remediation problem at the Lawrence Livermore National Laboratory in Livermore, CA. The locations of the wells were the result of a particular management policy imposed upon an optimization method presented by Rizzo and Dougherty [27] . Treatment sites were located as the weighted center of each of three well fields. To further test the performances of the backtrack algorithm and the 5-optimal heuristic algorithm, we combine the well fields of test problems 2 and 3 to form a field of 18 wells. We then apply the algorithms to the first 15 and first 16 regular points in this list. The fifth test problem was randomly generated to test the 5-optimal heuristic algorithm. For all but one of the cases in the first four test problems, the 5-optimal heuristic that starts with the min-min heuristic found the optimal solution. The 5-optimal heuristic that starts with the max-min heuristic found the optimal solution in all of the first four test problems. Based on our computational result, we estimate that the run time of the backtrack algorithm on the fifth problem is about 800 years of CPU time on our SGI workstation. Therefore, we did not apply that backtrack algorithm on this problem. As a result, we do not know if the result of the 5-optimal heuristic algorithm is optimal or suboptimal.
For all test problems, the CPUL is computed in the following way [30] . For a given flow-rate q, the diameter d of the pipe is computed by and the CPUL is f (q), which is defined as
where the constants are given in Table 2 .
Those constants are determined by the energy gradient, the material properties of the pipe and fluid, the cost of digging a trench, etc. For more details on those engineering properties, we refer readers to Lillys [20] .
The input data for test problem 1 are given in Table 3 . For each regular point, the table shows its index, its x-coordinate, its y-coordinate, and its capacity. Note that the capacity entry for the first regular point is empty. This means that the first regular point is the treatment site, whose capacity can be computed as the sum of the capacities of the other regular points. We will use the same format for all the other problems. Computational results for the first test problem are presented in Table 4 . The first row of the table reports the result of the backtrack algorithm without any ordering heuristic, i.e., using the ordering given in the input. The initial upper bound 87015.910155 is obtained from the topological vector whose ith entry is 2i + 1 (i = 1, 2, . . . , n − 3). The final cost 73314.693982 (which is the optimal cost in this case) can be found in the column "Final func." The run time of the algorithm is 230.56 seconds. The last column shows the percentage of the total number of topologies searched. In this case, we have searched all the different topologies. The second row of the table reports the result of the backtrack algorithm with the max-min heuristic. Note that the number of topologies searched is only 8.4% of the total number of topologies. As a result, the run time required is only 21.57 seconds. The third row of the table reports the result of the 5-optimal heuristic algorithm. The last entry is left empty because it is hard to compare the minimization of a size-5 component with the minimization of a size-n component. For this problem, the 5-optimal heuristic algorithm using the min-min heuristic found the optimal solution in 2.81 seconds. The 5-optimal heuristic algorithm using the max-min heuristic found the optimal solution in 3.70 seconds. The minimum cost pipe network for this problem is illustrated in Figure 3 , where a regular point is denoted by an o and a Steiner point is denoted by a +. To keep the picture clean, we only labeled the first regular point by the label 1 to the right of the regular point. The input data for test problem 2 are given in Table 5 . The computational result for this problem is given in Table 6 . For this problem, the backtrack algorithm without heuristic ordering found the optimal solution in 485.59 seconds, searching 16% of the total number of topologies. The backtrack algorithm with the max-min heuristic ordering found the optimal solution in 121.63 seconds, searching 4.4% of the total number of topologies. The 5-optimal heuristic algorithm using the min-min heuristic spent 5.39 seconds finding a suboptimal solution whose cost is 1.014 times the optimal cost. The 5-optimal heuristic algorithm using the max-min heuristic spent 3.68 seconds. It successfully found the optimal solution.
The minimum cost pipe network (left) and the suboptimal pipe network (right) for test problem 2 are illustrated in Figure 4 . Note that the 5-optimal heuristic algorithm using the min-min heuristic failed to connect the two regular points at the top-right corner with a Steiner point. This is as expected, because the 5-optimal heuristic only checks for size-5 components. A k-optimal heuristic algorithm with a larger k might produce better solutions, at the cost of longer run time. Table 7 illustrates the input data and the computational result for test problem 3. For this problem, the backtrack algorithm without heuristic ordering found the optimal solution in 29309.47 seconds, searching 3.2% of the total number of topolo- gies. The backtrack algorithm with the max-min heuristic ordering found the optimal solution in 340.99 seconds, searching only 0.041% of the total number of topologies. The 5-optimal heuristic algorithm using the min-min heuristic found the optimal solution in 9.72 seconds. The 5-optimal heuristic algorithm using the max-min heuristic found the optimal solution in 9.39 seconds. Figure 5 illustrates the minimum cost pipe network for this problem. The regular points and associated capacities for test problem 4 are given in Table 8 . We have applied the algorithms to the first 15 regular points and the first 16 regular points, respectively. Table 9 illustrates the computational results. In both cases, the 5-optimal heuristic algorithm found the optimal solutions within a minute. The backtrack algorithm spent 3.36 hours for the 15-point case and 7.82 hours for the 16-point case. This shows that the run time of the backtrack algorithm is doubled with an additional regular point. Therefore, to apply the backtrack algorithm to the 36-point case is not realistic with the current computing power. On one hand, our computational results show that 17 or 18 regular points are about the limit for computing an optimal solution using the exact algorithm in one workstation CPU day. On the other hand, these results show that the 5-optimal heuristic is very practical. The optimal pipe network for both cases in test problem 4 are illustrated in Figure 6 . In test problem 5, we used 36 regular points which are selected from a huge set of grid points [20] . The coordinates and capacities of the regular points are illustrated in Table 10 . For this problem, we applied the 5-optimal heuristic algorithm with the min-min heuristic and produced a network with a cost of 693567.504664. The 5-optimal heuristic found a network whose cost is 416116.527856, after making 84 changes in the topology. Note that this is a 40% reduction in the initial cost. The total run time is 1042.43 seconds. We suspect that the result is suboptimal but did not verify it because the estimated run time of the exact algorithm is about 800 years on a workstation. The resulting network is illustrated in Figure 7 . 
Conclusions.
We have presented a backtrack algorithm for computing the minimum cost pipe network interconnecting a single sink and many sources. This algorithm, when used with the max-min heuristic ordering, can solve problems with 11 regular points on a workstation in several minutes. It can also solve a problem with 15 regular points on a workstation in an hour. For larger problems, the algorithm becomes too expensive. In order to provide good suboptimal solutions to larger problems, we have also presented a 5-optimal algorithm for computing 5-optimal pipe networks. This algorithm, which starts from a min-min heuristic, can change to a better pipe network in O(n) time if the current one is not 5-optimal. Our computa-tional results show that this algorithm is very fast and often finds optimal or close to optimal solutions. Several interesting problems remain unsolved. We mention a few of them to conclude this paper.
The first one concerns the quality of the initial upper bound. For the ESMT problem, the cost of the minimum spanning tree is within a factor of 2 √ 3 of the cost of the Steiner minimum tree [10, 14] . For the problem considered in this paper, there is no known polynomial time algorithm that can compute a solution whose cost is within a constant factor of the optimal cost. We suspect that both the min-min heuristic and the max-min heuristic produce 2-approximations to the minimum cost pipe network. Our computational results support this conjecture. However, we have not been able to arrive at a proof.
Although the number of full Steiner topologies is much smaller than the number of Steiner topologies, it is still superexponential in n. Therefore, it is very important to limit the number of topologies considered. For the ESMT problem, Winter and Zachariasen [32, 33] have developed a very effective technique of enumerating equilateral points (eq-points for short). They can rule out the vast majority of full topologies that cannot possibly have a degeneracy corresponding to the optimal topology. Generalizing the concept of eq-points to the pipe network problem is an intriguing topic for further research.
When there are several treatment sites and several wells, the problem becomes harder and more interesting. We are currently investigating this problem. Also, the 5-optimal algorithm can be implemented in parallel because the checking of different size-5 components can be done independently. Results on parallel implementations of the 5-optimal heuristic algorithm will be reported in a separate paper.
