Abstract -Implementing the Al in robots has been a perpetual challenge ever since the researchers started to develop and utilize robots. So RoboCup (Robot World Cup) was founded as a benchmark for robotics and artificial intelligence. Firstly, this thesis describes the origin, organization and leagues of RoboCup. Meanwhile, some main technologies and research issues in RoboCup are discussed. Secondly, we view a soccer game as a multi-agent environment. Two major topics are investigated including learning in RoboCup and the relationship between RoboCup and MAS (Multi-Agent System).
I. INTRODUCTION RoboCup (Robot World Cup) is an international joint project to promote Al (Artificial Intelligence), robotics, and related field. It is an attempt to foster Al and intelligent robotics research by providing a standard problem where wide range of technologies can be integrated and examined. RoboCup chose to use soccer game as a central topic of research, aiming at innovations to be applied for socially significant problems and industries. The ultimate goal of the RoboCup project is by 2050, develop a team of fully autonomous humanoid robots that can win against the human world champion team in soccer.
In order for a robot team to actually perform a soccer game, various technologies must be incorporated including: design principles of autonomous agents, multi-agent collaboration, strategy acquisition, real-time reasoning, robotics, and sensor-fusion. RoboCup is a task for a team of multiple fast-moving robots under a dynamic environment. RoboCup also offers a software platform for research on the software aspects of RoboCup [1] .
One of the major applications of RoboCup technologies is a search and rescue in large-scale disaster. RoboCup initiated RoboCup rescue project to specifically promote research in socially significant issues.
In the next section we will introduce the origin, organization and leagues of RoboCup. We will discuss the relative technology in RoboCup at Section 3.
II. THE ORIGIN, ORGANIZATION AND LEAGUES OF

ROBOCUP
The concept of RoboCup was first introduced by professor of Alan Mackworth in 1993. The main goal of RoboCup is to propose a challenged research issue to develop robotic. Following a two-year feasibility study, in August 1995, an announcement was made on the introduction of the first international conferences and football games. Now RoboCup Soccer is divided into the following leagues: Simulation league (2D, 3D), Small-size robot league (f-180), Middle-size robot league (f-2000), Four-legged robot league and Humanoid league.
In July 1997, the first official conference and games were held in Japan. The annual events attracted many participants and spectators.
III. VIEWING A SOCCER GAME AS A MULTI-AGENT ENVIRONMENT
A soccer game is a specific but very attractive real time multi-agent environment from the viewpoint of distributed artificial intelligence and multi-agent research. If we regard a soccer team as a multi-agent system, a lot of interesting research issues will arise.
In a soccer game, we have two competing teams. For example, as shown in Fig. 1 , a small-size RoboCup takes place between two teams of five robots. Each team has global vision by using an overhead camera and off-field PC to identify and track the robots as they move around the field. common team goal. To fulfill the common goal, each team needs to score, which can be seen as a sub-goal. To achieve this sub-goals, each team member is required to behave quickly, flexibly, and cooperatively; by taking local and global situations into account. The team might have some sorts of global (team-wide) strategies to fulfil the common goal, and both local and global tactics to achieve sub-goals. However, consider the following challenges:
1) The game environment, i.e. the movement of the team members and the opponent team is highly dynamic.
2) The perception of each player could be locally limited.
3) The role of each player can be different. 4) Communication among players is limited; therefore, each agent is required to behave very flexibly and autonomously in real-time under the resource-bounded situation.
Summarizing these issues, a soccer team can be viewed as a cooperative distributed real-time planning scheme, embedded in a highly dynamic environment. In cooperative distributed planning for common global goals, important tasks include the generation of promising local plans at each agent and coordination of these local plans. The dynamics of the problem space, e.g. the changing rate of goals compared with the performance of each planner, are relatively large. Furthermore, the reactive planning that intervenes the plan generation and execution phases is known to be an effective methodology at least for a single agent to deal with these dynamic problems.
For cooperative plan schemes, there are frequent changes in the problem space or the observation of each agent is restricted locally. There is a trade-off between communication cost, which is necessary to coordinate the local plans of agents with a global plan, and the accuracy of the global plan (this is known as the predictability/responsiveness tradeoffs). The study of the relationship between the communication cost and processing cost concerning the reliability of the hypotheses in FA/C, and the relationship between the modification cost of local plans and the accuracy of a global plan in PGP illustrate this fact.
Schemes for reactive cooperative planning in dynamic problem spaces have been proposed and evaluated sometimes based on the pursuit game (predator-prey) [2] . However, the pursuit game is a relatively simple game; the environment is basically for the study of single agent architecture.
We see that a robot soccer game will provide a much tougher, fertile, integrated, exciting, and pioneering evaluation environment for distributed artificial intelligence and multiagent research.
IV. RESEARCH ISSUES FOR ROBOCUP WITH REAL ROBOTS
In this section, we discuss several research issues involved in realizing real robots for RoboCup.
A. Design ofRoboCup player and their control Existing robot players have been designed to perform mostly single behaviour actions, such as pushing, dribbling and rolling. A RoboCup player should be designed so that it can perform multiple subtasks such as shooting (including kicking), dribbling (pushing), passing, heading, and throwing a ball; which often involves the common behaviour of avoiding the opponents. Roughly speaking, there are two ways to build RoboCup players: 1) Design each component separately, which is specialized for a single behaviour and then assemble them into one.
2) Design one or two components that can per form multiple subtasks.
Approach 1 seems easier to design but more difficult to build and vice versa. Because the RoboCup player should move around quickly, so it should be compact; therefore, approach 2 should be a new target for the mechanical design of the RoboCup player. We need compact and powerful actuators with wide dynamic ranges. Also, we have to develop sophisticated control techniques for as few as possible multiple behaviour components with low energy consumption.
B. Vision and sensorfusion
Visual information is a rich source of information to perceive, not only the external world, but the effects of the robot's actions as well. Computer Vision researchers have been seeking an accurate 3D geometry reconstructing from 2D visual information, believing in that the 3D geometry is the most powerful and general representation. This could be used in many applications, such as view generation for a video database, robot manipulation and navigation. However, the time-consuming 3D reconstruction may not be necessary or optimally suited for the task given to the RoboCup player. In order to react to the situation in real time, the RoboCup player quickly needs information to select behaviour for the situation, we are not suggesting a special-purpose vision system, just that the vision is part of a complex system which interacts in specific ways with the world. RoboCup is one of these worlds, which would make clear the role of vision and evaluate the performance of image processing which has been left ambiguous in the computer vision field. In addition to vision, the RoboCup player might need other sensing devices such as: sonar, touch, and force/torque, to discriminate the situations that cannot be discriminated from only the visual information nor covered by visual information. Again, the RoboCup player needs the real time processing for multi-sensor fusion and integration. Therefore, the deliberative approaches with rough estimation using multi-sensor system do not seem suitable. We should develop a method of sensor fusion/integration for the RoboCup.
C. Learning RoboCup Behaviors
The individual player has to perform several behaviours; one of them is select one behaviour depending on the current situation. Since programming the robot behaviours for all situations, considering the uncertainties in sensory data processing and action execution is unfeasible, robot-learning methods seem promising. As a method for robot learning, reinforcement learning has recently been receiving increased attention with little or no priori knowledge giving higher capability of reactive and adaptive behaviours [3] . However, almost all of the existing applications have been done only with computer simulations in a virtual world, real robot applications are very few [4] . Since the prominence of the reinforcement learning role is largely determined by the extent to which it can be scaled to larger and complex robot learning tasks, the RoboCup seems as a very good platform. At the primary stage of the RoboCup tournament, one to one competition seems feasible. Since the player has to take the opponent's motions into consideration, the complexity of the problem is much higher than that of simple shooting without an opponent. To reduce the complexity, task decomposition is often been used. Reference [5] proposed a method for learning a shooting behaviour avoiding a goalkeeper. The shooting and avoiding behaviours are independently acquired and they are coordinated through the learning. Their method still suffers from the huge state space and the perceptual aliasing problem, due to the limited visual field. Reference [6] proposed a reactive deliberation approach to the architecture for real time intelligent control in a dynamic environment and applied it to a one to one soccer-like game. Since this method needs global sensing for robot positions inside the field, it does not seem applicable to the RoboCup that allows the sensing capability only through the agents. At the final stage, a many-to-many competition is considered. In this case, collective behaviours should be acquired. Defining all the collective behaviours as a team seems infeasible, especially the situations where one of multiple behaviours should be performed. It is difficult to find a simple method for learning these behaviours, definition of social behaviours. A situation would not be defined as the exact positions of all players and a ball, but might be perceived as a pattern. Alternatives, such as "coordination by imitation," should be considered.
In addition to the above, the problems related to the RoboCup such as task representation and environment modelling are also challenging ones. Of course, integration of the solutions for the problems mentioned above into a physical entity is the most difficult one.
V. RELATIVE TECHNOLOGY IN ROBOCUP
The robot football game is taken on by hardware or imitated robot human. The rule is similar to the true human football game. 
A. Agent, MAS and RoboCup
RoboCup is a typical model of MAS (Multi-Agent System). We can take on the eleven robots as eleven Agents. This will involve some related techniques within MAS such as communication and coordination. These techniques are exactly the core in the MAS.
The Agent is an important concept within realm of computer science in recent years. This concept has already been extensively applied to the realm of Al, distributed system of computer science and so forth, and provides a brand-new path for distributed open system. It is regarded as "an important breakthrough of software development once more". In the Al realm, people treat Agent as a computerized entity, which can play a role independently and has the life cycle's calculation under some environments. People also call the systems that be consisted of multi Agents and full of interactions and connections within them as a MAS.
Generally thinking, the research of Agent can mostly be divided into the Intelligent Agent, MAS and Agent Oriented Programming (AOP). They are not isolated with each other. The Intelligent Agent can be seen as a micro level in the Agents' researches, but AOP and the developing tool or platform of AOP are aimed to serve for MAS researches. Therefore, we can come up to say from a certain degree, the three can be unified to the researches of MAS. This is also consistent with our realistic circumstance because the most of the realistic systems are belong to 1) Low the expenses of coordination; speed up the response of system.
2) Establish the relationship between the utility of the community and individual behaviour.
3) Protect the Agent which with poor ability of reasoning and benefit the Agent which with strong spirit of enterprise. 4) Settle the problems such as waiting for others' success, coordination within teams, and so on. The problems of coordination and regulation in MAS are actually triggered by the Agent social activity (the concept of sociality means that in the social activities, the actors will benefit itself in the way that it exchanges resources with others which are insignificant to itself). Therefore, study the MAS' sociality is then becoming the most basic problem. Now, the researches in sociality of MAS have already risen to certain step. But because of lacking further analysis of MAS' sociality, the cuffent researches of coordination and regulation still exist some problems to settle, such as: a) Lack popularity.
b) It is difficult to weigh the advantages and disadvantages within all kinds of methods. c) Too many researches toward individuals etc. The coordination methods can be classified as Fig. 2 [7] . Here, we only discuss the implicit of collective target. As a method of implicit, the collective target can not only be used to low the coordination expenses, but also be used to embody the MAS sociality, balances the benefits between the individuals and the collective. Collective target is a good breakthrough to the researches of MAS.
If the P is a collective target, then :( the c is collective) the sending message, then the context can decide the meaning of the conversation as a resource of knowledge. The context includes the pronoun, index, current environments, and so on. 1) Each Agent i regards P as its own target.
2) Each member in c has intention to accomplish the aim with others.
3) Each member regards P as its own object because they trust each other. 4) They trust each other that if the member Agent i in c reach its target P, then the other members reach target P too. Now, the research of the collective target contains two kinds of tendencies. One is the research before the collective of Agent come into being, another is after it.
C. Communication technique in MAS
The communication problem in MAS researches is also very important. It can judge the advantage and disadvantage of the communications in Agents. If they communicate fluently, it will do benefit to the speed of communications in Agents. Therefore, under the circumstance of having settled the communication problem, we are to discuss the methods of how to make this kind of communication more efficient.
A main reason that the computer is difficult to comprehend the natural language is that it needs of many resources of knowledge. If the side of sending message could mostly understand the side of accepting message, he then would send out shorter and less information. For this reason, validating communications needs to resolve two problems as follows.
The first is the use of the context. If the side of the accepting message can share the same context with the side of The key problem in RoboCup research is how to enhance the agent intelligence by learning, namely how to improve the competitive ability of player. Among many learning approaches, reinforcement learning, which tends to solve the problem how a self-rule agent capable of apperceiving environment can select the optimal actions to attain its goal, has gained widespread attentions. The mechanics of a reinforcement learning can be showed as in Fig. 3 : let the environment that an agent belongs be state set S, and the arbitrary action set the agent can possibly take is A. If perform action at at state St, then the agent get a reward of rt, which is the immediate value of state-action transformation, so as to the ensemble of (St, at, rt). The agent's task is to learn the control policyiT: S -< A, which can maximize the expectation of the reward sum [8] . This means when there is As to a RoboCup emulation competition, the competing pattern is a model of Client/Server, in which the environment adopts software platform of Soccer-Server standard, participating teams write their own Client programs to simulating a really football game, and every player in Client program can be look upon as agent interacting with the action Fig. 3 earningiS also thle K wilnning, j j j j j j j j j j j j j j j j j j j x j i i i i i As showed in Fig. 3 rt8rdes agent and environment, there are four important parts in reinforcement learning include policy, reward function, and value function and environment model as a selective part. Policy is the mapping from some observed state to the action taking which will arrive the state; Reward function defines the goal of reinforcement learning, it maps an apperceived environmental state (or a pair of state and action) to a value which implies the inherent needs of a state, namely a reward. Since the target of single agent in reinforcement learning is to maximize the whole rewards got in the long learning, so the value function shows what is useful in the learning. Because the value of state is the sum of all reward get from current time to the future, and the reward determines the immediate inherent need of environment, so the state value indicates the needs of state followed by possible states in the long future, and the reward that will be obtained in those future states. Since environment model simulates the model action, so by using such a model, agent can forecast that how environment will react to agent's action.
Reinforcement learning can solve a large dynamic programming without any prior. A general procedure of reinforcement learning is: First, initial the inherent state I of learner as 10. Then, there is a loop: 1) Observe the current state S; 2) Using value function Vto select an action a=V(I, S); 3) Perform action a; 4) Let r the immediate reward by performing action a at state S; 5) Using updating function to update the inherent state I=U (I, S, a, r) . Usually, using a table of state and action data, the inherent state I will code the environment information stored by learning algorithm. Abide by command of reinforcement adjusting the current state, updating function maps current inherent state, input, action and reinforcement to a new inherent state, and according to information stored in inherent state, value function V maps inherent state and inputs to an action. There are a few difference of definition of U and V between different reinforcement learning.
Q-learning is just a typical reinforcement learning, in which training sample does not like <S, a>, but is the reward of agent's action, so it is difficult to obtain the optimal policy rz: S -> A though learning, this can be solved by learning a value function defined on the state and action. By learning the value function, an agent obtains the primal policy. A distinctively good value function is /, when V(Si)>V(S2), agent will hope to enter state Si, because this can get a larger reward, and of course, agent only can select among actions, not among states [9] .
VIII. THE SIGNIFICANCE OF RESEARCHING ROBOCUP
Thinking carefully, we can suggest more contents and difficult points. We seem to have reasons to deny the imagination of "the battle between human and machine". Because it is unimaginable to reach such achievement today.
But look back to the history, nowadays, there are so many scientific achievements which are unimaginable for the forefathers, aren't there? People will have an unusual eye on the scientific development in 50 years.
It's about half century from the first plane of which the Wright brothers' having trial flight to the successful landing on the moon of Apollo airship. While it's also 50 years from the first computer to computer of "Deep blue" defeating human genius. Now we can see that we should not say "no" in advance for "the battle between human and machine" about 50 years later.
Which we need now is the spirit of innovation, active participation. What we should do is to try our best to improve this process.
It's easy to see that we should innovate more. It contains outstanding progress of artificial life, energy power, and material. And it's also contains the great break of many sciences about the project of mechanics, electricity, control, information and computer which are related to the robot. We also need the intersection and combination of multi sciences.
It's the deep meaning of having the research of robot's football.
Although RoboCup is high-tech, only three players' game, there shows some intricate scene. Such as robot bump the wall, two robots badger with each other, and some robots are in the daze, don't concern about ball. People don't understand why the robots' intelligence is not as good as the children.
That is to say, it is not easy to make robot own the human' s intelligence-sense, thinking, and action, even the three older children. By 2050, scientists want to develop a team of fully autonomous robots, which can win against the human world champion team in soccer. It is a great goal.
IX. CONCLUSIONS
In this paper, we have discussed some main technologies in RoboCup and MAS. The aim is to let readers know more about Multi Agent System and make the Agent-oriented technology mature faster.
There are four steps in the development of programming: procedure oriented programming, module oriented programming, object oriented programming and the last step of Agent oriented programming. Each process is a more and more abstract procedure, a more and more obscure modelling procedure, till in the end reaches to automatic design of programming. Therefore the emergence of Agent-oriented is inevitable for programming. RoboCup is a stage which impulse the research of basic technology in robot.
