L p Approximation of Sigma-Pi Neural Networks Yue-hu Luo and Shi-yi Shen
Abstract-A feedforward Sigma-Pi neural networks with a single hidden layer of neural is given by
=1 =1
where . In this paper, we investigate the approximation of arbitrary functions :
by a Sigma-Pi neural networks in the norm. For an locally integrable function ( ) can approximation any given function, if and only if ( ) can not be written in the form =1 =0
(ln ) 1 .
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I. INTRODUCTION
O NE OF the most interesting questions connection neural networks is the approximation capability of neural networks. There have been many papers related to this topic. For the reference one can read [1] - [13] and the references given there. In this paper, the -approximation capability of Sigma-Pi neural networks is investigated. In mathematical terminology, it is to find some conditions such that under which all the linear combinations of elements are dense in for any compact set in , where is a variant, are constants. Let be a function on . is said to be a SP-function if all functions of the following form: (1) are dense in for any compact set in . is said to be an SP-function if all functions of the following form: (2) are dense in for any compact set in . is said to be an TW-function if all functions of the form (2) are dense in for any compact set in . It has been proved in [9] and [10] Recently, the present authors in [15] locally integrable function to be an SP-function. The purpose of this paper is to answer this question and give a necessary and sufficient condition to solve the problem. The remainder of this paper is organized as follows. Our main results are presented in Section II. In order to prove the main results, several lemmas are given in Section III. Finally, the proof of the main results is presented in Section IV.
II. MAIN RESULTS
The main results in this paper are as follows. In order to prove Theorem 1, we need the following Lemmas. Lemma 3-Lemma 6 can be proved by the argument used in [3] , [4] , [9] , [10] , [15] . Lemma 1 is Corollary 4 in [9] , Lemma 2 is Theorem 10 in [9] (or Corollary in [10] ).
1 (x) 6 = 0 is satisfied Lemma 1 [9] : Let be a compact set in and .
If
, then belongs to the closure of in . Lemma 2 [9] , [10] Proof: Necessity. Otherwise, there exists an -multiindex such that (11) which implies that (12) for any integer with , where . By some computation, we see that (12) is equivalent to (13) where 's are constants depending on . In other words, is a solution of the following differential equation of order :
It is easy to verify that for any with and , which implies that , and are solutions of (14) . Thus any solution of (14) This complete the proof of the conclusion (1). The proof of the conclusion (2) is similar to that of the conclusion (1) . And the detail is omitted.
Lemma 6: Let and be a nonnegative integer,
. Then the following statements are equivalent:
1) for any compact set in ; 2) for any -multi-index , there exists a such that (18) 3) for any -multi-index , there exists a such that (18) Moreover it can be verified that, for ,
For any , from (26)-(29), there exits a such that which yields (30) Hence, is dense in according to Lemma 6, which implies is dense in . The proof of the sufficiency is then complete.
V. CONCLUSION
In this paper, the problem on the approximation of several variables by Sigma-Pi neural networks is investigated. A nec-essary and sufficient condition for an locally integrable function to be qualified as an active function in Sigma-Pi neural networks is obtained.
