Abstract. We present here two classes of infinite series and the associated continued fractions involving π and Catalan's constant based on the work of Euler and Ramanujan. A few sundry continued fractions are also given.
Introduction
A continued fraction is an expression of the general form a n b n , where the letter K comes from the German word Kettenbrüche (Ketten -chain, Brüche -fraction) for a continued fraction. It is not known when, where and by whom continued fractions were first used, but the notion seems to be quite old. For an overview, see [3] . Euclid's algorithm for finding the greatest common devisor of two integers in effect converts a fraction into a terminating continued fraction. Continued fractions were used in India in the 6th century by Aryabhata to solve linear Diophantine equations and in the 12th century by Bhaskaracharya for solving the 'Pell' equation. Rafael Bombelli (1526-1572) and Pietro Antonio Cataldi (1548-1626), both of Bologna (Italy), gave continued fractions for 
a continued fraction of the form
can always be formed from it.
Taking the Leibnitz series
We find this theorem as Theorem II in [8, §23] :
If the proposed series is of this form
from this, the following continued fraction springs forth
Note that the convergents of this continued fraction c n = p n q n satisfy the following relations:
This continued fraction is a special case of a more general one which can be deduced from a formula of Ramanujan giving a continued fraction for a product of quotients of gamma function values [17, p.227 ]: General Formula: Let
Then we have
It may be compared with [17, p.227, eq(30a)]. Note that these continued fractions give π as a combination of the partial products of Wallis's formula and a continued fraction. For instance, for n = 4 we have:
Euler gave the following two continued fractions and a couple more in [6, §31, §33]:
He obtained this fraction with partial denominators 4n from his general formula in [7, §18] and [8, §36]:
These continued fractions with partial denominators 3n − 2 and 5n − 3 are due to Glaisher [10, 11] .
They were converted from the following series:
We will now obtain some new continued fractions for π.
Series with linear factors and continued fractions
If we define:
then the following recurrence relation with k ∈ N is easy to establish:
.
Indeed, we have that:
By shifting the index of summation, the last sum on the right can be rewritten as:
immediately leading to the expected result. See also [15] . Using this recurrence with y 0 = π 4 (Leibnitz's series), we get a class of series with an increasing number of factors in the denominator:
. It may be noted that the numerator of the left hand side is 4(k!) while the multiple of π is (2k − 1)!!, where (2k − 1) is the constant in the largest factor 2n + 2k − 1 in the denominator of the series. These continued fractions are all special cases of:
, then we have
To illustrate how the continued fractions are derived from the corresponding series (Euler's theorem I), we give an example (see also [14] ). We will convert the following series given in [12, p.269, Ex.109(c)]:
into 1 π − 3 = 6 + 1 
2k(2k+1)(2k+2) ). From this it follows that:
z n + z n−1 = 1 2n(2n + 1)(2n + 2)
, and z n+1 + z n = 1 (2n + 2)(2n + 3)(2n + 4)
Dividing both equations, we find:
z n+1 + z n z n + z n−1 = n(n + 1)(2n + 1) (n + 1)(n + 2)(2n + 3) = n(2n + 1) (n + 2)(2n + 3)
We now get rid of the denominators:
(2n + 3)(n + 2)z n+1 + [(2n + 3)(n + 2) − (2n + 1)n]z n = (2n + 1)nz n−1 or (2n + 3)(n + 2)z n+1 + 6(n + 1)z n = (2n + 1)nz n−1 .
If we use the transformation w n = (n + 1)z n , we have:
giving the relation that generates the continued fraction on taking n = 1, 2, 3, · · · w n w n−1 = (2n + 1)
The value of the continued fraction obtained in this way is given by:
Some manipulations lead to the desired form. Other continued fractions for π can be obtained in a similar way. We derived this interesting series by combining (1) and (2):
which gives the second convergent for π :
n (2n + 1)(2n + 2)(2n + 3)(2n + 4)(2n + 5) .
We converted the preceding series into the following continued fraction: 
+ · · ·
Osler [16] (also in [17, p.226 , eq(28a)]) gives the following two classes of continued fractions related to Brouncker's. They were already known to John Wallis [20] . Let P 0 = 1, and P n = n k=1 (2k − 1)(2k + 1) (2k) 2 .
Then for n = 0, 1, 2, 3, · · · we have:
(4n + 1) + 1 
and doing a little manipulation, the last formula yields a fraction given in [2] :
Using a generalisation of the series defining G, we will obtain new continued fractions for this constant and for π. In the Appendix we prove that y k defined by
satisfies the recurrence
Since y 1 = G and y 2 = 1 2 − π 8 (which can be proved using a partial fraction expansion and telescoping), the previous recurrence gives for y 4 , y 6 and y 8 :
and for y 3 , y 5 and y 7 :
Note that an odd number of consecutive odd squares in the denominator gives a series for G while an even number of these squares gives a series for π.
In general we found the following sums for the series related to π:
For the series above the corresponding continued fractions are given in the following theorem:
Then,
Using the above formulas and the theorem we get: 
Other continued fractions for G
While looking for continued fractions for G related to (4) in the same way that Lange's continued fraction for π is related to Brouncker's, we found these: with r(n) = 16n 4 +88n 2 +41 and r(n) = 64n 6 +1168n 4 +3628n 2 +1323 respectively.
