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Abstract
Hyperspectral imaging is an important tool in remote sensing, allowing for accurate
analysis of vast areas. Due to a low spatial resolution, a pixel of a hyperspectral image
rarely represents a single material, but rather a mixture of different spectra. Hyperspectral
Unmixing (HSU) aims at estimating the pure spectra present in the scene of interest, re-
ferred to as endmembers, and their fractions in each pixel, referred to as abundances.
Today, many HSU algorithms have been proposed, based either on a geometrical or statis-
tical model. While most methods assume that the number of endmembers present in the
scene is known, there is only little work about estimating this number from the observed
data. In this work, we propose a Bayesian nonparametric framework that jointly estimates
the number of endmembers, the endmembers itself, and their abundances, by making use
of the Indian Buffet Process as a prior for the endmembers. Simulation results and experi-
ments on real data demonstrate the effectiveness of the proposed algorithm, yielding results
comparable with state-of-the-art methods while being able to reliably infer the number of
endmembers. In scenarios with strong noise, where other algorithms provide only poor
results, the proposed approach tends to overestimate the number of endmembers slightly.
The additional endmembers, however, often simply represent noisy replicas of present end-
members and could easily be merged in a post-processing step.
Key words: Hyperspectral imaging, feature learning, Bayesian nonparamet-
rics, linear spectral unmixing, endmember extraction, MCMC methods
1 Introduction
In Hyperspectral Imaging (HSI), the reflected light of the scene of interest is captured by map-
ping the spectral range of light to a finite number of continuous bands. Hence, the captured
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hyperspectral image represents the reflected spectrum at any location in the scene. Since each
material possesses a characteristic spectrum, also referred to as signature, scene analysis based
on HSI becomes fairly easy [51]. Today, HSI is mainly used in airborne and spaceborn remote
sensing [33, 47], e.g. for agriculture, urban mapping, and security applications [49].
Especially in remote sensing, the captured images often suffer from a low spatial resolution.
Thus, an element of the image, a pixel, represents a mixture of different materials. However,
most post-processing algorithms that are used for data analysis assume pure pixels, i.e., each
pixel is assumed to represent a single material. This is often the case, e.g., in classification
[21, 35, 36]. For this reason, Hyperspectral Unmixing (HSU) is an important task for the
analysis of hyperspectral images, revealing the endmembers and their abundances present in
the scene of interest. The endmembers can be understood as the raw materials occurring in the
scene, while the abundances describe the fractions of which the endmembers are present in each
pixel.
In the past, various algorithms have been developed to solve the problem of HSU. An ex-
cellent overview is given in [9]. Many methods split the HSU problem into two separate tasks:
(i) endmember extraction and (ii) abundance estimation, e.g., Pixel Purity Index (PPI) [10], N-
FIND-R [55], and Vertex Component Analysis (VCA) [45]. Bayesian methods provide means for
performing these tasks jointly. In [5], a Bayesian framework is presented for jointly inferring the
endmembers and abundances. Different priors for the endmembers are investigated, motivated
by regularization terms of existing nonprobabilistic unmixing methods. A different Bayesian
framework is proposed in [23], in which the fact is exploited that the abundances lie in a subspace.
Other examples of algorithms that aim at solving this task simultaneously are Iterated Con-
strained Endmembers (ICE) [7], Minimum Volume Transform (MVT) [20], Minimum-Volume
Enclosing Simplex (MVES) [13] and Non-negative Matrix Factorization (NMF) [42, 46]. While
these models assume a linear relationship between endmembers and abundances, recent work
provides methods for nonlinear models [37, 3, 25, 4]. Further, semi-supervised approaches have
been explored, where the endmembers in the scene are selected from a dictionary instead of
being learned [24, 52].
Though there already exist many methods and algorithms that aim at solving the unmixing
problem, most of them assume that the number of materials in the scene is known a priori.
However, this assumption is hardly fulfilled in practice. If the number is set incorrectly and
differs from the true number, most methods will try to fit the observed data into an incorrect
model, which may yield poor results. Especially an underestimate of the number is critical, as
then endmembers present in the scene are simply not extracted and remain undiscovered.
The few work that aims at estimating the number of endmembers is mainly based on subspace
methods [9]. In [16], it is reported that classical methods for model-order selection, such as
Akaike Information Criterion (AIC) [1] and Minimum Description Length (MDL) [50], do not
work well in the context of HSU due to their assumptions on the noise. Advanced methods for
model selection such as those based on the bootstrap do not require assumptions on the noise
[57, 58]. However, these methods are computationally intensive.
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Thus, new algorithms for HSI have been developed. The probably most prominent method
is Virtual Dimensionality (VD) [16], where information theoretic criteria are utilized together
with a Neyman-Pearson test to detect the number of endmembers. Hyperspectral Signal Sub-
space Identification by Minimum Error (HySime) [8] aims at estimating the signal subspace by
minimizing the projection errors of the signal and noise subspace. The dimensionality of the
signal subspace can then be understood as an estimate of the number of endmembers. In [43],
Eigenvalue Likelihood Maximization (ELM) is presented, which infers the number of endmem-
bers by means of a comparison between the correlation and covariance matrix of the spectra. A
Sparsity-Promoting ICE (SPICE) is proposed in [56], extending the ICE algorithm by placing
a sparsity-promoting prior on the abundances. A thresholding scheme is then applied to the
abundances and endmembers are pruned if not present in the scene. In [38], the authors explain
a geometric approach based on nearest neighbors for dimensionality estimation of a manifold.
Due to the sensitivity to noise, they further introduce a denoised version of the algorithm, the
Denoised Hyperspectral Intrinsic Dimensionality Estimation With Nearest-Neighbor Distance
Ratios (hideNN).
We argue that HSU can also be considered as a feature learning problem, where the features
represent the endmembers and the coefficients of the features the abundances. A Bayesian La-
tent Feature Model (BLFM) has been proposed in [48], which has been adjusted in [5] for HSU.
A nonparametric version of BLFM is developed in [30, 40], which allows to infer the number of
features from the observations. As explained above, inferring the number of latent endmembers
is a highly desirable property of any HSU algorithm, giving rise to a fully-automated approach
for HSU. Therefore, we follow the approach in [40] and extend the Bayesian framework in [5]
by placing an Indian Buffet Process (IBP) prior on the activations of the endmembers, resulting
in a Bayesian nonparametric model [29]. The IBP describes an infinite feature model, while the
number of features drawn from this process is always finite. Thus, the IBP provides means for
inferring the number of present endmembers in the scene. Our proposed algorithm, Bayesian
Nonparametric Unmixing (BNU), allows for the joint inference of the endmembers, their abun-
dances, and also the number of endmembers, in contrast to most existing HSU algorithms.
This work is structured as follows. In Section 2, we shortly revisit the IBP. Based on [23, 5],
we provide a Bayesian nonparametric model for HSU in Section 3 and show in Section 4 how
to perform inference in this model. Section 5 provides results on synthetic as well as real data.
In Section 6, we comment on the results and provide insights for future directions. Finally,
conclusions are drawn.
2 Indian Buffet Process
The Indian Buffet Process (IBP) [30] describes a model for sampling a sparse binary feature
matrix, assuming an infinite number of features. In this section, we focus on the main results of
the two-parameter generalization [31]. The full derivation of the IBP is given in [30, 34]. In the
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following, variables with a star (?) belong to the finite feature model, the bracket [ · ] denotes
the class of feature representations, and variables without a star are either independent of the
feature model or belong to the infinite feature model.
For a finite number of features K?, the sums of the rows of the feature activation matrix
A? ∈ {0, 1}K?×D follow iid. Binomial distributions, with D denoting the dimension of the
features, i.e., the number of bands. Placing a Beta prior with hyperparameters αaβaK? and βa
over the parameter θa of the Bernoulli distribution and marginalizing over θa yields a Beta-
Binomial distribution [30, 31],
P (A? |αa, βa) =
K?∏
k=1
∫ 1
0
P (a?k | θa)p(θa |
αaβa
K?
, βa) dθa
=
K?∏
k=1
B
(
m?k +
αaβa
K? , D −m?k + βa
)
B
(
αaβa
K? , βa
) , (1)
where m?k counts the number of ones in the kth row of A
? and B(a, b) is the Beta function with
parameters a and b.
Eventually, we aim at sampling feature representations. The distribution in Eq. (1), how-
ever, describes the probability of binary matrices, where different realizations may describe an
equivalent feature representation. In particular, permutations of the rows of A? belong to the
same representation. According to [30], the probability of a feature representation, [A?], is given
by
P ([A?] |αa, βa) = 1
Z[A?]
P (A? |αa, βa),
with normalization Z[A?],
Z[A?] =
(
K?∏
h∈{0,1}D Kh
)
,
where Kh denotes the number of occurrences of the binary vector h ∈ {0, 1}D. Since we are
interested in sampling from an infinite number of features, we consider the limit for K? →∞
[30, 26],
P ([A] |αa, βa) = lim
K?→∞
P ([A?] |αa, βa)
=
(αaβa)
K∏
h∈{0,1}D\0Kh!
exp{−K¯}
×
K∏
k=1
B(mk, D −mk + βa) ,
(2)
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where K denotes the number of active rows and K¯ = αa
∑D
d=1
βa
βa+d−1 is the expected number
of active rows of A . Both hyperparameters, αa and βa, increase the probability of an active
entry in A. At the same time, the first hyperparameter, αa, controls the expected number of
features, resulting in sparse realizations. The second hyperparameter, βa, permits to decouple
the feature generation from the sparsity, allowing for dense as well as sparse realizations of A
[31, 34]. We want to emphasize that, consequently, the IBP promotes, but does not enforce,
sparse matrices and, hence, allows for dense rows realizations of A.
2.1 Sampling from the Indian Buffet Process
Sampling from Eq. (2) is easily performed using a Gibbs sampler [31] with a subsequent ordering
of the activations. From the finite model in Eq. (1), the conditional for sampling an element of
the finite feature activation matrix, a?k,d, with k = 1, . . . ,K
? and d = 1, . . . , D, can be derived
as [31]
P (a?k,d = 1 |a?k\d) =
m?k\d +
αaβa
K?
D + αaβaK? + βa − 1
,
where a?k\d is the kth row of A
? without a?k,d and m
?
k\d is the sum over the elements of a
?
k\d.
Considering the limit for K? →∞ results in [31]
P (ak,d = 1 |ak\d) =
mk\d
D + βa − 1 .
Note that there is a certain probability that every object, i.e., every hyperspectral band, has
been generated by a feature that has not been inferred yet. Assuming exchangeability, the
ordering of the variables ak,d becomes irrelevant [30]. Thus, the probability of activating K
+
new features for the dth band is
P (K+ | −) ∼ PoissonK+
(
αaβa
βa +D − 1
)
, (3)
where the bar symbol (−) refers to all random variables except K+.
In summary, sampling works as follows. We set ak,d to one with probability
md\k
D+βa−1 . With
probability P (K+ | −), we add K+ elements to the dth column. After having iterated over all
active rows, a proposal is made to remove all columns that contain zero entries only, resulting
in a sample of a binary matrix with K active rows, i.e., K features.
Note that the samples generated by means of this algorithm need to be ordered if we want
to sample from feature class representations [34].
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2.2 Sampling the hyperparameters αa and βa
The hyperparameters αa and βa can be considered as variables that are Gamma distributed
with hyperparameters h
(1)
αa , h
(2)
αa and h
(1)
βa
, h
(2)
βa
, respectively [40]. Thus, the conditional of αa is
given by
p(αa | −) = Gaαa
(
K + h(1)αa ,
D∑
d=1
βa
βa + d− 1 + h
(2)
αa
)
.
In order to sample βa, a Metropolis step is used with hyperprior p(βa) = Gaβa
(
h
(1)
βa
, h
(2)
βa
)
as
proposal distribution. The acceptance ratio rβa is then given by
rβa =
p(βa
′ | −)
p(βa | −) =
P (A |αa, βa′)
P (A |αa, βa) ,
where βa
′ denotes the proposed value.
3 Bayesian Nonparametric Unmixing Model
Given N observed spectra, zn ∈ R1×D, n = 1, . . . , N , of a hyperspectral image with N pixels,
we consider a linear unmixing problem with additive noise en ∈ R1×D, i.e.,
zn = snF + en,
where F ∈ RK×D+ are the endmembers and sn ∈ [0, 1]1×K the corresponding abundances. The set
of positive real numbers including zero is denoted by R+. The abundances are required to fulfill
the additivity constraint, i.e.,
∑K
k=1 sn,k = 1, and the positivity constraint, i.e., sn,k ≥ 0, with
n = 1, . . . , N and k = 1, . . . ,K, as they represent the fractions of which the endmembers occur
in each pixel. The noise term en is assumed to be iid. Gaussian distributed, i.e., p(en |σz) =
Nen
(
0, σ2zI
)
with variance σ2z . Though this model does not capture correlated noise, it has been
widely used in unmixing methods, e.g., [23, 14].
Further, we assume that the endmember matrix F is a (finite) realization of a random process
modeling an infinite number of endmembers, which is described by the IBP. Since the IBP is
able to present binary values only, we use an element-wise multiplication to introduce weights
on the endmembers by means of the weight matrix W ∈ RK×D+ as suggested in [40], i.e.,
F = AW,
where  represents the element-wise matrix multiplication, the Hadamard-product. Note that
the sparsity assumption implied by the IBP does not necessarily lead to sparse realizations of
F. This assumption basically states that the underlying process models an infinite but sparse
matrix which is eventually of finite size and can, therefore, be stored in memory. The sparsity
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Figure 1: Graphical model of the hierarchical Bayesian Nonparametric Unmixing (BNU) model.
Only the spectra zn, n = 1, . . . , N , are observed, the other variables are latent and need to be
inferred.
of the realization of the activation matrix, A, is controlled by means of the hyperparameters αa
and βa as well as by the observation likelihood.
In the following, we detail the components of the proposed hierarchical Bayesian nonpara-
metric model for spectral unmixing.
3.1 Likelihood
We assume that the observations are conditionally independently distributed and corrupted by
additive Gaussian noise. Hence, the likelihood is given as
p(Z |W,A,S, σ2z) =
N∏
n=1
Nzn
(
sn (AW) , σ2zI
)
, (4)
with Z =
[
z1
T . . . zN
T
]T
and S =
[
s1
T . . . sN
T
]T
.
In practice, the pixels of the image may suffer also from different lighting conditions. Deriving
suitable models is challenging and, even if a suitable model was utilized, inference would probably
be less efficient. In Section 5, we simulate varying light conditions by means of multiplicative
noise and investigate the effect on the estimates.
3.2 Prior for the noise variance σ2z
Since σ2z is the variance of Gaussian distributed noise, a conjugate prior for σ
2
z is the Inverse-
Gamma distribution with parameters ασ and βσ,
p(σ2z |ασ, βσ) = IGaσ2z (ασ, βσ).
Further, we assume that the hyperparameters ασ and βσ follow Gamma distributions, i.e., ασ ∼
Gaασ
(
h
(1)
ασ , h
(2)
ασ
)
and βσ ∼ Gaβσ
(
h
(1)
βσ
, h
(2)
βσ
)
, respectively.
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3.3 Prior for the abundances S
The prior on the fractional abundances must fulfill the additivity constraint,
∑K
k=1 sk,n = 1, and
the positivity constraint, sk,n > 0 with k = 1, . . . ,K and n = 1, . . . , N . The constraints can be
interpreted as sn representing a probability distribution over the presence of the endmembers,
giving rise to model the rows of S with Dirichlet distributions. The abundances of the pixels
are assumed to be iid. yielding
p(S) =
N∏
n=1
p(sn)
=
N∏
n=1
Dirsn,1,...,sn,K (αs,1, . . . , αs,K).
We set the hyperparameters αs,k = 1 for k = 1, . . . ,K, making the prior uniform under the
additivity and positivity constraints. This does not impose any preferences on the different
endmembers and allows for efficient sampling as we explain in Section 4.
3.4 Prior for the endmember weights W and activations A
We choose the distance prior for the endmember weights W with hyperparameter γw as in [5]
which can be interpreted as a probabilistic version of the volume regularization based on the
Euclidean distance proposed in [7]. Since endmember spectra are positive valued, we use the
following prior for W [5]:
p(W) ∝ exp{−γw
K∑
k=1
‖wk − 1
K
K∑
k′=1
wk′‖22}H(W), (5)
where wk is the kth row of W and H( · ) returns one if all elements of the argument are positive
and zero otherwise.
The parameter γw needs to be set a priori since it cannot be efficiently inferred from the
observations. This is due to the fact that the normalization of p(W) cannot be computed ana-
lytically, such that the conditional p(γw | −) cannot be derived, which is required for sampling.
Despite this drawback, this prior has proven to provide a more accurate model than an
exponential prior which, in contrast, would allow for efficient sampling of its hyperparameter.
The feature activation matrix A is modeled as IBP as described in Section 2.
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3.5 Posterior model
From the graphical model depicted in Fig. 1, we can derive the posterior given the observed
spectra Z. Thus, the joint posterior distribution can be factorized as
p(W,A,S, σ2z , ασ, βσ, αa, βa |Z) ∝
p(Z |W,A,S, σ2z)p(σ2z |ασ, βσ)
× p(S)p(W)P (A |αa, βa)
× p(ασ)p(βσ)p(αa)p(βa).
(6)
4 Inference
Since an analytical solution of the joint posterior in Eq. (6) is not tractable, we represent the
posterior by samples generated by means of Gibbs sampling [28]. Therefore, we need to find
expressions for the conditionals of the variables. For convenience, we use the bar symbol (−) to
denote the set of conditional variables, i.e., all variables except the one that is sampled.
4.1 Sampling the noise variance σ2z
The hyperpriors for ασ and βσ are conjugate to the prior. Hence, the conditional p(σ
2
z | −) is
also Inverse-Gamma distributed,
p(σ2z | −) ∝ p(Z |W,A,S, σz)p(σ2z |ασ, βσ)
∝ IGaσ2z
(
ασ +
ND
2
,
βσ +
1
2
N∑
n=1
D∑
d=1
(
zn,d −
K∑
k=1
sn,kak,dwk,d
)2,
where sampling from an Inverse-Gamma distribution is straightforward. For the hyperparame-
ters, ασ and βσ, the conditionals are
p(ασ | −) ∝ p(σ2z |ασ, βσ)p(ασ |h(1)ασ , h(2)ασ )
∝ IGaσ2z (ασ, βσ) Gaασ
(
h(1)ασ , h
(2)
ασ
)
,
and, analogously,
p(βσ | −) ∝ p(σ2z |ασ, βσ)p(βσ |h(1)βσ , h
(2)
βσ
)
∝ IGaσ2z (ασ, βσ) Gaβσ
(
h
(1)
βσ
, h
(2)
βσ
)
.
We use an independent Metropolis-Hastings algorithm with a Gaussian proposal distribution to
generate samples of ασ and βσ.
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4.2 Sampling the abundances S
Since the prior for the abundances imposes a (constrained) uniform distribution of the abun-
dances, the conditional p(S | −) is proportional to the likelihood in Eq. (4) if the additivity and
positivity constraints are fulfilled, and zero otherwise. Assuming that these constraints hold, we
can write the conditional as a Gaussian distribution [5]:
p(sn | −) ∝ exp{− 1
2σ2z
D∑
d=1
(
zn,d − fdTsn
)2
}
∝ Nsn
(
µsn ,Σsn
)
,
with mean µsn and covariance matrix Σsn ,
µsn =
(
D∑
d=1
fdfd
T
)−1 D∑
d=1
fd
Tzn,d,
Σsn = σ
2
zIK
(
D∑
d=1
fdfd
T
)−1
,
with IK denoting the identity matrix of size K. Thus, we need to sample from a multivariate
Gaussian under the constraints that
∑K
k=1 sn,k = 1 and 0 ≤ sn,k for all k = 1, . . . ,K. Sampling
from a constrained multivariate Gaussian can be accomplished by Gibbs Sampling [23]. Note
that we require the hyperparameters of p(S), αs,k with k = 1, . . . ,K, to be one, otherwise the
prior is no longer a (constrained) uniform distribution and sampling the conditional p(sn | −)
needs to be conducted by less efficient Metropolis-Hastings sampling.
4.3 Sampling the endmember weights W
The conditional of W, p(W | −), is proportional to the likelihood and the prior, i.e.,
p(W | −) ∝ exp{− 1
2σ2z
N∑
n=1
‖zn −
K∑
k′=1
sn,k′(ak′ wk′)‖22
− γw
K∑
k′=1
‖wk′ − 1
K
K∑
k′′=1
wk′′‖22}H(W).
In [5], it is shown that the conditional of the kth feature weight vector wk is thus given as
p(wk | −) ∝ T Nwk
(
µwk ,Σwk
)
.
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Recalling that fk = akwk is an element-wise multiplication, the conditional covariance matrix,
Σwk , and the mean vector, µwk , can be expressed as
Σ−1wk =
1
σ2z
N∑
n=1
s2n,kdiag(ak) + 2γw
(
1− 1
K
)
ID,
µwk = Σ
−1
wk
(
1
σ2z
N∑
n=1
sn,k(zn −
K∑
k′=1
k′ 6=k
sn,k′(ak′ wk′))T  ak
− γw 2
K
K∑
k′=1
k′ 6=k
wk′
)
.
Due to the positivity constraint, p(wk | −) takes the form of a truncated Gaussian. For sampling
from a truncated Gaussian, we use the method described in [17].
Algorithm 1 Sampling new endmembers using an IBP prior
for d ∈ 1, . . . , D:
for k ∈ 1, . . . ,K:
ak,d ∼ P (ak,d | −)
K+ ∼ P (K+ | −)
for k ∈ 1, . . . ,K+:
a+k,d ← 1
w+k ∼ p(W)
for n ∈ 1, . . . , N :
s+n,k ∼ Ga
(
1
K , 1
)
raccept ← (c.f. Eq. (10))
P ∼ U(0, 1)
if min(1, raccept) < P :
S← normalize([S S+])
W← [W; W+], A← [A; A+]
4.4 Sampling the endmember activations A
Sampling with an IBP prior consists of two steps. First, the active columns are updated, i.e., the
dth band of the kth endmember is set active with probability
P (ak,d = 1 | −) ∝ p(zd |Sfd, σ2z)P (ak,d = 1 |ak\d). (7)
Second, new features are proposed using a Metropolis step [26, 40]. Assuming fixed means for
the prior of W, the proposal distribution, q(θ+ | θ), for activating K+ endmembers for the dth
band, is composed of the priors of the latent endmembers and abundances. Hence, the proposal
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distribution is given as
q(θ+ | θ) = q(θ+) = P (K+ | −)p(W)p(S), (8)
with θ = {W,A,S} and θ+ = {W+,A+,S+} where W+,A+, and S+ describe the proposed
additional endmember weights, activations, and their abundances. The acceptance ratio r is
given by
r =
p(θ+ |Z,−)q(θ | θ+)
p(θ |Z,−)q(θ+ | θ) =
p(Z | θ+,−)p(θ+)q(θ | θ+)
p(Z | θ,−)p(θ)q(θ+ | θ) .
This expression can be simplified, since q(θ | θ+) = p(θ). The acceptance ratio r is then given
by the ratio of the likelihoods only [44]:
r =
p(Z | θ+,−)
p(Z | θ,−) . (9)
Note that we run a Gibbs sampler to sample from p(W) since sampling from this distribution
directly is not possible due to the unknown normalization. The new abundances, S+, are
sampled from a Gamma distribution with parameters 1K and 1. We choose these parameters
such that the mean of the proposal for S+ is equal to the mean of the already existing elements
in S. After concatenating the new and existing abundances, the rows of the abundance matrix
are normalized to sum to one. This is in line with sampling from a Dirichlet distribution [22].
Following the hints in [40], we augment the ratio in Eq. (9) with probability P+ of accepting
a single new feature, yielding the augmented ratio,
raug = r · P (K
+ | −)
P+1(K+, 1) + (1− P+)P (K+ | −) , (10)
with the indicator function 1(a, b) returning one if a and b are equal and zero otherwise. This
increases the probability of proposing new endmembers, leading to faster convergence to the
stationary distribution of the Markov chain. The hyperparameters αa and βa are sampled as
described in Section 2.2. The algorithm for sampling new endmembers is outlined in Alg. 1.
4.5 Sampling procedure
We start sampling with one feature, i.e., we initially set K = 1. The first sample of the variables
is drawn from the prior distributions. As common in Gibbs sampling, the first samples are
ignored, as several iterations are needed until the Gibbs sampler generates samples from the
target distribution.
In contrast to other HSU algorithms, with a certain probability, new endmembers are in-
troduced in every iteration. Since we cannot enforce dissimilarity between the proposed and
existing endmembers, there is the possibility that new endmembers converge to already present
12
BNU VCA USGS
(a) Carnallite (b) Ammonioalunite (c) Biotite (d) Actinolite
(e) Almandine (f) Ammonio-jarosite (g) Andradite (h) Antigorite
(i) Axinite (j) Brucite (k) Carnallite (l) Chlorite
Figure 2: Signatures selected from the USGS spectral library [19]. For the simulations, the
first K signatures are considered as the endmembers of the simulated hyperspectral image. For
comparison, examples of endmembers extracted from a simulated hyperspectral image with an
SNR of 30 dB by VCA (SID = 0.00243, F = 1.78, S = 23.5349) and BNU (SID = 0.0203, F =
5.32, S = 13.694) are depicted. The x-axis represents the spectral range from 0.38 µm to 2.5 µm
and the y-axis denotes the normalized reflectance.
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Figure 3: Simulation results for different numbers of endmembers from 20 Monte Carlo runs,
SNR = 30 dB. All algorithms perform in a similar range, except MVES. BNU clearly out-
performs SPICE and provides even for large number of endmembers good results, close to
state-of-the-art algorithms. Results with SID > .25 are not shown for better comparison.
ones, increasing the number of endmembers unnecessarily. To alleviate this problem, we could
make proposals for merging every combination of the sampled endmembers. This would, how-
ever, lead to the problem that newly created endmembers are easily removed as they have been
sampled from the prior (irrespective of the likelihood) and, thus, they basically present noise.
For this reason, we consider the following endmember merging strategy: Similar endmembers
are likely to have a high probability of being merged. Thus, we propose to merge only endmem-
bers that exhibit a correlation above a predefined threshold, Tcorr, which also saves computation
time. Note that the sampled endmembers are likely to be similar when they are sampled from
the stationary distribution. Consequently, this scheme prevents merging endmembers too early.
Hence, the described scheme can be understood as an approximation of the combinatorial end-
member merging strategy explained above. The endmember fusion proposal is then accepted
or rejected by means of a Metropolis step, similar as in reversible-jump Markov Chain Monte
Carlo (MCMC) methods [32]. Eventually, the activation matrix is likely to become dense, since
activations of the merged endmembers are maintained.
It is well known that the Gibbs sampler performs poorly for multi-modal distributions,
where the modes are well separated. If the density between the modes is close to zero, the
Gibbs sampler may not be able to jump between the modes. Consequently, the sampler is
not able to sample correctly from the distribution. We observed this behavior in some of our
experiments, especially for large number of endmembers. If we have prior knowledge about the
scene, we can adapt the hyperparameters of the model such that the sampler is initialized closer
to the target distribution. Exploiting prior knowledge, however, still does not guarantee correct
sampling of the posterior. A better solution is the use of parallel tempering (PT) [27]. Here,
the idea is to run multiple Markov chains in parallel at different temperatures. A Metropolis
step is then introduced for swapping the states of the chains. In our model, the temperature can
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Table 1: Parameters used for BNU in the simulation experiments
Parameter Value Meaning
h
(1)
ασ , h
(2)
ασ ,
}
1 hyperparameters for σ2z
h
(1)
βσ
, h
(2)
βσ
h
(1)
αa , h
(2)
αa 1 hyperparameters for αa
h
(1)
βa
1 hyperparameter for βa
h
(2)
βa
10 hyperparameter for βa
γw 100 weighting of the prior for W
P+ 0.1 probability of accepting K+ = 1 features
Tcorr 0.95 threshold for merging similar endmembers
Niter 10, 000 number of iterations of the Gibbs Sampler
be understood as an additional variance term on the likelihood, i.e., the likelihood is smoothed.
Thus, chains at higher temperatures (higher variances) are likely to overcome modes of the
posterior. Note that the first chain always samples at temperature TPT = 1, generating valid
samples of the target distribution. Making swap proposals only every few iterations allows to
run the algorithm on a parallel architecture. We cool down the temperatures of all chains,
similar as in simulated annealing [39, 12], to ensure that all chains are swapped after several
iterations.
After several iterations of the sampler, an approximation of the maximum-a-posteriori
(MAP) estimate of the endmembers, Fˆ, and the abundances, Sˆ, is given by the sample with the
highest posterior probability. The posterior probability can be calculated from Eq. (6). Note
that the obtained estimate is effectively simply a realization of the random variables. This will
be discussed in Section 6.
5 Experimental Results
We compare our proposed algorithm, BNU, with different state-of-the-art unmixing algorithms.
For geometrical based algorithms, we consider Vertex Component Analysis (VCA) [45], Minimum-
Volume Enclosing Simplex (MVES) [13], and Sparsity-Promoting ICE (SPICE) [56]. Further,
we investigate the Bayesian approach presented in [23], Bayesian Linear Unmixing (BLU).
As none of these methods, except SPICE, is able to estimate the number of endmembers,
we also provide results for the following endmember dimensionality estimation algorithms: Vir-
tual Dimensionality (VD) [16], Hyperspectral Signal Subspace Identification by Minimum Er-
ror (HySime) [8], Denoised Hyperspectral Intrinsic Dimensionality Estimation With Nearest-
Neighbor Distance Ratios (hideNN) [38], and SPICE.
In the simulation experiments, or if ground truth data is available, we set the correct number
of endmembers for VCA, MVES and BLU. In contrast, SPICE and BNU do not require infor-
mation about the number of endmembers. As explained, they aim not only at estimating the
endmembers and their fractional abundances but also the number of the endmembers. For this
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Figure 4: Simulation results for different SNRs from 20 Monte Carlo runs, K = 3. MVES shows
a poor overall performance for endmember extraction, as in some simulation runs it resulted
in extremely poor estimates. The other algorithms perform in a similar range, yielding better
results with increasing SNR. In all scenarios, BNU yields better results than SPICE, especially
in case of low SNR.
reason, we compare BNU especially with SPICE and highlight performance differences between
both methods.
For BNU, we choose the parameters shown in Tab. 1 unless otherwise stated. For the other
algorithms, the parameters are set to their default values. Only in case of hideNN, we tuned the
parameters as the default values lead to poor results in our simulations. We set the false alarm
rate to 10−3 for VD. Due to the underlying assumptions of hideNN, this algorithm provides
floating point estimates of K which are rounded for comparison.
As figure of merits, we consider three different measures: the average angular difference
between the true and estimated endmembers, fˇk and fˆk with k = 1, . . . ,K,
θF =
1
K
K∑
k=1
arccos
(
fˇk fˆ
T
k
‖fˇk‖2‖fˆk‖2
)
,
the average angular difference between the true and estimated abundances, sˇk and sˆk with
k = 1, . . . ,K,
θS =
1
K
K∑
k=1
arccos
(
sˇTk sˆk
‖sˇk‖2‖sˆk‖2
)
,
and the average spectral information divergence, SID [15]. The SID measures the difference
between the endmembers based on the symmetric Kullback-Leibler divergence [41],
SIDk =
D∑
d=1
pd,klog
(
pd,k
qd,k
)
+
D∑
d=1
qd,klog
(
qd,k
pd,k
)
,
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with pd,k = fˇk,d/
∑D
d′=1 fˇk,d′ and qd,k = fˆk,d/
∑D
d′=1 fˆk,d′ . Thus, the average SID is given
as SID = 1K
∑K
k=1 SIDk. We compute the Root Mean Squared Error (RMSE) of each of the
measures, F, S, and SID, as in [45].
In order to evaluate the endmember dimensionality estimation algorithms, we consider the
rate of correctly estimated number of endmembers. We refer to the average rate of correctly
estimated (in the sense of the ground truth) endmembers as Accuracy. We also consider the
RMSE of the dimensionality estimate K, K, over all Monte Carlo runs, taking into account the
amount of error introduced by incorrect estimates. Please note that, in real data, the number
of endmembers, K, depends on the assumed type of endmembers and their tolerated fractional
abundances. Therefore, it is often difficult to determine a correct K for real data sets.
5.1 Simulations
In this section, we evaluate the performance of the proposed algorithm with respect to 1)
the (latent) number of endmembers, 2) different SNRs, and 3) illumination perturbation. We
investigate simulations with the following setups.
First, K ∈ {3, 5, 7, 9, 12} pure materials are chosen from the USGS spectral library [19]. The
chosen endmembers are depicted in Fig. 2, along with estimates obtained by BNU and VCA.
Samples from a Dirichlet distribution, with hyperparameters identically set to 1K , are drawn to
create the ground truth for the abundances, resulting in a hyperspectral image of 40× 40 pixels
and 224 bands.
Second, we fix the number of endmembers to K = 3 and apply additive Gaussian noise to
the image with different SNRs, ranging from 10 dB to 30 dB with a step size of 5 dB.
Third, the effect of illumination perturbation, i.e., varying lighting conditions, is investigated
by applying multiplicative Beta distributed noise (∼ Beta(βIP, 1) ) to the image with parameter
βIP ∈ {1, 5, 10, 15, 20, 25, 30}. In these simulations, the number of endmembers is set to K = 3
and an SNR of 30 dB is considered.
We present the RMSEs over 20 Monte Carlo runs for each simulation. Especially in the
case of low SNRs, as will be shown, K is estimated only in few examples correctly. Thus, we
also include the results when K is overestimated (in case of SPICE and BNU) to increase the
number of samples used to calculate the RMSEs.
A significant drawback of HySime and VCA is their requirement of knowledge about the
noise. For HySime, the provided noise estimator is utilized, while we provide VCA with the
exact SNR.
5.1.1 Number of endmembers
As can be observed in Fig. 3, BNU, BLU and VCA yield the lowest errors in the reconstruction,
where BNU clearly outperforms SPICE. Especially in scenarios with many endmembers, BNU
provides highly accurate endmember extraction and abundance estimation, exceeded only by
BLU. The poor overall performance of MVES can be explained by the observation that MVES
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Figure 5: Results of the dimensionality estimation for different number of endmembers, RMSEs
(left) and accuracies (right), SNR = 30 dB. BNU and SPICE provide the most accurate esti-
mates. VD and hideNN fail at estimating K correctly when the true number of endmembers is
greater than 5.
results in extremely poor estimates in some simulation configurations, where the other methods
still provide good results. Note that, in practice the results of VCA are likely to be worse since
VCA is provided with perfect knowledge about the SNR.
In Fig. 2, realizations of the extracted endmembers obtained by BNU and VCA are pre-
sented. BNU and VCA show results of similar high accuracy, while BNU, as opposed to VCA,
additionally estimated the number of endmembers.
The results for dimensionality estimation are depicted in Fig. 5. BNU and SPICE yield pre-
cise estimates, clearly outperforming the other methods. However, their performances decrease
towards larger numbers of endmembers. HySime performs only well for large K. VD, on the
contrary, shows good performance only for few endmembers. HideNN results in the highest er-
ror for estimating the number of endmembers, despite our attempts to find suitable parameters.
Though showing a low RMSE for K = 5 and K = 7, hideNN fails to correctly estimate K in all
simulations.
5.1.2 Noise levels
In order to investigate the effect of noise, different SNR levels have been applied to the simulated
image. As shown in Fig. 4, concerning endmember extraction, BNU provides highly accurate
estimates, equal to the other methods. If the observations suffer from strong noise (SNR <
15 dB), BNU clearly outperforms SPICE.
For the estimation of the abundances, BNU results, together with BLU, in the most accurate
estimates. Only for low SNRs (< 15 dB), BNU is outperformed by BLU. SPICE, however,
performs in all scenarios worse than BNU.
The results of the dimensionality estimation presented in Fig. 7 are similar to the results of
the previous simulations, showing that BNU and VD provide high accuracies. In case of strong
noise (SNR < 20 dB), the accuracy of BNU decreases significantly, but is still remarkably higher
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Figure 6: Simulation results for different illumination perturbations, SNR = 30 dB and K =
3. Low values of βIP lead to low SNRs due to stronger perturbations. All methods except
MVES yield good results for endmember extraction. The obtained abundance estimates show
strong errors in case of low βIP for all methods. While SPICE outperforms BNU for endmember
estimation, BNU shows a better performance for abundance estimation.
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Figure 7: Results of the dimensionality estimation for different SNRs, RMSEs (left) and accu-
racies (right), K = 3. BNU and VCA provide the best results, significantly outperforming the
other methods. Note that VCA performs especially well for a low number of endmembers and
is likely to show worse results with a large number of endmembers. Results with K > 15 are
not shown for better comparison.
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Figure 8: Results of the dimensionality estimation for different illumination perturbations,
RMSEs (left) and accuracies (right). Only VD is able to estimate the number of endmem-
bers precisely. BNU provides still good results, overestimating the number of endmembers often
by one, yielding similar results as SPICE. The other methods show significant errors.
than of SPICE. Observing the RMSEs, it becomes clear that BNU outperforms SPICE for all
investigated SNRs. Only VD and HySime are able to provide results similar to BNU in terms
of the RMSE.
5.1.3 Illumination perturbation
As proposed in [45], multiplicative noise following a Beta distribution with parameter βIP is
applied to the abundances in order to simulate illumination perturbations caused by different
lighting conditions. Note that the higher βIP, the less perturbation is implied, as the probability
of sampling a value close to one is increased, resulting in little perturbation only. In contrast,
with βIP = 1, we scale the abundances by a value drawn from a uniform distribution in the
range from zero to one, which leads to highly noisy simulated observations.
From Fig. 6, we observe that the endmembers are still well extracted by all tested algorithms
except MVES. BNU and BLU yield similar results, slightly worse than the performance of VCA
and SPICE. For the abundance estimation, BNU provides the most accurate estimates when
βIP > 5 and is outperformed only by BLU in case of stronger perturbations. The performance
decrease of the Bayesian approaches compared with the results of the previous experiments can
be explained by the fact that both generative models do not consider multiplicative noise.
Fig. 8 reveals that none of the examined methods, except VD, is able to estimate the numbers
of endmembers in this setup reliably. SPICE is able to recover the true value in some cases,
as long as the noise is not too strong. While BNU, HySime, and hideNN fail at estimating
the correct dimensionality in most cases, BNU overestimates the number of endmembers by
only 1 or 2, which explains the low RMSE. The additional endmembers often present (scaled)
noisy versions of the endmembers appearing in the scene as illustrated in Fig. 9, while the
truly present endmembers are well reconstructed. Thus, the additional endmembers can be
understood as noise absorption endmembers, i.e., information which cannot be explained by the
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Figure 9: Realization of the endmembers for the illumination perturbation simulation, βIP =
25. The additional endmember (dashed line) is basically a noisy replica of Ammonioalunite,
absorbing the multiplicative noise of the observations.
Figure 10: True color image of the Moffett field. The selected subset has a size of 50× 50 pixels
and contains different signatures such as soil, vegetation, and water.
model is absorbed into additional endmembers in order to explain the observed data.
5.2 Real data
For real data evaluation, we consider two different subsets of real data sets, 1) the Moffett
field and 2) the Cuprite scene. While the Moffett field contains rather vegetation and urban
signatures, the Cuprite scene shows mainly geological features such as different minerals and
rocks. For comparison, we show the endmembers estimated by VCA and the most similar
endmembers chosen from the ASTER spectral library [6]. Though BNU often converges after
several hundred iterations, we select the sample maximizing the posterior after 10, 000 samples
to ensure convergence of the Markov chain to obtain an approximate MAP estimate. Five Monte
Carlo runs are performed to make sure that the results are independent of the initialization and
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Figure 11: True color image of the Cuprite scene. The selected subset has a size of 16 × 28
pixels and contains signatures from various minerals.
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Figure 12: Results of the Moffett field, extracted endmembers (top) and the estimated abun-
dances (bottom). For the abundances, white refers to 1 and black to 0. In each of the five Monte
Carlo runs, BNU extracted three endmembers: (a) grass (vegetation), (b) water, and (c) soil.
The estimated abundances represent the scene well and are similar to the results shown in [23].
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Figure 13: Results of the Cuprite scene, extracted endmembers (top) and the estimated abun-
dances (bottom). For the abundances, white refers to 1 and black to 0. BNU samples between
four to five endmembers in all five Monte Carlo runs. In the illustrated realization, (a) Alunite,
(b) Muscovite, (c) Kaolinite, and noisy copies of (d) Kaolinite and (e) Alunite are extracted.
Though in this example, the feature merging proposal is rejected, the results are similar with
those reported in [23].
the randomly generated samples. For the Moffett field, we set γw = 2, 000 and for Cuprite
γw = 500. Since no ground truth is available, we use a subset of both data sets as in [24, 23],
which allows for a more detailed analysis. Further, the SNR is assumed to be 30 dB for VCA.
5.2.1 Moffett field
The Moffett field scene was captured over Moffett Field, CA, USA, by the AVIRIS spectro-
imager in 1997 and has been used in several studies, e.g., [18, 2, 23]. The scene was captured in
224 bands, representing the spectrum from 400 nm to 2500 nm. Noisy bands have been removed,
leaving 188 bands for the evaluation. As in [24, 23], a subset of 50 × 50 pixels size is chosen,
where each pixel represents an area of 20 m× 20 m. The subset is depicted in Fig. 10, showing
a coastal scenery.
The results in Fig. 12 reveal three different endmembers: grass, soil, and water, which is in
line with the results found in [23]. VCA and BNU provide results of similar accuracy, with BNU
estimating three endmembers in each of the five Monte Carlo runs. The abundances clearly
show the presence of water, soil and grass, as typical for a coastal scenery.
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5.2.2 Cuprite
The Cuprite scene has been extensively investigated in HSI research. Like the Moffett field,
this scene has been captured by the AVIRIS imager in 1997 and shows a spatial resolution of
20 m. The scene covers the Cuprite mining area in Nevada, USA, and, thus, mainly contains
different minerals. A subset is chosen as depicted in Fig. 11, showing mainly three different
materials, as detailed in [23]. The endmembers in this scene show strong correlations, in contrast
to those of the Moffett field, which renders the extraction of the endmembers challenging.
After convergence to the stationary distribution, the Gibbs sampler in BNU creates samples
with four and five endmembers. A sample with 5 endmembers is shown in Fig. 13, where the
spectral range is limited between 2 µm and 2.4 µm for detailed analysis. BNU provides a more
accurate reconstruction of the endmembers than VCA, especially for Kaolinite. The additionally
extracted endmembers are similar to Kaolinite and Alunite. Merging similar endmembers would
yield results comparable with those in [23].
6 Discussion and Outlook
As demonstrated in the experiments, BNU is able to accurately extract the endmembers and
estimate the abundances, providing results comparable with state-of-the-art algorithms. Addi-
tionally, BNU infers the number of endmembers from the data automatically and, thus, does
not require any prior knowledge about the scene of interest. SPICE is also able to estimate
this information jointly, but often results in less accurate estimates in comparison with BNU,
especially in the presence of strong noise.
One drawback of BNU is, as common for algorithms based on Bayesian inference, the run-
time of the algorithm. As an example, in Fig. 14, we show the runtime of the unoptimized
implementations of the algorithms for the simulation of different numbers of endmembers. Note
that we ran five Markov chains for Parallel Tempering (PT) on a single core architecture for
BNU. Thus, to obtain the results for a single chain, i.e., if PT was not used, the runtime scales
down to a fifth of the shown values. For better comparison, we set the number of samples to
1, 000, which is sufficient in this scenario. BLU usually requires far less samples and is, therefore,
much faster, thanks to a better initialization of the underlying Markov chain by running another
endmember extraction algorithm first.
In order to reduce the runtime, a variational approach of the IBP has been proposed in [26].
The authors in [26] found that, depending on the application, the approximations introduced
by the variational algorithm lead to inaccurate and slow inference such that in some cases,
Gibbs sampling is not only more accurate, but also faster. Further, it is reported that the
variational approach succeeded only when the number of variables was sufficiently large. As the
IBP is related to the Beta-process [53], variational approaches from this field may yield better
solutions, e.g., [11].
Relying on Bayesian inference, BNU tries to explain the observed data and expresses its belief
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Figure 14: Runtime comparison of the implementations of the algorithms. Due to parallel
tempering (5 Monte Carlo chains), BNU is the slowest approach, significantly slower than the
other approaches.
over the unknowns by means of the posterior. Noisy observations can have a two-fold effect
on the inference: either the variance of the noise is increased or the number of endmembers
is overestimated, where the noise is basically absorbed into the additional endmembers. In
particular, this effect can be observed if the observations suffer from noise which cannot be
explained by the model, as shown in the experiments in Section 5.1.3 and Section 5.2.2.
Consequently, in the case of strong noise, there often exist several, almost equal probable
explanations for the observations. The approximate MAP estimator we used, however, considers
only one explanation as the estimate consists of the most probable sample only (Section 4.5).
Thus, the MAP estimate contains limited information about the posterior. Better generalization
capabilities are provided by estimators that take the shape of the posterior into account, e.g., the
Minimum Mean Squared Error (MMSE) estimator. The MMSE estimator, however, cannot be
used with the IBP to infer the endmembers due to the varying dimensionality of the samples.
Hence, the problem remains to find better estimators that can be utilized in BNU.
Though the prior used in BNU works reasonably well, it has the disadvantage that the
hyperparameter γw has to be set a priori. Observing the prior for the feature weights W,
it becomes clear that the prior favors similar bands (and hence similar endmembers), where
γw controls the tolerated variance. If we set this parameter too high (low variance), then
newly introduced endmembers are likely to be rejected or merged with existing endmembers.
Hence, an important future direction is the development of a suitable prior for W with known
normalization, such that the hyperparameters can be sampled efficiently, and thus, be learned
from the observations. Alternatively, if a database of many data sets with known parameters is
given, meta-learning [54] is an option. Meta-learning measures the similarity between the data
sets and the observed data, aiming at exploiting the parameters stored in the database for the
new data.
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7 Conclusion
We have presented a Bayesian nonparametric framework for hyperspectral unmixing that is
able to jointly estimate the endmembers, their fractional abundances, and, in contrast to most
existing algorithms, the number of endmembers. This framework borrows from probabilistic
feature learning concepts by modeling the endmember by means of an IBP, allowing to infer the
number of endmembers from the observed data. In contrast to most previous work, the number
of endmembers, thus, does need to be set a priori. Inference in this hierarchical Bayesian model
is accomplished by means of Gibbs sampling. Due to the high flexibility of the model, the
sampler might get trapped in a mode of the posterior. We propose to solve this problem by
making use of parallel tempering. Experimental results on simulated and real data demonstrate
the performance of this approach, which is comparable to state-of-the-art algorithms, while
additionally estimating the number of endmembers. Future directions can include variational
inference to speed up inference and the investigation of different priors for the endmembers.
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