Data sets in the social and behavioral sciences are often small or heavy-tailed. Previous studies have demonstrated that small samples or leptokurtic distributions adversely affect the performance of Cronbach's coefficient alpha. To address these concerns, we propose an alternative estimator of reliability based on L-comoments. The empirical results of this study demonstrate that when sample sizes are small and distributions are heavy-tailed that the proposed coefficient L-alpha has substantial advantages over the conventional Cronbach estimator of reliability in terms of relative bias and relative standard error.
Introduction
Coefficient alpha (Cronbach, 1951; Guttman, 1945 ) is a commonly used index for measuring internal consistency reliability. Consider alpha (α) in terms of a model that decomposes an observed score into the sum of two independent components: a true unobservable score t i and a random error component e ij . The model can be summarized as
where X ij is the observed score associated with the i-th examinee on the j-th test item, and where i = 1, . . . , n; j = 1, . . . , k; and the error terms (e ij ) are independent with a mean of zero. Inspection of (1) indicates that this particular model restricts the true score t i to be the same across all k test items. The reliability measure associated with the test items in (1) is a function of the true score variance and cannot be computed directly. Thus, estimates of reliability such as coefficient α have been derived and will be defined herein as (e.g., Christman and Van Aelst, 2006) 
A conventional estimate of α can be obtained by substituting the usual OLS sample estimates associated with σ 2 j and σ jj into (2) aŝ
Although coefficient α is often used as an index for reliability, it is also well known that its use is limited when data are non-normal, in particular leptokurtic, or when sample sizes are small (e.g. Bay, 1973; Christman and Van Aelst, 2006; Sheng and Sheng, 2012; Wilcox, 1992) . These limitations are of concern because data sets in the social and behavioral sciences can often possess heavy tails or consist of small sample sizes (e.g. Micceri, 1989; Yuan et al., 2004) . Specifically, it has been demonstrated thatα C can substantially underestimate α when heavy-tailed distributions are encountered. For example, Sheng and Sheng (2012 , Table 1 ) sampled from a symmetric leptokurtic distribution and found the empirical estimate of α to be approximatelŷ α C = 0.70 when the true population parameter was α = 0.80. Further, it is not uncommon that data sets consist of small sample sizes e.g. n = 10 or 20 which are encountered in the contexts of rehabilitation (e.g. alcohol treatment programs, group therapy, etc.) and special education as student-teacher ratios are often small. Furthermore, Monte Carlo evidence has demonstrated thatα C can underestimate α -even when small samples are drawn from a normal distribution (see Sheng and Sheng, 2012, Table 1 ).
L-moment estimators (e.g. Hosking, 1990; Hosking and Wallis, 1997) have demonstrated to be superior to the conventional product-moment estimators in terms of bias, efficiency, and their resistance to outliers (e.g. Headrick, 2011; Hodis et al., 2012; Hosking, 1992; Vogel and Fennessy, 1993) . Further, L-comoment estimators (Serfling and Xiao, 2007) such as the L-correlation has demonstrated to be an attractive alternative to the conventional Pearson correlation in terms of relative bias when heavy-tailed distributions are of concern (Headrick and Pant, 2012a,b,c,d,e) .
In view of the above, the present aim here is to propose a L-comoment based coefficient L-α, and its estimator denoted asα L , as an alternative to conventional alphâ α C in (3). Empirical results associated with the simulation study herein indicate that α L can be substantially superior toα C in terms of relative bias and relative standard error when distributions are heavy-tailed and sample sizes are small.
The rest of the paper is organized as follows. In Section 2, summaries of univariate L-moments and L-comoments are first provided. Coefficient L-α (α L ) is then introduced and numerical examples are provided to illustrate the computation and sampling distribution associated withα L . In Section 3, a Monte Carlo study is carried out to evaluate the performance ofα C andα L . The results of the study are discussed in Section 4.
L-moments, L-comoments, and Coefficient L-α
The system of univariate L-moments (Hosking, 1990 (Hosking, , 1992 Hosking and Wallis, 1997) can be considered in terms of the expectations of linear combinations of order statistics associated with a random variable Y . Specifically, the first four L-moments are expressed as For example, the index of L-kurtosis (τ 4 ) has the boundary condition for continuous distributions of (5τ (Olkin and Yitzhuki, 1992; Serfling and Xiao, 2007) 
where F (·) denotes the cumulative distribution function (cdf). The second Lcomoment associated with Y j and Y k is
The ratio
is defined as the L-correlation of Y j with respect to Y k , which measures the monotonic relationship (not just linear) between the two variables (Headrick and Pant, 2012e) . The estimators of (4) and (5), based on the empirical cdfF (·), are U-statistics (Serfling, 1980; Serfling and Xiao, 2007) and their sampling distributions converge to a normal distribution when the sample size is sufficiently large.
In terms of coefficient L-α, an approach that can be taken to equate the conventional and L-moment (comoment) definitions of α is to express (2) as
where R > 1 is the common ratio between the main and off diagonal elements of the variance-covariance matrix i.e. R = σ 2 j /σ jj . As such, given a fixed value of R in (6) will allow us to define α in terms of the second L-moments and second L-comoments as
where R = λ 2(j) /λ 2(jj ) . Thus, the estimator of L-α is expressed aŝ
where 2(j) ( 2(jj ) ) denotes the sample estimate of the second L-moment (second L-comoment) in (4) and (5). An example demonstrating the computation ofα L is provided below in equation (9). The computed estimatorα L = 0.807 in (9) is based on the data in Table 1 and the second L-moment-comoment matrix in Table 2 . The corresponding conventional estimate for the data in Table 1 isα C = 0.798. Table 2 . Note thatF (·) denotes the empirical cdf. 
The estimatorα L in (8) and (9) is a ratio of the sums of U-statistics and thus a consistent estimator of α in (7) with a sampling distribution that converges, for large samples, to the normal distribution (e.g. Olkin and Yitzhuki, 1992; Schechtman and Yitzhaki, 1987; Serfling and Xiao, 2007) . For convenience to the reader, provided in Figure 1 is the sampling distribution ofα L that is approximately normal and based on α = 0.50, n = 100, 000, and a symmetric heavy-tailed distribution (kurtosis of 25, see Figure 2 ) that would be associated with t i in (1). 
Monte Carlo Simulation
An algorithm was written in MATLAB (Mathworks, 2010) to generate 25,000 independent sample estimates of conventional and L-comoment α. The estimatorsα C andα L were based on the specified (a) distributions depicted in Figures 2-4 for the true score t i in (1), (b) diagonal and off-diagonal values given in Tables 3 and 4 for σ 2 j , σ jj in (6) and for λ 2(j) , λ 2(jj ) in (7), (c) variance (σ 2 e ) values given in Tables 3 and  4 for the error term e ij in (1), (d) number of test items k = 4, 9, 10, and (e) sample sizes of n = 10, 20, 1000 for all scenarios considered.
More specifically, the true score t i in (1) We would point out that Distributions 1 and 2 were considered for the purpose of comparing and contrasting heavy-tailed distributions that were symmetric with those that were skewed. Further, these two non-normal distributions have also been used in several studies in the social and behavioral sciences (e.g. Berkovits et al., 2000; Enders, 2001; Harwell and Serlin, 1988; Sawilowsky, 1999, 2000; Olsson et al., 2003) .
The three distributions described above were generated for the Monte Carlo simulation study using the L-moment based power method transformation derived by Headrick (2011). Specifically, the true scores t i in (1) were generated using the following Fleishman (1978) type polynomial
where Z i ∼ iid N (0, 1). The shape of the distribution associated with the true scores t i in (10) is contingent on the values of the coefficients, which are computed based on Headrick's Equations (2.14)-(2.17) in Headrick (2011) as Reliability is α = 0.50, 0.714; Number of Items are k = 4, 10.
The three sets of coefficients for the distributions in 2). The solutions to the coefficients in (11) ensure that λ 1 = 0 and λ 2 = 1/ √ π, which are associated with the unit normal distribution. The values of α for both conventional and L-moment procedures were determined based on the three specified true score (t i ) distributions, main diagonal (σ 2 j , λ 2(j) ) to off-diagonal (σ jj , λ 2(jj ) ) ratios (R) as in (6) and (7), and the number of items (k). As such, and given a specified true score (t i ) distribution, the error variances (σ 2 e ) were subsequently determined so that the main diagonal and off-diagonal values in Table  3 and Table 4 yielded the appropriate ratios (R), i.e. R = 2 and R = 5, respectively. Thus, using (6) and (7) with R = 2 and k = 4 (k = 9) will yield α = 0.80 (α = 0.90) for all cases in Table 3 . Analogously, the ratio R = 5 and k = 4 (k = 10) will yield α = 0.50, (α = 5/7 = 0.714) for all cases in Table 4 . These four values of α represent commonly used references of various degrees of reliability i.e. 0.50 (poor); 5/7 = 0.714 (acceptable); 0.80 (good); and 0.90 (excellent).
For all cases in the simulation, the error term e ij in (1) was normally distributed with a mean of zero and the variance parameters (σ 2 e ) listed in Table 3 and Table  4 . We would note that it was required for the values of σ 2 e to differ for the conventional moment and L-comonent procedures when the true score t i followed the two non-normal distributions (i.e. Distributions 1 and 2) in order for the values of α to be the same for both procedures. This requirement was necessary because it has been demonstrated that the amount of bias associated with estimators of α depends on not only the distribution and sample size, but also the value of α being estimated (see Sheng and Sheng, 2012, Table 5 ).
The formulae used for computing the estimatorsα C andα L were computed using (3) and (8) and the empirical estimates of the cdfs in (4) and (5),F (·), as in Tables 1  and 2 . The estimators were both transformed to the form of an intraclass correlation (as the model in Eq. 1 assumes compound symmetry) Headrick, 2010, p.104) and were subsequently Fisher z transformed i.e. z ρ C,L . Bias-corrected accelerated bootstrapped average (mean) estimates, confidence intervals (C.I.s), and standard errors were subsequently obtained for z ρ C,L using 10,000 resamples. The bootstrap results associated with the means and C.I.s were then transformed back to their original metrics (i.e. the estimatorsα C andα L ). Further, percentages of relative bias (RBias) and relative standard error (RSE) were computed forα C,L as:
The results of the simulation are reported in Tables 5-7 and are discussed in the next section.
Discussion and Conclusion
One of the advantages that L-moment ratios have over conventional productmoment estimators is that they can be far less biased when sampling is from distributions with more severe departures from normality (Hosking and Wallis, 1997; Serfling and Xiao, 2007) . And, inspection of the simulation results in Table 5 and  Table 6 clearly indicates that this is the case. That is, the superiority that the Lcomoment based estimatorα L has over its corresponding conventional counterpart α C is obvious in the contexts of Distributions 1 and 2. For example, inspection of the first entry in Table 5 (α = 0.50, k = 4, n = 10) indicates that the estimatorα C associated with Distribution 1 was, on average, 88.32% of its associated population parameter whereas the estimatorα L was 96.94% of its parameter. Further, it is also evident thatα L is a more efficient estimator as its RSE is smaller than its corresponding conventional estimator. For example, in terms of Distribution 1, inspection of Table 5 (α = 0.50, k = 4, n = 10) indicates RSE measures of: RSE(α C ) = 0.5661% compared with RSE(α L ) = 0.4725%. This demonstrates thatα L has more precision because it has less variance around its estimate. Moreover, one should note thatα L orα C performs similarly in the two heavy-tailed distributions, namely, Distributions 1 and 2. This suggests that skewness does not affectα C orα L , which agrees with results from Headrick and Pant (2012e, see Remark 2) . In summary, the L-comoment basedα L is an attractive alternative to the traditional Cronbach alphaα C when distributions with heavy tails and small samples sizes are encountered. It is also worthy to point out thatα L had a slight advantage overα C when sampling was from normal populations (see Table 5 ; α = 0.50, k = 4, n = 10, 3-C, 3-L). When sample sizes were large the performance of the two estimatorsα C,L were similar (see Table 7 ; n = 1000). It is noted that the data in this study were generated assuming (essential) tau-equivalence (Lord and Novick, 1968) and uncorrelated error terms (Guttman, 1945; Novick and Lewis, 1967) . Thus, it would also be interesting to see the performance ofα L in comparison withα C in situations where one or both of these assumptions are violated.
