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1 Einleitung
Frustrierte Spinsysteme wurden in den letzten Jahren kontinuierlich erforscht, ange-
trieben durch die Rolle der Frustration, die unkonventionelle magnetische Ordnun-
gen oder sogar Störungen induziert [Sch09] . Insbesondere sind quasi eindimensionale
Spinsysteme, bestehend aus Kette, Leiter und mehr beteiligten magnetischen Struk-
turen ein aktives Forschungsgebiet, das auf einem ständigen Austausch zwischen
Materialsynthese, experimentellen Untersuchungen und theoretischen Vorhersagen
beruht.
Typischerweise, wenn diese Systeme einem Magnetfeld ausgesetzt werden, treten
unterschiedliche Verhaltensweisen auf, die von der Existenz von Magnetisierungs-
plateaus oder der Bose-Einstein-Kondensation von Magnonen bis zu der möglichen
Existenz des Spinäquivalents einer suprasoliden Phase reichen. Von besonderem In-
teresse sind quasi eindimensionale Systeme als Leitern und Röhren, da sie einen
interessanten und nicht trivialen Schritt von 1D zu 2D darstellen.
Als repräsentativ für geometrisch frustrierte homogene Spinketten kann man die
antiferromagnetische Spin-1/2-Zickzackkette betrachten, für die Verbindungen wie
CuGeO3 oder SrCuO2 ideale Beispiele sind [BR96,MK95]. Geometrisch frustrierte
Spinröhren sind Röhren mit einer ungeraden Anzahl von Beinen und nur benach-
bartem antiferromagnetischen Austausch.
Motiviert durch diese Erkenntnisse, behandeln wir in dieser Arbeit eine hexagonale
Spinröhre und untersuchen ihre magnetischen Eigenschaften sowie Auffälligkeiten.
Als Methode unserer Wahl, verwenden wir die Dichtematrix Renormierungsgrup-
pentheorie (DMRG), die uns erlaubt große Systeme mit großen Hilberträumen zu
untersuchen. Diese nummerische Methode basiert auf einer effizienten Trunkierung
des Hilbertraums und erlaubt uns Informationen über das Energiespektrum zu er-
halten, welche durch andere Methoden nicht zu erhalten sind [Whi92]. Obwohl die
DMRG Methode auf beliebige Spinsysteme angewendet werden kann, liefert diese
Methode die genauesten Ergebnisse für eindimensionale Modelle (Grundzustands-
eigenschaften). Durch ihre hohe Effizienz, ist diese Methode über Jahre zur Stan-
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dardtechnik geworden, um eindimensionale Modelle zu untersuchen. Immer mehr
wird dabei der Fokus auf magnetische Moleküle gesetzt. Da in den meisten Fällen
die Spins in magnetischen Molekülen nicht eindimensional angeordnet sind, besteht
eine weitere Herausforderung darin, das System in ein äquivalentes eindimensionales
Modell zu umschreiben [USL13]. Wir verwenden die DMRG um statische Eigenschaf-
ten von Hexagonalröhren zu erhalten. Daneben untersuchen wir auch eine alternie-
rende Heisenbergkette (S = 1, σ = 1/2) mit zusätzlicher isotroper Dreiteilchen-
Wechselwirkung. Die DMRG erlaubt uns dabei, einen tiefen Blick in das Energie-
spektrum zu werfen.
Diese Arbeit ist dabei wie folgt aufgebaut: In Kapitel zwei beschäftigen wir uns im
Detail mit der Dichtematrix Renormierungsgruppentheorie. Dabei geben wir einen
deatilierten Einblick in das mathematische Konzept und in die Implementierung,
die nötig ist, um diese Systeme zu untersuchen. In Kapitel 3 beschreiben wir un-
ser erstes Modell, die hexagonale Spinröhre. Hier untersuchen wir das System auf
seine magnetischen Eigenschaften und vergleichen dieses mit dem Modell des Drei-
eckgitters. Anschließend beschäftigen wir uns in Kapitel 4 mit der alternierenden
Heisenbergkette mit zusätzlicher isotroper Dreiteilchen-Wechselwirkung. Nach einer
detailierten Einführung in das Modell untersuchen wir dieses Modell ebenfalls auf
interessante magnetische Eigenschaften.
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2 Die Dichtematrix Renormierungsgruppen Theo-
rie (DMRG)
2.1 Einleitung
Dieses Kapitel soll dazu dienen, einen ersten Überblick in die Dichtematrix Renor-
mierungsgruppentheorie (DMRG) zu geben. Entwickelt wurde die DMRG Methode
im Jahre 1992 von S. White [Whi92] als eine Weiterentwicklung der Numerischen
Renormierungsgruppen Theorie (NRG) [Wil75, BCP08]. Bei der Dichtematrix Re-
normierungsgruppentheorie handelt es sich um eine äußerst effektive, nummerische
Methode für eindimensionale Quantensysteme. Seit ihrer Einführung durch White,
hat sich diese Methode zu einer häufig verbreiteten Methode für eindimensionale
Systeme entwickelt [Sch05,PWKH99].
Berechnungen zu Eigenschaften wie der Grundzustandsenergie, Grundzustands Er-
wartungswerten oder Energielücken in Quantengittermodellen (z.B. des Heisenberg
-Modell oder des Hubbard -Modell) erweisen sich durch die exponentiell wachsende
Dimension des zugrunde liegenden Hilbert-Raumes als schwierig. Für eine Spinket-
te beispielsweise, (mit offenen Randbedingungen) bestehend aus L Spins mit einer
individuellen Spinquantenzahl s und einer Kopplungskonstante die zu Eins gesetzt
wird, lautet der Hamiltonian
HKette =
L−1∑
i=1
s∼i · s∼i+1. (2.1)
Im weiteren Verlauf dieser Arbeit wird dieses Modell zur Veranschaulichung über
die Funktionsweise der DMRG genutzt. Die Dimension des Hilbertraumes beträgt
(2s + 1)L. Diese exponentielle Abhängigkeit von der Anzahl der Spins macht es
schwierig selbst kleine Modelle zu untersuchen [SS10]. Eine Lösung dieses Problems
können Monte Carlo Methoden sein. Diese leiden jedoch unter dem so genannten
negative-sign Problem für fermionische oder frustrierte Spinsysteme [TW05]. Eine
Lösung dieses Problems bieten hier die NRG und die DMRG Technik, denn diese
sind approximative numerische Methoden, die auf der Trunkierung des Hilbertrau-
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mes basieren und somit auf sehr große Systeme angewendet werden können.
Im folgendem Abschnitt werden einige Grundsätze der Basistrunkierung bei der
NRG- und DMRG-Technik erläutert und miteinander verglichen. In den Unterkapi-
teln 2.3 und 2.4 wird der DMRG Algorithmus und die Implementierung eingeführt.
In Abschnitt 2.5 werden die Matrixproduktzustände kurz erläutert. Abschnitt 2.6
befasst sich mit der Realisierung der DMRG Technik auf mehrdimensionale Spinsys-
teme. Im letzten Abschnitt werden die ersten Ergebnisse des DMRG Algorithmus
präsentiert.
2.2 Basistrunkierung
Die Dichtematrix Renormierungsgruppe basiert auf einem numerischen Verfahren,
welches auf einer Reduzierung des Hilbertraumes von Quantengittermodellen ba-
siert. Das Variationstheorem besagt, dass die Grundzustandsenergie, die in einem re-
duzierten Hilbertraum berechnet wird immer größer oder gleich der exakten Grund-
zustandsenergie ist [Bal98]. Das bedeutet, dass die untere berechnete Grundzustand-
senergie innerhalb des reduzierten Raumes die bessere Annäherung ist.
2.2.1 DMRG-Trunkierung
Angenommen, wir sind am Grundzustand eines Quantengittersystems interessiert,
in unserem Beispiel eine einfache Spinkette wie sie in (2.1) beschrieben wurde. Un-
terteilen wir nun unser System in zwei Untersysteme, die wir “Block A” und “Block
B” nennen. Für jeden dieser Blöcke existiert dann eine komplette Orthonormalbasis,
{|i〉} für Block “A” und {|j〉} für Block B (siehe Abb. 1). Die Dimension der Basis
der Blöcke bezeichnen wir mit DA bzw. DB.
Ein normierter Zustand |ψ〉 des kompletten System, auch “Superblock” genannt,
kann wie folgt erweitert werden:
|ψ〉 =
DA∑
i=1
DB∑
j=1
ψij |i〉 |j〉 ,
∑
i,j
|ψij|2 = 1. (2.2)
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Basis i Basis j
Abbildung 1: Unterteilung des Systems in zwei Blöcke. Die roten Kreise beschrieben
die Spins [Umm12].
Der Zustand |ψ〉 kann z.B. den Grundzustand des Systems beschreiben. Im folgenden
erläutern wir zunächst kurz das Konzept der reduzierten Dichtematrizen [BP02].
2.2.2 Reduzierte Dichtematrizen:
Teilt man ein System in zwei Blöcke A und B und das System befindet sich in einem
allgemeinen gemischten Zustand %, sind die reduzierten Dichtematrizen %A und %B
definiert als [BP02]
%A ≡ TrB % und %B ≡ TrA %, (2.3)
wobei TrB eine Spur über alle Basiszustände |j〉 von Block B beschreibt, z.B.
TrB{·} ≡ ∑j 〈j| · |j〉, und ebenfalls für TrA. Mit diesem Vorgang erhalten wir einen
Operator, der nur auf den Hilbertraum der Teilsysteme wirkt. %A und %B haben da-
bei beide die Standardeigenschaften einer Dichtematrix [Blu12]. Der Erwartungswert
eines Operators O∼ , der nur auf eines der beiden Teilsysteme wirkt, z.B. Teilsystem
A kann geschrieben werden als [BP02]
Tr{%O∼} = TrA{%AO∼}. (2.4)
Befindet sich unser System in einem reinen Zustand |ψ〉 = ∑i,j ψi,j |i, j〉 mit |i, j〉 ≡
|i〉 |j〉, so dass % = |ψ〉 〈ψ| = ∑i,i′,j,j′ ψi,jψi′,j′ |i, j〉 〈i′, j′|, dann können wir die redu-
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zierte Dichtematrix wie folgt schreiben:
%A = TrB{|ψ〉 〈ψ|} =
∑
i,i′,j
ψijψi′j |i〉 〈i′| ,
%B = TrA{|ψ〉 〈ψ|} =
∑
i,j,j′
ψijψi,j′ |j〉 〈j′| .
(2.5)
Beide Dichtematrizen haben hierbei von Null verschiedene Eigenwerte.
Die Aufgabe, die nun vor uns steht, ist eine Approximation für folgendes Problem
zu finden:
|ψ˜〉 =
m∑
a=1
DB∑
j=1
ψ˜aj |a〉 |j〉 (2.6)
mit |ψ〉 und m < DA für Block A. Vom Standpunkt der Mathematik ist eine Lösung
des folgenden Problems: Wir benötigen eine Transformation Uai zu orthonormalen
Zuständen
|a〉 = ∑
i
Uai |i〉 ≡
∑
i
〈i|a〉 |i〉 , 〈a|a′〉 = δaa′ (2.7)
und Koeffizienten ψ˜aj, so dass das Quadrat der Distanz
| |ψ〉 − |ψ˜〉 |2 (2.8)
minimal wird. Einsetzen von (2.2), (2.6) und (2.7) liefert
| |ψ〉 − |ψ˜〉 |2 = 1 +∑
a,j
ψ˜2aj − 2
∑
a,i,j
ψ˜ajUaiψij. (2.9)
Minimierung dieses Ausdruckes im Bezug auf ψ˜aj führt zu der Bedingung ψ˜aj =∑
i Uaiψij, so dass
| |ψ〉 − |ψ˜〉 |2 = 1−∑
a,j
ψ˜2aj. (2.10)
Das Minimum dieses Ausdrucks zu finden ist äquivalent zur Berechnung des Maxi-
mums von
∑
a,j
ψ˜2aj =
∑
a,i,i′,j
UaiUai′ψijψi′j′ ≡
∑
a,i,i′
UaiUai′(%A)ii′ , (2.11)
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wobei (%A)ii′ die Matrixelemente der reduzierten Dichtematrix von Block A in der
Basis {|i〉} beschreibt. Die Eigenwerte wA von %A haben nun die Eigenschaften 0 ≤
wa ≤ 1 und ∑DAa=1wa = 1. Umschreiben dieser Gleichung unter Zuhilfenahme von
Uai = 〈i|a〉 liefert
∑
a,j
ψ˜2aj =
m∑
a=1
〈a|%A|a〉 . (2.12)
Dieser Ausdruck wird maximal, wenn wir |a〉 als die Eigenvektoren von %A mit den
größten Eigenwerten wählen [Sch05,Whi93]. Wenn wir also nur m Basiszustände für
Block A behalten möchten, ist | |ψ〉 − |ψ˜〉 |2 minimal und damit unsere Wellenfunk-
tionsapproximation optimal, wenn wir wie folgt nähern:
|ψ〉 =
DA∑
i=1
DB∑
j=1
ψij |i〉 |j〉 (2.13)
durch
|ψ˜〉 =
m∑
a=1
DB∑
j=1
ψ˜aj |a〉 |j〉 , (2.14)
mit ψ˜aj =
∑
i 〈i|a〉ψij und |a〉 den m Eigenvektoren von %A mit den größten Eigen-
werten wa. Der Fehler dieser Annäherung beträgt
| |ψ〉 − |ψ˜〉 |2 = 1−
m∑
a=1
wa ≡ ∆w. (2.15)
∆w ist hierbei das “trunkierte Gewicht” [Sch05] und bezeichnet ein Maß für den
Fehler der Trunkierung. Bei vielen Systemen ist der Fehler der Energie pro Spin
in einer trunkierten Basis, unter der Verwendung der DMRG, in etwa proportional
zum trunkierten Gewicht [Sch05,LF96]. Unter Verwendung der Schmidt-Zerlegung
[BP02,NC10,BB06] führt dies zu einer direkten Herleitung des optimalen Trunkie-
rungsverfahrens. Beginnen wir ausgehend von (2.2) führt die Einzelwertzerlegung
der Matrix ψij zur Schmidt-Zerlegung von ψ [Sch05,BP02,NC10]:
|ψ〉 =
DSchmidt∑
α=1
√
wα |αA〉 |αB〉 , (2.16)
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mit |αA〉 und |αB〉 den Eigenvektoren der reduzierten Dichtematrix von Block A
bzw. Block B und wa den Eigenwerten, z.B.,
%A =
DSchmidt∑
α=1
wα |αA〉 〈αA| , %B =
DSchmidt∑
α=1
wα |αB〉 〈αB| , (2.17)
mit DSchmidt ≤ min(DA, DB). Beide reduzierten Dichtematrizen haben jetzt die glei-
chen Eigenwerte (6= 0). Da 0 ≤ √wα ≤ 1, tragen nur die Eigenvektoren der re-
duzierten Dichtematrix mit ihren größten Eigenwerten der Blockbasiszustände zum
Zustand |ψ〉 bei. Die Schmidt-Zerlegung gibt weiterhin den Grad der Verschränkung
zwischen den beiden Blöcken für den Zustand |ψ〉 an. Die von Neumann Entropie
der reduzierten Dichtematrizen kann als Maß für die Verschränkung genutzt wer-
den [BDSW96]:
SvN = −
∑
α
wα ln(wα). (2.18)
Befindet sich der Superblock in einem Produktzustand ist, ist nur einer der Eigen-
werte der reduzierten Dichtematrix von Null verschieden und die Verschränkung
verschwindet. Wenn alle Eigenwerte der reduzierten Dichtematrix den selben Wert
haben, ist die Verschränkung maximal [BP02]. Die maximale Anzahl an Verschrän-
kungen zwischen den Blöcken [Sch05] erhalten wir, wenn wir die m Eigenvektoren
mit den größten Eigenwerten behalten. Die trunkierte Entropie kann als
∆S = −
DSchmidt∑
α=m+1
wα ln(wα), (2.19)
definiert werden und ist ein Maß für die Genauigkeit unserer Berechnung [SS07,
LNST08,Küc09]. Eine Reduktion aufm normierte Dichtematrix Eigenvektoren führt
zu einem Zustand |ψ˜〉 der nicht normiert ist, da∑a,j ψ˜2aj = 1−∆w. Da jedoch ∆w 
1 gilt, ist die Abschätzung des Fehlers in (2.15) noch immer für den normierten
Zustand geeignet.
|φ〉 ≡ 1√
1−∆w |ψ˜〉 =
m∑
α=1
√
wα√
1−∆w |αA〉 |αB〉 (2.20)
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Eine explizite Rechnung zeigt:
| |ψ〉 − |φ〉 |2 =
m∑
α=1
(√
wα −
√
wα√
1−∆w
)2
+
DSchmidt∑
α=m+1
wα
1−∆w
= 2−∆w − 2√1−∆w + ∆w1−∆w.
(2.21)
Unter Ausnutzung von
√
1−∆w = 1 − ∆w/2 und ∆w/(1 − ∆w) ≈ ∆w, erhalten
wir
| |ψ〉 − |φ〉 |2 = | |ψ〉 − 1√
1−∆w |ψ˜〉 |
2 ≈ ∆w, (2.22)
welches für kleine ∆w gilt. ∆w ist hierbei in unseren Berechnungen kleiner als 10−4.
Anwendungstechnisch nutzt man trunkierte Basen für beide Blöcke. Dies führt zu
dem so genannten “enviromental error” [Sch05, LF96]. Dieser Fehler kann jedoch
durch den Einsatz des Finite-Size-Algorithmus mit seinen “Sweeps”(s. nächstes Ka-
pitel) minimiert werden. Bevor wir nun den DMRG-Algorithmus beschreiben, führen
wir nun zunächst aber den Begriff der “Zielzustände” ein.
2.2.3 Zielzustände
Die Zustände, die es zu approximieren gilt, werden Zielzustände genannt. Ein Bei-
spiel hierfür ist z.B. der Grundzustand oder der niedrigste Energieeigenzustand.
Hierbei muss der Zielzustand kein Energieeigenzustand sein. Es ist möglich mehr als
einen Zielzustand zur selben Zeit zu haben. In diesem Fall gibt es zwei Möglichkeiten
die reduzierten Dichtematrizen aufzubauen. (mit |ψK〉 den Zielzuständen):
• Man könnte die reduzierten Dichtematrizen einzeln für den individuellen Ziel-
zustand aufbauen und diagonalisieren und dann mehrere Eigenzustände der
einzelnen Dichtematrizen als neue Basiszustände wählen [Jec02].
• Man könnte eine gewichtete Dichtematrix bauen
% =
∑
k
pk |ψk〉 〈ψk| ,
∑
k
pk = 1, (2.23)
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welche zur Berechnung der reduzierten Dichtematrizen (2.5) verwendet wird.
Anschließend werden die m Eigenvektoren der reduzierten Dichtematrizen mit
den größten Eigenwerten gewählt [Whi93]. Diese Zustände |ψk〉 müssen nicht
orthogonal sein [Blu12].
In unserer Implementierung verwenden wir den zweiten Ansatz. Die Gewichte werden
identisch gewählt, wenn |ψk〉 Energieeigenzustände sind.
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2.3 DMRG-Algorithmus
Der DMRG-Algorithmus läuft in zwei unterschiedlichen Schritten ab: Die “Aufwärm-
phase”, auch “infinite-system algorithm” genannt, und dem so genannten “finite-
system” Algorithmus [Whi93]. Beginnend in der Aufwärmphase wird das System
(z.B. der Superblock) stetig vergrößert, bis die gewünschte Systemgröße erreicht ist.
Danach beginnt der finite-system Algorithmus. Während dieses Algorithmus wird
die Systemgröße konstant gehalten und die Basis eines Blockes optimiert.
2.3.1 Infinte-system Algorithmus
Der infinite-system Algorithmus besteht aus folgenden Schritten, die so lange wie-
derholt werden bis das gewünschte System der Länge L erreicht wird [Whi93].
1. Beginne mit kleinen Blöcken A und B, jeder bestehend aus nur einer Seite.
Die Hamiltonians werden mit HA und HB dargestellt (mit der Blocklänge
lA = lB = 1).
2. Vergrößere beide Blöcke um jeweils eine Stelle. Für die Spinkette mit offe-
nen Randbedingungen, benötigt dieser Schritt die Berechnung HneuA = HaltA +
szlAs
z
lA+1
+ 12s
+
lA
s−lA +
1
2s
−
lA
s+lA+1, und in der selben Weise für H
neu
B .
3. Baue den Superblock, bestehend aus den erweiterten Blöcken A und B und
berechne die Zielzustände und die Erwartungswerte in der Superblock-Basis.
4. Konstruiere und diagonalisiere die reduzierten Dichtematrizen für Block “A”
und “B” unter der Verwendung der im vorherigen Schritt erhaltenen Zustände.
5. Wenn nötig, trunkiere beide Basen auf m Zustände und transformiere die
Block-Hamiltonians sowie die Blockoperatoren unter Verwendung der m Dich-
tematrix Eigenvektoren mit der größten Gewichtung als neue Basiszustände.
6. Gehe zu Schritt 2.
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Der infinite-system Algorithmus ist in Abb. 2 dargestellt. Eine detailliertere Dar-
stellung einer einzelnen Iteration ist in Abb. 3 skizziert. Es ist wichtig anzumerken,
dass beide Blockbasen unvollständig sind. Dies bedeutet, dass der Trunkierungs-
fehler (gemessen am trunkierten Gewicht ∆w) der einzige Fehler ist. Es gibt noch
einen zusätzlichen “enviromental error” Fehler der nicht vom trunkierten Gewicht
∆w erfasst wird [Sch05,LF96].
Abbildung 2: Schematische Darstellung des infinite system Algorithmus: Zwei exakte
Stellen (rote Kreise) werden dem existierenden Block bei jedem Schritt hinzugefügt.
Danach sind beide Blockbasen trunkiert. Die blauen Kreise repräsentieren Stellen,
die bereits in den Blöcken enthalten sind.
2 DIE DICHTEMATRIX RENORMIERUNGSGRUPPEN THEORIE 19
Abbildung 3: Detaillierte grafische Darstellung einer einzelnen Iteration im infinite-
system Algorithmus: Die Blöcke A und B (jeweils mit m Basiszuständen) werden
beide um eine Stelle vergrößert. Die erweiterten Blöcke bilden dann den Superblock.
Die Zustände die von Interesse sind werden berechnet. Anschließend werden die re-
duzierten Dichtematrizen berechnet. Beide Blöcke werden wieder zu m Zuständen
trunkiert. Die resultierenden Blöcke werden dann für die nächste Iteration verwen-
det.
2.3.2 Finite-system Algorithmus
Der “environmental error” kann durch die Durchführung von so genannten “sweeps”
reduziert werden. Dabei wird ebenfalls die Blockbasis optimiert [Whi93]. Die Sys-
temgröße beim finite-system Algorithmus wird, anders als beim infinite-system Algo-
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rithmus, beibehalten. Wiederum sind zwei Stellen des Systems exakt dargestellt. Be-
vor der finite-system Algorithmus gestartet wird, wird zunächst der infinite-system
Algorithmus so lange wiederholt bis die gewünschte Systemlänge erreicht ist. Die
Darstellungen von Block A und Block B müssen dabei für jede Blockgröße gespei-
chert werden. Die folgenden Schritte für den finite-system Algorithmus müssen so
lange wiederholt werden, bis Konvergenz für die gesuchten Größen auftritt:
1. Block A wird um eine Stelle vergrößert, so dass die Systemgröße lA zu lA + 1
ansteigt. Ein zuvor gespeicherter Block B mit der richtigen Anzahl an Stellen
wird aus dem Speicher geholt und ebenfalls um eine Stelle erweitert. Unter
“richtige” Anzahl an Stellen versteht man, dass die Gesamtzahl an Stellen,
lA + lB + 2, gleich der vordefinierten Systemgröße L ist.
2. Bilde den Superblock, bestehend aus den erweiterten Blöcken A und B. An-
schließend werden die gewünschten Erwartungswerte (z.B. die Grundzustand-
senergie) berechnet.
3. Erstelle und diagonalisiere die reduzierte Dichtematrix für Block A unter Ver-
wendung der Zustände aus dem vorangegangenen Schritt.
4. Trunkiere die Basis von Block A und konstruiere den Block-Hamiltonian sowie
die Blockoperatoren durch Ausnutzung der m Dichtematrix Eigenvektoren mit
ihrem größten Gewicht. Speicher den Block. Wenn Block A nun weniger als
L−2 Stellen enthält, kehre zu Schritt 1 zurück. Andererseits fahre mit Schritt
5 fort.
5. Wiederhole die Schritte 1-4 mit vertauschten Rollen für Block A und B. Wenn
Block B seine maximale Größe erreicht hat, wiederhole die Schritte 1-4 mit
dem erneuten Anwachsen von Block A, so lange bis die Blöcke A und B die
gleiche Größe haben. Nun wurde ein kompletter “sweep” durchgeführt. Für
den nächsten sweep, starte wieder bei Schritt 1.
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Einen kompletter sweep ist in Abb. 4 skizziert. Hierbei wurde das so genannte “two-
side” Schema vorgestellt, d.h. das zwei Stellen exakt dargestellt werden bevor die
Zustände des Superblocks berechnet werden. In unserer Implementierung, wählen
wir die minimale Blockgröße derart, dass die Hilbertraum Dimension dieses mini-
malen Blocks so groß wie möglich ist, mit der Einschränkung kleiner als der m-Wert
zu sein, der für den Aufwärmsweep genutzt wird. Man sucht daher das größte lmin,
so dass (2s + 1)lmin ≤ m weiterhin aufrecht erhalten wird. Auf diese Weise kann
Rechenzeit eingespart werden. Wie bereits zuvor beschrieben, verläuft der Fehler
der Grundzustandsenergie oft linear zum trunkierten Gewicht, so dass eine Extra-
polation zu ∆w → 0 (oder m → ∞) möglich ist. Jedoch ist für Systeme mit lang-
reichweitigen Wechselwirkungen oder variierenden Kopplungsstärken das trunkierte
Gewicht positionsabhängig, d.h. es hängt von der Positionierung der exakten Stel-
len ab. Ein Lösungsvorschlag wäre über die trunkierten Gewichte eines gesamten
sweeps zu summieren um einen von der aktuellen Position unabhängigen Wert zu
erhalten [McC02].
2.4 Implementierung und technische Details
In diesem Kapitel werden einige technischen Details des Algorithmus und einige Tei-
le der DMRG Implementierung beschrieben, die für diese Arbeit wichtig sind. Die
Implementierung wurde in C++ durchgeführt [Str]. Der Begriff der Blöcke, Plätze
und der Begriff des Superblocks ist ein wichtiger Teil der DMRG Technik. Ein Block
ist eine Sammlung von Matrizen und wird durch eine Klasse in C++ dargestellt. Ge-
speichert werden die Blockhamiltonian Darstellung und die Darstellung der szi und
s+i für alle Positionen, die im Block enthalten sind. Die Darstellungen der Matrizen
für szi und s+i werden für die Konstruktion der vergrößerten Blöcke und des Su-
perblocks benötigt. Um eine Sz Symmetrie auszunutzen, müssen die Matrizen eine
besondere Form haben, diese wird später noch diskutiert. Die Block-Klasse liefert
uns einige sinnvolle Funktionen, die uns erlauben eine Position zum Block hinzuzu-
fügen. Des weiteren, wenn andere Observablen außer der totalen Energie berechnet
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Abbildung 4: Schematische Darstellung eines kompletten Sweeps im finite-system
Algorithmus. in jeder Superblockkonfiguration sind zwei Stellen exakt dargestellt
(rote Kreise). Ein Block wird aus dem vorhergehenden Schritt genommen, während
der andere aus dem Speicher verwendet wird. Die Trunkierung wird nur auf einen
Block angewendet.
2 DIE DICHTEMATRIX RENORMIERUNGSGRUPPEN THEORIE 23
werden sollen, müssen die zugehörigen Operatordarstellungen ebenfalls gespeichert
werden. Ein Superblock besteht aus Blöcken und die zugehörigen darstellenden Klas-
sen bieten die Funktionen für die Berechnung von Zuständen und der reduzierten
Dichtematrix.
2.4.1 Operatoren, Zustände und Quantenzahlen
Für das isotrope Heisenberg-Modell kommutiert Sz = ∑Li=1 szi mit dem Hamiltoni-
an. Dies bedeutet, dass alle Eigenzustände des Heisenberg-Hamiltonians nach der
magnetischen Quantenzahl M gekennzeichnet werden können. Der Hamiltonian des
kompletten Systems, sowie die “Block-Hamiltonians” und die Operatoren szi , s
+/−
i
weisen jetzt eine Blockstruktur auf (s. Abb. 5). Unter Ausnutzung dieser Symme-
trie führt dies zu einer starken Verringerung unseres Speicherbedarfs und zu einer
Beschleunigung der Rechnung. Deweiteren können zusätzlich direkt die Energie-
Eigenzustände in Sz Unterräumen berechnet werden. Die M Quantenzahl eines
Blockzustands |a〉 wird mit M(a) bezeichnet. Danach sind der Block-Hamiltonian
HA und die szi Operatoren für alle Plätze Block-Diagonal, d.h. 〈a|Ha|a′〉 = 0 und
〈a|szi |a′〉 = 0 für M(a) 6= M(a′). Da s−i = (s+i )†, besteht somit keine Notwendigkeit
die s−i Operator-Darstellungen zu speichern. Für die s+i Operatoren haben wir die
Auswahlregel 〈a|s+i |a′〉 = 0 für M(a) 6= M(a′)− 1, welche zu einer nicht-diagonalen
Blockstruktur führt (falls die Basis Zustände entsprechend ihren M Quantenzahlen
geordnet werden). Die gleichen Überlegungen gelten natürlich auf für Block B.
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Abbildung 5: Schematische Darstellung der Blockstruktur der Operator Darstel-
lungen.Untermatrizen die von null verschiedene Elemente enthalten sind blau
dargestellt. Links: Block-Diagonal Struktur (szi , HA/B und %A/B) Rechts: Nicht-
Diagonalstruktur mit den von Null verschiedenen Untermatrizen unter der Haupt-
diagonalen (s+i ). Die WerteMi bezeichnen dieM Quantenzahlen der Sz Unterräume
und sind so geordent, dass Mi < Mi+1.
Das Anfügen einer Position zum Block führt folglich zu einer Vergrößerung von
dessen Basis. Die Blockstruktur, wie oben erwähnt, besteht aber weiterhin für die
vergrößerten Blöcke, wenn die Basiszustände richtig geordnet sind. Die Zuführung
eines Platzes mit der Basis {|α〉} zum Block A mit der Basis {|a〉} liefert uns die
Produktbasis {|a〉 |α〉} für den erweiterten Block. DaM additiv ist, hat der Zustand
|a〉 |α〉 die Quantenzahl M(a) + M(α). Wenn ein Superblockzustand (zwei Blöcke
mit zwei Stellen)
|ψ〉 = ∑
a,α,b,β
ψa,α,b,β |a〉 |α〉 |b〉 |β〉 ≡
∑
i,j
ψij |i〉 |j〉 (|i〉 ≡ |a〉 |α〉 , |j〉 ≡ |b〉 |β〉)
(2.24)
ein Sz Eigenzustand mit der magnetischen Quantenzahl M0 ist, dann besitzt dieser
Zustand eine Blockstruktur, da ψa,α,b,β = 0 für M(a) +M(α) +M(b) +M(β) 6= M0
(oder ψij = 0 fürM(i)+M(j) 6= M0). Die reduzierten Dichtematrizen, unter Verwen-
dung dieses Zustands, besitzen ebenfalls eine Blockstruktur. Die reduzierte Dichte-
matrix für Block A ist definiert als %ii′ =
∑
j ψijψi′j. Von Null verschiedene Einträge
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können nur auftreten, wenn M(i) + M(j) = M0 ist und M(i′) + M(j) = M0. Eine
Kombination dieser Bedningungen führt zu M(i) = M(i′). Daher sind die reduzier-
ten Dichtematrizen auch Blockdiagonal, solang die vergrößerten Basen sortiert sind,
so dass M(i) ≤M(i+ 1) oder M(i) ≥M(i+ 1).
Operatoren, Zustände und die reduzierten Dichtematrizen können effizient durch
“Sparse Block-Matrizen” dargestellt werden. Hierfür speichert man nur die Unter-
matrizen für die die entsprechenden Auswahlregeln erfüllt sind (s. Abb. 5).
2.4.2 Detailierte Beschreibung der grundlegenden DMRG-Schritte
Die wichtigsten Schritte die für den Ablauf des DMRG-Algorithmus sind:
1. Anfügen einer Position zum Block,
2. Aufbauen des Superblocks,
3. Berechnung der Zielzustände,
4. Trunkierung der Basis, d.h. Transformation der Operatoren nach T †OT , wobei
T durch eine Rechtecksmatrix mdS ×m dargestellt wird.
1            ...               lA L- lB +1 ... L
lA +1 L- lB
Abbildung 6: Nummerierung der Positionen im Superblock. Für den finite-system
Algorithmus erhalten wir lA + lB + 2 = L, so dass L − lB = lA + 2. Andererseits
wächst das System von beiden Enden und die Blöcke bleiben in der “Aufwärmphase”
verbunden.
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Die eben aufgeführten Schritte werden nun im Detail beschrieben:
1. Die Länge der Blöcke bezeichnen wir wieder vor der Addition einer Positi-
on weiterhin als lA bzw. lB. Die Operatoren hierzu lauten szlA+1(s
z
L−lB und
s+lA+1(s
+
L−lB) und die Basiszustände werden beschrieben als |α〉 (|β〉. Die Basis-
zustände des erweiterten Blocks A können geschrieben werden als |i〉 ≡ |a〉 |α〉.
Wir wählen i(a, α), so dass die Zustände |i〉 nach der magnetischen Quanten-
zahl mit M(i) ≤M(i+ 1) ∀i geordnet sind. Die Basiszustände des erweiterten
Blocks B sind ebenfalls geordnet und können und können als |j〉 ≡ |β〉 |b〉
geschrieben werden. Unter Verwendung der Basistransformation i(a, α) und
j(β, b), können alle Operatordarstellungen auf die vergrößerten Basen trans-
formiert werden, d.h. Oaa′ → Oaa′δαα′ → Oii′ für einen Blockoperator und
Oαα′ → δaa′Oαα′ → Oii′ für einen Positionsoperator (i′ ≡ i(a′, α′)). Die Hamil-
tonians der vergrößerten Blöcke können nun wie folgt berechnet werden:
(HneuA )i(a,α)i(a′,α′) = (HaltA )aa′δαα′ + (szlA)aa′(s
z
lA+1)αα′
+ 12(s
+
lA
)aa′(s−lA+1)αα′ +
1
2(s
−
lA
)aa′(s+lA+1)αα′
(2.25)
und
(HneuB )j(β,b)j(β′,b′) = δββ′(HaltB )bb′ + (szL−lB)ββ′(s
z
L−lB+1)bb′
+ 12(s
+
L−lB)ββ′(s
−
L−lB+1)bb′ +
1
2(s
−
L−lB)ββ′(s
+
L−lB+1)bb′
(2.26)
Für Systeme mit Langreichweitenwechselwirkung würden hierbei mehr Terme
auftreten.
2. Der Superblock Hamiltonian wird nicht explizit konstruiert. Die Matrixele-
mente des Superblock Hamiltoninans mit J = 1 können dargestellt werden
als
(Hsuper)ii′jj′ = (Hneu)ii′δjj′ + δii′(HneuB )jj′ + (szlA+a)ii′(s
z
L−lB)jj′
+ 12(s
+
lA+1)ii′(s
−
L−lB)jj′ +
1
2(s
−
lA+1)ii′(s
+
L−lB)jj′
(2.27)
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Hier bezeichnet lA + 1 den Index der zugefügten Seite zu Block A, und L− lB
beschreibt den Index der zu Seite B hinzugefügt wurde, Abb. 6. Auch hier
ist die Verallgemeinerung auf Systeme mit weitreichenden Wechselwirkungen
ebenfalls problemlos möglich.
3. Der Lanczos Algorithmus [Saa03] wird jetzt benötigt um den Grundzustand
und die untersten angeregten Zustände zu berechnen. Der Lanczos Algorith-
mus braucht, neben einigen einfachen Vektoroperationen, die Operation |φ〉 =
H |ψ〉 für die Berechnung dieser Zustände. Der detaillierte Algorithmus ist im
nächsten Unterkapitel beschrieben.
4. Die reduzierten Dichtematrizen für die beiden Blöcke sind wie folgt definiert
(%A)ii′ =
∑
j
ψijψi′j
(%B)jj′ =
∑
i
ψijψij′ ,
(2.28)
wobei |ψ〉 den Zielzustand beschreibt. Es kann hierbei mehr als einen Zielzu-
stand geben. Dann berechnen sich die Dichtematrizen nach (2.23). Es handelt
sich dabei um einfache Matrix-Matrix Produkte:
%A = ψψT ,
%B = ψTψ.
(2.29)
Die Untermatrizen der Dichtematrizen werden unter Benutzung der LAPACK
Rountinen diagonalisiert [ABB+99], so dass % |a˜〉 = wa˜ |a˜〉 und %B |b˜〉 = wb˜ |b˜〉.
Die Eigenwerte sind dann so geordnet, dass wa˜ ≥ wa˜+1 und wb˜ ≥ wb˜+1. Die
Transformationsmatrizen der Basistrunkierung von Block A und B haben die
Elemente
TAia˜ = 〈i|a˜〉 und TBjb = 〈j|b˜〉 , (2.30)
mit 1 ≤ a˜ ≤ m und 1 ≤ b˜ ≤ m, d.h. die m Eigenvektoren der reduzierten Dich-
tematrizen mit den größten Eigenwerten stehen in den Spalten der mdS ×m
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Transformationsmatrizen. Die Block Hamiltonians und die Blockoperatoren
mit den trunkierten Basen werden wieder nach O := T TOT transformiert.
dabei ist darauf zu achten, dass die Operationen in dem Sinne vollzogen wer-
den, dass die Blockstrukturen erhalten bleiben, und die Listen mit den M
Quantenzahlen dementsprechend aktualisiert werden.
2.4.3 Superblock Diagonalisierung
Der Lanczos Algorithmus [Saa03] wird für die Berechnung des Grundzustandes und
der niedrig liegenden angeregten Zustände (und deren entsprechenden Eigenwer-
ten) verwendet. Das Lanczos Verfahren ist ein effektives nummerisches Verfahren
zur Berechnung von extremalen Eigenwerten und der entsprechenden Eigenvektoren
einer Matrix, beispielsweise die Darstellung eines Hamiltonians H. Beginnend mit
einem Startvektor |φ0〉, generiert der Lanczos Algorithmus einen Krylov Unterraum
Ki(H, |φ0〉) ≡ span{|φ0〉 , H |φ0〉 , H2 |φ0〉 , H3 |φ0〉 , ..., H i−1 |φ0〉}. In diesem Unter-
raum ist H durch eine i× i dargestellt, die auch Lanczos Matrix genannt wird. Die
extremalen Eigenwerte dieser Matrix sind Näherungen der extremalen Eigenwerte
von H. Diese Näherungen sind schon sehr gut für einen Wert von i der viel kleiner
ist als die Dimension des darunter liegenden Hilbertraums.
Im Lanczos Verfahren behält man ebenso die Vektoren aus den vorherigen Schrit-
ten. Dies führt zu einer viel schnelleren Konvergenz des Lanczos Algorithmus. Der
Lanczos Algorithmus ist sehr einfach zu implementieren, da die orthonormierten Ba-
sisvektoren des Krylov Unterraums mit einer einfachen Drei-Term-Rekursion erzeugt
werden können, so dass nur drei Zustände gespeichert werden müssen [Saa03]:
βi+1 |φi+1〉 = H |φi〉 − αi |φi〉 − βi |φi−1〉 , αi = 〈φi|H|φi〉 . (2.31)
Darüber hinaus ist die durch dieses Verfahren erzeugte Matrix (die “Lanczos Matrix”
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Li) tridiagonal:
Li =

α0 β1 0 . . . 0
β1 α1 β2
0 β2 α2
. . .
... . . . . . . βi−2
βi−2 αi−2 βi−1
0 βi−1 αi−1

. (2.32)
Unsere Implementierung des Algorithmus funktioniert nach [Saa03], beginnend mit
einem normierten Startvektor |φ0〉 und i = 0(|φ−1〉 ≡ 0, β0 ≡ 0). Die folgenden
Schritte werden durchgeführt, bis Konvergenz erreicht ist:
1. |φ˜i〉 = H |φi〉 − βi |φi−1〉.
2. αi = 〈φ˜i|φi〉. Die tridiagonale Lanczos Matrix Li (s. 2.32) wird aktualisiert und
diagonalisiert. Wenn |ELanczosi −ELanczosi−1 | < 1 erreicht wird, wird das Verfahren
gestoppt. ELanczosi ist der kleinste Eigenwert der Lanczos Matrix Li.
3. |φ˜i〉 := |φ˜i〉 − αi |φi〉 und darüber hinaus Reorthogonalisation gegen zuvor
berechnete Lanczos Vektoren und anderen Vektoren, falls erforderlich.
4. βi+1 =
√
〈φ˜i|φ˜i〉. Wenn |βi+1| < 2 erreicht, dann wird angehalten.
5. |φi+1〉 = 1βi+1 |φ˜i〉.
6. i := i+ 1 und gehe zu Schritt 1.
Wir speichern alle unsere zuvor berechneten Lanczos Vektoren in unserer Imple-
mentierung. Dies dient einer einfacheren Konstruktion der Eigenzustände von H.
Speichert man zu wenige Vektoren so kann es vorkommen, dass ein zweiter Durch-
lauf gestartet werden muss [Mal03]. Die Rekursionsrelation aus (2.31) führt nur in
exakter Berechnung zu orthogonalen Zuständen. Auf einem Computer, können die
meisten reellen Zahlen nicht genau dargestellt werden. Dies führt zu einem Ver-
lust der Orthogonalität der Lanczos Vektoren nach einigen Iterationen [Par80]. Wir
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orthogonalisieren nach einigen Iterationen (in der Regel 10) die neu geschaffenen
Lanczos Vektoren gegen alle zuvor erstellten. Hat man eine gute Idee für die Wahl
eines Startvektors |φ0〉, wie es der Fall für den finite-system DMRG Algorithmus
ist, benötigt man oft weniger als 10 Iterationsschritte für den Lanczos Algorith-
mus um konvergierte Ergebnisse zu erhalten. Wenn man keine gute Vermutung an-
stellt, ist es zweckmäßig, einen normierten Startvektor mit zufälligen Einträgen zu
verwenden [Par80]. Mit einem Zufallsvektor als Anfangszustand sind in der Regel
O(100) Lanczos Iterationen erforderlich um konvergierte Ergebnisse zu erhalten. In
der oben dargestellten Form, ist es nicht möglich, entartete Eigenzustände von H
zu lösen [San11]. Wir verwenden folgenden Ansatz um dieses Problem zu umge-
hen [San11]: Zunächst berechnen wir den Grundzustand von H. Für die Berechnung
des nächsten Zustands starten wir erneut den Lanczos Algorithmus und orthogona-
lisieren explizit den Startvektor gegenüber dem zuvor berechneten Grundzustand.
Zusätzlich, wird in jeder Iteration ausdrücklich der aktuelle Lanczos-Vektor gegen-
über dem Grundzustand orthogonalisiert. Zur Berechnung eines dritten Zustandes,
gehen wir ähnlich wie zuvor vor und orthogonalisieren gegenüber den zuvor be-
rechneten Eigenzuständen. So ist es leicht möglich, Eigenzustände von entarteten
Eigenwerten mit Hilfe des Lanczos-Algorithmus zu berechnen.
Neben einfachen Vektor-Operationen benötigt der Lanczos Algorithmus nur die An-
wendung vonH auf einen Zustand. Für den DMRG Algorithmus hat das den Vorteil,
dass der Superblock Hamiltonian Hsuper nicht explizit als Matrix aufgebaut werden
muss. Stattdessen, kann das Matrix-Vektor-Produkt zurückgeführt werden auf ein
einfaches Matrix-Matrix-Produkt [HJFW04]. Wir gehen von der Form des Super-
block Hamiltonian aus (2.27) aus. Die Struktur des Superblock Hamiltonian ist:
Hsuper =
∑
k
AkBk, (2.33)
wobei Ak die Operatoren beschreibt, die auf Block A wirken und dementsprechend
Bk auf B. Das Produkt von Hsuper mit dem Zustand |ψ〉 kann geschrieben werden
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als
ψ′ij ≡ 〈i, j|Hsuper|ψ〉 =
∑
k
∑
i′j′
(Ak)ii′(Bk)jj′ψi′j′ . (2.34)
|i〉 beschreibt die Basiszustände des linken Blocks und |j〉 die des rechten Blocks.
Die Ausdrücke ∑i′,j′(Ak)ii′(Bk)jj′ψi′j′ sind Matrix-Matrix-Produkte [HJFW04]:
ψ′ =
∑
k
Ak(ψBTk ), (2.35)
wobei ψ′ und ψ die Darstellungen von Zustandsvektoren in der Superblockbasis be-
schreiben. Daher kann das Produkt aus dem Superblock mit einem Superblock Zu-
stand zurück in Matrix-Matrix Produkten mit einem Kostenaufwand von O(m3d3S)
geführt werden. Die Berechnung des Eigenzustandes kann sehr aufwendig und zei-
tintensiv, so dass die nummerische Komplexität ebenfalls mit O(m3d3S) angegeben
werden kann. Die Umformulierung der Operation Hsuper |ψ〉, wie oben beschrieben,
wird durch die Verwendung der BLAS Bibliothek ermöglicht. Die Matrizen haben
alle eine spezielle Blockstruktur aufgrund der Sz Symmetrie, so dass das Matrixpro-
dukt ein Produkt aus dünnbesetzten Blockmatrizen und BLAS Routinen auf Ebene
von dichten Untermatrizen ist. Hier ist es jetzt möglich, den Algorithmus OpenMP
zu parallelisieren. Dies kann von Hand erfolgen oder durch die Verknüpfung mit
hochoptimierten BLAS Routinen der MKL [HJFW04]. Hier wurde der zweite An-
satz verwendet. Da jedoch die dichten Untermatrizen recht klein sind, ist es nicht
ratsam, das Programm auf vielen Kernen für eine einzige Rechnung laufen zu lassen.
2.4.4 Berechnung der Erwartungswerte
Der Erwartungswert von einigen Operatoren O kann einfach durch Verwendung der
DMRG berechnet werden. Für die Berechnung des Erwartungswerts in Bezug auf
|ψ〉 (z.B. der Grundzustand oder ein angeregter Zustand), der in der Superblockbasis
dargestellt wird, brauchen wir die Darstellung der Operatoren in der aktuellen Block
Basis, d.h. wir brauchen die Matrixelemente Oii′ . Wir gehen hier davon aus, dass
der Operator auf den linken Block wirkt. Dann wird der Erwartungswert wie folgt
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berechnet
〈ψ|O|ψ〉 = ∑
i,i′,j
ψijOii′ψi′j. (2.36)
Die Verallgemeinerung auf einen Operator der auf den rechten Block wirkt, wird
analog berechnet.
2.4.5 Zielzustandstransformation
Es ist möglich, die Zielzustände von einem Schritt zum nächsten Schritt zu trans-
formieren, wie von White in 1996 entwickelt [Whi96]. Diese Transformation führt
nicht zu einem exakten Eigenzustand des Superblock Hamiltonian, ist in den meisten
Fällen aber immer noch nützlich [Sch05]. Dabei handelt es sich um ein Verfahren,
dass die Anzahl der Schritte für Konvergenz erforderlich sind erheblich reduziert.
Das Verwenden dieser Zielzustands Transformation beschleunigt das Programm um
einen Faktor von 10. Für die Wellenfunktion Transformation des Programms müs-
sen die Transformationsmatrizen für alle Schritte und für beide Blöcke gespeichert
werden.
Bisher war die Notation wie folgt. Die Basiszustände von Block A wurden bezeichnet
als |a〉 und die von Block B als |b〉. Die Stelle die zu Block A hinzugefügt wurde
hat die Basiszustände |α〉, und die Stelle die Block B zugefügt wurde hat die Ba-
sis |β〉. Die Basen der erweiterten Blöcke wurden beschrieben als {|a〉 |α〉} = {|i〉}
und {|β〉 |b〉} = {|j〉}. Um [Sch05,Whi96] zu folgen, ändern wir nun leicht unsere
Schreibweise und führen die Position in Abhängigkeit der Basis ein. Die Indizes der
Seite, die Block A oder Block B hinzugefügt werden, sollen nun l + 1 und l + 2
sein. Dann ändern wir nun unsere Basisnotation zu |al〉 , |σl+1〉 (anstatt |α〉), |σl+2〉
(anstatt |β〉), und |bl+3〉. Wenn wir nun den Zustand |ψ〉 mit unseren Koeffizienten
berechnen
ψalσl+1σl+2bl+3 = 〈alσl+1σl+2bl+3|ψ〉 (2.37)
können wir diese Koeffizienten nutzen um eine gute Näherung für den Zustand des
nächsten Schrittes zu erhalten. Im nächsten Schritt bekommen die Koeffizienten
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die Form 〈al+1σl+2σl+3bl+4|ψ〉. Da die Basen {|al〉} und {|bl+3〉} unvollständig sind,
können wir nur eine ungefähre Transformation finden:
〈al+1σl+2σl+3bl+4〉 ≈
∑
al,σl+1,bl+3
〈al+1|alσl+1〉 〈σl+3bl+4|bl+3〉 〈alσl+1σl+2bl+3|ψ〉 .
(2.38)
Die Koeffizienten 〈al+1|alσl+1〉 sind die Matrixelemnte des Transformationsoperators
TAl+1 an dem Punkt, an dem die Basis von {|al〉 |σl+1〉} nach {|al+1〉} trunkiert
wird, d.h. aus dem vorhergehenden Schritt. Die Koeffizienten 〈σl+3bl+4|bl+3〉 sind
die Elemente einer Transformationsmatrix, die in einem früheren Schritt verwendet
wurden, um die Basis des Blocks B zu trunkieren, nachdem dieser um eine Stelle
erweitert wurde. Die Wellenfunktionstransformation kann wieder auf Matrix-Matrix-
Produkte zurückgeführt werden. Zunächst berechnet man
ψtmpal+1jl+2 ≡
∑
il+1
T
Al+1
il+1al+1ψil+1jl+2 , (2.39)
wobei il+1 = il+1(al, σl+1) und jl+2 = jl+2(σl+2, bl+3). Anschließend wird
ψapproxil+2jl+2 ≡
∑
bl+3
ψtmpil+2bl+3T
Bl+3
jl+2bl+3
, (2.40)
berechnet, mit il+2 = il+2(al+1, σl+2) und jl+2 = jl+2(σl+2, bl+3).
Wenn die Durchlaufrichtung rechts nach links beträgt, d.h. Block B wächst auf
Kosten von Block A, ist die Transformation gegeben durch
〈al−4σl−3σl−2bl−1|ψ〉 ≈
∑
al−3,σl−1,bl
〈al−4σl−3|al−3〉 〈bl−1|σl−1bl〉 〈al−3σl−2σl−1bl|ψ〉 ,
(2.41)
die leicht unter Verwendung von zwei aufeinanderfolgenden Produkten von Matrizen
formuliert werden kann.
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2.5 Beziehung zu Matrixproduktzuständen
Für ein Spin-s System mit L Spins, kann ein allgemeiner Zustand |ψ〉 geschrieben
werden als
|ψ〉 = ∑
σ1,σ2,...,σL
ψσ1σ2...σL |σ1σ2...σL〉 , (2.42)
wobei |σl〉 die lokalen Basiszustände der Spins an der Position l bezeichnet. Für
die Berechnung des Grundzustands muss man das Minimum von 〈ψ|H|ψ〉 / 〈ψ|ψ〉 in
einem (2s + 1)L dimensionalen Parametrraum finden (oder die Eigenwertgleichung
lösen). Die Idee der Matrix Produktzustände beinhaltet, die Koeffizienten ψσ1σ2...σL
des Zustandes |ψ〉 als ein Produkt von Matrizen zu umschreiben [Sch11]:
|ψMP 〉 =
∑
σ1,σ2,...,σL
Mσ1Mσ2 . . .MσL |σ1σ2...σL〉 , (2.43)
wobei Mσl m×m Matrizen sind, mit Ausnahme von l = 1 und l = L, wo wir 1×m
und m× 1 Matrizen haben, so dass das Produkt dieser Matrizen ein Skalar ergibt.
Ein solcher Zustand wird Matrix Produktzustand (MPS) genannt. Nun haben wir
m2·(2s+1)·L freie Parameter. Jeder Zustand kann nun exakt in Matrix Produktform
geschrieben werden, wenn wir m groß genug wählen. Ist dies nicht der Fall, kann
ein solcher Matrix Produktzustand als Variationsansatz verwendet werden und die
berechneten Energien werden immer über der wahren Grundzustandsenergie liegen.
Für einige Hamiltonians ist es auch möglich die genaue Grundzustandsenergie mit
m = 2 zu konstruieren [Sch11]. Die DMRG besteht aus der Erweiterung der Blöcke
und einer anschließenden Basis Trunkierung: Wir haben einen Block mit m Basis-
zuständen |al〉, der um eine Stelle erweitert wird, so dass der erweiterte Block mdS
Basiszustände |il〉 ≡ |al〉 |σl+1〉 hat, und nach der Berechnung des Grundzustandes
und der reduzierten Dichtematrix wird die Basis wieder zu m Zuständen trunkiert
nach
|al+1〉 =
∑
al,σl+1
TAl+1al+1alσl+1 |al〉 |σl+1〉 . (2.44)
Die nächste DMRG Iteration führt zu
|al+2〉 =
∑
al+1,σl+2
TAl+2al+2al+1σl+2
∑
al,σl+1
TAl+1al+1alσl+1 |al〉 |σl+1〉 |σl+2〉 , (2.45)
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etc. Die Summierung über alle al+1 entspricht einem Produkt von Matrizen, so
dass das DMRG Verfahren zu Zuständen mit Koeffizienten führt, die als Produkte
von Matrizen erhalten werden. Das hat zu DMRG Algorithmen geführt die expli-
zit Matrix Produktzustände verwenden [Sch11]. Für die traditionelle “zwei-Plätze”
DMRG, wie sie hier verwendet wird, kann gezeigt werden, dass die Annäherung der
Grundzustandsenergie nicht garantiert von Iteration zu Iteration verringert wird
[Sch05,CHG02,MWH+10]. Dies kann in Berechnungen gesehen werden, wenn man
die Energie in einem bestimmten Durchlauf (Sweep) vergleicht und inhomogene Sys-
teme untersucht. Zumindest die Konvergenz erweist sich von Sweep zu Sweep als
ziemlich glatt.
Die MPS-Formulierung der DMRG hat klare Vorteile für die Berechnung von spek-
tralen Funktionen, wie in [FKMS07] hingewiesen. Man braucht nur zeitgleich den
realen und den imaginären Teil des Korrekturvektors und nicht zusätzlich die Zu-
stände |0〉 und |B〉 wie im Standard DMRG Ansatz. Außerdem erlaubt die MPS-
Formulierung beispielsweise die Überlappung zwischen Wellenfunktionen in verschie-
denen Berechnungen zu bestimmen [McC07].
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2.6 Allgemeine Spingitter
Bisher haben wir die DMRG Schritte für eine einfache Spinkette mit offenen Rand-
bedingungen und Nächster-Nachbar-Wechselwirkung beschrieben. In diesem Ab-
schnitt beschreiben wir kurz, wie der DMRG Algorithmus für allgemeine Heisenberg-
Systeme mit Hamiltonians der Form
H =
∑
i<j
Jij~si · ~sj (2.46)
funktioniert. Wir können diese Gleichung wie folgt umschreiben:
H =
∑
i
~si ·
∑
k>0
Ji,i+k~si+k (2.47)
Wie wir erkennen, kann so jedes Heisenberg-System als eine eindimensionale Kette
mit langreichweitiger Wechselwirkung behandelt werden. Der DMRG Algorithmus
kann dann auf solch eine Kette angewendet werden. Dies ist der übliche Weg DMRG
auf Systeme anzuwenden die ursprünglich nicht eindimensional sind [ES03]. Diese
Methode wurde in dieser Arbeit auch angewendet. Die DMRG hat grundsätzliche
Schwierigkeiten wenn sie auf Systeme angewandt wird, die nicht eindimensional oder
quasi-eindimensional sind [Sch05]. Darüber hinaus ist die DMRG am genauesten
wenn sie auf Systeme mit offenen Randbedingungen angewandt wird. Für eindi-
mensionale Spinketten fand White heraus, dass wenn m Dichtematrix Zustände für
ein System mit offenen Randbedingungen behalten werden, m2 Zustände benötigt
werden, um die gleiche Genauigkeit für ein System mit periodischen Randbedingun-
gen zu erzielen [Whi93]. Für Systeme mit periodischen Randbedingungen ist das
trunkierte Gewicht in der Regel viel Größer als für ein System mit offenen Randbe-
dingungen. Bei zweidimensionalen Systemen mit einer Dimension von L×L, fanden
Liang und Pang heraus, dass die Zahl der behaltenen Dichtematrix-Eigenzustände
exponentiell mit L wächst, um die Genauigkeit konstant zu halten [LP94]. Für zwei-
dimensionale Systeme mit periodischen Randbedingungen in beiden Richtungen, ist
die DMRG deutlich an oder jenseits ihrer Grenzen [HWJF05]. Doch oft ist eine An-
wendung der DMRG auf kompliziertere Systeme dennoch sinnvoll, da es möglich ist,
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Schätzungen über Fehler basierend auf dem trunkierten Gewicht zu machen. Ebenso
können Berechnungen zu verschiedenen m Werten gemacht werden.
Es gibt jedoch Erweiterungen der DMRG basierend auf Variationsformulierungen
mit Matrixproduktzuständen für zweidimensionale Systeme [VC04] und für eindi-
mensionale Systeme mit periodischen Randbedingungen [VPC04], die einige die-
ser grundlegenden Schwierigkeiten beheben. Jedoch ist im Vergleich zur Standard
DMRG die numerische Komplexität dieser Techniken um einiges höher. Vor kurz-
em wurden Techniken wie Korrelator Produktzustände (CPS) in Kombination mit
Variations Monte-Carlo entwickelt, die eine vielversprechende Alternative zu sein
scheinen [CKUC09, MSBC09]. Es bleibt die Frage, wie man eine eindimensionale
Kette auf ein System abbilden kann (d.h. wie die Spins zu nummerieren sind) um
die besten Ergebnisse mit der DMRG Methode zu erhalten. Diese Frage werden wir
im nächsten Kapitel wieder aufgreifen. Außerdem ist es nicht klar, wie das System
während der Aufwärmphase wächst. In unserer Implementierung lassen wir das Sys-
tem von beiden Enden wachsen und behandeln die Spin-Wechselwirkung mit der
Kopplungsmatrix Jij mit der Ausnahme, dass wir immer explizit beide Blöcke mit
einer antiferromagnetischen Wechselwirkung verbinden. Andernfalls hätten wir bei-
spielsweise für ein eindimensionales System mit nächster Nachbar Wechselwirkung
zwei isolierte Blöcke in der Aufwärmphase und der Superblock würde nicht dem
endgültigen System ähneln.
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3 S = 12 Spinröhre
Seit vielen Jahren ziehen Spinleitersysteme eine große Aufmerksamkeit nicht nur
aufgrund der Existenz einer Vielzahl von an verwandten Materialien, wie z.B.
Srn –1Cun+1O2n [NA08,AHT+94], La4+4nCu8+2nO14+8n [HT95] CaV2O5 [IIUY96], auf
sich, sondern auch als Zwischenprodukte zwischen eindimensionaler und zweidimen-
sionaler Quantenspinphysik.
Quanten-Spin-Modelle in einer Dimension ziehen traditionell eine große Aufmerk-
samkeit auf sich, weil sie oftmals einzigartige magnetische Eigenschaften aufweisen,
die eng mit exotischen Quanten-Grundzuständen verbunden sind [SALR16]. Obwohl
alle realen magnetischen Materialien im wesentlichen dreidimensional sind, können
viele von ihnen durch den Begriff der eindimensionalen (1D) Quanten-Heisenberg-
Spinmodelle aufgrund vernachlässigbarer Wechselwirkungen in anderen zwei räum-
lichen Dimensionen effektiv beschrieben werden [LMM11, dJM74]. Es sollte betont
werden, dass 1D Heisenberg-Spinmodelle aufgrund der verstärkten Quanten-Spin-
Fluktuationen stärkere Quantenmerkmale aufweisen als ihre höherdimensionalen
Pendants. Wenn die geometrische Spin-Frustration fehlt, hängen die fundamenta-
len Eigenschaften der Quanten-Heisenberg-Ketten grundsätzlich von der Parität des
Spins ab. Die Heisenbergketten mit halbzahligen Spins haben ein lückenloses An-
regungsspektrum und einen algebraischen Zerfall von Korrelationen, während die
Heisenbergketten mit ganzzahligen Spins eine Energielücke und einen exponentiel-
len Zerfall von Korrelationen aufweisen [Mat93, Hal88]. Wenn jedoch die geome-
trische Spinfrustration ins Spiel kommt, werden die wesentlichen Merkmale von
Quanten-Heisenberg-Ketten komplexer und die Möglichkeiten für ein niederener-
getisches Spektrum werden ebenfalls erweitert [LMM11,PF10]. Aus einem riesigen
Reservoir von 1D-Quantenspinsystemen haben die Spin-1/2-Heisenberg-Röhren in
letzter Zeit viel Aufsehen erregt. Der Begriff Spinröhre bezieht sich im allgemeinen
auf eine n-Bein (n ≥ 3) Spinleiter mit periodischen Randbedingungen entlang einer
Sprossenrichtung. Die antiferromagnetische Kopplung entlang der Sprossenrichtung
verursacht offensichtlich eine geometrische Spinfrustration, wenn die ungeradzahlige
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Röhre betrachtet wird. Dadurch hat die antiferromagnetische Spin-1/2-Heisenberg-
Drei-Bein-Röhre gegenüber der Spin-1/2-Heisenberg-Drei-Bein-Leiter eine Spinlücke
mit offenen Randbedingung entlang der Sprossenrichtung [FLP+06]. Wir behandeln
in diesem Kapitel eine Spin-1/2-Heisenberg-Hexagonal-Röhre und untersuchen ihre
verschiedenen magnetischen Eigenschaften.
c
a b
Abbildung 7: Darstellung einer C9H16CoNO5 P Hexagonal Spinröhre [LBH+].
a
b
c
Abbildung 8: Draufsicht auf eine C9H16CoNO5 P Hexagonal Spinröhre [LBH+].
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3.1 Modell und Methode
Betrachten wir die hexagonale Spinröhre mit einem gleichseitigen Dreiecksquer-
schnitt, während die zu derselben Dreieckseinheit gehörenden Spins miteinander
gekoppelt sind s. Abb. 10. Der Heisenbergoperator für solch ein System ist dann
gegeben durch:
H∼ = J1
∑
α
∑
i
~S∼α,i · ~S∼α,i+1 + J2
∑
i
∑
α
~S∼α,i · ~S∼α+1,i + J2
∑
i
∑
α
~S∼α,i · ~S∼α+1,i−(−1)α
(3.1)
Zur besseren Veranschaulichung ist in Abb. 9 die von uns betrachtete Röhre noch
einmal aufgerollt dargestellt. Man erkennt den typischen Dreiecksquerschnitt.
Abbildung 9: Abgerollte Hexagonalröhre. Der Dreiecksquerschnitt der Spinröhre
wird sehr gut sichtbar.
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J1
J2
Abbildung 10: Hexagonalröhre für ein Spin s = 12 System mit verschiedenen Kopp-
lungsstärken J1 und J2.
3 S = 12 SPINRÖHRE 42
3.2 Ergebnisse
In den folgenden Abbildungen sind unsere Resultate zu sehen, die durch Verwen-
dung der DMRG und exakten Diagonalisierung gewonnen wurden. In Abb. 11 ist die
Magnetisierung der Spinröhre für unterschiedliche Anzahl der Spins N dargestellt.
Die Ergebnisse wurden jeweils mit der DMRG- und der exakten Diagonalisierungs-
methode verglichen und stimmen in beiden Fällen überein. Auffällig in dieser Grafik
ist das Magnetisierungsplateau bei N = 18 was in etwa bei M/Mmax ≈ 0.33 liegt.
Variiert man nun die Kopplungstärken J1 und J2 bei gleich bleibendem N = 30,
so erkennt man eine Verschiebung des Plateaus. Wir erhalten ein ausgeprägtes Pla-
teau für die Werte J1 = −1.0 und J2 = −2.0, welches bei einem Wert von etwa
M/Mmax ≈ 0.2 liegt (vgl. Abb. 12 und Abb. 13). Ansonsten liegen die Kurven der
Magnetisierung dicht übereinander und weisen nur kleine Schwankungen auf. Dies
könnte ein Anzeichen dafür sein, dass die Kopplungskonstanten J1 und J2 nur ge-
ringfügige Auswirkungen auf das System haben. Erhöht man die Anzahl der Spins
N , bei gleich bleibender Kopplungsstärke J1 = −1.0 und J2 = −2.0 so erkennt
man das gleiche Muster wie zuvor. Wir erhalten weiterhin ein ausgeprägtes Plateau
bei einem Wert von M/Msat ≈ 0.2 (vgl. Abb. 12 und Abb. 13), ansonsten sind die
Abweichungen nur geringfügig.
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Abbildung 11: Magnetisierungskurve der s = 12 Spinröhre für unterschiedliche Län-
gen der Spinröhre N .
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Abbildung 12: Magnetisierungskurve einer N = 30, s = 12 Spinröhre für unterschied-
liche Kopplungsstärken J .
Abbildung 13: Magnetisierungskurve einer N = 50 und N = 100, s = 12 Spinröhre
mit gleich bleibenden Kopplungsstärken J1 und J2.
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3.3 Vergleiche mit dem Dreiecksgitter
Das Dreiecksgitter gehört zu einem der ersten Modelle, dessen magnetische Eigen-
schaften untersucht wurden. Diese frühen Studien fanden bereits ein Plateau bei
M/Mmax = 1/3. Wegen der Beschränkung auf damals höchstens 21 Spins war es
zunächst nicht ganz klar, ob das Plateau auch bei höheren Anzahlen von Spins be-
steht. Der Magnetisierungsprozess des isotropen Modells wurde mit Hilfe ser Spin-
wellentheorie weiter analysiert [CG91]. Diese Studie lieferte den Beweis, dass das
M/Mmax = 1/3-Plateau existiert.
Abb. 14 zeigt die durch DMRG erhaltenen Magnetisierungskurven für ein Git-
ter mit N = 27 und N = 36 Spins. Beide Kurven zeigen ein klares Plateau bei
M/Mmax = 1/3 in einer ansonsten glatten Magnetisierungskurve. Das Plateau kann
man sich wie folgt erklären. DerM/Mmax = 1/3-Zustand ist ein klassischer Zustand,
in dem alle Spins auf zwei der drei Untergitter des dreieckigen Gitters nach oben
zeigen und alle Spins auf dem dritten Untergitter nach unten. Dieser Zustand ent-
spricht einer geordneten kollinearen Spinkonfiguration. Er bricht die translationale
Symmetrie um eine Periode drei und ist dementsprechend dreifach entartet.
Abbildung 14: Magnetisierungskurve eines Dreiecksgitters mit N = 27 und N = 36
Spins.
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Vergleicht man dieses Ergebnis nun mit der zuvor betrachteten Hexagonalröhre, so
erkennt man eine Abweichung im Plateau. Während sich das Plateau eines Drei-
ecksgitters bei M/Mmax = 1/3 befindet, erhalten wir bei der von uns betrachteten
Hexagonalröhre ein Plateau bei M/Mmax = 1/5 (vgl. Abb. 12 und Abb. 13).
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Abbildung 15: Suszeptibilitätskurve der Ni-Spinröhre mit s = 1 [LBH+].
Betrachten wir die Suszeptibilitätskurve aus Abb. 15 der Ni-Spinröhre für verschie-
dene Kopplungsstärken J , so wird deutlich, dass kleine Änderungen in den Kopp-
lungsstärken sich kaum auf das System auswirken. Der Paramagnetische Limes wird
schon nach kurzer Zeit erreicht. Erst eine starke Änderung der Kopplungsstärke
bewirkt eine signifikante Auswirkung auf das System.
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4 Alternierende Heisenbergkette mit zusätzlicher
isotroper Dreiteilchen-Wechselwirkung
In den letzten zwei Jahrzehnten hat sich gezeigt, dass frustrierte magnetische Syste-
me eine Vielfalt an an neuen makroskopischen Zuständen aufweisen. Zusätzlich zu
den verschiedenen geometrischen frustrierten Gittern (z.B. Dreiecksgitter), wurden
Heisenberg-Spin-Modelle, bilineare reichweitige Wechselwirkungen, Dzyaloshinskii-
Moria-Wechselwirkungen, sowie verschiedene Ringe und biquadratische Austausch-
wechselwirkungen bereits untersucht als Quelle von exotischen nichtmagnetischen
Quantenzuständen, einschließlich verschiedener Spin-Flüssigkeits-, nematischer und
topologischer Phasen [LMM11]. Heisenberg Spin-Modelle mit biquadratischen Ter-
men (Si · Sj)2 gehören zu den am häufigsten studierten Spinsystemen mit höhe-
rer Ordnung an Austauschwechselwirkungen. Typische Beispiele an reichhaltigen
Phasendiagrammen sind die bilinear-biquadratische Spin-1-Kette (BBQ) [LST06]
und ihre höherdimensionalen Pendants auf quadratischen [HK02, TLMP12], drei-
eckigen [MSS06, SS13] und kubischen [HK02] Gittern. Das Phasendiagramm der
BBQ-Kette enthält zwei lückenbehaftete Zustände und eine exotische kritische Pha-
se gekennzeichnet durch nematische Spin-Spin-Korrelationen mit dem dominan-
ten Impuls k = ±3pi4 , während die 2D-Quadratgitter-Analoga eine Reihe von exo-
tischen nematischen Phasen aufweisen. Im Gegensatz zum ausgeprägten Interes-
se an biquadratischen Kopplungen, ist die Rolle der 3-Teilchen-Wechselwirkungen
(Si · Sj)(Si · Sk) + h.c. (|Si| > 12 , i 6= j, k, j 6= k) kaum erforscht. Im Prinzip ist
es schwierig, reale Systeme zu finden mit Bezug auf solche Modelle. Nach unseren
Erkenntnissen, kommen die besten experimentellen Beweise für solche Modelle aus
inelastischer Neutronenstreuung für tiefliegende Anregungen im magnetischen Ma-
terial CsMnxMg1–xBr3 (x = 0.28), CsMnBr3 [FFGK86], welches bekannt ist, nahezu
ideal isotrop mit S = 52 zu sein. Im Rahmen von Spinsystemen auf herkömmlichen
Gittern, scheinen einige Systeme, die durch alternierende Heisenberg Spinmodelle
beschrieben werden, ein guter Ansatz für die Beobachtung von Effekten höherer
4 ALTERNIERENDE HEISENBERGKETTE MIT ZUSÄTZLICHER ISOTROPER
DREITEILCHEN-WECHSELWIRKUNG 48
Ordnungen bei Austauschwechselwirkungen zu sein. Die Heisenberkette mit alter-
nierenden S und σ = 12 Spins (S >
1
2) bietet ein einfaches Beispiel dieser Art.
Tatsächlich werden gemäß der Operator-Identität
(Si · σj)2 ≡ −Si · σj2 +
S(S + 1)
4 (4.1)
die biquadratischen Terme auf bilineare Formen reduziert. In dieser Arbeit konzen-
trieren wir uns auf ein alternierendes 1D System, dass durch den folgenden Hamil-
tonian beschrieben wird:
H∼ =
L∑
n=1
J1S∼2n · (σ∼2n−1 + σ∼2n+1) + J2
[(
S∼2n · σ∼2n−1
) (
S∼2n · σ∼2n+1
)
+ h.c
]
. (4.2)
Hier steht L für die Anzahl von Elementarzellen, die jeweils zwei unterschiedliche
Spins (S > σ) enthalten. Wir nutzen die Standard-Parametrisierung der Kopplungs-
konstanten J1 = cos(t) und J2 = sin(t) mit (0 ≤ t < 2pi). Da die effektive Stärke des
Zusatzterms durch den Parameter SσJ2 gesteuert wird, ist es sinnvoll anzunehmen,
dass diese Interaktion eine wichtige Rolle, besonders für große S (S  12), spielt.
4.1 Klassische Betrachtung
Für eine klassische Betrachtung, bezogen auf (4.2), ist es von Vorteil mit einer Ana-
lyse der klassischen Zustände des lokalen Hamiltonian Abb. 16 zu beginnen. Behält
man die Richtung von S2 ergeben sich 4 verschiedene Konfigurationsmöglichkeiten
der Spinkette (FA, AF, AA, FF). F bedeutet hierbei Ferromagnetische- und A
Antiferromagnetische Ausrichtung. Diese Basismodule können nun als Grundbau-
steine für unsere Kette verwendet werden, indem man die einzelnen σ aneinander
koppelt.
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Abbildung 16: Skizze der alternierenden Spinkette aus Gl.(4.2) . φ1 und φ2 sind Va-
riationsparameter und beschreiben die Richtung der σ Spins. J1 und J2 sind Kopp-
lungskonstanten.
F
F F
F
A A
AA
Abbildung 17: Unterschiedliche Grundzustandskonfigurationen der alternierenden
Spinkette. F bzw. A beschreiben Ferromagnetische oder Antiferromagnetische Kon-
figurationen [IUS14].
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4.2 Quantenphasendiagramm
Die Ergebnisse in diesem Kapitel wurden unter Zuhilfenahme der DMRG erzeugt
und beziehen sich ausschließlich auf die Eigenschaften des Quantenphasendiagramms,
welches in Abb. 18 zu sehen ist. Hierbei wurden die Berechnungen für eine alternie-
rende Spinkette (S, σ) =
(
1, 12
)
durchgeführt. Festgehalten wurde hierbei: 7 DMRG
Sweeps mit 500 Zuständen im letzten Sweep. Betrachten wir nun genauer das Quan-
tenphasendiagramm aus Abb. 18, erstmals veröffentlicht in [IUS14].
Abbildung 18: Quantenphasendiagramm der Alternierenden Spin 1, 12 Kette. FM
und FiM beschreiben Ferromagnetische bzw, Ferrimagnetische Phasen. SL, N und
PP stehen für die Spinflüssigkeits-, nematischen- und teilweise polarisierten Phasen.
Die Bereiche t′1 < t < t1 und t3 < t < t′3 sind besetzt mit teilweise polarisierten
Phasen. tF = pi − arctan
(
2
3
)
≈ 146.31◦ ist eine exakte Phasengrenze. Die anderen
Grenzen liegen bei t1 ≈ 30◦, t′1 ≈ 25.03◦, t2 ≈ 120◦, t3 ≈ 253.08◦ und t′3 ≈ 264.0◦.
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4.2.1 Spin Liquid Phase
In der Physik der kondensierten Materie ist die Quantenspinflüssigkeit ein Zustand,
der in einem System von interagierenden Quantenspins erreicht werden kann. Der
Zustand wird als “Flüssigkeit” bezeichnet, da er im Vergleich zu einem ferromagne-
tischen Spinzustand ein ungeordneter Zustand ist, verglichen mit Wasser, dass im
Gegensatz zu Eis in einem eher ungeordneten Zustand ist. Im Gegensatz zu anderen
ungeordneten Zuständen behält ein Quanten-Spin-Flüssigkeitszustand seine Störung
jedoch auch bei sehr niedrigen Temperaturen. Dieser Quantenspin-Flüssigkeits-
zustand wurde im Jahr 1973 von Phil Anderson als Grundzustand für ein Sys-
tem von Spins auf einem Dreiecksgitter vorgeschlagen, das mit den nächsten Nach-
barn über die antiferromagnetische Wechselwirkung wechselwirkt. Entdeckt wur-
de der Quanten-Spin-Flüssigkeitszustand dann 2003 in einem organischen Mott-
Isolator mit Dreiecksgitter (κ − (BEDT-TTF)2 Cu2CN3). Ein weiterer Quanten-
Spin-Flüssigkeits-zustand wurde 2006 in Herbertsmithit ZnCu3OH6CI2 entdeckt.
Dieser kann eine U(1)- Dirac-Spinflüssigkeit realisieren [RHLW07]. Lokalisierte Spins
sind frustriert, wenn es Austauschwechselwirkungen gibt, die nicht alle gleichzeitig
maximiert werden können, was zu einer großen Entartung des Grundzustands des
Systems führen kann. Ein Dreieck von Ising Spins (Abb. 19), mit den einzig mög-
lichen Orientierungen “up” und “down”, die antiferromagnetisch wechselwirken, ist
eines der einfachsten Beispiele für Frustration.
Abbildung 19: Frustrierte Spins auf dem Dreieck
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Im Grundzustand können zwei der Spins antiparallel sein, jedoch der dritte kann
es nicht. Dies führt zu einer Erhöhung der möglichen Orientierungen der Spins im
Grundzustand (in diesem Beispiel sechs), wodurch Fluktuationen verstärkt werden
und somit die magnetische Ordnung unterdrückt wird.
4.2.2 Spin Nematische Phase
Spin nematische Phasen sind charakterisiert durch das Fehlen eines lokalen ma-
gnetischen Moments. Solche Phasen wurden zuerst von Andreev und Grishchuk
[AG84] eingeführt und später in mehreren magnetischen Molekülen entdeckt [Pap88,
CCL90]. In jüngster Zeit haben spin nematische Phasen auch im Zusammenhang mit
kalten Atomen Aufmerksamkeit erregt, wo ein Bose-Kondensat von 52Cr-Atomen
in einer magnetischen Falle realisiert wurde [GWH+05]. Die Mean-field Realisie-
rung von spin nematischen Phasen in lochsymmetrischen fermionischen Modellen
auf einem quadratischen Gitter ist ebenfalls eine Möglichkeit für nematische Phasen
[NJK91]. Diese Phasen sind alle dadurch charakterisiert, dass sie sowohl die SU(2)
Spinsymmetrie als auch die Gittersymmetrie brechen, aber die Zeitumkehrsymme-
trie bewahren. Solche Phasen können auch in einem erweiterten Hubbard-Modell
auftreten [Sch89].
Andreev und Grishchuk bemerkten als erste, dass die Physik von Quadrupolen auch
in S = 1/2 Systemen unter Berücksichtigung von Bindungsordnungsparametern
relevant sein kann. Für den Quadrupoltensor kann das Produkt Sa1Sb2 aus Spinope-
ratoren genutzt werden. Dabei ist
Sa = −i∑
b,γ
abγ |b〉 〈γ| (4.3)
Die Zerlegung in irreduzible Tensoroperatoren geht davon aus, dass die Spur von
Sa1S
b
2 ein Skalar ist (~S1 · ~S2), der antisymmetrische Teil von Sa1Sb2 ist ein Vektor
(~P12 = ~S1 × ~S2) und der spurlose symmetrische Teil ist der Tensor
Qab12 = Sa1Sb2 + Sb1Sa2 −
2
3(
~S1 · ~S2)δab (4.4)
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Da sowohl P12 als auch Q12 bilinear in den Spinoperatoren sind, beschreiben sie eine
Art Ordnung, bei der die Zeitumkehrsymmetrie nicht gebrochen wird. Wenn 〈P 〉
einen endlichen Wert annimmt, so nennt man ihn p-nematisch und einen Zustand
mit 〈Q〉 6= 0 n-nematisch. In der Zeit-Umkehr-invarianten Basis für S = 1/2 spins,
|s〉 =
√
1
2(|↑↓〉 − |↓↑〉),
|x〉 = i√
2
(|↑↑〉 − |↓↓〉)
|y〉 =
√
1
2(|↑↑〉+ |↓↓〉),
|z〉 = −i√
2
(|↑↓〉+ |↓↑〉),
(4.5)
lauten die Zeitumkehr brechenden magnetischen Ordnungsparameter
Sa1 + Sa2 = −i
∑
b,γ∈{x,y,z}
abγ |b〉 〈γ| und Sa1 − Sa2 = i |a〉 〈s| − i|s〉 〈a| , (4.6)
und die nichtmagnetischen Parameter sind
~S1 · ~S2 = 14
∑
a∈{x,y,z}
|a〉 〈a| − 34 |s〉 〈s| ,
Qab12 = −
1
2 (|a〉 〈b|+ |b〉 〈a|) +
1
3δab |γ〉 〈γ| ,
P a12 =
1
2 (|a〉 〈s|+ |s〉 〈a|) .
(4.7)
Eine Dimerwellenfunktion kann nun über c |s〉+∑a da |a〉 mit a = x, y, z konstruiert
werden. Ein Zustand mit reellem c und da bricht nicht die Zeitumkehrsymmetrie.
c = 1 und d = 0 beschreiben eine Singlettbindung, während c = 0 und |d| > 0
n-nematisch ist. Sind c und d größer Null, so ist der Zustand p-nematisch und es
gilt 〈P a12〉 = cda [LT06].
Für S = 1 ist der Ordnungsparameter eine Positionsvariable und kann durch die
Konstruktion einer Ortswellenfunktion optimiert werden, einen Prozess, der die Ver-
schränkung zwischen den Positionen vernachlässigt. Für S = 1/2 nematische Modelle
ist diese Verschränkung ein wesentliches Merkmal.
Mit der Ausnahme von einigen trivialen Fällen, wie z.B. schwach gekoppelten Dime-
ren, ist es derzeit nicht bekannt, wie man eine Variationswellenfunktion konstruiert,
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um eine Spin-1/2 nematische Phase zu beschreiben. Im Gegensatz dazu sind in den
letzten Jahren auf der numerischen Seite bedeutende Fortschritte gemacht worden,
die dazu führten, dass nun einige nichttriviale mikroskopische Modelle bekannt sind,
die einen starken Beweis für die Existenz von spin-nematischen Phasen des Typs p
und n zeigen.
In einer Untersuchung eines quadratischen Gittermodells mithilfe exakter Diagona-
lisierung wurde ein nummerischer Nachweis für eine nematische Phase des Typs p
gefunden, bei der neben der Heisenbergwechselwirkung eine vierseitige Ringwech-
selwirkung vorhanden ist [LDL+05]. Eine spin nematische Phase des Typs n wurde
im frustrierten J1−J2 Quadratgittermodell mit ferromagnetischen nächster Nachbar
Wechselwirkungen J1 und antiferromagnetischen übernächsten Nachbar Wechselwir-
kungen J2, sowie im Ringwechselwirkungsmodell gefunden [SMS06]. Das Erschei-
nungsbild dieser Phase in der Nähe eines ferromagnetischen Zustands wird derzeit
am besten durch die Betrachtung der Bildung eines d-Wellen gebundenen Zustands
von zwei umgedrehten Spins innerhalb des vollständig polarisierten Zustands ver-
standen. Die spin nematische Phase kann dann als feldinduzierte Bose-Einstein-
Kondensation von gebundenen Zuständen beschrieben werden, in dem Sinne, dass
sie eng mit dem gepaarten Zustand von hard core-Bosonen, die durch korrelier-
te hopping Prozesse stabilisert sind, verwandt ist [BKM05,SDLM06]. Diese beiden
Zustände unterscheiden sich nur in der räumlichen Symmetrie der gebundenen Wel-
lenfunktion. Ebenfalls anzumerken ist, dass die nematische Ordnung nicht nur aus-
schließlich für Quantenspins besteht, sondern auch für klassische Spins in Form von
koplanaren oder kolinearen Spinzuständen ohne langreichweitige magnetische Ord-
nung auftritt [Zhi02,CZ04,SPM10].
Es ist zu erwähnen, dass S = 1/2 Spinsysteme auf dem Dreicksgitter noch kompli-
ziertere Formen der multipolbezogenen Ordnung aufweisen können. Neuere nume-
rische Berechnungen, einschließlich Ringwechselwirkungsterme haben Hinweise auf
eine oktupolare Ordnung in einem Magnetfeld gegeben [MSS06]. Das klassische Ana-
logon dieser oktupolaren Ordnung wurde für das Kagomé-Gitter untersucht [Zhi08].
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Eine neue Entwicklung in diesem Bereich betrifft das Phasendiagramm der frustrier-
ten ferromagnetischen Heisenbergkette in einem Magnetfeld. Dieses Problem wurde
in einer Reihe von neuen Untersuchungen behandelt, und es ist ein reiches Phasendia-
gramm mit mindestens drei verschiedenen 1D-Analoga von spin nematischen Phasen
(Quadrupol, Octupolar, Hexadecupolar) entstanden. Da mittlerweile viele experi-
mentelle Systeme vorhanden sind, die in vernünftiger Näherung durch eine solche
frustrierte ferromagnetische Kette modelliert werden können (LiCuVO4 [EMF+05],
könnten diese zu den besten Kandidatensystemen für die zielführende Beobachtung
des feldinduzierten spin nematischen Verhalten in Experimenten werden.
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4.3 Kurzreichweitige Wechselwirkungen
Um Aussagen über das Quantenphasendiagramm zu treffen, schauen wir uns zu-
nächst einige Korrelatoren für die Kurzreichweitigen Wechselwirkungen an. Hierbei
handelt es sich um Korrelatoren für die zuvor beschriebene alternierende Spinkette
mit S = 1 und σ = 12 . Das hier betrachtete Modell kann wie folgt Skizziert werden:
3 421
Abbildung 20: Skizze der Positionen der Spins in der alternierenden Spinkette
Wir möchten nun die allgemeine Struktur und einige Auffäligkeiten des Quanten-
phasendiagramms näher erläutern. Einige dieser Besonderheiten sind in Abb. 21
anhand der Kurzreichweitigen Wechselwirkungen gut erkennbar. Hierbei werden auf
Grundlage von [IUS14] die Daten für die Kette reproduziertund näher erläutert.
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Abbildung 21: DMRG Ergebnisse der Korrelatoren für einige kurzreichweitige Wech-
selwirkungen 〈~Si · ~Sj〉 als Funktion von t. Die Ergebnisse beziehen sich auf die zuvor
beschriebene Kette. Die Zahlen in den Klammern beschreiben die Positionen der
Spins in der Kette.
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Wie wir bereits erwartet haben, erscheint das außergewöhnlichste Verhalten (durch
abrupte Änderungen der Kurzreichweitigen Wechelwirkungs (KW) Korrelatoren ) in
dem Bereich zu liegen, der durch eine Vielzahl degenerierter klassischer Grundzustands-
Konfigurationen gekennzeichnet ist. Die abrupten Änderungen der KW-Korrelatoren
um die Punkte tF (vgl. gestrichelte schwarze Linie aus Abb. 21) und t2 (vgl. gestri-
chelte lila Linie aus Abb. 21) sind mit dem Auftreten von partiell polarisierten
Zuständen verknüpft, die den Übergang vom Ferromagnetischen zu einem nichtma-
gnetischen Zustand darstellen. Die Zerstörung der beiden klassischen magnetischen
Phasen (FM und FiM) geschieht in den Sektoren (t′1, t1), (t2, tF ) und (t3, t′3) wie in
Abbildung Abb. 18 zu erkennen ist. Die Clusterwirkung der Dreikörperwechselwir-
kung ist charakteristisch für den nichtmagnetischen Spin Liquid Sektor in Abb. 18.
In der periodischen Spinkette existieren zwei äquivalente Typen von dimerisierten
Zuständen |Ψ1〉 |Ψ2〉, die mit beiden Clusterarten (je nachdem ob mit S oder mit σ
angefangen wird) des Hamiltonians übereinstimmen. Der Clustering-Effekt ist be-
sonders stark in der Mitte des Spin Liquid Bereichs ausgeprägt (in der Nähe von
63.43◦), wo der Graph die Bildung eines reinen Spin 1/2 Zustandes aufweist (siehe
Abb. 21, rote Kreise und grüne Boxen). Das Verhalten der kurzreichweitigen Korre-
lationen zeigt die Existenz einer nichtmagnetischen Phase im Bereich pi2 ' t ' 2pi3 .
Diese Phase bezeichnen wir als Nematische Phase (vgl. Abb. 18 N-Sektor). Das
Bild der kurzreichweitigen Wechselwirkungen in diesem Bereich, erlaubt uns an-
zunehmen, dass die Eigenschaften des nichtmagnetischen Zustandes hauptsächlich
durch das S Untersystem gesteuert wird. Der Korrelator 〈S2n · S2n+2〉 weißt eine
starke Veränderung in der Nähe der zweiten Phasengrenze (t = t2) auf. Während-
dessen bleibt das Verhalten des Korrelators 〈σ2n−1 · σ2n+1〉 im gesamten N-Sektor,
einschließlich dem Bereich um die beiden Phasengrenzen nahezu unverändert. Im ge-
samten N-Sektor bleiben die Werte dieses Korrelators relativ nah im Bereich -0.443,
welcher charakteristisch für eine isotrope Spin 1/2-Kette ist. Eine weitere Besonder-
heit in dieser Region, ist die extrem schwache Korrelation zwischen den S und σ
Spins vgl. Abb. 21. Weitere Erkenntnisse über den nichtmagnetischen Zustand kön-
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nen über Ergebnisse durch exakte Diagonalisierung gewonnen werden. Hier kann
das Anregungsspektrum dieses Systems bei t = 110◦ untersucht werden. Ein we-
sentliches Merkmal dieses Spektrums ist die Turmstruktur, welche als Hinweis für
die nematische Ordnung angenommen wird. Ein weiterer Hinweis für die nemati-
sche Phase ist das finite-size-scaling der Quintett-Anregungslücke ∆(L) ∝ 1/L, das
einen lückenlosen N-Zustand aufweist Abb. 22. Hier wurden auf Basis von [IUS14]
die Untersuchungen fortgeführt. Neu hinzu kamen die die Punkte bis einschließlich
1/L ≈ 0.02, was eine deutliche Verbesserung des finite-size-scaling darstellt und
somit unsere Aussagen deutlicher untermauert.
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Abbildung 22: Finite-size scaling der untersten St = 2 Lücke. Die blaue Linie be-
schreibt den Fit an die DMRG Daten, mit dem Ansatz L∆(L) = a0 +a1/L+a2/L2.
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Abbildung 23: DMRG Ergebnisse der Korrelatoren bei t = 110◦ der zuvor beschrie-
benen Kette.
Zusammenfassend lässt sich feststellen, dass sowohl die kurzreichweitigen Korre-
lationen als auch die spezifische Struktur der tiefen Anregungen auf die Bildung
einer nematischen Phase im N-Bereich des Phasendiagramms hinweisen, die durch
Spin-Quadrupol-Fluktuationen charakterisiert ist. Ebenso wurde vermutet, dass die
Korrelatoren 〈(Sz0)2(Sz2n)2〉 und 〈Sz0Sz2n〉 ein exponentielles bzw. 1/x Verhalten auf-
weisen, was in Abb. 23 annähernd gut zu erkennen ist.
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