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Abstract
We investigate a limiting uniqueness criterion to the Navier–Stokes equations. We prove that
the mild solution is unique under the class C([0, T ); bmo−1)∩L∞loc((0, T );L∞), where bmo−1
is the “critical” space including Ln. As an application of uniqueness theorem, we also consider
the local well-posedness of Navier–Stokes equations in bmo−1.
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1. Introduction
Let us consider the Navier–Stokes equations in Rn:


u
t − u+ u · ∇u+ ∇p = 0 in Rn × (0, T ),
div u = 0 in Rn × (0, T ),
u|t=0 = a in Rn,
(NS)
where u = u(x, t) = (u1(x, t), . . . , un(x, t)) and p = p(x, t) denote the unknown
velocity vector and the unknown pressure of the ﬂuid at the point (x, t) ∈ Rn× (0, T ),
respectively, while a = a(x) = (a1(x), . . . , an(x)) is the given initial velocity vector.
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There are a number of results on existence and uniqueness of solutions of (NS)
[5,10]. Kato [9] and Giga–Miyakawa [8] proved that for a ∈ Ln(Rn) there exist T > 0
and at least one solution u in
C([0, T );Ln) ∩ C((0, T );Lp) (n < p∞) (CLpT )
such that u solves (NS) in the sense of the following integral equation:
u(t) = eta −
t∫
0
e(t−s)P∇ · (u⊗ u)(s) ds, (NSI)
where et = Gt∗ denotes the heat semigroup and P denotes the Helmholtz–Weyl
projection. Such u is called a mild solution of (NS).
As for uniqueness, the authors showed that under the additional condition
lim
t→0 t
n
2 (
1
n
− 1
p
)‖u(t)‖Lp = 0 (n < p∞), (Ad)
the mild solution is unique in CLpT . This condition is regarded as restriction of behavior
on Lp norm of solutions in the neighborhood at t = 0.
Brezis [3] proved that every mild solution in CLpT necessarily satisﬁes (Ad), so he
clariﬁed that (Ad) is, in fact, redundant for uniqueness of mild solutions.
The purpose of the present paper is to generalize the criterion of uniqueness. We
shall prove that the mild solution u in L2(0, T ;L2uloc) is unique under the class
C([0, T ); bmo−1) ∩ L∞loc((0, T );L∞)
for the initial value in vmo−1. bmo−1 coincides the Triebel–Lizorkin space F−1∞,2,
which contains Lp functions (np∞) and derivatives of BMO functions. vmo−1
is a subspace in bmo−1. Since we can replace L∞loc((0, T );L∞) by Lsloc((0, T );Lp)
(2/s+ n/p = 1, n < p <∞) and since both bmo−1 and vmo−1 include Ln, this class
is larger than earlier classes such as CLpT . Particularly it should be noted that we can
replace C([0, T );Ln) by C([0, T ); bmo−1). Behavior of the solution near t = 0 plays
an essential role for validity of uniqueness of mild solutions. Indeed, on account of the
smoothing effect, its behavior away from t = 0 less contributes to uniqueness.
Our result is inspired by Koch–Tataru’s existence theorem [10]. They proved the
(local) existence of mild solutions, when a ∈ vmo−1 (In [10] vmo−1 denotes VMO−1.
We use the notations of the paper of Bourdaud–Lanza de Cristoforis–Sickel [2]). It
extended the class of the initial value for which the mild solution exists. They also
mentioned the relation between the initial value and the existence time of the mild
solution by introducing the BMO−1T norm. It was proved that if the BMO
−1
T norm of
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the initial value is sufﬁciently small, there exists at least one mild solution on [0, T ).
Here we notice the fact that every vmo−1 function f satisﬁes limT→0 ‖f ‖BMO−1T = 0.
In the proof of our theorem, it is essential to show that the (Ad)-type condition can
be obtained necessarily from our assumption. In [3], the author noticed that the subset
{u(); 0 <  < T } of solution in CLpT is a precompact subset in Ln. Making use of the
fact that local existence time-interval can be taken uniformly in each precompact subset
of initial values, he identiﬁed every mild solution in CLpT as the special solution with
(Ad) which can be constructed by usual iteration procedure. On the other hand, in order
to obtain (Ad)-type condition, we ﬁrst establish the following fact; if the mild solution
u exists on [0, T ) with the initial value a = u(0), then for any time  near t = 0, we
can construct another mild solution u˜ with u˜|t=0 = u() having a better property than
the original u. To this end, it plays an important role to estimate the BMO−1T norm
of u(). The advantage of our method is that we do not need any density of C∞0 for
the space where uniqueness is discussed, and that it rather simplify the proof. See also
Theorem 2.3 Remarks.
We turn to the problem of the local well-posedness in vmo−1. For our uniqueness
criterion, we need continuity of the solution u(t) in t ∈ [0, T ) as a bmo−1-valued func-
tion. Although Koch-Tataru constructed a mild solution for the initial value in vmo−1, it
seems to be unknown, in general, whether their solution belongs to C([0, T ); bmo−1).
The lack of continuity seems to stem from the fact that vmo−1 is too large for the
operator et to become a “strongly continuous” semigroup. To get around such difﬁ-
culty, we introduce a new class gmo−1 of the initial value, and show that there exists a
“unique” solution in C([0, T ); bmo−1) for some T <∞. Our space gmo−1 is slightly
smaller than bmo−1. However, we obtain local well-posedness, i.e., existence of local
solutions, its uniqueness and continuity in time.
2. Deﬁnitions and statements of theorems
Before stating our result, we introduce some function spaces.
Deﬁnition 2.1. (i) Suppose that f is a measurable function in Rn. We write
‖f ‖
BMO−1T
:= sup
x∈Rn, 0<R2<T

 1|B(x,R)|
∫
B(x,R)
R2∫
0
|etf (y)|2 dt dy


1
2
,
where et = Gt∗ denotes the heat semigroup and Gt(x) = (4t)− n2 e− |x|
2
4t denotes the
heat kernel. Then we deﬁne function spaces as follows:
BMO−1 :=
{
f ∈ S′(Rn); ‖f ‖BMO−1 := ‖f ‖BMO−1∞ <∞
}
,
bmo−1 :=
{
f ∈ S′(Rn); ‖f ‖bmo−1 := ‖f ‖BMO−11 <∞
}
,
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vmo−1 :=
{
f ∈ bmo−1; lim
T→0 ‖f ‖BMO−1T = 0
}
,
gmo−1 :=
{
f ∈ bmo−1; lim
t→0 e
tf = f in bmo−1
}
.
(ii) Suppose that u is a measurable function in Rn × [0, T ). We write
‖u‖ET := sup
0<t<T
t
1
2 ‖u(t)‖L∞ + sup
x∈Rn, 0<R2<T
(
1
|B(x,R)|
∫
B(x,R)
R2∫
0
|u(y, t)|2 dt dy
) 1
2
.
Then the space ET is deﬁned by
ET :=
{
u ∈ L2(0, T ;L2loc); ‖u‖ET <∞
}
.
Remarks. (1) The spaces in (i) are considered as the spaces of the initial data to
(NS). On the other hand, ET is the space in which we ﬁnd a solution of the evolution
equation.
(2) BMO−1 consists of the ﬁrst derivatives of functions in BMO. It is well known
that log |x| ∈ BMO, so a typical function in BMO−1 is |x|−1. BMO−1 includes the
scaling invariant-spaces such as Ln.
(3) bmo−1 consists of the sum of functions in bmo and its ﬁrst derivatives, where
bmo = BMO ∩L1uloc. In particular bmo−1 also includes BMO−1. vmo−1 and gmo−1
are closed subspaces of bmo−1. They contain Lp (np∞).
(4) The ET norm is related to that of BMO−1T via the heat semigroup. Indeed for
the solution of heat equation u0(t) = eta, it holds that ‖u0‖ET  ‖a‖BMO−1T . Koch
and Tataru [10] showed that there exists constant ε0 such that if ‖a‖BMO−1T < ε0, there
exists a mild solution in ET . In particular, they proved that for a ∈ vmo−1 there exist
T > 0 and a mild solution of (NS) in the class ET . As for Koch–Tataru’s result, see
also [1,7,12,14].
Next we deﬁne a notion of the mild solution.
Deﬁnition 2.2. Let a ∈ S′. A measurable function u is called a (uniformly locally
square integrable) mild solution of (NS) on (0, T ), if u belongs to L2(0, T ;L2uloc) and
if u satisﬁes
u(t) = eta − B(u, u)(t) on (0, T ), (NSI)
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where
L2(0, T ;L2uloc) :=

u ∈ L2(0, T ;L2loc);
T∫
0
sup
x∈Rn
∫
B(x,1)
|u(y, s)|2 dy ds <∞

 ,
B(u, v)(t) :=
t∫
0
e(t−s)P∇ · (u⊗ v)(s) ds.
Here P is the Helmholtz–Weyl projection. More precisely, P={Pij }i,j=1,...,n is repre-
sented as Pij = ij+RiRj , where ij is the Kronecker symbol and Ri = xi (−)
− 12 are
Riesz transforms. If u belongs to L2(0, T ;L2uloc), the right-hand side of (NSI) is well-
deﬁned as the L1(0, T ;L1uloc) function. For detail, see Lemarié–Rieusset
[12, Chapter 11].
Now we state our uniqueness result.
Theorem 2.3. Assume that u and v are mild solutions for the same initial value a ∈
vmo−1. If both u and v belong to
C([0, T ); bmo−1) ∩ L∞loc((0, T );L∞),
then
u ≡ v on [0, T ).
Remarks. (1) We can also prove the uniqueness replacing L∞loc((0, T );L∞) by Lsloc
((0, T );Lp) (2/s+n/p = 1, n < s <∞). Indeed it is not difﬁcult to see the uniqueness
of mild solutions in Ls(0, T ;Lp). Hence our assumption implies the uniqueness on
[ε, T ) for arbitrary 0 < ε < T and we can easily obtain the result by arranging the
proof of Theorem 2.3.
(2) Chemin [4] proved the uniqueness of weak solutions in the class
C([0, T );B∞) ∩ L∞(0, T ;L2) ∩ L2(0, T ;H 1)
for the initial value Bp∩L2 (p <∞), where Bp denotes the closure of C∞0 in the Besov
norm of B−1+n/pp,∞ . Although it holds that Bp ↪→ vmo−1 (p<∞) and bmo−1 ↪→ B−1∞,∞,
there seems not to be simple relations between this result and that of ours. Notice
that C∞0 is not dense in bmo−1 unlike Bp. This fact plays an important role to
Theorem 2.4.
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(3) The assumption u ∈ L∞loc((0, T );L∞) is not unnatural, since
ET ⊂ L2(0, T ;L2uloc) ∩ L∞loc((0, T );L∞).
In [6,13,15] for uniqueness, they need only to assume that the mild solution u is
in C([0, T );Ln). One of the reason is that (NSI) is well-deﬁned only if u belongs
to C([0, T );Ln) (⊂ L2(0, T ;L2uloc)). Since the norm bmo−1 is much weaker than
that of Ln, it is not clear that the nonlinear term B(u, u) is well-deﬁned for u ∈
C([0, T ); bmo−1).
(4) Except for the assumption that u ∈ C([0, T ); bmo−1), our result does not require
any continuity in time such as C((0, T );Lp) in CLpT . Instead of continuity, we make
fully use of lower semi-continuity of the supremum norm.
Next we consider the local well-posedness in vmo−1. In [10], the authors proved
the existence of mild solutions for the initial value in vmo−1. However they did not
mention about smoothing effect, or continuity in time with its value in the Banach
space. On the other hand, our uniqueness criterion needs the “extra” assumption that
u belongs to C([0, T ); bmo−1). In order to fulﬁll this gap, we use the suitable class
for the initial value gmo−1, and we obtain the following result.
Theorem 2.4. Assume that the initial value a ∈ vmo−1 ∩ gmo−1. Then there exist
T > 0 and a unique mild solution in
C([0, T ); gmo−1) ∩ ET .
Remarks. (1) Koch–Tataru [10] constructed a mild solution for the initial value in
vmo−1. Theorem 2.4 shows that under the additional condition gmo−1 for the ini-
tial value, the mild solution constructed by Koch–Tataru possesses time-continuity in
gmo−1. Since C([0, T ); gmo−1) ∩ ET is contained by our uniqueness class, Theorem
2.3 indicates the uniqueness of the mild solution.
(2) Although both vmo−1 and gmo−1 are closed subspaces of bmo−1, the relation
between two spaces is not clear. It seems to be an interesting problem whether vmo−1
is strictly larger than the class vmo−1∩ gmo−1. If there is the initial value a ∈ vmo−1
which does not belong to gmo−1, we can prove the existence of the mild solution which
is not continuous in bmo−1 since we observe that the nonlinear term is still continuous
in bmo−1 by the proof of Theorem 2.4. We will discuss the relation between vmo−1
and gmo−1 in the forthcoming paper.
3. Proof of theorems
3.1. Proof of Theorem 2.3
First, we shall prove Theorem 2.3 under the additional assumption (Ad′) which is
similar to (Ad). Next we shall show that (Ad′) is, in fact, redundant.
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In the proof, it plays an important role to investigate behavior of the nonlinear term
B(u, u) in ET . For that purpose, let us recall the following bilinear estimate obtained
by Koch–Tataru.
Lemma 3.1 (Koch–Tataru [10]). (i) Let the space ET and the nonlinear term B(u, v)
be as in Deﬁnitions 2.1, and 2.2, respectively. There exists a constant c2 > 0 such that
‖B(u, v)‖ET c2‖u‖ET ‖v‖ET for T > 0 and u, v ∈ ET . (3.1)
(ii) There exists a constant c1 such that if ‖a‖BMO−1T < 1/(4c1c2) ≡ ε0, there exists
a mild solution u in the class ET such that
‖u‖ET c1‖a‖BMO−1T + c2‖u‖
2
ET , (3.2)
where c1 and c2 are constants independent of T > 0 and u, v.
We see the ﬁrst step by using the estimate (3.1).
Proposition 3.2. Let u and v be mild solutions in L∞loc((0, T );L∞) with the same
initial value a ∈ S′. Assume that u and v satisfy
lim
t→0 ‖u‖Et = 0 limt→0 ‖v‖Et = 0. (Ad
′)
Then we have
u(t) ≡ v(t) on [0, T ).
Proof. Put w := u− v. It follows from (3.1) that
‖w‖Et =‖B(u, u)− B(v, v)‖Et
=‖B(u+ v, u− v)‖Et
c2‖u+ v‖Et ‖u− v‖Et
c2(‖u‖Et + ‖v‖Et )‖w‖Et .
By the assumption (Ad′), there exists t0 > 0 such that
‖u‖Et0 + ‖v‖Et0 
1
2c2
.
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Hence we obtain
‖w‖Et0 
1
2
‖w‖Et0 ,
from which it follows that
u ≡ v on [0, t0).
We shall next extend the uniqueness to [0, T ). Since u belongs to L∞loc((0, T ); L∞),
we have
sup
t0<s<T
‖u(s)‖L∞ + sup
t0<s<T
‖v(s)‖L∞ ≡ M <∞.
To complete the proof of Proposition 3.2, we may show the following lemma.
Lemma 3.3. There is a constant  = (n, t0, T ) such that if u(t) ≡ v(t) on [0, ) for
some  in [t0, T ), then u(t) ≡ v(t) holds on [0, + ).
Proof. It sufﬁces to show that there is  = (n, t0, T ) such that
D(+ ) 1
2
D(+ ),
where D() := sup<s< ‖w(s)‖L∞ .
Since this estimate is translation invariant in the space variable, we may see the
following estimate:
|w(0, t)| 1
2
D(+ ) for t ∈ [, + ). (3.3)
To this end, we regard the nonlinear term B as a bilinear integral operator with the
expression
B(u, v)(x, t) :=
∫
Rn
t∫
0
K(x − y, t − s)(u⊗ v)(y, s) ds dy,
where K(x, t) = ∇PGt(x). Notice that
|K(x, t)|c(t 12 + |x|)−n−1 for t > 0, x ∈ Rn. (3.4)
For the proof, see e.g. Lemarié–Rieusset [12, Chapter 11].
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There holds
|w(0, t)|
∣∣∣∣∣∣
∫
Rn
t∫

K(0− y, t − s)((u⊗ u)− (v ⊗ v))(y, s) ds dy
∣∣∣∣∣∣
c
∫
Rn
t∫

((t − s) 12 + |y|)−n−1|(u2 − v2)(y, s)| ds dy
c ( sup
<s<t
‖(u2− v2)(s)‖L∞)
∫
Rn
t∫

((t − s) 12 + |y|)−n−1 ds dy
cMD(t)
∫
Rn
t∫

((t − s) 12 + |y|)−n−1 ds dy
cMD(t)
∫
Rn
t∫

(t − s)− 12 (1+ |y′|)−n−1 ds dy′
cMD(t)
[
−(t − s) 12
]t

cMD(t)(t − ) 12 .
Taking  as
 := 1
2cM
+ t0,
we obtain (3.3) since D(t)(t − ) 12 is monotone increasing for t (> ). 
Next we shall show that the condition (Ad′) is, in fact, redundant for uniqueness.
Proposition 3.4. Let a ∈ vmo−1. Every mild solution u in the class C([0, T ); bmo−1)
∩ L∞loc((0, T );L∞) fulﬁlls the condition (Ad′), that is
lim
t→0 ‖u‖Et = 0.
For the proof of Proposition 3.4, the following lemma plays an important role to
prove Proposition 3.4.
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Lemma 3.5. Let a ∈ vmo−1 and let u ∈ C([0, T ); bmo−1). For any ε > 0, there exist
0 > 0 and T ′ > 0 such that for every  ∈ (0, 0), we can construct a mild solution
u with the following property:
u ∈ ET ′ , (3.5)
u(x, 0) = u(x, ), (3.6)
sup
0<<0
‖u‖Et < ε for 0 < t < T ′. (3.7)
Proof of Lemma 3.5. Without loss of generality, we may assume ε < 1/(2c2), where
c2 is the same constant as in Lemma 3.1.
Since u() is continuous in bmo−1 at  = 0, there exists 0 > 0 such that
sup
0<<0
‖u()− a‖
BMO−11
= sup
0<<0
‖u()− a‖bmo−1 <
ε
4c1
,
where c1 is the constant in Lemma 3.1.
On the other hand, since a belongs to vmo−1, there exists T ′ ∈ (0, 1] such that
‖a‖
BMO−1t <
ε
4c1
for 0 < t < T ′.
Hence we have
sup
0<<0
‖u()‖
BMO−1t  sup0<<0
‖u()− a‖
BMO−1t + ‖a‖BMO−1t
 sup
0<<0
‖u()− a‖
BMO−11
+ ‖a‖
BMO−1t
<
ε
2c1
for 0 < t < T ′. (3.8)
Since we set ε < 1/(2c2), it follows that
sup
0<<0
‖u()‖
BMO−1t <
1
4c1c2
for 0 < t < T ′.
Then Lemma 3.1 (ii) allows us to construct a mild solution u on [0, T ′) such that
u(x, 0) = u(x, ). Particularly, we have
‖u‖Et c1‖u()‖BMO−1t + c2‖u‖
2
Et for 0 < t < T
′.
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This implies
‖u‖Et 
1−
√
1− 4c1c2‖u()‖BMO−1t
2c2
. (3.9)
Since
1−
√
1− 4c1c2‖u()‖BMO−1t
2c2
2c1‖u()‖BMO−1t , (3.10)
it follows from (3.8) that
sup
0<<0
‖u‖Et < ε for 0 < t < T ′. 
Proof of Proposition 3.4. Fix 0 <  < T/2. We ﬁrst show that the mild solution
u(·+) is the only mild solution on [0, T /2) with u(·+)|t=0 = u(). For this purpose,
by Proposition 3.2 we may show
lim
t→0 ‖u(· + )‖Et = 0. (3.11)
We shall estimate the each term of u in the norm of ET . We have
sup
0<s<t
s
1
2 ‖u(s + )‖L∞ t 12 sup
0<s<t
‖u(s + )‖L∞
= t 12 sup
<s<t+
‖u(s)‖L∞ .
Similarly, we have
sup
x∈Rn 0<R2<t

 1|B(x,R)|
∫
B(x,R)
R2∫
0
|u(y, s + )|2 ds dy


1
2
 t 12 sup
0<s<t
‖u(s + )‖L∞
= t 12 sup
<s<t+
‖u(s)‖L∞ .
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Since sup<s<t+ ‖u(s)‖L∞ is ﬁnite, the right-hand sides of the above estimates con-
verge to 0 as t goes to 0, and we obtain (3.11), so we can conclude that the mild
solution for the initial value u() is unique on [0, T /2).
On the other hand, it follows from Lemma 3.5 that for any ε > 0 we choose , T ′
and the mild solution u with the property (3.7) as in Lemma 3.5.
By the uniqueness of u(· + ), we have
‖u(· + )‖Et = ‖u‖Et < ε for 0 < t < min{T ′, T /2}
and 0 <  < min{0, T /2}. (3.12)
Therefore it sufﬁces to show that
‖u‖Et  lim→0 ‖u(· + )‖Et . (3.13)
Indeed this estimate and (3.12) imply
‖u‖Et < ε for 0 < t < min{T ′, T /2}
and we obtain the condition (Ad′), since ε is arbitrary.
We show (3.13) by estimating each term of u in the norm of Et . Both estimates can
be obtained by the similar contradiction argument. For the ﬁrst term:
sup
0<s<t
s
1
2 ‖u(s)‖L∞ lim
→0 sup0<s<t
s
1
2 ‖u(s + )‖L∞ , (3.14)
this is equivalent to the following:
A ≡ sup
0<s<t
s‖u(s)‖2L∞ lim→0 sup0<s<t s‖u(s + )‖
2
L∞ ≡ B. (3.15)
Assume that A > B, then for ε1 := A− B > 0 there exists t1 ∈ (0, t) such that
t1‖u(t1)‖2L∞B +
ε0
2
.
Let  be
 < min
{
t1,
ε0
4‖u(t1)‖2L∞
}
. (3.16)
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Then we have
|(t1 − )‖u(t1)‖2L∞ − t1‖u(t1)‖2L∞| < ‖u(t1)‖2L∞ <
ε0
4
.
Hence there exists t ′1 := t1 −  > 0 such that
t ′1‖u(t ′1 + )‖2L∞ > t1‖u(t1)‖2L∞ −
ε0
4
B + ε0
4
.
Since  is the arbitrary number satisfying (3.16), this contradicts the deﬁnition of B.
On the other hand, for the second term on (3.13) it sufﬁces to show
A′:= sup
x∈Rn, 0<R2<t
1
|B(x,R)|
∫
B(x,R)
R2∫
0
|u(y, s)|2 ds dy
 lim
→0 supx∈Rn, 0<R2<t
1
|B(x,R)|
∫
B(x,R)
R2∫
0
|u(y, s + )|2 ds dy =: B ′.
Assume that A′ > B ′, then for ε2 := A′ − B ′ > 0 there exists t2 ∈ (0, t) such that
sup
x∈Rn
1
|B(x, t
1
2
2 )|
∫
B(x,t
1
2
2 )
t2∫
0
|u(y, s)|2 ds dyB ′ + ε2
2
.
By the absolutely continuity of the integral, there exists 2 > 0 such that
∣∣∣∣∣∣∣∣∣
sup
x∈Rn
1
|B(x, t
1
2
2 )|
∫
B(x,t
1
2
2 )
t2∫
0
|u(y, s)|2 ds dy
− sup
x∈Rn
1
|B(x, t
1
2
2 )|
∫
B(x,t
1
2
2 )
t2+∫

|u(y, s)|2dsdy
∣∣∣∣∣∣∣∣∣
<
ε2
4
for all  < 2.
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Hence we have
sup
x∈Rn
1
|B(x, t
1
2
2 )|
∫
B(x,t
1
2
2 )
t2∫
0
|u(y, s + )|2 ds dy
= sup
x∈Rn
1
|B(x, t
1
2
2 )|
∫
B(x,t
1
2
2 )
t2+∫

|u(y, s)|2 ds dy
> sup
x∈Rn
1
|B(x, t
1
2
2 )|
∫
B(x,t
1
2
2 )
t2∫
0
|u(y, s)|2 ds dy − ε2
4
B ′ + ε2
4
.
This contradicts the deﬁnition of B ′. Thus we can complete the proof. 
3.2. Proof of Theorem 2.4
We notice that we may assume that there exists a mild solution u in ET by Lemma
3.1. So it sufﬁces to show that u belongs to C([0, T ); gmo−1). For that purpose we
divide the proof into 3 steps.
Step 1: Firstly we show that u(t) is uniformly bounded in bmo−1 on [0, T ). We
may show the following estimates:
sup
0<t<T
‖eta‖bmo−1c‖a‖bmo−1 , (3.17)
sup
0<t<T
‖V P∇ · (u⊗ u)(t)‖bmo−1c‖u‖2ET , (3.18)
where we denote Vf (t) :=
t∫
0
e(t−s)f (s) ds. The former is obtained by Minkowski’s
integral inequality. For the latter, it follows that
‖V P∇ · (u⊗ u)(t)‖bmo−1‖V P∇ · (u⊗ u)(t)‖BMO−1
=‖V P(u⊗ u)(t)‖BMO
c‖V (u⊗ u)(t)‖L∞ ,
where we use the Carleson characterization of BMO norm and the boundedness of P
in BMO [16, Chapter 4]. Since the estimate of (3.18) is translation invariant to the
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space-variable, we may show
|V (u⊗ u)(0, t)|c‖u‖2ET for 0 < t < T .
By the estimate of the heat kernel:
Gt(x)ct
1
2 (t
1
2 + |x|)−n−1, (3.19)
we have
|V (u⊗ u)(0, t)|
 ct 12


∫
B(0,2t
1
2 )
t∫
0
|u(y, s)|2
((t − s) 12 + |y|)n+1
ds dy
+
∫
B(0,2t
1
2 )c
t∫
0
|u(y, s)|2
((t − s) 12 + |y|)n+1
ds dy


=: ct 12 (I + II ) .
For the ﬁrst term, we have
I
∫
B(0,2t
1
2 )
t
2∫
0
|u(y, s)|2
((t − s) 12 + |y|)n+1
ds dy +
∫
B(0,2t
1
2 )
t∫
t
2
|u(y, s)|2
((t − s) 12 + |y|)n+1
ds dy
c
∫
B(0,2t
1
2 )
t
2∫
0
|u(y, s)|2
t
n+1
2
ds dy + c sup
t
2<s<t
s‖u(s)‖2L∞
×
∫
B(0,2t
1
2 )
t∫
t
2
s−1((t − s) 12 + |y|)−n−1 ds dy
ct− 12 sup
x∈Rn
|B(x, t 12 )|−1
∫
B(x,t
1
2 )
t∫
0
|u(y, s)|2 ds dy + ct− 12 sup
t
2<s<t
s‖u(s)‖2L∞
ct− 12 ‖u‖2ET .
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On the other hand, it follows that
II
∫
B(0,2t
1
2 )c
t∫
0
|u(y, s)|2
|y|n+1 ds dy.
We cover B(0, 2t
1
2 )c by a family of balls centered at t 12Zn (= {(t 12 xi)i=1,...,n; xi ∈ Zn})
with radius t 12 . Furthermore classify the center by the Q(0, t 12m), where Q(0, t 12m) is
the cube with the center at 0 with side length 2t 12m. We have
IIc
∞∑
m=2
∑
x∈Q(0,t 12m)∩t 12 Zn
∫
B(x,t
1
2 )
t∫
0
(t
1
2m)−n−1|u(y, s)|2 ds dy.
Since the number of the lattice point on the cube is proportional to the measure of the
surface, there holds
IIc t− n+12
∞∑
m=2
1
m2
sup
x∈Rn
∫
B(x,t
1
2 )
t∫
0
|u(y, s)|2 ds dy
c t− 12 sup
x∈Rn
|B(x, t 12 )|−1
∫
B(x,t
1
2 )
t∫
0
|u(y, s)|2 ds dy.
c t− 12 ‖u‖2ET .
Hence we have
I + IIct− 12 ‖u‖2ET . (3.20)
This implies (3.18).
Step 2: Next we verify that u(t0) belongs to gmo−1 for t0 ∈ [0, T ). Obviously, u(t0)
belongs to gmo−1 at t0 = 0. So we may assume t0 > 0, then there holds that
‖etu(t0)− u(t0)‖bmo−1
‖e(t+t0)a − et0a‖bmo−1 + ‖etB(u, u)(t0)− B(u, u)(t0)‖bmo−1
‖eta − a‖bmo−1 + ‖etB(u, u)(t0)− B(u, u)(t0)‖bmo−1 .
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By the deﬁnition of gmo−1, the linear term vanishes as t goes to 0 . For the nonlinear
term, we have
‖etB(u, u)(t0)− B(u, u)(t0)‖bmo−1
=
∥∥∥∥∥∥
t0∫
0
(e(t0+t−s) − e(t0−s))P∇ · (u⊗ u)(s) ds
∥∥∥∥∥∥
bmo−1

∥∥∥∥∥∥
t0∫
0
(e(t0+t−s) − e(t0−s))P∇ · (u⊗ u)(s) ds
∥∥∥∥∥∥
BMO−1
c
∥∥∥∥∥∥
t0∫
0
(e(t0+t−s) − e(t0−s))P(u⊗ u)(s) ds
∥∥∥∥∥∥
BMO
c
∥∥∥∥∥∥
t0∫
0
(e(t0+t−s) − e(t0−s))(u⊗ u)(s) ds
∥∥∥∥∥∥
L∞
.
By translating to space-variable, it sufﬁces to show
∣∣∣∣∣∣
t0∫
0
(e(t0+t−s) − e(t0−s))(u⊗ u)(0, s) ds
∣∣∣∣∣∣ ct
1
2 t
− 12
0 ‖u‖2ET . (3.21)
In order to prove this estimate, we use the following lemma.
Lemma 3.6 (Mean value theorem). Let a > b > 0. Assume that f is a continuous
function on [a, b] and set g(t) := f (t2). Then for t0 ∈ [a, b] and t ∈ [0, b − t0],
it follows that:
|f (t0 + t)− f (t0)| t 12 sup
∈[0,1]
g′((t0 + t) 12 ).
The proof of this lemma is easy, so we may omit it.
Let f (t) = Gt−s , then the estimate of the heat kernel yields that
|Gt0+t−s(y)−Gt0−s(y)|ct
1
2 sup
∈[0,1]
((t0 + t− s) 12 + |y|)−n−1.
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Hence we have
∣∣∣∣∣∣
t0∫
0
(e(t0+t−s) − e(t0−s))(u⊗ u)(0, s) ds
∣∣∣∣∣∣
ct 12


∫
B(0,2t
1
2
0 )
t0∫
0
|u(y, s)|2
((t0 − s) 12 + |y|)n+1
ds dy
+
∫
B(0,2t
1
2
0 )
c
t0∫
0
|u(y, s)|2
((t0 − s) 12 + |y|)n+1
ds dy


=: ct 12 (I + II ).
The right-hand side can be handled in the same way as (3.20), so we obtain (3.21).
Step 3: Finally we shall show the right-continuity of u in time. The left-continuity
is obtained in the similar way, so we omit it. Let t0 ∈ (0, T ) and t > 0, we have
‖u(t0 + t)− u(t0)‖bmo−1
‖(e(t0+t) − et0)a‖bmo−1 + ‖B(u, u)(t0 + t)− B(u, u)(t0)‖bmo−1
‖eta − a‖bmo−1 +
∥∥∥∥∥∥
t0∫
0
(e(t0+t−s) − e(t0−s))P∇ · (u⊗ u)(s)ds
∥∥∥∥∥∥
bmo−1
+
∥∥∥∥∥∥
t0+t∫
t0
e(t0+t−s)P∇ · (u⊗ u)(s) ds
∥∥∥∥∥∥
bmo−1
‖eta − a‖bmo−1 +
∥∥∥∥∥∥
t0∫
0
(e(t0+t−s) − e(t0−s))P∇ · (u⊗ u)(s) ds
∥∥∥∥∥∥
bmo−1
+
∥∥∥∥∥∥
t0+t∫
t0
e(t0+ts)(u⊗ u)(s) ds
∥∥∥∥∥∥
L∞
.
The ﬁrst two terms are estimated in Step 2. For the last term, by translating to space-
variable, it sufﬁces to show the case x = 0. By the estimate of heat kernel (3.19),
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we have
∣∣∣∣∣∣
t0+t∫
t0
e(t0+t−s)(u⊗ u)(0, s) ds
∣∣∣∣∣∣
c(t0 + t) 12
∫
Rn
t0+t∫
t0
|u(y, s)|2
((t0 + t − s) 12 +|y|)n+1
ds dy
c(t0 + t) 12 sup
0<s<t0+t
s‖u(s)‖2L∞
∫
Rn
t0+t∫
t0
s−1((t0 + t − s) 12 + |y|)−n−1 ds dy
ct 12 t−
1
2
0 ‖u‖2Et0+t ,
which tends to 0 as t goes to 0.
In the case t0 = 0, it follows from (3.18) that
‖u(t)− u(0)‖bmo−1‖eta − a‖bmo−1 + ‖V P∇(u⊗ u)(t)‖bmo−1
‖eta − a‖bmo−1 + c‖u‖2Et .
Recalling the inequality (3.9) and (3.10) ( = 0), we obtain
‖u‖Et ‖a‖BMO−1t .
Since a ∈ vmo−1, the right-hand side vanishes as t goes to 0. Thus the proof is
complete. 
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