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Abstract
In the literature, the left-side of Hermite–Hadamard’s inequality is called a midpoint type inequality.
In this article, we obtain new integral inequalities of midpoint type for Riemann–Liouville fractional inte-
grals of convex functions with respect to increasing functions. The resulting inequalities generalize some
recent classical integral inequalities and Riemann–Liouville fractional integral inequalities established in
earlier works. Finally, applications of our work are demonstrated via the known special functions of real
numbers.
1 Introduction
A function g : I ⊆ R→ R is said to be convex on the interval I, if the inequality
g(η x+ (1 − η)y) ≤ η g(x) + (1− η)g(y) (1.1)
holds for all x, y ∈ I and η ∈ [0, 1]. We say that g is concave, provided −g is convex.
For convex functions (1.1), many equalities and inequalities have been established, e.g., Ostrowski type
inequality [1], Opial inequality [2], Hardy type inequality [3], Olsen type inequality [4], Gagliardo-Nirenberg
type inequality [5], midpoint and trapezoidal type inequalities [6, 7] and the Hermite–Hadamard type (HH-
type) inequality [8] that will be used in our study, which is defined by:
g
(
u+ v
2
)
≤ 1
v − u
∫ v
u
g(x)dx ≤ g(u) + g(v)
2
, (1.2)
where g : I ⊆ R→ R is assumed to be a convex function on I where a, b ∈ I with u < v.
A huge number of researchers in the field of applied and pure mathematics have devoted their efforts to
modify, generalize, refine, and extend the Hermite–Hadamard inequality (1.2) for convex and other classes
of convex functions; see for further details [8–12].
In 2013, the HH-type inequality (1.2) has been generalised to fractional integrals of Riemann–Liouville
type by Sarikaya et al [13]. Their result is as follows, for an L1 convex function f : [u, v] → R, and for any
µ > 0:
g
(
u+ v
2
)
≤ Γ(µ+ 2)
2(v − u)µ
[
I
µ
u+
g(v) + Iµ
v−
g(u)
] ≤ g(u) + g(v)
2
, (1.3)
where Iµ
u+
and Iµ
v−
denote left-sided and right-sided Riemann-Liouville fractional integrals of order µ > 0,
respectively, defined as [14]:
I
µ
u+
g(x) =
1
Γ(µ)
∫ x
u
(x − t)µ−1g(t)dt, x > u,
I
µ
v−
g(x) =
1
Γ(µ)
∫ v
x
(t− x)µ−1g(t)dt, x < v.
(1.4)
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If we take µ = 1 in (1.3) we obtain (1.2), it is clear that inequality (1.3) is a generalization of Hermite–
Hadamard inequality (1.2). Many further results have been derived from this [15–20], including in different
types of fractional calculus, e.g. for tempered fractional integrals [21], those of Hilfer type [22], for those
models of fractional calculus involving Mittag-Leffler kernels [23], and for fractional integrals with respect
to functions [24]. But so far such inequalities have not been investigated for fractional integrals of a twice
differentiable convex function with respect to a monotone function. For this reason, we recall the Riemann–
Liouville fractional integrals of a function with respect to a monotone function.
Definition 1.1. Let (u, v) ⊆ (−∞,∞) be a finite or infinite interval of the real-axis R and µ > 0. Let ψ(x)
be an increasing and positive monotone function on the interval (u, v] with a continuous derivative ψ′(x) on
the interval (u, v). Then the left and right-sided ψ-Riemann–Liouville fractional integrals of a function g
with respect to another function ψ(x) on [u, v] are defined by [14, 25, 26]:
I
µ:ψ
u+
g(x) =
1
Γ(µ)
∫ x
u
ψ′(t)(ψ(x) − ψ(t))µ−1g(t)dt,
I
µ:ψ
v−
g(x) =
1
Γ(µ)
∫ v
x
ψ′(t)(ψ(t) − ψ(x))µ−1g(t)dt.
(1.5)
It is important to note that if we set ψ(x) = x in (1.5), then ψ-Riemann–Liouville fractional integral reduces
to Riemann–Liouville fractional integral (1.4).
As we said, in this study we investigate several inequalities of midpoint type for Riemann–Liouville
fractional integrals of twice differentiable convex functions with respect to increasing functions.
2 Main Results
Our main results follow the following lemma:
Lemma 2.1. Let g : [u, v] ⊆ R→ R be a differentiable function and g′′ ∈ L1[u, v] with 0 ≤ u < v. If ψ(x) is
an increasing and positive monotone function on (u, v] and its derivative ψ′(x) is continuous on (u, v), then
for µ ∈ (0, 1) we have
σµ,ψ(g;u, v) =
2µ−1
(v − u)µ
[∫ ψ−1(v)
ψ−1(u+v2 )
ψ′(t)(v − ψ(t))µ+1(g′′ ◦ ψ)(t)dt
−
∫ ψ−1(u+v2 )
ψ−1(u)
ψ′(t)(ψ(t) − u)µ+1(g′′ ◦ ψ)(t)dt
]
,
(2.1)
where
σµ,ψ(g;u, v) =
2µ−1Γ(µ+ 2)
(v − u)µ
[
I
µ:ψ
ψ−1(u+v2 )
+(g ◦ ψ)
(
ψ−1(v)
)
+ Iµ:ψ
ψ−1(u+v2 )
−
(g ◦ ψ) (ψ−1(u))]− (µ+ 1)g(u+ v
2
)
.
Proof. From Definition 1.1 we have
~1 :=
2µ−1Γ(µ+ 2)
(v − u)µ I
µ:ψ
ψ−1( u+v2 )
+(g ◦ ψ)
(
ψ−1(v)
)
=
µ(µ+ 1)2µ−1
(v − u)µ
∫ ψ−1(v)
ψ−1( u+v2 )
ψ′(t)(v − ψ(t))µ−1(g ◦ ψ)(t)dt
= − (µ+ 1)2
µ−1
(v − u)µ
∫ ψ−1(v)
ψ−1(u+v2 )
(g ◦ ψ)(t)d(v − ψ(t))µ.
Integrating by parts twice, we have
~1 =
µ+ 1
2
g
(
u+ v
2
)
+
(µ+ 1)2µ−1
(v − u)µ
∫ ψ−1(v)
ψ−1(u+v2 )
ψ′(t)(v − ψ(t))µ(g′ ◦ ψ)(t)dt
=
µ+ 1
2
g
(
u+ v
2
)
+
1
2
g′
(
u+ v
2
)
+
(µ+ 1)2µ−1
(v − u)µ
∫ ψ−1(v)
ψ−1(u+v2 )
ψ′(t)(v − ψ(t))µ+1(g′′ ◦ ψ)(t)dt (2.2)
2
Analogously
~2 :=
2µ−1Γ(µ+ 1)
(v − u)µ I
µ:ψ
ψ−1( u+v2 )
+(g ◦ ψ)
(
ψ−1(v)
)
=
µ+ 1
2
g
(
u+ v
2
)
− 1
2
g′
(
u+ v
2
)
− 2
µ−1
(v − u)µ
∫ ψ−1(u+v2 )
ψ−1(u)
ψ′(t)(ψ(t) − u)µ+1(g′′ ◦ ψ)(t)dt. (2.3)
It follows from (2.2) and (2.3) that
~1 + ~2 − (µ+ 1)g
(
u+ v
2
)
=
2µ−1
(v − u)µ
[∫ ψ−1(v)
ψ−1(u+v2 )
ψ′(t)(v − ψ(t))µ+1(g′′ ◦ ψ)(t)dt
−
∫ ψ−1(u+v2 )
ψ−1(u)
ψ′(t)(ψ(t) − u)µ+1(g′′ ◦ ψ)(t)dt
]
.
This completes the proof of Lemma 2.1.
Corollary 2.1. With the similar assumptions of Lemma 2.1 if
1. ψ(x) = x, we have
2µ−1Γ(µ+ 2)
(v − u)µ
[
I
µ
(u+v2 )
+g(v) + I
µ
(u+v2 )
−
g(u)
]
− (µ+ 1)g
(
u+ v
2
)
=
(v − u)2
8
[∫ 1
0
tµ+1g′′
(
t
2
u+
2− t
2
v
)
dt+
∫ 1
0
tµ+1g′′
(
2− t
2
u+
t
2
v
)
dt
]
,
which is obtained by Tomar et al. [27].
2. ψ(x) = x and µ = 1, we have
1
v − u
∫ v
u
g(x)dx − g
(
u+ v
2
)
=
(v − u)2
16
[∫ 1
0
t2g′′
(
t
2
u+
2− t
2
v
)
dt+
∫ 1
0
t2g′′
(
2− t
2
u+
t
2
v
)
dt
]
,
which is obtained by Sarikaya and Kiris [28].
Theorem 2.1. Let g : [u, v] ⊆ R→ R be a differentiable function and g′′ ∈ L1[u, v] with 0 ≤ u < v. Suppose
that |g′′| is convex on [u, v], ψ(x) is an increasing and positive monotone function on (u, v] and its derivative
ψ′(x) is continuous on (u, v), then for µ ∈ (0, 1) we have
|σµ,ψ(g;u, v)| ≤ (v − u)
2
8
(
1
µ+ 2
)1− 1
q
{[
1
2(µ+ 3)
|g′′(u)|q +
(
1
µ+ 2
− 1
2(µ+ 3)
)
|g′′(v)|q
] 1
q
+
[(
1
µ+ 2
− 1
2(µ+ 3)
)
|g′′(u)|q + 1
2(µ+ 3)
|g′′(v)|q
] 1
q
} (2.4)
for q ≥ 1.
Proof. Suppose that q = 1. By means of Lemma 2.1 and Definition 1.1, we get
σµ,ψ(g;u, v) =
2µ−1
(v − u)µ
[∫ ψ−1(v)
ψ−1(u+v2 )
ψ′(t1)(v − ψ(t1))µ+1(g′′ ◦ ψ)(t1)dt1
−
∫ ψ−1(u+v2 )
ψ−1(u)
ψ′(t2)(ψ(t2)− u)µ+1(g′′ ◦ ψ)(t2)dt2
]
. (2.5)
3
Change the variables x1 =
2(v−ψ(t1))
v−u
and x2 =
2(ψ(t2)−u)
v−u
and then set t = x1 = x2 into the resulting equality,
then (2.5) becomes
σµ,ψ(g;u, v) =
(v − u)2
8
[∫ 1
0
tµ+1g′′
(
t
2
u+
2− t
2
v
)
dt+
∫ 1
0
tµ+1g′′
(
2− t
2
u+
t
2
v
)
dt
]
,
that is
|σµ,ψ(g;u, v)| ≤ (v − u)
2
8
[∫ 1
0
tµ+1
(∣∣∣∣g′′
(
t
2
u+
2− t
2
v
)∣∣∣∣+
∣∣∣∣g′′
(
2− t
2
u+
t
2
v
)∣∣∣∣
)
dt
]
. (2.6)
By using the convexity of |g′′|, then inequality (2.6) gives
|σµ,ψ(g;u, v)| ≤ (v − u)
2
8
[∫ 1
0
tµ+1
(∣∣∣∣g′′
(
t
2
u+
2− t
2
v
)∣∣∣∣ +
∣∣∣∣g′′
(
2− t
2
u+
t
2
v
)∣∣∣∣
)
dt
]
≤ (v − u)
2
8
(
|g′′(u)|
∫ 1
0
1
2
tµ+2dt+ |g′′(v)|
∫ 1
0
2− t
2
tµ+1dt
+ |g′′(v)|
∫ 1
0
1
2
tµ+2dt+ |g′′(u)|
∫ 1
0
2− t
2
tµ+1dt
)
=
(v − u)2
8(µ+ 2)
(|g′′(u)|+ |g′′(v)|) .
This gives (2.4) for q = 1.
Now, suppose that q > 1. Using inequality of (2.6), convexity of |g′′|q and the power–mean’s inequality
for q > 1, we have∫ 1
0
tµ+1
∣∣∣∣g′′
(
t
2
u+
2− t
2
v
)∣∣∣∣ dt =
∫ 1
0
tµ+1−
µ+1
q
[
t
µ+1
q
∣∣∣∣g′′
(
t
2
u+
2− t
2
v
)∣∣∣∣
]
dt
≤
(∫ 1
0
tµ+1
)1− 1
q
(∫ 1
0
tµ+1
∣∣∣∣g′′
(
t
2
u+
2− t
2
v
)∣∣∣∣
q
dt
) 1
q
≤
(
1
µ+ 2
)1− 1
q
(∫ 1
0
(
tµ+2
2
|g′′(u)|q + 2t
µ+1 − tµ+2
2
|g′′(v)|q
)
dt
) 1
q
=
(
1
µ+ 2
)1− 1
q
[
1
2(µ+ 3)
|g′′(u)|q +
(
1
µ+ 2
− 1
2(µ+ 3)
)
|g′′(v)|q
] 1
q
. (2.7)
In the same manner, we get∫ 1
0
tµ+1
∣∣∣∣g′′
(
2− t
2
u+
t
2
v
)∣∣∣∣ dt ≤
(
1
µ+ 2
)1− 1
q
[(
1
µ+ 2
− 1
2(µ+ 3)
)
|g′′(u)|q + 1
2(µ+ 3)
|g′′(v)|q
] 1
q
.
(2.8)
Using (2.7) and (2.8) in (2.6) we obtain (2.4) for q > 1. Thus the proof of theorem 2.1 is completed.
Corollary 2.2. With the similar assumptions of Theorem 2.1 if
1. ψ(x) = x, we have∣∣∣∣2µ−1Γ(µ+ 2)(v − u)µ
[
I
µ
( u+v2 )
+g(v) + I
µ
( u+v2 )
−
g(u)
]
− (µ+ 1)g
(
u+ v
2
)∣∣∣∣
≤ (v − u)
2
8
(
1
µ+ 2
)1− 1
q
{[
1
2(µ+ 3)
|g′′(u)|q +
(
1
µ+ 2
− 1
2(µ+ 3)
)
|g′′(v)|q
] 1
q
+
[(
1
µ+ 2
− 1
2(µ+ 3)
)
|g′′(u)|q + 1
2(µ+ 3)
|g′′(v)|q
] 1
q
}
,
which is obtained by Tomar et al. [27].
4
2. ψ(x) = x and µ = 1, we have
∣∣∣∣ 1v − u
∫ v
u
g(x)dx − g
(
u+ v
2
)∣∣∣∣ ≤ (v − u)248
[(
3|g′′(u)|q + 5|g′′(v)|q
8
) 1
q
+
(
5|g′′(u)|q + 3|g′′(v)|q
8
) 1
q
]
,
which is obtained by Sarikaya et al. [29].
3. ψ(x) = x and q = 1, we have∣∣∣∣2µ−1Γ(µ+ 2)(v − u)µ
[
I
µ
( u+v2 )
+g(v) + I
µ
( u+v2 )
−
g(u)
]
− (µ+ 1)g
(
u+ v
2
)∣∣∣∣ ≤ (v − u)28(µ+ 2)
(
|g′′(u)|+ |g′′(v)|
)
,
which is obtained by Tomar et al. [27].
4. ψ(x) = x, µ = 1 and q = 1, we have∣∣∣∣ 1v − u
∫ v
u
g(x)dx − g
(
u+ v
2
)∣∣∣∣ ≤ (v − u)224
( |g′′(u)|+ |g′′(v)
2
)
,
which is obtained by Sarikaya et al. [29].
Theorem 2.2. Let g : [u, v] ⊆ R→ R be a differentiable function and g′′ ∈ L1[u, v] with 0 ≤ u < v. Suppose
that |g′′|q is convex on [u, v], ψ(x) is an increasing and positive monotone function on (u, v] and its derivative
ψ′(x) is continuous on (u, v), then for µ ∈ (0, 1) we have
|σµ,ψ(g;u, v)| ≤ (v − u)
2
8
(
2
(µ+ 1)p+ 1
) 1
p
[( |g′′(u)|q + 3|g′′(v)|q
4
) 1
q
+
(
3|g′′(u)|q + |g′′(v)|q
4
) 1
q
]
≤ (v − u)
2
8
(
2
(µ+ 1)p+ 1
) 1
p (|g′′(u)|+ |g′′(v)|),
(2.9)
such that q > 1 and 1
p
+ 1
q
= 1.
Proof. By using the Holder’s inequality, we have
∫ 1
0
tµ+1
∣∣∣∣g′′
(
t
2
u+
2− t
2
v
)∣∣∣∣ dt ≤
(∫ 1
0
t(µ+1)p
) 1
p
(∫ 1
0
∣∣∣∣g′′
(
t
2
u+
2− t
2
v
)∣∣∣∣
q
dt
) 1
q
≤
(
1
(µ+ 1)p+ 1
) 1
p
(∫ 1
0
(
t
2
|g′′(u)|q + 2− t
2
|g′′(v)|q
)
dt
) 1
q
=
(
1
(µ+ 1)p+ 1
) 1
p
( |g′′(u)|q + 3|g′′(v)|q
4
) 1
q
. (2.10)
Similarly, we have
∫ 1
0
tµ+1
∣∣∣∣g′′
(
2− t
2
u+
t
2
v
)∣∣∣∣ dt ≤
(
1
(µ+ 1)p+ 1
) 1
p
(
3|g′′(u)|q + |g′′(v)|q
4
) 1
q
. (2.11)
Thus, the inequalities (2.6), (2.10) and (2.11) complete the proof of the first inequality of (2.9).
To prove the second inequality of (2.9), we apply the formula
n∑
i=1
(ci + di)
m ≤
n∑
i=1
cmi +
n∑
i=1
+dmi , 0 ≤ m < 1
5
for c1 = 3|g′′(u)|q, c2 = |g′′(u)|q, d1 = |g′′(v)|q , d2 = 3|g′′(v)|q and m = 1q . Then (2.6) gives
|σµ,ψ(g;u, v)| ≤ (v − u)
2
8
(
1
(µ+ 1)p+ 1
) 1
p
[( |g′′(u)|q + 3|g′′(v)|q
4
) 1
q
+
(
3|g′′(u)|q + |g′′(v)|q
4
) 1
q
]
≤
(v − u)2
(
3
1
q + 1
)
16
(
1
(µ+ 1)p+ 1
) 1
p [|g′′(u)|+ |g′′(v)|]
≤ (v − u)
2
8
(
1
(µ+ 1)p+ 1
) 1
p (|g′′(u)|+ |g′′(v)|).
Hence the proof of Theorem 2.2 is completed.
Corollary 2.3. With the similar assumptions of Theorem 2.2, if
1. ψ(x) = x, we have∣∣∣∣2µ−1Γ(µ+ 2)(v − u)µ
[
I
µ
( u+v2 )
+g(v) + I
µ
( u+v2 )
−
g(u)
]
− (µ+ 1)g
(
u+ v
2
)∣∣∣∣
≤ (v − u)
2
8
(
2
(µ+ 1)p+ 1
) 1
p
[( |g′′(u)|q + 3|g′′(v)|q
4
) 1
q
+
(
3|g′′(u)|q + |g′′(v)|q
4
) 1
q
]
≤ (v − u)
2
8
(
2
(µ+ 1)p+ 1
) 1
p (|g′′(u)|+ |g′′(v)|),
which is obtained by Tomar et al. [27].
2. ψ(x) = x and µ = 1, we have
∣∣∣∣ 1v − u
∫ v
u
g(x)dx− g
(
u+ v
2
)∣∣∣∣ ≤ (v − u)2
16(2p+ 1)
1
p
[( |g′′(u)|q + 3|g′′(v)|q
4
) 1
q
+
(
3|g′′(u)|q + |g′′(v)|q
4
) 1
q
]
≤ (v − u)
2
22+
2
q (2p+ 1)
1
p
(|g′′(u)|+ |g′′(v)|),
which is obtained by Sarikaya et al. [29].
Corollary 2.4. From Theorems 2.1–2.2, we obtain the following inequality for ψ(x) = x, µ = 1 and q > 1:∣∣∣∣ 1v − u
∫ v
u
g(x)dx − g
(
u+ v
2
)∣∣∣∣ ≤ (v − u)2min{δ1, δ2}(|g′′(u)|+ |g′′(v)|),
where δ1 =
1
24 and δ2 =
1
2
2+ 2
q (2p+1)
1
p
such that p = q
q−1 .
3 Applications
In this section some applications are presented to demonstrate usefulness of our obtained results in the
previous sections.
3.1 Applications to special means
Let u and v be two arbitrary positive real numbers, then consider the following special means:
(i) The arithmetic mean:
A = A(u, v) =
u+ v
2
.
6
(ii) The inverse arithmetic mean:
H = H(u, v) =
2
1
u
+ 1
v
, u, v 6= 0.
(iii) The geometric mean:
G = G(u, v) =
√
u v.
(iv) The logarithmic mean:
L(u, v) =
v − u
log(v)− log(u) , u 6= v.
(v) The generalized logarithmic mean:
Ln(u, v) =
[
vn+1 − un+1
(v − u)(n+ 1)
] 1
n
, n ∈ Z \ {−1, 0}.
Proposition 3.1. Let |n| ≥ 3 and u, v ∈ R with 0 < u < v, then
|An(u, v)− Lnn(u, v)| ≤
(v − u)2|n(n− 1)|
3 · 4 1q+2
[
A
1
q
(
3|u|(n−2)q, 5|v|(n−2)q
)
+A
1
q
(
5|u|(n−2)q, 3|v|(n−2)q
)]
,
(3.1)
for q ≥ 1.
Proof. Apply Corollary 2.2 part (2) for g(x) = xn, where n as specified above.
Proposition 3.2. Let u, v ∈ R with 0 < u < v, then
∣∣A−1(u, v)− L−1(u, v)∣∣ ≤ (v − u)2
3 · 4 1q+2
[
A
1
q
(
3|u|−3q, 5|v|−3q)+A 1q (5|u|−3q, 3|v|−3q)] , (3.2)
for q ≥ 1.
Proof. Apply Corollary 2.2 part (2) for g(x) = 1
x
, x 6= 0.
Proposition 3.3. Let |n| ≥ 3 and u, v ∈ R with 0 < u < v, then∣∣H−n(v, u)− Lnn (v−1, u−1)∣∣
≤
(
v−1 − u−1)2 |n(n− 1)|
3 · 4 1q+2
[
H
−1
q
(
3|u|(n−2)q, 5|v|(n−2)q
)
+H
−1
q
(
5|u|(n−2)q, 3|v|(n−2)q
)]
, (3.3)
and
∣∣H(v, u)− L−1 (v−1, u−1)∣∣ ≤
(
v−1 − u−1)2
3 · 4 1q+2
[
H
−1
q
(
3|u|−3q, 5|v|−3q)+H −1q (5|u|−3q, 3|v|−3q)] , (3.4)
for q ≥ 1.
Proof. Observe that A−1
(
u−1, v−1
)
= H(u, v) = 21
u
+ 1
v
. So, Make the change of variables u→ v−1 and v →
u−1 in the inequalities (3.1) and (3.2), we can deduce the desired inequalities (3.3) and (3.4) respectively.
Proposition 3.4. Let u, v ∈ R with 0 < u < v, then
∣∣G−2(u, v)−A−2(u, v)∣∣ ≤ (b− a)2
2 · 4 1q+1
[
A
1
q
(
3|u|−3q, 5|v|−3q)+A 1q (5|u|−3q, 3|v|−3q)] , (3.5)
for q ≥ 1.
Proof. Apply Corollary 2.2 part (2) for g(x) = x2.
7
Now, we give an application to a midpoint formula. Let d be a partition u = x0 < x1 < · · · < xm−1 <
xm = v of the interval [a, b] and consider the quadrature formula∫ b
a
g(x)dx = T (g, d) + E(g, d),
where
T (g, d) =
m−1∑
j=0
g
(
xj + xj+1
2
)
(xj+1 − xj)
is the midpoint version and E(g, d) denotes the associated approximation error. Here, we present some error
estimates for the midpoint formula.
Proposition 3.5. Let g : [u, v] → R be a differentiable mapping on (u, v) with u < v. Suppose that
|g′′|q, q ≥ 1 be a convex function, then for every partition of [u, v] the midpoint error satisfies
|E(g, d)| ≤ min{δ1, δ2}
m−1∑
j=0
(xj+1 − xj)2
(|g′′(xj)|+ |g′′(xj+1)|). (3.6)
Proof. From Corollary 2.4, we have∣∣∣∣∣
∫ xj+1
xj
g(x)dx − (xj+1 − xj)g
(
xj + xj+1
2
)∣∣∣∣∣ ≤ min{δ1, δ2} (xj+1 − xj)2(|g′′(xj)|+ |g′′(xj+1)|)
Summing over j from 0 to m − 1 and taking into account that |g′′| is convex, we obtain, by the triangle
inequality, that ∣∣∣∣∣
∫ b
a
g(x)dx − T (g, d)
∣∣∣∣∣ =
∣∣∣∣∣∣
m−1∑
j=0
[∫ xj+1
xj
g(x)dx − (xj+1 − xj)g
(
xj + xj+1
2
)]∣∣∣∣∣∣
≤
m−1∑
j=0
∣∣∣∣∣
∫ xj+1
xj
g(x)dx − (xj+1 − xj)g
(
xj + xj+1
2
)∣∣∣∣∣
≤ min{δ1, δ2}
m−1∑
j=0
(xj+1 − xj)2
(|g′′(xj)|+ |g′′(xj+1)|).
This ends the proof.
3.2 Modified Bessel functions
Let the function Ip : R→ [1,∞) be defined by
Ip(x) = 2pΓ(p+ 1)x−vIp(x), x ∈ R.
For this we recall the modified Bessel function of the first kind Ip which is defined as [30]:
Ip(x) =
∑
n≥0
(
x
2
)p+2n
n!Γ(p+ n+ 1)
.
The first and the nth order derivative formula of Ip(x) are, respectively, given by [31]:
I ′p(x) =
x
2(p+ 1)
Ip+1(x), (3.7)
∂nIp(x)
∂xn
= 2n−2p
√
pixp−nΓ(p+ 1) 2F3
(
p+ 1
2
,
p+ 2
2
;
p+ 1− n
2
,
p+ 2− n
2
, p+ 1;
x2
4
)
, (3.8)
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where 2F3 (·, ·; ·, ·, ·; ·) is the hypergeometric function defined by [31]:
2F3
(
p+ 1
2
,
p+ 2
2
;
p+ 1− n
2
,
p+ 2− n
2
, p+ 1;
x2
4
)
=
∞∑
k=0
(
p+1
2
)
k
(
p+2
2
)
k(
p−2
2
)
k
(
p−1
2
)
k
(p+ 1)k
x2k
4k (k)!
, (3.9)
where, for some parameter ν, the Pochhammer symbol (ν)k is defined as
(ν)0 = 1, (ν)k = ν(ν + 1) · · · (ν + k − 1), k = 1, 2, ...
Proposition 3.6. Let u, v ∈ R with 0 < u < v, then for each p > −1 we have∣∣∣∣Ip(v) − Ip(u)v − u − a+ b4(p+ 1)Ip+1
(
u+ v
2
)∣∣∣∣ ≤ (v − u)2min{δ1, δ2} 23−2p√piΓ(p+ 1)
×
(
|a|p−3
∣∣∣∣ 2F3
(
p+ 1
2
,
p+ 2
2
;
p+ 1− n
2
,
p+ 2− n
2
, p+ 1;
a2
4
)∣∣∣∣
+ |b|p−3
∣∣∣∣ 2F3
(
p+ 1
2
,
p+ 2
2
;
p+ 1− n
2
,
p+ 2− n
2
, p+ 1;
b2
4
)∣∣∣∣
)
. (3.10)
Proof. Let g(x) = I ′p(x). Note that the function x 7→ I ′′′p (x) is convex on the interval [0,∞) for each p > −1.
Using Corollary 2.4 and (3.7)–(3.8), we obtain the desired inequality (3.10) immediately.
4 Conclusion
In this paper, we established some new integral inequalities of midpoint type for convex functions with respect
to increasing functions involving Riemann–Liouville fractional integrals. It can be noted from Corollary 2.1–
2.3 that our results are a generalization of all obtained results in [27–29].
References
[1] B. Gavrea, I. Gavrea, “On some Ostrowski type inequalities”, Gen. Math. 18(1) (2010), pp. 33–44.
[2] G. Farid, A. U. Rehman, S. Ullah, A. Nosheen, M. Waseem, Y. Mehboob, “Opial-type inequalities for
convex function sand associated results in fractional calculus”, Adv. Differ. Equ. 2019 (2019), 152.
[3] P. Ciatti, M. G. Cowling, F. Ricci, “Hardy and uncertainty inequalities on stratified Lie groups”, Adv.
Math. 277 (2015), pp. 365–387.
[4] H. Gunawan, Eridani, “Fractional integrals and generalized Olsen inequalities”, Kyungpook Math. J. 49
(2009), pp. 31–39.
[5] Y. Sawano, H. Wadade, “On the Gagliardo-Nirenberg type inequality in the critical Sobolev-Morrey
space”, J. Fourier Anal. Appl. 19(1) (2013), pp. 20–47.
[6] P. O. Mohammed, “Inequalities of Type Hermite-Hadamard for Fractional Integrals via Differentiable
Convex Functions”, TJANT 4(5) (2016), pp. 135–139.
[7] P. O. Mohammed, M. Z. Sarikaya, “On generalized fractional integral inequalities for twice differentiable
convex functions”, J. Comput. Appl. Math. 372 (2020), 112740.
[8] S. S. Dragomir, C. E. M. Pearce, Selected topics on Hermite-Hadamard inequalities and applications,
RGMIA Monographs, Victoria University, 2000.
[9] A. Weir and B. Mond, “Preinvex functions in multiple objective optimization”, J. Math. Anal. Appl.
136 (1988), pp. 29–38.
9
[10] T. Lian, W. Tang, R. Zhou, “Fractional Hermite–Hadamard inequalities for (s,m)-convex or s-concave
functions”, J. Inequal. Appl. 2018 (2018), 240.
[11] T. Ali, M. Adil Khan, Y. Khurshidi, “Hermite-Hadamard Inequality for Fractional Integrals Via Eta-
Convex functions”, Acta Math. Univ. Comenianae 86(1) (2017), pp. 153–164.
[12] P. O. Mohammed, “Some new Hermite-Hadamard type inequalities for MT -convex functions on differ-
entiable coordinates”, J. King Saud Univ. Sci. 30 (2018), pp. 258–262.
[13] M. Z. Sarikaya, E. Set, H. Yaldiz, N. Bas¸ak, “Hermite–Hadamard’s inequalities for fractional integrals
and related fractional inequalities”, Math. Comput. Model. 57 (2013), pp. 2403–2407.
[14] A. A. Kilbas, H. M. Srivastava, J. J. Trujillo, Theory and Applications of Fractional Differential Equa-
tions, Elsevier B.V., Amsterdam, Netherlands, 2006.
[15] P. O. Mohammed, M. Z. Sarikaya, “Hermite-Hadamard type inequalities for F -convex function involving
fractional integrals”, J. Inequal. Appl. 2018 (2018), 359.
[16] F. Qi, P. O. Mohammed, J. C. Yao, Y. H. Yao, “Generalized fractional integral inequalities of Hermite–
Hadamard type for (α,m)-convex functions”, J. Inequal. Appl. 2019 (2019), 135.
[17] P. O. Mohammed, T. Abdeljawad, “Modification of certain fractional integral inequalities for convex
functions”, Adv. Differ. Equ. 2020 (2020), 69.
[18] P. O. Mohammed, F. K. Hamasalh, “New conformable fractional integral inequalities of Hermite-
Hadamard type for convex functions”, Symmetry 11 (2019), 263. Doi.org/10.3390/sym11020263.
[19] P.O. Mohammed, I. Brevik, “A New Version of the Hermite-Hadamard Inequality for Riemann-Liouville
Fractional Integrals”, Symmetry 12 (2020), 610. Doi:10.3390/sym12040610.
[20] P. O. Mohammed, “On new trapezoid type inequalities for h-convex functions via generalized fractional
integral”, TJANT 6(4) (2018), pp. 125–128.
[21] P. O. Mohammed, M. Z. Sarikaya, D. Baleanu, “On the Generalized Hermite-Hadamard Inequalities via
the Tempered Fractional Integrals”, Symmetry 12 (2020), 595; http://doi.org/10.3390/sym12040595.
[22] Y. Basci, D. Baleanu, “Ostrowski Type Inequalities Involving ψ-Hilfer Fractional Integrals”,Mathemat-
ics 7 (2019), 770.
[23] A. Fernandez, P. O. Mohammed, “Hermite-Hadamard inequalities in fractional calculus defined using
Mittag-Leffler kernels”, Math. Meth. Appl. Sci. 2020, 1–18. https://doi.org/10.1002/mma.6188.
[24] P. O. Mohammed, “Hermite-Hadamard inequalities for Riemann-Liouville fractional integrals of a
convex function with respect to a monotone function”, Math. Meth. Appl. Sci. (2019), pp. 1–11.
https://doi.org/10.1002/mma.5784.
[25] T. J. Osler, “The Fractional Derivative of a Composite Function”, SIAM J. Math. Anal. 1(2) (1970),
pp. 288–293.
[26] J. V. C. Sousa, E. C. Oliveira, “On the Ψ-Hilfer fractional derivative”, Commun. Nonlinear. Sci. Numer.
Simul. 60 (2018), pp. 72–91.
[27] M. Tomar, E. Set, M. Z. Sarikaya, “Hermite–Hadamard type Riemann–Liouville fractional integral
inequalities for convex functions”, AIP Conf. Proc. 1726 (2016), 020035. Doi: 10.1063/1.4945861.
[28] M. Z. Sarikaya, M. E. Kiris, “Some new inequalities of Hermite–Hadamard type for s-convex functions”,
Miskolc Math. Notes 16(1) (2015), pp. 491–501.
[29] M. Z. Sarikaya, A. Saglam, H. Yildlrim, “New inequalities of Hermite–Hadamard type for functions
whose second derivatives absolute values are convex and quasi-convex”, IJOPCM 5(3) (2012), pp.
1–14.
10
[30] G. N. Watson, A Treatise on the Theory of Bessel Functions, Cambridge University Press, 1944.
[31] Y. L. Luke, The Special Functions and Their Approximations, Volume I, Academic Press, 1969.
11
