Optimally weighted realized volatility by Kanatani, Taro
Optimally Weighted Realized Volatility
Taro Kanatani
Graduate School of Social Sciences, Hiroshima University
E-mail: kanatani@hiroshima-u.ac.jp
Presented at
ASSET Annual Meeting, 27-29 October 2005
1
Table of Contents
1. Introduction
2. Weighed realized volatility
3. Monte Carlo study
4. Summary
2
Introduction
 Estimation of volatility (Conditional variance of asset return).
⇒ Option pricing, VaR, etc.
 High-frequency data.
e.g. Hourly data, 30 minutes data, · · · , 5 minutes data, Trans-
action data (Raw data)
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DGP:
dp (t)︸ ︷︷ ︸
n×1
= μ (t)︸ ︷︷ ︸
n×1
dt+Σ(t)︸ ︷︷ ︸
n×n
dz (t)︸ ︷︷ ︸
n×1
, 0 ≤ t ≤ T
Volatility matrix:
Ω(t) ≡ Σ(t)Σ (t)′
Discretely observed time points:
0 =ti0 < t
i
1 < · · · < tik < · · · < tiNi−1 < t
i
Ni
= T
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Estimation of integrated volatility
∫ T
0 Ω(t)dt
⇒ Quadratic variation:
lim
Ni→∞
Ni∑
k=1
(Δpi(t
i
k))
2
︸ ︷︷ ︸
Realized volatility
=
∫ T
0
ωii(t)dt
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Weighted realized volatility
ωˆij =
Ni∑
k=1
Nj∑
l=1
wklΔpi(t
i
k)Δpj(t
j
l ) = Δp
′
i︸ ︷︷ ︸
1×Ni
Ni×Nj︷︸︸︷
W Δpj︸ ︷︷ ︸
Nj×1
where Δpi = (Δpi(t
i
1), · · · ,Δpi(tiNi))
′.
Examples:
1. Realized volatility calculated by using interpolated data
2. Realized volatility calculated by using raw data
3. Fourier series estimator (Malliavin and Mancino, 2002)
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Interpolation and realized volatility

Unevenly spaced data︷ ︸︸ ︷
{pi(tik)}Nik=1 → Interpolation →
Evenly spaced data︷ ︸︸ ︷
{qi(mT/M)}Mm=1
 Realized (cross) volatility
ωˆij =
M∑
m=1
{
qi
(
mT
M
)
− qi
(
(m− 1)T
M
)}{
qj
(
mT
M
)
− qj
(
(m− 1)T
M
)}
⇒ Interpolation bias
7
Previous-tick interpolation
 Transaction;  Interpolated
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Weight matrix for the previous-tick interpolation (i = j):
W =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 0 0 0 0 0 0
1 1 0 0 0 0 0 0
0 0 1 1 1 1 0 0
0 0 1 1 1 1 0 0
0 0 1 1 1 1 0 0
0 0 1 1 1 1 0 0
0 0 0 0 0 0 1 1
0 0 0 0 0 0 1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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Linear interpolation
 Transaction;  Interpolated
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Weight matrix for the linear interpolation (i = j):
W =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 α1 0 0 0 0 0
1 1 α1 0 0 0 0 0
α1 α1 α
2
1 + β
2
1 β1 β1 β1 β1α2 0
0 0 β1 1 1 1 α2 0
0 0 β1 1 1 1 α2 0
0 0 β1 1 1 1 α2 0
0 0 β1α2 α2 α2 α2 α
2
2 + β
2
2 β2
0 0 0 0 0 0 β2 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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When we can use all transaction data,...
Raw data realized volatility:
∑Ni
k=1Δpi(t
i
k)
2 = Δp′iΔpi
W =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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Fourier series estimator (Malliavin and Mancino, 2002):
ωˆFij =
π2
Q
Q∑
q=1
(aq(dpi)aq(dpj) + bq(dpi)bq(dpj))
where
aq(dpi) =
1
π
∫ 2π
0
cos(qt)dpi(t), bq(dpi) =
1
π
∫ 2π
0
sin(qt)dpi(t).
⇒
wkl =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
1 if tik = t
j
l ,
sin
(Q+1)
(
ti
k
−tj
l
)
2 cos
Q
(
ti
k
−tj
l
)
2
Q sin
(
ti
k
−tj
l
)
2
otherwise
.
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 Each method is characterized by its weight matrix.
 What is the best choice of the weight matrix? ⇒ MSE
 Solving
min
wkl
E
(
ωˆij −
∫ T
0
ωij(t)dt
)2
then...
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MSE-minimizing weight:
wAkl =
∫ T
0 ωijdt
∫
I(k,l)ωijdt
vkl {1+
∑
ukl}
.
where
vkl =
(∫
I(k,l)
ωijdt
)2
+
(∫ tk
tk−1
ωiidt
)(∫ tl
tl−1
ωjjdt
)
ukl =
(∫
I(k,l)ωijdt
)2
vkl
.
 Densely-sampled/less volatile period ⇒ Larger weight
 Coarsely-sampled/volatile period ⇒ Smaller weight
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A feasible estimator:∫
I(k,l)
ωijdt ⇒Δpi
(
tik
)
Δpj
(
t
j
l
)
∫ tk
tk−1
ωiidt ⇒
{
Δpi
(
tik
)}2
∫ T
0
ωijdt ⇒
∑
Δpi
(
tik
)
Δpj
(
t
j
l
)
I(A)
⇒ Naive weight
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Monte Carlo study
 DGP(
dp1(t)
dp2(t)
)
=
(
σ11 (t) σ12 (t)
σ21 (t) σ22 (t)
)(
dW1(t)
dW2(t)
)
, 0 ≤ t ≤ T
dσij (t) = κ
(
θ − σij (t)
)
dt + γdWij (t) , i, j = 1,2.
where κ = 0.01, θ = 0.01, and γ = 0.001 and T = 60 × 60 × 24
seconds.
 Time diﬀerences are drawn from an exponential distribution
with mean 45 seconds for p1 and 60 seconds for p2:
F
(
tik − tik−1
)
= 1− exp
{
−λi
(
tik − tik−1
)}
, i = 1,2
where F (·) denotes a cumulative distribution function, λ1 = 1/45
and λ2 = 1/60.
 1000 ‘daily’ replications
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Distribution of measurement error (1st asset)
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Distribution of measurement error (2nd asset)
19
Distribution of measurement error (cross volatility)
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Summary
Contributions:
 To unify and generalize diﬀerent methods
 To derive theoretically optimal weight matrix
Remaining works:
 To improve feasible estimator
 Asymptotic distribution
The latest version of this paper is available at
http://home.hiroshima-u.ac.jp/kanatani/
21
