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NONAUTONOMOUS RICCATI DIFFERENCE EQUATION
WITH REAL k-PERIODIC (k ≥ 1) COEFFICIENTS
RAOUF AZIZI
Abstract. We study the non-autonomous Riccati difference equation
xn+1 =
anxn + bn
cnxn + dn
, n = 0, 1, 2, · · ·
where (an)n≥0, (bn)n≥0, (cn)n≥0, and (dn)n≥0 are k-periodic sequences,
k ≥ 1, with initial value x0 ∈ R. Precisely we give a detailed analysis of
the forbidden set and the character of the solutions.
1. Introduction
Consider the non-autonomous Riccati difference equation
(1.1) xn+1 =
anxn + bn
cnxn + dn
, n = 0, 1, 2, · · ·
where (an)n≥0, (bn)n≥0, (cn)n≥0, (dn)n≥0 are k-periodic, k ≥ 1, and with
initial value x0 ∈ R. We assume that cn 6= 0 and andn − cnbn 6= 0, ∀ n ≥ 0.
When k = 1 the Eq.(1.1) is reduced to the first order autonomous Ric-
cati rational equation which has been studied thoroughly (see, e.g., [6, 7]).
The case k = 2 is investigated by E.A. Grove, Y. Kostrov, G. Ladas ([5]).
They determined, firstly, the forbidden set of the Eq.(1.1) or also called
the domain of undefinable solutions (see Definition 2.1), and secondly, the
behavior of the solutions of Eq.(1.1). In this present paper, we extend the
study of the Eq.(1.1) for any integer k ≥ 1 by determining its forbidden set
and the asymptotic behavior of its solutions. This also improves results in
[5, 3]. For recent progress on the qualitative property on non-autonomous
difference equations, see (e.g. , [1, 2, 3, 4, 5, 6, 8]).
This paper is organized as follows: In Section 2, we recall some definitions
and we give some preliminary results on non-autonomous Riccati difference
equation. In Section 3, we study the existence of solutions of Eq.(1.1) and
their asymptotic behavior. Section 4 is devoted to detailed study of Eq.(1.1)
when bn = 0 for any integer n. In Section 5, we study the special case
bn = 0, an = dn = 1, for all n ≥ 0, with (cn)n≥0 not necessarily periodic. In
Key words and phrases. First order Riccati difference equation, non-autonomous Ric-
cati difference equation, forbidden set, periodic solutions, asymptotic stability, dense
solutions.
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the Appendix, we give a complete study of Eq.(1.1) when k = 1, (using the
matrix approach adopted in subsection 2.2).
2. Preliminaries
2.1. Basic concepts. For the sake of self-containment and convenience, we
recall the following definitions.
A first order non-autonomous difference equation is an equation of the form
(E) xn+1 = fn(xn), n = 0, 1, . . .
where Ω is a subset of R (usually Ω is an interval or a union of intervals of
R), and for any integer n, fn : Ω→ R is a continuous function.
If fn = f, ∀n ∈ N, the Eq.(E) is reduced to first order autonomous difference
equation:
xn+1 = f(xn), n = 0, 1, . . .
A solution of Eq.(E) is a sequence (xn)n≥0 such that for every integer n,
xn ∈ Ω and xn+1 = fn(xn).
Definition 2.1. The set of initial values x0 ∈ R through which the Eq.(E)
is not well defined for all n ≥ 0 is called the forbidden set of this equation,
usually denoted by F . Hence the solution (xn)n≥0 of Eq.(E) exists if and
only if x0 6∈ F .
Definition 2.2. A solution (xn)n≥0 of Eq.(E) is called:
(i): periodic with period p if
xn+p = xn, for every n ≥ 0 (∗)
(ii): periodic with prime period p if it is periodic with period p, where p
is the least integer for which (∗) holds. In this case, the a p-tuple
{xn, xn+1, . . . , xn+p−1} is called a p-cycle of Eq.(E).
Definition 2.3. A point x¯ is an equilibrium point of Eq.(E) if fn(x¯) =
x¯, for all n ≥ 0 that is, xn = x¯ for all n ≥ 0 is a constant solution of Eq.(E).
The equilibrium point is said to be:
(i): locally stable if for every ǫ, there exists α > 0 such that if (xn)n≥0 is a
solution of Eq.(E) with initial value x0 ∈ Ω\F such that | x0−x¯ |< α
we have | xn − x¯ |< ǫ for all n ≥ 0.
(ii): a global attractor relative to the set B ⊂ Ω\F (basin of attraction) if
for all solution (xn)n≥0 of Eq.(E) with initial value x0 ∈ B, we have
lim
n→+∞xn = x¯.
(iii): a globally asymptotically stable relative to the set B if it is locally
stable and global attractor relative to the set B.
(iv): unstable if it is not stable.
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2.2. Some results on non-autonomous Riccati difference equation.
In this subsection, we consider the Eq.(1.1) where the coefficients an, bn, cn, dn
are not necessarily periodic. Set
An =
(
an bn
cn dn
)
and fAn(x) =
anx+ bn
cnx+ dn
Then the solution (xn)n≥0 of Eq.(1.1) can be expressed as follow:
xn = fAn−1fAn−2 · · · fA0(x0), n = 1, 2, . . .
Here fAn−1fAn−2 · · · fA0 := fAn−1 ◦ fAn−2 ◦ · · · ◦ fA0 .
Proposition 2.4.
(1) For every invertible matrices A,B we have: fA = fB if and only if there
exists α ∈ R such that A = αB.
(2) For every A,B ∈ M2(R), x ∈ R such that fAfB(x) exists we have:
fAB(x) exists, and fAfB(x) = fAB(x).
(3) For every n ≥ 0, A0, A1, . . . An ∈ M2(R) and x ∈ R such that
fAnfAn−1 · · · fA0(x0) exists, we have: fAnAn−1···A0(x) exits, and
fAnfAn−1 · · · fA0(x0) = fAnAn−1···A0(x). Particularly, if An = A, for all
n ∈ N, then (fA)n(x) = fAn(x).
Denote by
A¯n =
n−1∏
i=0
An−1−i, n = 0, 1, . . .
with A¯0 := A−1A0 = I.
Write
A¯n =
(
a¯n b¯n
c¯n d¯n
)
Using Proposition 2.4, we can give the general form of solutions of Eq.(1.1)
and thus the associated forbidden set. Then we have the following corollary:
Corollary 2.5.
(1) The forbidden set of Eq.(5) is given by:
F =
{
− d¯n
c¯n
; n ∈ N : c¯n 6= 0
}
(2) The solution of Eq.(1.1) with initial value x ∈ R\F is given by:
xn = fA¯n(x) =
a¯nx+ b¯n
c¯nx+ d¯n
, n = 0, 1, . . .
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In the sequel, we use the convention of notations:
q∏
i=p
ξi = 1,
q∑
i=p
ξi = 0, if p > q
There are two specific cases that we can calculate the coefficients a¯n, b¯n, c¯n, d¯n.
The case An = A, n ≥ 0, corresponds to A¯n = An (see Lemma A.2), and
the case (bn = 0 and dn = 1, n ≥ 0) (see proposition below).
Proposition 2.6. Assume that bn = 0, dn = 1, n ≥ 0. Then the coefficients
a¯n, b¯n, c¯n, d¯n are given by:
a¯n =
n−1∏
i=0
ai, b¯n = 0, c¯n =
n−1∑
i=0
ci
i−1∏
j=0
aj , d¯n = 1
Particularly, if an = 1, n ≥ 0, then:
a¯n = d¯n = 1, c¯n =
n−1∑
i=0
ci, b¯n = 0
Using Proposition 2.6, we deduce the result of S. Stevic´ on forbidden set
([9]).
Corollary 2.7. ([9], Proposition 1) Assume that bn = 0, dn = 1, n ≥ 0.
Then the forbidden set of Eq.(1.1) is given by:
F =

−

n−1∑
i=0
ci
i−1∏
j=0
aj


−1
; n ≥ 1 :
n−1∑
i=0
ci
i−1∏
j=0
aj 6= 0


3. The non-autonomous Riccati difference equation with periodic
coefficients
In this section, we determine the forbidden set and the asymptotic be-
havior of solutions of Eq.(1.1) and their asymptotic behavior when the co-
efficients (an)n≥0, (bn)n≥0, (cn)n≥0, (dn)n≥0 are k-periodic, k ≥ 2.
3.1. The forbidden set.
Unlike the case k = 1, the calculation of the forbidden set is more compli-
cated if k ≥ 2. However, using the matrix approach adopted in subsection
2.2, we can explicitly determine the forbidden set for k ≥ 2.
Let An =
(
an bn
cn dn
)
be a sequence of matrices associated to the Eq.(1.1).
Set
Bi = Ai−1 · · ·A0Ak−1 · · ·Ai, 0 ≤ i ≤ k − 1
For any invertible matrix A, we denote by FA the forbidden set associated to
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the equation: xn+1 = fA(xn). The following result improves and generalizes
those of [5].
Theorem 3.1. The forbidden set of Eq.(1.1) is given by:
F =


i−1∏
j=0
f−1Aj
(
−di
ci
)
, 0 ≤ i ≤ k − 2


⋃ ⋃
0≤i≤k−1
i−1∏
j=0
f−1Aj (FBi)
Proof. It is clear that if x0 ∈ F the solutions (xn)n≥0 doesn’t exist.
Conversely, let us suppose that x0 6∈ F , then
x0 6∈
{
i−1∏
j=0
f−1Aj
(
−di
ci
)
, 0 ≤ i ≤ k − 2
}
which implies that x1, x2, · · · , xk−1
exist. Now let n ≥ k − 1 and let us suppose that x1, x2, · · · , xn exist. Let
us prove that xn+1 exists. Let n = pk + r, where p and r are integers such
that0 ≤ r ≤ k − 1, then we distinguish two cases:
• Case 1: r+1 ≤ k−1. As x0 6∈
r∏
j=0
f−1Aj (FBr+1), then xr+1 =
r∏
j=0
fAr−j(x0) =
f r∏
j=0
Ar−j
(x0) 6∈ FBr+1 so fpBr+1(xr+1) = fBpr+1ArAr−1···A0(x0) exist. Since
fBpr+1ArAr−1···A0(x0) = fArAr−1···A0Bp0 (x0), and fAr−1···A0Bp0 (x0) = xn exist,
so fAr(fAr−1···A0Bp0 (x0)) = fAr(xn) = fAn(xn) = xn+1 exist.
• Case 2: r + 1 = k. As x0 6∈ FB0 then fp+1B0 (x0) = fAk−1(Ak−2···A0Bp0 )(x0)
exist. Since fAk−2···A0Bp0 (x0) = xn exists, so
fAk−1(Ak−2···A0Bp0 )(x0) = fAk−1(fAk−2···A0Bp0 (x0)) = fk−1(xn) = fn(xn) =
xn+1 exists.
Then the solution (xn)n≥0 exist. 
Corollary 3.2. ([5]) If k = 2, then the forbidden set of Eq.(1.1) is given
by:
F =
{
−d0
c0
}
∪ FB0 ∪ f−1A0 (FB1)
Example 3.3. Let k = 2 and A0 =
(
1 0
1 1
)
, A1 =
(
0 1
1 1
)
.
We have B0 = A1A0 =
(
1 1
2 1
)
, B1 = A0A1 =
(
0 1
1 2
)
.
So by Corollary A.3, we have:
FB0 =
{
−1
2
− (1 +
√
2)n−1 − (1−√2)n−1
2((1 +
√
2)n − (1−√2)n) , n ≥ 1
}
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and
FB1 =
{
−2− (1 +
√
2)n−1 − (1−√2)n−1
(1 +
√
2)n − (1−√2)n , n ≥ 1
}
Therefore by Theorem 3.1, the forbidden set of Eq.(1.1) is given by:
F = {−1} ∪
{
−1
2
− (1 +
√
2)n−1 − (1−√2)n−1
2((1 +
√
2)n − (1−√2)n) , n ≥ 1
}
∪
{
−(3 + 2√2)(1 +√2)n−1 + (3− 2√2)(1 −√2)n−1
(4 + 3
√
2)(1 +
√
2)n−1 − (4− 3√2)(1−√2)n−1 , n ≥ 1
}
3.2. Asymptotic behavior and stability properties of the solutions.
In this paragraph we shall decompose the Eq.(1.1) into k autonomous
Riccati difference equations of type Eq.(A.1).
Indeed, let
yip = xpk+i, 0 ≤ i ≤ k − 1
Then the sequence (xn)n≥0 is a solution of Eq.(1.1) with initial value u
if and only if for all 0 ≤ i ≤ k − 1, (yin)n≥0 is a solution of the equa-
tion yn+1 = fBi(yn) with initial value y
i
0 = xi =
i−1∏
j=0
fAi−1−j(u), where
Bi = Ai−1 · · ·A0Ak−1 · · ·Ai.
Write
Bi =
(
a˜i b˜i
c˜i d˜i
)
, 0 ≤ i ≤ k − 1
We have
tr(B0) = tr(B1) = · · · = tr(Bk−1) and det(B0) = det(B1) = · · · = det(Bk−1)
We let T = tr(B0), D = det(B0) and △ := T 2 − 4D. Then △ is the
discriminant of the equation: X2 − TX + D = 0 called the characteristic
equation of Eq.(1.1).
Following the notation adopted in Appendix, we denote by:
• λ, µ the roots of a characteristic equation if △ > 0 such that |λ| > |µ|,
and ρi =
λ− d˜i
c˜i
, for all 0 ≤ i ≤ k − 1, such that c˜i 6= 0.
• re±iθ the complex roots of a characteristic equation if △ < 0.
The following Theorem describes the asymptotic behavior of the solutions
of Eq.(1.1)
Theorem 3.4.
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(1) If T = 0 then every solution of Eq.(1.1) is 2k-periodic.
(2) If T 6= 0 and c˜i 6= 0, for all 0 ≤ i ≤ k − 1, then,
(2-1): If △ > 0, we have:
(i): If ρ0 = ρ1 = · · · = ρk−1 = ρ, then ρ is a global attractor locally
asymptotically stable for Eq.(1.1) relative to the set
R \
(
F ∪
{
i−1∏
j=0
f−1Aj (
µ−d˜i
c˜i
); 0 ≤ i ≤ k − 1
})
.
(ii): If there exist i 6= j such that ρi 6= ρj , then the k-cycle solution
{ρ0, ρ1, · · · , ρk−1} attracts all solutions of Eq.(1.1) with initial
value outside the set F ∪
{
i−1∏
j=0
f−1Aj (
µ−d˜i
c˜i
); 0 ≤ i ≤ k − 1
}
. In
addition it is stable.
(2-2): If △ = 0, we have:
(i): If a˜0−d˜02c˜0 =
a˜1−d˜1
2c˜1
= · · · = a˜k−1−d˜k−12c˜k−1 = ρ, then ρ is a global attractor
for Eq.(1.1) relative to the set R \ F but unstable.
(ii): If there exist i 6= j such that a˜i−d˜i2c˜i 6=
a˜j−d˜j
2c˜j
, then the k-cycle solu-
tion
{
a˜0−d˜0
2c˜0
, a˜1−d˜12c˜1 , · · · ,
a˜k−1−d˜k−1
2c˜k−1
}
attract all solutions of Eq.(1.1)
with initial value outside the set F , but unstable.
(2-3): If △ < 0, we have:
(i): If θ = p
q
π, p ∈ Z, q ∈ N \ {0, 1}, with gcd(p, q) = 1, then all
solutions of Eq.(1.1) are kq-periodic.
(ii): If θ 6∈ πQ, then every solution of Eq.(1.1) is dense in R.
Proof. (1): Suppose that T = 0, then by Proposition A.4, we have: for
all 0 ≤ i ≤ k − 1, the solution (yin)n≥0 of equation yn+1 = fBi(yn) is 2-
periodic. Now let n ∈ N, and (xn)n≥0 a solution of Eq.(1.1). As n = pk+r
where p, r are integers such that 0 ≤ r ≤ k − 1, then xn+2k = xpk+r+2k =
x(p+2)k+r = y
r
p+2 = y
r
p = xn, therefore the solution (xn)n≥0 is 2k-periodic.
(2-1)-(i): Suppose that T 6= 0, c˜i 6= 0, for all 0 ≤ i ≤ k − 1, △ > 0, and
ρ0 = ρ1 = · · · = ρk−1 = ρ, then by Proposition A.4 we have: for all
0 ≤ i ≤ k − 1, and for all solution (yin)n≥0 of equation yn+1 = fBi(yn),
with initial value in R \ (F ∪ {µ−di
ci
}) we have: lim
n→+∞ y
i
n = ρ, so for all
u ∈ R \ F such that u 6= µ−d0
c0
, x1(u) 6= µ−d1c1 , · · · , xk−1(u) 6=
µ−dk−1
ck−1
,
the solution (xn(u))n≥0 of Eq.(1.1) with initial value u converges to ρ.
Therefore the point ρ is a global attractor for Eq.(1.1) relative to the set
G =: R \
(
F ∪
{
i−1∏
j=0
f−1Aj (
µ−d˜i
c˜i
); 0 ≤ i ≤ k − 1
})
.
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Now we show that ρ is stable. Let ǫ > 0. Since for all 0 ≤ i ≤ k − 1, the
point ρ is stable for equation yn+1 = fBi(yn) (Proposition A.4), there exist
αi > 0 such that: ∀ yi0 ∈ R \ (F ∪ {µ−dici }), such that: |yi0 − ρ| < αi, and
for all solution (yin)n≥0 of equation yn+1 = fBi(yn), we have |yin − ρ| < ǫ,
for all n ≥ 0. In addition, as x1, x2, · · · , xk−1 are continuous at ρ, and
x1(ρ) = x2(ρ) = · · · = xk−1(ρ) = ρ, then for all 1 ≤ i ≤ k − 1, there exists
βi > 0 such that: for all u with |u − ρ| < βi, we have |xi(u) − ρ| < αi.
Finally let us take η = min{α0, β1, β2, · · · , βk−1} and u ∈ G such that
|u− ρ| < η, (xn(u))n≥0 a solution of Eq.(1.1) with initial value u, and n is
a integer, since n = pk + i where p, i are integers such that 0 ≤ i ≤ k − 1,
then:
• If i = 0, as |u− ρ| < η ≤ α0, then |xn − ρ| = |yp − ρ| < ǫ.
• If 1 ≤ i ≤ k − 1, as |u− ρ| < η ≤ βi, then |xi(u)− ρ| = |yi0(u)− ρ| < αi,
which implies that |xn − ρ| = |yip − ρ| < ǫ.
Therefore the point ρ is stable.
(2-1)-(ii): We have ρi+1 = fAi(ρi), for all 0 ≤ i ≤ k − 2, and fBi(ρi) = ρi,
for all 0 ≤ i ≤ k− 1. Then C := {ρ0, ρ1, . . . , ρk−1} is a k-cycle solution of
Eq.(1.1). Now let u ∈ G, and (xn(u))n≥0 a solution of Eq.(1.1) with initial
value u. Then by Proposition A.4, we have: lim
n→+∞xnk+i = ρi, for all
0 ≤ i ≤ k − 1, so the cycle C attract all solutions of Eq.(1.1) with initial
value in G. Similarly to the Case 2-1-(i), we easily prove that C is stable
(in the sense cited in [1] (definition 7)). Indeed let ǫ > 0, and set
η = min{α0, β1, β2, · · · , βk−1} as in 2-1-(i). Then for all u ∈ G such
that |u − ρ| < η, for all n ∈ N, and for all 0 ≤ i ≤ k − 1, we have:
|xnk+i(u)− ρi| < ǫ. Therefore C is stable.
(2-2)-(i): Assume that T 6= 0, c˜i 6= 0, for all 0 ≤ i ≤ k − 1, △ > 0, and
a˜0−d˜0
2c˜0
= a˜1−d˜12c˜1 = · · · =
a˜k−1−d˜k−1
2c˜k−1
= ρ, then similarly to the case 2-1-(i), we
can show that all solutions of Eq.(1.1) converge to ρ. The instability of ρ
follows from the fact that ρ is unstable as equilibrium point of equations
yn+1 = fBi(yn) (Proposition A.4).
(2-2)-(ii): The study of convergence of solutions is similar to the Case 2-1-
(ii), and the instability character is similar to the Case 2-2-(i).
(3-1): Assume that △ < 0, and θ = p
q
π, p ∈ Z, q ∈ N \ {0, 1} such that
gcd(p, q) = 1. Then by Proposition A.4, we have: for all 0 ≤ i ≤ k− 1, the
solution (yin)n≥0 of equation yn+1 = fBi(yn) is q-periodic. Now let n ∈ N,
and (xn)n≥0 a solution of Eq.(1.1), as n = pk + r where p, r are integers
such that 0 ≤ r ≤ k − 1. Then xn+2qk = xpk+r+2qk = x(p+2q)k+r = yrp+2q =
yrp = xn, therefore the solution (xn)n≥0 is qk-periodic.
(3-2): This follows from the fact that (xnk+i)n≥0 is dense in R for all
0 ≤ i ≤ k − 1 (see Proposition A.4).

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Example 3.5.
(1) Let k = 4 and we let A0 =
(
1 0
1 −1
)
, A1 =
(
1 0
−1 1
)
,
A2 =
(
1 1
−1 1
)
and A3 =
(
1 −1
1 1
)
.
We have B0 = A3A2A1A0 =
(
2 0
0 −2
)
. Since T = 0, so by Theorem
3.4,(1), every solution of Eq.(1.1) is 8-periodic.
(2) Let k = 2 and we let A0 =
(
1 1
1 0
)
and A1 =
(
1 −1
−1 2
)
. We have
B0 = B1 =
(
0 1
1 −1
)
, T = −1, △ = 5 > 0, λ = −1+
√
5
2 ,
µ = −1+
√
5
2 , ρ0 = ρ1 =
1−√5
2 . Then by Theorem 3.4,(2-1),(i), the
point 1−
√
5
2 is a global attractor locally asymptotically stable for Eq.(1.1)
relative to set R \
(
F ∪
{
1+
√
5
2
})
.
(3) Let k = 2 and we let A0 =
(
1 0
1 1
)
and A1 =
(
0 1
1 1
)
. We have
B0 =
(
1 1
2 1
)
, B1 =
(
0 1
1 2
)
, T = 2, △ = 8 > 0, λ = 1 +√2,
µ = 1 +
√
2, ρ0 =
√
2
2 , ρ1 =
√
2 − 1. Then by Theorem 3.4,(2-1),(ii),
the 2-cycle
{√
2
2 ,
√
2− 1
}
, is a global attractor locally asymptotically
stable for Eq.(1.1) relative to set R \
(
F ∪
{
−
√
2
2
})
.
4. The special case: bn = 0
In this section we suppose that bn = 0, for all integers n. By dividing by
dn, the Eq.(1.1) is reduced to the equation:
(4.1) xn+1 =
anxn
cnxn + 1
, ancn 6= 0, n = 0, 1, · · ·
This equation was partially investigated by Clarck, M.E. and Gross, L.J.
([3]) when the parameters an, cn and initial value are positive, and by S.
Stevic´ ([9]) in view to describing the forbidden set when the parameters for
an, cn and initial value are arbitrary reals.
Based on the theoretical support that we developed in Section 3, we will give
in this section a complete study of Eq.(4.1), which extends and improves the
results of M.E. Clarck, and L.J. Gross, Moreover we precise the forbidden
set given by S. Stevic´.
By induction and a basic matrix calculation we can show the following:
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Lemma 4.1. Let An =
(
an 0
cn 1
)
, n ≥ 0. Then
(1) For all 0 ≤ i ≤ k − 1, we have:
Bi =

 a˜ 0
c˜i 1


where
a˜ =
k−1∏
j=0
aj and c˜i =
k−1∏
j=i
aj
i−1∑
l=0
cl
l−1∏
r=0
ar +
k−1∑
s=i
cs
s−1∏
t=i
at
(2)
Bni =


a˜n 0
a˜n − 1
a˜− 1 c˜i 1

 , for all 0 ≤ i ≤ k − 1, and all n ≥ 0
with the convention
a˜n − 1
a˜− 1 = n, if a˜ = 1.
(3) The forbidden set FBi is given by:

{
−
(
a˜n − 1
a˜− 1 c˜i
)−1
, n ≥ 1
}
, if c˜i 6= 0
∅ , if c˜i = 0
Therefore, we have the following:
Proposition 4.2. The forbidden of Eq.(4.1) is given by:
F =

−
(
i−1∑
j=0
cj
j−1∏
r=0
ar + ci
i−1∏
j=0
aj
)−1
; 0 ≤ i ≤ k − 2 :
i−1∑
j=0
cj
j−1∏
r=0
ar + ci
i−1∏
j=0
aj 6= 0


⋃ ⋃
i∈Jk

−
(
i−1∑
j=0
cj
j−1∏
r=0
ar +
a˜n−1
a˜−1 c˜i
i−1∏
j=0
aj
)−1
; n ≥ 1 :
i−1∑
j=0
cj
j−1∏
r=0
ar +
a˜n−1
a˜−1 c˜i
i−1∏
j=0
aj 6= 0


where Jk = {i, 0 ≤ i ≤ k − 1 : c˜i 6= 0}.
Proof. By Proposition 2.4, we have:
i−1∏
j=0
fAi−1−j = fi−1∏
j=0
Ai−1−j
= fA¯i and (fA¯i)
−1(X) = f
A¯−1i
(X), for all X ⊂ R
and for all 0 ≤ i ≤ k − 1.
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Since
i−1∏
j=0
f−1Aj (X) =
(
i−1∏
j=0
fAi−1−j
)−1
(X), for all X ⊂ R, then
i−1∏
j=0
f−1Aj (X) = fA¯−1i (X), for all X ⊂ R and for all 0 ≤ i ≤ k − 1
Now, by Proposition 2.6 the matrices A¯i are given by:
A¯n =


n−1∏
i=0
ai 0
n−1∑
i=0
ci
i−1∏
j=0
aj 1


so
(A¯n)
−1 =
(
n−1∏
i=0
ai
)−1
1 0
−
n−1∑
i=0
ci
i−1∏
j=0
aj
n−1∏
i=0
ai


Finally, by Theorem 3.1, we deduce Proposition 4.2. 
Now using Theorem 3.4, we shall give a complete description of the as-
ymptotic behavior of solutions of Eq.(4.1). The following result extends
and improves the result of Clarck, M.E. and Gross, L.J. ([3]), (see also [6],
Appendix A, Theorem A.5).
Proposition 4.3.
(1) If a˜ = −1, then every solution of Eq.(4.1) is 2k-periodic.
(2) If a˜ 6= −1, we have:
(i): | a˜ |< 1, then 0 is a global attractor locally asymptotically stable
for Eq.(4.1) relative to set
R \ (F ∪ {∏i−1j=0 f−1Ai ( a˜−1c˜i ); 0 ≤ i ≤ k − 1 : c˜i 6= 0}).
(ii): If a˜ = 1, and c˜i 6= 0 for all 0 ≤ i ≤ k−1, then 0 is a global attractor
for Eq.(4.1) relative to the set R \ F but is unstable.
(iii): If | a˜ |> 1, and c˜i 6= 0 for all 0 ≤ i ≤ k − 1, we have:
• If c˜0 = c˜1 = · · · = c˜k−1, then a˜ is a global attractor locally
asymptotically stable for Eq.(4.1) relative to set R \ F .
• If there exist i 6= j such that c˜i 6= c˜j , then the k-cycle so-
lution { a˜−1
c˜0
, a˜−1
c˜1
, · · · , a˜−1
c˜k−1
} attract all solutions of Eq.(4.1)
with initial value outside the set F ∪ {0}, in addition it is
stable.
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(iv): If | a˜ |≥ 1, and there exist i such that c˜i = 0, then any nonzero
solution of Eq.(4.1) is oscillating.
Proof. The parameters describing Eq.(4.1) are:
D = a˜, T = a˜+ 1, △ = T 2 − 4D = (a˜− 1)2
So, by using the same notation adopted in section 3 we have:
λ =
{
1, if | a˜ |< 1
a˜, if | a˜ |> 1 , µ =
{
a˜, if | a˜ |< 1
1, if | a˜ |> 1
Now apply Theorem 3.4, we get (1), (2)-(i),(ii),(iii).
Finally suppose that a˜ 6= −1 | a˜ |≥ 1, and there exists i such that c˜i = 0.
Let (xn)n≥0 be nonzero solution of Eq.(4.1), since c˜i = 0, then
xnk+i = a˜
nxi −−−−−→n→+∞
{ ∞, if | a˜ |> 1
xi, if a˜ = 1
Now we have

c˜0
c˜1
...
c˜k−1

 = M


c0
c1
...
ck−1


where M is the matrix
M =


1 a0 a0a1 · · · a0 · · · ak−3 a0 · · · ak−2
a1 · · · ak−1 1 a1 · · · a1 · · · ak−3 a1 · · · ak−2
a2 · · · ak−1 a2 · · · ak−1a0 1 · · · a2 · · · ak−3 a2 · · · ak−2
...
...
...
...
...
...
ak−2ak−1 ak−2ak−1a0 ak−2ak−1a0a1 · · · 1 ak−2
ak−1 ak−1a0 ak−1a0a1 · · · ak−1a0 · · · ak−3 1


and det(M) = (a˜− 1)k−1 6= 0. Then there exist j 6= i such that c˜i 6= 0. This
implies by Lemma 4.1, that
xnk+j =
a˜nxj
a˜n−1
a˜−1 xj + 1
−−−−−→
n→+∞
{
a˜, if | a˜ |> 1
0, if a˜ = 1
Therefore the solution (xn)n≥0 is oscillating. 
Corollary 4.4. ([6], Appendix A, Theorem A.5) Assume that an, cn and
the initial value are positive. Then:
(1) If a˜ ≤ 1, then the zero solution of Eq.(4.1) is a global attractor of all
positive solutions of this equation.
(2) If a˜ > 1, then the solution (x¯n)n≥0 of Eq.(4.1) with initial value x¯0 = a˜−1c˜0
is globally asymptotically stable k-periodic solution of this equation.
GLOBAL BEHAVIOR 13
Proof. Under the hypothesis of Corollary 4.4, we have, F ⊂]−∞, 0[, a˜ > 0
and c˜i > 0, for all 0 ≤ i ≤ k − 1, therefore, the Corollary 4.4 follows
immediately from Proposition 4.3,(2). 
5. A class of non-autonomous Riccati equations with coefficients
not necessarily periodic
Let us assume that an = 1. Then the Eq.(4.1) is reduced to the equation:
(5.1) xn+1 =
xn
cnxn + 1
, cn 6= 0, n = 0, 1, · · ·
In this section we shall study Eq.(5.1) when (cn)n≥0 is not necessarily peri-
odic in view to see the difference between the periodic and non-periodic
cases. The following proposition describes the behavior of solutions of
Eq.(5.1) and determine the forbidden set. In fact, we have the following:
Proposition 5.1.
(1) The forbidden set of Eq.(5.1) is given by:
F =


(
n−1∑
i=0
ci
)−1
; n ≥ 1 :
n−1∑
i=0
ci 6= 0


(2) If lim
n→+∞ cn = c 6= 0, then 0 attracts all solutions of Eq.(5.1) but is not
stable.
(3) If
∑
n≥0
cn converges, then for any solution (xn)n≥0 of Eq.(5.1), we have:
lim
n→+∞xn =
x0
x0
∑
n≥0
cn + 1
Particularly, if
∑
n≥0
cn = 0 then lim
n→+∞xn = x0.
Proof. Let (xn)n≥0 be a solution of Eq.(5.1), then by Corollary 2.5 and
Proposition 2.6 we have:
xn =
x0
x0
n−1∑
i=0
ci + 1
, n = 0, 1, · · · (∗)
It follows that
(1) The forbidden set of Eq.(5.1) is given by:
F =


(
n−1∑
i=0
ci
)−1
; n ≥ 1 :
n−1∑
i=0
ci 6= 0


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(2) Since lim
n→+∞ cn = c 6= 0, then
n−1∑
i=0
ci −−−−−→n→+∞∞, so limn→+∞xn = 0.
Let us suppose that 0 is stable and let ǫ > 0, then there exists α > 0
such that: for any initial value u ∈ R \ F with | u |< α, and for any
solution (xn)n≥0 with initial value u, we have:
| xn |=
∣∣∣∣∣∣∣∣∣
u
u
n−1∑
i=0
ci + 1
∣∣∣∣∣∣∣∣∣
< ǫ (∗∗)
Let Sn =
n−1∑
i=0
ci and un = −1
2
(
1
Sn
+
1
Sn+1
). As
n−1∑
i=0
ci −−−−−→n→+∞∞, then
there exists a integer n0 such that for all n ≥ n0, un exists and satisfies
|un| < α. So by (∗∗), we get∣∣∣∣∣∣∣∣∣
un
un
n−1∑
i=0
ci + 1
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣ 2cn +
2
Sn
∣∣∣∣ < ǫ, for all n ≥ n0
So 2|c| = 0, which is a contradiction, we conclude that 0 is not stable.
(3) If
∑
n≥0
cn converges we have: lim
n→+∞xn =
x0
x0
∑
n≥0
cn + 1
.

Appendix
In this section we give a new proof of some results related to the asymp-
totic behavior of solutions of the first-order Riccati autonomous difference
equation defined by:
(A.1) xn+1 =
axn + b
cxn + d
; c 6= 0 and ad− bc 6= 0
Set A =
(
a b
c d
)
. Using the tools of linear algebra we can explicit An
and therefore the solution of Eq.(A.1) and the associated forbidden set as
follows:
Let PA(x) = x
2− tr(A)x+det(A) the characteristic polynomial of A and
denote by: △A = tr2(A) − 4det(A) their discriminant, where tr(A) = a+ c
and det(A) = ad− bc. Then we have:
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Lemma A.2.
(1) If △A 6= 0, we have:
An =
λn1 − λn2
λ1 − λ2 A−
λ1λ2(λ
n−1
1 − λn−12 )
λ1 − λ2 I
where λ1, λ2 are the complex roots of PA and I is the identity matrix.
(2) If △A = 0, we have:
An = λn−1[nA+ λ(1− n)I]
where λ is the unique root of PA.
By Lemma A.2 and Corollary 2.5, we have:
Corollary A.3.
(1) If △A 6= 0, then the forbidden set of Eq.(A.1) is given by:
F =
{
−d
c
+
λ1λ2(λ
n−1
1 − λn−12 )
(λn1 − λn2 )c
; n ≥ 1 : λn1 6= λn2
}
(2) If △A = 0, then the forbidden set of Eq.(A.1) is given by:
F =
{
−d
c
+
λ(n− 1)
nc
, n ≥ 1
}
We conclude this section by studying the asymptotic behavior of the so-
lutions of the equation Eq.(A.1).
If △A > 0 and tr(A) 6= 0, then the characteristic polynomial PA have
two real roots, noted λ, µ with |λ| > |µ|. If △A < 0, we denote by re±iθ,
θ ∈ ]0, π[, the complex roots of PA.
Proposition A.4.
(1) If tr(A) = 0, then all solutions of Eq.(A.1) are 2-periodic.
(2) If tr(A) 6= 0, we have:
(i): If △A > 0, then the equilibrium point ρ = λ−dc of Eq.(A.1) is a
globally asymptotically stable relative to the set R\
(
F ∪
{
µ−d
c
})
.
(ii): If△A = 0, then the point ρ = a−d2c attracts all solutions of Eq.(A.1)
but is unstable.
(iii): If△A < 0, θ = pqπ with p ∈ Z, q ∈ N\{0, 1, 2} and gcd(p, q) = 1,
then all solutions of Eq.(A.1) are q-periodic.
(iv): If △A < 0 and θ 6∈ πQ, then every solution of Eq.(A.1) is dense in
R.
Proof.
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(1): If tr(A) = 0, then A2 = αI and for all n ∈ N, we have: A2n = αnI
and A2n+1 = αnA. Then the solution (xn)n≥0 of Eq.(A.1) is given by:
x2n = fA2n(x0) = x0 and x2n+1 = fA2n+1(x0) = x1, therefore (xn)n≥0 is
2-periodic.
(2)-(i): If tr(A) 6= 0 and △A > 0. Let P =
(
p11 p12
p21 p22
)
be an invertible
matrix such that A = PDP−1, where D =
(
µ 0
0 λ
)
.
We have P−1 = 1
det(P )
(
p22 −p12
−p21 p11
)
. As
(
p11
p21
)
and
(
p12
p22
)
are the
eigenvectors associated to the eigenvalues λ and µ, then the coefficients pij
satisfy: {
cp11 + (d− µ)p21 = 0
cp12 + (d− λ)p22 = 0
hence, p21 6= 0 and p22 6= 0. Then for all x ∈ R \ (F ∪ {p11p21 =
µ−d
c
}), the
solution (xn(x))n≥0 of Eq.(A.1) with initial value x is given by:
xn = fAn(x) = fP
((
λ
µ
)n
fP−1(x)
)
Since lim
n→+∞(
µ
λ
)nf−1P (x) = 0, and fP is defined in 0 (p22 6= 0), then
lim
n→+∞xn = fP (0) =
p12
p22
=
λ− d
c
Therefore the point ρ = λ−d
c
is a global attractor of Eq.(A.1) with basin of
attraction R \ (F ∪ {µ−d
c
}).
Now we will show that ρ is stable.
Let ǫ > 0, as fP is continuous at 0, then there exists α > 0 such that
∀ y ∈ ] − α,α[, we have: |fP (y) − fP (0)| = |fP (y) − ρ| ≤ ǫ. Since fP is
continuous at ρ, then there exits η > 0, such that ∀ x ∈ ]ρ− η, ρ+ η[, we
have: fP−1(x) ∈ ] − α,α[, which implies that (µλ)nfP−1(x) ∈ ] − α,α[; it
follows that, ∀ x ∈ ]ρ− η, ρ+ η[, ∀ n ∈ N, we have:
| xn(x)−ρ |=| fP ((µλ )nfP−1(x))−fP (0) |≤ ǫ. Therefore the point ρ is stable.
(2)-(ii): If △A = 0, then the characteristic equation have a double root λ,
given by: λ = tr(A)2 =
a+b
2 , in this case the matrix A can be expressed as
follows: A = PTP−1, where P =
(
p11 p12
p21 p22
)
is a invertible matrix and
T =
(
λ 1
0 λ
)
. The vector
(
p11
p21
)
is a proper vector associated to the
eigenvalue λ, then the coefficients p11 and p21 satisfy: cp12+(d−λ)p21 = 0.
Hence p21 6= 0.
Now let (xn(u))n≥0 be the solution of Eq.(A.1) with initial value u ∈ R.
We distinguish two cases:
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• u = λ−d
c
= a−d2c . Then
x1 = fA(u) =
aa−d2c + b
ca−d2c + d
=
a2 − ad+ 2bc
c(a+ d)
=
a2 + ad− 2(ad− bc)
c(a+ d)
=
a2 + ad− (a+d)22
c(a+ d)
=
a2 − d2
2c(a+ d)
=
a− d
2c
= u
So xn = u, ∀ n ∈ N.
• u 6= λ−d
c
= p11
p21
. Since T n =
(
λn nλn−1
0 λn
)
= λn−1
(
λ nλ
0 λ
)
, so
xn(u) = fP (fTn(fP−1(u))) = fP (fP−1(u) +
n
λ
) −−−−−→
n→+∞
p11
p21
=
a− d
2c
Therefore the equilibrium point ρ = a−d2c , is a global attractor of Eq.(A.1),
relative to the set R \ F .
Now suppose that ρ is stable, and let α ∈ R such that fP (α) 6= ρ, then there
exists η > 0, satisfied: ∀ u ∈ R \ F such that | u− ρ |≤ η, and ∀ n ∈ N,
we have: | xn(u) − ρ |≤ | fP (α)− ρ |
2
. Let un = fP (−nλ + α). Then
lim
n→+∞un = ρ, particularly there exists N ∈ N such that | uN−ρ |≤ η, which
implies that | xN (uN )− ρ |=| fP (α)− ρ |≤ | fP (α)− ρ |
2
, so fP (α)− ρ = 0,
a contradiction. Therefore the point ρ is unstable.
If ∆A < 0, let re
±iθ be the roots of PA. Then by Lemma A.2, the matrix
An can be expressed as follows:
An =
rn−1 sin(nθ)
sin θ
[
A− r sin((n− 1)θ)
sin(nθ)
I
]
, n = 1, 2, · · ·
which implies that: ∀ u ∈ R \F the solution of Eq.(A.1) with initial value
u is given by:
xn(u) =
(
a− r sin((n−1)θ)sin(nθ)
)
u+ b
cu+ d− r sin((n−1)θ)sin(nθ)
=
−r(cos θ − sin θ cot(nθ))u+ au+ b
−r(cos θ − sin θ cot(nθ)) + cu+ d , n ≥ 1
Then we distinguish two cases:
(2)-(iii): If θ = p
q
π with p ∈ Z, q ∈ N \ {0, 1, 2} and gcd(p, q) = 1, then
all solutions of Eq.(A.1) are q-periodic.
(2)-(iv): If θ 6∈ πQ, then the set {−r(cos θ − sin θ cot(nθ)), n ∈ N∗} is
dense in R, so
{xn, n ∈ N} =
{
yu+ au+ b
y + cu+ d
, y 6= −cu− d
}
= R,
therefore the solution (xn(u))n≥0 is dense in R.
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