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1 INTRODUCTION AND REVIEW 
1.1 Introduction 
This chapter is essentially introductory in nature. Its main purpose is to intro­
duce some basic concepts from the theory of differential equations with deviating, 
advanced, or mixed type arguments, to sketch some important results from the the­
ory of oscillation of ordinary differential equations, and to demonstrate some new 
problems in oscillation theory caused by deviating argument. 
Section 1.2 is concerned with the general idea of functional differential equa­
tions and the classification according to the argument. Section 1.3 provides some 
examples in application. Section 1.4 gives an idea about the existence of solution 
of functional differential equation. Sections 1.5 and 1.6 sketch necessary important 
results and summarize certain main topics in oscillation theory. Finally, we intro­
duce some definitions and theorems which are important tools in oscillation and 
nonoscillation analysis. 
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1.2 General idea about Functional Differential Equations 
We know that in ordinary differential equations the unknown function and 
its derivatives are all evaluated at the same instant, t. A more general type of 
differential equations, often called a functional differential equation, is one in which 
the unknown function occurs with various different arguments. For example, we 
might have 
y'{t) = -2y{t - 1), 
y'{t) = y{t) - y{tl2) + y\t - 1),  
y\i) = y{t)y{t - 1) + ty(t + 2), 
y"(t) = -y'{t) - y'{t -  1) -Zsin{y{t)) + cos{t), or 
y"\i)  = y'\ t)  + y\t  + 1) -  cos{y{t -  1)) .  
The simplest and perhaps the most natural type of functional differential equa­
tion is a "Delay Differential Equation"(or "Differential Equation with retarded ar­
gument"). This means an equation expressing some derivative of y at time t in 
terms of y (and its lower derivatives if any) at t and at earlier instants. The first 
and the fourth examples above are of this type. The other two are not, because, the 
second example involves the highest order derivative at two different instants and 
this kind is called neutral differential equation. The third and the fifth examples 
contain an advanced argument. 
Clearly, when working with functional differential equations, one must write 
out the argument of the unknown function. We cannot omit them as we have been 
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doing in ordinary differential equations. 
1.3 Examples from Applications 
In this section, we give some examples of physical and biological system in 
which the present rate of change of some unknown function(s) depends upon past 
values of the same function(s). 
1.3.1 Control system 
Any system involving a feedback control will almost certainly involve time de­
lays. This arises because a finite time is required to sense information and then act 
to it. 
In the 1930s and 1940s Callender, Hartree, and Porter [8], Minorsky [33], [34], 
[35] and others began studies of certain problems in which delays become significant. 
Consider, as a simple example, a system whose motion is governed by a second 
order, linear homogeneous differential equation with positive constant coefficients 
m y " { i )  +  +  k y { t )  = 0. (1.1) 
The solution of this equation with arbitrary specified initial conditions, y{to) 
and y\io), is a function which decays exponentially towards zero. We know that 
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equation (1,1) has been classified in terms of the magnitude of the damping coeffi­
cient. 
The case < Amk is called "underdamped", and the solution oscillates as it 
decays. 
The case > Amk is called "overdamped". The solution does not oscillate, 
but dies out exponentially at a slower rate when b becomes larger. 
The case = 4mk is called "critically damped" because, in a sense, solutions 
approach zero most rapidly in this case. 
Let us assume that the system is underdamped and we wish to somehow in­
crease the damping coefficient to bring the system closer to critical damping, thereby 
diminishing the oscillations more rapidly. Perhaps we would even prefer a slight over 
damping so as to eliminate oscillations. 
If our physical system is simple mass hanging from a spring in the laboratory 
then it is quite simple to increase b. We might simply immerse the whole system 
in molasses, or if that makes b too big we could try motor oil instead. 
However, if, as in Minorsky's case, our system is a ship rolling in the waves and 
y is the angle of tilt from the normal upright position, we must be more ingenious 
in trying to increase b. We might, for example, introduce ballast tank, partially 
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filled with water, in each side of the ship. We would also have a servomechanism 
designed to pump water from one tank to the other in an attempt to counteract the 
roll of the ship. Hopefully, this would introduce another term proportional to y'{t) 
in the equation, say qy\t). Thus we consider 
my"{t) + by'{t) + qy'{t) + ky{t) = 0. (1.2) 
But now one must recognize that the servomechanism cannot respond instan­
taneously. Thus instead of equation (1.2) we should consider 
my'\t) + by\t) + qy\t - r) + ky{t) = 0. (1.3) 
The control takes time r > 0 to respond and thus the control term is pro­
portional to the velocity at the earlier instant, t-r. It seems possible that such a 
time lag could result in the opposite direction to that which is desired. Thus it is 
conceivable that rather than helping to stabilize the system, such a control might 
make matters worse, and even cause undesired oscillations. 
1.3.2 Prey-Predator population models 
Let a:(t) be the population at time t of some species of animals called prey and 
y{t) be the population of a predator species which lives off these prey. We assume 
that x{t) would increase at a rate proportional to a:(<) if the prey were left alone, i.e., 
we would have x\t) = aix(](), where aj > 0. However, the predators are hungry, 
and the rate at which each of them eats prey is limited only by this ability to find 
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prey. Thus we shall assume that the activities of predators reduce the growth rate 
of x{t) by an amount proportional to the product x{t)y{t), i.e., 
a:'(<) = aiœ(i) - 6ia;(«)î/(f), (1.4) 
where is another positive constant. 
Now let us also assume that the predators are completely dependent on the 
prey as their food supply. If there were no prey, we assume that 
y\t) = -a2y{t), (1.5) 
where <*2 > 0, i.e., the predator species would die out exponentially. However, given 
food the predators breed at the rate proportional to their number of food available 
to them. Thus we consider the pair of equations 
x\t) = aiz(<) - bix{t)y{t) 
y'{t) = -a2y{t) + h2x(t)y{t), (1.6) 
where oj, ag, 62 are positive constants. This well-known model was invented 
and studied by Lotka [31], and Volterra [39], [40] 
Vito Volterra was trying to understand the observed fluctuation in the sizes of 
populations x{t) of commercially desirable fish and «/(<) of larger fish which fed on 
the smaller ones in the Adriatic Sea in the decade from 1914 to 1923. 
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Wangersky and Cunningham [41] proposed to modify system (1.6) so that the 
birth rate of prey has a further limitation, while the birth rate of predators responds 
to changes in the magnitudes of x and y only after a delay r > 0. Thus they replaced 
system (1.6) with 
®'(0 = ai[l - x{t)/p]x(t) - biy{t)x{t) 
y'{i) = -022/(0 + h2x{t - r)y{t - r). (1.7) 
The solution of (1.7) is, in principle, more elementary than the solution of (1.6). 
But the problem of obtaining useful information about the solutions of (1.7) much 
more difficult. 
1.4 Theory of Existence 
Let us consider the ordinary differential equation (ODE) 
Î/' = together with the initial condition (1.8) 
yito) = yo' (1.9) 
It is well known that under certain assumptions with respect to f the initial value 
problem (1.8) and (1.9) has a unique solution and it is equivalent to the integral 
equation 
t 
y{ t )  = y{ t o )  +  J  f (s,y{s))ds, t  >  t o .  (1.10) 
to 
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Next, we consider the differential equation of the form 
y'(0 = /(*»2/(^)»2/(< - T)), T > 0, < > <o (1.11) 
in which the right hand side depends not only on the instantaneous position y { t ) ,  
but also on y { t — r ) ,  the position at r units back, that is to say, the equation has past 
memory. Such an equation is called an ODE with a delay or retarded argument. 
Whenever necessary, we shall consider the integral equation 
t  
y { t )  =  y { t o )  4- J  f { s , y { s ) , y { s  -  T ) ) d s  (1.12) 
to 
that is equivalent to equation (1.11). In order to define a solution of equation (1.11), 
we need to have a known function <^(/) on the interval [to — instead of just 
the initial condition y{ t o )  =  yo. 
The basic initial value problem for an ordinary differential equation with de­
layed argument is posed as follows: 
On the interval [<o,T], T < oo, we seek a continuous function y that satisfies (1.11) 
and an initial condition 
y { t )  =  < f > { t ) ,  t  e  (1.13) 
where to is an initial point, Ef^ = [^o — T,<o] is the initial set; the known function 
4>{i) on Ef^ is called the initial function. Usually, it is assumed that y(/+0) = <^(<o)-
We always mean a one-sided derivative when we speak of the derivative at an end 
point of an interval. 
Under general assumptions, the existence and uniqueness of solutions to the 
initial value problem (1.11) and (1.13) can be established. In the case of variable 
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delay T = r(/) > 0 in equation (1.11) , it is also required to find a solution of this 
equation for t > to such that on the initial set = toU {t - T(<) : t - T(<) < 
> to} , y{t) coincides with the given initial function <j> (t). If it is required to 
determine the solution on the interval [to,T], then the initial set is 
E f o T  -  { ^ o }  U  { <  -  T { t )  :  t  -  T { t )  < t o , t o  < t  <  T } .  
Now we consider the differential equation of nth order with / deviating argu­
ments, of the form 
- TI(i)), 
-  r , { t ) )  - r,(())) (1.14) 
where the deviations > 0, and maXQ<;^<;^mj = n. 
In order to formulate the initial value problem with respect to (1.14) , we re­
quire the following notation. Let the given initial point be to- Each deviation T^(<) 
defines the initial set given by 
^to ^ U 0 - Ti{t) : t - Ti{t) <to,t> to}. 
We denote Ef^ = and on Ef^ we must be given continuous function 
<f>l^ (t), k=0,l,...,/ii, with n = maxj<;^-<;^ In applications, it is most natural to 
( k )  
consider the case where on Ef^, <^^(0 = <Ao (Oi k=0,l,...,^ but it is not generally 
necessary. 
The nth order differential equation should be given initial values 
k=0,l,2,...,n-l. 
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Now let k=0,1,2,. 
If ^ < n - 1, then, in addition, the numbers yo^^^\ are given. 
If the point to is an isolated point of Ef^, then ...,1/0"^ are also given. 
For equation (1.14), the basic initial value problem consists of the determina­
tion of an (n-1) times continuously difFerentiable function y that satisfies equation 
(1.14) for t > to and the conditions 
y^^\to + 0) = y^o \ k = 0,1,...,n -1 
- Ti{t)) = ^ f^{t - Ti{t)), if t-Ti< to, 
I2 0) I) ^ 
At a point to + {k — l)r the derivative i/(^)(t), generally speaking, is discontinuous, 
but the derivatives of lower order are continuous. 
1.5 Definition of Oscillation 
Before we define oscillation of solutions, let us consider some simple examples. 
Example 1 The equation 
Î/" + y = 0 
has periodic solutions y{t) = cos(<) and y{t) = sin(<). 
Example 2 Consider the equation 
y"{i) - (l/0î/'(0 + 4<^2/(<) = 0 
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whose solution is y{t) = sin(<^). This solution is not periodic hut has an oscillatory 
property. 
Example 3 Consider the equation 
y'\t) + (l/2)t/(0 - (1/2M< - tt) = 0, < > 0 
whose solution y{t) = 1 — sin(f) has an infinite sequence of multiple zeros. This 
solution also has an oscillatory property. 
Example 4 Consider the equation 
y'{t) - y{-i) = 0 
which has an oscillatory solution yi{t) = sin(f) and a nonoscillatory solution 
2/2(0 = 
Let us now restrict our discussion to those solutions y{t) of the equation 
y"{t) + a{t)y{t - T {t)) = 0 (1.15) 
which exist on some ray [Ty,oo) and satisfy sup{| y{t) \: t > T} > 0 for every 
T > Ty. In other words, \ y[t) 0 on any infinite interval [T, oo). Such a solution 
sometimes is said to be regular solution. 
We usually assume that a(^) > 0 or a(<) < 0 in (1.15), and doing so we mean 
to imply that a{t) ^ 0 on any infinite interval [T, oo). 
There are various definitions for oscillation of solutions of ODE (with or with­
out deviating arguments). In this section, we give two definitions of oscillation. 
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which are most frequently used in the literature. 
As we see from the above examples, the definition of oscillation of a regular 
solutions can have two different forms: 
Definition 1 A nontrivial solution y{t) is said to be oscillatory if and only if it 
has arbitrarily large zeros for t > to, that is, there exists a sequence of zeros {<n} 
{y{tn) = 0) ofy{t) such that 
lim tn = oo. 
n—^oo 
Otherwise, y{t) is said to be nonoscillatory. 
For nonoscillatory solutions there exists a t-^ such that 
y(0 7^ 0, for t > ti. 
Definition 2 A nontrivial solution y{t) is said to be oscillatory if it changes sign 
on (r, oo), where T is any number. 
When T { t )  = 0 and a(t) is continuous in (1.15), the two definitions given above 
are equivalent. This is because of the fact that the uniqueness of solution makes 
multiple zeros impossible. However, as example 3 suggests, a differential equation 
with deviating arguments can have solutions with multiple zeros. These two defini­
tions are different, especially for higher order ordinary differential equations which 
may have solutions with multiple zeros. 
Definition 1 is more general than definition 2 . The solution 
y{t) = 1 — sin(/) of example 3 is oscillatory according to Definition 1 and is nonoscil-
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latory according to Definition 2 • 
In example 3, the possibility of multiple zeros of nontrivial solution is a con­
sequence of the retardation, since if T(<) = 0, the corresponding equation has no 
solutions with multiple zeros. 
Definition 3 For the system of first order differential equation with deviating ar­
guments 
the solution {x{t),y{t)) is said to be strongly (weakly) oscillatory if each (at least 
one) of its components is oscillatory. 
1.6 Review of Oscillation Theory 
Since (1836) Sturm introduced the concept of oscillation when he studied the 
problem of heat transmission, oscillation theory has been an important area of re­
search in the qualitative theory of ODE. Oscillation theory of ordinary differential 
equations with deviating arguments (ODEWDA) is a natural extension of ODE, 
while certain known results in oscillation theory for ODE carry over to ODEWDA 
somewhat. Therefore some background in oscillation theory for ODE is essential 
for understanding oscillation theory of ODEWDA. 
We shall recall only some facts concerning oscillation theory of ODE that are 
useful for our discussion. 
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We consider the second order ODE 
y " ( t )  +  a { t ) y  =  0. (1.16) 
Sturm's comparison theorem for equation (1.16) is a very important result [30] in 
oscillation theory. Using this comparison theorem, it is easy to see the following 
conclusions: 
(a) For the linear differential equation (1.16), solutions are either all oscillatory 
or all nonoscillatory. Equation (1.16) is said to be oscillatory if every solution of 
(1.16) is oscillatory and it is said to be nonoscillatory otherwise. 
(b) We consider another second order linear ODE 
If a{i) < b{t) for all t > to, and (1.16) is oscillatory, then so is (1.17). Moreover, 
from (a), if (1.17) is oscillatory then so is (1.16). 
Using Sturm's comparison theorem, we can obtain the oscillatory property of 
an ODE from some other ODE with known oscillatory behavior. In fact, many 
good oscillation criteria have been obtained from Sturm's comparison theorem. For 
example, consider the Euler equation 
It is well known that (1.18) is nonoscillatory when a=l/4, and (1.18) is oscillatory 
when a = (1 + e)/4, e > 0. According to (b) we obtain the following oscillation 
y " ( i )  + KOfC) = 0- (1.17) 
y"{t) + (o/(^)j/(t) = 0. (1.18) 
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criteria: 
t ^ a { t )  <  1/4 implies (1.18) is nonoscillatory, and 
> (1 + e)/4, c > 0 implies (1.18) is oscillatory. 
(c) Assume that a(<) < 0. Then equation (1.16) is nonoscillatory. This follows 
from the conclusion in (b). 
The comparison method is one of the important methods in the oscillation the­
ory of second order linear ODE. There is much literature dealing with extension of 
the comparison method to nonlinear ODE and higher order ODE. 
Now we consider a second order nonlinear ODE 
Interest in nonlinear oscillation problems for equation of this type began with the 
publication of the pioneering work by Atkinson [3]. We would like to point out the 
fact that the nonlinearity in (1.19) may generate both oscillatory and nonoscillatory 
solutions. 
A special case of (1.19) is 
Equation (1.20) is said to be superlinear if a > 1, and sublinear if a < 1. We usually 
need to distinguish between these cases in our study because of the difference in the 
type of results that are known. For example, consider 
»"(') + = 0. (1.19) 
y " ( t )  +  a { t ) y " { t )  = 0. (1.20) 
»"(') + «(') I ï(0 I" Hny(t) = 0 (1,21) 
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where a { i )  € and a { t )  >  0. Then 
For a > 1 (superlinear), (1.21) is oscillatory iff 
oo 
J  a { s ) d s  =  oo. 
For a < 1 (sublinear), (1.21) is oscillatory iff 
oo 
Finally, we would like to summarize the main topics discussed extensively in 
the literature of oscillation theory of ODE: 
(1) Establishing criteria for oscillation or nonoscillation of all solutions 
(2) Obtaining conditions such that an ODE has an oscillatory solution or a nonoscil-
latory solution with some asymptotic property 
(3) Discussing the distribution of zeros and the variability of amplitude of the os­
cillatory solutions 
(4) Investigating the oscillation and asymptotic property of nonoscillatory solutions 
of ODE with a forcing term 
(5) Finding the relation between oscillation and other qualitative properties, such 
as boundedness and convergence to zero. 
We shall present some examples to show that the oscillation theory of differen­
tial equations with deviating arguments is very complex. 
Example 5 Consider the equation with delay 
y ' { i )  +  y { t  - 7r/2) = 0. 
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It has oscillatory solutions y = sin(/) and y = cos(<). The equation 
y'{t) + y{i + ^/2) = 0 
also has oscillatory solutions y = sin(<) and y = cos(<). However, the equation 
without delay 
y'{t) + y{t) = 0 
has no oscillatory solutions. 
Example 6 Consider the second order equation with delay 
y'\t) + y(7r - <) = 0 
it has both an oscillatory solution y^^ = siii(<) and a nonoscillatory solution 1/2 = 
e*-e-^-K 
As we mentioned before, for second order linear ODE either all solutions os­
cillate or all solutions are nonoscillatory. Thus we see that second order equations 
with delay create some new problems in oscillation theory. For example, consider 
y"{t) + p{t)y{ T {t)) = 0. (1.22) 
We need to establish various sets of conditions under which either: 
(a) all solutions are oscillatory; 
(b) all solutions are nonoscillatory; 
(c) the equation has a nonoscillatory solution; 
(d) the equation has an oscillatory solution; or 
(e) the equation has both oscillatory and nonoscillatory solutions. 
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Example 7 The equation with delay given by 
- y i t - i r )  =  0  
has the oscillatory solutions y(t) = sin(<) and y(i) = cos(/). But 
y"{t) - y{t) = 0 
has no oscillatory solution. 
This example suggests that we need to find conditions for oscillatory solutions 
of (1.22), whenever p{t) < 0. 
Example 8 Consider the system 
x'{t) = 2a:(<) - y{t) 
y'{t) = aj(<) + y{t) 
every solution {x{t),y{t)) oscillates. But the system 
x\t) = 2x{t) — y[t — \/ZlnA) 
y'{t) = x{t - l/3/n4) + y{t) 
has the nonoscillatory solution x(t) = exp(3/2<), y{t) = exp(3/2#). 
Therefore we need to study the effect of deviating arguments on the oscillation 
of systems. 
Deviating arguments can occur in many complex forms. For example, we will 
consider equations where the deviating arguments depend on the solution itself, like 
y"{^) + p{i)y{i - T(y(<))) = 0. (1.23) 
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Since the oscillation theory of ODEWDA presents some new problems that are 
not relevant for the corresponding ODE, a study of the oscillation and nonoscilla-
tion caused by deviating arguments is most interesting. 
1.7 Basic Definitions and Theorems 
We need to mention some of the basic definitions and theorems that we will 
relay on later. 
Definition 4 A subset S of a normed space X is called bounded if there is a 
number M such that ||a;|| < M for all a: € S. 
Definition 5 A set S in a vector space X is called convex if for any a:,y € S , 
a® + (1 — a)y € S for all a € [0,1]. 
Definition 6 Let N,M be normed linear spaces, and "S. be a subset of N. An operator 
r : X —> M Î5 continuous at a point x E X if and only if for any e > 0 there is a 
S > 0 such that | |2^ — < e for all y 6 X such that | |z — y\\ < 8. T is continuous 
on X, or simply continuous, if it is continuous at all points of X. 
Theorem 1 Every continuous mapping of a closed convex set in into itself has 
a fixed point. 
Definition 7 A subset S of a normed space B is compact if and only if every infinite 
sequence of elements of S has a subsequence which converges to an element of S. 
It is known that compact sets are closed and bounded, but not vice versa, in 
general. 
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Definition 8 A subset S of a normed linear space N is relatively compact if and 
only if every sequence in S has a subsequence converging to an element of N. 
Theorem 2 If S is a convex, compact subset of a normed linear space, then every 
continuous mapping of S into itself has a fixed point. 
Theorem S If S is a convex, closed subset of a normed linear space and R a rela­
tively compact subset of S, then every continuous mapping of S into R has a fixed 
point. 
Theorem (3) is the more useful form for the theory of ODE. 
Definition 9 Let {fm} be a sequence of real valued functions defined on a set 
D C 
(i) The sequence {fm} is called a uniform cauchy sequence if for any positive e 
there exists an integer M{e) such that when m > k > M one has | l / j ^ (a? )  —/m(®) l l  <  
e  for all x G D. 
(ii) The sequence {fm} is said to converge uniformly on D to a function f if 
for any e > 0 there exists M{e) such that when m > M one has ||/j^(a?) — /(a;)|| < e 
uniformly for all x Ç: D. 
Theorem 4 Let uj^, k=l,2,..., be given real valued functions defined on a set D 
subset of 3Î^. Suppose there exist nonnegative constants such that l|uj|,(x)ll < 
Mj^ for all X in D and 
00 
X] Mjt < oo 
1 = l 
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then the sum 
oo 
&=1 
converges uniformly on D. 
Definition 10 Let ^ be a family of real valued functions defined on a set D C 
(i) S is called uniformly bounded if there is a nonnegative constant M such that 
||/(®)|| < M for all X in D and for all f in 5. 
(ii) 5 is called equicontinuous on D if for any e > 0 there is a 6 (independent 
of x,y and f ) suck that | | /(z) -  /(y)| | < e whenever | |z - y|| < 6 for all x and y 
in D and for all f in 
Theorem 5 Let D be a closed, bounded subset of and let {fm} a real valued 
sequence of functions in C(D). If {fm) is equicontinuous and uniformly bounded 
on D, then there is a subsequence and a function f in C(D) such that {frnj^} 
converges to f uniformly on D. 
Theorem 6 Let r,k and f be real and continuous functions which satisfy r{t) > 0, 
k{t) > 0, and 
Then 
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Then 
r(f)  <  f{s)k{s) exp [J^ k{u)du]ds + f{t), a < t < b. 
Definition 11 Let dD denotes the boundary of a set D C and let D = DU dD 
denotes the closure of D. Given a sequence of real numbers {am}? we define 
^lin^supam = limm^ooam = W ( sup a}^) 
^ —1 k>m 
and 
lim inf am = limm-^oo°m = sup ( inf au). 
^ ^ m>l k>m 
It is easy to check that —oo < liminf am < lim sup am < +oo and that the limsup 
and liminf of am are, respectively, the largest and smallest limit points of the se­
quence {am}. Also, the limit of am exists if and only if the limsup and the liminf 
are equal. In this case the limit is their common value. 
In the same way, if / is an extended real valued function on D, then for any 
be D, 
lim sup/(a: ) = inf (sup{/(2/) : y 6 D, 0<|j/-6|< e}). 
x-^b €>0 
The limit inf is similarly defined. 
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1.8 Notes 
In Chapter II, we study the properties of solutions of the third order linear 
homogeneous differential equation. In Section 2.1, we find the conditions for the 
equation 
{a{t){b{t)y')')' + (qiy)' + qiy' = 0 (1,24) 
to be oscillatory. In Section 2.2, we study the effect of the delay and find the 
conditions for the equation 
{a{t){b{t)y')')' + qiy{t) + GGYFF - T(<)) = 0 (1,25) 
to be oscillatory. 
In Chapter III, we study the properties of the third order nonlinear, nonhomo-
geneous functional differential equation. In Section 3,1, we find the conditions for 
the equation 
(a(()(M()y')')' + <lF{y(gm = /(() (1.26) 
to be oscillatory. In Section 3,2, we study the behavior of the nonoscillatory solu­
tions of equation (1,26), In Section 3.3, we study a special case of equation (1,26) 
to find the asymptotic nature of the nonoscillatory solutions. 
In Chapter IV, we study the properties of solutions of the neutral differential 
equation. In Section 4.1, we find the conditions for the equation 
(y(0 + p(<)y(^ - "r))'" + /(^y(0>y(< - o")) = o (1.27) 
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to be oscillatory. In Section 4.2, we find the conditions for the equation 
{y{i) + P{i)y{t -  r))(2") + Q{i)y{t - <t) = 0, n = 1,2,... (1.28) 
to be oscillatory. 
In Chapter V, we study the nonoscillatory and asymptotic nature of the nth 
order differential equations with delay. In Section 5.1, we find the asymptotic nature 
of the nonoscillatory solutions of equation 
+ a{t)y{t -  r(0) = /(<)• (1.29) 
In Section 5.2, we find the asymptotic nature of the nonoscillatory solutions of the 
equation 
+ = ^(0» (1.30) 
where, 
yaiit) = y{t -  o-j). 
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2 PROPERTIES OF SOLUTIONS OF THIRD ORDER LINEAR 
HOMOGENEOUS DIFFERENTIAL EQUATIONS 
2.1 Oscillation of Differential Equations without Delay 
There is a large literature on the behavior of solutions of third order linear 
differential equations [5], [20], [26] and [29]. Many of these papers deal with the 
oscillatory and/or nonoscillatory properties of their solutions. V. S. Rao and R. S. 
Dahiya [36] discussed the behavior of the solutions of the equation 
{r{ry')'y + (çjy)' + 92/ = 0. (2.1) 
In this section, we shall be interested in the generalized equation 
{b{t){a{i)y')')' + (qiy)' + = 0- (2.2) 
A nontrivial solution of (2.2) is said to be oscillatory on the interval I if it has 
infinitely many zeros on I; otherwise, nonoscillatory. The equation (2.2) is said to 
be oscillatory or nonoscillatory, respectively, depending on the existence or nonex­
istence of an oscillatory solution. 
Assume that 
0,6 € C^[<o,00), a,6>0 and 
i C^lto,oa), ! = 1,2 
(2.3) 
(2.4) 
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Theorem 7 Let 
(i) (91 -t- 92) ^ 0, 
(ii) (92 - 9l)' < 0, 
(Hi) {a'b — ab') > 0, and 
(iv) lim^_rc < oo 
the conditions (i), (ii), and (Hi) hold on [/o,oo) but not identically zero on any 
subinterval of [/o, oo). 
If 
t ^ 
{ A  + B f  6-l(s) ds -  [ 6-l(s)gi(s) ds} < 0 (2.5) 
J Jto 
lo 
for t sufficiently large and any constants A  and B, then equation (2.2) is oscillatory. 
Proof 
Let ^ is a nonoscillatory solution of equation (2.2). Let t-^ be the last zero of 
y, then without loss of generality we can assume that there exists <2 ^ such that 
y{t) > 0 for f € [^2»'^) > 0 for < € (<2,a) with some a close to fg- Let 
^3 G (*2'")-
Dividing equation (2.2) by y and integrating from <3 to t, we get 
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^3 h h 
Now integrating by parts, we obtain 
^3 
+9i(0 - 91(^3) + / (^) + / (^) = 0 
h <3 
This implies 
(^) (') + / ^ - « W, (2.6) 
^3 *3 *3 
where 
^1 = (^3) + 91 (<3)-
The last integral in (2.6) can be written as follows 
or, 
/ (è) lA'" T" - *• 
^3 ^3 ^3 
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where 
aby'^ 
2y 
Substituting (2.7) in (2.6), we get 
^2=|l&| (<3). 
(^) w+/ +/ "-y + { ^ )  « 
h h 
= *^1 + *^2 -«iW 
<3 '3 
Dividing by b(t), it follows 
or 
h <3 
(^-^^)( / )  +  6 ^(0  y  (91 +  ^ J  -  ab^)  
h <3 
/2 
a'ft — ^ 2 
a J 
^ /3 / '2 \ 
+6-l(() / (0 = *,-6-l{f) - 6-l((),i((), 
where 
t + ^2' 
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Now integrating (2.8) from <3 to t, we obtain 
A / /\/ ^ ^ f i s  ^2 
/  ~  ds  +  j  b  ^(5) f  {q i  +  q2)—duds  +  f  b~^{s)  f  {a 'h  — ab' )^—!jduds  4 ' 4 4 ' 4 4 
+ y 6 J ^  duds  +  J  -~^da =  k  j  b ^(a)  ds  — b  
or. 
+ /' '(»)/(«+ 52)^'''"'» 
^3 ^3 <3 
+  /  f  {a 'b-ab' )^duds+ [  6-l(a) f  '^dtuds 4 4 4 4 ' 
i  ^ 
=  k  f  6-1(5) - / 6-lgi(5)rf5 + M, (2.9) 4 ' 
where 
« = (y) ('3). 
Suppose y'(<) > 0 for / € [<3,00)  , then by using (i), (iii) and (2.5) in (2.9), we 
obtain 
°(')»'W , n 
yW 
(2.10) 
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Since a(<) > 0 and y{t) > 0 then from (2.10) we have y\t) < 0 for sufficiently large 
< and this contradicts our assumption. So it is clear that there exists <4 > <3 such 
that y'(<4) = 0. 
Now, we shall conclude the theorem by showing that 
yih) = y'i*4) = 0 
contradicts y{t) > 0 for < > 
Multiplying equation (2.2) by y and integrating from <j to t, it follows 
/ it 
J (b{ay')')'.yds + j {qiy)'.yds + j q2y'-yds = 0, 
tl ti ti 
or, 
or. 
{b{ay'y.y){t) -  (6(ay')'.t/)(fi) - J b{ay'y.y'ds+ 
h 
{9iy^){i) -  (9lî/^)(^l) - j qi{y^)'<is + j qiy'yds + j q2y'yds = O, 
tl tl tl 
t 
{b{ay'y.y){t) -  {b{ay')'.y){ii) -  j {aby"y' + a'by'^)ds 
h 
t 
+(9i2/^)(0 - iny^Kh) - / niy^Yds 
h 
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t  t  
+ 2 / + 2 / = 0- (2.11) 
h h 
Since y{ti) = 0 then (2.11) becomes 
t  t  
{b{ay ' ) '  . y ) { t )  -  J  {aby'^y + a!by'^)ds + {q iy^){ t )  +  g /  (% "  9l) ( î /^) '<^5 =  0 ,  
/l <1 
or, 
t  i  
{aby 'y  +  a'byy){ t )  - J a'by'^ds - - ^  ah{y '^) 'ds  
h ^1 
J t  
+ 2 / (92 - 9l)(2/^)'«'« + (9l2/^)(0 = 0- (2.12) 
<1 
Integrating by parts and using again y{ t \ )  =  0, we get 
t  t  
{abyy" +  a'byy ' ) { t )  - J a'by'^ds - -{{aby'^){ t )  -  {aby'^){ t i ) )  + - J {ab)'y''^ds 
h h 
+2(^(^2 ~ 9i)y^){i) -  ((% - 9i)î/^)(^i ) )  ~ \ f  ( %  -  + iQ\y^){*) = o, 
or, 
{abyy ' ' ) { t )  +  {a 'byy ' ) { t )  -  ^ {aby' '^){ t )  +  ^ {aby'^){ t i )  
1 1 1 
+ 2^(?2 ~ 9l )y^){^)  +  2 /  ~  ah)y'^ds - - ^  (92 - 11)'y'^ds = 0. (2.13) 
tl ti 
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Define 
^(2/(0) = - abyy" - a'byv' - ^ (91 + 92)2/^- (2.14) 
Using (2.14) in (2.13), we have 
F{y(t)) = F(î/(*i)) + ^  y (aô' - a'b)y'^ds (92' qi)'y^ds, (2.15) 
^1 h 
where 
P { y i h ) )  = ^ (oV^)(^l) > 0- (2.16) 
Using (il), (iii) and (2.16) in (2.15) we prove that F{y{t)) is a increasing function, 
which vanishes whenever y has a double zero, i.e., y = y' = 0. 
Since y{t^) > 0 and y\t^) = 0 then, we have 
P{y{H)) = -(aW)(<4) - ^ (91 + 92)y^iH) > 0. (2.17) 
From (2.17) we see that 
y"m) < 0. (2.18) 
It is clear that y\t) can not vanish more than once in [<4,00) .  Hence 
y\t) < 0 for t > and 
lim y{t) exists. 
t-^oo 
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Now we divide the rest of the argument into three cases depending on the sign of 
At): 
CASEl Let y"(/) < 0 eventually. 
Then y(i) becomes eventually negative and this contradicts 
y(i) > 0 for all t>ti. 
CASE2 Let y"(#) > 0 eventually. Then, 
since y'(t) < 0 for / > <4, we would have 
lim y'{t) = 0 
t—^00 
and consequently 
<5"'^ - """ -
Since y{t) > 0, y''{t) > 0 eventually and lim/_^Qc> i/(0 exists and by using (iv), we 
get from (2.19) 
which contradicts the fact that F is increasing. 
CASE3 Suppose i/" changes its sign for arbitrary large t. 
Then for any e > 0, there exists a large t such that 
0 > y ' i i )  >  -€ 
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and a relative maximum of y[t) at t such that 
0  >  y\t) > — e  and y'\t) = 0.  
Then we have 
2 
F{y{ï)) < +1 
for arbitrary large t and this implies that 
lim F{y{t))<0. 
t—>oo 
This is a contradiction to the fact that F{y(t)) is increasing. Therefore the proof is 
complete. 
Example 9 Consider the equation 
(e-^(e*y'y/ + (ty)' + (1 - t)y' = 0 (2.20) 
where 
a(<) = e\ 
b(l) = e-', 
91 (0 — ^ 
92(0 = 1 -
It is clear that 
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(92 ~ 91 y = (1 - f - </ = -2 < 0, 
a'ft — aft' = 2 , 
lim — = lim -r = 1 < oo and 
<—>oc a t—*oo e' 
t ^ oo 
{A + BI b-^{s) ds -  b-^{s)qi{s) ds} = {A + B J eUa - se^ ds} < 0. 
to to 
All conditions of theorem 7 are satisfied. Hence, all solutions of equation (2.20) 
are oscillatory. 
In fact y = sin(^) is a solution of equation (2.20). 
2.2 Oscillation of Differential Equations with Delay 
In this section, we study the effect of delay on the properties of solutions of 
equation of the form 
ib{ay')'y{t) + qiy{t) + q2y{r{i)) = 0, (2.21) 
where 
a, b, and q2 are the same as in (2.3) and (2.4) and T(<) satisfies the following; 
T(<) < t, r\i) > 0 and T(<) oo as t oo. (2.22) 
Theorem 8 Assume that 
qi>Q and q2>Q for t 6 [<O,OO), (2.23) 
^'(0 < 0 for t € [/O,OO), and (2.24) 
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there exists a differentiable function 
S : [<o, oo) —> (0,00)  such that 
< 0 and 8^^ > 0 for t >to and (2.25) 
S' < for t > to. (2.26) 
If 
/°°|(?l+«2)<-^[^} A = oc. 
fOO t .  
and 
lim y{t) = 0. 
t—^oo 
Proof 
(2.27) 
<Aen every solution y{t)  of equation (2.21) is either oscil latory or 
Let y{t) be a nonoscillatory solution of equation (2.21). We may assume with­
out loss of generality that y{i) > 0 for / > to, then there exists /j > to such that 
y{T{t)) > 0 for / > From equation (2.21) we have 
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{h{ay')')'  = -qiy{t)  -  92î/('r(0)- (2.30) 
It is clear that —{h{ay')')'  is positive for t  > hence y{t)  is monotone and one-
signed. y\t) and y''{t) are also monotone and one-signed for sufficiently large t. 
Claiml; 
{ay')'  > 0 for < > <%. (2.31) 
From equation (2.30) we have 
K^y')" + f>\ay')' < 0, 
or. 
(2.32) 
If {ay')'  < 0, then ay' is decreasing and concave down. Therefore ay' is eventually 
negative which is a contradiction. Thus (2.31) is true. 
Claim2: 
/(*) < 0 for t>ti .  (2.33) 
If y' > 0 for t  > t i  then y { t )  is increasing and positive. 
Define the function 
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By differentiating (2.34), we have 
J(f\ _ y(T(0).(6(oyO')'6 + y ( T {t ) ) { b (ay ' y )6' - { b {ay')'S)y'{r )T' 
or. 
Using (2.30) and (2.34) in (2.35), we obtain 
u}\t) = - Sq2 + yw -
y{r) S y{ T )  (2.36) 
Since 2/' > 0 and {ay'Y > 0, then by Kiguradze's lemma [27], we have 
ay' > Bt{ay')' for some B > 0 (2.37) 
and 
((ay ) )(0 < (a(i")y (T)) /or <><2 ^^1- (2.38) 
Since y' > 0 for < > then y(r) < y(<), 
or. 
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Now (2.36) can be written as 
< -(91 + 92)^ -Vjui- (2.39) 
By using (2.37) in (2.39), it follows 
u''(/) < -(?! + 92)^ + / V (2.40) 
b a[Vy[T) 
Now from (2.38) and (2.40), we get 
< -(91 + 92)^ + yw -
b  a (T)y( r )  
Using (2.34) again, we obtain 
< -(«1 + ,2)« + «2, 
or, 
""'O - "(«1 + '2)« - {{^^) - I"} • 
Now completing the square on the right hand side, it follows 
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< -(91 + Ç2)^ ' Btt'VI 
a{T)b8) ^ 
8'128 
' Btt' \2 
,a{T)b8) 
+ 
6'^a(T)6 
ABtt'8 '  
or. 
(2.41) 
Integrating (2.41) from <2 to t, we get 
u;(0 - w(<2) < |(91 + 92)^ -
or, 
^2 j(91 + 92)^ - ^'^457-1/^1 - (^(^2) - ^ 0- (2.42) 
Because of (2.31) and (2.34), we would claim that 
w(^) > 0 for t  > i l  
and then (2.42) could be written as 
4 {(«I + «2)« - S u.((2), 
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or, 
f t  ( .  , 1 9  a ( T ) b  1 . 
< oo. 
This contradicts (2.27). Hence (2.33) is true. 
From (2.33) and the fact that y(t) > 0 for < > there exists a constant c > 0 
such that 
lim p(t) = c. 
i—'OO 
We will prove that c = 0. 
Let c > 0, then there exists t* > such that 
J/(^(0) > ^ for t> t*. (2.43) 
Define the function 
G{t) = ay'8 for t > t*. (2.44) 
Differentiating (2.44), we get 
G\t) = {ay')'8 + ay' 8' (2.45) 
Multiplying (2.45) by b{t) and differentiating again, we obtain 
hG" + h'G' = {b{ay')')'6 + 2b{ay')'8' + b'{ay')'8' + b{ay')8" (2.46) 
Using (2.45) in (2.46), we have 
G"(() = Iway')')' + 2{ay')'s' - j(ay')'S + («/)<" (2.47) 
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Now if we use (2.30) in (2.47), we get 
G"{t) = -^(9iî/(t) + q2y{T)) + 2{ay'y ^6^ - + (ay')^" (2.48) 
Using (2.25) and (2.33) in (2.48), will give 
G"{t) < -^{qiy{t) + q2y{T)) + 2{ay'y (2.49) 
By using (2.26) and (2.31) in (2.49), we obtain 
6'"(0 < -^(qiy(t) + q2y(T)) (2.50) 
Using (2.43) in (2.50), we deduce that 
c S 
2 6  G'\t) < -^^(91 + 92) for  i> t* .  (2.51) 
Integrating (2.51) from <* to t, we get 
G'{i) < G\t*) - (91 + 92)^ 
Integrating again, will lead to 
G(/) < G{t*) + G'{i*){t -<*)-- (91 + 92) J (2.52) 
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Now if we use (2.33) in (2.44), we conclude that 
G{t) <0 for t>t*. (2.53) 
Using (2.25), (2.31) and (2.33) in (2.45), we get 
G{ t y  > 0  for i> i*. (2.54) 
Now using (2.53) and (2.54) in (2.52), we obtain 
G{t) < G'{t*)t ~ 2 jf* Jf* (^1 + 92)^ (2.55) 
From (2.44) and (2.55), it follows 
»'(() < («1 + Î2) J (2-56) 
Integrating (2.56) also from t* to t, we have 
y{ t )  <  y( t*)  +  I t*  I t*  ' '1  + (2-" '  
Taking the limit as < —+ oo, we get 
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^lii^!,(()<ï(«*) + G'((*)/. ^«2)J (2-58) 
Now using (2.28) and (2.29) in (2.58), will give a contradiction. 
Hence c=0 and the proof is complete. 
Example 10 Consider the equation 
^e-^/4(e^/2yY)' + - tt) = 0 (2.59) 
where 
a{t) = e//2, 
Ht) = 
iiC) = 
«2(0 = ie('/4-T), 
6(<) = e-^/8, and 
T{t) = < — TT 
It is clear that 
T(t) = < - TT < f, T' = 1 > 0, 
T(<) —^ooast—*(X), 
S' = -L-^/8 < 0, 
8 
45 
«" = > 0. 
g-7r/2gf/8 
j'^Ldt = te^^l^dt = oo and 
foo I f t  rs b J Til J (n+n)i<iuisdt = 
r f r +2=-") dudM = cc. 
All the conditions of theorem 8 are satisfied, then the conclusion of the theorem 
holds. 
In fact y{t) = e~^ is a solution of equation (2.59). 
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3 PROPERTIES OF SOLUTIONS OF THIRD ORDER 
NONHOMOGENEOUS FUNCTIONAL DIFFERENTIAL 
EQUATIONS 
3.1 Oscillation Properties 
In this section, we are interested in the oscillatory behavior of the equation 
{b{ay') 'y + q F{yig{t))) = f{t) (3.1) 
where 
(i) a, 6, q, g,  f  ; oo) —^ 3? are continuous, 
(a) F : 3? —> 9? continuous, 
(i i i)  a > 0, 6 > 0 and b' < 0 for oo),  
(if) ?(<) > 0 for te[to,oo) 
and not identically zero for any ray of the form [<*,oo) for some t* > to, 
(r) g{t) -* oo as t  oo, and 
(I ' i)  yF{y) > 0 for y ^  Q. 
S. R. Grace and B. S. Lalli [21] studied the oscillatory behavior of the equation 
{ax') '  +qfix{git))) -  e{t).  (3.2) 
Thus in this section we extend the study to the third order and add number of new 
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results. 
We consider only solutions of equation (3.1) which are defined for large t. The 
oscillatory solution of equation (3.1) is considered in the usual sense, i.e., a solution 
of equation (3.1) is called oscillatory if all its solutions are oscillatory. It is almost 
oscillatory if every solution y{t) of equation (3.1) is either oscillatory or 
lim y{t) = 0. 
/—>oo 
Theorem 9 Let 
F'iv) > k > 0 for y ^  0. (3.3) 
Assume that there exists a function 
4> : [^o,oo) -4. 3? 
and differentiable functions 
6, (T : [fo,oo) -)• (0,oo) 
such that 
(»(«/)')' = /('). (3.4) 
<A(0> y(0* ^(0 —^ 0 as t  ^  00, (3.5) 
(T(t) < min{ t ,g{t) }, (3.6) 
a'it) > 0, (3.7) 
<7(i) —* oo as t  oo, (3.8) 
S'{t) <0 for t  > to, (3.9) 
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S'\t)  > 0 for t  > to, and (3.10) 
^'(t)  < (<) for t  > to. (3.11) 
If 
/ ~ ABXtra'^ ^ ^ (^.12) 
6 Xl (^) 
too 1 
/ ^ <« < OC (3.14) 
then every solution of equation (3.1) is either oscillatory or 
lim y{t) = 0. 
t^oo 
Proof 
Let y{t) be a nonoscillatory solution of equation (3.1). We may assume without 
loss of generality that y{t) > 0 for / > to then there exists a > to such that 
y((r(t)) > 0 for / > 
Consider the equation 
y{t) = x{t) + <j){t) for t> ti ,  (3.15) 
then, from equation (3.1), we have 
(6(a(® + (j)) ') ') '  + q F{y{g{t))) = f{t),  
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or, 
(biax') ') '  + q F(y(g(t))) + (b(a<^yf = f(t) .  (3.16) 
Using (3.4) in (3.16), we get 
(b(ax'yy =-g F(î/(ff(t)))  for t  > (3.17) 
It is clear that —(6(aa;')')' is eventually positive for t  > ii-
Hence x{t) is monotone and one-signed. a:'(<) and a:"(<) are also monotone and 
one-signed for sufficiently large t. 
If x(t) < 0 for < > then 
y{i) < (j>{t) for t  > and by using (3.5), we get a contradiction to the assumption 
that y{i) > 0. 
Hence we must have 
x{t) > 0 for t  > t i .  (3.18) 
Claiml 
{ax') '  > 0 for t  > /j. (3.19) 
Using (iv) and (vi) in (3.17), we obtain 
(4(ax')')' < 0, 
or. 
if 
{ax')" < -^{ax'y 
{ax')' < 0 
(3.20) 
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then, by using (iii) in (3.20), we have 
(ax'y < 0. 
This implies that a®' is decreasing and concave down, hence 
a{t)x\t) is eventually negative. 
Therefore x(f) is eventually negative which contradicts (3.18). 
Claim2 
Now we claim that 
If 
then, from (3.15), we get 
y { 9 { t ) )  =  x { g { t ) )  + <i) { g { t ) )  f o r  t  >  t i .  (3.22) 
Since x { t )  is increasing and positive and 
4 > { t )  —> 0 a s  i  o o  
then there exists sufficiently large such that 
y { 9 { t ) )  >  Aa:(^(/)) f o r  t  >  t y  (3.23) 
Using (3.3) in (3.23), we get 
x \ i )  < 0 f o r  t  >  t i .  (3.21) 
x \ t )  >  0 f o r  t  >  t - y  
(3.24) 
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Now, define the function 
Differentiating (3.25), we get 
7,, ,  F{Xx {a ) ) { b{ax') ') '6 + F{Xx {c T ) ) {b{ax ' y)6'  -  { b{ax') ' )8F\Xx { ( T))Xx ' { ( T ) < r '  
or, 
F2(%(!T))^ Ay/((T)/. (3.26) 
Using (3.17) and (3.25) in (3.26), we get 
+ " J ~ "f(Ax(')I (3-27) 
Since x'(t)  > 0 and (as')' > 0 
then by Kiguradz's lemma [27], we have 
{ax'){t)  > Bii{{ax'y){t) for some > 0 (3.28) 
and 
{ax') '{i)  < {a{<T)x'(a)) '(t)  for t  > ty (3.29) 
Using (3.24) and (3.28) in (3.27), we get 
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By making use of (3.3), we obtain 
w\t) < -qS +u-i B = l:Bi (3.30) 
Using (3.29) in (3.30), we get 
u,'(0 < +Jj _ U.A (3,31) 
Using (3.25) again in (3.31), we get 
8' -
J(i) < (3.32) 
0 a[cr)oo 
Completing the square in (3.33), we get 
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or, 
-'» = -|--îSSS| I 'M 
Integrating (3.34) from to t, we have 
or, 
ft[ {''' ' - "('A) - "W S «-((a) < =0. (3.35) 
From (3.12), it is clear that (3.35) is a contradiction. 
Hence (3.21) is true. 
From (3.18) and (3.21), there exists a constant c > 0 such that 
lim x(t) = c. 
<—>00 
We will prove that c = 0. 
Assume that c > 0 and from (3.15), we have 
lim y{g{t)) = lim r(p(<)) = c. 
£—>•00 r—>oo 
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Hence there exists a <2 > such that 
2/(sr(0) > ^ for t  > t2 (3.36) 
Define the function 
G{t) = a{t)x'{t)S{t) for t  > <2 (3.37) 
Differentiating (3.37), we get 
G\t) = {a{t)x'  ( t)) '  6{t) + a{i)x'(3.38) 
Multiplying (3.38) by b{t) and differentiating the resulting equation, we have 
b'{i)G'{t) + b{t)G"{t) = b{t){a{t)x\t)) '6'  + (fe(aa:') ') '^ 
+b{ax') '6'  + h'ax's '  + h{ax')8" (3.39) 
Using (3.38) in (3.39), we get 
^"(0 = {ax^ys'  + -(6(aa;') ') '  + S\ax^y + ax'6^'  +  ^ {ax')S'  
or, 
G"{t) = {b{ax') ') ' j  + 2{ax') '6'-Y{a3:') 'S + iax')S" (3.40) 
0 0 
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Substituting (3.17) in (3.40), we get 
G"(t) = JpF{y(g(t))) + (aJ)'  j + (ax')i" (3.41) 
Using (3.3) and (3.36) in (3.41), we obtain 
G"(<) < 4- (a®')' ^2^' — —6^ + (ax')^" (3.42) 
Now, by using (3.10), (3.11), (3.19) and (3.21) in (3.42), we have 
G''{t) < ^ (3.43) 
Integrating (3.43) from <2 to t, to get 
G'(() < 0'{t2) -  fC-) fUqiy,) ds 
Integrating again from <2 to t, we get 
G{t) < G(<2) + G'(f2)(< -  <2) ~  ^ ^2^ Jt2 It2 duds. (3.44) 
From (3.37) and (3.38), it is clear that 
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G{i) < 0 for t  > t2 and (3.45) 
G'{t) >0 for t  > <2- (3.46) 
Using (3.45) and (3.46) in (3.44), we get 
G ( i )  <  G ' ( i 2 ) i  - n\)jlJ' d u d é .  (3.47) 
Dividing by we conclude that 
Integrating (3.48) from <2 to t, we get 
+ (3.49) 
Using (3.14), (3.18) and (3.46) in (3.49), we obtain 
4^/2^2 (4) c-®"' 
Taking the limit as < —> 00 in (3.50) and using (3.13), we get a contradiction to 
(3.18). 
Hence the proof is complete. 
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Remark 
Note that condition (3.3) is quite restrictive since it cannot be satisfied by a function 
of the type 
F{x) = 7 > 1 
where 7 is a quotient of odd positive integers. 
Therefore, we relax that condition in the next theorem. 
Theorem 10 Suppose that 
F'{y) > 0 for y ^  0 (3.51) 
and all  conditions (8.4)-(3.11),  (3.13) and (3.14) hold. 
If  
/
oo 
q{i)S{t) di = +00 (3.52) 
then the conclusion of theorem 9 holds. 
Proof 
Let y{t) be a nonoscillatory solution of equation (3.1), say y{t) > 0 and 
y{a{t)) > 0 for every t > t-^ > to. We proceed as in the proof of theorem 9 till 
we obtain 
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Using (3.51) in (3.53), we get 
Using (3.9) and (3.24) in (3.54), we obtain 
< -q{t)8{i).  (3.55) 
Integrating (3.55) from <2 to t, we get 
u;(f)-u;(#2) ^ - ^%(-s) ^(«) </«, 
or. 
f t  
q{s) 6(s) ds < uj{t2) — u}{t) < <*>(<2) < 00. (3.56) 
Jt2 
Taking the limit as < —* 00 in (3.56) and using (3.52), we get a contradiction. 
Thus (3.21) is true and the rest of the proof is the same as in theorem 9. 
Now, we relax a condition on a and state the following theorem 
Theorem 11 Let conditions (3.^)-(3,6),  (3.8)-(3.11) and (3.51) hold and suppose 
that 
a' i t)  >0 for t  > to. (3.57) 
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If  
I 
oo 
S{ < t { s ) )  9(5) ds = +00, 
r a(»)%(»)) l!o It l  
and 
foo t  , ,  
J a(t)S(cr(t)) ^ ^ 
then the conclusion of theorem 9 holds. 
Proof 
To prove theorem 11, we again define 
"(*1 = n^ ) 
By differentiation, we have 
'(» - SU 
b{ax ) 
6(tr)Xf'x \< t )o  
f2(Ax(<r)) 
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Using (3.51) and (3.57) in (3.62), we obtain 
J{i) < -q{t)8{<T). (3.63) 
Integrating (3.63) and then using (3.58), we get a contradiction. 
Thus (3.21) is true. 
Proceeding as in theorem 9 and defining the function 
G(<) = a{t)x'{t)6{(r{t)).  (3.64) 
Differentiating (3.64), we get 
G'{t) = (3.65) 
Multiplying (3.65) by b(t) and differentiating the resulting equation, we obtain 
bit)G"{t) + b'G'{t) = {b{a{t)x'{t)) ') 'ê{(T{t)) 
+b(aii)x\t)y6'((T{t))<T' + b'{a{t)x\t)) '6'{a{t))<T' 
+b{a{t)x'{t))ê^'{a{t))(T'^ + b{a{t)x\t))ê'{cr{t))(T" (3.66) 
Using (3.65) in (3.66), we have 
G"{t) .  
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+2{a{ t )x'{t) ) ' s '{<r{ t ))<7' + j{a{t)x'{t))6'<T' + {a{t)x\t))6" 
+ia{i)x'{t))6 '<T" - j{a{t)x\i)y6 -  j{a{t)x'{t))6'<T',  
or, 
Following the same steps as in proof of theorem 9 and using (3.59) and (3.60), the 
proof could be completed. 
Example 11 Consider the equation 
(«^2/')" + e'~^i/(<-7r) = -cos(f), (3.67) 
where, 
a{t) = ,  
b{t) = 1 , 
g{t) = t-TT ,  
q{i) = ,  
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F{ . y )  =  y ,  
8{t) = e-V2 ^ and 
^(<) = ^e~^(sin(/) - cos(<)). 
It is clear that all conditions of theorem 9 are satisfied, because, 
c(" - ss)' • -
" (' " me', 
5 \ 
4AS( / -  7 r ) e -V2  
= +00 , 
r i f' r ^  jww, = r e-'/^ f r aMt 
Jto dv JtQ Jto h Jto 
= 4e-^.e-^o df = +oo , 
Jto 
and 
r4 = < cc 
Jxo o 
Thus the conclusion of theorem 9 holds. 
In fact y{t) = e~^ cos(<) is a solution of equation (3.67). 
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Example 12 Consider the equation 
[e \e^y') ') '  + e^^y^l '^{Zt) = (3.68) 
where, 
<•(') = c' > 
m = e" ' .  
g{t) = 3( ,  
9(<) = , 
F{y) = 2/5/3 ^ 
6(<) = e~'/^ , and 
<A(<) = te-^^e'K 
Since 
=  +0C,  
C h h'oVi= 
= Pe*Ut = +00 
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and 
J Z q do »to 
therefore all conditions of theorem 10 are satisfied. 
Hence, the conclusion holds. 
In fact y{t) = e~^ is a solution of equation (3.68). 
3.2 Nonoscillation Properties 
Hammett [25] studied the equation 
(r(<)a:'(<))' + p{t)3:{g{t)) = f{t) (3.69) 
and proved that if 
p{t) and r[i) are positive, continuous and bounded away from zero and if 
f{t)  is integrable on the positive half real line, 
then, all nonoscillatory solutions of equation (3.69) approach zero. 
In this section we extend Hammett-type study for the equation 
(6(aa;')')' + qy{<T) = /(/), (3.70) 
where, 
a, 6, g, (T and /: [<o, oo) ^ % are continuous, (3.71) 
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0 < a < Mj, 0 < 6 < M2, > 0, 2 = 1,2 /or < e [/o,oo), (3.72) 
We call a function x € C[A, 00) oscillatory if x{t) has arbitrary large zeros. 
Otherwise, we call x{t) nonoscillatory on [^4,00). 
In what follows, only nontrivial continuously differentiable solutions on [^4,00), of 
equations under consideration. The term "solution" applies only to such solutions. 
Hammett's method was based on the theorem of Bhatia [7] which, as observed 
by Travis [38] doesnot apply to delay equations of the type (3.70). 
Theorem 12 Suppose that 
g > 0 for t  € [toi 00) not identically zero (3.73) 
for any ray of the form [<* ,00 )  for some t* > to, 
c < t ,  cr{t) —* 00 as t  ^  00 and (3.74) 
0 < <t' < M for te [to, 00), M > 0. (3.75) 
(3.76) 
and (3.77) 
(3.78) 
Let y{t) be a nonoscillatory solution of equation (3.70),  then 
y\t)  —> 0 as t  00. 
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Proof 
Without any loss of generality we can assume that y{t) is eventually positive. 
The case y{t) < 0 can be treated similarly. 
Let T > be sufficiently large so that y{t) > 0 and î/(<T) > 0 for < > T. 
Integrating (3.70) between T and t, we get 
may') '){t)  -  {h{ay') '){T) + j^qis)y{(T{s)) ds = ds, 
or, 
ib{ay 'y){t)  -  {b{ay 'y){T) + ^  q{s)y{<T{s)) ds < f^\ f{s) \ ds (3.79) 
the right hand side of (3.79) remains finite as / ^ oc due to (3.78). 
Claim 
fOO 
Jj ,  9(«)y(<^(5)) ds < oo. (3.80) 
If 
too 
Jj,  9{s)y{<r{s)) ds = +00 
then, it follows from (3.79) that 
{b{ay 'y) —» -oo as t  -* oo. (3.81) 
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Using (3.72) in (3.81), we obtain 
{ay'y —> —oo 05 < —V oo, 
and by using (3.72) again, it follows 
y'  —> —oo as i  —* oo. 
This forces y{t) to be negative, which is a contradiction to y{t) > 0 for / > T. 
Hence (3.80) is true . 
Now , from (3.77), we have 
roo 
Jj ,  M ds = +00 (3.82) 
From (3.80) and (3.82), we get 
lim inft/(<) = lim infy(«7(<)) = 0. (3.83) 
In fact, if 
lim 'miy{cr{i)) > a > 0 (3.84) 
t—^oo 
then condition (3.77) implies 
lim Lq{s)y{<r{s)) ds = oo 
I—>oo JI 
68 
which contradicts (3.80). Hence (3.82) holds. 
Now, there are two cases arise 
Casel Let y\ i )  be nonoscillatory. 
This implies y{i) is monotonie and from (3.83), it follows that 
lim y(t) = 0. (3.85) 
t—oo 
Case# Let y\t) be oscillatory. 
This will imply that 
lim inf | y'{t)  \ = 0. (3.86) 
>oo 
If 
y'{t)  •/* 0 as t  —>• oo 
then, assume that, 
lim sup I y'{t)  \ > /3 > 0. (3.87) 
t—' oo 
Now, from (3.85) and (3.86), there exists a sequence of points {/&} in [T, oo) such 
that 
/•oo 
I 1 f{ t)  \ dt  < e for some arbitrary e > 0 , (3.88) 
Jtl  
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t f i  ^  oo as k oo ,  > T for all  k , (3.89) 
y'{tk) l< ^ /or 6 > 1 ,and (3.90) 
> 3/4/3 (3.91) 
where is true maxima of | y'{t)  | in for all k > 1. 
Let 7j^. e such that 
y'ilk) I = f^k (3.92) 
> 3/4Mi (3.93) 
Let èj^ > be the largest point less than such that 
y'i^k) I = ^ /or some k > 1 ,  (3.94) 
Also, let 7/^, < be the smallest point greater than such that 
1 Y'I^K) I = ^ T > 1 . (3.95) 
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The choice of6& and rfj^ implies 
y'{*) I > y i" ih^Vk)- (3 96) 
Integrating the expression {ay') '  from 6^ to 7^., we get 
a(7fe)/(îfc) = a(^fc)yVfc)+ , 
or, 
47&) I I < I I + I I (3.97) 
Using (3.72) and (3.93) in (3.97), we obtain 
I /(%) I < Ml I y%) I + I (ay') '  | M (3.98) 
Using (3.92) and (3.94) in (3.98), we get 
+ l^^\  {ay') ' \dt ,  
h 
or, 
Ml 
-^ /^ k  ^ I i^ y')' I (3.99) 
71 
Similarly, we have 
-«(7it)î/'(7jb) = -<i{vk)y\vk) + dt, 
a(7fc) I y'ilk) I ^ a(%&) I /(%) \ + r^\ {ay')' |  dt. (3.100) 
' ' fk 
Again by using (3.72) and (3.93), we get 
^ I y' i lk)  I < Ml I /(%) I + /""•• I (ay')' I dt. (3.101) 
^ •''ïk 
Using (3.92) and (3.95) in (3.101), we have 
Ml 
'n 
Adding (3.99) and (3.102), we obtain 
< P^\{ay')'\dL (3.102) 
Ml 
2 /Jfc < I {ay'i I dt. (3.103) 
Squaring (3.103) and applying Schwarz's inequality, we get 
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or, 
^2 
riSI ^ ^ {b{ay')').{ay')'dt. (3.104) 
From (3.104), on integration by parts, we obtain 
- {b{ayyy.{ay) dt. (3.105) 
•'^k 
If y'{t) > 0 in [<&_!,<&] 
then, the choice of 8^ and t)^ implies 
(ay')'(^fc) ^ 0 and {ay')\6j^) > 0. 
Similarly, if y'{t) < 0 in [(jb-l'^t] 
then, the choice of and implies 
(«//(%) > 0 and {ay')'{êig) < 0. 
Therefore the expression 
[[b{ay'y.(ay')]{ïii^) - [b{ay'y.{ay')]{6;^)} < 0. 
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Using this result in (3.105), we have 
(Hoy')') ' .{ay')  dt .  (3.106) 
\ m ' 
Making use of (3.70) in (3.106), we get 
M? ,2 
dt -  miay'Xt) dt, % m '' '' 
or, 
m2 
* . < r*' {('M-T)» I / I A + I /(<) I o I y' 1 A. (3.107) 
Since I y'{i) ) < in [^x.,%], it follows from (3.107) that 
< L'"' Mm") dt + /*" a I /(() I dt. (3.108) 
% m ""  ^ ' '  
Using (3.72) in (3.108), we obtain 
M-
/; nk I * ^  ^ R*' IWK") «F + C 1/(01 A. (3.109) % m 
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Now, since we have 
Q{i)y{<^{t)) dt > P Q{t)yi<^) dt 
fc=l 
(3.110) 
From (3.109) and (3.110), we have 
Ç iWy^t)) dt > E 17^  ^- I /(') I 
Using (3.88) in (3.111), we get 
ÇOO 00 { ^/3i. 
Jj. tm^o) dt > z > — 6 
From (3.91) and (3.112), we obtain 
From condition (3.76), we have 
1 
because, 
k^ ocls'k 6(f) ~ 
Sj^ ^ oo and 7]i^ —>• oc as fe —> oo 
(3.111) 
(3.112) 
It «Wî-l'C» •" 2 ' (3113) 
The right hand side of (3.113) tends to c» as < —> oo , which is a contradiction to 
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(3.80). 
Thus as long as 
lim sup I y\t) 
k—^oo 
remains greater than any positive number /3, we will run into the above contradic­
tion. Hence 
lim sup I y '{ t )  | = 0 
k—^oo 
and the proof is complete. 
Example 13 Consider the equation 
{(2 - e-'X(l + (-')/)'}' + 1,(1 - tt) 
= - ZE"*, (3.114) 
where, 
a(<) = 1 + e~^, 
6(() = 2 -
g(t) = t, 
(r(t) = t — TT, and 
fit) = t€-*+^ + 6e-3f -  6e-2< _ 2e-*. 
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It is clear that the conditions (3.71)-(3.75) hold and since 
roo 1 roo l 
/ W) I 2^7? 
= {21n(2 - e-^) + - 2} (oo)-
{2ln(2-e-^) + e-^-2}(/o) < oo, 
/
oo too 
q{t) dt = j t dt = +00, and 
I fit) \dt = {te-*+'^ + 6e-3f - - 2e-*) dt < +oo. 
Then, all conditions of theorem 12 are satisfied. Hence the conclusion of the theo­
rem holds. 
In fact y{t) = e~^ is a solution of equation (3.114). 
Theorem 13 Suppose that the conditions of theorem 12 hold with the following 
change in condition (3.77) of that theorem : 
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For /3j^ > oci^ ,  
lim (0u - a;.) = oo, and 
k^oo ^ 
lim q(t) dt = oo. (3.115) 
ft—>00 
Let y{i) be a nonoscillatory solution of equation (3.70), then 
y{t) —> 0 as < —V 00. 
Proof 
We proceed as in theorem 12 and arrive to the conclusion (3.80). 
If 
lim y{t) ^ 0 
t—00 
then 
lim supy(<T(<)) > ^ > 0. (3.116) 
I—>00 
Again in the same manner of Hammett [25] we can find a sequence {tf,} such that : 
t f j  —>00 as k 00, tj^ > T for k > 0, (3.117) 
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y{<ik)) > 24, 6 > 1, (3.118) 
for each A > 1 there exists such that 
f&-l < 4 < (3.119) 
Let be the largest interval arround such that for fc > 1 
- yi'^i^k)) ~ ^ (3.120) 
y(<7(f)) > 4) for t€ (o&,6&). (3.121) 
Now, in the interval there exists a number 8j^ such that : 
yUh))Ah) = -  yi 'M),  (3,122) 
'k "'k 
Using (3.118) and (3.120) in (3,122), we get 
y\<h))''\s,) > ^ ^ . (3.123) 
Since <^'{8},) is bounded and nonnegative, then the left hand side of (3.123) tends 
to zero as < —> oo by theorem 12. This leads to 
lim ihu - au) = oo. 
fc-^oo ^ 
(3.124) 
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From (3.80), we have 
fOO 
> Jt  
OO -5, 
^ iz / 9(02/(o-(0) dt 
&=]/*& 
°° thi 
> «^ S q{i) di 
By using (3.115), we obtain a contradiction unless <^ = 0 and this essentially proves 
the theorem. 
Remark: 
The example 13 fulfills all the conditions of theorem 13 and the solution 
y{t) = e~^ —» 0 as < —> oo. 
Next theorem gives conditions under which nonoscillatory solutions are inte-
grable. 
Theorem 14 Suppose that conditions (3.76) and (3.78) of theorem 12 hold. Fur­
ther, suppose that there exists a constant L such that 
9(0 > X > 0 
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and y{t) is a nonoscillatory solution of equation (3.70), then 
y{t) —> 0 as t oo and 
/
oo 
I y{t) \ dt < oo. 
Proof 
Since q(t) > L > 0, then condition (3.77) of theorem 12 and (3.115) hold. 
Without loss of generality suppose y{i) > 0 and y{(r{i)) > 0 for / > T. By 
theorem 13, we have 
y { t )  — ^ O a s t — ^  o o .  
Hence, from (3.80), it follows 
roo 
^ ^ JT (3.125) 
Using (3.75) in (3.125), we get 
/oo , 
oo > q{t)y{a{t))<T {t) dt 
Using the condition q{t) > L, we obtain 
/•oo , 
"30 > !/(40K (0 di (3.126) 
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Using the substitution : 
u = <r{t)  
du = <T\i)dt 
in (3.126) shows that 
roo 
oo > L I y(u)  du 
Juq 
with «0 = 
This completes the proof of theorem 14. 
By theorem 14, all nonoscillatory solutions of equation (3.114) are integrable 
on [A^ oo). 
3.3 Asymptotic Nature 
Dahiya and Singh [15] studied the asymptotic nature of the equation 
y ' "  ^ a { t ) y { i  - T { t ) )  = f { t )  (3.127) 
under the two conditions 
J  I  f { t )  \  d t  <  o o  
and 
J I a{ t )  \  d t  <  oo.  
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Also see [1], [9] and [11] 
In this section we study the asymptotic nature of the equation 
/'+ 5(<)f (!/Wi))) =/W (3.128) 
which is a special case of equation (3.1) in section 3.1 when a=b=l. Equation 
(3.128) is more general than equation (3.127) and the required conditions are more 
relaxed than those of equation (3.127) 
Theorem 15 If 
/
oo 
I f{t) \dt < oo, (3.129) 
/
oo o , 
t q{t) dt < oo and (3.130) 
I F{y) I < I y{i) I • (3.131) 
Then equation (3.128) has nonoscillatory solutions asymptotic to 
2 Oo 4" + a^t 
where «2 7^ 0-
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Proof 
Integrating equation (3.128) from to to t, we obtain 
y"(^) = y"iio) -  q{s)F{y{(r(3))) ds + f{s) ds (3,132) 
Integrating again, we get 
y (0 = y \io) + y ' \to){ t  — to) — 
J ^ o  9(^)-^(y(<^(^))) drda + J* f{r) drds. (3.133) 
Interchanging the integral signs in (3.133), we get 
y\i) = y\io) + y^\to){t — to)— 
Itoir 
or, 
y\t) = y\io) + i/\to)[t — to)— 
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(< -  r)q{r)F{y{<T{r))) dr + - r)f{r) dr, 
or, 
y'{i) = co + cit- {t- r)q{T)F{y{<T{r))) dr + - r)y(r) dr (3.134) 
where, 
Co and cj are appropriate constants. 
Integrating (3.134) from to  to cr{ t ) ,  where 
(T(t) > to for large t, 
we get 
^(<r(<)) = y{to) + Co(<T(<) — to) + -^((T^(<) — t^) 
- - r)q{r)F{y{(T)) drds + {s - r)f{r) drds (3.135) 
Again interchanging the integral signs in (3.135) and integrating, we have 
2/(<t(<))  =  y{to) + co{cr[t) — to) + -^(<'•^(0 — <o) 
- - ^)^MF{y{<r)) ds + i(# - s)'^f{s) ds. (3.136) 
Since 
0 < <t(<) — to < t for large t 
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then from (3.136), we obtain 
I I < I y{to) I + I Co I < + ^ 2 ^ ^ ^  
+ Il li* - 4^3(41 f I rfs + £ i(( - 1M I ds, 
or, 
I 2/(o'(0) I < C2 + C3< + C4/2 + 
< 2  q { s )  \ F \ d s  +  t ^  f { s )  I  d s ,  (3.137) 
where t > 1 large . 
Using (3.131) in (3.137), we get 
I y{<^{t)) I < C2 + C3< + C4<2+ 
I \ + /(s) I ds, 
or, 
I y(o-(0) I < (C2 + C3 + C4)f2+ 
I I rfs + ^ J /(«) I (fa, 
or. 
< C5 + £ ^ £ I y;,) I (3.,33) 
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where 
C5 = C2 + C3 + C4 
From (3.129), we have 
I f ( s )  \ d s  <  L ,  (3.139) 
"'to 
where L is a constant. 
Using (3.139) in (3.138), we obtain 
I < c+ &/(<^(^)) 
<2 
where 
c = + L. 
Applying Gronwall's inequality [6, p. 107] on (3.140), we get 
I 2/(<^(0) 
f ,3, (3.140) Jto 3^ 
< fcexp s^q{s) . (3.141) 
From (3.130), we have 
f s^q{3) ds < M, (3.142) 
Jtn 
where M is a positive constant. 
Using (3.142) in (3.141), we get 
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< k e «  <  k o ,  (3.143) 
where ko is a positive constant. 
From the first integral of equation (3.134), it follows 
^ (t - s)9(5)F(y(<r(s))) ds  \  <  (< -  s)q{3)  |  F |  c?5 
' t o  J t o  
By using (3.131), we obtain 
(< -  s )q{ s )F{ y {<x{ s ) ) )  d s  \ < t q{ s )  |  y { ( T { s ) )  |  d s ,  
or. 
I - s)g(5)F(2/(cr(s))) d s \ <  s 2 q ( s )ili^^lil ds .  
Using (3.143), it follows 
I / (/ - s )q{s )F{y{<T{s)) )  ds  1 < koMt. (3.144) 
' ' to 
Similarly, the second integral of equation (3.134) could be 
I - ^ )/(«) d s \ <  i  J *  \  f { s )  I  d s  
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By using (3.139), we have 
\ [\t- 3)f{s) ds I < Lt. (3.145) 
Jtn 
Using (3.144) and (3.145) in (3.134), we get 
2/'(0 I — I I + I ^1 I ^ + koMt + Lt 
— I <^o I +(| I +koM + L)t 
= c'o + c[t, (3.146) 
where Cq and Cj are positive constants. 
Therefore equation (3.146) can be written in the form 
y\i) CQ + as < —> oo, 
or. 
y{t) —* ao + a^t + as < —> oo, 
where, 
Co, and «2 ore appropriate constants and «2 0. 
4 PROPERTIES OF SOLUTIONS OF NEUTRAL DELAY 
DIFFERENTIAL EQUATIONS 
Although the oscillatory theory of delay differential equations has been ex­
tensively developed during the last few years, there is no much work at this time 
dealing with the oscillatory behavior of solutions of neutral delay differential equa­
tions. The problem of asymptotic and oscillatory behavior or solutions of neutral 
delay differential equations is of both theoretical and practical interest. It suffices 
to note that equations of this type appear in the study of networks containing loss­
less transmission lines. Such networks arise, for example, in high-speed computers 
where lossless transmission lines are used to interconnect switching circuits. 
E. A. Grove and G. Ladas [3] studied the equation 
iy{ i )  + py{t -  t ) ) ' +  Q { t ) y { t  -  < t ) = 0 (4.1) 
where p, r, and a are continuous and Q € C oo), 
J. R. Graef, M. K. Grammatikopoulos and P. W. Spikes [1] studied the equation 
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P{ t ) y { t - T ) ) "  + Q{ t ) f { y { t - < t) )  = 0 (4.2) 
where 
P, Q : [ t o ,oo)—>' % are continuous, 
t  and <t are nonnegative constants, 
and f : 3? ^ SR is continuous. 
and E. A. Grove, G. Ladas and J. Schinas [24] studied the equation 
(2/(0 - Py{^ -  + qy{t -a) = 0 (4.3) 
where p, q, r and <t  are nonnegative constants and n is an odd natural number. 
Also see [10], [12], [17] and [16]. 
In this chapter we study the behavior of the bounded solutions of the equation 
{ y { t ) + p { t ) y { t - r ) ) " ' +  f { t , y { t ) , y { t - a ) )  = 0 (4.4) 
and the oscillatory behavior of the solutions of the equation 
(.vit) + + Q(i)y(t -  cr) = 0 (4.5) 
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4.1 Oscillation of Third Order Nonlinear Neutral Delay Differential 
Equations 
Consider the equation (4.4) where 
/e X and f{t,x,y)x > 0 for xy > 0, (4.6) 
T, cr are nonnegative constants and 0 < p(t) < M (4.7) 
where M is a positive constant. 
Theorem 16 If 
/OO n 
t f{t,a,a) dt = OO for any a 0 (4.8) 
then every hounded solution of equation (4-4) either oscillatory or 
lim y^^\t) = 0 fork = 0,1,2. 
<—>•00 
Proof 
Assume that there exists a nonoscillatory bounded solution y{t). Without loss 
of generality let y{t) > 0 for < > to, then there exists > to such that 
y{t - r) > 0 and y{t - <r) > 0 for t > ti (4.9) 
Let 
z{t) = y{t) + p{t)y{t - r) (4.10) 
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From (4.6) and (4.10), we have 
z"\i) = - fit, y{t), y{i - <T)) (4.11) 
Using (4.6) and (4.9) in (4.11), we get 
z"'{t) < 0 /or f > <1 (4.12) 
Integrating (4.4) from s to t, we obtain 
z"{t) -  z"{s) + f{r,y{r), y{r -  a)) dr = 0 (4.13) 
Now, we discuss two different possible cases: 
Casel Let z'\t) > 0 
then, we might have either, z'{t) >  0  which leads to z{t) is unbounded and from 
(4.7) and (4.10), we conclude that y{t) is also unbounded which contradicts the 
assumption, or, z\t] < 0 for ^ > ^2 — 'l which leads to c(<) is a decreasing 
function and bounded, i.e.. 
lim z(() = c where c > 0 
t-^oo ^ '  
lim y{t) = ^ 
t-^oo 1 + M 
It is clear that 
lim y'{t) = lim y^\i) = 0. 
t—^OO I—>oo 
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We want to prove that c = 0. 
Assume c > 0 
Then from (4.13), we have 
z"it) > ^ fir,y{r),y(r -  a)) dr 
Integrating (4.14), we get 
I. roo roo 
-  =  ( i )  >  f { r , y { r ) , y { r - ( T ) ) d r d i i  
Interchanging the integral signs in (4.15), we obtain 
i roo 
- : ( f )  >  ( r - t ) f i r , y { r ) , y { r  -  < t) )  d r  
Integrating again from T to t, T > fg; we get 
z { T ) - z { i )  >  { r - t i ) f { r , y { r ) , y { r - ( T ) ) d r d t i  
Also, by interchanging the integral signs in (4.16), we have 
= i T ) - = { t )  >  f i r , y i r ) , y { r  -  < t)) dr 
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Let < —> oo in (4.17) and use (4.8), we obtain a contradiction. Hence c = 0. 
Therefore 
lim = 0 for A; = 0,1,2. 
t—*oo 
Case2 Let z'\t) < 0 for t > 
this implies that for sufficiently large t, z { t )  <  0, which is a contradiction. This 
completes the proof. 
Example 14 Consider the equation 
[y{ t )  +  e ~ * y { t  - TT))''' + + Sy^{t - 7r/2) = 0 (4.18) 
where, 
p(0 = e-', 
T = TT, <T = 7r/2 and 
f{t,yii)iy{i - (T)) = e*y^{i) + 8y^{t - 7r/2). 
Since 
J t ^ f { t ,  a, a) d t  =  j /^(a^e^ + 8a^) d t  =  oo 
then all conditions of theorem 16 are satisfied, therefore the conclusion holds. In 
fact y{t) = e~^ is a solution of equation (4.18). 
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4.2 Oscillation of Even Order Neutral Delay Differential Equations 
Consider the equation (4.5) where 
P ,  Q  Ç  C ( [ < o , ( X ) ) ,  % ) ,  
0 < P{t) < 1 and Q{i) > 0 for t > to. (4.19) 
Lemma 1 See [28, p. 193] 
Let 
z{t) be an n times differentiable function on of constant sign, >(")(<) be of 
constant sign and not identically zero in any interval [<,oo) and 
z(^)(i)z(t) < 0 (4.20) 
then 
(i) there exists #2 ^ awcA that the function z(*)(<), i = 1,2, ...n - 1, are 
of a constant sign on oo) 
(ii) there exists a number k € {1,3,5,...,n — 1} where n is even such that 
z('\t)z{t) > 0 for i = 0,l,2,...,fc, t > <2- (4.21) 
Proof 
From (4.20), without loss of generality we assume that z(<) > 0, =(")(<) < 0 
for f > il > T. Then z(^"~^)(t) is a nonincreasing function for t and is not 
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constant on any (T", oo) for large T. This implies that exactly one of the following 
is true: 
(a) > 0 for < > <2 
(b) z(^-l)(<) < 0 for < > > ti 
From (b) together with z(f) > 0, < 0, it follows that there exists a 
number ^ such that < 0 for t > Likewise, we 
have z("-3)(<) < 0 for f and hence z{t) < 0 for 
t > which is a contradiction. 
Since z(<) > 0 for < > /j, then (a) holds. Now we know that is increasing 
and concave for < > . Therefore exactly one of the following possibilities holds 
true: 
(c) > 0 fort > > ti 
(d) zh-2)(<) < 0 for t > ti 
From (c) and (a), we obtain 
;(n-3)(() > 0 fori > > T^%. 
Analogously, we get 
, ( n — >  0  f o r  <  >  a n d  h e n c e  z{t) > 0 for 
t > Thus the functions {j = l,....,n — 1) are of constant sign 
for t sufficiently large. 
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If (d) holds, then is decreasing and convex for t  >  t i -  Then exactly 
one of the following is true; 
(e) > 0 for / > 
(f) c("-3)(<) < 0 for < > > ti 
Thus we can repeat the above argument and show that the functions 
s(j) = 1, — 1) 
are of constant sign for sufficiently large t . This proves (i) and (ii) of Lemma 1. 
Theorem 17 7/ 
roo 
L  P ( ^ )  {1 - - <'•)} ds = oo (4.22) 
J l Q  
then every solution of equation (4-5) is oscillatory. 
Proof 
Let y { t )  is an eventually positive solution of (4.5), then there exists > t o  
such that 
y{t - r) > 0 and y{t - a) > 0. (4.23) 
Assume that 
-(<) = y(0 + Pii)yit - r) (4.24) 
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From (4.19), (4.23) and (4.24), we obtain 
z { i )  >  0 f o r  t  >  i l  (4.25) 
Using (4.24) in (4.6), we have 
zM(<) = _Q(%(<_T) (4.26) 
From (4.19), (4.23) and (4.26), we get 
s(2")(<) <0 f o r  t  >  (4.27) 
Thus 
z(<)z(2")(<) <0 f o r  t  >  t i  (4.28) 
From (4.25), (4.27) and (4.28), we can apply Lemma 1, 
For (i=l) in (4.21), we obtain 
z { t ) z \ t )  >  0 for / > <2 
or, 
z ' { i )  >0 f o r  t  >  t 2  (4.29) 
Also from (4.21), we get 
z { 2 n - l ) ( ^ t )  >0 f o r  t  >  t 2  (4.30) 
By using (4.24) and (4.26), we have 
+  Q { t ) { z { t  -  a )  -  P { t  -  ( t )y{t - (7 - t ) }  = 0. (4.31) 
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From (4.24) and in view of (4.19) and (4.23), we obtain 
40 >  y { t )  (4.32) 
By using (4.32) in (4.31), we get 
+ Q{t){z{t - a) - P{t - (T)z(t - a - t ) }  <  0. (4.33) 
From (4.25) and (4.29), it follows that z(<) is an increasing function. Thus (4.33) 
can be written as 
z(^''){i) + Q{t){l-P{t-(T)}z{t-a) < 0. (4.34) 
Integrating (4.34) from to t, we have 
or, 
( ( 2 « ( ) { ! - P ( ( - < r ) } ( i « .  ( 4 . 3 5 )  
Taking the limit as f — oo in (4.35) and using (4.22), we get a contradiction to 
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(4.30). This completes the proof. 
Example 15 Consider the equation 
[ y ( t ) +  l / 4 e ~ ^ y { t +  { 1  -  e ~ ^ ) y { t  -  i t )  =  0 ,  i  >  t o ,  (4.36) 
where 
n = 2, 
T = 27r, 
<r = TT, 
P { t )  =  1 / 4 6 - ^ a W  
Q{t) = 1 - e-*. 
Since 
/
oo Q(a) {1 - P{s - a)} ds = 
y^(l-e-^)(l-l/4e~(^~^)) rfs =oo 
then all conditions of theorem 17 are satisfied. Hence the conclusion holds. 
In fact y { t )  = sin(<) and y { t )  =  cos(<) are solutions of equation (4.36). 
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5 ASYMPTOTIC BEHAVIOR OF SOLUTIONS OF Nth ORDER 
DELAY DIFFERENTIAL EQUATIONS 
5.1 Linear Equations 
In this section, we study the asymptotic behavior of solutions of the linear 
delay differential equation 
+  a { t ) y { t  -  T { t ) )  =  f { t )  (5.1) 
where 
(i) a(/), f { t ) ,  and r(<) are assumed to be continuous on the whole real line % 
(ii) r(<) > 0, T { t )  is bounded a s  t  o o  and 0 < T'(/) < 1 
(iii) !/(<)! d i  <  o o  
A solution y { t )  of equation (5.1) which is continuous and defined on some half 
line [<o, oo) is said to be oscillatory if it does not have last zero, i.e., if i/(/i) = 
0, ti > to then there exists <2 > 'l such that y(<2) = 0, otherwise, nonoscillatory. 
Equation (5.1) is said to be oscillatory if all its nontrivial continuous solutions are 
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oscillatory; otherwise, it is called nonoscillatory. 
Theorem 18 Under the above conditions and 
t^~'^ \a{t)\ dt < 00 (5.2) 
equation (5.1) has nonoscillatory solution asymptotic to 
a o a - ^ t - \ - a 2 ^  +  '  •  •  +  \  ^  0  
Proof 
Integrating (5.1) from to to t (n-1) times, we obtain 
y\t) = bo + b-^t 4- " ' ^ + 
where 6o» l>\i ' • ' i^n—2 appropriate constants and î/T(s) = !/(« — T). 
Let t be large such that t — r(<) > to. 
Integrating (5.3) between to and < - r, we have 
î/r(0 — + • • • ^ + 
where bp, 6j, • • •, 6^_2 are another set of appropriate constants. 
From (5.4), we have 
MOI < co + ci< + ...c„_i<"-l+ 
f t  r s  ( s  -
Uio (n-2)! 
+ (n-2)! I-MI IfrWI 
where co, are positive constants. 
By changing the signs of integration in (5.5), we get 
li/r(OI < co + ci< + ...c„_if"-l-t-
Ito (n - 1)! l-fWI '''• + Jto (7,-1)1 I"*"")! '"'•('•'I 
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or, 
IÎ/T(OI ^ Co + cj^H ^ + 
/I Il l^r)! ISrCOl dr, 
or, 
1!/T(0I < (co + ci + + 
f! (/(Ol ir + f"-' /' 1441 lyrtr)! jr. 
« / t o  J l Q  
Dividing by we get 
^ < c  +  i y ( r ) \ d r  
where c = co + 4- - 4- is a positive constant. 
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From condition (iii), we have 
ft 
, |/(r)| dr < L where L > 0 constant. 
Ho 
Thus, we can write (5.6) as 
or. 
where c' = c + £ > 0 
Applying Gronwall's inequality [6, p. 107] on (5.7), we obtain 
^  <  k e x p ^ j *  r ' ^  ^ | a ( r ) | d r  l!/r(OI 
Using (5.2) in (5.8), we get 
|yr(OI 
f T l - l  < ko 
where ko is a positive constant. 
From the first integral of equation (5.3), we have 
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<  f *  1/(3)1 d s  <  L  ("-2 (5,10) 
^ T q  
Similarly, the second integral can be written as 
Ito ''(n -2)! ''' S'" ^£|aWllïrWM3, 
or. 
f t  ( f  —  s ) ^ ~ ^  
Ito (n-2)! ' t o  
or, by using (5.2) and (5.9), we get 
f t  ( t  -  5 ) ^ ~ 2  
I to  (n -2 ) ' .  < kol't"-^ (5.11) 
where 
= f s" ^ l®("S)| ds is a positive constant. 
Ho 
Using (5.10) and (5.11) in (5.3), we obtain 
2 / ' ( ^ )  — >  a j )  +  O L - ^ t  +  •  •  •  +  ^  a s  t  o o  
or, by integration, we could write 
(5.12) 
y { t ) oo +  +  •  •  •  +  ^  a s  t o o  ,  a^_j ^ 0. (5.13) 
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This completes the proof. 
Remark 
R. S. Dahiya and B. Singh [15] studied the asymptotic behavior of the solutions 
of the same equation under the condition that 
J'^ imi dt < oo (5.14) 
But for to sufficiently large the condition (iii) is much better because, for example, 
when n=4 condition (5.14) becomes 
J 1/(01 dt < oo 
which is not satisfied in the cases when 
f { t )  =  l / t ' ^ , l / t ^ a n d  l / t ^  
but the condition (iii) is satisfied in these cases. 
5.2 Nonlinear Equations 
Consider the equation 
+p(0/(2/T(0> 2/cri (<)»•• = H * )  (5.15) 
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where 
2/t(0 = y{t - t(<)) and - <r^(<)), i = l,2..,n - 1 
The delay terms r and cr are assumed to be real valued, continuous, nonnegative, 
nondecreasing and bounded by a common constant M on the half line [<o,oo) for 
some io > 0. 
It is also assumed that p(t) and F(t) are real valued and continuous on [to, oo). 
Now, we Assume the following: 
(i) / : 3?" —> % is continuous and sufficiently smooth to generate the existence 
of solution on [<oi oo). 
(") ^ ki|on [/o,oo). 
(iii) lim/_^oo(^ " "^(0) = 
Theorem 19 Zet equation (5.15) satisfies conditions (i)-(iii) and if 
oo (5.16) 
oo (5.17) 
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then equation (5.15) has nonoscillatory solutions asymptotic to 
bo + bit + b2t^-\ 0. 
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Proof 
Let t be so large that t — r(<) > /© > 0. 
Integrating (5.15) (n-l)-times between to and t, we have 
»'(<) = 
- (<  — to )  — 
i=0 
f t  ( (  -  5 ) " - 2  
Jt„ (n-2)! ds 
f t  ( t  - s ) "~2  
or, 
y ' { t )  _  C o  +  a j  /  +  •  •  •  +  ^  ^  J to  \^n - 2 ) !  
~ JTO^ (RA-2)! P(^)^(MA),!/(RI(A),-",2/O^_2\A)) ds (5.19) 
where co, aj, • • • ,an_2 appropriate constants. 
Integrating (5.19) between to and / — T(/), we get 
2/r(0 = ao + ait + --' + ^ ^ 
J t o  J t o  —  2 1 :    (n  )!
I l l  
n-2 
~L (5.20) 
where aj,, o^, • • •, are another set of appropriate constants. 
Taking the absolute value of both sides in (5.20), we have 
|!/T(OI ^  l®ol + + • • • + ^ 
+ It[ lu'(n-2)\ + 
Jto Ito -2)!  (r) ,  '  "  ,drds  (5.21) 
Since t is large , t  - T { t )  <  t  and t  >  I ,  then 
iyT(OI ^ (ko| + |ajlH l-|aJ^_j|)<" ^ 
f t  f s  ( s  —  r ) ^ ~ ^  
Illtl ''(n -2)! W'')IIA!'T(r),!/;r;(r), drd^ (5.22) 
Interchanging integral signs in (5.22) and integrating, we obtain 
112 
MOI < 
+ jf^ -1)1 IP('')ll/(YT('-),YJJ(R), • • • (5.23) 
where 
c = l«ol + kll + • • • + > 0. 
Equation (5.23) could be written as 
\ y r { t ) \  <  | f ( r ) | d r  
J to  
d r  (5.24) 
Using (ii) in (5.24) and dividing by we get 
^^n-l - '^ + + J^Jpi^)\\yT{r)\ dr (5.25) 
Using (5.16) in (5.25), we obtain 
^  +  J f J P i ^ ) \ \ y r { r ) \  d r  (5.26) 
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where 
ft |F(r)| (fr < L, L is a positive constant (5.27) 
J t o  
From (5.26), we have 
MR S + (5.28) 
where c' = c + X 
Applying Gronwall's inequality [6, p. 107] on (5.28), we obtain 
^ < Aiexp^S" ljp(r)|<ir^ (5.29) M t ) \  
m 
Using (5.17) in (5.29), we get 
l2/r(OI 
<«-1 
where ko = k,e^^ is a positive constant and 
< ko (5.30) 
C lp('-)l dr < M (5.31) J l Q  
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From the first integral of equation (5.19), we have 
< |f(6)| ds < L <"-2 (5.32) 
Ho 
Similarly, the second integral can be written as 
It*o ''(n-2)! 
- / J p M I  M ' : ) !  d s ,  
or. 
It'o ''(n -2)! • • • .»i" _!'('')) ds 
or, by using (5.30) , we get 
<o -2)! P(^)'^(^7'(a), yJrj (a), • • •, ds  L  
< // 1X41 ds J l Q  (5.33) 
115 
Using (5.31) in (5.33), we get 
I l  ''(n-2)! ^ (»),•••, ïi" _V('')) "i" < koM 
Thus 
L C''(n-2)! d t n-2 
as / —r 00 
where c? is an appropriate constant. 
Using (5.32) and (5.34) in (5.19), we obtain 
y\t) —+ + b^t + • • • + ^ 05 < — oo 
or, by integration, we could write 
(5.34) 
(5.35) 
y(<) —> bo + b-^t + • • • + ^ as <—V CO , 0. (5.36) 
The proof is complete. 
Theorem 20 Let the function f in equation (5.15) satisfies the conditions (i) and 
(ii). In addition suppose that all solutions of equation (5.15) are oscillatory and 
f ( x i , X 2 , ' . . , x n )  i s  n o n d e c r e a s i n g  
Also ht 
and 
then 
Proof 
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with respect to each variable (5.37) 
F { t )  =  0 for t G [to, oo) (5.38) 
p { i )  > 0 f o r  t  e [toi oo) (5.39) 
j  ^p(g) ds — oo. 
Suppose that the theorem is false and 
j  s ^ ~ ^ p { s )  d s  <  oo. 
Choose to sufficiently large, so that 
^ s"""^p(s) ds < ^ . (5.40) 
Construct a solution y { t )  of equation (5.15) satisfying the initial conditions 
y { t )  = 0 for t < to, 
y^'^o) = 0 » I = 1,2,3..,Tj — 2 ,and 
y(«-l)(/o) = k (5.41) 
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We claim that this solution of (5.15) is nonoscillatory contradicting the last hypoth­
esis. Otherwise, let be the first zero of y{t) in (/o,oo). Then without loss of any 
generality 2/(<) > 0, yr{<) > 0 and T/^\<) > 0 for < < 
In view of (5.37), we have 
/(î/T(<).î/!ri(0>->2/a^ll^(0) >0 fo r  t < t i  (5.42) 
By making use of (5.39) and (5.42) in (5.15), we obtain 
y i '^ ) { t )  <0 fo r  t  <  i l  (5.43) 
Integrating (5.43) n-times from t o  i o  i ,  t p  <  t  < t i ,  we get 
2/ (0  =  y{^o)  +  y \ to ){ t  — to )  4 - . . .  +  — ~  /o)"  ^  
~ I to  -\)! A(5.44) 
Using (5.41) in (5.44), it follows 
y { t )  <  i o < t < t i  
and 
y { t )  = 0 fo r  i  < to  
Therefore 
y { i )  <  k  <"-1  
y r i t )  <  k  
y i j i t )  <  k j  (5.45) 
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for < < and j = 1,2,n — 1. 
Now integrating (5.15) again from to to t, we obtain 
î,("-l)(() = ds  (5.46) 
By using (5.41), we have 
y("-l) ( i )  =  fc  _  j^^p{ s ) f { yT{ s ) , y ' ( r^ { s ) , . . , y ' J^^}^{ s ) )  d s ,  <o < / < <%. (5.47) 
From (5.37), (5.45) and (5.47), we get 
i/("-l)(0 > (5.48) 
Using (5.39) in (5.48), it follows 
y("-l)(<) >  k -  f  ^  />(3)5"-l ds  (5.49) 
J io  
Again by using (5.40) in (5.49), we get 
= 5 > 0 (5.50) 
Since i/("^"^)(<) > 0 for /<><<< then the function y { i )  which has a zero at to 
cannot have other zeros for t > to- Otherwise by Rolle's theorem and by using the 
119 
initial conditions (5.41) ,(/("'"^)(<) should have a zero in 
Therefore the proof is complete. 
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