Stokes shells and Fourier transforms by Mochizuki, Takuro
ar
X
iv
:1
80
8.
01
03
7v
1 
 [m
ath
.A
G]
  2
 A
ug
 20
18
Stokes shells and Fourier transforms
Takuro Mochizuki
Abstract
We introduce the notion of Stokes shells describing the irregular singularity of meromorphic flat bundles
on a punctured disc. We apply it to the study of the Fourier transform of holonomic D-modules on a complex
projective line. Namely, we explicitly describe the Stokes structure at infinity of the Fourier transform of
such D-modules as a successive extensions of Stokes shells.
Keywords: meromorphic flat bundle, D-module, Fourier transform, Stokes structure, irregular singularity, Stokes
shell.
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1 Introduction
1.1 Meromorphic flat bundles and local systems with Stokes structure
1.1.1 Local case
Let U be a neighbourhood of 0 in C with standard coordinate z. Let (V ,∇) be a meromorphic flat bundle on
(U, 0), i.e., V is a locally free OU (∗0)-module with a flat connection ∇.
To understand (V ,∇), the first goal is to know the formal structure of (V ,∇). For a positive integer p, let
zp denote a p-th root of z. Let V|0̂ denote the formal completion of V at 0. We have a positive integer p > 0, a
finite subset I(V) ⊂ z−1p C[z−1p ] and a Hukuhara-Levelt-Turrittin decomposition
(V ,∇)|0̂ ⊗C((z)) C((zp)) =
⊕
a∈I(V)
(V̂a,∇a)
such that (V̂a,∇a − da) are regular singular. In this paper, the index set I(V) is called the set of ramified
irregular values of (V ,∇).
After knowing the formal structure of (V ,∇), the next goal is to know the Stokes structure of (V ,∇). To
explain the Stokes structure, we make some preliminary. Let ̟ : U˜ −→ U denote the oriented real blow up of
U along 0. We have the natural identification U˜ ≃ [0, 1[×S1 by the polar decomposition z = re
√−1θ. We have
the universal covering ϕ : [0, 1[×R −→ U˜ given by ϕ(θ) = e
√−1θ. We may regard zp = r1/p exp(
√−1θ/p), and
hence we may naturally regard I(V) as a tuple of functions on [0, 1[×R. For each θ, we have the partial order
≤θ on I(V) determined as follows.
• a ≤θ b def⇐⇒ we have a neighbourhood Uθ of (0, θ) in [0, 1[×R such that −Re(a) ≤ −Re(b) on Uθ\({0}×R).
On U∗ := U \ {0}, we have the local system L′ of the flat sections of (V ,∇). It is extended to the local
system L on U˜ . Let L denote the 2πZ-equivariant local system on R obtained as the pull back of L|̟−1(0) via
the map R −→ ̟−1(0). We have a family of filtrations Fθ of L|θ (θ ∈ R), called the Stokes filtrations, indexed
by (I(V),≤θ) with the following property.
• On a neighbourhood Iθ of θ in R, we have a decomposition L|Iθ =
⊕
a∈I(V)GIθ ,a such that the following
holds for any θ1 ∈ Iθ:
Fθ1a (L|θ1) =
⊕
b≤θ1a
GIθ,b|θ1.
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• The family {Fθ} is 2πZ-equivariant.
Such a tuple (Fθ | θ ∈ R) is called a 2πZ-equivariant local system with Stokes structure indexed by I. The
graded vector spaces GrF
θ
(L|θ) =
⊕
a∈I Gr
Fθ
a (L|θ) (θ ∈ R) naturally give a 2πZ-equivariant I˜-graded local
system GrF (L), which is equivalent to the graded pieces in the Hukuhara-Levelt-Turrittin decomposition.
The 2πZ-equivariant local system with Stokes structure contains a complete information of equivalence
classes of (V ,∇). Namely, according to the classification of meromorphic flat bundles due to Deligne-Malgrange-
Sibuya, the above construction gives an equivalence between meromorphic flat bundles and 2πZ-equivariant local
systems with Stokes structure on R.
1.1.2 Global case
Let C be a complex curve with a discrete subset D. Let (V ,∇) be a meromorphic flat bundle on (C,D), i.e.,
V is a locally free OC(∗D)-module, and ∇ is a flat connection. Let ̟ : C˜ −→ C denote the oriented real
blow up of C along D. We have the local system L(V) on C˜ induced by the sheaf of flat sections of (V ,∇).
For each P ∈ D, take a holomorphic local coordinate neighbourhood (CP , zP ) with zP (P ) = 0. Associated
to (V ,∇)|CP , we have the ramified irregular values I(V , P ) and the 2πZ-equivariant local system with Stokes
structure (L(V , P ),F). The classification of Deligne-Malgrange-Sibuya implies that (V ,∇) is classified by L
with I(V , P ) and (L(V , P ),F) (P ∈ D), up to isomorphisms.
1.2 Main purpose in this paper
LetM be any algebraic D-module on Cz. We have the Fourier transform Four+(M) on Cw. It is defined as an
integral transform. Namely, let pz and pw denote the projections Cz × Cw onto Cz and Cw, respectively. Let
E(zw) denote the algebraic meromorphic flat bundle (OCz×Cw , d+ d(zw)). We obtain the algebraic D-module
on Cw:
Four+(M) := p0w+
(
p∗z(M)⊗ E(zw)
)
.
It is also defined in terms of modules over Weyl algebras. Let Wz denote algebra of algebraic differential
operators on C[z], i.e., Wz = C[z]〈∂z〉. Let M be any Wz-module. We obtain a Ww-module MF as follows.
We set MF := M as a C-vector space. We define the action of Ww on M
F by ∂w(m) = zm and wm = −∂zm.
From any algebraic D-module M on Cz, we obtain the Wz-module H0(C,M), and Four+(M) is characterized
as the algebraic D-module corresponding to the Ww-module H0(C,M)F. The Fourier transform was studied
by Malgrange [18] comprehensively.
We naturally regard algebraic holonomic D-module M on C as an analytic holonomic D-module M on P1
such that M(∗∞) = M. If M is holonomic, then Four+(M) is also holonomic. We have a neighbourhood
U∞ of ∞ in P1w such that Four+(M)|U∞ is a meromorphic flat bundle on (U∞,∞). Let I˜◦ denote the set
of ramified irregular values of Four+(M)|U∞ . We have the corresponding 2πZ-equivariant local system with
Stokes structure indexed by I˜◦ on R, which we denote by (LF(M),F). It is natural to ask how (LF(M),F) is
described in terms of the topological data associated to M.
The I˜◦-associated graded local system GrF LF(M) has been well understood. For any α ∈ P1, let M|α̂
denote the formal completion of M at α. Then, when M is a meromorphic flat bundle, Bloch and Esnault
introduced the local Fourier transforms in [5], and proved that Four+(M)|∞̂ is decomposed into the direct sum
of the local Fourier transforms of M|α̂ (α ∈ D) and M|∞̂. (See also [10].) It is generalized to the case of
general holonomic DP1-modules. (See [22].) Graham-Squire [11], Fang [8] and Sabbah [22], obtained the explicit
description of the local Fourier transforms. More recently, D’Agnolo and Kashiwara [4] applied the theory of
enhanced ind-sheaves to the study of Fourier transforms, and in particular they obtained the explicit stationary
phase formula. The stationary phase formula implies that I˜◦ and GrF LF(M) are explicitly described in terms
of I(M, α) and GrF L(M, α) (α ∈ D ∪ {∞}).
In [20], the author studied how (LF(M),F) is described in the case M = V . But, the result was not
satisfactory in the general case partially because the result is neither explicit nor suitable for calculations.
In [13], Hien and Sabbah introduced topological Fourier transforms for local systems with Stokes structure,
which is the counterpart of the Fourier transform of holonomic D-modules, and they closely studied the case
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of elementary meromorphic flat bundles. More recently, in [3], D’Agnolo, Hien, Morando and Sabbah closely
studied the Stokes structure of the Fourier transform of regular singular holonomic D-modules.
In this paper, we revisit the problem, and we give a rather explicit description of
(
LF(M),F).
1.3 Reduction (1)
1.3.1 Structure of D-modules
LetM be a holonomic D-module on P1 such thatM(∗∞) =M. Take a finite subset D ⊂ C such thatM(∗D) is
a meromorphic flat bundle. We have the meromorphic flat bundle M(∗D)∨ = HomO
P1(∗∞)
(M(∗D),OP1(∗∞)).
LetM(!D) denote the holonomic D-module obtained as the dual DP1-module ofM(∗D)∨. We have the natural
morphisms
M(!D) −→M −→M(∗D).
At each α ∈ D, we have the V -filtration V α of M(⋆D) (⋆ =!, ∗) and M. We have the induced morphisms:
GrV
α
0
(M(!D)) −→ GrV α0 (M) −→ GrV α0 (M(∗D)). (1)
According to Kashiwara and Malgrange, M is recovered from M(∗D) and the morphisms (1) for α ∈ D.
1.3.2 Some categories
Let D1 be the category given as follows.
• Objects of D1 are ! and ∗.
• HomD1(⋆, ⋆) (⋆ =!, ∗) consists of the identity morphism, which we shall denote f⋆,⋆. HomD1(!, ∗) consists
of a unique morphism f∗,!. HomD1(∗, !) is empty.
Let C1 denote the category given as follows.
• Objects of C1 are !, ◦ and ∗.
• HomC1(⋆, ⋆) (⋆ =!, ◦, ∗) consist of the identity morphisms, which we denote by f⋆,⋆. HomC1(⋆1, ⋆2) consists
of a unique map f⋆2,⋆1 if (⋆1, ⋆2) = (!, ◦), (◦, ∗), (!, ∗). Otherwise, HomC1(⋆1, ⋆2) is empty.
For any set S, let D(S) denote the category of maps S −→ {!, ∗}, where
HomD(S)(̺1, ̺2) :=
∏
a∈S
HomD1(̺1(a), ̺2(a)).
Similarly, let C(S) denote the category of maps S −→ {!, ◦, ∗}, where
HomC(S)(̺1, ̺2) :=
∏
a∈S
HomC1(̺1(a), ̺2(a)).
1.3.3 Reduction (1)
For each α ∈ D, we take a small neighbourhood Uα. For any ̺ ∈ C(D), we have the DP1-module M(̺)
determined by the isomorphisms M(̺)(∗D) ≃M(∗D) and
M(̺)|Uα ≃
 M(!D)|Uα (̺(α) =!)M(∗D)|Uα (̺(α) = ∗)M|Uα (̺(α) = ◦).
We obtain the 2πZ-equivariant local systems with Stokes structures
(
LF(M(̺)),F) indexed by I˜. For each
morphism ̺1 −→ ̺2 in C(D), we have the associated morphism
(
LF(M(̺1)),F
) −→ (LF(M(̺2)),F). We
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have the induced morphisms of the associated I˜◦-graded local systems. In particular, we have the following
morphisms:
GrFαw L
F(M(̺1)) −→ GrFαw LF(M(̺2)) (α ∈ D). (2)
Note that if αw 6∈ I˜◦, we regard that both sides in (2) as 0.
As a special case of Proposition 3.26.
Proposition 1.1
(
LF (M),F) is explicitly described in terms of (LF (M(̺)),F) (̺ ∈ D(D)) and the mor-
phisms (2).
It is well known that the morphisms (2) are explicitly described in terms of the morphisms (1). (See §2.10.)
Hence, we are led to study
(
LF (M(̺)),F) (̺ ∈ D(D)).
1.4 Reduction (2)
1.4.1 Loosening
To explain more, let us introduce some notations.
Let p be a positive integer. Take a p-th root zp of the a variable z. For each ω = n/p, we have the map
πω : z
−1
p C[z
−1
p ] −→ z−np C[z−1p ] given by πω
(∑
j≥1 ajz
−j
p
)
:=
∑
j≥n ajz
−j
p . For any I˜ ⊂ z−1p C[z−1p ], we set
Tω(I˜) :=
{
a ∈ I˜ ∣∣πω(a) = 0}, Sω(I˜) := (I˜ \ Tω(I˜)) ∪ {0}.
We set T˜ω(I˜) := Tω+1/p(I˜) and S˜ω(I˜) := Sω+1/p(I˜).
Let Gal(p) be the group of p-th roots of 1. We have the natural Gal(p)-action on C((zp)). If I˜ is Gal(p)-
invariant, then Tω(I˜) and Sω(I˜) are also Gal(p)-invariant.
Let I˜ be a Gal(p)-invariant subset of z−1p C[z−1p ]. Let (L,F) be a 2πZ-equivariant local system with Stokes
structure indexed by I˜. Then, we have the naturally defined 2πZ-equivariant local systems with Stokes structure
Tω(L,F) indexed by Tω(I˜), and Sω(L,F) indexed by Sω(I˜). (See §2.3.1.) We can recover (L,F) from Tω(L,F)
and Sω(L,F). We also have the local systems with Stokes structure T˜ω(L,F) indexed by T˜ω(I˜), and S˜ω(L,F)
indexed by S˜ω(I˜).
We have the induced Stokes structure π∗(F) on L indexed by π∗(I˜). The associated 2πZ-equivariant π∗(I˜)-
graded local system is denoted by Gr(ω)(L). We naturally have Tω(L) = Gr(ω)0 (L).
Let ∆ := {z ∈ C | |z| < 1}. Let (V ,∇) be a meromorphic flat bundle on (∆, 0). We have the associated
2πZ-equivariant local system with Stokes structure (LV ,F). We have the meromorphic flat bundles Tω(V ,∇),
Sω(V ,∇), T˜ω(V ,∇) and S˜ω(V ,∇), corresponding to Tω(LV ,F), Sω(LV ,F), T˜ω(LV ,F) and S˜ω(LV ,F).
Suppose that we are given a meromorphic flat bundle (V ,∇) on (P1, D ∪ {∞}). Take α ∈ D ∪ {∞} with a
small neighbourhood Uα. Applying the above construction to (V ,∇)|Uα , we obtain Tω(V ,∇)|Uα , Sω(V ,∇)|Uα ,
T˜ω(V ,∇)|Uα and S˜ω(V ,∇)|Uα , which are meromorphic flat bundles on (Uα, α). By gluing Sω(V ,∇)|Uα and
(V ,∇)|P1\{α}, we obtain a meromorphic flat bundle Sαω (V ,∇) on (P1, D ∪ {∞}). Similarly, we obtain a mero-
morphic flat bundle S˜αω (V ,∇) on (P1, D∪{∞}). If α 6=∞, we extend Tω(V ,∇)|Uα to a meromorphic flat bundle
on (P1, {α,∞}) with regular singularity at∞, which we denote by T αω (V ,∇). If α =∞, we extend Tω(V ,∇)|U∞
to a meromorphic flat bundle on (P1, {0,∞}) with regular singularity at 0, which we denote by T ∞ω (V ,∇).
Similarly, we obtain T˜ ∞ω (V ,∇).
Such constructions are naturally extended for DP1-modules M.
1.4.2 Reduction (2)
Let M be a holonomic DP1-module on P1 such that M(∗D) is a meromorphic flat bundle. Let ̺ ∈ D(D). Let
υ := − ord(I˜◦). By the coordinate x = z−1, we have the local system with Stokes structure (L(M,∞),F).
Theorem 1.2 (Theorem 6.6, Proposition 6.9, Proposition 6.8) Suppose that υ > 1.
• Tυ
(
LF(M(̺),F)) ≃ (LF(S˜∞υ(υ−1)−1(M)),F).
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• Sυ T˜υ(LF(M(̺),F)) is explicitly described in terms of the base tuples of the Stokes shells explicitly con-
structed from
Sυ(υ−1)−1 ◦ T˜υ(υ−1)−1
(
L(M,∞),F),
and an extension by LF
(S˜∞υ(υ−1)−1(M)).
Remark 1.3 See §1.5 for a brief explanation of Stokes shells. See §3 for more details on Stokes shells and §5
for the construction of the Stokes shells in Theorems 1.2, 1.4 and 1.5.
For each α ∈ D, M(∗D)|Uα induces a meromorphic flat bundle (Vα,∇) on (P1, {α,∞}) with regular singu-
larity at ∞. Let ̺α ∈ D({α}) be induced by ̺.
Theorem 1.4 (Theorem 6.4, Proposition 6.5)
• For α ∈ D, we naturally have Gr(1)αz S1T˜1
(
LF(M(̺)),F) ≃ (LF((Vα(̺α)),F).
• S1T˜1
(
LF(M(̺)),F) is explicitly described in terms of the base tuple of the Stokes shell constructed from
the local system L(M(∗D)) associated to M(∗D), and an extension by LF((Vα(̺α)) (α ∈ D).
Let ρα : P
1 −→ P1 be given by ρα(z) = z + α. It is easy to see that
(
LF
(
(Vα(̺α)),F
)
is isomorphic to(
LF
(
ρ∗α(Vα(̺α)),F
)
up to the shift of the index sets.
Theorem 1.5 (Theorem 6.1, Proposition 6.3) Suppose that 0 ∈ D. For υ < 1, we have the following.
• Tυ
(
LF(M(̺)),F) ≃ (LF(T 0υ(1−υ)−1(M(̺0))),F).
• Sυ T˜υ
(
LF(M(̺)),F) is explicitly described in terms of the base tuples of the Stokes shell constructed from
Sυ(1−υ)−1 T˜υ(1−υ)−1(L(M(∗0), 0)),
and an extension by LF
(T 0υ(1−υ)−1(M(̺0))).
1.4.3 Comparison of graded pieces
As a consequence of the theorems, we obtain some isomorphisms between the graded pieces of the local systems
with Stokes structures.
Take υ ∈ Q>0. We have πυ
(T˜υ(I˜◦)) ⊂ wυC. We have υ = m/q for some (m, q) ∈ Z2>0 with g.c.d.(m, q) = 1.
We have the natural Gal(q)-action wυC for which πυ
(T˜υ(I˜◦)) is an invariant set. Take a Gal(q)-orbit o◦ ⊂
πυ(T˜υ(I˜◦)) such that o◦ 6= {0}. We have the following 2πZ-equivariant o◦-graded local system with Stokes
structure: ⊕
βwυ∈o◦
Gr
(υ)
βwυ
(T˜υ(LF(M),F)).
The Stokes structure of Gr
(υ)
βwυ
(T˜υ(LF(M),F)) is indexed by I˜◦(βwυ) = {a ∈ I˜◦ ∣∣πω(a) = βwυ}. Each
Gr
(υ)
βwυ
(T˜υ(LF(M),F)) is naturally 2qπZ-equivariant.
Let Iq,m denote the local system on R of rank 1 with a frame eq,m. We define the 2qπZ-action on Iq,m by
(2qℓπ)∗(eq,m) = (−1)ℓmeq,m.
The case υ > 1 Suppose υ > 1. Set p := m − q and n = m. We also set ω = υ(υ − 1)−1. We have the
Gal(p)-orbit o1 ⊂ πω
(T˜ω(I(M,∞))) corresponding to o◦, which is computed by the local Fourier transform.
We have the following o1-graded local system with Stokes structure:⊕
β1zω∈o1
Gr
(ω)
β1zω
T˜ω
(
L(M,∞),F).
The Stokes structure of Gr
(ω)
β1zω
T˜ω
(
L(M,∞),F) is indexed by I∞(β1zω) = {a ∈ I(M,∞) ∣∣ πω(a) = β1zω}.
Each Gr
(ω)
β1zω
T˜ω
(
L(M,∞),F) is 2pZ-equivariant.
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Corollary 1.6 Choose βwυ ∈ o◦ and β1zω ∈ o. We have an affine isomorphism ν : R −→ R, a bijection
ν∗ : I˜◦(βwυ) ≃ I∞(β1zω) such that the following holds.
• For each θu ∈ R, ν∗ gives an isomorphism of partially ordered sets(I˜◦(βwυ),≤θu) ≃ (I∞(β1zω),≤ν(θu)).
• We have an isomorphism of the 2πqZ-equivariant local systems with Stokes structure:
Gr
(υ)
βwυ
(T˜υ(LF(M),F))⊗ Iq,m ≃ Gr(ω)β1zω(T˜ω(L(M,∞),F)).
Here, we use the above identifications of the index sets for the comparison of the Stokes structures.
The case υ < 1 Suppose υ < 1. Set p := q −m and n = m. We also set ω := υ(1 − υ)−1. We have the
Gal(p)-orbit o1 ⊂ πω
(T˜ω(I(M, 0))) corresponding to o◦, which is computed by the local Fourier transform. We
have the following o1-graded local system with Stokes structure:⊕
β1z−ω∈o1
Gr
(ω)
β1z−ω
T˜ω
(
L(M, 0),F).
The Stokes structure of Gr
(ω)
β1z−ω
T˜ω
(
L(M, 0),F) is indexed by I˜0(β1z−ω) = {a ∈ I(M, 0) ∣∣πω(a) = β1z−ω}.
Each Gr
(ω)
β1z−ω
T˜ω
(
L(M, 0),F) is 2pZ-equivariant.
Corollary 1.7 Choose βwυ ∈ o◦ and β1z−ω ∈ o. We have an affine isomorphism ν : R −→ R, a bijection
ν∗ : I˜◦(βwυ) ≃ I0(β1z−ω) such that the following holds.
• For each θu ∈ R, ν∗ gives an isomorphism of partially ordered sets(I˜◦(βwυ),≤θu) ≃ (I0(β1z−ω),≤ν(θu)).
• We have an isomorphism of the 2πqZ-equivariant local systems with Stokes structure:
Gr
(υ)
βwυ
(T˜υ(LF(M),F))⊗ Iq,m ≃ Gr(ω)β1z−ω(T˜ω(L(M, 0),F)).
Here, we use the above identifications of the index sets for the comparison of the Stokes structures.
1.5 Stokes shells
One of the main issues is to introduce an appropriate description of “Stokes structure” which is convenient to
the study of Fourier transforms. We have already known several descriptions of the Stokes structure. One is
given as local systems with a family of Stokes filtrations, due to Deligne and Malgrange, which was explained
in §1.1.1. Others are given in terms of Stokes matrices, Stokes factors, etc. However, we shall introduce an
apparently different notion named “Stokes shell” for the study of Fourier transforms. Let us explain it in a
simple case. (See §3 for the definition in the general case.)
Let zp be a p-th root of z. Let Gal(p) be the group of p-th roots of 1. We have the natural Gal(p)-action on
Cz−np induced by the multiplication on zp. Let I be a Gal(p)-invariant subset.
Set ω := n/p. For any a ∈ I, let S0(a) denote the set of θ ∈ R such that Re a(e
√−1θ) = 0. Let T (a) denote
the set of the connected components of R \ S0(a). We put S0(I) :=
⋃
a∈I S0(a) and T (I) :=
⋃
a∈I T (a).
For any J ∈ T (I), let IJ,<0 denote the set of a ∈ I such that a <θ 0 for any θ ∈ J , and let IJ,>0 denote the
set of a ∈ I such that a >θ 0 for any θ ∈ J . We put IJ := IJ,<0 ∪ IJ,>0 ∪ {0}.
Let ρ : R −→ R be given by ρ(x) = x + 2π. It induces a 2πZ-action on R. We have the 2πZ-action on I
induced by the Gal(p)-action.
For any θ0 < θ1, we set ]θ0, θ1[:=
{
θ ∈ R ∣∣ θ0 < θ < θ1}, ]θ0, θ1] := {θ ∈ R ∣∣ θ0 < θ ≤ θ1}, [θ0, θ1[:= {θ ∈
R
∣∣ θ0 ≤ θ < θ1} and [θ0, θ1] := {θ ∈ R ∣∣ θ0 ≤ θ ≤ θ1}. We put J + a := {θ + a ∣∣ θ ∈ J}.
A Stokes shell over I is a tuple as follows.
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• We consider a tuple of vector spaces K<0,J , K0,J and K>0,J for each J ∈ T (I).
• The vector spaces K<0,J have two decompositions
K<0,J =
⊕
a∈IJ,<0
KJ−,a =
⊕
a∈IJ,<0
KJ+,a
such that
⊕
b≤θaKJ−,b =
⊕
b≤θaKJ+,b for any a ∈ I<0,J and θ ∈ J . Similarly, the vector spaces K>0,J
have two decompositions
K>0,J =
⊕
a∈IJ,>0
KJ−,a =
⊕
a∈IJ,>0
KJ+,a
such that
⊕
b≤θaKJ−,b =
⊕
b≤θaKJ+,b for any a ∈ I>0,J and θ ∈ J .
• We are given morphisms PJ : K0,J −→ K<0,J , QJ : K>0,J −→ K0,J and RJ−J+ : K>0,J −→ K<0,J .
• We are given isomorphisms ΦJ+π/ω,J of graded vector spaces
K<0,J =
⊕
a∈IJ,<0
KJ+,a ≃ K>0,J+π/ω =
⊕
a∈IJ,<0
K(J+π/ω)−,a.
K>0,J =
⊕
a∈IJ,>0
KJ+,a ≃ K<0,J+π/ω =
⊕
a∈IJ,>0
K(J+π/ω)−,a.
• Take Ji =]θi, θi + π/ω[∈ T (I) such that (i) θ1 < θ2, (ii) ]θ1, θ2[∩S0(I) = ∅. Then, we are given an
isomorphism ΦJ2,J10 : K0,J1 ≃ K0,J2 .
• For any J, J ′ ∈ T (I) such that J ∩ J ′ 6= ∅ and J 6= J ′, we are given morphisms:
RJJ′ : KJ,>0 −→ KJ′,<0.
• We are given isomorphisms Ψ : KJ,<0 ≃ KJ−2π,<0, Ψ : KJ,>0 ≃ KJ−2π,>0, and Ψ : KJ,0 ≃ KJ−2π,0. We
impose Ψ
(
KJ±,a
)
= K(J−2π)±,ρ∗(a) for any a ∈ IJ \ {0}. We also impose the compatibility condition to
Ψ and the other morphisms.
1.5.1 Stokes shells and Stokes structure
Let us explain how Stokes shells are related with Stokes structures. For that purpose, let us recall the formulation
of Stokes structure as local systems with a family of Stokes filtrations.
Let L be a 2πZ-equivariant local system on R. Let F = (Fθ | θ ∈ R) be a 2πZ-equivariant Stokes structure
of L indexed by I ⊂ zωC. Namely, each Fθ is a filtration on L|θ indexed by (I,≤θ) satisfying the following.
• There exists a splitting L|θ =
⊕
Gθ,a such that Fθa =
⊕
b≤θaGθ,b.
• Fθ1a = Fθa +
∑
b<θ1a
Fθ1
b
under the isomorphism L|θ1 ≃ L|θ if θ1 is sufficiently close to θ.
• Fθ+2πa = Fθρ∗(a) under the isomorphism L|θ+2π ≃ L|θ.
Take J =]θ0 − π/ω, θ0[∈ T (I). By a general theory of Stokes structure, we have the decompositions
L|J± =
⊕
a∈I
LJ±,a
determined by the condition Fθa =
⊕
b≤θa LJ±,b|θ for any θ ∈ J±. Because⊕
a∈IJ,<0
LJ−,a|J =
⊕
a∈IJ,<0
LJ+,a|J ,
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we obtain the local subsystem LJ,<0 ⊂ L|J by gluing
⊕
a∈IJ,<0 LJ±,a. We obtain LJ,≤0 ⊂ L|J by gluing
LJ±,0 ⊕
⊕
a∈IJ,<0 LJ±,a. We obtain AJ(L) ⊂ LJ by gluing
⊕
a∈IJ LJ±,a. We set
KJ,<0 := H
0(J, LJ,<0), KJ,0 := H
0
(
J, LJ,≤0/LJ,<0
)
, KJ,>0 := H
0
(
J,AJ(L)
/
LJ,≤0
)
.
We have the decompositions
KJ,<0 =
⊕
a∈IJ,<0
KJ−,a =
⊕
a∈IJ,<0
KJ+,a (3)
induced by the decompositions
⊕
a∈IJ,<0 LJ±,a. Similarly, we have the decompositions
KJ,>0 =
⊕
a∈IJ,>0
KJ−,a =
⊕
a∈IJ,>0
KJ+,a (4)
induced by the decompositions
⊕
a∈IJ,>0 LJ±,a. We have the following isomorphisms:
KJ,<0 ⊕KJ,0 ⊕KJ,>0 ≃
⊕
a∈IJ,<0
H0
(
J−, LJ−,a
)⊕H0(J−, LJ−,0)⊕ ⊕
a∈IJ,>0
H0
(
J−, LJ−,a
) ≃
⊕
a∈IJ,<0
H0
(
J+, LJ+,a
)⊕H0(J+, LJ+,0)⊕ ⊕
a∈IJ,>0
H0
(
J+, LJ+,a
) ≃ KJ,<0 ⊕KJ,0 ⊕KJ,>0. (5)
It induces the following morphisms:
PJ : KJ,0 −→ KJ,<0, QJ : KJ,>0 −→ KJ,0, RJ−J+ : KJ,>0 −→ KJ,<0. (6)
Let J1 =]θ1 − π/ω, θ1[ be the interval such that ]θ0, θ1[∩S0(I) = ∅. Then, we can easily see that LJ+,0|θ =
LJ1−,0|θ for any J+ ∩ J1−. Hence, we have the isomorphism
KJ,0 ≃ KJ1,0. (7)
Moreover, we have the decomposition:
L|θ0 = LJ+,0|θ0 ⊕ LJ+,<0|θ0 ⊕ LJ+,>0|θ0 ⊕
⊕
θ0∈J′
(
LJ′−,<0|θ0 ⊕ LJ′−,>0|θ0
)
= LJ1−|θ0 ⊕ L(J+π/ω)−,<0|θ0 ⊕ L(J+π/ω)−,>0|θ0 ⊕
⊕
θ1∈J′
(
LJ′−,<0|θ0 ⊕ LJ′−,>0|θ0
)
. (8)
By comparing the Stokes filtrations, we obtain the following isomorphisms which preserve the decompositions
as in (3, 4):
KJ,<0 ≃ KJ+π/ω,>0, KJ,>0 ≃ KJ+π/ω,<0. (9)
We also obtain the following morphisms for any J ′ ∈ T (I) with θ0 ∈ J ′ from (8):
RJJ′ : KJ,>0 −→ KJ′,<0. (10)
Similarly, by considering the decompositions of L|θ0−π/ω, we obtain the following morphisms for any J
′ with
θ0 − π/ω ∈ J ′:
RJJ′ : KJ,>0 −→ KJ′,<0. (11)
By the 2πZ-equivariance of (L,F), we have the isomorphisms, which preserve the decompositions as in (3,
4):
KJ+2π ≃ KJ . (12)
The isomorphisms (12) are compatible with the other morphisms.
Thus, we obtain a Stokes shell from a 2πZ-equivariant local system with Stokes structure. We can easily
observe that two notions are equivalent.
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1.6 Outline of the paper
After preliminaries in §2, we introduce the concept of Stokes shells in §3. We introduce some transformations
of Stokes shells in §5 after some preliminaries in §4. Then, in §6, we shall explain our description of the Stokes
structure of the Fourier transform of holonomic D-modules at ∞ as a successive extensions of Stokes shells.
The proofs are given in §7–10.
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2 Preliminary
2.1 Family of partially ordered sets and Stokes structure of local systems
2.1.1 General case
Let G be a discrete group. Let Y be a manifold with a proper G-action which may have a boundary. Let
π : I −→ Y be a G-equivariant proper continuous map of manifolds which is locally a homeomorphism. The
fibers π−1(y) (y ∈ Y ) are denoted by Iy. For any y ∈ Y , there exists a small neighbourhood Uy and a
decomposition π−1(Uy) =
∐
a∈Iy Va such that the restriction of π to Va (a ∈ Iy) gives a homeomorphism
Va ≃ Uy. Hence, we have the bijection ϕy′,y : Iy ≃ Iy′ for y′ ∈ Uy by setting ϕy′,y(a) := Va ∩ π−1(y′).
Let ≤= (≤y | y ∈ Y ) be a G-equivariant family of partial orders on Iy (y ∈ Y ) satisfying the following
condition.
• For any y ∈ Y , we have a small neighbourhood Uy such that a ≤y b implies ϕy′,y(a) ≤y′ ϕy′,y(b) for any
y′ ∈ Uy.
Let U be any simply connected subset of Y . Let I(U) denote the set of the connected components of π−1(U).
For any y ∈ U , we have the natural identification I(U) ≃ Iy. We define the partial order ≤U on I(U) by
a ≤U b⇐⇒ a ≤y b (∀y ∈ U).
Graded local systems Let L be a G-equivariant local system of C-vector spaces on Y . We say that L is
graded over I if we are given an isomorphism L ≃ π∗N for a local system N on I. The condition is equivalent
to the following.
• Ly (y ∈ Y ) are equipped with the grading Ly =
⊕
a∈Iy Ly,a, and we have Ly,a = Ly′,ϕy′,y(a) for any
a ∈ Iy if y′ is sufficiently close to y.
Stokes structures on local systems Let L be a G-equivariant local system of C-vector spaces on Y .
A G-equivariant Stokes structure of L indexed by I is defined to be a G-equivariant family of filtrations
F = (Fy | y ∈ Y ) of the stalks Ly (y ∈ Y ) indexed by (Iy,≤y) satisfying the following condition.
• For each y ∈ Y , we have a small neighbourhood Uy of y and a decomposition
L|Uy =
⊕
a∈Iy
LUy,a
such that Fy′a (Ly′) =
⊕
b≤a LUy,b|y′ .
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The associated graded local systems Let (L,F) be a G-equivariant local system with Stokes structure
indexed by I. For any y ∈ Y and a ∈ Iy, we define
GrF
y
a (Ly) :=
Fya (Ly)∑
ba Fyb (Ly)
, GrF
y
(Ly) :=
⊕
a∈Iy
GrF
y
a (Ly).
By the condition, we have the natural isomorphism GrF
y
a (Ly) ≃ GrF
y′
ϕy′,y(a)
(Ly′), and hence Gr
Fy (Ly) ≃
GrF
y′
(Ly′) if y
′ is sufficiently close to y. Thus, we obtain a G-equivariant local system GrF (L) by gluing
GrF
y
(Ly) (y ∈ Y ). It is graded over I.
For any G-equivariant section ρ : Y −→ I, we obtain the G-equivariant local subsystem GrFρ (L) ⊂ GrF (L)
by gluing GrF
y
ρ(y)(Ly) (y ∈ Y ). More generally, if we are given a G-invariant submanifold I1 ⊂ I such that the
restriction of π to I1 is also proper and locally a homeomorphism, we obtain the G-equivariant local subsystem
GrFI1(L) ⊂ GrF (L) by gluing
⊕
a∈I1,y Gr
Fy
a (Ly).
Loosening of Stokes filtrations Let ̟i : Ii −→ Y (i = 1, 2) be G-equivariant continuous proper maps
of manifolds which are locally homeomorphisms. Let ≤i (i = 1, 2) be a family of partial orders on Ii. Let
ψ : I1 −→ I2 be a G-equivariant continuous map such that ̟2 ◦ ψ = ̟1. We assume the following.
• If a ≤1,y b, then ψ(a) ≤2,y ψ(b). Moreover, if ψ(a) <2,y ψ(b) then a <1,y b.
In this case, the partial order ≤1,y is recovered from ≤2,y and the restriction of ≤1,y to ψ−1(c) (c ∈ I2,y).
Let L be a local system on Y . Let F be a Stokes structure of L indexed by I1. For each y ∈ Y , we have a
splitting Ly =
⊕
a∈I1,y Ly,a of the filtration Fy. For each c ∈ I2,y, we define
(ψ∗F)yc :=
⊕
a∈I1,y
ψ(a)≤2,yc
Ly,a.
We can easily observe that the family of filtrations ψ∗F :=
(
(ψ∗F)y
∣∣ y ∈ Y ) is a G-equivariant Stokes structure
of L indexed by I2.
Note that for each y ∈ Y , the associated graded vector space Grψ∗Fy (Ly) is equipped with the filtration
Fy indexed by I1,y, which is compatible with the grading, i.e., each Grψ∗F
y
c (L) (c ∈ I2,y) is equipped with the
filtration Fy indexed by ψ−1(c), and Fy on Grψ∗Fy(Ly) is the direct sum of Fy on Grψ∗F
y
c (L). The family
F = (Fy | y ∈ Y ) is a G-equivariant Stokes structure on the associated graded local system Grψ∗F (L) indexed
by I, which is compatible with the grading. The following lemma is clear.
Lemma 2.1 A G-equivariant Stokes structure on L indexed by I1 is equivalent to a G-equivariant Stokes
structure F on L indexed by I2 together with a G-equivariant Stokes structures on Gr
F (L) indexed by I
compatible with the grading.
Stokes graded local systems Let ̟i : Ii −→ Y (i = 1, 2) be G-equivariant continuous proper maps of
manifolds which are locally homeomorphisms. Let ψ : I1 −→ I2 be a G-equivariant continuous map such that
̟2 ◦ ψ = ̟1. Let ≤ be a family of partial orders on I1.
Definition 2.2 A G-equivariant local system L equipped with a Stokes structure F indexed by I1 and a grading
over I2 is called a Stokes graded local system over (I1,I2) if the following holds for any y ∈ Y .
• Ly,a (a ∈ I2,y) are equipped with a Stokes structure Fy indexed by ψ−1(a), and (Ly,Fy) is equal to the
direct sum
⊕
a∈I2,y (Ly,a,Fy).
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2.1.2 Families of partially ordered sets on S1
Unramified case Let ̟ : C˜ −→ C be the real oriented blow up along 0, i.e., C˜ = R≥0×S1, and ϕ(r, e
√−1θ) =
re
√−1θ. We can identify S1 with the boundary ∂C˜ by e
√−1θ ←→ (0, e
√−1θ).
Let z be the standard coordinate of C. Let I ⊂ z−1C[z−1] be a finite subset. For a, b ∈ I, set Fa,b :=
−|z|− ord(a−b)Re(a − b) as a function on C˜. For each e
√−1θ ∈ ∂C˜, we define a ≤e√−1θ b if Fa,b ≤ 0 on a
neighbourhood of (0, e
√−1θ). We obtain the family of partial orders ≤= (≤P |P ∈ ∂C˜) on I = I × ∂C˜.
Ramified case Let p be a positive integer. We take a p-th root zp of z. We have the ramified covering
ρp : Czp −→ Cz given by ρp(zp) = zpp . We have the identification S1 ≃ ∂C˜zp given by e
√−1θp ←→ (0, e
√−1θp).
The induced map ∂C˜zp −→ ∂C˜z is identified with e
√−1θp 7−→ e
√−1pθp . Set Gal(p) := {a ∈ C∗ | ap = 1}. We
have the action of Gal(p) on C((zp)) by (a
∗f)(zp) = f(azp).
Suppose that I is Gal(p)-invariant subset of z−1p C[z−1p ]. We consider the Gal(p)-action on I×∂C˜zp induced by
a·(a, zp) = ((a∗)−1a, a·zp). Let I denote the quotient manifold by the action. The projection I×∂C˜zp −→ ∂C˜zp
induces a proper map I −→ ∂C˜p which is locally a homeomorphism.
For any Pp ∈ ∂C˜ζ , it is easy to see that a ≤a(Pp) b holds if and only if a∗a ≤Pp a∗b holds. Hence, for each
P ∈ ∂C˜z, we have the well defined order ≤P on IP .
2.1.3 Families of partially ordered sets on R
For any positive integer p, let ϕp : R −→ ∂C˜zp be given by ϕp(t) = exp(
√−1t/p). We have the induced
identifications R/2πpZ ≃ ∂C˜zp , and in particular R/2πZ ≃ ∂C˜z.
Let I be a Gal(p)-invariant subset of z−1p C[z−1p ]. For each t ∈ R, we have the partial order ≤t:=≤ϕp(t) on
I. The map ϕp induces a homomorphism ϕp : 2πZ −→ Gal(p). We denote ϕp(a)∗(a) by a∗a for a ∈ 2πZ and
a ∈ I.
By the construction, for any a ∈ 2πZ and a, b ∈ I, we have a∗a ≤t a∗b if and only if we have a ≤t+a b.
Hence, the family of partial orders ≤= (≤t | t ∈ R) is 2πZ-equivariant.
Lemma 2.3 The following objects are naturally equivalent.
• 2πZ-equivariant local systems with Stokes structure on R indexed by I.
• Local systems with Stokes structure on ∂C˜z indexed by I.
2.2 Some notation for index sets and intervals
Let θ be the standard coordinate on R. For any open interval J =]θ0, θ1[⊂ R, we put J+ :=]θ0, θ1], J− := [θ0, θ1[,
and J := [θ0, θ1]. The boundary points θ0 and θ1 are also denoted by ϑ
J
ℓ and ϑ
J
r , respectively. For any real
number s, we set J + s := {θ + s | θ ∈ J}.
Let p and n be positive integers. Set ω := n/p. Let I ⊂ C · z−np ⊂ C((zp)) be a Gal(p)-invariant finite subset
satisfying I = −I and 0 ∈ I. We set I∗ := I \ {0}. We have the partial orders ≤θ:=≤ϕp(θ) (θ ∈ R) on I as in
§2.1.3. For any open interval J ⊂ R, we define the partial order ≤J on I as in §2.1.1. For any a ∈ I∗, we set
S0(a) :=
{
t ∈ R ∣∣ Re(a(e√−1θ/p)) = 0}.
Let T (a) denote the set of connected components of R \ S0(a). Let T+(a) :=
{
J ∈ T (a) ∣∣ a >J 0} and
T−(a) :=
{
J ∈ T (a) ∣∣ a <J 0}.
We put S0(I) :=
⋃
a∈I∗ S0(a). We put T (I) :=
⋃
a∈I∗ T (a). Let T2(I) denote the set of pairs (J1, J2) in
T (I) satisfying J1 ∩ J2 6= ∅ and J1 6= J2.
For any connected component I =]θ0, θ1[ of R \ S0(I), let T (I)I denote the set of J ∈ T (I) such that
I ⊂ J . Note that we have the decomposition I∗ = ∐J∈T (I)I I∗J . Set J1 :=]θ1 − π/ω, θ1[. Then, we have
T (I)I = {J1} ∪ {J ∈ T (I) | θ1 ∈ J}.
11
For any J ∈ T (I), we set
IJ :=
{
a ∈ I∗ ∣∣J ∈ T (a)} ∪ {0}, IJ,<0 := {a ∈ I∗ ∣∣J ∈ T−(a)}, IJ,>0 := {a ∈ I∗ ∣∣J ∈ T+(a)}.
We also put I∗J := IJ \ {0} = IJ,<0 ∪ IJ,>0. We put IJ,≤0 := IJ,<0 ∪ {0} and IJ,≥0 := IJ,>0 ∪ {0}.
Let J0, J1 ∈ T (I). We write J0 < J1 if ϑJ0ℓ < ϑJ1ℓ . We write J0 ⊢ J1 if the following conditions are satisfied;
(i) ϑJ0ℓ < ϑ
J1
ℓ , (ii) ]ϑ
J0
ℓ , ϑ
J1
ℓ [∩S0(I) = ∅.
Let ρ : R −→ R be given by ρ(θ) = θ + 2π. Let ρ∗ : I −→ I be given by ρ∗(a)(zp) = a(e2π
√−1/pzp). If
J ∈ T (a), then we have ρ−1(J) ∈ T (ρ∗a). In particular, T (I) is invariant under the translation by 2πZ.
Lemma 2.4 Let o be a Gal(p)-orbit in I. Then, for any J ∈ T (I), we have |IJ,>0 ∩ o| ≤ 1 and |IJ,<0 ∩ o| ≤ 1.
Proof Let J =]θ1, θ1 + π/ω[. Suppose that o ∩ IJ,>0 6= ∅. We take a = αz−np ∈ o ∩ IJ,>0. We have
α = |α| exp(−π/2 + pθ1/n). Then, the claim is clear.
2.3 Local systems with Stokes structure on R
We prepare some procedures for 2πZ-equivariant local systems with Stokes structure on R.
2.3.1 Loosening
Let I be a Gal(p)-invariant subset of z−1p C[z−1p ]. Suppose that 0 ∈ I. We take ω = ℓ/p ∈ 1pZ>0. We have the
projection πω : z
−1
p C[z
−1
p ] −→ z−ℓp C[z−1p ] given by πω
(∑
ajz
−j
p
)
:=
∑
j≥ℓ ajz
−j
p . We set Tω(I) := π−1ω (0) and
Sω(I) :=
(I \ Tω(I)) ⊔ {0}. We also set T˜ω(I) := Tω+1/p(I) and S˜ω(I) := Sω+1/p(I).
Let (L,F) be a 2πZ-equivariant local system with Stokes structure indexed by I. We have the map
ψ1 : I −→ Sω(I) by setting ψ1(a) = a for a 6∈ Tω(I) and ψ1(a) = 0 for a ∈ Tω(I). We denote ψ1∗F by
Sω(F), and we set Sω(L,F) := (L,Sω(F)). We also set S˜ω(F) := Sω+1/p(F) and S˜ω(L,F) := (L, S˜ω(F)).
We have the map ψ2 : I −→ πω(I) induced by πω . We set F (ω) := ψ2∗F . Let Tω(L,F) denote the
2πZ-equivariant local system with the induced Stokes structure
(
GrF
(ω)
0 (L),F
)
indexed by Tω(I). We also set
T˜ω(L,F) := Tω+1/p(L,F). By the construction, we naturally have Sω ◦ Tω(L,F) ≃ Tω ◦ Sω(L,F).
For each θ ∈ R, we have the subspaces L<0θ := Fθ<0 and L≤0θ := Fθ0 of Lθ. They determine 2πZ-equivariant
constructible subsheaves L<0 and L≤0 of L. More generally, for any ω ∈ Q>0, the subspaces L(ω)<0θ := F (ω) θ<0
and L
(ω)≤0
θ := F (ω) θ0 give constructible subsheaves L(ω)<0 and L(ω)≤0. We naturally have
L(ω)<0 ⊂ L<0 ⊂ L≤0 ⊂ L(ω)≤0.
Naturally, Tω(L,F) is isomorphic to L(ω)≤0
/
L(ω)<0 with the induced Stokes structure.
2.3.2 Canonical splittings and induced local systems
Let I be a Gal(p)-invariant subset of z−np C ⊂ z−1p C[z−1p ]. Let (L,F) be a local system with Stokes structure
indexed by I. Set ω := n/p. Take any interval J such that ϑJr − ϑJℓ = π/ω. According to the standard theory
of local systems with Stokes structure, we have the unique decompositions
L|J± =
⊕
a∈I
LJ±,a (13)
such that Fθa (Lθ) =
⊕
b≤θa LJ±,b|θ for any θ ∈ J±. Such decompositions are called canonical splittings in this
paper.
Suppose that J ∈ T (I). We set LJ±,<0 :=
⊕
a<J0
LJ±,a and LJ±,≤0 :=
⊕
a≤J0 LJ±,a. Because LJ+,<0|J =
LJ−,<0|J , we obtain a local subsystem LJ,<0 ⊂ L|J by gluing LJ±,<0. Similarly, because LJ+,≤0|J = LJ−≤0|J ,
we obtain a local subsystem LJ,≤0 ⊂ L|J by gluing LJ±,≤0. The restrictions LJ,<0|J and LJ,≤0|J are also
denoted by LJ,<0 and LJ,≤0. We have LJ,<0 ⊂ L<0|J and LJ,≤0 ⊂ L
≤0
|J .
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We set AJ±(L) :=
⊕
a∈IJ LJ±,a on J±. Because AJ−(L)|J = AJ+(L)|J , we obtain the local subsystem
AJ(L) ⊂ LJ . The restriction AJ(L)|J is also denoted by AJ(L).
We have the local subsystems L′J,<0 and L
′
J,≤0 of L on R determined by the conditions L
′
J,<0|J = LJ,<0 and
L′J,≤0|J = LJ,≤0, respectively. Note that L
′
J,<0|θ is not necessarily contained in Fθ<0 if θ is not contained in J .
We set LJ±,>0 :=
⊕
a>J0
LJ±,a and LJ±,≥0 :=
⊕
a≥J0 LJ±,a. Note that they are naturally isomorphic to
AJ±(L)
/
LJ±,≤0 and AJ±(L)
/
LJ±,<0, respectively. We define LJ,>0 := AJ(L)
/
LJ,≤0 and LJ,≥0 := AJ(L)
/
LJ,<0.
2.3.3 Decompositions
Let I ⊂ z−np C be a Gal(p)-invariant subset. Let (L,F) be a local system with Stokes structure indexed by I.
Take any θ0 ∈ R.
Lemma 2.5 Suppose θ0 ∈ R \ S0(I). We fix an interval J1 ∈ T (I) such that θ0 ∈ J1. We also take a function
µ : I −→ {±}. Then, we have
L|θ0 = LJ1,µ(0),0|θ0 ⊕
⊕
J∈T (I)
θ0∈J
⊕
a∈I∗J
LJµ(a),a|θ0 .
Proof We have LJ1,µ(0),0|θ0 ⊂ Fθ00 and the induced map LJ1,µ(0),0|θ0 −→ GrF
θ0
0 (L|θ0) is an isomorphism. For
each a ∈ I∗J , we have LJµ(a),a|θ0 ⊂ Fθ0a and the induced map LJµ(a),a|θ0 −→ GrF
θ0
a (L|θ0) is an isomorphism.
Then, the claim is clear.
Let us consider the case θ0 ∈ S0(I). Set J0 =]θ0, θ0 + π/ω[. We take J(0) ∈ T (I) such that θ0 ∈ J(0). For
a ∈ I∗J0 , we take J(a) ∈ {J0, J0 − π/ω}. We take a map µ : I −→ {±} satisfying the following.
• We assume µ(0) = + if J(0) = J0 − π/ω, and µ(0) = − if J(0) = J0. We do not impose any condition on
µ(0) if J(0) 6= J0, J0 − π/ω.
• For a ∈ I∗J0 , we have µ(a) = + if J(a) = J0 − π/ω and µ(a) = − if J(a) = J0.
We obtain the following lemma by the argument in the proof of Lemma 2.5.
Lemma 2.6 We have the following decomposition:
L|θ0 = LJ(0)µ(0),0|θ0 ⊕
⊕
a∈I∗J
LJ(a)µ(a),a|θ0 ⊕
⊕
J∈T (I)
θ0∈J
⊕
b∈I∗J
LJµ(b),b|θ0.
Let K(J0−) denote the set of J ∈ T (I) such that J+ ∩ J0− 6= ∅.
Lemma 2.7 We have the following decomposition of local systems:
L|θ0 = LJ0,−,0|θ0 ⊕
⊕
J∈K(J0−)
L′J,<0|θ0.
Proof By Lemma 2.6, we have the following:
L|θ0 = LJ0,≤0|θ0 ⊕ L(J0−π/ω),<0|θ0 ⊕
⊕
θ0∈J′
(
L(J′)+,>0 ⊕ LJ′,<0
)
|θ0 .
For 0 < a < 1, it is easy to prove the following:
LJ0,≤0|θ0 ⊕ L(J0−π/ω),<0|θ0 ⊕
⊕
θ0∈J′
LJ′,<0|θ0 ⊕
⊕
J0<J′<J0+a
L′J′,<0|θ0 ⊕
⊕
J0+a≤J′<J0+π/ω
L(J′−π/ω)+,>0|θ0 =
LJ0,≤0|θ0 ⊕ L(J0−π/ω),<0|θ0 ⊕
⊕
θ0∈J′
LJ′,<0|θ0 ⊕
⊕
J0<J′≤J0+a
L′J′,<0|θ0 ⊕
⊕
J0+a<J′<J0+π/ω
L(J′−π/ω)+,>0|θ0 . (14)
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Then, we obtain the claim of the lemma.
Let K(J0+) denote the set of J ∈ T (I) such that J− ∩ J0+ 6= ∅. As in the case of Lemma 2.7, we have
L|θ0+π/ω = LJ0+|θ0+π/ω ⊕
⊕
J∈K(J0+)
L′J,<0|θ0+π/ω. (15)
2.4 Induced meromorphic flat bundles
2.4.1 Local case
Let p be a positive integer. Let I be a Gal(p)-invariant finite subset z−1p C[z−1p ]. Let ∆z := {z ∈ C | |z| < ǫ}.
Let ̟ : ∆˜z −→ ∆z denote the oriented real blow up. We set ∆∗z := ∆z \ {0}.
Let (V,∇) be a meromorphic flat bundle on (∆z , 0) such that I is the set of ramified irregular values of
(V,∇). Let L be the local system on ∆˜z associated to (V,∇)|∆\{0}. We set LS1 := L|̟−1(0).
Let (L,F) be the 2πZ-equivariant local system indexed by I on R, corresponding to (V,∇). The descent of
L is naturally isomorphic to LS1 .
Take ω ∈ Q>0. By the procedures in §2.3.1, we obtain the 2πZ-equivariant local systems with Stokes
structure Sω(L,F) and Tω(L,F). Let Sω(V,∇) and Tω(V,∇) denote the corresponding meromorphic flat
bundles on (∆, 0). Similarly, let S˜ω(V,∇) and T˜ω(V,∇) be the meromorphic flat bundles corresponding to
S˜ω(L,F) and T˜ω(L,F), respectively. By the construction, we have the natural isomorphism of flat bundles
(V,∇)|∆∗z ≃ Sω(V,∇)|∆∗z . We also have the natural isomorphism of regular singular meromorphic flat bundlesTω ◦ Sω(V,∇) ≃ Sω ◦ Tω(V,∇) on (∆, 0).
2.4.2 Global case
Let C be a compact Riemann surface which may have smooth boundary. Let D ⊂ C \ ∂C be a finite subset.
Set C◦ := C \D.
Let (V,∇) be a meromorphic flat bundle on (C,D). Take Q ∈ D with a holomorphic coordinate neighbour-
hood (CQ, z) such that z(Q) = 0. Here, we assume that the closure of CQ is isomorphic to a closed disc. Take
ω ∈ Q>0. By applying the procedure in §2.4.1 to (V1,∇) := (V,∇)|CQ , we obtain meromorphic flat bundles
Sω(V1,∇) and Tω(V1,∇) on (CQ, Q). We set T Qω (V,∇) := Tω(V1,∇). By gluing (V,∇)|C\{Q} and Sω(V1,∇) via
the natural isomorphism (V,∇)|CQ\{Q} ≃ Sω(V1,∇)|CQ\{Q}, we obtain a meromorphic flat bundle on (C,D),
which we denote by SQω (V,∇). Similarly, we obtain S˜Qω (V,∇) and T˜ Qω (V,∇).
2.5 Some categories
Let D1 be the category given as follows.
• Objects of D1 are ! and ∗.
• HomD1(⋆, ⋆) (⋆ =!, ∗) consists of the identity map, which we shall denote f⋆,⋆. HomD1(!, ∗) consists of a
unique map f∗,!. HomD1(∗, !) is empty.
Let C1 denote the category given as follows.
• Objects of C1 are !, ◦ and ∗.
• HomC1(⋆, ⋆) (⋆ =!, ◦, ∗) consist of the identity maps, which we denote by f⋆,⋆. HomC1(⋆1, ⋆2) consists of a
unique map f⋆2,⋆1 if (⋆1, ⋆2) = (!, ◦), (◦, ∗), (!, ∗). Otherwise, HomC1(⋆1, ⋆2) is empty.
We have the naturally defined fully faithful functor ι : D1 −→ C1.
For any set S, let D(S) denote the category of maps S −→ {!, ∗}, where
HomD(S)(̺1, ̺2) :=
∏
a∈S
HomD1(̺1(a), ̺2(a)).
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If HomD(S)(̺1, ̺2) 6= ∅, it consists of a unique element which we denote by f̺2,̺1 . Similarly, let C(S) denote
the category of maps S −→ {!, ◦, ∗}, where
HomC(S)(̺1, ̺2) :=
∏
a∈S
HomC1(̺1(a), ̺2(a)).
If HomC(S)(̺1, ̺2) 6= ∅, it consists of a unique element which we denote by f̺2,̺1 .
Let ⋆ ∈ D(S) (⋆ = ∗, !) be determined by ⋆(a) = ⋆ for any a ∈ S. We denote ι(⋆) by ⋆. Let ◦ ∈ C(S) be
determined by ◦(a) = ◦ for any a ∈ S.
We have the naturally defined functor ι : D(S) −→ C(S). For any category C, a functor E˜ : C(S) −→ C
induces a functor ι∗(E˜) : D(S) −→ C.
2.6 Constructible sheaves associated to meromorphic flat bundles
2.6.1 Associated constructible sheaves
Let C be a complex curve. Let D ⊂ C be a discrete subset. Set C◦ := C \D. Let ̟ : C˜ −→ C denote the
oriented real blow up of C along D. Set D˜ := ̟−1(D). We have ∂C˜ = D˜.
Let (V,∇) be a meromorphic flat bundle on (C,D). Let (L,F) be the local system with Stokes structure on
(C˜, D˜), i.e., L is a local system on C˜ obtained as the push-forward of the local system associated to (V,∇)|C◦ ,
and F = (FP |P ∈ D˜) is the family of Stokes filtrations.
For each P ∈ D˜, we have the subspace L<0P := FP<0(LP ) of LP . For each P ∈ C◦, we set L<0P := LP . They
determine a constructible subsheaf of L on C˜, which we denote by L<0(V,∇).
We have the meromorphic flat bundle (V ∨,∇) on (C,D), where we set V ∨ := HomOC(∗D)
(
V,OC(∗D)
)
, and
∇ denotes the naturally induced connection on V ∨. Let V (!D) denote the DC -module obtained as the dual of
the DC-module (V ∨,∇). We have the naturally defined morphism of DC -modules V (!D) −→ V . Recall that
we have the natural isomorphism
V (!D)⊗ Ω•C ≃ R̟∗L<0(V,∇)
in the derived category of CC -modules.
Similarly, For P ∈ D˜, we have the subspace L≤0(V,∇)P := FP≤0(LP ). For P ∈ C \D, we set L≤0(V,∇)P :=
LP . They determine the constructible subsheaf L≤0(V,∇) of L. Recall that we have the natural isomorphism
V ⊗ Ω•C ≃ R̟∗L≤0(V,∇)
in the derived category of CC -modules.
More generally, for any ̺ ∈ D(D), let L̺(V,∇) denote the constructible subsheaf of L on C˜(D) determined
by the following conditions.
• L̺(V,∇)|C◦ = L|C◦ .
• L̺(V,∇)|̟−1(Q) = L≤0(V,∇)|̟−1(Q) for Q ∈ D such that ̺(Q) = ∗.
• L̺(V,∇)|̟−1(Q) = L<0(V,∇)|̟−1(Q) for Q ∈ D such that ̺(Q) =!.
We have the DC -module V (̺) := V (!D) ⊗ OC(∗̺−1(∗)), and the isomorphism Ω• ⊗ V (̺) ≃ R̟∗L̺(V,∇) in
the derived category of CC -modules.
2.6.2 Induced morphisms in the local case
Let p be a positive integer. Let I be a Gal(p)-invariant finite subset z−1p C[z−1p ]. Let ∆z := {z ∈ C | |z| < ǫ}.
Let ̟ : ∆˜z −→ ∆z denote the oriented real blow up. We set ∆∗z := ∆z \ {0}.
Let (V,∇) be a meromorphic flat bundle on (∆z , 0) such that the set of irregular values of (V,∇) is I. Let
L be the local system on ∆˜z associated to (V,∇)|∆\{0}. We set LS1 := L|̟−1(0).
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Some morphisms for L<0 For any 2πZ-equivariant constructible sheaf G on R, let GS1 denote the con-
structible sheaf on S1 obtained as the descent ofG. Then, by the construction, the restriction L<0(V,∇)|̟−1(0) is
L<0S1 . Similarly, L<0(Sω(V,∇))|̟−1(0) is L(ω)<0S1 . Hence, we have the following naturally defined monomorphism
L<0(Sω(V,∇)) −→ L<0(V,∇).
Moreover, we naturally have
L<0(V,∇)/L<0(Sω(V,∇)) ≃ ι∗(L<0S1 /L(ω)<0S1 ) ≃ L<0(Tω(V,∇))/L<0(Sω ◦ Tω(V,∇)),
where ι : ̟−1(0) −→ ∆˜ denotes the inclusion.
Let q : ∆˜z −→ ̟−1(0) be the projection q(r, e
√−1θ) = e
√−1θ. We have the natural monomorphism
q−1
(
L
(ω)≤0
S1
) −→ L. We have the constructible subsheaf Lˇ<0(Tω(V,∇)) ⊂ q−1(L(ω)≤0S1 ) determined by the
following conditions.
• Lˇ<0(Tω(V,∇))|∆∗z is equal to q−1(L(ω)≤0S1 )|∆∗z .
• Lˇ<0(Tω(V,∇))|̟−1(0) is equal to L<0S1 .
We have the natural monomorphism
Lˇ<0(Tω(V,∇)) −→ L<0(V,∇).
We have the following exact sequence:
0 −→ q−1(L(ω)<0S1 ) −→ Lˇ<0(Tω(V,∇)) −→ L<0(Tω(V,∇)) −→ 0. (16)
Some morphisms for L≤0 Similarly, we have the following natural monomorphism:
L≤0(V,∇) −→ L≤0(Sω(V,∇)).
We naturally have
L≤0(Sω(V,∇))/L≤0(V,∇) ≃ ι∗(L(ω)≤0S1 /L≤0S1 ) ≃ L≤0(SωTω(V,∇))/L≤0(Tω(V,∇)).
We have the constructible quotient sheaf Lˇ≤0(Tω(V,∇)) of L≤0(V,∇) determined by the following conditions.
• Lˇ≤0(Tω(V,∇))|∆∗z is equal to q−1(LS1/L
(ω)<0
S1 ).
• Lˇ≤0(Tω(V,∇))|̟−1(0) is equal to L≤0S1 /L(ω)<0S1 .
Let k : ∆∗z −→ ∆˜z denote the inclusion. By the construction, we have the natural morphism:
L≤0(V,∇) −→ Lˇ≤0(Tω(V,∇)).
We have the following exact sequence:
0 −→ L≤0(Tω(V,∇)) −→ Lˇ≤0(Tω(V,∇)) −→ k!k−1q−1(L/L(ω)≤0) −→ 0. (17)
2.6.3 Induced morphisms in the global case
Let C be a compact Riemann surface with smooth boundary ∂C. Set C1 := C \ ∂C. Let D ⊂ C1 be a finite
subset. Set C◦1 := C1 \D. Let ̟ : C˜ −→ C be the oriented real blow of C along D. Set D˜ := ̟−1(D) and
C˜ := ̟−1(C). Let j1 : C1 −→ C and j˜1 : C˜1 −→ C˜ denote the inclusions. Take Q ∈ D with a holomorphic
coordinate neighbourhood (CQ, z) such that z(Q) = 0. Here, we assume that the closure of CQ is isomorphic
to a closed disc.
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We say that a constructible sheaf G on C˜ is acyclic with respect to the global cohomology if H∗(C˜, G) = 0.
Let (V,∇) be a meromorphic flat bundle on (C1, D). Let ̺1 −→ ̺2 be a morphism in D(D). Suppose that
̺1(Q) =! and ̺2(Q) = ∗. We have the natural monomorphisms L̺1(SQω (V,∇)) −→ L̺1 (V,∇) and L̺2(V,∇) −→
L̺2(SQω (V,∇)) on C˜1. Hence, for any ⋆1 −→ ⋆2 in D1, we have the following natural commutative diagram:
Hi
(
C, j1⋆1
(SQω (V )(̺1)⊗ Ω•)) −−−−→ Hi(C, j1⋆2(SQω (V )(̺2)⊗ Ω•))y x
Hi
(
C, j1⋆1
(
V (̺1)⊗ Ω•
)) −−−−→ Hi(C, j1⋆2(V (̺2)⊗ Ω•)).
(18)
Set C˜Q := ̟
−1(CQ). Let j˜Q : C˜Q −→ C˜ and jQ : CQ −→ C denote the inclusions. We have the following
natural morphisms:
j˜Q!Lˇ<0
(Tω(V,∇)|CQ) −→ j˜Q!(L<0(V,∇)|CQ) −→ L̺1(V,∇). (19)
Let qQ : C˜Q −→ ̟−1(Q) denote the projection. Note that j˜Q!
(
q−1Q L
(ω)<0
S1
)
is acyclic for the global cohomology.
Hence, by the exact sequence (16), the following morphism induces an isomorphism of the global cohomology
groups:
j˜Q!Lˇ<0
(Tω(V,∇)|CQ) −→ j˜Q!L<0(Tω(V,∇)|CQ).
We obtain the following morphism:
Hi
(
C, jQ!
(Tω(V )⊗ Ω•CQ)) −→ Hi(C, j1!(V (̺1)⊗ Ω•)). (20)
Similarly, we have the following natural morphisms:
L̺2 (V,∇) −→ j˜Q∗L≤0(V,∇)|CQ −→ j˜Q∗Lˇ≤0
(Tω(V,∇)|CQ).
Let kQ denote the inclusion CQ \Q −→ C˜Q. Because j˜Q∗
(
kQ!k
−1
Q q
−1
Q (L/L
(ω)≤0)
)
is acyclic with respect to the
global cohomology, we obtain the following morphism by the exact sequence (17):
Hi
(
C, j1∗
(
V (̺2)⊗ Ω•
)) −→ Hi(C, jQ∗(Tω(V )⊗ Ω•CQ)) (21)
Note that the following diagram is commutative:
Hi
(
C, jQ!
(Tω(V )⊗ Ω•CQ)) −−−−→ Hi(C, jQ∗(Tω(V )⊗ Ω•CQ))y x
Hi
(
C, j1!
(
V (̺1)⊗ Ω•
)) −−−−→ Hi(C, j1∗(V (̺2)⊗ Ω•)).
(22)
2.6.4 Complement
Let U := {z ∈ C | |z| < 1}. Let (V1,∇) be a meromorphic flat bundle on (U, 0). We extend it to a meromorphic
flat bundle on (P1, {0,∞}) with regular singularity at ∞, which we denote by (V2,∇).
Set D := {0,∞}. Let ̟ : P˜1 −→ P1 denote the oriented real blow up of P1 along D. Let U˜ := ̟−1(U). Let
j˜ : U˜ −→ P˜1 denote the inclusion. We shall use the following natural isomorphisms:
Hi
(
P1, V2(!D)⊗ Ω•
) ≃ Hi(P˜1, j˜!L<0(V1,∇)), Hi(P1, V2(∗D)⊗ Ω•) ≃ Hi(P˜1, j˜∗L≤0(V1,∇)).
2.7 Homology groups of meromorphic flat bundles
2.7.1 Homology groups with coefficient of constructible sheaves
Let Y be a topological manifold with boundary ∂Y . For simplicity, we assume that Y is orientable. Set
Y ◦ := Y \ ∂Y .
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Let H be a closed subspace of Y . For any open subset U ⊂ Y , let Sp(Y, (Y \ U) ∪H ;C) denote the group
of p-chains of Y relative to (Y \ U) ∪H with the C-coefficient. It gives a presheaf on Y . Let C−pY,H denote the
sheafification. The boundary homomorphisms of the chain groups induce ∂ : C−pY,H −→ C−p+1Y,H with which C•Y,H
is a complex of sheaves. If H = ∅, we denote it by C•Y .
Let G be any R-constructible CY -module. As mentioned in [12], G ⊗ C•Y,H is homotopically fine so that we
may compute the hypercohomology group H∗
(
Y,G ⊗ C•Y,H
)
by taking the global sections.
Because Y is an orientable manifold with boundary, we have C•Y,∂Y ≃ CY [dimY ]. Let ιY ◦ : Y ◦ −→ Y denote
the inclusion. Then, we have C•Y ≃ ιY ◦!CY ◦ [dim Y ]. Hence, for any R-constructible CY -modules G, we have
G ⊗ C•Y,∂Y ≃ G[dimY ], G ⊗ C•Y ≃ G ⊗ ιY ◦!CY ◦ [dimY ] = ιY ◦!ι−1Y ◦(G)[dim Y ].
2.7.2 Homology groups of meromorphic flat bundles
The notion of rapid decay homology group for meromorphic flat bundles was introduced by Bloch-Esnault [6] in
the one dimensional case, and by Hien [12] in the general case. We recall the definition in the one dimensional
case by following [12].
Let C be a compact complex curve which may have smooth boundary ∂C. We set C1 := C \ ∂C. Let
D ⊂ C1 be a finite subset. Set C◦1 := C1 \D. Let ̟ : C˜ −→ C and ̟ : C˜1 −→ C1 denote the oriented real
blow up along D. Set D˜ := ̟−1(D). The boundary ∂C˜ of C˜ is D˜ ∪ ∂C. Let j1 : C1 −→ C and j˜1 : C˜1 −→ C˜1
denote the inclusions.
Let (V,∇) be a meromorphic flat bundle on (C1, D). Let (L,F) denote the local system with Stokes structure
on (C˜1, D˜). As explained in §2.6.1, we have the associated constructible sheaves L<0(V,∇) and L≤0(V,∇) on
C˜1. The sheaf of rapid decay chains of (V,∇) on C˜ is defined as follows:
Crd,•
C˜
(V,∇) := C•
C˜,∂C˜
⊗ j˜1!L<0(V,∇).
The rapid decay homology group of (V,∇) is defined as follows:
Hrdp
(
C◦1 , (V,∇)
)
:= H−p
(
C˜, Crd,•
C˜
(V,∇)).
If (V,∇) is regular singular, Hrdp
(
C◦1 , (V,∇)
)
is equal to the homology group of C◦1 with coefficient (V,∇).
It is also natural to consider the homology groups associated to L≤0(V,∇). The sheaf of moderate growth
chains of (V,∇) on C˜ is defined as follows.
Cmg,•
C˜
(V,∇) := C•
C˜,∂C˜
⊗ j˜1∗L≤0(V,∇).
The moderate growth homology group of (V,∇) is defined as Hmgp (C◦1 , (V,∇)) = H−p
(
C˜, Cmg,•
C˜
(V,∇)).
For any ̺ ∈ D(D) and for any ⋆ ∈ {!, ∗}, we define the sheaf of ̺-type chains of (V,∇) as
C(̺,⋆),•
C˜
(V,∇) := C•
C˜,∂C˜
⊗ j1⋆L̺(V,∇).
We define the (̺, ⋆)-type homology group of (V,∇) as
H̺,⋆p
(
C◦, (V,∇)) := H−p(C˜, C(̺,⋆),•
C˜
(V,∇)).
If ∂C = ∅, it is denoted by H̺p
(
C◦, (V,∇)). By definition, we have
H !,!p
(
C◦, (V,∇)) = Hrdp (C◦1 , (V,∇)), H∗,∗p (C◦, (V,∇)) = Hmgp (C◦1 , (V,∇)).
Lemma 2.8 For any morphism ̺1 −→ ̺2 in D(D) and ⋆1 −→ ⋆2 in D1, we have the following natural
commutative diagram:
H̺1,⋆1p (C
◦, (V,∇)) −−−−→ H̺2,⋆2p (C◦, (V,∇))
≃
y ≃y
H2−p
(
C, j1⋆1 (V (̺1)⊗ Ω•C)
) −−−−→ H2−p(C, j1⋆2 (V (̺2)⊗ Ω•C)).
Proof It follows from the natural isomorphisms V (̺) ⊗ Ω•C1 ≃ R̟∗L̺(V,∇) in the derived category of CC1-
modules.
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2.7.3 Some general morphisms
Let C be a compact Riemann surface. We assume ∂C = ∅. Let D ⊂ C \∂C be a finite subset. Set C◦ := C \D.
Let C˜ be the oriented real blow of C along D. Let (V,∇) be a meromorphic flat bundle on (C,D). We translate
the morphisms in §2.6.3 to the context of homology groups. Take Q ∈ D. Let ̺1 −→ ̺2 be a morphism in
D(D) such that ̺1(Q) =! and ̺2(Q) = ∗.
We have the natural monomorphism L̺1(SQω (V,∇)) −→ L̺1(V,∇) on C˜. LetQ<0Q,ω(V,∇) denote the quotient
sheaf whose support is contained in ̟−1(Q). Note that C•
C˜
⊗ Q<0Q,ω ≃ ι1!ι−11 Q<0Q,ω = 0, where ι1 denotes the
inclusion C˜ \̟−1(Q) −→ C˜. Hence, we obtain the following exact sequence
H−1
(
̟−1(Q), C•̟−1(Q) ⊗Q<0Q,ω
) −→ H̺11 (C◦,SQω (V,∇)) −→ H̺11 (C◦, (V,∇)) −→
H0
(
̟−1(Q), C•̟−1(Q) ⊗Q<0Q,ω
) −→ H̺10 (C◦,SQω (V,∇)) −→ H̺10 (C◦, (V,∇)). (23)
We also remark that Q<0Q,ω
(Tω(V,∇)) ≃ Q<0Q,ω(V,∇) naturally.
Similarly, we have the natural morphism L̺2(V,∇) −→ L̺2(SQω (V,∇)) on C˜. Let Q≤0Q,ω(V,∇) denote the
quotient sheaf whose support is contained in ̟−1(Q). We obtain the following exact sequence:
H−1
(
̟−1(Q), C•̟−1(Q) ⊗Q≤0Q,ω
) −→ H̺21 (C◦, (V,∇)) −→ H̺21 (C◦,SQω (V,∇)) −→
H0
(
̟−1(Q), C•̟−1(Q) ⊗Q≤0Q,ω
) −→ H̺20 (C◦, (V,∇)) −→ H̺20 (C◦,SQω (V,∇)). (24)
Note that Q≤0Q,ω
(Tω(V,∇)) ≃ Q≤0Q,ω(V,∇) naturally. The commutative diagram (18) is identified with the
following diagram:
H̺11 (C
◦,SQω (V,∇)) −−−−→ H̺21 (C◦,SQω (V,∇))y x
H̺11 (C
◦, (V,∇)) −−−−→ H̺21 (C◦, (V,∇)).
(25)
Set C˜Q := ̟
−1(CQ). For any ̺ ∈ D(D), let ̺Q ∈ D({Q}) denote the restriction. Set C◦Q := CQ \ {Q}. As
the translation of (20), we obtain the following morphism:
H
̺1,Q,!
1
(
C◦Q, Tω(V,∇)
) −→ H̺11 (C◦, (V,∇)). (26)
Here, H
̺1,Q,!
1
(
C◦Q, Tω(V,∇)
)
is obtained from the restriction of (V,∇) to the closure of CQ. As the translation
of (21), we have the following morphism:
H̺21
(
C◦, (V,∇)) −→ H̺2,Q,∗1 (C◦Q, Tω(V,∇)).
The commutative diagram (22) is identified with the following diagram:
H
̺1,Q,!
1
(
C◦Q, Tω(V,∇)
) −−−−→ H̺2,Q,∗1 (C◦Q, Tω(V,∇))y x
H̺11
(
C◦, (V,∇)) −−−−→ H̺21 (C◦, (V,∇)).
(27)
2.7.4 Vanishing
We continue to use the notation in §2.7.3. Take 0 < R1 < R2. We set Y0 := [0, 1[×R, Y1 := [0, 1/2[×]R1, R2[,
Y2 :=]0, 1/2[×]R1, R2[ and Y3 := {0}×]R1, R2[. Let qYi : Yi −→ R denote the projection. Let jYi : Yi −→ Y0
denote the inclusion. We have the map ϕQ : Y0 −→ C˜Q given by ϕQ(r, θ) = (r, e
√−1θ).
Let (L,F) be the 2πZ-equivariant local system with Stokes structure corresponding to (V,∇)|CQ . Let L be
the local system on C˜(D) induced by L. We have the 2πZ-equivariant constructible subsheaf NY1 ⊂ ϕ∗Q(L)
determined by NY1|Y3 = L
<0 and NY1|Y2 = q
−1
Y2
(L≤0). We shall use the following obvious lemma for our
computations.
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Lemma 2.9 Any 1-cycle for jY1!NY1 induces 0 in H
rd
1 (C
◦, (V,∇)).
Proof It follows from H1
(
Y0, jY1!NY1
)
= 0.
2.8 Fourier transforms and local Fourier transforms
2.8.1 Fourier transforms
LetM be a coherent algebraic D-module on Cz. It is equivalent to a finitely generated C[z]〈∂z〉-module M . We
set Four±(M) :=M as C-vector spaces. We obtain the C[w]〈∂w〉-modules Four±(M) by setting w ·m = ∓∂zm
and ∂wm = ±zm. We obtain the corresponding algebraic D-modules Four±(M) on Cw.
They are also obtained as the integral transforms of D-modules given as follows. Set H := (P1z × {∞}) ∪
({∞}× P1w). We set L(±zw) := OP1z×P1w(∗H) with the connection given by d± d(zw). Let pz : P1z × P1w −→ P1z
and pw : P
1
z × P1w −→ P1w be the projections. We obtain the D-modules p∗z(M)⊗ L(zw) on P1z × P1w. Then, we
have
Four±(M) ≃ p0w+
(
p∗z(M)⊗ L(±zw)
)
.
For any algebraic holonomic DC-moduleM , letD(M) denote the dual holonomicDC-module. Then, we have
Four±(DM) ≃ DFour∓(M). In particular, for a meromorphic flat bundle V on (P1, D ∪ {∞}), we naturally
have Four+(V ) ≃ Four−(V ∨(!D))∨ and Four+(V (!D)) ≃ Four−(V ∨)∨ on a neighbourhood of ∞.
2.8.2 Local Fourier transforms
The local Fourier transform was introduced in [5]. Let D be a finite subset of C. Let V be a meromorphic flat
bundle on (P1, D ∪ {∞}). We naturally regard V as a D-module on P1. It is known that Four±(V )|∞̂ depend
only on V|α̂ (α ∈ D ∪ {∞}). More precisely, according to [5], the following holds.
• We have a functor F(0,∞)± from the category of C((z))〈∂z〉-modules to the category of C((w−1))〈∂w−1 〉-
modules.
• We have a functor F(∞,∞)± from the category of C((z−1))〈∂z−1 〉-modules to the category of C((w−1))〈∂w−1 〉-
modules.
• We have Four±(V )|∞̂ = F(∞,∞)± (V|∞̂)⊕
⊕
α∈D F
(0,∞)
± (V|α̂)⊗
(
C((w−1)), d± α dw).
The functors F
(0,∞)
± and F
(∞,∞)
± are called the local Fourier transforms.
2.8.3 Explicit description of local Fourier transforms
The local Fourier transforms were explicitly computed in [8], [11] and [22]. We recall the explicit description of
the local Fourier transforms by following Sabbah [22].
Expression of F
(0,∞)
± Take any non-zero ρ ∈ UC[[U ]], and a ∈ C((U)). We set
ρ̂
(0)
± (U) := ∓
ρ′(U)
a′(U)
, â
(0)
± (U) := a(U)−
ρ(U)
ρ′(U)
a′(U) = a(U)± ρ(U)
ρ̂
(0)
± (U)
.
Let R be any regular singular differential C((U))-module. Let V be the C((z))〈∂z〉-module induced by (C((U)), d+
da)⊗R and z = ρ(U), i.e., V is obtained as the push-forward of (C((U)), d + da)⊗R by ρ. Then, F(0,∞)± (V ) is
isomorphic to the C((w−1))〈∂w−1〉-module obtained as the push-forward of (C((U)), d+ dâ(0)± + (n/2)dU/U)⊗R
by w−1 = ρ̂(0)± (U).
For any non-zero g =
∑
gjU
j ∈ C((U)), let ord(g) denote the minimum of {j | gj 6= 0}. Note that if
ord(ρ) = p and ord(a) = −n, then ord ρ̂(0)± = n+ p and ord(â(0)± ) = −n.
Take an (n+ p)-square root un+p of u = w
−1. We may regard the above construction as follows. We set
F±a,un+p(U) := a(U)± u−n−pn+p ρ(U).
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We can take ζ±m(un+p) ∈ un+pC[[un+p]] (m = 1, . . . , n+ p) such that ∂UF±a,un+p(ζ±m(un+p)) = 0. Then, the pull
back of F
(0,∞)
± (V ) by un+p 7−→ u = un+pn+p is isomorphic to
n+p⊕
m=1
(
C((un+p)), d+ dF
±
a,un+p(ζ
±
m(un+p)) + (n/2)dun+p/un+p
)
⊗R.
Expression of F
(∞,∞)
± Take any non-zero ρ ∈ UC[[U ]] and a ∈ C((U)) such that ord(ρ) < − ord(a). We set
ρ̂
(∞)
± (U) := ±
ρ′(U)
a(U)ρ(U)2
, â
(∞)
± (U) := a(U) +
ρ(U)
ρ′(U)
a′(U) = a(U)± 1
ρ(U) · ρ̂(∞)± (U)
.
Let R be any regular singular differential C((U))-module. Let V be the C((z−1))〈∂z−1 〉-module obtained as the
push-forward of
(
C((U)), d + da
) ⊗ R by z−1 = ρ(U). Then, F(∞,∞)± (V ) is isomorphic to the push-forward of(
C((U)), d + dâ
(∞)
± + (n/2)dU/U
)⊗R by w−1 = ρ̂(∞)± (U).
Set n := − ord(a) and p := ord(ρ). Let un−p be an (n− p)-th root of u = w−1. We also set
G±a,un−p(U) := a(U)±
1
un−pn−pρ(U)
.
We have ζm(un−p) ∈ un−p · C[[un−p]] (m = 1, . . . , n− p) such that ∂UG±a,u(ζ±m(un−p)) = 0. The pull back of V̂
by un−p 7−→ un−pn−p is isomorphic to
n−p⊕
m=1
(
C((un−p)), d+ dG±a,u(ζ
±
m(un−p)) + (n/2)dun−p/un−p
)
⊗R.
2.8.4 Some induced maps
Let D be a finite subset in C. Let (V ,∇) be a meromorphic flat bundle on (P1z , D ∪ {∞}). We have a
neighbourhood Uw,∞ of ∞ in P1w such that Four+
(V(̺))|Uw,∞\{∞} are flat bundles for any ̺ ∈ D(D). Let
LF̺ (V) denote the corresponding 2πZ-equivariant local systems on R.
Lemma 2.10 Take Q ∈ D and for ω ∈ Q>0. Take a morphism ̺1 −→ ̺2 in D(D) such that ̺1(Q) =! and
̺2(Q) = ∗. We have the following naturally defined commutative diagram on Uw,∞:
LF̺1
(SQω (V)) −−−−→ LF̺2(SQω (V))y x
LF̺1
(V) −−−−→ LF̺2(V)
Proof Let E(zw) denote the meromorphic flat bundle (OP1w(∗∞), d + d(zw)) on (P1z,∞). The fibers of
LF̺
(SQω (V)) over θ ∈ R are identified with the cohomology groups
H1
(
P1z,SQω (V)(̺)⊗ E(zte−
√−1θ)⊗ Ω•P1z
)
for a sufficiently large t > 0. Hence, we obtain the desired morphisms by the consideration in §2.6.3.
Take a small neighbourhood Uz,∞ of ∞ in P1z such that (V ,∇)|Uz,∞\{∞} is a flat bundle. Take ω > 1. We
have the meromorphic flat bundle Tω
(
(V ,∇)|Uz,∞
)
. It is naturally extended to a meromorphic flat bundle on
(P1z, {0,∞}) with regular singularity at 0, which we denote by T ∞ω (V ,∇).
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Lemma 2.11 Let ̺1 −→ ̺2 be a morphism in D(D). We have the following naturally defined commutative
diagram:
LF! (T ∞ω (V ,∇)) −−−−→ LF∗ (T ∞ω (V ,∇))y x
LF̺1(V ,∇) −−−−→ LF̺2 (V ,∇).
Proof We obtain the desired morphisms from the consideration in §2.6.3.
2.8.5 Variant
Let ̟ : P˜1∞ −→ P1 denote the oriented real blow up along ∞. By the standard coordinate z on C = P1 \ {∞},
the fiber ̟−1(∞) is identified with {e
√−1θ | θ ∈ R}.
We set Y := P˜1∞ × R. Let Z ⊂ ϕ−1(∞)× R denote {(e
√−1θ, θu) | Re(e
√−1(θ−θu)) ≤ 0}. Let ι : Y \ Z −→ Y
be the open embedding. We set P := ι!CY\Z .
Let D ⊂ C be a finite subset. Let ̟D : P˜1D∪{∞} −→ P˜1∞ denote the oriented real blow up along D. We
set YD := P˜1D∪{∞} × R. Let qi (i = 1, 2) denote the projections of YD onto the i-th component. For any
constructible sheaf N on P˜1D∪∞, we obtain F(N ) := Rq2∗q−11
(N ⊗ (̟D × idR)−1P)[1] in the derived category
of 2πZ-equivariant cohomologically constructible sheaves on R.
For R ≥ 0, let UR := {|z| > R} ∪ {∞} ⊂ P1. Let U˜R := ̟−1(UR). Let j : U˜R −→ P˜1∞ denote the inclusion.
Let L be a local system on U˜R. The following lemma is obvious.
Lemma 2.12 F
(
j⋆L
)
is naturally isomorphic to the pull back of L by R −→ P˜1∞ by θu 7−→ (∞, e
√−1θu).
Let (V ,∇) be a meromorphic flat bundle on (P1, D ∪ {∞}) with regular singularity at ∞. Then, for
any ̺ ∈ D(D), Four+(V(̺)) are meromorphic flat bundles on (P1, {0,∞}) with regular singularity at 0. Let
(LF̺ (V),F) denote the 2πZ-equivariant local system with Stokes structure on R associated to Four+(V(̺)). The
following lemma is obvious.
Lemma 2.13 LF̺ (V) is naturally isomorphic to F
(L̺(V ,∇)).
2.9 Holonomic D-modules on curves
2.9.1 Local description of holonomic D-modules
Set C := {z ∈ C | |z| < 1}. Let O denote the origin. Set V0DC := OC〈z∂z〉 ⊂ DC . Let M be any holonomic
DC -module on C.
Let ≤C be the total order on C induced by the lexicographic order and the identification C ≃ R×R obtained
as a+
√−1b←→ (a, b). Then, we have an increasing filtration V•(M) indexed by (C,≤C) characterized by the
following conditions.
• Each Vα(M) is a coherent V0DC-submodule of M such that Vα(M)(∗O) =M.
• We have M = ⋃α∈C Vα(M), and we have Vα(M) = ⋂β>Cα Vβ(M) for any α.
• We have a finite subset S ⊂ {α ∈ C | 0 ≤ Re(α) < 1} such that
GrVα (M) := Vα(M)
/ ⋃
β>Cα
Vβ(M)
is 0 unless α ∈ S + Z.
• We have zVα(M) ⊂ Vα−1M and ∂zVα(M) ⊂ Vα+1(M).
• The induced actions of ∂zz + α on GrVα (M) are nilpotent.
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It is easy to see that z : GrVα (M) ≃ GrVα−1(M) is an isomorphism unless α = 0, and ∂z : GrVα (M) ≃ GrVα+1(M)
is an isomorphism unless α = −1. Let var and can denote the maps z : GrV0 (M) −→ GrV−1(M) and −∂z :
GrV−1(M) −→ GrV0 (M), respectively. By the construction, var ◦ can is the nilpotent map N on GrV−1(M)
induced by −z∂z = −∂zz + 1. It is easy to see that GrV−1(M) depends only on M(∗0).
Let C denote the category of the tuples (V ,Q; a, b) as follows.
• V is a meromorphic flat bundle on (C, 0).
• Q is a C-vector space.
• a : GrV−1(V) −→ Q and b : Q −→ GrV−1(V) are C-linear maps such that b ◦ a = N .
• A morphism (V1,Q1; a1, b1) −→ (V2,Q2; a2, b2) is given as a tuple of morphisms f : V1 −→ V2 and
g : Q1 −→ Q2 such that the following induced diagram is commutative:
GrV−1(V1) a1−−−−→ Q1 b1−−−−→ GrV−1(V1)
f
y gy fy
GrV−1(V2) a2−−−−→ Q2 b2−−−−→ GrV−1(V2).
Let Hol(C, 0) denote the category of holonomic DC -modules M such that M(∗0) is a meromorphic flat
bundle on (C, 0). We obtain the functor Ψ : Hol(C, 0) −→ C given by (M,GrV0 (M); can, var). The following is
well known due to Beilinson, Kashiwara and Malgrange.
Proposition 2.14 The functor Ψ is an equivalence.
Note that GrV−1(M) −→ GrV0 (M) −→ GrV−1(M) is identified with the morphisms
GrV0 (M(!O)) −→ GrV0 (M) −→ GrV0 (M(∗O)).
2.9.2 Formal completion
For any OC -module M , let MO denote the stalk of M at O, and let M|Ô denote the formal completion of M at
0, i.e., M|Ô =MO ⊗OC,O C[[z]].
Let (V ,∇) be a meromorphic flat bundle on (C,O). We have meromorphic flat bundles (Vi,∇) (i = 1, 2)
and an isomorphism
(V|Ô,∇) ≃ (V1|Ô,∇)⊕ (V2|Ô,∇) (28)
such that (i) (V1,∇) is regular singular, (ii) the set of ramified irregular values of (V2,∇) does not contain 0.
The isomorphism (28) preserves the V -filtrations. We also have Vα(V2) = V2 for any α. Hence, we have the
natural isomorphisms
GrVα (V) ≃ GrVα (V1). (29)
Let (V ,Q; a, b) be an object in C. By the isomorphisms (29), we obtain the morphisms
GrV−1(V1) a1−−−−→ Q b1−−−−→ GrV−1(V1).
We have a regular holonomic DC -module M1 corresponding to (V1,Q; a1, b1).
Lemma 2.15 Let M be a holonomic DC-module corresponding to (V,Q; a, b). Then, we have a natural iso-
morphism M|Ô ≃M1|Ô ⊕ V2|Ô.
Proof We have the natural morphisms f : VO −→ V|Ô and gα : M1|Ô ⊕ V2|Ô −→ V|Ô. We consider the
following morphisms induced by f and −g:
VO ⊕
(
M1|Ô ⊕ V2|Ô
)
−→ V|Ô. (30)
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We also have the induced morphisms
Vα(V)O ⊕
(
Vα(M1|Ô)⊕ V2|Ô
)
−→ Vα(V)|Ô. (31)
If α <C 0, then Vα(M1|Ô)⊕ V2|Ô ≃ Vα(V)|Ô. It is easy to see that the induced morphisms
Vβ(V)O
/
Vα(V)O −→ Vβ(V)|Ô
/
Vα(V)|Ô
are isomorphism. Hence, the morphism (30) is surjective. Moreover, the induced morphisms (31) are also
surjective. Let KO denote the kernel of (30). It determines a DC -module K in Hol(C, 0). By the construction,
it is equipped with a V -filtration Vα(K) (α ∈ C) such that Vα(K) are isomorphic to the kernel of (31). By the
construction, we have a natural isomorphism
K|Ô ≃M1|Ô ⊕ V2|Ô. (32)
By the isomorphism (32), K is an object in Hol(C, 0) corresponding to (V ,Q; a, b). Hence, we have an isomor-
phism K ≃M. It implies the claim of the lemma.
2.9.3 Reduction of holonomic D-modules with respect to the Stokes structure
Let M∈ Hol(C, 0). We have Ψ(M) = (V ,Q; a, b). Take ω ∈ Q>0. Then, we have the meromorphic flat bundle
Tω(V) on (C, 0). We have the natural isomorphism
GrV−1(Tω(V)) ≃ GrV−1(V).
Hence, we have the induced morphisms:
GrV−1(Tω(V)) a1−−−−→ Q b1−−−−→ GrV−1(Tω(V)).
We obtain a holonomicD-module Tω(M) corresponding to (Tω(V),Q; a1, b1). Note that Tω(V)(!O) ≃ Tω
(V(!O)).
2.10 The regular part of the Fourier transform at infinity
Let M be a holonomic D-module on P1z with M(∗∞) =M. We have a finite subset D ⊂ C such that M(∗D)
is a meromorphic flat bundle on (P1, D ∪ {∞}). We have the natural morphisms M(!D) −→M −→M(∗D).
Set MF := Four+(M), which we regard a D-module on P1w.
Let u = w−1 be the coordinate of P1w around ∞. Set P(u−1) :=
⋃
e∈Q>0 u
−1/eC[u−1/e]. For any non-zero
element f =
∑N
j=0 fju
−j/e of P(u−1), we set ordu−1(f) = max{j | fj 6= 0}. Let Pa(u−1) := {f ∈ P(u−1) | f 6=
0, ordu−1(f) = a}. We set P≤a(u−1) := {0} ∪
⋃
b≤a Pb(u−1) and P>a(u−1) :=
⋃
b>a Pb(u−1).
Because the supports of the kernel and the cokernel of M −→ M(∗D) are contained in D, we have the
decomposition
MF|∞̂ =
⊕
α∈D
MF∞̂,α ⊕V(M),
such that the sets of ramified irregular values of MF∞̂,α are contained in
{
αu−1 + f
∣∣ f ∈ P<1(u−1)}, and the
set of ramified irregular values of V(M) is contained in P>1(u−1). We also have the decomposition
MF∞̂,α ⊗
(
C((u)), d − d(αu−1)) = (MF∞̂,α)1 ⊕ (MF∞̂,α)2
into the regular part and the irregular part. Note that the natural morphisms M(!D) −→ M −→ M(∗D)
induce the following.
• Isomorphisms V(M(!D)) ≃ V(M) ≃ V(M(∗D)).
• Isomorphisms (M(!D)F∞̂,α)2 ≃ (MF∞̂,α)2 ≃ (M(∗D)F∞̂,α)2
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• Isomorphisms GrVα
(M(!D)F∞̂,α)1 ≃ GrVα (MF∞̂,α)1 ≃ GrVα (M(∗D)F∞̂,α)1 for any α 6∈ Z.
It also follows from the fact that the kernel and the cokernel ofM(!D) −→M −→M(∗D) are contained in D.
For each α ∈ D, let Mα denote the restriction of M to a disc centered at α. We have the following
morphisms:
GrV−1(Mα) canα−−−−→ GrV0 (Mα) varα−−−−→ GrV−1(Mα). (33)
Lemma 2.16 For each α ∈ D, the morphisms
GrV−1
((M(!D))F∞̂,α) −−−−→ GrV−1(MF∞̂,α) −−−−→ GrV−1((M(∗D))F∞̂,α)
are naturally identified with the morphisms (33). The canonical nilpotent endomorphism −u∂u on GrV−1
(MF∞̂,α)
is identified with canα ◦ varα.
Proof We give only an indication of a proof. For each α ∈ D, we have the decomposition
M|α̂ = M̂regα ⊕ M̂irrα ,
where M̂reg is regular singular, and M̂irr is isomorphic to the formal completion of a meromorphic flat bundle
whose set of ramified irregular values does not contain 0. We take a good lattice pair for M̂irrα in the sense of
[5], i.e., sub-lattices Ĉ0,irrα ⊂ M̂irrα and Ĉ1,irrα ⊂ M̂irrα ⊗ Ω1 such that (i) ∇
(Ĉ0,irrα ) ⊂ Ĉ1,irrα , (ii) Ĉ0,irrα dz ⊂ Ĉ1,irrα ,
(iii) Ĉ0,irrα ∇−→ Ĉ1,irrα is naturally quasi isomorphic to M̂irrα ∇−→ M̂irrα . We set
Ĉ0α := V−1(M̂regα )⊕ Ĉ0,irrα , Ĉ1α := V0(M̂regα )⊕ Ĉ1,irrα .
We have the decomposition M|∞̂ = G1 ⊕ G2, where the set of ramified irregular values of G1 is contained
in P≤1(z), and the set of ramified irregular values of G2 is contained in P>1(z). Let GDM1 ⊂ G1 denote the
Deligne-Malgrange lattice. Note that zℓGDM1 ∂z+w−→ zℓGDM1 is naturally quasi isomorphic to G1 ∂z+w−→ G1 if |w| is
sufficiently large. We take lattices Ĉ0∞(G2) ⊂ G2 and Ĉ1∞(G2) ⊂ G2 dz such that (i) ∇zĈ0∞(G2) ⊂ Ĉ1∞(G2), (ii)
dz Ĉ0∞(G2) ⊂ Ĉ1∞(G2), (iii) the complexes Ĉ0∞(G2) ∂z−→ Ĉ1∞(G2) and G2 ∂z−→ G2 are quasi-isomorphic. We set
PℓĈ0∞ := zℓ
(
GDM1 ⊕ Ĉ0∞(G2)
)
, PℓĈ1∞ := zℓ+2GDM1 ⊕ zℓĈ1∞(G2).
We have the OP1 -coherent submodules PℓC0 ⊂ PℓC1 ⊂ M such that PℓCi|α̂ ≃ Ĉiα for any α, and PℓCi|∞̂ ≃
PℓĈi∞. The complex PℓC0 ∂z+w−→ PℓC1 is naturally quasi-isomorphic to M ∂z+w−→ M if |w| is sufficiently large. If
ℓ is sufficiently large, we may assume that H1(P1,PℓCi) = 0.
We take a small neighbourhood U of ∞ in P1w. Let pz : P1z × U −→ P1z and pw : P1z × U −→ U denote the
projections.
We obtain the following complexes PℓC˜•(M) on P1z × P1w:
p∗zPℓC0 ⊗ p∗wOU (−{∞}) ∂z+u
−1
−−−−−→ p∗zPℓC1.
If ℓ is large, have R1pw∗PℓC˜i = 0, and we obtain the coherent sheaf Eℓ := R1pw∗PℓC˜• on U . We have a natural
isomorphism Eℓ(∗∞) ≃ Four+(M)|U . As in [5], we have
Eℓ|∞̂ ≃
⊕
α∈D
Cok
(
uĈ0α[[u]] ∂z+u
−1
−→ Ĉ1α[[u]]
)
⊕ Cok
(
uPℓĈ0∞[[u]] ∂z+u
−1
−→ PℓĈ1∞[[u]]
)
.
We have the decomposition
Cok
(
uĈ0α[[u]] ∂z+u
−1
−→ Ĉ1α[[u]]
)
≃ Cok
(
uV−1(M̂regα )[[u]] ∂z+u
−1
−→ V0(M̂regα )[[u]]
)
⊕ Cok
(
Ĉ0,irrα [[u]] ∂z+u
−1
−→ Ĉ1,irrα [[u]]
)
.
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It is known that
Cok
(
uV−1(M̂regα )[[u]] ∂z+u
−1
−→ V0(M̂regα )[[u]]
)
(∗∞) ≃ (MF∞̂,α)1.
Take a vector subspace Hα ⊂ V0M̂regα such that Hα ⊕ V−1(M̂regα ) = V0(M̂regα ) as a C-vector space. Then, it is
easy to see that V0(M̂regα )[[u]] = Hα[[u]]⊕ Im(∂z + u−1). Hence, we obtain the following C[[u]]-isomorphism
Hα[[u]] ≃ Cok
(
uV−1(M̂regα )[[u]] ∂z+u
−1
−→ V0(M̂regα )[[u]]
)
=: Lα(M).
It is a C[[u]]-lattice of
(MF∞̂,α)1. For any f ∈ Hα, we have u∂uf = ∂z(z−α)f −αu−1f in (MF∞̂,α)1. We obtain
that (−u∂u + αu−1)Lα(M) ⊂ Lα(M), and the induced action is identified with canα ◦ varα on GrV0 (Mα) ≃
Hα. Hence, we obtain that Lα(M) = V−1
((MF∞̂,α)1), and the isomorphism GrV−1((MF∞̂,α)1) ≃ GrV0 (Mα)
compatible with the actions of the canonical nilpotent maps. We also have the following:
GrV−1
((M(!D)F∞̂,α)1) −−−−→ GrV−1((MF∞̂,α)1) −−−−→ GrV−1((M(∗D)F∞̂,α)1)
≃
y ≃y ≃y
GrV0 (M(!D)α) −−−−→ GrV0 (Mα) −−−−→ GrV0 (M(∗D)α)
The lower morphisms are identified with GrV−1(Mα) −→ GrV0 (Mα) −→ GrV−1(Mα).
3 Stokes shells
3.1 Preliminary
3.1.1 Notation
We shall use the notation in §2.2. Let I ⊂ z−np C be a Gal(p)-invariant subset satisfying I = −I and 0 ∈ I. We
define the equivalence relation ∼ on I as follows.
• a ∼ b if and only if there exists a > 0 such that a = ab.
Let [I] := I/ ∼. For each λ ∈ [I], let I(λ) ⊂ I denote the inverse image of λ by the projection I −→ [I]. We
have the Gal(p)-action on [I] naturally induced by the Gal(p)-action on I. In particular, the automorphism ρ∗
of I induces an automorphism of [I], which is also denoted by ρ∗.
Set S0(λ) := S0(I(λ)). Note that there exists θλ ∈ R such that S0(λ) =
{
θλ + ℓπ/ω
∣∣ ℓ ∈ Z}. Set
T (λ) := T (I(λ)) for λ ∈ [I∗], which is identified with the set of the connected components of R \ S0(λ). Let
T (λ)+ ⊂ T (λ) be the set of J ∈ T (λ) such that a >J 0 for any a ∈ I(λ). Set T (λ)− := T (λ) \ T (λ)+. We set
T (0) := T (I).
We set A(I) :=∐λ∈[I]{(λ, J) ∣∣ J ∈ T (λ)}. We also set
A>0(I) :=
∐
λ∈[I]
{
(λ, J)
∣∣ J ∈ T (λ)>0}, A<0(I) := ∐
λ∈[I]
{
(λ, J)
∣∣ J ∈ T (λ)<0}.
We put A0(I) := A(I) \ (A>0(I) ∪ A<0(I)) = {(0, J) | J ∈ T (λ)}.
For J ∈ T (I), the set [IJ,>0] consists of one element λ+(J), and the set [IJ,<0] consists of one element
λ−(J). We set
B2(I)J :=
{
(λ+(J), 0; J), (λ+(J), λ−(J); J), (0, λ−(J); J)
}
.
We also set B2(I) :=
∐
J∈T (I) B2(I)J .
Let I˜ be a Gal(p)-invariant subset of z−1p C[z−1p ] such that (i) ord(I˜) = −ω, (ii) 0 ∈ I˜, (iii) πω(I˜) = I. Then,
let I˜(λ) denote the inverse image of I(λ) by πω .
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3.2 Stokes graded local systems
Set ω := n/p. Let I˜ be a Gal(p)-invariant subset of z−1p C[z−1p ] such that (i) ord(I˜) = −ω, (ii) I˜ = −I˜, (iii)
0 ∈ I˜. Set I := πω(I˜). Recall the notion of Stokes graded local systems in this particular context. (See §2.1.1.)
Definition 3.1 A 2πZ-equivariant Stokes graded local system over (I˜, [I]) on R is a 2πZ-equivariant local
system K• =
⊕
λ∈[I]Kλ with a Stokes structure F such that the following holds.
• The Stokes structure F of K• is the direct sum of Stokes structures on Kλ indexed by I˜(λ).
Similarly, a 2πZ-equivariant Stokes graded local system over (I˜, I) on R is a 2πZ-equivariant local system
K• =
⊕
λ∈[I]Kλ with a Stokes structure F such that the following holds.
• The Stokes structure F of K• is the direct sum of Stokes structures on Ka indexed by π−1ω (a).
Let LocSt(I˜, [I]) (resp. LocSt(I˜, I)) denote the category of 2πZ-equivariant Stokes graded local systems
over (I˜, [I]) (resp. (I˜, I)).
3.2.1 Another expression
It is convenient for us to consider another expression of objects in LocSt(I˜, [I]).
Definition 3.2 A 2πZ-equivariant Stokes tuple of vector spaces over (I˜, [I]) is a tuple (K,F ,Φ,Ψ) as follows.
• K =
(
Kλ,J
∣∣∣ (λ, J) ∈ A(I)) denotes a tuple of vector spaces. Each Kλ,J is equipped with a Stokes
structure F(Kλ,J) :=
{Fθ(Kλ,J) ∣∣ θ ∈ J} indexed by I˜(λ).
• Φ denotes a tuple of isomorphisms:
Φ
J+π/ω,J
λ : (Kλ,J ,Fϑ
J
r ) ≃ (Kλ,J+π/ω,Fϑ
J
r )
(
(λ, J) ∈ A(I))
ΦJ2,J10 : K0,J1 ≃ K0,J2 ((0, Ji) ∈ A(I), J1 ⊢ J2).
We assume that ΦJ2,J10 preserves the filtrations Fθ for θ ∈ J1 ∩ J2.
• Ψ denotes a tuple of isomorphisms Ψλ,J : (Kλ,J ,F) ≃ (Kρ∗(λ),ρ−1(J),F) for (λ, J) ∈ A(I), where we use
the bijection of the index sets ρ∗ : I(λ) ≃ I(ρ∗(λ)). We impose the following compatibility:
Φ
ρ−1(J+π/ω),ρ−1(J)
ρ∗(λ) ◦Ψλ,J = Ψλ,J+π/ω ◦ ΦJ+π/ω,Jλ , Φρ
−1(J2),ρ−1(J1)
0 ◦Ψ0,J1 = Ψ0,J2 ◦ΦJ2,J10 .
The maps Ψλ,J will often be denoted by ΨJ .
Let (K•,F) ∈ LocSt(I˜, [I]). For each (λ, J) ∈ A(I), we set Kλ,J := Γ(J,Kλ). The vector space Kλ,J is
equipped with a family of filtrations Fθ (θ ∈ J) indexed by (I˜(λ),≤θ). For λ ∈ [I∗], we obtain an isomorphism
Φ
J+π/ω,J
λ as Kλ,J ≃ Kλ|ϑJr ≃ Kλ,J+π/ω. We also obtain Φ
J2,J1
0 as K0,J1 ≃ Γ(J1 ∩ J2,K0) ≃ K0,J2 . Thus, we
obtain a tuple of isomorphisms Φ. By the 2πZ-action on K•, we naturally obtain tuple Ψ of isomorphisms
Ψλ,J : (Kλ,J ,F) ≃ (Kρ∗(λ),ρ−1(J),F). It is easy to see that D(K•,F) := (K,F ,Φ,Ψ) is a 2πZ-equivariant
Stokes tuple of vector spaces over (I˜, [I]). Conversely, let (K,F ,Φ,Ψ) be a 2πZ-equivariant Stokes tuple of
vector spaces over (I˜, [I]). For each λ, we obtain a local system with Stokes structure (Kλ,F) on R indexed by
I˜(λ) by gluing (Kλ,J ,F) (J ∈ T (λ)) via Φ. The direct sum L(K,F ,Φ,Ψ) =
⊕
λ∈[I](Kλ,F) is naturally an
object in LocSt(I˜, [I]). The following is clear by the constructions.
Lemma 3.3 We naturally have D ◦ L(K,F ,Φ,Ψ) = (K,F ,Φ,Ψ) and L ◦D(L•,F) ≃ (L•,F).
We set K<0,J := Kλ−(J),J and K>0,J := Kλ+(J),J to simplify the description.
Let (K•,F) ∈ LocSt(I˜, [I]). Set (K,F ,Φ,Ψ) := D(K•,F). For any λ ∈ [I] and for any J1, J2 ∈ T (λ),
we have the isomorphism ΦJ2,J1λ : Kλ,J1 ≃ Kλ,J2 induced by the parallel transport of Kλ, which is naturally
obtained from Φ.
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3.2.2 Some notation
EachKλ,J is equipped with a family of filtrations Fθ (θ ∈ J) indexed by (I˜,≤θ). We have the induced filtrations
πω∗Fθ indexed by (I,≤θ). According to the general theory of local systems with Stokes structure, we have the
unique decomposition
Kλ,J =
⊕
a∈I(λ)
Ka,J−
which is a splitting of πω∗Fθ for any θ ∈ J−. Similarly we have the unique decomposition
Kλ,J =
⊕
a∈I(λ)
Ka,J+
which is a splitting of πω∗Fθ for any θ ∈ J+. Note that Ka,J+ is not equal to Ka,J− in Kλ,J , but we have the
naturally induced isomorphisms
Ia,J : Ka,J− ≃ Ka,J+ .
Indeed, it is induced as Ka,J− ≃ Fθa/Fθ<a ≃ Ka,J+ , which is independent of θ. Let Iλ,J be the automorphism
of Kλ,J obtained as follows:
Kλ,J =
⊕
a∈I(λ)Ka,J−
⊕
Ia,J−−−−−→ ⊕
a∈I(λ)Ka,J+ = Kλ,J . (34)
We set Rλ,J := id−Iλ,J . For each a ∈ I(λ), we have Rλ,J(Ka,J−) ⊂
⊕
b<Ja
Kb,J+. We have the equivariance
Rρ∗(λ),ρ−1(J) ◦Ψλ,J = Ψλ,J ◦Rλ,J .
3.2.3 Associated graded objects and the inverse construction
Let (K•,F) ∈ LocSt(I˜, [I]). Each Kλ is equipped with the Stokes structure F indexed by I˜(λ). We have the
induced Stokes structure πω∗F on Kλ indexed by I(λ). As the associated graded objects, we obtain the local
system
⊕
a∈I(λ)Gr
(ω)
a (Kλ) graded over I(λ) equipped with the induced Stokes structure F indexed by I˜(λ).
The direct sum Gr(ω)(K•) :=
⊕
λ∈[I]
⊕
a∈I(λ)Gr
(ω)
a (Kλ) is naturally an object in LocSt(I˜, I). Note that, for
J ∈ T (λ) and a ∈ I(λ), we have the natural identifications
H0(J±,Gr(ω)a (Kλ)) ≃ Ka,J± .
It is well known that (K•,F) is recovered from (Gr(ω)(K•),F) with the tuple of morphisms
(
Rλ,J
∣∣ (λ, J) ∈
A(I)), which we briefly recall.
Let (Q•,F) =
⊕
a∈I(Qa,F) ∈ LocSt(I˜, I). We may naturally regard it as an object in LocSt(I˜, [I]). Set
(Q,F ,Φ,Ψ) := D(Q•,F). We have the natural decomposition Qλ,J =
⊕
a∈I(λ)Qa,J . Suppose that we are
given a tuple of endomorphisms R =
(
Rλ,J
∣∣ (λ, J) ∈ A(I)) on Qλ,J such that (i) Rλ,J(Qa,J) ⊂⊕b<JaQb,J ,
(ii) Rρ∗(λ),ρ−1(J) ◦Ψλ,J = Ψλ,J ◦Rλ,J .
Let us construct an object (Q˜•,F) in LocSt(I˜, [I]). For each J ∈ T (λ), let Q˜λ,J± denote the local system
on J± induced by Qλ,J . Each stalk Q˜λ,J±|θ (θ ∈ J±) is equipped with the filtration Fθ indexed by (I˜(λ),≤θ).
The automorphism id+Rλ,J on Qλ,J induces an isomorphism Q˜λ,J−|J −→ Q˜λ,J+|J . Because it preserves the
filtrations Fθ (θ ∈ J), we obtain a local system with the Stokes structure (Q˜λ,J ,F) on J indexed by I˜(λ) by
gluing (Q˜λ,J± ,F). By using the isomorphisms Qλ,J ≃ Qλ,J+π/ω, we can glue (Q˜λ,J ,F) for J ∈ T (λ), and we
obtain a local system with Stokes structure (Q˜λ,F) indexed by I˜(λ) on R. The direct sum
⊕
λ∈[I](Q˜λ,F) is
naturally an object in LocSt(I˜, [I]).
We can easily see that the constructions (K•,F) 7−→ (Gr(ω)(K•),F ,R) and (Q•,F ,R) 7−→ (Q˜•,F) are
functorial and mutually inverse.
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3.2.4 Construction of Stokes graded local systems over (I˜, [I]) as extension
Let F : (K1,•,F) −→ (K2,•,F) be a morphism in LocSt(I, [I]). Set (Ki,F ,Φi,Ψi) := D(Ki,•,F). We have
the induced endomorphisms Ri,λ,J of Ki,λ,J . Suppose that we are given a tuple G =
(
Gλ,J | (λ, J) ∈ A(I)
)
as
follows:
• Morphisms Gλ,J : K2,λ,J −→ K1,λ,J such that R1,λ,J = Gλ,J ◦ F and R2,λ,J = F ◦ Gλ,J . We impose
Ψ1,λ,J ◦Gλ,J = Gρ∗(λ),ρ−1(J) ◦Ψ2,λ,J .
Suppose moreover that we are given an object (Q•, F˜) in LocSt(I˜, I) with morphisms of 2πZ-equivariant I-
graded local systems
Gr(ω)• (K1•) Λ1−−−−→ Q• Λ2−−−−→ Gr(ω)• (K2•)
such that Λ2 ◦ Λ1 = Gr(ω)(F ).
Let us construct an object (Q˜•, F˜) in LocSt(I˜, [I]) with morphisms
(K1,•,F) Λ˜1−−−−→ (Q˜•, πω∗F˜) Λ˜2−−−−→ (K2,•,F) (35)
in LocSt(I, [I]) such that Λ˜2 ◦ Λ˜1 = F and Gr(ω)(Λ˜i) = Λi. Set (K ′i,F ,Φi,Ψi) := D
(
Gr(ω)(Ki,•),F
)
and
(Q,F) := D(Q•,F). We have the two isomorphisms ai,λ,J± : K ′i,λ,J ≃ Ki,λ,J obtained as the composite of the
following isomorphisms:
K ′i,λ,J =
⊕
a∈I(λ)
K ′i,a,J ≃
⊕
a∈I(λ)
Ka,J± = Ki,λ,J .
We have the morphisms G′λ,J : K
′
2,λ,J −→ K ′1,λ,J obtained as the following morphisms:
K ′2,λ,J
a2,λ,J−−−−−−→ K2,λ,J Gλ,J−−−−→ K1,λ,J
a−11,λ,J+−−−−−→ K ′1,λ,J .
We obtain the endomorphisms R˜λ,J of Qλ,J obtained as the composite of the following:
Qλ,J
Λ2−−−−→ K ′2,λ,J
G′λ,J−−−−→ K ′1,λ,J Λ1−−−−→ Qλ,J .
By the construction in §3.2.3, we obtain (Q˜•, F˜) ∈ LocSt(I˜, [I]) from (Q•, F˜) and the tuple R˜ =
(
R˜λ,J
)
. By
using the functoriality of the construction in §3.2.3, we obtain the morphisms in (35).
Variant Let F˜ : (K1,•, F˜) −→ (K2,•, F˜) be a morphism in LocSt(I˜, [I]). We have the induced morphism
F : (K1,•, πω∗F˜) −→ (K2,•, πω∗F˜) in LocSt(I, [I]). Suppose that we are given a tuple of morphisms G for F as
above. Let (Q•, F˜) be an object in LocSt(I˜,I) with morphisms
Gr(ω)•
(K1,•, F˜) −−−−→ (Q•, F˜) −−−−→ Gr(ω)• (K2,•, F˜)
in LocSt(I˜, I). By applying the above construction, we obtain (Q˜, F˜) ∈ LocSt(I˜, [I]). In this case, the mor-
phisms in (35) are enhanced to morphisms in LocSt(I˜, [I]), i.e.,(K1,•, F˜) −−−−→ (Q˜•, F˜) −−−−→ (K2,•, F˜).
3.2.5 Reformulation and an equivalence
We reformulate a tuple (K1,•,K2,•, F,G) as in §3.2.4 purely in terms of graded Stokes local systems over (I, [I]).
Let D1 be the category in §2.5. Let D2 := D(I/Gal(p)).
Let G be a functor from D2 to LocSt(I, [I]). We impose the following condition.
(A1) For a ∈ I, let [a] denote the image in I/Gal(p). If ̺([a]) = ̺′([a]), then Gr(ω)a (G(f̺,̺′)) is an isomorphism.
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Let F : K1,• −→ K2,• denote the morphism G(f∗,!) : G(!) −→ G(∗) in LocSt(I, [I]). For any J ∈ T (I(λ)) and for
any a, b ∈ I(λ) such that a >J b, we have the following morphisms by considering ̺ ∈ D2 such that ̺([a]) = ∗
and ̺([b]) =!:
gb,a,J : Γ
(
J−,Gr(ω)a (K2,•)
)
= Γ
(
J−,Gr(ω)a (G(̺))
) −→ Γ(J+,Gr(ω)b (G(̺))) = Γ(J+,Gr(ω)b (K1,•)).
The morphisms gb,a,J induce a tuple of morphisms G =
(
Gλ,J
∣∣ (λ, J) ∈ A(I)) for F : K1,• −→ K2,• as in
§3.2.4. We can easily observe the following.
Lemma 3.4 By the above correspondence, tuples
(
(K1,•,F), (K2,•,F), F,G
)
as in §3.2.4 are equivalent to
functors from D2 to Loc
St(I, [I]) satisfying the condition (A1). Similarly, tuples ((K1,•, F˜), (K2,•, F˜), F˜ ,G)
as in §3.2.4 are equivalent to functors from D2 to LocSt(I˜, [I]) satisfying the condition (A1).
The construction in §3.2.4 gives equivalences of various categories. We give one statement for an explanation.
We take a functor G : D2 −→ LocSt(I˜, [I]) satisfying the condition (A1). Let F˜ : (K˜1,•, F˜) −→ (K˜2,•,F) denote
G(f∗,!) : G(!) −→ G(∗). Let C1 denote the category in §2.5. We set C2 := C(I/Gal(p)).
Let C1 be the category of functors E from C2 to LocSt(I˜, [I]) with an isomorphism aE : ι∗(E) ≃ G satisfying
the following condition.
(A2) Gr(ω)a (E(f̺1,̺2)) is an isomorphism if ̺1([a]) = ̺2([a2]).
Let C2 be the category of morphisms Gr(ω)• (K1•, F˜) Λ1−→
(Q•, F˜) Λ2−→ Gr(ω)• (K2•, F˜) in LocSt(I˜, I) such that
Λ2 ◦ Λ1 = Gr(ω) F˜ . Morphisms in C2 is a commutative diagram as follows:
Gr(ω)• (K1•, F˜)
Λ
(1)
1−−−−→ (Q(1)• , F˜) Λ(1)2−−−−→ Gr(ω)• (K2•, F˜)
=
y y =y
Gr(ω)• (K1•, F˜)
Λ
(2)
1−−−−→ (Q(2)• , F˜) Λ(2)2−−−−→ Gr(ω)• (K2•, F˜).
For any (E , aE) ∈ C1, we have the following morphisms in LocSt(I˜, I):
Gr(ω)(K˜1,•, F˜) ≃ Gr(ω)(E(!)) −→ Gr(ω)(E(◦)) −→ Gr(ω)(E(∗)) ≃ Gr(ω)(K˜2,•, F˜).
Thus, we obtain a functor Ψ from C1 to C2. The following is clear.
Lemma 3.5 The functor Ψ is an equivalence.
Proof Let Gr(ω)(K˜1,•, F˜) Λ1−→
(Q, F˜) Λ2−→ Gr(ω)(K˜2,•, F˜) be an object in C2. For any ̺ ∈ C2, we define
Q(̺)a =
 Gr
(ω)
a (K˜1,•) (̺([a]) =!)
Gr(ω)a (K˜2,•) (̺([a]) = ∗)
Qa (̺([a]) = ◦).
By applying the construction in §3.2.4, we obtain E(̺) := (Q˜(̺),F), and hence a functor E : C2 −→ LocSt(I˜, [I])
satisfying the condition (A2). Thus, we obtain a functor from C2 to C1, which gives a quasi-inverse of Ψ.
3.3 Stokes shells
3.3.1 Deformation data
Let (K•,F) be a 2πZ-equivariant Stokes graded local system over (I˜, [I]). We set (K,F ,Φ,Ψ) := D(K•,F).
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Definition 3.6 A deformation datum of (K•,F) is a tuple of morphisms R:
RJ1J2 : K>0,J1 −→ K<0,J2
(
(J1, J2) ∈ T2(I)
)
,
Rλ1,J−λ2,J+ : Kλ1,J −→ Kλ2,J ((λ1, λ2, J) ∈ B2(I)).
They are assumed to be equivariant with respect to Ψ in the following sense:
Ψλ−(J2),J2 ◦ RJ1J2 = R
ρ−1(J1)
ρ−1(J2)
◦Ψλ+(J1),J1 , Ψλ2,J ◦ Rλ1,J−λ2,J+ = R
ρ∗(λ1),ρ−1(J)−
ρ∗(λ2),ρ−1(J)+
◦Ψλ1,J .
For a given deformation datum R of (K•,F), we also set
R0,J+λ−(J),J− := −R
0,J−
λ−(J),J+
, Rλ+(J),J+0,J− := −R
λ+(J),J−
0,J+
,
Rλ+(J),J+λ−(J),J− := −R
λ+(J),J−
λ−(J),J+
+R0,J−λ−(J),J+ ◦ R
λ+(J),J−
0,J+
.
We shall also use the following notation:
PJ := R0,J−λ−(J),J+ , QJ := R
λ+(J),J−
0,J+
, RJ−J+ := R
λ+(J),J−
λ−(J),J+
, RJ+J− := R
λ+(J),J+
λ−(J),J−
.
3.3.2 Stokes shells
We define the notion of Stokes shells as follows.
Definition 3.7 A Stokes shell Sh = (K•,F ,R) indexed by I˜ is a 2πZ-equivariant Stokes graded local system
(K•,F) over (I˜, [I]) equipped with a deformation datum R.
For a shell Sh = (K•,F ,R), we set D(Sh) := D(K•,F).
Let Shi = (Ki,•,F i,Ri) be Stokes shells indexed by I˜. A morphism Sh1 −→ Sh2 is defined to be a
morphism F : (K1,•,F) −→ (K2,•,F) in LocSt(I˜, [I]) such that F is compatible with the deformation data in
the following sense:
F ◦ (R1)J1J2 = (R2)J1J2 ◦ F ((J1, J2) ∈ T2(I)),
F ◦ (R1)λ1,J−λ2,J+ = (R2)
λ1,J−
λ2,J+
◦ F ((λ1, λ2; J) ∈ B2(I)).
Let Sh(I˜) denote the category of Stoke shells indexed by I˜.
Remark 3.8 Let (K•,F ,R) be a Stokes shell indexed by I˜. We take a Gal(p)-invariant subset I˜ ′ ⊂ z−1p C[z−1p ]
such that ord I˜ ′ = −ω and I˜ ⊂ I˜ ′. We naturally have [I˜] ⊂ [I˜ ′]. By setting K′λ := Kλ for λ ∈ [I] and K′λ := 0
for λ ∈ [I ′] \ [I], we naturally obtain a Stokes shell (K′•,F ,R) indexed by I˜ ′. This procedure induces a fully
faithful functor Sh(I˜) −→ Sh(I˜ ′). Therefore, we can freely enlarge the index set I.
3.3.3 Induced maps
Let Sh = (L•,F ,R) ∈ Sh(I˜). We set (K,F ,Φ,Ψ) = D(Sh). For any J ∈ T (I), we have the following
automorphism of K0,J ⊕K<0,J ⊕K>0,J :
ΠJ+,J− := id+
∑
(λ1,λ2,J)∈B2(IJ )
Rλ1,J−λ2,J+ . (36)
Let J1, J2 ∈ T (I) such that ϑJ1ℓ < ϑJ2ℓ < ϑJ1r . We have the following map:
RJ1J2 : K>0,J1 −→ K<0,J2. (37)
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We have the following maps induced by Φ and −RJ1+π/ωJ2 :
K<0,J1 ≃ K>0,J1+π/ω −→ K<0,J2. (38)
We obtain the following map from (37) and (38):
Υ˜J1J2 :
⊕
λ∈[I∗J1 ]
Kλ,J1 −→ K<0,J2. (39)
We have the following maps induced by −RJ1J2−π/ω and Φ:
K>0,J1 −→ K<0,J2−π/ω ≃ K>0,J2 . (40)
We obtain the following map from (37) and (40):
ΥˇJ1J2 : K>0,J1 −→
⊕
λ∈[I∗J2 ]
Kλ,J2 . (41)
Similarly, we have the following map:
RJ2J1 : K>0,J2 −→ K<0,J1. (42)
We have the following maps induced by Φ and −RJ2−π/ωJ1 :
K<0,J2 ≃ K>0,J2−π/ω −→ K<0,J1 . (43)
We obtain the following map from (42) and (43):
Υ˜J2J1 :
⊕
λ∈[I∗J2 ]
Kλ,J2 −→ K<0,J1. (44)
We have the following map induced by −RJ2J1+π/ω and Φ:
K>0,J2 −→ K<0,J1+π/ω ≃ K>0,J1. (45)
We obtain the following map from (42) and (45):
ΥˇJ2J1 : K>0,J2 −→
⊕
λ∈[I∗J1 ]
Kλ,J1 . (46)
3.4 Associated local systems with Stokes structure
3.4.1 Construction (1)
Let I˜ be a Gal(p)-invariant subset of z−1p C[z−1p ]. Set I := πω∗(I˜). Let Sh = (K•,F ,R) ∈ Sh(I˜). Set
(K,F ,Φ,Ψ) := D(Sh). We shall construct a 2πZ-equivariant local system with Stokes structure LocSt(Sh) =
(HSh,FSh) indexed by I˜.
Let I =]θ0, θ1[ be any connected component of R\S0(I). We set J1 :=]θ1−π/ω, θ1[∈ T (I). Let HShI± denote
the local system on I± induced by the vector space
K0,J1 ⊕
⊕
J∈T (I)I
⊕
λ∈[I∗J ]
Kλ,J . (47)
For each θ ∈ I±, the stalk HShI±|θ at θ is identified with the graded vector space (47). Let FSh,θ denote the
filtration of HShI±|θ indexed by (I˜,≤θ) obtained as the direct sum of the filtrations Fθ on Kλ,J . We have the
automorphism PI := id⊕ΠJ1+,J1− of the following vector space (see (36) for ΠJ1+,J1−):( ⊕
J∈T (I)I\{J1}
⊕
λ∈[I∗J ]
Kλ,J
)
⊕
⊕
λ∈[IJ1 ]
Kλ,J1 (48)
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It induces an isomorphism of the local systems HShI−|I ≃ HShI+|I . It preserves the filtrations FSh θ (θ ∈ I). Hence,
we obtain a local system with Stokes structure (HSh
I
,FSh) on I by gluing (HShI± ,FSh).
Let I be as above, and let I ′ :=]θ1, θ2[ be the connected component of R \S0(I) next to I. Let us construct
an isomorphism Fθ1 : HShI|θ1 −→ H
Sh
I
′|θ1 of the stalks at θ1. Set J2 :=]θ2 − π/ω, θ2[. We have the identifications:
HSh
I|θ1 = H
Sh
I+|θ1 =
⊕
λ∈[IJ1 ]
Kλ,J1 ⊕
⊕
J∈T (I)I\{J1}
⊕
λ∈[I∗J ]
Kλ,J ,
HSh
I
′|θ1 = H
Sh
I′−|θ1 = K0,J2 ⊕
⊕
λ∈[I∗J1 ]
Kλ,J1+π/ω ⊕
⊕
J∈T (I)I\{J1}
⊕
λ∈[I∗J ]
Kλ,J .
We have the following map induced by Φ and Υ˜J1J for J ∋ θ1:
K0,J1 ⊕
⊕
λ∈[I∗J1 ]
Kλ,J1 −→ K0,J2 ⊕
⊕
λ∈[I∗J1 ]
Kλ,J1+π/ω ⊕
⊕
J∈T (I)I\{J1}
⊕
λ∈[IJ,<0]
Kλ,J . (49)
Then, Fθ1 is defined as the map induced by the morphism (49) and the identity on
⊕
J∈T (I)I\{J1}
⊕
λ∈[I∗J ]Kλ,J .
The following is clear by the construction.
Lemma 3.9 Fθ1 preserves the filtrations FSh θ1 .
By gluing (HSh
I
,FSh) for connected components I of R \ S0(I), we obtain a 2πZ-equivariant local system
with Stokes structure LocSt(Sh) = (HSh,FSh) on R indexed by I˜.
3.4.2 Construction (2)
Let (L,F) be a 2πZ-equivariant local system with Stokes structure indexed by I˜ on R. We have the Stokes
structure πω∗(F) indexed by I. We have the canonical splittings (13) for any interval J with ϑJr − ϑJℓ =
π/ω. Take J ∈ T (I). We have LJ+,a = LJ−,a for any a 6∈ IJ . Moreover, we have the local subsystems
LJ,<0 ⊂ LJ,≤0 ⊂ AJ(L) ⊂ L as in §2.3.2. We set Kλ−(J),J := H0(J, LJ,<0). For (0, J) ∈ A0(I), we set
K0,J := H
0(J, LJ,≤0)
/
H0(J, LJ,<0). We set Kλ+(J),J := H
0(J,AJ(L))
/
H0(J, LJ,≤0).
We naturally have K0,J ≃ H0
(
J, LJ−,0|J
)
. Because LJ−,0|J ⊂ LJ+,0|J ⊕ LJ+,<0|J , we obtain the map
R0,J−λ−(J),J+ : K0,J −→ Kλ−(J),J . We also naturally have Kλ+(J),J ≃ H0(J, LJ−,>0). Because
LJ−,>0|J ⊂ AJ+(L)|J = LJ+,>0|J ⊕ LJ+,0|J ⊕ LJ+,<0|J ,
we obtain the maps Rλ+(J),J−0,J+ : Kλ+(J),J −→ K0,J and R
λ+(J),J−
λ−(J),J+
: Kλ+(J),J −→ Kλ−(J),J .
By the construction, we have the following natural isomorphisms:
Kλ−(J),J ≃ LJ−,<0|ϑJℓ =
⊕
a∈IJ,<0
LJ−,a|ϑJℓ ≃ LJ+,<0|ϑJr =
⊕
a∈IJ,<0
LJ+,a|ϑJr ,
K0,J ≃ LJ−,0|ϑJℓ ≃ LJ+,0|ϑJr ,
Kλ+(J),J ≃ LJ−,>0|ϑJℓ =
⊕
a∈IJ,>0
LJ−,a|ϑJℓ ≃ LJ+,>0|ϑJr =
⊕
a∈IJ,>0
LJ+,a|ϑJr .
For each a ∈ I∗J−π/ω , we have the following:
L(J−π/ω)+,a|ϑJℓ ⊂ LJ−,a|ϑJℓ ⊕
⊕
J′∈T (I)
ϑJℓ ∈J′
⊕
b∈IJ′,<0
LJ′−,b|ϑJℓ . (50)
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For λ ∈ [I∗J ], we obtain the isomorphisms ΦJ,J−π/ωλ : Kλ,J−π/ω ≃ Kλ,J from the isomorphisms L(J−π/ω)+,a|ϑJℓ ≃
LJ−,a|ϑJℓ induced by (50). For J
′ ∈ T (I) such that ϑJℓ = ϑJ−π/ωr ∈ J ′, we obtain the morphism
Υ˜
J1−π/ω
J′ :
⊕
λ∈[I∗
J−π/ω]
Kλ,J−π/ω −→ K<0,J′
from the morphisms L(J−π/ω)+,a|ϑJℓ −→
⊕
b∈IJ′,<0 LJ′,b|ϑJℓ induced by (50). Let R
J−π/ω
J′ be the restriction of
Υ˜
J1−π/ω
J′ to K>0,J−π/ω. Let RJJ′ be the composite of the following maps:
K>0,J
a1≃ K<0,J−π/ω a2−→ K<0,J′ .
Here, a1 is induced by Φ
J,J−π/ω
λ−(J−π/ω), and a2 is the restriction of −Υ˜
J−π/ω
J′ to K<0,J−π/ω.
Let J1, J2 ∈ T (I) such that J1 ⊢ J2. We naturally have LJ1+,0 = LJ2−,0 on J1+ ∩ J2−. Hence, we obtain an
isomorphism ΦJ2,J10 : K0,J1 ≃ K0,J2 .
Let Kλ,J denote the local system on J induced by Kλ,J . It is naturally equipped with a Stokes structure
F indexed by I˜(λ). By gluing (Kλ,J ,F) (J ∈ T (λ)) by the tuple of isomorphisms Φ, we obtain local systems
(Kλ,F) with Stokes structure indexed by I˜(λ). The direct sum (K•,F) =
⊕
(Kλ,F) is a 2πZ-equivariant
Stokes graded local system over (I˜, [I]). Together with the deformation datum R, we obtain a Stokes shell
Sh(L,F) indexed by I˜.
Lemma 3.10 LocStSh(L,F) is naturally isomorphic to (L,F).
Proof By the constructions of LocSt and Sh, we have a natural isomorphism LocStSh(L,F) −→ (L,F) of
2πZ-equivariant Stokes graded local systems over (I˜, [I]).
3.4.3 Equivalence
Let LocSt(I˜) denote the category of 2πZ-equivariant local systems with Stokes structure indexed by I˜ on R.
By the construction in §3.4.1, we have the functor LocSt : Sh(I˜) −→ LocSt(I˜). By the construction in §3.4.2,
we have the functor Sh : LocSt(I˜) −→ Sh(I˜).
Proposition 3.11 LocSt is an equivalence, and Sh is a quasi-inverse.
Proof Let Sh ∈ Sh(I˜). For any J ∈ T (I), we have the unique decompositions
HSh|J± =
⊕
a∈I
HShJ±,a
which are compatible with the filtrations πω∗FSh,θ (θ ∈ J±). Let I be the connected component of R \ S0(I)
such that ϑIr = ϑ
J
r . By the construction of HSh, we have the natural isomorphism HSh|I ≃ HShI−|I , which gives
the following natural identification for any θ ∈ I−:
HSh|θ =
⊕
λ∈[IJ ]
Kλ,J ⊕
⊕
J′∈T (I)
ϑJr∈J′
⊕
λ∈[I∗
J′ ]
Kλ,J′ .
We have the decomposition Kλ,J =
⊕
a∈I(λ)Ka,J− which is a splitting of πω∗FShθ (θ ∈ J−) on Kλ,J . For each
a ∈ IJ , we obtain the local subsystem Ha,J− ⊂ HSh|J− determined by the condition Ha,J−|θ = Ka,J− for θ ∈ I.
Lemma 3.12 We have Ha,J− = HShJ−,a for any a ∈ IJ . Namely, for any θ ∈ J−, we have Ha,J−|θ ⊂ πω∗Fθa .
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Proof By the construction of HSh and the filtrations FSh θ, we clearly have Ha,J−|θ ⊂ πω∗FSh θa for any
a ∈ I∗J . Let us prove the claim for H0,J− . Let ϑJℓ < ϕ1 < ϕ2 < · · · < ϕN−1 < ϕN := ϑJr be the points of
S0(I) ∩ J . We set Ji :=]ϕi − π/ω, ϕi[. We have the local subsystem H0,Ji,− ⊂ HSh|Ji,− determined by K0,Ji,− .
We shall prove the claim H0,Ji,−|θ ⊂ πω∗FSh θ0 for any θ ∈ J− ∩ Ji,− by an induction of i. If i = 1, the claim
is clear by the construction of πω∗FSh θ. Let us prove the claim for i by assuming i − 1. We clearly have
H0,Ji,−|θ ⊂ πω∗FSh θ for θ ∈ [ϕi−1, ϕi[. For θ ∈ [ϕi−2, ϕi−1[, we have
H0,Ji,−|θ ⊂ H0,Ji−1,−|θ ⊕
⊕
b∈IJi−1,<0
Hb,Ji−1,−|θ.
By the assumption of the induction, we have already known the following for any θ ∈ Ji−1,− ∩ J−:
H0,Ji−1,−|θ ⊕
⊕
b∈IJi−1,<0
Hb,Ji−1,−|θ ⊂ πω∗FSh θ0 .
Hence, we obtain the claim for i.
We have the decomposition Kλ,J =
⊕
a∈I(λ)Ka,J+ which is a splitting of FSh θ (θ ∈ J+). By the isomor-
phism HSh|J+ ≃ HShJ+ , we have the inclusion ιa,ϑJr : Ka,J+ −→ πω∗F
ShϑJr
a for any a ∈ IJ . We have the local
subsystem Ha,J+ ⊂ HSh|J+ for any a ∈ IJ determined by the condition Ha,J+|ϑJr = ιa,ϑJr (Ka,J+).
Lemma 3.13 We have Ha,J+ = HShJ+,a for any a ∈ IJ . Namely, we have Ha,J+|θ ⊂ FSh θa for any θ ∈ J+ and
for any a ∈ IJ .
Proof The claim is clear if θ = ϑJr . Because PI preserves the filtrations, we obtain the following for any
a ∈ IJ :
Ha,J+|J ⊂
⊕
b∈IJ
b≤Ja
Hb,J−|J .
Then, the claim of the lemma follows from Lemma 3.12.
By Lemma 3.12 and Lemma 3.13, we have Sh(LocSt(Sh)) is naturally isomorphic to Sh. Thus, we obtain
the claim of Proposition 3.11.
3.4.4 Another description of the associated local systems with Stokes structure
Let Sh ∈ Sh(I). We shall give another description of LocSt(Sh), which is useful for the study of the duality
in §3.5.
Let I =]θ0, θ1[ be any connected component of R \ S0(I). Let (HShI ,F
Sh) denote the local system with
Stokes structure on I obtained as the gluing of (HShI± ,FSh) in §3.4.1. For distinction, we denote them by
(H′Sh
I
,F ′Sh) in this construction. Let I1 :=]θ1, θ2[ be the connected component of R \ S0(I) next to I. Let us
construct an isomorphism
F ′θ1 : H′ShI|θ1 = H
Sh
I+|θ1 −→ H′ShI1|θ1 = H
Sh
I1−|θ1
which preserves the filtrations FSh θ1 . Set J1 :=]θ1− π/ω, θ1[. We have the following morphism induced by the
identity of
⊕
J′∈T (I)
θ1∈J′
K>0,J′ and the morphisms Υˇ
J′
J1+π/ω
:
⊕
J′∈T (I)
θ1∈J′
K>0,J′ −→
⊕
J′∈T (I)
θ1∈J′
K>0,J′ ⊕
⊕
λ∈[I∗J1 ]
Kλ,J1+π/ω. (51)
Set J2 :=]θ2 − π/ω, θ2[. We also have the following isomorphism induced by Φ:⊕
λ∈[IJ1 ]
Kλ,J1 ≃ K0,J2 ⊕
⊕
λ∈[I∗J1 ]
Kλ,J1+π/ω (52)
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We have the following identity map: ⊕
J′∈T (I)
θ1∈J′
K<0,J′ ≃
⊕
J′∈T (I)
θ1∈J′
K<0,J′ . (53)
We obtain the desired isomorphism F ′θ1 from (51), (52) and (53). By the construction, it preserves the Stokes
filtrations FSh θ1 . By gluing (H′Sh
I
,FSh) for connected components I of R\S0(I), we obtain a 2πZ-equivariant
local system with Stokes structure LocSt
′
(Sh) := (H′Sh,F ′Sh) indexed by I˜ on R.
Proposition 3.14 We have an isomorphism LocSt(Sh) ≃ LocSt′(Sh).
Proof Let I =]θ0, θ1[ be any connected component of R \ S0(I). For any J ∈ T (I)I , we set
GJ,I :=
∑
J′∈T (I)I
(J,J′)∈T2(I)
RJJ′ : K>0,J −→
⊕
J′∈T (I)I
(J,J′)∈T2(I)
K<0,J′ .
Set J1 :=]θ1 − π/ω, θ1[ Let GI be the automorphism of the vector space
K0,J1 ⊕
⊕
J∈T (I)I
⊕
λ∈[I∗J ]
Kλ,J
obtained as GI := id−
∑
J∈T (I)I GJ,I . It induces an automorphism of HShI− . It induces the following isomor-
phism
GI : H′ShI|I− = H
Sh
I− −→ HShI− = HShI|I− .
We obtain the induced isomorphism GI : H′ShI −→ HShI .
Let I =]θ0, θ1[ and I1 =]θ1, θ2[ be connected components of R \ S0(I). The proof of Proposition 3.14 is
reduced to the following lemma.
Lemma 3.15 We have Fθ1 ◦GI = GI1 ◦ F ′θ1 .
Proof Set f1 := Fθ1 ◦ GI and f2 := GI1 ◦ F ′θ1 . Let us prove that f1 = f2. Set J1 :=]θ1 − π/ω, θ1[ and
J2 :=]θ2 − π/ω, θ2[.
By the parallel transport we have the following isomorphism:
HSh
I|θ1 ≃ H
Sh
I|θ1−π/ω = H
Sh
I−|θ1−π/ω = K0,J1 ⊕K<0,J1 ⊕K>0,J1 ⊕
⊕
J∈T (I)
θ1∈J
⊕
λ∈[I∗J ]
Kλ,J .
We use this identification in the following argument.
Let us study the restriction of fi to K0,J1 ⊕K<0,J1 . Set
A :=
⊕
J1<J′<J1+π/ω
K<0,J′ .
Let us look at the following commutative diagram:
K0,J1 ⊕K<0,J1 Π
J1+,J1−−−−−−−→ K0,J1 ⊕K<0,J1 a0−−−−→ K0,J2 ⊕K>0,J1+π/ω
id
y idy a1y
K0,J1 ⊕K<0,J1 Π
J1+,J1−−−−−−−→ K0,J1 ⊕K<0,J1 a2−−−−→ K0,J2 ⊕K>0,J1+π/ω ⊕A
(54)
Here, a0 is induced by Φ, a1 is induced by the identity and −RJ1+π/ωJ′ , and a2 is induced by Φ and Υ˜J1J′ . We can
observe that f1 is identified with the composite of the left vertical arrow and the lower horizontal arrows, and
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that f2 is identified with the composite of the upper horizontal arrows and the right vertical arrows. Hence, we
obtain f1 = f2 on K0,J1 ⊕K<0,J1.
Let us study the restriction of fi to K>0,J1 . We have the following commutative diagram:
K>0,J1
b0−−−−→ K>0,J1 ⊕K0,J1 ⊕K<0,J1
b1
y b2y
K>0,J1 ⊕A b3−−−−→ K>0,J1 ⊕K0,J1 ⊕K<0,J1 ⊕A
(55)
Here, b0 is induced by Π
J1+,J1− , b1 is induced by the identity and −RJ1J′ , b2 is induced by the identity and
−RJ1J′ , and b3 is induced by ΠJ1+,J1− and the identity on A. We also have the following commutative diagram:
K>0,J1
b4−−−−→ K<0,J1+π/ω
b5
y b6y
K>0,J1 ⊕A b7−−−−→ K<0,J1+π/ω ⊕A
(56)
Here, b4 is induced by Φ, b5 is induced by the identity and −RJ1J′ , b6 is the identity, and b7 is induced by Φ and
Υ˜J1J′ . We obtain f1 = f2 on K>0,J1 from the commutativity of the diagrams (54), (55) and (56).
Take J ′ ∈ T (I) such that θ1 ∈ J ′. The equality f1 = f2 on K<0,J′ follows from the obvious commutativity
of the following diagram:
K<0,J′
id−−−−→ K<0,J′
id
y idy
K<0,J′
id−−−−→ K<0,J′ .
(57)
Let us prove f1 = f2 on K>0,J′ . We set
C :=
⊕
J′′∈T (I)I\{J1}
(J′,J′′)∈T2(I)
K<0,J′′ .
Let us study the following diagram:
K>0,J′
a0−−−−→ K>0,J′ ⊕K>0,J1+π/ω ⊕K<0,J1+π/ω
a1
y a2y
K>0,J′ ⊕ C ⊕K<0,J1 a3−−−−→ K>0,J′ ⊕ C ⊕K>0,J1+π/ω ⊕K<0,J1+π/ω.
(58)
Here, a0, a1, a2 and a3 are induced by F
′
θ1
GI , GI1 and Fθ, respectively. Take v ∈ H>0,J′ . By the construction,
we have
a0(v) = v − ΦJ1+π/ω,J1λ−(J1) ◦ RJ
′
J1(v) +RJ
′
J1+π/ω
(v), (59)
a1(v) = v −
∑
J′′∈T (I)I\J1
(J′′,J′)∈T2(I)
RJ′J′′(v)−RJ
′
J1(v). (60)
We have
a2
(
−ΦJ1+π/ω,J1λ−(J1) ◦ RJ
′
J1(v)
)
= −ΦJ1+π/ω,J1λ−(J1) ◦ RJ
′
J1(v) +
∑
J′′∈T (I)I1
(J′′,J1+π/ω)∈T2(I)
RJ1+π/ωJ′′ ◦ ΦJ1+π/ω,J1λ−(J1) ◦ RJ
′
J1(v)
= −ΦJ1+π/ω,J1λ−(J1) ◦ RJ
′
J1(v) +
∑
J′′∈T (I)
J1<J
′′<J1+π/ω
RJ1+π/ωJ′′ ◦ ΦJ1+π/ω,J1λ−(J1) ◦ RJ
′
J1(v). (61)
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We have
a3
(
−RJ′J1(v)
)
= −ΦJ1+π/ω,J1λ−(J1) ◦ RJ
′
J1(v) −
∑
J′′∈T (I)
θ1∈J′′
Υ˜J1J′′ ◦ RJ
′
J1(v)
= −ΦJ1+π/ω,J1λ−(J1) ◦ RJ
′
J1(v)−
∑
J′′∈T (I)
θ1∈J′′
(−RJ1+π/ωJ′′ ) ◦ ΦJ1+π/ω,J1λ−(J1) ◦ RJ
′
J1(v). (62)
Hence, we have
a2
(
−ΦJ1+π/ω,J1λ−(J1) ◦ RJ
′
J1(v)
)
= a3
(
−RJ′J1(v)
)
.
We also have
a2
(
v +RJ′J1+π/ω(v)
)
= v −
∑
J′′∈T (I)I1\{J1+π/ω}
(J′,J′′)∈T2(I)
RJ′J′′ (v) = v −
∑
J′′∈T (I)I\{J1}
(J′,J′′)∈T2(I)
RJ′J′′ (v)
= a3
(
v −
∑
J′′∈T (I)I\{J1}
(J′,J′′)∈T2(I)
RJ′J′′ (v)
)
. (63)
Thus, we obtain the commutativity of (58), which implies f1 = f2 on K>0,J′ . The proof of Lemma 3.15 and
Proposition 3.14 are completed.
3.5 Duality
We set I˜∨ := −I˜ and I∨ := −I. We have πω(I˜∨) = −I∨. Under the assumption I˜ = −I˜, we have I˜∨ = I˜ and
I∨ = I. Let Sh = (K•,F ,R) ∈ Sh(I˜). We have the 2πZ-equivariant Stokes graded local system (K•,F)∨
over (I˜∨, [I∨]). Set (K∨,F∨,Φ∨,Ψ∨) := D((K•,F)∨). We may naturally K∨λ,J as the dual space of K−λ,J .
In particular, (K∨)>0,J , (K∨)<0,J and (K∨)0,J are the dual spaces of K<0,J , K>0,J and K0,J , respectively.
For any (J1, J2) ∈ T2(I), we obtain the morphism
(R∨)J1J2 : (K∨)>0,J1 −→ (K∨)<0,J2
as the dual of RJ2J1 . We have the natural bijection B2(I∨) ≃ B2(I) induced by (λ1, λ2; J) 7−→ (−λ2,−λ1; J).
Hence, for any (λ1, λ2, J) ∈ B2(I∨), we obtain the morphism(R∨)λ1,J−
λ2,J+
: (K∨)λ1,J −→ (K∨)λ2,J
as the dual of R−λ2,J+−λ1,J− . Thus, we obtain Sh∨ :=
(
(K•,F)∨,R∨
) ∈ Sh(I˜).
Proposition 3.16 We have a natural isomorphism LocSt(Sh∨) ≃ LocSt(Sh)∨ in LocSt(I˜∨).
Proof We have LocSt(Sh)∨ ≃ LocSt′(Sh∨), which is isomorphic to LocSt(Sh∨) by Proposition 3.14. Thus, we
obtain the claim of the proposition.
3.6 Hills
Let Sh be a Stokes shell. We have the associated local system with Stokes structure LocSt(Sh) = (HSh,FSh).
Let H0(R,HSh) denote the space of global sections of HSh on R. Set (K,F ,Φ,Ψ) := D(Sh).
Recall that K<0,J is identified with the space of sections of HSh<0,J and that K>0,J is identified with the
space of the sections of HSh>0,J . (See §2.3.2 for HSh<0,J and HSh>0,J .)
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Let v ∈ H0(R,HSh). Let J ∈ T (I). For any connected component I of J \ S0(a), we have non-unique
decompositions
v|I =
∑
J′∈T (I)I
uI,J′±|I , (64)
where uI,J′± are sections of AJ′±(HSh). In particular, we obtain sections uI,J± ∈ AJ±(HSh). It is easy to observe
that the induced sections [uI,J± ] of HSh>0,J are independent of the choice of decompositions (64). Moreover, we
have [uI,J+ ] = [uI,J− ]. Thus, we obtain the elements RI,J(v) := [uI,J± ] ∈ K>0,J . We can easily observe the
following lemma.
Lemma 3.17 RI,J(v) are independent of the choice of a connected component I ⊂ J \ S0(I).
We define RJ(v) := RI,J(v) by taking a connected component I of J \S0(a). Thus, we obtain C-linear maps
RJ : H
0(R,HSh) −→ KJ,>0 (J ∈ T (I)). By the construction, the following holds.
Lemma 3.18 Let I be a connected component of R \S0(I). For any v ∈ H0(R,HSh), we take a decomposition
v|I =
∑
J′∈T (I)I
uJ′±|I , where uJ′± ∈ H0
(
J ′±,AJ′±(HSh)
)
.
Then, RJ(v) = uJ± in KJ,>0.
3.7 Extension of Stokes shells
3.7.1 Base tuples in a basic case
Let I˜ ⊂ z−1p C[z−1p ] be a Gal(p)-invariant subset with ord(I˜) = −ω. We set I := πω(I˜). Let Shi = (Ki,•,F ,Ri)
(i = 1, 2) be objects with a morphism F : Sh1 −→ Sh2 in Sh(I). We set (Ki,F ,Φi,Ψi) := D(Shi). Let
Ii,λ,J denote the automorphisms of Ki,λ,J as constructed in (34). Suppose that we are given the following tuple
of morphisms G:
• Maps GJ−J+ : K2,>0,J ⊕K2,0,J ⊕K2,<0,J −→ K1,>0,J ⊕K1,0,J ⊕K1,<0,J for any J ∈ T (I) satisfying that
G
J−
J+
(K2,a,J−) ⊂
⊕
b<Ja
K1,b,J+ for any a ∈ IJ , and that
G
J−
J+
◦ F =
∑
λ∈[IJ ]
R1,λ,J +
∑
(λ1,λ2;J)∈B2(I)
(R1)λ1,J−λ2,J+ ,
F ◦GJ−J+ =
∑
λ∈[IJ ]
R2,λ,J +
∑
(λ1,λ2;J)∈B2(I)
(R2)λ1,J−λ2,J+ .
• Maps GJ1J2 : K2,>0,J1 −→ K1,<0,J2 for any (J1, J2) ∈ T2(I) satisfying
(R1)J1J2 = GJ1J2 ◦ F, (R2)J1J2 = F ◦GJ1J2 .
• We also impose the equivariance with respect to Ψi:
Ψ2,J ◦GJ−J+ = G
J−
J+
◦Ψ1,J , Ψ2,J2 ◦GJ1J2 = G
ρ−1(J1)
ρ−1(J2)
◦Ψ1,J1 .
Definition 3.19 Such (Sh1,Sh2, F,G) is called a base tuple in Sh(I).
The following lemma is a special case of Lemma 3.23.
Lemma 3.20 Let F : Sh1 −→ Sh2 be a morphism in Sh(I) such that Gr(ω)a (F ) are isomorphisms for any
a 6= 0. Then, we have a uniquely determined tuple G such that (Sh1,Sh2, F,G) is a base tuple.
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Proof We identify Gr(ω)a (K1) and Gr(ω)a (K2) for any a 6= 0. Under the identification, we have R1,λ±(J),J =
R2,λ±(J),J and (R1)λ+(J),J−λ−(J),J+ = (R2)
λ+(J),J−
λ−(J),J+
. For any J ∈ T (I), we have the maps
P2,J : K2,0,J −→ K2,<0,J = K1,<0,J , Q1,J : K2,>0,J = K1,>0,J −→ K1,0,J .
They induce G
J−
J+
: K2,>0,J ⊕ K2,0,J ⊕ K2,<0,J −→ K1,>0,J ⊕ K1,0,J ⊕ K1,<0,J . For any (J1, J2) ∈ T2(I), we
have the following maps
GJ1J2 := RJ1J2 : K2,>0,J1 −→ K2,<0,J2 = K1,<0,J2.
They give the desired tuple of maps G.
3.7.2 Extension of shells
Let (Sh1,Sh2, F,G) be a base tuple in Sh(I). By taking the graduation with respect to the induced Stokes
structure F , we obtain the associated 2πZ-equivariant I-graded local systems Gr(ω)(Ki•) =
⊕
a∈I Gr
(ω)
a (Ki•).
Suppose that we are given (Q•, F˜) ∈ LocSt(I˜, I) with morphisms of 2πZ-equivariant I-graded local systems
Gr(ω)•
(K1,•) Λ1,•−→ Q• Λ2,•−→ Gr(ω)• (K2•) (65)
such that Λ2,• ◦ Λ1,• = Gr(ω)• F .
Let us construct an object (Q˜•, F˜ , R˜) in Sh(I˜) with morphisms
Sh1
Λ˜1−−−−→ (Q˜•, πω∗F˜ , R˜) Λ˜2−−−−→ Sh2 (66)
in Sh(I) such that Λ˜2 ◦ Λ˜1 = F . Set (Q, F˜ , Φ˜, Ψ˜) := D(Q•,F). We have the decomposition
G
J−
J+
=
∑
(λ1,λ2;J)∈B2(I)J
G
λ1,J−
λ2,J+
+
∑
λ∈[IJ ]
Gλ,J ,
where G
λ1,J−
λ2,J+
∈ Hom(Kλ1,J ,Kλ2,J) and Gλ,J ∈ End(Kλ,J). By the procedure in §3.2.4, from (65) and the
morphisms (Gλ,J | (λ, J) ∈ A(I)), we obtain a Stokes graded local system (Q˜•, F˜) over (I˜, [I]) with morphisms(K1,•,F) Λ˜1−−−−→ (Q˜•, πω∗F˜) Λ˜2−−−−→ (K2,•,F) (67)
such that Λ˜2 ◦ Λ˜1 = F . We set (Q˜,F ,Φ,Ψ) := D(Q˜•,F). We obtain the following morphisms:
R˜λ1,J−λ2,J+ := Λ˜1 ◦G
λ1,J−
λ2,J+
◦ Λ˜2 : Q˜λ1,J −→ Q˜λ2,J ((λ1, λ2; J) ∈ B2(I)),
R˜J1J2 := Λ˜1 ◦GJ1J2 ◦ Λ˜2 : Q˜>0,J1 −→ Q˜<0,J2 ,
(
(J1, J2) ∈ T2(I)
)
.
Thus, we obtain a Stokes shell (Q˜•, F˜ ,R). The morphisms in (67) gives the desired morphisms in (66).
3.7.3 Variant
Let S˜hi = (Ki,•, F˜ ,Ri) (i = 1, 2) be objects with a morphism F˜ : S˜h1 −→ S˜h2 in Sh(I˜). We set Shi :=
(Ki,•,F ,Ri) in Sh(I), where F := πω∗(F˜). We have the induced morphism F : Sh1 −→ Sh2 in Sh(I).
Definition 3.21 If we are given a tuple of morphisms G for F : Sh1 −→ Sh2 such that (Sh1,Sh2, F,G) is
a base tuple in Sh(I), we say that (S˜h1, S˜h2, F˜ ,G) is a base tuple in Sh(I˜).
Let (S˜h1, S˜h2, F˜ ,G) be a base tuple in Sh(I˜). Let (Q•, F˜) ∈ LocSt(I˜, I) with morphisms (65). By the
procedure in §3.7.2, we obtain an object (Q˜, F˜ ,R) in Sh(I˜) with morphisms (67). The following is clear by
the construction.
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Lemma 3.22 If the morphisms in (65) give morphisms
Gr(ω)• (K1,•, F˜) −−−−→ (Q•, F˜) −−−−→ Gr(ω)• (K2,•, F˜)
in LocSt(I˜, I). Then, the morphism (67) gives a morphism
S˜h1
Λ˜1−−−−→ (Q˜•, F˜ ,R) −−−−→ S˜h2
in Sh(I˜).
3.7.4 Simple case
Let S˜hi = (Ki,•, F˜ ,Ri) (i = 1, 2) be objects with a morphism F˜ : S˜h1 −→ S˜h2 in Sh(I˜) such that Gr(ω)a (F˜ )
are isomorphisms unless a = 0. We identify Gr(ω)a (K1,•, F˜) and Gr(ω)a (K2,•, F˜) by the isomorphisms. As
explained in Lemma 3.20, we always have a unique tuple of morphisms G such that (S˜h1, S˜h2, F,G) is a base
tuple in Sh(I˜). Suppose that we are given a local system with Stokes structure (Q0, F˜) indexed by Tω(I˜), and
morphisms of local systems:
Gr
(ω)
0 (K1,•) a−−−−→ Q0 b−−−−→ Gr(ω)0 (K2,•).
By setting Qa := Gr(ω)a (K1,•) for a 6= 0, we obtain (Q•, F˜) in LocSt(I˜, I). We also naturally have mor-
phisms as in (65). Hence, we obtain (Q˜, F˜ ,R) in Sh(I˜) with morphisms (66). Moreover, Gr(ω)a (K1,•, F˜) −→
Gr(ω)a (Q˜, F˜) −→ Gr(ω)a (K2,•, F˜) are isomorphisms unless a = 0. We also have the following natural morphisms
in LocSt(Sω(I˜)):
SωLocSt(S˜h1) −−−−→ SωLocSt(Q˜, F˜ ,R) −−−−→ SωLocSt(S˜h2).
3.7.5 Reformulation of base tuples of special type
Let IGal(p) denote the invariant set with respect to the Gal(p)-action on I. Take a subset J ⊂ IGal(p). We use
the categories in §2.5. Let E be a functor from D(J ) to Sh(I˜). We impose the following conditions:
(C1) Gr(ω)a E(f̺,̺′) is an isomorphism unless a ∈ J and ̺(a) 6= ̺′(a). We shall identify Gr(ω)a (E(̺′)) and
Gr(ω)a (E(̺)) by the isomorphism.
Let us observe that E induces a base tuple in Sh(I˜). We set
S˜h1 = (K1,•, F˜ ,R1) := E(!), S˜h2 = (K2,•, F˜ ,R) := E(∗), F˜ := E(f∗,!).
Take any J ∈ T (I), and any a, b ∈ IJ such that a >J b. We have ̺ ∈ D(J ) such that (i) ̺(a) = ∗ if a ∈ J , (ii)
̺(b) =! if b ∈ J . We obtain the following map:
gb,a,J : Γ
(
J−,Gr(ω)a (K2,•)
)
= Γ
(
J−,Gr(ω)a (E(̺))
) −→ Γ(J+,Gr(ω)b (E(̺))) = Γ(J+,Gr(ω)b (K1,•)).
Hence, we obtain the following map:
G
J−
J+
:
⊕
a∈IJ
Γ
(
J−,Gr(ω)a (K2,•)
) −→ ⊕
b∈IJ
Γ
(
J+,Gr
(ω)
b
(K1,•)
)
.
Take (J1, J2) ∈ T2(I) such that J1 < J2. We take ̺1 ∈ D(J ) satisfying the following condition.
• Take a ∈ IJ1,>0 and b ∈ IJ2,<0. Then, we have ̺1(a) =! if a ∈ J , and ̺1(b) = ∗ if b ∈ J . Note that
a 6= b if a, b ∈ J .
We obtain the following morphism which is independent of the choice of ̺1:
GJ1J2 :
⊕
a∈IJ1,>0
Γ
(
J1,+,Gr
(ω)
a (K2,•)
)
=
⊕
a∈IJ1,>0
Γ
(
J1,+,Gr
(ω)
a (E(̺1))
) −→
⊕
b∈IJ2,<0
Γ
(
J2,−,Gr
(ω)
b
(E(̺1))
)
=
⊕
b∈IJ2,<0
Γ
(
J1,−,Gr
(ω)
b
(K2,•)
)
. (68)
Similarly, we take ̺2 ∈ D(J ) satisfying the following condition.
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• Take a ∈ IJ2,>0 and b ∈ IJ1,<0. Then, we have ̺2(a) =! if a ∈ J , and ̺2(b) = ∗ if b ∈ J .
We obtain the following morphism, which is independent of the choice of ̺2:
GJ2J1 :
⊕
a∈IJ2,>0
Γ(J2,−,Gr(ω)a (K2,•)) =
⊕
a∈IJ2,>0
Γ(J2,−,Gr(ω)a (E(̺2))) −→⊕
b∈IJ1,<0
Γ(J1,+,Gr
(ω)
b
(E(̺2))) =
⊕
b∈IJ1,<0
Γ
(
J1,+,Gr
(ω)
b
(K1,•)
)
. (69)
The tuple of
(
S˜h1, S˜h2, F˜
)
with G =
(
G
J−
J+
| J ∈ T (I)) ∪ (GJ1J2 | (J1, J2) ∈ T2(I)) is a base tuple in Sh(I˜). It
satisfies the following additional condition:
(B1) The induced morphisms Gr(ω)a (F˜ ) : Gr
(ω)
a (K1•) −→ Gr(ω)a (K2•) are isomorphisms for any a ∈ I \ J .
The following is clear by the construction.
Lemma 3.23 By the above procedure, base tuples in Sh(I˜) satisfying (B1) are equivalent to functors from
D(J ) to Sh(I˜) satisfying the condition (C1). By a similar procedure, base tuples in Sh(I) satisfying (B1) are
equivalent to functors from D(J ) to Sh(I) satisfying the condition (C1).
3.7.6 An equivalence
We use the categories in §2.5. Let E be a functor from D(J ) to Sh(I˜) satisfying the conditions (C1). Let C1
be the category of functors E˜ : C(J ) −→ Sh(I˜) equipped with an isomorphism aE˜ : ι∗(E˜) ≃ E satisfying the
following condition.
(C2) Gr(ω)a
(E˜(f̺,̺′)) are isomorphisms unless a ∈ J and ̺(a) 6= ̺′(a).
A morphism (E˜1, aE˜1) −→ (E˜2, aE˜2) in C1 is defined to be a natural transformation f : E˜1 −→ E˜2 such that the
following diagram is commutative:
ι∗(E˜1)
aE˜1−−−−→ E
ι∗(f)
y idy
ι∗(E˜2)
aE˜2−−−−→ E .
(70)
Let C2 be the category of objects in (Q•,F) ∈ LocSt(I˜, I) with morphisms
Gr(ω)• (E(!))
Λ1,•−−−−→ (Q•,F) Λ2,•−−−−→ Gr(ω)• (E(∗)). (71)
such that (i) Λ2,• ◦ Λ1,• = Gr(ω)• (E(f∗,!)), (ii) Λj,a are isomorphisms unless a ∈ J . A morphism
(Q(1)• ,F (1); Λ(1)1 ,Λ(1)2 ) −→ (Q(2)• ,F (2); Λ(2)1 ,Λ(2)2 )
in C2 is a commutative diagram as follows:
Gr(ω)• E(!)
Λ
(1)
1−−−−→ (Q(1)• ,F (1)) Λ
(1)
2−−−−→ Gr(ω)• E(∗)
=
y y =y
Gr(ω)• E(!)
Λ
(2)
1−−−−→ (Q(2)• ,F (2)) Λ
(2)
2−−−−→ Gr(ω)• E(∗).
Let ◦ ∈ C(J ) be determined by ◦(a) = ◦ for any a ∈ J . For any object (E˜ , aE˜) ∈ C1, we have the following
morphisms:
Gr(ω)(E(!)) Gr(ω)(E(∗))
b!
y≃ b∗x≃
Gr(ω)(E˜(!)) Gr
(ω) E˜(f◦,!)−−−−−−−−→ Gr(ω)(E˜(◦)) Gr
(ω) E˜(f∗,◦)−−−−−−−−→ Gr(ω)(E˜(∗)).
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Here, b⋆ are induced by aE,⋆. We set Λ1 := Gr(ω) E˜(f◦,!) ◦ b! and Λ2 := b∗ ◦Gr(ω) E˜(f∗,◦). Thus, we obtain the
following objects in C2:
Ψ(E˜ , aE˜) :=
(
Gr(ω) E˜(◦),Λ1,Λ2
)
.
The procedure gives a functor Ψ : C1 −→ C2.
Proposition 3.24 The functor Ψ is an equivalence.
Proof Suppose that we are given an object (Q•,F) ∈ LocSt(I˜, I) with morphisms (71). Let ̺ ∈ C(J ). For
any a ∈ I \ J , we set Q(̺)a := Qa = Gr(ω)a (E(∗)). For any a ∈ J , we set
Q(̺)a :=
 Gr
(ω)
a (E(!)) (̺(a) =!)
Gr(ω)a (E(∗)) (̺(a) = ∗)
Qa (̺(a) = ◦).
By the construction in §3.7.2, we obtain an object E˜(̺) in Sh(I˜). The procedure gives a functor E˜ from D(J )
to Sh(I˜) with an isomorphism ι∗(E˜) = E , satisfying the condition (C2). Thus, we obtain a functor C2 −→ C1.
It gives a quasi inverse of Ψ.
3.8 Successive extensions of local systems with Stokes structure
3.8.1 Full base tuples of 2πZ-equivariant local systems with Stokes structure
Let I˜ be a Gal(p)-invariant subset of z−1p C[z−1p ]. Let I˜Gal(p) denote the invariant subset with respect to the
Gal(p)-action on I˜. We take a subset J˜ ⊂ I˜Gal(p). We use the categories in §3.7.5.
Let E be a functor from D(J˜ ) to LocSt(I˜). By taking the graduation with respect to the Stokes structures
indexed by I˜, we have the induced functors GrF (E) from D(J˜ ) to the category of 2πZ-equivariant I˜-graded
local systems. We impose the following conditions:
(D1) GrFa E(f̺,̺′ ) are isomorphisms unless a ∈ J˜ and ̺(a) 6= ̺′(a). We shall identify GrFa (E(̺)) and
GrFa (E(̺′)) by the isomorphism for such a.
Definition 3.25 A full base tuple in LocSt(I˜) with respect to J˜ is a functor E : D(J˜ ) −→ LocSt(I˜) satisfying
the condition (D1).
3.8.2 Equivalence
We use the categories in §2.5. Let E be a functor from D(J˜ ) to LocSt(I˜) satisfying the conditions (D1). Let
C1 be the category of functors E˜ : C(J˜ ) −→ LocSt(I˜) equipped with an equivalence aE˜ : ι∗(E˜) ≃ E satisfying
the following conditions.
(D2) GrFa E˜(f̺,̺′ ) are isomorphisms unless a ∈ J˜ and ̺(a) 6= ̺′(a).
A morphism (E˜1, aE˜1) −→ (E˜2, aE˜2) in C1 is defined to be a natural transformation f : E˜1 −→ E˜2 such that the
following diagram is commutative:
ι∗(E˜1)
aE˜1−−−−→ E
ι∗(f)
y idy
ι∗(E˜2)
aE˜2−−−−→ E .
(72)
Let C2 be the category of 2πZ-equivariant I˜-graded local systems Q• with morphisms
GrF• (E(!)) Λ1−−−−→ Q• Λ2−−−−→ GrF• (E(∗)) (73)
such that (i) Λ2 ◦ Λ1 = GrF E(f∗,!), (ii) Λj,a are isomorphisms unless a ∈ J˜ . A morphism
(Q(1)• ,Λ(1)1 ,Λ(1)2 ) −→ (Q(2)• ,Λ(2)1 ,Λ(2)2 )
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in C2 is a commutative diagram as follows:
GrF• E(!)
Λ
(1)
1−−−−→ Q(1)• Λ
(1)
2−−−−→ GrF• E(∗)
=
y y =y
GrF• E(!)
Λ
(2)
1−−−−→ Q(2)• Λ
(2)
2−−−−→ GrF• E(∗).
Let ◦ ∈ C(J˜ ) be determined by ◦(a) = ◦ for any a ∈ J˜ . For any object (E˜ , aE˜) ∈ C1, we have the following
morphisms:
GrF (E(!)) GrF (E(∗))
b!
y≃ b∗x≃
GrF (E˜(!)) Gr
F E˜(f◦,!)−−−−−−−→ GrF (E˜(◦)) Gr
F E˜(f∗,◦)−−−−−−−−→ GrF (E˜(∗)).
Here, b⋆ are induced by aE˜,⋆. We set Λ1 := Gr
F E˜(f◦,!) ◦ b! and Λ2 := b∗ ◦ GrF E˜(f∗,◦). Thus, we obtain the
following objects in C2:
Ψ(E˜ , aE˜) :=
(
GrF E˜(◦),Λ1,Λ2
)
.
The procedure gives a functor Ψ : C1 −→ C2. By applying Proposition 3.24 successively, we obtain the following
proposition.
Proposition 3.26 The functor Ψ is an equivalence. We can explicitly recover an object E˜ ∈ C1 from Ψ(E˜) ∈ C2
and ι∗E˜ up to isomorphisms.
4 Transformation of numerical data
4.1 From 0 to ∞
4.1.1 Preliminary
Let α be a non-zero complex number. Let n and p be positive integers. Set
〈n, p〉 :=
(
n
p
)−n/(n+p)
+
(
n
p
)p/(n+p)
.
We set a := αζ−n, and we consider
F+a,η(ζ) := a(ζ) + η
−n−pζp = αζ−n + η−n−pζp.
We have ∂ζF
+
a,η = −nαζ−n−1 + pζp−1η−n−p. We have
∂ζF
+
a,η(ζ0) = 0⇐⇒ ζ0 ∈
{
(n/p)1/(n+p)βη
∣∣ β ∈ C, βn+p = α}.
Take an interval J =]θ0, θ0 + pπ/n[. If Re a(e
√−1θ/p) > 0 for θ ∈ J , then
α = |α| exp
(√−1(n
p
θ0 +
π
2
))
. (74)
If Re a(e
√−1θ/p) < 0 for θ ∈ J , then
α = |α| exp
(√−1(n
p
θ0 − π
2
))
. (75)
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Case 1 Suppose that Re a(e
√−1θ/p) > 0 on J . The roots of ∂ζF+a,η are
ζa,m,−(η) =
(n
p
)1/(n+p)
|α|1/(n+p) exp
(√−1
n+ p
(n
p
θ0 +
π
2
+ 2mπ
))
· η (m ∈ Z). (76)
For m ∈ Z, we set
F
(0,∞)
+,(J,m,−)(a)(η) := F
+
a,η(ζa,m,−(η)) = 〈n, p〉|α|p/(n+p) exp
(p√−1
n+ p
(n
p
θ0 +
π
2
+ 2mπ
))
· η−n. (77)
Lemma 4.1 We set θu0 (m,−) := θ0−π/2− 2mπ and Ju(m,−) =]θu0 (m,−), θu0 (m,−)+ (p+n)π/n[. Then, we
have p arg ζa,m,−(e
√−1θu/(n+p)) ∈ J if and only if θu ∈ Ju(m,−). Moreover, we have ReF(0,∞)+,(J,m,−)(a)(η) > 0
for η = |η|e
√−1θu/(n+p) with θu ∈ Ju(m,−).
Proof We have
arg
(
ζa,m,−(e
√−1θu/(n+p))
)
=
θu
n+ p
+
nθ0
(n+ p)p
+
1
n+ p
(π
2
+ 2mπ
)
.
Hence, p arg
(
ζa,m,−(e
√−1θu/(n+p))
) ∈ J if and only if
θ0 < θ
u +
π
2
+ 2mπ < θ0 +
n+ p
n
π, i.e., θ0 − π
2
− 2mπ < θu < θ0 − π
2
− 2mπ + n+ p
n
π. (78)
It implies the first claim. Because
F
(0,∞)
+,(J,m,−)(a)(η) = 〈n, p〉|α|p/(n+p) exp
(√−1( n
n+ p
θu0 (m,−) +
π
2
))
η−n,
we obtain the second claim.
We note the following obvious lemma.
Lemma 4.2 We have (−1)ℓRe(a(e
√−1θ/p)) > 0 on J + ℓpπ/n, and (−1)ℓReF(0,∞)+,(J,m,−)(a)(e
√−1θu/(n+p)) > 0
on Ju(m,−) + ℓ(n+ p)π/n.
Case 2 Suppose that Re a(e
√−1θ/p) < 0 on J . The roots of ∂ζF+a,η are
ζa,m,+(η) =
(n
p
)1/(n+p)
|α|1/(n+p) exp
(√−1
n+ p
(n
p
θ0 − π
2
+ 2mπ
))
· η (m ∈ Z). (79)
For m ∈ Z, we set
F
(0,∞)
+,(J,m,+)(a)(η) := F
+
a,η(ζa,m,+(η)) = 〈n, p〉|α|p/(n+p) exp
(p√−1
n+ p
(n
p
θ0 − π
2
+ 2mπ
))
· η−n. (80)
Lemma 4.3 Set θu0 (m,+) := θ0 + π/2 − 2mπ and Ju(m,+) :=]θu0 (m,+), θu0 (m,+) + (p + n)π/n[. Then,
p arg ζa,m,+(e
√−1θu/(n+p)) ∈ J if and only if θu ∈ Ju(m,+). Moreover, we have ReF(0,∞)+,(J,m,+)(a)(η) < 0 for
η = |η|e
√−1θu/(n+p) with θu ∈ Ju(m,+).
Proof We have
arg
(
ζa,m,+(e
√−1θu/(n+p))
)
=
θu
n+ p
+
nθ0
(n+ p)p
+
1
n+ p
(
−π
2
+ 2mπ
)
.
Hence, p arg
(
ζa,m,+(e
√−1θu/(n+p))
) ∈]θ0, θ0 + pπ/n[ if and only if
θ0 < θ
u − π
2
+ 2mπ < θ0 +
n+ p
n
π, i.e., θ0 +
π
2
− 2mπ < θu < θ0 + π
2
− 2mπ + n+ p
n
π. (81)
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It implies the first claim. Because
F
(0,∞)
+,(J,m,+)(a)(η) = 〈n, p〉|α|p/(n+p) exp
(√−1( n
n+ p
θu0 (m,+)−
π
2
))
η−n,
we obtain the second claim.
We note the following obvious lemma.
Lemma 4.4 We have (−1)ℓRe(a(e
√−1θ/p)) < 0 on J + ℓpπ/n, and (−1)ℓReF(0,∞)+,(J,m,−)(a)(e
√−1θu/(n+p)) < 0
on Ju(m,+) + ℓ(n+ p)π/n.
Refinement Let us consider a˜ = αζ−n +
∑n−1
j=1 cjζ
−j . We set
F+
a˜,η(ζ) := a˜(ζ) + η
−n−pζp.
We have ∂ζF
+
a˜,η
= −nαζ−n−1 + pζp−1η−n−p −∑ jcjζ−j−1. We set
h(η) :=
(n
p
)1/(n+p)
η. (82)
Lemma 4.5 We have a unique convergent power series aa˜(η) = 1 +
∑∞
j=1 aa˜,jη
j such that the following holds
for any β ∈ C with βn+p = α:
∂ζF
+
a˜,η
(
h(βη)aa˜(βη)
)
= 0. (83)
Moreover, any root ∂ζF
+
a˜,η is given as h(βη)aa˜(βη) for some β with β
n+p = α.
Proof The condition (83) is equivalent to
pβp
(n
p
)p/(n+p)(
−aa˜(βη)−n + aa˜(βη)p
)
−
n−1∑
j=1
jcjβ
−j
(n
p
)−j/(n+p)
ηn−jaa˜(βη)−j = 0. (84)
We take β0 such that β
n+p
0 = α. We can obtain aa˜ satisfying (84) for β0 as a formal power series. It is
convergent because it is a solution of the algebraic equation (84). We can easily check that (84) holds for any
β with βn+p = α.
We have the convergent power series 1 +
∑∞
j=1 ba˜,jη
j such that
F+
a˜,η
(
h(βη) · aa˜(βη)
)
= F+a,η
(
h(βη)
) · (1 + ∞∑
j=1
ba˜,j(βη)
j
)
= 〈n, p〉βpη−n ·
(
1 +
∞∑
j=1
ba˜,j(βη)
j
)
.
Lemma 4.6 Suppose that we are given a˜i = αζ
−n +
∑n−1
j=1 ci,jζ
−j (i = 1, 2) such that c1,j = c2,j (j = m +
1, . . . , n− 1). Then, we have
ba˜1,j = ba˜2,j (j = 1, . . . , n−m− 1). (85)
Moreover, we have
F+
a˜1,η
(
h(βη) · aa˜1(βη)
) − F+
a˜2,η
(
h(βη) · aa˜2(βη)
) ≡ (c1,m − c2,m) · h(βη)−m
modulo η−m+1C[[η]].
Proof For 1 ≤ ℓ < n, we can easily observe that aa˜,ℓ depend only on cn−j (1 ≤ j ≤ ℓ). Hence, we have (85).
Moreover, the dependence of aa˜,ℓ on cn−ℓ is linear, i.e., we have aa˜,ℓ = Aℓcn−ℓ +Qℓ(cn−1, . . . , cn−ℓ+1). Hence,
we have the following modulo ηm+1:
F+
a˜1,η
(
h(βη) · aa˜1(βη)
) − F+
a˜2,η
(
h(βη) · aa˜2(βη)
) ≡
∂ζF
+
a,η(h(βη)) · h(βη) ·An−m · (c1,m − c2,m)ηm + c1,m
(
h(βη)aa˜1(βη)
)−m − c2,m(h(βη)aa˜2(βη))−m
≡ (c1,m − c2,m) · h(βη)−m. (86)
Thus, we obtain the claim of the lemma.
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Summary Set Uz(p, n) := z
−n
p C and Uu(n + p, n) := u
−n
n+pC. For any interval J ⊂ R, we set U−z (p, n, J) :={
a ∈ Uz(p, n)
∣∣ a <J 0} and U+z (p, n, J) := {a ∈ Uz(p, n) ∣∣ a >J 0}. We also set U−u (p + n, n, J) := {b ∈
Uu(n+ p, n)
∣∣ b <J 0} and U+u (p+ n, n, J) := {b ∈ Uu(n+ p, n) ∣∣ b >J 0}.
We set U˜z(p, n) :=
{∑n
j=1 ajz
−j
p
∣∣ an 6= 0}∪{0} and U˜u(n+ p, n) := {∑nj=1 bju−jn+p ∣∣ bn 6= 0}∪{0}. We may
naturally regard U˜u(p+ n, n) as a subset of C((un+p))
/
C[[un+p]].
We have the map qz,n : U˜z(p, n) −→ Uz(p, n) given by
∑
ajz
−n
p 7−→ anz−np . Similarly, we have the map
qu,n : U˜u(p + n, n) −→ Uu(p + n, n). For any interval J ⊂ R, we set U˜±z (p, n, J) := q−1z,n
(
U±z (p, n, J)
)
and
U˜±u (p+ n, n, J) := q
−1
u,n
(
U±u (p+ n, n, J)
)
.
For an interval J =]θ0, θ0+pπ/n[ and m ∈ Z, we define the intervals Ju(m,±) as in Lemma 4.1 and Lemma
4.3. We define the maps F
(0,∞)
+,(J,m,±) : Uz(p, n) −→ Uu(n+ p, n) by the formulas (77) and (80). Then, according
to Lemma 4.1 and Lemma 4.3, they give the following isomorphisms of the partially ordered sets:
F
(0,∞)
+,(J,m,±) : (U
±
z (p, n, J),≤J) ≃ (U±u (p+ n, n, Ju(m,±)),≤Ju(m,±)).
We set βm,± := |α|1/(n+p) exp
(√−1
n+p
(
n
p θ0 ∓ π2 + 2mπ
))
. For a˜ ∈ U˜z(n, n), we set
ζa˜,m,±(η) := h(βm,±η) · aa˜(βm,±η),
where h(βm,±η) is given as in (82), and aa˜(βm,±η) is given as in Lemma 4.5. We define the maps F
(0,∞)
+,(J,m,±) :
U˜z(p, n) −→ U˜u(p+ n, n) by the following formulas:
F
(0,∞)
+,(J,m,±)(a˜) = F
+
a˜,up+n
(
ζa˜,m,±(up+n)
)
modulo C[[un+p]].
Then, according to Lemma 4.6, they give the following isomorphisms of the partially ordered sets:
F
(0,∞)
+,(J,m,±) :
(
U˜±z (p, n, J),≤J
) −→ (U˜±u (p+ n, n, Ju(m,±)),≤Ju(m,±)).
More precisely, for θ ∈ R, we define θu(m,±) by the following formula:
1
n+ p
θu(m,±) := 1
p
θ − 1
n+ p
(n
p
θ0 ∓ π
2
+ 2mπ
)
.
If θ ∈ J + ℓpπ/n, then θu(m,±) ∈ Ju(m,±) + ℓ(n+ p)π/n. According to Lemma 4.2, Lemma 4.4 and Lemma
4.6, we have the following isomorphisms of the partially ordered sets for any θ ∈ R:
F
(0,∞)
+,(J,m,±) :
(
U˜±z (p, n, J),≤θ
) −→ (U˜±u (p+ n, n, Ju(m,±)),≤θu(m,±)).
By the construction, we have the following natural commutative diagram:(
U˜±z (p, n, J),≤θ
) F(0,∞)+,(J,m,±)−−−−−−−→ (U˜±u (p+ n, n, Ju(m,±)),≤θu(m,±))y y(
U±z (p, n, J),≤θ
) F(0,∞)+,(J,m,±)−−−−−−−→ (U±u (p+ n, n, Ju(m,±)),≤θu(m,±)).
4.1.2 Correspondence of index sets
We take a p-th root zp of z, and a (n+ p)-th root un+p of u = w
−1. We have the action of Gal(p) on C((zp)) by
τ · f(zp) = f(τzp). We have the action of Gal(n+ p) on C((un+p)) by τ · g(un+p) = g(τun+p).
Let o ⊂ z−np C be a Gal(p)-orbit. Take a = αz−np ∈ o. We obtain the following Gal(n + p)-orbit in u−nn+pC,
which is independent of the choice of α:
F
(0,∞)
+ (o) :=
{〈n, p〉βpu−nn+p ∣∣β ∈ C, βn+p = α}.
Thus, we obtain a map F
(0,∞)
+ : z
−n
p C
/
Gal(p) −→ u−nn+pC
/
Gal(n + p). For any Gal(p)-invariant subset I ⊂
z−np C, the Gal(n+ p)-invariant subset F
(0,∞)
+ (I) ⊂ u−nn+pC.
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Lemma 4.7 If 0 ∈ I, then 0 ∈ F(0,∞)+ (I). If I = −I, then we have F(0,∞)+ (I) = −F(0,∞)+ (I).
Proof The first claim is clear. We obtain the second claim from the description of F
(0,∞)
+ (o) or o.
The above correspondence is induced by the local Fourier transform F
(0,∞)
+ in §2.8.3. Indeed, the roots of
∂zpFa,un+p(ζ) are (n/p)
1/(n+p)βun+p for (β
n+p = α), and we have
Fa,un+p((n/p)
1/(n+p)βun+p) = 〈n, p〉βpu−nn+p. (87)
4.1.3 Correspondence of intervals
For any integer m, we set
η+m(t) := t−
π
2
+ 2mπ, η−m(t) := t+
π
2
+ 2mπ.
For an interval J =]θu0 , θ
u
0 + (n+ p)π/n[, we set
ν+m(J) :=]η
+
m(θ
u
0 ), η
+
m(θ
u
0 ) + pπ/n[, ν
−
m(J) :=]η
−
m(θ
u
0 ), η
−
m(θ
u
0 ) + pπ/n[.
We define the isomorphisms of the partially ordered sets
ν±m,J :
(
U±u (n+ p, n,J),≤J
) −→ (U±z (p, n, ν±m(J)),≤ν±m(J))
as the inverse of F
(0,∞)
+,(ν±m(J),m,±). More explicitly, the maps are given as follows. For any
b(un+p) = a exp
(√−1( n
n+ p
θu0 ∓
π
2
))
· u−nn+p ∈ U±u (n+ p, n,J) (a > 0),
we set
ν±m,J(b)(zp) :=
(〈n, p〉−1a)(n+p)/p exp(√−1(n
p
η+m(θ
u
0 )∓
π
2
))
z−np ∈ U±z (p, n, ν±m(J)).
We define the maps κ±m : R −→ R by the following formulas:
κ±m,J (θ
u) :=
1
n+ p
(
pθu + nθu0
)∓ π
2
+ 2mπ.
Note that κ±m,J induces bijection J + ℓ(n+ p)π/n ≃ ν±m(J) + ℓpπ/n.
Lemma 4.8 Let I ⊂ z−np C be a Gal(p)-invariant subset such that −I = I. Set I◦ := F(0,∞)(I). Note that
I◦ = −I◦. Then, for J ∈ T (I◦), we have ν±m(J) ∈ T (I), and ν±m,J give isomorphisms of partially ordered sets
for any θu ∈ R:
ν−m,J : (I◦J ,<0,≤θu) ≃
(Iν−m(J),<0,≤κ−m,J(θu)), ν+m,J : (I◦J ,>0,≤θu) ≃ (Iν+m(J),>0,≤κ+m,J(θu)).
Proof It follows from computations in §4.1.1.
4.1.4 Refinement
Take any non-zero element a˜ ∈ U˜z(p, n). Set F+a˜,un+p(zp) := a˜(zp) + u
−n−p
n+p z
p
p. We take β ∈ C such that
βn+p = an. As explained in §4.1.1, we have the root
ζa˜(βun+p) = β · (n/p)1/(n+p)un+p · aa˜(βun+p)
of ∂zpF
+
a˜,un+p
, where aa(βun+p) = 1 +
∑
aa,j(βun+p)
j . We obtain the following subset U˜u(p+ n, n):
U(a˜(zp)) :=
{
F+
a˜,un+p
(
ζa˜(βun+p)
)
moduloC[[un+p]]
∣∣ βn+p = an}. (88)
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We can easily check that U(a˜(zp)) is invariant under the Gal(n + p)-action on U˜u(p + n, n), and U(a˜(zp)) =
U(a˜(ωzp)) for any p-th roots ω. Indeed, the above correspondence is induced by the local Fourier transform
F
(0,∞)
+ , and hence we clearly have the invariance under the Galois actions. Thus, the above procedure attaches
a Gal(n + p)-invariant subset F
(0,∞)
+ (I˜) ⊂ U˜u(n + p, p) to any Gal(p)-invariant subset I˜ ⊂ U˜z(n, p). By the
construction, we have F0,∞+ (qz,n(o˜)) = qu,n(F
0,∞
+ (o˜)).
Let I˜ be a Gal(p)-invariant subset of Uz(n, p). Set I˜◦ := F0,∞+ (I˜). We also set I := qz,n(I˜) and I◦ :=
qu,n(I˜◦). We assume that −I = I. For J ∈ T (I), we set I˜J,>0 := q−1z,n(IJ,>0) and I˜J,<0 := q−1z,n(IJ,<0).
Similarly, for J ∈ T (I◦), we set I˜◦
J ,>0 := q
−1
u,n(I◦J ,>0) and I˜◦J ,<0 := q−1u,n(I◦J ,<0).
Take J =]θu0 , θ
u
0 + (p+ n)π/n[∈ T (I◦). We define the bijection
ν˜±m,J : U˜
±
u
(
p+ n, n,J
) −→ U˜±z (p, n, ν±m(J))
as the inverse of F
(0,∞)
+,(ν±m(J),m,±).
We obtain the following lemma from the computation in §4.1.1.
Lemma 4.9 ν˜±m,J induce the isomorphisms of the partially ordered sets for any θ
u ∈ R:
ν˜−m,J :
(I˜◦
J,<0,≤θu
) −→ (I˜ν−m(J),<0,≤κ−m,J(θu)), ν˜+m,J : (I˜◦J ,>0,≤θu) −→ (I˜ν+m(J),>0,≤κ+m,J(θu)).
4.2 From ∞ to ∞
4.2.1 Preliminary
Let α be a non-zero complex number. Let n > p be two positive integers. We set
〈n, p〉′ :=
(n
p
)−p/(n−p)
−
(n
p
)−n/(n−p)
> 0.
We set a := αζ−n, and consider
G+a,η(ζ) := a(ζ) + η
−n−pζ−p = αζ−n + η−n+pζ−p.
We have ∂ζG
+
a,η(ζ) = −nαζ−n−1 − pη−n+pζ−p−1. We have
∂ζG
+
a,η(ζ0) = 0⇐⇒ ζ0 ∈
{
(n/p)1/(n−p)βη
∣∣β ∈ C, βn−p = −α}.
Take an interval J =]θ0, θ0 + pπ/n[. If a(e
√−1θ/p) > 0 on J , then
−α = |α| exp
(√−1(n
p
θ0 − π
2
))
.
If a(e
√−1θ/p) < 0 on J , then
−α = |α| exp
(√−1(n
p
θ0 +
π
2
))
.
Case 1 Suppose that Re(a(e
√−1θ/p)) > 0 on J . The roots of ∂ζG+a,η are
ζm,−(η) =
(n
p
)1/(n−p)
|α|1/(n−p) exp
(√−1
n− p
(n
p
θ0 − π
2
+ 2mπ
))
· η, (m ∈ Z).
For m ∈ Z, we set
F
(∞,∞)
+,(J,m,−)(a)(η) := G
+
a,η(ζm,−(η)) = 〈n, p〉′|α|−p/(n−p) exp
(√−1(− n
n− pθ0 −
p
n− p
(
−π
2
+ 2mπ
)))
η−n. (89)
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Lemma 4.10 We set θu0 (m,−) := −θ0+π/2− 2mπ and Ju(m,−) :=]θu0 (m,−), θu0 (m,−)+nπ/(n− p)[. Then,
we have p arg
(
ζm(e
√−1θu/(n−p))
) ∈ J if and only if θu ∈ Ju(m,−). Moreover, we have ReF(∞,∞)+,(J,m,−)(a)(η) < 0
for η = |η| exp(√−1θu/(n− p)) with θu ∈ Ju(m,−).
Proof We have
arg
(
ζm,−
(
e
√−1θu/(n−p))) = θu
n− p +
1
n− p
(n
p
θ0 − π
2
+ 2mπ
)
.
Hence, p arg
(
ζm(e
√−1θu/(n−p))
) ∈ J if and only if
− θ0 < θu +
(
−π
2
+ 2mπ
)
< −θ0 + n− p
n
π, i.e., − θ0 + π
2
− 2mπ < θu < −θ0 + π
2
− 2mπ + n− p
n
π. (90)
Because
F
(∞,∞)
+,(J,m,−)(a)(η) = 〈n, p〉′|α|−p/(n−p) exp
(√−1( n
n− pθ
u
0 (m)−
π
2
+ 2mπ
))
· η−n,
we have ReF
(∞,∞)
+,(J,m,−)(a)(η) < 0 if θ
u = arg(η) satisfies (90).
We remark the following obvious lemma.
Lemma 4.11 We have (−1)ℓRe a(e
√−1θ/p) > 0 for θ ∈ J+ℓpπ/n, and (−1)ℓReF(∞,∞)+,(J,m,−)(a)(e
√−1θu/(n−p)) <
0 for θu ∈ Ju(m,−) + ℓ(n− p)π/n.
Case 2 Suppose that Re(a(e
√−1θ/p)) < 0 on J . The roots of ∂ζG+a,η are
ζm,+(η) =
(n
p
)1/(n−p)
|α|1/(n−p) exp
(√−1
n− p
(n
p
θ0 +
π
2
+ 2mπ
))
η, (m ∈ Z).
For m ∈ Z, we set
F
(∞,∞)
+,(J,m,+)(a)(η); = G
+
a,η(ζm,+(η)) = 〈n, p〉′|α|−p/(n−p) exp
(√−1(− n
n− pθ0 −
p
n− p
(π
2
+ 2mπ
)))
η−n. (91)
Lemma 4.12 We set θu0 (m,+) := −θ0−π/2− 2mπ and Ju(m,+) :=]θu0 (m,+), θu0 (m,+)+nπ/(n− p)[. Then,
we have p arg
(
ζm(e
√−1θu/(n−p))
) ∈ J if and only if θu ∈ Ju(m,+). Moreover, we have ReF(∞,∞)+,(m,J,+)(a)(η) > 0
for η = |η| exp(√−1θu/(n− p)) with θu ∈ Ju(m,+).
Proof We have
arg
(
ζm
(
e
√−1θu/(n−p))) = θu
n− p +
1
n− p
(n
p
θ0 +
π
2
+ 2mπ
)
.
Hence, p arg
(
ζm(e
√−1θu/(n−p))
) ∈ J if and only if
− θ0 < θu +
(π
2
+ 2mπ
)
< −θ0 + n− p
n
π, i.e., − θ0 − π
2
− 2mπ < θu < −θ0 − π
2
− 2mπ + n− p
n
π. (92)
Because
F
(∞,∞)
+,(J,m,+)(a)(η) = 〈n, p〉′|α|−p/(n−p) exp
(√−1( n
n− pθ
u
0 (m) +
π
2
+ 2mπ
))
· η−n,
we have ReF
(∞,∞)
+,(J,m,+)(a)(η) > 0 if θ
u = arg(η) satisfies (92).
We note the following obvious lemma.
Lemma 4.13 We have (−1)ℓRe a(e
√−1θ/p) < 0 for θ ∈ J+ℓpπ/n, and (−1)ℓReF(∞,∞)+,(J,m,+)(a)(e
√−1θu/(n−p)) >
0 for θu ∈ Ju(m,+) + ℓ(n− p)π/n.
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Refinement Let us consider a˜ = αζ−n +
∑n−1
j=1 cjζ
−j . We set
G+
a˜,η(ζ) := a˜(ζ) + η
−n+pζ−p.
We have ∂ζG
+
a˜,η
= −nαζ−n−1 − pζ−p−1η−n+p −∑ jcjζ−j−1. We set
h(η) :=
(n
p
)1/(n−p)
η. (93)
Lemma 4.14 We have a unique convergent power series aa˜(η) = 1+
∑∞
j=1 aa˜,jη
j such that the following holds
for any β ∈ C with βn−p = −α:
∂ζG
+
a˜,η
(
h(βη)aa˜(βη)
)
= 0. (94)
Conversely, any root of ∂ζG
+
a˜,η is h(βη)aa˜(βη) for some β with β
n−p = −α.
Proof The condition (94) is equivalent to
pβ−p
(n
p
)−p/(n−p)(
aa˜(βη)
−n − aa˜(βη)−p
)
−
n−1∑
j=1
jcjβ
−j
(n
p
)−j/(n−p)
ηn−jaa˜(βη)−j = 0. (95)
We obtain the claims of the lemma as in the case of Lemma 4.5.
We have the convergent formal power series 1 +
∑∞
j=1 ba˜η
j such that
G+
a˜,η
(
h(βη) · aa˜(βη)
)
= G+a,η
(
h(βη)
) · (1 + ∞∑
j=1
ba˜,j(βη)
j
)
= 〈n, p〉′β−pη−n ·
(
1 +
∞∑
j=1
ba˜,j(βη)
j
)
.
We obtain the following lemma as in the case of Lemma 4.6.
Lemma 4.15 Suppose that we are given a˜i = αζ
−n +
∑n−1
j=1 ci,jζ
−j (i = 1, 2) such that c1,j = c2,j (j =
m+ 1, . . . , n− 1). Then, we have ba˜1,j = ba˜2,j (j = 1, . . . , n−m− 1). Moreover, we have
G+
a˜1,η
(
h(βη) · aa˜1(βη)
) −G+
a˜2,η
(
h(βη) · aa˜2(βη)
) ≡ (c1,m − c2,m) · h(βη)−m
modulo η−m+1C[[η]].
Summary Set Ux(p, n) := x
−n
p C. For any interval J ⊂ R, we set U−x (p, n, J) :=
{
a ∈ Ux(p, n)
∣∣ a <J 0} and
U+x (p, n, J) :=
{
a ∈ Ux(p, n)
∣∣ a >J 0}.
For an interval J =]θ0, θ0+pπ/n[ and n ∈ Z, we define the intervals Ju(m,±) as in Lemma 4.10 and Lemma
4.12. We define the maps F
(∞,∞)
+,(J,m,±) : Ux(p, n) −→ Uu(n − p, n) by the formulas (91) and (89). According to
Lemma 4.10 and Lemma 4.12, they give the following isomorphisms of the partially ordered sets:
F
(∞,∞)
+,(J,m,±) : U
±
x (p, n, J) −→ U∓u (n− p, n, Ju(m,±)).
We set βm,± := |α|1/(n−p) exp
(√−1
n−p
(
n
p θ0 ± π2 + 2mπ
))
. For a˜ ∈ U˜x(n, p), we set
ζa˜,m,±(η) = h(βm,±η) · aa˜(βm,±η),
where h(βm,±η) is given as in (93), and aa˜ is given as in Lemma 4.14. We define the maps F
(∞,∞)
m,(J,m,±) :
U˜x(p, n) −→ U˜u(n− p, n) by the following formulas:
F
(∞,∞)
+,(J,m,±)(a˜) = G
+
a˜,un−p
(
ζa˜,m,±(un−p)
)
modulo C[[un−p]].
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Then, according to Lemma 4.15, they give the following isomorphisms of the partially ordered sets:
F
(∞,∞)
+,(J,m,±) :
(
U˜±x (p, n, J),≤J
) −→ (U˜∓u (n− p, n),≤Ju(m,±)).
More precisely, for θ ∈ R, we define θu(m,±) by the following formula:
1
n− pθ
u(m,±) = 1
p
θ − 1
n− p
(n
p
θ0 ± π
2
+ 2mπ
)
.
If θ ∈ J+ ℓpπ/n, then θu(m,±) ∈ Ju(m,±)+ ℓ(n−p)π/n. According to Lemma 4.11, Lemma 4.13, and Lemma
4.15, we have the following isomorphisms of the partially ordered sets for any θ ∈ R:
F
(∞,∞)
+,(J,m,±) :
(
U˜±x (p, n, J),≤θ
) −→ (U˜∓u (n− p, n),≤θu(m,±)).
By the construction, we have the following natural commutative diagram:(
U˜±x (p, n, J),≤θ
) −−−−→ (U˜∓u (n− p, n),≤θu(m,±))y y(
U±x (p, n, J),≤θ
) −−−−→ (U∓u (n− p, n),≤θu(m,±)).
4.2.2 Correspondence of index sets
We take p-th root xp of x = z
−1 and (n− p)-th root un−p of u = w−1. We have the action of Gal(p) on C((xp))
by τ · f(xp) = f(τxp). We have the action of Gal(n− p) on C((un−p)) by τ · g(un−p) = g(τun−p).
Let o ⊂ x−np C be a Gal(p)-orbit. Take a = αx−np ∈ o. We obtain the following Gal(n − p)-orbit in u−nn−pC,
which is independent of the choice of α:
o◦ :=
{〈n, p〉′β−pu−nn−p ∣∣β ∈ C, βn−p = −α}.
The above correspondence is induced by the local Fourier transform F
(∞,∞)
+ in §2.8.3. Indeed, the roots of
∂xpG
+
a,un−p(xp) are (n/p)
1/(n−p)βun−p for (βn−p = α), and we have
G+a,un−p((n/p)
1/(n−p)βun−p) = 〈n, p〉βpu−nn−p.
By the above procedure, for any Gal(p)-invariant subset I ⊂ x−np C, we obtain the Gal(n − p)-invariant
subset F
(∞,∞)
+ (I) ⊂ u−nn−pC.
4.2.3 Correspondence of intervals
For any integer m, we set
η±m(t) := −t∓
π
2
− 2mπ.
For an interval J =]θu0 , θ
u
0 + (n− p)π/n[, we set
ν±m(J) :=]η
±
m(θ
u
0 ), η
±
m(θ
u
0 ) + pπ/n[.
We define the isomorphisms of the partially ordered sets
ν±m,J :
(
U∓u (n− p, n,J),≤J
) −→ (U±x (p, n, ν±m(J)),≤ν±m(J))
as the inverse of F
(∞,∞)
+,(ν±m(J),m,±). More explicitly, the maps are given as follows. For any
b = a exp
(√−1( n
n− pθ
u
0 ±
π
2
+ 2mπ
))
· u−nn−p ∈ U∓u (J) (a > 0),
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we set
ν±(b) :=
( a
〈n, p〉′
)−(n−p)/p
exp
(√−1(n
p
η±m(θ
u
0 )∓
π
2
+ 2mπ
))
· x−np ∈ U±x (ν±m(J)).
We define the map κ±m : R −→ R by the following formulas:
κ±m,J (θ
u) :=
1
n− p
(
pθu − nθu0
)∓ π
2
− 2mπ.
Note that κ±m,J gives bijections J + ℓ(n− p)π/n ≃ ν±m(J) + ℓpπ/n.
Lemma 4.16 Let I ⊂ x−np C be a Gal(p)-invariant subset such that −I = I. Set I◦ := F(∞,∞)+ (I). Then, for
any J ∈ T (I◦), we have ν±m(J) ∈ T (I), and ν±m,J give the following isomorphisms of the partially ordered sets
for any θu ∈ R:
ν+m,J :
(I◦
J,<0,≤θu
) ≃ (Iν+m(J),>0,≤κ+m,J(θu)), ν−m,J : (I◦J ,>0,≤θu) ≃ (Iν−m(J),<0,≤κ−m,J(θu)).
Proof It follows from computations in §4.2.1.
4.2.4 Refinement
For any a˜ ∈ Ux(p, n), we set G+a˜,un−p(xp) := a˜(xp) + u
−n+p
n−p x
p
p. For any β ∈ C such that βn−p = −an, as
explained in §4.2.1, we have the root
ζa˜(un−p) = β · (n/p)1/(n−p)un−p · aa˜(βun−p)
of ∂xpGa˜,un−p , where aa(βun−p) = 1 +
∑
aa,j(βun−p)j . Then, we obtain
U(a˜(xp)) :=
{
Ga˜,un−p
(
ζa˜(βun−p)
)
moduloC[[un−p]]
∣∣ βn−p = −an} ⊂ Uu(n− p, n). (96)
We can easily check that U(a˜(xp)) is invariant under the Gal(n − p)-action on Uu(n − p, n), and U(a˜(xp)) =
U(a˜(ωxp)) for any p-th roots ω. Indeed, the above correspondence is induced by the local Fourier transform
F
∞,∞
+ , and hence we clearly have the invariance under the Galois actions. Thus, the above procedure attaches
a Gal(n − p)-invariant subset F∞,∞+ (I˜) of Uu(n − p, n) to any Gal(p)-invariant subset I˜ of Ux(n, p). By the
construction, we have F∞,∞(qx,n(o˜)) = qu,n(F∞,∞(o˜)).
Let I˜ be a Gal(p)-invariant subset of Ux(n, p). Set I˜◦ := F∞,∞(I˜). We also set I := qx,n(I˜) and I◦ :=
qu,n(I˜◦). We assume that −I = I which implies −I◦ = I◦. For J ∈ T (I), we set I˜J,>0 := q−1z,n(IJ,>0) and
I˜J,<0 := q−1z,n(IJ,<0). Similarly, for J ∈ T (I◦), we set I˜◦J,>0 := q−1u,n(I◦J ,>0) and I˜◦J,<0 := q−1u,n(I◦J ,<0).
Take J ∈ T (I◦). We define the bijection
ν˜±m,J : U˜
∓
u (n− p, n,J) −→ U˜±x (p, n,J)
as the inverse of F
(∞,∞)
m,(ν±m(J),m,±). We obtain the following lemma by the computation in §4.2.1.
Lemma 4.17 ν˜±m,J give the following isomorphisms of the partially ordered sets for any θ
u ∈ R:
ν˜−m,J :
(I˜◦J,>0,≤θu) ≃ (I˜ν−m(J),<0,≤κ−m,J(θu)), ν˜+m,J : (I˜◦J ,<0,≤θu) ≃ (I˜ν+m(J),>0,≤κ+m,J(θu)).
5 Transformations of Stokes shells
5.1 From 0 to ∞
Let I˜ be a Gal(p)-invariant subset of z−1p C[z−1p ] such that I˜ = −I˜ and 0 ∈ I˜. Let ω := − ord(I˜). We assume
Sω(I˜) = I˜. We set I := πω∗(I˜). We set I˜◦ := F(0,∞)+ (I˜) and I◦ := F(0,∞)+ (I). Let Sh = (K•,F ,R) ∈ Sh(I˜).
We shall construct a base tuple (F
(0,∞)
+! (Sh),F
(0,∞)
+∗ (Sh), F,G) in Sh(I˜◦).
We set (K,F ,Φ,Ψ) := D(K•,F). We use the notation PJ = R0,J−λ−(J),J+ , QJ = R
λ+(J),J−
0,J+
, RJ−J+ = R
λ+(J),J−
λ−(J),J+
and RJ+J− = R
λ+(J),J+
λ−(J),J−
for the shell Sh.
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5.1.1 Stokes graded local systems
Take J ∈ T (I◦). We have the intervals ν±m(J) ∈ T (I). For any m ∈ Z, we have the isomorphisms κ±m,J : J ≃
ν±m(J) given by
κ±m,J(θ
u) =
1
n+ p
(pθu + nθu0 )∓
π
2
+ 2mπ.
By Lemma 4.9, we obtain the following local systems with Stokes structure indexed by I˜◦
J ,<0 on J :
(K◦λ−(J),J ,F◦) :=
(
κ−0,J
)−1(Kλ−(ν−0 (J)),F)|ν−0 (J).
We also obtain the following local systems with Stokes structure indexed by I˜◦
J ,>0 on J :
(K◦λ+(J),J ,F◦) :=
(
κ+0,J
)−1(Kλ+(ν+0 (J)),F)|ν+0 (J).
We obtain the following local system on J :
K◦0,J := (κ−0,J )−1
(K0)|ν−0 (J).
The spaces of the global sections of K◦λ,J are denoted by K◦λ,J . We have the natural identifications:
K◦λ−(J),J = K<0,ν−0 (J), K
◦
λ+(J),J
= K>0,ν+0 (J)
, K◦0,J = K0,ν−0 (J).
We have the natural isomorphisms Ψ◦λ,J : K
◦
λ,J ≃ K◦ρ∗(λ),ρ−1(J).
Because ν+0 (J + (n+ p)π/n) = ν
−
0 (J) + pπ/n, we have the following isomorphism:
(Φ◦)J+(n+p)π/n,Jλ−(J) := Φ
ν−0 (J)+pπ/n,ν
−
0 (J)
λ−(ν−0 (J))
: K◦λ−(J),J ≃ K◦λ−(J),J+(n+p)π/n.
Because ν−−1(J + (n+ p)π/n) = ν
+
0 (J) + pπ/n, we have the following isomorphism:
(Φ◦)J+(n+p)π/n,Jλ+(J) := −Ψ−1ν−0 (J+(n+p)π/n) ◦ Φ
ν+0 (J)+pπ/n,ν
+
0 (J)
λ+
(
ν+0 (J)
) : K◦λ+(J),J ≃ K◦λ+(J),J+(n+p)π/n.
For J1 ⊢ J2 in T (I◦), because ν−0 (J1) ⊢ ν−0 (J2), we have the following isomorphisms:(
Φ◦
)J2,J1
0
:= Φ
ν−0 (J2),ν
−
0 (J1)
0 : K
◦
0,J1 ≃ K◦0,J2 .
By gluing (K◦λ,J ,F◦) via the tuple of the isomorphisms Φ◦, we obtain a Stokes graded local system (K◦•,F◦)
over (I˜◦, [I◦]). By the construction, it is naturally 2πZ-equivariant.
For both ⋆ =!, ∗, we set (K⋆ •,F◦) := (K•,F◦). We naturally have D(K⋆•,F◦) = (K◦,F◦,Φ◦,Ψ◦).
5.1.2 Morphisms P◦⋆ and Q
◦
⋆ (⋆ =!, ∗)
Let M0 denote the automorphism of K0 obtained as the composite of K0 a≃ ρ−1K0 b≃ K, where a is induced by
the parallel transport, and b is induced by the 2πZ-equivariance. For J ∈ T (I◦), we set
(P◦! )J := Pν−0 (J) ◦ (id−M
−1
0 ), (P◦∗ )J := Pν−0 (J),
(Q◦! )J := Φν
−
0 (J),ν
+
0 (J)
0 ◦ Qν+0 (J), (Q
◦
∗)J := (id−M−10 ) ◦ Φν
−
0 (J),ν
+
0 (J)
0 ◦ Qν+0 (J).
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5.1.3 Morphisms R in the case n > p
Recall that we have the isomorphisms ΨJ2,J1 : Kλ,J1 ≃ Kλ,J2 for any J1, J2 ∈ T (λ) induced by the parallel
transport of Kλ. By using the isomorphisms, for any J ∈ T (I◦), we set
(R◦)J−
J+
:= Pν−0 (J) ◦ Φ
ν−0 (J),ν
+
0 (J)
0 ◦ Qν+0 (J).
We remark the following:
ν−0 (J − (n+ p)π/n) = ν+0 (J)− pπ/n, ν−0 (J − π) = ν+0 (J), ν−0 (J − (n− p)π/n) = ν+0 (J) + pπ/n.
For J − (n+ p)π/n < J ′ < J , we set as follows:
(R◦)J
J ′ :=

Rν
+
0 (J)
ν−0 (J
′)
(J − (n+ p)π/n < J ′ < J − π)
−Rν
+
0 (J)−
ν+0 (J)+
(J ′ = J − π)
−Rν
+
0 (J)−
ν−0 (J
′)
− Pν−0 (J′) ◦ Φ
ν−0 (J
′),ν+0 (J)
0 ◦ Qν+0 (J) (J − π < J
′ < J − (n− p)π/n)
−Φν
−
0 (J
′),ν+0 (J)
λ+(ν
+
0 (J))
− Pν−0 (J ′) ◦Φ
ν−0 (J
′),ν+0 (J)
0 ◦ Qν+0 (J) (J
′ = J − (n− p)π/n)
−Pν−0 (J ′) ◦ Φ
ν−0 (J
′),ν+0 (J)
0 ◦ Qν+0 (J) (J − (n− p)π/n < J
′ < J).
We remark the following:
ν−−1(J + (n+ p)π/n) = ν
+
0 (J) + pπ/n, ν
−
−1(J + π) = ν
+
0 (J), ν
−
−1(J + (n− p)π/n) = ν+0 (J)− pπ/n.
For J < J ′ < J + (n+ p)π/n, we set as follows:
(R◦)J
J ′ :=

−Ψ−1 ◦ Rν
+
0 (J)
ν−0 (J
′)
(J + π < J ′ < J + (n+ p)π/n)
Ψ−1 ◦ Rν
+
0 (J)+
ν+0 (J)−
(J ′ = J + π)
Ψ−1 ◦ (Rν+0 (J)
ν−−1(J
′)
+ Pν−−1(J ′) ◦ Φ
ν−−1(J
′),ν+0 (J) ◦ Qν+0 (J)
)
(J + (n− p)π/n < J ′ < J + π)
Ψ−1 ◦ (Φν−−1(J′),ν+0 (J)
λ+(ν
+
0 (J))
+ Pν−−1(J′) ◦ Φ
ν−−1(J
′),ν+0 (J) ◦ Qν+0 (J)
)
(J ′ = J + (n− p)π/n)
Ψ−1 ◦ Pν−−1(J′) ◦ Φ
ν−−1(J
′),ν+0 (J) ◦ Qν+0 (J) (J < J
′ < J + (n− p)π/n).
5.1.4 Morphisms R in the case n < p
For J ∈ T (I◦), we set
(R◦)J−
J+
:= Pν−0 (J) ◦ Φ
ν−0 (J),ν
+
0 (J)
0 ◦ Qν+0 (J) −Ψ
−1 ◦ Rν
+
0 (J)
ν−−1(J)
+Rν
+
0 (J)
ν−0 (J)
.
Let us define two tuples of morphisms (Fi)
J
J ′ (i = 0,−1) for (J ,J ′) ∈ T2(I◦). We remark the following.
• J − (n+ p)π/n < J ′ < J if and only if ν+0 (J)− pπ/n < ν−0 (J ′) < ν+0 (J) + π.
• J < J ′ ≤ J + (p− n)π/n if and only if ν+0 (J) + π < ν−0 (J ′) ≤ ν+0 (J) + pπ/n.
We set as follows:
(F0)
J
J ′ :=

Rν
+
0 (J)
ν−0 (J
′)
(J − (n+ p)π/n < J ′ < J − π)
−Rν
+
0 (J)−
ν+0 (J)+
(J ′ = J − π)
−Rν
+
0 (J)
ν−0 (J
′)
− Pν−0 (J ′) ◦ Φ
ν−0 (J
′),ν+0 (J)
0 ◦ Qν+0 (J) (J − π < J
′ < J)
Rν
+
0 (J)
ν−0 (J
′)
(J < J ′ < J + (p− n)π/n)
Φ
ν−0 (J
′),ν+0 (J)
λ+(ν
+
0 (J))
(J ′ = J + (p− n)π/n).
We also remark the following.
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• J < J ′ < J + (n+ p)π/n if and only if ν+0 (J)− π < ν−−1(J ′) < ν+0 (J) + pπ/n.
• J − (p− n)π/n ≤ J ′ < J if and only if ν+0 (J)− pπ/n ≤ ν−−1(J ′) < ν+0 (J)− π.
We set as follows:
(F−1)JJ′ :=

−Ψ−1 ◦ Rν
+
0 (J)
ν−−1(J
′)
(J + π < J ′ < J + (n+ p)π/n)
Ψ−1 ◦ Rν
+
0 (J)+
ν+0 (J)−
(J ′ = J + π)
Ψ−1 ◦ (Rν+0 (J)
ν−−1(J
′)
+ Pν−−1(J ′) ◦ Φ
ν−−1(J
′),ν+0 (J)
0 ◦ Qν+0 (J)
)
(J < J ′ < J + π)
−Ψ−1 ◦ Rν
+
0 (J)
ν−−1(J
′)
(J − (n− p)π/n < J ′ < J)
−Ψ−1 ◦ Φν
−
−1(J
′),ν+0 (J)
λ+(ν
+
0 (J))
(J ′ = J − (n− p)π/n).
Then, for J − (n+ p)π/n < J ′ < J + (n+ p)π/n with J ′ 6= J , we set
(R◦)J
J ′ := (F0)
J
J ′ + (F−1)
J
J ′ .
5.1.5 Morphisms R in the case n = p
For J ∈ T (I◦), we set
(R◦)J−
J+
:= Pν−0 (J) ◦ Φ
ν−0 (J),ν
+
0 (J)
0 ◦ Qν+0 (J) +Φ
ν−0 (J),ν
+
0 (J)
λ+(ν
+
0 (J))
−Ψ−1 ◦ Φν
−
−1(J),ν
+
0 (J)
λ+(ν
+
0 (J))
.
For J − 2π < J ′ < J , we set
(R◦)J
J′ :=

Rν
+
0 (J)
ν−0 (J
′)
(J − 2π < J ′ < J − π)
−Rν
+
0 (J)−
ν+0 (J)+
(J ′ = J − π)
−Rν
+
0 (J)
ν−0 (J
′)
− Pν−0 (J′) ◦ Φ
ν−0 (J
′),ν+0 (J)
0 ◦ Qν+0 (J) (J − π < J
′ < J).
For J < J ′ < J + 2π, we set
(R◦)J
J ′ :=

−Ψ−1 ◦ Rν
+
0 (J)
ν−−1(J
′)
(J + π < J ′ < J + 2π)
Ψ−1 ◦ Rν
+
0 (J)+
ν+0 (J)−
(J ′ = J + π)
Ψ−1 ◦ (Rν+0 (J)
ν−−1(J
′)
+ Pν−−1(J′) ◦ Φ
ν−−1(J
′),ν+0 (J)
0 ◦ Qν+0 (J)
)
(J < J ′ < J + π).
5.1.6 Base tuples
For ⋆ =!, ∗, let F0,∞+⋆ (Sh) be (K◦⋆•,F◦) with the tuple of the morphisms
(
P◦⋆,Q
◦
⋆,R
)
. They are objects in
Sh(I˜◦).
We have the morphism F : F
(0,∞)
+! (Sh) −→ F(0,∞)+∗ (Sh) given by the identity maps K◦!λ = K◦∗λ (λ 6= 0) and
id−M−10 : K◦!0 −→ K◦∗0. We have the following maps:
G
λ+(J),J
0,J := Φ
ν−0 (J),ν
+
0 (J) ◦ Qν+0 (J) : K
◦
!,>0,J −→ K◦∗,0,J ,
G0,Jλ−(J),J := Pν−0 (J) : K
◦
!,0,J −→ K◦∗,<0,J .
Then, by the construction, we can easily observe that (F
(0,∞)
+! (Sh),F
(0,∞)
+∗ (Sh), F,G) is a base tuple in Sh(I˜◦).
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5.1.7 Another description of the Stokes graded local systems
For each λ ∈ [(I◦)∗], we take Jλ =]θu0,λ, θu0,λ + (n+ p)π/n[∈ T (λ)<0. We have the map κJλ : R −→ R given by
κJλ(θ
u) :=
1
n+ p
(pθu + nθu0,λ) +
π
2
.
The restriction of κJλ to Jλ + (2m+ 1)π is equal to the restriction of κ
+
−m,Jλ+(2m+1)π. The restriction of κJλ
to Jλ + 2mπ is equal to κ
−
−m,Jλ+2mπ.
We obtain the local system with Stokes structure (K◦◦λ ,F◦◦) := κ−1Jλ(Kλ−(ν−0 (Jλ)),F). By the construction,
we have the natural isomorphism (K◦◦λ ,F◦◦)|Jλ ≃ (K◦λ,F◦)|Jλ . It is uniquely extended to an isomorphism
bλ : (K◦◦λ ,F◦◦) ≃ (K◦λ,F◦), where the restriction of bλ to (Jλ+2mπ)∪(Jλ+(2m+1)π) is given by (−1)mΨ−m.
We also set K◦◦0 := K0. Let us observe that we have the natural isomorphism b0 : K◦◦0 ≃ K◦0 . Take any
J ∈ T (I◦). If θu ∈ J , we have ν−0 (J)∩]θu − π/2, θu + π/2[6= ∅. Hence, we have
K◦◦0|θu = K0|θu ≃ K0,ν−0 (J),
which induces the desired isomorphism b0 : K◦◦0 ≃ K◦0 .
We set (K◦◦• ,F◦◦) :=
⊕
λ∈[I◦](K◦◦λ ,F◦◦). We have the natural isomorphism b : (K◦◦• ,F◦◦) ≃ (K◦,F). An
action of 2πZ on (K◦◦• ,F◦◦) is induced by the isomorphism b and the 2πZ-action on (K◦•,F◦).
We have n1, p1 ∈ Z>0 such that n1/p1 = n/p with g.c.d.(n1, p1) = 1. For λ ∈ [(I◦)∗], we obtain the following
isomorphism:
a0 : (ρ
n1+p1)∗(K◦◦λ ,F◦◦) ≃ (ρn1+p1)∗(K◦λ,F◦) ≃ (K◦λ,F◦) ≃ (K◦◦λ ,F◦◦).
We also have the following natural isomorphism:
a1 : (ρ
n1+p1)∗(K◦◦λ ,F◦◦) = κ−1Jλ
(
(ρp1)∗(Kν−0,J (λ))
)
≃ κ−1
Jλ
(Kν−0,J (λ)) = (K
◦◦
λ ,F
◦◦).
We have a0 = (−1)n1a1.
5.1.8 Connecting morphisms
We have the associated 2πZ-equivariant local system with Stokes structure (H,F) := LocSt(Sh). By forgetting
the Stokes structure, we obtain the 2πZ-equivariant local system H. Let M denote the automorphism of H
obtained as the composite H c1≃ ρ−1H c2≃ H, where c1 is induced by the parallel transport, and c2 is induced
by the 2πZ-equivariance. We set F
(0,∞)
⋆ (H) := H. We obtain the morphisms of 2πZ-equivariant local systems
F
(0,∞)
! (H) −→ F(0,∞)∗ (H) given by id−M−1. Let HJ denote the space of the global sections of H on J .
Let H◦⋆ denote the local systems associated to F(0,∞)∗ (Sh). Let us give the following commutative diagram:
F
(0,∞)
! (H) −−−−→ F(0,∞)∗ (H)
a
y bx
H◦! −−−−→ H◦∗.
(97)
i.e., we shall construct morphisms a and b with which the above diagram is commutative.
Remark 5.1 We give aJ : H
0(J ,F
(0,∞)
! (H)) −→ H0(J ,H◦! ) and bJ : H0(J ,H◦∗) −→ H0(J ,F(0,∞)∗ (H)).
Although it is not obvious if they induce morphisms of local systems for which the diagram is commutative, it
will be clear by the meaning of the formulas. (See Proposition 6.3.)
For any J ∈ T (I◦), we naturally have Γ(J ,F(0,∞)⋆ (H)) ≃ Γ(ν−0 (J),H). Set H◦⋆,J := H0(J ,H◦⋆). We have
the decomposition
H◦⋆,J = K
◦
J−,0 ⊕
⊕
J−(n+p)π/n<J ′≤J
(
K◦
J′−,>0
⊕K◦
J′−,<0
)
.
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The case n > p If ν−−1(J) − pπ/n < J ′ ≤ ν+0 (J), we have J ′ such that J − (n + p)π/n < J ′ ≤ J and
J ′ = ν+0 (J
′). For each u ∈ KJ′−,>0, we have the element [u] ∈ K◦J′−,>0. we obtain the following element in H
◦
!J :
BJ (J
′, u) := [u]−
∑
J ′≤J ′′<J
Pν−0 (J′′) ◦ Φ
ν−0 (J),ν
+
0 (J
′)
0 ◦ Qν+0 (J′)(u).
Suppose that ν+0 (J) < J
′ ≤ ν−0 (J)− pπ/n. We have J ′ satisfying ν−0 (J ′) = J ′ and J − π < J ′ ≤ J − pπ/n.
For any J ′′ such that J ′−pπ/n < J ′′ < J ′+pπ/n, we have J ′′ satisfying ν−0 (J ′′) and J− (n+p)π/n < J ′′ < J .
Take u ∈ KJ′−,>0. We obtain the following element in H◦!J :
AJ (J
′, u) :=
∑
J′−pπ/n<ν−0 (J′′)<J′
RJ′
ν−0 (J
′′)(u)−
∑
J′<ν−0 (J
′′)<J′+pπ/n
RJ′
ν−0 (J
′′)(u)−R
ν−0 (J
′)−
ν−0 (J
′)+
(u)
−
∑
J′<ν−0 (J
′′)<ν−0 (J)
Pν−0 (J ′′) ◦ Φ
ν−0 (J
′′),J′
0 (u). (98)
Take v ∈ H0(R,H). We have the decomposition
v = vν−0 (J),0
+
∑
ν−0 (J)−2pπ/n<J′≤ν−0 (J)
vJ′,<0.
Here, vJ′,<0 are sections of LJ′,<0, and vν−0 (J),0
is a section of Lν−0 (J)−,0
. We also have the decomposition
v = vν−−1(J),0
+
∑
ν−−1(J)−2pπ/n<J′≤ν−−1(J)
vJ′,<0.
Here, vJ′,<0 are sections of LJ′,<0, and vν−−1(J),0
is a section of Lν−−1(J)−,0
.
We obtain the following element in K◦0,J− :
CJ (J , 0, v) := vν−0 (J),0
−
∑
ν−−1(J)−pπ/n<J′≤ν−0 (J)−pπ/n
Φ
ν−0 (J),J
′
0 ◦ QJ′ ◦RJ′(v).
Note that for each J ′ such that ν−i (J)−2pπ/n < J ′ ≤ ν−i (J) we have J such that ν−i (J ′) = J ′ and J−2pπ/n <
J ′ ≤ J . Hence, we have the following element in K◦!J′ for such J ′:
CJ (J
′, v) := vν−0 (J′),<0 −Ψ
−1(vν−−1(J′),<0).
Then, for v ∈ HJ , we define aJ(v) by the following relation:
aJ(v) =
∑
ν−−1(J)−pπ/n<J′≤ν+0 (J)
BJ
(
J ′, RJ′(v)
)
+
∑
ν+0 (J)<J
′≤ν−0 (J)−pπ/n
AJ
(
J ′, RJ′(v)
)
+ CJ (J , 0, v) +
∑
J−2pπ/n<J′≤J
CJ (J
′, v). (99)
The case n < p For J ′ ∈ T (I) such that ν+0 (J)−(n+p)π/n < J ′ ≤ ν+0 (J), we have J ′ such that ν+0 (J ′) = J ′
and J − (n+ p)π/n < J ′ ≤ J . For u ∈ KJ′−,>0, we have the following element in H◦!J :
BJ (J
′, u) := [u]−
∑
J ′≤J′′<J
Pν−0 (J ′′) ◦ Φ
ν−0 (J
′′),J′
0 ◦ QJ′(u).
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For ν+0 (J) − pπ/n + π < J ′ ≤ ν+0 (J), we have J ′ such that ν−0 (J ′) = J ′ and J − pπ/n < J ′ ≤ J − π. For
u ∈ KJ′,>0, we have the following elements in H◦!J :
CJ (J
′, u) := RJ
′
−
J′+
(u) +
∑
J′<ν−0 (J
′′)<J′+π
RJ′
ν−0 (J
′′)(u) +
∑
J′<ν−0 (J
′′)<ν−0 (J)
Pν−0 (J ′′) ◦ Φ
ν−0 (J
′′),J′
0 ◦ QJ′(u). (100)
For ν+0 (J)−(p+n)π/n < J ′ ≤ ν+0 (J)−pπ/n+π, we have J ′1 such that ν−0 (J ′1) = J ′+pπ/n and J−2π < J ′1 ≤ J .
For u ∈ KJ′,>0, we have the following element in H◦!J
CJ (J
′, u) := −Φν
−
0 (J
′
1),J
′
λ+(J′)
(u)−
∑
J′+π≤ν−0 (J′′)<J′+pπ/n
RJ′
ν−0 (J
′′)(u)
For ν+0 (J)− (n+ p)π/n < J ′ ≤ ν−−1(J), and for u ∈ KJ′,>0, we have the following element in H◦!J :
C′J (J
′, u) :=
∑
J′−π≤ν−−1(J′′)<J′
Ψ−1RJ′
ν−−1(J
′′)(u)
For ν−−1(J) < J
′ ≤ ν+0 (J), we have J ′2 such that ν−−1(J ′2) = J ′ and J − (p+ n)π/n < J ′2 ≤ J . For u ∈ KJ′,>0,
we have the following element in H◦!J :
C′
J
(J ′, u) := −Ψ−1Φν
−
−1(J
′
2),J
′
λ+(J′)
(u)−
∑
J′−pπ/n<J′′<J′−π
Ψ−1RJ′
ν−−1(J
′′)(u).
Take J ′ such that ν+0 (J) < J
′ ≤ ν−0 (J), and u ∈ KJ′,>0. We have the expression:
u = Φ
J′−pπ/n,J′
λ+(J′)
(u) +
∑
J′−pπ/n<J′′<J′
RJ′J′′ (u)
We have the following element in H◦!J :
AJ(J
′, u) := ΦJ
′−pπ/n,J′
λ+(J′)
(u) +
∑
J′−pπ/n<J′′<J′
RJ′J′′ (u).
Take v ∈ H0(R,H). For i = 0,−1, we have the expressions:
v = vν−i (J),0
+
∑
ν−i (J)−pπ/n<J′≤ν−i (J)
(vJ′,<0 + vJ′,>0).
Then, v ∈ HJ , we define aJ (v) as follows:
aJ(v) =
∑
ν+0 (J)−(n+p)π/n<J′≤ν+0 (J)
BJ (J
′, RJ (v)) +
∑
ν+0 (J)<J
′≤ν−0 (J)
AJ (J
′, RJ′(v))
+
∑
ν+0 (J)−(n+p)π/n<J′≤ν+0 (J)
(CJ (J
′, RJ′(v)) − C′J (J ′, RJ′(v)))
+
∑
J−pπ/n<J′′≤J
(
vν−0 (J′′),<0
−Ψ−1vν−−1(J′′),<0
)
+ vν−0 (J),0
−
∑
ν+0 (J)−(n+p)π/n<J′<ν+0 (J)+π−pπ/n
Φ
ν−0 (J),J
′
0 ◦ QJ′ ◦RJ′(v). (101)
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The case n = p For J ′ such that ν−−1(J) − π < J ′ ≤ ν+0 (J), we have J ′ such that ν+0 (J ′) = J ′ and
J − (n+ p)π/n < J ′ ≤ J . For u ∈ KJ′,>0, we set
BJ(J
′, u) := [u]−
∑
J ′≤J ′′<J
[Pν−0 (J′′) ◦ Φν−0 (J′′),J′0 ◦ QJ′(u)].
For ν+0 (J) < J
′ ≤ ν−0 (J), we have J ′1 such that ν−0 (J ′1) = J ′ − π. For u ∈ KJ′,>0, we set
AJ(J
′, u) := Φν
−
0 (J
′
1),J
′
λ+(J′)
(u) +
∑
J′−π<ν−0 (J ′′)<J′
RJ′
ν−0 (J
′′)(u).
Take v ∈ H0(R,H). We have the expressions:
v = vν−0 (J),0
+
∑
ν−0 (J)−π<J′≤ν−0 (J)
(vJ′,<0 + vJ′,>0),
v = v′
ν−−1(J),0
+
∑
ν−−1(J)−2π<J′≤ν−−1(J)
v′J′,<0.
For v ∈ HJ , we define aJ (v) by the following formula:
aJ(v) :=
∑
ν−−1(J)<J′≤ν+0 (J)
BJ(J
′, RJ′(v)) +
∑
ν+0 (J)<J
′≤ν−0 (J)
AJ (J
′, RJ′(v))
+
∑
J−π<J′′≤J
vν−0 (J′′),<0
−
∑
J−2π<J′′≤J
Ψ−1(v′
ν−−1(J
′′),<0)
+ vν−0 (J),0
−
∑
ν−−1(J)<J
′≤ν−0 (J)
Φ
ν−0 (J),J
′
0 ◦ QJ′ ◦RJ′(v). (102)
The morphism b We define bJ(v) = v for v ∈ K◦J′,<0 with J − (n+ p)π/n < J ′ ≤ J , and for v ∈ K◦J,0.
In the case n > p, for v ∈ K◦
J′,>0, we define
bJ(v) := Φ
ν−0 (J),ν
+
0 (J
′)
0 (v)−
∑
J ′≤J′′<J
Pν−0 (J′′) ◦ Φ
ν
(
0J
′′),ν+0 (J
′)
0 ◦ Qν+0 (J′)(v).
In the case n < p, for v ∈ K◦
J′,>0 we define
bJ(v) := Φ
ν−0 (J+pπ/n−π),ν+0 (J)
λ+(ν
+
0 (J))
(v) +Rν
+
0 (J)−
ν−0 (J−π)+
(v) +
∑
J<J ′<J+pπ/n
Rν
+
0 (J)
ν−0 (J
′)
(v)
+ Φ
ν−0 (J),ν
+
0 (J
′)
0 ◦ Qν+0 (J ′)(v) +
∑
J′≤J′′<J
Pν−0 (J ′′) ◦ Φ
ν−0 (J
′′),ν+0 (J
′)
0 ◦ Qν+0 (J ′)(v)
−Ψ−1Φν
−
−1(J−pπ/n+π),ν+0 (J)
λ+(ν
+
0 (J))
(v)−
∑
J−pπ/nJ′<J
Ψ−1Rν
+
0 (J)
ν−−1(J
′)
(v) (103)
In the case n = p, for v ∈ K◦
J,>0, we define as follows:
bJ(v) := Φ
ν−0 (J),ν
+
0 (J
′)
0 Qν+0 (J ′)(v)−
∑
J ′<J ′′<J
Pν−0 (J′′) ◦ Φ
ν−0 (J
′′),ν+0 (J
′)
0 Qν+0 (J ′)(v) + Φ
ν−0 (J),ν
+
0 (J)
λ+(ν
+
0 (J))
(v).
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5.2 From ∞ to ∞
Let I˜ be a Gal(p)-invariant subset of x−1p C[x−1p ] such that I˜ = −I˜ and 0 ∈ I˜. Let ω := − ord(I˜). We assume
Sω(I˜) = I˜. We set I := πω∗(I˜). We set F(∞,∞)+ (I˜) := I˜◦ and F(∞,∞)+ (I) := I◦. Let Sh = (K•,F ,R) ∈ Sh(I˜).
We shall construct a base tuple (F
(∞,∞)
+! (Sh),F
(∞,∞)
+∗ (Sh), F,G) in Sh(I˜◦).
We set (K,F ,Φ,Ψ) := D(K•,F). We use the notation PJ = R0,J−λ−(J),J+ , QJ = R
λ+(J),J−
0,J+
, RJ−J+ = R
λ+(J),J−
λ−(J),J+
and RJ+J− = R
λ+(J),J+
λ−(J),J−
for the shell. Recall that we have the associated local system with Stokes struc-
ture LocSt(Sh) = (HSh,FSh). For any J1, J2 ∈ T (I), let ΦJ1,J2 denote the isomorphism H0(J2,HSh) ≃
H0(J1,HSh) induced by the parallel transport of HSh. Let M denote the automorphism of H obtained as
H c1≃ ρ−1(H) c2≃ H, where c1 is induced by the parallel transport, and c2 is induced by the 2πZ-equivariance.
5.2.1 Stokes graded local systems
Take J ∈ T (I◦). We have the intervals ν±m(J) ∈ T (I). We have the isomorphisms κ±m,J : J ≃ ν±m(J) given by
κ±m(θ
u) =
1
n− p
(
pθu − nθu0
)∓ π
2
− 2mπ.
By Lemma 4.17, we obtain the following local system with Stokes structure indexed by I˜◦
J ,<0 on J :(K◦λ−(J),J ,F◦) := (κ+0,J )−1(Kλ+(ν+0 (J)),F)|ν+0 (J).
We also obtain the following local system with Stokes structure indexed by I˜◦
J,>0 on J :(K◦λ+(J),J ,F◦) := (κ−0,J )−1(Kλ−(ν−0 (J)),F)|ν−0 (J).
We obtain the following local system on J :
K◦0,J := (κ+0,J)−1
(HSh|ν+0 (J)).
The spaces of the global sections of K◦λ,J are denoted by K◦λ,J . We have the natural identifications:
K◦λ−(J),J = Kλ+(ν+0 (J)),ν+0 (J), K
◦
λ+(J),J
= Kλ−(ν−0 (J)),ν
−
0 (J)
,
We also have the following natural isomorphism:
K◦0,J ≃ K0,ν+0 (J) ⊕K>0,ν+0 (J) ⊕K<0,ν+0 (J) ⊕
⊕
J′∩ν+0 (J) 6=∅
J′ 6=ν+0 (J)
K<0,J′ .
Because ν−0 (J + (n− p)π/n) = ν+0 (J) + pπ/n, we have the following isomorphism:(
Φ◦
)J+(n−p)π/n,J
λ−(J)
:= Φ
ν+0 (J)+pπ/n,ν
+
0 (J)
λ+(ν
+
0 (J))
: K◦λ−(J),J ≃ K◦λ−(J),J+(n−p)π/n.
Because ν+−1(J + (n− p)π/n) = ν−0 (J) + pπ/n, we have the following isomorphism:(
Φ◦
)J+(n−p)π/n,J
λ+(J)
:= −Ψ ◦ Φν
−
0 (J)+pπ/n,ν
−
0 (J)
λ−(ν−0 (J))
: K◦λ+(J),J ≃ K◦λ+(J),J+(n−p)π/n.
For J1 ⊢ J2 in T (I◦), we have the following natural isomorphism induced by the parallel transport of HSh:(
Φ◦
)J2,J1
0
: K◦0,J1 ≃ K◦0,J2 .
By gluing (K◦λ,J ,F◦) via the tuple of the isomorphisms Φ◦, we obtain a Stokes graded local system (K◦•,F◦)
over (I˜◦, [I◦]). By the construction, it is naturally 2πZ-equivariant.
For ⋆ =!, ∗, we set (K⋆ •,F◦) := (K•,F◦). We naturally have D(K⋆•,F◦) = (K◦,F◦,Φ◦,Ψ◦).
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5.2.2 Morphisms P◦⋆ and Q
◦
⋆ (⋆ =!, ∗)
Recall that for any J ∈ T (I) we have the morphism RJ : H0(R,HSh) −→ H0(J, (HSh)J,>0) = KJ,>0. For
J ∈ T (I◦), we set
(P◦! )J := −Rν+0 (J) ◦ (id−M), (P
◦
∗ )J := −Rν+0 (J),
(Q◦! )J := Φν
+
0 (J),ν
−
0 (J), (Q◦∗)J := (id−M) ◦ Φν
+
0 (J),ν
−
0 (J).
5.2.3 Morphisms R
For J ∈ T (I◦), we set
(R◦)J−
J+
= −Rν+0 (J) ◦ Φ
ν+0 (J),ν
−
0 (J).
We remark the following
• J − (n− p)π/n < J ′ < J if and only if ν+0 (J) < ν+0 (J ′) < ν−0 (J)− pπ/n.
• J < J ′ < J + (n− p)π/n if and only if ν−0 (J) + pπ/n < ν+−1(J ′) < ν+−1(J).
For J − (n− p)π < J ′ < J + (n− p)π with J ′ 6= J , we define
(R◦)J
J ′ :=
{
Rν+0 (J′)
◦ Φν+0 (J′),ν−0 (J) (J − (n− p)π/n < J ′ < J)
−Ψ ◦Rν+−1(J′) ◦ Φ
ν+−1(J
′),ν−0 (J) (J < J ′ < J + (n− p)π/n).
5.2.4 Base tuples
For ⋆ =!, ∗, let F(∞,∞)+⋆ (Sh) be (K◦⋆•,F◦) with the tuple of the morphisms
(
P◦⋆,Q
◦
⋆,R
)
. They are objects in
Sh(I˜◦).
We have the morphism F : F
(∞,∞)
+! (Sh) −→ F(∞,∞)+∗ (Sh) given by the identity maps K◦!λ = K◦∗λ (λ 6= 0) and
id−M : K◦!0 −→ K◦∗0. We have the following maps:
G
λ+(J),J
0,J := Φ
ν+0 (J),ν
−
0 (J) : K◦!,>0,J −→ K◦∗,0,J ,
G0,Jλ−(J),J := Rν+0 (J)
: K◦!,0,J −→ K◦∗,<0,J .
Then, by the construction, we can easily observe that (F
(0,∞)
+! (Sh),F
(0,∞)
+∗ (Sh), F,G) is a base tuple in Sh(I˜◦).
5.2.5 Another description of the Stokes graded local systems
For λ ∈ [(I◦)∗], we take Jλ =]θu0,λ, θu0,λ + (n− p)π/n[∈ T (λ)>0. We have the map κJλ : R −→ R given by
κJλ(θ
u) =
1
n− p (pθ
u − nθu0,λ)−
π
2
.
The restriction of κJλ to Jλ+2mπ is κ
+
−m,Jλ+2mπ. The restriction of κJλ to Jλ+(2m+1)π is κ
−
−m,Jλ+(2m+1)π.
We obtain the local system with Stokes structure
(K◦◦λ ,F◦◦) := κ−1Jλ(Kλ+(ν+0 (J)),F). We have the isomor-
phism bλ : (K◦◦λ ,F◦◦) ≃ (K◦λ,F◦) whose restriction to (J + 2mπ) ∪ (J + (2m+ 1)π) are given by (−1)mΨ−m.
Let c : R −→ R be given by c(θu) = −θu. We set K◦◦0 := c−1(HSh). Let us observe that we have the natural
isomorphism b0 : K◦◦0 ≃ K◦0 . Take J ∈ T (I◦). If θu ∈ J , we have ν+0 (J) ⊂]− θu − π/2,−θu + π/2[. Hence, we
have the natural isomorphisms
(K◦◦0 )θu := (K0)|−θu ≃ K0,ν+0 (J),
which induce the desired isomorphism b0.
We set (K◦◦• ,F◦◦) :=
⊕
λ∈[I](K◦◦λ ,F). We have the natural isomorphism (K◦◦• ,F◦◦) ≃ (K◦•,F◦). An action
of 2πZ on (K◦◦• ,F◦◦) is induced by the isomorphism b and the 2πZ-action on (K◦•,F◦).
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We have n1, p1 ∈ Z>0 such that n1/p1 = n/p with g.c.d.(n1, p1) = 1. For λ ∈ [(I◦)∗], we obtain the following
isomorphism:
a0 : (ρ
n1−p1)∗(K◦◦λ ,F◦◦) ≃ (ρn1−p1)∗(K◦λ,F◦) ≃ (K◦λ,F◦) ≃ (K◦◦λ ,F◦◦).
We also have the following natural isomorphism:
a1 : (ρ
n1−p1)∗(K◦◦λ ,F◦◦) = κ−1Jλ
(
(ρp1)∗(Kν−0,J (λ))
)
≃ κ−1
Jλ
(Kν−0,J (λ)) = (K
◦◦
λ ,F
◦◦).
We have a0 = (−1)n1a1.
5.2.6 Connecting morphisms
We set H0 := Tω(HSh). Let M0 denote the automorphism of H0 obtained as H0 c1≃ ρ−1H0 c2≃ H0, where c1 is
induced by the parallel transport, and c2 is induced by the 2πZ-equivariance. Let F
(∞,∞)
⋆ (H0) denote the pull
back of H0 by θ 7−→ −θ. We have the morphism F(∞,∞)! (H0) −→ F(∞,∞)∗ (H0) induced by id−M0.
Let H◦⋆ denote the local system associated to F(∞,∞)⋆ (Sh). We shall construct the following commutative
diagram:
F
(∞,∞)
! (H0) −−−−→ F(∞,∞)∗ (H0)
a
y bx
H◦! −−−−→ H◦∗.
(104)
Remark 5.2 We give aJ : H
0(J ,F
(∞,∞)
! (H0)) −→ H0(J ,H◦! ) and bJ : H0(J ,H◦∗) −→ H0(J ,F(∞,∞)∗ (H0)). It
is not obvious by construction whether they give morphisms of local systems. However, it will be clear by the
meaning of the formulas. (See Proposition 6.8.)
Take J ∈ T (I◦). We naturally have Γ(J ,F(∞,∞)⋆ (H0)) ≃ Γ(ν+0 (J),H0). Set H◦⋆,J := Γ(J ,H◦⋆). We have
the decomposition:
H◦⋆,J = K
◦
J,0 ⊕
⊕
J−(n−p)π/n<J′≤J
(
K◦
J′,<0 ⊕K◦J′,>0
)
.
Construction of the map a We note J−(n−p)π/n < J ′ ≤ J if and only if ν−0 (J) ≤ ν−0 (J ′) < ν+−1(J)−pπ/n.
We also note J − (n− p)π/n < J ′ ≤ J if and only if ν+0 (J) ≤ ν+0 (J ′) < ν−0 (J)− pπ/n.
We shall define AJ (J
′, v) ∈ H◦!,J for v ∈ KJ′,≤0 if ν+0 (J) − pπ/n ≤ J ′ < ν−0 (J), and for v ∈ KJ′,<0 if
ν−0 (J) ≤ J ′ < ν+−1(J)− pπ/n. If ν+0 (J)− pπ/n ≤ J ′ < ν+0 (J) + pπ/n, we set
AJ (J
′, v) := 0.
For ν+0 (J)+pπ/n ≤ J ′ < ν−0 (J), and for any v ∈ KJ′,≤0, let us define AJ (J ′, v) ∈ H◦!,J by using some recursive
relations. For such J ′, we have J − (n − p)π/n < J ′1 ≤ J such that ν+0 (J ′1) = J ′ − pπ/n. For v ∈ KJ′,<0, we
have the following elements:
vJ′−pπ/n := Φ
J′−pπ/n,J′
λ−(J′)
(v) ∈ KJ′−pπ/n,>0, vJ′−2pπ/n := ΦJ
′−2pπ/n,J′
λ−(J′)
(v) ∈ KJ′−2pπ/n,<0.
We have [vJ′−pπ/n] ∈ K◦J′1,<0. We introduce the following relation:
AJ (J
′, v) = [vJ′−pπ/n] +AJ (J ′ − 2pπ/n, vJ′−2pπ/n) +
∑
J′−2pπ/n<J′′<J′−pπ/n
AJ
(
J ′′,RJ′−pπ/nJ′′′ (vJ′−pπ/n)
)
−AJ
(
J ′ − pπ/n,QJ′−pπ/n(vJ′−pπ/n)
)
+AJ
(
J ′ − pπ/n,R(J′−pπ/n)+(J′−pπ/n)−(vJ′−pπ/n)
)
−
∑
J′−pπ/n<J′′<J′
AJ
(
J ′′,RJ′−pπ/nJ′′ (vJ′−pπ/n)
)
. (105)
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We have J ′′ such that J ′′ ⊢ J ′. For vJ′ ∈ KJ′,0, we have the corresponding element vJ′′ ∈ KJ′′,0. We introduce
the following relation:
AJ (J
′, vJ′) = AJ (J ′′, vJ′′)−AJ (J ′′,PJ′′(vJ′′ )).
By these relations, we obtain AJ (J
′, v) for ν+0 (J) + pπ/n ≤ J ′ < ν−0 (J).
For ν−0 (J) ≤ J ′ < ν+−1(J)−pπ/n, we have J − (n−p)π/n < J ′ ≤ J such that ν−0 (J ′) = J ′. For v ∈ KJ′,<0,
we have [v] ∈ K◦
J′,>0. We may regard v as a section of H. We have the decomposition:
v = uν+0 (J′),0
+
∑
ν+0 (J
′)−pπ/n<J′′≤ν+0 (J′)+pπ/n
uJ′′,<0.
Here, uν+0 (J′),0
is a section of Kν−0 (J′),0
, and uJ′′,<0 are sections of KJ′′,<0. We define AJ (J
′, v) ∈ H◦!,J by the
following relation:
AJ(J
′, v) = [v] +AJ (ν+0 (J
′), uν+0 (J′),0) +
∑
ν+0 (J
′)−pπ/n<J′′≤ν+0 (J′)+pπ/n
AJ (J
′′, uJ′′,<0).
Take v ∈ H0(R,H0) ≃ H0(ν0+(J)−,H0) ⊂ H0(ν0+(J)−,HSh). We have the corresponding element [v] ∈
K◦
J+,0
. We define
aJ(v) := [v]−
∑
ν+0 (J)+pπ/n≤J′<ν+−1(J)−pπ/n
AJ
(
J ′,PJ′ ◦ ΦJ
′,ν+0 (J)
0 (v)
)
.
Construction of the map b For v ∈ K◦◦∗,J′,<0, we define b(v) = 0. Let v ∈ K◦◦∗,J,0. We have the expression
v = vν+0 (J),0
+
∑
ν+0 (J)−2pπ/n<J′≤ν+0 (J)
vJ′,<0.
We set
bJ(v) := vν+0 (J),0
Let v ∈ K◦◦
J′,>0. We may naturally regard v as a section of H. We have the decomposition
v = vν+0 (J),0
+
∑
ν+0 (J)−2pπ/n<J′≤ν+0 (J)
vJ′,<0.
We set
bJ(v) = vν+0 (J),0
.
5.3 From local systems to Stokes shells
Let D ⊂ C be a finite subset. For simplicity, we assume 0 ∈ D. Let L be a local system on C \ D. Set
I◦ := {αu−1 |α ∈ D}. We shall construct a base tuple (F!(L),F∗(L), F,G) in Sh(I◦) associated to L.
5.3.1 Preliminary
Take J =]θu0 , θ
u
0 + π[∈ T (I◦). Let DJ be the set of α ∈ D such that αu−1 ∈ I◦J . Any element α ∈ DJ has the
expression α = a · exp(√−1(θu0 − π/2)) for a ∈ R. Let DJ,>0 (resp. DJ,<0) be the set of α such that a > 0
(resp. a < 0). We have α ∈ DJ,>0 (resp. α ∈ DJ ,<0) if and only if αu−1 >J 0 (resp. αu−1 <J 0).
We define the order ≤J on DJ by α ≤J β ⇐⇒ αu−1 ≤J βu−1.
Take J =]θu0 , θ
u
0 + π[∈ T (I◦). For each α ∈ DJ , we set
α(J−) := α+ ǫ exp(
√−1θu0 ), α(J+) := α− ǫ exp(
√−1θu0 ).
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Let γ
α(J−)
α(J+)
be the path given by α + ǫe
√−1(θu0+t) (0 ≤ t ≤ π). We have the isomorphism Gα(J−)α(J+) : L|α(J−) −→
L|α(J+) obtained as the parallel transport along the path γα(J−)α(J+) .
Let α1, α2 ∈ DJ . We have the expressions:
αi = ai exp(
√−1(θu0 − π/2)).
Suppose that a1 > a2, i.e., α1u
−1 >J α2u−1. We have the path γ
α1(J−)
α2(J+)
from α1(J−) to α2(J+) obtained as
the union of the following.
• γ1 is the segment connecting α1(J−) and α2(J−).
• γ2 is the path connecting α2(J−) and α2(J+) given by γ2(t) = α2 + e
√−1(θu0−t) (0 ≤ t ≤ π).
Let G
α1(J−)
α2(J+)
denote the isomorphism L|α1(J−) ≃ L|α2(J+) along the path γα1(J−)α2(J+) .
Suppose J − π < J ′ =]θu1 , θu1 + π[< J . Let β = b exp(
√−1(θu1 − π/2)) with b < 0. We consider the path
γ
α((J−π)+)
β(J′−)
connecting α((J − π)+) and β(J ′−) given as the union of the following.
• Let P be the intersection of {Re
√−1θu0 } + ǫe
√−1θu0 and {Re
√−1θu1 } + ǫe
√−1θu1 . Then, γα((J−π)+)β(J′−) is the
union of the segment connecting α((J − π)+) and P , the segment connecting P and β(J ′−), and the loop
β + ǫe
√−1(θu1−t) (0 ≤ t ≤ 2π).
We obtain the isomorphism G
α((J−π)+)
β(J ′−)
: Lα((J−π)+) −→ Lβ(J′−) as the parallel transport along the path
γ
α((J−π)+)
β(J′−)
.
Take J i =]θ
u
i , θ
u
i + π[∈ T (I◦) (i = 1, 2) such that J1 ⊢ J2. We have θu1 < θu2 < θu1 + π. Let γ0(J1+)0(J2−) be
the path connecting 0(J1+) and 0(J2−) given by ǫ exp
(
sθu2 + (1 − s)(θu1 + π)
)
(0 ≤ s ≤ 1). We obtain the
isomorphism G
0(J1+)
0(J2−)
: L|0(J1+) −→ L|0(J2−) obtained as the parallel transform along the path γ0(J1+)0(J2−) .
For each α ∈ D, let Mα denote the automorphisms of L|α(J±) obtained as the monodromy along the loop
α∓ ǫ exp(√−1(θu0 + s)) (0 ≤ s ≤ 2π).
5.3.2 Stokes-graded local systems
For J ∈ T (I◦), let K◦λ+(J),J± be the local systems on J± induced by
⊕
α∈DJ,>0 L|α(J±). The grading and
the orders (IJ ,>0,≤θ) (θ ∈ J±) induce a Stokes structure
(Fθu | θu ∈ J±) indexed by I◦J,>0. We have the
isomorphisms µ⋆ :
(K◦λ+(J),J− ,F)|J ≃ (K◦λ+(J),J+ ,F)|J (⋆ =!, ∗) induced by
µ! :=
∑
α∈DJ,>0
G
α(J−)
α(J+)
+
∑
αi∈DJ,>0
α1>Jα2
G
α1(J−)
α2(J+)
◦ (Mα1 − id),
µ∗ :=
∑
α∈DJ,>0
G
α(J−)
α(J+)
+
∑
αi∈DJ,>0
α1>Jα2
(Mα2 − id) ◦Gα1(J−)α2(J+).
By gluing them, we obtain local systems (K◦
⋆,λ+(J),J
,F) on J (⋆ =!, ∗).
Similarly, let K◦λ−(J),J± be the local systems on J± induced by
⊕
α∈DJ,<0 L|α(J±), which are equipped with
the Stokes structure indexed by I◦
J,<0. We have the isomorphisms µ⋆ :
(K◦λ−(J),J− ,F)|J ≃ (K◦λ−(J),J+ ,F)|J
(⋆ =!, ∗) induced by
µ! :=
∑
α∈DJ,<0
G
α(J−)
α(J+)
+
∑
αi∈DJ,<0
α1>Jα2
G
α1(J−)
α2(J+)
◦ (Mα1 − id),
µ∗ :=
∑
α∈DJ,<0
G
α(J−)
α(J+)
+
∑
αi∈DJ,<0
α1>Jα2
(Mα2 − id) ◦Gα1(J−)α2(J+).
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By gluing them, we obtain local systems with Stokes structure (K◦
⋆,λ−(J),J
,F) (⋆ =!, ∗) on J .
We have λ±(J +π) = λ∓(J). We also have α((J + π)±) = α(J∓). Hence, at θu1 = J ∩ (J + π), we have the
isomorphism (K◦
⋆,λ∓(J),J
,F)|θu1 ≃ (K◦⋆,λ±(J+π),J+π,F)|θu1 induced by the identity on L|α(J∓). By gluing them,
we obtain local systems with Stokes structures (K◦⋆,λ,F) (λ ∈ [I◦∗], ⋆ =!, ∗) on R.
Let K◦0,J± be the local system on J± induced by L|0(J±). We have the isomorphism K◦0,J−|J ≃ K◦0,J+|J
induced by G
0(J−)
0(J+)
. For J1 ⊢ J2, we have the isomorphism K◦0,J1+|J1∩J2 ≃ K◦0,J2−|J1∩J2 induced by G
0(J1+)
0(J2−)
.
By gluing them, we obtain a local system K◦0 on R. We set K◦⋆,0 := K◦0 (⋆ =!, ∗).
Thus, we obtain 2π-equivariant Stokes graded local systems (K⋆,•,F) (⋆ =!, ∗) over (I◦, [I◦]). We have the
morphism F : (K!,•,F) −→ (K∗,•,F) induced by
∑
(Mα − id).
We have the natural identifications:
K◦⋆,λ+(J),J ≃
⊕
α∈DJ,>0
L|α(J−) ≃
⊕
α∈DJ,>0
L|α(J+),
K◦⋆,λ−(J),J ≃
⊕
α∈DJ,<0
L|α(J−) ≃
⊕
α∈DJ,<0
L|α(J+),
K◦⋆,0,J ≃ L|0(J−) ≃ L|0(J+).
We have the automorphisms Mλ,J± of K
◦
⋆,λ,J induced by
⊕
Mα on
⊕L|α(J±).
5.3.3 Deformation data
For J ∈ T (I◦), we set
G
λ+(J),J−
λ−(J),J+
:=
∑
α1∈DJ,>0
∑
α2∈DJ,<0
G
α1(J−)
α2(J+)
:
⊕
α1∈DJ,>0
L|α1(J−) −→
⊕
α2∈DJ,<0
L|α2(J+),
G
λ+(J),J−
0,J+
:=
∑
α1∈DJ,>0
G
α1(J−)
0(J+)
:
⊕
α1∈DJ,>0
L|α1(J−) −→ L|0(J+),
G
0,J−
λ−(J),J−
:=
∑
α2∈DJ,<0
G
0(J−)
α2(J+)
: L|0(J−) −→
⊕
α2∈DJ,<0
L|α2(J+).
For (λ1, λ2,J) ∈ B2(I◦), we set
(R!)λ1,J−λ2,J+ := G
λ1,J−
λ2,J+
◦ (Mλ1,J− − id), (R∗)λ1,J−λ2,J+ := (Mλ2,J+ − id) ◦G
λ1,J−
λ2,J+
.
For (J1,J2) ∈ T2(I◦) with J1 < J2, we set
GJ1
J2
:=
∑
α1∈DJ1,>0
∑
α2∈DJ2,<0
G
α1(J1+)
α2(J2−)
:
⊕
α1∈DJ1,>0
L|α1(J1+) −→
⊕
α2∈DJ2,<0
L|α2(J2−), (106)
GJ2
J1
:= −
∑
α1∈DJ1,<0
∑
α2∈DJ2,>0
G
α2((J2−π)+)
α1(J1−)
:
⊕
α2∈DJ2,>0
L|α2((J2−π)+) −→
⊕
α1∈DJ1,<0
L|α1(J1−). (107)
For (J1,J2) ∈ T2(I◦), we set
(R∗)J1J2 := (Mλ−(J2),J2− − id) ◦GJ1J2 .
For (J1,J2) ∈ T2(I◦) with J1 > J2, we set
(R!)J1J2 := GJ1J2 ◦ (Mλ+(J1),J1+ − id).
For (J1,J2) ∈ T2(I◦) with J1 < J2, by using α(J1−) = α((J1 − π)+), we set
(R!)J1J2 := GJ1J2 ◦ (Mλ+(J1−π),(J1−π)1+ − id).
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Thus, we obtain Stokes shells F⋆(L) :=
(K⋆,•,F ,R⋆) for ⋆ =!, ∗. By the construction, we have the morphism
F : F!(L) −→ F∗(L) in Sh(I◦). For J ∈ T (I◦), we set
G
J−
J+
:=
∑
α1∈DJ,>0
∑
α2∈DJ,<0
G
α1(J−)
α2(J+)
.
By the construction, it is easy to see that
(
F!(L),F∗(L), F,G
)
is a base tuple in Sh(I◦).
5.3.4 Associated graded local systems
Let ̟ : C˜(D) −→ C be the oriented real blow up of C along D. Let ι : C \D −→ C˜(D) be the inclusion. We
obtain the local system ι∗(L) on C˜(D).
For each α ∈ D, ̟−1(α) is identified with {e
√−1θ | θ ∈ R} by the coordinate z − α. We have ϕα : R −→
̟−1(α) given by θ 7−→ exp(√−1θ). We obtain the 2πZ-equivariant local systems ϕ−1α (L) on R.
For λ ∈ [I◦], we set Dλ := {α ∈ D |αu−1 ∈ I◦λ}. We have the associated graded local systems
GrF (K◦⋆,λ) =
⊕
α∈Dλ
GrFαu−1(K◦⋆,λ).
By the construction, we have the natural 2πZ-equivariant isomorphism bα : ϕ
−1
α (L) ≃ GrFαu−1(K◦⋆,λ).
5.3.5 Connecting morphisms
We take a sufficiently large R > 0. Let F
(∞,∞)
⋆ (L) (⋆ = ∗, !) be the pull back of L by θu 7−→ Re
√−1θu . We have
the map F
(∞,∞)
! (L) −→ F(∞,∞)∗ (L) given by id−M, whereM denotes the monodromy of L along θ 7−→ Re
√−1θ
for 0 ≤ θ ≤ 2π. Let HJ denote the space of sections of F(∞,∞)⋆ (L) on J .
Let H◦⋆ denote the local system associated to F⋆(L). We have the natural identifications:
H0(J ,H◦⋆) =
⊕
α∈DJ
L|α(J−) ⊕
⊕
J−π<J′<J
⊕
α∈DJ\{0}
L|α(J−).
We shall construct the following commutative diagram:
F
(∞,∞)
! (L) −−−−→ F(∞,∞)∗ (L)
a
y bx
H◦! −−−−→ H◦∗.
(108)
Remark 5.3 We shall give aJ : HJ −→ H0(J ,H◦! ) and bJ : H0(J ,H◦∗) −→ HJ . Although it is not obvious if
they induce morphisms of local systems for which the diagram is commutative, it will be clear by the meaning
of the formulas. (See Proposition 6.5.)
For J =]θu0 , θ
u
0 + π[∈ T (I◦), let L(J , α) be the line connecting ∞e
√−1(θu0+π/2) and α(J−) for α ∈ DJ . By
the parallel transport along L(J , α), we obtain GJ,α : L|α(J,−) −→ HJ .
For v ∈ L|α(J−) we set
bJ(v) := GJ ,α(v).
For J − π < J ′ < J , and for v ∈ Lα(J′−) with α 6= 0, we set
bJ(v) := GJ′,α(v),
which we naturally regard as an element of HJ . Thus, we obtain bJ : H
0(J ,H◦∗) −→ HJ .
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Preliminary for the construction of a For the construction of the morphism a, we make some preliminaries.
We have J − π ⊢ J ℓ ⊢ · · · ⊢ J1 ⊢ J0 := J . We have J i =]θui , θui + π[. We take the indexing DJi,<0 ={
αi,0, αi,1, . . . , αi,n(i)
}
, where |αi,0| > |αi,1| > · · · > |αi,n(i)| > 0. We set α0,n(0)+1 := 0. We take the indexing
DJi,>0 =
{
βi,0, βi,1, . . . , βi,m(i)
}
, where |βi,0| < |βi,1| < · · · < |βi,m(i)|.
Let νi,j denote the paths given as the union of the following paths.
• the segment from ∞e
√−1(θui +π/2) + ǫe
√−1(θui ) to αj(J i−).
• the loop αj + e
√−1(θui +t) (0 ≤ t ≤ 2π).
• the segment from αj(J i−) to ∞e
√−1(θui +π/2) + ǫe
√−1(θui ).
Let Ni,j denote the automorphism obtained as the parallel transform along νi,j .
Let µi,j denote the path obtained as the union of the following paths.
• the segment from ∞e
√−1(θui +π/2) + ǫe
√−1(θui ) to βj(J i−).
• the loop βj + e
√−1(θui +t) (0 ≤ t ≤ 2π).
• the segment from βj(J i−) to ∞e
√−1(θui +π/2) + ǫe
√−1(θui ).
Let Mi,j denote the automorphism obtained as the parallel transform along µi,j .
For i > 0, let νi be the path obtained as the union of the segments connecting the following points:
∞e
√−1(θui +π/2) − ǫe
√−1θui −→ ǫe
√−1(θui +π/2) − ǫe
√−1θui −→ ǫe
√−1(θui +π/2) + ǫe
√−1θui
−→∞e
√−1(θui +π/2) + ǫe
√−1θui . (109)
Let ν0 denote the paths obtained as the union of the segments connecting the following points:
∞e
√−1(θu0+π/2) − ǫe
√−1θu0 −→ −ǫe
√−1(θu0+π/2) − ǫe
√−1θu0
−→ −ǫe
√−1(θu0+π/2) + ǫe
√−1θu0 −→∞e
√−1(θu0+π/2) + ǫe
√−1θu0 . (110)
Let Ni be the parallel transport along νi.
Let µi be the paths obtained as the segments connecting the following points:
∞e
√−1(θui +π/2) + ǫe
√−1θui −→ −ǫe
√−1(θui +π/2) + ǫe
√−1θui −→ −ǫe
√−1(θui +π/2) − ǫe
√−1θui
−→ −Re
√−1(θui +π/2) − ǫe
√−1θui −→ −Re
√−1(θui +π/2) + ǫe
√−1θui −→∞e
√−1(θui +π/2) + ǫe
√−1θui . (111)
Let Mi be the parallel transport along µi.
For any i ≥ 0, set L(J i) = Re
√−1(θui +π/2). For i > 0. let Pi be the intersection of (L(J0) − ǫe
√−1θu0 ) ∩
(L(J i)− ǫe
√−1θui ), and let P ′i be the intersection of (L(J0)− ǫe
√−1θu0 )∩ (L(J i)+ ǫe
√−1θui ). Let γi be the paths
obtained as the union of the segments connecting the following points.
∞e
√−1(θu0+π/2) − ǫe
√−1θu0 −→ Pi −→ Pi +Re
√−1(θui −π/2)
−→ Pi +Re
√−1(θui −π/2) + 2ǫe
√−1θui −→ P ′i −→∞e
√−1(θu0+π/2) − ǫe
√−1θu0 . (112)
Let γ0 be the path obtained as the union of the segments connecting the following points:
∞e
√−1(θu0+π/2) − ǫe
√−1θu0 −→ −Re
√−1(θu0+π/2) − ǫe
√−1θu0 −→ −Re
√−1(θu0+π/2) + ǫe
√−1θu0
−→∞e
√−1(θu0+π/2) + ǫe
√−1θu0 (113)
Let gi be the parallel transport along γi.
Let Γ′∞ be the path obtained as the union of the segments connecting the following points:
∞e
√−1(θu0+π/2) − ǫe
√−1θu0 −→ P ′ℓ −→∞e
√−1(θuℓ +π/2) + ǫe
√−1θuℓ .
Let Γ∞ be the path obtained as the following.
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• The segments from ∞e
√−1(θu0+π/2) − ǫe
√−1θu0 to Re
√−1(θu0+π/2) − ǫe
√−1θu0 .
• The loop Re
√−1(θu0+π/2+t) − ǫe
√−1θu0 (0 ≤ t ≤ 2π).
• The segments from Re
√−1(θu0+π/2) − ǫe
√−1θu0 to ∞e
√−1(θu0+π/2) − ǫe
√−1θu0 .
The morphism a We shall use the natural identifications HJ ≃ HJ ′ for any J ,J ′ ∈ T (I◦). For any u ∈ HJ ,
we define
[u⊗ νi] :=
m(i)⊕
j=0
GJi,αi,j ◦Ni,j−1 ◦ · · ·Ni,0(u) ∈
m(i)⊕
j=0
L|αi,j(Ji−),
[u⊗ ν0] :=
m(0)+1⊕
j=0
GJ0,α0,j ◦N0,j−1 ◦ · · ·N0,0(u) ∈
m(0)+1⊕
j=0
L|α0,j(J0−).
We also set
[u⊗ µi] :=
m(i)⊕
j=0
GJi,βi,j
(
Mi,j−1 ◦ · · ·Mi,0(u)
) ∈ m(i)⊕
j=0
L|βi,j(Ji−).
Then, we set
[u⊗ γi] := −[(u− gi(u))⊗ ν0]−
i∑
j=1
[
Nj−1 ◦ · · · ◦N0(u− gi(u))⊗ νj
]
+
[
Ni ◦ · · · ◦N0(u− gi(u))⊗ µi
]
,
[u⊗ Γ′∞] := [u⊗ ν0] +
ℓ∑
j=1
[Nj−1 ◦ · · · ◦N0(u)⊗ νj ].
Then, for v ∈ HJ , we set
aJ (v) := [v ⊗ γℓ] +
ℓ−1∑
j=0
[gj+1 ◦ · · · ◦ gℓ(v)⊗ γj ] + [g0 ◦ · · · ◦ gℓ(v) ⊗ Γ′∞].
Remark 5.4 aJ (v) expresses the homology class of v ⊗ Γ∞.
6 Description of Fourier transforms at infinity
Let D ⊂ C be a finite subset. We use the categories in §2.5. Let (V ,∇) be a meromorphic flat bundle on
(P1, D ∪ {∞}). We naturally regard V as a DP1-module, which we denote by V(∗D). We also obtain the
DP1-module V(!D) :=DP1(V∨)(∗∞). We have the natural morphism V(!D) −→ V(∗D). For any ̺ ∈ D(D), we
have the DP1-module
V(̺) := V(!D)⊗OP1(∗̺−1(∗)).
We obtain the DP1-modules Four+
(V(̺)). We take a sufficiently small neighbourhood U∞ of ∞. We have
the coordinate u = w−1 on U∞. If U∞ is sufficiently small, then Four+(V(̺))|U∞ are meromorphic flat bundles
on (U∞,∞). Let (LF̺ (V),F) denote the corresponding 2πZ-equivariant local systems with Stokes structure on
R. We obtain the following Stokes shells
Sh
F
̺ (V) := Sh
(
LF̺ (V),F
)
.
Let I˜◦ denote the set of ramified irregular values of Four+(V(̺))|U∞ at ∞, which is independent of the choice
of ̺ ∈ D(D). This construction gives a functor ShF(V) from D(D) to LocSt(I˜◦). We may naturally identify D
with {αu−1 |α ∈ D} ⊂ I˜◦. The functor ShF(V) gives a full base tuple in Sh(I˜◦) with respect to D satisfying
the condition (D1). In §6.1–§6.3, let us give the statements which imply that ShF̺ (V) (̺ ∈ D(D)) are described
as successive extensions of some explicit shells. In §6.4, we give a consequence for the Stokes structure of the
Fourier transform of general holonomic DP1-modules at infinity.
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6.1 Case 1
Let us consider the case where (V ,∇) is a meromorphic flat bundle on (P1, {0,∞}) with regular singularity
at ∞. Let I˜ be the set of ramified irregular values of (V ,∇) at 0. Let ω := − ord(I). We naturally identify
D({0}) = {!, ∗}.
We set (V,∇) := Sω(V,∇). Set I˜V := Sω(I˜). We have the shell Sh(V ) in Sh(I˜V ). As explained in §5.1, we
obtain the following base tuple in Sh(F0,∞+ (I˜V )):(
F
(0,∞)
+! (Sh(V )),F
(0,∞)
+∗ (Sh(V )), F,G
)
. (114)
We naturally regard Tω(V) and Tω(V ) as meromorphic flat bundles on (P1, {0,∞}) with regular singularity
at ∞. Set I˜V,◦ := F(0,∞)+ (I˜V ) and IV ◦ := πω(1+ω)−1
(I˜V ◦). Let (K◦⋆,•,F) (⋆ =!, ∗) denote the object in
LocSt(I˜V ◦, [IV ◦]) underlying F(0,∞)+⋆ (Sh(V )). Because K◦⋆,0 is naturally isomorphic to LF⋆Tω(V ), we have the
following natural morphisms as explained in Lemma 2.10:
K◦!,0 −→ LF⋆Tω(V) −→ K◦∗,0. (115)
Theorem 6.1 ShF⋆ (V) (⋆ =!, ∗) are naturally isomorphic to the Stoke shells induced by the base tuple (114) with
the morphisms (115). (See §3.7.4.)
The theorem particularly implies the following.
Corollary 6.2 ShF⋆ (V ) ≃ F(0,∞)+⋆ (Sh(V )) for ⋆ =!, ∗.
We give a complement. Let (V reg,∇) denote the regular singular meromorphic flat bundle on (P1, {0,∞})
whose local system is isomorphic to the local system of (V,∇). We have the following commutative diagram:
LF! (V
reg) −−−−→ LF∗ (V reg)y x
LF! (V ) −−−−→ LF∗ (V )
(116)
Proposition 6.3 The diagram (116) is naturally identified with the diagram (97).
We can describe ShF⋆ (V) for meromorphic flat bundles V on (P1, {0,∞}) with regular singularity at ∞ by
using Theorem 6.1 and Proposition 6.3 recursively.
6.2 Case 2
Let us consider the case where (V ,∇) is a meromorphic flat bundle on (P1, D ∪ {∞}) with regular singularity
at ∞. Let Uα be a small neighbourhood of α with the coordinate zα := z−α. We embed Uα into P1zα by using
zα. The restriction (V ,∇)|Uα is naturally extended to a meromorphic flat bundle (Vα,∇) on (P1, {0,∞}) with
regular singularity at ∞.
We have the local system L on C \D corresponding to (V ,∇)|C\D. Set I◦ := {αu−1 |α ∈ D}. In §5.3, we
constructed the following base tuple in Sh(I◦).(
F!(L),F∗(L), F,G
)
. (117)
Let (K◦⋆,•,F) (⋆ =!, ∗) be the objects in LocSt(I◦, [I◦]) underlying F⋆(L).
For each α ∈ D, let (Vregα ,∇) be the regular meromorphic flat bundle on (P1, {0,∞}) corresponding to the
local system of (Vα,∇). We naturally have LF⋆ (Vregα ) ≃ GrFαu−1(K◦⋆,•) for ⋆ =!, ∗. Hence, as explained in Lemma
2.10, for any ̺ ∈ D(D), we have the following natural morphisms:
GrFαu−1(K◦!,•) −→ LF̺(α)(Vα) −→ GrFαu−1(K◦∗,•). (118)
Theorem 6.4 For any ̺ ∈ D(D), ShF̺ (V) are naturally isomorphic to the Stokes shells induced by the base
tuple (117) and the morphisms (118).
We can explicitly describe ShF̺ (V ,∇) by using Theorem 6.1, Proposition 6.3 and Theorem 6.4.
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6.2.1 Complement
Let ̟ : P˜1D∪∞ −→ P1 denote the oriented real blow up along D ∪ {∞}. Let j : P˜1D∪∞ \̟−1(D) −→ P˜1D∪{∞}
denote the inclusion. We take a large R > 0 such that BR = {|z| ≤ R} contains D. Set UR := P1 \ BR and
U˜R := ̟
−1(UR). Let iR : U˜R −→ P˜1D∪∞ denote the inclusion. We have the following morphisms:
iR!(L|UR) −→ j!(L) −→ j∗(L) −→ iR∗(L|UR).
Let (V,∇) be the regular singular meromorphic flat bundle on (P1, D ∪ {∞}) corresponding to L. We
naturally have LF⋆ (V ) ≃ F(j⋆L). We obtain the following commutative diagram of the local systems on Uw,∞ \
{∞}:
F
(
iR!(L|UR)
) −−−−→ F(iR∗(L|UR))y x
LF! (V ) −−−−→ LF∗ (V ).
(119)
Proposition 6.5 The diagram (119) is identified with the diagram (108).
6.3 Case 3
Let I˜V denote the set of the ramified irregular values of (V ,∇) at ∞. Set ω := min{a ∈ Q ∣∣Sa(I˜V) 6= I˜V}.
Suppose that ω > 1. We set (V,∇) := T˜ω(V ,∇) on (U∞,∞). We extend (V,∇) to a meromorphic flat
bundle on (P1z , {0,∞}) with regular singularity at 0.
Let I˜V denote the set of ramified irregular values of (V,∇). Note that Sω(I˜V ) = I˜V . We have the following
base tuple in Sh(F∞,∞(I˜V )): (
F
(∞,∞)
! (Sh(V )),F
(∞,∞)
∗ (Sh(V )), F,G
)
. (120)
Set I˜V ◦ := F(∞,∞)(I˜V ) and IV ◦ := πω(ω−1)−1(I˜V ◦). Let (K◦⋆,•,F) (⋆ =!, ∗) be the object in LocSt(I˜V ◦, [IV ◦])
underlying F (∞,∞)⋆ (Sh(V )). Note that K◦⋆,0 are naturally isomorphic to LF⋆ (S˜ω(V )). For any ̺ ∈ D(D), we have
the following natural morphisms as explained in Lemma 2.11:
K◦!,0 −→ LF̺ (S˜ω(V)) −→ K◦∗,0. (121)
Theorem 6.6 If ω > 1, ShF̺ (V) (̺ ∈ D(D)) are naturally isomorphic to the Stokes shells induced by the base
tuple (120) and the morphisms (121).
In particular, we obtain the following.
Corollary 6.7 ShF⋆ (V ) ≃ F(∞,∞)⋆ Sh(V ).
We give a complement. We have the meromorphic flat bundle Tω(V,∇) on (U∞,∞), which is naturally
extended to a meromorphic flat bundle on (P1, {0,∞}) with regular singularity at 0. As explained in Lemma
2.11, we have the following commutative diagram:
LF! (Tω(V )) −−−−→ LF∗ (Tω(V ))
a1
y b1x
LF! (V ) −−−−→ LF∗ (V ).
(122)
Proposition 6.8 The diagram (122) is identified with the diagram (104).
According to the following proposition, it is enough to consider the case ω > 1.
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Proposition 6.9 For any ̺ ∈ D(D), we have the natural isomorphism of the 2πZ-equivariant local systems
with Stokes structure (
LF̺ (V),F
) ≃ (LF̺ (S˜1(V)),F)
(See §2.3.1 for S˜ω.)
We can reduce the description of ShF̺ (V ,∇) to the step 2 by using Proposition 6.5, Proposition 6.9, Theorem
6.6 and Proposition 6.8.
6.4 The case of general holonomic D-modules
Let M be a holonomic D-module on P1 such that M(∗∞) = M. We have a finite subset D ⊂ C such that
M(∗D) is a meromorphic flat bundle on (P1, D ∪ {∞}). Set V :=M(∗D).
We obtain the D-module Four+(M) on P1w. We have a neighbourhood U∞ of∞ such that Four+(M)|U∞ is a
meromorphic flat bundle on (U∞,∞). Let I˜◦ denote the set of ramified irregular values at∞. Let (LF(M),F)
be the corresponding object in LocSt(I˜◦). To describe (LF(M),F), we may apply Proposition 3.26.
Let C(D) denote the category of maps D −→ {!, ◦, ∗}, where
HomC(D)(̺1, ̺2) :=
∏
α∈D
HomC1
(
̺1(α), ̺2(α)
)
.
For any ̺ ∈ C(D), let M(̺) be the DP1-module determined by the conditions M(̺)⊗O(∗D) =M(∗D) and
M(̺)|Uα ≃

M|Uα (̺(α) = ◦),
M(∗α) (̺(α) = ∗),
M(!α) (̺(α) =!).
We obtain a functorM from C(D) to the category of DP1-modules. We set E˜(̺) :=
(
LF(M(̺)),F) in LocSt(I˜◦).
It induces a functor E˜ from M˜(D) to LocSt(I˜◦), which satisfies the condition (D2) in §3.8.2.
We have the naturally defined functor ι∗(E˜) : C(D) −→ LocSt(I˜◦), which satisfies the condition (D1) in
§3.8.1. As explained in §6.1–6.3, we can describe ι∗(E˜) explicitly. Hence, Proposition 3.26 implies that we can
describe E˜ explicitly.
7 Computations of homology groups in the case 1
Let (V ,∇) be a meromorphic flat bundle on (P1, {0,∞}) with regular singularity at ∞. Let I˜V be the set of
ramified irregular values at 0 of (V ,∇). Suppose that ord(I˜V ) = −ω for ω ∈ Q>0. We have the meromorphic
flat bundles (V,∇) := Sω(V ,∇) on (P1, {0,∞}) and Tω(V ,∇) on (∆, 0).
For u ∈ C∗, let E(zu−1) be the meromorphic flat bundle (OP1(∗{∞}), d+ d(zu−1)). Let us study the rapid
decay homology Hrd∗
(
C∗, (V,∇)⊗E(zu−1)) and Hrd∗ (C∗, (V ,∇)⊗E(zu−1)). We also study the moderate growth
homology Hmg∗
(
C∗, (V,∇)⊗ E(zu−1)) and Hmg∗ (C∗, (V ,∇)⊗ E(zu−1)).
7.1 Preliminary
Let P˜1 be the oriented real blow up of P1 along {0,∞}. Let R≥0 := [0,∞]. We identify P˜1 with R≥0 × S1. We
set X := R≥0 × R and X∗ := R>0 × R. For any subset Z ⊂ X , let ιZ denote the inclusion Z −→ X , and qZ
denote the projection Z −→ R. Let ϕ : X −→ R≥0 × S1 be the map given by ϕ(r, θ) = (r, e
√−1θ). Similarly,
let ϕ1 : R −→ S1 be given by ϕ1(θ) = e
√−1θ. For any subset A ⊂ R, let aA denote the inclusion A −→ R.
In the following, a path on (X∗, X) means a continuous map γ : [0, 1] −→ X such that γ(]0, 1[) ⊂ X∗. We
say that a path γ on (X∗, X) connects P,Q ∈ X if γ(0) = P and γ(1) = Q.
We have the local system L on P˜1 corresponding to (V,∇)|C∗ = (V ,∇)|C∗ . Let (L, F˜) be the 2πZ-equivariant
local system with Stokes structure on R indexed by I˜ := Sω(I˜V ), corresponding to (V,∇). We naturally have
ϕ∗(L)|{0}×R = L and ϕ∗(L) = q−1X (L). We set I := πω(I˜) and F := πω∗(F˜).
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For any J ∈ T (I), we have the canonical splittings of the Stokes structure F :
L|J± =
⊕
c∈I
LJ±,a.
Let J ∈ T (I). We use the notation in §2.3.2. We have the constructible subsheaf MJ ⊂ L such that
(MJ)|R\J = (L
≤0)|R\J and (MJ)|J = AJ(L) + L
≤0
J
. We have the subsheaves L<0 ⊂ L≤0 ⊂MJ .
By the construction, LJ,>0 is naturally isomorphic to (MJ/L
≤0)|J , and we have the following exact sequence:
0 −→ Tω(L) −→MJ/L<0 −→ aJ∗LJ,>0 −→ 0.
7.1.1 Auxiliary isomorphism for rapid decay homology groups
Set θu0 := arg(u). We have Re(zu
−1) > 0 if and only if θu0 − π/2 < arg(z) < θu0 + π/2 modulo 2πZ. We have
Re(zu−1) < 0 if and only if θu0 − 3π/2 < arg(z) < θu0 − π/2 modulo 2πZ. We set
θ0 := θ
u
0 −
3π
2
.
Let T(I) be the set of the intervals ]θ1, θ1+ωπ[∈ T (I) such that θ0 < θ1 ≤ θ0+2π. Let ϕ1 : R −→ S1 be given
by ϕ1(θ) = e
√−1θ. For each J ∈ T(I), we obtain the morphism ϕ1!aJ!(LJ,<0) −→ LS1 . We obtain⊕
J∈T(I)
ϕ1!aJ!
(
LJ,<0
) −→ LS1 . (123)
By the construction, the morphism (123) induces the following isomorphism⊕
J∈T(I)
ϕ1!aJ!(LJ,<0) ≃ L<0S1 .
Let (V reg,∇) denote the regular singular meromorphic flat bundle on (P1, {0,∞}) associated to the local
system L. Note that (V reg,∇) = S˜ω(V,∇) = Sω′(V,∇) for ω′ > ω such that ω′ − ω is sufficiently small.
Lemma 7.1 We have the following exact sequence:
0 −→ Hrd1
(
C∗, (V reg,∇)⊗ E(zu−1)) −→ Hrd1 (C∗, (V,∇)⊗ E(zu−1)) −→ ⊕
J∈T(I)
H0(J, LJ,<0) −→ 0. (124)
Proof Take ω′ > ω such that ω′−ω is sufficiently small. Let b : ̟−1(0) −→ P˜1 denote the inclusion. We have
Q<0ω′,0(V,∇) = b∗
( ⊕
J∈T(I)
ϕ1!aJ!LJ,<0
)
.
Hence, we can easily see
H−i
(
̟−1(0), C•̟−1(0) ⊗Q<0ω′,0(V,∇)
) ≃ ⊕
J∈T(I)
Hi
(
J, LJ,<0
)
.
Moreover, we have Hi
(
J, LJ,<0
)
= 0 unless i = 0. We can also easily observe that Hrd0
(
C∗, (V reg,∇) ⊗
E(zu−1)) = 0. Hence, we obtain the desired exact sequence from (23).
Note that H0(J, LJ,<0) is naturally identified with the stalk L|θJ for any θJ ∈ J . It is standard that
Hrd1
(
C∗, (V reg,∇)⊗ E(zu−1)) is identified with the stalk ϕ∗(L)|(∞,θ∞) = L|θ∞ for any θ0 − 2π < θ∞ < θ0 − π.
(See Lemma 7.2 below). Let us construct an isomorphism
Hrd1 (C
∗, (V,∇)⊗ E(zu−1)) ≃ L|θ∞ ⊕
⊕
J∈T(I)
L|θJ ,
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which gives a splitting of the exact sequence (124).
Take a small positive number δ > 0. Take any path Γ∞ on (X∗, X) connecting (∞, θ0−δ) and (∞, θ0−δ+2π).
Any v ∈ ϕ∗(L)|(∞,θ0−δ) determines flat sections v˜ of ϕ∗L along Γ∞. We may naturally regard ϕ∗
(
Γ∞ ⊗ v
)
as a rapid decay 1-cycle for (V reg,∇) ⊗ E(zu−1). Let A∞,u(v) denote the homology class of the 1-cycle in
Hrd1
(
C∗, (V reg,∇)⊗ E(zu−1)). It is easy to see the following lemma.
Lemma 7.2 The above procedure gives an isomorphism of the vector spaces:
A∞,u : ϕ∗(L)|(∞,θ0−δ) = L|θ0−δ −→ Hrd1
(
C∗, (V reg,∇)⊗ E(zu−1)). (125)
For any J ∈ T (I), we take θJ ∈ J . Take a path ΓJ on (X∗, X) connecting (0, θJ) and (∞, θ0 + 3π/2).
Any v ∈ LJ,<0|θJ ⊂ ϕ∗(L)|(0,θJ ) induces a flat section v˜ of ϕ∗L along ΓJ . We obtain the rapid decay 1-cycle
ϕ∗
(
v˜⊗ΓJ
)
for (V,∇). Let AJ,u(v) denote the homology class. Thus, we obtain linear maps AJ,u : LJ,<0|θJ −→
Hrd1
(
C∗, (V,∇)⊗ E(zu−1)).
Lemma 7.3 The maps A∞,u and AJ,u (J ∈ T(I)) induce an isomorphism
L|θ0−δ ⊕
⊕
J∈T(I)
LJ,<0|θJ −→ Hrd1
(
C∗, (V,∇)⊗ E(zu−1)). (126)
Proof Let us look at the following morphisms:
LJ,<0|θJ −→ Hrd1
(
C∗(V,∇)⊗ E(zu−1)) −→ ⊕
J′∈T(I)
H0(J
′, LJ′,<0).
By the construction, the induced map LJ,<0|θJ −→ H0(J, LJ,<0) is an isomorphism. If J ′ 6= J , the induced map
LJ,<0|θJ −→ H0(J ′, LJ′,<0) is 0. Then, we obtain the claim of the lemma.
The isomorphism (126) is auxiliary for our purpose. Later, we shall construct other decompositions which
are more suitable for our purpose.
Another description of AJ,u Let us give another but equivalent description of the map AJ,u. Take ǫ > 0.
Set I◦1 :=]− ǫ, ǫ[ and I2 := [0, 1]. We take an embedding FJ : I◦1 × I2 −→ X such that (i) FJ|I◦1×{0} ⊂ {0} × J ,
(ii) FJ|I◦1×{1} ⊂ {∞}×]θ0 + π, θ0 + 2π[, (iii) FJ|I◦1×]0,1[ ⊂ X∗. We have the local subsystem LJ,<0 ⊂ F−1J ϕ∗(L)
on I◦1 × I2 induced by LJ,<0. We obtain the constructible subsheaf
FJ!LJ,<0 ⊂ ϕ∗
(L<0((V,∇)⊗ E(zu−1)).
Let jI◦1 denote the embedding of I
◦
1 to R obtained as the restriction FJ|I◦1×{0}. We have an isomorphism
H1
(
X,FJ!LJ,<0
) ≃ H1(R, jI◦1 !j−1I◦1 LJ,<0) ≃ H0(I◦1 , j−1I◦1 LJ,<0) ≃ H0(J, LJ,<0).
Hence, we obtain H0(J, LJ,<0) −→ Hrd1
(
C∗, (V,∇)⊗E(zu−1)) induced by ϕ!FJ!LJ,<0 ⊂ L<0((V,∇)⊗E(zu−1)).
It is equal to AJ,u up to the signature.
7.1.2 Auxiliary exact sequence of moderate growth homology
Note that we have the following morphism:
LS1 −→
⊕
J∈T(I)
ϕ1∗aJ∗LJ,>0.
It induces the following exact sequence:
0 −→ L≤0((V,∇)⊗ E(zu−1)) −→ L≤0((V reg,∇)⊗ E(zu−1)) −→ b∗( ⊕
J∈T(I)
ϕ1∗aJ∗LJ,>0
)
−→ 0.
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It induces the following exact sequence:
0 −→
⊕
J∈T(I)
H0
(
̟−1(0), ϕ1∗aJ∗LJ,>0
)
c1−→ Hmg1 (C∗, (V,∇)⊗ E(zu−1)) c2−→
Hmg1 (C
∗, (V reg,∇)⊗ E(zu−1)) −→ 0. (127)
Description of c1 by 1-cycles Let us describe c1. Take a small number δ > 0. For each J ∈ T(I), set
Kδ(J) := (J − δ) ∪ (J + δ) and K1,δ(J) := Kδ(J) \ J . We have the natural isomorphism
H0
(
̟−1(0), ϕ1∗aJ∗LJ,>0
) ≃ H−1(̟−1(0), ϕ1∗aJ∗LJ,>0 ⊗ C•̟−1(0)) ≃ H1((Kδ(J),K1,δ(J));L′J,>0|Kδ(J)).
For any J ∈ T(I), we take a path γ1,J connecting (0, ϑJℓ − δ) to (1, ϑJr ). We also take paths γ2,J,± connecting
(1, ϑJr ) and (0, ϑ
J
r ± δ). For any v ∈ H0
(
̟−1(0), ϕ1∗aJ∗LJ,>0
)
, we have the section v˜ of ϕ∗L along γ1,J . Let
v′ ∈ ϕ∗(L)|(1,ϑJr ). We have the decomposition
v′ = uJ,0 +
∑
J≤J′≤J+π/ω
uJ′ .
Here, uJ′ are sections of LJ′,<0, and uJ,0 is a section of LJ+,0. We obtain the 1-cycle
v˜ ⊗ γ1,J + (uJ + uJ,0)⊗ γ2,J,− + uJ+π/ω ⊗ γ2,J,+ +
∑
J′
uJ′ ⊗ γ2,J,+.
We can easily see that it represents c1(v) up to the signature.
7.2 Statements
7.2.1 Rapid decay homology groups
We shall use the notation in §7.1.1. Set I :=]θ0, θ0 + π[.
Maps for (V,∇) For J ∈ T (I) such that J− ∩ I+ 6= ∅, we shall construct the following map in §7.3.1–7.3.3:
BJ−,u : H0(J−, LJ−,>0) −→ Hrd1
(
C∗, (V,∇)⊗ E(zu−1)). (128)
Similarly, for J ∈ T (I) such that J+ ∩ I− 6= ∅, we shall construct the following map
BJ+,u : H0(J+, LJ+,>0) −→ Hrd1
(
C∗, (V,∇)⊗ E(zu−1)). (129)
For an interval J ∈ T (I) such that J− ∩ (I + π)+ 6= ∅, we shall construct the following map in §7.3.4:
B(J−)∞,u : H
rd
1
(
C∗, Tω(V,∇)⊗ E(zu−1)
) −→ Hrd1 (C∗, (V,∇)⊗ E(zu−1)). (130)
Similarly, for an interval J ∈ T (I) such that J+ ∩ (I + π)− 6= ∅, we shall construct the following map
B(J+)∞,u : H
rd
1
(
C∗, Tω(V,∇)⊗ E(zu−1)
) −→ Hrd1 (C∗, (V,∇) ⊗ E(zu−1)). (131)
Description of Hrd1
(
C∗, (V,∇) ⊗ E(zu−1)) Let W1,u(I, I±) be the set of J ∈ T (I) such that J∓ ∩ I± 6= ∅.
Let W2,u(I, I±) be the set of J ∈ T (I) such that J∓ ∩ (I + π)± 6= ∅.
Take J1 ∈ T (I) such that J1− ∩ (I + π)+ 6= ∅. We obtain the following map induced by BJ−,u (J ∈
W1,u(I, I+)), AJ,u (J ∈W2,u(I, I+)), and B(J1,−)∞,u :⊕
J∈W1,u(I,I+)
H0(J−, LJ−,>0)⊕
⊕
J∈W2,u(I,I+)
H0(J, LJ<0)⊕Hrd0
(
C∗, Tω(V,∇)⊗ E(zu−1)
)
−→ Hrd1
(
C∗, (V,∇)⊗ E(zu−1)). (132)
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Similarly, we take J2 ∈ T (I) such that J2+ ∩ (I + π)− 6= ∅. We obtain the following map induced by BJ+,u
(J ∈W1,u(I, I−)), AJ,u (J ∈W2,u(I, I−)), and B(J2,+)∞,u :⊕
J∈W1,u(I,I−)
H0(J+, LJ+,>0)⊕
⊕
J∈W2,u(I,I−)
H0(J, LJ,<0)⊕Hrd0
(
C∗, Tω(V,∇) ⊗ E(zu−1)
)
−→ Hrd1
(
C∗, (V,∇)⊗ E(zu−1)). (133)
We shall prove the following proposition in §7.5.
Proposition 7.4 The morphisms (132) and (133) are isomorphisms.
Description of Hrd1
(
C∗, (V ,∇)⊗ E(zu−1)) For an interval J ∈ T (I) such that J− ∩ (I + π)+ 6= ∅, we shall
construct the following morphism in §7.3.5:
C(J−)u : H
rd
1
(
C∗, Tω(V ,∇)⊗ E(zu−1)
) −→ Hrd1 (C∗, (V ,∇)⊗ E(zu−1)). (134)
Similarly, for an interval J ∈ T (I) such that J+ ∩ (I + π)− 6= ∅, we shall construct the following morphism in
§7.3.5:
C(J+)u : H
rd
1
(
C∗, Tω(V ,∇)⊗ E(zu−1)
) −→ Hrd1 (C∗, (V ,∇)⊗ E(zu−1)). (135)
Recall (V,∇) = Sω(V ,∇).
Proposition 7.5 For J as above, the following diagram is commutative.
Hrd1
(
C∗, Tω(V,∇)⊗ E(zu−1)
) B(J±)∞,u−−−−→ Hrd1 (C∗, (V,∇)⊗ E(zu−1))
d1
y d2y
Hrd1
(
C∗, Tω(V ,∇)⊗ E(zu−1)
) C(J±)u−−−−→ Hrd1 (C∗, (V ,∇)⊗ E(zu−1))
(136)
Here, di are natural morphisms in (26). Each arrow is injective, and the following is exact:
0 −→ Hrd1
(
C∗, Tω(V,∇)⊗ E(zu−1)
) f±1−→
Hrd1
(
C∗, (V,∇)⊗ E(zu−1))⊕Hrd1 (C∗, Tω(V ,∇)⊗ E(zu−1)) f±2−→
Hrd1
(
C∗, (V ,∇)⊗ E(zu−1)) −→ 0 (137)
Here, f±1 = d1 +B
(J±)∞,u , and f±2 = d2 − C(J±)u .
7.2.2 Moderate growth homology groups
We have the natural morphism Hrd1
(
C∗, (V,∇) ⊗ E(zu−1)) −→ Hmg1 (C∗, (V,∇) ⊗ E(zu−1)). We obtain the
following induced maps:
BmgJ∓,u : H0(J∓, LJ∓,>0) −→ Hmg1 (C∗, (V,∇)) (J ∈W1,u(I, I±)) (138)
AmgJ,u : H0(J, LJ,<0) −→ Hmg1 (C∗, (V,∇)) (J ∈W2,u(I, I±)). (139)
For J ∈ T (I) such that J− ∩ (I + π)+ 6= ∅, we shall construct the following map in §7.3.6:
B(J−)mg∞,u : H
mg
1
(
C∗, Tω(V,∇)⊗ E(zu−1)
) −→ Hmg1 (C∗, (V,∇) ⊗ E(zu−1)). (140)
Similarly, for J ∈ T (I) such that J+ ∩ (I + π)− 6= ∅, we shall construct the following map in §7.3.6:
B(J+)mg∞,u : H
mg
1
(
C∗, Tω(V,∇)⊗ E(zu−1)
) −→ Hmg1 (C∗, (V,∇)⊗ E(zu−1)). (141)
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For J1 ∈ T (I) such that J1∓ ∩ (I + π)± 6= ∅, we have the following morphism induced by (138), (139) and
B
(J1∓)mg∞,u :⊕
J∈W1,u(I,I±)
H0(J∓, LJ∓,>0)⊕
⊕
J∈W2,u(I,I±)
H0(J, LJ,<0)⊕Hmg1
(
C∗, Tω(V,∇)⊗ E(zu−1)
)
−→ Hmg1
(
C∗, (V,∇)⊗ E(zu−1)). (142)
Proposition 7.6 The morphisms (142) are isomorphisms.
For J ∈ T (I) such that J− ∩ (I + π)+ 6= ∅, we shall construct the following morphism in §7.3.7:
C(J−) mgu : H
mg
1
(
C∗, Tω(V ,∇)⊗ E(zu−1)
) −→ Hmg1 (C∗, (V ,∇)⊗ E(zu−1)). (143)
Similarly, for J ∈ T (I) such that J+ ∩ (I + π)− 6= ∅, we shall construct the following morphism in §7.3.7:
C(J+) mgu : H
mg
1
(
C∗, Tω(V ,∇)⊗ E(zu−1)
) −→ Hmg1 (C∗, (V ,∇)⊗ E(zu−1)). (144)
We shall prove the following proposition in §7.6.
Proposition 7.7 For J as above, the following diagram is commutative:
Hrd1
(
C∗, Tω(V,∇)⊗ E(zu−1)
) C(J∓)u−−−−→ Hrd1 (C∗, (V,∇)⊗ E(zu−1))
c1
y c2y
Hmg1
(
C∗, Tω(V ,∇)⊗ E(zu−1)
) C(J∓) mgu−−−−−−→ Hmg1 (C∗, (V ,∇)⊗ E(zu−1))
(145)
Here, ci are natural morphisms. Moreover, the following is exact:
0 −→ Hrd1
(
C∗, Tω(V,∇)⊗ E(zu−1)
) g1−→
Hmg1
(
C∗, Tω(V ,∇)⊗ E(zu−1)
)⊕Hrd1 (C∗, (V,∇)⊗ E(zu−1)) g2−→
Hmg1
(
C∗, (V ,∇)⊗ E(zu−1)) −→ 0. (146)
Here, g1 = c2 + C
(J1∓)
u and g2 = c2 − C(J1∓) mgu .
The following proposition is also proved in §7.6.
Proposition 7.8 For J as above, the following diagram is commutative:
Hmg1
(
C∗, Tω(V ,∇)⊗ E(zu−1)
) C(J∓) mgu−−−−−−→ Hmg1 (C∗, (V ,∇)⊗ E(zu−1))y y
Hmg1
(
C∗, Tω(V,∇)⊗ E(zu−1)
) B(J∓) mg∞,u−−−−−−→ Hmg1 (C∗, (V,∇)⊗ E(zu−1)).
7.2.3 Comparison of the local systems
Let S˜h
F
⋆ (V) (⋆ = ∗, !) denote the Stokes shells induced by the base tuple (114) with the morphisms (115). We
have the associated local system with Stokes structure (L˜F⋆ (V),F). We shall prove the following proposition in
§7.7.
Proposition 7.9 We have the isomorphism L˜F! (V) −→ LF! (V) such that for any θu0 ∈ J ⊂ R the induced map
K◦!J,<0 ⊕K◦!J,>0 ⊕Hrd1
(
C∗, Tω(V ,∇)⊗ E(zu−1)
) ≃
H0
(
J−, L˜F! (V)J−,<0
)⊕H0(J−, L˜F! (V)J−,>0)⊕H0(J−, L˜F! (V)J−,0) −→ LF! (V)|θu0 (147)
is given by Aν−0 (J),u
, Bν+0 (J),u
, and C
(ν−0 (J)−)∞,u .
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Similarly, we shall prove the following proposition in §7.8.
Proposition 7.10 We have the isomorphism L˜F∗ (V) −→ LF∗ (V) such that for any θu0 ∈ J ⊂ R the induced map
K◦∗J,<0 ⊕K◦∗J,>0 ⊕Hmg1
(
C∗, Tω(V ,∇)⊗ E(zu−1)
) ≃
H0
(
J−, L˜F∗ (V)J−,<0
)⊕H0(J−, L˜F∗ (V)J−,>0)⊕H0(J−, L˜F∗ (V)J−,0) −→ LF∗ (V)|θu0 (148)
is given by Amg
ν−0 (J),u
, Bmg
ν+0 (J),u
, and C
(ν−0 (J)−)mg∞,u .
After Proposition 7.9 and Proposition 7.10 in the case V = V , we obtain the following commutative diagram
from (116).
LF! (V
reg) −−−−→ LF∗ (V reg)
a1
y b1x
L˜F! (V ) −−−−→ L˜F∗ (V )
(149)
Proposition 6.3 is reworded as follows, which we shall prove in §7.9.
Proposition 7.11 The diagram (149) is naturally identified with the diagram (97).
7.3 Construction of maps
7.3.1 Construction of the maps (128) and (129) in the case n > p
We shall explain the construction of (128) in detail. Take J ∈ T (I) such that J− ∩ I+ 6= ∅. Let L′(J+π)−,0 ⊂ L
denote the local subsystem on R determined by L(J+π)−,0 ⊂ L|(J+π)− . Take a small number δ > 0, then
L′(J+π)−,0 is contained in L
≤0 on ]ϑJℓ + π − δ, ϑJr + π[. Note that (I + π)+ ∩ (J + π)− 6= ∅. Take J10 ⊂
]ϑJℓ + π − δ, ϑJr + π[∩I .
Let J11 :=]ϑ
J
ℓ − δ, ϑJr + π + δ[. We set Z0 := [0, 1[×J11 and Z1 :=]0, 1[×J11. Let Z2 be the union of Z1 and
]0,∞[×J10, and we set Z3 := Z2 ∪ Z0.
We have the constructible subsheaf NJ of ι
−1
Z3
ϕ−1
(L<0((V,∇)⊗E(zu−1))) on Z3 determined by the following
conditions.
• NJ|{0}×J11 = L<0|J11 .
• NJ|Z1 is equal to q−1Z1 (MJ). (See §7.1 for MJ .)
• NJ|Z2\Z1 = q−1Z2\Z1
(
L′(J+π)−,0
)
.
We have the natural monomorphism ιZ0!q
−1
Z0
(L<0) −→ ιZ3!NJ . We have the following exact sequence:
0 −→ ιZ2!q−1Z2 Tω(L) −→ ιZ3!NJ
/
ιZ0!q
−1
Z0
(L<0) −→ ιZ1!q−1Z1
(
aJ∗LJ,>0
) −→ 0. (150)
Note that ιZ0!q
−1
Z0
(L<0) and ιZ2!q
−1
Z2
Tω(L) are acyclic with respect to the global cohomology. Hence, we obtain
H1
(
X, ιZ2!NJ
) ≃ H1(X, ιZ1!q−1Z1 (aJ∗LJ,>0)) ≃ H1([0, 1], {0, 1},C) ⊗ H0(J, LJ,>0) ≃ H0(J, LJ,>0). (151)
We have the induced map ϕ!
(
ιZ2!NJ
) −→ L<0((V,∇)⊗E(zu−1)) on P˜1. It induces the map BJ−,u in (128)
up to signature in the case n > p.
78
Explicit 1-cycles for BJ−,u Let us look at the map BJ−,u in terms of the rapid decay cycles, and we fix the
signature of BJ−,u. Take a small δ > 0. We take a path γJ on X connecting (0, ϑ
J
ℓ − δ/2) and (0, ϑJr + δ/2).
For any section v of aJ∗LJ,>0, we have the naturally induced section v ⊗ γJ of C−1X,∂X ⊗ ιZ1!q−1Z1
(
aJ∗LJ,>0
)
. It
gives a 1-cycle corresponding to BJ−,u(v) up to signature. Hence, to see BJ−,u(v), it is enough to construct a
lift of v ⊗ γJ to a 1-cycle for ιZ3!NJ .
Take a small positive number δ1 > 0. Let γ1 be a path connecting (0, ϑ
J
ℓ − δ1) and (1, ϑJr ). Let γ2,± denote
paths connecting (1, ϑJr ) and (0, ϑ
J
r ± δ). Let a0 < a1 < · · · < aN be the intersection of S0(I) ∩ [ϑJr , ϑJr + π[.
Let Ki (i = 0, . . . , N) be paths connecting (1, ai) and (0, ai). Let Ii be paths connecting (1, ai−1) and (1, ai)
for i = 1, . . . , N . Set Ji :=]ai − π/ω, ai[. Let Γ∞ denote the path connecting (1, aN ) and (∞, θ0 + 3π/2).
We have the section v− of LJ−,>0 on J−. It naturally induces a section v˜− along γ1. We have the decom-
position
v− = uJ,0 +
∑
J≤J′≤J+π/ω
uJ′ ,
where uJ,0 is a section of LJ+,0, and uJ′ are sections of LJ′,<0. For i = 0, . . . , N , we have the sections uJi,0 of
LJi+,0 induced by uJ,0 and the parallel transport of the local system Gr
F
0 (L). We have uJi,0 − uJi+1,0 ∈ L<0
on Ji ∩ Ji+1. We obtain the following 1-cycle:
BJ−(v−) := v˜− ⊗ γ1 + uJ ⊗ γ2,− +
∑
J<J′≤J+π/ω
uJ′ ⊗ γ2,+ +
N∑
i=1
uJi,0 ⊗ Ii
+
N−1∑
i=0
(uJi+1,0 − uJi,0)⊗Ki + uJN ,0 ⊗ Γ∞. (152)
It is easy to see that BJ−(v−) is a lift of v ⊗ γJ to a 1-cycle of ιZ3!NJ . Hence, ϕ!
(BJ−(v−))) induces BJ−,u(v−)
up to signature. We fix the signature of BJ−,u(v−) by ϕ!
(BJ−(v−))).
Explicit 1-cycles for BJ+,u The map BJ+,u can be constructed in a similar way. We shall indicate only a
way to construct explicit 1-cycles.
Take a small positive number δ1 > 0. Let γ1 be a path connecting (1, ϑ
J
ℓ ) and (0, ϑ
J
r + δ1). Let γ2,± denote
paths connecting (0, ϑJℓ ± δ) and (1, ϑJℓ ). Let b0 > b1 > · · · > bN be the intersection of S0(I)∩]ϑJℓ − π, ϑJℓ ].
Let Ki (i = 0, . . . , N) be paths connecting (1, bi) and (0, bi). Let Ii be paths connecting (1, bi−1) and (1, bi) for
i = 1, . . . , N . Set Ji :=]bi, bi − π/ω[. Let Γ∞ denote the path connecting (1, bN) to (∞, θ0 − π/2).
We have the section v+ of LJ+,>0 on J+. It naturally induces a section v˜+ along γ1. We have the decom-
position
v+ = uJ,0 +
∑
J−π/ω≤J′≤J
uJ′ ,
where uJ,0 is a section of LJ−,0, and uJ′ are sections of LJ′,<0. For i = 0, . . . , N , we have the sections uJi,0 of
LJi−,0 induced by uJ,0 and the parallel transport of the local system Gr
F
0 (L). We have uJi,0 − uJi+1,0 ∈ L<0
on Ji ∩ Ji+1. We obtain the following 1-cycle:
BJ+(v+) := v˜+ ⊗ γ1 + uJ ⊗ γ2,− +
∑
J−π/ω≤J′<J
uJ′ ⊗ γ2,+ +
N∑
i=1
uJi,0 ⊗ Ii
+
N−1∑
i=0
(uJi+1,0 − uJi,0)⊗Ki + uJN ,0 ⊗ Γ∞. (153)
Thus, we obtain rapid decay 1-cycle BJ+(v+) for (V,∇) associated to v+ ∈ H0(J+, LJ+,>0). This procedure
induces a map BJ+,u.
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7.3.2 Construction of the maps (128) and (129) in the case n < p
Let us construct the map (128). Take J ∈ T (I) such that J− ∩ I+ 6= ∅. At ϑJℓ , we have the following inclusion:
LJ−,>0|ϑJℓ ⊂
⊕
J−π/ω≤J′<J
LJ′,<0|ϑJℓ . (154)
We have the following morphism:⊕
J−π/ω≤J′<J
LJ′,<0|ϑJℓ
a1−→
⊕
J−π/ω≤J′<J−π
LJ′,<0|ϑJℓ
a2−→
⊕
J−π/ω≤J′<J
LJ′,<0|ϑJℓ . (155)
Here, a1 is the projection, and a2 is the natural inclusion. Let a0 denote the composite of (154) and (155). We
have the local subsystem P1 ⊂ L determined by P1|ϑJℓ = Im(a0). The following is clear by the construction.
Lemma 7.12 On ]ϑJℓ , ϑ
J
r − π[, P1 is contained in MJ .
At ϑJr , we have the following inclusion:
LJ+,>0|ϑJr ⊂
⊕
J<J′≤J+π/ω
LJ′,<0|ϑJr . (156)
We have the following morphisms⊕
J<J′≤J+π/ω
LJ′,<0|ϑJr
b1−→
⊕
J+π≤J′≤J+π/ω
LJ′,<0|ϑJr
b2−→
⊕
J<J′≤J+π/ω
LJ′,<0|ϑJr . (157)
Here, b1 is the projection, and b2 is the natural inclusion. Let b0 denote the composite of (156) and (157). We
have the local subsystem P2 ⊂ L determined by the condition P2|ϑJr = Im(b0).
Lemma 7.13 On ]ϑJℓ + π, ϑ
J
r [, P2 is contained in MJ .
We can take an interval J10 =]c1, c2[⊂ J such that J10∩]ϑJℓ , ϑJr − π[ 6= ∅ and J10∩]ϑJℓ + π, ϑJr [ 6= ∅. We have
J10 ∩ (J + π) 6= ∅. We set Z0 := [0, ǫ[×J10 and Z1 :=]0, ǫ[×J10.
We set I◦1 :=] − ǫ1, ǫ1[ and I2 := [0, 1]. Let F1 : I◦1 × I2 −→ X be an embedding satisfying the following
conditions.
• F1(I◦1 × {0}) ⊂]0, ǫ[×{c1}, F1(I◦1 × {1}) ⊂ {∞} × (I − π), and F1(I◦1×]0, 1[) ⊂ (R>0 × R) \ Z1.
Let F2 : I
◦
1 × I2 −→ X be an embedding satisfying the following conditions.
• F2(I◦1 × {0}) ⊂]0, ǫ[×{c2}, F2(I◦1 × {1}) ⊂ {∞} × (I + π), and F2(I◦1×]0, 1[) ⊂ (R>0 × R) \ Z1.
Let Z2 be the union of Z1 and F2(I
◦
1 × I2). Let Z3 be the union of Z2 and F1(I◦1 × I2). Let Z4 be the union of
Z3 and Z0. By the construction, we have the following decomposition:
Z4 = ({0} × J10) ⊔ Z1 ⊔ F1(I◦1 × I2) ⊔ F2(I◦1 × I2).
We have the constructible subsheaf NJ of ι
−1
Z4
ϕ−1L<0((V,∇)⊗E(zu−1)) on Z4 determined by the following
conditions.
• NJ|{0}×J10 = L<0J10 .
• NJ|Z1 = q−1Z1 (MJ).
• NJ|F1(I◦1×I2) = q−1F1(I◦1×I2)(P1).
• NJ|F2(I◦1×I2) = q−1F2(I◦1×I2)(P2 ⊕ L(J+π)−,0).
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We obtain the constructible subsheaf ιZ4!NJ ⊂ ϕ−1(L). We have the following monomorphism:
ιZ0!q
−1
Z0
(L<0) −→ ιZ4!NJ .
Let L′J,>0 be the local system on R induced by LJ,>0 on J . Then, we have the following exact sequence:
0 −→ ιZ2!q−1Z2 Tω(L) −→ ιZ4!NJ
/
ιZ0!q
−1
Z0
(L<0) −→ ιZ3!q−1Z3 (L′J,>0) −→ 0.
The sheaves ιZ0!q
−1
Z0
(L<0) and ιZ2!q
−1
Z2
Tω(L) are acyclic with respect to the global cohomology. Hence, we have
H1
(
X, ιZ4!NJ
) ≃ H1(X, ιZ3!q−1Z3 (L′J,>0)) ≃ H0(J, LJ,>0).
We obtain the desired morphism BJ−,u from the induced morphism ϕ!ιZ4!NJ −→ L<0
(
(V,∇)⊗E(zu−1)) up to
signature. We shall fix the signature by using the following explicit description of 1-chains.
Explicit 1-cycles for BJ−,u Let us give an explicit description of BJ−,u in terms of rapid decay 1-cycles.
Take v− ∈ H0(J, LJ−,>0). We have the expression
v− =
∑
J−π/ω≤J′<J
uJ′ .
Here, uJ′ are sections of LJ′,<0. We also have the expression
v− = wJ+,0 +
∑
J≤J′≤J+π/ω
wJ′ .
Here, wJ+,0 is a section of LJ+,0, and wJ′ are sections of LJ′,<0. Moreover, we have
wJ+,0 = w(J+π)−,0 +
∑
J<J′<J+π
xJ′ ,
where w(J+π)−,0 is a section of L(J+π)−,0 induced by wJ+,0 and the parallel transport of Gr
F
0 (L), and xJ′ are
sections of LJ′−,<0.
We take θJ′ ∈ J ′ for the intervals J ′. For J ′ ∈ T (I) such that J − π ≤ J ′ < J , let γJ′ be a path connecting
(0, θJ′) and (∞, θ0 − π/2). For J ′ ∈ T (I) such that J ≤ J ′ < J + π, let γJ′ be a path connecting (0, θJ′) and
(∞, θ0 + 3π/2). Let ΓJ be a path connecting (∞, θ0 − π/2) and (∞, θ0 + 3π/2). Then, we obtain the following
rapid decay 1-cycle:
BJ−,u(v) = v− ⊗ ΓJ +
∑
J−π≤J′<J
uJ′ ⊗ γJ′ − wJ+ ⊗ γJ −
∑
J<J′<J+π
(wJ′ + xJ′ )⊗ γJ′ .
Then, it is easy to see that ϕ∗(BJ−,u(v)) represents the homology class BJ−,u(v) up to the signature. We fix
the signature of BJ−,u(v) by ϕ∗(BJ−,u(v)).
Explicit 1-cycles for BJ+,u The map BJ+,u is constructed in a similar way. We give only a construction in
terms of rapid decay 1-cycles.
Take v+ ∈ H0(J+, LJ+,>0). We have the expression
v+ =
∑
J<J′≤J+π/ω
uJ′ .
Here, uJ′ are sections of LJ′,<0. We also have the expression
v+ = wJ−,0 +
∑
J−π/ω≤J′≤J
wJ′ .
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Here, wJ−,0 is a section of LJ−,0, and wJ′ are sections of LJ′,<0. Moreover, we have
wJ−,0 = w(J−π)+,0 +
∑
J−π<J′<J
xJ′ ,
where w(J−π)+,0 is a section of L(J−π)+,0 induced by wJ−,0 and the parallel transport of Gr
F
0 (L), and xJ′ are
sections of LJ′+,<0.
We take θJ′ ∈ J ′ for the intervals J ′. For J ′ ∈ T (I) such that J < J ′ ≤ J + π, let γJ′ be a path connecting
(0, θJ′) and (∞, θ0 + 3π/2). For J ′ ∈ T (I) such that J − π < J ′ ≤ J , let γJ′ be a path connecting (0, θJ′) and
(∞, θ0 − π/2). Let ΓJ be a path connecting (∞, θ0 − π/2) and (∞, θ0 + 3π/2). Then, we obtain the following
rapid decay 1-cycle:
BJ+,u(v+) = v− ⊗ ΓJ +
∑
J<J′≤J+π
uJ′ ⊗ γJ′ − wJ+ ⊗ γJ −
∑
J+π<J′<J
(wJ′ + xJ′)⊗ γJ′ .
Thus, we obtain the rapid decay 1-cycle ϕ∗(BJ+,u(v)) for (V,∇) associated to v+ ∈ H0(J+, LJ+). It induces
the desired map BJ+,u.
7.3.3 Construction of the maps (128) and (129) in the case n = p
We shall explain the construction of (128) in detail. Take J ∈ T (I) such that J− ∩ I+ 6= ∅. Take a small
number δ > 0. We set J100 := J − δ. We set Z0 := [0, ǫ[×J100 and Z1 :=]0, ǫ[×J100. We take an embedding
F : I◦1 × I2 −→ X satisfying the following conditions.
• F (I◦1 × {0}) ⊂]0, ǫ[×{ϑJr − δ}, F (I◦1 × {1}) ⊂ {∞}× (I + π), and F (I◦1×]0, 1[) ⊂ (R>0 × R) \ Z1.
Let Z2 be the union of Z1 ∪ F (I◦1 × I2), and Z3 := Z2 ∪ Z0. We have the decomposition
Z3 = ({0} × J100) ⊔ Z1 ⊔ F (I◦1 × I2).
We have the local subsystem L(J+π)−,≤0 ⊂ L|(J+π)− on (J + π)−. It induces a local subsystem L′(J+π)−,≤0
of L on R. If δ is sufficiently small, L′(J+π)−,≤0 is contained in MJ on I3 :=]ϑ
J
r − 2δ, ϑJr [. The image of
L′(J+π)−,≤0|I3 to (MJ/L
<0)|I3 is equal to the image of (LJ+,>0 + LJ+,0)|I3 . We also have the local subsystem
L(J+π)−,<0 ⊂ L|(J+π)− on (J + π)−. It induces a local subsystem L′(J+π)−,<0 of L on R. The image of
L′(J+π)−,<0|I3 to (MJ/L
≤0)|I3 is equal to the image of LJ+,>0|I3 .
We have the constructible subsheafNJ ⊂ ι−1Z3 ϕ−1
(
L<0((V,∇)⊗E(zu−1))) on Z3 determined by the following
conditions.
• NJ|{0}×J100 = L<0|J100 , NJ|Z1 = q−1Z1 (MJ), and NJ|F (I◦1×I2) = q−1F (I◦1×I2)
(
L′(J+π)−,≤0
)
.
We have the following natural monomorphism:
ιZ0!q
−1
Z0
L<0 −→ ιZ3!NJ .
Let W be the union of ]0, 1[×[ϑJℓ , ϑJℓ + π − δ[ and F (I◦1 × I2). Let jW : W −→ Z2 denote the inclusion. We
have the local system L′J,>0 on R induced by LJ,>0 on J . We have the following exact sequence:
0 −→ ιZ2 !q−1Z2 Tω(L) −→ ιZ3!NJ
/
ιZ0!q
−1
Z0
(L<0) −→ ιZ2!jW∗q−1W (L′J,>0) −→ 0.
The constructible sheaves ιZ0!q
−1
Z0
(L<0) and ιZ2!q
−1
Z2
Tω(L) are acyclic with respect to the global cohomology. It
is easy to see
H1
(
X, ιZ2!jW∗q
−1
W (L
′
J,>0)
) ≃ H0(J, LJ,>0).
Hence, we obtain the desired map BJ−,u, up to signature, induced by ϕ!
(
ιZ3!NJ
) −→ L<0((V,∇) ⊗ E(zu−1)).
We fix the signature of BJ−,u by taking explicit 1-cycles.
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Explicit 1-cycles for BJ−,u Take any section v− of LJ−,>0. We have the expression
v− = uJ+,0 +
∑
J≤J′≤J+π
uJ′ ,
where uJ+,0 is a section of LJ+,0, and uJ′ are sections of LJ′−,<0
. Moreover, we have
uJ+,0 = u(J+π)−,0 +
∑
J<J′<J+π
xJ′ ,
where u(J+π)−,0 is a section of L(J+π)−,0 induced by uJ+,0 and the parallel transport of Gr
F
0 (L), and xJ′ are
sections of LJ′−,<0.
Take a small δ > 0. Let γJ,1 be a path connecting (0, ϑ
J
ℓ − δ) and (∞, θ0 + 3π/2). For each J ′ as above, we
take θJ′ ∈ J ′ and a path connecting (0, θJ′) and (∞, θ0 + 3π/2). Then, we have the following 1-cycle:
BJ−,u(v−) = v− ⊗ γ1,J − uJ ⊗ γJ −
∑
J<J′<J+π
(uJ′ + xJ′)⊗ γJ′
We obtain the rapid decay 1-cycle ϕ∗
(BJ(v)) of (V,∇) which induces BJ,u(v) up to the signature. We fix the
signature of BJ,u(v) by ϕ∗
(BJ(v)).
Explicit 1-cycles for BJ+,u Take any section v+ of LJ+,>0. We have the expression
v+ = uJ−,0 +
∑
J−π≤J′≤J
uJ′ ,
where uJ−,0 is a section of LJ−,0, and uJ′ are sections of LJ′+,<0
. Moreover, we have
uJ−,0 = u(J−π)+,0 +
∑
J−π<J′<J
xJ′ ,
where u(J−π)+,0 is a section of L(J−π)+,0 induced by uJ−,0 and the parallel transport of Gr
F
0 (L), and xJ′ are
sections of LJ′+,<0.
Take a small δ > 0. Let γ1 be a path connecting (∞, θ0 − π/2) and (0, ϑJℓ + δ). For each J ′ as above, we
take θJ′ ∈ J ′, and a path connecting (0, θJ′) and (∞, θ0 − π/2). Then, we have the following 1-cycle:
BJ+,u(v+) = v+ ⊗ γ1,J + uJ ⊗ γJ +
∑
J−π<J′<J
(uJ′ + xJ′)⊗ γJ′
We obtain the rapid decay 1-cycle ϕ∗
(BJ+(v+)) for (V,∇) associated to v+ ∈ H0(J+, LJ+,>0). It induces the
desired map BJ+,u.
7.3.4 Construction of the maps (130) and (131)
We shall explain the construction of (130). Take J ∈ T (I) such that J− ∩ (I + π)+ 6= ∅. Take a small number
δ > 0, and we take J10 =]θ10, θ11[⊂]ϑJℓ − δ, ϑJr [∩(I + π). We set J20 :=]θ10 − 2π, θ11[. Put Z0 := [0, 1[×J20 and
Z1 :=]0, 1[×J20. Let Z2 be the union of Z1, ]0,∞[×J10 and ]0,∞[×(J10 − 2π). We set Z3 := Z2 ∪ Z0.
We have the constructible subsheafM∞ ⊂ ι−1Z3 ϕ∗
(
L<0((V,∇)⊗E(zu−1))) on Z3 determined by the following
conditions.
• M∞|{0}×J20 = L<0|J20 .
• M∞|Z1 = q−1Z1 L≤0.
• M∞|[1,∞[×J10 = q−1[1,∞[×J10(L′J−,0).
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• M∞|[1,∞[×(J10−2π) = q−1[1,∞[×(J10−2π)(L′(J−2π)−,0).
We have the following exact sequence
0 −→ ιZ0!q−1Z0 (L<0) −→ ιZ3!M∞ −→ ιZ2!q−1Z2 Tω(L) −→ 0.
Because ιZ0!q
−1
Z0
(L<0) is acyclic with respect to the global cohomology, we have
H1
(
X, ιZ3!M∞
) ≃ H1(X, ιZ2!q−1Z2 Tω(L)) ≃ H0(J10, Tω(L)) ≃ Hrd1 (C∗, Tω(V )).
The desired map B
(J−)∞,u is induced by ϕ!ιZ3!M∞ −→ L<0
(
(V,∇)⊗ E(zu−1)).
Explicit 1-cycles for B
(J−)∞,u Let us give an explicit description of B
(J−)∞,u in terms of 1-cycles. Take θ∞ ∈
J10. Let γ1 be a path on (X
∗, X) connecting (1, ϑJℓ ) and (∞, θ∞). Let γ2 be a path on (X∗, X) connecting
(∞, θ∞ − 2π) and (1, ϑJℓ − 2π).
Let b0 = ϑ
J
ℓ > b1 > · · · > bN = ϑJℓ −2π be the intersection of S0(I) and [ϑJℓ −2π, ϑJℓ ]. Set Ji :=]bi, bi+π/ω[.
Take paths Ii on (X
∗, X) connecting (1, bi+1) and (1, bi). Let Zi be a path on (X∗, X) connecting (1, bi) and
(0, bi).
Take v− ∈ H0(J−, LJ−,0). We have the sections vi of LJi−,0 induced by v− and the parallel transport of
GrF0 (L). We obtain the following 1-cycle:
B(J−)∞,u (v−) = v− ⊗ γ1 +
N∑
i=1
vi ⊗ Ii +
N∑
i=1
(vi − vi−1)⊗ Zi−1 + vN ⊗ γ2.
Then, ϕ∗
(B(J−)∞,u (v−)) represents B(J−)∞,u (v−) up to signature under the natural isomorphism Hrd1 (C∗, Tω(V,∇)) ≃
H0(J−, LJ−,0). (See Lemma 7.2.) We fix the signature of B
(J−)∞,u (v−) by the cycle ϕ∗
(B(J−)∞,u (v−)).
Another description of B
(J−)∞,u We have the constructible subsheaf aJ10!L′J−,0|J10 ⊂ L on R. Let q : P˜1 −→ S1
be the projection. We have the constructible subsheaf K(J−)
(
(V,∇) ⊗ E(zu−1)) ⊂ L<0((V,∇) ⊗ E(zu−1)) on
P˜1 determined by the following conditions.
• K(J−)((V,∇)⊗ E(zu−1))|̟−1(0) = L<0S1 .
• K(J−)((V,∇)⊗ E(zu−1))|C∗ = q−1(L≤0S1 )|C∗ .
• K(J−)((V,∇)⊗ E(zu−1))|̟−1(∞) = ϕ1!aJ10!L′J−,0|J10 .
We set Y1 := C
∗ ∪̟−1(0) and Y2 := C∗ ∪ ({∞} × J10). Let jYi : Yi −→ P˜1 denote the inclusions. We have the
exact sequence:
0 −→ jY1!
(
q−1(L<0)|Y1
) −→ K(J−)((V,∇)⊗ E(zu−1)) −→ jY2!(Tω(L)|Y2) −→ 0.
Note that jY1!
(
q−1(L<0)|Y1
)
is acyclic with respect to the global cohomology. We can also see that the cokernel
of the natural monomorphism jY2!
(Tω(L)|Y2) −→ L<0(Tω(V,∇)⊗E(zu−1)) is acyclic with respect to the global
cohomology. Hence, we obtain the following map:
Hrd1
(
C∗, Tω(V,∇)⊗E(zu−1)
) ≃ H1(P˜1,K(J−)((V,∇)⊗E(zu−1))) −→ Hrd1 (C∗, (V,∇)⊗E(zu−1)) −→ 0. (158)
By using Lemma 7.2, we can identify the map (158) with B
(J−)∞,u .
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Construction of B
(J+)∞,u We indicate the construction of B
(J+)∞,u . Take J ∈ T (I) such that J+ ∩ (I + π)− 6= ∅.
Take a small number δ > 0, and we take J10 =]θ10, θ11[⊂]ϑJℓ , ϑJr + δ[∩(I + π). We set J20 :=]θ10 − 2π, θ11[.
Then, we take the subsets Zi as above. We take the constructible sheaf M∞ satisfying the above conditions for
L′J+,0 instead of L
′
J−,0. Then, we obtain the desired map B
(J+)∞,u in the same way.
Let us describe B
(J+)∞,u in terms of explicit 1-cycles. We take paths γi, Ii and Zi as above. Take v+ ∈
H0(J+, LJ+,0). We have the induced sections vi of LJi+ induced by v+ and the parallel transport of Gr
F
0 (L).
We obtain the following 1-cycle:
BJ+∞,u(v+) = v+ ⊗ γ1 +
N∑
i=1
vi ⊗ Ii +
N∑
i=1
(vi − vi−1)⊗ Zi−1 + vN ⊗ γ2.
Then, we obtain the cycle ϕ∗(B(J+)∞,u (v+)) for Hrd1 (C∗, V ) associated to v+. It induces the desired map B(J+)∞,u .
We construct the constructible subsheaf K(J+)
(
(V,∇)⊗ E(zu−1)) ⊂ L<0((V,∇)⊗ E(zu−1)) by using L′J+,0
instead of L′J−,0, which also induces the desired map B
(J+)∞,u .
7.3.5 Construction of the maps (134) and (135)
We shall explain the construction of (134). Let q : P˜1 −→ S1 denote the projection. We have the local system
q−1Tω(L)S1 which corresponds to Tω(V ,∇).
Let (LS1 ,F
V) be the local system with Stokes structure on ̟−1(0) corresponding to (V ,∇). Note that
F = πω∗(FV). We have the constructible subsheaf L
V,<0
S1 with respect to F
V . The local system GrF0 (L)S1
is equipped with the induced Stokes structure FV , which corresponds to Tω(V). We have the constructible
subsheaf GrF0 (L)
<0
S1 . We have the exact sequence:
0 −→ L<0S1 −→ LV,<0S1 −→ GrF0 (L)<0S1 −→ 0.
Take an interval J ∈ T (I) such that J− ∩ (I + π)+ 6= ∅. Take an interval J10 as in §7.3.4. We have
the constructible subsheaf K(J−)
(
(V ,∇) ⊗ E(zu−1)) ⊂ L<0((V ,∇) ⊗ E(zu−1)) determined by the following
conditions:
• K(J−)((V ,∇)⊗ E(zu−1))|̟−1(0) = LV,<0.
• K(J−)((V ,∇)⊗ E(zu−1))|C∗ = q−1(L≤0)|C∗ .
• K(J−)((V ,∇)⊗ E(zu−1))|̟−1(∞) = aJ10!L′J−,0 |J10 .
Set Y1 := C
∗ ∪ ̟−1(0) and Y2 := C∗ ∪ ϕ1({∞} × J10). Let ιYi denote the inclusions Yi −→ P˜1. We set
K2 := aY2!a
−1
Y2
L<0(Tω(V ,∇)⊗ E(zu−1)). We have the following exact sequence:
0 −→ ιY1!
(
q−1(L<0S1 )|Y1
) −→ K(J−)((V ,∇)⊗ E(zu−1)) −→ K2 −→ 0.
Note that ιY1!
(
q−1(L<0)|Y1
)
is acyclic with respect to the global cohomology, and that the cokernel of the natural
morphism K2 −→ L<0
(Tω(V ,∇) ⊗ E(zu−1)) is also acyclic with respect to the global cohomology. Hence, we
obtain the desired map C
(J1−)
u as follows:
Hrd1
(
C∗, Tω(V ,∇)⊗ E(zu−1)
) ≃ H1(P˜1,K(J−)((V ,∇)⊗ E(zu−1))) −→ Hrd1 (C∗, (V ,∇)⊗ E(zu−1)).
For an interval J ∈ T (I) such that J+∩ (I+π)− 6= ∅, we take J10 as in §7.3.4. We construct K(J+)
(
(V ,∇)⊗
E(zu−1)) ⊂ L<0((V ,∇)⊗ E(zu−1)) by using L′J+,0 instead of L′J−,0. Then, we obtain the map C(J+)u .
85
7.3.6 Construction of (140) and (141)
We shall explain the construction of B
(J−) mg∞,u . Take J ∈ T (I) such that J− ∩ (I + π)+ 6= ∅. Take δ > 0
and J10 as in §7.3.4. We have the constructible subsheaf K(J−)≤0
(
(V,∇)⊗ E(zu−1)) ⊂ L≤0((V,∇)⊗ E(zu−1))
determined by the following conditions.
• K(J−)≤0((V,∇)⊗ E(zu−1))|P˜1\̟−1(∞) = q−1(L≤0S1 )|P˜1\̟−1(∞).
• K(J−)≤0((V,∇)⊗ E(zu−1))|̟−1(∞) = ϕ1!(aJ10!L′J−,0).
Let Y1 be as in §7.3.5. Let Y3 := Y1 ∪ ({∞} × J10). Let jYi denote the inclusion Yi −→ P˜1, and let qYi denote
the projection Yi −→ S1. We have the following exact sequence:
0 −→ jY1!q−1Y1 L<0S1 −→ K(J−)≤0
(
(V,∇)⊗ E(zu−1)) −→ jY3!q−1Y3 Tω(L) −→ 0.
Note that jY1!q
−1
Y1
L<0S1 is acyclic with respect to the global cohomology. Hence, the map (140) is induced as
follows.
Hmg1
(
C∗, Tω(V,∇)⊗ E(zu−1)
) ≃ H1(P˜1,K(J−)≤0((V,∇)⊗ E(zu−1))) −→ Hmg1 (C∗, (V ,∇)).
Description of B
(J−) mg∞,u in terms of 1-cycles Take θJ10 ∈ J10. We take a path γ on (X∗, X) connecting
(0, θJ10) and (∞, θJ10). Any v− ∈ LJ−,0 induces a section v˜ along γ. Then, v˜ ⊗ γ represents B(J−) mg∞,u (v−).
Construction of B
(J+) mg∞,u Take J ∈ T (I) such that J+ ∩ (I − π)− 6= ∅. We take J10 as in §7.3.4. We obtain
a constructible subsheaf K(J+)≤0
(
(V,∇)⊗E(zu−1)) ⊂ L≤0((V,∇)⊗E(zu−1)) by using L′J+,0 instead of L′J−,0.
Then, we obtain the map B
(J+) mg∞,u as in the case of B
(J−) mg∞,u .
We also obtain the description in terms of 1-cycles by replacing L′J−,0 with L
′
J+,0
.
7.3.7 Construction of the maps (143) and (144)
We explain the construction of C
(J−) mg
u . We use the notation in §7.3.5. For an interval J ∈ T (I) such that
J− ∩ (I + π)− 6= ∅, we take J10 as in §7.3.4. We have the constructible subsheaf K(J−)≤0
(
(V ,∇)⊗ E(zu−1)) of
L≤0((V ,∇)⊗ E(zu−1)) determined by the following conditions.
• K(J−)≤0((V ,∇)⊗ E(zu−1))|P˜1\̟−1(∞) = q−1(LV,≤0S1 )|P˜1\̟−1(∞).
• K(J−)≤0((V ,∇)⊗ E(zu−1))|̟−1(∞) = ϕ1!aJ10!L′J−,0.
We have the following exact sequence:
0 −→ jY1!q−1Y1 L<0S1 −→ K(J−)≤0
(
(V ,∇)⊗ E(zu−1)) −→ jY3!j−1Y3 L≤0(Tω(V ,∇)) −→ 0.
Note that jY1!q
−1
Y1
L
(ω)
<0 is acyclic with respect to the global cohomology, and that the cokernel of the natural
morphism jY3!j
−1
Y3
L≤0(Tω(V ,∇)) −→ L≤0(Tω(V ,∇)) is also acyclic with respect to the global cohomology.
Hence, the map (143) is induced as follows:
Hmg1
(
C∗, Tω(V)⊗ E(zu−1)
) ≃ H1(P˜1,K(J−)≤0((V ,∇)⊗ E(zu−1))) −→ Hmg1 (C∗, (V ,∇)).
Construction of C
(J+) mg
u For an interval J ∈ T (I) such that J+∩(I+π)− 6= ∅, we take J10 as in §7.3.4. We
obtain the constructible subsheaf K(J+)≤0
(
(V ,∇) ⊗ E(zu−)) ⊂ L≤0((V ,∇) ⊗ E(zu−)) by using L′J+,0 instead
of L′J−,0. Then, we obtain the desired map C
(J+) mg
u .
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7.4 Proof of Proposition 7.4
We prove the claim for (132). The claim for (133) can be proved similarly. Set J0 =]θ0, θ0 + π/ω[ and
J01 := J0 + 2π. To simplify the description, we use the notation Wi(I) instead of Wi,u(I, I+).
7.4.1 Proof of Proposition 7.4 in the case n > p
Let W′2(I) be the set of J ∈ T (I) such that θ0 < ϑJℓ ≤ θ0 + (1 − ω)π. We have T(I) = W2(I) ⊔W′2(I). Let
W′1(I) be the set of J ∈ T (I) such that θ0 + π/ω < ϑJℓ ≤ θ0 + π. Let W′′1(I) := W1(I) \W′1(I), i.e., W′′1 (I) is
the set of J ∈ T (I) such that θ0 − π/ω < ϑJℓ ≤ θ0 + π/ω.
We have the bijection W′1(I) ≃W′2(I) given by J 7−→ J − π/ω. Then, by the construction of the maps, we
can easily observe ⊕
J∈W′1(I)
ImBJ−,u ⊕
⊕
J∈W2(I)
ImAJ,u =
⊕
J∈T(I)
ImAJ,u. (159)
Let H denote the vector space (159).
We have the decompositions
L|θ0 = L
′
J0−,0|θ0 ⊕ L′J0,<0|θ0 ⊕ L′(J0−π/ω),<0|θ0 ⊕
⊕
θ0∈J′
(
L′J′,<0|θ0 ⊕ L′J′−,>0|θ0
)
(160)
L|θ0 = L
′
J0−,0|θ0 ⊕
⊕
J0−2π/ω<J′≤J0
L′J′,<0|θ0. (161)
For any 0 ≤ a ≤ 2ω, let W′′1(I, a) denote the set of J ∈ T (I) such that θ0 + (ω − a)π ≤ ϑJℓ ≤ θ0 + π/ω. Let
W′′1(I, < a) :=
⋃
b<aW
′′
1(I, b). We define
Ha := H ⊕
⊕
J∈W′′1 (I,a)
ImBJ−,u, H<a := H ⊕
⊕
J∈W′′1 (I,<a)
ImBJ−,u.
If a > 0, we have H<a = Hb for some 0 ≤ b < a.
Take J ∈W′′1(I, a). Any section v− of LJ−,>0 has the expression
v− = uJ−π/ω +
∑
J−π/ω<J′<J
uJ′ ,
where uJ′ are sections of L
′
J′,<0. Hence, we can easily see that BJ−,u(v) is equal to A∞,u(v) modulo H<a. By
an easy induction, we obtain⊕
J∈W1(I)
ImBJ−,u ⊕
⊕
J∈W2(I)
ImAJ,u = A∞,u
( ⊕
J0−2π/ω<J′≤J0
LJ′,<0|θ0
)
⊕
⊕
J∈T(I)
ImAJ,u. (162)
Let K denote the vector space (162). We can easily observe that A∞,u(v) equals B
(J01−)∞,u (v′) for any v ∈ LJ0−,0,
where v′ is the section of LJ01 induced by v and the parallel transport of Gr
F (L). Hence, we can conclude that
the morphism (132) is an isomorphism in the case J01 .
Take any J1 ∈ T (I) such that (J1)−∩(I+π)+ 6= ∅. Take any v ∈ L(J1)−,0. We have the section v′ ∈ L(J01 )−,0
induced by v and the parallel transport of GrF0 (L). We can easily see that B
(J1)∞,u(v)−B(J
0
1 )∞,u(v′) is contained in
K. Hence, we obtain that (132) is an isomorphism for any J1 as above. Thus the proof of Proposition 7.4 is
completed in the case n > p.
7.4.2 Proof of Proposition 7.4 in the case n < p
Recall that we have the decomposition:
L|θ0 = LJ0−,0|θ0 ⊕ L(J0−,<0|θ0 ⊕ LJ0−,>0|θ0 ⊕
⊕
θ0∈J′
(
LJ′−,<0 ⊕ LJ′−,>0
)
.
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For J ∈ T (I) satisfying θ0 − (ω−1 − 1)π < ϑJℓ ≤ θ0, and for any section v of LJ−,<0, we have
A∞,u(v) = −AJ+2π,u(v) +AJ,u(v).
Hence, we obtain
Hrd1
(
C∗, (V,∇)⊗ E(zu−1)) =
A∞,u
(
LJ0−,0|θ0 ⊕ LJ0−,>0|θ0 ⊕
⊕
J′∋θ0
LJ′−,>0|θ0 ⊕
⊕
θ0−π/ω<ϑJ′ℓ ≤θ0−(ω−1−1)π
LJ′−,<0|θ0
)
⊕
⊕
J∈W2(I)
ImAJ,u. (163)
Let W′1(I) be the set of J ∈ T (I) such that θ0 − π/ω < ϑJℓ ≤ θ0. For any J ∈ W′1(I) and for any section v of
LJ−,>0, we have BJ−,u(v) ≡ A∞,u(v) modulo
⊕
J∈W2(I) ImAJ,u. Hence, we have the following:
Hrd1
(
C∗, (V,∇)⊗ E(zu−1)) = A∞,u(LJ0−,0|θ0 ⊕ ⊕
θ0−π/ω<ϑJ′ℓ ≤θ0−(ω−1−1)π
LJ′−,<0|θ0
)
⊕
⊕
J∈W2(I)
ImAJ,u ⊕
⊕
J∈W′1(I)
ImBJ−,u. (164)
Take J ∈ T (I) such that θ0 − π/ω < ϑJℓ ≤ θ0 − (ω−1 − 1)π. For any section v of LJ,<0, we have
v = vJ+π/ω +
∑
J<J′′<J+π/ω
uJ′′ ,
where vJ+π/ω is a section of L(J+π/ω)−,>0, and uJ′′ are sections of LJ′′,<0. Then, we have A∞,u(v) =
B(J+π/ω)−,u(vJ+π/ω) modulo
⊕
J′∈W2(I) ImAJ′,u ⊕
⊕
J′∈W′1(I) ImBJ′−,u. Hence, we obtain the following:
Hrd1
(
C∗, (V,∇)⊗ E(zu−1)) = A∞,u(LJ0−,0)⊕ ⊕
J∈W2(I)
ImAJ,u ⊕
⊕
J∈W1(I)
ImBJ−,u. (165)
Then, as in 7.4.1, we can easily obtain the following for any J1 ∈ T (I) such that J1− ∩ (I − π)+ 6= ∅:
Hrd1
(
C∗, (V,∇)⊗ E(zu−1)) = B(J1−)∞,u (LJ1−,0|θ2)⊕ ⊕
J∈W2(I)
ImAJ,u ⊕
⊕
J′∈W1(I)
ImBJ−,u. (166)
Thus, the proof of Proposition 7.4 is completed in the case n < p.
7.4.3 Proof of Proposition 7.4 in the case n = p
We have W2(I) = T(I). Hence, we have⊕
J∈W2(I)
ImAJ,u =
⊕
J∈T(I)
ImAJ,u. (167)
Let H denote the vector space in (167). We have the decomposition
L|θ0 = LJ0−,0|θ0 ⊕
⊕
J0−π<J′≤J0
(
LJ′−,>0|θ0 ⊕ LJ′−,<0|θ0
)
.
Take J ′ ∈ T (I) such that J0 − π < J ′ ≤ J0. For any section v of LJ′,>0, we have A∞,u(v) ≡ BJ′,u(v) modulo
H . For any section v of LJ′−,<0, we have the expression
v = vJ′+π +
∑
J′<J′′<J′+π
uJ′′ ,
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where vJ′+π is a section of L(J′+π)−,>0, and uJ′′ are sections of LJ′′,<0. We can observe that A∞,u(v) ≡ BJ′+π(v)
modulo H . Hence, we obtain
Hrd1 (C
∗, (V,∇)⊗ E(zu−1)) = A∞,u
(
LJ0−,0|θ0
)⊕ ⊕
J∈W1(I)
ImBJ−,u ⊕
⊕
J∈W2(I)
ImAJ,u.
Then, we can easily deduce that the morphism (132) is an isomorphism. Thus, the proof of Proposition 7.4 is
completed.
7.5 Proof of Proposition 7.5
We prove the case of “−”. The case of “+” can be proved similarly.
Take an interval J10 as in §7.3.4. Let Y := ̟−1(0) ∪C∗ ∪ ϕ({∞}× J10). We use the notation in §7.3.4 and
§7.3.5. We have the following natural commutative diagram:
K(J−)
(
(V,∇)⊗ E(zu−1)) c1−−−−→ ιY !ι−1Y L<0((V,∇)⊗ E(zu−1))
c2
y c3y
K(J−)
(
(V ,∇)⊗ E(zu−1)) c4−−−−→ ιY !ι−1Y L<0((V ,∇)⊗ E(zu−1)).
(168)
The arrows are monomorphisms. We have the natural isomorphisms Cok(c1) ≃ Cok(c4), and Cok(c2) ≃ Cok(c3),
and the following is exact:
0 −→ K(J−)((V,∇)⊗ E(zu−1)) c1+c2−→
ιY !ι
−1
Y L<0
(
(V,∇)⊗ E(zu−1))⊕K(J−)((V ,∇)⊗ E(zu−1)) c3−c4−→
ιY !ι
−1
Y L<0
(
(V ,∇)⊗ E(zu−1)). −→ 0 (169)
We obtain the commutative diagram (136) from (168).
It is easy to see that Hrdi (C
∗, (V ′,∇)⊗E(zu−1)) = 0 for i 6= 1 and for any meromorphic flat bundles (V ′,∇)
on (P1, {0,∞}) with regular singularity at ∞. We obtain the exactness of (137) from (169).
We have already known that B
(J−)∞,u is injective. Hence, we obtain that Hj(P˜1,Cok(c1)) = 0 for j = 0, 2.
Because it implies that Hj(P˜1,Cok(c4)) = 0 for j = 0, we obtain that C
(J−)
u is also injective.
The support of the cokernel of c2 is contained in ̟
−1(0). It is easy to see that H0(̟−1(0),Cok(c2)) = 0.
Hence, we obtain the injectivity of the morphisms di in (136).
7.6 Proof of Proposition 7.6 Proposition 7.7 and Proposition 7.8
We shall prove the case of “−”. The other case can be proved similarly. Take J ∈ T (I) such that J−∩(I+π)+ 6=
∅. We have the following commutative diagram:
K(J−)
(
(V,∇)⊗ E(zu−1)) −−−−→ K(J−)≤0((V ,∇)⊗ E(zu−1))y y
L<0((V,∇)⊗ E(zu−1)) −−−−→ L≤0((V ,∇)⊗ E(zu−1)).
The following is exact by the construction:
0 −→ K(J−)((V,∇)⊗ E(zu−1)) −→
K(J−)≤0
(
(V ,∇)⊗ E(zu−1))⊕ L<0((V,∇)⊗ E(zu−1)) −→
L≤0((V ,∇)⊗ E(zu−1)) −→ 0. (170)
Then, we obtain the claims of Proposition 7.7. We obtain the claim of Proposition 7.6 from Proposition 7.4 and
the exact sequence (170) in the case (V ,∇) = (V,∇). The claim of Proposition 7.8 is clear by the construction.
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7.7 Proof of Proposition 7.9
We need only to compute the relation of the cycles by using Lemma 2.9. We give only an indication.
Lemma 7.14 Let M0 denote the monodromy of GrF0 (L). If J ∩ (I + π) 6= ∅, we have the following equality
for v ∈ H0(J, Tω(L)) ≃ Hrd1
(
C∗, Tω(V,∇) ⊗ E(zu−1)
)
:
B(J−)∞,u (v) = B
(J+)∞,u (v) +AJ,u
(PJ ◦ (id−M−10 )(v)). (171)
More generally, for any y ∈ Hrd1 (C∗, Tω(V ,∇)⊗ E(zu−1)), we have
C(J−)u (y) = C
(J+)
u (y) +AJ,u
(PJ(∂y)). (172)
Here, ∂(y) denotes the image of y via the following natural morphisms
Hrd1 (C
∗, Tω(V ,∇)⊗ E(zu−1)) −→ Hmg1 (C∗, Tω(V ,∇)⊗ E(zu−1)) −→
Hmg1 (C
∗, Tω(V,∇)⊗ E(zu−1)) ≃ H0(J, Tω(L)). (173)
Proof We can observe that B
(J−)∞,u (v) − B(J+)∞,u (v) + AJ,u
(PJ ◦ (id−M−10 )(v)) is represented by a cycle as in
Lemma 2.9, and hence the homology class is 0, and we obtain (171). We obtain (172) similarly.
We shall give some formulas which can be obtained by the same argument. Take v ∈ H0(J, LJ,>0). We have
the following equality in the case n > p:
BJ−,u(v) = BJ+,u(v) +B
(J+π)+∞,u
(
ΦJ+π,J0 ◦ QJ(v)
)
+AJ+π,u
(PJ+π ◦ ΦJ+π,J0 ◦ QJ(v))
We have the following equality in the case n < p:
BJ−,u(v) = BJ+,u(v) +B
(J+π)+∞,u ◦ ΦJ+π,J0 ◦ QJ(v)
+AJ+π,u
(
PJ+π ◦ ΦJ+π,J0 ◦ QJ(v) +RJJ+π(v)−Ψ−1RJJ−π(v)
)
(174)
We have the following equality in the case n = p:
BJ−,u(v) = BJ+,u(v) +B
(J+π)+∞,u ◦ ΦJ+π,J0 ◦ QJ(v)
+AJ+π,u
(
PJ+π ◦ ΦJ+π,J0 ◦ QJ(v) + ΦJ+π,Jλ+(J) (v)−Ψ−1 ◦ Φ
J−π,J
λ+(J)
(v)
)
. (175)
Suppose that J− ∩ I+ = {ϑJℓ }. Then, we have the following equality in the case n > p.
BJ−,u(v) = AJ−π/ω,u(Φ
J−π/u,J
λ+(J)
(v)) +
∑
J−π/ω<J′<J
AJ′,u
(RJJ′ (v))
−AJ,u
(RJ−J+ (v))− ∑
J<J′<J+π/ω
AJ,u
(RJJ′(v)) −AJ+π/ω,u(ΦJ+π/ω,Jλ+(J) (v))
−
∑
J<J′<J+π
PJ′ ◦ ΦJ
′,J
0 ◦ QJ (v). (176)
In the case n < p, we have the following equality:
BJ−,u(v) = AJ−π/ω,u
(
Φ
J−π/ω,J
λ+(J)
(v)
)
+
∑
J−π/ω<J′<J
AJ′,u
(RJJ′(v))
−AJ,u
(RJ−J+ (v))− ∑
J<J′<J+π
AJ′,u
(RJJ′(v) + PJ′ ◦ ΦJ′,J0 ◦ QJ(v))
−AJ−π/ω+2π
(
Ψ−1ΦJ−π/ω,Jλ+(J) (v)
)− ∑
J−π/ω<J′<J−π
AJ′+2π
(
Ψ−1RJJ′ (v)
)
. (177)
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In the case n = p, we have the following equality:
BJ−,u(v) = AJ−π/ω,u(Φ
J−π,J
λ+(J)
(v)) +
∑
J−π<J′<J
AJ′,u
(RJJ′(v))
−AJ,u
(RJ−J+ (v))− ∑
J<J′<J+π
AJ′,u
(RJJ′(v) + PJ′ ◦ ΦJ′,J0 ◦ QJ (v)). (178)
We have similar formulas for the relation between BJ+,u(v) and AJ+π/ω,u(Φ
J+π/ω,J
λ+(J)
(v)) in the case I− ∩ J+ =
{ϑJr }. The claim of Proposition 7.9 is a straightforward translation of these equalities.
7.8 Proof of Proposition 7.10
We give only an indication. For v ∈ H0(J, LJ,0) ≃ Hmg1 (C∗, Tω(V,∇)⊗E(zu−1)), we have the following equality
if J ∩ (I + π) 6= ∅:
B(J−) mg∞,u (v) = B
(J+) mg∞,u (v) +A
mg
J,u
(PJ(v)).
More generally, for y ∈ Hmg1 (C∗, Tω(V ,∇)⊗ E(zu−1)), we have the following equality if J ∩ (I + π) 6= ∅:
C(J−) mgu (v) = C
(J+)mg
u (v) +A
mg
J,u
(PJ (∂(y))).
Here, ∂(y) is the image of y via the following natural morphisms:
Hmg1 (C
∗, Tω(V ,∇)⊗ E(zu−1)) −→ Hmg1 (C∗, Tω(V,∇)⊗ E(zu−1)) ≃ H0(J, LJ,0).
We can easily see that the following diagram is commutative.
H0(J, LJ,0)
≃−−−−→ Hrd1
(
C∗, Tω(V,∇) ⊗ E(zu−1)
) B(J±)∞,u−−−−→ Hrd1 (C∗, (V,∇)⊗ E(zu−1))
id−M0
y a1y a2y
H0(J, LJ,0)
≃−−−−→ Hmg1
(
C∗, Tω(V,∇) ⊗ E(zu−1)
) B(J±) mg∞,u−−−−−−→ Hmg1 (C∗, (V,∇)⊗ E(zu−1)).
(179)
Then, the claim of Proposition 7.10 easily follows from Proposition 7.9.
7.9 Proof of Proposition 7.11
We shall explain that a1 and a are equal. We can prove that b1 and b are equal by a similar and easier argument.
Take J1 such that J1− ∩ (I + π)+ = ∅. Take small δ > 0. Let Γ be a path on (X,X∗) connecting
(∞, ϑJ1ℓ − 2π − δ) and (∞, ϑJ1ℓ − δ). Let v be any element of LϑJℓ . It naturally induces a section v˜ along Γ. It
is enough to describe v˜ ⊗ Γ in terms of AJ′,u, BJ′,u and B(J1−)∞,u .
7.9.1 The case n > p
For J ′ ∈ T (I) such that J1 − 2π − π/ω < J ′ ≤ J1 − π, we set
E
(1)
J′ (v) := BJ′,u(RJ′(v)) −
∑
J′+π≤J′′<J1
AJ′′,u
(PJ′′ ◦ ΦJ′′,J′0 ◦ QJ′ ◦RJ′(v)).
For J ′ ∈ T (I) such that J1 − π < J ′ ≤ J1 − 2π/ω, we set
E
(1)
J′ := AJ′−π/ω
(
Φ
J′−π/ω,J′
λ+(J′)
◦RJ′(v)
)
+
∑
J′−π/ω<J′′<J′
AJ′,u
(RJ′J′′ ◦RJ′(v))
−AJ′+π/ω
(
Φ
J′+π/ω,J′
λ+(J′)
◦RJ′(v)
)−AJ′(RJ′−J′+ ◦RJ′(v)))
−
∑
J′<J′′<J′+π/ω
AJ′′
(RJ′J′′ ◦RJ′(v))− ∑
J′<J′′<J1
AJ′′ ◦
(PJ′′ ◦ ΦJ′′,J′0 ◦ QJ′(RJ′(v))). (180)
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We have the decomposition
v = vJ1−,0 +
∑
J1−2π/ω−1<J′≤J1
uJ′ ,
where vJ1−,0 is a section of LJ1−,0, and uJ′ are sections of LJ′,<0. We also have the decomposition
v = v(J−2π1−),0 +
∑
J1−2π−2π/ω−1<J′≤J1−2π
uJ′ ,
where v(J1−2π),0 is a section of L(J1−2π)−,0, and uJ′ are sections of LJ′,<0. We set
E(2) :=
∑
J1−2π/ω−1<J′≤J1
AJ′,u(uJ′), E
(3) :=
∑
J1−2π−2π/ω−1<J′≤J1−2π
AJ′,u(Ψ
−1(uJ′)).
We also set
E(4) := B(J1−)∞,u (vJ1−,0)−
∑
J1−2π−π/ω<J′≤J1−2π/ω
B(J1−)∞,u
(
ΦJ1,J
′
0 ◦ QJ′ ◦RJ′(v)
)
.
Then, by using Lemma 2.9, we obtain that
v˜ ⊗ Γ = E(4) + E(2) − E(3) +
∑
J1−2π−πω<J′≤J1−2π/ω
E
(1)
J′ . (181)
The claim of Proposition 7.11 in the case n > p is a straightforward translation of (181).
7.9.2 The case n < p
For J ′ ∈ T (I) such that J ′− ∩ I+ 6= ∅, we set
E
(1)
J′ (v) := BJ′,u(RJ′(v)) −
∑
J′+π<J′′<J1
AJ′′,u
(PJ′′ ◦ ΦJ′′,J′0 ◦ QJ′ ◦RJ′(v)).
For J ′ ∈ T (I) such that J1 − π < J ′ ≤ J1, we set
E
(1)
J′ (v) :=
∑
J′−π/ω<J′′<J′
AJ′′
(RJ′J′′RJ′′(v) + ΦJ′−π/ω,J′λ+(J′) (RJ′ (v)))
We have the decomposition
v = v(J1−2π)−,0 +
∑
J1−2π−π/ω<J′≤J1−2π
uJ′ ,
where v(J1−2π)−,0 is a section of L(J1−2π)−,0, and uJ′ are sections of LJ′,<0. We also have the decomposition
v = v(J1)−,0 +
∑
J1−π/ω<J′≤J1
uJ′ ,
where v(J1)−,0 is a section of L(J1)−,0, and uJ′ are sections of LJ′,<0. We set
E(2)(v) :=
∑
J1−π/ω<J′≤J1
(
AJ′,u(Ψ
−1uJ′−2π) +
∑
J′−π≤J′′<J′
AJ′′,u
(
Ψ−1RJ′−2πJ′′−2π ◦RJ′−2π(v)
))
−
∑
J1−2π<J′<J1−π
(
AJ′−π/ω+2π,u
(
Ψ−1 ◦ ΦJ′−π/ω,J′λ+(J′) ◦RJ′(v)
)
+
∑
J′−π/ω<J′′<J′−π
AJ′′,u
(
Ψ−1RJ′J′′ ◦RJ′(v)
))
.
(182)
92
We also set
E(3)(v) := B(J1−)
(
vJ−,0 −
∑
J1−π/ω−2π<J′≤J1−π
ΦJ1,J
′
0 ◦ QJ′ ◦RJ′(v)
)
+
∑
J1−π/ω<J′≤J1
AJ′,u(uJ′)
+
∑
J1−π/ω<J′≤J1−π
( ∑
J′<J′′<J′+π
AJ′′,u
(RJ′J′′ ◦RJ′(v))+AJ′,u(RJ′−J′+ ◦RJ′(v))+ ∑
J′′<J′<J1
AJ′′
(PJ′′ ◦ΦJ′′,J′0 ◦QJ′ ◦RJ′(v)))
−
∑
J1−π/ω−2π<J′≤J1−π/ω
(
AJ′+π/ω,u
(
Φ
J′+π/ω,J′
λ+(J′)
◦RJ′(v)
)
+
∑
J′+π≤J′′<J′+π/ω
AJ′′,u
(RJ′J′′ ◦RJ′(v))). (183)
Then, we have
v˜ ⊗ Γ =
∑
J1−π/ω−2π<J′≤J1
E
(1)
J′ (v)− E(2)(v) + E(3)(v). (184)
The claim of Proposition 7.11 in the case n < p is a straightforward translation of (184).
7.9.3 The case n = p
For J1 − 3π < J ′ ≤ J1 − π, we set
E
(1)
J′ (v) := BJ′,u ◦RJ′(v)−
∑
J′+π≤J′′<J1
AJ′′,u
(PJ′′ ◦ ΦJ′′,J′0 ◦ QJ′ ◦RJ′(v))
For J1 − π < J ′ ≤ J1, we set
E
(1)
J′ (v) := AJ′−π,u
(
ΦJ
′−π,J′
λ+(J′)
◦RJ′(v)
)
+
∑
J′−π<J′′<J′
AJ′′,u
(RJ′J′′ ◦RJ′(v))
We have the decomposition:
v = vJ1−2π,0 +
∑
J1−4π<J′≤J1−2π
uJ′ ,
where vJ1−2π,0 is a section of L(J1−2π)−,0, and uJ′ are sections of LJ′,<0. We also have the decomposition
v = vJ1,0 +
∑
J1−π<J′≤J1
(uJ′,<0 + uJ′,>0)
where vJ1,0 is a section of L(J1)−,0, uJ′,<0 are sections of LJ′,<0, and uJ′−,>0 are sections of LJ′−,>0. We put
E(2)(v) :=
∑
J1−2π<J′≤J1
AJ′,u(Ψ
−1uJ′−2π).
We also put
E(3)(v) := B(J1−)∞,u
(
vJ1,0 −
∑
J1−2π<J′≤J1−π
ΦJ0,J
′
0 ◦ QJ′ ◦RJ′(v)
)
−
∑
J1−2π<J′≤J1−π
AJ′,u
(
ΦJ
′+π,J′
λ+(J′)
(RJ′(v))
)
+
∑
J1−π<J′≤J1
AJ′,u(uJ,<0). (185)
We obtain the following equality by using Lemma 2.9.
v˜ ⊗ Γ =
∑
J1−3π<J′≤J1
E
(1)
J′ (v) − E(2)(v) + E(3)(v). (186)
The claim of Proposition 7.11 in the case n = p is a straightforward translation of (186).
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8 Computations of homology groups in the case 2
Let D ⊂ C be a finite subset. Let (V ,∇) be a meromorphic flat bundle on (P1, D∪{∞}) with regular singularity
at ∞. Let (V,∇) be the regular singular meromorphic flat bundle on (P1, D ∪ {∞}) associated to the local
system corresponding to (V ,∇). We study H̺1
(
(V ,∇)⊗ E(zu−1)) and H̺1 ((V,∇)⊗ E(zu−1)) for ̺ ∈ D(D).
8.1 Construction of maps
We use the notation in §5.3. For each α ∈ D, set Uα := {z ∈ C | |z−α| < ǫ}. Each restriction (V ,∇)|Uα induces
a meromorphic flat bundle (Vα,∇) on (P1, {α,∞}) with regular singularity at ∞. Similarly, each restriction
(V,∇)|Uα induces a regular meromorphic flat bundle (Vα,∇) on (P1, {α,∞}).
Take J =]θu0 , θ
u
0 + π[∈ T (I◦) such that arg(u) = θu ∈ J . We shall construct the following morphisms for
any α ∈ DJ and ̺ ∈ D(D):
C̺
J±,α : H
̺(α)
1
(
C \ {α}, (Vα,∇)⊗ E(zu−1)
) −→ H̺1 (C \D, (V ,∇)⊗ E(zu−1))
We mean that we construct C̺
J−,α if θ
u ∈ J−, and that we construct C̺J+,α if θu ∈ J+. Similarly, we shall
construct the following maps:
C̺
J±,α : H
̺(α)
1
(
C \ {α}, (Vα,∇)⊗ E(zu−1)
) −→ H̺1 (C \D, (V,∇)⊗ E(zu−1))
8.1.1 The case of “−”
Suppose that θu ∈ J−. Let ̟ : P˜1∞ −→ P1 denote the oriented real blow up along ∞. Let ̟D : P˜1∞∪D −→ P˜1∞
denote the oriented real blow up along D. For α ∈ D, let ̟α : P˜1∞∪α −→ P˜1∞ denote the oriented blow up along
α.
Take 0 < δ << θu0 + π − θu. Take a small ǫ > 0. We have the following subset of P˜1:
UJ−,u :=
{
ae
√−1(θu−π/2) + be
√−1θu ∣∣ a ∈ R, 0 < b < ǫ} ∪ {re√−1θ ∣∣ 0 ≤ r ≤ ∞, θu0 + π/2− δ < θ < θu0 + π/2}.
Put I1 :=]− δ, δ[ and I2 := [0, 1]. For each α ∈ DJ , we take an embedding Fα : I1 × I2 −→ UJ−,u such that (i)
Fα(I1 ×{0}) ⊂ ∂Uα ∩UJ−,u, (ii) Fα(I1 ×{1}) ⊂ UJ−,u ∩̟−1(∞), (iii) Fα(I1 × (I2 \ ∂I2)) ⊂ UJ,u \
(
̟−1(∞)∪⋃
β∈DJ Uβ
)
. We may naturally regard F as a map to P˜1∞∪D.
Let Yα,J− denote the union of ̟
−1
D (Uα) and Fα(I1× I2) in P˜1∞∪D. It is an open subset in P˜1∞∪D. Let jYα,J−
denote the inclusion Yα,J− −→ P˜1∞∪D. We also have the natural inclusion j′Yα,J− : Yα,J− −→ P˜
1∞∪α. We set
N̺α
(
(V ,∇)⊗ E(zu−1)) := j−1Yα,J−L̺((V ,∇)⊗ E(zu−1)).
We have the natural monomorphism:
jYα,J− !N
̺
α
(
(V ,∇)⊗ E(zu−1)) −→ L̺((V ,∇)⊗ E(zu−1)).
We also have the natural monomorphism:
j′Yα,J− !N
̺
α
(
(V ,∇)⊗ E(zu−1)) −→ L̺(α)((Vα,∇)⊗ E(zu−1)). (187)
The cokernel of the morphisms (187) is acyclic with respect to the global cohomology. Hence, we obtain the
desired morphism C̺
J−,α. Applying the same constructions to (V,∇), we obtain the map C̺J−,α for (V, α).
Explicit 1-chains Let us describe C̺
J−,α for (V,∇) in terms of explicit 1-cycles. We take a path γJ−,α,1
connecting (∞, θu0+π/2−δ/2) and α(J−) in UJ−,u. Let γJ−,α,2 be the path given as α+ǫe
√−1(θu0+t) (0 ≤ t ≤ 2π).
Take v ∈ L|α(J−). We have the section v˜ of γ∗J−,α,2L|α(J−) such that v˜|0 = v. Let v′ be the element of L|α(J−)
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obtained as v˜(2π). We have the sections vˇ and vˇ′ of L along γJ−,α,1 induced by v and v′, respectively. If
̺(α) =!, we obtain the following cycle for L̺((V,∇)⊗ E(zu−1)):
C̺
J−,α(v) := v˜ ⊗ γJ−,α,2 + (vˇ − vˇ′)⊗ γJ−,α,1.
We take a path γJ−,α,3 connecting α(J−) and a point of ̟
−1
D (α) in ̟
−1
D (Uα). We have the section vˆ along
γJ−,α,3 induced by v. If ̺(α) = ∗, we obtain the following cycle for L̺
(
(V,∇)⊗ E(zu−1)):
C̺
J−,α(v) := vˇ ⊗ γJ−,α,1 + vˆ ⊗ γJ−,α,3.
Under the natural identifications H
̺(α)
1 (C \ {α}, (Vα,∇)) ≃ Lα(J−), the cycles C̺J−,α(v) represent C
̺
J−,α(v).
8.1.2 The case of “+”
Suppose that θu ∈ J+. Take 0 < δ << θu − θ0. Take a small ǫ > 0. We have the following subset of P˜1∞:
UJ+,u :=
{
ae
√−1(θu−π/2) − be
√−1θu ∣∣ a ∈ R, 0 < b < ǫ} ∪ {re√−1θ ∣∣ 0 ≤ r ≤ ∞, θu0 + π/2 < θ < θu0 + π/2 + δ}.
Put I1 :=] − δ, δ[ and I2 := [0, 1]. For each α ∈ DJ , we take an embedding Fα : I1 × I2 −→ UJ+,u such
that (i) Fα(I1 × {0}) ⊂ ∂Uα ∩ UJ+,u, (ii) Fα(I1 × {1}) ⊂ UJ+,u ∩ ̟−1(∞), (iii) Fα(I1 × (I2 \ ∂I2)) ⊂ UJ,u \(
̟−1(∞) ∪ ⋃β∈DJ Uβ). Let Yα,J+ denote the union of Uα and Fα(I1 × I2). Let jYα,J+ denote the inclusion
Yα,J+ −→ P˜1∞∪D. Let j′Yα,J+ denote the inclusion Yα,J+ −→ P˜
1
∞∪α. By using Yα,J+ with embeddings jYα,J+
and j′Yα,J+ instead of Yα,J− with jYα,J− and j
′
Yα,J−
we construct the morphisms C̺
J+,α
for (V ,∇) and (V,∇).
Let us describe C̺
J+,α
for (V,∇) in terms of explicit 1-cycles. We take a path γJ+,α,1 connecting (∞, θu0+π/2+
δ/2) and α(J+) in UJ+,u. Let γJ+,α,2 be the path given as α−ǫe
√−1(θu0+t) (0 ≤ t ≤ 2π). We take a path γJ+,α,3
connecting α(J+) and a point of ̟
−1
D (α) in ̟
−1
D (Uα). Then, for v ∈ L|α(J+), we construct cycles C̺J+,α(v) by
using γJ+,α,i as in the case of “−”. Then, under the natural identifications H̺1 (C \ {α}, (Vα,∇)) ≃ Lα(J+), the
cycles C̺
J+,α
(v) represent C̺
J+,α
(v).
8.2 Decompositions
Set θu := arg(u). Take J ∈ T (I◦) such that θu ∈ J− or θu ∈ J+. We obtain the following diagrams for α ∈ DJ
and for ̺ ∈ D(D):
Hrd1 (C \ {α},
(
Vα,∇)⊗ E(zu−1)
) C!J±,α−−−−→ Hrd1 (C \D, (V,∇)⊗ E(zu−1))
d1
y d2y
H
̺(α)
1 (C \ {α}, (Vα,∇)⊗ E(zu−1))
C̺
J±,α−−−−→ H̺1 (C \D, (V ,∇)⊗ E(zu−1))
d3
y d4y
Hmg1 (C \ {α},
(
Vα,∇)⊗ E(zu−1)
) C∗J±,α−−−−→ Hmg1 (C \D, (V,∇)⊗ E(zu−1)).
(188)
Here, di are the natural morphisms in §2.7.3.
Lemma 8.1 The diagram (188) is commutative.
Proof In the case of −, by the construction, we have the following commutative diagrams:
jYα,J− !N
!
α
(
(V,∇)⊗ E(zu−1)) −−−−→ L!((V,∇)⊗ E(zu−1))y y
jYα,J− !N
̺
α
(
(V ,∇)⊗ E(zu−1)) −−−−→ L̺((V ,∇)⊗ E(zu−1))y y
jYα,J− !N
∗
α
(
(V,∇)⊗ E(zu−1)) −−−−→ L∗((V,∇)⊗ E(zu−1)).
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Then, we obtain the claims in the case of −. The case of + can be argued similarly.
For J ′ ∈ T (I) such that θu ∈ J ′, and for α ∈ DJ′,>0 ∪DJ ′,<0, we set Jα := J ′, and we choose ν(α) ∈ {±}.
If θu ∈ S0(I◦), we have J1 ∈ T (I◦) such that θu = ϑJ1ℓ . For each α ∈ DJ1 , we choose an element (Jα, ν(α))
from {(J1,−)} ⊔ {(J1 − π,+)}. When 0 ∈ D, we choose an element (J0, ν(0)) from {(J ′,+), (J ′,−) | θu ∈
J ′} ⊔ {(J1,−)} ⊔ {(J1 − π,+)} if θu ∈ S0(I◦), or from {(J ′,+), (J ′,−) | θu ∈ J ′} if θu 6∈ S0(I◦). We obtain
the following commutative diagram:⊕
α∈DH
rd
1 (C \ {α}, (Vα,∇)⊗ E(zu−1)) a1−−−−→ Hrd1 (C \D, (V,∇)⊗ E(zu−1))
d1
y d2y⊕
α∈DH
̺
1 (C \ {α}, (Vα,∇)⊗ E(zu−1)) a2−−−−→ H̺1 (C \D, (V ,∇)⊗ E(zu−1))
d3
y d4y⊕
α∈DH
mg
1 (C \ {α}, (Vα,∇)⊗ E(zu−1)) a3−−−−→ Hmg1 (C \D, (V,∇)⊗ E(zu−1)).
(189)
Here, a1 is induced by C
!
(Jα)ν(α),α
(α ∈ DJα), a2 is induced by C̺(Jα)ν(α),α (α ∈ DJα), and a3 is induced by
C
∗
(Jα)ν(α),α
(α ∈ DJα).
Lemma 8.2 The following is exact:
0 −→
⊕
α∈D
Hrd1 (C \ {α}, (Vα,∇)⊗ E(zu−1)) a1+d1−→
Hrd1 (C \D, (V,∇)⊗ E(zu−1))⊕
⊕
α∈D
H̺1 (C \ {α}, (Vα,∇)⊗ E(zu−1)) a2−d2−→
H̺1 (C \D, (V ,∇)⊗ E(zu−1)) −→ 0. (190)
Proof We obtain the following naturally defined exact sequence from the diagrams (189):
0 −→
⊕
α∈D
jYα,J±N
!
α
(
(V,∇)⊗ E(zu−1)) −→ L!((V,∇)⊗ E(zu−1))⊕⊕
α∈D
jYα,J±N
̺
α
(
(V ,∇)⊗ E(zu−1))
−→ L̺((V ,∇)⊗ E(zu−1)) −→ 0. (191)
Thus, we obtain the exactness of (190).
Proposition 8.3 The morphisms ai (i = 1, 2, 3) in (189) are isomorphisms.
Proof The claims for a1 and a3 are easy. We obtain the claim for a2 from the claim for a1 and the exact
sequence (190).
8.3 Comparison of the local systems
Let S˜h
F
̺ (V) (̺ ∈ D(D)) denote the Stokes shells induced by the base tuple (117) with the morphisms (118). We
have the associated local systems with Stokes structure (L˜F̺ (V),F).
Take J ∈ T (I◦). For any θu ∈ J±, we have the natural identification for a sufficiently large t > 0:
H0
(
J±, L˜F̺ (V)J±,αu−1
)
≃ H̺(α)1
(
C \ {α}, (Vα,∇)⊗ E(zt−1e−
√−1θu)
)
.
Take θu ∈ R. We have the following natural isomorphisms for large t:
LF̺ (V)θu ≃ H̺1
(
C \D, (V ,∇)⊗ E(zt−1e−
√−1θu)
)
.
The following proposition is clear by the construction of L˜F̺ (V) and Proposition 8.3.
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Proposition 8.4 We have the isomorphisms L˜F̺ (V) −→ LF̺ (V) such that for any θu ∈ J± ⊂ R, the induced
maps
H0
(
J±,
(
L˜F̺ (V)
)
J±,αu−1
)
−→ LF̺ (V)|θu
are identified with C̺
J±,α. Under the isomorphisms L
F
⋆ (V ) ≃ L˜F⋆ (V ), the diagram (119) is identified with the
diagram (108).
9 Computations of homology groups in the case 3
Let D be a finite subset of P1 such that 0 ∈ D. Let x be the standard coordinate of C = P1 \ {∞}. Let (V ,∇)
be a meromorphic flat bundle on (P1, D). Let I˜V be the set of ramified irregular values of (V ,∇) at 0. We
assume the following:
• ω := min{ω′ ∣∣Sω′(I˜V) 6= I˜V} > 1.
We set I˜ := T˜ω(I˜V). We have Sω(I˜) = I˜.
Let U := {x ∈ C | |x| < r0} for a sufficiently small r0 > 0. We set (V,∇) := T˜ω(V ,∇) on (U, 0). We naturally
extend (V,∇) to a meromorphic flat bundle on (P1, {0,∞}) with regular singularity at∞. The extended bundle
is also denoted by (V,∇). Note Sω(V,∇) = (V,∇).
For u ∈ C∗, let E(u−1x−1) denote the meromorphic flat bundle (OP1(∗0), d + d(u−1x−1)). Let us study
Hκ1
(
C∗, (V,∇) ⊗ E(u−1x−1)) (κ = rd,mg) and H̺1 (P1 \ D, (V ,∇) ⊗ E(u−1x−1)) for ̺ ∈ D(D). Note that
H̺1
(
P1 \D, (V ,∇)⊗ E(u−1x−1)) is independent of ̺(0).
9.1 Preliminary
9.1.1 Some notation
Let θu := arg(u). We set θ0 := −θu + π/2 and I :=]θ0, θ0 + π[. For θ = arg(x), we have Re(x−1u−1) < 0 if and
only if θ ∈ ⋃m∈Z(I + 2mπ). We have Re(x−1u−1) > 0 if and only if θ ∈ ⋃m∈Z(I + (2m+ 1)π).
We set X := R≥0 × R and X∗ := R>0 × R. For any subset Z ⊂ X , let qZ : Z −→ R be the projection, and
let ιZ denote the inclusion Z −→ X .
Let ̟ : P˜1 −→ P1 denote the oriented real blow up along {0,∞}. We identify P˜1 with R≥0×S1 by using the
coordinate x. Let ϕ : X −→ P˜1 be given by ϕ(r, θ) = (r, e
√−1θ). Let ϕ1 : R −→ S1 be given by ϕ1(θ) = e
√−1θ,
which is identified with the restriction of ϕ to R× {0}.
Let (L, F˜) be the 2πZ-equivariant local system with Stokes structure indexed by I˜ on R corresponding
to (V,∇). Set I := πω∗(I˜) and F := πω∗(F˜). Let L<0 ⊂ L and L≤0 be the 2πZ-equivariant constructible
subsheaves determined by (L<0)θ = Fθ<0 and (L≤0)θ = Fθ≤0. We obtain the constructible subsheaves L<0S1 ⊂
L≤0S1 ⊂ LS1 on ̟−1(0) as the descent.
We have the meromorphic flat bundle πω∗(V,∇) corresponding to (L,F). Let FF be the Stokes structure
of L corresponding to πω∗(V,∇) ⊗ E(−x−1u−1). Let LF <0 ⊂ L denote the constructible subsheaf determined
by (LF <0)θ = FF,θ<0 (Lθ). Note that FF,θ<0 = FF,θ≤0 . We obtain the constructible subsheaf LF <0S1 ⊂ LS1 . Note
that L<0S1 ⊂ LF <0S1 ⊂ L≤0S1 . The cokernel LF ≤0S1
/
L<0S1 is isomorphic to ϕ1!
(
a(I+π)!Tω(L)|I+π
)
.
Let L be the local system on P˜1 corresponding to (V,∇). The restriction L|̟−1(0) is identified with LS1 .
We have the natural 2πZ-equivariant isomorphism ϕ−1(L) ≃ q−1X (L).
For any J ∈ T (I) such that J+ ⊂ I − π, let K(J+) denote the set of J ′ ∈ T (I) such that J ′− ∩ J+ 6= ∅. For
any J ∈ T (I) such that J− ⊂ I − π, let K(J−) denote the set of J ′ ∈ T (I) such that J ′+ ∩ J− 6= ∅.
9.1.2 Some constructible sheaves on S1
We take J1 =]θ1 − π/ω, θ1[ such that J1+ ⊂ I − π. We have the following decomposition as in Lemma 2.7:
L|θ1 = L
′
(J1)+,0|θ1 ⊕
⊕
J∈K(J1+)
L′J−,<0|θ1.
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We take a small number δ > 0, and we take an interval I10(J) ⊂ J ∩ (J1 + δ) ⊂ I − π for each J ∈ K(J1+). We
obtain the following constructible subsheaf of L:
K
(J1+)
0 :=
⊕
J∈K(J1+)
aI10(J)!LJ,<0|I10(J), K
(J1+)
1 := aJ1!LJ1+,0|J1 ⊕K(J1+)0 .
We obtain the constructible subsheaves ϕ1!K
(J1+)
0 ⊂ ϕ1!K(J1+)1 ⊂ LS1 . We have the following commutative
diagram:
0 −−−−→ ϕ1!K(J1+)0 −−−−→ ϕ1!K(J1+)1 −−−−→ ϕ1!
(
aJ1!(LJ1+,0|J1)
) −−−−→ 0
c1
y c2y c3y
0 −−−−→ L<0S1 −−−−→ LF,<0S1 −−−−→ ϕ1!a(I−π)!
(Tω(L)|I−π) −−−−→ 0.
The rows are exact. The morphisms ci are monomorphisms. Note that Cok c3 is acyclic with respect to the
global cohomology. Let N(J1+) denote the set of J ∈ T (I) satisfying θ0 − (1 + ω−1)π ≤ ϑJℓ ≤ θ1 − 2π/ω or
θ1 < ϑ
J
ℓ < θ0 + (1− ω−1)π. We have
Cok(c1) =
⊕
J∈N(J1+)
ϕ1!(LJ,<0|J)⊕
⊕
J∈K(J1+)
ϕ1!
((
aJ!LJ,<0|J
)/
aI10(J)!LJ,<0|I10(J)
)
.
The second term in the right hand side is acyclic with respect to the global cohomology.
Similarly, for an interval J1 ∈ T (I) such that J1− ⊂ I − π, we obtain the following constructible sheaves
K
(J1−)
0 :=
⊕
J∈K(J2−)
aI10(J)!LJ,<0|I10(J), K
(J1−)
1 := aJ1!LJ1−,0|J1 ⊕K(J1−)0 .
9.1.3 Construction of some maps
Let (V reg,∇) = S˜ω(V,∇) be the regular singular meromorphic flat bundle on (P1, {0,∞}) corresponding to L.
For an interval J1 =]θ1 − π/ω, θ1[∈ T (I) such that J1+ ⊂ I − π, let us construct the following maps:
A(J1+)∞,u : H
rd
1
(
C∗, (V reg,∇)⊗ E(u−1x−1)) −→ Hrd1 (C∗, (V,∇)⊗ E(u−1x−1)). (192)
We have the constructible subsheaf M(J1+)((V,∇) ⊗ E(u−1x−1)) ⊂ L<0((V,∇) ⊗ E(u−1x−1)) determined
by the following conditions.
• M(J1+)((V,∇)⊗ E(u−1x−1))|P˜1\̟−1(0) = L<0((V,∇)⊗ E(u−1x−1))|P˜1\̟−1(0).
• M(J1+)((V,∇)⊗ E(u−1x−1))|̟−1(0) = ϕ1!K(J1+)1 .
By the construction, we have
g :M(J1+)((V,∇)⊗ E(u−1x−1)) −→ L<0((V reg,∇)⊗ E(u−1x−1)). (193)
We obtain the desired map A
(J1+)∞,u by the following lemma.
Lemma 9.1 Cok(g) is acyclic with respect to the global cohomology.
Proof We have the decomposition:
L = L′J1+,0 ⊕
⊕
J∈K(J1+)
L′J,<0.
Let j0 : ̟
−1(0) −→ P˜1 denote the inclusion. Then, Cok(g) is isomorphic to
j0!ϕ1!
((
a(I−π)!
(
L′J1+,0|I−π
))/
aJ1!
(
L′J1+,0|J1
)⊕ ⊕
J∈K(J1+)
(
a(I−π)!
(
L′J,<0|I−π
)/
aI10(J)!
(
L′J,<0|I10(J)
)))
.
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Hence, we obtain the claim of the lemma.
Let us observe that H1
(
P˜1,M(J1+)((V,∇) ⊗ E(u−1x−1))) ≃ L|θ1. Let j1 : P˜1 \̟−1(0) −→ P˜1 denote the
inclusion. We have the following exact sequence:
0 −→ j1!j−11 L −→M(J1+)
(
(V,∇)⊗ E(u−1x−1)) −→ j0!ϕ1!K(J1+)1 −→ 0.
Because j1!j
−1
1 L is acyclic with respect to the global cohomology, we have
Hi
(
P˜1,M(J1+)((V,∇) ⊗ E(u−1x−1))) = 0
for i 6= 1, and
H1
(
P˜1,M(J1+)((V,∇)⊗ E(u−1x−1))) ≃ ⊕
J∈K(J1+)
H0(I10(J), LJ,<0|I10(J))⊕H0(J1, LJ1+,0) ≃ L|θ1. (194)
Explicit 1-cycles By the isomorphism (194) and A
(J1+)∞,u , we obtain the map L|θ1 −→ Hrd1
(
C∗, (V,∇) ⊗
E(u−1x−1)), which is also denoted by A(J1+)∞,u . Let us describe it in terms of explicit 1-cycles up to the signature.
Let γ1 be a path connecting (1, θ1 + 2π) and (1, θ1) on (X
∗, X). We take θJ ∈ J for each J ∈ K(J1+),
and path γJ,2 connecting (1, θ1) to (0, θJ) on (X
∗, X). By shifting γJ,2 by 2π, we obtain paths γJ,3 connecting
(1, θ1 + 2π) to (0, θJ + 2π) on (X
∗, X). Take any v ∈ L|θ1. We have the induced section v˜ along γ1, and we
obtain the induced element v′ ∈ L|θ1+2π. We have the decompositions
v′ = uJ1+2π,0 +
∑
J∈K((J1+2π)+)
uJ , v = uJ1,0 +
∑
J∈K(J1+)
uJ , (195)
where uJ are sections of L
′
J,<0, uJ1+2π,0 is a section of L(J1+2π)+,0, and uJ1,0 is a section of LJ1+,0. We obtain
the 1-cycle
v˜ ⊗ γ1 −
∑
J∈K((J1+2π)+)
uJ ⊗ γ3,J − uJ1+2π,0 ⊗ γ3,J1+2π +
∑
J∈K(J1+)
uJ ⊗ γ2,J + uJ1,0 ⊗ γ2,J1 .
We can easily observe that it represents A
(J1+)∞,u (v) up to the signature.
Variant of the morphism in the case of “−” Take J2 =]θ2, θ2 + π/ω[∈ T (I) such that J2− ⊂ (I −
π). By using K
(J2−)
1 instead of K
(J1+)
1 , we obtain the constructible subsheaf M(J2−)
(
(V,∇) ⊗ E(u−1x−1)) ⊂
L<0((V,∇)⊗ E(u−1x−1)). It induces a morphism
A(J2−)∞,u : H
rd
1
(
C∗, (V reg,∇)⊗ E(u−1x−1)) −→ Hrd1 (C∗, (V,∇)⊗ E(u−1x−1)).
Let us describe it in terms of 1-chains under the natural identification Hrd1
(
(V reg,∇)⊗ E(u−1x−1)) ≃ L|θ2 .
Let γ1 be a path connecting (1, θ2 + 2π) and (1, θ2). We take θJ ∈ J for each J ∈ K(J2−), and path γJ,2
connecting (1, θ2) to (0, θJ) on (X
∗, X). By shifting γJ,2 by 2π, we obtain paths γJ,3 connecting (1, θ2 + 2π) to
(0, θJ +2π) on (X
∗, X). Take any v ∈ L|θ2. We have the induced section v˜ along γ1, and we obtain the induced
element v′ ∈ L|θ2+2π. We have the decompositions
v′ = uJ2+2π,0 +
∑
J∈K((J2+2π)−)
uJ , v = uJ2,0 +
∑
J∈K(J2−)
uJ , (196)
where uJ are sections of L
′
J,<0, uJ2+2π,0 is a section of L(J2+2π)−,0, and uJ2,0 is a section of LJ2−,0. We obtain
the 1-cycle
v˜ ⊗ γ1 −
∑
J∈K((J2+2π)−)
uJ ⊗ γ3,J − uJ2+2π,0 ⊗ γ3,J2+2π +
∑
J∈K(J2−)
uJ ⊗ γ2,J + uJ2,0 ⊗ γ2,J1 .
It represents A
(J2−)∞,u (v) up to the signature.
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9.1.4 Auxiliary isomorphism
Take J1 ∈ T (I) such that J1+ ⊂ I − π. We have
L<0((V,∇)⊗ E(u−1x−1))/M(J1+)((V,∇)⊗ E(u−1x−1)) ≃ j0!(Cok(c2)).
By the consideration in §9.1.2, we have Hi(̟−1(0),Cok(c2)) = 0 for i 6= 1, and
H1
(
̟−1(0),Cok(c2)
)
=
⊕
J∈N(J1+)
H0(J, LJ,<0).
We obtain the following exact sequence:
0 −→ Hrd1
(
C∗, (V reg,∇)⊗ E(u−1x−1)) A(J1+)∞,u−→ Hrd1 (C∗, (V,∇)⊗ E(u−1x−1))
−→
⊕
J∈N(J1+)
H0(J, LJ,<0) −→ 0. (197)
Let us construct a splitting of the exact sequence (197).
For each J ∈ N(J1+), we take θJ ∈ J . We take a path γ10,J connecting (0, θJ) and (1, θ1) on (X∗, X). For
each section v of LJ,<0, we have the section v˜ along γ10,J . Let v
′ be the induced element of L|θ1. We have the
decomposition v′ = vJ1,0 +
∑
J′∈K(J1+) uJ′ , where vJ1,0 is a section of LJ1+,0, and uJ′ are sections of LJ′,<0.
Then, we obtain the following cycle:
A(J1+)J,u (v) := v˜ ⊗ γ10,J + vJ1+,0 ⊗ γ2,J1 +
∑
J′∈K(J1+)
uJ′ ⊗ γ2,J′ .
The homology classes of ϕ∗
(A(J1+)J,u (v)) are denoted by A(J1+)J,u (v). Thus, we obtain
A
(J1+)
J,u : H0(J, LJ,<0) −→ Hrd1
(
C∗, (V,∇)⊗ E(u−1x−1)).
We obtain the following morphism induced by A
(J1+)∞,u and A
(J1+)
J,u (J ∈ N(J1+)):
Hrd1
(
C∗, (V reg,∇)⊗ E(u−1x−1))⊕ ⊕
J∈N(J1+)
H0(J, LJ,<0) −→ Hrd1
(
C∗, (V,∇)⊗ E(u−1x−1)). (198)
We can show the following lemma by an argument as in the proof of Lemma 7.3.
Lemma 9.2 The morphism (198) is an isomorphism.
9.1.5 Moderate case
We obtain the constructible subsheafM(J1±),mg((V,∇)⊗E(u−1x−1)) ⊂ L≤0((V,∇)⊗E(u−1x−1)) by replacing
L<0((V,∇)⊗E(u−1x−1)) with L≤0((V,∇)⊗E(u−1x−1)) in the construction ofM(J1±),mg((V,∇)⊗E(u−1x−1)).
Note that M(J1±),mg((V,∇)⊗ E(u−1x−1)) and M(J1±)((V,∇)⊗ E(u−1x−1)) are the same outside of ̟−1(∞).
By using M(J1±),mg((V,∇)⊗ E(u−1x−1)), we obtain the maps
A(J1±) mg∞,u : H
mg
1
(
C∗, (V reg,∇)⊗ E(u−1x−1)) −→ Hmg1 (C∗, (V,∇)⊗ E(u−1x−1)). (199)
We have the following exact sequence:
0 −→ Hmg1
(
C∗, (V reg,∇)⊗ E(u−1x−1)) A(J1+) mg∞,u−→ Hmg1 (C∗, (V,∇)⊗ E(u−1x−1))
−→
⊕
J∈N(J1+)
H0(J, LJ,<0) −→ 0. (200)
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A splitting of the exact sequence is given by the composite of A
(J1+)
J,u and H
rd
1
(
C∗, (V,∇) ⊗ E(u−1x−1)) −→
Hmg1
(
C∗, (V,∇)⊗ E(u−1x−1)).
Let us describe A
(J1+) mg∞,u in terms of 1-cycles. We have the natural isomorphism Hmg1 (C
∗, (V reg,∇) ⊗
E(u−1x−1)) ≃ L|θ1, with which we may regard A(J1+) mg∞,u as
L|θ1 −→ Hmg1
(
C∗, (V,∇)⊗ E(u−1x−1)).
Let γ0 be a path connecting (∞, θ1) and (1, θ1). Take v ∈ L|θ1. It induces a flat section v˜ along γ0. We have a
decomposition of v as in (195). Then, A
(J1+) mg∞,u is represented by
v˜ ⊗ γ0 +
∑
J∈K(J1+)
uJ ⊗ γ2,J + uJ1,0 ⊗ γ2,J1 .
We have a similar expression for A
(J1−) mg∞,u .
9.2 Statements
9.2.1 Decompositions of the homology groups of (V,∇)
Let W1(I,±) be the sets of J ∈ T (I) such that J± ⊂ I − π. Let W2(I,±) be the sets of J ∈ T (I) such that
J± ⊂ I. For any J ∈W2(I,±), we shall construct the following map in §9.3.1:
AJ±,u : H
0(J, LJ,<0) −→ Hrd1
(
C∗, (V,∇)⊗ E(u−1x−1)). (201)
For any J ∈W1(I,±), we shall construct the following map in §9.3.2:
BJ±,u : H
0(J, LJ,>0) −→ Hrd1
(
C∗, (V,∇)⊗ E(u−1x−1)). (202)
Take J1 ∈ T (I) such that J1+ ⊂ I − π or J1− ⊂ I − π. We have the following morphism induced by BJ±,u
(J ∈W1(I,±)), AJ±,u (J ∈W2(I,±)) and A(J1±)∞,u :
F (J1±) :
⊕
J∈W1(I,±)
H0(J, LJ,>0)⊕
⊕
J∈W2(I,±)
H0(J, LJ,<0)⊕Hrd1
(
(V reg,∇)⊗ E(u−1x−1))
−→ Hrd1
(
C∗, (V,∇)⊗ E(u−1x−1)). (203)
We mean that we consider F (J1+) if J1+ ⊂ I − π, and that we consider F (J1−) if J1− ⊂ I − π. We shall prove
the following proposition in §9.4.1.
Proposition 9.3 The morphisms (203) are isomorphisms.
We have the following induced morphisms for J ∈W2(I,±):
AmgJ±,u : H
0(J, LJ,<0) −→ Hmg1
(
C∗, (V,∇)⊗ E(u−1x−1)). (204)
We also have the following induced morphisms for any J ∈W1(I,±):
BmgJ±,u : H
0(J, LJ,>0) −→ Hmg1
(
C∗, (V,∇)⊗ E(u−1x−1)). (205)
Take J1 ∈ T (I) such that J1+ ⊂ I − π or J1− ⊂ I − π. We have the following morphism induced by BmgJ±,u
(J ∈W1(I,±)), AmgJ±,u (J ∈W2(I,±)) and A
(J1±)mg∞,u :
F (J1±)mg :
⊕
J∈W1(I,±)
H0(J, LJ,>0)⊕
⊕
J∈W2(I,±)
H0(J, LJ,<0)⊕Hmg1
(
(V reg,∇)⊗ E(u−1x−1))
−→ Hmg1
(
C∗, (V,∇)⊗ E(u−1x−1)). (206)
We obtain the following proposition as a corollary of Proposition 9.3 and the exact sequences (197) and (200).
Proposition 9.4 The morphisms (206) are isomorphisms.
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9.2.2 Homology groups of (V ,∇) and (V,∇)
Take ̺ ∈ D(D). For an interval J1 such that J1+ ⊂ I−π or J1− ⊂ I −π, we shall construct the following maps
in §9.3.3.
C(J1±)u : H
̺
1
(
P1 \D, S˜ω(V ,∇)⊗ E(u−1x−1)
) −→ H̺1 (P1 \D, (V ,∇)⊗ E(u−1x−1)). (207)
The following lemma will be clear by the construction.
Lemma 9.5 For any morphism ̺1 −→ ̺2 in D(D), the following diagram is commutative:
H̺11
(
P1 \D, S˜ω(V ,∇)⊗ E(u−1x−1)
) C(J1±)u−−−−→ H̺11 (P1 \D, (V ,∇)⊗ E(u−1x−1))y y
H̺21
(
P1 \D, S˜ω(V ,∇)⊗ E(u−1x−1)
) C(J1±)u−−−−→ H̺21 (P1 \D, (V ,∇)⊗ E(u−1x−1)).
(208)
Because T˜ω
(
(V ,∇) ⊗ E(u−1x−1)
)
= (V,∇) ⊗ E(u−1x−1), we have the following natural morphisms as
explained in §2.7.2:
Hrd1
(
C∗, (V,∇)⊗ E(u−1x−1)) −→ H̺1 (P1 \D, (V ,∇)⊗ E(u−1x−1)) −→ Hmg1 (C∗, (V,∇)⊗ E(u−1x−1)).
Similarly, we have
Hrd1
(
C∗, S˜ω(V,∇)⊗ E(u−1x−1)
) −→ H̺1 (P1 \D, S˜ω(V ,∇)⊗ E(u−1x−1)) −→ Hmg1 (C∗, S˜ω(V,∇)⊗ E(u−1x−1)).
Note that (V reg,∇) = S˜ω(V,∇).
Proposition 9.6 The following diagram is commutative.
Hrd1
(
C∗, S˜ω(V,∇) ⊗ E(u−1x−1)
) A(J1±)∞,u−−−−→ Hrd1 (C∗, (V,∇)⊗ E(u−1x−1))
d1
y d2y
H̺1
(
P1 \D, S˜ω(V ,∇)⊗ E(u−1x−1)
) C(J1±)u−−−−→ H̺1 (P1 \D, (V ,∇)⊗ E(u−1x−1))y y
Hmg1
(
C∗, S˜ω(V,∇)⊗ E(u−1x−1)
) A(J1±) mg∞,u−−−−−−→ Hmg1 (C∗, (V,∇)⊗ E(u−1x−1)).
(209)
The morphism C
(J1±)
u is injective, and the following is exact:
0 −→ Hrd1
(
C∗, S˜ω(V,∇)⊗ E(u−1x−1)
) f±1−→
H̺1
(
P1 \D, S˜ω(V ,∇)⊗ E(u−1x−1)
)⊕Hrd1 (C∗, (V,∇)⊗ E(u−1x−1)) f±2−→
H̺1
(
P1 \D, (V ,∇)⊗ E(u−1x−1)) −→ 0. (210)
Here, f±1 = d1 +A
(J1±)∞,u and f±2 = C
(J1±)
u − d2.
9.2.3 Comparison of the local systems
We have the isomorphism P1x ≃ P1z by z = x−1. Let D1 := {x−1 |x ∈ D \ {0}}. We may naturally regard (V ,∇)
as a meromorphic flat bundle on (P1z , D1 ∪ {∞}).
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Let S˜h
F
̺ (V) (̺ ∈ D(D1)) denote the Stokes shells induced by the base tuple (120) with the morphisms (121).
We have the associated local system with Stokes structure (L˜F̺ (V),F). We take R such that |α| < R for any
α ∈ D1. For any θu ∈ R, we set u = te
√−1θu for any t > R. Then, we have the natural isomorphisms:
LF̺ (V)|θu ≃ H̺1
(
P1x \D, (V ,∇)⊗ E(x−1u−1)
)
.
We shall prove the following proposition in §9.4.3.
Proposition 9.7 We have the isomorphism L˜F̺ (V) −→ LF̺ (V) such that for any θu ∈ J− ⊂ R the induced
maps
K◦!J,<0 ⊕K◦!J,>0 ⊕H̺1
(
P1x \D, S˜ω(V ,∇)⊗ E(x−1u−1)
) ≃
H0
(
J−, L˜F̺ (V)J−,<0
)⊕H0(J−, L˜F̺ (V)J−,>0)⊕H0(J−, L˜F̺ (V)J−,0) −→ LF̺ (V)|θu (211)
are given by Aν−0 (J)+,u
, Bν+0 (J)+,u
, and C
(ν+0 (J)+)∞,u .
After Proposition 9.7 in the case V = V , the diagram (122) is reworded as follows:
LF! (Tω(V )) −−−−→ LF∗ (Tω(V ))
a1
y b1x
L˜F! (V ) −−−−→ L˜F∗ (V ).
(212)
Proposition 6.8 is reworded as follows, which we shall prove in §9.4.4.
Proposition 9.8 The diagram (212) is naturally identified with the diagram (104).
9.3 Construction of the maps
9.3.1 Construction of the morphisms (201)
Let us explain the construction in the case of “+”. Take J =]θ2−π/ω, θ2[∈W2(I,+). We have (J−π)+ ⊂ I−π.
We have the following decomposition
L|θ2−π = L
′
(J−π)+,0|θ2−π ⊕
⊕
J∈K((J−π)+)
L′J,<0|θ2−π.
Take a small number δ > 0. We set Z0 := [0, ǫ[×(J − π + δ) and Z1 :=]0, ǫ[×(J − π + δ). We take an
embedding F : I◦1 × I2 −→ X such that (i) F (I◦1 × {0}) ⊂ {0} × J , (ii) F (I◦1 × {1}) ⊂ {ǫ} × (J − π + δ), (iii)
F (I◦1×]0, 1[) ⊂ X∗ \ Z0. Let Z2 be the union of Z1 and F (I◦1 × I2). Let Z3 := Z2 ∪ Z0.
We have the constructible subsheaf NJ ⊂ ϕ−1L<0
(
(V,∇) ⊗ E(u−1x−1)) on Z3 determined by the following
conditions.
• NJ|{0}×(J−π+δ) = L≤0|J−π+δ. Note that LF<0|J−π+δ = L≤0J−π+δ.
• NJ|Z1 = q−1Z1 (L).
• NJ|F (I◦1×I2) = q−1F (I◦1×I2)(L
′
J,<0).
Let N ′J be the constructible subsheaf of q
−1
0 (L) on Z0 obtained as the restriction of NJ to Z0. Let N
′′
J be the
local system on F (I◦1 × I2) obtained as the restriction of q−1(L′J−,<0). We have the following exact sequence:
0 −→ ιZ0!N ′J −→ ιZ3!NJ −→ ιF (I◦1×I2)!N ′′J −→ 0.
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For each J ′ ∈ K((J − π)+), we set WJ′ := Z1 ∪
(
{0} × (J ′ ∩ (J − π + δ))). We have the local subsystem
KJ′ of q
−1
WJ′
(L) determined by L′J′,<0. We also have the local subsystem K(J+π)+,0 of q
−1
WJ+π
(L) determined by
L′(J+π)+,0. We have
ιZ0!N
′
J = ιWJ+π!(K(J+π)+,0)⊕
⊕
J′
ιWJ′ !(KJ′).
Hence, ιZ0!N
′
J is acyclic with respect to the global cohomology. We obtain
H1
(
X, ιZ3!NJ
) ≃ H1(X, ιF (I◦1×I2)N ′′J ) ≃ H0(J, LJ,<0).
We obtain the desired map AJ+,u induced by ϕ!ιZ3!NJ −→ L<0
(
(V,∇)⊗ E(u−1x−1)).
Explicit 1-cycles for AJ+,u Let us describe AJ+,u in terms of 1-cycles. Take θJ ∈ J . Let γ1 be a path
connecting (0, θJ) and (ǫ, θ2 − π). For each J ′ ∈ K((J − π)+), we take θJ′ ∈ J ′, and a path γJ′ connecting
(ǫ, θ2 − π) and (0, θJ′).
Let v ∈ LJ,<0|θJ . We have the induced section v˜ along γ1. Let v′ ∈ L|(ǫ,θ2−π) be the induced element. We
have the decomposition
v′ = u(J−π)+,0 +
∑
J′∈K((J−π)+)
uJ′ .
Here, u(J−π)+,0 is a section of L
′
(J−π)+,0, and uJ′ are sections of L
′
J′,<0. We obtain the following cycle:
AJ+,u(v) = v˜ ⊗ γ1 + u(J−π)+,0 ⊗ γJ−π +
∑
J′
uJ′ ⊗ γJ′ .
Then, AJ+,u(v) is represented by ϕ∗AJ+,u(v) up to the signature.
Construction of the map AJ−,u Let us give indications in the case of “−”. Take J =]θ2, θ2 + π/ω[∈
W2(I,−). We have (J + π)− ⊂ I + π. Take a small number δ > 0. We set Z0 := [0, ǫ[×(J + π − δ) and
Z1 :=]0, ǫ[×(J + π − δ). We take an embedding F : I◦1 × I2 −→ X such that (i) F (I◦1 × {0}) ⊂ {0} × J , (ii)
F (I◦1 × {1}) ⊂ {ǫ} × (J + π − δ), (iii) F (I◦1×]0, 1[) ⊂ X∗ \ Z0. Let Z2 be the union of Z1 and F (I◦1 × I2). Let
Z3 := Z2 ∪ Z0.
We have the constructible subsheaf NJ ⊂ ϕ−1L<0
(
(V,∇) ⊗ E(u−1x−1)) on Z3 determined by the following
conditions.
• NJ|{0}×(J+π−δ) = L≤0|J+π−δ.
• NJ|Z1 = q−1Z1 (L).
• NJ|F (I◦1×I2) = q−1F (I◦1×I2)(L
′
J,<0).
Then, as in the case of “+”, we can observe that H1
(
X, ιZ3!NJ
) ≃ H0(J, LJ,<0). We obtain the desired map
AJ−,u from ϕ!ιZ3!NJ −→ L<0
(
(V,∇)⊗ E(u−1x−1)).
Let us describe AJ+,u in terms of 1-cycles. Take θJ ∈ J . Let γ1 be a path connecting (0, θJ) and (ǫ, θ2+ π).
For each J ′ ∈ K((J+π)−), we take θJ′ ∈ J ′, and a path γJ′ connecting (ǫ, θ2+π) and (0, θJ′). Let v ∈ LJ,<0|θJ .
We have the induced section v˜ along γ1. Let v
′ ∈ L|(ǫ,θ2+π) be the induced element. We have the decomposition
v′ = u(J+π)−,0 +
∑
J′∈K((J+π)−)
uJ′ .
Here, u(J+π)−,0 is a section of L
′
(J+π)−,0, and uJ′ are sections of L
′
J′,<0. We obtain the following cycle:
AJ−,u(v) = v˜ ⊗ γ1 + u(J+π)−,0 ⊗ γJ+π +
∑
J′
uJ′ ⊗ γJ′ .
Then, AJ−,u(v) is represented by ϕ∗AJ−,u(v) up to the signature.
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9.3.2 Construction of the maps (202)
Let us explain the construction in the case of “+”. Take J =]θ2−π/ω, θ2[∈W1(I,+). We take a small number
δ > 0. Set J10 :=]θ2 − π/ω − δ, θ2 + δ[. We have the constructible subsheaf N0,J ⊂ L|J10 determined as
N0,J = L
F <0
|J10 + L
′
J−,>0|J10 . We have the following exact sequence:
0 −→ aJ10!(LF <0J10 ) −→ aJ10!N0,J −→ aJ∗LJ,>0 −→ 0.
Let Z0 := [0, ǫ[×J10 and Z1 :=]0, ǫ[×J10. We have the constructible subsheaf NJ ⊂ ϕ−1L<0
(
(V,∇) ⊗
E(u−1x−1)) on Z0 determined the following conditions.
• NJ|{0}×J10 = LF <0|J10 and NJ|Z1 = q−1Z1 (N0,J).
We have the following exact sequence:
0 −→ ιZ0!q−1Z0 (LF <0|J10 ) −→ ιZ0!NJ −→ ιZ1!q−1Z1
(
aJ∗LJ,>0
) −→ 0.
Because ιZ0!q
−1
Z0
LF <0|J10 is acyclic with respect to the global cohomology, we have
H1
(
X, ιZ0!NJ
) ≃ H1(X, ιZ1!q−1Z1 (aJ∗LJ,>0)) ≃ H0(J, LJ,>0).
Thus, we obtain the desired map BJ+,u from ϕ!ιZ0!NJ −→ L<0
(
(V,∇)⊗ E(u−1x−1)).
Explicit 1-cycles for BJ+,u Let us describe BJ+,u in terms of 1-cycles. Take δ > 0. We take a path γ1
connecting (ǫ, θ2) and (0, θ2 − π/ω − δ). We take paths γ2,± connecting (ǫ, θ2) and (0, θ2 ± δ).
Take v ∈ LJ−,>0. It induces a section v˜ along γ1. Let v′ ∈ ϕ∗L|(ǫ,θ2) be the induced element. We have the
decomposition
v′ = uJ,0 +
∑
J≤J′≤J+π/ω
uJ′ ,
where uJ,0 is a section of LJ+,0, and uJ′ are sections of LJ′,<0. We obtain the following 1-cycle:
BJ+,u(v) := v˜ ⊗ γ1 − (uJ + uJ,0)⊗ γ2,− −
∑
J<J′≤J+π/ω
uJ′ ⊗ γ2,+.
Then, ϕ∗BJ+,u(v) represents BJ+,u(v) up to the signature.
Construction of BJ−,u We give an indication in the case “−”. Take J =]θ2 − π/ω, θ2[∈W1(I,−). We take
a small number δ > 0. Let J10 be as above. We have the constructible subsheaf N0,J ⊂ L|J10 determined as
N0,J = L
F <0
|J10 + L
′
J+,>0|J10 .
Let Z0 := [0, ǫ[×J10 and Z1 :=]0, ǫ[×J10. We have the constructible subsheaf NJ ⊂ ϕ−1L<0
(
(V,∇) ⊗
E(u−1x−1)) on Z0 determined as in the case of “+”. We can observe that H1(X, ιZ0!NJ) ≃ H0(J, LJ,>0).
Thus, we obtain the desired map BJ−,u from ϕ!ιZ0!NJ −→ L<0
(
(V,∇)⊗ E(u−1x−1)).
Lemma 9.9 If J ∈W2(I,+) ∩W2(I,−), then we have BJ−,u = BJ+,u.
Proof The constructions are the same if J ∈W2(I,+) ∩W2(I,−).
Let us describe BJ−,u in terms of 1-cycles. We take a path γ1 connecting (0, θ2 + δ) and (ǫ, θ2 − π/ω). We
take paths γ2,± connecting (ǫ, θ2 − π/ω) and (0, θ2 − π/ω ± δ).
Take v ∈ LJ+,>0. It induces a section v˜ along γ1. Let v′ ∈ ϕ∗L|(ǫ,θ2−π/ω) be the induced element. We have
the decomposition v′ = uJ,0+
∑
J−π/ω≤J′≤J uJ′ , where uJ,0 is a section of LJ−,0, and uJ′ are sections of LJ′,<0.
We obtain the following 1-cycle:
BJ−,u(v) := v˜ ⊗ γ1 + (uJ + uJ,0)⊗ γ2,− +
∑
J<J′≤J+π/ω
uJ′ ⊗ γ2,+.
Then, ϕ∗BJ−,u(v) represents BJ−,u(v) up to the signature.
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9.3.3 Construction of the map (207)
Let us explain the construction in the case of “+”. Take J1 ∈ T (I) such that J1+ ⊂ I−π. Let (LV , F˜
V
) be the
local system with Stokes structure indexed by I˜V on R corresponding to (V ,∇)|U∞ . We have the constructible
subsheaves (LVS1)
(ω1)<0 ⊂ (LVS1)(ω1)≤0 ⊂ LV with respect to πω1∗(FV), and the following holds:
LS1 ≃ (LVS1)(ω1)≤0
/
(LVS1)
(ω1)<0. (213)
We have the constructible subsheaf ϕ1!K
(J1+)
1 ⊂ LS1 as in §9.1.2. By using (213), we obtain the constructible
subsheaf K
(J1+)V
1 ⊂ LVS1 with the exact sequence:
0 −→ (LVS1)(ω1)<0 −→ K(J1+)V1 −→ ϕ1!K(J1+)1 −→ 0.
Let ̟D : P˜
1(D) −→ P1 be the oriented real blow up of P1 along D. Take ̺ ∈ D(D). We have the
constructible sheaf L̺((V ,∇)⊗E(u−1x−1)) on P˜1(D). We also have the constructible subsheafM(J1+)̺((V ,∇)⊗
E(u−1x−1)) ⊂ L̺((V ,∇)⊗ E(u−1x−1)) on P˜1(D) determined by the following condition.
• M(J1+) ̺((V ,∇)⊗ E(u−1x−1))|P˜1(D)\̟−1D (0) = L̺((V ,∇)⊗ E(u−1x−1))|P˜1(D)\̟−1D (0).
• M(J1+) ̺((V ,∇)⊗ E(u−1x−1))|̟−1D (0) = K(J1+)V1 .
By the construction, we have the following natural monomorphism:
M(J1+) ̺((V ,∇)⊗ E(u−1x−1)) −→ L̺((V ,∇)⊗ E(u−1x−1)). (214)
We also have the following natural monomorphism:
M(J1+) ̺((V ,∇)⊗ E(u−1x−1)) −→ L̺(Sω1(V ,∇)⊗ E(u−1x−1)). (215)
The cokernel of (215) is acyclic with respect to the global cohomology, which we can show by an argument in
the proof of Lemma 9.1. Hence, we obtain the desired map C
(J1+)
u as the composite of the following map:
H̺1
(
P1 \D,Sω1(V ,∇)⊗ E(u−1x−1)
) ≃ H1(P˜1(D),M((V ,∇)⊗ E(u−1x−1)))
−→ H̺1
(
P1 \D, (V ,∇)⊗ E(u−1x−1)). (216)
Construction of C
(J1−)
u For J1 ∈ T (I) such that J1− ⊂ I − π, we construct the constructible subsheaf
M(J1−)̺((V ,∇)⊗ E(u−1x−1)) ⊂ L̺((V ,∇)⊗ E(u−1x−1)) by using K(J1−)1 instead of K(J1+)1 . Then, we obtain
the desired map C
(J1−)
u by a similar argument.
9.4 Proof
9.4.1 Proof of Proposition 9.3
We prove the case of “+”. The other case can be proved similarly. By Lemma 9.2, we obtain the following:
Hrd1
(
C∗, (V,∇)⊗ E(u−1x−1)) = ImA(J1+)∞,u ⊕ ⊕
J∈N(J1+)
ImA
(J1+)
J,u .
Let N′(J1+) be the set of J ∈ T (I) such that θ0 − (1 +ω−1)π ≤ ϑJℓ ≤ θ1 − 2π/ω. Let N′′(J1+) be the set of
J ∈ T (I) such that θ1 < ϑJℓ < θ0. Let N′′′(J1+) be the set of J ∈ T (I) such that θ0 ≤ ϑJℓ < θ0 + (1 − ω−1)π.
We have N(J1+) = N
′(J1+) ⊔N′′(J1+) ⊔N′′′(J1+).
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Let W′1(I,+) be the set of J ∈ T (I) such that θ0 − π ≤ ϑJℓ < θ1 − π/ω. We have the bijection W′1(I,+) ≃
N′(J1+) given by J 7−→ J − π/ω. We can easily observe that⊕
J∈W′1(I,+)
ImBJ+,u =
⊕
J∈N′(J1+)
ImA
(J1+)
J,u .
Let W′′1 (I,+) be the set of J ∈ T (I) such that θ1+π/ω ≤ ϑJℓ ≤ θ0. We have W1(I,+) = W′1(I,+)⊔W′′1 (I,+).
We have the bijection W′′1 (I,+) ≃ N′′(J1+) given by J 7−→ J + π/ω. We can easily observe⊕
J∈W′′1 (I,+)
ImBJ+,u =
⊕
J∈N′′(J1+)
ImA
(J1+)
J,u .
Hence, we obtain the following:
Hrd1
(
C∗, (V,∇)⊗ E(u−1x−1)) = ImA(J1+)∞,u ⊕ ⊕
J∈N′′′(J1+)
ImA
(J1+)
J,u ⊕
⊕
J∈W1(I,+)
ImBJ+,u.
We have ImA
(J1+)
J,u ≡ ImAJ+,u modulo
⊕
J∈W1(I,+) ImBJ+,u. Thus, the proof of Proposition 9.3 is completed.
9.4.2 Proof of Proposition 9.6
We explain the proof in the case of “+”. The other case can be proved similarly. To simplify the description,
we omit to denote the superscript “(J1+)”. We take a small positive number ǫ > 0. We consider the subspaces
Y0,ǫ := [0, ǫ[×S1 and Y1,ǫ := [ǫ,∞[×S1 of P˜1. Let jYi,ǫ −→ P˜1 denote the inclusions Yi,ǫ −→ P˜1. Let qYi,ǫ denote
the projection Yi,ǫ −→ S1.
We have the following exact sequence on Y0,ǫ:
0 −→ q−1Y0,ǫ
(
LV,<0S1
) −→ q−1Y0,ǫ(LV,≤0S1 ) h−→ q−1Y0,ǫ(LS1) −→ 0. (217)
We have the constructible subsheaf j−1Y0,ǫM
(
(V,∇) ⊗ E(u−1x−1)) ⊂ q−1Y0,ǫ(LS1). We obtain the constructible
subsheaf Mˇ((V,∇) ⊗ E(u−1x−1)) of q−1Y0,ǫ(LV,≤0S1 ) as the pull back of j−1Y0,ǫM((V,∇) ⊗ E(u−1x−1)) by h. We
have the constructible subsheaf j−1Y0,ǫL<0
(
(V,∇)⊗E(u−1x−1)) ⊂ q−1Y0,ǫ(LS1). We obtain Lˇ<0((V,∇)⊗E(u−1x−1))
as the pull back of j−1Y0,ǫL<0
(
(V,∇)⊗ E(u−1x−1)) by h. We have the following commutative diagram:
jY0,ǫ!Mˇ
(
(V,∇)⊗ E(u−1x−1)) a1−−−−→ M((V,∇) ⊗ E(u−1x−1))y y
jY0,ǫ!Lˇ<0
(
(V,∇)⊗ E(u−1x−1)) a2−−−−→ L<0((V,∇)⊗ E(u−1x−1))
We have the following:
Ker(a1) = Ker(a2) = jY0,ǫ!q
−1
Y0,ǫ
(
LV,<0S1
)
, Cok(a1) = Cok(a2) = jY1,ǫ!q
−1
Y1,ǫ
LS1 .
Hence, Ker(ai) and Cok(ai) are acyclic with respect to the global cohomology. We obtain the following com-
mutative diagram:
H1
(
P˜1, jY0,ǫ!Mˇ
(
(V,∇)⊗ E(u−1x−1))) ≃−−−−→ Hrd1 (C∗, S˜ω(V,∇)⊗ E(u−1x−1))y y
H1
(
P˜1, jY0,ǫ!Lˇ<0
(
(V,∇)⊗ E(u−1x−1))) ≃−−−−→ Hrd1 (C∗, (V,∇)⊗ E(u−1x−1)).
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We may naturally regard Y0,ǫ as subspaces of P˜
1(D). Let j′Yi,ǫ denote the inclusions Yi,ǫ −→ P˜1(D). We
have the following natural commutative diagram:
H1
(
P˜1, jY0,ǫ!Mˇ
(
(V,∇)⊗ E(u−1x−1))) ≃−−−−→ H1(P˜1(D), j′Y0,ǫ!Mˇ((V,∇)⊗ E(u−1x−1))))y y
H1
(
P˜1, jY0,ǫ!Lˇ<0
(
(V,∇)⊗ E(u−1x−1))) ≃−−−−→ H1(P˜1(D), j′Y0,ǫ!Lˇ<0((V,∇)⊗ E(u−1x−1)))
We have the following natural commutative diagram:
j′Y0,ǫ!Mˇ
(
(V,∇)⊗ E(u−1x−1)) c1−−−−→ M̺((V ,∇)⊗ E(u−1x−1))
c2
y c3y
j′Y0,ǫ!Lˇ<0
(
(V,∇)⊗ E(u−1x−1)) c4−−−−→ L̺((V ,∇)⊗ E(u−1x−1)).
The morphisms ci are monomorphisms, and the following is exact:
0 −→ j′Y0,ǫ!Mˇ
(
(V,∇)⊗ E(u−1x−1)) c1+c2−→
M̺((V ,∇)⊗ E(u−1x−1))⊕ j′Y0,ǫ!Lˇ<0((V,∇)⊗ E(u−1x−1)) c3−c4−→
L̺((V ,∇)⊗ E(u−1x−1)) −→ 0 (218)
We have Hrdi
(
C∗, (V,∇) ⊗ E(u−1x−1)) = Hrdi (C∗, (V reg,∇) ⊗ E(u−1x−1)) = 0 unless i = 1. We also have
H̺i
(
P1 \ D, (V ,∇) ⊗ E(u−1x−1)) = H̺i (P1 \ D, S˜ω(V ,∇) ⊗ E(u−1x−1)) = 0 unless i = 1. Hence, we obtain
the commutativity of the upper square of (209), and the exact sequence (210). Because A
(J1+)∞,u is injective, we
obtain the injectivity of C
(J1+)
u by an argument in the proof of Proposition 7.5.
Let us study the commutativity of the lower square of the diagram (209). Let Y2,ǫ :=]0, ǫ[×S1. Let jY2,ǫ :
Y2,ǫ −→ P˜1 denote the inclusion. We have the constructible subsheaf
j−1Y0,ǫM
(
(V,∇)⊗ E(u−1x−1)) ⊂ q−1Y0,ǫ(LS1) ⊂ q−1Y0,ǫ(LVS1/LV,<0S1 ).
We have the constructible subsheaf Mˆ((V,∇) ⊗ E(u−1x−1)) ⊂ q−1Y0,ǫ(LVS1/LV,<0S1 ) determined by the following
conditions.
• Mˆ((V,∇)⊗ E(u−1x−1))|Y2,ǫ = q−1Y0,ǫ(LVS1/LV,<0S1 )|Y2,ǫ .
• Mˆ((V,∇)⊗ E(u−1x−1))|{0}×S1 =M((V,∇)⊗ E(u−1x−1))|{0}×S1 .
Let j : Y2,ǫ −→ Y0,ǫ denote the inclusion. We have the following exact sequence:
0 −→ j′Y0,ǫ∗j−1Y0,ǫM
(
(V,∇)⊗ E(u−1x−1)) −→ j′Y0,ǫ∗Mˆ((V,∇)⊗ E(u−1x−1)) −→
j′Y0,ǫ∗j!
(
q−1Y2,ǫ
(
LVS1/L
V,≤0
S1
)) −→ 0. (219)
Note that j′Y0,ǫ∗j!
(
q−1Y2,ǫ
(
LVS1/L
V,≤0
S1
))
is acyclic with respect to the global cohomology.
Similarly, we have the constructible subsheaf Lˆ≤0((V,∇) ⊗ E(u−1x−1)) ⊂ q−1Y0,ǫ
(
LVS1/L
V,<0
S1
)
determined by
the following conditions.
• Lˆ≤0((V,∇)⊗ E(u−1x−1))|Y2,ǫ = q−1Y0,ǫ
(
LVS1
/
LV,<0S1
)
|Y2,ǫ .
• Lˆ≤0((V,∇)⊗ E(u−1x−1))|{0}×S1 = L≤0((V,∇)⊗ E(u−1x−1))|{0}×S1 .
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Then, the cokernel of the natural morphism
j′Y0,ǫ∗j
−1
Y0,ǫ∗L≤0((V,∇) ⊗ E(u−1x−1)) −→ j′Y0,ǫ∗Lˆ≤0((V,∇)⊗ E(u−1x−1))
is acyclic with respect to the global cohomology. Hence, the morphism
H1
(
P˜1(D), j′Y0,ǫ∗Mˆ
(
(V,∇)⊗ E(u−1x−1))) −→ H1(P˜1(D), j′Y0,ǫ∗Lˆ≤0((V,∇) ⊗ E(u−1x−1)))
is identified with A
(J1+) mg∞,u . Then, we obtain the the commutativity of the lower square of the diagram (209)
from the following commutative diagram:
M̺((V ,∇)⊗ E(u−1x−1)) −−−−→ L̺((V ,∇)⊗ E(u−1x−1))y y
j′Y0,ǫ∗Mˆ
(
(V,∇)⊗ E(u−1x−1)) −−−−→ j′Y0,ǫ∗Lˆ≤0((V,∇) ⊗ E(u−1x−1)).
Thus, the proof of Proposition 9.6 is completed.
9.4.3 Proof of Proposition 9.7
We give only indications. First, we study the case V = V . Take J ∈ T (I) such that J ⊂ I − π. For any
v ∈ H0(R,HSh) ≃ Hrd1
(
C∗, S˜ω(V,∇)⊗ E(x−1u−1)
)
, we have
A(J+)∞,u (v)−A(J−)∞,u (v) = −BJ,u
(
RJ (v)
)
+BJ,u
(
RJ (M(v))
)
,
A(J+) mg∞,u (v)−A(J−) mg∞,u (v) = −BJ,u
(
RJ(v)
)
.
Note that the following diagram is commutative:
H0(J, L)
≃−−−−→ Hrd1
(
C∗, S˜ω(V,∇)⊗ E(x−1u−1)
) A(J±)∞,u−−−−→ Hrd1 (C∗, (V,∇)⊗ E(x−1u−1))
id−M
y y y
H0(J, L)
≃−−−−→ Hmg1
(
C∗, S˜ω(V,∇)⊗ E(x−1u−1)
) A(J±) mg∞,u−−−−−−→ Hmg1 (C∗, (V,∇)⊗ E(x−1u−1)).
For J ∈ T (I) such that J ⊂ I, and for v ∈ H0(J, LJ,<0), we have
AJ+,u(v) −AJ−,u(v) = A(J−π)−∞,u
(
ΦJ−π,J(v)
)−B(J−π)−,u(RJ(ΦJ−π,J(v))).
Take J ∈ T (I) such that ϑJℓ = ϑIℓ . For v ∈ H0(J, LJ,<0), we have the following equality:
AJ+,u(v) =
∑
J−π<J′≤J−π/ω
BJ′−,u
(
RJ′(Φ
J′,J(v))
)
.
Take J ∈ T (I) such that ϑJr = ϑIr . For v ∈ H0(J, LJ,<0), we have the following equality:
AJ−,u(v) =
∑
J+ω/π≤J′<J+π
−BJ′−2π,u
(
Ψ ◦RJ′(ΦJ′,J(v))
)
.
The claim of Proposition 9.7 for V = V is obtained as a translation of these formulas.
Let us study the general case. Take J ∈ T (I) such that J ⊂ I − π. For any y ∈ H̺1
(
C \ D, S˜ω(V ,∇) ⊗
E(x−1u−1)), we have
C(J+)u (y)− C(J−)u (y) = −BJ,u
(
RJ (∂y)
)
.
Here, ∂(y) denotes the image of y by the following natural morphisms:
H̺1
(
C \D, S˜ω(V ,∇)⊗ E(x−1u−1)
) −→ Hmg1 (C \D, S˜ω(V ,∇)⊗ E(x−1u−1)) −→
Hmg1
(
C∗, S˜ω(V,∇)⊗ E(x−1u−1)
) ≃ H0(R,HSh). (220)
Then, we obtain the claim of the proposition.
109
9.4.4 Proof of Proposition 9.8
We give an indication for the proof of a1 = a. Set J1 := ν
+
0 (J). The equality b1 = b can be proved similarly
and more easily. For J1 − pπ/n ≤ J ′ < J1 + 2π − pπ/n, we take θJ′ ∈ J ′, and let ΓJ be a path connecting
(0, θ′J) and (1, ϑ
J1
ℓ ). Any v ∈ H0(J ′, LJ′,≤0) induces a section v˜ along ΓJ . We have the decomposition
v = uJ1,−,0 +
∑
J1−pπ/n≤J′<J1+pπ/n
uJ′
where uJ1,−,0 is a section of LJ1,−,0, and uJ′ are sections of LJ′,<0. We obtain the following cycle
AJ (v) = v˜ ⊗ ΓJ′ − uJ1,−,0 ⊗ ΓJ1 −
∑
J1−pπ/n≤J′<J1+pπ/n
uJ′ ⊗ ΓJ′ .
Let A′
J
(v) ∈ Hrd1 (C∗, V ⊗ E(x−1u−1)) denote the induced elements. Then, we can easily observe that A′J (v)
satisfy the relation in §5.2.6. Moreover, we have
C(J1−)u (v) = a(v) +
∑
J′
A′J (J
′,PJ′ ◦ ΦJ
′,J1
0 (v)). (221)
The equality a1 = a is the translation of (221).
10 Estimate of growth orders
10.1 Preliminaries
10.1.1 Some types of paths
Let R≥0 := R≥0 ∪ {∞}. Set X := R × R. For θ1, θ2 ∈ R and 0 < r < ∞, let γh(r; θ1, θ2) : [0, 1] −→ X denote
the path given as γh(r; θ1, θ2)(s) = (r, sθ2 + (1 − s)θ1). For θ ∈ R and 0 < r < ∞, let γv(r; θ) : [0, 1] −→ X
denote the path given as γv(r; θ)(s) = (rs, θ). For θ ∈ R and 0 < r2 < r1 < ∞, let γv(r1, r2; θ) : [0, 1] −→ X
denote the path given as γv(r1, r2; θ)(s) = ((1− s)r1 + sr2, θ). For θ ∈ R and 0 < r <∞, let γv(∞, r; θ) denote
the path given as γv(∞, r; θ)(s) = (s(1 − s)−1, θ).
We identify P˜1 with R≥0 × S1 by the polar coordinate. We have the morphism X −→ P˜1 induced by
θ 7−→ e
√−1θ. We use the same notation to denote the induced paths on P˜1.
10.1.2 Metrics
Let C be a complex curve with a discrete subset D. Let V be a locally free OC(∗D)-module. A Hermitian
metric hV of V|C\D is called adapted to the meromorphic structure of V if the following holds:
• Take any point P of D. Take a frame v = (v1, . . . , vr) of V on a neighbourhood CP of P in C with a
holomorphic coordinate zP such that zP (P ) = 0. Let H denote the Hermitian-matrix valued function on
CP \ {P} determined by Hi,j = h(vi, vj). Then, A−1|z|NIi ≤ H ≤ A|z|−NIr for some positive constants
A and N , where Ir denote the r-th identity matrix.
Take P ∈ D with a neighbourhood as above. If an adapted metric hV is given, a section f of V on CP \ P is a
section of V on CP if and only if |f |hV = O(|zP |−N ) for some N .
10.1.3 Stokes filtrations and adapted metrics
Let (V ,∇) be a meromorphic flat bundle on (∆, 0). Let hV be an adapted metric for V . Let I denote the set of
ramified irregular values. Let (L,F) be the associated local system with Stokes structure. Let ϕ1 : R −→ ̟−1(0)
be given by ϕ1(θ) = e
√−1θ.
Let ̟ : ∆˜ −→ ∆ denote the oriented real blow up along 0. We have the local system L on ∆˜ corresponding
to the flat bundle (V ,∇)|∆\{0}.
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Take θ ∈ R. Let s ∈ Lθ. We have the induced flat section s˜ of L on a neighbourhood U of ϕ1(θ) in ∆˜. Note
that we may naturally regard elements of I as functions on U \̟−1(0) by the choice of θ. The following lemma
is obvious.
Lemma 10.1 s is contained in Fθa for a ∈ I if and only if |s|hV = O
(
exp
(−Re(a)) · |z|−N) for some N .
10.1.4 Estimate of cycles and the induced sections
Let D be a finite subset of C. Let (V ,∇) be a meromorphic flat bundle on (P1, D∪ {∞}). We take a metric hV
of V|C\D which is adapted to the meromorphic structure of V . For ̺ ∈ D(D), we set VF̺ := Four+(V(̺)). We
take a neighbourhood U∞ of ∞ such that VF̺|U∞ are meromorphic flat bundles on (U∞,∞). We take metrics
h̺ of VF̺|U∞\{∞} which are adapted to the meromorphic structure.
For any u ∈ C∗, we have the natural metric hu of E(zu−1) = OP1(∗∞) given by |1|hu = 1. Let hVu denote
the induced metric on V ⊗ E(zu−1).
Let P˜1D∪∞ −→ P1 denote the oriented real blow up along D ∪ {∞}. Take θu ∈ R and C > 0, and we put
u := Ce
√−1θu.
Let dP1 be the distance induced by a Riemannian metric of P
1. For any ℓ ∈ Z, we set W̺,⋆,ℓ(β) :=∏
α∈̺−1(⋆) dP1(α, β)
ℓ.
Let c(t) =
∑N
i=1 ci,t ⊗ γi,t (0 < t < t0) be a ̺-type 1-cycles for (V ,∇) ⊗ E(zu−1t−1). Suppose that we are
given Qi(t) ∈ R[t−1/e] (i = 1, . . . , N) and m ∈ R such that the following holds.
• For any ℓ ∈ R, there exist M(ℓ) > 0 and C(ℓ) > 0 such that∫
γi,t
∣∣ci,t∣∣hVutW̺,∗(m)W̺,!(ℓ) ≤ C(ℓ) exp(Qi(t))t−M(ℓ).
Let [c(t)] denote the element of VF̺|ut induced by c(t).
Lemma 10.2 We have C > 0 and M > 0 such that
∣∣[c(t)]∣∣
h̺
≤ C exp(maxiQi(t))t−M .
Proof Let ̺1 ∈ D(D) be determined by {̺1(α), ̺(α)} = {!, ∗}. We set V1 := Four−(V∨(̺1)). We have a
natural isomorphism V1|U∞ ≃ (VF̺|U∞)∨ as a meromorphic flat bundle. Set U∗∞ := U∞ \ {∞}. The natural
pairing 〈〈·, ·〉〉 : VF̺|U∗∞ ⊗ V1|U∗∞ −→ OU∗∞ at tu is induced by the following pairing:
H̺1
(
C \D,V ⊗ E(zu−1t−1))⊗H1(P1,V∨(̺1)⊗ E(−zu−1t−1)⊗ Ω•) −→ C.
We have the natural section 1 of E(−zu−1t−1), which we denote by e−u−1t−1 . Set D1 := ̺−11 (!). We take a
large number m1 > m. If m1 is sufficiently large, we can easily check the following. (For example, see the proof
of Lemma 2.16.)
• Let s be a section of V∨(−m1D1). Then, s · e−u−1 dz induces an element of V1|u = H1
(
P1,V∨(̺1) ⊗
E(−zu−1t−1)⊗ Ω•). The induced section of V1|U∗∞ is denoted by [s · e−u−1 dz].
• An appropriate tuple of such sections induces a frame of V1|U∞(∗).
We have ∣∣〈ci,t, s · e−u−1t−1dz〉∣∣ ≤ C1|ci,t|hVtu · |s|hV∨ |dz|.
Then, we have ∣∣∣〈〈[c(t)], [se−u−1t−1 dz]〉〉|tu∣∣∣ ≤ N∑
i=1
Ci exp(Qi(t))t
−Ni . (222)
We obtain the claim of the lemma from the estimates (222).
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10.2 Some estimates
10.2.1 Critical points of some functions on R
The calculations in this subsection are essentially contained in [20, §3, §4]. Take κ := (κ1, κ2) ∈ R2. Take
ω ∈ Q>0. We consider the following function:
Hκ(θ) =
1
ω
cos(ωθ − κ1) + cos(θ − κ2).
We have ∂θHκ(θ) = − sin(ωθ−κ1)− sin(θ−κ2). We have ∂θHκ(θ) = 0 if and only if one of the following holds:
(i) ωθ − κ1 = −(θ − κ2) + 2mπ for an integer m, (ii) ωθ − κ1 = θ − κ2 + (2q + 1)π for an integer q. We set
[ω,m;κ] :=
1
ω + 1
(κ1 + κ2 + 2mπ).
If ω 6= 1, we also set
(ω,m;κ) :=
1
ω − 1
(
κ1 − κ2 + (2m+ 1)π
)
.
Then, the condition (i) is equivalent to θ = [ω,m;κ] for an integer m, and the condition (ii) is equivalent to
θ = (ω,m;κ) for an integer m. We have the following:
cos
(
ω[ω,m;κ]− κ1
)
= cos
(
[ω,m;κ]− κ2
)
, cos
(
ω(ω,m;κ)− κ1
)
= − cos((ω,m;κ)− κ2).
Let Cr1(ω,κ) denote the set of [ω,m;κ] (m ∈ Z). Let Cr2(ω,κ) denote the set of (ω,m;κ) (m ∈ Z). When we
consider Cr2(ω,κ), we implicitly assume that ω 6= 1. If θ0 ∈ Cr1(ω,κ), we have
∂2θHκ(θ0) = −(ω + 1) cos(ωθ0 − κ1) = −ωHκ(θ0).
If θ0 ∈ Cr2(ω,κ), we have
∂2θHκ(θ0) = (−ω + 1) cos(ωθ0 − κ1) = ωHκ(θ0).
Hence, for θ0 ∈ Cr1(ω,κ), Hκ(θ0) is a maximal (resp. minimal) if Hκ(θ0) > 0 (resp. Hκ(θ0) < 0). Similarly,
for θ0 ∈ Cr2(ω,κ), Hκ(θ0) is a maximal (resp. minimal) if Hκ(θ0) < 0 (resp. Hκ(θ0) > 0).
For any κ ∈ R and ℓ ∈ R \ {0}, we set
Tℓ(κ)+ :=
{
]ℓ−1(κ− π/2 + 2mπ), ℓ−1(κ+ π/2 + 2mπ)[
∣∣∣m ∈ Z},
Tℓ(κ)− :=
{
]ℓ−1(κ+ π/2 + 2mπ), ℓ−1(κ+ 3π/2 + 2mπ)[
∣∣∣m ∈ Z}.
We set Tℓ(κ) := Tℓ(κ)+ ⊔ Tℓ(κ)−. We have ± cos(ℓθ − κ) > 0 on Tℓ(κ)±.
Lemma 10.3 Take θ0 ∈ Cr1(ω,κ) ∪Cr2(ω,κ). Then, θ0 is an end point of an interval J ∈ Tω(κ1) if and only
if θ0 is an end point of an interval J
′ ∈ T1(κ2). Moreover, we have
cos(ω(θ0 + a)− κ1) cos(θ0 + a− κ2) < 0
if 0 < |a| is sufficiently small.
Lemma 10.4 Take J1 ∈ Tω(κ1)± and J2 ∈ T1(κ2)±.
• We have J1 ∩ J2 6= ∅ if and only if J1 ∩ J2 ∩Cr1(ω,κ) 6= ∅. Moreover, J1 ∩ J2 ∩Cr1(ω,κ) consists of one
element.
• If J1 ∩ J2 = {θ0}, then θ0 ∈ Cr1(ω,κ). If n 6= p, it is also an element of Cr2(ω,κ).
Proof The second claim can be checked by a direct computation. We can prove the first claim by the continuity
argument with varying κ2.
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Lemma 10.5 Suppose ω > 1. Take J1 ∈ Tω(κ1)± and J2 ∈ T1(κ2)∓.
• We have J1 ⊂ J2 if and only if J1 ∩ J2 ∩ Cr2(ω,κ) 6= ∅. Moreover, J1 ∩ J2 ∩ Cr2(ω,κ) consists of one
element.
• If J1 ⊂ J2 and J1 \ J2 = {θ0}, then θ0 ∈ Cr2(ω,κ). It is also an element of Cr1(ω,κ).
In particular, for J ∈ Tω(κ1)±, we have J ∩ Cr2(ω,κ) 6= ∅ if and only if J ⊂ J ′ for some J ′ ∈ T1(κ2)∓.
Proof The second claim is implied by Lemma 10.4. We can prove the first claim by using the continuity with
varying κ2.
Similarly, we obtain the following.
Lemma 10.6 Suppose ω < 1. Take J1 ∈ Tω(κ1)± and J2 ∈ T1(κ2)∓.
• We have J2 ⊂ J1 if and only if J1 ∩ J2 ∩ Cr2(ω,κ) 6= ∅. Moreover, J1 ∩ J2 ∩ Cr2(ω,κ) consists of one
element.
• If J2 ⊂ J1 and J2 \ J1 = {θ0}, then θ0 ∈ Cr2(ω,κ). It is also an element of Cr1(ω,κ).
In particular, for J ∈ T1(κ2)±, we have J ∩ Cr2(ω,κ) 6= ∅ if and only if J ⊂ J ′ for some J ′ ∈ Tω(κ1)∓.
Corollary 10.7 Take J1 ∈ Tω(κ1)± and J2 ∈ T1(κ2)∓. If J1 \ J2 6= ∅ and J2 \ J1 6= ∅, then we have
J1 ∩ J2 ∩ Cr2(ω,κ) = ∅. In particular, Hκ|J1∩J2 is monotonic on J1 ∩ J2.
Lemma 10.8 Take J ∈ Tω(κ1)+ such that J ∩Cr1(ω;κ) 6= ∅. Take θ0 ∈ J ∩Cr1(ω;κ). We have J ′ ∈ T1(κ2)+
such that θ0 ∈ J ′.
• If ω > 1, θ0 is the unique maximum point of Hκ|J .
• If ω < 1, θ0 is the unique maximum point of Hκ|J′ .
• If ω = 1, θ0 is the unique maximum point of Hκ|J′∪J .
Proof If ω > 1, by the previous lemmas, we obtain that θ0 is the unique critical point of HJ . Similarly, if
ω < 1, we obtain that θ0 is the unique critical point of HJ′ . If ω = 1, because Cr2(ω,κ) = ∅, θ0 is the unique
critical point of HJ∪J′ . Then, the claim of the lemma follows.
Perturbation Let us consider the following function
H(1)
κ,r :=
r−ω
ω
cos
(
ωθ − κ1
)
+ r−1 cos
(
θ − κ2
)
.
Lemma 10.9 Suppose that ω > 1. Set θ0 := (ω,m;κ), and assume cos(ωθ0 − κ1) = 0. We take a small ǫ > 0
such that | sin(ωθ+π/2)| < | sin(θ+π/2)| if 0 < |θ| < ǫ. Then, there is no critical point of H(1)κ,r in ]θ0− ǫ, θ0+ ǫ[
if 1 < r.
Proof We have ∂θH
(1)
κ,r = −r−ω sin(ωθ − κ1)− r−1 sin(θ − κ2). By the condition, we have ωθ0 − κ1 = π2 + ℓπ
and θ0 − κ1 = −π2 + ℓπ − 2mπ. Because
sin(ωθ − κ1) = (−1)ℓ sin
(
ω(θ − θ0) + π
2
)
, sin(θ − κ2) = −(−1)ℓ sin
(
(θ − θ0) + π
2
)
.
we have ∂θH
(1)
κ,r(θ) 6= 0 for any θ ∈]θ0 − ǫ, θ0 + ǫ[ if r > 1.
Let us consider the following function
H(2)κ,r :=
r−ω
ω
cos
(
ωθ − κ1
)
+ r cos
(
θ − κ2
)
.
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Lemma 10.10 Set θ0 := [ω,m;κ], and assume cos(nθ0 − κ1) = 0.
• If ω > 1, we take a small ǫ > 0 such that sin(ωθ + π/2) < sin(θ + π/2) for any 0 < |θ| < ǫ. Then, there
is no critical point of H
(2)
κ,r in ]θ0 − ǫ, θ0 + ǫ[ if 1 < r.
• If ω < 1, we take a small ǫ > 0 such that sin(ωθ + π/2) > sin(θ + π/2) for any 0 < |θ| < ǫ. Then, there
is no critical point of H
(2)
κ,r in ]θ0 − ǫ, θ0 + ǫ[ if 1 > r.
• If ω = 1, we take ǫ < π/2. Then, there is no critical point of H(2)κ,r in ]θ0 − ǫ, θ0 + ǫ[ if r 6= 1.
Proof The case ω 6= 1 can be proved similarly. Suppose ω = 1. If cos(θ0 − κ1) = 0, we have H(2)κ,r =
(r − r−1) cos(θ − κ1). Hence, the claim is clear.
10.2.2 Behaviour of some functions along paths (1)
Take κ = (κ1, κ2) ∈ R2 and ω ∈ Q>0. We consider the following function on R>0 × R:
fκ(r, θ) :=
r−ω
ω
cos(ωθ − κ1) + r cos(θ − κ2).
We have d(r,θ)f = 0 if and only if r = 1 and θ ∈ Cr1(ω,κ).
Paths which contain a critical point Set θ0 := [ω,m;κ]. Suppose that cos(ωθ0 − κ1) < 0. Let Γθ0
be the path (t, θ0) (0 < t < ∞). We have fκ|Γθ0 (r) = (r−ω/ω + r) cos(ωθ0 − κ1). Then, it is easy to see
that r = 1 is the unique maximum point of fκ|Γθ0 (r). We have fκ|Γθ0 (r) ∼ cos(ωθ0 − κ1)r as r → ∞, and
fκ|Γθ0 (r) ∼ ω−1 cos(ωθ0 − κ1)r−ω as r → 0.
Suppose that cos(ωθ0−κ1) > 0. We have the intervals J1 =]θ1, θ1+π/ω[∈ Tω(κ1) and J2 =]θ2, θ2+π[∈ T1(κ2)
such that θ0 ∈ Ji. Take a small δ > 0. If ω > 1, we have the paths Γθ0 = γh(1; θ1 − δ, θ1 + π/ω + δ). If ω < 1,
we have the paths Γθ0 = γh(1; θ2 − δ, θ2 + π + δ). If ω = 1, we have the paths Γθ0,− = γh(1; θ1 − δ, θ2 + π + δ)
and Γθ0,+ = γh(1; θ2 − δ, θ1 + π/ω + δ). Then, (1, θ0) is the unique maximum point of the restriction of f to
the paths.
Suppose that cos(ωθ0 − κ1) = 0. Take a small neighborhood U of (1, θ0). Take a small positive number
ǫ > 0. Note that cos(ω(θ0+ǫ)−κ1) cos((θ0+ǫ)−κ2) < 0. Set v := (1, 1) if cos((θ0+ǫ)−κ2) < 0, or v := (−1, 1)
if cos((θ0 + ǫ) − κ2) > 0. Let Γθ0 be the paths given as (1, θ0) + tv (−ǫ ≤ t ≤ ǫ). Then, (1, θ0) is the unique
maximum point of fκ|Γθ0 .
Vertical paths Take θ1 such that cos(ωθ1 − κ1) cos(θ1 − κ2) 6= 0. Let us consider the restriction of f to
Lθ1 = {(r, θ1) | 0 < r <∞}. We have the following obvious lemma.
Lemma 10.11 If cos(ωθ1−κ1) cos(θ1−κ2) < 0, fκ|Lθ1 is monotonic. If cos(ωθ1−κ1) < 0 and cos(θ1−κ2) < 0,
then fκ|Lθ1 < 0.
Horizontal paths Let θ0 = [ω,m;κ]. Suppose that cos(ωθ0 − κ1) = 0.
Lemma 10.12 We have δi > 0 (i = 1, 2) such that the following holds.
• If ω > 1, fκ(r, θ) is monotonic on ]θ0 − π/ω − δ1, θ0 + π/ω + δ1[ if 1 < r < 1 + δ2.
• If ω < 1, fκ(r, θ) is monotonic on ]θ0 − π − δ1, θ0 + π + δ1[ if 1− δ2 < r < 1.
Proof Suppose cos(ωθ0−κ1) = 0. In the case ω > 1, θ0 is a unique critical point of Hκ on [θ0−π/ω, θ0+π/ω].
Then, the claim follows from Lemma 10.10. The case ω < 1 can be also argued similarly.
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Perturbation of functions Let A be a finite subset in {a ∈ Q | 0 < a < ω}, and take c ∈ CA. Let us consider
the following function on R>0 × R:
Fκ,c(r, θ) =
r−ω
ω
e
√−1(−ωθ+κ1) + re
√−1(θ−κ2) +
∑
j∈A
cjr
−je−
√−1jθ.
We obtain the following function:
fκ,c(r, θ) := ReFκ,c =
r−ω
ω
cos(ωθ − κ1) + r cos(θ − κ2) +
∑
j∈A
Re
(
cjr
−je−
√−1jθ).
We may regard Fκ,c as a holomorphic function of η = log r +
√−1θ.
Take η0 =
√−1θ0 with θ0 = [ω,m,κ]. We have the path Γθ0 as above.
Lemma 10.13 For any ǫ1 > 0, we have δ > 0 such that the following holds if |c| < δ.
• We have a unique root ηc of the function ∂ηFκ,c in {|η − η0| < ǫ1}.
• We have a path Γθ0,c such that (i) Γθ0,c contains ηc, (ii) Γθ0,c and Γθ0 are equal on the outside of Γ−1θ0
({|η−
η0| < ǫ1}
)
, (iii) ηc is the unique maximum point of the restriction of ReFκ,c to Γθ0,c.
10.2.3 Behaviour of some functions along paths (2)
Take ω ∈ Q>1. Take κ = (κ1, κ2) ∈ R2. We consider the following function on R>0 × R:
Gκ(r, θ) =
r−ω
ω
e
√−1(−ωθ+κ1) + r−1e
√−1(−θ+κ2)
By taking the real part, we obtain the following:
gκ(r, θ) := ReGκ(r, θ) =
r−ω
ω
cos(ωθ − κ1) + r−1 cos(θ − κ2).
Paths which contain a critical point Let θ0 = (ω,m;κ). Suppose that cos(ωθ0 − κ1) < 0. Let Γθ0 be the
path (t, θ0) (0 < t < C). We have gκ|Γθ0 (t) = (t
−ω/ω − t−1) cos(ωθ0 − κ1). It is easy to see that t = 1 is the
unique maximum point of gκ|Γθ0 (t). Note that we have gκ(1, θ0) = −(1 − ω−1) cos(ωθ0 − κ1) > 0. We have
gκ|Γθ0 (r) ∼ ω−1 cos(ωθ0 − κ1)r−ω as r → 0. If C is sufficiently large, we have 0 < gκ(C, θ0) << gκ(1, θ0).
Suppose that cos(ωθ0 − κ1) > 0. We have the intervals J1 =]θ1, θ1 + π/ω[∈ Tω(κ1)+ and J2 =]θ2, θ2 + π[∈
T1(κ2)− such that θ0 ∈ J1 ⊂ J2. Take a small δ > 0. We have the paths Γθ0 = γh(1; θ1− δ, θ1+π/ω+ δ). Then,
(1, θ0) is the unique maximum point of the restriction of gκ to the path.
Suppose that cos(nθ0 − κ1) = 0. Take a small neighborhood U of (1, θ0). Take a small positive number
ǫ > 0, then cos(ω(θ0 + ǫ)− κ1) cos((θ0 + ǫ)− κ2) < 0. Set v := (1, 1) if cos((θ0 + ǫ)− κ2) < 0, or v := (−1, 1)
if cos((θ0 + ǫ) − κ2) > 0. Let Γθ0 be the paths given as (1, θ0) + tv (−ǫ ≤ t ≤ ǫ). Then, (1, θ0) is the unique
maximum point of gκ|Γθ0 .
Vertical paths Take θ1 such that cos(ωθ1 − κ1) < 0 and cos(θ1 − κ2) < 0. It is easy to check the following.
Lemma 10.14 Let Lθ1 = {(r, θ1) | 0 < r <∞}. Then, g|Lθ1 is negative and monotonic increasing with respect
to r.
We also have the following lemma.
Lemma 10.15 Set θ0 = (ω,m;κ). Suppose cos(ωθ0 − κ1) = 0. We have δ > 0 such that g is monotonic with
respect to r on
{
(r, θ)
∣∣ 0 < r ≤ 1} if |θ0 − θ| < δ. We also have g < 0 on {(r, θ) | r ≥ 1 + δ} if cos(θ − κ2) < 0
where θ is close to θ0.
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Proof We have ∂rg = −r−ω−1 cos(ωθ − κ1) − r−2 cos(θ − κ2). We have cos(ωθ − κ1) ∼ ±ω(θ − θ0) and
cos(θ − κ2) ∼ ∓(θ − θ0). Then, the first claim is clear. Because the zero set is close to {(1, θ)}, we obtain the
second claim.
Lemma 10.16 Take θ2 = (ω,m,κ).
• Suppose that cos(ωθ2−κ1) sin(ωθ2−κ1) > 0. If θ′2−θ2 is positive and sufficiently small, then g is monotonic
on {(r, θ′2) | r ≥ 1}. If θ2−θ′2 is positive and sufficiently small, then g is monotonic on {(r, θ′2) | 0 ≤ r ≤ 1}.
• Suppose that cos(ωθ2 − κ1) sin(ωθ2 − κ1) < 0. If θ′2 − θ2 is positive and sufficiently small, then g is
monotonic on {(r, θ′2) | 0 ≤ r ≤ 1}. If θ2 − θ′2 is positive and sufficiently small, then g is monotonic on
{(r, θ′2) | r ≥ 1}.
Proof The following holds.
• Suppose that cos(ωθ2− κ1) sin(ωθ2− κ1) > 0. If θ′2− θ2 is positive and sufficiently small, then | cos(ωθ′2−
κ1)| < | cos(θ′2−κ2)|, and if θ2−θ′2 is positive and sufficiently small, then | cos(ωθ′2−κ1)| > | cos(θ′2−κ2)|.
• Suppose that cos(ωθ2− κ1) sin(ωθ2− κ1) < 0. If θ′2− θ2 is positive and sufficiently small, then | cos(ωθ′2−
κ1)| > | cos(θ′2−κ2)|, and if θ2−θ′2 is positive and sufficiently small, then | cos(ωθ′2−κ1)| < | cos(θ′2−κ2)|.
Then, the claim holds.
Horizontal paths The following lemma is similar to Lemma 10.12.
Lemma 10.17 Let θ0 = (ω,m,κ). Suppose that cos(ωθ0 − κ1) = 0. We have δi > 0 (i = 1, 2) such that g(r, θ)
is monotonic with respect to θ on ]θ0 − π/ω − δ1, θ0 + π/ω + δ1[ if 1 < r < 1 + δ2.
We also have the following direct consequence of Corollary 10.7.
Lemma 10.18 Take J1 ∈ Tω(κ1)± and J2 ∈ T1(κ2)∓. If J1 \ J2 6= ∅ and J2 \ J1 6= ∅, then we have J1 ∩ J2 ∩
Cr2(ω,κ) = ∅. In particular, g(1, θ) is monotonic on J1 ∩ J2.
Perturbation of functions Let A be a finite subset in {a ∈ Q | 0 < a < ω}. Take c ∈ CA. Let us consider
the following function on S:
Gκ,c := Gκ(r, θ) +
∑
j∈A
cjr
−je
√−1jθ.
We may naturally regard Gκ,c as a holomorphic function of η = log r +
√−1θ. We set
gκ,c := ReGκ,c.
Lemma 10.19 For any ǫ1 > 0, we have δ > 0 such that the following holds if |c| < δ.
• We have a unique root ηc of ∂ηGκ,c in {|η − η0| < ǫ1}.
• We have a path Γθ0,c such that (i) Γθ0,c contains ζc, (ii) Γθ0,c and Γθ0 are the same on the outside of
Γ−1θ0
({|η − η0| < ǫ1}), (iii) ηc is the unique maximum point of the restriction of ReGκ,c to Γθ0,c.
10.2.4 Scaling
Let α 6= 0 and u 6= 0. Let us consider the following function
F (s, θ) = αs−ωe−
√−1ωθ + t−1u−1se
√−1θ.
By a scaling, we have
F
(
(|α||u|tω)1/(1+ω)r, θ) = (ω|α|)1/(1+ω)(t|u|)−ω/(1+ω) · (ω−1r−ωe−√−1(ωθ)−arg(α) + re√−1(θ−arg(u))).
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Suppose ω > 1. Let us consider the following function
G(s, θ) = αs−ωe−
√−1ωθ + t−1u−1s−1e−
√−1θ.
By a scaling we have
G
(
(|α||u|tω)1/(ω−1)r, θ) = (ω|α|)−1/(ω−1)(t|u|)−ω/(ω−1)(ω−1r−ωe√−1(−ωθ−arg(α)) + r−1e−√−1(θ+arg(u))).
10.3 Proof of Theorem 6.1
10.3.1 Families of cycles
Let ̺ ∈ D({0}). Let (V ,∇) be a meromorphic flat bundle on (P1, {0,∞}) with regular singularity at ∞. We
take a Hermitian metric hV adapted to the meromorphic structure. Set ω := − ord(I˜V).
Take u ∈ C∗. Set θu := arg(u). Let d ∈ Q such that 0 < d ≤ 1. Let c(t) (0 < t ≤ t0) be a family of ̺-type
1-chains for (V ,∇)⊗ E(zu−1) of the following from:
c(t) =
( N0∑
i=1
a0,i ⊗ γ0,i,t +
N1∑
j=1
a1,j ⊗ γ1,j,t +
N2∑
j=1
a2,j ⊗ γ2,j,t +
N3∑
k=1
bk ⊗ ηk +
N4∑
i=1
ci ⊗ Γi
)
exp(−zu−1) (223)
We impose the following condition.
• γ0,i,t = tdγi,t for a continuous family of paths γi,t (0 ≤ t ≤ t0) in U0 \ {0}. Note that the family γi,t is
assumed to be extended at t = 0.
• γ1,j,t are paths of the form γh(tdjr1,j ;φ1,j,1, φ1,j,2) where dj ≥ d.
• γ2,j,t are paths of the form γv(td2,j,1r2,j,1, td2,j,2r2,j,2;φ2,j) where we impose that d2,j,1 = 0 or d2,j,1 ≥ d
and that d2,j,2 ≥ d. We admit r2,j,2 = 0. If d2,j,1 = 0, then γ2,j,t are contained in {z | Re(zu−1) > 0}.
• Each γp,i,t is contained in a small sector, and ap,i is a flat section of V on the sector.
• ηk are of the form γh(ǫ;ψk, θ1), and they are contained in
{
z
∣∣ Re(zu−1) > 0}, and bk are flat sections of
V along ηk.
• Γi are paths connecting ǫe
√−1ϕ1 and∞e
√−1ϕ2 in {z ∈ C | Re(zu−1) > 0}, and ci are flat sections along Γi.
Here, we take ϕi,b (b = 1, 2) such that θ
u − π/2 < ϕi,b < θu + π/2, which implies that cos(ϕi,b − θu) > 0.
Note that for any N > 0 we have δ > 0 such that∫
Γj
|cj |hV · exp
(−t−1Re(zu−1)) · |z|N = O(exp(−δt−1)).
We also have the following estimate for some δ > 0:∫
ηj
|bj |hV · exp
(−t−1Re(zu−1)) = O(exp(−δt−1)).
Let Q ∈ R[t−1/e] such that |t1−dQ(t)| ≤ C for C > 0 as t→ 0. We say that the growth order of c(t) is less than
Q if the following holds.
• There exist C > 0 and M > 0 such that∫
γ0,i,t
∣∣a0,i∣∣hV exp(−t−1Re(zu−1))|z|−N ≤ C exp(Q(t))t−M .
• For any N > 0, there exist δ > 0 and C > 0 such that∫
γ1,i,t
∣∣a1,i∣∣hV exp(−t−1Re(zu−1))|z|−N ≤ C exp(Q(t)− δt−(1−d)).
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• In the case ̺ =!, for any N > 0 there exist δ > 0 and C > 0 such that∫
γ2,i,t
∣∣a2,i∣∣hV exp(−t−1Re(zu−1))|z|−N ≤ C exp(Q(t)− δt−(1−d)).
In the case of ̺ = ∗, for some N > 0 there exist δ > 0 and C > 0 such that∫
γ2,i,t
∣∣a2,i∣∣hV exp(−t−1Re(zu−1))|z|N ≤ C exp(Q(t)− δt−(1−d)).
Let C̺0 ((V ,∇), u, d,Q) be the set of such families of ̺-type 1-chains for (V ,∇)⊗ E(zu−1).
Let c(t) ∈ C̺0 ((V ,∇), u, d,Q). Suppose that c(t) are cycles for any t. By the continuity, the homology classes
of c(t) in H̺1
(
C∗, (V ,∇)⊗ E(zu−1)) are constant. We obtain the family of ̺-type 1-cycles
c˜(t) := c(t) · exp(−(t−1 − 1)zu−1)
of (V ,∇) ⊗ E(t−1zu−1). They induce a flat section [c˜(t)] of VF̺ = Four+(V(̺)) along the path tu (0 < t ≤ 1).
We obtain the following as a special case of Lemma 10.2.
Lemma 10.20
∣∣[c(t)]∣∣
h̺
= O
(
exp(Q)t−N
)
for some N > 0 as t→ 0.
10.3.2 Statements
We use the notation in §7.1. Let ω := − ord(I˜V ). Take u ∈ C∗. Take J± ∈ T (I) such that J± ∩ (I + π)∓ 6= ∅.
We have splittings
LJ±,<0 =
⊕
a∈I˜J,<0
LJ±,a
of the Stokes filtrations F˜θ (θ ∈ J±). For any a ∈ I˜J,<0, we obtain the following map as the restriction of AJ±,u:
AJ±,u,a : H0(J±, LJ±,a) −→ Hrd1
(
C∗, (V ,∇)⊗ E(zu−1)).
For u1 = |u|e
√−1θu1 with |θu − θu1 | < π/2, we have the isomorphism
Hrd1
(
C∗, (V ,∇)⊗ E(zu−1)) ≃ Hrd1 (C∗, (V ,∇)⊗ E(zu−11 )) (224)
obtained as the parallel transport (VF! )|u ≃ (VF! )|u1 along the path |u| exp
(√−1((1 − t)θu + tθu1 )) (0 ≤ t ≤ 1).
We obtain the following morphism:
AJ±,(u,u1),a : H0(J±, LJ±,a) −→ Hrd1
(
C∗, (V ,∇)⊗ E(zu−11 )
)
.
For any a ∈ I˜J,<0, we set a◦− := F(0,∞)+,(J,0,−)(a) ∈ I˜◦ and d(ω) := (1 + ω)−1. Note that by the choice of
θu = arg(u) we may naturally regard a◦− as a function on a sector which contains u.
Proposition 10.21 If |θu − θu1 | is sufficiently small, for any vJ± ∈ H0(J±, LJ±,a), AJ,(u,u1),a(v) is represented
by a family of cycles contained in C!0((V ,∇), u1, d(ω),−Re(a◦−(u1t))).
Take J ∈ T (I) such that J± ∩ I∓ 6= ∅. We have splittings
LJ±,>0 =
⊕
a∈I˜J,>0
LJ±,a
of F˜θ (θ ∈ J±). For any a ∈ I˜J,<0, and for any u1 = |u|e
√−1θu1 with |θu− θu1 | < π/2, we have the following map
induced by BJ±,u and (224):
BJ±,(u,u1),a : H0(J±, LJ±,a) −→ Hrd1
(
C∗, (V ,∇)⊗ E(zu−11 )
)
.
For any a ∈ I˜J,>0, we set a◦+ := F(0,∞)+,(J,0,+)(a) ∈ I˜◦ and d(ω) := (1 + ω)−1.
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Proposition 10.22 If |θu − θu1 | is sufficiently small, for any vJ± ∈ H0(J±, LJ±,a), BJ,(u,u1),a(v) is represented
by a family of cycles contained in C!0((V ,∇), u1, d(ω),−Re(a◦+(u1t))).
Let y ∈ H̺1
(
C∗, Tω(V ,∇)⊗ E(zu−1)
)
. We have C
J1±
u (y) ∈ H̺1
(
C∗, (V ,∇)⊗ E(zu−1)).
Proposition 10.23 Suppose that y is represented by a family of 1-cycles in C̺0 (Tω(V ,∇), u, d,Q). Assume
ω > (1− d)/d. Then, CJ1±u (y) is represented by a family of 1-cycles in C̺0 ((V ,∇), u, d,Q).
10.3.3 Consequences
Before proving Propositions 10.21–10.23, let us explain consequences. We use the notation in §7.2. Let u =
te
√−1θu . We have the following natural identifications:
H̺1
(
C∗, (V ,∇)⊗ E(zu−1)) ≃ Four+(V)|u ≃ LF̺ (V)|θu .
By the isomorphism, we obtain the Stokes filtration F◦ θu on the homology groups.
Take J ∈ W2,u(I, I±) such that IJ,<0 6= ∅. We have ϕ(J,−) such that IJ,<0 ⊂ R>0e
√−1ϕ(J,−)z−ω. Set
κ(J,−) := (ϕ(J,−), θu). We have θ−(J, u) ∈ J∓ ∩ I± such that θ−(J, u) ∈ Cr(ω,κ(J,−)). We define the
filtration F ′ θu on
H0(J∓, LJ∓,<0) =
⊕
a∈IJ,<0
H0(J±, LJ∓,a)
by the decomposition and the order ≤θ−(J,u). Note that the index set is identified with I◦Ju(0,−),<0 with the
order ≤θu by the correspondence a 7−→ a◦−. (See §4.1.1 for Ju(m,−).) We also note that the set of the intervals
J with θu0 ∈ J∓ is bijective to the set W2(I, I±) by the correspondence J 7−→ J = Ju(0,−).
Take J ∈ W1(I, I±) such that IJ,>0 6= ∅. We have ϕ(J,+) such that IJ,>0 ⊂ R>0e
√−1ϕ(J,+)z−ω. Set
κ(J,+) := (ϕ(J,+), θu). We have θ+(J, u) ∈ J∓ ∩ I± such that θ+(J, u) ∈ Cr(ω,κ(J,+)). We define the
filtration F ′ θu on
H0(J∓, LJ∓,>0) =
⊕
a∈IJ,>0
H0(J∓, LJ∓,a)
by the decomposition and the order ≤θ+(J,u). Note that the index set is identified with I◦Ju(0,+),>0 with the
order ≤θu by the correspondence a 7−→ a◦+. (See §4.1.1 for Ju(m,+).) We also note that the set of intervals J
with θu0 ∈ J∓ is bijective to the set W1(I, I±) by the correspondence J 7−→ J = Ju(0,+).
We have the filtration F ′ θu indexed by (I˜◦,≤θu) on⊕
J∈W2,u(I,I±)
H0(J∓, LJ∓,<0)⊕
⊕
J∈W1,u(I,I±)
H0(J∓, LJ∓,>0)⊕H̺1
(
C∗, Tω(V ,∇)⊗ E(zu−1)
)
,
obtained as the above filtrations on H0(J∓, LJ∓,<0) and H0(J∓, LJ∓,>0), and the filtration F◦θ
u
on
H̺1
(
C∗, Tω(V ,∇)⊗ E(zu−1)
)
.
Proposition 10.24 The following holds for ̺ ∈ D({0}).
• We have F◦θu = F ′θu under the isomorphisms (132) and (133).
• For any a◦ ∈ I◦, any element of F◦θua◦ H̺1
(
C∗,V) is represented as a sum ∑ ci, where ci are families of
cycles contained in C̺0
(
(V ,∇), u, di, Qi
)
such that Qi(t) ≤ −Re(a◦(ut)) for any sufficiently small t > 0.
Proof We shall prove the claim by an induction on − ord(I). If ord(I) = 0, the first claim is trivial. The
second claim is restated as follows, which is easy to see.
Lemma 10.25 If (V ,∇) is regular singular at 0, then any y ∈ H̺1
(
C∗, (V ,∇) ⊗ E(zu−1)) is represented by a
cycle in C̺0
(
(V ,∇), u, 0, 1).
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Let us prove the first claim. By Proposition 10.21 and Proposition 10.22, we have
ImAJ±,(u,u),a ⊂ F◦ θ
u
a◦−
, ImBJ±,(u,u),a ⊂ F◦ θ
u
a◦+
.
By the hypothesis of the induction, the second claim holds for Tω(V ,∇). Then, we obtain that F ′θua ⊂ F◦θ
u
a on
ImC
J1±
u by Proposition 10.23. Hence, we obtain F ′θua ⊂ F◦θ
u
a for any a ∈ I˜◦. Then, we obtain the first claim
for (V ,∇) because the dimension of the associated graded spaces of the filtrations are the same. The second
claim also follows.
We obtain the following.
Corollary 10.26 The claim of Theorem 6.1 holds.
10.3.4 Preliminary
Set ω := − ord(I˜). For any a = ∑0<j<ω ajr−je√−1jθ ∈ I˜, we set κ(a, u) := (arg(aω), θu0 ) and s(a, u) :=∣∣ωaωu∣∣1/(1+ω). We also set
c(a, u) =
(
aj ·
∣∣ωaω∣∣−(j+1)/(ω+1) · ∣∣u∣∣(ω−j)/(ω+1))0<j<ω .
Set Fa,u(r, θ) := a(re
√−1θ) + u−1re
√−1θ. We remark
Fa,u
(
s(a, u)r, θ
)
=
(
ω|aω|
)1/(1+ω)(|u|)−ω/(1+ω)Fκ(a,u),c(a,u)(r, θ).
We also remark the following.
Lemma 10.27 To prove Proposition 10.21 and Proposition 10.22, it is enough to prove the following for any
u ∈ C∗.
(A1) If J ∩ (I +π) 6= ∅, for any a ∈ IJ,<0 and v ∈ H0(J, LJ,<0), AJ±,u(v) are represented by families of cycles
contained in Crd0
(
(V ,∇), u, d(ω),−Re(a◦−(ut))
)
.
(A2) If J ∩ I 6= ∅, for any a ∈ IJ,>0 and v ∈ H0(J, LJ,>0), BJ±,u(v) are represented by families of cycles
contained in Crd0
(
(V ,∇), u, d(ω),−Re(a◦+(ut))
)
.
Proof Suppose that we have already known (A1) and (A2). Then, it is easy to deduce the following for any
u:
(B1) The claim of Proposition 10.21 holds if J ∩ (I + π) 6= ∅.
(B2) The claim of Proposition 10.22 holds if J ∩ I 6= ∅.
Take u = |u|e
√−1θu ∈ C∗ and J ∈ T (I) such that J− ∩ (I + π)+ = {ϑJℓ }. Take u1 = |u|e
√−1θu1 such that
|θu1 − θu| is sufficiently small. Take a ∈ IJ,<0 and v ∈ H0(J−, LJ−,a). If θu1 − θu > 0, by (B1) we have already
known that AJ−,(u,u1),a(v) is represented by a family of cycles contained in Crd0
(
(V ,∇), u1, d,−Re(a◦−(u1t))
)
.
Let us consider the case θu1 − θu < 0. Note that
F
(0,∞)
+,(J,0,−)(a) = F
(0,∞)
+,(J−π/ω,1,+)(a) = F
(0,∞)
+,(J−2π−π/ω,0,+)
(
ρ∗(a)
)
,
where ρ∗ is induced by ρ(θ) = θ + 2π. We also remark J ′ ∩ (I + π) 6= ∅ and (J − 2π − π/ω)+ ∩ I− = {ϑIℓ }.
According to Proposition 7.9, we have sections wJ′ ∈ H0(J ′−, LJ′,<0) (J − π/ω < J ′ < J) and vJ−π/ω ∈
H0((J − π/ω)+, LJ−π/ω,a) such that AJ−,u,a(v) is represented as follows:
AJ−,u,a(v) = B(J−2π−π/ω)+,u,ρ∗(a)
(
vJ−2π−π/ω
)
+
∑
J−π/ω<J′<J
AJ′−,u(wJ′ ).
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Because θu1 − θu < 0, by (B2), we have already known that B(J−π/ω)+,(u,u1),ρ∗a
(
vJ−π/ω
)
is represented by a
family of cycles contained in Crd0
(
(V ,∇), u, d(ω),−Re a◦−(u1t)
)
. By (B1), AJ′−,(u,u1)(wJ′ ) are represented as a
sum of families of cycles contained in Crd0
(
(V ,∇), u1, d(ω),−Re a◦−(u1t)−δt−ω/(1+ω)
)
for some δ > 0. Hence, we
obtain the claim for AJ−,(u,u1),a(v) even in the case θ
u
1 −θu < 0. Then, by a general theory for Stokes structure,
we obtain the claim for AJ−,(u,u),a(v) from the claims for AJ−,(u,u1),a(v) with θ
u
1 6= θu.
Take u = |u|e
√−1θu ∈ C∗ and J ∈ T (I) such that J+ ∩ I+ = {ϑJℓ }. Take u1 = |u|e
√−1θu1 such that |θu1 − θu|
is sufficiently small. Take a ∈ IJ,>0 and v ∈ H0(J−, LJ−,a). If θu1 − θu > 0, by (B2), we have already known
that BJ−,(u,u1),a(v) is represented by a family of cycles contained in Crd0
(
(V ,∇), u1, d,−Re(a◦+(u1t))
)
. Let us
consider the case θu1 − θu < 0. Note that (J − π/ω)+ ∩ (I + π)− = {ϑJℓ }, and J ′ ∩ (I + π) 6= ∅. We also remark
F
(0,∞)
+,(J,0,+)(a) = F
(0,∞)
+,(J−π/ω,0,−)(a).
According to Proposition 7.9, we have sections wJ′ ∈ H0(J ′−, LJ′,<0) (J − π/ω < J ′ < J) and vJ−π/ω ∈
H0((J − π/ω)+, L(J−π/ω)+,a) such that BJ−,u,a(v) is represented as follows:
BJ−,u,a(v) = A(J−π/ω)+,u,a
(
vJ−π/ω
)
+
∑
J−π/ω<J′<J
AJ′−,u(wJ′).
Because θu1 − θu < 0, by (B1), we have already known that A(J−π/ω)+,(u,u1),a
(
vJ−π/ω
)
is represented by a
family of cycles contained in Crd0
(
(V ,∇), u, d(ω),−Re a◦+(u1t)
)
. By (B1), AJ′−,(u,u1)(wJ′) are represented as a
sum of families of cycles contained in Crd0
(
(V ,∇), u1, d(ω),−Re a◦+(u1t) − δt−ω/(1+ω)
)
for some δ > 0. Hence,
we obtain the claim for BJ−,(u,u1),a(v) even in the case θ
u
1 − θu < 0. We also obtain the claim for BJ−,(u,u),a(v).
The cases J+ ∩ (I + π)− = {ϑJr } or J+ ∩ I− = {ϑJr } can be argued similarly.
10.3.5 Proof of Proposition 10.21 in the case J ∩ (I + π) 6= ∅
We take a ∈ I˜J,<0. Let us study the claim for AJ−,u,a in the case J ∩ (I + π) 6= ∅. The claim for AJ+,u,a can
be argued similarly.
We have θ1 ∈ J ∩ (I + π) such that θ1 ∈ Cr1(ω,κ(a, u)). We have the path Γθ1 on P˜1 given by s 7−→
(s(1 − s)−1, θ1) (0 ≤ s ≤ 1). If t is sufficiently small, we have the paths Γθ1,c(a,tu) for Fκ(a,u),c(a,tu) and θ1 as
in §10.2.2. Any element v ∈ H0(J−, LJ−,a) naturally induces a flat section v˜ of V on a sector which contains
Γθ1,c(a,tu). We obtain the following family of rapid decay 1-cycles for (V ,∇) ⊗ E(zu−1), which represents
AJ−,u(v).
v˜ · exp(−zu−1)⊗ s(a, ut) · Γθ1,c (225)
The following is clear by the construction:
Lemma 10.28 The family of cycles (225) is contained in Crd0
(
(V ,∇), u, d(ω),−Re(a◦−(ut))
)
.
Proof We have |v˜|hV exp
(−Re(zu−1t−1)) ≤ C exp(−Re a◦−(ut)) for some C > 0. Moreover, for any ǫ > 0,
there exist a neighbourhood Uǫ of (1, θ1) such that the following holds on s(a, ut) ·
(
Γθ0,c(a,ut) \ Uǫ
)
for some
Ci > 0 (i = 1, 2):
|v˜|hV exp
(−Re(zu−1t−1)) = O(exp(−Re a◦−(ut)− ǫt−ω/(1+ω) − C1r − C2r−ω))
Then, we obtain the claim of the lemma.
We immediately obtain the claim of the proposition for AJ−,u from the lemma in the case J ∩ (I + π) 6= ∅.
10.3.6 Proof of Proposition 10.22 in the case ω > 1 and J ∩ I 6= ∅
Take a ∈ I˜J,>0. Let us study the claim for BJ−,u,a in the case J ∩ I 6= ∅. The claim for BJ+,u,a can be argued
similarly.
We have θ1 ∈ Cr1(ω;κ(a, u)) such that θ1 ∈ J−∩I+. We take a small δ > 0. We have the path Γθ1 obtained
as γh(1;ϑ
J
ℓ − δ, ϑJr ) for Fκ(a,u). We obtain the path Γθ1.c(a,ut) for Fκ(a,u),c(a,ut) by modifying Γθ1 as in §10.2.2.
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By adding the segment γv(1, 0;ϑ
J
ℓ − δ) to Γθ1,c(a,ut), we obtain a path Γ˜θ1,c(a,ut) connecting (0, ϑJℓ − δ) and
(1, ϑJr ).
Any element v ∈ H0(J−, LJ−,a) induces a flat section v˜ of L on {(r, θ) | 0 ≤ r ≤ ∞, θ ∈]ϑJℓ − δ, ϑJr ]}. At ϑJr ,
we have the decomposition v = uJ+,0+
∑
J≤J′≤J+π/ω uJ′ , where uJ+,0 is a section of LJ+,0 and uJ′ are sections
of LJ′,<0.
We take a sufficiently small δ > 0. Let Γ2,± be the path connecting (1, ϑJr ) and (0, ϑ
J
r ± δ), obtained as
the union of γh(1;ϑ
J
r , ϑ
J
r ± δ) and γv(1, 0;ϑJr ± δ). We have the flat sections u˜J′ induced by uJ′ along Γ2,+ if
J < J ′ ≤ J + π/ω. We have the section u˜J induced by uJ on the sector which contains Γ2,− if J ′ = J .
Let a0 < a1 < · · · < aN be the intersection of S0(I) ∩ [ϑJr , ϑJr + π[. We take aN+1 ∈ (J + π) ∩ (I + π). We
set Ji :=]ai − π/ω, ai[. We have the sections uJi,0 ∈ H0(Ji+, LJi+,0) induced by uJ,0 and the parallel transport
of GrF0 (L).
Let Γ3 be the path γv(1, t
1−d(ω);ϑJr ). Let Γ4,i (i = 0, . . . , N) be the paths γh(t
1−d(ω); ai, ai+1). Let Γ5 be
the paths γv(∞, t1−d(ω); aN+1). Let Γ6,i be the paths γv(t1−d(ω), 0; ai).
We obtain the following family of cycles which represents BJ−,u,a(v):(
v˜ ⊗ s(a, ut)Γ˜θ1,c(a,ut) + u˜J ⊗ s(a, ut)Γ2,− +
∑
J<J′≤J+π/ω
u˜J′ ⊗ s(a, ut)Γ2,+ + uJ,0 ⊗ s(a, ut)Γ3
+
N∑
i=0
uJi,0 ⊗ s(a, ut)Γ4,i + uJN ,0 ⊗ s(a, ut)Γ5 +
N∑
i=1
(uJi,0 − uJi−1,0)⊗ s(a, ut)Γ6,i
)
exp(−zu−1). (226)
Lemma 10.29 The family (226) is contained in Crd0
(
(V ,∇), u, d(ω),−Re(a◦+(ut))
)
.
Proof We have
∣∣v˜∣∣
hV exp
(−Re(zu−1t−1)) ≤ C exp(−Re a◦+(tu)) on s(a, ut) ·Γθ1,c(a,ut) for some C > 0. More-
over, for any ǫ > 0, we have a neighbourhood U of (1, θ1) such that the following holds on s(a, ut)·
(
Γ˜a,c(a,ut)\U
)
:∣∣v˜∣∣
hV exp
(−Re(zu−1t−1)) = O(exp(−Re(a◦+(tu))− δt−ω/(1+ω))). (227)
On s(a, ut) · γv(1, 0;ϑJℓ − δ), we have the following for some C1 > 0:∣∣v˜∣∣
hV exp
(−Re(zu−1t−1)) = O(exp(−Re(a◦+(tu))− δt−ω/(1+ω) − C1s(a, ut)ωr−ω)).
On s(a, ut) · Γ2,−, we have∣∣u˜J ∣∣hV · exp(−Re(zu−1t−1)) = O(exp(−Re(a◦+(tu))− δt−ω/(1+ω) − C1s(a, ut)ωr−ω).
We have similar estimates for
∣∣u˜J′ ∣∣hV exp(−Re(zu−1t−1)) on s(a, ut) ·Γ2,+. We have the following estimates on
s(a, ut)Γ3 for some δ > 0:∣∣uJ,0∣∣hV exp(−Re(zu−1t−1)) = O(exp(−Re a◦+(ut)− δt−ω/(1+ω))). (228)
Indeed, if −Re(zu−1) < 0 then the claim is clear. If −Re(zu−1) > 0 on Γ3, then exp(−Re(zu−1t−1)) is
monotonously increasing with respect to |z|. Because the estimate (228) holds at (s(a, ut), ϑJr ), we obtain (228)
on s(a, ut)Γ3.
On s(a, ut) · Γ4,i, we have the following for some δ > 0:∣∣uJi,0∣∣hV exp(−Re(zu−1t−1)) = O(exp(−Re a◦+(ut)− δt−ω/(1+ω))). (229)
Indeed, because z(ut)−1 is bounded on s(a, ut) · Γ4,i, we obtain (229) from (228).
On s(a, ut) · Γ5, we have the following for some δ > 0 and C > 0 because Re(zu−1) < 0 around Γ5:∣∣uJN ∣∣hV exp(−Re(zu−1t−1)) = O(exp(−Re a◦+(ut)− δt−ω/(1+ω) − C|z|)).
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On s(a, ut) · Γ6,i, we have the following for some δi > 0:∣∣uJi,0 − uJi−1,0 ∣∣hV exp(−Re(zu−1t−1)) = O(exp(−Re a◦+(ut)− δ1t−ω/(1+ω) − δ2|z|−ω)).
Then, we obtain the claim of Lemma 10.29.
Thus, we obtain the claim of Proposition 10.22 in the case ω > 1 for BJ−,u,a under the assumption J ∩I 6= ∅.
10.3.7 Proof of Proposition 10.22 in the case ω < 1 and J ∩ I 6= ∅
Take a ∈ I˜J,>0. We shall explain the proof for BJ−,u,a in the case J ∩ I 6= ∅. The proof for BJ+,u is similar.
We have θ1 ∈ J ∩ I such that θ1 ∈ Cr(ω;κ(a, u)).
For v ∈ H0(J−, LJ−,>0), we have the expression
v =
∑
J−π/ω≤J′<J
uJ′ ,
where uJ′ are sections of LJ′,<0. We also have the expression
v = uJ+,0 +
∑
J≤J′≤J+π/ω
uJ′ ,
where uJ,0 is a section of LJ+,0, and uJ′ are sections of LJ′,<0. For J < J
′ < J + π, we obtain the sections
uJ′±,0 of LJ′±,0 induced by uJ±,0 and the parallel transport of Gr
F
0 (L). We obtain the sections uJ′+,0 − uJ′−,0 of
LJ′+,<0.
The case I ⊂ J Let us consider the case I ⊂ J . Take a small δ > 0. We have the path Γθ1 for Fκ(a) obtained
as γh(1;ϑ
I
ℓ −δ, ϑIr+δ). We modify it to Γθ1,c(a,ut) as in §10.2.2. By adding γv(∞, 1;ϑIℓ −δ) and γv(∞, 1;ϑIr +δ),
we obtain a path Γ˜θ1,c(a,ut) connecting (∞, ϑJℓ − δ) and (∞, ϑJr + δ).
For any J ′ ∈ T (I) such that J − π ≤ J ′ < J , we have J ′ ∩ (I − π) 6= ∅. We take θJ′ ∈ J ′ ∩ (I − π). Let ΓJ′
be the path γv(∞, 0; θJ′).
For any J ′ ∈ T (I) such that J < J ′ < J + π, we have J ′ ∩ (I + π) 6= ∅. We take θJ′ ∈ J ′ ∩ (I + π). Let ΓJ′
be the path γv(∞, 0; θJ′).
If J ∩ (I + π) 6= ∅, we take θJ ∈ J ∩ (I + π), and let ΓJ be the path γv(∞, 0; θJ). If J ∩ (I + π) = ∅, we have
J+ ∩ (I + π)− = {ϑJr }. We take a sufficiently small δ1 > 0, and we consider the path ΓJ connecting (0, ϑJr − δ)
and (∞, ϑJr + δ) obtained as the union of γv(1, 0;ϑJr − δ), γh(1;ϑJr − δ, ϑJr + δ) and γv(∞, 1;ϑJr + δ).
We obtain the following family of cycles for (V ,∇)⊗ E(zu−1) which represents BJ−,u(v):[
v˜ ⊗ s(a, ut)Γ˜θ1,c(a,ut) +
∑
J−π≤J′<J
uJ′ ⊗ s(a, ut)ΓJ′
− uJ ⊗ s(a, ut)ΓJ −
∑
J<J′<J+π
(
uJ′ + (uJ′+,0 − uJ′−,0)
)⊗ s(a, ut)ΓJ′] exp(−zu−1). (230)
Lemma 10.30 The family (230) is contained in Crd0
(
(V ,∇), u, d(ω),−Re(a◦+(ut))
)
.
Proof On Γθ1,c(a,ut) we have the following for some N > 0:∣∣v˜∣∣
hV exp
(−Re(zu−1t−1)) = O(exp(−Re(a◦+(ut)))t−N).
On s(a, ut)
(
γv(∞, 1;ϑJℓ − δ) ∪ γv(∞, 1;ϑJr + δ)
)
, we have
∣∣v˜∣∣
hV exp
(−Re(zu−1t−1)) = O(exp(−Re(a◦+(ut))− δ1t−ω/(1+ω) − δ2s(a, ut)−1|z|)).
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Note that −Re(a◦+(ut))tω/(1+ω) is convergent to a positive number as t → 0. Hence, we have the following
estimates on ΓJ′ for some δi > 0:∣∣uJ′∣∣hV exp(−Re(zu−1t−1)) =
O
(
exp
(
−Re(a◦+(ut))− δ1t−ω/(1+ω) − δ2
(
s(a, ut)−1|z|+ s(a, ut)ω|z|−ω))). (231)
∣∣uJ′+,0 − uJ′−,0∣∣hV exp(−Re(zu−1t−1)) =
O
(
exp
(
−Re(a◦+(ut))− δ1t−ω/(1+ω) − δ2
(
s(a, ut)−1|z|+ s(a, ut)ω|z|−ω))). (232)
Then, we obtain the claim of the lemma.
The case ϑJr < ϑ
I
r < ϑ
J
r + π Let us study the case ϑ
J
r < ϑ
I
r < ϑ
J
r + π. Let Γθ1 be the path γh(1;ϑ
I
ℓ − δ, ϑJr ).
We modify it to Γθ1,c(a,ut) as in §10.2.2. By adding γv(∞, 1;ϑIℓ − δ), we obtain a path Γ˜θ1,c(a,ut) connecting
(∞, ϑIℓ − δ) and (1, ϑJr ).
Let Γ2,± be the paths connecting (1, ϑJr ) obtained as the union of γh(1;ϑ
J
r , ϑ
J
r ± δ) and γv(1, 0;ϑJr ± δ).
Let a0 < a1 < · · · < aN be the intersection of S0(I)∩]ϑJr , ϑJr + π[. We take aN+1 ∈ (J + π) ∩ (I + π). We
set Ji :=]ai − π/ω, ai[. We have the sections uJi,0 ∈ H0(Ji+, LJi+,0) induced by uJ,0 and the parallel transport
of GrF0 (L).
Let Γ3 be the path γv(1, t
1−d(ω);ϑJr ). Let Γ4,i (i = 0, . . . , N) be the paths γh(t
1−d(ω); ai, ai+1). Let Γ5 be
the paths γv(∞, t1−d(ω); aN+1). Let Γ6,i be the paths γv(t1−d(ω), 0; ai).
We have the following family of cycles:[
v˜ ⊗ s(a, ut)Γ˜θ1,c(a,ut) + uJ ⊗ s(a, ut)Γ2,− +
∑
J<J′≤J+π/ω
uJ′ ⊗ s(a, ut)Γ2,+ + uJ,0 ⊗ s(a, ut)Γ3
+
N∑
i=0
uJi,0 ⊗ s(a, ut)Γ4,i + uJN ,0 ⊗ s(a, ut)Γ5 +
N∑
i=1
(uJi,0 − uJi−1,0)⊗ s(a, ut)Γ6,i
]
exp(−zu−1). (233)
For J ′ such that J − π ≤ J ′ < J , we have J ′ ∩ (I − π) 6= ∅. We take θJ′ ∈ J ′ ∩ (I − π), and we
set ΓJ′ := γv(∞, 0; θJ′). For J ′ such that J + π ≤ J ′ < J + π/ω, we have J ′ ∩ (I + π) 6= ∅. We take
θJ′ ∈ J ′ ∩ (I + π), and we set ΓJ′ := γv(∞, 0; θJ′). We obtain the following family of cycles:( ∑
J−π≤J′<J
uJ′ ⊗ s(a, ut)ΓJ′ +
∑
J+π≤J′<J+π/ω
uJ′ ⊗ s(a, ut)ΓJ′
)
exp(−zu−1) (234)
The sum of (233) and (234) represents BJ−,u,a(v).
Lemma 10.31 The families (233) and (234) are contained in Crd0
(
(V ,∇), u, d(ω),−Re(a◦+(ut))
)
.
Proof The estimate for v˜ exp(−zu−1t−1) ⊗ s(a, ut)Γ˜θ1,c(a,ut) is similar to that in Lemma 10.30. Note that
−Re(a◦+(ut))tω/(1+ω) converges to a positive number as t → 0. Then, the contributions of the other terms in
(233) are dominated as in the case of Lemma 10.29, and the terms in (234) are dominated as in the case of
Lemma 10.30.
The case ϑJℓ −π < ϑIℓ < ϑJℓ Let us study the case ϑJℓ −π < ϑIℓ < ϑJℓ . Let Γθ1 be the path γh(1;ϑJℓ −δ, ϑIr+δ).
We modify it to Γθ1,c(a,ut) as in §10.2.2. By adding γv(1, 0;ϑJℓ − δ) and γv(∞, 1;ϑIr + δ), we obtain the path
Γ˜θ1,c(a,ut) connecting (0, ϑ
J
ℓ − δ) and (∞, ϑIr + δ).
For J ′ such that J − π/ω ≤ J ′ < J − π, we have J ′ ∩ (I − π) 6= ∅. We take θJ′ ∈ J ′ ∩ (I − π), and we put
ΓJ′ := γv(∞, 0; θJ′).
For J ′ such that J ≤ J ′ < J + π, we have J ′ ∩ (I + π) 6= ∅. We take θJ′ ∈ J ′ ∩ (I + π), and we put
ΓJ′ := γv(∞, 0; θJ′).
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Then, the following family of cycles represents BJ−,u(v):[
v˜ ⊗ s(a, ut)Γ˜θ1,c(a,ut) +
∑
J−π/ω≤J′<J
uJ′ ⊗ s(a, ut)ΓJ′
− uJ ⊗ s(a, ut)ΓJ −
∑
J<J′<J+π
(
uJ′ + (uJ′+,0 − uJ′−,0)
)⊗ s(a, ut)ΓJ′] exp(−zu−1) (235)
By similar arguments, we can prove that the family (235) is contained in Crd0
(
(V ,∇), u, d(ω),−Re a◦+(ut)
)
.
Thus, the claim of Proposition 10.22 is proved in the case ω < 1 and J ∩ I 6= ∅.
10.3.8 Proof of Proposition 10.22 in the case ω = 1
Take a ∈ I˜J,>0. We shall explain the proof for BJ−,u,a in the case J ∩ I 6= ∅. The proof for BJ+,u,a is similar.
We have θ1 ∈ J ∩ I such that θ1 ∈ Cr(ω;κ(a, u)).
For v ∈ H0(J−, LJ−,>0), we have the expression
v =
∑
J−π≤J′<J
uJ′ ,
where uJ′ are sections of LJ′,<0. We also have the expression
v = uJ+,0 +
∑
J≤J′≤J+π
uJ′ ,
where uJ,0 is a section of LJ+,0, and uJ′ are sections of LJ′,<0.
We have θ1 ∈ Cr1(ω,κ(a, u)) such that θ1 ∈ J ∩ I. We take a small δ > 0. We have the paths Γθ1 obtained
as γh(1, ϑ
J
1 − δ, ϑJ2 ). We obtain Γθ1,c by modifying Γθ1 as in §10.2.2. By adding the paths γv(1, 0;ϑJℓ − δ), we
obtain a path Γ˜θ1,c(a,ut) connecting (0, ϑ
J
ℓ − δ) and (1, ϑJr ). Any v ∈ H0(J−, LJ−,>0) induces a section v˜ along
Γ˜θ1,c(a,ut).
Let Γ2± be the paths obtained as the union of γh(1;ϑ
J
r , ϑ
J
r ± δ) and γv(1, 0;ϑJr ± δ).
Let a0 < a1 < · · · < aN be the intersection of S0(I) ∩ [ϑJr , ϑJr + π[. We take aN+1 ∈ (J + π) ∩ (I + π). We
set Ji :=]ai − π/ω, ai[. We have the sections uJi,0 ∈ H0(Ji+, LJi+,0) induced by uJ,0 and the parallel transport
of GrF0 (L).
Let Γ3 be the path γv(1, t
1−d(ω);ϑJr ). Let Γ4,i (i = 0, . . . , N) be the paths γh(t
1−d(ω); ai, ai+1). Let Γ5 be
the path γv(∞, t1−d(ω); aN+1). Let Γ6,i be the paths γv(t1−d(ω), 0; ai). We take θJ+π ∈ (J + π) ∩ (I + π) 6= ∅.
Let ΓJ+π be the path γv(∞, 0; θJ+π).
We obtain the following family of cycles which represents BJ−,u(v):[
v˜ ⊗ s(a, ut)Γ˜θ1,c(a,ut) + u˜J ⊗ s(a, ut)Γ2,− +
∑
J<J′≤J+π
u˜J′ ⊗ s(a, ut)Γ2,+ + uJ,0 ⊗ s(a, ut)Γ3
+
N∑
i=0
uJi,0 ⊗ s(a, ut)Γ4,i + uJN ,0 ⊗ s(a, ut)Γ5 +
N∑
i=1
(uJi,0 − uJi−1,0)⊗ s(a, ut)Γ6,i
+ uJ+π ⊗ s(a, ut)Γ7
]
exp(−zu−1). (236)
Lemma 10.32 The family (236) is contained in Crd0
(
(V ,∇), u, d(ω),−Re(a◦+(ut))
)
.
Proof Note that −Re(a◦+(ut))tω/(1+ω) converges to a positive numbers as t → 0. Hence, the contribution of
uJ+π exp(zu
−1t−1)⊗ s(a, ut)Γ7 can be ignored as in the case of Lemma 10.30. We obtain the estimate for the
contributions of the other terms by the argument in the proof of Lemma 10.29.
In all, Proposition 10.21 and Proposition 10.22 are proved.
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10.3.9 Proof of Proposition 10.23
Let us explain the proof in the case of J1−. The case of J1+ can be argued similarly. We take a small δ > 0
such that ]ϑJℓ − δ, ϑJr [∩(I + π) 6= ∅, and J10 ⊂]ϑJℓ − δ, ϑJr [∩(I + π) 6= ∅.
Let I˜ denote the set of ramified irregular values of (V ,∇). We put I := πω(I˜). Let (L, F˜) be a 2πZ-
equivariant local system with Stokes structure on R corresponding to (V ,∇). Set F := πω∗(F˜).
Let P˜1 −→ P1 denote the oriented real blow up of P1 along {0,∞}. Let L denote the local system on P˜1
associated to (V ,∇).
We take a representative c(t) of y contained in C0(Tω(V ,∇), u, d,Q) expressed as in (223). We may assume
the following.
• We have an interval Jp,j,t ⊂ R such that (i) ϑJp,j,tℓ − ϑJp,j,tr < π/ω, (ii) γp,j,t is contained in R≥0 × Jp,j,t.
• We have an interval Jk ⊂ R such that (i) ϑJkℓ − ϑJkr < π/ω, (ii) ηk is contained in R≥0 × Jk.
• We have N4 = 1, and Γ1 is contained in R≥0 × J10. Let P0 denote the end point of Γ1 contained in C∗.
We have a splitting L|Jp,j,t =
⊕
a∈I LJp,j,t,a of Stokes filtrations Fθ (θ ∈ Jp,j,t). By using the isomorphism
LJp,j,t,0 ≃ Tω(L)Jp,j,t , we construct flat sections a˜p,j of L on R≥0 × Jp,j,t. Similarly, we have a splitting
L|Jk =
⊕
a∈I Lk,a, and we construct sections b˜k of L on R≥0 × Jk from bk.
By using the canonical decomposition L|J− =
⊕
a∈I LJ−,a, we construct a section c˜1 of L on R≥0×J10 from
c1.
We obtain the following family of chains:
c˜(t) :=
( N0∑
i=1
a˜0,i ⊗ γ0,i,t +
N1∑
i=1
a˜1,j ⊗ γ1,j,t +
N2∑
i=1
a˜2,j ⊗ γ2,j,t +
N3∑
k=1
b˜k ⊗ ηk + c˜1 ⊗ Γ1
)
exp(−zu−1).
We have ∂c˜(t) =
∑
ej exp(−zu−1)⊗ Pj,t, where the following holds.
• Pj,t = (tdjsj , θj) for some dj ≥ 0. We have dj = 0 or dj ≥ d.
• If dj = 0, then (sj , θj) ∈ {z | Re(zu−1) > 0}.
• ej are sections of q−1(L<0) around the segment Zj,t := γv(tdjsj, 0; θj).
We obtain the following family of cycles for (V ,∇), which represents C(J1−)u (y):
c˜(t)−
∑
j
ej exp(−zu−1)⊗ Zj,t. (237)
We can obtain the desired estimate for the components of c˜(t) from the estimate for the components of c(t). If
dj ≥ d, we have djω > 1− d. We obtain the following for some δ > 0:∫
Zj
∣∣ej∣∣hV exp(−Re(zu−1)t−1) = O(exp(−δt−diω)).
If dj = 0, we have Pj ∈ {z | Re(zu−1) > 0}. Hence, we can easily have∫
Zj
∣∣ej∣∣hV exp(−Re(zu−1)t−1) = O(exp(−δt−ω/(1+ω))).
Note that ω/(1 + ω) > 1− d. Hence, we can conclude that the family (237) is contained in Crd0
(
(V ,∇), u, d,Q).
10.4 Proof of Theorem 6.4
Let D ⊂ C be a finite subset. Let (V ,∇) be a meromorphic flat bundle on (P1, D∪{∞}) with regular singularity
at ∞. Let ρα : C −→ C be given by ρα(z) = z + α. Set I◦ = {αu−1 |α ∈ D}. Let Uα be a neighbourhood of
α ∈ D. Take J ∈ T (I◦) such that arg(u) ∈ J . Let U0 be a neighbourhood of 0.
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10.4.1 Family of cycles
Let ̺ ∈ D(D). Let α ∈ D. Let 0 < d ≤ 1. Let c(α)(t) be a family of ̺-type chains for (V ,∇) ⊗ E(zu−1) of the
following form:
c(α)(t) = c
(α)
1 (t) + c∞ exp(−zu−1)⊗ γ∞ =( N0∑
i=1
a0,i ⊗ γ0,i,t +
N1∑
i=1
a1,i ⊗ γ1,i,t +
N2∑
i=1
a2,i ⊗ γ2,i,t +
N3∑
i=1
bi ⊗ ηi + c⊗ Γ + c∞ ⊗ γ∞
)
exp(−zu−1). (238)
We impose the following conditions:
• γ0,i,t = ρα∗(tdγi,t) for a continuous family of paths γi,t (0 ≤ t ≤ t0) in U0 \ {0}.
• γ1,i,t are paths of the form ρα∗
(
γh(t
dir1,i;φ1,i,1, φ1,i,2)
)
, where di ≥ d.
• γ2,i,t are paths of the form ρα∗
(
γv
(
ǫ, td2,ir2,i;φ2,i
))
where d2,i ≥ d, or ρα∗
(
γv
(
td2,i,1r2,i,1, t
d2,i,2r2,i,2;φ2,i
))
where d ≤ d2,i,1 ≤ d2,i,2. We admit r2,i = 0 or r2,i,2 = 0.
• ηk are of the form ρα∗
(
γh(ǫ;ψk, θk)
)
, and γh(ǫ;ψk, θk) are contained in {Re(zu−1) > 0}.
• Each γp,i,t is contained in a small sector, and ρ∗α(ap,i) is a flat section of ρ∗α
(V) on the sector.
• ρ∗αbk are flat sections of ρ∗α(V) on sectors which contain ηk.
• Γ is a path connecting α+ ǫe
√−1ϕ2 and Re
√−1ϕ1 in
{
Re((z−α)u−1) > 0} \⋃α∈D Uα, where R is a large
number, and ϕi are chosen such that Re(e
√−1ϕiu−1) > 0.
• γ∞ is a path connecting Re
√−1ϕ1 and ∞e
√−1ϕ1 in
{
Re((z − α)u−1) > 0} \⋃α∈D Uα.
• c and c∞ are flat sections of V along Γ and Γ∞, respectively.
Remark 10.33 c
(α)
1 (t) and c∞ ⊗ γ∞ are divided for the use in §10.5.
Let Q ∈ R[t−1/e] such that |t1−dQ(t)| ≤ C for C > 0 as t→ 0. We also consider the following condition.
• For any N , we have M > 0 and C > 0 such that∫
γ0,i,t
∣∣ρ∗αa0,i∣∣ exp(−t−1Re(zu−1))|z|−N ≤ C exp(Q(t))t−M .
• For any N > 0, there exist δ > 0 and C > 0 such that∫
γ1,i,t
∣∣ρ∗αa1,i∣∣ exp(−t−1Re(zu−1))|z|−N ≤ C exp(Q− δt−(1−d)).
• If ̺(α) =!, for any N > 0, there exist δ > 0 and C > 0 such that∫
γ2,i,t
∣∣ρ∗αa2,i∣∣ exp(−t−1Re(zu−1))|z|−N ≤ C exp(Q− δt−(1−d)).
If ̺(α) = ∗, there exist N > 0, δ > 0 and C > 0 such that∫
γ2,i,t
∣∣ρ∗αa2,j∣∣ exp(−t−1Re(zu−1))|z|N ≤ C exp(Q− δt−(1−d)).
Let C̺α((V ,∇), u, d,Q) be the set of such ̺-type 1-chains for (V ,∇)⊗ E(zu−1).
Let c(α)(t) ∈ C̺α((V ,∇), u, d,Q). If each c(α)(t) is a cycle, the homology classes of c(α)(t) are constant by
the continuity. We obtain the family of 1-cycles c(α)(t) · exp(−(t−1 − 1)zu−1) of (V ,∇) ⊗ E(t−1zu−1). They
induce a flat section [c(α)(t)] of V ◦̺ = Four+(V(̺)) along {tu | 0 < t ≤ t0}. We obtain the following as a special
case of Lemma 10.2.
Lemma 10.34
∣∣[c(α)(t)]∣∣
h̺
= O
(
exp
(−t−1Re(αu−1) +Q) · t−N) for some N > 0 as t→ 0.
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10.4.2 Isomorphisms
Let (Vα,∇) be the meromorphic flat bundle on (P1, {α,∞}) with regular singularity at∞, induced by (V ,∇)|Uα .
We have the following isomorphisms:
H
̺(α)
1
(
C∗, ρ∗α(Vα,∇)⊗ E(zu−1)
) ≃ Four+(ρ∗α(Vα)(̺(α)))|u ≃ LF̺ (ρ∗αVα)|θu .
Hence, we have the induced filtrations on the homology groups indexed by F
(0,∞)
+ (I˜α) with ≤θu, which we
denote by F ′θu .
We have the isomorphism ρ∗αE(zu−1) ≃ E(zu−1) given by ρ∗α(exp(−zu−1)) = exp(−αu−1) exp(−zu−1). It
induces the following isomorphisms:
H
̺(α)
1
(
C \ {α}, (Vα,∇)⊗ E(zu−1)
) ≃ H̺(α)1 (C \ {0}, ρ∗α(Vα,∇)⊗ E(zu−1)).
We obtain the induced filtrations on H
̺(α)
1
(
C \ {α}, (Vα,∇)⊗ E(zu−1)
)
which are also denoted by F ′θu .
We have the isomorphism:⊕
CJ1±u,α :
⊕
α∈D
H
̺(α)
1
(
C \ {α}, (Vα,∇)⊗ E(zu−1)
) ≃ H̺(α)1 (C \D,V ⊗ E(zu−1)). (239)
We have the filtration F ′θu on the left hand side induced by the above filtrations. We also have the filtration
F◦θu on the right hand side induced by the Stokes filtration of (LF̺ (V),F).
Proposition 10.35
• We have F ′θu = F◦θu under the isomorphism (239).
• Any y ∈ F◦θua◦ H̺1 (C \D, (V ,∇)⊗E(zu−1)) is expressed as a sum
∑
c(αi)(t) where c(αi)(t) are represented
by families of cycles in C̺αi((V ,∇), u, di, Qi) such that −Re(αiu−1t−1) + Q(t) ≤ −Re(a◦(ut)) for any
sufficiently small t > 0.
Proof Suppose that ρ∗αy ∈ H̺(α)1
(
C \ {0}, ρ∗α(Vα,∇)⊗ E(zu−1)
)
is represented by a family of cycles c(t) con-
tained in C̺(α)0 (ρ∗α(Vα,∇), u, d,Q) as in §10.3.1. We obtain the family of ̺(α)-type cycles ρα∗(c(t)) exp(−αu−1)
for (Vα,∇) ⊗ E(zu−1). By modifying Γ, we may assume that the underlying chains of ρα∗(c(t)) exp(−αu−1)
are contained in the union of Uα and UJ+,u or UJ−,u. We have an isomorphism (V ,∇) ≃ (Vα,∇) on the union
of Uα and a neighbourhood of Γ. We naturally regard ρα∗(c(t)) exp(−αu−1) as a family of ̺-type 1-cycles for
(V ,∇) ⊗ E(zu−1), which we denoted by cα(t). Then, we can easily see that C̺J±,α(y) is represented by cα(t),
and it is contained in C̺α
(
(V ,∇), u, d,Q).
Then, it is easy to see that F ′θua ⊂ F◦θ
u
a for any a ∈ I◦. We obtain F ′θ
u
= F◦θu because the dimensions of
the associated graded pieces are the same. The second claim also follows.
Corollary 10.36 The claim of Theorem 6.4 holds.
10.5 Proof of Theorem 6.6
Let (V ,∇) be a meromorphic flat bundle on (P1, D ∪ {∞}). Let I˜V∞ be the set of ramified irregular values of
(V ,∇) at∞. Let hV be a metric of V|C\D adapted to the meromorphic structure. Take u ∈ C∗. Set θu := arg(u).
Let ω(V) := min{ω | Sω(V) 6= V}.
Let U∞ be a neighbourhood of ∞ with the coordinate x = z−1. Let U˜∞ −→ U∞ denote the oriented real
blow up. We use the polar coordinate induced by x.
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10.5.1 Families of cycles
Take 0 < d such that ω(V) ≤ (d+1)/d. We consider families of ̺-type chains c(t) (0 < t ≤ 1) for (V ,∇)⊗E(zu−1)
of the following form:
c(t) =
(N−1∑
i=1
ci ⊗ νi,t +
N0∑
i=1
ai ⊗ γi,t +
N1∑
j=1
bj ⊗ ηj,t
)
exp(−zu−1). (240)
Here, we impose the following.
• We have νi,t = tdν′i,t for a family of paths νi,t (0 ≤ t ≤ t0) on U∞ \ {∞}. We assume that each
νi,t is contained in a small sector, and ci is a flat section on the sector. Moreover, we assume that ci
is a section of a direct summand VS,ai for a splitting of the Stokes filtration on the sector and that
0 < C1 < |x|(1+d)/d|ai| < C2 for some constants Cb.
• γi,t are of the form γv(tdi,1ri,1, tdi,2ri,2;φi) for some d ≤ di,1 < di,2. We admit ri,2 = 0. We assume
ω(V) ≤ (di,2 + 1)/di,2.
• ηi,t are of the form γh(tdiri;ψi,1, ψi,2) where we assume di ≥ d and ω(V) ≤ (di + 1)/di.
• γi,t and ηj,t are contained in a small sector in (U∞,∞), and ai and bj are flat sections of (V ,∇) on the
sectors.
If each c(t) is cycle, the homology classes of c(t) are constant by the continuity. We obtain the family of ̺-type
1-cycles
c(t) · exp
(
−(t−1 − 1)zu−1
)
of (V ,∇) ⊗ E(t−1zu−1). Let Q ∈ R[t−1/e] such that |t1+dQ(t)| ≤ C for some C > 0 as t → 0. We say that the
growth order of c(t) is less than Q if the following holds:
• For any N > 0, there exists M > 0 and C > 0 such that∫
νi,t
|ci|hV exp
(
−t−1Re(zu−1)
)
|z|N ≤ C exp(Q(t))t−M .
• For any N , there exist C > 0 and δ > 0 such that∫
γi,t
|ai|hV exp
(
−t−1Re(zu−1)
)
|z|N ≤ C exp
(
Q(t)− δt−(1+d)
)
.
Moreover, we also impose
|ai|hV exp
(−t−1Re(zu−1)) ≤ C exp(Q(t)− δ1t−(1+d) − δ2t−1|x|−1)
on γi,t for some C > 0 and δ > 0.
• For any N > 0, there exist C > 0 and δ > 0 such that∫
ηi,t
|bi|hV exp
(
−t−1Re(zu−1)
)
|z|N ≤ C exp
(
Q(t)− δt−(1+di)
)
.
Note that if di > d, it implies the following for some C
′ > 0 and δ′ > 0:∫
ηi,t
|bi|hV exp
(
−t−1Re(zu−1)
)
|z|N ≤ C′ exp(−δ′t−(1+di)).
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Let C(∞) ̺∞
(
(V ,∇), u, d,Q) be the set of such families of 1-cycles for (V ,∇)⊗ E(zu−1).
We also consider families of 1-cycles for (V ,∇)⊗ E(zu−1) of the form
c(t) =
( N0∑
i=1
ai ⊗ γi,t +
N1∑
j=1
bj ⊗ ηj,t
)
exp(−zu−1) + c(α)1 (t).
Here,
∑N0
i=1 ai ⊗ γi,t +
∑N1
j=1 bj ⊗ ηj,t is as in (240), and c(α)1 (t) is as in §10.4.1 for some 0 < d(α) < 1. Let
Q ∈ R[t−1/e] such that degQ ≤ 1−d(α). We say that the growth order of c(t) is less than −Re(αu−1t−1)+Q(t)
if the following holds.
• c1(t) + c∞ exp(−zu−1)⊗ γ∞ is contained in C̺α(S∞0 (V ,∇), u, d,Q).
• For any N > 0, there exist C > 0 and δ > 0 such that∫
γi,t
|ai|hV exp
(
−t−1Re(zu−1)
)
|z|N ≤ C exp
(
−Re(αu−1t−1) +Q(t)− δt−1
)
.
Moreover, we also impose
|ai|hV exp
(−t−1Re(zu−1)) ≤ C exp(−Re(αu−1t−1) +Q(t)− δt−1|x|−1)
on γi,t for some C > 0 and δ > 0.
• ∫ηi,t |bi,t| exp(−t−1Re(zu−1))|z|N = O(exp(−Re(αu−1t−1)+Q(t)−δt−(1+di))) for some δ > 0 and di ≥ 0.
Note that if di > 0, we have
∫
ηi,t
|bi,t| exp
(−t−1Re(zu−1))|z|N = O(exp(−δt−(1+di))) for some δ > 0.
Let C(α) ̺∞ ((V ,∇), u, d,Q) denote the set of such families of cycles.
10.5.2 Statements
We use the notation in §9.1. Suppose that ω := ω(V) > 1. Set ω1 := min
{
ω′ > ω | Sω′(V ,∇) 6= S˜ω(V ,∇)
}
.
Set I˜ := T˜ω(I˜V). We have ord(I˜) = −ω. We set I := πω(I˜). Let (V,∇) := T˜ω(V ,∇). Let (L, F˜) be the
local system with Stokes structure indexed by I˜ associated to (V,∇). For J ∈ T (I) such that J± ⊂ I, we have
splittings
LJ±,<0 =
⊕
a∈I˜J,<0
LJ±,a
of the Stokes filtrations F˜θ (θ ∈ J±). For any a ∈ I˜J,<0, we have the following map induced by AJ±,u and the
natural morphism in §2.7.3:
AJ±,u,a : H
0(J±, LJ±,a) −→ Hrd1
(
C∗, (V,∇)⊗ E(zu−1)) −→ Hrd1 (C \D, (V ,∇)⊗ E(zu−1)).
For any u1 = |u|e
√−1θu1 such that |θu1 − θu| < π/2, we have the natural isomorphism
Hrd1
(
C \D, (V ,∇)⊗ E(zu−1)) ≃ Hrd1 (C \D, (V ,∇)⊗ E(zu−11 )).
Let AJ±,(u,u1),a denote the following induced map
H0(J±, LJ±,a) −→ Hrd1
(
C∗, (V,∇)⊗ E(zu−1)) −→ Hrd1 (C \D, (V ,∇)⊗ E(zu−11 )).
For any a ∈ I˜J,<0, we set a◦− := F(∞,∞)+,(J,0,−)(a). We also put d(ω) := (ω − 1)−1.
Proposition 10.37 For any v ∈ H0(J±, LJ±,a), AJ±,(u,u1),a(v) is represented by a family of cycles contained
in C(∞) ̺∞
(
(V ,∇), u1, d(ω),−Re(a◦−(u1t))
)
.
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Take J ∈ T (I) such that J± ⊂ I − π. We have splittings
LJ±,>0 =
⊕
a∈I˜J,>0
LJ±,a
of the Stokes filtrations F˜θ (θ ∈ J±). For any a ∈ I˜J,>0, and u1 = |u|e
√−1θu1 such that |θu1 − θu| < π/2, let
BJ±,(u,u1),a denote the composite of the following morphisms and the general morphism in §2.7.3:
H0(J±, LJ±,a)
a−→ Hrd1
(
C∗, (V,∇)⊗ E(zu−1)) −→ Hrd1 (C∗, (V ,∇)⊗ E(zu−1))
≃ Hrd1
(
C∗, (V ,∇)⊗ E(zu−11 )
)
(241)
Here, a is induced by BJ±,u. For any a ∈ I˜J,>0, we set a◦+ := F(∞,∞)+,(J,0,+)(a).
Proposition 10.38 For any v ∈ H0(J±, LJ±,a), BJ,(u,u1),a(v) is represented by a family of cycles contained in
C(∞) ̺∞
(
(V ,∇), u1, d(ω),−Re(a◦+(u1t))
)
.
Take J1 ∈ T (I) such that J1± ⊂ I − π. Let y ∈ H̺1
(
C \ D, S˜∞ω (V ,∇) ⊗ E(zu−1)
)
. We have C
J1±
u (y) ∈
H̺1
(
C \D, (V ,∇)⊗ E(zu−1)).
Proposition 10.39 Suppose that y is represented by a family of 1-cycles contained in C(α) ̺∞
(S∞ω (V ,∇), u, d,Q)
for α ∈ D ∪ {∞}. Suppose ω < d−1(1 + d) if ρ = ∞. Then, CJ1±u (y) are represented by a family of 1-cycles
contained in C(α) ̺∞
(
(V ,∇), u, d,Q).
10.5.3 Consequences
Before proving Propositions 10.37–10.39, let us explain consequences. We use the notation in §9.2. Let u =
te
√−1θu . We have the following natural identifications:
H̺1
(
C \D, (V ,∇)⊗ E(zu−1)) ≃ Four+(V)|u ≃ LF̺ (V)|θu .
By the isomorphism we obtain the Stokes filtration F◦ θu on the homology groups.
Take J ∈ W2,u(I,±) such that IJ,<0 6= ∅. We have ϕ(J,−) such that IJ,<0 ⊂ R>0e
√−1ϕ(J,−)x−ω . Set
κ(J,−) := (ϕ(J,−),−θu). We have θ−(J, u) ∈ J∓ ⊂ I∓ such that θ−(J, u) ∈ Cr2(ω,κ(J,−)). We define the
filtration F ′ θu on
H0(J∓, LJ∓,<0) =
⊕
a∈IJ,<0
H0(J∓, LJ∓,a)
by the decomposition and the order ≤θ−(J,u). Note that the index set is identified with I◦Ju(0,−),>0 with the
order ≤θu . (See §4.2.1 for Ju(m,−).) We also note that the set of intervals J ∈ T (I◦) such that θu0 ∈ J∓ is
bijective to W2(I,±) by the correspondence J = Ju(0,−).
Take J ∈ W1(I,±) such that IJ,>0 6= ∅. We have ϕ(J,+) such that IJ,>0 ⊂ R>0e
√−1ϕ(J,+)x−ω . Set
κ(J,+) := (ϕ(J,+),−θu). We have θ+(J, u) ∈ J∓ ⊂ I∓ such that θ+(J, u) ∈ Cr(ω,κ(J,+)). We define the
filtration F ′ θu on
H0(J∓, LJ∓,>0) =
⊕
a∈IJ,>0
H0(J∓, LJ∓,a).
by the decomposition and the order ≤θ+(J,u). Note that the index set is identified with I◦Ju(0,+),<0 with the
order ≤θu . (See §4.2.1 for Ju(m,+).) We also note that the set of intervals J ∈ T (I◦) such that θu0 ∈ J∓ is
bijective to W1(I,±) by the correspondence Ju(0,+) = J .
We have the filtration F ′ θu indexed by (I˜◦,≤θu) on⊕
J∈W2,u(I,±)
H0(J∓, LJ∓,<0)⊕
⊕
J∈W1,u(I,±)
H0(J∓, LJ∓,>0)⊕H̺1
(
C \D, S˜ω(V ,∇)⊗ E(zu−1)
)
,
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induced by the above filtrations on H0(J∓, LJ∓,<0) and H0(J∓, LJ∓,>0), and the filtration F◦θ
u
on the third
component H̺1
(
C \ D, S˜ω(V ,∇) ⊗ E(zu−1)
)
. The following proposition can be proved by an argument in the
proof of Proposition 10.24.
Proposition 10.40
• We have F◦θu = F ′θu under the isomorphisms (203).
• Any element F◦θua◦ H̺1
(
C \D,V ⊗ E(zu−1)) is represented as a sum ∑ ci, where ci are families of cycles
in C̺ (αi)∞
(
(V ,∇), u, di, Qi
)
such that Qi(t) ≤ −Re(a◦(ut)) for any sufficiently small t > 0 if αi = ∞, or
−Re(αiu−1t−1) +Qi(t) ≤ −Re(a◦(ut)) for any sufficiently small t > 0 if αi ∈ D.
We obtain the following corollary.
Corollary 10.41 The claim of Theorem 6.6 holds.
10.5.4 Preliminary
Set I˜ := T˜ω(I˜V ). Suppose ω = − ord(I˜) > 1. For any a =
∑
0<j<ω ajr
−je
√−1jθ ∈ I˜, we set κ(a, u) :=
(arg(aω),−θu0 ) and s(a, u) :=
∣∣ωaωu∣∣1/(ω−1). We also set
c(a, u) =
(
aj ·
∣∣ωaω∣∣(−j+1)/(ω−1) · ∣∣u∣∣(ω−j)/(ω−1))0<j<ω .
Set Ga,u(r, θ) := a(re
√−1θ) + u−1re
√−1θ. We remark
Ga,u
(
s(a, u)r, θ
)
=
(
ω|aω|
)−1/(ω−1)(|u|)−ω/(ω−1)Gκ(a,u),c(a,u)(r, θ).
We also remark the following, which is proved by arguments for Lemma 10.27.
Lemma 10.42 To prove Proposition 10.37 and Proposition 10.38, it is enough to prove the following for any
u ∈ C∗.
(A1) If J ⊂ I, for any a ∈ IJ,<0 and v ∈ H0(J, LJ,<0), AJ±,u(v) are represented by families of cycles contained
in C(∞) ̺∞
(
(V ,∇), u, d(ω),−Re(a◦−(ut))
)
.
(A2) If J ⊂ I − π, for any a ∈ IJ,>0 and v ∈ H0(J, LJ,>0), BJ±,u(v) are represented by families of cycles
contained in C(∞) ̺∞
(
(V ,∇), u, d(ω),−Re(a◦+(ut))
)
.
10.5.5 Proof of Proposition 10.37 in the case J ⊂ I
We take a ∈ I˜J,<0. We explain the proof for AJ+,u,a in the case J ⊂ I. The proof for the AJ−,u,a is similar.
We have θ1 ∈ J ∩ Cr2(ω,κ(a, u)).
We have a large C > 0 such that C−1 << gκ(a,u)(1, θ1). We have Γθ1 given as γv(C, 0; θ1). By modifying
Γθ1 as in §10.2.2, we obtain Γθ1,c(a,ut). By adding γh(C; θ1, ϑJr − π), we obtain a path Γ˜θ1,c connecting (0, θ1)
and (C, ϑJr − π). Any v ∈ H0(J+, LJ+,a) induces a section v˜ along Γ˜θ1,c(a,ut).
We have the decomposition
v = u(J−π)+,0 +
∑
J−(1+ω−1)π<J′≤J−(1−ω−1)π
uJ′ ,
where u(J−π)+,0 is a section of L(J−π)+,0, and uJ′ are sections of LJ′,<0.
If J − (1+ω−1)π < J ′ ≤ J +(−1+ω−1)π, we have J ′ ∩ (I − π) 6= ∅. We take θJ′ ∈ J ′ ∩ (I − π). Let ΓJ′ be
the paths obtained as the union of γh(C;ϑ
J
r + π, θJ′) and γv(C, 0; θJ′). Then, we obtain the following family of
cycles for (V,∇)⊗ E(zu−1), which represents AJ+,u,a(v):(
v˜ ⊗ s(a, ut)Γ˜θ1,c(a,ut) + u(J−π)+,0 ⊗ s(a, ut)ΓJ−π
+
∑
J−(1+ω−1)π<J′≤J+(−1+ω−1)π
uJ′ ⊗ s(a, ut)ΓJ′
)
exp(−zu−1). (242)
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Lemma 10.43 The family (242) is contained in C(∞) ̺∞
(
(V ,∇), u, d(ω),−Re a◦−(ut)
)
.
Proof We have the following on s(a, ut)Γ˜θ1,c(a,ut) for some C > 0 and N > 0:∣∣v˜∣∣
hV exp
(
−Re(zu−1)
)
≤ C exp
(
−Re a◦−(ut−1)
)
t−N
Moreover, we have a small neighbourhood U of (1, θ1) such that the following holds on s(a, ut)
(
Γ˜θ1,c(a,ut) \ U
)
for some C > 0 and δi > 0:∣∣v˜∣∣
hV exp
(
−Re(zu−1)
)
≤ C exp
(
−Re a◦−(ut−1)− δ1t−ω/(ω−1) − δ2t−ω/(ω−1)|x|−ω
)
.
Note that −tω/(ω−1)Re a◦−(ut−1) converges to a positive number as t→ 0. On s(a, ut)γh(C; θ1, ϑJr −π), we have
the following: ∣∣v˜∣∣
hV exp
(
−Re(zu−1)
)
≤ C exp
(
−Re a◦−(ut−1)− δ1t−ω/(ω−1)
)
.
We have the following estimate on ΓJ−π for some C > 0 and δi > 0:∣∣u(J−π)+,0∣∣hV ≤ C exp(−Re a◦−(ut−1)− δ1t−ω/(ω−1) − δ2t−1|x|−1).
We have the following estimate on ΓJ′ for some C > 0 and δi > 0:∣∣uJ′∣∣hV exp(−Re(zu−1)) ≤ C exp(−Re a◦−(ut−1)− δ1t−ω/(ω−1) − δ2t−ω/(ω−1)|x|−ω).
Thus, we obtain the claim of the lemma.
10.5.6 Proof of Proposition 10.38 in the case J ⊂ I − π
J ⊂ I − π. We take a ∈ I˜J,<0. We explain the proof for BJ+,u,a in the case J ⊂ I − π. The proof for BJ−,u,a
is similar.
We have θ1 ∈ J such that θ1 ∈ Cr2(ω,κ(a, u)). We have Γθ1 obtained as γh(1;ϑJℓ − δ, ϑJr ). By modifying it
as in §10.2.2, we obtain a path Γθ1,c(a,ut). By adding γv(1, 0;ϑJℓ − δ), we obtain a path Γ˜θ1,c connecting (1, ϑJr )
and (0, ϑJℓ − δ). Any v ∈ H0(J−, LJ−,a) induces a section v˜ along Γ˜θ1,c.
We have the decomposition
v = uJ,0 +
∑
J≤J′≤J+π/ω
uJ′ ,
where uJ,0 is a section of LJ+,0, and uJ′ are sections of LJ′,<0. Let Γ2,± denote the paths connecting (1, ϑ
J
r )
and (0, ϑJr ± δ), obtained as the union of γh(1;ϑJr , ϑJr ± δ) and γv(1, 0;ϑJr ± δ).
We obtain the following family of cycles which represents BJ+,u(v):(
v˜⊗s(a, ut)Γ˜θ1,c(a,ut)−uJ,0⊗s(a, ut)Γ2,−−uJ⊗s(a, ut)Γ2,−−
∑
J<J′≤J+π/ω
uJ′⊗s(a, ut)Γ2,+
)
exp(−zu−1). (243)
Lemma 10.44 The family (243) is contained in C(∞) ̺∞
(
(V ,∇), u, d(ω),−Re a◦+(ut)
)
.
Proof On s(a, ut)Γθ1,c(a,ut), we have the following estimate for some C > 0 and N > 0:∣∣v˜∣∣
hV exp
(−Re(zu−1)) ≤ C exp(−Re a◦+(ut))t−N .
Moreover, we have a neighbourhood U of (1, θ1) such that the following holds on s(a, ut)
(
Γθ1,c(a,ut) \ U
)
for
some C > 0 and δ > 0: ∣∣v˜∣∣
hV exp
(−Re(zu−1)) ≤ C exp(−Re a◦+(ut)− δ1t−ω/(ω−1)).
133
On γv(1, 0;ϑ
J
ℓ − δ), we have the following for some C > 0 and δi > 0:∣∣v˜∣∣
hV exp
(−Re(zu−1)) ≤ C exp(−Re a◦+(ut)− δ1t−ω/(ω−1) − δ2t−ω/(ω−1)|x|−ω).
On Γ2,−, we have the following estimates for some C > 0 and δi > 0:∣∣uJ,0∣∣hV exp(−Re(zu−1)) ≤ C exp(−Re a◦+(ut)− δ1t−ω/(ω−1) − δ2t−1|x|−1),∣∣uJ ∣∣hV exp(−Re(zu−1)) ≤ C exp(−Re a◦+(ut)− δ1t−ω/(ω−1) − δ2t−ω/(ω−1)|x|−ω).
We have similar estimates for
∣∣uJ′∣∣hV exp(−Re(zu−1)) on Γ2,+. Hence, we obtain the claim of the lemma.
In all, Proposition 10.37 and Proposition 10.38 are proved.
10.5.7 Lift of 1-chains
We make a preparation for the proof of Proposition 10.39. Let (V ,∇) be a meromorphic flat bundle on (∆, 0).
Take ω > 0. We have the induced meromorphic flat bundle Tω(V ,∇) on (∆, 0). Let ̟ : ∆˜ −→ ∆ be the
oriented real blow up along 0. Let L and Tω(L) be the local systems on ∆˜ associated to V and Tω(V).
Let IV be the set of ramified irregular values. Let (L, F˜) be the 2πZ-equivariant local system with Stokes
structure indexed by I˜V on R corresponding to (V ,∇). Set I = πω(IV) and F := πω∗(F˜).
Let γ : [0, 1] −→ ∆ \ {0} be a path. Suppose that we are given sectors S0 =]0, 1[×J0 such that γ(0) ∈ S0,
and a splitting LJ0 =
⊕
a∈I LJ0,a of Stokes filtrations Fθ (θ ∈ J0).
We take t0 = 0 < t1 < . . . < tN−1 < tN = 1 such that each γ([ti, ti+1]) is contained in a sector ]0, 1[×Ii with
ϑIiℓ − ϑJir < π/ω. We also take splittings LIi =
⊕
a∈I LIi,a of Stokes filtrations Fθ (θ ∈ I). We assume that
I0 = J0.
Let γi denote the restriction of γ to [ti, ti+1]. Let Zi be the segments connecting γ(ti) and 0. They naturally
induce paths on ∆˜, which are also denoted by Zi.
Let v be any element of Tω(L)|γ(0). It induces a section v˜ of Tω(L) along γ. We obtain a 1-chain v ⊗ γ for
Tω(L).
By using the splitting on Ii, we obtain flat sections v˜i of L along γi from the restriction of v˜ to γi. Thus,
we obtain the following rapid decay 1-chain for (V ,∇):∑
v˜i ⊗ γi +
∑
(v˜i|γ(ti) − v˜i+1|γ(ti))⊗ Zi.
It is called a lift of v˜ ⊗ γ to a 1-chain for (V ,∇).
10.5.8 Proof of Proposition 10.39
Let us consider the case α = ∞. We describe y by a cycle c(t) ∈ C(∞) ̺∞
(S˜ω(V ,∇), u, d,Q) as in (240). We
naturally regard ci⊗ νi,t and bi⊗ ηi,t. are 1-chains for (V ,∇). Because ci are assumed to be sections of a direct
summand VS,ai for a splitting of Stokes filtrations, the growth condition of ci ⊗ νi,t is satisfied also for (V ,∇).
Because ω < ω(S˜ω(V)) ≤ (di + 1)/di, the growth condition for bi ⊗ ηi,t is satisfied also for (V ,∇).
Let us consider ai ⊗ γi,t. If γi,t = γv(tdi,1ri,1, tdi,2ri,2;φ) with ri,2 6= 0, then ai ⊗ γi,t is naturally regarded
as a 1-cycle for (V ,∇), and the growth condition is satisfied as in the case of bi ⊗ ηi. Let us consider the case
γi,t = γv(t
di,1ri,1, 0;φ). We take a small sector S which contains γi,t. Note that one of the following holds.
(A1) ai is a section of FS<0S˜∞ω (V).
(A2) ai is a section of FS≤0S˜∞ω (V) and u−1z <S 0.
In the case (A1), ai ⊗ γi,t is naturally regarded as cycles for (V ,∇), and the growth condition is satisfied.
Let us consider the case (A2). We shall replace t0 with smaller number if it is necessary. We take 0 < r0
such that t
d(ω)
0 r0 < t
di,1
0 ri,1. In the following, we shall replace r0 with a larger number if it is necessary. We
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divide γi,t into the union of γv(t
d(ω)r0, 0;φ) and γv(t
di,1ri,1, t
d(ω)r0;φ). Here, we may assume that φ is contained
in I − π. We have the following on γv(tdi,1ri,1, td(ω)r0;φ) for some Ci > 0 and δi > 0:
|ai|hV exp
(−Re(x−1u−1t−1)) ≤ C1 exp(−Q(t)− δ1t−(1+d) − δ2t−1|x|−1 + C2|x|−ω).
Because d(ω) · ω = 1 + d(ω), if r0 is sufficiently large, we have the following on γv(tdi,1ri,1, td(ω)r0;φ) for some
δ3 > 0:
−δ2t−1|x|−1 + C2|x|−ω ≤ −δ3t−1|x|−1.
Hence, we obtain the following on γv(t
di,1ri,1, t
d(ω)r0;φ):
|ai|hV exp
(−Re(x−1u−1t−1)) ≤ C1 exp(−Q(t)− δ1t−(1+d) − δ3t−1|x|−1).
Hence, the chain ai ⊗ γv(tdi,1ri,1, td(ω)r0;φ) satisfies the desired growth condition.
We shall replace ai ⊗ γv(td(ω)r0, 0;φ) with another chain in the following. Let U∞ denote a neighbourhood
of ∞ in P1z. Let U˜∞ −→ U∞ be the oriented real blow up along ∞. We use the polar coordinate (r, θ) on U˜∞
induced by x. We take a small interval J2 ⊂ I − π such that φ ∈ J2. We also have J1 ⊂ I − π.
We set (V1,∇) := S˜ω(V ,∇). Let (LV1 ,F) be the 2πZ-equivariant local system with Stokes structure on R
corresponding to (V1,∇). Let I˜V1 denote the set of ramified irregular values of V1 at ∞.
Let a′i be the induced section of L
V1 on J2 induced by ai. We may assume to have a splitting LV1|J2 =⊕
a∈I˜V1 L
V1
J2,a
of the Stokes structure such that a′i is a section of L
V′
J2,0
.
Set (V2,∇) := T˜ω(V ,∇). Let (L, F˜) be the local system corresponding to (V2,∇). We have the section [ai]
of L induced by ai. We have the expression
[ai] = uJ1,+,0 +
∑
J1−π/ω<J′≤J1+π/ω
uJ′ ,
where uJ1,+,0 is a section of LJ1+,0, and uJ′ are sections of LJ′,<0.
Let Γ1 be the path γh(t
d(ω)r0;φ, ϑ
J1
ℓ ). For each such J
′, we take θJ′ ∈ (I − π) ∩ J ′. Let Γ2,J′ be the
path obtained as the union of γh(t
d(ω)r0;ϑ
J1
ℓ , θJ′) and γv(t
d(ω)r0, 0; θJ′). We obtain the following chain for
(V2,∇)⊗ E(x−1u−1):(
[ai]⊗ Γ1 + uJ1+,0 ⊗ ΓJ1 +
∑
J1−π/ω<J′≤J1+π/ω
uJ′ ⊗ ΓJ′
)
exp(−zu−1). (244)
Lemma 10.45 The family (244) is contained in C(∞) ̺∞
(
(V2,∇), u, d,Q− δt−(1+d)
)
for some δ > 0.
Proof On Γ2, we have the following:∣∣[ai]∣∣hV2 exp(−Re(x−1u−1t−1)) ≤ C1 exp(−δ5t−1−d(ω) + C2r−1−d(ω)0 t−1−d(ω)).
Hence, if r0 is sufficiently large, we have the following on Γ2:∣∣[ai]∣∣hV2 exp(−Re(x−1u−1t−1)) ≤ C1 exp(−δ6t−1−d(ω)).
Similarly, we may assume to have∣∣uJ′∣∣hV2 exp(−Re(x−1u−1t−1)) ≤ C1 exp(−δ6t−1−d(ω))
on γh(t
d(ω)r0;ϑ
J
ℓ , θJ′), and∣∣uJ1,+,0∣∣hV2 exp(−Re(x−1u−1t−1)) ≤ C1 exp(−δ6t−1−d(ω))
on γh(t
d(ω)r0;ϑ
J
ℓ , θJ1).
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We have the following on γv(t
d(ω)r0, 0; θJ′):∣∣uJ′∣∣hV exp(−Re(x−1u−1t−1)) ≤ C1 exp(−δ7|x|−1|t−1| − δ8|x|−ω)
We have the following on γv(t
d(ω)r0, 0; θJ1):∣∣uJ1+,0∣∣hV exp(−Re(x−1u−1t−1)) ≤ C1 exp(−δ7|x|−1|t−1|)
Then, we obtain the claim of Lemma 10.45.
By applying the procedure in §10.5.7 to the chain (244) with the decomposition of LV1|J2, we obtain a 1-chain
e(t) for (V ,∇)⊗E(zu−1). We obtain a family of cycles by replacing ai exp(−zu−1)⊗ γv(td(ω)r0, 0;φ) with e(t).
It is easy to obtain the desired estimate for the correction terms by using the lemma below.
Lemma 10.46 Let Zt := γv(r0t
d(ω), 0;φ1). Take w ∈ F˜V1φ1<0 (LV1|φ1). It naturally induces a flat section w˜ of V
along Zt. Then, we have∣∣w˜∣∣
hV exp
(−t−1Re(x−1u−1)) ≤ C exp(−δ1|x|−1t−1 − δ2|x|−ω).
10.6 Proof of Proposition 6.9
10.6.1 Preliminary
Let (V,∇) be a meromorphic flat bundle on (∆x, 0). Let I˜ be the set of ramified irregular values. We assume
that − ord(I˜) ≤ 1.
Let ̟ : ∆˜ −→ ∆ be the oriented real blow up along 0. Let L be the local system on ∆˜ corresponding to
(V,∇). Let LS1 be the restriction to ̟−1(0).
We have I := π1(I˜) ⊂ Cx−1. We take R > 0 such that |β| < R for any βx−1 ∈ I.
Take u ∈ C∗. We obtain the meromorphic flat bundle (V,∇) ⊗ E(u−1x−1). Let (V reg,∇) be the regular
singular meromorphic flat bundle on (∆x, 0) corresponding to L. We also obtain the meromorphic flat bundle
(V reg,∇)⊗ E(u−1x−1).
We set Iu := {θ | Re(u−1e−
√−1θ) > 0}. We set Iu,δ := {θ ∈ Iu | ]θ− δ, θ+ δ[⊂ Iu}. For any β ∈ C such that
βx−1 ∈ I, we set Iβu :=
{
θ
∣∣ Re(e−√−1θu−1(1 + βu)) > 0}. For any δ > 0, we have ǫ(δ) such that Iu,δ ⊂ Iβu for
any βx−1 ∈ I if |u| < ǫ(δ).
Let Ku,δ ⊂ LS1 denote the constructible subsheaf determined by Ku,δ,θ = LS1,θ for θ ∈ Iu,δ, and Ku,δ,θ = 0
for θ 6∈ Iu,δ.
Let Kδ
(
V reg ⊗ E(x−1u−1)) ⊂ L<0(V reg ⊗ E(x−1u−1)) be the constructible subsheaf determined by the
following conditions:
Kδ
(
V reg ⊗ E(x−1u−1))|̟−1(0) = Ku,δ,
Kδ
(
V reg ⊗ E(x−1u−1))|∆˜\̟−1(0) = L<0(V reg ⊗ E(x−1u−1))|∆˜\̟−1(0).
If |u| < ǫ(δ), Kδ
(
V reg ⊗ E(x−1u−1)) is naturally a subsheaf of L<0(V ⊗ E(x−1u−1)).
Let ι1 denote the inclusion Kδ
(
V reg ⊗ E(x−1u−1)) −→ L<0(V reg ⊗ E(x−1u−1)). Let ι2 denote the inclusion
Kδ
(
V reg ⊗ E(x−1u−1)) −→ L<0(V ⊗ E(x−1u−1)). The following lemma is clear by the construction.
Lemma 10.47 The support of Cok(ιi) are contained in ̟
−1(0), and acyclic with respect to the global cohomol-
ogy.
Let (V ,∇) be a meromorphic flat bundle on (∆x, 0). Let (V,∇) := T˜1(V ,∇). Let (LVS1 , F˜
V
) be the local
system with Stokes structure on ̟−1(0) corresponding to (V ,∇). Let (LS1 ,F) be the local system with Stokes
structure on ̟−1(0) corresponding to (V,∇). We have ω > 1 such that (V,∇) = Tω(V ,∇).
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We have the exact sequence
0 −→ LV (ω)<0S1 −→ LV (ω)≤0S1
a−→ LS1 −→ 0.
Let KVδ,u be the inverse image of Kδ,u by a. Let Kδ,u
(S˜1(V ,∇) ⊗ E(zu−1)) be the constructible subsheaf of
L<0(S˜1(V ,∇)⊗ E(zu−1)) determined by the following conditions:
Kδ,u
(S˜1(V ,∇)⊗ E(zu−1))|̟−1(0) = KVδ,u,
Kδ,u
(S˜1(V ,∇)⊗ E(zu−1))|∆˜\̟−1(0) = L<0(S˜1(V ,∇)⊗ E(zu−1))|∆˜\̟−1(0).
Let ι0 : Kδ,u
(S˜1(V ,∇) ⊗ E(zu−1)) −→ L<0(S˜1(V ,∇) ⊗ E(zu−1)) denote the inclusion. If |u| < ǫ(δ), we have
the natural inclusion ι1 : Kδ,u
(S˜1(V ,∇) ⊗ E(zu−1)) −→ L<0((V ,∇) ⊗ E(zu−1)). The following is clear by the
construction.
Lemma 10.48 The cokernel of ι0 and ι1 are contained in ̟
−1(0), and acyclic with respect to the global coho-
mology.
10.6.2 Proof of Proposition 6.9
Let (V ,∇) be a meromorphic flat bundle on (P1, D∪{∞}). For ̺ ∈ D(D), we obtain the constructible subsheaf
K̺δ,u
(S˜∞1 (V ,∇)⊗ E(zu−1)) ⊂ L̺(S˜∞1 (V ,∇)⊗ E(zu−1)) (245)
determined by the following condition.
• Take a neighbourhood U∞ of ∞. Then, K̺δ,u
(S˜∞1 (V ,∇) ⊗ E(zu−1))|U∞ = Kδ,u(S˜1(V ,∇)|U∞ ⊗ E(zu−1))
constructed in §10.6.1.
• K̺δ,u
(S˜∞1 (V ,∇)⊗ E(zu−1))|P1\U∞ = L̺(S˜∞1 (V ,∇)⊗ E(zu−1)).
For any 0 < δ < π/3, if |u| is sufficiently small, we have the natural inclusion
K̺δ,u
(S˜∞1 (V ,∇)⊗ E(zu−1)) ⊂ L̺((V ,∇)⊗ E(zu−1)) (246)
Lemma 10.49 The cokernel of the natural inclusions (245) and (246) are acyclic with respect to the global
cohomology.
Let Uu,ǫ := {|u| < ǫ}. If ǫ is sufficiently small, we have the natural flat isomorphism
Four+(S˜1(V)(̺))|Uu,ǫ\{0} −→ Four+(V(̺))|Uu,ǫ\{0}.
It induces the following isomorphism of local systems:
f : LF̺ (S˜1(V ,∇)) −→ LF̺ (V ,∇).
To compare the Stokes structures, it is enough to prove that fθ preserves the Stokes filtrations for general
θ. Let y ∈ H̺1
(
C \D, S˜1(V ,∇)⊗ E(zu−1)
)
. The following lemma is easy to see.
Lemma 10.50 Suppose that y is represented by a 1-cycle contained in C(α) ̺∞
(S˜1(V ,∇) ⊗ E(zu−1), u, d,Q) for
α ∈ D ∪ {∞}. Then, fθ(y) is also represented by a 1-cycle contained in C(α) ̺∞
(V ,∇⊗ E(zu−1), u, d,Q).
Then, by using Proposition 10.40, we obtain that fθ(Fθa ) ⊂ Fθa for a ∈ I˜◦. By the comparison of the
dimensions of the associated graded spaces, we obtain that fθ(Fθa ) = Fθa . Thus, we obtain Proposition 6.9.
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