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1 Uvod
Americˇke opcije spadaju pod standardne ili vanilla opcije i odredivanje nji-
hovih vrijednosti se svodi na rjesˇavanje odredenih parcijalnih diferencijalnih
jednadzˇbi. Njihova cijena ovisi o raznim trzˇiˇsnim parametrima i zˇelimo ju
odrediti za svaki vremenski trenutak do dospijec´a vrijednosnice. Prilikom
racˇunanja vrijednosti americˇkih opcija moramo uzeti u obzir i cˇinjenicu da
se one mogu iskoristiti u bilo kojem trenutku do datuma dospijec´a te takoder
i isplate dividendi ukoliko je dionica financijska imovina na koju glasi op-
cija. Model trzˇiˇsta kojeg ovdje uzimamo je Black - Scholes -Mertonov model,
stoga je temelj za racˇunanje vrijednosti opcija pretpostavka da vrijednost
americˇkih opcija zadovoljava Black - Scholesovu parcijalnu diferencijalnu ne-
jednadzˇbu. Numericˇke metode koje se koriste za racˇunanje vrijednosti opcija
u ovom radu su metode konacˇnih diferencija, a ukratko se obraduju i neke
analiticˇke metode. U sklopu rada je izraden program u Matlabu koji imple-
mentira algoritam za racˇunanje vrijednosti opcija.
2 O americˇkim opcijama i modelu financij-
skog trzˇiˇsta
Opcija je pravo, ali ne i obveza da prodamo, odnosno kupimo rizicˇnu imovinu
po dogovorenoj cijeni unutar dogovorenog vremenskog razdoblja. Ta rizicˇna
imovina je uglavnom dionica ili paket dionica nekog poduzec´a no mozˇe se
raditi i o dionicˇkim indeksima, valutama ili robama. Buduc´i da vrijednost
opcija ovisi o vrijednosti imovine kojom se trguje, opcije spadaju pod finan-
cijske izvedenice.
Definicija 2.1 (Americˇka put (call) opcija). Americˇka call (put) opcija s
cijenom izvrsˇenja K i dospijec´em T je ugovor koji vlasniku tog ugovora daje
pravo, ali ne i obvezu, na kupnju (prodaju) dionice piscu opcije po cijeni K u
bilo kojem vremenskom trenutku do trenutka T. Vlasnik opcije je kupio opciju
po trzˇiˇsnoj cijeni koju zovemo premija.
Kako izracˇunati posˇtenu vrijednost premije, odnosno cijenu opcije, je
glavna tema ovog diplomskog rada.
Vlasnik americˇke opcije u trenutku t ima 4 moguc´nosti:
1 Prodati opciju po njezinoj trenutnoj trzˇiˇsnoj cijeni (za t < T)
2. Zadrzˇati opciju i ne napraviti niˇsta
3. Iskoristiti opciju (za t ≤ T)
4. Pustiti da opcija postane bezvrijedna (za t ≥ T)
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2.1 Funkcija isplate
U trenutku t, vlasnik americˇke call opcije c´e provjeriti trenutnu cijenu di-
onice. On mozˇe i ne mora iskoristiti opciju, a to ovisi o minimalnom trosˇku.
Oznacˇimo cijenu dionice sa S. Opciju c´e iskoristiti samo ako je S > K. U
tom slucˇaju, nakon sˇto kupi dionicu po cijeni K, mozˇe ju odmah prodati na
spot trzˇiˇstu po trzˇiˇsnoj cijeni S i tako ostvariti profit koji iznosi S − K po
dionici. U ovoj situaciji, isplata je S −K. (Tu smo zanemarili transakcijske
trosˇkove). U slucˇaju S < K, vlasnik nec´e iskoristiti opciju jer dionicu mozˇe
kupiti po jeftinijoj cijeni S. U ovom slucˇaju, opcija je bezvrijedna, tj. isplata
je 0.
Slicˇno, za americˇku put opciju ima smisla iskoristiti opciju samo za S < K.
Dakle, funkcija isplate za americˇku call opciju je
(St −K)+,∀t ≤ T, (1)
a za americˇku put opciju je
(K − St)+,∀t ≤ T, (2)
gdje je (x)+ := max{x, 0}.
Kod americˇkih opcija, vrijednost isplate ovisi samo o trenutnoj cijeni di-
onice St , a za egzoticˇne opcije ta isplata ovisi o cijelom putu cijene dionice
St.
2.2 A priori granice i uvjeti
Bez obzira kakvi su uvjeti pojedine opcije ili kako se financijsko trzˇiˇste
ponasˇa, vrijednosti opcije uvijek moraju zadovoljavati odredene granice. Te
granice zovemo a priori granice. Princip koji je dovoljno jak da posluzˇi kao
temelj za racˇunanje vrijednosti opcija je princip nemoguc´nosti arbitrazˇe. Ar-
bitrazˇa je proces kupnje ili prodaje necˇega da bi se iskoristila razlika u cijeni
i tako ostvario bezrizicˇan profit. Ako moguc´nost za arbitrazˇu postoji, ar-
bitrazˇeri c´e ju iskoristiti i tako smanjiti moguc´nost za daljnju arbitrazˇu. U
idealiziranom trzˇiˇstu (kakvog ovdje pretpostavljamo), informacije se sˇire brzo
i zato se prilike za arbitrazˇom brzo iskoriste. Zbog toga mozˇemo pretpos-
taviti da uopc´e nema moguc´nosti arbitrazˇe. Nadalje, zbog te pretpostavke,
vrijednost americˇkih opcija ne mozˇe biti manja od isplate, za svaki S i svaki
t. Da bismo pokazali zasˇto je to tako, prvo pretpostavimo suprotno, tj. da
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je vrijednost put opcije manja od isplate (slicˇno se pokazuje i za call op-
ciju). Sa V c´emo oznacˇavati vrijednost opcije. Mora svakako vrijediti da je
V ≥ 0 jer je V < 0 u suprotnosti s definicijom. Dakle, za S < K vrijedi
0 ≤ V < K−S. (K−S je isplata). Ova situacija dopusˇta arbitrazˇu. Naime,
proveli bi slijedec´u strategiju; posudili bi iznos S+V i od toga kupili dionicu
na spot trzˇiˇstu po cijeni S te opciju po cijeni V. Zatim bi odmah iskoristili
opciju i prodali dionicu po cijeni izvrsˇenja K. Time bismo ostvarili profit u
iznosu K − S − V > 0. To je u suprotnosti sa principom nepostojanja arbi-
trazˇe. Dakle, za vrijednosti americˇkih opcija mora vrijediti:
1. Za put opciju V AmP ≥ (K − S)+
2. Za call opciju V AmC ≥ (S −K)+
2.3 Svojstva opcija
Vrijednost opcije ne ovisi samo o cijeni dionice S i vremenskom trenutku t.
Ovisnost o cijeni izvrsˇenja K i dospijec´u T je ocˇigledna. Trzˇiˇsni parame-
tri koji utjecˇu na vrijednost opcije su kamatna stopa r, volatilnost cijene σ
te dividende u slucˇaju da se one isplac´uju. Kamatna stopa r je kamatna
stopa koja se obracˇunava na nerizicˇnu imovinu kao sˇto je depozit u banci.
Parametar σ se mozˇe definirati kao standardna devijacija fluktuacija cijene
St. Dakle, sˇto su vec´e fluktuacije cijena dionice, to je vec´a volatilnost σ,
a to je tezˇe predvidjeti buduc´u cijenu dionice. Prema tome, volatilnost je
standardna mjera rizika. Ponekad zapisujemo V (S, t;T,K, r, σ) kada zˇelimo
naglasiti ovisnost vrijednosti opcije o trzˇiˇsnim parametrima.
Daljnje pretpostavke su da je vrijeme mjereno u godinama, a da su ka-
matna stopa i volatilnost godiˇsnje stope. Za vrijeme trajanja opcije vrijedi
t0 ≤ t ≤ T , no mi bez smanjenja opc´enitosti koristimo t0 = 0. Dakle, T je
vrijeme trajanja opcije i 0 ≤ t ≤ T . Cijene St su stohasticˇki proces. Kako bi-
smo pojednostavnili model i analizu, pretpostavljamo da su r i σ konstantni
za svaki t.
2.4 Model financijskog trzˇiˇsta
Trzˇiˇste je to koje odlucˇuje o vrijednosti opcije. Ako zˇelimo izracˇunati ra-
zumnu vrijednost opcije, moramo postaviti matematicˇki model trzˇiˇsta. On
c´e nam posluzˇiti kao aproksimacija i idealizirani oblik pravog financijskog
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trzˇiˇsta koje je u stvarnosti puno kompleksnije. Black-Merton-Scholesov mo-
del trzˇiˇsta se pokazao kao uspjesˇan i cˇesto koriˇsten za racˇunanje vrijednosti
opcija. Niz pretpostavki nam omoguc´ava da funkcije V (S, t) prikazˇemo kao
rjesˇenja odredenih parcijalnih diferencijalnih jednadzˇbi ili parcijalnih dife-
rencijalnih nejednadzˇbi. Ovaj model trzˇiˇsta karakterizira popularna Black-
Scholesova jednadzˇba koja je predlozˇena josˇ 1973.
Definicija 2.2 (Black-Scholesova jednadzˇba).
∂V
∂t
+
1
2
σ2
∂2V
σS2
+ rS
∂V
∂S
− rV = 0 (3)
Jednadzˇba (3) je parcijalna diferencijalna jednadzˇba za funkciju V (S, t).
U nastavku piˇsu pretpostavke koje vode do jednadzˇbe (3).
Pretpostavka 2.3. (Black-Merton-Scholesov model trzˇiˇsta)
1) Nema moguc´nosti za arbitrazˇu.
2) Trzˇiˇste je efikasno. To znacˇi da nema transakcijskih trosˇkova, ka-
matne stope za posudivanje i pozajmljivanje novca su jednake, svi sudionici
na trzˇiˇstu imaju potpun pristup svim dostupnim informacijama i svi vrijed-
nosni papiri i krediti su dostupni u bilo kojem trenutku i u bilo kojoj velicˇini.
Posljedicˇno, sve varijable su savrsˇeno djeljive, tj. njihove vrijednosti mogu
poprimiti bilo koji realni broj. Nadalje, individualno trgovanje ne utjecˇe na
cijene.
3) Cijena imovine prati geometrijsko Brownovo gibanje.
4) r i σ su konstantne za 0 ≤ t ≤ T . Dividende se ne isplac´uju u tom
vremenskom razdoblju.
Neke od tih pretpostavki su dosta jake, ali se mogu olabaviti. To c´emo
rijesˇiti kasnije u ovom radu. Funkcija V (S, t) nije u potpunosti definirana
zahtjevom da rjesˇava jednadzˇbu (3) i zadovoljava uvjete S > 0 i 0 ≤ t ≤
T . Dodatno, ona mora zadovoljavati josˇ neke terminalne i rubne uvjete.
Terminalni uvjet za t = T je V (S, t) = ψ(S), gdje ψ oznacˇava funkciju isplate
(1) ili (2) ovisno o tipu opcije. U nastavku rada c´e se detaljnije opisati rubni
uvjeti.
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3 Temelji za numericˇke metode racˇunanja
Americˇke i europske opcije spadaju pod standardne ili vanilla opcije. Prvo
c´emo obraditi numericˇke metode racˇunanja za standardne opcije, a zatim
se orijentirati samo na americˇke opcije. Standardne metode podrazumije-
vaju metode konacˇnih diferencija koje c´emo detaljno obraditi, a kao temelj
za racˇunanje koristimo Black-Scholesovu diferencijalnu jednadzˇbu. Dakle,
nije nam sada cilj rijesˇiti tu diferencijalnu jednadzˇbu (analiticˇke metode su
obradene u poglavlju 8) vec´ pronac´i numericˇko rjesˇenje. Ukoliko nas zanima
samo vrijednost V (S, 0), primijenit c´emo binomnu metodu (koja ne spada
pod metode konacˇnih diferencija) no to nam nije dovoljno. Mi zˇelimo proci-
jeniti V (S, t) za sve S > 0 i 0 ≤ t ≤ T .
Americˇke opcije zadovoljavaju nejednadzˇbe tipa Black-Scholes. Radi
slucˇaja u kojem iskoriˇstavamo opciju prije dospijec´a, trebamo oslabiti Pret-
postavku 2.3. Nadalje, moramo uzeti u obzir isplate dividendi. Prvo c´emo
zapocˇeti sa nerealisticˇno pojednostavnjenim rubnim uvjetima, a zatim c´emo
definirati potpune rubne uvjete. Na kraju c´emo implementirati algoritam
konacˇnih diferencija koji mozˇe racˇunati vrijednosti americˇkih opcija.
Pretpostavljamo da se dividende isplac´uju neprekidno na konstantnoj ra-
zini. U slucˇaju diskretne isplate, isplata mozˇe biti pretvorena u neprekidnu
kamatu. Moramo uzeti u obzir da u trenutku diskretne isplate dividendi,
cijena imovine S(t), momentalno pada i to za iznos isplate. Ovo mora vrije-
diti zbog pretpostavke o nemoguc´nosti arbitrazˇe. Neprekidan tok dividendi
je modeliran smanjenjem cijene S u svakom vremenskom intervalu dt i to za
iznos δSdt, za konstantni δ ≥ 0. To mozˇemo lako ugraditi u Black-Scholesov
okvir. Po pretpostavci, cijene dionica prate geometrijsko Brownovo gibanje
pa model kretanja cijene dionica (ne ukljucˇujuc´i isplate dividendi) glasi :
dSt = µStdt+ σStdWt
Wt je standardno Brownovo gibanje. Sa µ oznacˇavamo ocˇekivanu stopu
povrata, a sa σ volatilnost. Ovaj model pretpostavlja da se relativna pro-
mjena cijene dS
S
u vremenskom intervalu dT sastoji od deterministicˇkog kre-
tanja µdt i stohasticˇkih fluktuacija oblika σdWt. Geometrijsko Brownovo
gibanje je referentni model na kojem se bazira Black-Scholes-Mertonov pris-
tup. Uzimajuc´i u obzir isplate dividendi, dobivamo generalizirani model
Brownovog gibanja:
dS
S
= (µ− δ)dt+ σdW (4)
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Odgovarajuc´a Black-Scholesova jednadzˇba za funkciju V (S, t) glasi:
∂V
∂t
+
σ2
2
S2
∂2V
∂S2
+ (r − δ)S∂V
∂S
− rV = 0 (5)
Ova jednadzˇba je ekvivalentna jednadzˇbi
∂y
∂τ
=
∂2y
∂x2
(6)
za y(x, τ) s 0 ≤ τ , x ∈ R. Ekvivalencija se mozˇe dokazati koriˇstenjem
sljedec´ih transformacija:
S = Kex, t = T − 2τ
σ2
, q :=
2r
σ2
, qδ :=
2(r − δ)
σ2
,
V (S, t) = V (Kex, T − 2τ
σ2
) =: v(x, τ),
v(x, τ) =: K exp {−1
2
(qδ − 1)x− (1
4
(qδ − 1)2 + q)τ}y(x, τ)
(7)
Transformacija je motivirana uocˇavanjem da Black-Scholesova jednadzˇba
(5) ima varijabilne koeficijente Sj cˇije potencije odgovaraju redu derivacije
po S. Tj. odgovarajuc´i izrazi iz (5) su oblika:
Sj
∂jV
∂Sj
, j = 0, 1, 2.
Linearne diferencijalne jednadzˇbe s takvim izrazima su poznate kao Eulerove
diferencijalne jednadzˇbe te njihova analiza sugerira transformaciju S = Kex.
Transformirana verzija u jednadzˇbi (6) ima konstantne koeficijente (=1), sˇto
olaksˇava implementiranje numericˇkog algoritma.
Sˇto se ticˇe vremenske transformacije iz (7), vrijeme isteka opcije t = T
je sada reprezentirano novim vremenom τ = 0, a t = 0 je sada τ = 1
2
σ2T .
Dakle, skaliranjem po 1
2
σ2, τ predstavlja preostalo vrijeme trajanja opcije.
Domena na kojoj c´emo aproksimirati rjesˇenje y(x, τ) od (6) postaje
−∞ < x <∞, 0 ≤ τ ≤ 1
2
σ2T
Nakon tog izracˇuna, ponovno c´emo primijeniti transformacije (7) kako bismo
od y(x, τ) izveli vrijednost opcije V (S, t) u originalnim varijablama.
Koristec´i transformacije (7), terminalni uvjeti (1) i (2) postaju inicijalni
uvjeti za y(x, 0). Npr. call opcija zadovoljava
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V (S, T ) = max{S −K, 0} = K max{ex − 1, 0}.
Iz (7) dobivamo:
V (S, T ) = K exp{−x
2
(qδ − 1)}y(x, 0),
i prema tome vrijedi:
y(x, 0) = exp{x
2
(qδ − 1)}max{ex − 1, 0}.
Koristec´i
exp{x
2
(qδ − 1)}(ex − 1) = exp{x
2
(qδ + 1)} − exp{x
2
(qδ − 1)}
inicijalni uvjeti y(x, 0) za nove varijable su:
call : y(x, 0) = max{ex2 (qδ+1) − ex2 (qδ−1), 0} (8)
put : y(x, 0) = max{ex2 (qδ−1) − ex2 (qδ+1), 0} (9)
Problem granicˇnih vrijednosti je gotov uvodenjem rubnih uvjeta za x→ −∞
i x→∞.
Metode koje se koriste za rjesˇavanje problema mozˇemo direktno primije-
niti na (5) no to mozˇe stvarati probleme pa je laksˇe te metode primijeniti na
(6).
4 Metode konacˇnih diferencija
U ovom poglavlju se opisuju metode konacˇnih diferencija koje se primjenjuju
na parcijalnu diferencijalnu jednadzˇbu (6). Obradit c´emo tri takve metode,
ali prije toga c´emo proc´i temelje potrebne da ih primijenimo.
4.1 Aproksimacija diferencijama
Svaka dvaput neprekidno diferencijabilna funkcija f zadovoljava
f ′(x) =
f(x+ h)− f(x)
h
− h
2
f ′′(ξ)
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gdje je ξ broj izmedu x i x+h. Ta jednadzˇba se dobije iz Taylorovih redova.
Naime, znamo da Taylorov red za neku funkciju f(x) u tocˇki a glasi:
f(x) = f(a) +
f ′(a)
1!
(x− a) + f
′′(a)
2!
(x− a)2 + ...+ f
(n)(a)
n!
(x− a)n + ...
=
∞∑
n=0
f (n)(a)
n!
(x−a)n = f(a)+ f
′(a)
1!
(x−a)+ ...+ f
(n)
n!
(x−a)n+Rn(x), (10)
pri cˇemu je Rn(x) =
(x−a)n+1
(n+1)!
f (n+1)(a+θ(x−a)), 0 < θ < 1 Lagrangeov oblik
ostatka.
Gornji izraz mozˇemo zapisati i na slijedec´i nacˇin:
f(x) = f(a) +
f ′(a)
1!
(x− a) +R1(x).
Kada u gornji izraz umjesto x uvrstimo x+h i umjesto a stavimo x dobivamo
jednadzˇbu s pocˇetka poglavlja. ξ odgovara izrazu (x − θ(x − a)) u Lagran-
geovom ostatku R1(x).
Mi diskretiziramo x ∈ R uvodenjem jednodimenzionalne mrezˇe diskretnih
tocˇaka xi :
... < xi−1 < xi < xi+1 < ...
Npr., mi c´emo odabrati ekvidistantnu mrezˇu sa udaljenosˇc´u cˇvorova h =
xi+1 − xi. Iako je x sada diskretna varijabla, vrijednosti fi = f(xi) nisu. Za
f ∈ C2, f ′′ je ogranicˇena i izraz −h
2
f ′′(ξ) se mozˇe prikladno zapisati kao O(h)
pa dobivamo sljedec´u notaciju:
f ′(xi) =
fi+1 − fi
h
+O(h).
Analogan izraz vrijedi i za parcijalnu derivaciju od y(x, τ) koja ukljucˇuje
diskretizaciju od τ . Zbog toga c´emo kasnije izraz h zamijeniti sa ∆x ili ∆τ .
Izraz O(hp) je gresˇka p-tog reda. U gornjoj jednadzˇbi imamo gresˇku prvog
reda, a gresˇke drugog reda se dobivaju pomoc´u centralnih diferencija:
f ′(xi) =
fi+1 − fi−1
2h
+O(h2), f ∈ C3
f ′′(xi) =
fi+1 − 2fi + fi−1
h2
+O(h2), f ∈ C4 (11)
Obje jednadzˇbe se mogu dobiti iz Taylorovih redova. Naime, za dobiti prvu
jednadzˇbu koristimo formule
f(x+ h) = f(x) + f ′(x)h+
1
2!
f ′′(x)h2 +
1
3!
f ′′′(x+ θ1h)h3
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f(x− h) = f(x)− f ′(x)h+ 1
2!
f ′′(x)h2 − 1
3!
f ′′′(x− θ2h)h3
koje se dobiju jednostavnim uvrsˇtavanjem u formulu za Taylorov red (10).
Kada drugu jednadzˇbu oduzmemo od prve i zatim podijelimo s 2h dobivamo
f ′(x) =
f(x+ h)− f(x− h)
2h
+
h2
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[f ′′′(x+ θ1h) + f ′′′(x− θ2h)]. (12)
Umjesto zadnjeg izraza na desnoj strani jednostavno piˇsemoO(h2). Uvrsˇtavanjem
h = xi+1 − xi i fi = f(xi) dobivamo prvu jednadzˇbu centralnih diferencija.
Druga jednadzˇba centralnih diferencija se dobiva na slicˇan nacˇin. Za njezino
izvodenje koristimo slicˇne formule kao za prvu jednadzˇbu centralnih diferen-
cija:
f(x+ h) = f(x) + f ′(x)h+
1
2!
f ′′(x)h2 +
1
3!
f ′′′(x)h3 +
1
4!
f (4)(x+ θ1h)h
4
f(x− h) = f(x)− f ′(x)h+ 1
2!
f ′′(x)h2 − 1
3!
f ′′′(x)h3 +
1
4!
f (4)(x− θ2h)h4.
Zbrajanjem te dvije jednadzˇbe, dijeljenjem s h2 te oznakom O(h2) za La-
grangeov ostatak dobivamo jednadzˇbu za drugu centralnu diferenciju.
Buduc´i da su ekvidistantne mrezˇe povoljne za algoritme koji se lako im-
plementiraju te se gresˇke lako racˇunaju, mi c´emo njih koristiti kod racˇunanja.
4.2 Mrezˇa
Promatramo mrezˇu gdje je os apcisa x, a ordinata τ . Ili x ili τ ili obje osi
mogu biti diskretizirane. Mi c´emo napraviti i od x i τ diskretne varijable
tako da dobijemo dvodimenzionalnu mrezˇu. Neka su ∆x i ∆τ razlike izmedu
susjednih x i τ . Korak kod brojeva τ je ∆τ := τmax
νmax
pri cˇemu je νmax prik-
ladni prirodni broj, a τmax =
1
2
σ2T . Izbor za odabir diskretnih brojeva x je
kompliciraniji. Za pocˇetak, beskonacˇni interval unutar kojeg je x definiran
moramo svesti na konacˇan, tj. a ≤ x ≤ b. Rubovi inetervala a = xmin < 0
i b = xmax > 0 moraju biti pazˇljivo odabrani i to tako da za Smin = Ke
a
i Smax = Ke
b i interval Smin ≤ S ≤ Smax bude osigurana dovoljna kvali-
teta aproksimacije. Za odgovarajuc´i prirodni broj m, korak kod brojeva x je
definiran kao ∆x := b−a
m
. Dodatne notacije za mrezˇu su sljedec´e:
τν := ν∆τ, ν = 0, 1, ..., νmax
xi := a+ i∆x, i = 0, 1, ...m
9
yiν := y(xi, τν),
wiν je aproksimacija za yiν
Na taj nacˇin smo definirali dvodimenzionalnu uniformnu mrezˇu po x i τ kao
na Slici 1.
Slika 1
Transformiranje (x, τ)-mrezˇe koristec´i (7) kako bi dobili (S, t) ravninu
vodi do neuniformne mrezˇe s nejednakim udaljenostima na linijama mrezˇe
S = Si = Ke
xi . Tocˇke u kojima se sijeku linije x i τ se nazivaju cˇvorovi. U
suprotnosti sa teoretskim rjesˇenjem y(x, τ) koje je definiramo na kontinuumu,
wiν je definirano jedino na cˇvorovima. Gresˇka wiν − yiν ovisi o parametrima
xmax, xmin, m i νmax. Na pocˇetku mi ne znamo koji izbor parametara daje
prihvatljivu gresˇku. U praksi se pokazalo da je xmin = −5 i xmax = 5 razuman
izbor za sˇiroki raspon vrijednosti r i σ. Prava gresˇka je onda kontrolirana
pomoc´u paramatera νmax i m.
4.3 Eksplicitna metoda
Uvrsˇtavanjem jednadzˇbi
∂yiν
∂τ
=
yi,ν+1 − yiν
∆τ
+O(∆τ)
∂2yiν
∂x2
=
yi+1,ν − 2yiν + yi−1,ν
∆x2
+O(∆x2)
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u (6), dobivamo slijedec´u jednadzˇbu za aproksimiranu vrijednost w:
wi,ν+1 − wiν
∆τ
=
wi+1,ν − 2wiν + wi−1, ν
∆x2
Iz te jednadzˇbe dobivamo rjesˇenje za wi,ν+1:
wi,ν+1 = wiν +
∆τ
∆x2
(wi+1,ν − 2wiν + wi−1,ν).
Uvrstimo li josˇ λ := ∆τ
∆x2
u gornju jednadzˇbu, dobivamo sljedec´e:
wi,ν+1 = λwi−1,ν + (1− 2λ)wiν + λwi+1,ν (13)
Jednadzˇba (13) predlazˇe procjenu organiziranu po vremenskim nivoima. Svi
cˇvorovi istog indeksa ν cˇine ν-ti vremenski nivo. Za fiksirano ν, vrijednosti
wi,ν+1 se izracˇunaju za svako i, a zatim nastavljamo na sljedec´i vremenski
nivo. Dakle, (13) je eksplicitni izraz za wi,ν+1; vrijednosti w na nivou ν + 1
nisu povezane. Ova metoda se zato zove eksplicitna metoda ili metoda dife-
rencija unaprijed.
Postupak racˇunanja je slijedec´i:
Za ν = 0, vrijednosti wi0 su date inicijalnim uvjetima wi0 = y(xi, 0) za
y iz (8) i (9), i = 0, ...,m. w0ν i wmν za 1 ≤ ν ≤ νmax su odredeni rubnim
uvjetima, ali o tome c´emo detaljnije u slijedec´em poglavlju. Za sada c´emo
jednostavno staviti da je w0ν = wmν = 0. Za daljnu analizu, korisno je sve
vrijednosti w iz istog vremenskog nivoa staviti u jedan vektor:
w(ν) := (w1ν , ..., wm−1,ν)τ .
Zatim uvodimo konstantnu tridijagonalnu matricu dimenzije (m−1)×(m−1):
A := Aexpl :=

1− 2λ λ 0 · · · 0
λ 1− 2λ . . . . . . ...
0
. . . . . . . . . 0
...
. . . . . . . . . λ
0 · · · 0 λ 1− 2λ
 (14)
Sada, koristec´i vektorski zapis w(ν) te (13), dobijamo slijedec´e:
w(ν+1) = Aw(ν), ν = 0, 1, 2, ... (15)
Zapisi (14) i (15) se koriste samo za teoretska ispitivanja, dok se za racˇunalne
programe radije koristi zapis (13).
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4.4 Stabilnost eksplicitne metode
Provest c´emo analizu gresˇke za iteraciju w(ν+1) = Aw(ν). Opc´enito, koristimo
istu notaciju w za teoretsku definiciju od w i vrijednosti w koji su dobivene
numericˇkim racˇunanjem na racˇunalu. Buduc´i da sada pricˇamo o gresˇkama,
moramo razdvojiti ta dva pojma. Neka w(ν) oznacˇuje vektor iz definicije (kod
njega ne postoje gresˇke pri zaokruzˇivanju), a w¯(ν) vektor dobiven numericˇkom
analizom na racˇunalu. Oznacˇimo vektor gresˇaka sa:
eν = w¯(ν) − w(ν), ν ≥ 0.
Rezultat na racˇunalu mozˇemo zapisati kao
w¯(ν+1) = Aw¯(ν) + r(ν+1),
gdje su vektori r(ν+1) gresˇke pri zaokruzˇivanju kod racˇunanja Aw¯(ν). Skoncen-
trirajmo se sada na efekt zaokruzˇivanja gresˇke koji se dogada za proizvoljno
ν, npr. ν∗. Zanima nas kako se sˇiri(povec´ava) ova gresˇka za ν > ν∗. Bez
smanjenja opc´enitosti, pretpostavimo da je ν∗ = 0 i jednostavnosti radi uz-
mimo da je r(ν) = 0 za ν > 1. Dakle, u ovom slucˇaju ispitujemo koliki efekt
na iteracije ima samo pocˇetno zaokruzˇivanje gresˇke. Inicijalna gresˇka e(0)
predstavlja gresˇke zaokruzˇivanja prilikom evaluacije inicijalnih uvjeta (8) i
(9) kada se racˇuna w¯(0). Imamo da je w¯(ν+1) = Aw¯(ν). Dobijamo relaciju
Ae(ν) = Aw¯(ν) − Aw(ν) = w¯(ν+1) − w(ν+1) = e(ν+1)
i ako je uzastopno uvrsˇtavamo u izraz za gresˇku dobivamo:
e(ν) = Aνe(0).
Dakle, da bi metoda bila stabilna, prethodne gresˇke moraju biti prigusˇene.
Dolazimo do zahtjeva koji mora biti ispunjen kako bi imali stabilnu metodu:
Aνe(0) → 0 kada ν → ∞. To znacˇi limν→∞{(Aν)ij} = 0 za ν → ∞ i za bilo
koji par indeksa (i, j). Sljedec´a lema donosi kriterij za taj zahtjev.
Lema 4.1.
ρ(A) < 1⇔ Aνz → 0, za sve z i ν →∞⇔ limν→∞{(Aν)ij} = 0
(ρ(A) je spektralni radijus od A.)
Dokaz. [2].
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Kao posljedicu leme, zahtijevamo radi stabilnosti da su sve svojstvene
vrijednosti matrice A po apsolutnoj vrijednosti manje od 1. Sada zapiˇsimo
matricu A na slijedec´i nacˇin:
A = I − λG, G :=

2 −1 · · · 0
−1 . . . . . . ...
...
. . . . . . −1
0 · · · −1 2

Preostaje izracˇunati svojstvene vrijednosti te matrice. Za to nam treba
sljedec´a lema.
Lema 4.2. Neka je G =

α β · · · 0
γ
. . . . . .
...
...
. . . . . . β
0 · · · γ α
N ×N matrica.
Svojstvene vrijednosti µGk i svojstveni vektori v
(k) od G dani su sa:
µGk = α + 2β
√
γ
β
cos
kpi
N + 1
, k = 1, ..., N
v(k) = (
√
γ
β
sin
kpi
N + 1
, (
√
γ
β
)2 sin
2kpi
N + 1
, ..., (
√
γ
β
)N sin
Nkpi
N + 1
)τ .
Dokaz. [1].
Primijenit c´emo Lemu 4.2 za N = m−1, α = 2, β = γ = −1 da bi dobili
svojstvene vrijednosti µGk za G, a zatim i svojstvene vrijednosti µ
A
k za A:
µGk = 2− 2 cos
kpi
m
= 4 sin2(
kpi
2m
)
µAk = 1− 4λ sin2(
kpi
2m
)
Sada mozˇemo kriterij za stabilnost iz Leme 4.1, tj. |µAk | < 1 zapisati kao:
|1− 4λ sin2 kpi
2m
| < 1, k = 1, ...,m− 1.
Iz toga dobivamo dvije nejednakosti:
λ > 0
13
−1 < 1− 4λ sin2 kpi
2m
, sˇto se mozˇe zapisati kao:
1
2
> λ sin2 kpi
2m
.
Najvec´i sin2 kpi
2m
je sin2 m−1pi
2m
jer za rastuc´e m, taj izraz monotono raste i pri-
blizˇava se 1.
Zakljucˇno, dobivamo sljedec´i uvjet za stabilnost:
Za 0 < λ ≤ 1
2
, ekplicitna metoda w(ν+1) = Aw(ν) je stabilna.
Uzimajuc´i u obzir da je λ =
∆τ
∆x2
, ovaj kriterij za stabilnost mozˇemo za-
pisati i kao:
0 < ∆τ ≤ ∆x
2
2
(16)
Dakle, eksplicitna metoda je stabilna samo dok je uvjet (16) zadovoljen.
Kao posljedicu toga, parametre m i νmax ne mozˇemo izabrati individualno
vec´ u ovisnosti jedan o drugome. Ako su zahtjevi za preciznosˇc´u jako vi-
soki, velicˇina koraka ∆x mora biti mala, sˇto prema (16) ogranicˇava ∆τ kva-
draticˇno. Ova situacija sugerira potragu za metodom koja nema uvjete za
stabilnost.
4.5 Implicitna metoda
Za razliku od ekplicitne metode gdje smo aproksimirali pomoc´u diferencija
unaprijed (unaprijed gledano iz ν-tog vremenskog nivoa), ovdje to radimo
pomoc´u diferencija unatrag:
∂yiν
∂τ
=
yiν − yi,ν−1
∆τ
+O(∆τ)
Pomoc´u toga, dobivamo alternativu za (13):
−λwi+1,ν + (2λ+ 1)wiν − λwi−1,ν = wi,ν−1 (17)
Ta jednadzˇba povezuje vremenske nivoe ν i ν − 1. Zbog prijelaza iz ν −
1 do ν, jedino je vrijednost wi,ν−1 na desnoj strani te jednadzˇbe poznata,
dok su na lijevoj strani tri nepoznate vrijednosti w koje moramo izracˇunati.
Ne postoji jednostavna ekplicitna formula pomoc´u koje mozˇemo izracˇunati
te nepoznanice jedne pomoc´u drugih. Umjesto toga, rjesˇavat c´emo sustav
jednadzˇbi. Ponovno c´emo skupiti sve vrijednosti w iz istog vremenkog nivoa
u jedan vektor : w(ν) = (w1ν , ..., wm−1,ν) te c´emo definirati slijedec´u matricu
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A:
A := Aimpl :=

2λ+ 1 −λ . . . 0
−λ . . . . . . ...
...
. . . . . .
...
0 . . . . . .
. . .
 (18)
Sada je vektor w(ν) implicitno definiran kao rjesˇenje sustava linernih jed-
nadzˇbi:
Aw(ν) = w(ν−1), ν = 1, ..., νmax (19)
Ovdje ponovno pretpostavljamo da je w0ν = wmν = 0. Potrebno je za svaki
ν rijesˇiti odgovarajuc´i sustav jednadzˇbi.
Ova se metoda ponekad zove implicitna metoda, ali kako bi je razliko-
vali od ostalih implicitnih metoda, zovemo je potpuno implicitna ili metoda
diferencija unatrag, ili josˇ preciznije backward time centered space scheme
(BTCS).
Ova metoda je bezuvjetno stabilna za sve ∆τ > 0. To se pokazuje
analogno kao kod eksplicitne metode. Trosˇkovi ove metode su mali s ob-
zirom da je matrica A konstantna i tridijagonalna. Inicijalno, za ν = 0,
LR-dekompozicija se izracˇuna jednom. Nadalje je trosˇak za svaki ν samo
reda O(m).
4.6 Crank-Nicolsonova metoda
Kod prethodne dvije metode, diskretizacije od ∂y
∂τ
su bile reda O(∆τ). Bilo bi
dobro koristiti metodu gdje je diskretizacija od ∂y
∂τ
boljeg reda, recimoO(∆τ 2)
i gdje je stabilnost bezuvjetna. Ponovno c´emo koristiti jednadzˇbu (6) koja
je ekvivalent Black-Scholesovoj jednadzˇbi. Crank i Nicolson su predlozˇili
uprosjecˇiti metode diferencija unaprijed i unatrag. Sada skupljamo temeljne
pristupe prosˇlih dviju metoda:
unaprijed za ν:
wi,ν+1 − wiν
∆τ
=
wi+1,ν − 2wiν + wi−1,ν
∆x2
unatrag za ν + 1:
wi,ν+1 − wiν
∆τ
=
wi+1,ν+1 − 2wi,ν+1 + wi−1,ν+1
∆x2
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Zbrajanjem te dvije jednadzˇbe i dijeljenjem s 2 dobivamo:
wi,ν+1 − wiν
∆τ
=
1
2∆x2
(wi+1,ν − 2wiν + wi−1,ν + wi+1,ν+1 − 2wi,ν+1 + wi−1,ν+1)
(20)
Ta jednadzˇba ukljucˇuje u svakom od vremenskih nivoa ν i ν + 1 po 3 vrijed-
nosti od w.
Svojstva ove metode su navedena u sljedec´em teoremu.
Teorem 4.3 (Crank - Nicolson). Pretpostavimo da je y glatka u smislu
y ∈ C4. Tada vrijedi:
1. Red metode je O(∆τ 2) +O(∆x2)
2. Za svaki ν, linearni sustav jednostavne tridijagonalne strukture se
mora rijesˇiti.
3. Metoda je stabilna za svaki ∆τ > 0.
Dokaz. 1. Red: Desnu stranu jednadzˇbe (20) smo dobili zbrajanjem dvije
jednadzˇbe centralnih diferencija. Svaka od te dvije jednadzˇbe ima gresˇku
reda O(∆x2). To vidimo iz jednadzˇbe (11). Dakle, i zbroj takve dvije jed-
nadzˇbe ima gresˇku reda O(∆x2). Josˇ moramo pokazati da izraz na lijevoj
strani jednadzˇbe (20) ima gresˇku reda O(∆τ 2)
Iz Taylorovih redova, tj. jednadzˇbe (10), dobivamo slijedec´e jednadzˇbe:
f(x+ h) = f(x+
h
2
) +
f ′(x+ h
2
)
1!
h
2
+
f ′′(x+ h
8
)
2!
h2
4
+O(h3)
f(x) = f(x+
h
2
)− f
′(x+ h
2
)
1!
h
2
+
f ′′(x+ h
8
)
2!
h2
4
−O(h3)
Kada oduzmemo drugu jednadzˇbu od prve i podijelimo s h dobivamo:
f(x+ h)− f(x)
h
= f ′(x+
h
2
) +O(h2)
Uvrsˇtavanjem h = ∆τ = τν+1 − τν i f(τν) = y(xi, τν) = yiν dobivamo
yi,ν+1 − yi,ν
∆τ
=
∂y
∂τ
(xi, τν+∆τ
2
) +O(∆τ 2).
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Izraz na lijevoj strani gornje jednadzˇbe odgovara lijevoj strani jednadzˇbe (20)
jer je w aproksimacija egzaktog rjesˇenja y, stoga ona ima gresˇku redaO(∆τ 2).
Dakle, za gresˇku vrijedi
 = O(∆x2) +O(∆τ 2). (21)
2. Sustav jednadzˇbi: Koristec´i zapis λ =
∆τ
∆x2
, jednadzˇba (20) se mozˇe
zapisati kao:
−λ
2
wi−1,ν+1+(1+λ)wi,ν+1−λ
2
wi+1,ν+1 =
λ
2
wi−1,ν+(1−λ)wiν+λ
2
wi+1,ν (22)
Vrijednosti u novom vremenskom nivou ν + 1 su implicitno dane sustavom
jednadzˇbi (22). Za najjednostavnije rubne uvjete w0ν = wmν = 0, jednadzˇba
(22) je sustav od m− 1 jednadzˇbi. Definirajmo matrice:
A := ACN :=

1 + λ −λ
2
. . . 0
−λ
2
. . . . . .
...
...
. . . . . . −λ
2
0 . . . −λ
2
1 + λ

B := BCN :=

1− λ λ
2
. . . 0
λ
2
. . . . . .
...
...
. . . . . . λ
2
0 . . .
λ
2
1− λ

(23)
Sada sustav (22) mozˇemo zapisati kao:
Aw(ν+1) = Bw(ν) (24)
Svojstvene vrijednosti od A su realne i imaju vrijednost izmedu 1 i 1+2λ.
(Ta tvrdnja slijedi iz Gerschgorinovog teorema.) Prema tome, A nema svoj-
stvenu vrijednost 0 pa A mora biti regularna matrica i rjesˇenje od (24) mora
biti jedinstveno.
3. Stabilnost: Matrice A i B se mogu zapisati na slijedec´i nacˇin:
A = I +
λ
2
G, G :=

2 −1 . . . 0
−1 . . . . . . ...
...
. . . . . . −1
0 . . . −1 2
 , B = I − λ2G.
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Kada to uvrstimo u jednadzˇbu (24), dobijamo:
(2I + λG)w(ν+1) = (2I − λG)w(ν) = (4I − 2I − λG)w(ν)
Uz oznaku C := 2I + λG, imamo:
Cw(ν+1) = (4I − C)w(ν),
sˇto vodi do ekplicitne iteracije:
w(ν+1) = (4C−1 − I)w(ν) (25)
Svojstvene vrijednosti µCk od C za k = 1, ...,m− 1 znamo iz Leme (4.2):
µCk = 2 + λµ
G
k = 2 + λ(2− 2 cos
kpi
m
) = 2 + 4λ sin2
kpi
m
> 2.
Zbog (25), trazˇimo stabilnu metodu tako da za svaki k:
| 4
µCk
− 1| < 1.
To je zagarantirano jer je µCk > 2. Posljedicˇno, Crank-Nicolsonova metoda
je bezuvjetno stabilna za svaki λ > 0 (∆τ > 0).
5 Rubni uvjeti
Black-Scholesova jednadzˇba (5), njezina transformirana verzija (6) i diskre-
tizirane verzije iz prethodnog poglavlja zahtijevaju rubne uvjete. Preciznije,
vrijednosti
V (S, t) za S = 0 ili S →∞,
y(x, τ) za xmin i xmax,
w0ν i wmν za ν = 1, ..., νmax,
moraju biti propisane rubnim uvjetima. Pojednostavnjeni rubni uvjeti w0ν =
wmν = 0 koje smo koristili u prethodnom poglavlju ne odgovaraju Black-
Merton-Scholes scenariju. Sada moramo odrediti realisticˇne rubne uvjete.
Rubni uvjeti pri dospijec´u t = T su ocˇiti. Nadalje, za t < T , motivirani jed-
nadzˇbama (1) i (2) dobijamo da vrijednosti call, odnosno put opcije moraju
zadovoljavati:
VC(S, t) = 0, za S = 0, i
VP (S, t) = 0, za S →∞
(26)
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To vrijedi za americˇke opcije sa i bez pretpostavke o isplac´ivanju dividendi.
Druga dva rubne uvjeta za S gdje je vrijednost opcije razlicˇita od nule je tezˇe
za odrediti.
Josˇ u drugom poglavlju smo zakljucˇili da su vrijednosti americˇkih op-
cija vec´e ili jednake vrijednostima funkcije isplate zbog pretpostavke o ne-
moguc´nosti arbitrazˇe, tj.vrijedi:
V AmP (S, t) ≥ (K − S)+, za svaki (S, t)
V AmC (S, t) ≥ (S −K)+, za svaki (S, t)
(27)
5.1 Krivulja ranog iskoriˇstavanja
Uzmimo sada proizvoljni t < T i za pocˇetak promatrajmo americˇku put op-
ciju. Zbog definicije put opcije, V (S, t) je monotono padajuc´a funckija po S,
tj. sˇto je vec´a cijena dionice S, to je vrijednost put opcije manja. Naime,
sˇto je vec´a cijena dionice, manji je profit koji bismo ostvarili iskoriˇstavanjem
opcije jer je profit jednak cijeni K koju bismo dobili prodajom dionice uma-
njenoj za cijenu S po kojoj smo kupili tu istu dionicu. Zbog nejednakosti
(27) te monotonosti i neprekidnosti funkcije V (S, t), postavlja se pitanje o
postajanju odredene tocˇke Sf koju zovemo tocˇka kontakta. U toj tocˇki vrijedi
V AmP (Sf , t) = K −Sf . Buduc´i da mora vrijediti nejednakost (27) i V (S, t) je
monotona funkcija, postavit c´emo da se (K−S)+ i V AmP (S, t) podudaraju za
sve vrijednosti od S koje su manje od Sf . Kada crtamo graf gdje su vrijed-
nosti od S na osi apcisa, a vrijednosti V (S, t) na osi ordinata, graf od V (S, t)
mora biti ravna linija za 0 < S ≤ Sf jer je i (K − S)+ ravna linija. Dakle,
tocˇka kontakta Sf je definirana kao:
V AmP (S, t) > (K − S)+, S > Sf
V AmP (S, t) = (K − S)+, S ≤ Sf
(28)
Za S < Sf , vrijednost put opcije je jednaka (K − S)+ pa u tom slucˇaju ne
moramo niˇsta racˇunati. Takoder, gornja situacija vrijedi za svaki t < T , ali
tocˇka kontakta Sf ovisi o t, tj. Sf = Sf (t).
Za sve 0 ≤ t < T , tocˇke kontakta Sf (t) formiraju krivulju u (S, t) -
poluravnini. Na slijedec´oj slici su prikazane te krivulje za put, odnosno call
opciju:
Na lijevoj strani slike je prikazana krivulja Sf za put opciju. Vidimo da
Sf razdvaja podrucˇje gdje je V > isplata, tj. gdje je S > Sf (osjencˇano
podrucˇje) i podrucˇje gdje je V = isplata, tj. S ≤ Sf . Na pocˇetku, tocˇna
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Slika 2
lokacija krivulje Sf je nepoznata, tj. krivulja je ”slobodna”. Zbog toga se
problem racˇunanja V AmP (S, t) za S > Sf zove i problem slobodnih granica.
U slucˇaju americˇke call opcije, kontakt se dogada samo u trenutku is-
plac´ivanja dividendi. U slucˇaju da nema isplac´ivanja dividendi (δ = 0) vri-
jedi:
V AmC ≥ V EurC ≥ S −Ke−r(T−t) > S −K
Vrijednost americˇke opcije je uvijek vec´a od vrijednosti europske opcije i
za put i za call opcije jer americˇka opcija ukljucˇuje iskoriˇstavanje opcije
u trenutku t = T koje je kod europske opcije jedino moguc´e te dodatno
ukljucˇuje ranije iskoriˇstavanje za t < T . Druga nejednakost slijedi iz rubnih
uvjeta za europsku opciju u slucˇaju neisplac´ivanja dividendi (δ = 0). Dakle,
V AmC > S − K za δ = 0 implicira da se ranije iskoriˇstavanje opcije (t < T )
ne isplati. Krivulja kontakta za americˇku call opciju u slucˇaju δ 6= 0 je pri-
kazana u desnom dijelu gornje slike.
Krivulju Sf zovemo i krivulja ranog iskoriˇstavanje jer pokazuje trenutak
u kojem je pozˇeljno iskoristiti opciju. Vremenski trenutak ts u kojem proces
cijena St dotakne krivulju ranog iskoriˇstavanja je optimalno vrijeme zaus-
tavljanja. To c´emo objasnitit u slucˇaju americˇke put opcije, a argumenti su
slicˇni za call opciju gdje vrijedi δ 6= 0.
Za S > Sf , rano iskoriˇstavanje opcije povlacˇi momentalni gubitak jer (28)
implicira −V + K − S < 0. Odnosno, cijena izvrsˇenje K koju primimo kad
iskoristimo opciju ne kompenzira gubitak od S i V . Prema tome, vlasnik op-
cije nec´e iskoristiti opciju za S > Sf . Zbog toga se podrucˇje gdje je S > Sf
zove podrucˇje ”nastavljanja” ili hold (osjencˇano podrucˇje na slici).
S druge strane krivulje Sf vrijedi V = K −S, tj. svaka promjena od S je
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kompenzirana promjenom od V . U ovom slucˇaju, jedini nacˇin da ostvarimo
profit je iskoristiti opciju i ulozˇiti dobiveni iznos K po bezrizicˇnoj kamatnoj
stopi r na preostalo vrijeme T − t. Ostvareni profit c´e biti jednak:
Ker(T−t) −K.
S obzirom da nam je cilj maksimizirati profit, vlasnik opcije zˇeli maksimizi-
rati T − t i prema tome, opciju c´e iskoristiti cˇim se dostigne V ≡ S − K.
Zbog toga se podrucˇje za koje vrijedi S ≤ Sf zove podrucˇje zaustavljanja.
Svojstva krivulje Sf (t) su da je diferencijabilno neprekidna u t te da je
monotono padajuc´a odnosno rastuc´a u ovisnosti radi li se o put ili call opciji.
Nadalje, vrijede slijedec´e granice za t→ T (t < T, δ 6= 0):
put: lim
t→T−
Sf (t) = min(K,
r
δ
K) (29)
call: lim
t→T−
Sf (t) = max(K,
r
δ
K) (30)
Te tvrdnje nec´emo dokazivati nego uzeti kao dane.
5.2 Problem slobodnih rubova
Ponovno gledajmo put opciju. Da bismo izracˇunali vrijednosti Sf , trebamo
dodatne uvjete. Za americˇku opciju, lijevi rub za S je zadan krivuljom
Sf . Promatrajmo nagib
∂V
∂S
krivulje V AmP (S, t) u tocˇki Sf (t) gdje ona dira
ravnu liniju K − S koja ima nagib −1. Mozˇemo iskljucˇiti slucˇaj u kojem je
∂V (Sf (t),t)
∂S
< −1 jer bi inacˇe krivulja V (S, t) za vrijednosti od S koje su jako
blizu Sf pala ispod krivulje isplate, tj. vrijednost opcije bi bila manja od
isplate sˇto ne dozvoljamo. To smo naglasili u (27). Mozˇemo iskljucˇiti i da
je
∂V (Sf (t),t)
∂S
> −1 jer kada bi to vrijedilo, postojala bi moguc´nost arbitrazˇe.
To c´emo pokazati tako da pretpostavimo suprotno, tj. da je
∂V (Sf (t),t)
∂S
> −1.
Pretpostavimo i da posjedujemo portfelj koji se sastoji od jedne dionice i
jedne put opcije koja glasi na tu dionicu te da je trenutna cijena te dionice
Sf . Vrijednost portfelja oznacˇimo s Π. Postoje dva slucˇaja koja se sada
mogu realizirati:
1. dS ≤ 0
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Vrijednost opcije je tada K − (Sf + dS) jer je Sf + dS ≤ Sf , a znamo da
je u tom slucˇaju vrijednost opcije jednaka isplati. Stoga slijedi da je dΠ = 0.
2. dS > 0
U tom slucˇaju je dV < 0 jer je V padajuc´a u S, no u apsolutnoj vrijed-
nosti je dV manje od dS jer smo pretpostavili da je
∂V (Sf (t),t)
∂S
> −1. Dakle
mora vrijediti dΠ = dS + dV > 0 cˇime smo ostvarili bezrizicˇan profit.
Promatrajuc´i ta dva slucˇaja, svaki investitor mozˇe zakljucˇiti da mu se
isplati imati takav portfelj jer ne postoji moguc´nost gubitka vec´ samo zarade.
To je u kontradikciji s pretpostavkom o nemoguc´nosti arbitrazˇe. Dakle, mora
vrijediti
∂V (Sf (t),t)
∂S
= −1. To znacˇi da V (S, t) dira funkciju isplate (K −
S)+ tangencijalno. Taj uvjet tangencionalnosti se cˇesto zove uvjet visokog
kontakta ili glatko lijepljenje. Za hipotetski slucˇaj trajne opcije (T = ∞),
tocˇka tangencijalnog diranja se mozˇe izracˇunati analiticˇki. Zakljucˇno, dva
rubna uvjeta moraju vrijediti u tocˇki konktakta Sf (t):
V AmP (Sf (t), t) = K − Sf (t)
∂VP (Sf (t), t)
∂S
= −1
(31)
Kao i prije, desni rubni uvjet V (S, t)→ 0 moramo promatrati za S →∞.
Za americˇku call opciju, pri cˇemu je δ > 0 i r > 0, vrijede analogni uvjeti:
V AmC (Sf (t), t) = Sf (t)−K
∂VC(Sf (t), t)
∂S
= 1
(32)
5.3 Black - Scholesova nejednadzˇba
Ponovno promatrajmo put opciju. Black - Scholesova jednadzˇba (5) vrijedi
na podrucˇju zadrzˇavanja opcije, tj.na osjencˇanom podrucˇju na Slici 2. Za
domenu racˇunanja vrijednosti opcije c´emo uzeti cijelu poluravninu S > 0
ukljucˇujuc´i podrucˇje iskoriˇstavanja opcije (zaustavljanja). Pomoc´u ovoga
c´emo moc´u odrediti krivulju Sf . Pitanje je kako c´emo iskoristiti Black - Sc-
holes jednazˇbu za podrucˇja zaustavljanja gdje je vrijednost opcije jednaka
isplati.
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Za pocˇetak, definirajmo Black - Scholesov operator kao:
LBS(V ) := 1
2
σ2S2
∂2V
∂S2
+ (r − δ)S∂V
∂S
− rV.
S ovom notacijom, Black - Scholesova jednadzˇba glasi (za S > Sf ):
∂V
∂t
+ LBS(V ) = 0.
Za S ≤ Sf vrijedi:
V = K − S , ∂V
∂t
= 0 ,
∂V
∂S
= −1 , ∂
2V
∂S2
= 0.
Zbog toga:
∂V
∂t
+ LBS(V ) = −(r − δ)S − r(K − S) = δS − rK.
Takoder, znamo ako je S ≤ Sf da c´emo iskoristiti opciju jer se to viˇse isplati.
Onda iznos rK koji bi ostvarili ukamac´ivanjem mora biti vec´i od iznosa koji
bi dobili od isplate dividendi u slucˇaju neiskoriˇstavanja opcije, tj. δS < rK
pa iz toga slijedi:
∂V
∂t
+ LBS(V ) < 0.
Dakle, na podrucˇju zaustavljanja, Black - Scholes jednadzˇba prelazi u Black -
Scholes nejednadzˇbu. Ista nejednakost vrijedi i za call opciju. Zakljucˇno, na
cijeloj poluravnini S > 0, americˇke opcije moraju zadovoljavati nejednakost
tipa Black - Scholes:
∂V
∂t
+
1
2
σ2S2
∂2V
∂S2
+ (r − δ)S∂V
∂S
− rV ≤ 0. (33)
Nejednakosti (27) i (33) vrijede za sve (S, t). U slucˇaju da stroga nejednakost
vrijedi u (27), onda jednakost vrijedi u (33). Granica Sf dijeli poluravninu
S > 0 na podrucˇje zadrzˇavanja i podrucˇje zaustavljanja i za svaki od njih
vrijedi svoja verzija od V :
put:
V AmP = K − S, za S ≤ Sf (zaustavljanje)
V AmP je rjesˇenje Black - Scholes jednadzˇbe (5), za S > Sf (zadrzˇavanje)
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call:
V AmC = S −K, za S ≥ Sf (zaustavljanje)
V AmC je rjesˇenje Black - Scholes jednadzˇbe (5), za S < Sf (zadrzˇavanje)
Izvod gornjih rezultata za call opciju je analogan izvodu za put opciju. Je-
dina je razlika sˇto call opcija zadovoljava Black - Scholesovu jednadzˇbu za
S < Sf , a nejednadzˇbu za S ≥ Sf .
Pri numericˇkom racˇunanju vrijednosti opcija, moramo trazˇiti metode u
kojima simultano racˇunamo V s nepoznatim Sf .
5.4 Linearni komplementarni problem
U ovom dijelu c´emo opisati jednostavni problem cˇije rjesˇenje mozˇemo primje-
niti za rjesˇavanje problema slobodnih granica, tj. za odredivanje krivulje Sf .
Promatrajmo funkciju g(x) sa slijedec´im svojstvima: g(x) > 0 za α < x < β,
g ∈ C2, g′′ < 0 i g(−1) < 0, g(1) < 0. Primjer takve funkcije je prikazan na
donjoj slici.
Slika 3
Iznad funkcije g je nategnuta funkcija u. Izmedu x = α i x = β krivulja u
prianja uz g. U α i β susrec´emo uvjete visokog kontakta jer tu krivulja u
tangencijalno dodiruje g. Te dvije vrijednosti x = α i x = β su na pocˇetku
nepoznate. Zbog toga je ovaj problem samo pojednostavljeni problem slo-
bodnih granica.
Cilj nam je preformulirati taj problem tako da se problem slobodnih gra-
nica ne pojavljuje eksplicitno. Tako c´emo imati prednosti kod racˇunanja.
Funkcija u prikazana kao na gornjoj slici je definirana zahtjevom u ∈ C[−1, 1]
i sa:
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za −1 < x < α: u′′ = 0 (tada je u > g)
za α < x < β: u = g (tada je u′′ = g′′ < 0)
za β < x < 1: u′′ = 0 (tada je u > g)
Karakterizacija za dva vanjska intervala je identicˇna. Situacija se mozˇe za-
pisati u slijedec´em obliku:
ako je u > g, onda je u′′ = 0;
ako je u = g, onda je u′′ < 0.
Retrospektivno, jasno je da se problem racˇunanja americˇkih opcija mozˇe
zapisati na analogan nacˇin:
ako je V > isplata, tada vrijedi Black-Scholesova jednadzˇba ∂V
∂t
+ LBS(V ) = 0
ako je V = isplata, tada vrijedi Black-Scholesova nejednakost ∂V
∂t
+ LBS(V ) < 0
Ova analogija nam daje motivaciju za trazˇenje rjesˇenja jednostavnog pro-
blema s funkcijama g i u. On se mozˇe reformulirati na slijedec´i nacˇin:
pronadi funkciju u tako da:
u′′(u− g) = 0, − u′′ ≥ 0, u− g ≥ 0,
u(−1) = u(1) = 0, u ∈ C1[−1, 1]. (34)
(34) je linearni komplementarni problem (LCP). Ovakva formulacija nigdje
eksplicitno ne spominje slobodne rubne uvjete u x = α i x = β. To je pred-
nost jer su α i β nepoznati. Ako je rjesˇenje od (34) poznato, tada se α i β
iˇscˇitaju iz rjesˇenja. Zbog toga c´emo razviti proceduru numericˇkog rjesˇavanja
problema (34).
5.5 Diskretizacija jednostavnog problema
Aproksimacija konacˇnih diferencija za u′′ na mrezˇi xi = −1 + i∆x s korakom
∆x = 2
m
te oznakom gi = g(xi) vodi do:
(wi−1 − 2wi + wi+1)(wi − gi) = 0,
−wi−1 + 2wi − wi+1 ≥ 0, wi ≥ gi
za 0 < i < m i w0 = wm = 0. wi su aproksimacije od u(xi). Uvest c´emo
slijedec´e oznake:
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B :=

2 −1 . . . 0
−1 . . . . . . ...
...
. . . . . . −1
0 . . . −1 2
 , w :=
 w1...
wm−1
 , g :=
 g1...
gm−1

Tada se diskretizirani komplementarni problem mozˇe zapisati u slijedec´em
obliku:
(w − g)tBw = 0,
Bw ≥ 0, w ≥ g (35)
5.6 Linearna komplementarnost za americˇke put op-
cije
Sada c´emo iz jednostavnog problema koji je objasˇnjen prije izvesti linearni
komplementarni problem za americˇke opcije. Opet c´emo se posvetiti put op-
ciji u slucˇaju δ = 0. Opc´eniti slucˇaj c´emo proc´i kasnije.
Transformacije (7) vode do
∂y
∂τ
=
∂2y
∂x2
dok je V AmP > (K − S)+.
Takoder je i transformiran i uvjet (27). Relacija
V AmP (S, t) ≥ (K − S)+ = K max{1− ex, 0}
vodi do nejednakosti:
y(x, τ) ≥ exp{1
2
(q − 1)x+ 1
4
(q + 1)2τ}max{1− ex, 0}
= exp{1
4
(q + 1)2τ}max{(1− ex)e 12 (q−1)x, 0}
= exp{1
4
(q + 1)2τ}max{e 12 (q−1)x − e 12 (q+1)x, 0} =: g(x, τ)
Funkcija g nam omoguc´uje da pocˇetni uvjet (9) zapiˇsemo u obliku y(x, 0) =
g(x, 0). Dakle, mi zahtijevamo slijedec´e: yτ = yxx, y(x, 0) = g(x, 0) i
y(x, τ) ≥ g(x, τ), te dodatno rubne uvjete i y ∈ C1 s obzirom na x. Sve
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zajedno, racˇunanje vrijednosti americˇke put opcije se mozˇe formulirati kao
slijedec´i linearni komplementarni problem:
(∂y
∂τ
− ∂2y
∂x2
)(y − g) = 0,
∂y
∂τ
− ∂2y
∂x2
≥ 0, y − g ≥ 0
y(x, 0) = g(x, 0), y(xmin, τ) = g(xmin, τ),
y(xmax, τ) = g(xmax, τ), y ∈ C1 obzirom na x.
Ovdje xmin i xmax odgovaraju vrijednostima a i b iz jednostavnog problema.
Analogna formulacija vrijedi i za americˇku call opciju.
6 Racˇunanje Americˇkih opcija
U prethodnim poglavljima smo izveli linearni komplementarni problem i za
put i call opciju. Sumirat c´emo rezultate u Problemu 6.1. Tu pretpostavljamo
r > 0 za put opciju i δ > 0 za call opciju.
Problem 6.1 (Linearni komplementarni problem).
q = 2r
σ2
; qδ =
2(r−δ)
σ2
;
put: g(x, τ) := exp{ τ
4
((qδ − 1)2 + 4q)}max{e
x
2
(qδ−1) − e
x
2
(qδ+1)
, 0}
call: g(x, τ) := exp{ τ
4
((qδ − 1)2 + 4q)}max{e
x
2
(qδ+1) − e
x
2
(qδ−1)
, 0}
(∂y
∂τ
− ∂2y
∂x2
)(y − g) = 0
∂y
∂τ
− ∂2y
∂x2
≥ 0, y − g ≥ 0
y(x, 0) = g(x, 0), 0 ≤ τ ≤ 1
2
σ2T
limx→±∞ y(x, τ) = limx→±∞ g(x, τ)
Sada preostaje diskutirati o numericˇkom rjesˇenju Problema 6.1.
6.1 Diskretizacija pomoc´u konacˇnih diferencija
Koristit c´emo istu ekvidistantnu mrezˇu kao i u poglavlju 4 gdje je wiν oznacˇavalo
aproksimaciju za y(xi, τν). Zapisujemo giν := g(xi, τν) za 0 ≤ i ≤ m,
0 ≤ ν ≤ νmax. Implicitna, eksplicitna i Crank-Nicolsonova metoda se mogu
zapisati pomoc´u jedne formule:
wi,ν+1 − wiν
∆τ
= θ
wi+1,ν+1 − 2wi,ν+1 + wi−1,ν+1
∆x2
+
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(1− θ)wi+1,ν − 2wiν + wi−1,ν
∆x2
,
gdje je θ = 0 (ekplicitna metoda), θ = 1
2
(Crank-Nicolsonova metoda) ili
θ = 1 (implicitna metoda). Ova familija metoda parametrizirana sa θ se
cˇesto zove i θ −metoda.
Koristec´i zadnju formulu, umjesto diferencijalne nejednadzˇbe ∂y
∂τ
− ∂2y
∂x2
≥ 0
koristimo diskretiziranu verziju:
wi,ν+1 − λθ(wi+1,ν+1 − 2wi,ν+1 + wi−1,ν+1)
−wiν − λ(1− θ)(wi+1,ν − 2wiν + wi−1,ν) ≥ 0,
(36)
gdje je λ := ∆τ
∆x2
. Koristec´i oznake:
biν := wiν + λ(1− θ)(wi+1,ν − 2wiν + wi−1,ν), i = 2, ...,m− 2
b1ν i bm−1,ν trazˇe rubne uvjete za definiciju
b(ν) := (b1ν , ..., bm−1,ν)t
w(ν) := (wiν , ..., wm−1,ν)t
g(ν) := (g1ν , ..., gm−1,ν)t
te
A :=

1 + 2λθ −λθ . . . 0
−λθ . . . . . . . . .
...
. . . . . . . . .
0 . . .
. . . . . .
 ∈ R(m−1)×(m−1), (37)
izraz (36) se mozˇe zapisati kao:
Aw(ν+1) ≥ b(ν) za svaki ν.
Nejednakost y − g ≥ 0 vodi do
w(ν) ≥ g(ν)
te (∂y
∂τ
− ∂2y
∂x2
)(y − g) = 0 postaje
(Aw(ν+1) − b(ν))t(w(ν+1) − g(ν+1)) = 0.
Pocˇetni i rubni uvjeti su:
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wi0 = gi0, i = 1, ...,m− 1, (w(0) = g(0));
w0ν = g0ν , wmν = gmν , ν ≥ 0
Rubni uvjeti se koriste pri racˇunanju vektora b(ν) na slijedec´i nacˇin:
b2ν , ..., bm−2,ν se racˇunaju po gornjoj definiciji
b1ν = w1ν + λ(1− θ)(w2ν − 2w1ν + g0ν) + λθg0,ν+1
bm−1,ν = wm−1,ν + λ(1− θ)(gmν − 2wm−1,ν + wm−2,ν) + λθgm,ν+1
(38)
Sada rezimiramo diskretnu verziju Problema (6.1) u algoritam:
Algoritam 6.2 (Racˇunanje Americˇkih opcija).
Za ν = 0, 1, ..., νmax − 1:
Izracˇunaj vektore g := g(ν+1),
b := b(ν) iz (37) i (38)
Izracˇunaj vektor w kao rjesˇenje problema
Aw − b ≥ 0, w ≥ g, (Aw − b)t(w − g) = 0.
wν+1 := w
Josˇ nam preostaje rijesˇiti komplementarni problem u matricˇno-vektorskom
obliku u Algoritmu 6.2. Preciznije, kako izracˇunati w iz izraza u predzadnjoj
liniji Algoritma 6.2:
Aw − b ≥ 0, w ≥ g, (Aw − b)t(w − g) = 0. (39)
Vec´ prije smo napomenuli da V (S, t) nije klase C2 na krivulji Sf . Ta cˇinjenica
je izvor moguc´e nepreciznosti. Efekt koji c´e se stvoriti zbog toga sˇto ta
funkcija nije glatka na cijeloj domeni ovisi o nekoliko stvari. To su:
- izbor transformacije (moguc´e je ne koristiti nikakve transformacije,
transformaciju samo za τ := Tt i transformacije (7))
- vrsta diskretizacije, odnosno koju metodu konacˇnih diferencija c´emo
koristiti (implicitnu, eksplicitnu ili Crank-Nicolson)
- izbor metode za rjesˇavanje (39).
Postoje dvije metode za rjesˇavanje (39). To su direktna eliminacijska me-
toda ili iterativna indirektna metoda. U praksi se pokazalo da je direktni
pristup brzˇi.
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6.2 Reformulacija i analiza linearnog komplemenarnog
problema
Za svaki vremenski nivo ν u Agoritmu 6.2, linearni komplementarni problem
(39) se mora rijesˇiti sˇto je puno racˇunanja. Prije nego krenemo s numericˇkim
rjesˇavanjem, analizirat c´emo linearni komplementarni problem. Posˇto se u
ovom dijelu govori samo o numericˇkoj analizi nezavisnoj o financijskom ok-
viru, privremeno c´emo koristiti vektore x, y i r (ovdje x nema isto znacˇenje
kao kod transformacija (7), r nije kamatna stopa i y nije rjesˇenje parcijalne
diferencijalne jednadzˇbe). Za analizu c´emo transformirati problem (39) ko-
ristec´i:
x := w − g
y := Aw − b. (40)
Lako se vidi da je racˇunanje w iz izraza (39) ekvivalentno slijedec´em pro-
blemu:
Problem 6.3 (Cryer).
Pronadi vektore x i y tako da je za bˆ := b− Ag
Ax− y = bˆ, x ≥ 0, y ≥ 0, xty = 0. (41)
Prvo se moramo uvjeriti da Problem 6.3 ima jedinstveno rjesˇenje. Sli-
jedec´a Lema pokazuje da je Problem 6.3 ekvivalentan problemu minimizacije.
Lema 6.4. Problem 6.3 je ekvivalentan problemu minimizacije:
min
x≥0
G(x), gdje je G(x) :=
1
2
(xtAx)− bˆtx strogo konveksna. (42)
Dokaz. Prva i druga derivacija od G su Gx = Ax− bˆ i Gxx = A. 4.2 implicira
da A ima pozitivne svojstvene vrijednosti sˇto znacˇi da je Hesseova matrica
Gxx simetricˇna i pozitivno definitna. Prema tome, G je strogo konveksna
pa ima jedinstveni minimum na svakom konveksnom skupu u Rn, npr. na
x ≥ 0. Ostatak dokaza slijedi iz Kuhn - Tuckerovog teorema i mozˇe se pronac´i
u [3].
Kod koriˇstenja iterativnih metoda za rjesˇavanje sustava, sustav Ax = b
zapisujemo u obliku Mx = (M − A)x + b, gdje je M prikladna matrica. Za
nesingularnu M , sustav Ax = b je ekvivalentan jednadzˇbi x = (I−M−1A)x+
M−1b koja vodi do iteracije
x(k+1) = Bx(k) +M−1b, (43)
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gdje je B := I −M−1A. Matricu A zapiˇsemo kao A = D− L− U , gdje je D
dijagonalna, L strogo donje trokutasta, a U strogo gornje trokutasta matrica.
Predikcijska matrica M se konstruira tako da se postigne brza konvergencija
u (43). Kod SOR metode se uvodi parametar relaksacije ωR koji se odabere
tako da se ubrza konvergencija:
M :=
1
ωR
D − L⇒M − A = ( 1
ωR
− 1)D + U
(
1
ωR
D − L)x(k+1) = (( 1
ωR
− 1)D + U)x(k) + b
SOR metoda se mozˇe zapisati na slijedec´i nacˇin:

BR := (
1
ωR
D − L)−1(( 1
ωR
− 1)D + U)
x(k+1) = BRx
(k) + (
1
ωR
D − L)−1b
Za rjesˇavanje nasˇeg problema, cˇesto se preporucˇa uzimanje ωR = 1.
Mozˇe se izvesti iterativna metoda iz problema minimizacije u Lemi 6.4.
Taj algoritam se zasniva na SOR metodi za rjesˇavanje sustava linearnih jed-
nadzˇbi oblika Ax = b. No (39) ima slozˇeniji oblik od toga stoga c´e biti
potrebna modifikacija standardne SOR metode. Iteracija SOR metode za
Ax = bˆ = b−Ag se zapisuje po komponentama kao iteracija za vektor gresˇke
x(k) − x(k−1):
r
(k)
i := bˆi −
i−1∑
j=1
aijx
(k)
j − aiix(k−1)i −
n∑
j=i+1
aijx
(k−1)
j (44)
x
(k)
i = x
(k−1)
i + ωR
r
(k)
i
aii
, (45)
a jednostavnim uvrsˇtavanjem se potvrdi da te jednadzˇbe stoje. Ovdje k
oznacˇava broj iteracija, n = m− 1, te u slucˇajevima i = 1 i i = m− 1 jedna
od suma u (44) je prazna. Parametar relaksacije ωR je faktor koji se bira
na nacˇin da se poboljˇsa konvergencija iteracije. ”Projicirana” SOR metoda
za rjesˇavanje (41) ima za pocˇetnu iteraciju vektor x(0) ≥ 0 i identicˇna je
standardnoj SOR metodi do na modifikaciju u (45) gdje josˇ trazˇimo da je
x
(k)
i ≥ 0.
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Algoritam 6.5 (PSOR, projicirani SOR za Problem 6.3).
vanjska petlja: k = 1, 2, ...
unutarnja petlja: i = 1, ...,m− 1
r
(k)
i kao u (44)
x
(k)
i = max{0, x(k−1)i + ωR r
(k)
i
aii
}
y
(k)
i = −r(k)i + aii(x(k)i − x(k−1)i )
(46)
Dokaz konvergencije Algoritma 6.5 se bazira na Lemi 6.4. Naime, niz
definiran u Algoritmu 6.5 minimizira G. Detaljan dokaz se nalazi u [4]. Kada
se vratimo natrag racˇunanju w u (39) pomoc´u tranformacija (40), Algoritam
6.5 rjesˇava (39) te daje rjesˇenje za Problem 6.6.:
Problem 6.6 (Cryer - reformulirani).
Rijesˇi Aw = b tako da je zadovoljen uvjet w ≥ g po komponentama.
Prilagoditi Algoritam 6.5. s formulom (46) za racˇunanje w ≥ g je lako.
Zbog jedinstvenosti rjesˇenja (Lema 6.4), isto rjesˇenje w se dobije koristec´i
direktnu metodu umjesto iterativnog PSOR algoritma 6.5. no direktnu me-
todu nec´emo obraditi.
6.3 Algoritam za racˇunanje Americˇkih opcija
Sada se vrac´amo originalnim znacˇenjima varijabli x, y i r kao u (6) i (7).
Josˇ nam samo preostaje uvrstiti odgovarac´i algoritam za racˇunanje (39) u
Algoritam 6.2. Iz prethodnog potpoglavlja smo vidjeli da za to imamo dvije
opcije. Jedna je primijeniti iterativnu metodu, tj. Algoritam 6.5., a druga
opcija je implementirati brzu direktnu metodu. Ovdje c´e se implementirati
iterativna metoda. Iako koristimo Algoritam 6.5 u implementaciji Matlab
programa, umjesto varijabli definiranih u tom algoritmu koristimo transfor-
mirane varijable koje direktno racˇunaju w iz (39). Taj modificirani PSOR
algoritam je preuzet iz [1].
Rezultati c´e se dobiti u terminima pomoc´nih varijabli kao sˇto su xi, giν
i wi pa nakon toga moramo koriˇstenjem transformacija (7), iz tih pomoc´nih
varijabli dobiti originalne varijable koje mozˇemo direktno primijeniti u finan-
cijskom svijetu.
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U samom algoritmu za racˇunanje opcija i u kodu za racˇunanje opcija koji
je u dodatku, na pocˇetku moramo sami zadati neke vrijednosti, npr. broj θ
koji oznacˇava koju c´emo metodu konacˇnih diferencija koristiti te vremenski
korak ∆τ koji se zadaje pomoc´u νmax. Iako c´emo zadati odredene vrijednosti,
uvijek je moguc´e napraviti modifikacije zbog kontroliranja gresˇaka. Ukoliko
kod put opcije numericˇki dobivena vrijednost opcije padne ispod vrijednosti
isplate za S < Sf , tada vrijednost opcije podesˇavamo na vrijednost isplate
za sve S < Sf .
7 Tocˇnost
Svaki rezultat koji smo dosad dobili je izlozˇen gresˇkama i u ovom poglavlju
c´emo opisati koji su najcˇesˇc´i uzroci tome. Moramo prihvatiti da c´e postojati
gresˇke u racˇunanju no zˇelimo ih minimizirati. Mnoge gresˇke se mogu zadrzˇati
ispod odredenog nivoa tolerancije i u ovom poglavlju c´e biti objasˇnjeno kako.
Sada navodimo 4 najcˇesˇc´e vrste gresˇaka.
1) Gresˇka modela
Pretpostavke koje smo koristili za definiciju financijskog modela unu-
tar kojeg radimo ne odgovaraju u potpunosti stvarnom financijskom trzˇiˇstu.
Pretpostavka 2.3 je samo idealizirani oblik stvarnog trzˇiˇsta. Takoder, para-
metri jednadzˇbi koje koristimo (npr. volatilnost σ) su nepoznati i moramo
ih procijeniti. Upravo zbog toga su jednadzˇbe modela samo aproksimacija
stvarnosti.
2) Gresˇke diskretizacije
Unutar ove skupine gresˇaka se nalaze one koje se pojavljuju kada ne-
prekidnu parcijalnu diferencijalnu jednadzˇbu zamijenimo skupom jednadzˇbi
koji ju aproksimiraju i definirane su na mrezˇi. Najvec´a gresˇka diskretizacije
koja se javlja je razlika izmedu diferencijalnih kvocijenata i diferencijskih
kvocijenata. Npr.Crank-Nicolsonova diskretizacija je reda O(∆2) ako je ∆
mjera za velicˇinu mrezˇe i funkcija rjesˇenja dovoljno glatka. Druge gresˇke
diskretizacije imaju manji utjecaj nego ta i tu spadaju gresˇka uzrokovana
prebacivanjem beskonacˇnog intervala −∞ < x <∞ u konacˇni, implementa-
cija rubnih uvjeta i kvantifikacijska gresˇka kada x = 0 (tada je cijena dionice
jednaka cijeni izvrsˇenja) nije na mrezˇi. Tu gresˇku mozˇemo rijesˇiti tako da
stavimo xk = 0 za neki k za jednu od tocˇaka mrezˇe.
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3) Gresˇka u rjesˇavanju linearne jednadzˇbe
Iterativno rjesˇenje linearnog sustava jednadzˇbi Aw = b znacˇi da se gresˇka
blizˇi 0 kada k →∞ gdje je k broj iteracija. No broj iteracija odredujemo sa
konacˇnim kmax tako da gresˇka rjesˇavanja sustava postoji. Gresˇka je manja
kod direktnih metoda rjesˇavanja sustava.
4) Gresˇka zaokruzˇivanja
Konacˇni broj znamenki l u decimalnom zapisu nekog broja je razlog gresˇke
zaokruzˇivanja.
Ne postoje tocˇne informacije o velicˇini navedenih gresˇaka. Obicˇno su
gresˇke modela vec´e nego gresˇke diskretizacije i kod stabilne metode su gresˇke
zaokruzˇivanja najmanji problem. U ovom radu se prvenstveno bavimo nu-
mericˇkom analizom pa imamo ogranicˇeni potencijal u manipulaciji gresˇke
modela stoga se koncentriramo na druge gresˇke i to prvenstveno na gresˇke
diskretizacije.
7.1 Elementarna kontrola gresˇaka
Zanemarujemo gresˇke modele i zˇelimo rijesˇiti slijedec´i problem:
Problem 7.1 (Princip kontrole gresˇaka). Neka je egzaktno rjesˇenje oznacˇeno
s η∗. Aproksimacija η izracˇunata danim algoritmom ovisi o velicˇini mrezˇe
∆, o kmax, o duljini decimalnog zapisa brojeva l i josˇ o nekoliko dodatnih
parametara sˇto sve simbolicˇki zapisujemo kao
η = η(∆, kmax, l).
Trebamo izabrati ∆, kmax i l takve da apsolutna gresˇka od η ne prelazi una-
prijed odredenu toleranciju ,
|η − η∗| < .
Kod rjesˇavanja tog problema pokusˇavamo izbjec´i nepotreban trud pos-
tizanja jako male gresˇke, tj. |η − η∗|  . Egzaktna velicˇina gresˇke je
nepoznata, ali njezin red velicˇine se mozˇe procijeniti na slijedec´i nacˇin.
Pretpostavimo da je odabrana metoda za racˇunanje reda p te da vrijedi
slijedec´e:
η(∆)− η∗ = γ∆p. (47)
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Parametar γ je na pocˇetku nepoznat, ali ga mozˇemo jednostavno izracˇunati
tako da izracˇunamo dvije aproksimacije rjesˇenja, η1 i η2. To radimo tako da
uzmemo dvije razlicˇine velicˇine mrezˇe, ∆1 i ∆2,
η1 := η(∆1) = γ∆
p
1 + η
∗
η2 := η(∆2) = γ∆
p
2 + η
∗
Pomoc´u te dvije jednadzˇbe dobivamo izraz za γ:
γ =
η1 − η2
∆p1 −∆p2
Jednostavan izbor za ∆2 u drugoj aproksimaciji je ∆2 =
1
2
∆1. Kada to
uvrstimo u gornji izraz za γ dobijemo:
γ(
∆1
2
)p =
η1 − η2
2p − 1 . (48)
Posebno, za p = 2 vrijedi
γ∆21 =
4
3
(η1 − η2).
Koristec´i (47), dobijemo da je u tom slucˇaju apsolutna gresˇka aproksimacije
η1 jednaka
4
3
|η1 − η2|. (49)
Gornji postupak ne garantira da c´e gresˇka biti ogranicˇena sa  zbog po-
jednostavnjenja kojega smo uveli pretpostavkom (47) te zbog zanemarivanja
ostalih vrsta gresˇaka kao sˇto su gresˇke u rjesˇavanju linearne jednadzˇbe. Ov-
dje smo pretpostavili i da je parametar γ konstantan koji u stvarnosti ovisi
o parametrima modelima kao sˇto je volatilnost σ. U prakticˇnim primjenama
Crank-Nicolsonove metode se pokazalo da udvostrucˇenje parametaram i νmax
smanjuje apsolutnu gresˇku priblizˇno 4 puta. Kako bi dobili neke informacije
o gresˇki, potrebno je algoritam za racˇunanje opcije sprovesti barem dva puta,
tj. za barem dvije razlicˇite velicˇine mrezˇe. Tada se informacija o gresˇki mozˇe
iskoristiti za podesˇavanje velicˇine mrezˇe kako bi se postigla zˇeljena tocˇnost.
8 Analiticˇke metode
Numericˇke metode su tipicˇno osmiˇsljene tako da je cilj postic´i konvergenciju
u racˇunanju. Na taj nacˇin se mozˇe postic´i svaka tocˇnost i jedina ogranicˇenja
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su raspolozˇivo vrijeme potrebno racˇunalu da izvrsˇi program i hardverske res-
trikcije. U nekim slucˇajevima, ovaj veliki potencijal numericˇkih metoda nije
potreban. Umjesto toga, neke analiticˇke formule mogu biti dovoljne da dadu
rjesˇenje osrednje tocˇnosti po niskoj cijeni stoga su se razvile neke analiticˇke
metode. Iako one imaju ogranicˇenu tocˇnost, za njih je karakteristicˇno jedno
dobro svojstvo, a to je da su trosˇkovi racˇunanja jasni i unaprijed poznati.
U stvarnosti, ne postoji jasna i tocˇno odredena granica izmedu numericˇkih
i analiticˇkih metoda. To je zato sˇto numericˇke metode zahtijevaju analizu
za njihovo izvodenje dok analiticˇke metode ukljucˇuju i numericˇke algoritme.
Zapravo tesˇko da postoji metoda koja je iskljucˇivo analiticˇka.
Za europske opcije znamo rjesˇenje Black-Scholesove jednadzˇbe pa zbog
toga imamo formule koje racˇunaju vrijednosti tih opcija:
d1(S, τ ;K, r, σ) :=
1
σ
√
τ
{log S
K
+ (r +
σ2
2
)τ}
d2(S, τ ;K, r, σ) :=
1
σ
√
τ
{log S
K
+ (r − σ
2
2
)τ}
V EurP (S, τ ;K, r, σ) = −SF (−d1) +Ke−rτF (−d2)
V EurC (S, τ ;K, r, σ) = SF (d1)−Ke−rτF (d2)
(50)
Vrijeme piˇsemo u formi datuma do dospijec´a τ = T − t. F oznacˇava funkciju
distribucije standardne normalne razdiobe. U ovom poglavlju c´emo proc´i
kroz dvije analiticˇke metode.
8.1 Aproksimacija zasnovana na interpolaciji
Ukoliko su poznate gornja i donja granica vrijednosti americˇke put opcije
V low ≤ V AmP ≤ V up, ideja je konstruirati α takav da vrijedi:
V AmP = αV
up + (1− α)V low.
Parametar α, 0 ≤ α ≤ 1, definira interpolaciju izmedu V low i V up. Buduc´i
da V AmP ovisi o trzˇiˇsnim parametrima S, τ , K, r i σ, parametar α i gornja
interpolacija ne mogu dati egzaktnu vrijednost od V AmP . (Egzaktna vrijed-
nost bi znacˇila da postoji egzaktna formula za racˇunanje V AmP .) Radije se
razvije formula za α kao funkcija od S, τ , K, r i σ tako da interpolacijska
formula αV up+(1−α)V low daje dobru aproksimaciju za sˇirok raspon trzˇiˇsnih
podataka. Sˇto je manja razlika izmedu V low i V up, to je bolja aproksimacija.
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Ocˇiti kandidat koji se namec´e za donju granicu V low je vrijednost V EurP
koju nam daje (50),
V EurP (S, τ ;K) ≤ V AmP (S, τ ;K).
Iskoristit c´emo cˇinjenicu da za europsku put opciju vrijedi rubni uvjet
V EurP (S, t,K) = Ke
−rτ − S, S ≈ 0.
Za cijenu izvrsˇenja Kerτ europske put opcije i za S = 0 vrijedi
V AmP (0, τ ;K) = V
Eur
P (0, τ ;Ke
rτ ),
posˇto su obje strane jednake K. Nadalje, iz svojstava americˇke put opcije i
pomoc´u Jensenove nejednakosti se mozˇe dobiti (detaljnije u [1]) da za svaki
S vrijedi
V AmP (S, τ ;K) ≤ V EurP (S, τ ;Kerτ ),
stoga kao gornju granicu uzimamo V up = V EurP (S, τ ;Ke
rτ ). Rezultat je sli-
jedec´a aproksimacijska formula:
V¯ := αV EurP (S, τ ;Ke
rτ ) + (1− α)V EurP (S, τ ;K) (51)
Parametar α i V¯ ovise o S, K, τ , r i σ no Black-Scholesova formula (50)
predlazˇe da α i V¯ ovise samo o 3 parametra
S
K
, rτ i σ2τ.
[5] postavlja model za α s dva slobodna parametra a0 i a1, cˇije su vrijednosti
dobivene regresijskom analizom baziranom na izracˇunatim vrijednostima od
V AmP . Rezultat je:
α := (
rτ
a0rτ + a1
)β, β :=
ln(S/Sf )
ln(K/Sf )
,
a0 = 3.9649, a1 = 0.032325.
(52)
Model za α u (52) ukljucˇuje nepoznatu krivulju slobodnih granica koju aprok-
simiramo sa
S¯f := K(
2r
σ2 + 2r
)γ, (53)
za prikladni eksponent γ. [5] predlazˇe
γ :=
σ2τ
b0σ2τ + b1
,
b0 = 1.04083, b1 = 0.00963,
(54)
gdje su konstantne b0 i b1 ponovno dobivene regresijskom analizom. V¯ je
aproksimacija za V AmP kada je S > Sf . (Inacˇe je V
Am
P = K − S.)
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8.2 Analiticˇka metoda linija
Ova metoda se bazira na semidiskretizaciji gdje je domena, tj. polurav-
nina (S, τ) zamijenjena sa skupom paralelnih linija pri cˇemu je svaka od njih
definirana s konstantnom vrijednosˇc´u od τ . Interval 0 ≤ τ ≤ T je diskreti-
ziran pomoc´u podintervala duljine νmax tako da je τν := ν∆τ , ∆τ :=
T
νmax
,
ν = 1, ..., νmax−1. Kako bi ova metoda zasluzˇila da se zove analiticˇkom, pret-
postavljamo da je νmax mali. Black-Scholesovu jednadzˇbu iz 5.3 i S > Sf
zapisujemo kao
−∂V (S, τ)
∂τ
+ LBS(V (S, τ)) = 0, (55)
gdje je negativan predznak posljedica tranformacije iz t u τ . Nadalje, parci-
jalnu dericaju ∂V
∂τ
zamijenjujemo diferencijskim kvocijentom
V (S, τ)− V (S, τ −∆τ)
∆τ
.
To daje semidiskretiziranu verziju od (55), odnosno diferencijalnu jednadzˇbu
w(S, τ −∆τ)− w(S, τ) +∆τLBS(w(S, τ)) = 0, S > Sf
Ovdje koristimo notaciju w umjesto V kako bismo ukazali na cˇinjenicu da je
ukljucˇena gresˇka diskretizacije. Ova semidiskretizirana verzija se primjenjuje
za svaku od paralelnih linija τ = τν , ν = 1, ..., νmax−1. Za svaku liniju τ = τν ,
vrijednost w(S, τν−1) je poznata iz prethodne linije pocˇevsˇi od poznate isplate
za τ = 0. Dakle, jednadzˇba koja se mora rijesˇiti za svaki τ = τν je
1
2
∆τσ2S2
∂2w
∂S2
+∆τrS
∂w
∂S
− (1 +∆τr)w = −w(· , τν−1). (56)
To je obicˇna diferencijalna jednadzˇba drugog reda za w(S, τν) s rubnim uvje-
tima u Sf (τν) i S → ∞. Rjesˇenje se dobiva analiticˇki. Izraz −w(S, τν−1)
na desnoj strani jednazˇbe je poznat pa je to nehomogen cˇlan diferencijalne
jednadzˇbe. Komplikacije u racˇunanju se javljaju zbog krivulje Sf koja di-
jeli svaku od paralelnih linija τν na dva dijela. Znamo otprije da je za put
opciju krivulja Sf monotono padajuc´a za rastuc´e τ stoga tocˇka separacije
na svakoj prethodnoj liniji τν−1 lezˇi viˇse desno u odnosu na tocˇku separacije
linije τν . Zbog cˇinjenice da Sf razdvaja svaku paralelnu liniju na dva dijela,
nehomogen izraz −w(S, τν−1) jednadzˇbe (58) se takoder sastoji od dva dijela.
Uzimajuc´i to sve u obzir, analiticˇko rjesˇenje jednadzˇbe (58) za liniju τν se
sastoji od tri dijela, odnosno, definirano je na tri intervala:
A : 0 < S < Sf (τν)
B : Sf (τν) ≤ S < Sf (τν−1)
C : Sf (τν−1) ≤ S.
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Na intervalu A, w je jednak isplati i ne mora se niˇsta racˇunati. Na interva-
lima B i C, formule koje daju rjesˇenja su dosta kompleksne.
9 Numericˇki testovi
U ovom poglavlju su prikazani rezultati racˇunanja vrijednosti americˇkih put
i call opcija za razlicˇite vrijednosti cijene izvrsˇenja K, datuma dospijec´a T ,
kamatne stope r, volatilnosti σ i isplate dividendi δ. Takoder, u primjerima
se koriste razlicˇite velicˇine mrezˇe. Za racˇunanje vrijednosti opcija se koristi
program izraden u sklopu diplomskog rada, a naveden je u dodatku.
Primjer 9.1. Americˇka put opcija, K = 50, r = 0.1, σ = 0.4, T = 5
12
,
δ = 0.1.
Vrijednosti koje smo koristili za konstrukciju ekvidistantne mrezˇe su:
xmin = −5, xmax = 5, νmax = 100, m = 100. Kao parametar relaksacije
smo uzeli ωR = 1, a metoda koja je koriˇstena je Crank - Nicolsonova, tj.
θ = 1
2
.
Slika 5 prikazuje vrijednosti u trenutku t = 0. Tocˇka kontakta je Sf =
33.5160. Za cijene dionica S < Sf , krivulje vrijednosti opcije i isplate se
podudaraju.
Primjer 9.2. Americˇka put opcija, K = 50, r = 0.1, σ = 0.4, T = 5
12
,
δ = 0.1. (Isto kao u Primjeru 9.1.)
Ovaj primjer se razlikuje od Primjera 9.1 samo u ekvidistantnoj mrezˇi.
Ovdje uzimamo mrezˇu koja je gusˇc´a, tj. xmin = −5, xmax = 5, νmax =
200, m = 200. Vec´ od prije znamo da udvostrucˇenje parametara m i νmax
smanjuje apsolutnu gresˇku 4 puta, stoga su vrijednosti dobivene u ovom
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primjeru preciznije. Slika 6 prikazuje vrijednosti u trenutku t = 0. Tocˇka
kontakta je Sf = 35.2344.
Slika 6
Primjer 9.3. Americˇka call opcija, K = 10, r = 0.25, σ = 0.6, T = 1,
δ = 0.2.
Ukoliko koristimo ekvidistantnu mrezˇu xmin = −5, xmax = 5, νmax = 100,
m = 100, parametar relaksacije ωR te Crank - Nicolsonovu metodu, dobiju se
rezultati prikazani na Slici 7. Primjec´ujemo da nema tocˇke kontakta. Razlog
tome mozˇe biti sˇto nismo uzeli dovoljno dobru mrezˇu.
Primjer 9.4. Americˇka call opcija, K = 10, r = 0.25, σ = 0.6, T = 1,
δ = 0.2.
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Ovaj primjer je isti kao Primjer 9.3 samo sˇto ovdje uzimamo drukcˇiju mrezˇu:
xmin = −5, xmax = 5, νmax = 200, m = 600. Rezultati su prikazani na Slici
8. Opet nemamo tocˇku kontakta, ali vidimo da se krivulja V (S, t) priblizˇava
krivulji isplate.
Slika 8
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A Prvi dodatak
Ovdje je naveden kod u Matlabu koji racˇuna vrijednosti opcija. Kod se sas-
toji od tri dijela, a to su kodovi za pomoc´ne funkcije g za call i put opciju te
glavni kod.
Funkcija g za call opciju (g call.m):
1 function [ r j ] = g c a l l (x , tau , q , q de l t a )
2 pom1= ( tau /4)∗ ( ( q de l t a − 1)ˆ2 + 4∗q ) ;
3 pom1=exp(pom1 ) ;
4 pom2=exp ( ( x /2)∗( q de l t a + 1)) − exp ( ( x /2)∗( q de l t a − 1 ) ) ;
5 pom2=max(pom2 , 0 ) ;
6 r j=pom1∗pom2 ;
7 end
Funkcija g za put opciju (g put.m):
1 function [ r j ] = g put (x , tau , q , q de l t a )
2 pom1= ( tau /4)∗ ( ( q de l t a − 1)ˆ2 + 4∗q ) ;
3 pom1=exp(pom1 ) ;
4 pom2=exp ( ( x /2)∗( q de l t a − 1) ) − exp ( ( x /2)∗( q de l t a + 1 ) ) ;
5 pom2=max(pom2 , 0 ) ;
6 r j=pom1∗pom2 ;
7 end
Glavni dio koda:
1 de l t a x=(x max − x min )/m;
2 de l t a t au =((1/2)∗( sigma ˆ2)∗T)/nu max ;
3 x=null (m+1);
4 for i =1:m+1
5 x ( i )=x min+(i −1)∗ de l t a x ;
6 end
7
8 w put=null (m−1);
9 w ca l l=null (m−1);
10
11 for i =1:m−1
12 w put ( i )= g put (x ( i +1) ,0 ,q , q de l t a ) ;
13 w ca l l ( i )= g c a l l ( x ( i +1) ,0 ,q , q de l t a ) ;
14 end
15
16 lambda=de l t a t au /( de l t a x ) ˆ2 ;
17
18 alpha=lambda∗ theta ;
19 w put m=zeros (m−1,nu max−1);
20 g pom put=null (m−1);
21 g pom ca l l=null (m−1);
22 b put=null (m−1);
23 b c a l l=null (m−1);
24 v put=null (m+1);
25 v c a l l=null (m+1);
26 V put=null (m−1);
27 V ca l l=null (m−1);
28 S=null (m−1);
29
30 for nu=0:nu max−1
31 tau nu = nu∗ de l t a t au ;
32 for i =1:m−1
33 g pom put ( i )=g put (x ( i +1) , tau nu , q , q de l t a ) ;
34 g pom ca l l ( i )= g c a l l ( x ( i +1) , tau nu , q , q de l t a ) ;
35 end
36
37 for i =2:m−2
38 b put ( i )=w put ( i ) + lambda∗(1− theta )∗ ( w put ( i +1)−2∗w put ( i ) . . .
39 +w put ( i −1)) ;
40 b c a l l ( i )=w ca l l ( i ) + lambda∗(1− theta )∗ ( w ca l l ( i +1)−2∗w ca l l ( i ) . . .
41 +w ca l l ( i −1)) ;
42 end
43 b put (1)=w put (1) + lambda∗(1− theta )∗ ( w put (2)−2∗w put ( 1 )+ . . .
44 g put (x (1 ) , tau nu , q , q de l t a ) ) ;
45 b c a l l (1)= w ca l l (1 ) + lambda∗(1− theta )∗ ( w ca l l (2)−2∗w ca l l ( 1 )+ . . .
46 g c a l l ( x (1 ) , tau nu , q , q de l t a ) ) ;
47 b put (m−1)=w put (m−1)+lambda∗(1− theta )∗ ( g put (x (m+1) , tau nu , q , q de l t a ) . . .
48 −2∗w put (m−1)+w put (m−2)) ;
42
49 b c a l l (m−1)=w ca l l (m−1)+lambda∗(1− theta )∗ ( g c a l l ( x (m+1) , tau nu , q , q de l t a ) . . .
50 −2∗w ca l l (m−1)+w ca l l (m−2)) ;
51
52 v put ( 2 :m)=max(w put , g pom put ) ;
53 v c a l l ( 2 :m)=max( w ca l l , g pom ca l l ) ;
54 v new put=zeros (1 ,m+1);
55 v new ca l l=zeros (1 ,m+1);
56 v put (m+1)=0;
57 v c a l l (m+1)=0;
58 while (norm( v put ( 2 :m)−v new put ( 2 :m))> ep s i l o n )
59 pom=v put ;
60 for i =2:m
61 ro=(b put ( i−1)+alpha ∗( v new put ( i−1)+v put ( i +1)))/(1+2∗ alpha ) ;
62 v new put ( i )=max( g put (x ( i +1) ,(nu+1)∗ de l ta tau , q , q de l t a ) , . . .
63 v put ( i )+omega R∗( ro−v put ( i ) ) ) ;
64 end
65 v put=v new put ;
66 v new put=pom;
67 end
68 w put m ( 1 :m−1,nu+1)=v put ( 2 :m) ;
69 w put=v put ( 2 :m) ;
70
71 while (norm( v c a l l ( 2 :m)−v new ca l l ( 2 :m))> ep s i l o n )
72 pom=v c a l l ;
73 for i =2:m
74 ro=( b c a l l ( i−1)+alpha ∗( v new ca l l ( i−1)+v c a l l ( i +1)))/(1+2∗ alpha ) ;
75 v new ca l l ( i )=max( g c a l l ( x ( i +1) ,(nu+1)∗ de l ta tau , q , q de l t a ) , . . .
76 v c a l l ( i )+omega R∗( ro−v c a l l ( i ) ) ) ;
77 end
78 v c a l l=v new ca l l ;
79 v new ca l l=pom;
80 end
81 w cal l m ( 1 :m−1,nu+1)=v c a l l ( 2 :m) ;
82 w ca l l=v c a l l ( 2 :m) ;
83
84 end
85
86 for i =1:m−1
87 S( i )=K∗exp( x ( i +1)) ;
88 V put ( i )=K∗w put ( i )∗exp((−x ( i +1)/2)∗( q de l ta −1))∗exp ( − ( 1/2 ) . . .
89 ∗ sigmaˆ2∗T∗ ( (1/4)∗ ( q de l ta −1)ˆ2+q ) ) ;
90 V ca l l ( i )=K∗w ca l l ( i )∗exp((−x ( i +1)/2)∗( q de l ta −1))∗exp ( − ( 1/2 ) . . .
91 ∗ sigmaˆ2∗T∗ ( (1/4)∗ ( q de l ta −1)ˆ2+q ) ) ;
92 end
93
94 eps kapa=10ˆ(−2);
95 i f p u t =0;
96 for i =1:m−1
97 i f ( V put ( i )+S( i )−K < eps kapa && i>i f p u t )
98 i f p u t=i ;
99 end
100 end
101
102 for i =1: i f p u t
103 V put ( i )=K−S( i ) ;
104 end
105
106 i f c a l l=m−1;
107 for i =1:m−1
108 i f (abs (K−S( i )+V ca l l ( i ) ) < eps kapa && i< i f c a l l )
109 i f c a l l=i ;
110 end
111 end
112
113 for i= i f c a l l :m−1
114 V ca l l ( i )=S( i )−K;
115 end
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Sazˇetak
Americˇka call (put) opcija se definira kao ugovor koji njegovom vlasniku daje
pravo, ali ne i obvezu kupiti (prodati) dionicu (ili neki drugi oblik financijske
imovine) po cijeni izvrsˇenja K u bilo kojem trenutku t do datuma dospijec´a
T . Isplata se definira kao funkcija razlike izmedu trenutne cijene dionice i
cijene izvrsˇenja tako da ta razlika ne bude manja od nula.
Prije nego smo krenuli s opisivanjem numericˇkih metoda racˇunanja, uveli
smo neke a priori granice koje vrijednosti opcija moraju zadovoljavati, naveli
smo svojstva opcija te postavili model financijskog trzˇiˇsta koji je zapravo
idealizirani oblik stvarnog trzˇiˇsta. Zatim smo opisali pretpostavke na kojima
se metode racˇunanja vrijednosti opcija zasnivaju. Tu spada tvrdnja da cijene
dionica prate (geometrijsko) Brownovo gibanje te da funkcija vrijednosti op-
cije V (S, t) rjesˇava Black - Scholesovu parcijalnu diferencijalnu jednadzˇbu.
Numericˇke metode za racˇunanje vrijednosti opcija koje se koriste u ovom
radu su metode konacˇnih diferencija. Obraduju se tri takve metode: ek-
plicitna, implicitna i Crank - Nicolsonova metoda. Da bi mogli koristiti te
metode, potrebno je prvo diskretizirati problem, odnosno uvesti mrezˇu na
kojoj c´emo aproksimirati rjesˇenja te pomoc´u Taylorovih redova izvesti jed-
nadzˇbe centralnih diferencija i diferencija unaprijed i unatrag. Te jednadzˇbe
koristimo u navedenim metodama. Zbog laksˇeg racˇunanja, te metode se pri-
mjenjuju na transformirane varijable. Nakon sˇto se one izracˇunaju, od njih
dobivamo originalne varijable kao sˇto su cijena dionice i vrijednost opcije.
Takoder smo obradili stabilnost i velicˇinu gresˇke svake od tih metoda.
Naveli smo sve rubne uvjete i definirali tocˇku kontakta koja ne mora
uvijek postojati. Skup takvih tocˇaka tvori krivulju ranog iskoriˇstavanja.
Pomoc´u tocˇke kontakta mozˇemo objasniti kada vrijednost opcije zadovoljava
Black-Scholesovu jednakost, a kada nejednakost. Zatim uvodimo jedan jed-
nostavan problem i zˇelimo nacˇi njegovo rjesˇenje jer taj jednostavan problem
mozˇemo primijeniti na rjesˇavanje linearnog komplementarnog problema u
racˇunanju vrijednosti opcija. Nakon sˇto smo nasˇli rjesˇenje linearnog kom-
plementarnog problema, mozˇemo krenuti na racˇunanje vrijednosti opcija.
Pomoc´u svih dosad dobivenih rezultata, mozˇemo konstruirati algoritam za
racˇunanje i koristec´i njega, napisati kompjutorski program.
Postoje cˇetiri glavne vrste gresˇaka koje se javljaju prilikom racˇunanja
vrijednosti. Buduc´i da ovaj rad govori prvenstveno o numericˇkoj analizi,
obraduju se samo gresˇke diskretizacije koje mozˇemo kontrolirati.
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Nakon numericˇkih metoda, ukratko se opisuju i dvije analiticˇke metode.
Zovemo ih analiticˇkim iako one ukljucˇuju neke numericˇke algoritme. U zad-
njem poglavlju su navedena cˇetiri primjera u kojima testiramo algoritam,
odnosno program koji racˇuna vrijednosti opcija.
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Summary
American call (put) option is defined as a contract which gives its owner the
right, but not obligation to buy (sell) stock (or some other financial assets)
under the strike price K in any time t before the expiration T . Payoff is
defined as a function of the difference between stock price and strike price so
that the difference is not less than zero.
Before describing numerical methods, we had to set up some a priori bo-
unds that the vaules of the options must satisfy. We also listed features of
options and set the model of financial market which is actually an idealized
form of real market. Then, we described assumptions on which the methods
of calculation are based on. Among those assumptions is a claim that the
asset price follows (geometric) Brownian motion and that the value function
V (S, t) solves the Black - Scholes partial differential equation.
Numerical methods used are the finite difference methods. Three of these
methods are described: explicit, implicit and Crank - Nicolson method. To
use these methods, we had to first discretize the problem; i.e, to induct the
grid on which the solution will be approximated. Also, we had to derive the
equations of central, backward and forward differences using Taylor expansi-
ons. In order to make the calculations easier, these methods are applied only
on transformed variables. After those are calculated, from them we calculate
the original variables such as stock price and value of the option. Stability
and error order of each method are also described.
We listed all boundary conditions and defined the contact point (which
does not always have to exist). A Set of those points is called the early
exercise curve. By those contact points we can explain when value of an
option satisfies the Black - Scholes equation, and when inequation. Then,
we introduced one simple problem and we want to find its solution because
we can apply it on our linear complementary problem. After we find that
solution, we can start calculating vaules of the options. Using all obtained
results, we can construct the algorithm for computation of American options
and, by it, we can write a computer program.
There are the four main errors that occur during calculation. Since this
work is primarily based on numerical analysis, only discretization errors,
which we can control, are described.
After numerical methods, two analytical methods are shortly described.
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We call them analytical although they include some numerical algorithms.
In the last section, four examples are shown in which the algorithm and the
program that calculates vaules of the options are tested.
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