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Abstract: 
The increased use of rodents as a model for low- and 
higher-level visual functions has raised the question of 
how rodent visual processing compares to existing 
computational and primate models. Rodent visual 
cortex has two pathways, with one “lateral stream” 
anatomically resembling the primate ventral stream 
(Wang, Sporns, & Burkhalter, 2012). This primate 
pathway is specialized in object recognition and the 
stages of processing are captured well by deep neural 
networks (DNNs; Güçlü & van Gerven, 2015). Here we 
compare the stages of processing of natural and 
scrambled movies in a 3D convolutional network (3D 
ConvNet) with three stages of the aforementioned rat 
lateral stream: primary visual (V1), laterointermediate 
(LI), and temporal occipital cortex (TO). As in rats 
(Vinken et al., 2016), a natural versus scrambled 
representation emerges in the convolutional layers of 
the DNN. The last of these layers can support 
generalization in a movie categorization task that rats 
could also learn (Vinken, Vermaercke, & Op de Beeck, 
2014). The subsequent fully connected layers lead to a 
clear categorical representation not found in untrained 
rats (Vinken et al., 2016). This comparison reveals 
similarities between the rat lateral stream and a DNN 
that could explain relatively complex visual abilities. 
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Results 
We extracted spatio-temporal features from a movie 
stimulus set using a 3D ConvNet (Tran et al., 2014). 
Next, we compared DNN stimulus representations with 
neural representations in rat visual cortex (V1, LI, and 
TO). Finally, we assessed whether the DNN features 
allow a linear classifier to generalize in a movie 
categorization task that rats are able to learn. 
Deep Neural Network Feature Extraction 
All stimuli are greyscale 384 x 384 movies of 5s (150 
frames) each, with either a rat or a moving object. 
Frames were resized to 128 x 128 pixels and 112 x 
112 center crops were taken. Features were extracted 
per window of 16 frames (9 windows spanning 144 
frames) and averaged per movie (like for the neural 
data). We used a pre-trained (Sports M-1) 3D ConvNet 
(Tran et al., 2014) with a VGG-11 architecture 
(Simonyan & Zisserman, 2014) that is extended to 
encompass the time dimension. This model is included 
in C3D-v1.0 (http://vlg.cs.dartmouth.edu/c3d/). 
We focus on a subset of 20 movies for which we 
have neural data: 5 rat movies, 5 non-rat movies, and 
their spatio-temporal phase scrambled version (Vinken 
et al., 2014). On the extracted features, we applied per 
layer principal component analysis (PCA) resulting in 
19-dimensional vectors per stimulus. As for the neural 
data, these vectors were correlated pair-wise (Pearson 
r) in order to obtain representational dissimilarity 
matrices (RDMs) with distances 1 - r. Stimulus pairs 
that share a similar representation across features in a 
layer result in a lower dissimilarity. These matrices 
were calculated for 8 DNN layers (Figure 1). Across 
the max-pool layers (1-5) a natural versus scrambled 
movie pattern emerges: 4 large quadrants become 
visible. Later, in the fully connected layers 6-8 a 
categorical pattern emerges within the natural movies 
(i.e. a grouping within the left-upper quadrant). 
 
Figure 1: Deep Neural Network RDMs. The first 5 are 
max-pool layers (each preceded by one or more 
convolutional layers). Layer 6-8 are fully connected. 
Neural Stimulus Representations 
Next, we compare the DNN RDMs with neural RDMs 
that previously revealed a natural versus scrambled 
dissociation but no categorical pattern in rats (Vinken 
et al., 2016). In short, per stimulus a neural response 
vector was obtained using each single and multi-unit’s 
(SU and MU) normalized firing rate. This resulted in N-
dimensional response vectors, with N = 50SU+25MU 
for V1, N = 53SU+33MU for LI, and N = 52SU+26MU 
for TO. Again, stimulus pairs that elicit a similar neural 
response  result in a lower dissimilarity. These neural 
RDMs are shown in Figure 2a. 
In Figure 2b we quantified the correspondence 
between neural and DNN RDMs by calculating the 
correlation (Spearman R) between off-diagonal upper 
halves of the matrices. In general, the correspondence 
increases up to layer 3 for V1/LI and up to layer 4 for 
TO. The maximum correlation is higher for LI and TO 
than for V1. For scrambled movies, TO corresponds 
less with earlier layers than V1. For natural movies, 
both LI and TO correspond more with earlier layers 
than V1. In particular, there is a decreased correlation 
for fully connected layers 6-8: the DNN representation 
of natural movies grows towards a categorical pattern 
that is absent in the neural representations. 
 
Figure 2: Neural RDMs per area (a) and their 
correspondence with DNN layers for all, natural or 
scrambled stimulus pairs (b). Filled markers indicate 
the lower 95% CI bound was higher than zero. Layers 
for which the LI-V1 or TO-V1 95% CI excludes zero 
are marked with a dot. 
Categorization Performance 
Next, features were extracted for a larger set of 
movies used previously in a behavioral experiment. 
Here, rats learned to classify rat movies from natural 
or scrambled distractors and could generalize to 
several new test sets (Vinken et al., 2014). To assess 
whether a DNN layer’s features would be able to 
support such a task, we trained a linear support vector 
machine (SVM) and tested for generalization on the 
test sets. PCA was used for feature reduction, only 
retaining the first N dimensions that explain at least 
50% of the variance (more features generally lead to 
poor generalization). 
Table 1: Rat versus non-rat generalization (% correct). 
Test set L1 L2 L3 L4 L5 L6 L7 L8 
Natural 40 30 50 75 98 98 93 100 
Natural slow 50 50 60 60 93 100 57 63 
Scrambled 93 87 97 100 100 100 97 97 
The SVM performance as a function of DNN layer is 
shown in Table 1. Representations in later 
convolutional layers (in particular at maxpool layer 5) 
can support successful generalization from training to 
test stimuli with natural distractors.  Note that, as 
opposed to rats (Vinken et al., 2014), in fully 
convolutional layers the classifier fails to generalize to 
stationary or slow stimuli (labeled “natural slow”). 
Conclusion 
In this work we compare stimulus representations in a 
DNN with those of the rat visual “lateral stream”. We 
show a correspondence with convolutional layers that 
does not extend to the  categorical representation of 
fully connected layers. In addition, later convolutional 
layers can explain visual categorization abilities in rats. 
Together, this suggests that rat neural responses and 
behavior relate to a mid-level representation in visual 
hierarchical processing. 
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