We give an algorithm which produces a unique element of the Clifford group on n qubits (Cn) from an integer 0 ≤ i < |Cn| (the number of elements in the group). The algorithm involves O(n 3 ) operations. It is a variant of the subgroup algorithm by Diaconis and Shahshahani [5] which is commonly applied to compact Lie groups. We provide an adaption for the symplectic group Sp(2n, F2) which provides, in addition to a canonical mapping from the integers to group elements g, a factorization of g into a sequence of at most 4n symplectic transvections. The algorithm can be used to efficiently select random elements of Cn which is often useful in quantum information theory and quantum computation. We also give an algorithm for the inverse map, indexing a group element in time O(n 3 ).
I. INTRODUCTION
The Clifford group (which we will define carefully below) is of great interest in the field of quantum information and computation. Though the group is not universal for quantum computation [9] , it is central in the field of quantum error-correction codes [8] , and the use of random elements of the Clifford group has numerous applications, from establishing bounds on quantum capacities [2] to randomized benchmarking [7, 10, 11 ] to data hiding [6] . Most of these applications depend on the useful fact that the uniform distribution over Clifford group elements constitutes a 2-design for the unitary group, that is, reproduces the second moments of a Haar-random unitary (see [2, 4, 6] ).
There are many ways of choosing a random Clifford element. The most straightforward is to simply write down all the elements of the group, and then pick randomly from the list. This quickly becomes impractical because the cardinality of the group
grows quickly with the number of qubits n [15] . Other (approximate) methods have been proposed: In [6] a method is given requiring time O(n 8 ) and producing an approximately random Clifford, and [4] gives a method that produces an ǫ-approximate unitary 2-design based on Cliffords (consisting of only n log 1/ǫ gates).
Our method gives a canonical mapping of consecutive integers to a Clifford group element. Picking a random element is equivalent then to picking a random integer of the size of the group. We give both O(n 4 ) and O(n 3 ) algorithms for computing the group element from the associated integer. We also give a O(n 3 ) algorithm realizing the inverse map, i.e., taking group elements to integers.
A. The Pauli, Clifford, and Symplectic groups
The Pauli group P n on n qubits is generated by single-qubit Pauli operators X j = 0 1 1 0 , Y j = 0 −i i 0 , Z j = 1 0 0 −1 acting on the jth qubit, for j = 1, . . . , n. Consider the normalizer N (P n ) = {U ∈ U (2 n ) | U P n U † = P n } of P n in the group of unitaries U (2 n ). The Clifford group C n is this normalizer, neglecting the global phase: C n = N (P n )/U (1). Any element U ∈ C n is uniquely determined up to a global phase by its action by conjugation on the generators of P n , i.e. the list of parameters (α, β, γ, δ, r, s) where α, β, γ, δ are n × n matrices of bits, and r, s are n-bit vectors defined by
Note that because unitaries preserve commutation relations among the generators not all values for the matrices α, β, γ, δ are allowed. This is what makes picking a random element of the group nontrivial. By (2), the task of drawing a random Clifford element can be rephrased as that of drawing from the corresponding distribution of parameters (α, β, γ, δ, r, s) describing such an element. Note also that given the list (α, β, γ, δ, r, s), there is a classical algorithm for compiling a circuit implementing U which is composed of O(n 2 / log n) gates from the gate set {H, CNOT, P}, see [1] . A simpler and more (time-)efficient algorithm was proposed earlier in [8] ; it essentially performs a form of Gaussian elimination, has runtime O(n 3 ) and produces a circuit with O(n 2 ) gates. The group C n /P n has a particularly simple form: we have
where the latter is the symplectic group on F 2n 2 , i.e., the group of 2n × 2n matrices S with entries in the two-element field F 2 such that
In this expression, the block-diagonal matrix Λ(n) defines the symplectic inner product v, w = v T · Λ(n)w on F 2n 2 . Preservation of the symplectic inner product (4) is equivalent to the preservation of commutation relations between the generators of P n when acted on by conjugation with the corresponding unitary. Explicitly, if a representative U ∈ C n /P n acts as (2) , then the corresponding symplectic matrix S has entries (α j1 , β j1 , . . . , α jn , β jn ) in column 2j − 1 and (γ j1 , δ j1 , . . . , γ jn , δ jn ) in column 2j , for j = 1, . . . , n .
Eq. (3) gives an important simplification to our algorithm, directly implying the following lemma:
Specifying an arbitrary element of the Clifford group is equivalent to specifying an element of the Pauli group and also an element from the symplectic group.
Specifying an element of the Pauli group (up to an overall phase) simply requires picking the bitstrings r, s, which is trivial. We therefore concentrate on how to specify elements from the symplectic group henceforth.
B. Symplectic Gram-Schmidt procedure
We will make use of a simple generalization of the Gram-Schmidt orthogonaliztion procedure over the symplectic inner product. The basic step in this procedure takes as input a set of vectors Ω ⊂ F 2n 2 and a vector v ∈ Ω. If v, f ′ = 0 for all f ′ ∈ Ω\{v}, the output is the set Ω ′ = Ω\{v}. Otherwise, the output is a vector w ∈ Ω\{v} such that the pair (v, w) ∈ S n is symplectic (that is, satisfies v, w = 1) and a set Ω ′ such that (i) Ω and Ω ′ ∪ {v, w} span the same space, |Ω ′ | ≤ |Ω| − 2, and
The vector w and Ω ′ are obtained by first choosing w ∈ Ω\{v} such that v, w = 1 and subsequently inserting the vector f + v, f w + w, f v into Ω ′ for each f ∈ Ω\{v, w}. Repeatedly picking a vector v (arbitrarily) in the resulting set Ω ′ and reapplying this basic step yields a symplectic basis of the space spanned by the original set of vectors Ω. In particular, for any non-zero vector v ∈ F 2n 2 , a symplectic basis (v 1 , w 1 , v 2 , w 2 , . . . , v n , w n ) of F 2n 2 , i.e., a basis satisfying
with v 1 = v can be obtained starting from Ω = {v} ∪ {e 1 , . . . , e 2n }, where e 1 , . . . , e 2n ∈ F 2n 2 are the standard basis vectors of F 2n 2 . The complexity of this procedure is easily seen to be O(n 3 ).
C. The subgroup algorithm
Our algorithm is an adaptation of a method for generating random matrices from the classical compact Lie groups by Diaconis and Shahshahani [5] (also see [12] for a nice description). In [5] , a method for the Lie group Sp(2n, C) is given which partly relies on the fact that its group elements can be represented as n × n matrices with entries in the quaternions. In our case, we do not have this tool at our disposal since we are working over a finite field. Getting an efficient algorithm therefore requires some additional effort.
The core of these algorithms is called the subgroup algorithm, which is most easily explained for a finite group G with a nested chain of subgroups
In this situation, the map
is an isomorphism. In particular, each g ∈ G has a unique representation as
. . , n and g 1 ∈ G 1 . This implies that given an element g j ∈ G j representing a uniformly random coset [g j ] ∈ G j /G j−1 for every j = 2, . . . , n, and a uniformly chosen random element g 1 ∈ G 1 , we can obtain a uniformly distributed element of G by taking the product.
In our case we take G j = Sp(2j) where the embedding Sp(
Furthermore, it is easy to see that there is a one-to-one correspondence between the set
of symplectic pairs of vectors and the cosets Sp(2n)/Sp(2(n − 1)). More precisely, let S v,w ∈ Sp(2n) be a symplectic matrix with v in the first and w in the second column for any symplectic pair (v, w) ∈ S n (we show below how to find such a matrix). Then
establishes the claimed one-to-one correspondence [16] between S n and Sp(2n)/Sp(2(n − 1)), where we write [S] = S · Sp(2(n − 1)) for the coset represented by S.
Remark 1. Another way to think of the subgroup algorithm for the symplectic group is the following: The coset G n /G n−1 will simply be represented by a symplectic pair (v, w) ∈ S n along with an arbitrary basis for the space orthogonal to v and w. Both our algorithms will proceed by picking out such a symplectic pair, then repeating in the orthogonal space. It is apparent that this will give the canonical mapping we require. What remains is to find an efficient algorithm for computing v, w and the orthogonal space.
II. ALGORITHMS
We will give two solutions to giving a canonical mapping of integers to Sp(2n). The first is based on symplectic Gaussian elimination, but has complexity O(n 4 ). It is mainly of didactical interest. The second algorithm uses symplectic transvections and achieves a complexity O(n 3 ). Note that these algorithms do not give the same canonical mapping. We also provide an algorithm for the inverse problem, finding the integer associated with a member of SP(2n).
A. An algorithm with runtime O(n 4 ) based on Gaussian elimination
We present an algorithm SYMPLECTIC(n, i) which produces the ith symplectic matrix S i ∈ Sp(2n). The algorithm is described in Fig. 1 .
We analyze the algorithm step by step.
Step 1 sets s to be the number of different choices of nonzero bitstrings of length n and k to be a choice of one of them based on the input i.
Step 2 creates the vector v 1 corresponding SYMPLECTIC(n, i):
2. Choose the vector v1 ∈ F 2n 2 \{0} as the binary expansion of k. 3. Perform the symplectic Gram-Schmidt procedure to complement v1 to a symplectic basis (v1, w1, v2, w2, . . . , vn, wn).
4. Let b = (i/s) mod 2 (the last bit of the binary representation of i/s), (b2, . . . , bn) be the next n − 1 bits of i/s and (c2, . . . , cn) be the next n − 1 bits of i/s. to k.
Set
Step
Step 6 defines the desired representative g n of a coset [g n ]. Finally, step 7 multiplies the g n by a symplectic of the next smaller size in the chain, if necessary, and returns the answer.
The runtime of this algorithm is dominated by the Gram-Schmidt procedure O(n 3 ), which is invoked n times. Hence the total complexity of this algorithm is O(n 4 ).
B. An improved algorithm with runtime O(n 3 )
Here we present an alternative to SYMPLECTIC(n, i) which does not rely on symplectic Gaussian elimination and achieves a complexity of O(n 3 ). To describe and analyze our improved algorithm, we require a certain family of symplectic matrices: For a vector h ∈ F 2n 2 , define the symplectic transvection Z h as the map
where Z h is represented as a matrix and v is a column vector. It is apparent that, given h, Z h v can be computed in O(n) time, which is faster than one could even read all (2n) 2 elements of the matrix Z h . Furthermore, Z h M , where M is a symplectic matrix, can be computed in O(n 2 ) time. This will be essential to the efficiency of our improved algorithm.
The group Sp(2n) is generated by transvections, however we do not need this fact directly. The proof of this statement involves the following well-known statement (see e.g., [14, Section 2]), which we express in an algorithmic fashion for later use.
Lemma 2. Let x, y ∈ F 2n 2 \{0} be two non-zero vectors. Then
In other words, x can be mapped to y by at most two transvections. Furthermore, there is an algorithm that outputs either h satisfying (10) or (h 1 , h 2 ) satisfying (11) in time O(n).
SYMPLECTICImproved(n, i): returns ith element gi ∈ Sp(2n), 0 ≤ i < 2 n 2 n j=1 (4 j − 1).
Let s = 2
2n − 1 and k = (i mod s) + 1.
2. Choose the vector f1 ∈ F 2n 2 \{0} as the binary expansion of k. 3. Using Lemma 2, compute a vector h1 corresponding to a transvection T = Z h 1 or a pair of vectors (h1, h2) corresponding to a product T = Z h 1 Z h 2 of two transvections such that T e1 = f1.
4. Let b = (i/s) mod 2 (the last bit of the binary representation of i/s), (b3 . . . , b2n) be the next 2n − 2 bits of i/s.
Construct the vector e
j=3 bjej and compute h0 := T e ′ using (h1, h2) specifying T .
7. If n = 1 return the 2 × 2 matrix with columns f1, f2 as gi.
. (Use the vectors specifying the product of transvections T ′ T to compute the product.)
FIG. 2: Improved symplectic algorithm using transvections that runs in time O(n 3 ).
Proof. If x = y, the algorithm outputs h = 0. Otherwise, it computes x, y and proceeds as follows:
(i) if x, y = 1, the algorithm outputs h = x + y. It is easy to check that this has the required property (10).
(ii) if x, y = 0, the algorithm computes some z ∈ F 2n 2 such that x, z = z, y = 1. Concretely, this is achieved e.g., by trying to locate an index j ∈ {1, . . . , 2n} such that (x 2j−1 , x 2j ) = (0, 0) and (y 2j−1 , y 2j ) = (0, 0). If such an index j is found, then there is a pair (v, w) ∈ F 2 2 such that x 2j−1 w + x 2j v = y 2j−1 w + y 2j v = 1 and we set z = x + ve 2j−1 + we 2j . Otherwise, there must be two distinct indices j, k ∈ {1, . . . , 2n} such that (x 2j−1 , x 2j ) = (0, 0), (y 2j−1 , y 2j ) = (0, 0) and (x 2k−1 , x 2k ) = (0, 0), (y 2k−1 , y 2k ) = (0, 0) since x and y are non-zero. Then there are pairs (v, w), (v ′ , w ′ ) ∈ F 2 2 such that x 2j−1 w + x 2j v = y 2k−1 w ′ + y 2k v ′ = 1 and we set z = x + ve 2j−1 + we 2j + v ′ e 2k−1 + w ′ e 2k .
This reduces the problem to (i) (mapping x to z and z to y); the algorithm outputs h 1 = x + z and h 2 = z + y and (11) follows.
Our improved algorithm based on transvections is shown in Fig. 2 . Python code that implements it can be found in the appendix. We now analyze it step by step. Step 1 sets s to be the number of different choices of nonzero bitstrings of length n and k to be a choice of one of them based on the input i.
Step 2 creates the vector f 1 corresponding to k. So far this is just as in the original SYMPLECTIC, save that v 1 is now named f 1 .
Step 3 computes the transvection(s) that transform the first standard basis vector e 1 to f 1 . This can be done efficiently using the algorithm of Lemma 2.
Step 4 again picks out the bits that will specify a vector (T ′ T e 2 , computed subsequently) which forms a symplectic pair with f 1 .
Step 5 and 6 find the transvection or pair of transvections T ′ with the property that T ′ T e 1 = f 1 and T ′ T e 2 is an arbitrary vector forming a symplectic pair with f 1 ). Thus, by (8) , g n ≡ T ′ T represents a unique coset [g n ] as required for the subgroup algorithm. To see this it is convenient to define the vectors f ℓ = T e ℓ for ℓ = {1, . . . , 2n} corresponding to the images of the standard basis vectors. Observe that (f 1 , f 2 , . . . , f 2n−1 , f 2n ) is a symplectic basis. We will show that
By linearity, the vector h 0 computed in step 5 of the algorithm has the form
In particular, we get f 1 , h 0 = 0 and f 2 , h 0 = 1, which implies
SYMPLECTICinverse(n, gn): returns the index i, 0 ≤ i < 2 n 2 n j=1 (4 j − 1) of a group element gn ∈ Sp(2n).
1. Take the first two columns of gn and call them v and w.
2. Using Lemma 2, compute a vector h1 corresponding to a transvection T = Z h 1 or a pair of vectors (h1, h2) corresponding to a product T = Z h 1 Z h 2 of two transvections such that T v = e1 is the first standard basis vector. ((b, b3, b4, . . . , b2n) ) and cv,w = zw · (2 2n − 1) + zv.
Compute
5. if n = 1, return cv,w as the result. by the definition of transvections. Consider the case when b = 1. Then T ′ T = Z h0 T and (13) reduces to (12), as claimed. On the other hand, if b = 0, then T ′ T = Z f1 Z h0 T and we can use (13) to compute
confirming (12) . Finally, step 7 multiplies T ′ T by a symplectic of the next smaller size in the chain, if necessary, and returns the answer. This multiplication takes O(n 2 ) time because T ′ T is a product of transvections associated with known vectors. Since there are n recursions, the total complexity is O(n 3 ).
C. An algorithm for the inverse problem with runtime O(n 3 )
Consider the inverse problem: given a group element g n ∈ Sp(2n), we would like to associate to it a unique index i = i(g n ) where 0 ≤ i < |Sp(2n)| = 2 n 2 n j=1 (4 j − 1). With similar reasoning as before, we can construct an efficient algorithm achieving this. It is shown in Fig. 3 and will be referred to as SYMPLECTICinverse. It implements the exact inverse map of the map i → SYMPLECTICImproved(n, i) defined by the algorithm in Fig. 2 and runs in time O(n 3 ). Given a matrix g n ∈ Sp(2n), the algorithm SYMPLECTICinverse proceeds recursively by factorizing the given group element into representatives of cosets. Clearly, by definition of S n , the coset in Sp(2n)/Sp(2(n−1)) can be read off from the first two columns (v, w) of g n (Step 1). To uniquely index different cosets, the algorithm relies on the transvection T computed in step 2. After step 3, the non-zero vector v, together with the (arbitrary) bits b, {b ℓ } 2n ℓ=3 , uniquely specify the symplectic pair (v, w) (and hence a coset). In step 4, this is used to compute an associated (unique) number c v,w , where 0 ≤ c v,w < N (n) and where N (n) is the number of different cosets in Sp(2n)/Sp(2(n − 1)). If n = 1, the number c v,w already indexes a unique group element in Sp(2), and no recursion is necessary (step 5).
If n > 1, the algorithm constructs a symplectic matrix V such that
and returns the value SYMPLECTICinverse(n − 1, g n−1 ) · N (n) + c v,w (Step 7). This number encodes both c v,w , i.e., the coset in Sp(2n)/Sp(2(n − 1)), as well as the all the cosets in the chain of subgroups.
It is clear that this algorithm has runtime O(n 3 ) if the matrix product in step 6 is computed using the vectors specifying the transvections. It remains to show that the matrix g ′ constructed in step 6 has property (14) . By definition, we have g n e 1 = v and g n e 2 = w. In particular, the definition of T , the coefficients b, {b ℓ } 2n ℓ=3
and h 0 give (T g n )e 1 = e 1 (T g n )e 2 = be 1 + e 2 + 2n ℓ=3 b ℓ e ℓ = h 0 + (b − 1)e 1 + e 2 .
Since e 1 , h 0 = 0, h 0 , h 0 = 0 and e 2 , h 0 = 1, this implies
This shows that if b = 1, then g ′ = Z h0 T g n has the required property. If b = 0, we use the fact that Z e1 e 1 = e 1 and Z e1 (e 1 + e 2 ) = e 2 to conclude that g ′ = Z e1 Z h0 T g n has the desired form. # s t e p 7 gnew=gprime [ 2 : nn , 2 : nn ] ; # t a k e subma tr ix g nidx=s y m p l e c t i c i n v e r s e ( n−1 ,gnew ) * n u m b e r o f c o s e t s ( n)+cvw ; r e t u r n g nidx ####### end s y m p l e c t i c i n v e r s e
