We introduce a heuristic method for the single resource constrained project scheduling problem, based on the dynamic programming solution of the knapsack problem. This method schedules projects with one type of resources, in the non-preemptive case: once started an activity is not interrupted and runs to completion. We compare the implementation of this method with well-known heuristic scheduling method, called Minimum Slack First (known also as Gray-Kidd algorithm), as well as with Microsoft Project.
INTRODUCTION
In practice most organizations work within limited resources, so projects are subject to the same constraint. A new project may seek an additional use of resources, so it is needed to ensure that they really would be available.
In this program, N is the number of items, val[j] is the value of jth item, size[j] is its volume, cost[i]
is the highest value that can be achieved with a knapsack of capacity i and best [i] is the last item that was added to achieve that maximum (this is used to recover the contents of the knapsack). First, we calculate the best that we can do for all knapsack sizes when only items of type A (for j = 1) are taken, then we calculate the best that we can do when only A's and B's (for j = 2) are taken, etc. The solution reduces to a simple calculation for cost [i] . Suppose an item j is chosen for the knapsack: then the best value that could be achieved for the total would be val [j] + cost[i -size [j] ], where cost[i -size [j] ] is the optimal filling of the rest of the knapsack. If this value exceeds the best value that can be achieved without an item j, then we update cost [i] and best [i] ; otherwise we leave them alone. A simple induction proof shows that this strategy solves the problem [12] .
In this paper we propose a new strategy to solve the single resource constrained project scheduling problem. In each stage of the scheduling we consider a schedule time t and the corresponding eligible set of activities which could be started at the moment t without violation of given constraints which define the project. As it is proposed in [14] and [9] , we activate a subset of activities from the eligible set solving the knapsack problem maximizing the resource utilization. But, instead of Greedy randomized adaptive search procedure (GRASP), used in [9] , we apply the dynamic programming and Bellman's principle (see [1] ).
The paper is organized as follows. In the second section we state mathematical formulation of the problem and compare the project duration computed by our algorithm with the early finish of the project.
In the third section the algorithm and several implementation details are described.
In the last section we compare the implementation of our algorithm with known software Microsoft Project 2003
® and Gray-Kidd algorithm.
MATHEMATICAL FORMULATION OF THE PROBLEM
A project consists of a set of activities J = {A i } i∈I , partially ordered by precedence constraints, where I = {1,…,n} is a set of activities indices and n is a number of activities required by the project. It is assumed that the project requires only one type of resources. The entire project is defined as the ordered pair (J, R), where the natural number R denotes the resource maximal units available in the project. Each of activities A i is defined as the ordered triple
where p i ∈ N represents the processing time (duration) of activity A i , value r i ∈N is a number of resources needed for A i , and i P I ⊂ is an array which contains predecessors indices for A i .
An activity A i is said to be a predecessor of A j , when A j cannot start until A i has finished. This fact is written as i∈P j or A i < A j , where '<' defines the precedence relationship. Similarly A j is said to be a successor activity of A i . We assume that the number r i is fixed for the lasting time of activity A i . Let F denotes the set including all pairs of activities with predecessor and successor relationships. These pairs define a digraph of the project G = (J, F), where (A i , A j ) ∈ F if and only if i∈ P j , A i , A j ∈ J.
A project starts at time t = 0. A schedule for the project is an assignment of a start time s i t to each activity A i . An activity is said to be scheduled when it is assigned a start time. The vector defining starts of activities included into the project (J, R) is defined as the ordered n-tuple 
Our objective is to minimize the makespan of the project. Each activity needs to be started after all its predecessors activities finish (condition (2.2)), and in every moment t, the total number of occupied resources is less than R (condition (2.3)).
Proposition 2.1. Condition (2.2) can be written in the following equivalent form:
Observe that the condition (2.4) is equivalent with the corresponding one from [15] . Therefore, mathematical model (2.1)-(2.3) is equivalent with corresponding one, described in [9] , [15] , in the case when one type of resources is used.
Schedule t s of the project (J, R) is feasible if conditions (2.2) and (2.3) are satisfied. A feasible schedule is optimal if (2.1) is fulfilled.
Next lemma can be easily proven by the induction. This lemma gives a stopping criterion for increasing maximal unit's availability of the resource, i.e. the early finish of the project. We will continue proof by the induction. For j = 1, it follows that P i1 = ∅, so
In the case j > 1 suppose that the claim of lemma is satisfied for all i 1, … , i j-1 and prove it for i j . In the case P ij = ∅ ;, conclusion follows from the same reasons as in the case j = 1. Suppose now that P ij = ∅, and consider
. From the inductive hypothesis we have
Also, in view of (2.2) we have
If we take the maximum in (2.5) over all
, so we finished the proof by induction. The second statement of the lemma follows immediately. The result of this lemma is used as the stopping criterion in the following sense: in each example, the maximal units of the resource is increased until all of three considered algorithms reach the duration equal to early finish of the project.
We restate, in the recursive form, the notion of the late start of activity A i , known in the literature:
The late finish There are many papers comparing alternative heuristic algorithms. Patterson and Davis in [6] , [7] compared these heuristics, in serial and parallel modes and achieved the result the most effective algorithm is Minimum Slack First. The similar results are achieved in [10] . The Minimum Slack First method is described in [5] (p. 225-233).
Kochetov and Stolyar [9] devise an evolutionary algorithm which com-bines genetic algorithm, path relinking, and tabu search. In order to select a subset of activities from the eligible set into the schedule, they solve the knapsack problem. The idea of using the knapsack problem with objective function maximizing the re-source utilization ratio is introduced in [13] and [14] . In order to solve the knapsack problem stated for the sake of resource utilization, in [9] and [14] use GRASP (greedy randomized adaptive search procedure) algorithm from [8] . GRASP is an iterative multi-start algorithm. There are two phases in every iteration: a greedy adaptive randomized construction phase and a local search phase. Starting from the feasible solution built during the greedy adaptive randomized construction phase, the local search explores its neighborhood until a local optimum is found. The best solution found overall the different iterations is kept as the result [8] . A solution x is said to be in the basin of attraction of the global optimum if local search starting from x leads to the global optimum. Once the neighborhood and objective function are determined, different starting solutions can be used to start the local search in a multistart procedure. If the starting solution is in the basin of attraction of the global optimum, local search finds the global optimum. Otherwise, a non-global local optimum is found [11] . Using greedy solutions as starting points for local search in a multi-start procedure will usually lead to good, though, most often, suboptimal solutions. This is because the amount of variability in greedy solutions is small and it is less likely that a greedy starting solution will be in the basin of attraction of a global optimum. If there are no ties in the greedy function values or, if a deterministic rule is used to break ties, there is no variability and a multistart procedure would produce the same solution in each iteration [11] .
In this section we will introduce an algorithm for resource scheduling, called DynamicRes, which is based on the knapsack problem and the dynamic programming. This heuristic gives better results with respect to Gray-Kidd algorithm in most cases. Algorithm DynamicRes is being written in the programming language DELPHI.
The algorithm requires a sequence of activities, and the following parameters for each activity ,
-duration of the activity (integer p i ), -array of ordinal numbers of its predecessors, denoted by P i , -units of resource required (integer r i ).
Also, the input parameter of the algorithm is total number of resource units available in the project, denoted by R. 
The set of activities which are in progress at the time t is
We now define the notion called moment of the project, useful in the algorithm description. This value is represented by variable Moment in the algorithm. We also define momentary slack. This notion is actual for activities A j with indices belonging to E(t) at the time defined by moment. Step 2. Compute the number of available resource units by
For each j ∈ E(t) perform the following: Step
If E(t) = ∅ ; then go to Step 5, otherwise go to Step 4.
Step
Solve the knapsack problem with capacity R a (t), where the values and volumes of articles are equal to r i, i ∈ E(t):
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where x i ∈ {0,1}, i∈E(t [14] , and a variant of the classical 0-1 knapsack problem (see, for example [2] ). In order to solve (3.8), instead of the GRASP algorithm used in [9] and [14] 
8).
It is known that the knapsack problem exhibits optimal substructure, and its optimal solution contains within optimal solution to sub problems [3] . Typically, the total number of distinct sub problems is a polynomial in the input size. When a recursive algorithm revisits the same problem over and over again, we say that the optimization problem has overlapping sub problems. Dynamic programming algorithms typically take advantage of overlapping sub problems by solving each sub problem once and then storing the solution in a table [3] . Also, it is known that greedy algorithms do not always yield optimal solutions [3] .
Remark 3.3 Using the main idea of the Gray-Kidd algorithm, in the case when we have more solutions for the knapsack problem, we use the solution containing activity with the minimal value for MSlack.
Here we consider an example to discuss about the difference between the GrayKidd algorithm and DynamicRes algorithm. . We should numerate activities A, B and C, in accordance to Gray-Kidd algorithm. Activity B is critical and we mark it by the number 1. Activity C has a slack of 2 days and it is marked by the number 2. Finally, activity A has the biggest slack of 4 days and is assigned by the number 3. Activities A, B and C require all together 13 units of the resource, so we put the start of activity A at the moment 2, and schedule activities B, C.
On the other hand, using algorithm DynamicRes we fill the knapsack of capacity 12 by objects whose values and capacities are r 1 = 5, r 2 = 5, r 3 = 3. Therefore, the maximal volume is filled with volumes r 1 = 5, r 2 = 5. In accordance with algorithm DynamicRes, it is necessary to move the start of activity C at the moment 2.
In both algorithms, the remainder of the project starts at the moment 2.
Gray-Kidd and DynamicRes give different solutions with the same duration of the project (17 days). Here are given two different solutions of the project scheduling, first using DynamicRes algorithm (Figure 3.1) and the other using Gray-Kidd algorithm (Figure 3.2) . 
Theorem 3.1 Schedule t s produced by DynamicRes algorithm is feasible (satisfies conditions (2.2) and (2.3)).
Proof. Start time t s j for each activity A j can be determined in two different ways, applying
Step 2 and Applying Step 4.
Firstly we verify Condition (2.2). Using
Step 2 in a fixed schedule time t we schedule all activities whose indices satisfy j ∈ E(t) and (3.4) and set t s j = t for these activities. On the other hand, from Step 5, it is satisfied max{ | 1}. (t) satisfying (3.4) . Therefore, we conclude
In the second case, according to Step 4 of DynamicRes algorithm, we conclude that in the knapsack problem are included only these activities A j satisfying j ∈ E(t)\A(t). Therefore, in accordance with (3.1), all predecessors included in the knapsack are finished
Moreover, in Step 4 we schedule activities corresponding to the optimal solution of the knapsack problem. Analogous to the previous case, according to Step 5, condition (2.2) is satisfied for all activities included. We now verify condition (2.3). It is clear that condition (2.3) can be written as
In view of (3.3), this condition is later equivalent with
Step 2 satisfies condition (3.10) because of (3.5) and condition (3.4).
In the sequel we prove that Step 4 also satisfies (3.10). Denote by A ' (t) the set of indices of just started activities:
Step 4. At this moment, the number of available resources is
According to condition in the knapsack problem (3.6), we conclude R a (t) ≥ 0. Taking into account (3.3), we get
Denote by A '' (t) the set of just finished activities in Step 6:
A t A t A t = ∪ and applying (3.12) we obtain
The proof is complete.
NUMERICAL EXPERIMENTS
In this section we compare three algorithms for resources scheduling: algorithm included in MS Project, Gray-Kidd algorithm and DynamicRes algorithm. According to our assumptions of the algorithm, in MS Project it is assumed that resources leveling cannot split task and check box Level only within available slack in Resource Leveling options is cleared. Increasing the number of available resource units we get the following table. The early finish for this example is 14 days, so we stop searching for new solutions when all three algorithms reach this limit, using the result of lemma 2.1. 8  26  26  26  9  25  25  22  10  22  22  22  11  22  22  22  12  22  22  22  13  22  18  18  14  18  17  18  15  18  17  18  16  18  17  14  17  18  17  14  18  14  14  14  Data presented in the table are The data in the table are illustrated by the following chart. 
Duration of the project Max. units Ms Project Gray-Kidd DynamicRes

B A,B C,E D,E D,F G,H G,H
Increasing the number of available resource units, we get the following table. 7  30  30  30  8  30  30  30  9  30  30  30  10  28  30  28  11  21  23  21  12  20  20  20  13  20  20  20  14  19  19  19 The following chart illustrates the data in the 
Duration of the project Max. units Ms Project Gray-Kidd DynamicRes
CONCLUSION
A new algorithm for solving the single resource constrained project scheduling problem is introduced. At each schedule time t we consider the eligible set of activities which could be started without violation of given constraints (defined by predecessor relationships). Using activities from this set we consider the adequate knapsack problem and use the Bellman's principle. The possibility for the farther research can be the generalization of DynamicRes algorithm for solving the multiple resource constrained project scheduling problems, and the comparison with GRASP algorithm from [11] .
