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Abstract —This paper presents a unified optimization-
based path planning approach to efficiently compute lo-
cally optimal solutions to advanced path planning prob-
lems. The approach is motivated by first showing that a
lattice-based path planner can be cast and analyzed as
a bilevel optimization problem. This information is then
used to tightly integrate a lattice-based path planner and
numerical optimal control in a novel way. The lattice-
based path planner is applied to the problem in a first step
using a discretized search space, where system dynamics
and objective function are chosen to coincide with those
used in a second numerical optimal control step. As a con-
sequence, the lattice planner provides the numerical opti-
mal control step with a resolution optimal solution to the
problem, which is highly suitable as a warm-start to the
second step. This novel tight combination of a sampling-
based path planner and numerical optimal control makes,
in a structured way, benefit of the former method’s abil-
ity to solve combinatorial parts of the problem and the
latter method’s ability to obtain locally optimal solutions
not constrained to a discretized search space. Compared
to previously presented combinations of sampling-based
path planners and optimization, the proposed approach
is shown in several path planning experiments to provide
significant improvements in terms of computation time,
numerical reliability, and objective function value.
1 Introduction
The problem of computing locally optimal paths for au-
tonomous vehicles such as self-driving cars, unmanned aerial
vehicles and autonomous underwater vehicles has recently
been extensively studied [14, 18]. However, the task of find-
ing (locally) optimal motions for nonholonomic vehicles in
narrow environments is still considered difficult [28]. In this
paper, optimal path planning is defined as the problem of find-
ing a feasible and collision-free path from the vehicle initial
state to a desired goal state, while a specified performance
measure is minimized.
There exist several methods to generate optimized paths
for autonomous vehicles. One common approach is to use
B-splines or Bezier curves for differentially flat systems, ei-
ther to smoothen a sequence of waypoints [19, 26] or as steer-
ing functions within a sampling-based motion planner [17].
The use of these methods are computationally efficient since
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Figure 1: Feasibility issues. The solution from a path planner based
on a simplified geometric model (dashed yellow) provides an initial-
ization from where it is impossible for an OCP solver to find a fea-
sible solution. On the other hand, an initialization based on the full
model (dashed blue) enables reliable convergence.
the system dynamics can be described analytically. However,
these methods are not applicable to non-flat systems, such as,
e.g., many truck and trailer systems [23]. Furthermore, it is
difficult to optimize the maneuvers with respect to a general
performance measure.
Another popular method is to formulate the problem as an
optimal control problem (OCP). One approach is to use mixed
integer formulations, which can be computationally demand-
ing to solve [11]. Another approach is to use numerical op-
timal control (NOC) and transform the problem to a nonlin-
ear program (NLP). Due to non-convex constraints introduced
by obstacles and nonlinear system dynamics, a proper initial-
ization strategy is crucial to converge to a good local opti-
mum [16]. A straightforward initialization strategy is to use
linear interpolation [22], this can however often lead to con-
vergence issues in cluttered environments [4, 28]. A more
sophisticated initialization strategy is to use the solution from
a sampling-based path planner. In previous work in the liter-
ature, the vehicle models used by the path planner for ini-
tialization are simplified; either they disregard the system
dynamics completely (geometric planning) [14, 7], or par-
tially (respecting only kinematic constraints) [3, 28]. Using
a geometric path planning initialization is shown in [27] to
cause problems for vehicles with nonholonomic constraints
(illustrated in Fig. 1). Initializations based on a kinematic
model will in general be infeasible in the actual OCP to be
solved, and potentially not homotopic to a dynamically feasi-
ble solution [24]. Furthermore, the objective function in the
sampling-based planner can only consider states that are rep-
resented in the chosen simplified model description, which
might cause it to find a path far from a local minimum.
A popular deterministic sampling-based path planner is the
so called lattice-based path planner, which uses a finite set
of precomputed motion segments online to find a resolution
optimal solution to the path planning problem [21]. How-
ever, since the lattice planner uses a discretized search space,
the computed solution can be noticeably suboptimal and it is
therefore desirable to improve this solution [17, 3].
The main contribution of this paper is to combine a lattice-
based path planner and NOC in a novel way to generate lo-
cally optimal solutions to advanced path planning problems.
It is done by first introducing a bilevel optimization formula-
tion to analyze and understand the relation between the orig-
inal optimal path planning problem and the lattice-basted ap-
proximation. This way of formulating the problem provides a
new tool to analyze and understand the suboptimalities of the
lattice-based method. It is shown how the solution from a lat-
tice planner can be improved by initializing a NOC solver that
efficiently solves the problem to local optimality. The idea
is that the lattice-based path planner solves the combinato-
rial aspects (e.g which side to pass an obstacle) while NOC is
used to improve the continuous aspects of the solution keep-
ing the combinatorial part fixed. Furthermore, this work goes
beyond previous path planning initialization strategies since
the initialization is not only feasible, but also optimized using
the same objective function as in the improvement step. It is
shown in several numerical examples that the proposed ap-
proach results in significantly reduced computation time, re-
liable convergence of the NOC solver and generally improved
solutions compared to previously used initialization strategies
or lattice-based planners alone.
2 Problem formulation
In this section, the continuous optimal path planning prob-
lem is formulated as an OCP. Furthermore, we pose a com-
monly used approximation of the original problem in terms
of a lattice-based path planner.
2.1 The optimal path planning problem
In this work, the optimal path planning problem is defined as
follows
minimize
u(·),Sg,q(·)
J =
∫ Sg
0
L(x(s),u(s),q(s))ds
subject to x(0) = xinit, x(Sg) = xgoal,
x′(s) = fq(s)(x(s),u(s)),
x(s) ∈ Xfree ∩Xvalid,
q(s) ∈ Q, u(s) ∈ U .
(1)
Here, s > 0 is defined as the distance traveled by the system,
x∈Rn is the state vector and u∈Rm is the continuous control
input for the system. The derivative of the state with respect
to the distance traveled is defined as dx
ds
= x′(s). Xfree rep-
resents the obstacle-free region and Xvalid and U the feasible
sets of states and control signals, respectively. There is also a
discrete input signal q(s) ∈ Q = {1,2, . . . ,N} which enables
the selection between N modes of the system. It is here as-
sumed that there are finitely many switches in finite distance.
The system mode determines the vector field fq ∈ F that de-
scribes the current equation of motion [12]. The system mode
can for example represent the direction of motion (which is
the main use in this paper). However, the results presented in
Section 3-4 also hold for a set F representing a more general
switched dynamical system. One such example is morphing
aerial vehicles [10]. The objective function J to be minimized
in (1) is specified by the cost function L(x,u,q). This function
can depend on the continuous variables as well as the system
mode, where the latter enables the possibility of associating
each system mode with a unique cost function.
Due to that the problem of solving (1) contains the com-
binatorial aspects of selecting the system mode and the route
to avoid obstacles, as well as continuous nonlinear system dy-
namics, finding a feasible and locally optimal solution is a dif-
ficult problem. Hence, approximate methods aiming at feasi-
ble, suboptimal solutions are commonly used [14], where the
lattice-based path planner provides one alternative.
2.2 Lattice-based path planner
The main idea with a lattice-based path planner is to restrict
the controls to a discrete subset of the available actions (mo-
tion primitives) and as a result transform the optimization
problem (1) into a discrete graph search problem. In this pa-
per, the so-called state lattice methodology will be used. The
methodology is mainly suitable for position invariant systems,
since then motion primitives need only be computed from
states with a position in the origin, and can then be translated
to the desired position online [20].
The construction of a state lattice can be divided into three
steps. First, a desired state space discretization Xd is defined
that represents the reachable states in the graph. After the dis-
cretization has been selected, the connectivity in the graph is
chosen by selecting which neighboring states to connect. Fi-
nally, the set of motion primitives P is constructed by gener-
ating K motion segments (for example using an NOC solver as
in [21, 15]) needed to connect the neighboring states, without
considering obstacles. A motion primitive m ∈ P is defined
as
m=
(
x(s),u(s),q
)
∈ X valid×U , s ∈ [0,S], (2)
and represents a feasible path of length S in a fixed system
mode q∈Q that moves the system from an initial state x(0)∈
Xd to a final state x(S) ∈ Xd by applying the control inputs
u(·).
After the set of motion primitives has been generated, the
original path planning problem (1) can be approximated by
the following discrete OCP:
minimize
{mk,qk}
M
k=1, M
JD =
M
∑
k=1
Lu(mk) (3a)
subject to x1 = xinit, xM+1 = xgoal, (3b)
xk+1 = fm(xk,mk), (3c)
mk ∈ P(xk,qk), (3d)
qk ∈Q, (3e)
c(xk,mk) ∈ Xfree. (3f)
The decision variables are the number of phases M, the sys-
tem mode sequence {qk}
M
k=1 and the applied motion primitive
sequence {mk}
M
k=1. The state transition equation in (3c) de-
scribes the successor state xk+1 after mk is applied from xk
and (3d) ensures that mk is selected from the set of applicable
motion primitives at (xk,qk). The constraint in (3f), ensures
that the traveled path of the vehicle when mk is applied from
xk does not collide with any obstacles. Finally, the objective
function in (3a) is given by
Lu(m) =
∫ S
0
L(x(s),u(s),q)ds. (4)
The use of the approximation in (3) enables the use of effi-
cient graph search methods online (such as A∗, ARA∗, etc.),
making it real-time applicable [21, 15]. The solution is also
guaranteed to be dynamically feasible. On the downside, the
solutions from a lattice planner often suffer from discretiza-
tion artifacts [17, 3], making it desirable to smoothen the state
lattice solution. Another limitation with graph search is that it
is only possible to plan from and to states within the selected
state space discretization [14].
3 Bilevel optimization
In this section, the two problems in (1) and (3) will be re-
lated by rewriting the original problem formulation (1) into a
bilevel optimization problem (BOP) [8]. It will be shown that
this new formulation of the problem allows for an insightful
interpretation of the standard lattice solution methodology. In
particular it will be used to connect the methodology to para-
metric optimization, highlight suboptimality properties, and
discuss the choice of objective function used at different parts
of the lattice-based framework.
A BOP is an optimization problem where a subset of the
variables are constrained to be an optimal solution to another
optimization problem called the lower-level problem. Analo-
gously, the problem on the first level is called the upper-level
problem. A general BOP can be written as [8]
minimize
x,y
F(x,y)
subject to (x,y) ∈ ϒ
y ∈ argmin
z
{ f (x,z) : (x,z) ∈Ω}
(5)
where F(x,y) and f (x,z) represent the upper and lower-level
objective functions, respectively, and
ϒ = {(x,y) | Gi(x,y)≤ 0, i ∈ {1, . . . ,C} }
Ω = {(x,z) | gi(x,z)≤ 0, i ∈ {1, . . . ,D} }
represent the upper and lower-level feasible sets, which are
represented by C and D inequality constraints, respectively.
Typically, a subset of the optimization variables in the upper-
level problem are considered as parameters to the lower-
level problem. Seen from the upper-level problem, the opti-
mality requirement of the lower-level problem is in general
a non-convex constraint. Comparably simple examples of
bilevel problems, e.g., where the problems on both levels are
quadratic programming problems, can be solved by represent-
ing the solution to the lower level problem by, e.g., encoding
the KKT conditions using mixed integer optimization [8] or
explicitly representing the lower-level solution parametrically
using a solution obtained from parametric programming [9].
It will be shown in this work that the lattice planner can be
interpreted as a way of solving a bilevel formulation of (1)
using the latter alternative, i.e., representing the lower-level
solution explicitly as a (sampled) parametric solution.
3.1 Bilevel optimization problem reformulation
It will now be shown how the path planning problem in (1)
can be reformulated as a BOP. Let Lu(m) from (4) represent
the upper-level objective function and introduce lower-level
cost function Ll(x,u,q). Assume that
Lu(m) =
∫ S
0
Ll
(
x(s),u(s),q
)
ds. (6)
After dividing the path planning problem in (1) inM path seg-
ments where along each one the systemmode is kept constant,
it is possible to cast it as an equivalent bilevel (dynamic) op-
timization problem in the form
minimize
{x0
k
,x
g
k
,qk,mk}
M
k=1, M
Ju =
M
∑
k=1
Lu
(
mk
)
subject to x01 = xinit, x
g
M = xgoal,
x0k = x
g
k−1, qk ∈ Q,
mk ∈ argmin
(x,u,q¯,S)
(8)
(7)
where the intial state x0k , final state x
g
k and system mode qk
for phase k are the upper-level optimization variables con-
sidered as parameters to the lower-level optimization prob-
lem. The constraints given by x0k = x
g
k−1 ensure that the path
is continuous between adjacent path segments. Furthermore,
the corresponding lower-level optimization problem in (7) can
formally be specified as the following multi-parametric OCP
(mp-OCP)
J∗l (x
0,xg,q) =minimize
u(·),x(·),q¯,S
∫ S
0
Ll
(
x(s),u(s), q¯
)
ds
subject to x(0) = x0, x(S) = xg,
x′(s) = fq¯(x(s),u(s)),
x(s) ∈ Xfree ∩Xvalid,
u(s) ∈ U , q¯= q.
(8)
where x0, xg, and q are considered as parameters from the
upper-level problem. Note the similarities between this prob-
lem and (1). Here, the main difference is that the systemmode
is fixed and the path length S typically shorter than Sg.
Above, it was assumed that the objective functions are re-
lated as in (6), which was necessary in order for the equiva-
lence between (1) and (7) to hold. An alternative is to select
the objective functions in the two levels more freely in a way
that does not satisfy (6), with the price of breaking the equiv-
alence between (1) and (7). If such a choice is still made, the
solution to (7) with (8) will in general no longer be an opti-
mal solution to (1). However, the use of different objective
functions allows in practice for a division of the specification
of the problem such as finding a minimum time solution by
combining, e.g., low-lateral-acceleration solutions from the
lower-level problem [15]. A bilevel interpretation of this is
that the lower-level problem restricts the family of solutions
the upper-level problem can use to compose an optimal solu-
tion.
3.2 Analysis of solution properties using bilevel argu-
ments
From a practical point of view, the BOP consisting of (7) and
(8) is in principle harder to solve than the standard formula-
tion of the optimal control problem in (1). However, the for-
mulation as a bilevel problem introduces possibilities to ap-
proximate the solution by sampling the solution to the lower-
level mp-OCP as a function of its parameters. The result of
this sampling is that the solution to (8) is only computed
for K predefined parameter combinations (x0i ,x
g
i ,qi) ∈ A, i ∈
{1, . . . ,K}, where A is the user-defined set of combinations.
These motion segments obtained by solving the mp-OCP for
K parameters together constitute the motion primitive set P
used in (3). An interpretation of this procedure is hence that
P used in a lattice planner is a coarsely sampled paramet-
ric solution to the mp-OCP in (8) which can be used to rep-
resent the optimal solution of the lower-level problem when
the upper-level problem is solved. The sampling introduce
the well-known suboptimality of only being able to find so-
lutions within the selected discretization [14]. However, this
approximation makes it possible to solve the bilevel problem
in real-time in the form of a lattice planner.
To be able to compute the motion primitives offline, the
obstacle avoidance constraints in (8) are disregarded in the
lower-level problem and instead handled during online plan-
ning in the upper-level problem. After this rearrangement,
the BOP in (7) is equivalent to the lattice formulation (3). In
the following theorem, it is shown that this rearrangement of
constraints makes it impossible to obtain an optimal solution
within the selected discretization since the lower-level prob-
lems are not required to satisfy the obstacle avoidance con-
straints.
Theorem 1. Let P1 denote the BOP
minimize
x,y
F(x,y)
subject to y ∈ argmin
z
{F(x,z) : (x,z) ∈Ω}
(9)
with optimal objective function value F(x∗1,y
∗
1). Furthermore,
let P2 denote the BOP
minimize
x,y
F(x,y)
subject to (x,y) ∈Ω
y ∈ argmin
z
{F(x,z)}
(10)
with optimal objective function value F(x∗2,y
∗
2). It then holds
that F(x∗1,y
∗
1)≤ F(x
∗
2,y
∗
2).
Proof. The feasible set of P1 is Z1 = {(x,y) | y ∈
argminz {F(x,z) : (x,z) ∈ Ω}}, and the feasible set of P2
is Z2 = {(x,y) |
(
y ∈ argminz {F(x,z)}
)
∩Ω }. Hence, any
point in Z2 is also in Z1, i.e., Z2 ⊆ Z1 =⇒ F(x
∗
1,y
∗
1) ≤
F(x∗2,y
∗
2).
Definition 1. The active setA(x,y) at a feasible pair (x,y) of
(9) consists of the inequality constraints that hold with equal-
ity [16], i.e.,
A(x,y) = {i ∈ {1 . . .D} | gi(x,y) = 0}.
Definition 2. Let (x∗,y∗) be an optimal solution to an op-
timization problem with KKT conditions satisfied with La-
grange multipliers λ ∗ associated to the inequality constraints
in Ω. A constraint gi(x,y) in Ω is then said to be strongly
active if gi(x
∗,y∗) = 0 and λ ∗i > 0 [16].
Corollary 1. Assume that the optimal solution (x∗1,y
∗
1) to P1
in (9) is unique. Then, if there exists an i such that gi(x
∗
1,y
∗
1)
is strongly active in the lower-level problem, it holds that
F(x∗1,y
∗
1) < F(x
∗
2,y
∗
2) where (x
∗
2,y
∗
2) is the optimal solution to
P2 in (10).
Proof. Since there exists at least one constraint which is
strongly active at the lower level, it follows that (x∗1,y
∗
1) /∈ Z2,
since (x∗1,argminz {F(x
∗
1,z)}) /∈ Ω. Hence, (x
∗
1,y
∗
1) ∈ Z1 \Z2.
Since (x∗1,y
∗
1) is the unique optimal solution to P1 over
Z1 ⊇ Z2, it follows that ∄ (x
∗
2,y
∗
2) ∈ Z2 : F(x
∗
2,y
∗
2)≤ F(x
∗
1,y
∗
1).
Hence, F(x∗1,y
∗
1)< F(x
∗
2,y
∗
2).
An interpretation of Corollary 1 is that if the optimal solu-
tion to (7) is “strongly” in contact with the environment, then
it is not in general possible to obtain an optimal solution using
solutions to the lower-level problem (i.e., motion primitives)
computed without considering obstacles. Note that these ef-
fects are beyond the fact that lower-level problems are sam-
pled on a grid. The lower-level family of solutions is no longer
optimal, instead the solutions need to adapt to the surround-
ing environment to become optimal, which is not a part of the
standard lattice planning framework.
It will now be shown that the consequences of the subop-
timality aspects discussed in this section of the approximate
solution to (1) obtained by solving (3) using a lattice planner,
can be efficiently reduced using NOC employing the solution
from the lattice planner as a good warm-start.
4 Improvement using numerical optimal con-
trol
In this section, we propose to use NOC to improve the approx-
imate solution computed by the lattice planner. By letting the
system mode sequence σ = {qk}
M
k=1 be fixed to the solution
from the lattice planner, the following OCP is obtained:
minimize
{uk(·), Sk}
M
k=1
M
∑
k=1
∫ Sk
0
L
(
xk(s),uk(s),σ [k]
)
ds
subject to x1(0) = xinit, xk(SM) = xgoal,
x′k(s) = fσ [k](xk(s),uk(s)),
xk+1(0) = xk(Sk),
xk(s) ∈ Xfree ∩Xvalid, uk(s) ∈ U ,
(11)
where the optimization variables are the control signals uk(·)
and lengths Sk of the M phases. The difference compared to
the optimal path planning problem (1) is that the combinato-
rial aspect of selecting the system mode sequence is already
specified. However, since the length of the phases are op-
timization variables, it is possible that redundant phases in-
troduced by the lattice planner are removed by selecting their
lengths to zero. Furthermore, the second combinatorial aspect
of selecting how to pass obstacles is implicitly encoded in the
warm-start solution from the lattice planner.
The problem in (11) is in the form of a standard multiphase
OCP, where the subsequent phases are connected using equal-
ity constraints. This problem can be solved using NOC, for ex-
ample by applying a direct method to reformulate the problem
as an NLP problem [22]. Today, there exist high-performing
open-source NLP software such as IPOPT [25], WOHRP [6],
etc., that can be used to solve these types of problems. Com-
mon for such NLP solvers is that they aim at minimizing both
the constraint violation and the objective function value [16].
Hence, a good initialization strategy should consider both the
objective function and feasibility. In this work, the resolution
optimal solution {mk}
M
k=1 from the lattice planner is used to
Algorithm 1 Proposed path planning approach
1: Offline:
2: INPUT: x(s), Xvalid, u(s), U , q ∈ Q, fq(x(s),u(s)) ∈ F
and Lu(m), Ll(x,u,q) and L(x,u,q).
3: Choose Xd and select (x
0
i ,x
g
i ,qi), i= {1 . . .K}
4: P ← solve K OCPs (8) disregarding obstacle constraints.
5: Online:
6: INPUT: xinit, xgoal, Xfree.
7: LATTICE PLANNER : {mk,qk}
M
k=1 ← Solve (3) from xinit
to xgoal with P .
8: IMPROVEMENT : {xk(·),uk(·),Sk}
M
k=1 ← Solve (11) with
σ = {qk}
M
k=1, warm-started with {mk}
M
k=1.
initialize the NLP solver. It represents a path that is not only
dynamically feasible, but also where each phase in the path
(i.e each motion primitive) has been computed by optimizing
the same cost function L(x,u,q) as in (11). Hence, the NLP
solver is provided with a well-informed warm-start, which
in general will decrease the time for the NLP solver to con-
verge to a locally optimal solution [16]. Furthermore, when
the same objective function is used both in (3) and (11), the
NLP solver will in general be initialized close to a good local
minimum. Finally, a benefit of using a feasible initialization
is that it is always guaranteed that a dynamically feasible so-
lution exists that is homotopic with the provided initialization
(at the very least the initialization itself), making it reliable
to use online. Due to all these properties, the step of solv-
ing (11) is referred to as an improvement step in this work,
which is somewhat in contrast to previous work where this
step is commonly denoted “smoothing”. Its primary aim is
to improve the solution obtained from the lattice planner in
terms of improving the objective function value.
Remark 1. Note that the improvement step also can be used
to enable path planning from and to arbitrary initial and goal
states that are not within the specified state space discretiza-
tion Xd . Here, the lattice planner can be used to find a path
from and to the closest states in Xd , and the improvement step
can then adapt the path such that it starts at the initial state
and reaches the goal state exactly. However, in this case the
warm-start cannot be guaranteed to be feasible.
After the improvement step is applied, a solution with
lower objective function value compared to the solution from
the lattice planner will in general be obtained since, relating
back to Section 3.2, the discretization constraints in the bilevel
formulation are removed, and the paths are constructed while
explicitly considering obstacles.
4.1 Proposed path planning approach
A solution to the path planning problem is found using a
preparation step offline and a two-step procedure online ac-
cording to Algorithm 1. In the preparation step, the objective
functions used in the motion primitive generation and graph
search in the lattice planner and the improvement step are
specified. Furthermore, the system modes with associated ve-
hicle models (used in the motion primitive generation and im-
provement step) are defined. Then, the motion primitive set P
is computed by solving the OCPs defined by the user without
considering obstacles. For a detailed explanation of this step,
the reader is referred to [21, 5].
The first step online is called whenever a new path planning
problem from xinit to xgoal should be solved. In this step, a lat-
tice planner is used to solve the approximate path planning
problem (3) by using the precomputed motion primitive set P
and the current description of the available free space Xfree.
The solution is a resolution optimal path, where the system
mode is kept constant in each phase. This solution is used
as a well-informed warm-start to the final improvement step,
where the multiphase OCP in (11) is solved to locally optimal-
ity by improving the continuous aspects of the solution from
the lattice planner.
5 Numerical Results
In this section, the proposed path planning approach is ap-
plied to two different vehicular systems; a car and a truck
and trailer system. During online planning, the lattice plan-
ner is implemented using A∗ graph search, where a precom-
puted free-space heuristic look-up table (HLUT) [13] is used
as heuristic function to guide the search process. The HLUT is
computed by solving path planning problems in an obstacle-
free environment from all initial states x ∈ Xd with a position
at the origin to all final states x ∈ Xd with a position within
a square centered around the origin with side length ρ (in
the experiments, ρ = 40 m for the car and ρ = 80 m for the
truck and trailer system). The motion primitive generation
and the improvement step are both implemented in Python
using CasADi [2], where the warm-start friendly SQP method
WORHP is used as NLP solver. All simulations are performed
on a laptop computer with an Intel Core i7-5600U processor.
5.1 Vehicle models
The model of the car is based on a kinematic bicycle
model [14] with state vector xc(s) = (x¯c(s),α(s),ω(s)),
where x¯c(s) = (x1(s),y1(s),θ1(s)). Here, (x1,y1) is the center
of the rear axle of the car, θ1 is the car’s orientation, α is the
front-wheel steering angle and ω is the steering angle rate.
The vehicle model is
x¯′c(s) = q
(
cosθ1(s),sinθ1(s),
tanα(s)
L
)T
,
α ′(s) = ω(s), ω ′(s) = uω(s),
(12)
where uω is the continuous control signal to the system which
represents the steering angle acceleration, L = 2.9 m the
wheel-base of the car and q ∈ {1,−1} is the discrete deci-
sion variable representing the direction of motion. The con-
straints imposed on the states and control signal are given by
|α(s)| ≤ pi/4, |ω(s)| ≤ 0.5 and |uω(s)| ≤ 40. The cost func-
tion used for the car is given by
Lc(xc,uω ,q) = 1+ γ(α
2+ 10ω2+ u2ω), (13)
where the variable γ represents the trade-off between path
length and smoothness of the solution. The truck and trailer
system is a general 2-trailer with a car-like truck [1]. This sys-
tem is composed of three interconnected vehicle segments;
a car-like truck, a dolly and a semitrailer. The state vector
for this system is given by xt(s) = (x¯t(s),α(s),ω(s)) where
x¯t(s) = (x3(s),y3(s),θ3(s),β3(s),β2(s)). Here, (x3,y3) is the
center of the axle of the semitrailer, θ3 is the orientation of
the semitrailer, β3 is joint angle between the semitrailer and
the dolly, β2 is joint angle between the dolly and the car-
like truck. The truck’s steering angle α and its derivatives,
ω and uω , are subject to the same constraints as in the car-
case. The model of this system can compactly be represented
as (see [15] for details):
x¯′t(s) = q ft(x¯t(s),α(s)),
α ′(s) = ω(s), ω ′(s) = uω(s),
(14)
where q ∈ {1,−1} also in this case represents the direction of
motion. The model parameters used in this section coincide
with what is used in [15]. The cost function used for the truck
and trailer system is given by
Lt(xt ,uω ,q) =
{
1+ γ(α2+10ω2+u2ω ), q= 1,
1+ γ(β 23 +β
2
2 +α
2+10ω2 +u2ω ), q=−1,
(15)
i.e., quadratic penalties for large joint angles β3 and β2 are
added to the cost function for paths in backward motion to
avoid so-called jack-knife configurations. Unless stated oth-
erwise, γ = 1 is used in both (13) and (15).
5.2 State lattice construction
To illustrate the full potential of the proposed approach, three
differentmotion primitive sets for each vehicle are used by the
lattice planner, where the sets use either simplified or com-
plete vehicle models. The first motion primitive sets Pdyn use
the complete vehicle models. The second sets Pkin disregard
ω and uω , making the steering angle α considered as con-
trol signal (i.e., purely kinematic models), which is similar
to the initialization strategy used in [28]. The third sets Pgeo
are computed by completely neglecting the system dynamics,
further referred to as a geometric model, where instead linear
interpolation is used between the initial and final states for
each motion primitive.
Before computing the motion primitive sets, the state space
of the vehicles need to be discretized. The positions, (x1,y1)
for the car and (x3,y3) for the semitrailer, are discretized onto
a uniform grid with resolution r = 1 m and the orientations
θ1 ∈ Θ and θ3 ∈ Θ are irregularly discretized as proposed
in [21]. The discretization of the steering angle α is only
Table 1: A description of the different motion primitive sets used.
|Θ| defines the number of heading discretization points, ∆maxθ defines
which neighboring headings to connect (from 1 to ∆maxθ ) and npar de-
fines the number of parallel maneuvers (per heading). Finally, nprim
defines the resulting total number of motion primitives.
P |Θ| ∆maxθ npar nprim
Pgeo 16 2 N/A 240
Pkin 16 4 3 480
Pdyn 16 4 3 480
applicable for the complete models. For simplicity, it is here
constrained to zero and its rate ω is also constrained to zero to
ensure that α is continuously differentiable, even when mo-
tion segments are combined online [15]. For the truck and
trailer system, the joint angle β3 and β2 are also constrained
to zero at each discretized state in the state lattice. Note how-
ever that on the path between two discretized states, the sys-
tems can take any feasible vehicle configuration.
The motion primitive sets are automatically computed us-
ing the approach described in [5], where the sets are com-
posed of heading changes and parallel maneuvers according
to Table 1. These maneuvers are optimized using the cost
functions defined in (13) and (15). For the simplified vehi-
cle models, the neglected states are disregarded in the cost
functions. For a more detailed description of the state lattice
construction, the reader is referred to [5].
5.3 Experimental results
For the car model, two different path planning scenarios are
considered; a parallel parking problem (Fig. 2) and one with
multiple routes to avoid obstacles (Fig. 3). For the truck
and trailer system, a loading site area is used (Fig. 4). The
obstacles and vehicles are implemented using bounding cir-
cles [14]; the area of the car is described by three circles,
while the truck is described by one circle and the trailer by
two circles. This choice of obstacle representation can be
used in all steps since the constraints can be described by
smooth functions. An alternative object representation that
is perfectly compatible with the approach presented in this
work is proposed in [27], where vehicles and obstacles can be
represented by general convex sets.
The path planning problems are first solved by the lattice
planner, using the three different motion primitive sets de-
scribed in Table 1. Thereafter, the obtained solutions are used
to initialize the improvement step. For the simplified models,
all states that are not represented are initialized to zero.
For the car scenarios in Fig. 2-3, the results in Table 2-3
show that the lattice planner achieves the lowest computation
times if the geometric model is used, compared to the kine-
matic and the complete model. However, using this simple
initialization strategy results in a decreased reliability (only
62 % and 54.5 % success rate) and the total average compu-
tation time becomes higher than the two other cases due to
a more computationally demanding improvement step. The
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Figure 2: Parallel parking scenario solved from several initial states
with θ i1 = {0,pi/4} (indicated by area within the dotted lines). So-
lutions from one problem are illustrated for the three initialization
strategies (using the motion primitive sets described in Table 1) with
corresponding solutions from the improvement step.
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Figure 3: A problem with solved from several initial states with
θ i1 = 0 with multiple routes to get to the goal state (x
g
1,y
g
1,θ
g
1 ,α
g) =
(13,3,pi,0). See Fig. 2 for a further description of the content.
kinematic initialization performs better than the geometric in
terms of reliability, but in a cluttered environment (Table 3)
the success rate is only 75.3 %. When the complete model is
used in the lattice planner, the computation time for the im-
provement step is significantly reduced compared to when the
simpler initialization strategies are used. In particular, the to-
tal computation time including the lattice planner is as much
as halved and the success rate is always 100 %. Furthermore,
the mean objective function value Jopt decreases significantly
compared to the solution from the lattice planner JP. For the
two simpler initialization strategies, no comparable objective
function values from the lattice planner exist since they are
infeasible to the actual path planning problem.
The results for the truck and trailer system (Fig. 4) are sum-
marized in Table 4. In this experiment, using a dynamically
feasible initialization (as proposed in this work) has an even
larger impact on the time spent in the improvement step; the
average time using the geometric and kinematic models has
dropped from 18.4 s and 15 s, respectively, down to 9.5 s for
the dynamic model. The reason why such a large compu-
Table 2: Results from parallel parking scenario (Fig. 2, 150 prob-
lems). P is the motion primitive set used in the lattice planner. tP is
the average time for the lattice planner to find a solution. rimp and
t imp are the success rate and average time for the improvement step
to converge. t tot is the average total time. Finally, JP and Jimp is
the average objective function value for the solutions from the lattice
planner and improvement step, respectively.
P tP [s] t imp [s] t tot [s] rimp JP Jimp
Pgeo 0.0011 1.12 1.12 62 % N/A 30.8
Pkin 0.025 1.03 1.06 90.7 % N/A 28.7
Pdyn 0.014 0.88 0.894 100 % 35.7 27.5
Table 3: Results from multiple routes scenario (Fig. 3, 77 prob-
lems). See Table 2 for a description of the variables.
P tP [s] t imp [s] t tot [s] rimp JP Jimp
Pgeo 0.03 4.82 4.85 54.5 % N/A 60.5
Pkin 0.36 3.81 4.17 75.3 % N/A 50.0
Pdyn 0.31 2.14 2.45 100 % 59.9 50.2
tational performance gain is obtained in this more advanced
scenario is mainly due to the complicated system dynamics,
which also affect the reliability using a geometric initializa-
tion strategy where the success rate is less than 50 %. Finally,
the reliability for the kinematic initialization is higher com-
pared to the car scenarios. This is mainly due to a less clut-
tered environment, which enables a higher success rate for the
kinematic initialization strategy.
In Table 5 the impact of using the complete vehicle model
and the same or different objective functions at the three steps;
the motion primitive generation, the graph search in the lattice
planner and the improvement step is analyzed. The results on
row 1 (γu = γl = γi = 10) represent the baseline where the
same objective function is used in all steps. When shortest
path is used as objective function in the graph search (γu = 0,
row 2 in Table 5), the average cost for a path is increased by
roughly 10 %, due to that the improvement step converges to
a worse local minimum. However, the total computation time
decreases, as a result of a faster graph search. This is mainly
due to that Euclidean distance is used as heuristic function
outside the range of the HLUT, which is a better estimator
of cost to go when solely shortest path is used as objective
function. The computation time for the improvement step is
similar to using γu = 10, which is reasonable since each phase
(i.e. motion primitive) in the warm-start is optimized using
the same objective function as in the improvement step. When
also the motion primitives are generated using shortest path as
objective function (γu = γl = 0, row 3 in Table 5), not only the
average solution cost increases, but also the convergence time
for the improvement step. The reason is that each phase in
the initialization is far from a local minimum in terms of the
objective function used in the improvement step. This clearly
illustrates the importance of using the same objective function
in the motion primitive generation and improvement step for
fast convergence in the latter step.
Table 4: Results from loading site scenario (Fig. 4, 270 problems).
See Table 2 for a description of the variables.
P tP [s] ts [s] t tot [s] rimp JP Jimp
Pgeo 0.69 18.4 19.1 43.7 % N/A 236
Pkin 6.5 15.0 21.5 98.9 % N/A 164
Pdyn 5.35 9.45 14.8 100 % 184 164
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Figure 4: Loading site scenario using the truck and trailer system,
solved from and to several initial and goal states. See Fig. 2 for a
further description of the content.
Table 5: Results from loading site scenario (Fig. 4, 270 problems).
γu, γl and γi are the values of γ in (15) used in the graph search, the
motion primitive generation and improvement step, respectively. See
Table 2 for a description of the other variables.
P γu γl γi tP ts t tot rimp Jimp
Pdyn 10 10 10 3.2 6.2 9.4 100 % 190
Pdyn 0 10 10 2.2 5.9 8.1 100 % 208
Pdyn 0 0 10 1.9 12.6 14.5 100 % 212
6 Conclusions and Future Work
This paper presents a unified optimization-based path plan-
ning approach to efficiently compute high-quality locally op-
timal solutions to path planning problems. The approach is
motivated by first showing that a lattice-based path planner
can be cast and analyzed as a bilevel optimization problem.
This information is then used to motivate a novel, tight com-
bination of a lattice-based path planner and numerical optimal
control. The first step of the proposed approach consists of us-
ing a lattice-based path planner to find a resolution optimal so-
lution to the path planning problem using a discretized search
space. This solution is then used as a well-informed warm-
start in a second improvement step where numerical optimal
control is used to compute a locally optimal solution to the
path planning problem. To tightly couple the two steps, the
lattice-based path planner uses a vehicle model and objective
function that are chosen to coincide with those used in the
second improvement step. This combination of a path plan-
ner and numerical optimal control makes, in a structured way,
benefit of the former method’s ability to solve combinatorial
parts of the problem and the latter method’s ability to obtain
locally optimal solutions not restricted to a discretized search
space. The value of this tight combination is thoroughly in-
vestigated with successful results in several practically rele-
vant path planning problems where it is shown to outperform
previously existing common initialization strategies in terms
of computation time, numerical reliability, and objective func-
tion value.
Future work includes to further decrease the online plan-
ning time by, e.g., applying the improvement step in a reced-
ing horizon fashion or to only optimize parts of the solution
obtained from the lattice-based path planner. Another exten-
sion is to apply the approach to systems with more distinct
system modes, such as morphable drones [10].
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