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Abstract 
With number of students growing each year there is a strong need to 
automate  systems  capable  of  evaluating  descriptive  answers. 
Unfortunately, there aren’t many systems capable of performing this 
task. In this paper, we use a machine learning tool called LightSIDE 
to accomplish auto evaluation and scoring of descriptive answers. Our 
experiments are designed to cater to our primary goal of identifying 
the optimum training sample size so as to get optimum auto scoring. 
Besides the technical overview and the experiments design, the paper 
also  covers  challenges,  benefits  of  the  system.  We  also  discussed 
interdisciplinary areas for future research on this topic. 
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1. INTRODUCTION 
Delays  in  evaluation  of  examination  answer  scripts  by 
examiners are a problem highlighted often by media [14]. One of 
the  reasons  for  the  delay  is  non-availability  of  evaluators  or 
availability of very few qualified evaluators. With millions of 
students giving various academic exams every year this problem 
is going to be a very challenging one. Overloading examiners 
with  more  number  of  answer  scripts  to  evaluate  may  lead  to 
issues with quality during evaluation. It is astonishing to find 
some reports from newspapers on how marks were increased or 
decreased when students apply for revaluation of their answer 
scripts [15],[16].  
A number of software packages evolved in the area of online 
examination  automation  however  all  of  the  currently  available 
packages provide  support only  for auto  evaluation of objective 
type answers for questions of type true / false, multiple choice etc.  
In  the  current  education  system,  it  is  proved  through 
numerous  researches  that  objective  type  evaluation  of  an 
individual is just not enough and that evaluation thru descriptive 
questions of type essays, short answers is very much required 
[17]. This requirement brings into picture the need for online 
examination systems to provide support for auto-evaluation of 
subjective answers provided by examinees. 
Evaluation  of  answers  and  providing  a  scoring  is  a 
classification task where in the human evaluator or the system is 
supposed to interpret the answer and classify the answer into one 
of the possible rubrics pre-allocated for the answer. A human 
evaluator  is  capable  of  evaluating  and  classifying  the  answer 
because of his experience and the reference material he has got. 
Similarly, we believe supervised learning method can be applied 
to  classify  the  answers  into  appropriate  rubric  based  on  the 
likelihood suggested by training samples. 
A simple approach towards problem solving is to leverage 
data mining techniques where in words are extracted from the 
answers then compare the same with words that were previously 
extracted  from  training  samples  to  obtain  the  score. 
Unfortunately,  this  method  is  widely  criticized  because  the 
method simply does the word matching rather than interpreting 
the  actual  concept  of  the  document.  Our  literature  review 
suggested that some research was already done in this area and 
some suggestions to overcome the problems are as below – 
  Ontology  enhanced  representation.  That  is,  using 
ontology to capture the concepts in the documents and 
integrate the domain knowledge of individual words into 
the  terms  for  representation.  For  instance,  Hotho  et  al. 
developed  different  types  of  methods  to  compile  the 
background knowledge embodied in ontologies into text 
documents representation and improved the performance 
of document clustering [1]. Such kind of works also can 
be found in [2, 3]. 
  Linguistic  unit  enhanced  representation.  This  method 
makes  use  of  lexical  and  syntactic  rules  of  phrases  to 
extract the   terminologies, noun phrases and entities from 
documents  and  enrich  the  representation  using  these 
linguistic units. For instance, Lewis compared the phrase-
based  indexing  and  word-based  indexing  for 
representation  for  the  task  of  document  categorization 
[4].  His  result  showed  that  the  phrase  indexing  cannot 
improve the categorization in most cases because of the 
low frequencies of most phrases. Such kind of work can 
also be found in [5] which used multi-words to improve 
the effectiveness of text-retrieval system. 
  Word  sequence  enhanced  representation.  This  method 
ignores the semantics in documents and treats the words 
as  string  sequences.  Text  representation  using  this 
method is either on words‟ group based on co-occurrence 
or  a  word  sequence  extracted  from  documents  by 
traditional string matching method. In this aspect, Li used 
the generalized suffix tree to extract the frequent word 
sequences from documents and used the frequent word 
sequences for text representation to propose the CFWS 
clustering algorithm [6]. Similar work can be  founding 
[7–9]. Particularly, the N-gram-based representation [10] 
can also be categorized as this type for it also ignores the 
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Our  experiments  discussed  later  in  this  paper  use  a 
combination  of  the  methods  from  Linguistic  unit  enhanced 
representation and Word sequence enhanced representation. The 
primary focus of this paper is to evaluate the interdependency 
between samples and samples size of the training set and the 
results obtained during classification. The scope of this paper is 
not  to  evaluate  the  interdependency  between  classification 
algorithm and the classification results. 
The  rest  of  this  paper  is  organized  as  follows.  Section  2 
discusses experimental setup and the preliminaries of the tools 
and techniques used in this paper along with the related work. 
Section 3 describes the  results obtained from the experiments 
and the conclusion remarks.  
2. EXPERIMENTAL SETUP 
The setup in which the experiments are conducted for this paper 
are specified and the related work of each topic is introduced. 
2.1  DATA  COLLECTION  AND  DATA 
CHARACTERISTICS OF TRAINING DATA 
In  February  2012,  The  William  and  Flora  Hewlett 
Foundation  (Hewlett)  sponsored  the  Automated  Student 
Assessment Prize (ASAP) [18] to machine learning specialists 
and data scientists to develop an automated scoring algorithm for 
student-written  essays.  As  part  of  this  competition,  the 
competitors  are  provided  with  hand  scored  essays  under  8 
different prompts. 5 of the 8 essays prompts are used for the 
purpose of this research. 
All the graded essays from ASAP are according to specific 
data  characteristics.    All  responses  were  written  by  students 
ranging in grade levels from Grade 7 to Grade 10. On average, 
each essay is approximately 150 to 550 words in length.  Some 
are  more  dependent  upon  source  materials  than  others.  Each 
question for which answers are written, the number of answers 
provided  for  each  question  varies  from  one  another.  For 
example, the lowest amount of training data is 1,190 answers, 
randomly  selected  from  a  total  of  1,982.  Each  answer  in  the 
training  data  set  is  provided  with  a  score  by  two  human 
evaluators.  There  may  be  certain  cases  where  the  scores 
provided by independent evaluators are different; this is due to 
the fact that sometimes human evaluators also do not agree on 
providing same score for an answer [19]. Even the test data we 
used  for  our  experiments  come  with  two  scores  provided  by 
human evaluators. Our aim is to predict and comply with one of 
the human scores given the situation of multiple score exists. 
2.2  LightSIDE PLATFORM 
For the purpose of designing and evaluating our experiments, 
we have used a machine learning interface called LightSIDE.  
LightSIDE  (Light  Summarization  Integrated  Development 
Environment) is a free and open source offering from Carnegie 
Mellon  University  (TELEDIA  lab).This  program  has  a  user-
friendly  interface  and  it  incorporates  numerous  options  to 
develop and evaluate machine learning models. These models 
can be utilized for a variety of purposes, including automated 
essay scoring. LightSIDE focuses on the syntactical elements of 
the text rather than semantics [20]. 
LightSIDE cannot evaluate any random content or creative 
content. The automated evaluation we are referring to is for a 
specific  context.  LightSIDE  can  be  trained  with  answers  on 
specific  questions  and  later  automated  assessment  is  relevant 
only  for  those  answers  written  for  specific  questions  that  the 
earlier training data set belongs to. 
Using LightSIDE to achieve AES involves 4 different steps 
[18] as shown below,  
a.  Data collection and date input file formatting - LightSIDE 
Labs  recommends  at  least  500  data  set  items  for  each 
question that the system is getting trained on. [15] Once the 
training data set is available, Data should be contained in a 
.csv file, with every row representing a training example, 
except the first, which lists the names of the fields of the 
data. At least one column in the data should be the label and 
the other columns can be text and meta-data related to the 
training example. Light SIDE‟s GUI interface provides the 
user with an option to load the input file. 
b.  Feature extraction –From the input training data set file, 
user can specify on the LightSIDE GUI the features to be 
extracted for the purpose of creating a feature table which 
can later be used to create machine learning model. 
c.  Model building - With the feature table in hand, one can 
now  train  a  model  that  can  replicate  human  labels  by 
selecting  the  desired  machine  learning  algorithm  from 
LightSIDE‟s GUI interface and also the GUI can be used 
to  set  the  various  parameters  applicable.  Models‟s 
performance can also be tested with default 10 fold cross 
validation  or  other  validation  options  available  on 
LightSIDE GUI. 
d.  Predictions on new data – Using the model that is built, 
new data can be loaded and the classification auto essay 
scoring  task  can  be  carried  so  as  to  get  the  resultant 
predications on the new data.  New data presented for 
evaluation  by  LightSIDE  also  need  to  abide  the  input 
formatting rules as mentioned in step an above. 
2.3  STATISTICAL FEATURE EXTRACTION 
Though  LightSIDE  offers  capabilities  to  extract  advanced 
features from training data set, we have limited our self to basic 
text features for the purpose of this experiment. Below features 
are extracted from input training data set to build feature table – 
a.  Unigrams  -  An  n-gram  of  size  1  is  referred  to  as  a 
“unigram”. 
b.  Bigrams - An n-gram of size 2 is a  “bigram” (or, less 
commonly, a “diagram”). 
c.  Trigrams - An n-gram of size 3 is a “trigram”. 
d.  POS Bigram – Part of Speech Bigrams. 
e.  Line Length. 
f.  Remove Stop words - Stop words are the short functional 
words such as the, is, at, which, and on etc., these do not 
add any value from a meaning perspective to the sentence 
however syntactically are a must for the sentence. 
g.  Stem  N-grams  –  Stemming  is  a  process  of  reducing  a 
word  into  its  root  or  base  form.  For  example  the  root 
form  of  the  words  experimentation,  experimental  is 
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2.4  SEQUENTIAL  MINIMAL  OPTIMIZATION 
(SMO) 
Previous  work  undertaken  on  auto  essay  scoring  using 
LightSIDE  suggested  that  SMO  consistently  performed  better 
than other machine learning algorithms [12] available through 
LightSIDE.  We  used  the  SMO  (Regression)  for  our  research 
purposes. 
SMO by itself is not a classification method. However, SMO 
can  be  considered  as  a  part  of  a  classification  method  called 
Support Vector Machine [13].  
2.5  TEST DATA 
In each of the 5 training data sets used for our research, we 
used only 1500 data items for training purposes. For each data 
set,  we separated a set of 142  samples and another set  of 25 
samples to use as test data sets. 
We ensured that the test data sets are non-intersecting with 
training data sets i.e., none of the test samples are used as part of 
training data sets.  
2.6  MODEL BUILDING AND HYPOTHESIS 
Using each data set, we built models using 500, 600, 700, 
800,  900,  1000,  1100,  1200,  1300,  1400,  1500  training  data 
items. 
Our  hypothesis  is  that  the  percentage  of  correct  score 
prediction betters with increase of number of training data items. 
For example if the model built with 500 training samples yields 
X% correct predictions then the correct predictions percentage 
using model built with 600 samples is always greater than X%.  
2.7  MEASUREMENT OF PREDICTIONS 
We  observed  that  our  models  were  predicting  scores  in 
decimals whereas the original data set only had  whole number 
rubrics. In certain cases we observed that negative scores were 
predicted to some test samples. From our dataset, we observed 
that this is not a possibility as all scores start with 0 and move 
upwards. Although there were only few cases, we observed that 
the  predicted  score  was  more  than  the  upper  boundary  rubric 
possible.  
Before  analysing  our  data,  as  a  contingent  measure,  we 
rounded all decimal predicted scores to nearest whole number. 
We  replaced  all  negative  predicted  scored  with  the  lowest 
possible score of 0. All predicted scores which were more than 
the upper boundary of possible scores; we replaced them with 
highest possible score. 
We then compared the obtained predicted scores with that of 
the manual scores provided by human evaluators. We considered 
the predicted score to be correctly predicted if it complies with at 
least one of the two scores provided by human evaluators. For 
each  prompt,  we  calculated  the  percentage  of  test  samples 
correctly predicted separately for the 25 test data set samples and 
142 test data samples. 
Once all calculations are over, we averaged the percentages 
by training sample size. This is to identify the best training data 
set size that yields the highest percentage of correct predicted 
scores.  As  per  our  hypothesis,  we  expected  that  to  be  1500 
samples training data set! 
3. RESULTS AND CONCLUSION 
Table.1. Percentage of correctly predictions on 25 test samples 
   % correctly predicted score    
Training sample 
size 
Data 
Set1  
Data 
Set2 
Data 
Set3 
Data 
Set4 
Data 
Set5 
Average 
scores 
500  44  44  68  84  72  62.4 
600  44  56  68  72  76  63.2 
700  56  60  84  68  76  68.8 
800  56  64  88  76  64  69.6 
900  60  72  80  84  64  72 
1000  64  56  76  84  68  69.6 
1100  52  60  68  80  76  67.2 
1200  52  48  76  76  72  64.8 
1300  48  60  76  76  68  65.6 
1400  48  44  80  80  72  64.8 
1500  60  48  68  84  76  67.2 
Table.2. Percentage of correctly predictions on 142 test samples 
   % correctly predicted score    
Training 
sample 
size 
Data 
Set1  
Data 
Set2 
Data 
Set3 
Data 
Set4 
Data 
Set5 
Average 
scores 
500  51.4  62.67  68.3  85.21  85.21  70.5 
600  53.52  59.15  62.67  85.91  80.98  68.4 
700  54.22  52.81  69.71  81.69  85.21  68.7 
800  50  51.4  69.01  80.28  83.09  66.7 
900  51.4  47.88  69.01  81.69  80.98  66.1 
1000  48.59  48.59  70.42  87.32  84.5  67.8 
1100  58.45  50  73.94  85.91  84.5  70.5 
1200  57.04  49.29  70.42  87.32  85.21  69.8 
1300  55.63  52.11  70.42  84.5  85.91  69.7 
1400  54.92  52.81  72.53  80.98  85.21  69.2 
1500  54.22  54.92  71.12  88.73  83.09  70.4 
 
Fig.1. Line chart of average predicted scores % 
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Fig.2. Bar chart of average of averages of predicted scores % 
2.7  RESULTS & DISCUSSION 
The results presented did not conclude any clear pattern in 
terms of the relationship between training samples used to build 
the models and the predicted scores. It is interesting to observe 
that  the  accuracy  of  prediction  differed  with  each  model  and 
with  each  test  dataset.  The  predication  score  compliance 
percentage ranged from 44% to a whopping 88.73%!  
From  the  results  obtained  it  is  very  evident  that  our 
hypothesis that “the correctly predicted scores will better align 
with  human  scorers  due  to  increase  of  training  samples”  is 
incorrect.   
In  terms  of  determining  the  best  sample  size,  we  see  that 
average  percentages  vary  only  very  minimally.  The  range  of 
averages  is  laid  between  65.823  and  69.096.  If  a  deliberate 
optimal option needs to be chosen then from the results we see 
that at 900 training samples the average prediction score seems 
to be touching the highest with 69.096%. 
2.7  LIMITATIONS AND FUTURE DIRECTIONS 
While we are not able so far identify the clear reason for this 
broad range of correct prediction percentages, one speculation is 
that the training data set itself i.e., quality of the training data 
and the features or characteristics of the training data. Further 
research  is  required  to  identify  the  root  cause  of  higher 
compliance  percentage  only  in  some  cases.  Yet  another 
perspective to be studied is about how well the test data features 
aligned with training data features in cases where we obtained 
high  compliance  percentage.  This  study  will  reveal  the 
relationships between test data and training data features. 
In  our  future  research,  we  would  also  like  to  study  the 
behavior of models when the test data set is merely a subset of 
training data set. 
Conducting similar kind of experiments and comparison with 
other machine learning algorithms such as J48, Naïve Bayes is 
another direction to work on. 
Our  current  research  focused  on  basic  features  extraction 
from training data in order to build models. We would like to 
extend our research on the same topic by including additional 
features such as Punctuations, Binary N-Grams, Differentiating 
text columns etc., to build models for scores prediction. 
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