Entropic priors, recently revisited within the context of theoretical physics, were originally introduced for image processing and for general statistical inference. Entropic priors seem to represent a very promising approach to "objective" prior determination when such information is not available. The attention has been mostly limited to continuous parameter spaces and our focus in this work is on the application of the entropic prior idea to Bayesian inference with discrete classes in signal processing problems. Unfortunately, it is well known that entropic priors, when applied to sequences, may lead to excessive spreading of the entropy as the number of samples grows. In this paper we show that the spreading of the entropy may be tolerated if the posterior probabilities remain consistent. We derive a condition based on conditional entropies and KL-divergences for posterior consistency using the Asymptotic Equipartition Property (AEP). Furthermore, we show that entropic priors can be modified to force posterior consistency by adding a constraint to joint entropy maximization. Simulations on the application of entropic priors to a coin flipping experiment are included.
Introduction
In signal processing applications often a system of probabilistic inference has to be designed according to imperfect knowledge about the model. For example, in applying Bayes' theorem, lack of knowledge about the priors may strongly affect classification results. Classical use of uniform priors, that may be traced back to the work of Laplace [12] , may result inappropriate in many applications. In the statistical literature there is a long history about the search for "objective" priors, i.e. priors that are not arbitrarily imposed on the model. Jeffreys' priors [10] , Conjugate priors [18] , Reference Priors [2, 8] are the most known and often used as objective choices. Unfortunately they are derived mainly for continuous spaces and for large sample sets and their application to classification is not necessarily appropriate. Entropic priors are derived from the maximization of model entropy and seem to be an excellent candidate for solving some of the inconsistencies related to model uncertainties [20, 19, 13, 3, 4, 7, 14] . We have presented a discussion on entropic priors in [17] and applied it to target classification [15] , to graphical models [5] and to AR process classification [16] . Application of the Maximum Entropy principle [9] to prior determination qualifies entropic priors as a promising alternative to blind use of uniform priors.
In this paper we concentrate on a problem that may arise when entropic priors are applied to repeated experiments, or more in general to realizations of stochastic processes. Unfortunately entropy maximization, as the number of samples grows, forces the priors to become progressively more concentrated on the class with maximum entropy. This effect may cause posterior inconsistency. Caticha and Preuss [4] pointed to such problem and proposed a solution for constraining average entropy in the context of continuous parameters. In this paper we concentrate on posterior consistency for the classification problem and derive a condition for convergence using the Asymptotic Equipartition Property (AEP) [6] . Our method focuses on discrete classes and it is totally self-contained within the entropy maximization criterion.
Sequence Classification
Consider a sequence of n samples
T , extracted from one of M stochastic processes with labels S = {s 1 , s 2 , . . . , s M } . Sequence classification consists in obtaining the degree of association between X 1 :n and S, i.e. from a specific realization
T , compute the a posteriori probabilities (posteriors) for each s i ∈ S via Bayes' theorem
where f (x 1 :n |s i ) are the likelihood functions and P n (s i ) are the a priori probabilities (priors). The likelihood functions represent our knowledge about the generative model and the priors our knowledge about the classes before observations. In our general framework all functions may depend on n, i.e. also the prior probabilities may be dependent on the sample size. Process classification based on small values of n may be important in timecritical applications where an inference, or a decision, has to be made as soon as possible. In application where we have knowledge of the likelihoods, but we have no information about priors the classical use of uniform priors may lead to contradictory results [17] . Entropic priors, obtained from maximization of the joint entropy H(X 1:n , S), are to be considered "objective" and are
where
.., M , are the conditional entropies for the various classes. Bayes' theorem takes the compact form
Posterior Consistency
When considering the problem of objective prior determination, we have to remember that consistency of Bayes' formula is a basic requirement: even if we are interested to inference at small values of n, posterior probabilities, as n grows, have to converge to a delta function on the right class. Any proposal for priors cannot avoid such a constraint. More formally, if the data sequence x i 1:n is generated from class s i , we need that for n → ∞
Consistency constraints are made more explicit by the following proposition. Proposition : For a random sequence X 1 :n , the posterior probabilities are consistent, if for large n, the sequence of priors satisfy the condition
The proposition states that we have to control the priors' evolution to avoid that possibly the wrong class takes over as n grows. This clearly depends on how much the class likelihoods are separated. The proof is based on the law of the large numbers and follows standard steps often used in large deviation theory [6] .
Proof: Given a sequence x i 1:n coming form class s i, from the law of the large numbers as n → ∞
where convergence is in probability. Hence
that substituted in Bayes' formula, immediately implies that P n (s i |x (5) is satisfied. In the special case of constant priors P n (s i ) = P (s i ), ∀i, the condition is trivially satisfied for n > n 0 , for some n 0 , because as n grows, D n (j; i) also grows [11] .
Consistency for the Entropic Solution
Entropic priors (2) as n grows, tend to concentrate all their probability mass on the class with the largest entropy, i.e. lim n→∞ P n (s) = δ(s − s max ). This problem has appeared as a fundamental limitation to the use of entropic priors for sequences, because the entropy spread may take control of the priors making Bayes' formula useless. Caticha and Preuss, that analyzed entropic priors for continuous parameter spaces [4] , pointed to such a problem and proposed a solution with a constrained average entropy for the priors to contain this saturation effect. In this discrete-class context, recognizing that we are only interested in the posteriors and we do not necessarily care about the wrong saturation effect of the priors, according to (5) we can use entropic priors (2) and have consistency of the posteriors if
Consistency condition (8) means that even if some class entropies may grow unbounded, we can still have correct inferences from entropic priors, if the class typical sets are sufficiently separated. There are many cases in which classes are well separated [16] and entropic priors for the sequence can be used with no problems. For independent trials the condition simplifies to the marginals and is:
Constrained Maximum Entropy
When the likelihoods do not satisfy condition (8) we should not give up our quest for maximum entropy solution to prior determination. We should rather consider a constrained approach solving at every time n the following problem
Obviously, the task is a bit more complicated because at each time step we must have available all the time-varying class entropies H(X 1 :n |s), all the KLdivergences D n (i; j), and solve a constrained optimization problem. The problem can then be written as
where ϵ n is a small positive constant. Standard optimization algorithms such as Matlab fmincon can be easily applied to find the solution. However we are left with the question of what remains of the entropy prior expression (2) after imposing the last inequality constraints. Fortunately, the set of conditions can be easily cast into a convex optimization problem with linear inequality constraints and solved with the help of Karhush-Khun-Tucker conditions [1] to get the explicit more general expression for entropic priors
where the constants λ n ij ≥ 0, i, j = 1, ..., M clearly depend on the consistency constraints and they are different at every time step n. The derivation follows a standard optimization procedure and is reported in the Appendix. Essentially the entropy exponents are modified to ensure consistency: classes with large entropy must be contained in their prior value during sequence evolution while the priors for classes with small entropy are to be emphasized. The solution is quite general because when the class typical sets are sufficiently separated, automatically many constants λ 
Example
In this paper we report an example of a coin flipping experiment in which there are M (possibly unfair) coins X ∈ {H, T } = {Head, T ail}, with known distributions
A coin is flipped n times independently and we want to infer about the class using Bayes' theorem. The likelihoods are
Translating the inequality, posterior consistency requires that we have either θ i < θ j and θ j > n eq = 1. In the simulations we have used a growing ϵ n = n 0.07 because the KL divergence also grows linearly with n. Figure 4 (LEFT) shows the evolution of unconstrained and constrained entropic priors for n up to 40. Note how the constrained priors are contained in their spread. The results of a classification test for a coin with θ 1 = 0.1 flipped 40 times are shown in Figure 4 (RIGHT). The graph represents the posterior evolution for: 1) uniform priors; 2) unconstrained entropic priors; 3) constrained entropic priors. Note that unconstrained priors cause the posterior to convergence to the wrong class. The constrained entropic priors instead bring the posteriors to correct convergence. We have run many more experiments confirming the typical behavior shown in the graphs also when the data is drawn from classes not included in the model set. 
Conclusions
Maximum entropy priors can be very useful when we need to perform robust classification in the absence of prior knowledge. However, posterior consistency is a crucial issue when we deal with repeated experiments, or with stochastic process classification. We demonstrated that posterior evolution remains consistent if the likelihoods are sufficiently separated in terms of their mutual KL divergences. Furthermore when the required consistency condition is not satisfied we can constrain the maximum entropy problem and obtain entropic priors that show a more cautious spread. Future work will be focusing on entropic solutions for uncertain likelihoods.
