Abstract. This paper concerns the asymptotic behavior of zeros and critical points for monochromatic random waves φ λ of frequency λ on a compact, smooth, Riemannian manifold (M, g) as λ → ∞. We prove that the measure of integration over the zero set of φ λ restricted to balls of radius ≈ λ −1 converges in distribution to the measure of integration over the zero set of a frequency 1 random wave on R n , where n is the dimension of M . We also prove convergence of finite moments for the counting measure of the critical points of φ λ , again restricted to balls of radius ≈ λ −1 , to the corresponding moments for frequency 1 random waves. We then patch together these local results to obtain new global variance estimates on the volume of the zero set and numbers of critical points of φ λ on all of M. Our local results hold under conditions about the structure of geodesics on M that are generic in the space of all metrics on M , while our global results hold whenever (M, g) has no conjugate points (e.g is negatively curved).
Introduction
This article gives new local and global results about the measure of integration Z λ over the zero set of a monochromatic random wave φ λ of frequency λ, and about the counting measure C λ for the number of critical points of φ λ . The ensembles φ λ , formally defined in (2) , are Gaussian models for eigenfunctions of the Laplacian with eigenvalue approximately equal to λ 2 on a compact Riemannian manifold (M, g). Our local results concern the statistics as λ → ∞ of φ λ restricted to "wavelength balls" of radius ≈ λ −1 around a fixed point x ∈ M. After rescaling by 1/λ, the wave φ λ has frequency approximately 1 on such balls. Moreover, as λ → ∞, for a generic Riemannian metric on M, their covariance kernels converge in the C ∞ topology to those of a limiting ensemble of frequency 1 functions φ ∞ , called frequency 1 random waves on R n ∼ = T x M , where n is the dimension of M (see Definition 1 and §2.1).
Our main result, Theorem 1, is that this C ∞ convergence of covariance kernels implies that Z λ restricted to wavelength balls converges in distribution to Z ∞ , the measure of integration over the zero set of φ ∞ . The closest analog we know of this result is the work of Marinucci-Peccati-Rossi-Wigman [14] , which in the special case of the flat 2−dimensional torus identifies the asymptotic law of the total length of the zero set of φ λ on all of M. In contrast, our results hold in wavelength balls but do not give an explicit closed form for the law of the limiting measure.
Our techniques also allow us to prove the convergence of all finite moments of the critical point counting measure C λ restricted to wavelength balls (Theorem 3). We patch together these local results to obtain in Theorems 2 and 4 new global information about zeros and critical points of φ λ . They include what iappear to be the first global variance estimates on Z λ , C λ that hold on a large class of smooth Riemannian manifolds.
Before formally stating our results, we highlight several novel aspects of this paper. Our method for studying zeros and critical points of random waves relies on the KacRice formula. Many previous articles (e.g. [8, 9, 13, 16, 17, 18, 21, 22, 23] ) use the Kac-Rice formula to study the expected value and variance of the size of zero sets and number of critical points for random waves on flat tori and round spheres. In the vast majority of these cases, the Kac-Rice formula is not used directly. Instead, the authors explain that they cannot verify the non-degeneracy or the 1-jet spanning hypotheses of the Kac-Rice Theorem (Theorem 3). They then use modified, or approximate, KacRice formulae adapted to each setting. In some instances this is unavoidable because the non-degeneracy hypothesis (2) can fail globally in the presence of many symmetries. However, we prove that the Kac-Rice formula can be applied to study all moments of the zero and critical points sets of φ λ in balls of shrinking radii around a fixed x ∈ M as long as x is a point of isotropic scaling (see Definition 1 and §3.1 - §3.2).
Applying the Kac-Rice formula requires several new arguments that rely on analysis of frequency 1 functions (i.e. smooth functions in ker(∆ R n − 1)) on R n . For instance, combining Propositions 5 and 6, we find that frequency 1 functions separate 1−jets. More precisely, given m distinct points u 1 , . . . , u m ∈ R n and constants {α i , β i,j , 1 ≤ i ≤ m, 1 ≤ j ≤ n} there exists a smooth real-valued function f ∈ ker(∆ R n − 1) such that f (u i ) = α i and ∂ j f (u i ) = β i,j .
If f were allowed to be any smooth function, then such a result is straightforward. However, with the restriction that f have frequency precisely 1, we could not find such results in the literature. We also give a new argument (see §5) for how to patch together local variance estimates for nodal and critical sets on balls of shrinking radii λ −ε to obtain quantitative upper bounds on the variance of the volumes of the zero and critical point sets of φ λ (see (11) and (21)). In "integrating" the local variance estimates, we control neither the rate at which the covariance kernels Π λ of the random waves φ λ converge pointwise to their scaling limits near various x ∈ M (see Definition 1) nor the rate at which off-diagonal correlations decay (see Definition 2) . Nonetheless, we are able to obtain quantitative variance estimates by using lower bounds on the volume of the set of points (x, y) ∈ M × M at which the spectral projection (covariance) kernel Π λ (x, y) is already measurably small (of order λ
2 , where n is the dimension of M ). This is the content of §5 and is related in spirit to the work of Jakobson-Polterovich [12] .
Statements of Results

2.1.
Notation. Let (M, g) be a compact, smooth, Riemannian manifold without boundary of dimension n ≥ 2, and write ∆ g for the positive definite Laplace-Beltrami operator. Consider an orthonormal basis {ϕ j } ∞ j=1 of L 2 (M, g) consisting of real-valued eigenfunctions:
where
Monochromatic random waves of frequency λ are defined as
where the coefficients a j ∼ N (0, 1) are real valued i.i.d standard Gaussians and
We write φ λ ∈ RW λ (M, g) for short. In the setting of a general smooth manifold the ensembles RW λ were first defined by Zelditch in [23] . Zelditch was inspired in large part by the influential work of Berry [4] , which proposes that random waves on Euclidean space and flat tori are good semiclassical models for high frequency wavefunctions in quantum systems whose classical dynamics are chaotic.
The law of φ λ ∈ RW λ (M, g), which is a centered smooth Gaussian field, is determined by its covariance kernel
The function Π λ (x, y) is the Schwartz kernel for the spectral (orthogonal) projector
2.2. Scaling limits of φ λ and frequency 1 random waves on R n . As explained in the Introduction, it is natural to study φ λ by fixing x ∈ M and considering the rescaled pullback of φ λ to the tangent space T x M :
The dilated functions φ x λ are centered Gaussian fields on T x M, and we denote their scaled covariance kernel by
When x is a point of isotropic scaling (see Definition 1 below), the kernels Π x λ converge in the C ∞ sense to the covariance kernel of a limiting ensemble of random functions
called frequency 1 random waves on R n ∼ = T x M . Here g x denotes the constant coefficient metric obtained by "freezing" g at x. The random wave φ x ∞ is defined as the unique centered Gaussian field with covariance kernel
Here J ν denotes a Bessel function of the first kind with index ν, S x M is the unit sphere in T x M with respect to g x , and dω is the hypersurface measure. The formal definition is the following.
Definition 1.
A point x ∈ M is a point of isotropic scaling, denoted x ∈ IS(M, g), if for every non-negative function r λ satisfying r λ = o(λ) as λ → ∞ and all α, β ∈ N n , we have sup
as λ → ∞, where the rate of convergence depends on α, β and B R denotes a ball of radius R centered at 0 ∈ T x M. We also say that M is a manifold of isotropic scaling if M = IS(M, g) and if the convergence in (5) is uniform over x ∈ M for each α, β ∈ N n .
). This implication also holds if the spectral interval [λ, λ + 1] in the definition of φ λ is replaced by [λ, λ + η(λ)] with η(λ) = o(λ) and lim inf λ→∞ η(λ) > 0. Even for these more general spectral windows, the condition that M is a manifold of isotropic scaling is generic in the space of Riemannian metrics on any smooth compact manifold. See (13) and §2.5 for details.
While φ x λ are the restrictions of global eigenfunctions to small balls around x, the Gaussian field φ x ∞ is a local eigenfunction of eigenvalue 1 for the Laplacian corresponding to the metric g x on T x M.
If x ∈ IS(M, g), then in any coordinates around x for which g x = Id, the scaling limit of waves in RW λ (M, g) around x is universal in the sense that it depends only on the dimension of M. In the language of Nazarov-Sodin [15] the asymptotics (5) imply that if M = IS(M, g), then the ensembles RW λ (M, g) have translation invariant local limits.
2.3.
Local universality of zeros near points of isotropic scaling. Our first result concerns the behavior of the nodal set of the rescaled random wave φ x λ for x ∈ IS(M, g) (see Definition 1). Let us denote by Z x λ its Riemannian hypersurface (i.e. Hausdorff) measure:
Theorem 1 concerns the restriction of Z x λ to various balls B r of radius r centered at 0 ∈ T x M. We set
We have denoted by 1 Br the characteristic function of the ball B r and by Z x ∞ the hypersurface measure on (φ
For various measures µ, we write µ(ψ) for integration of a measurable function ψ against µ. For example, 
as λ → ∞, where
Case 2 (r ∞ = ∞): We have the following convergence in probability to a constant:
Remark 2. The function ψ in (7) can be allowed to depend on the jets D j φ λ , j ≥ 1. More precisely, ψ(u) can be replaced by ψ(u, W (u)), where W is a random field so that u → (φ x λ (u), W (u)) is a continuous Gaussian field with values in R 1+k and ψ : R n ×C 0 (R n , R k ) → R is bounded and continuous when C 0 (R n , R k ) is equipped with the topology of uniform convergence on compact sets.
. .) is a smooth Gaussian field, we may take W (u) = D j φ λ (u), j ≥ 1 . Similarly, in (8) and (9) , the function 1 = 1(u) can be replaced by ψ(W (u)) where again ψ : C 0 (R n , R k ) → R is bounded and continuous in the topology of uniform convergence on compact sets. The only difference is that (8) then reads
Remark 3. The relations (8) and (9) hold even if the balls B r λ in the definition of Z x λ,r λ are replaced by any λ−dependent sets A λ,r λ for which the diameter is bounded above and below by a constant times r λ , and whose volume tends to infinity when r λ → ∞. 
In order to obtain global results about Z λ it is not enough that IS(M, g) = M so that the scaling limit of φ λ around every point is the frequency 1 random waves on R n . We also need that the rate of convergence in (5) be uniform (i.e. that M be a manifold of istropic scaling in the sense of Definition 1) and that the restrictions of φ λ to small balls centered at different points become asymptotically uncorrelated. The precise condition is the following. 
as λ → ∞, where ∇ x , ∇ y are covariant derivatives. 
for any bounded measurable function ψ : M → R. Suppose further that φ λ has shortrange correlations (Definition 2). Then,
as λ → ∞.
Remark 5. Just as in Remark 2, the test function ψ(u) from (10) and (11) can be replaced by ψ(u, D j φ λ (u), j ≥ 1) provided ψ : R n × C 0 (R n , R k ) → R is bounded and continuous when C 0 (R n , R k ) is equipped with the topology of uniform convergence on compact sets.
Remark 6. The proof of Theorem 2 actually shows that (10) holds as soon as almost every point is a point of isotropic scaling (i.e. vol g (M \IS(M, g)) = 0).
Remark 7.
By the Borel-Cantelli Lemma, if n ≥ 4 and φ j are independent frequency j ∈ N random waves on (M, g) then (11) shows that the total nodal set measure
Theorem 2 relies on Theorem 1 and is proved in §5. As far as we know, this is the first time that a non-trivial variance estimate has been obtained for the Hausdorff measure of the nodal set of random waves for a generic smooth Riemannian manifold (for real analytic (M, g) a weaker estimate was given in [23, Cor. 2]). A version of (10) was stated, without a complete proof, in [23, Prop. 2.3] for both Zoll and aperiodic manifolds.
Previous results on the Hausdorff measure of nodal sets focus primarily on exactly solvable examples, where more precise variance estimates are available. In these settings, due to the degeneracy of the spectrum of the Laplacian, one replaces random waves by random linear combinations of exact eigenfunctions. On round spheres, for instance, Bérard [3] proved (10) (example (1) on p.3). Later, in the same setting, Neuheisel [16] and Wigman [21] obtained upper bounds for the variance that are of polynomial order in λ. Further, on S 2 , Wigman [22] found that the variance actually grows like λ −2 log λ as λ → ∞, much better than the general O(λ −1/2 ) estimate in (11) .
On flat tori T n (for exact eigenfunctions) Rudnick and Wigman [18] computed the expected value of the total Hausdorff measure of the zero set and gave an upper bound of the form λ 2 (dim(H λ )) −1/2 on its variance. Subsequently, on T 2 , Krishnapur, Kurlberg and Wigman [13] found that the variance is asymptotic to a constant, while Marinucci, Pecatti, Rossi and Wigman proved that the size of the zero set converges to a limiting distribution that is not Gaussian and depends on the angular distribution of lattice points on circles [14] .
Sufficient conditions for isotropic scaling and short-range correlations.
To apply Theorems 1 and 3 one must verify that some x ∈ M belongs to IS(M, g), the points of isotropic scaling (Definition 1). This is difficult to do directly, except on simple examples such as flat tori, but is implied by a condition about the geodesics through x. Namely, for x, y ∈ M denote by
the set of directions that generate geodesic arcs from x to y. Here,
= 1} is the unit sphere in T x M. Theorem 1 in [7] shows that
There is a similar sufficient condition for the short-range correlations assumption in Theorems 2 and 4:
Indeed, when |L x,y | = 0 for all x, y ∈ M and any ε > 0 [19, Thm. 3.3] gives that for all P, Q pseudodifferential operators on M of with ordP = ordQ,
as λ → ∞. Here, the subscripts x and y indicate that P and Q are acting on the x and y variables, respectively. Note that ∆
with R being an order zero pseudodifferential operator for any m ∈ N. If we have that ordP = ordQ+m with m ∈ N, then
and the result follows since Q∆ m 2 R has the same order as P . Combining (15) with Remark 3 after Theorem 2 in [7] yields (14) .
By [20, Lem 6 .1], the condition that |L x,x | = 0 for all x ∈ M is generic in the space of Riemannian metrics on a fixed compact smooth manifold M. We believe a similar argument would show that |L x,y | = 0 for all x, y ∈ M is also generic but have not checked the details. It is known, however, that |L x,y | = 0 holds for all x, y ∈ M if (M, g) is negatively curved or, more generally, has no conjugate points.
2.6. Local universality of critical points. We state in this section our results on critical points of random waves, which have been extensively studied (c.f. e.g., [8, 9, 17] ). Let x ∈ M and for each r > 0 define the normalized counting measure
of critical points in a ball of radius r. We define Crit x ∞,r in the same way as Crit
, and continue to write µ(ψ) for the pairing of a measure µ with a function ψ. For example,
.
) be a smooth, compact, Riemannian manifold of dimension n ≥ 2 with no boundary. Fix a non-negative function r λ that satisfies
) and x ∈ IS(M, g). Suppose that lim λ→∞ r λ exists and equals r ∞ ∈ (0, ∞]. Case 1. (r ∞ < ∞): For every k ∈ N and every bounded measurable function ψ :
provided the limit is finite, which is true for k = 1, 2.
This limit is the expected number of critical points in a ball of radius 1 for frequency 1 random waves on R n , which is independent of x.
Remark 8. We prove in §3.3 that the moments E (Crit
Also, just as in Remark 3, the balls B r λ in (18) can be replaced by any λ−dependent sets A λ,r λ for which the diameter is bounded above and below by a constant times r λ and whose volume tends to infinity with r λ .
Remark 9. Just as in Remark 2, both ψ in (17) and the function 1 being integrated against Crit
in (18) can be replaced by a bounded continuous function of the jets of φ λ . For example, we could study the distribution of critical values filtered by index by taking
Remark 10. Just as in Remark 4, the rates of convergence in (17) and (18) -even after the generalizations indicated in Remaks 8 and 9 -are uniform over x ∈ S ⊂ IS(M, g) if (5) is uniform over S.
On the n-dimensional flat torus, Nicolaescu [17] obtained several results related to Theorem 3 in the r ∞ < ∞ case. The statement (17) that we prove for critical points in Theorem 3 is weaker than the corresponding convergence in distbriution (7) for zeros in Theorem 1. The reason is that the random variables Z ∞,r (ψ) are bounded and hence determined by their moments. Indeed, a deterministic theorem of Donnelly-Fefferman [10] says that the Hausdorff measure of the zero set of f ∈ ker(∆ R n − 1) is uniformly bounded when restricted to any fixed compact set. In contrast, although we do not have a proof of this fact, we believe that there exists a k (depending only on n) so that E[Crit ∞,1 (1) k ] = ∞. We prove Theorem 3 in §3.2 and §4.
As with our results on zeros, we can patch together the local results from Theorem 3 to obtain a global variance result. Write
Theorem 4. Let (M, g) be a smooth, compact, Riemannian manifold of dimension n ≥ 2 with no boundary. Let φ λ ∈ RW λ (M, g) and assume that every x ∈ M is a point of isotropic scaling. Then, there exists a positive constant C n depending only on n for which
Further, suppose that random waves on (M, g) have short-range correlations in the sense of Definition 2. Then
Remark 11. As in Remark 9, the function ψ (21) can be replaced by a bounded continuous
, of the jets of φ λ . Hence, just as in Remark 9, expressions (20) and (21) can be used to obtain information about the mean and variance for the number of critical points above a given critical value and Morse index.
Remark 12. The proof of Theorem 4 actually shows that (21) holds as soon as almost every point is non self-focal (i.e. vol g (M \IS(M, g)) = 0). Also, when n = 2 we have
As with the variance estimate on the Hausdorff measure of φ −1 λ (0) in Theorem 1, the variance estimate (21) seems to be the first non-trivial variance estimate on the total number of critical points of a random wave that holds for a generic Riemannian metric on a fixed smooth manifold M.
The behavior of the number of critical points has been studied in detail on S 2 . Nicolaescu [17] studied the expected value of the number of critical points, obtaining (20) . The variance was studied by Cammarota, Marinucci and Wigman [9] . They obtain a polynomial upper bound. This upper bound was later improved by Cammarota and Wigman [8] who proved that the variance grows like λ 2 log λ (as opposed to our λ 7/2 estimate) as λ → ∞.
2.7.
Acknowledgements. We are grateful to an anonymous referee for finding a gap in a previous version of this article. That version concerned a wide class of integral statistics (not just zeros and critical points) of monochromatic random waves. However, there was an error in the previous incarnation of what are now Propositions 5 and 6. The new propositions fix the mistake for the special cases of zeros and critical points. We leave the extension of the results in this paper to more general integral statistics for future work. The second author would also like to thank Damien Gayet and Thomas Letendre for several useful discussions pertaining to the arguments in Proposition 7.
2.8. Outline. The rest of our paper is organized as follows. First, in §3, we recall a variant of the Kac-Rice formula and prove that it can be applied to study all moments for the measures of integration over the zeros and critical points of frequency 1 random waves on R n . We then complete the proof of the our local results (Theorems 1 and 3) in §4. Finally, in §5, we explain how to use the assumption that random waves have short-range correlations on (M, g) (see Definition 2) to prove our global results (Theorems 2 and 4). 
is a non-degenerate Gaussian.
Then, if k < n,
and Den X(u 1 ),...,X(um) is the density of (X(u j )) 
Remark 13. The equality (22) is valid even if one side of it (and hence the other) is infinite. Moreover, let W : R α → R β be a continuous Gaussian field such that (X, W ) is Gaussian and suppose f : R n × C 0 (R α , R β ) → R is a positive measurable function that is continuous when C 0 (R α , R β ) is equipped with with topology of uniform convergence on compact sets. Then, the formula (22) is valid with H n−k ({X = 0} ∩ B) replaced byˆ{
and
This statement when f is bounded is a special case of [1, Thm. 6.10]. It can be extended to positive f by considering the truncations f N := max (f, N ) , N ∈ N, and using the monotone convergence theorem.
3.1. Kac-Rice Hypotheses for Zeros. In this section, we prove that φ ∞ satisfies the hypothesis of the Kac-Rice Theorem. Since φ ∞ is almost surely smooth, Hypothesis (1) is satisfied. Hypothesis (2) requires that the distribution of
is non-degenerate. Note that
where ∞ j=1 a j ψ j (ω) is a white noise based in L 2 (S n−1 , R) (i.e. a j are i.i.d. standard Gaussians and {ψ j } is an orthonormal basis for L 2 (S n−1 , R)). Let us write
for the real-valued functions on R n with frequency 1. Since ev (· ; u 1 , . . . , u m ) is linear and the law of φ ∞ is a non-degenerate Gaussian measure on V , it is enough to show that ev(· ; u 1 , . . . , u m ) is surjective as a function on V for every fixed collection of m ≥ 1 distinct points {u ℓ } m ℓ=1 . The surjectivity of the linear functional φ → ev(φ; u 1 , . . . , u m ) is equivalent to the linear independence of its components
Since L 2 (S n−1 , R) separates points, this is implied by taking the real part of the following result.
Proposition 5 (Non-degeneracy for zero sets). Fix n ≥ 2 and m ≥ 1. Let u 1 , . . . , u m ∈ R n be distinct. Then, the functions
are linearly independent on S n−1 .
By multiplying by e −i u,ω for an appropriate u ∈ R n we may assume that the values |u ℓ | are positive and distinct. Recall the plane wave expansion (see e.g. [5, Thm. 2])
k is the dimension of the space of spherical harmonics of degree k, the functions j ν are normalized Bessel functions
solving y ′′ + 2ν+1 t y ′ + y = 0 with y(0) = 1, and Z k ( u, ω) are the zonal harmonics of degree k normalized by
for all ω 0 , ω 1 ∈ S n−1 . Substituting (27) into (26), we have
For each y ∈ S n−1 and k ≥ 0 we integrate against Z k ( y, ω) to find
Let ℓ * = argmax{|u ℓ | : 1 ≤ ℓ ≤ m}, and recall that for t ≥ 0 fixed
Keeping in mind the normalization (29), and send k → ∞ to conclude a ℓ * = 0. Repeating this for the m − 1 remaining points completes the proof.
It remains to check that φ ∞ satisfies Hypothesis (3) in Theorem 3. Since the law of φ ∞ is translation-invariant, it is enough to show that (φ ∞ (0), ∂ 1 φ ∞ (0), . . . , ∂ n φ ∞ (0)) is a non-degenerate Gaussian vector. Just as with the discussion before Proposition 5, but using the maps φ → ∂ i φ(0) =´S n−1 ω i φ(ω)dω, this is equivalent to the statement that the restrictions {1, ω 1 , . . . , ω n } of 1 and the n coordinate functions are linearly independent functions on S n−1 . This is true since the zero set of an affine function is affine, and if such a subspace contains the unit sphere, then it must be R n .
3.2.
Kac-Rice Hypotheses for Critical Points. We continue to write φ ∞ for a frequency 1 random wave on R n . The purpose of this section is to check that the hypotheses of the Kac-Rice formula are satisfied by the Gaussian field dφ ∞ = (∂ 1 φ ∞ , . . . , ∂ n φ ∞ ) . As in §3.1, dφ ∞ is almost surely smooth and hence satisfies Hypothesis (1). Also, since dφ ∞ maps R n to itself, we do not need to check Hypothesis (3) in the statement of the Kac-Rice theorem. It therefore remains to check Hypothesis (2). We must show that for any distinct u 1 , . . . , u m ∈ R n the vector (∂ i φ ∞ (u ℓ )) 1≤i≤n, 1≤ℓ≤m has a non-degenerate distribution. By the same reasoning as preceded Proposition 5, but using the maps
instead of (25), the non-degeneracy of (∂ i φ ∞ (u ℓ )) 1≤i≤n, 1≤ℓ≤m is implied by the following result.
Proposition 6 (Non-degeneracy for critical sets). Let u 1 , . . . , u m ∈ R n be m distinct points. Then, the functions
Proof. Suppose
with a ℓ := (a ℓ,k ) n k=1 not all zero. We begin by considering n ≥ 3. In this case, we use that the degree k zonal harmonic Z k (ω, ·) is highly peaked at ω (see (36)). After mutiplying (30) by e i u,ω for an appropriately chosen u, we may assume
and that the points u ℓ = u ℓ /|u ℓ | ∈ S n−1 are not antipodal and are distinct. Let Q d be a degree d = 0 harmonic homogeneous polynomial on R n . We have
If P is a homogeneous polynomial on R n with degree D, then (see [5, Thm. 3] )
j!Γ(α+D+1−j) and j ν are normalized Bessel functions (see (27)). Note that
Hence, plugging (33) into (32), with P = ω k Q d and D = d + 1, we find that
Note that, since Q d is homogeneous of degree d,
, where e k is the k−th unit vector, x = x/|x| and π ω ( v) denotes the projection of the vector v onto the tangent fiber T ω S n−1 , for ω ∈ S n−1 . Hence,
Substituting this into (34) and setting
Note that for |x| = 0, (29) implies that
to be the degree d zonal harmonic centered at u ℓ . Note that since n ≥ 3 and u ℓ 's are not antipodal for different ℓ,
Let ℓ * = argmax{|u ℓ | : 1 ≤ ℓ ≤ m}. Dividing (35) by |u ℓ * | d−2 and taking d → ∞, we find a ℓ * , u ℓ * = 0. Using (31), this shows a ℓ * = 0. Repeating this argument for the m − 1 remaining points completes the proof when n ≥ 3. If n = 2 we cannot use the concentration of zonal harmonics. Instead, we argue by an explicit Fourier series computation. Suppose again that (30) holds. Write ω 1 = cos(θ), ω 2 = sin(θ). After multiplying (30) by e i u,ω , we may assume that the values |u ℓ | are distinct and that |u ℓ | > 2 for all ℓ. We can also assume that, with u ℓ = e iθ ℓ , the arguments θ ℓ are not rational multiplies of π. Using the plane wave expansion (27), we have for θ ∈ [0, 2π] that
We have used that c k = 1/k! when n = 2. By assumption, there exists a unique ℓ * := argmax{|u ℓ | : 1 ≤ ℓ ≤ m}. Extracting the N -th Fourier coefficients in (37),
, and sending N → ∞, we find that
where for any v = (v 1 , v 2 ) we set v ⊥ = (v 2 , −v 1 ). Hence, we must have that a ℓ * = 0. Repeating this argument for the m − 1 remaining points completes the proof.
3.3. Finiteness of the second moment for critical points. In this section we prove that if R < ∞ then
The results in §3.2 show that we may apply the Kac-Rice formula to the moments of the counting measure of (dφ ∞ ) −1 (0). Hence, (38) is equivalent to showing
where Y ∞ is as in (22) . Note that the density Den (dφ∞(u),dφ∞(v)) (0, 0) blows up at the diagonal u = v, so (39) is not immediate. The following two propositions will complete the proof.
Proposition 7. As |u − v| → 0 we have
Proposition 8. As |u − v| → 0 we have
The following simple lemma is equivalent to the statement that the distribution of (∂ k φ ∞ (u), ∂ i ∂ j φ ∞ (u)) 1≤i,j,k≤n, i≤j is a non degenerate Gaussian vector for every u ∈ R n . This statement will be used in the proof of Proposition 7.
Lemma 9. The restrictions of linear and quadratic functions to the sphere {ω k , ω i ω j : 1 ≤ i, j, k ≤ n and i ≤ j} are linearly independent on S n−1 .
Proof. Suppose
The projection onto the degree 1 spherical harmonics reproduces the first sum and annihilates the second. Therefore, since {w k } n k=1 are linearly independent on S n−1 , we find that a k = 0 for every k, and that
where A is an n × n symmetric matrix with entries
The relation (41) shows that the quadratic form determined by A is identically 0 and hence every entry of A vanishes as well.
Proof of Proposition 7.
Note that Den (dφ∞(u),dφ∞(v)) (0) is bounded above by a constant times det(Σ(u, v)) −1/2 , where
Proposition 7 is hence equivalent to proving that there exists C such that for all
Recall (24) and write
where Ψ(u) = (ψ j (u)) ∞ j=1 and
where for any vectors w i in some inner product space Gram(w 1 , . . . , w ℓ ) = ( w i , w j ) 1≤i,j≤ℓ is the Gram matrix. By the Gram Identity
where we have abbreviated
. Fix u and suppose v → u through a sequence that achieves the liminf in (43). By passing to a further subsequence {v j } j with v j → u, we may assume that there exists w ∈ S n−1 so that
We therefore have lim inf
where ∇ w is the derivative in the direction of w,
and we have once again used the Gram Identity. By Lemma 9, the distribution of the vector (dφ ∞ (u), d∇ w φ ∞ (u)) is a non-degenerate Gaussian, proving that
is bounded below by a positive constant, which is independent of u because dφ ∞ is stationary. This yields (42) and completes the proof.
Proof of Proposition 8. According to (22) we have that
is the Kac-Rice density from (22) . Note that
Write
Note that the n vectors
are contained in the orthogonal complement to w in T u T x M ∼ = R n . Hence, there exist a j ∈ R so that j a j B j = 0 and max j=1,...,n {|a j |} = 1.
Without loss of generality, suppose that |a 1 | = 1 and write
Since dφ ∞ (u) = dφ ∞ (v) = 0, by the Mean Value Theorem, for each j there exists c j = c j (φ ∞ , u, v) on the line segment between u, v so that
Further, for each j = 1, . . . , n,
Combining this with (45), we find
The conditional expectation in (46) is continuous in s, t, u, v since the covariance of the Gaussian vector (J N φ ∞ ((1 − t)u + tv), J N φ ∞ ((1 − s)v + su)) is continuous. Hence, by stationarity of φ ∞ , the expression in (46) is uniformly bounded over |u − v| ≤ 1, s, t ∈ [0, 1] 2 by a constant times |u − v| 2 . This completes the proof.
Proof of Theorems 1 and 3
We now prove Theorems 1 and 3. Let φ λ ∈ RW λ (M, g) and x ∈ IS(M, g). Fix also a non-negative function r λ which satisfies r λ = o(λ) as λ → ∞ and converges to a non-zero limit: r λ → r ∞ ∈ (0, ∞].
4.1.
The Case r ∞ < ∞. By the definition of IS(M, g), the covariance kernel Π x λ (u, v) for φ x λ converges uniformly in the C ∞ topology to the covariance kernel Π x ∞ (u, v) of a frequency 1 random wave φ x ∞ on T x M on the balls B r λ . Hence, the fields φ x λ and dφ x λ satisfy all the hypotheses of the Kac-Rice theorem for all λ sufficiently large. As mentioned in the introduction, by a result of Donelly-Fefferman [10] , for every R > 0 sup
Hence, all the moments E Z ∞,r∞ (ψ) k are finite. In this case, we apply the Kac-Rice formula and use dominated convergence to conclude
as λ → ∞. This proves (7) since bounded random variables are uniquely determined by their moments. The relation (17) follows in the same way, except there is no analog of (47). We therefore can only apply dominated convergence to the moments we know to be finite, which by virtue of §3.3 include at least k = 1, 2.
4.2.
The Case r ∞ = ∞. To prove (8), (9) , and (18), recall that convergence in probability to a constant follows from convergence in distribution to that constant. Moreover, a constant random variable is bouned and hence determined by its moments. So (8), (9) , and (18) all follow once we show the convergence of the relevant moments. For (8) and (9) we give the details only the for second moment, since the argument is identical for all the higher moments but involves more cumbersome notation. Suppose r ∞ = ∞. Note that by (4) and (5), we have
as |u − v| → ∞. The same asymptotics hold for φ ∞ replaced by dφ ∞ . Since x ∈ IS(M, g), the uniform C ∞ convergence in (5) implies that (48) also holds when φ ∞ , dφ ∞ are replaced by φ x λ , dφ x λ provided |u − v| = o(λ) (e.g. if u, v ∈ B r λ and |u − v| → ∞). Hence, in the notation of the Kac-Rice formula (22) , we have sup u,v∈Br λ , |u−v|≥r
as λ → ∞. Similarly, these asymptotics hold with φ λ , φ ∞ repalced by dφ x λ , dφ x ∞ . On the other hand,
Combining this with (48), and recalling that the integral in (22) represents the factorial moment when k = n, proves that (9) and (18) hold. The limit in (18) is independent of x since Crit 4.3. Calculation of Explicit Constants. Before proving Theorems 2 and 4, we note that the statements in Remarks 2 and 9 follow from the extended Kac-Rice formula (Remark 13). We also note that the first moment asymptotics (8) follow from explicit computation of the limit in the Kac-Rice formula:
To obtain (19) , note that Cov( Hence, 
The changes of variables we used are 
Global Estimates -Proof of Theorems 2 and 4
Let φ λ ∈ RW λ (M, g) and suppose that M is a manifold of isotropic scaling (Definition 1) and that random waves on (M, g) have short-range correlations (Definition 2). We derive Theorems 2 and 4 from Theorems 1 and 3, respectively. The derivation is essentially identical, so we will focus on proving Theorem 4 and will indicate the necessary changes to prove Theorem 2 as we go.
We first prove the estimates (10) and (20) . It is enough to do this for indicator functions ψ = 1 A for any A ⊆ M. Fix ε > 0. For each λ partition A into finitely many disjoint subsets {U α } α∈S λ so that A = α∈S λ U α and for some c, C > 0
as λ → ∞. For each α ∈ S λ choose x α,λ ∈ U α and write
We have,
where Crit
is defined in (16) . Combining (18) (see Theorem 3) with Remarks 8 and 10 and the previous line proves (20) .
We now seek to prove (11) and (21) . As before, it is enough to take as our test function the indicator 1 A for A ⊆ M measurable. The proofs of (21) and (11) are identical, and we provide the details below for (21) .
For each x ∈ M write T x,λ := Var(dφ λ (x)) = d x d y | x=y Π λ (x, y). Proposition 6 and the discussion in §3.2 ensure that T λ,x is an invertible matrix at every x for all λ sufficiently large. We may therefore set
x,λ φ λ (x), which yields Var(ψ λ (x)) = Id, ∀ x ∈ M. Note that ψ λ and dφ λ have the same zero set. It will turn out to be more convenient to study the variance for the size of the zero set of ψ λ . Let us write
λ (0)}. We apply the Kac-Rice formula (22) to write
where we have abbreviated Df (x) = [det (df (x) * df (x))] 1/2 . We will decompose the integral in (49) into three λ-dependent pieces using the following construction. There exist three positive numbers C 1 , C 2 , C 3 depending only on n = dim(M ) with the following properties. For each ε > 0 and every λ > 0 there exists a collection of measurable sets {B α } α∈S λ,ε satisfying
iv) For any K > C 2 and distinct α 1 , . . . , α K ∈ S λ,ε we have
To see this, cover M with finitely many coordinate charts. On each chart g is uniformly comparable to the Euclidean metric. For the Euclidean metric, the existence of a collection satisfying (i)-(v) follows from standard covering arguments. Taking the union of these collections over the finite number of coordinate charts completes the construction of the sets {B α } α∈S λ,ε satisfying (i)-(v). Setting ε := n−1 2n , write
(51) The proof of (21) now reduces to the following three estimates:
We begin by proving (52) for i = 1. Consider any B ⊆ M with diam(B) ≤ inj(M, g) and fix x ∈ B. Write
and note that for each B ⊂ M
where ψ x λ (u) = ψ λ (exp x (u/λ)). By the Kac-Rice formula,
Since (M, g) is a manifold of isotropic scaling, this last expression is uniformly bounded over x ∈ M (see Remark 10) . Using the inclusion-exclusion formula and property (iv) of S λ,ε , we have the following decomposition for the indicator function of Ω 1,λ :
where B α 1,...,j := B α 1 ∩ · · · ∩ B α j . By properties (i) and (v), for each j, the number of terms in the inner sum is at most C 1 C 3 λ nε . Note that by (ii), we have vol(B) ≤ λ −nε for each B ∈ {B α } α∈S λ,ε . For each α ∈ S λ,ε , choose x α,λ ∈ B α . Relation (18) (54) as λ → ∞. Combining this with (53), we find
which confirms (52) for i = 1 since ε = (n − 1)/(2n). Next, to prove (52) for i = 2, 3 we will need the following estimate:
as λ → ∞ for all α, β ≥ 0, 1 ≤ i, j ≤ n. We postpone the proof of (55) until the end of this section. Assuming it for the moment, abbreviate
Combining Chebyshev's inequality with the definition of V λ with (55) yields
Next, note that sup x,y∈V λ dg(x,y)>λ −2ε
as λ → ∞. Indeed, the Definition 2 of short-range correlations ensures that the density factor Den ψ λ (x),ψ λ (y) (0, 0) is uniformly bounded above on V λ ∩ {d g (x, y) > λ −2ε }. And, by the pointwise Weyl law, the covariance matrices
are uniformly bounded on M ×M and hence so are the factors Y 2,ψ λ (x, y) and Y 1,ψ λ (x)Y 1,ψ λ (y) (see also around (62)). Combining (57) with (58), we havê Σ λ (x, y) λB λ (x, y) λB λ (x, y) T λ 2 C λ (x, y) ,
where by the definition of V λ we have
where the error terms are uniform in (x, y) ∈ Ω 3,λ and there exists C = C(dim(M )) > 0 so that sup Then, since dψ λ (x) is uncorrelated from ψ λ (x) at each x ∈ M, we find using (62) that
|ξ| |ζ| e 2 ) and that the integral of R λ (x, y) η, ξ against the Gaussian density above is 0. This proves (61) for i = 3, and completes the proof of Theorems 2 and 4 modulo the proof of (55), which we now supply.
Proof of (55). By [7, Thm. 2] , as λ → ∞ we have for each γ, δ = 1, . . . , n, 
We will show more generally that if P = Op(p), Q = Op(q) are pseudodifferential operators with orders ordP, ordQ acting on M × M , then
as λ → ∞, where the implied constant is uniform when p L 2 , q L 2 are bounded. We prove this by induction in ordP + ordQ. The base case is immediate since
Assume (64) is true for all operators whose orders sum to at most ℓ − 1 and consider P, Q with ordP + ordQ = ℓ. Then, P Π λ , QΠ λ = P ∆ 
