Abstract-An increasing number of adaptive protocols use training data to learn optimal parameter choices for adaptation in wireless communication networks. For instance, several recent papers have studied link adaptation protocols based on context information such as node velocity and SNR. However, a number of embedded sensors providing context information frequently report erroneous values, e.g., GPS errors and accelerometer lag, producing incorrect information about motion. As a result, the relationship between the context information and optimal parameter choices that the adaptive algorithm is attempting to establish is erroneous. In this paper, we propose an outlier detection algorithm, which detects the corrupted information due to system errors. The proposed outlier detection algorithm is based on an alternating minimization approach. To evaluate the performance of the proposed algorithm, we apply it to a linklevel context-aware rate adaptation system. Numerical results on emulated channels and in-field testing demonstrate that the proposed algorithm increases the prediction accuracy of the optimal transmission mode by 87% and the throughput by 18%.
I. INTRODUCTION
Context information from sensors and users' preferences are increasingly collected and used to improve the performance of the transmitter and receiver in context-aware algorithms [1] - [3] . Existing context-aware algorithms utilize the hints extracted from context information for the channel state and establish a model mapping the hints to the transmitter/receiver configurations. Vehicular networks can employ context awareness to traffic coordination, mobile entertainment, and driver safety [4] . Vehicular speed and distance to the neighboring node can assist rate adaptation to maximize the link throughput in vehicular networks [5] . A classification-based context-aware system has been proposed and applied to rate adaptation in [6] .
The observed improvements from the existing context-aware algorithms rely on the accuracy of the collected context information. However, there are different degrees of uncertainty in the context data that is collected from various sources [7] , [8] . It is impractical to expect that these errors in the collected data would be manually corrected. The established model based on the noisy data would weaken the influence of the correctly collected sensor information, potentially leading to incorrect and/or sub-optimal decisions about the transmitter/receiver configurations.
We refer to such erroneous/noisy data as outliers. In this paper, we propose and evaluate an algorithm for detecting such outliers. The proposed algorithm is based on an alternating minimization approach and provides an ordering of the contextual training data according to its likelihood of being an outlier. To the best of our knowledge, our work is the first to detect outliers in context information and apply it to a contextaware rate adaptation protocols. Our main contributions are summarized as follows:
• We identify the necessity of outlier detection in context information. The existence of outliers degrades the performance of a context-aware rate adaptation system. • We propose an algorithm to determine the effective and usable training data according to its confidence of being an outlier. We show that a training set that has the noisy outlier removed from the original training set can achieve better performance.
• We experimentally investigate the performance of the outlier detection algorithm in both emulated channels and in-field trials. The selected training set improves the accuracy and throughput of rate adaptation by up to 87.5% and 18.11%, respectively. The remainder of the paper is organized as follows. We first introduce the problem formulation and proposed algorithm in Section II. In Section III, we perform experiments on a broad set of channels and scenarios to evaluate the proposed outlier framework. Finally, we discuss related work in Section IV and conclude in Section V.
II. FRAMEWORK FOR OUTLIER DETECTION
In this section, we introduce the algorithm for determining outliers in the contextual data used for adaptive transmission. While the proposed outlier detection method can be applied to any training-based context-aware algorithm, we demonstrate the utility of the outlier detection method in improving the performance of a link-layer rate adaptation algorithm [6] .
A. Problem Formulation
In this paper, the context information we consider are SNR, velocity and channel type. Channel type is a simpler way to represent the main characteristics of the infinitely-varied propagation environment, such as fading and multipath [9] . Two channels are said to belong to the same channel type if their link-layer throughput performance of various modulation and coding schemes is nearly the same for all context information tuples.
The rate adaptation scheme based on traditional classification is trained and evaluated in two separate stages. In the first stage, a learning algorithm for classification establishes a mapping from the context information to the transmission mode with the highest throughput based on the data in the training set. Each data vector in the training set is in the format shown in Table I . The various transmission modes we consider are a combination of the modulation scheme, coding rate, and packet size. The classifier is represented by a function f , where,
An example of this classification-based rate adaptation model is given in Fig. 1 .
In the second stage, the performance of the classifier is tested with independently-generated data from a testing set. The details of the data collection are discussed in Section III-A, and the numerical performance of the classifier is presented in Section III-B. In practical systems, training data could be corrupted by errors/noise in the measurements. Hence, before the training process, we can eliminate the noisy data points to improve the classifier performance. Let
′ n ] represent the original training set, where n represents the number of data points, each of which is a row vector in the format shown in Table I . Each vector x i is of length m and thus X ∈ R m×n , where m is the number of attributes and equals 3 in all our experiments. Let Y ∈ R l×n represent the optimum class indicator matrix, where l is the number of classes. If the j th transmission mode achieves the highest throughput for the i th data point given by
The purpose of the proposed algorithm is to detect the data points in [X, Y] that are significant outliers of the pattern decided by the majority of points in the dataset.
B. Outlier Detection Algorithm
Linear regression modeling has proven to be an effective and simple way to capture the patterns in the training set [10] . This model is represented by appropriately selecting matrix W ∈ R m×l according to the following:
where the parameter α controls the regularization weighting term, T r(W ⊤ W), to avoid over-fitting. Let B = W ⊤ X + Y + Ω be the residual matrix of size n × l that represents the location of the outlier terms in a dataset [10] , where Ω is the random error matrix in the linear regression model. For example, each row of B corresponds to a data point and a large norm of B(i, :) suggests a significant deviation of the i th data instance and can be used to detect outliers. Therefore, our outlier detection problem can be formulated as:
where B 2,1 is the ℓ 2,1 -norm of B, which is defined as follows [11] ,
The purpose of ℓ 2,1 -norm on B is two-fold. First, the ℓ 2,1 -norm of a matrix ensures that B is sparse in rows, making it particularly suitable for data selection. The second reason is to prevent a trivial estimate B = Y ⊤ yet derive a meaningful estimate of W. The value of B(i, :) 2 represents the confidence of each data being an outlier. We then sort the data in ascending order based on B(i, :) 2 and select the top-k ranked data points.
It can be easily shown that the problem in (3) is jointly convex in W and B. The first term is convex with respect to W and B according to the definition of the Frobenius norm [12] . Since T r(W ⊤ W) = W 2 F , the second term is also convex with respect to W. Based on the definition of ℓ 2,1 [12] , the third term is convex with respect to B. Since there is no product term involving W and B in (3), the convexity property readily follows. The joint convexity suggests that an alternating optimization can be used to find the global optimum [13] . Using an alternate-minimization approach, we optimize W and B iteratively by keeping the other matrix fixed.
1) Computing W: For a fixed B, the optimal W can be obtained by minimizing the following problem,
where C = B ⊤ + Y is a constant matrix. The solution to (5) is obtained by setting the derivative of (5) equal to zero.
For simplicity, the objective function in (5) can be written as:
The derivative of L W is given by,
Setting the derivative to zero, we obtain the following update rule,
2) Computing B: Now, for a given value of W, the optimal B can be obtained by minimizing the following problem,
where
Since B 2,1 is not differentiable [12] , the problem in (8) is not smooth. In this paper, we employ Nesterov's method [14] to solve the non-smooth optimization problem in (8) by optimizing its equivalent smooth convex reformulation [12] .
By converting the non-smooth term, i.e., B 2,1 , as a constraint, (8) can be formulated into the following optimization problem,
where Z = {B| B 2,1 ≤ z} and z ≥ 0 is the radius of the ℓ 2,1 -ball, and there is a one-to-one correspondence between β and z. Theorem 1: The problem in (9) is a constrained smooth convex optimization problem, Proof: The objective function, f (B), is convex and differentiable. It is easy to verify that B 2,1 satisfies the three norm conditions and is thus a valid norm. Since any norm defines a convex set [15] , Z is a closed and convex set. Our problem defines a convex and differentiable function in a closed and convex set, which implies that problem (9) is a constrained smooth convex optimization problem.
In the t-th iteration, the Nesterov's method is based on two variables B t and V t , where B t is the approximate solution, and V t is the search point. The search point V t is the affine combination of B t−1 and B t and is given by
where γ t is a combination coefficient. The approximate solution B t+1 is computed as a "gradient" step of B t as
, and λ t is the step size. This step size is determined by linear search according to the ArmijoGoldstein rule [15] , and ∇f (B t ) is the gradient of f (B t ), given by
Problem (11) can be decomposed into n sub-problems as follows:
where u j t , b j and b j t+1 are the j-th rows of U t , b and b t+1 , respectively. The constraint Z j is defined on b j . Each of these sub-problems has a closed form solution as follows,
For notational convenience, define f λ,Vt as,
then the detailed algorithm is shown in Algorithm 1.
Algorithm 1 Outlier Detection Algorithm
Input: {X, Y, α, β} Output: k most relevant data points
Set ∇f (B t ) = B t − H ⊤ 7:
Set λ = 2 j λ t and
Compute B t+1 = min B∈Z B − U t 2 F 10:
λ t+1 = λ, break 12: end if 13 :
end loop 15 :
Set t = t + 1 18: end while 19: Sort each data according to B(i, :) 2 in ascending order and select the top-k ranked ones.
III. EXPERIMENTAL EVALUATION
In this section, to evaluate the proposed outlier detection algorithm for context information, we directly compare rate adaptation performance when using the original training set versus the training set after the removal of outliers. To do so, we perform our experiments on emulated and in-field channels and show that eliminating the outlier from the training of context-aware rate adaptation can improve the accuracy and throughput by up to 87.5% and 18.11%, respectively.
A. Experimental Set-up with Emulated Channels
In order to evaluate the proposed outlier detection algorithm for context information, we set up an experimental system with two wireless nodes communicating across emulated channels. We use a Linux-based Gateworks 2358 with Ubiquiti, 802.11-compliant radios as nodes. We use an Azimuth ACE-MX channel emulator to generate controllable and repeatable channel models including a broad range of industry-standard models for our experiments [16] .
There are 18 transmission modes (i.e., 18 classes for the purposes of classification) corresponding to the combination of 9 modulation and coding rates ({6, 9, 11, 12, 18, 24, 36, 48, 54} Mbps) and 2 packet sizes ({100, 1000} Bytes). The transmission power is 27 dBm. The training set contains 40 scenarios corresponding to 5 velocities ({0, 30, 60, 90, 120} kmph) and 8 attenuations of transmission power ({0, 6, 12, 18, 24, 30, 36, 42} dB). For each of these scenarios, we test the performance on four different channel types specified by the ITU [9] . Since the emulator allows for repeatable and controllable channel emulation, we identify the transmission mode with the highest throughput using an exhaustive search in each of these 40 scenarios and 4 channel types. Based on the training set, we use the C4.5 learning algorithm to generate the classification-based rate decision structure [6] . The selected attenuations of the transmission power and velocity values are evenly spaced to cover as many scenarios as possible. We then create a testing set by randomly generating values of the power attenuation, velocity and channel type and studying their performance across different modes. This exhaustive search across all different modes allows us to quantify the accuracy of the decisions made using the classification-based rate adaptation algorithm.
In this paper, the throughput, G th , for each mode is calculated as
where R is the physical data rate at one mode, P ER is the packet error rate, and l payload and l packet are the payload length and packet length, respectively.
B. Performance of Outlier Detection Algorithm
The proposed algorithm sorts the contextual data collected in different scenarios according to the likelihood of being an outlier. Then, we gradually delete the data with the highest likelihood of being an outlier and test the trained classifier in the classification-based rate adaptation system. We first test the performance of the proposed outlier detection algorithm by setting α and β to 0.01 and 0.001, respectively. The parameter α is introduced to avoid over-fitting and it is empirically set to 0.01 [17] , [18] . More details about the selection of β are introduced in Section III-C. The accuracy of predicting the mode with the highest throughput is shown in Fig. 2 . As noisy data is deleted and the ratio of the used training data decreases from 100%, the accuracy of the prediction improves. When the ratio of the used training data decreases from 78% to 69%, the rate prediction accuracy increases by 13%. This dramatic change of performance indicates a potentially reliable threshold for outlier elimination of this training set. The best accuracy performance is achieved when the ratio of the used training data is around 56% of the original training set, outperforming that with the original training set around 54%. However, as the ratio of the used training data continues to decrease beyond 50%, the accuracy decreases since the lack of training data degrades the accuracy of the classificationbased rate adaptation system. The throughput performance of outlier detection is shown in Fig. 3 . From the figure, the initial decrease in the ratio of the used training dataset leads to an increase in the achievable throughput and reduces the gap to the maximum achievable throughput. When the selected data is between 69% to 65% of all training data points, the difference from the maximum possible throughput is the smallest and the throughput improvement over rate prediction based on the original training set is 18.11%.
Comparing Figures 2 and 3 , we observe that the throughput improvement and the accuracy share a similar trend that an eventual decline follows a rise, but their detailed variations are different. Table II illustrates a simple testing set to help us understand this observation. Consider two different classifiers a and b that are trained based on different algorithms/training datasets. Let these classifiers be tested with the data given in Table II and let their prediction results be {1, 2, 3, 2} and {2, 1, 1, 3}, respectively. Thus, the accuracy and sum of the throughput are 50% and 38.06 Mbps for the classifier a, respectively. Similarly, the accuracy and sum of the throughput are 25% and 36.07 Mbps for b. We can see that the improvement with respect to accuracy of a over b is 100%, however, the throughput improvement is only 5.52%. There are two main reasons for this discrepancy: (1) the data points, predicted incorrectly by one classifier with higher accuracy, might be correctly classified by the other classifier with lower accuracy, such as data point 3 in Table II ; (2) although both classifiers may fail to predict the optimal transmission mode, the performance of the predicted modes are different where one has higher throughput than the other. For example, both a and b fail to predict data point 4; however, the throughput of the mode predicted by b is higher than that of a. 
C. Effect of β and Ratio of Used Training Data
The parameter β controls the sparsity of the outlier matrix B. A sparse B could result in fewer outliers being detected, while a non-sparse matrix could result in removing reliable data points as well. Another important parameter is the ratio of the used training data. In this section, we quantify the performance of our algorithm for various values of β and the ratio of the training data used.
In Fig. 4 , we show the accuracy of predicting the mode with the highest transmission throughput for different values of β and different ratios of the training data used with respect to the original set. This figure demonstrates that the performance is fairly robust with respect to the choice of β. For each fixed β, decreasing the ratio of the training data used leads to an initial increase in the accuracy. Subsequent decreases in the dataset size lead to a decrease in performance due to the limited amount of effective data that is used for training. This behavior can be used to select the optimal size of used training set. We also observe that between the two parameters, the performance is more sensitive to the ratio of the used training data based on the proposed algorithm. The throughput improvement from the outlier detection scheme, which uses different β values, is shown as in Fig. 5 . We have similar observations about the throughput performance as these for the accuracy performance. 
D. Other Methods to Reduce the Used Training Data
In this section, we demonstrate the usefulness of selecting entries with smaller values of the norm of B. It is well known that the size of the training set can critically affect the performance of classification algorithms. Thus, we construct two baseline methods: (1) randomly select data vectors from the training set, and (2) sort training data according to B(i, : ) 2 in descending order, selecting the top-k ranked ones. In other words, our method selects contextual data according to B(i, :) 2 of smaller values, while the second baseline method selects data in an opposite way of the proposed algorithm.
The accuracy of the rate prediction for the proposed algorithm and the baseline cases are shown in Fig. 6 with β = 0.001. Clearly, the first baseline method does not improve performance from randomly selected data points, and the accuracy decreases dramatically when the ratio of the training data used is below 0.4. The accuracy with the second baseline method consistently decreases as the ratio decreases. The performance of the proposed method improves first by deleting the noisy data and decreases because of short of training data. The proposed method consistently outperforms the baseline methods, which confirms its effectiveness in identifying outliers. 
E. Evaluation with In-Field Channels
In order to evaluate the proposed outlier detection algorithm with in-field data, we use an experimental setup with two wireless nodes communicating through the air at 2.4 GHz. One of the nodes is located on top of a mobile car, and the other is set on top of a building near our university campus in Dallas, Texas. We collect the throughput data with context information. In this test, 8 transmission modes are available, corresponding to rates {6, 9, 12, 18, 24, 36, 48, 54} Mbps. Based on the location and surroundings where the context information is collected, we divide the region around the building into several sub-regions and assume different subregions have different channel types.
To generate the training set and testing set, we transmit using each mode for 625 ms in one loop. The mode with the highest throughput in one loop is selected as the optimum mode. We collect measurements in eight sub-regions and prepare a dataset of 123 points, from which we randomly select 20 points for testing. We input the context information of the testing scenario into the classification-based rate adaptation decision structure and check if the output agrees with the best mode we previously inferred.
The training set of 103 points can predict the best mode of testing data with accuracy of 40%. The effects of outlier detection on the accuracy of rate prediction and the improvement in throughput are shown in Fig. 7 and Fig. 8, respectively . As the ratio of the used training data decreases, the accuracy and throughput performance of rate prediction has the same behavior as that of our experiments with emulated channels; i.e., the accuracy initially increases with outlier elimination and then decreases because of the lack of training data. When the ratio of the training data used is 47% of the original training set, the accuracy and throughput improvement from outlier detection are 87.5% and 9.60%, respectively. Typically, in-field data contains more errors/outliers than emulated data because of complex in-field transmission interference and measurement inaccuracies. The used training set after outlier elimination achieves high accuracy of rate prediction and can significantly improve the performance of context-aware rate adaptation systems in real-world applications.
IV. RELATED WORK
Context-Aware Wireless Systems. Using context information to improve the performance of wireless networks is a developing field. Prior work has applied machine learning to link adaptation to maximize throughput [5] , [6] , [19] . In these works, an offline training phase establishes the model connecting the features of the channel and rate related settings. In contrast, we identify the effect of the outlier in context information and propose an algorithm to detect and eliminate outliers in the training set for context-aware applications.
Detecting Imperfect Context Information. A framework has been proposed in prior work that matches the spectral pattern of received signal with the stored reference spectral characteristics of WLAN and microwave devices to detect noise for transmission adaptation [20] . The spectrum characteristics are also used to classify environmental noise after a training process [3] .
V. CONCLUSION In this work, we present an algorithm for outlier detection of context information. We test the algorithm with a linklevel context-aware rate adaptation framework. To perform the outlier detection, we first sort the contextual data based on the confidence of being an outlier and, then we remove the data most likely to be outliers. We evaluate the proposed algorithm both in emulated channels and in-field channels and find that our technique improves the rate prediction accuracy and throughput by up to 87.5% and 18.11%, respectively.
In future work, we will study the threshold and the optimum k for automatic outlier elimination in context information, and examine the tradeoff between the speed of convergence and outlier detection performance.
