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C g K s t - C p  y r  т~ 2 j W r ( Гп,а. - У ° ) - cT  ’
Ks2 =  / 7 0 ~ ' °  сиі/сек;  A r,  =  7 - /0 ~ а с ^ /с е к .
Рассчитанные значения констант указывают на необратимость про­
цессов разряда-ионизации мышьяка в исследуемых условиях.
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В задачах исследования химико-технологических объектов 
неотъемлемой частью является сглаживание результатов экспери­
мента, т . е .  построение регрессионных зависимостей между пере­
менными. Для этих целей обычно используют метод наименьших 
квадратов (MHK). Однако он имеет ряд существенных ограниче­
ний, сужающих область его применения.
В данной работе предложен общий подход к сглаживанию ре­
зультатов эксперимента. Он более универсален, чем MHK, и при­
водит к сравнительно простым вычислительным алгоритмам.
I .  Постановка задачи.
Считаем, что имеется система случайных переменных X4 •••+, 
связанных между собой неизвестной статической зависимостью. 
Неоходимо на основе экспериментальных данных
У н
у*,*Л О • • • Z )• • • • • » • ѣ ♦
ÿn / Хп< J * ,
где л  -  н о м е р  и з м е р е н и я ,  о п р е д е л и т ь  о ц е н к у  M  { 
р е г р е с с и о н н о й  п о в е р х н о с т и  VU ( Ѵ / х  ■ -  с р е д н е й  з а в и ­
с и м о с т и  м е ж д у
И з в е с т н о  /  I  / ,  ч т о  у с л о в н о е  м а т е м а т и ч е с к о е  о ж и д а н и е  
JU [ У I x l j . . . , X kJ  у д о в л е т в о р я е т  к р и т е р и ю  н а и м е н ь ш и х  с р е д н е ­
к в а д р а т и ч н ы х  о т к л о н е н и й
JU  [ [ У - J U i V h l3.. . , x j } ] 2}  =n>in - Jfixiy
П о э т о м у  н а  п р а к т и к е  о б ы ч н о  и с п о л ь з у ю т  с л е д у ю щ и й  п о д х о д .
З а д а е т с я  в и д  о ц е н к и  с р е д н е й  з а в и с и м о с т и  У
VU ( У Ь , з . . . , х к}  = J c x t3 ... ,  1 1 , 3 )
с  т о ч н о с т ь ю  д о  в е к т о р а  п а р а м е т р о в  оі .  П р и  э т о м  и с п о л ь з у е т с я  
а п р и о р н а я  и н ф о р м а ц и я  о M  [УI x lj. Е с л и  т а к о в а я  о т с у т с т ­
в у е т ,  т о  в  к а ч е с т в е  ( 1 . 3 )  б е р е т с я  о т р е з о к  р я д а  Т е й л о р а .  В  с л у ­
ч а е  н е л и н е й н о й  з а в и с и м о с т и  п р и х о д и т с я  л и б о  у ч и т ы в а т ь  з н а ч и ­
т е л ь н о е  ч и с л о  ч л е н о в ,  л и б о  р а з б и в а т ь  о б л а с т ь  С )
н а  ч а с т и ,  в  к а ж д о й  и з  к о т о р ы х  д о п у с к а е т с я  л и н е й н а я  а п п р о к с и м а ­
ц и я .  В  о б о и х  с л у ч а я х  р а з м е р н о с т ь  в е к т о р а  d  в е л и к а  и  н а м н о г о  
п р е в ы ш а е т  К  -  р а з м е р н о с т ь  о б л а с т и  " в х о д н ы х "  п е р е м е н н ы х .
П о с л а  в ы б о р а  з а в и с и м о с т и  ( 1 . 3 )  п а р а м е т р ы  d  о п р е д е л я ю т с я  
и з  к р и т е р и я  ( 1 . 2 ) ,  в  к о т о р о м  в м е с т о  о п е р а т о р а  м а т е м а т и ч е с к о г о  
о ж и д а н и я  M б е р е т с я  е г о  о ц е н к а
V U )  = J j E  (У/ -  jI  (*ч,  • .  - ,  * ІК ( 1 , 4 )
I -I  cl
Э т о  п р о с т е й ш и й  в и д  к р и т е р и я  н а и м е н ь ш и х  к в а д р а т о в .
М е т о д  н а и м е н ь ш и х  к в а д р а т о в  и м е е т  с в о и  о с о б е н н о с т и ,  к о т о ­
р ы е  с у щ е с т в е н н о  о г р а н и ч и в а ю т  о б л а с т ь  е г о  п р и м е н е н и я .
1 .  П р и  а н а л и з е  р е з у л ь т а т о в  в  MHK с ч и т а е т с я ,  ч т о  ( Х , , . . . , Х к ) 
и з м е р я ю т с я  т о ч н о .  Х о т я  в  н а с т о я щ е е  в р е м я  с у щ е с т в у е т  р е ш е н и е  з а ­
д а ч и  п р и  н а л и ч и и  м а л ы х  а д д и т и в н ы х  о ш и б о к  и з м е р е н и я  п е р е м е н н ы х
(  N , . . .  ,  X k ) ,  н о  р е з у л ь т а т ы  д о с т а т о ч н о  с л о ж н ы  и  н а  п р а к т и к е  
н е  и с п о л ь з у ю т с я .
2 .  В с е  п о м е х и  п р и в е д е н ы  к  а д д и т и в н ы м  о ш и б к а м  и з м е р е н и я  У .
3 .  Э т и  о ш и б к и  н е  з а в и с я т  о т  " в х о д о в "  ( . . . ,  х к )
4 .  И з в е с т н о  п а р а м е т р и ч е с к о е  з а д а н и е  п о в е р х н о с т и  р е г р е с ­
с и и  (  1 . 3 ) .
5 .  Н а и л у ч ш и е  с в о й с т в а  у  о ц е н о к  d  п о л у ч а ю т с я ,  к о г д а  о н и
лине йно входят в оценку регрессионной поверхности ( 1 .3 )  и 
когда аддитивные ошибки измерения имеют нормальный за ­
кон распределения.
Основное преимущество данного подхода заключено в воз­
можности определения оптимальных (в  смысле критерия наимень­
ших квадратов) оценок при малых объемах выборок.
Если условия 1-5  не выполняются, то для построения оцен­
ки регрессионной кривой -■ jp/yx, J  -  можно 
применить описанный ниже подход, основанный на использова­
нии оценок совместных плотностей вероятности, нашедших широ­
кое распространение в непараметрической статистике. Для од­
номерного случая (один "в х о д ", один "выход") некоторые ре­
зультаты содержатся в*работах /  2 -4  / .
2 .  Метод решения.
Кривая регрессии однозначно определяется совместной 
плотностью вероятности f e y , X , , . . . ,  x . ) =  f r y ,  x  > :
? f ~ )  * } \ y j ( Û ) d y l  f U y + d y  ( 2 .X )
Заменяем плотность / ( у + )  ее оценкой ) и полу­
чаем оценку для искомой кривой регрессии /  4 / .
CO ICO
L t u f y h  ( y . T ) d J f h  ( y , l ) d y .
' -COY  —  А
Здесь индекс п  означает, что оценки Л ) и Qn ( *  )
строятся на основе выборки ( 1 . 1 ) объема .
О ценки/« ( у +  ) можно выбирать в различной форме. Од­
нако при недостатке априорной информации желательно иметь 
оценки с устойчивыми к изменениям этой информации свойствами. 
Остановимся на использовании парзеновских оценок
/ / П К
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/ ( y J ) E  U p xL  Л  ~  1^ V
Здесь коэффициенты размытости и ядра 




Л *  ( у - р ( 2 .3 )
L i r  ( t ~ S  J, u i
ь  ■ ' i n
Et0 , K j , . . . , Kk выбраны 
I T  ( 2 . 4 )
Постоянные положительные коэффициенты { + j  определяются ви­
дом неизвестной п л о тн о сти / ( J d  )• Далее неопределенность 
относительно этих коэффициентов мы сохраним, чтобы с помощью 
их выбора решить наилучшиы образом основную задачу о постро­
ении сглаживающей линии регрессия» Заметим, что при любых 
О <  то, j  s  I 1 ..... . , К  оценка J n (у , T  ) сходится 
при / t — оо к истинной плотности f  ( у ,  T ) ,  если выбороч­
ные значения ( 1 . 1 ) независимы при различных /г .
Подставляем ( 2 .3 )  в ( 2 .2 )  и получаем оценку поверхности
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Затем парам етры / = ( о б / , . . . . . , / *  ) выбираем из требования 
наилучшего сглаживания ( 1 . 4 ) .
Преимущества описанного метода построения нелинейных 
регрессионных зависимостей.
1 .  Отпадает необходимость проводить параметризацию рег­
рессионной кривой. Процедура параметризации довольно слож­
ная, требует наличие значительной априорной информации, и по­
этому в многомерном случае обычно исследователи ограничива­
ются линейной или квадратичной апроксимацией.
2 .  При оптимальном выборе структуры коэффициентов раз­
мытости число подстраиваемых п арам етров//, . . . ,  имеет
размерность пространства "входных" переменных -  К, т .е .  за­
дача подстройки /  из критерия ( 1 .4 )  по размерности совпада­
ет с задачей построения линейного регрессионного уравнения. 
Однако нелинейная зависимость от /  несколько усложняет про­
цедуру их поиска. Ниже будет приведен непараметрический ал­
горитм их подстройки, основанный на использовании уравнения 
типа ( 2 . 5 ) .  Следует заметить, что с ростом H  чувствитель­
ность функции качества Cf у  ) по параметрам /  падает и
при любом о ^ /  <  00 условия сходимости оценки <  (Т , +  ) 
к f  ( T )  выполняются. Т .е . ,  если мы располагаем большим объ­
емом выборки н  , то выбор /  становится некритичен,и, при 
любом их наборе мы получим хорошее качество сглаживания эк­
спериментальных значений.
3 .  Получаемая оценка регрессионной кривой всегда явля-
- И О -
е т с я  асимптотически несмещенной и состоятельной (даже при 
наличии ошибок измерения "в х о д о в ").
Остановимся теперь на алгоритме вычисления К парамет­
р о в +  из критерия ( 1 . 4 ) .  Эти параметры являются слу­
чайными величинами, ибо объем выборки конечен, а сами пара­
метры P  зависят от выборочных значений ( І . І )  -  случайных
величин. У (P) тоже случайная величина. Тогда, используя об­
щую схему построения адаптивных алгоритмов /  6 / ,  получим 
итеративный алгоритм подстройки P
Т. N l h ß U - I ( r - y j  й ) і
H И = W  z c, 7*_V / v «  m . i r m  i  ( 2 -6 >
С = 2 ,  3 ,  4 о• • •••
Здесь: 8 -  номер итерации; К (^)-яд р о  ( 2 . 4 ) ;  ß  -  положитель­
ная константа, один из способов выбора которой приведен ниже; 
У  (P [G ) -  функция качества У  , рассчитанная при <*4 =
P г = I  [ f , • * • у Рк  = Фк [і]  ;
7 ' =  m i n  f t  О  [■/]),. .  . , V N l e - i } ) }  . ( г . ? )
В алгоритме ( 2 .6 )  на первых операциях величину можно по­
лагать равной нулю.
Опишем начальный этап расчета по ( 2 . 6 ) . Задаем произволь­
но P  [ І ] и  вычисляем У ( P \ f\) = 7 /  . Выбираем из усло­
вий, чтобы знаменатель ( 2 . 6 ) при 0 = 2  не был равен нулю;
0 < ß - = E  ¢ 2 . 8 )
Затем на следующих итерациях выбранное ß  оставляем постоян­
ным. Полагаем У*= о ,  вычисляем P [2] и т .д .
3 . Пример. Имеется ряд измеренных значений некоторой 
изменяющейся во времени переменной
. . . , ÿ { t n ) .  ( 3 .1 )
Зависимость от времени неизвестна и возникает необходимость
отфильтровать ошибки измерения, т . е .  получить сглаженную^ ,
функцию времени у  ( с ) .  Решение получаем с помощью алгорит- 
-а  ( 2 .5 )  £  у
У  = j ?  , , г  , І іГ Ѵ Г Т К  С5 »2 )
г д е / -  с к о л я р н ы й  п а р а м е т р ,  р а с ч е т  к о т о р о г о  м о ж н о  о с у щ е с т в и т ь  
п о  ф о р м у л е  ( 2 , 6 ) .
4 .  З а к л ю ч е н и е .  О п и с а н н ы й  в  р а б о т е  о б щ и й  п о д х о д  к  п о с т ­
р о е н и ю  а л г о р и т м о в  с г л а ж и в а н и я  р е з у л ь т а т о в  э к с п е р и м е н т а  п о з в о т  
л я е т  с т р о и т ь  в ы ч и с л и т е л ь н ы е  с х е м ы ,  п р о с т о  р е а л и з у е м ы е  н а  Э В М . 
М е т о д  у н и в е р с а л е н ,  п о э т о м у  а в т о р  р е к о м е н д у е т  и с п о л ь з о в а т ь  е г о  
п р и  и с с л е д о в а н и и  с л о ж н ы х ,  п л о х о  и з у ч е н н ы х  п р о ц е с с о в  в  о б ъ е к ­
т а х  х и м и и  и  х и м и ч е с к о й  т е х н о л о г и и .
В  н а с т о я щ е е  в р е м я  р а з р а б а т ы в а е т с я  с т а н д а р т н а я  п р о ц е д у р а  
а л г о р и т м а  с г л а ж и в а н и я .  З а п у с к  е е  п о з в о л и т  и н ж е н е р а м -  х и м и к а м -  
т е х н о л о г а ы  в  к о р о т к и й  с р о к  о б р а б а т ы в а т ь  н а  Э Ш  б о л ь ш и е  м а с с и ­
в ы  э к с п е р и м е н т а л ь н ы х  д а н н ы х  с  ц е л ь ю  р а с ч е т а  м а т е м а т и ч е с к о й  
в з а и м о с в я з и  м е ж д у  п а р а м е т р а м и .
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