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Abstract
Time dependent deformation is a common process in soil slopes but never the less a challeng-
ing task for stability assessment. Slope failure and the land subsidence originating not only
from extensive constructions and mining but also due to geological processes are common
problems, which adversely influence environment, human safety and economic development.
In order to pursue an advanced methodology for management and mitigation of soil slope
failure, such points as adequate monitoring technology, effective deformation recognition, re-
liable numerical modeling, and precise slope stability analysis are important to be taken into
account.
Within this scope, terrestrial laser scanner (TLS) was adopted to collect high resolution
point cloud data from a fresh cut high slope in sandy and clayey soils in an open pit mine.
Therefore, four scanning campaigns have been conducted over a period of three months. A
conversion tool to transfer a LiDAR data-based 3D geological model into a 3D geotechnical
model for numerical simulation has been developed. Two sophisticated techniques, i.e. both
maximum distance method and feature degree method, were proposed to recognize the slope
displacement in mm resolution from the surface model. In an iterative process with numerous
numerical forward simulations, presumed geotechnical parameters and resultant movements
were investigated to find the suitable solutions of parameter combinations for the FE-model
which enable to describe the observed deformation process. This allows to determine the
factor of safety (FOS) for the slopes, through finite element slope stability analyses combined
with automatic strength reduction technique, followed by time effect discussion which im-
proves the reliability of determined FOS.
i
Kurzfassung
Lockergesteinssedimente reagieren mit zeitabha¨ngigen Deformationen, wenn sie durch Ein-
schnitte entlastet werden. Diese Zeitabha¨ngigheit stellt eine Herausforderung, wenn es um
die stabilita¨tsbewertung geht. Bo¨schungsbru¨che und Bodensenkungen beispielsweise werden
nicht nur durch tiefgreifende Bauvorhaben und Bergbauaktivita¨ten ausgelo¨st, sondern auch
durch geologische Setzungsprozesse. Sie stellen ein Problem dar, welches sich negativ auf die
Umwelt, die Sicherheit des Menschen und die O¨konomie auswirkt. Mit der Ziel eine ada¨quate
Technik zur Bearbeitung und Schadensminderung von Versagensfa¨llen in Lockergestein zu
entwickeln, mu¨ssen angemessene U¨berwachungstechnologien, wirksame Methoden zur Erken-
nung von Deformationen, zuverla¨ssige numerische Modellierung und pra¨zise Hangstabilita¨ts-
analysen kombiniert werden.
In diesem Rahmen wurde terrestrisches Laserscanning (TLS) verwendet um multitemporale
hochauflo¨sende, dreidimensionale Oberfla¨chendaten einer hohen, frisch geschnittenen Tage-
baubo¨schung in sandig und tonigem Lockeregestein zu erhalten. Es wurden vier aufeinan-
derfolgende Scanaufnahmen u¨ber einen Zeitraum von drei Monaten hinweg aufgenommen.
Anschliessend wurde ein Programm erstellt, welches ein auf der Basis von TLS Daten er-
stelltes geologisches Modell in ein geotechnisches Modell fu¨r numerische Simulationen trans-
feriert. Dabei werden Methoden wie das maximale Entfernungsverfahren oder die Bestimmung
des Ausmasses von geometrischen Kennzeichen verwendet, um aus den geologischen Modell
Bo¨schungsverformungen in mm Auflo¨sung zu erkennen. In einem iterativen Prozess werden
durch gerichtete Optimierung die Kombination fu¨r die geotechnischen Bo¨schungsparameter
ermittelt, welche die beobachteten Verformungen in einem FE-Modell am besten beschreibt.
So kann durch die Finite-Element Analysen mit automatischer Festigkeitsreduktion ein Sicher-
heitsbeiwert fu¨r die zeitabha¨ngige Bo¨schungsverformungen bestimmt werden. Dies erlaubt im
Anschluss die Zuverla¨ssigkeit des ermittelten Sicherheitsbeiwerts auch unter Beru¨cksichtigung
zeitabha¨ngiger Verformungen zu bewerten.
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1Introduction
Slope failure and the land subsidence originating not only from extensive constructions and mining but
also due to geological processes are common problems, which adversely influence environment, human
safety and economic development. Time dependent deformation is a common process in soil slopes but
never the less a challenging task for stability assessment. The extremely high and steep slope mostly
exists in open pit mine due to pursuing the maximum profits and causes unstable slope. Since 1960s, a
series of monitoring instruments have been used and developed in open pit mines for periodic or real-time
observation, which assists mining operation. Synchronously, development of stability analysis method
and early warning techniques have consistently been taken into account.
1.1 Motivation
With the development of industrialization and economy, the safety and environmental concerns of open
pit mines and underground mines have increasingly become serious. Even though the renewable energy
resources are increasingly utilized, the fossil energy resources still play a major role in meeting the ever
increasing energy demands. For this reason, open pit mines and underground mines will be operated for
some time to come and the geotechnical problems will have to be encountered, i.e. the rock burst and
rock collapses as the common troubles regarding hard rock mine, and the time-dependent creep as the
common challenge with regard to soft material mine. Especially for time-dependent deformed slope sta-
bility assessment, it is essential to capture and identify the movements within a time-span which requires
sophisticated monitoring technology and modeling methodology.
1.1.1 Deformation Monitoring in Open Pit Mine
Mining operation extracts the fuel coal or other ores from the earth which may require tunneling into the
earth, and categorized to open pit mining and underground mining. The terminal hazard in open pit mine
which endangers the workers and production properties is the mine slope failure. Even though some cases
reveal that slope failure may occur instantaneously as the brittle characteristic of itself, most slope failures
take place after accumulating enough displacements. For instance, the occurrence of a small precursor
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prior to slope collapse is strong evidence (Hoek and Bray, 1981). For this reason, the fundamental means
to control the security during mining operation is the development of various transducers with high
sensitivity and devices with high precision to monitor the deformation in real time or periodic manner.
Glastonbury and Fell (2002) interpreted that combination of developing monitoring systems and warning
systems, selecting slope deformation criteria, and designing stabilization or risk mitigation measures is
the standard method for dealing with slope instability problem. Time-dependent deformation could be
monitored more easily than instantaneous deformation of stiff rock with the assistance of varied devices.
Many sophisticated devices are capable of capturing both the surface deformation and underground
deformation, however, it is necessary to chose a most adequate monitoring device by considering following
aspects:
• Proper monitoring device with cost efficiency,
• Proper monitoring device with high precision, frequency, and reliability,
• Proper monitoring device with efficiency of data analysis, and object virtual reconstruction.
Regarding subsurface monitoring, inclinometer is one of the most used technologies for underground
deformation detection, but the corresponding drilling costs in mining area are considerably high. Fur-
thermore, once slope failure occurs the pre-fixed inclinometers would lose their function due to damage.
In terms of surface monitoring, pre-installation of a large number of receivers or emitters for monitoring
purposes has the same problem. With regard to monitoring frequency, the best option is real-time or
periodical observation with a short interval. In general, the collected data via above mentioned techniques
are distributed in scattered manner, i.e. they are not capable of covering the whole target of interest.
1.1.2 Slope Stability Analysis in Open Pit Mine
As the slope failure is a terminal hazard directly endangering human and property safety, slope stability
and its failure prediction are the most important tasks to ensure the secure operation in open pit mine. It
is well known that the main characteristics of open pit mine are extremely steep and high, e.g. Chuquica-
mata copper mine with current height of 850 m, South Africa Palabora copper mine with present height
of 700 m, etc. From top to bottom of the mine slope, many different geological layers are exposed due
to variability of geotechnical conditions along the slope. All these characteristic conditions differentiate
open pit mine slopes from normal anthropogenic slopes. For both the following factors affecting the slope
stability need to be taken into account:
• Internal factors: Constituent of rock or clay or sand, structure of rock or clay (joint or fissure),
and ground water (hydrostatic pressure, hydrodynamic pressure, seepage force, uplift pressure, and
softening impact),
• External factors: anthropogenic influences (excavation, transportation, blast), weathering effects
(precipitation, lightening, freeze-thaw, etc.),
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• Other factors: geometry of slope (convex or concave towards mining stage).
Currently, limit equilibrium method (LEM), such as Bishop method, Janbu method, Morgenstern-
Price method are frequently applied to analyze slope stability; and numerical method, such as finite
element method (FEM), finite difference method (FDM), finite volume method (FVM), boundary element
method (BEM), discrete element method (DEM), etc. play an irreplaceable role in computing slope
stability. However, the mathematical approach to assess the progressive failure is not yet available
in the current state of the art. For precise slope stability analysis, three important aspects influence
the final results, such as precise geometry and geological model, precise geotechnical parameters, and
adequate mathematical approach, deserve more attention. Firstly, with the development of remote sensing
technology, high resolution digital elevation model (HRDEM) can be obtained by terrestrial laser scanner
(TLS). How to make use of a HRDEM for further analytical or numerical analysis is a challenge. Secondly,
as the exposed slope in open pit mine is of complex geological attributes, the determination of geotechnical
parameters for different geological layers is another challenge, as the resultant deformation by analytical
and numerical analysis is not compatible with the monitored deformation while applying the parameters
derived from experiments into analysis. Moreover, the applicabilities of LEM and FEM are verified by
numerous cases, howerver, how to apply the time-dependent deformation into numerical stability analysis
is the third challenge.
1.2 Objectives
Since the renewable energy resources are not entirely able to meet the human requirements, the exploita-
tion of fossil energy resources is inevitably ongoing. The main objectives during mining operation are the
security of production and human, and protection of environment. To ensure the security of production
in open pit mines, a combination of effective monitoring measures and subsequent numerical simulation
with consideration of time effect is a viable solution.
In terms of effective monitoring means, such merits as cost efficiency, sustainable and easy utiliza-
tion, integral data acquisition, high reliability and precision of collected data, extensive applicability and
treatability of collected data, are the significant objectives. Once monitored data are capable of covering
the interest area with high density, i.e. representing a surface and depicting complete deformation of the
surface, the scattered monitoring approach could then be replaced by the integral monitoring approach.
By virtue of the means, not only complete deformation within a surface can be recognized, but also the
high resolution three-dimensional (3D) surface model can be constructed, which provides slope stability
analysis with higher precision of over 7% than analysis on normal DEM model (Hu et al., 2011). Regard-
ing the slope stability analysis, the main objective is to design a new assessment methodology (analysis
workflow) of the progressive failure that generally happens in open pit mine of soft materials (e.g. clay
and sand). The slope in open pit mine generally undergoes two steps as follows:
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• Excavation: the main impact is the perturbation by excavations, and the main effect is deformation
(e.g. uplifting) due to unloading so-called strip;
• Exposure: once the slope stops uplifting, it then goes to sliding because of time-dependent degra-
dation of material;
Both steps are important to be considered during slope stability analysis.
In short, the aim of the present research is to supply an effective methodology taking into account
the time effect on slope stability in open pit mine. Therefore the techniques for transferring LiDAR data
based-geological model to FEM geotechnical model, the techniques for deformation analysis on basis of
LiDAR data, the techniques for acquisition of matched geotechnical parameters, and the time-dependent
slope stability analysis, will be carried into effect for slope factor of safety concern.
1.3 Structure and Methodology
The considerations in open pit mine are presented in Chapter 2 (State of the art). These are followed
by a concise overview of current monitoring technologies, a brief review of light detection and ranging
(LiDAR) technology, and the applicable approaches for slope stability analysis in terms of 2D and 3D.
Moreover, the advantages and limitations of different monitoring methods, and the applicability of the
mathematical approaches are discussed.
Chapter 3 (Study Area and Field Investigation) depicts the scenarios, in which the overview, produc-
tion, re-cultivation, stratigraphy, lithology, tectonics and dewatering of research area are interpreted, as
well as the periodical TLS field investigation is described.
Chapter 4 (Processing and converting LiDAR data) elaborates the treatment of original LiDAR data,
in which it is essential to give an introduction of PolyWorks software followed by preprocessing LiDAR
data. The tool called GoCAD (Geological Object Computer Aided Design) which enables to construct
a real 3D geological model is introduced. In order to use the HRDEM for numerical analysis, the tech-
niques for converting geological model to FEM geotechnical model are illustrated in terms of 2D and
3D, respectively. Finally, the conversion tool is applied into slope stability analysis in open pit quarry
(demonstration case) to reveal its effect and efficiency.
Deformation analysis based on the models of multi-temporal LiDAR data is implemented in Chapter
5 (Deformation analysis). Firstly, the construction of multi-temporal HRDEMs is referenced into a same
coordinate system, i.e. Universal Transverse Mercator system (UTM). Afterwards, deformation recogni-
tion is carried out by using the macro-view and the micro-view methods. Regarding micro-view method,
it is required to pre-select sufficient patches for detecting feature points. Two methods (maximum dis-
tance and feature degree) that deal with the recognition and extraction of feature points are proposed
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and applied into the research area. As a result, the ubiquitous deformation covering the whole area of
interest is acquired.
Time-dependent slope stability analysis is implemented in Chapter 6 (Numerical simulations) by us-
ing FEM numerical simulation. The 3D FEM model description with simplified but rational boundary
settings and mining conditions (excavation procedures) is the basis to achieve a satisfactory analysis
result. Back analysis for geotechnical parameterization to match the monitored deformation is another
effective solution to guarantee a reliable numerical simulation, e.g. artificial neural network (ANN) back
analysis which consists of five essential steps such as determination of parametric domain, parametric
sensitivity analysis, creation of samples, normalization of samples, and optimization of neural network.
Time-dependent strength reduction technique (SRT) is then applied to approach the critical state of slope
failure. In the end of this chapter, time effects on deformation, strain and stress of the key part (node or
element) are elaborated to provide a guideline by which the time-dependent deformation trend could be
predicted.
Finally, a summary of research work and achievements focusing on the objectives is given in Chapter
7 (Summary and Conclusions) followed by a discussion of the same methodology for further applications,
e.g. monitoring subsidence and surrounding rock deformation of long-wall mining and corresponding roof
stability and surrounding rock stability analyses.
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Based on the studies done by National Institute for Occupational Safety and Health (NIOSH) on re-
ducing the fatalities induced by slope failures, it is well-known that unexpected movements in open pit
potentially endanger human safety, demolish equipment, destroy properties, and interrupt production.
From 1995 to 2001, circa 15% of all surface-mine fatalities were caused by unstable ground conditions
(Figure 2.1, (Girard, 2001)). Therefore the monitoring technology in open pit has been developed in
order to guarantee the safety of personnel, equipments and facilities; to predict the potential movements
and risks; and to propose the proper measures for mitigation of slope failure.
Figure 2.1: Percentage of surface mine fatalities caused by unstable ground conditions, 2001 data is only
statistic till July (Girard, 2001)
Subsequently, deformation analysis and slope stability analysis are the key security concerns in open
pit mine. Many of the pits designed in the 1960s and 1970s were reaching their full depths after 20 or 30
years. A historical record of pit depths and corresponding slope angles for past and present pit operations
is shown in Figure 2.2 (Sjoeberg, 2000). The ‘ultra-depth’ near 1000 m is of significant stress level, in
particular if the horizontal stresses in situ exceed the vertical stresses. It is therefore important that more
attention should be given to the effects of stresses on slope stability of open pit mines. For instance,
the ratio of in situ horizontal to vertical stress should be considered, as well as the variance of Poisson’s
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ratio. It is therefore required a deep investigation and research on the failure mechanism of high-steep
slope. For such slope stability analysis, some skips need to be taken into account, such as from empirical
to theoretical, from qualitative to quantitative, from single evaluation to synthetic assessment, as well
as from conventional theory to creative theory, new methodology and new technology (Jiang et al., 2004).
Figure 2.2: Historical record of pit slope angle versus slope height, modified after (Sjoeberg, 2000)
2.1 Considerations in Open Pit Mine
First of all, clarification of common slope failure modes is essential (Figure 2.3), (Hoek, 2009)). Figure
2.3 shows four common slope failure modes, such as plane failure, wedge failure, circular failure, and
toppling failure. Secondly, the predominant characteristic in open pit mines is the considerable depth
and consistently dynamic influence. Last but not least, such aspects as Poisson’s ratio, Young’s modulus
or deformation modulus, local ratio of stress versus strain, and digital mine with information technology
(IT) should also be given attention.
Vaiance of Poisson’s ratio with little effect on the stress results can be neglegted. For elastic analysis,
the stress results are independent of the modulus of elasticity, but the strain results are directly propor-
tional to the value of the used modulus. Except for the tensile stress, a new consideration regarding slope
in open pit mines is the occurrence and the distribution of extension strains (Stacey et al., 2003). The
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Figure 2.3: Simplified illustrations of most common slope failure modes (Hoek, 2009)
extension strain is defined as the minimum principal strain 3 (in a compression positive convention) and
is calculated from the principal stresses using the three-dimensional elastic equation as below:
3 = [σ3 − ν(σ1 + σ2)]/E (2.1)
where σ1, σ2, and σ3 are the three principal stresses, ν is Poisson’s ratio, and E is the modulus of
elasticity.
The effects of the k ratio (the ratio of in situ horizontal to vertical stress) and the slope angle to the
extension strain zone are illustrated in Figure 2.4 (Stacey et al., 2003). From Figure 2.4, the textension
zones which can be very large, of the order of many hundreds of meters behind the slope face and beneath
the pit floor, are mainly dependent on the k ratio and the pit slope geometry. Both horizontal and vertical
values of extension strain zone generally are of the magnitude between 20 and 40, depending on the k
ratio value of 1 and independent of the slope angle.
With the developments of computer network technology, software technology, virtual reality, scien-
tific visualization, and automation, the idea of digitization has entered into every profession, e.g. digital
earth, digital Germany. It introduces the development of 3D technology in detail, describes the present
developments and the existing problems of a mine in digital format and shows the direction for creating a
safe, high-yield and high-efficiency digital mine. Furthermore, Geographic Information System (GIS) was
applied to assess the risk in open pit, e.g. ground subsidence triggered by mining (Mancini et al., 2009),
and slope failure. Information technology has also been applied to engineering geology and illustrated
with a number of practical cases developed in Netherlands (Rengers et al., 2002). IT refers to methods of
handling information by automatic approaches, consisting of computing, telecommunications, and office
systems, and dealing with a wide range of mostly electronic devices for collecting, storing, manipulating,
9
2. STATE OF THE ART
Figure 2.4: Extent of extension strain zones versus slope: a) Horizontal extents of extension strain zones
for two-dimensional slopes, and b) for axisymmetric slopes; c) Vertical extents of extension strain zones for
two-dimensional slopes, and d) for axisymmetric slopes (Stacey et al., 2003)
communicating and displaying information (Figure 2.5, (Kainz, 2002)).
Figure 2.5: Relation between data, information and knowledge (Kainz, 2002)
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Currently, Bingham Canyon copper mine has a width of 4000 m, depth of 1200 m, and covers an area
of 7.7 km2. Chuquicamata copper mine is 850 m deep, and this will increase to 1100 m by the year
2020 (Figure 2.6, photograph by Hoek, E. 1998). Udachnaya pipe mine has a depth of over 600 m. With
increase of the slope height and mine depth, stability and security cannot be guaranteed. Moreover, to
cut down the production cost and raise the mining profits, increase of the mine slope angle is an effective
solution. The conflict between ensuring the security and raising the economic profit is increasing. Such
mine catastrophes occurred even in well-monitored open pit mines which is shown in Figure 2.7 (Girard,
2001). They were caused by the complex geological conditions and various external disturbances in open
pit. Thus, more advanced monitoring approaches with inspection and verification are needed. Call and
Savely (1990) described the most important purposes of a slope-monitoring program as below:
Figure 2.6: Chuquimata open pit mine (Photograph by Hoek, E. 1998)
Figure 2.7: Geo-hazards in well-known open pit mines: a) tension crack formation and flexural toppling
in the upper west wall benches of the Chuquicamata mine (Photograph by Hoek, E. 1999); b) massive slope
failure at a gold open pit mine, Twin Creeks Mine, Nevada, no injuries or accidents caused, but causing
significant production problems and high relevant costs (Girard, 2001).
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• Maintain safe operational practices;
• Provide advance notice of instability, so action can be taken to minimize the impact of slope
displacement;
• Provide additional geotechnical information regarding slope behavior.
Currently the often used methods and instruments for monitoring slope movements in open pit are
categorized as follows:
• Surface Monitoring: Theodolite, Level, Rangefinder, Total Station, Displacement Meter, GPS,
Infrared Remote Sensing, Synthetic Aperture Radar Interferometry (INSAR), Robotic total stations
(RTS), Light detection and ranging (LiDAR), etc.;
• Underground Monitoring: Inclinometer, Extensometer, Anchor Dynamometer, Water Pressure Me-
ter, Time Domain Reflect Meter (TDR), Acoustic Emission (AE), etc.
2.2.1 GPS Technology
Basically, most used monitoring approaches are focusing on the surface movements as they are very
noticeable. In contrast, underground monitoring consists of unpredictable uncertainty even while using
highly sensible technology. The development of mining industry with extraordinary depth leads to a
demand for new sensors, sensor integration techniques and data processing strategies for deformation
monitoring systems. Slope failure in open pit as one common geo-hazard occurs normally with precursor
that can be detected via strategic monitoring; the imminent failure can then be predicted. Regarding the
basic geodetic monitoring in open pit mine, Jooste and Cawood (2006) gave lessons from Venetia diamond
mine regarding slope stability monitoring with considerations of atmospheric corrections, maintenance
of the system and management of the monitoring process. Performing such task with requirements of
high accuracy and confidence is extremely difficult to meet as the achievable precision of the conventional
monitoring technologies can be severely limited by the characteristics of used techniques themselves and
of the open pit. In general, a degradation in precision of monitoring technologies is unacceptable if the
minimum detectable deformation exceeds the mine’s tolerance. As a result, large open pit mines may
be the one of the most challenging deformation monitoring scenarios. Global position system (GPS) is a
viable technique replacing the conventional technology for such monitoring tasks in some cases.
Presently GPS has been applied to a purpose of monitoring motions in areas of interest worldwide.
Bond et al. (2007) introduced a GPS based monitoring system for disaster prevention and emergency
preparedness. Described in detail is the development of a fully automated, continuous, real-time moni-
toring system that employs GPS sensors and psudolite technology to meet high accuracy requirement in
such environments. The common used Ethernet and serial port communication techniques are applied to
transfer data between GPS receivers at target points and a central processing computer. The system was
applied in a large open pit, and the test results illustrated a remotely detected 10 mm displacement at
a target point. From here, the high sensitivity of GPS based system for detecting the small magnitudes
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of deformation is verified, but the shortcoming is that it is only capable of monitoring single target or
several target points but not the whole area of interest. GPS offers several advantages over most tradi-
tional geodetic monitoring means as it allows for continuous and high accuracy deformation detection,
described as follows:
• Line of sight is not required between stations;
• Updates with high frequencies, continuous time series with high temporal resolution;
• 3D position information is provided;
• Millimeter level position information is possible for baselines potentially up to 10 km in length;
• Lower manpower costs as GPS run automatically.
However, GPS technology has its own disadvantages:
• High cost of a geodetic grade receiver and antenna at each monitoring point;
• Low spatial resolution of targets that can be monitored;
• Tropospheric delay biases, Multi-path delays, Biases from thermal expansion, Limited satellite
visibility for steep open pit mine, requirement of stable reference point, and high requirement of
stable communication links between GPS receivers and computers.
Currently, GPS is combined with other media (e.g. laser scanner) to economically and efficiently mon-
itor targets. A research (Forward et al., 2001) presented an alternative approach, which used a switched
GPS antenna array system connecting multiple GPS antennas to a single GPS receiver. Wang et al.
(2010) proposed an improved integration of GPS with Pseudolites positioning technology to increase the
number of visible satellites for slope deformation monitoring in open pit.
2.2.2 InSAR Technology
As development of a series of small, low-cost SAR systems in the mid-1990s, interferometry radar system
(InSAR) designed to detect railroad track hazards due to rock falls was developed. This system was
designed to be low-cost and short range (Waite, 2000). The ground-based approach has the distinct
advantages, such as high resolution derived from a smaller radar footprint and high sampling rate (repeat
times in seconds) providing real-time deformation detection. Also, this technology was applied to cultural
heritage survey due to its merits during the same period (Tarchi et al., 2000). Prototype version using
InSAR enables to measure deformation over large area of mine high walls at unprecedented resolution.
Not only monitoring of large slope but also implementation of early warning system can be achieved by
this technology (Casagli et al., 2010). Yang et al. (2011) successfully applied InSAR to monitoring slope
in open pit and represents reliable interpretation of slope kinematics and short-term evolution. In their
contribution, a small deformation rate of 0.016 mm/h was detected. Harries (2008) developed Slope
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Stability Radar (SSR) to provide an enhanced tool for managing risk of slope instability. The SSR is an
all-weather system which remotely scans slopes with a sub-millimeter precision. The combination of near
real time measurement, high precision and large coverage extent is very well suited for providing ideal
information for the management of slope failure in open pit mine.
Nevertheless, a series of critical issues prevent its full utilization. Herrera et al. (2010) applied Dif-
ferential InSAR (DInSAR) originally for monitoring mining subsidence, but unknown ground instability
was detected at the same time. They illustrated the advantages and disadvantages of using this technique
for mapping ground movements in mining areas. Following shortcomings need to be eliminated in case
of using InSAR technology:
• The effects of weather and earth’s atmosphere on the radio waves returning from the target are
critical, and moisture on the target surface will likely change the scattering center interpreted as
deformation of the target;
• Highly dependent on the precise orbital parameter, highly sensitive to the displacements parallel
to the Line of Sight (LOS) whereas it is blind orthogonally to the LOS;
• High requirement of sufficient sophistication of detection algorithm to distinguish the actual defor-
mation from changes induced from atmospheric conditions, and low temporal sampling (e.g. general
1 SAR image/35 days);
• Necessity of installation of relevant devices or components in field.
2.2.3 Wireless Sensor Networks
A wireless sensor network (WSN) consists of spatially distributed autonomous sensors to monitor con-
ditions of area of interest, such as temperature, sound, vibration, pressure, motion or pollutants and
to cooperatively pass their data through the network to a main location. Nowadays, such networks are
increasingly used in open pit mine for safety management. Terzis et al. (2006) proposed a network of
sensor columns for detecting the early signals preceding a catastrophic event. In their data analysis, finite
element method (FEM) was applied to predict whether and when a failure would occur. Sensor network
for monitoring natural disasters faces many hard conditions, e.g. sudden occurrence of natural disasters,
destruction of network by disaster, and unreliability of data transmission. Given the shortage in the
monitoring, the multi-sensor information fusion for the monitoring of open pit mine slope deformation is
emerging. The fusion in the state estimation techniques was introduced to the deformation monitoring
system. Because of the dynamic characteristic of deformed slope, the monitoring is then regarded as a
tracking process for dynamic target which is difficult to be described accurately through only one model
(Fu et al., 2008). With the multi-sensor data fusion technology, the monitoring information over differ-
ent parts which is integrated as a single variable monitoring time-series, comprehensively and robustly
enhances the deformation prediction. Thus, several robust systems have been developed. For instance,
flexibility of losing or inserting sensing node and dynamic control of data transmission were concerned
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(Takayama et al., 2008); Arnhardt et al. (2010) devoted to the “Sensor-based Landslide Early Warning
System” (SLEWS) as well.
2.2.4 Robotic Total Stations
Robotic total stations (RTS) with automatic target recognition provide an efficient solution for tough
monitoring task in large open pit. Chrzanowski (2006) presented several solutions to extend RTS ap-
plication in open pit. Furthermore, Brown et al. (2007) illustrated a combination of RTS and Global
Navigation Satellite Systems (GNSS) for fully automated, accurate, efficient and cost effective monitoring
in large open pit mine. However, following problems still need to be improved:
• The accuracy limitation of RTS pointing to the targets;
• The effects of atmospheric refraction;
• The instability of reference control point locations leading to a misinterpretation of actual defor-
mation;
• The configuration defects arising during multiple-RTS networking solutions.
2.2.5 Underground Monitoring
Extensometer: It is a common method for monitoring movement across tension cracks. Electronic
monitoring transducers can be configured to provide warning signal if the cracks reach a certain thresh-
old limit. Nowadays, some extensometers are sensitive to deformation of sub-mm level. However, it will
randomly provide false alarms, as the high sensitivity is easily influenced by temperature and wildlife.
Inclinometer: It needs a pipe whose end is assumed to be fixed on a proper depth within borehole
to observe the underground displacement. Data acquisition from inclinometer can be used to locate shear
zones, to determine whether they are planar or circular, as well as to determine whether displacement
along the shear zone is constant, accelerating, or decelerating (Kliche, 1999). The relevant cost for instal-
lation of inclinometer is really high. Furthermore, if the placement of inclinometer’s end is not proper, it
may ‘float’ and give erroneous information. Finally, once failure occurs, the embedded inclinometer may
lose its function.
Time Domain Reflectometry: Time Domain Reflectometry (TDR) is a technique through which
electronic pulses are sent down a length of a coaxial grouted cable in a borehole. Signal accounting
for the subsurface rock mass deformation is reflected, when deformation is encountered. Kane (1998)
summarized the advantages of TDR cables over conventional subsurface monitoring techniques, such as
lower cost of installation, rapid and possible remote monitoring, and instant deformation determination.
Moreover, it can easily be bundled with other instruments such as extensometers, inclinometers, rain
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gauges and piezometers.
Acoustic Emission (AE): Since 1970s, many researchers (from U.S., Canada, and Australia) have
applied Acoustic Emission (AE) technology to predict hazards in open pit mines. Based on these re-
searches, it is demonstrated that not only the shearing zone or failure localization can be revealed, but
also the rock strength parameters can be disclosed via back analysis (Cai et al., 2007).
2.2.6 LiDAR Technology
In recent years, a newly developed 3D laser scanning technology, is capable of observing deformation of
complete target and providing high resolution (mm level) and high accuracy (mm level) model. LiDAR
is an optical remote sensing technology which can measure the distance and local position of a target.
LiDAR technology comprises terrestrial laser scanning (TLS) and airborne scanning. ILRIS-3D, as a
well-known TLS device, is a compact, fully portable and highly integrated package with digital image
capture and sophisticated software tools, as well as ideal for the commercial survey, engineering, mining
and other industrial markets. TLS has promoted the situation of geodetic survey. The comparison be-
tween Optech ILRIS 3D laser scanner and conventional geodetic survey is shown in Table 2.1 modified
after Hu et al. (2010).
Table 2.1: Comparison of performance between ILRIS 3D survey and conventional survey (modified after
Hu et al. (2010), based on field notes: civil engineering, bridge detection analysis by Florida Department of
Transportation)
Aspect Conventional ILRIS 3D
survey survey
Setup time 16 hours 5 minutes
Field performance Min. number of personnel 2 1
Required total time 32 hours 5 minutes
Data collection time 1 minute 15 minutes (total)
Labor performance Min. number of personnel 1 1
Required total time 1 minute 15 minutes
Data processing Total time <5 minutes 30 minutes
Total number of measurements < 500 > 1000000
Summarizations Time to completion 32 hours 50 minutes
Time per measurements 230 seconds 0.003 seconds
Final data output Numeric comparison 3D visualization
Currently, LiDAR technology has been increasingly applied to geomatics, archaeology, geography,
geology, geomorphology, seismology, forestry, atmospheric physics, and others. From Table 2.2 it is
demonstrated that LiDAR technology, especially TLS, is firmly suited for scanning in open pit mine or
other sites where potential danger is present, is a solid basis for constructing a high resolution digital
elevation model (HRDEM), and is capable of detecting deformation with accuracy of mm level via multi-
temporal scanning campaigns. Furthermore, it provides the deformation information with covering the
16
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whole area of interest and with high density (spot spacing at mm scale) which considerably avoids the
limitation of using point-based monitoring approaches. The challenge is how to efficiently analyze the
LiDAR data and how to extract the valuable information (e.g. deformation signs) from huge amounts of
data.
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2.2.7 Discussions
The selection of monitoring approach should concern applicability and capability of system, and take into
account the mining activity and slope failure impact. It requires a good understanding of displacement
patterns as well. It is for sure that the combination of surface and underground monitoring technology
with versatile merits, such as non-contact, remote control, high intelligence, high precision, high reliability
and sustainability, is the trend for slope monitoring in open pit mine. The most current researches focus
on development of monitoring system with consideration to the conflict between accuracy of deformation
detection and cost of system. For instance, Vaziri et al. (2010) proposed a simple method by which we
can evaluate the effectiveness and reliability of monitoring system. Because slope failure is caused by
the influence of external loads and the deterioration of internal geo-properties, designing a dynamic com-
prehensive control method for monitoring landslide is essential. Wei et al. (2006) illustrated a dynamic
comprehensive control method taking full advantage of updated monitoring data and site investigations
of landslides and emphasizing the implementation of possible measures for landslide control at reasonable
stages, to prevent the occurrence of a slope failure with the case study at the Panluo open pit iron mine.
Most contact measurements are uneconomical and difficult to be mounted on dangerous area. Moreover,
it is necessary to observe a complete mine slope. For all concerns, TLS as non-contact remote sensing
device, may play a prevailing role in monitoring bench slope and mining wall, which are subject to ex-
ternal dynamic influence.
2.3 Slope Stability Analysis
There has been disappointingly little development in the analysis of slope stability in open pit mines over
the past 30 years (Stacey et al., 2003), and limit equilibrium methods (LEMs) are still most commonly
used. The application of numerical stress analysis methods in open pit mine slope stability has become
relatively common only in recent times, and there are no standardized approaches yet.The lack of devel-
opment in general, and the lack of robust, standardized approaches, are surprising in view of the ‘ultra’
deep open pit mines with depths in excess of 1000 m. In the 1960s and 1970s considerable researches
were carried out on the stability of rock slopes in open pit mines. It was also during this period that
early development of numerical analysis methods for open pit mines took place, but there was relatively
little application of them for assessing slope stability. Most of the work concentrated on the use of LEMs,
the state of the art of which was summarized at the time by Hoek and Bray (1981).
2.3.1 Limit Equilibrium Methods
In a broad sense, LEMs are numerical methods. LEMs assumes that the slip surface takes place within
slope body and stands at the critical state, we then divide the slope into slices with vertical boundary and
construct the static equilibrium equation. Finally the factor of safety of slope can be obtained through
computation of the static equilibrium equation. The conventional LEMs investigate the equilibrium of
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the soil mass tending to slide down under the influence of gravity. Transitional or rotational movement
is considered on assumed or known potential slip surface below soil or rock mass (Figure 2.8, wikipedia);
and these methods assume that the shear strengths of the materials along the potential failure surface are
governed by linear (Mohr-Coulomb) or non-linear relationships between shear strength and the normal
stress on the failure surface (US Army Corps of Engineers, 2003). Analysis provides factor of safety,
defined as a ratio of available shear resistance (capacity) to that required for equilibrium. The most com-
mon LEMs discretize soil mass into vertical slices (Figure 2.9) (Abramson et al., 2002; Zhu et al., 2003).
The main objectives of slope stability analysis are finding endangered areas, investigation of potential
failure mechanisms, determination of the slope sensitivity to different triggering mechanisms, designing
of optimal slopes with regard to safety, reliability and economics, designing possible remedial measures,
e.g. barriers and stabilization (Eberhardt, 2003). In particular, locating failure surface can be achieved
with the help of computer programs using search optimization techniques.
Figure 2.8: Rotational failure of slope on circular slip surface, (wikipedia)
Figure 2.9: Method of slices
In 1916, Petterson firstly presented the stability analysis of the Stigberg Quay in Gothenberg, Swe-
den. It could be the first time of that the slip surface was circular and the sliding mass was divided
into slices. During the next few decades, Fellenius (1936) introduced the Ordinary or Swedish method of
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slices. Janbu (1954) and Bishop and Morgenstern (1960) developed the techniques for the slice method.
As the advent of computers in the 1960s, the more readily handled iterative procedures were coming out,
which led to more rigorous formulations such as those developed by Morgenstern and Price (1965) and
by Spencer (1967). All these methods are based on comparison of forces (moments and stresses) resisting
instability of the mass and those that cause instability (disturbing forces). Two-dimensional sections are
then analyzed assuming plain strain conditions. Results (factor of safety) of particular methods can vary
because methods differs in assumptions and satisfied equilibrium conditions (Abramson et al., 2002). In
the early 1980s, the powerful desktop personal computers made it economically viable to design commer-
cial software based on these techniques, and the availability of such efforts has led to the routine use of
LEMs stability analysis in geotechnical engineering practices. Nowadays, Steward et al. (2011), revised
the Taylor’s slope stability charts (1937), which are used to evaluate the safety factor of homogeneous soil
slopes with a disadvantage of no definition of the location of the slip surface. The revised charts dealing
with undrained clays and drained soils are of more applicability, e.g. shallow slopes with low strength
parameters, which is not the reality in deep open pit mine. The varied considerations and assumptions
of the most slice methods are summarized in Table 2.3.
Table 2.3: Inter-slice equilibrium status and assumptions of slice method
Method Moment
Equilib-
rium
Force Equi-
librium
Inter-slice
Normal (E)
Inter-slice
Shear (X)
X-E relationship
Ordinary or Fel-
lenius
Yes No No No No inter-slice forces
Bishop’s Simpli-
fied
Yes No Yes No Horizontal
Janbu’s Simpli-
fied
No Yes Yes No Horizontal
Spencer Yes Yes Yes Yes Constant
Morgenstern-
Price
Yes Yes Yes Yes Variable; user function
Corps of
Engineers-2
No Yes Yes Yes Inclination of ground
surface at top of slice
Janbu General-
ized
Yes (by
slice)
Yes Yes Yes Applied line of thrust
and moment equilib-
rium of slice
Sarma-Vertical
Slices
Yes Yes Yes Yes x = c+ Etanφ
LEMs are capable of quantitatively evaluating slope stability; however it does not take into account
the relationship between stress and strain, and it only brackets all the potential sliding zone. It therefore
is suited for analyzing a homogeneous soil slope. It is noticed that many varied assumptions exist, such as
the boundary conditions, positions and directions of inter-slice forces. Thus LEMs-based slope stability
analysis for complex material and boundary conditions could not coincide with the truth.
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2.3.2 Plastic Limit Analysis
The limit analysis method defines the soil as a perfectly plastic material that is obeying an associated flow
law. With this idealization, and also the assumption that the work by gravity and external force under
the critical state is equal to the work by stabilizing force, and the two proved plastic bounding theorems
(lower and upper bounds) (Drucker et al., 1952), the critical load and factor of safety can be obtained
synchronously. It is noticed that the bound theorems of limit analysis are particularly effective given both
lower and upper bounds solutions can be computed, as the exact collapse load can be enclosed from lower
to upper. In recent years, some remarkable efforts in the application of the plastic limit analysis (PLA)
of slope stability have been contributed. Donald and Chen (1997) proposed a new method for stability
analysis in soils and rocks based on the upper bound theorem of classical plasticity. By equating the work
done by external loads and body forces to the energy dissipated in shearing, either a safety factor or a
disturbance factor may be calculated. Lyamin and Sloan (2002) made significant progress in developing
new method using linear finite elements and non-linear programming for one- two- and three-dimensional
limit analysis.
The above-mentioned contributions make PLA more applicable for slope stability analyses; however,
the problems during PLA implementation still exist. The calculated factor of safety is the domain and
only the analytical results can be obtained under the extreme idealization. In addition, it is difficult to
take into account complex load and seepage and the other impact factors.
2.3.3 Numerical Analysis Methods
Hoek and Karzulovic (2000) summarized, ‘In the current state of practice, heavy reliance is placed on
LEM analysis, which are often too simplistic, particularly for larger slopes. Numerical modeling is finding
increasing application, particularly for defining potential failure modes. However, some degree of calibra-
tion is required before the numerical models can be considered predictive in the design sense. This also
is an area requiring considerable future investigation’.
Numerical methods are more sophisticated and complicated than LEMs and PLA, as they take into
account deformations (strains) but not just forces (stresses) like the most conventional LEMs do. With
the development and universal use of personal computer, the techniques of numerical analysis have been
quickly improved and extensively used in the past several decades. In a broad sense, numerical methods
can be classified into continuum and dis-continuum methods (the relevant models see in Figure 2.10,
(Bobet, 2010)). The most often used methods are:
For continuum:
a) Finite Difference Method (FDM); FLAC and FLAC3D (ITASCA Consulting Group, Inc.);
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Figure 2.10: Continuum and Discrete Models: a) continuum, b) discrete-continuum, c) discrete, d) Psudo-
continuum (Bobet, 2010)
b) Finite Element Method (FEM); ABAQUS (Hibbit, Karlson and Sorensen, Inc.) and PLAXIS
(Plaxis BV);
c) Boundary Element Method (BEM); BEFE (coupled BEM-FEM, Computer Software and Services
(CSS)).
For dis-continuum:
a) Discrete Element Method (DEM); UDEC, 3DEC (ITASCA Consulting Group, Inc.);
b) Discontinuous Deformation Analysis (DDA);
c) Bonded Particle Model (BPM); PFC2D and PFC3D (ITASCA Consulting Group, Inc.).
For soils it is often deemed that a continuum model is appropriate, and for rocks no guideline is
available to evaluate the suitability of a continuum or a dis-continuum model. Selection of continuum or
dis-continuum methods is still under debate. However, it is empirically dependent on the size or scale of
the discontinuities with respect to the size or scale of the problem which needs to be solved (Bobet, 2010).
By far, the FEM is the often used method for the analysis of continuous or quasi-continuous media,
especially suited for soil. ‘We are approaching to the initial envisage’ by Whitman and Bailey (1967)
who set a criteria for promising methods to become readily accessible to all engineers. FEM represents a
powerful alternative means for slope stability analysis with accuracy and versatility and only a few prior
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assumptions. FEM will be elaborated in detail as below:
FEM consists of two keywords that are discretization and interpolation. Discretization of the con-
tinuum into small elements that intersect at their nodes in the beginning of the analysis is previously
implemented. The latter one interpolates the obtained results. The method is dependent on the as-
sumption that, via appropriate selection of interpolation functions, displacements at any points within
the element can be exactly calculated from the displacements of the nodes. The basis of this method is
virtual displacements, in which, the total internal work for a body in equilibrium (satisfying boundary
conditions) with relevance to the virtual displacement field must be equal to the total virtual external
work. This method can be applied to both forward analysis and back analysis. Similarly, if results or
measurements are given, ground properties or ground behavior can be closely approximated.
In general, FEM slope stability analyses can be classified into two categories, the first of which is based
on slip surface stress analysis (SSA), i.e. the combination of LEM and FEM (Aryal, 2006; Duncan, 1996;
Fredlund and Scoular, 1999; Zou et al., 1995), and the second of which is coupled with strength reduction
technique (SRT) proposed by Zienkiewicz et al. (1975) and followed by Dawson et al. (1999), Zheng and
Zhao (2004) and Nian et al. (2011). Since the development of the finite element method of stress analysis
in the 1960s, the early applications of the FEM to slopes were carried out (Duncan and Goodman, 1968;
Mahtab and Goodman, 1970). Stacey (1970, 1972, 1973) carried out extensive investigations into the
elastic stress distribution in two-and-three dimensional slopes, in which such factors as slope inclination,
the floor width, the horizontal in situ stress field, and the value of Poisson’s ratio were taken into account.
In the last three decades, FEM have been increasingly become applicable for slope stability analysis by
enrichment of real cases, e.g. Griffiths (1980) extended Zienkiewicz et al. (1975) work to show reliable
slope stability results over a wide range of soil properties and geometries as compared with the work done
by Bishop and Morgenstern (1960). The following extended work has enhanced further confidence in the
method, (Griffiths, 1982, 1989, 1999; Potts et al., 1990). From a series of recent specialized publications
(Pierce et al., 2000; Valdivia and Lorig, 2000), and Labichino and Cravero (2008) presenting the feasible
clarification of possible role by fault and stress levels via FEM modeling based on displacement moni-
toring and stress measurement. Numerical methods have been commonly used in the mining industry;
however, numerous problems remain, not the least of which involves reliable prediction of instability.
2.3.4 Discussions
This section discusses and categorizes the available methods for slope stability analysis. Based on the
above brief review of literature, the following aspects may be concluded:
• The limited progress made with the application of numerical analysis techniques to rock slope
stability over the past 30 years is very disappointing, and the use of stress analysis approaches for
prediction of slope stability in open pit mining does not appear to be well established;
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• Stress and failure aspects are only the concentrations during stress analysis to slope stability, and
no attention is given to strain distributions in slopes;
• The input parameters for the stress analyses have usually been derived from rock mass classification-
based empirical correlations and assumed rock mass failure criteria. Such empiric and assumptions
are likely to introduce very significant variability into the analyses. As a result, it will probably be
unsatisfactory for absolute prediction of stability.
LEMs have less accurate than the other methods. Numerical methods have more acceptable accuracy
than LEMs but these methods require enough time and knowledge. The advantages of the FEM to slope
stability analysis over conventional LEM can be summarized as below:
• No assumption needs to be made in advance about the shape and location of the failure surface;
• No assumption needs to be made for the inter-slice forces and directions;
• FEM support information about deformations at working stress levels in case exact soil compress-
ibility data are available;
• FEM preserves global equilibrium until ‘failure’ occurs through the zone within the soil mass where
shear strength is unable to resist the applied shear stresses, and is capable of monitoring progressive
failure.
Finally, it is supplementary that the accuracy of the chosen method for analysis can be based on
two important parameters: location of slope and shape of probable slip surface (Pourkhosravani and
Kalantari, 2011).
Existing Problem: The conventional approaches for monitoring slope in open pit are mainly focus-
ing on the surface deformation, and it is difficult to master the precursor that is necessary for forecast
of slope failure. As a detectable surface deformation results from the accumulation of inner change or
shearing zone propagation, we can deem that a certain slope failure takes place inevitably due to activities
of inner part. In particular, the inner activities need to arrive at the critical value, and the progressive
process supplies us with the chance to pursue managing and predicting the slope hazards in open pit.
It is necessary to highlight that the reason for deformation in open pit is the change of in-situ stress
after excavation, as well as by other anthropogenic activities. The most common deformation or collapse
for each bench wall results from loosening of material. Actually, both deformation and tolerated collapse
are welcome in open pit, as they don’t cause fatality and influence human lives, properties and produc-
tion, but create liberation for bench slope that is positive assistance to stabilize itself. For this reason,
the main concern in open pit is whole bench slope stability and several conjunct bench slopes stability
that is of characteristics of large-scale failure and high risk.
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On the other hand, the temporal-spatial calibration of progressive damage evolution and effective
determination of strength parameters are really difficult and lack substantial improvements. Both are
induced by a degradation of geological conditions resulting from unloading, loading, seepage, blasting
and vibration force. In open pit mine, the main reasons resulting in the deformation and mine wall
failure are unloading after excavation and cycle impact of dynamic load. The nature of slope deformation
and damage is the integrated result of dissipation and release of energy. In terms of adverse impact of
dynamic load, first of all it is a factor of deterioration of shear strength properties. It is also a trigger
for occurrence of slope failure. The most complexity is syntehtically considering all factors, therefore the
effective characterization of shear strength is valuable for aid in open pit mine.
Based on the most common use of monitoring devices in open pit mine, surface mine attributes,
existing problems, and mathematic solutions, the following conclusions may be useful for further research:
• In accordance with the characteristic of slope engineering in open pit mine, i.e. time dependent
evolution, the deformation and tolerated damage are allowed to occur, and it is also the chance in
which we can connect the objective monitoring with the subjective analysis in theory. It means the
study of slope stability in open pit mine promotes the combination of practice and theory. Therefore,
the dynamic process for both monitoring and theoretic analysis is powerful with continuous iteration;
• With respect to monitoring of slope failure in open pit mine, the development of technologies of
both hardware and software with merits, such as remote sensing from surface to subsurface, high
intelligence, high accuracy and instant response, supplies us with fruitful data, more imaginable
solutions, and more confidence to assist management for surface mining. Regardless of the high
cost and reliability of subsurface monitoring, the internal substance of slope body can be mastered.
Contact surface monitoring, e.g. GPS, is capable of giving most precise information of interest,
but high cost as well. In particular, a mine bench is not permanent as the dynamic excavation
that limits the use of GPS technique in this area. Non-contact surface monitoring, e.g. InSAR and
LiDAR, especially LiDAR with outstanding advantages, such as cost efficiency, compact nature and
ease of use, highest dynamic range, high resolution and high accuracy, is most suited to monitor the
deformation of such slope undergoing dynamic excavation or other external influences. The chal-
lenge is how to quickly recognize deformation using LiDAR data, how to combine scanned LiDAR
data with mathematic solution, whether it is effective to determine the progressive deterioration of
geotechnical parameters which is the nature of deformation and failure;
• Regarding the mathematic solution for analyzing slope stability in open pit, the use of either LEM
or FEM is not crucial factors influencing the final analysis result, but the geotechnical parameters in
nature influencing stability are not consistent with the actual conditions. Therefore the development
of calibration of shear strength parameters and mechanism of propagation of shearing zone is
essential. As the deformation or failure of mine slope is of progressive attribution which is dependent
on the consistent deterioration of geotechnical parameters, it is necessary to constitute a time
dependent degradation mechanical model which coincides with the detected surface deformation.
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A viable solution is to use back analysis to achieve proper geotechnical parameters for further
numerical simulation.
29
2. STATE OF THE ART
30
3Overview of the Study Area and
Field Investigation
A cooperation project between RWE Power AG (RWE) and Department of Engineering Geology and
Hydrogeology (LIH) at RWTH Aachen University has been carried out since August 2010 in opencast
mine Hambach, Germany. This project dedicates to establishing a systematic methodology available for
effectively monitoring slope, recognizing tiny deformations and analyzing geotechnical problems in open
pit mine.
3.1 Overview of the Study Area
The opencast mine Hambach (strip mine, in Niederziel and Elsdorf, i.e. the heart of the Rhenish lignite
mining area, located in the Lower Rhine Embayment in the triangle formed by the cities of Cologne,
Aachen and Duesseldorf, North-Rhine Westphalia, Germany) is the largest one of the RWE for the pro-
motion of lignite opencast mine (Figure 3.1, Thomas Roemer (OpenStreetMap data)). Begun in 1978,
the mine currently has a size of 39.32 km2 (measured in early 2011) and is approved to eventually have
a size of up to 85 km2. It is also the deepest open pit mine with respect to sea level, where the ground
of the pit is 293 meters below sea level, which corresponds to 399 meters below the ground level from
the southeast edge (106 meters above sea level) of the mine. Within its 85 km2 mine area, it stores 2.5
billion tons of lignite, which are up to 450 meters deep. In 1984 the first ton of brown coal was mined.
In this area, about 40 million tons of brown coal is mined every year. Today it is estimated that 1772
million tons of brown coal are still available. The lignite was far from extensive forests and marshes,
which developed in the Lower Rhine Basin from 30 million years ago up to 5 million years ago. The
geology of the Lower Rhine Basin is characterized by long periods of subsidence in the past 30 million
years, which led to the deposition of a mighty up to 1300 m sediment package by the North Sea, and by
many rivers, in which there are now up to 100 m thick lignite seams. The mine produces tailings with an
annual amount of 250-300 million cubic meters. The ratio of overburden to coal is 6.2:1. The brown coal
is transported via railway of Hambach, i.e. Hambachbahn, the famous railway for transporting coal mine,
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Figure 3.1: Open pit lignite mines in the Rhenish area, Thomas Roemer (OpenStreetMap data)
to Bergheim-Auenheim, and then continually via north-south railway to power plants in Niederaussem,
Neurath, Frimmersdorf and Goldberg in Knapsack. Highly visible hallmark of the open pit is the height
of Sophienhoehe, an artificial and outside dump located north of the mine. A total of 1.1 billion m3 form
a flat-topped hill rising nearly 200 m above the original surface and covering an area of 10 km2.
Beginning in 2013, the current construction area will be extended to south, which requires the villages
Morschenich and Manheim to be resettled, the A4 motorway and the railway Hambach to be parallelly
reconstructed about 3 km of the south to the railway between Cologne and Aachen, and a small part of
highway NO. 477 to be relocated a little more eastern direction.
3.2 Production of Open Pit Hambach Mine
The opencast Hambach is working with the largest excavators in the world: they are 190 meters long,
40 meters wide, approximately 95 meters high and 13500 tons weighty. At the Hambach mine, eight
bucket-wheel excavators are in operation: five with capacity of 240,000 m3/day, one with the capacity
of 200,000 m3/day and the other two with 100,000 m3/day. Production at Hambach was 40 Mt of coal
in 2010. On the other hand, seven spreaders are used to dump the overburden: six locates on the inside
32
3.3 Re-cultivation in Open Pit Hambach Mine
dump and one at the Bergheim opencast mine, connected to Hambach by a 15 km long twin conveyor
system. The conveyor belts play an important role in power generation and upgrading operations in the
mining area. Loess and overburden are transported by belt or rail and then distributed in some sections
of the opencast mine where the coal has already been extracted. Subsequently, the spreaders stack the
material for re-cultivating the new landscape. The brief information of open pit mines in Rhenish area
are concluded in Table 3.1. Except for the lignite in opencast Hambach mine, the resources delivered
by Hambach in cooperation with the power plants and factories are: gravel (in construction of domestic
and public buildings and infrastructure), coke (in steel production, absorbent coal for filtering), gypsum
(in the construction industry), clay (landfill barriers, potentially for daily or industrial ceramics and
brick manufacturing), industrial-coal-dust (as ingredient in bituminous road construction material, and
cement production), timber (in construction and decoration), and water (drinking-water, eco-water, and
for power plants) (Schmitz, 2006).
Table 3.1: Brief information of major open pit mines in Rhenish area
Overview (end of 2011) Hambach Garzweiler Inden
NO.1 NO.2
Size of the approved mining area (km2) 85 66 48 45
Operating area (km2) 39.32 (early of 2011) 31 (early of 2010) 14
Carbon content (Mio.T ) 1660 (early of 2011) 1370 (early of 2010)
Ratio of overburden to coal (m3/T ) 6.2:1 4.7:1 3:1
Annual waste capacity (Mio.m3) 250-300 130-150 80-95
Annual coal production (Mio.T ) 40 35-40 20-25
Bucket wheel Hambach
Number of units 2 1 5
Capacity (m3/d) 110,000 200,000 240,000
Spreader Hambach
Number of units 1 6
Capacity (m3/d) 150,000 240,000
Belt conveyor Hambach
Length in total (km) 100
Reclamation Hambach
Land access (km2) 53.55 (end of 2011)
Rehabilitation (km2) 13.81 (end of 2011)
of which for agriculture (km2) 0.14
of which for forest (km2) 13.67
3.3 Re-cultivation in Open Pit Hambach Mine
As mentioned before, the Sophienhoehe hill is a visible hallmark in the mine area. The top surface of the
hill is covered by a 4 m thick layer of highly fertile topsoil. Roughly 10 million trees have been planted:
36 different native species of trees and 18 species of shrubs and bushes form a forest being as natural as
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possible. Attention is also given to creation of a natural habitat for native wildlife game, birds, and rep-
tiles as well as a rich micro fauna. Sophienhoehe is being re-cultivated entirely as a forest and recreational
area for the inhabitants of the surrounding communities. So far, over 100 km of hiking trails have been
opened to the public. It holds a portion of the mass disruption of the pit and is now a popular tourist
destination in the region. Dumping was finished in February 1990 and the last spreader was moved to
the inside dump where the depleted areas of the mine have been refilled with overburden materials such
as sand, gravel, silt and clay. Since the northern part of the dumping site reached the south slope of the
Sophienhoehe, the remaining part of the slope was stabilized and the rough morphology of the original
dump was smoothed somehow.
3.4 Geological Settings
3.4.1 Stratigraphy
The old Pliocene/Pleistocene boundary (PPB) was defined in the Vrica section, in southern Italy (Tauxe
et al., 1983), and it was adopted by the IUGS in 1984. Zagwijn (1998) located the PPB at the transi-
tion between Reuverian and Pretiglian above the Gauss/Matuyama boundary between 2.5 and 2.6 Ma.
This definition was used by Heumann to obtain a clear correlation within the Lower Rhine Basin that
extends from the Netherlands to Germany. Thus, Heumann and Litt (2002) performed the lithologic and
bio-stratigraphic investigations and improved the separation between Late Pliocene period and Early
Pleistocene period, which is shown in Table 3.2.
The productive lignite formations of the Lower Rhine Basin consists of Miocene (main coal measures),
Pliocene and Pleistocene deposits. The lignite bearing formations in Hambach are 20 to 8 Ma old. The
basal beds, Lower Miocene, Oligocene and Paleocene, are known by drill-hole results and mainly consist
of marine sand with intercalations of lignite and clay layers. The detailed layers’ instructions can be
referenced in the Excursion Guide (Wutzler, 2008).
3.4.2 Lithology
The lithology of open pit Hambach area starts with nearly 19 m of sand and gravel of the Kieseloolith
formation, as well as followed by the medium to coarse-grained, parallel and cross-bedded, yellow-white
sands were formed by a meandering fluvial system. The detailed lithological information along ‘Roset-
tenschnitt’ cross-section A to B through the Lower Rhine Basin is shown in Appendix A1 (according to
(Schaefer et al., 2005)), and the lithologic instructions can be referenced in an article Heumann and Litt
(2002).
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Table 3.2: Stratigraphy of the Late Pliocene/Early Pleistocene in the Lower Rhine Basin (Heumann and
Litt, 2002)
Litho-
stratigraphy
Biostratigraphy
Palynology
Pliocene,
Pleistocene
Boundary
Pliocene,
Pleistocene
Boundary
Magneto
stratigraphy
Time
(in the Nether-
lands)
(in the Nether-
lands)
(INQUA-
Propasal)
(Vrica-Profil)
(IUGS, 1984)
(Ma)
Kedichem For-
mation
Eburonian Pleistocene MATUYAMA 1.7
1.8
Olduvai 1.9
Tiglian 2.0
2.1
Tegelen Forma-
tion
Pleistocene Pliocene 2.2
MATUYAMA 2.3
Praetiglian 2.4
2.5
2.6
Reuverian C 2.7
2.8
Kieseloolite Reuverian B Pliocene GAUSS
Formation 2.9
3.4.3 Tectonics
Kemna (2008) made the tectonic sketch of Lower Rhine Embayment (LRE) shown in Figure 3.2. The
SE-NW striking tension faults with downthrows ranging from some meters up to 35 m are the major
tectonic features at Hambach mine area. The dip of strata is in general NE 3◦ to 10◦ degree. However, the
erosion channels and riverbeds disturb the uniform sedimentation, which causes steep dipping boundaries
in various directions. Since peat and lignite are much more compressible than sand and clay, riverbeds
within the coal seam appear as “upside-down” reliefs. Regionally, the strike of faults is mainly along
NW-SE direction. The fault system divides the mining area into several blocks. Besides the Rurrand
fault, the others are the Guestener Hof, Werhahn, Steinstrass and Etzweiler faults. All faults are formed
later than the sedimentation of lignite seams but synchronous to the overburden beds.
3.5 Dewatering
The remarkable characteristic in opencast mine is in general the dynamically increasing depth. To en-
sure a safe mining, lowering the groundwater table to below the deepest point of the present opencast
mine must be guaranteed. For this purpose, more than 1,000 drainage wells were constructed to remove
around 600 million m3 of water in the Rhenish lignite mining area. Dewatering has several geological and
geotechnical side effects, which have been controlled to a minimum amount. This can be done through
three steps: removing water which need to be removed, percolating treated sump water into the soil of
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Figure 3.2: The Lower Rhine Embayment (LRE) with tectonics (Kemna, 2008)
wetlands, and discharging water into streams. This process allows us to stabilize present groundwater
level in wetlands located in river meadows that is worthy of protection, as well as to preserve the eco-
logical structure, value and qualities. Technical authorities and the RWE Power AG have a clear picture
of the regional water balance. The measuring data of the groundwater wells are radioed to the central
offices and continuously evaluated by computer together with the control gauge for water levels.
3.6 LiDAR Investigation
Mining activities are carried out on the deepest stage, i.e. the 7th stage of the whole open pit mine, the
scanning station was deployed on the 6th floor, and the target of interest is the slope surface of the 5th
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stage.
In order to monitor the slope deformation in open pit Ham-bach, the multi-campaigns scanning was
carried out. Two TLS scanners, i.e. Optech ILRIS-3D and Riegl system, were synchronously used to
monitoring, which is shown in Figure 3.3. TLS scanning campaign started on 1st April 2011 and was fol-
lowed by the three campaigns on 13th April, 12th May, and 20th June in the same year. The trimble GPS
system was located on the positions of both scanners and control points to register the scanned target
in the geodetic coordinate system. Riegl system allows to consistently capture a whole area of interest
in a time. The laptop in Figure 3.3 is used to control the scanning preferences of Riegl system, and the
high-performance camera is bound on the top of Riegl system to snap a picture of the corresponding
to scan field. In contrast, the horizontal view of the ILRIS 3D is limited to a range of 40◦. Thus, the
multi-scans operation is required to be implemented to cover the entire are of interest and the resultant
data need to be aligned into one model during data processing. The comparison of Riegl system and
ILRIS 3D is shown in Table 3.3.
Figure 3.3: Riegl system and ILRIS 3D synchronously scan in the opencast mine: scanners were set up on
the 6th floor, with the distance of over 150 m to the slope of 5th stage in opencast Hambach.
The positions of scanners, the control points, and the terrain at the first and second scanning cam-
paigns are shown in Appendix A2, A3. Two scanning positions marked as ScanPos 1 and ScanPos 2 were
set up in each scanning campaign. ILRIS 3D scanned three times from left to right at ScanPos 1 and
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Table 3.3: Comparison of Riegl system and ILRIS 3D
RIEGL VZ-1000 ILRIS-3D
Very long range up to 1400 m Scanning range from 3 m to beyond 1 km
High-accuracy, high-precision High resolution and high accuracy
Wide field-of-view Class 1 laser rating: completely eyesafe
External high-precision digital camera On-board digital camera
Features Designed for field applications Designed for field applications
Multiple target capability Alignment required
Very high speed data acquisition Very high speed data acquisition
Integrated inclination sensors, laser
plummet, compass, and GPS receiver
Compact and easy to use
Interfaces (LAN, WLAN, USB 2.0) USB 2.0
Topography and Mining Mine Planning
Archaeology and Cultural Heritage Urban Planning
As-Built Surveying Industrial Survey
Applications Monitoring Plant as Built
Historical Preservation
Large Infrastructure Scanning
Forensic Survey
three times from right to left at ScanPos 2 to enhance the resolution of data obtained. On the first scan
campaign, four control points were set up, which are mark 4000 and mark 3000 located on the 6th floor
close to the toe of the scanned slope, as well as mark 2000 and mark 1000 located on the 5th floor close
to the crown of the scanned slope. Because of external interference, only mark 1000 remained in the 2nd
campaign, and the others altered the positions. Furthermore, mark 1000 changed its location as well in
the 3rd and the 4th campaigns.
The terrain of opencast before field investigations shown in Appendix A4. It discloses that the 6th
floor where we set up the TLS was on the same level with the 5th floor. Due to the promotion of mining
stage (the 7th stage), the 6th stage needed to be excavated somehow. When the excavation on the 6th
stage stopped, TLS investigation started. All the colorful lines in Appendix A4 represent the mark label
of the terrain when TLS scan started. From left to right, the first red line means the edge of the 6th
floor. The second red line shows the toe of the slope of the 5th stage. The first yellow line stands for the
positions of TLS scanner in 4 campaigns and the second yellow line represents the locations of the lower
control points in 4 campaigns as well. With respect to the top control points, the locations from the first
campaign to the last campaign are not on the same line but parallel, as after the second campaign and
before the third campaign the upper part of the 5th stage was excavated along the right direction in this
figure. Based on this description, the corresponding sketch of simplified excavation process is shown in
Figure 3.4. This simplified excavation process plays an important role in determination of mechanical
parameters of overburden material.
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Figure 3.4: Sketch of simplified excavation process
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4Processing and Converting LiDAR
Data
The LiDAR data are significantly characteristic of high resolution and high precision that can offer a
super-fine three-dimensional (3D) virtual model with solid reliability. LiDAR data can be used to recon-
struct the top surface of bare target covered by vegetation better than traditional methods. Moreover,
DEM created from LiDAR is considerably less expensive than those created from traditional methods.
For constructing DEM from LiDAR data, two tasks need to be implemented, which are preprocessing of
mass points derived from originally collected LiDAR data, and either interpolation or extrapolation of
these points for creation of 3D body model (3DBM), successively.
LiDAR data of target were synchronously collected by ILRIS 3D scanner and Riegl scanner to guar-
antee the precision and reliability of HRDEM. The multi-temporal field investigations enable to recognize
the small-scale displacements of the scanned target. In this chapter, it is focused on how to process point
cloud data for reconstructing the high resolution 3D body model, and how to convert it into numerical
model. The two techniques are exemplified by two cases in two-dimensional (2D) and 3D terms.
4.1 LiDAR Data Processing
The data captured by ILRIS 3D scanner are taken as examples to illustrate how to process LiDAR data,
as they need more steps than the integral data collected by Riegl scanner. In this case, the commercial
software PolyWorks is adopted for LiDAR data preprocessing. The original collected data from the mem-
ory card of the scanner with extension ‘blk’ should be converted into PIF (Program Information File)
format with extension ‘pf’, which is accepted by PolyWorks, The software Parser that is the subordinate
to ILRIS 3D is capable of implementing this conversion.
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4.1.1 Introduction of PolyWorks
PolyWorks is a registered trademark of InnovMetric Software Incorporation, and provides a comprehen-
sive set of tools for quickly processing of 3D digitized data for such applications as copy milling, rapid
prototyping, reverse engineering, CAD modeling, dimensional inspection, finite element analysis, anima-
tion, prosthetic design, and human body modeling. The following are the main modules that play an
important role in preprocessing of the scanned LiDAR data:
• The module IMAlignTM works for aligning multiple 3D datasets into a unique coordinate system,
i.e. the data from ILRIS 3D scanner can be seamlessly aligned to a complete target;
• The module IMEditTM offers reverse engineers with an advanced polygon editing tool, by which
the most common used functions in the intended task can be implemented;
• The module IMInspectTM runs for comparing multi-scanned digitized data and verifying dimen-
sions;
• The module IMMergeTM is used to merge multiple 3D datasets into a high-resolution polygonal
model.
Above mentioned modules are not the whole in PolyWorks but cover the sufficient functions which
need to be performed in the present research. Through these modules, high precision and high-resolution
DEM of either simple or complex geometry can be quickly constructed; multi-temporal DEMs can then
be compared with each other to know the change or deformation of target.
4.1.2 LiDAR Data Pre-processing
The predominant advantage of LiDAR technology lies in its rapid collection of numerous data. The pre-
processing of these data requiring high performance computer plays an important role in carrying out the
following work described in this chapter. The decrease of mass data should be implemented according to
the following two aspects:
• Error (noise) interferes or distorts resultant model needs to be eliminated. For instance, vegetation
data are normally not the target of interest in DTM or DEM research, but they are existing in the
scanned data set. After eliminating these errors, the size of point cloud data decreases to benifit
the efficiency of the following work;
• Redundant data, i.e. the data those are superfluous to the final model but not noises, normally need
to be eliminated as well. Information such as small convex or concave elements could be directly
excluded without disrupting the analysis of the model since these elements could be patched through
interpolation at a later stage.
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Preprocessing of LiDAR data in PolyWorks mainly consists of 4 steps, which are gross error elim-
ination, data reduction, multi-scan alignment, and geo-reference (Figure 4.1). These main 4 steps are
successively elucidated as follows:
Figure 4.1: Flowchart of processing LiDAR data (part 1) and constructing a 3D body model (3DBM) (part
2), the previous four steps in part 1 refer to the preprocessing of LiDAR data, followed by measurements
and feature detection that deals with the deformation analysis described in Chapter 5. For single temporal
geo-referenced model, the part 2 illustrates the process for creation of 3DBM in Gocad platform.
• Step1: Gross error elimination
Gross error (noise in another word) particularly refers to the objects that are not expected in
the data set. For instance, the data of vegetation, vehicles and buildings are gross errors. After
eliminating of gross error, some hollow areas emerge and the size of data set is reduced.
• Step2: Data reduction
In this case, the target data are not error but redundant. In this step, the size of data set further
diminishes.
• Step3: Multi-scan alignment
As ILRIS 3D system is not capable of covering the target of interest in a time, the separated scans
need to be seamlessly aligned according to overlapping zone features.
• Step4: Geo-reference
Geo-reference enables to transfer the TLS local coordinate system to universal geodetic coordinate
system for the purpose of change detection. For example, if scanning campaign is intended for
detecting the change or movement of an object, it is necessary to carry out periodical scan of it
with a specific time interval and use GPS synchronously for pinning at least 3 points in the object.
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4.2 High-Resolution Body Model
With the development of computational power and modeling techniques, creation of 3DBM has been
increasingly applied to various fields, which makes a good understanding for the target of interest and
also enables to implement the advanced numerical simulation of it. Use of 3D structures and their virtual
representation as a toll for restoring open pit mines and quarries shows versatility of a 3DBM (Pinto
et al., 2002). Simple 3DBM can be constructed by various modeling software. One of the most common
used geological modeling software is Gocad, which is capable of efficiently building up a complex geolog-
ical model with consideration of fault or other geological structures. In particular, Gocad supports the
geological model with hexahedral meshing techniques, which is called SGrid (Stratigraphical Grid) model
in Gocad and can be made use for reliable numerical simulation. For this reason Gocad is adopted for
the creation of 3DBM.
4.2.1 Introduction of Gocad
Gocad (Geological Object Computer Aided Design) software was developed out of a project started in
1989 by Professor Jean-Laurent Mallet at Nancy University in France. The initial research team was then
evolved into a Gocad Research Group, which is a team of researchers at the frontier of geology, geostatis-
tics, computer science, reservoir engineering and geophysics. The research group is striving to define new
approaches to build and update 3D subsurface models based on available data and knowledge. Most new
technologies invented by the Gocad Research Group were made available through plug-ins to the core
Gocad software. The software is now owned and marketed by Paradigm Geophysical. Gocad has been
in use for model construction by specialized 3-D modelers within many Geological Survey Organizations
(GSOs) and the petroleum industry for at least a decade. Gocad is probably the most extensively used
modeling package in GSOs worldwide. (http://www.gocad.org/w4/-index.php/gocad/presentation)
4.2.2 Three-Dimensional Grid-Body Model
The top boundary of the 3DBM is the topographical model of the ground surface, which is derived from
high-resolution LiDAR data. The bottom boundary of the 3DBM is setup as a flat surface which is deep
enough with a constant elevation to avoid the boundary effect on simulation, as the final aim is to simulate
the slope behavior in numerical means. Particularly, the 3DBM contains gridding information that is
created and specified according to different direction. Point cloud data with x, y, and z coordinates can
be directly used by Gocad for geological modeling. The surface reliefs of hollow areas are then predicted
by Kriging interpolation, with which the data type is changed into grid with user defined cell size.
The enormous points are connected through triangulation to compose a surface. So far, the connection
between LiDAR database (PolyWorks) and 3DBM (Gocad) has been built up (Figure 4.2).
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Figure 4.2: Connection between LiDAR database(PolyWorks) and 3DBM (Gocad), is achieved via data
tranferring.
4.3 Converting Body Model to Numerical Model
Finite element method is a viable solution to simulate and analyze the dynamic behavior of slope in open
pit mine. It is therefore essential to convert a 3DBM into numerical model for carrying out the FEM
simulations. The plug-in adding pre- and post- processing capabilities of finite element simulation to Go-
cad, called gFEM, was introduced, in which the unstructured tetrahedral mesh was generated (Martha
et al., 2001). Zehner (2011) presented a conversion technique of tetrahedral mesh model to numerical
model to reveal the complexity of geological structure and its influence on numerical simulation. Hu
et al. (2011a,b, 2012) have made a series of paramount progresses in automatically converting LiDAR
data-based geological model to numerical model for advanced numerical simulation. The automatic con-
version techniques in both 2D and 3D forms will be presented in the chapter.
Numerical modeling normally encompasses four steps in trun, such as geometric modeling of an ob-
ject, assigning geotechnical parameters to the object, establishing boundary conditions (load conditions
and displacement conditions), and model meshing. Geometric modeling plays an important role as it
is the prerequisite for precise simulation and analysis. Like most CAE (Computer Aided Engineering)
programs, ABAQUS is incapable of constructing a complex geometric model on its own pre-processing
module. However, the complex model can be input into ABAQUS via such treatments as use of third-
party pre-processing software and independent developed conversion program. The Section 4.3 aims to
programming that enables to automatically convert 3DBM into numerical model. Therefore creation of
3DBM is an effective solution to complement the pre-processing shortcoming of ABAQUS.
4.3.1 Introduction of ABAQUS
ABAQUS originally released in 1978 is a CAE suite of software applications for finite element analysis.
The name and logo of it is derived from abacus and the Greek word, “aba” with the meaning of “board
covered with sand”. The ABAQUS products use the open-source scripting language Python for scripting
and customization. ABAQUS/CAE uses the fox-toolkit for GUI (Graphical User Interface) development.
The ABAQUS product suite consists of four core software products, such as:
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• ABAQUS/CAE: It is a software application used for modeling and analysis of mechanical compo-
nents and assemblies (pre-processing) and visualizing the FEM analysis result (post-processing);
• ABAQUS/CFD (Computational Fluid Dynamics): It is a new software application in ABAQUS of
version 6.10;
• ABAQUS/Standard: It is a general-purpose Finite-Element analyzer that employs implicit integra-
tion scheme (traditional);
• ABAQUS/Explicit: It is a special-purpose Finite-Element analyzer that employs explicit integration
scheme to solve highly nonlinear systems with many complex contacts under transient loads.
4.3.2 Two-Dimensional Model Conversion
Two approaches, i.e. manual model conversion and automatic model conversion, are described in this
section. The manual conversion focuses on the construction of dxf file whereas the automatic conversion
pays attention to the generation of inp file that can be read by ABAQUS.
PolyWorks and Gocad are capable of exporting a model in dxf format that can be in general read
by ABAQUS. However some problems commonly arise during directly importing dxf file into ABAQUS,
such as loss of model information, distortion of model structure, and disorder of topological information.
For this reason, it is essential to generate a completely new dxf file based on intrinsically geometric and
topological information. The dxf file is saved in ASCII format consisting of seven sections (SECTIONS,
in Table 4.1):
Table 4.1: Section content of dxf file
HEADER Contains the settings of variables associated with the drawing. Each variable
is specified by a 9-group code giving the variable’s name, followed by groups
that supply the variable’s value
CLASSES Holds the information for application-defined classes whose instances appear
in the BLOCKS, ENTITIES, and OBJECTS sections of the database. It is
assumed that a class definition is permanently fixed in the class hierarchy. All
fields are required
TABLES Contains several tables, each of which can contain a variable number of entries.
These codes are also used by AutoLISP and ObjectARX applications in entity
definition lists
BLOCKS Contains block definition entities describing the entities comprising each block
in the drawing
ENTITIES Contains the group codes that apply to graphical objects and are used by
AutoLISP and ObjectARX applications in entity definition lists
OBJECTS Contains the data that apply to nongraphic objects, used by AutoLISP and
ObjectARX applications
END OF FILE
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Based on dxf reference (Autodesk, 2011), each section contains several groups and each group consists
of two rows. The first row is the group code while the second row stands for the corresponding variable.
Some sections may be omitted during programming in Matlab, as ABAQUS does not require all sections’
information. For example, the section HEADER and TABLES may be omitted. The most important
section, i.e. section ENTITIES, contains all the information of the geometrical features of an object, the
points, the lines, the polylines, the arcs, etc. A geometric model based on LiDAR data is constructed
by 2D polylines. The dxf file then ends with the keyword EOF. It is noticed that only outer line of an
object, e.g. slope, can be input into numerical platform by 2D model conversion code. Therefore the
complement of a complete numerical model in ABAQUS is inevitable.
With regard to automatic model conversion, the most important thing is to know the content and
structure of inp file, which is the resource file for numerical simulation. According to the general config-
uration sequence of numerical modeling in CAE of ABAQUS (part, property, assembly, step, load, and
mesh), the inp file encompasses seven steps (Figure 4.3, left part). Moreover, independent programming
should be in compliance with specific regulation (Figure 4.3, right part). The content and structure of
an inp file are described step by step as follows:
a) Parts: The user defines the parts name;
b) Assembly: The user defines the names of the assembly and instance. Within this block, all infor-
mation on nodes and elements, are sophisticatedly coded in compliance with the specific requirements of
ABAQUS (sorting and reading sequences of node and element shown in Figure 4.4). The information on
node and element comprises name, type, node coordinates, and topological relationship;
c) Materials: The user defines the properties of a material, such as name, density, elastic properties
(Young’s modulus and Poisson’s ratio), and plastic properties, in the case of Mohr-Coulomb (M-C) cri-
terion (friction angle, dilation angle, cohesion, and plastic strain);
d) Boundary conditions: The user defines the boundary names, types, and locations;
e) Steps: The user defines the number, names, types and correlative attributions (whether geometrically
linear or not, whether symmetric or not) for steps;
f) Loads: The user defines the number, names, types, and magnitudes for loads;
g) Output requests: The user defines variables, fields, nodes, elements, and history to be processed as
output.
The node sorting and reading sequence which is important for management of elements are highlighted
in Figure 4.4. Rigorous compliance with the node sorting regulation enables to construct high-quality
elements. Node sorting sequence of from top to bottom and then from left to right are highly recom-
mended. For instance, Figure 4.4 (left part) presents the recommended sorting law from node N1 to
N35. The node reading sequence also plays an important role in model conversion. In terms of element
type ’CPE4R’, nodes N1, N2, N8, and N9 comprise element 1. The rigorous reading sequence (1-2-9-8)
yields a good element (top right part of Figure 4.4). A counter-clockwise sequence (1-2-9-8) or clockwise
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Figure 4.3: Structure and content of inp file (left part) and programming regulations (right part). On
the right part, the regulations regarding the keyword line, the data line, and the kernel, are indicated. The
left and right parts facilitate the understanding of the automatic model conversion. For example, mark 3
a) in left part refers to encapsulate node information; the corresponding mark in right part reveals how to
program identical node information in inp file. The key word “End Assembly” is indispensable for either
intact inp file or minimal inp file.
Figure 4.4: 2D topological relationship between element and node. The node sorting sequence for man-
agement of element is shown on the left part. Rigorous and intersecting reading sequences, which yield good
and bad elements, respectively, are presented on the right part
(1-8-9-2) can get a same element. By contrast, the intersecting sequence (1-2-8-9) generates a bad ele-
ment (bottom right part of Figure 4.4). In order to achieve 2D model conversion, a code which correctly
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transfers all useful information into inp file was programmed in Matlab. The property of a node consists
of node index, x and y coordinate values. The attribution of an element comprises element index and
subordinate node indices. The automatic 2D model conversion is a basis for the successful 3D model
conversion through constructing an appropriate inp file.
4.3.3 Three-Dimensional Model Conversion
The code of transferring 3D body model was programmed in Matlab as well, and the kernel of the conver-
sion is to know the topological relationship of 3DBM. The hexahedral element model plays an important
role in connecting Gocad and ABAQUS, as Gocad exports the hexahedral element model with eight nodes
at one cell and ABAQUS accepts the hexahedral model. The file output from Gocad supplies ease-read
data, in which each row stands for one point and mainly consists of six columns, such as i, j, k and x,
y, z. i − j − k implies the topological information of a certain node and x − y − z stands for its spatial
position. It is noticed that there are mainly two types of attributing method in Gocad (Figure 4.5). One
is assigning all information to the geometric center of a cell, which facilitates to share the attributions
with other applications. Based on this method, topology of the whole geological model is counted at
the center of each cell, and the geometry of a cell is represented by the coordinates of the center. The
other method is assigning all information to eight corner points of a hexahedral cell, which is convenient
to be connected with ABAQUS. Based on the second method, topology of the whole geological model
is counted at eight vertexes of a cell, and the geometry of the cell is represented by the coordinates of
the eight vertexes. Given the case that a model is divided into 20, 30, and 10 identical parts along x, y,
and z directions, it is of 6000 elements and 7161 nodes. In this case, a point with certain x, y, and z
coordinate values companied by i− j − k means that the point is located on the ith marker along x axis,
the jth marker along y axis, and the kth marker along z axis. For instance, i = 1, j = 1 and k = 1 means
that a point locates on the most bottom left vertex while i = 21, j = 31, and k = 11 means that a point
locates on the most upper right vertex in the same 3DBM. Except for identical interval by using specific
partition number, Gocad offers another partition method which complies with a certain partition length.
Both are applicable for the different requirements of numerical simulation without adversely impacting
the topological information. However, the 3D topological relationship of node to element in Gocad is
unrecognized by ABAQUS. Therefore, it is essential to determine which eight nodes are pertaining to an
element. The detailed topological information of hexahedral model in Gocad and the key functions for
conversion are shown in Figure 4.6 (a), while the regulations and contents of inp file are elaborated in
Figure 4.6 (b). By using the conversion code, complex geological model can be smoothly transferred into
numerical model for advanced simulation.
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Figure 4.5: Attributing method of 3DBM topological information. a) shows the geometric center attributing
method, and b) shows the corner vertex attibuting method
Figure 4.6: 3DBM conversion technique. a) illustrates the 3DBM topological relationship of nodes to
elements, as well as presents the key function for model conversion ; b) elaborates the regulations and
contents of inp file, in which ** means the annotation while the * refers to the key word. Block node and
block element accept the topological information from Gocad. It is noticed that the element type is C3D8R.
4.4 Case Study
To reveal the effect and efficiency of model conversion technique, 2D and 3D numerical slope stability
simulation was carried out in 2010. A series of geotechnical problems have been solved, such as volume
calculation for back filling operation, joint or structure characterization, and numerical slope stability
analysis.
The study area dimension is of 520 m long and 265 m wide, which is shown in Figure 4.7. As normal
opencast operations, a transportation bench may be short circuit. With the process of back filling, the
height and slope of bench increase and exceed the critical value, followed by instability and catastrophe.
The time cost of field data collection is dependent upon both the dimensions of area of interest and the
resolution requirements of different projects. Better deployment of scanning campaign that sweeps away
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many interruptions caused by stationary transportation on site or dumpling hill facilitates data acquisi-
tion and data processing. To be that, five stations were set up according to the terrain and construction
conditions. The scanner was successively set up at the center of the quarry and along the bench. The
northern rock cliffs adjacent to the target bench were steep, reaching a slope of almost or more than 80
degrees (Figure 4.8). However, the focus here is not the instability of rock cliffs but that of the transporta-
tion bench. The scanning preferences were set up: spot spacing with a minimum measurement of 43.7
mm (for the important target) and a maximum measurement of 157.4 mm (for the area of non-interest),
depending on the average scanning range, and the other details are shown in Table 4.2.
Figure 4.7: Overview of the case study area. Imagery date was on 23 Mar. 2006. Thus, the terrain is
different from that when scanning was conducted in the opencast quarry. Five stations were deployed in the
quarry and pinpointed by GPS. The stations 1 and 2 were set up at the center of the quarry, the stations 3
and 4 were deployed on the northern bench, and the station 5 was on the western bench.
Table 4.2: Detailed scanning deployment information
Station N E Number of scans Scan mark Resolution
1 5041’54.30”N 610’34.40”E 7 1,2,3,99,98,97,96,100
2 5041’53.20”N 610’31.30”E 3 95,94,93
3 5041’53.70”N 610’21.00”E 2 92,91 10mm
4 5041’56.50”N 610’28.90”E 4 90,89,88,87
5 5041’50.90”N 610’22.50”E 2 50,49
The LiDAR preprocessing and conversion techniques mentioned previously were used to construct a
2D numerical model and a 3D numerical model. The following sections are describing subsequent slope
stability analysis, in which Mohr-Coulomb (MC) failure criterion and normal SRT are applied to search
the critical state of slope failure. The detailed information will be instructed in Chapter 6, and only the
results are presented here to demonstrate the effect and the efficiency of the conversion techniques.
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Figure 4.8: Spatial relationship between back filling soil (transportation bench and lower level surface) and
base rock (limestone cliff)
4.4.1 Two-Dimensional Slope Stability Analysis
FEM simulation requires a high-grade numerical model and precise geotechnical parameters available.
The HRDEM-based numerical model and the geotechnical parameters presented in Table 4.3 are so-
phisticated enough to satisfy high quality FEM simulation. Geotechnical parameters of Table 4.3 are
determined with the following considerations:
• Synthetically consider the experimental data of both in site and laboratory, as well as the geological
conditions and the physical characteristics of sliding soil (the challenge is that precise recognition
of sliding material is complex);
• Estimate the parameters based on empirical relation between sliding soil strength parameters and
physical properties;
• Implement the parametrical inversion of shear strength.
Table 4.3: Geotechnical parameters of back filling soil via parametrical inversion
Mass Density (Kg/m3) E (Pa) ν C (Pa) φ (◦)
1900 8 ∗ 106 0.45 10000 26
Furthermore, adequate failure criterion is important for simulation. Two criteria for distinguishing
the critical state of slope failure in 2D analysis are described as follows:
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(1) Whether the equivalent plastic strain zone (PEEQ manifestation in ABAQUS) runs through the
entire slope body;
(2) Strength reduction stops due to non-convergence, and the increment of factor of safety (FOS) less
than or equal to a specific small value  is synchronously satisfied.
DEM data were used to construct rough 2D cross-sections at the same places where the previous
cross-sections were set up. DEM data-based model is called as simplified model (SM) while previous
HRDEM data-based model is called as TLS-based model. The comparison analyses were then carried
out between SM cross-sections and TLS model cross-sections. The results indicate that the discrepancy
is in the interval from 4.0% to 7.6%, and demonstrates the necessity of converting TLS-based model to
numerical model. Among the extracted cross-sections, the minimum discrepancy occurs on cross-section
1 with a FOS of 1.27, calculated using the TLS-based model; and 1.22, determined by SM. Hence the
discrepancy is
Error1 = (1.27− 1.22)/1.27 = 3.94% (4.1)
The maximum discrepancy occurs on cross-section 2 with a FOS of 1.31, calculated using the TLS-
based model; and 1.21, determined by SM. Hence the discrepancy is
Error2 = (1.31− 1.21)/1.31 = 7.63% (4.2)
SM clearly represents the simplified and rough model, while the TLS model reveals the true relief of
the slope that has complex geometric features. The minimum and maximum discrepancies of the FOS
occurring on cross-sections 1 and 2 and the resultant visualizations are shown in Figure 4.9.
Figure 4.9: Comparison analyses of slope stability between TLS-based model and SM
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The strength reduction process of cross-section 1 is described in Tables 4.4. When the two failure
criteria cannot be synchronously satisfied, the criterion 2 is adopted with consideration of round-off to
determine the FOS. For instance, regarding SM-based cross-section 1 (in Figure 4.9), when the FOS is
1.225 with an increment less than  = 0.005, i.e. non-convergent, the PEEQ visualization does not reveal
that the slip surface runs through the entire slope body. After considering the round-off, the final FOS
is 1.22.
Table 4.4: Changes of variables in SRT process
FOS Cohesion φ U-3-max U-magnitude-max E-max PEEQ-max S-13-max
(N) (◦) (m) (m) (Pa)
1 1.00E+04 26.000 2.65E-02 5.59E-02 8.64E-03 2.13E-01 3.20E+04
1.1 9090.909 23.912 3.47E-02 8.91E-02 1.12E-02 3.42E-01 3.25E+04
1.2 8333.333 22.119 3.69E-02 1.37E-01 1.42E-02 5.21E-01 3.43E+04
1.3 7692.308 20.565 4.80E-02 2.05E-01 2.11E-02 7.13E-01 3.56E+04
1.4 7142.857 19.207 8.76E-01 9.74E+00 1.06E+00 1.14E+01 4.12E+04
1.35 7407.407 19.864 8.40E-01 9.41E+00 1.03E+00 1.10E+01 4.12E+04
1.325 7547.170 20.209 8.15E-01 9.19E+00 1.01E+00 1.08E+01 4.12E+04
1.31 7633.588 20.421 8.55E-01 9.56E+00 1.05E+00 1.12E+01 4.12E+04
1.305 7662.835 20.493 8.09E-01 9.13E+00 1.01E+00 1.07E+01 4.12E+04
1.302 7680.492 20.536 8.69E-01 9.68E+00 1.06E+00 1.13E+01 4.12E+04
1.301 7686.400 20.551 8.22E-01 9.25E+00 1.11E+00 1.09E+01 4.12E+04
To verify the reliability of FEM analysis results, LEM is applied to calculate the FOS for the slope.
The FEM and LEM results are compared and presented in Table 4.5. The SRT FEM results show close
agreement with the LEM results, which demonstrates that the SRT FEM is effective for slope stability
analysis.
Table 4.5: FOS of cross-section 1 and 2 using FEM and LEM
Cross-section 1 2
FOS FEM 1.27 1.31
LEM 1.29 1.28
4.4.2 Three-Dimensional Slope Stability Analysis
As the analogous considerations and preparations for both 2D and 3D slope stability analysis, only the
boundary constraints and failure criteria deffering from that of 2D analysis are pointed out in this section.
The 3D numerical model is derived from 3DBM (Figure 4.10).
Inadequate boundary constraints adversely influence the slope stability analysis. Normally a numeri-
cal model is constructed as large as possible to diminish the negative influence induced by artificial setting
for constraints. For instance, along the sliding direction, it is impossible to determine or predict the pre-
cise position of potential sliding toe. In this case, through extending the 3D model along the sliding
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Figure 4.10: The topographic model of the ground surface (left) and 3DBM of the quarry (right)
direction, the potential toe may be included and other side effects could synchronously decrease. Both
load and geometric boundary constraints need to be taken into account. Regarding load constraints, since
the ground water table was lower than the bottom surface of backfilling soil, only gravity is considered
to be the load. With respect to geometric boundary constraints, the extracted model is of large length
along the sliding direction and small length along the strike direction. Five surfaces of the model are
constrained in compliance with the certain contact relationship. They are marked as ‘back, front, left,
right, and bottom’. In addition, only the top surface is free. Regarding former four surfaces, only the de-
gree of freedom (DOF) of vertical direction is free. Concerning the bottom surface, all DOF are restricted.
The consideration of equilibrium of the initial in-situ stress plays an important role in simulating the
actual state, i.e. in the initial step of simulation, to be identical with the truth, no displacement or strain
of the numerical model takes place. In the second step, SRT is applied to search the failure critical state.
In the beginning, certain cohesion and friction angle are defined according to the geotechnical parameters
in Table 4.3. At this moment, FOS is deemed as 1. Subsequently, the FOS rises with decrease of the
cohesion and friction angle. The increment of SRT is automatically changed on basis of bisection method.
The detailed SRT steps and the variable changes are listed in Table 4.4. It is explicit that the FOS of crit-
ical state in 3D analysis is 1.3 which is a value in between 1.27 (cross-section 1) and 1.31 (cross-section 2).
In 3D numerical analysis, the jump phenomenon is obvious and effective as failure criterion. In gen-
eral, the simplest failure criterion in numerical simulation is whether the computation convergent or not.
In fact, many manifestations in 3D analysis reveal that the critical state takes place before computational
divergence happening. The typical and explicit phenomena which could be as the failure criteria are il-
lustrated as follows:
• There are five resultant variables, i.e. U-3-max, U-magnitude-max, E-max, PEEQ-max, and S-13-
55
4. PROCESSING AND CONVERTING LIDAR DATA
max, which change with the increase or decrease of FOS, and in turn stand for displacement along z,
spatial displacement, strain, equivalent plastic strain, and stress regarding plane x-z. One distinct
gap exists to separate these resultant data except S-13-max into two blocks. The first block consists
of FOS values from 1 to 1.3 which means stable, and the second comprises FOS values from 1.301
to 1.4 standing for the unstable state. Even if the transition of S-13-max is not as remarkable as
the others, the moderate gap (from 35600 Pa to 41200 Pa) locates on the FOS of 1.3 as well;
• The different variables change with increase of FOS (Figure 4.11). When FOS approaches 1.3,
PEEQ-max and U-magnitude-max jump upwards with two orders of magnitude, and E-max and
U3-max jump upwards with one order of magnitude;
• The displacements change with increase of iteration step in accordance with several certain FOS
(Figure 4.12). All displacement increment curves are nearly horizontal before the iteration step of 1
as the equilibrium of initial stress in step 1 is taken into account. With growth of the iteration step,
all curves remain gently till iteration step of 1.2. After 1.2 each curve goes divergently, especially
after 1.45, the curves with FOS larger than or equal to 1.301 run vertically while the curves with
FOS smaller than or equal to 1.3 keep the flat motion. In addition, when FOS is larger than or
equal to 1.301, the displacement jumps to the magnitude of 10 meters. It proves that the FOS of
1.3 is the critical value;
• The propagation of equivalent plastic strain zone in the slope body is shown in Figure 4.13. When
FOS is 1.3, the upper PEEQ distribution can be achieved. The lower PEEQ zone runs out the
entire slope body when FOS is 1.301. It verifies that threshold of 1.3 is FOS for this case.
Figure 4.11: Change of different variables with increase of FOS
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Figure 4.12: Displacement of different FOS versus iteration step
Figure 4.13: Propagation of equivalent plastic strain zone
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Finally, the effectiveness and efficiency of conversion technique are verified through the case study in
2D and 3D, since they improve the precision of the numerical slope stability analysis and the efficiency
by SRT FEM method, as well as supply more solid and applicable failure criteria for the determination
of critical state.
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This chapter mainly focuses on the methodology and workflow for detection of deformation. Firstly, a
viable solution for qualitative or semi-quantitative detection of deformation is in a macro-view, in which
rough deformation detection will be carried out via using spatial deviation analysis. Secondly, to pursue
high-precise and high-reliable detection of deformation micro-view solution will be used. Two methods,
i.e. maximum distance (MD) and feature degree (FD), are proposed to recognize the deformation of
the interest slope in open pit Hambach. Deformation detection result can act as the basis for numerical
simulation and analysis.
5.1 Deformation Detection
In the past 20 years, remote sensing (RS) technology has been increasingly applied to monitor landslide
and other geo-hazards. There are several RS techniques such as aerial photography, satellite image,
InSAR, DInSAR and LiDAR (airborne and terrestrial). Currently, RS owns such functionalities as
multi-spectrum, multi-temporal, high resolution, and high frequency, especially the progress from static
recognition of landslide to dynamic monitoring of deformation with the quantitative analysis. Mantovani
et al. (1996) reviewed the studies of RS techniques for landslide hazards in large scale, e.g. landslide map-
ping, monitoring and early warning. In the project of service for landslide monitoring (SLAM) funded
by European Space Agency, the technique of permanent scatterers with InSAR technique was used for
monitoring of ground deformation and landslide (Farina et al., 2006; Meisina et al., 2006). As a real-time
monitoring technique, InSAR has been installed in different kinds of landslides or for varied purposes,
e.g. monitoring of a large landslide, Ruinon, Valfurva, Italy; and early warning (Casagli et al., 2010).
However, the shortcoming of InSAR for landslide monitoring still exists, e.g. it is highly dependent on
the variation of atmospheric parameters and satellite orbit parameters.
LiDAR technique with advantages of ease to use, high resolution and high efficiency, has become
a popular approach for monitoring of landslide. Through using airborne LiDAR for detection of topo-
graphical changes, th morphology and activity of landslide (Glenn et al., 2006), as well as the occurrence
after earthquake (Chen et al., 2006) can be characterized and differentiated. Moreover, by multi-temporal
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DTMs derived from airborne LiDAR, the landslide displacements can be tracked in a rough level of meter
(Dewitte et al., 2008). Multi-temporal laser scanner-based observation is also capable of characterizing
the overall geometry and recognizing the landslide events (Pesci et al., 2011b). Some researchers have
introduced LiDAR technique to monitoring dynamic deformation in laboratory, and proposed the pro-
cessing of the collected data through fixing a series of mankind sphere markers on a landslide as feature
points (Xu et al., 2010). Set up of artificial feature points is a viable solution to enhance the quality and
precision of deformation detection.
Some progresses regarding feature detection have been achieved. Wang and Yuan (2010) made use
of curvature and density of point cloud data to detect features. Normal vector was also applied into
determination of the feature points (Peng et al., 2011). The technique with Gauss map clustering is ap-
propriate for identifying the sharp features (Weber et al., 2010). These methods are qualified to extract
feature points from the objects with regular geometry, e.g. buildings, vehicles, and other real objects
which could be mathematically described. However, slope in opencast is in nature with extremely com-
plex topography, and frequently influenced by dynamic impacts. The most commonly used methods for
deformation detection are not capable of detecting and extracting the natural feature points from the
HRDEMs.
5.2 Multi-Temporal HRDEMs
5.2.1 Global Coordinate System
Preprocessing of LiDAR data described in Chapter 4 are the basis for construction of multi-temporal sur-
face models. The key for deformation detection requires all models in a same coordinate system which can
be achieved by geo-reference manipulation. Coupling GPS technology during LiDAR scanning facilitates
geo-reference. The original GPS data which are in the Earth-centered Earth-fixed (ECEF) coordinate
system reference all models into ECEF system. ECEF uses three-dimensional xyz coordinates to describe
location of interest. The term Earth-Centered means that the origin of coordinate system is located at
the mass center of gravity, while the term Earth-Fixed implies that the axes rotate with the earth center.
The Z-axis pierces the North Pole, and the XY -axis defines the equatorial plane (Figure 5.1).
ECEF is suitable to represent a complex shape with low error on the earth surface. However, it makes
the understanding of target motion difficult. Use of ellipsoid reference allows transferring the ECEF
coordinate system into the commonly used geodetic-mapping coordinate system so called Latitude, Lon-
gitude, and Altitude (LLA). It is noticed that Universal Transverse Mercator (UTM) system facilitates
intuitive deformation detection. Subsequently, LLA needs to be converted to Mercator Projections, in
which a small region can be projected onto a flat mapping surface.
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Figure 5.1: Earth Centered, Earth Fixed coordinate system in relation to latitude and longitude
Matlab is an effective tool to convert ECEF to LLA. Firstly, a 3-by-1 vector of ECEF position P¯ is
converted into geodetic latitude µ¯, longitude l¯ and altitude h¯ above the planetary ellipsoid. The ECEF
position is defined as:
P¯ =
P¯xP¯y
P¯z
 (5.1)
then longitude is calculated from the ECEF position by:
l¯ = a× tan
(
Py
Px
)
(5.2)
Geodetic latitude µ¯ is calculated from the ECEF position using Bowrings method, which typically
converges after two or three iterations. The method begins with an initial guess for geodetic latitude µ¯
and reduced latitude β¯. An initial guess takes the form:
β¯ = αtan
(
Pz
(1− f)s
)
(5.3)
µ¯ = αtan
Pz + e2(1−f)1−e2 R(sinβ)3
s− e2R(cosβ)3
 (5.4)
where R is the equatorial radius, f is the flattening of the planet, e2 = 1 − (1 − f)2 is the square of
the first eccentricity, and
s =
√
Px
2 + Py
2 (5.5)
After the initial guesses calculation, the reduced latitude β¯ is recalculated using
β¯ = α× tan
(
(1− f) sinµ
cosµ
)
(5.6)
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and geodetic latitude µ¯ is reevaluated. The last step is iteration until µ¯ converges.
The altitude h¯ above the planetary ellipsoid is calculated by
h = s cosµ = (Pz + e
2N sinµ) sinµ−N (5.7)
where the radius of curvature in the vertical prime N¯ is given by
N =
R√
1− e2(sinµ)2 (5.8)
The next step is to convert LLA into UTM, and many users apply spreadsheet and java-script to do
this. This conversion can also be done in Matlab, and the existing code can be found under the site:
http://www.mathworks.com/matlabcentral/fileexchange/8043-conversion-of-spherical-coordinates-to-utm-
coordinates
UTM system uses 2-dimensional Cartesian coordinate system to present locations. Conversion ECEF
to UTM only requires to deal with control points, a complete model can then be transferred into the co-
incident UTM system. During locating control points by GPS and reference system conversion, the error
inevitably occurs. It is essential to estimate geo-reference quality which influences deformation detection.
Geo-reference manipulation consists of two steps, i.e. selection of feature points and alignment. Feature
point is located in local reference system while GPS locates corresponding point (control point) in global
reference system. After geo-reference, feature point has new coordinate information which is called as
reference point in a coincident global reference system. Finally, geo-reference quality can be estimated
via comparing control point with reference point (Table 5.1).
Table 5.1: Estimation of geo-reference quality, unit: (m)
UTM control points reference points error
label x y z x y z x y z
1 1000 327209.792 5642975.089 -106.028 327209.808 5642975.120 -106.046 0.016 0.031 -0.018
1 2000 327364.079 5643104.432 -109.778 327364.052 5643104.429 -109.772 -0.027 -0.003 0.006
1 3000 327122.548 5643077.979 -160.602 327122.551 5643077.974 -160.588 0.003 -0.005 0.014
1 4000 327265.388 5643219.878 -162.538 327265.395 5643219.855 -162.541 0.007 -0.023 -0.003
2 1000 327259.094 5643055.002 -121.654 327259.077 5643054.991 -121.655 -0.017 -0.011 -0.001
2 3000 327122.548 5643077.976 -160.614 327122.562 5643077.971 -160.609 0.014 -0.005 0.005
2 4000 327265.388 5643219.883 -162.529 327265.391 5643219.899 -162.532 0.003 0.016 -0.003
3 1000 327332.402 5642973.444 -107.269 327332.415 5642973.449 -107.268 0.013 0.005 0.001
3 3000 327122.548 5643077.973 -160.568 327122.572 5643077.994 -160.573 0.024 0.021 -0.005
3 4000 327270.892 5643194.787 -162.317 327270.874 5643194.761 -162.313 -0.018 -0.026 0.004
4 1000 327332.414 5642973.467 -107.293 327332.407 5642973.470 -107.295 -0.007 0.003 -0.002
4 3000 327214.697 5643147.040 -161.591 327214.723 5643147.037 -161.586 0.026 -0.003 0.005
4 4000 327269.731 5643193.272 -162.166 327269.712 5643193.272 -162.169 -0.019 0 -0.003
Geo-reference error of x axis can be estimated by
xe = xr − xc (5.9)
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where xe refers to an error of a certain point with respect to x axis, by analogy, xr to the coordinate
of reference points and xc to the control points.
From Table 5.1, it is concluded that the geo-reference quality can guarantee reliable deformation
detection, because:
• Most errors are smaller than 0.01 m in the term of absolute value;
• The maximum error is occurring on the x axis of control point 1 2000 with magnitude of -0.027 m.
5.2.2 Description of Multi-Temporal Models
The construction of multi-temporal HRDEMs is implemented after geo-reference. The scanning resolu-
tion (spot spacing) is 5 cm, and the final resolution is in between 2.5 cm and 5 cm as two times scanning
were operated. The subsequent HRDEM leads to a triangulated irregular network (TIN) with mesh size
from 2.5 cm to 5 cm as well. The mesh is obtained by means of the standard procedure available in the
IMMerge module of PolyWorks.
5.3 Deformation Detection in Macro-View
In this section, deformation detection in macro-view is carried out via global deviation analysis. Global
deviation analysis measures the absolute difference between any one in dataset and the mean value of
the set. Deviation analysis was applied into detection of Building Information Models (BIMs) generated
from point cloud data (Anil et al., 2011). In this case, deviation analysis is dealing with the evaluation
of the error between the real model and the measured model. The deviation analysis for deformation
detection owns inherent advantages:
• Full coverage: it can be applied to any complex geo-surface (convex, concave, cone, etc.), and the
entire area of interest can be analyzed in a time;
• Automation: commercial software PolyWorks is capable of automatically performing deviation
analysis;
• Visualization: quick and direct visualization indicates where the collapse, the displacement, the
swelling, or the shrinking take place.
The point-to-model method as built in PolyWorks Inspect provides a possibility that once the data
points are converted into UTM, single data point, all data points, or selected data points can be compared
with the reference model. The distances between data points to reference model are defined by users.
Shortest distance means that the minimum point-to-model distance will be computed. Once distances
are computed, deviation analysis can be implemented. In this case, the minimum Euclidian distance is
applied to computing deviations.
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Several visualization techniques are available in PolyWorks for inspection of the deviations, such as
signed or unsigned coloring schemes, binary or gradient color maps, and statistical analysis. The binary
deviation map is adopted. The color column from shallow yellow to filemot means increase of the magni-
tude above zero, and the color column from reseda to sap green means decrease of the magnitude below
zero. In Inspect Module, an embedded color scale editor enables to customize the color for a variety of
purposes, e.g. rough deformation detection.
Pairwise comparison four scan campaign models would be carried out in turn, i.e. the first one to the
second one and so on. The comparison result of the second campaign model to the first campaign model
using deviation analysis is shown in Figure 5.2, that of the third to the second campaign model is shown
in Figure 5.3 and that of the fourth to the third campaign model is shown in Figure 5.4. The legends on
the right side of these three figures indicate the coloring scheme of the deviation analysis results. Ideally,
deformation detection could be accomplished via subtracting errors (e.g. derived from geo-reference)
from deviation analysis results. However, it cannot provide high-quality deformation detection due to
the following two aspects:
• Limit number of control points cannot cover the area of interest;
• Deviation analysis results display the color scheme but difficult to show specific value at a certain
point.
Figure 5.2: Comparison between the 2nd scan campaign model and the 1st scan campaign model
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Figure 5.3: Comparison between the 3rd scan campaign model and the 2nd scan campaign model
Figure 5.4: Comparison between the 4th scan campaign model and the 3rd scan campaign model
The color scale can be customized for the purpose of highlighting small changes using an interval
space of -0.5 to +0.5. The maximal value of 0.5 m (the filemot color on the top of the coloring scheme)
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indicates that the later campaign model at some certain locations are 0.5 m higher than the former one,
while the minimal value of -0.5 m (the sap green color on the bottom of the coloring scheme) indicates
0.5 m lower. Positive deformation change can be explained by phenomena of swelling or expansion due
to unloading, and accumulation. Negative deformation change can be explained by collapse, erosion and
shrinking. Figure 5.2 shows the left part of scanned slope went up with magnitude of circa ∼ 0.1 m while
the right part went down with magnitude of ∼ 0.1 m. The sap green scatteredly occurs in the upper
part while the filemot correspondingly appears in the lower part. It implies that collapses frequently take
place. Figure 5.3 and 5.4 disclose analogous phenomena of another two comparisons. It is difficult to
ascertain the exact deformation at specific area but deviation analysis can provide rough deformation
detection over the whole area.
5.4 Deformation Detection in Micro-View
Deformation detection in micro-view plays an important role in precise determination of deformation
pattern and magnitude. The key in micro-view deformation detection is feature point, which can be
differentiated from its neighboring points in an image. To precisely determine whether a point is the
feature point, the following two aspects should be satisfied:
• To be a feature point, it must present the prominent characteristic of an object and stands at a
summit, a nadir, or a vertex of an irregular shape;
• Besides, a neighborhood of the feature point should serve as a foil to highlight the desirable feature
point.
A new method, i.e. maximum distance (MD), and an extended method, i.e. feature degree (FD), are
described in the following sections. The feature detection and extraction are the kernels in both methods
and also the basis for the deformation analysis. The fundamental preparations for both methods require
selecting sufficient patches that encompass at least one discernible feature point and structure the data
into uniform. Therefore, deformation detection starts with the preparations for both methods, followed
by computation of maximum distance and calculation of feature degree. The following workflow is the
guideline for both MD and FD methods:
• Selection of sufficient patches which embrace the discernible feature points;
• Generation of the data with a specific grid structure;
• Construction of neighborhood in which the feature degree of each point will be calculated and
visualized (only for FD);
• Calculation of MD or FD;
• Extraction of feature points from the selected patches;
• Recognition of deformation.
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5.4.1 Preparations
In this section, how to select patches and how to structure the data into uniform are presented.
Selection of patches
Due to the huge data size of each scan campaign model, it is impossible to detect and extract all
feature points from the whole dataset. The viable solution is to select sufficient patches from a model. As
HRDEMs from four campaign models are overlapped, four patches can be extracted at a time through
delimiting a domain. Four feature points regarding one item can then be captured from four patches
using either MD or FD methods.
Slope in opencast mine has its own characteristic, i.e. the remarkable mining depth. In another word,
the notable variations of strain, stress, as well as physical and mechanical parameters can be clearly seen
along the slope depth. Therefore, four groups from top to bottom of the slope are delimited in Figure
5.5. Group1, Group2 and Group3 are located on the slope body surface, while Group4 on the sixth floor.
21 patches, 32 patches, 21 patches and 12 patches are selected from group1, group2, group3, and group4,
respectively. The subordinations of patches to groups are presented in Table 5.2.
Table 5.2: Subordinations of patches to groups
Label for patch Number of patch elevation range (m)
Group 1 C1-C17, C19, C69-C71 21 [-144.738, -134.523]
Group 2 C18, C20-C30, C38-C55, C62, C63 32 [-155.570, -146.944]
Group 3 C31-C37, C56-C61, B1-B3, B8-B10, B14, B15 21 [-161.906, -155.990]
Group 4 C64-C68, B4-B7, B11-B13 12 [-164.203, -162.163]
Data structure
Currently, two approaches are widely used for detecting feature from the point cloud data, which
are based on meshed TIN model or scattered point. Meshed TIN model approach needs to construct a
surface, from which the features can then be identified. In this case two shortcomings arise, i.e. identifi-
cation of the features is based on triangle meshes but not on the original collected data; and the original
characteristics are smoothed out during the mesh processing. In the scatter point approach the identifi-
cation of the feature is directly based on the characteristic of the collected point cloud data. The Gauss
Map Clustering (GMC) method (in Figure 5.6) uses the original scattered points, which are generally
characterized by poor distribution. In this method, points unlikely belonging to sharp feature, e.g. points
located on planar region, are discarded. It has advantage of high efficiency, but frequently falls into a
trouble when it encounters a target with complex geometry.
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Figure 5.5: Selection of patches of the target slope
Figure 5.6: Data structure of Gauss Map Clustering method (Weber et al., 2010)
The MD and FD methods use scattered points as well. To avoid extremely poor distribution of the
scanned data, and also to enhance the resolution, interpolation technique is adopted. The Matlab-based
function ‘TriScatteredInterp’ is applied to interpolation in a scattered point dataset. This function utilizes
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the spatial data with x, y, and z values, an interpolant f can then be constructed by:
f = TriScatteredInterp(x, y, z) (5.10)
It is necessary to point out that the elevations of the original data points wil never change (Figure
5.7). (qx ∼ qy) indicates a point located anywhere on the plane of x ∼ y. With respect to query location
(qx ∼ qy), the corresponding height can be calculated by:
Figure 5.7: The gridded surface by TriScatteredInterp, grid size can be customized.
qz = f(qx ∼ qy) (5.11)
The interpolant f generates a surface in a grid network with a uniform grid size of 0.02 m, which is
called resolution. The resolution is used to define the location of grid point by following three functions:
res = 0.02 (resolution can be customized) (5.12)
[gx, gy] = meshgrid(min(x) : res : max(x),min(y) : res : max(y)) (5.13)
gz = f(gx, gy) (5.14)
Except for honoring the original points, the uniform grid network treatment has the other advantages.
The new gridded point data make up the data density in sparse area and also make the data structure uni-
form that is convenient for MD and FD calculation. A large number of feature points can be identified in a
framework with the same resolution, which eliminates the adverse impact induced by selection of patches.
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5.4.2 Maximum Distance
With respect to a certain 3D object with cone, convex or concave shape, it is feasible to identify at least
one point using MD method shown in Figure 5.8. Regression plane which is constructed based on all
data of a patch plays an important role in MD method. MD method is capable of specifying a unique
feature point on an object and the uniqueness is independent of regression plane.
Figure 5.8: Principle of MD method. The yellow line means the maximum distance of a point to the
regression plane, while the blue line represents the minimum distance. The distance here is relative value,
and positive value means that the points are located above the regression plane.
Regression plane
Regarding a dataset presenting a regular geometry surface, it is easy to regress a plane by means
of employing all the data of the dataset. By contrast, for a surface with extremely irregular geometry
surface, it is necessary to delimit a domain, whose data are employed for regressing a plane. As most
selected patches are typically presented as cone, convex, and concave, a hollow-closed 3D object can be
constructed by sealing a plane to the data of selected patch. The viable solution is to specify a boundary,
all points within which are employed to regress an proper plane.
The data structure of grid type makes it convenient to determine the boundary and manage all rele-
vant 2D points. Determination of boundary and management of relevant points can be implemented in
a Matlab-based code as follows:
function[XX,Y Y,ZZ] = searchboundary(matrix new)
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m = sortrows(matrix new, 1); (sort along the row)
p1 = find(diff(m(:, 1)) = 0); (the last point (top one) of each column)
p2 = [1; p1 + 1]; (the first point (bottom one) of each column)
p1 = [p1; size(matrix new, 1)];
p = [p1, p2];
XX = matrix new(p, 1);
Y Y = matrix new(p, 2);
ZZ = matrix new(p, 3);
where matrix new represents all the points in a patch, XX,Y Y,ZZ are the three coordinate vectors
of the selected points on the boundary.
Employing the points [XX,Y Y,ZZ] for regressing a sealing plane in Matlab through:
x m = [ones(size(XX)) XX Y Y ];
c = regress(ZZ, x m);
where c is a vector which comprises four coefficients of a standard plane function.
Distance computation
Distance of each point in a patch to regression plane can be defined in compliance with general
distance. Having a spatial point (x0, y0, z0) in the 3D Cartesian coordinate system (all TLS data are
converted into UTM), and a plane shown in Figure 5.9 can be expressed by:
Figure 5.9: Distance of point to plane
f(x, y, z) = ax+ by + cz + d = 0 (5.15)
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the normal vector of plane is given by:
v =
ab
c
 (5.16)
and a vector from the plane to a specific point is given by:
w =
x0 − xy0 − y
z0 − z
 (5.17)
Distance D from specific point to plane can then be determined via projection of w to v:
D =
vw
v
=
|ax0 + by0 + cz0 + d|√
a2 + b2 + c2
(5.18)
Dropping the absolute value signs gives the signed distance:
D =
ax0 + by0 + cz0 + d√
a2 + b2 + c2
(5.19)
which is positive if the vectors w and v are on the same side of the plane, and negative means that
two vectors go towards different sides of the plane.
Once the distance of each point to the regression plane are computed, these points with maximum,
minimum or certain configuration distance to regression plane can be located and displayed in Figure
5.10. The characteristics of the proposed MD method can be summarized as follows:
Figure 5.10: MD method for locating the feature points in one patch, cell size = 0.01 m
• MD method does not require a powerful PC, due to its efficient calculation;
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• MD method is not suited for deformation detection of soft material which can be easily affected by
external factors;
• MD method automatically computes distance and identifies feature points, i.e. no need to set up
any configuration.
5.4.3 Feature Degree
Feature degree method consists of four steps: neighborhood definition of each point, determination of
normal vector, calculation of feature degree, and extraction of feature points. The following of this section
describes the details of each step.
Neighborhood
As mentioned above, the construction of the data structure is a grid type on the projection plane
of x ∼ y, and the uniqueness of z value with respect to each x ∼ y plane is based on the function
TriScatteredInterp. Therefore, neighborhood can be defined on the basis of plane x ∼ y. In addition,
a neighborhood in 3D only needs to consider the corresponding z value. It is shown in Figure 5.11 that
the neighborhood of the point pi,j consists of eight surrounding points in a square form. The surrouding
points can be determined by calculation of distance to pi,j . In a normal neighborhood, there are nine
points in total if the center point is counted in. After having a neighborhood Np with eight ‘kind of’
nearest points constructed for a point pi,j ∈ P (P is a certain point set), the next task is to calculate
normal vector of point Pi,j .
Figure 5.11: Grid data structure and neighborhood of point in FD method
Normal vector
Since each point has its own normal vector, each point has its own feature degree. For the points
in a certain 3D neighborhood, a tangential plane can be created via various regression methods. The
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Least Square Method (LSM) is applied to create a regressed plane. Normal vector is simply called as
normal which is perpendicular to a regressed plane. When normal vector is considered on closed surfaces,
the inward-pointing normal vector (pointing towards the interior of the surface) and outward-pointing
normal vector are usually distinguished. The latter one is adopted to calculate normal vector of each point
(Figure 5.12). The specified resolution for the grid network is 0.02 m, and the neighborhood of a point
consists of 4 grids which is 0.04∗0.04 m2. Thus, a plane regression is precise enough for determination
of normal vector. Furthermore, it is necessary to point out that normal vector calculation for each point
may take considerable computer resource. Given the regressed plane specified by:
Figure 5.12: Outward-pointing normal vectors in objects of different geometry, ni represents the normal
vector of point pi, the projection plane of x ∼ y is of grid type
f(x, y, z) = ax+ by + cz + d = 0 (5.20)
the normal vector to the plane can be determined by:
N =
ab
c
 (5.21)
Computation of feature degree
ni,j is defined as the normal vector of point pi,j . The eight angle differences of eight surrounding
normal vectors to center normal vector can be calculated by:
φ1 = φ(ni,j , ni−1,j−1) = ∠(ni,j , ni−1,j−1)
...
φ8 = φ(ni,j , ni,j−1) = ∠(ni,j , ni,j−1)
(5.22)
In order to make a full use of the grid data structure, the sequence of calculation for angle differences
φk is clockwise starting from the lower left corner of the neighborhood of the point pi,j . The feature
degree di,j is then the arithmetic mean value of the angle differences given by
di,j =
8∑
k=1
φk ÷ 8 (5.23)
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The effectiveness of FD method for distinguishing the 3D characteristic of geometry is shown in Figure
5.13 (pyramid visualization). It is easy to highlight the peak and the ridgelines with calculated feature
degree values. For instance, the peak is highlighted by the maximum feature degree of over 0.5 due to its
most abrupt characteristic, while the four planes of a pyramid are visualized in blue color with minimum
feature degree of zero as no changes or variations occur on these planes.
Figure 5.13: Effectiveness of FD method for distinguishing the 3D characteristic of geometry (pyramid
case)
Extraction of feature points
In general, if the analyzed object is a rigid body, the same target in different scan campaign models
is theoretically supposed to own the same feature degree. For instance, the peaks of the pyramid in
multi-temporal models own an identical feature degree values if the material of pyramid is rigid. How-
ever, the material of slope in opencast mine is not rigid, and the erosions and collapses frequently occur.
Furthermore, the error during scanning and data analysis is inevitable. For these reasons, the same target
in different campaign models may be illuminated by different feature degree values. Consequently, it is
not possible to extract a desirable target by means of searching an identical feature degree value. To
solve this problem, the following treatment is effective for extracting desirable feature points.
First of all, it is necessary to reserve the sharp feature area by a threshold  which is automatically
determined by:
pf = {pi, di ≥ } (5.24)
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where pf means the dataset in which the point pi owns the feature degree di no less than . In default
mode, 20% points which are of relative large feature degree values would be reserved so that the threshold
 can then be automatically specified. Empirically, in most cases some squares are alive in the dataset
pf . The four vertices of an independent grid have four feature degree values. Having a square with the
four nearest points of pi−1,j−1, pi−1,j , pi,j , and pi,j−1, the four differentials of feature degrees can be
calculated in the form of clockwise points pair by

ASk1 = di−1,j − di−1,j−1 BSl1 = di−1,j − di−1,j−1
ASk2 = di,j − di−1,j BSl2 = di,j − di−1,j
ASk3 = di,j−1 − di,j BSl3 = di,j−1 − di,j
ASk4 = di−1,j−1 − di,j−1 BSl4 = di−1,j−1 − di,j−1
CSm1 = di−1,j − di−1,j−1 DSn1 = di−1,j − di−1,j−1
CSm2 = di,j − di−1,j DSn2 = di,j − di−1,j
CSm3 = di,j−1 − di,j DSn3 = di,j−1 − di,j
CSm4 = di−1,j−1 − di,j−1 DSn4 = di−1,j−1 − di,j−1
(5.25)
where, A means the reserved dataset pf of the first campaign, Sk is the k
th square in A, di,j stands for
the originally calculated feature degree of the point pi,j . By analogy, B, C, and D represent the reserved
dataset pf of the following three campaigns. If the squares in four campaigns are marked as ASk, BSl,
CSm and DSn are in compliance with the following law, it means that the squares refer to the same
target.
ASk −BSl ≈ ASk − CSm ≈ ASk −DSn < 0.1 (5.26)
where, the default threshold 0.1 can be adjusted according to the specific requirement of precision of
deformation analysis, and ASk −BSl is defined by:
∆1 = ASk1 −BSl1
∆2 = ASk2 −BSl2
∆3 = ASk3 −BSl3
∆4 = ASk4 −BSl4
(5.27)
where ∆1,∆2,∆3,∆4 need to be smaller than the threshold coincidently.
Generally, several squares would be reserved in each campaign model after implementing this treat-
ment. Thus, the developed graphic user interface (GUI) with interactive interface supplies user with an
opportunity by which it is easy to discard the vague squares but retain the distinct squares. Finally,
several desirable feature points (at least four due to one square reserved) can then be extracted using the
interactive interface. This leads to more analyzable samples for deformation analysis and improves the
efficiency that is degenerated by the computations of normal vector and feature degree.
For instance, Patch C2 is located in the Group1 shown in Figure 5.14, and C21 indicates that it is
in the first scan campaign model. The corresponding feature points in multi-scan campaign models are
detected by FD method and shown in Figure 5.15, 5.16, 5.17 and 5.18. The four yellow circles represent
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the four locations of patch C2 in four time campaign models. The characteristics of the proposed FD
method can be summarized as follows:
• A powerful PC is needed to handle the computation of normal vectors and feature degrees, and the
extraction of desirable feature points;
• FD method is suited for deformation detection of soft material which can be easily affected by
external factors;
• It is necessary to set up configurations and implement the manual work to extract the desirable
feature points in a well-interactive GUI.
Figure 5.14: Patch C2, photographed on 1st April, 2011; a representative corner marked as yellow spot
is also highlighted by yellow circle in Figure 5.15, and the locations of this corner in subsequent three time
campaign models are highlighted by yellow circles in Figure 5.16, 5.17 and 5.18
5.5 Deformation Analysis
Four groups were set up along the depth of the scanned slope, which enables to detect the deformation
variations along the depth (vertical variation). On the other hand, erosion and collapse occur frequently
on the slope, especially along the strike direction (horizontal variation). In particular, the external factors
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Figure 5.15: Two feature points extracted by FD in the first campaign model
Figure 5.16: Two feature points extracted by FD in the second campaign model
which adversely impact the grade of erosion and collapse consist of weather, precipitation, and dynamic
influence induced from excavation and transportation. It is difficult to anticipate the calculated defor-
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Figure 5.17: Two feature points extracted by FD in the third campaign model
Figure 5.18: Two feature points extracted by FD in the fourth campaign model
mation being identical with the detected deformation due to the considerable uncertainties. In order to
simplify the understanding of deformation and set calculated deformation agreed to detected deforma-
tion, the horizontal deformation should be highly given attention.
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5.5.1 Change of Elevation of the Sixth Floor
Group1, Group2, and Group3 are located from top to bottom of the scanned slope, and Group4 is located
on the part of 6th floor which is adjacent to the toe of scanned slope (Figure 5.5 and Table 5.2). Use of
the MD and FD methods is capable of detecting and extracting the representative feature points from the
patches belonging to Group1, Group2, and Group3. Each point in these patches is spatially indicated by
(x, y, z) values in UTM coordinate system. However, use of the both methods encounters a trouble when
dealing with the patches of Group4. The trouble is not resulted from the capability of both methods, but
from the intense external interferences by such anthropogenic activities as excavation and transportation.
To reveal how intense the external interferences behave, the absolute elevations of Group4 in four cam-
paign models are exhibited in Figure 5.19. Hereinafter G1, G2, G3 and G4 stand for Group1, Group2,
Group3 and Group4. It is noticed that G4 is a sub-part of Group4. G41 stands for Group4 in the first
campaign model. The right legend of each sub-image reveals the absolute elevation of G4. The elevation
scope of G41 is [−163.54,−163.38] m with differential of 16 cm (Figure 5.19-a), [−163.36,−163.26] m
for G42 with differential of 10 cm (Figure 5.19-b), [−163.42,−163.3] m for G43 with differential of 12
cm (Figure 5.19-c), and [−163.44,−163.28] m for G44 with differential of 16 cm (Figure 5.19-d). Some
relative high zones in G41 change to relative low zones in G42, some relative low zones in G41 change
to relative high zones in G42, and some zones change nothing. The other pair-comparisons of different
campaign models reveal the same results. It is demonstrated that it is difficult to identify feature points
from the circumstance frequently affected by the external interferences. To illustrate the elevation differ-
ential, simply subtracting elevation values of G41 from the following campaign models is implemented in
turn. Figure 5.20 shows the differential domains [0.1, 0.25] cm, [0.05, 0.15] cm, [0, 0.15] cm for G42−G41,
G43−G41, G44−G41, respectively. With consideration of high influence by external interferences, feature
point identification by using MD and FD methods would not be carried out on G4.
5.5.2 Deformation of Slope Surface
MD and FD methods are capable of detecting and extracting feature points from the scanned slope sur-
face where no transportation interference exists and excavation stopped during the scan season. Group1,
Group2, and Group3 are objects, in which feature points are employed to analyze the deformation. In
terms of each group, all feature points could be statistically analyzed on time axis. Each feature point
from the first scan campaign model to the last campaign model is located at four different spatial sites.
It looks like that a spot with (x, y, z) coordinate information jumps from site to another site. A certain
feature point in the first campaign model, is considered as a starting point; and the subsequent three
sites in corresponding three campaign models are deemed as stopovers. The starting point and the three
stopovers are the basis for deformation analysis. More stopovers make deformation analysis on time axis
more reliable, e.g. time series analysis. However, the field scan activity was carried out only four times in
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(a) G4 from the first campaign model
(b) G4 from the second campaign model
(c) G4 from the third campaign model
(d) G4 from the fourth campaign model
Figure 5.19: Absolute elevation of G4 in different scan campaign models
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Figure 5.20: Comparison of G4 elevation between two adjacent campaign models, the first result is via
subtracting G41 from G41.
between April and June 2011. The reason is that the research area need to be excavated to decrease the
whole mine slope dip. Nevertheless, four times TLS scan campaign models provide deformation analysis
and prediction with good resource.
If a certain feature point is detected and extracted by means of FD method, it can then be exported
with information listed in Table 5.3.
Table 5.3: Feature point c20 and its attached information
Feature point label Feature degree X (m) Y (m) Z (m)
c20 1 0.283 327199.577 5643085.059 -147.010
c20 2 0.319 327199.579 5643085.029 -146.991
c20 3 0.233 327199.552 5643085.045 -146.939
c20 4 0.250 327199.598 5643085.043 -147.010
Exemplified by a feature point c20, c20 1 refers to the starting point of c20, while c20 2, c20 3, and
c20 4 are the subsequent stopovers of c20. UTM coordinate information of starting point and stopovers
are decomposed into three independent columns to analyze the deformation along X (east) direction, Y
(north) direction and Z (elevation) direction. As starting point implies the initial state, it is defined that
the deformation of starting point along each direction is zero, i.e. relative deformation. The subsequent
deformation is indicated via the differentials. The deformation results with respect to feature point c20
are presented in Table 5.4.
By analogy, deformation results of all detected feature points can then be calculated and shown in
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Table 5.4: Deformation results of feature point c20
Feature point label Feature degree DX (m) DY (m) DZ (m)
c20 1 0.283 0.000 0.000 0.000
c20 2 0.319 0.002 -0.030 0.019
c20 3 0.233 -0.025 -0.014 0.071
c20 4 0.250 0.021 -0.016 -0.000
Figure 5.21, 5.22 and 5.23. It needs to be mentioned that some feature points are discarded via data
filtering. In these figures, the x axis means the time label and y axis means the deformation. For instance,
‘2-1’ calculates the differential between the first stopover and the starting point. The blue hollow circles
represent deformation of all detected feature points at different time labels, and the red solid circles mean
arithmetic mean values of deformation at different time labels.
5.5.3 Results and Discussions
It is noticed that in three groups, the deformation along x-direction and y-direction seems irregular with
maximum magnitude of less than 0.05 m and especially tiny vibration occurs along x-direction. The
deformation along z-direction reveals the unique route, which goes up from starting point and ceases at
time label of ‘3-1’ with the magnitude of over 0.1 m and then goes down to a level approximate to the
starting point for three groups. The details of deformation of different groups are listed in Table 5.5.
These results demonstrate that it is difficult to distinguish the deformation of the scanned mine slope
along x-direction and y-direction. However the expansion from 1st April to 12th May, since then the
shrink to 20th June along z-direction are clearly proved from all three groups. Expansion phenomenon
has an agreement with the influence of mine excavation to slope behavior. After excavation, mine slope
should go up due to unloading process. In the meanwhile, TLS scan carried out is able to catch this
moment.
Table 5.5: Details of deformation of different groups along three axes
direction 1-1 (m) 2-1 (m) 3-1 (m) 4-1 (m)
Group1 x 0.0000 -0.0089 -0.0106 -0.0027
y 0.0000 -0.0441 -0.0579 -0.0211
z 0.0000 0.0636 0.1183 0.0225
Group2 x 0.0000 -0.0064 -0.031 -0.0141
y 0.0000 0.0238 -0.0399 0.0398
z 0.0000 0.072 0.1233 0.007
Group3 x 0.0000 0.0195 0.0094 0.0295
y 0.0000 -0.0521 -0.0788 -0.0487
z 0.0000 0.0882 0.1352 0.0204
Use of the proposed point-based MD and FD methods can successfully detect and extract feature
points. Regarding both methods, it is required that the original scanned scattered point cloud data need
to be arranged into grid structure to improve the computational efficiency. Regarding FD method , feature
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Figure 5.21: Deformation of effective feature points on slope surface along x direction
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Figure 5.22: Deformation of effective feature points on slope surface along y direction
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Figure 5.23: Deformation of effective feature points on slope surface along z direction
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degree is calculated on the basis of normal vector of each point. Feature point is then extracted with
the assistance of the proposed treatment in grid structure, by which the differentials of feature degrees
of four vertices can be computed. The both methods with high robustness are capable of analyzing most
complex geometric patches. The extracted feature points with different representations, such as corner,
cone peak, and other indescribable feature, are deemed as jumpers in different groups. The result of
deformation analysis demonstrates that the proposed method is precise and reliable for recognition of
deformation, and the result itself could serve as a solid basis for back analysis to retrieve geotechnical
parameters which will be illustrated in Chapter 6.
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In this chapter, determination of geotechnical parameters and time dependent FEM slope stability anal-
ysis will be elaborated. The former task was conducted by using back analysis and based on monitored
deformation. A geometric model can be completed through converting TLS model to numerical model.
The 3D numerical model can then be built up through a combination of attribut model and geometric
model. Subsequently, time dependent FEM simulation coupling with SRT was carried out. Finally, time
dependent deformation, strain and stress were highlighted, followed by FOS calculation.
6.1 Framework
LEMs are still common used methods for quick slope stability analysis; however, it is limitaed because
of artificial slice treatment, and assumptions of interslice forces and others. In contrast, FEM has been
increasingly applied to large scale, non-linear and heterogeneous slope stability analysis. Griffiths (1980)
disclosed that the most important characteristics influencing FEM slope stability analysis are the mate-
rial and geometric properties. Thus, these two aspects are the main concerns in the present research.
The extreme depth prevents determination of geotechnical parameters in open pit Hambach. No
matter how many in-situ tests and laboratory experiments are carried out, the calculated deformation
does not correpond to the monitored deformation. Figure 6.1 shows the concepts of forward analysis and
back analysis. The resultant uniqueness of two methods cannot be guaranteed. To perform a reliable
FEM simulation, the back analysis is a viable solution to obtain proper geotechnical parameters which
enables to agree with the monitored deformation.
6.1.1 Methods of Back Analysis
Since back analysis for characterization of elastic solids using FEM was firstly proposed by Kavanagh
(1971), it has been applied to extensive fields. Kirsten (1976) measured deformation for determination
of rock-mass elastic modulus. Sakurai and Abe (1979); Sakurai and Takeuchi (1983) made a series of
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Figure 6.1: Concepts of forward analysis and back analysis
contributions to deformation back analysis for solving elastic problems and elasto-plastic problems.
Basically, back analysis in geotechnical engineering can be categorized into deformation back analy-
sis, strain back analysis, stress back analysis, and seepage field of ground water back analysis. The basis
for this categorization is dependent upon what variables are the inputs for back analysis. In terms of
medium type, it can also be classified as back analysis for elastic problem, for elasto-plastic problem, for
viscoelastic problem, and so on. With respect to the application type, there may be back analysis for
underground construction, for slope, for dam, and for structure engineering. In particular, in compliance
with the specific strategy, back analysis can also be classified as follows:
• Forward and inverse analysis (flexible and adequate for nonlinear problem);
• Inverse back analysis (complex and for linear problem);
• Local optimization (simplex method, complex method, hybrid penalty function, etc., dependent on
the initial estimated value);
• Artificial neural networks (constructing the map relationship between parameters and deformation,
for complex problem);
• Other imitation methods (Genetic Algorithm, Particle Swarm Optimization, etc.);
• Hybrid methods.
Theoretically, it is not possible to determine a large number of variables by using back analysis.
Firstly, it is difficult to guarantee the uniqueness of resultant deformation via back analysis. Secondly,
even if the uniqueness is guaranteed, the precision of back analysis decreases with increase of variables
amount. Consequently, only uncertain varialbes which cannot be easily obtained via experiments would
be determined via back analysis. In the present research, deformation back analysis using FEM was
applied to solving elasto-plastic slope engineering problem. In addition, due to the complexity of the
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mechanical behavior of open pit mine slope, artificial neural network is a viable strategy.
6.1.2 Mathematical Description of Deformation Back Analysis
Sakurai (1997) presented a procedure for assessment of the structure stability and design/construction
methods shown in Figure 6.2 a). It can be extended for deformation prediction and slope stability anal-
ysis. The flowchart extended is shown in Figure 6.2 b). The framework of the present FEM simulation
consists of forward analysis, back analysis, forward analysis, comparison, and applications in turn, shown
in Figure 6.2 c).
Figure 6.2: Determination of equivalent geotechnical model and the framework of the present FEM sim-
ulation. a): Procedure for assessment of the structure stability and design/construction methods (Sakurai,
1997); b): extended procedure for determination of equivalent geotechnical model; c): the framework of the
present FEM simulation.
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In Figure 6.2 b), given the LiDAR data-based deformation analysis results illustrated in Chapter 5
and the powerful FEM computation, the mathematic model can be described as follows:
Having the monitored deformation values at a series of representative points:
DMi = (i = 1, 2, · · · , n) (6.1)
and given the trial of geotechnical parameters:
gi = (i = 1, 2, · · · , n) (6.2)
the corresponding deformation values of the representative points calculated by FEM are noted as:
DCi = (i = 1, 2, · · · , n) (6.3)
The objective function is a sum squared error between the monitored displacements and the calculated
ones, which needs to be the minimum, namely:
f = min
n∑
i=1
(DMi −DCi)2 (6.4)
6.2 Evaluation of Geotechnical Parameters
The distinct depth and the frequent excavation require using back-propagation neural networks (BPNN)
for back analysis. In this section, the lithological information of scanned slope will be elaborated, followed
by the description of how to get an equilibrium geo-stress state. Evaluation of geotechnical parameters
was carried out based on specific parametric domain and via sensitivity analysis. After that, some pa-
rameters need to be determined using BPNN while the others can be determined using either empirical
relations or consultancies.
6.2.1 Description of the Monitored Slope
The TLS was deployed on the sixth floor of the open pit, and the elevation of scanned target is from -194
m to -109 m, which are highlighted by two horizontal red lines in Figure 6.3. Figure 6.3 demonstrates
that the scanned slope consists of two layers, which from upper to lower are mixture layer of gravel and
sand (sand is the main ingredient) and clay layer. Coincidently, Figure 3.3 shows that the fifth stage is
the target of interest and it comprises the same two layers. In addition, the material of the 6th floor is
clay with organic ingredients which can be easily recognized in field. In the following FEM back analysis
and FEM simulation, sandy and clayey layers will be taken into account.
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Figure 6.3: TLS scanned area, highlighted by four crossed red lines
6.2.2 Initial Geo-stress
FEM simulation needs carefulness and scientific attitudes to approximate the simulation to the actual
condition. The first task is to reach equilibrium of initial geo-stress. Given gravity is the main force to
yield the geo-stress field, gravity is the external force and initial geo-stress is the internal force. To be
simplified, it is assumed that when the overload existed shown in part c of Fig 3.4, the equilibrium of
geo-stress was arrived. After excavation on the 5th stage, the first field TLS scanning was carried out
shown in part e of Figure 3.4.
Initial geo-stress can be configured by using geostatic step in ABAQUS. In geostatic step, whether
the equilibrium of initial geo-stress is arrived should be verified. If not, it is essential to implement
equilibrium. Ideally, the external loads and geo-stress should be exactly equilibrated and cause zero
deformation. However, it may be difficult to achieve an exact equilibrium state. To build up an realistic
equilibrium state, the following three approaches can be selected in accordance with the complexity of
the model researched.
1) *initial conditions, type=stress, input=filename.dat
In this approach, the main task is to obtain the file for input. After configuration of loads and
boundary conditions, a forward analysis taking into account an elasto-plastic constitutive model should
be performed to calculate the stress field. The stress information which consists of six components for
3D problem, i.e. 3 normal stresses (S11, S22, S33) and 3 shear stresses (S12, S13, S23) at each integra-
tion point, should be saved. The file saved needs to be modified in accordance with the requirement of
ABAQUS. Once the ‘filename.dat’ is completed, select ‘Model-Edit keywords’ in menu of ABAQUS, then
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add the following command before ‘*step’:
∗initialconditions, type = stress, input = filename.dat
Now, gravity and initial stress field are integrated into a model. The next step is to submit the model
again for forward analysis and check the calculated deformation. If calculated deformation approximates
to zero, it means success of equilibrium of initial geo-stress.
2) *initial conditions, type=stress, geostatic
Given the earth surface is horizontal, geo-materials are isotropic along horizontal direction, and initial
geo-stress only results from gravity, the simpler and more effective approach is to use keyword ‘geostatic’,
which is described as below:
∗initialconditions, type = stress, geostatic
part− 1− 1.sand, 0, 50,−529200, 20, 0.45
part− 1− 1.clay,−529200, 20,−1832600,−50, 0.65
The first line is announcement line, which uses ‘geostatic’ as keywords. The second line is definition
line for sand layer, which consists of such information as the set name, the vertical component of the
stress at top surface of sand layer, the corresponding vertical coordinate, the vertical component of the
stress at bottom surface of sand layer, the corresponding vertical coordinate, and the at rest lateral earth
pressure coefficient. At rest lateral earth pressure, represented as K0, is the in situ lateral pressure. It
is dependent on soil type, loading or unloading history, and relative density of soil. It can be measured
directly by a dilatometer test (DMT) or a borehole pressuremeter test (PMT) which are rather expensive.
Therefore empirical relations have been created in order to predict at rest lateral earth pressure with less
involved testing. Two of the more commonly used are presented below:
Jaky (1948) proposed a function for normally consolidated soils:
K0(NC) = 1− sinφ′ (6.5)
where NC menas normal consolidate, φ′ represents the effective angle of internal friction of the soil.
Mayne and Kulhawy (1982) proposed a function on basis of K0(NC) for overconsolidated soils:
K0(OC) = K0(NC) ∗OCR(sinφ
′) (6.6)
where OCR means the overconsolidation ratio, which is the ratio of maximum past to current effective
vertical stress.
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Idealy, K0 of solids is 0, and 1 for liquids. If the material is isotropic, K0 can also be simply calculated
by the equation 6.7. In the present case, Poisson’s ratios of sand and clay are defined as 0.3 and 0.4,
respectively. Thus, K0 of sand layer is circa 0.45 and K0 of clay layer is circa 0.65.
K0 = ν/(1− ν) (6.7)
The vertical stress is calculated by
σv = γh (6.8)
where γ is the unit weight of the material, and h is the relative height.
This approach facilitates the configuration of initial geo-stress equilibrium; however, attention should
be given during use of it as it is highly dependent on the model geometry, the isotropic, and the at rest
lateral earth pressure coefficient.
3) *initial conditions, type=stress, geostatic, user
This approach needs to compile user subroutine which specifies a certain geo-stress state.
Based on the actual excavation procedure and simplifications, the initial stress equilibrium can be
established by using all three approaches. After comparing them, the second method is appropriate and
the equilibrium state arrived is shown in Figure 6.4, as the visualized deformation magnitude is e-16
order.
Figure 6.4: Equilibrium of geo-stress by using ‘geostatic’ approach
6.2.3 Parametric Domain
Soil characterization is described in Deutsches Institut fuer Normung (DIN) 18196, which is shown in
Appendix B1, B2 and B3. United States Army Corps of Engineers (USACE) standard gives soil charac-
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terization as well, which is shown in Table 6.1, 6.2, 6.3, and 6.4.
Table 6.1: Soil characterization according to USACE standard, Young’s modulus
Soil Es(Mpa)
very soft clay 0.5–5
soft clay 5–20
medium clay 20–50
stiff clay, silty clay 50–100
sandy clay 25–200
clay shale 100–200
loose sand 10–25
dense sand 25–100
dense sand and gravel 100–200
silty sand 25–200
Table 6.2: Soil characterization according to USACE standard, friction angle
SPT Penetration, N-Value (blows/foot) φ(◦)
Empirical values for φ, of granular soils based on the standard penetration number, (from
Bowels, Foundation Analysis).
0 25–30
4 27–32
10 30–35
30 35–40
50 38–43
Relationship between φ, and standard penetration number for sands, (from Peck 1974,
Foundation Engineering Handbook).
<4 <29 very loose
4–10 29–30 loose
10–30 30–36 medium
30–50 36–41 dense
>50 >41 very dense
Relationship between φ, and standard penetration number for sands, (from Meyerhof 1956,
Foundation Engineering Handbook).
<4 <30 very loose
4–10 30–35 loose
10–30 35–40 medium
30–50 40–45 dense
>50 >45 very dense
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Table 6.3: Soil characterization according to USACE standard, unconfined compressive strength
SPT Penetration (blows/foot) Suc (Mpa) Estimated Consistency
Guide for Consistency of Fine-Grained Soil, NAVFAC 7.02
<2 <0.025 very soft
2–4 0.025–0.05 soft
4–8 0.05–0.1 medium
8–15 0.1–0.2 stiff
15–30 0.2–0.4 very stiff
>30 >0.4 hard
Empirical Values for Consistency of Cohesive Soil, (from Foundation Analysis, Boweis)
0–2 0–0.05 very soft
2–4 0.05–0.1 soft
4–8 0.1–0.2 medium
8–16 0.2–0.4 stiff
16–32 0.4–0.8 very stiff
>32 >0.8 hard
Table 6.4: Soil characterization according to USACE standard, density
SPT Penetration (blows/foot) ρ(kg/m3)
Empirical values for ρ, of granular soils based on the standard penetration
number, (from Bowels, Foundation Analysis).
0–4 1120–1600
4–10 1440–1840
13–30 1760–2080
30–50 1760–2240
>50 2080–2400
Empirical values for ρ, of cohesive soils based on the standard penetration
number, (from Bowels, Foundation Analysis).
0–4 1600–1920
4–8 1760–2080
8–32 1920–2240
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According to DIN 18196, compression modulus Es can be given by
Es = veσat(
σ
σat
)we (6.9)
where ve and we can be determined by column f in Appendix B3.
According to USACE standard, the Young’s modulus can be empirically estimated using Table 6.1.
It can also be estimated using laboratory test or in-situ test. Laboratory tests consist of triaxial uncon-
solidated undrained compression or triaxial consolidated undrained compression tests. Field tests include
the plate load test, cone penetration test (CPT), standard penetration test (SPT) and the pressuremeter
test. Empirical correlations summarized from USACE EM 1110-1-1904 is presented below:
E = Kc × Cu (6.10)
where E=Young’s soil modulus, Kc=correlation factor, and Cu=undrained shear strength.
Internal friction angle φ can be determined by using laboratory test, e.g. direct shear test and triaxial
stress test, listed in Table 6.2.
Cohesion c can usually be determined using laboratory test, e.g. DST. In USACE standard, unconfined
compressive strength Suc is listed in Table 6.3, which can be determined using laboratory test, e.g. triaxial
test or unconfined compressive strength Test. The relation between c and Suc is presented below:
c = Suc/2 (6.11)
where c=cohesion and Suc=unconfined compressive strength.
Density ρ listed in Table 6.4 is usually determined in laboratory by measuring weight and volume,
respectively.
In accordance with the DIN 18196 and USACE standard, the varied parametric domains are listed in
Table 6.5.
Table 6.5: Parametric domain
Clay Sand
Density (kg/m3) 2100–2300 2050–2150
E (Mpa) 1–15 10–70
Poisson’s ratio 0.4 0.3
Friction angle (◦) 10–25 30–40
Cohesion value (Mpa) 0.01–0.4 0.0001–0.01
Dilation angle (◦) – –
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6.2.4 Pre-evaluation of Parameters
Pre-evaluation of parameters plays an important role in remaining certain parameters for back analysis.
The soil model (both clay and sand) used for FEM simulation consists of six parameters, i.e. density (ρ),
Young’s modulus (E), Poisson’s ratio (ν), friction angle (φ), cohesion (c), and Dilation angle (ψ), which
are essential under Mohr-Coulomb (MC) criterion. To be simplified, only those parameters of clay will
be selected for pre-evaluation.
Since slope stability analysis is relative unconfined, it is not necessary to do sensitivity analysis for
dilation angle. As change of dilation angle will not influence the calculated displacement, ψ = 0 which is
in compliance with non-associated flow rule is adopted. Indeed, given dilation angle ψ = 0 in ABAQUS,
it will be automatically changed to a small value 0.1.
Regarding density of material of the scanned slope, Karcher (2003) illustrated the relationship of
desity and material depth in Lower Rhine area. The density of sand from depth of 20 m to 450 m was
measured shown in Figure 6.5, and that of clay which stays between 2050 kg/m3 and 2400 kg/m3 in this
area was measured as well, shown in Figure 6.6.
Figure 6.5: Density of sand versus the depth in Lower Rhine area
By regression, the density of sand at a specific depth can be calculated via equation:
ρ = 2.0287 + 0.016845× lnT + 0.001593× (lnT )2 − 0.000276× (lnT )3 (6.12)
By regression, the density of clay at a specific depth can be calculated via equation:
ρ = 1.8380 + 0.1475× lnT − 0.0308× (lnT )2 + 0.0031× (lnT )3 (6.13)
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Figure 6.6: Density of clay versus the depth in Lower Rhine area
The impacts of shear strength parameters, i.e. c and φ, on slope deformation at elastic phase ap-
proximate to zero, which is shown in Figure 6.7. When the other parameters with maximum value are
fixed, the model mechanical behavior is in elastic phase. Therefore, with decrease of either c or φ, the
maximum deformation is stable at circa 0.08 m.
Figure 6.7: Zero impacts of cohesion (part a) and friction angle (part b) to displacement
The deformation of scanned slope is highly dependent on the stiffness of clay and sand. Therefore,
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it is important to determine the appropriate modulus of material in order to perform a precise slope
stability analysis. Briaud (2001) overviewed different types of modulus which can be used to different
geotechnical engineerings (shown in Figure 6.8). In the Figure 6.8, the slope of the curve is related to
the modulus. If the slope is drawn from the origin to a point on the curve (dash line from O to A),
the secant slope Ss is obtained and the secant modulus Es is calculated from it. The slope Su which
refers to slope of unloading and leads to unload modulus Eu joins points A and B. Eu can be used in
excavation analysis when dealing with deformation and heave at the bottom of an excavation. Moreover,
Dolezalova et al. (2006) gave a noticeable case of Jiri open pit coalmine, in which the unloading modulus
is four to senven times of initial modulus Eini at loading phase. In present case, the main reason which
causes the deformation detected is excavation of overburden. Thus, unloading modulus Eu which plays
an important role in deformation behavior needs to be precisely determined.
Figure 6.8: Definition of Soil Modulus, (Briaud, 2001). Modulus can be calculated from slope. Su:
unloading slope for excavation, Sc: cyclic slope for pile foundation, Ss: secant slope for strip foundation, Sr:
reloading slope for excavation if the excavated soil was placed back, St: tangent slope for case of incremental
loading.
Sensitivity analysis on Eu is carried out, which is shown in Figure 6.9. Given the maximum modulus
of clay listed in Table 6.5, the calculated deformation would be larger than 0.9 m which is not possible.
Therefore, the domain of modulus is newly defined, [10,200] to sand and [10,200] to clay. Modulus of
new domain impacts the displacement in power form with a magnitude of from 6 cm to 28 cm. The
displacement decreases with increase of modulus. Given the impact of modulus to displacement in linear
form, the correlation coefficient is still acceptable. It may illuminate a way in which parameters can be
inversed by mechanical calculation. As the scanned slope has two layers, which causes the determination
of modulus of each layer difficult, BPNN is a viable solution to determine modulus. Finally, Eu of both
sand and clay need to be determined using BPNN.
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Figure 6.9: Influence of unloading modulus on slope deformation
6.3 Parameters Determination by BPNN
In this section, modulus will be determined by Artificial Neural Network (ANN), which is imitated from
the structure of neurons of the biological neural networks. In general, ANN is used as a non-linear sta-
tistical data modeling tool to explore complex relationships, usually without a-priori concept, between
inputs and outputs. Currently, the ANN has evolved into many models, of which the prevalent used
are BP neural network, Hopfieed network, CPN network, ART network and Daruin network, etc. A
combination of a neural network, an evolutionary calculation, and numerical analysis techniques was
successfully applied into establishing the mechanical rock mass parameters in a permanent ship-lock of
Three Gorges Project (Feng et al., 2000).
6.3.1 Methodology of BPNN
BPNN is described as a multi-layer dynamic system optimization neural network. It is a supervised
learning method. Basically, the implementation of BPNN is subdivided into two phases: forward (prop-
agation) and backward (error minimizing). A BPNN system consists of three kinds of layers: input
layer, certain hidden layers, and output layer. Each layer consists of many neurons. In the first phase,
the neurons of the input layer receive input data without any transformation. Then the input layer
sends data to the hidden layers via weight transformation. Finally, the output layer receives propa-
gation’s output activations. The difference between output and measured data needs to be calculated
for improving the reliability of network obtained. In the second phase, the difference is put back to
minimize the error through updating the weight. The two phases will be repeated until the difference
locates at an acceptable value. More complex system normally has more hidden layers with more neurons.
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The objective function is the minimum sum squared error between the monitored deformation and
the calculated deformation, see in Equation 6.4. To meet the objective, the BPNN workflow is shown in
Figure 6.10 and described as follows:
Figure 6.10: Intelligent deformation back analysis based on BPNN
• Samples preparation: orthogonal design and normalization of mechanical parameters within para-
metric domain, input the parameters for forward FEM calculation, create the map of parameter to
deformation, (step 1 and 2 in Figure 6.10);
• Configuration of neural networks: set up the number of hidden layer and the number of hidden neu-
ron. The number of input and output neuron is subject to the number of displacement observation
points and parameters to be inversed, (the box of BPNN in Figure 6.10);
• BPNN training and testing: calculated deformation is deemed as input, and corresponding geotech-
nical parameter as target. The big proportion of samples is used to training a net, while the rest
of them to testing the net, (step 3 in Figure 6.10);
• Determination of parameters: monitored deformation is input to the net trained to determine the
geotechnical parameters (outputs). It is accomplished by step 4, 5, 6, and 7 of Figure 6.10. The
quality of outputs needs to be estimated through a iteration process which runs from step 3 to step
7.
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6.3.2 Samples Preparation
In this section, the sample which consists of two elastic parameters (Eu for both sand and clay), need to
be prepared through orthogonal design and normalization. It is noticed that the shear strength parame-
ters c and φ hardly affect the deformation caused by unloading, if the deformation occurs in the elastic
phase.
Orthogonal design
Orthogonal design is a design of experiments via Taguchi methods (TMs), i.e. orthogonal arrays,
which is developed to improve the quality of manufactured goods. Recently, it has been increasingly
applied to engineering as well. For instance, Taguchi experimental design was applied into determination
of electro-deposition of copper on titanium wires (Rosa et al., 2009). When the amount of paramters
is fixed, the amount of paramters’ level needs to be evaluated. Determination of how many levels of
a parameter requires a deep understanding of the minimum, maximum, and the current value of the
parameter. For instance, given the unloading modulus Eu in between 10 Mpa and 200Mpa, seven levels
might be adopted at 10, 40, 70, 100, 130, 160, and 190 Mpa.
An existing array selector table shown in Table 6.6 enables to identify an appropriate array for most
purposes. In this table, the column and row corresponds to the number of parameters and levels, respec-
tively. It is convenient to select a proper array from this table, e.g. given 6 parameters and 5 levels, the
proper array is named L25 shown in Table 6.6. To facilitate the construction of orthogonal arrays with
different levels, the code was implemented in Matlab. It is only required to declare the number of param-
eters and levels, as well as the maximum value and minimum value of each parameter, the proper array
can then be automatically constructed. In present research, array L49 which consists of two parameters
and seven levels is adopted.
Table 6.6: Array selector
Number of parameters
2 3 4 5 6 7 8 9 10
Number of levels 2 L4 L4 L8 L8 L8 L8 L12 L12 L12
3 L9 L9 L9 L18 L18 L18 L18 L27 L27
4 L16 L16 L16 L16 L32 L32 L32 L32 L32
5 L25 L25 L25 L25 L25 L50 L50 L50 L50
6 L36 L36 L36 L36 L36 L36 L72 L72 L72
7 L49 L49 L49 L49 L49 L49 L49 L98 L98
To create the map of geotechnical parameters to displacement, the forward FEM calculation was car-
ried out. 49 samples which are input into FEM program provide 49 deformed models. For each model,
the deformation of three points which correspond to the three detected points can be obtained, which is
shown in Table 6.7. In Table 6.7, ‘/’: means the calculation ceased as it is divergent or the model has
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gone into the failure with large deformation.
Table 6.7: Sample preparation based on L49 array structure
L49 structure Sand Clay Displacements
v1 v2 Eu (Mpa) Eu (Mpa) d1 (cm) d2(cm) d3(cm)
1 1 190 190 5.25 6.22 6.78
1 2 190 160 6.24 7.39 8.05
1 3 190 130 7.68 9.10 9.91
1 4 190 100 / / /
1 5 190 70 / / /
1 6 190 40 / / /
1 7 190 10 / / /
2 1 160 190 5.26 6.23 6.78
2 2 160 160 6.24 7.39 8.05
2 3 160 130 7.68 9.09 9.91
2 4 160 100 9.99 11.83 12.89
2 5 160 70 14.30 16.91 18.43
2 6 160 40 / / /
2 7 160 10 / / /
3 1 130 190 5.28 6.24 6.8
3 2 130 160 6.25 7.40 8.06
3 3 130 130 7.68 9.09 9.91
3 4 130 100 9.98 11.82 12.89
3 5 130 70 14.28 16.90 18.42
3 6 130 40 / / /
3 7 130 10 / / /
4 1 100 190 5.30 6.26 6.81
4 2 100 160 6.28 7.42 8.08
4 3 100 130 7.70 9.11 9.92
4 4 100 100 9.98 11.82 12.88
4 5 100 70 14.27 16.89 18.41
4 6 100 40 / / /
4 7 100 10 / / /
5 1 70 190 5.34 6.29 6.84
5 2 70 160 6.32 7.45 8.11
5 3 70 130 7.75 9.15 9.96
5 4 70 100 10.02 11.85 12.91
5 5 70 70 14.26 16.89 18.41
5 6 70 40 24.99 29.57 32.23
5 7 70 10 / / /
6 1 40 190 5.38 6.33 6.87
6 2 40 160 6.38 7.50 8.15
6 3 40 130 7.83 9.21 10.01
6 4 40 100 10.13 11.94 12.98
6 5 40 70 14.37 16.98 18.48
6 6 40 40 24.95 29.55 32.21
6 7 40 10 / / /
7 1 10 190 5.43 6.37 6.91
7 2 10 160 6.45 7.56 8.20
7 3 10 130 7.93 9.30 10.08
7 4 10 100 10.29 12.08 13.10
7 5 10 70 14.67 17.22 18.69
7 6 10 40 25.51 30.00 32.59
7 7 10 10 99.80 118.20 128.85
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Normalization of samples
The samples prepared cannot directly be used to BPNN analysis. Such samples need to be normalized
into a value domain, e.g. [0, 1] or [−1, 1]. The three approaches for normalization are described below:
• Log normalization: using Equation 6.14,
vn = log10(v) (6.14)
where v is a variable vector, and vn is the corresponding variable vector after normalization. Once
having the predicted geotechnical parameters which are in the normalized form, it is required to
reverse them to original forms in compliance with Equation 6.15 below:
t = 10tn (6.15)
where tn is a parameter vector calculated by using BPNN in normalized form, and t is the vector
in original form.
• Min-Maximum normalization: just as its name implies, it is required to determine the minimum
and the maximum value of one variable domain. The vector can then be normalized using the
Equation 6.16, as below:
vn =
v − vmin
vmax − vmin (newmaxv − newminv) + newminv (6.16)
where v is the original variable vector and vn is the vector transformed by min-maximum nor-
malization, vmin and vmax refer to the minimum and maximum value of vector v, and newminv
and newmaxv which can be customized determine the minimum and maximum value of the vector
normalized. Given Equation 6.17 below:
newmaxv = 1, newminv = 0 (6.17)
the normalized vector vn is then located in between [0, 1]. It is also required to reverse the normal-
ized vector to original form.
• Mapminmax normalization: ‘mapminmax()’ is a Matlab internal function, which processes matrices
by mapping row minimum and maximum values to [−1, 1] according to Equations 6.18 and 6.19:
[pn, ps] = mapminmax(p) (6.18)
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[tn, ts] = mapminmax(t) (6.19)
where p refers to the input matrix, and pn refers to the matrix normalized in accordance with a
specific structure which is denoted by ps. By analogy, t, tn and ts stand for those relevant to the
target matrix.
In present research, deformation is input, and Eu is target. As null values and singular value are in
the prepared samples, it is necessary to delete these values from L49 array. L36 array remains and its
subsequent array normalized is shown in Appendix B4.
6.3.3 Neural Networks Training and Testing
After normalization of inputs and outputs, the BPNN training and testing can then be carried out. In
general, it is important to partition the normalized inputs into two parts, one of which is used to training
a net, and the other one is used to verifying the quality of the net. The normalized outputs need to be
correspondingly divided into two parts.
Hidden layers and neurons
The number of inputs is three and the number of outputs is two which is dependent on the number of
displacement variable and modulus. In most cases, neural networks with two hidden layers are capable
of indicating the intrinsic relationship between inputs and outputs. The capabilities of neural network
with one or two hidden layers are summarized as follows:
• One hidden layers: capable of approximating any function that consists of a continuous mapping
from one finite space to another;
• Two hidden layers: capable of representing an arbitrary decision boundary to arbitrary accuracy
with rational activation functions and approximating any smooth mapping to any accuracy.
For this reason, one hidden layer was adopted in the present research. The number of neuron tremen-
dously influences the output. The trial experiment, in which a series of successive neuron numbers were
assigned, was carried out. It is time-consuming but necessary. It may be concluded that use of few
neurons in the hidden layer may results in under-fitting (too few neurons detect the signals in complex
model), and use of many neurons may lead to several other problems, such as over-fitting (training data
is not sufficient to train all of the neurons in the hidden layer) and increasing the time for training a
network. Starzyk (2007) proposed a novel and effective criterion based on the estimation of the signal-to
noise-ratio figure (SNRF), by which the number of neuron can be determined. Basically, the number of
neuron can be determined via assistance of several rules described below. These three rules work together
to provide an appropriate number of hidden neurons, and the number of hidden neurons is considered as
4.
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• It should be between the number of the input neurons and the output neurons;
• It should be a sum of 2/3 the number of the input neurons and the number of the output neurons
(FAQ of a commercial neural network software company);
• It should be less than twice the number of the input neurons (Berry and Linoff, 1997; Swingler,
1996).
Transfer functions
The most commonly used transfer function is sigmoidal transfer function. Duch and Jankowski (1999)
gave a comprehensive review on a series of transfer functions of neural networks. Matlab provides fruitful
transfer functions to connect each layer as well, which are listed in Table 6.8.
Table 6.8: Transfer functions in neural networks
Name of function Annotation
compet Competitive transfer function
hardlim Hard-limit transfer function
hardlims Symmetric hard-limit transfer function
logsig Log-sigmoid transfer function
poslin Positive linear transfer function
purelin Linear transfer function
radbas Radial basis transfer function
radbasn Normalized radial basis transfer function
satlin Saturating linear transfer function
satlins Symmetric saturating linear transfer function
softmax Soft max transfer function
tansig Hyperbolic tangent sigmoid transfer function
tribas Triangular basis transfer function
Based on most practices and experiences, selection of tansig as transfer function in between each layer,
and selection of purelin as transfer function in between output layer to output are capable of stabilizing
and optimizing a network. Both tansig and purelin functions are illustrated in Figure 6.11.
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Figure 6.11: Purelin and tansig transfer function, purelin: linear transfer function, tansig: Tan-Sigmoid
transfer function.
Training functions
Training functions serve to train a net. All training functions available in Matlab neural networks
toolbox (NNT) and relevant to BP are listed in Table 6.9, in which the performance of training function
and parameter requirements are revealed.
In Table 6.9, the most commonly used training functions are traingd , traingdm, traingda, traingdx ,
trainlm, and trainscg , as they require a relatively few number of parameters. In practice, function
trainglm is capable of updating weight and bias values according to Levenberg-Marquardt optimization.
Default value and corresponding meaning of each parameter of trainlm function are listed in Table 6.10.
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Table 6.9: Performance and parameter requirements of varied training functions in NNT (Vacic)
Function Algorithm training testing time Parameters
mean stdev mean stdev mean stdev
trainbfg BFGS quasi-Newton BP 0.0096 0.0032 0.0209 0.0046 7.3219 4.5702 17
traincgb Powell Beale conjugate
gradient BP
0.0102 0.0026 0.0203 0.0059 4.3389 1.8860 17
traincgf Fletcher Powell conjugate
gradient BP
0.0112 0.0033 0.0202 0.0051 4.9752 2.4127 17
traincgp Polak Ribiere conjugate
gradient BP
0.0114 0.0030 0.0216 0.0045 4.0544 1.9337 17
traingd Gradient descent BP 0.0265 0.0055 0.0323 0.0029 13.0030 4.4432 7
traingdm Gradient descent with mo-
mentum BP
0.5528 0.3400 0.5592 0.3499 1.2875 0.3697 8
traingda Gradient descent with
adaptive lr BP
0.0244 0.0063 0.0310 0.0037 5.2000 2.2220 10
traingdx Gradient descent
w/momentum and adap-
tive lr BP
0.0394 0.0312 0.0445 0.0274 5.4219 3.5260 11
trainlm Levenberg Marquardt BP 0.0065 0.0027 0.0231 0.0037 8.5762 3.4940 11
trainoss One step secant BP 0.0130 0.0038 0.0205 0.0035 5.1703 2.82221 17
trainrp Resilient BP (Rprop) 0.0137 0.0045 0.0229 0.0035 7.4954 3.8277 10
trainscg Scaled conjugate gradient
BP
0.0114 0.0035 0.0218 0.0073 4.3171 1.7394 8
Table 6.10: Default configuration of the training function trainlm, (Levenberg-Marquardt backpropagation)
Parameter name default value purpose
epochs 100 Maximum number of epochs to train
goal 0 Performance goal
max fail 5 Maximum validation failures
mem reduc 1 Factor to use for memory/speed tradeoff
min grad 1e−10 Minimum performance gradient
mu 0.001 Initial mu
mu dec 0.1 mu decrease factor
mu inc 10 mu increase factor
mu max 1e10 Maximum mu
show 25 Epochs between displays
showCommandLine 0 Generate command-line output
showWindow 1 Show training GUI
time inf Maximum time to train in seconds
Training and testing
A net can be produced and trained by using the following code. User can customize such values as
‘epochs’, ‘goal’ and ‘lr’ to meet certain requirements. The dynamic training interface of NNT is shown
in Figure 6.12.
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% define number of neurons
num input neurons = size (p, 1); % number of input neurons dependent on the number of inputs
num output neurons = size (t,1); % number of output neurons dependent on the number of outputs
num hidden neurons = 6; % number of hidden neurons
% create BPNN based on the regulations described above
net = newff (minmax(p train), [num input neurons, num hidden neurons, num output neurons], ‘tan-
sig’ ‘tansig’ ‘purelin’, ‘trainlm’);
% set some param of net (user customize)
net.trainparam.epochs = 2000;
net.trainparam.goal = 0.0001;
net.trainParam.lr = 0.02;
% train nn
net = train (net,p train,t train);
Figure 6.12: Dynamic training interface of neural networks toolbox
The map from inputs (calculated displacement) to targets (prepared parameters) is the basis to the
net. Given 36 samples, 32 random samples were reserved for training, and rest for testing. Once the net
is generated, it provides the outputs (calculated parameters) for training samples and testing samples via
applying training inputs and testing inputs to the net, respectively. Figure 6.13 discloses the correlation
coefficient between targets and outputs of training samples, which is 0.98794. Figure 6.14 reveals the
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correlation coefficient of 0.94191 between targets and outputs of testing samples. It is demonstrated that
the net has qualified to predict the parameter Eu, as the net is independent of testing samples.
Figure 6.13: Correlation coefficient between targets and outputs of training samples
Figure 6.14: Correlation coefficient between targets and outputs of testing samples
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6.3.4 Results and Discussions
In this section, the deformation results detected in Chapter 5 will be applied into the net to obtain the
Eu for sand and clay. In Chapter 5, the displacements information result from arithmetic mean value
of each group. The three representative points selected during samples preparation corresponds to the
Group1, Group2 and Group3 of the scanned slope. However, the error of [-0.01 m, 0.01 m] at deformation
detection needs to be given attention. Therefore, factitious perturbation was added into the detected
deformation results. The new deformation results are called monitored inputs.
Results
The structure of perturbation is shown in Table 6.11. The monitored inputs can then be generated
by adding perturbation to deformation results of three groups. In Table 6.11, ‘t1, t2, t3’ mean Gourp1,
Group2, and Group3, and ‘fundamental’ deformation (11.83, 12.33, 13.52) cm means the detected de-
formation results. The outputs (Eu) corresponding to detected deformation can then be obtained by
applying monitored inputs to the net.
Table 6.12 represents the geotechnical parameters fixed for slope stability analysis. Density is calcu-
lated based on Equations 6.12 and 6.13, and the density of sand and clay is 2125 and 2268, repectively. Eu
of sand and clay obtained on basis of BPNN is 80 Mpa and 96 Mpa. Empirical values of 0.3 and 0.4 are
selected as Poisson’s ratio for sand and clay. 0.4 is relatively high for the Poisson’s ratio of clay, however,
it corresponds to the field condition that the clay layer is saturated. Regarding shear strength param-
eters c and φ, the values commonly used in open pit Hambach are selected, which are shown in Table 6.12.
To verify the reliability of Eu obtained, the calculated deformation based on the fixed geotechnical
parameters needs to be compared with the detected deformation. The comparison result is shown in
Table 6.13. Table 6.13 shows that the maximum discrepancy of calculated and detected deformation is
3.33% which demonstrates that the geotechnical parameters shown in Table 6.12 are adequate for further
FEM simulation.
Discussions
Chapter 6 demonstrates that use of BPNN is capable of determination of reliable geotechnical param-
eters. However, some issues should be addressed as below:
• The uncertainties between the arithmetic mean value of deformation of each group and the repre-
sentative points on the selected 2D cross-section model cannot be ignored;
• Use of the same methodology and the same tool for establishing the connection between basic soil
properties and hydraulic characteristics based on UNSODA (unsaturated soil hydraulic database)
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Table 6.11: Perturbation structure and monitored inputs
∆1 ∆2 ∆3 t1(cm) t2(cm) t3(cm)
fundamental 0 0 0 11.83 12.33 13.52
perturbation -1 -1 -1 10.83 11.33 12.52
-1 -1 0 10.83 11.33 13.52
-1 -1 1 10.83 11.33 14.52
-1 0 -1 10.83 12.33 12.52
-1 0 0 10.83 12.33 13.52
-1 0 1 10.83 12.33 14.52
-1 1 -1 10.83 13.33 12.52
-1 1 0 10.83 13.33 13.52
-1 1 1 10.83 13.33 14.52
0 -1 -1 11.83 11.33 12.52
0 -1 0 11.83 11.33 13.52
0 -1 1 11.83 11.33 14.52
0 0 -1 11.83 12.33 12.52
0 0 0 11.83 12.33 13.52
0 0 1 11.83 12.33 14.52
0 1 -1 11.83 13.33 12.52
0 1 0 11.83 13.33 13.52
0 1 1 11.83 13.33 14.52
1 -1 -1 12.83 11.33 12.52
1 -1 0 12.83 11.33 13.52
1 -1 1 12.83 11.33 14.52
1 0 -1 12.83 12.33 12.52
1 0 0 12.83 12.33 13.52
1 0 1 12.83 12.33 14.52
1 1 -1 12.83 13.33 12.52
1 1 0 12.83 13.33 13.52
1 1 1 12.83 13.33 14.52
Table 6.12: Geotechnical parameters
Clay Sand
Density (kg/m3) 2268 2125
Eu(Mpa) 96 80
ν 0.4 0.3
φ(◦) 25 35
c(Pa) 60000 10
Table 6.13: Comparison of calculated deformation and detected deformation
t1 t2 t3
Detected deformation (cm) 10.83 12.33 13.52
Calculated deformation (cm) 10.81 12.74 13.97
Discrepancy (%) -0.18 3.33 3.33
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(Dong et al., 2012) has proven its capability for parameters back analysis. To improve the quality of
trained net, it is effect to increase the amount of samples for training; however, it is time-consuming;
• The factitious perturbation enables achieving good outputs. However, the deformation analysis
error is not always standing at -1 or +1, but may stand at certain point in between [−1, 1]. If this
is taken into account, the global optimized output could be found.
• All the proposed techniques and treatments contribute to find an appropriate suite of geotechnical
parameters, so as to perform the further analysis, such as numerical slope stability analysis, time
influence, etc.
6.4 FEM Slope Stability Analysis
6.4.1 3D Slope Numerical Model
In this section, the 3D numerical model which is generated by using the method presented in the section
4.3.3 will be illustrated from several aspects, such as overview, loads and boundary conditions, as well as
analysis steps, successively.
Overview
The scanned meticulous LiDAR model was transformed to numerical mode shown in Figure 6.15. In
the present case, the geometrical model was extracted via using two planes which are perpendicular to
the strike of the slope surface and cut the model scanned. The dimension of the extracted numerical
model is determined by the position of two cutting planes. In Figure 6.15, the height from the fifth floor
to the sixth floor is (74.5-19.64=54.86 m), the thickness of sand layer is 26.14 m while the clay layer is
(74.5-26.14=48.36 m), the bottom length of the model is 345.25 m while the top length is 126.7 m, and
the width of the model is 73.7 m.
The code of model conversion is exclusively designed for hexahedral element which consists of 8 nodes.
Hexahedron can be identified and accepted by different announcements in ABAQUS, such as C3D8 (Con-
tinuum, 3D, and 8 nodes), C3D8R (Continuum, 3D, 8 nodes, and reduced integration), C3D8RT (C3D8R
considering effect of coupling displacement and temperature), etc. Basically, good mesh of hexahedron
with announcement ‘C3D8R’ can guarantee the equivalent accuracy at less computational cost. The
selected C3D8R hexahedral model results in 158 nodes along length, 41 nodes along width, and 38 nodes
along height. The numerical model comprises 246,164 nodes, namely 232,360 elements.
Loads and boundary conditions
Only gravity is taken into account, as the perturbation induced by transport and excavation cannot
be routinely recorded. Six sets of the numerical model, such as top, bottom, left, right, back, and front
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Figure 6.15: 3D numerical model
surfaces would be automatically recognized, which facilities the configuration of the boundary condition.
All the boundary conditions are set up on the basis of local coordinate system whose x, y, and z axes go
along the width, length, and height of the numerical model and origin locates at the bottom left corner
of the front surface. Thus, constraint along x axis is assigned to the left and the right surfaces; constraint
along y axis is assigned to the back and the front surfaces. Constraints along x, y, and z axes are assigned
to the bottom surface, while the top surface is free.
Analysis steps
ABAQUS starts analysis from initial step all the times. In the present case, three steps with specific
names, such as geostatic, remove, and reduce, follow the initial step in turn. The function of each step is
clarified as below:
• geostatic: in this step, the equilibrium of initial geo-stress needs to be arrived by use of the solutions
mentioned in section 6.2.2; furthermore, load and boundary conditions should be assigned to the
model at the beginning of this step and be propagated to the following steps;
• remove: remove represents excavation which can be achieved by setting a keyword ‘remove’. For
the purpose of simplification, certain parts of the slope are removed in a time;
• reduce: in this step, automatic strength reduction technique is applied to approaching the critical
state of slope instability, which will be elaborated in section 6.4.2.
6.4.2 Automatic Strength Reduction
As the implementation of strength reduction finite element method (SRFEM), the traditional solution is
to modify the strength parameters in input file or in CAE (Computer Aided Engineering) interface based
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on increase of reduction factors to do trial calculation, and the process is manual. Use of bisection treat-
ment enables to enhance the performance of manual strength reduction shown in Figure 6.16 (Hu et al.,
2012). Obviously, this manual solution is not efficient. Besides, it is difficult to disclose the relationship
between FOS and time.
Figure 6.16: Flow chart of bisection strength reduction method
In order to overcome the above mentioned shortcomes, two techniques will be applied to automatic
strength reduction calculation, i.e. Field Variable-based (FV) and Temperature-driven strength reduc-
tion techniques. For both, cohesions and internal friction angles of materials are associated with FV or
temperature. As FV and temperature change with increase of time increment variable t in ABAQUS,
the cohesions and internal friction angles can then be reduced with the automatic increase of t, and the
FOS can be determined in a complete analysis step.
Principle of strength reduction and yield criteria
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Equation 6.20 describes the fundament of strength reduction technique.

c′f =
c′
Fs
φ′f = tan
−1 tanφ′
Fs
ψ′f = tan
−1 tanψ′
Fs
(6.20)
where c′f , φ
′
f , and ψ
′
f are effective cohesion, internal friction angle, and dilation angle at the critical state
of slope failure. At the same time, Fs which divides the original c
′, φ′ and ψ′ is considered as the FOS.
For the purpose of simplification, the dilation angle is often defined as zero, i.e. non-associated flow rule.
Different yield criteria may cause the considerable discrepancy of slope stability calculation. A number
of failure criteria have been presented for soil behavior (Griffiths, 1990). Currently, Mohr-Coulomb (M-C)
criterion is still widely applied into solving geotechnical engineering problems, because it is capable of
offering precise results for slope stability analysis (Hu et al., 2012). In the present research, the focus is
on the application of reversed geo-parameters to numerical simulation. M-C criterion selected runs as an
exemplification of the proposed workflow, but not with intent to reveal the nature of current site.
The M-C criterion assumes that failure is controlled by the maximum shear stress which depends on
the normal stress. It can be represented by plotting the Mohr’s circles. The M-C failure envelope line
is the best straight line which touches these Mohr’s circles shown in Figure 6.17 (Yu, 2002). The M-C
criterion can be written as:
Figure 6.17: Mohr-Coulomb failure criterion (Yu, 2002)
τ ′ = c′ − σ′ tanφ′ (6.21)
where τ ′ is the effective shear stress, σ′ is the effective normal stress (negative in compression),
respectively. From Mohrs circle, it can be obtained:
τ ′ = s cosφ′ σ′ = σ′m + s sinφ
′ (6.22)
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substituting τ ′ and σ′, the M-C criterion can be rewritten as:
s+ σ′m sinφ
′ − c cosφ′ = 0 (6.23)
where s = 12 (σ
′
1 − σ′3) is the half of the difference between the maximum and minimum principal
stresses, while σ′m =
1
2 (σ
′
1+σ
′
3) is the mean value of the sum of maximum and minimum principal stresses.
The M-C criterion hypothesizes that failure is independent of the value of the intermediate principal
stress. The failure of typical geotechnical materials generally includes some small dependence on the in-
termediate principal stress. However, the M-C model is technically considered to be sufficiently accurate
for most applications.
Temperature-driven strength reduction
In traditional SRFEM simulation process, the shear strength parameters would not decrease with
time increment in one analysis step. In ABAQUS, the temperature variable can act as a bridge which
connects geotechnical parameters and time increment. In this case, the temperature is virtual but not
actual temperature, and serves to change the parameters. Given the dilation angle of zero, change of
temperature would not influence the internal stress and strain state.
In case of FOS from 1.0 to 10.0, the effective cohesion c′ and tangent of effective internal friction angle
tanφ′ linearly decrease to 0.1 × c′ini and 0.1 × tanφ′ini with increase of temperature variable from 0 to
100, the function is as below:
c′
c′ini
=
tanφ′
tanφ′ini
=
1
Fs
= 1− θ
100
0.9 (6.24)
where θ is the temperature variable, c′ini is the initial effective cohesion and φ
′
ini is the initial effective
internal friction angle.
It is noticed that a time step does not mean the true time but only indicates the evolution of load.
An independent time step comprises many increments. In case that time step variable t increases from 0
to 1, the temperature variable θ is defined to linearly increase from 0 to 100, namely:
θ = 100t (6.25)
substitute θ, the relationship of FOS and time step variable t can be written as:
Fs =
1
1− 0.9t (6.26)
To implement temperature-driven strength reduction, two time steps often to be followed are listed
as below:
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• The first step: assign the rock or soil with true shear strength, and exert the load and boundary
conditions on model;
• The second step: set up one time step named ‘reduce’, in which temperature variable needs to be
activated and change with increase of t, shear strength parameters can then be correspondingly
reduced.
FV-based strength reduction
To be simplified, selection of linear function is effective to build up the relationship of FV f and time
step variable t:
f(t) = a− bt (6.27)
where f is the field variable, t is the time step variable, both a and b are two adjustable parameters.
The universal strength reduction can be described in Equation 6.28:
{
c′ = fc′ini
tanφ′ = f tanφ′ini
(6.28)
where c′ini and φ
′
ini are the initial effective cohesion and the initial effective internal friction angle,
respectively; c′ and φ′’ are the cohesion and friction angle corresponding to the FV.
Therefore, the relationship of shear strength parameters and time step variable can be built up by
Equation 6.29:
{
c′ = (a− bt)c′ini
tanφ′ = (a− bt) tanφ′ini (6.29)
Finally, the relationship of FOS and time step variable can be written as:
Fs =
1
a− bt (6.30)
Implementation of FV-based strength reduction
In FV-based method, two adjustable parameters need to be clarified. As Fs > 0 and time step variable
0 ≤ t ≤ 1, both a and b are positive. It is required that ab > 1 and b 6= 0. The decision of a would
influence the minimum value of potential FOS, while the magnitude of a−b affects the maximum value of
potential FOS. In case that a = 1.0, b = 0.9, i.e. temperature-driven technique, the domain of FOS would
be 1 < Fs < 10. Through observing the relationship of FOS and time step variable in temperature-driven
and FV-based strength reduction techniques, the main concepts of both techniques are similar, but the
adjustable parameters in FV-based method facilitates strength reduction method to be more effective
and comprehensive.
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For theoretical and practical calculation, it is often considered Fs trial ≥ 1; however, Fs trial < 1 is
acceptable as well. The following four steps describe a complete flow by which a complex geotechnical
stability problem can be solved:
• First step: build up the first time step taking into account initial geo-stress equilibrium;
• Second step: build up the second time step, in which actual shear strength parameters serve for
calculation to obtain the corresponding displacement, stress and strain;
• Third step: build up the third time step performing strength reduction, the detailed FV-based
strength reduction flow are illustrated in Figure 6.18;
• Fourth step: post analysis to obtain the FOS, slip surface, failure evolution process, etc.
Figure 6.18: Flow chart of FV-based method
FV-based strength reduction technique is applied to searching the critical state of slope failure, which
is described in Section 6.4.3.
6.4.3 Slope Stability Analysis
Optimization of strength parameters
It is essential for FEM simulation to determine the actual cohesion and internal friction angle. The-
oretically, sand has no cohesion property; however, it should take into account a certain cohesion value
for the present sand due to the influence of water and the existence of other ingredients. On the basis
of the empirical magnitude of cohesion and friction angle, the optimization of both was carried out and
shown in Table 6.14. It is necessary to point out several denominations of special terms for the following
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description, such as ‘um, u1, u2, and strain’. Hereafter, the term of g20 17 um means the total displace-
ment of node 17 by using parameters combination of g20 listed in Table 6.14. In addition, u1 means
horizontal displacement while u2 means vertical displacement and strain means equivalent plastic strain.
Table 6.14: Optimization process of determination of strength parameters
Clay Sand
Parameter Group c(Pa) φ(◦) c(Pa) φ(◦)
g2 60000 35 10 35
g3 50000 35 10 35
g4 40000 35 10 35
g5 30000 35 10 35
g6 20000 35 10 35
g7 10000 35 10 35
g8 10000 35 8 35
g9 20000 35 8 35
g14 30000 35 8 35
g15 40000 35 8 35
g16 50000 35 8 35
g17 60000 35 8 35
g10 20000 35 6 35
g11 30000 35 6 35
g12 60000 35 6 35
g13 20000 35 7 35
g18 60000 20 8 35
g19 60000 10 8 35
g20 60000 28 8 35
g21 50000 28 8 35
g22 40000 28 8 35
Optimization for strength parameters consists of three steps described as below:
• Cohesion decrease - internal friction angles of both soil and sand, as well as the cohesion of sand
are fixed at the maximum value. In this case, both friction angles are 35◦ and sand cohesion is 10
Pa. Then the clay cohesion decreases from its maximum value of 60 kPa to the minimum value of
10 kPa. This step consists of g2, g3, g4, g5, g6, and g7 parameter combinations (Table 6.14);
• Cohesion increase - In this step, sand cohesion is fixed at 8 Pa. Then the clay cohesion increases
from 10 kPa to 60 kPa. It consists of g8, g9, g14, g15, g16, and g17 parameter combinations and
it is an iterative process till the sand cohesion decreases to its possible minimum value;
• Friction angle decrease - friction angle of sand is fixed at its maximum value (35◦), while its cohesion
is fixed at minimum value (8 Pa), and clay cohesion is fixed at its possible minimum value. Then
clay friction angle decreases from its maximum of 35◦ to the minimum of 10◦. It comprises g17,
g18, g19, g20, g21, and g22 parameter combinations.
According to Table 6.14, the vertical displacement versus analysis increment of node 17 which facilities
to compare calculated and detected displacements is plotted in Figure 6.19 and Figure 6.20.
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Figure 6.19: Vertical displacement versus analysis increment with different strength parameter combina-
tions at node 17, sand cohesion = 10 Pa
Figure 6.20: Vertical displacement versus analysis increment with different strength parameter combina-
tions at node 17, sand cohesion = 8 Pa
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Given sand cohesion of 10 Pa, Figure 6.19 shows two distinct processes. The first process presents a
notable uplifting due to ‘remove’ whose analysis increment is from 1 to 2. The second process discloses
a small magnitude of subsidence due to strength reduction. Most cease points exceed 2.5 of analysis
increment except ‘g7 17 u2’, which ceases at 2.35. Vertical displacement is independent of different shear
strength parameter combinations in the uplifting process but dependent on them in the subsidence pro-
cess. With the decrease of initial ‘actual’ shear strength parameters, the subsidence is more obvious and
the curve ceases earlier which provides a smaller FOS value.
Given sand cohesion of 8 Pa, Figure 6.20 illustrates the same two processes. In this case, most cease
points exceed 2.47, except ‘g8 17 u2’ ceasing at 2.21. Both are smaller than that in the case of sand
cohesion of 10 Pa. It is demonstrated that decrease of both clay cohesion and sand cohesion for the
initial ‘actual’ value enables to determine the best fit strength parameter combination. In addition, a
combination with smaller shear strength parameters makes FOS calculation more conservative. In the
end, combination g18 is selected as the initial ‘actual’ shear strength parameters.
FOS discussion
Calculation of displacement is the basis for slope stability analysis. If the calculated displacement
represents leap prior to calculation divergence, leap point reveals the FOS; if not, divergent point dis-
closes the FOS. In addition, it is more objective to synchronously take into account the state of equivalent
plastic strain for determining the FOS.
Strength reduction was performed at step ‘reduce’ which runs from two to three of analysis increment.
Regarding FV-based strength reduction technique, the start point stands for FOS of 1, and the end point
means FOS of 2. In order to observe the FOS-dependent change of displacement and plastic strain,
two groups of observation points were selected from slope surface and plastic strain zone and defined
as ‘GS’ and ‘GZ’. GS consists of node 8, 7, 6, 5, 4, 3, and 17, which are located on the slope surface
from upper to lower. GZ comprises node 3, 75, 74, 576, 856, 4060 and 616, which are located on the
plastic strain zone. The positions of GS and GZ nodes are labeled in a simplified 2D slope cross section,
which is shown in Figure 6.21. Subsequently, the horizontal displacement, vertical displacement, total dis-
placement and plastic strain versus FOS of both GS and GZ are shown in from Figure 6.22 to Figure 6.29.
Figure 6.22 shows the horizontal displacement versus FOS of all GS nodes. Node 8, 7, and 6 which
are located relatively far away from the notable plastic strain zone have relatively small horizontal dis-
placements. Node 5, 4, 3, and 17 are located near the plastic strain zone, especially node 5, 4, and 3,
have relatively bigger horizontal displacements. All displacement leap points of GS nodes are located at
FOS of 1.3.
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Figure 6.23 represents the vertical displacement versus FOS of all GS nodes. The vertical displace-
ments of node 8, 7, 6 and 5 keep stable till FOS of 1.3 and linearly decrease till the computation ceased at
FOS of 1.48. In contrast, the vertical displacements of nodes 4, 3, and 17 keep stable from the beginning
of the strength reduction to the end.
Figure 6.24 shows the total displacement versus FOS of all GS nodes. Higher node has smaller total
displacement. Leap points at FOS of 1.3 can be disclosed from curves of node 5, 6, 7 and 8.
The horizontal displacement versus FOS of all GZ nodes is shown in Figure 6.25. The horizontal
displacements of node 4060, 576, 616 and 856 increase with process of strength reduction and cease at
FOS of 1.2. Then, they flatly run till FOS of 1.3 and linearly increase again till FOS of 1.48. On the
other hand, those of node 74, 75 and 3 which are located on the same level of the model keep stable till
FOS of 1.3 then linearly increase till FOS of 1.48. All the curves have leap points at FOS of 1.3.
The vertical displacement versus FOS of all GZ nodes is shown in Figure 6.26. Node 3 keeps the
largest vertical displacement from the beginning of the strength reduction to the end and its leap phe-
nomenon occurs at FOS of 1.34. Node 74 which is located relatively far away to the potential slip zone
has the smallest vertical displacement. All curves show their leap points at FOS of 1.34 except that the
curve of node 616 runs abnormally.
The total displacement versus FOS of all GZ nodes is shown in Figure 6.27. The total displacement
of node 4060, 576 and 856 linearly increase till FOS of 1.2, then keep flat till FOS of 1.3, and change to
increase again till FOS of 1.48. On the other hand, those of node 3, 616, 75 and 74 keep flat till FOS of
1.3 and switch to increase till FOS of 1.48.
Furthermore, the plastic strain of observed node is another view to determination of FOS and capable
of revealing the potential slip zone. Figure 6.28 shows the plastic strain versus FOS of all GS nodes.
Only node 5 and 7 represent small plastic strain which can be ignored, while the plastic strain of node
8, 6, 4 and 17 approximate to zero. Node 5 and 7 are the vertices of concave, while the other nodes are
the vertices of convex. Technically, concave point is the stress concentration point. The ceasing points
of all curves are located at 1.48 of FOS. Figure 6.29 shows the plastic strain versus FOS of all GZ nodes.
Node 3 is of the largest plastic strain in all selected GZ nodes, and followed by node 75. It demonstrates
that the toe of the potential slip zone might be the node 3. All curves show the leap points at FOS of
1.2 and cease at FOS of 1.48
From Figure 6.22 to Figure 6.29, it is demonstrated that leap points at FOS of 1.2 and 1.3 can be
disclosed but negligible. Therefore, the subordinate failure criteria, i.e. divergent point basis, woule be
adopted in the present case. Finally, the FOS is 1.48.
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Figure 6.21: Locations of GS and GZ nodes. GS: Group of node locating at slope Surface. GZ: Group of
node locating at plastic strain Zone.
Figure 6.22: Horizontal displacement versus FOS of observed surface nodes
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Figure 6.23: Vertical displacement versus FOS of observed surface nodes
Figure 6.24: Total displacement versus FOS of observed surface nodes
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Figure 6.25: Horizontal displacement versus FOS of observed nodes in the plastic strain zone
Figure 6.26: Vertical displacement versus FOS of observed nodes in the plastic strain zone
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6.4 FEM Slope Stability Analysis
Figure 6.27: Total displacement versus FOS of observed nodes in the plastic strain zone
Figure 6.28: Plastic strain versus FOS of observed surface nodes
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Figure 6.29: Plastic strain versus FOS of observed nodes in the plastic strain zone
Time effect discussion
In order to take into account the time effect in FEM simulation, the viable solution is to mark the time
stamps of scanning campaigns on the curve of displacement versus analysis increment (D-AI curve). It
is assumed that the first scan campaign on 1st April 2011 represents the initial point which is coincident
with the beginning point of ‘remove’ action of D-AI curve. This assumption means that the displacement
after unloading (excavation) and before the first scan campaign is 0. Then, it is needed to assume that
the third scan campaign on 12th May 2011 is coincident with the beginning point of ‘reduce’ action of
D-AI curve, i.e. analysis increment of 2. Table 5.5 shows that the detected vertical displacements of
the second scan are 0.0636 m, 0.072 m, and 0.0882 m for Group1, Group2 and Group3. Approximately,
Group1 and Group2 can be represented by the node 4 and 17. Therefore the D-AI curves of node 4 and
17 are selected to be marked with the time stamps, which is shown in Figure 6.30.
Due to the influence by real mining operation and weather condition, the last scan campaign was
performed on 20th July 2011. There are 39 days in between the third and last scan campaigns. The long
interval causes it difficult to determine the position of the third campaign on the D-AI curve, whether in
‘remove’ process or in ‘reduce’ process. And it also makes the last scan campaign useless for time effect
discussion. In Figure 6.30, time stamps of the second scan campaign of two nodes are apart situated on
the D-AI curve, which are shown in yellow triangle (node 17) and yellow diamond (node 4), because the
x axis is analysis increment but not real time. The four time stamps roughly form a parabola, in which
the third time stamp location is considerably important. Time effect discussion is useful to determina-
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tion of current FOS and prediction of displacement. However, the above two assumptions result in the
uncertainty, which can be solved by increase of number of scan campaign. The time stamp of
location of the last scan campaign cannot be fixed, and potentially located on the position in Figure 6.30
(the trace of dot line by blue triangles and diamonds), it is capable of disclosing that the current FOS is
larger than the determined FOS of 1.48.
Figure 6.30: Time stamps on the D-AI curve
6.4.4 Results
In this section, to obtain the FOS of the observation slope, two automatic strength reduction techniques
were introduced, and the subsequent slope stability analysis was performed.
The geometric and geotechnical attributes of the 3D numerical slope model were illustrated in Figure
6.15 followed by the specification of loads and boundary condition, and instruction of analysis steps. Use
of the analysis steps consisting of geostatic, ‘remove’ and ‘reduce’ is capable of simulating the several
actual geo-states, such as the equilibrium of initial geo-stress and uplifting due to unloading (excavation),
and searching the critical state of slope failure.
On the basis of classical strength reduction method, two developed techniques such as temperature-
driven strength reduction and FV-base strength reduction were elaborated. Moreover, FV-based strength
reduction technique is more comprehensive and more applicable. As a result, the FV-based strength re-
duction was applied to the present case.
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Shear strength parameters c and φ were firstly optimized during slope stability analysis. It is proved
that c and φ have no influence on D-AI curve before the strength reduction process, but the influence
occurs when the simulation goes into strength reduction process. Weaker are initial shear strength
parameters, earlier terminates calculation (smaller FOS). Based on failure criterion of divergent point
basis, the FOS is determined as 1.48. After time effect discussion via time stamps treatment, the current
actual FOS is larger than 1.48. Increase of scan campaign can solve the uncertainty of time discussion to
promote the presented techniques more applicable and reliable for determination of FOS and prediction
of future displacement.
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The increase of energy demand causes fossil fuels still being the popular energy production since suitable
alternatives are not yet available. The slope failure in surface mine and the land subsidence in under-
ground mine are the common problems which adversely affects environment and mine production. Yearly,
the direct loss and casualty due to both slope stability and land subsidence are startled. Consequently,
various monitoring technologies and analysis methods are being pursued to concern the safety problem
during mine operation. Enhancements of monitoring technology appear to provide mine operation with
an efficient and effective coagent, and developments of analysis method enable to offer highly reliable
assist for mine production.
In the present work, two kinds of TLS tools, i.e. Optech ILRIS 3D and Rigel system, were simultane-
ously applied into monitoring the deformation of surface mine. The TLS survey aiming at finding a better
monitoring solution for surface mine was developed to provide reliable slope stability FEM analysis. To
do so, the work steps were successively elaborated from Chapter 3 to Chapter 6, in which both 2D and
3D model conversion techniques and two deformation recognition methods were newly presented, as well
as back analysis for determination of geotechnical parameters and FEM simulation for FOS calculation
were performed. Finally, time effect was discussed which enhances the determination of FOS and the
prediction of displacement. This research constructs a valuable workflow which is applicable to many
geotechnical problems concerning deformation monitoring, deformation recognition and stability calcula-
tion. The main workflow is shown in Figure 7.1.
Figure 7.1: Present research workflow
Both TLS tools can offer monitoring with many benefits, such as high efficiency, high precision, low
cost, and complete coverage. TLS monitoring technique is a viable solution to observation of large scale
target. After combining TLS scanned data, highly precise GPS information of control points and model
133
7. SUMMARY AND CONCLUSIONS
conversion technique, a seamless 3D geometric model of surface mine in geodetic coordinate system can
be built up. In order to perform FEM slope stability analysis in high resolution digital elevation model
(HRDEM), the model conversion tool programmed in MATLAB was introduced. The TLS scanned point
cloud data can then be connected with FEM simulation. Before model conversion, PolyWorks and Go-
cad play an important role in generation of surface model and in construction of 3D geological model,
respectively. Both 2D and 3D conversion techniques can deal with extremely complex geological model,
and the consequent numerical model retains complete details of scanned target. The resultant HRDEM
enhances the precision of the subsequent FEM slope stability analysis up to 7.63%.
Deformation detection was developed into the micro-view, which focuses on each detectable feature
points. The resolution of deformation characterization can be stimulated to high level by micro-view
manner, e.g. 1 cm resolution in macro-view manner to 1 mm resolution in micro-view. The Maximum
Distance method which requires a few PC resources, is suitable for recognition of the targets easily
deformed by external influences, and is totally automatic implementation to capturing feature points.
However, it is only capable of providing one or two feature points from each selected patch. Contrast-
ingly, the Feature Degree technique consumes enormous PC resources, as it is capable of recognizing
many pairs of feature points in an analysis time. To do so, a little manual work is required which
can be operated in a well-interactive interface. The precision of both methods are dependent upon the
user-defined grid size and the original resolution of point cloud data. In present case, both have a same
resolution of 1 mm for deformation detection. The deformation results show that the observed mine slope
uplifted (vertical displacement) with around 13 cm from 1st April 2011 to 12th May 2011, then subsided
with around 10 cm from 12th May 2011 to 20th June 2011. The detected displacements demonstrate
the applicability, the reliability, and the precision of both methods for deformation detection. Moreover,
these displacements serve as the basis for back analysis of geotechnical parameters and numerical slope
stability analysis.
The determination of parametric domain and the pre-evaluation of parameters can fix the values of
some geotechnical parameters and select which parameter needs to be determined by back analysis. The
back analysis can obtain the unloading modulus Eu. Parametric back analysis makes the following for-
ward analysis more reasonable, however, the uniqueness of parameters cannot easily be guaranteed. The
orthogonal design of sample preparation is capable of constructing the samples of parameter group. Use
of the array L49 constructed 49 samples in total, then FEM forward analysis were conducted to create the
map between exampled geotechnical parameters and resultant displacements. The user-defined ANN is
powerful to most complex problems. In order to well response to the created neural net, the perturbation
treatment (1 cm consideration) to the detected displacements was carried out. Through back analysis,
forward calculation and verification, the calculated Eu satisfies the actual state in open pit mine. The
proposed techniques and simplified treatments meet the requirement of parametrical determination so as
to performing the further numerical slope stability analysis.
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Two automatic strength reduction techniques were developed, i.e. temperature-driven strength reduc-
tion and field variable-based strength reduction. Basically, the latter technique is more comprehensive.
After unloading (‘remove’ step in ABAQUS), it is considered that the uplifting phenomenon remains in
the elastic phase of deformation behavior. Strength reduction process is coincident with the ‘reduce’ step
in ABAQUS, in which the shear strength parameters play an dominant role in observed subsidence and
the deformation may go into the plastic phase. These two steps contribute to arrive at the threshold of
slope failure, i.e. Factor of Safety (FOS). Moreover, the automatic strength reduction technique provides
the direct relationship of displacement (horizontal, vertical and total) and FOS, as well as the relation-
ship of strain and FOS. Given these relationships, the FOS of the present mine slope can be determined
as 1.48. Because of the number limitation of carried scan campaign, time series analysis could not be
conducted. However, time effect discussion through time stamp treatment discloses that the actual FOS
is larger than 1.48.
The proposed workflow and techniques can be extensively applied to different large-scale targets, such
as land subsidence induced by underground mining, wave influence on reservoir bank, and surrounding
rock stability of tunneling. Further researches as below are essential prior to routine implementation of
the presented workflow and techniques, which concerns slope stability in surface mine and land subsidence
in underground mine.
• A real time dependent displacement prediction and the determination of actual FOS require time
series analysis. Even though TLS technology with its predominant advantages is suitable for defor-
mation monitoring at large-scale target, the deployment of sufficient TLS scan campaigns for time
series analysis is a challenge. Either increase of the number of scan campaign or ad-hoc on site TLS
product is the potential solutions for time series analysis.
• Deformation recognition after extracting feature points could be developed to more comprehensive.
As the displacements detected on the whole target are randomly scattered, the treatment of arith-
metic mean value is not capable of representing the entire deformation state. Knowing deformation
distribution and probability of each scattered point by statistical approach is a viable solution.
• High quality FEM simulation requires precise boundary constraints condition. To do so, either ex-
tension of 3D numerical model dimension or acquisition of the displacement information at boundary
locations is necessary. Larger scale of numerical model, less influence of boundary condition to nu-
merical analysis. Specific boundary information could reduce the model dimension and improve the
calculation efficiency.
• In this work, only gravity was taken into account which is not true; because the vibration force
induced by both traffic and excavation certainly exist. Collection of such dynamic and irregular
information data could reconcile the analysis results with the actual state.
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• Finally, SRT is capable of arriving at the threshold of slope failure, but not well at simulating the
relatively considerable consolidation. FEM simulation is required to be combined with deformation
time series analysis, thus it may find out the reason why after uplifting the consolidation occurred.
This study demonstrates the applicability of the presented workflow and introduces several techniques
(model conversion, deformation detection, parameter determination and slope stability analysis) to solve
geotechnical problems. The application interests of the presented methodology can be extended to cover
engineering geology, geotechnical engineering, hydraulic engineering, etc. However, the field data collec-
tion in time series manner is essential to improve the significance of the presented methodology.
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Table B1: Soil characterization of soil samples, DIN 18 196
a b c
No. Soil type Soil group Grain size Uniformity coef
<0.06 mm% <2.0 mm% U
1 Gravel, the same grain GE <5 <60 2
5
2 Gravel, sandy, little fine grain GW, GI <5 <60 10
100
3 Gravel, sandy, with silt no break GU,GT 8 <60 30
the grain skeleton 15 300
4 Gravel-sandy-fine mixture, no GU, GT 20 <60 100
break the grain skeleton 40 1000
5 Sand, a) same granular fine sand SE <5 100 1.2
3
b) coarse sand SE <5 100 1.2
3
6 Sand, good graded and sand, SW, SI <5 >60 6
gravelly 15
7 Sand with fine grain, with no SU, ST 8 >60 10
break the grain skeleton 15 50
8 Sand with fine grain, with break SU, ST 20 >60 30
the grain skeleton 40 >70 500
9 Silt, slightly plastic UL >50 >80 5
50
10 Silt, plastic UM, UA >80 100 5
50
11 Clay, slightly plastic TL >80 100 6
20
12 Clay, medium plastic TM >90 100 5
40
13 Clay, pronounced plastic TA 100 100 5
40
14 Silt or clay, organic OU, OT >80 100 5
30
15 Peat HN, HZ - - -
16 Organic silt F - - -
144
Table B2: Continued from previous page
c d e
Index of plasticity, grain <0.4 mm Weights Proctor values
wl % wp % Ip % γ(kN/m
3) γ′(kN/m3) w% Qpr(t/m3) wpr
- - - 16 9.50 4 1.70 8
19 10.50 1 1.90 5
- - - 21 11.50 6 2.00 7
23 13.50 3 2.25 4
20 16 4 21 11.50 9 2.10 7
45 25 25 24 14.50 3 2.35 4
20 16 4 20 10.50 13 1.90 10
50 25 30 22.5 13.00 6 2.20 5
- - - 16 9.50 22 1.60 15
19 11.00 8 1.75 10
- - - 16 9.50 16 1.60 13
19 11.00 6 1.75 81
- - - 18 10.00 12 1.90 10
21 12.00 5 2.15 6
20 16 4 19 10.50 15 2.00 11
45 25 25 22.5 13.00 4 2.20 7
20 16 4 18 9.00 20 1.70 19
50 30 30 21.5 11.00 8 2.00 12
25 21 4 17.5 9.50 28 1.60 22
35 28 11 21 11.00 15 1.80 15
35 22 7 17 8.50 35 1.55 24
60 25 25 20 10.50 20 1.75 18
25 15 7 19 9.50 28 1.65 20
35 22 16 22 12.00 14 1.85 15
40 18 16 18 8.50 38 1.55 23
50 25 28 21 11.00 18 1.75 17
60 20 33 16.5 7.00 55 1.45 27
85 35 55 20 10.00 20 1.65 20
45 30 10 15.5 5.50 60 1.45 27
70 45 30 18.5 8.50 26 1.70 18
- - - 10.4 0.40 800 - -
12.5 2.50 80
100 30 50 12.5 2.50 160 - -
250 80 170 16 6.00 50
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Table B3: Continued from previous page
f g h i
Compressibility shear parameters Permeability coefficient
ve we ∆u φ
′(◦) c
′
σ′vc
φ′r(
◦) k(m/s)
400 0.6 0 34 - 32 2.10−01
900 0.4 42 - 35 1.10−02
400 0.7 0 35 - 32 1.10−02
1100 0.5 45 - 35 1.10−06
400 0.7 0 35 0.01 32 1.10−05
1200 0.5 + 43 0 35 1.10−08
150 0.9 ++ 28 0.02 22 1.10−07
400 0.7 35 0.008 30 1.10−11
150 0.75 0 32 - 30 1.10−04
300 0.6 40 - 32 2.10−05
250 0.7 0 34 - 30 1.10−03
700 0.55 42 - 34 5.10−04
200 0.7 0 33 - 32 5.10−04
600 0.55 41 - 34 2.10−05
150 0.8 + 32 0.01 30 2.10−05
500 0.65 40 0 32 5.10−07
50 0.9 ++ 25 0.03 22 2.10−06
250 0.75 32 0.01 30 1.10−09
40 0.8 + 28 0.01 25 1.10−05
110 0.6 35 0.003 30 1.10−07
30 0.9 ++ 25 0.02 22 2.10−06
70 0.7 33 0.007 29 1.10−09
20 1 ++ 24 0.04 20 1.10−07
50 0.9 32 0.015 28 2.10−09
10 1 ++ 20 0.06 10 5.10−08
30 0.95 28 0.02 20 1.10−10
6 1 +++ 12 0.1 6 1.10−09
20 1 20 0.03 15 1.10−12
5 1 +++ 18 0.05 15 1.10−09
20 0.9 26 0.02 22 2.10−11
3 1 ++ 24 0.025 1.10−05
8 1 30 0.008 1.10−08
4 1 +++ 18 0.025 1.10−07
10 0.9 26 0.008 1.10−09
0 = no or very low
+ = low
++ = moderate to severe
+++ = very strong influence of the pore water pressure difference in the shear strength
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Table B4: L36 array and its subsequent array normalized
Sand Clay Displacements Sand Clay Displacements
Eu(Mpa) Eu(Mpa) d1(cm) d2(cm) d3(cm) tn1 tn2 pn1 pn1 pn2
190 190 5.25 6.22 6.78 1.0000 1.0000 -1.0000 -1.0000 -1.0000
190 160 6.24 7.39 8.05 1.0000 0.6000 -0.9023 -0.9016 -0.9016
190 130 7.68 9.1 9.91 1.0000 0.2000 -0.7601 -0.7578 -0.7575
160 190 5.26 6.23 6.78 0.6667 1.0000 -0.9990 -0.9992 -1.0000
160 160 6.24 7.39 8.05 0.6667 0.6000 -0.9023 -0.9016 -0.9016
160 130 7.68 9.09 9.91 0.6667 0.2000 -0.7601 -0.7586 -0.7575
160 100 9.99 11.83 12.89 0.6667 -0.2000 -0.5321 -0.5282 -0.5265
160 70 14.3 16.91 18.43 0.6667 -0.6000 -0.1066 -0.1009 -0.0972
130 190 5.28 6.24 6.8 0.3333 1.0000 -0.9970 -0.9983 -0.9985
130 160 6.25 7.4 8.06 0.3333 0.6000 -0.9013 -0.9008 -0.9008
130 130 7.68 9.09 9.91 0.3333 0.2000 -0.7601 -0.7586 -0.7575
130 100 9.98 11.82 12.89 0.3333 -0.2000 -0.5331 -0.5290 -0.5265
130 70 14.28 16.9 18.42 0.3333 -0.6000 -0.1086 -0.1018 -0.0980
100 190 5.3 6.26 6.81 0.0000 1.0000 -0.9951 -0.9966 -0.9977
100 160 6.28 7.42 8.08 0.0000 0.6000 -0.8983 -0.8991 -0.8993
100 130 7.7 9.11 9.92 0.0000 0.2000 -0.7581 -0.7569 -0.7567
100 100 9.98 11.82 12.88 0.0000 -0.2000 -0.5331 -0.5290 -0.5273
100 70 14.27 16.89 18.41 0.0000 -0.6000 -0.1096 -0.1026 -0.0988
70 190 5.34 6.29 6.84 -0.3333 1.0000 -0.9911 -0.9941 -0.9954
70 160 6.32 7.45 8.11 -0.3333 0.6000 -0.8944 -0.8966 -0.8969
70 130 7.75 9.15 9.96 -0.3333 0.2000 -0.7532 -0.7536 -0.7536
70 100 10.02 11.85 12.91 -0.3333 -0.2000 -0.5291 -0.5265 -0.5250
70 70 14.26 16.89 18.41 -0.3333 -0.6000 -0.1106 -0.1026 -0.0988
70 40 24.99 29.57 32.23 -0.3333 -1.0000 0.9487 0.9638 0.9721
40 190 5.38 6.33 6.87 -0.6667 1.0000 -0.9872 -0.9907 -0.9930
40 160 6.38 7.5 8.15 -0.6667 0.6000 -0.8885 -0.8923 -0.8938
40 130 7.83 9.21 10.01 -0.6667 0.2000 -0.7453 -0.7485 -0.7497
40 100 10.13 11.94 12.98 -0.6667 -0.2000 -0.5183 -0.5189 -0.5196
40 70 14.37 16.98 18.48 -0.6667 -0.6000 -0.0997 -0.0950 -0.0934
40 40 24.95 29.55 32.21 -0.6667 -1.0000 0.9447 0.9622 0.9706
10 190 5.43 6.37 6.91 -1.0000 1.0000 -0.9822 -0.9874 -0.9899
10 160 6.45 7.56 8.2 -1.0000 0.6000 -0.8815 -0.8873 -0.8900
10 130 7.93 9.3 10.08 -1.0000 0.2000 -0.7354 -0.7410 -0.7443
10 100 10.29 12.08 13.1 -1.0000 -0.2000 -0.5025 -0.5071 -0.5103
10 70 14.67 17.22 18.69 -1.0000 -0.6000 -0.0701 -0.0749 -0.0771
10 40 25.51 30 32.59 -1.0000 -1.0000 1.0000 1.0000 1.0000
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