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Re´sume´
Les re´seaux de capteurs sans fil suscitent une attention croissante depuis quelques anne´es, tant
les applications sont nombreuses, incluant notamment le suivi de ve´hicules ou la surveillance de
champs de bataille. Un ensemble de capteurs disse´mine´ ale´atoirement a pour but de surveiller des
cibles se de´plac¸ant dans une re´gion donne´e. Chaque capteur a une dure´e de vie limite´e et deux
e´tats : actif ou inactif. Un capteur actif peut surveiller des cibles dans son rayon de porte´e, au prix
d’une consommation d’e´nergie. Dans cette the`se, les proble`mes e´tudie´s consistent a` de´terminer un
ordonnancement optimal d’activite´s de surveillance, afin de couvrir toutes les cibles a` tout instant
de la mission.
Nous abordons en premier lieu un proble`me d’ordonnancement robuste. Une cible dont on
connaˆıt la trajectoire spatiale avec pre´cision est sujette a` incertitude temporelle. Cette situation est
rencontre´e lorsqu’un avion vole dans un couloir ae´rien, qu’un train circule sur une voie ferre´e, ou que
de tout autre ve´hicule suit un itine´raire pre´-de´termine´. L’objectif est de calculer un ordonnancement
d’activite´s capable de re´sister au plus grand e´cart par rapport aux dates pre´visionnelles de passage
de la cible. Ce premier proble`me est re´solu a` l’aide d’un algorithme exact pseudo-polynomial,
reposant sur une dichotomie.
En second lieu, nous e´tudions le proble`me visant a` pre´server la capacite´ de surveillance du re´seau
de capteurs dans un contexte multi-missions. Les cibles sont maintenant sujettes a` une incertitude
spatiale, c’est-a`-dire susceptibles de se trouver a` une distance infe´rieure a` un seuil δ de leur position
pre´visionnelle. Ce second proble`me est re´solu a` l’aide d’un algorithme exact base´ sur la ge´ne´ration
de colonnes, et acce´le´re´ par une me´taheuristique.
Les me´thodes de re´solution propose´es ont en commun une e´tape pre´liminaire, appele´e
discre´tisation, qui conduit a` reformuler les proble`mes originaux comme des proble`mes d’ordon-
nancement d’activite´s de surveillance. L’espace de surveillance est de´coupe´ en faces, ensembles de
points couverts par un meˆme sous-ensemble de capteurs. Le calcul des dure´es de se´jour des cibles
dans chaque face permet de de´couper la dure´e de la mission en feneˆtres de temps, et d’envisager
le proble`me de couverture de cibles mobiles comme une se´quence de proble`mes de couverture de
cibles immobiles.
Les algorithmes propose´s pour aborder ces proble`mes sont teste´s sur de nombreuses instances,
et leurs re´sultats sont analyse´s. De nombreuses perspectives ouvertes par ces travaux sont e´galement
pre´sente´es.
Abstract
Wireless sensor networks have received a particular attention during the last years, involving many
applications, such as vehicle tracking or battlefield monitoring. A set of sensors is randomly dis-
patched in a region in order to monitor moving targets. Each sensor has a limited battery lifetime
and two states: active or inactive. An active sensor is able to monitor targets inside its sensing
radius, which consumes energy. In this thesis, the studied problems consist in deciding an optimal
schedule of sensing activities, in order to cover all the targets at any instant of the mission.
First, we study a robust scheduling problem. A target such that the spatial trajectory is exactly
known is subject to temporal uncertainties. This context is met for a plane flying in an airline route,
a train running on a railway, or any vehicle following a predetermined path. The objective is to
compute a schedule of activities able to resist to the largest uncertainties. This first problem is
solved using an exact pseudo-polynomial algorithm, relying on a dichotomy.
Second, we study a problem aiming at preserving enough sensor network capacity in order to
perform further missions. For this problem, the targets are subject to spatial uncertainties, i.e.
their actual position may be at a distance δ of their expected position. This second problem is
solved using an exact algorithm based on column generation, accelerated by a metaheuristic.
All the proposed methods have a common phase, called discretization, that leads to reformulate
the original problems as activity scheduling problems. The monitored area is split into faces, that
are defined as sets of points covered by the same set of sensors. Computing the stay duration of
targets inside each face leads to split the mission duration into time windows, so the moving target
tracking problem can be seen as a sequence of static target tracking problems.
The proposed algorithms are tested on many instances, and the analysis of the results is pro-
vided. Numerous open perspectives of this work are also given.
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1.1 Motivations
Les avance´es technologiques en matie`re de production de circuits e´lectroniques, et dans
une moindre mesure, les progre`s dans le domaine des batteries pour le stockage de l’e´nergie
e´lectrique, ont permis le de´veloppement de capteurs autonomes, de petite taille et dont le
couˆt de fabrication est de plus en plus faible. Les capteurs sont des appareils capables de
re´colter diffe´rentes sortes d’informations dans leur rayon d’action et de communiquer avec
d’autres capteurs. Les re´seaux de capteurs sans fil sont une technologie tre`s prometteuse
et de´ja` convoite´e. Et pour cause, ils ont e´te´ cite´s dans la revue Technology Review (“10
Emerging Technologies That Will Change the World” 2003), e´dite´e par le MIT, dans la liste
des innovations qui “changeront le monde”. Selon la socie´te´ d’analyses Frost & Sullivan,
le marche´ des re´seaux de capteurs sans fil estime´ a` 1,2 milliard de dollars en 2014, va
1
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progresser en moyenne de 18,1% par an pour atteindre la valeur de 3,26 milliards de dollars
en 2020 (“Wireless Sensor Networks See Uptake in Global Industries Due to Technological
Breakthroughs” 2015).
De nouvelles applications sont ainsi rendues possibles a` moindre couˆt, en particulier la
surveillance des cibles. L’utilisation de re´seaux de capteurs sans fil comporte de nombreux
avantages. Ils sont ad hoc, c’est-a`-dire qu’ils ne ne´cessitent pas d’infrastructure pre´alable et
peuvent eˆtre largue´s dans l’urgence depuis un avion ou un he´licopte`re, par exemple dans des
zones ravage´es par les catastrophes naturelles. Dans les applications militaires, le contexte
est typiquement celui de la projection de forces arme´es en territoire hostile ou inconnu,
ou` les infrastructures sont inadapte´es, endommage´es, voire inexistantes. Les cibles a` suivre
peuvent eˆtre des soldats, des ve´hicules terrestres et/ou des ae´ronefs, amis ou ennemis.
Un capteur est typiquement e´quipe´ d’un ou plusieurs dispositifs de mesure ou d’ac-
quisition de donne´es (mouvements, tempe´rature, humidite´, lumie`re...), d’un dispositif de
traitement nume´rique de ces donne´es (processeur), d’une unite´ de communication (qui per-
met aux capteurs de transmettre des donne´es aux capteurs voisins ou une station de base
dans un rayon de porte´e donne´), et d’une unite´ de stockage d’e´nergie (batterie) (Yick et al.
2008). Les capteurs sont par conse´quent des appareils peu complexes et faciles a` configurer.
Leur faible couˆt permet ainsi de de´ployer un grand nombre de capteurs afin de surveiller de
vastes zones accidente´es ou inaccessibles. Graˆce au grand nombre de capteurs qui le consti-
tue, un re´seau de capteurs sans fil re´siste plus facilement aux attaques d’un ennemi ou aux
dysfonctionnements spontane´s, ce qui le rend tre`s approprie´ aux applications militaires.
Les multiples applications possibles ont engendre´ de nouvelles proble´matiques a`
re´soudre. En effet, les capteurs e´tant autonomes et alimente´s par une batterie, la consom-
mation e´nerge´tique est conside´re´e comme l’un des aspects les plus importants des re´seaux
de capteurs sans fil. De plus, le pre´le`vement d’e´nergie de l’environnement (typiquement par
le biais de cellules photovolta¨ıques) n’est pas toujours possible pour des raisons d’encom-
brement, de discre´tion et de couˆt, et les progre`s en matie`re de stockage e´nerge´tique, bien
que significatifs, n’ont pas eu la meˆme ampleur que ceux qui ont permis la miniaturisa-
tion et la baisse des couˆts de production des circuits e´lectroniques (Zu et al. 2011). Cette
the`se conside`re l’optimisation de l’utilisation des re´seaux de capteurs sans fil en contexte
multi-missions, c’est-a`-dire que l’on souhaite optimiser l’usage du re´seau de capteurs pour
remplir la mission courante, tout en conside´rant que le re´seau devra remplir des missions
de surveillance ulte´rieures (Jishy 2011). L’incertitude sur le comportement des cibles a`
surveiller conduit a` conside´rer des proble`mes d’optimisation robuste, dont les solutions
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permettent de suivre les cibles malgre´ des ale´as. Dans certaines applications, l’emplace-
ment des capteurs peut eˆtre de´cide´. Le proble`me de placement de capteurs peut se re´duire
au proble`me des gardiens de muse´e (Art Gallery Problem) (Meguerdichian et al. 2003).
Toutefois, les proble`mes de placement de capteurs ne seront pas aborde´s dans cette the`se,
ou` l’on conside`re que la position des capteurs est une donne´e du proble`me.
1.2 E´tat de l’art
1.2.1 Proble´matiques des re´seaux de capteurs
Depuis quelques anne´es, de nombreux protocoles de surveillance et de communication
ont e´te´ conc¸us afin de re´pondre a` diverses proble´matiques. Chaque protocole est de´die´
a` l’optimisation d’un ou plusieurs objectifs. Cette the`se n’abordera pas les protocoles en
de´tail. Le lecteur est dirige´ vers plusieurs e´tats de l’art qui donnent une vue d’ensemble
des protocoles (Demigha et al. 2013 ; Naderan et al. 2009, 2012 ; Wang et al. 2006).
Cette section pre´sente une bre`ve liste non-exhaustive des principaux crite`res utilise´s pour
comparer les re´seaux de capteurs sans fil.
La consommation e´nerge´tique est l’un des crite`res les plus importants, puisque les cap-
teurs sont ge´ne´ralement e´quipe´s d’une batterie non-rechargeable. Il est par ailleurs l’un des
plus e´tudie´s et fait l’objet d’une litte´rature tre`s abondante. L’un des protocoles phares est
DCTC (Zhang et al. 2004), qui calcule successivement des arbres de couˆt minimum en sui-
vant les de´placements d’une cible. Beaucoup de protocoles re´pondant a` ce crite`re reposent
sur LEACH (Handy et al. 2002) ou HEED (Younis et al. 2004). Une meilleure pre´cision
de suivi peut eˆtre atteinte en activant davantage de capteurs ou en pre´disant correctement
le comportement des cibles. Une bonne technique de pre´diction des cibles peut notamment
aider a` activer moins de capteurs et e´conomiser les batteries. Yang et al. (2003) et Xu
et al. (2004) proposent des protocoles base´s sur la pre´diction. Les re´seaux de capteurs pou-
vant comporter un tre`s grand nombre de nœuds, les protocoles doivent pouvoir s’adapter
a` toutes tailles de re´seaux. La scalabilite´ signifie la capacite´ a` s’adapter a` toutes tailles de
re´seaux. Ce crite`re est ge´ne´ralement crucial dans la conception de protocoles, afin d’e´viter
la surcharge des re´seaux. Par exemple, Kung et al. (2003) se sont particulie`rement penche´s
sur cet aspect. Dans le cas ou` les capteurs subissent des dysfonctionnements ou les attaques
d’un ennemi, il peut eˆtre ne´cessaire d’anticiper les ale´as. La robustesse ou tole´rance aux
erreurs re´pond a` cette proble´matique et fait l’objet d’un inte´reˆt grandissant ces dernie`res
anne´es (Mahmood et al. 2015 ; Oracevic et al. 2014).
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1.2.2 Surveillance de cibles fixes
Le proble`me relatif a` la surveillance de cibles ponctuelles fixes reveˆt une importance
particulie`re, car le proble`me de surveillance de surfaces s’y rame`ne (Berman et al. 2004 ;
Deng et al. 2012 ; Slijepcevic et al. 2001). Pour ce faire, la re´gion a` surveiller est de´coupe´e
en un ensemble de surfaces disjointes, et des cibles ponctuelles fictives sont introduites dans
chacune de ces surfaces. Lorsque les zones de couverture des capteurs sont des disques, le
nombre de cibles ponctuelles ne´cessaires ne de´passe pas m(m− 1) + 2 ou` m est le nombre
de capteurs (Berman et al. 2004). Ces travaux ont inspire´ la me´thode de discre´tisation
pre´sente´e dans le chapitre 2.
Maximisation de la dure´e de vie du re´seau
Dans le contexte de surveillance de cibles fixes, l’un des proble`mes les plus e´tudie´s est
la maximisation de la dure´e de vie du re´seau. Nous abre´gerons ce proble`me par MNL, pour
Maximum Network Lifetime. La dure´e de vie du re´seau est de´finie par le temps durant lequel
toutes les cibles sont couvertes. La formulation de ce proble`me repose ge´ne´ralement sur la
notion de couverture (Slijepcevic et al. 2001), c’est-a`-dire un sous-ensemble de capteurs
capables de couvrir toutes les cibles. Ainsi, a` chaque instant, il n’est pas ne´cessaire d’activer
tous les capteurs, mais seulement une couverture. Quand un capteur n’est pas active´,
il ne consomme pas d’e´nergie. Par conse´quent, MNL peut eˆtre vu comme un proble`me
d’ordonnancement de couvertures, ou` l’on doit de´terminer le temps d’activation de chacune
d’entre elles.
Dans sa version de base, MNL peut eˆtre formule´ par le programme line´aire en variables
continues MPMNL (Berman et al. 2004). Soient m le nombre de capteurs et q le nombre de
couvertures. aic est une constante binaire e´gale a` 1 si le capteur i ∈ {1, . . . ,m} appartient
a` la couverture c ∈ {1, . . . , q}, 0 sinon. bi est la capacite´ initiale du capteur i ∈ {1, . . . ,m}.
Cette capacite´ s’exprime par la dure´e pendant laquelle le capteur peut eˆtre utilise´. Les
variables de de´cision sont de´finies par tc, dure´e d’activation de la couverture c ∈ {1, . . . , q}.
La dure´e de vie du re´seau a` maximiser est ainsi de´termine´e par la somme des tc. La
contrainte (1.2) assure que la dure´e d’activation de chaque capteur ne de´passe pas sa
capacite´. Les variables duales associe´es a` cette contrainte sont note´es πi. Ce programme
line´aire constitue la formulation de base d’un large e´ventail de variantes de MNL (Cardei
et al. 2005a,b ; Castan˜o et al. 2013 ; Castan˜o et al. 2014, 2015 ; Raiconi et al. 2011 ;
Rossi et al. 2011, 2012, 2013 ; Singh et al. 2013a,b). L’ordonnancement est construit en
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Mode`le MPMNL
max
q∑
c=1
tc (1.1)
s.t.
q∑
c=1
aictc ≤ bi ∀i ∈ {1, . . . ,m} [πi] (1.2)
tc ≥ 0 ∀c ∈ {1, . . . , q} (1.3)
activant les couvertures a` tour de roˆle, dans un ordre arbitraire, en respectant les dure´es
donne´es par les variables tc.
Le nombre maximum de couvertures possibles croˆıt exponentiellement en fonction du
nombre de capteurs et le proble`me de de´cision associe´ a` MNL est prouve´ NP-complet
(Cardei et al. 2005a). Pour ces raisons, il est ge´ne´ralement inenvisageable d’e´nume´rer
toutes les couvertures. Toutefois, il est ge´ne´ralement suffisant de construire un petit sous-
ensemble de couvertures a` l’aide d’heuristiques pour obtenir de bonnes solutions. MPMNL
a la structure d’un proble`me de packing a` variables fractionnaires (Berman et al. 2004).
Ainsi, une re´solution approche´e a` l’aide de l’algorithme de Garg-Ko¨nemann (Garg et al.
1998) est envisageable lorsque le nombre de couvertures est tre`s e´leve´.
⋆ ⋆
⋆
s1
s2
s3
Figure 1.1 – Exemple avec 3 capteurs et 3 cibles (symbole ⋆)
Dans (Cardei et al. 2005c ; Slijepcevic et al. 2001), les couvertures sont disjointes,
c’est-a`-dire qu’un meˆme capteur ne peut pas faire partie de plusieurs couvertures. Toutefois,
en autorisant les couvertures non-disjointes, il s’ensuit que la dure´e de vie optimale du
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re´seau peut augmenter significativement (Berman et al. 2004 ; Cardei et al. 2005a,b).
La figure 1.1 montre un exemple avec 3 capteurs, note´s s1, s2, s3, ayant une capacite´
de 2 unite´s de temps chacun, et 3 cibles. Dans le cas de couvertures disjointes, alors il
n’est possible d’activer qu’une seule couverture durant 2 unite´s de temps, par exemple
({s1, s2}, 2). Si on autorise les couvertures non-disjointes, l’ordonnancement ({s1, s2}, 1),
({s1, s3}, 1), ({s2, s3}, 1) est re´alisable et a une dure´e de 3 unite´s de temps.
Dans le cas particulier ou` la consommation e´nerge´tique des capteurs est proportionnelle
au nombre de cibles surveille´es, il existe un mode`le line´aire en variables continues dont la
taille est polynomiale en fonction du nombre de capteurs ou de cibles (Liu et al. 2011). Ce
mode`le prend en compte l’acheminement des donne´es vers une station de base et les couˆts
de communication qui en de´coulent.
Me´thodes heuristiques
De nombreuses me´thodes heuristiques ont e´te´ propose´es pour ge´ne´rer des couvertures.
Slijepcevic et al. (2001) proposent un algorithme en O(m2) qui construit des couvertures
dont l’aire des surfaces les moins dense´ment couvertes est minimise´e. Cette heuristique
ge´ne`re au maximum k couvertures, ou` k est le nombre de capteurs couvrant la cible dite
critique, c’est-a`-dire la cible couverte par le moins de capteurs. Cardei et al. (2005c)
ge´ne`rent les couvertures en exploitant la solution d’un proble`me de flot maximum, sur
des graphes oriente´s bipartis, avec d’un coˆte´ les nœuds repre´sentant les capteurs, et de
l’autre, les cibles. Berman et al. (2004), apre`s partitionnement de la zone de surveillance
en surfaces disjointes, attribuent un couˆt a` chaque surface, et un poids a` chaque capteur,
de telle sorte qu’un algorithme glouton cre´e des couvertures dont le ratio poids/couˆt est
minimise´. Cardei et al. (2005a) calculent une contribution associe´e a` chaque capteur en
fonction de sa capacite´ et des cibles qu’il couvre, et se´lectionnent en priorite´ les capteurs de
meilleure contribution qui couvrent les cibles critiques. Delicato et al. (2006) formulent
la ge´ne´ration de couvertures comme un proble`me de sac-a`-dos, dont les profits sont cal-
cule´s en fonction d’une utilite´ et de l’e´nergie re´siduelle des capteurs, et dont la capacite´
repre´sente une consommation d’e´nergie maximale autorise´e.Wang et al. (2008) pre´sentent
une formulation de MNL sous la forme d’un programme line´aire en variables mixtes, et
proposent deux algorithmes, l’un base´ sur la relaxation line´aire et l’autre glouton. Dans
(Cardei et al. 2005b), les capteurs peuvent ajuster leur rayon de porte´e pour modifier
leur consommation e´nerge´tique. Parmi les heuristiques propose´es, l’une se base sur la re-
laxation d’un programme line´aire en nombres entiers. Les autres sont deux versions d’un
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algorithme glouton, l’une centralise´e et l’autre distribue´e, reposant sur la notion de contri-
bution d’un couple (capteur, rayon de porte´e), qui se´lectionnent les couples sur la base de
cette contribution, tout en tenant compte des capacite´s restantes des capteurs. Dans (Yang
et al. 2010), les capteurs sont directionnels, c’est-a`-dire qu’ils couvrent un secteur angulaire
plutoˆt qu’un disque. Les deux heuristiques pre´sente´es reposent sur l’ide´e d’attribuer des
utilite´s aux capteurs et aux directions en fonction des distances avec les cibles.
Me´thodes a` base de ge´ne´ration de colonnes
Les algorithmes a` base de ge´ne´ration de colonnes sont particulie`rement approprie´s
pour re´soudre MNL de manie`re exacte. En effet, MNL se preˆte bien a` une de´composition
de Dantzig-Wolfe (Dantzig et al. 1960) dans laquelle MPMNL est la formulation d’un
proble`me maˆıtre. Le proble`me de ge´ne´ration de couvertures est alors formule´ comme un
proble`me auxiliaire (Alfieri et al. 2007 ; Rossi et al. 2010) aussi appele´ proble`me de pri-
cing, ou encore sous-proble`me. Une formulation de base du proble`me auxiliaire, sous forme
de programme line´aire en variables binaires note´ PPMNL, est propose´e ci-dessous.
PPMNL

max 1−
m∑
i=1
πiaic
s.t.
∑
i∈S(j)
aic ≥ 1 ∀j ∈ {1, . . . , n}
aic ∈ {0, 1} ∀i ∈ {1, . . . ,m}
(1.4)
(1.5)
(1.6)
ou` m est le nombre de capteurs, n le nombre de cibles, aic une variable binaire e´gale a` 1
si le capteur est se´lectionne´ dans la couverture, 0 sinon, et S(j) l’ensemble des capteurs
capables de couvrir la cible j, que l’on de´signera sous le terme de capteurs candidats.
L’objectif, exprime´ en fonction des variables duales de MPMNL, consiste a` maximiser le
couˆt re´duit de la nouvelle couverture. La contrainte (1.5) assure que toutes les cibles sont
couvertes par au moins un capteur de la couverture. Notons que ce programme line´aire en
variables binaires est similaire a` la formulation d’un proble`me de couverture d’ensembles
(Set Covering Problem).
L’ide´e sous-jacente des algorithmes de ge´ne´ration de colonnes est que seul un sous-
ensemble de colonnes est ne´cessaire pour obtenir la solution optimale d’un programme
line´aire, puisque la plupart d’entre elles ne seront pas dans la base. La ge´ne´ration de co-
lonnes de´marre d’un ensemble arbitraire de couvertures initiales, soit un sous-ensemble
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des colonnes de MPMNL, afin que ce dernier admette au moins une solution re´alisable.
Le programme line´aire re´duit est appele´ proble`me maˆıtre restreint (RMPMNL). A` chaque
ite´ration, l’algorithme re´sout RMPMNL pour obtenir la valeur optimale des variables duales,
qui interviennent dans la fonction objectif de PPMNL. Le roˆle de PPMNL est de trouver
une couverture profitable, c’est-a`-dire dont le couˆt re´duit est strictement positif, ou de
de´montrer qu’il n’en existe pas. La re´solution de PPMNL donne une nouvelle couverture a`
ajouter a` RMPMNL. Ite´ration apre`s ite´ration, l’ajout de couvertures de couˆt re´duit positif
ame´liore la valeur de la fonction objectif de RMPMNL. Lorsqu’il n’est plus possible de trou-
ver de couverture de couˆt re´duit positif, l’optimalite´ de la solution courante de RMPMNL
est de´montre´e, et l’algorithme s’arreˆte. Une description plus de´taille´e de la ge´ne´ration de
colonnes est donne´e dans (Desrosiers et al. 2005 ; Lu¨bbecke et al. 2005).
Variantes de MNL
PPMNL est facilement adaptable, ce qui ouvre la voie a` la re´solution de nombreuses
variantes. Dans (Rossi et al. 2010), la variante propose´e impose des contraintes de bande
passante, c’est-a`-dire qu’une couverture ne peut activer plus de W capteurs. L’extension
propose´e dans (Rossi et al. 2011) tole`re qu’une certaine proportion des cibles ne soit pas
couverte a` chaque instant. Le proble`me de Q-couverture pre´sente´ dans (Gu et al. 2007,
2009, 2011, 2012a,b) impose que chaque cible soit surveille´e par un nombre minimum de
capteurs a` tout instant, afin de garantir une qualite´ de service en cas de de´faillance des
capteurs, au prix d’une moindre dure´e de vie du re´seau. Ce proble`me est e´tendu au cas
ou` la consommation e´nerge´tique de´pend du nombre de cibles surveille´es, et celui ou` les
couvertures doivent assurer la connectivite´ avec une station de base (Singh et al. 2013b).
Les capteurs ayant une porte´e ajustable peuvent modifier leur consommation e´nerge´tique en
fonction de leur rayon de porte´e, qui devient une de´cision du proble`me. Les rayons de porte´e
peuvent prendre leurs valeurs dans un ensemble discret (Cardei et al. 2005b ; Cerulli
et al. 2012 ; Rossi et al. 2012) ou continu (Rossi et al. 2012). Dans (Singh et al. 2013a),
les capteurs sont directionnels, et l’angle de cette zone est une de´cision supple´mentaire du
proble`me.
Il est aussi parfois ne´cessaire d’acheminer les donne´es re´colte´es par les capteurs vers
une station de base pour proce´der a` leur traitement, et cela peut eˆtre fait en transmettant
les donne´es d’un capteur a` l’autre jusqu’a` la station de base. Il convient donc de conside´rer
un second re´seau, de´die´ a` la communication entre capteurs. Dans (Castan˜o et al. 2013 ;
Raiconi et al. 2011), la connectivite´ des couvertures, c’est-a`-dire l’existence d’un chemin
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de communication disponible entre chaque capteur se´lectionne´ et la station de base, est
assure´e. Cette variante est e´galement e´tendue au cas ou` seulement une proportion des cibles
ne´cessite d’eˆtre couverte (Castan˜o et al. 2014). Une autre variante prend en conside´ration
les couˆts de communication dans la consommation e´nerge´tique des capteurs (Alfieri et
al. 2007 ; Castan˜o et al. 2015 ; Zhao et al. 2008). L’utilisation de plusieurs stations de
base, afin d’augmenter davantage la dure´e de vie du re´seau, est propose´e dans (Castan˜o
et al. 2013). Kaddour (2015) organise les communications entre les capteurs, de manie`re
a` maximiser la dure´e de vie du re´seau, en supposant que le temps est de´coupe´ en intervalles
discrets.
Re´solution du proble`me auxiliaire de MNL
Dans le cadre d’un algorithme de ge´ne´ration de colonnes, il n’est pas ne´cessaire de
re´soudre le proble`me auxiliaire a` l’optimalite´ a` chaque ite´ration pour obtenir un ordon-
nancement optimal. Construire une couverture de couˆt re´duit positif suffit a` ame´liorer
la solution de MNL. Par conse´quent, l’utilisation de me´taheuristiques pour re´soudre le
proble`me auxiliaire est tout a` fait approprie´e pour acce´le´rer la ge´ne´ration de colonnes.
Toutefois, pour garantir l’optimalite´, il est indispensable de re´soudre le proble`me auxiliaire
de manie`re exacte au moins une fois, et en particulier a` la dernie`re ite´ration. La combi-
naison d’une me´taheuristique et d’une me´thode exacte a` base de programmation line´aire
en nombres entiers est appele´e matheuristique. Dans cette section, nous offrons une vue
d’ensemble des me´taheuristiques utilise´es dans la litte´rature.
La Greedy Randomized Adaptive Search Procedure (GRASP) (Feo et al. 1995) est une
me´taheuristique constructive facile a` mettre en œuvre et offrant de bonnes performances sur
le proble`me de couverture d’ensembles. Elle convient souvent a` la re´solution du proble`me
auxiliaire, dont la structure est ge´ne´ralement similaire a` celle du proble`me de couverture
d’ensembles. Elle est parame´tre´e a` l’aide d’un coefficient α ∈ [0, 1]. Lorsque α est proche
de 0, l’algorithme se comporte de fac¸on ale´atoire. Et inversement, lorsqu’il est proche de 1,
il se comporte de fac¸on de´terministe. La nouvelle couverture est construite ite´rativement,
en partant d’une couverture vide. A` chaque ite´ration, une utilite´ est attribue´e a` chaque
capteur, en fonction de son e´nergie restante et du nombre de cibles non encore couvertes
qu’il peut surveiller. Les capteurs ayant une utilite´ supe´rieure a` un certain seuil, calcule´ en
fonction de α, font partie d’une liste note´e RCL (Restricted Candidate List). Un capteur est
choisi ale´atoirement dans la RCL pour eˆtre ajoute´ a` la couverture, et une nouvelle ite´ration
commence, jusqu’a` ce que toutes les cibles soient couvertes. GRASP est ge´ne´ralement
10 CHAPITRE 1. INTRODUCTION
comple´te´e par une recherche locale qui tente d’ame´liorer la couverture en effectuant des
e´changes de capteurs. Cette me´taheuristique doit bien suˆr eˆtre adapte´e pour re´pondre aux
contraintes des variantes de MNL, par exemple en ajoutant une proce´dure de re´paration
de solution. Cette me´taheuristique est utilise´e dans (Castan˜o et al. 2013 ; Castan˜o et al.
2013 ; Castan˜o et al. 2014 ; Raiconi et al. 2011).
Variable Neighborhood Search (VNS) (Hansen et al. 2009), est une me´thode de re-
cherche locale explorant successivement plusieurs voisinages. Elle part d’une solution
initiale et la transforme en effectuant des modifications profitables (par exemple, la
de´sactivation d’un capteur plus l’activation d’un autre, moins couˆteux) sur celle-ci jusqu’a`
atteindre un optimum local. Ensuite, le voisinage est change´ en choisissant un autre type de
modification (par exemple, la de´sactivation de deux capteurs plus l’activation d’un autre).
La recherche locale est ainsi relance´e, pour chaque voisinage, jusqu’a` ce que tous les voi-
sinages aient e´te´ explore´s ou qu’un autre crite`re d’arreˆt soit ve´rifie´. Cette me´taheuristique
est utilise´e dans (Castan˜o et al. 2014), en comple´ment de GRASP.
Les algorithmes ge´ne´tiques (Goldberg 2006 ; Sastry et al. 2013) s’inspirent de la
se´lection naturelle et l’appliquent a` un sous-ensemble de couvertures, appele´ population,
dans laquelle chaque chromosome repre´sente une couverture. Ici nous de´crivons brie`vement
une version e´le´mentaire de cette me´thode. A` chaque ite´ration (ou ge´ne´ration), deux chro-
mosomes sont se´lectionne´s et appele´s parents. Des ope´rations de croisement et de mutation
sont applique´es successivement. Le croisement ge´ne`re un nouveau chromosome (enfant) a`
partir des chromosomes parents. La mutation perturbe le chromosome enfant en le mo-
difiant ale´atoirement. Tous les chromosomes sont e´value´s par une fonction de fitness et
la se´lection est une e´tape ou` les chromosomes ayant obtenu le fitness le moins e´leve´ sont
supprime´s de la population. Les algorithmes ge´ne´tiques sont hautement adaptables et font
l’objet de parame´trages (probabilite´ de croisement, de mutation, etc.). L’avantage princi-
pal des me´thodes a` population dans la re´solution approche´e des proble`mes auxiliaires est
qu’elles offrent la possibilite´ d’ajouter plusieurs couvertures profitables au proble`me maˆıtre
re´duit a` chaque ite´ration de la ge´ne´ration de colonnes, ce qui a ge´ne´ralement pour effet
de faire diminuer sensiblement le nombre d’ite´rations permettant d’obtenir une solution
optimale au proble`me maˆıtre. Ces me´thodes sont utilise´es dans (Carrabs et al. 2015a,b ;
Rossi et al. 2011, 2012, 2013 ; Singh et al. 2013a,b).
Des heuristiques base´es sur la relaxation line´aire du proble`me auxiliaire sont propose´es
dans Gu et al. (2011).
La re´solution exacte du proble`me auxiliaire s’effectue ge´ne´ralement en dernier recours,
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lorsque les me´taheuristiques e´chouent ou pour prouver l’optimalite´ de la solution courante
du proble`me maˆıtre re´duit. Le plus souvent, la formulation par programmation line´aire en
variables entie`res du proble`me auxiliaire est directement re´solue par un solveur commercial
tel que CPLEX (IBM ILOG CPLEX Optimizer). Toutefois, lorsque le proble`me auxiliaire
est suffisamment complexe, il peut eˆtre approprie´ d’utiliser des techniques plus avance´es.
Castan˜o et al. (2015) proposent une me´thode Branch-and-Cut base´e sur la de´composition
de Benders, qu’ils comparent a` une approche a` base de programmation par contraintes.
Autres proble`mes
Dans ce paragraphe, nous e´nume´rons d’autres proble`mes e´tudie´s, impliquant des cibles
fixes.
Martins et al. (2007) et Pinheiro et al. (2013) minimisent la consommation d’e´nergie
totale du re´seau de capteurs, en tenant compte des couˆts de communication, et proposent
un programme line´aire en nombres entiers. Le proble`me pre´sente´ dans (Cheng et al. 2007)
consiste a` maximiser l’aire de la surface couverte par des capteurs directionnels, en de´cidant
l’angle de ceux-ci. Le proble`me MCBB (Minimum Coverage under Bandwidth Constraints)
(Cheng et al. 2005 ; Rossi et al. 2012 ; Wang et al. 2008) consiste a` minimiser la non-
couverture de cibles lorsque la dure´e de vie du re´seau de capteurs est impose´e. Cheng et al.
(2005) et Wang et al. (2008) le re´solvent a` l’aide d’heuristiques base´es sur la relaxation
line´aire. Rossi et al. (2012) proposent une matheuristique a` base de ge´ne´ration de colonnes
couple´e a` un algorithme ge´ne´tique.
Un proble`me plus ge´ne´ral, dont les de´cisions incluent le placement de capteurs et de
la station de base, ainsi que l’ordonnancement d’activite´s de surveillance, est e´tudie´ par
Tu¨rkog˘ulları et al. (2007). Ce proble`me est formule´ par un programme line´aire en va-
riables mixtes, re´solu de manie`re approche´e a` l’aide une me´thode heuristique base´e sur
la relaxation Lagrangienne. Une extension comprenant le routage des donne´es de com-
munication est e´galement formule´e (Tu¨rkog˘ulları et al. 2010a,b). Elle est re´solue par
une me´thode heuristique de´compose´e en deux phases. La premie`re est un algorithme de
ge´ne´ration de colonnes exe´cute´ sur une relaxation du programme line´aire, et la deuxie`me
est une heuristique exploitant les colonnes obtenues a` la premie`re phase (Tu¨rkog˘ulları
et al. 2010a). Une autre me´thode consiste a` trouver des ensembles de capteurs connecte´s
qui satisfont les contraintes de couverture, puis a` de´cider des routes emprunte´es par les
donne´es jusqu’a` la station de base (Tu¨rkog˘ulları et al. 2010b).
Des proble`mes multi-objectifs ont e´te´ formule´s (Jameii et al. 2015 ; Martins et al.
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2011 ; O¨zdemir et al. 2012a,b ; Sengupta et al. 2012 ; Sengupta et al. 2013), dont les
objectifs incluent la minimisation de l’e´nergie consomme´e ou la maximisation de l’aire de
couverture, par exemple.
Algorithmes distribue´s
Les algorithmes distribue´s effectuent les calculs localement et conviennent donc parti-
culie`rement aux re´seaux de capteurs sans fil, de part leur capacite´ a` s’adapter a` des re´seaux
de tre`s grande taille. Lenzen et al. (2011) donnent une vue d’ensemble d’algorithmes dis-
tribue´s pour les re´seaux de capteurs sans fil.Madan et al. (2006) proposent un algorithme
de sous-gradient distribue´, qui organise les flux de communication de manie`re a` maximiser
la dure´e de vie du re´seau. Le proble`me est formule´ par un programme line´aire en variables
continues dont le lagrangien permet de formuler un sous-proble`me par capteur. Gatzia-
nas et al. (2008) e´tudient une variante dans laquelle la station de base est mobile. D’une
manie`re similaire, un programme line´aire est formule´ dont la de´composition se preˆte bien a`
l’imple´mentation d’un algorithme de sous-gradient distribue´. Zhao et al. (2012) proposent
une me´thode similaire pour une variante dont l’objectif est de maximiser l’utilite´ du re´seau.
1.2.3 Surveillance de cibles mobiles
Dans de nombreux contextes, les cibles peuvent eˆtre des eˆtres vivants ou des objets qui se
de´placent dans la zone de surveillance. Puisque les cibles sont mobiles, il n’est pas toujours
ne´cessaire de couvrir toute la zone de surveillance, mais seulement les points ou` se situent
les cibles, afin d’activer moins de capteurs. Cela ne´cessite de disposer de suffisamment
d’informations sur le comportement des cibles. Dans le cas d’un train sur une voie ferre´e,
d’un ve´hicule routier sur une autoroute, ou d’un avion dans un couloir ae´rien, les trajectoires
sont contraintes par les voies de circulation et leurs obstacles. Toutefois, sans connaissance
parfaite du comportement des cibles, l’exploitant du re´seau doit prendre en compte les
incertitudes. L’une des ide´es les plus intuitives est de conside´rer une zone d’incertitude
a` couvrir, sous la forme d’un disque, dont le centre est la position suppose´e de la cible
(Zhang et al. 2004). Le rayon peut eˆtre choisi de telle sorte que la cible ne peut quitter le
disque d’incertitude avant l’acquisition de la position suivante. Cependant, les trajectoires
des cibles sont parfois sujettes a` des contraintes de mobilite´ dues aux caracte´ristiques
physiques de la cible. Afin de re´duire davantage le nombre de capteurs a` activer, Jeong
et al. (2007) proposent de re´duire la zone d’incertitude en prenant en compte les lois de
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la cine´matique, en particulier pour le cas des ve´hicules terrestres. En effet, certaines zones
du disque d’incertitude ne peuvent eˆtre visite´es par un ve´hicule routier dans un temps
suffisamment court, elles sont alors e´limine´es de la zone a` couvrir.
Dans le domaine du suivi de cibles mobiles, la litte´rature abonde de protocoles de
suivi et de communication, mais peu d’entre eux utilisent des techniques d’optimisation.
L’e´tat de l’art par Naderan et al. (2012) fait e´tat d’une seule me´thode, propose´e par
Lee et al. (2006), puis ame´liore´e par Yeong-Sung et al. (2010), utilisant effectivement
des techniques d’optimisation. A` partir d’un programme line´aire en variables binaires,
cette me´thode calcule un arbre de communication graˆce a` une heuristique reposant sur
la relaxation Lagrangienne. Les donne´es d’entre´e sont les fre´quences des mouvements des
cibles, en particulier les fre´quences de passage de la zone de couverture d’un capteur a`
celle d’un autre, et son objectif est de minimiser la consommation e´nerge´tique lie´e aux
communications.
Dans (Liu et al. 2009), l’objectif est de maximiser la dure´e de vie du re´seau. Les
capteurs peuvent avoir trois e´tats : actif, au repos, e´teint. Un capteur au repos est capable
de communiquer avec les autres capteurs mais n’est pas en mesure de surveiller les cibles.
La ge´ne´ration de couvertures est formule´e comme un proble`me ou` l’on doit maximiser
le nombre de capteurs e´teints, en s’assurant qu’il existe des chemins de communication
entre les capteurs actifs et une station de base. Les heuristiques propose´es reposent sur des
algorithmes de plus courts chemins.
Les protocoles applicables aux re´seaux de capteurs sans fil sont ge´ne´ralement base´s
sur des topologies de communication particulie`res, comme des arbres ou des clusters, afin
d’optimiser un ou plusieurs crite`res. Les topologies de´finissent la fac¸on dont les capteurs
communiquent entre eux et permettent d’organiser efficacement les flux de communica-
tions. Zhang et al. (2004) calculent successivement des arbres de couˆt minimum suivant
les de´placements d’une cible, a` l’aide d’un algorithme de programmation dynamique, de
manie`re a` trouver une topologie minimisant l’e´nergie consomme´e par les capteurs. Pa-
tel et al. (2005) proposent un programme line´aire en variables mixtes, pour organiser le
re´seau de capteurs en clusters. Le proble`me est de´compose´ afin d’appliquer un algorithme
de ge´ne´ration de colonnes. Santos et al. (2012) organisent le re´seau de capteurs en clus-
ters, de manie`re a` minimiser la consommation e´nerge´tique. Le proble`me est formule´ comme
un proble`me d’ensemble dominant inde´pendant, mode´lise´ par un programme line´aire en
nombres entiers et re´solu a` l’aide d’une me´taheuristique base´e sur GRASP.
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1.2.4 Incertitude et robustesse
La robustesse est un aspect inte´ressant dans les proble`mes de re´seaux de capteurs sans
fil, puisque dans la plupart des cas, le comportement des cibles est sujet a` incertitude. De
plus, le re´seau de capteurs peut faire face a` des attaques ou des dysfonctionnements. Dans
ce cas, on conside`re la survivabilite´ du re´seau de capteurs, c’est-a`-dire sa capacite´ a` remplir
une mission donne´e malgre´ une attaque ennemie ou la de´faillance d’un ou plusieurs cap-
teurs. Afin de pallier cette proble´matique, une solution est d’imposer que chaque cible soit
surveille´e par un minimum de capteurs afin de garantir sa couverture malgre´ la disparition
d’un ou plusieurs capteurs. Ce proble`me est pre´sente´ typiquement comme le proble`me de
Q-couverture, introduit dans la section 1.2.2 (page 8). Henna et al. (2013) sugge`rent de
ge´ne´rer des couvertures disjointes, afin que le dysfonctionnement d’un capteur n’impacte
pas d’autres couvertures. Dans (Lin et al. 2011, 2012), une mesure appele´e Degree of Dis-
connectivity (DoD) e´value les dommages cause´s par un attaquant sur un re´seau, calcule´e
en fonction du nombre de nœuds endommage´s sur le plus court chemin entre chaque paire
de nœuds source-destination. Afin de garantir les communications vers une station de base,
Bari et al. (2012) formulent un programme line´aire minimisant le nombre de nœuds relais
en garantissant que chaque capteur est couvert par au moins un nœud relais. Wang et al.
(2013) proposent une formulation mathe´matique pour minimiser la probabilite´ de succe`s
d’une attaque du re´seau. La the´orie des jeux permet de prendre les meilleures de´cisions en
cas d’attaque ennemie sur le re´seau de capteurs. Huangfu et al. (2014) e´tudient la relation
entre la densite´ d’un re´seau de capteurs et la survivabilite´, dans un contexte ou` les cap-
teurs tombent en panne ale´atoirement. Un e´tat de l’art (Shi et al. 2012) propose une vue
d’ensemble des applications de la the´orie des jeux dans les re´seaux de capteurs sans fil. En
supposant que la probabilite´ de de´faillance de chaque capteur est connue, Tian et al. (2015)
construisent des couvertures de cardinalite´ minimale, couvrant toutes les cibles avec une
probabilite´ supe´rieure a` un seuil donne´. Le proble`me est formule´ comme une variante du
proble`me de couverture d’ensembles, un algorithme glouton construit un ordonnancement
d’activite´s de capteurs.
Dans le contexte plus ge´ne´ral de la recherche ope´rationnelle, l’analyse de sensibilite´
consiste a` e´valuer l’impact de la modification de parame`tres d’un proble`me sur ses solutions.
Il s’agit de re´aliser l’e´tude de la stabilite´ d’une solution de´ja` calcule´e. Il existe une varie´te´
d’outils pour mesurer la robustesse (ou sensibilite´) de la solution d’un proble`me (Gurevsky
2011 ; Kouvelis et al. 1997). L’une des plus connues est l’intervalle de sensibilite´ (Ward
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et al. 1990). Supposons qu’une donne´e initiale α de l’instance d’un proble`me soit sujette
a` des perturbations. E´tant donne´es une solution x et une proprie´te´ de x (par exemple son
optimalite´), l’intervalle de sensibilite´ de α est l’intervalle des valeurs de α pour lesquelles
la proprie´te´ de x reste inchange´e. Il s’agit par exemple, e´tant donne´ un ordonnancement
d’activite´s de capteurs, de savoir dans quel intervalle de valeurs la capacite´ initiale d’un
capteur peut varier tout en pre´servant l’admissibilite´ de l’ordonnancement.
Le rayon de stabilite´ (Sotskov et al. 1998, 2006) conside`re quant a` lui un ensemble
de parame`tres. E´tant donne´s x une solution, une proprie´te´ de x, et A un ensemble de pa-
rame`tres, le rayon de stabilite´ ρ d’une solution x est la plus petite variation des parame`tres
α ∈ A pour laquelle x perd sa proprie´te´. Autrement dit, chacun des parame`tres α ∈ A
peut varier dans l’intervalle [α − ρ, α + ρ] en garantissant que la solution x conserve sa
proprie´te´.
Lorsqu’une mesure de robustesse devient un objectif, alors on parle de proble`me d’op-
timisation robuste (Bertsimas et al. 2011). Ceci est le cas du proble`me pre´sente´ dans le
chapitre 3, ou` l’on cherche a` trouver une solution maximisant le rayon de stabilite´. Kouve-
lis et al. (1997) pre´sentent trois principaux crite`res de robustesse. L’un des plus connus est
le crite`re du pire cas ou robustesse absolue. Ainsi, on cherche a` calculer une solution qui soit
optimale dans le pire des sce´narios envisage´s. Dans un sce´nario donne´, le regret d’une solu-
tion correspond a` l’e´cart entre la valeur de sa fonction objectif et la valeur optimale qu’elle
aurait pu obtenir dans ce sce´nario. A` partir de cette mesure, on peut minimiser le crite`re
du regret maximum ou minimax regret, qui correspond au plus grand regret parmi tous les
sce´narios. Ce crite`re est approprie´, par exemple, aux situations ou` l’on souhaite minimiser
le manque a` gagner. Le crite`re du regret relatif est similaire au regret absolu, a` la diffe´rence
qu’il conside`re l’e´cart relatif au lieu de l’e´cart absolu. Ces crite`res ont e´te´ e´tudie´s pour un
tre`s grand nombre de proble`mes, dont le proble`me de sac-a`-dos, le proble`me du voyageur de
commerce, ou les proble`mes d’ordonnancement (Billaut et al. 2005 ; Gurevsky 2011).
1.2.5 Contributions
Les travaux pre´sente´s dans cette the`se introduisent des proble`mes de suivi de cibles mo-
biles re´solus avec les me´thodes de la recherche ope´rationnelle. Les me´thodes propose´es pour
re´soudre ces proble`mes permettent d’obtenir des solutions optimales en temps raisonnable
pour les instances conside´re´es.
Dans cette the`se, nous proposons tout d’abord une me´thode pre´liminaire appele´e
discre´tisation, dont l’objectif est de s’affranchir des donne´es ge´ome´triques des proble`mes.
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Elle comprend deux variantes et est suffisamment ge´ne´rique pour convenir a` tous les
proble`mes de suivi de cibles mobiles par des re´seaux de capteurs sans fil. L’une des variantes
est comple´te´e par une proce´dure de re´duction de la taille d’une instance, qui permet de
re´duire les temps de re´solution dans de nombreux cas. La discre´tisation sert de premie`re
phase aux me´thodes pre´sente´es dans cette the`se.
Dans le proble`me pre´sente´ au chapitre 3, un re´seau de capteurs surveille une cible
sujette a` incertitude temporelle. La trajectoire spatiale de la cible est connue, mais les
temps de passage en chacun de ses points sont incertains. L’objectif consiste a` construire
un ordonnancement dit a` e´nergie minimale (c’est-a`-dire qu’un seul capteur est actif a` tout
instant) qui maximise le rayon de stabilite´, c’est-a`-dire un ordonnancement qui re´siste
au plus grand retard ou a` la plus grande avance par rapport aux temps pre´visionnels.
L’algorithme propose´ s’exe´cute en temps pseudo-polynomial. Il repose sur une dichotomie
qui re´sout a` chaque ite´ration le proble`me de de´cision associe´ au proble`me d’optimisation.
Le proble`me de de´cision e´tant formule´ comme un proble`me de transport, il existe pour le
re´soudre des algorithmes s’exe´cutant en temps polynomial. La dichotomie s’exe´cute ainsi
en un temps tre`s raisonnable. Toutefois, des bornes supe´rieures tre`s efficaces rencontrent
souvent la valeur optimale et permettent de s’affranchir de la dichotomie dans de nombreux
cas. L’algorithme propose´ re´sout des instances comportant jusqu’a` 1000 capteurs en moins
de 15 secondes en moyenne.
Le proble`me pre´sente´ au chapitre 4 introduit la notion d’incertitude spatiale dans le cas
du suivi de plusieurs cibles. E´tant donne´e une zone d’inte´reˆt que les exploitants du re´seau
souhaitent pouvoir surveiller a` long terme, l’objectif consiste a` minimiser la consommation
e´nerge´tique du re´seau de capteurs pour accomplir la mission de surveillance courante, tout
en maximisant la garantie de couverture de la zone d’inte´reˆt. La garantie de couverture
est la dure´e minimale, a` l’issue de la mission courante, durant laquelle le re´seau de cap-
teurs est capable d’assurer la surveillance de tout point de la zone d’inte´reˆt. Le proble`me est
de´compose´ en trois sous-proble`mes correspondant a` trois e´tapes de la me´thode propose´e. Le
premier sous-proble`me consiste a` construire un ensemble de couvertures re´alisable, le second
maximise la garantie de couverture, et le troisie`me minimise la consommation d’e´nergie du
re´seau de capteurs une fois la garantie de couverture fixe´e. Les travaux pre´sentent des pro-
grammes line´aires en variables continues et des bornes pour les diffe´rents sous-proble`mes.
La me´thode propose´e est une matheuristique base´e sur la ge´ne´ration de colonnes, acce´le´re´e
par la me´taheuristique GRASP. Les trois sous-proble`mes sont des proble`mes maˆıtres for-
mule´s par des programmes line´aires, qui partagent le meˆme ensemble de colonnes. Leur
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particularite´ est de partager e´galement le meˆme proble`me auxiliaire, formule´ comme une
variante du proble`me de couverture d’ensembles.
Enfin, le chapitre 5 pre´sente trois exemples d’extensions du proble`me MSR du cha-
pitre 3. La premie`re d’entre elles conside`re les couˆts de communication des capteurs en
prenant en charge l’acheminement des donne´es de surveillance vers une station de base.
Dans la deuxie`me extension, le re´seau de capteurs doit surveiller plusieurs cibles. Enfin,
la troisie`me extension conside`re a` la fois l’incertitude spatiale et temporelle pour la sur-
veillance d’une cible. Pour chacune des extensions, nous avons esquisse´ une me´thode afin
d’ouvrir des perspectives de recherche.
1.2.6 Organisation du manuscrit
Le chapitre 1 pre´sente un e´tat de l’art et une vue d’ensemble de la litte´rature scientifique
en relation avec cette the`se en optimisation dans les re´seaux de capteurs sans fil.
Le chapitre 2 est de´die´ a` la discre´tisation, qui constitue la premie`re phase des me´thodes
pre´sente´es dans les chapitres 3 et 4.
Le chapitre 3 pre´sente un proble`me d’ordonnancement robuste d’activite´s de capteurs
dans lequel une cible peut se pre´senter en avance ou en retard par rapport a` une pre´vision
donne´e. L’objectif est de construire un ordonnancement de rayon de stabilite´ maximum,
afin de maximiser son aptitude a` rester admissible en de´pit des avances et des retards de
la cible, tout en respectant les contraintes de couverture et de capacite´ des batteries.
Le chapitre 4 pre´sente un proble`me d’ordonnancement d’activite´s de capteurs dont
l’objectif est de maximiser une garantie de couverture dans un contexte multi-cibles et
multi-missions. Dans ce chapitre, les positions des cibles peuvent eˆtre sujettes a` incertitude.
Enfin, le chapitre 5 conclut le manuscrit, propose des extensions et discute des pers-
pectives de ces travaux.
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Un re´seau de capteurs est constitue´ d’une multitude de capteurs autonomes disse´mine´s
ale´atoirement, par exemple largue´s depuis un avion ou un he´licopte`re. Leur mission est
de de´tecter ou surveiller des cibles dans une re´gion ou` les infrastructures de surveillance
sont inadapte´es ou inexistantes, comme un champ de bataille ou une zone de´vaste´e par
une catastrophe naturelle. Le re´seau de capteurs, ainsi que les cibles et leur comporte-
ment, peuvent eˆtre de´crits a` l’aide d’e´le´ments ge´ome´triques. Ces e´le´ments peuvent servir
de donne´es d’entre´e a` tous les proble`mes e´tudie´s dans cette the`se, inde´pendamment des
contraintes ou de l’objectif vise´, car ils constituent une description directe de l’environne-
ment et du contexte. Dans un premier temps, nous donnons une mode´lisation ge´ome´trique
du re´seau de capteurs et des cibles. Ensuite, nous pre´sentons la discre´tisation, une refor-
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mulation dont le but est de se ramener a` un proble`me d’ordonnancement d’activite´s de
capteurs. Cette proce´dure est un pre´alable indispensable a` toutes les me´thodes pre´sente´es
dans cette the`se. Elle s’inscrit dans la ligne´e de me´thodes utilise´es pour les situations ou`
les cibles sont immobiles. En effet, bien que les cibles soient mobiles, le temps peut eˆtre
de´coupe´ en intervalles de telle sorte que, dans chaque intervalle, les cibles puissent eˆtre
conside´re´es immobiles sans alte´rer le proble`me. De ce fait, l’ide´e de la discre´tisation s’ins-
pire de travaux re´alise´s sur les cibles immobiles, ou` l’on re´duit des domaines continus a` des
domaines discrets sans modifier le proble`me (Rossi et al. 2012, 2013).
2.1 Mode´lisation ge´ome´trique
Chaque capteur est capable de surveiller des cibles dans sa zone de couverture. A` cause
d’obstacles, d’irre´gularite´s du terrain, ou d’interfe´rences entre capteurs, la zone de cou-
verture peut eˆtre de forme quelconque, comme sur la figure 2.1. Toutefois, sans perte de
ge´ne´ralite´, dans un espace en deux dimensions (respectivement trois dimensions), nous
conside´rerons que ces zones sont des disques (des sphe`res) dont le centre est la position du
capteur. La zone de surveillance est de´finie par l’union des zones de couverture.
s1
s2
s3
Figure 2.1 – Une zone de surveillance quelconque avec les zones de couverture de 3 cap-
teurs, et un obstacle
Une cible a` un instant t est repre´sente´e par un point. On suppose que la trajectoire
d’une cible est donne´e. Elle est mode´lise´e par une fonction vectorielle continue T : R→ Rq,
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de´finie par T (t) ou` t est une variable de temps et q ∈ N∗ est la dimension de l’espace.
Les notations utilise´es dans la suite de cette the`se sont les suivantes. Le nombre de
capteurs est note´ m et le nombre de cibles n. Par convention, l’indice d’un capteur est note´
i, celui d’une cible est note´ j. L’ensemble des indices des capteurs est note´ I, et l’ensemble
des cibles est note´ J . L’ensemble des points de la zone de couverture d’un capteur i ∈ I
est note´ si. La trajectoire d’une cible j ∈ J est note´e Tj . Les notations sont re´sume´es dans
le tableau 2.1.
I Ensemble des capteurs {1, . . . ,m}
J Ensemble des cibles {1, . . . , n}
si Zone de couverture du capteur i
Tj(t) Position de la cible j a` l’instant t
Tableau 2.1 – Donne´es d’entre´e ge´ome´triques
Les e´le´ments ge´ome´triques qui vont eˆtre pre´sente´s servent de donne´es d’entre´e a` tous
les proble`mes traite´s dans cette the`se. Ne´anmoins, nous ne connaissons pas de tech-
nique de re´solution exploitant directement ces informations, c’est-a`-dire sans ne´cessiter
de proce´dure de transformation pre´alable. C’est pour cette raison que les me´thodes que
nous pre´sentons se de´roulent en deux phases. La premie`re phase, appele´e discre´tisation,
est une e´tape commune a` chacune d’entre elles. Le but de la discre´tisation est de s’affran-
chir des notions ge´ome´triques. La seconde phase, spe´cifique a` chaque proble`me, consiste a`
re´soudre un proble`me d’ordonnancement dont les donne´es sont produites par la proce´dure
de discre´tisation.
2.2 Partitionnement de la zone de surveillance
En deux dimensions, la zone de surveillance peut eˆtre vue comme un graphe planaire
(Berman et al. 2004 ; Slijepcevic et al. 2001). Les nœuds sont les intersections entre les
bords des zones de couverture. Les areˆtes relient les nœuds le long de ces bords. Les surfaces
borde´es par les areˆtes sont les faces. Tous les points a` l’inte´rieur d’une face sont couverts
par le meˆme ensemble de capteurs. Si plusieurs cibles se trouvent dans une meˆme face,
alors un seul capteur suffit a` les couvrir toutes. En trois dimensions, la zone de surveillance
est partitionne´e en volumes, borde´s par des surfaces.
Lorsque les zones de couverture sont des disques, le nombre de faces ne peut pas de´passer
m(m − 1) + 2 (Berman et al. 2004). Un cercle peut couper au plus deux fois tout autre
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f1
f2 f3 f4
f5
f6
f6′
s1
s2
s3
Figure 2.2 – Une zone de surveillance avec 3 capteurs, partitionne´e en 6 faces
cercle. Si l’on suppose que chaque cercle coupe exactement deux fois chacun des autres
cercles, alors le nombre de sommets |V | est au maximum m(m− 1), et le nombre d’areˆtes
|E| est au maximum 2m(m− 1). Graˆce a` la formule d’Euler |V | − |E|+ |F | = 2, ou` |F | est
le nombre de faces, |F | ne peut de´passer m(m− 1) + 2, si on inclut la face exte´rieure non
couverte.
Dans le cas en trois dimensions ou` les zones de couverture sont des sphe`res, le nombre
de volumes ne peut pas de´passer 13m(m
2 − 3m + 8) (Gordon et al. 1987), en incluant le
volume exte´rieur. Pour des raisons de concision, le terme face sera a` la fois utilise´ pour les
faces (cas en deux dimensions) et les volumes (cas en trois dimensions).
Dans la suite, une face est de´finie par un ensemble unique de capteurs. Plusieurs
faces ge´ome´triques disjointes couvertes par exactement le meˆme ensemble de capteurs se-
ront conside´re´es comme une seule et meˆme face. Par exemple, sur la figure 2.2, les faces
ge´ome´triques f6 et f6′ sont couvertes par l’ensemble {s2}, elles sont alors de´finies comme
une seule et meˆme face. On note F̂ l’ensemble de toutes les faces, et S(f) ⊆ I l’ensemble
des capteurs couvrant la face f ∈ F̂ .
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2.3 Partitionnement de l’horizon de temps
Supposons que la mission de surveillance dure H unite´s de temps et qu’elle se de´roule
entre les dates t = 0 et t = H. Cet intervalle de temps est appele´ horizon de temps. Chacune
des cibles peut entrer ou sortir de la zone de surveillance a` des instants diffe´rents. Certaines
peuvent se pre´senter apre`s t = 0, certaines peuvent disparaˆıtre avant t = H. On conside´rera,
sans perte de ge´ne´ralite´, que toute cible est pre´sente dans la zone de surveillance pendant
tout l’horizon de temps. En effet, une cible qui sort de la zone de surveillance peut eˆtre
conside´re´e comme couverte uniquement par un capteur fictif dont l’e´nergie est infinie, et
qui ne couvre que les cibles se trouvant hors de la zone de couverture des capteurs de I.
Durant l’horizon de temps, toutes les cibles doivent eˆtre surveille´es par au moins un
capteur. Par conse´quent, dans tous les proble`mes traite´s dans cette the`se, il est ne´cessaire
de s’assurer qu’a` tout instant, un et un seul sous-ensemble de capteurs permettant de
couvrir toutes les cibles est actif. On re´pond ainsi a` la contrainte de couverture des cibles.
f1
f2
f3
f4
f5
f6
f7
s1
s2
s3
Figure 2.3 – Un re´seau de 3 capteurs et la trajectoire d’une cible
La trajectoire d’une cible j peut eˆtre vue comme une se´quence des faces traverse´es
(fℓ1 , fℓ2 , . . . , fℓq) ou` ℓu est l’indice de la u
e`me face traverse´e. Par exemple, sur la figure 2.3,
la cible traverse successivement les faces f2, f3, f4 et f5. Soit F ⊆ F̂ l’ensemble des faces
traverse´es par les cibles. Tous les points d’une face f ∈ F sont couverts par un meˆme
ensemble de capteurs candidats S(f). Ainsi, pour couvrir une cible a` un instant t, il est
suffisant de connaˆıtre la face f dans laquelle elle se trouve et d’activer au moins un capteur
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appartenant a` l’ensemble S(f). Les positions exactes des capteurs et des cibles ne sont
alors plus ne´cessaires pour re´soudre les diffe´rents proble`mes de surveillance.
Les moments cle´s de la mission de surveillance sont les instants ou` une cible traverse la
frontie`re d’une face. Lorsqu’une cible j change de face, l’ensemble des capteurs candidats
pour sa surveillance change aussi. Ces dates de transition sont appele´es ticks. Les ticks
sont obtenus en calculant les instants ou` les cibles franchissent les frontie`res des faces,
ce qui est possible de`s lors que leurs trajectoires sont connues, en incluant le de´but et
la fin de l’horizon de temps. Par de´finition, aucune cible ne change de face entre deux
ticks conse´cutifs, et par conse´quent les ensembles de capteurs candidats pour chaque cible
demeurent inchange´s. Ainsi, on peut voir chacun des proble`mes de surveillance comme une
se´quence de proble`mes de couverture d’ensembles.
Pour chaque cible j, on obtient une se´quence (tj1, t
j
2, . . . , t
j
nj ) de ticks associe´s, ou` t
j
u
est une date d’entre´e ou de sortie de la zone de couverture d’un capteur, avec tj1 et t
j
nj
respectivement les dates d’entre´e et de sortie de la zone de surveillance. Le tick tju est la
date d’entre´e dans la ue`me face, et tj1 et t
j
nj sont respectivement les dates d’apparition et de
disparition de la cible relativement a` la zone de surveillance. Compte tenu de nos postulats
de de´part, nous conside´rons que tj1 = 0 et t
j
nj = H. Il peut arriver qu’une cible sorte d’une
zone de couverture (si) et entre dans une autre (si′) au meˆme instant. Dans ce cas, on
conside`re deux ticks de meˆme valeur. La face visite´e entre ces deux ticks est une face qui
n’est couverte ni par si, ni par si′ .
Tous les proble`mes traite´s dans cette the`se n’acceptent pas exactement les meˆmes
donne´es d’entre´e. Les ticks ne´cessitent notamment un traitement spe´cifique au proble`me
a` re´soudre. Deux variantes de la discre´tisation sont propose´es. La premie`re, appele´e
discre´tisation suivant les faces, consiste a` conside´rer que la couverture de cibles est
e´quivalente a` la couverture de faces. Cette variante convient a` un proble`me ou` l’on op-
timise un crite`re e´nerge´tique. Une autre variante de la discre´tisation est propose´e, suivant
les cibles. Elle convient au proble`me de robustesse pre´sente´ dans cette the`se.
2.4 Discre´tisation suivant les faces
2.4.1 Introduction
Cette variante, qui est utilise´e au chapitre 4, ne´cessite tout d’abord la fusion des
se´quences de ticks. Lorsque deux ticks ont la meˆme valeur, un seul est conserve´. Dans
cette nouvelle se´quence, les ticks sont note´s tk ou` k est la position du k
e`me tick. L’horizon
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de temps est alors partitionne´ en p feneˆtres de temps, ou` une feneˆtre de temps est une
pe´riode se´pare´e par deux ticks conse´cutifs.
L’ide´e sous-jacente de cette variante est de conside´rer qu’une couverture de cibles est
e´quivalente a` une couverture de faces. En effet, activer un capteur pour couvrir une cible
revient a` couvrir tous les points de sa zone de couverture, et par conse´quent, tous les points
de la face dans laquelle la cible est situe´e. Autrement dit, pour couvrir toutes les cibles,
il est suffisant de couvrir les faces ou` elles sont situe´es. Pour chaque feneˆtre de temps k,
de´finissons un ensemble T (k) ⊆ F des faces a` couvrir. L’ensemble des cibles n’est alors
plus ne´cessaire puisque les faces ou` elles se trouvent sont connues. Ainsi, un atout de la
discre´tisation suivant les faces est de s’affranchir de la notion de cible. Le re´sultat de
cette discre´tisation est re´sume´ dans le tableau 2.2. On appelle ce re´sultat une instance, qui
contient les donne´es d’entre´e d’un proble`me d’ordonnancement d’activite´s de surveillance.
I Ensemble des capteurs {1, . . . ,m}
F Ensemble des faces traverse´es {f1, . . . , fq}
K Ensemble des feneˆtres de temps {1, . . . , p}
S(f) ⊆ I Ensemble des capteurs candidats couvrant la face f ∈ F
T (k) ⊆ F Ensemble des faces a` couvrir pendant la feneˆtre de temps k ∈ K
tk Tick d’indice k ∈ K ∪ {p+ 1}
∆k Dure´e de la feneˆtre de temps k ∈ K
Tableau 2.2 – Donne´es re´sultant de la discre´tisation suivant les faces
2.4.2 Re´duction de la taille d’une instance
Dans cette section, la taille d’une instance est de´finie par la somme des cardinalite´s
des ensembles de faces a` couvrir, soit
∑
k∈K |T (k)|. Il est possible de re´duire la taille de
l’instance en supprimant des e´le´ments des ensembles T (k). Nous de´finissons une relation
de dominance entre les faces.
De´finition 1. (Relation de dominance entre les faces)
Soient une feneˆtre de temps k ∈ K, et deux faces f et f ′ distinctes appartenant a` T (k). La
face f domine f ′ si S(f) ⊂ S(f ′).
Si une face f ∈ T (k) domine f ′ ∈ T (k), alors se´lectionner un capteur de S(f) suffit a`
couvrir a` la fois f et f ′. Par conse´quent, il est possible de supprimer f ′ de l’ensemble T (k).
Supprimer toutes les faces domine´es peut augmenter les chances d’obtenir des feneˆtres de
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temps k et k′ telles que T (k) = T (k′). C’est une proprie´te´ de´sirable, puisqu’elle autorise la
fusion de ces feneˆtres de temps.
Algorithme 1 : Fusion des feneˆtres de temps
// K contient les indices trie´s des feneˆtres de temps
∀k ∈ K,K(k)← k
foreach k ∈ K do
foreach k′ ∈ K|k′ ≥ k + 1 do
if T (k) = T (k′) then
∆k ← ∆k +∆k′
K ← K \ {k′}
K(k′)← k // Associe k′ a` k
L’algorithme 1 re´duit le nombre de feneˆtres de temps. S’il existe deux feneˆtres de temps
k et k′ telles que T (k) = T (k′), alors ces feneˆtres peuvent eˆtre fusionne´es en une seule. La
dure´e de la feneˆtre de temps k′ est ajoute´e a` celle d’indice k, et la feneˆtre de temps k′
est supprime´e. L’indice k′ est alors associe´ a` k dans un vecteur d’indices note´ K. Par
conse´quent, la taille de l’instance est re´duite et les feneˆtres de temps originales peuvent
eˆtre restaure´es a` l’aide du vecteur K.
Pour re´duire davantage la taille de l’instance, il est judicieux d’effectuer la suppression
des faces domine´es avant la fusion des feneˆtres de temps, puisque la premie`re augmente
l’efficacite´ de la deuxie`me.
Lemme 1. Une instance peut eˆtre re´duite de telle sorte que le nombre de feneˆtres de temps
|K| est infe´rieur ou e´gal a` 2m(m−1)+1, ou` m est le nombre de capteurs.
De´monstration. Soit T (k) l’ensemble des faces a` surveiller durant la feneˆtre de temps k.
Si T (k) = T (k′) avec k 6= k′, alors les feneˆtres de temps k et k′ peuvent eˆtre fusionne´es
Ainsi la feneˆtre de temps k′ est supprime´e et la dure´e de la feneˆtre de temps k est e´tendue
a` ∆k + ∆k′ . Cette proce´dure d’e´limination est re´pe´te´e tant qu’il existe deux feneˆtres de
temps ayant le meˆme ensemble de faces. Puisque le nombre de faces est infe´rieur ou e´gal
a` m(m − 1) + 2 (Berman et al. 2004), alors le nombre maximal de feneˆtres de temps est
infe´rieur ou e´gal a` 2m(m−1)+1. Cette borne supe´rieure peut eˆtre ame´liore´e en conside´rant
Fmax = maxk∈K |T (k)|, le nombre maximal de faces a` couvrir dans une feneˆtre de temps.
Par conse´quent, le nombre de feneˆtres de temps apre`s re´duction est borne´ par 2Fmax−1 ≤
2m(m−1)+1.
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Ce lemme montre qu’apre`s re´duction, le nombre maximum de feneˆtres de temps est
inde´pendant du nombre de cibles et de leurs trajectoires. Ne´anmoins, en pratique, peu de
feneˆtres de temps sont produites lorsque les cibles visitent peu de faces.
2.5 Discre´tisation suivant les cibles
Le proble`me aborde´ au chapitre 3 ne permet pas de s’affranchir de la notion de cible, ce
qui justifie l’introduction de la discre´tisation suivant les cibles. A` l’instar de la discre´tisation
suivant les faces, on effectue une fusion des se´quences de ticks. Cependant, deux ticks de
meˆme valeur ne sont pas ne´cessairement fusionne´s. Les ticks sont partitionne´s en deux
cate´gories : les ticks entrants et les ticks sortants. Les ticks entrants correspondent a` la
date d’entre´e d’une cible dans la zone de couverture d’un capteur, tandis que les ticks
sortants correspondent aux instants ou` une cible quitte la zone de couverture d’un capteur.
Par convention, le premier et le dernier tick sont respectivement sortant et entrant. Si deux
ticks de meˆme cate´gorie ont la meˆme valeur, alors ces ticks sont fusionne´s. Lorsqu’une cible
entre dans une zone de couverture et sort d’une autre simultane´ment, alors ces ticks sont
conside´re´s comme e´tant distincts. Autrement dit, un tick entrant et un tick sortant ne sont
pas fusionne´s lorsqu’ils sont de meˆme valeur.
Dans la nouvelle se´quence, les ticks sont note´s tk ou` k est la position du k
e`me tick. A`
chaque tick, on attribue une valeur σk qui est de´finie en fonction du type de tick. A` un tick
tk entrant, on attribue σk = 1 et a` un tick sortant tk′ , σk′ = −1. Soit l’ensemble Sj(k), qui
de´finit l’ensemble des capteurs candidats a` la couverture de la cible j pendant la feneˆtre de
temps k. Le re´sultat de la discre´tisation suivant les cibles est re´sume´ dans le tableau 2.3.
I Ensemble des capteurs {1, . . . ,m}
J Ensemble des cibles {1, . . . , n}
K Ensemble des feneˆtres de temps {1, . . . , p}
Sj(k) ⊆ I Ensemble des capteurs candidats couvrant la cible j ∈ J pendant la
feneˆtre de temps k ∈ K
tk Tick d’indice k ∈ K ∪ {p+ 1}
σk Valeur de´terminant la cate´gorie du tick k (entrant ou sortant)
∆k Dure´e de la feneˆtre de temps k ∈ K
Tableau 2.3 – Donne´es re´sultant de la discre´tisation suivant les cibles
Cette variante de la discre´tisation est approprie´e pour les me´thodes ne´cessitant des
ope´rations sur les ticks et les capteurs candidats en fonction des cibles. La me´thode propose´e
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dans le chapitre 3 ge´ne`re des instances modifie´es dont les ticks de l’instance originale ont e´te´
de´place´s. Les ensembles de capteurs candidats y sont e´galement soumis a` des modifications.
2.6 Exemple
2.6.1 Donne´es d’entre´e
Conside´rons un exemple simple en deux dimensions. En pratique, il est commode de
repre´senter la trajectoire d’une cible a` l’aide d’une ligne polygonale, c’est-a`-dire une suite
de segments dont la seconde extre´mite´ de chacun d’entre eux est la premie`re du suivant. Il
est possible d’atteindre une pre´cision aussi bonne que l’on veut puisque les trajectoires sont
continues. De plus, lorsque les zones de couverture sont des disques, cette repre´sentation
re´duit la discre´tisation a` une re´solution d’e´quations line´aires du second degre´ a` coefficients
constants.
f1
f2
f3
f4
t = 0
t = 60
t = 0
t = 60
s1
s2
s3
Figure 2.4 – Exemple d’un re´seau de 3 capteurs et 2 cibles
La figure 2.4 repre´sente un re´seau de trois capteurs. Les zones de couverture s1, s2 et
s3 sont des disques de centres respectifs (6, 6), (10, 12) et (14, 6) et de rayon 6. Deux cibles
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se de´placent dans la zone de surveillance. Leur trajectoire est un segment et leur vitesse
est uniforme. Le segment de la premie`re cible relie le point de coordonne´es (6, 4) a` celui de
coordonne´es (10, 7). Celui de la deuxie`me cible relie les points (6, 3) et (13, 4). La dure´e de
parcours de chacune des cibles est H = 60 unite´s de temps.
En calculant les intersections entre les trajectoires et les bords des zones de couverture,
on obtient une se´quence de ticks pour chaque cible :
Ticks pour la cible 1 : 0, 30.2948, 42.3344, 60
Ticks pour la cible 2 : 0, 22.3372, 47.8375, 60
Dans la suite, les deux variantes de la discre´tisation sont illustre´es.
2.6.2 Discre´tisation suivant les faces
L’union des se´quences de ticks donne le vecteur t contenant 6 ticks, donc 5 feneˆtres de
temps.
t = ( 0, 22.3372, 30.2948, 42.3344, 47.8375, 60 )
Les cibles visitent au total 5 faces diffe´rentes, indice´es de 1 a` 5. Les capteurs candidats
couvrant ces faces sont stocke´s dans des ensembles S(f) ou` f est l’indice de la face. Les
faces a` couvrir durant chaque feneˆtre de temps k sont stocke´es dans des ensembles T (k).
S(1) = {s1}
S(2) = {s1, s3}
S(3) = {s1, s2, s3}
S(4) = {s3}
T (1) = {f1}
T (2) = {f1, f2}
T (3) = {f2}
T (4) = {f2, f3}
T (5) = {f3, f4}
∆1 = 22.3372
∆2 = 7.9576
∆3 = 12.0395
∆4 = 5.50317
∆5 = 12.1625
Dans certaines feneˆtres de temps, le nombre de faces a` couvrir peut eˆtre re´duit sans
alte´rer les solutions du proble`me. Tout d’abord, on observe que couvrir la face f1 revient
aussi a` couvrir la face f2, puisque S(1) ⊂ S(2). Par conse´quent, il n’est pas ne´cessaire de
conserver la face f2 de l’ensemble T (2). Par un raisonnement analogue, on en de´duit que
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f3 peut eˆtre supprime´ de l’ensemble T (4) car S(2) ⊂ S(3), et f3 peut eˆtre supprime´ de
T (5) puisque S(4) ⊂ S(3).
T (1) = {f1}
T (2) = {f1}
T (3) = {f2}
T (4) = {f2}
T (5) = {f4}
∆1 = 22.3372
∆2 = 7.9576
∆3 = 12.0395
∆4 = 5.50317
∆5 = 12.1625
Ensuite, la proce´dure de re´duction sugge`re de fusionner les feneˆtres de temps dans
lesquelles les faces a` couvrir sont identiques. On initialise un vecteur K = (1, 2, 3, 4, 5) qui
contient les indices des feneˆtres de temps. Durant les feneˆtres de temps 1 et 2, les faces
a` couvrir sont identiques. La dure´e de la deuxie`me feneˆtre de temps est ajoute´e a` celle la
premie`re et la deuxie`me est supprime´e. Afin de restaurer les feneˆtres de temps originales
plus tard, on sauvegarde l’indice de la feneˆtre de temps supprime´e en affectant K(2) = 1.
Apre`s re´indexation des feneˆtres de temps, on obtient une instance avec seulement 3 feneˆtres
de temps.
T (1) = {f1}
T (2) = {f2}
T (3) = {f4}
∆1 = 30.2948
∆2 = 17.5427
∆3 = 12.1625
K = (1, 1, 2, 2, 3)
2.6.3 Discre´tisation suivant les cibles
L’union des se´quences de ticks donne le vecteur t contenant 6 ticks, donc 5 feneˆtres
de temps. Les ticks entrants sont marque´s par le symbole “+” et les ticks sortants par le
symbole “−”.
t = ( 0−, 22.3372+, 7.9576+, 12.0395+, 56.0374−, 60+ )
2.6. EXEMPLE 31
Pour chacune des cibles j, on construit les ensembles Sj(k) de capteurs candidats pour
la feneˆtre de temps k. Chaque valeur σk est e´gale a` 1 si le tick tk est entrant, −1 si le tick
tk est sortant.
S1(1) = {s1}
S1(2) = {s1}
S1(3) = {s1, s3}
S1(4) = {s1, s2, s3}
S1(5) = {s1, s2, s3}
S2(1) = {s1}
S2(2) = {s1, s3}
S2(3) = {s1, s3}
S2(4) = {s1, s3}
S2(5) = {s3}
∆1 = 22.3372
∆2 = 7.9576
∆3 = 12.0395
∆4 = 5.50317
∆5 = 12.1625
σ1 = −1
σ2 = 1
σ3 = 1
σ4 = 1
σ5 = −1
σ6 = 1
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Ordonnancement robuste sous
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3.1 Introduction
En l’absence de donne´es fiables sur le comportement des cibles, la prise en compte de
l’incertitude s’impose dans les missions de surveillance. Dans ce chapitre, nous traitons le
cas de la surveillance d’une cible unique. Le chemin emprunte´ par la cible est connu et
une pre´vision des temps de passage en chacun de ses points est donne´e. Ceci peut eˆtre le
cas d’un train sur une voie ferre´e ou un ve´hicule terrestre se de´plac¸ant sur une route. Le
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but est de planifier, avant la mission, un ordonnancement d’activite´s de capteurs a` e´nergie
minimale, capable d’assurer la surveillance malgre´ les ale´as, qui peuvent affecter la cible,
et qui se traduisent par une avance ou un retard par rapport aux temps de passage pre´vus.
3.2 Description du proble`me
Rappelons brie`vement le contexte. Un ensemble de m capteurs I = {1, . . . ,m} est
de´ploye´ ale´atoirement dans une re´gion. Sans perte de ge´ne´ralite´, nous conside´rons que la
cible e´volue sur une surface plane, et que les donne´es ge´ome´triques du proble`me sont en
deux dimensions. Tout capteur i ∈ I, lorsqu’il est actif, est capable de surveiller des cibles
dans sa zone de couverture si, de´finie par un disque de rayon R
S . La zone de surveillance
du re´seau de capteurs conside´re´ est l’union des zones de couverture des capteurs qui le
constituent. Chaque capteur i ∈ I est e´quipe´ d’une batterie de capacite´ Ei, exprime´e en
unite´s de temps. L’action de surveiller des cibles est appele´e activite´ de surveillance, et
consomme de l’e´nergie sur la batterie. Lorsqu’un capteur est inactif, la capacite´ de sa
batterie demeure inchange´e.
On suppose sans perte de ge´ne´ralite´ que la cible se de´place a` l’inte´rieur de la zone de
surveillance. En effet, si la cible quitte momentane´ment la zone de surveillance du re´seau,
alors il n’est plus possible de la surveiller, et on peut toujours supposer qu’elle est couverte
par un capteur fictif d’e´nergie infinie, qui n’est plus disponible quand la cible se trouve
dans la zone de surveillance. Nous disposons d’une pre´vision de sa trajectoire, exprime´e
a` l’aide d’une fonction vectorielle continue T : R → R2, de´finie par T (t) ou` t est une
variable de temps. Sans perte de ge´ne´ralite´, le domaine de t conside´re´ est l’intervalle [0, H]
ou` H de´termine la dure´e pre´visionnelle de la mission. La cible se de´place le long de la
trajectoire spatiale sans possibilite´ d’en sortir. En revanche, les dates de passage en chacun
de ses points sont incertaines, c’est-a`-dire que la cible peut eˆtre en retard ou en avance
par rapport a` la pre´vision. Cette situation est typique dans le cas d’un train sur une voie
ferre´e ou d’un avion dans un couloir ae´rien. Les donne´es d’entre´e du proble`me traite´ dans
ce chapitre sont re´sume´es dans le tableau 3.1.
L’objectif vise´ est de planifier la surveillance de la cible en prote´geant la solution contre
l’avance ou le retard par rapport aux temps de passage pre´visionnels, c’est-a`-dire en ga-
rantissant la surveillance permanente de la cible pendant toute la dure´e de la mission. On
souhaite concevoir l’ordonnancement d’activite´s de surveillance le plus robuste possible,
sans surcouˆt e´nerge´tique. Afin de respecter cette dernie`re contrainte, un seul capteur peut
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eˆtre active´ a` chaque instant.
Pour rappel, la re´solution des proble`mes pre´sente´s dans cette the`se se de´roule en deux
phases. La premie`re est la discre´tisation, dont le but est de formuler un proble`me d’ordon-
nancement d’activite´s de capteurs, qui est re´solu dans la deuxie`me phase.
I Ensemble des capteurs {1, . . . ,m}
si Zone de couverture du capteur i
Ei Capacite´ du capteur i
T (t) Position de la cible a` l’instant t
Tableau 3.1 – Donne´es d’entre´e ge´ome´triques
3.2.1 Discre´tisation
La discre´tisation est une reformulation des donne´es d’entre´e s’affranchissant des notions
ge´ome´triques, de´taille´e dans le chapitre 2. Dans cette section, nous re´sumons brie`vement
les principes de la discre´tisation. La zone de surveillance est partitionne´e en un ensemble
F̂ de faces disjointes, qui sont des surfaces couvertes par un meˆme ensemble de capteurs
(Berman et al. 2004 ; Meguerdichian et al. 2003 ; Slijepcevic et al. 2001). La position
exacte de la cible n’est alors plus ne´cessaire puisque sa trajectoire peut eˆtre repre´sente´e par
une se´quence des faces traverse´es. Les dates de passage d’une face a` une autre sont appele´es
ticks et les intervalles de temps se´parant deux ticks conse´cutifs sont des feneˆtres de temps.
L’ensemble des feneˆtres de temps est note´ K, leurs dure´es respectives ∆k, et les ticks sont
note´s tk. On note p le nombre de feneˆtres de temps. La variante utilise´e dans ce chapitre est
la discre´tisation suivant les cibles, comme de´crit dans la section 2.5. Le tableau 3.2 re´sume
le re´sultat de la discre´tisation. Puisqu’il n’y a qu’une seule cible a` surveiller et pour des
raisons de clarte´, les ensembles de capteurs candidats S1(k) pour chaque feneˆtre de temps
k seront note´s S(k).
K Ensemble des feneˆtres de temps {1, . . . , p}
S(k) ⊆ I Ensemble des capteurs candidats couvrant la cible pendant la feneˆtre
de temps k ∈ K ∪ {0, p+ 1}
tk Tick d’indice k ∈ K ∪ {p+ 1}
σk Valeur de´terminant la cate´gorie du tick k (entrant ou sortant)
∆k Dure´e de la feneˆtre de temps k ∈ K
Tableau 3.2 – Donne´es re´sultant de la discre´tisation suivant les cibles
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Pour rappel, les ticks sont partitionne´s en deux cate´gories : les ticks entrants et les ticks
sortants. Lorsque la cible entre dans une zone de couverture, le tick tk correspondant est
entrant. Dans ce cas, S(k− 1) ⊂ S(k). Lorsqu’elle sort d’une zone de couverture, le tick tk′
correspondant est sortant, auquel cas S(k′) ⊂ S(k′ − 1). Par convention, le premier et le
dernier tick sont respectivement sortant et entrant. Si deux ticks de meˆme cate´gorie ont la
meˆme valeur, alors un seul est conserve´. Lorsqu’une cible entre dans une zone de couverture
et sort d’une autre simultane´ment, alors ces ticks sont conside´re´s comme distincts meˆme
s’ils sont associe´s a` la meˆme date. Autrement dit, un tick entrant et un tick sortant ne
sont pas fusionne´s lorsqu’ils sont de meˆme valeur. Dans ce cas particulier, l’ensemble des
capteurs candidats entre ces deux ticks note´s tk et tk+1 est S(k − 1) ∩ S(k + 1).
s1
s2
s3
{s1}{s1, s2} {s1, s2, s3} {s1, s3}{s1}
t1 t2 t3 t4 t5 t6
Figure 3.1 – Capteurs candidats le long d’une trajectoire
La figure 3.1 illustre un exemple avec 3 capteurs. En bas de la figure est repre´sente´e une
frise chronologique montrant les capteurs candidats le long de la trajectoire. Par convention,
l’ensemble des capteurs candidats avant t1 et apre`s tp+1 (sur la figure, t6) est I, l’ensemble
de tous les capteurs, donc S(0) = S(p+1) = I. Avec ces donne´es, il est possible de calculer
les intervalles de disponibilite´ des capteurs, illustre´s par la figure 3.2.
Un intervalle de disponibilite´ d’un capteur i est un intervalle de temps durant lequel il
est candidat. Meˆme si le cas ne se pre´sente pas dans l’exemple de la figure 3.1, un capteur
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s1
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Figure 3.2 – Intervalles de disponibilite´ des capteurs
peut avoir plusieurs intervalles de disponibilite´, ceux-ci e´tant alors deux a` deux disjoints.
Un capteur est disponible a` un instant t si la cible se trouve dans sa zone de couverture.
Les intervalles de disponibilite´ commencent par un tick entrant et terminent par un tick
sortant, a` l’exception de ceux qui commencent par t1 ou se terminent par tp+1. Puisqu’on
ne peut pas activer plus d’un capteur a` la fois, il n’est pas possible d’activer un capteur en
dehors de ses intervalles de disponibilite´, auquel cas ce capteur empeˆcherait l’activation d’un
capteur couvrant la cible. Les intervalles de disponibilite´ sont utiles au calcul d’une mesure
de robustesse, appele´e rayon de stabilite´, d’un ordonnancement d’activite´s de surveillance.
3.2.2 Rayon de stabilite´
Les donne´es re´sultant de la discre´tisation sont les donne´es d’entre´e d’un proble`me d’or-
donnancement d’activite´s de surveillance appele´ MSR, pour Maximization of the Stability
Radius. Pour rappel, la cible ne peut sortir de sa trajectoire spatiale. Ne´anmoins, les dates
de passage en chacun des points de sa trajectoire sont incertaines. Un tick tk est la date
de passage pre´vue a` la position T (tk). Autrement dit, a` l’instant tk, la cible est attendue a`
la frontie`re entre deux faces, note´es fk−1 et fk. La face fk−1 est couverte par les capteurs
de l’ensemble S(k − 1) et fk est couverte par les capteurs de S(k). Si la cible arrive a`
la frontie`re avec un retard de ρ unite´s de temps, alors elle quitte la face fk−1 a` l’instant
tk+ ρ. Par conse´quent, afin d’e´viter la perte de couverture dans ce sce´nario, un capteur de
l’ensemble S(k− 1)∩S(k) devrait eˆtre active´ pendant l’intervalle [tk, tk+ ρ]. Par syme´trie,
si la cible arrive avec une avance de ρ unite´s de temps, alors elle devrait eˆtre surveille´e par
un capteur de l’ensemble S(k− 1)∩S(k) pendant l’intervalle [tk− ρ, tk]. Afin de supporter
a` la fois le retard et l’avance de la cible, un des capteurs parmi S(k − 1) ∩ S(k) doit eˆtre
active´ durant l’intervalle [tk − ρ, tk + ρ].
La cible peut e´galement arriver en avance au point T (t1), lieu d’apparition de la cible.
Si la cible y apparaˆıt a` l’instant t1 − ρ, alors l’ordonnancement devrait commencer a` cette
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meˆme date. Par syme´trie, l’ordonnancement devrait se terminer apre`s la date tp+1, afin
d’anticiper un e´ventuel retard en T (tp+1).
Les avances ou retards de la cible sont susceptibles de faire s’e´carter les ticks de leur
valeur pre´visionnelle. Soit S un ordonnancement. L’objectif du rayon de stabilite´ est de
mesurer la plus grande variation des ticks tk qui ne compromet pas la capacite´ de l’ordon-
nancement S a` couvrir continuellement la cible sans la perdre de vue. La notion de rayon
de stabilite´ est introduite dans les re´fe´rences (Sotskov et al. 1998, 2006). Un ordonnan-
cement dont le rayon de stabilite´ est e´gal a` ρ est capable de couvrir la cible, qu’elle subisse
un retard ou une avance de ρ unite´s de temps.
En particulier, le rayon de stabilite´ est de´fini par la dure´e minimale se´parant un instant
ou` un capteur est actif et un instant ou` il n’est plus candidat. Autrement dit, le rayon
de stabilite´ est limite´ par la dure´e entre les frontie`res d’une activite´ et les frontie`res de
l’intervalle de disponibilite´ de ses capteurs candidats.
La figure 3.3a illustre un exemple simple avec deux capteurs. On suppose que la capa-
cite´ des batteries est infinie. L’ordonnancement S1 (figure 3.3b) active le capteur 1 durant
l’intervalle [0, 4] et le capteur 2 durant l’intervalle [4, 6]. Tandis que l’ordonnancement S2
(figure 3.3c) active le capteur 1 pendant l’intervalle [−1, 3] et le capteur 2 pendant l’inter-
valle [3, 7]. Les deux ordonnancements sont re´alisables puisque les capacite´s sont infinies et
la cible est couverte a` chaque instant dans le cas ou` les temps de passage pre´visionnels de
la cible ne sont pas perturbe´s.
Supposons que la cible apparaisse une unite´ de temps plus toˆt que pre´vu, et qu’elle
disparaisse une unite´ de temps plus tard que pre´vu. On observe que l’ordonnancement S1
n’est pas pas re´alisable pour un tel sce´nario, puisqu’il commence a` t = 0 et se termine a`
t = H. De plus, la cible arrive 1 unite´ de temps plus toˆt a` la position T (t3). Puisque le
capteur 1 ne couvre pas la face apre`s t3, S1 n’est pas capable de surveiller la cible dans ce
sce´nario, son rayon de stabilite´ est nul. En revanche, l’ordonnancement S2 re´siste a` toutes
ces perturbations et son rayon de stabilite´ a pour valeur 1.
Dans ce chapitre, notre but est de cre´er un ordonnancement d’activite´s dont le rayon
de stabilite´ est maximal.
3.2.3 Bornes supe´rieures sur le rayon de stabilite´
Nous proposons deux types de bornes supe´rieures sur le rayon de stabilite´. Toutes
les bornes pre´sente´es reposent sur l’ide´e d’e´tendre la dure´e des feneˆtres de temps jusqu’a`
e´puisement des capteurs. Le premier type de borne est base´ sur les dure´es entre les feneˆtres
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s1 s2
t1 t2 t3 t4
0 2 4 6
s1
s2
(a) Exemple avec 2 capteurs
−1 0 2 4 6 7
s1 s2
0 2 4 6
{s1} {s1, s2} {s2}
−1 2 3 7
(b) Exemple d’ordonnancement non-robuste S1
−1 0 2 4 6 7
s1 s2
0 2 4 6
{s1} {s1, s2} {s2}
−1 2 3 7
(c) Exemple d’ordonnancement robuste S2
Figure 3.3 – Exemples d’ordonnancements robustes
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de temps et les capteurs candidats qu’elles ont en commun. Le second type repose sur les
capacite´s des capteurs candidats.
Bornes base´es sur les dure´es entre les feneˆtres de temps
La borne note´e UB1 est obtenue en calculant la plus petite dure´e entre deux feneˆtres
de temps n’ayant aucun capteur candidat en commun.
UB1 = min
k,k′∈K
{
1
2
(tk′ − tk+1) | k < k′ et S(k) ∩ S(k′) = ∅
}
S’il existe deux feneˆtres de temps k et k′ telles que S(k) et S(k′) sont disjoints, alors
il n’existe aucun capteur capable de couvrir simultane´ment les deux faces correspondant
a` ces feneˆtres de temps. Or, l’une des contraintes du proble`me est qu’on ne peut activer
qu’un seul capteur a` la fois. A` chaque instant, on active soit un capteur parmi S(k), soit
un capteur parmi S(k′), et seulement une des faces peut eˆtre couverte. Par conse´quent,
l’extension de la dure´e des deux feneˆtres de temps est limite´e par la moitie´ de la dure´e qui
les se´pare.
Cette borne supe´rieure peut eˆtre ge´ne´ralise´e pour chaque paire de feneˆtres de temps.
Lorsque deux feneˆtres de temps partagent des capteurs candidats en commun, le rayon de
stabilite´ est limite´ par la somme des capacite´s des batteries des capteurs communs a` ces
feneˆtres. La ge´ne´ralisation de UB1 est note´e UB1′.
UB1′ = min
k,k′∈K
12
 ∑
i∈S(k)∩S(k′)
Ei + tk′ − tk+1
 | k < k′

Ainsi, dans le cas ou` deux feneˆtres de temps k et k′ ne partagent aucun capteur candidat,
alors
∑
i∈S(k)∩S(k′)Ei = 0 et UB1
′ est re´duite a` UB1.
Bornes base´es sur les capacite´s des capteurs
A` chaque feneˆtre de temps est associe´e une face, et donc un ensemble de capteurs. La
dure´e de se´jour additionnelle de la cible a` l’inte´rieur d’une face ne peut exce´der la somme
des capacite´s des capteurs candidats de cette face. UB2 utilise ces capacite´s pour fournir
une borne supe´rieure du rayon de stabilite´.
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UB2 = min
k∈K
12
 ∑
i∈S(k)
Ei − (tk+1 − tk)

La ge´ne´ralisation de cette borne repose sur le principe qu’une face donne´e peut eˆtre
associe´e a` diffe´rentes feneˆtres de temps. Ceci se produit lorsque la cible traverse plusieurs
fois une meˆme face. Soit F l’ensemble des faces traverse´es. A` chaque face f ∈ F est associe´
Sf , l’ensemble des capteurs couvrant celle-ci, et ρf une borne supe´rieure sur le rayon de
stabilite´ calcule´e a` partir de cette face. Initialement, ρf est nul. Tout d’abord, on calcule
l’ensemble Kf = {k ∈ K|S(k) ⊆ Sf} des feneˆtres de temps pour lesquelles les capteurs
candidats sont un sous-ensemble de Sf . D est la liste contenant les dure´es entre chaque
paire de feneˆtres de temps conse´cutives de Kf . Les |Kf | − 1 valeurs de D sont suppose´es
trie´es par ordre croissant. |Kf | feneˆtres de temps doivent eˆtre couvertes par des capteurs
de Sf . Cela signifie que le rayon de stabilite´ est limite´ par la dure´e d’activation maximale
des capteurs de Sf apre`s couverture des feneˆtres de Kf , divise´e par 2|Kf |.
2 3 6 8 13 141 4 5 9 12 15
k k′ k′′
D1 D2
Figure 3.4 – Illustration de UB2′, ou` ρf = 1 et
∑
i∈S(f)
Ei = 10
Conside´rons une face f visite´e a` trois reprises par la cible. Kf contient les feneˆtres de
temps k, k′ et k′′, montre´es dans la figure 3.4. On suppose que deux capteurs de zones de
couvertures s1 et s2 couvrent la face f , avec respectivement E1 = 5 et E2 = 5 unite´s de
temps de capacite´ de batterie. Sur la figure 3.4, on peut de´duire que la couverture des 3
feneˆtres de temps requiert 1 + 2 + 1 = 4 unite´s de temps. La capacite´ re´siduelle des deux
capteurs totalise alors E1 + E2 − 4 = 6. Par conse´quent, puisque |Kf | = 3, le rayon de
stabilite´ est infe´rieur ou e´gal a` ρf =
6
2|Kf |
= 1.
Ne´anmoins, la figure 3.4 montre que si l’e´nergie totalise´e par les capteurs de S(f) est
plus e´leve´e, le rayon de stabilite´ peut atteindre 1.5. Dans ce cas, les feneˆtres de temps k
et k′ sont dore´navant adjacentes, et il n’est plus possible de les e´tendre dans 6 directions
mais seulement 4. Le cas ou`
∑
i∈I Ei = 15 est illustre´ sur la figure 3.5.
Enfin, si E1 + E2 est une valeur suffisamment grande, alors ρf atteint une valeur
supe´rieure a` 2.5, et les feneˆtres de temps k et k′ deviennent adjacentes. L’extension ne
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2 3 6 8 13 140 4.5 10 11 16
k k′ k′′
D2
Figure 3.5 – Illustration de UB2′, ou` ρf = 2 et
∑
i∈S(f)Ei = 15
2 3 6 8 13 14−1 4.5 10.5 17
k k′ k′′
Figure 3.6 – Illustration de UB2′, ou` ρf = 3 et
∑
i∈S(f)
Ei = 18
peut alors plus se faire que selon deux directions (figure 3.6).
Par conse´quent, le calcul de ρf est effectue´ pas-a`-pas. Soient k1 < k2 < · · · < k|Kf | les
feneˆtres de temps de Kf . Pour chaque q ∈ {1, . . . , |Kf | − 1}, on de´finit Dkq = tkq+1− tkq la
dure´e entre deux feneˆtres de temps conse´cutives de Kf . Ces |Kf |−1 dure´es sont re´indice´es
par ordre croissant (D1 ≤ · · · ≤ D|Kf |−1).
Algorithme 2 : Calcul de UB2′
ρmin ←∞
foreach f ∈ Fˆ do
r ←
∑
i∈Sf
Ei −
∑
k∈Kf
(tk+1 − tk)
while |D| > 0 and r2(|D|+1) > minD2 do
r ← r −minD
D ← D \ {minD}
ρmin ← min
{
ρmin,
r
2(|D|+1)
}
return ρmin
L’algorithme 2 retourne la plus petite borne supe´rieure calcule´e sur le rayon de stabilite´.
Il calcule, pour chaque face f , la capacite´ re´siduelle r totalise´e apre`s surveillance des feneˆtres
de temps dans Kf . Tant que la capacite´ re´siduelle est suffisamment grande, les feneˆtres de
temps les plus proches sont fusionne´es et la dure´e correspondante minD est supprime´e de
la liste D. Le nombre 2(|D|+ 1) de directions d’extension est alors diminue´. L’algorithme
s’arreˆte lorsque l’extension maximale autorise´e a` chaque direction, r2(|D|+1) est infe´rieure
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ou e´gale a` la moitie´ de la dure´e minD entre les feneˆtres de temps les plus proches.
Lemme 2. UB1’ et UB2’ ne donnent aucune garantie de performance sur le rayon de
stabilite´ ρ.
De´monstration. On peut construire une instance dont le rayon de stabilite´ maximal est
ρ = 0, avec UB1′ > 0 et UB2′ > 0, illustre´e dans la figure 3.7. Cette instance est compose´e
de 3 capteurs nume´rote´s de 1 a` 3, respectivement disponibles durant les intervalles [0, 5],
[2, 10] et [7, 12]. La capacite´ initiale de chaque capteur i est Ei = 4. Il existe un ordon-
nancement re´alisable pour ρ = 0, qui active le capteur 1 durant [0, 4], le capteur 2 durant
[4, 8] et le capteur 3 durant [8, 12]. La somme des capacite´s des capteurs est 12, e´gale a`
l’horizon de temps. Par conse´quent, le rayon de stabilite´, nul, ne peut pas eˆtre augmente´,
et l’ordonnancement propose´ est optimal.
La borne supe´rieure UB1′ est limite´e par la dure´e se´parant les feneˆtres de temps 1 et
3, ainsi que 3 et 5, ne partageant aucun capteur en commun. On obtient UB1′ = 1.5.
La face a` couvrir durant la feneˆtre de temps 2 est couverte par les capteurs 1 et 2.
La somme de leurs capacite´s est e´gale a` 8. Puisque les ensembles des capteurs candidats
des feneˆtres 1 et 3 sont inclus dans l’ensemble des capteurs de la feneˆtre de temps 2, les
capteurs 1 et 2 seront active´s au moins 7 unite´s de temps. Par conse´quent, il reste une
unite´ de temps pour e´tendre les feneˆtres de temps, dans deux directions. On obtient la plus
petite borne UB2′ = 0.5.
s1 s2 s3
0 2 5 7 10 12
s1
s2
s3
Figure 3.7 – Instance pour laquelle ρ = 0 et min{UB1′,UB2′} > 0
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3.3 Re´solution de MSR
Dans cette section, nous introduisons le proble`me de de´cision associe´ au proble`me d’or-
donnancement. Ensuite, nous de´crivons la me´thode de re´solution, exploitant le proble`me
de de´cision.
3.3.1 Proble`me de de´cision
Soit ρ une valeur arbitraire positive ou nulle. Le proble`me de de´cision consiste a`
de´terminer s’il existe un ordonnancement re´alisable d’activite´s de surveillance tel que son
rayon de stabilite´ est supe´rieur ou e´gal a` ρ. Ce proble`me peut eˆtre formule´ comme un
proble`me de transport, qui est re´solu a` l’aide d’un algorithme base´ sur l’algorithme de
Kuhn pour les proble`mes d’affectation (Ford et al. 1956).
Dans un premier temps, nous conside´rons le cas ou` ρ = 0. Une instance I0 du proble`me
de transport est construite en attribuant aux capteurs le roˆle de fournisseurs (de capacite´
Ei) et aux feneˆtres de temps le roˆle de clients (demande ∆k). Les variables de de´cision
sont appele´es xik et de´signent la dure´e alloue´e au capteur i pour surveiller la cible durant
la feneˆtre de temps k. Pour obtenir un proble`me de transport e´quilibre´, la somme des
demandes doit eˆtre e´gale a` la somme des capacite´s. On cre´e une nouvelle demande ∆p+1 =∑
i∈I Ei−
∑
k∈K ∆k, et les variables xip+1 de´terminent les capacite´s re´siduelles des capteurs.
Les couˆts de transport cik ont le roˆle de pe´nalite´s afin d’empeˆcher l’activation de capteurs
non-candidats. Ainsi,
∀i ∈ I, k ∈ K : cik =
{
0 si k = p+ 1 ou i ∈ S(k)
1 sinon
L’objectif est de minimiser la dure´e d’activation de capteurs non-candidats. Le proble`me
de transport est formule´ a` l’aide d’un programme line´aire :
min
∑
i∈I
∑
k∈K∪{p+1}
cikxik (3.1)∑
k∈K∪{p+1}
xik = Ei ∀i ∈ I (3.2)∑
i∈I
xik = ∆k ∀k ∈ K ∪ {p+ 1} (3.3)
xik ≥ 0 ∀i ∈ I, k ∈ K ∪ {p+ 1} (3.4)
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La contrainte (3.2) assure que la dure´e totale d’activite´ d’un capteur n’exce`de pas la
dure´e de vie de sa batterie. La contrainte (3.3) impose que la cible soit surveille´e pendant
toute la dure´e des feneˆtres de temps.
Il existe un ordonnancement re´alisable d’activite´s de surveillance si et seulement si
la valeur optimale de la fonction objectif du proble`me de transport de´fini par (3.1)-(3.4)
est nulle. Il est possible de construire un tel ordonnancement a` partir d’une solution du
proble`me de transport. Les variables xik peuvent eˆtre vues comme un budget de temps
d’activite´. Pour chaque valeur de xik strictement positive, on planifie l’activation du capteur
i pendant la feneˆtre de temps k, durant xik unite´s de temps. En s’assurant qu’elles ne se
chevauchent pas, les activite´s sont se´quence´es dans un ordre arbitraire dans chaque feneˆtre
de temps.
Afin de ve´rifier l’existence d’un ordonnancement re´alisable pour une valeur de ρ > 0,
une nouvelle instance Iρ est ge´ne´re´e. L’instance Iρ doit eˆtre cre´e´e de telle sorte que s’il
existe un ordonnancement re´alisable pour Iρ, alors cet ordonnancement a un rayon de
stabilite´ d’au moins ρ pour I0. Puisque le rayon de stabilite´ est limite´ par les dure´es entre
les activite´s et les bornes de leurs intervalles de disponibilite´ correspondants, une telle
instance peut eˆtre obtenue en diminuant les intervalles de disponibilite´ pour interdire les
activite´s susceptibles de re´duire le rayon de stabilite´ a` une valeur infe´rieure a` ρ.
Dans la section 3.2.1, nous avons introduit deux cate´gories de ticks : les ticks entrants
et les ticks sortants. Pour construire Iρ, les ticks entrants de I0 sont retarde´s de ρ unite´s
de temps, tandis que les ticks sortants sont avance´s de ρ unite´s de temps. De`s lors qu’un
tick entrant et un tick sortant se rencontrent, leur position est e´change´e dans la se´quence
des ticks, et l’ensemble des capteurs candidats S(k) est mis a` jour.
S(k)← S(k − 1) ∩ S(k + 1)
La proce´dure est re´sume´e dans l’algorithme 3. S’il existe une feneˆtre de temps k ∈ K
telle que S(k) = ∅ et ∆k > 0, alors l’instance courante est non-re´alisable.
La figure 3.8a montre un exemple d’instance I0 avec trois capteurs, ou` la trajectoire de
la cible est de´crite par un segment et son sens est de la gauche vers la droite. L’instance
I1.5 peut eˆtre construite en deux e´tapes. Tout d’abord, les ticks entrants et sortants sont
respectivement de´place´s de +1 et −1 unite´s de temps (figure 3.8b). On obtient l’instance
I1 dans laquelle les ticks t3 et t4 se rencontrent en un meˆme instant. Par conse´quent, ils
sont e´change´s, et le capteur 3 n’est plus candidat entre ces deux ticks. Sur la figure 3.8b,
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Algorithme 3 : Construction de l’instance Iρ
Input : I0 = ({tk}, {S(k)}) l’instance originale, ρ le rayon de stabilite´
∀k ∈ K, σk ←
{ −1 si tk est un tick sortant
1 si tk est un tick entrant
∀k ∈ K ∪ {p+ 1}, t′k ← tk
∀k ∈ K, S′(k)← S(k)
δ ← ρ
while δ > 0 do
// Demi-distance minimale entre deux ticks oppose´s
∆min ← min
{
δ, mink∈K
t′k+1 − t′k
2
| σk+1 − σk < 0
}
foreach k ∈ K ∪ {p+ 1} do
t′k ← t′k + σ ×∆min // De´cale tous les ticks
foreach k ∈ K do
// E´change les ticks sortants et entrants qui se rencontrent
if σk+1 − σk < 0 and t′k+1 − t′k ≤ 0 then
σk ← −σk
σk+1 ← −σk+1
S′(k)← S′(k − 1) ∩ S′(k + 1)
δ ← δ −∆min
// K contient les indices trie´s des feneˆtres de temps
∀k ∈ K, K(k)← k
foreach k ∈ K do
foreach k′ ∈ K|k′ ≥ k + 1 do
if T (k) = T (k′) then
∆k ← ∆k +∆k′
K ← K \ {k′}
K(k′)← k // Associe k′ a` k
return Iρ = ({t′k}, {S′(k)}) // Nouvelle instance Iρ avec t′k et S′(k)
3.3. RE´SOLUTION DE MSR 47
s1 s2
s3
t1 t2 t3 t4 t5 t6
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(a) Instance I0
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(b) Instance I1
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(c) Instance I1.5
Figure 3.8 – Construction d’instances Iρ
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ceci est montre´ par l’intervalle nul se´pare´ par des crochets ouverts sur la ligne du capteur
3. La meˆme proce´dure est ensuite applique´e en de´plac¸ant les ticks de 0.5. Enfin, l’instance
I1.5 de la figure 3.8c garantit un rayon de stabilite´ d’au moins 1.5.
3.3.2 Proble`me d’ordonnancement
Le proble`me d’ordonnancement consiste a` construire un ordonnancement qui maximise
le rayon de stabilite´ ρ. L’algorithme 4 re´sout ce proble`me a` l’aide d’une dichotomie sur
ρ. Tout d’abord, il teste l’existence d’un ordonnancement re´alisable pour ρ = 0 et ρ =
UB, ou` UB = min{UB1′,UB2′}. S’il existe un ordonnancement re´alisable pour ρ = UB,
alors UB est la valeur du rayon de stabilite´ et le proble`me est re´solu. S’il n’existe pas
d’ordonnancement re´alisable pour ρ = 0, cela signifie que le proble`me est non-re´alisable.
Dans le cas contraire, l’algorithme cre´e une liste ordonne´e D contenant toutes les distances
positives tk′ − tk < UB ou` tk est un tick entrant et tk′ un tick sortant. Les e´le´ments de
D sont trie´s par ordre croissant. L’algorithme trouve la valeur maximale Dℓ pour laquelle
il existe un ordonnancement re´alisable de rayon de stabilite´ ρ ≥ Dℓ par dichotomie. A`
chaque ite´ration de celle-ci, le proble`me de de´cision est re´solu sous la forme d’un proble`me
de transport (fonction SolveTP). Les bornes sur ρ, c’est-a`-dire Dℓmin et Dℓmax , sont mises
a` jour en fonction de la valeur optimale de la fonction objectif du proble`me de transport.
Lorsque la dichotomie est termine´e, puisque ρ ∈ [Dℓmin ,Dℓmax [, un programme line´aire
est re´solu pour obtenir la valeur finale, et donc optimale, de ρ. Les variables du programme
line´aire sont les suivantes :
— δ ≥ 0 : augmentation de ρ par rapport a` Dℓmin
— xik ≥ 0 : dure´e alloue´e au capteur i ∈ I pour la surveillance dans la feneˆtre de temps
k ∈ K
L’objectif est de maximiser l’augmentation de la valeur de ρ. Le programme line´aire
est le suivant :
max δ (3.5)∑
k∈K|i∈S(k)
xik ≤ Ei ∀i ∈ I (3.6)∑
i∈S(k)
xik = ∆k + (σk+1 − σk)δ ∀k ∈ K (3.7)
δ ≥ 0 (3.8)
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xik ≥ 0 ∀k ∈ K, i ∈ S(k) (3.9)
ou` σk =
{
1 si tk est un tick entrant
−1 si tk est un tick sortant
La contrainte (3.6) assure que la dure´e d’activation d’un capteur n’exce`de pas la capacite´
de sa batterie. La contrainte (3.7) alloue le temps d’activation ne´cessaire pour assurer la
surveillance de la cible dans chaque feneˆtre de temps.
Algorithme 4 : Calcul du rayon de stabilite´
UB ← ComputeUpperBound()
if UB < 0 then Return −1 // Proble`me non-re´alisable
// Existe-t-il un ordonnancement tel que ρ = UB ?
z ← SolveTP(IUB)
if z = 0 then return ρ = UB // UB est le rayon de stabilite´
// Existe-t-il un ordonnancement re´alisable ?
z ← SolveTP(I0)
if z > 0 then return −1 // Proble`me non-re´alisable
// Dichotomie sur D liste ordonne´e
D ← {tk′ − tk ∈ [0, UB[ | tk est entrant et tk′ est sortant}
ℓmin ← 1
ℓmax ← |D|
while ℓmax − ℓmin > 0 do
ℓ←
⌊
ℓmin+ℓmax
2
⌋
ρ← Dℓ
z ← SolveTP(Iρ)
if z = 0 then
ℓmin ← ℓ
else
ℓmax ← ℓ
ρ← Dℓmin
// Valeur finale de ρ
δ ← SolveLP(Iρ)
ρ← ρ+ δ
return ρ
Lorsque la solution optimale de ce programme line´aire est obtenue, la valeur du rayon de
stabilite´ est incre´mente´e de δ, et l’ordonnancement est construit en appliquant la me´thode
de´crite dans la section 3.3.1. Dans l’ordonnancement obtenu, la dure´e d’activation totale
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des capteurs estH+2ρ, puisqu’il de´bute ρ unite´s de temps avant t1 et se termine ρ unite´s de
temps apre`s tp+1. Les trois lemmes qui suivent de´terminent la finitude de ρ et la complexite´
du proble`me traite´ dans ce chapitre.
Lemme 3. ρ est fini si et seulement si
⋂
k∈K S(k) = ∅ ou ∀i ∈
⋂
k∈K S(k), Ei est finie.
De´monstration. Tout d’abord, si
⋂
k∈K S(k) = ∅, alors la cible traverse au moins deux
faces ne partageant aucun capteur candidat en commun. Par conse´quent, il n’existe aucun
ensemble de capteurs capable de couvrir toute la trajectoire et ρ doit eˆtre finie. Si pour
tout i appartenant a` ∩k∈KS(k), Ei est finie, alors le rayon de stabilite´ est au plus UB1′ ≤
1
2
(∑
i∈∩k∈KS(k)
Ei +H
)
. Inversement, si ρ est fini, alors tout capteur i capable de couvrir
toute la trajectoire, s’il existe, a une capacite´ Ei finie.
Lemme 4. MSR peut eˆtre re´solu en un nombre pseudo-polynomial d’ite´rations, en
O(mp(m+ p) log p).
De´monstration. L’algorithme de discre´tisation s’exe´cute en temps polynomial et ge´ne`re
p feneˆtres de temps. Le proble`me de l’existence d’un ordonnancement re´alisable, formule´
comme un proble`me de transport dans la section 3.3.1, peut eˆtre re´duit a` un proble`me de
flot maximum en construisant un graphe dans lequel les sommets repre´sentent les capteurs
et les feneˆtres de temps, et en comparant la valeur du flot a` l’horizon de temps H. Le
proble`me de flot maximum est re´solu en O(|V ||E|) (Orlin 2013), ou` |V | = O(m+p) est le
nombre de sommets et |E| = O(mp) est le nombre d’arcs. Puisque la dichotomie effectue
un nombre logarithmique d’ite´rations, la complexite´ finale est en O(mp(m+ p) log p).
Il est possible de construire une instance pour laquelle le nombre de ticks est aussi grand
que l’on veut, en faisant varier un parame`tre. La figure 3.9 illustre une trajectoire de cible
mode´lise´e par une sinuso¨ıde qui se de´place le long du bord d’une zone de couverture. Puisque
la pe´riode de la sinuso¨ıde peut eˆtre aussi petite que l’on veut, le nombre d’intersections
avec le bord, donc le nombre de feneˆtres de temps, peut eˆtre aussi grand que l’on veut. Par
conse´quent, le nombre d’ite´rations de l’algorithme ge´ne´ral de´pend fortement de la pe´riode
de la sinuso¨ıde.
Lemme 5. Si la trajectoire est une ligne polygonale compose´e de q segments, alors le
proble`me peut eˆtre re´solu en un nombre polynomial d’ite´rations, en O(q2m3 log(qm)).
De´monstration. La preuve est base´e sur les intersections entre les segments de la ligne
polygonale et les disques (zones de couverture). Chaque segment peut couper au maximum
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Figure 3.9 – Exemple de situation ou` le nombre de ticks est aussi grand que l’on veut
deux fois chaque cercle bordant les disques. Par conse´quent, le nombre de ticks ne peut
de´passer 2qm, et le nombre de feneˆtres de temps est au maximum p = 2qm−1. Le proble`me
de de´cision, exprime´ comme un proble`me de flot maximum, est re´solu en O(|V ||E|) (Orlin
2013), ou` |V | = O(qm) est le nombre de sommets et |E| = O(qm2) est le nombre d’arcs.
Puisque la dichotomie s’exe´cute en un nombre d’ite´rations logarithmique, la complexite´
finale est en O(q2m3 log(qm)).
3.3.3 Exemple
Exe´cutons l’algorithme 4 sur un exemple simple, similaire a` celui montre´ sur la fi-
gure 2.3. Il comporte 3 capteurs, ayant pour coordonne´es (−3, 0), (0,−5), (3, 0). Leurs
zones de couverture respectives {s1, s2, s3} sont des disques de rayon RS = 6 et les ca-
pacite´s de leur batterie sont Ei = 15. La trajectoire de la cible est une ligne polygonale
passant par 5 points de controˆle de´finis dans le tableau 3.3. La vitesse de la cible est uni-
forme le long de chaque segment de la ligne polygonale, mais peut changer au passage d’un
point de controˆle.
Point de controˆle 1 2 3 4 5
Date 0 2 5 8 11
Coordonne´es (−7,−2) (−4,−3) (0,−2) (−1, 2) (−3, 4)
Tableau 3.3 – Dates et coordonne´es des points de controˆle de´finissant la trajectoire de la
cible
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La trajectoire e´tant repre´sente´e comme une ligne polygonale, la discre´tisation consiste
a` calculer des intersections entre des segments et des cercles. Cela revient ainsi a` re´soudre
des e´quations line´aires du second degre´ a` coefficients constants.
Tick t1 t2 t3 t4 t5 t6
Date 0 1.026 3.195 7.216 9.685 11
Statut∗ − + + − − +
Face visite´e f1 f2 f3 f4 f1 -
*+ = tick entrant, − = tick sortant
Tableau 3.4 – Re´sultat de la discre´tisation
La cible traverse les faces f1 = {s1}, f2 = {s1, s2}, f3 = {s1, s2, s3} et f4 = {s1, s3}.
L’ensemble des ticks et la se´quence des faces sont donne´s dans le tableau 3.4. Les deux
bornes supe´rieures UB1′ et UB2′ sont calcule´es comme indique´ a` la section 3.2.3.
UB1′ = min {7.5, 8.584, 10.595, 11.829, 15, 9.51, 10.745, 15, 8.734, 7.5} = 7.5
UB2′ = min {3.165, 9.5, 17, 9.5} = 3.165
Il en re´sulte que UB = 3.165 est une borne supe´rieure sur le rayon de stabilite´. La
premie`re e´tape consiste a` ve´rifier qu’il existe un ordonnancement re´alisable tel que ρ = UB.
Le proble`me de transport associe´ a` l’instance I3.165 donne une valeur de fonction objectif
strictement positive, donc la valeur de ρ optimale sera strictement infe´rieure a` 3.165.
La seconde e´tape consiste a` ve´rifier l’existence d’un ordonnancement re´alisable pour
ρ = 0. Puisque I0 est re´alisable, on peut alors appliquer la dichotomie. L’ensemble ordonne´
des distances t′k − tk < UB est D = {0, 2.01, 3.095}. Le tableau 3.5 donne les valeurs de
∆k associe´es aux diffe´rentes instances en fonction de ρ.
ρ ∆1 ∆2 ∆3 ∆4 ∆5
0 1.026 2.169 4.021 2.469 1.315
2.010 5.047 2.169 0 2.469 5.336
3.095 7.216 0 2.169 0.300 7.505
3.165 7.216 0.140 2.169 0.160 7.644
Tableau 3.5 – Les valeurs de ∆k en fonction de ρ
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−2.779 0 3.8064.436 5.975 6.905 11 13.779
s1 s2 s1 s3 s1
Figure 3.10 – Diagramme de Gantt d’un ordonnancement optimal
La dichotomie teste l’existence d’un ordonnancement re´alisable pour les valeurs ρ = 2.01
puis ρ = 3.095. L’instance I2.01 est re´alisable, tandis que I3.095 ne l’est pas. Par conse´quent,
la valeur optimale de ρ se situe dans l’intervalle [2.01, 3.095[. Finalement, la re´solution du
programme line´aire de´fini par les e´quations (3.5)-(3.9) donne δ = 0.769. Donc le rayon de
stabilite´ optimal est ρ = 2.779. L’ordonnancement obtenu est illustre´ sous la forme d’un
diagramme de Gantt sur la figure 3.10. On remarque que le rayon de stabilite´ est limite´
spe´cifiquement par la capacite´ du capteur 1, dont la batterie est e´puise´e. La dure´e de la
mission de surveillance associe´e a` l’ordonnancement maximisant le rayon de stabilite´ est
de H + 2ρ = 16.558 unite´s de temps.
3.4 Re´sultats
La me´thode propose´e dans ce chapitre a e´te´ teste´e sur un jeu de 200 instances ge´ne´re´es
ale´atoirement. Chacune d’entre elles de´crit la trajectoire d’une cible dans une re´gion carre´e
de dimensions
√
10m×√10m. Ainsi, la densite´ moyenne des re´seaux, e´gale au nombre de
capteurs par unite´ de surface, est la meˆme pour toutes les instances. La trajectoire est une
ligne polygonale compose´e de 9 segments relie´s par 10 points de controˆle. Chaque point
de controˆle est associe´ a` un temps de passage de la cible. Ces temps sont uniforme´ment
distribue´s le long de l’horizon de temps H = 10m ou` m est le nombre de capteurs. Comme
les points de controˆle sont ge´ne´re´s ale´atoirement, la cible est susceptible de traverser plu-
sieurs fois une meˆme face. Les m capteurs (m ∈ {100, 200, 500, 1000}) sont positionne´s
ale´atoirement, en s’assurant que leur zone de couverture chevauche une partie de la tra-
jectoire. Les zones de couverture sont des disques de rayon RS = 10. Plusieurs valeurs de
capacite´ initiale Ei ∈ {12, 16, 20} ont e´te´ teste´es pour chaque instance.
Le programme a e´te´ imple´mente´ en C++ et exe´cute´ sur une machine e´quipe´e d’un
processeur Intel Xeon W3520 (2.67 GHz × 8) avec 8 Go de RAM sous Linux Ubuntu 14.04.
Le programme line´aire de´fini par les e´quations (3.5)-(3.9) est re´solu a` l’aide de CPLEX
12.6.1. Le proble`me de de´cision est reformule´ comme un proble`me de flot maximum et est
re´solu a` l’aide de la bibliothe`que LEMON 1.3.1 de COIN-OR (Dezso˝ et al. 2011).
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Le tableau 3.6 montre les re´sultats nume´riques pour 4 cate´gories de 50 instances
groupe´es par nombre de capteurs. La seconde colonne est le nombre moyen de feneˆtres
de temps par instance. Chaque ligne contient un quadruplet #UB1/#UB2/#∅/#Inf ou`
#UB1 (respectivement #UB2) est le nombre d’instances pour lequel UB1′ (respectivement
UB2′) est atteinte, #∅ est le nombre d’instances pour lequel aucune borne n’a e´te´ atteinte,
et #Inf est le nombre d’instances non-re´alisables.
m |K| Ei = 12 Ei = 16 Ei = 20
100 373.26 9/2/30/9 44/0/4/2 46/1/2/1
200 628.68 3/1/26/20 32/2/11/5 45/1/2/2
500 1465.12 0/0/6/44 12/0/26/12 38/0/10/2
1000 2707.54 0/0/8/42 11/0/23/16 29/0/18/3
Tableau 3.6 – Re´partition entre les instances (#UB1/#UB2/#∅/#Inf) en fonction du
nombre de capteurs et de leurs capacite´s initiales
La borne UB1′ domine UB2′ dans 93.4% des instances re´alisables. UB2′ semble plus
efficace lorsque la capacite´ initiale des capteurs est critique, c’est-a`-dire lorsque la capacite´
est juste suffisante pour assurer la re´alisabilite´ de l’instance. On peut en de´duire que la
capacite´ initiale des capteurs est un facteur significatif dans le temps de calcul.
Lorsqu’une des bornes supe´rieures est atteinte, le calcul des bornes supe´rieures
repre´sente en moyenne 45.8% du temps total d’exe´cution. La ge´ne´ration des instances
Iρ de l’algorithme 3 repre´sente 37.6% du temps de calcul en moyenne. Pour toutes les
autres instances re´alisables, le calcul des bornes supe´rieures repre´sente 7.58% du temps
total. La ge´ne´ration des instances Iρ repre´sente 62.3% du temps total, tandis que re´soudre
le proble`me de transport repre´sente 22.6% du temps.
La difficulte´ a` re´soudre le proble`me augmente avec la taille de l’instance, mesurable
en fonction du nombre de capteurs, mais e´galement en fonction du nombre de feneˆtres
de temps. Ne´anmoins, on peut observer dans le tableau 3.6 que les capacite´s initiales des
capteurs jouent un roˆle majeur vis-a`-vis des bornes supe´rieures. Or, ces bornes ont un
impact important sur le temps de calcul, comme le montre le tableau 3.7. Pour des faibles
capacite´s initiales, la plupart des instances sont non-re´alisables. Cette situation se pre´sente
notamment pour les instances pour lesquelles la cible se de´place sur une plus grande surface.
Au contraire, lorsque la capacite´ initiale des capteurs est e´leve´e, la plupart des instances
est re´alisable. Plus spe´cifiquement, UB1′ est atteint dans la plupart des cas, en particulier
sur les petites instances. Ceci est duˆ au fait que lorsque les capacite´s initiales sont e´leve´es,
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le rayon de stabilite´ est rarement limite´ par celles-ci, mais par la dure´e minimale entre deux
feneˆtres de temps ayant peu de capteurs candidats en commun. Pour les cas interme´diaires
(Ei = 16), aucune borne n’est atteinte dans la majorite´ des cas, bien que la plupart des
instances soient re´alisables. Dans ces cas, la dichotomie est utilise´e. Par conse´quent, ces
re´sultats montrent que le proble`me est ge´ne´ralement facile pour les cas extreˆmes (capacite´s
initiales suffisamment faibles ou suffisamment e´leve´es), et que l’e´cart entre ces cas extreˆmes
est relativement serre´.
m min{UB1′,UB2′} ∅
100 0.086 s 0.481 s
200 0.215 s 1.206 s
500 1.311 s 8.652 s
1000 5.252 s 33.55 s
Tableau 3.7 – Moyenne du temps d’exe´cution sur des instances re´alisables dans le cas ou`
les bornes UB1′ or UB2′ sont atteintes compare´ au cas ou` elles ne le sont pas
Le tableau 3.7 montre le temps de calcul moyen lorsque UB1′ ou UB2′ sont atteintes
(seconde colonne) et lorsque aucune d’entre elles ne l’est (troisie`me colonne). Seules les
instances re´alisables sont prises en compte. Le tableau 3.7 montre l’impact significatif des
bornes sur la re´solution. Les instances re´alisables pour lesquelles UB1′ ou UB2′ sont op-
timales sont en moyenne 5 a` 7 fois plus rapides a` re´soudre que le reste des instances
re´alisables. Ceci est duˆ au fait que l’algorithme 4 s’arreˆte avant d’avoir de´marre´ la dicho-
tomie.
Le tableau 3.8 donne les temps de calcul et les valeurs optimales moyennes de ρ en
fonction du nombre de capteurs et de leurs capacite´s initiales. La colonne CPU0 contient
le temps moyen pour atteindre le de´but de la dichotomie, c’est-a`-dire le moment ou` est
trouve´ le premier ordonancement re´alisable pour ρ = 0. La colonne CPUρ affiche le temps
moyen pour obtenir la solution optimale.
Un ordonnancement avec un rayon de stabilite´ nul, comme celui trouve´ avant le de´but
de la dichotomie, consomme moins d’e´nergie qu’un ordonnancement optimal. Ceci est duˆ
au fait que les capteurs doivent eˆtre active´s ρ unite´s de temps avant la date d’apparition
pre´visionnelle de la cible et ρ unite´s de temps apre`s la date d’arrive´e pre´vue. Donc le couˆt
e´nerge´tique additionnel d’un ordonnancement de rayon de stabilite´ ρ est e´gal a` 2ρ. Dans
nos instances, ce couˆt repre´sente en moyenne 4.1% de l’horizon de temps, et 16.1% dans le
pire des cas.
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m |K| Ei CPU0 CPUρ Avg. ρ
100 373.26
12 0.076 s 0.321 s 25.9
16 0.074 s 0.112 s 34.8
20 0.074 s 0.106 s 35.5
200 628.68
12 0.183 s 0.717 s 25.1
16 0.184 s 0.432 s 45.9
20 0.184 s 0.248 s 49.2
500 1465.12
12 1.106 s 1.804 s 26.3
16 1.159 s 5.342 s 64.3
20 1.138 s 2.754 s 78.4
1000 2707.54
12 4.311 s 10.47 s 48.5
16 4.359 s 17.13 s 86.3
20 4.276 s 14.70 s 106.2
Tableau 3.8 – Moyenne du temps d’exe´cution en fonction du nombre de capteurs et de
leurs capacite´s initiales
Le temps de calcul requis pour obtenir une solution optimale de´pend significativement
de l’instance. Lorsque l’instance est non-re´alisable, ou lorsqu’une borne supe´rieure est at-
teinte par la valeur de ρ optimale, alors CPUρ est e´gal a` CPU0, puisque l’algorithme
s’arreˆte avant la dichotomie. Sinon, CPUρ peut eˆtre significativement supe´rieur a` cause de
la dichotomie.
3.5 Conclusion
Dans ce chapitre, un proble`me de robustesse a e´te´ e´tudie´. L’approche propose´e calcule
un ordonnancement des activite´s de capteurs dont le rayon de stabilite´ est maximum. La
me´thode se de´roule en deux phases. La premie`re phase transforme les donne´es d’entre´e
afin de les pre´senter sous une forme ade´quate permettant de formuler le proble`me comme
un proble`me d’ordonnancement d’activite´s de surveillance. Puis, la seconde phase repose
sur une dichotomie ou` chaque ite´ration consiste a` tester l’existence d’un ordonnancement
re´alisable pour un rayon de stabilite´ donne´. L’algorithme ge´ne´ral s’exe´cute en un nombre
pseudo-polynomial d’ite´rations en fonction du nombre de capteurs et du nombre de ticks
ge´ne´re´s. La complexite´ devient polynomiale lorsque la trajectoire de la cible est repre´sente´e
par une ligne polygonale. Les re´sultats nume´riques ont montre´ que l’algorithme re´sout des
instances comportant jusqu’a` 1000 capteurs en moins de 15 secondes en moyenne. Les
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bornes supe´rieures acce´le`rent significativement l’algorithme, puisque celles-ci sont souvent
atteintes et permettent d’e´viter le lancement de la dichotomie. Les re´sultats ont e´galement
montre´ l’impact des capacite´s initiales des batteries sur le temps de calcul requis par notre
approche. Les travaux re´alise´s dans ce chapitre ont fait l’objet d’une publication (Lersteau
et al. 2016).
Le cas particulier e´tudie´ dans ce chapitre constitue d’ores et de´ja` un point de de´part
a` de nombreuses perspectives. Une extension naturelle est de conside´rer le cas impli-
quant plusieurs cibles a` surveiller. En restant dans le cas d’une seule cible a` surveiller,
on peut conside´rer des variantes ou` plusieurs capteurs peuvent eˆtre active´s simultane´ment,
de telle sorte a` augmenter davantage le rayon de stabilite´. Enfin, il pourrait eˆtre inte´ressant
d’e´tudier le compromis entre la maximisation du rayon de stabilite´, et la minimisation de
l’e´nergie consomme´e.
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4.1 Introduction
L’un des avantages majeurs des re´seaux de capteurs sans fil est de pouvoir surveiller
des cibles dans une vaste zone, a` moindre couˆt. En effet, les re´seaux de capteurs sans
fil sont typiquement constitue´s d’appareils bon marche´, qu’on peut massivement de´ployer
dans une zone ou` les infrastructures de surveillance sont inadapte´es ou inexistantes, en
les larguant d’un avion ou d’un he´licopte`re. Les capteurs, autonomes, sont ge´ne´ralement
alimente´s par une batterie dont la dure´e de vie est limite´e. Par conse´quent, la consommation
e´nerge´tique est un aspect important des missions de surveillance. En ge´ne´ral, il n’est pas
utile d’activer tous les capteurs en meˆme temps pour surveiller toutes les cibles, dans
la mesure ou` de nombreuses parties de la zone a` surveiller sont couvertes par plusieurs
capteurs en meˆme temps. En supposant que les cibles, ainsi que leurs trajectoires, sont
connues a` l’avance, notre but est de planifier un ordonnancement d’activite´s des capteurs.
Cet ordonnancement doit eˆtre tel qu’il pre´serve autant que possible la capacite´ courante
du re´seau de capteurs a` surveiller ulte´rieurement certaines zones juge´es inte´ressantes par
l’exploitant du re´seau de capteurs. On souhaite e´galement que l’ordonnancement minimise
l’e´nergie totale consomme´e pendant la mission de surveillance. Le contexte d’utilisation
du re´seau de capteurs est de´sormais celui de missions multiples, ou` l’on cherche d’abord a`
pre´server le re´seau pour de futures missions de surveillance, tout en privile´giant les solutions
qui minimisent l’e´nergie consomme´e pour accomplir la mission courante.
E´tant donne´e une zone d’inte´reˆt incluse dans la zone de surveillance, on cherchera dans
un premier temps a` maximiser la garantie de couverture. La garantie de couverture est
la dure´e minimale, a` l’issue de la mission courante, durant laquelle le re´seau de capteurs
est capable d’assurer la surveillance de tout point de la zone d’inte´reˆt. Puis, ayant fixe´ la
garantie de couverture a` sa valeur maximale, l’objectif est de´sormais de minimiser l’e´nergie
totale consomme´e par les capteurs pour accomplir la mission de surveillance courante.
Nous conside´rons d’abord le cas ou` la trajectoire des cibles est connue a` l’avance, puis
nous supposons qu’elles sont sujettes a` incertitude, c’est-a`-dire que leurs positions re´elles
peuvent s’e´carter d’une certaine distance par rapport a` leurs positions pre´visionnelles.
Le reste du chapitre est organise´ de la manie`re suivante. La section 4.2 introduit le
proble`me ge´ne´ral, ainsi que sa de´composition. Elle comprend les sous-sections 4.2.1 et 4.2.2
qui pre´sentent respectivement la phase de discre´tisation, et une e´tude de complexite´, mon-
trant deux cas particuliers ou` le proble`me de ce chapitre se re´sout en temps polynomial. La
section 4.3 donne les formulations mathe´matiques des trois sous-proble`mes, et introduit des
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bornes supe´rieures. Dans la section 4.4, la me´thode de re´solution est de´taille´e. Les re´sultats
nume´riques sont pre´sente´s dans la section 4.5 et la section 4.6 conclut ce chapitre.
4.2 Description du proble`me
Un ensemble I = {1, . . . ,m} de m capteurs statiques est disse´mine´ ale´atoirement dans
une re´gion. Chaque capteur i ∈ I est alimente´ par une batterie d’une capacite´ initiale Ei
exprime´e en unite´s de temps, et peut surveiller des cibles dans sa zone de couverture si. Sans
perte de ge´ne´ralite´, nous supposons que la zone de couverture de chaque capteur est de´finie
par un disque de rayon RS . Lorsqu’un capteur i est actif, il surveille toutes les cibles se
situant dans la zone de couverture si et puise de l’e´nergie sur sa batterie inde´pendamment
du nombre de cibles effectivement surveille´es. Lorsque le capteur est inactif, la capacite´ de sa
batterie reste inchange´e. L’union des zones de couverture est appele´e zone de surveillance.
I Ensemble des capteurs {1, . . . ,m}
J Ensemble des cibles {1, . . . , n}
si Zone de couverture du capteur i
Ei Capacite´ du capteur i
Tj(t) Position de la cible j a` l’instant t
Z ⊆ ∪i∈Isi Zone d’inte´reˆt
Tableau 4.1 – Donne´es d’entre´e du proble`me
Un ensemble de n cibles J = {1, . . . , n} se de´place dans la zone de surveillance. Sans
perte de ge´ne´ralite´, nous faisons l’hypothe`se que les cibles e´voluent sur une surface plane,
et que les donne´es ge´ome´triques du proble`me sont en deux dimensions. Leur trajectoire est
de´crite par une fonction vectorielle continue Tj : R → R2, de´finie par Tj(t) ou` t est une
variable de temps. Sans perte de ge´ne´ralite´, on conside`re que t a pour domaine [0, H] ou`
H est la dure´e pre´visionnelle de la mission, ou horizon de temps. Les trajectoires spatiales
des cibles sont sujettes a` incertitude. A` chaque instant t, la position d’une cible j peut
s’e´carter d’une distance δ de sa position attendue Tj(t). On conside`re alors pour chaque
cible un disque d’incertitude a` couvrir, de rayon δ et centre´ sur le point Tj(t). La valeur de
δ peut varier au cours du temps. En effet, on peut conside´rer par exemple que δ est nul a`
t = 0 quand la mission de´bute, et qu’il est proportionnel a` t, afin de traduire le fait que
l’incertitude spatiale augmente avec le temps. On conside`re Z ⊆ ∪i∈Isi, une zone d’inte´reˆt,
sous-ensemble de la zone de surveillance qu’on souhaite pouvoir surveiller davantage apre`s
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la mission. Le tableau 4.1 contient les donne´es d’entre´e du proble`me traite´ dans ce chapitre.
La mission doit re´pondre aux contraintes suivantes :
— la somme des activite´s de surveillance d’un capteur ne peut de´passer la capacite´ de
sa batterie.
— chaque cible doit eˆtre surveille´e par au moins un capteur a` chaque instant de la
mission.
Les activite´s de surveillance sont planifie´es avant la mission, et leur ordonnancement
doit re´pondre a` certains crite`res. En particulier, l’ordonnancement doit assurer une garan-
tie de couverture maximale. Une garantie de couverture d’une valeur Tmin assure que le
re´seau de capteurs est capable de surveiller n’importe quel point de la zone d’inte´reˆt Z
durant Tmin unite´s de temps supple´mentaires a` l’issue de la mission courante. En effet,
chaque point de Z posse`de un potentiel de surveillance, qui correspond a` la somme des
capacite´s restantes des batteries des capteurs le couvrant. Par conse´quent, maximiser la
garantie de couverture revient a` maximiser le plus petit potentiel de surveillance. Enfin,
il peut exister une multitude d’ordonnancements conduisant a` une garantie de couverture
maximale. L’ordonnancement retenu doit assurer que la consommation d’e´nergie induite
par la mission de surveillance courante est minimale, tout en assurant une garantie de
couverture maximale.
Le proble`me ge´ne´ral se de´compose alors en trois sous-proble`mes successifs. Le premier,
note´ MRC (pour Maximize Residual Capacity), consiste a` ve´rifier l’existence d’un ordon-
nancement re´alisable. La ne´cessite de traiter ce sous-proble`me explicitement sera justifie´e
aux sections 4.2.2 et 4.4.3. Le second sous-proble`me, note´ MCG (pour Maximize Cove-
rage Guarantee), consiste a` de´terminer la garantie de couverture maximale du re´seau de
capteurs. Le troisie`me sous-proble`me, note´ MEC (pour Minimize Energy Consumption),
consiste a` minimiser l’e´nergie totale consomme´e par les capteurs pour remplir la mission
courante, en assurant la garantie de couverture maximale de´termine´e par MCG.
La re´solution du proble`me ge´ne´ral se de´roule en deux phases. La premie`re phase est la
discre´tisation, elle vise a` mettre en forme les donne´es du proble`me, tandis que la seconde
phase consiste a` re´soudre successivement les trois sous-proble`mes mentionne´s ci-dessus, afin
d’ordonnancer l’activite´ des capteurs en s’appuyant sur les re´sultats de la discre´tisation.
4.2.1 Discre´tisation
A` notre connaissance, aucune me´thode ne permet de re´soudre directement ce proble`me a`
partir des donne´es ge´ome´triques. C’est pourquoi nous faisons appel a` une e´tape pre´liminaire
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de reformulation. Celle-ci est explique´e en de´tail dans le chapitre 2 et re´sume´e dans cette
section pour notre proble`me. La zone de surveillance peut eˆtre partionne´e en un ensemble
de faces F̂ , ou` une face est un ensemble de points couvert par les meˆmes capteurs (Berman
et al. 2004 ; Meguerdichian et al. 2003 ; Slijepcevic et al. 2001).
Dans un premier temps, nous supposons que la position des cibles n’est pas sujette a`
incertitude. Notons F ⊆ F̂ l’ensemble des faces traverse´es par les cibles. La trajectoire
emprunte´e par une cible peut eˆtre de´crite comme une se´quence de faces, ou` chaque e´le´ment
de la se´quence est associe´ a` une dure´e de se´jour. Pour surveiller une cible, il suffit d’activer
l’un des capteurs couvrant la face dans laquelle elle est situe´e. Ainsi, la position exacte des
cibles n’est plus ne´cessaire pour de´terminer un ordonnancement d’activite´s de capteurs. On
appelle ticks les instants ou` une cible franchit la frontie`re d’une face, et feneˆtres de temps
les intervalles de temps entre deux ticks conse´cutifs. On note K l’ensemble des feneˆtres de
temps, de cardinalite´ p. Leurs dure´es respectives sont note´es ∆k et les ticks sont note´s tk.
Dans ce chapitre, la variante de la discre´tisation utilise´e est celle suivant les faces, de´crite
dans la section 2.4 (page 24). L’ensemble des capteurs candidats pour la couverture d’une
face f est note´ S(f). L’ensemble des faces a` couvrir durant la feneˆtre de temps k est note´
T (k). Les faces chevauchant la zone d’inte´reˆt Z forment un ensemble note´ F ∗ ⊆ F̂ . Le
tableau 4.2 re´sume le re´sultat de la discre´tisation.
F Ensemble des faces {f1, . . . , fq} visite´es par au moins une cible
F ∗ Ensemble des faces d’inte´reˆt {f1, . . . , fq′}
K Ensemble des feneˆtres de temps {1, . . . , p}
S(f) ⊆ I Ensemble des capteurs candidats couvrant la face f ∈ F ∪ F ∗
T (k) ⊆ F Ensemble des faces a` couvrir pendant la feneˆtre de temps k ∈ K
tk Tick d’indice k ∈ K ∪ {p+ 1}
∆k Dure´e de la feneˆtre de temps k ∈ K
Tableau 4.2 – Donne´es re´sultant de la discre´tisation suivant les faces
Conside´rons le cas ou` la position des cibles est sujette a` incertitude, c’est-a`-dire qu’elles
peuvent s’e´carter d’une distance δ de leur position attendue. Afin d’eˆtre certain de couvrir
chaque cible malgre´ l’incertitude, les capteurs doivent couvrir un disque de rayon δ centre´
sur la position attendue de la cible (figure 4.1). Contrairement aux cibles ponctuelles,
ce disque peut chevaucher plusieurs faces simultane´ment. Il s’ensuit que le nombre de
faces a` couvrir, et donc le nombre de capteurs a` activer, peut potentiellement augmenter.
Toutefois, cela ne modifie pas la structure des donne´es re´sultant de la discre´tisation. Les
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ticks correspondent aux temps pour lesquels le disque d’incertitude rencontre la frontie`re
d’une face ou cesse d’en chevaucher une autre.
s1
s2
s3
δ
{s1}{s1, s2} {s1, s2, s3} {s1, s3}{s1}
t1 t2 t3 t4 t5 t6
Figure 4.1 – Positions potentielles d’une cible sous incertitude
Soit une feneˆtre de temps d’indice k. Une couverture valide pour la feneˆtre de temps k
est un sous-ensemble de capteurs capable de couvrir toutes les faces de T (k). Une couverture
est donc valide si elle contient, pour chaque face f ∈ T (k), au moins un capteur de S(f).
Ainsi, a` partir des donne´es de la discre´tisation, les sous-proble`mes MRC, MCG et MEC
peuvent eˆtre vus comme des proble`mes d’ordonnancement d’activite´s de couvertures.
De plus, ces donne´es permettent de de´finir autrement la notion de garantie de couver-
ture. Chaque face de la zone de surveillance a un potentiel de surveillance, c’est-a`-dire un
temps durant lequel les capteurs candidats sont capables de la surveiller. La garantie de
couverture est ainsi de´finie par la valeur minimale du potentiel de surveillance de toutes
les faces d’inte´reˆt. Par conse´quent, une garantie de couverture d’une valeur Tmin assure que
l’on peut surveiller n’importe quelle face de F ∗ pendant une dure´e au moins e´gale a` Tmin
unite´s de temps. En revanche, elle ne garantit pas la possibilite´ de surveiller plusieurs faces
simultane´ment pendant Tmin unite´s de temps.
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4.2.2 E´tude de complexite´
Les notions introduites par la discre´tisation permettent d’e´tudier la complexite´ du
proble`me ge´ne´ral pre´sente´ dans ce chapitre, ainsi que des cas particuliers ou` le proble`me
admet un algorithme polynomial.
Lemme 6. De´terminer si MRC est re´alisable est un proble`me NP-complet.
De´monstration. La preuve se de´roule en trois e´tapes. La premie`re consiste a` montrer que
la taille d’une solution est borne´e polynomialement par la taille du proble`me. La seconde
consiste a` montrer qu’on peut ve´rifier l’admissibilite´ d’une solution en temps polynomial.
Enfin, la dernie`re e´tape consiste a` montrer qu’un cas particulier de MRC est NP-complet.
1. MRC est mode´lise´ comme un programme line´aire constitue´ de 2m+ |K| contraintes
hors contraintes de non-ne´gativite´ (Section 4.3.1). Le nombre de variables de base e´tant
e´gal au nombre de contraintes, il ne peut y avoir plus de 2m + |K| couvertures dont la
dure´e d’activation est strictement positive. A` chaque couverture est associe´ un tableau de
m boole´ens et une dure´e, soit m + 1 nombres. Par conse´quent, une solution de MRC est
constitue´e d’au plus (2m + |K|)(m + 1) nombres, ce qui est une quantite´ polynomiale en
la taille du proble`me. Pour MCG et MEC, le raisonnement est identique, hormis que les
programmes line´aires contiennent au plusm+|K|+|F | ≤ m+|K|+m(m−1)+2 contraintes.
Une solution de MCG et MEC est alors constitue´e d’au plus (m2+ |K|+2)(m+1) nombres.
Donc la taille d’une solution est borne´e polynomialement par la taille du proble`me.
2. Pour ve´rifier qu’une solution de MRC, MCG ou MEC est re´alisable, on initialise ui la
dure´e d’activation totale de chaque capteur i a` ze´ro et vk le temps de surveillance dans la
feneˆtre de temps k a` ze´ro e´galement. On parcourt une seule fois chaque couverture c ∈ C de
la solution (leur nombre est polynomial). Pour chacune d’entre elles, on note k la feneˆtre de
temps et dkc la dure´e d’activation correspondantes. On incre´mente de d
k
c la valeur de vk. Si
la couverture c contient le capteur i, on incre´mente de dkc la valeur de ui. Une fois la solution
totalement parcourue, on ve´rifie que ui ≤ Ei (contrainte 4.14) et vk = ∆k (contrainte 4.15).
Si oui, alors la solution est re´alisable. Le nombre total d’ope´rations effectue´es est e´gal au
nombre de couvertures active´es (voir point 1.) plus m plus |K|, ce qui est polynomial en
la taille de l’instance.
3. Les points 1. et 2. prouvent que MRC est dans NP. Pour montrer que MRC est
NP-difficile, on construit une instance de MRC constitue´e d’une seule feneˆtre de temps de
dure´e ∆. Dans ce cas, de´terminer si MRC est re´alisable e´quivaut a` re´soudre le proble`me
de de´cision de MNLB (Rossi et al. 2011), prouve´ NP-complet, qui consiste a` de´terminer
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s’il existe un ordonnancement tel que la dure´e de vie du re´seau est supe´rieure ou e´gale a`
∆.
Ce lemme s’applique e´galement a` MCG et MEC. On en de´duit que MRC, MCG et MEC
sont des proble`mes NP-difficiles, et le lemme 6 justifie la ne´cessite´ de savoir si le proble`me
est re´alisable avant de chercher a` de´terminer la garantie de couverture maximale (MCG)
puis d’obtenir une solution minimisant l’e´nergie consomme´e pour remplir la mission de sur-
veillance courante en assurant cette garantie de couverture maximale (MEC). Ne´anmoins,
la proce´dure de re´duction d’instance de´crite dans la section 2.4.2 est susceptible de re´duire
les temps de calcul en pratique. Cette proce´dure consiste a` retirer des faces redondantes
des ensembles T (k), puis a` fusionner les feneˆtres de temps qui partagent le meˆme ensemble
de faces a` couvrir.
Soit F l’ensemble de toutes les faces qui sont visite´es par au moins une cible pour une
dure´e strictement positive. Pour tout Ω ⊆ F , on de´finit H(Ω) =
⋃
f∈Ω
S(f) l’ensemble des
capteurs qui peuvent couvrir au moins une face dans Ω.
Lemme 7. (Condition suffisante de non-re´alisabilite´)
S’il existe Ω ⊆ F tel que
∑
i∈H(Ω)
Ei <
∑
k∈K|Ω∩T (k) 6=∅
∆k, alors MRC est non-re´alisable.
De´monstration. Si le temps ne´cessaire de surveillance d’un ensemble de faces de´passe la
dure´e maximale d’activation des capteurs candidats, le proble`me est alors non-re´alisable.
Lemme 8. (Condition suffisante de re´alisabilite´)
Soit K(i) = {k ∈ K|∃f ∈ T (k), i ∈ S(f)} l’ensemble des feneˆtres de temps durant lesquelles
le capteur i est candidat. Si ∃i ∈ S(f), Ei ≥
∑
k∈K(i)∆k pour toute face f ∈ F , alors MRC
est re´alisable.
De´monstration. Si, pour chaque face, il existe un capteur qui peut la surveiller (ainsi que
toute autre face incluse dans sa zone de couverture) pour une dure´e supe´rieure ou e´gale a` la
dure´e de surveillance requise, alors une solution re´alisable peut eˆtre construite en activant
ce capteur chaque fois que la face a besoin d’eˆtre couverte.
Remarque. Les lemmes 7 and 8 s’appliquent e´galement a` MCG et MEC.
Dans les deux cas particuliers suivants, MRC, MCG et MEC peuvent eˆtre re´solus de
manie`re optimale (ou prouve´s non-re´alisables) en temps polynomial. Dans le premier cas,
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toutes les cibles peuvent eˆtre couvertes par n’importe quel capteur a` chaque instant. Ce
cas correspond a` des situations ou` les zones de couverture des capteurs sont tre`s larges.
A` l’inverse, le second cas correspond a` des situations ou` les zones de couverture sont si
petites qu’aucun capteur ne peut couvrir plus d’une seule cible a` la fois. Dans les deux cas,
MCG est formule´ comme un programme line´aire de taille raisonnable. De plus, la solution
optimale de MCG est prouve´e optimale pour MEC. Par conse´quent, la re´solution de MCG
et MEC dans ces cas particuliers peut s’effectuer en temps polynomial.
Cas des capteurs a` longue porte´e
Dans un premier temps, conside´rons le cas ou` chaque capteur est capable de couvrir
toutes les cibles a` chaque instant. Cette situation se pre´sente lorsque les capteurs ont une
porte´e tre`s longue. Dans ce cas, la valeur optimale de l’objectif de MEC, qui est l’e´nergie
de´pense´e pour accomplir la mission de surveillance courante, est H puisqu’un seul capteur
est utilise´ a` chaque instant. De plus, la discre´tisation n’est pas ne´cessaire puisque toutes les
cibles se de´placent ensemble, a` l’inte´rieur de la meˆme face. Dans ces circonstances, MCG est
formule´ par le programme line´aire note´ LPlong. Soit xi une variable continue non-ne´gative
repre´sentant le temps total d’activation du capteur i. La variable Tmin est la garantie de
couverture offerte pour les faces de F ∗.
Mode`le LPlong
max Tmin (4.1)∑
i∈I
xi = H (4.2)
xi ≤ Ei ∀i ∈ I (4.3)∑
i∈S(f)
(Ei − xi) ≥ Tmin ∀f ∈ F ∗ (4.4)
Tmin ≥ 0 (4.5)
xi ≥ 0 ∀i ∈ I (4.6)
La contrainte (4.2) impose que la dure´e de la mission soit de H unite´s de temps, et la
contrainte (4.3) assure que la dure´e d’activation d’un capteur ne de´passe pas sa capacite´. La
contrainte (4.4) borne la garantie de couverture des faces d’inte´reˆt. Le programme line´aire
LPlong est constitue´ de O(m) variables et O(m2) contraintes, puisque le nombre de faces
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est infe´rieur a` m(m − 1) + 2 (Berman et al. 2004). Comme la taille de ce programme
line´aire n’augmente pas de manie`re exponentielle avec la taille des donne´es, il peut eˆtre
re´solu par un solveur sans technique de de´composition ou traitement pre´alable.
LPlong est non-re´alisable si et seulement si
∑
i∈I Ei < H. Dans ce cas, les capteurs
n’ont pas suffisamment d’e´nergie pour couvrir les cibles pendant H unite´s de temps, et
donc MRC, MCG et MEC sont non-re´alisables. Si LPlong est re´alisable, alors la solution
optimale permet de construire un ordonnancement optimal pour MRC, MCG et MEC. Les
capteurs peuvent eˆtre active´s dans l’ordre que l’on souhaite, et chaque capteur i est active´
xi unite´s de temps, ∀i ∈ I. Cette solution est optimale pour MEC puisque la contrainte
(4.2) garantit que l’e´nergie totale de´pense´e durant la mission est minimale.
Cas des capteurs a` courte porte´e
Conside´rons maintenant le cas ou` les cibles sont positionne´es de telle sorte qu’aucun
capteur ne peut couvrir plus d’une cible a` la fois. Une condition suffisante pour que cette
situation se pre´sente est que la distance entre chaque paire de cibles demeure toujours
strictement supe´rieure a` 2RS , ou` RS est le rayon des zones de couverture des capteurs. Dans
ce cas particulier, la valeur optimale de l’objectif de MEC est nH. En effet, puisqu’aucun
capteur ne peut couvrir plus d’une cible a` la fois, alors exactement n capteurs doivent eˆtre
actifs a` chaque instant. Par conse´quent, l’e´nergie ne´cessaire a` la mission est toujours e´gale
a` nH.
Soit F j ⊆ F l’ensemble des faces visite´es par la cible j, ∀j ∈ J . Notons que si une face
est visite´e a` plusieurs reprises par une cible j, alors elle n’apparaˆıt qu’une seule fois dans
F j . La dure´e totale de se´jour d’une cible j dans une face f est note´e ∆jf pour tout f ∈ F j .
Bien que F j ∩F j′ ne soit pas ne´cessairement vide pour j 6= j′, il faut observer que les faces
de F j ∩ F j′ ne sont jamais visite´es simultane´ment par les cibles j et j′, e´tant donne´es les
hypothe`ses de de´part.
Soit xjfi une variable continue non-ne´gative repre´sentant le temps pendant lequel le
capteur i couvre la face f pour surveiller la cible j. La variable Tmin est la garantie de
couverture offerte pour les faces de F ∗.
La contrainte (4.8) impose que chaque face est couverte pendant la dure´e requise, et
la contrainte (4.9) assure que la dure´e totale d’activation d’un capteur ne de´passe pas sa
capacite´. La garantie de couverture est borne´e graˆce a` la contrainte (4.10).
Si le programme line´aire LPshort est non-re´alisable, alors MRC, MCG et MEC sont
e´galement non-re´alisables. Si LPshort est re´alisable, alors la solution optimale permet de
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Mode`le LPshort
max Tmin (4.7)∑
i∈S(f)
x
jf
i = ∆
jf ∀j ∈ J, ∀f ∈ F j (4.8)
∑
j∈J
∑
f∈F j
x
jf
i ≤ Ei ∀i ∈ I (4.9)
∑
i∈S(f)
Ei −∑
j∈J
∑
f ′∈F j |i∈S(f ′)
x
jf ′
i
 ≥ Tmin ∀f ∈ F ∗ (4.10)
Tmin ≥ 0 (4.11)
x
jf
i ≥ 0 ∀j ∈ J, f ∈ F j , ∀i ∈ I (4.12)
construire un ordonnancement optimal pour MRC, MCG et MEC. Pour chaque cible j et
chaque face f ∈ F j , un capteur de S(f) tel que xjfi > 0 est active´ pendant xjfi unite´s de
temps. Si ∆jf > xjfi , alors un autre capteur i
′ tel quel xjfi′ > 0 est active´. Les capteurs
peuvent eˆtre active´s dans n’importe quel ordre, puisque le proble`me d’ordonnancement est
pre´emptif (on rappelle qu’une face peut eˆtre visite´e plusieurs fois par une meˆme cible).
L’optimalite´ peut eˆtre ve´rifie´e pour MEC en effectuant la somme de la contrainte (4.8)
pour tout j (le membre de droite doit valoir H pour tout j, puisque chaque cible doit eˆtre
surveille´e H unite´s de temps). De plus, en sommant les n e´quations obtenues, l’e´nergie
totale de´pense´e par le re´seau de capteurs est e´gale a` nH.
4.3 Formulation mathe´matique
La formulation mathe´matique propose´e pour les sous-proble`mes MRC, MCG et MEC
repose sur la notion de couverture, introduite dans la section 4.2.1 (page 62). Pour rap-
pel, une couverture valide pour une feneˆtre de temps k est un sous-ensemble de capteurs
capable de couvrir toutes les faces de T (k). MRC, MCG et MEC sont formule´s a` l’aide de
programmes line´aires note´s respectivement MPMRC, MPMCG et MPMEC, dont le roˆle est
d’affecter des dure´es d’activation aux couvertures. Ne´anmoins, le nombre de couvertures
valides est ge´ne´ralement extreˆmement grand. Par conse´quent, chacun de ces programmes
line´aires est la formulation d’un proble`me maˆıtre pour un algorithme de ge´ne´ration de
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colonnes de´crit dans la section 4.4. Ils ont e´te´ formule´s de manie`re a` partager le meˆme
ensemble de couvertures valides, ainsi que le meˆme proble`me auxiliaire pour la ge´ne´ration
des colonnes. Ceci procure l’avantage de pouvoir enchaˆıner la re´solution du sous-proble`me
suivant en se servant des couvertures du pre´ce´dent.
En supple´ment, un programme non-line´aire et un programme line´aire en variables
mixtes pour MCG sont de´crits dans la section 4.3.4. Ils servent de re´fe´rence pour une
comparaison avec l’approche a` base de ge´ne´ration de colonnes.
4.3.1 Sous-proble`me MRC
Le sous-proble`me MRC a pour finalite´ de construire un ensemble de couvertures
re´alisable, ou d’apporter la preuve qu’il n’en existe pas. La re´solution de MRC est jus-
tifie´e puisque la formulation de MCG pre´sente´e ulte´rieurement ne´cessite un tel ensemble
de couvertures. L’objectif de MRC est de maximiser la plus petite des capacite´s re´siduelles
des capteurs. La capacite´ re´siduelle d’un capteur est la capacite´ qu’il lui reste a` l’issue de
la mission courante.
Soit C l’ensemble de toutes les couvertures et C(k) les couvertures re´alisables pour la
feneˆtre de temps k ∈ K. Soit aic une constante binaire e´gale a` 1 si le capteur i ∈ I
appartient a` la couverture c ∈ C, 0 sinon. Les variables de de´cision du programme line´aire
MPMRC mode´lisant MRC sont les suivantes :
— dkc exprime la dure´e alloue´e a` la couverture c ∈ C(k) durant la feneˆtre de temps
k ∈ K.
— ri est la capacite´ re´siduelle du capteur i ∈ I
— rmin est la plus petite capacite´ re´siduelle
Les variables duales associe´es aux contraintes sont note´es entre crochets.
La contrainte (4.14) ve´rifie que la dure´e d’activation d’un capteur ne de´passe pas la
capacite´ de sa batterie. La contrainte (4.15) assure que les cibles sont couvertes continuel-
lement durant chaque feneˆtre de temps. Enfin, la contrainte (4.16) borne la valeur de rmin
a` la plus petite des capacite´s re´siduelles. Notons que la variable ri prend ses valeurs dans
l’ensemble R. MRC est re´alisable si et seulement si la valeur optimale de rmin est posi-
tive ou nulle. Ainsi, il n’est pas ne´cessaire d’obtenir la valeur optimale de rmin puisque la
non-ne´gativite´ de rmin e´quivaut au caracte`re re´alisable des trois sous-proble`mes.
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Mode`le MPMRC
max rmin (4.13)∑
k∈K
∑
c∈C(k)
aicd
k
c + ri = Ei ∀i ∈ I [πi] (4.14)∑
c∈C(k)
dkc = ∆k ∀k ∈ K [µk] (4.15)
ri ≥ rmin ∀i ∈ I (4.16)
dkc ≥ 0 ∀k ∈ K, c ∈ C(k) (4.17)
ri ∈ R ∀i ∈ I (4.18)
rmin ∈ R (4.19)
4.3.2 Sous-proble`me MCG
Pour rappel, dans la zone de surveillance, chaque face posse`de un potentiel de sur-
veillance, de´fini par la somme des capacite´s de tous les capteurs candidats. La garantie de
couverture est alors de´finie par la valeur minimale du potentiel de surveillance de toutes
les faces d’inte´reˆt. Ainsi, on assure de pouvoir surveiller n’importe quelle face de F ∗ pen-
dant la garantie de couverture, d’une dure´e de Tmin unite´s de temps. En revanche, on ne
garantit pas de pouvoir surveiller plusieurs faces d’inte´reˆt simultane´ment pendant cette
dure´e. L’objectif de MCG est d’obtenir la garantie de couverture maximale T ∗min, afin de
fixer cette garantie dans le sous-proble`me MEC.
Les ensembles des couvertures valides C et C(k) sont identiques a` ceux introduits pour le
sous-proble`me MRC. Soit aic une constante binaire e´gale a` 1 si le capteur i ∈ I appartient
a` la couverture c ∈ C, 0 sinon. Les variables de de´cision du programme line´aire MPMCG
mode´lisant MCG sont les suivantes :
— dkc exprime la dure´e alloue´e a` la couverture c ∈ C(k) durant la feneˆtre de temps
k ∈ K.
— ri est la capacite´ re´siduelle du capteur i ∈ I
— Tmin est la garantie de couverture a` maximiser
La contrainte (4.21) assure que la variable Tmin est e´gale a` la garantie de couverture. Au-
trement, MPMRC et MPMCG partagent les meˆmes contraintes (4.14)-(4.15), qui assurent
la couverture des cibles et le non-de´passement des capacite´s des capteurs. Toutes les couver-
tures valides pour MPMRC le sont donc pour MPMCG. A` la diffe´rence de MPMRC, dans
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Mode`le MPMCG
max Tmin (4.20)
(4.14)− (4.15)∑
i∈S(f)
ri ≥ Tmin ∀f ∈ F ∗ [λf ] (4.21)
Tmin ≥ 0 (4.22)
ri ≥ 0 ∀i ∈ I (4.23)
(4.17)
MPMCG, les capacite´s re´siduelles ne peuvent pas eˆtre ne´gatives. La re´solution de MPMRC
est ne´cessaire, puisque la re´solution de MPMCG sans contrainte de non-ne´gativite´ sur les
variables ri ne garantirait pas la re´alisabilite´ de la solution optimale. Autrement dit, il
serait possible d’obtenir un ordonnancement dans lequel l’activite´ des capteurs exce`derait
leur capacite´.
4.3.3 Sous-proble`me MEC
Le sous-proble`me MCG peut admettre plusieurs solutions optimales, correspondant a`
des ordonnancements qui peuvent reque´rir des consommations e´nerge´tiques diffe´rentes.
Les ensembles des couvertures valides C et C(k) sont identiques a` ceux introduits pour le
sous-proble`me MCG. Soit aic une constante binaire e´gale a` 1 si le capteur i ∈ I appartient
a` la couverture c ∈ C, 0 sinon. Les variables de de´cision du programme line´aire MPMEC
mode´lisant MEC sont les suivantes :
— dkc exprime la dure´e alloue´e a` la couverture c ∈ C(k) durant la feneˆtre de temps
k ∈ K.
— ri est la capacite´ re´siduelle du capteur i ∈ I
L’objectif de MEC est de minimiser la consommation e´nerge´tique totale, ce qui e´quivaut
a` maximiser la somme des capacite´s re´siduelles. Pour des raisons de clarte´, cette dernie`re
version de l’objectif sera conside´re´e dans le reste du pre´sent chapitre. Enfin, on peut ob-
server que MRC, MCG et MEC partagent le meˆme proble`me auxiliaire pour l’algorithme
de ge´ne´ration de colonnes, celui-ci sera pre´sente´ a` la section 4.4.2.
La contrainte (4.25) assure la garantie de couverture pour chaque face, d’une valeur de
T ∗min unite´s de temps. MPMCG et MPMEC partagent les meˆmes contraintes (4.14)-(4.15)
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Mode`le MPMEC
min
∑
i∈I
(Ei − ri)⇔ max
∑
i∈I
ri (4.24)
(4.14)− (4.15)∑
i∈S(f)
ri ≥ T ∗min ∀f ∈ F ∗ [λf ] (4.25)
(4.17), (4.23)
qui imposent la couverture des cibles et le non-de´passement des capacite´s des capteurs. De
meˆme, toutes les couvertures valides pour MPMCG le sont pour MPMEC.
On peut toutefois remarquer que MPMEC ne partage pas le meˆme espace des solutions
que MPMCG. En effet, il est possible de construire un ordonnancement re´alisable pour
MPMCG, mais dont la garantie de couverture est strictement infe´rieure a` T ∗min. De manie`re
similaire, les solutions re´alisables de MPMRC ne sont pas ne´cessairement re´alisables pour
MPMCG, puisque MPMRC tole`re les capacite´s re´siduelles ne´gatives. En fait, a` chaque
e´tape, l’espace des solutions re´alisables est re´duit, et il s’ensuit que les solutions re´alisables
de MPMEC (respectivement MPMCG) sont incluses dans celles de MPMCG (respective-
ment MPMRC).
4.3.4 Autres formulations pour MCG
Une formulation non-line´aire pour MCG, note´e NLMPMCG, est de´finie par les
e´quations (4.26)-(4.35). Les variables de de´cision sont les suivantes :
— dkc est la dure´e d’activation de la couverture c ∈ C(k) pendant la feneˆtre de temps
k ∈ K
— ri est la capacite´ re´siduelle du capteur i ∈ I
— Tmin est la garantie de couverture
— xkic est e´gale a` 1 si et seulement si le capteur i ∈ I appartient a` la couverture c ∈ C(k)
dans la feneˆtre de temps k ∈ K
La contrainte (4.27) assure que l’e´nergie consomme´e par les capteurs ne de´passe pas
leur capacite´. La contrainte (4.28) assure la surveillance continue des cibles dans chaque
feneˆtre de temps. La contrainte (4.29) de´finit Tmin comme la garantie de couverture. La
contrainte (4.30) garantit qu’au moins un capteur est active´ pour surveiller chaque face. La
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Mode`le NLMPMCG
max Tmin (4.26)∑
k∈K
∑
c∈C(k)
xkicd
k
c + ri = Ei ∀i ∈ I (4.27)∑
c∈C(k)
dkc = ∆k ∀k ∈ K (4.28)∑
i∈S(f)
ri ≥ Tmin ∀f ∈ F ∗ (4.29)
∑
i∈S(f)
xkic ≥ 1 ∀k ∈ K, ∀c ∈ C(k), ∀f ∈ T (k) (4.30)
dkc ≤ dkc+1 ∀k ∈ K, ∀c ∈ C(k) \ {|C(k)|} (4.31)
Tmin ≥ 0 (4.32)
ri ≥ 0 ∀i ∈ I (4.33)
xkic ∈ {0, 1} ∀i ∈ I, ∀k ∈ K, ∀c ∈ C(k) (4.34)
dkc ≥ 0 ∀k ∈ K, c ∈ C(k) (4.35)
contrainte (4.31) exploite la symme´trie du mode`le pour aider le solveur a` converger plus
rapidement.
A` cause de la contrainte (4.30), NLMPMCG est non-line´aire. Nous introduisons une
variable continue ukic pour remplacer x
k
icd
k
c . Le mode`le IMPMCG, de´fini par les e´quations
(4.36)-(4.49), est un programme line´aire en variables mixtes.
La contrainte (4.37) est une version mise a` jour de la contrainte (4.30). Les contraintes
(4.42) a` (4.44) ont e´te´ ajoute´es pour assurer que ukic est e´gal a` x
k
icd
k
c .
4.3.5 Bornes supe´rieures
Dans la pre´sente section, nous pre´sentons des bornes supe´rieures pour MCG et MEC.
Concernant MRC, une borne supe´rieure e´vidente est UBMRC = mini∈I Ei. Toutefois, cette
borne ne nous est pas utile puisque MRC n’a vocation a` eˆtre re´solu de manie`re optimale
que dans le cas ou` rmin est strictement ne´gatif (on conclut alors que le proble`me n’a pas de
solution). On rappelle que la re´solution de MRC est interrompue de`s que la non-ne´gativite´
de rmin est e´tablie, car on dispose alors des colonnes permettant de re´soudre MCG.
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Mode`le IMPMCG
max Tmin (4.36)∑
k∈K
∑
c∈C(k)
ukic + ri = Ei ∀i ∈ I (4.37)∑
c∈C(k)
dkc = ∆k ∀k ∈ K (4.38)∑
i∈S(f)
ri ≥ Tmin ∀f ∈ F ∗ (4.39)
∑
i∈S(f)
xkic ≥ 1 ∀k ∈ K, ∀c ∈ C(k), ∀f ∈ T (k) (4.40)
dkc ≤ dkc+1 ∀k ∈ K, ∀c ∈ C(k) \ {|C(k)|} (4.41)
ukic ≤ dkc ∀k ∈ K, ∀i ∈
⋃
f∈T (k)
S(f), ∀c ∈ C(k) (4.42)
ukic ≤ Eixkic ∀k ∈ K, ∀i ∈
⋃
f∈T (k)
S(f), ∀c ∈ C(k) (4.43)
ukic ≥ ∆k(xkic − 1) + dkc ∀k ∈ K, ∀i ∈
⋃
f∈T (k)
S(f), ∀c ∈ C(k) (4.44)
Tmin ≥ 0 (4.45)
ri ≥ 0 ∀i ∈ I (4.46)
ukic ≥ 0 ∀i ∈ I, ∀k ∈ K, ∀c ∈ C(k) (4.47)
xkic ∈ {0, 1} ∀i ∈ I, ∀k ∈ K, ∀c ∈ C(k) (4.48)
dkc ≥ 0 ∀k ∈ K, c ∈ C(k) (4.49)
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Bornes supe´rieures pour MCG
Soit T ∗min la garantie de couverture maximale. Celle-ci est borne´e par UB1
MCG, l’e´nergie
disponible pour la surveillance de chaque face f ∈ F ∗ a` laquelle on soustrait la demande
de couverture des cibles la traversant.
UB1MCG = min
f∈F ∗
 ∑
i∈S(f)
Ei −
∑
k∈K|f∈T (k)
∆k

La borne UB1MCG peut eˆtre ge´ne´ralise´e en conside´rant des ensembles de faces. Soit
F ⊆ F ∗ un sous-ensemble des faces chevauchant la zone d’inte´reˆt. La borne UB2MCG est
calcule´e de fac¸on similaire, en conside´rant l’union de faces au lieu d’une seule face.
UB2MCG = min
F⊆F ∗
 ∑
i∈
⋃
f∈F S(f)
Ei −
∑
k∈K|F∩T (k) 6=∅
∆k

Bornes supe´rieures pour MEC
L’e´nergie consomme´e par les capteurs ne peut de´passer la somme des capacite´s des cap-
teurs a` laquelle on soustrait l’horizon de temps. Cette borne supe´rieure est note´e UB1MEC.
UB1MEC =
∑
i∈I
Ei −
∑
k∈K
∆k
La borne UB1MEC peut eˆtre ame´liore´e a` l’aide de coefficients αk, bornes infe´rieures sur
le nombre minimal de capteurs a` activer durant une feneˆtre de temps k pour couvrir toutes
les cibles.
UB2MEC =
∑
i∈I
Ei −
∑
k∈K
αk∆k
La valeur maximale de αk peut eˆtre obtenue en re´solvant un proble`me de couver-
ture d’ensembles. Ceci se faisant au prix d’un temps de calcul e´leve´, puisqu’il s’agit d’un
proble`me NP-difficile. Cependant, il est possible d’obtenir rapidement une borne infe´rieure
graˆce a` une solution approche´e au proble`me de clique maximum.
Soit k l’indice d’une feneˆtre de temps. Un graphe non-oriente´ G = (T (k), E) est
construit de la manie`re suivante. A` chaque face f ∈ T (k) correspond un sommet. Une
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paire de sommets f et f ′ est connecte´e par une areˆte si et seulement si S(f) ∩ S(f ′) = ∅,
c’est-a`-dire si les deux faces ne sont couvertes par aucun capteur commun. Soit C ⊆ T (k)
une clique de G. Par de´finition, au moins |C| capteurs sont ne´cessaires pour couvrir toutes
les faces de C. Par conse´quent, |C| est une borne infe´rieure sur le nombre de capteurs
actifs d’une couverture re´alisable. Trouver la clique de taille maximale est un proble`me
NP-complet. Toutefois, puisque toute clique fournit une borne infe´rieure valide, un al-
gorithme approche´ (Grosso et al. 2007) est approprie´ pour calculer une valeur de αk,
notamment lorsque le nombre de feneˆtres de temps est grand.
Bornes supe´rieures duales pour MCG et MEC
Graˆce a` la formulation duale des proble`mes MCG et MEC, il est possible de calculer
des bornes additionnelles. La formulation duale de MPMCG est note´e DMPMCG.
Mode`le DMPMCG
min
∑
i∈I
Eiπi +
∑
k∈K
∆kµk (4.50)
πi −
∑
f :i∈S(f)
λf ≥ 0 ∀i ∈ I [ri] (4.51)∑
f∈F ∗
λf ≥ 1 [Tmin] (4.52)∑
i∈I
aicπi + µk ≥ 0 ∀k ∈ K, c ∈ C(k) [dkc ] (4.53)
πi ∈ R ∀i ∈ I (4.54)
µk ∈ R ∀k ∈ K (4.55)
λf ≤ 0 ∀f ∈ F ∗ (4.56)
Conside´rons un programme line´aire note´ RMPMCG, identique a` MPMCG, mais com-
pose´ d’un sous-ensemble re´duit des variables de MPMCG. RMPMCG repre´sente ainsi la
formulation d’un proble`me maˆıtre restreint pour un algorithme de ge´ne´ration de colonnes.
Les variables duales optimales de RMPMCG sont note´es π˜, µ˜ et λ˜. Nous de´finissons |K|
sous-proble`mes note´s PPk :
max
c∈C(k)
zk = −
∑
i∈I
π˜iaic − µ˜k
78 CHAPITRE 4. OPTIMISATION DE LA CONSOMMATION E´NERGE´TIQUE
Soit z∗k la valeur optimale de la fonction objectif de PPk. Par de´finition, z
∗
k ≥ −
∑
i∈I π˜iaic−
µ˜k pour tout k ∈ K, et pour tout c ∈ C(k). Ceci peut eˆtre re´e´crit
∑
i∈I π˜iaic+(µ˜k+z
∗
k) > 0
pour tout k ∈ K, et pour tout c ∈ C(k).
Affecter :  πµ
λ
 =
 π˜µ˜+ z∗
λ˜

produit une solution re´alisable pour DMPMCG. En effet, la contrainte (4.53) est satisfaite
par de´finition de z∗ =
[
z∗1 . . . z
∗
|K|
]⊤
, les contraintes (4.51) et (4.52) sont satisfaites par π˜
et λ˜ parce que toutes les variables ri et Tmin sont pre´sentes dans RMPMCG, donc leurs
contraintes correspondantes sont pre´sentes dans le dual de RMPMCG.
Graˆce a` la proprie´te´ de la dualite´ faible, l’objectif de toute solution re´alisable de
DMPMCG est une borne supe´rieure sur l’objectif de MPMCG. Par conse´quent :
Tmin ≤
∑
i∈I
Eiπ˜i +
∑
k∈K
∆k(µ˜k + z
∗
k)
Par un raisonnement analogue, on peut obtenir une borne pour MEC. La formulation
duale de MPMEC est note´e DMPMEC.
Mode`le DMPMEC
min
∑
i∈I
Eiπi +
∑
k∈K
∆kµk + T
∗
min
∑
f∈F ∗
λf (4.57)
πi −
∑
f :i∈S(f)
λf ≥ 1 ∀i ∈ I [ri] (4.58)∑
i∈I
aicπi + µk ≥ 0 ∀k ∈ K, c ∈ C(k) [dkc ] (4.59)
πi ∈ R ∀i ∈ I (4.60)
µk ∈ R ∀k ∈ K (4.61)
λf ≤ 0 ∀f ∈ F ∗ (4.62)
On conside`re alors RMPMEC, identique a` MPMEC, mais compose´ d’un sous-ensemble
des variables de MPMEC. Les variables duales optimales de RMPMEC sont note´es π˜, µ˜ et
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λ˜. Nous de´finissons |K| sous-proble`mes note´s PPk :
max
c∈C(k)
zk = −
∑
i∈I
π˜iaic − µ˜k
Soit z∗k la valeur optimale de la fonction objectif de PPk. Par de´finition, z
∗
k ≥ −
∑
i∈I π˜iaic−
µ˜k pour tout k ∈ K, et pour tout c ∈ C(k). Ceci peut eˆtre re´e´crit
∑
i∈I π˜iaic+(µ˜k+z
∗
k) > 0
pour tout k ∈ K, et pour tout c ∈ C(k).
Affecter :  πµ
λ
 =
 π˜µ˜+ z∗
λ˜

produit une solution re´alisable pour DMPMEC. En effet, la contrainte (4.59) est satis-
faite par de´finition de z∗ =
[
z∗1 . . . z
∗
|K|
]⊤
, la contrainte (4.58) est satisfaite par π˜ et λ˜
parce que toutes les variables ri sont pre´sentes dans RMPMEC, donc leurs contraintes
correspondantes sont pre´sentes dans le dual de RMPMEC.
Graˆce a` la proprie´te´ de la dualite´ faible, l’objectif de toute solution re´alisable de DMP-
MEC est une borne supe´rieure sur l’objectif de MPMEC. Par conse´quent :∑
i∈I
ri ≤
∑
i∈I
Eiπ˜i +
∑
k∈K
∆k(µ˜k + z
∗
k)
4.4 Re´solution
Pour me´moire, le proble`me d’ordonnancement d’activite´s de capteurs de ce chapitre se
de´compose en trois sous-proble`mes MRC, MCG et MEC. A` l’issue de la discre´tisation, la
me´thode propose´e se de´roule ainsi en trois e´tapes correspondant aux trois sous-proble`mes
(figure 4.2). La pre´sente section introduit la me´thode de re´solution commune aux trois
sous-proble`mes.
MRC MCG MEC
Figure 4.2 – Les trois e´tapes de la me´thode
80 CHAPITRE 4. OPTIMISATION DE LA CONSOMMATION E´NERGE´TIQUE
4.4.1 Algorithme de ge´ne´ration de colonnes
Puisque le nombre de couvertures valides pour ces sous-proble`mes est en O(|K|2m),
il est en pratique impossible de les e´nume´rer explicitement en un temps raisonnable. Par
conse´quent, re´soudre directement leurs mode`les MPMRC, MPMCG et MPMEC a` l’aide
d’un solveur n’est pas envisageable.
C’est pour cela qu’une me´thode a` base de ge´ne´ration de colonnes est approprie´e. Son
ide´e principale est que seul un sous-ensemble des couvertures est requis pour re´soudre les
programmes line´aires, puisque la plupart des variables dans la solution optimale ne seront
pas dans la base. Ainsi, MPMRC, MPMCG et MPMEC sont formule´s comme le proble`me
maˆıtre d’un algorithme de ge´ne´ration de colonnes. De plus, ils sont formule´s de manie`re a`
partager le meˆme proble`me auxiliaire, note´ AUX. Par conse´quent, chaque sous-proble`me
est re´solu de la meˆme manie`re. L’algorithme de ge´ne´ration de colonnes est illustre´ par le
diagramme de la figure 4.3 et explique´ plus en de´tail dans la pre´sente section.
Sans perte de ge´ne´ralite´, nous utilisons la notation MP pour de´signer indiffe´remment
l’un des trois programmes line´aires MPMRC, MPMCG ou MPMEC, incluant toutes les
couvertures. La ge´ne´ration de colonnes de´bute avec RMP, pour Restricted Master Problem,
un programme line´aire identique a` MP, a` ceci pre`s qu’il ne contient qu’un petit sous-
ensemble de couvertures de MP. Le sous-ensemble de couvertures initial qui constitue les
colonnes de RMP est choisi arbitrairement, de manie`re a` ce que RMP soit re´alisable. Le
proble`me auxiliaire, note´ AUX, consiste a` construire des couvertures profitables pour RMP,
c’est-a`-dire trouver des variables de MP dont le couˆt re´duit est positif. Il s’ensuit que l’ajout
de telles couvertures dans RMP ame´liore la valeur de sa fonction objectif. Il n’est toutefois
pas ne´cessaire de re´soudre AUX de manie`re exacte, sauf pour prouver l’optimalite´ de la
solution de MP, puisqu’une couverture de couˆt re´duit positif est suffisante. Ainsi, pour
gagner en temps de calcul, AUX peut eˆtre re´solu par une me´taheuristique. L’algorithme
de ge´ne´ration de colonnes est arreˆte´ de`s lors qu’il n’existe plus de couverture profitable.
Dans la pre´sente section, nous pre´sentons le proble`me auxiliaire puis la manie`re de
ge´ne´rer des couvertures initiales.
4.4.2 Proble`me auxiliaire
Le proble`me auxiliaire AUX est de´composable en |K| sous-proble`mes inde´pendants
note´s AUXk et formule´s a` l’aide de programmes line´aires en variables binaires. Pour toute
feneˆtre de temps k ∈ K, le programme line´aire en variables binaires formulant AUXk est
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Figure 4.3 – Algorithme de ge´ne´ration de colonnes
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de´fini par les e´quations (4.63)-(4.66). Les coefficients πi et µk sont les valeurs des variables
duales quand RMP a e´te´ re´solu de manie`re optimale. La variable aic vaut 1 si le capteur i
est se´lectionne´ dans la nouvelle couverture c, 0 sinon.
Mode`le AUXk
max −
∑
i∈I
πiaic − µk (4.63)∑
i∈S(f)
aic ≥ 1 ∀f ∈ T (k) (4.64)
∑
i∈I
aic ≤ |T (k)| (4.65)
aic ∈ {0, 1} ∀i ∈ I (4.66)
L’objectif de AUXk est de maximiser le couˆt re´duit de la nouvelle variable d
k
c , afin de
construire une couverture profitable. La contrainte (4.64) assure la couverture de toutes les
faces de f ∈ T (k), en se´lectionnant au moins un capteur candidat parmi S(f). La contrainte
(4.65) borne le nombre de capteurs a` se´lectionner pour re´duire l’espace des solutions. En
effet, il n’est pas requis d’activer plus de capteurs que de faces a` couvrir.
Trouver une couverture de couˆt re´duit positif est suffisant pour ame´liorer la fonction
objectif de RMP. Par conse´quent, il n’est pas ne´cessaire de calculer la solution optimale
de AUXk, sauf pour de´montrer l’optimalite´ de la solution courante lorsqu’il n’existe plus
de couverture de couˆt re´duit positif. Ainsi, la ge´ne´ration de colonnes peut eˆtre acce´le´re´e a`
l’aide d’une me´taheuristique comme GRASP (Feo et al. 1995). GRASP, de´crit dans l’algo-
rithme 5, construit une couverture ite´rativement. Cette me´taheuristique est parame´trable
via une valeur α ∈ [0, 1]. Une valeur de α plus proche de 0 signifie que le comportement de
l’algorithme sera davantage ale´atoire, tandis qu’avec une valeur proche de 1, l’algorithme
sera davantage de´terministe. A` chaque ite´ration, GRASP calcule pour chaque capteur une
utilite´ ui =
ni
πi
, ou` ni est le nombre de faces non encore couvertes que le capteur i peut
couvrir. Le seuil ulimit = umin + α(umax − umin) permet de se´lectionner les capteurs ayant
les utilite´s les plus e´leve´es. Un capteur dont l’utilite´ est supe´rieure ou e´gale a` ulimit est
se´lectionne´ ale´atoirement et ajoute´ a` la couverture. Ainsi, l’algorithme se´lectionne en prio-
rite´ les capteurs qui couvrent le plus grand nombre de cibles (ni) a` moindre couˆt (πi). Ce
processus est re´pe´te´ jusqu’a` ce que la couverture soit re´alisable, c’est-a`-dire que toutes les
faces sont couvertes par un capteur actif.
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Algorithme 5 : GRASP
Input : α ∈ [0, 1] parame`tre de GRASP
∀i ∈ I, aic ← 0 // Ensemble des capteurs se´lectionne´s
F ← T (k) // Ensemble des faces non-encore couvertes
Fi ← {f ∈ F|i ∈ S(f)} // Faces non-encore couvertes a` la porte´e du capteur i
// Tant qu’il reste des faces non-couvertes
while |F| > 0 do
// Calcul des utilite´s
∀i ∈ I, ui ← |Fi|πi
// Calcul du seuil ulimit
umin ← mini∈I ui
umax ← maxi∈I ui
ulimit ← umin + α(umax − umin)
// Cre´ation de la liste des candidats RCL
RCL← {i ∈ I|ui ≥ ulimit}
// Se´lection ale´atoire d’un capteur de RCL
î← ChooseRandom(RCL)
// Mise a` jour des donne´es
â
ic
← 1
F ← F \ {f ∈ F |̂i ∈ S(f)}
Fi ← Fi \ {f ∈ F |̂i ∈ S(f)}, ∀i ∈ I
return (a1c, . . . , amc)
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Afin d’accroˆıtre les chances d’obtenir une couverture de couˆt re´duit positif, GRASP
peut eˆtre couple´ a` un algorithme de recherche locale. La recherche locale est un algorithme
d’exploration qui e´nume`re le voisinage de la solution retourne´e par le GRASP dans le but
de l’ame´liorer. Pour cela, on effectue des e´changes de capteurs susceptibles d’augmenter
la valeur du couˆt re´duit. Plusieurs voisinages sont teste´s successivement, par ordre crois-
sant de leur taille. Tout d’abord, on tente de supprimer des capteurs, autrement dit, on
cherche a` effectuer des 1-0-e´changes. Puis on tente d’e´changer un capteur avec un autre
plus profitable, en effectuant un 1-1-e´change. L’e´change de deux capteurs contre un autre
est un 2-1-e´change. Ceci peut eˆtre e´tendu au a-b-e´change ou` a est le nombre de capteurs
a` supprimer et b le nombre de capteurs a` ajouter. Toutefois, plus les valeurs de a et b
augmentent, plus le voisinage est vaste a` cause du nombre de combinaisons possibles. Ceci
a des re´percussions sur les temps de calcul et peut rendre la recherche locale improductive.
Par conse´quent, nous sugge´rons de limiter la recherche locale au 2-1-e´change. Chaque fois
qu’un e´change ame´liorant le couˆt re´duit est trouve´, il est imme´diatement effectue´, et la
recherche est poursuivie jusqu’a` ce que toutes les possibilite´s d’e´changes aient e´te´ essaye´es.
En re´sume´, le proble`me auxiliaire est re´solu a` l’aide de GRASP et d’une recherche
locale, tant que ces derniers trouvent des couvertures de couˆt re´duit positif. Le cas e´che´ant,
la ge´ne´ration de colonnes fait appel a` un solveur de programmes line´aires en variables
binaires, afin de trouver de nouvelles couvertures, ou prouver l’optimalite´ de la solution
courante.
4.4.3 Couvertures initiales
La contrainte (4.15) des mode`les MPMRC, MPMCG et MPMEC ne peut eˆtre satis-
faite sans un ensemble de couvertures initiales, en l’absence de membres de gauche dans
l’e´quation. Par conse´quent, il est ne´cessaire de ge´ne´rer un ensemble de couvertures initiales
pour commencer l’algorithme de ge´ne´ration de colonnes car d’apre`s le lemme 6, de´terminer
si MRC est re´alisable est un proble`me NP-complet.
De plus, nous n’avons pas de valeurs de variables duales (π, µ) dont de´pendent les
proble`mes auxiliaires AUXk. Pour cela, nous choisissons de fixer les valeurs πi = 1 et µk =
−|T (k)|−1 afin de re´duire AUXk a` un proble`me de couverture d’ensembles a` couˆts unitaires.
Ce choix permet de ge´ne´rer en premier lieu des couvertures de cardinalite´ minimale, qui
sont souhaitables pour la re´solution de MEC.
Toutefois, la ge´ne´ration de l’ensemble de couvertures initiales n’est pas suffisante pour
obtenir un ordonnancement re´alisable. Par exemple, il est possible de ge´ne´rer une couver-
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ture activant tous les capteurs simultane´ment, et de l’ajouter a` toutes les feneˆtres de temps.
Ne´anmoins, une telle couverture est tre`s couˆteuse en e´nergie. A` moins que les capteurs aient
une capacite´ suffisamment grande, il n’existe pas d’ordonnancement re´alisable respectant
les capacite´s. Ceci justifie le roˆle du sous-proble`me MRC, qui autorise temporairement
des capacite´s re´siduelles ri ne´gatives dans le mode`le MPMRC. Initialement, l’objectif de
MPMRC est ge´ne´ralement ne´gatif et augmente au fur et a` mesure de la ge´ne´ration de
colonnes. L’ensemble de couvertures devient re´alisable de`s lors qu’il existe un ordonnance-
ment tel que les capacite´s re´siduelles ri sont positives ou nulles, c’est-a`-dire de`s lors que la
valeur optimale de rmin (dans MPMRC) est positive ou nulle.
4.4.4 Exemple
Re´solvons l’instance de´crite a` la section 2.6 (page 28), qui comporte 3 capteurs et 2
cibles. Les capacite´s initiales des capteurs 1, 2 et 3 sont respectivement fixe´es a` E1 = 40,
E2 = 30 et E3 = 30. A` l’issue de la discre´tisation et de la proce´dure de re´duction, nous
obtenons une instance a` 3 feneˆtres de temps dans laquelle 4 faces sont traverse´es par les
cibles.
S(1) = {s1}
S(2) = {s1, s3}
S(3) = {s1, s2, s3}
S(4) = {s3}
T (1) = {f1}
T (2) = {f2}
T (3) = {f4}
∆1 = 30.2948
∆2 = 17.5427
∆3 = 12.1625
Les sous-proble`mes auxiliaires AUXk sont initialise´s avec πi = 1, ∀i ∈ I et µk = −2, ∀k ∈
K. Apre`s re´solution de chacun d’entre eux a` l’aide de la me´taheuristique GRASP, nous
obtenons pour les feneˆtres de temps 1, 2 et 3, les couvertures respectives {s1}, {s1} et
{s3}. Ces couvertures sont ajoute´es aux programme line´aire MPMRC, qui, une fois re´solu
a` l’aide d’un simplexe, donne une valeur de fonction objectif rmin = −7.83754. Les variables
duales associe´es aux contraintes (4.14) sont π1 = 1, π2 = 0 et π3 = 0, celles associe´es aux
contraintes (4.15) sont µ1 = −1, µ2 = −1 et µ3 = 0. Apre`s re´solution des sous-proble`mes
AUXk avec les nouveaux coefficients, seule une couverture de couˆt re´duit strictement positif
est ge´ne´re´e, {s3} dans la feneˆtre de temps 2. Une nouvelle re´solution de MPMRC retourne
rmin = 5. Par conse´quent, l’ensemble de couvertures courant est re´alisable pour MPMCG
et la re´solution du sous-proble`me MCG peut de´buter. La re´solution de MPMCG renvoie les
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variables duales suivantes : π1 =
1
2 , π2 = 0, π3 =
1
2 , µ1 = −12 , µ2 = −12 et µ3 = −12 . Il n’est
pas possible d’obtenir de couverture de couˆt re´duit strictement positif, alors l’algorithme
passe a` la dernie`re phase (MEC). La garantie de couverture optimale est T ∗min = 5. A`
l’issue de la re´solution de MPMEC, on obtient les variables duales π1 = 1, π2 = 1, π3 = 1,
µ1 = −1, µ2 = −1 et µ3 = −1. De meˆme, il n’est pas possible de ge´ne´rer de couvertures de
couˆt re´duit strictement positif. Ainsi, un ordonnancement optimal peut eˆtre construit, dans
lequel le capteur 1 est active´ durant l’intervalle [0, 35] et le capteur 2 durant l’intervalle
[35, 60]. Le re´seau de capteurs consomme au total 60 unite´s d’e´nergie.
4.5 Re´sultats nume´riques
Les tests nume´riques sont effectue´s sur un jeu de 100 instances ge´ne´re´es ale´atoirement.
Dans chacune d’elles, les trajectoires des n cibles (n ∈ {5, 10, 15}) sont de´crites a` l’inte´rieur
d’une re´gion carre´e de dimensions 100 × 100. Les trajectoires sont repre´sente´es par une
ligne polygonale compose´e de 4 segments relie´s par 5 points de controˆle. A` chaque point de
controˆle est associe´ un temps de passage de la cible correspondante. Les temps de passage
associe´s aux points de controˆle sont re´partis uniforme´ment le long de l’horizon de temps
qui vaut H = 100 unite´s de temps. Autrement dit, le premier point de controˆle d’une
cible correspond a` sa position a` t = 0, le second a` t = 25, le troisie`me a` t = 50, etc. Les
temps de passage entre chaque paire de points de controˆle conse´cutifs sont uniforme´mement
distribue´s, c’est-a`-dire que la vitesse des cibles est constante jusqu’au prochain point de
controˆle. Les points de controˆle sont ge´ne´re´s ale´atoirement. Il s’ensuit que les cibles sont
susceptibles de traverser plusieurs fois une meˆme face. Un ensemble de m capteurs (m ∈
{50, 100, 150}) est disse´mine´ ale´atoirement, en s’assurant que la zone de couverture de
chaque capteur chevauche une partie d’au moins l’une des trajectoires des cibles. Les zones
de couverture sont des disques de rayon RS = 40. Les capacite´s initiales des capteurs sont
ale´atoires, variant dans l’intervalle [0, 100]. En re´sume´, pour chaque jeu de parame`tres m
et n, 10 instances sont cre´e´es, on obtient alors 3× 3 groupes de 10 instances. En outre, on
ajoute un jeu de 10 instances additionnelles avec m = 50 capteurs et n = 30 cibles. On
de´nombre alors au total 100 instances.
L’imple´mentation du programme est re´alise´e en C++ et exe´cute´e sur une machine
e´quipe´e d’un processeur Intel Xeon W3520 (2.67 GHz × 8) avec 8 Go de RAM sous Linux
Ubuntu 14.04. Les programmes line´aires MPMRC, MPMCG et MPMEC sont re´solus a`
l’aide de CPLEX 12.6.1. Les proble`mes auxiliaires AUXk sont re´solus de manie`re approche´e
4.5. RE´SULTATS NUME´RIQUES 87
a` l’aide d’une imple´mentation de GRASP et de manie`re exacte a` l’aide de CPLEX. Pour
GRASP, plusieurs valeurs du parame`tre de randomisation α ont e´te´ teste´es, dans l’ensemble
{0.6, 0.7, 0.8, 0.9, 1}. Chaque variante et jeu de parame`tres a e´te´ exe´cute´ 10 fois sur chaque
instance.
m n Moy. |K| α = 0.6 α = 0.7 α = 0.8 α = 0.9 α = 1
50
5 515 0.576 s 0.602 s 0.566 s 0.572 s 0.589 s
10 936 1.419 s 1.420 s 1.411 s 1.449 s 1.478 s
15 1304 2.455 s 2.456 s 2.301 s 2.506 s 2.490 s
30 1955 5.623 s 5.400 s 5.189 s 5.483 s 5.699 s
100
5 1080 1.468 s 1.445 s 1.486 s 1.378 s 1.428 s
10 2100 4.259 s 3.990 s 4.059 s 4.247 s 4.245 s
15 3061 8.614 s 8.427 s 8.115 s 8.058 s 8.003 s
150
5 1640 2.793 s 3.059 s 3.023 s 2.944 s 2.930 s
10 3260 10.05 s 9.042 s 9.234 s 11.17 s 10.55 s
15 4797 18.93 s 18.69 s 17.96 s 19.11 s 19.10 s
Tableau 4.3 – Moyenne du temps d’exe´cution en fonction de la valeur α de GRASP
Dans un premier temps, on conside`re que les positions des cibles ne sont pas incertaines
(rayon du disque d’incertitude δ = 0). Le tableau 4.3 compare les temps de calcul moyens
en fonction du parame`tre de randomisation α de GRASP. Ces temps ne tiennent pas
compte du temps e´coule´ lors de la discre´tisation. Bien que l’impact du coefficient α soit
faible, il semble que les meilleurs temps de calcul se situent autour de α = 0.8. Ce faible
impact s’explique par le fait que les sous-proble`mes auxiliaires sont de petite taille, et que
la recherche locale est particulie`rement efficace sur ceux-ci. Dans la suite de cette section,
nous choisissons α = 0.8 pour le parame`tre de randomisation de GRASP.
Le tableau 4.4 compare les temps de calcul de l’approche matheuristique (combinant la
me´taheuristique GRASP et le solveur CPLEX) note´e GRASP+ILP, avec les temps de la
ge´ne´ration de colonnes basique, qui re´sout tous les proble`mes AUXk uniquement a` l’aide
de CPLEX (ILP). La troisie`me colonne contient le nombre moyen de feneˆtres de temps
(apre`s re´duction de la taille de l’instance).
La matheuristique GRASP+ILP ame´liore le temps de calcul moyen d’un facteur 3
a` 4 par rapport a` l’approche ILP. Par ailleurs, on remarque que la difficulte´ a` re´soudre
le proble`me augmente sensiblement avec la taille de l’instance, en particulier lorsque le
nombre de feneˆtres de temps augmente. En effet, le nombre de feneˆtres de temps de´termine
le nombre de sous-proble`mes auxiliaires a` re´soudre a` chaque ite´ration de l’algorithme de
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m n Moy. |K| GRASP+ILP ILP
50
5 515 0.566 s 1.938 s
10 936 1.411 s 4.749 s
15 1304 2.301 s 7.926 s
30 1955 5.189 s 16.30 s
100
5 1080 1.486 s 5.191 s
10 2100 4.059 s 15.70 s
15 3061 8.115 s 28.29 s
150
5 1640 3.023 s 11.52 s
10 3260 9.234 s 29.20 s
15 4797 17.96 s 68.88 s
Tableau 4.4 – Moyenne du temps d’exe´cution de GRASP+ILP et ILP en fonction du
nombre de capteurs
ge´ne´ration de colonnes.
m n δ = 0 δ = 1 δ = 2
50
5 515 598 607
10 936 1163 1210
15 1304 1677 1760
30 1955 2779 2938
100
5 1080 1295 1619
10 2100 2687 3379
15 3061 4072 5114
150
5 1640 2181 2769
10 3260 4646 5787
15 4797 7107 8781
Tableau 4.5 – Moyenne du nombre |K| de feneˆtres de temps en fonction du rayon δ du
disque d’incertitude
Ajouter de l’incertitude spatiale modifie le nombre de feneˆtres de temps ge´ne´re´es a`
l’issue de la discre´tisation. En effet, un disque d’incertitude est susceptible de traverser
davantage de frontie`res de zones de couverture qu’une cible ponctuelle. Le tableau 4.5
montre l’impact du rayon du disque d’incertitude sur le nombre de feneˆtres de temps. Un
rayon d’incertitude δ = 0 signifie qu’on connaˆıt la position des cibles avec certitude. Ces
donne´es portent sur les instances re´duites. Le rayon d’incertitude a e´galement un impact
sur les temps d’exe´cution de l’algorithme de discre´tisation, comme le montre le tableau 4.6.
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m n δ = 0 δ = 1 δ = 2
50
5 0.023 s 0.279 s 0.638 s
10 0.076 s 1.080 s 2.557 s
15 0.162 s 2.436 s 5.779 s
30 0.623 s 9.899 s 23.54 s
100
5 0.089 s 2.814 s 7.960 s
10 0.326 s 11.84 s 34.17 s
15 0.718 s 27.58 s 79.31 s
150
5 0.200 s 11.72 s 37.50 s
10 0.761 s 52.15 s 169.0 s
15 1.691 s 124.6 s 396.2 s
Tableau 4.6 – Moyenne du temps d’exe´cution de la discre´tisation en fonction du rayon δ
du disque d’incertitude
La proce´dure de re´duction joue un roˆle important dans le cas de l’incertitude. Le ta-
bleau 4.7 montre l’efficacite´ de cette proce´dure en fonction du nombre de capteurs, de
cibles, et du rayon du disque d’incertitude. Dans le cas sans incertitude, on observe que le
nombre de feneˆtres supprime´es augmente sensiblement en fonction du nombre de cibles. En
effet, avec un plus grand nombre de cibles, il y a de plus fortes chances d’obtenir des faces
redondantes a` couvrir, c’est-a`-dire des faces dont l’ensemble de capteurs candidats forme un
sur-ensemble des capteurs candidats d’une autre face. Ceci offre davantage d’opportunite´s
de fusionner des feneˆtres de temps.
m n δ = 0 δ = 1 δ = 2
50
5 7 % 46 % 45 %
10 16 % 48 % 46 %
15 22 % 50 % 47 %
30 41 % 58 % 55 %
100
5 3 % 42 % 27 %
10 7 % 41 % 25 %
15 10 % 40 % 25 %
150
5 2 % 35 % 17 %
10 4 % 32 % 14 %
15 6 % 30 % 14 %
Tableau 4.7 – Pourcentage moyen de feneˆtres de temps supprime´es apre`s re´duction des
instances en fonction du nombre de capteurs, de cibles et du rayon δ du disque d’incertitude
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Lorsque le rayon du disque d’incertitude est e´gal a` 1, entre de 30% et 60% des feneˆtres
sont supprime´es en moyenne. Le potentiel de la proce´dure de re´duction est augmente´
lorsqu’on conside`re un disque d’incertitude, puisque le nombre de feneˆtres de temps est
ge´ne´ralement sensiblement plus e´leve´. Toutefois ce phe´nome`ne a des limites, comme le
montre le cas δ = 2. En effet, il est possible de produire moins de feneˆtres de temps avec
un disque d’incertitude plus grand.
Par exemple, prenons le cas particulier d’une cible dont la trajectoire est une sinuso¨ıde
longeant le bord de la zone de couverture d’un capteur i. Si le rayon d’incertitude est
suffisamment petit, la cible traverse deux fois le bord a` chaque pe´riode. Ainsi, chaque
entre´e ou sortie de la zone de couverture du capteur i produit un tick. Si on augmente
suffisamment son rayon, il s’ensuit que le disque d’incertitude couvre constamment le bord
du capteur i, sans jamais en sortir. Par conse´quent, le nombre de ticks est diminue´, ce qui
diminue e´galement le potentiel de la proce´dure de re´duction. Sur nos instances, le nombre
de feneˆtres de temps est ge´ne´ralement tre`s le´ge`rement infe´rieur avec δ = 2 par rapport a`
δ = 1.
m n δ = 0 δ = 1 δ = 2
50
5 0.004 s 0.076 s 0.113 s
10 0.048 s 0.546 s 0.784 s
15 0.198 s 1.837 s 2.638 s
30 2.164 s 20.76 s 28.45 s
100
5 0.011 s 0.440 s 0.669 s
10 0.114 s 3.493 s 5.619 s
15 0.459 s 16.44 s 21.66 s
150
5 0.019 s 1.204 s 2.306 s
10 0.176 s 12.43 s 18.54 s
15 0.686 s 46.66 s 57.72 s
Tableau 4.8 – Moyenne du temps d’exe´cution de la re´duction d’instances en fonction du
rayon δ du disque d’incertitude
Au fur et a` mesure qu’on augmente son rayon, de plus en plus de varie´te´s de faces
peuvent eˆtre chevauche´es par le disque d’incertitude. Nous avons observe´ que le nombre de
faces supprime´es dans les ensembles T (k) est significativement plus grand pour δ = 2 que
pour δ = 1. Toutefois, le nombre de feneˆtres de temps fusionne´es est plus petit pour δ = 2.
L’augmentation du rayon d’incertitude peut ainsi rendre la proce´dure de re´duction moins
efficace.
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δ = 0 δ = 1 δ = 2
m n S.R. A.R. Gain S.R. A.R. Gain S.R. A.R. Gain
50
5 0.645 s 0.570 s 12 % 1.303 s 0.693 s 47 % 1.457 s 0.806 s 45 %
10 1.737 s 1.459 s 16 % 3.886 s 2.195 s 44 % 5.213 s 2.850 s 45 %
15 3.364 s 2.499 s 26 % 7.821 s 4.936 s 37 % 10.88 s 6.354 s 42 %
30 10.92 s 7.353 s 33 % 26.43 s 27.73 s -5 % 38.40 s 37.14 s 3 %
100
5 1.463 s 1.497 s 1 % 3.882 s 2.339 s 40 % 6.763 s 3.500 s 48 %
10 4.319 s 4.173 s 3 % 13.92 s 9.048 s 35 % 27.81 s 14.65 s 47 %
15 9.212 s 8.574 s 7 % 37.46 s 28.91 s 23 % 68.04 s 40.95 s 40 %
150
5 3.099 s 3.042 s 2 % 10.84 s 5.813 s 46 % 19.55 s 9.453 s 52 %
10 9.753 s 9.410 s 4 % 45.38 s 27.88 s 39 % 117.2 s 44.82 s 62 %
15 18.93 s 18.65 s 2 % 139.0 s 81.32 s 41 % N/A 114.0 s N/A
Tableau 4.9 – Temps d’exe´cution de la ge´ne´ration de colonnes, avec ou sans re´duction
Le couˆt en temps de calcul de la re´duction d’instances est repre´sente´ dans le tableau 4.8.
Lorsque la position des cibles est incertaine, le temps d’exe´cution de la proce´dure de
re´duction peut atteindre jusqu’a` une minute en moyenne. Toutefois, la re´duction d’ins-
tances est le plus souvent be´ne´fique, lorsqu’on compare les temps avec le tableau 4.9, qui
montre les temps de calcul de la ge´ne´ration de colonnes avec et sans re´duction. Les co-
lonnes nomme´es S.R. repre´sentent les temps d’exe´cution de la ge´ne´ration de colonnes sur
les instances non-re´duites. Les colonnes nomme´es A.R. repre´sentent ces meˆmes temps, sur
les instances re´duites, auxquels on a additionne´ le temps d’exe´cution de la re´duction d’ins-
tance. Les colonnes “Gain” montrent le pourcentage de temps total procure´ par l’utilisation
de la proce´dure de re´duction. Pour le cas δ = 2 avecm = 150 capteurs et n = 15 cibles, sans
re´duction, l’algorithme a e´te´ stoppe´ avant la fin car le temps de calcul e´tait excessivement
e´leve´. Les gains les plus e´leve´s sont ge´ne´ralement observe´s pour les cas ou` les positions de
cibles sont incertaines et que le nombre de cibles est infe´rieur a` 15.
E´tudions la qualite´ des bornes supe´rieures pour chaque valeur de δ ∈ {0, 1, 2}. Le
tableau 4.10 montre l’e´cart moyen en pourcentage entre les bornes supe´rieures et les valeurs
optimales des fonctions objectifs des sous-proble`mes MCG et MEC. Le calcul de la borne
UB2MEC ne´cessite la re´solution (approche´e ou exacte) d’un proble`me de clique maximum.
Pour cela, nous utilisons la bibliothe`que LEMON (Dezso˝ et al. 2011), et en particulier
l’imple´mentation d’un algorithme de recherche locale ite´re´e propose´ par Grosso, Locatelli,
and Pullan (Grosso et al. 2007). La borne UB1MCG atteint l’optimalite´ pour 94 % des
instances. Pour rappel, UB1MCG calcule les diffe´rences entre le potentiel e´nerge´tique des
92 CHAPITRE 4. OPTIMISATION DE LA CONSOMMATION E´NERGE´TIQUE
δ = 0 δ = 1 δ = 2
m n UB1MCG UB1MEC UB2MEC UB1MCG UB1MEC UB2MEC UB1MCG UB1MEC UB2MEC
50
5 < 0.01 % 2.18 % 0.28 % 0 % 2.18 % 0.94 % < 0.01 % 2.18 % 0.19 %
10 0 % 3.67 % 0.39 % 0 % 3.67 % 1.21 % < 0.01 % 3.67 % 0.29 %
15 0 % 5.10 % 0.51 % < 0.01 % 5.10 % 1.23 % < 0.01 % 5.10 % 0.31 %
30 0 % 7.78 % 0.85 % 0 % 7.78 % 1.46 % 0 % 7.78 % 0.33 %
100
5 0 % 0.90 % 0.11 % 0 % 0.90 % 0.15 % 0 % 0.90 % 0.02 %
10 0 % 1.53 % 0.13 % 0 % 1.53 % 0.15 % 0 % 1.53 % 0.05 %
15 0 % 2.23 % 0.22 % 0 % 2.23 % 0.20 % 0 % 2.23 % 0.06 %
150
5 0 % 0.54 % 0.06 % 0 % 0.54 % 0.01 % 0 % 0.54 % 0.01 %
10 0 % 0.96 % 0.09 % 0 % 0.96 % 0.04 % 0 % 0.96 % 0.04 %
15 0 % 1.40 % 0.15 % 0 % 1.40 % 0.10 % 0 % 1.40 % 0.08 %
Tableau 4.10 – E´cart moyen entre les bornes supe´rieures et les valeurs optimales
faces (somme des capacite´s re´siduelles des capteurs candidats) et la demande de couverture
des cibles qui la traversent. Dans tous les cas, la borne UB2MEC domine UB1MEC, puisque
UB2MEC est une version ame´liore´e de UB1MEC. Les bornes sur le proble`me de clique
maximum sont tre`s be´ne´fiques sur les performances de UB2MEC. Ces bornes, en particulier
pour MEC, peuvent eˆtre utiles dans le cas d’instances difficiles pour lesquelles l’algorithme
de ge´ne´ration de colonnes ne retourne pas de solution optimale en temps raisonnable.
L’utilisateur peut ainsi juger de la qualite´ de la solution courante, et de´cider d’interrompre
l’algorithme si la qualite´ de la solution lui paraˆıt suffisante.
m = 20 m = 30 m = 40
Instance IMPMCG G+ILP IMPMCG G+ILP IMPMCG G+ILP
1 1.27 s 0.13 s 3.96 s 0.21 s > 3600 s 0.29 s
2 1.28 s 0.09 s 4.34 s 0.15 s 10.0 s 0.24 s
3 > 3600 s 0.14 s > 3600 s 0.08 s > 3600 s 0.18 s
4 0.86 s 0.11 s 2.50 s 0.18 s > 3600 s 0.24 s
5 0.92 s 0.07 s > 3600 s 0.14 s 59.8 s 0.19 s
6 0.49 s 0.10 s > 3600 s 0.27 s 5.72 s 0.23 s
7 0.80 s 0.09 s > 3600 s 0.19 s 8.15 s 0.29 s
8 0.68 s 0.11 s 3.17 s 0.19 s 9.69 s 0.27 s
9 1.06 s 0.09 s 3.37 s 0.12 s > 3600 s 0.27 s
10 0.92 s 0.15 s 203 s 0.19 s > 3600 s 0.27 s
Tableau 4.11 – Temps de calcul moyen de IMPMCG et GRASP+ILP sur des petites
instances
Afin d’e´valuer le temps de calcul pour re´soudre IMPMCG, 30 instances ont e´te´ ge´ne´re´es
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avecm ∈ {20, 30, 40} et n = 4 cibles, de la meˆme manie`re que les 100 instances pre´ce´dentes.
Le tableau 4.11 compare les temps de calcul de la re´solution de IMPMCG et la re´solution
avec GRASP+ILP (abre´ge´ G+ILP) sur ces instances. Une limite de temps de calcul a e´te´
fixe´e a` 3600 secondes. Le temps de calcul est significativement plus e´leve´ avec l’approche
IMPMCG, et le nombre d’instances qui requie`rent plus d’une heure de calcul augmente
rapidement avec le nombre de capteurs. Or, toutes ces instances ont e´te´ re´solues en moins
d’une seconde avec l’approche GRASP+ILP. Comme dans (Rossi et al. 2012), ceci montre
clairement l’efficacite´ des approches a` base de ge´ne´ration de colonnes.
4.6 Conclusion
Dans le cadre de missions multiples, il est important de pre´server les capacite´s des
capteurs d’une zone d’inte´reˆt a` surveiller ulte´rieurement. Dans ce chapitre, nous avons
e´tudie´ un proble`me de´compose´ en trois sous-proble`mes. Le roˆle du premier, MRC, est de
ve´rifier l’existence d’un ordonnancement re´alisable d’activite´s de capteurs. Le second sous-
proble`me, MCG, consiste a` maximiser la garantie de couverture, la dure´e pour laquelle le
re´seau est capable de surveiller tout point de la zone d’inte´reˆt a` l’issue de la mission cou-
rante. Enfin, le troisie`me, MEC, consiste a` minimiser l’e´nergie totale consomme´e, tout en
pre´servant la garantie de couverture maximale. La me´thode pre´sente´e se de´roule en deux
grandes phases : la discre´tisation, et la re´solution d’un proble`me d’ordonnancement d’acti-
vite´s des capteurs. La discre´tisation reformule le proble`me ge´ne´ral afin de s’affranchir des
donne´es ge´ome´triques et de permettre l’utilisation d’outils de re´solution. Elle produit ainsi
l’instance d’un proble`me d’ordonnancement d’activite´s de capteurs, dont la taille peut eˆtre
re´duite par la suppression de faces a` couvrir et des fusions de feneˆtres de temps, sans mo-
difier le proble`me. La re´solution du proble`me d’ordonnancement repose sur la ge´ne´ration
de colonnes et est de´compose´e en trois e´tapes. La premie`re e´tape consiste a` ge´ne´rer un
ensemble de couvertures initial, par la re´solution de MRC, afin de ve´rifier l’existence d’un
ordonnancement re´alisable. Les deuxie`me et troisie`me e´tapes consistent a` re´soudre MCG
et MEC successivement. Les proble`mes maˆıtres de MRC, MCG et MEC ont e´te´ formule´s
de manie`re a` partager le meˆme ensemble de couvertures et le meˆme proble`me auxiliaire. Le
proble`me auxiliaire est lui-meˆme de´composable en fonction des feneˆtres de temps. Chaque
sous-proble`me auxiliaire, formule´ comme la variante d’un proble`me de couverture d’en-
sembles, peut eˆtre re´solu avec GRASP, et le cas e´che´ant, avec un solveur de programmes
line´aires en variables binaires.
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Des instances jusqu’a` 150 capteurs et 15 cibles sont re´solues en moins de 20 secondes
en moyenne, lorsque les cibles ne sont pas sujettes a` incertitude. Dans le cas ou` les cibles
sont sujettes a` incertitude, ces meˆmes instances sont re´solues en moins de 30 secondes
en moyenne. La proce´dure de re´duction d’instances permet de supprimer de nombreuses
feneˆtres de temps lorsque le nombre de cibles est e´leve´ ou lorsqu’elles sont sujettes a` in-
certitude. Il s’ensuit que le nombre de proble`mes auxiliaires est diminue´ jusqu’a` 60% en
moyenne pour le cas ou` les cibles sont sujettes a` incertitude.
Les perspectives offertes par ces travaux incluent la prise en compte des couˆts de com-
munication et de l’acheminement des donne´es de surveillance vers une station de base.
De nouveaux crite`res pourraient eˆtre pris en compte, comme une mesure de robustesse a`
l’instar du proble`me pre´sente´ au chapitre 2.
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Les pre´ce´dents chapitres pre´sentent des proble`mes d’ordonnancement d’activite´s de
capteurs pouvant faire l’objet de nombreuses extensions, ce qui ouvre des perspectives
pour la re´solution de proble`mes tenant compte de multiples aspects de la re´alite´. Le pre´sent
chapitre propose trois extensions pertinentes au proble`me MSR du chapitre 3.
Les capteurs, e´quipe´s d’un module de communication, peuvent acheminer les donne´es
de surveillance vers une station de base, afin que l’exploitant puisse analyser et traiter ces
donne´es. La communication e´nerge´tique lie´e aux communications est prise en compte dans
l’extension pre´sente´e dans la section 5.1. Dans la section 5.2, l’extension pre´sente´e permet
de construire un ordonnancement robuste pour la surveillance de plusieurs cibles. Enfin,
l’extension propose´e dans la section 5.3 prend en compte a` la fois l’incertitude spatiale et
temporelle pour le suivi d’une cible.
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5.1 Couˆts de communication
Dans le proble`me pre´sente´ au chapitre 3, note´ MSR (Maximize Stability Radius), les
capteurs ont pour mission de surveiller une cible, pour laquelle la trajectoire spatiale est
connue avec certitude, mais dont les temps de passage en chacun de ses points sont in-
certains. Le but est de construire un ordonnancement robuste d’activite´s de capteurs,
garantissant la surveillance de la cible, malgre´ une avance ou un retard par rapport aux
temps de passage pre´visionnels.
N
c1
c2
c3
c4
1
2
3
4
Figure 5.1 – Exemple de graphe de communication, ou` N est une station de base
Dans cette section, nous pre´sentons une extension de ce proble`me dans laquelle les
couˆts d’acheminement des donne´es vers une station de base sont pris en compte. La station
de base est typiquement un relais vers un centre de controˆle dont le but est de collecter
et traiter les donne´es envoye´es par les capteurs. Les capteurs disposent d’un module de
communication sans fil capable d’e´mettre et recevoir des donne´es (wifi, bluetooth, etc.).
Les capacite´s des batteries des capteurs sont de´sormais exprime´es en unite´s d’e´nergie.
Lors d’une activite´ de surveillance, un capteur collecte β unite´s de donne´es par unite´ de
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temps, et consomme sur sa batterie eS unite´s d’e´nergie par unite´ de temps (il s’agit donc
d’une puissance). Un capteur i est capable de transmettre des donne´es aux capteurs se
situant dans sa zone de communication ci. Sans perte de ge´ne´ralite´, nous conside´rons que
la zone de communication d’un capteur est un disque de rayon RC centre´ sur le capteur. La
transmission d’une unite´ de donne´es couˆte eT unite´s d’e´nergie, et la re´ception eR. La station
de base est suppose´e positionne´e a` l’inte´rieur d’au moins une zone de communication. Un
re´capitulatif des donne´es d’entre´e est pre´sente´ dans le tableau 5.1.
I Ensemble des capteurs {1, . . . ,m}
si Zone de couverture du capteur i
ci Zone de communication du capteur i
Ei Capacite´ du capteur i en unite´s d’e´nergie
T (t) Position de la cible a` l’instant t
eS Energie consomme´e par un capteur pour la surveillance d’une cible
eT Energie consomme´e par un capteur pour l’envoi de donne´es
eR Energie consomme´e par un capteur pour la re´ception de donne´es
β Quantite´ de donne´es de surveillance par unite´ de temps
Tableau 5.1 – Donne´es d’entre´e de MSRC
Pour cette extension, qu’on notera MSRC (Maximize Stability Radius with Commu-
nication), la me´thode propose´e est base´e sur celle du chapitre 3. Elle se de´roule en deux
phases : la discre´tisation, et la re´solution d’un proble`me d’ordonnancement d’activite´s de
capteurs. La discre´tisation, qui consiste a` reformuler les donne´es du proble`me, est de´crite
en de´tail dans le chapitre 2 et la section 3.2.1 (page 35).
K Ensemble des feneˆtres de temps {1, . . . , p}
Sj(k) ⊆ I Ensemble des capteurs candidats couvrant la cible pendant la feneˆtre
de temps k ∈ K ∪ {0, p+ 1}
tk Tick d’indice k ∈ K ∪ {p+ 1}
σk Valeur de´terminant la cate´gorie du tick k (entrant ou sortant)
∆k Dure´e de la feneˆtre de temps k ∈ K
N(i) Ensemble des nœuds (capteurs, station de base) capables de com-
muniquer avec le capteur i
Tableau 5.2 – Donne´es re´sultant de la discre´tisation
L’objectif de MSRC est identique a` celui de MSR, a` savoir maximiser le rayon de
stabilite´, note´ ρ. Le rayon de stabilite´ d’un ordonnancement S est de´fini par la plus grande
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variation des ticks tk qui ne compromet pas la capacite´ de S a` couvrir continuellement la
cible sans la perdre de vue. Autrement dit, l’objectif est de construire un ordonnancement
qui re´siste le mieux possible aux avances ou retards e´ventuels de la cible par rapport aux
temps de passage pre´visionnels.
Afin de re´soudre MSRC, on ajoute a` la discre´tisation la construction d’un graphe
de communication, afin de de´terminer entre quels capteurs peuvent transiter les flux de
donne´es. L’ensemble des sommets est constitue´ des capteurs et de la station de base. Les
areˆtes repre´sentent les liens de communication. La discre´tisation produit alors les ensembles
N(i), ensemble des nœuds (c’est-a`-dire des capteurs et/ou la station de base) capables de
communiquer avec le capteur i. Un capteur j appartient a` N(i) si la distance entre les
capteurs i et j est infe´rieure au rayon de communication RC . Ainsi, une areˆte est cre´e´e
entre deux nœuds distincts i et j si et seulement si j ∈ N(i). Les donne´es re´sultant de la
discre´tisation sont re´sume´es dans le tableau 5.2.
A` l’issue de la discre´tisation, la re´solution de MSRC se de´roule suivant le meˆme sche´ma
que la me´thode propose´e pour MSR. Celle-ci consiste en une dichotomie sur le rayon
de stabilite´ ρ. Premie`rement, une borne supe´rieure UB sur ρ est calcule´e afin de re´duire
l’espace de recherche de la dichotomie a` l’intervalle [0,UB]. L’espace de recherche est alors
repre´sente´ par une liste ordonne´e D contenant toutes les distances positives tk′ − tk < UB
ou` tk est un tick entrant et tk′ un tick sortant. Puis, a` chaque ite´ration de la dichotomie,
un proble`me de de´cision est re´solu. Le proble`me de de´cision consiste, pour une valeur de
ρ donne´e, a` de´terminer s’il existe un ordonnancement re´alisable dont le rayon de stabilite´
est d’au moins ρ.
Pour rappel (section 3.3.1, page 44), dans le cas du proble`me MSR, le proble`me de
de´cision peut eˆtre formule´ comme un proble`me de transport. Pour ρ = 0, une instance I0
du proble`me de transport est construite en attribuant aux capteurs le roˆle de fournisseurs
(de capacite´ Ei) et aux feneˆtres de temps le roˆle de clients (demande ∆k). L’instance est
e´quilibre´e en cre´ant un client fictif dont la demande est ∆p+1 =
∑
i∈I Ei −
∑
k∈K ∆k. Les
couˆts de transport cik ont le roˆle de pe´nalite´s afin d’empeˆcher l’activation de capteurs non-
candidats. Ainsi cik = 1 si le capteur i n’est pas candidat pour la feneˆtre de temps k, 0 sinon.
Si la valeur optimale de la fonction objectif est nulle, alors il existe un ordonnancement
re´alisable pour I0. Pour ρ > 0, une instance Iρ est une instance dans laquelle les ticks de
I0 ont e´te´ de´place´s de telle sorte que s’il existe un ordonnancement re´alisable pour Iρ,
alors cet ordonnancement a un rayon de stabilite´ d’au moins ρ pour I0. L’instance Iρ est
construite de la manie`re suivante. On retarde les ticks entrants de I0 de ρ unite´s de temps,
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tandis que les ticks sortants sont avance´s de ρ unite´s de temps. Si un tick entrant et un
tick sortant se rencontrent, alors leur position est e´change´e dans la se´quence des ticks, et
l’ensemble des capteurs candidats S(k) est mis a` jour :
S(k)← S(k − 1) ∩ S(k + 1)
Enfin, comme pour l’instance I0, les capteurs jouent le roˆle de fournisseurs et les feneˆtres
de temps prennent le roˆle de clients (avec les nouvelles valeurs de ∆k). Les couˆts cik de
transport sont attribue´s de la meˆme manie`re.
Le proble`me de de´cision de MSRC ne peut pas eˆtre formule´ comme un proble`me de
transport, puisqu’il doit tenir compte des couˆts de communication. Toutefois, il peut eˆtre
formule´ comme un programme line´aire en variables continues. De manie`re similaire a` MSR,
une instance Iρ est une instance dans laquelle les ticks de I0 ont e´te´ de´place´s de telle manie`re
que s’il existe un ordonnancement re´alisable pour Iρ, alors cet ordonnancement a un rayon
de stabilite´ d’au moins ρ pour l’instance I0. Les ticks entrants sont retarde´s de ρ unite´s
de temps et les ticks sortants sont avance´s de ρ unite´s de temps. Si deux ticks entrants et
sortants se rencontrent a` l’issue de ces de´placements, alors ils sont e´change´s. On obtient
donc de nouvelles valeurs des dure´es de feneˆtres de temps ∆k pour Iρ.
Le programme line´aire LPMSRC contient les variables suivantes :
— xik : dure´e de surveillance attribue´e au capteur i pendant la feneˆtre de temps k
— fii′ : quantite´ de donne´es circulant du capteur i au capteur (ou station de base) i
′
— δ : augmentation de la valeur de ρ
On de´finit la constante σk :
σk =
{
1 si tk est un tick entrant
−1 si tk est un tick sortant
L’objectif est de maximiser l’augmentation de la valeur de ρ. La contrainte (5.2) impose
que l’e´nergie totale consomme´e par les capteurs n’exce`de pas leur capacite´. La contrainte
(5.3) assure la conservation des flots de donne´es. La contrainte (5.4) garantit que la demande
de temps de couverture de la cible est satisfaite.
Pour re´soudre le proble`me de de´cision de MSRC, une solution re´alisable pour LPMSRC
est suffisante. Il n’est donc pas ne´cessaire d’obtenir la valeur optimale de δ, sauf a` la dernie`re
ite´ration de la dichotomie, ou` l’on souhaite calculer la valeur optimale de ρ. Tout comme
MSR, le proble`me MSRC peut eˆtre re´solu en un nombre pseudo-polynomial d’ite´rations.
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Mode`le LPMSRC
max δ (5.1)
eS
∑
k∈K|i∈S(k)
xik + e
T
∑
i′∈N(i)
fii′ + e
R
∑
i′∈N−(i)
fi′i ≤ Ei ∀i ∈ I (5.2)
∑
k∈K|i∈S(k)
xik +
∑
i′∈N(i)
fi′i =
∑
i′∈N(i)
fii′ ∀i ∈ I (5.3)∑
i∈S(k)
xik = ∆k + (σk+1 − σk)δ, ∀k ∈ K (5.4)
δ ≥ 0 (5.5)
xik ≥ 0 ∀k ∈ K, i ∈ S(k) (5.6)
fii′ ≥ 0 ∀i ∈ I, i′ ∈ N(i) (5.7)
En effet, le proble`me de de´cision peut eˆtre re´solu a` l’aide d’un algorithme polynomial tel
qu’un algorithme de point inte´rieur pour les programmes line´aires en variables continues.
La dichotomie effectue un nombre logarithmique d’ite´rations en fonction du nombre de
feneˆtres de temps, soit O(log |K|). Or, il est possible de concevoir une instance dont le
nombre de feneˆtres de temps est aussi grand que l’on veut, sans augmenter le nombre de
capteurs ou de cibles (section 3.3.2, page 50). La me´thode globale s’exe´cute donc en temps
pseudo-polynomial.
Bornes supe´rieures
Les bornes supe´rieures pour MSR sont valides pour MSRC. En effet, MSR peut eˆtre
vue comme une relaxation de MSRC, dans laquelle les contraintes de communication sont
ignore´es, et les constantes prennent les valeurs eS = 1, eT = 0 et eR = 0. Ainsi, les bornes
UB1, UB1′, UB2 et UB2′ pre´sente´es dans la section 3.2.3 (page 38) s’appliquent a` MSRC.
Imple´mentation
Bien que l’imple´mentation n’ait pas e´te´ re´alise´e, nous disposons de tous les outils
ne´cessaires pour l’effectuer. En effet, l’imple´mentation d’un solveur pour MSRC peut se
baser sur le solveur de MSR. Au lieu de faire appel a` un solveur de proble`me de trans-
port, la dichotomie appelle un solveur de programme line´aire en variables continues tel
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que CPLEX, afin de re´soudre LPMSRC. La solution obtenue peut eˆtre code´e comme un
ordonnancement d’arbres, ou` les feuilles sont les capteurs actifs, les nœuds interme´diaires
sont des capteurs relais et la racine est la station de base. Cet ordonnancement peut eˆtre
construit a` l’aide d’un algorithme comme celui propose´ dans (Liu et al. 2011). Les va-
riables fii′ du programme line´aire LPMSRC repre´sentent un budget de communication. Un
capteur i envoie ses donne´es a` n’importe quel capteur i′ tel que fii′ > 0, jusqu’a` saturation,
c’est-a`-dire jusqu’a` ce que la quantite´ de donne´es envoye´es atteigne fii′ . Lorsqu’un lien de
communication est sature´, les donne´es peuvent en emprunter un autre non-sature´, jusqu’a`
ce que tous les liens soient sature´s. La contrainte (5.3) assure qu’il existe toujours un lien
de communication non-sature´.
5.2 Surveillance multi-cibles
Dans le chapitre 3, nous pre´sentons le proble`me MSR, consistant a` planifier un ordon-
nancement robuste d’activite´s de capteurs de manie`re a` surveiller une seule cible. Dans la
pre´sente section, nous e´tudions une extension appele´e MSRMT (Maximize Stability Ra-
dius with Multiple Targets) dans laquelle le re´seau de capteurs doit surveiller plusieurs
cibles. L’ensemble des cibles est note´ J . La trajectoire spatiale de chaque cible est connue
a` l’avance et mode´lise´e par une fonction vectorielle continue Tj : R→ R2, de´finie par Tj(t)
ou` t est une variable de temps. Autrement dit, a` un instant t, la cible est attendue a` la
position Tj(t). Toutefois, comme dans le cas de MSR, les temps de passage sont incertains.
Les donne´es du proble`me sont reformule´es graˆce a` la discre´tisation pre´sente´e au cha-
pitre 2. Pour cette extension, nous proposons l’utilisation de la variante de la discre´tisation
suivant les cibles (section 2.5, page 27). Ainsi, les ensembles de capteurs candidats sont
re´fe´rence´s par cible. Les donne´es re´sultant de la discre´tisation sont re´sume´es dans le ta-
bleau 5.3.
Tout comme pour MSR, l’objectif de MSRMT est de construire un ordonnancement
maximisant le rayon de stabilite´ ρ. Soit S un ordonnancement, son rayon de stabilite´ est
la plus grande variation des ticks tk qui ne compromet pas la capacite´ de S a` garantir la
couverture de la cible.
Le proble`me de de´cision de MSRMT consiste a` de´terminer s’il existe un ordonnance-
ment re´alisable tel que le rayon de stabilite´ est au moins ρ. Ce proble`me de de´cision est
mode´lise´ par MP, un programme line´aire en variables continues, formule´ comme le proble`me
maˆıtre d’un algorithme de ge´ne´ration de colonnes. Une couverture est un sous-ensemble des
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I Ensemble des capteurs {1, . . . ,m}
J Ensemble des cibles {1, . . . , n}
Ei Dure´e de vie de la batterie du capteur i ∈ I
K Ensemble des feneˆtres de temps {1, . . . , p}
tk Date de de´but de la feneˆtre de temps k ∈ K
∆k Dure´e de la feneˆtre de temps k ∈ K
σk 1 si le tick k est entrant, −1 s’il est sortant
Sj(k) Ensemble des capteurs candidats a` la couverture de la cible j pendant la
feneˆtre de temps k, c-a`-d entre les ticks tk et tk+1, k ∈ K
Tableau 5.3 – Donne´es d’entre´e du proble`me d’ordonnancement
capteurs couvrant toutes les cibles. Ainsi, une couverture est valide pour k si pour chaque
cible j, au moins un capteur de Sj(k) est active´. Soit C l’ensemble de toutes les couvertures
et Ck l’ensemble des couvertures valides pour la feneˆtre de temps k. On de´finit la constante
aic = 1 si le capteur i appartient a` la couverture c, 0 sinon. Le programme line´aire MP
consiste a` de´terminer les dure´es d’activation des couvertures.
— dkc dure´e de surveillance attribue´e a` la couverture c pendant la feneˆtre de temps k
— δ augmentation de la valeur de ρ
Mode`le MP
max δ (5.8)∑
k∈K
∑
c∈C(k)
aicd
k
c ≤ Ei ∀i ∈ I[πi] (5.9)∑
c∈C(k)
dkc = ∆k + (σk+1 − σk)δ ∀k ∈ K[µk] (5.10)
δ ≥ 0 (5.11)
dkc ≥ 0 ∀k ∈ K, c ∈ C(k) (5.12)
L’objectif est de maximiser l’augmentation du rayon de stabilite´ ρ. Toutefois, pour
obtenir un ordonnancement re´alisable, il n’est pas ne´cessaire de re´soudre MP a` l’optimalite´
puisqu’obtenir une solution re´alisable pour MP suffit a` re´soudre le proble`me de de´cision de
MSRMT. La contrainte (5.9) assure que la dure´e totale d’activite´ des capteurs ne de´passe
pas leur capacite´. La contrainte (5.10) impose la couverture des cibles a` chaque instant de
toutes les feneˆtres de temps.
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Le proble`me auxiliaire consiste a` construire des couvertures de couˆt re´duit positif. Il
peut eˆtre de´compose´ en |K| sous-proble`mes inde´pendants, note´s PPk.
Mode`le PPk
max −
∑
i∈I
πiaic − µk (5.13)∑
i∈Sj(k)
aic ≥ 1 ∀j ∈ J (5.14)
aic ∈ {0, 1} ∀i ∈ I (5.15)
L’objectif est de maximiser le couˆt re´duit de la nouvelle couverture. La contrainte (5.14)
garantit la couverture de toutes les cibles.
La formulation du proble`me de de´cision est conc¸ue pour l’exe´cution d’un algorithme
de ge´ne´ration de colonnes. Afin de trouver le rayon de stabilite´ optimal, une me´thode
approprie´e est la dichotomie. A` chaque ite´ration de la dichotomie, on re´sout le proble`me
de de´cision a` l’aide d’un algorithme de ge´ne´ration de colonnes.
A la rencontre de deux ticks tk et tk+1, une ope´ration sur les ensembles de capteurs
candidats est effectue´e.
Sj(k)← Sj(k − 1) ∩ Sj(k + 1)
Les couvertures existantes d’une feneˆtre de temps peuvent eˆtre garde´es lorsque l’en-
semble de capteurs candidats ne change pas. En revanche, il est peut-eˆtre ne´cessaire de
retirer les colonnes dck car elles pourraient ne plus eˆtre valides avec les nouveaux Sj(k).
Imple´mentation
L’imple´mentation d’une me´thode pour MSRMT peut eˆtre base´e sur l’imple´mentation
du solveur de MSR. La re´solution d’un proble`me de transport est remplace´e par un algo-
rithme de ge´ne´ration de colonnes, qui calcule une solution re´alisable de MP pour re´pondre
au proble`me de de´cision. A` l’issue de la dichotomie le programme line´aire MP est re´solu a`
l’optimalite´ pour trouver le rayon de stabilite´.
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5.3 Incertitude spatiale et temporelle
Les proble`mes pre´sente´s dans les chapitres 3 et 4 introduisent respectivement l’incer-
titude temporelle et spatiale. Dans cette section, nous pre´sentons une extension de MSR
(chapitre 3) qui prend e´galement en compte l’incertitude spatiale. Cette extension est note´e
MSRSU (Maximize Stability Radius under Spatial Uncertainty). Le re´seau de capteurs doit
surveiller une cible dont la trajectoire est mode´lise´e par une fonction vectorielle continue
T : R → R2, de´finie par T (t) ou` t est une variable de temps. La position de la cible est
sujette a` incertitude : a` chaque instant t, elle peut se situer a` une distance δ de sa position
attendue T (t). On conside`re alors un disque d’incertitude de rayon δ a` couvrir a` chaque
instant, ou` δ est un parame`tre d’entre´e du proble`me. Les temps de passage de la cible sont
e´galement sujets a` incertitude : la cible (ainsi que son disque d’incertitude) peut arriver
en avance ou en retard d’une dure´e ρ par rapport aux dates pre´visionnelles. Le but est
de construire un ordonnancement a` e´nergie minimale, capable de couvrir la cible malgre´
cette avance ou ce retard, et malgre´ l’incertitude spatiale. Afin que le re´seau de capteurs
consomme le moins d’e´nergie possible, un seul capteur peut eˆtre active´ a` chaque instant.
s1 s2
f1
f2
f3
Figure 5.2 – Exemple d’instance simple de MSRSU
A` l’instar des pre´ce´dents proble`mes e´tudie´s, celui-ci est reformule´ graˆce a` la
discre´tisation (chapitre 2). Rappelons que la zone de surveillance peut eˆtre partitionne´e
en surfaces disjointes appele´es faces. Dans le cas ou` les positions ne sont pas sujettes a`
incertitude, la trajectoire de la cible peut eˆtre formule´e comme une se´quence des faces
traverse´es. Dans le cas contraire, la trajectoire est une se´quence d’ensembles de faces tra-
verse´es par le disque d’incertitude. Chaque fois que le disque d’incertitude franchit la
frontie`re d’une face, la discre´tisation cre´e un tick, date de ce franchissement note´ tk ou` k
est son indice. L’intervalle de temps entre deux ticks tk et tk+1 conse´cutifs est une feneˆtre de
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temps, d’une dure´e note´e ∆k. Le temps est ainsi partitionne´ en feneˆtres de temps disjointes,
durant lesquelles l’ensemble des faces a` couvrir est le meˆme. En re´sume´, a` chaque feneˆtre
de temps k et chaque cible j on associe un ensemble d’ensembles de capteurs candidats
Σ(k) ⊆ {S|S ⊆ I}.
Un exemple est illustre´ sur la figure 5.2. Dans cette instance, le temps peut eˆtre par-
titionne´ en 5 feneˆtres de temps et 6 ticks. Dans la premie`re feneˆtre (entre les ticks t1 et
t2), le disque d’incertitude se situe inte´gralement dans la face f1, couverte par le capteur
1. Lorsque le disque franchit la frontie`re de s2 (la zone de couverture du capteur 2), la
seconde feneˆtre de´bute (au tick t2) et le disque chevauche a` la fois les faces f1 et f2. Dans
les feneˆtres suivantes, le disque chevauche {f2}, puis {f2, f3}, et enfin {f3}. A` l’issue de la
discre´tisation, nous admettrons que les donne´es produites sont les suivantes :
Σ(1) = {{s1}}
Σ(2) = {{s1}, {s1, s2}}
Σ(3) = {{s1, s2}}
Σ(4) = {{s1, s2}, {s2}}
Σ(5) = {{s2}}
∆1 = 1
∆2 = 1
∆3 = 1
∆4 = 1
∆5 = 1
σ1 = −1
σ2 = 1
σ3 = 1
σ4 = −1
σ5 = −1
σ6 = 1
Montrons que cette instance de MSRSU peut eˆtre formule´e comme une instance de
MSR. Les contraintes de MSRSU imposent qu’un seul capteur ne peut eˆtre active´ a`
chaque instant. Par conse´quent, si le re´seau de capteurs doit surveiller deux faces, il doit
ne´cessairement activer un capteur qui couvre ces deux faces. Les capteurs qui ne peuvent
couvrir toutes les faces requises dans une feneˆtre de temps k peuvent eˆtre supprime´s des
ensembles Σ(k). Ainsi, l’ensemble des capteurs candidats dans la feneˆtre de temps k est
l’intersection des ensembles de Σ(k), soit S(k) = ∩Σ(k). L’instance de MSRSU est alors
reformule´e en une instance de MSR :
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S(1) = {s1}
S(2) = {s1}
S(3) = {s1, s2}
S(4) = {s2}
S(5) = {s2}
∆1 = 1
∆2 = 1
∆3 = 1
∆4 = 1
∆5 = 1
σ1 = −1
σ2 = 1
σ3 = 1
σ4 = −1
σ5 = −1
σ6 = 1
Remarquons que s’il existe deux faces qui ne sont couvertes par aucun capteur en com-
mun, alors le proble`me MSRSU est non-re´alisable. Cette situation se rencontre notamment
lorsque le rayon du disque d’incertitude est suffisamment grand pour chevaucher des faces
tre`s e´loigne´es.
Imple´mentation
Puisqu’une instance de MSRSU peut eˆtre transforme´e en une instance de MSR, le
solveur de MSR peut eˆtre re´utilise´ directement. Toutefois, la discre´tisation doit inclure la
proce´dure de transformation de´crite dans la pre´sente section.
5.4 Conclusion
Les re´seaux de capteurs sans fil ont suscite´ une attention croissante ces dernie`res anne´es,
et constituent de´sormais un domaine a` part entie`re dans la litte´rature scientifique. Ces ap-
pareils, typiquement e´quipe´s d’un dispositif de mesure, d’un module de communication
et d’une batterie, offrent beaucoup d’applications, comme la suivi de ve´hicules ou la sur-
veillance d’un champ de bataille. Dans le chapitre 1, nous avons apporte´ une vue d’ensemble
des techniques d’optimisation dans les re´seaux de capteurs sans fil. Beaucoup de travaux
ont e´te´ re´alise´s pour optimiser l’usage des capteurs pour le suivi de cibles fixes a` l’aide
d’outils de la recherche ope´rationnelle. Toutefois, les techniques d’optimisation sont moins
nombreuses pour le suivi de cibles mobiles. Cette the`se s’inscrit ainsi dans la suite logique
de travaux existants, en re´pondant aux perspectives offertes par les travaux pre´ce´dents.
Avant le de´but d’une mission de surveillance, les donne´es dont nous disposons sont typi-
quement les positions des capteurs et des pre´visions sur la trajectoire de cibles a` surveiller.
Dans le chapitre 2, nous avons pre´sente´ une reformulation de ces donne´es afin de les rendre
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exploitables par des me´thodes d’optimisation. Elle constitue un pre´alable indispensable
aux me´thodes pre´sente´es dans cette the`se, et se de´cline en deux variantes pour convenir a`
tous les proble`mes. L’une des variantes est comple´te´e par une proce´dure de re´duction de
la taille d’une instance, qui permet de re´duire e´galement le temps de calcul total dans la
plupart des cas.
Le proble`me pre´sente´ dans le chapitre 3 note´ MSR consiste a` planifier un ordonnance-
ment robuste d’activite´s de capteurs a` e´nergie minimale afin de surveiller une cible dont
la trajectoire spatiale est connue mais dont les temps de passage sont incertains. Ceci cor-
respond notamment au cas ou` la cible a` surveiller est un train sur une voie ferre´e ou un
ve´hicule terrestre se de´plac¸ant sur une route. Nous avons introduit une mesure de robus-
tesse, le rayon de stabilite´, objectif de notre proble`me a` maximiser. La me´thode propose´e
est une dichotomie sur le rayon de stabilite´, s’exe´cutant en un nombre pseudo-polynomial
d’ite´rations dans le cas ge´ne´ral, et en temps polynomial lorsque la trajectoire de la cible
est une ligne polygonale. Toutefois, dans de nombreux cas, nous avons constate´ qu’il e´tait
possible de s’affranchir de la dichotomie graˆce au calcul de bornes supe´rieures rencontrant
souvent la valeur optimale du rayon de stabilite´. Les temps de calcul sont ainsi tre`s raison-
nables puisque des instances comportant jusqu’a` 1000 capteurs sont re´solues en moins de
15 secondes en moyenne.
Le chapitre 4 introduit un proble`me ou` le re´seau de capteurs doit surveiller plusieurs
cibles et pre´server sa capacite´ a` surveiller une zone d’inte´reˆt a` l’issue de la mission cou-
rante. Le but est de construire un ordonnancement d’activite´s de capteurs qui maximise
cette capacite´ de surveillance, et qui, dans le meˆme temps, minimise la consommation to-
tale d’e´nergie. De plus, la position des cibles est sujette a` incertitudes, c’est-a`-dire qu’elle
peut s’e´carter d’une certaine distance par rapport a` la position attendue. Ce proble`me,
prouve´ NP-difficile, est de´compose´ en trois sous-proble`mes successifs, formule´s comme le
proble`me maˆıtre d’un algorithme de ge´ne´ration de colonnes. Les trois proble`mes maˆıtres
partagent le meˆme proble`me auxiliaire, formule´ comme une variante du proble`me de cou-
verture d’ensembles. Cette de´composition permet en particulier d’exploiter les colonnes
d’un sous-proble`me pour un autre sous-proble`me. La me´thode propose´e est une matheu-
ristique, base´e sur la ge´ne´ration de colonnes et acce´le´re´e a` l’aide d’une me´taheuristique
GRASP.
Enfin, nous avons pre´sente´ dans le chapitre 5, trois exemples d’extensions au proble`me
MSR du chapitre 3. La premie`re extension prend en compte l’acheminement des donne´es
de surveillance vers une station de base, afin que l’exploitant puisse les traiter. Dans la
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deuxie`me extension, le re´seau de capteurs est capable de surveiller plusieurs cibles, sous les
meˆmes contraintes que MSR. Enfin, la troisie`me extension conside`re l’incertitude spatiale,
en plus de l’incertitude temporelle, pour la surveillance d’une cible. Pour chacune des
extensions, nous avons esquisse´ une me´thode afin d’ouvrir des perspectives de recherche.
Je remercie la Direction Ge´ne´rale de l’Armement (DGA) de m’avoir accorde´ un finan-
cement pour ces travaux de recherche.
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Optimisation de re´seaux de capteurs sans fil pour le suivi de cibles mobiles
Charly Lersteau
Re´sume´
Les re´seaux de capteurs sans fil suscitent une attention croissante
depuis quelques anne´es, tant les applications sont nombreuses, in-
cluant notamment le suivi de ve´hicules ou la surveillance de champs
de bataille. Un ensemble de capteurs disse´mine´ ale´atoirement a pour
but de surveiller des cibles se de´plac¸ant dans une re´gion donne´e.
Chaque capteur a une dure´e de vie limite´e et deux e´tats : actif ou
inactif. Un capteur actif peut surveiller des cibles dans son rayon
de porte´e, au prix d’une consommation d’e´nergie. Dans cette the`se,
les proble`mes e´tudie´s consistent a` de´terminer un ordonnancement
optimal d’activite´s de surveillance, afin de couvrir toutes les cibles a`
tout instant de la mission.
Nous abordons en premier lieu un proble`me d’ordonnancement
robuste. Une cible dont on connaˆıt la trajectoire spatiale avec
pre´cision est sujette a` incertitude temporelle. Cette situation est
rencontre´e lorsqu’un avion vole dans un couloir ae´rien, qu’un train
circule sur une voie ferre´e, ou que de tout autre ve´hicule suit un
itine´raire pre´-de´termine´. L’objectif est de calculer un ordonnance-
ment d’activite´s capable de re´sister au plus grand e´cart par rapport
aux dates pre´visionnelles de passage de la cible. Ce premier proble`me
est re´solu a` l’aide d’un algorithme exact pseudo-polynomial, repo-
sant sur une dichotomie.
En second lieu, nous e´tudions le proble`me visant a` pre´server
la capacite´ de surveillance du re´seau de capteurs dans un contexte
multi-missions. Les cibles sont maintenant sujettes a` une incer-
titude spatiale, c’est-a`-dire susceptibles de se trouver a` une dis-
tance infe´rieure a` un seuil δ de leur position pre´visionnelle. Ce se-
cond proble`me est re´solu a` l’aide d’un algorithme exact base´ sur la
ge´ne´ration de colonnes, et acce´le´re´ par une me´taheuristique.
Les me´thodes de re´solution propose´es ont en commun une e´tape
pre´liminaire, appele´e discre´tisation, qui conduit a` reformuler les
proble`mes originaux comme des proble`mes d’ordonnancement d’ac-
tivite´s de surveillance. L’espace de surveillance est de´coupe´ en faces,
ensembles de points couverts par un meˆme sous-ensemble de cap-
teurs. Le calcul des dure´es de se´jour des cibles dans chaque face
permet de de´couper la dure´e de la mission en feneˆtres de temps, et
d’envisager le proble`me de couverture de cibles mobiles comme une
se´quence de proble`mes de couverture de cibles immobiles.
Les algorithmes propose´s pour aborder ces proble`mes sont teste´s
sur de nombreuses instances, et leurs re´sultats sont analyse´s. De
nombreuses perspectives ouvertes par ces travaux sont e´galement
pre´sente´es.
Abstract
Wireless sensor networks have received a particular attention during
the last years, involving many applications, such as vehicle tracking
or battlefield monitoring. A set of sensors is randomly dispatched
in a region in order to monitor moving targets. Each sensor has a
limited battery lifetime and two states: active or inactive. An ac-
tive sensor is able to monitor targets inside its sensing radius, which
consumes energy. In this thesis, the studied problems consist in de-
ciding an optimal schedule of sensing activities, in order to cover all
the targets at any instant of the mission.
First, we study a robust scheduling problem. A target such that
the spatial trajectory is exactly known is subject to temporal uncer-
tainties. This context is met for a plane flying in an airline route, a
train running on a railway, or any vehicle following a predetermined
path. The objective is to compute a schedule of activities able to
resist to the largest uncertainties. This first problem is solved using
an exact pseudo-polynomial algorithm, relying on a dichotomy.
Second, we study a problem aiming at preserving enough sen-
sor network capacity in order to perform further missions. For this
problem, the targets are subject to spatial uncertainties, i.e. their
actual position may be at a distance δ of their expected position.
This second problem is solved using an exact algorithm based on
column generation, accelerated by a metaheuristic.
All the proposed methods have a common phase, called dis-
cretization, that leads to reformulate the original problems as ac-
tivity scheduling problems. The monitored area is split into faces,
that are defined as sets of points covered by the same set of sensors.
Computing the stay duration of targets inside each face leads to
split the mission duration into time windows, so the moving target
tracking problem can be seen as a sequence of static target tracking
problems.
The proposed algorithms are tested on many instances, and the
analysis of the results is provided. Numerous open perspectives of
this work are also given.
