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Resumo
Esta dissertac¸a˜o e´ dedicada ao estudo dos polino´mios cu´bicos Riemannianos e a
algumas generalizac¸o˜es deste conceito e da teoria envolvente, no sentido a seguir ex-
plicado. O trabalho contribui essencialmente para um novo formalismo Hamiltoniano
e da´ eˆnfase a` situac¸a˜o em que temos como espac¸o de configurac¸a˜o um grupo de Lie
conexo e compacto.
O trabalho e´ iniciado com a exposic¸a˜o do problema variacional cla´ssico de segunda
ordem, que permite definir as curvas conhecidas como polino´mios cu´bicos Riemanni-
anos e a ana´lise de alguns dos invariantes ao longo destas curvas. No aˆmbito dos
fibrados tangentes de ordem superior, apresentamos a versa˜o intr´ınseca das equac¸o˜es
de Euler-Lagrange e ainda a correspondente abordagem Hamiltoniana resultante da
transformac¸a˜o de Legendre generalizada. Introduzimos o problema de controlo o´ptimo
dos polino´mios cu´bicos Riemannianos, cujo sistema de controlo esta´ associado ao pro-
blema variacional destes polino´mios. Para o efeito, e´ adaptada para ordem dois, a
formulac¸a˜o geome´trica de um sistema de controlo de primeira ordem. Prosseguimos
depois para a descric¸a˜o Hamiltoniana deste problema de controlo, atrave´s de uma vari-
ante presimple´ctica do princ´ıpio do ma´ximo de Pontryagin e aplicamos o respectivo
algoritmo de restric¸a˜o. E´ discutida tambe´m a relac¸a˜o existente entre os formalismos
Lagrangiano e de controlo o´ptimo apresentados. Os resultados sa˜o concretizados para
os polino´mios cu´bicos em grupos de Lie conexos e compactos e esta situac¸a˜o e´ sim-
plificada com a trivializac¸a˜o a` esquerda do sistema Hamiltoniano simple´ctico obtido.
Analisamos as simetrias do sistema, recorrendo ao me´todo de reduc¸a˜o simple´ctica de
Marsden-Weinstein, obtendo no final um sistema com menos graus de liberdade do que
o inicial. Exemplificamos as abordagens expostas, com a apresentac¸a˜o do problema de
controlo o´ptimo dinaˆmico do corpo r´ıgido livre e esfe´rico.
Numa segunda etapa, estendemos o problema de controlo o´ptimo dos polino´mios
cu´bicos em grupos de Lie a um problema com um sistema de controlo de conexa˜o
afim mais geral. Mais concretamente, e em paralelismo com o estudo feito para os
polino´mios cu´bicos, e´ explorado o formalismo presimple´ctico e a trivializac¸a˜o do sis-
tema Hamiltoniano simple´ctico, obtido para este problema mais geral. Relacionamos a
dinaˆmica estudada para o referido problema de controlo o´ptimo, com a dinaˆmica de um
problema variacional com restric¸o˜es, que aparece na literatura como uma extensa˜o do
cla´ssico problema variacional dos polino´mios cu´bicos. Apresentamos alguns exemplos
elementares, que ilustram bem a abordagem apresentada. Conclu´ımos o trabalho com
o enquadramento dos problemas de controlo o´ptimo estudados ao longo da tese, na
teoria mais geral dos algebro´ides de Lie. Sob este ponto de vista, enriquecemos o texto
com alguns exemplos de problemas (cinema´ticos e dinaˆmicos) relacionados com o corpo
r´ıgido.
Alguns dos resultados desta tese foram ja´ objecto de publicac¸a˜o em [2, 3, 4, 5, 6, 7, 8].
Palavras chave: Polino´mios cu´bicos Riemannianos, ca´lculo de variac¸o˜es, controlo
o´ptimo, formalismo Lagrangiano e Hamiltoniano para ordem superior, princ´ıpio do
ma´ximo de Pontryagin, geometria Riemanniana, geometria simple´ctica e presimple´ctica,
reduc¸a˜o simple´ctica de Marsden-Weinstein, grupos de Lie, sistemas de controlo de
conexa˜o afim, algebro´ides de Lie.
Abstract
This thesis is devoted to the study of Riemannian cubic polynomials and to some
generalizations of this concept and the related theory, in the sense explained below.
The work contributes essentially to a new Hamiltonian formalism and gives emphasis
to the situation where the configuration space is a compact and connected Lie group.
The work begins with an exposition of the classical second order variational prob-
lem that defines the curves known as Riemannian cubic polynomials and the analysis
of some invariants along these curves. In the context of higher order tangent bundles,
we present the intrinsic version of the Euler-Lagrange equations and the correspond-
ing Hamiltonian approach resulting from the generalized Legendre transformation. We
introduce the optimal control problem of Riemannian cubic polynomials, whose con-
trol system is associated with the variational problem of these polynomials. For this
purpose, the geometric formulation of a first order control system is adapted to order
two. We proceed then to the Hamiltonian description of this control problem, using a
presymplectic variant of the Pontryagin maximum principle, and apply the appropri-
ate contraint algorithm. The relation between the introduced Lagrangian and optimal
control formalims is also discussed. The results are implemented for the cubic polyno-
mials on compact and connected Lie groups and this situation is simplified with the
left trivialization of the obtained symplectic Hamiltonian system. We analyze the sym-
metries of the system using the symplectic reduction procedure of Marsden-Weinstein,
getting in the end a system with fewer degrees of freedom than the original one. We
also exemplify our approaches with the dynamic optimal control problem of the free
and spherical rigid body.
In a second step, we extend the optimal control problem of cubic polynomials on
Lie groups to a more general problem with an affine connection control system. More
specifically, in parallel with the study of cubic polynomials, we explore the presymplec-
tic formalism and the trivialization of the symplectic Hamiltonian system obtained for
this further general problem. We relate the dynamics studied for the above optimal
control problem, with the dynamics of a variational problem with constraints, which
appears in the literature as an extension of the classical variational problem of cubic
polynomials. Some elementary examples that illustrate our approach are also given.
We conclude with a framework in the more general theory of Lie algebroids of the
optimal control problems studied throughout the thesis. From this point of view, we
provide some examples of (kinematic and dynamic) problems related to the rigid body.
Some of the results of the thesis can be found in [2, 3, 4, 5, 6, 7, 8].
Keywords: Riemannian cubic polynomials, calculus of variations, optimal control,
higher order Lagrangian and Hamiltonian formalisms, Pontryagin maximum principle,
Riemannian geometry, symplectic and presymplectic geometry, symplectic reduction of
Marsden-Weinstein, Lie groups, affine connection control systems, Lie algebroids.
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Introduc¸a˜o
Os polino´mios cu´bicos Riemannianos podem ser entendidos como uma generalizac¸a˜o
para variedades Riemannianas dos polino´mios cu´bicos do espac¸o Euclidiano. E´ sob
esta perspectiva que em 1989 ([69]), Noakes, Heinzinger e Paden iniciam o estudo
de um problema variacional de segunda ordem, que e´ explorado em 1995 ([37]), no
contexto da interpolac¸a˜o dinaˆmica, por Crouch e Silva Leite. Mais concretamente,
os polino´mios cu´bicos numa variedade Riemanniana apresentam-se como as soluc¸o˜es
suaves da equac¸a˜o diferencial de quarta ordem
D4x
dt4
+R
(
D2x
dt2
,
dx
dt
)
dx
dt
= 0, (1)
onde D/dt denota a derivada covariante e R e´ o tensor de curvatura. A equac¸a˜o
(1) e´ a equac¸a˜o de Euler-Lagrange do problema variacional de segunda ordem com
Lagrangiano dado por (1/2)
〈
D2x/dt2, D2x/dt2
〉
, onde 〈·, ·〉 denota a me´trica Rieman-
niana. Na situac¸a˜o em que a variedade Riemanniana e´ o espac¸o Euclidiano Rn munido
com a me´trica Euclidiana, a equac¸a˜o (1) reduz-se a d4x/dt4 = 0, cujas soluc¸o˜es sa˜o os
polino´mios cu´bicos em Rn.
Uma se´rie de resultados preponderantes na investigac¸a˜o deste tema teˆm vindo a
ser desenvolvidos, nomeadamente uma teoria geome´trica que pode ser interpretada
como uma extensa˜o natural para ordem superior da teoria cla´ssica das geode´sicas (ver
[26, 27, 28, 29, 40, 52]). Mais recentemente, em [2, 3, 66, 67, 68, 70, 73] foi analisado
o problema dos polino´mios cu´bicos, sob o ponto de vista variacional, para variedades
localmente sime´tricas e como resultado obtiveram-se alguns invariantes ao longo destes
v
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polino´mios. A partir desse momento, a explicac¸a˜o da natureza geome´trica destes invari-
antes tornou-se um desafio de investigac¸a˜o relevante. Destaca-se a ana´lise qualitativa
dos cu´bicos realizada por Abrunheiro e Camarinha em [2, 3] (inclu´ıda no cap´ıtulo 4
nesta dissertac¸a˜o), por Noakes em [66, 67] e por Noakes e Popiel em [70], com especial
atenc¸a˜o para o caso do grupo de Lie SO(3), onde estes polino´mios correspondem a
quadra´ticos de Lie na a´lgebra de Lie. Isto e´, quando a variedade de configurac¸a˜o e´
um grupo de Lie G conexo e compacto, a equac¸a˜o de Euler-Lagrange (1) da´ lugar a`s
equac¸o˜es
dx
dt
= TeLxY
...
Y + [Y, Y¨ ] = 0, (2)
onde x e´ uma curva em G e Y e´ uma curva na a´lgebra de Lie g do grupo, que se
designa por quadra´tico de Lie (refira-se ainda que, na equac¸a˜o anterior, TeLx representa
a aplicac¸a˜o tangente na identidade e do grupo da translac¸a˜o a` esquerda por x; e [., .] e´
o pareˆntesis de Lie na a´lgebra). Se G = SO(3), a equac¸a˜o anterior e´ equivalente a
x˙ = xyˆ
...
y + y × y¨ = 0,
onde x e´ uma curva em SO(3), yˆ ∈ so(3) e y ∈ R3 e´ o correspondente vector em R3.
Ao longo dos u´ltimos anos, os problemas variacionais Riemannianos de ordem su-
perior teˆm sido objecto de intensa investigac¸a˜o. Neste aˆmbito, para ale´m dos traba-
lhos acima referidos sobre os polino´mios cu´bicos, destaca-se ainda o estudo das curvas
ela´sticas, tambe´m conhecidas como polino´mios cu´bicos em tensa˜o (ver [13, 76]). Ambos
os temas teˆm desempenhado um papel preponderante na teoria da interpolac¸a˜o. As
aplicac¸o˜es a` aerona´utica e a` robo´tica, nomeadamente ao planeamento de trajecto´rias
para o movimento de corpos r´ıgidos, sublinham a relevaˆncia deste estudo em varieda-
des de curvatura constante e em grupos de Lie. O estudo de problemas variacionais
definidos em fibrados tangentes de ordem superior e os correspondentes formalismos
Hamiltoniano e Lagrangiano teˆm sido bastante desenvolvidos, referimos, a t´ıtulo de
exemplo, os trabalhos [23, 31, 36, 47, 49, 62]. Esta linguagem geome´trica permite-nos
interpretar um Lagrangiano L regular de um problema variacional de ordem k numa
variedade diferencia´vel M , como uma func¸a˜o no fibrado tangente T kM de ordem k
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de M . Neste contexto, a respectiva equac¸a˜o de Euler-Lagrange apresenta a seguinte
versa˜o intr´ınseca
iXEωL = dE, (3)
no sentido em que as curvas integrais do campo de vectores XE no fibrado tangente
de ordem 2k − 1 definido pelo sistema simple´ctico (3) sa˜o as soluc¸o˜es da equac¸a˜o de
Euler-Lagrange, onde ωL e E sa˜o, respectivamente, a 2-forma de Poincare´-Cartan gene-
ralizada em T 2k−1M e a func¸a˜o energia definida em T 2k−1M , ambas associadas a L. Na
situac¸a˜o em que o Lagrangiano e´ hiper-regular, recorrendo a` transformac¸a˜o de Legendre
generalizada Leg, passa-se do sistema (T 2k−1M,ωL, E) para o sistema Hamiltoniano
(T ∗(T k−1M), ωk−1,H), onde ωk−1 e´ a forma cano´nica simple´ctica no fibrado cotangente
T ∗(T k−1M) e H e´ a func¸a˜o energia Hamiltoniana associada a L, H = E ◦ Leg−1. Ale´m
disso, o campo de vectores XH = (Leg)∗(XE) e´ a soluc¸a˜o da equac¸a˜o Hamiltoniana
iXHωk−1 = dH, (4)
onde (Leg)∗(XE) denota o prolongamento pela aplicac¸a˜o Leg de XE .
A primeira descric¸a˜o Hamiltoniana dos polino´mios cu´bicos, tanto quanto nos e´ dado
a conhecer, e´ apresentada em [28] e enquadra estes problemas no contexto da geometria
sub-Riemanniana. Esta dissertac¸a˜o e´ orientada, em parte, para o desenvolvimento
de uma nova perspectiva Hamiltoniana do problema dos polino´mios cu´bicos, tendo
por base a moderna teoria geome´trica do controlo o´ptimo. Daremos especial relevo a`
situac¸a˜o dos grupos de Lie, para a qual os me´todos geome´tricos utilizados proporcionam
novas respostas para algumas questo˜es em aberto, nomeadamente no que diz respeito
ao estudo da integrabilidade do sistema. A existeˆncia de simetrias de sistemas f´ısicos
e´ uma propriedade de reconhecido valor por diversos motivos, tais como, o facto de
providenciar propriedades intr´ınsecas do sistema, ou ainda, o facto de conseguirmos,
atrave´s do processo de reduc¸a˜o, relacionar o sistema original com um sistema que
se desenvolve numa variedade de dimensa˜o menor do que a inicial. Se para ale´m
disso, forem conhecidos integrais do movimento para o sistema reduzido, aumenta a
possibilidade de se conseguir diminuir ainda mais a dimensa˜o do sistema, estudando a
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sua integrabilidade.
Os problemas variacionais esta˜o estritamente relacionados com problemas de con-
trolo o´ptimo (ver, por exemplo, [20]). Alguns trabalhos (ver, por exemplo, [14, 38,
48, 51]) revelam o me´rito das ferramentas da mecaˆnica moderna (Hamiltoniana e
Lagrangiana) de sistemas, na descric¸a˜o geome´trica de problemas de controlo o´ptimo
(ver, por exemplo, [19, 24, 43, 65]), formulac¸a˜o esta que da´ origem a resultados intr´ın-
secos. Neste contexto, um problema de controlo o´ptimo com espac¸o de estados dado
por uma variedade diferencia´vel M e fibrado dos controlos B, consiste em determinar,
de entre as curvas suaves em B que satisfazem certas condic¸o˜es iniciais e finais fixas
no espac¸o de estados, as curvas γ em B que minimizam uma determinada funcional
integral (com func¸a˜o custo definida em B) e que satisfazem a equac¸a˜o
d
dt
(τ ◦ γ)(t) = Π(γ(t)),
onde τ e´ a projecc¸a˜o do fibrado B emM e Π : B → TM e´ o campo de vectores ao longo
da projecc¸a˜o τ , ou seja, definido de modo a que o seguinte diagrama seja comutativo
B
Π //
τ
''OO
OOO
OOO
OOO
OO TM
piM
²²
M
,
onde piM representa a projecc¸a˜o cano´nica natural de TM emM . A ana´lise da dinaˆmica
deste tipo de problema, pode ser concretizada atrave´s de uma versa˜o geome´trica do
princ´ıpio do ma´ximo de Pontryagin, usando um sistema simple´ctico ou pre´simple´ctico
(dependendo da especificidade do problema). Na descric¸a˜o presimple´ctica, que e´ inspi-
rada na formulac¸a˜o de Skinner e Rusk da mecaˆnica cla´ssica, trabalha-se com um sistema
dinaˆmico que tem subjacente uma estrutura presimple´ctica definida no produto fibrado
do espac¸o de co-estados e do fibrado de controlos, T ∗M×MB. Esta situac¸a˜o conduz-nos
ao algoritmo de restric¸a˜o presimple´ctico desenvolvido por Gotay, Nester e Hinds (ver
[41] e as refereˆncias a´ı mencionadas), que foi proposto para a teoria de controlo por
diversos autores (consultar [38, 48]).
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O desenvolvimento da teoria de controlo nas u´ltimas de´cadas conduziu o ca´lculo das
variac¸o˜es a novas a´reas de investigac¸a˜o e sublinhou de forma clara a importaˆncia do es-
tudo de problemas de ordem superior. A abordagem dos problemas de controlo o´ptimo
discutidos nesta dissertac¸a˜o e´ estabelecida no aˆmbito geome´trico referido no para´grafo
anterior, mas com as devidas adaptac¸o˜es aos fibrados de ordem superior ou, no caso do
u´ltimo cap´ıtulo, aos algebro´ides de Lie. O interesse pelos sistemas de controlo de ordem
superior tem vindo a crescer de forma louva´vel. Sobre este assunto, mencionamos os es-
tudos de Bullo e Lewis [25] e de Barbero-Lin˜a´n e Mun˜oz-Lecanda [15] para sistemas de
conexa˜o afim (no cap´ıtulo 5, estudaremos um problema de controlo o´ptimo de segunda
ordem para um sistema de controlo de conexa˜o afim em grupos de Lie; e abordare-
mos a respectiva versa˜o em algebro´ides de Lie, no cap´ıtulo 6). Do mesmo modo, e´ de
citar o trabalho de Benedito e Mart´ın de Diego [18], que apresenta uma generalizac¸a˜o
geome´trica do princ´ıpio de Hamilton para ordem superior. Referimos ainda os artigos
[5, 6, 8], desenvolvidos pela autora deste trabalho, em colaborac¸a˜o com Camarinha e
Clemente-Gallardo, onde e´ desenvolvido o estudo dos polino´mios cu´bicos Riemanni-
anos, usando esta nova perspectiva geome´trica. Em particular, em [6, 8] e´ estudado o
problema de controlo dinaˆmico do corpo r´ıgido livre e esfe´rico (apresentaremos estes
resultados no cap´ıtulo 4). Dos mesmos autores, destacam-se igualmente, os recentes
estudos em grupos de Lie publicados em [7] (que exporemos nos cap´ıtulos 2 e 3). No
artigo mencionado, para ale´m da descric¸a˜o presimple´ctica do problema dos polino´mios
cu´bicos, apresenta-se tambe´m a reduc¸a˜o da dinaˆmica do sistema original, recorrendo ao
me´todo de reduc¸a˜o simple´ctico de Marsden-Weinstein e, com os integrais do movimento
obtidos, faz-se um primeiro estudo relativo a` integrabilidade do sistema, usando o teo-
rema de Lie-Cartan. Na situac¸a˜o particular do grupo de Lie SO(3), o sistema original
definido numa variedade de dimensa˜o 12, pode ser reduzido a um sistema definido numa
variedade de dimensa˜o 2. Ale´m dos trabalhos referidos, salientamos tambe´m o trabalho
[33] de Colombo e Mart´ın de Diego, onde se obte´m uma generalizac¸a˜o das equac¸o˜es de
Euler-Arnold para uma ordem qualquer; e a publicac¸a˜o[39] de Gay-Balmaz et al, onde
os autores se dedicam aos splines de ordem superior, sob o ponto de vista variacional
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e exploram, para ale´m de outras questo˜es interessantes, a abordagem Hamiltoniana
associada a`s equac¸o˜es de Euler-Poincare´ de ordem superior e a respectiva reduc¸a˜o de
Hamilton-Ostrogradsky. Em ambos os artigos sa˜o apresentadas aplicac¸o˜es a problemas
de controlo o´ptimo, neste sentido torna-se pertinente relacionar alguns dos resultados
destes artigos com o estudo que propomos para os polino´mios cu´bicos.
A generalizac¸a˜o para algebro´ides de Lie da mecaˆnica cla´ssica em fibrados tangentes
e cotangentes enriquece substancialmente os formalismos Lagrangiano e Hamiltoniano,
e, em particular, a teoria de controlo o´ptimo. Sob o ponto de vista dos algebro´ides
de Lie, e´ poss´ıvel tratar de sistemas num contexto mais abrangente, uma vez que esta
teoria nos proporciona estruturas que generalizam de forma natural os fibrados tan-
gentes. O primeiro autor a estudar a mecaˆnica Lagrangiana no aˆmbito dos algebro´ides
de Lie foi Weinstein [78]. Posteriormente, Martinez desenvolveu em [57] a mecaˆnica La-
grangiana em algebro´ides de Lie, usando um formalismo similar ao formalismo de Klein
da mecaˆnica Lagrangiana cla´ssica. Para tal, o autor generalizou elementos geome´tricos
fundamentais da mecaˆnica Lagrangiana, tais como o conceito de endomorfismo ver-
tical, de campo de vectores de Liouville e de formas de Cartan. Mais recentemente,
teˆm surgido outros trabalhos nesta a´rea, citamos a t´ıtulo de exemplo alguns artigos,
onde podem tambe´m ser encontradas outras refereˆncias sobre o assunto: [32] da auto-
ria de Carin˜ena et al, onde e´ dada uma descric¸a˜o geome´trica da dinaˆmica Lagrangiana
em quase-coordenadas; [34] de Corte´s et al, que trata de sistemas Lagrangianos na˜o
holo´nomos; e ainda [4] de Abrunheiro et al, onde se apresentam diversos exemplos de
problemas de controlo o´ptimo. Para esta dissertac¸a˜o, interessa-nos particularmente o
trabalho [58] sobre problemas de controlo o´ptimo em algebro´ides de Lie. Com o intuito
de tornar mais expl´ıcito o enquadramento nos algebro´ides de Lie dos problemas de con-
trolo abordados nesta tese, escrevemos a seguir algumas linhas introduto´rias ao tema
(que sera´ desenvolvido no cap´ıtulo 6). Um algebro´ide de Lie E sobre uma variedade
diferencia´vel M , e´ um fibrado sobre M , cujo conjunto das secc¸o˜es tem uma estrutura
de a´lgebra de Lie, junto com um homomorfismo ρ : E → TM (aplicac¸a˜o aˆncora) de
fibrados vectoriais e tal que e´ satisfeita uma certa condic¸a˜o de compatibilidade. Um
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problema de controlo o´ptimo no algebro´ide de Lie E, com espac¸o de controlos dado por
um fibrado B sobreM , e´ caracterizado pela determinac¸a˜o das curvas γ em B, que satis-
fazem certas condic¸o˜es iniciais e finais fixas no espac¸o de estados M e minimizam uma
funcional integral (com func¸a˜o custo definida em B), e que, para ale´m disso, satisfazem
as equac¸o˜es
d
dt
(τ ◦ γ)(t) = (ρ ◦ σ)(γ(t)),
onde σ : B → E e´ uma secc¸a˜o ao longo da aplicac¸a˜o projecc¸a˜o τ : B → M (isto e´, tal
que e´ satisfeita a igualdade pi ◦ σ = τ). Em termos de diagrama:
B
σ //
τ
ÃÃA
AA
AA
AA
A E
pi
²²
ρ // TM
piM||yy
yy
yy
yy
M .
E´ neste contexto que sera˜o descritos os problemas de controlo dos polino´mios cu´bicos
e o mais geral do cap´ıtulo 5. Refira-se que na˜o aprofundaremos muito, a n´ıvel dos
algebro´ides de Lie, o estudo dos nossos problemas, uma vez que na˜o e´ esse o objectivo
principal do trabalho. Pretendemos com esta ana´lise deixar uma breve nota sobre as
potencialidades dos algebro´ides de Lie, no desenvolvimento de problemas na linha dos
que apresentaremos, mas para situac¸o˜es mais gerais.
Em seguida, descreveremos o conteu´do desta dissertac¸a˜o, a qual esta´ organizada em
seis cap´ıtulos e conte´m no final treˆs apeˆndices de apoio ao trabalho desenvolvido, bem
como as refereˆncias bibliogra´ficas que foram sendo citadas ao longo do texto.
No cap´ıtulo 1 comec¸aremos por introduzir o problema variacional cla´ssico dos
polino´mios cu´bicos Riemannianos ([37, 69]) e alguns invariantes ao longo destas cur-
vas ([3, 26, 66]). Enquadraremos este problema variacional no contexto dos fibrados
tangentes de ordem superior, apresentando a versa˜o intr´ınseca das suas equac¸o˜es de
Euler-Lagrange, a partir de alguns resultados de [49], ou seja, a equac¸a˜o (3) para o nosso
Lagrangiano de ordem dois. Exporemos depois o problema de controlo o´ptimo para o
sistema de controlo associado ao problema variacional (problema de controlo o´ptimo
dos polino´mios cu´bicos Riemannianos). Para o efeito, sera˜o usadas algumas ferramen-
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tas da teoria geome´trica de controlo ([19, 24, 43, 65]), adaptadas ao nosso problema
de controlo de segunda ordem. A dinaˆmica deste problema sera´ concretizada usando
uma versa˜o presimple´ctica do princ´ıpio do ma´ximo de Pontryagin e a aplicac¸a˜o de um
algoritmo geome´trico de restric¸a˜o, onde teremos por fonte de inspirac¸a˜o os trabalhos
[14, 18, 35, 38, 48, 51]. Daremos ainda lugar a uma ana´lise da relac¸a˜o existente entre
os formalismos Lagrangiano e de controlo o´ptimo apresentados, baseada na generali-
zac¸a˜o para ordem superior da transformac¸a˜o de Legendre, segundo [49] (especificando,
para os polino´mios cu´bicos, o sistema (4)). O cap´ıtulo termina com a exemplificac¸a˜o
dos resultados expostos, para o caso da esfera S2 ([5]). Ale´m disso, como suporte a
este primeiro cap´ıtulo, surgira´ no apeˆndice A uma exposic¸a˜o sintetizada da teoria dos
fibrados tangentes de ordem superior, baseada essencialmente em [36, 49].
Os cap´ıtulos 2 e 3 sa˜o dedicados ao estudo dos polino´mios cu´bicos em grupos de Lie
conexos e compactos. Com o intuito de firmar a notac¸a˜o e as ferramentas utilizadas ao
longo do trabalho, relativamente aos grupos de Lie, apresentaremos na primeira secc¸a˜o
do cap´ıtulo 2 e no apeˆndice B, uma exposic¸a˜o sintetizada dos principais resultados que
interessam para este trabalho, da teoria ba´sica de grupos de Lie e acc¸o˜es de grupos
de Lie (as refereˆncias utilizadas sa˜o essencialmente [1, 17, 42, 45, 46, 50, 55, 61, 71,
75]). Abordaremos com mais pormenor o grupo de Lie fibrado tangente de um grupo,
o grupo de Lie produto semidirecto de um grupo pela sua a´lgebra e o isomorfismo
existente entre estes dois grupos (trivializac¸a˜o a` esquerda do fibrado tangente de um
grupo). Incluiremos ainda a noc¸a˜o de aplicac¸a˜o momento, que e´ um conceito essencial
no estudo das simetrias que efectuaremos no cap´ıtulo 3. A trivializac¸a˜o a` esquerda,
atra´s referida, permitir-nos-a´ simplificar para grupos de Lie, de uma forma bastante
eficaz, as abordagens dos problemas variacional e de controlo o´ptimo dos polino´mios
cu´bicos, do cap´ıtulo 1. Esse e´ o objectivo do cap´ıtulo 2, que finalizara´ com uma ana´lise
dos integrais do movimento do sistema Hamiltoniano e os relacionara´ com os invariantes
obtidos a partir do problema variacional. No cap´ıtulo 3 concretizaremos a reduc¸a˜o da
dinaˆmica do sistema trivializado, comec¸ando por usar a metodologia de reduc¸a˜o de
Marsden-Weinstein ([56, 71]). A interpretac¸a˜o da dinaˆmica reduzida conduzir-nos-a´ a
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um sistema que vive no produto cartesiano da o´rbita coadjunta do grupo, da a´lgebra
de Lie do grupo e do seu dual. Utilizaremos ainda o teorema de Lie-Cartan ([12]), no
sentido de tentar caracterizar o nu´mero de integrais do movimento em involuc¸a˜o. Parte
dos resultados destes dois cap´ıtulos foram ja´ publicados em [7].
No cap´ıtulo 4 formularemos o problema variacional dos polino´mios cu´bicos no grupo
de Lie SO(3). Sob o ponto de vista Lagrangiano, destacaremos algumas propriedades
dos quadra´ticos de Lie, curvas na a´lgebra de Lie que esta˜o associadas aos polino´mios
cu´bicos, como ja´ referimos atra´s. Esta ana´lise foi ja´ publicada em [2, 3] e segue a linha
dos trabalhos [66, 67], tendo sido alguns dos resultados obtidos paralelamente pelos
diferentes autores. A u´ltima parte do cap´ıtulo e´ dedicada ao estudo da dinaˆmica do
problema de controlo o´ptimo dos polino´mios cu´bicos em SO(3) (com o estudo do corpo
r´ıgido livre e esfe´rico). Neste sentido, especificaremos para o caso de SO(3), o sistema
Hamiltoniana presimple´ctico que descreve o problema, a trivializac¸a˜o a` esquerda do
sistema, a reduc¸a˜o da dinaˆmica e a posterior ana´lise dos integrais do movimento (isto
e´, os to´picos de aˆmbito Hamiltoniano dos dois cap´ıtulos anteriores). Estes resultados
foram recentemente publicados em [6, 8].
O objectivo dos u´ltimos dois cap´ıtulos e´ generalizar a teoria dos polino´mios cu´bicos
em grupos de Lie, em dois sentidos distintos. No cap´ıtulo 5, exploraremos o formalismo
presimple´ctico anteriormente mencionado, para um problema de controlo com sistema
de controlo de conexa˜o afim similar ao do problema dos polino´mios cu´bicos, mas com
um nu´mero de varia´veis de controlo inferior ao nu´mero de varia´veis da variedade de
configurac¸a˜o. O cap´ıtulo conte´m ainda uma extensa˜o do problema variacional dos
polino´mios cu´bicos a um problema com restric¸o˜es, por forma a analisar, para a situac¸a˜o
dos grupos de Lie, a relac¸a˜o existente entre esta abordagem Lagrangiana e a abordagem
Hamiltoniana geome´trica apresentada. No cap´ıtulo 6 pretendemos enquadrar na teoria
dos algebro´ides de Lie os problemas de controlo o´ptimo dos polino´mios cu´bicos e o
mais geral anteriormente referido. Com este intuito, recordaremos nas duas primeiras
secc¸o˜es do cap´ıtulo, as noc¸o˜es e propriedades ba´sicas dos algebro´ides de Lie. Referimos
[30, 53, 54] para um estudo mais aprofundado desta teoria. Ale´m disso, resumiremos na
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terceira secc¸a˜o, a formulac¸a˜o geome´trica de um problema de controlo num algebro´ide de
Lie e a respectiva abordagem Hamiltoniana geome´trica, baseando-nos essencialmente
em [58]. Por fim, nas duas u´ltimas secc¸o˜es aplicaremos esta teoria mais abrangente
dos algebro´ides de Lie, aos problemas de controlo estudados nos cap´ıtulos precedentes.
Em particular, apresentaremos alguns exemplos ([4]) relacionados com o movimento
rotacional do corpo r´ıgido livre (problemas de controlo o´ptimo cinema´ticos e dinaˆmicos,
com e sem restric¸o˜es).
Cap´ıtulo 1
Polino´mios cu´bicos Riemannianos
Neste cap´ıtulo comec¸aremos por apresentar o problema variacional cla´ssico dos po-
lino´mios cu´bicos Riemannianos. Enquadraremos este problema no contexto dos fi-
brados tangentes de ordem superior e esta ana´lise conduzir-nos-a´ a` versa˜o intr´ınseca
das equac¸o˜es de Euler-Lagrange. De seguida, estudaremos um problema de controlo
o´ptimo de segunda ordem equivalente ao problema variacional dos polino´mios cu´bicos.
A descric¸a˜o Hamiltoniana que faremos deste problema de controlo sera´ baseada na
abordagem presimple´ctica do princ´ıpio do ma´ximo de Pontryagin.
Concretizaremos a abordagem Hamiltoniana do problema variacional partindo da
sua versa˜o intr´ınseca, o que nos permitira´ associar a`s equac¸o˜es de Euler-Lagrange um
sistema Hamiltoniano. Para isso definiremos a transformac¸a˜o de Legendre generalizada.
Finalmente, verificaremos que este sistema Hamiltoniano coincide com o sistema que
descreve a dinaˆmica do problema de controlo o´ptimo. Neste sentido, os formalismos
Lagrangiano e de controlo o´ptimo tornam-se equivalentes.
Ao longo deste cap´ıtulo, M e´ uma variedade Riemanniana de dimensa˜o finita n,
com me´trica Riemanniana 〈., .〉. A conexa˜o sime´trica em M , correspondente a` me´trica
Riemanniana, e´ denotada por ∇. O campo de vectores velocidade e a derivada co-
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variante ao longo de uma curva x em M sa˜o denotados, respectivamente, por dx/dt e
DY/dt, onde Y e´ um campo de vectores ao longo de x. Ale´m disso, representamos o
tensor de curvatura por R e a diferenciac¸a˜o covariante de R por ∇R.
Um sistema de coordenadas locais (ou carta) na variedade M definido(a) num
aberto U de M , ϕ : U ⊂ M → ϕ(U) ⊂ Rn, com correspondentes func¸o˜es coorde-
nadas x1, . . . , xn : U ⊂ M → R, e´ representado por (U,ϕ) ou (U, x1, . . . , xn). As
coordenadas locais naturais dos fibrados tangentes TM , T 2M e T 3M sera˜o deno-
tadas, respectivamente, por (x1, . . . , xn, y1, . . . , yn), (x1, . . . , xn, y1, . . . , yn, u1, . . . , un)
e (x1, . . . , xn, y1, . . . , yn, u1, . . . , un, v1, . . . , vn).
Refira-se ainda que no apeˆndice A sa˜o recordados os fundamentos ba´sicos, de utili-
dade para o presente cap´ıtulo, da teoria dos espac¸os tangentes de ordem superior.
1.1 Problema variacional dos polino´mios cu´bicos
O problema variacional a seguir apresentado, que designaremos por problema varia-
cional dos polino´mios cu´bicos, foi introduzido em 1989 por Noakes, Heinzinger e Paden
em [69] e abordado no contexto da interpolac¸a˜o dinaˆmica em 1995 por Crouch e Silva
Leite em [37].
1.1.1 Apresentac¸a˜o do problema variacional
Seja C o conjunto constitu´ıdo pelas curvas γ : [0, T ]→M de classe C1 e seccionalmente
suaves que verificam as condic¸o˜es de fronteira
γ(0) = x0, γ(T ) = xT ,
dγ
dt
(0) = y0,
dγ
dt
(T ) = yT ,
onde x0, xT ∈ M , y0 ∈ Tx0M , yT ∈ TxTM e T ∈ R+. Consideremos o problema
variacional de segunda ordem em M que consiste em encontrar as curvas γ ∈ C, que
minimizam a funcional
1
2
∫ T
0
〈
D2γ
dt2
,
D2γ
dt2
〉
dt. (1.1.1)
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A equac¸a˜o de Euler-Lagrange deste problema variacional e´ dada pela equac¸a˜o diferencial
de quarta ordem
D4γ
dt4
+R
(
D2γ
dt2
,
dγ
dt
)
dγ
dt
= 0. (1.1.2)
Note-se que, por vezes, omitimos a dependeˆncia do tempo para simplificar a notac¸a˜o.
Definic¸a˜o 1.1.1. Uma curva suave
γ : I ⊂ R −→ M
t 7−→ γ(t)
diz-se um polino´mio cu´bico Riemanniano em M se verifica a equac¸a˜o (1.1.2).
Exemplo 1.1.2. Seja M = Rn a variedade Riemanniana munida com a me´trica Eu-
clidiana. Neste caso, a derivada covariante ao longo de uma curva e´ a derivada usual
ao longo de uma curva em Rn e o tensor de curvatura e´ zero. Assim, a funcional
(1.1.1) e´ simplesmente (1/2)
∫ T
0 ‖γ(t)‖2dt (onde ‖.‖ e´ a norma em Rn) e a equac¸a˜o
(1.1.2) reduz-se a d4γ/dt4 = 0, cujas soluc¸o˜es sa˜o os polino´mios cu´bicos em Rn.
Utilizaremos a notac¸a˜o V para representar o campo de vectores velocidade dγ/dt
de um polino´mio cu´bico Riemanniano γ.
Proposic¸a˜o 1.1.3. [26] Se γ e´ um polino´mio cu´bico Riemanniano em M , enta˜o a
seguinte expressa˜o e´ invariante ao longo de γ:
1
2
〈
DV
dt
,
DV
dt
〉
−
〈
D2V
dt2
, V
〉
. (1.1.3)
Demonstrac¸a˜o. O resultado e´ obtido quando integramos o produto interno de (1.1.2)
com V .
Lema 1.1.4. [3] Se γ e´ um polino´mio cu´bico Riemanniano, enta˜o
d
dt
[〈
D2V
dt2
,
D2V
dt2
〉
−
〈
D3V
dt3
,
DV
dt
〉]
=
〈
(∇V R)
(
DV
dt
, V
)
V,
DV
dt
〉
.
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Demonstrac¸a˜o. Usando a propriedade do tensor de curvatura
〈R(X,Y )Z,W 〉 = 〈R(W,Z)Y,X〉
e a definic¸a˜o de diferenciac¸a˜o covariante do tensor de curvatura, ou seja,
(∇XR)(Y, Z)W =
= ∇X [R(Y, Z)W ]−R(∇XY, Z)W −R(Y,∇XZ)W −R(Y,Z)∇XW,
facilmente se obte´m
d
dt
〈
R
(
DV
dt
, V
)
V,
DV
dt
〉
−
〈
(∇VR)
(
DV
dt
, V
)
V,
DV
dt
〉
=
= 2
〈
R
(
DV
dt
, V
)
V,
D2V
dt2
〉
.
Ale´m disso, note-se que
d
dt
〈
D2V
dt2
,
D2V
dt2
〉
= 2
〈
D3V
dt3
,
D2V
dt2
〉
.
Para concluirmos a demonstrac¸a˜o, basta considerar o produto interno de (1.1.2) com
D2V/dt2 e aplicar as igualdades acima indicadas na equac¸a˜o obtida.
Proposic¸a˜o 1.1.5. Seja γ um polino´mio cu´bico Riemanniano numa variedade local-
mente sime´trica. A expressa˜o〈
D2V
dt2
,
D2V
dt2
〉
−
〈
D3V
dt3
,
DV
dt
〉
(1.1.4)
e´ invariante ao longo de γ.
O invariante (1.1.4) foi deduzido por Abrunheiro e Camarinha, usando o lema 1.1.4
(ver [3]). No entanto, a existeˆncia de um segundo invariante ao longo do polino´mio
cu´bico Riemanniano, foi originalmente publicada por Noakes em [66] (de facto, quando
substitu´ımos em (1.1.4) a terceira derivada covariante usando as equac¸o˜es (1.1.2), obte-
mos exactamente o invariante introduzido em [66]).
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1.1.2 Problema variacional no contexto dos fibrados tangentes de or-
dem superior
Interessa-nos verificar que a func¸a˜o Lagrangiana (ou Lagrangiano) associada a` funcional
(1.1.1), ou seja,
1
2
〈
D2γ
dt2
,
D2γ
dt2
〉
, (1.1.5)
e´ uma func¸a˜o bem definida no fibrado tangente de segunda ordem T 2M , que passaremos
a denotar por L. Dizemos que L e´ um Lagrangiano de ordem dois.
Para uma clara compreensa˜o da abordagem do problema variacional dos polino´mios
cu´bicos no contexto dos fibrados tangentes de ordem superior, torna-se importante des-
crever o problema variacional em termos de coordenadas locais. Seja (U, x1, . . . , xn) um
sistema de coordenadas locais emM com x0 ∈ U . Seja γ uma curva emM pertencente
a` classe C e denotemos as coordenadas do ponto γ(t) ∈ U por x1(t), . . . , xn(t), t ∈ [0, T ].
Enta˜o, a derivada covariante DV/dt do campo de vectores velocidade de γ, designada
por campo de vectores acelerac¸a˜o de γ, pode exprimir-se da seguinte forma ([22]):
DV
dt
=
n∑
k=1
x¨k + n∑
i,j=1
Γkij x˙
ix˙j
 ∂
∂xk
∣∣∣∣
γ(t)
, (1.1.6)
onde Γkij sa˜o as func¸o˜es reais definidas em U que representam os s´ımbolos de Christoffel
da conexa˜o Riemanniana. Assim, se denotarmos as componentes da me´trica Rieman-
niana por gij , o Lagrangiano (1.1.5) escreve-se localmente como
1
2
n∑
l,k=1
glk
x¨l + n∑
i,j=1
Γlij x˙
ix˙j
x¨k + n∑
i,j=1
Γkij x˙
ix˙j
 . (1.1.7)
Refira-se ainda que a forma generalizada da equac¸a˜o de Euler-Lagrange para um
Lagrangiano arbitra´rio L de ordem dois, se traduz localmente por
∂L
∂xi
− d
dt
(
∂L
∂x˙i
)
+
d2
dt2
(
∂L
∂x¨i
)
= 0, i = 1, . . . , n. (1.1.8)
Para o Lagrangiano definido por (1.1.7), esta equac¸a˜o resulta na equac¸a˜o (1.1.2).
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Precisamos agora de algumas das ferramentas geome´tricas discutidas no apeˆndice
A. Da definic¸a˜o A.3.2, sabemos que cada ponto de T 2M e´ representado por uma classe
de equivaleˆncia [γ]20 de curvas em M tangentes de ordem 2 no ponto γ(0) = x0 ∈ M ,
onde γ e´ uma curva emM (ver definic¸a˜o A.3.1). Seja γ2 : [0, T ]→ T 2M o levantamento
para T 2M de uma curva γ em M (ver definic¸a˜o A.3.3). Denotemos as coordenadas do
ponto γ2(t) ∈ T 2M por
xi = xi(t), yi = x˙i(t), ui = x¨i(t), i = 1, . . . , n, t ∈ [0, T ].
O Lagrangiano (1.1.5) do nosso problema pode ser interpretado como sendo a func¸a˜o
L : T 2M → R definida, para cada [γ]20 ∈ T 2M (com γ(0) = x0), por
L
(
[γ]20
)
=
1
2
〈(K ◦ i1,1) (γ2(t)) , (K ◦ i1,1) (γ2(t))〉 , (1.1.9)
onde, i1,1 e´ a a injecc¸a˜o natural de T 2M para TTM dada por (A.3.6) (para l = 1) e
K e´ a aplicac¸a˜o conexa˜o exposta na definic¸a˜o A.2.9. Ao longo do levantamento γ2, o
Lagrangiano (1.1.9) exprime-se da seguinte forma:
1
2
n∑
l,k=1
glk
ul + n∑
i,j=1
Γlijy
iyj
uk + n∑
i,j=1
Γkijy
iyj
 . (1.1.10)
Importa observar que este Lagrangiano e´ regular visto que a matriz
[
(∂2L)/(∂ui∂uj)
]
,
1 ≤ i, j ≤ n, e´ invert´ıvel. De facto, de (1.1.10) vem
∂L
∂ui
=
n∑
k=1
gik
uk + n∑
j,l=1
Γkjly
jyl
 (1.1.11)
e portanto [
∂2L
∂ui∂uj
]
1≤i,j≤n
= [gij ]1≤i,j≤n,
que e´ obviamente uma matriz invert´ıvel (por definic¸a˜o de me´trica Riemanniana).
1.1.3 Formulac¸a˜o geome´trica da equac¸a˜o de Euler-Lagrange
Apresentamos agora uma formulac¸a˜o geome´trica da equac¸a˜o de Euler-Lagrange (1.1.2)
independente da teoria Hamiltoniana, no sentido em que descrevemos intrinsecamente
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a dinaˆmica sem recorrer a` transformac¸a˜o de Legendre. Na secc¸a˜o 1.3 concretizaremos
a abordagem geome´trica da dinaˆmica Lagrangiana do problema dos polino´mios cu´bicos
recorrendo a` transformac¸a˜o de Legendre.
Em geral, a dinaˆmica de um Lagrangiano L definido em T 2M desenvolve-se no
espac¸o tangente de terceira ordem T 3M , uma vez que a equac¸a˜o de Euler-Lagrange
do problema variacional associado a L se traduz localmente pelo sistema de equac¸o˜es
diferenciais de quarta ordem (1.1.8). Mais concretamente, estas equac¸o˜es diferenciais
podem ser interpretadas como sendo um campo de vectores em T 3M , no sentido em
que as respectivas curvas integrais deste campo de vectores sa˜o levantamentos de curvas
em M soluc¸o˜es da equac¸a˜o de Euler-Lagrange.
As estruturas geome´tricas cruciais para a abordagem que nos propomos apresentar
sa˜o o campo de vectores de Liouville C1 e a estrutura cano´nica quase-tangente J1 em
T 2M . Consideramos ainda C2, o campo de vectores cano´nico de ordem 2 em T 2M ; e J2,
o endomorfismo vertical de ordem 2 de T (T 2M). Consulte-se (A.4.3) para as expresso˜es
locais dos campos de vectores C1 e C2 e (A.5.1) para as representac¸o˜es matriciais
dos endomorfismos J1 e J2. Como veremos a seguir, estas ferramentas geome´tricas
permitem-nos associar a um Lagrangiano L : T 2M → R arbitra´rio:
• Uma 2-forma ωL em T 3M , a 2-forma de Poincare´-Cartan generalizada.
• Uma func¸a˜o E : T 3M → R, a func¸a˜o energia (Lagrangiana) generalizada.
Seja ωL a 2-forma fechada em T 3M associada a um Lagrangiano L de ordem 2,
dada por
ωL = −ddJ1L+
1
2
dTddJ2L, (1.1.12)
onde dT , d e dJi representam, respectivamente, o operador de derivac¸a˜o total, a di-
ferenciac¸a˜o exterior e a diferenciac¸a˜o vertical de ordem i (i=1,2), na a´lgebra exterior
das formas diferencia´veis em T 2M (ver observac¸a˜o A.3.5 e definic¸a˜o A.6.5). Isto e´,
ωL = −dαL, para αL a 1-forma em T 3M definida por
αL = dJ1L−
1
2
dTdJ2L. (1.1.13)
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Seja γ : [0, T ]→M uma curva suave emM com γ(t) representado localmente pelas
coordenadas x1(t), . . . , xn(t), para cada t ∈ [0, T ], onde T ∈ R+. Se γ3 : [0, T ]→ T 3M
e´ o levantamento de γ para T 3M (ver definic¸a˜o A.3.3), representamos γ3(t) ∈ T 3M
localmente por
xi = xi(t), yi = x˙i(t), ui = x¨i(t), vi =
...
x i(t), i = 1, . . . , n, t ∈ [0, T ].
Proposic¸a˜o 1.1.6. Seja L o Lagrangiano definido por (1.1.10). A 1-forma αL definida
por (1.1.13) exprime-se localmente como
αL =
n∑
i=1
(α0i dx
i + α1i dy
i),
para αli = α
l
i
(
x1, . . . , xn, y1, . . . , yn, u1, . . . , un, v1, . . . , vn
)
, l = 0, 1, as func¸o˜es reais
dadas por
α0i =
n∑
j=1

n∑
k,l,s=1
[
(Γiks − Γksi)Γsjl − gis
∂Γsjl
∂xk
]
yjykyl +
n∑
k=1
(Γijk − 3Γkji)yjuk − gijvj

e
α1i =
n∑
j=1
(
n∑
k=1
Γjkiyjyk + gijuj
)
,
onde Γijk :=
∑n
s=1 Γ
s
ijgsk.
Demonstrac¸a˜o. Comecemos por observar que de acordo com a observac¸a˜o A.6.7 temos
dJ1L =
n∑
i=1
(
∂L
∂yi
dxi + 2
∂L
∂ui
dyi
)
e dJ2L =
n∑
i=1
2
∂L
∂ui
dxi.
Assim, substituindo estas expresso˜es em (1.1.13) obtemos
αL =
n∑
i=1
[
∂L
∂yi
− d
dt
(
∂L
∂ui
)]
dxi +
n∑
i=1
∂L
∂ui
dyi.
Portanto, α0i = ∂L/∂y
i − (d/dt) (∂L/∂ui) e α1i = ∂L/∂ui. Agora, de (1.1.11) sai de
imediato a expressa˜o de α1i dada no enunciado. Por outro lado, de (1.1.10), deduzimos
a derivada
∂L
∂yi
= 2
n∑
k,m,s=1
gmkΓmisy
s
uk + n∑
j,l=1
Γkjly
jyl
 . (1.1.14)
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Por conseguinte,
α0i =
n∑
k,m,s=1
2gmkΓmisys
uk + n∑
j,l=1
Γkjly
jyl
− d
dt
gik
uk + n∑
j,l=1
Γkjly
jyl
 .
Para finalizar a demonstrac¸a˜o basta simplificar esta expressa˜o e fazer uso das pro-
priedades
Γijk = Γjik e
∂gij
∂xk
= Γkij + Γkji
que resultam da simetria e compatibilidade da conexa˜o Riemanniana ([22]).
Note-se que do lema A.7.2 resulta que αL e´ uma 1-forma em T 3M semi-ba´sica de
tipo 2. Designamos αL por forma de Jacobi-Ostrogradsky associada a L.
O resultado a seguir apresentado e´ demonstrado em [49] (pa´gina 111) para a situac¸a˜o
mais geral de um Lagrangiano de ordem k e correspondente 2-forma de Poincare´-Cartan
generalizada.
Teorema 1.1.7. Um Lagrangiano L de ordem 2 e´ regular se e so´ se a 2-forma ωL
definida por (1.1.12) e´ simple´ctica.
Como vimos na subsecc¸a˜o anterior, o Lagrangiano definido por (1.1.10) e´ regu-
lar. Portanto, o teorema anterior e a proposic¸a˜o 1.1.6 garantem-nos que ao problema
variacional dos polino´mios cu´bicos Riemannianos podemos associar a forma simple´ctica
localmente definida por
ωL = −dαL =
n∑
i=1
(
dxi ∧ dα0i + dyi ∧ dα1i
)
, (1.1.15)
onde α0i e α
1
i sa˜o as func¸o˜es definidas na proposic¸a˜o 1.1.6. Neste trabalho na˜o nos
interessa explorar a abordagem em coordenadas do problema variacional e por isso
limitamo-nos a apresentar a expressa˜o (1.1.15) sem mais desenvolvimentos.
Defina-se agora a func¸a˜o energia E : T 3M → R associada a um Lagrangiano L de
ordem 2, do seguinte modo:
E = C1L− 12dT (C2L)− L. (1.1.16)
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Se L e´ o Lagrangiano definido por (1.1.10), enta˜o a func¸a˜o energia (1.1.16) exprime-se,
ao longo do levantamento γ3 de uma curva γ em M , como
E =
n∑
i=1
(
α0i y
i + α1i u
i
)− L, (1.1.17)
onde α0i e α
1
i sa˜o as func¸o˜es definidas na proposic¸a˜o 1.1.6. Efectivamente, tendo em
atenc¸a˜o as expresso˜es (A.4.3) de C1 e C2, vem
C1L =
n∑
i=1
(
∂L
∂yi
yi + 2
∂L
∂ui
ui
)
e C2L =
n∑
i=1
2
∂L
∂ui
yi. (1.1.18)
Consequentemente, (1.1.16) toma a forma
E =
n∑
i=1
[(
∂L
∂yi
− d
dt
∂L
∂ui
)
yi +
∂L
∂ui
ui
]
− L.
Mas, como vimos ao longo da demonstrac¸a˜o da proposic¸a˜o 1.1.6, temos ∂L/∂ui = α1i e
∂L/∂yi − (d/dt) (∂L/∂ui) = α0i , o que nos conduz a (1.1.17).
Proposic¸a˜o 1.1.8. Seja L o Lagrangiano definido por (1.1.10) e E a correspondente
func¸a˜o energia (1.1.17). A func¸a˜o energia coincide com (1.1.3), ou seja,
E =
1
2
〈
DV
dt
,
DV
dt
〉
−
〈
D2V
dt2
, V
〉
,
onde V = dγ/dt representa o campo de vectores velocidade de γ.
Demonstrac¸a˜o. Para obter o resultado, basta recordar que L se escreve como (1.1.5)
e verificar que ao substituir as derivadas (1.1.11) e (1.1.14) nas igualdades (1.1.18), se
obte´m
C1L = 2
n∑
i,k=1
gik
ui + n∑
j,l=1
Γijly
jyl
uk + n∑
j,l=1
Γkjly
jyl

e
C2L = 2
∑
i,k
giky
i
uk + n∑
j,l=1
Γkjly
jyl
 .
Isto e´,
C1L = 2
〈
DV
dt
,
DV
dt
〉
e C2L = 2
〈
V,
DV
dt
〉
,
onde estamos a ter em considerac¸a˜o (1.1.6).
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Observe-se que a proposic¸a˜o anterior revela a importaˆncia do invariante (1.1.3),
na teoria dos polino´mios cu´bicos. De facto, coincidindo (1.1.3) com a func¸a˜o energia,
podemos afirmar que este invariante ao longo do polino´mio cu´bico desempenha um
papel similar, ao desempenhado pelo comprimento do campo de vectores velocidade,
na teoria das geode´sicas.
A versa˜o intr´ınseca da equac¸a˜o de Euler-Lagrange e´ dada pela equac¸a˜o simple´ctica
iXEωL = dE, (1.1.19)
que define de modo u´nico o campo de vectores XE em T 3M . Esta afirmac¸a˜o e´ con-
sequeˆncia da aplicac¸a˜o do teorema a seguir formulado, cuja demonstrac¸a˜o pode ser
encontrada, por exemplo, em [49] (apresentado no referido trabalho, para a situac¸a˜o
geral de um Lagrangiano de uma ordem qualquer, na˜o necessariamente de ordem 2).
Teorema 1.1.9. Seja L um Lagrangiano regular de ordem 2 em M (ou seja, definido
em T 2M). Enta˜o, as curvas integrais do campo de vectores XE definido por (1.1.19)
sa˜o as soluc¸o˜es da equac¸a˜o de Euler-Lagrange (1.1.8).
1.2 Problema de controlo o´ptimo dos polino´mios cu´bicos
Nesta secc¸a˜o analisamos um problema de controlo o´ptimo de segunda ordem correspon-
dente ao problema variacional dos polino´mios cu´bicos Riemannianos. Formulamos o
problema utilizando ferramentas geome´tricas da teoria de controlo (ver, por exemplo,
[19, 24, 43, 65]). A descric¸a˜o usada permite-nos representar a dinaˆmica do sistema de
controlo atrave´s de um sistema Hamiltoniano presimple´ctico. Este modelo geome´trico
e´ baseado na formulac¸a˜o de Skinner-Rusk da mecaˆnica cla´ssica ([77]), que envolve a uti-
lizac¸a˜o do algoritmo presimple´ctico de Gotay-Nester ([41]). Nos u´ltimos anos, surgiram
diversos artigos que generalizam (em variados contextos) esta abordagem intr´ınseca,
originalmente constru´ıda por Skinner-Rusk para sistemas Lagrangianos singulares, de
entre os quais referimos [14, 18, 35, 38, 48, 51], que serviram de fonte de inspirac¸a˜o
para o trabalho desenvolvido nesta secc¸a˜o.
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O problema de controlo o´ptimo dos polino´mios cu´bicos Riemannianos apresentado
nesta secc¸a˜o foi introduzido por Abrunheiro, Camarinha e Clemente-Gallardo em [5].
No referido trabalho e´ tambe´m discutida a existeˆncia da estrutura presimple´ctica que
permite descrever a dinaˆmica do problema de controlo.
1.2.1 Notas sobre a metodologia de Skinner-Rusk
Em [77], Skinner e Rusk introduziram uma formulac¸a˜o geome´trica da dinaˆmica Hamil-
toniana generalizada de Dirac-Bergmann para sistemas Lagrangianos degenerados, que
com as devidas adaptac¸o˜es, acreditamos ser o formalismo mais apropriado para o estudo
da dinaˆmica do nosso problema. Descrevemos de seguida e de uma forma resumida a
metodologia original de Skinner-Rusk:
• Partimos de um sistema Lagrangiano com espac¸o de configurac¸a˜o dado por uma
variedade diferencia´vel Q e Lagrangiano L : TQ→ R.
• Consideramos a soma de Whitney T ∗Q⊕TQ, do espac¸o de fases T ∗Q e do espac¸o
das velocidades TQ sobre o espac¸o de configurac¸a˜o Q, com projecc¸o˜es cano´nicas
pr1 : T ∗Q⊕ TQ→ T ∗Q e pr2 : T ∗Q⊕ TQ→ TQ.
• Constru´ımos um Hamiltoniano H :=¿ pr1, pr2 À −L ◦ pr2 : T ∗Q ⊕ TQ → R,
onde ¿ ., . À denota o produto dualidade cano´nica de vectores e covectores em
Q. Portanto, se (x, y, p) ∈ T ∗Q⊕ TQ, temos H(x, y, p) = p(y)− L(x, y).
• A descric¸a˜o Hamiltoniana e´ concretizada atrave´s de (T ∗Q ⊕ TQ,Ω,H), um sis-
tema presimple´ctico com a 2-forma presimple´ctica Ω dada pela imagem rec´ıproca
(“pull-back”) da forma cano´nica simple´ctica em T ∗Q pela projecc¸a˜o pr1. Local-
mente, temos Ω =
∑n
i=1 dx
i ∧ dpi.
• A dinaˆmica e´ dada pelos campos de vectores X que sa˜o soluc¸a˜o da equac¸a˜o
Hamiltoniana iXΩ = dH. Esta equac¸a˜o e´ interpretada como um versa˜o intr´ınseca
das equac¸o˜es de Hamilton do princ´ıpio do ma´ximo de Pontryagin.
1.2 Problema de controlo o´ptimo dos polino´mios cu´bicos 13
Na situac¸a˜o em que L e´ regular, e´ garantida a existeˆncia de uma u´nica soluc¸a˜o X da
equac¸a˜o Hamiltoniana. Por outro lado, se L e´ singular, torna-se necessa´rio a aplicac¸a˜o
de um algoritmo de restric¸a˜o ([41]) que permita determinar uma subvariedade, caso
esta exista, onde haja um campo de vectores dinaˆmico soluc¸a˜o.
Recorde-se que, na situac¸a˜o em que temos um sistema Hamiltoniano simple´ctico1
(N,ω, h), o facto de ω ser na˜o degenerada permite-nos construir o isomorfismo Sω que
a cada campo de vectores X na variedade simple´ctica N faz corresponder a 1-forma
iXω em N ; e nesse caso o sistema iXω = dh tem uma u´nica soluc¸a˜o, globalmente
definida em N por X = S−1ω (dh). Por outro lado, se o sistema Hamiltoniano (N,ω, h)
e´ presimple´ctico (ω e´ degenerada), na˜o se pode garantir (a` partida) a existeˆncia de
uma soluc¸a˜o X que satisfac¸a o sistema iXω = dh em todos os pontos da variedade N ,
ou seja, o sistema pode ser satisfeito apenas para alguns pontos da variedade. Mais
concretamente, podemos considerar, de forma similar ao que se faz no caso simple´ctico,
uma aplicac¸a˜o linear Sω : X (N)→
∧1(N), e um homomorfismo de espac¸os vectoriais,
tambe´m denotado por Sω, de TN em T ∗N . No entanto, agora Sω na˜o e´ necessariamente
um isomorfismo. Portanto, dh ∈ ImSω e´ uma condic¸a˜o necessa´ria para que iXω = dh
tenha soluc¸a˜o. Impondo esta condic¸a˜o, dado um ponto z ∈ N , garantimos a existeˆncia
de um vector tangente vz ∈ TzN tal que ω(z)(vz, ·) = dh(z)(·). Mas, em geral, existem
apenas alguns pontos z ∈ N onde isto acontece. Se assumirmos que o conjunto de
pontos que satisfazem esta condic¸a˜o formam uma subvariedade2 W1 embebida em N :
W1 = {z ∈ N : [dh(z)] (yz) = 0, ∀yz ∈ Ker ω(z)},
1Um sistema Hamiltoniano simple´ctico e´ definido como sendo um terno (N,ω, h), onde (N,ω) e´
uma variedade simple´ctica e h e´ o Hamiltoniano (ou func¸a˜o Hamiltoniana) cujo campo de vectores
Hamiltoniano Xh e´ a soluc¸a˜o das equac¸o˜es de Hamilton (ou equac¸o˜es Hamiltonianas) iXhω = dh.
Neste contexto, e´ usual designar a variedade simple´ctica N por espac¸o de fases (dos momentos) do
sistema Hamiltoniano (designac¸a˜o equivalente a` do espac¸o de fases das velocidades para um sistema
Lagrangiano). (Consultar, por exemplo, pa´gina 187 de [1] ou pa´gina 102 de [50].)
2Note-se que a subvariedade {z ∈ N : ∃vz ∈ TzN : ω(z)(vz, ·) = dh(z)(·)} coincide com W1, como
consequeˆncia do resultado: se αz ∈ T ∗zN , enta˜o αz ∈ Sω(TzN) se e so´ se Ker ω(z) ⊂ Ker αz ([15]).
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onde Ker ω(z) = {vz ∈ TzN : ω(z) (vz, ·) = 0}, enta˜o, encontra-se pelo menos uma
soluc¸a˜o X que satisfaz o sistema dinaˆmico (sendo ω degenerada, Ker Sω na˜o e´ trivial,
portanto pode existir mais do que uma soluc¸a˜o em W1, o campo de vectores X e
os campos de vectores pertencentes a Ker Sω). Para que o sistema seja satisfeito
num sentido restrito, ou seja, admita uma soluc¸a˜o X quando restrito a W1, a soluc¸a˜o
encontrada tem de ser tangente a W1 (X : W1 → TW1), condic¸a˜o esta que, em geral,
na˜o acontece. Se for esse o caso, teremos de considerar uma nova subvariedade W2,
contida emW1 e que satisfac¸a esse requisito. Podemos continuar este processo, obtendo
uma sequeˆncia de subconjuntos (que assumimos serem subvariedades de N)
. . . ↪→Wk ↪→ . . . ↪→W2 ↪→W1 ↪→ N,
ate´ encontrarmos, eventualmente, uma subvariedade final onde existe pelo menos um
campo de vectores tangente a essa subvariedade que satisfaz o sistema dinaˆmico.
Em conclusa˜o, quando estamos na presenc¸a de um sistema Hamiltoniano presim-
ple´ctico, seguindo o racioc´ınio acima exposto, pode-se analisar o sistema de forma a
tentar perceber se e´ ou na˜o poss´ıvel resolver o sistema dinaˆmico num sentido restrito.
Tal procedimento e´ designado por algoritmo geome´trico de sistemas presimple´cticos, co-
nhecido por algoritmo restric¸a˜o de Gotay-Nester (ver [41]). Este algoritmo permite, em
algumas situac¸o˜es, determinar uma subvariedade maximal da variedade presimple´ctica,
e um campo de vectores tangente a essa subvariedade tal que o sistema dinaˆmico e´
satisfeito, quando restrito a` subvariedade.
Consideremos novamente a situac¸a˜o exposta no in´ıcio desta subsecc¸a˜o para descre-
ver a metodologia de Skinner-Rusk: na presenc¸a do sistema presimple´ctico
(T ∗Q⊕ TQ,Ω,H),
facilmente se deduz que a correspondente subvariedade restric¸a˜o W1 e´ caracterizada
localmente pela condic¸a˜o ∂H/∂y = 0, ou seja, p−∂L/∂y = 0. Assim, se L e´ regular, esta
condic¸a˜o de restric¸a˜o permite-nos determinar de forma u´nica as velocidades y = ϕ(x, p)
como func¸o˜es de x e p. O Hamiltoniano H1(x, p) = (p ◦ϕ)(x, p)−L(x, ϕ(x, p)) definido
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em T ∗Q da´ lugar a um sistema de equac¸o˜es diferenciais equivalentes a`s equac¸o˜es de
Euler-Lagrange para o Lagrangiano L.
1.2.2 Formulac¸a˜o geome´trica do problema de controlo o´ptimo
O sistema de controlo o´ptimo associado ao problema variacional dos polino´mios cu´bicos
e´ um sistema de controlo de segunda ordem em M . Nesta secc¸a˜o adaptamos para a
situac¸a˜o dos polino´mios cu´bicos a conhecida formulac¸a˜o geome´trica de um sistema de
controlo de primeira ordem resumida na secc¸a˜o C.1.
O sistema de controlo associado ao problema variacional dos polino´mios cu´bicos e´
dado pelo sistema de controlo de segunda ordem em M
DV
dt
(t) =
n∑
i=1
ui(t)
∂
∂xi
∣∣∣∣
γ(t)
,
onde γ : [0, T ] → M e´ a curva em M , V e´ o respectivo campo de vectores veloci-
dade e ui sa˜o func¸o˜es reais suaves designadas por controlos. Se considerarmos γ(t)
localmente representado por xi = xi(t) para i = 1, . . . , n e t ∈ [0, T ], o sistema de
controlo escreve-se como o conjunto das seguintes equac¸o˜es diferenciais dependentes
dos paraˆmetros ui:
x¨i(t) = ui(t)−
n∑
j,k=1
Γijk(t)x˙
j(t)x˙k(t), i = 1, . . . , n, (1.2.1)
visto que DV/dt e´ dado por (1.1.6). Note-se que o sistema e´ afim nos controlos.
Sob um ponto de vista geome´trico, na caracterizac¸a˜o global do problema de controlo
o´ptimo, importa considerar a estrutura de fibrado afim τ12 : T
2M → TM (ver (A.3.1)).
Um sistema de controlo de segunda ordem pode ser descrito por um campo de vectores
Π : T 2M → TTM ao longo da projecc¸a˜o natural τ12 , isto e´, definido de forma a que o
seguinte diagrama seja comutativo:
T 2M
Π //
τ12 ((QQ
QQQ
QQQ
QQQ
QQ TTM
piTM
²²
TM
,
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onde piTM representa a projecc¸a˜o cano´nica natural de TTM em TM . Portanto, o
espac¸o de estados e o fibrado de controlos sa˜o dados por TM e T 2M , respectivamente.
Para cada [γ]20 ∈ T 2M , sabemos que τ12
(
[γ]20
)
= [γ]10 ∈ TM (ver (A.3.1)). Enta˜o,
Π
(
[γ]20
) ∈ T[γ]10TM e, sendo Πi : T 2M → R func¸o˜es reais suaves, i = 1, . . . , n, o campo
de vectores Π pode exprimir-se na forma
Π
(
[γ]20
)
=
n∑
i=1
Πi
(
[γ]20
) ∂
∂xi
∣∣∣∣
[γ]10
+
n∑
i=1
Πi+n
(
[γ]20
) ∂
∂yi
∣∣∣∣
[γ]10
.
Ao longo de uma curva α : [0, T ]→ T 2M , temos
Π (α(t)) =
n∑
i=1
Πi (α(t))
∂
∂xi
∣∣∣∣
(τ12 ◦α)(t)
+
n∑
i=1
Πi+n (α(t))
∂
∂yi
∣∣∣∣
(τ12 ◦α)(t)
. (1.2.2)
Ale´m disso, quando α e´ curva integral de Π temos
d
dt
(
τ12 ◦ α
)
(t) = Π(α(t))
T 2M
τ12
}}zz
zz
zz
zz
zz
zz
zz
zz
zz
Π // TTM
TM [0, T ]
τ12 ◦α
oo
α
OO
d
dt(τ12 ◦α)
<<yyyyyyyyyyyyyyyyyy
.
Enta˜o, se α(t) e´ localmente definido por xi = xi(t), yi = x˙i(t), ui = x¨i(t), para
i = 1, . . . , n e t ∈ [0, T ], de forma a descrevermos as equac¸o˜es diferenciais (1.2.1),
interessa-nos considerar (1.2.2) com
Πi (α(t)) = yi e Πi+n (α(t)) = ui −
n∑
j,k=1
Γijky
jyk. (1.2.3)
As varia´veis (xi, yi) designam-se por varia´veis de estado e ui sa˜o as varia´veis de controlo.
O problema de controlo o´ptimo dos polino´mios cu´bicos Riemannianos emM consiste
em determinar as curvas α : [0, T ] → T 2M de classe C2, seccionalmente suaves e com
condic¸o˜es iniciais e finais fixas no espac¸o de estados
(τ12 ◦ α)(0) = (x0, y0) e (τ12 ◦ α)(T ) = (xT , yT ), (1.2.4)
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que satisfazem o sistema de controlo (d/dt)
(
τ12 ◦ α
)
(t) = Π(α(t)), e minimizam a
funcional
∫ T
0 G(α(t))dt, com T ∈ R+ fixo, para G : T 2M → R a func¸a˜o custo definida
por
G
(
[γ]20
)
=
1
2
〈
K(Π
(
[γ]20
)
,K(Π
(
[γ]20
)〉
, (1.2.5)
para cada [γ]20 ∈ T 2M , onde K e´ a aplicac¸a˜o conexa˜o apresentada na definic¸a˜o A.2.9.
Observe-se que em coordenadas locais, a func¸a˜o custo e´ dada por
G =
1
2
n∑
i,j=1
gij u
iuj . (1.2.6)
Observac¸a˜o 1.2.1. E´ curioso observar que qualquer que seja o elemento [γ]20 ∈ T 2M ,
se tem
Π
(
[γ]20
)
=
(
Z ◦ τ12
) (
[γ]20
)
+ J
(
n∑
i=1
ui
∂
∂xi
∣∣∣∣
[γ]10
)
, (1.2.7)
onde Z e´ o spray geode´sico da conexa˜o Riemanniana de M e J e´ estrutura cano´nica
quase-tangente em TM definidos, respectivamente por (A.2.3) e (A.2.2).
1.2.3 Sistema Hamiltoniano presimple´ctico
A descric¸a˜o Hamiltoniana do problema de controlo o´ptimo dos polino´mios cu´bicos Rie-
mannianos tem como espac¸o de co-estados o fibrado cotangente T ∗TM . Generalizando
o formalismo intr´ınseco de Skinner-Rusk resumido na subsecc¸a˜o 1.2.1, consideramos o
sistema presimple´ctico (T ,Ω,H) com as seguintes caracter´ısticas:
• O espac¸o total e´ o fibrado sobre TM dado por
T = T ∗TM ×TM T 2M,
onde a fibra de T sobre um ponto (x, y) ∈ TM e´ dada por T ∗(x,y)TM×
(
T 2M
)
(x,y)
,
com
(
T 2M
)
(x,y)
=
(
τ12
)−1 (x, y). Sejam pr1 : T ∗TM ×TM T 2M → T ∗TM e
pr2 : T ∗TM ×TM T 2M → T 2M as projecc¸o˜es cano´nicas do espac¸o total no
espac¸o de co-estados e no fibrado de controlos, respectivamente.
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• A 2-forma presimple´ctica Ω em T e´ dada pela imagem rec´ıproca (“pull-back”)
Ω = (pr1)
∗ω1, (1.2.8)
onde ω1 denota a 2-forma simple´ctica cano´nica em T ∗TM .
• A func¸a˜o Hamiltoniana H : T → R e´ definida por
H =¿ pr1,Π ◦ pr2 À −G ◦ pr2, (1.2.9)
onde Π e G sa˜o definidos, respectivamente, por (1.2.7) e (1.2.5), e¿ ., .À repre-
senta o produto dualidade cano´nica de vectores e covectores no fibrado tangente
TM , ¿ f, g À (z) = (f(z) ◦ g)(z).
• O campo de vectores dinaˆmico XH : T → T (T ) e´ a soluc¸a˜o do sistema dinaˆmico
iXHΩ = dH. (1.2.10)
O sistema presimple´ctico fornece condic¸o˜es necessa´rias para a existeˆncia de trajecto´rias
extremantes do problema de controlo o´ptimo, vistas como uma versa˜o geome´trica das
condic¸o˜es dadas pelo princ´ıpio do ma´ximo de Pontryagin. A equac¸a˜o (1.2.10) pode ser
interpretada como uma versa˜o intr´ınseca das equac¸o˜es de Hamilton.
Uma curva α em T 2M e´ uma trajecto´ria cr´ıtica do problema de controlo
o´ptimo, se existir um levantamento de α para o espac¸o total T que e´ uma
curva integral do campo de vectores definido por (1.2.10).
Estamos portanto interessados em determinar o campo de vectores dinaˆmico XH ,
soluc¸a˜o da equac¸a˜o (1.2.10).
Aplicamos agora ao sistema presimple´ctico (T ,Ω,H), o algoritmo geome´trico referido
na subsecc¸a˜o 1.2.1. Comec¸amos por considerar a subvariedade
W1 = {z ∈ T : dH(z)(vz) = 0, ∀ vz ∈ KerΩ(z)}.
Antes de prosseguirmos, torna-se importante a ana´lise local da estrutura presimple´c-
tica Ω definida por (1.2.8). Se (U, x1, . . . , xn) e´ um sistema de coordenadas locais em
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M , e (x1, . . . , xn, y1, . . . , yn, p1, . . . , pn, q1, . . . , qn) e (x1, . . . , xn, y1, . . . , yn, u1, . . . , un)
representam, respectivamente, as coordenadas locais naturais de T ∗TM e T 2M , enta˜o
(x1, . . . , xn, y1, . . . , yn, u1, . . . , un, p1, . . . , pn, q1, . . . , qn) constitui um sistema de coorde-
nadas no espac¸o total T = T ∗TM ×TM T 2M . Neste contexto, facilmente se verifica
que a forma presimple´ctica Ω se exprime como
Ω =
n∑
i=1
(
dxi ∧ dpi + dyi ∧ dqi
)
.
e portanto KerΩ = span
{
∂/∂u1, . . . , ∂/∂un
}
. De onde se segue que a subvariedade
W1 e´ localmente caracterizada pelas restric¸o˜es
∂H
∂ui
= 0, i = 1, . . . , n. (1.2.11)
Note-se ainda que, sendo o nosso sistema de controlo afim nos controlos, atendendo
a` definic¸a˜o do Hamiltoniano (1.2.9) e a` expressa˜o local (1.2.6) da func¸a˜o custo G,
temos (∂2H)/(∂ui∂uj) = −(∂2G)/(∂ui∂uj) = −gij , 1 ≤ i, j ≤ n (recorde-se que gij e´ a
notac¸a˜o usada para as componentes da me´trica Riemanniana). Enta˜o, a matriz[
∂2H
∂ui∂uj
]
1≤i,j≤n
(1.2.12)
e´ invert´ıvel, o que significa que o sistema e´ regular em qualquer ponto.
Seja ΩW1 a restric¸a˜o a W1 da forma presimple´ctica Ω dada por (1.2.8).
Proposic¸a˜o 1.2.2. A 2-forma ΩW1 e´ simple´ctica.
Demonstrac¸a˜o. A 2-forma ΩW1 e´ simple´ctica se e so´ se TzW1 ∩ (TzW1)⊥ = {0}, para
qualquer z ∈W1, onde (TzW1)⊥ e´ o ortogonal de TzW1 relativamente a Ω, ou seja,
(TzW1)⊥ = {vz ∈ TzT : Ω(z)(vz, uz) = 0, ∀uz ∈ TzW1}.
Seja z ∈ W1. Sabendo que (∂2H)/(∂ui∂uj) = d
(
∂H/∂ui
) (
∂/∂uj
)
, que W1 e´
definida pelas restric¸o˜es (1.2.11) e atendendo ainda a` invertibilidade da matriz (1.2.12),
temos ∂/∂uj 6∈ TzW1, j = 1, . . . , n. Assim,
TzW1 ⊕ span
{
∂
∂u1
∣∣∣∣
z
, . . . ,
∂
∂un
∣∣∣∣
z
}
= TzT . (1.2.13)
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Ale´m disso, pelo facto de o sistema ser regular temos TzW1 ∩ KerΩ(z) = {0}. Com
efeito, seja vz ∈ TzW1 ∩KerΩ(z):
– Uma vez que vz ∈ KerΩ(z), temos vz =
∑n
i=1 v
i
z(∂/∂u
i)|z, para certas func¸o˜es
suaves viz, i = 1, . . . , n.
– Por outro lado, porque vz ∈ TzW1 e sendo W1 caracterizada pelas restric¸o˜es
(1.2.11), sabemos que d[(∂H/∂uj)(z)](vz) = 0, para j = 1, . . . , n, o que de acordo
com o ponto anterior se escreve como
∑n
i,j=1 v
i
z[(∂
2H)/(∂ui∂uj)] = 0. Logo,
dado que a matriz (1.2.12) e´ invert´ıvel, conclu´ımos que viz = 0, para i = 1, . . . , n
e portanto vz = 0.
Para concluir a demonstrac¸a˜o, basta mostrar que KerΩ(z) = (TzW1)⊥. Ora, por
definic¸a˜o KerΩ(z) ⊂ (TzW1)⊥ e portanto e´ suficiente verificar a inclusa˜o contra´ria.
Seja vz ∈ (TzW1)⊥, enta˜o por definic¸a˜o, Ω(z)(vz, uz) = 0, ∀uz ∈ TzW1. Ale´m disso,
dado que ∂/∂ui ∈ KerΩ, vem Ω(z) (vz, ∂/∂ui) = 0, ∀i = 1, . . . , n. Deste modo, aten-
dendo a (1.2.13), conclu´ımos que vz ∈ KerΩ(z) e portanto KerΩ(z) = (TzW1)⊥.
Consequentemente, TzW1 ∩ (TzW1)⊥ = {0}.
De acordo com a proposic¸a˜o anterior, a regularidade do sistema de controlo ga-
rante-nos que (W1,ΩW1) e´ uma variedade simple´ctica. Por conseguinte, o algoritmo e´
interrompido no primeiro passo, pois fica garantida a existeˆncia de um u´nico campo de
vectores XW1 em W1 soluc¸a˜o dos sistema dinaˆmico (1.2.10) quando restrito a W1, ou
seja, tal que
iXW1ΩW1 = dHW1 , (1.2.14)
onde HW1 e´ a restric¸a˜o de H a W1.
Uma vez que o sistema e´ regular, as restric¸o˜es (1.2.11) definem implicitamente
n func¸o˜es reais ϕi tais que ui = ϕi(x1, . . . , xn, y1, . . . , yn, p1, . . . , pn, q1, . . . , qn), para
i = 1, . . . , n. De forma a determinarmos estas func¸o˜es ϕi, fazemos a ana´lise local do
Hamiltoniano. Usando (1.2.3) e (1.2.6), verificamos que o Hamiltoniano H : T → R,
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definido por (1.2.9), se exprime localmente como
H =
n∑
i=1
piy
i +
n∑
i=1
qi
ui − n∑
j,k=1
Γijk y
j yk
− 1
2
n∑
i,j=1
gij u
iuj .
Verifica-se agora com facilidade que a subvariedade W1 e´ caracterizada por
qi =
n∑
j=1
giju
j , i = 1, . . . , n,
pelo que deduzimos a expressa˜o dos controlos o´ptimos
ui =
n∑
j=1
gijqj , i = 1, . . . , n,
onde [gij ]1≤i,j≤n e´ a matriz inversa da matriz [gij ]1≤i,j≤n. Consideramos assim o difeo-
morfismo
ϕ : (T ∗TM,ω1) −→ (W1,ΩW1),
definido localmente por
ϕ(x1, . . . , xn, y1, . . . , yn, p1, . . . , pn, q1, . . . , qn) =
= (x1, . . . , xn, y1, . . . , yn,
n∑
j=1
g1jqj , . . . ,
n∑
j=1
gnjqj , p1, . . . , pn, q1, . . . , qn).
Note-se que a func¸a˜o inversa de ϕ e´ a restric¸a˜o a W1 da projecc¸a˜o pr1. Facilmente se
verifica que ϕ∗ΩW1 = ω1, ou seja, a imagem rec´ıproca de ΩW1 por ϕ coincide com ω1, e
portanto ϕ define um simplectomorfismo entre as variedades simple´cticas (T ∗TM,ω1)
e (W1,ΩW1).
3 A existeˆncia deste simplectomorfismo permite-nos reduzir o estudo do
sistema dinaˆmico (1.2.14) em W1, ao estudo do sistema em T ∗TM
iXH1ω1 = dH1,
3 Sejam (M1, ω1) e (M2, ω2) variedades simple´cticas e f :M1 →M2 um difeomorfismo. Enta˜o,
– f diz-se um simplectomorfismo se f∗ω2 = ω1 ([1], pa´gina 177).
– f e´ um simplectomorfismo se e somente se, qualquer que seja a func¸a˜o suave h emM2, se verifica
f∗Xh = Xh◦f , onde f∗Xh = (f−1)∗Xh = Tf−1 ◦Xh ◦f (prolongamento de Xh por f−1), e Xh e
Xh◦f representam os campos de vectores Hamiltonianos associados a h e a h◦f , respectivamente
([1], pa´gina 194).
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onde H1 : T ∗TM → R e´ definido por H1 = HW1 ◦ ϕ, portanto e´ localmente dado por
H1 =
n∑
i=1
piy
i +
n∑
i=1
qi
1
2
n∑
l=1
gilql −
n∑
j,k=1
Γijk y
j yk
 , (1.2.15)
e o campo de vectores XH1 em T
∗TM e´ o prolongamento (“push-forward”) de XW1
por ϕ−1, XH1 = (ϕ−1)∗XW1 = Tϕ−1 ◦XW1 ◦ ϕ.
Posto isto, o problema de controlo o´ptimo dos polino´mios cu´bicos Riemannianos
pode ser descrito pelo sistema Hamiltoniano (T ∗TM,ω1,H1). As curvas integrais
deste campo de vectores determinam, quando projectadas para a variedade original,
as soluc¸o˜es do problema de controlo o´ptimo (ver [14, 38]). Repare-se que, sendo o
sistema Hamiltoniano (T ∗TM,ω1,H1) cano´nico, o campo de vectores soluc¸a˜o XH1 em
T ∗TM , determina-se de acordo com
XH1 =
n∑
i=1
(
∂H1
∂pi
∂
∂xi
+
∂H1
∂qi
∂
∂yi
− ∂H1
∂xi
∂
∂pi
− ∂H1
∂yi
∂
∂qi
)
. (1.2.16)
1.3 Transformac¸a˜o de Legendre
Analisamos nesta secc¸a˜o a capacidade que os problemas variacional e de controlo
o´ptimo, apresentados na duas secc¸o˜es anteriores, teˆm para descrever as mesmas soluc¸o˜es,
ou seja, os polino´mios cu´bicos Riemannianos. A ideia consiste no seguinte:
• Definir a transformac¸a˜o de Legendre Leg : T 3M → T ∗TM associada ao La-
grangiano regular L : T 2M → R da secc¸a˜o 1.1.
• Usando a referida transformac¸a˜o de Legendre, associar ao problema variacional
da secc¸a˜o 1.1, uma func¸a˜o HL : T ∗TM → R, designada por func¸a˜o energia
Hamiltoniana associada a L.
• Concretizar a abordagem Hamiltoniana do problema variacional dos polino´mios
cu´bicos, com o Hamiltoniano dado pela func¸a˜o energia Hamiltoniana HL.
• E, finalmente, verificar que este novo sistema Hamiltoniano, e aquele que associ-
a´mos ao problema de controlo o´ptimo da secc¸a˜o 1.2, coincidem.
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Consideremos o problema variacional dos polino´mios cu´bicos da secc¸a˜o 1.1. Seja
αL a forma de Jacobi-Ostrogradsky associada ao Lagrangiano L dado por (1.1.10), ou
seja, a 1-forma em T 3M definida por (1.1.13). Recorde-se da proposic¸a˜o 1.1.6 que,
se (x1, . . . , xn, y1, . . . , yn, u1, . . . , un, v1, . . . , vn) representa um sistema de coordenadas
naturais em T 3M , enta˜o a expressa˜o local desta 1-forma e´ dada por
αL =
n∑
i=1
(α0i dx
i + α1i dy
i), (1.3.1)
onde αli, sa˜o as func¸o˜es reais definidas na proposic¸a˜o 1.1.6, para l = 0, 1 e i = 1, . . . , n.
Como menciona´mos anteriormente, αL e´ uma 1-forma em T 3M semi-ba´sica de tipo 2.
Estamos assim em condic¸o˜es de aplicar o teorema A.7.3.
Denotemos por τTM e piT 3M as projecc¸o˜es cano´nicas, respectivamente, de T ∗TM em
TM e de TT 3M em T 3M . Consideremos ainda a projecc¸a˜o natural τ13 : T
3M → TM .
Proposic¸a˜o 1.3.1. A forma de Jacobi-Ostrogradsky αL definida por (1.3.1) determina
uma aplicac¸a˜o
Leg : T 3M → T ∗(TM),
tal que o seguinte diagrama e´ comutativo
T 3M
Leg //
τ13 ##G
GG
GG
GG
GG
T ∗TM
τTMzzuu
uu
uu
uu
u
TM
.
A relac¸a˜o entre αL e Leg e´ dada por
αL =¿ Leg ◦ piT 3M , T τ13 À,
onde¿ ., .À representa o produto dualidade cano´nica de vectores e covectores em TM .
Em termos locais temos
Leg(x1, . . . , xn, y1, . . . , yn, u1, . . . , un, v1, . . . , vn) =
= (x1, . . . , xn, y1, . . . , yn, α01, . . . , α
0
n, α
1
1, . . . , α
1
n),
(1.3.2)
onde αli, sa˜o as func¸o˜es reais definidas na proposic¸a˜o 1.1.6, para l = 0, 1 e i = 1, . . . , n.
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Proposic¸a˜o 1.3.2. Se ω1 e´ a forma cano´nica simple´ctica em T ∗TM e ωL e´ a forma
simple´ctica em T 3M definida por (1.1.15), enta˜o
Leg∗ω1 = ωL,
onde Leg e´ a aplicac¸a˜o determinada pela forma de Jacobi-Ostrogradsky αL.
Demonstrac¸a˜o. Por definic¸a˜o, temos ωL = −dαL e ω1 = −dλ1, onde λ1 e´ a forma de
Liouville em T ∗TM . De acordo com o corola´rio A.7.4, temos Leg∗λ1 = αL e daqui se
deduz de imediato o pretendido.
A demonstrac¸a˜o do resultado a seguir apresentado pode ser encontrada em [49]
(pa´gina 111), para a situac¸a˜o geral de um Lagrangiano de ordem k e correspondente
forma de Jacobi-Ostrogradsky αL.
Teorema 1.3.3. Um Lagrangiano L de ordem 2 e´ regular se e so´ se a aplicac¸a˜o
Leg : T 3M → T ∗TM determinada pela correspondente forma de Jacobi-Ostrogradsky
αL e´ um difeomorfismo local. Nessa situac¸a˜o, a aplicac¸a˜o Leg designa-se por trans-
formac¸a˜o de Legendre associada a L.
A transformac¸a˜o de Legendre associada a um certo Lagrangiano pode na˜o ser um
difeomorfismo global. No caso de o ser, dizemos que L e´ hiper-regular. Na situac¸a˜o
dos polino´mios cu´bicos, L, definido por (1.1.10), e´ um Lagrangiano hiper-regular. De
facto, sabemos da secc¸a˜o 1.1 que L e´ regular, mas para ale´m disso, Leg e´ um difeo-
morfismo, uma vez que a sua restric¸a˜o a cada fibra de τ13 : T
3M → TM e´ bijectiva.
Se (x1, . . . , xn, y1, . . . , yn, p1, . . . , pn, q1, . . . , qn) e´ um sistema de coordenadas locais em
T ∗TM , enta˜o a aplicac¸a˜o inversa de Leg e´ definida localmente por
Leg−1(x1, . . . , xn, y1, . . . , yn, p1, . . . , pn, q1, . . . , qn) =
= (x1, . . . , xn, y1, . . . , yn, u1, . . . , un, v1, . . . , vn),
(1.3.3)
onde
ui =
n∑
l=1
gilql −
n∑
j,k=1
Γijky
jyk, i = 1, . . . , n, (1.3.4)
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e
vi =
n∑
j=1
gij(pj − fj), i = 1, . . . , n,
para
fj =
n∑
i,k,l,s=1
[
(Γjks − Γksj)Γsil − gjs
∂Γsil
∂xk
]
yiykyl +
n∑
k=1
(Γjik − 3Γkij)yiuk,
com Γijk :=
∑n
s=1 Γ
s
ijgsk. Neste contexto, Leg define um simplectomorfismo (ver
nota de rodape´ 3 do actual cap´ıtulo) entre as variedades simple´cticas
(
T 3M,ωL
)
e
(T ∗TM,ω1).
Recordemos agora o formalismo intr´ınseco do problema variacional dos polino´mios
cu´bicos apresentado na secc¸a˜o 1.1: temos a variedade simple´ctica (T 3M,ωL) e a func¸a˜o
energia E : T 3M → R associada ao Lagrangiano L, definida por (1.1.17). Como refe-
rimos, as curvas integrais do campo de vectores XE definido pelo sistema (1.1.19),
iXEωL = dE, satisfazem as equac¸o˜es de Euler-Lagrange do problema variacional e,
nesse sentido, este sistema e´ considerado como a versa˜o intr´ınseca das equac¸o˜es de
Euler-Lagrange. Face ao exposto na presente secc¸a˜o, estamos em condic¸o˜es de apresen-
tar o sistema Hamiltoniano associado ao problema variacional dos polino´mios cu´bicos.
Assim, consideramos o sistema (T ∗TM,ω1,HL), onde
HL = E ◦ Leg−1 (1.3.5)
e´ denominada a func¸a˜o energia Hamiltoniana associada a L. A dinaˆmica deste sistema
Hamiltoniano e´ descrita pelo campo de vectores XHL definido pelo sistema
iXHLω1 = dHL.
Ora, como conclu´ımos no para´grafo anterior, Leg e´ um simplectomorfismo e, como
consequeˆncia (consultar nota de rodape´ 3 do presente cap´ıtulo), o campo de vectores
XHL e´ dado pelo prolongamento (“push-forward”) de XE pela aplicac¸a˜o Leg, ou seja,
XHL = (Leg)∗XE = TLeg ◦XE ◦ Leg−1. Assim, temos o seguinte resultado ([49]):
Proposic¸a˜o 1.3.4. Se σ e´ uma curva integral de XE, enta˜o σ¯ = Leg ◦ σ e´ uma curva
integral de XHL e temos τTM ◦ σ¯ = τ13 ◦ σ.
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Para finalizar esta secc¸a˜o, apresentamos um resultado que nos permite concluir que
o sistema (T ∗TM,ω1,HL) associado ao problema de Lagrange coincide com o sistema
(T ∗TM,ω1,H1) abordado na secc¸a˜o anterior para descrever a dinaˆmica do problema
de controlo o´ptimo.
Proposic¸a˜o 1.3.5. A func¸a˜o energia Hamiltoniana HL : T ∗TM → R definida por
(1.3.5) coincide com o Hamiltoniano H1 : T ∗TM → R definido por (1.2.15). Escreve-
mos H := HL = H1.
Demonstrac¸a˜o. Sendo HL definido por (1.3.5), atendendo a`s expresso˜es (1.1.17) de E
e (1.3.3) de Leg−1, e sabendo ainda que Leg e´ definida por (1.3.2), temos
HL =
n∑
i=1
(
piy
i + qiui(x, y, p, q)
)−
−1
2
n∑
l,k=1
glk
ul(x, y, p, q) + n∑
i,j=1
Γlijy
iyj
uk(x, y, p, q) + n∑
i,j=1
Γkijy
iyj
 , (1.3.6)
onde estamos a considerar (x, y, p, q) = (x1, . . . , xn, y1, . . . , yn, p1, . . . , pn, q1, . . . , qn)
e (x, y, u, v) = (x1, . . . , xn, y1, . . . , yn, u1, . . . , un, v1, . . . , vn), de forma a simplificar a
notac¸a˜o. Ora, para cada i = 1, . . . , n, ui(x, y, p, q) exprime-se por (1.3.4), o que substi-
tuindo em (1.3.6) resulta no pretendido.
Perante o que aqui se expoˆs, conclu´ımos que os formalismos Lagrangiano e de con-
trolo o´ptimo sa˜o equivalentes, pois como vimos a transformac¸a˜o de Legendre permi-
te-nos passar globalmente de um formalismo ao outro.
1.4 Polino´mios cu´bicos na esfera S2
Terminamos este cap´ıtulo com a apresentac¸a˜o do problema de controlo o´ptimo dos
polino´mios cu´bicos na esfera S2, exemplo este abordado por Abrunheiro, Camarinha e
Clemente-Gallardo em [5].
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Seja S2 a esfera de raio a com as coordenadas esfe´ricas usuais x1 = θ e x2 = ϕ.
Neste caso, as componentes da me´trica Riemanniana sa˜o g11 = a2 sin2 ϕ, g22 = a2 e
g12 = g21 = 0. Os s´ımbolos de Christoffel sa˜o Γ112 = Γ
1
21 = cotϕ, Γ
2
11 = − sinϕ cosϕ e
todos os outros sa˜o zero. Consideremos o problema de controlo o´ptimo dos polino´mios
cu´bicos Riemannianos em S2. O espac¸o de estados e´ o fibrado TS2, o fibrado de
controlos e´ dado por T 2S2 e o espac¸o de co-estados por T ∗TS2. Representemos
as correspondentes coordenadas destes espac¸os por (θ, ϕ, yθ, yϕ), (θ, ϕ, yθ, yϕ, u1, u2)
e (θ, ϕ, yθ, yϕ, pθ, pϕ, qθ, qϕ), respectivamente. A func¸a˜o custo do problema e´
G =
1
2
[
a2(u1)2 sin2 ϕ+ a2(u2)2
]
e o sistema de controlo e´ representado por
θ˙ = yθ
ϕ˙ = yϕ
y˙θ = u1 − 2yθ yϕ cotϕ
y˙ϕ = u2 + (yθ)2 sinϕ cosϕ.
O Hamiltoniano e´ definido na variedade presimple´ctica T ∗TS2 ×TS2 T 2S2 por
H = pθyθ + pϕyϕ +
(
u1 − 2yθ yϕ cotϕ
)
qθ +
(
u2 + (yθ)2 sinϕ cosϕ
)
qϕ−
−1
2
[
a2(u1)2 sin2 ϕ+ a2(u2)2
]
.
Efectuando os ca´lculos, verifica-se que as equac¸o˜es de restric¸a˜o ∂H/∂ui = 0, i = 1, 2,
que definem a variedade simple´ctica W1 sa˜o
qθ − a2 u1 sin2 ϕ = 0 e qϕ − a2 u2 = 0
e consequentemente os controlos sa˜o dados por
u1 =
1
a2
qθ cosec2ϕ e u2 =
1
a2
qϕ.
Portanto, o Hamiltoniano em T ∗TS2 escreve-se como
H = pθyθ + pϕyϕ +
1
2a2
(qθ)2 cosec2ϕ+
1
2a2
(qϕ)2 + (yθ)2qϕ sinϕ cosϕ− 2yθ yϕ qθ cotϕ.
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Assim, de acordo com (1.2.16), o campo de vectores soluc¸a˜o X em T ∗TS2 e´ dado por
X = yθ
∂
∂θ
+ yϕ
∂
∂ϕ
+
+
(
1
a2
qθ cosec2ϕ− 2yθ yϕ cotϕ
)
∂
∂yθ
+
(
1
a2
qϕ + (yθ)2 sinϕ cosϕ
)
∂
∂yϕ
+
+
[(
1
a2
(qθ)2 cotϕ− 2yθ yϕ qθ
)
cosec2ϕ− (yθ)2qϕ + 2(yθ)2qϕ sin2 ϕ
]
∂
∂pϕ
+(2yϕ qθ cotϕ− 2yθ qϕ sinϕ cosϕ− pθ) ∂
∂qθ
+(2yθ qθ cotϕ− pϕ) ∂
∂qϕ
.
Cap´ıtulo 2
Polino´mios cu´bicos em grupos de
Lie
Este cap´ıtulo e´ dedicado ao estudo do problema dos polino´mios cu´bicos em grupos de
Lie conexos e compactos. Destacaremos a versa˜o Hamiltoniana do problema, tendo em
vista uma reduc¸a˜o da dinaˆmica que sera´ analisada num cap´ıtulo posterior.
Na secc¸a˜o 1 apresentaremos alguns conceitos e resultados ba´sicos da teoria de grupos
de Lie com o intuito de consolidar a notac¸a˜o e as ferramentas de base deste cap´ıtulo.
Realc¸aremos os conceitos de trivializac¸a˜o a` esquerda dos fibrados tangente e cotangente
de um grupo de Lie, usando a translac¸a˜o a` esquerda do grupo. Este tipo de trivializac¸a˜o
permitir-nos-a´ aprofundar a formulac¸a˜o Hamiltoniana do nosso problema.
Abordaremos na secc¸a˜o 2 o problema variacional dos polino´mios cu´bicos. Adaptare-
mos para o caso do grupo de Lie, as equac¸o˜es de Euler-Lagrange e os invariantes ao
longo do polino´mio cu´bico que conhecemos da situac¸a˜o geral. O objectivo e´ estabele-
cer, no final do cap´ıtulo, o paralelismo entre estes resultados e os que sera˜o deduzidos
geometricamente nas secc¸o˜es seguintes.
As secc¸o˜es 3 e 4 sa˜o dedicadas a` descric¸a˜o Hamiltoniana do problema de controlo
dos polino´mios cu´bicos, no contexto dos grupos de Lie (os resultados mais relevantes
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destas duas secc¸o˜es foram publicados por Abrunheiro, Camarinha e Clemente-Gallardo
em [7]). Introduziremos o problema de controlo com o espac¸o de estados e o fibrado
de controlos trivializados. De seguida, descreveremos a dinaˆmica do problema usando
o formalismo presimple´ctico associado a` forma cano´nica simple´ctica do fibrado cotan-
gente do produto semidirecto do grupo de Lie e da sua a´lgebra. Prosseguimos, na
secc¸a˜o 5, com a trivializac¸a˜o deste fibrado cotangente. O resultado final sera´ um sis-
tema Hamiltoniano na variedade simple´ctica dada pelo produto cartesiano do produto
semidirecto acima mencionado pelo seu dual, para o qual deduziremos, na secc¸a˜o 6,
alguns integrais do movimento. Na u´ltima secc¸a˜o, analisaremos a relac¸a˜o existente
entre as abordagens Hamiltoniana e Lagrangiana apresentadas, usando as ferramentas
geome´tricas introduzidas.
Neste cap´ıtulo, G e´ um grupo de Lie de dimensa˜o finita, conexo e compacto com
identidade e. A correspondente a´lgebra de Lie, equipada com o pareˆntesis de Lie [., .],
e´ denotada por g e o seu espac¸o dual por g∗.
2.1 Noc¸o˜es preliminares em grupos de Lie
Nesta secc¸a˜o estabelecemos alguma notac¸a˜o e recordamos alguns conceitos e resultados
da teoria dos grupos de Lie que sera˜o usados ao longo deste trabalho. As refereˆncias
utilizadas sa˜o essencialmente [45, 46, 61, 75]. Importa ainda ter em considerac¸a˜o o
apeˆndice B, dedicado aos grupos de Lie e acc¸o˜es de grupos de Lie e que serve de apoio
ao presente cap´ıtulo.
2.1.1 O grupo de Lie G
Representamos os elementos do grupo de Lie por x ou g. As aplicac¸o˜es dadas por
G×G→ G, (x, g) 7→ xg e G→ G, x 7→ x−1 sa˜o as operac¸o˜es multiplicac¸a˜o e inversa˜o
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para o grupo. Sejam
Lx : G→ G e Rx : G→ G,
respectivamente, as translac¸o˜es a` esquerda e a` direita por x ∈ G que sabemos serem
difeomorfismos (ver definic¸a˜o B.1.4 e proposic¸a˜o B.1.5). A aplicac¸a˜o tangente de Lx em
g ∈ G e´ denotada por TgLx e representamos a sua transposta por T ∗gLx. De igual modo,
denotamos por TgRx e T ∗gRx a aplicac¸a˜o tangente de Rx em g ∈ G e a sua transposta,
respectivamente. Recordamos a seguir as definic¸o˜es de representac¸a˜o adjunta (em g) e
coadjunta (em g∗) do grupo e da sua a´lgebra (ver exemplos B.2.12 e B.2.13).
• A representac¸a˜o adjunta de G e´ denotada por Ad e e´ caracterizada por fazer
corresponder a cada x ∈ G o automorfismo em g dado por Adx := Te(Rx−1 ◦Lx).
• A aplicac¸a˜o tangente de Ad na identidade e designa-se por representac¸a˜o adjunta
de g e e´ denotada por ad : g→ End(g). Temos adY Z = [Y, Z], para cada Y,Z ∈ g.
• A aplicac¸a˜o Ad∗ : G → Aut(g∗) definida, para cada x ∈ G e ξ ∈ g∗, por
[Ad∗(x)](ξ) := Ad∗x−1ξ = ξ ◦Adx−1 , diz-se a representac¸a˜o coadjunta de G.
• A representac¸a˜o coadjunta de g e´ a aplicac¸a˜o ad∗ : g → End(g∗) dada por
[ad∗(Y )](ξ) := −ad∗Y ξ = −ξ ◦ adY , para cada Y ∈ g e ξ ∈ g∗.
Em virtude de assumirmos o grupo de Lie G conexo e compacto, e´ garantida a
existeˆncia de uma me´trica Riemanniana bi-invariante1 em G, que denotamos por 〈., .〉.
Este resultado e o a seguir apresentado podem ser encontrados, por exemplo, em [45, 61].
Teorema 2.1.1. Se G e´ um grupo de Lie munido com uma me´trica Riemanniana
bi-invariante, enta˜o a conexa˜o ∇ e o tensor de curvatura R associados a esta me´trica
sa˜o dados, respectivamente, por
∇Y Z = 12[Y,Z] e R(Y, Z)W = −
1
4
[[Y, Z],W ],
1A me´trica e´ bi-invariante se for invariante a` esquerda e a` direita, o que significa que satisfaz
〈Y,Z〉 = 〈TgLxY, TgLxZ〉 = 〈TgRxY, TgRxZ〉, para quaisquer Y,Z campos de vectores em G e x, g ∈ G.
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onde Y , Z e W sa˜o campos de vectores invariantes a` esquerda. Ale´m disso, verifica-se
a seguinte propriedade
〈[Y, Z],W 〉 = 〈Y, [Z,W ]〉 . (2.1.1)
Fixemos uma base ortonormada {A1, . . . , An} na a´lgebra de Lie g, ou seja, uma
base que verifica 〈Ai, Aj〉 = δij , para quaisquer i, j = 1, . . . , n, onde δij representa o
s´ımbolo de Kronecker. Como e´ sabido, todo o grupo de Lie e´ paraleliza´vel e portanto
TG possui um referencial global. Podemos assim definir a base descrita na seguinte
proposic¸a˜o, que e´ gerada pela base {A1, . . . , An}.
Proposic¸a˜o 2.1.2. Consideremos os n campos de vectores Xi : G → TG em G,
i = 1, . . . , n, definidos de acordo com
Xi(x) = TeLxAi, (2.1.2)
para cada x ∈ G. Enta˜o,
{X1, . . . , Xn}
e´ uma base ortonormada de campos de vectores em G invariantes a` esquerda.
Demonstrac¸a˜o. Comecemos por observar que os campos de vectores Xi em G sa˜o, por
construc¸a˜o, campos de vectores invariantes a` esquerda, ou seja, e´ va´lida a igualdade
TLx ◦Xi = Xi ◦Lx, para qualquer x ∈ G (ver definic¸a˜o B.1.14). De acordo com o men-
cionado na observac¸a˜o B.1.15, sendo campos de vectores invariantes a` esquerda, estes
ficam completamente definidos pelos seu valor na identidade Xi(e) = Ai e, portanto,
esta˜o bem definidos quando consideramos Xi(x) = TeLxAi. Agora, se vx ∈ TxG, para
x ∈ G, sendo a aplicac¸a˜o tangente TeLx um isomorfismo (ver proposic¸a˜o B.1.5), pode-
mos garantir a existeˆncia de um elemento A =
∑n
i=1 aiAi ∈ g, onde ai sa˜o func¸o˜es reais
suaves, tal que vx = TeLxA. Logo, vx =
∑n
i=1 aiXi(x) e portanto {X1(x), . . . , Xn(x)} e´
uma base de TxG. Ale´m disso, e´ claro que a base de campos de vectores e´ ortonormada,
dado que {A1, . . . , An} e´ uma base ortonormada e que a me´trica e´ bi-invariante.
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Importa ainda referir que a base dual de {A1, . . . , An} e´ uma base do espac¸o dual g∗.
Esta base gera uma base de campos de covectores (ou seja, 1-formas) em G invariantes
a` esquerda. Com o intuito de simplificar a linguagem, ao longo desta dissertac¸a˜o
adoptamos as notac¸o˜es descritas de seguida.
• Da proposic¸a˜o 2.1.2, sabemos que qualquer campo de vectores suave Zx ao longo
de uma curva x em G pode escrever-se na forma
Zx(t) =
n∑
i=1
zi(t)Xi(x(t)), (2.1.3)
onde zi sa˜o func¸o˜es suaves do tempo. Representamos por Z˙x o campo de vectores
ao longo de x dado por
Z˙x(t) =
n∑
i=1
z˙i(t)Xi(x(t)). (2.1.4)
• Seja Y uma curva em g e ξ uma curva em g∗. Representamos por
Y˙ (respectivamente, ξ˙) (2.1.5)
o elemento de g (respectivamente, g∗) cujas componentes em relac¸a˜o a` base de g
(respectivamente, g∗) acima mencionada, sa˜o as derivadas das componentes de Y
(respectivamente, ξ).
• Se ξ ∈ g∗, o vector tangente identificado com este vector cotangente atrave´s da
me´trica Riemanniana e´ denotado por Xξ ∈ g. Isto e´,
ξ(Y ) = 〈Xξ, Y 〉, ∀Y ∈ g. (2.1.6)
Com as notac¸o˜es acima consideradas, e´ simples de mostrar o seguinte resultado:
Proposic¸a˜o 2.1.3. Se Y ∈ g e ξ ∈ g∗, enta˜o sa˜o va´lidas as igualdades
X˙ξ = Xξ˙, Xad∗Y ξ = −adYXξ e XAd∗xξ = Adx−1Xξ. (2.1.7)
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Demonstrac¸a˜o. De acordo com (2.1.6), torna-se claro que as componentes de ξ e Xξ
relativamente a`s bases, respectivamente, de g∗ e g acima referidas, coincidem. Como
consequeˆncia, X˙ξ = Xξ˙. Se Z ∈ g, 〈Xad∗Y ξ, Z〉 = (ad∗Y ξ)(Z) = ξ([Y, Z]) = 〈Xξ, [Y, Z]〉,
o que pela propriedade (2.1.1) nos da´ 〈Xad∗Y ξ, Z〉 = 〈[Xξ, Y ], Z〉 = −〈adYXξ, Z〉. Logo,
Xad∗Y ξ = −adYXξ. Por sua vez, 〈XAd∗xξ, Z〉 = (Ad∗xξ)(Z) = ξ(AdxZ) = 〈Xξ, AdxZ〉, o
que, pela bi-invariaˆncia da me´trica, e´ equivalente a escrever 〈XAd∗xξ, Z〉 = 〈Adx−1Xξ, Z〉.
Portanto, conclu´ımos que XAd∗xξ = Adx−1Xξ.
Observac¸a˜o 2.1.4. Seja λ a forma de Maurer-Cartan exposta na definic¸a˜o B.1.20.
Observe-se que a relac¸a˜o entre as bases {A1, . . . , An} e {X1, . . . , Xn} acima considera-
das, pode ser traduzida pela identidade
Ai = λx(Xi(x)),
para cada i = 1, . . . , n. Enta˜o, atrave´s de λ, a cada campo de vectores Zx ao longo de
uma curva x em G, podemos associar um elemento Z da a´lgebra de Lie g. Com efeito,
se Zx e´ dado por (2.1.3), definimos
Z := λx (Zx(t)) =
n∑
i=1
zi(t)Ai. (2.1.8)
Ale´m disso, resulta de imediato que
d
dt
[λx (Zx(t))] = λx
(
Z˙x(t)
)
, (2.1.9)
onde Z˙x e´ definido por (2.1.4).
2.1.2 O grupo de Lie fibrado tangente
O fibrado tangente TG do grupo de Lie G e´ um grupo de Lie com operac¸o˜es de grupo
definidas como prolongamentos tangentes das operac¸o˜es emG. Denotamos os elementos
de TG por vx ou vg, onde piG(vx) = x e piG(vg) = g para piG : TG → G a projecc¸a˜o
cano´nica. A demonstrac¸a˜o do resultado a seguir apresentado pode ser encontrada, por
exemplo, em [46].
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Lema 2.1.5. Se m : G×G→ G representa a operac¸a˜o multiplicac¸a˜o do grupo de Lie
G, enta˜o, a aplicac¸a˜o tangente a m num elemento arbitra´rio (x, g) ∈ G×G e´ definida
por (
T(x,g)m
)
(vx, vg) = TxRgvx + TgLxvg ∈ TxgG,
para cada vx ∈ TxG e vg ∈ TgG.
Proposic¸a˜o 2.1.6. [46, 71] O fibrado tangente TG do grupo de Lie G e´ um grupo de
Lie com operac¸o˜es de grupo dadas por
TG× TG −→ TG
(vx, vg) 7−→ vxvg
e
TG −→ TG
vx 7−→ v−1x
onde
vxvg = TxRgvx + TgLxvg ∈ TxgG e v−1x = − (TeLx−1 ◦ TxRx−1) (vx) ∈ Tx−1G,
para cada vx ∈ TxG e vg ∈ TgG, com x, g ∈ G.
2.1.3 Produto semidirecto do grupo de Lie e da sua a´lgebra
No contexto da secc¸a˜o B.4, interessa-nos o seguinte caso particular: consideramos o
grupo de Lie G a actuar no espac¸o vectorial dado pela sua a´lgebra de Lie g, atrave´s
da acc¸a˜o a` direita que consiste no diferencial na identidade da acc¸a˜o a` direita de G
em si pro´prio definida por (x, g) ∈ G × G 7→ (Rx ◦ Lx−1) (g) ∈ G. Uma vez que
Te (Rx ◦ Lx−1)Y = Adx−1Y , a representac¸a˜o a` direita de G em g que estamos a con-
siderar e a correspondente representac¸a˜o de g em g, sa˜o tais que
Y · x ≡ Adx−1Y e Z · Y = −adY Z = adZY,
para quaisquer x ∈ G e Y, Z ∈ g. De acordo com a proposic¸a˜o B.4.1, constru´ımos o
grupo de Lie produto semidirecto descrito no resultado a seguir apresentado.
Proposic¸a˜o 2.1.7. A variedade diferencia´vel produto cartesiano G× g munida com a
operac¸a˜o multiplicac¸a˜o
(x, Y )(g, Z) = (xg,Adg−1Y + Z),
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com (x, Y ), (g, Z) ∈ G × g, e´ um grupo de Lie, designado por grupo de Lie produto
semidirecto de G e g e denotado por G⊗S g. O elemento identidade deste grupo e´ (e, 0)
e o elemento inverso de (x, Y ) ∈ G× g e´ definido por (x, Y )−1 = (x−1,−AdxY ).
Ao longo deste trabalho, usaremos a notac¸a˜o G× g, em vez de G⊗S g, para repre-
sentar o produto semidirecto. E de forma ana´loga se usam as notac¸o˜es g× g e g∗ × g∗
para representar a correspondente a´lgebra de Lie e o seu dual, respectivamente.
Da secc¸a˜o B.4, sabemos ainda que o pareˆntesis de Lie em g × g e´ determinado de
acordo com a fo´rmula
[(Y, Z), (Y ′, Z ′)] = ([Y, Y ′], [Y, Z ′] + [Z, Y ′])
e portanto ad(Y,Z)(Y ′, Z ′) = ([Y, Y ′], [Y, Z ′] + [Z, Y ′]), para quaisquer Y, Y ′, Z, Z ′ ∈ g.
Daqui, facilmente se deduz que
ad∗(Y,Z)(µ, ξ) := (µ, ξ) ◦ ad(Y,Z) = (ad∗Y µ+ ad∗Zξ, ad∗Y ξ) . (2.1.10)
Fibrado tangente de G× g
T (G× g) =
⋃
(x,Y )∈G×g
T(x,Y )(G× g) =
⋃
(x,Y )∈G×g
(TxG× {Y } × g) .
Se (x, Y ) ∈ G× g, cada elemento
(vx, U) ∈ T(x,Y )(G× g)
e´ tal que vx ∈ TxG e U ∈ TY g = g. Neste sentido, identificamos de forma natural este
elemento (vx, U) com o terno
(vx, Y, U) ∈ TxG× {Y } × g,
que sera´ a notac¸a˜o adoptada para os elementos de T (G × g). A projecc¸a˜o natural do
fibrado T (G× g) e´ a aplicac¸a˜o piG×g : T (G× g)→ G× g, definida por
piG×g(vx, Y, U) = (piG(vx), Y ) = (x, Y ),
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para cada (vx, Y, U) ∈ T (G× g).
Fibrado tangente de ordem dois de G
O fibrado tangente de ordem dois T 2G de G, quando trivializado usando o difeo-
morfismo (2.1.15) de TG abordado na secc¸a˜o a seguir, e´ um fibrado sobre G × g, que
denotaremos por T˜ 2G, e que pode ser visto como um subfibrado de T (G× g).
T˜ 2G = {(vx, Y, U) ∈ T(x,Y )(G× g) : TxLx−1vx = Y } =
⋃
x∈G
(TxG× g) . (2.1.11)
Assim, representamos cada elemento de T˜ 2G por um par
(vx, U) ∈ TxG× g.
A projecc¸a˜o natural do fibrado T˜ 2G e´ a aplicac¸a˜o τ˜12 : T˜ 2G→ G× g, definida por
τ˜12 (vx, U) = (piG(vx), TxLx−1vx) = (x, TxLx−1vx), (2.1.12)
para cada (vx, U) ∈ T˜ 2G.
Fibrado cotangente de G× g
T ∗(G× g) =
⋃
(x,Y )∈G×g
T ∗(x,Y )(G× g) =
⋃
(x,Y )∈G×g
(T ∗xG× {Y } × g∗) .
Se (x, Y ) ∈ G× g, cada elemento
(αx, ξ) ∈ T ∗(x,Y )(G× g)
e´ tal que αx ∈ T ∗xG e ξ ∈ T ∗Y g = g∗. Portanto, os elementos de T ∗(G × g) podem ser
caracterizados atrave´s de elementos do tipo
(αx, Y, ξ) ∈ T ∗xG× {Y } × g∗.
Neste trabalho, sempre que se justificar, simplificamos a notac¸a˜o agora introduzida,
suprimindo o segundo elemento do terno que representa cada elemento de T (G × g)
ou T ∗(G × g), ou seja, assumimos a identificac¸a˜o entre os elementos de T(x,Y )(G × g)
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(respectivamente, T ∗(x,Y )(G×g)) e os elementos de TxG×g (respectivamente, T ∗xG×g∗),
nos casos em que esta na˜o gere ambiguidade.
Terminamos esta subsecc¸a˜o com dois resultados que visam a translac¸a˜o a` esquerda
no grupo de Lie produto semidirecto G×g, mais concretamente deduzimos as fo´rmulas
para a tangente desta translac¸a˜o e para a correspondente transposta.
Proposic¸a˜o 2.1.8. Sejam (x, Y ), (g, Z) ∈ G× g. A aplicac¸a˜o tangente da translac¸a˜o
a` esquerda por (x, Y ) em (g, Z), e´ definida por
T(g,Z)L(x,Y ) : T(g,Z)(G× g) −→ T(xg,Adg−1Y+Z)(G× g)
(vg, Z, U) 7−→ T(g,Z)L(x,Y )(vg, Z, U)
com T(g,Z)L(x,Y )(vg, Z, U) = (TgLxvg , Adg−1Y + Z , U + [Adg−1Y, TgLg−1vg]).
Demonstrac¸a˜o. Refira-se que, quaisquer que sejam os elementos (x, Y ), (g, Z) ∈ G× g,
temos L(x,Y )(g, Z) = (xg,Adg−1Y + Z). Por definic¸a˜o, o valor da aplicac¸a˜o tangente
desta translac¸a˜o num ponto (vg, Z, U) de T(g,Z)(G× g) e´ calculado de acordo com:
T(g,Z)L(x,Y )(vg, Z, U) =
d
dt
(
L(x,Y ) ◦ ϕ
)
(t)
∣∣∣∣
t=0
,
para ϕ uma curva em G × g, escrita como um par de curvas ϕ(t) = (ϕ1(t), ϕ2(t)) (a
primeira em G e a segunda em g), que satisfaz ϕ1(0) = g, ϕ2(0) = Z, ϕ˙1(0) = vg e
ϕ˙2(0) = U . Desenvolvendo a expressa˜o dada temos
T(g,Z)L(x,Y )(vg, Z, U) =
d
dt
(
xϕ1(t) , Adϕ−11 (t)Y + ϕ2(t)
)∣∣∣∣
t=0
=
=
(
d
dt
(Lx ◦ ϕ1) (t)
∣∣∣∣
t=0
, Adg−1Y + Z ,
d
dt
Adϕ−11 (t)
Y
∣∣∣∣
t=0
+ ϕ˙2(0)
)
=
=
(
TgLxvg , Adg−1Y + Z , U +
d
dt
Adϕ−11 (t)
Y
∣∣∣∣
t=0
)
.
Usando agora (B.3.2) obtemos o pretendido.
Proposic¸a˜o 2.1.9. A aplicac¸a˜o transposta da aplicac¸a˜o tangente T(g,Z)L(x,Y ) e´ dada
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por
T ∗(g,Z)L(x,Y ) : T
∗
(xg,Adg−1Y+Z)
(G× g) −→ T ∗(g,Z)(G× g)
(αxg, Adg−1Y + Z, ξ) 7−→ T ∗(g,Z)L(x,Y )(αxg, Adg−1Y + Z, ξ)
com T ∗(g,Z)L(x,Y )(αxg, Adg−1Y + Z, ξ) =
(
T ∗gLxαxg + ad∗Adg−1Y ξ ◦ TgLg−1 , Z , ξ
)
.
Demonstrac¸a˜o. Por definic¸a˜o, temos
T ∗(g,Z)L(x,Y )(αxg, Adg−1Y + Z, ξ) = (αxg, Adg−1Y + Z, ξ) ◦ T(g,Z)L(x,Y ).
Assim, dado (vg, Z, U) ∈ T(g,Z)(G× g) temos[
T ∗(g,Z)L(x,Y )(αxg, Adg−1Y + Z, ξ)
]
(vg, Z, U) =
= αxg (TgLxvg) + ξ(U) + ξ
(
[Adg−1Y, TgLg−1vg]
)
=
=
(
T ∗gLxαxg + ad∗Adg−1Y ξ ◦ TgLg−1
)
(vg) + ξ(U).
De onde se segue o resultado.
Nas duas proposic¸o˜es anteriores, se escolhermos (g, Z) = (e, 0), obtemos o seguinte
resultado:
Corola´rio 2.1.10. Quaisquer que sejam (W,U) ∈ T(e,0)(G×g) ≡ g×g, (x, Y ) ∈ G×g
e (αx, ξ) ∈ T ∗(x,Y )(G× g) ≡ T ∗xG× g∗, temos
T(e,0)L(x,Y )(W,U) = (TeLxW , U + adYW ) ∈ TxG× g ≡ T(x,Y )(G× g) (2.1.13)
e
T ∗(e,0)L(x,Y )(αx, ξ) = (T
∗
e Lxαx + ad
∗
Y ξ , ξ) ∈ g∗ × g∗ ≡ T ∗(e,0)(G× g). (2.1.14)
2.1.4 Trivializac¸o˜es dos fibrados
A translac¸a˜o a` esquerda no grupo de Lie G induz as duas seguintes trivializac¸o˜es:
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• A trivializac¸a˜o a` esquerda do fibrado tangente TG que consiste em identificar este
espac¸o com o espac¸o G× g atrave´s do isomorfismo
λ : TG −→ G× g
vx ∈ TxG 7−→ (x, TxLx−1vx) ,
(2.1.15)
cuja inversa e´ definida por λ−1(x, Y ) = TeLxY , para cada (x, Y ) ∈ G× g.
• A trivializac¸a˜o a` esquerda do fibrado cotangente T ∗G, isto e´, identificar T ∗G com
G× g∗ atrave´s do isomorfismo
ρ¯ : T ∗G −→ G× g∗
αx ∈ T ∗xG 7−→ (x, T ∗e Lxαx) = (x, αx ◦ TeLx) ,
(2.1.16)
com inversa definida por (ρ¯)−1(x, ξ) = T ∗xLx−1ξ = ξ◦TxLx−1 , para x ∈ G e ξ ∈ g∗.
Refira-se que a trivializac¸a˜o a` esquerda (2.1.15) de TG e a forma de Maurer- Cartan
em G (isto e´, a 1-forma em G com valores em g apresentada na definic¸a˜o B.1.20)
traduzem na sua esseˆncia a mesma ideia. Por este motivo, usamos a mesma notac¸a˜o λ
para os dois conceitos.
A trivializac¸a˜o a` esquerda de TG, permite-nos concluir que as estruturas de grupo
de Lie de TG e do produto semidirecto G× g descritas nas duas subsecc¸o˜es anteriores
sa˜o isomorfas (consultar, por exemplo, [46]):
Lema 2.1.11. Os grupos de Lie TG e G× g sa˜o isomorfos atrave´s do isomorfismo λ
definido por (2.1.15).
Demonstrac¸a˜o. Sejam vx ∈ TxG e vg ∈ TgG, com x, g ∈ G. Para a operac¸a˜o multi-
plicac¸a˜o temos
λ(vxvg) =
(
xg,
(
TxgLg−1x−1 ◦ TxRg
)
vx +
(
TxyLg−1x−1 ◦ TgLx
)
vg
)
=
=
(
xg, Tx
(
Lg−1 ◦ Lx−1 ◦Rg
)
vx + Tg
(
Lg−1 ◦ Lx−1 ◦ Lx
)
vg
)
=
=
(
xg, Tx
(
Lg−1 ◦Rg ◦ Lx−1
)
vx + TgLg−1vg
)
=
=
(
xg,Adg−1TxLx−1vx + TgLg−1vg
)
=
= (x, TxLx−1vx)
(
g, TgLg−1vg
)
= λ(vx)λ(vg).
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Por outro lado, para a operac¸a˜o inversa˜o vem
λ(v−1x ) =
(
x−1,− [Tx−1Lx ◦ Tx (Lx−1 ◦Rx−1)] vx
)
=
=
(
x−1,−Tx (Lx ◦ Lx−1 ◦Rx−1) vx
)
=
(
x−1,−TxRx−1vx
)
=
=
(
x−1,− (TxRx−1 ◦ TeLx ◦ TxLx−1) vx
)
=
(
x−1,−AdxTxLx−1vx
)
=
= (x, TxLx−1vx)
−1 = [λ(vx)]−1.
De acordo com a definic¸a˜o B.1.6, a demonstrac¸a˜o esta´ conclu´ıda.
Para o trabalho a desenvolver a seguir, interessa-nos considerar a trivializac¸a˜o a`
esquerda do fibrado cotangente T ∗(G × g), fazendo uso da translac¸a˜o a` esquerda no
grupo de Lie G × g (de um modo similar ao que fazemos em (2.1.16)). De acordo
com a fo´rmula (2.1.14), identificamos o fibrado cotangente T ∗(G × g) com o espac¸o
G× g× g∗ × g∗ atrave´s do isomorfismo
ρ : T ∗(G× g) −→ G× g× g∗ × g∗
(αx, Y, ξ) ∈ T ∗(x,Y )(G× g) 7−→ (x, Y, T ∗e Lxαx + ad∗Y ξ, ξ) .
(2.1.17)
Usando a proposic¸a˜o 2.1.9, verifica-se facilmente que a inversa deste isomorfismo e´ dada,
para cada (x, Y, µ, ξ) ∈ G× g× g∗ × g∗, por
ρ−1(x, Y, µ, ξ) = (T ∗xLx−1 (µ− ad∗Y ξ) , Y, ξ) ∈ T ∗(x,Y )(G× g). (2.1.18)
2.2 Problema variacional
Consideremos o problema variacional dos polino´mios cu´bicos Riemannianos, a que se
dedica a secc¸a˜o 1.1, agora para M = G (a variedade diferencia´vel e´ o grupo de Lie
conexo e compacto). No caso dos grupos de Lie, a equac¸a˜o de Euler-Lagrange (1.1.2)
adquire uma forma particular que foi deduzida por Crouch e Silva Leite em [37], como
uma extensa˜o do resultado no grupo de Lie SO(3) obtido por Noakes, Heinzinger e
Paden em [69]. Descrevemos de seguida as etapas essenciais para a deduc¸a˜o dessa
equac¸a˜o.
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Seja x uma curva em G e consideremos a base ortonormada de campos de vec-
tores invariantes a` esquerda em G definidos por (2.1.2). Enta˜o, o campo de vectores
velocidade Yx de x pode escrever-se como
Yx(t) :=
dx
dt
(t) =
n∑
i=1
yi(t)Xi(x(t)), (2.2.1)
onde yi, i = 1, . . . , n sa˜o func¸o˜es suaves do tempo.
Proposic¸a˜o 2.2.1. [37] Se Yx e´ o campo de vectores velocidade de uma curva x num
grupo de Lie conexo e compacto, escrito na forma (2.2.1), enta˜o a sua derivada covari-
ante escreve-se como
DYx
dt
= Y˙x, (2.2.2)
onde estamos a considerar a notac¸a˜o (2.1.4).
Demonstrac¸a˜o. Da definic¸a˜o de derivada covariante ([45]), vem
DYx
dt
(t) =
n∑
i=1
y˙i(t)Xi(x(t)) +
n∑
i,j,k=1
Γijk(t)y
j(t)yk(t)Xi(x(t)),
onde Γijk sa˜o os s´ımbolos de Christoffel da conexa˜o Riemanniana em G. No entanto,
prova-se que a segunda parcela da igualdade anterior e´ nula. Para tal, usa-se o teorema
2.1.1. Temos
n∑
i,j,k=1
Γijk(t)y
j(t)yk(t)Xi(x(t)) =
n∑
j,k=1
yj(t)yk(t)∇Xj(x(t))Xk(x(t)) =
=
1
2
n∑
j,k=1
yj(t)yk(t)[Xj(x(t)), Xk(x(t))] =
1
2
[Yx(t), Yx(t)] = 0.
Logo, a derivada covariante reduz-se a (DYx/dt) (t) =
∑n
i=1 y˙
i(t)Xi(x(t)) = Y˙x.
Um procedimento semelhante ao usado na demonstrac¸a˜o da proposic¸a˜o anterior,
permite-nos deduzir as seguintes expresso˜es para as derivadas covariantes de ordem
superior ([37]):
D2Yx
dt2
= Y¨x +
1
2
[Yx, Y˙x] e
D3Yx
dt3
=
...
Y x + [Yx, Y¨x] +
1
4
[[Y˙x, Yx], Yx]. (2.2.3)
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Note-se que, por vezes, omitimos a dependeˆncia do tempo para simplificar a notac¸a˜o.
De acordo com o acima exposto e atendendo ao teorema 2.1.1, a definic¸a˜o 1.1.1 e´
adaptada para grupos de Lie da forma a seguir apresentada.
Definic¸a˜o 2.2.2. Uma curva suave
x : I ⊂ R −→ G
t 7−→ x(t)
diz-se um polino´mio cu´bico Riemanniano no grupo de Lie G se verifica a equac¸a˜o
...
Y x + [Yx, Y¨x] = 0, com Yx = x˙. (2.2.4)
Podemos assim deduzir treˆs invariantes que apresentamos na proposic¸a˜o a seguir.
Proposic¸a˜o 2.2.3. Seja x um polino´mio cu´bico no grupo de Lie G e Yx = x˙ o respectivo
campo de vectores velocidade. As seguintes expresso˜es sa˜o invariantes ao longo de x:
I1 =
1
2
〈
Y˙x, Y˙x
〉
−
〈
Y¨x, Yx
〉
(2.2.5)
I2 =
〈
Y¨x, Y¨x
〉
(2.2.6)
I3 =
〈
[Yx, Y˙x], Y¨x +
1
2
[Yx, Y˙x]
〉
. (2.2.7)
Demonstrac¸a˜o. O resultado obte´m-se fazendo a integrac¸a˜o do produto interno da e-
quac¸a˜o (2.2.4) com Yx, Y¨x e [Yx, Y˙x], respectivamente, e recorrendo ainda a` propriedade
(2.1.1).
Importa observar que, atendendo a (2.2.2) e (2.2.3), os dois invariantes (1.1.3) e
(1.1.4) correspondem, respectivamente, a I1 e I2 + I3.
Proposic¸a˜o 2.2.4. Seja λ a forma de Maurer-Cartan descrita na definic¸a˜o B.1.20. A
equac¸a˜o de Euler-Lagrange (2.2.4) e´ equivalente a
...
Y + [Y, Y¨ ] = 0, com Y = λx(Yx) ≡ λx(x˙), (2.2.8)
onde estamos a utilizar a notac¸a˜o (2.1.5).
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Demonstrac¸a˜o. Note-se que
...
Y x + [Yx, Y¨x] = 0⇔ λx(
...
Y x) + λx
(
[Yx, Y¨x]
)
= 0⇔ λx(
...
Y x) + [λx(Yx), λx(Y¨x)] = 0.
Ora, se considerarmos Y = λx(Yx), atendendo a (2.1.8), torna-se claro que λx(Y¨x) = Y¨
e λx(
...
Y x) =
...
Y . E portanto as equac¸o˜es (2.2.4) e (2.2.8) sa˜o equivalentes.
Refira-se ainda que tendo em atenc¸a˜o a bi-invariaˆncia da me´trica Riemanniana, os
invariantes (2.2.5), (2.2.6) e (2.2.7) tomam a forma
I1 =
1
2
〈
Y˙ , Y˙
〉
−
〈
Y¨ , Y
〉
(2.2.9)
I2 =
〈
Y¨ , Y¨
〉
(2.2.10)
I3 =
〈
[Y, Y˙ ], Y¨ +
1
2
[Y, Y˙ ]
〉
, (2.2.11)
com Y = λx(Yx) ≡ λx(x˙).
Observac¸a˜o 2.2.5. E´ interessante observar que, por definic¸a˜o de campo de vectores
velocidade, temos Y = λ(x˙) = (λ ◦ Ttx) (d/dt), onde d/dt denota o campo de vectores
usual em R e Ttx : TtR→ Tx(t)G e´ a aplicac¸a˜o tangente a x em t. Mas, λ◦Ttx coincide
com a imagem rec´ıproca de λ por x, x∗λ. Esta imagem rec´ıproca define uma 1-forma
em R com valores em g que se designa por derivada de Darboux de x. Portanto, Y e´ a
imagem do campo de vectores usual de R pela derivada de Darboux.
Observac¸a˜o 2.2.6. Note-se que atendendo a`s equac¸o˜es de Maurer-Cartan (B.1.3),
a equac¸a˜o de Euler-Lagrange que caracteriza uma curva x em G como um polino´mio
cu´bico e´ equivalente a
λ(
...
Y x)− dλ(Yx, Y¨x) = 0,
sendo Yx o campo de vectores velocidade de x e onde assumimos a notac¸a˜o (2.1.4).
2.3 Problema de controlo o´ptimo
O problema de controlo o´ptimo correspondente ao problema variacional dos polino´mios
cu´bicos Riemannianos em G e´ definido de acordo com o exposto na secc¸a˜o 1.2, con-
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siderando M = G. O espac¸o de estados e´ dado pelo fibrado tangente TG e o fibrado de
controlos e´ o fibrado tangente de segunda ordem T 2G. O problema de controlo o´ptimo
dos polino´mios cu´bicos Riemannianos no grupo de Lie G consiste em encontrar, de en-
tre as curvas α : [0, T ]→ T 2G seccionalmente C2-suaves com condic¸o˜es iniciais e finais
(1.2.4) e que satisfazem o sistema de controlo
(
d
(
τ12 ◦ α
)
/dt
)
(t) = Π(α(t)), a curva
que minimiza a funcional
∫ T
0 G(α(t))dt, com T ∈ R+ fixo, para G : T 2G→ R a func¸a˜o
custo definida por (1.2.5) e onde Π e´ o campo de vectores ao longo de τ12 : T
2G→ TG
definido por (1.2.7).
Interessa-nos considerar o problema de controlo com espac¸o de estados e fibrado de
controlos trivializados, no sentido a seguir descrito. Usando a trivializac¸a˜o a` esquerda
de TG dada por (2.1.15), o espac¸o de estados do nosso problema passa a ser o produto
semidirecto G×g. Ale´m disso, o fibrado de controlos T 2G pode tambe´m ser trivializado
e assim ser interpretado como um fibrado sobre G×g, resultando no fibrado de controlos
T˜ 2G dado por (2.1.11) e a respectiva projecc¸a˜o cano´nica τ˜12 : T˜ 2G → G × g definida
por (2.1.12).
No contexto do para´grafo anterior, uma curva γ em T˜ 2G e´ definida a` custa de treˆs
elementos: x uma curva em G; Yx um campo de vectores ao longo de x, que pode ser
visto como uma curva em TG que satisfaz piG ◦ Yx = x; e U uma curva em g. Nesta
nova versa˜o do problema de controlo o´ptimo, pretendemos determinar as curvas
γ : [0, T ]→ T˜ 2G, t 7→ (Yx(t), U(t)) ∈ Tx(t)G× g
seccionalmente C2-suaves e onde T ∈ R+ e´ fixo, com condic¸o˜es iniciais e finais fixas no
espac¸o de estados G× g, tal que se verifique o seguinte:
• γ minimiza a funcional ∫ T0 L(γ(t))dt, onde L : T˜ 2G→ R e´ a func¸a˜o custo definida,
para cada (vx, U) ∈ T˜ 2G, por
L(vx, U) =
1
2
〈U,U〉. (2.3.1)
• γ satisfaz o sistema de controlo
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d
dt
(
τ˜12 ◦ γ
)
(t) = Π˜(γ(t))
T˜ 2G
τ˜12
||zz
zz
zz
zz
zz
zz
zz
zz
zz
Π˜ // T (G× g)
G× g [0, T ]
τ˜12 ◦γ
oo
γ
OO
d
dt(τ˜12 ◦γ)
;;wwwwwwwwwwwwwwwwww
,
onde Π˜ e´ o campo de vectores ao longo da projecc¸a˜o τ˜12 , ou seja, verifica-se a
comutatividade do diagrama
T˜ 2G
τ˜12
##G
GG
GG
GG
GG
GG
GG
GG
GG
G
Π˜ // T (G× g)
pi
G×g
²²
G× g
e que e´ definido, para cada (vx, U) ∈ T˜ 2G, por
Π˜(vx, U) = (vx, TxLx−1vx, U) ∼ (vx, U) ∈ TxG× g, (2.3.2)
onde T(x,TxLx−1vx)(G×g) ∼ TxG×{TxLx−1vx}×g ∼ TxG×g, identificac¸o˜es estas
explicadas com pormenor na subsecc¸a˜o 2.1.3.
Observe-se que, de acordo com (2.1.12), temos (τ˜12 ◦ γ)(t) = (x(t), Tx(t)Lx−1(t)Yx(t)) e
portanto o sistema de controlo e´ caracterizado pelo sistema de equac¸o˜es
x˙(t) = Yx(t)
d
dt
[
Tx(t)Lx−1(t)Yx(t)
]
= U(t).
Mas, Tx(t)Lx−1(t)Yx(t) = λx(t) (Yx(t)), onde λ e´ a forma de Maurer-Cartan da definic¸a˜o
B.1.20. Assim, atendendo a (2.1.9), a segunda equac¸a˜o do sistema anterior e´ equivalente
a λx(t)
(
Y˙x(t)
)
= U(t), pelo que o sistema de controlo adquire a forma x˙(t) = Yx(t)Y˙x(t) = TeLx(t)U(t) (2.3.3)
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que e´ uma versa˜o alternativa do sistema de controlo apresentado em [21, 28].
Importa referir que a escolha do campo de vectores Π˜ foi feita de acordo com o a
seguir descrito. Da secc¸a˜o 1.2, sabemos que o sistema de controlo e´ definido de forma a
caracterizar a restric¸a˜o (DYx/dt)(t) = Ux(t), onde Yx e´ o campo de vectores velocidade
da curva x dado por (2.2.1) e Ux e´ um novo campo de vectores ao longo de x escrito na
forma (2.1.3), com componentes dadas pelos controlos. Atendendo a (2.2.2), a referida
restric¸a˜o reduz-se a Y˙x = Ux, o que justifica a apresentac¸a˜o do sistema de controlo
(2.3.3) se pensarmos em U como sendo a imagem pela forma de Maurer-Cartan de Ux.
Observac¸a˜o 2.3.1. Por curiosidade, analisemos com mais pormenor a trivializac¸a˜o
efectuada no problema de controlo, relacionando-a com a versa˜o original resumida no
in´ıcio desta secc¸a˜o. Se λ e´ o isomorfismo definido por (2.1.15), o campo de vectores Π˜
e a projecc¸a˜o τ˜12 sa˜o caracterizados por
Π˜ = Tλ ◦Π ◦ (Tλ−1)∣∣
T˜ 2G
e τ˜12 = λ ◦ τ12 ◦ (Tλ−1)
∣∣
T˜ 2G
.
T˜ 2G
τ˜12
##F
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
FF
(Tλ−1)|
T˜2G // T 2G
Π //
τ12
""D
DD
DD
DD
DD
DD
DD
DD
DD
D TTG
pi
TG
²²
Tλ // T (G× g)
pi
G×g
²²
TG
λ
¾¾6
66
66
66
66
66
66
66
66
66
66
66
66
66
66
G× g
.
Por outro lado, a curva soluc¸a˜o γ em T˜ 2G e´ uma trivializac¸a˜o da curva α em T 2G,
considerando γ = (Tλ)|T 2G ◦ α.
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T˜ 2G
τ˜12
}}{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{
Π˜ // T (G× g)
T 2G
(Tλ)|T2G
OO
τ12
}}{{
{{
{{
{{
{{
{{
{{
{{
{{
Π // TTG
Tλ
;;wwwwwwwwwwwwwwwwwww
G× g TG
λ
oo [0, T ]
τ12 ◦α
oo
α
OO
d
dt(τ12 ◦α)
<<zzzzzzzzzzzzzzzzzz
.
2.4 Dinaˆmica do problema de controlo o´ptimo
Apresentamos agora a formulac¸a˜o Hamiltoniana do problema de controlo o´ptimo da
secc¸a˜o anterior (com espac¸o de estados e fibrado de controlos trivializados). Adaptamos
as ideias geome´tricas da secc¸a˜o 1.2 que se baseiam na abordagem presimple´ctica do
princ´ıpio do ma´ximo de Pontryagin. O espac¸o de co-estados do nosso sistema e´ o
fibrado cotangente T ∗(G × g). Consideramos o sistema presimple´ctico (T , Ω˜, H˜) cujo
espac¸o total e´ o fibrado sobre G× g dado pelo produto fibrado
T = T ∗(G× g)×G×g T˜ 2G,
onde T ∗(x,Y )(G × g) × (τ˜12 )−1(x, Y ) e´ a fibra de T sobre (x, Y ) ∈ G × g. Tendo em
atenc¸a˜o a notac¸a˜o nos fibrados de G× g adoptada na subsecc¸a˜o 2.1.3, os elementos de
T sa˜o denotados por (αx, Y, ξ, U) ∈ T ∗xG × {Y } × g∗ × g, onde (x, Y ) ∈ G × g. As
projecc¸o˜es cano´nicas pr1 : T → T ∗(G× g) e pr2 : T → T˜ 2G do espac¸o total no espac¸o
de co-estados e no fibrado de controlos sa˜o definidas, para cada (αx, Y, ξ, U) ∈ T ,
respectivamente, por pr1(αx, Y, ξ, U) = (αx, Y, ξ) e pr2(αx, Y, ξ, U) = (TeLxY, U). A
2-forma presimple´ctica em T e´ dada pela imagem rec´ıproca (“pull-back”)
Ω˜ = (pr1)∗ω0, (2.4.1)
onde ω0 e´ a forma simple´ctica cano´nica em T ∗(G× g). O Hamiltoniano e´ definido por
H˜ =¿ pr1, Π˜◦pr2 À −L◦pr2, com Π˜ e L dados, respectivamente, por (2.3.2) e (2.3.1),
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e onde¿ ., .À denota o produto dualidade cano´nica de vectores e covectores em G×g.
Assim,
H˜(αx, Y, ξ, U) = (T ∗e Lxαx) (Y ) + ξ (U)−
1
2
〈U,U〉. (2.4.2)
O campo de vectores dinaˆmico do sistema presimple´ctico (T , Ω˜, H˜) e´ o campo de vec-
tores X
H˜
: T → T (T ) soluc¸a˜o do sistema dinaˆmico iX
H˜
Ω˜ = dH˜.
O problema de controlo o´ptimo dos polino´mios cu´bicos e´ regular e portanto, apli-
cando o algoritmo geome´trico de sistemas presimple´cticos a (T , H˜, Ω˜), obtemos um
sistema na variedade simple´ctica W1 = {z ∈ T : dH˜(z)(vz) = 0, ∀ vz ∈ Ker Ω˜(z)}.
Utilizando um racioc´ınio similar ao da secc¸a˜o 1.2, facilmente se deduz que esta variedade
pode ser interpretada do seguinte modo:
W1 = {(αx, Y, ξ, U) ∈ T : U = Xξ},
onde Xξ e´ o elemento de g identificado com ξ ∈ g∗ atrave´s da me´trica Riemanniana de
G, conforme (2.1.6). Assim, temos o sistema Hamiltoniano (W1, H˜W1 , Ω˜W1), onde Ω˜W1
e´ a forma simple´ctica em W1 dada pela restric¸a˜o a W1 da forma presimple´ctica Ω˜; e o
Hamiltoniano H˜W1 e´ a restric¸a˜o de H˜ a W1. O campo de vectores Hamiltoniano XW1
associado a H˜W1 e´ definido pelo sistema dinaˆmico iXW1 Ω˜W1 = dH˜W1 . De modo similar
ao sucedido na secc¸a˜o 1.2, podemos concluir o seguinte:
Proposic¸a˜o 2.4.1. O estudo do sistema dinaˆmico iXW1 Ω˜W1 = dH˜W1 reduz-se ao estudo
de um sistema dinaˆmico na variedade simple´ctica (T ∗(G× g), ω0).
Demonstrac¸a˜o. Basta considerar o difeomorfismo
ϕ : (T ∗(G× g), ω0) −→
(
W1, Ω˜W1
)
(αx, Y, ξ) 7−→ (αx, Y, ξ,Xξ),
que e´ obviamente um simplectomorfismo, ou seja, verifica-se
(ϕ−1)∗ω0 = Ω˜W1 .
De facto, considerando Ω˜W1 := i
∗
W1
Ω˜, onde iW1 : W1 ↪→ T e´ a inclusa˜o e Ω˜ e´ a forma
presimple´ctica definida por (2.4.1), temos
ϕ∗Ω˜W1 = (ϕ
∗ ◦ i∗W1)Ω˜ = (ϕ∗ ◦ i∗W1 ◦ pr∗1)ω0 = (pr1 ◦ iW1 ◦ ϕ)∗ω0.
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Mas, se (αx, Y, ξ) ∈ T ∗(G× g) temos
(pr1 ◦ iW1 ◦ ϕ)(αx, Y, ξ) = (pr1 ◦ iW1)(αx, Y, ξ,Xξ) = pr1(αx, Y, ξ,Xξ) = (αx, Y, ξ),
e portanto pr1 ◦ iW1 ◦ϕ e´ a aplicac¸a˜o identidade. Como consequeˆncia, ϕ∗Ω˜W1 = ω0, ou
seja, (ϕ−1)∗ω0 = Ω˜W1 .
A H˜W1 fazemos corresponder o Hamiltoniano H¯ := H˜W1 ◦ ϕ : T ∗(G × g) → R.
Temos
H¯(αx, Y, ξ) = (T ∗e Lxαx) (Y ) +
1
2
ξ (Xξ) , (2.4.3)
para cada (αx, Y, ξ) ∈ T ∗(x,Y )(G × g). Ficamos com o sistema dinaˆmico iXH¯ω0 = dH¯,
onde XH¯ : T
∗(G × g) → T (T ∗(G × g)) e´ o prolongamento (“push-forward”) de XW1
pelo simplectomorfismo ϕ−1, XH¯ = (ϕ−1)∗XW1 = Tϕ−1 ◦XW1 ◦ ϕ.
2.5 Trivializac¸a˜o a` esquerda do sistema Hamiltoniano
Nesta secc¸a˜o, procedemos a` trivializac¸a˜o a` esquerda de
(
T ∗(G× g), ω0, H¯
)
, o sistema
Hamiltoniano constru´ıdo na demonstrac¸a˜o da u´ltima proposic¸a˜o da secc¸a˜o anterior.
Para tal, consideramos a trivializac¸a˜o a` esquerda do fibrado cotangente T ∗(G× g), que
consiste em identificar este fibrado com o espac¸o G×g×g∗×g∗ atrave´s do isomorfismo
ρ definido por (2.1.17).
O Hamiltoniano H¯ dado por (2.4.3) e´ trivializado a` esquerda fazendo a composic¸a˜o
H := H¯ ◦ ρ−1. Obte´m-se H(x, Y, µ, ξ) = µ(Y )− (ad∗Y ξ)(Y )+ 12ξ(Xξ), uma vez que ρ−1
e´ dado por (2.1.18). Contudo, (ad∗Y ξ)(Y ) = 0 e assim H : G × g × g∗ × g∗ −→ R e´
definido por
H(x, Y, µ, ξ) = µ(Y ) +
1
2
ξ(Xξ). (2.5.1)
Sendo ρ um difeomorfismo podemos munir G × g × g∗ × g∗ de uma estrutura
simple´ctica (ver nota de rodape´ 3 do cap´ıtulo 1), dada pela imagem rec´ıproca da forma
simple´ctica ω0 em T ∗(G× g) por ρ−1
Ω = (ρ−1)∗ω0. (2.5.2)
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Portanto, ρ e´ um simplectomorfismo, o que nos permite trivializar para G× g× g∗× g∗
o campo de vectores Hamiltoniano XH¯ , considerando XH = ρ∗XH¯ := Tρ ◦XH¯ ◦ ρ−1.
Este campo de vectores e´ caracterizado como sendo a soluc¸a˜o do sistema dinaˆmico
iXHΩ = dH. A proposic¸a˜o a seguir apresentada conduz-nos a` expressa˜o de XH .
Proposic¸a˜o 2.5.1. O seguinte sistema de equac¸o˜es diferenciais descreve o movimento
para o sistema Hamiltoniano trivializado (G× g× g∗ × g∗,Ω,H):
x˙ = TeLxY
Y˙ = Xξ
µ˙ = 0
ξ˙ = −µ+ ad∗Y ξ.
(2.5.3)
Demonstrac¸a˜o. Seja z = (x, Y, µ, ξ) uma curva integral de XH . Seguindo [17] (secc¸a˜o
A.3, exemplo 3), as equac¸o˜es Hamiltonianas em G × g × g∗ × g∗ (a trivializac¸a˜o a`
esquerda do fibrado cotangente do grupo de Lie G × g) designam-se por equac¸o˜es de
Euler-Arnold e sa˜o dadas por
(
x˙, Y˙
)
= T(e,0)L(x,Y )
(
∂H
∂µ
(z),
∂H
∂ξ
(z)
)
(
µ˙, ξ˙
)
= −T ∗(e,0)L(x,Y )
(
∂H
∂x
(z),
∂H
∂Y
(z)
)
+ ad∗(
∂H
∂µ
(z), ∂H
∂ξ
(z)
)(µ, ξ).
Nesta notac¸a˜o, (∂H/∂x) (z) e´ interpretado como um elemento de T ∗xG, (∂H/∂Y ) (z)
como um elemento de g∗, (∂H/∂µ) (z) e (∂H/∂ξ) (z) como elementos de g. Em virtude
das identidades (2.1.10), (2.1.13) e (2.1.14), o sistema anterior reescreve-se como
x˙ = TeLx ∂H∂µ (z)
Y˙ = ∂H∂ξ (z) + adY
∂H
∂µ (z)
µ˙ = −T ∗e Lx ∂H∂x (z)− ad∗Y ∂H∂Y (z) + ad∗∂H
∂µ
(z)
µ+ ad∗∂H
∂ξ
(z)
ξ
ξ˙ = −∂H∂Y (z) + ad∗∂H
∂µ
(z)
ξ.
Da expressa˜o do Hamiltoniano (2.5.1), vem (∂H/∂x) (z) = 0, (∂H/∂Y ) (z) = µ,
(∂H/∂µ) (z) = Y e (∂H/∂ξ) (z) = Xξ. Substituindo estas expresso˜es no sistema acima
e simplificando, obtemos o resultado pretendido (note-se que usando a propriedade
(2.1.1), se prova que ad∗Xξξ = 0).
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Tendo em atenc¸a˜o a proposic¸a˜o anterior, para cada (x, Y, µ, ξ) ∈ G × g × g∗ × g∗,
temos
XH(x, Y, µ, ξ) = (TeLxY , Xξ , 0 , −µ+ ad∗Y ξ). (2.5.4)
Observac¸a˜o 2.5.2. E´ interessante observar que se considerarmos a mudanc¸a de varia´vel
µ¯ = µ− ad∗Y ξ, as equac¸o˜es (2.5.3) se transformam nas equac¸o˜es obtidas em [28]. Refi-
ra-se ainda que adaptando a metodologia de [33], onde os autores obteˆm uma generaliza-
c¸a˜o das equac¸o˜es de Euler-Arnold para uma ordem qualquer, as equac¸o˜es Hamiltonianas
para o caso particular dos polino´mios cu´bicos coincidem com as encontradas em [28].
As equac¸o˜es que derivam das abordagens apresentadas em [28, 33] sa˜o Hamiltonianas
para o Hamiltoniano (2.5.1), quando considerada uma forma simple´ctica distinta da
considerada nesta dissertac¸a˜o. Isto deve-se ao facto de estarmos a considerar uma
trivializac¸a˜o que preserva a estrutura de grupo do produto semidirecto G× g. A nossa
forma simple´ctica trivializada (2.5.2) e´ dada por 2
Ω(x, Y, µ, ξ)(V1, V2) =
= −α1(Z2)− β1(W2 − [Y,Z2]) + α2(Z1) + β2(W1 − [Y,Z1])+
+µ([Z1, Z2]) + ξ([Z1,W2] + [W1, Z2]− [Y, [Z1, Z2]]),
para (x, Y, µ, ξ) ∈ G×g×g∗×g∗ e Vi := (TeLxZi,Wi, αi, βi) ∈ TxG×g×g∗×g∗, i = 1, 2,
onde assumimos a identificac¸a˜o de T(x,Y,µ,ξ)(G× g× g∗ × g∗) com TxG× g× g∗ × g∗.
2.6 Integrais do movimento
Como e´ do nosso conhecimento, a func¸a˜o Hamiltoniana de um sistema Hamiltoniano e´
naturalmente um integral do movimento desse sistema. Assim, a func¸a˜o H definida por
2Para demonstrar este facto, basta adaptar o seguinte resultado: seja G um grupo de Lie e (T ∗G,ω0)
o seu fibrado cotangente com a 2-forma cano´nica simple´ctica ω0. Seja ainda ρ : T
∗G → G × g∗ a
trivializac¸a˜o a` esquerda. Enta˜o, a imagem rec´ıproca de ω0 por ρ
−1, Ω = (ρ−1)∗ω0 e´ definida de acordo
com o seguinte Ω(g, α)((TeLgξ, β), (TeLgη, γ)) = −β(η) + γ(ξ) + α([ξ, η]), onde (g, α) ∈ G × g∗ e
(TeLgξ, β), (TeLgη, γ) ∈ TgG × g∗ ≡ T(g,α)(G × g∗). (Consultar, por exemplo, pa´gina 315 de [1] ou
pa´gina 278 de [17].)
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(2.5.1) e´ um integral do movimento do sistema Hamiltoniano (G× g× g∗ × g∗,Ω,H)
m1 := H = µ(Y ) +
1
2
ξ(Xξ). (2.6.1)
Para ale´m deste integral do movimento interessa-nos ainda apresentar os dois integrais
da proposic¸a˜o a seguir.
Proposic¸a˜o 2.6.1. As func¸o˜es reais m2 e m3 definidas, para cada elemento (x, Y, µ, ξ)
de G× g× g∗ × g∗, por
m2 = µ (Xµ) (2.6.2)
e
m3 = 2 (ad∗Y ξ) (Xµ) + (ad
∗
Y ad
∗
Y ξ) (Xξ), (2.6.3)
sa˜o integrais do movimento do sistema Hamiltoniano.
Demonstrac¸a˜o. A terceira equac¸a˜o do sistema Hamiltoniano (2.5.3) permite-nos con-
cluir de imediato que a func¸a˜o m2 e´ um integral do movimento. Consideremos o campo
de vectores soluc¸a˜o XH definido por (2.5.4). Para demonstrar que m3 e´ um integral do
movimento, e´ necessa´rio provar que XHm3 = 0, isto e´, qualquer que seja o elemento
z = (x, Y, µ, ξ) de G×g×g∗×g∗, vamos verificar que [(dm3)(z)](XH(z)) = 0. No que se
segue, assumimos uma notac¸a˜o similar a` adoptada na proposic¸a˜o 2.5.1, relativamente a`
interpretac¸a˜o dos elementos (∂m3/∂x)(z), (∂m3/∂Y )(z), (∂m3/∂µ)(z) e (∂m3/∂ξ)(z).
Note-se que, atendendo a`s expresso˜es de XH e de m3 (dadas, respectivamente, por
(2.5.4) e (2.6.3)), e´ o´bvio que
[(dm3)(z)](XH(z)) =
(
∂m3
∂Y
(z)
)
(Xξ) + (ad∗Y ξ − µ)
(
∂m3
∂ξ
(z)
)
.
Para concluirmos a demonstrac¸a˜o, basta calcular as derivadas dem3 e substituir o resul-
tado na expressa˜o anterior. Ora, de (2.6.3) deduz-se que (∂m3/∂ξ)(z) = 2adYXµ−ad∗Y ξ
e (∂m3/∂Y )(z) = 2ad∗Xξ(µ − ad∗Y ξ), e recorrendo a` propriedade (2.1.1), resulta de
imediato que [(dm3)(z)](XH(z)) = 0.
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2.7 Relac¸a˜o entre as duas abordagens
Estamos agora interessados em tirar concluso˜es a respeito da relac¸a˜o existente entre a
dinaˆmica descrita por (2.5.4) e a abordagem Lagrangiana apresentada na secc¸a˜o 2.2.
Proposic¸a˜o 2.7.1. As equac¸o˜es Hamiltonianas (2.5.3) sa˜o equivalentes a`s equac¸o˜es
de Euler-Lagrange (2.2.8).
Demonstrac¸a˜o. Comecemos por observar que a primeira equac¸a˜o de (2.5.3) e´ equivalen-
te a Y = TxLx−1 x˙, ou seja, Y = λ(x˙), onde λ e´ a forma de Maurer-Cartan. Observe-se
ainda que a u´ltima equac¸a˜o de (2.5.3) pode ser escrita como uma equac¸a˜o na a´lgebra
de Lie. De facto, tendo em conta a identificac¸a˜o de vectores e covectores descrita por
(2.1.6) e as propriedades (2.1.7), temos
X˙ξ = −Xµ − adYXξ. (2.7.1)
Diferenciando agora esta igualdade e fazendo uso da terceira equac¸a˜o de (2.5.3), obte-
mos X¨ξ + adY˙Xξ + adY X˙ξ = 0. Por fim, atendendo a` segunda equac¸a˜o de (2.5.3), esta
u´ltima igualdade toma a forma
...
Y + [Y, Y¨ ] = 0. Portanto, cada soluc¸a˜o das equac¸o˜es
Hamiltonianas (2.5.3) da´ lugar a uma soluc¸a˜o das equac¸o˜es de Euler-Lagrange (2.2.8).
Por outro lado, assumindo que temos uma soluc¸a˜o de (2.2.8) que satisfaz Y˙ = Xξ e
X˙ξ +Xµ+ adYXξ = 0, e´ simples de verificar que existe uma correspondente soluc¸a˜o de
(2.5.3). Com efeito, basta mostrar que µ˙ = 0 (a terceira equac¸a˜o de (2.5.3)), pois as
outras treˆs equac¸o˜es do sistema Hamiltoniano saem naturalmente.
Para finalizar esta secc¸a˜o, relacionamos ainda os treˆs invariantes da abordagem
variacional descritos na secc¸a˜o 2.2, com os integrais do movimento do sistema Hamil-
toniano (G× g× g∗ × g∗,Ω,H) deduzidos na secc¸a˜o precedente.
Proposic¸a˜o 2.7.2. O integral do movimento (2.6.1) coincide com o invariante I1 dado
por (2.2.9).
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Demonstrac¸a˜o. Recorde-se que, no decorrer da demonstrac¸a˜o da proposic¸a˜o 2.7.1, vi-
mos que a primeira equac¸a˜o de (2.5.3) e´ equivalente a Y = λ(x˙). Note-se que, de
acordo com (2.1.6), podemos escrever m1 = 〈Xµ, Y 〉 + (1/2) 〈Xξ, Xξ〉. Usando a se-
gunda equac¸a˜o do sistema Hamiltoniano (2.5.3) e tambe´m a quarta equac¸a˜o mas escrita
na forma (2.7.1), obtemos m1 = (1/2)
〈
Y˙ , Y˙
〉
−
〈
Y¨ , Y
〉
+
〈
[Y˙ , Y ], Y
〉
. Mas, pela pro-
priedade (2.1.1), a u´ltima parcela da igualdade anterior e´ nula. Assim, m1 = I1.
Proposic¸a˜o 2.7.3. Os invariantes I2 e I3 definidos, respectivamente, por (2.2.10) e
(2.2.11) relacionam-se com os integrais do movimento da proposic¸a˜o 2.6.1 atrave´s das
seguintes igualdades
I2 = m2 −m3 e I3 = 12m3.
Demonstrac¸a˜o. Para demonstrar o pretendido basta ter em atenc¸a˜o que Y˙ = Xξ e
Y¨ = Xξ˙ = −Xµ − [Y,Xξ], igualdades estas que se deduzem do sistema Hamiltoniano
(2.5.3) e das propriedades (2.1.7).
Observac¸a˜o 2.7.4. Notemos que da terceira equac¸a˜o do sistema Hamiltoniano (2.5.3),
deduz-se que µ = c, com c ∈ g∗. Substituindo agora µ por c na u´ltima equac¸a˜o de
(2.5.3), obtemos
ξ˙ − ad∗Y ξ = −c.
Em alternativa, podemos substituir Xµ por C := X−c ∈ g na equac¸a˜o (2.7.1) (a versa˜o
na a´lgebra de Lie da u´ltima equac¸a˜o de (2.5.3)) e ficamos com X˙ξ + adYXξ = C.
Atendendo a` segunda equac¸a˜o de (2.5.3), a equac¸a˜o anterior toma a forma
Y¨ + [Y, Y˙ ] = C (2.7.2)
que e´ exactamente a conhecida forma reduzida das equac¸o˜es de Euler-Lagrange (2.2.8)
da formulac¸a˜o Lagrangiana.
Dada uma a´lgebra de Lie g, uma curva Y em g que satisfac¸a a equac¸a˜o (2.7.2)
denomina-se por quadra´tico de Lie (”Lie quadratic”), que se diz nulo quando C = 0.
Nas situac¸o˜es em que o quadra´tico de Lie nulo Y e´ tal que Y = TxLx−1 x˙ (ou seja,
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tal que Y = λ(x˙), na linguagem da forma de Maurer-Cartan), para uma determinada
curva x em G, dizemos que x e´ um polino´mio cu´bico Riemanniano nulo ([66]).
Cap´ıtulo 3
Reduc¸a˜o do sistema
Hamiltoniano em grupos de Lie
O objectivo deste cap´ıtulo e´ concretizar a reduc¸a˜o da dinaˆmica do sistema Hamilto-
niano trivializado (G × g × g∗ × g∗,Ω,H) dos polino´mios cu´bicos, descrito na secc¸a˜o
2.5. Neste sentido, iniciaremos a ana´lise das simetrias do sistema, fazendo uso de uma
acc¸a˜o de G no espac¸o de fases G× g× g∗ × g∗. Para o efeito, aplicaremos o me´todo de
reduc¸a˜o simple´ctica de Marsden-Weinstein, um processo que permite remover as sime-
trias de um sistema Hamiltoniano, associando a este um outro sistema Hamiltoniano
com espac¸o de fases de dimensa˜o inferior a` do original. Referimos [56] e [71] para uma
leitura detalhada sobre esta te´cnica de reduc¸a˜o, que apresentaremos resumidamente
na primeira secc¸a˜o deste cap´ıtulo. Interpretaremos a reduc¸a˜o da dinaˆmica do sistema
procedendo a` eliminac¸a˜o de alguns dos graus de liberdade do sistema original. Mais
concretamente, a dinaˆmica no sistema reduzido desenvolver-se-a´ no produto cartesiano
da o´rbita coadjunta do grupo, da a´lgebra de Lie do grupo e do seu dual, Oη × g× g∗.
Daremos especial relevo a` caracterizac¸a˜o dos integrais do movimento do sistema encon-
trado, com o intuito de contribuir para o estudo da integrabilidade do sistema. Neste
contexto, usando o teorema de Lie-Cartan, terminaremos o cap´ıtulo com um resultado
interessante relacionado com o nu´mero de integrais do movimento em involuc¸a˜o.
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3.1 Fundamentos de reduc¸a˜o simple´ctica
Consideremos um G-espac¸o Hamiltoniano (P, ω, φ, J) no sentido da definic¸a˜o B.5.2, ou
seja, φ e´ uma acc¸a˜o simple´ctica de um grupo de Lie G numa variedade simple´ctica
e conexa1 (P, ω), com correspondente aplicac¸a˜o momento J : P → g∗. Suponhamos
que a aplicac¸a˜o momento J e´ equivariante, o que, pelo estabelecido na definic¸a˜o B.5.5,
significa que temos a comutatividade do diagrama
P
φg //
J
²²
P
J
²²
g∗
Ad∗
g−1
// g∗
,
para todo o g ∈ G. Seja η ∈ g∗ um valor regular de J (ver definic¸a˜o B.5.8). Como e´
explicado no u´ltimo para´grafo do apeˆndice B, sendo η um valor regular, J−1(η) e´ uma
subvariedade inicial de P de dimensa˜o igual a dimP − dimG. Consideremos ainda o
subgrupo de isotropia coadjunto Gη de G, isto e´, o subgrupo de isotropia de η sob a
acc¸a˜o coadjunta dado por (B.2.2):
Gη = {g ∈ G : Ad∗g−1η = η}. (3.1.1)
Em virtude da equivariaˆncia de J , facilmente se verifica que J−1(η) e´ Gη-invariante.
Assim, pelo lema B.2.4, temos que Gη actua em J−1(η) e que o espac¸o das Gη-o´rbitas
de J−1(η)
Pη = J−1(η)/Gη,
esta´ bem definido. Vamos supor ainda que esta acc¸a˜o de Gη em J−1(η) e´ pro´pria e livre.
Enta˜o, de acordo com o lema B.2.18, Pη e´ uma variedade suave de dimensa˜o igual a
dimP −dimG−dimGη, sendo a projecc¸a˜o cano´nica piη : J−1(η)→ Pη uma submersa˜o
sobrejectiva. Neste aˆmbito, o espac¸o Pη diz-se o espac¸o de fases reduzido (simple´ctico
ou de Marsden-Weinstein). As condic¸o˜es descritas neste primeiro para´grafo va˜o ser as
hipo´teses dos teoremas da reduc¸a˜o que apresentamos nesta secc¸a˜o.
1Consideramos a variedade P como sendo conexa para garantirmos que a aplicac¸a˜o momento e´
determinada a menos de uma constante em g∗.
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A reduc¸a˜o descrita nos teoremas que se seguem (o primeiro relativo a` reduc¸a˜o do
espac¸o de fases, o segundo relativo a` respectiva reduc¸a˜o da dinaˆmica) e´ designada
por reduc¸a˜o simple´ctica ou reduc¸a˜o de Marsden-Weinstein e e´ utilizada para reduzir
sistemas Hamiltonianos com simetrias. Uma simetria num sistema Hamiltoniano e´
definida por uma acc¸a˜o de um grupo de Lie G na variedade simple´ctica espac¸o de fases
do sistema, que tem associada uma aplicac¸a˜o momento e que preserva o Hamiltoniano
do sistema. Refira-se ainda que a reduc¸a˜o simple´ctica aqui apresentada e´ por vezes
denominada em ingleˆs por “point reduction”, pelo facto de estarmos a fixar o valor da
aplicac¸a˜o momento ao ponto η ∈ g∗. As demonstrac¸o˜es dos resultados apresentados
podem ser encontradas, por exemplo, em [1, 17, 56, 71].
Teorema 3.1.1. Suponhamos que:
(i) (P, ω, φ, J) e´ um G-espac¸o Hamiltoniano com aplicac¸a˜o momento J equivariante.
(ii) η ∈ g∗ e´ um valor regular de J .
(iii) A acc¸a˜o do subgrupo de isotropia coadjunto Gη na subvariedade J−1(η) e´ pro´pria
e livre.
Enta˜o, o espac¸o de fases reduzido Pη = J−1(η)/Gη tem uma u´nica estrutura simple´ctica
ωη caracterizada pela identidade
pi∗ηωη = i
∗
ηω,
onde iη : J−1(η) ↪→ P denota a inclusa˜o cano´nica e piη e´ a projecc¸a˜o de J−1(η) em Pη.
Teorema 3.1.2. Consideremos as hipo´teses do teorema anterior e consideremos ainda
um Hamiltoniano G-invariante do G-espac¸o Hamiltoniano (P, ω, φ, J), ou seja, tal que
H ◦ φg = H, para todo o g ∈ G. Enta˜o, o fluxo ft do campo de vectores Hamiltoniano
XH induz um fluxo Hamiltoniano f
η
t em Pη, definido por piη ◦ ft ◦ iη = fηt ◦ piη:
J−1(η)
piη
²²
ft◦iη // J−1(η)
piη
²²
Pη
fηt
// Pη
.
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O Hamiltoniano Hη correspondente a f
η
t e´ definido por Hη ◦ piη = H ◦ iη:
J−1(η)
piη
²²
iη // P
H
²²
Pη
Hη
// R
.
O terno (Pη, ωη,Hη) designa-se por sistema Hamiltoniano reduzido.
No contexto do teorema anterior, os campos de vectores XH e XHη esta˜o, por
construc¸a˜o, piη-relacionados. Isto e´,
Tpiη ◦XH ◦ iη = XHη ◦ piη, (3.1.2)
ou, em termos de diagrama:
J−1(η)
piη
²²
XH◦iη // T (J−1(η))
Tpiη
²²
Pη
XHη
// TPη
.
Observac¸a˜o 3.1.3. A reduc¸a˜o simple´ctica pode ser abordada de uma forma alterna-
tiva atrave´s do conhecido teorema da o´rbita (”orbit reduction”). Nessa situac¸a˜o, o
espac¸o reduzido sera´ PO := J−1(O)/G onde O e´ a o´rbita coadjunta de um determinado
elemento de g∗ (ver [71]).
3.2 Reduc¸a˜o do sistema Hamiltoniano dos polino´mios cu´-
bicos
Consideremos o sistema Hamiltoniano trivializado (G×g×g∗×g∗,Ω,H) dos polino´mios
cu´bicos abordado na secc¸a˜o 2.5, onde estamos a considerar G um grupo de Lie conexo
e compacto. Interessa-nos relembrar que Ω e´ a imagem rec´ıproca da forma simple´ctica
cano´nica em T ∗(G× g), pelo isomorfismo entre G× g× g∗ × g∗ e T ∗(G× g) dado por
(2.1.18).
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3.2.1 Espac¸o de fases reduzido
Seja φ a acc¸a˜o a` esquerda do grupo de Lie G em G× g× g∗ × g∗ definida por
φ : G× (G× g× g∗ × g∗) −→ G× g× g∗ × g∗
(g, (x, Y, µ, ξ)) 7−→ (gx, Y, µ, ξ).
(3.2.1)
Proposic¸a˜o 3.2.1. A acc¸a˜o φ dada por (3.2.1) e´ uma acc¸a˜o simple´ctica relativamente
a` forma simple´ctica Ω e tem uma aplicac¸a˜o momento Ad∗-equivariante definida por
J : G× g× g∗ × g∗ −→ g∗
(x, Y, µ, ξ) 7−→ Ad∗x−1(µ− ad∗Y ξ).
(3.2.2)
Vamos necessitar do seguinte resultado para demonstrarmos a proposic¸a˜o anterior:
Lema 3.2.2. Sejam G e G1 grupos de Lie e T ∗G1 o fibrado cotangente de G1 munido
com a estrutura simple´ctica cano´nica ω0. Consideremos uma acc¸a˜o simple´ctica Λ de
G em T ∗G1 com aplicac¸a˜o momento Ad∗-equivariante denotada por JΛ. Consideremos
ainda a acc¸a˜o Λ¯ de G em G1 × g∗1 dada pela trivializac¸a˜o a` esquerda da acc¸a˜o Λ, que
e´ definida por Λ¯g := ρ¯ ◦ Λg ◦ ρ¯−1, para cada g ∈ G,
T ∗G1
Λg // T ∗G1
ρ¯
²²
G1 × g∗1
ρ¯−1
OO
Λ¯g
// G1 × g∗1
,
onde ρ¯ e´ o isomorfismo de T ∗G1 em G1 × g∗1 definido de acordo com (2.1.16).
A acc¸a˜o Λ¯ e´ simple´ctica relativamente a Ω :=
(
ρ¯−1
)∗
ω0 e tem uma aplicac¸a˜o mo-
mento dada por J := JΛ ◦ ρ¯−1 que e´ Ad∗-equivariante, ou seja, verifica-se a comuta-
tividade do diagrama
G1 × g∗1
Λ¯g //
ρ¯−1
²²
G1 × g∗1
ρ¯−1
²²
T ∗G1
JΛ
²²
T ∗G1
JΛ
²²
g∗
Ad∗
g−1
// g∗
.
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Demonstrac¸a˜o. Por definic¸a˜o, a acc¸a˜o Λ¯ e´ simple´ctica se Λ¯∗gΩ = Ω, para cada g ∈ G.
Para obter esta igualdade basta ter em atenc¸a˜o as definic¸o˜es de Λ¯ e Ω, o facto de Λ
ser simple´ctica relativamente a ω0 (ou seja, Λ∗gω0 = ω0), e fazer uso da propriedade da
imagem rec´ıproca de formas diferencia´veis dada por F ∗ ◦ G∗ = (G ◦ F )∗, onde F e G
sa˜o func¸o˜es entre duas variedades. Com efeito, Λ¯∗gΩ =
[(
ρ¯ ◦ Λg ◦ ρ¯−1
)∗ ◦ (ρ¯−1)∗] (ω0) =(
Λg ◦ ρ¯−1
)∗ (ω0) = = (ρ¯−1)∗(Λ∗gω0) = (ρ¯−1)∗ω0 = Ω.
Resta mostrar a segunda parte do lema. Comec¸amos por considerar o gerador in-
finitesimal YG1×g∗1 : G1 × g∗1 → T (G1 × g∗1) da acc¸a˜o Λ¯ correspondente a um elemento
Y ∈ g. Pela definic¸a˜o B.2.5, sabemos que YG1×g∗1(g1, ξ1) =
(
TeΛ¯(g1,ξ1)
)
(Y ), para cada
(g1, ξ1) ∈ G1 × g∗1. Logo,
(
T ρ¯−1 ◦ YG1×g∗1
)
(g1, ξ1) =
[
Te
(
ρ¯−1 ◦ Λ¯(g1,ξ1))] (Y ). Mas,
para g ∈ G, temos (ρ¯−1 ◦ Λ¯(g1,ξ1)) (g) = (ρ¯−1 ◦ Λ¯g) (g1, ξ1) = Λρ¯−1(g1,ξ1)(g). Assim,(
T ρ¯−1 ◦ YG1×g∗1
)
(g1, ξ1) =
(
TeΛρ¯
−1(g1,ξ1)
)
(Y ) =
(
YT ∗G1 ◦ ρ¯−1
)
(g1, ξ1), onde o campo
de vectores YT ∗G1 : T
∗G1 → T (T ∗G1) representa o gerador infinitesimal da acc¸a˜o Λ cor-
respondente a Y . Portanto, os geradores infinitesimais das duas acc¸o˜es, correspondentes
a um dado Y ∈ g, esta˜o relacionados atrave´s da identidade T ρ¯−1◦YG1×g∗1 = YT ∗G1 ◦ρ¯−1.
Isto significa que YG1×g∗1 e´ o prolongamento (“push-forward”) de YT ∗G1 por ρ¯:
YG1×g∗1 = ρ¯∗ (YT ∗G1) .
Por outro lado, recorde-se que sendo JΛ uma aplicac¸a˜o momento de Λ, pela definic¸a˜o
B.5.2, o gerador infinitesimal YT ∗G1 coincide com o campo de vectores Hamiltoniano da
func¸a˜o JYΛ : T
∗G1 → R, αg1 ∈ T ∗g1G1 7→ [JΛ(αg1)](Y ), onde g1 ∈ G1. Enta˜o, uma vez
que ρ¯ e´ um simplectomorfismo, usamos um resultado de [1] (descrito na nota de rodape´
3 do cap´ıtulo 1), para concluir que ρ¯∗ (YT ∗G1) e´ o campo de vectores Hamiltoniano
associado a` func¸a˜o JYΛ ◦ ρ¯−1. Face ao exposto, o gerador infinitesimal YG1×g∗1 e´ o campo
de vectores Hamiltoniano de JYΛ ◦ ρ¯−1 e, consequentemente, J := JΛ ◦ ρ¯−1 e´ uma
aplicac¸a˜o momento da acc¸a˜o Λ¯. Para finalizar a demonstrac¸a˜o, utilizamos o facto de
JΛ ser Ad∗-equivariante (ou seja, JΛ ◦ Λg = Ad∗g−1 ◦ JΛ, para todo g ∈ G, de acordo
com a definic¸a˜o B.5.5), para deduzirmos que J e´ tambe´m Ad∗-equivariante. De facto,
J ◦ Λ¯g = JΛ ◦ Λg ◦ ρ¯−1 = Ad∗g−1 ◦ J , para todo g ∈ G.
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Demonstrac¸a˜o da proposic¸a˜o 3.2.1. Comec¸amos por considerar as seguintes acc¸o˜es:
– A acc¸a˜o de G em G× g dada, para cada g ∈ G e (x, Y ) ∈ G× g, por
(g, (x, Y )) 7→ L(g,0)(x, Y ) = (gx, Y ). (3.2.3)
Da definic¸a˜o B.2.5, facilmente se deduz que o gerador infinitesimal ZG×g desta
acc¸a˜o, correspondente a um elemento Z ∈ g, e´ definido, para cada (x, Y ) ∈ G×g,
por
ZG×g(x, Y ) = (TeRxZ, Y, Y ) ∈ T(x,Y )(G× g). (3.2.4)
– A acc¸a˜o levantamento cotangente da acc¸a˜o (3.2.3), que denotaremos por Λ, definida
de acordo com o exemplo B.2.15. Isto e´, Λ e´ a acc¸a˜o de G em T ∗(G × g) dada
por
Λ(g, (αx, Y, ξ)) =
(
T ∗(gx,Y )L(g−1,0)
)
(αx, Y, ξ) =
(
T ∗gxLg−1αx, Y, ξ
)
, (3.2.5)
para cada g ∈ G, (αx, Y, ξ) ∈ T ∗(x,Y )(G×g), com (x, Y ) ∈ G×g, e onde estamos a
usar a fo´rmula da proposic¸a˜o 2.1.9 (relativa a` aplicac¸a˜o transposta da aplicac¸a˜o
tangente da translac¸a˜o, no contexto dos produtos semidirectos).
O corola´rio B.5.7 garante-nos que a acc¸a˜o Λ e´ simple´ctica relativamente a` forma
simple´ctica cano´nica ω0 em T ∗(G × g). Ale´m disso, Λ admite uma aplicac¸a˜o
momento Ad∗-equivariante, JΛ : T ∗(G × g) → g∗, definida de acordo com a
identidade [JΛ(αx, Y, ξ)] (Z) = [(αx, Y, ξ) ◦ ZG×g] (x, Y ), para (x, Y ) ∈ G × g,
(αx, Y, ξ) ∈ T ∗(x,Y )(G× g) e Z ∈ g. Assim, usando a expressa˜o (3.2.4), conclu´ımos
que a aplicac¸a˜o momento e´ determinada (a menos de uma constante) por
JΛ(αx, Y, ξ) = T ∗eRxαx. (3.2.6)
Estamos agora em condic¸o˜es de aplicar o lema 3.2.2 para G1 = G × g. Com efeito,
sendo a acc¸a˜o Λ simple´ctica e com aplicac¸a˜o momento Ad∗-equivariante, enta˜o a sua
trivializac¸a˜o a` esquerda (definida por ρ ◦ Λg ◦ ρ−1, para cada g ∈ G) e´ uma acc¸a˜o
simple´ctica relativamente a Ω =
(
ρ−1
)∗
ω0, onde ρ e´ o isomorfismo entre T ∗(G × g) e
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G× g× g∗ × g∗ dado por (2.1.17). Ora, esta acc¸a˜o trivializada e´ precisamente a acc¸a˜o
φ definida por (3.2.1). De facto, de (2.1.17), (2.1.18) e (3.2.5), vem
(ρ ◦ Λg ◦ ρ−1)(x, Y, µ, ξ) = (ρ ◦ Λg) (T ∗xLx−1(µ− ad∗Y ξ), Y, ξ) =
= ρ
(
T ∗gxL(gx)−1(µ− ad∗Y ξ), Y, ξ
)
= φg(x, Y, µ, ξ),
para g ∈ G e (x, Y, µ, ξ) ∈ G × g × g∗ × g∗. Tendo em conta o estipulado no lema
3.2.2, a aplicac¸a˜o J : G × g × g∗ × g∗ → g∗, J := JΛ ◦ ρ−1 e´ uma aplicac¸a˜o momento
Ad∗-equivariante da acc¸a˜o φ. Por conseguinte, atendendo a (2.1.18) e (3.2.6), temos
J(x, Y, µ, ξ) = (T ∗eRx ◦ T ∗xLx−1) (µ− ad∗Y ξ) = Ad∗x−1(µ− ad∗Y ξ),
para cada (x, Y, µ, ξ) ∈ G× g× g∗ × g∗, o que finaliza a demonstrac¸a˜o.
Notemos que, do lema B.2.17, sabemos que a acc¸a˜o φ definida por (3.2.1) e´ pro´pria,
uma vez que G e´ um grupo de Lie compacto. Podemos ainda concluir que φ e´ livre,
pois se considerarmos G(x,Y,µ,ξ) := {g ∈ G : φg(x, Y, µ, ξ) = (x, Y, µ, ξ)} o subgrupo de
isotropia de um qualquer elemento (x, Y, , µ, ξ) ∈ G× g× g∗× g∗, enta˜o imediatamente
se deduz que este subgrupo de isotropia e´ constitu´ıdo apenas pela identidade do grupo
de Lie G, G(x,Y,µ,ξ) = {g ∈ G : gx = x} = {e}. Como consequeˆncia, de acordo com o
teorema B.5.9, o facto de φ ser livre permite-nos escrever o seguinte resultado:
Proposic¸a˜o 3.2.3. Todo o elemento η ∈ g∗ e´ um valor regular da aplicac¸a˜o momento
J definida por (3.2.2).
Seja η ∈ g∗. Interessa-nos agora considerar o subgrupo de isotropia coadjunto
de η, ou seja, (3.1.1), que sabemos ser um subgrupo de Lie fechado de G, e ainda o
subconjunto J−1(η) que e´ uma subvariedade inicial de G × g × g∗ × g∗, dado que η e´
um valor regular. Repare-se que, da expressa˜o (3.2.2) de J , vem
J−1(η) = {(x, Y, µ, ξ) ∈ G× g× g∗ × g∗ : µ = Ad∗xη + ad∗Y ξ}. (3.2.7)
Como foi justificado no in´ıcio da secc¸a˜o anterior, sendo J uma aplicac¸a˜o momento
Ad∗-equivariante, a acc¸a˜o restric¸a˜o (no sentido do lema B.2.4) de Gη em J−1(η), que
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continuaremos a denotar por φ, esta´ bem definida, assim como o correspondente espac¸o
das Gη-o´rbitas de J−1(η).
Proposic¸a˜o 3.2.4. A acc¸a˜o de Gη em J−1(η) (acc¸a˜o restric¸a˜o da acc¸a˜o (3.2.1)) e´
pro´pria e livre, para qualquer valor regular η ∈ g∗ da aplicac¸a˜o momento J definida por
(3.2.2) (neste caso, para qualquer η ∈ g∗).
Demonstrac¸a˜o. Como vimos, a acc¸a˜o (3.2.1) e´ livre e pro´pria. Enta˜o, a acc¸a˜o de Gη
em J−1(η) e´ obviamente livre, e para ale´m disso tambe´m e´ pro´pria, por ser uma acc¸a˜o
restric¸a˜o de uma acc¸a˜o pro´pria ao subgrupo de Lie fechado Gη (ver observac¸a˜o B.2.19).
Os resultados das proposic¸o˜es 3.2.1 e 3.2.4 permitem-nos aplicar o teorema 3.1.1
da reduc¸a˜o simple´ctica. Neste sentido, passamos a trabalhar numa nova variedade
simple´ctica, a variedade reduzida constitu´ıda pelo espac¸o das Gη-o´rbitas de J−1(η):
(G× g× g∗ × g∗)η := J−1(η)/Gη, (3.2.8)
munida com a estrutura simple´ctica Ωη que se caracteriza pela identidade pi∗ηΩη = i∗ηΩ,
sendo iη e piη, respectivamente, a inclusa˜o cano´nica de J−1(η) em G× g× g∗ × g∗ e a
projecc¸a˜o de J−1(η) em (G× g× g∗ × g∗)η.
Pretendemos agora explorar com mais detalhe a reduc¸a˜o obtida. Mais concre-
tamente, vamos interpretar a variedade simple´ctica reduzida (3.2.8), da forma que
consideramos ser a mais eficaz para promover o estudo aprofundado do sistema Hamil-
toniano. Comec¸amos por observar que a subvariedade J−1(η), definida por (3.2.7), e´
difeomorfa ao produto semidirecto G × g × g∗ (do grupo de Lie G × g e do espac¸o
vectorial g∗) atrave´s do difeomorfismo
Υη : G× g× g∗ −→ J−1(η)
(x, Y, ξ) 7−→ (x, Y,Ad∗xη + ad∗Y ξ, ξ).
(3.2.9)
Apresentamos de seguida um lema que nos vai conduzir a` interpretac¸a˜o da variedade
reduzida (3.2.8).
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Lema 3.2.5. Consideremos a acc¸a˜o de Gη em G× g× g∗ dada por
g · (x, Y, ξ) = (gx, Y, ξ), (3.2.10)
para cada g ∈ Gη e (x, Y, ξ) ∈ G× g× g∗, e ainda o correspondente espac¸o das o´rbitas
(G× g× g∗) /Gη. O difeomorfismo (3.2.9) induz um novo difeomorfismo
Υ¯η : (G× g× g∗) /Gη −→ (G× g× g∗ × g∗)η,
que faz corresponder a cada Gη-o´rbita de um elemento (x, Y, ξ) ∈ G×g×g∗, a Gη-o´rbita
do elemento (x, Y,Ad∗xη + ad∗Y ξ, ξ) ∈ J−1(η).
Demonstrac¸a˜o. E´ apenas necessa´rio verificar que Υη e´ equivariante para as acc¸o˜es φ e
(3.2.10) de Gη em J−1(η) e G×g×g∗, respectivamente. Com efeito, dados os elementos
g ∈ Gη e (x, Y, ξ) ∈ G× g× g∗, temos Υη(g · (x, Y, ξ)) = (gx, Y,Ad∗gxη+ ad∗Y ξ, ξ). Mas,
Ad∗gxη = Ad∗x(Ad∗gη) = Ad∗xη, pois g ∈ Gη. Logo, Υη(g · (x, Y, ξ)) = φg(Υη(x, Y, ξ)).
Face ao exposto, estabelecemos o seguinte resultado:
Proposic¸a˜o 3.2.6. A variedade reduzida (G× g× g∗ × g∗)η, definida por (3.2.8), e´
difeomorfa ao espac¸o Oη × g × g∗, onde Oη denota a o´rbita coadjunta do elemento η
definida de acordo com (B.2.3).
Demonstrac¸a˜o. Note-se que a aplicac¸a˜o εη : (G× g× g∗) /Gη → Oη × g × g∗, que
a cada Gη-o´rbita de um elemento (x, Y, ξ) ∈ G × g × g∗, faz corresponder o ponto
(Ad∗xη, Y, ξ) ∈ Oη × g× g∗, e´ claramente um difeomorfismo. Deste modo, constru´ımos
a aplicac¸a˜o ϕ¯η := εη ◦ Υ¯−1η , isto e´,
ϕ¯η : (G× g× g∗ × g∗)η −→ Oη × g× g∗
[(x, Y,Ad∗xη + ad∗Y ξ, ξ)]η 7−→ (Ad∗xη, Y, ξ),
(3.2.11)
que nos da´ o difeomorfismo pretendido e assim fica conclu´ıda a demonstrac¸a˜o.
O resultado da proposic¸a˜o anterior permite-nos concluir que a aplicac¸a˜o ϕ¯η dada
por (3.2.11) e´ um simplectomorfismo, sendo
Ω¯η = (ϕ¯−1η )
∗Ωη (3.2.12)
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a estrutura simple´ctica em Oη × g × g∗ (onde usamos novamente o resultado de [1]
mencionado na nota de rodape´ 3 do cap´ıtulo 1).
Finalizamos esta subsecc¸a˜o, com uma observac¸a˜o u´til na simplificac¸a˜o de alguns dos
resultados a obter posteriormente: a aplicac¸a˜o ϕη := ϕ¯η ◦ piη : J−1(η)→ Oη × g× g∗ e´
tal que
ϕη(x, Y,Ad∗xη + ad
∗
Y ξ, ξ) = (Ad
∗
xη, Y, ξ). (3.2.13)
Ale´m disso, ϕη e´ sobrejectiva, uma vez que ϕ¯η e´ bijectiva e a projecc¸a˜o piη e´ sobrejectiva.
3.2.2 Dinaˆmica reduzida
Analisamos nesta subsecc¸a˜o a reduc¸a˜o da dinaˆmica do nosso sistema Hamiltoniano,
induzida pela reduc¸a˜o do espac¸o de fases efectuada na subsecc¸a˜o anterior. Recordemos
que o Hamiltoniano H : G × g × g∗ × g∗ → R e´ definido por (2.5.1), isto e´, para cada
(x, Y, µ, ξ) ∈ G× g× g∗ × g∗ temos
H(x, Y, µ, ξ) = µ(Y ) +
1
2
ξ(Xξ). (3.2.14)
De imediato se verifica que H (gx, Y, µ, ξ) = H(x, Y, µ, ξ) e portanto o Hamiltoniano
H e´ invariante sob a acc¸a˜o φ considerada na secc¸a˜o anterior que e´ definida por (3.2.1).
O campo de vectores Hamiltoniano XH associado a H foi determinado no cap´ıtulo
anterior e e´ dado por (2.5.4), ou seja,
XH(x, Y, µ, ξ) = (TeLxY , Xξ , 0 , −µ+ ad∗Y ξ). (3.2.15)
De acordo com o teorema 3.1.2, o fluxo de XH induz um fluxo Hamiltoniano na varie-
dade reduzida (3.2.8), cujo respectivo Hamiltoniano Hη e´ determinado de forma u´nica
pela identidade
Hη ◦ piη = H ◦ iη. (3.2.16)
Ale´m disso, os campos de vectores Hamiltonianos XH e XHη esta˜o pi-relacionados
atrave´s da igualdade (3.1.2), o que se traduz na comutatividade do diagrama
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J−1(η)
piη
²²
XH◦iη // T
(
J−1(η)
)
Tpiη
²²
(G× g× g∗ × g∗)η XHη
// T
(
(G× g× g∗ × g∗)η
) .
Tendo em considerac¸a˜o a descric¸a˜o dada no final da subsecc¸a˜o anterior, o ideal sera´
conseguirmos caracterizar o sistema reduzido como um sistema em
(Oη × g× g∗, Ω¯η),
onde Ω¯η e´ a forma simple´ctica (3.2.12). Para o efeito, vamos determinar a expressa˜o de
XHη quando interpretado como um campo de vectores em Oη × g× g∗. Adoptamos a
seguinte notac¸a˜o (desde que inserida num contexto em que o seu significado seja o´bvio):
θ := Ad∗xη ∈ Oη.
Introduza-se a nova func¸a˜o Hamiltoniana h : Oη × g × g∗ → R caracterizada no
lema a seguir.
Lema 3.2.7. Seja ϕ¯η a aplicac¸a˜o (3.2.11) e Hη o Hamiltoniano (3.2.16). A func¸a˜o
h := Hη ◦ ϕ¯−1η : Oη × g× g∗ → R, e´ definida, para cada (θ, Y, ξ) ∈ Oη × g× g∗, por
h(θ, Y, ξ) = θ(Y ) +
1
2
ξ (Xξ) . (3.2.17)
Demonstrac¸a˜o. Uma vez que a aplicac¸a˜o ϕη := ϕ¯η ◦piη dada por (3.2.13) e´ sobrejectiva,
cada (θ, Y, ξ) ∈ Oη × g× g∗ e´ a imagem por ϕ de (x, Y, θ + ad∗Y ξ, ξ) ∈ J−1(η). Enta˜o,
h(θ, Y, ξ) = (Hη ◦ piη)(x, Y, θ + ad∗Y ξ, ξ). Tendo agora em atenc¸a˜o (3.2.16), obtemos
h(θ, Y, ξ) = H(x, Y, θ + ad∗Y ξ, ξ). Assim, usando (3.2.14) deduzimos o pretendido.
Porque (3.2.11) e´ um simplectomorfismo, o campo de vectores Hamiltoniano Xh
associado a h verifica a relac¸a˜oXh◦ϕ¯η = T ϕ¯η◦XHη . Logo, Xh◦ϕ¯η◦piη = T ϕ¯η◦XHη ◦piη,
ou seja, Xh ◦ ϕη = T ϕ¯η ◦XHη ◦ piη. Usando agora (3.1.2), obtemos
Xh ◦ ϕη = Tϕη ◦XH ◦ iη. (3.2.18)
Vamos desenvolver a expressa˜o de Xh para cada ponto em Oη × g× g∗, fazendo uso da
relac¸a˜o (3.2.18) e do seguinte lema:
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Lema 3.2.8. Se (a, b, c, d) ∈ T(x,Y,θ+ad∗Y ξ,ξ)J−1(η), enta˜o
T(x,Y,θ+ad∗Y ξ,ξ)ϕη(a, b, c, d) =
(
ad∗TxLx−1aθ, b, d
)
, (3.2.19)
onde J−1(η) e´ a variedade (3.2.7) e ϕη a aplicac¸a˜o (3.2.13).
Demonstrac¸a˜o. Antes de iniciarmos a demonstrac¸a˜o, refira-se que a escolha do ele-
mento (a, b, c, d) relaciona-se com o facto de T(x,Y,θ+ad∗Y ξ,ξ)J
−1(η) ser um subconjunto
de T(x,Y,θ+ad∗Y ξ,ξ)(G× g× g∗ × g∗) ≡ TxG× g× g∗ × g∗.
Seja β = (β1, β2, Ad∗β1η+ad
∗
β2
β3, β3) uma curva em J−1(η) que satisfaz as condic¸o˜es
iniciais β(0) = (x, Y, θ + ad∗Y ξ, ξ) e β˙(0) = (a, b, c, d). Enta˜o, como e´ do conhecimento
geral, T(x,Y,θ+ad∗Y ξ,ξ)ϕη(a, b, c, d) = (d(ϕη ◦ β)/dt) (0). Mas, usando (B.3.3), a expressa˜o
anterior toma a forma (ad∗
Tβ1(0)Lβ1(0)−1 β˙1(0)
Ad∗β1(0)η, β˙2(0), β˙3(0)) = (ad
∗
TxLx−1a
θ, b, d).
Proposic¸a˜o 3.2.9. Para cada ponto (θ, Y, ξ) ∈ Oη × g × g∗, o campo de vectores
dinaˆmico Xh do sistema Hamiltoniano (Oη × g× g∗, Ω¯η, h) e´ definido por
Xh(θ, Y, ξ) = (ad∗Y θ,Xξ,−θ). (3.2.20)
Demonstrac¸a˜o. Comec¸amos por observar que das relac¸o˜es (3.2.13) e (3.2.18), temos
Xh(θ, Y, ξ) = (Tϕη ◦ XH)(x, Y, θ + ad∗Y ξ, ξ). De acordo com (3.2.15), sabemos que
XH(x, Y, θ + ad∗Y ξ, ξ) = (TeLxY,Xξ, 0,−θ). Para finalizar a demonstrac¸a˜o, basta
aplicar a fo´rmula (3.2.19) a (a, b, c, d) = (TeLxY,Xξ, 0,−θ), de forma a deduzirmos
que T(x,Y,θ+ad∗Y ξ,ξ)ϕη(TeLxY,Xξ, 0,−θ) = (ad∗Y θ,Xξ,−θ).
Consequentemente, as equac¸o˜es de Hamilton na variedade reduzida Oη× g× g∗ sa˜o
dadas por 
θ˙ = ad∗Y θ
Y˙ = Xξ
ξ˙ = −θ.
(3.2.21)
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Observac¸a˜o 3.2.10. Na proposic¸a˜o 2.7.1, verifica´mos a equivaleˆncia entre as soluc¸o˜es
das equac¸o˜es de Hamilton (2.5.3) e as equac¸o˜es de Euler-Lagrange (2.2.8). Evidente-
mente que a dinaˆmica reduzida descrita por (3.2.20) se relaciona tambe´m com a abor-
dagem variacional dos polino´mios cu´bicos. De facto, uma curva integral do campo de
vectores Hamiltoniano reduzido (3.2.20) da´ lugar a uma curva que satisfaz a equac¸a˜o
de Euler-Lagrange
...
Y + [Y, Y¨ ] = 0. (3.2.22)
Com efeito, escrevendo a primeira equac¸a˜o de (3.2.21) como uma equac¸a˜o na a´lgebra
de Lie (no sentido da identificac¸a˜o (2.1.6) e usando as propriedades (2.1.7)), obtemos
X˙θ+ [Y,Xθ] = 0. Mas, pelas outras duas equac¸o˜es de (3.2.21), sabemos que Xθ = −Y¨ .
Assim, a partir de uma soluc¸a˜o de (3.2.21) obtemos uma soluc¸a˜o de (3.2.22).
Observac¸a˜o 3.2.11. A reduc¸a˜o apresentada nesta secc¸a˜o, assim como os resultados da
secc¸a˜o a seguir, foram publicados por Abrunheiro, Camarinha e Clemente-Gallardo em
[7]. Os polino´mios cu´bicos Riemannianos sa˜o um exemplo da generalizac¸a˜o para ordem
superior das geode´sicas Riemannianas (splines de ordem superior) [27]. O estudo dos
splines de ordem superior tem despertado o interesse de diversos autores nos u´ltimos
anos, de onde salientamos o trabalho [39] de Gay-Balmaz et al. No referido trabalho,
os autores investigam os splines de ordem superior, sob um ponto de vista variacional
e na a´rea da correspondeˆncia por padra˜o (”template matching”) em grupos de Lie, com
aplicac¸a˜o a` ana´lise de imagens. Para tal, desenvolvem o formalismo de Euler-Poincare´
para problemas variacionais de ordem superior que sa˜o invariantes sob transformac¸o˜es
de grupos de Lie. De entre os diversos assuntos analisados nesse artigo, interessa-nos
destacar a abordagem Hamiltoniana associada a`s equac¸o˜es de Euler-Poincare´ de ordem
superior, que faz uso da reduc¸a˜o de Hamilton-Ostrogradsky e que leva a` deduc¸a˜o das
equac¸o˜es de Ostrogradsky-Lie-Poisson. Para o caso particular dos 2-splines (ou seja,
dos polino´mios cu´bicos), as equac¸o˜es de Ostrogradsky-Lie-Poisson coincidem com as
equac¸o˜es Hamiltonianas (3.2.21) deduzidas nesta dissertac¸a˜o.
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3.3 Integrais do movimento
Os integrais do movimento de um sistema dinaˆmico sa˜o quantidades que sa˜o conservadas
ao longo do fluxo desse sistema e por vezes podem ser associados a simetrias do sistema.
O cla´ssico teorema da integrabilidade de Liouville, exposto por Arnold em [11] (que
contribuiu tambe´m para uma versa˜o mais completa deste resultado), garante que um
sistema dinaˆmico com um espac¸o de fases de dimensa˜o 2N e´ completamente integra´vel
se admite N integrais funcionalmente independentes que estejam em involuc¸a˜o, isto
e´, com pareˆnteses de Poisson nulos dois a dois. No entanto, este tipo de situac¸a˜o e´
extremamente rara. Na pra´tica, lidamos diversas vezes com sistemas Hamiltonianos
que admitem um grupo de simetrias na˜o abeliano, ou enta˜o um grupo de simetrias
abeliano mas em nu´mero inferior ao requerido para a integrabilidade completa. Se
forem satisfeitas certas condic¸o˜es particulares, um conjunto na˜o abeliano de integrais
independentes pode conduzir-nos a` integrabilidade do sistema, como e´ explicado por
Fomenko e Mishchenko em [63], autores do teorema da integrabilidade na˜o-comutativa.
Contudo, na maioria dos casos, o mais natural e´ encontrar um nu´mero de invariantes
independentes e comutativos relativamente ao pareˆntesis de Poisson em nu´mero inferior
a N , o que nos podera´ conduzir apenas a` integrabilidade parcial do sistema original
(teorema de Poincare´-Lyapunov-Nekhoroshev, [64]).
Nesta secc¸a˜o estamos interessados numa ana´lise preliminar das simetrias do sis-
tema Hamiltoniano (Oη × g × g∗, Ω¯η, h), tendo como objectivo um futuro estudo da
integrabilidade do sistema no contexto descrito no para´grafo anterior. O problema da
reduc¸a˜o da ordem de um sistema Hamiltoniano e´ um tema de estudo bastante antigo,
de onde se salientam diversos estudos de Poincare´ e Cartan, nomeadamente o teorema
de Lie-Cartan que utilizaremos nesta secc¸a˜o (ver detalhes sobre o assunto em [12]).
Com o intuito de simplificar a linguagem, assumimos a seguinte notac¸a˜o (recorde-se
que a dimensa˜o da o´rbita coadjunta e´ sempre par):
dim g = n e dimOη = 2m,
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onde obviamente 2m ≤ n. Assim, a dimensa˜o do espac¸o de fases do sistema Hamilto-
niano e´
dim (Oη × g× g∗) = 2(n+m). (3.3.1)
Seja Xh o campo de vectores soluc¸a˜o (3.2.20) do nosso sistema Hamiltoniano. Uma
func¸a˜o f : Oη×g×g∗ → R e´ um integral do movimento do sistema, se [Xh(w)](f) = 0,
isto e´, [(df)(w)](Xh(w)) = 0, para todo w ∈ Oη × g × g∗. E´ importante observar que
df : Oη× g× g∗ → T ∗(Oη× g× g∗) e´ tal que df(w) ∈ T ∗wOη× g∗× g ⊂ g× g∗× g. Neste
sentido, adoptamos a notac¸a˜o
[df(w)](Xh(w)) = (ad∗Y θ)
(
∂f
∂θ
(w)
)
+
[
∂f
∂Y
(w)
]
(Xξ)− θ
(
∂f
∂ξ
(w)
)
. (3.3.2)
Ale´m disso, generalizamos a notac¸a˜o para um campo de vectores arbitra´rio: dado
X : Oη × g × g∗ → T (Oη × g × g∗), w 7→ (X1(w), X2(w), X3(w)) ∈ TwOη × g × g∗,
escrevemos
[df(w)](X(w)) = [X1(w)]
(
∂f
∂θ
(w)
)
+
[
∂f
∂Y
(w)
]
(X2(w))+ [X3(w)]
(
∂f
∂ξ
(w)
)
. (3.3.3)
A func¸a˜o Hamiltoniana (3.2.17), ou seja,
l1 ≡ h = θ(Y ) + 12ξ (Xξ) (3.3.4)
e´ naturalmente um integral do movimento do sistema Hamiltoniano. Mas, para ale´m
disto, estamos em condic¸o˜es de concluir o seguinte:
Proposic¸a˜o 3.3.1. As func¸o˜es li+1 : Oη × g× g∗ → R definidas por
li+1 = (θ + ad∗Y ξ)(Ai), i = 1, . . . , n, (3.3.5)
com Ai um elemento fixo da base ortonormada de g, sa˜o integrais do movimento do
sistema Hamiltoniano (Oη × g× g∗, Ω¯η, h).
Demonstrac¸a˜o. Seja w = (θ, Y, ξ) ∈ Oη × g× g∗ ⊂ g∗ × g× g∗, com θ = Ad∗xη, x ∈ G.
De acordo com (3.3.2) e usando a a propriedade (2.1.1), facilmente se verifica que
[Xh(li+1)](w) = θ(adYAi)− ξ(adAiXξ)− θ(adYAi) = 〈[Xξ, Xξ], Ai〉 = 0,
para cada i = 1, . . . , n, ficando assim demonstrado que as func¸o˜es sa˜o invariantes.
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Observac¸a˜o 3.3.2. Recordemos que no contexto da formulac¸a˜o variacional sa˜o co-
nhecidos treˆs invariantes, I1, I2 e I3 dados por (2.2.9), (2.2.10) e (2.2.11), respectiva-
mente. Como vimos nas proposic¸o˜es 2.7.2 e 2.7.3, estes invariantes esta˜o relacionados
com os treˆs invariantes m1, m2 e m3 (dados por (2.6.1), (2.6.2) e (2.6.3), respecti-
vamente) do sistema Hamiltoniano dos polino´mios cu´bicos, antes de sofrer a reduc¸a˜o
a que se dedica o presente cap´ıtulo. Esses treˆs invariantes sa˜o preservados face a`
reduc¸a˜o, facto que se torna claro para o invariante correspondente ao Hamiltoniano,
ou seja, para m1 (temos m1 ≡ l1). Efectuando os ca´lculos verifica-se que m2 coincide
com
∑n
i=1 l
2
i+1 que, pela proposic¸a˜o 3.3.1, e´ obviamente um integral do movimento. Por
outro lado, m3 coincide com
∑n
i=1 l
2
i+1 − θ(Xθ) (note-se que θ(Xθ) e´ naturalmente um
integral do movimento do sistema reduzido). E´ evidente que existe tambe´m uma relac¸a˜o
entre os treˆs invariantes da teoria variacional e os integrais do movimento agora obtidos
para o sistema Hamiltoniano reduzido. Com efeito, e´ simples de mostrar que I1 ≡ l1,
I2 ≡ θ(Xθ) e I3 ≡ (1/2)
[∑n
i=1 l
2
i+1 − θ(Xθ)
]
.
Ao longo do resto da secc¸a˜o, assumimos que o conjunto formado pelos n+1 integrais
do movimento do sistema (Oη × g× g∗, Ω¯η, h) dados por (3.3.4) e (3.3.5), ou seja,
l1, l2, . . . , ln+1, (3.3.6)
e´ um conjunto de func¸o˜es funcionalmente independentes num aberto denso do espac¸o
total Oη × g× g∗.
Observac¸a˜o 3.3.3. Seja {A1, . . . , An} a base ortonormada da a´lgebra de Lie g e repre-
sentemos por Ckij as constantes de estrutura desta a´lgebra de Lie para esta base. Consi-
deremos as expresso˜es dos invariantes (3.3.4) e (3.3.5) em coordenadas, relativamente
a` base natural associada a` base ortonormada de g:
l1 =
n∑
j=1
yjθj(ν1, . . . , ν2m) +
1
2
n∑
j=1
(ξj)2
li+1 = θi(ν1, . . . , ν2m) +
n∑
j,k=1
Ckjiy
jξk,
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onde ν1, . . . , ν2m sa˜o as varia´veis na o´rbita Oη. Assim, os diferenciais dos invariantes
podem escrever-se como
dl1 =
2m∑
α=1
n∑
j=1
yj
∂θj
∂να
dνα +
n∑
j=1
θjdy
j +
n∑
j=1
ξjdξj
dli+n =
2m∑
α=1
∂θi
∂να
dνα +
n∑
j,k=1
ckjiξkdy
j +
n∑
j,k=1
ckjiy
jdξk.
Deste modo, para que se verifique a independeˆncia funcional das func¸o˜es (3.3.6), basta
que a seguinte matriz tenha caracter´ıstica ma´xima:
∑
j y
j ∂θj
∂ν1
· · · ∑j yj ∂θj∂ν2m θ1 · · · θn ξ1 · · · ξn
∂θ1
∂ν1
· · · ∂θ1∂ν2m 0 · · ·
∑
k c
k
n1ξk
∑
j c
1
j1y
j · · · ∑j cnj1yj
...
∂θn
∂ν1
· · · ∂θn∂ν2m
∑
k c
k
1nξk · · · 0
∑
j c
1
jny
j · · · ∑j cnjnyj
 ,
para θi = θi(ν1, . . . , ν2m), i = 1, . . . , n, e onde os ı´ndices que aparecem nos somato´rios
variam de 1 a n.
Proposic¸a˜o 3.3.4. Considerando a estrutura de Poisson em Oη × g× g∗, o conjunto
de invariantes {li+1}i=1,...,n, definidos por (3.3.5), tem uma estrutura de a´lgebra de Lie
que o torna isomorfo a` a´lgebra de Lie g.
Demonstrac¸a˜o. Seja {A1, . . . , An} a base ortonormada da a´lgebra de Lie g e repre-
sentemos por Ckji as constantes de estrutura desta a´lgebra de Lie para esta base. Se
w = (θ, Y, ξ) ∈ Oη × g× g∗, sabemos que {li+1, lj+1}(w) = [dli+1(w)]
(
Xlj+1(w)
)
, onde
Xlj+1 denota o campo de vectores Hamiltoniano associado a lj+1.
Para prosseguirmos com a demonstrac¸a˜o, necessitamos de determinar a expressa˜o
do campo de vectores Xlj+1 . Para tal, basta usar um processo similar ao usado na
proposic¸a˜o 3.2.9 para determinar Xh. Deste modo, consideramos primeiro a func¸a˜o
Lj+1 : G × g × g∗ × g∗ → R caracterizada pela identidade Lj+1 ◦ iη = lj+1 ◦ ϕη, onde
ϕη e´ a func¸a˜o sobrejectiva definida por (3.2.13). Mais precisamente, verifica-se que
Lj+1(z) = lj+1(θ, Y, ξ)|θ=µ−ad∗
Y
ξ
= µ(Aj) onde o elemento z e´ tal que w = ϕη(z), ou
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seja, z = (x, Y, θ+ad∗Y ξ, ξ) ∈ J−1(η). Enta˜o, o campo de vectores Hamiltoniano XLj+1
associado a` func¸a˜o Lj+1 esta´ relacionado com Xlj+1 do seguinte modo:
Xlj+1(w) = Tzϕη(XLj+1(z)) =
(
ad∗TxLx−1X1Lj+1
θ,X2Lj+1 , X
4
Lj+1
)
,
onde usamos o lema 3.2.8 com (a, b, c, d) = XLj+1(z) = (X
1
Lj+1
, X2Lj+1 , X
3
Lj+1
, X4Lj+1).
Agora, para que Xlj+1(w) fique completamente determinado, temos de encontrar as
expresso˜es das componentes X1Lj+1 , X
2
Lj+1
e X4Lj+1 . Um ca´lculo ana´logo ao efectuado
para determinar as componentes do campo de vectores XH na proposic¸a˜o 2.5.1, da´-nos
X1Lj+1 = TeLxAj , X
2
Lj+1
= adYAj e X4Lj+1 = ad
∗
Aj
ξ, e assim
Xlj+1(w) =
(
ad∗Ajθ, adYAj , ad
∗
Ajξ
)
.
Por fim, da expressa˜o (3.3.5) de li+1 e usando (3.3.3) e a identidade de Jacobi, obtemos
{li+1, lj+1}(w) = θ ([Aj , Ai]) + ξ ([Ai, [Aj , Y ]] + [Aj , [Y,Ai]]) =
= θ([Aj , Ai])− ξ([Y, [Ai, Aj ]]) = (θ + ad∗Y ξ)([Aj , Ai]) =
n∑
k=1
Ckjilk+1.
As constantes de estrutura da a´lgebra de Lie gerada pelas func¸o˜es li+1, i = 1, . . . , n e
as constantes de estrutura de g coincidem, logo, as a´lgebras sa˜o isomorfas.
Fazemos agora o ponto da situac¸a˜o:
• Temos os n + 1 integrais do movimento (3.3.6) do sistema Hamiltoniano, que
assumimos serem funcionalmente independentes num aberto denso de Oη×g×g∗.
• Evidentemente que l1 comuta com cada uma das func¸o˜es li+1, i = 1, . . . , n, uma
vez que l1 coincide com a func¸a˜o Hamiltoniana.
• O facto referido no ponto anterior e a proposic¸a˜o 3.3.4 permitem-nos concluir que
o conjunto linear gerado pelos n + 1 integrais do movimento, que denotaremos
por L, e´ fechado relativamente ao pareˆntesis de Poisson.
• Consequentemente, L tem uma estrutura de a´lgebra de Lie real de dimensa˜o
finita, com dimL = n+ 1. Esta a´lgebra e´ designada pela a´lgebra dos integrais.
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Apresentamos de seguida o teorema de Lie-Cartan formulado de acordo com [12].
Refira-se que este teorema e´ uma generalizac¸a˜o, para o caso das a´lgebras de integrais
na˜o-comutativos, do me´todo de Poincare´ relativo a` reduc¸a˜o da ordem de um sistema,
me´todo este que e´ uma versa˜o Hamiltoniana do processo de reduc¸a˜o de Routh.
Teorema 3.3.5 (S. Lie - E. Cartan). Seja (M,ω,H) um sistema Hamiltoniano com
k invariantes F1, . . . , Fk tais que {Fi, Fj} = aij(F1, . . . , Fk). Seja F : M → Rk a
aplicac¸a˜o natural gerada por este conjunto de integrais.
Suponhamos que temos um ponto c ∈ Rk que na˜o e´ um valor cr´ıtico da aplicac¸a˜o
F e que nas vizinhanc¸as deste ponto a caracter´ıstica da matriz [aij ] e´ constante igual
a 2q. Enta˜o, numa pequena vizinhanc¸a U ⊂ Rk de c podemos encontrar k func¸o˜es
independentes ϕj : U → R tais que as func¸o˜es φj = ϕj ◦F : N → R, onde N = F−1(U),
satisfazem as relac¸o˜es
{φ1, φ2} = . . . = {φ2q−1, φ2q} = 1, (3.3.7)
enquanto que os restantes pareˆnteses {φi, φj} sa˜o nulos.
Estamos interessados na seguinte consequeˆncia do teorema anterior:
Observac¸a˜o 3.3.6. Suponhamos que temos as hipo´teses do teorema de Lie-Cartan e
consideremos a notac¸a˜o acima usada na formulac¸a˜o deste teorema. Enta˜o, existem k−q
integrais independentes e em involuc¸a˜o: φ2, φ4, . . . , φ2q−2, φ2q, φ2q+1, . . . , φk, ou seja,
metade dos integrais que esta˜o envolvidos nas relac¸o˜es (3.3.7) (portanto, q integrais)
e os restantes k − 2q integrais na˜o contemplados em (3.3.7). Como consequeˆncia, o
sistema Hamiltoniano original pode ser reduzido, usando o me´todo de Poincare´, a um
sistema com menos k−q graus de liberdade que o original. Para mais pormenores sobre
este tema, recomenda-se a consulta de [12] e as refereˆncias a´ı mencionadas.
Seja D um subconjunto aberto e denso de Oη×g×g∗ onde os n+1 integrais (3.3.6)
sa˜o funcionalmente independentes e onde a matriz anti-sime´trica dos pareˆnteses de
Poisson [{li, lj}], 1 ≤ i, j ≤ n+1 tem caracter´ıstica ma´xima. Observe-se que, atendendo
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a` proposic¸a˜o 3.3.4 e ao facto de l1 estar em involuc¸a˜o com qualquer outro dos integrais,
a caracter´ıstica ma´xima desta matriz coincide com a caracter´ıstica ma´xima da matriz
Mg(a) = [Mij(a)], com Mij(a) =
∑n
k=1C
k
ijak, para a = (a1, . . . , an) ∈ Rn e onde Ckij
sa˜o as constantes de estrutura da a´lgebra de Lie g. Fixamos a seguinte notac¸a˜o (note-se
que esta caracter´ıstica e´ sempre par):
rg :=
1
2
maxa∈RnrankMg(a).
Tendo em considerac¸a˜o a observac¸a˜o 3.3.6, o sistema Hamiltoniano (Oη×g×g∗, Ω¯η, h),
que assumindo (3.3.1) tem dimensa˜o igual a 2(m+ n), admite
n+ 1− rg
func¸o˜es definidas num subconjunto aberto de D, que formam um conjunto de integrais
do movimento independentes e em involuc¸a˜o. Neste sentido, o nosso sistema sera´
reduzido a um sistema com menos n+ 1− rg graus de liberdade do que o original, ou
seja, um sistema de dimensa˜o igual a 2(m + rg − 1). E´ interessante observar que nas
situac¸o˜es em que m+rg = 1, o sistema e´ completamente integra´vel. Mas, esta condic¸a˜o
e´ satisfeita apenas em casos triviais, quando a a´lgebra g e´ abeliana ou a o´rbita coadjunta
Oη se reduz a um ponto.
Como foi mencionado no in´ıcio desta secc¸a˜o, estes resultados envolvendo os integrais
do movimento podem ter importantes implicac¸o˜es do ponto de vista da integrabilidade
do correspondente sistema dinaˆmico, e portanto, tornam-se relevantes para a deter-
minac¸a˜o dos polino´mios cu´bicos.
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Cap´ıtulo 4
Polino´mios cu´bicos em SO(3)
Neste cap´ıtulo estudaremos algumas propriedades dos polino´mios cu´bicos no grupo de
Lie SO(3) das rotac¸o˜es do espac¸o euclidiano R3. A importaˆncia do desenvolvimento
da teoria da interpolac¸a˜o na computac¸a˜o gra´fica e no planeamento de trajecto´rias para
corpos r´ıgidos, onde o grupo de Lie SO(3) assume um papel especial, motiva a apre-
sentac¸a˜o deste cap´ıtulo.
Consideraremos a abordagem variacional dos polino´mios cu´bicos em SO(3) e esta-
beleceremos algumas propriedades interessantes deste tipo de curvas. Daremos especial
relevo a` ana´lise dos quadra´ticos de Lie, curvas na a´lgebra de Lie que esta˜o associadas
aos polino´mios cu´bicos. Os polino´mios cu´bicos em SO(3) relacionam-se com o problema
de controlo o´ptimo dinaˆmico do corpo r´ıgido livre e esfe´rico. Dedicaremos ainda uma
secc¸a˜o deste cap´ıtulo a` descric¸a˜o Hamiltoniana deste problema, especificando para o
grupo de Lie SO(3) o estudo do sistema Hamiltoniano apresentado no cap´ıtulo 2 e
ainda a respectiva reduc¸a˜o simple´ctica do cap´ıtulo 3.
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4.1 Grupo de Lie SO(3)
Consideremos o grupo de Lie SO(3) das rotac¸o˜es do espac¸o euclidiano R3, constitu´ıdo
por todas as matrizes reais ortogonais de ordem treˆs com determinante unita´rio
SO(3) = {x ∈ GL(3,R) : xtx = I ∧ det x = 1}.
A correspondente a´lgebra de Lie so(3) e´ dada pelas matrizes reais de ordem treˆs
anti-sime´tricas
so(3) = {A ∈ gl(3,R) : A = −At},
equipada com o pareˆntesis de Lie [., .] dado pelo comutador de matrizes. Seja {A1, A2, A3}
a base ortonormada da a´lgebra de Lie so(3) com
A1 =

0 0 0
0 0 −1
0 1 0
 A2 =

0 0 1
0 0 0
−1 0 0
 A3 =

0 −1 0
1 0 0
0 0 0
 . (4.1.1)
Atendendo a`s igualdades [A1, A2] = A3, [A2, A3] = A1 e [A3, A1] = A2, as constantes
de estrutura para so(3) em relac¸a˜o a esta base sa˜o tais que
C312 = C
1
23 = C
2
31 = 1 = −C321 = −C132 = −C213, (4.1.2)
sendo as restantes nulas.
A a´lgebra de Lie (so(3), [., .]) e´ isomorfa a` a´lgebra de Lie (R3,×), onde × denota o
produto externo (ver exemplo B.1.11), atrave´s do isomorfismo
.ˆ : (R3,×) −→ (so(3), [., .])
y = (y1, y2, y3) 7−→ yˆ =∑3i=1 yiAi =

0 −y3 y2
y3 0 −y1
−y2 y1 0
 .
(4.1.3)
Este isomorfismo pode ser caracterizado, de forma alternativa, pela identidade
yˆz = y × z, (4.1.4)
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para quaisquer y, z ∈ R3. Por definic¸a˜o de isomorfismo entre a´lgebras de Lie, temos a
propriedade
ŷ × z = [yˆ, zˆ] (4.1.5)
e portanto [yˆ, zˆ]w = (y × z)× w, para quaisquer y, z, w ∈ R3.
O isomorfismo (4.1.3) induz um isomorfismo natural entre R3 e o espac¸o dual so(3)∗
da a´lgebra de Lie so(3)
.˜ : R3 −→ so(3)∗
Π 7−→ Π˜,
(4.1.6)
definido por Π˜(yˆ) = Π · y, para cada y ∈ R3 e onde · denota o produto interno em R3.
Com as identificac¸o˜es (4.1.3) e (4.1.6), temos os seguintes resultados:
• A acc¸a˜o adjunta de SO(3) em so(3) e´ definida, para cada x ∈ SO(3) e y ∈ R3,
por
Adxyˆ = x̂y.
De facto, sabemos que Adxyˆ := xyˆx−1 = xyˆxt. Contudo, usando (4.1.4), temos
(Adxyˆ) (z) = x
(
y × xtz) = xy × z = (x̂y) (z), para qualquer z ∈ R3.
• A acc¸a˜o coadjunta de SO(3) em so(3)∗ e´ dada, para cada x ∈ SO(3) e Π ∈ R3,
por
Ad∗x−1Π˜ = x˜Π.
Com efeito, se y ∈ R3, vem
(
Ad∗x−1Π˜
)
(yˆ) := Π˜ (Adx−1 yˆ) = Π˜
(
x̂ty
)
. Usando
agora o isomorfismo (4.1.6), temos
(
Ad∗x−1Π˜
)
(yˆ) = Π · xty = xΠ · y =
(
x˜Π
)
(yˆ).
• As acc¸o˜es adjunta e coadjunta da a´lgebra de Lie so(3) sa˜o dadas, respectivamente,
por
adyˆ zˆ = ŷ × z e ad∗yˆΠ˜ = Π˜× y,
onde y, z,Π ∈ R3. A primeira fo´rmula e´ uma consequeˆncia imediata da pro-
priedade (4.1.5), uma vez que adyˆ zˆ = [yˆ, zˆ]. Assim,
(
ad∗yˆΠ˜
)
(zˆ) = Π˜
(
ŷ × z
)
.
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Usando (4.1.6) resulta que
(
ad∗yˆΠ˜
)
(zˆ) = Π · (y × z) = (Π× y) · z =
(
Π˜× y
)
(zˆ),
para qualquer z ∈ R3.
Seja x ∈ SO(3). O isomorfismo (4.1.3) permite-nos ainda representar os elementos
de TxSO(3) por xyˆ, para um determinado y ∈ R3. Efectivamente, se vx ∈ TxSO(3),
enta˜o TxLx−1vx = x−1vx ∈ so(3) e portanto, existe um y ∈ R3 tal que x−1vx = yˆ.
Logo,
vx ≡ xyˆ ∈ TxSO(3).
De forma ana´loga, usando agora o isomorfismo (4.1.6), cada elemento αx ∈ T ∗xSO(3) e´
representado por
αx ≡ T ∗xLx−1Π˜ ∈ T ∗xSO(3),
para um determinado Π ∈ R3.
De acordo com o acima exposto, o subgrupo de isotropia coadjunto (SO(3))η˜ de
SO(3), ou seja, o subgrupo de isotropia de η˜ ∈ so(3)∗ sob a acc¸a˜o coadjunta, escreve-se
como
SO(3)η˜ = {x ∈ SO(3) : Ad∗xη˜ = η˜} = {x ∈ SO(3) : xη = η}. (4.1.7)
Observe-se que, no caso em que η 6= 0, SO(3)η˜ e´ isomorfo ao grupo de Lie SO(2) (grupo
das rotac¸o˜es no plano, que e´ identificado com o c´ırculo unita´rio S1 em R2); se η = 0,
SO(3)η˜ = SO(3). Por sua vez, a o´rbita coadjunta por η˜ ∈ so(3)∗
Oη˜ = {Ad∗x−1 η˜ ∈ so(3)∗ : x ∈ SO(3)} = {x˜η ∈ so(3)∗ : x ∈ SO(3)} (4.1.8)
e´ isomorfa a` 2-esfera de raio ‖η‖, se η 6= 0, e reduz-se a um ponto quando η = 0.
4.2 Polino´mios cu´bicos em SO(3)
A caracterizac¸a˜o dos polino´mios cu´bicos em SO(3) e´ um elemento crucial no estudo de
importantes aplicac¸o˜es da teoria da interpolac¸a˜o, tais como os problemas de planea-
mento de trajecto´rias para corpos r´ıgidos. Nesta secc¸a˜o apresentamos os polino´mios
cu´bicos em SO(3) e algumas das suas interessantes propriedades matema´ticas.
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Teorema 4.2.1. [69] Uma curva x : I ⊂ R→ SO(3) e´ um polino´mio cu´bico se e so´ se
satisfaz as equac¸o˜es de Euler-Lagrange x˙ = xyˆ...y + y × y¨ = 0, (4.2.1)
onde y ∈ R3 e yˆ ∈ so(3) e´ o seu correspondente atrave´s do isomorfismo (4.1.3).
Demonstrac¸a˜o. As equac¸o˜es (4.2.1) resultam das equac¸o˜es (2.2.8), quando aplicadas ao
caso do grupo de Lie G = SO(3) e tendo em considerac¸a˜o a propriedade (4.1.5).
A segunda equac¸a˜o de (4.2.1), isto e´,
...
y + y × y¨ = 0, (4.2.2)
e´ equivalente a` equac¸a˜o de segunda ordem
y¨ + y × y˙ = C, C ∈ R3. (4.2.3)
Uma curva y : I ⊂ R→ R3 soluc¸a˜o desta equac¸a˜o designa-se por quadra´tico de Lie. Na
situac¸a˜o em que C = 0, y diz-se um quadra´tico de Lie nulo e o respectivo polino´mio
cu´bico x : I ⊂ R → SO(3) designa-se por polino´mio cu´bico nulo (estas noc¸o˜es podem
ser generalizadas para um grupo de Lie qualquer, como foi referido no u´ltimo para´grafo
da observac¸a˜o 2.7.4). Num certo sentido, o estudo dos polino´mios cu´bicos em SO(3)
reduz-se ao estudo dos quadra´ticos de Lie, uma vez que a primeira equac¸a˜o de (4.2.1)
pode ser resolvida por uma quadratura para x em termos de y (ver detalhes em [68, 70]).
As estruturas anal´ıtica, geome´trica e assimpto´tica dos quadra´ticos de Lie sa˜o bastante
ricas, sendo a ana´lise dos quadra´ticos na˜o nulos (C 6= 0) muito mais complexa do
que a dos nulos (C = 0). Destacamos os dois trabalhos [66, 67] de Noakes, onde o
autor apresenta um estudo exaustivo destas curvas em R3 (os quadra´tico de Lie nulos
e os na˜o nulos) e das propriedades dos correspondentes polino´mios cu´bicos em SO(3).
Importa referir que a func¸a˜o dada pelo quadrado da norma do quadra´tico de Lie, que
denotaremos por F : I ⊂ R→ [0,+∞[
F (t) := ‖y(t)‖2 = y(t) · y(t), (4.2.4)
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desempenha um papel fundamental neste estudo. Alguns resultados similares aos en-
contrados por Noakes, foram paralelamente obtidos por Abrunheiro e Camarinha em
[2, 3], os quais resumimos de seguida.
No caso do grupo de Lie SO(3) e sob o ponto de vista variacional, sa˜o conhecidos
treˆs invariantes ao longo do polino´mio cu´bico ([3, 66]):
Lema 4.2.2. Se y : I ⊂ R → R3 e´ um quadra´tico de Lie, enta˜o existem constantes
reais I1, I2 e I3 tais que
I1 =
1
2
y˙ · y˙ − y¨ · y (4.2.5)
I2 = y¨ · y¨ (4.2.6)
I3 = y¨ · (y × y˙) + 12 (y × y˙) · (y × y˙) . (4.2.7)
Demonstrac¸a˜o. Para obter o resultado basta efectuar a integrac¸a˜o do produto interno
de (4.2.2) com y, y¨ e y × y˙, respectivamente.
Torna-se o´bvio que (4.2.5), (4.2.6) e (4.2.7) correspondem aos invariantes (2.2.9),
(2.2.10) e (2.2.11), respectivamente. Estes invariantes permitem-nos caracterizar os
quadra´ticos de Lie no sentido descrito nos resultados a seguir apresentados ([3, 66]).
Proposic¸a˜o 4.2.3. Se y : I ⊂ R → R3 e´ um quadra´tico de Lie, enta˜o as seguintes
igualdades sa˜o satisfeitas
y˙ · y˙ = 2C · y + 2I1 (4.2.8)
d2
dt2
(y · y) = 6C · y + 4I1 (4.2.9)
I2 + 2I3 = C · C. (4.2.10)
onde C ∈ R3 e´ a constante do quadra´tico de Lie y (ou seja, da equac¸a˜o (4.2.3)) e Ii,
i = 1, 2, 3 sa˜o os invariantes do lema 4.2.2.
Demonstrac¸a˜o. A equac¸a˜o (4.2.3) que define o quadra´tico de Lie permite-nos substituir
y¨ por C−y× y˙ no invariante I1 definido por (4.2.5). Daqui resulta de imediato (4.2.8).
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Integrando agora duas vezes esta igualdade (4.2.8) e utilizando novamente a equac¸a˜o
(4.2.3), obtemos (4.2.9). A equac¸a˜o (4.2.10) resulta do uso de (4.2.3) num dos dois
invariantes (4.2.6) ou (4.2.7).
Corola´rio 4.2.4. Se y : I ⊂ R → R3 e´ um quadra´tico de Lie nulo (C=0), enta˜o as
seguintes igualdades sa˜o satisfeitas
y˙ · y˙ = 2I1
y · y = 2I1t2 + a1t+ a0
I2 = −2I3,
onde C ∈ R3 e´ a constante do quadra´tico de Lie y (ou seja, da equac¸a˜o (4.2.3)), Ii,
i = 1, 2, 3 sa˜o os invariantes do lema 4.2.2 e a1, a0 sa˜o constantes reais.
Observe-se que o corola´rio anterior estabelece um resultado interessante no que
diz respeito a` func¸a˜o F definida por (4.2.4) (ou seja, a func¸a˜o dada pelo quadrado
da norma do quadra´tico de Lie). Referimo-nos ao facto de, neste caso particular dos
quadra´ticos de Lie nulos, a func¸a˜o (4.2.4) se reduzir a um polino´mio do segundo grau.
Neste contexto, esta propriedade permite-nos escrever a equac¸a˜o dos quadra´ticos de
Lie (4.2.2) como uma equac¸a˜o linear do terceiro grau em y, da seguinte forma:
Teorema 4.2.5. Se y : I ⊂ R → R3 e´ um quadra´tico de Lie nulo (C = 0), enta˜o a
equac¸a˜o (4.2.2) pode escrever-se como
...
y + F y˙ − 1
2
F˙ y = 0, (4.2.11)
onde F (t) = 2I1t2 + a1t+ a0, com a1, a0 ∈ R e I1 e´ dado por (4.2.5).
Demonstrac¸a˜o. Se y e´ um quadra´tico de Lie nulo, enta˜o de (4.2.3) vem y¨ = y˙×y. Logo,
a equac¸a˜o (4.2.2) e´ equivalente a
...
y+y×(y˙×y) = 0. Usando agora a propriedade (B.1.1)
obtemos
...
y + (y · y)y˙− (y · y˙)y = 0, ou seja, ...y + (y · y)y˙− (1/2)[d(y · y)/dt]y = 0. Para
terminar a demonstrac¸a˜o basta utilizar a segunda igualdade do corola´rio anterior.
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Note-se que, nas condic¸o˜es do teorema anterior, a equac¸a˜o (4.2.11) e´ satisfeita para
cada componente yi ∈ R, i = 1, 2, 3, de y ∈ R3. Este tipo de equac¸a˜o em R, ou seja,
...
u = (1/2)F˙ u− Fu˙ com u ∈ R, reduz-se a um sistema linear da forma
U˙ =

0 1 0
0 0 1
1
2 F˙ −F 0
U,
onde U = (u, u˙, u¨)t.
Observac¸a˜o 4.2.6. O teorema 4.2.5 foi obtido em [66] para o caso particular dos
quadra´ticos de Lie nulos y que satisfazem as condic¸o˜es particulares y˙(0) · y˙(0) = 1
e y˙(0) · y(0) = 0, designados por quadra´ticos de Lie nulos cano´nicos (que se prova
serem parametrizados por comprimento de arco). Na realidade, o autor reduz o estudo
dos quadra´ticos de Lie nulos na˜o constantes ao estudo dos quadra´ticos de Lie nulos
cano´nicos e a propriedade correspondente ao resultado do teorema 4.2.5 e´ usada para
analisar simetrias internas dos quadra´ticos nulos.
Como menciona´mos anteriormente, o estudo dos quadra´ticos de Lie na˜o nulos e´
naturalmente mais complicado e os resultados globais existentes na˜o sa˜o ta˜o satis-
fato´rios como desejar´ıamos. O seguinte resultado foi obtido e demonstrado de forma
independente em [3, 67], sendo que na segunda refereˆncia este resultado foi utilizado
para aprofundar a ana´lise dos quadra´ticos de Lie na˜o nulos, nomeadamente as suas
propriedades assimpto´ticas.
Proposic¸a˜o 4.2.7. Seja y : I ⊂ R→ R3 um quadra´tico de Lie. A func¸a˜o F dada por
(4.2.4) satisfaz a seguinte equac¸a˜o diferencial
d4F
dt4
+ FF¨ − 3
4
(F˙ )2 − 2I1F − 6(I2 + I3) = 0, (4.2.12)
onde Ii, i = 1, 2, 3 sa˜o os invariantes do lema 4.2.2.
Demonstrac¸a˜o. De (4.2.8) e (4.2.9) vem (d2/dt2)(y · y) = 3y˙ · y˙ − 2I1, ou seja,
F¨ = 3y˙ · y˙ − 2I1. (4.2.13)
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Ale´m disso, de (4.2.9) deduzimos ainda a igualdade d4F/dt4 = 6C · y¨ e, consequente-
mente (4.2.10) e´ equivalente a I2 + 2I3 = (1/6)(d4F/dt4) + (y¨ + y × y˙) · (y × y˙), onde
estamos a usar a equac¸a˜o (4.2.3). Atendendo agora a (4.2.7), a igualdade anterior toma
a forma
d4F
dt4
+ 3(y × y˙) · (y × y˙)− 6(I2 + I3) = 0. (4.2.14)
Mas, (y × y˙) · (y × y˙) = −[y × (y × y˙)] · y˙ que, fazendo uso da propriedade (B.1.1), se
escreve como (y × y˙) · (y × y˙) = −(y · y˙)2 + (y · y)(y˙ · y˙). Por fim, a equac¸a˜o diferencial
(4.2.12) obte´m-se quando se substituiu esta u´ltima igualdade em (4.2.14), considerando
(y ·y˙)2 = (1/4)(F˙ )2 e ainda ao facto de, por (4.2.13), termos y˙ ·y˙ = (1/3)F¨−(2/3)I1.
Teorema 4.2.8. [3] Se y : I ⊂ R → R3 e´ um quadra´tico de Lie, enta˜o a equac¸a˜o
(4.2.2) pode escrever-se como
d5y
dt5
+ F
...
y +
3
2
F˙ y¨ − (1
6
F¨ +
2
3
I1)y˙ − 13
...
Fy = 0.
onde F e´ a func¸a˜o (4.2.4) e I1 e´ dado por (4.2.5).
Demonstrac¸a˜o. Para demonstrar o pretendido e´ suficiente derivar duas vezes a equac¸a˜o
(4.2.2) e usar a propriedade (B.1.1).
Um resultado bem conhecido da teoria das geode´sicas garante que apenas as repa-
rametrizac¸o˜es lineares preservam a curva como uma geode´sica ([26]). Esse resultado e´
consequeˆncia do facto do comprimento do campo de vectores velocidade ser invariante
ao longo da geode´sica. O invariante (4.2.6) desempenha um papel similar na ana´lise
das parametrizac¸o˜es que preservam a noc¸a˜o de um polino´mio cu´bico. Contudo, para o
polino´mio cu´bico, o estudo do caso degenerado parece ser bastante pertinente, apesar de
na˜o o analisarmos nesta dissertac¸a˜o. No contexto geral dos polino´mios cu´bicos Rieman-
nianos, foi demonstrado em [26] por Camarinha, e usando propriedades da geometria
Riemanniana, que se a transformac¸a˜o de paraˆmetro e´ linear, a curva e´ preservada como
polino´mio cu´bico. Para a situac¸a˜o dos polino´mios cu´bicos em SO(3) e´ poss´ıvel estabe-
lecer um resultado mais completo que apresentamos de seguida e que foi demonstrado
por Abrunheiro e Camarinha em [3].
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Proposic¸a˜o 4.2.9. [3] Seja x : I ⊂ R→ SO(3) um polino´mio cu´bico e y : I ⊂ R→ R3
o correspondente quadra´tico de Lie. Se o invariante (4.2.7) ao longo de y e´ diferente
de zero, uma reparametrizac¸a˜o de x e´ um polino´mio cu´bico se e so´ se a transformac¸a˜o
de paraˆmetro e´ linear.
Demonstrac¸a˜o. Se x¯ : I¯ ⊂ R → SO(3) e´ uma curva suave obtida por uma reparame-
trizac¸a˜o de x, ou seja, x¯ = x ◦ s com s : I¯ → I, enta˜o ˙¯x(t) = x¯(t)s˙(t)yˆ(s(t)), dado que
x˙(s(t)) = x(s(t))yˆ(s(t)). Seja v : I¯ ⊂ R → R3 a curva definida por v(t) = s˙(t)y(s(t)).
Note-se que as primeiras derivadas de v sa˜o dadas por v˙(t) = s¨(t)y(s(t))+[s˙(t)]2 y˙(s(t))
e v¨(t) =
...
s (t)y(s(t))+3s˙(t)s¨(t)y˙(s(t))+ [s˙(t)]3 y¨(s(t)). Enta˜o, se s(t) = at+ b, a, b ∈ R,
provamos sem dificuldade que x¯ e´ o polino´mio cu´bico cujo correspondente quadra´tico de
Lie e´ dado pela curva v. Prova-se ainda que se C e´ a constante associada ao quadra´tico
de Lie y, enta˜o a3C e´ a constante associada a v. Para demonstrar a implicac¸a˜o contra´ria,
e´ suficiente observar que
v¨ · (v × v˙) + 1
2
(v × v˙) · (v × v˙) = (s˙)6
[
y¨ · (y × y˙) + 1
2
(y × y˙) · (y × y˙)
]
,
onde estamos a considerar s, v e as suas derivadas como func¸o˜es de t e y como func¸a˜o
de s(t).
Existe uma estreita relac¸a˜o entre a teoria dos quadra´ticos de Lie e a mecaˆnica
cla´ssica. Exemplo disso e´ o caso da dinaˆmica do corpo r´ıgido livre com simetria esfe´rica.
De facto, a velocidade angular do corpo e´ um quadra´tico de Lie em R3 e a trajecto´ria
do corpo pode ser descrita em termos do correspondente polino´mio cu´bico em SO(3).
Dedicaremos a pro´xima secc¸a˜o a este problema, sob o ponto de vista Hamiltoniano.
4.3 Problema de controlo o´ptimo dinaˆmico do corpo r´ıgido
O problema de controlo o´ptimo dinaˆmico para sistemas mecaˆnicos gerais com restric¸o˜es
integra´veis nas velocidades foi estudado em [20], onde e´ denominado por problema de
controlo o´ptimo da forc¸a mı´nima. Este tipo de sistema mecaˆnico e´ definido numa
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variedade Riemanniana geral e envolve a derivada covariante de segunda ordem da
varia´vel de configurac¸a˜o. Quando assumidas certas condic¸o˜es particulares, este proble-
ma corresponde a um problema variacional com Lagrangiano a depender da acelerac¸a˜o
e com condic¸o˜es de fronteira nas posic¸o˜es e nas velocidades. No caso em que o tensor
de ine´rcia generalizado e´ um mu´ltiplo da identidade, o problema variacional de segunda
ordem obtido corresponde exactamente ao problema variacional dos polino´mios cu´bicos
Riemannianos. Refira-se que, nesta situac¸a˜o particular, o problema de controlo da
forc¸a mı´nima e´ uma versa˜o natural para ordem superior do problema de controlo da
energia mı´nima, ou seja, do problema variacional de primeira ordem das geode´sicas
Riemannianas. Adoptamos a designac¸a˜o problema de controlo dinaˆmico, em vez de
problema de controlo da forc¸a mı´nima.
Estamos interessados na descric¸a˜o Hamiltoniana do problema de controlo dinaˆmico
do corpo r´ıgido livre (relativamente ao movimento de rotac¸a˜o a` volta do seu centro de
massa) e com os treˆs principais momentos de ine´rcia iguais (simetria esfe´rica). Sem
perda de generalidade, podemos considerar o tensor de ine´rcia do corpo r´ıgido como
sendo a identidade. Refira-se que teremos em considerac¸a˜o os resultados apresentados
e desenvolvidos nos cap´ıtulos 2 e 3, uma vez que o caso em estudo e´ o exemplo do
problema dos polino´mios cu´bicos para o grupo de Lie SO(3). Os principais resultados
desta secc¸a˜o foram publicados por Abrunheiro, Camarinha e Clemente-Gallardo em
[6, 8].
4.3.1 Movimento rotacional do corpo r´ıgido livre e esfe´rico
O espac¸o de configurac¸a˜o do nosso sistema dinaˆmico e´ o grupo de Lie SO(3). Portanto,
o espac¸o de estados para o problema de controlo o´ptimo e´ o fibrado tangente TSO(3) e
o fibrado de controlos e´ o fibrado tangente de segunda ordem T 2SO(3). A trivializac¸a˜o
a` esquerda de TSO(3) determinada pela aplicac¸a˜o (2.1.15), ou seja,
λ : TSO(3) −→ SO(3)× so(3)
xyˆ ∈ TxSO(3) 7−→ (x, yˆ) ,
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permite-nos considerar como espac¸o de estados o produto semidirecto SO(3) × so(3),
onde os pontos deste espac¸o representam a posic¸a˜o e a velocidade angular do corpo. O
fibrado de controlos pode tambe´m ser trivializado a` esquerda e desse modo ser visto
como um fibrado sobre SO(3)× so(3), que continuaremos a representar por T 2SO(3).
Consideramos a notac¸a˜o introduzida na subsecc¸a˜o 2.1.3 para os fibrados do produto
semidirecto SO(3) × so(3), agora adaptada a`s notac¸o˜es referidas na secc¸a˜o 4.1. Em
particular, cada elemento de T 2G e´ representado por um par (xyˆ, uˆ) ∈ TxSO(3)×so(3),
com x ∈ SO(3) e y, u ∈ R3.
Adaptando a` situac¸a˜o presente as expresso˜es (2.3.1) e (2.3.2), consideramos a func¸a˜o
custo L : T 2SO(3)→ R definida por
L(xyˆ, uˆ) =
1
2
u · u (4.3.1)
e o campo de vectores Π : T 2SO(3)→ T (SO(3)× so(3)) ao longo da projecc¸a˜o natural
τ12 : T
2SO(3)→ SO(3)× so(3), dado por
Π(xyˆ, uˆ) = (xyˆ, yˆ, uˆ) ∼ (xyˆ, uˆ), (4.3.2)
para (xyˆ, uˆ) ∈ TxSO(3) × so(3), com x ∈ SO(3) e y, u ∈ R3. Seguindo o exposto na
secc¸a˜o 2.3, o problema de controlo o´ptimo dinaˆmico do corpo r´ıgido livre e esfe´rico,
consiste em determinar as curvas γ : [0, T ] → T 2SO(3) de classe C2 e seccional-
mente suaves, com condic¸o˜es de fronteira no espac¸o de estados, que minimizam a
funcional
∫ T
0 L(γ(t))dt, com T ∈ R+ fixo, e que satisfazem o sistema de controlo
(d/dt)
(
τ12 (γ(t)
)
= Π(γ(t)). Note-se que, de acordo com (2.1.12), τ12 (xyˆ, uˆ) = (x, yˆ).
Assim, o sistema de controlo pode ser escrito como
 x˙ = xyˆy˙ = u,
que e´ a versa˜o a` esquerda do sistema de controlo correspondente ao exemplo dado em
[21, 28].
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4.3.2 Dinaˆmica do problema de controlo o´ptimo
Pretendemos agora adequar a abordagem Hamiltoniana das secc¸o˜es 2.4 e 2.5 ao caso
do grupo de Lie SO(3), de forma a descrevermos a dinaˆmica do problema de controlo
apresentado na secc¸a˜o anterior.
• Numa primeira fase, descrevemos a dinaˆmica do problema atrave´s de um sistema
presimple´ctico definido no fibrado sobre SO(3)× so(3) dado por
T = T ∗(SO(3)× so(3))×
SO(3)×so(3) T
2SO(3);
com forma presimple´ctica definida pela imagem rec´ıproca da forma simple´ctica
cano´nica ω0 em T ∗(SO(3) × so(3)) pela projecc¸a˜o cano´nica pr1 do espac¸o total
T em T ∗(SO(3)× so(3)):
Ω˜ = (pr1)∗ω0;
e func¸a˜o Hamiltoniana H˜ =¿ pr1,Π ◦ pr2 À −L ◦ pr2, com Π e L dados, respec-
tivamente, por (4.3.2) e (4.3.1), onde pr2 : T → T 2SO(3) e´ a projecc¸a˜o cano´nica
e ¿ ., . À denota o produto dualidade cano´nica de vectores e covectores em
SO(3) × so(3). O campo de vectores dinaˆmico X
H˜
do sistema presimple´ctico(
T , Ω˜, H˜
)
e´ o campo de vectores soluc¸a˜o do sistema iX
H˜
Ω˜ = dH˜.
Representamos por (T ∗xLx−1Π˜, yˆ, Γ˜, uˆ) ∈ T ∗xSO(3)×{yˆ}×so(3)∗×so(3) os pontos
de T , com x ∈ SO(3) e y, u,Π,Γ ∈ R3. Assim,
H˜(T ∗xLx−1Π˜, yˆ, Γ˜, uˆ) = Π · y + Γ · u−
1
2
u · u.
• Aplicamos depois, o algoritmo geome´trico de sistemas presimple´cticos. Uma vez
que o sistema e´ regular, ficamos com um sistema simple´ctico (W1, Ω˜W1 , H˜W1)
obtido por restric¸a˜o a W1 do sistema presimple´ctico
(
T , Ω˜, H˜
)
, para
W1 = {(T ∗xLx−1Π˜, yˆ, Γ˜, uˆ) ∈ T : u = Γ}.
• Fazemos uso do simplectomorfismo ϕ entre as variedades (T ∗(SO(3)× so(3)), ω0)
e (W1, Ω˜W1), definido por ϕ(T
∗
xLx−1Π˜, yˆ, Γ˜) = (T
∗
xLx−1Π˜, yˆ, Γ˜, Γˆ), e assim, pas-
samos para o sistema simple´ctico (T ∗(SO(3)×so(3)), ω0, H¯), onde o Hamiltoniano
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e´ agora dado por H¯ := H˜W1 ◦ ϕ : T ∗(SO(3)× so(3))→ R, ou seja,
H¯(T ∗xLx−1Π˜, yˆ, Γ˜) = Π · y +
1
2
Γ · Γ, (4.3.3)
para (T ∗xLx−1Π˜, yˆ, Γ˜) ∈ T ∗(x,yˆ)(SO(3) × so(3)), com x ∈ SO(3) e y, u,Π,Γ ∈ R3.
Portanto, o estudo do nosso sistema dinaˆmico e´ reduzido ao estudo do sistema
iXH¯ω0 = dH¯, onde o campo de vectores Hamiltoniano XH¯ e´ o prolongamento do
campo de vectores Hamiltoniano associado a H˜W1 por ϕ
−1.
• Prosseguimos com a trivializac¸a˜o a` esquerda do sistema (T ∗(SO(3)×so(3)), ω0, H¯),
determinada pelo isomorfismo (2.1.17), adaptado a` situac¸a˜o do grupo de Lie
G = SO(3). Assim, tendo em conta as notac¸o˜es e identificac¸o˜es da secc¸a˜o 4.1,
consideramos ρ : T ∗(SO(3)× so(3))→ SO(3)× so(3)× so(3)∗ × so(3)∗, definido,
para cada (T ∗xLx−1Π˜, yˆ, Γ˜) ∈ T ∗(x,yˆ)(SO(3)× so(3)), por
ρ(T ∗xLx−1Π˜, yˆ, Γ˜) =
(
x, yˆ, Π˜ + Γ˜× y, Γ˜
)
,
cuja inversa e´ definida para cada (x, yˆ, Π˜, Γ˜) ∈ SO(3) × so(3) × so(3)∗ × so(3)∗,
por ρ−1(x, yˆ, Π˜, Γ˜) = (T ∗xLx−1(Π˜− Γ˜× y), yˆ, Γ˜) ∈ T ∗(x,yˆ)(SO(3)× so(3)). Por con-
seguinte, (SO(3)× so(3)× so(3)∗ × so(3)∗,Ω,H) e´ o sistema Hamiltoniano tri-
vializado, onde a forma simple´ctica Ω e´ a imagem rec´ıproca por ρ−1 da forma
simple´ctica cano´nica ω0 em T ∗(SO(3)× so(3))
Ω = (ρ−1)∗ω0 (4.3.4)
e o Hamiltoniano H e´ a trivializac¸a˜o a` esquerda do Hamiltoniano H¯ dado por
(4.3.3), ou seja, H = H¯ ◦ ρ−1. Temos
H(x, yˆ, Π˜, Γ˜) = Π · y + 1
2
Γ · Γ, (4.3.5)
para cada (x, yˆ, Π˜, Γ˜) ∈ SO(3) × so(3) × so(3)∗ × so(3)∗, com y, u,Π,Γ ∈ R3. O
campo de vectores Hamiltoniano XH associado a H e´ dado pelo prolongamento
por ρ do campo de vectores Hamiltoniano associado a H¯.
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Proposic¸a˜o 4.3.1. Uma curva (x, yˆ, Π˜, Γ˜) em SO(3)× so(3)× so(3)∗ × so(3)∗ e´ uma
curva integral do campo de vectores Hamiltoniano XH se satisfaz as equac¸o˜es Hamil-
tonianas 
x˙ = xyˆ
y˙ = Γ
Π˙ = 0
Γ˙ = −Π+ Γ× y.
Demonstrac¸a˜o. O resultado vem directamente da proposic¸a˜o 2.5.1, quando adaptada
para o caso do grupo de Lie G = SO(3) e tendo em considerac¸a˜o as notac¸o˜es e identi-
ficac¸o˜es da secc¸a˜o 4.1.
Como consequeˆncia, para cada (x, yˆ, Π˜, Γ˜) ∈ SO(3)×so(3)×so(3)∗×so(3)∗, obtemos
XH(x, yˆ, Π˜, Γ˜) = (xyˆ, Γˆ, 0,−Π˜ + Γ˜× y).
4.3.3 Reduc¸a˜o da dinaˆmica
Aplicamos agora a reduc¸a˜o simple´ctica do cap´ıtulo 3 ao sistema Hamiltoniano trivi-
alizado (SO(3)× so(3)× so(3)∗ × so(3)∗ , Ω , H) descrito na subsecc¸a˜o anterior. Uma
vez que o racioc´ınio e´ de todo similar ao do referido cap´ıtulo, resumimos de seguida os
principais pontos de concretizac¸a˜o da reduc¸a˜o.
• A simetria do sistema Hamiltoniano trivializado e´ definida pela acc¸a˜o a` esquerda
φ de SO(3) em SO(3) × so(3) × so(3)∗ × so(3)∗ dada, para cada g ∈ SO(3) e
(x, yˆ, Π˜, Γ˜) ∈ SO(3)× so(3)× so(3)∗ × so(3)∗ por
φ(g, (x, yˆ, Π˜, Γ˜)) = (gx, yˆ, Π˜, Γ˜).
• A aplicac¸a˜o momento J : SO(3) × so(3) × so(3)∗ × so(3)∗ → so(3) da acc¸a˜o φ,
que sabemos ser Ad∗-equivariante, e´ definida por
J(x, yˆ, Π˜, Γ˜) = Ad∗x−1(Π˜− ad∗yˆΓ˜) = x˜Π− ˜x(Γ× y),
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para cada (x, yˆ, Π˜, Γ˜) ∈ SO(3) × so(3) × so(3)∗ × so(3)∗. Sabemos ainda que
qualquer η˜ ∈ so(3)∗ e´ um valor regular de J .
• Seja η˜ ∈ so(3)∗. A acc¸a˜o φ (que e´ pro´pria e livre) induz por restric¸a˜o (das cor-
respondentes subvariedades) uma acc¸a˜o pro´pria e livre do subgrupo de isotropia
coadjunto SO(3)η˜ definido por (4.1.7) na subvariedade SO(3)η˜-invariante dada
por
J−1(η˜) = {(x, yˆ, Π˜, Γ˜) ∈ SO(3)× so(3)× so(3)∗ × so(3)∗ : Π = x−1η + Γ× y}.
Esta variedade e´ difeomorfa ao produto semidirecto do grupo SO(3)× so(3) e do
espac¸o vectorial so(3)∗, atrave´s de
SO(3)× so(3)× so(3)∗ −→ J−1(η˜)
(x, yˆ, Γ˜) 7−→ (x, yˆ, x˜−1η + Γ˜× y, Γ˜).
• Da aplicac¸a˜o dos teoremas 3.1.1 e 3.1.2 resulta o sistema Hamiltoniano reduzido
(
J−1(η˜)/(SO(3))η˜ , Ωη˜ , Hη˜
)
,
caracterizado por pi∗η˜Ωη˜ = i
∗
η˜Ω e Hη˜ ◦piη˜ = H ◦ iη˜, onde piη˜ e´ a projecc¸a˜o de J−1(η˜)
em J−1(η˜)/(SO(3))η˜, iη˜ : J−1(η˜) ↪→ SO(3)× so(3)× so(3)∗ × so(3)∗ e´ a inclusa˜o
cano´nica, e Ω e H sa˜o definidos por (4.3.4) e (4.3.5), respectivamente.
• Seja Oη˜ a o´rbita coadjunta definida por (4.1.8) e denotemos cada elemento desta
o´rbita por Θ˜ = x˜−1η ∈ Oη˜. A aplicac¸a˜o
ϕ¯η˜ : J−1(η˜)/(SO(3))η˜ −→ Oη˜ × so(3)× so(3)∗
piη˜(x, yˆ, x˜−1η + Γ˜× y, Γ˜) 7−→ (x˜−1η, yˆ, Γ˜)
e´ um difeomorfismo. Consequentemente, o estudo do sistema reduzido referido
no ponto anterior, reduz-se a` ana´lise do sistema
(Oη˜ × so(3)× so(3)∗ , Ω¯η˜ , h) ,
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onde Ω¯η˜ := (ϕ¯−1η˜ )
∗Ωη˜ e o Hamiltoniano h e´ definido por
h(Θ˜, yˆ, Γ˜) = Θ · y + 1
2
Γ · Γ, (4.3.6)
para cada (Θ˜, yˆ, Γ˜) ∈ Oη˜ × so(3)× so(3)∗.
Proposic¸a˜o 4.3.2. O campo de vectores dinaˆmico (soluc¸a˜o) Xh do sistema Hamilto-
niano (Oη˜×so(3)×so(3)∗ , Ω¯η˜ , h) e´ definido, para cada (Θ˜, yˆ, Γ˜) ∈ Oη˜×so(3)×so(3)∗,
por
Xh(Θ˜, yˆ, Γ˜) = (Θ˜× y, Γˆ,−Θ˜).
Por conseguinte, as equac¸o˜es de Hamilton na variedade reduzida Oη˜×so(3)×so(3)∗
escrevem-se como 
Θ˙ = Θ× y
y˙ = Γ
Γ˙ = −Θ.
(4.3.7)
Tendo em conta os resultados obtidos, temos um sistema de equac¸o˜es numa variedade de
dimensa˜o 8, cujas soluc¸o˜es nos conduzem exactamente aos quadra´ticos de Lie em SO(3).
De facto, derivando a u´ltima equac¸a˜o de (4.3.7) e usando as outras duas equac¸o˜es (ou
seja, substituindo na equac¸a˜o obtida Γ¨ por
...
y e Θ˙ por Θ×y, obtemos (4.2.2). Podemos
afirmar que esta reduc¸a˜o e´ similar a` reduc¸a˜o das equac¸o˜es de Euler-Arnold a`s cla´ssicas
equac¸o˜es de Euler do corpo r´ıgido (ver, por exemplo, [10]).
Interessa-nos reforc¸ar a importaˆncia da deduc¸a˜o das equac¸o˜es (4.3.7). O sistema
Hamiltoniano inicial esta´ definido em SO(3)× so(3)× so(3)∗ × so(3)∗ ∼ T ∗(TSO(3)),
uma variedade de dimensa˜o 12. Este sistema foi reduzido a um sistema com menos 2
graus de liberdade (ou seja, definido na variedade Oη˜ × so(3)× so(3)∗ de dimensa˜o 8).
Este facto, junto com os integrais do movimento que se podem obter, permitem-nos
efectuar uma nova reduc¸a˜o. Como justificaremos de seguida, podemos eliminar pelo
menos mais 3 graus de liberdade, ou seja, obter um sistema num espac¸o de fases de
dimensa˜o 2. Para tal, basta aplicar o teorema de Lie-Cartan, no sentido descrito na
u´ltima secc¸a˜o do cap´ıtulo 3. Consideremos os quatro integrais do movimento dados
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pela func¸a˜o Hamiltoniana (4.3.6) e pelos invariantes correspondentes a (3.3.5), ou seja,
l1 = Θ · y + 12Γ · Γ, li+1 = (Θ + Γ× y) · ei, i = 1, 2, 3,
onde e1 = (1, 0, 0), e2 = (0, 1, 0) e e3 = (0, 0, 1). Nesta situac¸a˜o, e´ poss´ıvel provar que
estes quatro integrais do movimento sa˜o funcionalmente independentes num determi-
nado aberto denso do espac¸o total (basta seguir o racioc´ınio explicado na observac¸a˜o
3.3.3). Sabemos que l1, por ser o Hamiltoniano do sistema, esta´ em involuc¸a˜o com
qualquer outro dos invariantes. Ale´m disso, de acordo com a proposic¸a˜o 3.3.4 e con-
siderando as constantes de estrutura (4.1.2) da a´lgebra so(3), temos
{l2, l3} = −{l3, l2} = −l4, {l2, l4} = −{l4, l2} = l3 e {l3, l4} = −{l4, l3} = −l2.
Assim, a matriz dos pareˆnteses de Poisson dos integrais e´ dada por
[{li, lj}]1≤i,j≤4 =

0 0 0 0
0 0 −l4 l3
0 l4 0 −l2
0 −l3 l2 0
 ,
que e´ uma matriz com caracter´ıstica igual a 2. Do teorema de Lie-Cartan (ver por-
menores e refereˆncias na observac¸a˜o 3.3.6) resulta que, a partir dos quatro integrais do
movimento acima considerados, e´ poss´ıvel construir pelo menos treˆs integrais do movi-
mento funcionalmente independentes e em involuc¸a˜o. Consequentemente, o sistema
original pode ser reduzido a um sistema definido numa variedade de dimensa˜o 2, como
t´ınhamos referido.
Cap´ıtulo 5
Um problema de controlo o´ptimo
com restric¸o˜es
Neste cap´ıtulo apresentaremos uma generalizac¸a˜o a um sistema de conexa˜o afim mais
gene´rico, do problema de controlo o´ptimo dos polino´mios cu´bicos em grupos de Lie
exposto na secc¸a˜o 2.3. Teremos um tipo de sistema de controlo ana´logo ao usado
para os polino´mios cu´bicos, mas o nu´mero de varia´veis de controlos sera´ agora inferior
ao nu´mero de varia´veis da variedade de configurac¸a˜o. O novo problema de controlo
e´ a abordagem natural de um problema variacional com restric¸o˜es que e´ visto como
uma extensa˜o do problema variacional dos polino´mios cu´bicos da secc¸a˜o 2.2. Inicia-
remos o cap´ıtulo com a apresentac¸a˜o deste problema variacional no contexto geral de
uma variedade Riemanniana arbitra´ria e iremos particularizar para o caso do grupo de
Lie conexo e compacto. De seguida, e no contexto dos grupo de Lie, formularemos o
problema de controlo o´ptimo de um dado sistema de conexa˜o afim e analisaremos a
sua dinaˆmica usando uma abordagem Hamiltoniana presimple´ctica, com um racioc´ınio
semelhante ao da secc¸a˜o 2.4, ou seja, temos por base a metodologia de Skinner-Rusk,
no sentido explicado na secc¸a˜o 1.2. Apo´s a aplicac¸a˜o do algoritmo presimple´ctico pro-
cederemos a` trivializac¸a˜o do sistema Hamiltoniano simple´ctico obtido, seguindo passos
ana´logos aos da secc¸a˜o 2.5. Por fim, relacionaremos esta abordagem Hamiltoniana com
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a variacional. Trataremos ainda de enriquecer os conteu´dos abordados apresentando
alguns exemplos de sistemas de controlo que se desenvolvem em SO(3).
5.1 Problema variacional com restric¸o˜es
Uma importante extensa˜o do problema variacional dos polino´mios cu´bicos Riemanni-
anos abordado na secc¸a˜o 1.1, consiste em analisar o mesmo problema quando acrescido
de certas restric¸o˜es. Esta questa˜o foi introduzida por Crouch e Silva Leite em [37] no
contexto da interpolac¸a˜o dinaˆmica.
Seja M uma variedade Riemanniana de dimensa˜o n, como no cap´ıtulo 1, e con-
sideremos n campos de vectores X1, . . . , Xm, . . . , Xn linearmente independentes num
certo aberto U de M . Seja agora C o conjunto de curvas em M considerado na secc¸a˜o
1.1, contidas no aberto U . O seguinte problema variacional pode ser visto como uma
extensa˜o do problema variacional da secc¸a˜o 1.1:
Determinar as curvas x ∈ C que minimizam a funcional
1
2
∫ T
0
〈
D2x
dt2
,
D2x
dt2
〉
dt
e que satisfazem as restric¸o˜es〈
dx
dt
,Xk(x)
〉
= ck, ck ∈ R (fixos), k = m+ 1, . . . , n. (5.1.1)
Refira-se que, por vezes, omitimos a dependeˆncia do tempo para simplificar a notac¸a˜o.
Sejam ωk as 1-formas associadas aos campos de vectores Xk, k = m + 1, . . . , n,
atrave´s da me´trica Riemanniana. Utilizando uma notac¸a˜o similar a` usada em (2.1.6),
temos Xωk ≡ Xk, o que significa que ωk(Y ) = 〈Xk, Y 〉, para cada campo de vectores
Y em M . Identificamos ainda a 1-forma iY dωk com o campo de vectores XiY dωk , onde
d denota a derivada exterior e i e´ o operador produto interior de uma forma por um
campo de vectores. Recorde-se que iY dωk satisfaz (iY dωk)(Z) = dωk(Y, Z), e, portanto,
dωk(Y,Z) = 〈XiY dωk , Z〉, onde Y e Z sa˜o campos de vectores em M.
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Teorema 5.1.1. [37] Uma condic¸a˜o necessa´ria para que x ∈ C seja um extremante
normal para o problema variacional acima considerado e´ que x seja de classe C2 e que
existam func¸o˜es suaves λk : [0, T ]→ R (multiplicadores de Lagrange), k = m+1, . . . , n,
tal que se verificam, para todo o t ∈ [0, T ], as condic¸o˜es (5.1.1) e
D4x
dt4
+R
(
D2x
dt2
,
dx
dt
)
dx
dt
−
n∑
k=m+1
λkXi dx
dt
dωk −
n∑
k=m+1
λ˙kXk = 0. (5.1.2)
E´ importante referir que o resultado acima apresentado, em geral, na˜o tem uma in-
terpretac¸a˜o global, ou seja, depende da escolha local dos campos de vectoresX1, . . . , Xn.
No entanto, quando a variedade M e´ paraleliza´vel, TM possui um referencial global,
situac¸a˜o esta que acontece, por exemplo, quando a variedade e´ um grupo de Lie conexo
e compacto. Por conseguinte, e´ de particular interesse analisar o caso em que esten-
demos o problema variacional em grupos de Lie da secc¸a˜o 2.2 a um problema com
restric¸o˜es do tipo acima descrito.
Consideremos o problema variacional acima formulado, para o caso particular em
queM e´ um grupo de Lie conexo e compacto G. Sejam {A1, . . . , An} uma base ortonor-
mada da a´lgebra de Lie g do grupo e {X1, . . . , Xn} a base ortonormada de campos de
vectores invariantes a` esquerda em G, definida de acordo com (2.1.2), ou seja, com
Xi(x) = TeLxAi, para cada x ∈ G (base gerada pela base da a´lgebra). Se x e´ uma
curva suave em G, enta˜o o campo de vectores velocidade de x pode ser escrito como
(2.2.1), isto e´, (dx/dt)(t) =
∑n
i=1 y
i(t)Xi(x(t)), onde yi, sa˜o func¸o˜es suaves do tempo,
para i = 1, . . . , n. Escrevendo as restric¸o˜es (5.1.1) usando a notac¸a˜o Yx := dx/dt, temos
〈Yx, Xk〉 = ck, onde ck sa˜o constantes, k = m+ 1, . . . , n. (5.1.3)
E´ o´bvio que estas restric¸o˜es correspondem a`s condic¸o˜es yk(t) = ck, k = m+ 1, . . . , n.
A versa˜o do teorema 5.1.1 para M = G e´ a seguinte:
Teorema 5.1.2. [37] Uma condic¸a˜o necessa´ria para que uma curva x em G, perten-
cente ao conjunto C e com campo de vectores velocidade Yx(t) =
∑n
i=1 y
i(t)Xi(x(t)),
seja um extremante normal para o problema variacional com restric¸o˜es acima for-
mulado, e´ que x seja de classe C2 e que existam func¸o˜es suaves λk : [0, T ] → R,
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k = m+ 1, . . . , n, tal que se verificam, para todo o t ∈ [0, T ], as condic¸o˜es
...
Y x + [Yx, Y¨x]−
n∑
i=1
n∑
k=m+1
yiλk[Xi, Xk]−
n∑
k=m+1
λ˙kXk = 0
e yk(t) = ck, k = m+ 1, . . . , n.
Demonstrac¸a˜o. Para demonstrar o pretendido e´ suficiente reescrever (5.1.2), utilizando
o teorema 2.1.1 e tendo ainda em atenc¸a˜o que se Y e Z sa˜o campos de vectores in-
variantes a` esquerda em G e ω e´ uma 1-forma invariante a` esquerda em G, enta˜o
verifica-se a identidade dω(Y, Z) = −ω([Y,Z]). Note-se que, no caso do grupo de
Lie G, temos uma base {ω1, . . . , ωn} de 1-formas invariantes a` esquerda em G, base
dual da base de campos de vectores invariantes a` esquerda. Os u´ltimos n − m ele-
mentos desta base sa˜o as 1-formas consideradas para definir os campos de vectores
XiYxdωk , k = m + 1, . . . , n, que aparecem no teorema 5.1.1. Portanto, 〈XiYxdωk , Xi〉 =
dωk(Yx, Xi) = −ωk([Yx, Xi]).
A primeira condic¸a˜o do teorema anterior pode escrever-se como
...
Y x + [Yx, Y¨x − Zx]− Z˙x = 0, onde Zx =
n∑
k=m+1
λkXk(x).
Ale´m disso, se λ e´ a forma de Maurer-Cartan da definic¸a˜o B.1.20, a equac¸a˜o anterior e´
equivalente a λx(
...
Y x)+ [λx(Yx), λx(Y¨x)−λx(Zx)]−λx(Z˙x) = 0, que atendendo a (2.1.8)
se escreve como
...
Y + [Y, Y¨ − Z]− Z˙ = 0, (5.1.4)
onde Y = λx(Yx) =
∑n
i=1 y
iAi e Z = λx(Zx) =
∑n
k=m+1 λkAk.
Refira-se que as verso˜es originais dos teoremas apresentados nesta secc¸a˜o sa˜o apre-
sentados em [37] com condic¸o˜es de interpolac¸a˜o extra.
Observac¸a˜o 5.1.3. No contexto dos grupos de Lie, consideremos o problema varia-
cional acima descrito para a situac¸a˜o particular em que ck = 0, k = m + 1, . . . , n (as
constantes que definem a restric¸a˜o sa˜o nulas). Ficamos com as restric¸o˜es
〈Yx, Xk〉 = 0, k = m+ 1, . . . , n.
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Seja D uma distribuic¸a˜o suave1 em G de dimensa˜o constante m. Assuma-se que,
para cada x ∈ G, o subespac¸o D(x) e´ gerado pelo conjunto {X1(x), . . . , Xm(x)}, ou
seja, os primeiros m campos de vectores da base ortonormada de campos de vectores
invariantes a` esquerda acima considerada, constituem uma base da distribuic¸a˜o. Neste
caso, as restric¸o˜es anteriores escrevem-se como
Yx ∈ D(x). (5.1.5)
5.2 Problema de controlo o´ptimo com restric¸o˜es
Comec¸amos por fixar a notac¸a˜o a usar tanto nesta secc¸a˜o como nas seguintes: G e´ um
grupo de Lie conexo e compacto de dimensa˜o finita n com identidade e; a correspondente
a´lgebra de Lie, equipada com o pareˆntesis de Lie [., .], e´ denotada por g e o seu espac¸o
dual por g∗. Ale´m disso, {X1, . . . , Xn} representa a base ortonormada de campos de
vectores invariantes a` esquerda em G referida na secc¸a˜o precedente; e os primeiros m
elementos desta base formam uma base de uma distribuic¸a˜o suave D em G de dimensa˜o
constante m. Representamos por h o subespac¸o linear D(e), h = D(e).
Como veremos a seguir, o problema variacional apresentado na secc¸a˜o anterior para
a situac¸a˜o do grupo de Lie e´ a abordagem variacional natural de um problema de
controlo o´ptimo onde o nu´mero de controlos e´ igual a m. Formularemos este problema
de controlo usando ferramentas geome´tricas da teoria de controlo. Consideremos uma
curva x em G e o seu campo de vectores velocidade escrito, como anteriormente, na
forma Yx(t) =
∑n
i=1 y
i(t)Xi(x(t)). Sabemos da proposic¸a˜o 2.2.1 que, numa situac¸a˜o
geral (sem restric¸o˜es), o campo de vectores acelerac¸a˜o de x se reduz a (DYx/dt)(t) =∑n
i=1 u
i(t)Xi(x(t)), onde ui(t) = y˙i(t), t ∈ [0, T ], i = 1, . . . , n. Mas, se impusermos as
1Uma distribuic¸a˜o D numa variedade diferencia´vel M e´ uma aplicac¸a˜o que associa a cada x ∈ M
um subespac¸o linear D(x) do espac¸o tangente TxM . A distribuic¸a˜o D e´ suave se para cada x ∈ M , o
subespac¸o D(x) for gerado por um conjunto de campos de vectores suaves; e tem dimensa˜o constante
se a dimensa˜o de D(x) na˜o depende do ponto x ∈M . (Consultar, por exemplo, [65].)
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restric¸o˜es (5.1.3) temos
DYx
dt
=
m∑
a=1
uaXa(x). (5.2.1)
Estas equac¸o˜es representam um sistema de controlo de conexa˜o afim num grupo de Lie.
Os sistemas de conexa˜o afim sa˜o um caso particular de um sistema mecaˆnico simples
com forc¸as externas e sem restric¸o˜es na˜o-holo´nomas, designados por alguns autores por
sistemas mecaˆnicos holo´nomos ou sistemas holo´nomos controlados ([19, 24]).
As equac¸o˜es (5.2.1) traduzem-se por〈
DYx
dt
,Xk(x)
〉
= 0, k = m+ 1, . . . , n,
ou seja,
DYx
dt
∈ D(x).
Note-se que TxLx−1Yx =
∑n
i=1 y
iAi e portanto, uma vez que estamos a impor que
y˙k = 0, para k = m+1, . . . , n, temos (d/dt) (TxLx−1Yx) =
∑m
a=1 y˙
aAa. Assim, podemos
considerar o sistema de controlo
x˙ = Yx
d
dt
(TxLx−1Yx) =
m∑
a=1
uaAa,
onde ua, a = 1, . . . ,m sa˜o as varia´veis de controlo. Isto e´, x˙ = Yxd
dt
(TxLx−1Yx) = U
, com U ∈ h. (5.2.2)
Apresentamos agora um problema de controlo o´ptimo para o sistema (5.2.2), enqua-
drando-o no contexto dos fibrados tangentes de ordem superior, de um modo similar
ao efectuado na secc¸a˜o 2.3 para os polino´mios cu´bicos. Seja T˜ 2G ⊂ T (G× g) o fibrado
tangente de ordem dois de G trivializado, definido de acordo com (2.1.11). Recorde-se
que cada elemento de T˜ 2G e´ denotado por (vx, U) ∈ TxG × g e ainda que a projecc¸a˜o
natural de T˜ 2G e´ a aplicac¸a˜o τ˜12 : T˜ 2G → G × g dada, para cada (vx, U) ∈ T˜ 2G,
por (2.1.12), ou seja, τ˜12 (vx, U) = (x, TxLx−1vx). Tal como assumimos na secc¸a˜o 2.3,
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uma curva γ em T˜ 2G e´ definida a` custa de treˆs elementos: x uma curva em G; Yx
um campo de vectores ao longo de x; e U uma curva em g. De forma a definir o
problema de controlo o´ptimo a que nos propomos, vamos considerar os elementos a
seguir discriminados.
• Construimos a subvariedade M do fibrado tangente T˜ 2G, considerando
M = {(vx, U) ∈ T˜ 2G : U ∈ h}. (5.2.3)
Consideramos ainda a aplicac¸a˜o inclusa˜o iM : M ↪→ T˜ 2G. Assumimos que
τ˜12 ◦ iM : M → G × g e´ uma submersa˜o sobrejectiva e portanto M e´ uma
variedade fibrada sobre G× g.
• A func¸a˜o custo LM a considerar sera´ a restric¸a˜o a` subvariedade M da func¸a˜o
custo L definida por (2.3.1), ou seja,
LM = L|M = L ◦ iM :M→ R, (vx, U) 7→ (1/2)〈U,U〉.
Note-se que, por definic¸a˜o de M, U ∈ h e portanto
LM(vx, U) =
1
2
m∑
a=1
(ua)2. (5.2.4)
• Consideramos ainda o campo de vectores Π˜ : T˜ 2G → T (G × g) ao longo da
projecc¸a˜o τ˜12 dado por (2.3.2), ou seja, Π˜(vx, U) ∼ (vx, U) ∈ TxG× g.
O problema de controlo o´ptimo consiste em encontrar as curvas
γ : [0, T ] 7→ M, t 7→ (Yx(t), U(t)) ∈ Tx(t)G× h,
seccionalmente C2-suaves e onde T ∈ R+ e´ fixo, com condic¸o˜es iniciais e finais fixas no
espac¸o de estados G× g, que minimizam a funcional∫ T
0
LM(γ(t))dt
e satisfazem o sistema de controlo
d
dt
(
τ˜12 ◦ iM ◦ γ
)
(t) =
(
Π˜ ◦ iM
)
(γ(t)). (5.2.5)
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Importa observar que
(
τ˜12 ◦ iM
)
(γ(t)) = (x(t), TxLx−1Yx(t)) e
(
Π˜ ◦ iM
)
(γ(t)) = (Yx(t), U(t)) ,
onde U(t) ∈ h. Neste sentido, os sistemas de controlo (5.2.2) e (5.2.5) sa˜o equivalentes.
Observac¸a˜o 5.2.1. Na situac¸a˜o em que m = n, o problema de controlo apresentado e´
simplesmente o problema dos polino´mios cu´bicos da secc¸a˜o 2.3.
Observac¸a˜o 5.2.2. Refira-se que os problemas de controlo o´ptimo para sistemas de
controlo de conexa˜o afim teˆm sido objecto de estudo por parte de va´rios autores nos
u´ltimos anos. Interessa-nos destacar o trabalho de Barbero-Lin˜an e Mun˜oz-Lecanda
[15], onde os autores constroem um algoritmo presimple´ctico de forma a caracterizar os
diferentes tipos de trajecto´rias cr´ıticas (normais e abnormais) de um problema de con-
trolo o´ptimo para sistemas de conexa˜o afim que evoluem numa variedade diferencia´vel.
Mencionamos tambe´m o artigo [16] dos mesmo autores, onde podem ser encontradas
refereˆncias bibliogra´ficas relacionadas com as diversas vertentes de estudo de problemas
de controlo o´ptimo que tiveram origem no princ´ıpio do Ma´ximo de Pontryangin.
5.3 Sistema Hamiltoniano presimple´ctico
Esta secc¸a˜o e´ dedicada a` abordagem presimple´ctica do problema de controlo o´ptimo
acima considerado. Antes de iniciarmos o processo, dedicamos alguma atenc¸a˜o a` identi-
ficac¸a˜o de vectores e covectores, ferramenta esta que possui a capacidade de simplificar
eficazmente alguns dos resultados a obter posteriormente.
Seja ξ ∈ g∗. Como ja´ referimos anteriormente, fazendo uso da me´trica Riemanniana,
podemos identificar ξ com um elemento Xξ da a´lgebra g atrave´s de (2.1.6). Interes-
sa-nos tambe´m associar a ξ um elemento Xhξ do subespac¸o linear h ⊂ g. Para tal, basta
definir esta correspondeˆncia atrave´s da relac¸a˜o
ξ(Z) = 〈Xhξ , Z〉, para qualquer Z ∈ h. (5.3.1)
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Notemos que se ξ1, . . . , ξn sa˜o as coordenadas de ξ relativamente a` base de g∗ dual da
base {A1, . . . , An} de g, enta˜o Xξ =
∑n
i=1 ξiAi e X
h
ξ =
∑m
a=1 ξaAa. Assim, os dois
elementos relacionam-se atrave´s da igualdade
Xξ = X
h
ξ +
n∑
k=m+1
ξkAk. (5.3.2)
Seja (T , Ω˜, H˜) o sistema Hamiltoniano presimple´ctico dos polino´mios cu´bicos des-
crito na secc¸a˜o 2.4. Recorde-se que T = T ∗(G × g) ×G×g T˜ 2G. Construa-se agora um
novo sistema Hamiltoniano presimple´ctico (T ,Ω, H) de acordo com o seguinte:
• O espac¸o total e´ o fibrado sobre G× g dado por
T = T ∗(G× g)×G×g M,
onde T ∗(x,Y )(G×g)×(τ˜12 ◦iM)−1(x, y) e´ a fibra de T sobre (x, Y ) ∈ G×g, paraM a
subvariedade de T˜ 2G definida por (5.2.3) e iM :M ↪→ T˜ 2G a aplicac¸a˜o inclusa˜o.
Representamos cada elemento de T por (αx, Y, ξ, U) ∈ T ∗xG× {Y } × g∗ × h, com
(x, Y ) ∈ G× g.
Consideremos a aplicac¸a˜o inclusa˜o iT : T ↪→ T .
• A forma presimple´ctica em T e´ definida pela imagem rec´ıproca (“pull-back”)
Ω = (pr1 ◦ iT )∗ω0, (5.3.3)
onde pr1 : T → T ∗(G × g) e´ a projecc¸a˜o cano´nica e ω0 e´ a forma simple´ctica
cano´nica em T ∗(G× g). Em alternativa podemos escrever Ω = (iT )∗Ω˜, pois por
definic¸a˜o Ω˜ = (pr1)∗ω0 (ver (2.4.1)).
• O Hamiltoniano H : T → R e´ dado por
H = H˜ ◦ iT ,
com H˜ definido por (2.4.2). Portanto,
H(αx, Y, ξ, U) = (T ∗e Lxαx) (Y ) + ξ (U)−
1
2
〈U,U〉, (5.3.4)
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para cada (αx, Y, ξ, U) ∈ T ∗xG × {Y } × g∗ × h, com (x, Y ) ∈ G × g. Localmente
H escreve-se como
H =
n∑
i=1
piy
i +
m∑
a=1
ξau
a − 1
2
m∑
a=1
(ua)2, (5.3.5)
onde estamos a assumir que sendo (x1, . . . , xn, y1, . . . , yn, p1, . . . , pn, ξ1, . . . , ξn)
e (x1, . . . , xn, y1, . . . , yn, u1, . . . , un), respectivamente, as coordenadas locais de
T ∗(G × g) e T˜ 2G, enta˜o (x1, . . . , xn, y1, . . . , yn, u1, . . . , um, p1, . . . , pn, ξ1, . . . , ξn)
constitui um sistema de coordenadas em T .
Como sabemos, a dinaˆmica do sistema e´ determinada com o estudo das soluc¸o˜esXH
(campos de vectores em T ) da equac¸a˜o iXH Ω¯ = dH. Com esse intuito, vamos aplicar
o algoritmo presimple´ctico ao sistema (T ,Ω,H). Tal como na secc¸a˜o 2.4, comec¸amos
por considerar os pontos de T onde o sistema dinaˆmico tem soluc¸a˜o, que neste caso
definem a subvariedade dada por W1 = {z ∈ T : dH(z)(vz) = 0, ∀ vz ∈ KerΩ(z)}.
Prosseguimos com a ana´lise do sistema (W1,ΩW1 ,HW1), onde ΩW1 e HW1 sa˜o as restri-
c¸o˜es aW1 da forma presimple´ctica Ω definida por (5.3.3) e do Hamiltoniano H definido
por (5.3.4), respectivamente. Podemos escrever
ΩW1 = i
∗
W1Ω (5.3.6)
e HW1 := H ◦ iW1 , onde iW1 : W1 ↪→ T e´ a aplicac¸a˜o inclusa˜o. Se a forma ΩW1
for simple´ctica, enta˜o existe um u´nico campo de vectores XW1 em W1 soluc¸a˜o de
iXW1ΩW1 = dHW1 (restric¸a˜o a W1 do sistema dinaˆmico original) e o algoritmo pa´ra
neste primeiro passo.
Em termos de coordenadas, facilmente se verifica que a forma presimple´ctica Ω
definida por (5.3.3) se exprime como
Ω =
n∑
i=1
(
dxi ∧ dpi + dyi ∧ dξi
)
e portanto KerΩ = span
{
∂/∂u1, . . . , ∂/∂um
}
. De onde se segue que a subvariedade
W1 e´ localmente caracterizada pelas m restric¸o˜es dH(z)[(∂/∂ua)|z] = 0, a = 1, . . . ,m,
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z ∈ T¯ , ou seja,
∂H
∂ua
= 0, a = 1, . . . ,m.
Atendendo a` expressa˜o local (5.3.5) do Hamiltoniano, estas restric¸o˜es escrevem-se como
ξa = ua, a = 1, . . . ,m.
Portanto, a subvariedade W1 tem dimensa˜o 4n e podemos escolher para esta sub-
variedade as coordenadas (x1, . . . , xn, y1, . . . , yn, p1, . . . , pn, ξ1, . . . , ξn). com ξa = ua,
a = 1, . . . ,m.
Proposic¸a˜o 5.3.1. A variedade (W1,ΩW1) e´ simple´ctica.
Demonstrac¸a˜o. Note-se que W1 pode escrever-se como
W1 = {(αx, Y, ξ, U) ∈ T ∗xG× {Y } × g∗ × h : Xhξ = U},
onde Xhξ e´ definido por (5.3.1). E´ o´bvio que a aplicac¸a˜o
ϕ : T ∗(G× g) −→ W1
(αx, Y, ξ) 7−→ (αx, Y, ξ,Xhξ )
(5.3.7)
e´ um difeomorfismo e portanto (W1, (ϕ−1)∗ω0) e´ uma variedade simple´ctica, onde ω0
e´ a forma cano´nica simple´ctica em T ∗(G × g). Para demonstrar o pretendido basta
verificar que (ϕ−1)∗ω0 coincide com a forma ΩW1 . Da definic¸a˜o (5.3.6) de ΩW1 , vem
ϕ∗ΩW1 = (ϕ∗ ◦ i∗W1 ◦ (pr1 ◦ iT )∗)ω0 = (pr1 ◦ iT ◦ iW1 ◦ ϕ)∗ω0. Mas, facilmente se
deduz que pr1 ◦ iT ◦ iW1 ◦ ϕ = idT ∗(G×g) e portanto ϕ∗ΩW1 = ω0. Consequentemente,
ΩW1 = (ϕ
−1)∗ω0 e conclu´ımos que (W1,ΩW1) e´ uma variedade simple´ctica.
A HW1 podemos fazer corresponder o Hamiltoniano HW1 ◦ ϕ : T ∗(G × g) → R.
Temos
(HW1 ◦ ϕ)(αx, Y, ξ) = (T ∗e Lxαx) (Y ) +
1
2
ξ
(
Xhξ
)
, (5.3.8)
para cada (αx, Y, ξ) ∈ T ∗(x,Y )(G× g). O estudo do sistema (W1,ΩW1 , HW1) reduz-se ao
estudo do sistema na variedade simple´ctica (T ∗(G×g), ω0) com Hamiltoniano HW1 ◦ϕ.
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5.4 Trivializac¸a˜o do sistema Hamiltoniano. Exemplos.
Trivializamos agora a` esquerda o sistema Hamiltoniano (T ∗(G×g), ω0,HW1◦ϕ), usando
o difeomorfismo ρ : T ∗(G×g)→ G×g×g∗×g∗ definido por (2.1.17). O estudo do nosso
problema resume-se ao estudo do sistema Hamiltoniano (G× g× g∗× g∗, (ρ−1)∗ω0,H),
onde H := HW1 ◦ ϕ ◦ ρ−1. Note-se que, de (2.1.18) e (5.3.8), vem
H(x, Y, µ, ξ) = µ(Y ) +
1
2
ξ(Xhξ ), (5.4.1)
para cada (x, Y, µ, ξ) ∈ G × g × g∗ × g∗. Considera-se XH = ρ∗XHW1◦ϕ o campo de
vectores caracterizado como sendo a soluc¸a˜o do sistema dinaˆmico iXH [(ρ
−1)∗ω0] = dH.
Proposic¸a˜o 5.4.1. O seguinte sistema de equac¸o˜es diferenciais descreve o movimento
para o sistema Hamiltoniano trivializado (G× g× g∗ × g∗, (ρ−1)∗ω0,H):
x˙ = TeLxY
Y˙ = Xhξ
µ˙ = ad∗
Xhξ
ξ
ξ˙ = −µ+ ad∗Y ξ.
(5.4.2)
Demonstrac¸a˜o. Para demonstrar o pretendido basta seguir um racioc´ınio semelhante
ao usado na demonstrac¸a˜o da proposic¸a˜o 2.5.1. Isto e´, se z = (x, Y, µ, ξ) e´ uma curva
integral de XH , podemos concluir que o seguinte sistema de equac¸o˜es e´ satisfeito
x˙ = TeLx ∂H∂µ (z)
Y˙ = ∂H∂ξ (z) + adY
∂H
∂µ (z)
µ˙ = −T ∗e Lx ∂H∂x (z)− ad∗Y ∂H∂Y (z) + ad∗∂H
∂µ
(z)
µ+ ad∗∂H
∂ξ
(z)
ξ
ξ˙ = −∂H∂Y (z) + ad∗∂H
∂µ
(z)
ξ,
onde estamos a tomar a mesma notac¸a˜o da proposic¸a˜o 2.5.1. Tendo agora em atenc¸a˜o
(5.4.1), (∂H/∂x) (z) = 0, (∂H/∂Y ) (z) = µ, (∂H/∂µ) (z) = Y e (∂H/∂ξ) (z) = Xhξ .
Substituindo estas expresso˜es no sistema anterior obtemos (5.4.2).
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Terminamos esta secc¸a˜o com a caracterizac¸a˜o de treˆs sistemas de controlo que se
desenvolvem no grupo de Lie das rotac¸o˜es SO(3), usando o formalismo que acaba´mos
de desenvolver (consultar secc¸a˜o 4.1, para mais detalhes sobre este grupo).
Exemplo 5.4.2. Seja G ≡ SO(3). Escolhemos a base ortonormada {A1, A2, A3} da
a´lgebra de Lie so(3) dada por (4.1.1). Relativamente a` escolha da base do subespac¸o li-
near h ⊂ so(3), contamos com treˆs situac¸o˜es distintas: base igual a` de so(3), a {A1, A2}
ou a {A1}; situac¸o˜es estas que se enquadram nos seguintes treˆs problemas de controlo
(assumimos que sa˜o satisfeitas certas condic¸o˜es de fronteira em SO(3)× so(3)):
Caso I Minimizar a funcional
L =
1
2
∫ T
0
[
(u1)2 + (u2)2 + (u3)2
]
dt,
sujeita ao sistema de controlo
x˙ = y1X1(x) + y2X2(x) + y3X3(x)
y˙1 = u1
y˙2 = u2
y˙3 = u3,
para x ∈ SO(3), yi, ui ∈ R, i = 1, 2, 3.
Caso II Minimizar a funcional
L =
1
2
∫ T
0
[
(u1)2 + (u2)2
]
dt,
sujeita ao sistema de controlo
x˙ = y1X1(x) + y2X2(x) + y3X3(x)
y˙1 = u1
y˙2 = u2
y˙3 = 0,
para x ∈ SO(3), yi, uj ∈ R, i = 1, 2, 3, j = 1, 2.
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Caso III Minimizar a funcional
L =
1
2
∫ T
0
[
(u1)2
]
dt,
sujeita ao sistema de controlo

x˙ = y1X1(x) + y2X2(x) + y3X3(x)
y˙1 = u1
y˙2 = 0
y˙3 = 0,
para x ∈ SO(3), yi, u1 ∈ R, i = 1, 2, 3.
Como sabemos, a a´lgebra de Lie so(3) e seu espac¸o dual so(3)∗ sa˜o isomorfos ao espac¸o
euclidiano R3 atrave´s dos isomorfismos (4.1.3) e (4.1.6), respectivamente. Por con-
seguinte, podemos usar um racioc´ınio semelhante ao desenvolvido na secc¸a˜o 4.3 e es-
crever para o caso com restric¸o˜es o equivalente a` proposic¸a˜o 4.3.1. Assim, quando
G = SO(3), o sistema Hamiltoniano (5.4.2) e´ equivalente a

x˙ = xyˆ
y˙ = ξh
µ˙ = ξ × ξh
ξ˙ = −µ+ ξ × y,
para x ∈ SO(3), e onde y, µ, ξ, ξh ∈ R3 sa˜o os elementos que se identificam, respectiva-
mente, com yˆ ∈ so(3), µ˜ ∈ so(3)∗, ξ˜ ∈ so(3)∗ e Xh
ξ˜
∈ h ⊂ so(3). Indicamos a seguir o
sistema Hamiltoniano para cada um dos treˆs casos acima considerados.
Caso I Este caso e´ a situac¸a˜o dos polino´mios cu´bicos considerada na secc¸a˜o 4.3 (pro-
blema de controlo o´ptimo dinaˆmico do corpo r´ıgido livre e esfe´rico, sem restric¸o˜es),
portanto as curvas cr´ıticas satisfazem o sistema da proposic¸a˜o 4.3.1.
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Caso II 
x˙ = y1X1(x) + y2X2(x) + y3X3(x)
y˙1 = ξ1
y˙2 = ξ2
y˙3 = 0
µ˙1 = −ξ2ξ3
µ˙2 = ξ1ξ3
µ˙3 = 0
ξ˙1 = −µ1 + ξ2y3 − y2ξ3
ξ˙2 = −µ2 − ξ1y3 + y1ξ3
ξ˙3 = −µ3 + ξ1y2 − y1ξ2,
x ∈ SO(3), yi, µi, ξi ∈ R, i = 1, 2, 3.
Caso III 
x˙ = y1X1(x) + y2X2(x) + y3X3(x)
y˙1 = ξ1
y˙2 = 0
y˙3 = 0
µ˙1 = 0
µ˙2 = ξ1ξ3
µ˙3 = −ξ1ξ2
ξ˙1 = −µ1 + ξ2y3 − y2ξ3
ξ˙2 = −µ2 − ξ1y3 + y1ξ3
ξ˙3 = −µ3 + ξ1y2 − y1ξ2,
x ∈ SO(3), yi, µi, ξi ∈ R, i = 1, 2, 3.
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5.5 Relac¸a˜o com a abordagem variacional
As equac¸o˜es Hamiltonianas (5.4.2) sa˜o equivalentes a`s equac¸o˜es (5.1.4) (onde estamos
a considerar tambe´m a equac¸a˜o x˙ = Yx), no sentido a seguir descrito. Comec¸amos por
observar que, atendendo a`s identificac¸o˜es (2.1.6) e (5.3.1), e a`s propriedades (2.1.7), a
terceira equac¸a˜o de (5.4.2) e´ equivalente a` seguinte equac¸a˜o na a´lgebra de Lie g:
X˙µ = −adXhξXξ. (5.5.1)
Note-se agora que a u´ltima equac¸a˜o de (5.4.2) e a de (2.5.3) coincidem. Ora, ao longo
da demonstrac¸a˜o da proposic¸a˜o 2.7.1, ja´ verifica´mos que esta equac¸a˜o tem uma cor-
respondente equac¸a˜o na a´lgebra g dada por (2.7.1). Diferenciando a referida equac¸a˜o
obtemos X¨ξ + X˙µ + adY˙Xξ + adY X˙ξ = 0. Fazendo agora uso de (5.5.1) e da segunda
equac¸a˜o de (5.4.2), a equac¸a˜o anterior escreve-se como
X¨ξ + [Y, X˙ξ] = 0. (5.5.2)
Sabendo que Xξ se relaciona com X
h
ξ atrave´s de (5.3.2) e atendendo a` segunda equac¸a˜o
de (5.4.2), Xξ escreve-se como
Xξ = Y˙ +
n∑
k=m+1
ξkAk.
Por conseguinte, substituindo esta u´ltima expressa˜o na equac¸a˜o (5.5.2) obtemos (5.1.4)
com Z = −∑nk=m+1 ξ˙kAk. Assim, conseguimos construir uma soluc¸a˜o das equac¸o˜es
(5.1.4) a partir de uma soluc¸a˜o das equac¸o˜es Hamiltonianas (5.4.2). Por outro lado,
assumindo que temos uma soluc¸a˜o de (5.1.4) que satisfaz Y˙ = Xhξ , X˙ξ+Xµ+adYXξ = 0
e ainda ξ˙k = −λk, k = m+ 1, . . . , n, verifica-se que existe uma correspondente soluc¸a˜o
de (5.4.2). Com efeito, basta mostrar que a terceira equac¸a˜o de (5.4.2) e´ satisfeita, pois
as outras treˆs equac¸o˜es do sistema Hamiltoniano saem naturalmente.
Exemplo 5.5.1. Para os treˆs casos apresentados no exemplo 5.4.2, verifica-se, apo´s
alguns ca´lculos, que a correspondente versa˜o Lagrangiana de cada uma das equac¸o˜es
Hamiltonianas apresentadas, ou seja, as equac¸o˜es x˙ = Yx e (5.1.4), e´ a seguinte:
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Caso I Equac¸o˜es de Euler-Lagrange (4.2.1), pois como referimos anteriormente, este
e´ o problema dos polino´mios cu´bicos da secc¸a˜o 4.3.
Caso II Equac¸o˜es (5.1.4) com Z = λ3A3 (onde λ3 = −ξ˙3). Isto e´,
x˙ = y1X1(x) + y2X2(x) + y3X3(x)
...
y 1 − λ3y2 − y3y¨2 = 0
...
y 2 + λ3y1 + y3y¨1 = 0
λ˙3 − y1y¨2 + y2y¨1 = 0,
x ∈ SO(3), yi, λi ∈ R, i = 1, 2, 3.
Caso III Equac¸o˜es (5.1.4) com Z = λ2A2 + λ3A3 (onde λ2 = −ξ˙2 e λ3 = −ξ˙3). Isto
e´, 
x˙ = y1X1(x) + y2X2(x) + y3X3(x)
...
y 1 − λ3y2 + λ2y3 = 0
λ˙2 − y3y¨1 − λ3y1 = 0
λ˙3 + y2y¨1 + λ2y1 = 0,
x ∈ SO(3), yi, λi ∈ R, i = 1, 2, 3.
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Cap´ıtulo 6
Problemas de controlo o´ptimo
em algebro´ides de Lie
A finalidade deste cap´ıtulo e´ enquadrar os problemas de controlo o´ptimo estudados
nesta dissertac¸a˜o, no formalismo mais geral dos algebro´ides de Lie.
Nas primeiras duas secc¸o˜es recordaremos os conceitos e propriedades fundamentais
da teoria dos algebro´ides de Lie. Destacaremos a definic¸a˜o de prolongamento de um
fibrado relativamente a um algebro´ide de Lie. Na terceira secc¸a˜o apresentaremos, sob
este ponto de vista mais abrangente, a noc¸a˜o de problema de controlo o´ptimo e a
respectiva descric¸a˜o geome´trica da dinaˆmica, generalizando os resultados das secc¸o˜es
C.1 e C.2. Como principal refereˆncia para estas primeiras secc¸o˜es destacamos o artigo
de Mart´ınez [58]. Para mais pormenores sobre a teoria ba´sica dos algebro´ides de Lie
consulte-se, por exemplo, [30, 53, 54].
A quarta secc¸a˜o e´ dedicada a` exposic¸a˜o de alguns exemplos de problemas de controlo
o´ptimo em algebro´ides de Lie para o corpo r´ıgido livre, que fazem parte de uma se´rie
de exemplos do trabalho de Abrunheiro et al [4]. Por fim, abordaremos, no contexto
dos algebro´ides de Lie, o problema de controlo o´ptimo do cap´ıtulo 5 (problema este que
tem como exemplo trivial, recorde-se, o caso dos polino´mios cu´bicos do cap´ıtulo 2).
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6.1 Algebro´ides de Lie: definic¸o˜es e propriedades ba´sicas
SejaM uma variedade diferencia´vel de dimensa˜o n. Denotemos por C∞(M) o conjunto
das func¸o˜es reais suaves definidas em M e por X (M) o C∞-mo´dulo dos campos de
vectores suaves em M . Consideremos ainda um fibrado vectorial E sobre M com
aplicac¸a˜o projecc¸a˜o pi : E →M e o C∞(M)-mo´dulo Sec (E) das secc¸o˜es de E.
Definic¸a˜o 6.1.1. Uma estrutura de algebro´ide de Lie no fibrado vectorial E e´ dada por
uma estrutura de a´lgebra de Lie em Sec (E), (Sec (E), [., .]E), junto com um homomor-
fismo ρ : E → TM de fibrados vectoriais, tal que a seguinte condic¸a˜o de compatibilidade
(conhecida como identidade de Leibniz) e´ satisfeita
[σ1, fσ2]E = f [σ1, σ2]E + (ρ(σ1)f)σ2,
onde f ∈ C∞(M), σ1, σ2 ∈ Sec (E) e ρ(σ) denota o campo de vectores em M definido
por ρ(σ)(x) = ρ(σ(x)), para cada x ∈M e com σ ∈ Sec (E).
O terno (E, ρ, [., .]E) designa-se por algebro´ide de Lie sobre M e pode ser represen-
tado simplesmente por E. O pareˆntesis [., .]E e´ apenas denotado por [., .], quando na˜o
ha´ ambiguidade de sentido. A aplicac¸a˜o ρ diz-se a aˆncora do algebro´ide de Lie.
Se (E, ρ, [., .]E) e´ um algebro´ide de Lie sobreM , da condic¸a˜o de compatibilidade e da
identidade de Jacobi, facilmente se deduz que a aplicac¸a˜o σ ∈ Sec (E) 7→ ρ(σ) ∈ X (M)
define um homomorfismo entre as a´lgebras de Lie (Sec (E), [., .]E) e (X (M), [., .]), que
denotamos tambe´m por ρ, onde [., .] e´ o pareˆntesis de Lie usual de campos de vectores
(ver exemplo B.1.13). Isto e´, ρ ([σ1, σ2]E) = [ρ(σ1), ρ(σ2)] , para σ1, σ2 ∈ Sec (E).
No contexto da mecaˆnica, torna-se u´til pensar num algebro´ide de Lie E sobre M
como uma generalizac¸a˜o do fibrado tangente de M . Um elemento a ∈ E e´ tido como
uma velocidade generalizada e a sua imagem pela aplicac¸a˜o aˆncora e´ a velocidade usual
ρ(a) = v ∈ Tpi(a)M .
E
pi
²²
ρ // TM
piM||yy
yy
yy
yy
M
.
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Definic¸a˜o 6.1.2. Uma curva a : [t0, t1]→ E num algebro´ide de Lie E diz-se admiss´ıvel
se s˙(t) = ρ(a(t)), para todo o t ∈ [t0, t1], com t0, t1 ∈ R e onde s = pi ◦a e´ a curva base.
Denotamos por Adm (E) o espac¸o das curvas admiss´ıveis.
Apresentamos a seguir treˆs exemplos ba´sicos de algebro´ides de Lie.
Exemplo 6.1.3. O fibrado tangente TM de uma variedade diferencia´vel M e´ um
algebro´ide de Lie sobre M . Neste caso, o pareˆntesis de Lie e´ dado pelo pareˆntesis de
Lie usual de campos de vectores (ver exemplo B.1.13) e a sua aˆncora e´ a aplicac¸a˜o
identidade.
Exemplo 6.1.4. Uma a´lgebra de Lie de dimensa˜o finita e´ um algebro´ide de Lie sobre
um ponto, cuja aˆncora e´ nula e o pareˆntesis de Lie das secc¸o˜es coincide com o da
a´lgebra de Lie considerada.
Exemplo 6.1.5. Seja D um subfibrado integra´vel de uma variedade M , isto e´, D e´
um subfibrado vectorial do fibrado tangente TM esta´vel segundo o pareˆntesis usual de
campos de vectores emM . O subfibrado D e´ um algebro´ide de Lie sobreM (a projecc¸a˜o
de D e´ a restric¸a˜o a D da projecc¸a˜o de TM). A estrutura de a´lgebra de Lie e´ a restric¸a˜o
a D da estrutura de a´lgebra de Lie de campos de vectores em M (por isso o subfibrado
D tem de ser integra´vel, de forma a definir uma suba´lgebra) e a aplicac¸a˜o aˆncora e´
a injecc¸a˜o natural D ↪→ TM . Este e´ um exemplo de clara importaˆncia para sistemas
mecaˆnicos com restric¸o˜es holo´nomas.
A estrutura de um algebro´ide de Lie E sobre M pode ser descrita em termos de co-
ordenadas locais. Um sistema de coordenadas locais (x1, . . . , xn) em M e uma base
local {e1, . . . , er} de secc¸o˜es em E, determinam um sistema de coordenadas locais
(x1, . . . , xn, y1, . . . , yr) no algebro´ide de Lie E, onde yα(a) e´ a α-coordenada de a ∈ E
na base de secc¸o˜es dada, α = 1, . . . , r. A aˆncora de E e o pareˆntesis de Lie em Sec (E)
sa˜o localmente determinadas pelas func¸o˜es suaves ρiα e C
α
βγ em M , designadas por
func¸o˜es de estrutura do algebro´ide de Lie associadas a` base local de secc¸o˜es escolhida,
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dadas por
ρ(eα) =
n∑
i=1
ρiα
∂
∂xi
e [eα, eβ] =
r∑
γ=1
Cγαβeγ , α, β = 1, . . . , r.
As func¸o˜es de estrutura do algebro´ide de Lie satisfazem determinadas relac¸o˜es que
derivam da pro´pria definic¸a˜o de algebro´ide. Assim, o facto de ρ ser um homomorfismo
de a´lgebras de Lie traduz-se pelas equac¸o˜es
n∑
j=1
(
ρjα
∂ρiβ
∂xj
− ρjβ
∂ρiα
∂xj
)
=
r∑
γ=1
Cγαβρ
i
γ , (6.1.1)
para quaisquer 1 ≤ α, β ≤ r e 1 ≤ i ≤ n. Por outro lado, das identidades de Leibniz e
de Jacobi obteˆm-se as seguintes equac¸o˜es
n∑
i=1
(
ρiα
∂Cνβγ
∂xi
+ ρiβ
∂Cνγα
∂xi
+ ρiγ
∂Cναβ
∂xi
)
+
r∑
µ=1
(
CµβγC
ν
αµ + C
µ
γαC
ν
βµ + C
µ
αβC
ν
γµ
)
= 0,
(6.1.2)
para quaisquer 1 ≤ α, β, γ, ν ≤ r. As equac¸o˜es (6.1.1) e (6.1.2) designam-se por
equac¸o˜es de estrutura do algebro´ide de Lie.
Como ja´ referimos, um algebro´ide de Lie e´ um objecto geome´trico similar ao fibrado
tangente. Pensamos num algebro´ide de Lie E sobre M , como sendo um novo fibrado
tangente para M . As secc¸o˜es de E desempenham um papel ana´logo ao dos campos de
vectores em M . E´ assim natural que se generalizem para os algebro´ides de Lie outras
ferramentas geome´tricas, tais como as que se descrevem de seguida.
Seja E um algebro´ide de Lie sobre a variedade diferencia´vel M , com aplicac¸a˜o
aˆncora ρ : E → TM e onde denotamos a projecc¸a˜o do fibrado E por pi : E →M .
• Uma 1-forma ω em E e´ uma secc¸a˜o do fibrado dual E∗ de E, ou seja, uma
aplicac¸a˜o ω : M → E∗ tal que ν ◦ ω = idM , onde ν : E∗ → M representa a
projecc¸a˜o do fibrado E∗.
• Uma p-forma ω em E e´ uma secc¸a˜o do fibrado exterior ∧p(E∗), ou seja, uma
aplicac¸a˜o ω : M → E∗ × · · · ×E∗︸ ︷︷ ︸
p vezes
tal que ν ◦ ω = idM , onde agora ν representa
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a projecc¸a˜o cano´nica do fibrado
∧p(E∗). Como e´ o´bvio, em alternativa podemos
considerar ω : Sec(E)× · · · × Sec(E)︸ ︷︷ ︸
p vezes
→ C∞(M), p ≥ 1.
Uma 0-forma em E define-se como uma func¸a˜o em M , f :M → R.
• A diferenciac¸a˜o exterior d num algebro´ide E e´ o operador que associa p-formas a
(p+ 1)-formas
d : Sec
(∧p
(E∗)
)
−→ Sec
(∧p+1
(E∗)
)
definido de acordo com o seguinte
dω(σ1, . . . , σp+1) =
p+1∑
i=1
(−1)i+1ρ(σi)(ω(σ1, . . . , σˆi, . . . , σp+1))+
+
∑
1≤i<j≤p+1
(−1)i+jω([σi, σj ], σ1, . . . , σˆi, . . . , σˆj , . . . , σp+1),
para ω ∈ Sec (∧p(E∗)), σ1, . . . , σp+1 ∈ Sec (E) e onde o s´ımbolo σˆi significa a
omissa˜o da respectiva secc¸a˜o. Em particular, se considerarmos uma func¸a˜o suave
f :M → R, temos df(σ) = ρ(σ)f , para σ ∈ Sec (E). Localmente,
dxi =
r∑
α=1
ρiαe
α e deγ = −1
2
r∑
α,β=1
Cγαβe
α ∧ eβ,
para i = 1, . . . , n, γ = 1, . . . , r e onde {e1, . . . , er} e´ a base dual de {e1, . . . , er}.
• Uma estrutura simple´ctica ω em E e´ uma secc¸a˜o de ∧2(E∗) na˜o degenerada e
fechada relativamente ao operador d, isto e´, dω = 0.
6.2 Prolongamento de um fibrado relativamente a um al-
gebro´ide de Lie
Definimos agora o conceito de prolongamento de um fibrado relativamente a um al-
gebro´ide de Lie, conceito este que tem a capacidade de possuir as estruturas geome´tricas
apropriadas para a descric¸a˜o da mecaˆnica (Lagrangiana ou Hamiltoniana) no contexto
dos algebro´ides de Lie. Sejam
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• (E, ρ, [., .]) um algebro´ide de Lie sobre uma variedade diferencia´vel M , com a
projecc¸a˜o do fibrado E denotada por pi : E →M .
• P um fibrado M com projecc¸a˜o ν : P →M .
Para qualquer ponto p ∈ P consideramos o espac¸o vectorial
T Ep P = {(b, v) ∈ Ex × TpP : ρ(b) = Tpν(v)},
onde Tν : TP → TM e´ a aplicac¸a˜o tangente a ν e ν(p) = x. O conjunto
T EP =
⋃
p∈P
T Ep P
tem uma estrutura natural de fibrado vectorial sobre o fibrado P , com projecc¸a˜o dada
por
piEP : T EP → P, (b, v) 7→ piP (v),
onde piP : TP → P e´ a projecc¸a˜o cano´nica do fibrado tangente TP sobre P . Isto e´,
a cada (b, v) ∈ T Ep P a projecc¸a˜o piEP faz corresponder o elemento p. Neste sentido,
um elemento (b, v) ∈ T Ep P e´ frequentemente denotado por (p, b, v). Portanto, temos
treˆs projecc¸o˜es naturais: cada elemento (p, b, v) ∈ T EP e´ projectado atrave´s de piEP
no primeiro factor, piEP (p, b, v) = p; e´ projectado no segundo factor por uma aplicac¸a˜o
p2 : T EP → E, (p, b, v) 7→ b; e ainda, no terceiro factor, por uma outra aplicac¸a˜o, que
e´ relevante para o que se segue, denotada por ρ1 : T EP → TP, (p, b, v) 7→ v. Podemos
assim, considerar o seguinte diagrama comutativo:
P
T EP
p2
²²
ρ1
//
piEP
;;wwwwwwwww
TP
Tν
²²
piP
OO
E ρ
// TM
.
Definic¸a˜o 6.2.1. O fibrado vectorial T EP diz-se o prolongamento de P relativamente
a E ou E-fibrado tangente a P .
6.2 Prolongamento de um fibrado 121
Definic¸a˜o 6.2.2. O prolongamento T EE do fibrado E relativamente ao algebro´ide de
Lie E diz-se o prolongamento de E e denota-se simplesmente por T E.
O fibrado vectorial T EP , acima descrito, pode ser munido com uma estrutura de
algebro´ide de Lie ([57]):
• A aˆncora ρ1 : T EP → TP deste algebro´ide e´ a projecc¸a˜o no terceiro factor, ou
seja, ρ1(p, b, v) = v, para cada (p, b, v) ∈ T EP .
• O pareˆntesis nas secc¸o˜es de T EP e´ definido no aˆmbito das denominadas secc¸o˜es
projecta´veis: uma secc¸a˜o Z ∈ Sec (T EP ) diz-se projecta´vel se existir uma secc¸a˜o
σ ∈ Sec (E) tal que Z(p) = (p, σ(ν(p)), U(p)), para todo p ∈ P , com U ∈ X (P )
tal que Tν ◦ U = ρ(σ) ◦ ν. Sejam Z1 e Z2 duas secc¸o˜es projecta´veis de T EP
definidas por Zi(p) = (p, σi(ν(p)), Ui(p)), i = 1, 2. O pareˆntesis de Lie de Z1 e Z2
e´ dado, para cada p ∈ P , por
[Z1, Z2]T EP (p) = (p, [σ1, σ2](ν(p)), [U1, U2](p)) .
O pareˆntesis de Lie de duas secc¸o˜es arbitra´rias de T EP determina-se a partir do
pareˆntesis precedente, uma vez que qualquer secc¸a˜o de T EP pode ser localmente
escrita como uma combinac¸a˜o C∞(M)-linear de secc¸o˜es projecta´veis.
Dado um sistema de coordenadas locais (x1, . . . , xn, y1, . . . , yr) em E (associado ao
sistema de coordenadas locais (x1, . . . , xn) em M e a` base das secc¸o˜es {e1, . . . , er} de
E) e um sistema de coordenadas (x1, . . . , xn, u1, . . . , us) em P , podemos definir uma
base local {X1, . . . ,Xr,V1, . . . ,Vs} de secc¸o˜es de T EP , considerando
Xα(p) =
(
p, eα(ν(p)),
n∑
i=1
ρiα
∂
xi
∣∣∣∣
p
)
e VA(p) =
(
p, 0,
∂
∂uA
∣∣∣∣
p
)
, (6.2.1)
para α = 1, . . . , r e A = 1, . . . , s. Se z = (p, b, v) ∈ T EP , com b = ∑rα=1 zαeα e
v =
∑n
i=1
∑r
α=1 ρ
i
αz
α ∂
∂xi
+
∑s
A=1 v
A ∂
∂uA
, enta˜o
z =
r∑
α=1
zαXα(p) +
s∑
A=1
vAVA(p).
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As secc¸o˜es verticais sa˜o as constitu´ıdas apenas por combinac¸o˜es lineares dos elementos
VA, A = 1, . . . , s. Temos ainda os seguintes factos:
• A aplicac¸a˜o aˆncora ρ1 aplicada a uma secc¸a˜o Z de T EP com expressa˜o local
Z =
∑r
α=1 Z
αXα +
∑s
A=1 V
AVA e´ o campo de vectores em P dado por
ρ1(Z) =
n∑
i=1
r∑
α=1
ρiαZ
α ∂
∂xi
+
s∑
A=1
V A
∂
∂uA
. (6.2.2)
• O pareˆntesis de Lie dos elementos da base e´ tal que
[Xα,Xβ] =
r∑
γ=1
CγαβXγ , [Xα,VA] = 0 e [VA,VB] = 0, (6.2.3)
para α, β, γ = 1, . . . , r e A,B = 1, . . . , s.
• O operador de diferenciac¸a˜o exterior e´ determinado pelas identidades
dxi =
r∑
α=1
ρiαXα, duA = VA,
dX γ = −1
2
r∑
α,β=1
CγαβXα ∧ X β, dVA = 0,
para i = 1, . . . , n, γ = 1, . . . , r, A = 1, . . . , s e onde {X 1, . . . ,X r,V1, . . . ,Vs} e´ a
base dual de {X1, . . . ,Xr,V1, . . . ,Vs}.
Seja E∗ o fibrado dual de E com projecc¸a˜o natural ν : E∗ → M . No aˆmbito da
presente secc¸a˜o interessa-nos particularmente a situac¸a˜o em que P = E∗, ou seja, o
prolongamento T EE∗ do fibrado E∗ relativamente ao algebro´ide de Lie E.
Portanto, consideramos o algebro´ide T EE∗ que e´ um fibrado sobre E∗ com projecc¸a˜o
piEE∗ : T EE∗ → E∗, (µ, b, w) 7→ µ, onde µ ∈ E∗, w ∈ TµE∗, b ∈ Ex e x ∈ M . Este caso
torna-se interessante pelo facto de existir em T EE∗ uma estrutura simple´ctica cano´nica,
ou seja, uma secc¸a˜o de
∧2 ((T EE∗)∗) na˜o degenerada e fechada relativamente ao ope-
rador de diferenciac¸a˜o exterior d (ver final da secc¸a˜o anterior). Esta estrutura e´ definida
de um modo similar ao usado na definic¸a˜o da forma simple´ctica cano´nica no fibrado
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cotangente de uma variedade. Define-se primeiro uma 1-forma Θ ∈ Sec ((T EE∗)∗),
considerando
Θ(µ, b, w) = µ(b),
para cada (µ, b, w) ∈ T EE∗ (onde µ ∈ E∗, w ∈ TµE∗, b ∈ Ex e x ∈ M). A forma
cano´nica simple´ctica de T EE∗, Ω ∈ Sec
(∧2 ((T EE∗)∗)), e´ dada por
Ω = −dΘ. (6.2.4)
Considerando um sistema de coordenadas (x1, . . . , xn, µ1, . . . , µr) em E∗ e denotando
por {X1, . . . ,Xr,P1, . . . ,Pr} a base local de secc¸o˜es de T EE∗ associada ao sistema de
coordenadas, os diferenciais das coordenadas e dos elementos da base sa˜o dados por
dxi =
r∑
α=1
ρiαXα, dµα = Pα,
dX γ = −1
2
r∑
α,β=1
CγαβXα ∧ X β, dPα = 0,
(6.2.5)
para i = 1, . . . , n, α, γ = 1, . . . , r e onde {X 1, . . . ,X r,P1, . . . ,Pr} e´ a base dual da
base das secc¸o˜es de T EE∗ considerada. Ale´m disso, temos Θ = ∑rα=1 µαXα. Como
consequeˆncia, atendendo a (6.2.4) e (6.2.5), podemos escrever
Ω =
r∑
α=1
Xα ∧ Pα + 12
r∑
α,β,γ=1
µγC
γ
αβXα ∧ X β. (6.2.6)
Dizemos que
(T EE∗,Ω) e´ um algebro´ide de Lie simple´ctico. Quando temos um
algebro´ide de Lie simple´ctico, podemos definir um sistema dinaˆmico para qualquer
func¸a˜o na base desse algebro´ide. No caso particular que estamos a considerar, se
F ∈ C∞(E∗) (0-forma em T EE∗), enta˜o existe uma u´nica secc¸a˜o σF de T EE∗ tal que
iσFΩ = dF, (6.2.7)
onde (iσFΩ)(σ) = Ω(σF , σ), para qualquer secc¸a˜o σ de T EE∗. A secc¸a˜o σF de T EE∗
soluc¸a˜o dos sistema dinaˆmico (6.2.7) diz-se a secc¸a˜o Hamiltoniana definida por F e
o campo de vectores Hamiltoniano XF = ρ1(σF ) e´ designado por campo de vectores
Hamiltoniano definido por F .
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Importa ainda considerar o caso particular do prolongamento T E(E∗ ×M B) do
fibrado produto P =E∗ ×M B relativamente ao algebro´ide de Lie E, onde
E∗ ×M B e´ o fibrado produto sobre M de E∗ e de um outro fibrado B sobre M .
Se (x1, . . . , xn, µ1, . . . , µr, u1, . . . , um) representa um sistema de coordenadas locais em
E∗ ×M B, denotamos por {X1, . . . ,Xr,P1, . . . ,Pr,V1, . . . ,Vm} a base local de secc¸o˜es
de T E(E∗ ×M B). Nesta situac¸a˜o, o operador de diferenciac¸a˜o exterior e´ tal que
dxi =
r∑
α=1
ρiαXα, dµα = Pα, duA = VA,
dX γ = −1
2
r∑
α,β=1
CγαβXα ∧ X β, dPα = 0, dVA = 0,
para i = 1, . . . , n, A = 1, . . . ,m, α, γ = 1, . . . , r, e onde estamos a representar por
{X1, . . . ,Xr,P1, . . . ,Pr,V1, . . . ,Vm} a base dual da base das secc¸o˜es acima considerada.
Por conseguinte, o diferencial de uma func¸a˜o h : E∗ ×M B → R escreve-se como
dh =
r∑
α=1
n∑
i=1
ρiα
∂h
∂xi
Xα +
r∑
α=1
∂h
∂µα
Pα +
m∑
A=1
∂h
∂uA
VA. (6.2.8)
Definic¸a˜o 6.2.3. Sejam (E, ρ, [., .]) um algebro´ide de Lie (onde pi : E → M e´ a
projecc¸a˜o do fibrado E) sobre uma variedade diferencia´vel M , P e P ′ dois fibrados
gerais sobre M (com projecc¸o˜es ν : P → M e ν ′ : P ′ → M , respectivamente) e
Ψ : P → P ′ um morfismo fibrado sobre a identidade em M
P
ν
²²
Ψ // P ′
ν′
²²
M
id
//M
.
Define-se o prolongamento de Ψ como sendo o morfismo de fibrados vectoriais
T Ψ : T EP → T EP ′,
dado por T Ψ(p, b, v) = (Ψ(p), b, TΨ(v)), para cada (p, b, v) ∈ T EP .
Por exemplo, consideremos o fibrado produto E∗ ×M B (como anteriormente) e
pr1 : E∗×M B → E∗ a projecc¸a˜o que sabemos ser fibrada sobre a identidade em M . O
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prolongamento de pr1 e´ o morfismo de fibrados vectoriais T pr1 : T E(E∗×MB)→ T EE∗
definido de acordo com o acima exposto.
Seja agora σ uma secc¸a˜o de T EE∗ ao longo de pr1, ou seja, tal que o seguinte
diagrama e´ comutativo
E∗ ×M B σ //
pr1
))RR
RRR
RRR
RRR
RRR
R T EE∗
piE
E∗
²²
E∗
.
O operador iσ sera´ utilizado na pro´xima secc¸a˜o com o seguinte sentido: se ω e´ uma
secc¸a˜o de
∧p ((T EE∗)∗), enta˜o iσω e´ a secc¸a˜o de ∧p−1 ((T E(E∗ ×M B))∗) dada por
(iσω)(x,µ,u) (a1, . . . , ap−1) = ωpr1(x,µ,u)(σ(x, µ, u), T pr1(a1), . . . , T pr1(ap−1)), (6.2.9)
para qualquer (x, µ, u) ∈ E∗ ×M B e a1, . . . , ap−1 ∈
(
piEE∗×MB
)−1
(x, µ, u). Note-se
que, considerando a estrutura simple´ctica cano´nica Ω definida por (6.2.4) e uma func¸a˜o
h : E∗×M B → R, tem-se que iσΩ−dh e´ uma secc¸a˜o do fibrado dual de T E(E∗×M B).
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Nesta secc¸a˜o, generalizamos para o contexto dos algebro´ides de Lie, o conceito de
sistema de controlo o´ptimo da secc¸a˜o C.1 e a respectiva abordagem Hamiltoniana
geome´trica da secc¸a˜o C.2. Baseamo-nos essencialmente em [58].
Seja E um algebro´ide de Lie sobre uma variedadeM (onde pi : E →M e´ a projecc¸a˜o
do fibrado E), com aˆncora ρ : E → TM . Seja ainda B uma variedade fibrada sobre M
com aplicac¸a˜o projecc¸a˜o τ : B →M .
Um sistema de controlo no algebro´ide de Lie E, com espac¸o de controlos B e´ descrito
como sendo uma secc¸a˜o σ : B → E ao longo de τ (isto e´, tal que e´ satisfeita a igualdade
pi ◦ σ = τ). Uma trajecto´ria do sistema de controlo e´ uma curva integral do campo de
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vectores ρ ◦ σ : B → TM ao longo de τ (o campo de vectores e´ tal que piM ◦ ρ ◦ σ = τ).
B
σ //
τ
ÃÃA
AA
AA
AA
A E
pi
²²
ρ // TM
piM||yy
yy
yy
yy
M .
(6.3.1)
Isto e´, γ : [0, T ]→ B, com T ∈ R+, e´ uma trajecto´ria do sistema de controlo se satisfaz
d
dt
(τ ◦ γ)(t) = (ρ ◦ σ)(γ(t)).
Por vezes, referimo-nos a`s equac¸o˜es anteriores como sendo o sistema de controlo.
Dada uma func¸a˜o custo L : B → R, o problema de controlo o´ptimo consiste em mini-
mizar o integral de L sobre um certo conjunto de trajecto´rias do sistema que satisfazem
determinadas condic¸o˜es iniciais e finais fixas no espac¸o de estadosM . Adaptamos agora
a descric¸a˜o Hamiltoniana da secc¸a˜o C.2. Consideramos os seguintes objectos:
• A func¸a˜o Hamiltoniana h : E∗×MB → R, definida, para cada (x, µ, u) ∈ E∗×MB
(com µ ∈ E∗x e (x, u) ∈ B tal que τ(x, u) = x), por
h(x, µ, u) = µ [σ(x, u)]− L(x, u). (6.3.2)
• A projecc¸a˜o cano´nica pr1 : E∗ ×M B → E∗.
• A forma simple´ctica cano´nica Ω do algebro´ide de Lie T EE∗ sobre E∗ (prolonga-
mento do fibrado E∗ relativamente ao algebro´ide E), ou seja, Ω e´ a secc¸a˜o de∧2 ((T EE∗)∗) definida por (6.2.4).
A secc¸a˜o Hamiltoniana σh definida por h e´ uma secc¸a˜o de T EE∗ ao longo de pr1
(definida num subconjunto de E∗ ×M B) que satisfaz o sistema dinaˆmico
iσhΩ = dh, (6.3.3)
onde o operador iσh e´ definido de acordo com (6.2.9). Denotamos por W a variedade
onde o sistema (6.3.3) admite soluc¸a˜o (quando esta existe). As trajecto´rias cr´ıticas sa˜o
as curvas integrais de ρ1(σh), onde ρ1 e´ a aˆncora do algebro´ide de Lie T EE∗.
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W ⊂ E∗ ×M B σh //
pr1
))TTT
TTTT
TTTT
TTTT
TT T EE∗
piE
E∗
²²
ρ1 // TE∗
piE∗
vvmmm
mmm
mmm
mmm
mm
E∗
.
Seja (x1, . . . , xn, µ1, . . . , µr) um sistema de coordenadas em E∗ e consideremos a
base local induzida {X1, . . . ,Xr,P1, . . . ,Pr} de secc¸o˜es de T EE∗. Suponhamos que
σh =
∑r
α=1A
αXα +
∑r
α=1BαPα, enta˜o, atendendo a` expressa˜o local (6.2.6) de Ω,
temos
iσhΩ =
r∑
α=1
AαPα −
r∑
α=1
Bα + r∑
β,γ=1
µγC
γ
αβA
β
Xα, (6.3.4)
onde {X 1, . . . ,X r,P1, . . . ,Pr} e´ a base dual da base das secc¸o˜es de T EE∗ considera-
da. Por outro lado, note-se que o Hamiltoniano h : E∗ ×M B → R pode ser visto
como uma 0-forma no algebro´ide de Lie T E(E∗ × B) sobre E∗ × B (prolongamento
do fibrado E∗ × B relativamente ao algebro´ide E, caso considerado no final da secc¸a˜o
anterior). Assim, atendendo a` expressa˜o local de dh dada por (6.2.8) e a` expressa˜o
(6.3.4), conclu´ımos que a soluc¸a˜o do sistema dinaˆmico (6.3.3) e´
σh =
r∑
α=1
∂h
∂µα
Xα −
r∑
α=1
 n∑
i=1
ρiα
∂h
∂xi
+
r∑
β,γ=1
µγC
γ
αβ
∂h
∂µβ
Pα,
definida no subconjunto W ⊂ E∗ ×M B, que e´ dado localmente por
∂h
∂uA
= 0, A = 1, . . . ,m, (6.3.5)
onde (x1, . . . , xn, µ1, . . . , µr, u1, . . . , um) e´ o sistema de coordenadas locais de E∗ × B.
O campo de vectores ρ1(σh) e´
ρ1(σh) =
n∑
i=1
r∑
α=1
ρiα
∂h
∂µα
∂
∂xi
−
r∑
α=1
 n∑
i=1
ρiα
∂h
∂xi
+
r∑
β,γ=1
µγC
γ
αβ
∂h
∂µβ
 ∂
∂µα
e as equac¸o˜es para as trajecto´rias cr´ıticas sa˜o
x˙i =
r∑
α=1
ρiα
∂h
∂µα
µ˙α = −
n∑
i=1
ρiα
∂h
∂xi
−
r∑
β,γ=1
µγC
γ
αβ
∂h
∂µβ
∂h
∂uA
= 0,
(6.3.6)
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para i = 1, . . . , n, α = 1, . . . , r e A = 1, . . . ,m.
Facilmente se verifica que nos casos em que conseguirmos escrever µα =
∑n
i=1 piρ
i
α,
α = 1, . . . , r, as equac¸o˜es acima reduzem-se a`s equac¸o˜es cr´ıticas para o sistema de
controlo Y = ρ(σ) em TM e func¸a˜o custo L.
6.4 Exemplos: movimento rotacional do corpo r´ıgido livre
Nesta secc¸a˜o sa˜o apresentados, a t´ıtulo ilustrativo, alguns exemplos de problemas de
controlo o´ptimo em algebro´ides de Lie relacionados com o movimento rotacional do
corpo r´ıgido livre. Consideramos duas situac¸o˜es diferentes, o movimento do corpo r´ıgido
sem restric¸o˜es e o mesmo sistema com determinadas restric¸o˜es. Ale´m disso, dentro de
cada um destes casos, analisamos o problema cinema´tico e o dinaˆmico. Estes exemplos
foram publicados por Abrunheiro et al [4] (os exemplos de problemas sem restric¸o˜es
fazem parte apenas da pre´-publicac¸a˜o indicada apo´s esta refereˆncia bibliogra´fica).
A variedade de configurac¸a˜o e´ o grupo de Lie das rotac¸o˜es SO(3) e escolhemos
como sistema de coordenadas locais os aˆngulos de Euler de tipo-I que denotamos por
(x1, x2, x3). Consideramos a estrutura de algebro´ide de Lie cano´nica de TSO(3), cuja
a aˆncora e´ ρ ≡ idTSO(3). Escolhemos a base {e1, e2, e3} de secc¸o˜es do fibrado TSO(3)
dada por
e1 = sec(x2) sin(x3)
∂
∂x1
+ cos(x3)
∂
∂x2
+ tan(x2) sin(x3)
∂
∂x3
,
e2 = sec(x2) cos(x3)
∂
∂x1
− sin(x3) ∂
∂x2
+ tan(x2) cos(x3)
∂
∂x3
,
e3 =
∂
∂x3
.
Assim, a estrutura de a´lgebra de Lie em Sec (TSO(3)) e´ determinada pelas relac¸o˜es
[e1, e2] = e3, [e2, e3] = e1 e [e3, e1] = e2. Atendendo a`s coordenadas e a` base escolhidas,
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a aˆncora e o pareˆntesis de Lie sa˜o determinados localmente pelas func¸o˜es
ρ11 = sec(x
2) sin(x3), ρ21 = cos(x
3), ρ31 = tan(x
2) sin(x3),
ρ12 = sec(x
2) cos(x3), ρ22 = − sin(x3), ρ32 = tan(x2) cos(x3),
ρ13 = 0, ρ
2
3 = 0, ρ
3
3 = 1;
(6.4.1)
e
C312 = −C321 = C123 = −C132 = C231 = −C213 = 1. (6.4.2)
Note-se que as componentes da velocidade de uma curva x em SO(3) em relac¸a˜o a` base
de secc¸o˜es escolhidas sa˜o tais que
x˙1 = y1 sec(x2) sin(x3) + y2 sec(x2) cos(x3)
x˙2 = y1 cos(x3)− y2 sin(x3)
x˙3 = y1 tan(x2) sin(x3) + y2 tan(x2) cos(x3) + y3,
o que e´ equivalente a escrever
y1 = x˙1 cos(x2) sin(x3) + x˙2 cos(x3)
y2 = x˙1 cos(x2) cos(x3)− x˙2 sin(x3)
y3 = −x˙1 sin(x2) + x˙3,
ou seja, y1, y2 e y3 sa˜o as componentes da velocidade angular do corpo (que constituem
um conjunto de quase-velocidades, consultar [59, 60]).
Exemplo 6.4.1 (Problema cinema´tico sem restric¸o˜es). Para este problema vamos as-
sumir que os controlos sa˜o todas as componentes da velocidade angular: y1 = u1,
y2 = u2 e y3 = u3. O sistema de controlo e´
x˙1 = u1 sec(x2) sin(x3) + u2 sec(x2) cos(x3)
x˙2 = u1 cos(x3)− u2 sin(x3)
x˙3 = u1 tan(x2) sin(x3) + u2 tan(x2) cos(x3) + u3.
(6.4.3)
Sob o ponto vista geome´trico da secc¸a˜o anterior, o sistema e´ descrito por um diagrama
do tipo (6.3.1), que neste caso e´ trivial:
TSO(3) id //
piSO(3) ((RR
RRR
RRR
RRR
RR
TSO(3)
piSO(3)
²²
id // TSO(3)
piSO(3)vvlll
lll
lll
lll
l
SO(3)
,
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onde estamos a representar a aplicac¸a˜o identidade em TSO(3) por id e a projecc¸a˜o
cano´nica natural do fibrado tangente por piSO(3).
Consideramos para func¸a˜o custo L : TSO(3)→ R a energia cine´tica rotacional, ou
seja,
L(x, u) =
1
2
[
I1(u1)2 + I2(u2)2 + I3(u3)2
]
,
para (x, u) ∈ TSO(3), onde I1 I2 e I3 representam os treˆs principais momentos de
ine´rcia do corpo. O Hamiltoniano para este problema e´ a func¸a˜o real h definida em
T ∗SO(3)×SO(3) TSO(3) por
h(x, µ, u) =
3∑
i=1
µiu
i − L(x, u),
para (x, µ, u) ∈ T ∗SO(3)×SO(3) TSO(3). Nas expresso˜es apresentadas estamos a con-
siderar os sistemas de coordenadas (x1, x2, x3, u1, u2, u3) e (x1, x2, x3, µ1, µ2, µ3) de,
respectivamente, TSO(3) e T ∗SO(3); associados, respectivamente, a` base de secc¸o˜es
{e1, e2, e3} e a` sua base dual {e1, e2, e3}, ou seja, u = u1e1 + u2e2 + u2e3 ∈ TxSO(3)
e µ = µ1e1 + µ2e2 + µ3e3 ∈ T ∗SO(3). Ale´m disso, (x1, x2, x3, µ1, µ2, µ3, u1, u2, u3)
representa o sistema de coordenadas no produto fibrado T ∗SO(3) ×SO(3) TSO(3). As
condic¸o˜es de optimizac¸a˜o (6.3.5) que definem a subvariedade W correspondem agora a
µ1 = I1u1, µ2 = I2u2, µ3 = I3u3.
Usando as func¸o˜es de estrutura (6.4.1) e (6.4.2) do algebro´ide TSO(3), e´ simples de
verificar que para o nosso problema, em W (considerando ui = ui(x, µ), i = 1, 2, 3),
as equac¸o˜es cr´ıticas (6.3.6) sa˜o dadas pelo sistema de controlo (6.4.3), junto com as
equac¸o˜es 
µ˙1 +
I3 − I2
I2I3
µ2µ3 = 0
µ˙2 +
I1 − I3
I1I3
µ1µ3 = 0
µ˙3 +
I2 − I1
I1I2
µ1µ2 = 0.
(6.4.4)
Note-se que as equac¸o˜es (6.4.4) sa˜o as cla´ssicas equac¸o˜es de Euler do corpo r´ıgido.
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Exemplo 6.4.2 (Problema dinaˆmico sem restric¸o˜es). Este problema e´ caracterizado
como tendo por controlos todas as componentes da acelerac¸a˜o angular. O sistema de
controlo e´ 
x˙1 = y1 sec(x2) sin(x3) + y2 sec(x2) cos(x3)
x˙2 = y1 cos(x3)− y2 sin(x3)
x˙3 = y1 tan(x2) sin(x3) + y2 tan(x2) cos(x3) + y3
y˙1 = u1
y˙2 = u2
y˙3 = u3.
(6.4.5)
Neste caso importa considerar o algebro´ide de Lie dado pelo prolongamento do al-
gebro´ide de Lie TSO(3), T TSO(3) (ver definic¸a˜o 6.2.2). Como e´ do nosso conhe-
cimento, este algebro´ide coincide com TTSO(3). Portanto, sob o ponto de vista da
secc¸a˜o anterior, temos:
• O algebro´ide E ≡ TTSO(3) fibrado sobre M ≡ TSO(3) (denotamos a projecc¸a˜o
natural por piTSO(3)), cuja aplicac¸a˜o aˆncora e´ a identidade em TTSO(3) que
denotamos por id. Consideramos a base de secc¸o˜es {X1,X2,X3,V1,V2,V3} deste
algebro´ide constru´ıda a partir de (6.2.1), com as coordenadas e base de secc¸o˜es
anteriormente seleccionadas para o algebro´ide TSO(3). Deste modo, temos
Xi(x, y) = (x, y, ei(x), ei(x)) e Vi(x, y) =
(
x, y, 0,
∂
∂yi
∣∣∣∣
(x,y)
)
,
para cada (x, y) ∈ TSO(3) e com i = 1, 2, 3. As func¸o˜es de estrutura deste
algebro´ide de Lie, que representamos por ρ¯ij e C¯
k
ij, 1 ≤ i, j, k ≤ 6, em relac¸a˜o
a` base de secc¸o˜es considerada, sa˜o determinadas por relac¸o˜es do tipo (6.2.2) e
(6.2.3). Efectuando os ca´lculos conclui-se que
ρ¯ij =

ρij se 1 ≤ i, j ≤ 3
1 se i = j ∧ 3 < i, j ≤ 6
0 nas outras situac¸o˜es,
(6.4.6)
e
C¯kij =
 Ckij se 1 ≤ i, j, k ≤ 30 nas outras situac¸o˜es, (6.4.7)
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onde ρij e C
k
ij, i, j, k = 1, 2, 3, sa˜o as func¸o˜es (6.4.1) e (6.4.2), respectivamente.
• O fibrado dos controlos e´ o fibrado tangente de ordem dois B ≡ T 2SO(3), que
sabemos ser uma variedade fibrada sobre TSO(3) com projecc¸a˜o τ12 definida de
acordo com (A.3.1). Cada elemento de T 2SO(3) e´ representado por um terno
(x, y, u), com (y, u) ∈ T(x,y)TSO(3) e (x, y) ∈ TSO(3).
• O sistema de controlo e´ determinado pela secc¸a˜o de TTSO(3) ao longo de τ12 dada
pela aplicac¸a˜o inclusa˜o σ ≡ inc : T 2SO(3)→ TTSO(3), (x, y, u) 7→ (x, y, y, u).
O diagrama (6.3.1) para este sistema corresponde a
T 2SO(3) inc //
τ12 ))RRR
RRRR
RRRR
RRR
TTSO(3)
piTSO(3)
²²
id // TTSO(3)
piTSO(3)uullll
lll
lll
lll
l
TSO(3)
.
A func¸a˜o custo L : T 2SO(3)→ R escolhida e´ a torc¸a˜o, ou seja, para cada elemento
(x, y, u) ∈ T 2SO(3) temos
L(x, y, u) =
1
2
[
(M1)2 + (M2)2 + (M3)2
]
, (6.4.8)
onde M1, M2 e M3 sa˜o M1 = I1u1 + (I3 − I2)y2y3, M2 = I2u2 + (I1 − I3)y1y3 e
M3 = I3u3 + (I2 − I1)y1y2. Assim,
L(x, y, u) =
1
2
[
(I1)2(u1)2 + (I2)2(u2)2 + (I3)2(u3)2+
+2I1(I3 − I2)u1y2y3 + 2I2(I1 − I3)u2y1y3 + 2I3(I2 − I1)u3y1y2+
+(I3 − I2)2(y2)2(y3)2 + (I1 − I3)2(y1)2(y3)2 + (I2 − I1)2(y1)2(y2)2
]
.
Note-se que (x1, x2, x3, y1, y2, y3, u1, u2, u3) denota o sistema de coordenadas de T 2SO(3)
associado a` base de secc¸o˜es do algebro´ide TTSO(3). Considerando agora o sistema
de coordenadas (x1, x2, x3, y1, y2, y3, µ1, µ2, µ3, pi1, pi2, pi3, u1, u2, u3) no produto fibrado
T ∗TSO(3)×TSO(3) T 2SO(3), o Hamiltoniano e´ dado, para cada elemento (x, y, µ, pi, u)
deste produto, por
h(x, y, µ, pi, u) =
3∑
i=1
yiµi +
3∑
i=1
piiu
i − L(x, y, u).
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As condic¸o˜es (6.3.5), ou seja, ∂h/∂u1 = ∂h/∂u2 = ∂h/∂u3 = 0, determinam a subva-
riedade W , condic¸o˜es estas que se traduzem por
pi1 = (I1)2u1 + I1(I3 − I2)y2y3,
pi2 = (I2)2u2 + I2(I1 − I3)y1y3,
pi3 = (I3)2u3 + I3(I2 − I1)y1y2.
(6.4.9)
Assim, em W , podemos especificar ui = ui(x, y, pi), i = 1, 2, 3. Atendendo a (6.4.6) e
(6.4.7), verifica-se que em W , o sistema correspondente a (6.3.6), para a situac¸a˜o que
estamos a abordar e´ o seguinte:

x˙i =
3∑
j=1
ρij
∂h
∂µj
y˙i =
∂h
∂pii
µ˙i = −
3∑
j=1
ρij
∂h
∂xj
−
3∑
j,k=1
µkC
k
ij
∂h
∂µj
p˙ii = − ∂h
∂yi
,
o que atendendo a` expressa˜o do Hamiltoniano se torna equivalente a

x˙i =
3∑
j=1
ρijy
j
y˙i = ui
µ˙i = −
3∑
j,k=1
µkC
k
ijy
j
p˙ii = −µi + ∂L
∂yi
,
para i = 1, 2, 3. Fazendo uso de (6.4.1) e (6.4.2), conclui-se que este sistema e´ formado
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pelas equac¸o˜es (6.4.5) e ainda por
µ˙1 + µ3y2 − µ2y3 = 0
µ˙2 − µ3y1 + µ1y3 = 0
µ˙3 + µ2y1 − µ1y2 = 0
p˙i1 =
M2(M2 − I2u2) +M3(M3 − I3u3)
y1
− µ1
p˙i2 =
M1(M1 − I1u1) +M3(M3 − I3u3)
y2
− µ2
p˙i3 =
M1(M1 − I1u1) +M2(M2 − I2u2)
y3
− µ3.
(6.4.10)
Note-se que as treˆs primeiras equac¸o˜es do sistema (6.4.10) sa˜o equivalentes a es-
crever µ˙ = µ × y. Por outro lado, das u´ltimas treˆs de (6.4.10), obtemos p˙i = λ − µ,
com λ uma func¸a˜o de y e y˙, e onde estamos tambe´m a ter em considerac¸a˜o, as u´ltimas
treˆs equac¸o˜es do sistema de controlo (6.4.5) (ou seja, y˙ = u). Assim, conclui-se apo´s
alguns ca´lculos, que o sistema se pode exprimir como
p¨i = λ˙+ p˙i × y − λ× y. (6.4.11)
A equac¸a˜o acima e´ a equac¸a˜o (30) do trabalho de Maruskin e Bloch [60], onde os autores
tratam da generalizac¸a˜o das equac¸o˜es de Boltzmann-Hamel, para problemas de controlo
de sistemas mecaˆnicos na˜o holo´nomos.
E´ importante analisar o caso especial do corpo r´ıgido livre e completamente sime´trico
com I1 = I2 = I3 = 1. Nesta situac¸a˜o, as equac¸o˜es de optimizac¸a˜o (6.4.9) reduzem-se
a pi = u. Ale´m disso, p˙i = −µ e portanto λ = 0. Consequentemente, a equac¸a˜o (6.4.11)
toma a forma
...
y = y¨ × y,
que e´ a equac¸a˜o de Euler-Lagrange (4.2.2) dos polino´mios cu´bicos em SO(3).
Refira-se que nas considerac¸o˜es dos u´ltimos dois para´grafos, estamos a assumir as
trivializac¸o˜es dos fibrados que envolvem este exemplo. Ale´m disso, y, pi, µ, u e λ sa˜o
elementos de R3, obtidos com base nos isomorfismos naturais que existem entre R3 e
os espac¸os so(3) e so(3)∗, ou seja, os isomorfismos (4.1.3) e (4.1.6).
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Consideramos a seguir os problemas cinema´tico e dinaˆmico do corpo r´ıgido com as
restric¸o˜es:
x˙1 cos(x2) sin(x3) + x˙2 cos(x3) = 0.
Podemos afirmar que estas restric¸o˜es sa˜o determinadas pela distribuic¸a˜o D de SO(3)
de dimensa˜o 2 gerado pelos elementos e2 e e3. A distribuic¸a˜o D e´ um subfibrado de
TSO(3), com projecc¸a˜o dada pela restric¸a˜o aD da projecc¸a˜o cano´nica piSO(3) do fibrado
tangente TSO(3) em SO(3), que sera´ denotada por pi|D : D → SO(3).
Exemplo 6.4.3 (Problema cinema´tico com restric¸o˜es). Vamos considerar um sistema
com velocidade pertencente a` distribuic¸a˜o D acima referida. Cada elemento de D e´
representado por um par (x, u), onde u = u2e2 + u3e3 ∈ TxSO(3) e x ∈ SO(3). O
sistema de coordenadas em D associado a` base {e2, e3} e´ (x1, x2, x3, u2, u3). O sistema
de controlo traduz-se por 
x˙1 = u2 sec(x2) cos(x3)
x˙2 = −u2 sin(x3)
x˙3 = u2 tan(x2) cos(x3) + u3.
(6.4.12)
No contexto dos algebro´ides da secc¸a˜o anterior, escolhemos para fibrado dos controlos
a distribuic¸a˜o B ≡ D. O sistema de controlo e´ determinado pela aplicac¸a˜o inclusa˜o
σ ≡ inc : D ↪→ TSO(3) (secc¸a˜o ao longo de τ ≡ pi|D). Em termos de diagrama, temos
D
inc //
pi|D ''OOO
OOO
OOO
OOO
OO TSO(3)
piSO(3)
²²
id // TSO(3)
piSO(3)vvlll
lll
lll
lll
l
SO(3)
.
A func¸a˜o custo L : D → R corresponde a` energia proporcionada pelos controlos, ou
seja,
L(x, u) =
1
2
[
I2(u2)2 + I3(u3)2
]
,
para (x, u) ∈ D. Seja (x1, x2, x3, µ1, µ2, µ3) o sistema de coordenadas em T ∗SO(3)
associado a` base dual da base {e1, e2, e3} e (x1, x2, x3, µ1, µ2, µ3, u2, u3) o sistema de
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coordenadas em T ∗SO(3)×SO(3)D. O Hamiltoniano h : T ∗SO(3)×SO(3)D → R neste
caso e´ dado, localmente, por
h(x, µ, u) = µ2u2 + µ3u3 − 12
[
I2(u2)2 + I3(u3)2
]
,
para (x, µ, u) ∈ T ∗SO(3) ×SO(3) D. As condic¸o˜es de optimizac¸a˜o (6.3.5) que definem
a subvariedade restric¸a˜o W sa˜o ∂h/∂u2 = ∂h/∂u3 = 0, isto e´,
µ2 = I2u2, µ3 = I3u3.
Usando a representac¸a˜o u2 = u2(x, µ) e u3 = u3(x, µ) para W , facilmente se verifica
que as equac¸o˜es (6.3.6) se reduzem a
x˙i =
3∑
j=2
ρiju
j , µ˙i = −
3∑
β=2
µ1C
1
iβu
β −
3∑
β,γ=2
Iγu
γCγiβu
β, i = 1, 2, 3.
Usando agora as expresso˜es (6.4.1) e (6.4.2) das func¸o˜es de estrutura do algebro´ide de
Lie, as equac¸o˜es anteriores sa˜o equivalentes ao conjunto de equac¸o˜es dadas pelo sistema
de controlo (6.4.12), junto com
µ˙2 + µ1u3 = 0
µ˙3 − µ1u2 = 0
µ˙1 + (I3 − I2)u2u3 = 0.
Observe-se que quando consideramos o caso do corpo r´ıgido livre e completamente
sime´trico com I1 = I2 = I3 = 1, obtemos as equac¸o˜es
µ˙2 + µ1u3 = 0 µ˙3 − µ1u2 = 0 µ˙1 = 0,
que sa˜o equivalentes a`s equac¸o˜es obtidas por Sastry e Montgomery em [74].
Exemplo 6.4.4 (Problema dinaˆmico com restric¸o˜es). Para este caso, assumimos que a
acelerac¸a˜o angular pertence a` distribuic¸a˜o D acima considerada. Representamos o sis-
tema de coordenadas em D por (x1, x2, x3, y2, y3). Sob o ponto de vista dos algebro´ides,
os elementos relevantes a considerar para este caso sa˜o os seguintes:
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• O algebro´ide prolongamento E ≡ T TSO(3)D do fibrado D relativamente ao al-
gebro´ide de Lie TSO(3). Representamos cada elemento de E ≡ T TSO(3)D por
(x, y, z, w1, w2), onde (x, y) ∈ D, z ∈ TxSO(3) e (w1, w2) ∈ T(x,y)D. Por
definic¸a˜o de fibrado prolongamento temos ρ(z) =
(
T(x,y) pi|D
)
(w1, w2). Este e´
um algebro´ide de Lie sobre D, cuja aplicac¸a˜o projecc¸a˜o de fibrado e´ dada por
pi
TSO(3)
D : T TSO(3)D → D, (x, y, z, w1, w2) 7→ (x, y) e a aplicac¸a˜o aˆncora por
ρ1 : T TSO(3)D → TD, (x, y, z, w1, w2) 7→ (w1, w2).
Seguindo um racioc´ınio ana´logo ao do exemplo 6.4.2, verifica-se que as func¸o˜es
de estrutura ρ¯ij e C¯
k
ij, i, j, k = 1, . . . , 5, deste algebro´ide de Lie, sa˜o tais que
ρ¯ij =

ρij se 1 ≤ i, j ≤ 3
1 se i = j ∧ 3 < i, j ≤ 5
0 nas outras situac¸o˜es,
(6.4.13)
e
C¯kij =
 Ckij se 1 ≤ i, j, k ≤ 30 nas outras situac¸o˜es, (6.4.14)
onde ρij e C
k
ij, i, j, k = 1, 2, 3, sa˜o as func¸o˜es (6.4.1) e (6.4.2), respectivamente.
• Consideramos para fibrado de controlos, o fibrado sobre D dado por
B = {(x, y, u) ∈ T 2SO(3) :
(x, y) ∈ D ∧ (y, u) ∈ T(x,y)D ∧ ρ(y) =
(
T(x,y) pi|D
)
(y, u)},
com projecc¸a˜o ν : B → D, (x, y, u) 7→ (x, y). Note-se que podemos considerar a
inclusa˜o inc : B → T TSO(3)D, (x, y, u) 7→ (x, y, y, y, u).
Temos o sistema de controlo
x˙1 = y2 sec(x2) cos(x3)
x˙2 = −y2 sin(x3)
x˙3 = y2 tan(x2) cos(x3) + y3
y˙2 = u2
y˙3 = u3,
(6.4.15)
descrito pelo diagrama
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B
inc //
τ
((QQ
QQQ
QQQ
QQQ
QQQ
QQ T TSO(3)D
pi
TSO(3)
D
²²
ρ1 // TD
piD
vvlll
lll
lll
lll
lll
l
D
.
Consideramos para func¸a˜o custo L : B → R, a restric¸a˜o a B da func¸a˜o (6.4.8), ou
seja,
L(x, y, u) =
1
2
[
(I2)2(u2)2 + (I3)2(u3)2 + (I3 − I2)2(y2)2(y3)2
]
,
para (x, y, u) ∈ B. A func¸a˜o Hamiltoniana h : (T TSO(3)D)∗ ×D B → R e´ definida por
h(x, y, µ, pi, u) =
3∑
i=2
yiµi +
3∑
i=2
piiu
i − L(x, y, u),
para cada (x, y, µ, pi, u) ∈ (T TSO(3)D)∗ ×D B. As condic¸o˜es de optimizac¸a˜o (6.3.5),
∂h/∂u2 = ∂h/∂u3 = 0, conduzem-nos a` subvariedade W definida pelas condic¸o˜es
pi2 = (I2)2u2, pi3 = (I3)2u3.
Por conseguinte, W e´ definida especificando u2 = u2(x, y, pi) e u3 = u3(x, y, pi). De
(6.4.13) e (6.4.14), temos que, em W , o sistema correspondente a (6.3.6), para a
presente situac¸a˜o e´ o seguinte:

x˙i =
3∑
j=1
ρij
∂h
∂µj
y˙α =
∂h
∂piα
µ˙i = −
3∑
j=1
ρij
∂h
∂xj
−
3∑
j,k=1
µkC
k
ij
∂h
∂µj
p˙iα = − ∂h
∂yα
,
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que de acordo com o nosso Hamiltoniano, se exprime como
x˙i =
3∑
α=2
ρiαy
α
y˙α = uα
µ˙i = −
3∑
k=1
3∑
β=2
µkC
k
iβy
β
p˙iα = −µα + ∂L
∂yα
,
para i = 1, 2, 3, α = 2, 3. Atendendo agora a (6.4.1) e (6.4.2), conclu´ımos que o
movimento em W e´ descrito pelo sistema de controlo (6.4.15) e pelas equac¸o˜es
p˙i2 =
(M1)2
y2
− µ2
p˙i3 =
(M1)2
y3
− µ3
µ˙2 + µ1y3 = 0
µ˙3 − µ1y2 = 0
µ˙1 + µ3y2 − µ2y3 = 0,
(6.4.16)
onde M1 = (I3 − I2)y2y3 e´ uma torc¸a˜o em D.
Importa observar que no caso do corpo r´ıgido livre e com os treˆs principais momen-
tos de ine´rcia iguais (simetria esfe´rica), as equac¸o˜es (6.4.16) ficam
p˙i2 = −µ2
p˙i3 = −µ3
µ˙2 + µ1y3 = 0
µ˙3 − µ1y2 = 0
µ˙1 + µ3y2 − µ2y3 = 0.
Este sistema da´ lugar a`s seguintes equac¸o˜es obtidas por Crouch e Silva Leite em [37]
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(exemplo 6.4, Caso II) 
...
y 2 − µ1y3 = 0
...
y 3 + µ1y2 = 0
µ˙1 − y¨3y2 + y¨2y3 = 0.
6.5 Problema de controlo o´ptimo com restric¸o˜es
Seja G um grupo de Lie conexo e compacto de dimensa˜o finita n com identidade e,
onde a correspondente a´lgebra de Lie e´ denotada por g e o seu espac¸o dual por g∗.
Seja ainda D a distribuic¸a˜o em G de dimensa˜o constante m gerada pelos m primeiros
campos de vectores de uma base ortonormada de campos de vectores invariantes a`
esquerda em G definida de acordo com (2.1.2). Representemos por h o subespac¸o linear
D(e), h = D(e).
Consideremos o problema de controlo o´ptimo da secc¸a˜o 5.2 para o sistema de
conexa˜o afim a´ı considerado. Este problema pode ser interpretado, no aˆmbito da secc¸a˜o
6.3, como um problema de controlo no algebro´ide de Lie fibrado tangente T (G × g),
com espac¸o de controlos M⊂ T˜ 2G definido por (5.2.3), ou seja,
M = {(vx, U) ∈ T˜ 2G : U ∈ h},
onde T˜ 2G ⊂ T (G × g) e´ o fibrado tangente de ordem dois de G trivializado, definido
de acordo com (2.1.11), cuja projecc¸a˜o natural e´ a aplicac¸a˜o τ˜12 dada por (2.1.12). De
facto, basta ter em considerac¸a˜o o seguinte:
• A variedade B = M e´ fibrada sobre M = G × g, uma vez que assumimos
que τ = τ˜12 ◦ iM : M → G × g e´ uma submersa˜o sobrejectiva (recorde-se que
iM :M ↪→ T˜ 2G e´ a aplicac¸a˜o inclusa˜o).
• O fibrado tangente E = T (G×g) (com projecc¸a˜o pi = piG×g : T (G×g)→ G×g ) e´
um algebro´ide de Lie com aˆncora igual a` identidade ρ = id : T (G×g)→ T (G×g).
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• σ = Π˜ ◦ iM e´ uma secc¸a˜o ao longo de τ = τ˜12 ◦ iM (σ e´ o sistema de controlo),
onde Π˜ e´ o campo de vectores definido por (2.3.2).
M Π˜◦iM //
τ˜12 ◦iM
""F
FF
FF
FF
FF
FF
FF
FF
FF
F T (G× g)
piG×g
²²
id // T (G× g)
piG×g
zzuuu
uu
uu
uu
uu
uu
uu
uu
uu
u
G× g
.
Uma curva γ : [0, T ] →M, com T ∈ R+, e´ uma trajecto´ria do sistema de controlo se
satisfaz
d
dt
(
τ˜12 ◦ iM ◦ γ
)
(t) = (Π˜ ◦ iM)(γ(t)),
ou seja, o sistema (5.2.5) caracterizado no cap´ıtulo anterior. Consideramos a func¸a˜o
custo L : M → R, (vx, U) ∈ TxG × h 7→ (1/2)〈U,U〉, ou seja, a func¸a˜o custo (5.2.4),
anteriormente usada.
Adaptando os passos da secc¸a˜o 6.3 para este caso, constru´ımos o Hamiltoniano
h : T ∗(G× g)×G×gM→ R definido de acordo com (6.3.2), que coincide exactamente
com o Hamiltoniano (5.3.4). De facto,
h(αx, Y, ξ, U) = (αx, ξ)
[
(Π˜ ◦ iM)(TeLxY, U)
]
− L(TeLxY, U) =
= (T ∗e Lxαx) (Y ) + ξ (U)−
1
2
〈U,U〉,
para (αx, Y, ξ, U) ∈ T ∗xG× {Y } × g∗ × h, com (x, Y ) ∈ G× g.
O sistema dinaˆmico que nos permite descrever as trajecto´rias cr´ıticas e´ o sistema
(6.3.3), iσhΩ = dh, com os seguintes objectos geome´tricos:
• A 2-forma Ω e´ a forma simple´ctica cano´nica do algebro´ide de Lie T T (G×g)T ∗(G×g)
sobre T ∗(G×g) (prolongamento do fibrado T ∗(G×g) relativamente ao algebro´ide
T (G×g)), ou seja, Ω e´ a secc¸a˜o cano´nica de Λ2
((T T (G×g)T ∗(G× g))∗), definida
de acordo com (6.2.4). Ora, da teoria geral do algebro´ides, sabe-se que
T T (G×g)T ∗(G× g) = TT ∗(G× g),
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logo, Ω na˜o e´ mais do que a forma cano´nica simple´ctica em T ∗(G× g).
• A secc¸a˜o Hamiltoniana σh e´ uma secc¸a˜o do fibrado tangente TT ∗(G×g) ao longo
da projecc¸a˜o pr1 : T ∗(G×g)×G×gM→ T ∗(G×g), definida num subconjunto W
de T ∗(G× g)×G×gM. As trajecto´rias cr´ıticas sa˜o as curvas integrais de ρ1(σh),
onde ρ1 e´ a aˆncora do algebro´ide de Lie TT ∗(G× g). Mas, ρ1 e´ a identidade.
W ⊂ T ∗(G× g)×G×gM σh //
pr1
''PP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
PP
TT ∗(G× g)
piT∗(G×g)
²²
id // TT ∗(G× g)
piT∗(G×g)
yysss
sss
sss
sss
sss
sss
sss
T ∗(G× g)
.
• A soluc¸a˜o do sistema e´ definida na subvariedade deW determinada pelas condic¸o˜es
(∂h/∂ua) = 0, a = 1, . . . ,m. Mas, o nosso Hamiltoniano h pode escrever-se lo-
calmente como (5.3.5) e portanto estas condic¸o˜es de restric¸a˜o traduzem-se por
ξa = ua, a = 1, . . . ,m. Deste modo, a subvariedade W e´ a subvariedade W1
considerada na aplicac¸a˜o do algoritmo presimple´ctico da secc¸a˜o 5.3.
Repare-se que na realidade estamos a seguir um processo equivalente ao da secc¸a˜o
5.3, mas usando a linguagem dos algebro´ides. Assim, na˜o restam du´vidas de que
o nosso sistema, quando restrito a` subvariedade W ≡ W1, e´ o sistema simple´ctico
(W1,ΩW1 , HW1) da secc¸a˜o 5.3. E, tal como e´ a´ı explicado, reduzimos o nosso estudo
ao estudo do sistema simple´ctico (T ∗(G× g),Ω) com Hamiltoniano h|W1 ◦ ϕ, onde ϕ e´
o difeomorfismo definido por (5.3.7).
Como foi referido no cap´ıtulo 5, o problema de controlo o´ptimo considerado na
presente secc¸a˜o, abrange a situac¸a˜o dos polino´mios cu´bicos do cap´ıtulo 2 (M = T˜ 2G).
Portanto, o formalismo presimple´ctico apresentado nesta dissertac¸a˜o para os polino´mios
cu´bicos, tem uma interpretac¸a˜o alternativa no contexto dos algebro´ides de Lie.
Considerac¸o˜es finais
Esta dissertac¸a˜o centrou-se no estudo da interacc¸a˜o entre a mecaˆnica Hamiltoniana
e Lagrangiana de sistemas e a teoria geome´trica de controlo, com destaque para a
utilizac¸a˜o do formalismo Hamiltoniano no estudo de sistemas de controlo de ordem dois
e na sua aplicac¸a˜o ao estudo da dinaˆmica do fluxo dos polino´mios cu´bicos em variedades
Riemannianas. Fazendo uso de ferramentas geome´tricas de controlo, explora´mos a
equivaleˆncia entre a abordagem variacional e uma abordagem Hamiltoniana descrita
atrave´s de um formalismo presimple´ctico. Uma parte considera´vel deste trabalho foi
dedicada aos polino´mios cu´bicos em grupos de Lie conexos e compactos e conseguimos
alcanc¸ar, para este caso, resultados a n´ıvel do estudo das simetrias do sistema (reduc¸a˜o
e ana´lise da integrabilidade do sistema reduzido). A abordagem Hamiltoniana presim-
ple´ctica foi conduzida tambe´m para a interpretac¸a˜o de um problema com um sistema
de controlo de conexa˜o afim mais geral, no aˆmbito dos grupos de Lie. Ale´m disso,
estuda´mos os problemas (o dos polino´mios cu´bicos e o problema com um sistema de
controlo afim mais gene´rico) sob o ponto de vista dos algebro´ides de Lie.
Referimos a seguir e de forma sucinta alguns dos pontos desenvolvidos nesta tese,
que contribuem para o estudo dos polino´mios cu´bicos Riemannianos e para algumas
das suas poss´ıveis generalizac¸o˜es.
• No cap´ıtulo 1 descrevemos o problema de controlo dos polino´mios cu´bicos, cujo
sistema de controlo o´ptimo e´ um sistema de segunda ordem numa variedade Rie-
mannianaM . Fizemos uso de uma versa˜o presimple´ctica do princ´ıpio do ma´ximo
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de Pontryagin (os primeiros resultados que obtivemos sobre este assunto foram
objecto de publicac¸a˜o em [5]). Ale´m disso, concretiza´mos a versa˜o intr´ınseca das
equac¸o˜es de Euler-Lagrange do problema variacional dos polino´mios cu´bicos Rie-
mannianos, passa´mos, via transformac¸a˜o de Legendre generalizada, para um sis-
tema Hamiltoniano e vimos que este sistema e´ equivalente ao encontrado atrave´s
da ana´lise geome´trica do problema de controlo referido.
• O cap´ıtulo 2 foi dedicado ao estudo da dinaˆmica Hamiltoniana do fluxo dos
polino´mios cu´bicos Riemannianos num grupo de Lie conexo e compacto, especi-
ficando para este caso, o formalismo referido no ponto acima. Procedemos a`
trivializac¸a˜o do sistema Hamiltoniano resultante da abordagem presimple´ctica,
encontrando as equac¸o˜es de Euler-Arnold generalizadas para este problema de
segunda ordem.
• Foi desenvolvido, no cap´ıtulo 3, o estudo das simetrias do problema de controlo
o´ptimo dos polino´mios cu´bicos, para o caso do grupo de Lie conexo e compacto.
Usando ferramentas geome´tricas, efectua´mos a remoc¸a˜o de simetrias pela te´cnica
de reduc¸a˜o de Marsden-Weinstein. Ale´m disso, obtive´mos um resultado bastante
interessante relativamente ao nu´mero de integrais do movimento em involuc¸a˜o,
onde fizemos uso do cla´ssico teorema de Lie-Cartan. O trabalho mencionado neste
e no ponto anterior, que representa uma parte essencial desta tese, resultou na
elaborac¸a˜o do artigo [7].
• Os temas de estudo referidos nos dois pontos anteriores, descric¸a˜o Hamiltoniana
e respectiva reduc¸a˜o simple´ctica, foram desenvolvidos para o caso do grupo de
Lie SO(3), com o estudo do problema dinaˆmico do corpo r´ıgido livre e esfe´rico,
efectuado no cap´ıtulo 4. Nesta situac¸a˜o particular, a aplicac¸a˜o do me´todo de
reduc¸a˜o simple´ctica de Marsden-Weinstein e do teorema de Lie Cartan, permitiu
concluir que e´ poss´ıvel reduzir o sistema Hamiltoniano de dimensa˜o 12 a um
sistema de dimensa˜o 2. Neste contexto, foram entretanto publicados os artigos
[6, 8].
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No cap´ıtulo 4 desenvolvemos ainda, sob o ponto de vista variacional e no contexto
do grupo de Lie SO(3), uma ana´lise qualitativa dos polino´mios cu´bicos, usando
alguns invariantes ao longo destas curvas (estudo ja´ publicado em [2, 3]). Nesta
situac¸a˜o, os polino´mios cu´bicos correspondem a quadra´ticos de Lie na a´lgebra
de Lie e obte´m-se alguns resultados curiosos. Refira-se que, para o caso mais
geral tambe´m deduzimos alguns invariantes (cap´ıtulo 1) e, em particular, quando
considera´mos um grupo de Lie conexo e compacto (cap´ıtulo 2), relaciona´mos estes
invariantes com integrais do movimento do sistema Hamiltoniano que descreve o
problema de controlo.
• No cap´ıtulo 5 estendemos o problema de controlo o´ptimo dos polino´mios cu´bicos
em grupos de Lie a um problema com um sistema de controlo de conexa˜o afim
mais geral. Descrevemos a dinaˆmica do problema usando um formalismo pre-
simple´ctico ana´logo ao usado no cap´ıtulo 2. Ale´m disso, estabelecemos a relac¸a˜o
existente entre o problema abordado e um problema variacional com restric¸o˜es,
que e´ uma extensa˜o do problema variacional dos polino´mios cu´bicos.
• Paralelamente aos temas dos pontos acima referidos aborda´mos, no cap´ıtulo 6, o
estudo da relac¸a˜o dos problemas de controlo de ordem dois atra´s indicados, com
a teoria dos algebro´ides de Lie. Neste contexto, apresenta´mos alguns exemplos
relacionados com o movimento do corpo r´ıgido livre, alguns deles ja´ publicados
em [4].
Mencionamos agora alguns assuntos que na˜o tivemos oportunidade de explorar e
que consideramos serem apropriados a um trabalho de investigac¸a˜o futuro, na linha do
estudo desenvolvido nesta dissertac¸a˜o.
• Pensamos ser interessante aprofundar o estudo da integrabilidade iniciado no
cap´ıtulo 3 para o sistema Hamiltoniano reduzido, obtido no aˆmbito dos polino´mios
cu´bicos em grupos de Lie conexos e compactos.
• Estamos certos que a nova interpretac¸a˜o dos sistemas de controlo aqui apresen-
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tada, permitira´ estender o estudo efectuado no cap´ıtulo 5 a sistemas mecaˆnicos
mais gerais. Consideramos ser particularmente interessante, a generalizac¸a˜o da
ana´lise do sistema (5.2.1), ao sistema mecaˆnico mais gene´rico apresentado no
artigo [20], que e´ dado por
DYx
dt
=
m∑
a=1
uaJ−1x Xa(x),
onde J e´ o tensor de ine´rcia generalizado numa variedade Riemanniana.
• Acreditamos que o formalismo dos algebro´ides de Lie nos abre o caminho para ex-
plorar, num trabalho futuro, outros interessantes problemas de controlo o´ptimo.
Mencionamos, a t´ıtulo de exemplo, as generalizac¸o˜es para contextos mais gerais
(em grupos de Lie ou outras variedades Riemannianas) que se podem obter a
partir dos exemplos apresentados na secc¸a˜o 6.4. Em particular, sera´ interes-
sante analisar situac¸o˜es associadas a problemas variacionais com restric¸o˜es do
tipo (5.1.5), dx/dt ∈ D(x), no contexto dos grupos de Lie ou num mais geral.
• O desenvolvimento abordado nesta tese permitiu encontrar um conjunto interes-
sante de ferramentas geome´tricas. Como consequeˆncia, acreditamos ser poss´ıvel
estabelecer resultados importantes relacionados com os polino´mios de ordem
ı´mpar superior a treˆs, como continuidade dos trabalhos iniciados em [27] e [73].
Apeˆndice A
Fibrados tangentes de ordem
superior
O fibrado tangente de ordem dois numa variedade diferencia´vel assume um papel pri-
mordial na ana´lise dos polino´mios cu´bicos Riemannianos, tanto na abordagem varia-
cional como na abordagem Hamiltoniana discutidas nesta dissertac¸a˜o. Torna-se assim
importante apresentar este apeˆndice, onde se descrevem as estruturas geome´tricas de
base que envolvem os fibrados tangentes de ordem superior. Porque nos interessa o
caso de ordem dois, este e´ apresentado como exemplo sempre que o assunto em questa˜o
for considerado relevante, para o contexto dos polino´mios cu´bicos Riemannianos. Para
um estudo mais detalhado da teoria dos fibrados tangentes de ordem superior referimos
[36, 49] e os trabalhos a´ı mencionados.
A.1 Notas sobre variedades fibradas e fibrados gerais
Consideramos importante iniciar este apeˆndice com uma breve refereˆncia a`s variedades
fibradas e aos fibrados gerais. Baseamo-nos essencialmente em [46, 50].
Definic¸a˜o A.1.1. Sejam E e M duas variedades diferencia´veis de dimensa˜o finita,
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com dimE > dimM . Dizemos que E e´ uma variedade fibrada sobre M com projecc¸a˜o
pi, ou simplesmente que o terno (E, pi,M) e´ uma variedade fibrada, se pi : E → M e´
uma submersa˜o1 sobrejectiva. A variedade E diz-se o espac¸o total ou espac¸o fibrado e
M e´ o espac¸o base. Para qualquer x ∈M , pi−1(x) designa-se por fibra de E sobre x.
Definic¸a˜o A.1.2. Uma secc¸a˜o de uma variedade fibrada (E,M, pi) e´ uma aplicac¸a˜o
s : M → E tal que pi ◦ s = idM . Se s e´ definida num aberto U de M , dizemos que
s : U → E e´ uma secc¸a˜o local sobre U .
Uma variedade fibrada admite sempre secc¸o˜es locais, mas pode na˜o ter secc¸o˜es
globais.
Definic¸a˜o A.1.3. Sejam (E1,M1, pi1) e (E2,M2, pi2) duas variedades fibradas. Um
morfismo fibrado (H,h) : (E1,M1, pi1) → (E2,M2, pi2) e´ um par de aplicac¸o˜es suaves
H : E1 → E2 e h :M1 →M2 tal que pi2 ◦H = h ◦ pi1.
Note-se que um morfismo fibrado e´ uma aplicac¸a˜o que preserva as fibras.
Definic¸a˜o A.1.4. Um morfismo fibrado (H,h) : (E1,M1, pi1) → (E2,M2, pi2) diz-se
um isomorfismo se existir um morfismo fibrado (H ′, h′) : (E2,M2, pi2) → (E1,M1, pi1)
tal que H ′ ◦ H = idE1 e h′ ◦ h = idM1. Neste caso diz-se que as variedades fibradas
(E1,M1, pi1) e (E2,M2, pi2) sa˜o isomorfas.
Definic¸a˜o A.1.5. Sejam E,M e F variedades diferencia´veis. Uma estrutura de fibrado
com tipo de fibra F na variedade M e´ uma variedade fibrada (E,M, pi) tal que, para
cada x ∈ M , existe uma vizinhanc¸a aberta U tal que pi−1(U) e´ difeomorfo a U × F
atrave´s do difeomorfismo φ que satisfaz pr1 ◦ φ = pi, onde pr1 : U × F → U representa
a projecc¸a˜o no primeiro factor. Isto e´, temos a comutatividade do seguinte diagrama
pi−1(U)
φ //
pi
##G
GG
GG
GG
GG
U × F
pr1
||yy
yy
yy
yy
y
U
.
1 Recorde-se que uma aplicac¸a˜o suave f : N → M entre duas variedades diferencia´veis diz-se uma
submersa˜o se a aplicac¸a˜o linear Tnf : TnN → Tf(n)M (aplicac¸a˜o tangente de f em n) e´ sobrejectiva
para qualquer n ∈ N .
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Dizemos que (E,M, pi) e´ um fibrado de tipo de fibra F , ou que E e´ um fibrado sobre
M com projecc¸a˜o pi e tipo de fibra F . Por vezes, referimo-nos ao fibrado simplesmente
por variedade fibrada. Para cada x ∈ M , a subvariedade Ex = pi−1(x), designada por
fibra de E sobre x, e´ homeomorfa a F .
Se a fibra F tiver uma estrutura adicional de espac¸o vectorial, dizemos que (E,M, pi)
e´ um fibrado vectorial.
Exemplo A.1.6. Se M e E sa˜o duas variedades diferencia´veis e p : M × E → M
e´ a projecc¸a˜o cano´nica no primeiro factor, enta˜o (M × E, p,M) e´ um fibrado que se
designa por fibrado trivial.
Exemplo A.1.7. Seja N um subconjunto aberto de uma variedade diferencia´vel M .
Um fibrado (E,M, pi) induz de forma natural um fibrado (E¯,N, p¯i), designado por fi-
brado restric¸a˜o, definido por E¯ = pi−1(N) e p¯ = pi|E¯. Para cada x ∈ N , as fibras Ex e
E¯x coincidem.
Exemplo A.1.8. O produto cartesiano de dois fibrados (E1,M1, pi1) e (E2,M2, pi2) (de
tipo de fibra F1 e F2, respectivamente) e´ o fibrado (E1 × E2, pi1 × pi2,M1 × M2) de
tipo de fibra F1 × F2. Cada fibra (E1 × E2)(x1,x2) e´ identificada de forma natural com
(E1)x1 × (E2)x2, para x1 ∈M1 e x2 ∈M .
Exemplo A.1.9. Dados dois fibrados (E1,M, pi1) e (E2,M, pi2) sobre a mesma varie-
dade M (de tipo de fibra F1 e F2, respectivamente), define-se o fibrado produto destes
dois fibrados como sendo o fibrado (E,M, pi) sobre M com tipo de fibra F1 × F2, onde
o espac¸o total e´ dado por
E = E1 ×M E2 = {(e1, e2) ∈ E1 × E2 : pi1(e1) = pi2(e2)}
e a projecc¸a˜o e´ a aplicac¸a˜o
pi = piE1×ME2 ,
definida por piE1×ME2 (e1, e2) = pi1(e1) = pi2(e2). Refira-se que se E1 e E2 sa˜o fibrados
vectoriais sobre M , o fibrado produto E1 ×M E2 designa-se por soma de Whitney e
denota-se por E1 ⊕ E2.
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A.2 A geometria do fibrado tangente
Esta secc¸a˜o e´ apresentada como um preliminar a` teoria desenvolvida nas secc¸o˜es seguintes.
Ate´ ao final deste apeˆndice,M e´ uma variedade diferencia´vel de dimensa˜o finita n. Con-
sideramos a notac¸a˜o (U,ϕ) ou (U, x1, . . . , xn) para representar uma carta (ou sistema de
coordenadas locais) em M definida(o) num aberto U de M , ϕ : U ⊂M → ϕ(U) ⊂ Rn,
com correspondentes func¸o˜es coordenadas x1, . . . , xn : U ⊂M → R.
Defina-se a seguinte relac¸a˜o de equivaleˆncia no conjunto das curvas suaves em M .
Definic¸a˜o A.2.1. Dado um elemento x ∈ M , se γ1 e γ2 sa˜o duas curvas suaves em
M tais que γ1(0) = γ2(0) = x, dizemos que γ1 e γ2 sa˜o tangentes em x se existe um
sistema de coordenadas locais (U, x1, . . . , xn) em M , tal que x ∈ U e se verifica
d
dt
(xi ◦ γ1)(t)
∣∣∣∣
t=0
=
d
dt
(xi ◦ γ2)(t)
∣∣∣∣
t=0
, i = 1, . . . , n.
E´ claro que a definic¸a˜o apresentada e´ independente da escolha do sistema de co-
ordenadas locais. A classe de equivaleˆncia [γ] de uma curva γ, chama-se o vector
tangente a γ em x.
Definic¸a˜o A.2.2. O conjunto dos vectores tangentes a M no ponto x designa-se por
espac¸o tangente de M em x e denota-se por TxM .
Verifica-se com facilidade que TxM possui uma estrutura natural de espac¸o vectorial
de dimensa˜o n.
Definic¸a˜o A.2.3. Se γ : [0, T ]→M , com T ∈ R+, e´ uma curva suave em M , o vector
tangente a γ em t e´ definido por dγ/dt ≡ γ˙(t) = [γt], para γt(s) = γ(s+ t).
Definic¸a˜o A.2.4. A famı´lia de todos os espac¸os tangentes de M
TM =
⋃
x∈M
TxM
diz-se o fibrado tangente de M .
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Cada ponto em y ∈ TxM ⊂ TM e´ identificado de uma forma natural com o par
(x, y), para cada x ∈ M . O fibrado tangente TM e´ uma variedade diferencia´vel de
dimensa˜o 2n. Ale´m disso, verifica-se que (TM,M, piM ) e´ um fibrado vectorial para a
projecc¸a˜o cano´nica piM : TM → M, (x, y) 7→ x. Se (U, x1, . . . , xn) e´ um sistema de
coordenadas emM , enta˜o qualquer vector y tangente aM em x ∈ U ⊂M exprime-se de
modo u´nico como combinac¸a˜o linear dos elementos da base
{
(∂/∂x1)|x, . . . , (∂/∂xn)|x
}
de TxM na forma
y = y1(x, y)
∂
∂x1
∣∣∣∣
x
+ · · ·+ yn(x, y) ∂
∂xn
∣∣∣∣
x
.
Neste sentido, (pi−1(U), x1, . . . , xn, y1, . . . , yn) constitui um sistema de coordenadas na-
turais em TM que induz uma base natural no espac¸o tangente a TM em (x, y) dada
por {
∂
∂x1
∣∣∣∣
(x,y)
, . . . ,
∂
∂xn
∣∣∣∣
(x,y)
, . . . ,
∂
∂y1
∣∣∣∣
(x,y)
, . . . ,
∂
∂yn
∣∣∣∣
(x,y)
}
. (A.2.1)
A aplicac¸a˜o tangente TpiM : TTM → TM da projecc¸a˜o cano´nica piM e´ definida por
TpiM |(x,y) (X) =
n∑
i=1
Xi
∂
∂xi
∣∣∣∣
x
,
para cada vector tangenteX ∈ T(x,y)TM com coordenadas (X1, . . . , Xn, Xn+1, . . . , X2n)
relativamente a` base (A.2.1), (x, y) ∈ TM . Para cada (x, y) ∈ TM consideremos o
subespac¸o vectorial de dimensa˜o n de T(x,y)TM dado por
V(x,y) = Ker
(
TpiM |(x,y)
)
.
Definic¸a˜o A.2.5. O fibrado vertical de TM e´ o subfibrado vectorial de TTM denotado
por V TM e definido por
V TM =
⋃
(x,y)∈TM
V(x,y).
Deste modo, V TM e´ o subfibrado vectorial de TTM constitu´ıdo por todos os
vectores tangentes a TM que sa˜o projectados em zero pela aplicac¸a˜o tangente TpiM .
Um campo de vectores X em TM , X : TM → TTM , diz-se um campo de vectores
vertical se, para cada (x, y) ∈ TM , temosX(x, y) ∈ V(x,y). Um dos objectos geome´tricos
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importantes para a abordagem geome´trica da mecaˆnica Lagrangiana e´ o campo de
vectores vertical em TM a seguir definido.
Definic¸a˜o A.2.6. O campo de vectores vertical em TM dado por
∆ =
n∑
i=1
yi
∂
∂yi
∣∣∣∣
(x,y)
diz-se o campo de vectores de Liouville em TM .
Uma outra estrutura geome´trica essencial na mecaˆnica Lagrangiana e´ a estrutura
cano´nica quase-tangente no fibrado tangente, que passaremos a expor. Recordemos
primeiro a definic¸a˜o gene´rica de estrutura quase-tangente.
Definic¸a˜o A.2.7. Uma estrutura quase-tangente S numa variedade N de dimensa˜o
2n e´ um campo de tensores S do tipo (1, 1) em N (ou seja, um endomorfismo de TN)
com caracter´ıstica constante n e que satisfaz S2 = 0.
Definic¸a˜o A.2.8. A estrutura cano´nica quase-tangente em TM e´ a estrutura qua-
se-tangente J em TM definida por
J =
∂
∂yi
∣∣∣∣
(x,y)
⊗ dxi∣∣
(x,y)
. (A.2.2)
Note-se que J transforma qualquer campo de vectores W =
∑n
i=1wi(x)(∂/∂x
i) em
M num campo de vectores vertical W v = J(W ) =
∑n
i=1wi(∂/∂y
i) em TM , que se diz
o levantamento vertical de W .
Consideramos pertinente terminar esta subsecc¸a˜o com dois conceitos do aˆmbito
da geometria Riemanniana que sa˜o utilizados no cap´ıtulo 1, apesar de com isto nos
afastarmos um pouco do objectivo deste apeˆndice. Assumimos queM e´ uma variedade
Riemanniana, denotamos a correspondente conexa˜o Riemanniana por ∇ e os s´ımbolos
de Christoffel desta conexa˜o por Γkij .
Definic¸a˜o A.2.9. A cada ponto (v, u) ∈ T(x,y)TM com (x, y) ∈ TM , associemos a
curva α em TM com valor inicial (x, y) e velocidade inicial (v, u). A aplicac¸a˜o conexa˜o
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e´ a aplicac¸a˜o suave K : TTM → TM definida por
K(x, y, v, u) = K|(x,y)(v, u) = ∇ d(piM◦α)(t)
dt
α(t)
∣∣∣∣
t=0
.
Dado um vector tangente X ∈ T(x,y)TM , onde (x, y) ∈ TM , com coordenadas
(X1, . . . , Xn, Xn+1, . . . , X2n) relativamente a` base (A.2.1), podemos escrever
K|(x,y) (X) =
n∑
i=1
Xn+i + n∑
j,k=1
Γijky
jXk
 ∂
∂xi
∣∣∣∣
x
.
Definic¸a˜o A.2.10. O spray geode´sico da conexa˜o Riemanniana ∇ e´ o campo de vec-
tores Z : TM → TTM em TM tal que as suas curvas integrais, quando projectadas
em M por piM , sa˜o geode´sicas relativamente a esta conexa˜o. Isto e´, se α e´ uma curva
integral de Z, enta˜o
∇ d
dt
(piM◦α)(t)
d
dt
(piM ◦ α)(t) = 0.
Localmente, temos
Z =
n∑
i=1
yi ∂
∂xi
∣∣∣∣
(x,y)
−
n∑
j,k=1
Γijky
jyk
∂
∂yi
∣∣∣∣
(x,y)
 . (A.2.3)
A.3 Fibrados tangentes de ordem k
A.3.1 Definic¸a˜o de fibrado tangente de ordem k
Apresentamos de seguida, uma generalizac¸a˜o da noc¸a˜o de vector tangente a` variedade
num ponto. Mais concretamente, vamos ter uma definic¸a˜o de tangeˆncia de ordem
superior, recorrendo a uma relac¸a˜o de equivaleˆncia entre curvas suaves na variedade
que passam por um ponto fixo.
Definic¸a˜o A.3.1. Seja p ∈ M e consideremos γ1 e γ2 duas curvas suaves em M tais
que γ1(0) = γ2(0) = p. As curvas γ1 e γ2 dizem-se tangentes de ordem k em p se,
qualquer que seja a func¸a˜o suave f definida numa vizinhanc¸a de p, temos
ds
dts
(f ◦ γ1)(t)
∣∣∣∣
t=0
=
ds
dts
(f ◦ γ2)(t)
∣∣∣∣
t=0
, para s = 1, . . . , k.
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Em alternativa a` designac¸a˜o “tangentes de ordem k”, podemos dizer que as curvas
teˆm um contacto de ordem k. A relac¸a˜o acabada de definir e´ uma relac¸a˜o de equivaleˆncia
no conjunto das curvas suaves em M que passam por p. As classes de equivaleˆncia
determinadas por esta relac¸a˜o designam-se por k-velocidades, ou jactos de ordem k, ou
ainda k-jactos. Representamos por [γ]k0 a classe de equivaleˆncia de uma curva γ em M .
Definic¸a˜o A.3.2. O fibrado tangente de ordem k denota-se por T kM e e´ definido como
sendo o conjunto formado pelas classes de equivaleˆncia de curvas em M que teˆm um
contacto de ordem k.
Se considerarmos, na definic¸a˜o anterior, k = 0 ou k = 1, facilmente se deduzem as
identificac¸o˜es T 0M ≡M e T 1M ≡ TM . O fibrado tangente T kM pode ser munido de
uma estrutura de variedade diferencia´vel de dimensa˜o (k+1)n. Ale´m disso, a aplicac¸a˜o
pik : T kM −→ M
[γ]k0 7−→ γ(0),
e´ uma submersa˜o sobrejectiva e portanto T kM e´ uma variedade fibrada sobre M e cada
uma das suas fibra e´ difeomorfa a R(k+1)n. Em geral, (T kM,M, pik) na˜o tem a estrutura
de fibrado vectorial, sendo as excepc¸o˜es os casos em que k = 0 ou k = 1. Interessa-nos
ainda considerar as seguintes projecc¸o˜es naturais:
τ lk : T
kM −→ T lM
[γ]k0 7−→ [γ]l0
para 0 ≤ l ≤ k. (A.3.1)
Neste sentido, T kM pode ser visto como um fibrado sobre T lM para cada 0 ≤ l < k.
E´ claro que τ0k = pik.
A.3.2 Sistema de coordenadas locais em T kM
Podemos definir um sistema de coordenadas locais em T kM a partir de um dado sistema
de coordenadas locais emM , da forma a seguir descrita. Seja (U, x1, . . . , xn) um sistema
de coordenadas locais em M . Para cada i = 1, . . . , n, construam-se os levantamentos
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das func¸o˜es coordenadas xi : U ⊂M → R, definidos por
(xi)lk : pi
−1
k (U) ⊂ T kM −→ R
[γ]k0 7−→
dl
dtl
(xi ◦ γ)(t)
∣∣∣∣
t=0
, 0 ≤ l ≤ k.
Consideramos as func¸o˜es coordenadas definidas em pi−1k (U) ⊂ T kM , induzidas pelas
func¸o˜es coordenadas x1, . . . , xn em U ⊂M , dadas por
x10, . . . , x
n
0 , x
1
1, . . . , x
n
1 , . . . , x
1
k, . . . , x
n
k , (A.3.2)
onde xil = (x
i)lk, para cada l = 0, . . . , k e i = 1, . . . , n. Por vezes, escrevemos sim-
plesmente xi0 = x
i, i = 1, . . . , n. Refira-se que em alguns casos, por motivos te´cnicos,
torna-se mais u´til considerar as func¸o˜es coordenadas zil = (1/l!)x
i
l em vez de x
i
l. Ao
longo deste trabalho adoptamos o sistema de coordenadas em T kM definido de acordo
com (A.3.2), ou seja,
(
pi−1k (U), x
1
0, . . . , x
n
0 , x
1
1, . . . , x
n
1 , . . . , x
1
k, . . . , x
n
k
)
.
Se [γ]k0 ∈ T kM e´ localmente representado por (A.3.2), um vector X ∈ T[γ]k0 (T
kM),
vector tangente a T kM em [γ]k0, e´ dado por
X =
n∑
i=1
(
X0i
∂
∂xi0
+ · · ·+Xki
∂
∂xik
)
. (A.3.3)
As projecc¸o˜es naturais τ lk que definem T
kM como um fibrado sobre T lM , 0 ≤ l < k,
ou seja, as aplicac¸o˜es (A.3.1), escrevem-se localmente como
τ lk
(
x10, . . . , x
n
0 , . . . , x
1
k, . . . , x
n
k
)
=
(
x10, . . . , x
n
0 , . . . , x
1
l , . . . , x
n
l
)
. (A.3.4)
Ale´m disso, cada uma das aplicac¸o˜es tangentes Tτ lk : T (T
kM) → T (T lM) e´ definida,
para cada vector tangente X da forma (A.3.3), por(
Tτ lk
)
(X) =
n∑
i=1
(
X0i
∂
∂xi0
+ · · ·+X li
∂
∂xil
)
. (A.3.5)
A.3.3 Levantamentos
Definic¸a˜o A.3.3. Seja γ : [0, T ] → M uma curva suave em M , com T ∈ R+. O
levantamento de γ para T kM e´ dado pela curva γk : [0, T ] → T kM , definida por
γk(t) = [γt]k0, onde γt(s) = γ(t+ s).
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Note-se que o levantamento de uma curva suave γ em M para TM (ou seja, con-
siderando k = 1 na definic¸a˜o anterior) e´ a curva γ1 em TM que a cada t ∈ [0, T ] faz
corresponder o vector tangente a γ em t dado na definic¸a˜o A.2.3.
Seja γ : [0, T ]→M uma curva suave emM com γ(t) representado localmente pelas
coordenadas x1(t), . . . , xn(t), para cada t ∈ [0, T ], onde T ∈ R+. Enta˜o, o levantamento
γk : [0, T ] → T kM de γ para T kM e´ tal que cada elemento γk(t), com t ∈ [0, T ], e´
representado localmente pelas coordenadas:
x1(t), . . . , xn(t),
dx1
dt
(t), . . . ,
dxn
dt
(t),
dkx1
dtk
(t), . . . ,
dkxn
dtk
(t).
Repare-se que o vector tangente a esta curva em t = 0, (dγk/dt)(0), e´ dado por
n∑
i=1
(
dxi
dt
(0)
∂
∂xi0
+
d2xi
dt2
(0)
∂
∂xi1
+ · · ·+ d
k+1xi
dtk+1
(0)
∂
∂xik
)
.
Portanto, dadas duas curvas γ e σ em M , os seus correspondentes levantamentos γk e
σk para T kM sa˜o tangentes em t = 0 se e so´ se γ e σ sa˜o tangentes de ordem (k + 1)
em γ(0) = σ(0).
A.3.4 Operador de derivac¸a˜o total
Consideremos agora as injecc¸o˜es
ik,l : T k+lM −→ T k(T lM)
[γ]k+l0 7−→ [γl]k0
para 1 ≤ l ≤ k,
onde γl e´ o levantamento para T lM da curva γ. Em particular, destacamos a injecc¸a˜o
i1,l : T l+1M −→ T (T lM)
[γ]l+10 7−→ [γl]10
(A.3.6)
que assume um papel importante na teoria dos fibrados tangentes de ordem superior.
Note-se que, para um qualquer Q ∈ T l+1M , a imagem i1,l (Q) representa o vector
tangente em t = 0 ao levantamento natural γl, de uma qualquer curva γ na classe de
equivaleˆncia representada por Q, para T lM . Portanto, este vector tangente depende
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do representante Q em geral e na˜o da escolha particular de γ na classe de equivaleˆncia
associada a Q.
Importa observar que i1,l pode ser interpretada como um campo de vectores ao longo
da projecc¸a˜o τ ll+1, o que significa que satisfaz τl ◦ i1,l = τ ll+1, onde τl : T (T lM)→ T lM
e´ a projecc¸a˜o natural do fibrado tangente, ou seja, verifica-se a comutatividade do
seguinte diagrama:
T l+1M
i1,l //
τ ll+1
##H
HH
HH
HH
HH
HH
HH
HH
HH
HH
T (T lM)
τl
²²
T lM
.
De forma similar ao que acontece com os campos de vectores usuais em variedades,
os campos de vectores ao longo de curvas definem operadores diferenciais de primeira
ordem que actuam em func¸o˜es. Neste sentido, a aplicac¸a˜o i1,l permite-nos construir
um operador diferencial que associa a cada func¸a˜o em T lM uma func¸a˜o em T l+1M .
Denotaremos este operador por dT l ou simplesmente por dT , caso na˜o haja ambiguidade
sobre o ı´ndice l que estamos a considerar.
Definic¸a˜o A.3.4. O operador dT , que associa a cada func¸a˜o f em T lM , a func¸a˜o dT f
em T l+1M definida por
dT f
(
[γ]l+10
)
= i1,l
(
[γ]l+10
)
f,
para cada [γ]l+10 ∈ T l+1M , designa-se por operador diferencial de Tulczyjew ou operador
de derivac¸a˜o total (“total time derivative”).
Em alternativa a` expressa˜o apresentada na definic¸a˜o anterior, podemos escrever
dT f
(
[γ]l+10
)
= df
(
[γ]l0
)(
i1,l
(
[γ]l+10
))
.
Em coordenadas locais, a injecc¸a˜o i1,l e o operador dT sa˜o representados, respectiva-
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mente, por
i1,l(x10, . . . , x
n
0 , . . . , x
1
l+1, . . . , x
n
l+1) =
= (x10, . . . , x
n
0 , . . . , x
1
l , . . . , x
n
l , x
1
1, . . . , x
n
1 , . . . , x
1
l+1, . . . , x
n
l+1)
e
dT =
n∑
i=1
l∑
j=0
xij+1
∂
∂xij
.
Observac¸a˜o A.3.5. Importa referir que o operador dT se estende, de uma forma
natural, a um operador que actua nas formas diferencia´veis. Este operador, que repre-
sentaremos tambe´m por dT , associa a cada p-forma em T kM uma p-forma em T k+1M .
Ale´m disso, verifica-se dT ◦ d = d ◦ dT , onde d e´ a diferenciac¸a˜o exterior na a´lgebra
exterior das formas diferencia´veis em T kM .
A.4 Campo de vectores de Liouville de ordem superior
Para o que se segue, interessa-nos considerar as projecc¸o˜es naturais
τ r−1k : T
kM → T r−1M, [γ]k0 7→ [γ]r−10 , para 1 ≤ r ≤ k.
De acordo com (A.3.4) e (A.3.5), estas projecc¸o˜es sa˜o localmente definidas por
τ r−1k
(
x10, . . . , x
n
0 , . . . , x
1
k, . . . , x
n
k
)
=
(
x10, . . . , x
n
0 , . . . , x
1
r−1, . . . , x
n
r−1
)
e as respectivas aplicac¸o˜es tangentes Tτ r−1k : T (T
kM)→ T (T r−1M) sa˜o dadas por
Tτ r−1k (X) =
n∑
i=1
(
X0i
∂
∂xi0
+ · · ·+Xr−1i
∂
∂xir−1
)
,
para cada X =
∑n
i=1
[
X0i (∂/∂x
i
0) + · · ·+Xki (∂/∂xik)
] ∈ T[γ]k0T kM , com [γ]k0 ∈ T kM .
Definic¸a˜o A.4.1. O fibrado vertical de T kM sobre T r−1M , que denotaremos por
V τ
r−1
k (T kM),
e´ definido como sendo o conjunto de todos os vectores tangentes a T kM que sa˜o pro-
jectados em zero por Tτ r−1k .
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De acordo com esta definic¸a˜o, se [γ]k0 ∈ T kM e X e´ um elemento de V τ
r−1
k (T kM)
em [γ]k0, enta˜o X escreve-se localmente como
X =
n∑
i=1
(
Xri
∂
∂xir
+ · · ·+Xki
∂
∂xik
)
.
Observac¸a˜o A.4.2. No caso particular k = 1 e r = 1, a projecc¸a˜o τ r−1k e´ a aplicac¸a˜o
projecc¸a˜o cano´nica do fibrado tangente TM , τ01 = piM : TM → M . O fibrado vertical
de TM sobre M , V piM (TM), e´ constitu´ıdo por todos os vectores tangentes a TM que
sa˜o projectados em zero por TpiM , ou seja, V piM (TM) e´ o fibrado vertical V TM da
definic¸a˜o A.2.5.
Seja T kM×T r−1M T (T r−1M) o fibrado induzido do fibrado tangente T (T r−1M) via
τ r−1k . Definam-se agora os isomorfismos de fibrados vectoriais sobre T
kM (ver pa´gina
18 de [49])
hr : T kM ×T r−1M T (T r−1M) −→ V τ
k−r
k (T kM) (A.4.1)
dados localmente por
hr
(
x0, . . . , xk, x0, . . . , xr−1, X0, . . . , Xr−1
)
=
n∑
i=1
r∑
j=1
(k − r + j)!
(j − 1)! X
j−1
i
∂
∂xik−r+j
,
onde, para simplificarmos a notac¸a˜o, fizemos xs = x1s, . . . , x
n
s e X
s = Xs1 , . . . , X
s
n, para
qualquer ı´ndice s utilizado.
Com o intuito de melhor compreendermos os isomorfismos acabadas de introduzir,
apresentamos uma observac¸a˜o onde se analisam as situac¸o˜es em que k = 1 e k = 2.
Observac¸a˜o A.4.3. No caso particular k = 1, temos apenas um isomorfismo de fibrado
vectorial sobre TM
h : TM ×M TM −→ V (TM)
localmente dado por
h
(
x0, x1, x0, X
0
)
=
(
x0, x1, 0, X0
)
.
Se k = 2, definem-se dois isomorfismos fibrados sobre T 2M
h1 : T 2M×MTM −→ V τ12 (T 2M) e h2 : T 2M×TMT (TM) −→ V τ02 (T 2M),
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localmente definidos por
h1
(
x0, x1, x2, x0, X
0
)
=
(
x0, x1, x2, 0, 0, 2X0
)
h2
(
x0, x1, x2, x0, x1, X
0, X1
)
=
(
x0, x1, x2, 0, X0, 2X1
)
.
Observe-se que estamos a utilizar novamente a simplificac¸a˜o de notac¸a˜o xs = x1s, . . . , x
n
s ,
para s = 0, 1, 2 e Xs = Xs1 , . . . , X
s
n, para s = 0, 1.
Consideremos ainda as aplicac¸o˜es cano´nicas
jr : T kM −→ T (T r−1M)
[γ]k0 7−→ [τ ]10
, 1 ≤ r ≤ k, (A.4.2)
onde τ : R→ T r−1M, t 7→ τ(t) = [γt]r−10 , para γt(s) = γ(t+ s).
As aplicac¸o˜es (A.4.1) e (A.4.2) permitem-nos introduzir as estruturas geome´tricas
que apresentamos na definic¸a˜o a seguir.
Definic¸a˜o A.4.4. O campo de vectores cano´nico de ordem r em T kM e´ o campo de
vectores Cr : T kM → V τr−1k (T kM) ⊂ T (T kM) definido pela seguinte composic¸a˜o
T kM
Id×jk−r+1 // T kM ×Tk−rM T (T k−rM)
hk−r+1 // V τ
r−1
k (T kM) ,
ou seja,
Cr = hk−r+1 ◦ (Id× jk−r+1),
onde Id representa a identidade em T kM .
Definic¸a˜o A.4.5. O campo de vectores de Liouville de ordem k ou campo de vectores
de Liouville em T kM e´ o campo de vectores cano´nico de ordem 1 em T kM definido de
acordo com a definic¸a˜o anterior, ou seja,
C1 = hk ◦ (Id× jk) : T kM −→ V τ0k (T kM) ⊂ T (T kM).
Efectuando alguns ca´lculos, deduz-se que Cr e´ definido localmente por
Cr =
n∑
i=1
k−r+1∑
j=1
(r + j − 1)!
(j − 1)! x
i
j
∂
∂xir+j−1
.
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Em particular, o campo de vectores de Liouville em T kM e´ dado por
C1 =
n∑
i=1
k∑
j=1
jxij
∂
∂xij
.
Observac¸a˜o A.4.6. Quando k = 1, j1 : TM → TM e´ a aplicac¸a˜o identidade e temos
simplesmente o campo de vectores de Liouville em TM , ∆ : TM → V TM ⊂ TTM ,
definido localmente por
∆ := C1 =
n∑
i=1
xi1
∂
∂xi1
.
Note-se que esta expressa˜o esta´ de acordo com a definic¸a˜o A.2.6.
Para k = 2, temos dois campos de vectores cano´nicos em T 2M , o campo de vectores
de Liouville em T 2M , ou seja, C1 : T 2M → V τ02 (T 2M) ⊂ T (T 2M), e o campo de
vectores C2 : T 2M → V τ12 (T 2M) ⊂ T (T 2M), que sa˜o dados localmente por
C1 =
n∑
i=1
(
xi1
∂
∂xi1
+ 2xi2
∂
∂xi2
)
e C2 =
n∑
i=1
2xi1
∂
∂xi2
. (A.4.3)
A.5 Estrutura cano´nica quase-tangente de ordem supe-
rior
Com o intuito de generalizarmos para ordem superior a noc¸a˜o de estrutura cano´nica
quase-tangente, comec¸amos por introduzir k endomorfismos de T (T kM) (ou seja, cam-
pos de tensores do tipo (1, 1) em T kM). Para tal, necessitamos de treˆs aplicac¸o˜es: as
aplicac¸o˜es hk−r+1 definidas de acordo com (A.4.1); as incluso˜es cano´nicas
ik−r+1 : V τ
r−1
k (T kM)→ T (T kM);
e ainda os homomorfismos de fibrados vectoriais sobre T kM definidos por
sk−r+1 : T (T kM) −→ T kM ×T r−1M T (T r−1M)
X 7−→ (piTkM (X), T τ r−1k (X)) ,
onde τ r−1k sa˜o as projecc¸o˜es naturais tambe´m consideradas na secc¸a˜o anterior e piTkM
e´ a projecc¸a˜o cano´nica de T (T kM) em T kM . Note-se que
Ker (sk−r+1) = V τ
r−1
k (T kM).
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Definic¸a˜o A.5.1. O endomorfismo Jr : T (T kM)→ T (T kM) definido por
Jr = ik−r+1 ◦ hk−r+1 ◦ sr, 1 ≤ r ≤ k,
designa-se por endomorfismo vertical de ordem r de T (T kM).
A relac¸a˜o existente entre os k endomorfismos acabados de definir e´ dada pela
seguinte proposic¸a˜o:
Proposic¸a˜o A.5.2. O endomorfismo vertical Jr de ordem r de T (T kM) tem carac-
ter´ıstica constante igual a (k − r + 1)n e satisfaz
(Jr)
s =
 0 se rs ≥ k + 1Jrs se rs < k + 1.
Observe-se que Jr e´ localmente definido por
Jr =
n∑
i=1
k−r+1∑
j=1
(r + j − 1)!
(j − 1)!
∂
∂xir+j−1
⊗ dxij−1.
Uma estrutura quase tangente de ordem k numa variedade E de dimensa˜o (k+1)n
e´ definida como sendo um endomorfismo J de TE que verifica Jk+1 = 0 e rank J = kn.
Recorde-se que T kM e´ uma variedade de dimensa˜o (k + 1)n. Assim, de acordo com a
proposic¸a˜o anterior, podemos afirmar que o endomorfismo J1 determina uma estrutura
quase-tangente de ordem k em T kM , visto que (J1)k+1 = 0 e rank J1 = kn.
Definic¸a˜o A.5.3. O endomorfismo J1 : T (T kM)→ T (T kM), isto e´, o endomorfismo
vertical de ordem 1 de T (T kM), designa-se por estrutura cano´nica quase-tangente de
ordem k em T kM , ou simplesmente, estrutura cano´nica quase-tangente em T kM .
Observac¸a˜o A.5.4. Na situac¸a˜o particular k = 2, temos dois endomorfismos verticais
de T (T 2M), J1 e J2, cujas representac¸o˜es matriciais sa˜o, respectivamente,
J1 =

0 0 0
In 0 0
0 2In 0
 e J2 =

0 0 0
0 0 0
2In 0 0
 , (A.5.1)
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onde In e 0 representam a matriz identidade e a matriz nula de ordem n, respecti-
vamente. Neste caso, tem-se (J1)3 = 0 e rank J1 = 2n, portanto J1 determina uma
estrutura quase-tangente de ordem 2 em T 2M . J1 e´ a estrutura cano´nica quase-tangente
em T 2M . Observe-se ainda que (J1)2 = J2.
Fazendo uso da definic¸a˜o A.5.1 de endomorfismo vertical e da definic¸a˜o A.4.4 de
campo de vectores cano´nico, facilmente se estabelece uma relac¸a˜o entre estes dois tipos
de estruturas de T kM , e que apresentamos na proposic¸a˜o a seguir.
Proposic¸a˜o A.5.5. Sejam Ji os endomorfismos verticais de ordem i de T (T kM) e Ci
os campos de vectores cano´nicos de ordem i em T kM (i=r,s). Verificam-se as seguintes
relac¸o˜es:
JrCs =
 0 se r + s ≥ k + 1Cr+s se r + s < k + 1
[Cr, Js] =
 0 se r + s > k + 1−sJr+s−1 se r + s ≤ k + 1
[Jr, Js] = 0,
onde 1 ≤ r, s ≤ k.
Observac¸a˜o A.5.6. Tendo em atenc¸a˜o a proposic¸a˜o anterior, no caso do fibrado tan-
gente T 2M (k = 2), vem C2 = J1C1.
A.6 Derivac¸o˜es e diferenciac¸a˜o verticais
Seja
∧
(T kM) :=
⊕
p≥0
∧p(T kM) a a´lgebra exterior de T kM , onde ∧p(T kM) repre-
senta o espac¸o vectorial das p-formas diferencia´veis em T kM .
Consideremos os endomorfismos verticais Jr de ordem r de T (T kM), 1 ≤ r ≤ k,
apresentados na secc¸a˜o anterior. Vamos necessitar do seguinte conceito de operador
adjunto de Jr:
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Definic¸a˜o A.6.1. O operador vertical de ordem r em T kM , denotado por J∗r , e´ o
endomorfismo de
∧
(T kM), definido por
J∗rω (X1, . . . , Xp) = ω (JrX1, . . . , JrXp) ,
onde ω ∈ ∧p(T kM) e X1, . . . , Xp sa˜o campos de vectores em T kM .
Se f e´ uma func¸a˜o em T kM , enta˜o, J∗r f = f . Ale´m disso, localmente temos
J∗r (dx
i
l) =

0 se l < r
l!
(l − r)!dx
i
l−r se l ≥ r
, para 1 ≤ i ≤ n, 0 ≤ l ≤ k.
Da proposic¸a˜o A.5.2 resulta o seguinte:
Proposic¸a˜o A.6.2. O operador vertical J∗r de ordem r em T kM satisfaz
(J∗r )
s =
 0 se rs ≥ k + 1J∗rs se rs < k + 1.
Da teoria geral das derivac¸o˜es em a´lgebras exteriores (consultar [49], em particu-
lar, as refereˆncias a Fro¨licher e Nijenhuis nesse artigo), sabemos que se E representa
uma variedade diferencia´vel arbitra´ria, enta˜o a cada endomorfismo F de TE podemos
associar duas derivac¸o˜es2 na a´lgebra exterior de E:
• Uma derivac¸a˜o iF de tipo i∗ (ou seja, uma derivac¸a˜o que actua trivialmente nas
0-formas), definida, para qualquer p-forma ω e quaisquer campos de vectores
X1, . . . , Xp em E, por iFω(X1, . . . , Xp) =
∑p
i=1(X1, . . . , FXi, . . . , Xp).
2Seguindo a abordagem de Fro¨licher e Nijenhuis para a teoria das derivac¸o˜es, uma derivac¸a˜o de grau r
na a´lgebra exterior
∧
(E) e´ uma aplicac¸a˜o linear D :
∧
(E)→ ∧(E) que satisfaz grau(Dω)=grau(ω)+r;
e D(ω ∧ η) = Dω ∧ η + (−1)prω ∧ Dη, para quaisquer ω ∈ ∧p(E), η ∈ ∧(E) e onde ∧ representa o
produto exterior de formas diferencia´veis. Para caracterizar uma derivac¸a˜o em
∧
(E) basta conhecer o
seu comportamento em
∧0(E) e ∧1(E), ou seja, em func¸o˜es e 1-formas em E.
Dadas duas derivac¸o˜es D e D′ de grau r e r′, respectivamente, define-se o comutador de D e D′
como sendo [D,D′] = DD′ − (−1)rr′D′D.
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• Uma derivac¸a˜o dF de tipo d∗ (ou seja, uma derivac¸a˜o que comuta com a diferen-
ciac¸a˜o exterior em relac¸a˜o ao comutador de derivac¸o˜es, [dF , d] = 0), definida por
dF = [iF , d] = iFd− diF .
No aˆmbito do para´grafo anterior, associamos a cada endomorfismo vertical Jr de or-
dem r de T (T kM), 1 ≤ r ≤ k, duas derivac¸o˜es na a´lgebra exterior∧(T kM): a derivac¸a˜o
iJr de tipo i∗ e a derivac¸a˜o dJr de tipo d∗. Estas duas aplicac¸o˜es lineares levam-nos aos
conceitos de derivac¸a˜o e diferenciac¸a˜o verticais, que apresentamos a seguir.
Definic¸a˜o A.6.3. Para cada 1 ≤ r ≤ k, a aplicac¸a˜o iJr :
∧
(T kM) → ∧(T kM),
definida para cada ω ∈ ∧p(T kM), por
iJrω(X1, . . . , Xp) =
p∑
i=1
ω(X1, . . . , JrXi, . . . , Xp)
e´ a derivac¸a˜o de grau zero (aplica p-formas em p-formas) e de tipo i∗ na a´lgebra exterior∧
(T kM), denominada por derivac¸a˜o vertical de ordem r em
∧
(T kM).
As identidades apresentadas na proposic¸a˜o a seguir caracterizam por completo a
derivac¸a˜o iJr .
Proposic¸a˜o A.6.4. A derivac¸a˜o vertical de ordem r em
∧
(T kM) satisfaz as seguintes
identidades:
iJrf = 0 e iJrdf = J
∗
r (df),
para toda a func¸a˜o f em T kM .
Por conseguinte,
iJr(dx
i
l) =

0 se l < r
l!
(l − r)!dx
i
l−r se l ≥ r
, para 1 ≤ i ≤ n, 0 ≤ l ≤ k.
Definic¸a˜o A.6.5. A diferenciac¸a˜o vertical de ordem r em
∧
(T kM) e´ a derivac¸a˜o de
grau 1 (a cada p-forma faz corresponder uma (p+1)-forma) e tipo d∗ na a´lgebra exterior∧
(T kM), que denotaremos por dJr , dada pelo comutador
dJr = [iJr , d] = iJrd− diJr ,
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onde d representa a diferenciac¸a˜o exterior.
A diferenciac¸a˜o dJr fica caracterizada por inteiro atrave´s das identidades apresen-
tadas no seguinte resultado:
Proposic¸a˜o A.6.6. A diferenciac¸a˜o vertical dJr de ordem r em
∧
(T kM) verifica as
seguintes relac¸o˜es:
dJrf = J
∗
r (df) e dJrdf = −d (J∗r df) ,
para toda a func¸a˜o f em T kM .
Assim, localmente temos
dJrf =
n∑
i=1
k∑
l=r
l!
(l − r)!
∂f
∂xil
dxil−r
dJr(dxil) = 0, para 1 ≤ i ≤ n, 0 ≤ l ≤ k.
Observac¸a˜o A.6.7. Note-se que se estivermos em TM (ou seja com k = 1) temos
dJ1f =
n∑
i=1
∂f
∂xi1
dxi0, onde f e´ uma func¸a˜o em TM.
Por outro lado, na situac¸a˜o em que k = 2, obtemos
dJ1f =
n∑
i=1
(
∂f
∂xi1
dxi0 + 2
∂f
∂xi2
dxi1
)
e dJ2f =
n∑
i=1
2
∂f
∂xi2
dxi0,
para f uma func¸a˜o em T 2M .
A.7 Formas semi-ba´sicas
Seja J∗r o operador vertical de ordem r em T kM apresentado na definic¸a˜o A.6.1.
Definic¸a˜o A.7.1. Uma p-forma ω em T kM diz-se semi-ba´sica de tipo r se ω ∈ ImJ∗r .
Os conceitos de derivac¸a˜o e diferenciac¸a˜o verticais na a´lgebra exterior das formas
diferencia´veis em T kM , apresentados na secc¸a˜o anterior, podem ser analisados no con-
texto das formas diferencia´veis semi-ba´sicas. Para um estudo aprofundado sobre o
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assunto sugere-se [49], onde se encontram alguns resultados de que necessitamos nesta
dissertac¸a˜o e que passamos a expor.
Lema A.7.2. Uma forma diferencia´vel ω de grau 1 (forma Pfaffiana ou 1-forma) em
T kM e´ semi-ba´sica de tipo r se e so´ se pode ser localmente escrita como
ω =
n∑
i=1
k−r∑
l=0
ωlidx
i
l,
para determinadas func¸o˜es reais ωli = ω
l
i
(
x10, . . . , x
n
0 , . . . , x
1
k, . . . , x
n
k
)
, i = 1, . . . , n, onde
(x10, . . . , x
n
0 , . . . , x
1
k, . . . , x
n
k) e´ um sistema de coordenadas locais em T
kM .
Consideremos as projecc¸o˜es naturais τk−rk : T
kM → T k−rM definidas de acordo
com (A.3.1) e consideremos ainda as projecc¸o˜es cano´nicas piTkM : T (T kM) → T kM e
τTk−rM : T ∗(T k−rM)→ T k−rM . Interessa-nos o seguinte teorema:
Teorema A.7.3. A correspondeˆncia
ω(X) = ((D ◦ piTkM ) (X))
(
Tτk−rk (X)
)
, X ∈ T (T kM),
determina uma bijecc¸a˜o entre as 1-formas ω semi-ba´sicas de tipo r em T kM e as
aplicac¸o˜es
D : T kM → T ∗(T k−rM)
tais que
τTk−rM ◦D = τk−rk .
Note-se que a correspondeˆncia apresentada no teorema anterior se traduz por
ω =¿ D ◦ piTkM , T τk−rk À,
onde ¿ ., . À representa o produto dualidade cano´nica de vectores e covectores em
T k−rM , isto e´, ¿ f, g À (z) = (f(z) ◦ g)(z).
Se a 1-forma semi-ba´sica ω do tipo r e´ dada localmente pela expressa˜o apresentada
no lema A.7.2, enta˜o facilmente se deduz que o morfismo de fibras D sobre T k−rM do
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teorema anterior, correspondente a ω, se representa localmente por
D
(
x10, . . . , x
n
0 , . . . , x
1
k, . . . , x
n
k
)
=
=
(
x10, . . . , x
n
0 , . . . , x
1
k−r, . . . , x
n
k−r, ω
0
1, . . . , ω
0
n, . . . , ω
k−r
1 , . . . , ω
k−r
n
)
.
Corola´rio A.7.4. Se λk−r e´ a forma de Liouville em T ∗(T k−rM), enta˜o
D∗λk−r = ω,
onde ω e´ uma 1-forma semi-ba´sica de tipo r em T kM e D e´ a aplicac¸a˜o que se relaciona
com ω no sentido do teorema anterior.
Apeˆndice B
Grupos de Lie e acc¸o˜es de grupos
de Lie
Este apeˆndice surge como um suporte ao estudo dos polino´mios cu´bicos Riemanni-
anos em grupos de Lie. Neste sentido, comec¸aremos por expor as definic¸o˜es de grupo
de Lie e de a´lgebra de Lie, assim como algumas propriedades ba´sicas. Em seguida,
apresentaremos conceitos e resultados elementares que envolvem acc¸o˜es suaves de gru-
pos de Lie em variedades diferencia´veis, usados essencialmente nos cap´ıtulos 2 e 3.
Recordaremos a noc¸a˜o de aplicac¸a˜o momento que e´ uma generalizac¸a˜o geome´trica dos
cla´ssicos momentos linear e angular da mecaˆnica. Esta e´ uma ferramenta que enriquece
substancialmente o processo de reduc¸a˜o de sistemas dinaˆmicos com grupos de sime-
trias. Abordaremos ainda o grupo de Lie produto semidirecto de um grupo de Lie e
um espac¸o vectorial, descrito atrave´s de uma acc¸a˜o do grupo no espac¸o vectorial. As
refereˆncias utilizadas sa˜o essencialmente [1, 17, 42, 46, 50, 55, 71]. Para um estudo
detalhado sobre variedades diferencia´veis consultar, por exemplo, [22].
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B.1 Grupos de Lie e a´lgebras de Lie
Definic¸a˜o B.1.1. Um grupo e´ um conjunto na˜o vazio G com uma operac¸a˜o bina´ria
G × G → G, (g, h) 7→ gh, usualmente designada por multiplicac¸a˜o, que satisfaz as
seguintes propriedades:
(i) A operac¸a˜o e´ associativa, ou seja, se g, h, k ∈ G, enta˜o g(hk) = (gh)k.
(ii) Existe um elemento e ∈ G tal que eg = ge = g, para qualquer g ∈ G. O elemento
e designa-se por identidade do grupo.
(ii) Para cada g ∈ G, existe um elemento g−1 ∈ G tal que gg−1 = g−1g = e e que se
diz o inverso de g.
Definic¸a˜o B.1.2. Um grupo de Lie e´ uma variedade diferencia´vel G munida com uma
estrutura de grupo tal que as operac¸o˜es multiplicac¸a˜o G × G → G, (g, h) 7→ gh e
inversa˜o G→ G, g 7→ g−1 sa˜o suaves.
Neste trabalho assumimos que os grupos de Lie considerados teˆm dimensa˜o finita.
Exemplo B.1.3. O conjunto das matrizes reais n × n e invert´ıveis e´ um grupo de
Lie de dimensa˜o n2, designado por grupo geral linear e denotado por GL(n,R). De
facto, GL(n,R) e´ uma variedade diferencia´vel porque pode ser identificado com um
subconjunto aberto do espac¸o vectorial real M(n,R) de dimensa˜o n2 constitu´ıdo por
todas as matrizes reais n× n. Mais concretamente, considerando o aberto R \ {0} e
a aplicac¸a˜o det : M(n,R) → R, A 7→ detA, temos GL(n,R) = det−1(R \ {0}) e´ um
aberto de M(n,R), uma vez que M(n,R) e´ uma variedade diferencia´vel (de dimensa˜o
n2 e isomorfa a Rn2) e a aplicac¸a˜o det e´ cont´ınua (dado que det A e´ uma func¸a˜o
polinomial nas entradas da matriz A). Ale´m disso, GL(n,R) e´ um grupo com operac¸o˜es
multiplicac¸a˜o e inversa˜o dadas, respectivamente, pela multiplicac¸a˜o e pela inversa˜o de
matrizes. O elemento identidade e´ a matriz identidade. As operac¸o˜es de grupo sa˜o
suaves uma vez que as fo´rmulas para o produto e a inversa de matrizes sa˜o suaves
nas componentes da matriz. De facto, para cada A,B ∈ GL(n,R), AB e´ uma func¸a˜o
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polinomial nas entradas de A e B; o elemento inverso de cada A ∈ GL(n,R) e´ dado
por A−1 = A∗/detA, onde A∗ e´ a matriz que se obte´m de A substituindo cada elemento
pelo seu complemento alge´brico e transpondo em seguida, e dado que detA 6= 0, A−1 e´
uma func¸a˜o racional nas entradas de A com denominador diferente de zero.
Definic¸a˜o B.1.4. Seja G um grupo de Lie e g ∈ G. As aplicac¸o˜es
Lg : G −→ G
h 7−→ gh
e
Rg : G −→ G
h 7−→ hg
dizem-se, respectivamente, as translac¸o˜es a` esquerda e a` direita por g.
Proposic¸a˜o B.1.5. Seja G um grupo de Lie. Enta˜o,
1. As translac¸o˜es a` esquerda e a` direita por um elemento de G sa˜o difeomorfismos.
2. As aplicac¸o˜es tangentes das translac¸o˜es a` esquerda e a` direita num ponto sa˜o
isomorfismos.
Demonstrac¸a˜o. Dado g ∈ G, e´ o´bvio que as translac¸o˜es Lg e Rg sa˜o suaves pois
escrevem-se como composic¸o˜es de func¸o˜es suaves: Lg e´ a composic¸a˜o da operac¸a˜o mul-
tiplicac¸a˜o com a func¸a˜o G→ G×G, h 7→ (g, h); e Rg e´ a composic¸a˜o da operac¸a˜o multi-
plicac¸a˜o com a func¸a˜o G→ G×G, h 7→ (h, g). Note-se que Le = Re = Id, Lg◦Lh = Lgh
e Rg ◦ Rh = Rhg, para quaisquer g, h ∈ G. Assim, (Lg)−1 = Lg−1 e (Rg)−1 = Rg−1 .
Logo, as aplicac¸o˜es inversas de Lg e Rg tambe´m sa˜o suaves e, portanto, Lg e Rg sa˜o
difeomorfismos. Para demonstrar o segundo ponto da proposic¸a˜o basta observar que,
usando a regra da cadeia, podemos escrever TghLg−1 ◦ ThLg = Th(Lg−1 ◦ Lg) = Id e
ThgRg−1 ◦ ThRg = Th(Rg−1 ◦ Rg) = Id, para quaisquer g, h ∈ G. Logo, as aplicac¸o˜es
tangentes ThLg e ThRg, respectivamente, de Lg e de Rg em h ∈ G, admitem inversas e
portanto sa˜o isomorfismos.
Refira-se ainda que as translac¸o˜es a` esquerda e direita comutam uma com a outra,
ou seja, Lg ◦Rh = Rh ◦ Lg, para quaisquer g, h ∈ G.
172 Apeˆndice B. Grupos de Lie e acc¸o˜es de grupos de Lie
Definic¸a˜o B.1.6. Um homomorfismo de grupos de Lie e´ uma aplicac¸a˜o suave f entre
dois grupos de Lie G e H que preserva as operac¸o˜es de grupo. Se o homomorfismo de
grupos de Lie f e´ uma bijecc¸a˜o, enta˜o f diz-se um isomorfismo de G em H.
Definic¸a˜o B.1.7. Seja G um grupo de Lie. Um subgrupo H de G diz-se um subgrupo
de Lie se H e´ tambe´m um grupo de Lie e a inclusa˜o i : H ↪→ G e´ uma imersa˜o1.
Definic¸a˜o B.1.8. Um espac¸o vectorial real g diz-se uma a´lgebra de Lie se estiver
equipado com uma operac¸a˜o [., .] : g× g→ g, designada por pareˆntesis de Lie de g, que
verifica as seguintes propriedades:
(i) [aY+bZ,W]=a[Y,W]+b[Z,W] (bilinearidade),
(ii) [Y,Z]=-[Z,Y] (anti-simetria),
(ii) [Y,[Z,W]]+[Z,[W,Y]]+[W,[Y,Z]]=0 (identidade de Jacobi),
para quaisquer Y,Z,W ∈ g e a, b ∈ R.
Definic¸a˜o B.1.9. Seja (g, [., .]) uma a´lgebra de Lie. Um subespac¸o vectorial s de g
diz-se uma suba´lgebra de Lie de g se [Y, Z] ∈ s, para quaisquer Y, Z ∈ s.
Definic¸a˜o B.1.10. Duas a´lgebras de Lie (g, [., .]g) e (h, [., .]h) dizem-se isomorfas se
existe um isomorfismo f entre os espac¸o vectoriais g e h que satisfaz a identidade
f([Y,Z]g) = [f(Y ), f(Z)]h, para quaisquer Y, Z ∈ g.
Refira-se que o pareˆntesis de Lie de quaisquer dois elementos de uma a´lgebra de Lie
se determina a partir dos pareˆnteses de Lie dos elementos da base da a´lgebra. Se g e´
uma a´lgebra de Lie de dimensa˜o n e {X1, . . . , Xn} e´ uma base de g, temos
[Xi, Xj ] =
n∑
k=1
CkijXk,
1 Recorde-se que uma aplicac¸a˜o suave f : N → M entre duas variedades diferencia´veis diz-se uma
imersa˜o se a aplicac¸a˜o linear Tnf : TnN → Tf(n)M (aplicac¸a˜o tangente de f em n) e´ injectiva para
qualquer n ∈ N . Se para ale´m disso, a aplicac¸a˜o f for injectiva, dizemos que f e´ uma imersa˜o injectiva.
(Consultar, por exemplo, pa´gina 5 de [71] ou pa´ginas 11, 12 e 13 de [46].)
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para quaisquer Xi, Xj elementos da base de g e onde Ckij sa˜o n
3 constantes reais,
i, j, k = 1, . . . , n, designadas por constantes de estrutura da a´lgebra relativamente a`
base {X1, . . . , Xn}. Duas a´lgebras de Lie sa˜o isomorfas se e so´ se teˆm as mesmas
constantes de estrutura (relativamente a uma certa base).
Exemplo B.1.11. O espac¸o euclidiano R3, munido com o produto externo × como
seu pareˆntesis de Lie, e´ uma a´lgebra de Lie. De facto, as propriedades de bilinearidade
e anti-simetria sa˜o consequeˆncia imediata da definic¸a˜o de produto externo em R3. Por
outro lado, a identidade de Jacobi resulta da identidade de Lagrange para o produto
externo:
u× (v × w) = (u · w)v − (u · v)w, u, v, w ∈ R3, (B.1.1)
onde · denota o produto interno em R3.
Exemplo B.1.12. O conjunto de todas as matrizes reais n×n, equipado com o comu-
tador de matrizes [A,B] = AB−BA como seu pareˆntesis de Lie, e´ uma a´lgebra de Lie
que denotamos por gl(n,R). As propriedades de bilinearidade e anti-simetria sa˜o con-
sequeˆncia da definic¸a˜o de comutador de matrizes e do facto de gl(n,R) ser um espac¸o
vectorial relativamente a` adic¸a˜o de matrizes e a` multiplicac¸a˜o escalar. A identidade de
Jacobi vem da propriedade associativa do produto de matrizes.
Exemplo B.1.13. O espac¸o vectorial X (M) dos campos de vectores suaves de uma
variedade diferencia´vel M e´ uma a´lgebra de Lie para o produto de Lie usual de campos
de vectores em M dado por (Y, Z) ∈ X (M) 7→ [Y, Z] ∈ X (M), onde [Y, Z] e´ o campo
de vectores em M que associa a cada p ∈ M um vector [Y, Z]p ∈ TpM definido por
[Y, Z]p(f) = Yp(Zf) − Zp(Y f), para qualquer func¸a˜o suave f em M . Localmente, se
(x1, . . . , xn) e´ um sistema de coordenadas locais em M , para cada Y =
∑n
i=1 Y
i(∂/∂xi)
e Z =
∑n
i=1 Z
i(∂/∂xi), temos [Y, Z] =
∑n
i,j=1
[
Y i
(
∂Zj/∂xi
)− Zi (∂Y j/∂xi)] (∂/∂xj).
Para mais pormenores sobre esta a´lgebra de Lie consultar [22].
Definic¸a˜o B.1.14. Um campo de vectores Y num grupo de Lie G diz-se invariante a`
esquerda se para todo o g ∈ G o prolongamento (“push-forward”) de Y pela translac¸a˜o
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Lg coincide com Y , (Lg)∗Y = Y , ou seja, TLg ◦ Y = Y ◦ Lg. O que significa que
(ThLg)(Y (h)) = Y (gh), para todo h ∈ G.
Representamos por XL(G) o conjunto formado por todos os campos de vectores
definidos no grupo de Lie G e invariantes a` esquerda.
Observac¸a˜o B.1.15. Note-se que qualquer Y ∈ XL(G) fica completamente determi-
nado pela sua imagem na identidade do grupo. De facto, da definic¸a˜o B.1.14 vem
Y (g) = (TeLg)(Y (e)), para qualquer g ∈ G.
Proposic¸a˜o B.1.16. XL(G) e´ uma suba´lgebra de Lie da a´lgebra de Lie X (G).
Demonstrac¸a˜o. Se Y,Z ∈ XL(G) e g ∈ G, (Lg)∗[Y, Z] = [(Lg)∗Y, (Lg)∗Z] = [Y, Z].
Logo, [Y,Z] ∈ XL e de acordo com a definic¸a˜o B.1.9, a demonstrac¸a˜o esta´ conclu´ıda.
Exemplo B.1.17. Seja G um grupo de Lie e TeG o espac¸o tangente a G no seu
elemento identidade e. Note-se que a cada u ∈ TeG podemos associar um campo de
vectores invariante a` esquerda Xu ∈ XL(G) considerando
Xu(g) = TeLgu, (B.1.2)
para cada g ∈ G. O espac¸o vectorial TeG e´ uma a´lgebra de Lie quando munido com o
pareˆntesis de Lie definido, para cada u, v ∈ TeG, por [u, v] = [Xu, Xv](e).
Definic¸a˜o B.1.18. A a´lgebra de Lie TeG, definida de acordo com o exemplo anterior,
designa-se por a´lgebra de Lie do grupo de Lie G e denota-se por g.
Proposic¸a˜o B.1.19. As a´lgebras de Lie XL(G) e TeG sa˜o isomorfas.
Demonstrac¸a˜o. Face ao exposto na observac¸a˜o B.1.15, para demonstrar o pretendido e´
apenas necessa´rio ter em atenc¸a˜o a igualdade [Xu, Xv] = X[u,v], u, v ∈ TeG, e observar
que as seguintes aplicac¸o˜es lineares esta˜o bem definidas
ζ1 : XL(G)→ TeG, Y 7→ Y (e) e ζ2 : TeG→ XL(G), u 7→ Xu,
onde Xu e´ definido por (B.1.2), e que satisfazem ζ1 ◦ζ2 = IdTeG e ζ2 ◦ζ1 = IdXL(G).
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Finalizamos a presente secc¸a˜o com algumas considerac¸o˜es sobre um conceito que nos
permite uma abordagem alternativa (em termos de linguagem e notac¸a˜o) aos resultados
associados a` trivializac¸a˜o de TG descrita no cap´ıtulo 2. Referimo-nos a` forma de
Maurer-Cartan num grupo de Lie. Acerca da caracterizac¸a˜o e propriedades da forma
de Maurer-Cartan recomenda-se a consulta de [75].
Definic¸a˜o B.1.20. A forma de Maurer-Cartan (invariante a` esquerda) num grupo de
Lie G e´ a 1-forma λ em G com valores em g definida, para cada x ∈ G, pelo isomorfismo
λx : TxG→ g, dado por
λx(vx) = TxLx−1vx,
para cada vx ∈ TxG.
Refira-se que, por vezes, escrevemos simplesmente λ(vx) em vez de λx(vx).
Recordamos ainda a equac¸a˜o (estrutural da forma) de Maurer-Cartan, que carac-
teriza a derivada exterior da forma de Maurer-Cartan λ num grupo de Lie G, e que e´
dada por
dλ+
1
2
[λ, λ] = 0, (B.1.3)
onde [λ, λ] e´ a 2-forma em G com valores em g, definida, para quaisquer campos de
vectores Z eW em G, por [λ, λ](Z,W ) := 2[λ(Z), λ(W )]. Importa referir que a equac¸a˜o
de Maurer-Cartan assume um papel relevante na teoria dos grupos de Lie, no sentido
em que permite caracterizar localmente o grupo de Lie ([75]).
B.2 Acc¸a˜o de um grupo de Lie numa variedade
Seja M uma variedade diferencia´vel de dimensa˜o finita e G um grupo de Lie.
Definic¸a˜o B.2.1. Uma acc¸a˜o a` esquerda (respectivamente, a` direita) de G em M e´
uma aplicac¸a˜o suave φ : G×M →M (respectivamente, ψ :M ×G→M) que satisfaz
(i) φ(e, x) = x (respectivamente, ψ(x, e) = x),
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(ii) φ(g, φ(h, x)) = φ(gh, x) (respectivamente, ψ(ψ(x, g), h) = ψ(x, gh)),
para todo o x ∈M e g, h ∈ G.
Os conceitos e propriedades apresentados nesta e na pro´xima secc¸a˜o dizem respeito
a`s acc¸o˜es a` esquerda, considerac¸o˜es similares podem ser feitas para as acc¸o˜es a` direita.
Se φ e´ uma acc¸a˜o (a` esquerda) de G em M , e´ comum usar-se qualquer uma das
seguinte notac¸o˜es:
g · x = φ(g, x) = φg(x) = φx(g), g ∈ G, x ∈M.
O terno (M,G, φ) diz-se um G-espac¸o ou uma G-variedade.
Observac¸a˜o B.2.2. Para cada g ∈ G, a aplicac¸a˜o φg : M → M, x 7→ φ(g, x) e´ um
difeomorfismo com inversa (φg)−1 = φg−1. Note-se que as condic¸o˜es da definic¸a˜o de
acc¸a˜o escrevem-se de forma equivalente como (i) φe = idM e (ii) φgh = φg ◦ φh. Neste
sentido, em alternativa a` definic¸a˜o apresentada, dizemos que temos uma acc¸a˜o de G em
M quando a aplicac¸a˜o g 7→ φg e´ um homomorfismo de G no grupo de difeomorfismos
de M . Neste aˆmbito, quando M e´ um espac¸o vectorial e φg uma transformac¸a˜o linear,
a acc¸a˜o de G em M diz-se uma representac¸a˜o de G em M.
A um G-espac¸o podemos associar novas acc¸o˜es de grupo constru´ıdas por restric¸a˜o,
da forma apresentada no lema a seguir (que pode ser encontrado em [71], pa´gina 51).
Para formular o lema precisamos de recordar a noc¸a˜o de subvariedade inicial (consultar,
por exemplo, pa´gina 5 de [71] ou pa´ginas 11, 12 e 13 de [46]):
Definic¸a˜o B.2.3. Uma subvariedade N de uma variedade diferencia´vel M diz-se uma
subvariedade inicial se a inclusa˜o i : N ↪→ M e´ uma imersa˜o regular, isto e´, i e´ uma
imersa˜o injectiva (recorde-se a nota de rodape´ 1 deste apeˆndice) que satisfaz a seguinte
condic¸a˜o: para qualquer variedade diferencia´vel P , uma aplicac¸a˜o arbitra´ria g : P → N
e´ suave se e so´ se i ◦ g : P →M e´ suave.
Lema B.2.4. Sejam (M,G, φ) um G-espac¸o, H um subgrupo de Lie de G, e N uma
subvariedade inicial H-invariante de M (ou seja, N e´ uma subvariedade inicial de M
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que verifica φ(h, n) ∈ N, ∀(h, n) ∈ H × N). A aplicac¸a˜o Φ : H × N → N dada por
Φ(h, n) = φ(h, n) torna (N,H,Φ) num H-espac¸o.
Interessa-nos agora apresentar a descric¸a˜o infinitesimal de uma acc¸a˜o. Seja (M,G, φ)
uma G-variedade. Se Y ∈ g, enta˜o a aplicac¸a˜o
R×M −→ M
(t, x) 7−→ φ(exp(tY ), x)
e´ uma acc¸a˜o de R em M . Esta acc¸a˜o pode ser interpretada como sendo o fluxo em M
do campo de vectores completo2
YM : M −→ TM
x 7−→ d
dt
φ(exp(tY ), x))
∣∣∣∣
t=0
,
(B.2.1)
que se pode definir como YM (x) = (Teφx) (Y ), para cada x ∈M .3
Definic¸a˜o B.2.5. Se (M,G, φ) e´ uma G-variedade, o campo de vectores YM em M
definido por (B.2.1) designa-se por gerador infinitesimal da acc¸a˜o φ correspondente a
Y ∈ g.
Teorema B.2.6. ([1, 55]) Seja G um grupo de Lie. A aplicac¸a˜o Y ∈ g 7→ YM ∈ X (M)
e´ um antihomomorfismo de a´lgebras de Lie, isto e´, satisfaz as condic¸o˜es
(aY + bZ)M = aYM + bZM e [Y, Z]M = −[YM , ZM ],
para a, b ∈ R e Y, Z ∈ g, e onde X (M) denota a a´lgebra de Lie constitu´ıda pelos campos
de vectores em M (do exemplo B.1.13).
2Um campo de vectores X numa variedade diferencia´vel M diz-se completo se o conjunto definido
por {(t, x) ∈ R×M : existe uma curva integral c : I →M de X em x com t ∈ I} e´ igual a R×M .
Dado um campo de vectores completo X em M , define-se o fluxo de X como sendo a aplicac¸a˜o
F : R×M → M tal que Fx : t 7→ F (t, x) e´ uma curva integral de X em x, para todo o x ∈ M , isto e´,
Fx(0) = x e F˙x(t) = X(Fx(t)) (existe uma u´nica aplicac¸a˜o F nestas condic¸o˜es).
3Seja α(t) = exp(tY ) a geode´sica em G com α(0) = e e α˙(0) = Y , enta˜o, por definic¸a˜o temos
(Teφ
x) (Y ) = d
dt
(φx ◦ α)(t)∣∣
t=0
= d
dt
φ(exp(tY ), x))
∣∣
t=0
= YM (x).
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No contexto do teorema anterior, uma acc¸a˜o a` esquerda de uma a´lgebra de Lie
g numa variedade diferencia´vel M e´ definida como sendo um antihomomorfismo de
a´lgebras de Lie Y ∈ g 7→ YM ∈ X (M) tal que (x, Y ) ∈ M × g 7→ YM (x) ∈ TM e´ uma
aplicac¸a˜o suave.
Definic¸a˜o B.2.7. Dada uma acc¸a˜o de um grupo de Lie, a acc¸a˜o da a´lgebra de Lie in-
duzida pelos seus geradores infinitesimais chama-se a acc¸a˜o da a´lgebra de Lie associada
a` acc¸a˜o do grupo.
Apresentamos de seguida algumas noc¸o˜es u´teis para este trabalho.
Definic¸a˜o B.2.8. Seja φ uma acc¸a˜o suave do grupo de Lie G na variedade M . O
grupo de isotropia (ou estabilizador ou grupo de simetria) de um elemento x ∈ M e´ o
subgrupo fechado de G definido por
Gx = {g ∈ G : φg(x) = x}.
A a´lgebra de Lie do grupo de isotropia de x e´ constitu´ıda pelos elementos da a´lgebra de
Lie g cujo correspondente gerador infinitesimal de φ se anula em x, ou seja,
gx = {Y ∈ g : YM (x) = 0}
e designa-se por a´lgebra de isotropia (ou estabilizadora ou a´lgebra de simetria) de x.
Note-se que o facto de a aplicac¸a˜o φx : G → M, g 7→ φ(g, x) ser suave e de termos
Gx = (φx)−1(x), garante-nos que o subgrupo de isotropia Gx e´ um subgrupo fechado
de G. Enta˜o, Gx e´ uma subvariedade de G e em particular um subgrupo de Lie de G
(consultar, por exemplo, pa´gina 259 de [1] ou pa´gina 42 de [46]).
Definic¸a˜o B.2.9. Seja φ uma acc¸a˜o suave do grupo de Lie G na variedade M . A
o´rbita de um ponto x ∈M sob a acc¸a˜o do grupo (ou G-o´rbita por x) e´ o conjunto
Ox ≡ G · x = {φg(x) : g ∈ G} ⊂M.
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O espac¸o das o´rbitas denota-se por M/G e e´ definido como sendo o espac¸o das
classes de equivaleˆncia correspondentes a` relac¸a˜o de equivaleˆncia de pertencer a` mesma
o´rbita, isto e´, a relac¸a˜o x ∼ y se e so´ se existe um elemento g ∈ G tal que φg(x) = y,
com x, y ∈M . Seja
piG :M →M/G
a aplicac¸a˜o projecc¸a˜o que associa a cada x ∈M a sua classe de equivaleˆncia em M/G.
Podemos munir o espac¸o das o´rbitas com a topologia quociente, ou seja, tal que a
seguinte condic¸a˜o se verifica: um subconjunto U de M/G e´ aberto se, por definic¸a˜o,
pi−1G (U) e´ aberto em M . Neste contexto, a projecc¸a˜o piG e´ uma aplicac¸a˜o cont´ınua
e aberta (ver, por exemplo, pa´gina 56 de [71]). Refira-se que, em geral, o espac¸o
das o´rbitas na˜o e´ uma variedade diferencia´vel, para que tal acontec¸a a acc¸a˜o tem que
satisfazer condic¸o˜es adicionais (como acontece, por exemplo, na situac¸a˜o apresentada
mais a` frente no lema B.2.18).
Observac¸a˜o B.2.10. Seja H um subgrupo de Lie fechado de G. O co-conjunto gH
de um elemento g ∈ G em relac¸a˜o ao subgrupo H e´ o subconjunto de G definido por
gH = {gh : h ∈ H}. Representamos por G/H o conjunto dos co-conjuntos em relac¸a˜o a
H. Na realidade, G/H e´ o espac¸o quociente de G pela relac¸a˜o de equivaleˆncia g1 ∼ g2
se e so´ se g−11 g2 ∈ H ([50]); ou numa abordagem equivalente, G/H e´ o espac¸o das
o´rbitas associado a uma acc¸a˜o a` direita de H em G obtida por restric¸a˜o (no sentido
do lema B.2.4) da acc¸a˜o de G sobre si pro´prio por translac¸o˜es a` direita ([71]). E´
poss´ıvel mostrar, quer se considere a primeira ou a segunda abordagem mencionadas,
que G/H e´ uma variedade diferencia´vel tal que a projecc¸a˜o cano´nica pi : G → G/H e´
uma submersa˜o (isto e´, a aplicac¸a˜o tangente de pi em x e´ sobrejectiva, para qualquer
x ∈ G). Este tipo de variedades quocientes sa˜o designadas por variedades homoge´neas.
Seja agora φ uma acc¸a˜o suave do grupo de Lie G na variedade M . Em virtude de o
subgrupo de isotropia Gx de um elemento x ∈M ser sempre um subgrupo fechado de G,
a construc¸a˜o exposta no para´grafo anterior garante-nos que o espac¸o quociente G/Gx e´
sempre uma variedade diferencia´vel homoge´nea. Seja Ox ≡ G·x a G-o´rbita por x. Uma
vez que a aplicac¸a˜o φx : G→M, g 7→ φ(g, x) e´ constante em cada gGx, g ∈ G (ou seja,
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se h ∈ Gx, enta˜o φx(gh) = φx(g)), esta aplicac¸a˜o induz uma bijecc¸a˜o de G/Gx em Ox
dada por gGx ∈ G/Gx 7→ φ(x, g) ∈ Ox. Neste contexto, podemos considerar a o´rbita
Ox como uma variedade equipada com a u´nica estrutura diferencia´vel que torna esta
bijecc¸a˜o um difeomorfismo. O espac¸o tangente a` o´rbita num ponto z ∈ Ox e´ dado por
TzOx ≡ Tz (G · x) = {YM (z) : Y ∈ g}, onde YM e´ o gerador infinitesimal da acc¸a˜o φ
correspondente a Y . (Para uma leitura detalhada sobre este assunto, consultar pa´gina
422 de [50] ou pa´gina 62 de [71], ou ainda pa´gina 45 de [46].)
Seguem-se alguns exemplos de acc¸o˜es de grupos de Lie (os exemplos apresentados
sa˜o todos de acc¸o˜es a` esquerda, excepto um dos casos do primeiro exemplo).
Exemplo B.2.11. A acc¸a˜o de um grupo sobre si pro´prio por translac¸o˜es a` esquerda:
Λ : G×G −→ G
(g, h) 7−→ Lgh = gh.
Repare-se que Λg = Lg, para cada g ∈ G. Por outro lado, Λh = Rh, para cada h ∈ G. O
gerador infinitesimal para Y ∈ g e´ definido por YG(g) := (TeΛg)(Y ) = TeRgY , g ∈ G.
A acc¸a˜o de um grupo sobre si pro´prio por conjugac¸a˜o tambe´m e´ uma acc¸a˜o a` es-
querda:
G×G −→ G
(g, h) 7−→ (Rg−1 ◦ Lg) (h) = g−1hg.
Refira-se que se considerarmos
G×G −→ G
(h, g) 7−→ (Rg ◦ Lg−1) (h) = ghg−1,
temos uma acc¸a˜o a` direita do grupo sobre si pro´prio.
Exemplo B.2.12. A acc¸a˜o adjunta de um grupo na sua a´lgebra:
Ad : G× g −→ g
(g, Y ) 7−→ AdgY = Te
(
Rg−1 ◦ Lg
)
Y.
Apeˆndice B. Grupos de Lie e acc¸o˜es de grupos de Lie 181
A acc¸a˜o adjunta da´-nos uma representac¸a˜o de G em g (no sentido descrito na ob-
servac¸a˜o B.2.2):
Ad : G −→ Aut(g)
g 7−→ Adg = Te
(
Rg−1 ◦ Lg
)
.
Fazendo uso da propriedade (d/dt)
(
Adexp(tY )Z
)∣∣
t=0
= [Y, Z] = adY Z, Z ∈ g, mos-
tra-se que o gerador infinitesimal para Y ∈ g e´ dado por Yg = adY . Portanto, de
acordo com a definic¸a˜o B.2.7,
ad : g −→ End(g)
Y 7−→ adY
e´ a acc¸a˜o da a´lgebra de Lie g associada a` acc¸a˜o adjunta do grupo G, que se diz a
representac¸a˜o adjunta de g.
Exemplo B.2.13. A acc¸a˜o coadjunta de um grupo no dual da sua a´lgebra:
Ad∗ : G× g∗ −→ g∗
(g, µ) 7−→ Ad∗g−1µ,
com
(
Ad∗g−1µ
)
(Y ) = µ
(
Adg−1Y
)
, Y ∈ g. A acc¸a˜o coadjunta da´-nos uma repre-
sentac¸a˜o de G em g∗ (no sentido descrito na observac¸a˜o B.2.2):
Ad∗ : G −→ Aut(g∗)
g 7−→ Ad∗g−1 .
O gerador infinitesimal para Y ∈ g e´ dado por Yg∗ = −ad∗Y , onde assumimos que
ad∗Y µ = µ ◦ adY , µ ∈ g∗. Assim, de acordo com a definic¸a˜o B.2.7,
ad∗ : g −→ End(g∗)
Y 7−→ −ad∗Y
e´ a acc¸a˜o da a´lgebra de Lie g associada a` acc¸a˜o coadjunta do grupo G, que se diz a
representac¸a˜o coadjunta de g. No aˆmbito deste exemplo, e´ importante ainda observar
o seguinte:
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• Chamamos subgrupo de isotropia coadjunto de G ao subgrupo de isotropia Gµ de
um elemento µ ∈ g∗ associado a` acc¸a˜o coadjunta do grupo. Por conseguinte,
Gµ = {g ∈ G : Ad∗g−1µ = µ} = {g ∈ G : Ad∗gµ = µ}. (B.2.2)
• A a´lgebra de Lie de Gµ diz-se a suba´lgebra de isotropia coadjunta e e´ definida por
gµ = {Y ∈ g : ad∗Y µ = 0}.
• A o´rbita coadjunta por µ ∈ g∗ e´ por definic¸a˜o a o´rbita do elemento µ sob a acc¸a˜o
coadjunta Ad∗, isto e´,
Oµ ≡ G · µ = {Ad∗g−1µ : g ∈ G} ⊂ g∗. (B.2.3)
Neste caso, tem-se
TξOµ ≡ Tξ (G · µ) = {−ad∗Y ξ : Y ∈ g},
para cada ξ ∈ Oµ.
Exemplo B.2.14. O levantamento tangente da acc¸a˜o do grupo.
Uma acc¸a˜o suave φ : G×M →M induz uma acc¸a˜o natural
φT : G× TM → TM
de G no fibrado tangente TM , designada por levantamento tangente da acc¸a˜o do grupo
e que e´ definida por φT (g, vx) = (Txφg) (vx), onde g ∈ G, x ∈ M e vx ∈ TxM , isto e´,
φTg = Tφg.
Exemplo B.2.15. O levantamento cotangente da acc¸a˜o do grupo.
Uma acc¸a˜o suave φ : G×M →M induz uma acc¸a˜o natural
φT
∗
: G× T ∗M → T ∗M
de G no fibrado cotangente T ∗M designada por levantamento cotangente da acc¸a˜o do
grupo e definida por φT
∗
g = T
∗φg−1, ou seja, φT
∗
(g, αx) =
(
T ∗φ(g,x)φg−1
)
(αx), para cada
g ∈ G, x ∈M e αx ∈ T ∗xM .
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Consideremos agora algumas propriedades que caracterizam diversos tipos de acc¸o˜es.
Definic¸a˜o B.2.16. Uma acc¸a˜o φ do grupo de Lie G na variedade M diz-se:
• Transitiva, se existe apenas uma o´rbita.
• Efectiva, se a aplicac¸a˜o g 7→ φg e´ injectiva, ou de forma equivalente, se a identi-
dade φg = idM implica que g = e.
• Livre, se o grupo de isotropia de todo o elemento x ∈M e´ constitu´ıdo apenas pela
identidade do grupo, Gx = {e}.
• Pro´pria, se a aplicac¸a˜o φ¯ : G×M →M ×M, (g, x) 7→ (x, φ(g, x)) e´ pro´pria, isto
e´, se K ⊂M ×M e´ compacto, enta˜o φ¯−1(K) tambe´m e´ compacto.
Importa observar que se o grupo de Lie G que actua na variedade M e´ um grupo
de Lie compacto, enta˜o a condic¸a˜o apresentada na definic¸a˜o anterior para que a acc¸a˜o
seja pro´pria e´ automaticamente satisfeita. Portanto, temos o seguinte resultado:
Lema B.2.17. Toda a acc¸a˜o de um grupo de Lie compacto e´ pro´pria.
O facto de uma acc¸a˜o de um grupo de Lie ser pro´pria torna-se uma ferramenta ex-
tremamente u´til, no sentido em que garante que algumas das importantes propriedades
de aˆmbito te´cnico de acc¸o˜es de grupos compactos continuam a ser va´lidas. Exemplo
disso e´ o lema a seguir apresentado e que e´ usado no cap´ıtulo 3 (consultar, por exemplo,
pa´gina 266 de [1] ou pa´gina 61 de [71]).
Lema B.2.18. Se uma acc¸a˜o do grupo de Lie G na variedade M e´ pro´pria e livre,
enta˜o, M/G e´ uma variedade diferencia´vel e a projecc¸a˜o quociente piG : M → M/G
e´ uma submersa˜o. (Para a definic¸a˜o de submersa˜o, consultar nota de rodape´ 1 do
apeˆndice A.)
Observac¸a˜o B.2.19. As seguintes acc¸o˜es sa˜o exemplos de acc¸o˜es pro´prias: os grupos
de Lie a actuar sobre si pro´prios por translac¸o˜es (exemplo B.2.11) e os levantamen-
tos tangente e cotangente destas acc¸o˜es (acc¸o˜es do grupo nos seus pro´prios fibrados
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tangente e cotangente, casos particulares dos exemplos B.2.14 e B.2.15); as acc¸o˜es de
grupos de Lie compactos (lema B.2.17); as acc¸o˜es restric¸a˜o a subgrupos de Lie fechados
de acc¸o˜es pro´prias (no sentido do lema B.2.4 e desde que as hipo´teses do lema sejam
satisfeitas). Para mais detalhes sobre estes exemplos, consulte-se a pa´gina 60 de [71].
B.3 Diferenciac¸a˜o das aplicac¸o˜es adjunta e coadjunta
O objectivo desta secc¸a˜o e´ apresentar algumas propriedades de utilidade pra´tica para
o presente trabalho. Sejam G um grupo de Lie, g a correspondente a´lgebra de Lie e g∗
o dual desta a´lgebra.
Se x e´ uma curva em G e Y e´ um elemento de g, enta˜o, como e´ demonstrado em [1]
(exemplo 4.1.25-(c)), temos
d
dt
(
Adx(t)Y
)
=
[
Tx(t)Rx−1(t)
dx
dt
(t) , Adx(t)Y
]
.
Agora, se Y e´ uma curva em g, a fo´rmula de Leibniz para derivadas permite-nos deduzir
d
dt
(
Adx(t)Y (t)
)
= Adx(t)
dY
dt
(t) +
[
Tx(t)Rx−1(t)
dx
dt
(t) , Adx(t)Y (t)
]
. (B.3.1)
Considerando em particular Y (t) = Adx−1(t)Y , temos Y = Adx(t)Y (t) que derivando em
ordem a t e usando (B.3.1), nos da´ 0 = Adx(t)(dY/dt)(t)+
[
Tx(t)Rx−1(t)(dx/dt)(t) , Y
]
.
Logo, (dY/dt)(t) = −Adx−1(t)
[
Tx(t)Rx−1(t)(dx/dt)(t) , Y
]
. Por fim, aplicando a pro-
priedade Adg[Z,W ] = [AdgZ,AdgW ], va´lida para todo g ∈ G e Z,W ∈ g, deduzimos
d
dt
(
Adx−1(t)Y
)
= −
[
Tx(t)Lx−1(t)
dx
dt
(t) , Adx−1(t)Y
]
. (B.3.2)
Seja µ ∈ g∗ e consideremos o vector tangente Xµ ∈ g identificado com µ atrave´s
da me´trica Riemanniana, isto e´, satisfazendo (2.1.6). Se x e´ uma curva em G, aplicando
(B.3.2) temos d
(
Adx−1(t)Xµ
)
/dt = − [Tx(t)Lx−1(t)(dx/dt)(t) , Adx−1(t)Xµ]. Atendendo
agora a`s propriedades (2.1.7) facilmente se conclui que
d
dt
(
Ad∗x(t)µ
)
= ad∗Tx(t)Lx(t)−1 (dx/dt)(t)Ad
∗
x(t)µ. (B.3.3)
A fo´rmula agora encontrada e´ usada no cap´ıtulo 3.
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B.4 Produto semidirecto de um grupo de Lie e um espac¸o
vectorial
O produto semidirecto de um grupo de Lie e um espac¸o vectorial, pode ser descrito
atrave´s de uma acc¸a˜o (a` esquerda ou a` direita) do grupo no espac¸o vectorial. Neste con-
texto, se a acc¸a˜o e´ descrita por isomorfismos do espac¸o vectorial, o produto semidirecto
e´ um grupo de Lie. Destacaremos o caso em que o grupo actua a` direita no espac¸o vec-
torial, visto ser a situac¸a˜o que interessa para esta dissertac¸a˜o. Refira-se que a utilizac¸a˜o
do produto semidirecto com representac¸a˜o a` direita aparece essencialmente em traba-
lhos sobre modelos de mecaˆnica cont´ınua e plasmas, onde este tipo de representac¸a˜o e´
mais conveniente do que a representac¸a˜o a` esquerda.
Seja V um espac¸o vectorial considerado como grupo abeliano aditivo. Represen-
temos por Aut(V ) o grupo de Lie dos isomorfismos lineares de V nele pro´prio, cuja
a´lgebra de Lie e´ o espac¸o das aplicac¸o˜es lineares de V nele pro´prio que denotamos por
End(V ). Suponhamos que o grupo de Lie G actua a` esquerda em V por isomorfismos
lineares. A representac¸a˜o de G em V e´ dada por
σ : G −→ Aut(V )
g 7−→ σ(g) : V −→ V
v 7−→ σ(g)v ≡ v · g.
A representac¸a˜o da a´lgebra de Lie associada a` representac¸a˜o do grupo e´, de acordo com
a definic¸a˜o B.2.7, a acc¸a˜o induzida pelos geradores infinitesimais da acc¸a˜o do grupo.
Portanto, temos a acc¸a˜o da a´lgebra
σ′ : g −→ End(V )
Y 7−→ σ′(Y ) : V −→ V
v 7−→ σ′(Y )v ≡ v · Y,
com v·Y = YV (v), onde YV representa o gerador infinitesimal da acc¸a˜o σ correspondente
a Y ∈ g (consultar definic¸a˜o B.2.5).
O seguinte resultado estabelece o conceito do grupo de Lie produto semidirecto de
186 Apeˆndice B. Grupos de Lie e acc¸o˜es de grupos de Lie
um grupo de Lie e um espac¸o vectorial:
Proposic¸a˜o B.4.1. [42] A variedade diferencia´vel produto cartesiano G × V munida
com a multiplicac¸a˜o
(g1, v1)(g2, v2) = (g1g2, v2 + v1 · g2),
para g1, g2 ∈ G e v1, v2 ∈ V e´ um grupo de Lie. O elemento identidade e´ (e, 0) e o
elemento inverso de um elemento (g, v) ∈ G× V e´ dado por (g, v)−1 = (g−1,−v · g−1).
Este grupo de Lie designa-se por produto semidirecto de G e V (ou produto semidi-
recto de G com V ) e denota-se por S := G⊗S V .
A estrutura de espac¸o vectorial para a a´lgebra de Lie s = g⊗S V , a´lgebra de Lie de
S, e´ g× V , e o seu pareˆntesis de Lie e´ definido por ([42])
[(Y1, v1), (Y2, v2)] = ([Y1, Y2], v1 · Y2 − v2 · Y1),
para Y1, Y2 ∈ g e v1, v2 ∈ V . Identifica-se o espac¸o dual s∗ com g∗ × V ∗ usando a
aplicac¸a˜o do par dual em cada factor.
B.5 Aplicac¸a˜o momento
Apresentamos nesta secc¸a˜o a definic¸a˜o de aplicac¸a˜o momento para variedades simple´cticas
e alguns dos resultados que envolvem este conceito.
Definic¸a˜o B.5.1. Uma acc¸a˜o simple´ctica e´ uma acc¸a˜o suave φ : G×M →M de um
grupo de Lie G numa variedade simple´ctica (M,ω) que satisfaz φ∗gω = ω, para cada
elemento g ∈ G, ou seja, G actua em M por simplectomorfismos.
Definic¸a˜o B.5.2. Seja (M,ω) uma variedade simple´ctica e φ : G × M → M uma
acc¸a˜o simple´ctica de G em M . Uma aplicac¸a˜o
J :M → g∗
diz-se uma aplicac¸a˜o momento (standard) para a acc¸a˜o φ, se para cada elemento Y ∈ g
o correspondente gerador infinitesimal YM :M → TM coincide com o campo de vector
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Hamiltoniano4 da func¸a˜o JY : M → R, definida por JY (x) :=< J(x), Y >, x ∈ M e
onde < ., . >: g∗ × g→ R e´ o par natural de dualidade. Isto e´, tem-se YM = XJY cujo
significado e´
iYMω = dJ
Y .
Chama-se G-espac¸o Hamiltoniano ao quadruplo (M,ω, φ, J).
Notemos que nem toda a acc¸a˜o simple´ctica tem uma aplicac¸a˜o momento, uma vez
que nem todo o campo de vectores localmente Hamiltoniano e´ (globalmente) Hamil-
toniano. A acc¸a˜o simple´ctica tem aplicac¸a˜o momento quando cada YM e´ globalmente
Hamiltoniano, isto e´, quando podemos garantir que para cada Y ∈ g existe uma func¸a˜o
globalmente definida JY ∈ C∞(M) tal que YM = XJY . Refira-se ainda que a aplicac¸a˜o
momento para uma acc¸a˜o simple´ctica pode na˜o ser u´nica. Contudo, se a variedade
M e´ simple´ctica e conexa, enta˜o a aplicac¸a˜o momento e´ determinada a menos de uma
constante em g∗.
Existem diversas generalizac¸o˜es do conceito de aplicac¸a˜o momento que se tornam
bastante u´teis em diversas a´reas de conhecimento tais como a mecaˆnica e a geometria.
Das nota´veis propriedades das aplicac¸o˜es momento destacamos o facto de estas serem
quantidades que se conservam no sentido descrito no teorema a seguir apresentado (lei
fundamental da conservac¸a˜o).
Teorema B.5.3. [1, 55, 71] Consideremos um G-espac¸o Hamiltoniano (M,ω, φ, J).
Seja H : M → R um Hamiltoniano G-invariante deste G-espac¸o Hamiltoniano, ou
seja, tal que e´ satisfeita a condic¸a˜o
H ◦ φg = H,
para todo o g ∈ G. Enta˜o, J : M → g∗ e´ constante ao longo do fluxo do campo de
vectores Hamiltoniano XH : M → TM . Podemos tambe´m dizer que J e´ um integral
para XH ou ainda que J e´ conservado ao longo das trajecto´rias de XH . Isto significa
4O campo de vectores Hamiltoniano Xf , de uma func¸a˜o real f definida numa variedade simple´ctica
(M,ω), define-se como sendo o u´nico campo de vectores em M que satisfaz iXfω = df .
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que, se Ft :M →M e´ o fluxo de XH , enta˜o
J ◦ Ft = J.
Observac¸a˜o B.5.4. O teorema acima exposto e´ uma versa˜o geome´trica do conhecido
teorema de E. Noether, cuja origem vem de me´todos variacionais. As simetrias do
sistema Hamiltoniano da˜o lugar a integrais do movimento cuja existeˆncia e´ bastante
importante, uma vez que estes permitem reduzir a dimensa˜o da variedade onde o movi-
mento tem lugar. A teoria da reduc¸a˜o e´ uma ferramenta fundamental na ana´lise de
sistemas com simetrias. Neste aˆmbito, um dos processos de maior relevaˆncia na nova
era da teoria da reduc¸a˜o e´ a reduc¸a˜o simple´ctica, que surgiu em 1974 no artigo [56]
de Marsden e Weinstein, e na qual a aplicac¸a˜o momento desempenha um papel crucial
(ver secc¸a˜o 3.1 do cap´ıtulo 3).
Definic¸a˜o B.5.5. Consideremos um G-espac¸o Hamiltoniano (M,ω, φ, J). A aplicac¸a˜o
momento J :M → g∗ diz-se Ad∗-equivariante, ou simplesmente equivariante, se
J (φg(x)) = Ad∗g−1J(x),
para todo o g ∈ G e x ∈M , isto e´, se o seguinte diagrama e´ comutativo:
M
φg //
J
²²
M
J
²²
g∗
Ad∗
g−1
// g∗
.
Podemos afirmar que uma aplicac¸a˜o momento equivariante transporta uma acc¸a˜o
do grupo de Lie G em M , para a acc¸a˜o coadjunta de G em g∗ dada no exemplo B.2.13.
Existem variadas te´cnicas para a construc¸a˜o das aplicac¸o˜es momento, sendo que
muitos dos resultados relativos a este assunto teˆm por base o teorema a seguir apresen-
tado, que nos fornece um crite´rio para construir uma aplicac¸a˜o momento equivariante
para uma acc¸a˜o simple´ctica associada a uma forma simple´ctica exacta. Destacamos
tambe´m um corola´rio deste teorema, onde se considera um dos casos particular mais
importantes, o das acc¸o˜es levantamento cotangente abordadas no exemplo B.2.15. Refe-
rimos [1] (pa´ginas 282 e 283) para uma consulta da demonstrac¸a˜o destes resultados.
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Teorema B.5.6. Seja φ uma acc¸a˜o simple´ctica, de um grupo de Lie G numa variedade
simple´ctica (M,ω). Suponhamos que a forma simple´ctica ω em M e´ exacta (ω = −dθ)
e que a 1-forma θ e´ invariante relativamente a` acc¸a˜o, isto e´, φ∗gθ = θ para todo o
g ∈ G. Enta˜o, a aplicac¸a˜o J : M → g∗ definida por [J(x)](Y ) = (iYM θ) (x) e´ uma
aplicac¸a˜o momento Ad∗-equivariante para a acc¸a˜o φ, onde x ∈ M , Y ∈ g e YM e´ o
gerador infinitesimal da acc¸a˜o φ correspondente a Y .
Corola´rio B.5.7. Consideremos a acc¸a˜o levantamento cotangente de G em T ∗M de
uma acc¸a˜o φ de G em M (definida de acordo com o exposto no exemplo B.2.15).
Enta˜o, esta acc¸a˜o levantamento e´ simple´ctica em relac¸a˜o a` forma simple´ctica cano´nica
de T ∗M e tem uma aplicac¸a˜o momento Ad∗-equivariante dada por J : T ∗M → g∗,
[J(αx)](Y ) = αx(YM (x)), para todo o x ∈ M , αx ∈ T ∗xM e Y ∈ g e onde YM e´ o
gerador infinitesimal da acc¸a˜o φ correspondente a Y .
Finalizamos esta secc¸a˜o com um resultado, de que necessitamos no cap´ıtulo 3,
que estabelece a relac¸a˜o entre valores regulares e simetrias e que foi apresentado pela
primeira vez em [9]. Recordamos primeiro, da teoria das variedades, a definic¸a˜o de
valor regular.
Definic¸a˜o B.5.8. Seja f : M → N uma aplicac¸a˜o suave entre duas variedades dife-
rencia´veis. Um elemento n ∈ N diz-se um valor regular de f se para cada m ∈ f−1(n),
a aplicac¸a˜o linear Tmf (aplicac¸a˜o tangente de f em m) e´ suave e sobrejectiva.
Teorema B.5.9. Seja (M,ω, φ, J) um G-espac¸o Hamiltoniano. Um elemento µ ∈ g∗ e´
um valor regular de J se e so´ se a a´lgebra de isotropia de qualquer elemento z ∈ J−1(µ)
e´ constitu´ıda apenas pelo elemento zero, gz = {0}.
Demonstrac¸a˜o. Da definic¸a˜o anterior sabemos que µ ∈ g∗ e´ um valor regular de J se
TzJ : TzM → g∗ e´ sobrejectiva, para qualquer z ∈ J−1(µ). Esta condic¸a˜o e´ equivalente
a afirmar que [(TzJ)(v)] (Y ) = 0, ∀v ∈ TzM implica Y = 0, onde Y ∈ g. Ora, da
definic¸a˜o B.5.2 de aplicac¸a˜o momento, vem [(TzJ)(v)] (Y ) = [dJY (z)](v) = ω(YM (z), v).
Usando agora a na˜o-degeneraˆncia da forma simple´ctica ω, conclu´ımos que µ e´ um valor
regular de J se e so´ se YM (z) = 0 implica Y = 0, ou seja, gz = {0}.
190 Apeˆndice B. Grupos de Lie e acc¸o˜es de grupos de Lie
Refira-se que o teorema anterior fornece uma te´cnica para reconhecer os valores
regulares no processo de reduc¸a˜o que abordamos no cap´ıtulo 3.
Interessa-nos ainda recordar que se µ ∈ g∗ e´ um valor regular de J , pelo teorema
da func¸a˜o impl´ıcita, J−1(µ) e´ uma subvariedade. Enta˜o, a inclusa˜o i : J−1(µ) ↪→ M
e´ uma imersa˜o injectiva, ou seja, um homeomorfismo na sua imagem i
(
J−1(µ)
)
, onde
esta imagem esta´ equipada com a topologia relativa induzida por M . Em particular,
J−1(µ) e´ uma subvariedade inicial deM (ver definic¸a˜o B.2.3). Para mais detalhes sobre
a caracterizac¸a˜o de subvariedades, consultar pa´gina 5 de [71].
Apeˆndice C
Problemas de controlo o´ptimo
O princ´ıpio do ma´ximo de Pontryagin tem um papel primordial na teoria de controlo
o´ptimo, uma vez que fornece condic¸o˜es necessa´rias para a existeˆncia de soluc¸a˜o do
problema. Neste apeˆndice resumiremos a versa˜o geome´trica do princ´ıpio do ma´ximo,
escrevendo as equac¸o˜es Hamiltonianas associadas a um problema de controlo o´ptimo,
tambe´m descrito geometricamente, em termos de uma equac¸a˜o simple´ctica.
C.1 Formulac¸a˜o geome´trica de um problema de controlo
o´ptimo
Sejam Q uma variedade diferencia´vel de dimensa˜o finita n e B um fibrado sobre a
variedade Q com projecc¸a˜o τ : B → Q. Consideremos ainda um campo de vectores
Π : B → TQ ao longo da projecc¸a˜o τ , isto e´, tal que o seguinte diagrama e´ comutativo
B
Π //
τ
&&NN
NNN
NNN
NNN
NNN
TQ
piQ
²²
Q
,
onde piQ representa a projecc¸a˜o cano´nica natural de TQ emQ. Um problema de controlo
o´ptimo com espac¸o de estados Q e fibrado de controlos B consiste em:
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Determinar as curvas γ : [0, T ] → B de classe C2, seccionalmente suaves e
com T ∈ R+, com condic¸o˜es iniciais e finais fixas no espac¸o de estados, que
satisfazem a equac¸a˜o
d
dt
(τ ◦ γ)(t) = Π(γ(t)) (C.1.1)
e minimizam a funcional integral
∫ T
0 L(γ(t))dt, onde L e´ uma func¸a˜o suave
L : B → R designada por func¸a˜o custo.
Utilizamos a designac¸a˜o sistema de controlo para nos referirmos a` equac¸a˜o (C.1.1), ou,
em alternativa, ao campo de vectores Π. Uma curva integral de Π, ou seja, uma curva γ
em B que satisfaz o sistema de controlo apresentado, diz-se uma trajecto´ria do sistema
de controlo.
Note-se que se considerarmos um sistema de coordenadas locais (x1, . . . , xn) em Q
e (x1, . . . , xn, u1, . . . , um) representar o sistema de coordenadas naturais em B (onde
n + m = dimB), enta˜o o sistema de controlo traduz-se pelo sistema de equac¸o˜es
diferenciais
x˙i = Πi(x, u), i = 1, . . . , n,
para (x, u) ∈ B e onde Πi sa˜o as componentes do campo de vectores Π ao longo
de τ relativamente a` base natural do espac¸o tangente TxQ induzida pelo sistema de
coordenadas em Q.
C.2 Descric¸a˜o simple´ctica do problema de controlo
Apresentamos nesta secc¸a˜o, a descric¸a˜o Hamiltoniana do problema de controlo o´ptimo
da secc¸a˜o precedente, baseada numa abordagem geome´trica (simple´ctica) do princ´ıpio
do ma´ximo de Pontryagin. Para tal, consideramos os seguintes elementos:
• O produto fibrado T ∗Q×Q B do espac¸o de co-estados e do fibrado de controlos.
• A func¸a˜o Hamiltoniana H : T ∗Q×Q B → R definida por
H(x, p, u) = p [Π(x, u)]− L(x, u),
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para (x, p, u) ∈ T ∗Q×QB (isto e´, x ∈ Q, p ∈ T ∗xQ e (x, u) ∈ B, com τ(x, u) = x).
• A projecc¸a˜o cano´nica pr1 : T ∗Q×Q B → T ∗Q.
• A forma simple´ctica cano´nica ω0 em T ∗Q.
A H associamos o campo de vectores Hamiltoniano XH : T ∗Q ×Q B → TT ∗Q que e´
um campo de vectores ao longo de pr1, isto e´, tal que se verifica a comutatividade do
seguinte diagrama (onde piT ∗Q e´ a projecc¸a˜o cano´nica natural de TT ∗Q em T ∗Q):
T ∗Q×Q B XH //
pr1
))RRR
RRR
RRR
RRR
RRR
TT ∗Q
piT∗Q
²²
T ∗Q
,
que satisfaz
iXHω0 = dH, (C.2.1)
onde estamos a usar o s´ımbolo iZ para representar o produto interior de um campo de
vectores Z ao longo de uma aplicac¸a˜o f : N → M . Isto e´, se ω e´ uma p-forma em M ,
enta˜o iZω e´ uma (p− 1)-forma em N dada por
(iZω)(n)(v1, . . . , vp−1) = ω(f(n))(Z(n), Tnf(v1), . . . , Tnf(vp−1)),
para qualquer n ∈ N e v1, . . . , vp−1 ∈ TnN (para mais detalhes, consultar [72]).
Representemos por (x1, . . . , xn, p1, . . . , pn) o sistema de coordenadas natural de T ∗Q
e consideremos XH =
∑n
i=1A
i(∂/∂xi) +
∑n
i=1Bi(∂/∂pi), onde Ai e Bi sa˜o func¸o˜es
suaves em T ∗Q. Como e´ do conhecimento geral, ω0 =
∑n
i=1 dx
i ∧ dpi, logo,
iXHω0 =
n∑
i=1
(Aidpi −Bidxi).
Por outro lado, considerando (x1, . . . , xn, u1, . . . , um, p1, . . . , pn) o sistema de coorde-
nadas naturais em T ∗Q×Q B, temos
dH =
n∑
i=1
∂H
∂xi
dxi +
m∑
a=1
∂H
∂ua
dua +
n∑
i=1
∂H
∂pi
dpi.
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Face ao exposto, podemos concluir que a equac¸a˜o simple´ctica (C.2.1) e´ equivalente a
Ai =
∂H
∂pi
, Bi = −∂H
∂xi
e
∂H
∂ua
= 0,
para i = 1, . . . , n e a = 1, . . . ,m. Portanto, a soluc¸a˜o da equac¸a˜o simple´ctica e´ dada
pelo campo de vectores
XH =
n∑
i=1
(
∂H
∂pi
∂
∂xi
− ∂H
∂xi
∂
∂pi
)
definido no subconjunto
{(x, p, u) ∈ T ∗Q×Q B : ∂H
∂ua
= 0, a = 1, . . . ,m}.
Consequentemente, para estudar os candidatos a extremantes locais do problema temos
de considerar o seguinte sistema de equac¸o˜es, denominadas por equac¸o˜es cr´ıticas,
x˙i =
∂H
∂pi
, p˙i = −∂H
∂xi
e
∂H
∂ua
= 0, i = 1, . . . , n, a = 1, . . . ,m,
cujas soluc¸o˜es sa˜o designadas por trajecto´rias cr´ıticas. Se os controlos ua, a = 1, . . . ,m,
se determinarem explicitamente como func¸o˜es das varia´veis x e p, conseguimos reduzir
o problema ao estudo das 2n equac¸o˜es diferenciais
x˙i =
∂H
∂pi
, p˙i = −∂H
∂xi
, i = 1, . . . , n,
as conhecidas equac¸o˜es Hamiltonianas ou equac¸o˜es de Hamilton (onde aqui H depende
apenas de (x, p) ∈ T ∗Q).
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