Abstract. This work focuses on characterizing the integral features of atomic diffusion in Ni/Al nanolaminates based on molecular dynamics (MD) computations. Attention is focused on the simplified problem of extracting the diffusivity, D, in an isothermal system at high temperature. To this end, a mixing measure theory is developed that relies on analyzing the moments of the cumulative distribution functions (CDFs) of the constituents. The mixing measures obtained from replica simulations are exploited in a Bayesian inference framework, based on contrasting these measures with corresponding moments of a dimensionless concentration evolving according to a Fickian process. The noise inherent in the MD simulations is described as a Gaussian process, and this hypothesis is verified both a priori and using a posterior predictive check. Computed values of D for an initially unmixed system rapidly heated to 1500 K are found to be consistent with experimental correlation for diffusion of Ni into molten Al. On the contrary, large discrepancies with experimental predictions are observed when D is estimated based on large-time mean-square displacement (MSD) analysis, and when it is evaluated using the Arrhenius correlation calibrated against experimental measurements of self-propagating front velocities. Implications are finally drawn regarding extension of the present work and potential refinement of continuum modeling approaches.
Introduction.
Reactive multilayer foils are nanostructures comprised of alternating layers of materials that mix exothermically. The microstructure of these foils is characterized in terms of the bilayer thickness, defined as the thickness of a pair of alternating material layers. While a typical bilayer thickness is small, on the order of tens of nanometers, a foil can contain a large number of layers, yielding a total thickness ranging from 10 to 200 μm. The reaction in these multilayer foils can be triggered through a concentrated energy pulse, such as an electric spark or a thermal pulse. Self-propagating fronts consequently occur, with speeds ranging from 1 to 30 m/s [1, 2, 3, 4, 5, 6] .
Several experimental and computational studies have aimed at studying the mean velocity of self-propagating fronts in reactive multilayers [7, 8, 9, 10, 11, 12, 13, 14] . In particular, models for self-propagating fronts have been based on a simplified, continuum description of atomic mixing, assuming a Fickian diffusion process with a diffusivity exhibiting an Arrhenius dependence on the temperature, T . Thus, the diffusivity is typically expressed as
where D 0 is the pre-exponent, E is the activation energy, and R is the gas constant.
In this formalism, D 0 and E are regarded as empirical constants, which are obtained from best fits to experimental observations of front velocities [7] . The evolution of the fronts, mainly steady, can also show unsteady features [10, 11, 15, 16, 17] . Existing models of self-propagating fronts in reactive multilayers have been based on steady formulations of the multidimensional reaction fronts, thus neglecting all the unsteady effects. This assumption limits the computational cost required to obtain the desired predictions.
The most common approach used in continuum modeling of reactive multilayer is based on single-layer, adiabatic formulations [7, 9, 13, 18] , in which computations are typically restricted to a single representative bilayer of the multilayer stack. These models assume that atomic mixing can be described in terms of a Fickian process, and that a fast, diffusion-limited combustion regime prevails. Moreover, since the thermal diffusivity is orders of magnitude larger than the atomic diffusivity, temperature variations across the layers are ignored so that the temperature distribution varies only with axial position and time. To further reduce the computational cost, symmetry arguments have been successfully applied to concentrate the computations to a quarter bilayer. The assumption of an adiabatic system has been relaxed in some studies, which have focused on the evolution of self-propagating fronts in thin foil geometries. In this case, the curvature of the reaction front is neglected and the heat losses can be accounted for without the need to develop a multidimensional formulation. The resulting lumped parameter models have been particularly used to explore the impact of conductive and radiative losses on the front velocity [12] , and to characterize the evolution of the front in reactive foils deposited on a substrate [19] .
In recent work [20, 21, 22] , Salloum and Knio developed and tested a reduced model for simulating transient reactions in Ni/Al nanolaminates, based on the continuum formulation developed in [13] . The approach introduced in [20] aims at reducing the computational costs involved in transient computations, namely by expressing the local atomic mixing rates in terms of an evolution equation for a stretched time scale that reflects the age of the mixed layer. This is obtained based on an approximate theoretical analysis of a quasi-one-dimensional (1D) evolution equation of the conserved scalar. The analysis yields a canonical solution for the concentration profile, whose instantaneous moments can be readily determined based on the evolution of the stretched time scale. As shown in [20, 21, 22] , this leads to substantial computational savings, and can thus be exploited for simulations of transient reaction fronts in multiple space dimensions.
The continuum approaches described above have been successful in capturing a variety of experimentally observed phenomena, including the dependence of the front velocity and ignition properties on material and microstructural parameters.
A weakness or criticism of prior approaches, however, concerns the fact that atomic mixing rates are based on empirical fits, which are calibrated based on a limited set of experimental data and reflect averages over wide temperature ranges. This leads to fundamental questions concerning the range of validity of the corresponding computational predictions. One of the goals of the present work is to explore the potential for molecular dynamics (MD) computations to shed additional light on the integral features of atomic mixing processes, and consequently yield improved or more robust continuum representations for these processes. Another motivation concerns the possibility of using MD models to explore material systems that have not been experimentally observed, namely before substantial investments are applied towards synthesizing or fabricating initial samples. A long-term perspective is exploiting MD computations in a new multiscale paradigm that spans multiple decades of spatial length-scales, namely by extracting key parameters of reduced-order models directly and thus bypassing intermediate continuum or mesoscale regimes.
The objective of the present work is to characterize diffusion in an Ni/Al system using MD computations in conjunction with a Bayesian inference formalism. Being our first attempt in this direction, attention is focused on the simplified problem of extracting the diffusivity in an Ni/Al system under isothermal-isobaric conditions. This simplified approach allows us to look at the extraction of a single, rather than temperature-dependent diffusivity and, consequently, test the suitability of the inference formalism in an idealized setting.
Previous experiments have aimed at studying the diffusivity of Ni into molten Al under different conditions; see, e.g., [23, 24, 25, 26] and references therein. In particular, Zhao et al. [23] investigated the dissolution kinetics of nickel in liquid aluminum under the influence of a DC-current. The current has a marked effect on the diffusion constant and, correspondingly, the application of the current significantly decreased the activation energy of dissolution. In the context of numerical studies [27, 28] , the Voter and Chen version of the embedded atom model (VC-EAM) [29] has been used in conjunction with MD to compute the diffusion constant D and shear viscosity of the FCC transition metals Ni, Pd, Pt, Cu, Ag, and Au in the liquid phase. The VC-EAM differs from other EAM approaches in that the core-core pair interaction has a medium-range attractive contribution, rather than being entirely repulsive, and the properties of the diatomic molecule, as well as bulk solid-state properties, are used in fitting the embedding function and pair interaction. The good agreement between the VC-EAM predictions and available experimental data [30] suggests that this model and other EAM approaches may also be capable of describing reasonably well the transport coefficients of binary liquid alloys including at least one transition metal.
Comparison between simulated and experimental data for the transport coefficients can be made in the case of liquid Ni-Al, for which experimental data is available; see [31] and references therein. The above studies, however, make use of common, well-established methods to extract the diffusivity, e.g., the Einstein-Smoluchowsky diffusion equation, in which the diffusion coefficient appears in the slope of the meansquare displacement versus time, or the Green-Kubo relation, which expresses the transport coefficient in terms of the velocity autocorrelation function.
In the present study, we are primarily interested in describing the evolution of the system from a state consisting of compositionally pure layers towards a well-mixed state, and, therefore, an alternative approach is used. Specifically, we develop a mixing measure theory for the atomistic system, based on analyzing the moments of the cumulative distribution function (CDF) of the atoms. The mixing measure thus obtained is compared to corresponding moments in the continuum Fickian formulation of mixing, following the analysis in [20] . Replica MD computations are used to generate a set of data to which a Bayesian inference analysis is applied to extract the diffusivity, D. This formalism allows us to rationally account for the noise inherent in the MD computations and, consequently, establish well-defined posterior estimates of the diffusion coefficient.
The article is organized as follows. In section 2, we provide a brief summary of the continuum formulation introduced in [20] , and, then, derive analytical expressions for the appropriate moments of a dimensionless concentration. In section 3, we outline the MD computations and introduce the mixing measure associated with the atomistic system. In section 4, we describe the Bayesian inference approach used to extract the diffusivity. Results and conclusions are presented in sections 5 and 6, respectively. 2. Continuum model. In this section, we discuss the continuum model adopted to describe mixing. This approach is based on the recent work by Salloum and Knio [20] , where a reduced-order model was developed to simulate transient reactions in Ni/Al nanolaminates. Figure 1 shows a schematic of a representative bilayer of Ni/Al of total thickness λ. Assuming that the diffusion process is Fickian and that diffusion across the layers is dominant (x-direction in Figure 1 ), atomic mixing is described in terms of a 1D evolution equation of a dimensionless conserved scalar, c(x, t), according to
∂x 2 , where D is the diffusion coefficient. The conserved scalar is defined so that c = 1 for pure Al, c = −1 for pure Ni, and c = 0 for pure NiAl. The layers are assumed to be geometrically flat and organized in a periodic arrangement. We also assume that the layers are initially compositionally pure, i.e., composed of either Al or Ni. To simplify the analysis [20] , the domain of interest is restricted to the region 0 ≤ x ≤ δ, where δ is the half-thickness of the Al layer, as shown in Figure 1 . At x = 0, i.e., at the Ni/Al interface, a state of complete mixing prevails, and so the Dirichlet condition c = 0 is imposed. Meanwhile, the approximate symmetry condition ∂c/∂x = 0 is imposed at x = δ, i.e., at the upper bound of the domain.
Following the analysis by Salloum and Knio [20] , a canonical solution of (2) is sought by introducing the normalized stretched time variable,
and the normalized spatial coordinate,
Note that for the present isothermal computations, the expression for the stretched time variable simplifies to
The definitions above enable us to rewrite (2) as
with initial condition
and boundary conditions
The advantage of the transformation above is that both the diffusion coefficient, D, and the domain size, δ, drop out from the formulation of the canonical system. Hence, a single solution can be obtained, and later generalized to arbitrary values of D and δ. The solution of the canonical problem can be obtained analytically in terms of a Fourier-sine series
where (10) F n = 4 (2n − 1)π are the Fourier coefficients. This solution can be readily exploited to estimate the first and second moments of the concentration profile, which can be respectively expressed as
where we have substituted the simplified expression of τ from (5) in order to make explicit the dependence of the moments on the dimensional variables t, δ, and D.
Note that the first moment M c defines a measure that can be used to quantify the amount of mixing. Specifically, for the unmixed initial state we have (13) c(x, t = 0) = 1 =⇒ M c (t = 0) = 1, whereas a completely mixed system yields
Note, also, that M c (t) decays monotonically from M c = 1 towards its asymptotic value, M c = 0, at a rate that depends on the diffusion constant D.
In the analysis below, we will be primarily interested in characterizing the integral features of the mixing process, namely for intermediate and large values of the dimensionless timescales, i.e., τ = Ø(1) or larger. In other words, we are interested in time scales over which the reactants are substantially consumed. In these situations, the Fourier-sine series given above is quite efficient, in the sense that accurate solutions can be obtained when the series is truncated after the first few terms. In fact, as the dimensionless time, τ , becomes large, the Fourier-sine series asymptotes to the corresponding leading term yielding
as τ → ∞ and
as t → ∞. Remark 1. At small times, the Fourier series solution becomes inefficient, requiring an increasing number of terms as t → 0. In these cases, a more suitable approach to evaluate the concentration function and its moments is based on an error function expansion. Specifically, the solution of (6) can be expressed as
and its first moment is given by
where
Remark 2. The Fourier-sine and error function expansions given above are analytical representations of the same solution, and so yield identical results. We verified that this is indeed the case, based on direct evaluation of the corresponding expressions. This was conducted at small, intermediate, and large times, and the exercise reflected the rapid convergence of the error function expansion at small times, and of the sine series representation at large times.
Remark 3. In the computations below, we rely exclusively on the Fourier-sine representation, particularly on the mixed measure representation given by (11) . This is primarily driven by computational savings associated with the rapid convergence of the Fourier expansion for times that are of the order of the mixing time scale or larger. The corresponding efficiency is significant, since multiple evaluations of the analytical representation of the mixed measure are required to perform the Bayesian inference analysis.
3. Atomistic system. In this section, we provide a brief outline of the MD computations and, then, discuss the development of a mixing measure approach to quantify the amount of atomic mixing in the MD system.
MD computations.
In order to extract the diffusivity in Ni/Al bilayers within a Bayesian inference framework, our first goal is to build a database of MD computations. The computations, performed with LAMMPS [32] (lammps.sandia.gov), are based on the embedded atom method (EAM) [33, 34, 35] . In this model, the total energy E total is expressed as
where Φ ij (r ij ) is the two-body pairwise potential between atoms i and j separated by a distance r ij , and F i is the embedding energy, i.e., the energy to insert an atom i into an electron gas of densityρ i . The host electron density is calculated assuming that the electron density in the vicinity of atom i can be approximated as a linear superposition of isotropic contributions from individual atoms according to (20) 
where ρ i (r ij ) is the electron density of atom i due to atom j. The pairwise interaction, electron density, and embedding energy depend on the chemical species. The embedding function is assumed to be a purely local function of the electron distribution.
In the present work, we consider the EAM potential developed by Mishin [36] , which was parametrized by using experimental properties combined with a large set of firstprinciples data. This potential provides an accurate description of a large variety of properties, such as phonon frequencies, thermal expansion, diffusion, and equations of state for Al, Ni, and their alloys. Note that although this EAM potential reproduces many aspects of the Ni/Al phase diagram, the computed formation energies of Alrich compounds lie above the NiAl-Al line and are not present as stable intermetallic phases, in contradiction to the experimental phase diagram.
Periodic boundary conditions are implemented in all three directions to approximate the effect of an infinite array of layers in the z direction that extend without bound in the x and y directions. The simulation domain is of size 80 × 31 × 31Å in the x, y, and z directions, respectively. Initially, the system is at room temperature (T = 300 K) and comprised of compositionally pure layers, with Ni atoms occupying the region 0 ≤ x ≤ 31Å, and Al atoms occupying the region 31 ≤ x ≤ 80Å; see The MD computation is divided in two main parts. First, the system is quickly heated from T = 300 K to the desired temperature, T = 1500 K, at constant zero pressure using a time step Δt = 0.005 ps. For this rapid heating stage, 20000 integration steps are performed. Using the same time step, the whole system is then simulated for 300000 integration steps under isobaric-isothermal ensemble control (NPT), setting P = 0 Pa and T = 1500 K. The pressure and temperature of the system are maintained in equilibrium with a heat and mechanical reservoir using a Nose-Hoover/Parrinello-Rahman formalism [37, 38, 39, 40, 41] . Dynamic feedback between these reservoirs and the system allows the volume and the kinetic energy to fluctuate about the desired mean values as expected in an equilibrium system. The barostatting and thermostatting time scales were 2 ps. Attention is focused on the second phase of the simulation, during which the mixing occurs under isothermal conditions.
In order to quantify potential effects of variability in the MD database, vacancies are initially introduced in the system by randomly deleting 0.5% of both Ni and Al atoms. By drawing different realizations from a pseudorandom number generator, 80 different initial configurations are generated starting from the same "nominal" system with no vacancies. For each realization thus obtained, the behavior of the system is determined following the procedure outlined above. Though the level of vacancies is admittedly large, the computed behavior of the systems with vacancies, as determined using the integral analysis below, was found to be very close to that of the nominal system. Thus, for the present conditions, the introduction of vacancies enabled us to obtain a database sufficiently large for the purpose of the Bayesian inference of the atomic diffusivity, without substantial impact on the integral features of the mixing process.
3.2.
Mixing measure for the atomistic system. The main purpose of the present analysis is to define a mixing measure that can be used to quantify the amount of atomic mixing in the MD computations, and that can be suitably contrasted to the mixing measure used in the Fickian continuum model, namely the normalized first moment, M c (t), of the scalar concentration c(x, t); see (11) . To this end, we start by defining the instantaneous CDFs of each constituent in the MD system according to
where n i (x, t) refers to the number of atoms of i-th type at time t whose abscissae are smaller than x, and N i is the total number of atoms of the same type in the entire domain. For the present NPT simulations, the N i 's are constant. The CDFs C 1 and C 2 can be readily estimated from MD computations, based on the instantaneous coordinates of the atoms. Based on these CDFs, we define the following integral measure:
where λ is the bilayer thickness; see Figure 1 .
For an Ni/Al bilayer comprised of compositionally pure layers at t = 0, as in the present computations, the Ni atoms (type 1) are initially located in the region 0 ≤ x < β, whereas the Al atoms (type 2) are confined in the region β ≤ x ≤ λ, as shown in Figure 2 . With this convention, the half-thickness δ of the aluminum layer is given by
At t = 0, we then have
As an example, Figure 3 
which, upon substitution of (24) and (25) , leads to
Hence, the initial values M d (t = 0) and M c (t = 0) (see (13) ) are identical.
As time progresses, the system tends towards a state where atoms of different type are uniformly distributed over the domain or, in other words, an ideally mixed system; see Figure 3 (b). (Due to intrinsic noise in the MD system, however, fluctuations are always observed, even at large times.) For such an idealized state, the CDFs C 1 and C 2 coincide and are given by
which immediately yields
Thus, the large-time asymptotic values of M d and M c also coincide. From the discussion above, we note that M d is a symmetrized first moment of the CDFs that starts at M d = 1 for an unmixed state and asymptotically tends to 0 for a well-mixed system, whereas M c is a first moment of the concentration profile, starting at M c = 1 and tending towards 0 as t → ∞. Consequently, a suitable inference strategy can be based on "comparing" analytical estimates of M c (t) for a given D, with computed MD-based realizations of M d (t). A simplified approach consistent with this strategy is developed below.
Bayesian inference.
A simplified approach to the inference of the diffusion coefficient is adopted that relies on a single scalar observable rather than the entire history of the mixing measure, M d (t). To this end, we define as "conversion time" the value of t/δ 2 at which the mixing measure M d first reaches a specified threshold. For instance, the 90% conversion time corresponds to the value of t/δ 2 at which M d = 0.1. Lett d be the conversion time computed for a single realization of the atomistic system. A likelihood function can then be constructed from the following relationship:
wheret c (D) is the corresponding conversion time computed with the continuum model, which is a function of the diffusion coefficient D. The discrepancy between the continuum prediction and the realizations of the MD system is captured by the random variable . With N independent realizations of the MD computations, we introduce the likelihood function,
where p represents the probability density associated to the random variable . A key step in every inference analysis [42] concerns the representation of the distribution of . Based on central limit theorem arguments, we assume to be Gaussian with mean zero and variance σ 2 ; in short ∼ N (0, σ 2 ). We will verify this distributional hypothesis both a priori and using posterior predictive checks. Also, we will not prescribe a fixed value for the variance σ 2 , but we will treat it as a hyperparameter and jointly infer σ 2 and D. Using Bayes' theorem, the joint posterior distribution of these parameters can be written as
where A is a normalization coefficient. Evaluating the posterior probability density requires the definition of the prior densitiesp(D) andp(σ 2 ). The priors represent knowledge about the parameters before analyzing the MD simulations; see [42] for more details. In this case, we assume a priori independence. Since sharp priors are generally not available, and since a large MD database can be obtained in the present isothermal setting, we rely on relatively noninformative priors. A suitable and convenient choice is a Jeffreys prior for both D and σ 2 , expressed in the following form [42] :
The problem now reduces to simulating from the posterior density (32) . In general, when the space of the unknown parameters is multidimensional, a suitable computational strategy is based on Markov chain Monte Carlo (MCMC). However, since our problem is two-dimensional, the joint posterior (32) can be readily evaluated on a grid of D and σ 2 values. One can then marginalize over σ 2 to obtain the quantity of interest, i.e., the posterior distribution of D alone. In the analysis below, we perform and compare both approaches for the purpose of verifying predictions.
Results.
In this section, we discuss the results obtained using the inference approach outlined above. In subsection 5.1, we examine the MD database, in particular verifying that the noise in the MD computations is normally distributed. Inference results are then presented in subsection 5.2, and a posteriori verification of the predictions is conducted in 5.3. In subsection 5.4, we briefly explore the possibility of extracting the mean diffusivity based on the analysis of the mean-square displacements at large time. A discussion is finally provided in subsection 5.5 in light of available experimental correlations.
A priori analysis of MD predictions.
In the simplified analysis of section 4, the discrepancy between the continuum prediction and the MD realizations was represented in terms of a random variable ; see (30) . The variable was assumed to be normally distributed. In order to verify this hypothesis, we perform a statistical analysis based on computing the quantiles of the MD realizations of a given conversion time,t d . Figure 4 shows the evolution of the integral measure for 50 realizations of the atomistic system. Specifically, M d is plotted against the reduced time scale t/δ 2 . Note that in the early stages of the computations, a sharp transient is observed, associated with an abrupt drop in M d . This appears analogous to observations made in simulations of intermixing in nanoparticles, particularly for systems involving size mismatch [43] . The sharp transient is of short duration, and accounts for a small fraction of the initial heating stage, t/δ 2 ≤ 0.16. Subsequently, the mixing measure evolves smoothly, decaying monotonically in a manner that is reminiscent of a Fickian process. MD data follow a normal distribution. Specifically, the computed curves would be linear when the data are normally distributed, and would exhibit a different trend when this is not the case. The results indicate that as M d decreases from 0.3 to 0.05, i.e., as mixing increases, the hypothesis that the MD data are normally distributed becomes increasingly more accurate. For panels (a) and (b) (M d = 0.3 and 0.2, respectively) the results show that the quantiles substantially deviate from the theoretical prediction, represented by the dash-dotted line. On the other hand, the quantiles shown on panels (c) and (d) (M d = 0.1 and 0.05, respectively) follow closely the idealized Gaussian curve, with only few outliers at the high and low ends of the range. Consequently, a normal distribution appears to be a valid assumption when M d = 0.1 and 0.05, whereas it is not appropriate at earlier times, i.e., when
We further examine the hypothesis that the noise is normally distributed by constructing the probability density of the MD realizations t i
, and comparing the results to a Gaussian fit. Figure 6(a)-(b) shows the plots of the probability distributions computed via kernel density estimation; see, e.g., [44, 45, 46, 47] , of the MD
at M d = 0.1 and 0.05, superimposed to the fitted Gaussian model. As expected, a normal distribution provides overall a good description of the density of the MD data for these two values of M d . However, some differences still arise. In particular, for M d = 0.1, the probability distribution is slightly asymmetric, though it has nearly the same variance as Gaussian fit; see Figure 6 (a). For M d = 0.05 on the other hand, the computed distribution closely follows the Gaussian fit, but has a slightly larger variance. Figure 7(a)-(d) shows the contour plots of the joint posterior distribution (32) of the diffusion coefficient, D, and noise variance, σ 2 , computed using N = 20, 40, 60, and 80 realizations of the 95% conversion time. Recall that each realization of the atomistic system corresponds to a different randomly chosen distribution of the vacancies. As the number of realizations increases from N = 20 to N = 80, the following two observations can be made. First, the joint posterior becomes narrower along the D axis, meaning that the variance of the diffusion coefficient D decreases, reaching its minimum value when N = 80. Second, the mode of the distribution varies little with respect to the D axis, whereas it shifts substantially along the σ 2 axis. Note also that the distribution is nearly symmetric with respect to D, whereas it is slightly right-skewed with respect to σ 2 . The posterior distribution of the diffusivity, p D|{t
Inferred diffusivity.
, can be readily obtained by marginalizing the joint distribution over σ 2 , namely according to
The posterior distribution of σ 2 can be similarly computed by marginalizing the joint distribution over D. Figure 8 (first row), and σ 2 (second row), based on the joint densities computed using N = 20, 40, 60, and 80 realizations of the 90% (first column) and 95% (second column) conversion times.
We first examine the dependence of the distributions of D and σ 2 on the number of realizations N for a given conversion time. Figure 8 We now analyze how the marginalized posteriors of D and σ 2 depend on the conversion time for a given number of realizations. For a given value of N , the distributions of both D and σ 2 become wider as the conversion time increases. This result is expected if we look at the time evolution of the mixing measure M d (t); see Figure 4 . In particular, one can observe that the curves spread out as the mixing measure tends to zero. However, a major difference is observed between the probability of D and σ As a second step of the inference analysis, we simulate samples from the joint posterior (32) using an MCMC algorithm. This step might appear superfluous for the present two-dimensional problem, in the sense that we have already plotted contours of the posterior density and calculated the marginal densities by direct integration. But the ability to generate samples from the posterior is useful for a variety of subsequent diagnostics and predictions, in particular the posterior predictive checks described in section 5.3.
Leveraging the unimodal nature of the distribution, we employ a "slice sampler" [48, 49, 50] , rather than the more common Metropolis-Hastings algorithm. The slice sampler algorithm is based on the concept that in order to sample a random variable, one can sample uniformly from the region under its probability density function. This algorithm is easily applicable to unimodal distributions, as in the present case, where it can exhibit higher efficiency than simple Metropolis updates, due to the ability of adaptively choosing the magnitude of changes made; see [50] . On the contrary, this algorithm becomes more complex to implement, yielding also low efficiency, when applied to multimodal distributions. Figure 9 (a)-(d) shows the scatter plots of the chain, along with the contours of the probability distribution constructed via kernel density estimation; see, e.g., [44, 45, 46, 47] . These results are based on N = 20, 40, 60, and 80 realizations of the 95% conversion time. The contour plots in Figure 9 are in very good agreement with the corresponding plots shown in Figure 7(a)-(d) , not only from qualitative perspective but also quantitatively. As an example, we note how the location of the mode and the extent of the contours obtained in Figure 7 the cases with N = 20, 40, and 60 realizations are omitted because they yield similar results. The evolutions of D and σ 2 are characterized by oscillations whose amplitude is determined by the steps of the chain in the parameter space. As a consequence, the amplitude of these oscillations gives an estimate of the variance of each parameter D and σ 2 . To this end, it is important to consider the so-called "burn-in" period. This term is used to identify a set of iterations at the beginning of a Markov chain that is strongly dependent on the starting point, giving an estimate of the time required by the chain to become stationary. Therefore, the choice of the starting point greatly affects the length of the burn-in time. One possibility is to start as close to the center of the distribution as possible, for instance by taking a value in the neighborhood of the mode of the distribution. In general, this is not always possible since the distribution is the objective of the analysis and, therefore, not known a priori. However, one can make use of external sources of information (e.g., experimental data) or optimization methods for maximum a posteriori probability (MAP), to obtain a reasonable estimate of the location of the mode. In our case, however, we take advantage of the known posterior distributions evaluated on the two-dimensional (2D) grid, shown in Figure 7 , and, consequently, run the sampling algorithm providing an "optimal" starting point. This choice allows us to reduce to nearly zero the burn-in time. This is indeed reflected in the plots of Figure 10(a)-(b) , where it is evident that the stationary state is reached already after few iterations.
We finally discuss the mixing property of this Markov chain algorithm. In general, a chain is said to be "poorly mixing" if it is limited to move within a small region of the parameter space for long periods of time. On the contrary, a chain is said "well mixing" when the stochastic space is fully explored. To characterize the mixing property of the MCMC, we compute the autocovariance for each variable, i.e., D and σ 2 . Figure 10(c)-(d) shows the plots of the autocovariance as a function of the lag, computed for 95% conversion time using N = 80 realizations. In this case, the autocovariance of both D and σ 2 rapidly decays and approaches zero. This trend is consistent with the good mixing visible in Figure 10(a)-(b) . Hence, we can conclude that the slice sampler is very efficient at exploring the posterior distribution and the chain is well mixing.
We finally note that the MCMC analysis above was also applied to MD data based on 90% conversion time where similar results were obtained. For brevity, these results are omitted from the present manuscript.
Posterior predictive checking.
In this section, posterior predictive checks [51] are used to assess the consistency of the inference model (both M c and the probabilistic assumptions in the likelihood and prior) with the MD data. To this end, we draw samples D j from the posterior distribution obtained for 95% conversion time with N = 80, and compute the corresponding time evolution of the continuum mixing measure, M c (t; D j ). This yields an ensemble of paths, which can be contrasted with MD realizations, M d (t), that were used to build the probabilistic model. Figure 11 shows the ensemble of paths M c (t; D j ), j = 1, . . . , 10, superimposed to 30 MD realizations. Note that since the posterior distribution of D computed using N = 80 has a low variance (see Figure 8(b) ), all the paths generated from the continuum model are very close to each other. Examination of the results indicates that in the initial stages of the computations, t/δ 2 ≤ 0.16, a noticeable discrepancy occurs between the continuum prediction and the MD realizations. This period corresponds to the initial rapid heating stage, where the Fickian continuum description is clearly not suitable. For t/δ 2 > 0.16, however, the continuum solution closely captures the evolution of the MD-based curves. In particular, good agreement is observed over a substantially large range of variation of the mixing measure, specifically for M < 0.7, and the Fickian representation appears to be suitable to represent the evolution of mixing on time scales of the order of the mixing time scale.
Further analysis of the predictions is performed based on the MAP estimate of D. Figure 12 We repeat this procedure with four independent draws from the posterior (k = 1, . . . , 4), and compute via kernel density estimation the density of the replicated data {t n k }. Figure 13 compares the probability distributions of t/δ 2 of the MD data at M d = 0.05 (solid-line) and the distributions obtained as described above. Close agreement between the real and the computed data is observed in the central region, though small discrepancies are noticeable slightly near the tails of the distribution. Based on the posterior analysis above, it appears that the basic assumptions used in the Bayesian analysis are suitable for the present purpose of inferring the diffusivity.
Mean-square displacement analysis.
In this subsection, we briefly discuss the estimation of diffusivity based on the Einstein-Smoluchowsky diffusion equation (see [52, 53, 54, 55] and references therein):
where t is time, the angle brackets · represent the ensemble average over all particles, and k is the number of spatial dimensions. When the particle position vector, r(t), is considered, we set k = 3 and the displacement corresponds to the Euclidean distance in three-dimensional (3D) space, namely |r(t) − r(0)
On the other hand, we set k = 1 when considering displacement along a single space dimension. Equation (35) is typically applied in the limit of large times; i.e., D is extracted based on the asymptotic behavior of the mean-square displacement. We compare the values of D thus determined with those obtained from the Bayesian inference/mixing measure approach above. Figure 14 shows the evolution of the mean-square displacement (MSD) along with the extracted value of the diffusion constant D, based on the analysis of the x, y, z components of the displacement, as well as the full 3D displacement. In these figures, the evolution of the MSD starts at t ≈ 100 ps because we only consider the MD data obtained during the isothermal steps of the computation. Note that the values of D extracted from the MSD in Figure 14(a)-(d) are very close to one another. Thus, the MSD analysis indicates that on large time scales diffusion is essentially isotropic.
Comparison of the diffusivity extracted from the MSD computation with the diffusivity inferred from the Bayesian analysis of the mixing measure reveals a large discrepancy. Specifically, the diffusivity derived from the MSD analysis is approximately 0.2Å 2 /ps, whereas the mixing measure analysis yields D ∼ 1.1Å 2 /ps. Thus, the two estimates differ by nearly an order of magnitude. The occurrence of a discrepancy is not surprising in itself, since the two approaches are based on different definitions of the diffusion coefficient. As discussed in [56] , discrepancies of similar nature are observed when comparing estimates for single-particle and collective diffusion coefficients. Insight into the origin of this discrepancy can be gained by further analyzing the results in Figure 14(a)-(d) , on which a dotted line is superimposed to indicate the time at which M d = 0.1, in other words, when mixing is substantially complete. As shown in the figures, M d drops to 0.1 by t ∼ 450 ps. Since the slope of the MSD curves in this interval, t < 450 ps, is substantially larger than the asymptotic slope, the latter fails to provide adequate representation of the mixing time scale. Thus, asymptotic analysis of MSD does not appear to be a suitable approach to determine values of the diffusivity that are consistent with the broad features of the present mixing process. [57] . The latter is also given in terms of an Arrhenius fit, as in (1), where the activation energy, E = 26.0 kJ/mol, and pre-exponential factor, D 0 = 9.54 × 10 −8 m 2 /s, are estimated based on observed diffusion rates. In the temperature range 952 < T < 1250 K, the correlation is in very good agreement with the measurements in [31, 58] . Extrapolating this correlation to estimate the diffusivity of Ni into molten Al at T = 1500 K, we obtainD ≈ 1.2Å
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2 /ps, which we treat as an (approximate) empirical value of the diffusivity of Ni into molten Al at the selected temperature. Assuming a diffusivity in the form given by (1), Mann et al. [7] determined values of the activation energy and pre-exponent based on experimental measurement of reaction front velocities in Ni/Al multilayers. The best fits resulting from this analysis are E = 137 kJ/mol and D 0 = 2. for diffusion of Ni into molten Al. As discussed in section 5.4, this is associated with the fact that most of the mixing occurs in the early stages of the computations (t ≤ 450 ps), during which the asymptotic slope obtained from the Einstein-Smoluchowsky diffusion law (35) fails to provide a reasonable estimate of the corresponding mixing rate. The origin of this discrepancy may be due to the fact that as mixing becomes complete, the isothermal system tends to be dominated by an NiAl phase that is in solid state. Further work is evidently needed to examine the validity of this conjecture, and to investigate the mechanisms leading to the observed drop in the slope of MSD curves at large time.
We further compare our study with the experimental work by Mann et al. [7] , which exploited experimental measurements of the velocity of axially propagating flame fronts in Ni/Al bilayers to estimate the activation energy, E, and pre-exponential factor, D 0 , in (1) . The resulting values were E = 137 kJ/mol and D 0 = 2.18 −6 m 2 /s, yielding a diffusivity at T = 1500 K ofD ≈ 3.69 × 10 −3Å 2 /ps. This value is three orders of magnitude smaller that the experimental prediction 1.2Å 2 /ps discussed above and two orders of magnitude smaller than the estimate based on MSD described in section 5.4. The discrepancy between the results by Mann et al. [7] and the experimental prediction 1.2Å 2 /ps suggests that atomic mixing at low to moderate temperatures plays a dominant role in determining the front velocity, and that the correlation in [7] may provide a reasonable estimate of mixing rates at these temperatures. In other words, discrepancies that are likely present at high temperatures do not appear to negatively impact the ability of the continuum formalism [7] in predicting front velocities. On the other hand, the present experiences suggest that for some relevant reaction scenarios involving rapid and substantial heating of nanolaminates, for instance due to shock impact or large capacitive discharge, large predictive errors in the reactants' consumption rates may result from the use of the correlation in [7] . Further work is consequently needed to establish limits of validity of the present continuum and reduced formalisms based on correlations such as those in [7] , and to devise generalizations having a wider regime of validity.
Conclusions.
In this work, we characterized the integral features of atomic mixing in Ni/Al nanolaminates using MD computations. Attention was focused on a simplified setting, consisting of a periodic isothermal system at 1500 K. A mixing measure theory to quantify the amount of mixing in an Ni/Al bilayer was developed based on the first moments of the CDFs of the constituents. The MD simulations were applied to generate a database of mixing measures for the same nominal system. The diffusion coefficient was then estimated through a Bayesian inference approach, based on contrasting the MD-measures with the corresponding moment of a dimensionless scalar concentration evolving according to a Fickian process.
For the selected conditions, the Bayesian inference/mixing measure approach yielded a MAP estimate of the diffusivity D ≈ 1.1Å 2 /ps. This is consistent with the estimateD ≈ 1.2Å 2 /ps, obtained by extrapolating the experimental correlation for diffusion of Ni into molten Al [57] . On the other hand, when the diffusivity was estimated from the large-time evolution of the MSDs, the analysis led to D ≈ 0.2Å 2 /ps, which differs from the prior two estimates by one order of magnitude. A large discrepancy was also observed between the inferred diffusivity and the semiempirical correlation based on measurements of self-propagating front velocities [7] . Specifically, for a system at 1500 K, the latter resulted inD ≈ 3.69 × 10 −3Å 2 /ps, which is by more than three orders of magnitude smaller than the MD-inferred diffusivity.
Work is currently underway to extend the present formalism to adiabatic systems, which would involve generalizing the present formalism so one can infer a timedependent diffusivity law. The resulting computations are anticipated to yield additional insight into atomic diffusion rates over suitably wide ranges of temperature and composition, and thus into improved representations suitable for incorporation into reduced reaction models. Results from this ongoing effort will be reported elsewhere.
