We present two examples of loss of the predictable representation property for semi-martingales by enlargement of the reference filtration. First of all we show that the predictable representation property for a square-integrable semi-martingale X does not transfer from the reference filtration F to a larger filtration G if the information starts growing up to a positive time. Then we study the case F = F X and G = F X ∨ F Y with Y a second square-integrable semi-martingale. We establish conditions under which the triplet (X, Y, [X, Y ]) enjoys the predictable representation property with respect to G.
Introduction
Given a filtered probability space (Ω, F , F = (F t ) t∈[0,T ] , P ) and a fixed semi-martingale X on it, a classical problem in stochastic analysis is the investigation of conditions which allow to represent every square-integrable F T -measurable random variable as the sum of a F 0 -measurable random variable and a stochastic integral with respect to X (see e.g. [13] , [21] and [15] ). When F 0 is trivial and there exists at least one equivalent martingale measure Q for X, the equivalence between the previous property and the uniqueness of Q is the content of the fundamental result of the mathematical finance known as II Theorem of Asset Pricing (see [10] and [11] ). It follows that under the above assumptions the property is equivalent to: any (Q, F)-martingale can be represented as the sum of a F 0 -measurable random variable and a stochastic integral with respect to X. When the reference filtration F coincides with F X , the natural filtration of X, this representation property holds either in the case of rather general diffusions with jumps or in some non markovian contexts (see [12] and [17] ). From now on, as usual in the literature, we will refer to the above property as the predictable representation property (in short, p.r.p.) for the semi-martingale X with respect to the filtration F.
Assuming that the p.r.p. for X with respect to F holds, an interesting question is about maintenance of the property for X with respect to an enlarged filtration G. This problem follows to the problem of enlargement of filtration, that is the investigation of conditions under which, on a given probability space, F-semi-martingales are also G-semi-martingales (see the classical [18] and more recently [19] ). Maintenance or loss of the p.r.p. with respect to an enlarged filtration appear both in the literature. Let us give two examples corresponding to the two more studied kinds of enlargement of filtration. In [1] it is shown that the p.r.p. is preserved in case of initially enlarged filtration, i.e. G t = F t ∨ σ(G), with G a random variable satisfying the condition P (G ∈ ·|F t )(ω) ∼ P (G ∈ ·), for almost all ω. On the contrary, it is well known that if X enjoys the p.r.p. with respect to F X then the property get lost for X with respect to a progressively enlargement of F X obtained by the observation of the occurrence of a positive independent random time τ , i.e. when G t = ∩ s>t F X s ∨ σ(τ ∧ s) (see e.g. [17] ). It is to note that the two examples differ in that the initial sigma-algebra in the second example remains trivial, whereas in the first one the enlargement already takes place up to the initial time, i.e. the starting sigma-algebra of the new filtration is not the trivial one. Here, without selecting particular models for X, we present two results of loss of the p.r.p. for X when the reference filtration is enlarged by keeping trivial the sigma-algebra at time zero. In our first result no assumption is done on the source of randomness giving rise to the enlargement. We prove that, if there exists an equivalent martingale measure for X with respect to the enlarged filtration G, then the p.r.p. get lost whenever the set {t ∈ [0, T ] : F t ⊂ G t } has a positive minimum. In our second result the reference filtration is the natural filtration of X and the source of enlargement is a different semi-martingale Y . More precisely G coincides with F X ∨F Y and X and Y are square-integrable semi-martingales with a suitable condition on their jump size, enjoying the p.r.p. and with mutually orthogonal martingale parts M and N. The result derives immediately after proving the p.r.p. for the triplet (X, Y, [X, Y ]). As a byproduct of our result we derive a martingale representation property interesting in itself: all square-integrable martingales adapted to G can be represented as sum of integrals with respect to the martingales M, N and [M, N]. This result is closely related to that presented in [23] . In that paper the author works with two independent, quasi-left continuous semi-martingales. Here we do not require this regularity for the trajectories and we substitute independence of the two semi-martingales with the strict orthogonality of their martingale parts, being able to prove that in our framework the last two assumptions are equivalent. We first deal with the case when X and Y are orthogonal martingales. Then we switch to the general case by using the following key result: if X enjoys the p.r.p. with respect to F X , then the same holds for its martingale part. Let us recall that the problem faced in this paper naturally comes out in the study of financial markets with the discounted price of the risky asset modeled as a semi-martingale. In this setting generally the payoffs of the options coincide with the square-integrable random variables measurable with respect to the final sigma-algebra of the filtration and the investment strategy is a suitable integrable adapted process. Then the p.r.p., as it is well-known, implies the perfect replication of all the options, i.e. the completeness of the market. In their seminal papers Harrison and Pliska clearly state that completeness is a joint property of the filtration and of the asset price process (see [10] , [11] ). More precisely they argue that the structure of the filtration should influence completeness. On one hand, if the asset price process is a square-integrable semi-martingale and the filtration is the natural one, completeness is equivalent to the martingale representation property of the price process under the risk-neutral measure. On the other hand, more general situations may arise, that are modeled by considering on the probability space a larger filtration: markets with default or markets with better informed agents, where two or more distinct levels of information appear (see e.g. [3] or [16] and [9] ). These markets are not complete. Referring our results to financial context we remark the following. In both cases a fundamental role is played by the existence of an equivalent martingale measure for X with respect to G. This condition implies the financial market with the enlarged information G to be free of arbitrage (NFLVR, see [6] ). As far as our second result is concerned, we recall that it is common practice to complete the market by adding new components to the discounted asset price vector (as recent contributions in this sense see [5] and [14] ). Our result shows in principle how to complete the market with asset price X: it is enough to assume the processes Y and [X, Y ] as the discounted prices of two new assets. This paper is divided into five sections and is organized as follows. In Section 2 after introducing the notations and some basic definitions we recall a classical result about the enlargement of filtration. Section 3 and Section 4 are devoted to our results. Section 4 is divided into two subsections: in the first one we discuss the simpler case of martingales and in the second one we extend the result to semi-martingales. Finally, in the Appendix, for convenience of the reader, we give in self-contained form the proof proposed by Harrison and Pliska in [11] of the II Theorem of Asset Pricing.
Setting and notations
Let T > 0 be a finite time horizon and let X = (X t ) t∈[0,T ] be a càdlàg square-integrable semi-martingale defined on a given probability space (Ω, F , F, P ), with the filtration F satisfying the usual conditions of right-continuity and completeness. More precisely let X belong to the space S 2 of semi-martingales (see, e.g., [7] ), i.e. let X be a special semi-martingale with canonical decomposition
such that
As usual M is a (P, F)-martingale, A is a predictable process of finite variation, M 0 = A 0 = 0, |A| denotes the total variation process of A and [M] denotes the variance process of M. Note that by integrability condition (2) it follows
In order to keep notations simple, assume X to be real-valued, being the extension to the multidimensional case straightforward. Denote by P(X, F) the set of probability measures on (Ω, F T ) equivalent to P | F T , the restriction of P to F T , under which X is a martingale. In what follows the key assumption is that
Assumption H1) has two important consequences.
First of all by Theorem 5.3 the initial σ-algebra F 0 turns out to be P -trivial and the semi-martingale X enjoys the p.r.p. with respect to the reference filtration, that is each H in L 2 (Ω, F T , P ) admits P -a.s. the representation
with H 0 a constant and ξ H a predictable process in the space
Let M 2 (P X , F) be the space of the square-integrable (P X , F)-martingales. Then, by the one-to-one correspondence between
X -a.s. and P -a.s. as
with Z 0 a constant and ξ Z a suitable predictable process.
Observe that when X is a martingale, since F 0 is trivial, representation (4) is equivalent to equality
where
A second consequence of assumption H1) is the so-called structure condition, i.e. the existence of a predictable process α, in the space
In fact denoting by K the closure in L 1 (Ω, F T , P ) of the set (Ω, F T , P ) the set of the non-negative integrable random variables it turns out easily that
and this joint with condition (3) provides (7) (see Theorem 8 in [2] ).
under the standard hypotheses is an enlargement of the filtration F if
In next statement, that characterizes the enlargement of filtration, M(Q, F) denotes the space of uniformly integrable (Q, F)-martingales.
Theorem 2.2. [13]
Let G be any enlargement of F and let Q be a probability measure on the space (Ω, F ). Then the following conditions are equivalent
3 Loss of the predictable representation property: a sufficient condition on the enlarged filtration Let G be any enlargement of F and let P(X, G) be the set of probability measures on (Ω, G T ) under which X is a G-martingale and which are equivalent to P | G T . Consider the assumption
Proposition 3.1. Assume H1) and H2) and set
Then when u = T it holds F T ⊂ G T and when u < T it holds
Proof. Note that by the assumptions it follows u ≤ T . Hypothesis H2) guarantees the existence of an element Q of P(X, G).
The last equality joint with the representation property (5) and the definition of Q implies
Then by a density argument condition i) of Theorem 2.2 is verified and therefore, fixed T ′ ≤ T , by that theorem applied to
. This proves relation (10) in the case u < T . In fact assuming
, in contradiction to the definition of u. Finally when u = T the inclusion relation (10) is trivial.
Remark 3.3. The above result implies that when H1) holds and G is an enlargement of F, then condition F T = G T forces P(X, G) to be void. In financial context this result has a very intuitive appealing. When the existence of a martingale measure is equivalent to absence of arbitrage (see, e.g., [6] ), adding information without changing the payoff 's set generates arbitrage opportunities.
Let K 2 (Ω, G, P, X, 1) be the subspace of L 2 (Ω, G T , P ), whose elements are the random variables of the form
Theorem 3.4. Assume that G 0 is P -trivial and that
with u defined by (9) . Then under hypotheses H1) and H2) the process X doesn't enjoy the p.r.p. with respect to G, that is the following strict inclusion holds
Proof. Since by assumption G 0 is P -trivial, hypothesis (11) implies u > 0. Let A be a non trivial set such that A ∈ F u e A ∈ G u and consider the random variable
with Q any element of P(X, G).
Actually L satisfies
The last fact joint with representation (12) would imply
In order to prove (13) it is useful to rewrite
Then equality (13) immediately follows taking into account that
Remark 3.5. As an example of immediate application of this result one can take the progressive enlargement G t = ∩ s>t F s ∨ σ(τ ∧ s) with τ any positive random variable non measurable with respect to F and taking values in a finite set.
Adding the information generated by a semi-martingale
In this section the reference filtration coincides with that endowed by X, i.e. 
The martingale case: adding an orthogonal martingale
First of all consider the following particular case: the process A in decomposition (1) is identically zero and therefore X coincides with M and F X coincides with F M . Let N be a second square-integrable natural martingale on (Ω, F , P ). Make the following assumption
It is useful to recall this fundamental definition (see e.g. [21] ).
Definition 4.1. Two square-integrable martingales U and V are strongly orthogonal if their product UV is a uniformly integrable martingale such that U 0 V 0 = 0.
Consider the enlarged filtration 
for ξ A and ξ B suitable processes. The equalities in (14) imply that P (A ∩ B) coincides with
The independence of the events A and B derives from the martingale property of the triplet (M, N, [M, N] ).
Before stating the main theorem of this section it is convenient to recall a result used for its proof. Lemma 4.3. Let U and V be two independent processes and let F U and F V be their natural filtrations. Then for all 0 < s < t
4 Adding the information generated by a semi-martingale 8 Theorem 4.4. Suppose that H1 ′ ) holds and that M and N are strongly orthogonal Gmartingales. Then the following decomposition holds
Proof. The key points of the proof are: the p.r.p. holds for (M, N, [M, N] ) with respect to G and [M, N] is strongly orthogonal to M and to N. Indeed by the first point it follows that (see (6))
(Ω, G T , P ) there exist γ H , κ H and φ H , suitable G-predictable processes, such that P -a.s.
This equality, joint with the strongly orthogonality of [M, N] to M and N, entails
In fact by the strong orthogonality of [M, N] to M and to N it derives (see [21] ) the orthogonality of any r.v. of the form
At the same time, by representation (15), any element of
Then the thesis follows, by considering that
Begin by showing that P is the unique equivalent martingale measure on (Ω, Then for u ≤ t one has
where the last equality follows by Lemma 4. [17] ). Note that the vanishing of the quadratic covariation as sufficient condition for the p.r.p. of a pair of orthogonal martingales both with the p.r.p. is already known (see [20] ).
The general case
Consider the general setup of Section 2 with F = F X . Let the enlarged filtration be defined by
where the process Y is a second special natural square-integrable semi-martingale on (Ω, F , P ). More precisely
with N a square-integrable martingale, B = (B t ) t∈[0,T ] a predictable process of finite variation, N 0 = 0 and B 0 = 0.
is P -trivial and the semi-martingale Y enjoys the p.r.p. with respect to F Y and satisfies the structure condition
It is convenient to write the main assumptions as a unique condition:
L X and L Y are by construction strictly positive random variables with expectation equal to 1. Moreover condition (i) of Theorem 1 in [2] is verified so that the random variables L X and L Y are square-integrable.
Before stating the first result, it is useful to recall a definition (see e.g., [8] ) and a general result of stochastic analysis.
Definition 4.7. A measure Q in P(X, F X ) is a minimal martingale measure for X if Q = P on F X 0 and any square-integrable martingale which is orthogonal to M under P is a martingale under Q. Proposition 4.9. Assume H1 ′′ ) and α t ∆M t < 1, β t ∆N t < 1, P -a.s. for all t in [0, T ]. Then M and N enjoy the p.r.p. with respect to the filtrations F X and F Y respectively.
Proof. It suffices to prove the statement for M. To this end the starting point is to show that the measure P X enjoys the minimality property. Then the second step of the proof consists in showing the equality K 2 (Ω, F X , P, M) ⊥ = {0} (see (6) ).
Recall that by H1 ′′ ) it follows that condition (8) with F = F X holds. Then the assumption on the jump size implies that the Doléans exponential E(− · 0 α s dM s ) is the derivative of an equivalent martingale change of measure for X (see Theorem 2 in [22] ). Define the process (L
. From the uniqueness of the equivalent martingale measure for X it follows that (L
Let (Z t ) t∈[0,T ] be any square-integrable martingale orthogonal to M under P . Then using Ito-Lemma it follows easily that (L Then the martingale [V, M] can be represented as
The second addend at the second hand side is a (P, F X )-local martingale by Lemma 4.8. More precisely it is a martingale since
and the term at the right hand side is integrable. Then also the process (
s., and therefore
Moreover, considering that the process [M] − M is a (P, F X )-martingale, one derives for all 0 < s < t < T and B ∈ F X s the equality
Equalities (18) and (19) obviously contradict the supposed non-triviality of V .
The following corollary can be easily proved analogously to Lemma 4.2. Theorem 4.11. In the above setting suppose that H1 ′′ ) holds and that α t ∆M t < 1, β t ∆N t < 1, P -a.s. for all t ∈ [0, T ]. Let M and N be strongly orthogonal martingales. Then every K in L 2 (Ω, G T , P ) can be uniquely represented P -a.s. as
Proof. The idea of the proof is to construct a measure Q on (Ω, G T ) equivalent to P and such that X and Y are independent (Q, G)-martingales. Since X 0 and Y 0 are constants, the result is obtained by applying Theorem 4.4 to X − X 0 and
Since L X and L Y are strictly positive then Q and P are equivalent measures. 
Under the same assumptions of the theorem, since Proposition 4.9 implies P(M,
}, it can be easily proved that P is the only element of
can be uniquely represented as
The analogous of Corollary 4.5 can be announced. Remark 4.14. Observe that, when M and N are not strongly orthogonal G-martingales, then representation (20) still holds when the joint law of the process (X, Y ) is equivalent to the product law of the marginal processes X and Y . In fact it is enough to switch from the law of (X, Y ) to the product law of X and Y and then apply Theorem 4.11.
Remark 4.15. The above theorem can be naturally extended to an arbitrary finite number of semi-martingales X 1 , X 2 , ..., X n with martingale parts pairwise orthogonal.
Appendix
This section presents a self-contained proof of the II Theorem of Asset Pricing for squareintegrable semi-martingales. Following [11] a classical result about extremal points of a set of measures (see [13] ) is used. Keep all the notations already introduced and denote by Q(X, F) the set of probability measures Q on the space (Ω, F T ) such that X is a (Q, F)-martingale. Denote by Q e (X, F) the subset of the extremal points of Q(X, F), i.e. the measures Q ∈ Q(X, F) that cannot be expressed as strictly convex combination of two distinct elements of Q(X, F). Finally in analogy to Section 2, M 2 (Q, F) is the space of the square-integrable (Q, F)-martingales and K 2 (Ω, F T , Q, X, 1) is the set of square-integrable random variables H enjoying the representation (4) with H 0 a random variable in L 2 (Ω, F 0 , Q) and ξ a predictable process in the space
Theorem 5.1.
[13] Let Q be in P(X, F). The following statements are equivalent a) Q ∈ Q e (X, F); b) F 0 is Q-trivial and every Z in M 2 (Q, F) enjoys the representation
where Z 0 is Q-a.s. constant and ξ Z is a predictable process in the space
Proof. It is worthwhile to recall that there is a one-to-one correspondence between
or, by the projection theorem on Hilbert spaces, to K 2 (Ω, F T , Q, X, 1) ⊥ = {0}. By the above mentioned isometry one gets a bijective correspondence between the subspace K 2 (Ω, F T , Q, X, 1) ⊥ and the subspace of martingales weakly orthogonal to X and 1. Really this space coincides with the space of martingales strongly orthogonal to X and 1 thanks to the fact that the subset of martingales enjoying the representation (22) is a stable subspace of M 2 (Q, F) (see [21] ). Equality (22) 
with A ∈ F T . Then
and moreover Q 1 , Q 2 belong to Q(X, F). In fact, since (Y X t ) t∈[0,T ] and (N t X t ) t∈[0,T ] are (Q, F)-martingales, then the same holds by linearity for Z 1 X and Z 2 X. On the other hand, by hypothesis Q ∈ Q e (X, F), and this fact joint with (24) implies Q = Q 1 = Q 2 , i.e. b) ⇒ a) Assume a) not to be true, that is that there exist Q 1 , Q 2 ∈ Q(X, F) and α ∈ (0, 1) such that Q = αQ 1 + (1 − α)Q 2 . One can immediately observe that Q 1 ≪ Q, and that Q(A) ≥ αQ 1 (A) for each A ∈ F T . For any t ∈ [0, T ] define Z 1 (t) := for all t ∈ [0, T ], that is the process Z 1 is bounded and XZ 1 is a (Q, F)-martingale. By linearity X(Z 1 − 1) is a (Q, F)-martingale and, since F 0 is trivial, X(0)(Z 1 (0) − 1) = 0, Q-a.s., so that Z 1 − 1 is strongly orthogonal to X and to 1. Consequently, by assumption b), it has to be Z 1 ≡ 1, Q-a.s., namely Q 1 ≡ Q and Q 2 ≡ Q.
An interesting consequence of the above theorem can be stated.
Corollary 5.2. The elements of Q e (X, F) are pairwise singular.
Proof. Let Q 1 and Q 2 belong to Q e (X, F). If Q 2 ≪ Q 1 holds, then for any α ∈ (0, 1) the measure αQ 1 + (1 − α)Q 2 is in Q(X, F) and is equivalent to Q 1 . Theorem 5.1 give rise to a contradiction, since for the measure αQ 1 + (1 − α)Q 2 statement b) is true but statement a) doesn't hold. Similarly it can be show that it doesn't hold Q 1 ≪ Q 2 .
Recall that a market (Ω, F, Proof. (⇒) If P(X, F) would not be a singleton, then it would exist two distinct elements P ′ , P ′′ in P(X, F) and a bounded random variable H such that E P ′ (H) = E P ′′ (H). But this is impossible, since the assumptions imply E P ′ (H 0 ) = E P ′′ (H 0 ) = H 0 and E
* be the only element of P(X, F). Thanks to Theorem 5.1 to achieve the thesis it suffices to prove that P * in Q e (X, F). If not, then there would exist two distinct elements P ′ , P ′′ belonging to Q(X, F) and α in (0, 1) such that P * = αP ′ + (1 − α)P ′′ . Then for any fixed β ∈ [0, 1], β = α the measure βP ′ + (1 − β)P ′′ would be a martingale measure for X equivalent to P but different to P * .
Remark 5.4. Note that by Corollary 5.2 it follows that Q e (X, F) ∩ P(X, F) has at most one element. In particular, this set is a singleton if and only if the market is complete and F 0 is P -trivial.
