Topic models have been widely utilized in Topic Detection and Tracking tasks, which aim to detect, track, and describe topics from a stream of broadcast news reports. However, most existing topic models neglect semantic or syntactic information and lack readable topic descriptions. To exploit semantic and syntactic information, Language Models (LMs) have been applied in many supervised NLP tasks. However, there are still no extensions of LMs for unsupervised topic clustering. Moreover, it is difficult to employ general LMs (e.g., BERT) to produce readable topic summaries due to the mismatch between the pretraining method and the summarization task. In this paper, noticing the similarity between content and summary, first we propose a Language Model-based Topic Model (LMTM) for Topic Clustering by using an LM to generate a deep contextualized word representation. Then, a new method of training a Topic Summarization Model is introduced, where it is not only able to produce brief topic summaries but also used as an LM in LMTM for topic clustering. Empirical evaluations of two different datasets show that the proposed LMTM method achieves better performance over four baselines for JC, FMI, precision, recall and F1-score. Additionally, the generated readable and reasonable summaries also validate the rationality of our model components. INDEX TERMS Topic model, topic summarization, language model, seq2seq.
I. INTRODUCTION
With the rapid development of Internet technology, online media has become an important way for the public to publish and obtain information. Compared to other text medias, such as Twitter and blogs, news texts describe events in a timely and continuous manner, where the content is attractive and believable, and the texts are often high quality. Therefore, news data has become an accurate and stable source of information for the public.
However, since the number of news reports is very large, and different news articles have different values, as well as gain different amounts of attention, the articles reporting important and hot events may be overshadowed by those with less value. Additionally, for news related to an ongoing event, it is difficult for readers to link the current news with previous articles, which leads to them having difficulty analyzing the The associate editor coordinating the review of this manuscript and approving it for publication was Jerry Chun-Wei Lin . development of the events. Therefore, automatically extracting hot events from massive news reports and linking them with related topics is an urgent issue [1] , [2] .
Topic Detection and Tracking (TDT) aims to detect, track, and describe topics from a stream of broadcast news reports. Since the topics are not defined previously, the task of topic detection and tracking can be regarded as an unsupervised clustering task that is used to design a model which is able to divide articles into several groups automatically by extracting semantics. One popular way to handle the TDT problem is through a Topic Model.
Traditional topic models, such as pLSA [3] , LDA [4] and their extensions, are probabilistic models, which represent a document by the distribution of topics and represent a topic by the distribution of words [5] . These probabilistic models are unsupervised and have led to significant progress in TDT. However, there are several shortcomings among these approaches. (a) A document is represented by a bagof-words matrix, where each word is a one-hot vector, which leads to a lack of modeling semantics of both the words themselves and the ordering of the words in the document [6] . Specifically, different words may have similar meanings. For example, the two sentences I like Coke and I love cola have similar meanings and topics, but their bags of words are quite different since there is only one word that is exactly the same. In addition, the same bag of words might have different meanings, such as the department chair couches offers and the chair department offers couches. (b) Each topic is represented by a probability distribution of words, which is difficult to understand since it contains many useless words and lacks a brief summary.
With the wide application of deep learning technology in natural language processing, a variety of neural networkbased topic models have been proposed. In general, neural networks employ word embedding technology to map words to dense vectors with low dimensions, which are able to capture the semantics of words well, since words having similar meanings are mapped to similar vectors, for example, I like Coke and I love cola are transformed to similar matrixes, as like is similar to love and Coke is similar to cola. Moreover, Recurrent Neural Networks (RNN), such as Long Short-Term Memory (LSTM) [7] , and a Gated Recurrent Unit (GRU) [8] , are able to model a long short-term sequential dependency and capture the semantics of the ordering of the words. For example, Cao et al. [9] proposed the use of word embedding technology while generating topic-word distributions. Yang et al. [10] proposed a model incorporating both the semantic meanings of sentences and the words. Tian et al. [6] proposed the use of RNN to model a long-term dependency.
However, most of these models are shallow neural networks, possibly because, although the neural networks may obtain stronger fitting abilities with the increasing number of layers, a neural network that is too deep tends to overfit the training set and may not converge because of the problem of gradient disappearance. Moreover, since traditional word embedding technology converts each word to a single context-independent representation, it is impossible to model polysemy across linguistic contexts. In general, deep neural Language Models (LM), such as ELMo [11] , BERT [12] , and XLNet [13] , are used to solve these problems by using deep pretrained neural networks that extract semantic and syntactic information and generate contextualized word representations. Deep neural LMs have perform exceptionally well and are state-of-the-art approaches for many supervised NLP tasks. However, to the best of our knowledge, there are no approaches employing LMs to extract semantics for topic clustering that is unsupervised.
Most models describe a topic by its key words or the distribution of all words. With Sequence-to-Sequence (seq2seq) technology, a topic summary can be generated as a sentence to make a topic easy to understand. Seq2seq models have been successfully applied to text summarization, which aims at generating a summary of a text, whereas a topic summary is generated from several texts belong to the same topic. Sutskever et al. [14] proposed seq2seq models in neural machine translation, and Rush et al. [15] used a seq2seq model for the abstractive sentence summarization task. Generally, a seq2seq model contains an encoder, which transforms the input sequences into a hidden vector, and a decoder, which generates the output sequences with the hidden vector; therefore, the hidden vector contains most of the semantics of the input and can be used to compute the topic distribution.
In conclusion, there are two main tasks of the TDT problem. The first task is to cluster documents into different topics via their content. The other task is to produce a readable summary for each topic to make it understandable. As traditional topic models do not model semantics, especially syntactic information, we propose a Language Model-based Topic Model for topic clustering by using deep LM. Although general LMs, such as BERT and XLNet, significantly improve the state-of-the-art approaches to several NLP problems, it is difficult to apply them for summarization due to their pretraining methods and fixed vocabulary. Instead, we can propose a seq2seq Topic Summarization Model that is able to make a brief summary of each topic, and its encoder can be the Language Model for LMTM. The main contributions of this paper are as follows:
• We formally define the problems of topic clustering and topic summarization, give a specific formal description of the Language Model-based Topic Model and the Topic Summarization Model, and then show the process of topic clustering and summarization.
• We propose the use of LMs, which have been applied in many supervised NLP tasks but not to unsupervised topic clustering, to overcome the limitation of traditional topic models, i.e., that they do not make full use of semantic and syntactic information, and to explain the details of LMTM by using a novel language model, e.g., BERT.
• The Topic Summarization Model is proposed since it is difficult to produce topic summaries with general LMs. Moreover, the encoder of TSM can be used as a Language Model for LMTM, and LMTM-TSM shows competitive performance in experiments on two datasets.
II. RELATED WORK
The main tasks of TDT are as follows: (a) identify whether a document discusses a new topic or follows an old topic; (b) divide documents into distinct topics; (c) produce topic descriptions via key words or summaries to make them understandable. A topic model is able to figure out which topic each document belongs to and solve the TDT problem. For traditional topic models, each document d is represented as a probability distribution over topics T , and each topic t i is defined as a probability distribution over words w. The probability of whether document d contains word w j can be computed as follows:
where K is the number of topics. VOLUME 7, 2019 Probabilistic latent semantic indexing (pLSI) [3] assumes p w j | T i and p (T i | d) are both multinomial random variables. After adjusting the parameters so that p w j | d fits the frequency of words in the documents, p (T i | d) is supposed to show the probability of document d belonging to topic T i . The key words of topic T i are picked as a description by using p w j | T i , which measures the connection between w j and T i . Latent Dirichlet Allocation (LDA) [4] , which is the most popular topic model, introduced Dirichlet conjugate priors for the two multinomial distributions and shows better performance. Following LDA, there are several topic models proposed, such as hierarchical topic models [16] , supervised LDA [17] , and labeled LDA models [18] . Most of these models use a bag-of-words model to represent a document, which might be too simple, since it lacks the semantics of both the words themselves and the ordering of words in the document. To extract the semantics of the text span, such as noun-phrases, copulaLDA [19] extends LDA by integrating part of the text structure into the model and relaxing the conditional independence assumption between the word-specific latent topics, given the per-document topic distributions. To extract the information of the structure of the textual input, sentenceLDA [20] extends LDA by incorporating the structure of the text in the generative and inference processes. Considering the word and sentence-level semantics, these extensions show better performance than the primary LDA.
Recently, neural networks, which employ word embedding technology to model the semantics of words and RNN-based units to extract the syntactic information from the order of words, have been widely applied in NLP problems. In regard to the TDT problem, neural networks are generally designed by modeling topic representations as the output of a hidden layer [1] , [6] , [9] , [21] , [22] , [24] , [25] . Hinton and Salakhutdinov [21] proposed a restricted Boltzmann machine to model topic features as latent variables. Cao et al. [9] proposed sNTM, which uses word embedding technology to compute the distribution of topics over words, where words with similar semantics are represented as similar vectors. Additionally, it uses n-gram to model the sequential dependency of words. Tian et al. [6] proposed a sentence level model, which is able to extract the semantics of sequential dependency with RNN. Zhou et al. [1] proposed a model named NSEM that focuses on storylines, which can be considered as hidden topics varying over time.
Neural networks have shown significant performance in topic clustering, but there are still some issues. The syntaxes of documents, which are important to obtain the content of articles and extract topics, are not fully used through the existing shallow models. Additionally, traditional word embedding technology is not able to model polysemy. To solve these problems, Language Models (LM), such as ELMo [11] , BERT [12] , and XLNet [13] , which are deep neural networks pretrained on large open datasets to learn the general semantic and syntactic information of documents, are employed to generate contextualized word representations by using semantic and syntactic information. Since general LMs are designed for open downstream NLP tasks, they always contain huge numbers of parameters and cost too much to pretrain and finetune. For instance, XLNet is trained on 32.89 B subword pieces from Wikipedia, BooksCorpus, Giga5, ClueWeb, and Common Crawl, with 512 TPU v3 chips for 500 K steps, taking approximately 2.5 days. For a specific task, such as a TDT problem, it is able to design a proper language model that has fewer parameters, costs less to pretrain and finetune, but shows competitive performance.
Generating a summary for each topic can be considered as a sentence production problem, which is usually handled with sequence to sequence (seq2seq) models [14] . Generally, a seq2seq model is composed of two parts, i.e., an encoder and a decoder. The encoder transforms a sequence = (x 1 , . . . , x n ) into a hidden vector or matrix h, where x i is the word embedding representation of the i-th word in the input sentence, and the decoder outputs a sequence Y = (y 1 , . . . , y m ) with h, where y j is a representation of the j-th word in the output sentence. Seq2seq models were first used in machine translation [14] , [26] , [27] and have been widely applied to other NLP tasks, including text summarization [15] , [27] , [29] . Rush et al. [15] proposed a seq2seq with attention to the abstractive sentence summarization task, and Klein et al. [27] introduced a model based on RNN. There are also convolutional neural network (CNN) based seq2seq models, which can be parallelized to train and evaluate in linear time [26] . Since the vocabularies of general LMs are fixed after pretraining, it is difficult to design a seq2seq model by using pretrained LMs.
In text summarization, the input is the content of the article, while the output is the corresponding summary. Once a seq2seq model is able to compute a hidden vector from the content with its encoder and generate the corresponding summary from the hidden vector with its decoder, it is considered that the encoder is capable of extracting the semantics of the article, and the hidden vector is composed with the extracted semantics. Therefore, a pretrained encoder can be a Language Model that extracts the semantics of articles. In addition, if a text summarization model is able to produce an understandable and reasonable summary of a document, it can generate a summary of a topic with the inputs changed to all the documents of the topic. Thanks to the high quality and good structure of news articles, the titles are always proper summaries of their main bodies, and it is possible to train a text summarization model by using the main bodies of news articles as inputs and the corresponding titles as outputs.
Based on the analysis above, we propose a Language Model-based Topic Model, which employs a well-pretrained deep neural LM to extract semantic and syntactic information from documents and map it to the proper topics. Considering that general LMs are too large to be flexible and efficient, and the pretraining of them is useless for topic clustering or summarization, we propose a text summarization model whose encoder can be used as a light and flexible LM. After topic clustering, the well-pretrained text summarization model is able to generate summaries for topics that are readable and understandable.
III. PROPOSED ARCHITECTURE
In this section, we first define the formal statement of topic clustering and summarization and then introduce the overall framework of our approach.
A. PROBLEM STATEMENT
The goal of this paper is to formulate a topic model that is able to not only cluster topics from a data set of news articles but also produce an understandable summary for each topic.
Since a news article is composed of a title and a main body, where the title is supposed to be a good summary of the main body, we model the data set of articles as
are the title and the main body of the i-th article of the k-th topic. Let Topic be a set indicating topics,
where K is the max index of topics, which are defined before building the model. Formally, the topic clustering problem can be defined as follows:
Definition 1 (Topic Clustering for News Articles): This task is formulated as an unsupervised clustering problem, which learns a model tc from an unlabeled data set of articles, and the model is able to divide the articles into several groups according to their semantics. The model can be denoted as follows:
Definition 2 (Text and Topic Summarization): this task aims to generate a summary from an article or an understandable sentence to describe a topic. We assume topic summarization is similar to text summarization, where the former is to produce a summary of a sequence composed of several documents related to a topic, and the latter is to produce a summary of a sequence composed of a single document. A sequence-to-sequence model ts is formulated; when the input x is a sequence x 0 x 1 . . . x n , g is supposed to generate another sequence y = y 0 y 1 . . . y m , where x i and y j are the distribution of the corresponding words in x and y. The element y j in output sequence y is produced one by one with input x and the previous result y 0 y 1 . . . y j−1 , that is, as follows:
where 1 ≤ j ≤ m, and the values of x 0 and y 0 are always distributions representing the special token [start].
When training, we generate titles from the main bodies, that is, as follows:
where J is the max length of the title. During topic summarization, we generate summaries for topics from the corresponding articles, that is, as follows:
where z = z k,0 z k,1 . . . z k,n is a sequence composed of all articles related to topic k, and s = s k,0 s k,1 . . . s k,J is its produced summary.
B. THE FRAMEWORK OF MODELS
In this paper, we propose a method for topic clustering and summarization. Fig. 1 shows the details of the process, where there are four main steps, as follows: (a) train the TSM on a large news dataset so that it can produce a proper summary for an article; (b) train the LMTM on the topic dataset; (c) determine which topic each article belongs to; and (d) for each topic, generate a summary with key articles by using the TSM.
Step (a) belongs to pretraining process, whereas (b-d) belong to predicting process. The models can be described as follows: Definition 3 (Language Model-Based Topic Model (LMTM)): Let the input news article be a sequence x = x 0 x 1 . . . x n . The LMTM first converts x to a fixed length hidden vector h = (h 1 , , . . . ,h J ) with a well pretrained Language Model. Then, it employs a full connected layer activated by SoftMax activation to obtain the topic distribution t = (t 1 , . . . , t K ). The final topic indication is the index k, which corresponds to the largest probability t k . The process can be formulated as follows:
Definition 4 (Topic Summarization Model (TSM)): Let
} be the set of articles belonging to topic i, and the articles are sorted in descending order according to their VOLUME 7, 2019 
The summary of topic i is produced by the TSM with the first n articles, where n ≤ 3 and the minimum probability is larger than the threshold θ . If the maximum probability is smaller than θ , the topic does not have a proper summary, and the TSM outputs a null character string , as follows:
TSM
The features of four existing topic models are shown in Table 1 . It can be observed that all of the models are based on the bag-of-words assumption, which leads to a lack of the information from the orders of words. To improve the disadvantages of LDA [4] , NTM [9] and NSEM [1] are neural networks, which employ word embedding technology to extract the semantic information. However, since the traditional word embedding technology converts a word into a static representation, it is impossible to model polysemy. Two of the approaches, i.e., senLDA [20] and NTM, have addressed the importance of syntactic information for topic clustering, where senLDA generates a topic distribution for each sentence and NTM extracts some syntactic information by using an n-gram model. However, these methods are too simple to model long-term dependence at the documentlevel. Moreover, NSEM applies an extra processing step of Named Entity Recognition (NER) to obtain the key elements of articles. Thus, the performance of NSEM heavily depends on the tools of NER.
To overcome the problems above, an advanced topic model is supposed to make full use of both the semantic and syntactic information from articles and produce a readable description for each topic. Thanks to the pretraining on large datasets, deep LMs with RNNs and Transformers [30] are believed to extract both semantic and syntactic information and generate dynamic contextualized word representations to model polysemy. Therefore, we propose employing an LM for topic clustering.
LMs have been applied for many supervised NLP tasks, in which the loss functions are easy to design with golden labels. However, in regard to topic clustering, it is difficult to design a proper model and the corresponding loss function, since this is an unsupervised problem. Following the steps of NTM and NSEM, we propose a self-supervised method to design the loss function with the following assumption:
Assumption 1: For an article, the topic distribution of its content and summary should be similar. This assumption is natural, as a summary is always a short statement representing the whole article. Since there are no external golden labels for unsupervised tasks, topic models must be based on internal information. For general documents, the summaries may not be available, but in regard to a news article, the corresponding title is always an acceptable summary. With this assumption, a neural network can be trained with a loss function based on the following: sim p m , p pos sim p m , p neg ,
where p m is the topic distribution of a document and p pos is the distribution of the relevant title, whereas p neg is the distribution of an irrelevant title randomly sampled from the dataset. Based on assumption 1, the LM-based Topic Model is proposed for topic clustering, where the LM can be either ElMo, BERT or XLNet. However, since general LMs are not pretrained for specific downstream tasks, especially not for summarization, when applied to the seq2seq architecture, they do not perform well, possibly because there is mismatch between the pretrained LM and the untrained decoder. Therefore, we proposed a method to train a seq2seq TSM, which is employed to produce summaries of topics, and its encoder can be an LM for topic clustering with the following assumption.
Assumption 2: If a hidden matrix can be used to generate a summary from a document, the matrix contains all the semantics of the document.
For a news article, the title is supposed to be a good summary of the main body. A seq2seq-based text summarization model is able to compute a hidden matrix with its encoder. In addition, its decoder is designed to produce a title with the matrix. Therefore, the encoder is supposed to extract the semantics of articles. Moreover, compared to topic models, text summarization models are supervised and often take cross entropy as the loss function. The LMTM and TSM can be trained as a multi-task model, which is supposed to lead to better performance. Table 2 shows the features of two LMTMs. BERT is selected as a typical general LM to be applied in an LMTM. The proposed models can extract semantic and documentlevel syntactic information by using the LM to generate contextualized word representations, which are supposed to be advantageous for topic clustering. Compared with BERT, the seq2seq-based TSM is able to produce understandable topic summaries with an extra topic summarization.
B. LM-BASED TOPIC MODEL
Based on assumption 1, we propose a Language Model-based Topic Model (LMTM) for topic clustering. To overcome the shortcomings of the existing approaches, we use an LM, such as BERT, to extract not only the semantic but also the syntactic information of a document and compute a fixedlength vector to model the information. Then, a shallow neural network is used to transform the vector into the probability distributions of which the topics of the document are supposed to belong to.
As shown in Fig. 2 , the LMTM is composed of three modules. From bottom to top, the first one is the input module, which takes articles as inputs and employs a tokenizer to divide the articles into sequential tokens. The second one is an LM, which extracts the features from the tokens and converts them into a fixed-length vector. The last one is the topic module, which is designed to compute the topic distributions for the articles.
Here, we select BERT as a typical LM for feature extraction, since it is one of the most famous language models and demonstrates excellent performance in many NLP tasks. Therefore, the output of the input module must be suitable for BERT. That is, each sequence of tokens is supposed to start with a special token [cls] and end up with [sep]. Additionally, the words in the vocabulary of BERT will not change after tokenizing, while the words that are not in the vocabulary will be divided into several sub-words to fit the table. Rarely, words that are not able to be transferred into tokens in the table will be changed into a special token [unknown] . Since BERT is pretrained with a max length of 512, the sequence of tokens is supposed to be less than 512. If the length exceeds 512, the extra tokens are intercepted FIGURE 2. LMTM-BERT. The LMTM first converts the input documents into fixed length vectors by using a deep LM (e.g., BERT), then it computes their topic distributions with a full connection layer. When training, the inputs are three sequences <M, P, N>, and the corresponding topic distributions <m, p, n> are used in the loss function. When predicting, the input is a single document, and the output is its topic distribution. from the end. If the length is less than 512, 0 is added to the end until the length reaches 512.
To obtain the semantic information from the sequential tokens, BERT first employs embedding layers to convert each token to a fixed-length vector that contains both the base semantic and position information of the token. Then, several transformer layers, which are based on self-attention technology and perform better in long-term dependence modeling than RNN [30] , are used to model the dependence between the tokens and extract the syntactic information. The output vector of the last transformer's first token will be used as the feature vector of the article, and the length of the feature vector is always 768. The specific description of the transformer is as follows:
where q, k, v are three inputs of the transformer, and W q , W k , W v are the corresponding weights to be trained. VOLUME 7, 2019 Since BERT uses a transformer with self-attention, the three inputs of q, k, v are the same sequence of vectors. The topic module aims to convert the fixed-length semantic vectors into a topic distribution. The topic module is composed of a dropout layer, a fully connected layer activated by the SoftMax function, and a loss layer to compute the loss function when training.
A dropout layer is usually applied between layers to suppress overfitting. The dropout layer discards several neural units of the network with a probability during training. When it discards different units, the model can appear as different models to reduce the impact of special units.
The fully connected layer converts a hidden vector into another vector whose length is the same as the number of topics, and the SoftMax function transfers it to a probability distribution. Let the hidden vector generated by BERT be h = (h 1 , , . . . ,h 768 ), the weight matrix and bias of the fully connected layer be V ∈ R 768×K , b ∈ R K , where K is the number of topics determined before building the model. The output of the fully connected layer is f ∈ R K , which is computed as follows:
Additionally, the final topic distribution t ∈ R K is computed as follows:
where for each t i in t = (t 1 , . . . , t K ),
The loss function aims to compute the loss of the current model, and it determines the gradient of the weights. When training, the inputs of the LMTM are denoted as a triple (M , P, N ), where M is the main body of a news article, P is a positive title, which means it is the title from the same article so that P and M are supposed to have similar topic distributions, and N is a negative title randomly sampled from the training dataset. According to assumption 1, the pairwise loss function proposed by NSEM [1] and NTM [9] is shown as follows:
where is a positive scalar, t m ,t p , t n are the topic distributions of M , P, N , separately, and sim is a function measuring the similarity between two distributions.
NSEM takes the Kullback-Leibler (KL) divergence as the similarity function, as it makes L 1 easy to calculate and derive, as follows:
However, the pairwise loss function considers the two similarities sim (t m , t p ) and sim (t m , t n ) together, which may cause their separate features to be ignored. To handle this problem, we propose the use of another margin loss function, which considers both the separate features and the difference between the similarity distributions.
For instance, let t m = [0.9, 0.09, 0.01], t p = [0.45, 0.5, 0.05] t n = [0.01, 0.09, 0.9], = 5, 0 = 0.1, 1 = 5.1. It can be calculated that sim (t m , t p ) = −5.77, sim (t m , t n ) = −0.65, and the results of the wo loss functions are L pw = 0, L m = 0.55. It can be observed that although t m and t p are not similar enough, L pw cannot find any loss while L m can.
Since the KL divergence treats each topic probability equally, the final distributions tend to be smooth, which makes obtaining topic labels difficult. Therefore, we proposed a new similarity function by using the max term rather than the sum. The max term similarity (MTS) function and can be denoted as follows:
The final loss function of the LMTM can be denoted as follows:
Moreover, since the negative titles are sampled from the dataset randomly, it is probably that the sampled title N belongs to the same topic with the primary main body M . Thus, we propose a multiple sampling process, which samples several titles, and use the one that is the most different from the main body, since we believe that sequences belonging to similar topics are likely to obtain similar distributions. If there are a articles belonging to the same topic as the main body M from b articles in the whole dataset, after sampling one, the probability that the positive title and main body are from the same topic is a/b. In addition, after sampling twice, the probability that the more dissimilar title and main body are from the same topic is a 2 /b 2 .
C. TOPIC SUMMARIZATION MODEL
General language models are pretrained on large open datasets for one or several tasks and are fine-tuned to suit downstream tasks, which leads to two shortcomings. One is that since LMs must fit several downstream tasks, they always contain so many parameters that it is not sufficiently flexible. For example, when the dataset of a clustering task contains many unknown tokens, it is difficult to add them into the vocabulary and make them fit the pretrained weights. The other problem is, although general language models are difficult and costly to train, the pretraining task is useless except in providing the weights. For example, BERT is pretrained by predicting the original word of the [mask] token and whether two sentences are successive or not. As the [mask] token is sampled randomly, BERT is not suitable for sequence generation. In addition, another famous LM, ELMo, is pretrained by maximizing the likelihood to predict the next token of a given sequence bidirectionally, which can be denoted as follows:
where θ is the weight to be trained and n is the length of a sequence. However, the bidirectional ELMo only concatenates two models with different directions. As they do not share semantics, they extract separately, so ELMo is not able to take full advantage of the contextual information. Therefore, only focusing on the downstream task of this paper, i.e., topic clustering, we propose a brief method to design and train a light language model. Based on assumption 2, a Topic Summarization Model (TSM) is designed with the seq2seq architecture, which is able to extract semantic and syntactic information from articles by using its encoder and produce summaries from the information with its decoder. To be specific, the TSM aims to predict the i-th word in a title with the first (i−1) words in the title and the semantic matrix of the main body. Additionally, the 0-th word of a title is always the special token, [start], and the last word is [end] .
Therefore, the object function of pretraining the TSM can be denoted as follows:
where x is the main body of an article, and y is the corresponding summary. Since the titles of news articles are naturally good summaries of their main bodies, the TSM is particularly suitable for news articles. After training, the welltrained encoder is suitable to be the LM for topic clustering, and the TSM can produce a brief summary for each topic from the key articles. As shown in Fig. 3 , the TSM is composed of an encoder and a decoder, both of which employ the LSTM to extract information from their input, while the inputs of the encoder are the main bodies of articles and the inputs of the decoder are the titles. It should be noted that a transformer is able to be used in the encoder of the TSM, too. However, in regard to the decoder, the input must be masked in case the model obtains information from tokens whose index is larger than y i .
Similar to BERT in an LMTM, the embedding layers of the TSM aim to transform the tokens of the input sequence into fixed-length embedding vectors with semantics. However, since BERT is pretrained on a large dataset and has too many parameters, it is difficult to change its vocabulary since it may cause the vocabulary to mismatch with the parameters. Therefore, when finetuning BERT, words that are not pretrained have to be changed into a special token [unknown] and some semantics are lost. In regard to the TSM, thanks to its light weight, the embedding distributions of unknown words can be initialized randomly, and the models are easy to converge after training for several epochs.
BiLSTM aims to extract both semantics and syntaxes. As mentioned earlier, a simple fully connected layer, which is used in NTM and NSEM, is not enough to extract highlevel feature interactions. Additionally, an LSTM, a special RNN unit, is designed to model the long sequential dependency of words and produce the semantic information of each word or the whole sequence. Formally, given a word embedding sequence x = {x 0 , . . . ,x l } , x ∈ R l×300 , the output of each e i is computed as h i = LSTM (h i−1 , x i ), where l is the length of the input sequence, and 300 is the fixed length of the embedding vectors. Thus, h i has the summarized local contextual semantics of x i , and the same words with different contexts may have different hidden representations. Since the semantic of a word depends on not only the previous words but also the following words, we use BiLSTM, which processes the sequence bidirectionally in the encoder. The length of the LSTM unit is set to 300, and the output of the BiLSTM (return sequences) is a matrix, denoted as h = {h 0 , . . . ,h n } , h ∈ R n×600 . h is supposed to contain more precise semantics than x. For example, the embedding vector of the word apple is composed of the semantics of both a type of fruit and a tech company. After the processing of the BiLSM, the semantic becomes more precise via high-level feature interactions with other words. Here, we use 3 successive BiLSTM layers. Because the model is not supposed to obtain information from y ≥i when predicting y i , we use the LSTM rather than the BiLSTM in the decoder.
The multi-head attention layer aims to obtain the feature interactions between the hidden matrixes generated from the main bodies and titles with several attention layers. For each attention layer, the output is a matrix, denoted as a = {a 0 , · · ·,a t−1 }. To make the model lighter, we choose a simpler way of implementing attention layers rather than using a VOLUME 7, 2019 FIGURE 3. The TSM and its extension for topic clustering. The TSM is composed of an encoder and a decoder, where the encoder is used to extract information from input sequences, and the decoder is used to produce a summary. When training, the input is the main body of a single news article, and the output is its title, which can be regarded as a summary. When predicting, the inputs are the key articles of a topic, and output is the topic's summary. The encoder can be used as a Language Model for the LMTM by using a BiLSTM to convert the hidden matrix to a fixed length vector.
transformer. It can be computed as follows:
where W a and b a are the weights of the attention layer, and a i will be used to predict the distribution of the (i + 1)-th word of the titles. The output of the multi-head attention layer is the concatenated outputs of all the attention layers. After the multi-head attention layer, the TSM employs a fully connected layer with the SoftMax activation function, which converts the hidden vector into probability distributions of words.
To train the TSM on a large data set, we take Cross Entropy Loss as the loss function as follows:
where N is the length of the input title, M is the size of the vocabulary,ŷ n = {ŷ n,1 , . . .ŷ n,m } is the distribution of the prediction of n-th word in the title generated with the model, and y n = {y n,1 , . . .y n,M } is the onehot representation of the n-th word in the title; therefore, we have the following:
Similar to the LMTM, the TSM is trained with Adam to make the loss function L 1 reach its minimum value.
Compared to BERT, which is not suitable for sequence generation, the TSM is able to perform topic summarization, which makes topics easy to understand, and it employs a BiLSTM or a transformer to extract contextual semantics, which has an advantage over ELMo, since ELMo only concatenates two unidirectional LSTMs.
D. LMTM-TSM
Compared to shallow neural models, deep models are difficult to converge and tend to overfit the dataset. Pretrained LMs make it possible to train an LMTM on a small dataset, but overfitting remains a problem. Since the LMTM and the TSM are two models that share some layers, they are able to be trained in parallel as a multi-task learning model to reduce the impact of overfitting.
To be specific, for each turn of the training, a triple (M , P, N ) is sampled from the dataset, as is done when training an LMTM. Then, (M , P, N ) is used to compute the loss function of the LMTM as L 0 . At the same time, a main body M and its corresponding title P are used to compute the loss function of the TSM. The total loss function of the LMTM-TSM is denoted as follows:
where L 1 and L 0 are the loss functions of the LMTM and TSM, respectively. α, β are the hyper-parameters to determine which part of the function takes a greater role. Since the TSM is well pretrained, β is designed to be dynamic with Calculate the predicting title distribution title 7:
Calculate the loss function L 1 (P, title) 8: repeat 9:
sample N from T 10:
until neg = pos 11:
Calculate the topic distribution p mb 12:
Calculate the topic distribution p pos 13:
Calculate the topic distribution p neg 14:
Calculate the loss function L 0 (p mb , p pos , p neg ) 15: β = (1− 1 e step ) × β 0 16: L = αL 0 (p mb , p pos , p neg ) + βL 1 (pos, title) 17:
Calculate the gradients ∇ W L, lr with Adam 18: W = W − ∇ W L × lr 19: end for 20: until convergence the training steps, as follows:
where β = 0 when step = 0 to make L 1 determine the loss function and focus more on the LMTM. Additionally, β → β 0 as the step increases to protect the model from overfitting.
V. EXPERIMENTS AND ANALYSIS A. SETUP
To evaluate the performance of the LMTM, we first use the Bytecup Dataset as the pretraining set to train the TSM. The Byte Cup 2018 International Machine Learning Contest released a data set consisting of 1.3 million pieces of news articles with titles and main bodies. Then, we collect news articles with tags from the Internet and build Dataset I, which contains 5000 articles organized into 10 classes, and Dataset II, which contains 12000 articles organized into 40 classes. The statistics are shown in Table 1 ; it should be noted that the two datasets share the same vocabulary.
In the experiments, NLTK is used for the lemmatization, the words that are not in the vocabulary are set to token [unknown] , as mentioned earlier, and all the letters are changed into lower-case. In addition, the max length of the main bodies is set to 512 (including punctuation).
We chose the following methods as the baseline approaches:
(a) LDA [4] : It is a classic topic model, which uses the bagof-words assumption. Therefore, it lacks the semantic and syntactic information to produce the topic distribution of a document, and LDA describes each topic via the distribution of all the words in the vocabulary.
(b) NTM [9] : It is a topic model based on neural networks, in which it uses word embedding technology to extract the semantic information from words and n-grams. However, the syntactic information can barely remain in the n-grams, and the description of a topic produced by NTM is a set of key n-grams.
(c) senLDA [20] : It is an extension of the LDA that incorporates the structure of the text in the generative and inference processes. It assumes a strong dependence of the latent topics between the words of sentences and always performs better than the original LDA.
(d) NSEM [1] : It is a neural model that employs named entity recognition technology to extract key elements. It extracts semantic information with word embedding technology but lacks the syntactic information, and the description of a topic produced by NSEM is a set of key elements.
For LDA, we used the implementation of the genism toolkit and set parameter α = 1/T . For NTM, we set n to 2 in the ngram representation. For NSEM, we used the Stanford named entity recognizer to identify the named entities. The key elements are picked up by using TFIDF, where the number of each key element is no more than 3. Additionally, we do not use the module detecting the dynamics of topics over time. For LMTM-BERT, we fixed the weights of all the embedding layers and the first ten transformers to prevent overfitting. Additionally, for LMTM-TSM, we train the topic model and summarization model together to avoid overfitting.
For all of the models, the number of topics is set to 10 for Dataset I and 40 for Dataset II, which is equal to the number of classes. For the NTM, NSEM, and LMTM-TSM, we use the same pretrained embedding matrix, which represents each word as a 300-dimensional vector. For LMTM-BERT, we use the uncased BERT-base. All of the neural models are based on TensorFlow and trained on a 1080Ti GPU.
B. EXPERIMENT ON TOPIC CLUSTERING
Since the articles in Dataset I and Dataset II were labeled previously, we use Jaccard Coefficient (JC), Fowlkes and Mallows Index (FMI), precision (PRE), recall (REC) and F1 to evaluate the performances of the different models on topic clustering [31] . All of the metrics can be denoted as follows: where TP = (i, j) | predict i = predict j and label i = label j ,
FP = (i, j) | predict i = predict j and label i = label j ,
TN = (i, j) | predict i =predict j and label i = label j .
As shown in Tables 3 and 4 , LMTM-BERT achieves the best performance on both datasets in most of the metrics. On Dataset I, the results of LMTM-BERT are 0.366 in JC, 0.540 in FMI, 0.478 in precision, 0.609 in recall, and 0.536 in F1, all of which are the best compared to the other models. On Dataset II, though the LDA reaches 0.401 in recall, the other metrics for the LDA are much worse than those of the other approaches. After examining the results of the LDA manually, we find that the final distribution of the LDA is extremely unbalanced, which leads to a high recall and very low precision. Except for the recall, LMTM-BERT performs the best among the approaches, while LMTM-TSM is the second best.
C. EXPERIMENT ON LOSS FUNCTION
To verify the effect of margin loss function, we train LMTM-BERT on Dataset I with L pw and L m by using the same SGD optimizer. L pw is the loss function used in the NTM and NSEM, which only considers the relative distance between sim (t m , t p ) and sim (t m ,t n ), while L m , which is proposed to use in this paper, considers the absolute values of the two similarities. As show in Fig. 4 , L m has a better performance compared to L pw in JC, FMI, and F1.
The loss function of LMTM is based on a similarity function. To verify the effect of MTS, the similarity function proposed in this paper, we train LMTM-BERT on Dataset I with different similarity functions, including the cosine similarity (CS), Euclidean Distance (ED), KL, and MTS, to compare the metrics of the corresponding results.
CS (cosine similarity) is used in the NTM to measure the differences between two topic distributions, which can be denoted as follows:
ED (Euclidean Distance) is a general function to measure the distance between two points and has been widely used in machine learning. It can be denoted as follows:
It can be observed from Fig. 5 that though KL achieves the best performance in precision of 0.512, MTS has the highest scores in all other metrics, with 0.366 for JC, 0.540 for FMI, 0.609 for recall, and 0.536 for F1.
D. EXPERIMENT ON LM
To verify the effect of pretraining Language Models, we conduct an experiment to compare the loss versus epochs curve of the NSEM and two LMTMs, in which one uses well pretrained weights whereas the other one does not. Note that the loss of the LMTM-TSM shown in the figure only includes L 1 , the loss of the LMTM, but excludes L 0 , the loss of the TSM, though it is trained with L = αL 1 + βL 0 .
From Fig. 6 , it can be observed that, thanks to the pretrained deep layers, LMTM-BERT is able to extract the semantic and syntax information from documents, which causes it to converge faster than NSEM and reach a lower final loss, which leads to a better performance for the metrics mentioned earlier.
As shown in Fig. 7 , with deep layers, the LMTM-TSM is able to extract the semantic and syntax information, also, and it achieves a similar final loss as LMTM-BERT. However, the LMTM-TSM without pretrained weights does not tend to converge though 45-epochs of training. Thus, we conclude that, since deep models have a fitting ability that is too strong, with the complex structure and numerous weight parameters, converging on a small data set is difficult to obtain. LMTM is able to alleviate the problem with pretraining weights and multi-task learning technology. To investigate the quality of the dynamic word representation produced by the TSM, we conduct an experiment on several sentences to calculate the distributions of the same word with diverse meanings. As shown in Fig. 8 , we compute the cosine similarity between four distributions of the word apple in four sentences, A, B, C, and D, where in A and B, apple is a technology company, while it is a type of fruit in C and D. It can be observed that the distributions of the first two words are similar and the last two are similar, which means that the model is able to distinguish the differences according to the contextual information..
E. EXPERIMENT FOR TOPIC SUMMARIZATION
Compared to other models, one of the advantages of our approach is that the LMTM-TSM is able to produce understandable descriptions of topics. To evaluate the capability of the TSM in generating a topic summary, we change the number of topics (K ) to 100 to obtain topics of different granularity and produce the summary of each topic by using the beam search algorithm, where the beam size is set to 3 and the max length of a sentence is set to 50. Then, we compare the results with those of the LDA and NSEM.
We manually examine all the topic descriptions generated by the models. As the examples shown in Table 5 , it can be observed that the topic summaries of the TSM are easy to understand compared to the descriptions as grouped named entities produced by NSEM and the separate words produced by LDA. More details of the summaries and relevant titles are shown in Table 6 , where the descriptions shown in the first TABLE 6. The descriptions of 2 topics generated by three models. column are produced manually, three titles of the documents most related to the topic are shown in the second column, and the summaries produced by the TSM are shown in the third column. From Table 5 and Table 6 , we have the following observations:
• For each topic, the summary generated with TSM is almost a natural sentence with few grammatical mistakes, for example, the summary of Topic 3 lacks a predicate verb.
• For topics that contain many connected events, the summaries are less reasonable. It seems that the TSM produces a summary with several key words that it finds in the topic. However, for topics composed of one or few events, such as Topics 0 and 1, the summaries are reasonable enough.
VI. CONCLUSION
In this paper, we propose a novel deep neural model, i.e., LMTM, for topic clustering and summarization. Based on a well-trained Language Model, the LMTM-BERT shows excellent results for different metrics for topic clustering.
Although the performance of the LMTM-TSM is slightly worse, it is much more flexible and can generate a brief summary for each topic to make it easy to understand. In future work, we will focus on the following:
• How to design a more efficient Topic Summarization Model that is able to extract the semantics of the document with the encoder and produce a summary with the decoder.
• How to design topic models for other text documents that are not supposed to be divided into titles and main bodies sharing similar topic distributions.
