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bstract
A dynamical model of an activated sludge process is considered. A mathematical analysis of the model equations with general rate
unctions is given. The dissipativity, boundedness, invariance of non-negativity, persistence, stability, bifurcation and periodicity of
olutions are discussed. It was also shown that the rate functions have no influence for stability in the special case disinfected feed.
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1.  Introduction
There has been considerable interest in the dynamics and control of activated sludge processes (see [1–4]). In
[5], the authors discussed the effects of substrate inhibited kinetics in activated sludge reactors. It was shown that
substrate inhibition models are fundamental in predicting the results of wastewater. The authors in ([6,7]) investigated
the stability and the control of steady states multiplicity in the continuous stirred tank bioreactor (CSTBR). In [6], the
authors discussed the stability in the CSTBR with cell recycle using the singularity theory.
In this paper we consider the following model of an activated sludge process proposed as Substrate (S) →  Particulate
product (Xs) →  Biomass (Xa). It is known (see [1]) that the model is structured upon the following two processes:
(i) Formation of an intermediate particulate product (Xs) depending on substrate.
(ii) Active biomass (Xa) synthesis.
This leads to the following system
θ1
ds
dt
= Sf −  S  −  θ1XaU1(S,  Xs),
θ1
dXs
dt
= Xsf −  ωXs +  θ1Xa(U1 −  U2),
θ1
dXa
dt
=  Xaf −  ωXa +  θ1XaU2(Xs),
(1)
where S  is the substrate concentration, Xs intermediate particulate product concentration, Xa biomass concentration, f
(subscript) feed stream, θ1 reactor residence time and ω  sludge withdrawal fraction. Also, the parameters θ1, Sf and ω
are positive and Xsf , Xaf be non-negative.
The aim of this paper is to study the dynamic characteristics of a flexible model of activated sludge process with
solid recycle with rate functions more general than those given by [1,8–10]. We discuss some qualitative properties of
solutions such as boundedness, existence, dissipativity, positively invariance, persistence and stability, using techniques
depending on those given by [11–13]. We also discuss the existence of Hopf bifurcation and periodic solutions of the
system. In Section 2, we start to simplify the model and discuss some qualitative properties of equilibria such as
boundedness, invariance, persistence, bifurcation and stability for the special case
(
Xsf =  Xaf
)
, with a technique
similar to that given by [12]. Section 3 is devoted for the general case of the model. In Sections 4 and 5 we discuss
Hopf bifurcation and periodic process for the general form of the model. A numerical results and conclusions are given
in Section 6.
2.  Preliminaries
In this section we state assumptions and substitutions to simplify the system (1), then we start to study some
qualitative properties of a special case of the model.
Now setting S  = s, Xs = x, Xa = z, 1/θ1 = θ  then system (1) becomes:
ds
dt
= θSf −  θs  −  zU1(s,  x),
dx
dt
= θXsf −  θωx  +  z(U1 −  U2),
dz
dt
= θXaf −  θωz  +  zU2
(2)where s(t0) = s0 > 0, x(t0) = x0 > 0, z(t0) = z0 > 0, 0 ≤  s  <  Sf , 0 ≤  x <  Xsf , 0 ≤  z  <  Xaf .
Suppose the following hypotheses
(H1) U1 has the properties
((
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(i) U1 =  U1(s,  x)≥0,
(ii) U1(0,  0) =  0, U1(s,  0) /=  0 and U1(0,  x) =  0,
iii) U1s(s,  x)≥0, U1x(s,  x) ≤  0.
(H2) U2 has the properties
(i) U2 =  U2(x)≥0,
(ii) U2(0) =  0,
iii) U2x(x)≥0.
Now we consider the special case
(
Xsf =  Xaf =  0
)
.
Then we have
ds
dt
= θSf −  θs  −  zU1(s,  x),
dx
dt
= −θωx  +  z(U1 −  U2),
dz
dt
= −θωz  +  zU2(x),
(3)
here s(t0) =  s0 >  0, x(t0) =  x0 >  0, z(t0) =  z0 >  0, 0 ≤  s <  Sf , x≥0 and z≥0.
Now we consider system (3) with the same conditions and hypotheses H1 and H2, on the functions U1, U2 and the
ariables s, x, z  for boundedness, invariance and dissipativity.
heorem 2.1.  Let  χ  be  deﬁned  as  follows:
χ =  {(s,  x,  z) ∈  R3+ : 0 ≤  s  <  Sf , 0 ≤  x,  0 ≤  z}.
Then
(i) χ  is  positively  invariant.
(ii) All  solutions  of  system  (3) with  initial  values  in  R3 are  eventually  bounded  and  are  traced  into  χ.
iii) The  system  (3) is  dissipative.
roof.  Let S0 >  0. Consider
ds
dt
= θSf −  θs  −  zU1(s,  x)
⇒ ds
dt
< θSf −  θs
⇒ d(seθt) <  θS eθtdtf
⇒  seθ <  Sf eθt +  c1
⇒  s  <  Sf +  c1e−θt
⇒  s  <  max(Sf ,  S0).
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Then limt→∞ sup s(t) ≤  Sf .
Now consider
dx
dt
= −θωx  +  z(U1 −  U2)
⇒ dx
dt
< −θωx  +  δ1, where δ1 =  max{z(U1 −  U2)}
⇒ x  < δ1
θω
+  c2e−θωt
⇒  x(t) ≤  max
(
δ1
θω
, X0
)
Hence limt→∞ =  sup x(t) ≤  δ1/ωθ.
Similarly since z(t) ≤  max((δ2/θω),  Z0).
Thus limt→∞ =  sup z(t) ≤  δ2/ωθ, where δ2 =  max{zU2(x)}.
This completes the proof. 
The equilibria of system (3) are obtained by solving the following system of algebraic equations
θSf −  θs  −  zU1(s,  x) =  0
−θωx  +  z(U1 −  U2) =  0
−θωz +  zU2 =  0.
(4)
Subject to the hypothesis H1 and H2, the possibility of equilibria are as follows: E0 =  (0,  0,  0), E1 =  (0,  x∗,  z∗),
E2 =  (s∗,  0,  z∗), E3 =  (s∗, x∗, 0) are impossible equilibria whereas E4 =  (Sf ,  0,  0) and E  =  (s∗,  x∗, z∗), s∗ /=  0,
x∗ /=  0, z∗ /=  0 are possible.
Existence of E4 =  (Sf , 0,  0) arises directly by substituting this point in (4). Now we discuss the linearized stability
of the system (3) restricted to a neighborhood of the equilibrium point E4 =  (Sf , 0,  0)A, using hypotheses H1 and H2,
the Jacobean matrix due to linearization of system (3) about the rest point E4 =  (Sf ,  0,  0) is given by
JE1(Sf ,0,0) =
⎛
⎜⎜⎝
−θ  0 −U1(Sf , 0)
0 −θω  U1(Sf ,  0)
0 0 −θω
⎞
⎟⎟⎠ . (5)
The corresponding eigenvalues are
λ1 =  −θ,  λ2 =  −θω  and λ3 =  −θω.
Thus E4 =  (Sf ,  0,  0) is asymptotically stable. It is also hyperbolic and isolated.
To establish the sufficient conditions for the existence of the interior equilibrium point E  =  (s∗,  x∗, z∗), the system
(3) must be uniformly persistent, i.e. we must verify the following hypothesis for the system (3) (see [11,12,14]).
A0: All dynamics are trivial on ∂R3+.
A1: All invariant sets (equilibria) are hyperbolic and isolated.
A2: No invariant sets on ∂R3+ which are asymptotically stable.
A3: If the equilibrium exists in the interior of any 2-dimensional subspace of R3+ it must be globally asymptoticallystable with respect to orbits initiating in that interior.
A4: If M  is an invariant set on ∂R3+, and W+(M) is its strong stable manifold, then W+(M) ∩  intR3+ =  φ.
A5: The given system is dissipative and eventually bounded.
A6: All invariant sets are acyclic.
3w
T
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.  Existence  of  equibria
Consider the general case (Sf /=  0,  Xsf /=  0,  Xaf /=  0), i.e.
ds
dt
= θSf −  θs  −  zU1(s,  x),
dx
dt
= θXsf −  θωx  +  z(U1 −  U2),
dz
dt
= θXaf −  θωz  +  zU2
(6)
here s(t0) =  s0 >  0, x(t0) =  x0 >  0, z(t0) =  z0 >  0, 0 ≤  s <  Sf , 0 ≤  x  <  Xsf , 0 ≤  z  <  Xaf .
The following result studies boundedness, invariance of non-negativity and dissipativity of the system (6).
heorem 3.1.  Let  £ be  a  region  in  R3+ deﬁned  as:
£=
{
(s, x,  z) ∈  R3+ : 0 ≤  s  <  Sf , 0 ≤  x  <  Xsf ,  0 ≤  z <  Xaf
}
.
Then
(i) £ is  positively  invariant.
(ii) All  solutions  of  system  (2) with  initial  values  in  R3+ are  eventually  bounded  and  are  traced  into  £.
iii) The  system  (2) is  dissipative.
roof.  Let s0 >  0. Consider
ds
dt
= θSf −  θs  −  zU1(s,  x)
⇒ ds
dt
< θSf −  θs
⇒ d(seθt) <  θSf eθtdt
⇒  seθt <  Sf eθt +  c1
⇒  s  <  Sf +  c1e−θt
⇒  s  ≤  max(Sf ,  s0)
Hence limt→∞ sup s(t) ≤  Sf .
Let x0 > 0. Consider
dx
dt
= θXsf −  θωx  +  z(U1 −  U2)
⇒ dx
dt
< θXsf −  θωx  +  δ1 where δ1 =  max{z(U1 −  U2)}
dx⇒
dt
+  θωx  <  θXsf +  δ1
⇒  d(xeθωt) < (θXsf +  δ1) eθωtdt
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⇒  xeθωt <
(
θXsf +  δ1
)
θω
eθωt +  C2
⇒  x  <
(
θXsf +  δ1
)
θω
+  C2e−θωt
⇒  x  ≤  max
{(
θXsf +  δ1
)
θω
, x0
}
Hence limt→∞ sup x(t) ≤
(
θXsf +  δ1
)
/θω.
Similarly let z0 > 0. Consider the z  equation
dz
dt
= θXaf −  θωz  +  zU2(x)
we get z ≤  max{((θXaf +  δ2) /θω) , z0}where δ2 =  max{zU2(x)}and hence limt→∞ sup z(t) ≤ (θXaf +  δ2) /θω
This completes the proof. 
The equilibria of system (6) are obtained by solving the system of isoclines equations:
θSf −  θs  −  zU1(s,  x) =  0,
θXsf −  θωx  +  z(U1 −  U2) =  0
θXaf −  θωz  +  zU2 =  0.
(7)
Subject to the hypotheses H1 and H2, the existence of equilibria can be discussed as follows:
(1) The point E0 =  (0,  0,  0) is impossible to be equilibrium, since system (7) is non-homogeneous.
(2) The point E1 =  (0,  x∗, z∗) for all x,  z  ∈ R+ cannot be equilibrium, since if we put s = 0 in the first equation of (5)
we get θSf −  θ(0) −  zU1(0,  x) =  0 ⇒  θSf −  0 −  0 =  0 ⇒  Sf =  0, which is a contradiction.
(3) Similarly the point E2 =  (s∗, 0,  z∗) leads to a contradiction
(⇒  Xsf =  Xaf =  0).
(4) Also the point E3 =  (s∗,  x∗, 0) also cannot be equilibrium since if we put x = 0 in the second equation of (5) we
get: θXsf −  θω(0) +  z(U1(s,  0) −  U2(0)) =  0 ⇒  θXsf +  zU1(s,  0) =  0, which is impossible since θXsf >  0 and
zU1(s,  0) >  0.
From the above discussion we conclude that the equilibrium point of system (5) is of the form E  =  (s∗, x∗,  z∗)
where s∗ /=  0, x∗ /=  0, z∗ /=  0. Now, we shall establish sufficient conditions for the existence of a positive interior
equilibrium E  =  (s∗, x∗,  z∗). This can be done if system (7) is uniformly persistent [11] i.e. the hypotheses of uniform
persistence must be verified on system (6). It can be seen easily that all hypotheses hold, and then we can introduce
the following result.
Theorem  3.2.  Assume  system  (6) is  such  that
(i) All  equilibria  are  hyperbolic.
(ii) The  equilibria  in  the  interior  of  subspace  R2+ of  R3+ are  globally  asymptotically  stable.
(iii) System  (6) is  dissipative  and  solutions  initiating  in  Int.  R3+ are  eventually  bounded.
Then system  (6) is  uniformly  persistent.
Proof. Since we have shown that there are no equilibria other than E =  (s∗,  x∗,  z∗).
Thus (i) and (ii) are trivial. For (iii), Theorem 3.1 shows that system (6) is dissipative, bounded and invariant. Now
let E  =  (s∗,  x∗, z∗) ∈  R3+, and let Ψ (E) be the set of limit points of E, then the compact invariant sets on ∂R3+ are equal
to φ. Finally, we need Ψ (E) ∩  ∂R3+ =  φ  to complete the proof. Suppose Ψ (E) ∩  ∂R3+ /=  φ  ⇒  ∃eˆ  ∈  ∂R3+ and eˆ  ∈  Ψ (E),
then the closure of the orbit through eˆ is unbounded. This is a contradiction. This completes the proof. 
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heorem  3.3.  Let  the  conditions  of  Theorem  4.2 hold,  then  system  (6) exhibits  uniform  persistence,  in  particular
nterior equilibria  of  the  form  E  =  (s∗, x∗,  z∗) exist.
roof. The results follow directly the work of [18]. 
Now we introduce a direct technique to prove the existence of the equilibria E  =  (s∗,  x∗,  z∗) by the following results.
heorem 3.4.  Let, η1 =  min {zU1(s,  x)}, η2 =  max {z(U1 −  U2)}, η3 =  max {z(U2)}, then
(s  +  x  +  z) ≤ θ
[
ωSf +  Xsf +  Xaf
]+  η
θω
+  c1e−θt + c2e−θωt,
and
lim
t→∞ sup(s  +  x +  z) ≤
θ
[
ωSf +  Xsf +  Xaf
]+  η
θω
,
here  η  =  η1 +  η2 −  ωη3.
roof. From the first equation of system (2) we get
ds
dt
≤ θSf −  θs  −  η1,
⇒  d(seθt) ≤  (θSf −  η1)eθtdt,
⇒ seθt ≤ θSf −  η1
θ
eθt +  C1,
⇒ s  ≤ θSf −  η1
θ
+  C1e−θt .
Also the second and third equations give
d
dt
(x  +  z) ≤  θ (Xsf +  Xaf )−  θω(x  +  z) +  (η1 +  η2),
⇒ (x  +  z)eθωt ≤  θ (Xsf +  Xaf )+  (η2 +  η3)θωeθωt +  C3
⇒  (x  +  z) ≤  θ (Xsf +  Xaf )+  (η2 +  η3)θω  +  C3e−θωt
Hence
(s  +  x  +  z) ≤  θ [ωSf +  Xsf +  Xaf ]+  ηθω  +  C1e−θt +  C3e−θωt
here η  =  (η2 +  η3 −  ωη1)
Thus lim
t→∞ sup(s  +  x  +  z) ≤
θ[ωSf+Xsf+Xaf ]+η
θω
This completes the proof. 
emma 3.5  ((Existence of E  =  (s∗,  x∗,  z∗))). Suppose  there  exists  E  =  (s∗,  x∗, z∗) ∈  R3+, such  that  s∗ +  ω(x∗ +  z∗) =
f +  Xsf +  Xaf .
Then  E  =  (s∗, x∗,  z∗) exists.
roof. Using the system of isoclines equations (4) we get
U1 = θ(Sf −  s) ,
z
U2 =
θ
(
ωz  −  Xaf
)
z
,
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⇒  U1 −  U2 =
θ
(
Sf −  s  +  Xaf −  ωz
)
z
.
And also
U1 −  U2 =
θ
(
ωx  −  Xsf
)
z
,
Thus
θ
(
Sf −  s  +  Xaf −  ωz
)
z
= θ
(
ωx  −  Xsf
)
z
,
⇒ s  +  ω(x  +  z) =  Sf +  Xsf +  Xaf .
This completes the proof. 
4.  Stability  and  bifurcation  of  E  = (s*,  x*,  z*)
In this section stability and Hopf bifurcation will be performed for the system (2). Consider the bifurcation parameter
θ and the rest point E  =  (s∗,  x∗,  z∗). System (2) can be recast into the form w′ =  G(w; θ) with
w  =
⎛
⎜⎝ sx
z
⎞
⎟⎠ (8)
where θ  ∈  R+ is the bifurcation parameter, G(w; θ) is a Cr(r≥4) function on an open set in R3 × R.
Let qθ =  E  =  (s∗,  x∗,  z∗) be the set of rest points of system (2) such that G(qθ) =  0, for some θ  ∈  R+ on a sufficiently
large open set Ω  containing qθ .
The linear vector field obtained by linearizing (2) about any qθ be as follows, Y ′ =  DG(qθ)Y , Y ∈ R3+, where
(′ = d/dt).
The Jacobean matrix corresponding to qθ is given by:
Jθ (qθ) =
⎛
⎜⎜⎝
−θ −  zU1s(s,  x) −zU1x(s,  x) −U(s,  x)
zU1s(s,  x) −θω  +  (U1 −  U2)x (U1 −  U2)
0 zU2x  −θω  +  U2
⎞
⎟⎟⎠
(s∗,x∗,z∗,θ)
=
⎛
⎜⎜⎝
ρ11 ρ12 ρ13
ρ21 ρ22 ρ23
ρ31 ρ32 ρ33
⎞
⎟⎟⎠ = A33.
The characteristic equation corresponding to Jθ(qθ) is given by
λ3 +  a1λ2 +  a2λ  +  a3 =  0,  (9)
where the ai, i = 1, 2, 3 are given by
a1 =  −(Trace(A33)) =  −(ρ11 +  ρ22 +  ρ33)
a2 =
∣∣∣∣∣
ρ22 ρ23
ρ32 ρ33
∣∣∣∣∣+
∣∣∣∣∣
ρ11 ρ13
ρ31 ρ33
∣∣∣∣∣+
∣∣∣∣∣
ρ11 ρ12
ρ21 ρ22
∣∣∣∣∣
a3 =  −
∣∣∣∣∣∣∣∣
ρ11 ρ12 ρ13
ρ21 ρ22 ρ23
ρ31 ρ32 ρ33
∣∣∣∣∣∣∣∣
,
(10)The system is asymptotically stable at E  =  (s∗,  x∗,  z∗) if all the eigenvalues of A33 have negative real parts, and by
the Routh–Hurwitz criteria [15,16] the eigenvalues of A33 have negative real parts if
R1 : a1 >  0,  a3 >  0,
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R2 : a1 · a2 >  a3.
Now in order to have Hopf bifurcation, we must violate either R1 and R2 as follows:
Suppose,
i) ai > 0 for i = 1, 2, 3,
i) R2 is violated such that a1 ·  a2 =  a3.
Now we introduce the following lemma.
emma  4.1.  Let
i) Each  ai >  0 for  i =  1,  2,  3,
ii) a1 · a2 =  a3,
ii) a′1 /=
a3−a′3
3−2a2 , a2 /=
3
2 , where  a
′
i = daidt , i  =  1,  2,  3.
P(λ,  Jθ(qθ)) =  λ3 +  a1λ2 +  a2λ  +  a3 =  0, (11)
Then (11) can be factored into the form
(λ2 +  k1)(λ  +  k2) =  0,  (12)
here a1 =  k2, a2 =  k1, a3 =  k1k2.
In particular, the spectrum of Jθ(qθ) is σ(Jθ(qθ)) =
{−k2,  −i√k1,  i√k1} or λ1 =  −k2 = −a1, λ2 =  −i√k1 =
i
√
a2, and λ3 =  i
√
k1 =  i√a2. Thus under the conditions of the above lemma P(λ,  Jθ(qθ)) has two pure imaginary
oots for some values of θ  say θ  =  γ . For some neighborhood of α: θ  ∈  (γ  −  ζ,  γ +  ζ), ζ  >  0 the characteristic equation
(λ, Jθ(qθ)) cannot have positive real roots. But for θ ∈  (γ −  ζ,  γ  +  ζ) the roots are in general of the form
λ1 =  −k2 /=  0,  λ2 =  α(θ) −  iβ(θ) and λ3 =  α(θ) +  iβ(θ)
We are going to prove the condition of Hopf bifurcation Re
[
dλj
dθ
]
θ=γ
/=  0, j  =  2,  3 as in [18]. Now substituting
j(θ) =  α(θ) +  iβ(θ) into
P(λ,  Jθ(qθ)) =  λ3 +  a1λ2 +  a2λ  +  a3 =  0,
and computing the derivatives with respect to θ, we obtain P(λ,  Jθ(qθ)) =  (α(θ) +  iβ(θ))3 +  a1(α(θ) +  iβ(θ))2 +
2(α(θ) +  iβ(θ)) +  a3 =  0. Hence
dλ
dθ
= 3(α(θ) +  iβ(θ))2 (α′(θ) +  iβ′(θ))+  a′1(α(θ) +  iβ(θ))2 +  2a1 (α(θ) + iβ(θ)) (α′(θ) +  iβ′(θ))+
a′2 (α(θ) +  iβ(θ)) +  a2
(
α′(θ) +  iβ′(θ))+  a′3 =  0,
here (′ = d/dθ) and α(θ) +  iβ(θ) =  α  +  iβ.
Thus
dλ
dθ
= [3(α2 − β2) + 2a1α + a2]α′ + [6αβ + 2a1β]iα′ − [6αβ + 2a1β]β′ + [3(α2 − β2) + 2a1α + a2]iβ′+
+[a′1(α2 − β2) + αa′2 + a′3] + [2a′1αβ + a2β]i = 0
(13)
Comparing the real and the imaginary parts of (13) we obtain
A(θ)α′(θ) −  B(θ)β′(θ) +  C(θ) =  0,
B(θ)α′(θ) +  A(θ)β′(θ) +  D(θ) =  0,
(14)
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where
A(θ) =  3(α2 −  β2) +  2a1α  +  a2,
B(θ) =  6αβ  +  2a1β,
C(θ) =  a′1(α2 −  β2) +  αa′2 +  a′3,
D(θ) =  2a′1αβ  +  a2β.
(15)
Since Re
[
dλj
dθ
]
θ=γ
=  α′(γ), then solving (14) for α′(γ) gives
Re
[
dλj
dθ
]
θ=γ
=  α′(γ) =
∣∣∣∣−C(θ) −B(θ)−D(θ) A(θ)
∣∣∣∣∣∣∣∣A(θ) −B(θ)B(θ) A(θ)
∣∣∣∣
θ=γ
= −(AC  +  BD)
A2 +  B2 θ=γ /=  0. (16)
But since α(γ) =  0 then Eq. (15) implies
A(γ) =  −3β2 +  a2,
B(γ) =  2a1β,
C(θ) =  a′1(α2 −  β2) +  αa′2 +  a′3,
C(γ) =  −a′1β2 +  a′3.
(17)
Thus
AC  +  BD  =  (−3β2 +  a2)(−a′1β2 +  a′3) +  (2a1β)(a2β)
= 3a′1β4 −  (3a′1 +  a2a′1 −  2a1a2)β2 +  a2a′3
=  3a′1a22 −
(
3a′1 +  a2a′1 −  2a1a2
)
a2 +  a2a′3,
(
where : β  = √k1 = √a1
)
= a2(2a2a′1 +  2a1a2 −  3a′1 +  a′3)
= a2(2a2a′1 +  2a3 −  3a′1 +  a′3),  (hypothesis II : a3 =  a1a2)
= a2[a′1(2a2 −  3) +  (2a3 +  a′3)] /=  0.
(18)
Thus the proof is completed.
The above discussion leads to the following result.
Theorem 4.2.  Suppose  that
(i) System  (2) is  uniformly  persistent,
(ii) E  =  (s∗,  x∗,  z∗) exists,
(iii) Lemma  4.1 holds.Then system (2) exhibits a Hopf bifurcation in the first octant leading to a family of periodic solutions that bifurcate
from E  =  (s∗, x∗,  z∗) for suitable values of θ  in the neighborhood of θ  =  γ .
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.  Periodic  process
Let T be the Banach space of real valued, continuous T-periodic functions of a real variable t. Consider the periodic
ystem
ds
dt
= θSf −  θs  −  zU1(s,  x),
dx
dt
= θXsf (t) −  θωx  +  z(U1 −  U2),
dz
dt
= θXaf (t) −  θωz  +  zU2(x),
Xsf (t) =  Xsf (t  +  T  ),
Xaf (t) =  Xaf (t  +  T  ),
(19)
here s(t0) =  s0 >  0, x(t0) =  x0 >  0, z(t0) =  z0 >  0.
Assume the following assumptions
1) Xsf , Xaf ∈  1T .
2) The system (19) in R2+ has a positive T-periodic solution Φ0 such that 0 <  Φ0 =  (x1(t),  z1(t)) ∈ 2T .
3) Let Γ 3 be an open set in R3+, then (s∗, Φ0) ∈  Γ 3 for all t≥0
4) Φ0 is non-critical.
5) System (19) is invariant.
Now let us define:
Γ 3T (Φ0) =
{(s,  Φ0) ∈  T ×  2T : (s(t),  Φ(t) +  Φ0(t)) ∈  Γ 3,  ∀t} (this means that Γ 3T (Φ0) is open set in T × 2T
nd contains (s∗,  Φ0)).
The Jacobian matrix due to linearization of system (19) in a neighborhood of the periodic orbit (s∗, Φ0(t)) is given
y:
J(s∗,  Φ0(t)) =
⎛
⎜⎜⎝
−θ  −  z1U1s(s∗,  x1) −z1U1x(s∗,  x1) −U(s∗, x1)
zU1s(s,  x) −θω  +  (U1(s∗,  x1) −  U2(x1))x (U1(s∗,  x1) −  U2(x1))
0 zU2x(x1) −θω  +  U2(x1)
⎞
⎟⎟⎠ (20)
Let the Flouquet multipliers of J(s∗,  Φ0(t)) be i, i  =  1,  2, 3, and let
N33 =  J(s∗,  Φ0(t)) =  (njk),  j,  k  =  1,  2,  3.
Then with respect to N33 we define
(i) ||x|| = sup |xk|
(ii) ||N(t)|| =  sup∑∣∣njk∣∣
iii) Υ  (N(t)) =  sup
{
Re nkk +
∑
j /=  k
∣∣njk∣∣}
So the Lozinskii matrix measure of N(t) can be simplified (see [17]) as follows
Υ (N(t)) = sup {Ren11 + |n21| + |n31| , Ren22 + |n12| + |n32| , Ren33 + |n13| + |n23|}
= sup
(
Re (−θ  − z1U1s(s∗, x1)) + |zU1s(s, x)| + |0| , Re (−θω + (U1(s∗, x1) − U2(x1))x) + |−z1U1x(s∗, x1)| +
+ |zU2x(x1)| , Re (−θω + U2(x1)) + |−U(s∗, x1)| + |(U1(s∗, x1) − U2(x1))|
)heorem  5.1.  Let  ℵ(t) =  max {Υ (N(t))} where  (x1(t),  z1(t)) is  the  periodic  orbit  speciﬁed  by  assumption  (2), if
(t) ≤  ν, (ν  <  0). Then  (x1(t),  z1(t)) is  uniformly  asymptotically  stable  and  consequently  the  Floquet  multipliers  σi
re  such  that  |σi| <  1; i =  1,  2,  3.
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Proof.  The function ℵ(t) is a simplified of Lozinskii matrix measure, so the proof follows directly from Lozinskii
matrix stability criteria and Floquet theory. 
6.  Numerical  results  and  conclusions
A system of a bioreactor with cell recycle using general form of specific rate functions for conversion of substrate
to intermediate Product, and intermediate Product to active biomass was investigated in this paper. The system is
eventually bounded, positively invariant, dissipative, and uniformly persistent as it was shown in by Theorems 2.1, 3.1
and 3.2. A special case (clean feed) of the system is asymptotically stable in its unique equilibrium (Sf , 0,  0), and we
Fig. 2. Periodic solutions appear at HB points.
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s
t
a
s
H
mFig. 3. (t, S).
ee that no influence of the rate functions in this case since the eigenvalues were independent of U1 or U2. Whereas
he influence of the rate functions in the general case with its equilibrium of the form E  =  (s∗,  x∗,  z∗). This is clear
nd important in the system behavior, and it exhibits rich stability characteristics ranging from stable, asymptotically
table, Hopf bifurcation, periodic solutions, using the mathematical tools of differential analysis, persistence theory,
opf, and Floquet theories.
As a numerical application we discuss phase plane and time trace for our obtained results. We use the Poincare’
aps and the Lyapunov exponents as numerical tools to study the chaos phenomena in this system dynamics.
Fig. 4. (t, Xs).
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In this case we consider ω =  0.11 and θ  =  1.65, while the remaining parameters be as in system (1). This choice
of ω  and θ  gives a clear picture of the system’s behavior as will be shown later. We got in the continuity diagram as;
LP1, LP2, HB1, HB2, LP3, LP4 with periodic solutions born at HB1 and HB2, as shown below.
7.  Phase  planeClear pictures of solutions behavior can be represented by the time trace and phase plane.
The following figures show the time trace initiating at (S,  Xs,Xa) = (254.2583,  194.4016,  2934.776) (Figs. 1 and 2).
Figs. 3–5 show the time trace (ω  =  0.11 and θ  =  1.65).
Fig. 6. (S, Xs).
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Fig. 7. (S, Xa).
Fig. 8. (Xs, Xa).
Fig. 9. (θ, Xs).
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Fig. 10. (θ, Xa).
Fig. 11. (Xs, Xa).
Fig. 12. (t, λ1).
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Fig. 13. (t, λ2).
f
8
w
o
P
tFig. 14. (t, λ3).
The phase plane of this case also initiating at (S,  Xs,  Xa) =  (254.2583,  194.4016,  2934.776) is made as in the
ollowing figures.
Figs. 6–8 show the phase plane (ω  =  0.11 and θ  =  1.65).
.  Poincare’  map
Using AUTO software we found that at (S,  Xs, Xa) =  (254.2583,  194.4016,  2934.776) with ω =  0.11 and θ  =  1.65,
e got a PD (period doubling). Now using the phase plane for this case, we take the hyperplane as a (Xs, Xa) plane
rthogonal to the S-axis at S0 =  70, which is suitable to evaluate the Poincare’ map for this case. Figs. 9–1 show the
oincare’ maps for (θ,  Xs),  (θ,  Xa) and (Xs,  Xa), which give an indicator for the complexity of the behavior, since
hese maps are neither finite number of points nor a closed curve.
Figs. 9–11 illustrate Poincare’ maps (ω  =  0.11, θ  =  1.65).
[
[
[
[
[
[
[
[
[398 S.A.A. El-Marouf et al. / Journal of Taibah University for Science 9 (2015) 381–398
9.  Lyapunov  exponents
To evaluate the Lyapunov exponents for this case we used the software program introduced by [3] for the values
of ω  =  0.11, θ =  1.661477 and start at the initial value at (S,  Xs,  Xa) =  (245.2583,  194.4016,  2934.776), we get the
Lyapunov exponents λ1 =  −0.00000357, λ2 =  −0.0000000532, λ3 =  −0.484675. Where we approximate them to
λ1 =  0, λ2 =  0 and λ3 =  −0.48 i.e. the Lyapunov spectrum is of the form (0, 0, -) which means that this case represents
two-torus (see [3]). The Lyapunov exponents are illustrated in Figs. 12–14 below.
Figs. 12–14 illustrate Lyapunov exponents (ω  =  0.11, θ =  1.65).
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