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Abst rac t - - In  this paper, we consider a free boundary problem which arises in the pricing of an 
American call option. The free boundary represents he optimal exercise price as a function of time 
before a maturity date. We are developing a parameter estimation technique to obtain both the 
optimal exercise curve of an American call option and its price. For the numerical solution of a 
forward problem, a time marching finite element method is adopted. Numerical experiment shows 
the convergence property of the approximation scheme. (~ 2006 Elsevier Ltd. All rights reserved. 
Keywords- -Amer ican option, Black-Scholes equation, Free boundary problem, Optimal exercise 
curve, Finite-element method, Numerical result. 
1. INTRODUCTION 
An American call option is a contract hat gives the owner the right to buy a specified amount 
of an underlying asset at a fixed price called the exercise or strike price on or before a specified 
date called the maturity date. Since it can be exercised at any time up to the maturity date, 
it is important o know when the option should be exercised. This is represented by the so- 
called optimal exercise curve. Mathematically, the American option pricing problem forms a free 
boundary problem of the Black-Scholes equation, for which the free boundary corresponds to the 
optimal exercise curve. No explicit closed form formula for the American option price or for the 
optimal exercise curve is known. There have been so many numerical studies on this subject, 
see [1-5] and the references cited therein. In this paper, we present a parameter estimation 
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technique to compute both the optimal exercise curve and the option price. In [6], the authors 
considered the case of American put options, where a finite difference method is used. 
Let us consider an American call option on the underlying asset paying a continuous dividend d. 
Let a, r, E, and T denote the constant volatility of the underlying asset, risk-free interest rate, 
strike price, and date of maturity, respectively. Then, the price c(t, s) of the American call 
option for the asset value s at time t is the solution of the following free boundary problem for a 
Black-Scholes equation [7-9]: 
Oc 1 a2 2 02c Oc 
c0--t -~- 2 s ~s  2 -t- (r -- d)S~s - rc ---- 0 (1.1) 
in the continuation region Dc = {(t,s) • (0, T) × R + [ s < s~(t)}, the terminal and boundary 
conditions 
c(T, s) = max{s - E, 0}, c(t, 0) = 0, (1.2) 
and the free boundary conditions 
c(t, s~(t)) = max{s¢(t) - E, 0}, ~s(t, s~(t)) = 1. (1.3) 
The free boundary {(t, s) [ s = so(t)} describes the optimal exercise curve. It can be shown 
that there exist positive constants o and sl satisfying 
so ~ so(t) _~ Sl, for a l l  t • [0, T] (1.4) 
(see [1]). It  is also known that 
(1.5) 
(see, for example, [10,11]). 
It is well known that in the continuation region Dc 
c(t, s) > max{s - E, 0}, for (t, s) C Dc 
( see  [1,11]). 
2. PARAMETER EST IMATION 
TECHNIQUE 
It has been observed that the free boundary problem (1.1)-(1.3) can be set as a problem to 
seek a pair (c(t, s), so(t)) satisfying (2.1)-(2.3) on a fixed domain [1,2,10,12]. Let De denote the 
exercise region such that 
Dr = {(t,s) e (0, T) × R + Is  _> s~(t)}. 
Using the free boundary conditions (1.3) and (1.5), we extend c to the region [0, T] x [0, sl] by 
defining 
c(t, s) = max{s - E, 0} = s - E, on De. 
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Thus c is a solution of the following terminal-boundary value problem in (0, T) x (0, sl): 
Oco__~ + -~al 2 s2_Ofis 2o2c+ (r - d)s0C0s rc = (rE - ds)H (s - so(t)), (2.1) 
equipped with the terminal and boundary conditions 
c(W,s) = max{s - E, 0}, c(t,O) =0,  c(t, sl) =s l  -E ,  (2.2) 
where H denotes the standard Heaviside function. 
It is proved in [1,2] that the above problem (2.1),(2.2) has a unique weak solution and at the 
free boundary it satisfies 
c(t, so(t)) = so(t) - E. (2.3) 
Now we explain how problem (2.1), (2.2) can be interpreted as a parameter estimation problem. 
Noting (1.4),(1.5), we take 
Q= {q c C[0,W] Is0 <_q(t)<_sl for all t c [O, T], q(T) = ma~ {E, (d)  E} } 
as the possible parameter space equipped with the usual maximum norm, and consider the 
following parameter dependent terminal-boundary value problem: 
O~ 10.2S 202C OqC 
0-t + 2 O-fis 2 + (r - d)S~s s r~ = (rE - ds)H(s - q(t)), (2.4) 
e(W, s) = max{s - E, 0}, a(t, 0) --- 0, ~(t, s~) = sl - E. (2.5) 
The existence and uniqueness of a weak solution ~(t, s; q) of (2.4),(2.5) can be proved by the 
similar process to problem (2.1),(2.2). 
Suppose (c, so) is a solution of (2.1),(2.2). Then, it is clear that the solution ~ of (2.4),(2.5) 
corresponding to sc is the very c, so that at the free boundary 
a(t, salt); s~) = so(t) - E. (2.6) 
Motivated by this observation we consider the following optimization problem. 
PROBLEM P. Let Q be an admissible parameter subset of the parameter spare Q. Find q* C Q. 
which minimizes the cost functional J : Q ~ [4 defined by 
J(q) - -  max  ]q ( t )  - E - ~( t ,  q( t ) ; - . ,q~J . "  
[0,T] 
Notice that we should solve problem (2.4),(2.5) to calculate J. 
introduce a new unknown function 
u(t, s) - (s, - E)_______~ a(t, s). 
s1 
(2.7) 
To solve the problem, we 
(2.8) 
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Substituting 5 in (2.8) into (2.4), we obtain the transformed problem 
Ou 1 2 202u Ou { d(sl - E)s } 
0-7 + ~a s ~ + (r - d)S~s s ru = - (rE - ds)H(s - q(t)) + - , (2.9) 
Sl 
u(W, s) - (sl - E)s max{s - E, 0}, u(t, O) = O, u(t, sl) = 0. (2.10) 
Sl 
Dividing equation (2.9) by s 2 and testing it against functions v E H~(0, sl), we shall get the weak 
formulation (2.12),(2.13) of (2.9),(2.10). Let 
{ -lOv L2 (0, T; L2(0, Sl)) } V(0,T)= v[veL2(O,T;H~(O, sl)), s -~e  
and define a bilinear form on H01(0, Sl) by 
a(u,v)=la2fOu,  Ov)_ ( r _d) f  -lOu \as  -~s ~s -~s,V) + r (s-2u, v) , (2.11) 
in which (., .) stands for the inner product in L2(0, sl). The weak formulation is to find u E V(0, T) 
satisfying 
s ~- [ ,v j -a (u ,v )=-  s -2 ( rE -ds )g(s -q ( t ) )+ds  -l(slsl--E),v , (2.12) 
for v E H~(0, sl) with the terminal condition 
u(T, s) - (S1 - -  E)s max{8 - E, 0}, s E (0, sl). (2.13) 
sl 
Following the arguments in [1,2], we can prove the existence and uniqueness of the weak 
solution u(q) of (2.12),(2.13). The corresponding solution 5(q) of (2.4),(2.5) is obtained from (2.8). 
CONTINUITY. We shall prove the continuity of solutions with respect o the parameter. More 
specifically, there exists a positive constant C such that 
~ 2 Hu(q)--u(q)I[L2(O,T;H~(O,s,)) <__CHq--411L~, for q,4 C Q. (2.14) 
PROOF. For notational simplicity, let us denote u(q) and u(~) by u and ~, respectively, and set 
e = u - ~. Since e(t) E H01(0, Sl), we obtain from (2.12) that 
_20e s -~,ej  - a(e,e) = - (s -2( rE-  as) {H(s -  q(t)) - H(s -  ~(t))},e). 
Let I1' II denote the usual L2(0, sl)-norm. Using integration by parts, we see that 
( ) 1 l(s_2,e2)__ 1 (s_2,e2) (2.15) 
Hence, 
1 210e 2 1 
= ~a loss + ~(r  + d) I l s - 'e l l  2 
Consequently, HClder inequality and Young's inequality imply that 
d l  1 2 0ese 2 1 
at 2 Ils-le][2 ÷ ~a ÷ ~(r ÷ d) Hs-'e][ 2 
= (s-2(rE -ds )  {H(s - q(t)) - H (s - ~(t))}, e) 
_< l ( r  + d) I l l - ' e l l  2 + c [[~-~(rE - ds) {H(s  - q( t ) )  - H (s  - 4( t ) )} [ [  2 , 
where C is a positive constant depending on r ÷ d. 
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This result implies that if q,~ E Q (so _ q(t),~(t) < sl), then 
d l  
dt2[ls-Ze[]2+ a20s  +4 (r +d)][s-lel[2 <-C[[q-~[[L~' 
for some positive constant C. Integrating this estimate with respect o t from 0 to T, we get 
the result, where we have used Hardy's inequality to see that the norm ([[s-lvl[ 2 + [[ov 1~1/2 is cg s ] 
equivalent to the usual HLnorm for the elements in H01(0, sl) (cf. [2]). | 
Estimate (2.14) implies that the cost functional J is continuous. Thus, our optimization prob- 
lem P has a solution. Note that P is an infinite-dimensional problem, since the solution function 
space {5} as well as the parameter function space {q} has infinite dimension. Thus, for actual 
numerical computations, we need to approximate P by a sequence of finite-dimensional problems 
through the finite-dimensional approximations of the solution spaces and parameter spaces. 
Now we describe an approximation scheme for Problem P. First, we use a time-marching 
finite-element scheme to obtain a finite-dimensional approximate solution. Given positive inte- 
gers N ,M E N, we take the uniform time and spatial grid of {tJ = jT/N}o<_j<_N and {si = 
isl/M}o<_i<_M, respectively. Let V M C V be the finite-element space of piecewise continuous 
linear polynomials. We define an approximate solution u N'M as the piecewise linear interpolant 
of {uN'M'n}O<n<N, where each u N,M,'~ c V M is an approximation of u(t ~, .). Observing the weak 
formulation (2.12),(2.13), we calculate the approximation by solving the bilinear problem 
aN (U N'M'~, v) = FN'~(v), for all v E V M, n = N - 1 , . . . ,  0, (2.16) 
where 
T (s -%, . )+ - ( r -d )~ s -1 ag(u,v)= l+r~ 2 g \Os ~ -ffss 'v ' 
T (s_2(rE_ds)H(s_q(tn))+ds_l(sl-E),v) FN'n(V) ~- (8-2U N'M'n+I, "t)) -[- -'~ Sl , 
uN,M,N(s)_ (S l -E )s  max{s-  E, 0}. 
S1 
In the above formulation, the time discretization is achieved by the implicit Euler method. 
It is not difficult to show the following. 
EXISTENCE AND UNIQUENESS. We have the existence and uniqueness of the discretized solu- 
tion uN'Ms. 
PROOF. For simplicity, we define an inner product in Hd(0, Sl) by 
1 T 1 . T (Ou, O__vv'~ 
(U,V)N = (1+ ~(r +d)~) (s -2u ,  v)+ ~a -~ \Os Os] 
and denote by I1" [IN the norm induced by this inner product. Using (2.15), we have 
aN(V,V) = (V,')N, for all v e H0~(0, sl). 
Using Hardy's inequality, we see that ]]-IIN is equivalent to the usual Hd(0, sl)-norm. Hence 
the bilinear form aN is bounded and coercive with the coercive constant 1, with respect o the 
norm I1" IIg. Moreover, the H51der inequality implies that F N'n is bounded. Thus by Lax-Milgram 
lemma, we conclude that for each n = N - 1, . . . ,  0, problem (2.16) is solvable uniquely. | 
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For finite-dimensional pproximations of parameters, we use piecewise linear functions. Given 
a L E N, let 
QL = (¢ e C[O,T][¢II.T/L.<.+I)T/~I is linear for each u = 0, . . .  ,L  - 1, 
So 
It is clear that the standard hat functions {¢u}0<v< L on the grid {T ~ = uT/L}o<u<L span QL, 
and hence that the following problem is finite-dimensional. 
PROBLEM pL,M,N. Find q* that minimizes 
L 
jM,N(q) = ~ i q ( r , ,  ) _ E - ~N,M (TU,q(TU);q)]2 
L,,=O 
in QL, where ~N,M = (s 1 _ ]~)s /s  1 _ uN,M. 
We hope that any solution sequence of these finite-dimensional problems converges to a solu- 
tion of the original infinite-dimensional problem. See [13] for the general theory of parameter 
estimation. 
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Figure 1. Free boundary est imation in Example 1. 
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Table 1. Cost values and numerical current prices of the American call option. 
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(L,M,N) \ s J 12 15 18 21 
(10,50,80) 
(20,100,160) 
(40,200,320) 
(80,400,640) 
2.328508e-9 
5.993269e-10 
2.423516e-10 
9.264747e-ll 
2.486232 
2.488351 
2.488989 
2.489203 
5.230255 
5.230879 
5.231041 
5.231084 
8.093243 
8.093395 
8.093435 
8.093446 
11.010491 
11.010618 
11.010634 
11.010640 
BTM 2.489422 5.231067 8.093434 11.010626 
There are so many numerical optimization techniques to solve finite-dimensional minimization 
problems. The Levenberg-Marquardt method [14] is one of the possible choices. It is a type of 
quasi-Gauss-Newton method designed especially for the least squares minimization, for which 
the Hessian of the cost functional can be approximated from the Jacobian of that.  To obtain 
an approximate solution of Problem pL,M,N, we start  with an initial guess q(0) E QL,M,N, and 
generate a sequence by q(k+l) = q(k) + 5(k) until a suitable stopping criterion is satisfied. In each 
iteration we need to evaluate the Jacobian of the cost functional with respect o the parameter, 
for which we use finite differences. 
3. NUMERICAL  RESULTS 
To test our parameter estimation scheme, we present an example. Set r = 0.1, d -- 0.05, 
a = 0.2, E = 10, and T = 1. Taking conditions (1.4),(1.5) into consideration, we fix q(1) = 20 
a~ld take sl -- 25 in the estimation process. Figure 1 and Table 1 show the convergence r sult. In 
Table 1, we see that  the numerical call values corresponding est imated parameters are almost the 
same as the one obtained by BTM (binomial tree method) [15,16], which has been most popularly 
used for American option pricing. In applying BTM we use 1000 depth of the time steps. 
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