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Introduction
Highly-Configurable Systems (HCSs) provide a common core functionality and a set of optional features to tailor variants of the system according to a given set of requirements [9, 69] . For instance, operating systems such as Linux or eCos are examples of HCSs where functionality is added or removed by installing and uninstalling packages, e.g. Debian Wheezy offers more than 37,000 available packages [13] . Content management systems are also examples of HCSs were configuration is managed in terms of modules, e.g. the e-commerce platform Prestashop has more than 3,500 modules and visual templates [63] . Recently, cloud applications are also being presented as configurable systems, e.g. the Amazon Elastic Compute Cloud (EC2) service offers 1,758 different possible configurations [27] .
HCSs are usually represented in terms of features. A feature depicts a choice to include a certain functionality in a system configuration [69] . It is common that not all combinations of features are allowed or meaningful. In this case, additional constraints are defined between them, normally using a variability model, such as a feature model.
A feature model represents all the possible configurations of the HCS in terms of features and constraints among them [40] . A configuration is a valid composition of features satisfying all the constraints. Figure 1 depicts a feature model representing a simplified family of mobile phones. The model illustrates how features and relationships among them are used to specify the commonalities and variabilities of the mobile phones. The following set of features represents a valid configuration of the model: {Mobile Phone, Calls, Screen, HD, GPS, Media, Camera}.
HCS testing is about deriving a set of configurations and testing each configuration [54] . In this context, a test case is defined as a configuration of the HCS under test (i.e. a set of features) and a test suite is a set of test cases [54] . Henceforth, the terms test case and configuration are used indistinctly. Testing HCSs is extremely challenging due to the potentially huge number of configurations under test. As an example, Eclipse [13] has more than 1,650 plugins that can be combined (with restrictions) to form millions of different configurations of the development environment. This makes exhaustive testing of HCSs infeasible, that is, testing every single configuration is too expensive in general. Also, even when a manageable set of configurations is available, testing is irremediably limited by time and budget constraints which requires making tough decisions with the goal of finding as many faults as possible.
Typical approaches for HCS testing use a model-based
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approach, that is, they take an input feature model representing the HCS and return a valid set of feature configurations to be tested, i.e. a test suite. In particular, two main strategies have been adopted: test case selection and test case prioritization. Test case selection reduces the test space by selecting an effective and manageable subset of configurations to be tested [16, 34, 50] . Test case prioritization schedules test cases for execution in an order that attempts to increase their effectiveness at meeting some performance goal, typically detecting faults as soon as possible [2, 45, 75] . Both strategies are complementary and are often combined. Test case prioritization in HCSs can be driven by different functional and non-functional objectives. Functional prioritization objectives are those based on the functional features of the system and their interactions. Some examples are those based on combinatorial interaction testing [75] , configuration dissimilarity [2, 33, 60] or feature model complexity metrics [59, 60] . Non-functional prioritization objectives consider extra-functional information such as user preferences [21, 39] , cost [75] , memory consumption [45] or execution probability [15] to find the best ordering for test cases. In a previous work [59] , we performed a preliminary evaluation comparing the effectiveness of several functional and non-functional prioritization objectives in accelerating the detection of faults in an HCS. Results suggested that non-functional properties such as the number of changes or the number of defects in a previous version of the system were among the most effective prioritization criteria.
Challenges. Current approaches for test case prioritization in HCSs follow a single objective approach [2, 39, 15, 21, 33, 45, 59] , that is, they either aim to maximize or minimize an objective (e.g. feature coverage) or another (e.g. suite size) but not both at the same time. Other works [70, 75] combine several objectives into a single function by assigning them weights proportional to their relative importance. While this may be acceptable in certain scenarios, it may be unrealistic in others where users may wish to study the trade-offs among several objectives [44] . Thus, the potential benefits of optimizing multiple prioritization objectives simultaneously, both functional and non-functional, is a topic that remains unexplored.
A further challenge is related to the lack of HCSs with available code, variability models and fault reports that can be used to assess the effectiveness of testing approaches. As a result, authors typically evaluate their contributions in terms of performance (e.g. execution time) using synthetic feature models and data [2, 34, 56, 76] . This introduces significant threats to validity, limit the scope of their conclusions and, more importantly, it raises questions regarding the fault-detection effectiveness of the different algorithms and prioritization objectives.
Contributions. In this paper, we present a case study on multi-objective test case prioritization in HCSs. In particular, we model test case prioritization in HCSs as a multi-objective optimization problem, and we present a search-based algorithm to solve it based on the classical NSGA-II evolutionary algorithm. Additionally, we present seven objective functions based on both functional and non-functional properties of the HCS under test. Then, we report a comparison of 63 different combinations of up to three objectives in accelerating the detection of faults in the Drupal framework. Drupal is a highly modular open source web content management system for which we have mined a feature model and extracted real data from its issue tracking system and Git repository [59] . Results reveal that non-functional properties, such as the number of defects in previous versions of the system, accelerate the detection of faults more effectively than functional properties extracted from the feature model. Results also suggest that multi-objective prioritization is more effective at accelerating the detection of faults than mono-objective prioritization.
The rest of the paper is structured as follows: Section 2 introduces the concepts of feature models and multiobjective evolutionary algorithms. Section 3 presents the Drupal case study used to perform this work. In Section 4 and Section 5 we respectively describe the overview and definition of our approach and the multi-objective optimization algorithm proposed. Section 6 defines seven objective functions for HCSs based on functional and nonfunctional goals. The evaluation of our approach is described in Section 7. Section 8 presents the threats to validity of our work. The related work is discussed in Section 9. Finally, we summarize our conclusions and outline our future work in Section 10.
Background
Feature Models
A feature model defines all the possible configurations of a system or family of related systems [6, 40] . A feature model is visually represented as a tree-like structure in which nodes represent features, and edges denote the relationships among them. A feature can be defined as any increment in the functionality of the system [5] . A configuration of the system is composed of a set of features satisfying all the constraints of the model. Figure 1 shows a feature model describing a simplified family of mobile phones. The hierarchical relationship among features can be divided into:
• Mandatory. If a feature has a mandatory relationship with its parent feature, it must be included in all the configurations in which its parent feature appears. In Figure 1 , all mobile phones must provide support for Calls.
• Optional. If a feature has an optional relationship with its parent feature, it can be optionally included
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• Alternative. A set of child features has an alternative relationship with their parent feature when only one of them can be selected when its parent feature is part of the configuration. In Figure 1 , mobile phones can provide support for Basic or HD (High Definition) screen, but not both of them at the same time.
• Or. A set of child features has an or-relationship with their parent when one or more of them can be included in the configurations in which its parent feature appears. In Figure 1 , software for mobile phones can provide support for Camera, MP3 or both in the same configuration.
In addition to the hierarchical relationships between features, a feature model can also contain cross-tree constraints. These are usually of the form:
• Requires. If a feature A requires a feature B, the inclusion of A in a configuration implies the inclusion of B in such configuration. In Figure 1 , mobile phones including the feature Camera must include support for a HD screen.
• Excludes. If a feature A excludes a feature B, both features cannot appear in the same configuration.
The following is a sample configuration derived from the feature model in Figure 1 : {Mobile Phone, Calls, Screen, HD, Media, Camera}. This configuration includes all the mandatory features (Mobile Phone, Calls, Screen) and some extra features (HD, Media, Camera) meeting all Basic  1  0  270  Calls  6  10  1,000  Camera  11  8  680  GPS  8  6  460  HD  3  3  510  Media  9  5  1,100  MP3  11  8  390  Screen  2  4  930   Table 1 : Mobile phone feature attributes the constraints of the model, e.g. Camera requires HD. Feature models can be automatically analysed to extract all its possible configurations or to determine whether a given configuration is valid (it fulfils all the constraints of the model), among other analysis operations [6] . Some tool supporting the analysis of feature models are FaMa [24] , SPLAR [53] and FeatureIDE [66] . Feature models can be extended with additional information by means of feature attributes, these are called attributed or extended feature models [6] . Feature attributes are often defined as tuples < name, value > specifying non-functional information of features such as cost or memory consumption. As an example, Table 1 depicts three different feature attributes (number of changes, number of faults and lines of code) and their values on the features of the model in Figure 1 .
Feature models are often used to represent the test space of an HCS where each configuration of the model represents a potential test case. Since typical HCSs can have thousands or even millions of different configurations, several sampling techniques have been proposed to reduce the number of configurations to be tested (e.g. [46, 50, 55] ). Salient among them is pairwise testing whose goal is to select test suites that contain all possible combinations of pairs of features [46] . As an example, Table 3 shows the set of configurations obtained when applying pairwise testing to the model in Figure 1 . The test suite is reduced from 13 (total number of configurations of the feature model) to five in the pairwise suite. Once a set of configurations are selected for testing, their behaviour has to be tested using standard testing mechanisms, e.g. executable unit tests. However, in this article we focus only on the first step: obtaining a set of high-level test cases respect to different testing objectives. In Section 4 we present in further detail the role of feature models in our work.
Multi-objective evolutionary algorithms
Evolutionary algorithms are a widely used strategy to solve multi-objective optimization problems. These algorithms manage a set of candidate solutions to an optimization problem that are combined and modified iteratively to obtain better solutions. This process simulates the natural selection of the better adapted individuals that survive and generate offspring improving species. In evolution- The working scheme of an evolutionary algorithm is depicted in Figure 2 . Initialization generates the set of individuals that the algorithm will use as starting point. Such initial population is usually generated randomly. Next, the fitness functions are used to assess the individuals. In order to create offspring, individuals need to be encoded, expressing its characteristics in a form that facilitates its manipulation during the rest of the algorithm. Then, the main loop of the evolutionary algorithm is executed until meeting a termination criterion as follows. First, individuals are selected from current population in order to create new offspring. In this process, better individuals usually have higher probability of being selected resembling the natural evolution where stronger individuals have more chances of reproduction. Next, crossover is performed to combine the characteristics of a pair of the chosen individuals to produce new ones in an analogous way to biological reproduction. Crossover mechanisms depend strongly on the scheme used for the encoding. Mutation generates random changes on the new individuals. Changes are performed with certain probability where small modifications are more likely than larger ones. In order to evaluate the fitness of new and modified individuals, decoding is performed and fitness functions are evaluated. Finally, the next population is conformed in such a way that individuals with better fitness values are more likely to remain in the next population.
Multi-Objective Evolutionary Algorithms (MOEAs) are a specific type of evolutionary algorithm where more than one objective are optimized simultaneously. However, except in trivial systems, there rarely exist a single solution that simultaneously optimizes all the objectives. In that case, the objectives are said to be conflicting, and there exists a (possibly infinite) number of so-called Pareto optimal solutions. A solution is said to be a Pareto optimal (a.k.a. non-dominated ) if none of the objectives can be improved without degrading some of the others objectives. Analogously, the solutions where all the objectives can be improved are referred to as dominated solutions. The surface obtained from connecting all the Pareto optimal solutions is the so-called Pareto Front. Among the many MOEAs proposed in the literature, the Non-dominated Sorting Genetic Algorithm-II (NSGA-II) [12] has become very popular due to its effectiveness in many of the benchmarks in multi-objective optimization [11, 81] .
The Drupal case study
In this section, we present the Drupal case study fully reported by the authors in a previous work [59] . Drupal is a highly modular open source web content management framework written in PHP [8, 67] . This tool can be used to build a variety of websites including internet portals, e-commerce applications and online newspapers [67] . Drupal has more than 30,000 modules that can be composed to form valid configurations of the system. The size of the Drupal community (more than 630,000 users and developers) together with its extensive documentation are strengths to choose this framework as our empirical case study. More importantly, the Drupal Git repository and the Drupal issue tracking systems are publicly available sources of valuable functional and non-functional information about the framework and its modules. Figure 3 depicts the feature model of Drupal v7.23. Nodes in the tree represent features where a feature corresponds to a Drupal module. A module is a collection of functions that provides certain functionality to the system. Some modules extend the functionality of other modules and are modelled as subfeatures, e.g. Views UI extends the functionality of Views. The feature model includes the core modules of Drupal, modelled as mandatory features, plus some optional modules, modelled as optional features. In addition, the cross-tree constraints of the features in the model are depicted in Figure 3 . These are of the form X requires Y, which means that configurations including the feature X must also include the feature Y. A Drupal configuration is a combination of features consistent with the hierarchical and cross-tree constraints of the model. In total, the Drupal feature model has 48 features, 21 non-redundant cross-tree constraints and it represents 2.09E9 different configurations [59] .
In this paper, we model the non-functional data from Drupal as feature attributes, depicted in Table 2 . These data were obtained from the Drupal website, the Drupal A C C E P T E D M A N U S C R I P T Git repository and the Drupal issue tracking system [59] . In particular, we use the following attributes:
• Feature size. Number of Lines of Code (LoC) of the source code associated to the feature (blank lines and test files were excluded from the counting). The sizes range from 284 LoC (feature Ctools custom content) to 54,270 LoC (feature Views).
• Number of changes. Number of commits made by the contributors to the feature in the Drupal Git repository 1 during a period of two years, from 1 May 2012 to 31 April 2014. As illustrated, the number of changes ranges from 0 (feature Blog) to 90 (feature Backup migrate).
• Single faults. Number of faults reported in the Drupal issue tracking system 2 . Faults were collected for two consecutive versions of the framework v7.22 and v7.23 in a period of two years, from 1 May 2012 to 31 April 2014. For instance, we found 19 reported bugs related to the Drupal module Taxonomy (feature Taxonomy) in Drupal v7.23. The number of total faults ranges from 0 in features as Options to 1,091 in the feature Views.
• Integration faults. List of features for which integration faults have been reported in the Drupal issue tracking system. In total, we identified three faults triggered by the interaction of four features, 25 caused by the interaction of three features and 132 faults triggered by the interaction between two features. These faults have been computed on the features that triggered them in Table 2 . For instance, the fault caused by the interaction of Blog and Entity API is computed as one integration fault in the feature Blog and one integration fault in the feature Entity API. We refer the reader to [59] for detailed information about the bug mining process in Drupal.
Approach overview
In this section, we define the problem addressed and our approach illustrating it with an example.
Problem
The classical problem of test case prioritization consists in scheduling test cases for execution in an order that attempts to increase their effectiveness at meeting some performance goal [57] . A typical goal is to increase the so-called rate of fault detection, a measure of how quickly faults are detected during testing. In order to meet a goal, 
Our approach
Our approach can be divided in two parts described in the next sections.
Multi-objective test case prioritization
We propose to model the multi-objective test case prioritization problem in HCSs as a multi-objective optimization problem. Figure 4 illustrates our approach. Given an input attributed feature model, the problem consists in finding a set of solutions (i.e., test suites) that optimize the A C C E P T E D M A N U S C R I P T Figure 4 : Our multi-objective test case prioritization approach for HCSs target objectives. In this paper, we propose seven objective functions based on both functional and non-functional properties of the HCS under test.
Comparison of prioritization objectives
We propose to compare the effectiveness of different combinations of prioritization objectives at accelerating the detection of faults in the Drupal framework. To that purpose, we used historical data collected from a previous version of Drupal as detailed in Section 3. In particular, we propose using the Average Percentage of Faults Detected (APFD) [19, 57, 65] metric to check which one of the Pareto optimal solutions obtained accelerates the detection of faults more effectively. This enables the selection of a global solution and makes it possible to identify the objectives that lead to better test suites.
The Average Percentage of Faults Detected (APFD) [19, 57, 65] metric measures the weighted average of the percentage of faults detected during the execution of the test suite. To formally define APFD, let T be a test suite which contains n test cases, and let F be a set of m faults revealed by T. Let TFi be the position of the first test case in ordering T' of T which reveals the fault i. The APFD metric for the test suite T' is given by the following equation:
APFD value ranges from 0 to 1. The closer the value is to 1, the better is the fault detection rate, i.e., the faster is the suite at detecting faults. TS1 TC4, TC1, TC5, TC3  109  49  TS2 TC1, TC2, TC3, TC4, TC5  80  52  TS3 TC3, TC4, TC5, TC2, TC1  77  57  TS4 TC5, TC4, TC2, TC3, TC1 59 53 by TS3, since TS3 detects more faults and covers more changes faster; i.e. TS3 is better than TS4 according to both objectives. Once the optimal test suites are generated, we calculate their APFD to evaluate how quickly they detect faults (based on historical data from a previous version of the system). Consider the faults detected by each test case shown in Table 5 . According to the previous APFD equation, test suite TS1 produces an APFD of 46%:
Illustrative example
TS2 an APFD of 57%:
TS3 an APFD of 80%:
and TS4 an APFD of 53%:
Based on the previous results, TS3 is better than TS1 and TS2 and therefore it is the best solution at accelerating the detection of faults. The process could then be repeated with different groups of objectives comparing their effectiveness in terms of the APFD values achieved.
Multi-objective optimization algorithm
We used a MOEA to solve the multi-objective test case prioritization problem in HCSs. In particular, we adapted NSGA-II due to its popularity and good performance for many multi-objective optimization problems. In short, the algorithm receives an attributed feature model as input and returns a set of prioritized test suites optimizing the target objectives. In the following, we describe the specific adaptations performed to NSGA-II to solve the multi-objective test case prioritization problem for HCSs.
Solution encoding
In order to create offspring, individuals need to be encoded expressing their characteristics in a form that facilitates their manipulation during the optimization process. To represent test suites as individuals (chromosomes) we used a binary vector. The vector stores the information of the different test cases sequentially, where each test case is represented by N bits, being N the number of features in the feature model. Thus, the total length of a test suite with k test cases is k * N bits, where the first test case is represented by the bits between position 0 and N − 1, the second test case is represented by the bits between position N and 2 * N − 1, and so on. The order of each feature in each test case corresponds to the depth-first traversal order of the tree. A value of 0 in the vector means that the corresponding feature is not included in the test case while a value of 1 means that such feature is included. For efficiency reasons, mandatory features are safely removed from input feature models using atomic sets [62] . Figure  6 illustrates a test suite with its corresponding encoding based on the feature model showed in Figure 1 (including mandatory features). Note that the length of the vector that encodes the solutions may differ depending on the number of test cases contained in the test suite.
Initial population
The generation of an appropriate set of initial solutions to the problem (a.k.a. seeding) may have a strong impact to the final performance of the algorithm. In [44] , Lopez-Herrejon et al. compared several seeding strategies for MOEAs in the context of test case selection in software product lines and concluded that those test suites including all the possible pairs of features (i.e. pairwise coverage) led to better results than random suites. Based on their finding, our initial population is composed of different orderings of a pairwise test suite generated by the CASA tool [28, 29] from the input feature model. 
Crossover operator
The algorithm uses a customized one-point crossover operator. First, two parent chromosomes (i.e. test suites) are selected to be combined. Then, a random point is chosen in the vector (so-called crossover point) and a new offspring is created by copying the contents of the vectors from the beginning to the crossover point from one parent and the rest from the other one. To avoid creating test suites with non-valid test cases, the crossover point is rounded to the nearest multiple of N in the range [1, SP ] , being N the number of features in the model and SP the size of the smallest parent. Figure 7 illustrates a sample crossover operation between two chromosomes of different sizes.
Mutation operators
We implemented three different mutation operators detailed below.
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• Test case swap. This mutation operation exchanges the ordering of two randomly chosen test cases.
• Test case addition/removal. This mutation operation adds (or removes) a random test case at a randomly chosen index multiple of N in the suite, being N the number of features in the model.
• Test case substitution. This mutation operation substitutes a randomly chosen test case from the test suite by another valid test case randomly generated.
Note that all three operators generate feasible solutions, that is, vectors that encode test cases fulfilling all the constraints of the input feature model. Test suites including duplicated test cases as a result of crossover and mutation are discarded.
Objective functions
In this section, we propose and formalize different objective functions for test case prioritization in HCSs. All the functions receive an attributed feature model representing the HCS under test (f m) and a test suite (ts) as inputs and return an integer value measuring the quality of the suite with respect to the optimization goal. Note that the following functions will be later combined to form multi-objective goals (see Section 7). To illustrate each function, we use the feature model in Figure 1 as f m and the test suite ts = [T C1, T C2] with two of the test cases shown in Table 3 , which we reproduce next: TC1 = {Mobile Phone,Calls,Screen,Basic,Media,MP3} TC2 = {Mobile Phone,Calls,Screen,HD,GPS,Media,Camera,MP3}
Functional objective functions
We propose the following functional objective functions based on the information extracted from the feature model.
Coefficient of Connectivity-Density (CoC).
This metric calculates the complexity of a feature model in terms of the number of edges and constraints of the model [4] . In our previous work [60] , we adapted CoC to HCS configurations achieving good results in accelerating the detection of faults. Now we propose to measure the complexity of features in terms of the number of edges and constraints in which they are involved. This function calculates and accelerates the CoC of a test suite, giving priority to those test cases covering features with higher CoC more quickly. Formally, let the function coc(f m, ts.tc i ) return a value indicating the complexity of the features included in the test case tc i at position i in test suite ts, considering only those features not included in preceding test cases tc 1 ..tc i−1 of test suite ts. This objective function is defined as follows:
As example, test case TC1 has a CoC of 13 computed as follows: 4 edges in Mobile Phone, 1 edge in Calls, 3 edges in Screen, 1 edge in Basic, 3 edges in Media and 1 edge in MP3. Let us now consider TC2. Notice that the selected features in TC2 that have not already been considered by TC1 are HD, GPS, and Camera. Hence TC2 has a value of 5 computed as follows: 2 edges in HD, 1 edge in GPS, and 2 edges in Camera. Now considering that TC1 is placed in the position 1 and TC2 in position 2, we calculate the function Connectivity as follows:
Connectivity(f m, ts) = (13/1) + (5/2) = 13 + 2.5 = 15.5
Dissimilarity. Some pieces of work have shown that two dissimilar test cases have a higher fault detection rate than similar ones since the former ones are more likely to cover more components than the latter [33, 60] . This function favors a test suite with the most different test cases in order to cover more features and improve the rate and acceleration of fault detection. Formally, let the function df (f m, tc i ) return the number of different features found in the test case tc i that were not considered in preceding test cases tc 1 ..tc i−1 . This objective function is defined as follows:
Test case TC1 has a Dissimilarity value of 6 because it considers the following features: Mobile Phone, Calls, Screen, Basic, Media and MP3. Test case TC2 has Dissimilarity value of 3 because it considers the following features that were not part of TC1: HD, GPS and Camera. Now considering that TC1 is placed in the position 1 and TC2 in position 2, we calculate the function Dissimilarity as follows:
Dissimilarity(f m, ts) = (6/1) + (3/2) = 6 + 1.5 = 7.5
Pairwise Coverage. Many pieces of work have used pairwise coverage based on the evidence that a high percentage of detected faults are mainly due to the interactions between two features (e.g. [26, 32, 60] ). This objective function measures and accelerates the pairwise coverage of a test suite, giving priority to those test cases that cover a higher number of pairs of features more quickly. Formally, let the function pc(f m, tc i ) return the number of pairs of features covered by the test case tc i that were not covered by preceding test cases tc 1 ..tc i−1 . This objective function is defined as follows:
Test case TC1, covers 36 different pairs of features such as the pair [Calls, ¬GPS] that indicates the feature Calls is
selected in TC1 and the feature GPS is not selected. Test case TC2 covers 27 different pairs of features such as the pair [HD, GPS] which indicates that both features HD and GPS are selected. Now considering that TC1 is placed in the position 1 and TC2 in position 2, we calculate the function P airwise as follows:
P airwise(f m, ts) = (36/1) + (27/2) = 36 + 13.5 = 49.5
Variability Coverage and Cyclomatic Complexity. From a feature model, Cyclomatic Complexity measures the number of cross-tree constraints [4] , while Variability Coverage measures the number of variation points [22] . A variation point is any feature that provides different variants to create a product, i.e. optional features and nonleaf features with one or more non-mandatory subfeatures. These metrics have been jointly used in previous works as a way to identify the most effective test cases in exposing faults, i.e. the higher the sum of both metrics, the better the test case [22, 60] . Now, we propose a function that calculates these metrics and gives priority to those test cases obtaining higher values more quickly. Formally, let function vc(f m, tc i ) return the number of different cross-tree constraints and the number of variation points involved on the features included in the test case tc i that were not included in preceding test cases tc 1 ..tc i−1 . This objective function is defined as follows:
The features in test case TC1 have 3 variation points in Mobile Phone, Screen and Media features. The features in test case TC2 that were not included in test case TC1 are GPS, HD and Camera. From these three features: GPS has one variation point (adds 1), and HD and Camera are involved in a cross-tree constraint (add 2). Now considering that TC1 is placed in the position 1 and TC2 in position 2, we calculate the function V Coverage as follows:
V Coverage(f m, ts) = (3/1) + (3/2) = 3 + 1.5 = 4.5
Non-functional objectives functions
We propose the following non-functional objective functions based on extra-functional information of the features of an HCS.
Number of Changes. The number of changes has been shown to be a good indicator of error proneness and can be helpful to predict faults in later versions of systems (e.g. [30, 79] 
Please refer to 
Please refer to Size(f m, ts) = (3690/1) + (1650/2) = 3690 + 825 = 4515
Evaluation
This section explains the experiments conducted to explore the effectiveness of multi-objective test case prioritization in Drupal. First, we introduce the target research questions and the general experimental setup. Second, the results of the different experiments and the statistical results are reported.
Research questions
In previous works, we investigated the effectiveness of functional [60] and non-functional [59] test case prioritization criteria for HCSs from a single-objective perspective. In this paper, we go a step further in order to answer the following Research Questions (RQs):
RQ1: Can multi-objective prioritization with functional objective functions accelerate the detection of faults in HCSs?
RQ2: Can multi-objective prioritization with non-functional objective functions accelerate the detection of faults in HCSs?
RQ3: Can multi-objective prioritization with combinations of functional and non-functional objective functions accelerate the detection of faults in HCSs?
RQ4: Are non-functional prioritization objectives (either in a single or multi-objective perspective) more, less or equally effective than functional prioritization objectives in accelerating the detection of faults in HCSs? RQ5: What is the performance of the proposed MOEA compared to related algorithms?
Experimental setup
To answer our research questions, we implemented the algorithm and the objective functions described in Sections 5 and 6 respectively. To put it simply, our algorithm takes the Drupal attributed feature model as input and generates a set of prioritized test suites according to the target objective functions. In particular, the algorithms were executed with all the possible combinations of 1, 2 and 3 of the objectives functions described in Section 6, yielding 63 combinations in total. In all cases, the goal was to generate prioritized test suites that maximize each objective function, e.g. max(Changes) and max(VCoverage). For each combination of objectives, the algorithms were executed 40 times to perform statistical analysis of the data. The configuration parameters of the NSGA-II algorithm are depicted in Table 6 . These were selected based on the recommended parameters for NSGA-II [12] and the results of some preliminary tuning experiments. Note that the recommended default mutation probability for NSGA-II is 1/N , where N is the number of variables of the problem, i.e. number of test cases in the suite. The average number of test cases in the pairwise suites generated by CASA and used as seed was 13.
Parameter Value
Population size 100 Number of generations 50 Crossover probability 0.9 Test case swap mutation probability 0.4 * (1/N ) Test case addition/removal mutation probability 0.3 * (1/N ) Test case substitution mutation probability 0.3 * (1/N ) The search-based algorithms were implemented using jMetal [18] , a Java framework to solve multi-objective optimization problems. The non-functional objective functions were calculated using the Drupal feature attributes reported in Table 2 . In particular, the objective function Faults was calculated on the basis of the faults detected in Drupal v7.22. The function Pairwise was implemented using the tool SPLCAT [38] which generates all the possible pairs of features of an input feature model. Random valid products (used in one of our mutation operators) were generated using the tool PLEDGE [33] , which internally uses a SAT solver.
The prioritized test suites generated by the algorithm were evaluated according to their ability to accelerate the detection of faults in Drupal. To that purpose, we used the information about the faults reported in Drupal v7.23 (3,392 in total, including single and integration faults) to A C C E P T E D M A N U S C R I P T measure how quickly they would be detected by the generated suites. More specifically, we created a list of faulty feature sets simulating the faults reported in the bug tracking system of Drupal v7.23. Each set represents faults caused by n features (n ∈ [1, 4] ). For instance, the list {{Node},{Views, Ctools}} represents a fault in the feature Node and another fault triggered by the interaction between the features Views and Ctools. We considered that a test case detects a fault if the test case includes the feature(s) that trigger the fault. As a further example, consider the list of faulty features {{Media},{HD},{Camera, GPS}} and the following test case for the feature model in Fig. 1: {Mobile Phone,Calls,Screen,HD,Media,Camera}. The test case would detect the fault in Media and HD but not the interaction fault between Camera and GPS since GPS is not included in the configuration.
In order to evaluate how quickly faults are detected during testing (i.e., rate of fault detection) we used the Average Percentage of Faults Detected (APFD) metric described in Section 4.2.2. Given a prioritized test suite, this metric was used to measure how quickly it would detect the faults in Drupal v7.23. For comparative reasons, we measured the APFD values of both, the prioritized suites generated by our adaptation of NSGA-II and the initial pairwise suite generated by the CASA algorithm [28, 29] on each execution.
In addition to the comparison between NSGA-II and CASA, we compared NSGA-II with a random search algorithm and a deterministic state of the art prioritization algorithm. The details of this comparison are presented in Section 7.7.
We ran our tests on an Ubuntu 14.04 machine equipped with INTEL i7 with 8 cores running at 3.4 Ghz and 16 GB of RAM.
Experiment 1. Functional objectives
In this experiment, we evaluated the rate of fault detection achieved by each group of 1, 2 and 3 functional objectives, 14 combinations in total. The results of the experiment are shown in Table 7 . For each set of objectives, the table shows the results of 40 different executions of NSGA-II and CASA respectively. For NSGA-II, the table depicts the average APFD value of all the test suites generated (i.e., Pareto optimal solutions), average of the maximum APFD value achieved on each execution and maximum APFD value obtained in all the executions respectively. For CASA, the table shows the average and maximum APFD values achieved in all the executions. The top three best average and maximum APFD values of the table are highlighted in boldface. We must remark that all the test suites generated detected at least 99% of the emulated faults. Thus, we omit the results related to the number of faults detected and focus on how quickly they were detected.
The results in Table 7 show that all the functional prioritization objectives, single or combined, outperformed CASA on both the average and maximum APFD values obtained. In total, NSGA-II achieved an average APFD value of 0.918 while CASA achieved 0.872. This was expected since CASA was not conceived as a test case prioritization algorithm. It is also noteworthy that the Pairwise objective produced the worst results. This finding is also observed in the box plot of Figure 8 which illustrates the distributions of the maximum APFD values found on each execution of NSGA-II (40 in total). The Pairwise objective function obtained the lowest minimum, maximum and median values. This is lined with the results of CASA and it suggests that pairwise coverage is not an effective prioritization criterion. Interestingly, however, despite the bad performance of Pairwise as a single objective, its combination with other objectives provides good results in general, since it is involved in the objective combinations with better medians and averages. It is also observed that multi-objective combinations provide better distributions of APFD values than single objectives.
In order to accurately answer the research questions we performed several hypothesis statistical tests. Specifically, for each single functional objective (e.g. Connectivity) and combination of two or three functional objectives (e.g. Pairwise and Dissimilarity) we stated a null and alternative hypothesis. The null hypothesis (H 0 ) states that there is not a statistically significant difference between the results obtained by both sets of objectives while the alternative hypothesis (H 1 ) states that such difference is statistically significant. Statistical tests provide a probability (named p-value) ranging in [0, 1]. Researchers have established by convention that p-values under 0.05 are socalled statistically significant and are sufficient to reject the null hypothesis. Since the results do not follow a normal distribution, we used the Mann-Whitney U Tests for the analysis [48] . Additionally, a correction of the p-values was performed using the Holms post-hoc procedure [35] as recommended in [14] . The tables of specific p-values are The average execution time of NSGA-II for all the functional objectives was 12.1 minutes, with a maximum average execution time of 3.6 hours for the combination of objectives Connectivity + Pairwise + VCoverage, and a minimum execution time of 69 seconds for the objective Dissimilarity. It is noticeable that all the executions including the objective Pairwise took an average execution time longer than 20 minutes, due to the overhead introduced by the calculation of the pairwise coverage. The average execution time of CASA was 5 seconds.
Experiment 2. Non-functional objectives
In this experiment, we evaluated the rate of fault detection achieved by each group of 1, 2 and 3 non-functional prioritization objectives, 7 combinations in total. Table  9 presents the APFD values achieved by NSGA-II and CASA with each set of objectives. As in the previous experiment, the average and maximum APFD values achieved by NSGA-II (with any objective) were higher than those achieved by CASA. This confirms the poor performance of pairwise coverage as a prioritization criterion. Interestingly, the Faults objective function is involved in the best average and maximum APFD values. This suggests that the number of faults in previous versions of the system is a key factor to accelerate the detection of faults. All the test suites generated detected more than 99.9% of the emulated faults. Figure 9 depicts a box plot of the distributions of the maximum APFD value achieved on each execution of NSGA-II. The graph clearly shows the dominance of the Faults objective function, both in isolation and in combination with other objectives. This was confirmed by the statistical tests, where p-values revealed significant differences between the groups of objectives including Faults and the rest of objectives. Table 10 shows the values of the A 12 effect size. CASA is excluded from the table since it was clearly outperformed by all other objectives. Again, the results show the superiority of Faults, either in isolation or combined, when compared to any other group of objectives. As in the previous experiment, all the multi-objective combinations im- Table 9 : APFD values achieved by non-functional prioritization objectives
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A N U S C R I P T were found between the use of multi-objective prioritization with two or three objectives. The average execution time of NSGA-II for all the combinations of non-functional objectives was 3.7 minutes, with a maximum average execution time of 4.6 minutes for Faults + Size and a minimum average execution time of 2.5 seconds for Size.
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Experiment 3. Functional and non-functional objectives
In this experiment, we evaluated the rate of fault detection achieved by each mixed combination of 2 and 3 functional and non-functional prioritization objectives, 48 combinations in total. The results of the experiment are presented in Table 11 . The cells with the top three best average, average maximum, and global maximum APFD values of the table are highlighted in boldface. The results show that all the multi-objective combinations greatly improved CASA on the average, average maximum, and global maximum APFD values obtained. As in the previous experiment, 10 out of the 12 top best APFD values were achieved by multi-objective combinations including the objective Faults, which confirms the effectiveness of fault history in accelerating the detection of faults in Drupal. Analogously, 6 out of the 10 best APFD values include the objective Dissimilarity which confirms the findings of previous studies on the effectiveness of promoting the differences among test cases to detect faults more quickly. As in the previous experiments, all the test suites generated detected at least the 99% of the seeded faults. Table 12 shows the values of the A 12 effect size on the comparison between single and multi-objective combinations of functional and non-functional objectives. Values indicate a better performance of multi-objective prioritization compared to single-objective prioritization with the exception of Faults where most cells were under 0.5. The overall dominance, however, was observed in the combination of objectives Dissimilarity + Faults followed by Dissimilarity + Faults + VCoverage, with values over 0.6 in all cells and over 0.93 in 6 out of 7 columns. Table 13 depicts the effect size on the comparison between multi-objective prioritization using functional objectives and multi-objective prioritization using both functional and non-functional objectives. In general, A 12 values show statistical differences in favour or the combination of functional and non-functional objectives, especially those including Faults. Interestingly, all the cells revealing differences in favour of functional-objectives include the objective Pairwise, which supports its potential when combined with other prioritization objectives, as observed in Experiment 1.
Finally, Table 14 depicts the effect size on the comparison between multi-objective prioritization using nonfunctional objectives and multi-objective prioritization using both functional and non-functional objectives. A 12 values reveal that when Faults is present in the combination of non-functional objectives, mixed combinations are outperformed in general, showing large effect sizes and statistically significant differences. On the contrary, mixed objective combinations including Faults clearly outperform Changes + Size, but behave slightly worse than the other combinations of non-functional objectives. Therefore, the objective Faults seems to have a key influence in the performance of prioritization providing slightly better result when combined with other non-functional objectives. It is remarkable, however, that some mixed combinations of objectives such as Dissimilarity + Faults provided the best overall results of this experiment.
The average execution time of NSGA-II for the mixed combinations of functional and non-functional prioritization objectives was 9.2 minutes. The maximum average execution time was 23.6 minutes reached by the objectives Connectivity + Faults + Pairwise. The minimum execution time, 73.8 seconds, was obtained by the combination of objectives Connectivity + Size + VCoverage. Table 11 : APFD values achieved by functional and non-functional prioritization objectives Table 14 : A 12 values for combinations of non-functional objectives vs. mixed combinations of functional and non-functional prioritization objectives. Cells revealing very large statistical differences are highlighted using dark grey (in favour of the column) or light grey (in favour of the row). Values in boldface reveal statistically significant differences (the p-value with Holm's correction is < 0.05)
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Experiment 4. Functional vs non-functional objectives
In this experiment, we performed a further statistical analysis of the data obtained in previous experiments to measure the effect size on the comparison of functional objectives against non-functional objectives, both single and combined. Table 15 shows the values of the A 12 effect size. A majority of cells show A 12 values under 0.5 indicating that non-functional objectives are in general more effective than functional objectives for test case prioritization in HCSs. As observed in Experiment 2 and 3, the objective Faults, and those combinations including it consistently show the largest differences. Also, as observed in Experiment 1, the objective Pairwise is consistently outperformed by all non-functional objectives, but it provides the best results in favour of functional objectives when combined with others.
Experiment 5. Algorithm comparison
In this experiment, we compared the performance of NSGA-II with a random search algorithm and a deterministic test case prioritization algorithm. The experimental setup and results of both comparisons are described in the following sections.
Comparison with Random Search
The pseudo-code of our implementation of Random Search (RS) algorithm is described in Algorithm 1. The algorithm takes an input attributed feature model af m and returns a set of test suites optimizing the target objectives. The algorithm has two configuration parameters: the number of iterations to be performed nIterations, and the maximum size of the random test suites to be generated maxSize. We set maxSize to the ceiling for the average size of the pairwise suites generated by CASA (13 test cases). Regarding the value of nIterations, we set its values to 5000, in order to ensure a fair comparison with NSGA-II, which performs 50 iterations with a population of 100 individuals (50 * 100 = 5000 evaluations).
Three functions are invoked in the pseudo-code of Algorithm 1: i) randomSuite, that generates a suite of random size (between 1 and maxSize), comprising of random products generated using the PLEDGE tool [33] ; ii) isN otDominated that checks if the solution sol provided as parameter is not dominated by any solution in the Pareto front estimation pF ront; and iii) notDominated that returns the solutions from pF ront that are dominated by sol. Table 16 shows the results of the comparison. For each group of objectives and algorithm under comparison, the table shows the execution time, average and maximum APFD value of the test suites in the Pareto front. The best values of each metric on each row are highlighted in boldface. As illustrated, NSGA-II outperforms RS in 58 out of the 63 combinations of objectives in terms of average APDF value. Interestingly, there is not a clear winner sol ← randomSuite(af m, maxSize) 6: if isN otDomiated(sol, pF ront) then 7: pF ront ← notDominated(pF ront, sol) sol 8: end if 9: i ← i + 1 10: end while 11: return pF ront 12: end procedure in terms of execution time: RS was faster in 36 out of the 63 objective groups (57.2%) meanwhile NSGA-II achieved lower average execution times in 42.8% of the objectives. We found that the overhead in the RS algorithm was due to the cost of generating random valid test cases. In terms of fault detection, NSGA-II detected slightly more faults than RS. However, both algorithms detected more than 99.5% of the emulated faults and thus the differences are not significant. Table 7 .7.1 shows the average, standard deviation and maximum values of the hypervolume achieved by each algorithm and objective group under comparison. The hypervolume is the n-dimensional space contained by a set of solutions with respect to a reference point [7] . The hypervolume metric is widely used to compare the performance of multi-objective algorithms, where solutions with a larger hypervolume provide a better trade-offs among objectives than solutions with a smaller hypervolume. The best values of each metric on each row are highlighted in boldface. NSGA-II provides better results for the majority of executions both in terms of average hypervolume (38 out of 63 objective sets) and maximum hypervolume (41 out of 63 objective sets). Interestingly, RS provides better results than NSGA-II for a fair percentage of objective sets. This is probably because NSGA-II mainly focuses on re-ordering the test cases in the initial population, while RS performs a wider exploration of the search space generating solutions with different (random) test cases. It is noteworthy, however, that a larger hypervolume does not necessarily implies a better rate of fault detection, as observed in Table 16 .
In summary, NSGA-II outperforms RS in accelerating the detection of faults in HCSs since NSGA-II provides higher average and maximum APFD values, it usually generates Pareto fronts approximations with better hypervolumes, and both algorithms have similar executions times.
7.7.2.
Comparison with a coverage-based prioritization algorithm For a further validation, we compared the results of our MOEA with the deterministic coverage-based prioritization algorithm for software product lines proposed by Sánchez et al. [60] . The algorithm takes an attributed feature model af m as input, generates a pairwise suite from the model and re-arranges its products in descending order of pairwise coverage using bubble search. For the deterministic generation of a pairwise suite, we used the SPLCAT tool [38] . The pseudo-code of our implementation is described in Algorithm 2. Two functions are invoked in the pseudo-code of this algorithm: i) ICP L which represents the ICPL algorithm for generating pairwise suites as implemented by the tool SPLCAT, and cov that is equivalent to the P airwiseCoverage objective function defined in section 6 assuming that the suite has a single test case, specified as a parameter.
Algorithm 2 Coverage-based prioritization algorithm
suite ← ICP L(af m)
3:
size ← size(suite) 4:
swapped ← f alse 6: for i ← 2, size do
swapped ← true The APFD value achieved by the coverage-based algorithm is 0.946, which is less than the average AFPD value of the best solution in the Pareto front found by NSGA-II for 38 out of the 63 objective sets, i.e. column "Avg Max" in Table 16 . More importantly, NSGA-II achieved better results than the coverage-based algorithm in all the 40 executions for 29 out of the 63 objective sets. This means that, for almost half of the objective sets, our algorithm was always better than the coverage-based algorithm. It is noteworthy, however, that the differences between the APFD values of NSGA-II and the coverage-based algorithm are small, probably due to the size of the generated suites (13 test cases on average). We conjecture that these differences would be larger when dealing with bigger test suites (e.g. 3-wise), but this is something that requires further research. In terms of execution time, the coverage-based algorithm was executed in less than 2 seconds, which makes it appropriate when fast response times are required.
Discussion
We now summarize the results and what they tell us about the research questions.
RQ1: Mono vs. multi-objective prioritization using functional objectives. Experiment 1 revealed that multi-objective prioritization outperforms mono-objective prioritization when using functional objectives. The superiority was especially noticeable in the comparison with Pairwise as a single-objective, which consistently achieved the worse rate of fault detection. Interestingly, however, Pairwise performed very well when combined with other functional objectives. In the light of these results, RQ1 is answered as follows:
Multi-objective prioritization using functional objectives is more effective than mono-objective prioritization with functional objectives in accelerating the detection of faults in HCSs. Table 16 : APFD values and execution times achieved by NSGA-II and Random Search (40 executions in total).
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A N U S C R I P T Multi-objective prioritization using non-functional objectives is, in general, more effective than monoobjective prioritization with non-functional objectives in accelerating the detection of faults in HCSs.
RQ3: Combination of functional and non-functional objectives. Experiment 3 revealed that the multi-objective prioritization using functional and non-functional objectives outperform prioritization driven by a single objective, either functional or non-functional. Similarly, mixed combinations of objectives achieved better results than the combination of functional objectives, but slightly worse than the combination of non-functional objectives. It was observed that the objective Faults has a key influence in the results of prioritization, probably explained, as detailed above, by the use of two consecutive versions of the framework. It is remarkable, however, that the best overall results were achieved by the combination of the functional objective Dissimilarity and the non-functional objective Faults. In the light of these results, RQ3 is answered as follows:
Multi-objective prioritization driven by functional and non-functional objectives perform better than mono-objective prioritization, and better than multi-objective prioritization using functional objectives, but slightly worse than multi-objective prioritization using non-functional objectives in accelerating the detection of faults in HCSs.
RQ4: Functional vs non-functional objectives. The results of experiment 4 show a clear dominance of nonfunctional objectives over functional objectives, especially noticeable when these are combined in a multi-objective perspective. This is consistent with our previous results on mono-objective comparison of functional and non-functional objectives [59] . Based on these results, RQ4 is answered as follows:
Non-functional prioritization objectives are more effective in accelerating the detection of faults in HCSs than functional objectives, especially when they are combined in a multi-objective perspective.
RQ5: What is the performance of the proposed MOEA compared to related algorithms?. The results of experiment 5 reveal that NSGA-II outperforms Random Search and coverage-based prioritization in terms of hypervolume and rate of detected faults. Although the coverage-based algorithm provides solutions with a good detection speed in a short execution time, our adaptation of NSGA-II outperforms it with 60% of the objective sets under comparison. More importantly, our algorithm achieved better results than the coverage-based approach in all the executions for 29 out of 63 objective groups. This means that, for almost half of the objective sets, NSGA-II was always better than the coverage-based algorithm. Based on these results, RQ5 is answered as follows:
NSGA-II outperforms random search and coveragebased prioritization in accelerating the detection of faults in HCSs, although coverage-based prioritization is significantly faster.
Threats to validity
The factors that could have influenced our case study are summarized in the following internal and external validity threats.
Internal validity. This refers to whether there is sufficient evidence to support the conclusions and the sources of bias that could compromise those conclusions. Inadequate parameter setting is a common internal validity threat. In this paper, we used standard parameter values for the NSGA-II algorithm [12] . Furthermore, to consider the effect of stochasticity, the algorithm was executed multiple times with each combination of objective functions and their results analysed using statistical tests.
For the evaluation of our approach we seeded our algorithm with pairwise test suites from the Drupal feature model in Fig. 3 . Each pairwise was composed of 13 test cases on average. The output test suites generated by the prioritization algorithms under study had a similar size. Due to the small number of test cases in the suites, we found that the absolute differences among the APFD values achieved by different algorithms and objectives where small, which may suggest that their performance is similar. We remark, however, that the observed differences are statistically significant showing the superiority of our A C C E P T E D M A N U S C R I P T approach. Results also suggest that the observed differences would be noticeably larger when prioritizing larger test suites, but that is something that requires further research. Finally, we may remark that the main goal of our work is to compare the effectiveness of different prioritization objectives for HCSs, rather than comparing the performance of different prioritization algorithms.
External validity. This can be mainly divided into limitations of the approach and generalizability of the conclusions. Regarding the limitations, the Drupal feature model and their attributes were manually mined from different sources and therefore they could slightly differ from their real shape [59] . Other risk for the validity of our work is that a number of the faults in Drupal v7.22 remained in Drupal v7.23, which may introduce a bias in the faultdriven prioritization. Note, however, that this is a realistic scenario since it is common in open-source projects that unfixed faults affect several versions of the system.
The statistical and prioritization results reported are based on a single case study and thus cannot be generalized to other HCSs. Nevertheless, our results show the efficacy of using combinations of functional and nonfunctional goals in a multi-objective problem as good drivers for test case prioritization in open-source HCSs as the Drupal framework.
Related work
In this section we summarize the pieces of work that most closely relate to us. We divide them into HCSs testing and general software testing.
HCSs testing. Within the context of HCSs, there has been a stark and recent interest in the area of Software Product Lines (SPLs) testing as evidenced by several systematic mapping studies (e.g. [10, 17, 20] ). These studies focus on categorizing SPL approaches along criteria within the realm of SPLs such as handling of variability and variant binding times, as well as other aspects like test organization and process. Among their findings, all identified Combinatorial Interaction Testing (CIT), as the leading approach of SPL testing. Recent work by Yilmaz et al. divides CIT approaches in two big phases [77] : i) what phase whose purpose is to select a group of products for testing, and ii) how phase whose purpose is to perform the test on the selected products. When CIT is applied to SPLs the goal is to obtain a sample of products, i.e. feature combinations, as representative exemplars on which to perform the testing tasks. Recently, we performed a systematic mapping study to delve into more detail on the subject [46] . This mapping study identified over forty different approaches that rely on diverse techniques, such as genetic and greedy algorithms, that were evaluated also with multiple problem domains of different characteristics. Among other findings, this study revealed that the large majority of approaches focuses only on computing the samples of products based purely on variability models (e.g. feature models), that is, the main focus is the what phase of CIT.
In addition, most of the approaches found focus on pairwise testing and only few have higher coverage strengths (i.e. t>3). A salient example is the work of Henard et al. who compute covering arrays of up to 6 features (i.e. t=6) for some of the largest variability models available [33] . They employ an evolutionary algorithm with an objective function based on Jaccard's dissimilarity metric, and compute samples of fixed size within certain fixed constraints regarding computation time and number of iterations. For their larger case studies and for the smaller case studies from 3-wise upwards, they analyze the effectiveness of their approach based on the estimated number of feature interactions (i.e. t-sets) as the actual number is intractable to compute. To the best of our knowledge, this and other approaches that consider higher coverage strengths for SPLs do not provide empirical evidence that higher coverage strengths are in fact more effective for fault detection to actually pay off for their typically more expensive computation. This is so, because for their analysis they do not consider actual faults found in actual systems like our work does with Drupal.
Our study also revealed very few instances of prioritization in SPL testing. Salient among them is our previous work that studied different approaches to prioritize test suites obtained with a single-objective greedy algorithm and their impact for fault detection [60] . Another approach was proposed by Johansen et al. who attach arbitrary weights to products to reflect for instance market relevance and compute the covering arrays using a greedy approach [39] . This approach was formalized by LopezHerrejon et al. who also propose a parallel genetic algorithm that achieved better performance in a larger number of case studies [45] . In sharp contrast with these approaches, our current work employs a multi-objective algorithm to analyze different combinations of metrics and their impact for detecting faults in a real-world case study.
Devroey et al. proposed a model-based testing approach to prioritize SPL testing [15] . Their approach relies on a feature model, a feature transition system (a transition system enhanced with feature information to indicate what products can execute a transition), and a usage model with the probabilities of executing relevant transitions. This approach computes the probabilities of execution of products which could be used to prioritize their testing. It was empirically evaluated on logged information of a web-system. In contrast with our work, their prioritization is based on statistical probabilities per product (not on functional and non-functional data), and does not consider multiple optimization objectives.
Recent work by Wang et al. use a preference indicator to assign different weights to objective functions depending on their relevance for the users [74] . They modify the NSGA-II algorithm by substituting its crowd distance indicator with their preference indicator. In contrast with our work, their focus is on finding more effective weight as-A C C E P T E D M A N U S C R I P T signments that reflect user preference rather than focusing on different combinations of objective functions to speed up fault localization. Also recent work by Epitropakis et al. study multi-objective test case prioritization but focus on standard software systems (i.e. not on HCSs), and use a different set of objective functions [23] .
Similar to test prioritization, only a few studies have been conducted on employing multi-objective optimization of SPL testing. The work by Wang et al. describe an approach to minimize test suites using three objectives [70] , namely, test minimization percentage, pairwise coverage, and fault detection capability that works by assigning weights to these objectives -a process called scalarization [82] . Their work was extended to generate weights from a uniform distribution while still satisfying the userdefined constraints [71] . More recently, they have extended this work to consider several multi-objective algorithms that also includes resource awareness [73] .
Work by Henard et al. presents an ad-hoc multi-objective algorithm whose fitness functions are maximizing coverage, minimizing test suite size, and minimizing cost [34] . However, they also use scalarization. This is important because there is an extensive body of work on the downsides of scalarization in multi-objective optimization [51] . Among the shortcomings are the fact that weights may show a preference of one objective over the other and, most importantly, the impossibility of reaching some parts of the Pareto front when dealing with convex fronts.
In contrast, work by Lopez-Herrejon et al. propose an approach for computing the exact Pareto front for pairwise coverage of two objective functions, maximization of coverage and minimization of test suite size [43] . Subsequent work also by Lopez-Herrejon et al. studied four classical multi-objective algorithms and the impact of seeding for computing pairwise covering arrays [44] . These approaches have in common that they do not consider prioritization and are not evaluated with actual real-world case studies. Closets to our work, Wang et al. compare SPL testing techniques that include different weight-assignment approaches for scalarization into single objective problems, multi-objective evolutionary algorithms, swarm particle algorithms, and hybrid algorithms [72] . In contrast with our work, they use a different set of objective functions, and their industrial case study considers only a handful of products for which they aim to minimize the cost of selecting already existing test cases. Multi-objective techniques have also been used at other stages of the SPL development life cycle, for instance for product configuration. For a summary please refer to a recent mapping study on the application of Search-Based Software Engineering techniques to SPLs [47] .
Drupal is, to the best of our knowledge, the first documented case study that provides detailed information regarding faults and their relation to features and their interactions based on developers' logs. Recent work by Abal et al. collected a database with similar information for several versions of the Linux kernel [1] . We plan to look at this case study to further corroborate or refute our findings.
General software testing. In the general context of software testing there is extensive literature that relates to our work in the sense of using multi-objective algorithms or prioritization schemes but not particularly applied to HCSs. For example, Harman et al. provide an overview of the area of Search-Based Software Engineering which shows the prevalence of testing as the development activity where search-based techniques are commonly used [31] . Similarly, Yoo and Harman present a general overview of regression testing that includes prioritization [80] . Among their findings is the work by Li et al. that applied and compared several metaheuristics for test case prioritization [42] . They show that even though genetic algorithms work well, greedy approaches are also effective.
Regarding multi-objective algorithms, Sayyad and Ammar performed a survey on pareto-optimal SBSE which identified the growing interest and use of classical multiobjective algorithms [61] . The articles that they identified in the testing area do not, however, deal with HCSs. Yoo and Harman propose treating test case selection as a multiobjective problem with a Pareto efficient approach [78] . Islam et al. propose an approach that uses traceability links among source code and system requirements, recovered via the Latent Semantic Indexing (LSI) technique, as one of the multi-objective functions to optimize [37] . More recently, Marchetto et al. [49] extend on this work to provide a more thorough analysis and evaluation of using LSI in combination with more metrics for test case prioritization.
Conclusions
This article presented a real-world case study on multiobjective test case prioritization in Drupal, a highly configurable web framework. In particular, we adapted the NSGA-II evolutionary algorithm to solve the multi-objective prioritization problem in HCSs. Our algorithm uses seven novel objective functions based on functional and nonfunctional properties of the HCS under test. We performed several experiments comparing the effectiveness of 63 different combinations of up to three of these objectives in accelerating the detection of faults in Drupal. Results revealed that prioritization driven by non-functional objectives, such as the number of faults found in a previous version of the system, accelerate the detection of bugs more effectively than functional prioritization objectives. Furthermore, it was observed that the prioritization objective based on pairwise coverage, when combined with other objectives, is usually effective in detecting bugs quickly. Finally, results showed that multi-objective prioritization performs better than mono-objective prioritization in general. To the best of our knowledge, this is the first comparison of test case prioritization objectives for HCSs using industry-strength data.
A C C E P T E D M A N U S C R I P T
Several challenges remain for future work. First, the development of similar case studies in other HCSs would be a nice complement to study the generalizability of our conclusions. Also, the result of combining more than three objectives is a topic that remains unexplored and for which other algorithms (so-called many-objectives algorithms) are probably more suited. Finally, we may remark that part of the results of this work have been integrated into smarTest [25], a Drupal test prioritization module developed by some of the authors and recently presented at the International Drupal Conference [58] with very positive feedback from the community.
Material
For the sake of replicability, the source code of our algorithm, the Drupal attributed feature model, experimental results and statistical analysis scripts in R are publicly available at http://exemplar.us.es/demo/SanchezJSS2016 (100Mb).
