Complete bipartite factorisations of Kn,n  by Martin, Nigel
Discrete Mathematics 266 (2003) 353–375
www.elsevier.com/locate/disc
Complete bipartite factorisations of Kn;n
Nigel Martin
Department of Mathematical Sciences, Science Laboratories, University of Durham,
Durham DH1 3LE, UK
Received 4 July 2001; received in revised form 6 February 2002; accepted 12 August 2002
Abstract
We continue the study of complete factorisations of complete bipartite graphs of the form Kn;n
by factors whose components are copies of Kp;q for given, .xed, p¡q. There are simple Basic
Arithmetical Conditions which are necessary for such to exist. This paper sets out a general
strategy for showing that these conditions are also su2cient for p and q coprime and odd
extending work of earlier papers where the case p= 1 was solved. Here we use the strategy to
solve the su2ciency problem for given p whenever q is su2ciently large.
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1. Introduction
This paper is a continuation of work examining factorisation of complete bipar-
tite graphs by complete bipartite graphs. It follows on from the basic work done in
[2]. Early investigations in this area concentrated on star factorisations and appeared
in [1,5–7]. The results in the latter two papers are in fact subsets of those given by
the general tessellation construction of Section 3 of Martin [2].
This introductory section will set out the basic framework of the general problem
and describe the strategy adopted in the later sections. All graphs will be simple and
undirected.
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Denition. Let F and G be graphs. An F-factor of G is a spanning subgraph of G
which is an edge-disjoint union of isomorphic copies of F . A (complete) F-factorisation
of G is a decomposition of G as a union of edge-disjoint F-factors.
For any particular choices of F and G, the existence of an F-factorisation then places
certain necessary conditions on the numbers of vertices, and edges in each graph and
on the degrees of the various vertices. In the case where G = Kn;m and F = Kp;q are
both complete bipartite graphs the calculations involved are straightforward and are set
out in Theorem 2.5 of [2]. These are called the Basic Arithmetic Conditions (BAC)
for the problem, whence it is natural to state:
BAC conjecture. The BAC conditions imply that Km;n has a Kp;q-factorisation.
In this paper, we are interested in balanced factorisations, i.e. those where m= n. In
practice, it is su2cient only to consider the cases where p and q are coprime. Work
in [2] showed that the conjecture is true in the balanced situation when either p or q
is even and when p= 1 and q= 4k − 1. In [3] the conjecture was veri.ed for p= 1
and q= 4k + 1, thus dealing with all balanced star-factorisations.
We are then left with the remaining cases where p and q are both odd. The general
theorems in [2] then imply that for each odd coprime pair (p; q), the balanced case is
provable if it is veri.ed for a speci.c “base case”. Thus the situation then reduces to
the following:
Balanced factorisation conjecture. If p, q are positive, odd, coprime integers, p¡q,
and n = pq(p + q) then Kn;n has a complete Kp;q-factorisation, and thus the BAC
conjecture is true for balanced bipartite Kp;q-factorisations.
The strategy we shall adopt to approach this Conjecture is to adapt the process used
in [2] to prove the case p=1, q=4k−1. There, the aim of the proof was to construct
an n× n factor matrix F , say, with integer entries which labelled the required set of
Kp;q-factors. This approach uses the fact that if U = {u1; : : : ; un} and V = {v1; : : : ; vn}
are the two vertex parts of Kn;n, then they can be made to correspond to the rows and
columns, respectively, of F so that the (i; j)th matrix entry corresponds to the edge
between ui and vj. Thus, the elements of F identify the factors required. F may be
called the factorisation matrix of the problem.
In [2], an auxiliary matrix was constructed which corresponded to a block decom-
position of F . An appropriate labelling of the auxiliary matrix was given together with
a rule which translated each label into the entries in the corresponding block of F in
such a way as to guarantee the description of a complete factorisation.
The same general approach is adopted here except that the entries of the auxil-
iary matrix are much more complicated and reIect a more complex block decom-
position of F . Section 2 de.nes properties that a valid auxiliary matrix must have
for our strategy to work and Section 3 shows how to construct the factorisation
matrix from the auxiliary matrix and veri.es that the result gives the required
factorisation.
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Thus far all we shall have done is to set up a structure. Section 4 demonstrates the
whole process for the example (p; q) = (3; 5).
In fact the structure splits naturally into two parts depending whether we are consid-
ering copies of Kp;q which need to be seen as p× q subarrays of F and those which
need to be seen as q×p subarrays. Section 5 gives candidates for the second of these
parts for every pair (p; q). The real problem lies with the other part as it is necessary
to weave these diJerent types of subarray together to get a solution.
The approach taken to solve this di2culty is to transform it into a problem about
cross-sections of certain well-structured set-systems. So in Section 6 we construct se-
quences of sets from which we need to select families of representative elements (the
cross-sections) which satisfy certain criteria. Section 7 works through the case p = 3
and shows that the BAC conjecture is true there.
Section 8 then develops a general approach to attacking this cross-section prob-
lem, a calculus of cross-sections, which eventually allows us to deduce that the BAC
conjecture is true whenever q= 12p
2 + O(p).
The cross-section problem for q = p + 2 was published as a Problem at the 17th
British Combinatorial Conference at the University of Kent, England in July 1999.
Recently, Richard Stong [4] solved that problem by a completely diJerent approach
from which it follows that the BAC conjecture is true for all pairs
(p;p+ 2).
2. Auxiliary matrix conditions
We de.ne the auxiliary matrix for our problem to be E, which for our Kp;q-
factorisation, will have size (p+ q)× 2q. In practice we shall decompose E as(
A B
X Y
)
;
where A and B are both q× q and X and Y are both p× q. The element of E in the
ith row and jth column will have the form
eij = (ij; rij; cijk : 16 k6p);
where ij =±1 is a sign and all the rij and cijk are values. Here, a value is either an
integer in the range 1 to q or a symbol t where t is in the range 1 to p. Each value
v has an enumeration (v) where (s) = s for an integer s and (t) = q+ t.
We shall often want to multiply values by the corresponding sign so as to talk about
positive values or negative values. The rij are called r-values and the cijk are called
c-values.
Auxiliary Matrix Conditions. For the auxiliary matrix to give what we want, its entries
must satisfy certain conditions. There are eight of these:
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Condition AM-1. If a value occurs in a given row as an r-value then it occurs
precisely twice in that row as an r-value, once positively and once negatively.
Condition AM-2. The same as AM-1 with row replaced by column.
Condition AM-3. If i¿q then rij is always an integer value and cijk is always a
symbol value.
Condition AM-4. If i6 q then cijk is always an integer value.
Condition AM-5—column constraints. For each .xed column index j
(a) {i | ij =+1}= {(rij) | rij} and in each case i = (rij). (Thus, in any column, the
set of row indices containing positive values is identical to the set of valuations
of the r-values in that column, and no enumerated value lies in the row of that
index—this condition was also present in [2] and is the key one which ensures
that half the block contents in the factorisation matrix .t together properly.)
(b) If k lies in the jth column then q+k; j = +1 otherwise, q+k; j = −1. (This is
implied by (a) above, but is worth stating separately for ease of reference later.)
(c) For each .xed k and j
{cijk | 16 i6 q; ij =+1}= {rij | rij ∈Z; 16 i6p+ q}:
(Thus, for .xed j and k, the positive c-values which are integers in the top q
rows are the same as the integer r-values in the jth column.)
(d) For each .xed k and j
{cijk | 16 i6 q; ij =−1}= {t | 16 t6 q} − {rij | rij ∈Z; 16 i6p+ q}:
(On the other hand, the negative c-values which are integers are complementary
to those in (c) above.)
(e) For each .xed k and j
{cijk | q+ 16 i6 q+ p}= {t | 16 t6p}:
(In the last p rows of E the c-values are all symbols which, for .xed j and k,
exhaust the supply of available symbols, which means that each symbol occurs
once and only once.)
Condition AM-6—upper row constraints. For each .xed row index i, 16 i6 q
(a) There are p integers in {1 : : : q} which do not occur as any value of rij. Call these
integers m1, m2; : : : ; mp.
(b) The collection (cijk | ij=−1; 16 j6 q; 16 k6p) consists of pq numbers which
are q copies of each of the mt , 16 t6p.
(c) The collection (cijk | ij=+1; 16 j6 q; 16 k6p) consists of pq numbers which
are q copies of each of the mt , 16 t6p.
Condition AM-7—lower row constraints. For all i, q+16 i6 q+p, for all j and
all k, cijk = i−q. (This implies that AM-5(e) must be satis.ed, but the latter condition
has been included for completeness.)
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Condition AM-8—symbolic consistency. There exists a .xed oJset  , 16 6 q−1
such that for every k, 16 k6p, whenever k occurs positively in a (jth) column as
rij (and so in the ith row of E by AM-3 above), then it occurs negatively in that
column as rhj where 16 h6 q and h− j ≡  (mod q).
The object of this last condition is to ensure that the positive and negative versions
of all symbols in any column are equally displaced everywhere.
3. Construction of the factorisation matrix F
To solve the Balanced Factorisation Conjecture for the pair (p; q) we must .nd a
factorisation with 12 (p+q)
2 =f, say, factors (note that we are only interested in cases
where both p and q are odd). Thus, we wish to de.ne the factor matrix F with entries
in the range 1 : : : f.
We shall construct F .rstly as an adjunction of p rectangular matrices each of size
n×q(p+q): C1; : : : ; Cp, say. Then each Ck (16 k6p) is divided into a (p+q)×2q
array of blocks Bij(k) (16 i6p+ q, 16 j6 2q) each of size pq× 12 (p+ q).
Finally, each block Bij(k) has an upper part consisting of its top 12p(p + q) rows
and a lower part of the remaining 12p(q − p) rows. The contents of Bij(k) are to be
speci.ed by the values in (ij; rijcijk).
The labels of the eventual factors in the factorisation are to be grouped (very much
as in [2]). We split the f labels into p+ q equal sized consecutive sequences:
d(x) = (12 (p+ q)(x − 1) + 1; 12 (p+ q)(x − 1) + 2; : : : ; 12 (p+ q)x);
16 x6p+ q:
From these we can create rotated oJset sequences d(x; y) where 06y6 12 (p+ q)− 1
and where d(x; y) is obtained from d(x) by a cyclical shift of its terms to the right by
y places. (Note that d(x; 0) = d(x).)
We are now ready to .ll in the entries of Bij(k). Note that each of these has row
length 12 (p + q). The intention, therefore is to .ll each row with a sequence of the
form d(x; y) for appropriate x and y.
Case: ij =+1
Consider the tth row in the upper part of the block, so 16 t6 12p(p+ q). Given t
de.ne unique integers s and u such that
t = 12(p+ q)s+ u; 06 s6p− 1; 16 u6 12 (p+ q):
Then, if rij is an integer, the tth row of the block is to be d(rij; s). On the other hand,
if rij is the symbol v, then the tth row is to be d(q + w; s) where 16w6p and
w ≡ v + k − 1 (modp). (In other words, the symbol index converts to one of the q
highest factor sequences rotated among those sequences k − 1 places.)
Looking at a tth row of the lower part of the block, here we have 16 t6 12p(q−p).
This time we de.ne unique integers s and u such that
t = ps+ u; 06 s6 12 (q− p)− 1; 16 u6p:
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Then, if cijk is an integer, the tth row is set as d(cijk ; p + s) and if it is the symbol
v, then, by condition AM-7, v= i− q and the row is set as d(q+ v+ k − 1; p+ s) =
d(i + k − 1; p+ s).
Case: ij =−1
We proceed in a very similar fashion. For the tth row of the upper part of the block,
we solve
t = ps+ u; 06 s6 12 (p+ q)− 1; 16 u6p:
Then, if cijk is an integer the row is set to d(cijk ; s) and if it is the symbol v, then
v= i − q and the row is set as d(q+ v= k − 1; s) = d(i + k − 1; s).
For the tth row of the lower part, we solve
t = 12(q− p)s+ u; 06 s6p− 1; 16 u6 12 (q− p):
Then, if rij is an integer, the tth row of the block is to be d(rij; s). On the other hand,
if rij is the symbol v, then the tth row is to be d(q + w; s) where 16w6p and
w ≡ v+ k − 1 (modp) (just as in the upper part of the positive case).
Theorem 1. Given, q¿p coprime odd numbers, and an auxiliary matrix satisfying
conditions AM-1—AM-8 above, the construction just described leads to a complete
Kp;q-factorisation of Kn;n where n= pq(p+ q).
The essential claim which will prove the theorem is that the allocation of labels in
the range 1; : : : ; f = 12(p + q)
2 to the factor matrix F engineered by the construction
will result in each of the f label types identifying a Kp;q-factor. Thus, if  is one such
label type, then every row and every column of F will contain either p or q copies of
 in such a way that there are 2pq mutually row and column disjoint subarrays half
of which give a p× q subarray of copies of  and the other half being q× p subar-
rays. Note that in this context, a subarray need not have contiguous rows or columns.
With q¿p in mind, we call the two types of subarray, respectively, horizontal and
vertical.
Once we have .xed  there are unique ( and ) such that  = 12(p+ q)((− 1) + ),
16 )6 12 (p+ q) so that  is the )th element in the sequence d(().
First we identify the vertical subarrays, all of which arise from the values rij. Recall
that for each k, 16 k6p, Ck is the submatrix of F of size pq(p + q) × q(p + q)
made up of all the blocks of type Bij(k). Vertical subarrays will consist of one set of
q entries in a column of C1 replicated in identical positions in each of the other Ck ,
26 k6p. Thus we can focus on C = C1, say, divided into the blocks Bij = Bij(1),
say.
First let rij = (6 q for particular i, j and consider the set of columns with index
1
2 (p+ q)(j− 1)+ * where 16 *6 12 (p+ q). Now, by AM-2, given j, there are either
two values of i for which rij = ( or there are none, and when there are two, one is
positive and one is negative. Where they exist, the construction then uses sequences of
the form d((; s) in the upper part of the positively labelled sub-block and in the lower
part of the negatively labelled one.
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Consider occurrences in the upper part of a Bij. Then, for a .xed s, 06 s6p− 1,
there are precisely 12 (p+ q) rows .lled in by the sequence d((; s), where the value  
occupies the column corresponding to * ≡ ) + s (mod 12 (p+ q)).
A very similar argument in the lower part of the negatively labelled partner block
shows that  occupies the same column of another 12 (q− p) rows.
Thus, we may conclude that, for .xed j, within a column of blocks Bij where
values rij = ±(6 q occur, the value  appears in q places in each of the columns
where )6 *6 ) + p− 1 and * is evaluated modulo 12 (p+ q).
We need also to verify that no other copies of  can occur in these particular
columns of C. The construction ensures that other contributions could only come from
examples of cijk = ( for the given j. AM-5(d) ensures that no such negatively signed
examples exist. AM-5(c) ensures that exactly one instance of a positive such value
exists. But then the construction guarantees that the columns in which  arises from
this cijk are precisely the complementary ones within the range 12 (p+ q)(j− 1)+ 1 to
1
2 (p+ q)j to those speci.ed in the lemma.
Note that, in these ‘complementary’ columns, there are precisely p examples of  
forming contiguous blocks in each such column. We shall use this observation later.
This has dealt with the vertical subarrays corresponding to (6 q.
Now let (¿q and + = ( − q, so 16 +6p. Remember that we are looking at a
generic column C of blocks Bij modelled on C1. Suppose rij = + for particular i, j,
then the same argument as above ensures that in any aJected column we can identify
q copies of  in two blocks, one of length 12 (p+q) where rij=++ and one of length
1
2 (q− p) where rij =−+.
Next note that for all +, 16 +6p and for all i, 16 i6 q, there exist just one j
such that ijrij =++ and just one for which ijrij =−+.
This follows because, by AM-6(a), there are p integers which do not occur as values
of rij. But we have p+ q integers and symbols available, 2q values of rij to .ll and,
by AM-1, every value in a row occurs just once negatively and once positively. So
the assertion must be true or else there would be insu2cient values available to .ll
the row.
Now, look across in the other Ck , k ¿ 1. Then a symbol + creates sequences asso-
ciated with q + , where 16 ,6p and , ≡ + + k − 1 (modp), so to .nd sequences
in Ck associated with ( we must look for symbols q+ in C1 where 16 6p and
+ ≡  + (k − 1) (modp). The above note ensures that in each Ck just one of these
exists for each 16 i6 q. Moreover, by AM-8, the vertical oJsets between the positive
and negative occurrences of a given + in any column are constant throughout. Hence,
we may conclude that every occurrence of q values of  in a column of C1 has p− 1
partners in the same rows in the other Ck and so we have the vertical subarrays we
need.
This completes the description of the vertical subarrays corresponding to  .
Next we consider the horizontal ones. Again we start with (6 q and consider our
generic column C = C1 divided into the Bij.
Suppose that we have an rij = (. By AM-5(c), there is a unique ci′j1 = ( (with
i′ = i in general) with i′j = +1. Then in the lower part of Bi′j,  will occur from
sequences of the form d((; p + s), where 06 s6 12 (q − p)− 1 and p rows for each
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such s. These are precisely the oJsets required to .ll in the columns not covered by
the vertical arrays we have already constructed for this value of j, with p values of
 in each of these columns. By AM-6(c), we can .nd q− 1 other similar occurrences
for the same value of i′, in the Ck for 16 k6p. and so .nd horizontal subarrays
for  .
On the other hand, a particular value of j may have no rij = (. Then by AM-5(d),
we can .nd a unique ci′j1 = ( and i′j = −1. Now the upper part of Bi′j is .lled
with sequences constructed from d((; s), 06 s6 12 (p+ q) and p rows for each such
s. Thus, we get every column in this range containing exactly p copies of  . By
AM-6(b), we .nd a total of q such arrangements across the whole construction and a
suitable collection of horizontal subarrays.
Finally, we identify the horizontal subarrays for (¿q. Again let +=(−q and consider
the generic C = C1. First suppose that rij = + for particular i, j. By AM-2 this value
occurs twice with opposite signs for this j and AM-5(b) gives q++; j=(j=+1. Then
AM-7 gives c(j1 = +. Now the same argument as in the last but one paragraph .lls
in the remaining columns that are required here and by looking at all the values of j
we accumulate the necessary horizontal subarrays for  .
On the other hand, if there is no rij = +, then AM-3 implies that (j = −1 and
AM-7 that c(j1=+. Again the preceding argument followed analogously gives suitable
horizontal arrays for  .
Next we need to observe that all these discussions apply mutatis mutandis to Ck
for all values 16 k6p and that the individual subarrays we have identi.ed, whether
horizontal or vertical, have no overlapping columns or rows. The former statement
should be clear, but we need to do some checking of possible overlaps.
Vertical subarrays only arise from values of rij=( or t . AM-1 and AM-2 guarantee
that no such values are repeated in any row or column of the auxiliary matrix except for
the duplication by positive and negative type. Within a given instance of such a pair,
the construction ensures that subarray examples are oJset from each other vertically.
Horizontally, from any row of the auxiliary matrix, a positive entry only uses upper
rows of Bij(k) and a negative entry lower rows, so again there is no overlap. Thus,
vertical subarrays can have no mutual overlap.
Horizontal subarrays come from positive and negative examples of cijk = ( or t .
Positive examples hit lower rows of subblocks and, by AM-6, will only occur q times
in any row for when (6 q so there can be no horizontal interaction. Similarly, by
AM-5, there can be no vertical interaction. The (¿q case is similar once the cyclic
eJect of the t is allowed for. The argument for the negative examples of cijk is
essentially the same but covers the upper rows of subblocks. Thus horizontal subarrays
can have no mutual overlap either.
Lastly, we show that vertical and horizontal subarrays cannot overlap also.
Thinking of columns, for (6 q, by AM-5 we get ( as an r-value in a column
of the auxiliary matrix and as a c-value only when the latter occurs positively. The
arguments above show that the correspondingly generated types of array .ll all the
requisite columns and do not overlap. If, on the other hand, a c-value occurs negatively,
the arguments say that interaction is impossible. Similar arguments allowing for cycling
values of t cover when (¿q. Thinking of rows, the argument is very similar once
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we realise that the upper and lower parts of subblocks only are important and when
AM-6 is applied.
Now we can .nish the proof of the theorem by counting how many subarrays of
each type exist. q positive r-values occur in each of the p + q rows of the auxiliary
matrix. By AM-3, since every positive entry in a row gives rise to an occurrence of
that row index (after evaluation) in that column, we can deduce that each of the p+q
possible r-value occurs equally often. Thus, ( will occur as a positive r-value q times.
Each gives rise to p subarrays for  . Thus, we have pq subarrays of type q×p overall
for  .
Counting c-values, there are 2pq(p+ q) altogether, half positive and half negative.
Since the r-values are equally distributed between all possibilities, AM-4 and AM-5
imply that the same is also true for the c-values, both positively and negatively. Thus,
each one occurs pq times for each sign, and, by AM-5, any occurrence in a row leads
to a total of q occurrences in the same row. A set of positive values in a row leads to
lower part types and 12 (q − p) subarrays. Similarly, a set of negative values leads to
upper part types and 12 (p+q) subarrays. Totalling up we get p(
1
2 (q−p)+ 12 (p+q))=pq
subarrays for  of type p× q.
Finally, all these 2pq subarrays have no row or column interaction and so will
span a total of 2pq(p+ q) vertices in our balanced Kn;n which is the total number of
vertices available, and we have a factor as claimed for  and by extension a complete
factorisation.
4. An example: balanced K3;5 factorisations
To demonstrate that this approach gives us something new we begin with the simplest
example after star factorisations.
Proposition 1. There is a complete K3;5 factorisation of K120;120 so that the BAC
conjecture is true for balanced K3;5 factorisations.
Proof. We show a suitable auxiliary matrix in the two tables


A
X

=


1; 222 −3; 111 −2; 551 −1; 221 2; 555
2; 111 1; 333 −4; 222 −2; 112 −1; 332
−1; 443 2; 222 1; 444 −5; 333 −2; 223
−2; 334 −1; 554 2; 333 1; 555 −1; 444
−2; 555 −2; 445 −1; 115 2; 444 1; 111
1; 111 2; 111 3; 111 4; 111 5; 111
2; 222 3; 222 4; 222 5; 222 1; 222
−1; 333 −2; 333 −3; 333 −4; 333 −5; 333


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

B
Y

=


3; 221 −4; 555 −3; 222 4; 111 3; 551
3; 112 4; 332 −5; 111 −3; 333 5; 222
1; 333 3; 223 5; 443 −1; 222 −3; 444
−3; 555 2; 444 3; 334 1; 554 −5; 333
−3; 444 −3; 111 3; 555 3; 445 2; 115
−1; 111 −2; 111 −3; 111 −4; 111 −5; 111
−2; 222 −3; 222 −4; 222 −5; 222 −1; 222
2; 333 3; 333 4; 333 5; 333 1; 333


:
5. Candidates for matrices of r-values
The structure of the example in the last section is at the root of our general con-
struction which will show the existence of several new in.nite families for which the
balanced BAC conjecture can now be proved. As a .rst stage in getting a clearer han-
dle on how the constructions go we .rst set out a Process of Cyclic Diagonalisation
henceforth to be known as PCD.
Denition (PCD). Let M = (mij) be a q× q matrix with entries which are values (in
the sense of the auxiliary matrix) in either {1 : : : q} or {1 · · · p}. The process is
initialised by a sequence of values v1; : : : ; vq which are allocated to the .rst column
of M as mi;1 = vi, 16 i6 q. The remainder of M is then .lled by the rule that if
26 j6 q then
mij =
{
vi−j+1 + (j − 1) (mod q) if vi−j+1 ∈ [1 : : : q];
vi−j+1 if vi−j+1 ∈ [1 · · · p]:
Each of the initial values is used to .ll in a generalised diagonal which consists of
those entries mij where i − j is constant modulo q.
The eJect of this is to ensure that each generalised diagonal of M consists of either
the cyclic sequence 1; : : : ; q shifted cyclically by some value or takes a constant label
value k for some k.
An alternative approach is to start by de.ning the .rst row of M instead of the .rst
column. An exactly similar process can then be de.ned to give the same outcome, so
this is also called PCD.
In addition, we say that M is diagonally signed, if, after the application of PCD,
every generalised diagonal is given a sign either +1 or −1 to be associated with
every element on it. Again, the nature of the process means that any such signing is
determined by a sequence of signs assigned to the elements of the .rst row of M .
Note that an exactly similar process will work if we initialise the matrix on the .rst
column rather that the .rst row.
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Remember that we are interested in the situations where 1¡p¡q, where p and q
are both odd and coprime. There are two types of situation: where p+ q ≡ 0 (mod 4)
and p+ q ≡ 2 (mod 4).
Our aim will be to construct what we hope will be a suitable auxiliary matrix E of
size (q + p)× 2q. Recall that E will be made up from four sub-matrix blocks, A, B,
X and Y . We will use standard recipes to construct all the signed r-values.
In order to manage the exposition we shall use the following (non-standard) notation:
[a · · · b] represents either the decreasing sequence of consecutive (positive) integers
from a to b (the sequence being empty if a¡b), or the sequence of labels i; : : : ; j
where i to j is an increasing sequence of consecutive (positive) integers. A negative
sign in front of the bracket means that the sequences are to be regarded as signed with
negative sign (but in all other respects the order is unchanged).
Case p + q ≡ 0 (mod 4): Let x = (q + 1)=2, y = (p + 1)=2 and z = (q − p)=4 + 12 .
Then de.ne the following sequences:
A0 = ([(x − 1) · · · (x − z + 1)]; [1 · · · y]; [(z − 1) · · · 1];−[1 · · · y];
−[(x − 1) · · ·y]);
B0 = ([x · · · (x − z + 1)]; [y+1 · · · p]; [z · · · 1];−[y+1 · · · p];
−[x · · · (y + 1)]);
X0 = ([(x − z) · · · z];−[(y − 1) · · · 1]);
Y0 = (−[y · · · 1]; [(x − z) · · · (z + 1)]):
So, for example, in the case (p; q) = (7; 13), x = 7, y = 4, z = 2 and
A0 = (6; 1; 2; 3; 4; 1;−1;−2;−3;−4;−6;−5;−4);
B0 = (7; 6; 5; 6; 7; 2; 1;−5;−6;−7;−7;−6;−5);
X0 = (5; 4; 3; 2;−3;−2;−1);
Y0 = (−4;−3;−2;−1; 5; 4; 3);
A0, B0, X0 and Y0 are, respectively, the left-hand columns of the r-values of the
sub-matrices A, B, X and Y of our auxiliary matrix E in this case. A and B are
to be completed by PCD. X and Y are to be completed row by row, each element in a
given row having value one more than the element to the left (cyclically in the range
from 1 to q) and each row having constant sign. (Remember that the number −4 has
value 4 and sign −1, so the next cyclic element after −4 is in fact −5 and not −3,
as 5 is the next value after 4.)
It is now a straightforward exercise to check that conditions AM-i (16 i6 8) are
all satis.ed, at least as far as the r-values are concerned.
The full matrices for the case (p; q) = (3; 5) are displayed in Proposition 1.
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Case p + q ≡ 2 (mod 4): Again we put x = (q + 1)=2 and y = (p + 1)=2, but now
z = (q− p)=4 because of the parity change. The corresponding sequences are then:
A0 = ([(x − 1) · · · (x − z + 1)]; [1 · · · y]; y + z − 1; [(z − 1) · · · 1];
− [1 · · · y];−[(x − 1) · · · (y + 1)];−1);
B0 = ([x · · · (x − z + 1)]; z + 2; [y+1 · · · p]; [z · · · 1];
−x;−[y+1 · · · p];−[(x − 1) · · · (y + 1)]);
X0 = (y + z; [(y + z − 2) · · · z];−[y · · · 2]);
Y0 = (−[y · · · 1]; [(y + z) · · · (z + 3)]; z + 1):
The construction is then completed just as in the previous case and we can check that
the AM-i conditions for the r-values are again satis.ed. The following matrices show
the case (p; q) = (5; 13).


A
X

 =


6 −2 −6 −8 −10 −3 −2 −1 9 13 3 2 1
1 7 −3 −7 −9 −11 −3 −2 −1 10 1 3 2
2 1 8 −4 −8 −10 −12 −3 −2 −1 11 2 3
3 2 1 9 −5 −9 −11 −13 −3 −2 −1 12 3
4 3 2 1 10 −6 −10 −12 −1 −3 −2 −1 13
1 5 3 2 1 11 −7 −11 −13 −2 −3 −2 −1
−1 2 6 3 2 1 12 −8 −12 −1 −3 −3 −2
−2 −1 3 7 3 2 1 13 −9 −13 −2 −4 −3
−3 −2 −1 4 8 3 2 1 1 −10 −1 −3 −5
−6 −3 −2 −1 5 9 3 2 1 2 −11 −2 −4
−5 −7 −3 −2 −1 6 10 3 2 1 3 −12 −3
−4 −6 −8 −3 −2 −1 7 11 3 2 1 4 −13
−1 −5 −7 −9 −3 −2 −1 8 12 3 2 1 5
5 6 7 8 9 10 11 12 13 1 2 3 4
3 4 5 6 7 8 9 10 11 12 13 1 2
2 3 4 5 6 7 8 9 10 11 12 13 1
−3 −4 −5 −6 −7 −8 −9 −10 −11 −12 −13 −1 −2
−2 −3 −4 −5 −6 −7 −8 −9 −10 −11 −12 −13 −1


N. Martin /Discrete Mathematics 266 (2003) 353–375 365


B
Y

 =


7 −5 −7 −9 −3 −2 −13 8 10 5 4 2 5
6 8 −6 −8 −10 −5 −4 −1 9 11 5 4 3
4 7 9 −7 −9 −11 −5 −4 −2 10 12 5 4
4 5 8 10 −8 −10 −12 −5 −4 −3 11 13 5
5 4 6 9 11 −9 −11 −13 −5 −4 −4 12 1
2 5 4 7 10 12 −10 −12 −1 −5 −4 −5 13
1 3 5 4 8 11 13 −11 −13 −2 −5 −4 −6
−7 2 4 5 4 9 12 1 −12 −1 −3 −5 −4
−4 −8 3 5 5 4 10 13 2 −13 −2 −4 −5
−5 −4 −9 4 6 5 4 11 1 3 −1 −3 −5
−6 −5 −4 −10 5 7 5 4 12 2 4 −2 −4
−5 −7 −5 −4 −11 6 8 5 4 13 3 5 −3
−4 −6 −8 −5 −4 −12 7 9 5 4 1 4 6
−3 −4 −5 −6 −7 −8 −9 −10 −11 −12 −13 −1 −2
−2 −3 −4 −5 −6 −7 −8 −9 −10 −11 −12 −13 −1
−1 −2 −3 −4 −5 −6 −7 −8 −9 −10 −11 −12 −13
5 6 7 8 9 10 11 12 13 1 2 3 4
3 4 5 6 7 8 9 10 11 12 13 1 2


In each of these two cases, we denote the resulting matrix of r-values by
Er(p; q).
6. Transforming the c-value problem
The matrices Er(p; q) (=Er once p and q are .xed) constructed in Section 5 are
not the only matrices which can be developed to solve the various problems we are
attacking, but they do lead to a systematic approach to the next part of the problem,
which is to .nd appropriate sets of c-values to go with them. First we focus on the
top row of Er(p; q). The following is another straightforward veri.cation.
Lemma 1. For a 8xed pair of odd coprime numbers (p; q), the set of integer values
absent from the top row of Er(p; q) is V = {1} ∪ S where S = {1± i | 16 i6y− 1}
when p + q ≡ 0 (mod 4) and S = {1 ± i | 26 i6y} when p + q ≡ 2 (mod 4). Here
y = (p+ 1)=2 and the values are all taken modulo q in the range 1 · · · q.
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We shall use this information about V to try to generate c-values for the blocks A
and B of the .nal auxiliary matrix. Those relating to the blocks X and Y are prescribed
by AM-7.
We shall examine the consequences of AM4, AM-5, AM-6 and AM-7 to develop
the necessary structures. Our strategy will be to .nd an appropriate selection for the
c1jk so that the c-values in the other rows are provided by PCD. The condition AM-6
provides more structure to our possible choices.
Let CR(j)={rij | 16 i6p+q; rij ∈Z}, the set of r-values in the jth column of Er .
Then from AM-6, it is necessary that if 1j=+1 then c1jk ∈V ∩CR(j), but if 1j=−1
then c1jk ∈V − CR(j). In each case call the resulting set (V ∩ CR(j), respectively
V − CR(j)) the set of available values AV (j).
Call the jth column of Er positive or negative according to the value of 1j. Let
x = (q+ 1)=2 as usual.
Lemma 2. (1) For 26 j6 x, AV (j)=AV (q+ x+ j− 1) and AV (x+1)=AV (q+1).
(2) AV (1) = AV (q+ x) and, for x + 26 j6 q, AV (j) = AV (q+ j + 1− x).
Proof. These follow by inspection from the PCD construction.
This lemma is stating that, within each of A and B, there are grouped sets of posi-
tive and of negative columns. Lemma 2(1) says that there are x consecutive negative
columns in A which correspond with x (cyclically) consecutive positive columns in B.
Lemma 2(2) says that there are x − 1 (cyclically) consecutive positive columns in A
which correspond with x − 1 consecutive negative columns in B.
As an example, for the case (p; q) = (5; 9), the corresponding sequences of AV (j)
are, respectively,
({7; 8; 1}; {7; 8; 1}; {7; 8; 1; 3}; {7; 8; 1; 3; 4}; {8; 1; 3; 4}; {1; 3; 4}; {1; 3; 4})
and
({7; 8; 1}; {7; 8; 1}; {7; 8; 1; 3}; {8; 1; 3; 4}; {1; 3; 4}; {1; 3; 4}):
Now let J be a subset of {j | 16 j6 2q}.
Denition. A cross-section of the sequence (AV (j) | j∈ J ) is a sequence of integers
(vj | j∈ J ) such that for all j∈ J , vj ∈AV (j). Such a cross-section is called consistent
if, for all pairs of indices j1, j2 ∈ J with either j1¡j26 q or q+ 16 j1¡j2,
vj2 − vj1 ≡ j2 − j1 (mod q):
This is called the di:erence condition and is there to ensure that PCD does not cause
fatal incompatibilities in the constructions.
Example. For (p; q) = (5; 9) as above, consistent cross-sections for the two sequences
shown are: (8; 8; 3; 3; 8; 1; 3) and (7; 7; 7; 4; 4; 4), respectively. There are many consistent
cross-sections in most cases we shall deal with.
The speci.c aim of the idea of consistent cross-sections is to end up with values
for the cijk which satisfy AM-5 and AM-6. To understand how this is achieved we
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need to look at a cross-section for {AV (j) | 16 j6 2q} which we want to be a set
of candidates for {c1jk | 16 j6 2q} for some particular k, and see how the PCD
construction .lls in the all the other cijk values for that k.
If AM-5 (c) and (d) are satis.ed, for each .xed j and .xed k we must end up with
{cijk | 16 i6 q}= {16 i6 q}. Thus, no value in a given column for a given k will
be repeated and it is clear that consistency is precisely the condition which ensures
repetitions in columns are avoided. Finally, the selection of the AV (j) guarantees that
the requirements of AM-5 are satis.ed.
To deal with AM-6, our aim will be to try to .nd a collection of p consistent
cross-sections of {AV (j) | 16 j6 2q} so that each of the values in V (the positive
integers absent from the top row of r-values of E) is repeated altogether q times. If
we can do this then again PCD will guarantee that AM-6 is satis.ed.
Now we can begin to focus in on the cross-section problem. Let L be the sequence
of sets (AV (i)), 16 i6 q and R the sequence of sets (AV (i)), q+ 16 i6 2q.
Lemma 3.
(1) Cross-sections of L and R cannot interfere with each other.
(2) If x1 ∈AV (j1) is from a positive column in L (respectively, R) and x2 ∈AV (j2)
is from a negative column in L (respectively, R), then x1 − x2 ≡ j1 − j2 (mod q).
(3) The sequence of positive (respectively, negative) AV (j) in L is (cyclically modulo
q) the same as the sequence of negative (respectively, positive) AV (j) in R.
Proof.
(1) This is immediate by de.nition.
(2) For a positive column, x1 ∈AV (j1) implies x1 ∈V . PCD then uses x1 to construct
a generalised diagonal of positive values, which will result in the positive value
x1 + j2 − j1 (mod q) in column j2. But this is a negative column, by hypothesis,
so x2 ∈V comes from a negative value in AV (j2) which cannot therefore be x1 +
j2 − j1 (mod q).
(3) This is immediate from Lemma 2.
The aim of this section has been to move to a reformulation of the c-value problem
into something which can be attacked more systematically. We are now in a position
to state it.
Theorem 2. Given coprime odd integers 36p¡q, let s=(p−1)=2 and t=(q−1)=2.
For the case p + q ≡ 0 (mod 4), let S = {x | − s6 x6 s} and for the case p + q ≡
2 (mod 4), let S = {x | − (s+ 1)6 x6 (s+ 1); s = ±1}.
Then, for 16 i6 t, let Xi = S ∩ {x | i − t6 x6 i − 1}, and for 16 i6 t + 1, let
Yi = S ∩ {x | i − t − 16 x6 i − 1}.
In order to solve the c-value problem for the pair (p; q) it is su=cient to con-
struct p consistent cross-sections of the sequence of sets X1; : : : ; Xt and p consistent
cross-sections for the sequence of sets Y1; : : : ; Yt+1 so that altogether the cross-sections
contain q copies each of the p values in S.
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Proof. Recall the de.nition of V in Lemma 1. There the value 1∈V , sat centrally
in the sequence of values in V once we interpret them cyclically modulo q. Now it
should be clear that the set S converts to the set V when its elements are increased
by 1 and interpreted modulo q.
By examining the PCD construction, under this correspondence, the sequence of Xi
is equivalent to the sequence of sets AV (q + 1 + i), i.e. the sequence of negative
columns in R. Similarly, the sequence of Yi is equivalent to that of the sets AV (1 + i)
of negative columns in L.
Finally, the observations of Lemma 3 mean that the existence of the cross-sections
as postulated in the statement of this theorem will translate under this equivalence to
the required collections of cross-sections for the AV (i) for E and hence to a set of
c-values for E which will complete the Auxiliary Matrix as required.
Before moving on it will be helpful to prove the following technical lemma which
removes the modular equation from the de.nition of consistency for cross-sections.
Lemma 4. Consider an odd pair (p; q), p¡q, and the sequence of sets Z1; : : : Zr
where Zi = Xi or Zi = Yi from Theorem 2 and r = (q ± 1)=2 as appropriate. Then if
16 i¡ j6 r, and zi ∈Zi, zj ∈Zj, j− i ≡ zj − zi (mod q) if and only if j− i= zj − zi.
Proof. Which ever case we are in we know that the elements of any Zk have absolute
value at most (p+ 1)=2. Thus
(j − i)− (p+ 1)6 (j − i)− (zj − zi)6 (j − i) + (p+ 1):
But p+1¡q, so (j−i)−(p+1)¿−q, so the only possibilities for (j−i)−(zj−zi) ≡
0 (mod q) are where (j − i) = (zj − zi) or where (j − i) = (zj − zi) + q. We have to
dispose of the latter possibility, in which case
q= (j − i)− (zj − zi)6 (j − i) + (p+ 1)6 q− 12 + (p+ 1);
which simpli.es to q6 2p+ 1. So, if q¿ 2p+ 1, the lemma is true.
Assume that p + 26 q6 2p + 1. From the previous calculations we know that
(j − i)¿ q− (p+ 1). But j6 (q+ 1)=2 and i¿ 1 so
q+ 1
2
− j6 (p+ 1)− q− 1
2
− i6p− q− 1
2
6
p− 1
2
:
Now from the de.nition of Zj this implies that
zj¿−
(
q+ 1
2
− j
)
= j − q+ 1
2
:
In addition, zi6 i − 1, so
(j − i)− (zj − zi)6 q+ 12 − 1 =
q− 1
2
¡q
and we are done.
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7. Solving the case p = 3
Theorem 3. The Balanced Bipartite Factorisation Conjecture is true for (3; q), q
coprime to 3
Proof. As noted earlier the outstanding cases are for q odd greater than and coprime
to 3. In fact the constructions we provide to satisfy Theorem 2 will work irrespective
of the coprime condition, so that issue is likely to be ignored from this point.
We need to invent some notation to deal with repetitive situations.
Denition. Let S some object. Then Su is the sequence consisting of u copies of S.
Typically, S will either be a cross-section or it will be a sequence of numbers. In the
latter case if S is a sequence of say t numbers then Su will be the sequence of tu
numbers being the concatenation of u copies of S.
In general, a sequence will be contained in parentheses. Using the notation of
Theorem 2, let X = (X1; : : : ; Xt) and Y = (Y1; : : : ; Yt+1).
The case q ≡ 1 (mod 4) gives us
X = ({−1; 0}; {−1; 0; 1}t−2; {0; 1})
and
Y = ({−1; 0}; {−1; 0; 1}t−1; {0; 1})
Note that t is even. We are searching for three consistent cross-sections each of X and
Y which together cover q copies each of −1, 0 and 1. We claim the following will
work.
The three cross-sections of X are three copies of (−1; 1)t=2.
Those of Y are ((−1; 1)t=2; 0), ((−1; 1); (0)t−1), and (0)t+1.
Clearly, these sequences are cross-sections and it is virtually immediate from Lemma
4 that they are consistent. Each of 1 and −1 occurs a total of 3t=2+ t=2+1=2t+1=q
times as required and as there are 3q elements in all, so does 0.
The other case, q ≡ 3 (mod 4), gives
X = ({−2; 0}2; {−2; 0; 2}t−4; {0; 2}2)
and
Y = ({−2; 0}2; {−2; 0; 2}t−3; {0; 2}2)
except when q= 7, when X has to be replaced by ({−2; 0}; {0}; {0; 2}).
Here we have to split into two subcases: q ≡ 3 (mod 8) and q ≡ 7 (mod 8). In the
former, so long as q¿ 19 the three cross-sections for X are ((−2;−2; 2; 2)(t−1)=4; 0),
(−2;−2; 2; 2;−2; 0; 2; 0t−7) and (0)t and for Y are three copies of ((−2;−2; 2; 2)(t−1)=4;
0; 0).
It is straightforward to see that these are consistent cross-sections. Each of 2 and
−2 occurs (t − 1)=2 + 3 + 3(t − 1)=2 = 2t + 1 = q as required as again must 0.
For q = 11, the three cross-sections of X need to be adjusted to (−2;−2; 2; 2; 0),
(−2;−2; 2; 2; 0) and (−2; 0; 2; 0; 0; 0).
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For the latter case,the three cross-sections for X are ((−2;−2; 2; 2)(t−3)=4; 0; 0; 0),
(−2; 0; 2; 0t−3) and (0)t and for Y are three copies of (−2;−2; 2; 2)(t+1)=4
It is straightforward to see that these are consistent cross-sections. Each
of 2 and −2 occurs (t − 3)=2 + 1 + 3(t + 1)=2 = 2t + 1 = q as required as again
must 0.
Note that, in every case bar q = 11 the solution shown contains a totally zero
cross-section of X.
Corollary 1. If q ≡ 3 (mod 4), then the Balanced Bipartite Factorisation Conjecture
is true for (5; q).
Proof. The diJerence between the cases p= 3 and 5 is that the set of values used is
{±2; 0} in the former case and {±2;±1; 0} in the latter. It follows that the cross-sections
produced for p= 3 in the proof of Theorem 3 are also valid for p= 5 here. In addi-
tion, we have to provide two more consistent pairs of cross-sections to complete the
situation. This is almost possible.
In this case, t is odd so cross-sections for X and Y are chosen as ((−1; 1)(t−1)=2; 0)
and (−1; 1)(t+1)=2 and each of these is repeated twice.
The number of occurrences of 1 and −1 are, however, q−1 while 0 now occurs q+2
times. To cope with this anomaly we have to make an adjustment to the cross-sections
carried forward from p = 3. This is easily done by changing the (0)t cross-section
of X to ((−1; 1); (0)t−2) apart from the case q = 11. In that case, the cross-section
(−2; 0; 2; 0; 0; 0) is replaced by (−2; 0; 2; 0;−1; 1).
It should be noted at this point that the strategy used in this Corollary appears likely
to be usable for deducing a solution for the case (p+2; q) from one for the case (p; q)
whenever p+ q ≡ 3 (mod 4).
8. A calculus for cross-sections
The building blocks of the solutions produced in Section 7 involve sub-sequences
of the form (−1; 1), (−2;−2; 2; 2), (−2; 0; 2) as well as strings of zeroes. These are
typical of the structures we shall tend to work with.
For convenience we develop our notation further, bearing in mind that for the general
case (p; q), we de.ne t= (q− 1)=2 we are looking for cross-sections of the sequences
X of length t and Y of length t + 1, whose elements are taken from the appropriate
set S.
Let k ∈S, k¿ 0 then de.ne the sequence 〈k〉 by
〈k〉=
{−kk ; kk if k = 0;
0 if k = 0;
(1)
so 〈2〉=−2;−2; 2; 2 and 〈4〉=−4;−4;−4;−4; 4; 4; 4; 4.
N. Martin /Discrete Mathematics 266 (2003) 353–375 371
This idea is extended to that of a de8cient sequence 〈 Tk〉 when k ¿ 0. Such a 〈 Tk〉
is created from 〈k〉 by replacing any number of pairs of elements which are k places
apart in 〈k〉 by pairs of zeroes.
Thus, −2; 0; 2; 0 and −5; 0; 0;−5; 0; 5; 0; 0; 5; 0 are de.cient sequences.
Lemma 5. (1) 〈k〉 is a consistent sequence.
(2) Let k1; : : : ; kr be a sequence of non-negative elements of S and form the se-
quence A=〈k1〉; : : : ; 〈kr〉. Then, if A has no more than t+1 elements, it is a consistent
sequence.
(3) Any 〈 Tk〉 is a consistent sequence.
(4) The result in (2) is still true if any number of the 〈ki〉 blocks are replaced by
de8cient sequences of the same length.
Proof. (1) The diJerence between two elements of 〈k〉 is either 0 or ±2k, but the
diJerence between the positions can be none of these.
(2) The proof is by induction on r which starts by (1) above.
So, by induction, we may assume that the sequence 〈k1〉; : : : ; 〈kr−1〉 is consistent
and that it remains to show that adding 〈kr〉 at the end cannot destroy the
consistency.
Let s¡ r and choose v∈ 〈ks〉 and w∈ 〈kr〉. Then w− v=±kr ± ks. By Lemma 4 we
must show that this is not equal to d, the diJerence between the positions of w and v
in A. Since d is positive any case where w − v6 0 gives no problem.
If w = kr ¿ 0 and v= ks, then w − v6 kr , but w is at least kr places from the start
of 〈kr〉, so d¿kr . Similarly, if w = kr¿ 0 and v=−ks6 0, then v is also at least ks
places from the end of 〈ks〉, so d¿kr + ks. Finally, if w = −kr ¡ 0 and v = ks ¡ 0,
v is at least ks places from the end of 〈ks〉 so d¿ks ¿− kr − (−ks). This completes
the inductive step.
(3) From the proof of (1), we know that the ±k cannot interfere with each other
and neither can any 0 with any other 0. The only problem arises if a 0 can interfere
with a ±k. But this is impossible, by construction since elements k apart are either
both 0 or a ±k pair.
(4) De.cient blocks contain non-zero numbers which, by the non-de.cient version
can have no adverse inter-reactions with other non-zero numbers in the whole sequence.
In addition, any non-zero block can be replaced by a sequence of zero blocks which
by the non-de.cient version can again give no problems.
In practice we shall almost always use de.cient blocks where the zero elements ap-
pear as two single subsequences; e.g. −5;−5; 0; 0; 0; 5; 5; 0; 0; 0. To give this a notation,
let k ¿ j¿ 0 then de.ne 〈 Tk; j〉=−kk−j; 0j; kk−j; 0j, so the above example is 〈 T5; 3〉.
It will also be useful to allow limited use of de.cient blocks which are truncated. So
we de.ne 〈 Tk; j| to be the sequence of length 2k − j which is 〈 Tk; j〉 with the right-hand
sequence of j zeroes removed.
We want to form cross-sections from sequences of blocks associated to the relevant
values of k. This is not always possible, especially when q is close to p. The next
result tells us when the freedom we want is available.
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Lemma 6. Let p=2s+1¿ 0, q=2t+1¿ 0 so that p+q ≡ 2r (mod 4) where r=0 or
r=1. Also, choose k where k =0 or 1+ r6 k6 s+ r. Then, if 2(s+ r)6 t, a block
of the form 〈k〉 or 〈 Tk〉 may be placed (in the sense that the values in the blocks
are indeed available a priori to be cross-section elements) as any contiguous part
of any of the cross-sections required for Theorem 2. In addition, it is also possible
for a block of the form 〈 Tk; j| to be placed as the rightmost 2k − j elements of a
cross-section.
Proof. In Theorem 2 we are asking for cross-sections of length t and t+1. The PCD
construction implies that wherever 2k6 t a block (de.cient or not) derived from k can
be realised as part of a cross-section (consistent or otherwise) wherever it is placed in
that cross-section.
The situation of the truncated block at the right-hand end of a cross-section is also
valid since the rightmost k elements are 0 or k. The consistency of a truncated block
with itself and with other blocks should also be clear.
Finally, in this section, we can use the calculus to prove that for a given p, the
Balanced Bipartite Factorisation Conjecture is true for the pair (p; q) whenever q is
su2ciently large.
Theorem 4. Let p¿ 0 be odd then there exist m0¿ 0, m2¿ 0 such that whenever
q is odd, coprime to p, p + q ≡ i (mod 4), and q¿mi, then the Balanced Bipartite
Factorisation Conjecture is true for the pair (p; q). In particular we can take m0 =
max{ 12 (p2 − 1); 2p− 1} and m2 = max{ 12 (p+ 5)(p− 1); 2p+ 3}.
Proof. Whichever case we are considering, the strategy is use our calculus to .nd two
cross-sections of both X and Y which, for a given k ¿ 0, contain as many copies of k
(and hence −k) as possible, the remaining values being zero. Typically, these standard
cross-sections will be of the form (〈k〉a; 0b) or (〈k〉a; 〈 Tk; j|), for appropriate values of
a, b, j.
If p = 2s + 1, there are s such k and doing this for each will use up 2s full
cross-sections. q will then be seen to be large enough that there is enough space left
to mop up any missing values in the .nal cross-section. Straightforward counting will
then ensure that the number of zeroes present is also correct.
To ensure that we can create standard cross-sections, we need q to be su2ciently
large. Lemma 6 implies that m0¿ 2p− 1 and m2¿ 2p+ 3 is su2cient.
As usual we put q=2t+1. Now choose k in the appropriate range for the situation
(i.e. depending on the value of p+ q (mod 4)). The maximum number a of complete
k-blocks that can be .tted into cross-sections of X and Y will be the integer quo-
tients of t and t + 1 by 2k. If a remainder is greater than k, then we can .t in a
truncated de.cient k-block at the right. Otherwise we .ll in with zeroes. Each of these
cross-sections contain equal numbers of ±k and a certain number of zeroes.
In the case where there is a truncated block, that block will have length at least
k + 1 and will have at most k − 1 zeroes. Otherwise we will be left with at most k
zeros.
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A quick check shows that in a full cross-section, the worst case is when there are
2k − 1 zeroes. Thus in two full cross-sections we will have at most 4k − 2 zeroes and
be missing at most 2k − 1 copies of each of ±k.
As stated earlier, we require q to be large enough to allow (possibly de.cient)
k-blocks to be placed in the .nal cross-section to mop up these missing values. But
k-blocks have length 2k and so at most two such will be required to construct the
missing values. For k = 1, one block will certainly su2ce, and this is used in the
following calculations.
It remains to add up the space needed for the two main situations. For the case
p+ q ≡ 0 (mod 4) we need space for blocks of total length
2 +
s∑
k=2
4k = 2s2 + 2s− 2 = 1
2
(p2 − 5):
For the case p+ q ≡ 2 (mod 4) the space required is
s+1∑
k=2
4k = 2s2 + 6s=
1
2
(p+ 5)(p− 1):
Note that in both cases the number is even while q is odd. Thus, at or above these
limits, t is at least half the number. In the latter case, since the worst situation requires
two blocks (de.cient or otherwise) associated to each k they can be equally distributed
on either side of a full cross-section.
In the former case this may not work because we only need a single 1-block. So if
we add room for another 1-block to bring the total length required to 12 (p
2 − 1) then
everything will .t.
It must be noted here that the values stated in this theorem are based on the
worst-case situation occurring for every value of k simultaneously. In practice, arith-
metic is seldom that perverse and the spirit of the proof will give rather better results
than this.
Corollary 2. The Balanced Bipartite Factorisation Conjecture is true for (5; q), q
coprime to 5.
Proof. Corollary 1 has dealt with one half of cases, so we need only look at q ≡
1 (mod 4). Here Theorem 4 has m2 = max{20; 13} = 20 which only leaves the cases
q= 9; 13; 17 to examine.
q= 13 and 17 are easily solved along the lines of Theorem 4.
q=9 is not soluble that way because there is insu2cient space to place full 3-blocks.
The following cross-sections will, however, work
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X Y
〈2〉 〈 T3; 1|
〈2〉 〈 T3; 1|
〈2〉 〈 T3; 1|
〈2〉 〈 T3; 1|
〈 T2; 1〉 〈 T3; 2|; 0
9. Final remarks
In the above we have created a machine which, if oiled properly, will create useful
balanced factorisations. Essentially the machine has two parts. The input to the .rst part
is a suitable matrix of r-values. We then have to bolt on the second part: the c-values.
It is not hard to see which candidates are available, but the lubrication required is
getting consistency across the required cross-sections.
Note that apparently nice r-values may not always allow any solution of c-values,
at least if PCD is required to be used. For instance, an alternative matrix of r-values
for the (3,5) case is shown in the following table.

1 −2 −1 −5 2 3 −2 −3 5 2
2 1 −2 −1 −1 3 3 −3 −3 1
−2 2 1 −2 −1 2 4 3 −4 −3
−1 −3 2 1 −2 −3 3 5 3 −5
−2 −1 −4 2 1 −1 −3 4 1 3
1 2 3 4 5 −2 −3 −4 −5 −1
2 3 4 5 1 −3 −4 −5 −1 −2
−1 −2 −3 −4 −5 1 2 3 4 5


:
But it is not hard to see that for this matrix there is no PCD generated consistent
set of cross-sections for the corresponding AV -sets.
Theorem 4 leaves an ever widening gap of non-solved cases as p increases and
these will clearly need a diJerent approach. As stated in the introduction, Stong [4]
has solved the case where q = p+ 2. His approach uses permutations and provides a
very diJerent approach to the cross-section problem.
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