Abstract-Demodulate-and-forward (DmF) is an attractive approach when using cooperative diversity schemes in networks where only nodes with strict complexity constraints are allowed, such as sensor networks. In using DmF, the relay only demodulates, but does not decode, the received signal from the source node. Coding can be used at the relay to improve the performance over the relay-destination link. In unrelated work, relay selection has been shown to achieve full diversity order with low overhead by choosing the best relay node out of a pool of available relays to assist the source. A simple heuristic scheme for relay selection while using DmF is available, but this involves the exchange of channel parameters between the nodes, hence increasing the overhead. In this paper, we propose the use of the Bhattacharyya parameter (BP) to facilitate relay selection. The use of BP has the distinct advantage of incorporating the specific coding scheme used while retaining low computation load. As illustrated in our simulation results, the use of BP provides frame error rates quite similar to that obtained from exhaustive search. We should note that this BP-based relay selection scheme can also be applied to cooperation schemes where decoding is performed at the relay.
I. INTRODUCTION
The seminal work on relay channels is [1] , where the upper bound on the capacity of relay channels was presented, and two different relay schemes, decode-and-forward (DF) and compress-and-forward (CF) were introduced and analyzed. Recently there has been a renewed interest in relay channels for diversity gains in mesh and sensor networks. Numerous works are now available, such as [2] , [3] , [4] , [5] . A practical implementation of CF can be found in [6] , where Wyner-Ziv coding is used.
When relays only possess simple hardware, instead of decoding the source codeword, the relay can demodulate the received signal [7] , [8] . As illustrated in [7] , diversity order of 2 can be obtained even with such a constraint. In [9] , [10] , coding schemes with low encoding complexity such as lowdensity generator matrix (LDGM) [11] and repeat-accumulate (RA) [12] codes were applied to this type of "demodulate-andforward" (DmF) scheme to provide both coding and diversity gains. In contrast, the AF scheme is simple to implement, but does not provide coding gains. Note that DmF is a simple version of CF, where only two levels of quantization is allowed, and part of the codeword is "erased" to allow a lower code rate over the relay-destination channel [13] .
In order to increase diversity order of the relay network, multiple relays can be used to assist the source in transmission. However, if orthogonal channels are being used by the source and relays to transmit, the time or bandwidth must be shared, hence limiting the transmission rate. In addition, this increases the total energy used for transmitting every source bit. As an alternative which eliminates this overhead, relay selection was introduced in [14] , [15] to achieve full diversity order without sacrificing capacity or power efficiency. With relay selection, only the best relay out of a pool of available relays is chosen to assist the source node. Relay selection for DF is relatively straightforward: from the pool of relays that have decoded the source codeword correctly, the relay with the best relay-destination channel is chosen to assist the source [15] . If AF is used, the relay with the best source-relay-destination compound channel is chosen to assist the source [16] .
As discussed in [17] , when demodulate-and-forward is used in conjunction with coding, relay selection must account for the code structure as well. The optimal way to choose the best relay is an exhaustive search using, for example, density evolution [18] , and storing all the values in a lookup table. The 3-dimensional lookup table with values for every possible channel realization can be large, hence making this not suitable for nodes with limited storage capacity. In [17] , a simple scheme for relay selection was introduced, where the relay with the largest mutual information of the equivalent relay channel is chosen to assist the source. However, this calculation involves knowing the fading coefficients over all the channels. In addition to the source-relay and relay-destination channel coefficients, the source-destination channel coefficient must be acquired for the calculation, which incurs extra overhead because the communication of these values between nodes is required. In this paper, we will present a selection scheme using the Bhattacharrya parameter (BP) [19] . The use of the BP provides significant benefits: (i) the calculation only requires channel coefficients involving the relay, hence reducing the transmission overhead required to select the best relay; (ii) the BP entails a low computation load; (iii) this scheme is more general as it can be applied to any type of linear codes whose weight enumerator can be characterized, (iv) the proposed scheme is extremely flexible in that it can be used for other cooperative schemes and even scenarios where relays perform partial decoding, where only limited number of decoding iterations are performed. This paper is organized as follows. Section II presents the system model of the 3-node relay channel, as well as the encoding and decoding methods. A brief overview of cooperative RA codes, the union bound and the Bhattacharyya parameter is presented in Section III, and its application in the DmF relaying is explained in Section IV. Simulation results are presented and discussed in Section V, and finally, some concluding remarks will be drawn and some suggestions for future work are provided in Section VI.
II. SYSTEM MODEL
In this paper the 3-node relay network of Fig. 1 is used for the analysis, as only one relay is chosen to provide diversity. In Fig. 1 S, R and D are the source, relay and destination nodes respectively. Cooperative DmF schemes are devised with sensor networks in mind, where the battery power and hardware complexity of a source or relay node are limited, but the destination is assumed to possess relatively more complex hardware, and energy consumption is not an issue. It is assumed that the relay can only transmit or receive at a time and that symbol synchronization is not available. A quasistatic Rayleigh fading channel model is used to describe the links between the nodes. It is assumed that all receivers have channel state information, and the S-R channel coefficients are known at the destination as well.
Communication from source to destination is divided into two phases. The source node first forms a codeword d s ∈ {0, 1} ls of rate r s , and assuming binary phase-shift keying (BPSK) is used, the codeword is mapped to c s ∈ {+1, −1}
ls . This mapping is denoted by the function ξ(·). In the first phase, the source node broadcasts the codeword c s and the discretetime received signal at R and D is given by
where h SR and h SD are the S-R and S-D fading channel coefficients respectively, and n R and n SD are independent additive white Gaussian noise with variance N 0,R and N 0,D respectively. After receiving y SR , the relay makes hard decisions on a part of the received signal, forms a new codeword, d r based on the estimated (not decoded) bits, and generates c r = ξ(d r ). In the second phase, the relay transmits the codeword, and the discrete time received signal at D is give by
where h RD is the R-D channel coefficient and n RD is the additive white Gaussian noise with variance N 0,D . The average received signal-to-noise ratio (SNR) of the S-R channel is given byλ
where E[·] denotes statistical expectation and λ SR is the instantaneous SNR of the S-R channel. The average received SNR of the S-D and R-D channel,λ SD andλ RD , can be found in a similar fashion.
III. RA CODES AND THE BHATTACHARYYA PARAMETER
In this section we briefly review RA codes and the Bhattacharyya parameter. RA codes are used here to implement coded cooperation, though the notion of coded cooperation could be extended to any code of choice.
A. Cooperative RA Code
The cooperative DmF scheme with RA codes was first introduced in [10] . Systematic punctured RA codes are used for the flexibility in changing code rates. The codeword is generated by concatenating the information bits and the punctured parity bits. The parity bits are formed by first repeating the information bits q times, then passing the bits through a random interleaver, and finally passing the bits through a truncated rate-1 recursive convolutional encoder with transfer function 1/(1 + D). The encoder output is used as the parity bits after the appropriate puncturing is done to obtain the required code rate. Throughout this paper, we set q = 3, hence allowing the code rate to range from 1/4 to 1.
In DmF, only a fraction of the received signal from the source is relayed. We introduce two parameters to help describe the transmission scheme: i is used to describe the fraction of source information bits that are relayed, and p is used to describe the fraction of source parity bits relayed. A factor graph of demodulate-and-forward with the use of RA codes is shown in Fig. 2 . In the figure, circles and squares represent variable and check nodes respectively, where shaded variable nodes represent punctured parity bits. The labels v i,s , v p,s , v i,r and v p,r represent source information and parity bits, and relay information and parity bits respectively, and Π is the random interleaver. Decoding at the destination is performed using the sum-product algorithm (SPA) [20] . This algorithm can be applied easily to the cooperative coding scheme where the unreliability over the S-R link is accounted for. More information on the SPA scheme for coded demodulate-andforward can be found in [10] .
B. Union Bound and Bhattacharyya Parameter
The union bound can be used to provide upper bounds on the maximum likelihood bit error rate (BER) and frame error rate (FER) for convolutional codes [19] . Two components are required for calculating the union bound: the weight enumerator (WE) and the Bhattacharyya parameter (BP). The WE is a vector of numbers A h that describes the number of codewords with weight h. This can be derived from the inputoutput weight enumerator (IOWE). The IOWE of a code is an array of numbers A w,h that describes the number of codewords with input weight w and output weight h. The derivation of IOWE for "turbo-like" codes was presented in [21] , where RA codes were also introduced. The WE is then obtained from the IOWE by summing over all w. The second component, BP, is associated with the channel condition. The BP for binary input channels with inputs {0, 1} and output y is given by
where Y is the alphabet of output y, and p(y|0) and p(y|1) are, respectively, the probability of y given 0 and 1 was sent. For the binary symmetric channel (BSC) with bit-flip probability p, γ = 2 p(1 − p), and for the additive white Guassian noise channel with received SNR λ, γ = e −λ . After deriving the WE and BP, the FER and BER bounds can be found by
where B w,h = A w,h w/k and B h = k w=1 A w,h w/k. Note that this can be extended to scenarios where the codeword is sent through parallel channels, each with different BP [22] . Assuming the codeword has n bits, let the number of parallel channels be J, and let the set I = {1, . . . , n} be divided among J subsets I(j), j = 1, . . . , J, where if i ∈ I(j), then bit i is sent through the jth channel. In this case, the upper bound for the FER is given by
where A h1,...,hJ denote the number of codewords with Hamming weight h j over the index set I(j) for j ∈ {1, . . . , J}, and γ j is the BP for the jth channel. The upper bound for the BER with parallel channels can be found in a similar manner. Note that this section only provides a brief overview of the union bound and BP. A more detailed description, including the derivation of the union bound, can be found in [19] .
IV. BHATTACHARYYA PARAMETER FOR RELAY SELECTION
Without loss of generality, the cooperative RA code in [10] will be used to explain the use of BP in relay selection. For simplicity, we are assuming a rate-1/4 systematic RA code is used by the relay. We also assume the "serial decoding" is performed, where the relay codeword is decoded first, before the soft output information, together with the received signal from the source, is used to decode the source codeword. In the application of (8) to the relay channel, we have J = 2, |I(1)| = l s and |I (2) 
From the source codeword point-of-view, it is first transmitted through the S-D channel, with the associated BP γ 1 = e −λSD . Then, for the bits that are relayed, they are transmitted through the S-R-D channel, with the associated BP γ 2 .
As shown in (8), for a fixed code and a fixed relaying scheme, the IOWE, i and p remain constant, and the bound on the FER and BER decreases as the BP decreases. When choosing the optimal relay, the BP γ 1 is fixed as the S-D channel is the same for all relays; the only value that changes for different relay is γ 2 . Hence, as γ 2 decreases, the UB on FER and BER goes down. We conjecture that choosing the relay with a link that gives the minimal γ 2 will provide the best FER and BER performance.
As "serial decoding" is used at the destination node, the calculation of γ 2 can be separated into two steps. In the first step, we need to obtain the distribution of the output signal after decoding the relay codeword. This can be obtained from density evolution, with the value stored in a onedimensional lookup table. In our case, these values can also be approximated with the simpler algorithm as outlined in [23] , as no puncturing is used. Only the variance of the channel distribution need to be tracked in order to obtain the output distribution. Let the output distribution for the R-D channel be modeled as
where f (t; µ, σ 2 ) is the distribution of the Gaussian random variable t with mean µ and variance σ 2 . The relationship of the channel distribution before and after decoding the rate-1/4 RA code is plotted in Fig. 3 , where σ R,i = |hRD| 2 N0,R is the variance for channel R-D, and σ R,o is the equivalent variance after decoding.
In the second step, we use the information obtained from the first step, together with the S-R channel condition, to calculate γ 2 . As hard detection is used for decoding the source code bits at the relay, the S-R channel can be modeled as a BSC with bit-flip probability p SR = decoding is given by
The relay then calculates γ 2 by substituting (10) into (5)
Note that as p SR becomes very small, the S-R-D channel becomes an additive white Gaussian noise channel, with γ 2 = exp{−1/2σ 2 R,o }. Similarly, as σ R,o becomes very small, the S-R-D channel becomes a BSC, with γ 2 = 2 p SR (1 − p SR ). A closed-form expression of the integration in (13) does not exist, but it can be approximated using Taylor series expansion of √ 1 + x. Even though slightly more complex hardware is required at the relays for the computation of BP, it is justified by the performance improvement and the energy savings that accompany it.
As stated earlier, performing density evolution on the complete factor graph in Fig. 2 provides us the best information to selecting the optimal relay to assist the source, at the cost of high complexity or large storage requirement. A comparison of this optimal method and the calculations using BP is shown in Fig. 4 , where the channel conditions that give the same BER are illustrated. The parameters i and p are set to be 1 and 0, and the rate of the source codeword r s = 1/2. In addition, the R-D channel instantaneous SNR λ RD is set to −6 dB. In the figure, the markers represent values of λ SR and λ RD that give the BER indicated through the use of density evolution on the factor graph, and the lines show the contours representing values of λ SR and λ RD that give the same γ 2 values found using the lookup table and (13) . As illustrated in the plot, the calculation of γ 2 through the lookup table and (13) does a good job of characterizing the S-R and R-D channel conditions that would give a certain BER, and it shows that as γ 2 decreases, the value of BER improves.
One of the advantages provided by using the Bhattacharyya parameter is that the calculation does not need to be done in a centralized manner. Only knowledge of the S-R and R-D channel condition is required, hence the BP calculation can be performed at each relay. For example, after the source has sent out a request for assistance, each relay that are able to help will calculate its associated BP, and send this information to either the source or destination node. After collecting all the γ 2 from the relays, the source or destination node will then send a bit to each of the relay that are ready to help to indicate whether it is the chosen relay. There is, however, the need for transmit channel state information, as the relays need to know the R-D channel condition. It is assumed that this information is available at the relay, and the its acquirement is outside of the scope of this paper.
V. SIMULATION RESULTS
As when plotting the contours in Fig. 4 , we set i = 1 and p = 0. The rate of the source code word is r s = 1/2, with l s = 4000, and the rate of the relay codeword is r r = 1/4, with blocklength l r = 8000. In this scenario, we assume that all the channels have the same average received SNR. The FER for 1, 2, or 3 relays while using the lookup table and (13) is shown in Fig. 5 . We have also shown simulation results for the case where for a given S-D channel, 2 or 3 relays are used to assist in the transmission, and the relay with the least number of bit errors is used. These results with exhaustive search is used as the perfect case, and provides a lower bound on the FER performance. The simulation results for our relay selection scheme is represented by the solid lines, and the exhaustive search represented by the dash-dot lines. Note that, as expected, selection cooperation provides full diversity order despite using only one relay. As illustrated in the plot, the FER for exhaustive search and our low complexity relay selection scheme are very similar, showing the relay selection scheme using BP provides excellent performance on minimizing the FER.
VI. CONCLUSION AND FUTURE WORK
Relay selection schemes can be employed to increase the diversity order of cooperative networks without sacrificing the power efficiency or transmission rate. In this paper, we have introduced a simple relay selection method for the cooperative coding scheme involving the use of demodulate-and-forward. One advantage the relay selection scheme has over the one presented in [17] , where mutual information of the equivalent S-R-D channel is used, is that the calculation can be performed at the relay, hence reducing the communication overhead incurred while informing the nodes of the channel qualities. Furthermore, the use of the BP accounts for the code structure as well. As illustrated in the simulation results, this relay selection scheme using Bhattacharyya parameter of the S-R-D channel provides excellent error performance, and is quite close to the lower bound provided by the exhaustive search.
One drawback of this relay selection scheme is that it can be employed only when "serial decoding" is used at the destination node. On-going work includes the the possibility of applying similar relay selection for systems using "parallel decoding", where source and relay codewords are decoded in parallel, and the soft information are exchanged between the two decoders after each iteration. In addition, the application of this relay selection method to cooperation schemes where partial decoding is performed at the relay will be investigated. By allowing relays to perform partial decoding, a new dimension of flexibility is added to relay selection. Even when the S-R of a relay is not optimal within a pool of available relays, a relay can still be chosen to relay for a source node if its battery level allows it to perform decoding, thereby improving the effective S-R channel.
