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Although perceiving the passage of time is a basic building block of cognitive processes and
behavior such as expecting relevant events to happen, the neural underpinnings of interval timing
are not well-understood as yet (van Wassenhove, 2009; Allman and Meck, 2012; Merchant et al.,
2013). From the neurobiological point of view, it has been established that dopamine impacts
interval timing (e.g., Meck, 1986, 1996; Allman and Meck, 2012). However, a link between
pharmacological manipulations and their impact on neurophysiological signals has been rarely
investigated. The leading neurobiologically plausible model of interval timing that considers both
components is the Striatal Beat Frequency (SBF) model (Mattel and Meck, 2004; Buhusi and Meck,
2005; van Rijn et al., 2014). The SBFmodel relies on the neuromodulatory dynamics of the thalamo-
cortico-striatal loops. Although currently most of the interactions in the SBF model are assumed
to be unidirectional, Mattel and Meck (2004) also acknowledged the possibility of feedback from
the cortex to the neurons in the VTA as well as from striatal neurons to both the cortex and the
substantia nigra pars compacta. These potential feedback mechanisms are unaddressed in the SBF
model. However, their implementation would allow for more accurate description of clock speed
andmemory updatingmechanisms on a trial to trial basis (W.Meck, personal communication,May
15, 2015). Nevertheless, the SBF assumes that time is coded by the coincidental activation of striatal
spiny neurons with cortical oscillators (CO). Numerical implementations of the SBF model utilizes
the phase, or amplitude, of the CO that are envisioned to oscillate at various frequencies giving rise
to different amplitude patterns over time as illustrated in Figure 1. Hence, at a given time point a
specific amplitude pattern of the CO can be encoded by striatal spiny neurons. Crucially, the SBF
model assumes that, at the onset of the to-be-timed interval, the phases of CO are reset by a burst
of dopaminergic input from the ventral tegmental area (VTA, Mattel and Meck, 2004). Further, the
SBF model contends that the initial dopamine-triggered phase-resetting of CO by VTA plays the
role of a “start-gun” that initiates timing. This “start-gun” signal forces a whole set of CO to start
from the same phase, allowing for coincidence detection to read the state of CO, and code for a
particular duration over multiple trials. Importantly, the more accurate the phase-reset at the onset
of the to-be-timed interval—that is, the proportion of CO that is reset to the same phase—the larger
the phase synchronization and the oscillatory power of ongoing oscillations (Canavier, 2015), and
as such reduces variability inmemory representation of to-be-timed interval (see Figure 1; Ng et al.,
2011). Within this framework more precise phase reset should be associated with an increase in
timing accuracy. Note that timing accuracy can be seen as a peak latency of a response distribution,
or kurtosis of a response distribution. According to the SBF model the peak latency and kurtosis of
response distribution can be accounted for by different features of the model. The peak latency is
modulated by frequency range of CO whereas kurtosis is accounted for by accuracy of initial phase
reset (Oprisan and Buhusi, 2014). As such the width shows consistency of memory representation
estimated over a number of trials. What is referred to here is the accuracy as the width of the
response distribution that is associated to initial reset in terms of the SBF model. Therefore, the
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FIGURE 1 | Illustration of how dopamine-driven reduction of the
precision of the “start-gun” may influence accuracy of interval
timing. The gray sinusoids in four panels depict oscillators in the theta
range in two example trials (the first two columns). The first row depicts
oscillatory process when dopaminergic receptors are not impaired. In
this case the oscillators are perfectly synchronized. The second row
depicts oscillators in the condition with impaired dopamine receptors. In
this condition the onset of the oscillators are jittered, corresponding to
the less precise “start-gun” mechanism. The amplitude of each oscillator
is represented by the size of gray circle. Columns of matrices represent
n, and n + 1 trial, respectively. Both matrices in each row depict the
amplitude pattern at 200, and 450ms that correspond to the dotted
lines in the panels showing the oscillators. The amplitude/phase pattern
between trials (columns of each matrix) is more dissimilar in the second
row, because of the larger variability in the onset of the oscillators.
Thus, if a particular amplitude/phase pattern has to be detected, the
detection process will be more variable, causing larger variability in the
state of oscillators around the criterion time. The right column depicts
the spread of time estimations caused by jitter in the reset latency of
ongoing oscillatory process.
width of the response distribution should be affected by
consistency of phase reset. However, such covariation between
the precision of the “start-gun” represented by the modulation
of oscillatory synchrony in any neural population and timing
accuracy has not yet been tested directly.
In a recent issue of The Journal of Neuroscience, Parker et al.
(2014) precisely tackled this very issue by investigating the role of
dopamine-driven theta oscillations (3–8Hz) in rodents’ Medial
Frontal Cortex (MFC) triggered by interval onset. Parker et al.
(2014) trained rats to perform a 12 s fixed-interval timing task in
which only responses longer than 12 s were reinforced. Response
time was defined as the average time the rats pressed the leaver on
each trial. The interval onset was signaled by turning on the house
light. Importantly, after the training on interval timing task,
rats were implanted with a cannula and microwire array, which
allowed for the manipulation of D1 receptors and performing
electrophysiological recordings. Parker et al. (2014) focused on
two types of trials. In control trials the rats received saline
injection whereas in the D1 blockade condition, they received D1
receptor antagonist into the MFC.
Firstly, the time-frequency analysis of local field potentials
showed that the interval onset was accompanied by a significant
burst of theta power as compared to baseline, indicating
synchronization of neuronal populations in theMFC as proposed
by the SBF model. The authors also found a decrease in beta
power (15–30Hz) at the interval onset which is not predicted by
the SBF. However, the fluctuations in beta power, which are likely
driven by dopamine levels in cortico-striatal circuits, may reflect
mechanisms involved in interval timing (Kononowicz and van
Rijn, 2014b; also see Bartolo et al., 2014; Bartolo and Merchant,
2015) that awaits future integration with the SBF model. The
behavioral results showed that interval timing performance was
impaired by means of blocking dopamine receptor in the D1
blockade condition compared to the control condition. The
authors used the curvature index that measures the deviation
from the cumulative sum of uniform response distribution,
indicating kurtosis of a given distribution. Importantly, the slope
of response distribution in the control condition was steeper
than in the D1 blockade condition as evidenced by the difference
in the curvature index. This difference indexes better timing
accuracy in the control condition in which dopamine receptors
were not impaired and interval onset was accompanied by the
burst of theta power. Importantly, in line with the SBF model,
the difference in accuracy for interval timing was accompanied
by dopamine-driven attenuation of theta oscillatory power in the
D1 blockade condition, showing that dopamine blockade reduces
precision of the “start-gun.”
There are some arguments worth considering in conjunction
with the proposed interpretation of the theta effects. Firstly, as
theta modulation is typically associated with memory (Ward,
2003), the observed theta effect is unlikely to simply be caused
by impaired attention, since, if this was the case, the interval
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onset firing rate should differ between experimental conditions
(Reynolds et al., 1999). However, no such pattern was reported.
Parker et al. (2014) also analyzed the role of oscillatory
power (1–12Hz, ranging from 0 to 6 s after interval onset)
and climbing neural activity (CNA) that has been proposed to
code for subjective time (for review, see Merchant et al., 2013).
Importantly, although partial correlation analysis revealed that
response times were more powerfully associated with CNA than
with 1–12Hz oscillatory power, this result does not preclude the
main proposal that dopamine-driven theta oscillations index the
“start-gun” mechanism. In other words, since partial correlation
analysis focused on the response time latency, it did not take
into account the shape of overall response distribution—a key
result in support of the “start-gun hypothesis.” As shape and
peak latency of response distribution could arise from different
features of the SBF model, future studies should consider
investigating both of these elements in order to shed more light
on the interdependency of the “start-gun,” and the frequency
of oscillators, their relation to different types of dopaminergic
receptors, and phasic and tonic dopamine levels (Cohen et al.,
2002).
The next consideration relates to the range of oscillatory
power that was analyzed. Note that although Parker et al. (2014)
acknowledge the role of 3–8Hz oscillations in interval timing,
the authors put a bigger emphasis on the role of CNA since
it was correlated more strongly with response times than the
1–12Hz oscillatory power, ranging from 0 to 6 s after interval
onset. However, analysis targeting more specific component (e.g.,
3–8Hz power ranging from 0 to 1 s, identified in the earlier
section of the paper), linked here to the “start-gun” signal, may
instead emphasize the theta oscillatory mechanism that would
lend further support for the SBF model. Additionally, contrary
to the conclusion by Parker et al. (2014), climbing activity has
recently been questioned as a key mechanism of interval timing
(Kononowicz and van Rijn, 2011; Ng et al., 2011; van Rijn et al.,
2011; Mento et al., 2013; Kononowicz et al., 2015; Wiener and
Thompson, 2015; but see Wiener et al., 2012; Herbst et al.,
2014). For example, Kononowicz and van Rijn (2014a) showed
that auditory component demarcating the end of an interval
was a better measure of the interval than CNA instantiated by
contingent negative variation recorded from the human scalp.
Despite these differences both studies point toward the novel
neural markers of interval timing associated with the onset and
offset of to-be-timed interval.
Interestingly, the theta effects reported by Parker et al. (2014)
also have other implications for the SBF model in that it suggests
a possible range of CO utilized for coincidence detection. This
frequency range is lower than the alpha oscillations (8–12Hz)
typically associated with the frequency range modeled by CO in
the SBF model (Oprisan and Buhusi, 2014), and were previously
conceived as a marker of the internal clock (Treisman, 1984).
However, unlike previous reports, the study by Parker et al.
(2014) demonstrated that the spatial location of theta effects is
congruent with the neural structures implicated in the SBFmodel
by showing that neuronal assemblies in the MFC reset upon
the occurrence of the to-be-timed interval. Moreover, similarly
to alpha oscillations, theta oscillations have also been suggested
as playing an important role in working memory (Jensen and
Tesche, 2002; Gulbinaite et al., 2014). Interestingly, a recent
review by Gu et al. (2015) proposes a way of integrating interval
timing and working memory into one model in which theta
oscillations serve as a neural code indexing temporal order, and
duration information (Kösem et al., 2014).
In conclusion, the study by Parker et al. (2014) provides
the first evidence that phase reset of theta oscillations at the
interval onset influences timing accuracy. Thus it strengthens
the SBF model and provides insights for future experimental
and modeling work unraveling neural bases of interval
timing.
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