Abstract. We present a Krylov subspace-type projection method for a quadratic matrix polynomial λ 2 I − λA − B that works directly with A and B without going through any linearization. We discuss a special case when one matrix is a low rank perturbation of the other matrix. We also apply the method to solve quadratically constrained linear least squares problem through a reformulation of Gander, Golub, and von Matt as a quadratic eigenvalue problem, and we demonstrate the effectiveness of this approach. Numerical examples are given to illustrate the efficiency of the algorithms.
1. Introduction. Krylov subspace techniques are widely used for solving linear systems of equations and eigenvalue problems involving large and sparse matrices [7, 14] . It has found applications in many other large scale matrix problems such as model reductions of linear input-output systems. The basic idea of the techniques is to extract information of an n × n matrix A most relevant to the underlying computational problem through utilizing the so-called Krylov subspace
or through utilizing two (row and column) Krylov subspaces K k (A, v) and K k (A * , w) simultaneously, where v and w are vectors of dimension n and A * is the conjugate transpose. This is realized by the Lanczos/Arnoldi process [1, 18] . See also [7, 14, 22, 28, 29] .
The quadratic eigenvalue problem (QEP) in its generality takes the form (λ 2 M + λC + K)z = 0, (1.1) where M, C, K are n × n matrices, scalar λ is called an eigenvalue, and n-dimensional 0 = z is a corresponding (right) eigenvector. In solving it when n is large and M, C, K are sparse, it is often transformed implicitly into a mathematically equivalent monic QEP (λ 2 I n − λA − B)x = 0, (1.2) where A and B stay in some factored forms so that the matrix-vector multiplications by A and B are cheap. (It is possible that λ in (1.2) differs from the one in the original (1.1) but relates to it by a shifting transformation.) For this reason, we shall focus in this paper on monic QEPs.
A related problem is the approximation of the transfer function
which arises in a single input single output system as governed by a second order initial value problem. For these problems, a typical approach is to reduce them to an equivalent linear problem for the 2n × 2n matrix [13] ,
to which well-established methods can be applied (e.g., ARPACK [19] ). This is called linearization. For the eigenvalue problem or the model reduction problem, one can use the Lanczos or the Arnoldi algorithm to produce a small projection of A lin on a Krylov subspace, which is then used to approximate A lin . This, however, increases the computational complexity by doubling the problem size. Furthermore, the projection of A lin is usually not a linearization of any QEP and thus loses its intrinsic physical connection to the problem that it approximates. As a result, for example, certain spectral properties of the original problem are not preserved in the projection and the approximations so obtained may not possess certain desirable properties such as the Galerkin condition. For the model reduction problem, the reduced model that is obtained by applying the Arnoldi or the Lanczos process to the linearization problem A lin cannot be synthesized with a physical model of QEP [2] . It is thus desirable to approximate a large scale QEP with another QEP of smaller size. The objective of this paper is to extend the standard Arnoldi process (and the standard Lanczos process) to cover matrix polynomials without going through any linearization. Namely, we develop a Krylov-type projection process applied simultaneously to A and B so as to obtain a projected lower-dimensional matrix polynomial to approximate the original one. With two matrices involved, the projections will no longer be in the upper Hessenberg (or tridiagonal) form, but rather a lower banded form with a growing lower bandwidth as the process progresses. However, in the case when some combination of the coefficient matrices A and B is of low rank, the projection matrix simplifies to a banded form and the algorithm becomes more efficient. We note that several other methods [20, 25] have been developed that do not rely on the linearization processes (see also [3, 30] ).
As an application, we shall study the following quadratically constrained least squares problem min
which arises, for example, in the regularization solution of discretized ill-posed problem (see [15, 16] and [23] ), where all numbers are real, C is m × n, and x and b are vectors of dimensions n and m, respectively. It can be formulated as the constrained minimization problem
where H = C T C, g = C T b, and C T is the transpose of C. A slightly more general form that uses the inequality constraint x T x ≤ δ 2 is called a trust region subproblem (see [23] , for example). We note that the problem with the inequality constraint will be more general (i.e., it will have no solution satisfying the equality constraint) only when H is invertible and x = H −1 g (the solution to the unconstrained problem) lies in the interior of the constraint region [21] . To solve the above constrained minimization problem, several factorization-based methods have been developed [9, 11, 12, 21, 26] , which typically apply to small or moderate size problems. For large problems, however, iterative methods are usually considered; see [4, 5, 6, 16, 23, 24, 27] for various methods developed.
In [11] , Gander, Golub, and von Matt show that the above minimization problem can be transformed to the QEP (
With the structure of this eigenvalue problem, the Krylov-type method can be adapted to solve it efficiently. This turns out to be a very efficient approach for solving the above constrained minimization problem, and the process of the Krylov-type method itself has a regularization effect for discrete ill-posed problems (1.3). We shall discuss various theoretical and numerical issues concerning this approach. The paper is organized as follows. We present the Arnoldi-type algorithm for the quadratic matrix polynomial in section 2 and then the low rank perturbed case in section 3. We study the constrained least squares problem via the Arnoldi-type algorithm in section 4. We present some numerical examples in section 5 to illustrate the efficiency of the algorithms, and we give our concluding remarks in section 6.
Notation. Throughout, · refers to the 2-norm, i.e., v 2 = v * v. I n is the n × n identity matrix or simply I whenever its dimension is clear from the context; e j is its jth column. λ(X) is the spectrum of X. We use MATLAB-like notation X (i:j,k: ) to denote the submatrix of X, consisting of the intersections of rows i to j and columns k to , and when i : j is replaced by :, it means all rows, similarly for columns. We shall use generic notation x for a possibly nonzero scalar or vector and X for a possibly nonzero matrix.
2. Arnoldi-type process for monic quadratic matrix polynomials. We first develop an Arnoldi-type process for monic quadratic matrix polynomial Iλ 2 − Aλ − B. Our algorithm will be based on a simultaneous orthogonal reduction of A and B. For the sake of generality, we state all results in the field of complex numbers. However, when all numbers involved are real, the only changes needed to be made are to replace C by R and asterisk superscripts · * by · T .
Decomposition theorem.
Our proofs below rely on the ability to transform a vector to a scalar multiplier of e 1 by an orthogonal transformation. This can be realized by at least two ways: by a Householder transformation or by a sequence of Givens rotations [7, 14, 31] .
Lemma 2.1. There is a unitary matrix Q ∈ C n×n with Qe 1 = e 1 such that
By now the first two columns of A and B are put into the desired forms. The process proceeds in a similar fashion from here. At the end, the jth column of transformed A has 2j possible nonzero entries at the top, and the jth column of transformed B has 2j + 1 possible nonzero entries also at the top. Taking Q = Q 1 Q 2 · · · Q k completes the reduction, where at most k ≤ n/2. It is easy to see Qe 1 = e 1 . Theorem 2.2. Given q 1 ∈ C n with q 1 2 = 1, there is a unitary matrix Q ∈ C n×n with Qe 1 = q 1 such that
Proof. Find a unitary Q 0 ∈ C n×n with Q 0 e 1 = q 1 . Then apply Lemma 2.2 to Q * 0 AQ 0 and Q * 0 BQ 0 to get a unitary Q ∈ C n×n with Qe 1 = e 1 such that
have the desired forms. Now letting Q = Q 0 Q completes the proof. 
Inspecting the jth column, we see
Equation (2.4) and the orthogonality among q 1 , . . . , q 2j yield
and then we have
where we assume also h a;2j,j = 0. Similarly, (2.5) implies
and then
where we assume h b;2j+1,j = 0. This leads to a process that constructs q 2j , q 2j+1 from q 1 , q 2 , . . . , q 2j−1 . After k steps of construction, we obtain q 1 , q 2 , . . . , q 2k+1 such that
The following figures in (2.8) show what the computed parts of H a and H b look like for k = 5, where the entries marked by unfilled circles are not computed yet. 
e., the entries marked by unfilled circles above), which will then give the projections on a bigger subspace span{Q (:,1:2k+1) }. This requires computing Aq j and Bq j for k + 1 ≤ j ≤ 2j + 1. Therefore, to construct a (2k + 1) × (2k + 1) projection, we still need 2k + 1 matrix-vector multiplications by both A and B, but the number of vector operations required will be less.
So far, we have assumed that h a;2j,j and h b;2j+1,j are nonzero. When an h a;2j,j or h b;2j+1,j vanishes, no new q-vector can be generated, but we will show that the process can be continued. This is actually a welcome situation.
In the process, we apply A and B alternately on each vector in the sequence to construct new q-vectors. At any given point, let N be the number of q-vectors already constructed. At the beginning of the process, N = 1 and there is only q 1 , which has not yet been applied by A and B. For the first step (j = 1), we apply A to q 1 , which may or may not generate a new q-vector, and if it does, N ← N + 1 (which is 2) and q N is constructed. We then apply B to q 1 , which again may or may not generate a new q-vector, and if it does, N ← N + 1 (which is either 2 or 3) and we have constructed a new q N . Then, N q-vectors have been constructed, and if N = 1, the process can be terminated with span{q 1 } being invariant under both A and B. If N ≥ 2, we then proceed to apply A and B to q 2 in the same way. In general, at the beginning of step j, among q 1 , . . . , q N that have been constructed, q 1 , . . . , q j−1 have been applied by A and B. If N = j − 1, span{q 1 , . . . , q N } is invariant under both A and B and we can terminate the process. If N ≥ j, we apply A to q j (the next vector that has not been applied yet), and if a new vector is generated, N ← N + 1 and q N is added to the q-vector list. We then apply B to q j similarly. The process continues until N = j − 1, which must occur at j = n + 1, or a preselected k number of steps is reached. Thus, N may be much smaller than 2k + 1. To fully utilize the information provided by the generated subspace span{Q(:, 1 : N )}, in our later numerical examples we compute the fully projected H a(1:N,1:N ) and H b(1:N,1:N ) . Algorithm 2.1 summarizes our new process.
Algorithm 2.1 (Arnoldi-type process).
h a;N +1,j = q 2 ; 10.
If h a;N +1,j > 0, 11.
EndIf 13.q = Bq j ; 14.
For
EndIf 21. EndDo We point out that an appropriate tolerance must be used in practical implementations of line 10 and line 18 of Algorithm 2.1 as, e.g., h a;N +1,j > n A and h b;N +1,j > n B , where is the machine roundoff unit. Define α j = value of N at line 12 at step j, (2.9) β j = value of N at line 20 at step j, (2.10)
Thus, upon completion of the above process, we have in general
unless the j-loop is forced to BREAK out at line 4, in which case we have obtained an invariant subspace of both A and B with (2.14) where N takes its value when the j-loop is terminated.
It is clear that
Furthermore, the nonzeros of the jth column of H a (and H b , resp.) are contained in the first α j (β j , resp.) entries only. α j (and β j as well) can increase at most by 2 at each step. So, the nonzero patterns in H a and H b are contained in those as described in (2.8 [17] for an analysis on the relation between the bandwidth and the speed of convergence. There are some special cases where the lower bandwidth can be bounded by a constant or grows at a much slower pace than in general. We shall discuss two such cases in the next two sections.
Similar to our derivation here, a (nonsymmetric) Lanczos-type process can be derived. The details will be presented in [17] . Finally, we remark that the way that the subspace span{q 1 , . . . , q N } are generated here bears some resemblance to the socalled generalized Krylov subspace in [33] . 
Hermitian case. When
We call the corresponding algorithm the symmetric Lanczos-type process. We omit the details here.
It is worth mentioning that the reduction process here also preserves other structural properties such as skew-symmetry or positive-definiteness in A or B.
3. Low rank case. In this section, we consider the case when some linear combination of A and B is of low rank, i.e.,
where E is a matrix of rank p and ζ and ξ are some, possibly unknown, scalars, at least one of which is nonzero. This includes the cases when one matrix is of low rank or is a low rank perturbation of the other matrix. We show that the Arnoldi-type process will be greatly simplified to yield a reduction with a lower bandwidth at most p + 1 throughout the process. The resulting algorithm will be much more efficient.
Apply the Arnoldi-type process (Algorithm 2.1), we obtain at step k (see (2.11) and (2.12))
Therefore,
This shows ζH b (1:β k ,1:k) + ξH a (1:β k ,1:k) has at most rank p. We consider now the case that ζ = 0; the case that ξ = 0 follows similarly. From the structures of H a and H b , it can be seen that there are at most p columns in which H b has more nonzeros than H a , which is the time in the process that the lower bandwidth is increased. Thus, the lower bandwidth of H a and H b can grow at most p times throughout the process and is therefore bounded by p + 1. To be more rigorous, let i 1 < i 2 < · · · < i be the index j between 1 and k such that
This demonstrates that there are at most p indexes j for which β j = α j + 1. Hence there are at most p indexes j for which α j+1 = α j + 2. For the same reason, there are at most p indexes j for which β j+1 = β j + 2. Thus, We note that it is not necessary to know the explicit combination ζB + ξA = E or the rank of E in advance. The algorithm will produce a reduction with the lower bandwidth limited by the rank of E. In practice, we may need to implement some reorthogonalization technique and use an appropriate tolerance in line 10 and line 18 of Algorithm 2.1. Then, the lower bandwidth will also be limited by the rank of E (see numerical examples in subsection 5.1.
Quadratic eigenvalue problems.
The Arnoldi-type method can be used to find some eigenvalues and eigenvectors of the quadratic matrix polynomial Iλ 2 − Aλ − B. If Algorithm 2.1 produces Q (:,1:k) , H a (1:k,1:k) , and H b (1:k,1:k) , let θ be an eigenvalue and u a right eigenvector of
We use (θ, y) as an approximate eigenvalue and eigenvector for the original problem, where
θ will be called a Ritz value and y a Ritz vector. We note that the method works for general A and B, but the convergence may be slow [17] . For this reason, we shall consider the current case that ζB + ξA = E is of low rank.
In the next theorem, we present an a posteriori residual bound and show that the Ritz values and the Ritz vectors satisfy a Galerkin-type condition. 
Proof. First, from (2.6) and (2.7), we have
The orthogonality among q-vectors implies (3.3). Furthermore,
Similarly, H b (k+1:k+1+p,k−p:k) ≤ B . Taking the norm on r above, we obtain the bound. The theorem shows that if the last p + 1 entries of an approximate eigenvector u become small, then the corresponding approximate eigenvalue will be a good approximation. This is usually the case for extreme eigenvalues of tridiagonal matrices produced by the standard Lanczos algorithm, and we observe that the banded matrices here appear to have a similar property.
We next derive an a priori convergence analysis similar to that of [32] . Here, we establish a relationship between the Ritz values and the eigenvalues of the original QEP through the linearizations. Let
where H a and H b are n × n as obtained by continuing the reduction process to the end. The following lemma can be verified by induction.
Lemma 3.3. Let S and S be recursively defined by
As H a and H b are banded with lower bandwidth p + 1, it is clear that S and S are also banded but with lower bandwidth (p + 1). ). Then
). Proof. We shall prove claim 1 by induction on . It holds true for = 0, 1. Suppose m ≥ ≥ 2 and that the claim holds for 0, 1, . . . , − 1. Then (p + 1) ≤ k and 
We now derive from this equation some relations between the eigenvalues of L and L k . For the sake of simplicity, we assume that L and L k are diagonalizable and write
where Θ =diag(θ 1 , . . . , θ 2k ), U * V = I, and Λ =diag(λ 1 , . . . , λ 2n ), X * Y = I. Write U = (u ij ), V = (v ij ), X = (x ij ), and Y = (y ij ). Substituting (3.5) into (3.4), we obtain
Without loss of generality, we consider approximation of λ 1 and assume that |λ 1 −θ 1 | = min j |λ 1 − θ j |. Then, for any polynomial p of degree m + 1, we use f (t) = (t − θ 1 )p(t) in the above and obtain
Bounding p(λ i ), p(θ i ) by their maximum, we obtain
which leads to the following theorem. Theorem 3.5.
m+1 is the dominating factor in the bound and can be bounded with the Chebyshev polynomials under some assumptions of the eigenvalue distribution (see [29, p. 191 ] for details). Essentially, if λ 1 and θ 1 are well separated from the other λ i and θ i , then m+1 can be made small and the bound shows that a good approximation of λ 1 is expected. The last two factors in the bound are related to the angle between q 1 and the right and left eigenvectors corresponding to λ 1 and show the dependence of convergence on the initial vector.
Shift-and-invert transform.
The Arnoldi-type algorithm is often combined with a shift-and-invert transformation to accelerate convergence [8] . For example, to compute the eigenvalues near λ 0 , a transformation of the form µ = (λ − λ 0 ) −1 is usually used, but this would destroy the low rank perturbation property. It turns out that the transformation 1/λ = 1/µ + 1/λ 0 (3.6) also maps the eigenvalues λ close to λ 0 to large and well-separated µ, and more importantly it preserves the low rank perturbation property. Indeed,
where
For ζB + ξA = E, we have
which is still of low rank.
A constrained least squares problem.
Let 2 H ∈ R n×n be symmetric and g ∈ R n . We consider the constrained minimization problem
As pointed out in the introduction, this problem arises in the regularization of discretized ill-posed problems and trust-region subproblems. The Lagrangian equations for (4.1) are
where λ is the Lagrangian multiplier. It is shown in Gander [10] that the solution (λ, x) to the Lagrange equation (4.2) 
where (H − λI)
† is the pseudo-inverse [7, 14] . For small problems, it appears that the solution through (4.4) is not competitive when compared with other direct methods; see [11] . For large scale problems, however, we will show that (4.4) can be solved efficiently by the Arnoldi-type process, and thus it offers a very promising approach to solving (4.1).
In the setting of large scale problems, the eigenvalue problem (4.4) is usually solved only approximately by an iterative method that reduces the residual of the approximate solution to certain threshold. Here we first consider when an approximate solution of (4.4) leads to an approximate solution of (4.2) and (4.3). The following theorem is an inexact version of the result presented in [11] and reveals an interesting numerical issue associated with using (4.4).
Theorem 4.1. Let (θ, y) with y = 1 be an approximate eigenpair of (4.4) and let
In particular, if y T r = 0 (which is the case if (θ, y) is obtained from the Arnoldi-type process), then
Proof. From (4.5), it follows that
r. Using the definition of z, we have
This proves (4.7). For part 2, (H − θI)ẑ − g = 0 follows directly from the definition ofẑ. Furthermore, from (4.5),
which leads to the second equation.
Once an approximation to the smallest eigenpair is found, then either x ≈ z or x ≈ẑ gives an approximate solution to (4.1). However,ẑ requires solving (H −θI)ẑ = g, and the constraint error (ẑ Tẑ − δ 2 )/δ 2 can be large. On the other hand, taking
x ≈ z is more straightforward. We will consider z = (H − θI)y only. The theorem illustrates a potential difficulty to construct a solution of (4.2) and (4.3) from an approximate eigenpair. The error for the constraint equation (4.3) is inversely proportional to (g T y) 2 and, in discretized ill-posed problems, g T y is typically very small. Thus, an approximate eigenpair with small residual r does not necessarily lead to a good approximate solution to the Lagrange equations. Fortunately, the theorem also shows that this problem is eliminated if we have y T r = 0. For (θ, y) as obtained from the Arnoldi-type algorithm, we have y T r = 0 since r ⊥ span{Q (:,1:k) } and y ∈ span{Q (:,1:k) } (see Theorem 3.2). Hence z will always satisfy the constraint, but this is valid in theory only. In practice, we have only near orthogonality between y and r, but this orthogonality can be further improved by recomputing θ to enforce orthogonality y T r = 0. Namely, if (θ, y) is an approximate eigenpair, we recompute θ as the Rayleigh quotient by solving
This will lead to much improved orthogonality y T r = 0 and will hence keep the error in the constraint equation small (see examples in section 5.2). The importance of the orthogonality y T r = 0 can be highlighted by considering the QR algorithm. If (θ, y) is obtained from the QR algorithm, we know r ≈ O( ) but cannot say anything about the direction of r, which implies y T r is of order only. Using (θ, y) directly to compute z, the error in the constraint equation (4.7) can be very large, even when g T y is modestly small (e.g., of order √ ); see [11] for some numerical results. This problem can be corrected by recomputing θ through (4.8) to enforce the orthogonality. The theorem is valid only when g T y = 0. If g T y = 0 and y is an exact eigenvector (i.e., r = 0), then (H −θI) 2 y = 0. Since H −θI is real symmetric, we have (H −θI)y = 0, and hence θ is an eigenvalue of H with y a corresponding eigenvector. In this case, θ is a solution to the Lagrange equation if and only if
. This is indeed an extreme situation called the hard case of (4.1) (see [23] ). In the hard case, the solution does not depend continuously on g.
We now show that the QEP (4.4) can be efficiently solved by the Arnoldi-type algorithm. While theoretically we can apply the Arnoldi-type process directly to H and H 2 − δ −2 gg T , it is easier to do it indirectly by using Algorithm 2.1 on H and gg Since A and B are symmetric and B is of rank 1, H a and H b are symmetric banded with bandwidth 2. Indeed,
Thus,
In fact, with H b as defined above, the algorithm can be implemented with the B part (line 13 to line 20 of Algorithm 2.1) omitted after j > 2. Furthermore,
ClearlyĤ b has a bandwidth 4. We can now approximate (4.1) by solving the reduced problem
Noting that A and B are symmetric, we can use the symmetric version of Algorithm 2.1 here. We observe that the approximate eigenpair (θ k , y k ) as obtained from this algorithm still satisfies the Galerkin-type condition (3.3). We summarize the process into the following algorithm for solving (4.1).
Algorithm 4.1 (Lanczos-type process for constrained minimization problem). 
In the algorithm, the iteration number k can be determined by requiring that the solution z k satisfies, for example,
for some given tolerances tol 1 and tol 2 .
Finally, we note that with its special structure, the QEP (4.4) can also be solved by using the standard Lanczos algorithm; namely, we can apply k step of the Lanczos algorithm to an initial vector q 1 to produces Q k+1 = [q 1 , q 2 , . . . , q k , q k+1 ] with orthonormal columns such that
In this case, the choice of q 1 plays an important role, as we need the Krylov subspace span{Q k } to approximate well both g and the eigenvector sought. If q 1 is chosen to be a random vector, g may not be well approximated by its projection onto span{Q k }. On the other hand, if q 1 = g/ g , then g ∈ span{Q k } but the eigenvector sought is not necessarily well approximated by span{Q k }. We note that the choice of g works out quite well compared to our process with a random q 1 for discrete ill-posed problems that we tested.
Numerical examples.
In this section we shall present two sets of numerical examples. In the first set, we use random sparse matrices as generated by MATLAB. The second set is for the constrained least squares problems (4.1) as arising in the regularization solution of discretized ill-posed problems [23] .
QEP with random matrices.
We start by testing on QEP λ 2 I − λA − B with no relation between A and B assumed, where A and B are generated by MATLAB commands n = 500; A = sprandn(n, n, 0.05); B = sprandn(n, n, 0.05); initial vector q 1 is a random vector. A direct application of Krylov-type methods to random matrices gives poor convergence results. Instead, we use a shift-and-invert transformation with the shift λ 0 = −1.0 + 3i, which gives a much more favorable spectral distribution. Then applying Algorithm 2.1 with k = 8 on the transformed problems as in (3.6) and (3.7), an approximate eigenvalue λ 1 ≈ −0.9549 + 2.8519i is computed. Figure 1 plots the normalized residual
for all eigenvalues obtained, where λ j is a computed eigenvalue and x j is a corresponding computed eigenvector. Notice that since both A and B are randomly generated and thus unrelated, every application of A or B on q-vectors produces new directions, and consequently N = 2k + 1 = 17 and there are 34 approximate eigenvalues.
Next we test Algorithm 2.1 on the low rank cases. The matrices A and B are generated as n=500; A=sprandn(n,n,0.05); X=randn(n,2); Y=randn(n,2); B=1.1*A+2. Figure 3 . Now we apply the shift-and-invert transformation of (3.6), which will preserve the low rank perturbation property (see section 3.2). We take λ 0 = −1.2 + i and apply Algorithm 2.1 with k = 15 and an random q 1 on the transformed problems as in (3.6) and (3.7). Figure 4 plots the residual errors of the computed approximate With N = 18, the projections have the same sparsity structure as in Figure 3 , while the convergence is clearly accelerated.
Constrained least squares problems.
We now consider some constraint least squares testing problems (1.3) taken from the regularization tool of Hansen [15] . They are discretizations of some integral equations (see [15] for more detailed description of the matrices). In all test problems except parallax and ursell, a reference solution x ip is provided by the routine and, in that case, we set δ = x ip . We also set the dimension n = 1000 for all tests except for blur (image deblurring problem) for which n = 32 2 due to the problem's characteristic. Typically, the matrix H is either of low rank (with a rectangular C) or numerically of low rank (with a large number of tiny singular values). This appears to be one of the reasons for very fast convergence that we will see.
We first test the convergence of the eigenvalue with the smallest real part. Here we use a random vector as the initial vector and terminate the iteration when the normalized residual (5.1) satisfies γ k < 10 −8 . Table 1 lists the results obtained, where we include the computed Ritz value θ k , the normalized residual γ k , the errors |θ k −λ qr | (λ qr is the leftmost eigenvalue returned by the QR algorithm (eig of MATLAB) on A lin ), and the required number of iterations k. We note that for those problems where Cx ip ≈ b (cf. (1.3) ), x ip is a solution to (4.1) because it satisfies the constraint. Then, Hx ip − g ≈ 0, and therefore the eigenvalue is nearly 0 for those problems.
In all problems, the residual falls below the given threshold within a small number of iterations. For the problems where the smallest eigenvalue is 0 or nearly 0, the absolute error of eigenvalue is approximately equal to θ and is approximately 10 −5 or smaller except for the spike problem. For the other problems (parallax and ursell, in which x ip is not given and δ = b ), eigenvalues are of O (1) , and the absolute errors are then of O (10 −15 ) as compared with the QR algorithm. For the spike problem, the large eigenvalue error is due to the fact that the norm of H 2 is so large ( H 2 1 ≈ O(10 10 )) that the absolute residual r k is only reduced to O (1) .
In Figure 5 , we present the residual convergence history for the inverse heat problem (ill-conditioned heat with κ = 1). The solid line is for the normalized residual γ k (5.1) and the dotted line for the error |θ k − λ qr |.
We also present a comparison among Algorithm 4.1, (4.9) with q 1 = g, and (4.9) with random q 1 that directly use the projection onto the Krylov subspace generated by H and q 1 . Figure 6 compares convergence history of normalized residuals for the heat problem. It appears that with the choice q 1 = g, the direct approach (4.9) and Algorithm 4.1 have a very similar convergence characteristic, with the former converging a few steps faster and the latter being slightly more stable after the residual has converged to the level of machine precision. The random choice of q 1 , on the other hand, can result in slower convergence, as expected.
We next test convergence of the approximate solution z k to the Lagrange equations. Here we terminate the iteration whenever both the relative residual and the constraint error are below 10 −6 , i.e., when
and η k ≡ z
In addition to the residual ζ k , the constraint error η k , the relative error z k − x ip / x ip (where x ip is available), and iteration number k, Table 2 also displays r k , |y T k r k |, and |g T y k |, which relates η k and ζ k to the eigenvalue residual r k (see Theorem 4.1). Figure 7 plots the convergence history of z k for the inverse heat problem. These numerical results show that a solution to the Lagrange equations to the desired accuracy is obtained within a small number of iterations k for all but the spike problem. The speed of convergence compares favorably with that of the LSTRS 6. Conclusions. We have presented a basic Arnoldi-type process for a large monic quadratic matrix polynomial. The process is particularly efficient when some combination of the coefficient matrices A and B is of low rank, or one of them, say B, is a polynomial of A plus a low rank matrix. We have applied it to the quadratic eigenvalue problem arising in the quadratically constrained least squares problem. Our testing demonstrates its effectiveness for this class of problems.
