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Abstract
The development of metamaterials provides a new way to manipulate electromag-
netic waves by sub-wavelength artificial structures, and hence brings new properties
and functionalities that cannot be found with conventional materials. This leads to
the possibility of previously unthought-of applications, including perfect lenses, in-
visibility cloaks, and perfect absorbers. However, several critical challenges need to
be addressed before transiting from intriguing scientific findings to real-world usable
devices.
This dissertation deals with two challenges regarding the practical use of metamateri-
als. Firstly, fabrication of truly three-dimensional (3D) and large-scale metamaterials
is needed to increase the degrees of freedom of the functionality for device level appli-
cations. Direct laser writing (DLW) technique is a potential choice to fabricate such
materials with special design requirements. A hyperbolic metamaterial and a hollow
waveguide with negative index metamaterial cladding that satisfy the vertical connec-
tivity requirement are proposed, and hence they have the potential to be fabricated
with DLW. Three different magnetic dipoles supported by the hyperbolic metamate-
rial are investigated and contribute to hyperbolic dispersion. In addition, the adverse
effect of material absorption on the hollow waveguide with negative index cladding
xxvii
is studied, which leads to the second challenge: how to avoid losses. A loss com-
pensation technique called the plasmon injection (Π) scheme is successfully applied
to an experimental hyperlens and a magnifying superlens. The extension of this Π
scheme to the hyperlens is analytically described and numerically implemented. The
equivalent of the spatial filter with the Π scheme is demonstrated and the resolution
enhancement is obtained for both the hyperlens and the magnifying superlens.
In addition, this dissertation also provides a possible solution to meet the need for
miniaturized devices. Metamaterials have potential advantages compared with con-
ventional materials for compact design due to their sub-wavelength unit cells and
arbitrary control of electromagnetic responses. An extremely sub-wavelength nega-
tive index metamaterial (NIM) working at radio frequency (RF) is proposed. The idea
of improving the transparency of the metamaterial by reducing the diluted plasma
frequency is investigated. Meanwhile, at optical frequencies, a metamaterial-based
beam splitter is proposed and able to achieve polarizing, partially polarizing and
non-polarizing properties by changing its geometry.
xxviii
Chapter 1
Overview
1.1 Background
A little while after the Big Bang, the light appeared in the universe. The earthlings
rely on light to conduct normal life activities. One example showing the importance
of light to humans is the oracle bone script (i.e., the earliest form of Chinese charac-
ters) of “light”, shown in Figure 1.1. It depicts a person holding fire above his head,
indicating a naive understanding of the originality of the light. Light was not fully
understood until the 19th century. Inspired by Michael Faradays discovery of the
relationship between light and electromagnetism, James Clerk Maxwell found that
1
Figure 1.1: “Light” in oracle bone script
the electromagnetic waves propagate at a constant speed, which is equal to the pre-
viously measured speed of the light. Based on this observation, Maxwell concluded
that light is a form of electromagnetic radiation. At the same time, he summarized
the previously established experimental facts in four equations, known as Maxwell’s
equations. This was a milestone in the human history of unraveling the mystery of
light. We realized that from the sunrise glory, the red sunset flame, the brilliant colors
of the rainbow, to the twinkling of stars in the sky, all these beautiful sceneries are
the masterpiece of electromagnetic radiation.
With the advancement of the theoretical understanding of light, humans successfully
controlled electromagnetic waves at new levels. A convex lens is used to produce a
magnified image; a corner reflector is used to reflect the microwave and radio waves
emitted by radar; and a blackbody is used to absorb all the incident electromag-
netic radiation. Recently, research was focused on the interaction between light and
nanoscale artificial materials. These nanoscale materials belong to a wide class of
man-made materials called metamaterials, a term first coined in the late 1990s [6].
2
The Greek word “met” means “altered, changed” or “higher, beyond”, which indicates
that the interaction between electromagnetic waves and metamaterials can lead to a
response beyond nature. The chemical compositions of metamaterials are dielectrics
and metals, which do not have any special effects on their own. The magic comes
from the arrangement of these materials, such as special geometry and small unit
cell size. The unit cell size is typically smaller than the operating wavelength. Their
properties are mainly due to their microscopic structure, rather than their chemical
compositions.
Metamaterials can be designed to exhibit desired permittivity and permeability, and
many fascinating metamaterials are created, such as negative index metamaterials
(NIM) [7], which have simultaneous negative permittivity and permeability, and hy-
perbolic metamaterials [8], where the permittivity or permeability have opposite signs
along different directions. With these special properties, metamaterials have a variety
of novel applications, such as perfect lenses [9], hyperlenses [10, 11], perfect absorbers
[12, 13], compact antennas [14, 15], transformation optics [16, 17], invisibility cloaks
[18], solar photovoltaics [19], and many others.
3
1.2 Problem statement
Challenges need to be addressed to achieve the broader impacts of metamaterials.
Besides, metamaterials can be considered as the potential solutions to address the
challenges of other device level applications. The following section identifies four
challenges in the practical use of metamaterials, and one more opportunity provided
by metamaterials.
1. Fabrication of truly three-dimensional (3D) and large-scale metamaterials
So far, most of the optical metamaterials have been fabricated by well-established two-
dimensional (2D) fabrication technologies, such as standard e-beam lithography [20],
focused-ion-beam lithography [21], interference lithography [22, 23], and nanoimprint
lithography [24, 25]. However, these technologies only allow the stacking of several
planar functional layers. Fabrication of truly 3D metamaterials is more than just mak-
ing the 2D layers thicker [26], the degrees of freedom of the functionality needs to be
increased [27], which means additional orientated structures are necessary. Another
crucial factor is flexibility in tailoring the metamaterial’s unit cell interior [28, 29].
The rapid development of 2D metamaterials, also known as metasurfaces, has oc-
curred in recent times due to their low loss and small physical size. Metasurfaces can
be used to achieve the same functionalities as metamaterials in some applications,
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such as metalenses [30], small antennas [31], perfect absorbers [32] and polarization
converters [33]. However, other optical devices, including hyperlenses [10, 11], perfect
lenses [9, 34] and triaxial optical inclinometers [35] cannot be obtained using meta-
surfaces. In addition, specific metasurfaces only work with stringent requirements.
For example, strong optical activity and circular dichroism can be achieved by chiral
metamaterials under a normal incident light [36, 37], while by using metasurfaces, this
strong chirality can only be accomplished under oblique incidence [38, 39]. It is also
difficult to accurately shape the metasurfaces patterns in large areas under e-beam
lithography and focused-ion-beam lithography [40]. Large-area fabrication of meta-
surfaces has been achieved by direct laser writing technique recently [41, 42, 43, 44].
However, these metasurfaces almost always operate at infrared frequencies. Thus, we
expect that research on the fabrication of 3D and large-scale optical metamaterials
will continue keeping pace with the one on metasurfaces.
2. Fully isotropic metamaterials with functionality independent of the direction of
propagation and polarization of the incident light
Until now, most of the metamaterials are anisotropic materials, which means that the
response of the system depends on the direction of illumination and polarization. This
property limits metamaterials’ practical applications. For example, perfect lenses [9]
require fully isotropic NIMs operating at optical frequencies.
In the past few years, fully isotropic NIMs operating at microwave frequencies were
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theoretically studied [45, 46] and experimentally demonstrated [47, 48]. However,
at optical frequencies, less progress has been made compared to those at microwave
frequencies. At optical frequencies, the majority of the research was based on the
idea of arranging the split ring resonators (SRRs) in all three dimensions to achieve
isotropic NIMs [49, 50]. However, these designs are difficult to realize due to complex
fabrication processes. In 2010, an isotropic NIM that consisted of multilayers was
proposed [51]. The structure achieved isotropy only under TM polarized incident
light. Another research group proposed and fabricated a core-shell structure in 2016
to attain an isotropic negative index property [52], but the isotropic property was
not demonstrated. To the best of my knowledge, fully isotropic NIMs operating at
optical frequencies with functionality independent of the direction of propagation and
polarization of the incident light has not been successfully demonstrated yet.
3. How to avoid losses
Metallic metamaterials [53], as the first experimentally implemented metamaterials
[7], have achieved remarkable development in theory and fabrication. However, ohmic
losses are nontrivial due to the metal components, especially at optical frequencies.
These losses stop the materials from functioning and lead to a variety of undesired
phenomena, such as resolution limitation of the perfect lenses [34], adverse effect of the
slow light waveguides [54], and performance decrease in the metamaterial antennas
[55].
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Recently, all-dielectric metamaterials [56] overcome the critical issue of heat dissi-
pation and achieved many electromagnetic responses, such as magnetic resonances
[57, 58], negative refractive index [59, 60], and zero refractive index [61, 62]. A vari-
ety of their applications have been demonstrated, including perfect reflectors [63, 64],
magnetic mirrors [65, 66], and Huygens sources [67, 68]. All-dielectric metasurfaces
consisting of a thin layer of engineered dielectric nanostructures can achieve even
higher transmission and complete control of both the polarization and the phase of
electromagnetic waves [69]. These 2D surfaces can modify the wavefront of the in-
cident waves in applications such as flat lenses [70, 71] and beam shaping [72, 73].
The field enhancements obtained in all-dielectric metamaterials and metasurfaces are
from high-index materials [56]. However, the high refractive index comes at the cost of
increased absorption [74], especially at optical frequencies. Meanwhile, the choice of
materials also limits the applications of all-dielectric metamaterials and metasurfaces
at visible frequencies.
Therefore, at optical frequencies, metallic metamaterials have more freedom to achieve
functional devices compared with all-dielectric metamaterials. Thus, it is critical to
address the innate loss issues in metallic metamaterials
4. Broad bandwidth and real-time tunability
Many metamaterials are highly dispersive due to their resonant structures. The de-
sired optical parameters are usually obtained in a small frequency range. However,
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a broad bandwidth will enable broad metamaterial applications, such as invisibility
cloaking [16] and perfect absorbers [75]. In addition, reconfigurable metamaterials at-
tracted much attention regarding their ability of real-time electromagnetic radiation
manipulation, which expand the potential of metamaterial applications even further
[76, 77, 78] and relieve the need for broad bandwidth. A variety of approaches to
achieve tunability were proposed, and many of them were based on integrating meta-
materials with various active materials such as semiconductors [79, 80], liquid crystals
[81, 82] and graphene [83, 84, 85]. However, future development is needed, includ-
ing spatial tuning of metamaterials, tunable range extension and the expansion of
available tunable materials.
5. Miniaturization of RF and optical devices
In addition to the above four challenges that prevent the broader impacts of meta-
materials, metamaterials provide a potential solution to the miniaturization issue.
Doing more with less is the goal of our era. The driving forces for smaller devices
come from the need for miniature size in specific applications, and the need to re-
duce material costs. Due to the sub-wavelength property of metamaterials, they are
envisioned as the next-generation materials for compact circuits.
When metamaterials work at lower frequencies, on the order of 100 MHz or lower, the
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dimensions of a single unit cell can be impractically large even though it is still sub-
wavelength. Given the wavelengths at such low frequencies and typical sizes of the
metamaterial elements on the order of ∼ λ0/10 to ∼ λ0/100, where λ0 is the free space
wavelength, the individual elements can be as large as hundreds of meters [86], which
leads to many problems. For example, the large size of metamaterial perfect absorbers
makes them difficult to integrate into real radio devices for telecommunications [87].
The unit cell designs for increasing wireless power transfer (WPT) are too large to
create a practical metamaterial sample combined with conventional WPT system [88].
Meanwhile, photonic integrated circuit (PIC) have made remarkable progress in the
past few decades. Compared with the electronic integrated circuit, PIC provides many
advantages, including broader bandwidth [89] and reduced Joule effect [90]. There-
fore, PIC is promising in the fields of imaging, sensing and optical communications.
At present, great attention is paid to make high-density integration and high-level
functionality PIC. To achieve these goals, compact, advanced, and functional pho-
tonic devices operating at optical frequencies are required, and metamaterials have
the potential to fulfill these requirements.
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1.3 Research objectives
This dissertation aims to address several critical challenges mentioned in section 1.2.
At the same time, the dissertation explored and demonstrated the potential to obtain
miniaturized RF and optical components using metamaterials. The three specific
tasks are detailed next.
1. Towards 3D bulk photonic metamaterials
Generally, the research on constructing 3D metamaterial samples has two directions.
One is directly usage of 3D unit cells and the other is stacking and repeating of several
functional layers. So far, most work is based on the latter method. In 2008, Liu et al.
reported a photonic metamaterial consisting of four SRR arrays stacked by using a
layer-by-layer technique [91]. Careful lateral alignment of different layers is required
for successful stacking. This requirement would lead to long fabrication time, which
makes this technique too costly for large-scale 3D metamaterials.
Two other promising large-area nano-fabrication techniques, nanoimprint lithography
(NIL) and self-assembly (SA) were developed. In 2011, Chanda et al. reported a
flexible 3D optical NIM fabricated by a NIL technique [92]. A multilayer structure was
deposited on a soft imprinting mold using e-beam evaporation; then this patterned
multilayer structure was transferred to the target substrate by contacting the mold
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with the substrate. The resolution of NIL technique is related to the molds rather
than the diffraction limit. In addition, the fabrication steps, including exposure
and etching, can be reduced in NIL processes, and this leads to high throughput.
However, NIL has some drawbacks. For example, it is hard to have the complex
and fine patterns precisely carved into the molds [93, 94]. In 2011, Lodewijks and
his colleagues used self-assembled nanospheres as a mask to make large-area double
fishnet metamaterial structures [95]. Due to the bottom-up process [95, 96, 97],
SA can fabricate complex nanostructures that cannot be realized with the top-down
methods. However, the main challenge for SA is to fabricate anti-symmetric structures
[98].
Moreover, many other new fabrication technologies were proposed. Jie Yao et al.[99]
reported a bulk metamaterial made of nanowires by preparing a porous alumina tem-
plate through electrochemical anodization and silver deposition. However, this tech-
nique has several disadvantages, including long fabrication time and toxicity [100].
Another approach to realize more complex designs is membrane projection lithogra-
phy. Vertically-oriented split-ring resonators have been experimentally demonstrated
[50]. Although this technology is flexible, the idea of this approach is still the stacking
of layers.
Besides that, direct laser writing (DLW) technique [101] is another promising ap-
proach, since DLW has the potential to realize vertically connected arbitrary 3D
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structures. For example, 3D helix structure is a popular chiral structure and can be
used as broadband circular polarizer [102, 103, 104]. It is easy to fabricate with DLW
but difficult with previous techniques. Moreover, the DLW technique is a low-cost
and rapid prototyping approach that makes it more attractive.
Although DLW provides a way to create more complex shaped 3D structures, this
technique is unable to produce vertically disconnected samples, which brings in the
design challenge. Therefore, the designed structures should satisfy the vertical con-
nectivity condition. Based on this requirement, we propose a hyperbolic metamaterial
and a hollow waveguide with negative index cladding, which have the potential to be
fabricated with DLW. By collaborating with Dr. Martin Wegener’s research group
in Germany, the hyperbolic metamaterial template was fabricated. Meanwhile, the
adverse effect of losses is studied in the waveguide section, which leads to the second
research objective. This work will be presented in Chapter 2.
2. Loss compensation
Losses are always an important issue in not only bulk metamaterials but also single
layer metasurfaces. An obvious approach to compensate losses is to introduce gain
medium. In 2010, Sebastian Wuestner et al. [105] inserted dye molecules into the
dielectric host and excited them by an optical picosecond pulse. The results showed
full compensation of losses in the fishnet metamaterials. Another approach using
a layer of quantum dots deposited on a metamaterial array of split ring slits was
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proposed [106]. By optically pumping the semiconductor quantum dots, the Joule
losses in metallic metamaterial arrays were reduced. There are many concerns about
using active compensation of losses by gain medium such as the short chemical time
of the dye molecules, the complex configuration of pump systems, the short-time
stability and gain saturation issues.
Recently, a loss compensation technique called plasmon injection (Π) scheme was pro-
posed [107]. The original Π scheme relies on the coherent superposition of externally
injected surface plasmon polaritons with the local eigenmodes of a metamaterial to
provide full loss compensation. This technique does not need a traditional optical-gain
providing medium, hence it eliminates its associated complexities. In the meantime,
Π scheme is equivalent to applying a simple spatial filter for imaging [107]. Previously,
our group successfully applied the Π scheme to a perfect lens [108]. In this disserta-
tion, the Π scheme is extended to hyperlenses and its implementation is demonstrated
by an inverse filter. This work will be presented in Chapter 3.
3. Miniaturized RF and optical components
Another task in this dissertation is to explore the metamaterials’ potential to obtain
miniaturized RF and optical components. At radio frequencies, the approach to
miniaturize components is to use deeply sub-wavelength structure designs. Until
now, the extremely sub-wavelength magnetic metamaterial has been designed with
the unit cell size of about 2000 times smaller than the resonant wavelength [86]. A
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deeply sub-wavelength electric metamaterial has also been shown operating at GHz
frequencies with the ratio of free space wavelength to the unit cell size (i.e., λ/a) of
about 70 [109].
NIMs working at RF have many potential applications. For example, NIMs can be
used as a phase shifter to form an integral part of RF integrated circuit devices [110].
Moreover, NIMs can focus radio waves to improve satellite and molecular imaging
[111]. Deeply sub-wavelength negative index metamaterials have been previously
designed based on a lumped element with the unit cell size of only ∼ λ0/75 at 400MHz
[112]. Available manufactured lumped circuit elements offer only limited and coarse
values. The desired operating frequency still depends on the geometric unit cell
design. Losses associated with lumped elements and the difficulties with the modeling
are other challenges discussed in detail in [112]. Here, we propose an extremely sub-
wavelength negative index metamaterial working at RF with λ/a ratio reaching above
1700 and the refractive index reaching around -109. This work will be presented in
Chapter 4.
At optical frequencies, metamaterials in place of conventional materials have the
potential to achieve compact, advanced and functional photonic devices [113, 114],
because metamaterials consist of sub-wavelength unit cells and can achieve arbitrary
control of electromagnetic responses. Here, we propose a metamaterial-based beam
splitter which can be integrated with other optical devices for quantum manipulation
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of light. This beam splitter can achieve polarizing, partially polarizing, and non-
polarizing properties by manipulating the effective permittivity and permeability.
This work will also be presented in Chapter 4.
15

Chapter 2
Towards 3D bulk photonic
metamaterials 1
2.1 Introduction
In this chapter, we discuss the first objective mentioned in section 1.2: towards 3D and
large-scale metamaterials. We first briefly introduce the DLW and STED-DLW tech-
niques which can enable the fabrication of 3D and large-scale metamaterial samples.
Then we propose a hyperbolic metamaterial and a hollow waveguide with negative
index cladding that satisfy the vertical connectivity requirement for fabrication with
1Some parts of the material contained in this chapter were previously published in J. Opt. Soc. Am.
B 32, 1013 (2015). Refer Appendix A for granted permission to be published. Some parts of the
material contained in this chapter will be submitted to J. Opt. Soc. Am. B in the future.
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STED-DLW in section 2.3 and 2.4, respectively. Finally, we introduce a direct laser
metal writing technique that can fabricate disconnected metal features.
2.2 Direct laser writing technique
DLW, based on two-photon polymerization, can enable the fabrication of truly bulk
and computer-controlled arbitrarily shaped 3D complex structures [101, 104, 115] that
are not possible with traditional photolithographic processes [116]. DLW has impor-
tant potential in the fabrication of metamaterials, especially at frequencies ranging
from mid-IR to visible, since it offers a viable route as a low-cost and rapid prototyping
tool for truly 3D fabrication of nanostructures. Fabrications of large-area, complex
metallic nanostructures [117] and metamaterials [104] have been demonstrated with
DLW and subsequent metalization.
However, the resolution of DLW cannot go beyond the diffraction limit. So
stimulated-emission-depletion-microscopy-inspired direct laser writing (STED-DLW)
[118, 119, 120] was developed. The idea is to apply a second laser mode that locally
and reversibly disables the resist polymerization. As a result, the effective poly-
merization volume will reduce below the usual diffraction-governed volume. With
STED-DLW, a feature size reduction by more than a factor of two has been demon-
strated [121]. Additionally, with the combination of STED-DLW and the “dip-in”
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approach [122], metamaterial height can reach the level of 1mm, where one can think
about constructing macroscopic metamaterials [123].
Here, inspired by the rapid progress in DLW, we propose a hyperbolic metamaterial
and a hollow waveguide with negative index cladding that have the potential to
fabricate with STED-DLW processes followed by electroplating of gold [104].
2.3 Hyperbolic metamaterial
Hyperbolic metamaterials [124, 125] have emerged as one of the most interesting and
promising subclasses of metamaterials with practical applications ranging from sub-
wavelength imaging [10, 11, 126, 127, 128, 129] to the engineering of spontaneous
[130, 131, 132] and thermal emission [133].
Concerning the fabrication of optical hyperbolic metamaterials, layered
metal−dielectric structures [11, 131] and nanowire arrays [130, 134] have ap-
peared as two common approaches. The largest sample size of 1cm × 1cm × 51µm
was achieved with nanowire arrays fabricated by electrochemical deposition of a
metal on a porous alumina membrane [135]. Multilayer fishnet structures [136] and
graphene metamaterials [137] with hyperbolic dispersion have been theoretically
proposed. However, to fabricate truly bulk optical metamaterials, a 3D fabrication
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approach is needed. Particularly, the practical realization of hyperbolic metamaterial
devices such as the hyperlens [10], which is one of the most captivating manifestations
of hyperbolic dispersion, demands three-dimensional volume structures.
Here, we propose the first blueprint of a hyperbolic metamaterial structure amenable
to fabrication with STED-DLW processes. The structure has operating frequencies at
mid-IR frequencies and the features within the resolution of state-of-the-art STED-
DLW technologies.
2.3.1 Physical geometry
The unit cell of the hyperbolic metamaterial structure consists of two pairs of me-
andering wires with inversion symmetry (see Fig. 2.1). The dimension of the unit
cell is 2513nm × 2513nm × 2290nm. The wires are modeled by using experimental
Drude model parameters for bulk gold with plasma frequency of fp = 2180THz and
collision frequency of fc = 19.1THz as given in [104]. The simulations are performed
by using the finite-integration-method-based CST Microwave Studio software pack-
age. Frequency domain solver is used to calculate the s-parameters corresponding to
the complex reflection and transmission coefficients. Then, these s-parameters are
used to retrieve the effective medium parameters of the metamaterial [138]. Unit cell
boundary conditions are chosen to impose the periodic or quasi-periodic boundary
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Figure 2.1: Free-standing gold hyperbolic metamaterial unit cell structure
with geometric parameters. [Reprinted/Adapted] with permission from ref
[1], [Optical Society of America].
conditions as necessary in the simulations. The tetrahedral meshes with the adaptive
meshing method are selected to accurately represent the models to be simulated.
2.3.2 Physical mechanisms and effective parameters
Different magnetic dipoles [139] with close resonance frequencies can be excited inside
the structure in Fig. 2.1 under different incidences of light. The resonances underly-
ing the magnetic dipoles arise from the combined capacitance and inductance of the
nanocircuits inside the structure similar to split-ring resonators. Figure 2.2 schemat-
ically illustrates three different magnetic dipoles that can be excited under different
incidences of light. E and H stands for incident electric and magnetic field, respec-
tively. In all the cases the metamaterial is periodic in the planes perpendicular to and
finite along the incident wave vector k. Color arrows represent the current loops for
the induced magnetic dipoles. The planes of these current loops are perpendicular to
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the respective incident magnetic field H, since the dipoles are magnetically excited.
For clarity, only the loop currents excited by H perpendicular to the plane of the
loops are shown [e.g., the loop current in (a) is excited by H along the x direction].
Using symmetry considerations, current loops at different planes can be also excited
[e.g., in (a) if H is chosen along the y direction], and magnetic dipoles in the x − z
planes are excited; thus, the structure becomes polarization independent in the x− y
plane for normal incidence. Below we refer to the current loops in the y − z plane
[see Fig. 2.2(a)] and the x− z plane [see Fig. 2.2(b)] as column loops, and the current
loops in the x− y plane [see Fig. 2.2(c)] as the joist loops. In particular, Fig. 2.2(a)
illustrates the magnetic dipoles excited by normal incidence. Here, we define the
normal incidence such that the incident wave vector k is along the z direction and
the structure is periodic in the x − y plane. This is the simplest configuration for
fabrication with DLW, where the structures are grown on the substrate parallel to
the x − y plane, and subsequent optical characterization. Optical response under
this configuration is polarization-independent in the x− y plane. On the other hand,
Fig. 2.2(b) illustrates the magnetic dipoles excited by TE-polarized laterally incident
light. We define the lateral incidence such that the incident k−vector lies in the
x − y plane parallel to the substrate and the structure is periodic in the plane per-
pendicular to the k−vector. In this case, the TE-polarized light is described as the
electromagnetic field with fixed electric field E along the z direction. In contrast, for
the TM-polarized laterally incident light electric field E is replaced with H, as shown
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Figure 2.2: Schematics of three different magnetic dipoles excited inside the
unit cell of the metamaterial under different incidences of light. Arrows indi-
cate magnetic dipole loop currents induced by (a) normally incident light, (b)
laterally incident TE-polarized light, and (c) laterally incident TM-polarized
light. [Reprinted/Adapted] with permission from ref [1], [Optical Society of
America].
in Fig. 2.2(c), where the corresponding magnetic dipoles are also illustrated.
A.Effective parameters and field distributions for different incidences of
light
In this part, we verify the induced magnetic dipoles illustrated schematically in
Fig. 2.2 based on calculated current density distributions and show the results for
the retrieved effective optical parameters for single-layer metamaterial structures.
First, we consider the configuration in Fig. 2.2(a) where the structure interacts with
normally incident light. Figure 2.3(a) shows the resultant transmittance (T), re-
flectance (R), and absorbance (A). In Fig. 2.3(b), we plot the retrieved effective
refractive index, n = n′ + in′′. Retrieved effective permittivity, y = ′y + i
′′
y, and
permeability, µx = µ
′
x+ iµ
′′
x, are shown in Figs. 2.3(c) and 2.3(d), respectively. Notice
that a magnetic resonance with a Lorentzian-like lineshape [140, 141] [see Fig. 2.3(d)]
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Figure 2.3: (a) Transmittance (T), reflectance (R), and absorbance (A)
spectra for normally incident light. The structure is periodic in the xy plane
and has one layer along the z direction. Retrieved effective (b) refractive
index, (c) permittivity, and (d) permeability. The dashed black line in (b) is
the first Brillouin zone edge. (e) Current density distribution at f = 27THz.
Colors show the y component of the current density Jy (i.e., red and blue cor-
respond to the +y and y directions, respectively). (f) The same as (e) except
that colors show the z component of the current density Jz (i.e., red and blue
correspond to the +z and z directions, respectively). [Reprinted/Adapted]
with permission from ref [1], [Optical Society of America].
appears around 26THz and µ′x is negative between 26 and 30THz. The ratio of the
vacuum wavelength to unit cell size in the propagation direction (i.e., λ/a ratio) is
about 5, which is reasonably large for homogeneous effective medium approximation,
near the magnetic resonance. Figures 2.3(e) and 2.3(f) show the current density
distribution at f = 27THz (i.e., near the magnetic resonance frequency). Arrows
overlaying the surface plots in Fig. 2.3(e) and (f) indicate the complete dipole loop
current. Only one of the loops is shown for clarity [see Fig. 2.2(a) for the location of
other loop].This verifies the column loops illustrated in Fig. 2.2(a).
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When the structure interacts with laterally incident light such as in Figs. 2.2(b)
and 2.2(c), then two other magnetic resonances originate depending on the polariza-
tion of incident light. Figure 2.4 shows the case for the TE-polarized light. There
exists magnetic resonance around 22THz. In this case, the λ/a ratio is also about 5.
The resultant current density distribution is shown in Figs. 2.4(e) and 2.4(f). Arrows
overlaying the surface plots in (e) and (f) indicate the complete dipole loop current.
Only one of the loops is shown for clarity [see Fig. 2.2(b) for the location of other
loop]. Finally, Fig. 2.5 shows the results for the TM-polarized light. Particularly,
Figs. 2.5(e) and 2.5(f) show the current density distribution at 40THz near the mag-
netic resonance, which verifies the joist loops illustrated in Fig.2.2(c). For this case,
the λ/a ratio is about 3. Although the structure might not seem to be sufficiently
sub-wavelength under this configuration, we should note that the results are still re-
liable, because (i) no discontinuities are observed in the retrieved results and (ii) the
retrieved refractive index is below the first Brillouin zone edge.
B.Hyperbolic dispersion
The magnetic dipoles discussed above can be used to obtain hyperbolic dispersion.
As an example we choose the magnetic dipoles in Fig. 2.3. We start with considering
the TE-polarized electromagnetic waves propagating in the xz plane. The electric
field is fixed along the y direction. When the incident k−vector changes its direction
from the z direction to the x direction, the corresponding incident field configuration
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Figure 2.4: (a) Transmittance (T), reflectance (R), and absorbance (A)
spectra for the TE-polarized laterally incident light. The structure is pe-
riodic in the yz plane and has one layer along the x direction. Retrieved
effective (b) refractive index, (c) permittivity, and (d) permeability. The
dashed black line in (b) is the first Brillouin zone edge. (e) Current density
distribution at f = 22THz. Colors show the x component of the current
density Jx (i.e., red and blue correspond to the +x and x directions, re-
spectively). (f) The same as (e) except for Jz. [Reprinted/Adapted] with
permission from ref [1], [Optical Society of America].
changes from Figs. 2.3-2.5. Therefore, one might expect hyperbolic dispersion around
the region where µ′x < 0 [see Fig. 2.3(d)] since µ
′
z > 0 in the same region. In order
to demonstrate the hyperbolic dispersion relation, we calculate the tangential and
normal components of the effective wave vector inside the metamaterial which are
defined as kx and kz, respectively. The inverted Fresnel formula [138, 142] is used to
obtain kz:
kzd = ±cos−1(1− r
2 + t2
2t
) + 2pim (2.1)
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Figure 2.5: (a) Transmittance (T), reflectance (R), and absorbance (A)
spectra for the TM-polarized laterally incident light. The structure is pe-
riodic in the yz plane and has one layer along the x direction. Retrieved
effective (b) refractive index, (c) permittivity, and (d) permeability. The
dashed black line in (b) is the first Brillouin zone edge. (e) Current density
distribution at f = 40THz for (e) Jx and (f) Jy. Arrows overlaying the
surface plots in (e) and (f) indicate the complete dipole loop current. Only
one of the loops is shown for clarity [see Fig. 2.2(c) for the location of other
loop]. [Reprinted/Adapted] with permission from ref [1], [Optical Society of
America].
where d is the unit cell thickness along the propagation direction. r and t are the
reflection and transmission coefficients, respectively. m is the branch number. The
sign is chosen to guarantee a positive imaginary part of kz and m is selected to
promise a continuous real part of kz. On the other hand, at the vacuum-metamaterial
interface the tangential components of the wave vectors are continuous. Thus, kx can
be expressed as kx = k0sinθ, where k0 is the wave number in free space and θ is the
angle of incidence with respect to the surface normal. Different angles of incidence
are set up in the CST simulations and corresponding reflection and transmission
coefficients along with kx values are obtained. kz values are then calculated from
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Figure 2.6: Equifrequency contours for the TE-polarized light propagating
in the xz plane show hyperbolic dispersion. The structure is periodic in the
xy plane and has five layers along the z direction. [Reprinted/Adapted] with
permission from ref [1], [Optical Society of America].
Eq. 2.1. Finally, based on different pairs of kz and kx , we obtain the equifrequency
contours describing the dispersion for the metamaterial.
The equifrequency contours for a one-layer structure (i.e., single unit cell along the z
direction and infinite in the xy plane) gives elliptical dispersion contrary to anticipated
hyperbolic dispersion due to the contribution of relatively large imaginary parts of
effective optical parameters. However, increasing the number of layers of the proposed
metamaterial structure leads to a transition from elliptical dispersion to hyperbolic
dispersion. For example, the equifrequency contours in Fig. 2.6 correspond to the
five-layer structure (i.e., five unit cells along the z direction and infinite in the xy
plane) which manifests hyperbolic dispersion. The blue, green, red, and cyan lines
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represent the frequencies of 15, 16, 18, and 20THz, respectively.
2.3.3 Discussion
The metamaterial structures, here, were designed specifically for fabrication with
DLW processes and subsequent metalization. The functional optical metamaterials
resulting from this fabrication approach are usually free-standing structures in air
[104, 115, 143]. Therefore, vacuum was selected as a background material in our sim-
ulations. Direct metalization in the dielectric host media using DLW is also possible
[144, 145]. However, no functional optical metamaterial with this approach has been
shown.
If the meandering wires are embedded in a dielectric media with a larger refractive
index than vacuum, we find that the resonances and effective material properties
redshift. Therefore, it is expected that the hyperbolic dispersion should also redshift
with a larger refractive index. Considering the underlying resonant magnetic dipole
modes (see Fig. 2.2) the redshift in magnetic resonances in Figs. 2.3-2.5, for example,
can be easily explained by a simple LC circuit model [19, 140, 146]. Effectively,
the meandering wires in Figs. 2.3 and 2.4 behave similar to a two-gap split-ring
resonator (SRR) and the meandering wires in Fig. 2.5 behave similar to a four-gap
SRR. Embedding these SRR-like structures inside host media with a larger refractive
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index than vacuum results in an increase in equivalent circuit capacitance, hence a
redshift in resonance frequency.
The origin of resultant commonly observed negative imaginary parts in the retrieved
constitutive parameters under the HEM approximation has been extensively investi-
gated [147, 148]. It was shown that these negative imaginary parts near the resonances
arise from the inherent periodicity of the metamaterial if the actual periodic meta-
material structure is approximated by a HEM with the same scattering parameters
as the periodic structure [147, 149]. However, every inhomogeneous medium exhibits
spatial dispersion (i.e., polarization and magnetization at a given location depends
on the spatial distribution of the fields) [150], which is not considered in the HEM
approximation. Further studies have shown that the incorporation of spatial disper-
sion improves the accuracy of the effective parameter retrieval procedure by removing
the periodicity artifacts such as negative imaginary parts in constitutive parameters
[150, 151, 152].
Finally, in Fig. 2.7 we plot in the same graph the effective permeability values cor-
responding to three different magnetic dipoles illustrated in Fig. 2.2 and studied in
Figs. 2.3-2.5. It is worth mentioning that three effective permeability values inter-
sect nontrivially around 40THz (i.e., convergence below 20THz is uninteresting due
to asymptotic nonmagnetic response at low frequencies). This shows that the struc-
ture has potential for three-dimensionally isotropic permeability despite geometric
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Figure 2.7: Real parts of the effective magnetic permeability in the same
graph corresponding to three different magnetic dipoles studied in Figs. 2.3
−2.5. The curves intersecting around 40THz show potential for nontrivial
three-dimensionally isotropic permeability. [Reprinted/Adapted] with per-
mission from ref [1], [Optical Society of America].
anisotropy.
Despite operating at a single frequency, considering the difficulty of making isotropic
metamaterials at optical frequencies, this result is still interesting. Moreover, the
structure may be optimized to operate over a wider band gap. Tunability with the
incorporation of, for example, liquid crystals [153, 154] can also be utilized to mitigate
the bandwidth issue.
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2.3.4 Fabrication with STED-DLW
The whole process to fabricate this hyperbolic metamaterial is expressed in ref [155].
Firstly, by using STED-DLW, an array of hollow meandering wires in a block of poly-
mer is obtained. The next step is to infill this template by electrochemical deposition
of gold. After removing the polymer by plasma etching, an array of free-standing 3D
meandering wires is realized. The hollow meandering wire template has been fabri-
cated by Dr. Martin Wegener’s research group in Germany shown in Fig. 2.8. The
parameters of template are close to the ones shown in Fig. 2.1 except the gap size
between two adjacent meandering wires, which is 202nm in Fig. 2.1. 202nm is quite
close to the fabrication limitations, which leads to current fabrication challenge.
2.4 Hollow waveguides with negative index meta-
material cladding
The ability to delay or stop the light pulse could open the door to a range of
new applications in optical buffering [156] and quantum information processing
[157, 158, 159, 160, 161]. There are various methods to achieve slow and even stopped
light, including electromagnetically induced transparency [162, 163], photonic crystal
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Figure 2.8: SEM image for hollow meandering wire template (with per-
mission from Dr. Martin Wegener)
waveguides [164, 165], coherent population oscillations [166], atomic double reso-
nances [167], and stimulated Brillouin scattering in optical fibers [168]. However, in
many of these methods, the issues of optical device integration and/or room temper-
ature operation need to be addressed.
With the advances in metamaterial design and fabrication, the possibility of unusual
wave propagation phenomena including simultaneously negative group and phase
velocity [169, 170, 171] and especially slow and stopped light under room tempera-
ture received much attention [172, 173, 174, 175, 176]. In 2007, Tsakmakidis et al.
proposed a tapered waveguide with negative index core and positive index cladding
to stop different frequency components of a pulse at different waveguide thickness,
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resulting in so-called ”trapped rainbow” effect [174]. The electromagnetic waves,
which experience negative Goos-Hanchen shift at the core-cladding interface [177],
lead to slows group velocity. When the waveguide thickness decreases to the critical
thickness, the group velocity eventually becomes 0, and thus the waves are trapped
inside the waveguide. However in Tsakmakidis et al. [174] and other theoretical
studies [172, 173, 175, 176, 178], lossless metamaterials are assumed. The material
loss in the realistic optical metamaterials can be detrimental for the guided modes
[54], which attenuate along the waveguide axis and eventually disappear. Thus, the
stopped light may be difficult to observe in practical metamaterial waveguides at op-
tical wavelengths. Nevertheless, the stopped light is experimentally demonstrated at
microwave frequency [179, 180], where the absorption loss is much smaller compared
to optical frequencies. The experimentally demonstrated stopped light working at
an optical frequency is hardly found in the literature. Interestingly, a hyperbolic
metamaterial waveguide made of lossy materials has been proposed and numerically
validated at optical frequencies [181]. However, the effective permittivities for the
designed hyperbolic metamaterial are x = −25+ i0.25 and z = 5+ i0.05. The figure
of merit (FOM), defined as | ′/′′ |, for this metamaterial is 100, which is not easy
for practical realization. Prime and double prime indicate real and imaginary parts,
respectively.
In this section, we consider one negative index structure [182], which is relatively
feasible for fabrication using direct laser writing technique, as an example and show
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Figure 2.9: Schematic geometry of a symmetric slab waveguide
that with realistic losses in the metamaterials, the stopped light effect is hard to
achieve. The remaining part of the section is organized as follows. In section 2.4.1,
first the analytical dispersion equations for the hollow waveguide with the negative
index cladding will be derived. Then, by importing the effective optical parameters
of the negative index structure in [182], the dispersion relation and the group velocity
will be obtained. In section 2.4.2, we will verify the analytical results with the finite
element and finite-difference-time-domain methods using COMSOL and Lumerical
commercial software packages.
2.4.1 Analytical analysis
A. Mode analysis
A three-layer slab waveguide is shown in Fig. 2.9. The claddings are negative index
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metamaterials with relative permittivity 1 and relative permeability µ1. The core
layer is air with 2 = 1, µ2 = 1, and the layer thickness is d. Here we assume transverse
electric (TE) polarization (i.e., field components Ey, Hx, and Hz). The results for
transverse magnetic polarization can be easily obtained from the duality principle.
The time-harmonic form of Maxwell’s equations
−→5×−→E = −jω−→B and −→5×−→H = jω−→D
can be written as:
−→5 ×−→E =
∣∣∣∣∣∣∣∣∣∣∣∣
xˆ yˆ zˆ
∂
∂x
∂
∂y
∂
∂z
0 Ey 0
∣∣∣∣∣∣∣∣∣∣∣∣
= −∂Ey
∂z
xˆ+
∂Ey
∂x
zˆ (2.2)
−→5 ×−→H =
∣∣∣∣∣∣∣∣∣∣∣∣
xˆ yˆ zˆ
∂
∂x
∂
∂y
∂
∂z
Hx 0 Hz
∣∣∣∣∣∣∣∣∣∣∣∣
=
∂Hz
∂y
xˆ+ (
∂Hx
∂z
− ∂Hz
∂x
)yˆ − ∂Hx
∂y
zˆ (2.3)
jω
−→
D = jω0rEyyˆ (2.4)
jω
−→
B = jωµ0µr(Hxxˆ+Hz zˆ) (2.5)
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Then we obtain three coupled equations corresponding to x, y, z components, respec-
tively:

jωµ0µrHx =
∂Ey
∂z
jωµ0µrHz =
∂Ey
∂x
= jβEy
jω0rEy =
∂Hx
∂z
− ∂Hz
∂x
= ∂Hx
∂z
− jβHz
(2.6)
Where β is the propagation constant along the x direction. Eliminating Hx and Hz in
Eq. 2.6, and using the free space relations c0 = 1/
√
0µ0, k0 = 2pi/λ0 = 2pi/(c0/f) =
ω/c0, we obtain
∂2Ey
∂z2
+ (k20rµr − β2)Ey = 0 (2.7)
which only contains the Ey component. Then, the solution of Eq. 2.7 for the sym-
metric waveguide has the form,
Ey =

Aejkz1(z−
d
2
), z ≥ d
2
Bejkz2z + Ce−jkz2z, |z| ≤ d
2
De−jkz1(z+
d
2
), z ≤ −d
2
(2.8)
37
Where kz1 and kz2 are transverse wave numbers in cladding and core, respectively.
They satisfy the dispersion relation:

k2z1 + β
2 = k201µ1
k2z2 + β
2 = k202µ2
(2.9)
Based on Eq. 2.6, Hx can be expressed as:
Hx =

jkz1
jωµ0µ1
Aejkz1(z−
d
2
), z ≥ d
2
jkz2
jωµ0µ2
(Bejkz2z − Ce−jkz2z), |z| ≤ d
2
−jkz1
jωµ0µ1
De−jkz1(z+
d
2
), z ≤ −d
2
(2.10)
Ey and Hx should be continuous at z = ±d2 to satisfy the boundary conditions
resulting in

A = Bejkz2
d
2 + Ce−jkz2
d
2
D = Be−jkz2
d
2 + Cejkz2
d
2
(2.11)
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
kz1
µ1
A = kz2
µ2
Bejkz2
d
2 − kz2
µ2
Ce−jkz2
d
2
−kz1
µ1
D = kz2
µ2
Be−jkz2
d
2 − kz2
µ2
Cejkz2
d
2
(2.12)
For the TE even modes A = D, hence B = C. Then, based on Eqs. 2.11 and 2.12,
we obtain cos(kz2d
2
) = A
2B
, and sin(kz2d
2
) = − jµ2kz1
µ1kz2
A
2B
. On the other hand, for the
TE odd modes, A = −D, hence B = −C. Then, we obtain sin(kz2d
2
) = − jA
2B
, and
cos(kz2d
2
) = µ2kz1
µ1kz2
A
2B
. As a result, we obtain the dispersion equations

tan(kz2d
2
) = − jµ2kz1
µ1kz2
for even mode
cot(kz2d
2
) = jµ2kz1
µ1kz2
for odd mode
(2.13)
which can be expressed in more compact form as
kz2d
2
+
mpi
2
= arctan(−jµ2kz1
µ1kz2
) (2.14)
where m = 0, 1, 2, 3, ...
Since the cladding is a negative refractive index structure, there will be not only
waveguide modes confined to the waveguide core, but also surface modes residing at
the core-cladding interfaces of the waveguide. Next, we will investigate these two
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types of modes.
A. 1. Waveguide modes confined to the core
Similar to the regular dielectric waveguide, the modes confined to the waveguide
core have the following characteristics. Electromagnetic waves along the z direc-
tion form standing waves inside the core while attenuate inside the cladding. Here,
we use the notation βw, kz1,w, and kz2,w to describe the propagation constant,
transverse wavenumbers in the cladding and core, respectively. Since the absorp-
tion loss is considered in the structure, all the wavenumbers are complex. From
Eq. 2.9, the transverse wavenumbers satisfy the equations kz1,w = ±j
√
β2w − k201µ1,
kz2,w = ±
√
k202µ2 − β2w. That the imaginary parts of the wavenumbers are positive
for passive materials fixes the sign. Then by using the effective refractive index for
the waveguide mode neff,w = βw/k0, kz1,w and kz2,w can be written as

kz1,w = ±jk0
√
n2eff,w − 1µ1
kz2,w = ±k0
√
2µ2 − n2eff,w
(2.15)
Eq. 2.15 can be substituted into Eq. 2.14 to express the dispersion relation in terms
of neff,w and k0d.
A. 2. Surface modes confined to the core-cladding interface
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The surface plasmon polaritons (SPP) appear at the interface between positive and
negative index materials [183]. The surface mode has an evanescent behavior in
both core and cladding. Here, we use the notation βs, kz1,s and kz2,s to describe the
propagation constant, transverse wavenumbers in the cladding and core, respectively.
From Eq. 2.9, kz1,s = ±j
√
β2s − k201µ1, and kz2,s = ±j
√
β2s − k202µ2. By using the
effective refractive index for the surface mode neff,s = β
s/k0, we obtain

kz1,s = ±jk0
√
n2eff,s − 1µ1
kz2,s = ±jk0
√
n2eff,s − 2µ2
(2.16)
Similar to the waveguide modes in the previous section, the dispersion relation for
the surface modes can be also expressed in terms of neff,s and k0d using Eq. 2.14 and
Eq. 2.16.
B. Slow and stopped light in the hollow waveguide with a negative index
cladding
Having derived the dispersion equations for waveguide and surface modes above, we
select the negative index structure in [182] as the cladding. The structure consists
of two pairs of meandering wires with inversion symmetry. The simultaneously neg-
ative  and µ are determined by the effective plasma frequency and the magnetic
resonance of the wires, respectively. Retaining bulk optical properties, the structure
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is particularly suitable for carving into a volume metadevice such as a waveguide
here. The vertical connectivity between of the structure offers important potential
for possible realization with direct laser writing processes, a low-cost and rapid proto-
typing approach for truly 3D fabrication. The lattice constant for the square lattice
of the structure is 364nm. All the other geometric parameters can be found in [182].
The negative refractive index appears in the region between 140THz and 180THz.
Since the core is air, the total internal reflection condition requires |Re(n1)| < n2,
where n2 = 1 is the refractive index of air. To simplify the calculations, we first
considered the cladding as a non-dispersive material with 1 = −0.419 + i0.062,
µ1 = −0.914 + i0.256, and n1 = −0.370 + i0.128, which indeed correspond to the
effective optical parameters of the negative index structure at a specific frequency of
172THz.
We start with analyzing three different cases: (1) lossy case using the above effective
parameters for 1 and µ1, (2) less lossy case where the imaginary parts of 1 and
µ1 are reduced by 10%, i.e., 1 = −0.419 + i0.0062, µ1 = −0.914 + i0.0256, and (3)
lossless case where the imaginary parts are completely removed, i.e., 1 = −0.149,
µ1 = −0.914. Using Eqs. 2.14-2.16, we plot in the left column of Fig. 2.10 the real part
of the effective refractive index n′eff versus the reduced slab thickness k0d, for both
surface modes and waveguide modes, respectively. An iterative process was used to
generate the plots. Since neff is in general a complex number, for a particular mode
m, we first fixed the value of n′eff and determined the corresponding n
′′
eff . The correct
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value of n′′eff was found after several iterations at the point where the imaginary part
of k0d approached to 0 since k0 is real. It was assumed that 0 ≤ n′′eff ≤ n′eff . The
process was repeated with different incremented values of n′eff until the complete
plot in Fig. 2.10 was obtained. The figure shows the first three waveguide modes,
TE1, TE2, TE3 and two surface modes SPP0, SPP1. In contrast with regular planar
dielectric waveguides, here we notice that m = 0 mode is not supported in this
waveguide with the negative index cladding. Also the TE1 mode tends to have a
finite bandwidth.
The dispersion diagrams in the less lossy case with 10% reduced imaginary parts
are very close or almost identical to the lossless case. However, greater difference in
dispersion diagrams is observed between the lossy case and lossless case. In a lossy
medium, the group velocity vg is defined as
vg =
dω
dβ′
= c0
dk0
d(k0n′eff )
=
c0
n′eff + k0d[
d(n′eff )
d(k0d)
]
(2.17)
The stopped light appears at vg = 0, which means that it can be obtained at the
point where the dispersion diagram has an infinite slope. Therefore, TE2 and TE3
modes have potential to stop in the waveguide.
Now, we choose a particular mode TE2 to study the stopped light behavior in the
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presence of losses. In the lossless and less lossy case, from Fig. 2.10 the stopped light
is expected at the reduced slab thickness k0d = 6.32. Thus, at 172THz the light will
be trapped at the critical waveguide thickness d = 1.76µm. However, the scenario for
the lossy case is less obvious. Using Eq. 2.17 with d = 1.76µm, we obtain the plots in
center column of Fig. 2.10 for the three different cases. The top panel depicts the real
part of propagation constant β′w versus frequency, while the bottom panel illustrates
the normalized group velocity vg/c0 versus frequency. In the lossless and less lossy
cases above 172THz, two TE2 modes with different propagation constants and group
velocities can exist. One mode has positive group velocity, while the other one has
negative. This indicates that above 172THz, while one mode is forward propagating,
the other mode is backward propagating. At 172Thz, the two modes merge into a
single mode which is ultimately trapped inside the waveguide. Based on the group
velocity plots, it is clear that the light stops at f = 172THz in both lossless and
less lossy cases. However, in the lossy case, only one propagating mode exists in the
waveguide with the positive group velocity which approaches to 0 at 171.3THz. The
absence of the mode with negative group velocity hints at the difficulty of stopping
the light in the lossy case.
The right column of Fig. 2.10 plots the attenuation coefficient α = 2β′′ = 2n′′effk0).
In the less lossy case, 0.04 < α < 0.08, which is different for forward and backward
modes. Away from the stopped light frequency, the attenuation for the backward
mode is larger than the forward mode, while in the lossy case, 0.25 < α < 0.50,
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Figure 2.10: Left: neff versus k0d for surface modes and waveguide modes,
Center: dispersion diagrams of TE2 mode, and Right: attenuation of TE2
mode under three different cases. Solid blue line, dash green line and dot
red line correspond to lossless, less lossy, and lossy cases, respectively.
which is much larger compared to less lossy case. Since the attenuation for the
backward mode is higher than the forward mode in the lesslossy case, it should not
be surprising why the backward mode disappears in the dispersion diagram of the
lossy case. As we will investigate in the next section, if the attenuation in the lossy
case is faster than the light compression, it becomes difficult to observe the stopped
light inside the waveguide.
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2.4.2 Numerical analysis
A. Frequency domain simulations for the dispersion diagram
To verify the analytical calculations of the dispersion relations, we performed eigen-
mode simulations using COMSOL Multiphysics software package to obtain the dis-
persion diagrams for the hollow waveguide. Here, we considered the lossy case with
the same non-dispersive homogeneous waveguide cladding as above. The eigenmode
solver calculates the mode effective refractive index neff at different frequencies. By
inspecting the field distribution, we distinguish neff , hence the propagation constant
from β = neffk0 for the waveguide and surface modes. Fig. 2.11 compares the ana-
lytical and numerical dispersion relations for both surface SPP1 and the waveguide
TE2 modes. The left column corresponds to β
′ versus frequency and the right one
corresponds to the attenuation coefficient α versus frequency. It is clear that the
numerical results agree very well with the analytical results for both the surface and
waveguide modes.
B. Time domain simulations for the slow and stopped light
We designed a linearly tapered waveguide to further investigate the slow and stopped
light phenomena. The geometry of the tapered waveguide is shown in Fig. 2.12. We
used the FDTD Solutions module of the Lumerical software package in this section
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Figure 2.11: Numerical result comparing with analytical result. Solid red
line represents analytical result, and black circle marker represents numerical
result.
to simulate the light propagating in the waveguide. Perfect matched layer (PML)
boundary conditions were applied to the boundaries of the computational domain
perpendicular to the x and z directions. Periodic boundary conditions (PBCs) were
used in the y direction. The light enters the waveguide from the wide input port
with 2.8µm air core thickness, which is reduced down to 0.8µm at the exit. The total
length of the waveguide is 80µm. Having calculated the eigenmodes supported by
the waveguide, the TE2 mode was injected into the waveguide. Firstly, we design
the cladding as a homogeneous structure with the center frequency of 172THz and
the bandwidth of 2.2THz. To investigate the influence of losses, we first assumed
that the cladding is a homogeneous non-dispersive material similar to the analytical
calculations above and considered again the three cases, i.e., lossless, less lossy, and
lossy.
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Figure 2.12: Geometry of a linearly tapered waveguide with negative index
material (NIM) cladding. Purple arrow indicates the propagation direction.
Fig. 2.13 shows the snapshots of the electric fields Ey in the waveguide at differ-
ent times. When the waveguide mode propagates along the tapered waveguide, the
group velocity continuously decreases [see the dispersion curve for the TE2 mode in
Fig. 2.10]. Therefore, the rear part of the light pulse travels faster than the front
part, and as a result, the pulse experiences a spatial compression along the propa-
gation direction. This occurs in all the three cases. In the lossless and less lossy
cases, when the group velocity decreases to 0 at the critical thickness 1.75µm (close
to analytical thickness 1.76µm), the pulse is extremely compressed into a small region
and stopped. However, the stopped light cannot survive at the critical thickness for
a long time mainly due to the backward scattering. For the lossy case, the mode
attenuation occurs much faster than the mode compression. Thus, we cannot trap
the light inside the waveguide. This is not surprising give the attenuation coefficients
shown in the top and bottom panels of Fig. 2.10.
Next, instead of the homogeneous non-dispersive cladding, we directly simulated the
waveguide with the inhomogeneous dispersive negative index structure in [182] as
the cladding to compare the results. The designed waveguide geometry is shown in
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Figure 2.13: Snapshots of the propagation of the pulse at different moments
for lossless case, less lossy case and lossy case, respectively.
Fig. 2.14(a). There are 20 periods of unit cells in the x direction, and 3 periods in
the z direction on each side in the cladding. The inset depicts the top view of the
waveguide. The input port of the waveguide is 1.9µm thick and the exit port is 1.6µm
thick. The PBCs were applied along the y direction, and PML boundary conditions
were applied in the x and z directions. Again, the TE2 pulse was injected into the
tapered waveguide in Fig. 2.14(a) and the electric field distribution |Ey| at different
times were plotted in Fig. 2.14(b). Similar to the waveguide with the non-dispersive
homogeneous cladding in the lossy case, when the pulse enters the waveguide, it
rapidly attenuates before a significant compression. Thus, the light is dissipated due
to the losses before it is trapped. Note that the pulse propagation behavior with
the inhomogeneous and dispersive cladding material (see Fig. 2.14) is similar to the
homogeneous and non-dispersive cladding material (see Figs. 2.12 and 2.13), because
the latter has no appreciate change in the effective material parameters within the
assumed pulse bandwidth. Since the FOM of the inhomogeneous negative index
structure [182] is comparable to (or even higher at n′eff = −1 than) many optical
negative index metamaterial structures, the results here hints that it may be difficult
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Figure 2.14: (a) Geometry of the designed waveguide with cladding made
of practical structure. (b) snapshots of the electric field distribution at dif-
ferent moments
to observe stopped light behavior inside an optical waveguide with negative index
cladding. This is true even if the mode confinement or trapping is inside the lossless
core region, i.e., air. Furthermore, consistent with [54] these results strongly contrast
with and challenge the originally proposed ”trapped rainbow” idea [174] where the
confinement was assumed inside a hypothetical lossless negative index metamaterial.
2.5 Direct laser metal writing technique
Although DLW provides an opportunity to create arbitrarily 3D structures, the tech-
nique is unable to produce vertically disconnected 3D structures, such as a volumetric
array of metal dots. The disconnected metal dot [184] or metal rod [185] can cre-
ate bulk optical metamaterial resonators. An option to fabricate disconnected metal
features is direct laser metal writing technique [144]. When the laser comes to the
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Figure 2.15: 56µm diameter silver rings that exhibits negative permittivity
at 400µm wavelength. [Reprinted/Adapted] with permission from Kevin
Vora.
focus, nonlinear light-matter interaction induces the metal-ion photoreduction pro-
cess in a volume smaller than the diffraction limited focal spot, which initiates the
metal nanoparticles growth. We designed two silver rings inside gelatin operating in
the THz region, and obtained electric resonance in the ring and split ring, respec-
tively. Kevin Vora of Dr. Eric Mazur’s group at Harvard University fabricated these
two structures. The results are shown in Fig. 2.15 and 2.16, which are reprinted
from Kevin Vora’s PhD dissertation [186] with permission from him. The designs are
shown on the top line and the optical images of the fabricated structures are shown
on the bottom line.
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Figure 2.16: 36µm diameter silver split rings with 1µm gap size that
exhibits negative permittivity at 400µm wavelength. [Reprinted/Adapted]
with permission from Kevin Vora.
2.6 Conclusion
In summary, based on the vertical connectivity requirement, we propose a hyperbolic
metamaterial and a hollow waveguide with negative index cladding operating at op-
tical frequencies. These structures have the potential to fabricate using combined
state-of-the-art STED-DLW technologies and subsequent electroplating of gold. For
the hyperbolic metamaterial, the structure supports three different magnetic dipoles,
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which cannot only contribute to hyperbolic dispersion but also provide an opportunity
to design 3D isotropic effective permeability. For the waveguide, by studying negative
index waveguide analytically and numerically under three different loss cases, we dis-
cover that material absorption plays an important role in the waveguide performance.
These losses will reduce the opportunity for trapping light inside the waveguide. The
way to compensate losses will be studied in the next chapter. Finally, we show that
direct laser metal writing has the potential to fabricate disconnected metal features.
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Chapter 3
Compensation of losses without
gain media 1
3.1 Introduction
Abbe’s diffraction limit generally restricts the resolution of conventional optical sys-
tems [187]. Sub-wavelength features, which correspond to rapid spatial variance of
electromagnetic waves, are decayed exponentially and are consequently too weak to
contribute to the image in the far field. The smallest feature size that conventional
optical systems can resolve is about one half of the light wavelength. Perfect lenses
1The material contained in this chapter was previously published in Prog. Electromagn. Res. C 70,
1 (2016) and J. Opt. Soc. Am. B 34, 1310 (2017). Refer Appendix A for granted permission to be
published.
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[7, 9, 34], superlenses [188, 189, 190], flat lenses [191, 192], and hyperlenses, including
magnifying superlenses [2, 10, 11, 126, 127, 128, 129, 193, 194] based on metamate-
rials have been proposed or experimentally demonstrated. These lenses provide the
possibility to break the diffraction limit. The ability for converting evanescent waves
to propagating waves and hence allowing for image processing with conventional op-
tical components has made hyperlenses receive much attention along with alternative
approaches, such as super-resolution imaging with microsphere lenses [195, 196]. So
far, the proposed and fabricated hyperlenses mainly consist of pairs of metal and di-
electric layers. These structures are highly anisotropic metamaterials with generally
opposite signs of permittivity tensor elements to give hyperbolic dispersion.
Unfortunately, different types of loss mechanisms exist that constrain the hyperlens
resolution. These loss mechanisms include absorptive loss, such as in metal com-
ponents [140], discretization loss (i.e., periodicity artifacts [147]) arising from the
invalidity of the homogeneous effective medium approximation, and impedance mis-
match loss that appears at the interface between the hyperlens and the substrate
[197].
Recently, we proposed a novel loss compensation technique called the plasmon injec-
tion scheme (or referred to as Π scheme) [107]. The Π scheme is realized by a coherent
superposition of two electromagnetic fields in a lossy medium, such as a metamate-
rial. One of the fields constitutes the signal and is excited in the metamaterial by an
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external input field, such as an object field to be imaged. The other field is the pump
and is excited in the metamaterial by an external auxiliary field. The pump field is
used to compensate the photon loss in the signal. Although the original Π scheme was
based on surface plasmon polariton (SPP) modes in plasmonic metamaterials, hence
the name, the concept is equally applicable to any type of electromagnetic mode. This
technique does not need traditional optical-gain providing medium, hence eliminates
its associated complexities, and is more importantly equivalent to applying a simple
spatial filter for imaging.
In this chapter, we used the design of one experimentally realized cylindrical hyper-
lens as an example to demonstrate the applicability of this technique to hyperlensing
for higher resolution imaging. We showed the mathematical details of the entire pro-
cedure of the Π scheme loss compensation technique as an equivalent inverse filter
post-processing scheme and implement it for a hyperlens imaging system to demon-
strate that this technique can compensate losses originating from different types of
physical mechanisms, not only absorption but also discretization and impedance mis-
match.
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3.2 Procedure for the inverse filter loss compensa-
tion technique emulating the Π scheme
The hyperlens that we studied here is from [2]. To begin the procedure, the simulation
result from [2] is replicated using the commercial finite element solver COMSOL
Multiphysics. Fig. 3.1 shows the simulated magnetic field distribution. The hyperlens
consists of 8 pairs of concentric Ag/Al2O3 layers, with the surrounding material being
quartz. The thickness of the Ag and Al2O3 layers is 35nm. At λ0 = 365nm working
wavelength, the permittivities of Ag, Al2O3 and quartz are m = −2.4012 + i0.2488,
d = 3.217, and qtz = 2.174, respectively. This layered structure can be considered
as a homogeneous anisotropic structure with the effective permittivity satisfying the
following equations:
ρ =
md
(1− p)m + pd (3.1)
φ = pm + (1− p)d (3.2)
where p is the filling ratio of the metal. In this designed structure, p = 0.5, and then
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Figure 3.1: Replicated hyperlens magnetic field (A/m) distribution simu-
lation result corresponding to Fig. 2(b) from [2]. Two 50nm wide openings
in a 50nm thick Cr layer are considered as the object. The center to center
separation of the openings is 150nm. The working wavelength is 365nm.
Image taken from ref [3], [EMW Publishing].
ρ = −16.7786+ i7.0793 and φ = 0.4079+ i0.1244. The hyperlens is illuminated by a
transverse-magnetic(TM) polarized plane wave (i.e., magnetic field is along the axis
of the cylindrical hyperlens) using a port backed by perfectly matched layers (PML)
to absorb outgoing waves. The result is in agreement with Fig. 2(b) from [2].
After verifying the simulation result, the imaging process can begin as described
here. First, the raw image is obtained by the hyperlens. Due to absorptive loss in
the hyperlens, the high spatial frequency components of the object are attenuated
on the image plane. Then, a filter is applied to compensate this attenuation. After
this post processing, a high resolution image will be obtained. The compensation
filter applied here is the inverse of the hyperlens transfer function, which is calculated
by simulation. Interestingly, this corresponds to recently proposed Π scheme loss
compensation technique for imaging [107]. In the Π scheme, the total incident field
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Figure 3.2: Geometry for the studied hyperlens designed in COMSOL.
Cylindrical coordinate system (ρ,φ,z) is used in the simulation. [Reprint-
ed/Adapted] with permission from ref [4], [Optical Society of America].
in the object plane is a coherent superposition of the main object to be imaged
and some auxiliary object. The auxiliary object coherently excites the underlying
modes of the system, resulting in a compensation of the attenuation in the main
object. This scheme is equivalent to applying a filter in the Fourier domain to amplify
the high spatial frequency components. Although inverse filtering is well-known for
propagating modes in the field of image processing, application to evanescent modes
and intimate relation with loss compensation distinguish the work presented here
from traditional inverse filtering. In the following parts, we will show the steps of the
loss compensation technique in detail.
3.2.1 Mode solution in hyperlens
Figure 3.2 shows the geometry of the studied hyperlens. Here we assume TM
polarization (i.e., field components Eρ, Eφ, and Hz) and the permittivity tensor
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¯r =

ρ 0 0
0 φ 0
0 0 z
. In cylindrical coordinates, the time-harmonic form of Maxwell
equations
−→5 ×−→H = −jω−→D and −→5 ×−→E = jω−→B can be written as:
−→5 ×−→H = 1
ρ
∣∣∣∣∣∣∣∣∣∣∣∣
ρˆ ρφˆ zˆ
∂
∂ρ
∂
∂φ
0
0 0 Hz
∣∣∣∣∣∣∣∣∣∣∣∣
=
1
ρ
∂Hz)
∂φ
ρˆ− ∂Hz
∂ρ
φˆ (3.3)
−→5 ×−→E = 1
ρ
∣∣∣∣∣∣∣∣∣∣∣∣
ρˆ ρφˆ zˆ
∂
∂ρ
∂
∂φ
0
Eρ ρEphi 0
∣∣∣∣∣∣∣∣∣∣∣∣
=
1
ρ
[
∂(ρEφ)
∂ρ
− ∂Eρ
∂φ
]zˆ (3.4)
jω
−→
D = jω0¯r
−→
E = jω0

ρ 0 0
0 φ 0
0 0 z


Eρ
Eφ
0
 = jω0(ρEρρˆ+ φEφφˆ) (3.5)
jω
−→
B = jωµ0µr
−→
H = jωµ0Hz zˆ (3.6)
Thus, we obtain three coupled equations corresponding to ρ, φ and z components,
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respectively:

jω0rhoEρ = −1ρ ∂Hz∂φ
jω0phiEφ =
∂Hz
∂ρ
1
ρ
[
∂(ρEφ)
∂ρ
− ∂Eρ
∂φ
] = jωµ0Hz
(3.7)
Eliminating Eρ and Eφ in Eq. 3.7 and using the free-space relations c = 1/
√
0µ0,
k0 = 2pi/λ0 = 2pi/(c/f) = ω/c, we obtain the following Eq. 3.8, which only contains
the Hz component:
ρ
φ
∂
∂ρ
(ρ
∂Hz
∂ρ
) +
1
ρ
∂2Hz
∂φ2
= −k20ρ2Hz (3.8)
Using the separation-of-variables method [198], the solution can be written in the
form of
Hz = R(ρ)Φ(φ) (3.9)
Substituting Eq. 3.9 into Eq. 3.8, we obtain
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1φ
ρ
R(ρ)
d
dρ
(ρ
dR(ρ)
dρ
) +
1
ρ
1
Φ(φ)
d2Φ(φ)
dφ2
= −k20ρ2 (3.10)
Since the second term in Eq. 3.10 is a function of only φ component, it can be set
equal to a constant:
1
Φ(φ)
d2Φ(φ)
dφ2
= −m2 (3.11)
The valid solution for Φ(φ) is
Φ(φ) ∝ eimφ (3.12)
Substituting Eq. 3.11 into Eq. 3.10, for the ρ component, R(ρ) satisfies
ρ2
d2R(ρ)
dρ2
+ ρ
dR(ρ)
dρ
+ (ρ2k20φ −
φ
ρ
m2)R(ρ) = 0 (3.13)
Equation 3.13 is a generalized Bessel equation, and the solution has the form
R(ρ) ∝ J
m
√
φ
ρ
(k0
√
φρ) (3.14)
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Therefore, the final solution can be written as a product of R(ρ) and Φ(φ):
Hz(ρ, φ) ∝ J
m
√
φ
ρ
(k0
√
φρ)e
imφ (3.15)
Here m is the angular momentum mode number of the cylindrical wave. Due to the
angular momentum conservation, the tangential component of the wave vector kφ
satisfies the equation m = kφρ, where ρ is the distance from center.
Since the real parts of φ and ρ have opposite signs and are considerably larger in
magnitude than the imaginary parts, the hyperlens has hyperbolic dispersion relation,
which has approximately the form [1, 10]
k2ρ
φ
− k
2
φ
|ρ| = (
ω
c
)2 (3.16)
With the wave propagating away from the center, kφ is decreased as a result of
increasing ρ. Meanwhile, the image is magnified by approximately a factor of (r2/r1),
where r1 and r2 are the radii of the object and image planes, respectively.
3.2.2 Selection of the object and image plane
Due to the cylindrical coordinate system, the object and image surfaces are curved,
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as shown in Fig. 3.2. We prefer to call these surfaces in the rest of the chapter as
the object plane and image plane, respectively, since the object and image are still
confined to quasi-planar edges of the hyperlens in most experiments [11, 127, 128, 129,
193]. The object plane is selected as the inner surface of the hyperlens. The radius of
the object plane is r1 = 240nm. Imaging with the hyperlens differs from the negative
index flat lens [108], in that the distance between the image plane and the object
plane for the flat lens is equal to twice the lens thickness, resulting in an automatic
phase compensation at the image plane [9]. However, in the hyperlens, for different
values of spatial frequency kφ, the phase is restored at different positions. Since there
is no unique image plane to realize the phase compensation, we can arbitrarily choose
the image plane location. This means that the compensation scheme should then
account for both the amplitude and phase. The radius of the image plane we choose
here is r2 = 1100nm. As a result, the image has around 4.5 times magnification.
3.2.3 Cylindrical wave expansion of an arbitrary electromagnetic field
A. Expansion at the object plane
An object here can be represented by a TM-polarized arbitrary magnetic field
Oz(ρ, φ), which can be expanded in a basis of cylindrical waves obtained in Section
3.2.1:
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Oz(ρ, φ) =
∫ +∞
0
+∞∑
m=0
A(kρ,m) · J
m
√
φ
ρ
(k0
√
φρ)e
imφkρdkρ (3.17)
where
A(kρ,m) = F˜ (Oz(ρ, φ)) =
∫ +∞
0
∫ 2pi
0
Oz(ρ, φ)[J
m
√
φ
ρ
(k0
√
φρ)]
∗×e−imφρdρdφ (3.18)
The object is defined at the object plane ρ = r1, and kρ is related to m by Eq. 3.16.
Thus, Eq. 3.17 can be written as
Oz(ρ = r1, φ) =
+∞∑
m=0
A(kρ(m, ρ = r1),m) · J
m
√
φ
ρ
(k0
√
φr1)e
imφkρ(m, ρ = r1)
=
+∞∑
m=0
A(kρ1(m),m)B(m)kρ1(m)e
imφ (3.19)
where we define
J
m
√
φ
ρ
(k0
√
φr1) = B(m) (3.20)
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Then Eq. 3.18 changes to
A(kρ1(m),m) = F˜ (Oz(ρ = r1, φ)) = O˜(m)
=
+∞∑
n=0
Oz(ρ = r1, φn) · [J
m
√
φ
ρ
(k0
√
φr1)]
∗ × e−imφnr1
= B∗(m)r1
+∞∑
n=0
Oz(ρ = r1, φn)e
−imφn (3.21)
Then we obtain
F˜ (Oz(ρ = r1, φ)) = F˜p(Oz(ρ = r1, φ))F˜φ(Oz(ρ = r1, φ)) (3.22)
The ρ part F˜p(Oz(ρ = r1, φ)) = B
∗(m)r1 is constant for different values of m and can
be easily calculated. On the other hand, the φ part can be calculated in MATLAB:
O˜′(m) = F˜φ(Oz(ρ = r1, φ)) =
+∞∑
n=0
Oz(ρ = r1, φn)e
−imφn (3.23)
and then
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O˜(m) = B∗(m)r1O˜′(m) (3.24)
B. Expansion at the image plane
Similar to the object, the raw image Iz(ρ, φ) obtained at the image plane ρ = r2
satisfies the following equations:
Iz(ρ = r2, φ) =
+∞∑
m=0
C(kρ2(m),m)D(m)kρ2(m)e
imφ (3.25)
J
m
√
φ
ρ
(k0
√
φr2) = D(m) (3.26)
C(kρ2(m),m) = I˜(m) = D
∗(m)r2
+∞∑
n=0
Iz(ρ = r2, φn)e
−imφn (3.27)
I˜ ′(m) =
+∞∑
n=0
Iz(ρ = r2, φn)e
−imφn (3.28)
I˜(m) = D∗(m)r2I˜ ′(m) (3.29)
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I˜(m) and O˜(m) are related by the transfer function T (m) as
I˜(m) = O˜(m)T (m) (3.30)
C. Increasing the lengths of the object and image planes
The method used in MATLAB to calculate the discrete Fourier transform is the fast
Fourier transform. Using the raw image, for example, Eq. 3.28 is changed to
I˜ ′(m) =
N∑
n=1
Iz(ρ = r2, φn)e
i2pi(m−1)(n−1)
N (3.31)
Comparing Eq. 3.31 with Eq. 3.28, it can be seen that φn satisfies
φn =
2pi(n− 1)
N
(3.32)
Equation 3.32 requires that the arc length of the image plane should be 2pir2. In
the simulation, we can only define φ from 0 to pi due to the actual geometry of the
fabricated structure. Therefore, a window function is applied to define the fields in
the ranges pi < φ ≤ 1.5pi and −0.5pi ≤ φ < 0. Since the object is always defined at
the central part of the object plane, the corresponding image is also obtained in the
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center. Hence, we choose a simple rectangular window function u(0 ≤ φ ≤ pi) = 1,
and u(−0.5pi ≤ φ < 0) = u(pi < φ ≤ 1.5pi) = 0. As a result, the electromagnetic
fields outside the computational domain are set to 0.
3.2.4 Transfer function calculation
In the simulation, we define cylindrical waves as the input with the form eimφ at
the object plane ρ = r1, where different values of m correspond to different spatial
frequencies. At the image plane, ρ = r2, the complex field information of the image
is obtained. We collect the complex magnetic field ho(m) at point P1(r1, φ0) on the
object plane and hi(m) at point P2(r2, φ0) on the image plane. The angle φ0 is
arbitrary and chosen as pi/2 for convenience. Then we obtain complex T ′(m) as
T ′(m) = hi(m)/ho(m) (3.33)
Here, we should note that T ′(m) is not equal to the transfer function T (m) in Eq. 3.30.
Even in the absence of losses, the cylindrical wave amplitude changes as the wave
propagates. T ′(m) is calculated by the division of the fields at the two points. Thus,
T ′(m) accounts for only the amplitude change between the object plane and image
plane for individual cylindrical waves. In contrast, T (m) in Eq. 3.30 results from
all the points and waves contributing to the object and image. For example, in the
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lossless case, T (m) = 1. Therefore, T (m) and T ′(m) can be related by
T (m) =
T ′(m)
t(m)
(3.34)
where t(m) corrects the amplitude change between the image plane and the object
plane. For a particular m, every radial frequency kρ along the curve contributes to
the cylindrical wave amplitude. Thus, t(m) satisfies
t(m) =
∫ +∞
0
J
m
√
φ
ρ
(k0
√
φρ)e
imφkρdkρ
∣∣∣∣
ρ=r2∫ +∞
0
J
m
√
φ
ρ
(k0
√
φρ)eimφkρdkρ
∣∣∣∣
ρ=r2
=
D(m)kρ2(m)
B(m)kρ1(m)
(3.35)
which will be used in the following part calculation.
3.2.5 Loss compensation procedure
Due to losses during the imaging process, the high-spatial frequency components of
the object that correspond to large m value are decayed rapidly such that they become
too weak to contribute to the image resolution. Therefore, the compensation filter
F (m) = 1/T (m) is used to amplify those frequency components, and the Fourier
spectrum of the compensated image I˜c(m) satisfies
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I˜c(m) = I˜(m)F (m) =
O˜(m)T (m)
T (m)
= O˜(m) (3.36)
3.2.6 Simplification of the post-processing procedure for the loss compen-
sation
Since ρ is fixed at the object and image planes, the Fourier spectrum of the ρ com-
ponents is always constant with a fixed m value. Thus, it can be shown that in order
to simplify the post-processing for the loss compensation, we do not need to consider
the ρ components in the calculation. To achieve our goal, first, we will derive two
equations below. In Section 3.2.4, we define the object to be eimφ, which can be
expanded using Eqs. 3.19 and 3.21:
eimφ =
+∞∑
m′=0
A(kρ1(m
′),m′)B(m′)kρ1(m′)eim
′φ (3.37)
A(kρ1(m
′),m′) = B∗(m′)r1
+∞∑
n=0
eimφne−im
′φn = B∗(m′)r1δ(m−m′) (3.38)
Substituting A(kρ1(m
′),m′) into Eq. 3.37, we obtain
eimφ = r1kρ1(m)|B(m)|2eimφ (3.39)
72
Hence, this gives the first equation:
r1kρ1(m)|B(m)|2 = 1 (3.40)
Similar to the object plane, at the image plane ρ = r2, we can derive another equation:
r2kρ2(m)|D(m)|2 = 1 (3.41)
Then we define a new compensation filter F ′(m) = 1/T ′(m), which is different from
F (m) = 1/T (m). Applying F ′(m) directly to I˜ ′(m)we obtain I˜ ′c(m), which is the φ
component of the Fourier spectrum for the compensated image:
I˜ ′c(m) = I˜
′(m)F ′(m) =
I˜ ′(m)
T ′(m)
(3.42)
Using Eqs. 3.24, 3.29, 3.30, 3.34, 3.35, 3.40 and 3.41, we obtain
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I˜ ′c(m) =
I˜ ′(m)
T (m)tm
=
I˜ ′(m)
( I˜(m)
O˜(m)
)(D(m)kρ2(m)
B(m)kρ1(m)
)
=
I˜(m)
D ∗ (m)r2
O˜(m)
I˜(m)
B(m)kρ1(m)
D(m)kρ2(m)
=
O˜(m)
B∗(m)r1
1
r2kρ2(m)|D(m)|2
= O˜′(m) (3.43)
Thus, the φ component of the Fourier spectrum is fully compensated. At the image
plane ρ = r2, based on Eq. 3.29, the ρ component of the Fourier spectrum is equal to
D∗(m)r2. Then, I˜c(m)is given by
I˜c(m) = D
∗(m)r2I˜ ′c(m) (3.44)
Taking the inverse Fourier transform,
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Ic(ρ = r2, φ) = F˜
−1(I˜c(m)) =
+∞∑
m=0
I˜c(m)D(m)kρ2(m)e
imφ
=
+∞∑
m=0
D∗(m)r2I˜ ′c(m)D(m)kρ2(m)e
imφ
=
+∞∑
m=0
I˜ ′c(m)e
imφ (3.45)
Equation 3.45 shows that the inverse Fourier transform of the φ component of the
compensated image spectrum I˜ ′c(m) is equal to the inverse Fourier transform of the
total compensated image spectrum I˜c(m). Therefore, it is sufficient to take the inverse
Fourier transform of only the φ component. Then, the resultant compensated image
is a function of φ with ρ = r2. This simplifies the loss compensation by reducing the
post-processing to the calculation of only the φ component.
3.2.7 Selection of the cutoff frequency for the transfer function
According to Eqs. 3.36 and 3.43, in the ideal case, the compensated image will recover
all the information of the object. However, we acquire the transfer function and the
image from finite element simulations. Noise corresponding to numerical error will be
produced during the simulation because of the imperfect mesh size and solver settings
in COMSOL. Due to the losses in the imaging process, the amplitude of high-spatial-
frequency components becomes comparable or less than the noise at the image plane.
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This marks the cutoff frequency. Here we define a variable γ as
γ = max(Ai)/min(Ai) (3.46)
where Ai is the amplitude of the cylindrical wave at the image plane for the ith spatial
frequency. The condition for the cutoff frequency is determined by γ = 3dB below
unless otherwise stated. This means that we consider only the spatial frequency
components less than the cutoff frequency, for which min(Ai) ≥ 0.5max(Ai). We
refer to the resultant object, which excludes high spatial frequencies above cutoff,
as the truncated object. In signal processing, 3dB attenuation commonly defines the
cutoff frequency for filters.
3.3 Application of the Π scheme to different loss
mechanisms in the imaging system
3.3.1 Results for applying the loss compensation technique to the experi-
ment hyperlens
Based on procedure in Section 3.2, the transfer function and corresponding compen-
sation filter for amplitude and phase are shown in Fig. 3.3. Since m is an integer, the
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transfer function is a discrete function of m.
To demonstrate the imaging procedure, a magnetic field with four Gaussian features
is defined at the object plane as an example. Note that this procedure can be per-
formed with any arbitrary features at the object plane. The field is defined so that
the smallest separation between two peaks is 50nm. To begin, the raw image is
obtained through the hyperlens at the image plane. Then in the spatial frequency
domain, the Fourier transform of the raw image is multiplied by the compensation
filter. The amplitude and phase compensation results are shown in Figs. 3.4(a) and
(b), respectively. After transformation back to the spatial domain, the compensated
image is obtained in Fig. 3.4(c). The image is magnified because of the hyperlens
dispersion and geometry. Therefore, in order to clearly show the result, θ is used as
the horizontal axis in Fig. 3.4(c). It is clearly seen that the sub-diffraction-limited
features of the object can be reconstructed with a resolution of λ0/7 after applying
the loss compensation filter, while the raw image obtained by the hyperlens alone
cannot be resolved.
We should note that according to section 3.2.7, the filter was truncated at m = 36.
The resultant truncated object, which maintains the major sub-diffraction-limited
features of the original object, is also shown in 3.4(c). The loss compensation filter
almost perfectly reconstructs the truncated object.
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Figure 3.3: Calculated (a) amplitude and (b) phase of the hyperlens
transfer function (blue) plotted with the corresponding compensation filter
(green). Image taken from ref [3], [EMW Publishing].
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Figure 3.4: (a) Amplitude and (b) phase Fourier spectra for the origi-
nal object, raw image, and compensated image, respectively. (c) Magnetic
field intensity for the original object, truncated object, raw image, and com-
pensated image. The compensated image is clearly resolved beyond the
diffraction limit. Image taken from ref [3], [EMW Publishing].
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Figure 3.5: Magnetic field intensity for the original object, truncated ob-
ject, raw image, and compensated image for (a) 328nm wavelength, and (b)
372nm wavelength
In general, the present compensation method can be applied to any part of the elec-
tromagnetic spectrum. Here, using the permittivity data in [199] and [200] for Ag
and Al2O3, respectively, we found that the structure in Fig. 3.2 maintains hyper-
bolic dispersion over a wavelength range from 328nm (915THz) to 372nm (806THz).
When the compensation method is applied to this entire wavelength range, according
to our simulations the obtained resolutions are λ0/4.4 at 328nm and λ0/8.5 at 372nm
with the resolution enhancement factors of 4.4 and 1.6, respectively. The results are
shown in Figure 3.5. It is important to note that at 328nm in particular, the reso-
lution of the hyperlens without the loss compensation method is only λ0 (i.e., twice
worse than the diffraction limit). This shows that the effective operating bandwidth
of the hyperlens is also increased by the present compensation method. On the other
hand, the effective spatial frequency range, which ultimately determines the image
resolution achievable by this compensation method at a given wavelength, is limited
by the noise floor.
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Figure 3.6: Comparison of the images obtained by spatial filtering (green
light solid line) and the Π scheme (black solid line) using a coherent su-
perposition of an auxiliary object and the original object as the total input
(blue, dash-dotted line) for the hyperlens. Image taken from ref [3], [EMW
Publishing].
To illustrate the equivalent of the above spatial filtering process with the Π scheme
[107], we simulate directly the coherent superposition of an auxiliary object and the
original object as an input to the hyperlens and find the resultant image instead of
simulating the original object alone and then performing the spatial filtering (see
Fig. 3.6). The superposed total input is calculated from the compensated image
spectrum in Fig. 3.4 using the transfer function in Fig. 3.3. The auxiliary object (not
shown) is the difference between the total input and the original object due to the lin-
earity of the system. It is clearly seen in Fig. 3.6 that the image obtained through the
direct simulation of the total input strongly agrees with the image obtained through
the spatial filtering. This suggests that the Π scheme in which a part of the total in-
put (i.e., auxiliary object) physically compensates the losses in the hyperlens to leave
the original object intact is equivalent to applying mathematically a compensating
spatial filter to the raw image.
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3.3.2 Study of different loss mechanisms
The major loss mechanisms responsible for deterioration of the hyperlens image reso-
lution include absorption, inherently discretized unit cells, and impedance mismatch.
In our previous work, it has been already shown that the Π scheme is capable of com-
pensating the absorption loss in a homogeneous impedance matched negative index
flat lens [108]. In contrast, the hyperlens studied in this chapter was absorbing, con-
sisting of discretized unit cells and impedance mismatched. Using the Π scheme, we
enhanced the resolution of such hyperlens from λ0/4.5 to λ0/7 (i.e., a factor of about
1.6 enhancement in the resolution). However, we did not distinguish what types of
losses were compensated in the process. In the following part, we will explicitly show
that all of the above losses are accounted by the Π scheme.
A. Absorption loss
To achieve our goal, we start from an absorbing, inhomogeneous, and impedance
mismatched experimental hyperlens studied in detail in Section 3.3.1 and redescribed
in Fig. 3.2. It is trivial to prove the compensation of the absorption loss with the
Π scheme. When we remove the absorption loss from the hyperlens by defining the
silver with m = −2.4012 in the simulation, this immediately improves the resolution
of the uncompensated hyperlens from λ0/4.5 to λ0/5.4, indicating that the part of the
compensation achieved initially in Section 3.3.1 was indeed for the absorption loss,
which is not surprising as the original hyperlens was absorptive due to the nonzero
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imaginary part existing in the metal permittivity.
B. Discretization loss
Since the hyperlens is a layered structure, the discretization can also lead to losses.
We can consider a layered structure as an effective homogeneous medium under the
assumption that the layer thickness is much smaller than one effective wavelength λρ
along the radial direction. Based on Eq. 3.16, when the spatial frequency kφ is small
(i.e., small m value), such that kρ is close to k0, the regime where λρ ∼ λ0 is reached.
However, in the case that the image contains small sub-wavelength features, which
correspond to large kφ, kρ is much larger than k0. As a result, λρ  λ0 and this
leads to λρ being comparable with the layer thickness. Thus, the effective medium
assumption is no longer valid. The loss of information due to this process is identified
as the discretization loss. Having eliminated the absorption loss by setting the imagi-
nary part of the metal permittivity to zero and applying the compensation procedure
in Section 3.2, the results are shown in Fig. 3.7. Figures 3.7 (a) and (b) show, re-
spectively, the amplitude and phase information of the Fourier spectra of the original
object [see Eq. 3.23], the raw image [see Eq. 3.31], and the compensated image [see
Eq. 3.42]. After the transformation into the spatial domain, the compensated image,
which corresponds to the green line, is obtained in Fig. 3.7(c) [see Eq. 3.45]. It is
clearly seen that the compensated image coincides with the truncated object (i.e., the
object that excludes the high spatial frequencies beyond cutoff) and reasonably well
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Figure 3.7: (a) Amplitude (A/m) and (b) phase Fourier spectra for the
original object, raw image, and compensated image. (c) Magnetic field in-
tensity for the original object, raw image, and compensated image. The
Π scheme accounts for the discretization and impedance mismatch losses
resulting in a compensated image with a high resolution of λ0/7. [Reprint-
ed/Adapted] with permission from ref [4], [Optical Society of America].
represents the original object with small sub-wavelength features separated by λ0/7.
This result indicates that the Π scheme compensates losses beyond the absorption
loss.
C. Impedance mismatch loss
Even though the enhancement factor due to the loss compensation in Fig. 3.7 and the
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direct removal of absorption and discretization above is the same (i.e., λ0/7 resolution
is obtained in both), this does not mean all the compensation in Fig. 3.7 are from
the discretization. As we will show below, the impedance mismatch loss is another
major loss mechanism and requires a definition of an object with a higher resolution
in our analysis for a proof.
Therefore, to show the effect of loss compensation on the impedance mismatch, we
reduced the object feature size to λ0/9.6, so that the object cannot be resolved by
the nonabsorbing impedance mismatched hyperlens with 10nm layer thickness. Then,
following the loss compensation procedure described in detail in Section 3.2, we again
applied the compensation filter to the raw image and obtained the loss-compensated
high-resolution image, which is otherwise not possible without compensation. It
should be noted that the smaller the feature size is, the larger the spatial frequency
needed to reconstruct the object. If we still use γ = 3dB to determine the cutoff
frequency, which corresponds to m = 26, the truncated object cannot well represent
the four peaks in the original object, although the compensated image agrees well
with the truncated object. Therefore, we increased the cutoff to m = 30, which
corresponds to γ = 5dB. The results are shown in Fig. 3.8. Figures 3.8(a) and (b) are
the results in the Fourier domain and Fig. 3.8(c) is the result in the spatial domain.
It is clear that the Π scheme continues to compensate some other losses in the system
despite negligible discretization loss and no absorption in the system.
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Figure 3.8: (a) Amplitude (A/m) and (b) phase Fourier spectra for the
original object, raw image, and compensated image. (c) Magnetic field in-
tensity for the original object, raw image, and compensated image. The Π
scheme accounts for impedance mismatch loss resulting in a compensated
image with a high resolution of λ0/9.6. [Reprinted/Adapted] with permis-
sion from ref [4], [Optical Society of America].
When the electromagnetic waves impinge on the outer interface between the hyper-
lens and the quartz substrate, the impedance inside the hyperlens is not matched
with the impedance of the substrate (see Fig. 3.2). Note that since the objects are
defined on the inner interface of the hyperlens, there is no impedance mismatch on
the inner interface. We will show below that the impedance mismatch is another
major loss mechanism, which is largely responsible from the remaining losses and the
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one compensated in Fig. 3.8.
The physical implementation of the Π scheme requires applying an auxiliary object
coherently superimposed on the original object as the total object to obtain the
resultant loss-compensated high-resolution image. Considering this principle, first
we calculate the equivalent auxiliary object from the Π scheme directly and then
compare it with the auxiliary object calculated from impedance mismatch. If these
two auxiliary objects are close to each other, it means the loss compensated in Fig. 3.8
mainly originates from impedance mismatch.
1. Auxiliary object calculation from the Π scheme directly
In the Fourier domain, the compensated image I˜c(m) and the total object O˜total(m)
are related by the transfer function T (m) as
I˜c(m) = O˜total(m)T (m) (3.47)
The auxiliary object O˜aux(m) satisfies the equation
O˜aux(m) = O˜total(m)− O˜(m) (3.48)
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Figure 3.9: (a) Location where the impedance mismatch occurs. (b) The
region indicated by the dashed circle in (a) is enlarged. (c) The region
indicated by the dashed circle in (b) is enlarged. The two curves, which
are 2nm away from the interface, are defined as the upper and the lower
boundaries to calculate the transmission coefficient tint(m). See the text
for the details. [Reprinted/Adapted] with permission from ref [4], [Optical
Society of America].
Then, O˜aux(m) can be calculated by the equation
O˜aux(m) =
I˜c(m)
T (m)
− O˜(m) (3.49)
2. Auxiliary object calculation from the impedance mismatch
The impedance mismatch appears at the interface between the hyperlens and the
quartz substrate. As a result, some of the incident waves will reflect at the interface.
The auxiliary object h′aux(m) added at the interface will make the transmitted elec-
tromagnetic wave equal to the original incident wave. Figure 3.9 shows the schematic
for the calculation of the auxiliary object.
h′aux(m) satisfies the equation
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Tlens(m)ho(m) = tint(m)(Tlens(m) · ho(m) + h′aux(m)) (3.50)
where Tlens(m) is the transfer function from the object plane to the upper boundary,
ho(m) is the complex field described in Section 3.2.4, and tint(m) is the transmission
coefficient at the interface. Tlens(m) and tint(m) can be obtained by the similar
calculations in Section 3.2.4. After h′aux(m) is obtained, the auxiliary object haux(m)
that needs to be added at the object plane is equal to
haux(m) = h
′
aux(m)/Tlens(m) (3.51)
3. Comparison of the two auxiliary objects
O˜aux(m) and haux(m) calculated from Eqs. 3.49 and 3.51, respectively, are shown
in Fig. 3.10. Fig. 3.10(a) shows the Fourier spectra for the two auxiliary objects.
After superimposing the auxiliary object on the original object, the corresponding
image is obtained from the total input, as shown in Fig. 3.10(b). The blue curve in
Figs. 3.10(a) and (b) is obtained by using the auxiliary object calculated from the Π
scheme directly as described in Section 3.3.2.C.1, and the green curve is obtained from
the impedance mismatch calculation as described in Section 3.3.2.C.2. The results
clearly show that the two auxiliary objects are quite close to each other. Therefore,
88
0 5 10 15 20 25 30
m
10-6
10-4
10-2
100
Am
pl
itu
de
(a)
O
aux
(m)
H
aux
(m)
0 0.2pi 0.4pi 0.6pi 0.8pi pi
θ (rad)
0
0.1
0.2
0.3
|H|
(A/
m)
(b)
truncated object
raw image
image from total input
(pi scheme)
image from total input
(impedance mismatch)
Figure 3.10: (a) Fourier spectra (A/m) for the auxiliary objects calculated
by the two different methods. (b) Magnetic field intensity for the truncated
object, raw image, and the image from the total input for the two different
auxiliary objects. [Reprinted/Adapted] with permission from ref [4], [Optical
Society of America].
we can safely conclude that the origin of the losses compensated in Fig. 3.8 is mostly
the impedance mismatch. Meanwhile, the results also indicate that the Π scheme is
equivalent to mathematically applying a compensating inverse filter, which emulates
the physical implementation of the scheme.
3.3.3 Comparison with the magnifying superlens
It is interesting to compare the plasmon injection results for the hyperlens analyzed
above in this chapter and the magnifying superlens considered in Refs [193, 194].
The latter consists of alternating layers of effective negative and positive refractive
indices resulting from the SPP modes residing at the gold/polymethyl methacrylate
and gold/vacuum interfaces, respectively. The plasmonic illumination is achieved
by a phase-matching structure. The individual layer thicknesses inside the lens are
adjusted such that the phase after propagation through each functional layer is re-
stored to allow for ideal construction of the images. Such a magnifying superlens
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Figure 3.11: Image contrast and resolution of the magnifying superlens
are improved with the plasmon injection inverse filter. The FWHM of the
Gaussian features in the image is reduced from 77nm (red solid line) to 63nm
(green solid line) with the plasmon injection inverse filter. The Gaussian
features in the object has a FWHM of 61nm (blue solid line) and is separated
by 130nm. The operating wavelength of the magnifying superlens is 532nm.
The truncated object (black dashed line) with m = 25 perfectly represents
the object in the filtering process. [Reprinted/Adapted] with permission
from ref [4], [Optical Society of America].
has shown to resolve features of at least λ0/7, which is comparable to that of the
loss-compensated hyperlens analyzed in detail in this chapter. However, we found
that even the resolution of a magnifying superlens can be further improved with the
Π scheme. To verify this, we performed simulations for the magnifying superlens
and then applied a plasmon injection inverse filter for possible enhancement in the
image resolution. An object with Gaussian features that has an intensity full width
half-maximum (FWHM) of 61nm was used in the simulations similar to the exper-
iments [193, 194]. The intensity FWHM for the Gaussian features in the resultant
image was 77nm, which was very close to the experimental results. With the plasmon
injection inverse filter, the image contrast was improved and the FWHM was reduced
by approximately 18%, hence resulting in improved resolution (see Fig. 3.11). The
enhancement in resolution though was not as remarkable as in the hyperlens imaging
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system studied in detail above because the magnifying superlens has not much room
for improvement due to lesser losses and already sufficient performance for the given
feature size. However, we noticed that the Π scheme becomes more effective for en-
hancing the resolution of the magnifying superlens if smaller objects are imaged since
those objects contain higher spatial frequencies that cannot be easily restored by the
superlens alone anymore.
3.4 Conclusion
To sum up, the way to extend this Π scheme to hyperlens is presented, and Π scheme
implementation by an inverse filter is demonstrated. The entire process of the inverse
filter technique is described analytically in detail and implemented numerically using
MATLAB and the finite-element-based COMSOL Multiphysics software package. It
has been shown that the angular Fourier spectrum for the images obtained by the hy-
perlens is adequate for the mathematical implementation of the Π scheme. A strategy
for determining the cutoff frequency of the transfer function is discussed. Three major
loss mechanisms responsible from the deterioration of the image resolution, including
absorption loss, discretization loss, and impedance mismatch loss, are identified and
studied separately. The results demonstrate that all of these loss mechanisms existing
in the imaging process can be compensated by the Π scheme and its inverse filter ana-
log. Finally, it should be noted that the possibility of compensating the discretization
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loss raises the hopes for overcoming the unit cell size limitation, which determines the
ultimate quality of the metamaterials (e.g., resolution of a metamaterial lens). This
could relax the fabrication constraints by allowing for larger unit cell structures at a
fixed operating wavelength.
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Chapter 4
Miniaturized RF and optical
components 1
4.1 Introduction
To achieve a compact design, we propose an extremely sub-wavelength negative index
metamaterial working at RF with refractive index -109, surprisingly the previously
recorded most extreme refractive index of only 38.6 [201]. Meanwhile, at optical
frequencies, we propose a metamaterial-based beam splitter and realize polarizing,
partially polarizing and non-polarizing properties,respectively.
1The material contained in this chapter was previously published in Prog. Electromagn. Res. 152,
95 (2015). Refer Appendix A for granted permission to be published.
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4.2 Extremely sub-wavelength negative index
metamaterial
It is difficult to achieve extremely sub-wavelength negative index metamaterial due
to the lack of extremely sub-wavelength metamaterial electric resonators. Here, we
alleviate this problem by using an important strategy to reduce the effective plasma
frequency of the metamaterial. This enables the metamaterial better impedance
matched to free space. Such a strategy has not been applied to metamaterials before
to achieve extremely sub-wavelength operation and an extreme refractive index.
4.2.1 Physical geometry
The unit cell of the sub-wavelength negative index metamaterial structure consists of
three layers. The front side and the back side of a dielectric slab are a planar spiral and
a planar meandering wire, respectively (see Fig. 4.1). The square spiral design has 60
turns, line width w1 = 200µm, line spacing g = 20µm, center spacing s = 2mm, and
the thickness of the spiral is 35µm. The meandering wire design has 128 periods, line
width w2 = 50µm, meandering length l = 29mm, h = 120µm, and the thickness of the
wire is 35µm. The dielectric slab is 203µm thick and is modeled with a permittivity
of  = 2.6 + i0.04. The square spiral and the meandering wire are made of copper
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with a conductivity of σ = 5.8×107S/m. The dimension of the unit cell size is 30mm
× 30mm × 20mm. We used finite integration method based CST Microwave Studio
software package to perform the simulation. The s-parameters corresponding to the
complex reflection and transmission coefficients were calculated by using a frequency
domain solver. Then the effective medium parameters of the metamaterial structure
were retrieved by using the s-parameters [138]. Perfect electric conductor and perfect
magnetic conductor boundary conditions were used in the simulations for the x − z
plane and the x−y plane, respectively. We verified using periodic boundary conditions
that the electromagnetic field cannot distinguish the lack of mirror symmetry in this
specific structure [182]. We defined the incident electric field (E) along the y−axis to
excite the parallel electric current oscillations in the meandering wire. Magnetic field
(H) was along the z−axis to excite the magnetic resonant mode of the square spiral,
and the propagation direction (k) was along the x−axis. We selected the tetrahedral
meshes with an adaptive meshing method to accurately represent the model to be
simulated.
4.2.2 Effective parameters and physical mechanisms
In this section, we show the results for the retrieved effective parameters of the meta-
material structure and explain the origins of magnetic and electric response of the
proposed extremely sub-wavelength negative index metamaterial.
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Figure 4.1: Schematic of the (a) spiral and (b) meandering wire structure
with the geometric parameters indicated. (c) Side view of a small section
of the structure showing material layers. Image taken from ref [5], [EMW
Publishing].
A. Effective parameters
Figure 4.2(a) shows the resultant transmittance (T), reflectance (R), and absorbance
(A). The spiral in the extremely sub-wavelength negative index metamaterial has
60 turns. In Fig. 4.2(b), we plot the retrieved effective refractive index, n = n′ +
in′′. The negative refractive index bandwidth is 1.7MHz (ranging from 5.6MHz to
7.3MHz). At 5.8MHz, the real part of the refractive index reaches a record low of
108.6. Retrieved effective permittivity,  = ′ + i′′, and permeability, µ = µ′ + iµ′′,
are shown in Figs. 4.2(c) and (d), respectively. Notice that around 5.7MHz, there is
a magnetic resonance with a Lorentzian-like line-shape [141, 202]. The transmittance
around resonance frequency is about 5%, the corresponding refractive index is 92,
and the λ0/a ratio is 1733. In the negative refractive index band, the transmittance
is ranging from 4.5% to 7%, and the λ0/a ratio is ranging between 1370 and 1782.
96
4 5 6 7 8
Frequency(MHz)
0
0.2
0.4
0.6
0.8
1
(a)
R T A
4 5 6 7 8
Frequency(MHz)
-100
0
100
200
(b)
n' n"
4 5 6 7 8
Frequency(MHz)
-4
-2
0
2
10
3
(c)
' "
4 5 6 7 8
Frequency(MHz)
-5
0
5
10
(d)
' "
Figure 4.2: (a) Transmittance (T), reflectance (R), and absorbance (A)
spectra. (b) Retrieved effective refractive index. (c) Effective permittivity,
and (d) effective permeability. The spiral has 60 turns. Image taken from
ref [5], [EMW Publishing].
The maximum figure of merit (FOM, defined as −n′/n′′) is about 3 and more than
1 at n′ = -109. These values are comparable with the low-loss (i.e., low absorption
loss) metamaterials [135]. We should note that relatively poor impedance match here
is a natural consequence of a large negative refractive index.
Figure 4.3 shows that both the impedance matching and the FOM can be further
optimized by trading λ0/a ratio and refractive index with improved transmittance
resulting in an increase in the transmittance from 5% to 15% and a maximum FOM
of about 4. The calculated absorption loss is about 1dB/cm, which is on the same
order as [112]. The final structure retains the record values of λ0/a ratio of about
1000 and n′ = -56.
B. Magnetic response
The magnetic response arises from the planar square spiral. The spiral can be consid-
ered as an LC resonator with the resonance frequency ω0 = 1/
√
LC, where L is the
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Figure 4.3: ((a) Transmittance (T), reflectance (R), and absorbance (A)
spectra. (b) Retrieved effective refractive index. (c) Effective permittivity,
and (d) effective permeability. The number of turns in the spiral is reduced to
40 turns to blue-shift the operating frequency of the negative index metama-
terial. This enables the metamaterial relatively better impedance matched
to free space. Image taken from ref [5], [EMW Publishing].
inductance due to the winding wires and C is the capacitance resulting from adja-
cent metallic windings [86]. Extremely sub-wavelength negative index metamaterials
require sufficiently small magnetic resonance frequency. Therefore, L and C should
be sufficiently large. By winding the significant length of wire into a small area, L is
substantially increased. Additionally, decreasing the distance between the adjacent
wires makes C increased. As shown in Fig. 4.2(d), the magnetic resonance frequency
can be reduced down to around 5.7MHz, while the unit cell size along the propagation
direction is only 30mm. This underlies the obtained large λ0/a ratio.
Magnetic field and current density distributions near the magnetic resonance fre-
quency for the structure considered in Fig. 4.2 are shown in Fig. 4.4. Fig. 4.4(a)
shows the z component of magnetic field. The induced magnetic field is in the oppo-
site direction with the incident magnetic field. In the central part of the spiral, the
induced magnetic field is large enough to cancel the incident magnetic field. Therefore,
the direction of the total magnetic field is dominated by the induced magnetic field.
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Figure 4.4: (a) Magnetic field at 5.7MHz in the structure considered in
Fig. 4.2. Colors show the z-component of magnetic field Hz. (b) Correspond-
ing current density distribution. Colors show the x-component of current
density Jx. (c) The same as (b) except that colors show the y-component of
current density Jy. The complete loop current is indicated by black arrows
overlaying the current density plots in (b) and (c). (d) The magnitude of
the current density and (e) its distribution along a line extending from the
center of the spiral to the edge. Image taken from ref [5], [EMW Publishing].
However, at the outer edge, the induced magnetic field cannot cancel the incident
magnetic field, thus revealing the diamagnetic response [202, 203] of the metamate-
rial. A circular current flow can be observed in Figs. 4.4(b) and (c). The magnitude
of the current density is shown in Fig. 4.4(d). It can be seen in Fig. 4.4(e) that the
current density first increases with the distance from the center of the spiral and then
decreases toward the edge. The direction of the induced magnetic field is perpendic-
ular to the current flow. This verifies that the magnetic response originates from the
spiral structure.
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C. Electric response
In the following we explain how we achieved the required electric response to obtain a
measurable transmittance in the negative index band at an extremely sub-wavelength
regime. We first point out the deficiency of commonly used straight continuous wire
approach and then transform the straight wire into meandering wire for more favor-
able electric response.
1. Straight Continuous Wire
Initially, we used straight continuous wire on the backside of the dielectric substrate to
obtain Drude-like negative permittivity. The wire length, width, and thickness were
30mm, 200µm, and 35µm, respectively. We kept the geometric parameters for the
spiral and the dielectric slab the same as in Fig. 4.2. However, the transmittance was
almost zero in the resonance frequency range as shown in Fig. 4.5. Low transmittance
is due to the impedance mismatch. Around the resonance frequency, the impedance
of the structure is z = 0.02−i0, 02, while the impedance of the background is 1. Thus,
to improve the transmittance, the impedance of the structure should be as close as
possible to 1. At this frequency, the effective permittivity is  = −9111.7 − i5655.8,
and the effective permeability is µ = −4.7 + i6.7. Negative imaginary part in  is due
to the deficiency of the HEM approximation at this wavelength (i.e., the structure is
still not sufficiently sub-wavelength) [147, 148, 150, 152, 204].
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Figure 4.5: (Transmittance (T), reflectance (R), and absorbance (A) spec-
tra for the metamaterial with straight continuous wire on the back side of
the substrate. Image taken from ref [5], [EMW Publishing].
It is clear that, ideally, we need to bring the complex permittivity to the same order
as the complex permeability for the impedance match. This can be achieved if the
operating frequency is close to the diluted plasma frequency. Therefore, we need to
red-shift the plasma frequency as much as possible toward the magnetic resonance
frequency. With the straight wire on the back side, the plasma frequency is equal to
943MHz, while the magnetic resonance frequency is around 14MHz. It is worth men-
tioning that the resonance frequency is blue shifted in Fig. 4.5 compared to Fig. 4.2,
this is due to decreased overlap (or coupling), between the straight wire and the spiral.
2. Meandering Wire
Below we show that the plasma frequency can be significantly reduced if we trans-
form the straight wire into a meandering wire. This is the reason why we adopted
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the meandering wire above to improve the transmittance of otherwise opaque meta-
material. We start with presenting the results for induced electric current density
and then explain in detail how the meandering wire approach gives more desirable
electric response.
The parameters of the meandering wire are shown in Fig. 4.1. In Fig. 4.2(a), we can
clearly see that the transmittance in the case of the meandering wire improves in
comparison with the case for the straight wire. The impedance around the magnetic
resonance frequency is z = 0.06 − i0.04. Although the impedance is only slightly
improved, the transmittance reaches from almost zero to about 5%. Because the
induced non-resonant electric current on the meandering wire is much smaller than
the induced resonant current on the spiral, it is difficult to clearly illustrate the non-
resonant current. To address this problem, we first simulated the structure without
spiral and obtained the electric current density shown in Fig. 4.6. Then, we compared
the retrieved permittivity results with and without spiral and verified that the two
plots are almost the same. This suggests that the current density distribution shown
in Fig. 4.6 should also represent that of the negative index metamaterial structure
discussed in Fig. 4.2.
Note that the induced non-resonant electric current density follows the trajectory of
the meandering wire. As detailed below this is the essence of the reduced plasma
frequency, hence improved transmittance.
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Figure 4.6: (a) Current density distribution on the meandering wire at
5.7MHz. Colors show the x-component of the current density Jx. (b) The
same as (a) except that colors show the y-component of current density Jy.
The arrows overlaying the surface plots in (a) and (b) indicate the non-
resonant current which flows along the meandering wire. (c) The magnitude
of the current density. Image taken from ref [5], [EMW Publishing].
The plasma frequency can be expressed as:
ωp =
√
ρeffe2
0meff
(4.1)
where ρeff is the effective electron density, meff is the effective mass of electrons,
e is the elementary charge, e = 1.602 × 10−19C. 0 is the electric permittivity for
vacuum, 0 = 8.854 × 10−12F/m. We first calculate ρeff and meff for both straight
and meandering wires [205]. We define the width of the wires as w2, the thickness as
t, and the unit cell dimensions as a × a × c. For the straight wire, ρeff = ρw2t/ac,
where ρ is the electron density in the wire. meff = e
2NLs, where N is the total
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electron number per unit length, ρN = w2t. Ls is the self-inductance per unit length,
Ls = (µ0/2pi)ln(a/w2). For the meandering wire, both the effective electron density
and mass change. Since meandering wire contains horizontal parts, the effective
electron density becomes ρ′eff = ρeff (1 + 2lm/a), where m is the number of periods
of the meandering wire and l is the length of the horizontal parts (see Fig. 4.1). On
the other hand,we obtain the electron number per unit length and the self-inductance
per unit length as N ′ = N(1 + 2lm/a), L′s = Ls(1 + 2lm/a), respectively. Then, the
effective mass of the electrons becomes m′eff = meff (1 + 2lm/a)
2. Finally, we can
relate the plasma frequency of these two wires by:
ω′p
ωp
=
1√
1 + 2lm
a
(4.2)
Below we compare the CST simulation results with the analytical result. To obtain
the optimal design for the meandering wire structure, we began with a small number
of periods and l value, then gradually increased the number of periods and l. Table 4.1
shows 17 sets of parameters enumerated by No. Each set corresponds to one particular
plasma frequency ωp. The numerical results for ω
′
p/ωp in Table 4.1 were obtained from
the CST simulations, while the analytical results were obtained from Eq. 4.2. Both
results are plotted in Fig. 4.7. The red solid line is the simulation result and black
dashed line is the analytical result. We find an excellent agreement between both
results. Thus, Eq. 4.2 and Fig. 4.7 show clearly that the plasma frequency can be
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Figure 4.7: Graphical comparison of numerical and analytical results in
Table 1 for ω′p/ωp. Image taken from ref [5], [EMW Publishing].
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Figure 4.8: (a) Effective permittivity and permeability using the meander-
ing wire parameters in Table 4.1. (b) The attainable most extreme refractive
index and the corresponding FOM. The geometrical parameters for the spiral
are the same as in Fig. 4.2. Image taken from ref [5], [EMW Publishing].
significantly reduced by replacing the straight wire with the meandering wire. For the
particular designs studied here, the plasma frequency reduces from 943MHz to below
53MHz. Increasing especially the number of periods and the length of horizontal parts
plays an important role in the reduced plasma frequency by increasing the effective
mass of the electrons. The transmittance can be increased by further optimization of
the structure.
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Table 4.1
Numerical and analytical results for ω′p/ωp using different meandering wire
parameters; No is used to enumerate the parameter sets, m is the number
of periods and l is the length of horizontal parts in nm.
No m l/2 numerical analytical
1 1 0.4 0.977 0.9869
2 1 2 0.95 0.9303
3 2 0.4 0.93 0.9714
4 2 2 0.853 0.8776
5 4 0.4 0.878 0.9084
6 4 2 0.716 0.7319
7 8 0.4 0.775 0.8237
8 8 2 0.554 0.5912
9 8 5 0.373 0.4206
10 16 2 0.464 0.4602
11 16 10 0.1517 0.1858
12 32 2 0.3639 0.3442
13 32 10 0.102 0.1217
14 64 10 0.076 0.1051
15 64 14 0.056 0.0775
16 128 14 0.0457 0.0611
17 128 14.5 0.0412 0.0561
The geometrical parameters presented in Table 4.1 are the most effective geometrical
parameters to reduce the plasma frequency as can be seen from Eq. 4.2. In Fig. 4.8 we
show how these geometrical parameters affect the effective constitutive parameters,
the attainable most extreme refractive index, and the corresponding FOM. Because
the plasma frequency does not smoothly decrease with the geometrical parameters in
Table 4.1 (see also Fig. 4.7), the plots in Fig. 4.8 also do not follow a smooth pattern.
However, overall trend is that as the plasma frequency decreases  shifts upward, µ
becomes more negative, n becomes less negative, and the FOM improves. Note that it
is possible to obtain n below 300 at the expense of lower FOM and higher impedance
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mismatch.
4.3 Metamaterial-based beam splitter
A beam splitter is an important optical component used to split a beam of incident
light at a desired ratio into two separate beams. The beam splitter can be classified
into three kinds according to the input and output polarizations: polarizing beam
splitter (PBS), partially polarizing beam splitter (PPBS), and non-polarizing beam
splitter (NPBS).
One can design a PBS to split light into reflected TE/TM-polarization and trans-
mitted TM/TE-polarization. Here TE-polarized means electric field is perpendicular
to the plane of incidence, and TM-polarized means electric field is parallel with the
plane of incidence. PBS can split unpolarized light at a 50/50 ratio, which makes
it an essential element in polarization based imaging system [206], free-space opti-
cal switching networks [207], and read-write magneto-optical data storage systems
[208]. NPBS can split the light at a specific R/T ratio, at the same time, the original
polarization state of the incident light is still maintained. NPBS is widely used in
interferometers. Between polarizing and non-polarizing is PPBS. For example, an
important application of PPBS is that it is a key component to realize the quan-
tum controlled-NOT (CNOT) gate [209], an essential gate in the construction of a
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photonic quantum computer. By using a combination of CNOT gate and single quit
rotations, we can build any quantum circuit to an arbitrary degree of accuracy [210].
So far, the three different beam splitters have been realized by different structures.
Inspired by the sub-wavelength unit cell size and arbitrarily controlled electromag-
netic response, metamaterial-based beam splitters are promising to form compact and
functional photonic devices. Here, we proposed a scheme to realize three classes of
beam splitters under different geometries of fishnet structures. These beam splitters
are all designed to operate at 1.55µm since 1.55µm is the most widely used wave-
length in optical communication systems, where the absorption of glass material used
in fiber is small.
4.3.1 Fishnet metamaterial
We design different beam splitters based on the fishnet metamaterial in ref [142].
The unit cell as shown in Fig. 4.9 consists of three layers made by Ag-MgF2-Ag.
tAg and tMgF2 represent the thickness of Ag layer and MgF2 layer, respectively. The
wire widths of the fishnet structure along the x and y directions are wx and wy,
respectively. The periods are Λx and Λy and the structure is embedded in air. The
Drude model is used to describe the permittivity of Ag,
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Figure 4.9: Schematic of the (a) fishnet structure with the geometric pa-
rameters indicated. (b) Side view of the structure showing material layers.
Ag = 1− ωp
2
ω(ω + iωc)
(4.3)
where the plasma frequency is ωp = 1.37 × 1016s−1, and the collision frequency is
ωc = 8.5× 1013s−1. The refractive index of MgF2 is 1.38.
In the following parts, we will show different beam splitter designs by changing the
geometry of the fishnet structures.
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4.3.2 Polarizing beam splitter
By manipulating the transmission and reflection, PBS is obtained. The geometric
parameters are wx = 400nm, wy = 50nm, Λx = 600nm, Λy = 600nm, tAg = 15nm,
and tMgF2 = 30nm. The electromagnetic wave comes to the fishnets at 45
o oblique
incidence. Fig. 4.10 shows the electric field distribution of the incident field, re-
flected field and transmitted field, respectively. TM-polarized light (Ex component)
is transmitted as shown in Fig. 4.10 (a), and TE-polarized light (Ey component) is
reflected as shown in Fig. 4.10 (b). The designed fishnet structure achieves the goal
of polarization splitting.
To explore the performance of this PBS, extinction ratio and insertion loss are cal-
culated by Eq. 4.4 and 4.5. Extinction ratio for TE-polarization ERr is the ratio of
TE-polarization reflectance (RTE) to TM-polarization reflectance (RTM). Extinction
ratio for TM-polarization ERt is the ratio of TM-polarization transmittance (TTM) to
TE-polarization transmittance (TTE). Insertion loss for TE and TM polarized light
are represented by ILr and ILt, respectively.

ERr =
RTE
RTM
ERt =
TTM
TTE
(4.4)
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Figure 4.10: (a) x-component of Electric field Ex and (b) y-component of
electric field Ey at 1.55µm.

ILr =
1
RTE
ILt =
1
TTM
(4.5)
And then we express them in dB, the result is ERr = 22.5dB, ERt = 14.5dB,
ILr = 0.25dB, and ILt = 0.26dB. Compared with other PBS designs [211, 212, 213],
these values indicate the good performance of our designed PBS.
Below we will show physics of polarizing splitting. Following the retrieval procedure
described in ref [142], we can calculate the effective impedance of this beam splitter
under different polarization incidence. Fig. 4.11 shows the effective impedance (Z =
Z” + iZ”) under TE-polarized light and TM-polarized light incidence, respectively.
Under TE-polarized incidence, the real part of effective impedance is almost 0 around
193THz (1.55µm), while the impedance of the background material air is 1. So the
extreme impedance mismatch appears, which leads to the phenomenon that almost all
the electromagnetic waves are reflected rather than transmitted. In contrast, when a
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Figure 4.11: Effective impedance under (a) TE-polarized and (b) TM-
polarized incident light.
TM-polarized light comes to the structure, the real part of the effective impedance is
0.2 around 193THz, which is much larger than the one under TE-polarized incidence.
The impedance mismatched effect reduced, so that most of the electromagnetic waves
can be transmitted. However, since the effective impedance is not equal to 1, so there
are still some reflected waves. Meanwhile, we should notice that the absorption
always exists in the metamaterials produced by metal components, so it is impossible
to obtain zero insertion loss.
4.3.3 Partially polarizing beam splitter
The desired splitting ratio of PPBS that can be used to realize CNOT gate is the
following: 100% reflection of TE-polarized light, 1/3 reflection of TM-polarized light,
and 2/3 transmission of TM-polarized light. We begin with the geometry of PBS, and
then optimize the structure to satisfy the requirement. The geometric parameters to
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obtain the required PPBS are wx = 260nm, wy = 140nm, Λx = 600nm, Λy =
560nm, tAg = 15nm, and tMgF2 = 30nm. The reflectance and transmittance calculated
through simulations are R = 0.75, T = 0.02 for TE-polarized light, and R = 0.25,
T = 0.5 for TM-polarized light. Since there is always absorbance inside the structure,
we cannot obtain the ideal transmittance and reflectance. However, we need to point
out that in order to achieve the same probability output under different polarization,
the transmittance and reflectance for TE and TM polarization should scale down with
the same scale factor from the ideal case, respectively.
4.3.4 Non-polarizing beam splitter
NPBS is achieved by the same length of wires along the x and y directions (i.e.,
wx = wy), and the same period (i.e., Λx = Λy). We can obtain arbitrary splitting
ratio by changing wx and Λx. Fig. 4.12 shows the reflectance (R), transmittance (T),
and absorbance (A) plot as a function of different geometric parameters at 1.55µm.
Fig. 4.12 (a) shows the results by changing wx at Λx = 600nm and (b) shows the
results by changing Λx at wx = 100nm. The thickness of Ag and MgF2 are tAg =
45nm, and tMgF2 = 30nm, respectively. We should notice that the absorbance is
always small, around 0.05 under different geometries, which indicates a good efficiency.
The large range of reflectance and transmittance provides the opportunity to use this
NPBS under different application requirements.
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Figure 4.12: Reflectance (R), transmittance (T), and absorbance (A) spec-
tra versus (a) wx, and (b) Λx.
4.4 Conclusion
In summary, we propose an extremely sub-wavelength NIM operating at radio fre-
quencies and a metamaterial-based beam splitter operating at optical frequencies.
The λ/a = 1733 is obtained around the resonance frequency for extremely sub-
wavelength NIM. Furthermore, the refractive index reaches down to -109. The ex-
treme refractive index can be useful in transformation optics, high-resolution imaging,
and enhanced light-matter interaction. For beam splitter, three classes of beam split-
ters are achieved by changing the geometric parameters, and the λ/a = 25.8 for PBS
and PPBS, λ/a = 13 for NPBS are obtained at 1.55µm. The designed NIM and beam
splitter can be used to integrate with other components for a compact device.
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Chapter 5
Summary and future work
5.1 Summary
In Chapter 1, we first introduced the definition, basic properties, and applications of
metamaterials. Moreover, we reviewed the critical challenges that prevent the broader
impact of metamaterials, which leads to two research objectives: towards truly 3D
bulk photonic metamaterials and compensation of losses. In addition, metamaterials
can be considered as the potential solution to address the challenges in other device
level applications, which leads to the third research objective: miniaturization of RF
and optical components with metamaterials.
DLW technique has the potential to fabricate 3D and large-scale metamaterials. In
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chapter 2, we briefly introduced the DLW technique, and then proposed a hyperbolic
metamaterial and an air waveguide with negative index cladding that have the po-
tential to be fabricated with STED-DLW. In the hyperbolic metamaterial section,
we studied three different magnetic dipoles which can contribute to hyperbolic dis-
persion. In addition, we showed the preliminary fabrication results provided by Dr.
Martin Wegener’s research group. In the waveguide section, we studied the effect of
the absorption loss on the dispersion relations of the lossy waveguide. Under three
different loss cases, we analytically calculated the dispersion relations and numerically
analyzed the field distributions. A practical negative index metamaterial was chosen
as an optical parameters guidance, and we concluded that it is difficult to trap the
light in the waveguide with realistic losses. Since DLW is unable to fabricate vertical
disconnected structure, we finally showed that direct laser metal writing technique
has the potential to fabricate disconnected metal features.
In chapter 3, we addressed the problem about the resolution limitation of the diffrac-
tion unlimited lens due to the losses during the imaging process. The plasmon injec-
tion (Π) scheme loss compensation technique was briefly introduced. We extended
this Π scheme to the hyperlens and magnifying superlens. In addition, we analytically
described the entire process of the inverse filter technique emulating the Π scheme and
demonstrated the equivalence of the Π scheme and the inverse filter. Three major
loss mechanisms including absorption loss, discretization loss, and impedance mis-
match loss were identified and studied separately, and we found that Π scheme can
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compensate all of these loss mechanisms responsible for the deterioration of the image
resolution. By compensating the losses in the experimental hyperlens, the resolution
enhanced from λ/3 to λ/7. For magnifying superlens, FWHM is reduced from 70nm
down to 61nm by Π scheme.
Due to the sub-wavelength property of metamaterials, they are envisioned as the next-
generation materials for compact circuits. We proposed an extremely sub-wavelength
NIM working at RF and a metamaterial-based beam splitter working at optical fre-
quencies in Chapter 4. We explored the idea of achieving magnetic resonance at
radio frequencies and addressed the impedance mismatch problem. We analytically
described the change of the plasma frequency from the meandering wire to the straight
wire. We reported a record negative refractive index -109 at the extremely large λ0/a
ratio. In the beam splitter section, by manipulating the transmittance and reflectance
of the fishnet structure through changing the geometry, three kinds of beam splitters
including PBS, PPBS and NPBS are accomplished. The extinction ratio for reflection
and transmission of PBS is 22.5dB and 14.5dB, respectively, and the insertion loss
for reflection and transmission is 0.25dB and 0.26dB, respectively, which indicates
good performance. PPBS designed in chapter 4 can be used to integrate with other
optical devices to realize a CNOT gate. The desired transmittance and reflectance
for different polarizations are obtained. NPBS with the arbitrary splitting ratio is
achieved, and the absorbance is 0.05 at a designed working wavelength of 1.55µm.
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5.2 Future work
5.2.1 Far-field hyperlens imaging enhanced by incoherent active convolved
illumination
Inspired by the plasmon injection loss compensation technique, our group members
developed new research directions. Wyatt Adams and Anindya Ghoshroy are work-
ing on an active plasmon injection scheme with both coherent and incoherent light
excitation [214, 215, 216, 217].
The plasmon injection scheme studied in Chapter 3 is under coherent light excitation.
For hyperlenses and plasmonic superlenses, both the amplitude and phase informa-
tion are needed to compensate the loss. However, it becomes difficult to detect the
phase information, especially at visible frequencies. Adams et al. showed that by il-
luminating with incoherent light, real-valued intensity data rather than complex field
information is sufficient to reconstruct an image from a silver plasmonic superlens
[214]. In addition, although the passive inverse filter mentioned in chapter 3 compen-
sates the loss in the image, it also amplifies the noise. If the high spatial frequency
features are not distinguishable under noise, the compensated image will lose the high
spatial frequency information. Ghoshroy et al. applied a physical auxiliary object to
recover high spatial frequency components buried under the noise. With a convolved
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auxiliary object, the object spectrum in the frequency domain was selectively am-
plified. They successfully applied this active plasmon injection scheme to imperfect
negative index flat lens [215].
By combining these two directions, the resolution of the near-field silver superlens can
achieve λ/15 or better under incoherent active convolved illumination [218]. Future
work would be extending this incoherent active convolved illumination to experimen-
tal hyperlens and magnifying superlens to obtain ultra-high resolution image without
using phase information and far beyond the previous passive implementation in Chap-
ter 3. Exploring the possibility of applying this active plasmon injection scheme to
other applications beyond the imaging is also an important avenue.
5.2.2 Toolbox for compact photonic integrated circuits
At present, great attention is paid to make high-density integration and high-level
functionality PIC. Metadevices have the potential to achieve this goal since they
are compact, advanced and can be multi-functional. The metamaterial-based beam
splitter is an example to show that metamaterials can be potentially more favorable
than conventional materials for high-density integration and high-level functionality
PIC. So that metamaterials can be envisioned as the next-generation materials, and
future work would be the design of metadevices for substituting conventional optical
devices in the fields of optical communication, sensing and quantum computing.
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Appendix B
MATLAB code
B.1 Extending inverse filter loss compensation
technique to hyperlens
%%This code is for inverse filter loss compensation ←↩
technique in cylindrical coordinate system
close all
clear all
clc
149
c=2.99792458 e8; % speed of light
freq=c/(365e-9); % working frequency
r_object =240e-9; % radius of object plane
r_image =800e-9; % radius of image plane
phi_step=pi /1000;
phi =-0.5*pi:phi_step :1.5*pi; % FFT requires 2*pi*r arc ←↩
length. In the simulation , we can only define phi from←↩
0 to pi.
%% make large object and image planes
image_plane=xlsread('image plane.csv'); % complex ←↩
magnetic field obtained in image plane
real_i_1=image_plane (:,3) '; % real part of obtained ←↩
magnetic field
real_i_2=zeros(1,length(phi_i_2));
real_i_3=zeros(1,length(phi_i_3));
real_i =[real_i_2 ,real_i_1 ,real_i_3 ]; % final real part ←↩
of magnetic field after image plane extension
imag_i_1=image_plane (:,4) '; % imaginary part of obtained←↩
magnetic field
imag_i_2=zeros(1,length(phi_i_2));
150
imag_i_3=zeros(1,length(phi_i_3));
imag_i =[imag_i_2 ,imag_i_1 ,imag_i_3 ]; % final imaginary ←↩
part of magnetic field after image plane extension
object_plane=xlsread('object plane.csv'); % real ←↩
magnetic field defined in object plane
real_o_1=object_plane (:,3) '; % real part of defined ←↩
magnetic field
real_o_2=zeros(1,length(phi_o_2));
real_o_3=zeros(1,length(phi_o_3));
real_o =[real_o_2 ,real_o_1 ,real_o_3 ]; % final defined ←↩
magnetic field after object plane extension
object_H=real_o;
image_H=real_i -j*imag_i; % minus sign comes from Comsol
figure (1); % plot extended object and raw image
hold on;
plot(phi ,abs(image_H),'r','linewidth ' ,4);
plot(phi ,abs(object_H),'b','linewidth ' ,4);
xlabel('\phi','fontsize ' ,20);
151
ylabel('H','fontsize ' ,20);
legend('raw image','original object ' ,1);
%% transfer function calculation
tff=xlsread('transfer function H field.csv'); % obtained←↩
from different modes of cylindrical waves
m=tff(:,1); % m is cylindrical wave mode number
object_real=tff(:,3); % exp(im(phi)) defined at object ←↩
plane
object_imag=tff(:,4); % imaginary part is 0
image_real=tff(:,5);
image_imag=tff(:,6);
object_m=object_real -j*object_imag;
image_m=image_real -j*image_imag;
tf=image_m ./ object_m; % transfer function
filter =1./tf; % inverse filter
figure (2); % corresponding to Figure 3.3 (a) in Chapter ←↩
3
hold on;
plot(m,abs(tf),'b','linewidth ' ,2);
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plot(m,abs(filter),'g','linewidth ' ,2);
xlabel('m','fontsize ' ,20);
ylabel('T_{amplitude}','fontsize ' ,20);
legend('tf','filter ' ,1);
set(gca ,'YScale ','log');
figure (3); %corresponding to Figure 3.3 (b) in Chapter 3
hold on;
plot(m,angle(tf),'B','linewidth ' ,2);
plot(m,angle(filter),'g','linewidth ' ,2);
xlabel('m','fontsize ' ,20);
ylabel('T_{phase}','fontsize ' ,20);
legend('tf','filter ' ,1);
%% loss compensation procedure
N_fft=length(image_H);
m=0:( N_fft -1);
fft_image_H=fft(image_H ,N_fft); % Fourier transform of ←↩
raw image
fft_object_H=fft(object_H ,N_fft); % Fourier transform of←↩
original object
m_max =36; % cut off spatial frequency
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m_int=m(1: m_max +1);
filter_truncated=filter (1: m_max +1);
fft_object_H_truncated=fft_object_H (1: m_max +1);
fft_image_H_truncated=fft_image_H (1: m_max +1);
fft_image_H_compensated=fft_image_H_truncated .*←↩
filter_truncated;
figure (4); % corresponding to Figure 3.4 (a) in Chapter ←↩
3
hold on;
plot(m_int ,abs(fft_object_H_truncated),'b');
plot(m_int ,abs(fft_image_H_truncated),'r';
plot(m_int ,abs(fft_image_H_compensated),'g');
legend('truncated object ','raw image','compensated image←↩
' ,1);
set(gca ,'fontsize ',18,'fontWeight ','bold','linewidth ' ,2)←↩
;
xlabel('m','fontsize ',24,'fontWeight ','bold');
ylabel('Amplitude ','fontsize ',24,'fontWeight ','bold');
set(gca ,'YScale ','log');
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figure (5); % corresponding to Figure 3.4 (b) in Chapter ←↩
3
hold on;
plot(m_int ,angle(fft_object_H_truncated),'b';
plot(m_int ,angle(fft_image_H_truncated),'r');
plot(m_int ,angle(fft_image_H_compensated),'g');
legend('truncated object ','raw image','compensated image←↩
' ,1);
set(gca ,'fontsize ',18,'fontWeight ','bold','linewidth ' ,2)←↩
;
xlabel('m','fontsize ',24,'fontWeight ','bold');
ylabel('Phase ','fontsize ',24,'fontWeight ','bold');
%% inverse Fourier transform to spatial domain
image_H_compensated=ifft(fft_image_H_compensated ,N_fft);
object_H_truncated_recovered=ifft(fft_object_H_truncated←↩
,N_fft);
object_H_full_recovered=ifft(fft_object_H ,N_fft);
image_H_full_recovered=ifft(fft_image_H ,N_fft);
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figure (6); % corresponding to Figure 3.4 (c) in Chapter ←↩
3
hold on;
plot(phi ,abs(object_H_truncated_recovered),'k');
plot(phi ,abs(image_H_full_recovered),'r');
plot(phi ,abs(image_H_compensated),'g');
plot(phi ,abs(object_H_full_recovered),'b');
legend('truncated object ','raw image','compensated image←↩
','original object ' ,1);
set(gca ,'fontsize ',18,'linewidth ' ,1);
xlabel('\theta (rad)','fontsize ' ,20);
ylabel('amplitude ','fontsize ' ,20);
B.2 Equifrequency plot
%%This code is for calculating Equifrequency contour
clear all
close all
clc
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c=2.99792458 e8; % speed of light
d=2400e-9; % unit cell size
f=xlsread('.xls'); % The excel file contains the s ←↩
parameter data (s11 & s21) obtained from the incident ←↩
waves under special angle.
s11_mag=f(:,2);
s11_arg=f(:,3);
s21_mag=f(:,4);
s21_arg=f(:,5);
s11=s11_mag .*exp(-i.* s11_arg .*pi ./180); % reflection ←↩
coefficient
s21=s21_mag .*exp(-i.* s21_arg .*pi ./180); % transmission ←↩
coefficient
%% calculating kz at particular frequency
r=s11 (609);
t=s21 (609);
f=132.16e+12;
k0=(2*pi/c)*f;
theta=l*pi/180;
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phi=p*pi /180;
kx=k0*sin(theta)*cos(phi);
ky=k0*sin(phi);
h=(1/ cos(phi))*d/cos(theta); % h is the length of the ←↩
metamaterial in the propagation direction.
for m=-1:1 % m is determined by continuity of Re(k)
k=(1/h)*acos((1-r^2+t^2) /(2*t))+2*pi*m*(1/h);
if imag(k) <0;
kz=-k;
else
kz=k;
end
end
figure (1); % corresponding to Figure 2.6 in Chapter 2, 2←↩
D calculation , phi=0.
plot(real(kz)/k0 ,kx/k0,-real(kz)/k0 ,-kx/k0,real(kz)/k0,-←↩
kx/k0,-real(kz)/k0,kx/k0);
xlabel('k_z/k_0','fontsize ' ,20);
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ylabel('k_x/k_0','fontsize ' ,20);
set(gca ,'fontsize ',20,'linewidth ' ,1);
%% plot 3D surface
data=xlsread('30nm 3d surface plot'); % This excel is kx←↩
, ky and kz data calculating from above
x=data (:,1);
y=data (:,2);
z=data (:,4);
a=data (:,6);
b=data (:,7);
c=data (:,9);
[qx ,qy] = meshgrid(linspace(min(x),max(x)),linspace(min(←↩
y),max(y)));
qz= griddata(x,y,z,qx,qy,'linear ');
for i=1:100
for j=1:100
if 0.95<qx(i,j)^2+qy(i,j)^2 && qx(i,j)^2+qy(i,j)←↩
^2 <1.05 && isnan(qz(i,j))==1
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qz(i,j)=0;
end
end
end
surf(qx,qy,qz,'Facecolor ','red','EdgeColor ','none')
hold on
[qa ,qb] = meshgrid(linspace(min(a),max(a)),linspace(min(←↩
b),max(b)));
qc= griddata(a,b,c,qa,qb,'linear ');
for i=1:100
for j=1:100
if 0.95<qa(i,j)^2+qb(i,j)^2 && qa(i,j)^2+qb(i,j)←↩
^2 <1.05 && isnan(qc(i,j))==1
qc(i,j)=0;
end
end
end
surf(qa,qb,qc,'FaceColor ','red','EdgeColor ','none')
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hold on
%% plot one sphere to compare with the 3D surface
[X,Y,Z]= sphere;
mesh(X,Y,Z);
line(X(:,:),Y(:,:),Z(:,:),'Color ','k','LineWidth ' ,1);
hidden off
set(gcf ,'colormap ' ,[0 0 0])
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