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Preface
Over the last five years, I have been part of the ACTPol and Advanced ACT collaborations.
The objective of these collaborations is to build sensitive instruments for observations of
the Cosmic Microwave Background, and deploy them on the Atacama Cosmology Telescope.
The science goals including refinements of ΛCDM cosmology, cataloging galaxy clusters,
and detecting primordial gravitational waves. These represent many of the most pressing
questions of Cosmology.
The majority of my work has been the development and production of the optical elements
needed to enable these measurements. This includes antireflection coating on lenses, which
have led to the measurement the CMB power spectrum, lensing spectrum, and SZ effects,
and development of half-wave plates that could revolutionize measurements of large angular
scale polarization and the gravitational wave signature of inflation.
These coatings, made of metamaterial silicon, are the best in the field. They reduce
reflection to well under a percent, have negligible loss, can cover large lenses (over 30 cm),
are robust to thermal cycling, and are tunable to a very large range of frequencies (20 GHz
to 2 THz). My work on them will continue having an impact on the field into the next
decade.
While the use of half-wave plates is not new to the field, my work is a significant departure
from the norm. As opposed to settling for found material, I used my experience from the
coatings to create something new: a metamaterial half-wave plate. The tunability of this
optical component has opened up new regions of parameter space to be explored, enabling
broad bandwidth, low emission half-wave plates to be implemented on ACT.
The half-wave plates significantly reduce the effect of 1/f noise in our system. This noise
dominates over the CMB signal at angular scales larger than approximately half a degree.
Unfortunately, the gravitational wave signal lives around the two degree angular scale. With
the half-wave plates deployed, we hope to be able to make a detection of this signal. The
significance of this detection would be massive. Not only would it provide further evidence
of inflation, but it would be the first quantum gravity effect detected. As of writing this, no
detection of gravitational waves has been made, but the analysis of the data is on going.
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Abstract
The Cosmic Microwave Background (CMB) is the oldest light in the Universe. As such it
provides deep insight into both early and late Universe physics, including the sum of the
neutrino masses and possible signatures of inflation. To better characterize the temperature
and polarization anisotropies of the CMB, new instruments need to be designed.
The Atacama Cosmology Telescope (ACT) is a six meter telescope built to observe the
CMB. This thesis describes contributions to new broadband receivers called ACTPol and
Advanced ACTPol. The receiver has three independent cameras with feedhorn coupled,
polarization sensitive superconducting bolometer detectors. The first two detector arrays
for ACTPol are sensitive to 150 GHz. The other detector arrays are dichroic, sensitive
to two frequency bands: the low frequency (20/40 GHz), mid frequency (90/150 GHz),
and high frequency (150/220 GHz). I have further developed the three layer metamaterial
antireflection (AR) coating technology used to realize the necessary bandwidth for the current
dichroic detectors for the ACTPol and Advanced ACTPol instruments. In this thesis I
describe work to push the boundaries of that technology beyond the current needs, and
develop broader bandwidth, five layer AR coatings which could effectively cover 50-350 GHz,
and higher frequency coatings which could work up to 2 THz.
I also applied the metamaterial design and fabrication techniques to a different optical
element for CMB observation: half-wave plates (HWPs). I began with a simple single
frequency HWP for the ACTPol instrument, then went to a broadband, three stack HWP
for the ACTPol and Advanced ACTPol dichroic bands. These HWPs represent a novel use
of metamaterial technology, with significant benefits over traditional found material HWPs.
With these optical elements, the ACT collaboration has published a number of scientific
papers. We have reported new measurements of the temperature and polarization power
spectra of the CMB. We have used the Sunayev-Zeldovich effect to measure the masses of
galaxy clusters. We have detected the effects of gravitational lensing on the CMB, and
compared this lensing mass profile to optical lensing measurements.
This thesis is organized as follows. Chapter 1 gives an overview of Cosmology, including
its history and current goals. Chapter 2 is a detailed description of the Atacama Cosmology
xix
Telescope and its various instrumentation. In Chapter 3 I discuss my work on the antireflec-
tion coatings. Chapter 4 is about my work on half-wave plates. Chapter 5 concludes with a
discussion of the science my work has enabled and the future of the work presented in this
thesis and CMB observations in general.
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Chapter 1
Cosmology Overview
1.1 Introduction
Cosmology is the study of the Universe as a whole; its origin, history, components, and,
ultimately, fate. Humans have been theorizing about the nature of the Universe since time
immemorial, but cosmology in the scientific sense is a relatively new field. At the start of the
start of the 20th century, leaps in theoretical physics and observational astronomy lead us to
the Big Bang model, completely changing the way we understood the Universe. More recent
developments (Inflation, Dark Matter and Dark Energy) have lead to the current standard
model of cosmology, ΛCDM. Current and future experiments aim to test and refine this
theory. In this chapter I present this history and outstanding questions in cosmology.
1.2 Towards the Big Bang
The development of the Theory of General Relativity by Einstein in 1916 [14] brought
our understanding of gravity to its current state. In 1922, Alexander Friedmann applied
this theory to a homogeneous, isotropic universe and derived the Friedmann Equations for
an expanding universe [15]. Georges Lematre first proposed that this expanding universe
started with a Big Bang [16], in contrast to most others at the time that believed in a steady
state universe [17]. In the decades following the proposal of this Big Bang Cosmology, a
preponderance of supporting evidence would accumulate.
At the turn of the century, astronomers were still mapping our own galaxy. Parallax
measurements were the first made in the mid 19th century [18], giving us the first step along
the distance ladder. In 1908, Henrietta Swan Leavitt showed that the the pulsation rate of
Cepheid variable stars was correlated with their absolute luminosity [19]. Thus, measuring
1
Figure 1.1: Hubble’s original plot of the relation between recessional velocity and distance
(measured by cepheid variables) of other galaxies. Plot taken from [1]
the apparent luminosity and the pulsation rate, one can establish the distance to a star,
adding a second rung on the distance ladder. This allowed astronomers to measure distances
far beyond that which parallax could reach.
Edwin Hubble first used this method to measure stars in several ”nebulae” [1,20], which
turned out to have distances much greater than the established size of the Milky Way. These
nebulae Hubble measured were, to state what is now obvious, other galaxies. Using redshift
data provided by Vesto Slipher [21], Hubble then showed that the farther away the galaxies
were, the faster they were receding. His original plot is shown in Figure 1.1. This so-called
Hubble Flow seemed to point very directly to a Big Bang, but the skeptics were not yet
satisfied.
In the 1948, Alpher, Bethe and Gamow published the seminal paper on Big Bang Nucle-
osynthesis [22], arguing that if the Big Bang occurred, then that could explain the relative
abundance of light elements in the Universe. This theory, though not perfect, did match the
existing measurements of hydrogen and helium isotopes in the Universe, further tipping the
scales toward the Big Bang. Figure 1.2 shows the nuclear fusion paths for the light elements,
as well as a plot of their relative abundances.
The third pillar of experimental evidence leading to the acceptance of the Big Bang model
was the serendipitous discovery of the Cosmic Microwave Background (CMB), the afterglow
of the Big Bang, discussed in detail in Section 1.3. Over time, the CMB has proven to be
one of the best sources of cosmological evidence, shedding light on the origin, history, and
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Figure 1.2: (Left) Diagram of nuclear processes occurring during Big Bang Nucleosythesis.
(Right) Relative abundances of light elements formed during BBN plotted against relative
density of baryonic matter vs photons. As can be seen, all of the elements observed are
consistent with a particular matter-to-photon density, further constraining our knowledge of
the early Universe. The plot was taken from NASA WMAP Science Team.
geometry of the Universe. The CMB is still a very active field and is the subject of this
thesis.
1.3 The Cosmic Microwave Background
1.3.1 Origin and Discovery
The CMB is the leftover afterglow of the Big Bang. It was emitted when the Universe was
only 380,000 years old. Before that time, the Universe was filled with a hot, dense plasma
which was tightly coupled to radiation. As the Universe expanded and cooled, the plasma
recombined into gas, and the mean free path of photons grew to the size of the Universe.
Since this surface of last scattering, the CMB photons have been free streaming largely
unperturbed.
The CMB was first conjectured to exist in 1948 by Alpher and Herman [23] as a con-
sequence of the Big Bang. It was discovered by Penzias and Wilson in 1964. While using
a horn antenna for satellite communication work, they found a noise source they couldn’t
eliminate from their system. After discussing the problem with a colleague, they were put in
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contact with Robert Dicke at Princeton, who had been working on developing an experiment
to measure the signal. This was the final nail in the coffin for the steady state model, which
had no mechanism for producing this radiation. Penzias and Wilson won the Nobel Prize in
1974 for their discovery.
1.3.2 Uniformity and Inflation
The CMB is uniform in temperature across the sky to one part in 105. This means that
photons from opposite sides of the Universe are in thermal equilibrium despite not being in
causal contact. This so-called Horizon Problem was solved with the introduction of the theory
of inflation, by Alan Guth in 1980 [24]. The theory of inflation postulated that a class of
scalar fields could drive exponential expansion of the Universe. This was originally proposed
as a solution to the magnetic monopole problem, saying if there was monopole production in
the early Universe, the particles would have been diluted down to immeasurably low number
density. This exponential growth in the early universe also solved the horizon problem,
allowing thermal contact between super horizon modes before inflation, then expanding
them out of contact.
Additionally, inflation solved the flatness problem of the universe. The geometry of the
universe is measured to be flat within a tight experimental error. We don’t have a known
reason for the Universe to be perfectly flat, and any deviation from flatness rapidly increases
as the Universe expands. With inflation, the Universe gets driven to so close to flat that the
curvature of the current Universe will be immeasurably small.
Most theories of inflation predict that the process of exponential growth in the Universe
would cause primordial gravitational waves (PGW) to form (for example [25,26]. While most
theories predict some level of these perturbations, they do vary as to what their amplitude
would be. These PGW would leave a signature on the CMB polarization. As of writing this
thesis, no such signal has been detected. A true detection of this signal could shed light on
the details of inflation.
1.3.3 Temperature Spectrum
The CMB was predicted to have a near-perfect blackbody spectrum [23]. In 1990, the
FIRAS instrument on board the COBE satellite mission preliminarily measured the CMB to
be consistent with a perfect blackbody, with a temperature of 2.735 ± 0.06 K [27]. Further
analysis of this data drastically increased the precision [2]. The measured spectrum from [2]
is shown in Figure 1.3. This measurement proved so precise that, to date, no new experiment
has outdone FIRAS.
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Figure 1.3: Temperature spectrum of the CMB. The error bars are not show as the error of
the measurement is significantly smaller than the thickness of the line. The data is excellently
matched to a blackbody radiation spectrum at 2.728± 0.004 K. Plot taken from [2]
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Figure 1.4: Three iteration of all sky CMB maps from the first measurement of Penzias and
Wilson through to the map made by the WMAP experiment. As time has progressed, our
sensitivity to small angular scales has grown.
1.3.4 Temperature Anisotropies
While the CMB is largely uniform, there are small temperature differences in different patches
of the sky. The temperature anisotropies are on the order of tens of µK. These fluctuations
amount to a scalar field on the surface of a sphere, and thus can be decomposed into spherical
harmonics.
δT (θφ)
T
=
∑
`,m
a`mY`m(θ, φ), (1.1)
From the a`m values, one constructs an angular power spectrum
C` =
1
2`+ 1
∑`
m=−`
|a`m|2. (1.2)
This measured angular power spectrum is used to compare to theoretical predictions from
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Figure 1.5: The Planck Satellite and the all sky map of the CMB.
the standard model of cosmology. Figures 1.4 and 1.5 show all sky maps of the CMB and
the instruments they were measured with. Recent angular power spectrum measurements
by the Planck mission are shown in Figure 1.6.
The causes of these temperature anisotropies fall into two categories: primary and sec-
ondary. Primary anisotropies come from before the decoupling of photons and the primordial
plasma. In effect these are a snapshot of how the Universe looked at surface of last scattering.
The overdensities are seen as cold spots, underdensities as hot spots. These density fluctu-
ations were seeded by quantum fluctuations, blown up to macroscopic scales by inflation.
Between inflation and recombination, the fluctuations interacted with the primordial
plasma. Gravity led to further collapse the overdensities while photon pressure worked to
homogenize the plasma. The conflict between these two factors created acoustic oscillations
in the primordial plasma. These sound waves traveled a characteristic distance before re-
combination based on the composition of the primordial plasma. The location of the peaks
in the CMB power spectrum show the length scale of these sound waves.
Secondary anisotropies in the CMB come from physics after the nominal surface of last
scattering. As the photons pass by massive galaxies and galaxy clusters, a number of effects
can change their energy and path. Large scale structure can gravitationally deflect the CMB
along the projected gravitational gradient. The hot gas of the intercluster medium causes
scattering. Evolving gravitational potentials can cause net energy shifts. All of these effects
are relatively small in comparison to the primary anisotropies. Looking for these signals can
give information about the structure of the more recent Universe.
These temperature anisotropies were first measured by the DMR instrument on board
the COBE satellite, published in 1992. They found a temperature rms of 30±5µK variations
at 10◦ beam size [28].
The first peak in the power spectrum was first measured in its entirety by the MAT/Toco
experiment [29] in 1999, followed shortly by the BOOMERanG [30] and MAXIMA [31]
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Figure 1.6: Temperature anisotropy power spectrum as measured by the Planck satellite
mission.
experiments in 2000. They determined the first peak in the angular power spectrum was
located at ` = 197 ± 6. This matched the predicted location based on theoretical work on
primary anisotropies. BOOMERanG found 0.88 < Ωm+Λ < 1.12 at 95% confidence, strongly
supporting a flat universe within the ΛCDM cosmological paradigm.
After BOOMERanG and MAXIMA, more experiments continued the work, mapping the
CMB to increasingly fine resolution. WMAP, a satalite launched in 2001, took data for
nine years, measuring out to ` ≈ 1200, cleanly resolving the first three peaks in the power
spectrum [32]. Large ground-based telescopes (ACT [33],SPT [34]) have measured out to
` ≈ 5000 for patches of the sky, detecting the damping tail. The Planck satellite measured
the whole sky down out to ` ≈ 2500 [35], significantly tightening constraints on cosmological
parameters [36].
Currently, the precision of observations of the temperature power spectrum are approach-
ing the cosmic variance limit (sample variance is proportional to number of modes) at in-
creasingly small angular scales. Once the cosmic variance limit is hit, there will be no more
information for this power spectrum to give, although that doesn’t mean CMB science is
done.
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Figure 1.7: (Left) Schematic diagram of how a quadrupole temperature pattern causes polar-
ization via Thompson Scattering. Figure from [3]. (Right) Pure E- and B- mode polarization
patterns. E-modes have an even parity (i.e. they are symmetric under reflection). B-modes
have odd parity (i.e. they are antisymmetric under reflection).
1.3.5 Polarization
The CMB is weakly polarized at the µK scale. The polarization is created by quadrupole
temperature anisotropies scattering off electrons (Thompson scattering). This polarization
occurs at the surface of last scattering and during reionization. Prior to recombination, the
mean free path of photons was short, meaning that they would be rescattered repeatedly
until they were effectively homogenized. Only as recombination is proceeding does scattering
impart a net polarization to the photons. During the epoch of reionization, the free electrons
can once again impart a net polarization to the CMB at angular scales near the size of the
horizon at the time [37].
In Thompson scattering, when a photon hits an electron, the electron will oscillate with
the electric field of the photon. This causes the electron to act as a dipole antenna, oscillating
at the same frequency as the incident photon. The radiation produced by the electron is of
the same frequency as the incident radiation, and polarized in the θˆ orientation (assuming
the electron is oscillating in the zˆ direction). With a quadrupole temperature anisotropy,
this causes the scattered radiation to have a net polarization. This is shown schematically
in Figure 1.7.
While quadrupoles are the only cause of polarization at any point on the sky, there are
various sources of the quadrupole which cause distinct patterns across the sky. These patterns
can be decomposed in a way similar to that of temperature into two mathematically (and
physically) convenient basis vectors, E-modes and B-modes [38, 39]. The nomenclature is
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Figure 1.8: Scalar energy density fluctuations cause azimuthally symmetric quadrupole.
The projection of these quadrupole onto the celestial sphere always cause E-mode polariza-
tion.Figure inspired by [3].
taken from electrostatics, where electric (E) fields have no curl, and magnetic (B) fields have
no divergence. They are mathematically convenient as they form a complete, orthogonal
basis set, with E-modes having even pairity, and B-modes having odd-parity. They are
physically convenient as they have different physical sources. The canonical E- and B-modes
are shown in Figure 1.7.
The difference in parity of the modes comes from the symmetry of the quadrupole that
form them, i.e. whether the local quadrupole has scalar (m = 0), vector (m = 1), or tensor
(m = 2) symmetry.
Scalar modes are caused by energy density fluctuations. The quadrupole created by
these fluctuations are oriented along the mode propagation vector, giving them azimuthal
symmetry (effectively the m = 0, ` = 2 spherical harmonic.) This symmetry is what keeps
them from forming B-modes. This is depicted in Figure 1.8
Vector modes can be caused by voricies in the primordial plasma. Circulating ions impart
an asymmetric Doppler shift to scattered photons, causing an apparent quadrupole. This
effect is predicted to be very small since these modes are rapidly damped, and thus can be
ignored.
Tensor modes are caused by propagating primordial gravitational waves (PGWs). As
these wave move through the plasma, they create quadrupoles by compressing and rarefying
space. These quadrupoles are oriented normal to the propagation vector, so there is no
azimuthal symmetry to the quadrupoles. Depending on the polarization of the PGW and
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the projection of the quadrupoles onto the surface of last scattering, this can impart either
E-modes or B-modes. This is shown in Figure 1.9. In inflatoinary models, these PGWs are
sourced from fluctuatoins in the metric tensor, blow up to large scales by inflation. There
has also been some theoretical work done recently suggesting rolling spectator axions would
also create tensor modes in the early Universe [40].
While PGWs are the only source of B-modes at the surface of last scattering, there is an
additional source of B-modes in the late Universe. Gravitational lensing by galaxy clusters
can leak E-mode signal into the B-mode channel. Fortunately, it is possible to distinguish
the signals. The lensing B-modes peak at an angular scale around 0.2◦ on the sky. The PGW
signal peaks around 2◦. The axion signal If there is an excess in the power spectrum at those
large angular scales, that would be a firm detection of PGW. This is shown in Figure 1.10
The strength of these PGWs is not known a priori. It is an input parameter in the
standard model of cosmology, ΛCDM, parameterized as the ratio of the tensor and scalar
perturbation strengths, labeled as r. While ΛCDM does not calculate or assume any value for
r, different theories of inflation predict different values for this ratio. Therefore a detection,
or even a stronger upper limit, will aid our understanding of Inflation physics, leading to a
better understanding of our Universe and provide a fundamental test for inflation.
With the temperature map and the two polarization maps, there are six power spectra
that can be computed. The EE, TE, and BB spectra are shown in Figure 1.10. The TB and
EB spectra are not show, as they are expected to be zero due to the opposite parity of the B
modes from the temperature and E-modes. There are, however, some late Universe effects
that can generate non-zero correlation between the B-mode maps and the other two [41].
Measurement of these power spectra can thus be a useful probe of gravitational lensing and
Dark energy.
1.3.6 Foregrounds
One major issue around CMB observation is the presence of foreground contamination for
both temperature and polarization measurements. Figure 1.11 shows the emission spectra of
various sources of these foregrounds. Polarized dust emission dominates at higher frequency,
and synchrotron radiation dominates at lower frequency. In order to properly handle these
foregrounds, it is important that CMB observations are made in multiple bands. Doing this
allows the total signal spectrum to be measured, which can in effect be fit as the sum of the
foregrounds and the CMB.
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Figure 1.9: Gravitational waves propagating through the primordial plasma create both E-
and B- modes. Whether it shows up as an E-mode, B-mode, or doesn’t show up has to do
with what the polarization of the wave is, and how is gets projected onto a sphere. If the wave
was traveling along the surface of the celestial sphere, all of the temperature quadrupoles
would be normal to the sky, and thus would not cause any polarization to reach us. This
Figure was taken from [4]
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Figure 1.10: Auto spectra of temperature, E- and B-modes, and cross spectrum of TE. The
PGW signal in the BB spectrum peaks at ` < 100, while the lensing BB signal peaks around
` ≈ 1000. The different shapes of these contributions should allow the detection of the PGW
signal. The Figure is adapted from [5]
Figure 1.11: Temperature (right) and polarization (left) foreground and CMB spectra. These
foregrounds have their own unique spectrum, so by measuring the total signal in several
frequency bands, we can separate out the foreground from the CMB. Low frequency mea-
surements are used to isolate the synchrotron foreground, and higher frequency bands are
used to isolate the thermal dust emission. Plots are taken from the Planck Collaboration [6].
13
Figure 1.12: Atmospheric transmission spectrum for 1 mm of precipitable water vapor at
a 60◦ elevation angle. As can be seen, even with relatively little water in the air and at a
relatively steep elevation, there is very significant absorption in at several frequencies. To
maximize the signal, ground based CMB observatories measure the frequencies in between
these absorption bands. Additionally, this plot shows where the high frequency cut off starts
turning on the the sub millimeter, meaning that we cannot measure that high of frequencies
(over ∼ 400GHz) from the ground. Figure from [7], calculated using [8]
1.3.7 Atmosphere
One major constraint in ground based observations is atmospheric transmission. Even in
the driest places on Earth, there is significant water in the atmosphere which has several
strong absorption lines in the millimeter and submillimeter. An example of atmospheric
transmission in shown in Figure 1.12. Additionally, the turbulence of the atmosphere in-
troduces noise to our data. There are several ways to deal with this atmospheric noise.
One way is by getting above the atmosphere, either with balloon or space based telescopes.
This is expensive and limits the size of the primary collector. Some ground based telescopes
have implemented modulation schemes, such as by using a continuously rotating half-wave
plate [42]. Chapter 4 of this thesis discusses half-wave plates in detail.
1.4 This Thesis
My work here at Michigan was to develop enabling technologies for CMB observations.
Specifically, I designed, fabricated and tested antireflection (AR) coatings and half-wave
plates (HWPs) for the Atacama Cosmology Telescope (ACT). The first set of lenses and
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half-wave plates were intended for the ACT Polarimeter Experiment (ACTpol), while the
later sets were designed for the Advanced ACT Polarimeter Experiment (AdvACT). These
instruments are the two latest incarnations of cameras for ACT.
Much of the work presented in this thesis is directed at detecting the primordial gravita-
tional wave signature in the polarization of the CMB. Measurement of this signal would have
profond impacts on Physics. It would be the first detection of a quantum gravitational effect.
It could additionally shed light on the nature of cosmic inflation. To make this measurement,
we need an exceptionally sensitive camera.
The AR coatings I have worked on are truly the best in the field, increasing the trans-
mission of our instrument, increasing its sensitivity. The AR coatings are discussed in detail
in Chapter 3. The HWPs will mitigate significant noise in the measurements of large scale
polarization modes. The design, fabrication, and testing of HWPs is discussed in detail in
Chapter 4. Recent results from the ACT collaboration are discussed in Chapter 5.
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Chapter 2
Atacama Cosmology Telescope
2.1 Overview
The vast majority of my work was devoted to instrumentation for the Atacama Cosmology
Telescope (ACT). In this chapter, I will discuss ACT in detail. Understanding the instrument
in its entirety helped me understand where my work fits in, and what was needed from each
element I fabricated.
2.2 Site
ACT is a six meter microwave telescope in the Atacama Desert in Chile. Located just south
of the Tropic of Capricorn, ACT has access to ∼ 70% of the sky [43]. The telescope is at an
altitude of 5190 m, above a significant fraction of the atmosphere. This site on Cerro Toco is
one of the best sites in the world for observing in the millimeter and submillimeter, home to
not only ACT but also ALMA, CLASS, POLARBEAR and the future Simons Observatory.
The location of the site is shown in Figure 2.1
2.3 Observations
For the CMB, some science goals prefer a deep survey strategy, where we continuously
observe a small patch and get the noise down (eg small angular scale CMB observation).
Other science goals are better optimized with a wide survey strategy, were we accept more
noise over a larger field (eg cluster science). Formerly, for ACTPol, a mixed strategy was
used, observing some small patches deeply and some large patches shallowly. Now, with the
AdvACT instrument, the system has sufficient sensitivity that we have moved to just large
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Figure 2.1: Location and satellite image of ACT. It is in a mountainous region in Chile near
the boarder with Bolivia. The satellite image shows ACT as seen from above, as well as our
two nearest neighbors, POLARBEAR and CLASS. Images taken from Google Maps.
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Figure 2.2: Equirectangular projection of the Advanced ACT observation areas overlayed on
the Planck all sky dust map. The red and yellow shows night observations, the blue sections
are the day time observation fields. As can be seen, we work to avoid observations too close
to the Galaxy, as the dust of the Galactic plane will make CMB observations impossible.
fields. The coverage map for the 2016 AdvACT season is shown in Figure 2.2.
In radio and millimeter astronomy, the time streams are analyzed together and used to
create an overall map of the sky. This process differs significantly from optical astronomy,
which usually stitches together individual images of the sky. In CMB mapping, features of
various scale show up as particular Fourier components of the time stream. E.g. with the
telescope scanning at 1 degree per second, a 2 Hz signal in the time stream corresponds to
a half degree feature.
The telescope beam is measured by scanning over a point source, usually Saturn, Uranus,
or Tau A (the Crab Nebula Pulsar). These sources are bright enough they effectively drown
out the CMB signal, but don’t over saturate our detectors. This allows for a precise mea-
surement of the telescopes point spread function.
While observing, the telescope scans the sky at a constant elevation (angle relative to the
ground). This scan strategy keeps the effective thickness of the atmosphere in the telescope
line of sight constant. While scanning, only Fourier modes along the scan direction are
resolvable. By scanning a patch of sky while rising (patch is is the Eastern sky) and setting
(patch is in the Western sky), a patch will be scanned at two different angles, which allows
for recovering the full two dimensional map of the patch. This is referred to as cross linking.
Additionally, the polarization of a point on the sky will appear at a different angle on our
focal plane, which allows us to better control for systematics such as differential gain of the
detectors.
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Figure 2.3: (Left) Picture of ACT in its ground screen. (Right) Diagrams of the telescope.
There is a large stationary ground screen built around the telescope as well as a comoving
groundscreen build on the telescope between the primary and secondary mirrors. These
structures help mitigate ground pick up for the telescope.
Another consideration in our observations is the difference between night and day obser-
vations. Unlike optical telescopes, millimeter radiation can still be detected during the day.
One major difference between day and night observation is the heat of the Sun will cause the
panels in the mirrors to deform slightly, smearing our beams and lowering our angular reso-
lution. There are two fronts to the work going into analysis of the daytime data. One is an
attempt to track the mirror deformations and deal with them in the model, trying to recover
the small angular scale resolution. The second thrust involves accepting the deformations
and trying to make maps with the smeared beam, sacrificing the small angular scales.
2.4 Telescope Design
ACT was constructed in 2007. It uses an off-axis Gregorian design, leaving the whole aperture
unobstructed. It was designed to have arcminute resolution for CMB observation. The 6
m parabolic primary mirror is made of 71 aluminum panels. The 2 m elliptical secondary
mirror is made of 11 panels. It has a 5.2 m focal length and a 3◦ field of view, allowing for
fast scanning. Figure 2.4 shows a ray trace of the mirrors and location of the receiver. ACT
has a stationary ground screen (shown in Figure 2.3) , as well as a comoving ground screen,
to help mitigate ground pick-up. Just in front of the Gregorian focus, there is a cryostat
(receiver) where the filters, reimaging optics, and detector arrays are housed. The cryostat
is mounted in a climate controlled cabin under the telescope, along with the control and
readout electronics.
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Figure 2.4: Ray trace model for ACT.
2.5 Cryogenics and Optics
ACT uses superconducting detectors that must be kept near 100 mK to work, so the cameras
on ACT are housed in a cryostat. The cryostat, shown in Figure 2.5, is a 1.5 m long, 1.1 m
diameter cylinder. The remote location of the site made the use of non-recycled cryogenics
prohibitively expensive, so the cooling is done with a closed cycle. The pulse tubes cool
40 K and 4 K stages. The 3He-4He dilution refrigerator cools the detectors down to 100
mK. Cooling from ambient temperature takes approximately two weeks. The windows to
the cryostat are 6.4 mm thick ultra-high molecular weight polyethylene, with quarter-wave
expanded Teflon antireflection coatings. They allow for the transmission of most of the light
while supporting the pressure differential of the cryostat.
The cryostat houses three independent cameras, called optics tubes, allowing for a rolling
upgrade process. We have installed a new detector array every year for the last 5 years,
increasing the sensitivity of the telescope. Additionally, the new detector arrays have added
new frequency bands, which will allow for better foreground removal. The detector arrays
are described in detail in the following section.
The first elements after the primary and secondary are the half-wave plates (HWPs),
which modulate the incident polarization. These are mounted on an air bearing rotation
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Figure 2.5: CAD model of the ACTPol and AdvACT cryostat with two optics tubes. The
third optics tube is removed from view for clarity.
21
system less than an inch in front of the windows. The HWPs were not in the original design
of the system, and thus there was no room for them in the cryostat.
Three reflective IR filters, immediately behind the window, reflect out most of the higher
frequency radiation to reduce thermal loading on our system. After them is a stack of low-
pass capacitive mesh filters. These further reduce the out-of-band radiation loading on our
system. Beyond the filters, a silicon lens images the light at a cold Lyot stop. After the
stop, two more silicon lenses reimage the light onto our focal plane. This reimaging system
achieves a wide field of view while helping mitigate side lobes and diffraction issues. A
schematic of two optics tubes is shown in Figure 2.6.
2.6 Detector Arrays
After the final lens in the optics chain, a feedhorn array is used to couple light from free
space onto our pixels. The light is transfered from the feedhorn to the pixel via an orthomode
transducer (OMT, seen in Figure 2.8). The signal is then carried by a microstrip line to the
detectors (shown in Figure 2.8). For the single frequency arrays for ACTPol, each pixel has
two detectors, one for each polarization. For the Advanced ACTPol arrays, each pixel has
four detectors, reading two polarizations and two frequency bands simultaneously.
The ACTPol feedhorns, shown in (a) and (b) in Figure 2.7, have corrugated side walls.
This gives them high efficiency, symmetric beams, and low cross polarizations. For Advanced
ACTPol, we moved to spline profile feedhorns (shown in (c) and (d) in Figure 2.7). The
spline profile feeds have a smaller footprint, which was needed to account for the smaller,
denser pixels.
The detectors that ACTPol and AdvACT uses are superconducting, transition edge sen-
sor (TES) bolometers. Each detector is kept near its superconducting transition temperature.
The phase transition to superconductor is a first order transition, with a very steep resistance
vs temperature function, so a small increase in temperature corresponds to a large change in
resistance. The signal is carried from the OMT to a lossy transmission line, which deposits
its energy on a superconducting island, only weakly thermally connected to the rest of the
focal plane. As the island heats up, the resistance of the superconductor increases. This
decreases the current going through the system (via a bias line). This change in current is
inductively coupled to a superconducting quantum interference device (SQUID), which is
then read out. The arrays of detectors for ACTPol single frequency and the AdvACT HF
array are shown in Figure 2.8. The whole array package is shown in Figure 2.9.
The detector bands were designed to avoid the water absorption lines in the atmosphere
(seen in Figure 1.12). The atmosphere has good transmission below 50 GHz, bands centered
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Figure 2.6: Schematic diagram of the ACTPol optics tubes. Light comes in from the top
left, passing first through the half-wave plates which are just outside the cryostat. Then the
light passes through the window into the cryostat, through a series of IR blocking filters.
The first lens creates an image plane at the Lyot stop. Then the light passes through an
additional lens, then low-pass filters, then the final lens before being imaged onto the focal
plane feedhorn array.
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Figure 2.7: (a) CAD model of corrugated ACTPol feedhorn. (b) Cross section image of
one of the ACTPol corrugated feedhorns for the MF array. (c) Copper plated spline profile
feedhorn array. (d) Model for AdvACT spline profile feedhorn. (a) and (b) from [9]. (c) and
(d) from Mike Neimack.
around 90 GHz and 150 GHz, and from about 200 GHz out to 320 GHz. The middle
frequency arrays for Advanced ACTPol are set to be sensitive in the 90 and 150 GHz bands.
The high frequency array is set at 150 and 220 GHz. The low frequency array is set at 20
and 40 GHz.
For the ACTPol instrument, the detectors were fabricated on three inch wafers. The focal
plane for each optics tube was comprised of three hexagonal wafers and three semihexagonal
wafers. For the 150 GHz single frequency arrays, this totaled 512 pixels for 1024 detectors.
For the 90/150 GHz array, there were 255 pixels with 1020 detectors. For the AdvACT
instrument, fabrication moved to six inch wafers. This meant the focal plane could now be
filled by a single hexagonal wafer, simplifying fabrication and integration. Advances in the
pixel design also allowed for smaller pixels and more efficient wiring. The HF array has 503
illuminated pixels. The LF array will have 44 illuminated pixels.
2.7 Data Readout
The detectors use changes in resistance to detect incident radiation. To read this change in
resistance, we use SQUID amplifiers, which are very low-noise amplifiers inductively coupled
to the detectors. The readout system makes use of multiplexing (reading out several detectors
along a single transmission line) to simplify wiring and reduce the load on the cryogenics.
This is achieved by using SQUID switches, connecting and disconnecting each pixel to the
transmission line in rapid succession (time-domain multiplexing). For ACT, we readout
32 detectors per transmission line. This time-domain multiplexing architecture has the
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Figure 2.8: (Top Left) ACTPol 150 GHz detector array. (Top Center) Close up view of a
single 150 GHz detector. (Top Right) Bolometer). (Bottom Left) First AdvACT detector
array fabricated by NIST. (Bottom Upper Right) Close up of new pixel. (Bottom Lower
Right) Bolometer.
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Figure 2.9: (Left) CAD model of the AdvACT HF array package. (a) Gold plated feedhorn
array for the AdvACT HF array. (b) Single HF test pixel. (c) SQuID array on multiplex
chip. (d) Readout chips for the HF array. (e) Flexible circuitry for HF array readout. Figure
from [10]
advantage over frequency-domain multiplexing as each TES is effectively in a separate circuit,
and can be biased individually.
The detector data is readout at around 15 kHz, which is then resampled down to 400 Hz.
The data is stored as so-call time-ordered data (TOD) objects. Each TOD is a 10 minute
chunk of data, containing data from all of the detectors, as well as telescope housekeeping
data.
2.8 Conclusion
In the following chapters, I describe my specific contributions to the instrument. This
includes the antireflection coatings for the silicon reimaging optics, and my work on the
HWPs. I conclude with a discussin o the science which has been carried out with this
instrument.
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Chapter 3
Antireflection Coatings
3.1 Introduction
ACT and other millimeter telescopes use silicon lenses for reimaging optics. Silicon is a great
material to use for the optics for several reasons. Its high index allows for very fast optical
designs. Its low dielectric loss minimizes any light being abosorbed by the lenses. Its high
thermal conductivity keeps the whole lens at uniform temperature.
One of silicons benefits does come with a side effect though. The high index of silicon
means that if a surface is uncoated, there would be a ≈ 30% loss from reflection. After
three lenses (six surfaces), this would leave almost no light left for the detectors. Luckily,
there are methods for mitigating reflections off each surface. This is generally referred to as
antireflection (AR) coating.
Reflection is caused in effect by a difference in the index of refractions on each side of
an interface. At normal incidence at an interface of dielectrics with indicies n1 and n3, the
reflection is given by
R =
(n3 − n1)2
(n3 + n1)2
(3.1)
An AR coating is an additional layer of dielectric, with an index between the two outer
dielectrics, is inserted at the surface. With three layer, there are now two interfaces. The
total reflection has to account for reflections off of each interface. For the case of a single
layer AR coating, with the middle layer having index n2 and thickness d, the reflection works
out to
R =
n22(n1 − n3)2 + (n22 − n23)(n22 − n21) ∗ sin2(n2dω/c)
n22(n1 + n3)
2 + (n22 − n23)(n22 − n21) ∗ sin2(n2dω/c)
(3.2)
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By carefully choosing an index and a thickness of the layer, the reflection at a single
frequency can be effectively set to zero. If the thickness is
d =
pic
2n2ω
=
λ
4n2
(3.3)
and the middle layer index is
n2 =
√
n3 ∗ n1 (3.4)
then we can see that equation goes to zero at wavelength λ. This specific single layer
coating is referred to as a quarter-wave coating, as the thickness of the layer is a quarter of
the wavelength in the medium. This can be understood physically as destructively interfering
the reflection of the first interface with the reflection off the second interface. If the thickness
is a quarter-wave, then the path length difference between these two reflections is a half-wave,
causing destructive interference.
With a single layer you can effectively cancel out reflection at a single frequency. By
adding more layers, there are more free parameters that can be tuned, so multiple frequencies
can have their reflections effectively mitigated, creating a broadband AR coating. For my
work, I have created one-, three-, and five- layer AR coatings for various applications. These
coatings were all fabricated using silicon metamaterials.
3.2 Metamaterials
AR coatings have ideal performance only if both the thickness and the index of a material
can be fully tuned. The thickness needs to be on the order of the wavelength of interest, and
the index needs to be somewhere in between those of the incident and transmission media. A
problem inherent to most AR coatings is that they are made out of real materials, and thus
only discrete values of the index of refraction are available, as this is an intrinsic property of
a dielectric.
Most AR coatings at millimeter wavelengths are made of plastics. They are a varied
class of material that have a reasonable range of indicies of refraction, and are relatively
easy to manufacture. One of the primary difficulties of using plastics for AR coating on
silicon lenses is the risk of delamination. The lenses are typically used at 4 K, but the AR
coatings are usually applied at elevated temperatures. This thermal cycling causes problem,
as the various plastics have different coefficients of thermal expansion than the silicon of the
lenses. This leads to strains during thermal cycling, which causes delamination. Plastics are
also generally lossy materials at the frequency of the CMB observation, and tend to have
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a low thermal conductivity, which can lead to absorption and thermal gradients across the
coating.
Metamaterial is a general term that indicates some global property is distinct from that
of the underlying material. Simulated dielectrics are metamaterials which are a combination
of two materials (often vacuum and a simple dielectric), with a dielectric constant somewhere
between those of the underlying material. The key to these materials is that, at the frequency
they operate at, the interlacing feature size of the different materials is significantly smaller
than the wavelength of light.
These sort of simulated dielectrics are found in nature. The eyes of moths have a nanos-
tructure of small bumps on the order of 200 nm. This structure was first theorized by
Bernhard in 1967 as a way of minimizing reflection, and was later experimentally confirmed.
There has been extensive work to understand the properties of these structures from a
theoretical perspective, starting in the quasi-static (pitch  λ) regime and expanding to
finite wavelength. For my purposes though, I stick to an empirical model following [44] to
approximate the behavior as a function of the relative fill fraction of the two materials.
3.3 Previous Work from McMahon Lab
The AR coatings made in our lab are made of stepped pyramids of silicon. We fabricate
these coatings with a custom three-axis dicing saw in our lab (shown in Figure 3.1) built by
a previous graduate student [45]. They are made by dicing a set of evenly spaced, nested
grooves with blades of decreasing thickness. The silicon is then rotated 90 degrees, and the
process is repeated. This leaves behind the stepped pillar geometry, such as that shown in
Figure 3.2.
When I came into the lab, they had already fabricated a set of three lenses with a
two-layer AR coatings for the ACTPol instrument, and were working on their first set of
three-layer AR coated lenses when I jumped in.
3.4 Design Overview
To start the design process, I wrote an analytic modeling code. The code has two main
components. The underlying package I wrote solves Fresnel’s Equations [46] and calculates
the reflection and transmission at any frequency for an arbitrary multilayer geometry. This
code is copied in the first appendix of this thesis. The other component I wrote was a Monte
Carlo code to explore parameter space and find the combination of indicies and thicknesses
for each layer to minimize the reflections for the set of frequencies I chose. These indicies and
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Figure 3.1: Image of the custom dicing saw used to fabrication silicon metamaterials. The
silicon to be cut is mounted on the x axis, and the saw is mounted in the y-z plane. Each
cut, the saw moves along the y axis, with the z changing to follow the shape of the silicon.
After each cut, the silicon is the moved by the pitch of the cuts in x, and the process is
repeated. After the set of grooves is completed, the silicon is rotated, and the cutting begins
again.
30
Figure 3.2: Left: Generic geometry for three layer AR coatings. The kerfs and depths, along
with the spacing between cuts (or pitch) can all be optimized to cover the frequency band of
interest. Right: HFSS model for a three layer coating. The red is silicon, the blue is vacuum.
The boundary conditions simulate a continuous array of such pillars, which is an excellent
approximation for our purposes. The scattering parameters (transmission and reflection) are
measured at the ports at the top and bottom of the cell.
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thicknesses make the implicit assumption that the layer each behave as normal dielectrics,
but that is not quite the case.
We operate our metamaterials near the so-called breakdown frequency. In this regime,
the simulated dielectrics aren’t well described by the analytic model. To overcome this, we
use Ansys High Frequency Structure Simulator (HFSS) to do numeric modeling. This is a
commercial finite element analysis (FEA) software that allow us to model our metamaterial
structure. We us HFSS CAD to design a unit cell of our structure. Continuous boundaries
are used to simulate our unit cell as an infinite array. Ports above and below the cell inject
the frequencies of interest through the structure and read out the transmission and reflection.
A model of a three layer structure is shown in Figure 3.2.
The initial inputs for thickness and fill fraction come from the analytic Monte Carlo
combined with the index to fill fraction model in [44]. The initial pitch (spacing between
cuts) is chosen to be about a fourth of the central wavelength. Once I have the initial numeric
model, I use HFSS’s in-built optimization function to to vary the pitch, kerfs (cut widths),
and depths of the cuts to minimize reflection, under constraints placed by our fabrication
system (e.g. total cut depth).
After getting the final design, we do a tolerance analysis, checking how much our perfor-
mance degrades given particular error. The main source of error is depth variation due to
unevenness of our silicon surface. This can be on the order of 10 um. In practice, the depth
error is all absorbed by the top layer of the AR coating. This is fortunate as the top layer
has the greatest tolerance to depth errors. This is primarily due to the fact that as it has
the lowest index of refraction, thus same physical thickness error corresponds to a smaller
change in phase thickness than in the other layers. Additional error can come from the kerf
of the cut changing as the blade wears.
3.5 Fabrication Overview
For coating, a lens is mounted on a aluminum plate for cutting. Metal tabs press down on
the flange of the lens to hold it tightly in place. This plate can then be mounted on the saw
in one of four orientations (in 90◦ increments). This allows us to cut in orthogonal directions.
It also allows us to cut very curved surfaces.
When cutting a lens, a contact metrology probe is used to measure a coarse grid of points
on the surface. The surface data, along with the defined surface parameters, are used to fit
the center and the angle of the mounted lens. A periodically remeasured calibration transfers
the model from measurement probe coordinates into saw blade coordinates. From the fit and
the saw calibration, files are generated which specify the position and depth of each groove.
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Before beginning each cut, each blade is run through a ceramic block. This works to
clean the blade, which means cleaner cuts. We measure the blade profile on a spare piece of
silicon and check that the kerf (cut width) is within acceptable parameters. Then we do a
final z calibration by going to a point in a CAM file and bringing the saw down until it just
scratches the surface. The length of the scratch is sharply proportional to the depth of the
scratch such that measuring the length to a tenth of a millimeter gives the depth to within
a micron for sufficiently shallow (less than 30 µm deep) cuts. We use this final calibration
to shift the CAM files up or down. This step is necessary as the radius of our saw blades are
not micron accurate, and evolve over time.
A single set of cuts covers either the full surface of a lens (for low-curvature lenses) or
the first half of the surface (for high-curvature lenses). If the total height difference between
the edge of the lens and the center of the lens is greater than 17 mm, then the spindle will
hit the center of the lens as the saw cuts the second half of the lens. To avoid this problem,
only the first half of a lens is cut, then it is rotated 180◦ and cut again.
3.6 Measurement Overview
To ensure the quality of the AR coatings our lab fabricates (and verify our models), we
measure the reflection off of the coated (or uncoated) surfaces using our home-brew reflection
measurement setup, or reflectometer. On one side of the setup, a swept frequency source
would direct power at the sample surface at about 10 degree angle of incident. On the other
side, the power was collected and deposited onto a power diode. The source is square-wave
modulated at 100 Hz, and read out with a lock-in amplifier. The calibration was done using
an aluminum mirror, with near perfect reflection. The power reflected from the sample was
divided by this calibration to get fractional reflected power.
When I first came into the lab, the source and diode just used feed horns to control
the beams. This lead to most of the power of the source not making it back into the
power diode. The low signal meant longer integration times and lower SNR. While in the
lab I helped upgrade the reflectometer to include collimating mirrors. These were off-axis
parabolic mirrors which collimated the beam, significantly boosting the signal. In addition
to boosting the signal, this collimation of the beam serves to clean the signal. Using just
the feed horns and an uncollimated beam, the diode would measure a range of optical paths
with different angle of incidence, leading to a smearing effect. Collimating the beam, as well
as inserting a stop before the second mirror, dramatically cleans up the beam, providing a
much sharper spectrum.
An additional problem with the earlier iteration of the reflectometer was in the source
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itself. Our source consists of a local oscillator, which can operate from 8 to 14 GHz, and
a one of two chains of multipliers to go to the frequency range of interest. The multiplier
chains nominally produced 9x or 12x harmonics of the local oscillator, but in fact produce
effectively every harmonic and try to filter out all but the 9x or 12x. These original sources
did not do a sufficient job filtering, so there was harmonic leakage from other frequencies into
our power detector. This was partially fixed by getting a higher quality 9x and 18x multiplier
chains (we still use the inferior 12x). Overall these improvements drastically improved our
measurement precision.
3.6.1 Silicon Measurements
One interesting project I did with the new reflectometer set up was to measure the optical
properties of silicon. Using all three of our bands in the upgraded setup, I measured the
reflections off of an uncoated piece of silicon just over four millimeters thick. The data are
plotted in Figure 3.3. By fitting this data to an analytic model, I was able to constrain
the real and imaginary parts of the index of refraction, assessing the quality of the silicon.
Figure 3.4 shows a contour plot for the real and imaginary parts of the index of refraction
using the data from Figure 3.3. Our system didn’t detect any signature of dielectric loss,
but placed an upper limit of the loss tangent at tan(δ) < 1 ∗ 10−3, which is sufficiently low
for our purposes.
I learned the hard way it is always important to do our own quality checks of the silicon
before fabrication. One piece of silicon was giving odd reflection data when uncoated. Not
worrying too much about it, I moved on to fabrication. Later, when the coated silicon data
was still giving strange data, I tried modeling it with a large loss tangent, and then found
the data to match. This piece of silicon had such a high loss that it was unusable.
3.7 Projects
While the overviews above show the general idea of our system, each project I worked on
had adjustments and constraints that needed to be addressed on an individual basis.
3.7.1 Advanced ACTPol Lenses
The Advanced ACTPol instrument will have four dichroic detector arrays: two 90/150 GHz
mid frequency (MF), one 150/220 GHz high frequency (HF), and one 24/38 GHz low fre-
quency (LF). Each of the reimaging optics uses three plano-convex silicon lenses approxi-
mately 30 cm in diameter. All of these lenses have or will have three layer AR coatings
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Figure 3.3: Reflection measurement off an uncoated silicon plate 4.02 mm thick. The mea-
surement uses all three of our bands, and behaves as predicted. The measurement noise is
sufficiently low that we can effectively measure the loss tangent of the silicon.
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Figure 3.4: Using the reflection data of the uncoated silicon, I ran a code to fit the index of
refraction and the loss tangent of the silicon. Shown are the one and two sigma contours for
the loss tangent and the index of refraction. As can be seen, the index is well constrained,
but the loss tangent can be anywhere from 10−3 to zero. The loss tangent is less than 1∗10−3
at one sigma.
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Antireflection Coating Parameters
Pitch µm Layer Kerf µm Depth µm
ACT Mid Frequency 90/150 GHz
450 1 230 500
2 165 310
3 25 257
ACT High Frequency 150/220 GHz
295 1 160 305
2 80 185
3 20 152
ACT Low Frequency 20/40 GHz
1375 1 735 1520
2 310 1000
3 70 750
PIPER 200 GHz
294 1 75 201
THz Coating 1.4 THz
50 1 12 28
5-Layer 50-350 GHz
246 1 179 440
2 132 295
3 82 221
4 43 162
5 20 154
Table 3.1: AR coating design parameters. The high and low frequency designs are roughly
scaled versions of the MF design, but some changes were made to fully optimize the bands.
fabricated by our lab. At the time of writing this, I have completed the coatings on all but
the LF lenses.
MF Lenses
When I came into the lab, the design work on the MF AR coating was finished, and the
fabrication was underway. The coating had been designed by a previous graduate student [4],
and fabrication had just begun on the first lens. The design parameters are given in Table
3.1.
One problem with the fabrication was in cutting the top layer. The cut was 230 µm
wide and 500 µm deep. This was the largest cut the saw had done, and it appeared to be
taking a toll on the gantry. Even when the cutting was slowed down, the cutting process
was putting significant stress on the saw stages, leading to drifts in the absolute positioning
of the z-stage. When testing before and after the dressing cuts, I found that the blade would
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shift upwards several tens of microns. Then as I let the system settle, it would drift back
down. This level of error was beyond our tolerance.
Our solution was, instead of using a 230 µm blade, to take multiple passes using a thinner
blade. Originally we tried using a 160 µm blade, with two overlapping cuts. This was found
to be highly problematic. The second cut put an asymmetric force on the blade as it cut.
This ended up leading to significant warping of the blade, and severe degradation of our cut
profile, reducing the coatings performance.
The second (and currently employed) solution was to make two cuts with a significantly
thinner blade (60 µm), which would define the edges of the kerf, leaving a spine down the
center. A thick blade (180 µm) is then used to clear out the central spine. In this process,
there is no asymmetric forces on any of the blades, mitigating any warping. These processes
were learned while the cutting of the first set of MF lenses was occurring, leading to a
somewhat degraded performance. These lessons served me well though in future fabrication
and development.
Later, the lab fabricated a second set of identical lenses for the second MF array of
AdvACT. With no new development to do, the cutting went very smoothly. There was
fewer than one broken pillar per 100,000. Note the excellent performance (averaging 0.3%
reflection across the band) and excellent agreement with our numerical simulation. The
transverse magnetic and transverse electric modes measured off the flat side of Lens 3 are
shown in Figure 3.5.
HF Lenses
While working on the fabrication of the first set of MF lenses, I began working on designing
the HF lenses. The designs for the MF couldn’t just be scaled down in size, since the thinnest
cut would have been thinner than we could have made it using the current saw setup. I went
through the process described above, with minimal variation. The final design is given in
Table 3.1.
The fabrication for the HF lenses was straightforward. As the thickest cut was 160 µm
thick, and not as deep as the MF, there was no need to do any complicated cutting process.
We just used the correct thickness blades and cut each groove in one pass, from thickest to
thinnest.
Once again the yield was near-perfect, with very few pillars broken during fabrication. I
used the reflectometer to measure the reflection off of the flat side of Lens 3. The data are
show in Figure 3.6. As can be seen there is excellent performance and excellent agreement
with the model. Despite the tighter tolerances of the HF design, we achieved the desired
performance.
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Figure 3.5: Reflection measurement from the flat side of the Advanced ACTPol MF Lens 3.
Shown are both the measured and modeled transverse electric (TE) and transverse magnetic
(TM) modes. For the measurement, two sources are used: one below 120 GHz and one above.
No additional calibration was needed to get them to line up that well. Our measurement
system is simply well calibrated and stable.
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Figure 3.6: Reflection measurement from the flat side of the Advanced ACTPol HF Lens 2.
Again two sources were used to cover a larger swath of frequency range, although we don’t
have the capability to measure up to as high a frequency as the coating operates.
LF Lenses
I have additionally finished the design work on the final set of lenses for Advanced ACTPol,
the LF array lenses. The AR coating for these lenses is optimized for 20-40 GHz. The design
is shown in Table 3.1. The modeled performance is shown in Figure 3.7. The design itself is
nearly just a scaled up version of the MF design, with a few tweaks. The design process was
identical to the others, but the fabrication work will pose some significant challenges that
need to be worked out before we can start full scale production.
By scaling the coatings to cover such low frequencies, the feature size grew significantly.
The previous deepest cut of 1.1 mm for the MF was more than tripled in the design. The
cuts are wider and deeper than anything we’ve done before, and will require many passes
for each layer. To keep strain of the saw at a minimum, we only cut 500 µm deep for any
pass. This means three passes are required to get to the full depth of the top layer. Getting
to the bottom of the second layer will take an additional two passes, as will the bottom
layer. The top layer is so wide it will take seven cuts across to get the kerf right. The second
layer will take three cuts across. The bottom cut will luckily just be one pass wide. The
cutting process is shown in Figure 3.8. All told, this will take 29 passes, as opposed to 5 for
the MF and just 3 for the HF. As this is mostly an extension of work we have previously
done, I don’t foresee any significant problems to crop up in the process development, but
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Figure 3.7: Modeled reflection from two- and three-layer AR coatings for the Advanced
ACTPol LF array. As can be seen, going to a three-layer coating dramatically broadens
the frequency bandwidth. In order to properly cover the LF bands, we need the three layer
coating. This coating has not yet been fabricated or deployed.
the unknown unknowns are often the most difficult to deal with.
There is a bright side to this array though; the tolerances will be greatly increased. This
may help meet production schedule as we may need less work between each set of cuts to
check blade radius, as even 10 µm blade wear won’t degrade the performance in a significant
way.
3.7.2 PIPER
An additional capability I worked on was getting our saw to cut concave lenses. While the
ACT lenses are all plano-convex, it is not uncommon for other reimaging optics to include
concave-convex lenses. As such, it was of interest to tweak our system to be able to handle
this. The work involved a few measurements to calculate the maximum concavity of the
lenses. After that, it took a bit of work to get the fit code working properly.
This work was then tested out on silicon lenses for PIPER, a NASA balloon-based CMB
telescope. The detectors for this experiment are single frequency detectors centered at 200
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Figure 3.8: Cartoon of the cutting technique for the LF AR coatings, with the cuts numbered.
The gray is the silicon. The massive size of the features means we will need to take 29 passes
with the saw to clear out all of the silicon without putting too much strain on the spindle.
Starting with non overlapping cuts, then going to the clearing cuts ensures that the cutting
force is applied symmetrically across the blades, which helps keep the cut profile stable.
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Figure 3.9: Reflection measurement from the PIPER lens single layer AR coating fabricated
in lab. The measured reflection does not quite match the modeled performance at higher
frequencies. This may be due to the difficulty in measuring a slightly concave surface.
GHz for the test flight. I designed and cut a single layer AR coating for two lenses. The
performance of these coatings was measured in lab, and is shown in Figure 3.9.
3.7.3 Five Layer AR Coating
To push the bandwidth limits of what our system was capable of, I designed, fabricated
and tested a five-layer AR coating. Again I followed my previous design scheme of analytic
modeling with a Monte Carlo, then porting that over to a numeric model. In the design
work, several significant constraints affected the design. First, this was a side project and
was just being carried out with the saw blades we had on hand. This limited our possible cut
widths to a finite set. This obstacle could easily be overcome by ordering different blades.
The second major constraint was a permanent issue inherent to the fabrication technique.
While using dicing blades, an important number to keep in check is the blade-width-to-blade-
exposure ratio. The blade exposure is effectively the total depth the saw blade can reach.
If this ratio gets above 50 (e.g. 1 mm exposure for a 20 µm blade) then the cutting process
becomes unstable and the risk of breaking the blade goes up significantly. This tightly
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constrains what our possible five-layer geometries could be.
As we add more layers, the total thickness of the optimal coating increases. Additionally,
as we add more layers, the optimal index for the bottom layer gets closer to that of pure
silicon, which means a thinner blade. These two factors conspire against making a high
quality five-layer coating. The design used the thinnest blade we had (20 µm) as deep as it
could possibly cut (1000 µm).
There is an additional problem at hand. As more layers are added, the difference in index
between two subsequent layers is smaller. This then means that the kerfs of two nested cuts
are closer in width. If they get too close, then we lose definition between the layers, and
they just slope together. This means we don’t get a hard reflection off each surface, so the
interference doesn’t work as well.
To address the problem of the layers blending together, I decided to slightly change
the geometry. For our previous cuts, we had centered each nested cut in the previous cut,
making symmetric stepped pyramids. To get better definition of each layer, I moved to
cutting asymmetrically. Effectively all of the cuts would share one side wall. This helped
mitigate edge effects of the kerfs, allowing subsequent nested cuts to be closer in width
without as much blending together.
One additional change in procedure was needed to help with getting good cut profiles.
With the thin blade, for reasons unknown, the top of the cut profile deteriorated. About 50
um from the top, a wedge would be taken out of the cut. This originally caused a problem
between the 20 and 40 µm layers. This was solved by reversing the order of those two cuts.
As mentioned above, the cuts generally proceeded thickest to thinnest. This is the generally
preferred method as it ensures symmetric cutting forces on the blade. By reversing the
order of these two blades, though, the 40 um blade cut out the bad part of the 20 µm cut,
eliminating the problem. This process does then put an asymmetric force on the 40 um blade
as it cuts, causing extra wear on the blade, but I found that using a new 40 µm blade each
cut meant that the blade help up reasonably well to the process, maintaining a satisfactory
profile.
During the cutting process, it turned out the blade diameter was a few tens of microns
less than specified, so 40 um in depth was taken out of the bottom layer while cutting in
order to avoid the blade hub brushing the top pillars. There was also a minor issue with
misalignment of one clearing pass, which meant the silicon wasn’t cut properly. A second
pass fixed the problem (See Figure 3.10). Other than that, the cutting was a success. The
yield was significantly worse than for our other coatings, as the final pillar was 100 um wide,
but only one pillar broke per thousand. I have modeled the difference of one in six pillars
broken and found it to be within tolerance. The measured reflection is plotted in Figure
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Figure 3.10: Pictures of the 5-layer AR coating I fabricated. On the left, there was a minor
misalignment of one of the clearing cuts, leaving behind a spine. Shifting the cut by 30 µm
cleared the spine more efficiently, as seen on the right.
3.11. Again it shows excellent agreement with the theory.
While this clearly demonstrates our ability to create a five-layer coating, I do not believe
it is useful. While the pitch and kerfs of the cuts could be tuned better, our system is
still strictly limited to the total depth that we’ve assumed here. Going instead to a four-
layer, with the same depth limitation, actually allows the layers to be more finely tuned and
achieves a similar performance with fewer layers. A comparison between four- and five-layer
coatings is shown in Figure 3.11. I believe we should limit our fabrication to a max of four
layers. Even then, the three-layer should usually suffice.
3.7.4 THz Coating
Pushing the limits of how high a frequency our system can get to, I designed a THz coating.
The design used a 12 µm blade, the absolute thinnest blade available for our system. The
model is shown in Figure 3.12. This coating was cut into both sides of a one-inch float-zone
silicon wafer. No new process development was needed for this fabrication, although the
tolerances were very tight. A micron in variation of the depth can lead to tens of GHz shift
in the optimal band. As our system has tolerance of a few microns, this effectively smeared
out our performance somewhat.
We don’t have a measurement system capable of going to THz in our lab, so I sent the
sample out to NASA Goddard, where it was measured using their FTS measurement system.
The data taken is shown in Figure 3.13.
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Figure 3.11: (Left) Comparison of measured and modeled reflection from a two-sided five-
layer AR coating. The model is matched very well by the measured performance, though the
performance is not of the highest quality. (Right) Comparison of modeled four- and five-layer
coatings. Factoring in the limitations of our system, primarily the limit on depth-to-kerf,
the five-layer does not significantly outperform the four-layer. Based on this I suggest that
we don’t fabricate any more five-layer AR coatings in the future.
3.8 System Limitations
Putting this together, I have effectively explored the operational phase space of our AR
coating system. The THz coating could be pushed to a slightly higher frequency, around
2.5 THz. But we cannot make a two-layer coating that at that high of a frequency. With
12 µm blade for the bottom layer, the second layer would need to be approximately double
the width. This will increase the size of the pitch as a function of number of layers. An
approximate bandwidth-to-max-frequency plot is shown in Figure 3.14.
For future coatings, one should carry out a multidimensional analysis, where adding
more layers might improve bandwidth but degrade performance. While ACT uses dichroic
detectors, where a three layer AR coating is sufficient, other experiments have gone to
trichoric (such as SPT 3G [47]) or broadband phase arrays [48], which might benefit from
going to a four layer. As stated above, I don’t think there will be a practical reason for ever
going to a five-layer coating. The benefits do not generally outweigh the costs.
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Figure 3.12: Modeled reflection performance of THz coating. This modeling is done via
HFSS. The minimum reflection is around 0.3%. This is somewhat high for an AR coating,
and it is caused by the tolerance of the fabrication system. This model is the nominal
depth plus the estimated rms depth error of our system (2 µm). This slightly degrades the
performance expected from the coating.
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Figure 3.13: FTS transmission spectrum of two sided single-layer AR coated silicon wafer.
The transmission peaks near 1.43 THz, near where the coating was optimized for. This data
was taken at NASA Goddard using a mercury arc lamp source and 125 µm mylar beam
splitter FTS.
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Figure 3.14: Plot showing maximum bandwidth against maximum frequency for AR coatings
using our technology. The five bars represent 1-5 layer coatings. A single layer coating (1.2
bandwidth) can operate up into the THz frequency, but the five layer (bandwidth of 4.3)
can only go up to about 500 GHz. This is limited by the saw blades we use for fabrication.
The absolute thinnest blade that can be fitted to our saw is 12 µm thick. That sets the
upper limit in frequency on single layer coatings. For multilayer coatings, the limit is set
both by the available blades and the ability to distinguish between subsequent layers. For
example, for a two layer, the second layer blade will be around 30 µm wide at minimum. This
necessitates the pitch of the cuts to nearly double, which is why the maximum frequency
nearly halves.
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Chapter 4
Half-Wave Plates
Potential discovery of Primordial Gravitational Waves (PGW) is an exciting science goal
of CMB observations. The PGW may leave a very weak ( 1 part in 107 or less) imprint
on the large angular scale B-mode polarization power spectrum. The detection of this
signal would be an enormous step forward for our understanding of the early Universe, and
perhaps the first indication of quantum gravitational effects. Measuring these large angular
scales requires control of 1/f noise. In an attempt to recover those modes, I developed
ambient temperature continuously rotating half-wave plates (HWPs). This technology has
the potential to transform observations of the CMB, and I deployed these HWPs on ACTPol
to demonstrate their performance and the extend the ACTPol capabilities to include large
angular scale measurements.
4.1 1/f Noise
1/f noise, also called low-frequency or pink noise, is the general the of noise that gets larger
at longer time scales, corresponding to lower frequencies. This noise shows up everywhere,
from electronics to biological systems. This can be seen in the power spectrum of our data
time stream. At high frequency, our time streams reach the so-called white noise floor. At low
frequency we start to see an upturn in the noise. This intersection point where the dominant
noise source changes is called our 1/f knee. For our instrument, this is approximately at
3 Hz. Given our scan speed of 1.5◦ per second, this puts our 1/f dominated region above
0.5 degree. Unfortunately, the B-mode PGW signal peaks at 2 degrees, well into the 1/f
dominated region.
There are many sources of this sort of noise, present in electronics and environmental
factors. The general idea is that as more time elapses between two measurements, the more
drift occurs, thus an increase in noise at low frequency. For the CMB observations, the
50
Figure 4.1: Log-log plot of noise spectrum of our data. This is averaged over all detectors
for a single TOD. The spikes in the data come from the the harmonics of the HWP rotation
frequency, the first coming in at just under 2 Hz. The deviation from white noise is clearly
seen, starting around 3 Hz.
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Figure 4.2: CMB EE and BB polarization power spectra. The green bins show the errors
expected from ACTPol without 1/f noise present in the system, and assuming r = 0.2.
larges contributions are from two atmospheric effects. First, the atmosphere is patchy. As
we slew the telescope, we are looking through different columns of air, with different density
and temperature profiles. Second, the atmosphere is turbulent. Even if we didn’t move
the telescope, the air column we look through would be changing on relevant timescales.
Eliminating, or at least mitigating, this source of noise would dramatically improve ACT’s
large angular scale measurements. Figure 4.2 shows a projection of ACTPol’s polarization
power spectra with r = 0.2 and no 1/f noise. In this case, the primordial gravitational wave
signal would be easily identified.
There are several methods for dealing with this noise. Satellite and balloon experiments
send a telescope above all or most of the atmosphere, eliminating the atmosphere as a
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noise source, dramatically reducing the 1/f noise. These experiments are significantly more
expensive, limiting the primary aperture of the telescopes and sacrificing science from small
angular scales. The method which we purse here is to modulate the incident polarization,
shifting the large angular scale signal to a higher frequency, above the 1/f knee. There are
various methods for accomplishing this modulation. The method I pursued for the Advanced
ACTPol instrument was using a warm, continuously rotating HWP.
4.2 HWP Overview
HWPs are plates of birefringent (orthogonal axes have different indicies of refraction) ma-
terial cut to a particular thickness, such that the optical path length difference of the two
polarizations is equal to a half-wave length at a particular frequency. This serves to flip
incident polarization about the so-called fast axis on the plate. By rotating a HWP in front
of our optics, this effectively induces a modulation of the polarized signal.
A common way of modeling a HWP is using what are called Muller Matrices. In this
formalism, each optical element is represented by a matrix, which operates on a vector of
Stokes Parameters. Stokes Parameters represent the full polarization state of light with four
parameters, given as
I = |Ex|2 + |Ey|2 (4.1)
Q = |Ex|2 − |Ey|2 (4.2)
U = 2 ∗Re(Ex · E∗y) (4.3)
V = −2 ∗ Im(Ex · E∗y) (4.4)
I is the intensity, and Q and U quantify the linear polarization. V quantifies the circular
polarization. Pure Q, U and V polarizations are shown in Figure 4.3.
For 100% polarized light(Q2 + U2 + V 2 = I2), it can be convenient to think of the
polarization state as a point on the surface of the Poincare sphere, where each axis is one
of the Stokes polarization parameters. This sphere is depicted in Figure 4.4. Changing the
polarization state (such as passing through a retarder) can be visualized as moves across the
surface of the sphere.
For working with Muller Calculus, we define the Stokes vector S as
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Figure 4.3: This shows the orientation of the electric field for fully polarized light in each of
the Stokes Parameters. Stokes Q and U define the linear polarization of light, and Stokes V
gives the ellipticity and handedness of the polarization. Polarized light can have a combina-
tion of these parameters satisfying Q2 +U2 + V 2 ≤ I2, with the inequality as equal for fully
polarized light.
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Figure 4.4: Left: Poincare sphere, where the polarization of pure polarized light can be
described by any point on the surface. Right: A stack of several HWPs at rotated angles
can be used to create a broadband HWP. This plot shows that by making a series of moves
across the surface of the Poincare sphere, several frequencies can be regrouped on the opposite
side of the surface. This Figure was taken from [11].
S =

I
Q
U
V
 (4.5)
The Muller Matrix for a retarder (including HWPs) is
Γ =

1 0 0 0
0 1 0 0
0 0 cos(∆δ) − sin(∆δ)
0 0 sin(∆δ) cos(∆δ)
 (4.6)
Assuming no dispersion (index of refraction constant in frequency), the phase delay of a
retarder is given by
∆δ =
2pid(ne − no)
λ
(4.7)
where ne and no are the indicies for the extraordinary and ordinary axes respectively, λ
is the wavelength of light, and d is the thickness of the plate. For a half-wave plate, ∆δ = pi.
To model the polarization modulation (and broadband HWPs later), we also need a
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Figure 4.5: The plot above shows the output Stokes Q, U and V (Input ofQ = 1, V = U = 0),
as the HWP is rotated from 0◦ to 360◦. The Q and U output vary at four times the HWP
rotation frequency (4f). The factor of four comes from two distinct contributions. One, as
seen in Figure 4.3, polarization is not a true vector, but a pseudovector. It has an orientation,
not a direction, so rotating 180◦ is the same as not rotating it. This gives one factor of two.
The other factor of two comes from the HWP rotating the polarization as 2χ, where χ is the
angle between the HWP fast axis and the polarization angle. These two factors give us the
factor of 4.
rotation matrix, given by
R(φ) =

1 0 0 0
0 cos(2φ) − sin(2φ) 0
0 sin(2φ) cos(2φ) 0
0 0 0 1
 (4.8)
The rotation matrix just rotates Q and U by 2φ, while leaving I and V alone, as one
would expect. To model polarization modulation, we take the product
Sout = R(−φ) ∗ Γ(∆δ)R(φ) ∗ Sin (4.9)
as φ rotates through a full rotation. Figure 4.5 shows the modulation of Stokes Q, U and
V for a HWP at its nominal frequency (in this case at 120 GHz).
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Figure 4.6: Output Stokes Q, U and V (Input of Q = 1, V = U = 0), as the HWP is
rotated from 0◦ to 360◦ for a frequency away from the nominal HWP frequency. Note the
significantly reduced modulation for Q and U, and a significant increase in V. In fact, this
HWP acts as nearly a quarter-wave plate at this frequency. It is interesting to note that
Stokes V is modulated at 2f while Q and U are modulated at 4f for a Q polarized input.
As can be seen from the definition, the phase delay is dependent upon the frequency. As
we move away from the nominal frequency, the phase delay moves away from 180◦. This
then means that some linear polarization bleeds into circular polarization. Figure 4.6 shows
the modulation of the Stokes Parameters of 70 GHz light going through a 120 GHz HWP.
As can be seen, there is a significant component going into V, which is effectively lost for
most detectors (including ACT’s).
In order to make HWPs broadband, we need to play some clever games. There are two
main ways to make this happen. The first is primarily for optical band HWPs; the idea is to
take two materials whose indicies have different frequency dependencies, and stack them so
their fast axes are crossed. This method is problematic at millimeter wavelengths for a few
reasons. The first is it requires at least two suitable materials for HWPs, and in millimeter
range we just have sapphire. The second (more pressing) reason is that the thickness of
these stacks ends up being many times the wavelength of light. A commercially available
broadband HWP for 465-610 nm light is 8 mm thick. Scaling this to mm wavelengths is not
feasible.
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Figure 4.7: Modulation efficiency of a 1-stack and three-stack HWPs as a function of fre-
quency, along with the Advanced ACTPol MF bands. As can be seen, the required bandwidth
is too large for a single HWP, but a three stack HWP nicely covers the low and high bands
with a modulation efficiency near 100%.
The second approach is to use a Pancharatnam geometry. This method uses a series of
HWP of the same material, with their fast axes rotated relative to one another. This has the
effect of making a series of moves across the Poincare sphere, allowing several frequencies to
be regrouped. This is shown schematically in Figure 4.4
This can be modeled using the above Muller Calculus. Using a rotation angle of 58
degrees [49] for the central HWP, a three-stack HWP can effectively modulate a wider
bandwidth. A comparison of a one- and three- stack HWP is shown if Figure 4.7. Clearly,
a three stack HWP is sufficient for Advanced ACTPol’s dichroic detectors.
By adding more plates to the stack, more frequencies can be regrouped. For our dichroic
detectors, we use a three stack geometry (as will POLARBEAR). EBEX had trichroic de-
tectors and used a five-stack geometry. LiteBird will have a tiled focal plane, and has
constructed a nine-stack HWP.
While the Pancharatnam geometry is useful, there are a few caveats with its implemen-
tation. For one, there is no longer universally defined fast/slow axes. Instead, the effective
fast axis varies somewhat as a function of frequency. Figure 4.8 show that the effect can be
up to tens of degrees (seen as a phase shift the the Q modulation).
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Figure 4.8: Phase shifts at different frequencies from three stack HWP. (Left) Normalized
Stokes q parameter as the HWP is rotated from 0◦ to 90◦. (Right) Phase for q parameter as
a function of frequency. As can be seen the phase of the q modulation varies significantly as
a function of the frequency. This can be somewhat problematic as q is rotated by a slightly
different angle at each frequency. This will smear out our signal.
4.3 Birefringent Metamaterials
Several experiments (EBEX [50], ABS [42]) had deployed such technology and demonstrated
its utility, or will in the near future (Litebird [51], POLARBEAR [52]). What is different
about my HWP is the material. All of these other experiments use alpha-cut sapphire
as their birefringent material. The HWPs I fabricated for ACT used metamaterial silicon
technology.
In Chapter 3, the AR coatings using silicon metamaterial were always symmetric under
90◦ rotations. This four-fold symmetry ensures there is no cross polarization leakage (at
normal incidence). If, however, we break this symmetry, we induce birefringence. This can
be done in a few ways. We can cut with different kerfs in each direction, we can cut with a
different pitch in each direction, or we can cut in just one direction.
To define the indicies of the birefringent layer, I first had to run some simulations to test
how birefringent these layers would (or could) be. To do this, I made an HFSS model of
a single layer of cut silicon surrounded by vacuum. The reflection at normal incicence for
orthogonal polarizations for a 3 mm slab is shown in Figure 4.9. Following Equation 3.2, the
peak reflection for a single layer surrounded by vacuum is
Rmax =
(
n22 − 1
n22 + 1
)2
(4.10)
This allows us to easily measure the indicies of refraction for each orientation. By varying
the pitch and width of the cuts, I explored the possible phase space of how birefringent
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Figure 4.9: HFSS modeled reflection off the x and y axes of birefringent silicon. The change
in maximum reflection can be used to measure the change in index. The change in frequency
of the maximum frequency is dependent upon the thickness of the silicon layer.
these materials can be. I found that birefringence between 0.6 < nslow − nfast < 1.4 is
consistent with practical fabrication constraints. This method is used to create the half-
wave and quarter-wave plate layers in silicon. If, however, cuts are made asymmetrically in
both directions, we can create effectively arbitrarily small birefringence. This latter method
is used to make birefringent AR coatings for the HWPs. To my knowledge, this is the
only demonstration of birefringent AR coating at these wavelengths. This is useful as for
birefringent materials, the AR coating index had to be a compromise between the ordinary
and extraordinary indicies. No such compromise is needed in my designs.
4.4 Overview of HWPs Developed
4.5 ACTPol 150 GHz HWP
The first HWP I made was for the ACTPol 150 GHz single frequency array. Since this was
not a dichroic array, I adopted a simple HWP geometry, without employing the tricks to
make broadband HWPs. It served as a proof of principle, testing our new technology.
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4.5.1 Design
The HWP was made out of a single plate of silicon. Into each side I cut a quarter-wave plate
with a two layer AR coating. A central layer of interstitial silicon provided the mechanical
stability.
Mechanical stability is a major constraint for this design. If we fabricated an optimal
HWP, it would consist of 100 µm wide strips of silicon suspended in free space. Such a
design is impractical, as it would vibrate and degrade in any practial solution. To avoid this
problem, I went with a simpler design consisting of: (1) an AR coating, (2) a quarter-wave
plate, (3) solid silicon, (4) a second quarter-wave plate aligned with the first, and (5) a
second AR coating. The central silicon layer provides structural integrity. Additionally, the
thickness of the layer can be tuned to mitigate reflections.
After cutting, a ring of Invar (a nickel-iron alloy with a coefficient of thermal expansion
similar to silicon) was glued around the edge of the plate. Invar was chosen so that if later
this plate was used in a cryogenic system, there will be minimal thermal expansion mismatch.
This ring allowed us to handle the plate without touching the silicon surface. It also provided
a clamping surface for deployment on the telescope.
To design the HWP, I had to tune the indicies of each orientation of each AR layer, and
the thickness of the two AR layers and the interstitial silicon layer (seven free parameters).
This process would fix the birefringence and thickness of the quarter-wave plate layers to
predefined values (mentioned above).
This initial design was then ported to HFSS. To completely tune the parameters, a full
two-sided HWP model was constructed in HFSS. This differed from the AR coating work
where only one side was needed for optimization. This had the benefits of fully modeling
the plate, but the drawback of taking twice as long to run. An isometric view of the model
is shown in Figure 4.10. HFSS was properly able to calculate the relative phases of the two
orthogonal orientations. This phase delay was held near 180◦ during optimization.
4.5.2 Fabrication
The fabrication of the 150 GHz HWP needed a few process development steps worked out.
Previous work mounting flat wafers involved using a wax called WaferGrip to hold the silicon
directly onto the mounting plate. This wax is a very lossy material and difficult to fully
clean out of the metamaterial structure. After discovering this fact empirically, I designed a
vacuum chuck to eliminate this issue.
A picture of the vacuum chuck is shown in Figure 4.11. The series of concentric circles
each have a hole drilled to the vacuum port on the chuck. These are threaded holes that can
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Figure 4.10: Isometric views of HFSS models for the single frequency (left) and broadband
(right) HWPs.
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be sealed off to allow for varying sizes of wafers, from 2 inches to 13 inches. The vacuum
used was a three stage venturi pump, running off our air compressor. This pump was chosen
since it had no moving parts and was resistant to water and silicon grit flowing through it,
which takes place in our system.
One issue the vacuum chuck caused was a warping of a silicon plate. This HWP wafers
are relatively thin (a few mm) with a large diameter (300 mm), making them flexible at the
20 µm level. With the vacuum chuck not being perfectly flat, and applying a strong and
not completely uniform force across the wafers, there was significant warping, on the order
of tens of microns. The primary mode was effectively a potato chip shape. To counter this
effect, I measured the silicon surface, fit the data with the first four Fourier modes, and
cut along the fit contours. This reduced the rms error from a few tens of microns to a few
microns. A sample fit is shown in Figure 4.12.
An additional problem came when cutting the second side. As the face down side was
no longer a smooth wafer, but a cut surface, the vacuum chuck couldn’t hold it. To seal the
edges, I used melted paraffin wax. Just as with the other wax, this is a lossy material, but
it was only applied on the edge, outside of the illuminated area of the HWP, so it would not
impair performance.
The cutting itself was effectively the same as for lenses, except for the asymmetry. The
yield was likewise nearly perfect with two pillars total being broken (out of over a million
pillars). After cutting, I used a large ultrasonic cleaner to get the silicon dust out of the
grooves.
4.5.3 Testing
The reflection was measured for orthogonal orientations using the previously described re-
flectometer. The data was taken was in TM mode set up at 10◦ angle of incident. The data
are shown in Figure 4.13. The reflection is well matched to the HFSS model.
The modulation efficiency of the HWP was measured at NASA Goddard, using their
Vector Network Analyzer (VNA) and a quasi-optical setup. VNAs are measurement systems
that measure the amplitudes and phases of the scattering- or s-parameters of an electrical
network. In this case, the s-parameters measured are the reflection and transmission of our
HWP system.
The quasioptical setup used is shown in Figure 4.14. A feed horn is placed at one focus
of an off-axis elliptical mirror. The HWP is placed at the second focus. A second elliptical
mirror collects the light and directs it at the receiver feed.
For this measurement, the frequency is swept from 140 GHz to 180 GHz. After each
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Figure 4.11: Vacuum chuck I designed for HWP fabrication. Vacuum is pulled through the
connection at the bottom of the picture. This leads to a hollowed chamber running to the
center of the chuck. The concentric rings are cut with a ’V’ profile to a maximum depth
of 2.8 mm. Each ring can be individually connected to the vacuum chamber, allowing the
vacuum chuck to hold plates from 13 in down to 2 in.
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Figure 4.12: Modeling the surface of a silicon wafer for HWP fabrication. From left to right,
the raw data, residuals for a plane fit, residuals for the Fourier fit, the model values. As
can be seen, fitting a plane to the wafer leaves potato chip shaped residuals on the order of
50 µm. For the tolerances of the HWPs, this was unacceptable. With fitting the first few
Fourier modes, the residuals over most of the plate are less than 5 µm, which is within our
tolerance. The fit gets bad near the edge, as is common with Fourier fits.
frequency sweep, the HWP is rotated 11.25 degrees, and the measurement is repeated. After
the HWP is rotated 180 degrees in total, the receiver horn is rotated. This is accomplished by
replacing the straight wave guide connecting the feed to the source with one that is twisted.
The twist is nominally 90 degrees, but I measured it to actually be 88 degrees. This has only
a minimal impact on the measurement. With the twist in place, the measurement is then
repeated. This allows us to completely sample Stokes Q. Normalizing by the total field we
get normalized Stokes q (q = Q/I) as
q(φ) =
H(φ)− fV (φ)
H(φ) + fV (φ)
(4.11)
where H is the horizontal component of the field (horns aligned), V is the vertical com-
ponent of the field (horns rotated), and f is the relative gain term, given by
f =
∑
H(φ)∑
V (φ)
(4.12)
For each frequency, Q and U vary at 4f as the HWP is rotated. Figure 4.15 shows how u
is modulated at 150 GHz. The amplitude of the 4f component is the modulation efficiency.
This is calculated for each frequency and is plotted in Figure 4.16. The figure shows that
the modulation peaks near 99%, and averages ot 97% between 125 GHz and 165 GHz, and
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Figure 4.13: Reflection measurement of the x and y polarizations for a 150 GHz single-
frequency HWP, measured by our reflectometer in lab. The data were taken at 10◦ angle of
incident, with the radiation set to the TM mode.
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Figure 4.14: Diagram of quasioptical setup used to measure the modulation efficiency of the
HWPs. Light is emitted from the horn on the left, and is focused by an elliptical mirror
onto the HWP. A second elliptical mirror collects the light and redirects it to the horn on
the right. The beam is focused on a small part ( 2 in) of the center of the HWP. The horns
are connected to VNA extender modules to get the VNA to the frequency rang of interest.
The HWP is slightly angled (≈ 10◦) to effectively dump the reflected beam out of the optical
path, cleaning up the transmission data.
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Figure 4.15: Data and fit for the modulation of normalized Stokes U for the single 150 GHz
HWP at 150 GHz. The data were taken at NASA Goddard using their VNA setup. The
fit is a simple least squares fit for a sine wave, fitting the mean, amplitude and phase. The
modulation efficiency is given by the amplitude of the modulation. The modulation efficiency
shown here is around 0.95.
is well matched by my numerical model.
4.5.4 Summary
The fabrication of this single frequency HWP was an important proof of principle, but
unfortunately the two I fabricated will never be deployed. For the first one I fabricated,
I did not check the quality of the silicon before-hand, and found that it was too lossy to
be used at ambient temperature. The second one cracked during fabrication, due to the
interstitial silicon being too thin. When we tried putting it on the telescope, the crack lead
to significant scattering, severely impairing the measurement. For future experiments with a
single frequency detectors, this HWP design would be a viable option, although the central
silicon layer thickness would need to be increased for additional mechanical strength.
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Figure 4.16: Modulation efficiency for the single HWP for ACTPols 150 GHz array. The
central frequency of this HWP is shifted higher than originally designed due to the blade
cutting a bit thinner (making HWP less birefringent than intended), but would still be
sufficient for the actual band. When the thinner blade is accounted for in the model, the
model is very well matched with the measurement. The dip at 162 GHz is likely a systematic
present in our measurement system.
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4.6 Advanced ACTPol Achromatic HWPs
4.6.1 Basic Design
As described in Section 4.5, stacking an odd number of HWPs together in specified ge-
ometries, one can make achromatic half-wave plates (AHWPs) that cover a broad range
of frequencies. For the Advanced ACTPol dichroic detector arrays, a three-stack AHWP
is needed to adequately cover the bands with a sufficiently high modulation efficiency (as
shown in Figure 4.7). In order to make this geometry, I had to start with two separate
pieces of silicon. I would cut the central, rotated HWP, then bond the two piecies of silicon
together, and cut the outer HWP layers. Each orientation would also have a three-layer AR
coating on top. I successfully made three such AHWPs, two for the MF detector arrays, and
one for the HF array. The design, fabrication, and testing processes all followed the same
basic steps as before, but significant work was needed at various steps to account for the
increase in complexity.
4.6.2 Achromatic Metamaterial HWP Modeling
In order to model this geometry, a significant upgrade to my analytic modeling code was
needed. For previous modeling of the single frequency HWP, the linear polarizations of light
were handled completely separately. With AHWPs, the rotated central HWP layer mixes
the two polarizations, so they can no longer be treated completely separately.
The modeling computer code mostly follows the same steps from before, but with added
steps and features. It again starts with a single output wave, and calculates the input and
reflection in relative terms, but now it starts with assuming just x-polarized output, and
calculates input (which has components in both polarizations). The process is repeated for a
y-polarized output. These two calculations are then combined to calculate the outputs from
single component polarized inputs.
In order to properly deal with the reflection off the rotated interface, I needed to ap-
proximate the index for the layer at an arbitrary angle. Following the derivation in [53], the
effective index for a birefringent material rotated an angle φ is calculated as
sin(φ)2
n2e
+
cos(φ)2
n2o
=
1
n2effective
(4.13)
I also modeled this in HFSS, with measuring the reflection of a birefringent silicon layer
as I rotate φ for a birefringent silicon model with a pitch of 400 µm and a cut width of
60 µm. Using Equation 3.2 and this data, I can measure the index as a function of angle.
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Figure 4.17: Index as a function of rotation angle. This figure shows both the HFSS model
of birefringent silicon as well as an analytic model (with the indices from the HFSS model).
As can be seen, the analytic and numeric models agree very well. This agreement helps
create consistency in the design process.
Equation 4.13 matches the HFSS model of reflection quite well. A comparison between my
analytic code and HFSS is shown in Figure 4.17.
4.6.3 Design
I explored models of low and high birefringence (constrained by achievable birefringence of
metamaterial silicon), as well as allowing for silicon between each HWP layer. The optimiza-
tion drove toward a low-birefringence model. This is because with high birefringence model,
there would be larger reflections off the rotated HWP interfaces. For this same reason the
optimization drove toward having no solid silicon in between HWP layers. The benefits of
having another parameter to tune did not outweigh the cost of the stronger reflection off the
HWP interfaces.
The next major challenge was to get the full geometry modeled in HFSS. This posed
a problem; with the central layer rotated relative to the outer layers, if the cuts were the
same (as they should be for a true Pancharatnam geometry), there is no way to get the cuts
to line up properly on the boundary. After trying a few ways of combining several models
together, I stumbled upon a simple solution: have a different pitch for the central layer.
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Figure 4.18: Results from my HFSS model for the MF HWP. Left shows the total transmis-
sion of the HWP for x and y polarized input, averaging over 96% across the band. Right
shows the modulation efficiency as a function of frequency, averaging around 97% across the
band.
Since all the HWPs are ideally identical, the width of the cuts would have to be cut down
commensurately with the increase in pitch to maintain the same fill fraction.
There is the additional problem that in the model, the central cuts can’t be rotated to
any arbitrary angle (relative to the outer layers), only ones which allows for the boundaries
to line up. Luckily the optimal rotation angle (58◦) is near arctan(3/2) = 56.3◦. This allowed
me to create a 3x2 pillar unit cell with proper boundary conditions. The HFSS model is
shown in figure 4.10. This was then optimized using the previous procedure. The results are
shown in Figure 4.18.
4.6.4 Fabrication
This fabrication was a significant deviation from the previous work. In order to have a
central HWP cut, I had to start with two silicon plates. I would cut the central HWP into
the thicker of the two plates, then bond the two together. After that, the cutting would
proceed as normal. Several new fabrication steps needed to be implemented in order to
fabricate this HWP. The two main new capabilities to work out were rotating the grooves a
set angle, and bonding two separate pieces of silicon together.
First, I had to design alignment features into our HWP. The silicon plates each had a
small (1mm diameter) notch in them. I had pin holes machined into the vacuum chuck that
would use this notch to align the plate at either 0 or 56 degrees. First, the 56 degree setup
was used to cut the central HWP layer. After bonding the two plates together, the HWP is
remounted on the vacuum chuck in the 0 degree setup.
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For bonding the plates, we chose an optical epoxy, Epotek 301-2. This is a long pot
life, optically transparent epoxy. It was used by technicians at NASA Goddard for work on
mirrors for Astro-H. Mimicking their setup and procedure, I helped design and build a spray
coating system. This was two-axis gantry that would spray thinned epoxy horizontally. To
thin the epoxy, the prescribed amounts of the two parts were throughly mixed, then a set
volume of toluene was added to the epoxy and mixed further. The spraying was done with
a standard high-volume low-pressure paint gun.
Before bonding, the silicon needs to be cleaned. A ten percent solution of sodium hy-
droxide is used to remove any metal residuals from the original machining. Acetone is used
to remove any organics, such as fingerprints. Then a plasma cleaner is used to further clean
the silicon surface. Additionally, the plasma cleaner makes the surface more hydrophilic,
which helps keep the glue layer from beading.
The silicon is mounted horizontally on an aluminum plate. Most of the weight is sup-
ported by two pins. The silicon is held to the plate using double stick tape. The two-axis
gantry would raster across the uncut silicon plate, laying down a uniform layer of epoxy (the
toluene all evaporated in the spray). The plate would be positioned so we would spray into
a fume hood. This system is be stable and repeatable, so we can control the thickness of the
glue layer to a few microns. A typical thickness of the glue layer was 10 µm. With high loss
tangent of δ ≈ 102, this amounted to about an additional half Kelvin of thermal loading.
After spraying, the aluminum plate is taken off the sprayer with the silicon still mounted,
and put on a hot plate. The second piece of silicon is carefully placed on top of the first,
using the pins already in place for alignment. Foam is then put on top of the silicon, then a
piece of plastic is placed on top of the foam. A weight is then placed on the plastic. This
layered system applies the force of the weight uniformly across the silicon. The epoxy is then
cured at 80◦ C for three hours.
4.6.5 Testing and Results
The reflection and modulation efficiency were measured the same as for the previous HWP,
except multiple sources were used to account for the broader bandwidth. The reflections
are shown in Figures 4.19 and 4.20. Overall the reflections are quite low (averaging around
2-3%). They don’t match the modeled performance as well as the AR coatings or single
frequency HWP do. The modulation efficiency measurements are shown in Figures 4.21 and
4.22. The modulation efficiency is well matched to the model, and quite high (averaging
around 97%).
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Figure 4.19: Reflection measurement of the MF AHWP. The reflections are not very well
matched to the predicted, except that they are on the same sort of scale. I am unsure why
there is such a discrepancy.
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Figure 4.20: Reflection measurement of the HF AHWP. Again, the measured reflections only
match the model to within a factor of two or so.
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Figure 4.21: Modulation efficiency of one of the MF AHWPs as measured by the Goddard
VNA quasioptical setup. The two bands of measured data are from separate VNA extender
modules. The high band is well matched with the theoretical predictions, but the low band
measurement is lower than expected (still sufficiently good though). This may be due to
systematics in the lower band setup that are not fully understood.
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Figure 4.22: Modulation efficiency of one of the HF AHWPs as measured by the Goddard
VNA quasioptical setup. There was only one band available to be used for measurement, so
I couldn’t measure the high end of the frequency range. This AHWPs modulation efficiency
is significantly lower than expected at the high end of the band. This could be a systematic
in the measurement setup.
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Figure 4.23: Emission intensity maps of the three deployed HWPs in both detector bands.
PA4 (the HF HWP) has the most emission. I believe this is due to complications in fabrica-
tion.
4.6.6 Deployment
In August, 2017, I took all three HWPs down to the telescope in Chile. There, I worked to
get the three of them properly mounted and spinning.
Before the full observation run, data was taken to measure the loading on the telescope.
The thermal loading was measured with the HWPs on and off repeatedly to see how much
the loading increased with the addition of the HWPs.
The full observing run lasted from October 12 to October 26, 2017. The data taken will
allow us to work on our analysis techniques, and determine if the data modulation is worth
the increase in noise. So far, we have not come to a solid conclusion.
4.6.7 HWP Readout
In order to properly analyze the telescope data, the HWP angle needs to be recorded with
sub-degree precision. This is accomplished with two LEDs and photodiode encoders. The
HWP is mounted in a metal ring (rotor), which is then mounted in front of the cryostat
window. The rotor also has an outer ring with two sets of holes drilled in it. The outer set of
holes are 180 evenly spaced ovals. The inner ring has 11 unevenly spaced holes. The LEDs
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Figure 4.24: Measured HWP rotation frequency over a ten minute period. The rotation
frequency is perfectly uniform to within the precision of our readout timing (the frequency
bounces between two values set by the discretization of the time from ACT’s digital clock).
This is sufficiently uniform for our analysis to assume it is constant.
and diodes are mounted on the cryostat so that the ring on the HWP rotor passes between
the LEDs and diodes. The voltage from the diode has a square waveform, pulsing each time
a hole passes between the LEDs and diodes. The outer holes give precise angle positions,
while the inner holes are used to set the absolute HWP angle. This encoder system is synced
to our data readout, and the angle data is incorporated into our housekeeping data.
The HWP rotation frequency appears to be quite stable. Shown in Figure 4.24 is the
frequency of the rotation over five minutes of data. As can be seen, the rotation varies
between about 1.91 and 1.92 Hz. This shows that both the rotation mechanism and the
readout system work well.
4.6.8 Timestream Analysis
Adding a HWP to the telescope optics chain dramatically changes how the data is inter-
preted. Before working the change into the map maker, I worked to understand some of the
HWP properties from analysis of the timestream.
My first step is to just look at the data from single detectors. The data (with point
glitches removed) for a particular detector in one TOD (see Section 2.7) are shown in Figure
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Figure 4.25: Response of a single detector over a single TOD. There is significant long term
drift, but it is gradual (i.e. there are no discontinuities).
4.25. As can be seen there is a relatively smooth, if erratic, drift over the course of the TOD
in the detector response. This sort of drift was common even without the HWP. To look at
the effect of the HWP, you have to look at the data closer.
Figure 4.26 shows that same data, but zoomed in on 100-104 seconds (which is approx-
imately eight HWP rotations). The HWP modulation is clear to see, and is dominated
by a signal at the HWP frequency (1f signal). For a sapphire HWP, the signal is domi-
nated by a 2f signal due to the high level of symmetry in the crystal structure. While our
metamaterials are quite uniform, they don’t come close to the uniformity of natural crys-
tal. The inhomogeneities break the two-fold symmetry, leading to a strong HWP-rotation
synchronous signal. The inhomogeneities may be caused by unevenness of the glue layer,
deformations in the wholly cut silicon wafer, or any solvent or wax left in the cracks from
fabrication. These inhomogeneities lead to the peculiar shape of the detector response. This
shape will be different for detectors at positions, as they will see different parts of the HWP.
One interesting thing to look at was to try and find two detectors which see nearly the
same part of the HWP. I found two such detectors, which are at nearly the same radius, and
rotated across the focal plane by the same amount the detectors are rotated. A comparison
of these two detectors data is shown in Figure 4.27.
The output data appears to have a general drift of the signal over time, but if each
rotation is mean subtracted, the signal is very stable. Shown in Figure 4.28 is all of the
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Figure 4.26: Response of a single detector over 4 seconds. The modulation can be seen
clearly. The shape of the modulation is distinctly not sinusoidal, showing non-ideality of the
HWP
HWP rotations from a single detector for a single TOD. There is no averaging. The plot
shows 1263 HWP rotations all stacked.
Taking a Fourier Transform of this single TOD, the HWP peaks initially look very wide.
If, however the TOD is cut to only include an integer number of HWP rotations, the peak
narrows considerably. Additionally, all of the HWP rotations do not have the same number
of samples, varying by one or two samples even for smooth rotations. This data can be
resampled down to make a uniform number of samples per rotation. I did this by cubically
splineing together the TOD, then sampling down to 200 samples per HWP rotation (down
from about 204). Taking the FFT of this uniform sampling only marginally narrows the HWP
peaks further, as can be seen in Figure 4.29. As such, I do not think this is a necessary step
(for now at least).
Our signal is around the 4f peak, so if we can use the 1,2 and 3f harmonics to model the
4f signal, we can hopefully remove the intrinsic HWP signal (due to differential emission
and transmission) from the sky signal. I looked at the correlations between the 1,2 and 3f
signals and the 4f . They are all fairly strongly correlated, but the noise is still too high. But
there exists a linear combination of the three lower harmonics that is very strongly correlated
with the 4f signal. Figure 4.30 shows the separate harmonics plotted versus 4f as well as
the best linear combination to reduce the scatter.
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Figure 4.27: Normalized detctor response for two detectors at the same radius of the focal
plane, separated by 45 degrees rotated from the center. The detectors are also rotated by 45
degrees, and the blue line is shifted by the same. This shows that most of the shape of the
detector response plots are driven by the HWP, as these two detectors see nearly the same
part of the same HWP.
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Figure 4.28: Stacked response of a single detector as a function of HWP angle for a single
TOD. Each rotation has its mean subtracted to remove long term drifts. Around 1200 curves
are plotted here, with minimal variation among them. This shows that the detector response
to the HWP is stable, so it may be possible to subtract the HWP synchronous signal (A(χ))
to better isolate the signal from the sky.
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Figure 4.29: The first HWP peak of an FFT of a single detector for a single TOD. The blue
line is an FFT of the raw TOD. The orange line is an FFT of the processed TOD where
the start and end of the TOD are cut off so there is an integer number of HWP rotations.
The green line is an FFT of a resampling of the data to simulate a perfectly uniform HWP
rotation. As can be seen, all of the sharpening of the peak comes from TOD truncation. The
HWP rotation speed is sufficiently uniform that resampling does not significantly improve
the FFT.
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Figure 4.30: Top right, top left, and bottom right show the 1,2, and 3f components of
the timestream of the HWP plotted against the 4f component (in arbitrary units). These
components are calculated by taking an FFT of a single detector response. Each point
on the plots represents a single HWP rotation. This was done for a single TOD, covering
approximately 1200 HWP rotations. The bottom left shows a linear combination of the 1,2
and 3f components plotted against the 4f . As can be seen, the correlation dramatically
tightens when all three lower harmonics are used. This implies that the 4f component can
be well estimated by knowing the 1,2, and 3f components. This may allow us to model
the full A(χ) signal from just the first three components, so it can be subtracted from the
timestream.
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The next step in this will be to check for this linear combination across different detectors,
and over different TODs. If this linear combination remains constant for a particular detector
over several TODs, then this will be an powerful tool in isolating our singal.
4.6.9 Summary
While the analysis is still ongoing, the in-lab testing suggests that the AHWPs will benefit
our data collection. As the analysis progresses, we will begin looking at redeploying them
permanently. When one of the MF arrays is replaced with the LF array, the HWP will need
to be taken off. It is likely that we will not observe the LF band with a HWP for several
reasons, but it is likely it will not be needed. Additionally, there are practical concerns.
The LF AHWP would weigh several kilograms, and our current air bearing system was not
designed to hold such a heavy plate. The encoder system likewise was not designed for a
HWP as thick as the LF would be, as it was optimized for the MF system and the LF AHWP
would be several times thicker than the MF.
4.7 HWP Outlook
The metamaterial HWPs presented in this section represent a still nascent but rapidly de-
veloping technologies. Further development in the fabrication and cleaning processes might
yield higher modulation efficiency, lower reflections and lower emission. The data we have
in hand might show that indeed this technology is sufficiently developed to give sapphire a
run for its money.
This technology does have one very specific, absolute advantage over standard sapphire
HWPs that might lead to a niche. These metamaterials are substantially more birefringent
than any natural material. As such, the HWPs are a factor of 2 or 3 thinner than sapphire
ones at equivalent frequencies. They are also less dense, as they have about 30% of their mass
removed during fabrication. This leads to a nearly order of magnitude reduction in weight.
This can become important for balloon- or space-based telescopes, where weight becomes a
major concern. Even if no more progress is made in development of this technology, it is
already a viable material for such weight constrained experiments. Time will tell whether
these HWPs will become the standard technology in all observatories, be forgotten to history,
or (most likely) land somewhere in between.
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Chapter 5
Conclusion
The goal of the ACT collaboration is to better understand cosmology. This chapter presents
an overview of the science prduced with the ACTPol and Advanced ACTPol instrument that
was enabled by the optical elements described in this thesis.
5.1 ACTPol Science
5.1.1 Power Spectra
ACT has published two papers on CMB polarization power spectra [54, 55]. In the more
recent one, we presented all six possible auto and cross spectra from 200 < ` < 9000. This
data is only from the first two seasons of ACTPol, with 150 GHz array data, covering 548
square degrees of the sky. The sky coverage map for ACTPol Seasons 1,2 and 3 is shown in
Figure 5.1. Six acoustic peaks are significantly detected in the EE spectrum below ` of 3000.
The TT, TE, and EE power spectra are shown in Figure 5.2. The limits on the BB power
spectrum, as well as the data from other recent experiments, are shown in Figure 5.3.
This data is used to fit ΛCDM with WMAP priors on τ and the scalar spectral index.
The cosmological parameters derived by ACT are consistent with those derived from Planck
[56]. This paper also calculated the polarization spectra with and without masking point
sources, and finds no significant contribution to the polarization from point sources. As ACT
continues its observations and data analysis work, we will have an order of magnitude more
data that we currently do, and will be significantly more constraining on cosmology than
Planck is.
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Figure 5.1: Sky coverage for ACTPol seasons 1, 2 and 3. As of writing this thesis, only
data from the first two seasons of ACTPol have been published. Figure from the ACTPol
Collaboration.
Figure 5.2: TT, EE, and TE power spectra for ACTPol.
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Figure 5.3: BB power spectrum for ACTPol. Other recent experiments are also plotted.
5.1.2 Lensing
As the CMB streams through the Universe, the varying gravitational potential lenses the
signal. This signal shows up as correlations between previously uncorrelated modes. ACT
has published several papers reporting measurements of this effect. Lensing can be a powerful
tool for understanding the projected matter density of the Universe, which can help constrain
growth of large scale structure, probing neutrino physics, dark matter, and dark energy.
One lensing paper just uses the CMB data from ACT. Using data from the first two
seasons of ACTPol observations, it finds the lensing power spectrum is consistent with the
best fit cosmology from other probes. The lensing power spectrum is shown in Figure 5.4.
In van Engelen et al [12], the CMB lensing signal is cross correlated with the Cosmic
Infrared Background, as measured by the Planck satellite. The paper finds a CMB lensing
signal at 9.1σ significance. Additionally, using an EB cross power estimator, a lensed B-
mode signal was found at 3.2σ significance. This was ACT’s first measurement of B-mode
polarization, found in a similar way to the South Pole Telescope detection [57]. As we get
more data, ACT will be able to detect this B-mode signal on its own.
Madhavacheril et al [58] finds CMB lensing by stacking locations of optically selected
galaxies. 12000 galaxies from the CMASS catalog were selected where ACT’s footprint
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Figure 5.4: Lensing power spectrum coadded from all patches and estimators. The best fit
cosmology for the data is consistent with that of Planck. Plot adapted from [12]
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overlapped SDSS. The study detected lensing from the galactic halos at 3.2σ significance
over null detection, which looked at instead stacking random points on the sky. Fitting the
stacked lensing measurements to an NFW profile provided mass estimates that were in line
with optical weak lensing mass estimates. This is exciting since it paves the way for CMB
lensing to be used as a mass calibrator for clusters. In the CMB-S4 era, this calibration in
conjunction with SZ cluster sample can be used to place tight constraints on the neutrino
mass sum and dark energy parameters, complimentary to those from weak gravitational
lensing.
5.1.3 SZ Effect
As CMB photons move through large galaxy clusters, a fraction of them will scatter off of
the hot electrons in the intercluster medium. The high temperature of the electrons serves
to upscatter the photons to higher energy, shifting the temperature spectrum slightly. This
primary effect from the temperature of the ICM is called the thermal Sunyaev-Zel’dovich
(tSZ) effect, and is relatively simple to detect for very large clusters. In ACTPol’s bands of
90/150 GHz, these clusters show up as dark point sources in the CMB map.
This tSZ signal can be used to measure the mass of the clusters. In effect, the more
massive the cluster, the stronger the signal. An ACT paper [59] on this uses X-ray derived
gas profiles of clusters and finds that the mass derived from the tSZ signal is consistent with
the dynamical mass measurement from spectroscopic observations.
The bulk flow of galaxy clusters relative to the CMB rest frame also contribute to the
scattering. This is referred to as the kinetic SZ (kSZ) effect. For very large galaxy clusters,
this effect is more than an order of magnitude weaker than the tSZ [13]. For smaller galaxy
clusters, these two effects are comparable, but also comparable to the noise of our maps.
In De Bernardis et al [13] we measured the pairwise momentum of bright galaxies. By
making a differential pairwise measurement of a large number of galaxies (50,000), all other
effects not proportional to the comoving distance between the galaxies gets canceled out,
boosting the signal-to-noise ratio and allowing them to extract a signal nominally weaker
than the noise in the CMB maps. The galaxy position, size, and velocity data were taken from
the Baryon Oscillation Spectroscopic Survey (BOSS). The CMB temperature for a cluster
was determined by the average temperature in a disk (r = α) minus the average temperature
in the surrounding annulus (α < r <
√
2α). The radius was chosen to maximize signal-to-
noise of the sources (for this paper, it was set at 1.8’). The binned estimator is shown in
Figure 5.5. This paves the way for the kSZ effect to be used as a complementary probe of
structure growth.
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Figure 5.5: Left: Pairwise momentum estimator plotted vs pairwise distance. The dashed
line is the best-fit linear model. The solid line is the best-fit nonlinear model, which ac-
counts for redshift space distortions. The data provide kSZ detection at 4.1 σ significance.
Right: Correlation matrix for comoving distance bins, estimated from 400 CMB realizations.
Adapted from [13]
5.2 Concluding Remarks
The AR coating presented in this thesis will continue to be the best in the world for the
foreseeable future. As our collaboration moves toward Simons Observatory, our lab will
provide all new lenses. These lenses might be different size, shape, and frequency range than
any produced before, and will thus need more work for process development. Additionally,
the number of lenses needed for the new telescope will increase an order of magnitude, which
means our production schedule will need to be ramped up commensurately.
The HWPs presented in this work do have significant advantages over conventional sap-
phire plates. It might be possible that any downsides be further mitigated with continued
work, however this is not clear. More analysis needs to be done to determine if the benefits
of my HWPs outweigh the costs, and if this technology, or the standard sapphire, will be
applied for future experiments.
Whatever HWP technology is chosen for Simons Observatory (or possibly none), the
metamaterial AR coatings, provided by the McMahon lab, will be used on the silicon reimag-
ing optics. The scale of future ground-based CMB observatories is ambitious, but as others
continue development of novel technologies and new analysis techniques, the secrets of the
cosmos will steadily be revealed.
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Appendix A
AR Modeling Code
import numpy as np
######################################################################################################################
#This better find_reflectance function uses the matrix transfer method, and is
much faster
#N_med is the index of outer medium. Arc stands for anti-reflection coating. br
is birefringent
#cen is center layer. D for distance (thickness) of layer. N for Index
def find_reflectance2(N_ar,D_ar, freq_ar, ang_inc, pol = ’TM’):
c = 300. #speed of light in GHz and mms
layers = len(N_ar) #number of layers
#convert arrays to numpy arrays
N_ar = np.array(N_ar, dtype = complex)
D_ar = np.array(D_ar)
rho = (N_ar[:layers-1]-N_ar[1:])/(N_ar[:layers-1]+N_ar[1:])
tau = 1.+rho
#initialize reflection, transmission, and phase arrays
R = np.zeros(len(freq_ar))
T = np.zeros(len(freq_ar))
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phase = np.zeros(len(freq_ar))
#start finding reflction and such as a function of frequency
for i in range(len(freq_ar)):
freq = freq_ar[i]
#initialize the right traveling wave in the last layer as 1 with zero
phase
E_out = np.array((1. +0.j, 0.0 + 0.j), dtype = complex)
TM = get_transfer_matrix_ang_inc(N_ar, D_ar, ang_inc, freq,pol)
E_p, E_n = np.dot(TM, E_out)
E_out = (1. +0.j)
#find reflection, transmission, and phase coefficients at this frequency
R[i] = ((E_n/E_p)*(np.conjugate(E_n)/np.conjugate(E_p))).real
T[i] = ((E_out/E_p)*(E_out/np.conjugate(E_p))).real
#I use the function I just wrote to do this. The negative sign is becasue
i found the input phase, but i want it to be output
phase[i] = -find_phase(E_p.real,E_p.imag)
return R, T, phase
#End of find_reflection function.
######################################################################################################################
def get_transfer_matrix_ang_inc(N_ar, D_ar, ang_inc, freq, pol = ’TM’):
if pol != ’TM’ and pol != ’TE’:
print "Invalid Polarization. Please use TE or TM."
return 0
layers = len(D_ar)
c = 300.
n = N_ar
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#get angles for each layer
ang_inc_ar = []
ang_inc_ar.append(ang_inc)
for i in range(1,layers):
ang_new = np.arcsin(N_ar[0]/N_ar[i]*np.sin(ang_inc))
ang_inc_ar.append(ang_new)
ang_inc_ar = np.array(ang_inc_ar)
#Now use this to get the effective thickness for the layers
D_eff = D_ar/np.cos(ang_inc_ar)
#Initialize the transfermatrix as the identity, make sure it holds complex
numbers
TM = np.identity(2, dtype=complex)
#now run throgh the layers and create the transfer matrix
for i in range(layers-1,0,-1):
tm = np.ones((2,2), dtype = complex)
if pol == ’TM’:
tm[0,0] = (n[i]/n[i-1] + np.cos(ang_inc_ar[i])/np.cos(ang_inc_ar[i-1]))
tm[0,1] = (n[i]/n[i-1] - np.cos(ang_inc_ar[i])/np.cos(ang_inc_ar[i-1]))
tm[1,0] = (n[i]/n[i-1] - np.cos(ang_inc_ar[i])/np.cos(ang_inc_ar[i-1]))
tm[1,1] = (n[i]/n[i-1] + np.cos(ang_inc_ar[i])/np.cos(ang_inc_ar[i-1]))
if pol == ’TE’:
tm[0,0] = (1+n[i]/n[i-1]*np.cos(ang_inc_ar[i])/np.cos(ang_inc_ar[i-1]))
tm[0,1] = (1-n[i]/n[i-1]*np.cos(ang_inc_ar[i])/np.cos(ang_inc_ar[i-1]))
tm[1,0] = (1-n[i]/n[i-1]*np.cos(ang_inc_ar[i])/np.cos(ang_inc_ar[i-1]))
tm[1,1] = (1+n[i]/n[i-1]*np.cos(ang_inc_ar[i])/np.cos(ang_inc_ar[i-1]))
tm = 0.5*tm
TM = np.dot(tm,TM)
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prop = np.identity(2, dtype=complex)
ptx = 2.*np.pi*D_eff[i-1]*freq*n[i-1]/c
prop[0,0] = np.exp(1.j*ptx)
prop[1,1] = np.exp(-1.j*ptx)
TM = np.dot(prop,TM)
return TM
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Appendix B
HWP Modeling Code
import numpy as np
######################################################################################################################
#Function for finding the reflection and transmission of geometry with rotated
hwps
def find_reflectance_angle(N1, N2,D, freq_ar, angles):
#Just declaring some initial variables that I will use later
#R for reflection, T for transmssion, and P for phase
R = np.zeros((len(freq_ar),4))
T = np.zeros((len(freq_ar),4))
P = np.zeros((len(freq_ar),4))
#These are used to hold the S parameters of the input fields. I can probably
streamline this a bit.
#The first index of these is for the frequency. The second parameter has to do
with which field it represents
#S[i][0] is the rtw in x pol, S[i][1] is the ltw in x pol. 2 and 3 are y pol
rtw and ltw respectivley
S = np.zeros((len(freq_ar),4), dtype = complex)
S2 = np.zeros((len(freq_ar),4), dtype = complex)
S3 = np.zeros((len(freq_ar),4), dtype = complex)
#determine if angles are non-zero
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straight = True
for i in range(len(angles)):
if angles[i]%90 == 0: continue
straight = False
################################################################################################
#Start the frequency sweep
for i in range(len(freq_ar)):
freq = freq_ar[i]
#Get the transfer matrix for this frequency
TM = get_transfer_matrix(N1,N2,D,freq,angles)
################################################################################################
#Start off with a zero phase, x polarized output
output_1 = np.array((1,0,0,0), dtype=complex)
#Get the input from this output
S[i] = np.dot(TM,output_1)
#This section works on adjusting the phase such that one polarization input
has zero phase, as oppsed to output
#This is important because in order to cancel out one input polarization
the two basis vectors need to have equal phase
#The if statment is necessary to ensure there is mixing betweent the
layers. This is important to avoid dividing by zero
if abs(S[i][0]) > 10**-9 and abs(S[i][2]) > 10**-9:
#I take the conjugate unit vector of the input and use that as the
output. This sets the input phase to zero
temp = S[i][2]/(S[i][2]*np.conjugate(S[i][2]))**0.5
output_1 = np.array((np.conjugate(temp),0,0,0))
#And I get my new zero phase input, used as one of my basis vectors
S[i] = np.dot(TM,output_1)
#Use y polarized output to get other basis vector
output_2 = np.array((0,0,1,0))
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#I don’t check for zeros here because since x polarized output has mixed
input, so will y polarized output
S2[i] = np.dot(TM,output_2)
#and I repeat the process for the other basis vector
temp = S2[i][2]/(S2[i][2]*np.conjugate(S2[i][2]))**0.5
output_2 = np.array((0,0,np.conjugate(temp),0))
S2[i] = np.dot(TM,output_2)
#I get the ratio of the y polarizations of the two basis vectors so I
can cancel one
#I use the real parts because setting phase to zero made the imag part
zero
ratio = S[i][2].real/S2[i][2].real
#This output of x pol input
output_3 = np.array((output_1[0],0,-ratio*output_2[2],0))
#And the final product, x polarized input (may have non-zero phase
S3[i] = np.dot(TM,output_3)
#This is if there is no mixing. Don’t need basis vectors and canceling. The
input is arleady polarized.
elif abs(S[i][0]) < 10**-9:
output_3 = np.array((0,0,np.conjugate(temp),0))
S3[i] = np.dot(TM,output_3)
elif abs(S[i][2]) < 10**-9:
output_3 = np.array((1,0,0,0))
S3[i] = np.dot(TM,output_3)
#This gives the magnitude of the input
Input = (S3[i][0]*np.conjugate(S3[i][0])).real
#These are the x and y componets with an x polarized input.
R[i][0] = (S3[i][1]*np.conjugate(S3[i][1])).real/Input
R[i][1] = (S3[i][3]*np.conjugate(S3[i][3])).real/Input
T[i][0] = (output_3[0]*np.conjugate(output_3[0])).real/Input
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T[i][1] = (output_3[2]*np.conjugate(output_3[2])).real/Input
#Now I’ve got to find the phase difference of the input and output
(they both are likely not zero, but can be)
#How do I do this...
#So S3 has the complex S parameters of the input as S3[0].
phase_in = find_phase(S3[i][0].real,S3[i][0].imag)
#And output_3 has the (possibly) complex values for the output,
#but it is a numpy array and can handle calling imag parts even if they
don’t exist.
phase_out1 = find_phase(output_3[0].real,output_3[0].imag)
phase_out2 = find_phase(output_3[2].real,output_3[2].imag)
#What I’m actually interested in is the phase shift across the
structure
P[i][0] = phase_out1-phase_in
P[i][1] = phase_out2-phase_in
################################################################################################
#Now I go through and do the same thing for y polarized input. Its pretty
much exactly the same
output_1 = np.array((1,0,0,0))
S[i] = np.dot(TM,output_1)
if abs(S[i][0]) > 10**-9 and abs(S[i][2]) > 10**-9:
temp = S[i][0]/(S[i][0]*np.conjugate(S[i][0]))**0.5
output_1 = np.array((np.conjugate(temp),0,0,0))
S[i] = np.dot(TM,output_1)
output_2 = np.array((0,0,1,0))
S2[i] = np.dot(TM,output_2)
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temp = S2[i][0]/(S2[i][0]*np.conjugate(S2[i][0]))**0.5
output_2 = np.array((0,0,np.conjugate(temp),0))
S2[i] = np.dot(TM,output_2)
ratio = S[i][0].real/S2[i][0].real
output_3 = np.array((output_1[0],0,-ratio*output_2[2],0))
S3[i] = np.dot(TM,output_3)
elif abs(S[i][0]) < 10**-9:
output_3 = np.array((1,0,0,0))
S3[i] = np.dot(TM,output_3)
elif abs(S[i][2]) < 10**-9:
output_3 = np.array((0,0,1,0))
S3[i] = np.dot(TM,output_3)
Input = (S3[i][2]*np.conjugate(S3[i][2])).real
R[i][2] = (S3[i][1]*np.conjugate(S3[i][1])).real/Input
R[i][3] = (S3[i][3]*np.conjugate(S3[i][3])).real/Input
T[i][2] = (output_3[0]*np.conjugate(output_3[0])).real/Input
T[i][3] = (output_3[2]*np.conjugate(output_3[2])).real/Input
#So S3 has the complex S parameters of the input as S3[2] (now y polarized)
phase_in = find_phase(S3[i][2].real,S3[i][2].imag)
#And output_3 has the (possibly) complex values for the output,
#but it is a numpy array and can handle calling imag parts even if they
don’t exist.
phase_out1 = find_phase(output_3[0].real,output_3[0].imag)
phase_out2 = find_phase(output_3[2].real,output_3[2].imag)
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#What I’m actually interested in is the phase shift across the
structure
P[i][2] = phase_out1-phase_in
P[i][3] = phase_out2-phase_in
################################################################################################
T[:,0] = T[:,0]*N1[-1].real/N1[0].real
T[:,1] = T[:,1]*N1[-1].real/N2[0].real
T[:,2] = T[:,2]*N2[-1].real/N1[0].real
T[:,3] = T[:,3]*N2[-1].real/N2[0].real
return R, T, P
#End of find_reflectance_angle
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