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1. Introduction
This paper is a sequel to the paper [2]. The goal of these two papers is to prove stability results for the Neumann
eigenvalues and eigenfunctions of domains in R2 with a snowﬂake type fractal boundary. In particular, we want our results
to be applicable to the Koch snowﬂake domain and the usual sequence of polygons approximating it from inside.
Let Ω be a bounded domain in Rd , and, for all suﬃciently small δ > 0, let Ωδ be a subdomain of Ω satisfying
Ωδ1 ⊆ Ωδ2 if δ1 > δ2, (1.1)
∂Ωδ ⊆
{
x ∈ Ω: dist(x, ∂Ω) δ}. (1.2)
Let −Ω  0 and −Ωδ  0 be the Neumann Laplacian deﬁned on Ω and Ωδ , respectively, and let PΩ(t, x, y) and
PΩδ (t, x, y) be the heat kernels corresponding to the semigroups TΩt and T
Ωδ
t generated by −Ω and −Ωδ , respectively.
Our main assumption is
Hypothesis 1.1. There exist c0  1 and μ > 0 such that for all 0< t  1,
PΩ(t, x, y) c0t−μ/2 (x, y ∈ Ω) (1.3)
and
PΩδ (t, x, y) c0t−μ/2 (x, y ∈ Ωδ). (1.4)
Under this hypothesis −Ω and −Ωδ have compact resolvents (see [3, p. 61]). We let 0 < λ2  λ3  λ4  · · · be the eigenval-
ues of −Ω , counting multiplicity, and let ϕ2,ϕ3,ϕ4, . . . be the eigenfunction associated to λ2, λ3, λ4, . . . , respectively. We assume
that |Ω|− 12 ,ϕ2,ϕ3, . . . form a complete orthonormal system in L2(Ω). We let 0 < λδ2  λδ3  λδ4  · · · and ϕδ2,ϕδ3,ϕδ4, . . . , be the
corresponding quantities for the Neumann Laplacian −Ωδ on Ωδ .
E-mail address: pangm@math.missouri.edu.0022-247X/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2008.04.026
486 M. Pang / J. Math. Anal. Appl. 345 (2008) 485–499In [2] we proved that if Ω and Ωδ satisfy Hypothesis 1.1, then
(i) limδ↓0 λδ2 = λ2.
(ii) If λ2 has multiplicity 1, then there exists δ1 > 0 such that
λδ3  λ2 + δ1
for all 0< δ  δ1. Hence λδ2 has multiplicity 1 for all suﬃciently small δ > 0.
(iii) Suppose that λ2 has multiplicity 1. Then for any compact subset K of Ω ,
lim
δ↓0
(
sup
x∈K
∣∣ϕδ2(x) − ϕ2(x)∣∣)= 0.
The purpose of this paper is to extend these results and their proofs to the case when λ2 has multiplicity at least 2. Also we
want to show that our main result, Theorem 1.2 below, applies to the Koch snowﬂake domain in R2 and the usual sequence
of polygons approximating it from inside. Our main results are:
Theorem 1.2. Let Ω and Ωδ be bounded domains in Rd satisfying (1.1), (1.2) and Hypothesis 1.1. Suppose that
λ2 = λ3 = · · · = λk < λk+1  · · · . (1.5)
Then
(i) limδ↓0 λδi = λi for i = 2, . . . ,k.
(ii) There exists c  1 such that
λδk+1  λk + c−1
(
0< δ  c−1
)
.
(iii) For i = 2, . . . ,k, let
ϕi |Ωδ =
∞∑
=1
aδi,ϕ
δ
 .
Then
lim
δ↓0
∥∥∥∥∥
k∑
=2
aδi,ϕ
δ

∥∥∥∥∥
L2(Ωδ)
= 1.
For i = 2, . . . ,k, let
ψδi =
(∥∥∥∥∥
k∑
=2
aδi,ϕ
δ

∥∥∥∥∥
L2(Ωδ)
)−1 k∑
=2
aδi,ϕ
δ
 .
Then for all compact subset K of Ω , we have, for i = 2, . . . ,k,
lim
δ↓0
(
sup
x∈K
∣∣ϕi(x) − ψδi (x)∣∣)= 0.
In order to apply Theorem 1.2 to the Koch snowﬂake, we shall prove:
Theorem 1.3. LetΩ be the Koch snowﬂake domain inR2 and let {Ωn}∞n=1 be its usual sequence of approximating polygons from inside,
with Ω1 an equilateral triangle. Then there exists c0  1, independent of n, such that, for all 0< t  1, we have
PΩ(t, x, y) c0t−1 (x, y ∈ Ω), (1.6)
and
PΩn (t, x, y) c0t−1 (x, y ∈ Ωn). (1.7)
Remarks. (i) (1.6) was proved in [4, Theorem 5.2].
(ii) For each n = 1,2,3, . . . , since Ωn is a polygon and therefore a Lipschitz domain, PΩn (t, x, y) satisﬁes a bound of the
form (1.7) (see [3, Section 2.4]). The main point of Theorem 1.3 is to show that there exists c0  1 such that the bound (1.7)
holds for all n = 1,2,3, . . . .
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of Theorem 1.3 can be applied to other domains in R2 with a snowﬂake type fractal boundary.
We refer to the references in [2] for recent numerical studies of the Neumann eigenvalues and eigenfunctions of the
Koch snowﬂake domain by L. Banjai, and by J.M. Neuberger, N. Sieber and J.W. Swift, and recent stability theorems obtained
by V.I. Burenkov and E.B. Davies for the Neumann eigenvalues of uniform Hölder domains.
2. Proof of Theorem 1.2
In this section Ω and Ωδ will denote bounded domains in Rd satisfying (1.1), (1.2) and Hypothesis 1.1. We let Eδ =
Lp(Ωδ) → Lp(Ω) and Rδ : Lp(Ω) → Lp(Ωδ), 1 p ∞, be the extension and restriction operators, respectively, deﬁned by
Eδ f (x) =
{
f (x)
(
x ∈ Ωδ, f ∈ Lp(Ωδ)
)
,
0
(
x ∈ Ω\Ωδ, f ∈ Lp(Ωδ)
)
,
and
Rδ f (x) = f (x)
(
x ∈ Ωδ, f ∈ Lp(Ω)
)
.
We shall need:
Lemma 2.1. (See [1].) For all f ∈ L∞(Ω), t > 0 and compact subset K ⊆ Ω , we have
lim
δ↓0
(
TΩδt Rδ f
)
(x) = (TΩt f )(x) (a.e. x ∈ K ). (2.1)
Lemma 2.2. (See [2, Proposition 2.4].) Let M  0 be a ﬁxed number. For all suﬃciently small δ > 0, let fδ ∈ L∞(Ωδ) such that
‖ fδ‖∞  M.
Then for all 0< t  1,∥∥TΩt (Eδ fδ) − Eδ(TΩδt fδ)∥∥L2(Ω) → 0 as δ ↓ 0.
Proposition 2.3. Let f ∈ L∞(Ω). Then, for all 0< t  1, we have∥∥TΩδt Rδ f − RδTΩt f ∥∥L2(Ωδ) → 0 as δ ↓ 0. (2.2)
Proof. Let 
 ∈ (0,1) and t ∈ (0,1] be ﬁxed. Choose a compact subset K ⊆ Ω such that
max
{
2c0t
−μ/2‖ f ‖∞|Ω\K |,4c20t−μ‖ f ‖2∞|Ω|2|Ω\K |
}
 
 (2.3)
and choose δ2 > 0 such that
Ωδ ⊇ K (0< δ  δ2).
For a.e. x ∈ K and all 0< δ  δ2, we have
(
TΩδt Rδ f − RδTΩt f
)
(x) =
∫
Ωδ
PΩδ (t, x, y) f (y)dy −
∫
Ω
PΩ(t, x, y) f (y)dy
=
∫
Ωδ
[
PΩδ (t, x, y) − PΩ(t, x, y)] f (y)dy − ∫
Ω\Ωδ
PΩ(t, x, y) f (y)dy
=
( ∫
Ωδ\Ωδ2
+
∫
Ωδ2
)[
PΩδ (t, x, y) − PΩ(t, x, y)] f (y)dy − ∫
Ω\Ωδ
PΩ(t, x, y) f (y)dy. (2.4)
Now ∣∣∣∣
∫
Ωδ\Ωδ2
[
PΩδ (t, x, y) − PΩ(t, x, y)] f (y)dy∣∣∣∣ 2c0t−μ/2‖ f ‖∞|Ωδ\Ωδ2 | 
, (2.5)
and
488 M. Pang / J. Math. Anal. Appl. 345 (2008) 485–499∣∣∣∣
∫
Ω\Ωδ
PΩ(t, x, y) f (y)dy
∣∣∣∣ c0t−μ/2‖ f ‖∞|Ω\Ωδ | → 0 as δ ↓ 0. (2.6)
Also, for a.e. x ∈ K , we have∣∣∣∣
∫
Ωδ2
[
PΩδ (t, x, y) − PΩ(t, x, y)] f (y)dy∣∣∣∣

∣∣∣∣
∫
Ωδ
PΩδ (t, x, y) f (y)dy −
∫
Ω
PΩ(t, x, y) f (y)dy
∣∣∣∣+
∣∣∣∣
∫
Ωδ\Ωδ2
PΩδ (t, x, y) f (y)dy
∣∣∣∣+
∣∣∣∣
∫
Ω\Ωδ2
PΩ(t, x, y) f (y)dy
∣∣∣∣

∣∣TΩδt Rδ f (x) − TΩt f (x)∣∣+ 2c0t−μ/2‖ f ‖∞|Ω\Ωδ2 |,
so, by Lemma 2.1,∣∣∣∣
∫
Ωδ2
[
PΩδ (t, x, y) − PΩ(t, x, y)] f (y)dy∣∣∣∣→ 0 as δ ↓ 0, (2.7)
for a.e. x ∈ K . Thus for a.e. x ∈ K , we have, by (2.4) → (2.7),
TΩδt Rδ f (x) − RδTΩt f (x) → 0 as δ ↓ 0. (2.8)
Also, for all x ∈ Ωδ ,∣∣TΩδt Rδ f (x) − RδTΩt f (x)∣∣ 2c0t−μ/2‖ f ‖∞|Ω|. (2.9)
Therefore, for all 0< δ  δ2,∥∥TΩδt Rδ f − RδTΩt f ∥∥2L2(Ωδ)
=
∫
Ωδ\K
∣∣TΩδt Rδ f (x) − RδTΩt f (x)∣∣2 dx+
∫
K
∣∣TΩδt Rδ f (x) − RδTΩt f (x)∣∣2 dx
=
∫
Ωδ\K
∣∣∣∣
∫
Ωδ
PΩδ (t, x, y) f (y)dy −
∫
Ω
PΩ(t, x, y) f (y)dy
∣∣∣∣
2
dx+
∫
K
∣∣TΩδt Rδ f (x) − RδTΩt f (x)∣∣2 dx
 4c20t−μ‖ f ‖2∞|Ω|2|Ω\K | +
∫
K
∣∣TΩδt Rδ f (x) − RδTΩt f (x)∣∣2 dx
 
 +
∫
K
∣∣TΩδt Rδ f (x) − RδTΩt f (x)∣∣2 dx. (2.10)
The proposition now follows from (2.8)–(2.10) and the dominated convergence theorem. 
Proposition 2.4. For i = 2, . . . ,k, we have
lim
δ↓0 λ
δ
i = λ2.
Proof. From [2, Theorem 1.2] we have
lim
δ↓0 λ
δ
2 = λ2. (2.11)
Suppose 2 < i  k and we have shown that
lim
δ↓0 λ
δ
j = λ2 ( j = 2, . . . , i − 1). (2.12)
Assume that
lim
δ→0λ
δ
i 	= λ2. (2.13)
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λ
δm
i  λ2 + η (m = 1,2,3, . . .). (2.14)
For j = 1,2,3, . . . let
Rδϕ j =
∞∑
=1
aδj,ϕ
δ
 . (2.15)
Then, for j = 2, . . . , i and 0< t  1,
TΩδt Rδϕ j − RδTΩt ϕ j =
i−1∑
=1
(
e−λδt − e−λ2t)aδj,ϕδ +
∞∑
=i
(
e−λδt − e−λ2t)aδj,ϕδ . (2.16)
Since
∣∣aδj,1∣∣= ∣∣〈Rδϕ j,ϕδ1〉L2(Ωδ)∣∣=
∣∣∣∣
∫
Ωδ
ϕ j dx|Ωδ |− 12
∣∣∣∣=
∣∣∣∣
∫
Ω
ϕ j dx|Ωδ |− 12 −
∫
Ω\Ωδ
ϕ j dx|Ωδ |− 12
∣∣∣∣
 ‖ϕ j‖∞|Ω\Ωδ ||Ωδ|− 12 → 0 as δ ↓ 0, (2.17)
(2.12), (2.16), (2.17) and Proposition 2.3 imply that
∞∑
=i
∣∣e−λδm t − e−λ2t ∣∣2(aδmj,)2 → 0 as m → ∞. (2.18)
By (2.14) we have
e−2λ2t
(
1− e−ηt)2 ∞∑
=i
(
aδmj,
)2  ∞∑
=i
∣∣e−λδm t − e−λ2t ∣∣2(aδmj,)2. (2.19)
Thus, from (2.18) and (2.19),∥∥∥∥∥
∞∑
=i
aδmj,ϕ
δm

∥∥∥∥∥
L2(Ωδm )
→ 0 as m → ∞, (2.20)
for j = 2, . . . , i. Thus, from (2.15), (2.17) and (2.20), we have∥∥∥∥∥
i−1∑
=2
aδmj,ϕ
δm

∥∥∥∥∥
L2(Ωδm)
→ 1 as m → ∞, (2.21)
for j = 2, . . . , i. Let
uδj,i =
i−1∑
=2
aδj,ϕ
δ
 ( j = 2, . . . , i). (2.22)
We have
〈Rδϕσ , Rδϕτ 〉L2(Ωδ) =
∫
Ω
ϕσϕτ dx−
∫
Ω\Ωδ
ϕσϕτ dx → 0 as δ ↓ 0, (2.23)
for σ ,τ ∈ {2, . . . , i} with σ 	= τ , and
〈Rδϕσ , Rδϕτ 〉 =
〈
uδσ ,i,u
δ
τ ,i
〉+ aδσ ,1aδτ ,1 +
〈 ∞∑
=i
aδσ ,ϕ
δ
 ,
∞∑
=i
aδτ ,ϕ
δ

〉
, (2.24)
we have, by (2.17), (2.20), (2.22)–(2.24),〈
uδmσ ,i,u
δm
τ ,i
〉
L2(Ωδm )
→ 0 as m → ∞. (2.25)
This gives us a contradiction, since, by (2.21) and (2.25), the i − 1 vectors {uδm2,i, . . . ,uδmi,i } are almost a set of orthonormal
vectors in the (i − 2)-dimensional vector space spanned by the vectors {ϕδ2, . . . , ϕδi−1}. Thus the assumption (2.13) must be
false and the proposition is proved. 
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λδk+1  λk + η (0< δ  η).
Proof. For i = 1,2,3, . . . , let
Eδϕ
δ
i =
∞∑
j=1
bδi, jϕ j . (2.26)
Then, for i = 2,3,4, . . . ,
bδi,1 =
∫
Ω
Eδϕ
δ
i |Ω|−
1
2 dx =
∫
Ωδ
ϕδi dx|Ω|−
1
2 = 0. (2.27)
Suppose the proposition is false. Then there exists a sequence {δm} of positive numbers such that δm ↓ 0 as m → ∞ and
that
λ
δm
k+1 → λk as m → ∞. (2.28)
Then, by (2.27), for all 0< t  1 and i = 2,3,4, . . . ,
TΩt Eδmϕ
δm
i − Eδm TΩδmt ϕδmi
=
k∑
j=2
(
e−λ j t − e−λδmi t)bδmi, jϕ j +
∞∑
j=k+1
(
e−λ j t − e−λδmi t)bδmi, jϕ j
=
k∑
j=2
(
e−λ j t − e−λδmi t)bδmi, jϕ j +
∞∑
j=k+1
(
e−λ j t − e−λ2t)bδmi, jϕ j +
∞∑
j=k+1
(
e−λ2t − e−λδmi t)bδmi, jϕ j . (2.29)
Applying Lemma 2.2, Proposition 2.4, (2.28) and (2.29), we have, for i = 2, . . . ,k + 1,∥∥∥∥∥
∞∑
j=k+1
(
e−λ j t − e−λ2t)bδmi, jϕ j
∥∥∥∥∥
L2(Ω)
→ 0 as m → ∞,
and since
∣∣e−λk+1t − e−λ2t ∣∣2 ∞∑
j=k+1
(
bδmi, j
)2 
∥∥∥∥∥
∞∑
j=k+1
(
e−λ j t − e−λ2t)bδmi, jϕ j
∥∥∥∥∥
L2(Ω)
,
we have∥∥∥∥∥
∞∑
j=k+1
bδmi, jϕ j
∥∥∥∥∥
L2(Ω)
→ 0 as m → ∞,
and ∥∥∥∥∥
k∑
j=2
bδmi, jϕ j
∥∥∥∥∥
L2(Ω)
→ 1 as m → ∞. (2.30)
Also since
0 = 〈Eδϕδσ , Eδϕδτ 〉L2(Ω) =
〈
k∑
j=2
bδσ , jϕ j,
k∑
j=2
bδτ , jϕ j
〉
+
〈 ∞∑
j=k+1
bδσ , jϕ j,
∞∑
j=k+1
bδτ , jϕ j
〉
for σ ,τ ∈ {2, . . . ,k + 1} with σ 	= τ , we have
〈
k∑
j=2
bδmσ , jϕ j,
k∑
j=2
bδmτ , jϕ j
〉
2
→ 0 as m → ∞. (2.31)
L (Ω)
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uδmi =
k∑
j=2
bδmi, jϕ j .
Then, by (2.30) and (2.31), the k vectors {uδmi }k+1i=2 almost form an orthonormal set in the (k − 1)-dimensional vector space
spanned by the vectors {ϕ2, . . . , ϕk}, which is a contradiction. Thus (2.28) must be false and the proposition is proved. 
Proposition 2.6. For j = 2, . . . ,k, and δ > 0 let
Rδϕ j =
∞∑
=1
aδj,ϕ
δ
 .
Then ∥∥∥∥∥
k∑
=2
aδj,ϕ
δ

∥∥∥∥∥
L2(Ωδ)
→ 1 as δ ↓ 0. (2.32)
Proof. For 0< t  1 and j = 2, . . . ,k, we have
∣∣aδj,1∣∣=
∣∣∣∣
∫
Ωδ
ϕ j dx
∣∣∣∣|Ωδ |− 12 = |Ωδ |− 12
∣∣∣∣
∫
Ω\Ωδ
ϕ j dx
∣∣∣∣ |Ωδ |− 12 ‖ϕ j‖∞|Ω\Ωδ | → 0 as δ ↓ 0, (2.33)
and
TΩδt Rδϕ j − RδTΩt ϕ j =
k∑
=1
(
e−λδt − e−λ2t)aδj,ϕδ +
∞∑
=k+1
(
e−λδt − e−λ2t)aδj,ϕδ . (2.34)
So, by Propositions 2.3 and 2.4, (2.33) and (2.34), we have∥∥∥∥∥
∞∑
=k+1
(
e−λδt − e−λ2t)aδj,ϕδ
∥∥∥∥∥
L2(Ωδ)
→ 0 as δ ↓ 0. (2.35)
Since, by Proposition 2.5, there exists η > 0 such that, for all 0< δ  η,
(
1− e−ηt)2e−2λ2t ∞∑
=k+1
(
aδj,
)2  ∞∑
=k+1
(
e−λδt − e−λ2t)2(aδj,)2,
(2.35) implies that∥∥∥∥∥
∞∑
=k+1
aδj,ϕ
δ

∥∥∥∥∥
L2(Ωδ)
→ 0 as δ ↓ 0. (2.36)
Since
‖Rδϕ j‖L2(Ωδ) → 1 as δ ↓ 0,
(2.36) and (2.33) imply that
∥∥∥∥∥
k∑
=2
aδj,ϕ
δ

∥∥∥∥∥
L2(Ωδ)
→ 1 as δ ↓ 0. 
Proposition 2.7. For i = 2, . . . ,k, let ψδi be as in Theorem 1.2. Then, for all compact subset K ⊆ Ω ,
lim
δ↓0
(
sup
x∈K
∣∣ψδi (x) − ϕi(x)∣∣)= 0. (2.37)
492 M. Pang / J. Math. Anal. Appl. 345 (2008) 485–499Proof. Let K be a compact subset of Ω . Choose δ0 ∈ (0, 12 ) such that
D = {x ∈ Ω: dist(x, ∂Ω) > δ0}⊇ K .
Applying the parabolic Harnack inequality as stated in [2, Lemma 2.1] with Σ = Ω or Σ = Ωδ (0 < δ < δ0/2), Σ ′ = D ,
ω = 1, aij = δi j , τ1 = 1, τ2 = 2, t1 = 32 , η = δ02 ,
u(x, t) =
∥∥∥∥∥
k∑
=2
aδi,ϕ
δ

∥∥∥∥∥
−1
L2(Ωδ)
aδi, je
−λδj tϕδj (x) (i, j = 2, . . . ,k),
or
u(x, t) = e−λ2tϕi(x) (i = 2, . . . ,k),
we see that there exists α > 0 such that∣∣ψδi (x) − ψδi (y)∣∣ A|x− y|α (0< δ < δ0/2, i = 2, . . . ,k), (2.38)
and ∣∣ϕi(x) − ϕi(y)∣∣ A|x− y|α (i = 2, . . . ,k), (2.39)
for all x, y ∈ D , where
A = 2(8δ−10 )αc 120 (k − 1). (2.40)
(Note that the oscillation θ of
u(x, t) =
∥∥∥∥∥
k∑
=2
aδi,ϕ
δ

∥∥∥∥∥
−1
L2(Ωδ)
aδi, je
−λδj tϕδj (x)
can be estimated by
∣∣u(x, t)∣∣ e−λδj t∣∣ϕδj (x)∣∣= e−λδj t eλδj t ∣∣TΩδt ϕδj (x)∣∣ c 120 ∥∥ϕδj∥∥2 = c 120 .
Similarly one can estimate the oscillation θ of
u(x, t) = e−λ2tϕi(x).)
We have, by (2.32), (2.33) and (2.36),∥∥ϕi − Eδψδi ∥∥L2(Ω)
 ‖ϕi − EδRδϕi‖2 +
∥∥∥∥∥EδRδϕi − Eδ
(
k∑
=2
aδi,ϕ
δ

)∥∥∥∥∥
2
+
∥∥∥∥∥Eδ
(
k∑
=2
aδi,ϕ
δ

)
− Eδψδi
∥∥∥∥∥
2
=
{ ∫
Ω\Ωδ
ϕ2i dx
} 1
2
+
∥∥∥∥∥ai,1|Ωδ |− 12 +
∞∑
=k+1
aδi,ϕ
δ

∥∥∥∥∥
L2(Ωδ)
+
∣∣∣∣∣1−
∥∥∥∥∥
k∑
=2
aδi,ϕ
δ

∥∥∥∥∥
−1
L2(Ωδ)
∣∣∣∣∣
∥∥∥∥∥
k∑
=2
aδi,ϕ
δ

∥∥∥∥∥
L2(Ωδ)
→ 0 as δ ↓ 0. (2.41)
Suppose that the proposition is false, i.e.,
lim
δ↓0
(
sup
x∈K
∣∣ψδi (x) − ϕi(x)∣∣) 	= 0. (2.42)
Then there exist a decreasing sequence {δm}∞m=1 with δ1 < δ0/2 and limm→∞ δm = 0, and 
 > 0 and a sequence of points{xm}∞m=1 in K such that∣∣ψδmi (xm) − ϕi(xm)∣∣ 
 (m = 1,2,3, . . .). (2.43)
Let
r = dist(K , ∂D)
and
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{
r,
(


6
) 1
α
A−
1
α
}
. (2.44)
Then, for all y ∈ D satisfying
|xm − y| R,
we have, by (2.38) and (2.39),∣∣ψδmi (xm) − ψδmi (y)∣∣ 
6 (2.45)
and ∣∣ϕi(xm) − ϕi(y)∣∣ 
6 , (2.46)
hence (2.45), (2.46) and (2.43) imply that
∣∣ψδmi (y) − ϕi(y)∣∣ 2
3 . (2.47)
Thus we have, for i = 2, . . . ,k,∫
B(xm,R)
∣∣ψδmi (y) − ϕi(y)∣∣2 dy  c2Rd
2 (m = 1,2, . . .), (2.48)
where c2 > 0 depends only on d. But this contradicts (2.41). Therefore the assumption (2.42) must be false and the propo-
sition is proved. 
3. Proof of Theorem 1.3
Deﬁnition 3.1. Let D be a domain in Rd and let 
 > 0 and 0 < δ ∞. We say that D is an (
, δ)-domain if for any two
distinct points x1, x2 ∈ D with |x1 − x2| δ, there exists a rectiﬁable path Γ ⊆ D joining x1 to x2 satisfying
(i) length(Γ ) 
−1|x1 − x2|,
(ii) for all x ∈ Γ we have
dist(x, ∂D) 
|x1 − x||x2 − x||x1 − x2| .
We note that if D is an (
, δ)-domain, then any scaling of D is also an (
, δ)-domain.
Let Ω be the Koch snowﬂake and let {Ωn}∞n=1 be the usual sequence of polygons approximating Ω with Ω1 ⊆ Ω2 ⊆· · · ⊆ Ω and Ω1 being an equilateral triangle with each side of length 10. We assume that Ω has its center at (0,0). Our
ﬁrst goal in this section is to prove
Proposition 3.2. There exist 
0, δ0 > 0, independent of n, such that Ω × R and Ωn × R, n = 1,2,3, . . . , are all (
0, δ0)-domains
in R3 .
Remarks. Certain parts of the proof of Proposition 3.2 below require much manipulations with elementary geometry. For
those parts of the proof, we shall only give an outline of the geometric constructions or arguments.
Proof. We ﬁrst outline an argument which shows that there exists 
1 > 0, independent of n, such that Ωn is an (
1,∞)-
domain in R2 for all n = 1,2,3, . . . . So we shall show that there exists 
1 > 0 such that for any n = 1,2,3, . . . , and any two
distinct points (x1, y1), (x2, y2) ∈ Ωn , there exists a path γ in Ωn joining (x1, y1) to (x2, y2) such that
length(γ ) 
−11
∣∣(x1, y1) − (x2, y2)∣∣ (3.1)
and that for all (z1, z2) ∈ γ we have
dn
(
(z1, z2)
)
 
1|(x1, y1) − (z1, z2)||(x2, y2) − (z1, z2)||(x1, y1) − (x2, y2)| , (3.2)
where
dn
(
(z1, z2)
)= dist((z1, z2), ∂Ωn).
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Let {Gn}∞n=1 be the sequence of graphs in Ωn constructed as indicated in Fig. 1(a)–(c). Now since Ω2 is a polygon, it is an
(
2,∞) domain for some 
2 > 0 (see [5, Theorem 4]). Let n ∈ {2,3,4, . . .} be ﬁxed. If (x1, y1), (x2, y2) ∈ Ωn can both be
included in the same scaling S(Ω2) of Ω2 which can be ﬁtted inside Ωn , then we can let γ be the path in S(Ω2) joining
(x1, y1) to (x2, y2) satisfying (3.1) and (3.2) with 
1 replaced by 
2. If (x1, y1), (x2, y2) ∈ Ωn cannot both be included in the
same scaling of Ω2, then we construct a path γ in Ωn connecting them as follows.
Step 1 For i = 1,2, let (xˆi, yˆi) be the vertex in Gn closest to (xi, yi). Then connect (xi, yi) to (xˆi, yˆi) by a straight line
segment.
Step 2 Let m n be the smallest positive integer such that a scaling S(Gm) of Gm which can be ﬁtted inside Ωn contains
both (xˆ1, yˆ1) and (xˆ2, yˆ2). Note that S(Gm) need not be a subgraph of Gn (see Fig. 2 for illustration). Let (xˆ, yˆ) be
the “center” of S(Gm). Then connect (xˆi, yˆi), i = 1,2, to (xˆ, yˆ) by the “usual geodesic” in S(Gm).
One can then check, by elementary geometry, that there exists 
3 > 0, independent of n, (x1, y1) and (x2, y2), such
that the path γ in Ωn connecting (x1, y1) and (x2, y2) constructed in Steps 1 and 2 above satisﬁes (3.1) and (3.2) with 
1
replaced by 
3. We point out here that the path γ in Ωn constructed above will be used in the construction of the path γˆ
in Ωn ×R later in the proof.
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Next we outline an argument to show that there exist 
4, δ4 > 0, independent of n, such that, for all n = 1,2,3, . . . ,
Ωn ×R is an (
4, δ4)-domain in R3, i.e., we shall show that for any distinct (x1, y1, z1), (x2, y2, z2) ∈ Ωn ×R with∣∣(x1, y1, z1) − (x2, y2, z2)∣∣ δ4, (3.3)
there exists a path γˆ ⊆ Ωn ×R joining (x1, y1, z1) and (x2, y2, z2) such that
length(γˆ ) 
−14
∣∣(x1, y1, z1) − (x2, y2, z2)∣∣ (3.4)
and that for all (x, y, z) ∈ γˆ we have
dn((x, y, z))

4|(x1, y1, z1) − (x, y, z)||(x2, y2, z2) − (x, y, z)|
|(x1, y1, z1) − (x2, y2, z2)| (3.5)
where
dn((x, y, z)) = dist
(
(x, y, z), ∂(Ωn ×R)
)
.
Let
δ5 = 1
6
√
3
= 1
30
dist
(
(0,0), ∂Ω1
)
. (3.6)
With this choice of δ5 we note that if we consider the Koch snowﬂake Ω to be the union of a hexagon H in the center
containing (0,0) and six disjoint rotationally symmetric regions D1, . . . , D6, then for any (x1, y1), (x2, y2) ∈ Ω satisfying
(x1, y1) ∈ D1\Ω2 and
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(x2, y2) cannot be in any of the regions Di ’s which is not “adjacent” to D1.
Suppose that (x1, y1, z1), (x2, y2, z2) ∈ Ωn ×R and that
0<
∣∣(x1, y1, z1) − (x2, y2, z2)∣∣ δ5. (3.7)
Let γ ⊆ Ωn be the path connecting (x1, y1) and (x2, y2) as described above.
Case 1. (|z1 − z2| 10 length(γ ), and (x1, y1) and (x2, y2) do not belong to the same scaling of Ω2.) We may assume that
the length of the part of γ joining (x1, y1) to (xˆ, yˆ) is shorter than or equal to the length of the part of γ joining (x2, y2)
to (xˆ, yˆ), where (xˆ, yˆ) is as described in Step 2 above. Let D be the difference between these two lengths.
(i) Let (x˜, y˜) be the vertex of Gn at the center of the smaller “hexagon” of Ωn that contains (xˆ, yˆ). In the “horizontal
direction,” we walk from (x2, y2) to (xˆ, yˆ) along γ , and then walk along a straight line from (xˆ, yˆ) to (x˜, y˜). Then we walk
from (x˜, y˜) to (0,0) along the geodesic in Gn joining (x˜, y˜) and (0,0).
The description above is the way we walk in the “horizontal direction,” but, by our choice of δ5 and our assumption that
(x1, y1) and (x2, y2) do not belong to the same scaling of Ω2, we will not actually reach (0,0) because we stop walking
once we have walked a “horizontal distance” of 12 |z1 − z2|. While the walk in the “horizontal direction” is proceeding, we
also walk from z2 to z1 in the “vertical direction.” At any time of the walk, the distance covered in the “vertical direction”
equals the distance covered in the “horizontal direction.”
(ii) We also start a walk from (x1, y1) to (0,0) in the “horizontal direction” in a way similar to the walk described in
(i) above. Again we will not actually reach (0,0) because we turn back when we have covered a horizontal distance of
1
2 |z1 − z2| − 12 D and then walk for a distance of 12 D .
Similar to (i) above, while the walk in the “horizontal direction” is proceeding, we also walk from z1 to z2 in the
“vertical direction.” At any time of the walk, the distance covered in the “vertical direction” equals the distance covered in
the “horizontal direction.”
It is easy to check, after some elementary geometry, that the path γˆ ⊂ Ωn ×R described in (i) and (ii) above satisﬁes
length(γˆ )
√
2|z1 − z2|
√
2
∣∣(x1, y1, z1) − (x2, y2, z2)∣∣ (3.8)
and for all (u, v,w) ∈ γˆ we have
dn((u, v,w))
1
16
{ |(x1, y1, z1) − (u, v,w)||(x2, y2, z2) − (u, v,w)|
|(x1, y1, z1) − (x2, y2, z2)|
}
. (3.9)
Case 2. (|z1 − z2| 10 length(γ ), and (x1, y1) and (x2, y2) do not belong to the same scaling of Ω2.) Let γ : [0, T ] → Ωn be
the path connecting (x1, y1) and (x2, y2) as described in Steps 1 and 2 above. Let
F = {t ∈ [0, T ]: ∣∣γ (t) − (x1, y1)∣∣ ∣∣(x1, y1) − (x2, y2)∣∣}. (3.10)
Let γˆ : [0, T ] → Ωn ×R be the path deﬁned by
γˆ (t) = (x(t), y(t), z(t))
where
(
x(t), y(t)
)= γ (t)
and
z(t) =
{
(
|(x1,y1)−γ (t)|
|(x1,y1)−(x2,y2)| )(z2 − z1) + z1 (t /∈ F ),
z2 (t ∈ F ).
(3.11)
To see that γˆ satisﬁes (3.4) and (3.5) for some suﬃciently small 
4 > 0, we note that since
1√
2
( |(x1, y1, z1) − (x(t), y(t), z(t))||(x2, y2, z2) − (x(t), y(t), z(t))|
|(x1, y1, z1) − (x2, y2, z2)|
)
 (|(x1, y1) − (x(t), y(t))| + |z1 − z(t)|)(|(x2, y2) − (x(t), y(t))| + |z2 − z(t)|)|(x1, y1) − (x2, y2)| + |z1 − z2|
 2
( |(x1, y1, z1) − (x(t), y(t), z(t))||(x2, y2, z2) − (x(t), y(t), z(t))|
|(x1, y1, z1) − (x2, y2, z2)|
)
, (3.12)
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5 > 0 such that
dn
(
γˆ (t)
)
 
5
[
(|(x1, y1) − (x(t), y(t))| + |z1 − z(t)|)(|(x2, y2) − (x(t), y(t))| + |z2 − z(t)|)
|(x1, y1) − (x2, y2)| + |z1 − z2|
]
. (3.13)
But we have the following inequalities:
|(x1, y1) − (x(t), y(t))||z2 − z(t)|
|(x1, y1) − (x2, y2)| + |z1 − z2| 
{
(
|z1−z2||(x1,y1)−(x2,y2)|+|z1−z2| )(
|(x1,y1)−γ (t)||(x2,y2)−γ (t)|
|(x1,y1)−(x2,y2)| ) (t /∈ F ),
0 (t ∈ F )
 
−1 dist
(
γ (t), ∂Ωn
)
= 
−11 dist
(
γˆ (t), ∂(Ωn ×R)
)
, (3.14)
and
|(x2, y2) − (x(t), y(t))||z1 − z(t)|
|(x1, y1) − (x2, y2)| + |z1 − z2| 
⎧⎨
⎩
(
|z1−z2||(x1,y1)−(x2,y2)|+|z1−z2| )(
|(x1,y1)−γ (t)||(x2,y2)−γ (t)|
|(x1,y1)−(x2,y2)| ) (t /∈ F ),
|(x2,y2)−γ (t)||z1−z2|
|(x1,y1)−(x2,y2)|+|z1−z2| (t ∈ F )

⎧⎨
⎩
(
|z1−z2||(x1,y1)−(x2,y2)|+|z1−z2| )(
|(x1,y1)−γ (t)||(x2,y2)−γ (t)|
|(x1,y1)−(x2,y2)| ) (t /∈ F ),
|(x2,y2)−γ (t)|10 length(γ )
|(x1,y1)−(x2,y2)|+|z1−z2| (t ∈ F )

⎧⎨
⎩
|(x1,y1)−γ (t)||(x2,y2)−γ (t)|
|(x1,y1)−(x2,y2)| (t /∈ F ),
|(x2,y2)−γ (t)|10
−11 |(x1,y1)−(x2,y2)||(x1,y1)−(x2,y2)| (t ∈ F )

⎧⎨
⎩
|(x1,y1)−γ (t)||(x2,y2)−γ (t)|
|(x1,y1)−(x2,y2)| (t /∈ F ),
10
−11 |(x1,y1)−γ (t)||(x2,y2)−γ (t)||(x1,y1)−(x2,y2)| (t ∈ F )
max
{

−11 ,10

−2
1
}
dist
(
γ (t), ∂Ωn
)
=max{
−11 ,10
−21 }dist(γˆ (t), ∂(Ωn ×R)), (3.15)
and, for t /∈ F ,
|z1 − z(t)||z2 − z(t)|
|(x1, y1) − (x2, y2)| + |z1 − z2|
= |(x1, y1) − γ (t)|(|(x1, y1) − (x2, y2)| − |(x2, y2) − γ (t)|)|z1 − z2|
2
(|(x1, y1) − (x2, y2)| + |z1 − z2|)|(x1, y1) − (x2, y2)|2
 |z1 − z2|
2
(|(x1, y1) − (x2, y2)| + |z1 − z2|)|(x1, y1) − (x2, y2)|
( |(x1, y1) − γ (t)||(x2, y2) − γ (t)|
|(x1, y1) − (x2, y2)|
)

(
100
−21 |(x1, y1) − (x2, y2)|2
|(x1, y1) − (x2, y2)|2
)

−11 dist
(
γ (t), ∂Ωn
)
= 100
−31 dist
(
γˆ (t), ∂(Ωn ×R)
)
(3.16)
and, for t ∈ F ,
|z1 − z(t)||z2 − z(t)|
|(x1, y1) − (x2, y2)| + |z1 − z2| = 0, (3.17)
and
|(x1, y1) − (x(t), y(t))||(x2, y2) − (x(t), y(t))|
|(x1, y1) − (x2, y2)| + |z1 − z2| 
|(x1, y1) − γ (t)||(x2, y2) − γ (t)|
|(x1, y1) − (x2, y2)|
 
−1 dist
(
γ (t), ∂Ωn
)= 
−11 dist(γˆ (t), ∂(Ωn ×R)). (3.18)
Thus (3.13) follows from (3.14) → (3.18). Finally we have, from (3.11),
∣∣z′(t)∣∣ |z1 − z2||(x1, y1) − (x2, y2)|
( |x1 − x(t)||x′(t)| + |y1 − y(t)||y′(t)|
|(x1, y1) − γ (t)|
)
 10
−11
(∣∣x′(t)∣∣+ ∣∣y′(t)∣∣) 20
−11 ∣∣γ ′(t)∣∣.
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length(γˆ )
(
1+ 400
−21
) 1
2 length(γ )
(
1+ 400
−21
) 1
2 
−11
∣∣(x1, y1) − (x2, y2)∣∣

(
1+ 400
−21
) 1
2 
−11
∣∣(x1, y1, z1) − (x2, y2, z2)∣∣. (3.19)
Therefore (3.4) holds for γˆ for some 
4 > 0.
Case 3. ((x1, y1) and (x2, y2) both belong to the same scaling of Ω2.) Since Ω2 ×R is a Lipschitz domain in R3, there exist

6, δ6 > 0 such that Ω2 × R, and hence all its scaling, is an (
6, δ6)-domain. Thus there exists a path γˆ in the scaling of
Ω2 ×R joining (x1, y1, z1) and (x2, y2, z2) satisfying (3.4) and (3.5) with 
4 replaced by 
6 provided that∣∣(x1, y1, z1) − (x2, y2, z2)∣∣ δ6.
Proposition 3.2 is now proved since Cases 1–3 include all the possibilities of (x1, y1, z1), (x2, y2, z2) ∈ Ωn ×R. 
To prove Theorem 1.3 we will need
Lemma 3.3. (See [5, Theorem 1].) Let D ⊆ Rd be an (
, δ)-domain. Suppose k ∈ {1,2,3, . . .} and 1  p ∞. Then there exists a
bounded extension operator Λk,p : Wk,p(D) → Wk,p(Rd) such that
Λk,p f |D = f
(
f ∈ Wk,p(D)).
Moreover, the norm ‖Λk,p‖ depends only on 
 , δ, k, p and the dimension d.
Lemma 3.4. Suppose D ⊆Rd is a domain such that for some p ∈ [1,d) there exists a bounded extension operator Λ1,p : W 1,p(D) →
W 1,p(Rd) satisfying
Λ1,p f |D = f
(
f ∈ W 1,p(D)).
Let q be deﬁned by the equation 1q = 1p − 1d , then there exists c = c(d) 1 such that
‖ f ‖q  c‖Λ1,p‖
{‖∇ f ‖pp + ‖ f ‖pp} 1p ( f ∈ W 1,p(D)).
Remarks. See, for example, [3, p. 47] for a proof of Lemma 3.4.
Lemma 3.5. Let D ⊆Rd, d 3, be a domain. Suppose there exists c1  1 such that
‖ f ‖ 2d
d−2
 c1
{‖∇ f ‖22 + ‖ f ‖22} 12 ( f ∈ W 1,2(D)).
Then there exists c2  1, depending only on c1 and d, such that
P D(t, x, y) c2t−d/2 (0< t  1, x, y ∈ D).
Remarks. For a proof of Lemma 3.5, see the proofs of [3, Theorem 2.4.2, Corollaries 2.4.3 and 2.2.8].
Proof of Theorem 1.3. We ﬁrst remark that the constants Ki, i = 1,2,3, in the argument below will depend only on the
values of 
0 and δ0 in Proposition 3.2, but not on n.
By Proposition 3.2 and Lemma 3.3 (with D = Ωn ×R⊆ R3, and k = 1 and p = 2 in Lemma 3.3) there exists a bounded
linear extension operator Λ1,2 : W 1,2(Ωn ×R) → W 1,2(R3) such that
Λ1,2 f |Ωn×R = f
(
f ∈ W 1,2(Ωn ×R)
)
,
and ‖Λ1,2‖ depends only on 
0 and δ0. So by Lemma 3.4 (with d = 3, p = 2 and q = 6) we have
‖ f ‖6  K1
{‖∇ f ‖22 + ‖ f ‖22} 12 ( f ∈ W 1,2(Ωn ×R)),
where K1  1 depends only on 
0 and δ0. Hence Lemma 3.5 (with d = 3) implies that
PΩn×R
(
t, (x1, y1, z), (x2, y2, z)
)
 K2t−
3
2 (3.20)
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for all 0< t  1 and (x1, y1), (x2, y2) ∈ Ωn and z ∈R, where K2  1 depends only on 
0 and δ0. Since
PΩn×R
(
t, (x1, y1, z), (x2, y2, z)
)= PΩn(t, (x1, y1), (x2, y2))PR(t, z, z) = (4πt)−1PΩn(t, (x1, y1), (x2, y2)),
we have, from (3.20),
PΩn
(
t, (x1, y1), (x2, y2)
)
 K3t−1
for all 0 < t  1 and (x1, y1), (x2, y2) ∈ Ωn , where K3  1 depends only on 
0 and δ0. This completes the proof of Theo-
rem 1.3. 
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