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Abstract: We propose a fast and accurate autofocus algorithm using Gaussian standard deviation
and gradient-based binning. Rather than iteratively searching for the optimal focus using an
optimization process, the proposed algorithm directly calculates the mean of the Gaussian shaped
focus measure (FM) curve to find the optimal focus location and uses the FM curve standard
deviation to adapt the motion step size. The calculation only requires 3-4 defocused images to
identify the center location of the FM curve. Furthermore, by assigning motion step sizes based
on the FM curve standard deviation, the magnitude of the motion step is adaptively controlled
according to the defocused measure, thus avoiding overshoot and unneeded image processing. Our
experiment verified the proposed method is faster than the state-of-the-art Adaptive Hill-Climbing
(AHC) and offers satisfactory accuracy as measured by root-mean-square error. The proposed
method requires 80% fewer images for focusing compared to the AHC method. Moreover, due to
this significant reduction in image processing, the proposed method reduces autofocus time to
completion by 22% compared to the AHC method. Similar performance of the proposed method
was observed in both well-lit and low-lighting conditions.
© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1.

Introduction

Production quality control relies heavily on the inline inspection of manufacturing processes, e.g.,
the real-time monitoring and metrology for the microcontact printing of flexible electronics [1].
The invention of many high-speed and high-accuracy image acquisition and image processing
techniques facilitates the measurement of electronic pattern production, however, many of these
techniques are not sufficient for industrial inspection due to their lack of real-time application. If
image focusing is required for high-speed inline inspection, these image techniques can create
manufacturing bottlenecks due to their slower autofocus (AF) methods. Similarly, fast and
continuous image-based AF is also critical for many other scenarios, such as the imaging and
metrology of biological samples [2,3] or scenarios where non-image-based AF methods pose
risks to damaging heat or photo-sensitive biological samples [4].
Image-based AF techniques seek to adjust the distance between the camera sensor plane and
the lens plane such that the region of interest (ROI) has the maximum possible sharpness. The
state-of-the-art, image-based AF techniques have to acquire a large number of both defocused
and focused images to converge to an optimal focus location [5] or train a focus learning model
to estimate the optimal focus location [6–9]. These techniques are either too slow for real-time
imaging applications, are extremely computationally expensive, or require training a model that is
specific to the imaging configuration. There exists an unmet need for a high performance autofocus
technology that requires fewer images as input and reduces the computational complexity needed
for fast image-processing time.
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In this paper, we propose a fast and accurate autofocus algorithm using Gaussian standard
deviation and gradient-based binning. Instead of iteratively searching for the optimal focus using
an optimization process, the proposed algorithm directly calculates the mean of the Gaussian
shaped FM curve to find the optimal focus location and uses the FM curve standard deviation to
adapt the motion step size. The calculation only requires 3-4 defocused images to identify the
center location of the FM curve. Furthermore, based on scale-space theory [10], the standard
deviation of the curve is used as the base scale for adapting the motion step size. By assigning
adaptive step sizes to different bins based on initial focus measurement, the magnitude of the
motion step is determined via the defocused measure, thus resulting in a highly efficient method
for image-based AF.
In section 2, we review the state-of-the-art AF techniques. In section 3, we elaborate on our
proposed AF method using Gaussian standard deviation and gradient based binning. In section 4,
we evaluate our proposed method by comparing its AF time to completion, root-mean-square
error (RMSE), and mean required FM data to that of a fast and accurate Adaptive Hill-Climbing
method (AHC) as well as a baseline Global Search method (GS). We summarize our conclusion
and future work in section 5.
2.

State of the art

Classic AF methods in literature can be divided into two categories, active and passive. The
active AF methods use additional hardware, e.g., laser and motor, to measure the distance between
camera and object to maintain a stable focus distance [11]. This method can result in steady AF
control via the information from the ground truth focus measurement but increases the complexity
and the cost of the system due to the necessary use of a laser. Wei Yang et al. developed the
hand-hold fiber-optic Raman probe with both active and passive autofocus functions [12]. The
introduction of active AF methods aims to remove limitations surrounding focusing accuracy that
can arise with varying image content (e.g., low-contrast imaging samples or low-light conditions)
[13]. However, active methods pose their own limitations. In some scenarios, active AF methods
can only measure the distance between a reflective surface and the camera. This can create issues
when imaging non-reflective targets where the distance between region of interest and camera
cannot be measured. Additionally, in some scenarios, active AF methods may not be applicable,
e.g., when imaging photo-sensitive slides that are not capable of being irradiated by a laser beam
[4].
Alternatively, rather than using hardware, passive AF methods use a search algorithm to find
the best focus position. Passive AF, in essence, is simply stated as the autonomous navigation
from a defocused image to a focused one. To establish whether an image is focused or defocused,
focus measure functions (FMFs) are used. These FMFs assign a scalar value, called focus
measure (FM), to an ROI using a variety of methods. A focus measure curve simply refers
to the two-dimensional relationship between the variable distances between sensor and lens
planes and the respective FM scores. Passive sensing for AF includes phase-based methods and
contrast-based methods. The selection of phase or contrast-based AF depends on the method of
image acquisition. If the images are captured by a camera equipped with a phase detector, or by
a light field camera, also known as plenoptic camera [5], phase-based methods could be used.
Guillaume Chataignier et al. studied the quad-pixel sensor technology that could use phase-based
methods as well [14]. Otherwise, contrast-based methods are used for AF control [15].
In contrast-based AF methods, an FM is extracted from the ROI inside an image captured by
the camera. The objective of a contrast-based AF procedure is to maximize this FM. Typical
FMFs used for AF control vary widely, ranging from simple gradient methods to wavelet and
Laplacian based methods [16]. By principle, these methods operate under the focus-defocus
contrast assumption. This assumption states that focused images inherently have more detail
than defocused images, meaning the relative degree of focus can be quantified by the level of
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detail present in an image [17]. Many FMFs, such as the Gaussian Derivative (GDER) method
chosen for this paper, operate under this basic contrast assumption [18]. Many algorithms were
put forward to fulfill the contrast-based AF task, such as global searching, Fibonacci searching
[3,19], rule-based searching [20], curve fitting [21], prediction model [22], combined DFF and
DFD methods [1], and structure tensor-based autofocusing algorithms [23], etc. Global searching
can make sure the peak FM will not be missed in the AF control process but is limited by its long
searching time. Other rule-based searching methods can speed up the searching process but can
sometimes converge to local maxima instead of global maxima. Curve fitting algorithms are
often more accurate than other searching methods however require large quantities of FM data
and long AF times.
One approach to reducing AF time involves the application of various machine learning
algorithms, including supervised learning [24,2,6,9] and reinforcement learning [7,8]. A
convolution neural network (CNN) was recently used for both types of learning algorithms.
Wang et al. [24] used a deep learning pipeline structure with a global step estimator and a focus
discriminator for AF control. Both the global step estimator and the focus discriminator shared a
CNN structure and by using this supervised learning method, AF control was achieved with far
fewer search steps than rule-based and Fibonacci searching methods. Wei et al. [2] used a CNN
consisting of two convolution blocks followed by two fully connected layers for the time-lapse
microscopy of growing and moving cell samples. Similarly, Shajkofci et al. [6] developed a
DeepFocus CNN-based FMF used for microscopy AF control where they provide an FM curve
whose shape, up to axial scaling, is invariant to the sample. Using this novel FMF, AF could
be achieved in far fewer iterations when compared to standard FMFs. Furthermore, Herrmann
et al. [9] developed a supervised learning method for both contrast-based AF and phase-based
Table 1. A summary of the passive AF searching algorithms.
Algorithm

Description

Global searching

Measures the FM of each step to get the best focus position [20].

Fibonacci searching

Uses a divide and conquer algorithm that narrows down possible peak
positions with the aid of Fibonacci numbers [3, 19].

Rule-based searching

Divides the search range into coarse, middle, and fine regions according to the
possibilities of containing the global peak. A specific step size is used for a
corresponding region [20].

Model-based searching

Combines a discrete difference equation prediction model (DDEPM) and a
bisection search algorithm to search for the best focus position. The DDEPM
can predict the trend of the FM curve and locate the neighbors of the in-focus
position quickly [21].

Coarse to fine searching

Uses a coarse but fast search method based on the low spatial frequencies of
the image, followed by a fine but slower search method based on the high
spatial frequencies of the image [30].

Curve-fitting searching

Fits the FM data to a curve such as a polynomial or Gaussian equation and
then estimates the optimal focus and its location [19].

Combined DFF and DFD

Autofocus method that combines depth from focus (DFF) and improved depth
from defocus (DFD) [1].

Structure tensor-based
autofocusing algorithm

Autofocusing algorithm with improved edge extraction using structure tensor
and Schatten norm [22].

Supervised learning

Uses a labelled full focus stack to train a CNN that determines the best focus
position by the single-shot image [2,6,9,23].

Reinforcement learning

An agent selects an action from a designed legal action set and passes it to the
environment. The environment triggers a state transition, returning a reward
and a new observation with the goal of learning a policy that can maximize the
future rewards [7, 8].
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AF where MobileNetV2 [25] was used for their portable device. In Table 1, we summarize the
search algorithms used for passive autofocus.
3.
3.1.

Theory
Gaussian model for focus measure

Scale-space theory tells us that the relative degree of blur due to image defocus follows the
Gaussian model [10]. It also leads us to the use of the first-order Gaussian derivative to quantify
the focus measure. In this case, the quantitative representation of FM calculated by GDER will
also follow the same Gaussian model. Although various gradient and Laplacian based FMFs
operate faster than GDER [26], these methods do not take advantage of the physical relationship
between defocused and focused images defined by true Gaussian blur. The FM curve can be
estimated by sampling the FM at different levels of focus. For the purpose of proposing a fast and
accurate AF algorithm, the GDER method for FM evaluation is chosen due to its superior ability
to consistently return an FM curve resembling the Gaussian model with satisfactory precision,
recall, and absolute error [27]. The GDER method used to calculate the FM scores is defined as
1 ∑︂
FM(x, y, σ) =
[[f (x, y) · Gx (x, y, σ)]2 + f (x, y) · Gy (x, y, σ)]2 ],
(1)
NM x,y
where σ is a scaling constant, f (x, y) is the image gray value at pixel coordinates (x, y), Gx (x, y, σ)
and Gy (x, y, σ) are respectively the first-order Gaussian derivatives in the x- and y-directions at
scale σ, and NM is the total number of pixels in the ROI [18]. The Gaussian model describing
the FM curve of a single planar ROI calculated by the GDER FMF is defined as
1 zn −z µ 2
σ )

fn (zn ) = Ae− 2 (

,

(2)

where A, zn , zµ , and σ is a scaling constant, the distance between the sensor plane and lens plane,
the distance between the sensor plane and lens plane with the maximum FM score, and the
standard deviation of the FM curve given specified ROI content, respectively. Figure 1 visually
displays the variable parameters zn and zµ from Eq. (2) using a focused and defocused condition.

Fig. 1. The variable parameters of Eq. (2) displayed via a single focused and defocused
condition.

A typical example of AF utilizing the Gaussian model involves both a fixed sensor and lens
plane. For these situations, a focused condition is accomplished by moving the ROI plane (i.e.,
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the object) either closer to or farther away from the sensor and lens planes (i.e., the camera). This
situation can be easily adapted to the alternative application of a fixed ROI plane and variable
focus lens. Note that ROIs of an object comprised of targets at two or multiple planar positions
can be deduced as multimodal Gaussian curves; the multimodal curve being the sum of each
independent Gaussian distribution where the number of planes equates to the number of local
maxima. With the sole intention of proposing a novel AF algorithm, single planar targets are
chosen to eliminate the multimodality of the FM curve to further resemble imaging targets used
in machine vision-based sensing, metrology, pattern analysis, and feedback control, as these
industries demonstrate the greatest need for fast and accurate AF.
3.2.

Gaussian regression for autofocus

Given limited data, the FM curve of Eq. (2) can be approximated via Gaussian regression. Such
a regression serves as an excellent way to approximate an FM model and find an optimal focus
location [21], but issues surrounding Gaussian regression for AF are twofold: large quantities
of data are required to regress a model typically acquired through a slow global search, and if
a global search is not used, FM data needs to be local relative to zµ . Non-zµ -local FM data is
seldom used because the necessary step size between points to gather information that accurately
describes the curve remains unknown during AF. Furthermore, regression models aim to fine-tune
all parameters to minimize a specified loss function, which is both computationally expensive
and unnecessary as zµ is the only parameter describing the location of the optimal focus. Hence,
using Gaussian regression-based methods for all three parameters of Eq. (2) for an optimal focus
search is unreasonable for fast and accurate AF control.
3.3.

Direct Gaussian mean calculation

As previously stated, achieving complete AF control requires knowing the location of zµ at the
instantaneous level of defocus. Mathematically, the three parameters A, zµ , and σ, in Eq. (2) can
be solved given any three FM data on the curve so long as they are non-linearly correlated. From
Eq. (2), the location of the optimal focus, zµ can be derived by
(︂ )︂
(︂ )︂
fn
ln fn−1
(zn−1 + zn−2 )(zn−1 − zn−2 ) − ln ffn−1
(zn + zn−1 )(zn − zn−1 )
n−2
(︂ (︂ )︂
(︂ )︂
)︂
zµ =
,
(3)
fn
2 ln fn−1
(zn−1 − zn−2 ) − ln ffn−1
(z
−
z
)
n
n−1
n−2
where zn−2 , zn−1 , zn are three unique distances between lens and sensor planes and fn−2 ,
fn−1 , fn are the respective GDER FM scores. Equation (3) offers significant advantages in
computation time compared to standard Gaussian regression models, as there is no optimization
for independent parameters and only the value of interest, zµ , is returned. If only three FM data
are used as inputs to a standard regression, provided the data meets conditions of feasibility (i.e.,
non-linearly correlated), the values of zµ from Eq. (3) and the regressed model are equivalent.
This allows the optimal focus to be calculated directly without first having to call a curve fitting
function.
The accuracy of the calculated zµ value compared to that of a fully regressed model is dependent
on many factors. Given a perfect Gaussian, any combination of valid FM data will return the
identical value of zµ using both methods; however, perfect Gaussian FM data for Eq. (3) intended
for robust AF control rarely exists. Theoretically, three local FM data with step sizes of one could
calculate the correct value of zµ , but due to noise and error from imaging system illumination,
and motion localization, this method is infeasible. Assessing FM data locally for all AF methods
has significant limits, especially with predictive models using highly defocused FM data where
the signal to noise ratio poses significant risks to the accuracy of the Eq. (3) calculation. For this
reason, a novel method to intelligently select FM data from the Gaussian FM curve is devised in
the subsequent section.
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Step sizes based on focus measure curve standard deviation

Achieving an accurate value of zµ using Eq. (3) is highly dependent on obtaining FM data that
distinctly follows Gaussian curvature (i.e., non-linear, non-asymptotic, minimal influence from
noise.) Theoretically, three data unilateral to zµ could return an accurate calculation, however
small variations in these data (i.e., system noise) can have drastic effects on the accuracy of
Eq. (3), even if the FM data are non-local. To virtually remove this limitation from the direct
calculation, it is required that the three FM data are located bilateral to zµ . Introducing the simple
condition of fn <fn−1 , provided the data is Gaussian and steps are made in the direction of zµ ,
guarantees that fn−2 , fn−1 , and fn are not linearly correlated and are located bilateral to zµ . AF
situations that satisfy this condition do so because zµ resides in the range bounded by zn and
zn−2 . Using this condition for limiting the influence of system noise is essential if the proposed
method is to be robust enough for fast and accurate AF control. Figure 2 illustrates the method
for acquiring bilateral FM data necessary to use Eq. (3) for Gaussian model AF control.

Fig. 2. An example of the necessary condition for accurately calculating the optimal focus.

Three FM data that distinctly follow Gaussian curvature can accurately calculate zµ using Eq.
(3); however, knowing the necessary step size between three FM data to achieve this remains
virtually unknown. As the dispersion of the Gaussian FM curve is governed by its standard
deviation, we introduce a step size based on the standard deviation of the FM curve. For various
defocus conditions, we will get different Gaussian FM scores. This is a direct reflection of
scale-space theory and the resultant point spread at different scales quantified by the GDER FMF.
Therefore, it is appropriate for us to use the standard deviation as the base scale to adapt the step
size at different defocus regions of the FM curve. Zhenbo Ren et al. corroborated this finding in
their own work through introducing Gaussian blur to an image by increasing its content standard
deviation [23].
Introducing an adaptive step size based on the fundamental dispersion of the FM curve can
ensure that the three FM data meet the previously mentioned conditions and are obtained without
significant overshoot, a drawback to many AF control algorithms today. For instance, in Fig. 2,
given an initial location zn−2 with a distance of 1σ to zµ , a step size of .75σ would guarantee that
fn <fn−1 using only three FM data. However, the same .75σ step size at a different zn−2 position
may not be as effective for fast AF as either more FM data or a different step size would be
required to satisfy fn <fn−1 without significant overshoot. This method for adapting the step size
as either multiples or fractions of the standard deviation of the FM curve performs optimally, so
long as the proper σ step size is chosen.
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The σ of the ROI modeled by the GDER FMF which will be used as the base scale for an
adaptive step size can be calculated using any three FM data, provided the data meet the same
conditions necessary for Eq. (3). The σ of the GDER FM curve is defined as
⌜
⃓
⃓
zn−2 − zn−1
⎷
σ=
(4)
(︃ fn−1
)︃ ,
f
ln( n )
ln( n−2
fn )
2 zn−1f−z
+
zn −zn−2
n
where zn−2 , zn−1 , zn are three unique distances between lens and sensor planes and fn−2 ,
fn−1 , fn are the respective GDER FM scores. Adapting the step sizes based on σ to guarantee
satisfactory FM data requires knowing the location of zn−2 relative to zµ . By principle, both the
location of zµ and its respective distance to zn−2 remains unknown during passive AF; however,
due to the superior ability of GDER FMF to return Gaussian FM data, its distance can be
approximated based on the gradient at the location of zn−2 . This is accomplished via Gaussian
derivative binning which will be detailed in section 3.5.
3.5.

Gaussian derivative binning

According to scale-space theory, the FM curve, measured by the GDER FMF, quantifies the
change of scale of an ROI as a function of the distance between the sensor and lens planes for any
camera and lens. So long as the position of the ROI remains unchanged, the distance between
sensor and lens plane (zn ) is the only variable that can change the image scale perceived by the
camera sensor. If the planar position of the ROI changes, there are now two independent variables
affecting the perceived scale of the image, the previous distance between sensor and lens planes
(zn ) and the new distance between sensor and lens planes corresponding to the maximum FM
(zµ ). The difference of these two variables is expressed in Eq. (2) as zn − zµ . When the difference
of these two variables is zero, meaning zn = zµ , the FM curve reaches its maximum with its
corresponding minimum image scale. This location, where both planar positions are equivalent,
is the location of the optimal focus. If the location of the maximum FM and its respective
minimum scale depends solely on the positions of zn and zµ , we can conclude that σ in Eq. (2) is
invariant to the position. Furthermore, this allows us to conclude that σ only serves to describe
the dispersion of image scale relative to zµ .
If σ of the FM curve is assumed to be invariant to position, the σ of first order derivate of the
Gaussian FM curve (FM ′) would also remain invariant to position, suggesting the approximate
distance from zn−2 to zµ can be estimated via the FM ′ at zn−2 . Because the distance between zn−2
and zµ can be approximated solely on the value of FM ′ at zn−2 , gradient bins can be set at specific
intervals to define a relationship between the local gradient and the necessary step size required to
gather ideal FM data. The value of FM ′ calculated via the difference between any two FM data at
the beginning of AF serves as an excellent approximation to the Gaussian derivative and requires
one fewer FM data than if the proper Gaussian derivative were used. The FM ′ calculated at the
beginning of the AF can be categorized into a specified bin to return the necessary step size of
the base scale σ. The minor influence from system noise by calculating FM ′ in this manner has
the possibility of categorizing an initial defocused position into the incorrect gradient bin, which
is experimentally visible in section 4.5 as the mean number of FM data required for N = 32 AF
experiments is slightly greater than the theoretical five. This influence can be minimized by
increasing the length in which FM ′ is calculated over. The assumption of similar σ values at
various scales will be experimentally shown in section 4.2. The specific gradient bins and their
corresponding σ step sizes are illustrated in Fig. 3 and defined in Table 2.
The intervals of the various gradient bins and their respective step sizes are selected such that
three AF motions have a large probability of satisfying the condition of fn <fn−1 . Local FM ′
values that categorize the initial defocus position into Bin 1 have a low probability of containing
the optimal focus and thus large step sizes of 2σ are made in the direction of zµ determined by
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Fig. 3. An illustration of the gradient bins on the FM and FM ′ curves.
Table 2. Gradient bins and step sizes with respect to the σ of the GDER FM curve.
BIN

Step size (σ)

Location (σ)

Gradient Bin Value (FM′ )

1

2

3 ≤x≤-3

|FM′ | ≤1.1

2

1

-3 <x≤-.5 or .5 ≤x<3

1.1 < |FM′ | ≤18.5

3

.5

-.5 <x<.5 x ≠DOF

18.5< |FM′ |

the sign of FM ′. Similarly, a local FM ′ value that categorizes the initial defocus position into
Bin 2, is predetermined to be closer to the optimal focus and thus smaller step sizes of 1σ are
used to minimize overshoot while still satisfying the same condition of fn <fn−1 . A change in the
plane of zµ , i.e., there is a new optimal focal plane located at zµ , can be modeled similar to a
simple step input in control theory. A reduction in the overshoot of this parametric function will
reduce the time to completion and thus is a main priority in the AF control process. The interval
of Bin 3 is defined with the intention of having Bin 3 contain completely unique FM ′ values. If
Bin 3 were to encompass the entire range of -.5σ to .5σ (i.e., the grey and white regions in Fig.
3) the interval would not contain FM ′ values that are completely unique to Bin 3. This would
pose limitations to the binning process as a single FM ′ value could be assigned to multiple bins
and thus the initial defocused position could not be properly identified. To compensate for this,
the interval is chosen so that Bin 3 excludes the depth of field (DOF) region (i.e., the region
considered to be focused given the specified lens defined in Fig. 3 with grey). Defining the Bin
3 interval in this manner offers excellent experimental performance, as AF is not required in
the DOF region and the DOF region can easily be identified by its large FM values. Figure 4
illustrates the relationship between gradient bins and FM data with their respective adapted σ
step sizes.
From Fig. 4 it can be seen that certain initial defocused positions may not be able to meet
the necessary condition of fn <fn−1 using only three FM data. To avoid this, step sizes defined
by the specified gradient bin can be made until fn <fn−1 . For instance, given the Bin 2, σ steps
region in Fig. 4, the condition of fn <fn−1 can be achieved with a minimum of three FM data
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Fig. 4. An illustration relating gradient bins and respective adapted σ step sizes to the FM
curve.

and a maximum of four. Similarly, if the initial defocus position resides in the Bin 1, 2σ steps
region in Fig. 4, there is a minimum of three FM data required, and a maximum determined
by the remaining defocus step positions in the working distance of the lens. Nevertheless, step
sizes of 2σ from extreme levels of defocus provide an efficient path to the location of zµ and
still guarantee that at least two FM data will satisfy the necessary condition. All FM data (i.e.,
instances where three or more are collected to satisfy fn <fn−1 ) are displayed as the array,
⎡
⎢ fn−∞
FM = ⎢⎢
⎢ zn−∞
⎣

...

fn−2

fn−1

...

zn−2

zn−1

⎤
fn ⎥
⎥,
⎥
zn ⎥
⎦

(5)

where fn <fn−1 and zn−2 , zn−1 , zn , fn−2 , fn−1 , fn are the GDER FM data used to directly
calculate zµ .
Moreover, defining the gradient bins to be accurate and effective requires knowing the
approximate Gaussian model that will be repeatedly navigated for the AF task chosen. Because
both σ and the gradient curves are assumed to remain constant. This model can be constructed
through a simple global search conducted prior to AF. This global search takes FM data at every
position in the working distance of the lens and calculates the approximate σ value according to
Eq. (4). Subsequently, the gradient of the FM curve is calculated, and the specific gradient bin
intervals with corresponding FM ′ values are designated at the σ locations mentioned previously.
After this model has been constructed, fast and accurate AF control can be achieved. The
workflow of the proposed Gaussian standard deviation and gradient-based binning method is
detailed in Fig. 5.
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Fig. 5. Workflow of the proposed Gaussian standard deviation and gradient-based binning
method

4.
4.1.

Experimental results
Experimental set-up

Proper evaluation of the proposed method first required designing a system capable of housing
hardware necessary for variable focus image acquisition. The selected hardware includes: a
Computar M2514-MP2 25 mm lens with working distance of 100-900 mm, Basler acA2040120 µm 3.2 MP resolution mono USB 3.0 camera, Epson EM-293 step motor (AF step motor),
and a 2 mm pitch gear and belt system responsible for changing the lens object distance. The
Computar C-mount lens has a fixed focal length of 25 mm and an aperture range from F1.4 F16. Figure 6(b) shows a rendered drawing of the 3D printed housing fitted with the selected
image acquisition hardware. The AF control of the image acquisition system (IAS) begins with a
greyscale image taken by the camera. This image is sent to the computer via USB 3.0 where the
GDER FMF calculates the current FM and outputs the next motor movement to the Arduino Uno.
Using an Adafruit Motorshield V2 motor driver, the AF step motor will turn the 2 mm pitch gear
and belt system to control the lens before another image is taken and the process is repeated. A
single completion of this IAS feedback loop is responsible for one image, meaning the mean FM
data acquired simply refers to how many of these IAS loops are needed to return a theoretically
focused ROI. This control feedback loop of the IAS can be followed in Fig. 6(c). Each AF
method was programmed in a MATLAB R2019b environment with Intel Core i9-9900X CPU @
3.60 GHz, NVIDIA GeForce RTX 2080, and 64 GB of RAM.
AF time to completion is highly dependent on the distance between the initial defocused
position and zµ as motor movements are by far the greatest contribution to time. For this reason,
devising an unbiased method for AF evaluation requires repeatedly introducing random levels
of defocus to the IAS before AF. This was achieved by fixing the IAS via aluminum extrusion
to a 1979 Nikon Measurescope modified and fit with a Nema 17 step motor (z step motor in
Fig. 6(a)) for autonomous z direction control. Changing the z position of the IAS to random
positions between the minimum and maximum of the working distance of the lens ensures that
all AF methods will be evaluated under similar initial defocused conditions. Prior to evaluation,
a variety of targets were chosen to assess the robustness of each AF method to varying levels
of ROI contrast. Under ideal lighting conditions, all three AF methods were evaluated for
N = 32 experiments using Images 1-3 from Fig. 7(a), with a luminance of approximately 3500lx
measured with a Hioki Lux Meter. Additionally, the proposed GB algorithm was evaluated for
N = 32 experiments using Images 1-2, however this time, under low-light conditions measured at
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Fig. 6. (a) Experimental setup. (b) Image acquisition hardware. (c) Image acquisition
feedback control loop.

450lx (Fig. 7(b)). Images from both Fig. 7(a) and 7(b) are stills of size 350 × 350 pixels captured
directly from a video at approximately 150fps with 1900µs exposure time. Section 4.5 discusses
the results of the evaluation and are displayed in Table 4.
Table 3. σ of the Image1 ROI with respect to
the different locations of the optimal focus.

4.2.

z µ (step position)

σ

249

28.60

289

28.14

337

26.89

373

24.91

402

23.22

Focus measure curve standard deviation invariance

As mentioned in section 3.5, the concept of an adaptative step size based on the dispersion of
the GDER FM curve, σ, operates under the assumption that σ is invariant to position. The
proposed method assumes unchanged ROI content during repeated AF (i.e., the relative amount
of detail presented to the GDER FMF remains similar). As previously mentioned, if the ROI
content remains the same, implying the same target is being imaged repeatedly at different
planar positions (e.g., metrology, pattern analysis, microscopy), the physics of the lens itself is
responsible for any variation in σ. This effect is due to slight changes in the DOF at different
object distances. These slight changes ultimately influence the maximum clarity of the image
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Fig. 7. The various imaging targets 350 × 350pixels in ideal 3500lx and low-light 450lx
conditions used for evaluation. Images taken at 150fps and 1900µs exposure time. (a)
Images captured under 3500lx. (b) Images captured under 450lx.

presented to the GDER FMF and in turn, the σ. Because the variation in σ is minimal, this
assumption is shown to be satisfactory throughout our experiments. It is important to note the
limitations from needing to construct an assumed Gaussian model prior to AF. These limitations
will be is addressed in section 5 regarding our future work. Figure 8 visually shows the similarity
between the GDER FM and FM ′ curves for Image1 (shown in Fig. 7(a)). Table 3 displays the σ
of Image1 with respect to different zµ locations calculated using Eq. (4) and (3) respectively.

Fig. 8. The similarity between GDER FM and FM ′ curves of Image1 with respect to
different zµ .
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Table 4. AF method performance in ideal lighting for N=32
experiments using Images1-3.
GS

AHC

GB

Mean FM data

608

23.9

5.42

RMSE (steps)

0.612

3.65

2.94

Mean time (s)

14.03

0.605

0.482

Mean FM data

608

24.1

6.06

RMSE (steps)

3.50

1.62

1.92

Mean time (s)

10.57

0.520

.450

Mean FM data

608

25.1

6.42

RMSE (steps)

3.08

1.79

3.16

Mean time (s)

10.4

0.628

0.609

FM data

608

24.4

5.97

RMSE (steps)

2.40

2.35

2.67

Time (s)

11.9

.584

.514

Image1:

Image2:

Image3:

Average:

4.3.

AF methods for comparative evaluation

In order to properly assess the speed and accuracy of the proposed algorithm, the proposed
Gaussian Binning (GB) method will be directly compared to a fast and accurate Adaptive HillClimbing method (AHC). Traditional Hill-Climb methods are among the most popular rule-based
methods used for AF control. These Hill-Climbing algorithms iteratively take photos along the
FM curve at a specified interval and continually move in the direction of increasing FM values,
stopping when it has arrived at a peak [28]. This simple rule-based approach performs optimally
in many situations, however, can converge to “false peaks” [20]. Furthermore, traditional
Hill-climb algorithms are an iterative process meaning many FM data are required creating long
image processing times. The AHC method significantly improves upon the traditional rule-based
Hill-Climbing methods through the introduction of an adaptive step size [28]. This adaptive
step size both reduces AF time by using fewer FM data and reduces the frequency of “false
peak” convergences by minimizing the influence of system noise. The AHC’s improvements
to traditional Hill-Climbing regarding robustness and speed allows it to serve as an excellent
industry standard for evaluating the proposed GB method.
Accurately assessing the performance of the proposed AF method also requires a base-line
comparison. As previously mentioned, Global Search methods (GS) are one of the most basic
rule-based approaches to AF. GS methods require many FM data, are computationally expensive,
and are extremely slow. GS methods do however demonstrate a general lower limit in terms of
AF speed and accuracy and thus will serve as a base-line comparison to the AHC and GB AF
methods.
4.4.

Metrics for evaluation

The three AF methods will be comparatively evaluated using the following metrics: RMSE,
mean time to completion, and mean FM data acquired.
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The RMSE of the AF process is defined as
⌜
⃓
⃓
⃓
N
⎷ ∑︁
RMSE =

i=1

2
(zni − zˆ︂
µi )

N

,

(6)

where N is the number of repeated experiments, zµi is the ground truth location of the optimal
focus and zˆ︁µ is the final lens plane location, presented by the step motor position, for experiment
i. Returning a focused image during the AF process implies that the final estimated optimal
focus position of zˆ︁µ resides within the DOF of the lens. The upper and lower bounds of the DOF
represented by zµ+6 and zµ−6 are displayed in Fig. 9. The Computar M2514-MP2 machine vision
lens used for evaluation has a DOF of 25 mm which equates to approximately 12 step motor steps
using the gear and belt system shown in Fig. 6(b). Being able to consistently bring the image
located at within the DOF range specified by the lens, implies a satisfactory AF experiment has
been completed. Finding the location of zµ after each successful AF experiment to calculate
RMSE requires a small local search centered around the position of zˆ︁µ . For all experiments N,
15 steps bilateral to zˆ︁µ was sufficient to obtain zµ in the local search of the FM curve. From there,
a finer zµ was calculated via a Levenberg Marquardt regression using only the FM data located in
the DOF (the blue line in Fig. 9). This small regression removes slight variations due to system
noise that might otherwise shift the location of the legitimate zµ . Figure 9 illustrates the post-AF
local search FM data, DOF bounds and regression, as well as the estimated, zˆ︁µ , and ground truth,
zµ , optimal focus positions.

Fig. 9. Illustration of how the RMSE data is collected after a complete AF iteration.

The mean time to completion simply refers to the average time from initial defocused z position
to completion of the final motor movement at zˆ︁µ given N AF experiments (e.g., after final motor
movement in Fig. 4).
The mean FM data acquired refers to the average number of images processed given N AF
experiments. This number equates to the average number of completions of the image acquisition
system feedback loop (shown in Fig. 6(c)) required to arrive at zˆ︁µ . This metric quantifies both
the computational cost as well as power consumption and thus should be minimized.
4.5.

Results and discussion

Table 4 compares the proposed novel GB method against the AHC and base-line GS methods for
Images1-3 in ideal lighting conditions. Table 4 also includes an average of performances across
all ideal lighting experiments.
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The proposed method outperforms the GS and AHC methods in both mean FM data acquired
and mean time to completion, while still offering satisfactory RMSE for all targets. The inclusion
of an adaptive step size based on the σ of the FM curve estimated via gradient derivative binning,
reduced the necessary images for AF by approximately 80% as well as focus time by 22%
when compared to the leading AHC method. Furthermore, the proposed method offered similar
performance in low-light conditions while still maintaining sufficient accuracy as measure by
RMSE. The GB method is also proven to be robust to low-light conditions as shown by the results
from low-light testing displayed in Table 5. Our AF method requires far fewer images and shorter
focus times than the AF algorithm proposed by Zhang et al. [1].
Table 5. GB AF method performance in
low-light for N=32 experiments using
Images1-2.
GB
Image1:
Mean Images

6.02

RMSE (steps)

3.81

Mean Time (s)

.5647

Image2:
Mean Images

6.00

RMSE (steps)

3.73

Mean Time (s)

.7518

From the results displayed in Table 4, we can see that the total AF time is reduced by 22%
after using GB to replace the AHC method, but the mean number of FM data acquired decreases
by 80%. The experiment’s hardware, including the lens driver structure of stepper motor and
belt, creates the bottleneck of this AF system regarding focus time. From Fig. 10 we can see that
77.4% of the overall GB method’s AF time is attributed to the AF step motor. For an AF time of
500 ms, the motor movement time will contribute to 387 ms. Therefore, upgraded hardware is
necessary to evaluate an AF algorithm that is as fast as the proposed GB method. The stepper
motor can be upgraded to a faster driver, e.g., piezo driver. The piezo driver only takes 3.3 ms for
a full range movement [29]. A driver this fast will reduce the motor motion time to less than 1%
of the experimental AF step motor in this paper.

Fig. 10. A breakdown of AF time to completion by image processing time and motor
movement time for the proposed GB method
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Conclusions

In this paper, we first established a relationship between the FM curve standard deviation and
the working distance of the AF system. We theorized that the σ describing the dispersion of the
FM curve would be invariant to position. Our hypothesis was confirmed in Table 3, showing
that σ remains similar with respect to zµ . The slight variation in σ is due to the physics of the
lens system at different object distances. We then devised a novel method using FM ′ binning to
get a suitable step size according to the base scale σ of the FM curve. By using this adaptive
step size, we minimize the number of images needed for AF. At the same time, an innovative
direct calculation for the location of the optimal focus was put forward as the core idea of our
algorithm. By using this innovative method, we reduce the image processing time dramatically.
By comparing the GB method with the base-line GS method and the AHC method, it is proven
that the proposed method provides significant advantages regarding the necessary number of
processed images required to AF. Furthermore, the proposed method has been shown to be robust
to both well-lit and low-light conditions.
In the future, we theorize that with an upgrade of driving technology, the GB method will
provide an even greater benefit regarding AF time due to the fewer number of images required for
AF. Faster lens motion can present even greater advantages regarding AF time when comparing
the proposed GB method to the AHC method. Moreover, there exists a limitation regarding the
operating assumption of the proposed GB method. Because the method assumes unchanged ROI
content during repeated AF, the scope of the technology is limited to stationary imaging scenarios
where the initial Gaussian model and binning limits can be repeatedly recalled. Although the GB
method has shown promise for the previously mentioned scenarios, methods for constructing the
Gaussian model based on a single defocused image are necessary if the proposed method is to
reach dynamic technology. In our future work, we will theorize this model, its standard deviation,
and respective binning limits can be inferred from a single defocused image in accordance with
scale-space theory. Using the high and low frequency information present in the ROI content, we
wish to introduce artificial intelligence to construct our initial Gaussian model.
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