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Abstract
In this paper we use the approach of Ruan ([34]) and Li-Ruan ([18]) to construct virtual
neighborhoods and show that the Gromov-Witten invariants can be defined as an integral over
top strata of virtual neighborhood. We prove that the invariants defined in this way satisfy all the
Gromov-Witten axioms of Kontsevich and Manin.
1 Introduction
Ruan and Tian established the theory of Gromov-Witten invariants for semi-positive symplectic man-
ifold about 90’s : Ruan [33] first introduced a new invariant to the symplectic manifold by counting
J-holomorphic maps from S2 to a fixed semi-positive symplectic manifold. Nowdays these invariants
are called Gromov-Witten invariants. Later Ruan and Tian studied the higher genus case and proved
the associativity for the quantum cup product and the WDVV equations in 1997.
In the effort to remove semi-positive condition, the technology went on a significant change. There
had been several different approaches to define Gromov-Witten Invariants for general symplectic
manifolds, such as Fukaya-Ono [10], Li-Tian [21], Liu-Tian [22], Ruan [34], Siebert [37] and etc.
Recently, there is a great deal of interest among symplectic geometric community to re-visit the
latter approach with the purpose to clean up some of issues ( see [4, 5],[6, 7],[11]-[13],[26]-[29],[38]).
The main complication is that the moduli space has various lower strata. How to deal with these
lower strata is one of main issues discussed recently. Our idea is that if we can show that the relevant
differential form decays in certain rate near lower strata, the Gromov-Witten invariants can be defined
as an integral over top strata of virtual neighborhood. Therefore, all the complication of lower strata
of the of virtual neighborhood can be avoided entirely.
In this paper we use the approach of Ruan ([34]) and Li-Ruan ([18]). Let us describe the main
idea.
1.1 Local regularization
We explain the construction of local regularization for the top strata Mg,n(A). For details and for
lower strata please see the section §4 and §5. Consider the universal curve over the Teichmu¨ller space
(for detail see section §2.2)
πT : Q → Tg,n.
We assume that n > 2 − 2g, and (g, n) 6= (1, 1), (2, 0). For any [bo] = [(po, u)] ∈ Mg,n(A) let
γo ∈ Tg,n such that πM(γo) = [po], where πM : Tg,n → Mg,n is the projection. We choose a local
slice for Q, which gives a local coordinate chart on U ⊂ Tg,n and a local trivialization on π−1T (U):
ψ : U → A, Ψ : π−1
T
(U)→ A× Σ, (1)
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with ψ(γo) = ao, where U ⊂ Tg,n is a open set. We have a continuous family of Fredholm system(
B˜(a), E˜(a), ∂¯j,J
)
parameterized by a ∈ A. Denote by ja the complex structure on Σ associated with a = (j,y) and put
jao := jo. For any v ∈ B˜(a) let b = (a, v) and denote E˜(a)|v := E˜ |b. Let bo = (ao, u), denote by Gbo
the isotropy group at bo. We can choose a Gbo-invariant finite dimensional subspace K˜bo ⊂ E˜|bo such
that every member of K˜bo is in C
∞(Σ, u∗TM ⊗ ∧0,1jo T ∗Σ) and
K˜bo + imageDbo = E˜ |bo, (2)
where Dbo = D∂¯jo,J is the vertical differential of ∂¯jo,J at u.
The Weil-Petersson metric gwp on Tg,n induces a Diff
+(Σ)-invariant distance dA(ao, a) on A.
Set
O˜bo(δ, ρ) := {(a, v) ∈ A× B˜ | dA(ao, a) < δ, ‖h‖ja,k,2 < ρ},
O[bo](δ, ρ) = O˜bo(δ, ρ)/Gbo ,
where h ∈ W k,2j (Σ; u∗TM), v = expu(h). Note that both dA and ‖h‖j,k,2 are Diff+(Σ)-invariant,
we may identified O[bo](δ, ρ) with a neighborhood of [bo] ∈ Mg,n(A). We can choose δ, ρ so small
such that there is an isomorphism
Pbo,b : E˜bo → E˜b ∀ b ∈ O˜bo(δ, ρ).
Now we define a thickned Fredholm system (K˜bo × O˜bo(δ, ρ), K˜bo × E˜|O˜bo (δ,ρ), S). Let (κ, b) ∈
K˜bo × O˜bo(δ, ρ), define
S(κ, b) = ∂¯ja,Ju+ Pbo,bκ. (3)
We can choose (δ, ρ) small such that the linearized operatorDS(κ,b) is surjective for any b ∈ O˜bo(δ, ρ).
1.2 Global regularization and virtual neighborhoods
There exist finite points [bi] ∈Mg,n(A), 1 ≤ i ≤ m, such that
(1) The collection {O[bi](δi/3, ρi/3) | 1 ≤ i ≤ m} is an open cover ofMg,n(A).
(2) Suppose that O˜bi(δi, ρi) ∩ O˜bj (δj , ρj) 6= φ. For any b ∈ O˜bi(δi, ρi) ∩ O˜bj (δj , ρj), Gb can be
imbedded into both Gbi and Gbj as subgroups.
Set
U =
m⋃
i=1
O[bi](δi, ρi).
There is a forget map
forg : U →Mg,n, [(j,y, u)] 7−→ [(j,y)].
In Section §6 we construct a finite rank orbi-bundleF over U such that, for every i ≤ m, F˜ |bi contains
a copy of group ring R[Gbi]. The construction imitates Sieberts construction.
Then we construct a bundle map i([κ, b]) : F → E and define a global regularization to be the
bundle map S : F→ E
S([κ, b]) = [∂¯j,Jv] + i([κ, b])
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such that DS is surjective. Denote
U = S−1(0)|U .
By restricting the bundle F to U we have a bundle E of finite rank with a canonical section σ. We
call (U,E, σ) a virtual neighborhood forMg,n(A). Denote by UT the top strata ofU. In Section §7
we prove
Theorem 1.1. UT is a smooth oriented, effective orbifold of dimensionN = rank(F) + ind DS.
1.3 Gromov-Witten invariants
Recall that we have a natural evaluation map
evi : U
T −→M (Σ, j,y, (κ, u)) 7−→ u(yi)
for i ≤ n defined by evaluating at marked points. We have another map
P : UT −→Mg,n (Σ, j,y, (κ, u)) 7−→ (Σ, j,y).
Choose a smooth metric h on the bundle E. Using h we construct a Thom form Θ supported in a
small ε-ball of the 0-section of E. The Gromov-Witten invariants are defined as
ΨA,g,n(K;α1, ..., αn) =
∫
UT
P
∗(K) ∧
n∏
j=1
ev∗jαj ∧ σ∗Θ (4)
for αi ∈ H∗(M,R) represented by differential form and K represented by a good differential form
defined onMg,n in Mumford’s sense.
In [19] and [20] we proved the exponential decay of the derivatives of the gluingmaps with respect
to the gluing parameter near lower strata. Using these estimates we prove in §9 and §10
Theorem 1.2. The integral (4) is convergent.
Theorem 1.3. (1). ΨA,g,n(K;α1, ..., αn) is well-defined, multi-linear and skew symmetry.
(2). ΨA,g,n(K;α1, ..., αn) is independent of the choices of formsK,αi representing the cohomology
classes [K], [αi] and is independent of the choice of Θ.
(3). ΨA,g,n(K;α1, ..., αn) is independent of the choices of the regularization.
(4). ΨA,g,n(K;α1, ..., αn) is independent of J and is a symplectic deformation invariant.
(5). When M is semi-positive, ΨA,g,n(K;α1, ..., αn) agrees with the definition of [36].
Theorem 1.4. Suppose that (g, n) 6= (0, 3), (1, 1). Let π :Mg,n →Mg,n−1 be the map by forgetting
the last marked point.
(1) For any α1, · · · , αn−1 inH∗(M,R), we have
ΨA,g,n(K;α1, ..., αn−1, 1) = ΨA,g,n−1(π∗(K);α1, · · · , αn−1),
(2) Let αn be inH
2(Y,R), then
ΨA,g,n(π
∗(K);α1, · · · , αn−1, αn) = αn(A)ΨA,g,n−1(K;α1, · · · , αn−1).
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Theorem 1.5. For any K1 × K2 ∈ H∗(Mg1,g2,n1,n2,R), α1, · · · , αn ∈ H∗(M,R), represented by
smooth forms, we have
Ψ(A,g,n)((θ)!(K1 ×K2)); {αi})
= ǫ(K,α)
∑
A=A1+A2
∑
a,b
Ψ(A1,g1,n1+1)(K1; {αi}i≤n1 , βa)ηabΨ(A2,g2,n2+1)(K2; βb, {αj}j>n1),
where ǫ(K,α) = (−1)deg(K2)∑n1i=1(deg(αi)).
We conclude that the invariants defined in this way satisfy all the Gromov-Witten axioms of Kont-
sevich and Manin.
Acknowledgement: We would like to thank Yongbin Ruan, Huijun Fan, Jianxun Hu and Bohui
Chen for many useful discussions.
2 Preliminary
First all, we recall some results on the Deligne-Mumford moduli space Mg,n of stable curves, for
detail see [39], [40], [41].
2.1 Metrics on Σ
Let (Σ, j,y) be a smooth Riemann surface of genus g with n marked points. In this paper we assume
that n > 2−2g, and (g, n) 6= (1, 1), (2, 0). It is well-known that there is a unique complete hyperboloc
metric g0 in Σ \ {y} of constant curvature −1 of finite volume, in the given conformal class j ( see
[40]). Let H = {ζ = λ+√−1µ|µ > 0} be the half upper plane with the Poincare metric
g0(ζ) =
1
(Im(ζ))2
dζdζ¯.
Let
D =
{ζ ∈ H|Im(ζ) ≥ 1}
ζ ∼ ζ + 1
be a cylinder, and g0 induces a metric on D, which is still denoted by g0. Let z = e
2πiζ , through
which we identify D with D(e−2π) := {z||z| < e−2π}. An important result is that for any punctured
point yi there exists a neighborhood Oi of yi in Σ such that
(Oi \ {yi}, g0) ∼= (D(e−2π) \ {0}, g0),
moreover, all Oi’s are disjoint with each other. Then we can view Dyi(e
−2π) as a neighborhood of yi
in Σ and z is a local complex coordinate onDyi(e
−2π) with z(yi) = 0. For any c > 0 denote
D(c) =
⋃
Dyi(c), Σ(c) = Σ \D(c).
Let g′ = dzdz¯ be the standard Euclidean metric on each Dyi(e
−2π). We fix a smooth cut-off function
χ(|z|) to glue g0 and g′, we get a smooth metric g in the given conformal class j on Σ such that
g =

g0 on Σ \D(e−2π),
g′ on D(1
2
e−2π) .
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Let gc = ds2 + dθ2 be the cylinder metric on each D∗yi(e
−2π), where z = es+2π
√−1θ. We also
define another metric g⋄ on Σ as above by glue g0 and gc, such that
g⋄ =

g0 on Σ \D(e−2π),
gc on D(1
2
e−2π) .
The metric g (resp. g⋄) can be generalized to marked nodal surfaces in a natural way. Let (Σ, j,y)
be a marked nodal surfaces with e nodal points p = (p1, · · · , pe). Let σ : Σ˜ =
∑r
ν=1Σν → Σ be the
normalization. For every node pi we have a pair {ai,bi}. We view ai, bi as marked points on Σ˜ and
define the metric gν (resp. g
⋄
ν) for each Σν . Then we define
g :=
ν⊕
1
gν , g
⋄ :=
ν⊕
1
g⋄ν .
2.2 Teichmu¨ller space
Denote by J (Σ) ⊂ End(TΣ) the manifold of all C∞ complex structures on Σ, let G denote the
manifold of C∞ Riemannian metrics with constant scalar curvature −1 on Σ. Denote by Diff+(Σ)
the group of orientation preserving C∞ diffeomorphisms of Σ, byDiff+0 (Σ) the identity component
of Diff+(Σ). Diff+(Σ) acts on J (Σ) and G by
(φ∗J)x := (dφx)−1Jφ(x)dφx, (φ∗g)(x)(w, v) := g(φ(x))(dφ(x)w, dφ(x)v)
for all φ ∈ Diff+(Σ), x ∈ Σ, w, v ∈ TxΣ. There is a bijective, Diff+(Σ)-equivariant correspon-
dence between J (Σ) and G:
J (Σ) ∼= G.
Put
P := J (Σ)× (Σn \∆),
where ∆ ⊂ Σn denotes the fat diagonal. The orbit spaces are
Mg,n = (J (Σ)× (Σn \∆)) /Diff+(Σ), Tg,n = (J (Σ)× (Σn \∆)) /Diff+0 (Σ).
Mg,n is called the Deligne-Mumford space, Tg,n is called the Teichmu¨ller space. The mapping class
group of Σ is
Modg,n = Diff(Σ)/Diff0(Σ).
It is well-known thatModg,n acts properly discontinuously on Tg,n and
Mg,n = Tg,n/Modg,n
is a complex orbifold of dimensionN := 3g − 3 + n. Let πM : Tg,n →Mg,n be the projection.
Consider the principal fiber bundle
Diff+0 (Σ)→ P→ Tg,n
and the associated fiber bundle
πT : Q := P×Diff+0 (Σ) Σ→ Tg,n,
which has fibers isomorphic to Σ and is equipped with n disjoint sections
Yi := {[j, y1, . . . , yn, z] ∈ Q : z = yi} , i = 1, . . . , n.
It is commonly called the universal curve over Tg,n. The following result is well-known ( cf [32] ):
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Lemma 2.1. Suppose that n + 2g ≥ 3. Then for any γo = [(jo,yo)] ∈ Tg,n, and any (jo,yo) ∈ P
with πT(jo,yo) = γo there is an open neighborhood A of zero in C
3g−3+n and a local holomorphic
slice ι = (ι0, · · · , ιn) : A→ P such that
ι0(o) = jo, ιi(o) = yio, i = 1, . . . , n, (5)
and the map
A×Diff0(Σ)→ P : (a, φ) 7→ (φ∗ι0(a), φ−1(ι1(a)), · · · , φ−1(ιn(a))
is a diffeomorphism onto a neighborhood of the orbit of (jo,yo).
From the local slice we have a local coordinate chart on U and a local trivialization on π−1
T
(U):
ψ : U → A, Ψ : π−1
T
(U)→ A× Σ, (6)
where U ⊂ Tg,n is a open set. We call (ψ,Ψ) in (6) a local coordinate system for Q. Suppose that
we have two local coordinate systems
(ψ,Ψ) : (O, π−1
T
(O))→ (A,A× Σ), (7)
(ψ′,Ψ′) : (O′, π−1
T
(O′))→ (A′,A′ × Σ). (8)
Suppose that O
⋂
O′ 6= ∅. Let W be a open set with W ⊂ O⋂O′. Denote V = ψ(W ) and
V ′ = ψ′(W ). Then ( see [32])
Lemma 2.2. ψ′ ◦ ψ−1|V : V → V ′ and Ψ′ ◦Ψ−1|V : V × Σ→ V ′ × Σ are holomorphic.
The diffeomorphism groupDiff+(Σ) acts on Σn \∆ by
ϕ∗(j, y1, . . . , yn) := (ϕ∗j, ϕ−1(y1), . . . , ϕ−1(yn)). (9)
It is easy to see that g isDiff+(Σ)-invariant.
LetMg,n be the Deligne-Mumford compactification space, gwp be the Weil-Petersson metric on
Mg,n. Denote by Bg,n the groupoid whose objects are stable marked nodal Riemann surfaces of type
(g, n) and whose morphisms are isomorphisms of marked nodal Riemann surfaces. J. Robbin, D.
Salamon [32] used the universal marked nodal family to give an orbifold groupoid structure on Bg,n.
ThenMg,n has the structure of a complex orbifold, andMg,n is an effective orbifold. It is possible
that (gi, ni) = (1, 1) for some smooth component Σi, in this case we consider the reduced effective
orbifold structure.
2.3 The moduli space of stable holomorphic maps
Let (M,ω, J) be a closed C∞ symplectic manifold of dimension 2m with ω-tame almost complex
structure J , where ω is a symplectic form. Then there is a Riemannian metric
GJ(v, w) :=< v,w >J :=
1
2
(ω(v, Jw) + ω(w, Jv)) (10)
for any v, w ∈ TM . Following [25] we choose the complex linear connection
∇˜XY = ∇XY − 12J (∇XJ) Y
induced by the Levi-Civita connection∇ of the metric GJ .
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Let (Σ, j,y) be a smooth Riemann surface of genus g with n marked points. Let u : Σ −→ M be
a smooth map. For any section h ∈ C∞(Σ; u∗TM) and section η ∈ C∞(Σ, u∗TM ⊗ ∧0,1j T ∗Σ) and
given integer k > 4 we define the norms
‖h‖j,k,2 =
(∫
Σ
k∑
i=0
|∇ih|2dvolΣ
)1/2
, (11)
‖η‖j,k−1,2 =
(∫
Σ
k−1∑
i=0
|∇iη|2dvolΣ
)1/2
. (12)
Here all norms and covariant derivatives are taken with respect to the metric GJ on u
∗TM and the
metric g on (Σ, j,y), dvolΣ denotes the volume form with respect to g. Denote by W
k,2(Σ; u∗TM)
and W k−1,2(Σ, u∗TM ⊗ ∧0,1j T ∗Σ) the complete spaces with respect to the norms (11) and (12) re-
spectively. Denote
B˜ = {u ∈ W k,2(Σ,M)| u∗([Σ]) = A}.
B˜ is an infinite dimensional Banach manifold. For any h1, h2 ∈ W k,2(Σ, u∗TM) we define
≪ h1, h2 ≫=
∫
Σ
GJ(h1, h2)dvolΣ. (13)
Then W k,2(Σ; u∗TM) is a Hilbert space, B˜ is a Hilbert manifold. The map u is called a (j, J)-
holomorphic map if du ◦ j = J ◦ du. Alternatively
∂¯j,J(u) :=
1
2
(du+ J(u)du ◦ j) = 0. (14)
Let E˜ be the infinite dimensional Bananch bundle over B˜ whose fiber at b = (j,y, u) is
W k−1,2(Σ, u∗TM ⊗ ∧0,1j T ∗Σ).
The Cauchy-Riemann operator defines a Fredholm section ∂j,J : B˜ −→ E˜ .
The diffeomorphism groupDiff+(Σ) acts on (Σn \∆)× B˜ and (Σn \∆)× E˜ by
ϕ∗(j, y1, . . . , yn, u) := (ϕ∗j, ϕ−1(y1), . . . , ϕ−1(yn), u ◦ ϕ) (15)
ϕ∗κ = κ · dϕ ∀ κ ∈ W k−1,2(Σ, u∗TM ⊗ ∧0,1j T ∗Σ) (16)
for ϕ ∈ Diff+(Σ). Put
Aut(j,y, u) = {φ ∈ Diff+(Σ)|ϕ∗(j, y1, . . . , yn, u) = (j, y1, . . . , yn, u)}.
We call it the automorphism group at (j,y, u).
Our moduli spaceMg,n(A) is the quotient space
Mg,n(A) = ((Σn \∆)× ∂−1J (0))/Diff+(Σ).
In order to compactify the moduli space we need to consider the holomorphic maps from marked
nodal Riemann surfaces. A configuration inM is a tuple (Σ, j,y, ν, u) where (Σ, j,y, ν) is a marked
nodal Riemann surface of genus g with n distinct marked points, and u : Σ → M is a smooth map
satisfying the nodal conditions
{p, q} ∈ ν =⇒ u(p) = u(q).
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The configuration (Σ, j,y, ν, u) is called holomorphic if the restriction of u to each smooth component
of Σ satisfies (14). The configuration (Σ, j,y, ν, u) is called stable, if the restriction on every smooth
component is stable. Let Mg,n(A) be the Gromov compactification of Mg,n(A). It is well-known
that one can define a topology onMg,n(A) such thatMg,n(A) is a compact Hausdorff space.
Denote byM′g,n the set of domains of each element inMg,n(A). Denote
Bg,n(A) =
{
[(j,y, u)] | u ∈ W k,2(Σ,M), u∗([Σ]) = A, [(j,y)] ∈M′g,n
}
,
Bg,n(A) =
{
[(j,y, u)] ∈ Bg,n(A) | [(j,y)] ∈Mg,n
}
.
For any [bo] = [(po, u)] ∈Mg,n(A) with [po] ∈Mg,n let γo = [(jo,yo)] ∈ Tg,n, (jo,yo) ∈ P with
πM(γo) = [po] and πT(jo,yo) = γo. Choose a local coordinate system (ψ,Ψ) on U with ψ(γo) = ao
for Q as in (6), we have a local coordinate chart on U and a local trivialization on π−1
T
(U):
ψ : U → A, Ψ : π−1
T
(U)→ A× Σ, (17)
where U ⊂ Tg,n is an open set. We can view a = (j,y) as parameters, and the domain Σ is a
fixed smooth surface. Denote by ja the complex structure on Σ associated with a = (j,y) and put
jao := jo. The Weil-Pertersson metric induces a Diff
+(Σ)-invariant distance dA(ao, a) on A such
that d2
A
(a) := d2
A
(ao, a) is a smooth function onA. Denote byGa the isotropy group at a, that is
Ga = {φ ∈ Diff+(Σ) | φ∗(j,y) = (j,y)}.
SinceMg,n is an effective orbifold, we can choose δ small such thatGa can be imbedded intoGao as
a subgroup for any a with dA(ao, a) < δ. Denote by im(Ga) the imbedding.
Let bo = (ao, u) = (jo,yo, u) be the expression of [(γo, u)] in this local coordinates. Set
O˜bo(δ, ρ) := {(a, v) ∈ A× B˜ | dA(ao, a) < δ, ‖h‖ja,k,2 < ρ},
O[bo](δ, ρ) = O˜bo(δ, ρ)/Gbo ,
where v = expu(h), Gbo is the isotropy group at bo, that is
Gbo = {φ ∈ Diff+(Σ) | φ∗(j,y, u) = (j,y, u)}.
Obviously, Gbo is a subgroup of Gao . Note that both dA and ‖h‖ja,k,2 are Diff+(Σ)-invariant, we
may identifiedO[bo](δ, ρ) with a neighborhood of [bo] ∈Mg,n(A) in Bg,n(A).
3 Gluing
Let (Σ, j,y, q) be a marked nodal Riemann surface of genus g with n marked points y = (y1, ..., yn)
and one nodal point q. We write the marked nodal Riemann surface as
(Σ = Σ1 ∧ Σ2, j = (j1, j2),y = (y1,y2), q = (p1, p2)) ,
where (Σi, ji,yi, qi), i = 1, 2, are smooth Riemann surfaces. We say that q1, q2 are paired to form q.
Assume that (Σi, ji,yi, qi) is stable, i.e., ni + 2gi + 1 ≥ 3, i = 1, 2. We choose metric gi on each Σi
as in §2.1. Let zi be the cusp coordinates around qi, zi(qi) = 0, i = 1, 2. Let
z1 = e
−s1−2π
√−1t1 , z2 = es2+2π
√−1t2 .
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(si, ti) are called the holomorphic cusp cylindrical coordinates near qi. In terms of the holomorphic
cusp cylindrical coordinates we write
◦
Σ1:= Σ1 \ {q1} ∼= Σ10 ∪ {[0,∞)× S1},
◦
Σ2:= Σ2 \ {q2} ∼= Σ20 ∪ {(−∞, 0]× S1}.
Here Σi0 ⊂ Σi, i = 1, 2, are compact surfaces with boundary. Put
◦
Σ= Σ \ {q1, q2} =
◦
Σ1 ∪
◦
Σ2. We
introduce the notations
Σi(R0) = Σi0 ∪ {(si, ti)| |si| ≤ R0}, Σ(R0) = Σ1(R0) ∪ Σ2(R0).
For any gluing parameter (r, τ) with r ≥ R0 and τ ∈ S1 we construct a surface Σ(r) with the gluing
formulas:
s1 = s2 + 2r, t1 = t2 + τ. (18)
where we use (r) to denote gluing parameters.
We will use the cusp cylinder coordinates to describe the construction of u(r) : Σ(r) →M . Write
u = (u1, u2), ui : Σi → M with u1(q) = u2(q).
We choose local normal coordinates (x1, · · · , x2m) in a neighborhood Ou(q) of u(q) and choose R0
so large that u({|si| ≥ r2}) lie in Ou(q) for any r > R0. We glue the map (u1, u2) to get a pregluing
maps u(r) as follows. Set
u(r) =

u1 on Σ10
⋃{(s1, θ1)|0 ≤ s1 ≤ r2 , θ1 ∈ S1}
u1(q) = u2(q) on {(s1, θ1)|3r4 ≤ s1 ≤ 5r4 , θ1 ∈ S1}
u2 on Σ20
⋃{(s2, θ2)|0 ≥ s2 ≥ − r2 , θ2 ∈ S1}
.
To define the map u(r) in the remaining part we fix a smooth cutoff function β : R→ [0, 1] such that
β(s) =
{
1 if s ≥ 1
0 if s ≤ 0 (19)
and
√
1− β2 is a smooth function, 0 ≤ β ′(s) ≤ 4 and β2(1
2
) = 1
2
.We define
u(r) = u1(q)+
(
β
(
3− 4s1
r
)
(u1(s1, θ1)− u1(q)) + β
(
4s1
r
− 5
)
(u2(s1 − 2r, θ1 − τ)− u2(q))
)
.
We define weighted norms. Fix a positive functionW on Σ which has order equal to eα|s| on each
end of Σi, where α is a small constant such that 0 < α < 1. We will write the weight function simply
as eα|s|. For any h ∈ C∞c (Σi; u∗iTM) and any section η ∈ C∞c (Σi, u∗iTM ⊗ ∧0,1j T ∗Σi) we define the
norms
‖h‖ji,k,2,α =
(∫
Σi
e2α|s|
k∑
i=0
|∇ih|2dvolΣ
)1/2
, (20)
‖η‖ji,k−1,2,α =
(∫
Σ
e2α|s|
k−1∑
i=0
|∇iη|2dvolΣ
)1/2
. (21)
Here all norms and covariant derivatives are taken with respect to the metricGJ on u
∗TM and the met-
ric g⋄ on (Σ, j,y), dvolΣ denotes the volume form with respect to g⋄. Denote byW k,2,α(Σi; u∗iTM)
andW k−1,2,α(Σi, u∗iTM ⊗ ∧0,1ji T ∗Σi) the complete spaces with respect to the norms respectively.
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We choose R0 so large that ui({|si| ≥ r2}) lie in Oui(q) for any r > R0. In this coordinate system
we identify TxM with Tui(q)M for all x ∈ Oui(q). Any h0 ∈ Tui(q)M may be considered as a vector
field in the coordinate neighborhood. We fix a smooth cutoff function ̺:
̺(s) =
{
1, if |s| ≥ d¯,
0, if |s| ≤ d¯
2
where d¯ is a large positive number. Put
hˆ0 = ̺h0.
Then for d¯ large enough hˆ0 is a section in C
∞(Σi; u∗iTM) supported in the tube {(s, t)||s| ≥ d¯2 , t ∈
S1}. Denote
Wk,2,α(Σi; u∗iTM) =
{
h + hˆ0|h ∈ W k,2,α(Σi; u∗iTM), h0 ∈ Tui(q)M
}
.
We define weighted Sobolev norm onWk,2,α by
‖h+ hˆ0‖W ,j,k,2,α =
2∑
i=1
‖h‖ji,k,2,α + |h0|,
where |h0| = [GJ(h0, h0)u(q)] 12 .
Denote
β1;R(s1) = β
(
1
2
+
r − s1
R
)
, β2;R(s2) =
√
1− β2
(
1
2
− s2 + r
R
)
,
where β is the cut-off function defined in (19). For any η ∈ C∞(Σ(r); u∗(r)TM ⊗ ∧0,1j TΣ(r)), let
ηi(p) =

η if p ∈ Σi0 ∪ {|si| ≤ r − 1}
βi;2(si)η(si, ti) if p ∈ {r − 1 ≤ |si| ≤ r + 1}
0 otherwise.
.
If no danger of confusion we will simply write ηi = βi;2η. Then ηi can be considered as a section over
Σi. Define
‖η‖r,k−1,2,α = ‖η1‖Σ1,j1,k−1,2,α + ‖η2‖Σ2,j2,k−1,2,α. (22)
We now define a norm ‖ · ‖r,k,2,α on C∞(Σ(r); u∗(r)TM). For any section h ∈ C∞(Σ(r); u∗(r)TM)
denote
h0 =
∫
S1
h(r, t)dt,
h1(s1, t1) = (h− hˆ0)(s1, t1)β1;2(s1), h2(s2, t2) = (h− hˆ0)(s2, t2)β2;2(s2).
We define
‖h‖r,k,2,α = ‖h1‖Σ1,j1,k,2,α + ‖h2‖Σ2,j2,k,2,α + |h0|. (23)
Denote the resulting completed spaces byW k−1,2,α(Σ(r); u∗(r)TM⊗∧0,1jr TΣ(r)) andW k,2,α(Σ(r); u∗(r)TM)
respectively.
The above construction can be generalized to the case with several nodes. LetΣ ∈Mg,n. Suppose
that Σ has e nodal points p = (p1, · · · , pe), n marked points y1, · · · , yn and ι smooth components. We
can choose the plumbing coordinates (s, t) following [40]. Set
◦
Σ= Σ\{p1, · · · , pe, y1, · · · , yn}. Then
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◦
Σ is a Riemann surface with additional punctures aj , bj in the place of the jth node ofΣ, j = 1, · · · , e.
For each node pj , j = 1, · · · , e, there is a neighborhood isomorphic to
{(zj, wj) ∈ C2||zj| < 1, |wj| < 1, zjwj = 0}.
Denote by Σi the connected components of
◦
Σ, i = 1, · · · , ι. Suppose that Σi has ni marked points, qi
punctures and has genus gi.
We can parameterize a neighborhood of
◦
Σ in the deformation space by Beltrami differentials.
Let zi (resp. wi) be a local coordinate around ai (resp. bi), zi(ai) = 0, wi(bi) = 0, i = 1, · · · , e. Let
Uj = {p ∈ Σ||zj|(p) < 1} andVj = {p ∈ Σ||wj|(p) < 1} be disjoint neighborhoods of the punctures
aj and bj , j = 1, · · · , e. We pick an open set Uo ⊂
◦
Σ such that each component of
◦
Σ intersects Uo
in a nonempty relatively compact set and the intersection Uo
⋂
(Uj ∪ Vj) is empty for all j. Denote
N =
c∑
i=1
(3gi−3+ni+qi). Choose Beltrami differentials νj , j = 1, · · · , N which are supported inUo
and form a basis of the deformation space at Σ. Let s = (s1, · · · , sN) ∈ CN , ν =
N∑
i=1
siνi. Assume |s|
small enough such that |ν| < 1. The nodal surface Σs,0 is obtained by solving the Beltrami equation
∂¯w = ν(s)w.
We recall the plumbing construction for Σ with a pair of punctures aj, bj . Let zj,s, wj,s be cusp
coordinates in Uj ,Vj near aj , bj respectively, thus
ds2
s,0(zj,s) =
|dzj,s|2
|zj,s|2 log2 |dzj,s|
, ds2
s,0(wj,s) =
|dwj,s|2
|wj,s|2 log2 |dwj,s|
.
where ds2
s,0 be the normalized hyperbolic metric on Σs,0 of curvature −1. As [9] denote
Fj,s = zj ◦ z−1j,s , Gj,s = wj ◦ w−1j,s .
By the removalbe singularity theorem and setting F˜j,s = Fj,s/F
′
j,s(0) and G˜j,s = Gj,s/G
′
j,s(0), if
necessary , we can assume that
Fj,s(0) = 0, F
′
j,s(0) = 1, Gj,s(0) = 0, G
′
j,s(0) = 1.
Since Uo is disjoint from the Uj ,Vj , the Fj,s, Gj,s are also holomorphic onto their image. For any
t = (t1, ·, ·, te) with 0 < |tj| < 1, remove the discs |zj | < |tj| and |wj| < |tj| when |tj| small, and
identify zj via the plumbing equation
wj =
tj
zj
.
We can rewrite the equation as
(Fj,s ◦ zj,s) · (Gj,s ◦ wj,s) = tj .
Then we form a new Riemann surface Σs,t. We call (t1, · · ·, te) plumbing coordinate. We obtain a
family of Riemann surfaces over∆s×∆t, whose fiber over (s, t) is the Riemann surface Σs,t, where
∆s = (∆)
N ⊂ CN ,∆t = (∆)e ⊂ Ce are polydiscs.
In the coordinate system (s, t) the gwp metric induces a Diff
+(Σ)-invariant distance ds,t(·, ·) on
∆s ×∆t. Put
O(δ) = {(s, t) | ds,t((0, 0), (s, t)) < δ}.
We can choose δ small such that G(s,t) can be imbedded into G(0,0) as a subgroup for any (s, t) ∈
O(δ). Denote by im(G(s,t)) the imbedding.
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Let us,0 : Σs,0 → M be a W k,2,α-map. We can construct us,t : Σs,t → M . For any h ∈
C∞c (Σs,0; u
∗
s,0TM) and any section η ∈ C∞c (Σs,0, u∗s,0TM⊗∧0,1j T ∗Σs,0)we define the norms ‖h‖s,k,2,α
and ‖η‖s,k−1,2,α, and for any section h ∈ C∞(Σs,t; u∗s,tTM) and any η ∈ C∞(Σs,t; u∗s,tTM ⊗
∧0,1j TΣs,t), we define the norms ‖h‖s,t,k,2,α and ‖η‖s,t,k−1,2,α as for one node case.
Let bo = (Σ, 0, 0, u). Set
O˜bo(δbo , ρbo) := {((s, t), vs,t) | ds,t((0, 0), (s, t)) < δbo , ‖h‖s,t,k,2,α < ρbo} ,
O[bo](δbo , ρbo) = O˜bo(δbo , ρbo)/Gbo ,
where vs,t = expus,t(h).
4 Local regularization-Top strata
When the transversality fails we need to take the regularization.
4.1 Local regularization for the top strata
Let [bo] = [(po, u)] ∈ Mg,n(A) and let γo ∈ Tg,n such that π(γo) = [po], where π : Tg,n →Mg,n is
the projection. We choose a local coordinate system (ψ,Ψ) on U with ψ(γo) = ao for Q. We view
a = (j,y) as a family of parameters defined on a fixed Σ. Denote
B˜(a) = {u ∈ W k,2(Σ,M)| u∗([Σ]) = A} .
Let E˜(a) be the infinite dimensional Banach bundle over B˜(a) whose fiber at v is
W k−1,2(Σ, v∗TM ⊗ ∧0,1ja T ∗Σ),
where we denote by ja the complex structure on Σ associated with a = (j,y). We will denote
jao := jo. We have a continuous family of Fredholm system(
B˜(a), E˜(a), ∂¯ja,J
)
parameterized by a ∈ A with dA(ao, a) < δ. For any v ∈ B˜(a) let b = (a, v) and denote E˜(a)|v :=
E˜ |b. Let bo = (ao, u). Choose K˜bo ⊂ E˜|bo to be a finite dimensional subspace such that every member
of K˜bo is in C
∞(Σ, u∗TM ⊗ ∧0,1jo T ∗Σ) and
K˜bo + imageDbo = E˜ |bo, (24)
where Dbo = D∂¯jo,J is the vertical differential of ∂¯jo,J at u.
LetGbo be the isotropy group at bo. In case the isotropy groupGbo is non-trivial, we must construct
aGbo-equivariant regularization. Note thatGbo acts onW
k−1,2(Σ, u∗TM⊗∧0,1jo T ∗Σ) in a natural way:
for any κ ∈ W k−1,2(Σ, u∗TM ⊗ ∧0,1jo T ∗Σ) and any g ∈ Gbo
g · κ = κ ◦ dg ∈ W k−1,2 (Σ, u∗TM ⊗ ∧0,1jo T ∗Σ) .
Set
K¯bo =
⊕
g∈Gbo
gK˜bo.
Then K¯bo is Gbo-invariant. To simplify notations we assume that K˜bo is already Gbo-invariant.
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Lemma 4.1. There are constants δ > 0, ρ > 0 depending on bo such that there is an isomorphism
Pbo,b : E˜bo → E˜b ∀ b ∈ O˜bo(δ, ρ).
Proof. Denote by injM the injective radius of (M,GJ). Given h ∈ W k,2(Σ, u∗TM) with ‖h‖L∞ <
injM , let
Φ : u∗TM → (expu h)∗TM
denote the complex bundle isomorphism, given by parallel transport with respect to the connection
∇˜, along the geodesics s→ expu(sh). We choose ρ < injM . For any j ∈ J (Σ) near jo we can write
j = (I +H)jo(I +H)
−1 where H ∈ TjoJ (Σ). We define two maps
Ψjo,ja : u
∗TM ⊗ ∧0,1jo T ∗Σ→ u∗TM ⊗ ∧0,1ja T ∗Σ
and
Ψja,jo : u
∗TM ⊗ ∧0,1ja T ∗Σ→ u∗TM ⊗ ∧0,1jo T ∗Σ
by
Ψjo,ja(η) =
1
2
(η − η · joja), Ψja,jo(̟) =
1
2
(̟ −̟ · jajo).
Since Jη = −ηjo and J̟ = −̟ja, one can check that JΨjo,ja(η) = −Ψjo,ja(η)j and JΨja,jo(̟) =
−Ψja,jo(̟)jo. Then Ψjo,ja and Ψja,jo are well defined. The proof of the following claim can be find
in [19], we omit the proof here.
Claim. Ψjo,ja is an isomorphism when |H| small enough.
Ψjo,ja induces an isomorphism
Ψjo,ja : W
k−1,2(Σ, u∗TM ⊗ ∧0,1jo T ∗Σ)→ W k−1,2(Σ, u∗TM ⊗ ∧0,1ja T ∗Σ)
in a natural way. Let Pbo,b = Φ ◦Ψjo,ja. We can choose δ, ρ such that there is an isomorphism
Pbo,b : E˜bo → E˜b ∀ b ∈ O˜bo(δ, ρ).
Now we define a thickned Fredholm system (K˜bo × O˜bo(δ, ρ), K˜bo × E˜|O˜bo (δ,ρ), S). Let (κ, b) ∈
K˜bo × O˜bo(δ, ρ), b = (a, v) ∈ O˜bo(δ, ρ). Define
S(κ, b) = ∂¯ja,Ju+ Pbo,bκ. (25)
We can choose (δ, ρ) small such that the linearized operatorDS(κ,b) is surjective for any b ∈ O˜bo(δ, ρ).
4.2 The norm ‖h‖2ja,k,2 and the isotropy group on the top strata
If we fix the complex structure jo, then W
k,2(Σ; u∗TM) is a Hilbert space. It is well-known that
‖h‖2jo,k,2 is a smooth function ( see [43]). Now the ‖h‖2ja,k,2 is a family of norms, so the following
lemma is important.
Lemma 4.2. For any [bo] = [(po, u)] ∈ Mg,n(A) and any local coordinates (ψ,Ψ) on U with ψ :
U → A ∋ ao the norm ‖h‖2ja,k,2 is a smooth function in O˜bo(δ, ρ).
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Proof. We first prove that, in the coordinate system (ψ,Ψ) on U , ‖h‖2ja,k,2 is smooth. Since the slice
we choose is smooth, the complex structure ja smoothly depends on a, so the associated hyperbolic
metric g smoothly depends on a. It follows that ‖h‖2ja,k,2 is smooth in (ψ,Ψ). Now we choose another
coordinate system (ψ′,Ψ′), then
a = ψ ◦ (ψ′)−1(a′), u = u′ ◦ ϑa,
where ϑa = Ψ
′ ◦ Ψ−1|a ∈ Diff+(Σ) is a family of diffeomorphisms. On the other hand, in terms of
the two coordinate system we have
‖h‖2ja,k,2 = ‖h‖2ja′ ,k,2.
Then
∂
∂a′
‖h‖2ja′ ,k,2 =
∂
∂a′
‖h‖2ja,k,2 =
∂
∂a
‖h‖2ja,k,2
∂a
∂a′
.
By Lemma 2.2, ψ′ ◦ ψ−1 is smooth. So ‖h‖2ja′ ,k,2 ∈ C1. By the same argument we conclude that
‖h‖2ja′ ,k,2 is smooth. 
Lemma 4.3. There exist two constants δo, ρo > 0 depend only on bo such that for any δ < δo, ρ < ρo
the following hold.
(1) For any p ∈ O˜bo(δ, ρ), let Gp be the isotropy group at p, then im(Gp) is a subgroup of Gbo .
(2) Let p ∈ O˜bo(δ, ρ) be an arbitrary point with isotropy group Gp, then there is a Gp-invariant
neighborhood O(p) ⊂ O˜bo(δ, ρ) such that for any q ∈ O(p), im(Gq) is a subgroup of Gp,
where Gp, Gq denotes the isotropy groups at p and q respectively.
Proof. We only prove (2), the proof of (1) is similar. If (2) is not true, there exists a point p = (a, uˆ) ∈
O˜bo(δ, ρ) and a sequence bi = (ai, ui) ∈ O˜p(δi, ρi) such that
(a) δi → 0, ρi → 0,
(b) im(Gbi) is not a subgroup of Gp.
By (a) we have
lim
i→∞
ai = a, lim
i→∞
‖hi‖k,2 = 0, (26)
where ui = expuˆ(hi). Since Mg,n is an orbifold, by (26) we have im(Gai) is a subgroup of Ga.
Obviously, Gbi is a subgroup of Gai . Then im(Gbi) is a subgroup ofGa. Since Ga is a finite group,
by choosing subsequence we may assume that im(Gbi) is a fixed subgroup of Ga independent of i,
denoted by im(Gb). By (b), im(Gb) is not a subgroup of Gp. On the other hand, by (26) Gbi · ui
converges to Gb · uˆ and ui converges to uˆ inW k,2. Hence for any g ∈ Gb, we have
‖g · uˆ− uˆ‖k,2 = 0.
It follows that im(Gb) is a subgroup of Gp. We get a contradiction.
Remark 4.4. It is easy to see from the proof that the Lemma 4.3 also hold for lower stratum.
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5 Local regularization-Lower strata
5.1 Local regularization for lower stratum : without bubble tree
LetΣ,
◦
Σ,Σi be as in §6.8. We choose local plumbing coordinates (s, t) and constructΣs,t → ∆s×∆t.
Consider the family of Bananch manifold
B˜(s, t) = {u ∈ W k,2,α(Σs,t,M)| u∗([Σ]) = A}.
Let E˜(s, t) be the infinite dimensional Banach bundle over B˜(s, t) whose fiber at b = (s, t, u) is
W k−1,2,α(Σs,t, u∗TM ⊗ ∧0,1js,tT ∗Σs,t).We have a continuous family of Fredholm system(
B˜(s, t), E˜(s, t), ∂¯js,t,J
)
parameterized by (s, t) ∈ ∆s × ∆t. Let bo = (0, 0, u), b = (s, t, v). We use the same method as in
subsection §4.1 to choose K˜bo =
⊕ι
i=1 K˜boi ⊂ E˜|bo =
⊕ι
i=1 E˜boi to be a finite dimensional subspace
such that
(1) Every member of K˜boi is in C
∞ (Σi,0, u∗iTM ⊗ ∧0,1joiT ∗Σi,0) and supports in the compact subset
Σ0,0(R0) of Σ0,0.
(2) K˜boi + imageDboi = E˜ |boi, ∀i = 1, 2, ..., ι.
(3) K˜boi is Gboi-invariant.
where we denote by joi the complex structure on Σi associated with (0, 0), and
W (R0) := ∪el=1({|zl| < e−R0} ∪ {|wl| < e−R0}) ∪D(e−R0), Σs,t(R0) = Σs,t \W (R0). (27)
for a constant R0 > 1. We identify each Σs,t(R0) with Σ0,0(R0) := Σ(R0) for |s|, |t| small. Denote
by js,t the family of complex structure on Σ(R0). Denote jo := j0,0. Then when |H| small
Ψjo,js,t : W
k−1,2,α(Σ(R0), u∗TM ⊗ ∧0,1jo T ∗Σ(R0))→ W k−1,2,α(Σ(R0), u∗TM ⊗ ∧0,1js,tT ∗Σ(R0))
is an isomorphism. Let Pbo,b = Φ ◦ Ψjo,js,t . We fix a smooth cutoff function βR0 : R → [0, 1] such
that
βR0(s) =
{
0 if |s| ≥ R0
1 if |s| ≤ R0 − 1. (28)
Lemma 5.1. Let E¯(s, t) be the infinite dimensional Banach bundle over B˜(s, t) whose fiber at b =
(s, t, u) is
E¯(s,t,u) := {βR0(s)η | η ∈ E˜(s,t,u)}.
Then there are constants δ > 0, ρ > 0 depending on bo such that there is an isomorphism
Pbo,b : E¯bo → E¯b ∀ b ∈ O˜bo(δ, ρ).
The proof is the same as in Lemma 4.1.
Now we define a thickned Fredholm system (K˜bo × O˜bo(δ, ρ), K˜bo × E˜|O˜bo (δ,ρ), S). Let (κ, b) ∈
K˜bo × O˜bo(δ, ρ), b = (a, v) ∈ O˜bo(δ, ρ). Define
S(κ, b) = ∂¯j,Ju+ Pbo,bκ. (29)
We can choose (δ, ρ) small such that the linearized operatorDS(κ,b) is surjective for any b ∈ O˜bo(δ, ρ).
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5.2 Local regularization for lower stratum : with bubble tree
A-G-F procedure. We introduce the A-G-F procedure.
Consider a strata MΓ of Mg,n(A). Let bo = [(Σ, j,y, u)] ∈ MΓ. Then (Σ, j,y) is a marked
nodal Riemann surface. Suppose that Σ has a principal part ΣP and some bubble tree ΣB attaching
to ΣP at q. Let u = (u1, u2) where u1 : Σ
P → M and u2 : S2 → M are J-holomorphic maps.
We consider the simple case ΣB = (S2, q) with [u2(S
2)] 6= 0, the general cases are similar. Denote
boo := (S
2, q, u2),
O˜boo(ρo) =
{
v ∈ Wk,2,α((S2, q), u∗2TM)|‖h‖k,2,α ≤ ρo, where v = expu2(h)
}
.
Oboo(ρo) = O˜boo(ρo)/Gboo
where Gboo = {φ ∈ Diff(S2) | φ−1(q) = q, u2 ◦ φ = u2} is the isotropy group at boo.
We can choose a local smooth codimension-two submanifold Y such that u2(S
2) and Y transver-
sally intersects, and u−12 (Y ) = x = (x1, ..., xℓ) ( see [38] and [31]). We add these intersection points
as marked points to S2 such that S2 is stable. Denote the Riemann surface by (S2, q,x). We may
choose ρo such that for any (S
2, q, v) ∈ Oboo(ρo), v(S2) and Y transversally intersects, and v−1(Y )
has ℓ points. Denote
O˜bˆoo(1 + ℓ, ρo) =
{
(S2, q,x, v)|v(x) ∈ Y, v ∈ O˜boo(ρo)
}
.
Note that the additional marked points are unordered, so we consider the space
O˜bˆoo(1 | ℓ, ρo) = O˜bˆoo(1 + ℓ, ρo)/Sy(ℓ)
where Sy(ℓ) denotes the symmetric group of order ℓ. Denote bˆoo := (S
2, q | x, u2), where the points
after “ | ” are unordered. Denote
Gbˆoo =
{
φ ∈ Diff(S2) | φ−1(q) = q, u2 ◦ φ = u2, φ−1{x1, ..., xℓ} = {x1, ..., xℓ}
}
.
For any φ ∈ Gboo , since u2 ◦ φ = u2, we have φ−1{x1, ..., xℓ} = {x1, ..., xℓ}. Then the following
lemma holds.
Lemma 5.2. Gboo = Gbˆoo .
Let b˜oo := (S
2, q,x, u2) be a representive of bˆoo := (S
2, q | x, u2), where x = (x1, ..., xℓ) is an
ordered set. We choose cusp coordinates z on ΣP and w on S2 near q. We can construct a metric g
on (S2, q,x) as in section §2.1 such that g⋄ is the standard cylinder metric near marked points and
nodal points. Put Σ1 = Σ
P , Σ2 = S
2, bo = (bo1, bo2). Let Gboi be the isotropy group at boi. Denote
b˜o = (b˜o1, b˜o2), where b˜o1 is a lift of bo1 to the uniformization system, and b˜o2 := b˜oo. Note that the
cusp coordinates z and w are unique modulo rotations near nodal point q and the metric g on ΣP is
Gb1-invariant and g on (S
2, q,x) is Gb2-invariant. In the coordinates z, w for any φi ∈ Gbi ,
φ1(z) = e
−√−1γ1z, φ2(w) = e−
√−1γ2w.
By the finitness of Gbi , we have γi =
2jiπ
li
where ji < li, ji, li ∈ Z, i = 1, 2.
We choose
K˜bo =
2⊕
i=1
K˜boi ⊂ E˜|bo =
2⊕
i=1
E˜boi
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to be a finite dimensional subspace satisfying (1), (2) and (3) in §5.1.
Then we glue b˜o1 and b˜o2 at q with gluing parameters (r
∗, τ ∗) in the coordinates z, w to get
representives of pˆ∗ := (Σ(r∗),y | x) and pregluing map uˆ(r∗). Let bˆ∗o = (pˆ∗, uˆ(r∗)), denote by Gbˆ∗o
the isotropy group at bˆ∗o. Now we forget Y and the additional marked points x. We get a element
Σ∗ := Σ(r∗), which is a point p∗ = (Σ(r∗),y) ∈ Mg,n. Let b∗o = (p∗, u(r∗)), denote by Gp∗ and Gb∗o
the isotropy groups at p∗ and b∗o respectively. The following lemma is obvious.
Lemma 5.3. Gbˆ∗o = Gb
∗
o
.
We call this procedure a A-G-F procedure ( Adding marked points-Gluing-Forgetting Y and
marked points). This procedure can be extended to bubble tree and bubble chain in an obvious way.
We use the same method as in §5.1 to construct the local regularization.
6 Global regularization
6.1 A finite rank orbi-bundle overMg,n(A)
By the compactness ofMg,n(A) there exist finite points [bi] ∈Mg,n(A), 1 ≤ i ≤ m, such that
(1) The collection {O[bi](δi/3, ρi/3) | 1 ≤ i ≤ m} is an open cover ofMg,n(A).
(2) Suppose that O˜bi(δi, ρi) ∩ O˜bj (δj , ρj) 6= φ. For any b ∈ O˜bi(δi, ρi) ∩ O˜bj (δj , ρj), Gb can be
imbedded into both Gbi and Gbj as subgroups.
Remark 6.1. We may choose [bi], 1 ≤ i ≤ m, such that if [bi] lies in the top strata for some i, then
O[bi](δi, ρi) lies in the top strata.
Set
U =
m⋃
i=1
O[bi](δi/2, ρi/2).
There is a forget map
forg : U →Mg,n, [(j,y, u)] 7−→ [(j,y)].
We construct a finite rank orbi-bundle F over U . The construction imitates Siebert s construction.
First of all, we can slightly deform ω to get a rational class [ω∗]. By taking multiple, we can assume
that [ω∗] is an integral class on M . Therefore, it is the Chern class of a complex line bundle L over
M . Let i be the complex structure on L. We choose a Hermition metric GL and the associate unitary
connection ∇L on L.
Let (Σ, j,y) be a marked nodal Riemann surface of genus g with n marked points. Let u : Σ −→
M be aW k,2 map. We have complex line bundle u∗L over Σ with complex structure u∗i. The unitary
connection u∗∇L splits into u∗∇L := u∗∇L,(1,0) ⊕ u∗∇L,(0,1). Denote
DL := u∗∇L,(0,1) :W k,2(Σ, u∗L)→W k−1,2(Σ, u∗L⊗ ∧(0,1)j T ⋆Σ).
DL takes s ∈ W k,2(Σ, u∗L) to the C-antilinear part of ∇L, where s is a section of L. One can check
that
DL(fξ) = ∂¯Σf ⊗ ξ + f ·DLξ.
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DL determines a holomorphic structure on u∗L, for which DL is an associated Cauchy-Riemann
operator (see [15, 16]). Then u∗L is a holomorphic line bundle.
Let λ(Σ,j) be the dualizing sheaf of meromorphic 1-form with at worst simple pole at the nodal
points and for each nodal point p, say Σ1 and Σ2 intersects at p,
Resp(λ(Σ1,j1)) +Resp(λ(Σ2,j2)) = 0.
LetΠ : C g →Mg be the universal curve. Let λ be the relative dualizing sheaf overC g, the restriction
of λ to (Σ, j) is λ(Σ,j).
Set Λ(Σ,j) := λ(Σ,j) (
∑n
i=1 yi). Let (ψ,Ψ) : (O, π
−1
T
(O)) → (A,A × Σ) be a local coordinate
systems, where O ⊂ Tg,n is an open set. Λ induces a line bundle over A × Σ, denoted by Λ˜. Then
L˜ |b:= P∗Λ˜⊗u∗L is a holomorphic line bundle overΣ, where P denote the forgetful map. We have
a Cauchy-Riemann operator ∂¯b. Then H
0(Σ, L˜ |b) is the ker∂¯b. Here the ∂¯-operator depends on the
complex structure j on Σ and the bundle u∗L, so we denote it by ∂¯b.
If Σν is not a ghost component, there exist a constant ~o > 0 such that∫
u(Σν)
ω∗ > ~o.
Therefore, c1(u
∗L)(Σν) > 0. For ghost component Σν , λΣν (
∑n
i=1 yi) is positive. So for any b =
(a, v) ∈ O˜bo(δ, ρ) by taking the higher power of L˜ |b, if necessary, we can assume that L˜ |b is
very ample. Hence, H1(Σ, L˜ |b) = 0. Therefore, H0(Σ, L˜ |b) is of constant rank ( independent of
b ∈ O˜bo(δ, ρ) ). We have a finite rank bundle F˜ over O˜bo(δ, ρ), whose fiber at b = (j,y, v) ∈ O˜bo(δ, ρ)
is H0(Σ, L˜ |b). The finite group Gb acts on the bundle on F˜ |b in a natural way.
Lemma 6.2. For any ϕ ∈ Diff+(Σ) denote
b′ = (j′,y′, u′) = ϕ · (j,y, u) = (ϕ∗j, ϕ−1y, ϕ∗u).
Then the following hold
(a). L|b′ = ϕ∗L|b, (u′)∗i = ϕ∗(u∗i)
(b). DL|b′(ϕ∗ξ) = ϕ∗(DL|b(ξ)).
It follows from (b) above that if we choose another coordinate system A′ and another local model
O˜b′o(δ
′, ρ′)/Gb′o , we have
H0(Σ, L˜ |b) = H0(Σ, L˜′ |b′).
But the coordinate transformation is continuous. So we get a continuous bundle F → U . Moreover,
by (1) and (2) we conclude that F has a “orbi-vector bundle” structure over U .
Both K˜bi and F˜ |bi are representation spaces of Gbi . Hence they can be decomposed as sum of
irreducible representations. There is a result in algebra saying that the irreducible factors of group
ring contain all the irreducible representations of finite group. Hence, it is enough to find a copy
of group ring in F˜ (bi) |bi . This is done by algebraic geometry. We can assume that L induces an
embedding of Σ into CPNi for some Ni. Furthermore, since L is invariant under Gbi , Gbi also acts
effectively naturally on CPNi . Pick any point x0 ∈ im(Σ) ⊂ CPNi such that σk(x0) are mutually
different for any σk ∈ Gbi . Then, we can find a homogeneous polynomial f of some degree, say ki,
such that f(x0) 6= 0, f(σk(x0)) = 0 for σk 6= Id. Note that f ∈ H0(O(ki)). By pull back over Σ,
f induces a section v ∈ H0(Σ,Lki). We replace L by Lki and redefine Fi |bi= H0(Σ,Lki |bi). Then
Gbi · v generates a group ring, denoted by≪ Gbi · v ≫. It is obvious that≪ Gbi · v ≫ is isomorphic
to R[Gbi ], so Fi |bi contains a copy of group ring. We denote the obtained bundle by F(ki).
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Lemma 6.3. We have a continuous “orbi-vector bundle” F(ki) → U such that F(ki) |bi contains a
copy of group ring R[Gbi ].
In [20] we proved
Lemma 6.4. For the top strata, in the local coordinate system A the bundle F˜ is smooth. Further-
more, for any base {eα} of the fiber at bo we can get a smooth frame fields {eα(a, h)} for the bundle
F˜ over O˜bo(δo, ρo) .
Remark 6.5. Let Gbo be the isotropy group at bo. D
L˜ is Gbo-equivariant and Gbo acts on kerD
L˜|bo .
We may choose a Gbo-equivariant right inverse Q
L˜
bo
. So we have a Gbo-equivariant version of Lemma
6.4. In particular, for any base {eα} of the fiber at bo we can get a smooth Gbo-equivariant frame
fields {eα(a, h)} for the bundle F˜ over O˜bo(δo, ρo).
Put F =
⊕m
i=1F(ki).
6.2 Gluing the finite rank bundle F˜
We recall some results in [20]. Let (U, z) be a local coordinates on Σ around a nodal point ( or a
marked point) q with z(q) = 0 . Let b = (s, u) ∈ O˜bo(δo, ρo) and e be a local holomorphic section of
u∗L|U with ‖e‖GL(q) 6= 0 for q ∈ U . Then for any φ ∈ F˜|b we can write
φ|U = f
(
dz
z
⊗ e
)k
, where f ∈ O(U). (30)
In terms of the holomorphic cylindrical coordinates (s, t) defined by z = e−s+2π
√−1t we can re-written
(30) as
φ(s, t)|U = f(s, t)
(
(ds+ 2π
√−1dt)⊗ e)k ,
where f(z) ∈ O(U). It is easy to see that |f(s, t)− f(−∞, t)| uniformly exponentially converges to
0 with respect to t ∈ S1 as |s| → ∞.
For any ζ ∈ C∞c (Σ, L˜|b) and any section η ∈ C∞c (Σ, L˜|b ⊗ ∧0,1j T ∗Σ) we define weighted norms
‖ζ‖j,k,2,α and ‖η‖j,k−1,2,α. Denote by W k,2,α(Σ; L˜|b) and W k−1,2,α(Σ, L˜|b ⊗ ∧0,1j T ∗Σ) the complete
spaces with respect to the norms respectively. We also define the spaceWk,2,α(Σ; L˜|b).
Let (Σ, j,y) be a marked nodal Riemann surface of genus g with n marked points. Suppose
that Σ has e nodal points p = (p1, · · · , pe) and ι smooth components. We fix a local coordinate
system s ∈ A for the strata of Mg,n, where A = A1 × A2 × ... × Aι. Let bo = (s, u) where
u : Σ → M be (j, J)-holomorphic map. For each node pi we can glue Σ and u at pi with gluing
parameters (r) = ((r1, τ1), ..., (re, τe)) to get Σ(r) and u(r), then we glue F˜ |b to get F˜ |b(r) . Denote
|r| = minei=1 |ri|.
Lemma 6.6. DL˜|b(r) is surjective for |r| large enough. Moreover, there is a Gb(r)-equivariant right
inverse QL˜b(r) such that
‖QL˜b(r)‖ ≤ C (31)
for some constant C > 0 independent of (r).
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Lemma 6.7. (1) I L˜(r) : kerD
L˜|bo −→ kerDL˜|b(r) is a |Gbo ||Gb(r) |-multiple covering map for ri, 1 ≤ i ≤ e,
large enough, and
‖I L˜(r)‖ ≤ C,
for some constant C > 0 independent of (r).
(2) I L˜(r) induces a isomorphism I
L
(r) : kerD
L|bo −→ kerDL|b(r).
For fixed (r) we consider the family of maps:
F(r) : A×W k,2,α(Σ(r), u⋆(r)TM)×Wk,2,α(Σ(r), L˜|b(r))→ W k−1,2,α(Σ(r),∧0,1TΣ(r) ⊗ L˜|b(r))
defined by
F(r)(s, h, ξ) = P L˜b,b(r) ◦DL˜b ◦ (P L˜b,b(r))−1ξ, (32)
where b = ((r), s, vr) and vr = expu(r) h. By implicit function theorem we have
Lemma 6.8. There exist δ > 0, ρ > 0 and a small neighborhood O˜(r) of 0 ∈ ker DL˜|b(r) and a unique
smooth map
f L˜(r) : O˜b(r)(δ, ρ)× O˜(r) → W k−1,2,α(Σ(r),∧0,1TΣ(r) ⊗ L˜|b(r))
such that for any (b, ζ) ∈ O˜b(r)(δ, ρ)× O˜(r)
DL˜b ◦ (P L˜b,b(r))−1
(
ζ +QL˜b(r) ◦ f L˜s,h,(r)(ζ)
)
= 0.
Together with IL(r) we have gluing map
GluL(r) : F |[bo]→ F |[b] for any [b] ∈ O[b(r)](δ, ρ)
defined by
GluL(r)([ζ ]) :=
[
(P L˜b,b(r))
−1
(
I L˜(r)ζ +Q
L˜
b(r)
◦ f L˜
s,h,(r)I
L˜
(r)ζ
)]
, ∀[ζ ] ∈ F |[bo] .
Given a frame eα(z) on F˜ |bo , 1 ≤ α ≤ rank F˜, as Remark 6.5 we have a Gbo-equivariant frame
field
eα((r), s, h)(z) = (P
L˜
b,b(r)
)−1
(
I L˜(r)eα +Q
L˜
b(r)
◦ f L˜
s,h,(r)I
L˜
(r)eα
)
(z) (33)
overD∗R0(0)× O˜bo(δo, ρo), where z is the coordinate on Σ, and
D∗R0(0) :=
e⊕
i=1
{
(r, τ) | R0 < r <∞, τ ∈ S1
}
.
For any fixed (r), eα is smooth with respect to s, h over O˜bo(δo, ρo).
To discuss the smoothness with respect to (r), s, h we need to fix a Riemann surface Σ(Ro). Let
α(ri) : [0, 2ri]→ [0, 2R0] be a smooth function satisfying
α(ri)(s) =

s if s ∈ [0, R0
2
− 1]
R0
2
+ R0
2ri−R0 (s− R0/2) if s ∈ [R0/2, 2ri −R0/2]
s− 2ri + 2R0 if s ∈ [2ri − R02 + 1, 2ri]
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Set α(ri) : [−2ri, 0] → [−2R0, 0] by α(ri)(s) = −α(ri)(−s). Let (si1, ti1) and (si2, ti2) be cusp cylinder
coordinates around pi, thus zi = e
−si1−2π
√−1ti1 and wi = es
i
2+2π
√−1ti2 . Denote
Wi(R) = {|si1| > R} ∪ {|si2| > R}.
Obviously,W (R) = ∪ei=1Wi(R).We can define a map ϕ(r) : Σ(r) → Σ(R0) as follows:
ϕ(r) =
{
p, p ∈ Σ(R0/4).
(α(ri)(si), ti) (s
i
1, t
i
1) ∈ Wi(R0/4), i = 1, · · · , e.
Then we obtain a family of Riemann surfaces
(
Σ(R0), (ϕ
−1
(r))
∗jr, ϕ−1(r)(y)
)
. Denote u◦(r) := u(r) ◦ ϕ−1r .
In [20] we have proved the following lemma.
Lemma 6.9. There exists positive constants d, R such that for any h ∈ W k,2,α (Σ(R0), (u(R0))∗TM) ,
ζ ∈ kerDL˜|bo with
‖ζ‖W ,k,2,α ≤ d, ‖h− hˆ(r)‖ < d, |r| ≥ R,
(ϕ−1
r
)∗(GluL˜
s,(r),h′(eα)) is smooth with respect to (s, (r), h) for any eα ∈ kerDL˜|bo , where h′ =
(exp−1u(r) ◦(expu(R)0 (h) ◦ ϕ(r)). In particular Glu
L˜
s,(r),h′(eα) |Σ(R0) is smooth.
6.3 Global regularization and virtual neighborhoods
We are going to construct a bundle map i : F → E . We first define a bundle map i : F(ki) → E .
Consider two different cases:
Case 1. [bi] lies in the top strata Mg,n(A). Denote bo = bi. Choose a local coordinate system
(ψ,Ψ) for Q and a local model O˜bo(δbo , ρbo)/Gbo around [bo]. We have an isomorphism
Pbo,b = Φ ◦Ψjo,ja : E˜bo → E˜b, ∀ b ∈ O˜bo(δbo , ρbo). (34)
To simplify notations we denote F˜(ki) = H˜ , Pbo,b = P in this section.
Choosing a base {eα} of the fiber H˜ |bo , by Lemma 6.4 we can get a smooth frame fields {eα} for
the bundle H˜ over O˜bo(δo, ρo), which induces another isomorphism
Q : H˜ |bo→ H˜ |b, ∀ b ∈ O˜bo(δbo , ρbo) (35)∑
cαeα |bo 7−→
∑
cαeα |b . (36)
Let ρK˜bo
: Gbo → GL(K˜bo) be the natural linear representation, and let ρR : Gbo → GL(R[Gbo ]) be
the standard representation. Both K˜bo and H˜ |bo can be decomposed as sum of irreducible represen-
tations. Without loss of generality we assume that ρK˜bo
is an irreducible representation. Let η1, ..., ηl
be a base of K˜bo , let H˜ |bo=
⊕m
i=1Ei be the decomposition of irreducible representations such that
E1 has base e1, ..., el. Define map em(ηi) = ei, i = 1, ..., l. Thus we have map p : H˜ |bo→ K˜bo with
p · em = id.
Let R+ = {x ∈ R|x ≥ 0} and fδo,ρo : R+ × R+ → R+ be a smooth cut-off function such that
fδo,ρo(x, y) =

1 on {(x, y)| 0 ≤ x ≤ δo/3, 0 ≤ y ≤ ρo/3},
0 on {(x, y)| x ≥ 2δo/3}
⋃{(x, y)| y ≥ 2ρo/3}.
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We define a cut-off function αbo : O˜bo(δbo , ρbo)→ [0, 1] by
αbo(b) = fδbo ,ρbo (d
2
A
(ao, a), ‖h‖2ja,k,2). (37)
For any κ ∈ H˜ |b with b ∈ O˜bo(δbo , ρbo), in terms of the local coordinate system (ψ,Ψ), we define
i(κ, b)bo =

αbo(b)P ◦ p ◦Q−1(κ) if ‖h‖ja,k,2 < ρbo , and d2A(ao, a) < δbo
0 otherwise.
Lemma 6.10. In the local coordinates (ψ,Ψ) on U and in O˜bo(δo, ρo) the bundle map i(κ, b)bo :
F˜(ki)→ E˜ is smooth with respect to (κ, a, h).
Proof. By Lemma 4.2 we immediately obtain that the cut-off function αbo(b) is a smooth function.
Note that, in the local coordinates (ψ,Ψ), P , p and Q−1 are smooth. We conclude that i(κ, b)bo is a
smooth function of (κ, a, h). 
We can transfer the definition to other local coordinate system (ψ′,Ψ′) and local model O˜bo(δ
′
bo
, ρ′bo).
Suppose that in the coordinate system (ψ,Ψ)
bo = (ao, uo), b = (a, v), v = expuo h,
and in the coordinate system (ψ′,Ψ′)
b′o = (a
′
o, u
′
o), b
′ = (a′, v′), v′ = expu′o h
′, where [b] = [b′].
We have
(ψ′ ◦ ψ−1,Ψ′ ◦Ψ−1) · (a, v) = (a′, v′), a′ = ψ′ ◦ ψ−1(a), v′ = v ◦ (Ψ′ ◦Ψ−1) |a .
(ψ′ ◦ ψ−1,Ψ′ ◦Ψ−1) · (ao, uo) = (a′o, u′o), a′o = ψ′ ◦ ψ−1(a), u′o = uo ◦ (Ψ′ ◦Ψ−1) |ao .
(ψ′ ◦ ψ−1,Ψ′ ◦ Ψ−1) send eα to e′α. Then (Ψ′ ◦ Ψ−1) |a induces an isomorphism ϕa : H˜ |(a,v)→
H˜ ′ |(a′,v′). In (ψ′,Ψ′) we have isomorphism
Q′ : H˜ ′ |(a′o,u′o)→ H˜ ′ |(a′,v′), ∀b ∈ O˜bo(δ′bo , ρ′bo),
Q′ = ϕa ◦Q ◦ ϕ−1ao .
We have chosen a finite dimensional subspace K˜(a,v) ⊂ E˜|(a,v) in (ψ,Ψ). Denote ϑa = (Ψ′ ◦Ψ−1) |a .
Define K˜ ′(a′,v′) = {κ ◦ dϑ−1a | ∀ κ ∈ K˜(a,v)}. Then (Ψ′ ◦Ψ−1)|a induces a map
φa : K˜(a,v) → K˜ ′(a′,v′), φa(κ) = κ ◦ dϑ−1a , ∀κ ∈ K˜(a,v). (38)
Denote κ′ = φa(κ). Define
P ′ : E˜ ′(a′o,u′o) → E˜ ′(a′,v′), by P ′ = φa ◦ P ◦ φ−1ao ,
and
p′ : H˜ ′ |(a′o,u′o)→ K˜ ′(a′o,u′o), by p′ = φao ◦ p ◦ ϕ−1ao .
(Ψ′ ◦Ψ−1)|a also induces a map
λa : G(ao,uo) → G(a′o,u′o) g 7−→ g′ = dϑa ◦ g ◦ (dϑa)−1.
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It is easy to check that ρK˜(ao,uo)
: G(ao,uo) → GL(K˜(ao,uo)) and ρK˜(a′o,u′o) : G(a′o,u′o) → GL(K˜
′
(a′o,u
′
o)
)
are equivariant. Let
η′i = φa(ηi), e
′
i = ϕa(ei), em
′(η′i) = e
′
i, i = 1, 2, ..., l.
Then em′(K˜ ′(a′o,u′o)) = span{e′1, ...e′l} ⊂ H˜ ′ |(a′o,u′o). In the coordinate system (ψ′,Ψ′) we define
i(κ′, b′)b′o =

αb′o(b
′)P ′ ◦ p′ ◦ (Q′)−1(κ′) if ‖h‖ja′ ,k,2 < ρb′o , and d2A′(a′o, a′) < δb′o
0 otherwise.
We have
i(κ′, b′)b′o = φa ◦ i(κ, b)bo ◦ ϕ−1a . (39)
If we choose three local coordinate systems (ψ,Ψ), (ψ′,Ψ′) and (ψ′′,Ψ′′), since
(Ψ ◦ (Ψ′′)−1) ◦ (Ψ′′ ◦ (Ψ′)−1) ◦ (Ψ′ ◦Ψ−1) = Id,
one can easily check that
φ′′a′′φ
′
a′φa = Id, ϕ
′′
a′′ϕ
′
a′ϕa = Id. (40)
It follows from (39) and (40) that the bundle map i : F(ki)→ E is well defined. Obviously, i([κi, b]) =
[i(κi, b)].
Remark 6.11. Let (ψ′,Ψ′) be a local coordinate system in O[b′o](δ
′
[b′o]
, ρ′[b′o]) ⊂ O[bo](δ[bo], ρ[bo]) such
that [bo] /∈ O[b′o](δ′[b′o], ρ′[b′o]). The restriction of [i(κ, b)bo ] toO[b′o](δ′[b′o], ρ′[b′o]) is a element in E|O[b′o](δ′[b′o],ρ′[b′o]).
We can transfer it to (ψ′,Ψ′) by (38).
Case 2. [bi] lies in lies in a lower strata. We choose (s, t) coordinates. Put ti = e
−2ri−2πτi ,
sometimes we use (s, (r)) coordinates, where (r) = ((r1, τ1), ..., (re, τe)). Denote bo = bi = (0, 0, u),
F(ki) = H(s, t), F(ki) |bi= H(0, 0). We choose |s|, |t| small enough. In terms of (s, t) we have an
isomorphism
P : E¯bo → E¯b, ∀ b ∈ O˜bo(δo, ρo).
Denote H¯ = {ζ |Σ(R0)| ζ ∈ H˜}. Choosing a base {eα} of the fiber H¯ |bo , by (33) we can get a frame
fields {eα((r), a, h) |Σ(R0)} for the bundle H¯ over O˜bo(δo, ρo). We have another isomorphism in the
(s, t) coordinates
Q : H¯(0, 0)→ H¯(s, t), ∀ b ∈ O˜bo(δo, ρo).
Denote O(δo) = {p ∈ Mg,n | d2wp(0, p) < δo}. SinceMg,n has a natural effective orbifold structure,
we can choose a smooth cut-off function in orbifold sense β•δo : O(δo)→ [0, 1] such that
β•δo |O(δo/3) = 1, β•δo |O(δo)\O(2δo/3) = 0.
We define a cut-off function αbo : O˜bo(δo, ρo)→ [0, 1] by
αbo(b) = fδo,ρo(β
•
δo(s, t), ‖βR0h‖2js,t,k,2), (41)
where βR0 is the function in (28). Using αbo(b) defined in (41), we can define the bundle map i :
F(ki)→ E¯ by
i(κ, b)bo =

αbo(b)P ◦ p ◦Q−1(κ) if ‖h‖ja,k,2 < ρbo , and βδo(s, t) < δbo
0 otherwise.
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For any fixed (r), i(κ, b)bo and Q are smooth with respect to (s, h) in the coordinates (s, (r)). In order
to study the smoothness with respect to (r) we note that i(κ, b)bo is supported in Σ(R0). For any
v = expu(r) h, we let
h◦ =
(
(h− hˆ0)(s1, t1)β1;2(s1), (h− hˆ0)(s2, t2)β2;2(s2)
)
,
where
h0 =
∫
S1
h(r, t)dt.
Denote v◦ = expu h
◦. We can view E¯ |v to be E¯ |v◦ . Then we view P to be a family of operators in E
overW k,2(Σ; u∗TM), where E → W k,2(Σ; u∗TM) is independent of (r). Consider the map
i(κ, b)bo ◦Q : H¯(0, 0)×A×D∗R0(0)×W k,2(Σ; u∗TM)→ E
i(κ, b)bo ◦Q(κ, s, (r), h) = αbo(s, (r), v)P ◦ p(κ).
Lemma 6.12. In the local coordinates (s, (r)), the bundle map i(κ, b)bo ◦Q is smooth with respect to
(κ, s, (r), h) in O˜bo(δo, ρo).
Proof. αbo(s, (r), v) is smooth with respect to (s, (r), h). For any l ∈ Z+, denote bt = (s, expu(h +∑l
i=1 tlhl)) and
T l(h; h1, · · · , hl) = ∇t1 · · ·∇tl (Pbo,bt)|t=0
By the same method as in the proof of Lemma 3.1 of [20] we can show that T l(h; · · ·) is a bounded
linear operator. The proof is complete. 
By Case 1, Case 2 we have defined i([κi, b])i for all i = 1, ...,m. Set
i([κ, b]) =
m∑
l=1
i([κl, b])l for any κ = (κ1, ..., κm) ∈ F |b .
Then i : F→ E is a bundle map. We define a global regularization to be the bundle map S : F→ E
S([κ, b]) = [∂¯j,Jv] + i([κ, b]).
It is obvious that DS is surjective. Denote p : F→ U by the projection of the bundle. Set
U = S−1(0)|p−1(U).
By restricting the bundle p∗F to U we have a bundle p : E → U of finite rank with a canonical
section σ defined by
σ([(κ, b)]) = ([((κ, b), κ)]), ∀ [(κ, b)] ∈ U.
We call
(U,E, σ),
a virtual neighborhood forMg,n(A).
7 Smoothness of the top strata
Proof of Theorem 1.1
The proof is divided into two steps, the subsections §7.1 and §7.2.
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7.1 Smoothness
Let [(κo, bo)] ∈ UT . To simplify notations we consider the following case, for the general case the
argument are the same. We assume that
[bo] ∈ O[b1](2δ1/3, 2ρ1/3)
⋂
O[b2](2δ2/3, 2ρ2/3)
and
[bo] /∈ O[bi](2δi/3, 2ρi/3) ∀i = 3, ...,m.
We choose a local coordinate system (ψ,Ψ) for Q and local model O˜bo(δo, ρo)/Gbo around bo. Let
bo = (ao, u), and let U˜
T be the local expression ofUT in terms of (ψ,Ψ). We choose (δo, ρo) so small
that
O[bo](δo, ρo) /∈ O[bi](2δi/3, 2ρi/3) ∀i = 3, ...,m.
Then we only need to consider the bundles F(k1) and F(k2). We consider two different cases.
Case 1. Both [b1] and [b2] lie in the top strata. By Remark 6.1 we may assume that both
O[b1](2δ1/3, 2ρ1/3) andO[b2](2δ2/3, 2ρ2/3) lie in the top strata. Let
b1 = (a1, u1) in (ψ1,Ψ1), b2 = (a2, u2) in (ψ2,Ψ2).
In terms of the coordinate system (ψ,Ψ), let b = (a, v) ∈ O˜bo(δo, ρo). Suppose that, in the coordinate
system (ψ1,Ψ1),
[b′] = [b], b′ = (a′, v′), v′ = expu1 h1,
and in the coordinate system (ψ2,Ψ2),
[b′′] = [b], b′′ = (a′′, v′′), v′′ = expu2 h2.
The bundle maps are given respectively by
i(κ1, b
′)b1 = αb1(b)P1 ◦ p1 ◦Q−11 (κ1) : (H˜1) |b′→ K˜1 |b′ in (ψ1,Ψ1),
i(κ2, b
′′)b2 = αb2(b)P2 ◦ p2 ◦Q−12 (κ2) : (H˜2) |b′′→ K˜2 |b′′ in (ψ2,Ψ2),
where P1 = Pb1,b′ in (ψ1,Ψ1), P2 = Pb2,b′′ in (ψ2,Ψ2). By Lemma 6.10, i(κ1, b)b1 in (ψ1,Ψ1) ( resp.
i(κ2, b)b2 in (ψ2,Ψ2) ) is smooth with respect to (κ1, b) ( resp. (κ2, b)).
We transfer from both the local coordinate systems (ψ1,Ψ1) and (ψ2,Ψ2) to the coordinates
(ψ,Ψ). We have
(ψ ◦ ψ−11 ,Ψ ◦Ψ−11 ) · (a′, v′) = (a, v), a = ψ ◦ ψ−11 (a′), v = v′ ◦ (Ψ ◦Ψ−11 ) |a′,
(ψ ◦ ψ−12 ,Ψ ◦Ψ−12 ) · (a′′, v′′) = (a, v), a = ψ ◦ ψ−12 (a′′), v = v′′ ◦ (Ψ ◦Ψ−12 ) |a′′ .
The (ψ ◦ ψ−1i ,Ψ ◦Ψ−1i ), i = 1, 2, induces maps
φ1a′ : K˜1 → K˜⋄1 , φ2a′′ : K˜2 → K˜⋄2
ϕ1a′ : H˜1 → H˜⋄1 , ϕ2a′′ : H˜2 → H˜⋄2 .
Put
H˜⋄ = (H˜⋄1 ) |bo ⊕(H˜⋄2 ) |bo, κ = (κ1, κ2) ∈ H˜⋄, (Q⋄1κ1, Q⋄2κ2) := Q⋄κ.
Here H˜⋄, K˜⋄ and Q⋄ denote the spaces and operator in (ψ,Ψ). By Remark 6.11 the bundle map in
(ψ,Ψ) becomes
i(κ, b) = i(κ1, b
′)b1 ◦ dϑ−11 + i(κ2, b′′)b2 ◦ dϑ−12 ,
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where ϑ1 = (Ψ ◦ Ψ−11 ) |a′ , ϑ2 = (Ψ ◦ Ψ−12 ) |a′′ . The key point is that Ψ ◦ Ψ−1i , i = 1, 2, is a family
of diffeomorphisms of Σ depending on a. For v ∈ W k,2, ∂
∂a
(v ◦Ψ ◦Ψ−1i ) is not inW k,2. But for any
fixed a , i(κ, b) and Q⋄1, Q
⋄
2 are smooth.
Consider the map
F(κo,bo) : A× H˜⋄ ×W k,2(Σ; u∗TM)→W k−1,2(u∗TM ⊗ ∧0,1jo )
F(κo,bo)(a, κ, h) = Pb,bo
(
∂¯ja,Jv + i(Q
⋄κ, b)
)
,
where b = (a, v), v = expu(h) for some h ∈ W k,2(Σ, u∗TM). For any (a, κ, h) ∈ F−1(κo,bo)(0) we
have
∂¯ja,Jv + i(Q
⋄κ, b) = 0, (42)
where b = (a, v). For any fixed a, it follows from the standard elliptic estimates and the smoothness
of i that v ∈ C∞(Σ,M). Then by Lemma 6.10 and the smoothness of the frame field eα we conclude
that i |v and Q⋄ |v are smooth with respect to (a, κ, h). It is easy to see that F(κo,bo)(a, κ, h) is smooth
with respect to (a, κ, h). Then we use the implicity theorem with parameter a to conclude that v is
smooth with respect to (a, κ, h). It follows that U˜T
⋂
p∗O˜bo(δo, ρo) is smooth, where p : U˜
T → B˜ is
the projection.
Case 2. [b2] lies in the top strata, [b1] lies in a lower strata. Without loss of generality we assume
that b1 = (Σ, j,y, u), where Σ has one node q, so ∈ A = A1 ×A2. We glue Σ at q with gluing
parameter (r). We have bundle maps i(κ1, b)b1 = αb1(b)P1◦p1◦Q−11 (κ1) and i(κ2, b′)b2 = αb2(b′)P2◦
p2 ◦ Q−12 (κ2). Then we transfer to the coordinates (ψ,Ψ), and choose (s, t)-coordinates. We use
Lemma 6.12 and the same method as in Case 1 to prove that v is smooth with respect to (s, (r), κ, h).
Then we use Lemma 6.9 to prove that Q1 is smooth with respect to (s, (r), κ, h). Then we can prove
the smoothness of U˜T
⋂
p∗O˜bo(δo, ρo).
The proof of the orientation ofUT is standard, we omit here.
7.2 The oribifold structure
We introduce a notation. For any (κo, bo) ∈ U we choose a local coordinate system (ψ,Ψ) on U ∋ ao
and local model O˜bo(δo, ρo)/Gbo . Set
U˜κo,bo(ε, δo, ρo) =
{
(κ, b) ∈ U˜ | |κ− κo|h < ε, b ∈ O˜bo(δo, ρo)
}
,
Uκo,bo(ε, δo, ρo) = U˜κo,bo(ε, δo, ρo)/Gκo,bo,
where Gκo,bo is the isotropy group at (κo, bo). For any (κ, b) ∈ U˜κo,bo(ε, δo, ρo) denote by Gκ,b the
isotropy group at (κ, b). Any element ϕ ∈ Gκ,b satisfies ϕ∗(κ, b) = (κ, b). It follows that Gκ,b is a
subgroup ofGa.
Lemma 7.1. Let [(κo, bo)] ∈ UT . Suppose that U˜κo,bo(ε, δo, ρo) ⊂ UT . The following hold
(1) For any p ∈ U˜κo,bo(ε, δo, ρo) let Gp be the isotropy group at p, then im(Gp) is a subgroup of
Gκo,bo .
(2) Let p ∈ U˜κo,bo(ε, δo, ρo) be an arbitrary point with isotropy group Gp, then there is a Gp-
invariant neighborhood O(p) ⊂ U˜κo,bo(ε, δo, ρo) such that for any q ∈ O(p), im(Gq) is a
subgroup of Gp, where Gp, Gq denotes the isotropy groups at p and q respectively.
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Proof: We only prove (1), the proof of (2) is similar. Denote bo = (ao, u). If the lemma not true, we
can find a sequence (κi, bi) = (κi, ai, ui) ∈ U˜κo,bo(ε, δo, ρo) such that
(1) δi → 0, ρi → 0, κi → κo,
(2) im(Gκi,bi) is not a subgroup of Gκo,bo .
It is obvious thatGκo,bo is a subgroup ofGao ,Gκi,bi is a subgroup ofGai andGai can be imbedded into
Gao as a subgroup for i large enough. So we can view im(Gκi,bi) as a subgroup ofGao , By choosing
subsequence we may assume that im(Gκi,bi) convergies to a subgroupGκ,b ofGao and im(Gκi,bi) ·ui
converges to im(Gκ,b) · u and ui converges to u inW k,2. By Sobolev imbedding theorem and elliptic
estimates we have im(Gκi,bi) · (κi, ui) converges to im(Gκ,b) · (κo, u), (κi, ui) converges to (κo, u)
in Cℓ for any ℓ > 1. It follows that im(Gκ,b) ⊂ Gκo,bo . Since there are only finite many subgroups
of Gao , for i large enough we have im(Gκi,bi) = Gκ,b. So Gκi,bi can be imbedded into Gκo,bo as a
subgroup for i large enough. We get a contradiction. 
As corollary of Lemma 7.1 we conclude that UT is an orbifold. Since (g, n) 6= (1, 1), (2, 0),UT
has the structure of an effective orbifold.
Combination of the subsections §7.1, §7.2 give us the proof of Theorem 1.1.
7.3 A metric on E
In this section we construct a metric on E|Uǫ. By the compactness of U2ε we may find finite many
points (κ1, b1), ..., (κn, bn) ∈ Uε such that
• {U[(κa,ba)](εa, δa, ρa), 1 ≤ a ≤ n} is a covering ofU2ε.
• For any a ∈ {1, ...,n} there is ia ∈ {1, ...,m} such that
p(U[(κa,ba)](εa, δa, ρa)) ⊂ Obia (δia , ρia),
where Obia (δia , ρia) is as in subsection §6.1,
• U˜(κa,ba)(εa, δa, ρa) ⊂ U˜T for all 1 ≤ a ≤ nt.
Let {eiaα }1≤α≤r be a local smooth frame field of F over Obia (δia , ρia) as in section §6.3. Let
p : U→ U denote the projection. Denote eaα = p∗eiaα |U[(κa,ba)](εa,δa,ρa). Then we have a smooth frame
field {eaα}1≤α≤r ofE overU[(κa,ba)](εa, δa, ρa), where r denotes the rank ofE. We define a local metric
ha on E|U[(κa,ba)](εa,δa,ρa) by
ha(e
a
α, e
a
β) = δαβ.
Now we choose smooth cutoff functions Γ′ as follows. Let (κo, bo) be one of (κ1, b1), ..., (κn, bn).
We consider two cases.
(1). (κo, bo) lies in U˜
T . We define a cut-off function αbo : O˜bo(δbo , ρbo) → [0, 1] by (37) and let
Γ′o = p
∗αbo(b).
(2). (κo, bo) lies in a lower strata. We define a cut-off function αbo : O˜bo(δo, ρo)→ [0, 1] by (41)
and let Γ′o = p
∗αbo(b).
Thus we have Γ′
a
for every 1 ≤ a ≤ n. Set
Γa =
Γ′
a∑
n
l=1 Γ
′
l
.
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Then
∑
Γa = 1 and Γa is smooth onU
T
ǫ in orbifold sense. We define a metric h on E overUε by
h =
n∑
a=1
Γaha.
We define a connection on E as follows. Let {eaα}1≤α≤r be a local smooth frame field of E over
U[(κa,ba)](εa, δa, ρa) as above. Consider the Gram-Schmidt process with respect to the metric h and
denote by eˆa1 , ..., eˆ
a
r the Gram-Schmidt orthonormalization of {eaα}. We define a local connection ∇a
by
∇aeˆaα = 0, α = 1, · · · , r.
For any section e ∈ E|Uǫ, we define
∇e =
∑
Γa∇a(e|U[(κa,ba)](εa,δa,ρa)). (43)
It is easy to see that∇ is a compatible connection of the metric h. Denote
∇eˆaα =
∑
β
ωaαβ eˆ
a
β , ∇2eˆaα =
∑
Ωaαβ eˆ
a
β .
For anyU[(κa,ba)](εa, δa, ρa)
⋂
U[(κc,bc)](εc, δc, ρc) 6= ∅, let (aˆacαβ)1≤α,β≤r be functions such that
eˆaα =
r∑
β=1
aˆacαβ eˆ
c
β, α = 1, · · · , r.
It is easy to see that
ωaαβ =
∑
c
r∑
β=1
αbcdaˆ
ac
αγ aˆ
ca
γβ. (44)
We get a metric h and a connection∇ in E overUε.
8 Gluing estimates
8.1 Gluing maps
Let Σ be a marked nodal Riemann surfaces. Suppose that Σ has nodes p1, · · · , pe and marked points
y1, · · · , yn. We choose local coordinate system A. Let u : Σ → M be perturbed J-holomorphic
map. We glue Σ and u at each node with gluing parameters (r) to get Σ(r) and the pregluing map
u(r) : Σ(r) →M . Set
ti = e
−2ri−2πτi , |r| = min{r1, ..., re}, b(r) := (0, (r), u(r)).
The following lemma is proved in [19].
Lemma 8.1. For |r| > R0 there is an isomorphism
I(r) : kerDS(κo,bo) −→ kerDS(κo,b(r)).
Using Theorem 5.3 in [19] and the implicit function theorem with parameters we immediately obtain
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Lemma 8.2. There are constant ε > 0, R0 > 0 and a neighborhood O1 ⊂ A of so and a neighbor-
hood O of 0 in kerDS(κ0,b0) such that
glu : O1 × (D∗c(0))e ×O → glu(O1 × (D∗c)e × O) ⊂ U˜T
is an orientation preserving local diffeomorphisms, where
D
∗
c
(0) := {t | 0 < |t| < c}, c = e−2R0 .
Denote
Glus,(r) = I(r) +Qb(r) ◦ fs,(r) ◦ I(r).
8.2 Equivariant gluing
We consider the case with one node, the construction in this section can be generalized to the case
with several nodes. Let (κo, bo) ∈ U˜ where
κo = (κo1, κo2), boi = (aoi, ui), aoi = (Σi, joi,yi, q), i = 1, 2,
Σ1 and Σ2 are smooth Riemann surfaces joining at q. Assume that (Σi,yi, q) is stable. Let G(κo,bo) =
(G(κo1,bo1), G(κo2,bo2)) be the isotropy group at (κo, bo), thus,
G(κo,bo) = {φ = (φ1, φ2)| φi ∈ Diff+(Σi), φ∗i (joi,yi, q, κoi, ui) = (joi,yi, q, κoi, ui), i = 1, 2}.
Obviously,G(κo,bo) is a subgroup ofGao . The following lemma can be easily to check.
Lemma 8.3. For any (κ, b) ∈ U˜(κo,bo)(ε, δ, ρ), ϕ ∈ Diff+(Σ) denote
κ′ = ϕ∗κ, b′ = (j′,y′, u′) = ϕ · (j,y, u) = (ϕ∗j, ϕ−1y, ϕ∗u).
Then
∂¯j′,Ju′ = ϕ
∗(∂¯j,Ju), i(κ
′, b′) = ϕ∗(i(κ, b)).
It is easy to check that the operator DS(κo,bo) is G(κo,bo)-equivariant. Then we may choose a G(κo,bo)-
equivariant right inverse Q(κo,bo). In fact, let Qˆ(κo,bo) be a right inverse ofDS(κo,bo), we define
Q(κo,bo)(η) =
1
|G(κo,bo)|
∑
ϕ∈G(κo,bo)
ϕ−1 · Qˆ(κo,bo)(ϕ · η).
Then, for any ϕ′ ∈ G(κo,bo), we have
Q(κo,bo)(ϕ
′ · η) = 1|G(κo,bo)|
∑
ϕ∈G(κo,bo)
ϕ−1 · Qˆ(κo,bo)(ϕ · ϕ′ · η) =
1
|G(κo,bo)|
∑
ϕ∈G(κo,bo)
ϕ′ · (ϕ′)−1ϕ−1 · Qˆ(κo,bo)(ϕ · ϕ′ · η) = ϕ′ ·Q(κo,bo)(η)
By the G(κo,bo)-equivariance of DS(κo,bo), G(κo,bo) acts on kerDS(κo,bo) in a natural way.
We choose cusp cylinder coordinates (si, ti) on Σi near q. Choosing the gluing parameter (r) we
construct Σ(r) and u(r) as in §6.8. Since the cut-off function β(s) depends only on s, Gbo acts on
O˜bo(δ, ρ). Since the ‖ · ‖k,2,α,r is Gbo invariant, it induces a G(κo,bo) action on U˜(κo,bo)(εo, δo, ρo).
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Set a(r) = (Σ(r), jo,y) and b(r) = (a(r), u(r)). Denote by Gb(r) (resp. G(κo,b(r))) the isotroy group
at b(r) (resp. (κo, b(r))). It is easy to see that Gb(r) is a subgroup of Gbo . It follows that G(κo,b(r)) is a
subgroup of G(κo,bo). Then G(κo,b(r)) can be seen as rotation in the gluing part. The gluing map is the
|G(κo,bo)|
|G(κo,b(r))|
-multiple covering map. Since β1;r is independent of τ ,Q
′
(κo,b(r))
isG(κo,b(r))-equivariant. By
the definition of Q(κo,b(r)) and the G(κo,b(r))-equivarance of DS(κo,b(r)), we can conclude that Q(κo,b(r))
is G(κo,b(r))-equivariant. It follows from the definition of I(r) that I(r) is G(κo,b(r))-equivariant. By the
uniquiness of the implicit function f , we conclude that f is G(κo,b(r))-equivariant. Since
Glu(r) = I(r) +Q(κo,b(r)) ◦ f ◦ I(r).
Glu(r) is G(κo,b(r))-equivariant. Denote
kerDS[κo,bo] = kerDS(κo,bo)/G(κo,bo), kerDS[κo,b(r)] = kerDS(κo,b(r))/G(κo,b(r)).
Then we have
Lemma 8.4. (1) I(r) : kerDS(κo,bo) −→ kerDS(κo,b(r)) is a
|G(κo,bo)|
|G(κo,b(r))|
-multiple covering map.
(2) I(r) induces a isomorphism I(r) : kerDS[κo,bo] −→ kerDS[κo,b(r)].
8.3 Exponential decay of gluing maps
The following theorem is proved in [19].
Theorem 8.5. Let l ∈ Z+ be a fixed integer. There exists positive constants Cl, d, R0 such that for any
(κ, ξ) ∈ kerDS(κo,bo) with ‖(κ, ξ)‖ < d and for any Xi ∈ { ∂∂ri , ∂∂τi}, i = 1, · · · , e, restricting to the
compact set Σ(R0), the following estimate hold∥∥Xi (Glus,(r)(κ, ξ))∥∥Cl(Σ(R0)) ≤ Cle−(c−5α) ri4 ,∥∥XiXj (Glus,(r)(κ, ξ))∥∥Cl(Σ(R0)) ≤ Cle−(c−5α) ri+rj4 ,
1 ≤ i 6= j ≤ e, for any s ∈⊗ιl=1Ol when |r| big enough.
8.4 Estimates of exponential decay of the line bundle
The following theorem is proved in [20]
Theorem 8.6. Let l ∈ Z+ be a fixed integer. Let u : Σ → M be a (j, J)-holomorphic map. Let
c ∈ (0, 1) be a fixed constant. For any 0 < α < 1
100c
, there exists positive constants Cl, d, R such that
for any ζ ∈ kerDL˜|bo , (κ, ξ) ∈ kerDS(κo,bo) with
‖ζ‖W ,k,2,α ≤ d, ‖(κ, ξ)‖ < d, |r| ≥ R,
restricting to the compact set Σ(R0), the following estimate hold.∥∥∥Xi (GluL˜s,h(r),(r)(ζ))∥∥∥Cl(Σ(R0)) ≤ Cle−(c−5α) ri4 , (45)
∥∥∥XiXj (GluL˜s,h(r),(r)(ζ))∥∥∥Cl(Σ(R0)) ≤ Cle−(c−5α) ri+rj4 (46)
for any Xi ∈ { ∂∂ri , ∂∂τi}, i = 1, · · · , e, s ∈
⊗ι
l=1Ol and any 1 ≤ i 6= j ≤ e, where h(r) =
Π2(Glus,(r)(κ, ξ)) and Π2 : F˜b(r) × Tu(r)B˜ → Tu(r)B˜ denotes the projection.
30
8.5 Estimates of Thom forms
We estimate the derivatives of the metric h near the boundary of F|UT . Let (κo, bo) be one of
{(κa, ba), a = nt + 1, · · · ,n} and bo = (ao, u). Fix a basis {e1, · · · , ed} of Ker DS(κo,bo) and
let z = (z1, · · · , zd) be the corresponding coordinates. Set ti = e−2ri−2πτi , 1 ≤ i ≤ e. Denote
L(s, (r), z) := I(r)
(
d∑
i=1
ziei
)
+Q(κo,b(r)) ◦ fs,(r) ◦ I(r)
(
d∑
i=1
ziei
)
,
where b(r) = (0, (r), u(r)). Then (s, (r), z) is a local coordinates of U(κa,ba)(εa, δa, ρa). We say that
f(s, (r), z) satisfies (r)-exponential decay if(∣∣∣∣ ∂f∂ri
∣∣∣∣+ ∣∣∣∣ ∂f∂τi
∣∣∣∣) ≤ Ce−δri , ∀ 1 ≤ i ≤ e (47)∣∣∣∣ ∂f∂sj
∣∣∣∣+ ∣∣∣∣ ∂f∂zα
∣∣∣∣ ≤ C, ∀ 1 ≤ j ≤ ι, 1 ≤ α ≤ d. (48)
Let
Π1 : F˜b(r) × Tu(r)B˜ → F˜b(r) , Π2 : F˜b(r) × Tu(r)B˜ → Tu(r)B˜
be the projection. By Theorem 8.5, the implicit function Theorem and (41), we conclude that Γa
satisfies (r)-exponential decay, where Γa is the cutoff function defined in section §7.3.
For any U(κa,ba)(εa, δa, ρa)
⋂
U(κc,bc)(εc, δc, ρc) 6= ∅, let aacαβ , α, β = 1, · · · , r be functions such
that eaα =
∑ri
β=1 a
ac
αβe
c
β, α = 1, · · · , r. By the implicit function theorem, Theorem 8.6 we have, for
any p ∈ Σ(R0), eaα(p), ecβ(p) satisfies (r)-exponential decay. Since aacαβ is a function of (s, (r), z), we
have
d(eaα(p)) =
r∑
β=1
ecβ(p) · daacαβ +
r∑
β=1
aacαβ · d(ecβ(p)), ∀ p ∈ Σ(R0), (49)
Recall that eaα =
(
I L˜(r) +Q
L˜
(r)f
L
s,h(r),(r)
I L˜(r)
)
(eaα|(κa,ba)). Using the implicit function theorem we get
‖QL˜(r)fLs,h(r),(r)I L˜(r)(eaα|(κa,ba))‖k,2,α,r ≤ 2C
∥∥∥DL˜b ◦ (PLb,b(r))−1(I L˜(r)(eaα|(κa,ba)))∥∥∥ .
Choosing δa and ρa small enough, by the exponential estimates of e
a
α|ba we have
‖(eaα|(κ,b))|Σ(R0)‖k,2,α ≥
1
4
‖eaα‖k,2,α.
So max
Σ(R0)
|eaα| has uniform lower bound. Then we obtain the (r)-exponential decay of aacαβ . Denote
haαβ = 〈eaα, eaβ〉h. By the definition of h and the (r)-exponential decay of Γa, aacαβ we conclude that
haαβ satisfies the (r)-exponential decay. By the GramSchmidt orthonormalization and the similar
argument above we obtain the (r)-exponential decay of aˆacαβ.
Let ∆r be the open disk in C with radius r, let ∆
∗
r = ∆r \ {0} and ∆∗ = ∆ \ {0}. Set N =
3g − 3 + n. For each point p ∈ ∂Mg,n we can find a coordinate chart (U, s1, · · · , sN−e, t1, · · · , te)
around p inMg,n such that U ∼= ∆N and V = U ∩Mg,n ∼= ∆N−e× (∆∗)e. We assume that U ∩Mg,n
is defined by the equation t1 · · · te = 0. Let {Uα} be a local chart ofMg,n. On each chart Vα ofMg,n
we can define a local Poincare metric:
gαloc =
m∑
i=1
|dti|2
|ti|2(log |ti|)2 +
N−m∑
α=1
|dsα|2. (50)
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We let Uα(r) ∼= ∆Nr for 0 < r < 1 and let Vα(r) = Uα(r) ∩Mg,n.
Let s, (r), z be the local coordinates of UT(κa,ba)(εa, δa, ρa). In the coordinates (s, (r), z) the local
Poincare metric gloc can be written as
gloc =
e∑
i=1
4(d2ri + d
2τi)
r2i
+
3g−3+n−e∑
l=1
|dsl|2 +
d∑
i=1
dz2i . (51)
Lemma 8.7. There exists a constant C > 0 such that
|ωaαβ(X1)|2 ≤ gloc(X1, X1), |Ωaαβ(X1, X2)|2 ≤ Π2i=1gloc(Xi, Xi)
|dΩaAB(X1, X2, X3)|2 ≤ Π3i=1gloc(Xi, Xi)
for anyXi ∈ TUT , i = 1, 2, 3.
Proof. The first inequality follows from (44) and (r)-exponential decay of aˆacαβ. By Ωαβ = dωαβ +∑
γ ωαγ ∧ ωγβ and (r)-exponential decay of aˆacαβ and Γa, we can get the second inequality. The last
inequality follows from the Bianchi identity.
Let p∗E be the pull-back of the bundle E to a bundle over E, where p : E→ U is the projection.
Then the bundle p∗E has a metric p∗h with compatible connection p∗∇. To simply notation we write
these as h and∇. Let σˆ be the tautological section of p∗E. Then the elements |σˆ|2
h
∈ A0(E,∧0(p∗E)),
and the covariant derivative∇σ ∈ A1(E,∧1(p∗E)). The curvature p∗Ω of the connection∇ on E can
also seen as an element of A2(E,∧2(p∗E)). By [2, 44], the Mathai-Quillen type Thom form can be
written as
ΘMQ = c(r)
∫ B
e−
|σˆ|2
h
2
−∇σˆ−p∗Ω ∈ Ar(E) (52)
where c(r) is a constant depending only r,
∫ B
denotes the Berezin integral on ∧∗(p∗E). Here ΘE
is Gaussian shaped Thom form. Let Bǫ(0) denote the open ǫ-ball in R
2r and consider the map ρǫ :
Bǫ(0)→ Rr defined by ρǫ(v) = vǫ2−|v|2 . If we extend ρ∗ǫΘMQ by setting it equal to zero outsideBǫ(0),
still denoted by ΘE := ρ
∗
ǫΘMQ, we obtain a form ΘE of compact support.
Finally, we have the following estimate for σ∗ΘE.
Lemma 8.8. There exists a constant C > 0 such that
|σ∗ΘE(X1, · · · , Xr)|2 ≤ CΠri=1gloc(Xi, Xi)
for anyXi ∈ TUT , i = 1, 2, 3.
Proof. One can easily check that
σ∗ΘE = σ∗ρ∗ΘMQ = c(r)
∫ B
e
− |σ|
2
h
(ǫ2−|σ|2
h
)2
−∇( σ
ǫ2−|σ|2
)−Ω ∈ Ar(M).
Denote σ =
∑
α σαeˆ
a
α. For any p ∈ Σ(R0), by dσ(p) =
∑
α deˆ
a
α(p)σ
a
α +
∑
α eˆ
a
α(p)dσ
a
α, as above we
obtain the (r) exponential decay σaα. Since ∇σ =
∑
α dσαeˆ
a
α +
∑
α,β σβωαβ eˆ
a
α, Ω =
∑
Ωαβ eˆ
a
α ∧ eˆaβ
and ∫ B
eˆa1 ∧ · · · ∧ eˆar = 1,
the lemma follows from Lemma 8.7 and a direct calculation.
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9 Gromov-Witten invariants
9.1 The convergence of the integrals
Denote
Uǫ = {[(κ, b)] ∈ U | |κ|h ≤ ǫ}, UTǫ = {[(κ, b)] ∈ UT | |κ|h ≤ ǫ}.
We choose open covering
{U[(κa,ba)](εa, δa, ρa), 1 ≤ a ≤ n}
of U2ε and a family cutoff functions {Γa, 1 ≤ a ≤ n} as in §7.3. Let ΘE be the Thom form of E
supported in a small ε-ball of the 0-section of E. To simply notation we denote ΘE by Θ.
Remark 9.1. {Γa} is not a partition of unity in the classical sense, since it is not smooth on lower
stratum, and it is not compactly supported. But it is smooth onUT andΓaσ
∗Θ is compactly supported.
This is enough to define Gromov-Witten invariants.
Denote
V([κa,ba)](εa, δa, ρa) := U[(κa,ba)](εa, δa, ρa) ∩UT ,
V˜κa,ba(εa, δa, ρa) := U˜κa,ba(εa, δa, ρa) ∩ U˜T .
Sometimes we write the above two sets by Va and V˜a to simplify notations. Let p : V˜a → Va, let
Γ˜a, K˜ and Θ˜ be the lift of Γa,K and Θ to V˜a. We write the Gromov-Witten invariants as
ΨA,g,n(K;α1, ..., αn) =
nc∑
a=1
(I)a (53)
where
(I)a :=
∫
Va
Γa ·P∗(K) ∧
n∏
j
ev∗jαj ∧ σ∗Θ. (54)
Proof of Theorem 1.2. Note that the integration region Ua for 1 ≤ a ≤ nt are compact set inUT and
the integrand in (54) are smooth we conclude that
∑
nt
a=1(I)a is bounded. So we only need to prove
the convergence of (I)a for a = nt + 1, · · · ,n. Denote
(J)a =
∫
V˜a
Γ˜a ·P∗(K˜) ∧
n∏
j
e˜v∗jαj ∧ σ˜∗Θ˜.
It suffices to prove the convergence of (J)a.
Let (κo, bo) be one of {(κa, ba), a = nt + 1, · · · ,n} and bo = (ao, u). We choose coordinates
(s, t, z). To simplify notation we denote
dV =
∧
i
(dri ∧ dτi) ∧
(∧
j
(
√−1
2
dsj ∧ ds¯j)
)
∧ dz1 ∧ · · · ∧ dzd
and
δi = glu(t)∗
(
∂
∂ri
)
, ηi = glu(t)∗
(
∂
∂τi
)
, 1 ≤ i ≤ e
δα = glu(t)∗
(
∂
∂sα−e
)
, ηα = glu(t)∗
(
∂
∂s¯α−e
)
, e+ 1 ≤ α ≤ 3g − 3 + n
̺i = glu(t)∗
(
∂
∂zi
)
, 1 ≤ i ≤ d.
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We will denote by (E1, E2, ..., E6g−6+2n+d) the frame
(δ1, ..., δe, η1, ..., ηe, δe+1, ..., δ3g−3+n, ηe+1, ..., η3g−3+n, ̺1, ..., ̺d) .
Then, for a = nt + 1, · · · ,n,
(J)a =
∫
V˜a
Γ˜a ·
(
P
∗K˜ ∧
n∏
i
e˜v∗iαi ∧ σ˜∗Θ˜(E1, E2, ..., E6g−6+2n+d)
)
dV.
1. Estimates for P∗K˜
We can choose s, t, z1, · · · , zd as the local coordinates of UT . In this coordinates P : UT →
Mg,n can be written as
P(s, t, z1, · · · , zd) = (s, t).
Noth that P∗Ei = Ei for i ≤ 6g − 6 + 2n, P∗Ei = 0 for i ≥ 6g − 6 + 2n + 1.We assume that for
any 1 ≤ j ≤ deg(K), Eij ∈ {E1, · · · , E6g−6+2n}. SinceK has Poincare growth we have
|P∗K˜(Ei1 , · · · , Eideg(K˜))| = |K˜(Ei1 , · · · , Eideg(K˜))| ≤ C
[
Π
deg(K˜)
j=1 gloc(Eij , Eij )
] 1
2
. (55)
2. Estimates for
∏n
i e˜v
∗
iαi
For any p ∈M and ξ ∈ TpM we denote D expp(ξ) : TpM → Texpp ξM, then
D expp(ξ)ξ
′ :=
d
dt
expp(ξ + tξ
′) |t=0 . (56)
Obviously,D expp(ξ) is an isomorphism when |ξ| small enough. By a direct calculation we have, for
any X ∈ { ∂
∂si
, ∂
∂s¯i
, ∂
∂rl
, ∂
∂τl
, ∂
∂zj
, 1 ≤ i ≤ 3g − 3 + n− e, 1 ≤ l ≤ e, 1 ≤ j ≤ d},
|(e˜vi)∗(glu(t))∗X| = |Π2,u(X(glu(s, t, z))(yi))| = |D expu(Π2,uL)(Π2,uX(L))(yi))| . (57)
By Theorem 8.5 and (57) we have
‖e˜v∗Ei‖GJ + ‖e˜v∗Ee+i‖GJ ≤ Ce−δri , ‖e˜v∗Ej‖GJ ≤ C,
[gloc(Ei, Ei)]
1
2 = [gloc(Ee+i, Ee+i)]
1
2 =
2
ri
, [gloc(Ej, Ej)]
1
2 = 1
for 1 ≤ i ≤ e, 2e+ 1 ≤ j ≤ 6g − 6 + 2n+ d. It follows that
|Πe˜v∗iαi(Ei1 , · · · , Eic)| ≤ CΠicij=i1
[
gloc(Eij , Eij )
] 1
2 , (58)
where {Ei1 , · · · , Eic} ⊂ {E1, E2, ..., E6g−6+2n+d}.
3. Estimates for the Thom form By Lemma 8.8 we have
|σ˜∗Θ˜(Ei1 , · · · , Eir)| ≤ CΠiri1
[
gloc(Eij , Eij)
] 1
2 , (59)
where {Ei1 , · · · , Eir} ⊂ {E1, E2, ..., E6g−6+2n+d}.
It follows from (55), (58) and (59) that∣∣∣∣∣P∗K˜ ∧∏
i
e˜v∗iαi ∧ σ˜∗Θ˜(E1, · · · , E6g−6+2n+d)
∣∣∣∣∣ ≤ CΠ6g−6+2n+di=1 [gloc(Ei, Ei)] 12 ≤ CΠei=1r2i .
Hence the integral (I)a is convergence.
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10 Properties of Gromov-Witten invariants
10.1 Some common properties
Denote byUTn (resp. U
T
n−1) the top stratum of virtual neighborhood ofMg,n(A) (resp. Mg,n−1(A)).
We begin with the smoothness of the forgetful maps and the evaluation maps.
Theorem 10.1. Restricting toUT , the following hold:
(a) the forgetful map χ is smooth,
(b) suppose that (g, n) 6= (0, 3), (1, 1), the map π : UTn → UTn−1 is smooth,
(c) the evaluation map evi is smooth.
Proof. (a) and (b). Restricting toUT and in the fixed coordinate system (ψ,Ψ) forQ, we may choose
(a, y1, ..., yn, z) as local coordinates of U around b0 as in subsection §6.3. In this coordinates the
maps P and π are given by P(a, y1, ..., yn, z) = (a, y1, ..., yn), π(a, y1, ..., yn, z) = (a, y1, ..., yn−1, z)
respectively. It is obvious that P and π are smooth. Note that for (a), since n + 2g ≥ 3, after
forgetting the map the domain is stable, for (b), since (g, n) 6= (0, 3), (1, 1) and we restrict to the
top strata, forgetting the last marked point the domain is still stable. (c). Since UT is smooth, the
evaluation map evi is smooth. 
Proof of Theorem 1.3
(1) follows from the definition, we omit it.
Proof of (2)
We only prove for αi, the proofs for K and Θ are the same. If α
′
i ∈ [αi] is another closed form,
there is a form ϑi such that α
′
i − αi = dϑi.
For any nt+1 ≤ a ≤ n, letUTa,R ⊂ Va be an open set, defined in terms of the coordinates system
(s, (r), z) by
UT
a,R := {(s, (r), z) | ri ≤ R, i = 1, · · · , ea}.
Put
U′Tǫ,R = (∪nta=1Va)
⋃(∪n
a=nt+1U
T
a,R
)
.
Then we smoothen it at corners, and denote the resulted neighborhood byUTǫ,R.
By the Stokes theorem and Theorem 8.5, Theorem 8.6 we have∫
UTǫ,R
P
∗K ∧
∏
i
ev∗i αi ∧ σ∗Θ−
∫
UTǫ,R
P
∗K ∧
∏
j 6=i
ev∗jαj ∧ ev∗i α′i ∧ σ∗Θ (60)
=
∫
∂UTǫ,R
i∗
(
P
∗K ∧
∏
j 6=i
ev∗jαj ∧ ev∗i ϑi ∧ σ∗Θ
)
→ 0, as d→ 0,
where i : ∂UTǫ,R → UT is the inclusion map. We explain
∫
∂UTǫ,R
i∗(·) → 0: The area Area of the
hypersurface ∂UTǫ,R satisfies |Area| ≤ C ′R for some constant C ′ > 0. By the estimates in §9.1 we
have ∣∣∣∣∣
∫
∂UTǫ,R∩Va
i∗(·)
∣∣∣∣∣ ≤ C ′′RΠeai=1R2 → 0, as R→∞.
Then (2) follows.
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Proof of (3)
Suppose that (H′, i′([κ′, b])) is another choice and (U′,E′, σ′) is the virtual neighborhood con-
structed by (H′, i′([κ′, b])). Let Θ′ be the Thom form of H′ supported in a neighborhood of zero
section. Let
S(t)([κ, b]) = ∂¯j,Jv + (1− t)i([κ, b]) + ti′([κ′, b]) : H⊕H′ × [0, 1]→ E .
Let (U(t),E ⊕ E′, σ(t)) be the virtual neighborhood cobordism constructed by S(t). Using the same
method as in (2), by Stokes theorem we have∫
UT0
P
∗K ∧
n∏
i
ev∗(0)iαi ∧ σ∗0(Θ ∧Θ′)−
∫
UT1
P
∗K ∧
n∏
i
ev∗(1)iαi ∧ σ∗1(Θ ∧Θ′)
=
∫
UTt
d
(
P
∗K ∧
n∏
i
ev∗(t)iαi ∧ σ∗(t)(Θ ∧Θ′)
)
= 0,
where ev∗(t) : Ut −→ M is the evaluation map. On the other hand, σ0 = σ × Id, π : UT0 → UT is a
bundle with fibre E′. It follows that∫
UT0
P
∗K ∧
n∏
i
ev∗(0)iαi ∧ σ∗0(Θ ∧Θ′) =
∫
UT
P
∗K ∧
n∏
i
ev∗i αi ∧ σ∗(Θ).
By the same way we have∫
UT1
P
∗K ∧
n∏
i
ev∗(1)iαi ∧ σ∗1(Θ ∧Θ′) =
∫
U′
T
P
∗K ∧
n∏
i
ev
′∗
i αi ∧ σ′∗(Θ′),
where ev
′∗ : U′T −→M . Then (3) follows.
Proof of (4)
Let J ′(resp. ω′) be another smooth almost complex structure (resp. symplectic form). Suppose
that F′ is another choice of finite rank bundle. Let ωt be a family of symplectic structures and Jt be a
family of almost complex structures such that Jt is tamed with ωt and
J0 = J
′, J1 = J, ω0 = ω′, ω1 = ω.
Let Dt be the linearized operator ∂¯j,Jt. We cut the interval [0, 1] into [ti, ti+1], 0 ≤ i ≤ l with t0 =
0, tl+1 = 1, and construct a finit rank bundle Kt = ⊕iFti with F0 = F′, F1 = F. We choose a
smooth family bundle map it, t ∈ [0, 1] such that for any t ∈ [0, 1], Dt + dit is surjective and
i0 = i
′, i1 = i.
Let S(t)([κ, b]) = ∂¯j,Jtv + it([κ, b]) and (U(t),⊕Eti, σ(t)) be the virtual neighborhood cobordism
constructed by S(t). Then by the same argument of (3) we can prove (4).
Proof of (5).
When M is semi-positive, we can use the same method of Ruan ([34]) to complete the proof. 
Proof of Theorem 1.4
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We have a commutative diagram
forgg,n :Mg,n(A) → Mg,n
↓ π ↓ π
forgg,n−1 :Mg,n−1(A) → Mg,n−1
We construct virtual manifold Un−1 for Mg,n−1(A). By pulling back of π, this is also as virtual
manifold forMg,n(A). That is,
En = π
∗En−1, Un = π∗Un−1, Sn = Sn−1 ◦ π.
Furthermore, π∗P∗g,n(K) = P
∗
g,n−1(π∗(K)). So
Ψ(A,g,n)(K;α1, · · · , αn−1, 1) =
∫
Un,ε
P∗g,n(K) ∧
∏n−1
1 ev
∗
i αi ∧ 1 ∧Θ
= Ψ(A,g,n−1)(π∗(K);α1, · · · , αn−1)
.
On the other hand, for αn ∈ H2(M,R), one can check that π∗(ev∗n(αn)) = αn(A). Therefore,
Ψ(A,g,n)(π
∗(K);α1, · · · , αn−1, αn) =
∫
Un
P∗g,n(π
∗(K)) ∧∏n−11 ev∗i αi ∧ ev∗nαn ∧Θ
= αn(A)Ψ(A,g,n−1)(K;α1, · · · , αn−1). .

10.2 Axioms for Gromov-Witten invariants
In [17] Kontsevich and Manin listed the following axioms for Gromov-Witten invariants.
Effectivity Axiom. If ω(A) < 0 then Ψ(A,g,n) = 0.
Symmetry Axiom. The symmetric group Sn acts naturally on marked points. This axiom asserts that
Ψ(A,g,n) is Sn-equivariant. This means that
Ψ(A,g,n)(K;α1, ..., αi, αi+1, ..., αn) = (−1)degαidegαi+1Ψ(A,g,n)(K;α1, ..., αi+1, αi, ..., αn).
Grading Axiom. If Ψ(A,g,n)(K;α1, ..., αn) 6= 0 then
n∑
i=1
degαi + degK = 2(1− g)(m− 3) + 2c1(A) + 2n.
Fundamental Class Axiom. For any α1, · · · , αn−1 inH∗(M,R),
ΨA,g,n(K;α1, ..., αn−1, 1) = ΨA,g,n−1(π∗(K);α1, · · · , αn−1),
Divisor Axiom. If (A, n) 6= (0, 3) and degαn = 2 then
ΨA,g,n(π
∗(K);α1, · · · , αn−1, αn) = αn(A)ΨA,g,n−1(K;α1, · · · , αn−1).
Zero Axiom. If A = 0 then Ψ(A,g,n)(K;α1, ..., αn) = 0 whenever degK > 0, and
Ψ(A,g,n)(PD([pt]);α1, ..., αn) =
∫
M
∧ni=1αi.
Deformation Axiom. ΨA,g,n(K;α1, ..., αn) is independent of J and is a symplectic deformation
invariant.
Splitting Axiom. cf. Theorem 11.8.
The Effectivity Axiom, the Symmetry Axiom, the Grading Axiom and the Zero Axiom are easy
to prove. The Deformation Axiom is proved in Theorem 1.3. The Fundamental Class Axiom and the
Divisor Axiom are proved in Theorem 1.4. In §11 we state and prove the Splitting axiom.
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11 Splitting axiom
Assume g = g1 + g2 and n = n1 + n2 with 2gi + ni + 1 ≥ 3, (gi, ni) 6= (1, 0), ni > 0, i = 1, 2.
Fix a partition of the index set {1, · · · , n} = S1 ∪ S2, such that ni = |Si| for i = 1, 2. We denote
Mg1,g2,n1,n2 the moduli space which identifies the last marked point of a stable curve in Mg1,n1+1
with the first marked point of a stable curve inMg2,n2+1. Denote by q the last marked point of of a
stable curve inMg1,n1+1. The remaining indices have the unique ordering such that the relative order
is preserved, the first n1 points inMg1,n1+1 are mapped to the points indexed by S1, and the last n2
points inMg2,n2+1 are mapped to the points indexed by S2. Let
θ :Mg1,g2,n1,n2 →Mg,n
be the map. Clearly, im(θ) is a submanifold ofMg,n.
Let C be the set of all decomposition of A = A1+A2, Ai ∈ H2(M,Z). Given C = (A1, A2) ∈ C,
letMC(g1, g2, n1, n2) be the moduli space of all stable configuration (Σ,y, ν, j, u)with (Σ,y, ν, j) ∈
Mg1,g2,n1,n2, [ui(Σi)] = Ai. Set
MA(g1, g2, n1, n2) =
⋃
C∈C
MC(g1, g2, n1, n2).
Denote byMg,n(A, θ) the moduli space of all stable configuration (Σ,y, ν, j, u)with homology class
A and (Σ,y, ν, j) ∈ θ(Mg1,g2,n1,n2). Obviously, Mg,n(A, θ) ⊂ Mg,n(A). The map θ induces
an isomorphism between MA(g1, g2, n1, n2) and Mg,n(A, θ). We identify MA(g1, g2, n1, n2) with
Mg,n(A, θ) if no danger of confusion. Denote by MA(g1, g2, n1, n2) the top strata, the element of
which have one node q.
11.1 Constructing virtual neighborhoods
Let C = (A1, A2). ConsiderMC(g1, g2, n1, n2). Let
[bo] = [(bo1, bo2)] ∈MC(g1, g2, n1, n2)
be a point. We view [bo] as a point in Mg,n(A) and choose a local coordinate system and a local
orbifold model O˜bo(δo, ρo)/Gbo . Denote by O˜
c
bo
(δo, ρo)/Gbo its restriction toMC(g1, g2, n1, n2).
Let bo = (Σ, j,y, u). We write (Σ, j,y, u) = (Σ1, j1,y1, u1) ∪ (Σ2, j2,y2, u2), u = (u1, u2),
where u1 : Σ1 → M , u2 : Σ2 → M with u1(q) = u2(q). The following lemma is obtained by the
same method as before.
Lemma 11.1. There exist finite points [bi] ∈MC(g1, g2, n1, n2), 1 ≤ i ≤ mc, such that
(1) The collection {Oc[bi](δi/3, ρi/3) | 1 ≤ i ≤ mc} is an open cover ofMC(g1, g2, n1, n2).
(2) Suppose that O˜cbi(δi, ρi) ∩ O˜cbj (δj, ρj) 6= φ. For any b ∈ O˜cbi(δi, ρi) ∩ O˜cbj (δj , ρj), Gb can be
imbedded into both Gbi and Gbj as subgroups.
By Lemma 6.3 we have a continuous orbi-bundle F(ki) → U such that F(ki) |bi contains a copy of
group ring R[Gbi ]. Set
U c =
mc⋃
i=1
Oc[bi](δi, ρi).
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For each C ∈ C we do this and put
Uθ =
⋃
C∈C
U c, F′ =
⊕
C∈C
mc⊕
i=1
F(ki).
Now we choose finite many points and local obifold models
[bα] ∈Mg,n(A), O˜bα(δα, ρα)/Gbα, 1 ≤ α ≤ mo
such that the collection⋃
c∈C
{O[bi](δi, ρi), 1 ≤ i ≤ mc}
⋃
{O[bα](δα, ρα), 1 ≤ α ≤ mo}
is an open cover ofMg,n(A). We have a continuous “orbi-bundle” F(kα) → U such that F(kα) |bα
contains a copy of group ring R[Gbα] for any 1 ≤ α ≤ mo. Put
F =
mo⊕
α=1
F(kα)
⊕
F′.
Define a bundle map i : F → E as in §6.3. We define a global regularization forMg,n(A) to be the
bundle map S : F→ E by
S([κ, b]) = [∂¯j,Jv] + [i(κ, b)].
Denote
U = S−1(0)|U .
There is a bundle of finite rank E overU with a canonical section σ. We have a virtual neighborhood
forMg,n(A):
(U,E, σ).
The map θ induce a bundle π : θ∗F → U c and a bundle map θ∗S : θ∗F → E . Then restricting on U c
we have a virtual neighborhood forMC(g1, g2, n1, n2):
(Uc,Ec, σc).
One can check that
Uc = θ
∗U|Uc , Ec = θ∗E|Uc .
Restricting on Uθ we have a virtual neighborhood forMA(g1, g2, n1, n2):
(Uθ,Eθ, σθ).
Then
Uθ =
⊔
C∈C
Uc, Eθ|Uc = Ec, σθ|Uc = σc.
Denote byUTc ( resp. U
T
θ ,U
T ) the top strata ofUc (resp. Uθ,U ). The element ofU
T
c has the form
((Σ1, κ1, j1,y1, u1), (Σ2, κ2, j2,y2, u2)) ,
where u1 : Σ1 →M , u2 : Σ2 →M with u1(q) = u2(q). Set
Uc,ε = {(κ, b) ∈ Uc||κ|h ≤ ε}, Uθ,ε = {(κ, b) ∈ Uθ||κ|h ≤ ε}.
Let (Uic,Eic, σic), i = 1, 2 be the virtual neighborhood of MAi(gi, ni + 1), i = 1, 2, where A =
A1 + A2, C = (A1, A2). Then
Uc = {(b1, b2) ∈ U1c ×U2c|ev1cn1+1(b1) = ev2cn2+1(b2)}, Ec = E1c × E2c|Uc , σc = (σ1c, σ2c)|Uc .
By the same method as in Theorem 1.1 we have
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Theorem 11.2. UTc ,U
T
1c,U
T
2c andU
T
θ are smooth oriented effective orbifolds.
Note that {Γa} are smooth on UTc , UT1c and UT2c, and ΓaΘ is compactly supported. For any [K] =
[K1 ×K2] ∈ H∗(Mg1,g2,n1,n2,R), let [K] ∈ H∗(Mg1,g2,n1,n2,R). We take a Thom form Θ supported
in a small ε-ball of the 0-section of E. Let Θc = θ
∗Θ |Uc . Then we define the GW-invarians
Ψ(A,g1,g2,n1,n2)(K1 ×K2; {αi}) as
Ψ(A,g1,g2,n1,n2)(K1 ×K2; {αi}) =
∑
C∈C
∫
UTc,ε
P
∗(K) ∧
∏
j
ev′∗j αj ∧ σ∗cΘc, (61)
where Θc is the Thom form of p : Ec → Uc, ev′j denote the evaluation map ev′j : U′c,ε −→ M
at j-th marked point. Using the same method as in Theorem 1.2 we can prove that the integrals are
convergence. We can also define Ψ(Ai,gi,ni+1)(Ki; {αi}i∈S1) forMAi(gi, ni + 1), i = 1, 2.
Next we define the invariant Ψ(A,g,n)(θ!(K1 × K2); {αi}). First we define the following transfer
map
Definition 11.3. Suppose that X, Y are two topological space such that Poincare duality holds over
R. Let f : X → Y . Then, the transfer map
f! : H
∗(X,R)→ H∗(Y,R)
is defined by f!(K) = PD(f∗(PD(K))).
We can identify a tubular neighborhood O of im(θ) with a neighborhood of zero section of the
normal bundleN of im(θ) inMg,n. Let im(θ)∗ be the Thom form of the bundle
π : N → im(θ),
which can be chosen to be supported in the tubular neighborhood O of im(θ) and im(θ)∗ can be
seen as the Poincare dual of im(θ). For any [K] = [K1 × K2] ∈ H∗(Mg1,g2,n1,n2,R), choose
Ki ∈ H∗(Mgi,ni+1,R). Then K = (K1, K2) ∈ Mg1,g2,n1,n2 . Let KM be the Poincare dual of
θ∗(PD(K)) in θ(Mg1,g2,n1,n2). Through π we can pull KM back to the total space of the normal
bundle N , denoted by π∗KM. Then, π∗KM is defined over a tubular neighborhood of im(θ). Since
im(θ)∗ is supported in the tubular neighborhood, im(θ)∗∧π∗KM is a closed differential form defined
overMg,n. One can check that
θ![K] = [im(θ)
∗ ∧ π∗KM], π∗[θ!(K)] = θ![K]. (62)
Then we have
Ψ(A,g,n)(θ!(K1 ×K2); {αi}) =
∫
UTε
P
∗ (im(θ)∗ ∧ π∗KM) ∧
∏
j
ev∗jαj ∧ σ∗Θ. (63)
where Θ is the Thom form of p : E → U, evj denote the evaluation map evj : UTε −→ M at j-th
marked point. As in the proof of Theorem 1.2 we can prove the convergence of Ψ(A,g,n)(θ!(K1 ×
K2); {αi}). By the same argument of Theorem 1.3 we can prove that
Lemma 11.4. Ψ(A,g,n)(θ!(K); {αi}) is independent of the choice of im(θ)∗.
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11.2 A gluing formula
In this subsection our main purpose is to prove the following theorem:
Theorem 11.5. For any K1 × K2 ∈ H∗(Mg1,g2,n1,n2 ,R), α1, · · · , αn ∈ H∗(M,R), represented by
smooth forms, we have
Ψ(A,g,n)(θ!(K1 ×K2); {αi}) = Ψ(A,g1,g2,n1,n2)(K1 ×K2; {αi}).
Remark 11.6. IfUε is smooth, by using (62) we can prove Theorem 11.5 directly. But what we know
only the smoothness of the top strataUT andUTθ . So we use our estimates in Section §8 to prove this
theorem.
As in §9.1 we choose finite many points P = {[(κa, ba)] ∈ Uθ,2ǫ| a = 1, · · · ,nθ} with
[(κa, ba)] ∈ UTθ , a = 1, · · · ,nt, [(κa, ba)] ∈ Uθ \UTθ , a = nt + 1, ...,nθ
such that {Uθ,[(κa,ba)](εa, δa, ρa) a = 1, ...,nθ} is an open cover ofUθ,2ǫ andUθ,[(κa,ba)] ⊂ UTθ for all
1 ≤ a ≤ nt. Choose εa, δa, ρa, ι small such that
glu : (Uθ,[(κa,ba)](εa, δa, ρa) ∩UTθ )× D∗ι (0)→ glu
(
(Uθ,[(κa,ba)](εa, δa, ρa) ∩UTθ )× D∗ι (0)
)
is an orientation preserving diffeomorphism in orbifold sense. To simplify notations we denote
Vθ,a = Uθ,[(κa,ba)](εa, δa, ρa) ∩UTθ , Wa = glu(Vθ,a × Dι(0)),
Uθ,a = P(Uθ,[(κa,ba)](εa, δa, ρa)).
For any d denote
U
T,θ
d =
⋃
a
glu(Vθ,a × D∗d(0)).
We fix a number ι, let d be a small constant with 0 < d < ι/3.
The map θ induces a embeddingUθ → U. We choose im(θ)∗ such that
supp
(
P
∗ (im(θ)∗ ∧ π∗KM) ∩UT
) ⊂ UT,θd . (64)
We can choose a partion of unit {Γa, 1 ≤ a ≤ nθ} ofUθ as in §7.3. Let βι be tha cut-off function
satisfying βι|Dι/3(0) = 1, supp βι ⊂ Dι(0). For any 1 ≤ a ≤ nθ, let πa : Vθ,a ×Dι(0)→ Vθ,a be the
projection. βι can be naturally seen as a function on Vθ,a ×Dι(0). Set
Γˆa = (glu
−1)∗(βιπ∗aΓa).
Using Theorem 8.5 and by a direct calculation we have∣∣∣∣∣∂Γˆa∂r
∣∣∣∣∣ ≤ Ce−c1r. (65)
where we used the smoothness of cut-off function.
We can choose finite many points [(κa′ , ba′)] ∈ Uǫ\UT,θι/3 , nθ+1 ≤ a′ ≤ n, and choose εa′, δa′, ρa′
small such that
(1) {glu(Va×Dι/3(0)),UT ∩U[(κ
a′ ,ba′)]
(εa′, δa′, ρa′), a ≤ nθ,nθ+1 ≤ a′ ≤ n} is an open covering
ofUTǫ
41
(2) U[(κ
a′ ,ba′)]
(εa′, δa′, ρa′) ∩UT,θd = ∅ as d small enough for any nθ + 1 ≤ a′ ≤ n.
As in section §7.3 we can construct finite many cut-off functions Γˆa′ supported inU[(κ
a′ ,ba′)]
(εa′, δa′, ρa′),
nθ + 1 ≤ a′ ≤ n, satisfying
n∑
a′=nθ+1
Γˆa′|UTǫ \UT,θι/3 > 0.
By (65) we have
∑
n
a′=1 Γˆa′|UTǫ > 0 as ι small enough. Then {Γˆa, 1 ≤ a ≤ n} induces a partition of
unity {Γ′
a
, 1 ≤ a ≤ n} ofUǫ defined by
Γ′
a
=
Γˆa∑
1≤a≤n Γˆa
.
By (2) it is easy to see that {Γ′
a
, 1 ≤ a ≤ nθ} is a partition of unity ofUT,θd and inUT,θd
Γ′
a
=
Γˆa∑
1≤a≤nθ Γˆa
. (66)
We use P to denote both P : Uc,ε →M′g1,g2,n1,n2 and P : Uε →Mg,n.We have
supp (Γ′
a
·P∗im(θ)∗ ∧ σ∗Θ) ⊂Wa, ∀a ≤ nθ. (67)
Proof of Theorem 11.5. Denote
(A) =
∑
C∈C
∫
UTc,ε
P
∗(K) ∧
∏
j
ev′∗j αj ∧ σ∗cΘc −
∑
C∈C
∫
UTc,ε
P
∗(θ∗KM) ∧
∏
j
ev′∗jαj ∧ σ∗cθ∗Θ,
(B) =
∫
UTε
Fr −
∑
C∈C
∫
θ(UTc,ε)
P
∗(KM) ∧
∏
j
ev∗jαj ∧ σ∗Θ.
where
Fr = P
∗ (im(θ)∗ ∧ π∗KM) ∧
∏
j
ev∗jαj ∧ σ∗Θ.
Note that evj · θ = ev′j , θ · σc = σ · θ, P · θ = θ ·P . We have∫
θ(UTc,ε)
P
∗(KM) ∧
∏
j
ev∗jαj ∧ σ∗Θ =
∫
UTc,ε
P
∗(θ∗KM) ∧
∏
j
ev′∗jαj ∧ σ∗cθ∗Θ.
By (61) and (63), we only need to prove that (A) − (B) = 0. Since K and θ∗KM are in the same
cohomology, we have (A) = 0, so it suffices to prove (B) = 0.
For 1 ≤ a ≤ nt, we choose s as a local coordinates of Uθ,a. Let to = e−2r−2π
√−1τ be the gluing
parameter at node q. Then (to, s) is a local coordinates of π
∗Uθ,a. On the other hand, since the bundle
N has a Riemannian structure, we can choose a smooth orthonormal frame field. This defines a
coordinate y over fiber. Denote y = e−2rˆ−2π
√−1τˆ and sˆ = π∗s. Then (y, sˆ) is also a local coordinates
of Od ∩ π∗Uθ,a. Denote the Jacobi matrix by (aij) = ∂(t0,s)∂(y,sˆ) . SinceM
red
g,n is a smooth orbifold, (aij)
and the inverse matrix (a−1ij ) are uniform bounded in the coordinates. Then (to, s, z) and (y, sˆ, z) are
the local coordinates ofWa, where z = (z1, · · · , zd).We have the coordinates tranformation
s = s(y, sˆ), to = to(y, sˆ), zj = zj.
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Denote by (bij) =
∂(y,sˆ,z)
∂(to,s,z)
. It follows from the bound of (aij) and (a
−1
ij ) that (bij) and the inverse
matrix (b−1ij ) are uniform bounded in the coordinates.
In eachWa, the map π :Mg,n →M′g1,g2,n1,n2 induce a map π :Wa → Vθ,a defined by
(y, sˆ, z)→ (s, z),
Let
(Ba) =
∫
Wa
π∗ΓaHr −
∫
θ(Vθ,a)
ΓaP
∗(KM) ∧
∏
j
ev∗jαj ∧ σ∗Θ.
Then (B) =
∑
(Ba)+
∑∫
Wa
(Γ′
a
−π∗Γa)Hr. By (64), (66), (65) and the bound of matrix (bij), (b−1ij )
we obtain ∣∣∣∣∫
Wa
(Γ′
a
− π∗Γa)Hr
∣∣∣∣ ≤ Cdc1.
We only need estimate (Ba).
We recall the expression of im(θ)∗, the detail can be found in [3]. Let Γ be an increasing function
of the radius |y| such that∫
R+
dΓ = 1, Γ(0) = −1, |Γ| ≤ 1, dΓ is a compact support form. (68)
Let φac : Ua ∩ Uc → S1 the transformation function of N . Then
im(θ)∗ = dΓ ∧ ψN − Γπ∗(e(N )), e(N ) =
√−1
2π
∑
c
d(Γad logφac). (69)
Denote i : θ(Uc)→ U is the inclusion map. Then (Ba) can be re-written as∫
Wa
π∗ΓaP∗im(θ)∗ ∧
(
π∗KM ∧
∏
j
ev∗jαj ∧ σ∗Θ− π∗i∗
(
π∗KM ∧
∏
j
ev∗jαj ∧ σ∗Θ
))
.
As in the proof of Theorem 1.2 denote by (E1, ..., E6g−6+2n+d) (resp. (Eˆ1, ..., Eˆ6g−6+2n+d)) the in-
duced vector field by (to, s, z) (resp. (y, sˆ, z)). Set
dVθ =
∧
j
(√−1
2
dsˆj ∧ d¯ˆsj
)
∧ dz1 ∧ · · · ∧ dzd
Then π∗KM ∧
∏
j ev
∗
jαj ∧ σ∗Θ can be written as
f1(y, sˆ, z)dVˆ + f2(y, sˆ, z) ∧ drˆ ∧ τˆ ,
where f1 = π
∗KM ∧
∏
j ev
∗
jαj ∧ σ∗Θ(Eˆ3, · · · , Eˆ6g−6+2n+d). Since
π∗i∗f1(y, sˆ, z) = f1(0, sˆ, z), π∗i∗(f2(y, sˆ, z) ∧ drˆ ∧ τˆ ) = 0,
by (69) we have
(I)a =
∫
Wa
π∗Γa
[
(f1(y, sˆ, z)− f1(0, sˆ, z))dVˆ ∧ dΓ ∧ ψN
]
(70)
(II)a =
∫
Wa
π∗ΓaΓf2(y, sˆ, z)P∗π∗(e(N )) ∧ drˆ ∧ τˆ (71)
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As in the proof of Theorem 1.2, using (68), Theorem 8.5 and Lemma 8.8 we can prove that
|(II)a| → 0, as d→ 0.
Similarly, by Theorem 8.5, Lemma 8.7 and smoothness of bij we have
|(f1(y, sˆ, z)− f1(0, sˆ, z)| ≤ C(e−cr + δˆ)→ 0, as d→ 0.
Using (68) and (69) we get
|(I)a| → 0, as d→ 0.
Then for 1 ≤ a ≤ nt
|(Ba)| → 0, as d→ 0. (72)
For a > nt, we choose (to, s, t, z) and (y, sˆ, tˆ, z) as local coordinates ofWa, where (sˆ, tˆ) = (π
∗s, π∗t).
By the similar argument above we have (72) also holds.
By Lemma 11.4 Ψ(A,g,n)(θ!(K); {αi}) is independent of the choice of im(θ)∗. Hence∣∣Ψ(A,g,n)(θ!(K); {αi})−Ψ(A,g1,g2,n1,n2)(K; {αi})∣∣ = |(A)− (B)| → 0, as d→ 0.
Then the lemma is proved. 
11.3 Splitting axiom
Denote by∆ ⊂M ×M the diagonal. Let π : N → ∆ be the normal bundle inM ×M , and let Φ be
a Thom form on N . There is a natural map
evcn1+1,n2+1 : U
T
1c ×UT2c →M ×M
defined by
evcn1+1,n2+1(b1, b2) = (ev
1c
n1+1
(b1), ev
2c
n2+1
(b2)).
Then (evcn1+1,n2+1)
∗N is a vector bundle onUTc . Set Φc = (ev
c
n1+1,n2+1
)∗Φ. Then for any differential
form α ∈ UT with exponential decay on ∂UT we have∫
UTc
α =
∫
UT1c×UT2c
Φc ∧ π∗α.
Choose a homogeneous basis {βb}1≤b≤L of H∗(M,R). Let (ηab) be its intersection matrix. Note that
ηab = βa · βb = 0 if the dimensions of βa and βb are not complementary to each other. Put (ηab) to be
the inverse of (ηab). Then, the Poincare dual of ∆ is
∆∗ =
∑
a,b
ηabβa ⊗ βb.
There is a smooth form σ ∈ C∞(M ×M) such that
Φ−∆∗ = dσ.
Then ∫
UTc
α =
∫
UT1c×UT2c
(evcn1+1,n2+1)
∗(∆∗ + dσ) ∧ α =
∫
UT1c×UT2c
(evcn1+1,n2+1)
∗∆∗ ∧ α. (73)
In the last equality we used the Stokes theorem and the same argument as in the proof of (2) in
Theorem 1.3.
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Lemma 11.7. LetK1×K2 ∈ H∗(Mg1,g2,n1,n2,R), α1, · · · , αn ∈ H∗(M,R) be represented by smooth
forms. Then
Ψ(A1,A2,g1,g2,n1,n2)(K1 ×K2; {αi})
= ǫ(K,α)
∑
a,b
ηabΨ(A1,g1,n1+1)(K1; {αi}i≤n1, βa)Ψ(A2,g2,n2+1)(K2; {αj}j>n1, βb),
where ǫ(K,α) = (−1)deg(K2)∑n1i=1(deg(αi)).
Proof. Let K = (K1, K2) be the smooth form as in subsection §11.1. Let Θic be the Thom form of
Eic supported in a neighborhood of the zero section. Then Θc = Θ1c ∧Θ2c be the Thom form of Ec.
Using (73), a direct calculation gives us
Ψ(A1,A2,g1,g2,n1,n2)(K1 ×K2; {αi})
=
∫
UTc,ǫ
P∗(K) ∧ (∏i ev∗i αi) ∧ σ∗cΘc
=
∑
C∈C
∫
UT1c,ǫ×UT2c,ǫ(ev
c
n1+1,n2+1)
∗(∆∗) ∧P∗(K1 ×K2) ∧ (
∏
i ev
∗
i αi) ∧ σ∗1cΘ1c ∧ σ∗2cΘ2c
=
∑
a,b η
ab
∫
UT1c,ǫ×UT2c,ǫ(ev
c
n1+1,n2+1
)∗(βa ∧ βb) ∧P∗(K1 ×K2) ∧
∏
i ev
∗
i αi ∧ σ∗1cΘ1c ∧ σ∗2cΘ2c
= ǫ(K,α)
∑
a,b η
ab
[∫
UT1c,ǫ
(evcn1+1)
∗βa ∧P∗K1 ∧
∏
i≤n1 ev
∗
i αi ∧ σ∗1cΘ1c
]
·
[∫
UT2c,ǫ
(evcn2+1)
∗βb ∧P∗K2 ∧
∏
i>n1
ev∗i αi ∧ σ∗2cΘ2c
]
= ǫ(K,α)
∑
a,b η
abΨ(A1,g1,n1+1)(K1; {αi}i≤n1, βa)Ψ(A2,g2,n2+1)(K2; {αj}j>n1, βb),
.
The lemma is proved.
Combination of Lemmas 11.7 and 11.5 give us
Theorem 11.8. For any K1 × K2 ∈ H∗(Mg1,g2,n1,n2 ,R), α1, · · · , αn ∈ H∗(M,R), represented by
smooth forms, we have
Ψ(A,g,n)((θ)!(K1 ×K2)); {αi})
= ǫ(K,α)
∑
A=A1+A2
∑
a,b
Ψ(A1,g1,n1+1)(K1; {αi}i≤n1 , βa)ηabΨ(A2,g2,n2+1)(K2; βb, {αj}j>n1),
where ǫ(K,α) = (−1)deg(K2)∑n1i=1(deg(αi)).
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