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STRUCTURAL STABILITY OF SUPERSONIC SOLUTIONS TO THE
EULER-POISSON SYSTEM
MYOUNGJEAN BAE, BEN DUAN, JINGJING XIAO, AND CHUNJING XIE
Abstract. The well-posedness for the supersonic solutions of the Euler-Poisson system for hy-
drodynamical model in semiconductor devices and plasmas is studied in this paper. We first
reformulate the Euler-Poisson system in the supersonic region into a second order hyperbolic-
elliptic coupled system together with several transport equations. One of the key ingredients of
the analysis is to obtain the well-posedness of the boundary value problem for the associated
linearized hyperbolic-elliptic coupled system, which is achieved via a delicate choice of multiplier
to gain energy estimate. The nonlinear structural stability of supersonic solution in the general
situation is established by combining the iteration method with the estimate for hyperbolic-elliptic
system and the transport equations together.
1. Introduction
The hydrodynamical model of semiconductor devices or plasmas is described by the nonlinear
system
(1.1)

ρt + divx(ρu) = 0,
(ρu)t + divx(ρu⊗ u) +∇xp = ρ∇xΦ,
(ρE)t + divx(ρEu + pu) = ρu · ∇xΦ,
∆xΦ = ρ− b(x),
called the Euler-Poisson system (see [26]). In the system above, u, ρ, p, and E represent the
macroscopic particle velocity, electron density, pressure, and the total energy density, respectively.
The electric potential Φ is generated by the Coulomb force of particles. The fixed positive function
b(x) > 0 represents the density of fixed, positively charged background ions. In fact, the system
(1.1) can also be used to model the biological transport of ions in channel proteins [6]. The system
(1.1) is closed with the aid of definition of specific total energy and the equation of state
(1.2) E = |u|
2
2
+ e and p = p(ρ, e),
respectively, where e is the internal energy. In this paper, we consider the case for which the
pressure p and the enthalpy i = e+ pρ are given by
(1.3) p(ρ, S) = Sργ and i(ρ, S) =
γ
γ − 1Sρ
γ−1,
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respectively, where we follow the notations in gas dynamics to call the constant γ > 1 the adiabatic
constant and the quantity lnS entropy. One of the interesting phenomenon for the system (1.1)
is that the electric field can provide more stabilizing effect. Mathematically speaking, when
b(x) ≡ b0 for some constant b0, the associated linearized system around trivial steady state
(ρ,u, S) = (b0,0, S¯) where S¯ is a constant state, is a Klein-Gordon type system (equation) which
has faster dispersive decay than the wave system (equation) which corresponds to the linearized
Euler system. With the aid of this faster dispersive decay and the nice structure of the system
(1.1), the global classical solutions of the system (1.1) with small and smooth irrotational data
were established in [13, 19, 18, 14] in the cases with different spatial dimensions.
A natural problem is to see whether there are some other physically nontrivial steady states.
If there are some nontrivial steady solutions, can we prove the stability of these solutions? The
steady state of the system (1.1) is governed by the following steady Euler-Poisson system
(1.4)

divx(ρu) = 0,
divx(ρu⊗ u) +∇p = ρ∇xΦ,
divx(ρuB) = ρu · ∇xΦ,
∆xΦ = ρ− b(x),
where Bernoulli’s function B is given by
(1.5) B(ρ, |u|, S) = |u|
2
2
+ e+
p
ρ
=
|u|2
2
+
γ
γ − 1Sρ
γ−1.
The one dimensional solutions of the system (1.4) were studied in [2, 10, 11, 24, 30], and the struc-
tural and dynamical stability of some transonic shock solutions in one dimensional setting were
achieved in [23]. A natural question is to study the structural stability of nontrivial one dimen-
sional steady solutions for the Euler-Poisson system under multidimensional steady perturbations
of the boundary conditions.
The first main difficulty for the system (1.4) is that it may change type as long as the Mach
number Ma = |u|/
√
pρ(ρ, S) of the flows varies, where
√
pρ(ρ, S) is called the sound speed .
In the case Ma < 1, i.e., the flow is subsonic, if, in addition, the current flux is sufficiently
small, the existence of subsonic solutions was obtained in [7, 8, 25, 32, 33, 31]. In [3, 4], the
structural stability of subsonic solutions for the Euler-Poisson system has been achieved even
when the background solutions have large variations. More precisely, in [3], the subsonic potential
flow model of the system (1.4) was formulated as a second order quasilinear elliptic system for
the velocity potential and the electric potential, respectively. Furthermore, it was interestingly
discovered that this quasilinear elliptic system has a special structure to yield the well-posedness
even when a nonlinear boundary condition, fixing the exit pressure, is prescribed. For general
solutions with nonzero vorticity, in [4], two dimensional subsonic solutions to the system (1.4)
have been studied with the aid of the Helmholtz decomposition. Hence a natural question is to
understand the well-posedness for the supersonic solutions of the steady Euler-Poisson system
(1.4). It is our goal to provide an answer to this question in this work.
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If the right hand sides of the second and the third equations in the system (1.4) are zero
and the Poisson equation in (1.4) disappears, then the system (1.4) becomes the well-known
steady Euler system which describes gas motion of compressible inviscid flow. If Ma > 1, the
steady Euler system is a quasilinear hyperbolic system. Therefore, the unique existence of smooth
multidimensional supersonic solutions to steady Euler system in a nozzle of finite length can be
obtained by the standard theory for the initial boundary value problem for hyperbolic system [28].
However, the system (1.4) becomes a second order quasilinear hyperbolic-elliptic coupled system
even in the case of isentropic irrotational solutions as the Poisson equation (the fourth equation
in (1.4)) is included. Hence steady Euler-Poisson system for supersonic solutions is analytically
different very much from both steady Euler system for supersonic solutions and steady Euler-
Poisson system for subsonic solutions. Therefore, the question on the well-posedness theory for
the multi-dimensional supersonic solutions to steady Euler-Poisson system becomes immediately
nontrivial.
The main goal of the analysis is to establish structural stability of supersonic solutions to the
Euler-Poisson system under multidimensional perturbations of boundary conditions. One of the
key ingredients of this paper is to establish the well-posedness of a boundary value problem of
a class of quasilinear hyperbolic-elliptic coupled system which is the linearized problem for the
Euler-Poisson system around one dimensional supersonic solutions. So far, there are very few
known results about general hyperbolic-elliptic system of second order PDEs. In [1], the local
and strong well-posedness of a Riemann problem of a quasilinear hyperbolic-elliptic system is
proved. But as far as we know, there has been no known result about the initial-boundary value
problem for a general quasilinear hyperbolic-elliptic system except for the study on the symmetric
positive system in [9]. On the other hand, the study for supersonic solutions for the Euler-Poisson
system not only is important for the supersonic solutions themselves but also plays a crucial role
for the study on the transonic solutions for the Euler-Poisson system. The study of subsonic and
supersonic solutions to the system (1.4) is the essential step to analyze multi-dimensional smooth
or discontinuous transonic solutions. This is also one of our ultimate goal for the study on steady
solutions of the Euler-Poisson system.
The rest of the paper is organized as follows. In Section 2, we propose the problem on the
existence of multidimensional supersonic solutions for the Euler-Poisson system and state the
main results. In Section 3, we introduce a linear hyperbolic-elliptic coupled system of second
order and establish the well-posedness of the boundary value problem of this system. This is the
core part of the work. By using the results obtained in Section 3, the nonlinear structural stability
of supersonic solutions are achieved in Section 4 for both the irrotational case and the case with
nonzero vorticity. Finally, the detailed analysis on the higher order estimate for the linearized
problem of the Euler-Poisson system and the analysis on the transport equation for the entropy
are included in the appendices.
2. Problem and Main theorems
2.1. One dimensional supersonic solutions for steady Euler-Poisson system. The analy-
sis on various types of one dimensional solutions to the steady Euler-Poisson system (1.4) has been
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achieved in [24]. Here, we recall and collect some important properties of supersonic solutions
which are used in this work later.
Let b0 > 0 be a fixed constant. Assume that (ρ, u, p,Φ) solve the ODE system
(2.1)

(ρu)′ = 0,
(ρu2 + p)′ = ρΦ′,
(ρuB)′ = ρuΦ′,
Φ′′ = ρ− b0,
where ′ denotes the derivative with respect to x1 and B = B(ρ, |u|, S) is defined by (1.5). If
ρ > 0 and u > 0, then the system (2.1) is equivalent to
(2.2)

ρ′ = Eρ
γS0ργ−1−J
2
0
ρ2
,
E′ = ρ− b0
with
(2.3) u =
J0
ρ
and
p
ργ
= S0,
where the constants J0 > 0 and S0 > 0 are determined by the values of (ρ, u, p) at x1 = 0. Here,
E = Φ′ represents the electric field in x1-direction. The first equation in (2.2) has a singularity
at ρ = ρs which is given by
(2.4) ρs =
(
J20
γS0
) 1
γ+1
.
One can directly check from (2.3) that the solution (ρ, u, p, E) to (2.1) is supersonic if and only
if ρ < ρs, subsonic if and only if ρ > ρs, and sonic if and only if ρ = ρs.
It is easy to see that the system (2.2) has a Hamiltonian. In fact, any C1 solution (ρ,E) to
(2.2) satisfies
(2.5)
1
2
E2 −H(ρ) = constant
for
(2.6) H(ρ) =
∫ ρ
ρs
(t− b0)
t
(
γS0t
γ−1 − J
2
0
t2
)
dt.
The phase plane of the system (2.2) under the assumption of
(2.7) 0 < b0 < ρs
is given in Figure 1 for fixed (J0, S0, b0).
We first study the solution of the ODEs (2.2) with the initial data
(2.8) (ρ,E)(0) = (ρ0, E0)
satisfying 0 < ρ0 < ρs.
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Figure 1. Phase plane of the system (2.2)
Here we collect some results for supersonic solutions in [24] and exploit more properties of the
solutions of the problem (2.2) and (2.8) which we need for later analysis.
Lemma 2.1. Fix γ > 1, J0 > 0, and S0 > 0. Suppose that ρ0 ∈ (0, ρs) and E0 ∈ R.
(a) If 12E
2
0 −H(ρ0) < 0, then the initial value problem (2.2) and (2.8) has a unique solution
(ρ, u)(x1) ∈ C∞(R). And, the solution is periodic. Furthermore, there exists a constant
ε¯ > 0 depending on (γ, J0, S0, ρ0, E0) such that
ε¯ ≤ ρ(x1) ≤ ρs − ε¯ for all x1 ∈ R.
(b) If 12E
2
0 − H(ρ0) = 0, then there exist constants Tmin and Tmax with −∞ < Tmin <
0 < Tmax < +∞ so that the initial value problem (2.2) and (2.8) has a unique solution
(ρ, u)(x1) ∈ C∞([Tmin, Tmax]) satisfying
0 < ρ(x1) < ρs on (Tmin, Tmax), ρ(x1) = ρs at x1 = Tmin and Tmax.
(c) If 12E
2
0 − H(ρ0) > 0, then there exist constants Tmin and Tmax with −∞ < Tmin <
0 < Tmax < +∞ so that the initial value problem (2.2) and (2.8) has a unique solution
(ρ, u)(x1) ∈ C∞(Tmin, Tmax) satisfying
0 < ρ(x1) < ρs on (Tmin, Tmax), lim
x1→Tmin+
ρ(x1) = lim
x1→Tmax−
ρ(x1) = ρs,
and
lim
x1→Tmin+
ρ′(x1) = −∞, lim
x1→Tmax−
ρ′(x1) = +∞.
Proof. It directly follows from the unique existence theorem of ODEs that the initial value problem
(2.2) and (2.8) for ρ0 ∈ (0, ρs) has a unique smooth solution as long as 0 < ρ(x1) < ρs. Denote
Υ(ρ0,E0) :=
{
(ρ,E) ∈ (0, ρs]× R
∣∣∣1
2
E2 −H(ρ) = 1
2
E20 −H(ρ0)
}
.
First, we have inf
(ρ,E)∈Υ(ρ0,E0)
ρ > 0 for each (ρ0, E0) ∈ (0, ρs)× R.
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(i) Proof of (a): If 12E
2
0 − H(ρ0) < 0, then we have sup
(ρ,E)∈Υ(ρ0,E0)
ρ < ρs. Therefore, the initial
value problem (2.2) and (2.8) has a unique smooth solution on R. Heuristically, the periodicity
can be observed from Fig. 1 (See the orbit (a) in Fig. 1). For further details, one can refer to
[24]. Hence (a) is proved.
(ii) Proof of (b): If 12E
2
0 −H(ρ0) = 0, then we have (see the orbit (b) of Fig. 1)
(2.9) 0 < inf
(ρ,E)∈Υ(ρ0,E0)
ρ < sup
(ρ,E)∈Υ(ρ0,E0)
ρ = ρs.
The only equilibrium solution of (2.2) is (ρ,E) = (b0, 0). It follows from (2.6) and (2.7) that one
has H(b0) > 0 = H(ρs). Hence (b0, 0) 6∈ Υ(ρ0,E0) and (ρs, 0) ∈ Υ(ρ0,E0). Therefore, there exist two
finite constants Tmin and Tmax with −∞ < Tmin < 0 < Tmax <∞ so that the solution (ρ,E)(x1)
to the initial value problem (2.2) and (2.8) satisfy 0 < ρ(x1) < ρs for Tmin < x1 < Tmax, and
ρ(Tmin) = ρ(Tmax) = ρs. Then, (ρ,E)(x1) is C
∞ for Tmin < x1 < Tmax. Now it remains to prove
that (ρ,E)(x1) is C
∞ at x1 = Tmin and x1 = Tmax.
Denote
Υ¯ :=
{
(ρ,E)
∣∣∣1
2
E2 −H(ρ) = 0
}
,
Υ¯+ :=
{
(ρ,E) ∈ Υ¯
∣∣∣− (ρ− ρs)E ≥ 0} , Υ¯− := {(ρ,E) ∈ Υ¯∣∣∣− (ρ− ρs)E ≤ 0} .
Note that (ρs, 0) ∈ Υ¯+ ∩ Υ¯−. By (2.4) and (2.6), we have H(ρs) = Hρ(ρs) = 0. Therefore, any
(ρ,E) ∈ Υ¯ satisfies
(2.10) E2 = 2(ρ− ρs)2
∫ 1
0
∫ 1
0
t1Hρρ(t1t2ρ+ (1− t1t2)ρs) dt1dt2.
And, a direct computation with using (2.6) yields that
(2.11) Hρρ(ρ) =
γS0
ρ3
(
(ργ+1 − ργ+1s )(1−
3(ρ− b0)
ρ
) + (γ + 1)(ρ− b0)ργ
)
.
By (2.4), we get
(2.12) γS0ρ
γ−1 − J
2
0
ρ2
=
γS0
ρ2
(ργ+1 − ργ+1s ) =
γ(γ + 1)S0
ρ2
(ρ− ρs)
∫ 1
0
(tρ+ (1− t)ρs)γ dt.
We use (2.10)–(2.12) to rewrite the differential equation for ρ in (2.2) as
ρ′ = −F (ρ) on Υ¯+, ρ′ = F (ρ) on Υ¯−
where
(2.13) F (ρ) =
ρ3
√
2
∫ 1
0
∫ 1
0 t1Hρρ(t1t2ρ+ (1− t1t2)ρs) dt1dt2
γ(γ + 1)S0
∫ 1
0 (tρ+ (1− t)ρs)γ dt
.
We regard (ρ(Tmin), 0) ∈ Υ¯− ∩ Υ(ρ0,E0) and (ρ(Tmax), 0) ∈ Υ¯+ ∩ Υ(ρ0,E0). Since F (ρ) is smooth
with respect to ρ, we conclude from the differential equation (2.13) for ρ that ρ(x1) is C
∞ up to
x1 = Tmin, and up to x1 = Tmax.
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(iii) Proof of (c): If 12E
2
0 − H(ρ0) > 0 holds, then F (ρ,E) := Eρ
γS0ργ−1−J
2
0
ρ2
is continuous on
the set Υ(ρ0,E0) \ {(ρ,E) : ρ = ρs} but discontinuous for ρ = ρs (see the orbit (c) in Fig. 1). Since
the curve Υ(ρ0,E0) passes through the points (ρs,±
√
E20 − 2H(ρ0)), we have |ρ′| = ∞ if ρ = ρs
and 12E
2
0 − H(ρ0) > 0. Then, the statement (c) follows from the unique existence theorem of
ODEs and the property inf
Υ(ρ0,E0)
|F (ρ,E)| > 0. 
Definition 2.2. (i) If 12E
2
0 −H(ρ0) < 0, that is, the solution (ρ, u) of (2.2) and (2.8) is periodic,
we denote
Tmax = sup{x1 : ρ(t) < sup
(ρ,E)∈Υ(ρ0,E0)
ρ, for all t ∈ (0, x1)},
Tmin = inf{x1 : ρ(t) < sup
(ρ,E)∈Υ(ρ0,E0)
ρ, for all t ∈ (x1, 0)}.
(2.14)
(ii) If E0 > 0, we define
(2.15) T∗ = sup{x1 : E(t) > 0, for all t ∈ (0, x1)}.
It is easy to see that Tmax is the smallest positive value of x1 at which ρ(x1) achieves its
maximum, and that T∗ is the smallest positive value of x1 at which the value of E(x1) becomes
zero. Furthermore, the flow corresponding to the solution (ρ,E) of (2.2) and (2.8) is accelerating
on the interval (Tmin, T∗) as long as E0 > 0.
2.2. Problem and Main Results. For a constant L > 0, denote
(2.16) ΩL := {(x1, x2) : 0 < x1 < L, −1 < x2 < 1},
and
(2.17) Γ0 := ∂ΩL ∩ {x1 = 0}, ΓL := ∂ΩL ∩ {x1 = L}, ΛL := ∂ΩL ∩ {x2 = ±1}.
If ρ > 0 in ΩL, then it can be directly derived from the steady Euler-Poisson system (1.4) that
u · ∇S = u · ∇K = 0 in ΩL
for K := B −Φ, where B is defined in (1.5). We call K the pseudo-Bernoulli invariant . Under
the condition K = 0 on Γ0, u1 > 0 in ΩL, and the slip boundary condition on ΛL, the transport
equation u · ∇K = 0 yields K ≡ 0 in ΩL. Since these two transport equations for S and K can
be dealt with in the same way, without of loss of generality, we assume K ≡ 0 in this paper for
simplicity.
Our main goal is to study the following well-posedness problem for the supersonic solutions of
the steady Euler-Poisson system.
Problem 2.3. Given functions (b, uen, ven, Sen, Een,Φex) with min
Γ0
uen > 0, find (ρ,u, p,Φ) ∈
[C1(ΩL) ∩ C0(ΩL)]4 × [C2(ΩL) ∩ C1(ΩL)] with u = (u1, u2) so that
(i) (ρ,u, p,Φ) solve the system (1.4) in ΩL;
(ii) ρ > 0 and u1 > 0 hold in ΩL;
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(iii) (ρ,u, p,Φ) satisfy boundary conditions:
(u1, u2, S,Φx1 ,K ) = (uen, ven, Sen, Een, 0) on Γ0,
u2 = Φx2 = 0 on ΛL,
Φ = Φex on ΓL;
(2.18)
(iv) The inequality |u|2 > γpρ holds in ΩL, i.e., the flow corresponding to (ρ,u, p,Φ) is super-
sonic in ΩL.
It follows from [5] that if u1 > 0 and K ≡ 0, then the two dimensional steady Euler-Poisson
system is equivalent to
(2.19)

div(ρu) = 0,
∆Φ = ρ− b,
ω =
ργ−1Sx2
(γ − 1)u1 ,
ρu · ∇S = 0,
B − Φ ≡ 0,
where ω = curlu = ∂x1u2 − ∂x2u1 is the vorticity of the flow. It follows from B − Φ = 0 that
(2.20) ρ =
(
γ − 1
γS
(
Φ− |u|
2
2
)) 1
γ−1
.
Substituting (2.20) into (2.19) implies that (2.19) can be regarded as a nonlinear PDE system for
(u, S,Φ).
To solve the system (2.19), we introduce the Helmholtz decomposition for the velocity field as
in [5]. Given a velocity field u ∈ C1(ΩL) ∩ C0(ΩL), if φ ∈ C2(ΩL) ∩ C1(ΩL) satisfies
(2.21)
∆φ = ω in ΩL,∂x1φ = 0 on Γ0, φ = 0 on ∂ΩL \ Γ0,
then curl(u −∇⊥φ) = 0 holds in ΩL for ∇⊥φ := (−∂x2φ, ∂x1φ). Since ΩL is a simply connected
domain, one can find a function ϕ ∈ C2(ΩL) satisfying
∇ϕ = u−∇⊥φ.
In other words, the velocity field u can be expressed as
(2.22) u = ∇ϕ+∇⊥φ.
Therefore, the system (2.19) can be written into a nonlinear system for (ϕ, φ,Φ, S,K ) as follows,
(2.23)

div
(
H
(
S,Φ− 1
2
|∇ϕ+∇⊥φ|2
)
(∇ϕ+∇⊥φ)
)
= 0,
∆Φ = H
(
S,Φ− 1
2
|∇ϕ+∇⊥φ|2
)
− b(x),
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together with
(2.24) ∆φ =
Hγ−1 (S,Φ− 12 |∇ϕ+∇⊥φ|2)Sx2
(γ − 1)(ϕx1 + φx2)
,
and
(2.25) H
(
S,Φ− 1
2
|∇ϕ+∇⊥φ|2
)
(∇ϕ+∇⊥φ) · ∇S = 0,
where
(2.26) H(S, ζ) =
(
γ − 1
γ
ζ
S
) 1
γ−1
, provided that
ζ
S
> 0.
In terms of (ϕ, φ,Φ, S), the boundary conditions (2.18) can be formulated as
(2.27) ϕx1 = uen(x2)− φx2 , ϕ(0, x2) = ϕen(x2) on Γ0, ϕx2 = 0 on ΛL,
(2.28) Φx1 = Een on Γ0, Φx2 = 0 on ΛL, Φ = Φex on ΓL,
(2.29) φx1 = 0 on Γ0, φ = 0 on ∂ΩL \ Γ0,
(2.30) S = Sen on Γ0,
where
(2.31) ϕen(x2) =
∫ x2
−1
ven(s) ds
with ven given in Problem 2.3.
Suppose that
(2.32) Sen ≡ S0 on Γ0
for a constant S0 > 0. In the rest of the paper, we denote {e1, e2} to be the canonical bases of
R2. If H (S,Φ− 12 |∇ϕ+∇⊥φ|2) (∇ϕ +∇⊥φ) · e1 > 0 in ΩL, then it follows from (2.25), (2.30),
(2.32) and the slip boundary condition for u · e2 = 0 on ΛL, which is achieved by the boundary
conditions ϕx2 = φ = 0 on ΛL, that the characteristic method gives
S ≡ S0 in ΩL.
In this case, Eq. (2.24) becomes ∆φ = 0 in ΩL, and this equation combined with (2.29) implies
φ ≡ 0 in ΩL. Hence the system of (2.23)–(2.25) is simplified as
div(H0(Φ,∇ϕ)∇ϕ) = 0,(2.33)
∆Φ = H0(Φ,∇ϕ)− b(x),(2.34)
where
(2.35) H0(z,q) =
(
γ − 1
γS0
(
z − |q|
2
2
)) 1
γ−1
for z ∈ R, q ∈ R2 with z − |q|
2
2
> 0.
The system (2.33)–(2.34) describes exactly the irrotational solutions for the Euler-Poisson system.
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For given constants J0 > 0, S0 > 0, b0 ∈ (0, ρs), ρ0 ∈ (0, ρs) and E0 ∈ R, let (ρ¯, E¯)(x1) be the
solution to (2.2) and (2.8). As in (2.3), we define
u¯(x1) :=
J0
ρ¯(x1)
.
Let Tmax be from Lemma 2.1 and Definition 2.2. For each T ∈ (0, Tmax), there exists a constant
ε0 ∈ (0, ρs) depending on (γ, J0, S0, ρ0, E0, T ) to satisfy
(2.36) ε0 ≤ ρ¯(x1) ≤ ρs − ε0 for 0 ≤ x1 ≤ T .
Let us set
(2.37) m0 := J0S
1
γ−1
0 .
A direct computation using (2.36) shows that there exists a constant µ0 ∈ (0, 1) depending only
on (γ, J0, S0, ρ0, E0, T ) to satisfy
(2.38) µ0 ≤ u¯2(x1)− γm
γ−1
0
u¯γ−1(x1)
≤ 1
µ0
for all 0 ≤ x1 ≤ T .
For the given background solution (u¯, E¯), define functions (ϕ0,Φ0) by
ϕ0(x1, x2) :=
∫ x1
0
u¯(t) dt,
Φ0(x1, x2) :=
∫ x1
0
E¯(t) dt+B0 with B0 :=
1
2
(
J0
ρ0
)2
+
γS0
γ − 1ρ
γ−1
0 .
(2.39)
Note that Φ0 is defined so that Φ0 −B0 = 0 holds on Γ0. This guarantees that K ≡ 0 for the
background solutions.
The functions (ϕ0,Φ0) satisfy the equations (2.33) and (2.34) in ΩL provided that L ∈ (0, Tmax),
and satisfies the following boundary conditions:
ϕ0 = 0, ∂x1ϕ0 = u0, ∂x1Φ0 = E0, on Γ0,
∂x2ϕ0 = ∂x2Φ0 = 0 on ΛL,
where u0 :=
J0
ρ0
.
Definition 2.4. We call (ϕ0,Φ0) defined in (2.39) and associated (ρ¯, u¯, E¯) the background solu-
tions of the Euler-Poisson system (1.4).
A special case of Problem 2.3 is to find supersonic irrotational solutions for the Euler-Poisson
system.
Problem 2.5. Given functions (uen, Een, b,Φex) sufficiently close to (u0, E0, b0,Φ0(L, x2)), find a
solution (ϕ,Φ) to the system of (2.33)–(2.34) in ΩL = (0, L)×(−1, 1) with the following boundary
conditions
ϕ = 0, ϕx1 = uen, Φx1 = Een on Γ0,
Φ = Φex on ΓL,
ϕx2 = Φx2 = 0 on ΛL.
(2.40)
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Our first result gives the structural stability of irrotational supersonic solutions to (1.4).
Namely, we prove the well-posedness of Problem 2.5 when the boundary data in (2.40) are given
as small perturbations of the background solution on the associated part of the boundary.
Theorem 2.6. For fixed constants J0 > 0, S0 > 0, b0 ∈ (0, ρs), ρ0 ∈ (0, ρs) and E0 ∈ R, let
(ρ¯, E¯)(x1) and (ϕ0,Φ0) be the associate background solutions defined in Definition 2.4 and let
Tmax > 0 be given in Lemma 2.1 and Definition 2.2.
For each 0 ∈ (0, Tmax), there exist constants L¯ ∈ (0, Tmax − 0], σ¯bd > 0, C¯ > 0 and κ0 > 0
depending only on (J0, S0, b0, ρ0, E0, 0) so that, whenever L ∈ (0, L¯], if given functions uen ∈
C3(Γ0), Een ∈ C4(Γ0), Φex ∈ C4(ΓL) and b ∈ C2(ΩL) satisfy
(2.41) ‖uen − u0‖C3(Γ0) + ‖Een − E0‖C4(Γ0) + ‖Φex − Φ0(L, ·)‖C4(ΓL) + ‖b− b0‖C2(ΩL) ≤ σ¯bd,
and the compatibility conditions:
(2.42) ∂x2b = 0 on ΛL,
duen
dx2
(±1) = d
kEen
dxk2
(±1) = d
kΦex
dxk2
(±1) = 0 for k = 1, 3 ,
then Problem 2.5 has a unique solution (ϕ,Φ) ∈ [H4(ΩL)]2 that satisfies
‖(ϕ− ϕ0,Φ− Φ0)‖H4(ΩL) ≤ C¯
(
‖uen − u0‖C3(Γ0) + ‖Een − E0‖C4(Γ0)
+ ‖Φex − Φ0(L, ·)‖C4(ΓL) + ‖b− b0‖C2(ΩL)
)
,
(2.43)
and
(2.44) c2(Φ,∇ϕ)− |∇ϕ|2 ≤ −κ0 in ΩL,
where c(z,q) is the sound speed given by
(2.45) c(z,q) =
√
(γ − 1)
(
z − 1
2
|q|2
)
.
Furthermore, the solution (ϕ,Φ) satisfies
(2.46) ∂kx2ϕ = ∂
k
x2Φ = 0 on ΛL for k = 1, 3 in the sense of trace.
Furthermore, for each α ∈ (0, 1), it follows from (2.43) that
‖(ϕ− ϕ0,Φ− Φ0)‖C2,α(ΩL) ≤ C¯∗
(
‖uen − u0‖C3(Γ0) + ‖Een − E0‖C4(Γ0)
+ ‖Φex − Φ0(L, ·)‖C4(ΓL) + ‖b− b0‖C2(ΩL)
)
,
(2.47)
for some constant C¯∗ > 0 depending only on (J0, S0, b0, ρ0, E0, 0, L, α).
When the boundary data Sen in (2.30) is not a constant, we have the following results on the
flows with non-zero vorticity.
Theorem 2.7. For given functions b ∈ C2(ΩL), uen ∈ C3(Γ0), (ven, Sen, Een) ∈ C4(Γ0) and
Φex ∈ C4(ΓL), let us set
σ(b, uen, ven, Een,Φex, Sen) :=‖b− b0‖C2(ΩL) + ‖uen − u0‖C3(Γ0) + ‖(ven, Een − E0)‖C4(Γ0)
+ ‖Φex − Φ0(L, ·)‖C4(ΓL) + ‖Sen − S0‖C4(Γ0).
(2.48)
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For fixed constants J0 > 0, S0 > 0, b0 ∈ (0, ρs), ρ0 ∈ (0, ρs) and E0 ∈ R, let (ρ¯, E¯)(x1) and
(ϕ0,Φ0) be the associate background solutions defined in Definition 2.4, and let Tmax > 0 be given
in Lemma 2.1 and Definition 2.2.
For each 0 ∈ (0, Tmax), there exist constants L¯ ∈ (0, Tmax − 0], σˆbd > 0, Cˆ > 0 and
κˆ0 > 0 depending only on (J0, S0, b0, ρ0, E0, 0) so that, whenever L ∈ (0, L¯], if given functions
(b, uen, ven, Een,Φex, Sen) satisfy
(2.49) σ(b, uen, ven, Een,Φex, Sen) ≤ σˆbd,
and the compatibility conditions (2.42) and
dkSen
dxk2
(±1) = d
k−1ven
dxk−12
(±1) = 0 for k = 1, 3,(2.50)
then the nonlinear boundary value problem (2.23)–(2.25) with boundary conditions (2.27)–(2.30)
has a unique solution (ϕ,Φ, φ, S) ∈ [H4(ΩL)]2 ×H5(ΩL)×H4(ΩL) which satisfies
‖(ϕ− ϕ0,Φ− Φ0)‖H4(ΩL) ≤ Cˆσ(b, uen, ven, Een,Φex, Sen),
‖φ‖H5(ΩL) + ‖S − S0‖H4(ΩL) ≤ Cˆ‖Sen − S0‖C4(ΩL),
(2.51)
and
(2.52) c2(Φ,∇ϕ+∇⊥φ)− |∇ϕ+∇⊥φ|2 ≤ −κˆ0 in ΩL
with the sound speed c(z,q) given by (2.45). Furthermore, the solution (ϕ,Φ, φ, S) satisfies
(2.53) ∂kx2ϕ = ∂
k
x2Φ = ∂
k
x2S = ∂
k+1
x2 φ = 0 on ΛL for k = 1, 3
in the sense of trace. Hence for each α ∈ (0, 1), it follows from (2.51) that
‖(ϕ− ϕ0,Φ− Φ0)‖C2,α(ΩL) ≤ Cˆ∗σ(b, uen, ven, Een,Φex, Sen),
‖φ‖C3,α(ΩL) + ‖S − S0‖C2,α(ΩL) ≤ Cˆ∗‖Sen − S0‖C4(ΩL)
(2.54)
for some constant Cˆ∗ > 0 depending only on (J0, S0, b0, ρ0, E0, 0, L, α).
We have the following remark on Theorems 2.6 and 2.7.
Remark 2.8. According to Theorems 2.6 and 2.7, one dimensional supersonic solutions of the
Euler-Poisson system are structurally stable under small perturbations of boundary data provided
that the length of the nozzle ΩL is less than a critical length L¯. The significance of these theorems
is that L¯ in general is not a small constant. As we shall see later in Proposition 3.4, L¯ is chosen
so that a boundary value problem of second order hyperbolic-elliptic coupled system is well posed
in ΩL whenever L ≤ L¯ (See (3.59) and (3.61)). Furthermore, such L¯ can be precisely computed
depending on background one dimensional supersonic solutions of the Euler-Poisson system.
Once we prove Theorem 2.7, the well-posedness of Problem 2.3 is given as a corollary of Theorem
2.7.
Corollary 2.9 (Well-posedness of Problem 2.3). Under the same conditions on the given functions
(b, uen, ven, Een,Φex, Sen) as in Theorem 2.7, if the condition (2.49) holds, then Problem 2.3 has
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a unique solution (u,Φ, S) ∈ [H3(ΩL)]2 × [H4(ΩL)]2 which satisfies
‖u− J0
ρ¯
e1‖H3(ΩL) + ‖Φ− Φ0‖H4(ΩL) ≤ Cσ(b, uen, ven, Een,Φex, Sen),
‖S − S0‖H4(ΩL) ≤ C‖Sen − S0‖C4(ΩL),
(2.55)
for C > 0 depending only on (J0, S0, b0, ρ0, E0, 0, L).
A detailed proof of Corollary 2.9 can be easily given by adjusting [4, Proof of Theorem 2.7], so
we skip proving it in this paper.
Remark 2.10 (Regularity improvement of the vorticity∇×u). According to [4, Proof of Theorem
2.7], if (u,Φ, S) ∈ [H3(ΩL)]2×[H4(ΩL)]2 solves Problem 2.3, then, (2.21) and (2.22) yield a unique
(ϕ, φ) ∈ H4(ΩL)×H5(ΩL) so that (ϕ,Φ, φ, S) solves the nonlinear boundary value problem (2.23)–
(2.25) with boundary conditions (2.27)–(2.30). Furthermore, it is interesting to see from (2.22)
that
∇× u = −∆φ ∈ H3(ΩL).
Therefore, the regularity of the vorticity ∇ × u is same as the one of u. In other words, the
regularity of the vorticity is improved.
3. Linearized problems for the irrotational flows
In this section, we establish the unique solvability of the boundary value problem for a second
order linear hyperbolic-elliptic coupled system which corresponds to the linearized problem for
Problem 2.5. The analysis for this linearized problem plays a crucial role in proving nonlinear
stability for not only irrotational flows but also the flows with non-zero vorticity.
For (ϕ0,Φ0) given by (2.39), define
ψ := ϕ− ϕ0 and Ψ := Φ− Φ0.
Suppose that (ϕ,Φ) solves Problem 2.5 and satisfies
(3.1) c2(Φ,∇ϕ)− ϕ2x1 < 0 in ΩL
for the sound speed c(z,q) given by (2.45). Then, Eq. (2.33) is equivalent to
(3.2) ϕx1x1 + 2A12(Φ,∇ϕ)ϕx1x2 −A22(Φ,∇ϕ)ϕx2x2 +B(Φ,∇Φ,∇ϕ) = 0 in ΩL,
where A12, A22, and B are defined by
A12(z,q) =
−q1q2
c2(z, |q|2)− q21
, A22(z,q) =
q22 − c2(z, |q|2)
c2(z, |q|2)− q21
,
B(z,p,q) =
p · q
c2(z, |q|2)− q21
(3.3)
for z ∈ R, p = (p1, p2) ∈ R2, q = (q1, q2) ∈ R2 with z − 12 |q|2 > 0.
Note that (ϕ0,Φ0) defined in (2.39) satisfies
(3.4)
∂x1x1ϕ0 + B¯ = 0,∆Φ0 = H0(Φ0,∇ϕ0)− b0
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where B¯ = B(Φ0,∇Φ0,∇ϕ0) and H0 is defined in (2.35). Let
aj2(x, z,q) = Aj2(Φ0 + z,∇ϕ0 + q) for j = 1, 2,
a¯22(x1) = A22(Φ0,∇ϕ0), Q(x, z,p,q) = B(z,p,q)− B¯,
(a¯1, b¯1, b¯2) = (∂q1 , ∂p1 , ∂z)B(x, z,p,q)|(z,p,q)=(Φ0,∇Φ0,∇ϕ0),
(3.5)
where (ϕ0,Φ0) are evaluated at x = (x1, x2) in the above. Subtracting the first equation in (3.4)
from Eq. (3.2) yields
(3.6) N1(ψ,Ψ) = f1(x,Ψ,∇Ψ,∇ψ) in ΩL,
where N1(ψ,Ψ) and f1(x, z,p,q) are defined by
(3.7)
N1(ψ,Ψ) := ψx1x1 + 2a12(x,Ψ,∇ψ)ψx1x2 − a22(x,Ψ,∇ψ)ψx2x2
+ a¯1(x)ψx1 + b¯1(x)Ψx1 + b¯2(x)Ψ
and
(3.8) f1(x, z,p,q) = −Q(x,Φ0 + z,∇Φ0 + p,∇ϕ0 + q) + a¯1(x1)q1 + b¯1(x1)p1 + b¯2(x1)z,
respectively. With the aid of (2.2) and (2.3), the direct computations give
a¯22(x) =
1
u¯γ+1
γmγ−10
− 1 , a¯1(x) =
E¯
(
γu¯2 +
γmγ−10
u¯γ−1
)
(
u¯2 − γm
γ−1
0
u¯γ−1
)2 ,
b¯1(x) =
u¯
γmγ−10
u¯γ−1 − u¯2
, b¯2(x) =
−(γ − 1)E¯u¯
(u¯2 − γm
γ−1
0
u¯γ−1 )
2
(3.9)
for the constant m0 > 0 given by (2.37).
Lemma 3.1. Let Tmax > 0 be given by Lemma 2.1 and Definition 2.2. For a constant T ∈
(0, Tmax), we set
ΩT := {x ∈ R2 : 0 < x1 < T, −1 < x2 < 1}.
Then, the coefficients (a¯22, a¯1, b¯1, b¯2) given in (3.9) satisfy the following properties:
(a) there exists a constant µ′0 ∈ (0, 1) so that a¯22(x) satisfies
µ′0 ≤ a¯22(x) ≤
1
µ′0
for x ∈ ΩT .
(b) (a¯22, a¯1, b¯1, b¯2) are smooth in ΩT . More precisely, for each k ∈ Z+, there exists a constant
C¯k > 0 to satisfy
‖(a¯22, a¯1, b¯1, b¯2)‖Ck(ΩT ) ≤ C¯k.
In the statements above, the constant µ′0 depends only on (γ, J0, S0, ρ0, E0, T ), and the constant
C¯k depends on (γ, J0, S0, ρ0, E0, T, k).
Proof. The statement (a) can be directly obtained from (2.38). Lemma 2.1 and (2.38) yield the
statement (b). 
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Given positive constants T and δ0, define the set
(3.10) UTδ0 = {(x, z,q) ∈ΩT × R× R2 : −δ0 < z < δ0, |q| < δ0 }.
The following lemma is a direct consequence of (3.5) and Lemma 3.1.
Lemma 3.2. For each  ∈ (0, Tmax), there exist positive constants (δ0, κ0, κ1) depending only on
(γ, J0, S0, ρ0, E0, ) so that, whenever T ∈ (0, Tmax − ], the following properties hold:
(a) c2(Φ0(x) + z,∇ϕ0(x) + q)− (∂x1ϕ0(x) + q1)2 ≤ −κ0 holds in UTδ0;
(b) a22(x, z,q) ≥ κ1 holds in UTδ0;
(c) for each k ∈ Z+ and j = 1, 2, there exists a positive constant C > 0 depending only on
(γ, J0, S0, ρ0, E0, , k) such that
(3.11) |Dk(x,z,q)aj2(x, z,q)| ≤ C in UTδ0 .
Suppose that H0(Φ,∇ϕ) > 0 in ΩL. Subtracting the second equation in (3.4) from (2.34) yields
(3.12) L2(ψ,Ψ) := ∆Ψ− h¯1(x1)Ψ− h¯2(x1)ψx1 = f2(x,Ψ,∇ψ) in ΩL,
where
(3.13) (h¯1, h¯2)(x1) = (∂zH0, ∂q1H0)(z,q)|(z,q)=(Φ0,∇ϕ0) =
u¯γ−2
γmγ−20 S
1
γ−1
0
(1,−u¯) ,
and
f2(x, z,q) = H0(Φ0 + z,∇ϕ0 + q)−H0(Φ0,∇ϕ0)− h¯1z − h¯2q1 − (b− b0).(3.14)
For each T ∈ (0, Tmax), the constant µ1,T given by
(3.15) µ¯1,T := inf
x1∈[0,T ]
h¯1(x1)
is strictly positive depending on (γ, J0, S0, ρ0, E0, T ).
If the conditions
(3.16) 0 < L ≤ Tmax − , ‖Ψ‖C1(ΩL) < δ0, and ‖ψ‖C1(ΩL) < δ0
are satisfied for the constant δ0 from Lemma 3.2, then the nonlinear boundary value problem
(2.33), (2.34), and (2.40) for (ϕ,Φ) is equivalent to the following nonlinear system
(3.17)
N1(ψ,Ψ) = f1(x,Ψ,∇Ψ,∇ψ)L2(ψ,Ψ) = f2(x,Ψ,∇Ψ,∇ψ) in ΩL,
with boundary conditions
(ψ,ψx1) = (0, uen − u0) =: (0, g1), Ψx1 = Een − E0 =: g2 on Γ0,
Ψ = Φex − Φ0(L, ·) =: Ψex on ΓL,
ψx2 = Ψx2 = 0 on ΛL.
(3.18)
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Given constants δ > 0 and L ∈ (0, Tmax) to be fixed later, we define an iteration set:
Jδ,L :=
{
(ψ,Ψ) ∈ [H4(ΩL)]2 : ‖(ψ,Ψ)‖H4(ΩL) ≤ δ, ∂kx2ψ = ∂kx2Ψ = 0 on ΛL
in the sense of trace for k = 1, 3
}
.
(3.19)
If b, uen, Een, and Φex satisfy the compatibility conditions (2.42), then g1 and g2 satisfy the
compatibility conditions
dg1
dx2
(±1) = 0, d
kg2
dxk2
(±1) = d
kΨex
dxk2
(±1) = 0 for k = 1 and 3, ∂x2b(x) = 0 on ΛL.(3.20)
For a fixed (ψ˜, Ψ˜) ∈ Jδ,L, denote
a˜j2(x) := aj2(x, Ψ˜,∇ψ˜) for j = 1 and 2,(3.21)
where (a12, a22)(x, z,q) are given by (3.5). The following lemma is a direct consequence of (3.3),
(3.5), (3.19), and Lemma 3.2.
Lemma 3.3. Let δ0 > 0 be from Lemma 3.2. For each  ∈ (0, Tmax), there exist positive constants
δ1 ∈ (0, δ0] and C depending only on (γ, S0, J0, ρ0, E0, ) so that whenever δ ∈ (0, δ1] and L ∈
(0, Tmax − ], the coefficients (a˜12, a˜22) defined by (3.21) for (ψ˜, Ψ˜) ∈ Jδ,L with Jδ,L given by
(3.19), satisfy the following properties:
(a) ‖(a˜12, a˜22 − a¯22)‖H3(ΩL) ≤ Cδ,
(b) a˜22 ≥ κ1 in ΩL for the constant κ1 > 0 from Lemma 3.2(b),
(c) a˜12 = 0 on ΛL.
For a fixed (ψ˜, Ψ˜) ∈ Jδ,T , define a linear operator L(ψ˜,Ψ˜)1 by
(3.22) L(ψ˜,Ψ˜)1 (ψ,Ψ) = ψx1x1 + 2a˜12ψx1x2 − a˜22ψx2x2 + a¯1ψx1 + b¯1Ψx1 + b¯2Ψ
with (a¯1, b¯1, b¯2) given in (3.5).
For a fixed  ∈ (0, Tmax), let δ1() represent the constant δ1 from Lemma 3.3, and let (g1, g2,Ψex)
be given by (3.18). For fixed L ∈ (0, Tmax − ] and δ ∈ (0, δ1()], we consider the following linear
boundary value problem associated with (ψ˜, Ψ˜) ∈ Jδ,L:L
(ψ˜,Ψ˜)
1 (ψ,Ψ) = f1(x, Ψ˜,∇Ψ˜,∇ψ˜)
L2(ψ,Ψ) = f2(x, Ψ˜,∇ψ˜)
in ΩL,
(ψ,ψx1) = (0, g1), Ψx1 = g2 on Γ0,
Ψ = Ψex on ΓL,
ψx2 = Ψx2 = 0 on ΛL.
(3.23)
To simplify the boundary conditions of Ψ in (3.23), we define a function Ψbd by
(3.24) Ψbd(x) = (x1 − L)g2(x2) + Ψex(x2) for x = (x1, x2) ∈ ΩL,
and set
(3.25) Ψˆ := Ψ−Ψbd.
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Hence (ψ,Ψ) solves (3.23) if and only if (ψ, Ψˆ) satisfiesL
(ψ˜,Ψ˜)
1 (ψ, Ψˆ) = fˆ1(x, Ψ˜,∇Ψ˜,∇ψ˜)
L2(ψ, Ψˆ) = fˆ2(x, Ψ˜,∇ψ˜)
in ΩL,
ψ = Ψˆx1 = 0, ψx1 = g1 on Γ0,
Ψˆ = 0 on ΓL,
ψx2 = Ψˆx2 = 0 on ΛL,
(3.26)
where (ˆf1, fˆ2) is given by
fˆ1(x, Ψ˜,∇Ψ˜,∇ψ˜) = f1(x, Ψ˜,∇Ψ˜,∇ψ˜)− L(ψ˜,Ψ˜)1 (0,Ψbd),
fˆ2(x, Ψ˜,∇ψ˜) = f2(x, Ψ˜,∇ψ˜)− L2(0,Ψbd).
(3.27)
In the following two propositions, we establish a priori estimates of (ψ, Ψˆ), and prove the well-
posedness of (3.26), from which the well-posedness of (3.23) easily follows.
The first proposition provides the key estimate to prove the well-posedness of (3.26), or equiv-
alently the well-posedness of (3.23).
Proposition 3.4 (A priori H1 estimate). For each 0 ∈ (0, Tmax10 ], let δ1(0) represent the con-
stant δ1 from Lemma 3.3. Then, there exists a constant L¯ ∈ (0, Tmax − 0] depending only
on (γ, S0, J0, ρ0, E0, 0) so that if the iteration set Jδ,L is given by (3.19) for L ∈ (0, L¯) and
δ ∈ (0, δ1(0)], then the following statement holds: for a fixed (ψ˜, Ψ˜) ∈ Jδ,L , if (ψ, Ψˆ) ∈ [C2(ΩL)]2
solves the linear boundary value problem (3.26) associated with (ψ˜, Ψ˜) ∈ Jδ,L, then it satisfies the
estimate
‖ψ‖H1(ΩL) + ‖Ψ‖H1(ΩL) ≤ C
(
‖ˆf1‖L2(ΩL) + ‖ˆf2‖L2(ΩL) + ‖g1‖C0(Γ0)
)
,(3.28)
for fˆ1 = f1(x, Ψ˜,∇Ψ˜,∇ψ˜) and fˆ2 = f2(x, Ψ˜,∇ψ˜). Here, the constant C depends only on γ, J0, S0,
ρ0, E0, 0, and L.
Proof. The proof is divided into three steps.
Step 1. Weighted energy equality. Fix a small constant 0 ∈ (0, Tmax10 ] and fix (ψ˜, Ψ˜) ∈ Jδ,L,
and suppose that (ψ, Ψˆ) ∈ [C2(ΩL)]2 solve (3.26).
By Lemma 3.3(b), if δ ∈ (0, δ1(0)] and L ∈ (0, Tmax − 0], then the coefficient a˜22 satisfies
(3.29) a˜22 ≥ κ1(0) in ΩL,
where the positive constants (δ1, κ1)(0) are chosen depending on (γ, S0, J0, ρ0, E0, 0).
For a smooth function W(x1) to be specified later, let us define a functional IL(ψ, Ψˆ,W) as
follows
(3.30) IL(ψ, Ψˆ,W) :=
∫
ΩL
W(x1)ψx1L(ψ˜,Ψ˜)1 (ψ, Ψˆ)− ΨˆL2(ψ, Ψˆ) dx.
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Since (ψ, Ψˆ) solves (3.26), one has
(3.31) IL(ψ, Ψˆ,W) =
∫
ΩL
W(x1)ψx1 fˆ1(x, Ψ˜,∇Ψ˜,∇ψ˜)− Ψˆfˆ2(x, Ψ˜,∇ψ˜) dx.
Integrating by parts gives
(3.32) IL(ψ, Ψˆ,W) = J1(ψ, Ψˆ,W) + J2(ψˆ, Ψˆ,W) + J3(ψ,W)
with
J1(ψ, Ψˆ,W) =
∫
ΩL
q1(W, x)
ψ2x1
2
+ q2(W, x)
ψ2x2
2
+ |∇Ψˆ|2 + h¯1Ψˆ2 dx,
J2(ψ, Ψˆ,W) =
∫
ΩL
Wψx1(b¯1Ψˆx1 + b¯2Ψˆ) + h¯2ψx1Ψˆ− ∂x2 a˜22Wψx1ψx2 dx,
J3(ψ,W) =
∫
ΓL
W
2
(ψ2x1 + a˜22ψ
2
x2) dx2 −
∫
Γ0
W
2
g21 dx2,
where (q1, q2)(W, x) is defined by
(3.33) q1(W, x) = −Wx1 + 2(a¯1 − ∂x2 a˜12)W and q2(W, x) = −a˜22
(
Wx1 +
∂x1 a˜22
a˜22
W
)
.
Step 2. A priori estimate of (ψ, Ψˆ). It follows from Cauchy-Schwarz inequality and Lemma
3.3(a) that
(3.34) |J2(ψ, Ψˆ,W)| ≤ 1
8
Ψˆ2x1 +
µ¯1,L
4
Ψˆ2 + q3(W, x)
ψ2x1
2
+ C∗δψ2x2 ,
for a constant C∗ > 0 chosen depending only on (γ, S0, J0, ρ0, E0, 0), where the constant µ¯1,L > 0
is given by (3.15) and
(3.35) q3(W, x) = 2
((
b¯21 +
b¯22
µ¯1,L
+ δ
)
W2 + h¯
2
2
µ¯1,L
)
.
By using (3.29) and (3.34), we can estimate IL(ψ, Ψˆ,W) given by (3.32) as
IL(ψ, Ψˆ,W) ≥
∫
ΩL
(q1(W, x)− q3(W, x))
ψ2x1
2
+ (q2(W, x)− 2C∗δ)
ψ2x2
2
dx
+
∫
ΩL
7
8
|∇Ψˆ|2 + 3µ¯1,L
4
Ψˆ2 dx
+ min{1, κ1(0)}
∫
ΓL
W
2
(ψ2x1 + ψ
2
x2) dx2 −
∫
Γ0
W
2
g21 dx2
(3.36)
provided that the function W satisfies
(3.37) W(L) ≥ 0.
Furthermore, if (W, L, δ) are chosen to satisfy
(3.38) W(x1) > 0 for 0 ≤ x1 ≤ L,
(3.39) q1(W, x)− q3(W, x) ≥ λ0 in ΩL,
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and
(3.40)
1
a˜22
(q2(W, x)− 2C∗δ) ≥ λ0 in ΩL
for some constant λ0 > 0, then we obtain from (3.29) and (3.36) that
IL(ψ, Ψˆ,W)
≥ λ0
2
∫
ΩL
ψ2x1 + κ1(0)ψ
2
x2 dx +
7
8
∫
ΩL
|∇Ψˆ|2 dx + 3µ¯1,L
4
∫
ΩL
Ψˆ2 dx−
∫
Γ0
W
2
g21 dx2.
(3.41)
Applying Cauchy-Schwarz inequality to the right-hand side of (3.31) yields
IL(ψ, Ψˆ,W) ≤
∫
ΩL
λ0
4
ψ2x1 +
µ¯1,L
4
Ψˆ2 +
1
λ0
|W fˆ1|2 + 1
µ¯1,L
|ˆf2|2 dx.
This estimate, together with (3.41), gives
λ0
4
min{1, κ1(0)}
∫
ΩL
|∇ψ|2 dx + 7
8
∫
ΩL
|∇Ψˆ|2 dx + µ¯1,L
2
∫
ΩL
Ψˆ2 dx
≤ 1
λ0
∫
ΩL
|W fˆ1|2 dx + 1
µ¯1,L
∫
ΩL
|ˆf2|2 dx +
∫
Γ0
W
2
g21 dx2.
Since ψ = 0 on Γ0, we apply Poincare´ inequality to derive from the estimate right above that
(3.42) ‖ψ‖H1(ΩL) + ‖Ψˆ‖H1(ΩL) ≤ C∗
(
‖ˆf1‖L2(ΩL) + ‖ˆf2‖L2(ΩL) + ‖g1‖C0(Γ0)
)
for a constant C∗ > 0 chosen depending on (γ, J0, S0, ρ0, E0, 0, L) and (λ0,maxx1∈[0,L]W(x1)).
This proves Proposition 3.4 once we find (W, L) so that they satisfy the conditions (3.38)–(3.40),
where (λ0,maxx1∈[0,L]W(x1)) depend only on (γ, J0, S0, ρ0, E0, 0, L) when L is chosen appropri-
ately.
Step 3. Construction of W. To complete the proof, it remains to find (W, L) to satisfy the
conditions (3.38)–(3.40).
Let us set
µ¯1 := µ¯1,T∗ for T∗ = Tmax − 0
for µ¯1,T given by (3.15). Then, we have
(3.43) µ¯1,L ≥ µ¯1 > 0 for any L ∈ (0, Tmax − 0].
By (3.29), (3.33), (3.35) and (3.43), for any δ ∈ (0, δ1(0)], L ∈ (0, Tmax− 0] and x ∈ ΩL, we have
q1(W, x)− q3(W, x) ≥ −Wx1 + 2(a¯1 − ∂x2 a˜12)W − 2
(
b¯21 +
b¯22
µ¯1
+ δ
)
W2 − 2h¯
2
2
µ¯1
,
1
a˜22
(q2(W, x)− 2C∗δ) ≥ −Wx1 − 2
∂x1 a˜22
2a˜22
W − 2C∗δ
κ1(0)
.
(3.44)
Set
a00 :=
2C∗δ1(0)
κ1(0)
+ max
[0,Tmax−0]
2h¯22
µ¯1
, a02 := max
[0,Tmax−0]
2
(
b¯21 +
b¯22
µ¯1
+ δ1(0)
)
,
a01,1 := min
[0,Tmax−0]
a¯1, a
0
1,2 := min
[0,Tmax−0]
(−∂x1 a¯22
2a¯22
)
, a01 := min{a01,1, a01,2}.
(3.45)
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By Lemma 3.1 and the positivity of µ¯1 depending only on (γ, J0, S0, ρ0, E0, 0), there exists a
constant C > 0 depending only on (γ, J0, S0, ρ0, E0, 0) to satisfy
(3.46) 0 < a00 , a
0
2 ≤ C, and |a01 | ≤ C.
For the rest of the proof, all estimate constants are chosen depending only on (γ, J0, S0, ρ0, E0, 0)
unless otherwise specified.
For each (ψ˜, Ψ˜) ∈ Jδ,L with (δ, L) ∈ (0, δ1(0)]× (0, Tmax − 0], let us set
(3.47) a˜1,1 := min
ΩL
(a¯1 − ∂x2 a˜12), a˜1,2 := min
ΩL
(−∂x1 a˜22
2a˜22
)
, a˜1 := min{a˜1,1, a˜1,2}.
By Lemma 3.3 and Morrey’s inequality, there exists a constant C[ > 0 satisfying
(3.48) a˜1 ≥ a01 − C[δ1(0) =: aˆ01 .
Namely, aˆ01 is a constant fixed depending only on (γ, J0, S0, ρ0, E0, 0). To simplify notations, let
(a0, a1, a2) denote (a
0
0 , aˆ
0
1 , a
0
2 ) for the rest of the proof.
It follows from (3.44) and (3.46)–(3.48) that W satisfies all the conditions (3.38)–(3.40) as long
as it satisfies (3.38) and solves the ODE
(3.49) −Wx1 − a2W2 + 2a1W − a0 = λ0 for 0 ≤ x1 ≤ L
for some constant λ0 > 0.
Since a2 > 0, Eq. (3.49) is equivalent to
(3.50) − Wx1
a2
=
(
W − a1
a2
)2
+
1
a2
(
a0a2 − a21
a2
+ λ0
)
.
Let us set
(3.51) Y (x1) :=W(x1)− a1
a2
,
to rewrite (3.50) as
(3.52) − Y
′
a2
= Y 2 +
1
a2
(
a0a2 − a21
a2
+ λ0
)
.
Note that λ0 > 0 is a free parameter. We solve Y by considering two cases separately according
to the sign of a0a2 − a21.
Case 1. a0a2 − a21 > 0. Set
(3.53) ν(λ0) :=
√
1
a2
(
a0a2 − a21
a2
+ λ0
)
.
Regarding ν(λ0) as a function of λ0 > 0, a general solution to (3.52) for λ0 > 0 is given by
(3.54) Y (x1;λ0) = ν(λ0) tan(C − a2ν(λ0)x1)
for some constant C ∈ R. Then it follows from (3.51) that a general solution W(·, λ0) to (3.49)
for λ0 > 0 is given by
(3.55) W(x1;λ0) := Y (x1;λ0) + a1
a2
= ν(λ0) tan(C − a2ν(λ0)x1) + a1
a2
.
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First, we choose C as
(3.56) C =
pi
2
− λ0,
so that we have
W(0;λ0) = a1
a2
+ ν(λ0) cotλ0 >
a1
a2
+
√
λ0
a2
cotλ0.
It follows from the positivity of a2 in (3.46) and L’Hoˆpital’s rule that
(3.57) lim
λ0→0+
√
λ0
a2
cotλ0 =∞.
Hence one can fix a small constant λ∗1 ∈ (0, pi4 ) depending on (γ, J0, S0, ρ0, E0, 0) so that whenever
λ0 ∈ (0, λ∗1], we have W(0;λ0) > 0. Since W solves (3.49), it follows from the observations made
in (3.44) that if W(x1;λ0) > 0 holds for all x1 ∈ [0, L], then W satisfies all the conditions
(3.38)–(3.40) so that the energy estimate (3.42) is validated.
By (3.53)–(3.56), W(x1;λ0) > 0 holds for all x1 ∈ [0, L], if (λ0, L) ∈ (0, λ∗1] × (0, Tmax − 0]
satisfies
(3.58) L ≤ 1
a2ν(λ0)
(
pi
2
− λ0 − arctan
( |a1|
a2ν(λ0)
))
.
Let us set
(3.59) L¯ := min
{
Tmax − 0, sup
λ∈(0,λ∗]
1
a2ν(λ0)
(
pi
2
− λ0 − arctan
( |a1|
a2ν(λ0)
))}
.
Then, for any L ∈ (0, L¯), one can find a constant λ0 ∈ (0, λ∗1] depending on (γ, J0, S0, ρ0, E0, 0, L)
to satisfy (3.58) so that W (x1;λ0) given by (3.55) satisfy (3.38)–(3.40) in the case of a0a2−a21 > 0.
According to (3.59), the choice of L¯ depends on (γ, J0, S0, ρ0, E0, 0), and the choice of λ0 > 0 de-
pends on (γ, J0, S0, ρ0, E0, 0, L). Therefore, maxx1∈[0,L]W(x1) depends on (γ, J0, S0, ρ0, E0, 0, L)
as well.
Case 2. a0a2 − a21 ≤ 0. We first denote
a∗ :=
a21 − a0a2
a2
≥ 0 and β(λ0) := λ0 − a∗
a2
.
We choose λ0 > a∗ so that β(λ0) > 0, and Eq. (3.52) can be rewritten as
−Y
′
a2
= Y 2 +
√
β(λ0)
2
.
Therefore, the general solution is given by (3.54) except that we replace ν(λ0) by
√
β(λ0). We
choose C as C = pi2 − β(λ0) to obtain from (3.51) that
(3.60) W(x1;λ0) =
√
β(λ0) cot
(
β(λ0) + a2
√
β(λ0)x1
)
+
a1
a2
.
With the aid of L’Hoˆpital’s rule, the direct computations yield that
lim
λ0→a∗+
W(0, λ0) =∞, and lim
λ0→a∗+
W(L, λ0) = 1
a2
(
1
L
+ a1
)
.
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Therefore, if
(3.61)
1
L
+ a1 > 0 and L < Tmax − 0,
then there exists a constant λ0 > a∗ depending only on (γ, J0, S0, ρ0, E0, 0, L) so that W(x1;λ0)
satisfies
W(x1;λ0) > 0 for all x1 ∈ [0, L].
Furthermore, it directly follows from the choice of λ0 and (3.60) that maxx1∈[0,L]W(x1) depends
on (γ, J0, S0, ρ0, E0, 0, L). This completes the proof of Proposition 3.4. 
Remark 3.5 (Accelerating supersonic flow). In (2.8), assume that E0 > 0, and let T∗ ∈ (0, Tmax)
be given by Definition 2.2(ii). A direct computation using (2.2), (2.3) and (3.9) shows that a˜1
given by (3.47) satisfy
(3.62) a˜1 ≥ a¯
∗
1(ε0)
2
> 0
whenever L ∈ (0, Tmax − ε0] and δ ∈ (0, δ∗]. The estimate (3.42) holds for any L satisfying
(3.63) L < min
{
T∗ − ε0, sup
λ∈(0,λ¯]
1
a¯∗2(ε0)ν(λ0)
(
pi
2
− λ0 + arctan
(
a¯∗1(ε0)
2a¯∗2(ε0)ν(λ0)
))}
,
and
(3.64) 0 < L < Tmax − ε0
when the coefficients satisfy (a¯∗0a¯∗2)(ε0) − (a˜1)2 > 0 and (a¯∗0a¯∗2)(ε0) − (a˜1)2 ≤ 0, respectively.
Therefore, (3.64) is more relaxed compared to (3.61) for accelerating supersonic flow. From this
perspective, accelerating supersonic flow of the Euler-Poisson system is relatively more stable.
With the aid of Proposition 3.4, we next prove the well-posedness of the linear boundary value
problem (3.26).
Proposition 3.6. Fix 0 ∈ (0, Tmax), and let L¯ ∈ (0, Tmax− 0] be from Proposition 3.4. For L ∈
(0, L¯] and δ ∈ (0, δ1(0)2 ], let the iteration set Jδ,L be given by (3.19). Then, for each (ψ˜, Ψ˜) ∈ Jδ,L,
the associated linear boundary value problem (3.26) has a unique solution (ψ, Ψˆ) ∈ [H4(ΩL)]2 that
satisfies
‖Ψˆ‖H4(ΩL) ≤ C
(
‖ˆf1‖H2(ΩL) + ‖ˆf2‖H2(ΩL) + ‖g1‖C2(Γ0)
)
,
‖ψ‖H4(ΩL) ≤ C
(
‖ˆf1‖H3(ΩL) + ‖ˆf2‖H2(ΩL) + ‖g1‖C3(Γ0)
)(3.65)
for a constant C > 0 depending only on (γ, J0, S0, ρ0, E0, 0, L). Furthermore, the solution (ψ, Ψˆ)
satisfies the compatibility conditions
(3.66) ∂kx2ψ = ∂
k
x2Ψˆ = 0 for k = 1, 3 on ΛL in the sense of trace.
Proof. Step 1. Approximation of (3.26) by a problem with smooth coefficients.
Claim 1. For any given constant ε > 0, and any given function φ ∈ H4(ΩL) satisfying
∂x2φ = ∂
3
x2φ = 0 on ΛL in the sense of trace,
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there exists a function φε ∈ C∞(ΩL) satisfying
‖φ− φε‖H4(ΩL) ≤ ε and ∂x2φε = ∂3x2φε = 0 on ΛL.
Given φ ∈ H4(ΩL) satisfying (3.6), denote its extension φ˜ onto Ω˜L := (0, L)× (−32 , 32) by
φ˜(x1, x2) =

φ(x1,−x2 + 2) for x2 > 1,
φ(x1, x2) for −1 ≤ x2 ≤ 1,
φ(x1,−x2 − 2) for x2 < −1.
It is easy to check that φ˜ ∈ H4(Ω˜L). We define φε by the convolution of φ˜ with a standard
mollifier ηr(x)(which depends only on |x|) with a compact support in a disk of radius r > 0. One
can choose r > 0 sufficiently small depending on ε so that φε := φ˜∗ηr satisfies ‖φ−φε‖H4(ΩL) ≤ ε.
Furthermore, it can be directly checked from the definition that φε satisfies ∂x2φ
ε = ∂3x2φ
ε = 0
on ΛL. This is because φ˜ is an even function about x2 = ±1, and ηr is radially symmetric. This
verifies the claim.
By Claim 1 , we can introduce a sequence {(ψ˜n, Ψ˜n)}∞n=1 ⊂ C∞(ΩL) such that
(3.67) ‖ψ˜n − ψ˜‖H4(ΩL) + ‖Ψ˜n − Ψ˜‖H4(ΩL) ≤
δ
2n
, ∂kx2ψ˜n = ∂
k
x2Ψ˜n = 0 on ΛL for k = 1, 3.
For each n ∈ N, define
a
(n)
j2 (x) := aj2(x, Ψ˜n,∇ψ˜n) for j = 1, 2,
L(n)1 (ψ,Ψ) := ψx1x1 + 2a(n)12 ψx1x2 − a(n)22 ψx2x2 + a¯1ψx1 + b¯1Ψx1 + b¯2Ψ,
fˆ
(n)
1 (x) := f1(x, Ψ˜n,∇Ψ˜n,∇ψ˜n)− L(n)1 (0,Ψbd),
fˆ
(n)
2 (x) := f2(x, Ψ˜n,∇ψ˜n)− L2(0,Ψbd),
(3.68)
where aj2(x, z,q), f1(x, z,p,q) and f2(x, z,q) are given by (3.5), (3.8) and (3.14), respectively. It
is easy to see that a˜
(n)
j2 ∈ C∞(ΩL), fˆ(n)k ∈ C2(ΩL), and L(n)1 is a linear differential operator with
smooth coefficients.
Now we have the following lemma on the well-posedness of the problem with smooth coefficients.
Lemma 3.7. For each n ∈ N, the linear boundary value problem:L
(n)
1 (v, w) = fˆ
(n)
1
L2(v, w) = fˆ(n)2
in ΩL,
v = wx1 = 0, vx1 = g1 on Γ0,
w = 0 on ΓL,
vx2 = wx2 = 0 on ΛL.
(3.69)
has a unique solution (v, w) ∈ [H4(ΩL)]2, and the solution satisfies
‖v‖H4(ΩL) ≤ C
(
‖ˆf(n)1 ‖H3(ΩL) + ‖ˆf(n)2 ‖H2(ΩL) + ‖g1‖C3(Γ0)
)
,
‖w‖H4(ΩL) ≤ C
(
‖ˆf(n)1 ‖H2(ΩL) + ‖ˆf(n)2 ‖H2(ΩL) + ‖g1‖C2(Γ0)
)(3.70)
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for a constant C > 0 depending only on (γ, J0, S0, ρ0, E0, 0, L). Also, the solution (v, w) satisfies
(3.71) ∂kx2v = ∂
k
x2w = 0 on ΛL in the sense of trace, for k = 1, 3 .
We first prove the well-posedness of (3.26) and the estimate (3.65) by assuming Lemma 3.7.
We will give the proof of Lemma 3.7 later.
Step 2. The well-posedness of (3.26). Assume that Lemma 3.7 holds. For each n ∈ N,
let (vn, wn) ∈ [H4(ΩL)]2 be the solution to the problem (3.69). It follows from (3.70), (3.71)
and Morrey’s inequality that the sequence {(vn, wn)}n∈N is uniformly bounded in C2, 23 (ΩL). By
Arzela`-Ascoli theorem, the weak compactness property of H4(ΩL), and by (3.71), there exists a
subsequence {(vnk , wnk)} and the functions (ψ, Ψˆ) so that
(vnk , wnk)→ (ψ, Ψˆ) in [C2,
1
2 (ΩL)]
2 and (vnk , wnk) ⇀ (ψ, Ψˆ) in [H
4(ΩL)]
2.
Furthermore, ∂kx2ψ = ∂
k
x2Ψˆ = 0 holds on ΛL in the sense of trace for k = 1 and 3. These properties
of (ψ, Ψˆ) combined with Lemma 3.2 and (3.67) imply that (ψ, Ψˆ) is a classical solution to (3.26),
and satisfies the estimate
‖ψ‖H4(ΩL) ≤ C
(
‖ˆf1‖H3(ΩL) + ‖ˆf2‖H2(ΩL) + ‖g1‖H3(Γ0)
)
,
‖Ψˆ‖H4(ΩL) ≤ C
(
‖ˆf1‖H2(ΩL) + ‖ˆf2‖H2(ΩL) + ‖g1‖H2(Γ0)
)(3.72)
where the estimate constant C is from (3.70). This finishes the proof of Proposition 3.6. 
To make the proof of Proposition 3.6 complete, we now prove Lemma 3.7.
Proof of Lemma 3.7. We prove this lemma by the Galerkin method with the aid of the a priori
H1 estimate established in Propositions 3.4. The proof is divided into 4 steps.
Step 1. Approximate Problems. Let us denote the open interval Γ := (−1, 1), and define
the standard inner product 〈·, ·〉 in L2(Γ) by
〈ζ1, ζ2〉 =
∫ 1
−1
ζ1(x2)ζ2(x2) dx2.
For each k ∈ Z+, we define a function ηk by
(3.73) ηk(x2) := cos(kpix2).
The set E := {ηk}∞k=0 is the collection of all eigenfunctions to the eigenvalue problem
−η′′ = ωη on Γ, η′(±1) = 0,
and the corresponding eigenvalues are {ωk : ωk = (kpi)2, k ∈ Z+}. It can be directly cheked that
the set E forms both an orthonormal basis in L2(Γ), and an orthogonal basis in H1(Γ).
We fix n ∈ N, and consider the linear boundary value problem (3.69) for each fixed n. For each
m = 1, 2, · · · , let (Vm,Wm) be of the form
(3.74) Vm(x1, x2) =
m∑
j=0
ϑj(x1)ηj(x2), Wm(x1, x2) =
m∑
j=0
Θj(x1)ηj(x2) for x = (x1, x2) ∈ ΩL.
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For each m ∈ N, we first find a solution (Vm,Wm) satisfying
(3.75) 〈L(n)1 (Vm,Wm), ηk〉 = 〈ˆf(n)1 , ηk〉 and 〈L2(Vm,Wm), ηk〉 = 〈ˆf(n)2 , ηk〉 for 0 < x1 < L
for all k = 0, 1, · · · ,m, with boundary conditions
(3.76) Vm = ∂x1Wm = 0 on Γ0, ∂x1Vm =
m∑
j=0
〈g1, ηj〉ηj on Γ0, Wm = 0 on ΓL.
It follows from η′j(±1) = 0 that (Vm,Wm) automatically satisfy the slip boundary conditions
(3.77) ∂x2Vm = ∂x2Wm = 0 on ΛL.
One can directly check from (3.67) that
(3.78) a
(n)
12 = 0 on ΛL and ‖ψ˜n‖H4(ΩL) + ‖Ψ˜n‖H4(ΩL) ≤ δ1(0).
If (Vm,Wm) are smooth, and satisfy (3.75)–(3.77), then for any function U(x1), one has
I(n)L (Vm,Wm,U) :=
∫
ΩL
W(x1)∂x1VmL(n)1 (vm, wm)−WmL2(Vm,Wm) dx
=
∫ L
0
m∑
k=0
U(x1)〈L(n)1 (Vm,Wm), ηk〉ϑ′k − 〈L2(Vm,Wm), ηk〉Θk dx1
=
∫ L
0
m∑
k=0
U(x1)〈ˆf(n)1 , ηk〉ϑ′k − 〈ˆf2, ηk〉Θk dx1
=
∫
ΩL
U(x1)ˆf(n)1 ∂x1Vm −Wmfˆ(n)2 dx.
(3.79)
Substituting U in (3.79) by the function W(x1) constructed in Step 3 of the proof of Proposition
3.4 yields
(3.80) ‖Vm‖H1(ΩL) + ‖Wm‖H1(ΩL) ≤ C
(
‖ˆf(n)1 ‖L2(ΩL) + ‖ˆf(n)2 ‖L2(ΩL) + ‖g1‖C2(Γ0)
)
for a constant C > 0 depending only on (γ, J0, S0, ρ0, E0, 0, L).
Step 2. Analysis on ODE problems. For each k ∈ Z+, set
f1,k := 〈ˆf(n)1 , ηk〉, f2,k := 〈ˆf(n)2 , ηk〉, g1,k := 〈g1, ηk〉.
By the orthonormality of the set E in L2(Γ), for each m ∈ N, (3.75)–(3.77) for (Vm,Wm) is written
as a boundary value problem for {(ϑk,Θk)}mk=0 as follows:
(3.81)
ϑ′′k +
∑m
j=0(2a
(jk)
12 + a
(jk)
1 )ϑ
′
j + j
2a
(jk)
22 ϑj + b
(jk)
1 Θ
′
j + b
(jk)
2 Θj = f1,k
Θ′′k − (kpi)2Θk −
∑m
j=0 h
(jk)
1 Θj + h
(jk)
2 ϑ
′
j = f2,k
for 0 < x1 < L,
(3.82) ϑk(0) = Θ
′
k(0) = 0, ϑ
′
k(0) = g1,k and Θk(L) = 0,
where k = 0, · · · ,m, and (a(jk)12 , a(jk)22 , a(jk)1 , b(jk)1 , b(jk)2 , h(jk)1 , h(jk)2 ) are defined by
a
(jk)
12 = 〈a(n)12 η′j , ηk〉, (a(jk)22 , a(jk)1 , b(jk)1 , b(jk)2 , h(jk)1 , h(jk)2 ) = 〈(a(n)22 , a¯1, b¯1, b¯2, h¯1, h¯2)ηj , ηk〉.
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Claim 2. For each m ∈ N, the boundary value problem (3.81)–(3.82) for {(ϑk,Θk)}mk=0 has a
unique smooth solution on the interval [0, L].
Let us denote
X := (X1, · · · , X4(m+1))T := (ϑ0, · · · , ϑm, ϑ′0, · · · , ϑ′m,Θ′0, · · · ,Θ′m,Θ0, · · · ,Θm)T .
Now the system (3.81) can be written as a first order ODE system for X in the following form:
(3.83) X′ = AX + F, x1 ∈ [0, L],
where A : [0, L] → R4(m+1)×4(m+1) and F : [0, L] → R4(m+1) are smooth functions represented in
terms of (a
(jk)
l2 , b
(jk)
l , h
(jk)
l , f
(jk)
l ) for l = 1, 2 and j, k = 0, 1, · · · ,m.
Define projection mapping Πi (i = 1, 2) by
Π1X = (X1, · · · , X3(m+1), 0, · · · , 0)T and Π2 := Id−Π1
where Id is an identity map from R4(m+1) to R4(m+1). Then, we have
(3.84) (Π1X)(0) =
m∑
j=0
g1j eˆj+m+1 =: P0, (Π2X)(L) = 0,
where we set eˆl := (δil)
4(m+1)
i=1 , i.e., eˆl is the unit vector in the direction of Xl for l = 1, · · · , 4(m+1).
To verify Claim 2 , it suffice to show that there exists a C1 function X : [0, L] → R4(m+1)
satisfying
Π1X(x1)−
∫ x1
0
Π1AX(t) dt = P0 +
∫ x1
0
Π1F(t) dt,
Π2X(x1)−
∫ x1
L
Π2AX(t) dt =
∫ x1
L
Π2F(t) dt.
(3.85)
Set B := C1([0, L];R4(m+1)). Define a linear operator K : B→ B by
KX(x1) = Π1
∫ x1
0
AX(t) dt+ Π2
∫ x1
L
AX(t) dt.
Let us rewrite (3.85) as
(3.86) (Id− K)X(x1) = P0 + Π1
∫ x1
0
F(t) dt+ Π2
∫ x1
L
F(t) dt,
where P0 is given in (3.84). Since A : [0, L]→ R4(m+1)×4(m+1) is smooth, there exists a constant
k0 > 0 satisfying
‖KX‖C2([0,L]) ≤ k0‖X‖C1([0,L]) for all X ∈ B,
and this implies that the linear mapping K : B→ B is compact by Arzela`-Ascoli theorem.
Suppose that (I − K)X∗ = 0. Then X∗ solves (3.83)–(3.84) with F = 0 and P0 = 0, and the
corresponding (Vm,Wm) given by (3.74) satisfy (3.75)–(3.77) with fˆ
(n)
1 = fˆ
(n)
2 = g1 = 0. Then
the estimate (3.80) implies that Vm = Wm = 0 in ΩL, from which we obtain that X∗ = 0 on
[0, L]. Then, we apply Fredholm alternative theorem to conclude that (3.86) has a unique solution
X ∈ B.
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Furthermore, the bootstrap argument with using (3.85) implies that the solution X is smooth
on [0, L]. This verifies Claim 2 .
Step 3. Estimate for (Vm,Wm). In order to prove the estimate (3.72) in Lemma 3.7,
we will estimate (‖Vm‖H4(ΩL), ‖Wm‖H4(ΩL)), then pass to the limit m → ∞. The estimate of
(‖Vm‖H4(ΩL), ‖Wm‖H4(ΩL)) is given in the following lemma.
Lemma 3.8. Fix n ∈ N. For each m ∈ N, let (Vm,Wm) given in the form (3.74) be the solution
to (3.75)–(3.76). Then, there exists a constant C > 0 depending only on (γ, J0, S0, ρ0, E0, 0, L)
such that
‖Vm‖H4(ΩL) ≤ C
(
‖ˆf(n)1 ‖H3(ΩL) + ‖ˆf(n)2 ‖H2(ΩL) + ‖g1‖C3(Γ0)
)
,
‖Wm‖H4(ΩL) ≤ C
(
‖ˆf(n)1 ‖H2(ΩL) + ‖ˆf(n)2 ‖H2(ΩL) + ‖g1‖C2(Γ0)
)
.
(3.87)
And, the estimate constant C in the above is independent of n,m ∈ N and (ψ˜, Ψ˜) ∈ Jδ,L.
This lemma can be proved by applying standard theory for elliptic and hyperbolic equations,
using (3.80), and by the bootstrap argument with additional careful computations to treat corner
points on the boundary of ∂ΩL. A detailed proof of Lemma 3.8 is given in Appendix A.
Step 4. Taking the limit. Now, we are ready to complete the proof of Lemma 3.7. For a
fixed n ∈ N, let (Vm,Wm) given in the form (3.74) be the solution to (3.75)–(3.76). By Lemma
3.8, the sequence {(Vm,Wm)}∞m=1 is bounded in [H4(ΩL)]2. Due to η′k(±1) = η′′′k (±1) = 0 for
k = 0, 1, 2 · · · , each (Vm,Wm) satisfies the compatibility condition ∂jx2Vm = ∂jx2Wm = 0 on ΛL
for j = 1 and 3. Then it follows from Morrey’s inequality that the sequence {(Vm,Wm)}m∈N is
bounded in [C2,
2
3 (ΩL)]
2. Then, by adjusting the limiting argument given in Step 2 in this proof,
we can extract a subsequence {(Vmk ,Wmk)} so that the limit (v, w) ∈ [H4(ΩL)∩C2,
1
2 (ΩL)]
2 of the
subsequence is a classical solution to (3.69), and satisfies the compatibility boundary conditions
(3.71). Furthermore, the estimate (3.70) given in Lemma 3.7 is directly obtained from (3.87)
combined with the weak H4 convergence of {(Vmk ,Wmk)}. This completes the proof of Lemma
3.7. 
From Proposition 3.6, the well-posedness of (3.23) directly follows.
Corollary 3.9. Fix 0 ∈ (0, Tmax), and let L¯ ∈ (0, Tmax − 0] be from Proposition 3.4. For L ∈
(0, L¯] and δ ∈ (0, δ1(0)2 ], let the iteration set Jδ,L be given by (3.19). Then, for each (ψ˜, Ψ˜) ∈ Jδ,L,
the associated linear boundary value problem (3.23) has a unique solution (ψ,Ψ) ∈ [H4(ΩL)]2 that
satisfies
‖Ψ‖H4(ΩL) ≤ C
(
‖f1‖H2(ΩL) + ‖f2‖H2(ΩL) + ‖g1‖C2(Γ0) + ‖g2‖C4(Γ0) + ‖Ψex‖C4(Γ0)
)
,
‖ψ‖H4(ΩL) ≤ C
(
‖f1‖H3(ΩL) + ‖f2‖H2(ΩL) + ‖g1‖C3(Γ0) + ‖g2‖C4(Γ0) + ‖Ψex‖C4(Γ0)
)(3.88)
for a constant C > 0 depending only on (γ, J0, S0, ρ0, E0, 0, L). Furthermore, the solution (ψ,Ψ)
satisfies the compatibility conditions
(3.89) ∂kx2ψ = ∂
k
x2Ψ = 0 for k = 1, 3 on ΛL in the sense of trace.
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Proof. By Proposition 3.6, for each (ψ˜, Ψ˜) ∈ Jδ,L, Since the associated linear boundary value
problem (3.26) has a unique solution (ψ, Ψˆ) ∈ [H4(ΩL)]2, and it satisfies the estimate (3.65).
Then, (ψ,Ψ) given by
(ψ,Ψ) = (ψ, Ψˆ) + (0,Ψbd)
solves (3.23). And, the estimate (3.88) can be easily checked by using (3.24), (3.27) and (3.65).
Finally, the compatibility condition (3.89) holds for (ψ,Ψ) due to (3.20) and (3.66). 
4. Nonlinear stability of supersonic solutions
In this section, we apply the results obtained in Section 3 to achieve nonlinear structural
stability of supersonic solutions for the Euler-Poisson system. We first prove Theorem 2.6 in
Section 4.1, which gives the structural stability of irrotational supersonic solutions. The iteration
scheme for the supersonic solutions with non-zero vorticity is presented in detail in Section 4.2.1.
The structural stability of supersonic solutions with non-zero vorticity (Theorem 2.7) is proved
in Section 4.2.2.
4.1. Irrotational flows (Proof of Theorem 2.6). We prove Theorem 2.6 in two steps.
Step 1. In this step, we prove the existence of a solution to Problem 2.5.
Fix 0 ∈ (0, Tmax), and let L¯ ∈ (0, Tmax − 0] and δ1(0) be from Proposition 3.4. We fix
L ∈ (0, L¯]. For a constant δ ∈ (0, δ1(0)2 ] to be specified later, let the iteration set Jδ,L be given by
(3.19). We define a mapping F : Jδ,L → [H4(ΩL)]2 by
F(ψ˜, Ψ˜) := (ψ,Ψ),
where (ψ,Ψ) is the solution to the linear boundary value problem (3.23) associated with (ψ˜, Ψ˜) ∈
Jδ,L. By Corollary 3.9, the mapping F is well defined. Furthermore, if F(ψ∗,Ψ∗) = (ψ∗,Ψ∗) holds,
then (ϕ,Φ) := (ϕ0,Φ0) + (ψ∗,Ψ∗) solves Problem 2.5 where (ϕ0,Φ0) is given by (2.39).
Let us define
σp = σ(b, uen, 0, Een,Φex, S0),
where σ(b, uen, 0, Een,Φex, S0) is defined by (2.48).
By using (2.35), (3.3), (3.5), (3.8), (3.13),(3.14), and Lemma 3.2, it can be directly checked
that there exists a constant C > 0 depending only on (γ, J0, S0, ρ0, E0, 0, L) to satisfy
‖f1(·, Ψ˜,∇Ψ˜,∇ψ˜)‖H3(ΩL) ≤ C(‖ψ˜‖2H4(ΩL) + ‖Ψ˜‖2H4(ΩL)),(4.1)
‖f2(·,∇Ψ˜,∇ψ˜)‖H2(ΩL) ≤ C
(
‖ψ˜‖2H4(ΩL) + ‖Ψ˜‖2H4(ΩL) + σp
)
(4.2)
for all (Ψ˜, ψ˜) ∈ Jδ,L. We combine (4.1)–(4.2) with Corollary 3.9 to get
‖F(ψ˜, Ψ˜)‖H4(ΩL) ≤ C∗
(
δ2 + σp
)
.(4.3)
for a constant C∗ > 0 depending only on (γ, J0, S0, ρ0, E0, 0, L). Therefore, if (δ, σp) satisfy
(4.4) δ ≤ 1
2
min{ 1
C∗
, δ1(0)} and σp ≤ δ
4C∗
,
then F maps Jδ,L into itself.
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By the Rellich’s theorem, the iteration set Jδ,L is compact in [H3(ΩL)]2. So if F is continuous
in [H3(ΩL)]
2, then it follows from the Schauder fixed point theorem that F has a fixed point in
Jδ,L. Suppose that a sequence {(ψ˜j , Ψ˜j)}j∈N in Jδ,L converges to (ψ˜∞, Ψ˜∞) ∈ Jδ,L in [H3(ΩL)]2.
For each j ∈ N ∪ {∞}, we set
(ψj ,Ψj) := F(ψ˜j , Ψ˜j).
Since {(ψj ,Ψj)}j∈N is bounded in [H4(ΩL)∩C2, 23 (ΩL)]2, by the Rellich’s theorem and the Arzela´-
Ascoli theorem, one can take a subsequence {(ψjk ,Ψjk)} which converges to some (ψ∗∞,Ψ∗∞) in
[H3(ΩL) ∩ C2, 12 (ΩL)]2. Due to Lemma 3.2 and the H3-convergence of {(ψ˜j , Ψ˜j)} to (ψ˜∞, Ψ˜∞),
(ψ∗∞,Ψ∗∞) is a classical solution to the linear boundary value problem (3.23) associated with
(ψ˜∞, Ψ˜∞). Then the uniqueness of the solution to (3.23) given by Corollary 3.9 implies that
(ψ∗∞,Ψ∗∞) = (ψ∞,Ψ∞). And, this shows that F : Jδ,L → Jδ,L is continuous in [H3(ΩL)]2.
Therefore, F has a fixed point in Jδ,L provided that (4.4) holds.
Let (ψ,Ψ) ∈ Jδ,L be a fixed point of F. Then, the functions (ϕ,Φ) := (ϕ0,Φ0) + (ψ,Ψ)
solve Problem 2.5 and satisfy (2.44) and (2.46) with the constant κ0 > 0 from Lemma 3.2(a).
Furthermore, it directly follows from (3.88) and (4.1)–(4.4) that (ϕ,Φ) satisfies
(4.5) ‖(ϕ− ϕ0,Φ− Φ0)‖H4(ΩL) ≤ C](δ‖(ϕ− ϕ0,Φ− Φ0)‖H4(ΩL) + σp)
for a constant C] > 0 depending only on (γ, J0, S0, ρ0, E0, 0, L). Therefore, if (δ, σp) satisfy
(4.6) δ ≤ 1
2
min{ 1
C∗
,
1
C]
, δ1(0)} and σp ≤ δ
4C∗
,
then the estimate (2.43) can be obtained from (4.5).
Step 2. To complete the proof of Theorem 2.6, it remains to prove the uniqueness of a solution
to Problem 2.5. Let (ϕ(k),Φ(k)) (k = 1, 2) be two solutions to Problem 2.5 that satisfy (2.43),
(2.44) and (2.46). For each k = 1, 2, set
(ψ(k),Ψ(k)) := (ϕ(k),Φ(k))− (ϕ0,Φ0), f(k)1 := f1(x,Ψk,∇Ψk,∇ψk),
(a
(k)
12 , a
(k)
22 , f
(k)
2 ) := (a12, a22, f2)(x,Ψk,∇ψk),
where (a12, a22)(x, z,q), f1(x, z,p,q) and f2(x, z,q) are defined by (3.8), (3.5) and (3.14), respec-
tively. Then, (ψˇ, Ψˇ) := (ψ1,Ψ1)− (ψ2,Ψ2) satisfiesL
(ψ1,Ψ1)
1 (ψˇ, Ψˇ) = F1
L2(ψˇ, Ψˇ) = F2
in ΩL,
where
F1 = (f
(1)
1 − f(2)1 ) + (a(1)22 − a(2)22 )∂x2x2ψ(2) − 2(a(1)12 − a(2)12 )∂x1x2ψ(2), F2 = f(1)2 − f(2)2 ,
and the linear differential operators L(ψ1,Ψ1)1 and L2 are given by (3.22) and (3.12), respectively.
Furthermore, (ψˇ, Ψˇ) satisfies the homogeneous boundary conditions:
(ψˇ, ψˇx1 , Ψˇx1) = (0, 0, 0) on Γ0, Ψˇ = 0 on ΓL, (ψˇx2 , Ψˇx2) = (0, 0) on ΛL.
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With the aid of (2.43), (3.8), (3.5), (3.14), and Proposition 3.4, the direct computations yield
(4.7) ‖(ψˇ, Ψˇ)‖H1(ΩL) ≤ C[σp‖(ψˇ, Ψˇ)‖H1(ΩL)
for a constant C[ > 0 depending only on (γ, J0, S0, ρ0, E0, 0, L). Finally, we choose δ as
δ =
1
2
min{ 1
C∗
,
1
C]
, δ1(0)}.
And, we choose σ¯bd as
σ¯bd = min
{
δ
4C∗
,
1
2C[
}
.
Therefore, if σp ≤ σ¯bd, then the inequality (4.7) implies ψˇ = Ψˇ = 0 so that Problem 2.5 has a
unique solution that satisfies (2.43), (2.44) and (2.46). This finishes the proof of Theorem 2.6. 
4.2. Flows with non-zero vorticity (Proof of Theorem 2.7). Theorem 2.7 is also proved by
the method of iteration. But the iteration scheme is more complicated than the case of irrotational
flow due to the additional equations (2.24)–(2.25) coupled with (2.23). In Section 4.2.1, we explain
the iteration scheme applied to prove Theorem 2.7, then we complete the proof of Theorem 2.7
in Section 4.2.2.
4.2.1. Iteration scheme for the flows with non-zero vorticity. Suppose that (ϕ, φ,Φ, S) is a solution
to (2.23)–(2.25) and (2.27)–(2.30). In addition, suppose that the solution satisfies
(4.8) H
(
S,Φ− 1
2
|∇ϕ+∇⊥φ|2
)
(∇ϕ+∇⊥φ) · e1 ≥ ε in ΩL
for some constant ε > 0. For (ϕ0,Φ0) given by (2.39), we set
(ψ,Ψ, Y ) := (ϕ,Φ, S)− (ϕ0,Φ0, S0).
Assume that (ψ,Ψ, φ) satisfies
(4.9) c2(Φ0 + Ψ,∇ϕ+∇⊥φ)− |∇ϕ+∇⊥φ|2 < 0 in ΩL
with c(z,q) defined by (2.45). To present a boundary value problem for the iteration scheme, we
first introduce the following notations.
Definition 4.1. (i) For a given r = (r1, r2) ∈ R2, we set r⊥ := (r2,−r1). For Aj2(z,q)(j = 1, 2)
given by (3.3), we define
aj2(x, z,q, r) = Aj2(Φ0(x) + z,∇ϕ0(x) + q + r⊥).
Then N˜1(ψ,Ψ, φ) is defined by
N˜1(ψ,Ψ, φ) :=ψx1x1 + 2a12(x,Ψ,∇ψ,∇φ)ψx1x2 − a22(x,Ψ,∇ψ,∇φ)ψx2x2
+ a¯1(x)ψx1 + b¯1(x)Ψx1 + b¯2(x)Ψ
where (a¯1, b¯1, b¯2) are given by (3.5). Note that the definition of the nonlinear differential operator
N˜1 is almost the same as (3.7) except that the coefficients aj2 with j = 1, 2 additionally depend
on ∇φ.
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(ii) For (h¯1, h¯2) given by (3.13), we define
L2(ψ,Ψ) := ∆Ψ− h¯1(x1)Ψ− h¯2(x1)ψx1
Note that the definition of L2 is the same as (3.12).
(iii) For H defined by (2.26), we set
M(x, Y,Ψ,∇ψ,∇φ)
:= H
(
S0 + Y,Φ0(x) + Ψ− 1
2
|∇ϕ0(x) +∇ψ +∇⊥φ|2
)(
∇ϕ0(x) +∇ψ +∇⊥φ
)
.
(iv) For M = (mij)2i,j=1 ∈ R2×2 and w = (w1, w1) ∈ R2, we set M[w,w] :=
∑2
i,j=1mijwiwj.
For x ∈ ΩL, ξ, z ∈ R, p,q, r ∈ R2, and M ∈ R2×2, we define
F1(x, ξ, ζ, z,p,q, r,M) := (γ − 1)u¯′(x1)
(
u¯(x1)φx2 +
1
2
|q + r⊥|2
)
− p · q− (∇Φ0(x) + p) · r⊥
+
Φ0(x) + z − 12 |∇ϕ0(x) + q + r⊥|2
S0 + Y
(
∇ϕ0(x) + q + r⊥
)
· ζ
+M[∇ϕ0(x) + q + r⊥,∇ϕ0(x) + q + r⊥],
F2(x, z,p,q) := u¯(x1)p1 + E¯(x)q1 + (γ − 1)u¯′(x1)(z − u¯(x)q1),
β(x, z,q, r) := (γ − 1)
(
Φ0(x) + z − 1
2
|∇ϕ0(x) + q + r⊥|2
)
− (u¯(x1) + q1 + r2)2.
Finally, we define f1 by
f1(x, ξ, ζ, z,p,q, r,M) :=
F1(x, ξ, ζ, z,p,q, r,M)
β(x, z,q, r)
−
(
1
β(x, z,q, r)
− 1
β(x, 0,0,0)
)
F2(x, z,p,q)
provided that β(x, z,q, r) 6= 0.
(v) For (h¯1, h¯2) given by (3.13), define f2 by
f2(x, ξ, z,q, r) :=H(S0 + ξ,Φ0(x) + z − 1
2
|∇ϕ0(x) + q + r⊥|2)−H(S0,Φ0(x)− 1
2
|∇ϕ0(x)|2)
− h¯1(x)z − h¯2(x)q1 + b(x)− b0.
(vi) For x ∈ ΩL, ξ, η, z ∈ R and q, r ∈ R2 with satisfying u¯(x) + q1 + r2 6= 0, define f3 by
f3(x, ξ, η, z,q, r) =
−ηHγ−1(S0 + ξ,Φ0(x) + z − 12 |∇ϕ0(x) + q + r⊥|2)
(γ − 1)(u¯(x1) + q1 + r2) .
For aj2(x, z,q, r) given by Definition 4.1(i), we have an analogy of Lemma 3.2 (c) as follows:
Lemma 4.2. For T > 0 and R > 0, set
UTR := {(x, z,q, r) ∈ ΩL × R× R2 × R2 : −R < z < R, |q| < R, |r| < R }.
For each  ∈ (0, Tmax), there exists an R > 0 depending only on (γ, J0, S0, ρ0, E0, ) so that,
whenever T ∈ (0, Tmax − ], the following property holds: for each k ∈ Z+ and j = 1, 2,
(4.10) |Dk(x,z,q,r)aj2(x, z,q, r)| ≤ Ck in UTR ,
for Ck > 0 depending only on (γ, J0, S0, ρ0, E0, , k)
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Suppose that β(x,Ψ,∇ψ,∇φ) 6= 0 and u¯(x)+ψx1 +φx2 6= 0 hold so that N˜1, L2, M, (f1, f2, f3)
are well defined by Definition 4.1 with
(ξ, η, z,p,q, r,M) = (Y, Yx2 ,Ψ,∇Ψ,∇ψ,∇φ,∇(∇⊥φ)).
Under this assumption, (ϕ,Φ, φ, S) := (ϕ0,Φ0, 0, S0) + (ψ,Ψ, φ, Y ) solves the nonlinear bound-
ary value problem (2.23)–(2.25) and (2.27)–(2.30) if and only if (ψ,Ψ, φ, Y ) solves the following
nonlinear boundary value problem:
N˜1(ψ,Ψ, φ) = f1(x, Y,∇Y,Ψ,∇Ψ,∇ψ,∇φ,∇(∇⊥φ))
L2(ψ,Ψ) = f2(x, Y,Ψ,∇ψ,∇φ)
∆φ = f3(x, Y, Yx2 ,Ψ,∇ψ,∇φ)
in ΩL,(4.11)
M(x, Y,Ψ,∇ψ,∇φ) · ∇Y = 0 in ΩL,(4.12)
ψx1 = uen − u0 − φx2 and ψ = ϕen on Γ0, ψx2 = 0 on ΛL,(4.13)
Ψx1 = Een − E0 on Γ0, Ψx2 = 0 on ΛL, Ψ = Φex − Φ0(L, ·) on ΓL,(4.14)
φx1 = 0 on Γ0, φ = 0 on ∂ΩL \ Γ0,(4.15)
Y = Sen − S0 on Γ0.(4.16)
To solve the nonlinear boundary value problem (4.11)–(4.16) by the method of iteration, we
define the following iteration sets for positive constants δe, δp, δv and L to be fixed later:
J entδe,L :=
{
Y ∈ H4(ΩL) : ‖Y ‖H4(ΩL) ≤ δe, Y = Sen − S0 on Γ0,(4.17)
∂kx2Y = 0 for k = 1, 3 on ΛL
}
,
J potδp,L :=
{
(ψ,Ψ) ∈ [H4(ΩL)]2 : ‖(ψ,Ψ)‖H4(ΩL) ≤ δp,(4.18)
∂kx2ψ = ∂
k
x2Ψ = 0 for k = 1, 3 on ΛL
}
,
J vortδv,L :=
{
φ ∈ H5(ΩL) : ‖φ‖H5(ΩL) ≤ δv, ∂kx2φ = 0 for k = 0, 2, 4 on ΛL
}
,(4.19)
where the boundary conditions in (4.17)–(4.19) are satisfied in the sense of trace.
For fixed functions Y˜ ∈ J entδe,L, (ψ˜, Ψ˜) ∈ J
pot
δp,L
, and φ˜ ∈ J vortδv,L , denote
a˜j2 := aj2(x, Ψ˜,∇ψ˜,∇φ˜) for j = 1, 2,(4.20)
f˜1 := f1(x, Y˜ ,∇Y˜ , Ψ˜,∇Ψ˜,∇ψ˜,∇φ˜,∇(∇⊥φ˜)),(4.21)
f˜2 := f2(x, Y˜ , Ψ˜,∇ψ˜,∇φ˜), f˜3 := f3(x, Y˜ , Y˜x2 , Ψ˜,∇ψ˜,∇φ˜)(4.22)
where (a12, a22, f1, f2, f3) are given by Definition 4.1. By lengthy but direct computations, one
can derive various properties of (a˜12, a˜22, f˜1, f˜2, f˜3) as in the following lemma.
Lemma 4.3. For each  ∈ (0, Tmax), there exist positive constants δ2() ∈ (0, R] for R from
Lemma 4.2 , κ0 > 0, κ1 > 0 and C > 0 depending only on (γ, J0, S0, ρ0, E0, ) so that if
max{δe, δp + δv} ≤ δ2() and L ∈ (0, Tmax − ] hold, then (a˜12, a˜22, f˜1, f˜2, f˜3) given by (4.20)–
(4.22) for (Y˜ , ψ˜, Ψ˜, φ˜) ∈ J entδe,L × J
pot
δp,L
× J vortδv,L satisfy the following properties:
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(a) for any x ∈ ΩL, we have
u¯(x) + ψ˜x1 + φ˜x2 ≥ κ0,
M(x, Y˜ , Ψ˜,∇ψ˜,∇φ˜) · e1 ≥ κ0,
β(x, Ψ˜,∇ψ˜,∇φ˜) ≤ −κ0;
(b) ‖a˜12‖H3(ΩL) + ‖a˜22 − a¯22‖H3(ΩL) ≤ C(δp + δv);
(c) a˜22 ≥ κ1 in ΩL for the constant κ1 > 0;
(d) a˜12 = 0 and ∂x2 a˜22 = 0 hold on ΛL;
(e) ‖f˜1‖H3(ΩL) ≤ C
(
‖Y˜ ‖H4(ΩL) + ‖(ψ˜, Ψ˜)‖2H4(ΩL) + ‖φ˜‖H5(ΩL)
)
, and ∂x2 f˜1 = 0 on ΛL;
(f) ‖f˜2‖H2(ΩL) ≤ C
(
‖(Y˜ , ψ˜, Ψ˜)‖2H4(ΩL) + ‖φ˜‖H5(ΩL) + ‖b− b0‖C2(ΩL)
)
, and ∂x2 f˜2 = 0 on ΛL
in the sense of trace;
(g) ‖f˜3‖H3(ΩL) ≤ C‖Y˜ ‖H4(ΩL), and ∂kx2 f˜3 = 0 on ΛL for k = 0, 2 in the sense of trace.
Suppose that max{δe, δp + δv} ≤ δ2() and L ∈ (0, Tmax − ] hold. For fixed U˜ := (ψ˜, Ψ˜, φ˜) ∈
J potδp,L × J vortδv,L , we define a linear differential operator LU˜1 associated with U˜ by
LU˜1 (ψ,Ψ) := ψx1x1 + 2a˜12ψx1x2 − a˜22ψx2x2 + a¯1(x)ψx1 + b¯1(x)Ψx1 + b¯2(x)Ψ,
where (a˜12, a˜22) are given by (4.20). The definition of LU˜1 is similar to (3.22) except that the
coefficients (a˜12, a˜22) depend additionally on ∇φ˜ in this case.
For each (Y˜ , ψ˜, Ψ˜, φ˜) ∈ J entδe,L×J
pot
δp,L
×J vortδv,L , we introduce a linear boundary value problem for
(ψ,Ψ, φ) associated with (Y˜ , ψ˜, Ψ˜, φ˜) as follows:LU˜1 (ψ,Ψ) = f˜1L2(ψ,Ψ) = f˜2 in ΩL,(4.23)
ψx1 = uen − u0 − φ˜x2 and ψ = ϕen on Γ0, ψx2 = 0 on ΛL,(4.24)
Ψx1 = Een − E0 on Γ0, Ψx2 = 0 on ΛL, Ψ = Φex − Φ0(L, ·) on ΓL,(4.25) ∆φ = f˜3 in ΩL,φx1 = 0 on Γ0, φ = 0 on ∂ΩL \ Γ0,(4.26)
where (f˜1, f˜2, f˜3) are given by (4.21)–(4.22).
By using Lemma 4.3, one can make simple adjustments in the proofs of Propositions 3.4 and 3.6
to achieve the well-posedness of the linear boundary value problem (4.23)–(4.25). Furthermore,
the unique existence of a solution to (4.26) in H5 follows from Lemma 4.3(g) and standard elliptic
theory. So we have the following lemma as an extension of Proposition 3.6.
Lemma 4.4. For any fixed constant 0 ∈ (0, Tmax), there exists a constant L¯ ∈ (0, Tmax − 0]
depending only on (γ, S0, J0, ρ0, E0, 0) so that whenever max{δe, δp + δv} ≤ δ2(0)2 and L ∈ (0, L¯],
the linear boundary value problem (4.23)–(4.26) associated with (Y˜ , ψ˜, Ψ˜, φ˜) ∈ J entδe,L×J
pot
δp,L
×J vortδv,L
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has a unique solution (ψ,Ψ, φ) ∈ [H4(ΩL)]2 ×H5(ΩL). And, the solution satisfies the estimate
‖(ψ,Ψ)‖H4(ΩL) ≤ C∗
(
‖Y˜ ‖H4(ΩL) + ‖(ψ˜, Ψ˜)‖2H4(ΩL) + ‖φ˜‖H5(ΩL) + σv
)
,
‖φ‖H5(ΩL) ≤ C∗‖Y˜ ‖H4(ΩL)
(4.27)
for
(4.28) σv = σ(b, uen, ven, Een,Φex, Sen)
given by (2.49). In (4.27), the estimate constant C > 0 can be chosen depending only on
(γ, J0, S0, ρ0, E0, 0, L). Furthermore, the solution (ψ,Ψ, φ) satisfies the compatibility conditions
∂kx2ψ = ∂
k
x2Ψ = ∂
k+1
x2 φ = 0 for k = 1, 3 on ΛL(4.29)
in the sense of trace.
The proof of Lemma 4.4 can be given by adjusting the proof of Proposition 3.6 so we skip it.
Now, we outline the iteration scheme that we will apply to prove Theorem 2.7 in Section 4.2.2.
Step 1. Assume that max{δe, δp + δv} ≤ δ2(0)2 and L ∈ (0, L¯] hold. Fix a function Y˜ ∈ J entδe,L.
For each (ψ˜, Ψ˜, φ˜), let (ψ,Ψ, φ) be the unique solution to the linear boundary value problem
(4.23)–(4.26) associated with (Y˜ , ψ˜, Ψ˜, φ˜) ∈ J entδe,L×J
pot
δp,L
×J vortδv,L . Hence one can define a mapping
FY˜1 : J potδp,L × J vortδv,L → [H4(ΩL)]2 ×H5(ΩL) by
(4.30) FY˜1 (ψ˜, Ψ˜, φ˜) = (ψ,Ψ, φ).
We first express (δv, δp) in terms of (δe, σv), and find two positive constants δ
∗ and σ∗ so that if
δe ≤ δ∗ and σv ≤ σ∗, then, for each Y˜ ∈ J entδe,L, the iteration mapping FY˜1 has a unique fixed point
in J potδp,L × J vortδv,L .
Step 2. For each Y˜ ∈ J entδe,L, let (ψ(Y˜ ),Ψ(Y˜ ), φ(Y˜ )) ∈ J
pot
δp,L
× J vortδv,L be the fixed point
of the iteration mapping FY˜1 . In Appendix B, we show that the linear transport equation
M(x, Y˜ ,Ψ(Y˜ ),∇ψ(Y˜ ),∇φ(Y˜ )) · ∇Y = 0 with the boundary condition (4.16) has a unique solu-
tion Y ∈ H4(ΩL). Then, we define another iteration mapping F2 : J entδe,L → H4(ΩL) by
F2(Y˜ ) = Y.
Next, we express δe in terms of σv, and prove that F2 has a fixed point Y∗ ∈ J entδe,L as long as σv is
sufficiently small. Therefore, (ψ(Y∗),Ψ(Y∗), φ(Y∗), Y∗) solves the nonlinear boundary value problem
(4.11)–(4.16). Finally, by the observation made right after Definition 4.1, this proves the existence
of a solution to the nonlinear boundary value problem (2.23)–(2.25) and (2.27)–(2.30).
Step 3. Finally, we prove that if σv is sufficiently small, then F2 has a unique fixed point
in J entδe,L. This proves the uniqueness of a solution to the nonlinear boundary value problem
(2.23)–(2.25) and (2.27)–(2.30) so that Theorem 2.7 is proved.
4.2.2. Proof of Theorem 2.3. We give the details of the proof for Theorem 2.3 outlined above.
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Step 1. The unique existence of a fixed point of FY˜1 . We fix 0 ∈ (0, Tmax), and L ∈ (0, L¯]
for L¯ from Lemma 4.4. Assume that
(4.31) max{δe, δp + δv} ≤ δ2(0)
for δ2(0) Lemma 4.3. Fix Y˜ ∈ J entδe,L, and let FY˜1 : J
pot
δp,L
×J vortδv,L → [H4(ΩL)]2 ×H5(ΩL) be given
by (4.30).
We recall that σv = σ(b, uen, ven, Een,Φex, Sen) is given by (2.49). We choose the constants
(δp, δv) in (4.18)–(4.19) in the following forms
(4.32)
δp = m1δe +m2σv,δv = m3δe
for constants (m1,m2,m3) to be specified later, where δe from (4.17) is to be determined finally
in Step 3.
Fix (ψ˜, Ψ˜, φ˜) ∈ J potδp,L × J vortδv,L , and set
(ψ,Ψ, φ) := FY˜1 (ψ˜, Ψ˜, φ˜).
For the constant C∗ from the estimate (4.27) given in Lemma 4.4, we choose (m1,m2,m3) as
(4.33) m1 = 12C
∗, m2 = 4C∗, m3 = 2C∗.
Under these choices, if (δe, σv) satisfies
(4.34) 3δe + σv ≤ 1
12(C∗)2
,
then it follows from Lemma 4.4 and (4.32) that
‖(ψ,Ψ)‖H4(ΩL) ≤
1
2
δp and ‖φ‖H5(ΩL) ≤
1
2
δv,(4.35)
and, this implies that the mapping FY˜1 maps J potδp,L × J vortδv,L into itself for any Y˜ ∈ J entδe,L provided
that the condition (4.34) holds. Then, one can repeat and adjust the argument in Step 1 of the
proof of Theorem 2.6 given in Section 4.1 to conclude that, for each Y˜ ∈ J entδe,L, the iteration
mapping FY˜1 has a fixed point in J potδp,L × J vortδv,L .
We continue to assume that the condition (4.34) holds. Later, we will choose δe and an upper
bound of σv, which becomes σˆbc in Theorem 2.7 so that (4.34) holds. For a fixed Y˜ ∈ J entδe,L, let
(ψ(i),Ψ(i), φ(i)) (i = 1, 2) be two fixed points of FY˜1 in J potδp,L × J vortδv,L , and set
(ψˇ, Ψˇ, φˇ) := (ψ(1),Ψ(1), φ(1))− (ψ(2),Ψ(2), φ(2)).
Similar to Step 2 of the proof of Theorem 2.6, we use Proposition 3.4, Definition 4.1, and Lemma
4.2 to get
‖(ψˇ, Ψˇ)‖H1(ΩL) ≤ C\
(
‖φˇ‖H2(ΩL) +
(
δe + σv
)‖(ψˇ, Ψˇ)‖H1(ΩL)),
‖φˇ‖H2(ΩL) ≤ C\δe
(
‖(ψˇ, Ψˇ)‖H1(ΩL) + ‖φˇ‖H2(ΩL)
)(4.36)
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for a constant C\ > 0 depending only on (γ, J0, S0, ρ0, E0, 0, L). If (δe, σv) satisfies
(4.37) C\
(
δe + σv
) ≤ 1
2
,
then it follows from (4.36) that
(4.38) ‖(ψˇ, Ψˇ)‖H1(ΩL) ≤ 2C\‖φˇ‖H2(ΩL) and ‖φˇ‖H2(ΩL) ≤ 2C\δe‖(ψˇ, Ψˇ)‖H1(ΩL).
If the constant δe additionally satisfies the condition
(4.39) δe ≤ 1
8(C\)2
,
then the estimate (4.38) implies that
‖(ψˇ, Ψˇ)‖H1(ΩL) = 0,
from which we obtain that ψˇ = Ψˇ = φˇ = 0 in ΩL. Thus, we conclude that F
Y˜
1 has a unique fixed
point in J potδp,L × J vortδv,L provided that the conditions (4.37) and (4.39) hold.
Step 2. The existence of a fixed point of F2. In the previous step, we have shown that, for
each Y˜ ∈ J entδe,L, FY˜1 has a unique fixed point in J
pot
δp,L
× J vortδv,L provided that the conditions (4.37)
and (4.39) hold. Note that the fixed point (ψ,Ψ, φ) solves the nonlinear boundary value problem
(4.11) with the boundary conditions (4.13)–(4.15), where Y is replaced by Y˜ in (4.11). Since
(4.11) is derived by rewriting (2.23) and (2.24) in terms of perturbations from the background
solution (ϕ0, 0,Φ0, S0), the vector valued function M(x, Y˜ ,Ψ,∇ψ,∇φ), given by Definition 4.1(iii)
satisfies
(4.40) div M(x, Y˜,Ψ,∇ψ,∇φ) = 0 in ΩL.
Furthermore, the boundary conditions ψx2 = φ = 0 on ΛL imply that
(4.41) M(x, Y˜ ,Ψ,∇ψ,∇φ) · nΛ = 0 on ΛL
for the inward unit normal vector nΛ on ΛL.
It follows from Lemma 4.3(a) and (4.31) that one has
(4.42) M(x, Y˜ ,Ψ,∇ψ,∇φ) · e1 ≥ κ0 in ΩL.
Now let us consider the following boundary value problem for Y :
(4.43) M(x, Y˜ ,Ψ,∇ψ,∇φ) · ∇Y = 0 in ΩL, Y = Sen − S0 on Γ0.
The well-posedness of the boundary value problem (4.43) for Y is stated in the following lemma.
Lemma 4.5. Assume that the conditions (4.31), (4.34), (4.37), and (4.39) hold. Then, the
boundary value problem (4.43) has a unique solution Y ∈ H4(ΩL). And, the solution Y satisfies
the following properties:
(a) the solution Y can be represented as
Y (x) = (Sen − S0) ◦LY˜ (x) in ΩL
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where the mapping LY˜ : ΩL → [−1, 1] satisfies
(4.44) ∇LY˜ (x) =
−
(
M(x, Y˜,Ψ,∇ψ,∇φ)
)⊥
M(x′, Y˜(x′),Ψ(x′),∇ψ(x′),∇φ(x′))|x′=(0,LY˜(x)) · e1
in ΩL,
furthermore, if a sequence {Y˜j} ⊂ J entδe,L converges to Y˜∞ ∈ J entδe,L in H3(ΩL), then {LY˜j}
converges to LY˜∞ in H
4(ΩL);
(b) there exists a constant C∗∗ > 0 depending only on (γ, J0, S0, ρ0, E0, 0, L) to satisfy
(4.45) ‖Y ‖H4(ΩL) ≤ C∗∗‖Sen − S0‖C4(Γ0);
(c) the compatibility conditions
∂kx2Y = 0 on ΛL for k = 1, 3
hold in the sense of traces.
This lemma is inspired by the study on the transport equation in [4], and the proof of this
lemma is similar to the proof of [4, Lemma 3.3]. For the convenience of the readers, we provide a
proof of Lemma 4.5 in Appendix B.
Now we choose δe in (4.17) as
(4.46) δe = 2C∗∗σv
for C∗∗ from (b) of Lemma 4.5. Under this choice of δe, the solution Y to the boundary value
problem (4.43) is contained in J entδe,L because ‖Sen − S0‖C4(Γ0) ≤ σv by the definition of σv given
in (4.28).
We define another iteration mapping F2 : J entδe,L → H4(ΩL) by
F2(Y˜ ) = Y
where Y is the solution to the boundary value problem (4.43). The mapping F2 is well defined
and maps J entδe,L into itself provided that the conditions (4.31), (4.34), (4.37), and(4.39) hold under
the choice of δe by (4.46). Then, we can apply the Rellich’s theorem and the Schauder fixed point
theorem to conclude that F2 has a fixed point in J entδe,L.
Let Y∗ ∈ J entδe,L be a fixed point of F2, and let (ψ∗,Ψ∗, φ∗) ∈ J
pot
δp,L
× J vortδv,L be the unique
fixed point of FY∗1 . Then, (ψ∗,Ψ∗, φ∗, Y∗) is a solution to the nonlinear boundary value problem
(4.11)–(4.16).
Now, we choose σ
(1)
bd so that whenever σv ∈ (0, σ(1)bd ], the conditions (4.31), (4.34), (4.37), and
(4.39) hold under the choices of (δp, δv, δe) given by (4.32)–(4.46).
(i) By (4.32)–(4.33) and (4.46), the condition (4.31) holds if
σv ≤ δ2(0)
2C∗∗(1 + 14C∗) + 4C∗
=: σ1
for the constants (δ2(0), C
∗, C∗∗) from Lemma 4.3, (4.27), and Lemma 4.5(b), respectively;
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(ii) The condition (4.34) holds if
σv ≤ 1
24(C∗)2(3 + 2C∗)
=: σ2;
(iii) By (4.46), the condition (4.37) holds if
σv ≤ 1
2C\(2C∗∗ + 1)
=: σ3
for C\ from (4.36);
(iv) Finally, the condition (4.39) holds if
σv ≤ 1
16(C\)2C∗∗
=: σ4.
Therefore, we choose σ
(1)
bd as
(4.47) σ
(1)
bd = min {σk : k = 1, 2, 3, 4} ,
so that if
(4.48) σv ≤ σ(1)bd ,
then all the conditions (4.31), (4.34), (4.37), and (4.39) hold under the choices of (δp, δv, δe) given
by (4.32)–(4.33), and (4.46).
This proves the existence of a solution to the nonlinear boundary value problem (2.23)–(2.25)
with boundary conditions (2.27)–(2.30) whenever (4.48) holds. The estimates and the compat-
ibility conditions (2.53)–(2.54) stated in Theorem 2.7 can be directly verified by using Lemmas
4.3–4.5, (4.32), (4.33), and (4.46).
Step 3. Uniqueness. Under the assumption of (4.48), let (ϕ(i),Φ(i), φ(i), S(i)) (i = 1, 2)
be two solutions to (2.23)–(2.25) with boundary conditions (2.27)–(2.30), and assume that both
solutions satisfy (2.52) and (2.51). Then, we set
(ψˇ, Ψˇ, φˇ, Yˆ ) := (ϕ(1),Φ(1), φ(1), S(1))− (ϕ(2),Φ(2), φ(2), S(2)).
Similar to (4.36), it can be checked that
‖(ψˇ, Ψˇ)‖H1(ΩL) ≤ C
(
σv‖(ψˇ, Ψˇ)‖H1(ΩL) + ‖φˇ‖H2(ΩL) + ‖Yˇ ‖H1(ΩL)
)
,
‖φˇ‖H2(ΩL) ≤ C
(
σv
(‖(ψˇ, Ψˇ)‖H1(ΩL) + ‖φˇ‖H2(ΩL))+ ‖Yˇ ‖H1(ΩL))(4.49)
for a constant C > 0 depending only on (γ, J0, S0, ρ0, E0, 0, L). Any estimate constant C > 0
appearing hereafter may vary, but it is regarded to depend only on (γ, J0, S0, ρ0, E0, 0, L) unless
otherwise specified.
By Lemma 4.5(a), one has
Yˇ = (Sen − S0) ◦L1 − (Sen − S0) ◦L2,
where each Lj denotes LY (j) for j = 1, 2, so we get
(4.50) ‖Yˇ ‖H1(ΩL) ≤ Cσv‖L1 −L2‖H1(ΩL).
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For each j = 1 and 2, letM(j)(x) = (M(j)1 (x),M(j)2 (x)) denote M(x, Y (j),Ψ(j),∇ψ(j),∇φ(j)), for
M defined by Definition 4.1(iii). And, we set
w(j)(x1, x2) :=
∫ x2
−1
M(j)1 (x1, y) dy.
Then one has w(1)(0,L1(x)) − w(2)(0,L2(x)) = w(1)(x) − w(2)(x) in ΩL. It follows from (4.42)
and mean-value theorem that one has
(L1 −L2)(x) = (w
(1) − w(2))(x)− (w(1) − w(2))(0,L2(x))∫ 1
0 M
(1)
1 (0, tL1(x) + (1− t)L2(x)) dt
.
Direct computations using this expression along with (2.51), (4.42) and (B.4) yield
(4.51) ‖L1 −L2‖L2(ΩL) ≤ C
(
σv‖L1 −L2‖L2(ΩL) + ‖(Yˇ , ψˇ, Ψˇ)‖H1(ΩL) + ‖φˇ‖H2(ΩL)
)
.
Furthermore, combining (2.51), Definition 4.1, (4.44), (4.51), and (B.4) gives
(4.52) ‖∇L1 −∇L2‖L2(ΩL) ≤ C
(
σv‖L1 −L2‖L2(ΩL) + ‖(Yˇ , ψˇ, Ψˇ)‖H1(ΩL) + ‖φˇ‖H2(ΩL)
)
.
Therefore, one has
‖L1 −L2‖H1(ΩL) ≤ C♠
(
σv‖L1 −L2‖L2(ΩL) + ‖(Yˇ , ψˆ, Ψˇ)‖H1(ΩL) + ‖φˇ‖H2(ΩL)
)
for some constant C♠ > 0. So if
σv ≤ 1
2C♠
,
then we get
‖L1 −L2‖H1(ΩL) ≤ 2C♠
(‖(Yˇ , ψˇ, Ψˇ)‖H1(ΩL) + ‖φˇ‖H2(ΩL))
Next, we substitute the previous estimate into the right-hand side of (4.50) to get
‖Yˇ ‖H1(ΩL) ≤ C†σv
(‖Yˇ ‖H1(ΩL)‖+ ‖(ψˇ, Ψˇ)‖H1(ΩL) + ‖φˇ‖H2(ΩL))
for some constant C† > 0. Therefore, if σv additionally satisfies
σv ≤ 1
2C†
,
then we get
‖Yˇ ‖H1(ΩL) ≤ Cσv
(‖(ψˇ, Ψˇ)‖H1(ΩL) + ‖φˇ‖H2(ΩL))
Now, we substitute this estimate into the right-hand sides of the the estimates given in (4.49) to
obtain that
‖(ψˇ, Ψˇ)‖H1(ΩL) + ‖φˇ‖H2(ΩL) ≤ C♣σv
(‖(ψˇ, Ψˇ)‖H1(ΩL) + ‖φˇ‖H2(ΩL))
for some constant C♣ > 0. So if
σv ≤ 1
2(C♠ + C† + C♣)
,
then we finally conclude that
(ϕ(1),Φ(1), φ(1), S(1))− (ϕ(2),Φ(2), φ(2), S(2)) = (ψˇ, Ψˇ, φˇ, Yˇ ) ≡ 0 in ΩL.
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The proof of Theorem 2.7 is completed by choosing σˆbd as
σˆbd = min
{
σ
(1)
bd ,
1
2(C♠ + C† + C♣)
}
,
where σ
(1)
bd is given in (4.47). 
Appendix A. Proof of Lemma 3.8
In this appendix, we prove Lemma 3.8.
Proof of Lemma 3.8. The proof is divided into 3 steps. For a fixed n ∈ N, let (ˆf(n)1 , fˆ(n)2 ) be given
by (3.68). To simplify notations, we will write (ˆf
(n)
1 , fˆ
(n)
2 ) as (ˆf1, fˆ2) hereafter. Note that (ˆf1, fˆ2)
are smooth in ΩL. For the rest of proof, we also fix m ∈ N, and set
(A.1) fˆl,m :=
m∑
j=0
〈ˆfl, ηj〉ηj in ΩL for l = 1, 2,
where {ηj}∞j=0 is the orthonormal basis given in (3.73). And, let (Vm,Wm) given in the form
(3.74) be the solution to (3.75)–(3.76).
Step 1. H2 estimate for Wm. It follows from the definition of L2 given by (3.12), (3.13) and
(3.75) that
(A.2) 〈L2(Vm,Wm)− fˆ2,m, ηk〉 = 0 for all k ∈ Z+, 0 < x1 < L.
By (3.76)–(3.77) and (A.2), Wm becomes a classical solution to the elliptic boundary value prob-
lem:
∆Wm − h¯1Wm = fˆ2,m + h¯2∂x1Vm in ΩL,
∂x1Wm = 0 on Γ0, ∂x2Wm = 0 on ΛL, Wm = 0 on ΓL.
(A.3)
Applying [12, Theorems 8.8 and 8.12] and the method of reflection to (A.3) yields
‖Wm‖H2(ΩL) ≤ C(‖ˆf2‖L2(ΩL) + ‖Wm‖L2(ΩL) + ‖Vm‖H1(ΩL))
for a constant C > 0 depending only on (γ, S0, J0, ρ0, E0, 0, L). We combine this estimate with
(3.80) to get
(A.4) ‖Wm‖H2(ΩL) ≤ C
(
‖(ˆf1‖L2(ΩL) + ‖ˆf2‖L2(ΩL) + ‖g1‖C0(Γ0)
)
for a constant C > 0 depending only on (γ, S0, J0, ρ0, E0, 0, L).
Step 2. H2 estimate for Vm. We divide the proof for the H
2-estimate for Vm into three
parts.
Part 1. Energy estimate. The first equation in (3.75) can be written as
(A.5) 〈L(n)1 (Vm,Wm), ηk〉 = 〈ˆf1,m, ηk〉 for 0 < x1 < L, and k = 0, 1, · · · ,m.
We define a linear hyperbolic differential operator Lhyp by
Lhyp(V ) := Vx1x1 + 2a˜(n)12 Vx1x2 − a˜(n)22 Vx2x2 + a¯1(x)Vx1 ,
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and use this definition to rewrite (A.5) as
(A.6) 〈Lhyp(Vm), ηk〉 = 〈ˆf1,m − b¯1∂x1Wm − b¯2Wm, ηk〉 for 0 < x1 < L, and k = 0, 1, · · · ,m.
Let us set
qm := ∂x1Vm in ΩL.
We first differentiate (A.6) with respect to x1, then multiply the resultant equation by ϑ
′′
k for each
k = 0, 1, · · · ,m, and add up the results over k = 0 to m, finally integrate the summation with
respect to x1 on the interval [0, t] for t varying in the interval [0, L] to get∫
Ωt
Lhyp(qm)∂x1qm dx =
∫
Ωt
(∂x1f1,m − ∂x1(b¯1∂x1Wm + b¯2Wm)− ∂x1 a¯1qm)∂x1qm dx
+
∫
Ωt
(−∂x1 a˜(n)12 ∂x2qm + ∂x1 a˜(n)22 ∂x2x2Vm)∂x1qm dx
(A.7)
for Ωt := {x = (x1, x2) : 0 < x1 < t, −1 < x2 < 1}. Using (3.78) gives
LHS of (A.7) =
1
2
(∫
Γt
−
∫
Γ0
)[
(∂x1qm)
2 + a˜
(n)
22 (∂x2qm)
2
]
dx2
+
∫
Ωt
(a¯1 − ∂x2 a˜(n)12 )(∂x1qm)2 −
∂x1 a˜
(n)
12
2
(∂x2qm)
2 + ∂x2 a˜
(n)
22 ∂x1qm∂x2qm dx
for Γt = {(t, x2) ∈ R2 : −1 < x2 < 1}. By Lemmas 3.1 and 3.3, (3.78), Morrey’s inequality
and Cauchy-Schwarz inequality, there exist positive constants λ, µ, and C depending only on
(γ, J0, S0, ρ0, E0, 0) to satisfy∫
Ωt
Lhyp(qm)∂x1qm dx ≥ λ
∫
Γt
|∇xqm|2 dx2 − µ
∫
Γ0
|∇xqm|2 dx2 − C
∫
Ωt
|∇xqm|2 dx.
Substituting this inequality into the left-hand side of (A.7) and applying (A.4) and Cauchy-
Schwarz inequality yield∫
Γt
|∇xqm|2 dx2 ≤ µ
λ
∫
Γ0
|∇xqm|2 dx2 + C
(∫
Ωt
|∇xqm|2 + (∂2x2Vm)2 dx
+ (‖ˆf1‖H1(ΩL) + ‖ˆf2‖L2(ΩL) + ‖g1‖C0(Γ0))2
)(A.8)
for some constant C > 0 depending only on (γ, J0, S0, ρ0, E0, 0). Next, we estimate
∫
Γ0
|∇xqm|2 dx2
and
∫
Ωt
(∂2x2Vm)
2 dx, separately.
Part 2. Estimate of
∫
Γ0
|∇xqm|2 dx2. We differentiate the boundary condition ∂x1Vm =∑m
j=0〈g1, ηj〉ηj on Γ0 with respect to x2 to get
(A.9)
∫
Γ0
(∂x2qm)
2 dx2 =
∫
Γ0
( m∑
j=0
〈g1, ηj〉η′j(x2)
)2
dx2.
By (3.73), for 0 ≤ j, k ≤ m, one has
(A.10)
∫
Γ0
〈g1, ηj〉〈g1, ηk〉η′jη′kdx2 =
〈g1, ηj〉2(jpi)2 for j = k,0 otherwise.
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For any j ∈ N, since −η′′j = (jpi)2ηj , integration by parts with using η′j(±1) = 0 yields
(A.11) 〈g1, ηj〉 = 1
(jpi)2
〈g1,−η′′j 〉 =
1
jpi
〈g′1,
η′j
jpi
〉.
Note that the set { η
′
j
jpi}∞j=1 forms an orthonormal basis in L2([−1, 1]). Therefore, we conclude from
(A.9)–(A.11) that
(A.12)
∫
Γ0
(∂x2qm)
2 dx2 ≤
∫
Γ0
|g′1|2 dx2 ≤ 2‖g1‖2C1(Γ0).
For each k = 0, 1, · · · ,m, multiplying (A.6) by ϑ′′k, summing up over k = 0 to m, and integrating
the result over Γ0 with respect to x2 give
(A.13)
∫
Γ0
(∂x1qm)
2 + 2a˜
(n)
12 ∂x2qm∂x1qm + a¯1qm∂x1qm dx2 =
∫
Γ0
(fˆ1,m − b¯2Wm)∂x1qm dx2
because Vm = ∂x1Wm = 0 on Γ0 due to (3.76). It follows from (3.76), (3.80), (A.4), (A.10),
Cauchy-Schwarz inequality and trace inequality, and (A.13) that∫
Γ0
(∂x1qm)
2 dx2 ≤ C
(
‖fˆ1‖H1(ΩL) + ‖fˆ2‖L2(ΩL) + ‖g1‖C1(Γ0)
)2
,
where the constant C > 0 depends only on (γ, J0, S0, ρ0, E0, 0, L). We combine this integral
estimate with (A.12) to finally get
(A.14)
∫
Γ0
|∇xqm|2 dx2 ≤ C
(
‖fˆ (n)1 ‖H1(ΩL) + ‖fˆ (n)2 ‖L2(ΩL) + ‖g1‖C1(Γ0)
)2
,
where the constant C > 0 depends only on (γ, J0, S0, ρ0, E0, 0, L).
Part 3. Estimate of
∫
Ωt
(∂2x2Vm)
2 dx. We rewrite (A.6) as
(A.15) 〈a˜(n)22 ∂2x2Vm, ηk〉 = 〈∂x1qm + 2a˜
(n)
12 ∂x2qm + a¯1qm + b¯1∂x1Wm + b¯2Wm − fˆ1,m, ηk〉
for x1 ∈ (0, L), k = 0, 1, · · · ,m. Since η′′k = −(kpi)2ηk for each k ∈ Z+, it follows from (A.15) that∫ t
0
m∑
k=0
ϑk〈a˜(n)22 ∂2x2Vm, η′′k〉dx1 =
∫ t
0
m∑
k=0
ϑk〈∂x1qm+2a˜(n)12 ∂x2qm+a¯1qm+b¯1∂x1Wm+b¯2Wm−fˆ1,m, η′′k〉dx1,
which is the same as∫
Ωt
a˜
(n)
22 (∂
2
x2Vm)
2 dx
=
∫
Ωt
(∂x1qm + 2a˜
(n)
12 ∂x2qm + a¯1qm + b¯1∂x1Wm + b¯2Wm − fˆ1,m)∂2x2Vm dx.
(A.16)
Combining Lemmas 3.1 and 3.3, (3.78), Morrey’s inequality and Cauchy-Schwarz inequality, (A.4),
and (A.16) yields that
(A.17)
∫
Ωt
(∂2x2Vm)
2 dx ≤ C
(∫
Ωt
|∇xqm|2 dx + (‖ˆf1‖L2(ΩL) + ‖ˆf2‖L2(ΩL) + ‖g1‖C0(Γ0))2
)
for some constant C > 0 depending only on (γ, J0, S0, ρ0, E0, 0, L).
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For notational convenience, we define
Zm(t) :=
∫
Ωt
|∇xqm|2 dx for t ∈ [0, L]
and
(A.18) E (fˆ1, fˆ2, g1) :=
(
‖fˆ1‖H1(ΩL) + ‖fˆ2‖L2(ΩL) + ‖g1‖C1(Γ0)
)2
.
It follows from (A.8), (A.14), and (A.17) that Zm satisfies a differential inequality
(A.19) Z ′m(t) ≤ αZm(t) + βE (fˆ1, fˆ2, g1) for 0 < t < L,
where the constants α and β depend only on (γ, J0, S0, ρ0, 0, L). Applying Gronwall’s inequality
to (A.19) gives
(A.20) Zm(L) ≤ CE (fˆ1, fˆ2, g1).
Finally, the estimate (A.20), together with (A.16), yields
(A.21) ‖Vm‖H2(ΩL) ≤ C
(
‖fˆ1‖H1(ΩL) + ‖fˆ2‖L2(ΩL) + ‖g1‖C1(Γ0)
)
.
In (A.20)–(A.21), the constants C may vary, but they depend only on (γ, J0, S0, ρ0, 0, L).
Step 3. Estimate for higher order weak derivatives of (Vm,Wm). In order to complete
a priori H4 estimates of (Vm,Wm) in ΩL, we continue the bootstrap argument. All the details can
be given by employing the ideas in Steps 1 and 2, but they are much more lengthy and technical.
So, in this step, we only describe main differences in establishing the estimate for higher order
weak derivatives of (Vm,Wm) in ΩL.
Note that the extension of fˆ2,m + h¯2∂x1Vm given by even reflection about ΛL is H
1 across ΛL
without any additional compatibility condition. Therefore, back to (A.3), we apply Lemma 3.4,
(A.21) and the method of reflection to obtain that
(A.22) ‖Wm‖H3(ΩL) ≤ C
(
‖ˆf2‖H1(ΩL) +
√
E (ˆf1, fˆ2, g1)
)
,
where the constant C > 0 depends only on (γ, S0, J0, ρ0, E0, 0, L) and E (ˆf1, fˆ2, g1) is given in
(A.18).
For a priori H3 estimate of Vm, we adapt the argument in Step 2. The main difference is that
the compatibility condition
(A.23)
dg1
dx2
(±1) = 0
derived from (2.42) is used. For example, when we estimate∫
Γ0
(∂3x2Vm)
2 dx2 =
∫
Γ0
( m∑
j=0
〈g1, ηj〉η′′j
)2
dx2 =
∫
Γ0
( m∑
j=0
〈g1, η′′j 〉ηj
)2
dx2,
to derive a differential inequality similar to (A.19), we obtain from (A.23) that
〈g1, η′′j 〉 = 〈g′′1 , ηj〉,
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from which one has ∫
Γ0
(∂3x2Vm)
2 dx2 ≤ 2
(
‖g1‖C2(Γ0)
)2
.
Furthermore, it can be directly checked from (3.8), (3.20), (3.67) and (3.68) that
∂x2 fˆ1 = 0 on ΛL.
We use this to derive that
‖ˆf1,m‖H2(ΩL) ≤ ‖ˆf1‖H2(ΩL) for all m ∈ Z+.
With the aid of (A.21)– (A.23), it follows from lengthy but straightforward computations that
(A.24) ‖Vm‖H3(ΩL) ≤ C
(
‖fˆ1‖H2(ΩL) + ‖fˆ2‖H1(ΩL) + ‖g1‖C2(Γ0)
)
,
where the constant C > 0 depending only on (γ, S0, J0, ρ0, E0, 0, L).
Similar to H3 estimate of Wm given in (A.22), a priori H
4-estimate of Wm can be obtained by
applying (A.24), [12, Theorems 8.8 and 8.12] and the method of reflection to (A.3) because the
compatibility condition ∂x2 (ˆf2,m + h¯2∂x1Vm) = 0 holds on ΛL. Furthermore, it can be directly
checked from (3.20), (3.14), (3.67) and (3.68) that one has
∂x2 fˆ2 = 0 on ΛL.
Thus we obtain that
‖ˆf2,m‖H2(ΩL) ≤ ‖ˆf2‖H2(ΩL) for all m ∈ Z+.
Therefore, we have
(A.25) ‖Wm‖H4(ΩL) ≤ C
(
‖ˆf1‖H2(ΩL) + fˆ2‖H2(ΩL) + ‖g1‖C2(Γ0)
)
.
Finally, adapting the argument in Step 2 and using the estimate (A.25) yield
(A.26) ‖Vm‖H4(ΩL) ≤ C
(
‖ˆf1‖H3(ΩL) + ‖ˆf2‖H2(ΩL) + ‖g1‖C3(Γ0)
)
.
This finishes the proof of Lemma 3.8. 
Appendix B. Proof of Lemma 4.5
Proof of Lemma 4.5. For a fixed Y˜ ∈ J entδe,L, denoteM(x) = (M1,M2)(x) by
M(x) := M(x, Y˜ ,Ψ,∇ψ,∇φ)
for M(x, Y˜ ,Ψ,∇ψ,∇φ) defined by Definition 4.1(iii). We define a function w : ΩL → R by
w(x1, x2) :=
∫ x2
−1
M1(x1, y) dy.
By adjusting the proof of [4, Lemma 3.3] with using (2.50), (4.40), (4.41) and Lemma 4.3(a) , we
obtain the following properties:
(i) ∇⊥w =M in ΩL;
(ii) 0 = w(0,−1) ≤ w(x) ≤ w(0, 1) in ΩL;
(iii) The function w0 := w(0, ·) : [−1, 1] → [0, w(0, 1)] is strictly increasing, and its inverse
w−10 : [0, w(0, 1)]→ [−1, 1] is well defined;
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(iv) We define a Lagrangian coordinate mapping LY˜ : ΩL → [−1, 1] by
(B.1) LY˜ (x) := w
−1
0 ◦ w(x).
From the definition of LY˜ , (4.44) stated in Lemma 4.5(a) can be directly checked. And,
the function Y given by
Y = (Sen − S0) ◦LY˜
solves the boundary value problem (4.43).
In order to complete the proof of Lemma 4.5, it suffices to show that there exists a constant
C∗∗ > 0 depending only on (γ, J0, S0, ρ0, E0, 0, L) to satisfy
(B.2) ‖LY˜ ‖H4(ΩL) ≤ C∗∗ for all Y˜ ∈ J entδe,L.
Once (B.2) is verified, then the rest of Lemma 4.5 can be easily proved by direct computations.
In particular, the continuity of LY˜ with respect to Y˜ in H
3(ΩL) stated in Lemma 4.5(a) follows
from the smooth dependence of M on (x, Y˜ ,Ψ,∇ψ,∇φ), and the continuous dependence of the
fixed point (ψ,Ψ, φ) ∈ J potδp,L × J vortδv,L of the iteration mapping FY˜1 on Y˜ ∈ J entδe,L.
The rest of the proof devotes to verify (B.2). Due to the smooth dependence of M on
(x, Y˜ ,Ψ,∇ψ,∇φ), there exists a constant C > 0 depending only on (γ, J0, S0, ρ0, E0, 0, L) to
satisfy
(B.3) ‖M(·, Y˜ ,Ψ,∇ψ,∇φ)‖H3(ΩL) ≤ C for all Y˜ ∈ J entδe,L.
It follows from (2.26), (4.13), (4.15), (4.17) , and Definition 4.1(iii) that one has
(B.4) M(x, Y˜ ,Ψ,∇ψ,∇φ) · e1 =
(
γ − 1
γSen
(
Φ0 + Ψ− 1
2
(u2en + v
2
en)
)) 1
γ−1
uen on Γ0.
Note that the fixed point (ψ,Ψ, φ) ∈ J potδp,L×J vortδv,L of the iteration mapping FY˜1 solves the nonlinear
boundary value problem (4.11) with boundary conditions (4.13)–(4.15) with Y being replaced by
Y˜ . So Ψ can be considered as a solution to the linear boundary value problem:
∆Ψ = F2 in ΩL,
Ψx1 = Een − E0 on Γ0, Ψx2 = 0 on ΛL,
(B.5)
where
F2 := h¯1Ψ + h¯2ψx1 + f2(x, Y˜ ,Ψ,∇ψ,∇φ)
with (h¯1, h¯2) given by (3.13), and f2 given by Definition 4.1(v). Using (4.32) and (4.35) yields
(B.6) ‖F2‖H3(ΩL) ≤ C(δe + σv)
for σv given by (4.28). From (4.13), (4.14) and Definition 4.1, it can be directly checked that
(B.7) ∂x2F2 = 0 on ΛL.
Applying the Morrey’s inequality to F2 to obtain from (B.6) and (B.7) that
‖F2‖
C1,
1
2 (ΩL)
≤ C(δe + σv).
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In addition, one has ∂x2(Een − E0)(±1) = 0 due to (2.50). Then, by the standard Schauder
estimates and the method of reflection, we obtain that
(B.8) ‖Ψ‖
C3,
1
2 (ΩL∩{x1<L2 })
≤ C(δe + σv).
The estimate constants C appeared so far vary, but they all depend only on (γ, J0, S0, ρ0, E0, 0, L).
It follows from (B.4) and (B.8) that M(x, Y˜ ,Ψ,∇ψ,∇φ) · e1 ∈ C3(Γ0). Hence straightforward
computations with using (4.42), (4.44), (B.3), (B.4), (B.8), the chain rule and the Sobolev in-
equality show that there exists a constant C∗∗ > 0 depending only on (γ, J0, S0, ρ0, E0, 0, L) to
satisfy the estimate (B.2). This finishes the proof of Lemma 4.5. 
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