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Week Six: The Normal Distribution
and The Central Limit Theorem
CS 217

Discrete Distributions
●
●
●

Last week we talked about the probability mass function and cumulative
distribution function for discrete distributions
The probability mass function gives us the probability that a discrete distribution
is equal to a given variable
The cumulative distribution function gives us the probability that a discrete
distribution is less than or equal to a given variable

Continuous Distributions
●

●
●
●
●

The probability mass function is intuitively easy to understand - it’s the
probability that if we flip a coin three times, we will get two heads. The outcome
is discrete and unequivocal.
Say I were to measure the height of every student in this class. What is the
probability that I will get three students who are 5’8”?
If I were to round every students’ height to the nearest inch, I could treat height as
a discrete measurement
So technically, want to find the probability that I will get three students who are
between 5’7.5” and 5.8.5” tall
I can do so with the probability density function

Continuous Distributions
●
●

●

The probability density function is the continuous analogue of the probability
mass function
The probability of something fallen in a given range (i.e. the probability of a
student being between 5’7.5” and 5’8.5”) is the integral of the probability density
function
Continuous distributions, like discrete distributions, have cumulative distribution
functions that represent the probability of something being less than or equal to a
given value

The Uniform Distribution
●
●
●
●

Let’s take a uniform distribution as an example of the difference between discrete
and continuous distributions
Last class we had the example of a single die as a uniform distribution between 1
and 6, since those are the only possible outcomes
We could also set up a uniform distribution of all decimals between 1.0000000
and 6.99999
The probability that a single die will land on 1 is equivalent to the probability that
a computer will randomly choose a number between 1.0000 and 2.000000

The Exponential Distribution
●

●
●

●

Last week we looked at the Poisson Distribution, which measures the probability
of a given number of events happening in a fixed interval of time, with the
example of the number of trains that will arrive at a platform in a given hour
Say an average of six trains will arrive every hour - this is a Poisson distribution
with a lambda value of six
The exponential distribution takes the inverse of this - that a train will arrive
every ten minutes - as an input. Our theta value is ⅙ (it will take ⅙ of an hour for
the next train to arrive)
It may model a question, such as, given that a train arrives every ten minutes,
what is the probability that a train arrives in the next five minutes?

The Exponential Distribution
●
●
●

Both the Poisson and exponential distribution are memoryless in that what has
happened in the past does not affect what happens in the future
If a train hasn’t arrived in the past fifteen minutes, the probability that a train
arrives in the next five minutes will be unaffected
If ten trains have arrived in the past fifteen minutes, the expected number of
trains that will arrive in the next hour will remain the same

The Normal Distribution
●
●
●
●

The normal distribution is by far the most important continuous distribution, for
reasons we will explore throughout the course
A normal distribution is a continuous distribution where the the data tends to
cluster around a central value with no skew or bias
Common examples of the normal distribution include height, SAT scores, or the
sum of the rolls of two die (like we covered next week)
It has two parameters, the mean and standard deviation

The Normal Distribution

The Normal Distribution
●

The standard normal distribution
has a mean of 0 and a standard
deviation of 1

The Normal Distribution
●

●

68% of the data in a normal
distribution will fall within one
standard deviation of the mean
With a mean of 0 and a standard
deviation of 1, this means that 68%
of the data will fall between -1 (0 -1)
and 1 (0 + 1)

The Normal Distribution
●

●

95% of the data in a normal
distribution will fall within two
standard deviations of the mean
With a mean of 0 and a standard
deviation of 1, this means that 68%
of the data will fall between -2 (0
-2) and 2 (0 + 2)

The Normal Distribution
●

●

99% of the data in a normal
distribution will fall within three
standard deviations of the mean
With a mean of 0 and a standard
deviation of 1, this means that 68%
of the data will fall between -3 (0
-3) and 3 (0 + 3)

The Z-Score
●

●

●

Given these principles, we can find
the CDF of any given point on a
normal distribution if we have the
mean and standard deviation of that
normal distribution
We can do this by seeing how many
standard distributions away from the
mean a given point is
This value is called the Z-Score

The Z-Score
●

●

A Z-score of less than 0 means that
that value is less than the mean of the
distribution, and a Z-score of more
than 1 means that the value is more
than the mean of the distribution
The value of the Z-score is the
number of standard distributions
away a value is from the mean of a
distribution

The Z-Score
●

●

For example, say that SAT scores are
distributed with a mean of 1060 and a
a standard deviation of 195
If I get a 1120, what is my Z score?

The Z-Score
●

●
●
●

For example, say that SAT scores are
distributed with a mean of 1060 and a
a standard deviation of 195
If I get a 1120, what is my Z score?
My Z-score is (1120-1060)/195, or 0.30
This means that I scored 0.3 standard
distributions above the mean score

The Z-Score
●

●
●
●

For example, say that SAT scores are
distributed with a mean of 1060 and a
a standard deviation of 195
If I get a 1120, what is my Z score?
My Z-score is (1120-1060)/195, or 0.30
This means that I scored 0.3 standard
distributions above the mean score

The Z-Score
●

●
●

For example, say that SAT scores are
distributed with a mean of 1060 and a
a standard deviation of 195
If I get an 800, my Z score is
(800-1060)/195, or -1.33
This means that I scored 1.33
standard distributions below the
mean score

The Z-Score
●
●

●
●

With a Z-score of -1.33, what percentile
of scores does that put me in?
This would make my score below
average, specifically I would be in the 9th
percentile of scores.
Traditionally we would find this by
looking up the CDF value in a Z-table
Now we have computers :)

The Z-Score
●

Intuitively, it’s important to know the
relationship between these Z-scores
and their relative percentile scores

Z-Score

Cumulative
Percentile

-2

2%

-1

15%

0

50%

1

84%

2

98%

The Normal Approximation
●

●
●

The Normal Distribution can also be
used as an approximation to the
binomial distribution.
Let’s flip 20 coins. What is the PMF
for getting 0 - 20 heads?
The results look quite similar to a
normal distribution!

The Normal Approximation
●
●
●

Say we wanted to find the odds of getting 7 or less heads in 20 flips.
One way to approach this would be to add up the PMFs of the flips for 0, 1, 2,
etc…. This is possible but annoying to do by hand.
However, we could approximate a normal distribution and find this probability
using a Z-score

The Normal Approximation
●
●

In this example X is 7, the mean is 10,
and the standard deviation is 2.23
However, because we are
approximating a continuous
distribution with a discrete
distribution, we add a continuity
correction of 0.5, so that the X is 7.5

The Normal Approximation
●
●

●

In this example X is 7, the mean is 10,
and the standard deviation is 2.23
However, because we are
approximating a continuous
distribution with a discrete
distribution, we add a continuity
correction of 0.5, so that the X is 7.5
In this case the Z-score will be -1.12,
which translates to a probability of
around 13.11%

The Normal Approximation
●

●

●

It turns out that the CDF of the
underlying binomial distribution is
13.15%.
The normal approximation is
extremely accurate when the n * p >=
5, and n*(1-p) >= 5
Here, both p and 1-p are 0.5, so n *
either is 10. Thus the normal
approximation is applicable, and
useful!

The Law of Large Numbers
●
●
●

If we flip ten coins, what is the expected number of heads we will see?
Do we expect to see this result every time we flip ten coins?
Do we expect to see this result as an average if we flip ten coins one-hundred
times?

The Law of Large Numbers
●

If we flip ten coins, what is the expected number of heads we will see?
○

●

Do we expect to see this result every time we flip ten coins?
○

●

5
No, specifically the PMF of five successes in ten trials gives us a 25% chance of this happening

Do we expect to see this result as an average if we flip ten coins one-hundred
times?
○

Yes

The Law of Large Numbers
●

The law of large numbers states that if we perform the same experiment a large
number of times, the average of our results will approach the expected value of
the experiment’s underlying distribution

The Central Limit Theorem
●

●

●

●

The central limit theorem tells us if we take large enough samples from any
distribution, the distribution of the resulting sample means will resemble a
normal distribution
This normal distribution will have the same mean as the underlying distribution,
and have a standard deviation approximately close to the underlying
distribution’s standard deviation divided by the square root of each sample size
This typically works well when we have sample sizes greater than 30, though it
could be more for especially skewed distributions, or less for normal
distributions
This means that we can use the normal distribution to quantify uncertainty
about a population’s mean given a sample mean

The Central Limit Theorem
●
●

Say we have a school where there are
exactly 200 students in grades 7-12.
The average grade for a student is 9.5
and the standard deviation is
approximately 1.7

The Central Limit Theorem
●

Say we take samples of 30 students
each from this student population.
We find that generally the average
grade of each sample of students is
fairly close to the actual average of
9.5

Sample

Average Grade

Sample #1

9.13

Sample #2

9.33

Sample #3

9.9

Sample #4

9.6

Sample #5

9.53

The Central Limit Theorem
●

●

If we take 1,000 samples of 30 from
the population, we’ll find that the
resulting distribution of grade
averages is actually a normal
distribution.
The normal distribution has an
average of 9.5, the same average as
the population

The Central Limit Theorem
●

●

●

If we take 1,000 samples of 30 from
the population, we’ll find that the
resulting distribution of grade
averages is actually a normal
distribution.
And it has a standard deviation of
0.30, which is approximately 1.7
divided by 30, the size of each
random sample
The standard deviation of the
sampling distribution is also known
as the standard error

The Central Limit Theorem
●

●
●

If we take 1,000 samples of 100
instead from the population, our
standard error will decrease to 0.16
The larger our sample size, the
smaller our standard error is.
Intuitively this makes sense: if we
were polling random students about
which grade they were in, we would
want to poll as many as possible to
get as little error as possible

The Central Limit Theorem
●

The Central Limit Theorem is important because of these two beliefs:
○
○

●

●

The mean of a random sample will be the same as the mean from the overall population
The standard error of a random sample will be smaller the greater you increase your sample size

As we do hypothesis testing in the second half of the course, the central limit
theorem will be a core tool in understanding whether a random sample is part
of the distribution or not
If we poll 30 random students and find that they are in grade 11 on average, do
we believe that they are telling the truth, given what we know about the
distribution of students in the school? Is it statistically feasible?

