ABSTRACT The fifth generation mobile networks (5G) envision to interconnect the massive number of devices with a wide range of characteristics and demands for 2020 and beyond. With more radio-frequency (RF) bands to support multiple frequency transmission, separate antennas, and RF chips may be required for widely separated frequency bands. The development of cognitive radio systems, in which a wireless transceiver automatically adapts its communication parameters to network and user demands, is therefore crucial to the successful roll-out of the 5G. This paper introduces an innovative CR system that performs the spectrum sensing for the joint energy harvesting and channel access. A prototype test bed is employed to detect and convert RF signals from different bands to a DC voltage for powering a sensor board that communicates over another channel to an access point. The system's objective is to use the harvested energy for concurrent data transmission. We model the selection of channels to maximize this objective as a multi-armed bandit (MAB) problem. Depending on the type of the MAB problem, three spectrum sensing strategies are developed for joint energy harvesting and channel access. The first one, applicable for stochastic MAB, conceptualizes some formulations of the exploration/exploitation balancing technique of the available frequency bands. The second strategy is an opportunistic sensing framework for the Markovian MAB when the state of the underlying Markov process is partially observed. The third strategy is based on the Gittins index allocation framework for the fully observed Markovian MAB. The simulation results show that lower regrets can be obtained with more information on the underlying Markov process of the MAB.
I. INTRODUCTION
The 5G envisions to provide the means to interconnect a massive number of devices (e.g., smart phones, sensors, actuators and cameras) with a wide range of characteristics and demands for 2020 and beyond. These devices will include both low-cost/long-range/low-power machine-type communication as well as broadband MTC with some characteristics closer to human-type communication.
As smart services like environment monitoring, metering, lights management, and vehicle traffic control, become pervasive in urban areas, the aggregation of all these services
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leads to very high density of devices with different characteristics expected to be combined in a common communication and interworking framework. Depending on the specific use cases, very low cost devices with long battery life may be required. For instance, in the case of wireless sensor networks (WSNs), replacing batteries in sensor nodes distributed over large areas or in zones difficult to access is always a challenge. An alternative to supplying power with batteries is via wireless energy harvesting, which can be achieved through the means of capacitive coupling [1] , inductive coupling [2] , magnetic coupling [3] or radio-frequency (RF) energy [4] .
Sensor networks powered with RF energy offer the advantage of far-field long-distance power transfer over other wireless energy harvesting techniques. These radio signals may come from dedicated sources (energy in a specific bandwidth tuned for the purpose of operating specific sensors [5] ) or ambient sources ('free' energy through the air from transmitters initially not intended for energy transfer). The latter type of energy transmitters can be further categorized into:
• Static RF sources: Static RF sources release relatively stable power over time, such as TV, cellular and radio towers. However, there can be long-term and short-term fluctuations due to service schedule (e.g., TV and radio) and fading. Their power density is usually very small.
• Dynamic RF sources: Dynamic RF sources work periodically or use time-varying transmit power such as Wi-Fi access points and licensed users in a cognitive radio environment. The energy collected has to be adaptive and possibly intelligent to search for harvesting opportunities in a certain frequency range. Even so, it appears as the most promising field of research, especially in the crowded radio spectrum of 5G networks. The same RF radiation used for energy transfer can be combined with existing communications systems. In [6] , the Simultaneous Wireless Information and Power Transfer (SWIPT) was proposed for delivering RF energy in a low power region, while using the amplitude and phase of the signals to modulate information. SWIPT provides the advantage of delivering controllable and efficient on-demand wireless information and energy concurrently, offering a low-cost option for sustainable operations of wireless systems with no hardware modification necessary on the transmitter side. However, there is a tradeoff between optimizing wireless information and energy transfer simultaneously and the design of a wireless system [7] , [8] . The underlying reason is that the amount of ''variations'' (entropy rate) in a radio signal determines the quantity of information, while the average squared value of RF signals accounts for its power. Consequently, the amount of transmitted information and transferred energy cannot be generally maximized at the same time, thus raising a demand for the redesign of existing wireless networks [4] .
This problem can be alleviated with the introduction of Cognitive radio (CR). CR is an intelligent radio generally focused on channel access and spectrum sensing, which can be programmed and configured dynamically. It can be used for the search of abundant RF signals, like in the case of dynamic sources, in order to scavenge energy and power for CR devices. Extensive literature exists on CR (e.g. [9] , [10] , and [11] ), with a strong focus on channel access ( [12] , [13] , [14] ). In [12] , a cognitive engine for link adaptation was designed and applied to a system that adapts its use with multiple antennas, modulation and coding. In [14] , an exploration vs. exploitation balancing technique, also known as the multi-armed bandit (MAB) problem, was utilized to solve the problem of collision between cognitive multi-users with a learning algorithm called Upper Confidence Bound (UCB) index. The goal was to improve the utilization rate of idle spectrum for channel access. Bandit problems are basic instances of sequential decision making with limited information, and naturally address the fundamental trade-off between exploration and exploitation in sequential experiments. The player must balance the exploitation of actions that did well in the past and the exploration of actions that might give higher payoffs in the future. MAB has also been applied in advertising services [15] , positioning [16] and scheduling [17] . Inspired by these works on MAB for CR, this paper introduces a new CR system that performs spectrum sensing for joint RF energy harvesting and channel access concurrently, and utilizes the MAB framework to optimize its operation.
Because a wireless channel is typically time-variant, we characterize it as a Markov chain, which is a stochastic process with a limited number of states whose transitions between them are probabilistically modeled. Furthermore, we assume the channel statistics of the RF energy transfers to follow a Rayleigh distribution. Our objective is to learn the channel and thus allow the CR system to optimize its operation. In the early work reported in [18] , [19] , we examined various channel sensing strategies for selecting a pair of channels, one for energy harvesting and one for data transmission. Greedy-based opportunistic sensing was proposed in [18] with the objective of maximizing the transmission rate per energy harvesting time. Gittins index solution to the multi-armed bandit problem was studied in [19] to maximize the long term reward, defined as the product of the transmission rate and the harvested energy. In this paper, we propose to jointly select energy harvesting and channel access in a CR environment under a common well-defined objective: maximizing the transmission rate that is empowered by the harvested energy. We assume that the CR system can operate on multiple wireless channels, which inherently follow different Markov processes. We then propose several learning frameworks for the CR, depending its knowledge and observations of these underlying processes: no knowledge, partial observation and full observation.
The first strategy utilizes the fundamental exploration and exploitation technique for stochastic MAB problems. More specifically, the cognitive agent (CA) greedily selects the channel pair with the highest reward, solely based on its past observations. When applying to Markovian MAB, this strategy does not requires the CA to possess any knowledge of the underlying Markov process. The second and third sensing strategies are specifically applicable for Markovian MAB. The second strategy is an opportunistic sensing scheme that is based on the partial observation of the underlying Markov process. In this case, the CA only knows for certainty the state of its sensed channels and it has to construct a belief on the state of other channels. Based on the partially observed Markov decision process (POMDP) framework, we propose a greedy strategy to select the channel pair with the highest believed future reward. Finally, we examine the Gittins index strategy for the fully observed Markov process, i.e., the state of each channel is fully known. The selection by Gittins index then attains the channel pair with the highest total discounted reward. Simulation results show that lower regrets VOLUME 7, 2019 or better rewards can be obtained with more information on the underlying Markov process.
The rest of the paper is organized as follows: Section II introduces the concept of Cognitive Radio for RF energy harvesting, in which we describe the Powercast P21XXCSR board used for the simulations. Section III formulates the MAB problem and POMPD to be solved in Sections IV and V. The Gittins index allocation approach is considered in Section VI. Section VII presents the simulations results and then compares the performance of the proposed algorithms. Finally, the concluding remarks are presented in Section VIII.
II. HARDWARE DESCRIPTION AND SYSTEM MODEL
This section describes the system considered for a cognitive radio test bed. It is a setup made with commercially available parts that are put together and a firmware to implement the algorithms later detailed in the paper.
A. COGNITIVE RADIO SETUP
A CR is an intelligent radio that can be programmed and configured dynamically. Its transceiver is designed to use the best wireless channels in its vicinity. Such a radio automatically detects available channels in wireless spectrum, and then accordingly changes its transmission or reception parameters to allow more concurrent wireless communications in a given spectrum band at one location [21] . CR is considered as a goal towards which a software-defined radio platform should evolve: a fully reconfigurable wireless transceiver which automatically adapts its communication parameters to network and user demands. Here, we attempt to utilize a CR system to search for abundant RF signals in order to scavenge energy and at the same time, use other channels for information transfer. The CR system has the ability to collect information through its sensors and use that information to learn and optimize its performance under different channel conditions. We denote as cognitive agent (CA) the decision making engine or the 'brain' of the system.
The scope of this study is limited to achieving the maximum data rate through the use of the harvested energy. It is further assumed that the channel statistics do not change during operation. The CR system shown in Fig. 1 comprises of:
• Six radio frequency sources for each of the frequency bands supported by the RF energy harvester. A National Instruments (NI) Universal Software Radio Peripheral (USRP-2900) [22] can be used to emulate the signals.
• An RF energy harvester (RFEH) made of a multichannel RF signals scavenging evaluation board with integrated power management and energy storage, and of six antennas.
• The CA is made of a microprocessor and multiplexer board. It effectively implements the exploration/ exploitation strategy to intelligently select channels for harvesting and data accessing. • A wireless sensor board that measures temperature, humidity, luminosity, voltage, and sensor ID detection, and freely conveys those data to an access point.
• An access point that receives the sensing data and displays them on a computer.
1) POWERCAST RF ENERGY HARVESTING HARDWARE
The Powercast P21XXCSR-EVB evaluation board [20] The P21XXCSR-EVB needs to receive energy from an RF source. Wireless signal generators such as Software Defined Radio setups (e.g. USRP) can be used to test any frequency band; other common sources are: cellular phones, Powercast Company's TX91501 transmitter, Wi-Fi routers, RFID readers, etc. The Powercast receiver chips PCC110 and PCC210 convert RF energy within the appropriate frequency band into a DC power. This is monitored by one of three user selectable voltage thresholds V cap (1.2 V, 0.9 V or 0.7 V). The V cap voltage is accumulated into a storage capacitor, i.e., 50 mF, 2.2 mF, and an user select one. The charge capacitor charges up to the selected threshold V cap , then a boost converter turns on, outputting a voltage V out (3.3 V) to supply the storage capacitor. The charge capacitor then slowly discharges until V cap reaches a minimum value, shutting off the boost converter. V cap charges back up again to its maximum value to start a new cycle.
The harvested DC voltage V out is used to power the wireless sensor board WSN-EVAL-01, which plugs into the P21XXCSR-EVB. The sensor board has two features: it contains sensors to measure the environment, and a Microchip MRF24J40 PICtail daughter card that transmits its data on an intermittent communication following the MiWi wireless protocol (2.4 GHz) [23] . The data are then received by an access point (Microchip MRF24J40 PICtail daughter card plugged into a Microchip 16-bit XLP development board) connected via a USB cable to a host computer. The received data are intermittently displayed on the computer on a 10 sec interval. Fig. 2 shows a WSN-EVAL-01 sensor board mounted on a P21XXCSR-EVB board. FIGURE 2. P21XXCSR evaluation board with WSN-EVAL-01 sensor board plugged in.
As described above, the RFEH has six channels for harvesting energy, and the sensor board's transmission channel is unique (on 2.4 GHz MiWi protocol). In the next section however, the design abstracts six wireless channels that are available for sensing data transmission.
2) COGNITIVE AGENT
The cognitive agent is the 'brain' of the CR system. It consists of an Arduino Uno board [24] and a multiplexer. The Arduino Uno is a board based on the ATmega328P, which is an 8-bit microcontroller with 32KB of Flash memory and 2KB of RAM. It contains everything needed to support the microcontroller, and is powered from the DC power supply output by the RFEH. The ATmega328P microcontroller decides which channel to harvest from, and the selection is executed by a multiplexer.
The multiplexer is implemented with the Sparkfun 16-Channel Analog/Digital MUX Breakout board [25] centered around a CD74HC4067 multiplexer chip. The board allows for easy configuration and connection of devices for quicker assembly and setup. A picture of the entire cognitive agent is displayed in Figure 3 . Video demos of a working prototype are available online [26] .
B. SYSTEM MODEL
A spectrum of N orthogonal channels is considered, each with bandwidth W m , m = 1, . . . , N . We denote h m (t) and g m (t) as the channel envelop on a given channel m from the energy source to the RFEH unit and from the RFEH unit to its receiver, respectively. These channel coefficients are modeled as follows:
• The channel envelops h m (t) and g m (t) remain constant during time slot t.
• If channel m is being occupied at given time slot t, the channel envelop h m (t) is assumed to be Rayleigh distributed with the probability density function (PDF)
hm , where σ h m > 0 is the scale parameter of the distribution. On the other hand, if channel m is idle, then the channel envelop h m (t) = 0, i.e., h m (t) is Rayleigh distributed with zero variance. In overall, h m (t) follows a Rayleigh mixture distribution.
• If channel m is idle at time slot t, the channel envelop g m (t) is assumed to be a constant value g m , irrespective of t. We assume the RFEH is placed close to its receiver such that there is a line of sight transmission without fading. On the other hand, if channel m is occupied, the CA cannot use channel m for transmission. Thus, the channel envelop g m (t) is effectively 0 for this particular time slot. It is assumed that the occupancy of these N channels follows a discrete-time Markov process with M = 2 N states. The objective of the CA is to select a pair of channels (m, n) out of these N channels at any given time slot t: one occupied channel for energy harvesting and one free channel for data transmission. Hereafter, a pair of channels (m, n) is called an arm in a K -armed bandit problem, where K = N (N − 1)/2. The CA first performs channel sensing on one arm and obtains its utility by energy harvesting and data transmission at that very arm. It is worth mentioning that the channel selection is not fixed, i.e., at each decision epoch, the channel used for energy harvesting and the one used for channel access may be different. In the following sections, several learning schemes are considered to maximize expected utility of the CA unit, based on the knowledge of the transition probability of the Markov process over a horizon of T time slots.
III. PROBLEM FORMULATION A. CHANNEL SENSING FOR ENERGY HARVESTING AND DATA TRANSMISSION
We denote the received power spectral density (PSD) at the RFEH on channel m as ρ m . When channel m is occupied, ρ m is VOLUME 7, 2019 given by
where P t,m is the transmit power of the energy source on channel-m, and G t and G r are the source antenna and receiver antenna gains, respectively. With the harvested energy, the CA's goal is to transmit as much data to its receiver as possible. To achieve this goal, the CA first senses the N channels fully or partially in hope to find one occupied channel for energy harvesting and one free channel for data transmission. For simplicity, we investigate a sensing framework with the following considerations:
• Energy consumption for the sensing process is assumed to be a constant.
• The battery storage is assumed to be unlimited and thus enables a maximum amount of harvested energy from the occupied channel. Suppose that the energy harvesting unit at time slot t decides to utilize channel-m for energy harvesting and channel-n for data transmission. Let us define the energy harvesting from channel-m as EH m (t) and the power for data transmission on channel-n as P n (t). Let τ be the duration of time to harvest energy and data transmission before each decision step. The harvested energy can be modeled as
where λ ∈ [0, 1] is the energy harvesting efficiency coefficient and ρ m (t) is the received power spectral density per time on channel m defined in (1). We denote c(t) as a constant cost designated to reflect the discharge rate of the energy storage device while the board is searching for a channel to scavenge radio signals, and the current leakage due to the equivalent series resistance (ESR) of the energy storage device. The net harvested energy is thus λW m ρ m (t)τ − c(t)τ should it be positive or 0, otherwise. At the same time, the total energy used for data transmission over the time duration τ is ET n (t) = P n (t) × τ , where P n (t) is the transmit power. Clearly, ET n (t) is bounded by the amount of net energy harvested, i.e., 0 ≤ ET n (t) ≤ max {W m ρ m (t)τ − c(t)τ, 0}. Should the CA transmit at its maximum available power for highest possible data rate, P n (t) is therefore given by
where [x] + = max{x, 0}.
B. REWARD FUNCTION
At time slot t, if the CA accesses an idle channel n for data transmission, the data rate in bit/s is given by
Clearly, a high data rate r n (t) is attained when both channels |h m (t)| and |g n | are strong. Should the channel sensing step result in channels m and n being idle and occupied respectively, the roles of the two channels are reversed. In this case, the data rate achieved by transmission on channel-m through the energy harvested on channel n is given by
We note that r m (t) or r m (t) cannot be both nonzero at the same time. We thus define a single reward function for choosing the channel pair (m, n) as
Herein, the subscript i for i = 1, . . . , K is used as the abbreviation to denote the arm corresponding the channel pair i (m, n) and x(t) denote the state of the Markov process on the N channels at time t.
In order to enable the highest reward over the horizon of T time slot, we need to choose a channel pair (m, n) such that the total of R i [x(t)] and the reward at later time slots are the greatest. Table 1 summarizes the list of important notations used throughout the paper. 
C. CONCURRENT ENERGY HARVESTING AND CHANNEL ACCESS USING MAB
A primary function of the CR system is to search for an available RF source in order to scavenge energy, and for a 84528 VOLUME 7, 2019 vacant channel to transmit sensing data. This is generally achieved by trial and error. When the system performs this function, it is said to be exploring. On the other hand, when it is utilizing the channel with the best known performance, it is said to be exploiting. In order to be in the latter condition, a period of exploration is necessary. Since this operation consumes valuable resources such as time and energy, it is necessary to bound the period to a reasonable yet sufficient amount of time. The CR system will likely not be exposed to all channels conditions before finding the optimal one, and hence the exploitation cannot be prolonged indefinitely. Some exploration trials should be included as the system harvests energy from the best available channel and transmit data on an unused channel. Finding the right balance between exploration and exploitation for both energy harvesting and channel access is therefore a great challenge.
A single-armed bandit process is described by a machine, arm, or project characterized by a pair of random sequences
. . , , where X (a) is the state machine after being operated a times, and R(X (a)) denotes the reward obtained when the machine is operated for the a-th time [27] . Bandit problems are basic instances of sequential decision making with limited information, defined by a set of actions. At each time step, a unit resource is allocated to an action and some observable payoffs (reward) are obtained. The goal is to maximize the total payoff obtained in a sequence of allocations [28] .
In a concurrent energy harvesting and channel access scheme, the selection of arm i should consider the following conditions:
• A channel cannot be used concurrently for energy and data transfer.
• At each decision epoch, a channel must be occupied for energy harvesting.
• At each decision epoch, a channel must be idle for data transmission. There are three essential formalizations of the bandit problem depending on the assumed nature of the reward process: stochastic, adversarial, and Markovian. Each of these three models has a distinct playing strategy. To this end, we focus on stochastic and Markovian bandits to investigate and apply exploration vs. exploitation balancing techniques to maximize the reward obtained from harvesting energy and accessing a channel for transmission. Two algorithms to solve the problem of a stochastic reward are examined: the simple, yet effective, -greedy strategy [29] and the more complex Upper Confidence Bound (UCB) algorithm [29] . These two algorithms require sample rewards from past experiences on arm selection without knowledge on the underlying stochastic process. When the Markov process is partially observed and the transition problem between the two states: ''idle'' and ''occupied'' are known, an improved greedy-based opportunistic sensing framework is proposed. Finally, when the Markov process is fully observed, we propose to use the so-called Gittins index method as an optimal strategy of arm selection.
IV. A GREEDY LEARNING FRAMEWORK FOR THE STOCHASTIC MULTI-ARMED BANDIT PROBLEM
In this section, we consider the dynamic joint RF energy harvesting and channel access problem as a stochastic multi-armed bandit one. We assume that the CA has no knowledge on the transition probability of the Markov process. Instead, the CA observes the past rewards from each arm in previous time slots and greedily determines the arm for sensing and grasps the reward to the following time slot. In the stochastic bandit problem, each arm i = 1, . . . , K , K ≥ 2, corresponds to an unknown probability distribution υ i on [0, 1]. Rewards R i,t are independent draws from the distribution υ i (independently from the past) corresponding to the selected arm. For each round t = 1, 2, . . . , T , we perform the following:
1) The CA chooses arm I t ∈ 1, . . . , K ; 2) Given I t , the joint reward obtained is R I t (t) ∼ υ I t independently from the past. Let µ i denote the unknown mean reward for arm i:
, and
be the highest mean reward of any arm. (performance gap definition removed) Most algorithms for stochastic MABs essentially try to estimate the mean rewards µ i using sample means of the rewards observed with different arms.
1) -GREEDY STRATEGY FOR RF ENERGY HARVESTING AND CHANNEL ACCESS
The -greedy algorithm is a simple and popular heuristic for bandit problems with obvious generalizations for sequential decision problems. At each round t = 1, 2, . . . , T , the algorithm selects the arm with the highest empirical mean with probability 1 − , and explores a random arm with probability [29] . In other words, given initial empirical meanŝ µ 1 (0),μ 2 (0), . . . ,μ K (0), the probability of selecting arm i at time slot t is given by
The -greedy algorithm guarantees that all the options are explored as the horizon tends to infinity. The parameter controls how fast exploration is done: a higher will cause a faster exploration and arrive more quickly at an optimal or near-optimal option. However, the high exploration rate may reduce overall returns because of the higher exploration cost. Algorithm 1 summarizes the -greedy algorithm for joint energy harvesting and channel access.
2) UCB ALGORITHM FOR JOINT CHANNEL ACCESS AND RF ENERGY HARVESTING
The UCB algorithm was introduced in [30] . Its basic idea is to maintain confidence intervals for the various mean rewards µ i through the use of appropriate concentration inequalities. If r , select a random arm I t (t) ∈ 1, . . . , K with probability /K .
5:
Else select the arm I t (t) = arg max j=1,...,Kμj (t). 6: Observe the reward R I t (t) . 7: Update the sample mean rewardμ I t (t) . 8 :
On any given trial t, the algorithm picks an arm with the highest current upper confidence bound on the mean reward for a suitable confidence parameter δ t . The intuition is that the upper confidence bound for the mean reward of an arm can be high in two cases: (1) when the arm has not been sampled a sufficient number of times to get a tight confidence bound; or (2) when the mean reward is high.
The first case leads to exploration, while the second case leads to exploitation. As an arm is sampled more and more times, the confidence interval around the sample mean becomes tighter, giving a more accurate estimate of the true mean reward. Moreover, the parameter δ t shrinks fast enough with t such that overall, after a sufficient number of trials, one selects an optimal arm with high probability.
Let A t i denote the number of times arm i has been pulled in the first t trials, the UCB algorithm can be described as follows: Select arm I t (t) ∈ arg max i∈ 1,...,K
Observe reward R I t (t) 4: end for
We note that both Algorithms 1 and 2 are applicable for stochastic MAB. It is also applicable for Markovian MAB when the CA has no knowledge of the underlying Markov process. In the following section, we consider a channel sensing approach when the Markov process is partially observed and the transition probability of each channel from being idle to occupied (and vice versa) is known.
V. A GREEDY-BASED OPPORTUNISTIC SENSING FRAMEWORK USING POMDP
This section examines the Markovian MAB for joint energy harvesting and channel access. Herein, each bandit follows a Markov process, whose transition probability is known by the CA. However, the CA can observe partially the state of all the bandits, where only the selected bandit's state is known for certainty. The CA therefore build up a belief vector on the state of other bandits. For this reason, we establish a POMDP-based framework to derive a policy to greedily select the arm with the highest potential reward.
A. CHANNEL SENSING FRAMEWORK USING POMDP
We examine the channel sensing decision at the CA through a POMDP model:
• State space S = [S 1 , . . . , S N ] where S n indicate the channel state (idle or occupied).
• Action space: A = [a 1 , . . . , a K ]: CA's action by choosing a pair or channels to sense.
• State transition probability P: describes the probability p i,j of transition from state i to state j under action a.
• Observation: O to indicate the sensing results obtained by the sensor. Based on this observation, the user then makes the decision on which channel is used for energy harvesting and which channel is used for channel access.
• Observation function which is assumed to be known. Let θ m and θ n be the status of channels m and n, respectively. We denote (t) = [γ 1 (t), . . . , γ M (t)] as the belief vector where γ m (t) is the conditional probability that the network state is m at the beginning of slot t. We also denote p i,j as the state transition probability from state i to state j, which are known. Based on the observations at channel pair (m, n), we can update the belief vector at time-(t + 1) to
where
where i,m ∈ {0, 1} denotes the observation of channel-m when the network is at state i. It is worth mentioning that an optimal policy to maximize the utility function in (6) over a finite horizon T requires a solution to the POMDP. However, it is generally difficult to obtain the solution. To this end, we focus on developing a greedy-based opportunistic sensing strategy instead.
B. GREEDY-BASED OPPORTUNISTIC SENSING STRATEGY
In this section, we investigate a reduced-state suboptimal strategy for joint energy harvesting and channel access. Let
where ω m is the probability that channel m is in occupied state at the beginning of a time slot and does not vary with time. Given that our knowledge of the network state is (t) at the beginning of slot t prior to the state transition, suppose that channel m transits from state 0 (idle) to state 1 (occupied) with probability α m and stays in state 1 with probability β m .
If the CA decides to sense the channel pair (m, n), the probability of having channel m in occupied state in slot t is given by
Therefore, the expected harvested energy is given by
Likewise, the probability of having channel n in idle state is given by
Thus, the expected reward from selecting the channel pair (m, n) is given bŷ
where r n (t) and r m (t) are given on (4) and (5), respectively. The pairî = arg max i=1,...,KRi (t +1) which yields the highest expected reward is then selected. We note that the rewards r n (t) and r m (t) can be estimated by using sample means of the rewards observed from past selections of arm (m, n). At the end of slot (t + 1), the belief vector can be updated based on the observation results of channel pairî = (m,n)
Specifically, if channel-k is sensed, i.e., k =m or k =n, the state of this channel is the sensing outcome since the belief vector records the channel state prior to the channel transition at the beginning of each slot. On the other hand, if channelk is not sensed, the probability of its occupancy is updated according to (11) . The sample means for the rewards r n (t) and r m (t) are also updated accordingly. Overall, there is a key difference in the greedy-based opportunistic sensing strategy in Algorithm 3, compared to the two greedy-based strategies presented in Section IV. The arm selections in Algorithms 1 and 2 depend only on the sample means of the rewards from past experience. On the other hand, Algorithm 3 takes advantage of the sample reward means and the state transition probability to predict the arm with the highest reward. Select armî = arg max i=1,...,KRi (t) 5: Observe the reward Rˆi(t).
6:
Update the sample reward mean r m , r n .
7:
Update the belief vector as in (15). 8: Calculate the expected rewardR i (t + 1) 9: end for
VI. THE MARKOVIAN MULTI-ARMED BANDIT PROBLEM WITH GITTINS INDEX ALLOCATION
This section examines the MAB problem where the transition probability and the state of each Markov process are fully known by the CA. Having fully known the state of each armed bandit, the CA can decide an arm selection policy that will achieve the highest future return. To this end, we first examine the MAB's total discounted reward and develop the Gittins index strategy to maximize this reward.
A. THE TOTAL DISCOUNTED REWARD
The Markovian MAB consists of a collection of K independent single-armed bandit processes and one controller. In contrast to the stochastic formulation of the MAP, here each time t a machine or arm i is chosen in state x t , a stochastic reward is drawn from a probability distribution υ i , and the state of the reward process for arm i changes in a Markovian fashion, based on an underlying stochastic transition matrix M i . Both reward and new state are revealed to the player. There are two possible control actions: u = 0 (freeze) which produces no reward nor state change, and u = 1 (continue) with reward r(x t ) and state change to x t+1 [31] .
To maximize the expected total discounted reward obtained over an infinite number of steps, exactly one process is continued at each step t = 0, 1, . . . , while the others are frozen. Let x(t) = {x 1 (t), . . . , x K (t)} be the state of the p bandits. The solution to the MAB problem is a dynamic allocation policy π that defines at each decision epoch the arm i t to be selected, such that the expected value of the total reward V π is maximized. For a discount factor 0 < β < 1 and an infinite horizon, this reward is:
The discount factor defined in (16) is used to ensure a finite return when K → ∞. It is a way to express our expectation on the duration of the optimization horizon. A low value β favors exploitation while a high valued β → 1 will make future rewards more important, and exploration will have a VOLUME 7, 2019 higher weight. Finding the policy that maximizes (16) is a K -dimensional problem.
B. GITTINS INDEX STRATEGY FOR JOINT ENERGY HARVESTING AND CHANNEL ACCESS
It was demonstrated in [32] that the optimal policy that maximizes the expected value of the total reward V π is to play the bandit with the maximal possible quotient of expected total discounted reward over ι steps, divided by the expected total discounted time over ι > 1 steps:
. (17) Herein, G(x) is called the Gittins index, ι is the stopping time. The idea is to search and find a bandit i, paying a constant reward such that we are indifferent as to which channel to continue next. It can be easily shown that ι = min{t :
, that is, ι is the first time bandit i is in a state where its Gittins index is no greater than it was initially. At every decision epoch, the Gittins index is computed to decide if the current arm is to be played again. If it is not continued, the decision is then to decide which arm to switch to. If the current arm has the highest Gittins index of the field, it can be continued without further decision. Algorithm 4 summarizes the Gittins index strategy for joint energy harvesting and channel access. We note that multiple algorithms have been proposed to calculate the Gittins index [33] . The Gittins index calculation requires the system to be fully aware of its current state, the transition probability matrix and the reward of each state of each arm's underlying Markov process [33] . This is the key distinctive requirement of the Gittins index strategy, compared to greedy-based Algorithms 1, 2 and 3.
A downside of the Gittins indices is that is not trivial to estimate. The Gittins index is dependent upon the underlying distribution υ i of the reward R(x(t)). In this work, the two items to optimize are the channel access for sensing data transmission and the RF energy scavenged by the P21XXCSR-EVB. In addition, the MAB formulation infers instantaneous and costless switching between reward processes, an assumption ill-suited to a real hardware prototype.
The computational complexity of solving an MDP is proportional to the size of the state space, thus solving the MAB using Markov decision theory increases exponentially with the number of bandit processes. However, in this algorithm, the computational cost of the Gittins index in terms of running time as a function of the number of states K , is K 3 + O(K 2 ).
VII. SIMULATIONS RESULTS
This section presents the simulation results to illustrate the performance of sensing strategies for joint energy harvesting
Algorithm 4 -Algorithm for Optimizing Joint Rewards Using the Gittins Index Allocation Strategy
Require: Selection of a channel pair i (m, n). Input: Transition probability matrix, reward function, and horizon T .
Output: Reward values R i (t), Gittins index values G i (x i (t)).
1: Initialization Sample all channels R i (0) = x i (0) and select j(0) = arg max(R i (0)). 2: while t ≤ T do 3: Sample arm j. 4: Calculate G i (t). 5: return j k (t) = arg max(G i (x i (t)). 6 : t = t + 1. 7: end while and channel access. We consider the Markovian MAB where a channel's transition probability from ''idle'' to ''busy'' is 0.2 and its probability of staying at the ''busy'' state is 0.8. The harvesting energy efficiency λ is set at 0.7. The performance of the algorithms is evaluated using the notion of average regret [28] after p plays I 1 , . . . , I p , defined as
Herein, max i=1,...,R R i,t is maximum achievable reward at time slot t. We compare the following joint energy harvesting and channel access strategies:
• Greedy learning algorithms for the stochastic multiarmed bandit problem: the -greedy Algorithm 1 ( = 0.1) and the UCB Algorithm 2.
• Greedy-based opportunistic sensing Algorithm 3.
• The Gittins index allocation strategy in Algorithm 4.
• Random sensing where a random arm is sensed at each time slot. In the first simulation, we consider a system with N = 6 channels. In this case, the multi-armed Markov bandit problem has 15 arms. The channel bandwidth, the received power spectral density (PSD) and the channel strength are set equally for all channels, where
= 0.5 and
This balanced setting allows equal mean rewards for all the arms. It is observed from Fig. 4 that Algorithm 4 offers significant performance advantages over greedy-based schemes in Algorithms 1, 2 and 3. In other words, Algorithm 4 achieves the lowest regret to the maximum reward. Clearly, having the full knowledge of the state and the reward of the underlying Markov process enables the Gittins index to predict and select the channel pair with better reward than other schemes. Likewise, Algorithm 3 attains better performance than other two greedy schemes. With partial information on the state of the Markov process and the transition probability between the ''idle'' and ''occupied'' states of the channels, the greedybased opportunistic sensing framework using POMDP is capable of constructing the belief on the future rewards. This result is due to the flexibility in choosing the arm with highest believed reward in Algorithm 3. On the other hand, due to the equal mean rewards for all the arms, the greedy strategies in Algorithms 1 and 3 can converge to any of 15 arms. Finally, these two greedy schemes based on past reward observations achieve similar performance. Nevertheless, the greedy schemes still outperform the random sensing one by a large margin.
In the second simulation, we consider a system with the 6 supported frequency bands by the Powercast P21XXCSR-EVB Energy Harvester. In particular, we set W 1 = 25 MHz, W 2 = 24.6 MHz, W 3 = 25 MHz, W 4 = 74.6 MHz W 5 = 59.6 MHz and W 6 = 22 MHz. The effective channel strength to the RFEH's receiver over noise, |g i | 2 /σ 2 is set at 20 dB/Hz. The channel strength from the 6 channels to the RFEH is set at −50, −55, −55, −60, −60 and −65 dB/Hz, corresponding to the fact that transmission at higher frequency induces higher propagation loss. This unbalanced setting enables different mean rewards for the 15 arms. As observed from Fig. 5 , the selection strategy based on Gittins index offers significant performance gains over all other greedy schemes. While Algorithm 3 stills outperforms the other two greedy schemes, their performances are quite similar. This is arguably due to the different mean rewards of the 15 arms. All three greedy scheme would make similar selections with the arm achieving the highest sample reward means. Similar to the results in Fig. 4 , all proposed learning strategies offer superior performance to the random sensing scheme.
Finally, Fig. 6 illustrates the arm selections over the time horizon. We do not plot the results of Algorithm 1 and the random sensing scheme due to the inherent randomness in arm selections by these two. It is observed from the figure that the UCB algorithm is soon to converge to the selection of the 4th arm. Interestingly, the greedy opportunistic strategy in Algorithm 3 stays at the selection of 1st arm most of time. However, this strategy occasionally jumps to other arm selection due to the built-up belief on the future reward. With full information on the underlying Markov process, the Gittins index offers the highest flexibility in choosing the arms to obtain the best possible reward.
VIII. CONCLUSION
In this paper, we studied an exploration vs. exploitation problem in the context of a 5G multi-channel cognitive radio setup that jointly harvests energy and transmits information after learning (exploring) while providing optimal performance (exploiting) at the same time. We formulated the problem as a multi-armed bandit problem and evaluated its performance by comparing results obtained by several learning frameworks, including greedy-based selections and the Gittins index allocation algorithm. It can be concluded that the CA can make more rational selections when more knowledge on the underlying Markov process become available. Clearly, the Gittins index allocation offers the best result with the lowest regret. The proof of concept for the CR setup in this paper is available online at [26] . The -greedy Algorithm 1 implemented in CA is tested and displayed in ''RF Energy Harvesting Cognitive RadioVideos 1 and 2.'' Our future work will run similar tests for Algorithms 2, 3, and 4 to validate the results presented in this paper. 
