Abstract-The research activity considered in this paper concerns about efficient approach for modeling and prediction of air quality. Poor air quality is an environmental hazard that has become a great challenge across the globe. Therefore, ambient air quality assessment and prediction has become a significant area of study. In general, air quality refers to quantification of pollution free air in a particular location. It is determined by measuring different types of pollution indicators in the atmosphere. Traditional approaches depend on numerical methods to estimate the air pollutant concentration and require lots of computing power. Moreover, these methods cannot draw insights from the abundant data available. To address this issue, the proposed study puts forward a deep learning approach for quantification and prediction of ambient air quality. Recurrent neural networks (RNN) based framework with special structured memory cells known as Long Short Term Memory (LSTM) is proposed to capture the dependencies in various pollutants and to perform air quality prediction. Real time dataset of the city Visakhapatnam having a record of 12 pollutants was considered for the study. Modeling of temporal sequence data of each pollutant was performed for forecasting hourly based concentrations. Experimental results show that proposed RNN-LSTM frame work attained higher accuracy in estimating hourly based air ambience. Further, this model may be enhanced by adopting bidirectional mechanism in recurrent layer.
I. INTRODUCTION
Urbanization along with digital era has become inevitable and has thrown significant challenges to the human race. Urban air pollution poses a significant hazard to the eco system. Air quality depreciates due to different types of pollutants produced into the atmosphere by natural and man-made developments. In general, the quality of air in the atmosphere is quantified by a measure that is universally known as the Air Quality Index (AQI) [1] . It depends on the concentration of pollutants in the atmosphere such as PM 2.5 , PM 10 , NO, NO 2 , NO X , NH 3 , SO 2 , CO, Ozone, Benzene, Toluene, and Xylene. Air quality forecasting techniques are being rapidly advanced as the demand for measuring pollution increases. Traditional approaches for air quality prediction use mathematical and statistical techniques [2] . These conventional forecasting models basically demand a great amount of computing resources. In addition, the model's accuracy depends on the model structure itself and cannot improve regardless the amount of training data. With the recent advances in computation, novel modeling approaches for predicting AQI have been initiated. Deep learning is one such approach that produced state-of-the-art results for classification and prediction tasks.
Deep learning methodology has accomplished outstanding results in solving real world problems of various domains such as computer vision (autonomous cars, smart cameras) [3] , natural language processors (Google home, Amazon Alexa) [4, 5] , traffic speed prediction and accident risk prediction [6] etc. Gradual downfall in the air quality in most of the urban areas around the globe has become a great challenge to the present society. With the promising results obtained by deep learning methods, researchers are inspired to get benefitted by adopting this methodology to various issues related to air quality studies.
Geographically, every location/place/city has its own distinguished features. As a reason, better results could be achieved if air quality studies/research is carried out region wise. This gives a broader elevation to features  Prediction of the concentration levels of pollutants in hourly basis is emphasized over day wise and seasonal prediction as considered by most of the models.
The overall structure of this research paper is as follows. Section 2 presents related work. Proposed approach RNN-LSTM is given in Section 3. Section 4 discusses about the experimental setup for evaluation of the proposed model. Finally, Section 5 gives conclusions along with future scope of the work.
II. RELATED WORK
Deep learning approaches have emerged as powerful solutions to mitigate these limitations over conventional methods [13] . Most popular deep learning techniques are Multi Layer Perceptron (MLP), Deep Belief Nets (DBN), Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN) and Auto Encoders (AE) [8, 9, 10, 11, 20] . Particularly, RNN based models for predicting air quality have drawn much attention in the recent times.
RNN [12] is a family of neural networks for processing sequential data. RNN can be assumed as adding of loops to the basic feed forward neural network design. For instance, in a certain input layer, every neuron may pass its signal edgewise in adding forward to the subsequent layer. The output of the neural network may feedback as an input to the network with next input vector and it is continued in the similar fashion. The primary technique for training in feed forward neural networks is to back propagate error and update the neural network weights. Back propagation cannot be accommodated in RNN, because of the recurrent or loop connections. This problem is addressed with adjustment of back propagation technique called Back Propagation Trough Time (BPTT).
Whenever Back propagation is used in RNN, the error or gradients that are calculated in order to update the weights can get unsteady. This problem is called as exploding gradients for very large numbers and vanishing gradient problem for very small numbers. This problem has been addressed by a novel kind of architecture termed as Long Short Term Memory Networks (LSTM) [7] . It was introduced by Hochreiter and Schmidhuber where a memory block takes the place of each neuron in the hidden layer of RNN [12] . While many LSTM architectures differ in their structure and activation functions, all of them have explicit memory cells with complicated dynamics allowing it to easily memorize information for an extended number of time steps.
Several statistical models have been used to forecast air quality. Li et al. have studied air quality forecasting using multiple layer regression on satellite data [26] . Box et al. have used time series analysis techniques for forecasting and monitoring air quality [33] . Nieto et al. have used SVM based regression model to study the air quality at local scale in Oviedo urban area. Machine learning techniques equally gained much attention [34] . E Kalapanidas et al. have proposed a naï ve approach using machine learning techniques for air quality prediction [32] . Athanasiadis et al. have performed elaborate studies on air quality data in real time through machine learning approach [31] . Dixian et al. have developed an approach for optimizing and regularization of machine learning models for air quality prediction [32] .
These studies point out that conventional methods need prior knowledge about the model structure and are based on theoretical hypothesis. Also, they work with various data constraints. Statistical models apply simple parameter based methods surpassing the complicated structures. Hence, these models may not reveal valuable insights of the data.
Xiang et al. have proposed a RNN based model for predicting air pollutant concentrations along with an evaluation strategy [27] . A deep air system was developed by Vikram et al. for forecasting pollution in Beijing [14] . Athira et al. have applied various RNN variants for air quality prediction [35] .
III. PROPOSED APPROACH
This paper puts forward a RNN based model for forecasting pollutant concentrations by considering temporal sequential data of a particular pollutant.
Model Hypothesis/ Problem Formulation
The hypothesis of this model is, given a temporal sequence data of pollutant concentration values and metrological parameters of a particular location, the model will capture the dependencies in the data and predicts the next hour pollutant concentrations. The intuition is to derive inferences from sequential features to better represent data. The model is trained by providing hourly concentration values of pollutants to uncover hidden patterns across the past temporal values of the pollutants.
Given, metrological parameters m ={m 1 , m 2 , m 3 , m 4 , m 5 ,m 6 } and pollutant concentrations x t , t = 1..T as a paired input X={(m, x t )}, the objective of the proposed model is to recognize patterns and predict x t+1 . RNN architecture depicted in Figure 1 is used to model concentrations of air pollutants in this paper. LSTM [7] is preferred in this architecture as it is a special kind of RNN that alleviates gradient vanishing problem and has the capability of learning long term dependencies. The proposed architecture, RNN-LSTM is vital to enhance the prediction performance of concentration values.
In contrast to the RNN layer cell module, RNN-LSTM has three gates to preserve long term dependencies. The essential components of LSTM layer are states: provide information to the hidden layer, output layer.
gates: monitor information flow of states. The computations over states and gates at time step t are defined as follows:
Here σ is the logistic sigmoid function or ReLU.
i, f, o and c are input gate, forget gate, output gate, and cell activation vectors respectively. All these vectors are of the same size as the hidden vector h.
Wxi , Wxf ,Wxo ,Wxg are projection matrices. Whi , Whf , Who are recurrent weight matrices.
This model is trained for learning parameters by Adam, a stochastic gradient descent optimization technique. The loss function used in this model is root mean square error (RMSE) function. Finally, training is carried out for fixed number of time steps using back propagation through time (BPTT).
IV. EXPERIMENTAL SETUP
The model is trained with the real time data collected from the Central Pollution Control Board (CPCB), of the city Visakhapatnam for the period July 1, 2016 to May 17, 2018 [18, 19] . This is an industrial city situated in coastal area with bowl type geographical structure located in state of Andhra Pradesh, India [15, 16, 17] . Moreover, it is rapidly transforming into dense urban area due to advents of digitalization. The set of air pollutants and meteorological parameters used in this research study are shown in Tables 1 and 2 respectively. Data obtained from the aforementioned source has to be preprocessed as noisy data affects the performance of the forecasting model. Missing values add more noise to data [23] . For the proposed model, missing values were imputed by mean values of the respective parameter [24] . Thus, the final dataset considered has 14,379 samples for each pollutant. Descriptive statistics of each pollutant of the city Visakhapatnam is given in Table 3 . The graphical representation of the Visakhapatnam air pollutants data is presented in Figure 2 The objective of this paper is to develop a framework to predict the air pollutant concentration of the next hour on the basis of the past air quality data. Performance obtained by RNN-LSTM has to be evaluated empirically [25] . The metrics considered for evaluation are Root Mean Squared Error (RMSE), Mean Absolute Error (MAE) and Coefficient of Determination (R 2 ) [27] . 70% of the dataset was considered for training and the remaining 30% is utilized for testing the model. Cross validation is adopted to minimize the bias at the training phase. The results obtained on evaluation of RNN-LSTM model are compared against variants of base line regression technique Support Vector Regressor (SVR) [21, 22] . The values obtained are depicted in Table 4 The whole outcomes point out that RNN-LSTM model attains higher prediction accuracy when compared to SVR model. Mat plot of compared models are depicted in Figure 4 . (Table 4 , Figure 4 and Figure 5 ), It clearly indicates that RNN-LSTM approach archives better performance in terms of evaluation metrics.
V. CONCLUSION
The purpose of the current study is to determine efficient forecasting model for hourly concentration levels of air pollutants. This paper proposed RNN-LSTM model that outputs pollutant concentrations, given temporal sequence data as input. Real time data of the city Visakhapatnam having 12 air pollutant values is considered for experimental analysis. The results of the work carried out support the idea that deep learning based techniques for forecasting air quality achieve promising performance over conventional strategies. The present work was carried out by considering single air pollutant values and metrological parameters at time for all the 12 pollutants chosen. This work can be extended by performing multivariant modeling of the 12 pollutants simultaneously. Also, the proposed model can be extended by bidirectional mechanism.
