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COWEN-DOUGLAS OPERATOR AND SHIFT ON BASIS
JUEXIAN LI, GENG TIAN, AND YANG CAO
Abstract. In this paper we show a Cowen-Douglas operator T ∈ Bn(Ω) is
the adjoint operator of some backward shift on a general basis by choosing
nice cross-sections of its complex bundle ET . Using the basis theory model,
we show that a Cowen-Douglas operator never be a shift on some Markushevicz
basis for n ≥ 2.
1. Introduction
In this paper we try to make a basis theory understanding of Cowen-Douglas
operators. Let H be a separable, infinite dimensional, complex Hilbert space, and
let L(H) denote the algebra of all bounded linear operators on H. For T ∈ L(H),
T ∗, σ(T ) and r(T ) denote the adjoint of T , the spectrum of T and the spectral
radius of T , respectively.
For a connected open subset Ω of the complex plane C and a positive integer n,
Bn(Ω) denotes the set of operators T in L(H) which satisfy
(1) Ω ⊂ σ(T );
(2) ran(T − z) = H, ∀z ∈ Ω;
(3)
∨
z∈Ω ker(T − z) = H, and
(4) dimker(T − z) = n, ∀z ∈ Ω.
Call an operator in Bn(Ω) a Cowen-Douglas operator [2, Definition 1.2].
Clearly, if T ∈ Bn(Ω) then Ω ⊂ ρF (T ) which denotes Fredholm domain and
ind(T − z) = dimker(T − z)− dimker(T − z)∗ = n for z ∈ Ω.
For T ∈ Bn(Ω), the mapping z 7→ ker(T − z) defines a rank n Hermitian holo-
morphic vector bundle, or briefly complex bundle, ET over Ω. A holomorphic
cross-section of the complex bundle ET is a holomorphic map γ : Ω→ H such that
for every z ∈ Ω, the vector γ(z) belongs to the fibre ker(T −z) of ET . Moreover, for
a complex number z0 in Ω, we will also consider a local cross-section of ET defined
on a a neighborhood ∆ of z0.
Originally, Cowen-Douglas operators were introduced as using the method of
complex geometry to developing operator theory (see [2] and [3]). However, it has
been presented recently that they are closely related to the structure of bounded
linear operators (see [5], [6], [7] and [8]).
A typical example for a n-multiplicity Cowen-Douglas operator is n-multiplicity
backward shift on an orthonormal basis. A characterization n-multiplicity back-
ward operator weighted shifts being Cowen-Douglas operators has ever given in
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terminology of their weight sequences [9]. In this paper, we shall show the follow-
ing.
Theorem 1.1. Let T ∈ Bn(Ω). Then for every z0 ∈ Ω, there exists a complete
and minimal vector sequence {fk}
∞
k=0 in H such that T − z0 is the backward shift
on {fk}
∞
k=0.
Here the word “complete” means
∨∞
k=0{fk} = H, that is the linear compositions
of {fk}
∞
k=0 are dense in H. And, The word “minimal” refers to fn /∈
∨
k 6=n{fk}.
By Hahn-Banach Theorem, a sequence {fk}
∞
k=0 in H is minimal if and only if
there is a sequence {gk}
∞
k=0 in H such that
(fi, gj) = δij , i, j = 0, 1, 2, · · · ,
i.e., the pair (fk, gk) is a biorthogonal system. If {gk}
∞
k=0 is also total, which means
{x ∈ H : (x, gk) = 0, ∀k ≥ 0} = {0} (or equivalently, {gk}
∞
k=0 is complete), then
{fk}
∞
k=0 is called a generalized basis of H [13, Def. 7.1]. For a generalized basis
{fk}
∞
k=0, if it is also complete then say it to be a Markushevich basis of H [13, Def.
8.1]. Obviously, a Schauder basis is always a Markushevich basis.
Use basis theory terminology, we can get a stronger version of theorem 1.1.
Theorem 1.2. For a Cowen-Douglas operator T ∈ Bn(Ω), 0 ∈ Ω, its adjoint oper-
ator T ∗ is a shift on some generalized basis.
Theorem 1.2 tell us that a Cowen-Douglas operator always is an adjoint of some
shift on a generalized basis when its spectrum contains 0.
Weighted shifts on a a generalized basis (or a Markushevich basis) of Banach
space have ever investigated in [4]. The following result shows what happen for the
operators in Bn(Ω) in the case n ≥ 2.
Theorem 1.3. Let T ∈ L(H). If there is a complex number z0 such that dimker(T−
z0) ≥ 2 (in particular, if T ∈ Bn(Ω) and n ≥ 2) then T never is a backward shift
on any Markushevich basis of H.
Therefore a Cowen-Douglas operator T ∈ Bn(Ω), n ≥ 2 never be a shift on
some Schauder basis. On the other hand, example 4.5 shows that if we consider
the n-multiple shift case(or more general, operator-weighted shift situation) then
a Cowen-Douglas operator (In this example, we can choose the canonical shift
(S∗)2)can be seen as a 2-multiple backward shift on a conditional basis.
Although the aim of this paper is to show the relations between basis theory and
the class of Cowen-Douglas operator, the main tools to get the proper sequences is
choosing the good cross-sections of the complex bundle ET . In the next section we
shall recall some basic results about the special cross-section of the complex bundle
of Cowen-Douglas operators. In the third section we prove our main theorem 1.1.
After this we shall propose a general shift on biorthonal system model for Cowen-
Douglas operators in the lemma 3.10 and prove theorem 1.2 and theorem 1.3. In
the last section, we focus on the case B1(Ω). Theorem 4.1 give some equivalent
conditions to decide whether a Cowen-Douglas operator T ∈ B1(T ) is a shift on
some Markushevicz basis or not. And then theorem 4.3 give an operator theory
description of the condition that a Cowen-Douglas operator T ∈ B1(T ) can be a
backward weighted shift on an ONB.
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2. Canonical Cross-sections of The Complex Bundles of
Cowen-Douglas Opertaotrs
Firstly, we figure out a special operator related to every Cowen-Douglas operator
T in Bn(Ω). It can be used to build special cross-sections of the complex bundle
ET .
Lemma 2.1. Let T ∈ L(H) and ranT = H. Then there is an operator B in L(H)
such that TB = I and ranB = (kerT )⊥. Moreover, if an operator B1 in L(H)
satisfies TB1 = I and ranB1 ⊂ (kerT )
⊥ then B1 = B.
Proof. Let M = (kerT )⊥ and let TM : M→ H be the restriction of T on M, i.e.
TMx = Tx for all x ∈ M. Since TM is bijective, there is exactly a bounded linear
operator B : H →M such that TMB = I := IH and BTM = IM. Thus, it is easy
to verify that TB = I and ranB =M = (kerT )⊥.
Assume that B1 is another operator satisfying TB1 = I and ranB1 ⊂ (kerT )
⊥.
Then we have that T (B − B1) = 0. Thus (B − B1)x is in kerT ∩ (kerT )
⊥, so
Bx = B1x for all x ∈ H, that is B = B1. 
In the sequel, we shall call the operator B in Lemma 2.1 the canonical right
inverse of the operator T .
Theorem 2.2. Let T ∈ Bn(Ω), z0 ∈ Ω and let B be the canonical right inverse of
T − z0. Then, for every unit vector u in ker(T − z0), the H-valued holomorphic
function su defined by
su(z) = u+
∞∑
k=1
Bku · (z − z0)
k
is a local cross-section of the complex bundle ET on a neighborhood ∆ of z0.
Proof. Clearly the power series converges on an open disc ∆ with the center at z0.
Moreover we have
(T − z0)su(z) = (T − z0)
(
u+
∞∑
k=1
Bku · (z − z0)
k
)
= (T − z0)u+ (T − z0)
( ∞∑
k=1
Bku · (z − z0)
k
)
= (z − z0)
∞∑
k=0
Bku · (z − z0)
k
= (z − z0)su(z).
Hence, Tsu(z) = zsu(z). That is, the vector su(z) belongs to ker(T − z) for all
z ∈ ∆. 
With above notations, we have
Definition 2.3. The cross-section su is called the canonical cross-section with
the initial unit vector u at the point z0. Moreover, the n-tuple {se1 , se2 , · · · , sen}
will be called the canonical n-tuple related to an orthonormal basis {e1, · · · , en} of
ker(T − z0) at the point z0.
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Remark 2.4. Let B be the canonical right inverse of T − z0. Since ranB =
(ker(T − z0))
⊥, it is easy to show that the family {se1(z), se2(z), · · · , sen(z)} is
linear independent for every z near z0. Thus, it forms a basis of ker(T − z).
As an application of Lemma 2.1 and Theorem 2.2, we will show the following
corollary, which was raised by M. J. Cowen and R. G. Douglas in [2]. However,
they did not give a proof.
Corollary 2.5. In the difinition of Cowen-Douglas operator, the condition (3) can
be equivalently replaced by the condition
∨∞
k=1 ker(T − z0)
k = H for a fixed z0 in
Ω.
Proof. Assume
∨
z∈Ω ker(T − z) = H. Take an orthonormal basis {e1, . . . , en}
of ker(T − z0). We know that the vector family {se1(z), . . . , sen(z)} is a basis of
ker(T − z) for every z ∈ ∆. Note that (T − z0)
k+1Bkei = (T − z0)ei = 0, we have
that Bkei ∈ ker(T − z0)
k+1 for all k ≥ 0 and i = 1, 2, . . . , n.
Now, let M =
∨∞
k=1 ker(T − z0)
k. If x ∈ H and x⊥M , then x⊥Bkei. It follows
that x⊥sei(z) for 1 ≤ i ≤ n and z ∈ ∆. Thus, we have that x⊥ker(T − z) for
z ∈ ∆. By [?, Corollary 1.13], we know that∨
z∈∆
ker(T − z) =
∨
z∈Ω
ker(T − z) = H.
So, x = 0. This shows that M = H.
Conversely, assume that
∨∞
k=1 ker(T − z0)
k = H. If x ∈ H and x⊥
∨
z∈∆ ker(T −
z), then x⊥ei and x⊥sei(z) for all z ∈ ∆ and 1 ≤ i ≤ n. Thus, we obtain that
0 = (x, sei (z)) = (x, ei) +
∞∑
k=1
(x,Bkei)(z − z0)
k, ∀z ∈ ∆.
Hence, we have that (x,Bkei) = 0 for all k ≥ 0 and i = 1, 2, . . . , n. Since ei ∈
ker(T − z0) and (T − z0)B
kei = B
k−1ei, we can show by induction that, for each
k ≥ 0, the vector family
{e1, . . . , en, . . . , B
ke1, . . . , B
ken}
in ker(T −z0)
k+1 is linearly independent. Note that dimker(T −z0)
k+1 = (k+1)n,
it follows that this family is exactly a basis of ker(T − z0)
k+1, which proves that
x⊥ker(T − z0)
k+1 for all k ≥ 0. So, x = 0. 
From Definition 2.3, we know that there are many canonical n-tuples dependent
on the choice of an orthonormal basis {e1, e2, · · · , en} of ker(T − z0). However,
following lemma tells us that the class of canonical n-tuples is small.
Lemma 2.6. Assume that (s1, · · · , sn) and (s˜1, · · · , s˜n) are canonical section tuples
of T ∈ Bn(Ω) related to ONB {e1, e2, · · · , en} and {e˜1, e˜2, · · · , e˜n} respectively, then
there is an unique unitary matrix U ∈ U(n) such that
(s˜1, · · · , s˜n) = (s1, · · · , sn)U.
Proof. It is clear that there is an unitary matrix U = (uij)n×n ∈ U(n) such that
(e˜1, e˜2, · · · , e˜n) = (e1, e2, · · · , en)U.
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Then we have
s˜i =
∑∞
k=1 e˜i +B
ke˜i
=
∑∞
k=1(
∑n
j=1 ujiej) +B
k(
∑n
j=1 ujiej)
=
∑n
j=1 uji(
∑∞
k=1 ej +B
kej)
=
∑n
j=1 ujisj ,
Or equivalently, we have (s˜1, · · · , s˜n) = (s1, · · · , sn)U . 
Lemma 2.7. Let T ∈ Bn(Ω), z0 ∈ Ω and let u be a unit vector in ker(T − z0).
Then there is exactly one holomorphic cross-section γ defined on a neighborhood ∆
of z0 such that γ(z0) = u and γ(z)− u ∈ (ker(T − z0))
⊥ for all z ∈ ∆.
Proof. By Theorem 2.2, the canonical cross-section su satisfies required properties.
For uniqueness, suppose that there is another holomorphic cross-section γ which
has required properties. Then let γ have the following power series expansion
γ(z) = u+
∞∑
k=1
uk(z − z0)
k.
Since (T − z0)γ(z) = (z − z0)γ(z), it can be checked that (T − z0)u = 0 and
(T − z0)uk = uk−1 for k ≥ 1, where u0 = u. Also, let B ∈ L(H) be the canonical
right inverse of T − z0. Then we have Buk−1 − uk ∈ ker(T − z0). Note that
γ(z)− u
z − z0
=
∞∑
k=1
uk(z − z0)
k−1 ∈ (ker(T − z0))
⊥,
we obtain that
u1 = lim
z→z0
γ(z)− u
z − z0
∈ (ker(T − z0))
⊥.
Thus, uk ∈ (ker(T − z0))
⊥ for all k ≥ 1 by induction. Now,
Buk−1 − uk ∈ (ker(T − z0))
⊥ ∩ ker(T − z0),
that is Buk−1 = uk. This implies su(z) = γ(z) on some neighborhood of z0. 
In light of Lemma 2.7, we can give an equivalent description of the canonical
cross-section as follows.
Proposition 2.8. Let T ∈ Bn(Ω), z0 ∈ Ω and let u be a unit vector in ker(T −z0).
Then a holomorphic cross-section su of ET defined on a neighborhood ∆ of z0 is
the canonical cross-section with the initial vector u if and only if su(z0) = u and
su(z)− u ∈ (ker(T − z0))
⊥ for all z ∈ ∆.
In what follows let Gr(n,H) denote the Grassmann manifold consisting of all
n-dimensional subspaces of H. A map f : Ω → Gr(n,H) is called holomorphic at
z0 ∈ Ω if there exists a neighborhood ∆ of z0 and H-value functions γ1, · · · , γn such
that f(z) =
∨
{γ1(z), · · · , γn(z)} for z ∈ ∆. If f : Ω → Gr(n,H) is holomorphic
map then f induces a natural complex bundle Ef as follows:
Ef = {(x, z) ∈ H× Ω : x ∈ f(z)}.
And, the projection pi : Ef → Ω is given by pi(x, z) = z. The bundle Ef will be
called the pull-back bundle of the Grassmann manifold induced by f . In particular,
for an operator T ∈ Bn(Ω), we can define f : Ω → Gr(n,H) by f(z) = ker(T − z)
for z ∈ Ω, then f is holomorphic and Ef = ET .
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The existence of the canonical cross-section is just a special case of [?, Lemma
2.4] when Ef = ET . We can prove that Lemma 2.7 also holds for the general
holomorphic map.
Theorem 2.9. Let Ef is the pull-back bundle of Gr(n,H) induced by a holomorphic
map f : Ω→ Gr(n,H), and let {u1, u2, · · · , un} is an orthonormal basis of the fibre
f(z0). Then there exist exactly n holomorphic cross-sections γ1, γ2, · · · , γn of Ef
defined on some open disc ∆ with the center at z0 such that
(1) γ1(z), · · · , γn(z) form a basis of the fibre f(z) for z ∈ ∆;
(2) γk(z0) = uk for 1 ≤ k ≤ n; and
(3) (γk(z)− γk(z0), γj(z0)) = 0 for 1 ≤ k, j ≤ n and z ∈ ∆.
Proof. It is easy to show that there exist n holomorphic cross-sections on a neigh-
borhood of z0 with the initial vector uk for all 1 ≤ k ≤ n respectively. Thus, the
existence of holomorphic cross-sections satisfying the properties (1), (2) and (3) is
directly from [?, Lemma 2.4]. For the uniqueness, it is enough to prove
Claim 2.10. For the unit vector u1, the cross-section γ1 is the unique holomorphic
cross-section satisfying properties (1), (2) and (3).
Assume that γ(z) = u1 +
∑∞
i=1 ai(z − z0)
i is another holomorphic cross-section
defined on ∆ which satisfies properties (1), (2) and (3). And, let
γk(z) = uk +
∞∑
i=1
a
(k)
i (z − z0)
i
be the power series expansions of γk on ∆ for 1 ≤ k ≤ n. By the property (2) we
have
(2.1) (ai, uj) = (a
(k)
i , uj) = 0 for i ≥ 1 and 1 ≤ j ≤ n.
Now there are holomorphic functions h1(z), · · · , hn(z) defined ∆ such that
γ(z) = h1(z)γ1(z) + h2(z)γ2(z) + · · ·+ hn(z)γn(z)
for all z ∈ ∆. Clearly we have hk(z0) = 0 for 2 ≤ k ≤ n and h1(z0) = 1. Suppose
that hk(z) 6≡ 0 for 2 ≤ k ≤ n. Then we can write
hk(z) = (z − z0)
mh˜k(z), where h˜k(z) = c0 +
∞∑
i=1
ci(z − z0)
i and c0 6= 0.
However, by the product of power series, we can obtain that
am = c0uk + v.
By the formula (2.1) and noting that uk⊥ul(k 6= l), we have that uk⊥v. So, still
from the formula (2.1), it follows that
c0 = (c0uk, uk) = (am, uk) = 0.
This contradicts c0 6= 0. Now, we have that γ = h1γ1. Let
h1(z) = 1 +
∞∑
i=1
di(z − z0)
i.
Then it follows that
a1 = a
(1)
1 + d1u1.
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Again, by the formula (2.1), we get that
0 = (a1, u1) = (a
(1)
1 , u1) + (d1u1, u1) = d1.
So, a1 = a
(1)
1 . By induction, we have that di = 0 for i ≥ 1, that is γ = γ1. 
Above theorem say that together with lemma 2.4 of paper [?] we can apply our
lemma 2.7 to get a more elegant way to obtain the canonical cross-section from a
initial vector. We place that method in the next subsection for readability.
3. Cowen-Douglas operators are shifts on complete minimal
sequences
3.1. Psedocanonical cross-sections.
Suppose T ∈ Bn(Ω) and γ be a holomorphic cross-section of ET defined on a
connected open subset ∆ of Ω. Call γ to be spanning if
∨
{γ(z) : z ∈ ∆} = H
Let γ(z) = f0+
∑∞
k=1 fk(z− z0)
k be the power series expansion of γ on an open
disc ∆ with the center at z0. Clearly, γ is spanning if and only if
∨∞
k=0{fk} = H,
i.e., the vector sequence {fk}
∞
k=0 is complete.
Theorem 3.1. If T ∈ B1(Ω) then every holomorphic cross-section γ is spanning.
Proof. Suppose that x ⊥ γ(z) for all z ∈ ∆. It follows that x ⊥
∨
z∈∆ ker(T − z)
since dimker(T−z) = 1. By [2, Corollary 1.13], we know that
∨
z∈∆ ker(T−z) = H.
So, x = 0. This shows that
∨
{γ(z) : z ∈ ∆} = H 
However, when n > 1 any canonical cross-section γ(z) = f0 +
∑∞
k=1 fk(z − z0)
k
never be spanning since f0 ∈ ker(T − z0) and fk ∈ (ker(T − z0))
⊥ for k ≥ 1. To
generalize above theorem to the case Bn(Ω), we need following notion.
Definition 3.2. Let T ∈ Bn(Ω) and z0 ∈ Ω. A holomorphic cross-section µ of the
complex bundle ET defined on a neighborhood ∆ of z0 is said to be psedocanonical
if µ(z0) 6= 0 and (µ(z0), µ
′(z)) = 0 for all z ∈ ∆.
Suppose that µ(z) = f0 +
∑∞
n=1 fn(z − z0)
n is the power series expansion of µ
at z0. Then it is obvious that µ is psedocanonical if and only if f0⊥fk for all k ≥ 1.
Clearly, a canonical cross-section must be psedocanonical. If T ∈ B1(Ω), by
Proposition 2.8, they are equivalent.
Proposition 3.3. Let T ∈ Bn(Ω) and µ be a psedocanonical cross-section, and
let γ be a canonical cross-section which satisfy (µ(z0), γ(z0)) = 0. Then for any
holomorphic function g(z) defined near z0 with g(z0) = 0, the cross-section λ(z) =
µ(z) + g(z)γ(z) is also psedocanonical.
Proof. By the definition of canonical cross-section, we have
(µ(z0), γ(z)− γ(z0)) = 0 and (µ(z0), γ
′(z)) = 0
since µ(z0) ∈ ker(T − z0I). Hence, we have (µ(z0), γ(z)) = (µ(z0), γ(z0)) = 0. Note
that λ(z0) = µ(z0), it follows that
(λ(z0), λ
′(z)) = (µ(z0), µ
′(z) + g′(z)γ(z) + g(z)γ′(z))
= (µ(z0), µ
′(z)) + (µ(z0), g
′(z)γ(z)) + (µ(z0), g(z)γ
′(z))
= 0.

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Theorem 3.4. Let T ∈ Bn(Ω), z0 ∈ Ω and let λ be a psedocanonical cross-section of
ET . Then there are canonical cross-sections γ1, · · · , γn and holomorphic functions
g2, · · · , gn defined near z0 such that
(1) (γi(z), γj(z0)) = δij for 1 ≤ i, j ≤ n and γ1(z0) = λ(z0);
(2) gi(z0) = 0 for i = 2, 3, · · · , n; and
(3) λ(z) = γ1(z) +
∑n
i=2 gi(z)γi(z).
Proof. Clearly we can assume ||λ(z0)|| = 1. Take an orthonormal basis {e1, e2, · · · , en}
of ker(T − z0) such that e1 = λ(z0). From Definition 2.3, we set γi = sei which
is the canonical cross-section with the initial vector γi(z0) = ei for i = 1, 2, · · · , n
respectively. Since γi(z)− γi(z0)⊥ ker(T − z0), we can obtain that
(γi(z), γj(z0)) = (γi(z)− γi(z0), γj(z0)) + (γi(z0), γj(z0)) = (ei, ej) = δij ,
that is the property (1) holds.
Moreover, let
gi(z) = (λ(z), γi(z0)), i = 2, · · · , n.(3.1)
Then gi(z0) = (e1, ei) = 0, that is the property (2) is also true.
And, we define µ(z) by
µ(z) = λ(z)−
n∑
i=2
gi(z)γi(z).(3.2)
Then, by the formula (3.1) and the property (1), we have that
(µ(z), γj(z0)) = (λ(z), γj(z0))−
n∑
i=2
gi(z)(γi(z), γj(z0))
= (λ(z), γj(z0))− gj(z) = 0.
Hence, for i = 2, · · · , n, it follows that
(µ(z)− λ(z0), γi(z0)) = (µ(z), γi(z0))− (λ(z0), γi(z0)) = (e1, ei) = 0.
Also, by the formula (3.2) and Definition 3.2, we can show that
(µ(z)− λ(z0), γ1(z0)) = (λ(z)− λ(z0), γ1(z0))−
n∑
i=2
gi(z)(γi(z), γ1(z0))
= (λ(z)− λ(z0), λ(z0)) = 0
since λ is psedocanonical. This implies that
(µ(z)− λ(z0)) ⊥ ker(T − z0).
Note that λ(z0) = µ(z0) = γ1(z0) = e1, by Lemma 2.7, we have µ = γ1. Thus, the
property (3) holds. 
Lemma 3.5. Let
λ(z) = f0 +
∞∑
k=1
fk(z − z0)
k
be a holomorphic cross-section of ET defined near z0 ∈ Ω with f0 6= 0. Then there
is a unique holomorphic function h defined near z0 such that µ(z) = h(z)λ(z) is a
psedocanonical cross-section of ET at z0 and µ(z0) = f0.
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Proof. We consider the holomorphic function g(z) = (λ(z), f0). Since g(z0) =
||f0||
2 6= 0, we know g(z) 6= 0 near z0. Hence, the function h(z) =
||f0||
2
g(z) is
holomorphic near z0.
Now, let µ(z) = h(z)λ(z). Then we have (µ(z), f0) ≡ ||f0||
2. It is easy to check
that µ(z) has the form of the power series expansion as
µ(z) = f0 +
∞∑
k=1
ck(z − z0)
k.
Thus, we obtain that
( ∞∑
k=1
ck(z − z0)
k, f0
)
= (µ(z)− f0, f0) = (µ(z), f0)− ||f0||
2 ≡ 0,
which implies that f0⊥ck for k ≥ 1. Therefore, µ(z) is a psedocanonical cross-
section of ET at z0 and µ(z0) = f0.
To show the uniqueness, suppose that
h˜(z) = f0 +
∞∑
k=1
c˜k(z − z0)
k
is another holomorphic function defined near z0 such that µ˜(z) = h˜(z)λ(z) is also a
psedocanonical cross-section and µ˜(z0) = h˜(z0)λ(z0) = f0. Since f0⊥ck and f0⊥c˜k
for k ≥ 1, we have that
((h(z)− h˜(z))λ(z), f0) = (µ(z)− µ˜(z), f0) ≡ 0.
It implies that h(z) ≡ h˜(z). 
Corollary 3.6. Let T ∈ Bn(Ω), z0 ∈ Ω and let λ be a holomorphic cross-section of
ET . Then there are canonical cross-sections γ1, · · · , γn and holomorphic functions
g1, · · · , gn defined near z0 such that
(1) (γi(z), γj(z0)) = δij for 1 ≤ i, j ≤ n and γ1(z0) = λ(z0);
(2) gi(z0) = 0 for i = 2, 3, · · · , n; and
(3) λ(z) =
∑n
i=1 gi(z)γi(z).
Proof. By Lemma 3.5, we know that there is a holomorphic function h defined near
z0 such that µ(z) = h(z)λ(z) is a psedocanonical cross-section of ET at z0 and
µ(z0) = λ(z0). Thus, it follows that there are canonical cross-sections γ1, · · · , γn
and holomorphic functions g˜2, · · · , g˜n defined near z0 such that the property (1)
holds, g˜i(z0) = 0 for i = 2, 3, · · · , n, and
µ(z) = h(z)λ(z) = γ1(z) +
n∑
i=2
g˜i(z)γi(z).
Since h(z0) = 1, the function
1
h(z) is holomorphic near z0. Now, set g1(z) =
1
h(z)
and gi(z) =
g˜i(z)
h(z) . Then the properties (2) and (3) hold. 
3.2. Proof of main Theorem 1.1.
Theorem 3.7. Let T ∈ Bn(Ω), z0 ∈ Ω and let µ(z) = f0 +
∑∞
k=1 fk(z − z0)
k be
a holomorphic cross-section defined near z0 with f0 6= 0. Then the vector sequence
{fk}
∞
k=0 is minimal if and only if f0 6∈
∨∞
k=1{fk}. In particular, when µ is a
psedocanonical cross-section, {fk}
∞
k=0 is always minimal.
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Proof. We just need to show the part of “if”. Let H1µ =
∨∞
k=1{fk} and f0 6∈ H
1
µ.
Since µ(z) ∈ ker(T − z) for all z, it follows that
∞∑
k=0
fk(z − z0)
k+1 = (T − z0)µ(z) =
∞∑
k=1
(T − z0)fk(z − z0)
k.
This implies that (T − z0)fk = fk−1 for k ≥ 1. Hence we have (T − z0)
kfk = f0.
If the statement is false, then there exist some fk and vector sequence {vn}
∞
n=1
such that vn is a linear combination of finite vectors in the set {fn : n 6= k} and
||vn − fk|| <
1
n
. Moreover, we can write that
vn = v
(1)
n + v
(2)
n , v
(1)
n =
k−1∑
j=1
αjfj and v
(2)
n =
mn∑
j=k+1
αjfj.
Thus, we get that
(T − z0)
kv(1)n = 0 and (T − z0)
kv(2)n ∈ H
1
µ.
It gives that (T − z0)
kvn ∈ H
1
µ and
||f0 − (T − z0)
kvn|| = ||(T − z0)
k(fk − vn)|| ≤ ||T − z0||
k 1
n
→ 0(n→∞).
Hence, it follows that f0 ∈ H
1
µ, a contradiction. 
Next, we can generalize Theorem 3.1 as follows.
Theorem 3.8. Let T ∈ Bn(Ω). Then for each z0 ∈ Ω, there is a spanning psedo-
canonical cross-section.
λ(z) = f0 +
∞∑
k=1
fk(z − z0)
k(3.3)
defined near z0. Hence, the vector sequence {fk}
∞
k=0 is complete.
Proof. By [14, Theorem A], there is a holomorphic cross-section λ˜ on Ω such that∨
{λ˜(z) : z ∈ Ω} = H and λ˜(z0) 6= 0. Imitating the proof of [2, Corollary 1.13], for
every open set ∆ in Ω, we can show that
∨
{λ˜(z) : z ∈ ∆} = H.
Now, by Lemma 3.5, there is a holomorphic function h(z) such that λ(z) =
h(z)λ˜(z) is a psedocanonical cross-section with the initial vector f0 = λ˜(z0). Let
the power series expansion of λ(z) on a disc ∆ with the center at z0 be given by
the formula (3.3). Moreover, we can assume that h(z) 6= 0 for all z ∈ ∆. Hence,
we have that ∨
{λ(z) : z ∈ ∆} =
∨
{λ˜(z) : z ∈ ∆} = H.
This implies that λ is a spanning. Thus, {fk}
∞
k=0 is complete. 
From Theorem 3.7 and Theorem 3.8, we obtain directly the following.
Theorem 3.9. Let T ∈ Bn(Ω). Then for each z0 ∈ Ω, there is a psedocanonical
cross-section
λ(z) = f0 +
∞∑
k=1
fk(z − z0)
k
such that the vector sequence {fk}
∞
k=0 is minimal and complete.
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Now we can apply above theorem to prove Theorem 1.1.
Proof of Theorem 1.1. For every z0 ∈ Ω. By Theorem 3.9 there is a psedocanon-
ical cross-section
λ(z) = f0 +
∞∑
k=1
fk(z − z0)
k
near z0 such that the vector sequence {fk}
∞
k=0 is both complete and minimal. Since
λ(z) ∈ ker(T − z), it follows that
∞∑
k=0
fk(z − z0)
k+1 = (T − z0)λ(z) =
∞∑
k=1
(T − z0)fk(z − z0)
k.
Hence, we have that (T − z0)fk = fk−1 for k ≥ 1 and (T − z0)f0 = 0, that is T − z0
is the backward shift on {fk}
∞
k=0. 
3.3. Proof of theorem 1.2 and theorem 1.3.
Lemma 3.10. Suppose {(fk, gk)}
∞
k=0 is a biorthogonal system and {fk}
∞
k=0 is span-
ning, that is, ∨k≥0{fk} = H. Moreover, suppose T is a backward shift on the
sequence {fk}
∞
k=0, i.e., Tf0 = 0 and Tfk = fk−1 for k ≥ 1. Then we have
(1) The sequence {gk}
∞
k=0 is a generalized basis of the Hilbert space H;
(2) The adjoint operator T ∗ must be a foreward shift on the generalized basis
{gk}
∞
k=0, that is, we have T
∗gk = gk+1 for k = 0, 1, · · · .
Proof. (1) Firstly we show that {gk}
∞
k=0 is a generalized basis. Since the se-
quence {fk}
∞
k=0 is spanning, we have (x, fk) = 0 for each k ≥ 1 if and only
if x = 0. Hence as a functional sequence, {fk}
∞
k=0 is total.
(2) Note that
(fj+1, T
∗gi) = (Tfj+1, gi) = (fj , gi) = δij .
then by {(fk, gk)}
∞
k=0 is a biorthogonal system, we know the sequence
{fk}
∞
k=0 is minimal(fj+1 /∈ ∨k 6=j+1,k≥0{fk}). Moreover by ∨k≥0{fk} = H,
we know that ∨k 6=j+1,k≥0{fk} is a subspace of the Hilbert space H with
codimension 1. Therefore we must have that T ∗gk = gk+1 for all k ≥ 0.

Proof of Theorem 1.2. It is a directly result of above lemma 3.10 and theorem
3.8.
Lemma 3.11. Suppose {(fk, gk)}
∞
k=0 is a biorthogonal system and {fk}
∞
k=0 is a
Markushevich basis. Moreover, let T be a backward shift on the Markushevich basis
{fk}
∞
k=0 of H, i.e., Tf0 = 0 and Tfk = fk−1 for k ≥ 1. The the adjoint operator
T ∗ must be a foreward shift on the Markushevicz basis {gk}
∞
k=0, that is, we have
T ∗gk = gk+1 for k = 0, 1, · · · .
Proof. It is clear that {gk}
∞
k=0 is also a markushevicz basis. Then apply lemma
3.10. 
Proof of Theorem 1.3. Since dimker(T − z0) ≥ 2, we can take a non-zero vector
x ∈ ker(T − z0) and (x, g0) = 0. If (x, gk) = 0, then by lemma 3.11 we have
(x, gk+1) = (x, T
∗gk) = (Tx, gk) = (z0x, gk) = 0
Hence, it follows by induction that (x, gk) = 0 for k ≥ 0. This implies that x = 0
because the sequence {gk}
∞
k=0 is total, a contradiction. 
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4. Shift on M-basis or ONB in the Cowen-Douglas class B1(Ω)
Theorem 4.1. Let T ∈ B1(Ω), z0 ∈ Ω and let B be the canonical right inverse of
T − z0. Then the following statements are equivalent:
(1)
∨∞
k=0 kerB
∗k = H;
(2) There exists a Markushevich basis {fk}
∞
k=0 of H which satisfies f0⊥fk for
k ≥ 1 such that T − z0 is a backward shift on {fk}
∞
k=0;
(3) There is a positive real number ε such that B∗ ∈ B1(Dε), where Dε = {z ∈
C : |z| < ε}
Proof. (1) ⇒ (2). Take a unit vector f0 ∈ ker(T − z0) and set fk = B
kf0. Then
T − z0 is a backward shift on {fk}
∞
k=0. Since ranB = (ker(T − z0))
⊥, we know that
f0⊥fk for k ≥ 1. Note that
γ(z) = f0 +
∞∑
k=1
fk(z − z0)
k
is the canonical cross-section with the initial vector f0, it follows by Theorem 3.1
and Theorem 3.7 that the sequence {fk}
∞
k=0 is a complete and minimal. By Hahn–
Banach Theorem, there is unique sequence {gk}
∞
k=0 in H with g0 = f0 such that
the pair (fk, gk) is a biorthogonal system. And, resembling to the proof of Theorem
1.3, we know also that (T−z0)
∗ is the forward shift on the vector sequence {gk}
∞
k=0.
Moreover, since B∗(T − z0)
∗ = I and
kerB∗ = (ranB)⊥ = ker(T − z0),
we have that
B∗g0 = B
∗f0 = 0 and B
∗gk+1 = B
∗(T − z0)
∗gk = gk for k ≥ 1
i.e., B∗ is the backward shift on the sequence {gk}
∞
k=0. Hence we have that
g0, · · · , gk−1 are in kerB
∗k. Now, making use of index formulas, it follows that
dimkerB∗k = indB∗k = −indBk = ind(T − z0)
k = k.
So, we know that the family {g0, · · · , gk−1} is a basis of kerB
∗k. This implies that
∞∨
k=0
{gk} =
∞∨
k=0
kerB∗k = H.
Thus, {fk}
∞
k=0 is a Markushevich basis.
(2) ⇒ (3). As given, there is the biorthogonal system (fk, gk) such that f0⊥fk
for k ≥ 1 and the sequence {gk}
∞
k=0 is total. The same as in the preceding, we know
that B∗ is the backward shift on the sequence {gk}
∞
k=0. Hence, it holds that
∞∨
k=0
kerB∗k =
∞∨
k=0
{gk} = H.
Since ranB∗ is a closed set, we have 0 ∈ ρF (B
∗) and indB∗ = 1. Therefore, There
is a positive number ε with ε < 1
r(T−z0)
such that Dε ⊂ ρF (B
∗) and ind(B∗−z) = 1
for z ∈ Dε. Assume that (B − z)x = 0 for z ∈ Dε and x ∈ H. Then x = z(T − z0)x
because B is right inverse of T − z0. Hence, if z = 0 then x = 0; If z 6= 0 then
(T − z0− z
−1)x = 0. Since z−1 /∈ σ(T − z0), it follows that x = 0. Thus, we obtain
that
dimker(B∗ − z) = ind(B∗ − z) = 1 for z ∈ Dε.
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Also, we have that
ran(B∗ − z) = (ker(B − z))⊥ = H for z ∈ Dε.
Now, we have proved that B∗ ∈ B1(Ωε).
(3)⇒ (1). It is obviously. 
Example 4.2. Suppose {en}
∞
n=1 is an ONB of the Hilbert space H. Define
fn = en − en+1, gn =
n∑
k=1
ek,
then {(en, fn)}
∞
n=1 is a biorthogonal system and both {fn}
∞
n=1 and {gn}
∞
n=1 are
Markushevicz basis. And it is not hard to see that they are not basis. Moreover,
the classical backward shift on the ONB {en}
∞
n=1 is also a backward shift on the
markushevicz basis {gn}
∞
n=1.
For T ∈ B1(Ω), using the curvature function of the bundle ET , M. J. Cowen and
R. G. Douglas gave a characterization of T being a backward weighted shift on an
orthonormal basis [2, Corollary 1.9]. Now, in terminology of operator theory, we
give another characterization.
Theorem 4.3. Let T ∈ B1(Ω), z0 ∈ Ω and let B be the canonical right inverse of
T − z0. Then T − z0 is a backward weighted shift on an orthonormal basis of H if
and only if, for every k ≥ 0, the subspace Mk := B
kker(T − z0) is invariant for
B∗B.
Proof. Suppose that T − z0 is a backward weighted shift on an orthonormal basis
{ek}
∞
k=0 with the weight sequence {wk}
∞
k=1, i.e., (T − z0)e0 = 0 and (T − z0)ek =
wkek−1 for k > 0. Note that T − z0 is in B1(Ω0), where Ω0 = Ω − {z0}, it
follows from [9, Theorem 3.2] that the sequence {|wk|
−1}∞k=1 is bounded. It is
easy to verify that B is a forward weighted shift on the orthonormal basis {ek}
∞
k=0
with the weight sequence {w−1k }
∞
k=1, i.e., Bek = w
−1
k ek+1 for k ≥ 0 and B
∗ is a
backward weighted shift {ek}
∞
k=0 with the weight sequence {w
−1
k }
∞
k=1. So we have
that B∗Bek = |wk|
−2ek for k ≥ 0. Since ker(T − z0) = span{e0} we know Mk is
invariant for B∗B.
Conversely, if Mk is invariant for B
∗B then we take a unit vector f0 from
ker(T − z0) and set fk = B
kf0. Similar to the proof of (1) ⇒ (2) in Theorem ??,
we know that the sequence {fk}
∞
k=0 is a complete and minimal and T − z0 is a
backward shift on {fk}
∞
k=0. And, by Lemma 2.1, we have that f0 ⊥ fk for k > 0.
Since fk ∈ Mk and dimMk = 1, it follows that B
∗Bfk = λkfk. If (fi, fj) = 0 for
i < j, then
(fi+1, fj+1) = (Bfi, Bfj) = (B
∗Bfi, fj) = (λifi, fj) = 0.
This implies that the sequence {fk}
∞
k=0 is orthogonal. Set ek =
fk
‖fk‖
. Then we have
that the sequence {ek}
∞
k=0 is an orthonormal basis of H and T − z0 is a backward
weighted shift on {ek}
∞
k=0. 
Imitating the proof of Theorem 4.3, we can also come to the following.
Theorem 4.4. Let T ∈ B1(Ω), z0 ∈ Ω and let B be the canonical right inverse of
T − z0. Then T − z0 is a backward shift on an orthonormal basis of H if and only
if B∗B = I, i.e., B is an isometry.
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Recall that a sequence {fk}
∞
k=0 is called a Schauder basis of H if for every vector
x ∈ H there exists a unique sequence {αk}
∞
k=0 of complex numbers such that the
series
∑∞
k=0 αkfk converges to x in norm.
Example 4.5. Although theorem 1.3 tell us that for n ≥ 2, a Cowen-Douglas
operator never be a shift on basis, if we consider the n-multiple shift case(or more
general, operator-weighted shift) then we can get more interest examples. Here we
show that S2 can be seen as a 2-multiple shift on some conditional basis. Suppose
{en}
∞
n=1 is an ONB of the Hilbert space H. Let {αn}
∞
n=1 be a sequence of posi-
tive numbers such that
∑∞
n=1 nα
2
n < ∞ and
∑∞
n=1 αn = ∞. Then the sequences
{fn}
∞
n=1, {gn}
∞
n=1 defined as
f2n−1 = e2n−1 +
∑∞
i=n αi−n+1e2i, f2n = e2n, n = 1, 2, · · ·
g2n−1 = e2n−1, g2n =
∑∞
i=n−αi−n+1e2i−1 + e2n, n = 1, 2, · · ·
are both conditional basis of H(see [12], Example14.5, p429.). Let S be the classical
foreward shift on {en}
∞
n=1. Then we have
S2fn = fn+2, for n ≥ 1
and
(S∗)2gn = gn−2, for n > 2, and (S
∗)2g1 = (S
∗)2g2 = 0.
Hence S2 is a foreward 2-multiple shift on a conditional basis, and (S∗)2 is a
foreward 2-multiple shift on a conditional basis.
Question 4.6. When a Cowen-Douglas operator in B1(Ω) can be a shift on some
Schauder basis?
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