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Abstract
This paper deals with conditions under which the quotient of L-fuzzy up-sets
forms a complete lattice by using terminologies of closure operators. It first
gives a condition that a family of some subsets of a nonempty set can be rep-
resented by L-fuzzy up-sets, which is then used to formulate a necessary and
sufficient condition under which the quotient of L-fuzzy up-sets forms a com-
plete lattice. This paper finally shows that the quotient of a kind of L-fuzzy
up-sets is isomorphic to an interval generated by an L-fuzzy up-set.
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1 Introduction
L-fuzzy sets and structures have been widely studied from Goguen’s first paper [4].
These structures appear when the membership grades can be represented by elements of
an ordered set, instead of just by numbers in the unit [0, 1]. It is well-known that L-fuzzy
mathematics attracts more and more interest in many branches, for instance, algebraic
theories including order-theoretic structures (see e.g., [8]), automata and tree series (see
e.g., [1]) and theoretical computer science (see e.g., [2]). Among all the tropics on L-fuzzy
mathematics, the representation of a poset by an L-fuzzy set is very interesting, which
had been studied by Gorjanac-Rantiovic´ and Tepavcˇevic´ [5] who formulated a necessary
and sufficient condition, under which for a given family of subsets F of a set X and a
fixed complete lattice L there is an L-fuzzy set µ such that the collection of cuts of µ
coincides with F . Jime´nez, Montes, Sˇesˇelja and Tepavcˇevic´ [7] even showed a necessary
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and sufficient condition under which a collection of crisp up-sets (down-sets) of a poset X
consists of cuts of an L-fuzzy up-set (down-set). Moreover, He and Wang [6] investigated
the uniqueness of L-fuzzy sets whose collection of cuts is equal to a given family of subsets
of a nonempty set.
In 2004, B. Sˇesˇelja and A. Tepavcˇevic´ [8] studied the L-fuzzy power set of a nonempty
set, i.e., the collection of all L-fuzzy sets, and gave a necessary and sufficient condition
under which two L-fuzzy sets from the collection have equal families of cuts. In this
way, they obtained an equivalence relation on the L-fuzzy power set, and proved that
the classes under the equivalence relation (the quotient of L-fuzzy sets) can be naturally
ordered. They further provided a condition that the quotient of L-fuzzy sets forms a
complete lattice.
Due to the importance of investigation of L-fuzzy up-sets and its equivalence, a natural
problem is whether there exists a similar result for L-fuzzy up-sets, that is to say, whether
there exists a necessary and sufficient condition under which the quotient of L-fuzzy up-sets
forms a complete lattice. This paper will focus on the problem.
The paper is organized as follows. For the sake of convenience, some notions and
previous results are given in Section 2. In Section3, a condition that a family of some
subsets of a nonempty set can be represented by L-fuzzy up-sets is obtained. The condition
is further used to show a necessary and sufficient condition under which the quotient of
L-fuzzy up-sets forms a complete lattice, and it is verified that the quotient of a kind of
L-fuzzy up-sets is isomorphic to an interval generated by an L-fuzzy up-set in Section 4.
Conclusions are drawn in Section 5.
2 Preliminaries
In this section, we first list some necessary notions and relevant properties from the
classical order theory in the sequel. For more comprehensive presentation, see e.g., book
[3].
A poset is a structure (P,≤) (or P for short) where P is a nonempty set and ≤ an
ordering (reflexive, antisymmetric and transitive) relation on P . A sub-poset of a poset
(P,≤) is a poset (Q,≤) where Q is a nonempty subset of P and ≤ on Q is restricted from
P . A lattice is a poset L in which for each pair of elements x, y there is a greatest lower
bound (glb, infimum, meet) and a least upper bound (lub, supremum, join), denoted,
respectively, by x ∧ y and x ∨ y. These are binary operations on L. A poset L is said
to be a complete lattice if infima and suprema exist for each subset of L. A complete
lattice L possesses the top element 1L and the bottom element 0L. An up-set (semi-filter)
on a poset P is any sub-poset U , satisfying: for x ∈ U, y ∈ P, x ≤ y implies y ∈ U . In
particular, for an x ∈ P , a sub-poset ↑ x := {y ∈ P | x ≤ y} is a principle filter generated
by x.
We say that an element q in a lattice L is meet-irreducible if, q 6= 1L and for all
x, y ∈ L, q = x ∧ y implies q = x or q = y.
A closure operator on a poset P is a function C : P → P such that , for all p, q ∈ P ,
it fulfills the following three requirements:
(a) p ≤ C(p),
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(b) p ≤ q ⇒ C(p) ≤ C(q),
(c) C(C(p)) = C(p).
If p = C(p), then p is a closed element under the corresponding closure operator.
Lemma 2.1 ( [3]) Let L be a complete lattice. Then, for any closure operator C on L,
the set of all closed elements of L is a complete lattice under the order inherited from L.
Lemma 2.2 ( [3, 7]) Let C be a closure operator on a poset L. If we consider the relation
∼′ on L defined by x ∼′ y if and only if C(x) = C(y), then:
(1) ∼′ is an equivalence relation on L.
(2) Each equivalence class possesses the top element which is closed under C.
(3) The set L/∼′ can be ordered: [x] ≤ [y] if and only if C(x) ≤ C(y) in L, where
[x] = {a ∈ L | x ∼′ a} for all x ∈ L.
Furthermore, if L is a complete lattice, then:
(4) The poset (L/∼′,≤) is a lattice isomorphic with the poset of all closed elements of L
under C.
In what follows, we denote L/∼′ by L/C if C is a closure operator on a poset or a
complete lattice L. Let C(L) = {C(a) | a ∈ L}. Then from Lemma 2.1, we know that the
poset C(L) is a complete lattice if L is a complete lattice. Further, we have the following
two propositions.
Proposition 2.1 Let C0 be a closure operator on a complete lattice L and let C1 be a
closure operator on the complete lattice C0(L). Then the function C : L → L associated
to any element p ∈ L the value C1(C0(p)) is a closure operator on L, and we denote
C = C1 ◦ C0.
Proof. We need to prove that C satisfies the three conditions of the definition of a closure
operator.
From the hypotheses of Proposition 2.1, p ≤ C0(p) and C0(p) ≤ C1(C0(p)) for all
p ∈ L. Then p ≤ C(p). If p ≤ q for all p, q ∈ L, then C0(p) ≤ C0(q) since C0 is a closure
operator, and C(p) = C1(C0(p)) ≤ C1(C0(q)) = C(q) since C1 is also a closure operator.
Note that C1(C0(p)) ∈ C0(L) for all p ∈ L. Then
C0(C1(C0(p))) = C1(C0(p)).
Thus, C1 ◦ C0(C1(C0(p))) = C1(C1(C0(p)). Since C1 is a closure operator on C0(L) and
C1(C0(p)) ∈ C1(C0(L)), we have
C1(C1(C0(p)) = C1(C0(p)).
The above two equalities imply that C1◦C0(C1(C0(p))) = C1(C0(p)), i.e., C(C(p)) = C(p).
We conclude that C = C1 ◦ C0 is a closure operator on L.
Proposition 2.2 Under the assumptions of Proposition 2.1, L/(C1 ◦ C0) ∼= (L/C0)/C1.
Proof. By Lemma 2.2, L/C0 ∼= C0(L) and C0(L)/C1 ∼= C1 ◦ C0(L). Thus
(L/C0)/C1 ∼= C0(L)/C1 ∼= C1 ◦ C0(L).
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Moreover, by Proposition 2.1, we know that C1 ◦C0 is a closure operator on L. Then from
Lemma 2.2,
L/(C1 ◦ C0) ∼= C1 ◦ C0(L).
Therefore, L/(C1 ◦ C0) ∼= (L/C0)/C1.
In the following, we shall recall some notions of L-fuzzy sets. More details about the
relevant properties can be found e.g., in [4, 5, 7, 8].
An L-fuzzy set, Lattice-valued or L-valued set here is a mapping µ : X → L from a
nonempty set X into a complete lattice (L,≤). Let FL(X) be the collection of all L-fuzzy
sets on X .
If µ : X → L is an L-fuzzy set on X then, for p ∈ L, the set
µp = {x ∈ X | µ(x) ≥ p} (1)
is called the p-cut, a cut set or simply a cut of µ. Let µL = {µp | p ∈ L} for all µ ∈ FL(X).
An L-fuzzy up-set is a mapping µ : X → L from a poset (X,≤) into a complete
lattice (L,≤) such that for all x, y ∈ X
x ≤ y ⇒ µ(x) ≤ µ(y).
Let FuL(X) be the collection of all L-fuzzy up-sets on X . Obviously, every L-fuzzy up-set
on X is also an L-fuzzy set.
Let P(X) be the power set of a set X . Then the following two statements characterize
the collection of cuts of an L-fuzzy up-set.
Theorem 2.1 ( [7]) Let (X,≤) be a poset, let F ⊆ P(X) be a family of some up-sets of
a poset X, and let (L,≤) be a complete lattice. Then, there is an L-fuzzy up-set µ : X → L
such that its family of cuts is equal to F if and only if the following two conditions hold:
(1) F is closed under intersections and contains X;
(2) there is a closure operator C on L, such that the poset (L/C,≤) is order isomorphic
to (F ,⊇).
Theorem 2.2 ( [7]) Let (X,≤) be a poset, let L be a complete lattice and let µ be an
L-fuzzy set on X. Then the following two statements are equivalent:
(1) µ is an L-fuzzy up-set on X.
(2) The p-cut µp of µ is an up-set on X, for any p ∈ L.
3 Representation of families of subsets by L-fuzzy up-
sets
In this section, we shall investigate a condition that a family of some subsets of a
nonempty set can be represented by L-fuzzy up-sets.
Let A and B be two sets. Then we denote that A \ B = {x ∈ A | x /∈ B}, for
convenience, if B = {b} then we write A \ B as A \ b. We denote by M(L) the set of all
meet-irreducible elements of a lattice L.
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Theorem 3.1 Let (X,≤) be a poset, (L,≤) a complete lattice and µ ∈ FuL(X). If T ⊆ µL
is closed under intersections and contains X, then there exists ν ∈ FuL(X) such that
νL = T .
Proof. Suppose that F = (µL,⊇) and T = (T ,⊇). Then both F and T are complete
lattices. Let C1 : F → F be defined by
C1(p) =


⋃
{q ∈ T \ 1T | q ( p} p ∈ T \M(T ),
⋃
{q ∈ T \ 1T | q ⊆ p} otherwise
(2)
in which,
⋃
S =
∧
T S when S 6= ∅, and
⋃
∅ = 1F where
∧
T is the meet of T .
By (2), we have that
C1(F ) ⊆ T
⋃
{1F} (3)
since T is a complete lattice. Moreover, we claim that
1T /∈ C1(F ) (4)
when 1T 6= 1F . Otherwise, there exists p ∈ µL such that C1(p) = 1T , which means
that
⋃
{q ∈ T \ 1T | q ( p} = 1T or
⋃
{q ∈ T \ 1T | q ⊆ p} = 1T by (2). Suppose⋃
{q ∈ T \ 1T | q ⊆ p} = 1T . Clearly, {q ∈ T \ 1T | q ⊆ p} 6= ∅ since
⋃
∅ = 1F 6= 1T . Then
there exists an element q ∈ T \1T such that q ⊆ p, which together with formula (2) implies
that C1(p) ⊇ q ) 1T , a contradiction. Similarly, the equality
⋃
{q ∈ T \ 1T | q ( p} = 1T
will deduce a contradiction.
The following proof is made in three steps:
First, we prove C1 is a closure operator on F .
It suffices to prove that C1 satisfies the three conditions (a), (b) and (c). Obviously,
by formula (2), p ⊇ C1(p) for all p ∈ µL, i.e., the condition (a) holds.
Assume that p, r ∈ µL and p ⊇ r. It is clear that p = r implies C1(p) = C1(r). Next,
we suppose p ) r. Then from (2),
C1(r) ⊆
⋃
{q ∈ T \ 1T | q ⊆ r} and C1(p) ⊇
⋃
{q ∈ T \ 1T | q ( p}.
As p ) r, we have
C1(p) ⊇
⋃
{q ∈ T \ 1T | q ( p} ⊇
⋃
{q ∈ T \ 1T | q ⊆ r} ⊇ C1(r).
Therefore, C1(p) ⊇ C1(r), i.e., the condition (b) holds.
Next we prove the condition (c) is true.
Note that C1(p) ⊇ C1(C1(p)) for all p ∈ µL since the condition (a) holds. Thus it
suffices to prove that
C1(C1(p)) ⊇ C1(p) for all p ∈ µL.
By formula (3), there are three cases as follows.
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Case (1). If C1(p) = 1F , then from (2)
C1(C1(p)) = C1(1F ) =
⋃
∅ = 1F = C1(p). (5)
Case (2). If C1(p) ∈M(T ) then
C1(C1(p)) =
⋃
{q ∈ T \ 1T | q ⊆ C1(p)} ⊇ C1(p)
since C1(p) ∈ {q ∈ T \ 1T | q ⊆ C1(p)}.
Case (3). If C1(p) ∈ (T \M(T )) \ 1F , then we claim that C1(p) 6= 1T . Otherwise,
C1(p) = 1T ∈ C1(F ), which means that 1T = 1F by (4). Thus C1(p) = 1F ∈ (T \M(T )) \
1F , a contradiction. Hence C1(p) 6= 1T . Then there exist two element m,n ∈ T \ 1T such
that m ( C1(p), n ( C1(p) and m ∧T n = C1(p). Consequently,
C1(C1(p)) =
⋃
{q ∈ T \ 1T | q ( C1(p)} ⊇ m∪n = m ∧T n = C1(p).
Cases (1), (2) and (3) imply that C1(C1(p)) ⊇ C1(p) for all p ∈ µL.
According to the above proof, we conclude that C1 is a closure operator on F .
Secondly, we shall prove
F/C1 ∼= T. (6)
Let S = (T \ 1T )
⋃
{1F}. Then we easily know that (S,⊇) ∼= T . On the other hand,
by Lemma 2.2, we have F/C1 ∼= (C1(F ),⊇) since C1 is a closure operator on F . Thus, in
order to prove F/C1 ∼= T , we just need to prove S = C1(F ).
By (3) and (4), we have that C1(F ) ⊆ S. Now we shall prove C1(F ) ⊇ S.
From formula (5), C1(1F ) = 1F . By the construction of S, we have that x ∈M(T ) or
x ∈ (T \M(T ))\1T for all x ∈ S with x 6= 1F . If x ∈M(T ) then x ∈ {q ∈ T \1T | q ⊆ x},
which yields that C1(x) =
⋃
{q ∈ T \ 1T | q ⊆ x} ⊇ x. Note that x ⊇ C1(x) since C1 is
a closure operator on F . Thus C1(x) = x. If x ∈ (T \M(T )) \ 1T then there exist two
element y, z ∈ T \ 1T with y ( x and z ( x such that y ∧T z = x. Thus
C1(x) =
⋃
{q ∈ T \ 1T | q ( x} ⊇ y∪z = y ∧T z = x.
Then C1(x) = x since x ⊇ C1(x). Therefore, we always have that C1(x) = x for all x ∈ S
with x 6= 1F , i.e., C1(F ) ⊇ S.
Finally, we shall prove that there exists ν ∈ FuL(X) such that νL = T .
In fact, by Theorem 2.1 and the hypotheses of Theorem 3.1, there exists a closure
operator C0 on L such that L/C0 ∼= F since µL = µL ⊆ P(X). Then by Lemma 2.2,
L/C0 ∼= C0(L) ∼= F. (7)
From formulas (7) and (6), we easily prove that there exists a closure operator C∗ on
C0(L) such that C0(L)/C∗ ∼= T . Let C = C0 ◦C∗. Then by Propositions 2.1 and 2.2, C is
a closure operator on L and L/C ∼= (L/C0)/C∗ ∼= T . Again by Theorem 2.1, there exists
ν ∈ FuL(X) such that νL = T .
This completes the proof.
6
The following example illustrates an application of Theorem 3.1.
Example 3.1 Let us consider the poset (X,≤) and the complete lattice (L,≤) repre-
sented in Fig. 1. Let R = {∅, {a}, {b}, {b, c}, {a, b, c, d, e}} be a family of some up-sets of
X . Does there exist µ ∈ FuL(X) such that µL = R ?
❜
0L
❜
q
❜
r
❜
p
❜
❜
❜
❜
❜s ❜t
❜1L
❅
❅❅
 
  
✟✟
✟✟
✟
PP
PP
❅
❅❅
 
  
❅
❅ 
   
  
❅
❅
L
❜
e
❜
c
❜b
❜
d
❜a
 
  
❅
❅❅
❅
❅❅
X
Fig.1 Hasse diagrams of X and L
Let S = {∅, {a}, {b}, {a, b}, {b, c}, {a, d}, {a, b, c, d, e}}. Then one can check that S is
also a family of some up-sets of X and there exists a closure operator C on L such that
L/C ∼= ({0L, p, q, r, s, t, 1L},≤) ∼= (S,⊇).
Thus, by Theorem 2.1, there exists ν ∈ FuL(X) such that νL = S. Since R ⊆ S, there
exists µ ∈ FuL(X) such that µL = R by Theorem 3.1.
The following remark is clear.
Remark 3.1 Each nonempty set X can be regarded as a special poset for which if x, y ∈
X with x 6= y then x and y are not comparable.
Then from Remark 3.1 and Theorem 3.1, we have the following corollary.
Corollary 3.1 Let X be a nonempty set, (L,≤) a complete lattice and µ ∈ FL(X). If
T ⊆ µL is closed under intersections and contains X, then there exists ν ∈ FL(X) such
that νL = T .
4 Conditions that (FuL(X)/ ∼,≤) is a complete lattice
In this section, we shall show necessary and sufficient conditions that (FuL(X)/ ∼,≤) is
a complete lattice, and prove that (FuL(X/C)/ ∼,≤) is isomorphic to an interval generated
by an L-fuzzy up-set, in which C is a closure operator on the poset X .
Consider the relation ∼ on FL(X) defined by µ ∼ ν if and only if µL = νL. It is easy
to see that ∼ is an equivalence relation. Further, let us define the relation ≤ on FL(X)/ ∼
in the following way:
[µ]∼ ≤ [ν]∼ if and only if µL ⊆ νL.
Given an L-fuzzy set µ ∈ FL(X), we define the relation ≈µ on L by p ≈µ q if and
only if µp = µq. Then ≈µ is obviously an equivalence relation on L. In 2004, Sˇesˇelja and
Tepavcˇevic´ [8] proved the following statement.
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Proposition 4.1 Let µ ∈ FL(X). Then (L/ ≈µ,≤) ∼= (µL,⊇).
They further gave a condtion that (FL(X)/ ∼,≤) is a complete lattice as follows.
Theorem 4.1 ( [8]) If there exists µ ∈ FL(X) such that L/ ≈µ is isomorphic to the
power set of a set X then (FL(X)/ ∼,≤) is a complete lattice.
In what follows, we shall give conditions that (FuL(X)/ ∼,≤) is a complete lattice.
Given any set A, we denote its cardinality by |A|. We first have the following state-
ment.
Proposition 4.2 Let (X,≤) be a poset and |L| = 1. Then (FuL(X)/ ∼,≤) is a complete
lattice.
Proof. Clearly, µL = {X} for all µ ∈ F
u
L(X). Therefore, (F
u
L(X)/ ∼,≤) is surely a
complete lattice.
From Remark 3.1 and Proposition 4.2, the following corollary is immediately.
Corollary 4.1 Let X be a nonempty set and |L| = 1. Then (FL(X)/ ∼,≤) is a complete
lattice.
Let (X,≤) be a poset and let FX be the set of all up-sets of X . We denote (FX ,⊇)
by FX . Then we have the following theorem.
Theorem 4.2 Let (X,≤) be a poset and L a complete lattice with |L| > 1. Then
(FuL(X)/ ∼,≤) is a complete lattice if and only if there exists a closure operator C on
L such that L/C ∼= FX .
Proof. Necessity. Suppose that (FuL(X)/ ∼,≤) is a complete lattice. We first note that
0L 6= 1L since |L| > 1, and there exists a closure operator C on L such that C(L) =
{0L, 1L}. Then, by Lemma 2.2, L/C ∼= (T ,⊇) for all T = {S,X} where S ( X and
S ∈ FX . Let
S ′ = {T | T = {S,X}, S ( X and S ∈ FX}.
Then, by Theorem 2.1, there exists νT ∈ FuL(X) such that ν
T
L = T for all T ∈ S
′.
Since (FuL(X)/ ∼,≤) is a complete lattice, we can let
∨
T ∈S′
[νT ]∼ = [µ]∼. Then [µ]∼ ∈
FuL(X)/ ∼. Thus µL ⊇
⋃
T ∈S′
νTL = FX . Note that µL ⊆ FX by Theorem 2.2. Hence
µL = FX . Again, by Theorem 2.1, there exists a closure operator C on L such that
L/C ∼= FX .
Sufficiency. If there exists a closure operator C on L such that L/C ∼= FX , then, by
Theorem 2.1, there exists µ ∈ FuL(X) such that
µL = FX . (8)
Thus, by Theorem 2.2, we know that [µ]∼ is the greatest element of (F
u
L(X)/ ∼,≤) since
FX is the set of all up-sets of X . As it is well known, if a poset is closed under arbitrary
infima and it has the greatest element, then the poset is a complete lattice. Thus, in order
to prove that (FuL(X)/ ∼,≤) is a complete lattice, it suffices to prove that (F
u
L(X)/ ∼,≤)
is closed under arbitrary infima.
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Let ∅ 6= B ⊆ FuL(X). Then by Theorem 2.1, X ∈ νL and νL is closed under intersec-
tions since νL = νL ⊆ P(X) for all ν ∈ B. Suppose that S =
⋂
{νL | ν ∈ B}. Then S is
closed under intersections and contains X . Note that S ⊆ FX . Thus, using Theorem 3.1,
there exists f ∈ FuL(X) such that fL = S since FX = µL by (8). Each collection of cuts
corresponding to a ∼-class, therefore, (FuL(X)/ ∼,≤) is closed under arbitrary infima.
Then by Remark 3.1 and Theorem 4.2 we have:
Corollary 4.2 Let X be a nonempty set and L a complete lattice with |L| > 1. Then
(FL(X)/ ∼,≤) is a complete lattice if and only if there exists a closure operator C on L
such that L/C ∼= (P(X),⊇).
Remark 4.1 (i) Corollary 4.2 implies that the inverse of Theorem 4.1 holds when |L| > 1.
In fact, by Corollary 4.2, there exists a closure operator C on L such that L/C ∼= (P(X),⊇
). Since P(X) can be regarded as a family of all up-sets of X by Remark 3.1, from
Theorem 2.1, there exists µ ∈ FuL(X) such that µL = P(X). Furthermore, by Proposition
4.1 (L/ ≈µ,≤) ∼= (µL,⊇). Then (L/ ≈µ,≤) ∼= (P(X),⊇).
(ii) If |L| = 1 then the inverse of Theorem 4.1 is not true. Indeed, if |L| = 1, then by
Corollary 4.1 we know that (FL(X)/ ∼,≤) is a complete lattice. However, (L/ ≈µ,≤) ≇
(P(X),⊇) for all µ ∈ FL(X) since |P(X)| > 1.
In what follows, we shall prove that (FuL(X/C)/ ∼,≤) is isomorphic to an interval
generated by an L-fuzzy up-set, where C is a closure operator on the poset X .
Note that it is easy to verify that FX is a complete distributive lattice for which the
meet (join) is ∪ (∩) (see [7]). Then we have the following theorem:
Theorem 4.3 Let (X,≤) be a poset and C a closure operator on X. Then the lattice
FX/C can be embedded into FX , such that all infima, suprema, and the top and bottom
elements are preserved under the embedding.
Proof. Let
ST =
⋃
[x]∈T
{y ∈ X | y ∈ [x]} (9)
for all T ∈ FX/C and
S = {ST | T ∈ FX/C}. (10)
Now, we prove FX/C ∼= (S,⊇). Let f : FX/C → S be defined by f(T ) = ST for all
T ∈ FX/C . Clearly, f is a surjective map by (9) and (10). Suppose that T1 6= T2 in S.
We claim that f(T1) 6= f(T2). Otherwise, f(T1) = f(T2). Then ST1 = ST2 . Without loss
of generality, we suppose that [x] ∈ T1 but [x] /∈ T2 since T1 6= T2. Thus x ∈ [x] ⊆ ST1
by (9), which means that x ∈ ST2 . Hence, there exists [y] ∈ T2 such that x ∈ [y]. Thus
[x] = [y] ∈ T2, a contradiction. So that f is injective.
Therefore, f is bijective.
Next, we prove that both f and f−1 preserve the order ⊇.
If T1 ⊇ T2 then obviously f(T1) = ST1 ⊇ ST2 = f(T2), i.e., f preserves the order ⊇.
Furthermore, we claim that T1 ⊇ T2 when f(T1) ⊇ f(T2). Suppose T1 + T2 but
f(T1) ⊇ f(T2). Then there exists an element [z] ∈ T2 but [z] /∈ T1. Note that z ∈ ST2 =
9
f(T2) by formula (9). This implies that z ∈ f(T1) since f(T1) ⊇ f(T2). Thus, from
(9), there exists [u] ∈ T1 such that z ∈ [u], and so that [z] = [u] ∈ T1, a contradiction.
Consequently f−1 preserves the order ⊇.
Thus f is an isomorphism from FX/C to (S,⊇), i.e.,
FX/C ∼= (S,⊇). (11)
In what follows, we shall prove that FX/C can be embedded into FX , such that all
infima, suprema, the top and bottom elements are preserved under the embedding.
First, by (9), we have
∅ = S∅ ∈ S and X = SX/C ∈ S. (12)
Now, let K ∈ S. Then, using (10), there is a T ∈ FX/C such that K = ST . By Lemma
2.2, we know that for all x, y ∈ X ,
y ≥ x in X implies [y] ≥ [x] in X/C. (13)
Suppose that x ∈ K, y ∈ X and y ≥ x. Then by formula (13), [y] ≥ [x], and from formula
(9), the condition x ∈ K = ST yields that [x] ∈ T . Hence [y] ∈ T by the definition of an
up-set since T ∈ FX/C . Therefore, y ∈ ST = K. This means that K is an up-set of X ,
i.e., K ∈ FX . By the arbitrariness of K, we have
S ⊆ FX . (14)
Secondly, let {Si | i ∈ I} ⊆ S. From (10), there exists Ti ∈ FX/C such that Si = STi
for all i ∈ I. Thus
⋂
i∈I Si =
⋂
i∈I STi and
⋃
i∈I Si =
⋃
i∈I STi . Let W =
⋂
i∈I Ti and
R =
⋃
i∈I Ti. Then W,R ∈ FX/C since FX/C is the set of all up-sets of X/C. Thus, by
(10), SW , SR ∈ S. Note that [x] ∩ [y] = ∅ for any [x] 6= [y]. Thus, by (9), we further know
that SW =
⋂
i∈I STi and SR =
⋃
i∈I STi . Therefore,
⋂
i∈I
Si ∈ S and
⋃
i∈I
Si ∈ S. (15)
Finally, from formulas (11), (12), (14) and (15), we know that FX/C can be embedded
into FX , such that all infima, suprema, and the top and bottom elements are preserved
under the embedding.
The following example will illustrate Theorem 4.3.
Example 4.1 Let us consider the poset (X,≤) where X = {a, b, c, d, e}, and the poset
(X/C,≤) represented in Fig. 2, where C: X → X is a closure operator on X satisfying
that C(x) =
{
x x 6= d,
e x = d
for all x ∈ X .
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❜
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❜[c] ❜[e] = [d]
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 
 
 
 
 
❅
❅
❅
❅
❅
❅
X/C
❜
a
❜d
❜
b
❜c ❜e
 
 
 
 
 
 
❅
❅
❅
❅
❅
❅
X
Fig.2 Hasse diagrams of X and X/C
It is clear that
FX = {∅, {c}, {e}, {c, e}, {d, e}, {c, d, e}, {a, c, e}, {a, c, d, e}, {b, c, d, e}, X} and
FX/C = {∅, {[c]}, {[e]}, {[c], [e]}, {[a], [c], [e]}, {[b], [c], [e]}, X/C}.
Therefore, FX/C can be embedded into FX , such that the top and bottom elements are
preserved under the embedding.
As it is well known, any finite distributive lattice L can be isomorphically represented
by the collection of all up-sets of M(L), ordered dually to inclusion (Bikhoff’s Represen-
tation Theorem). Then from Theorem 4.3 we have the following corollary.
Corollary 4.3 Let L1 and L2 be two finite distributive lattices. If there exists a closure
operator C on M(L1) such that M(L1)/C ∼= M(L2) then L2 can be embedded into L1,
such that the top and bottom elements are preserved under the embedding.
The following example will show that the inverse of Corollary 4.3 does not hold
generally.
Example 4.2 Let us consider again the poset (X,≤) in Example 4.1. Let L1 = FX and
L2 = (U ,⊇), where
U = {∅, {c}, {c, e}, {c, d, e}, {a, c, d, e}, X}.
Clearly, M(L1) ∼= (X,≤) and the lattice L2 can be embedded into L1, such that the top
and bottom elements are preserved under the embedding. However, M(L2) ≇ M(L1)/C
for any closure operator C on M(L1) since L2 is a six-element chain.
Theorem 4.4 Let (X,≤) be a poset, let C be a closure operator on X, let (L,≤) be a
complete lattice and let S be defined as (10). If there exists a closure operator C1 such
that L/C1 ∼= FX , then (F
u
L(X/C)/ ∼,≤)
∼= [0, [µ]∼], in which, 0 is the bottom element of
the lattice (FuL(X)/ ∼,≤) and µ ∈ F
u
L(X) satisfying µL = S.
Proof. First, by Theorem 4.2 and Proposition 4.2, we know that (FuL(X)/ ∼,≤) is a
complete lattice.
Next, we shall prove that (FuL(X/C)/ ∼,≤)
∼= [0, [µ]∼].
From Theorem 2.1, the condition L/C1 ∼= FX yields that there exists h ∈ F
u
L(X) such
that hL = FX . Then, using formula (14), S ⊆ hL. Moreover, by (12) and (15), it follows
from Theorem 3.1 that there exists µ ∈ FuL(X) such that
µL = S. (16)
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Hence, by Theorem 2.1, there exists a closure operator C0 such that L/C0 ∼= (S,⊇).
Furthermore, L/C0 ∼= FX/C by (11). Then by Theorem 4.2 and Proposition 4.2, we
know that (FuL(X/C)/ ∼,≤) is a complete lattice. Again by Theorem 2.1, there exists
g ∈ FuL(X/C) such that
gL = FX/C . (17)
Denote
S∗ = {T ⊆ S | T is closed under intersections and X ∈ T}.
Thus, by Theorem 3.1 and (16), if T ∈ S∗ then there exists ν ∈ FuL(X) such that
νL = T. (18)
Formulas (18) and (16) imply that νL ⊆ µL, so that [ν]∼ ≤ [µ]∼, i.e., [ν]∼ ∈ [0, [µ]∼]. Note
that, if [f ]∼ ∈ [0, [µ]∼] then fL ∈ S
∗. Hence
[0, [µ]∼] ∼= (S
∗,⊆). (19)
Using FX/C and [g]∼ instead of S and [µ]∼, respectively, then similar to the proof of (19),
we have that
[01, [g]∼] ∼= ((FX/C)
∗,⊆)
in which 01 is the bottom element of (F
u
L(X/C)/ ∼,≤). Because [g]∼ is the top element
of (FuL(X/C)/ ∼,≤) by (17) and Theorem 2.2, we have (F
u
L(X/C)/ ∼,≤) = [01, [g]∼].
Therefore,
(FuL(X/C)/ ∼,≤)
∼= ((FX/C)
∗,⊆). (20)
Formula (11) implies that ((FX/C)
∗,⊆) ∼= (S∗,⊆). Consequently, we have that
(FuL(X/C)/ ∼,≤)
∼= [0, [µ]∼]
by formulas (19) and (20).
5 Conclusions
This paper gave a necessary and sufficient condition under which (FuL(X)/ ∼,≤) is a
complete lattice by terminologies of closure operators, and proved that (FuL(X/C)/ ∼,≤)
is isomorphic to an interval generated by an L-fuzzy up-set where C is a closure operator
on the poset X . The last result shows us that for a given closure operator C on a poset X
if there exists a closure operator C1 on a complete lattice L such that L/C1 ∼= FX , then
there is a µ ∈ FuL(X) such that (F
u
L(X/C)/ ∼,≤)
∼= [0, [µ]∼]. However, there exists also
an L-fuzzy up-set µ ∈ FuL(X) such that
(FuL(X/C)/ ∼,≤) ≇ [0, [µ]∼]
for all closure operators C on the poset X .
For instance, consider again Example 4.2. Let L be a complete lattice, and let C1
be a closure operator on L such that L/C1 ∼= FX and µ ∈ F
u
L(X) with µL = U . Then
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by Example 4.2, L2 is not isomorphic to FX/C , so that for any closure operator C on the
poset X , (FuL(X/C)/ ∼,≤) ≇ [0, [µ]∼].
Therefore, an interesting problem is whether we can weaken the conditions of closure
operators such that for a given L-fuzzy up-set µ ∈ FuL(X) there exists a weakening closure
operator, say ∆, such that
(FuL(X/∆)/ ∼,≤)
∼= [0, [µ]∼].
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