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Abstract In this paper we compare the construction of equilibrium states at finite temperature for
self-interacting massive scalar quantum field theories on Minkowski spacetime proposed by Fredenhagen
and Lindner in [FL14] with results obtained in ordinary thermal field theory, by means of real time and
Matsubara (or imaginary time) formalisms. In the construction of this state, even if the adiabatic limit is
considered, the interaction Lagrangian is multiplied by a smooth time cut-off. In this way the interaction
starts adiabatically and the correlation functions are free from divergences. The corresponding interaction
Hamiltonian is a local interacting field smeared over the interval of time where the chosen cut-off is not
constant. We observe that, in order to cope with this smearing, the Matsubara propagator which is used
to expand the relative partition function between the free and interacting equilibrium states, needs to
be modified. We thus obtain an expansion of the correlation functions of the equilibrium state for the
interacting field as a sum over certain type of graphs with mixed edges, some of them correspond to
modified Matsubara propagators and others to propagators of the real time formalism. An integration
over the adiabatic time cut-off is present in every vertex. However, at every order in perturbation theory,
the final result does not depend on the particular form of the cut-off function. The obtained graphical
expansion contains in it both the real time formalism and the Matsubara formalism as particular cases.
For special interaction Lagrangians, the real time formalism is recovered in the limit where the adiabatic
start of the interaction occurs at past infinity. At least formally, the combinatoric of the Matsubara
formalism is obtained in the limit where the switch on is realized with an Heaviside step function and the
field observables have no time dependance. Finally, we show that a particular factorisation which is used
to derive the ordinary real time formalism holds only in special cases and we present a counterexample.
We conclude with the analysis of certain correlation functions and we notice that corrections to the
self-energy in a λφ4 at finite temperature theory are expected.
1 Introduction
Thermal field theory, seen as a combination of quantum field theory and statistical mechanics,
has been founded more than fifty years ago with the pioneering works of Matsubara [Mat55],
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Keldysh [Kel65] and Schwinger [Sch61] (see also [NS84], [vH86]). At that time, one of the main
motivations was the analysis of phase transitions of hadronic matter predicted to occur at high
temperature in quantum cromodynamics [McL85]. The formalism of thermal field theory has
also been also applied to the analysis of baryogenesis in the early-universe (see e.g. [Ka84, CH88,
PSW04a, PSW04b]) and to derive transport equations for a system of quantum fields like in
the study of the dynamics of quark-gluon plasma (for a more recent application, see [CM05] for
instance).
Extensive reviews of the methods of thermal field theory can be found in the book of Le
Bellac [Le00] or in the book of Kapusta and Gale [KG06]. The connection of thermal field theory
with rigorous quantum statistical mechanics can be found in the review of Landsman and van
Weert [LW97]. Here we would like to briefly recall the standard picture of thermal field theory
which consists in the analysis of a self-interacting quantum theory at finite temperature. Self
interaction is treated by means of perturbation theory, hence interacting fields are represented
with free fields at finite temperature. It is furthermore necessary to consider the modifications
of the equilibrium state due to interaction. This is usually done in the following way. Let us
start with a free quantum field theory, initially prepared in a free equilibrium state at a given
temperature. At a certain time ti, the perturbative interaction is switched on, both the state
and the dynamics are perturbed, and the system is left to evolve. In particular, the n−point
Green functions for points located in the future of ti are formally
G(x1, . . . , xn) =
1
Z(0)
δn
δj(x1) . . . δj(xn)
〈
TC exp i
∫
C
dxLI(x) + j(x)φ(x)
〉∣∣∣∣
j=0
, (1)
where brackets correspond to averaging with respect to the initial free equilibrium state at a
given inverse temperature β and j is a complex-valued source. The time ordering TC and the
integral of the interaction lagrangian LI over the time coordinate x
0 is done along a contour C in
the complex plane. The standard contour which is used is known as Keldish-Schwinger contour.
This contour has usually three branches, it starts at ti goes up to tf then back to ti and the
final branch goes from ti to ti − iβ. The first two branches take into account the perturbation
of the fields in the interaction picture. It is thus necessary to chose a tf which is larger than the
time coordinates of every point xi. The last branch is over imaginary time and it is necessary to
modify the free equilibrium state into an interacting equilibrium state and thus it corresponds
to the relative partition function constructed with the free and interacting dynamics.
It is usually very difficult to derive a set of Feynman rules for the perturbative representation
of correlation functions in (1). However, if one is interested in computing the relative partition
function only, it is possible to discard the first two branches of the contour C and consider an
integration from ti directly to ti − iβ. This analysis is named Matsubara or imaginary time
formalism. The very same analysis holds if one is interested in computing correlation functions at
imaginary times. Notice that n-point functions with all the time arguments along this vertical
complex contour are correlation functions of an Euclidean field theory. Arguably, one of the
greatest advantages of the Matsubara, or imaginary time formalism lies on the fact that the set
of Feynman rules obtained with such analysis are quite similar to those of a field theory in a
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vacuum state. However, to obtain Green functions in Minkowski spacetime, it is necessary to
perform a Wick rotation of Euclidean correlation functions, a task which is usually not trivial,
see [OS75a, OS75b] for details about the analytic continuation of correlation functions.
Another possibility starts from the observation that in some cases, in the limit where ti →
−∞ or equivalently where all points xj in (1) are rigidly translated to future infinity, the
contribution of the last branch, from ti to ti − iβ factorizes from the correlation functions.
If this is the case the integration over the imaginary part of the contour can be discarded. The
computational scheme obtained in this way is known as real-time formalism.
As already said above, for a generic contour C where all the branches are not discarded, it is
not easy to obtain a set of Feynman rules for the perturbative representation of (1). Furthermore,
since the interaction is switched on instantaneously, some divergences in certain correlation
functions are expected. This problem could be overcome using an adiabatic or smooth switching
on function. Unfortunately, in this way the interaction Hamiltonian is not local in time, hence
the integration over the imaginary part of the path turns out to be problematic. Moreover,
in the limit where ti → −∞ the contribution of relative partition function, (the integration of
the last branch from ti to ti − iβ) factorizes only in very special cases, see [DFP18] for further
details. Finally, as we shall see in the loop computation of section 4, the real time formalism is
very sensitive to the way in which the interaction is switched on.
Recently, another approach to the perturbative treatment of quantum field theories at finite
temperature has been developed within the framework of perturbative algebraic quantum field
theory [BF00, BDF09, BFV03, HW01, HW02, FK15]. In this formalism, Fredenhagen and
Lindner [FL14] and Lindner in [Li13] have shown how it is possible to construct equilibrium states
(KMS states at finite temperature) for an interacting quantum field theory in the adiabatic limit.
In those works, the authors used in the realm of quantum field theories, ideas proper of rigorous
quantum statistical mechanics as, for example, the construction of equilibrium states for a
perturbed dynamics studied by Araki in [Ar73]. To make this connection clear we recall that the
starting point of the construction of equilibrium states in rigorous quantum statistical mechanics
[BR87, BR97] is a C∗−dynamical system (A, τt), where A is the C∗−algebra generated by the
observables of the theory and where τt is the one-parameter group of ∗−automorphisms which
implements the time evolution. Equilibrium states at inverse temperature β are the normalized
positive functionals over A which satisfy the Kubo Martin Schwinger (KMS) condition. We recall
here that a state Ω satisfies the KMS condition at inverse temperature β > 0, also called β−KMS,
with respect to the time evolution τt, if, for every A,B ∈ A, F (t) := Ω(Aτt(B)) is analytic in
the domain Im(t) ∈ (0, β), bounded on its closure, and such that F (t+ iβ) = Ω(τt(B)A).
KMS states enjoy another important property, in particular they are stable under pertur-
bation of the dynamics. We consider for simplicity the case where A is represented as a set of
bounded operator over some Hilbert space H and, in this representation, τt is generated by an
Hamiltonin H which is a (possibly unbounded) selfadjoint operator over H. Let HI be a self-
adjoint element of A, then the dynamics perturbed by HI is the one generated by H +HI . We
denote the corresponding one-parameter group of ∗−automorphisms by τHIt . A given β−KMS
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state Ω with respect to τt is not a β−KMS state with respect to τHIt . However, if a certain clus-
tering condition is satisfied, see e.g. [BKR78] for further details, the following stability result,
also called return to equilibrium, holds
lim
t→∞Ω(τ
HI
t (A)) = Ω
HI (A) , A ∈ A, (2)
where ΩHI is a β−KMS with respect to τHIt [BKR78, BR97, Ar73]. Furthermore,
ΩHI (A) =
Ω(AU(iβ))
Ω(U(iβ))
, A ∈ A, (3)
where U(t) is the cocycle intertwining the free and perturbed time evolution and where the
function t 7→ Ω(AU(t)) is evaluated at iβ. Actually as shown by Araki in [Ar73], this function
can be continued to a continuous function in the strip Im(t) ∈ [0, β] which is analytic in the
interior. Hence, if Ω has the desired clustering property, in view of (2) we might construct
equilibrium states for the perturbed dynamics either taking the large time limit of Ω ◦ τHIt or
with (3). Notably, if the stability does not hold, (3) still furnishes a well-defined equilibrium
state. We observe that if e−βH is a trace class operator over a suitable Hilbert space the KMS
state reduces to the ordinary Gibbs state. In that case, formula (3) for the perturbed state gives
for A ∈ A
Ω(A) =
Tr(Ae−βH)
Tr(e−βH)
, ΩHI (A) =
Ω(Aρ)
Ω(ρ)
, ρ = e−β(H+HI )eβH .
We thus conclude that U(iβ) in (3) plays the role of the relative partition function ρ also when
e−βH is not a trace class operator.
Fredenhagen and Lindner in [FL14] managed to extend the Araki formalism, and in particular
(3), to the case of a self-interacting massive scalar field φ propagating over a Minkowski spacetime
where the interaction is treated perturbatively and where the adiabatic limit is considered. In
particular, they noticed that even if the Hamiltonian is not at disposal, it is still possible to obtain
in the field algebra the generator K of the cocycle intertwining the free and the interaction time
evolution, at least when the interaction Lagrangian χhLI is made of compact support with a time
cut-off χ and a space cut-off h. That generator plays the role of the perturbation Hamiltonian
and furthermore The Green functions of the interacting theory can be obtained
G(x1, . . . , xn) =
∑
l≥0
(−1)l
∫
0<u1<···<ul<β
du1 . . . dul ω
β,c(RV (T (φ(x1), . . . , φ(xn)))⊗Kiu1⊗· · ·⊗Kiul) ,
(4)
where ωβ,c are the connected functions of ωβ which is the equilibrium state at inverse temperature
β of the free theory over which perturbation theory is developed; RV is the Bogoliubov map, see
e.g. (8), K = RV (
∫
χ˙hLI) is the interacting Hamiltonian andKiu its imaginary time translation.
Furthermore, in [FL14] it is shown that the limit h→ 1 where the spatial cutoff is removed can
be taken. The obtained state, denoted by ωβ,V , see also (10) and (11), does not depend on
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χ anymore and it satisfies the KMS condition with respect to the interacting time evolution.
Further details about this construction will be given in section 2. Additional properties of the
state constructed in [FL14] have been discussed in [DHP16, DFP18, DFP19]. Notice that, in
general, the state ωβ,V satisfies the KMS condition with respect to the interacting time evolution
αVt only if the correction to ω
β described by the elements of the sum present in (4) for l > 1 are
taken into account.
We stress that it is usually necessary to consider the state ωβ,V (analogous to (3)), rather
than considering the large time limit of ωβ ◦αVt . Actually, in [DFP18], it is shown that for large
times t → +∞ the two approaches coincides – namely ωβ ◦ αVt → ωβ,V – only in special cases.
In particular, in a gφ4 theory or in a gφ2 theory, they do not coincide because, in that case, for
generic observables A and B
lim
t→∞ limh→1
ωβ,c(αVt (A)⊗B) 6= 0
namely the clustering condition used to prove (2) is not satisfied. We furthermore notice that,
only when this clustering condition holds, we can construct an equilibrium state with the large
time limit of ωβ ◦ αVt . This correspond to discard the integration over the imaginary branch of
the Keldish-Schwinger contour and moving ti to minus infinity.
To support this observation, consider the quasifree KMS state with respect to a fixed
Minkowski time at inverse temperature β of a free quantum scalar field theory of mass m.
Its two-point function is translation invariance and it is equal to
∆β,m+ (x) =
1
(2π)3
∫
d3peip·x
(
1
1− e−βwm
e−iwmx0
2wm
+
1
eβwm − 1
eiwmx
0
2wm
)
(5)
where wm =
√|p|2 +m2. Notice that, thanks to the validity of the principle of perturbative
agreement [HW05, DHP16], we can treat changes of the mass m to m˜ =
√
m2 + λ in two ways.
Either exactly substituting the mass m with m˜ in the various propagators appearing in the
theory or with perturbation theory, namely using an interaction Lagrangian of the form λφ2.
We observe that, [DHP16, DD16, Dr19] perturbation theory alone is able to change the mass
in the modes e
−iωmx
0
√
2ωm
appearing in (5) but it is not able to change the mass in the Bose factors
±(e±βwm − 1)−1.
In this paper we would like to compare the traditional methods used in thermal field theory
with the construction proposed by Fredenhagen and Lindner. We shall see that an expansion
in terms of graph of the correlation functions (4) in the state studied by Fredenhagen and
Lindner can be obtained, see e.g. section 3.4. In particular, we show in Proposition 3.1 that
the Bogoliubov map RV present in (4) can be expanded in graphs whose vertices correspond
to the propagators given in (30). These graphs are very similar to those appearing in the real
time formalism. To obtain a more explicit graphical description of the connected correlation
functions present in the elements of the sum in (4) for l > 1, we study the analytic continuation
of the thermal propagator in the imaginary domain and its expansion in terms of Matsubara
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frequencies, see section 3.1, but keeping the time with a non vanishing real part. This is necessary
to properly treat the adiabatic smearing in time of the interaction Lagrangian. The obtained
propagator is a modified version of the Matsubara one – cf. equation (16). Thanks to the
symmetry satisfied by this propagator, we show in Proposition 3.2 and in Theorem 3.1 that
the integration in the u−variables in (4) can be taken ensuring conservation of the sum of
Matsubara frequencies at every interaction Hamiltonian K. The combinatoric of the expansion
of the correlation function is similar to that of the imaginary time formalism.
We summarize the computational rules for the obtained graphical expansion in section 3.4.
These rules combine both the real time formalism used to evaluate the action of the interactions
on local fields (section 3.2) and the Matsubara formalism used to evaluate the modification of
the state, necessary to have an equilibrium state for the interacting theory (section 3.3). If
return to equilibrium holds (analogous to (2) see also (33)), the evaluation of the correlation
functions in the state studied by Fredenhagen and Linder reduces to the analysis done in the
ordinary real time formalism. Unfortunately, we are able to prove return to equilibrium only
if a certain clustering condition holds (see (34)) and this is typically not the case when the
adiabatic limit is considered, that is, when the spatial support of the interaction Lagrangian is
non-compact, which is actually the standard case in Quantum Field Theory [DFP18]. In this
limit, the state studied by Fredenhagen and Linder still furnishes meaningful results while the
real time formalism in some cases needs to be amended (see the discussion present at the end
of section 4.1). Moreover, as we shall see in section 4, perturbative computations at first loop
order done in the real time formalism depend very much on the time in which the interaction is
switched on. In particular, at the end of section 4.1 we argue that additional contributions to
the self-energy arise if a theory with gφ4-interaction is considered. Indeed, due to the presence
of the thermal mass, both the real time formalism and the imaginary time formalism need to be
combined in order to provide the complete result. The form of the self-energy up to two loop
order in real time formalism has been obtained by [Al90] in the analysis of infrared problems
present in the limit of vanishing mass. Similar computations in the imaginary time formalism
can be found in [Pa92].
The paper is organised as follows. In section 2 we briefly introduce the formalism of algebraic
quantum field theory in perturbation theory and we recall further details about the construc-
tion of equilibrium state for the interacting theory. In section 3 we present the main theorems
which permit to obtain the graphical expansion of the correlation functions of the interacting
equilibrium states given by Fredenhagen and Lindner. Moreover, we discuss how this graphical
expansion contains both the real time and the Matsubara formalisms as sub-cases. Section 4
contains some examples of the evaluation of correlation functions at fixed finite perturbation or-
der. These examples are chosen in order to highlight the differences with the ordinary formalisms
with particular attention to the discussion of corrections to the self-energy.
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2 Introduction to pAQFT and equilibrium states
Fredenhagen and Lindner in [FL14] have extended the construction of equilibrium states for
perturbed dynamics to the case of self-interacting quantum field theories. This has been achieved
using a formula similar to (3) adapted to perturbation theory. In order to recall this result we
briefly introduce the AQFT framework, which we will exploit henceforth – cf. [BDF09, HW01,
HW02, FK15].
We consider an interacting real scalar field theory propagating over a four dimensional
Minkowski spacetime M equipped with a metric η whose signature is (−,+,+,+). The La-
grangian of the theory we want to consider is of the form
L = L0 − LI = −1
2
∂µφ∂
µφ− m
2
2
φ2 − LI ,
wherem is a non vanishing mass and LI is the interaction Lagriangian. In particular, for LI = 0
the field is a free massive scalar field theory. The equation of motion associated to L is of the
form
Pφ− V ′ = ✷φ−m2φ− V ′ = 0
where ✷ is the d’Alembert operator of the considered Minkowski spacetime. V ′ is the first
functional derivative of the difference of the interacting and free local action. An example of the
considered V is the following
V =
∫
M
LIdµx = λ
∫
M
φn(x)
n
dµx, V
′(x) = λφn−1(x).
The observables of the corresponding quantum theory are obtained as elements of the algebra
A generated by all possible normal ordered abstract Wick polynomialsW := {Φn(f), ∂αΦβ(f) . . . },
namely all possible local fields smeared with smooth compactly supported test functions. The
product among these objects has to encode Einstein causality, furthermore, the commutation
relations obtained with this product at linear order in ~ for ~ which tends to 0 must reduce to
i times the Peierls brackets of the corresponding classical theory [FK15].
A direct construction of this product – and thus of the corresponding algebra Afree – is
available for the case of linear theories (LI = 0). Interacting fields are then constructed as formal
power series with coefficients in Afree, with the caveat that elements of Afree are considered to
be off-shell.
A concrete representation of Afree can be given in terms of functionals over off-shell smooth
field configurations φ ∈ E := C∞(M). Hence elements of Afree are seen as elements of the set
of microcausal functionals over off-shell smooth field configurations
F = {F : E→ C| F compactly supported, smooth, microcausal} .
Here a functional F is said to be smooth and compactly supported if all its functional derivatives
F (n) exist as compactly supported distributions – that is, F (n) ∈ E′(M) for all n ∈ N. The
compactness of supp(F ) implies that it exists a compact subset K ⊂M such that supp(F (n)) ⊂
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Kn for all n ∈ N. Finally, F is said to be microcausal if the wave front set [Ho03] of its functional
derivatives is such that WF(F (n))∩ (V +n∪V −n) = ∅, where V +n is the subset of T ∗Mn formed
by elements (x1, . . . , xn; k1, . . . , kn) where ki are future-directed causal covectors and similarly
V −
n
is formed by past-directed covectors. This rather technical condition will be necessary to
ensure the well definiteness of the products we will introduce below [HW01] – cf. equation (6).
Relevant subsets of F are the set of regular functionals Freg formed by functionals whose
functional derivatives are smooth compactly supported functions. The other relevant subset is
the set of local functionals, namely
Floc =
{
F ∈ F
∣∣∣ suppF (n) ⊂ Dn ⊂Mn}
where Dn is the diagonal of M
n, namely the image of M under the map ι : M → Mn, ι(x) :=
(x, x, . . . , x). In the case of free theories the product in F is such that
A ⋆w B =
∑
n≥0
~
n
n!
〈
A(n), (w)⊗nB(n)
〉
n
(6)
where w is any Hadamard two-point function associated to the free massive Klein-Gordon equa-
tion Pφ = 0 where P = ✷−m2. By definition this means that w ∈ D′(M2) satisfies the following
properties: (a) w ◦ (1 ⊗ P ) and w ◦ (P ⊗ 1) are smooth functions; (b) for every f, g ∈ D(M),
w(f, g) = w(g, f) and w(f, g) − w(g, f) = i∆(f, g) where ∆ = ∆R − ∆A is the causal prop-
agator of the free theory, namely the retarded minus advanced fundamental solutions of the
massive Klein-Gordon equation Pφ = 0; (c) w satisfies the microlocal spectrum condition
[Ra96, BFK95]
WF(w) = {(x1, x2; k1, k2) ∈ T ∗M \ {0}| (x1, k1) ∼ (x2,−k2), k1 ⊲ 0}
where (x1, k1) ∼ (x2, k2) holds true if x1 and x2 are joined by a null geodesic γ, η−1k1 is a
tangent vector of γ at x1 and if k2 is the parallel transport of k1 along γ. Finally k1 ⊲ 0 holds
true if k1 is future directed.
If we equip F with ⋆w given in (6) and with the involution formed by complex conjugation
we obtain a representation of the ∗−algebra of the free theory. Up to renormalization freedom,
see e.g. [HW01], this representation is such that
rw : Afree → (F, ⋆w) rw(Φn(f)) := ζw−H
∫
fφndµ . (7)
Here H is the Hadamard function constructed only with local information. In the case of a
massless free theory over a Minkowski spacetime, H is the two-point function of the vacuum,
while for massive free theories an explicit construction can be found in [BDF09, App. A].
Furthermore,
ζwF := exp
(
1
2
∫
dµxdµyw(x, y)
δ2
δφ(x)δφ(y)
)
F .
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Different choices of w produce isomorphic algebras via rw′ ◦ r−1w := ζw′−w : (F, ⋆w) → (F, ⋆w′)
[BDF09]. However, notice that local non linear functionals are not invariant under this isomor-
phisms, while for local linear fields we have rw(Φ(f)) =
∫
fφdµ no matter the choice of w. With
a little abuse of notation we shall thus often write rw(Φ(f)) = Φ(f). Local functionals in (F, ⋆w)
are understood as being normal ordered fields with respect of w.
To construct interacting fields within perturbation theory we use the Bogoliubov construc-
tion. The starting point is the definition of time-ordered products among local fields [HW02,
BF00]. Once a representation (F, ⋆) is chosen, the time-ordered product is defined as a sequence
of maps T : F⊗nloc → F from multilocal functionals F⊗nloc to F for all n ∈ N. The time-ordered
products are totally symmetric and among regular local functionals are completely characterised
by the causal factorisation property which says that
T (F1, . . . , Fl, G1, . . . , Gp) = T (F1, . . . , Fl) ⋆ T (G1, . . . , Gp), Fi & Gj , ∀i, j
where F & G holds if J+(suppF ) ∩ J−(suppG) = ∅. As shown by Epstein and Glaser in
[EG73], time-ordered products among generic local functionals can be constructed employing
a recursive construction over the number of factors, see also [BF00, HW02]. At each recursive
step the causal factorisation property permits to define the distributional kernel associated to
the multilocal maps T (F1, . . . , Fn) up to the thin diagonal Dn ⊂ Mn, namely as elements of
D′(Mn \Dn). The extension of these distributions over Dn can be obtained using scaling limit
techniques similar to those used to extend homogeneous distributions [Ho03]. The replacement
for the degree of homogeneity is the Steinman scaling degree [St71]. Though the extension is
not unique, the freedom in the extension can be restricted (but not completely resolved) with
some further requirements [HW01] – the remaining freedom is the well-known renormalization
freedom. As discussed in [DFKR14], this method is equivalent to the more standard dimensional
regularization. For our purposes it is enough to know that these maps exist and that the freedom
can be controlled.
Once the time-ordered products are constructed we have all the ingredient to built the formal
S−matrix of a local functional V . This is nothing but the time-ordered exponential of V
S(V ) = 1 +
∑
n≥1
(−i)n
n!
T (V, . . . , V︸ ︷︷ ︸
n
).
Unfortunately the series written above is usually not convergent, hence, S(λV ) can be under-
stood as a formal power series in λ with coefficients in F only, namely as an element of F[[λ]].
The time-ordered exponential S(V ) has a lot of interesting properties which hold in the sense
of formal power series. In particular, S(V ) is an unitary element of F[[λ]]. With the time-ordered
exponential at disposal we may give meaning to the Bogolibov map
RV (A) = S(V )
−1 ⋆ T (S(V ), A), (8)
which is well-defined for all A ∈⊕n≥0 TF⊗nloc .
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With the Bogoliubov map at disposal we may represent interacting local fields on F[[λ]].
Actually, the Bogoliuobv map applied to a local linear field Φ(f) satisfies an off-shell version the
interacting equation of motion RV (Φ(Pf)) − RV (V (1)(f)) = Φ(Pf). See e.g. [BDF09, FK15]
for further details. The interacting field algebra FI is then represented in F[[λ]] as the algebra
generated by RV (Floc). The causal factorisation property implies that if F,G ∈ Floc with F & G
RV (T (F,G)) = RV (F ) ⋆ RV (G).
Once a quantum state ω is chosen, the generating functional of the correlation functions in
that state is given in terms of the relative S−matrix SV (J) = S(V )−1 ⋆ S(V + J) as
Z(j) := ω(SV (Jj)), Jj :=
∫
jφdµ
and thus the correlation functions can be obtained as
G(x1, . . . , xn) =
1
(−i)n
δn
δj(x1) . . . δj(xn)
Z(j)
∣∣∣∣
j=0
.
The state ω has to be chosen carefully in order to obtain correlation functions analogous to (1).
Finally we observe that if the state on the background is quasi-free and its correlation
functions are generated by the two-point function ω2, it is convenient to analyse the expectation
values in the representation (F, ⋆ω2), actually, in that representation
ω(r−1ω2 (A)) = A|φ=0 = A(0), A ∈ (F, ⋆ω2).
2.1 Time translations and equilibrium states
Consider a local field F , which can be written as
F =
∫
M
f(x)Ψ(x)dµx,
where Ψ is a section of the jet-bundle of φ [KMS93]. The free time evolution on a local
functional is defined by
αt(F ) = Ft =
∫
M
f(x− te0)Ψ(x)dµx ,
where e0 is the unit time vector field in the chosen frame. Since local functionals generate F,
we have that αt can be extended to F. Moreover, if we equip F with a ⋆w constructed with a
translation invariant w, αt is a one parameter group of ∗−automorphisms of F.
The interacting time evolution is defined by
αVt (RV (F )) = RV (αt(F )) = RV (Ft).
Within this setting we may discuss the same results presented in the context of rigorous quantum
statistical mechanics – cf. equations (3) and (2). To construct an equilibrium state for the
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interacting theory, we need to find the cocycle U(t) which intertwines the free and interacting
time evolution, αVt (·) = U(t) ⋆ αVt (·) ⋆ U(t)∗. Even if the generators of both αt and αVt cannot
be obtained as elements of F, the desired cocycle can be written as a formal power series with
coefficients in F whenever V is of compact support. This cocycle has been extensively studied
in [FL14]. In particular, by the time slice axiom [CF09] a state is characterized by its values
on observables supported in an ǫ−neighborhood Σǫ of the t = 0 Cauchy surface – specifically,
Σǫ = {p ∈ M | t(p) < ǫ}. Therefore, the cocycle needs to be constructed only for observables
supported in Σǫ. In addition, for observables supported in Σǫ, using the causal factorisation
property, we might restrict the support of the interaction Lagrangian to Σ2ǫ. Hence, we fix
Vχh =
∫
LI(τ,x)χ(τ)h(x)dτd
3x (9)
where h ∈ C∞0 (Σ) is a spatial cut-off which will be eventually removed when the adiabatic limit
is considered and χ is a smooth function of time equal to 1 on J+(Σǫ) \ Σǫ, and equal to 0 for
times smaller than −2ǫ. Now for t > 0 and for observables supported in Σǫ the cocycle is
U(t) = SV (Vt − V ).
With this cocycle at disposal, we can use a formula similar to (3) to write the KMS state for the
interacting theory once the equilibrium state ωβ of the free theory with respect to the free time
evolution at inverse temperature β is given. Actually, in [FL14] it has been shown that for every
A ∈ F the map t 7→ ωβ(A⋆U(t))
ωβ(U(t))
can be continued to a continuous function the strip Im(t) ∈ [0, β]
which is analytic in the interior so that the evaluation
ωβ,V (A) :=
ωβ(A ⋆ U(iβ))
ωβ(U(iβ))
, (10)
defines a KMS state for the interacting time evolution at inverse temperature β. The state ωβ,V
can actually be expanded as follows
ωβ,V (A) =
∑
n≥0
(−1)n
∫
βSn
du1 . . . dunω
β,c(A⊗ αiu1K ⊗ · · · ⊗ αiunK) , (11)
where the domain of integration is the symplex βSn = {(u1, . . . , un)|0 < u1 < · · · < un < β},
while ωβ,c denotes the connected correlation function associated with the state ωβ. K is the
generator of the cocycle U(t) and it is actually K = RV (V˙ ) where V˙ =
∫
χ˙hLI – cf. [FL14].
If both h and χ are of compact support, V = Vχ,h given in (9) is an element of Floc.
However, in [FL14] it has been shown that the adiabatic limit can be taken, namely the limit
h → 1 of the obtained correlation functions exists and it is finite. This holds thank to the
fast (exponential) decay of the free thermal connected n-point functions ωβ,c for large spatial
separation. Furthermore, the expectation values obtained in that limit do not depend on the
form of the function χ used to smoothly switch on the interaction – cf. [FL14, DHP16]. In this
way an equilibrium state at inverse temperature β for a self-interacting scalar field is obtained.
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3 Expansion of the perturbative series for ωβ,V in terms of graphs
We shall now discuss a convenient graphical expansion of the ωβ,V . To this avail we first present
an expansion of the two-point function ∆β+ – cf. equation (12) – of the equilibrium state ω
β in
terms of the Matsubara frequencies – cf. equation 15. We then proceed in the analysis of the
graphical expansion of ωβ,V in two steps. At first we consider the graphical expansion of the
Bogolibov map (8), discussing its relation with the real time formalism. Afterwards we discuss
the graphical expansion of the state ωβ,V and its relation with the combinatoric of the imaginary
time – cf. Theorem 3.1. In section 3.4 these results will be used to obtain computation rules for
the evaluation of ωβ,V (A).
3.1 Thermal Propagators
In this subsection we discuss the form of the various propagators appearing in the expansion of
ωβ,V . An extensive study of the analyticity properties of the various propagator presented in
this section can be found in [FR87]. We start recalling the form of the two-point function for
a quantum free massive scalar field propagating over a Minkowski spacetime. In particular, we
recall that the two-point function of the KMS state with respect to the free time evolution
at inverse temperature β already seen in (5) is
∆β+(x) =
1
(2π)3
∫
d4peipx
1
1− e−βp0 δ(p
2 +m2)sign(p0)
=
1
(2π)3
∫
d3peipx
1
1− e−βw
1
2w
(
e−iwx
0
+ e−βweiwx
0
)
(12)
where sign(p0) is the sign function and w =
√|p|2 +m2. Furthermore, ∆β−(x) = ∆β+(−x) and
thus the commutator function is
∆(x) = −i(∆β+(x)−∆β−(x)).
The associated Feynman propagator is the time-ordered version of the two-point function
∆βF (x) = Θ(x
0)∆β+(x) + Θ(−x0)∆β−(x) (13)
and the anti Feynman propagator is the anti time-ordered two-point function
∆
β
F (x) = Θ(−x0)∆β+(x) + Θ(x0)∆β−(x). (14)
The two-point function ∆β+(x) can be continued analytically in the imaginary times x
0 + iu for
u ∈ (−β, 0): in particular we have
∆β+(x
0 + iu,x) =
1
(2π)3
∫
d3peipx
1
1− e−βω
1
2ω
(
euωe−ix
0ω + e−βω−uωe+ix
0ω
)
.
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Following [FR87] it holds that ∆β+(z,x) can be further analitically continued to the thermal
propagator ∆β(z,x) which is analytic on the domain
{(z,x) ∈ C× R3| Im(z) 6∈ βZ ∨ |Re(z)| ≥ |x|} .
Hence, the thermal two-point function equals the thermal propagator ∆β(z,x) = ∆β+(z,x) for
Im(z) ∈ (−β, 0) and furthermore, ∆β(z,x) = ∆β−(z,x) for Im(z) ∈ (0, β). We also observe that
∆β(z,x) is periodic in the imaginary time, actually, for every N ∈ Z
∆β(z + iNβ,x) = ∆β(z,x)
and, on its domain of analiticity, it is symmetric under reflection of the complex variable z → −z
∆β(z,x) = ∆β(−z,x).
Hence, the time-ordered or Feynman propagator ∆βF (t,x) can be obtained as the limit of ∆
β(z,x)
for Im(z) → 0, where the limit is taken from above for Re(z) < 0 and from below otherwise.
Because of its periodicity in the imaginary time, ∆β(z,x) can be written as a Fourier series. We
have in particular that
∆β(x0 + iu,x) =
1
(2π)3
∫
d4p eipx
∑
η∈Z
e
i 2π
β
ηu
ω2 +
(
2π
β
η
)2 (δ(p0 − ω) + δ(p0 + ω))
(
1
2
+ i
π
β
η
p0
)
. (15)
Furthermore, the Fourier transform computed over the spatial coordinates and the real part of
the time coordinate of the thermal propagator is
∆ˆβ(u, p) =
1
(2π)3
∑
η∈Z
e
i 2π
β
ηu
ω2 +
(
2π
β
η
)2 (δ(p0 − ω) + δ(p0 + ω))
(
1
2
+ i
π
β
η
p0
)
. (16)
Notice that on D, the symmetries satisfied by the thermal propagator imply that ∆ˆβ(−u,−p) =
∆ˆβ(u, p). Finally we observe that the integral over p0 of ∆ˆ
β
+(u, p) defines the Matsubara
propagator
∆ˆβM (u,p) =
∫
dp0∆ˆ
β
+(u, p) =
1
(2π)3
∑
η∈Z
ei
2π
β
ηu
ω2 +
(
2π
β
η
)2 (17)
where 2π
β
η for η ∈ Z are known as Matsubara frequencies.
3.2 Graphical expansion of star and time-ordered products - real time for-
malism
We shall now discuss the graphical expansion of ⋆−product as well as time-ordered product.
This will provide a convenient graphical expansion of the Bogoliubov formula (8). From now on
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we shall denote ⋆
∆β+
with ⋆. The graphical expansion arises from the observation that (6) can
be represented as
F ⋆ G =
∑
n≥0
~
n
n!
〈F (n), (∆β+)⊗nG(n)〉n =MeΓ
∆+
β
12 (F ⊗G), F,G ∈ F (18)
whereM is the pullback on F⊗n of the map ι : E→ En defined by ι(ϕ) := (ϕ, . . . , ϕ). Specifically
we have
M(A1 ⊗ · · · ⊗An)(ϕ) = A1(ϕ) . . . An(ϕ) . (19)
Furthermore, in (18)
Γ
∆β+
ij = ~〈∆β+,
δ
δϕi
⊗ δ
δϕj
〉 (20)
where δ
δϕi
denotes the first functional derivative of the i−th element of a tensor product of
functionals. In view of the associativity of this product and denoting Γij = Γ
∆β+
ij , we have
A1 ⋆ · · · ⋆ An =M
[(∏
i<j
eΓij
)
A1 ⊗ · · · ⊗An
]
=M
(
(e
∑
i<j Γij )A1 ⊗ · · · ⊗An
)
=M ◦ Pn (A1 ⊗ · · · ⊗An) (21)
where we have introduced the operator Pn : F
⊗n → F⊗n defined as
Pn := e
∑
i<j Γij =
∏
i<j
∞∑
lij=0
Γ
lij
ij
lij !
. (22)
This operator can be seen as a formal power series in ~. The k−th order in this power series is a
sum indexed over all possible graphs of n vertices and k edges. To formalize this observation let
us denote by Gn, the set of graphs G whose vertices are V (G) = {1, . . . , n} and with arbitrary
number of edges E(G). Hence,
Pn =
∑
G∈Gn
PG , (23)
where
PG :=
1
Sym(G)
〈pG, δG〉 (24)
with Sym(G) =
∏
i<j lij! being lij is the number of edges jointing the i−th and j−th vertex of
G. The factors pG is defined by
pG =
∏
e∈E(G)
∆β+(xe − ye) . (25)
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For all edge e ∈ E(G) we shall denote by s(e) (resp. r(e)) the source (resp. the target) of e –
notice that s(e) < r(e) for all e ∈ E(G). With this notation δG is defined by
δG =
δ2|E(G)|∏
i∈V (G)
(∏
e∈E(G):s(e)=i δϕi(xe)
∏
e′∈E(G):r(e′)=i δϕi(ye′)
) . (26)
We observe that, since ∆β+ is not symmetric, the way in which the vertices in every edge are
ordered is important. This order is fixed by ordering the labels of the vertices of each graph, be-
cause the vertices are in one to one correspondence with the various factors Ai in the ⋆−product
we are analyzing.
Since Ai are not local functionals, the support of the functional derivatives δG in each element
of the tensor product are not restricted to the diagonals. For this reason, the vertices of the
graphs are not in one to one correspondence with single points of the spacetime.
We finally stress that, even if both pG and the application of δG on tensor products of
functionals are distributions, their composition, necessary to compute PG(A) in (24), is always
well-defined thanks to the form of the WF of ∆β+ and to the form of the WF of the microcausal
functionals in F. A careful discussion of these aspects and the proof of these statements can be
found in [HW01] [BFK95].
The time-ordered product among n regular functionals can be computed in a similar way as
the ⋆-product. They are also expanded as a power series in ~ and the k−th order contribution of
this series is a sum labelled over the graphs formed by n vertices and k edges. The only difference
with respect to the graphical expansion of the ⋆-product is the choice of the propagator used in
Γij. Actually,
T (A1, . . . , An) =M
[(
e
∑
i<j Γ
∆
β
F
ij
)
A1 ⊗ · · · ⊗An
]
=M ◦ Tn (A1 ⊗ · · · ⊗An) (27)
where ∆βF is the Feynman or time-ordered propagator associated to ∆
β
+ – cf. equation (13).
Hence, similarly to (22),
Tn := e
∑
i<j Γ
∆
β
F
ij =
∏
i<j
∞∑
lij=0
Γ
lij
ij
lij !
=
∑
G∈Gn
TG
where TG is computed in close analogy with (24)
TG :=
1
Sym(G)
〈tG, δG〉 . (28)
Here Sym(G) and δG are exactly as in (24) and (26). Finally tG is constructed as in (25) where
∆β+ is replaced by ∆
β
F
tG =
∏
e∈E(G)
∆βF (xe − ye). (29)
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The action of TG on a tensor product of regular functionals gives finite results. Furthermore,
even if it is not possible to extend TG over generic tensor products of microcausal functionals,
TG can be extended to tensor products of local functionals.
As discussed in the introduction, this extension is not unique and a renormalization procedure
needs to be employed in order to give meaning to the extension of tG on the diagonals, namely
over coinciding points. We observe that renormalization does not spoil the graphical expansion
of Tn. It simply happens that TG in (28) is not defined with a tG as in (29) but renormalized
distributions need to be considered at the place of products of time-ordered propagators. We
shall not enter this discussion here, we refer to [BF00] and to [HW01] for further details.
Interacting fields are constructed by means of the Bogolibov map RV – cf. equation (8) –
which employs both (anti)time-ordered and ⋆- products. Therefore also RV admits an expansion
in terms of graphs which involves three type of edges. We have already seen that both the time-
ordered product and the ⋆-product can be represented in graphs. Notice that, if V is a local
field, S(V ) is formally a unitary operator, and furthermore,
S−1(V ) = S(−V )
where S is the anti time-ordered exponential, namely the exponential constructed with the
anti time-ordered product. The latter is defined as in (27), with the thermal anti Feynman
propagator ∆βF related to ω
β – cf. equation (14) – at the place of ∆F .
Notably, the graphical expansion of RV in (8), is equivalent to the graphical expansion
obtained with the Feynman rules of the real time formalism of thermal field theory. Actually,
in RV , ⋆-products of time and anti time-ordered products appear, however these products are
not mutually associative, hence the various operations need to be taken in a prescribed order.
In order to cope with this we double the number of field configurations, φ = (ϕ1, ϕ2) ∈
C∞(M)×C∞(M), as it is customary in the real time formalism. Then we use a single product
rule among functionals over these field configurations, with a modified propagator which contains
all the propagators described above. This new matrix-valued propagator D is defined by
D(x) :=
(
∆βF (x) ∆
β
+(x)
∆β+(x) ∆F
β
(x)
)
. (30)
In particular, if we consider regular functionals over Φ and if we denote them by F˜reg we have
that
F ·D G =MeΓ˜D12(F ⊗G), F,G ∈ F˜reg
where now M˜ is the extension to F˜⊗nreg of the map M defined in (19), furthermore Γ˜D12 is the
extension of Γ introduced in (20) to F˜⊗2reg
Γ˜Dij = ~
∑
a,b∈{1,2}
〈Dab, δ
δφai
⊗ δ
δφbj
〉
16
where now δ
δφai
denotes the component a of the first functional derivative of the i−th element of
a tensor product of functionals. The product defined above is a well-defined and associative on
regular functionals, moreover, it admits the following graphical expansion similar to equations
(21-22-23):
A1 ·D · · · ·D An = M˜
[(
e
∑
i<j Γ˜
D
ij
)
A1 ⊗ · · · ⊗An
]
= M˜ ◦
∑
G∈Gn
1
Sym(G)
〈
dG, δ˜G
〉
A1 ⊗ · · · ⊗An, Ai ∈ F˜reg , (31)
where now in analogy with (29-26)
dG =
∏
e∈E(G)
D(xe − ye) , δ˜G = δ
2|E(G)|∏
i∈V (G)
(∏
e∈E(G):s(e)=i δφi(xe)
∏
e′∈E(G):r(e′)=i δφi(ye′)
) .
Notice that, it is not possible to extend (31) to generic local fields because in general non local
(hence non renormalizable) divergences will appear in that product. As an example, consider the
product of ϕ1ϕ2 with ϕ1ϕ1. Then, according to (31) the Feynman propagator will be multiplied
with the thermal propagator and this does not give a well-defined distribution even outside the
diagonal. This feature is also related to the fact that the time-ordered product and the ⋆-product
are not mutually associative. In spite of this fact, we can extend (31) to tensor products of local
fields of the form
A1 ⊗ · · · ⊗An ⊗B1 ⊗ · · · ⊗Bl
where Ai are local fields which depends only on the second component of the field configuration,
while Bi are local fields which depends only on the first component of the field configuration.
This extension is well-defined up to ordinary renormalization of the time-ordered products.
Notice that this extension is sufficient to construct the Bogoliubov map.
If we now denote by S(Vi) the exponential constructed with ·D and where Vi is a local field
which depends only on the configuration ϕi, we have the following proposition
Proposition 3.1. The Bogoliubov map takes the following simple form
RV (A)(ϕ) = M˜ (S(V2) ·D S(V1) ·D A1) (ϕ,ϕ), A ∈ Floc .
Furthermore, since in (F, ⋆β) the state ω
β is nothing but the evaluation over the vanishing
configuration, namely ωβ(A) = A(0), we have that
ωβ(RV (A)) =
∑
n1,n2
in1(−i)n2
n1!n2!
V2 ·D · · · ·D V2︸ ︷︷ ︸
n2
·D V1 ·D · · · ·D V1︸ ︷︷ ︸
n1
·DA1
∣∣∣∣∣
(ϕ1,ϕ2)=(0,0)
=
∑
n1,n2
in1(−i)n2
n1!n2!
M˜
∑
G∈Gn
1
Sym(G)
〈
dG, δ˜G
〉
V2 ⊗ · · · ⊗ V2︸ ︷︷ ︸
n2
⊗V1 ⊗ · · · ⊗ V1︸ ︷︷ ︸
n1
⊗A1
∣∣∣∣∣
(ϕ1,ϕ2)=(0,0)
(32)
where n = n1 + n2 + 1.
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Notice that equation (32) takes into account in a single expansion the combinatoric necessary
to expand the anti-time-ordered products, the time-ordered products and the ⋆-products present
in the Bogoliubov map. Furthermore, the graphical expansion described in proposition 3.1
contains the same Feynman rules of the real time formalism used in thermal field theory – cf.
[Le00].
The expectation values discussed above depend on the time cut-off χ. We observe that
in specific cases, it is possible to obtain the equilibrium state for an interacting theory by
considering a suitable limit where observables are translated at infinite positive times [DFP18,
Thm. 3.4]. This allows to remove the time cut-off χ by translating the observables far in the
future. In more details, considering the limit for large times and keeping h fixed, we have
lim
t→∞ω
β(αVt (RV (A))) = ω
β,V (RV (A)), h ∈ C∞0 (Σ) . (33)
In these situations we say that the return to equilibrium property holds true. The fulfilment of
(33) descends from clustering properties of ωβ under the interacting time evolution, namely
lim
t→∞
(
ωβ(αVt (A) ⋆ B)− ωβ(αVt (A))ωβ(B)
)
= 0, h ∈ C∞0 (Σ), (34)
established in [DFP18, Prop. 3.3]. Unfortunately, the clustering property and the return to
equilibrium do not hold in the limit h → 1. Hence, in that case, to evaluate the n-point
functions on the interacting KMS state the contribution from U(iβ) needs to be taken into
account.
3.3 Graphical expansion of the state - Matsubara formalism
In this section we provide a graphical expansion for the expectation value of ωβ,V (A). Together
with the result of section 3 this would lead to practical rules for computing correlation functions
for the interacting theory – cf. section 3.4. We start with formula (11) and we observe that the
connected n−point functions ωβ,c admit the following graphical expansion:
ωβ,c(A0 ⊗ · · · ⊗An) =
∑
G∈Gcn+1
∏
i<j
D
lij
ij
lij !
A0 ⊗ · · · ⊗An
∣∣∣∣∣
(ϕ0,...,ϕn)=0
.
Here Gcn+1 is the set of connected graphs with n+1 vertices while lij denotes the number of lines
(edges) joining the i−th and j−th vertex in the graph G. In addition, in the previous formula
Dij :=
∫
dxdy ∆β+(x− y)
δ
δϕi(x)
⊗ δ
δϕj(y)
.
As in (24) or in (28), instead of indexing the products over the vertices of the graphs, it is easier
to compute a product over the edges. Hence, for every graph G ∈ Gcn+1 we have
ωβ,c(A0 ⊗ · · · ⊗An) =
∑
G∈Gcn+1
1
Sym(G)

 ∏
l∈E(G)
Ds(l)r(l)

A0 ⊗ · · · ⊗An
∣∣∣∣∣∣
(ϕ0,...,ϕn)=0
,
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where as before Sym(G) =
∏
i<j lij!.
We shall now prove that, because of the translation invariance of the thermal two-point
function, the integral over the simplex present in every component of ωβ,V in (11) can be
extended to an integral over a box. To this end we need some preliminary results.
Proposition 3.2. For a fixed h ∈ D(Σ) and for A,K ∈ AI(Σ2ǫ), consider
F : βSn → C , F (u1, . . . , un) := ωβ,c(A⊗ αiu1K ⊗ · · · ⊗ αiunK) .
Then F can be extended to a symmetric function on βBn \ Dn where βBn = (0, β)×n and
Dn = {(u1, . . . , un) ∈ Rn|∃i 6= j, ui = uj}. Furthermore, it holds that for (u1, . . . , un) ∈ βBn\Dn
F (u1, . . . , un) =
∑
G∈Gcn+1
1
Sym(G)
FG(u1, . . . , un) :=
∑
G∈Gcn+1
1
Sym(G)
·
·
[ ∏
l∈E(G)
∫
dxldyl ∆
β(xl − yl + ie0(us(l) − ur(l)))
δ2
δϕs(l)(xl)δϕr(l)(yl)
]
A⊗K ⊗ · · · ⊗K
∣∣∣∣
(ϕ0,...,ϕn)=0
,
(35)
where ∆β is the thermal propagator introduced in (15), originally defined for −β < Im(t) < 0
and extend to other values of Im(t) ∈ (−β, β) \ {0}.
Proof. Since V˙ is a polynomial of finite order in the field, and since the lowest order in the
perturbation parameter in K is 1, at fixed perturbation order only finitely many connected
graphs contribute to the sum defining F (u1, . . . , un). Consider a connected graph G ∈ Gcn+1.
The corresponding contribution to F for (u1, . . . , un) ∈ βSn is
FG(u1, . . . , un) =
∫
dXdY

 ∏
l∈E(G)
∆β+(xl − yl + ie0(us(l) − ur(l)))

ΨG(X,Y ) (36)
where X = (x1, . . . x|E(G)|), Y = (y1, . . . y|E(G)|) and with the caveat that u0 = 0. Furthermore,
ΨG(X,Y ) :=

 ∏
l∈E(G)
δ2
δϕs(l)(xl)δϕr(l)(yl)

A⊗K ⊗ · · · ⊗K
∣∣∣∣∣∣
(ϕ0,...,ϕn)=0
. (37)
Notice that ΨG is a compactly supported distribution and hence its Fourier transform ΨˆG(−P,P )
is an analytic function which grows at most polinomially in some directions – here P = (p1, . . . , p|E(G)|).
In view of the properties of the thermal two-point function and since ∆β+(x+ ie0s) = ∆
β(x+
ie0s) for s ∈ (−β, 0), we have that for U = (u1, . . . , un) ∈ βSn
FG(U) =
∫
dXdY

 ∏
l∈E(G)
∆β(xl − yl + ie0(us(l) − ur(l)))

ΨG(X,Y ) . (38)
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Furthermore, the analyticity properties of the thermal two-point function imply that FG can be
extended to U ∈ βBn \Dn. We have thus proved that F can be extended to βBn \Dn and that
equation (35) holds true.
To conclude the proof we have to check that F is symmetric. Let U ∈ βBn \Dn: Then there
exists a permutation p which orders the entries of U and such that p(U) ∈ βSn. We shall prove
that F (U) = F (p(U)). For every graph G ∈ Gcn+1, we denote with p(G) the (unique) graph
p(G) ∈ Gcn+1 (possibly equal to G) obtained applying the permutation p on the last n vertices
of G. We now prove that
FG(U) = Fp(G)(p(U)).
To prove the previous formula we recall that ∆β(x+ ise0) = ∆
β(−x− ise0). Furthermore, the
source and the range of the lines in (38) are ordered in such a way that s(l) < r(l). For every
l ∈ E(G), we consider the corresponding edge p(l) ∈ p(G). There are two possibilities, either
p(s(l)) = s(p(l)) or p(s(l)) = r(p(l)). In the first case us(l) = p(u)s(p(l)), ur(l) = p(u)r(p(l)),
xp(l) = xl and yp(l) = yl so,
∆β(xp(l) − yp(l) + ie0(p(u)s(p(l)) − p(u)r(p(l)))) = ∆β(xl − yl + ie0(us(l) − ur(l))) .
If, on the other hand, p(s(l)) = r(p(l)) we have that us(l) = p(u)r(p(l)), ur(l) = p(u)s(p(l)),
xp(l) = yl and yp(l) = xl. Hence,
∆β(xp(l) − yp(l) + ie0(p(u)s(p(l)) − p(u)r(p(l)))) = ∆β(yl − xl + ie0(ur(l) − us(l)))
= ∆β(xl − yl + ie0(us(l) − ur(l))) ,
because ∆β(x + ise0) = ∆
β(−x − ise0). Repeating the analysis for every edge of G we prove
the desired symmetry.
The following theorem uses the symmetrisation of Fn established in Proposition 3.2 to rewrite
the integral over the simplex of F as an integral over a box. The thermal propagators present
in the resulting function can be expanded as a sum over the Matsubara frequencies as in (15).
Furthermore, the integral over the box can be taken and it furnishes the conservation of the
Matsubara frequency at every vertex.
Theorem 3.1. For a fixed h ∈ D(Σ), and for A,K ∈ AI(Σ), as in Proposition 3.2, consider
F (u1, . . . , un) := ω
β,c(A⊗ αiu1K ⊗ · · · ⊗ αiunK).
Let βSn = {(u1, . . . , un)|0 < u1 < · · · < un < β} and βBn = (0, β)×n. It holds that∫
βSn
F (u1, . . . , un)du1 . . . dun =
1
n!
∫
βBn
F (u1, . . . , un)du1 . . . dun
=
∑
G∈Gcn+1
1
Sym(G)
1
n!
∫
βBn
FG(u1, . . . , un)du1 . . . dun
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where FG is as in (35). Furthermore, the integral over βBn gives the conservation of the Mat-
subara frequency over every vertex of the graph, namely,
∫ β
0
du1· · ·
∫ β
0
dunFG(u1, . . . , un) =
1
β|E(G)|
∫
dP
∑
N∈Z|E(G)|

 ∏
l∈E(G)
∆˜β(nl, pl)



 ∏
1≤j≤n
δ

 ∑
l′∈E(G),r(l′)=j
nl′ −
∑
l′′∈E(G),s(l′′)=j
nl′′



 ΨˆG(−P,P )
where N = (n1, . . . , n|E(G)|), δ is the Kronecker delta function, ∆˜β(nl, pl) is the expansion in
Matsubara frequencies of (16), namely
∆˜β(n, p) =
1
ω2 +
(
2π
β
n
)2 (δ(p0 − ω) + δ(p0 + ω))
(
1
2
+ i
π
β
n
p0
)
where ω =
√
p2 +m2. Furthermore, Ψˆ is the Fourier transform of the function Ψ given in (37).
Proof. Let βDn = {(u1, . . . , un) ∈ βBn|ui = uj for some i 6= j} be the set of diagonals in βBn.
βBn \ βDn ⊂ βBn is then formed by n! disjoint components. As discussed in Proposition 3.2,
the function F (u1, . . . , un) originally defined on βSn can be extended to a symmetric function
on βBn up to its diagonals. The extended F is symmetric, namely F (p(U)) = F (U) for every
permutation p of the components of U = (u1, . . . , un). Hence, the integral over βBn is equivalent
to the integral over the simplex βSn up to the number of possible permutations which is n!.
This proves the first equality of the theorem.
To prove the conservation of the Matsubara frequencies, namely the second equality of the
theorem, we start observing that, for every G ∈ Gcn+1, the corresponding F ′G can be written with
the help of the Fourier transform.
In view of the translation invariance of ∆β and considering the Fourier transform with respect
to X and Y , (36) implies that
FG(u1, . . . , un) =
∫
dP

 ∏
l∈E(G)
∆ˆβ(us(l) − ur(l), pl)

 ΨˆG(−P,P ) (39)
where ∆ˆβ(u, p) is given in (16) and is equal to ∆ˆβ+(u, p) for u ∈ (−β, 0).
Moreover we have
∫
βBn
dUFG(u1, . . . , un) =
∫
dP
∫
βBn
dU

 ∏
l∈E(G)
∆ˆβ(us(l) − ur(l), pl)

 ΨˆG(−P,P ) ,
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namely it is possible to consider the U -integral before the P -one. To prove this we first of all mol-
lify every delta functions in the propagators ∆ˆβ+. Then we divide the domain of U−integration
in n! disjoint contributions obtained removing all the diagonal βBn \βDn. Up to a permutation
of the U ’s entries G′ = π(G), every disjoint component of βBn \βDn can be seen as a an integral
over βSn. We consider one of these components and let ǫ ∈ (0, β/(n+1)). We divide the domain
of integration in two disjoint parts
βSn = βS
−
n ∪ βSǫn , βSǫn = {U ∈ βSn|β − un < ǫ} , βS−n = βSn \ βSǫn .
Then let
gG(u0, u1, . . . , un; p1, . . . , pE(G)) :=
∏
l∈E(G)
∆ˆβ(us(l) − ur(l), pl)
and
AG =
∫
βS−n
dU
∫
dPgG(0, u1, . . . , un; p1, . . . , pE(G))ΨˆG(−P,P ).
In AG we can exchange the U -integral with the P -integral To prove this we observe that
ΨˆG(−P,P ) is the Fourier transform of a compactly supported distribution, hence it is an analytic
function which grows at most polynomially for large |P |. Notice however that gG(u0, U, P )ΨG(−P,P )
is of rapid decrease in every direction uniformly in U for U ∈ βS−n . Actually, the presence of
the mollified delta functions in the propagators the only directions which can be of non rapid
decrease for gG(u0, U, P )ΨG(−P,P ) are those in which every pl ∈ P is null. Furthermore, as
shown in Proposition 9 of [FL14], since A and K are microcausal functionals, the directions
where every component of P is in the forward light cone are of rapid decrease for ΨˆG(−P,P ).
Finally, if some past directed pl are considered, we notice that
|gG(0, U, P )| ≤ Ce−(β−M)ω(pl), U ∈ βS−n
where M = sup |ui − uj| < (β − ǫ).
The contribution over βSǫn can be treated in a similar way. Actually, in view of the KMS
property the domain of the U -integral can be conveniently modified as follows. The KMS
property ensures that
gG(u0, u1, . . . , un; p1, . . . , pE(G)) = gG′(un − β, u0, u1 . . . , un−1; q1, . . . , qE(G′)) ,
where G′ = π(G), being π the cyclic permutation of the vertices which maps the last vertex
into the first one, namely π(G) = {n, 0, 1, 2, . . . , n − 1}; Furthermore qπ(l) = −pl if n ∈ l and
qπ(l) = pl otherwise. Using the invariance under rigid translation of the u variable, we perform
the following change of coordinates:
(v0, . . . , vn) := (un − β, u0, u1 . . . , un−1) + (β − un, . . . , β − un) .
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We observe that U = (u1, . . . , un) ∈ βSǫn if and only if V = (v1, . . . vn) ∈ βS(1)n = {V ∈ βSn|v1 <
ǫ}. We thus have ∫
βSǫn
dU
∫
dPgG(u0, u1, . . . , un; p1, . . . , pE(G))ΨG(−P,P ) =∫
βS
(1)
n
dV
∫
dQgG′(v0, . . . vn; q1, . . . , qE(G′))ΨG′(−Q,Q).
We can now split the integral over βS
(1)
n in two parts, βS
(1)
n = (βS
(1)
n )− ∪ (βS(1)n )ǫ in a similar
way as we have done before. Again, the contribution due to (βS
(1)
n )− can be treated as AG
above while we can use the KMS condition to modify the domain of integration of (βS
(1)
n )ǫ to
βS
(2)
n := {V ∈ βSn|v1 < ǫ , v2 − v1 < 2ǫ}. If we repeat the procedure n times, we end up with
a domain of integration βS
(n)
n where the largest distance between the arguments is nǫ. This
last contribution can be again treated as AG, namely, its integrand is of rapid decrease in every
direction. This implies that we can take the integral over U before the integral over P .
Consider now the integral of FG over βBn and expanding the propagator ∆
β as sums over
the Matsubara frequencies according to (16) we have
IG =
∫
dP
∫
βBn
dU

 ∏
l∈E(G)
∞∑
nl=−∞
e
i 2π
β
nl(us(l)−ur(l))∆˜β(nl, pl)

 ΨˆG(−P,P )
where ωl =
√
p2l +m
2. Reordering the sum and the products in order to collect the exponentials
over the vertices we have
IG =
∫
dP
∫
βBn
dU
∑
N
exp

i2π
β
n∑
j=1

 ∑
l′∈E(G),s(l′)=j
nl′ −
∑
l′′∈E(G),r(l′′)=j
nl′′

uj


·

 ∏
l∈E(G)
∆˜β(nl, pl)

 ΨˆG(−P,P ) .
In view of the form of ∆˜β(nl, pl) we notice that the integral over all U can now be taken before the
sum over N . We observe that the integral vanishes unless there is conservation of the Matsubara
frequencies on every vertex of the graph G. This proves the last equality of the theorem.
We shall now discuss the limit h→ 1 of
Lh =
∫
dUωβ,c(A⊗ αiu1K ⊗ · · · ⊗ αiunK) .
To this end we write
K =
∫
R3
d3xHh(x) , Hh(x) =
∫
dt χ˙(t)RVh (LI(t,x)) .
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Furthermore, in the limit h→ 1 we have
H(x) = αV0,xH(0) ,
where αVt,x denotes the spacetime (interacting) translation of the step (t,x)
αVt,xRV LI(s,y) = RV LI(s+ t,y + x).
Notice that Hh(x) depends on h through Vh in the Bogoliubov map. However, thanks to the
causal factorisation property and the support property of χ, H(x) = limh→1Hh is of compact
support and thus it is an element of F which does not depend on h anymore.
Hence, we consider
Lh =
∫
dx1 . . . dxnh(x1) . . . h(xn)
∫
dUωβ,c(A⊗ αiu1αV0,x1H(0) ⊗ · · · ⊗ αiunαV0,xnH(0)). (40)
We are eventually interested in discussing the limit h → 1 of the previous expression. Notice
that, in this way, we are actually taking the adiabatic limit limh→1 ωβ,V (RV (A)) in two steps.
We are considering first of all the limit h→ 1 of the potential in the Bogoliubov map and then
the limit h → 1 of every Lh. Further details on this steps can be found in [FL14] and in the
appendix of [DHP16].
Theorem 3.2. The limit h→ 1 of Lh is well-defined. Furthermore, considering the expansion
in terms of connected graphs of Lh
Lh =
∑
G∈Gcn+1
1
Sym(G)n!
Lh,G,
it holds that, for every G in Gcn+1, the limit h→ 1 results in the spatial momentum conservation
in every vertex of G.
Proof. As discussed above, in the limit h→ 1, H(x) is of compact support and it is an element
of F. Furthermore, αV0,xH(y) converges to α0,xH(y) as h → 1. Therefore we can expand Lh,G
as follows
Lh,G =
∫
dx1 . . . dxnh(x1) . . . h(xn)W (x1, . . . ,xn)
where
W (x1, . . . ,xn) =
∫
βBn
dU
∫
dP

 n∏
e=1
exp

ixe ·

 ∑
l′∈E(G),s(l′)=e
pl′ −
∑
l′′∈E(G),r(l′′)=e
pl′′






·

 ∏
l∈E(G)
∆ˆβ(us(l) − ur(l), pl)

 ΦˆG(−P,P )
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and now ΦˆG is the Fourier transform of the compactly supported distribution ΦG whose integral
Kernel is of the form
ΦG(X,Y ) :=

 ∏
l∈E(G)
δ2
δϕs(l)(xl)δϕr(l)(yl)

A⊗H(0) ⊗ · · · ⊗H(0)
∣∣∣∣∣∣
(ϕ0,...,ϕn)=0
.
The function W is an integrable function over R3n. To prove it we start mollifying the delta
functions in the propagators – cf. equation (12). Since the mollified delta functions δǫ converge
to the Dirac distribution δ in the distributional sense, we can consider the limit δǫ → δ in the
last step. Since A and H(0) are of compact support, we can prove as in the proof of Theorem
3.1 that Φ(−P,P )∏l ∆ˆβ(us(l) − ur(l), pl) is uniformly bounded in U by a rapidly decreasing
function. This implies that the integral in U (which is done over a compact support) can be
taken before the integral in P .
The resulting function
V (P ) :=
∫
βBn
dU

 ∏
l∈E(G)
∆ˆβ(us(l) − ur(l), pl)

Φ(−P,P )
is rapidly decreasing in every direction. This implies that the limit h → 1 in Lh,G = 〈W,h ⊗
· · · ⊗ h〉 can be taken before the integral over X = (x1, . . . ,xn). We finally need to evaluate the
following oscillatory integral obtained as LG = limh→1 Lh,G
LG =
∫
R3n
dXW (X)
=
∫
R3n
dX
∫
dP

 n∏
e=1
exp

ixe ·

 ∑
l′∈E(G),s(l′)=e
pl′ −
∑
l′′∈E(G),r(l′′)=e
pl′′





 V (P ).
Since V (P ) is of rapid decrease we have that
LG = (2π)
3n
∫
dP

 n∏
e=1
δ

 ∑
l′∈E(G),s(l′)=e
pl′ −
∑
l′′∈E(G),r(l′′)=e
pl′′



 V (P ).
The final step is to recall that, as in Theorem 3.1, V (P ) can be expanded as a sum over
Matsubara frequencies, hence,
LG =
(2π)3n
β|E(G)|
∫
dP

 n∏
e=1
δ

 ∑
l′∈E(G),s(l′)=e
pl′ −
∑
l′′∈E(G),r(l′′)=e
pl′′




·
∑
N

 n∏
j=1
δ

 ∑
l′∈E(G),s(l′)=j
nl′ −
∑
l′′∈E(G),r(l′′)=j
nl′′



 ·

 ∏
l∈E(G)
∆˜β(nl, pl)

 ΦˆG(−P,P )
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. . .
K1A K2 Kn
Figure 1: This figure contains a graph appearing in the expansion of ωβ,V (A). K correspond
to the interacting Hamiltonian and the arrows correspond to the propagators given in (15).
According to Theorem 3.2 and Theorem 3.1, at each vertex there is the conservation of the
spatial momentum and the Matsubara frequencies.
If follows that the limit h→ 1 ensures momentum conservation in every vertex of the graph G.
Actually, the limit vanishes unless the sum of incoming / outgoing momenta vanishes.
We conclude this section by comparing the obtained graphical expansion with the Matsubara
formalism. First of all we notice that in the limit where χ(t) tends to an Heaviside step function
Θ(t), the support of H(0) tends to be the point (0, 0). This limit is in general singular, however,
we observe that, at least formally, in this situation the propagators ∆β(t+iu) joining the various
H(0) tend to the ordinary Matsubara propagators (17). The time dependence survives only in
the external lines and if we evaluate also those fields at t = 0 we obtain the following (formal)
graphical expansion: ∫
βSn
dUωβ,c(A⊗ αiu1K ⊗ · · · ⊗ αiunK) .
Therefore, at least formally, the expansion found in proposition 3.2 and theorem 3.1 coincides
with the usual Matsubara expansion – cf. [Le00] – in the limit where h→ 1 and χ→ θ.
3.4 Computational rules - Graphical expansion of the correlation functions
In this section we summarise the computational rules necessary to evaluate the n−th order
contribution to the correlation functions
G(x1, . . . , xk) = ω
β,V (RV (T (Φ(x1), . . . ,Φ(xk))) ,
in the state ωβ,V (11) where the interaction Lagrangian is LI = λφ
l. These rules follows from the
analysis performed in the previous section and replace both the ordinary Feynman rules for the
thermal field theory and the rules used in the ordinary Matsubara computations. In particular,
we shall use an expansion like the one given in (40) where the interaction Hamiltonians K are
replaced by their spatial densities H(0). Furthermore proposition 3.1 is used to evaluate the
action of the Bogolibov map RV , while Theorem 3.1 allows to compute the integral over the
imaginary times. Finally Theorem 3.2 gives the conservation of the spatial momentum over each
vertex representing the interaction Hamiltonian.
The contribution Gˆ[n](t1,p1; . . . ; tk,pk) at order n in perturbation theory to the spatial
Fourier transform of G(x1, . . . , xk) is given by the sum of all contributions obtained with the
following rules valid when LI is a of the form λφ
l – cf. figure 1.
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1. Add internal vertices for A = RV (TΦ(t1,p1), . . . ,Φ(t1,pk)) and for each factor H(0) =
RV
(∫
dtχ˙(t)LI(t, 0)
)
. The number of H(0) factors plus the number of internal vertices
must be equal the order n of perturbation. Moreover, there are two types of internal
vertices corresponding to the two-components of the propagator (30). Notice that the
external vertices and those corresponding to LI are always of type 1.
2. Join the vertices in A and in every H with real time propagators given in (30). Only
connected graphs are allowed.
3. Use the thermal propagator expanded over the Matsubara frequencies (15) with u = 0 to
join the vertices of A with the one of the factors H, in such a way that at every internal
vertex the number of lines correspond to the order of LI = λφ
l. Again only connected
graphs among A and the various H(0) are allowed.
4. Impose spatial momentum conservation in every internal vertex and the vanishing of the
sum of Matsubara frequencies over the factors A, H(0).
5. Add the appropriate numerical factors to every graph.
6. Perform the integrations over times (taking into account χ, χ˙).
The last step in the list is the most complicated one because it involves integrations over times
and, furthermore, it formally depends on the form of the χ˙. It is however important to notice
that although χ appears in this analysis we have that the final result does not depend on χ if
all the points xi are in the region where χ = 1. This observation can be used to simplify some
of these integrals.
In particular, we observe that, in the limit j → 1, χj(t) = χ(t/j) tends to 1 while χ˙j → 0
uniformly and in the Fourier domain ˆ˙χj tends to 0 pointwise. As we shall see in section 4, with
this observation many contributions cancel in the final expressions.
Finally, it is interesting to notice that, in order to evaluate
G(x1, . . . , xn) = ω
β,V (RV (T (φ(x1), . . . , φ(xn)))) ,
the rules presented above combine both the Feynman rules proper of the real time formalism
and the Matsubara rules. In particular real time formalism is needed to evaluate the effect of
RV (T (φ(x1), . . . , φ(xn))), while the Matsubara formalism ensures that U(iβ) is correctly taken
into account.
If the interaction Lagrangian in (F, ⋆
∆β+
) results in a polynomial in φ, we must add as many
types of internal vertices as the number of homogeneous monomials forming LI . Notice that
this is not an uncommon situation: Actually, in a λφ4−theory, in view of the form of (7), the
interaction Lagrangian when represented over (F, ⋆
∆β+
) is such that
r
∆β+
(
Φ4
4!
)
=
φ4
4!
+m2β
φ2
2
(41)
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Figure 2: This figure contains the graphs appearing in the graphical expansion of G(x1, x2) at
second order in λ in a λΦ4 where one internal vertex correspond to m2βφ
2 and the other vertex
to φ4. The dotted lines correspond to the thermal propagator expanded over the Matsubara
frequencies (15) the other lines to the propagator in (30). In this case, there is conservation of
the Matsubara frequencies at every vertex reached by dotted lines.
where mβ is the known thermal mass. As an example, figure 2 contains all the diagrams which
contribute to G(x1, x2) = ω
β,V (RV (T (φ(x1), φ(x2))) at second order in λ where one vertex is φ
4
and the other is m2βφ
2.
4 Practical computations in perturbation theory
In this section we would like to compare some correlation functions in the state ωβ with those
obtained in ωβ,V . As discussed in the introduction, we shall see that in the large time limit it is
necessary to take into account the effect of U(iβ) present in the state also when the considered
observable is very far from the region where the interaction is switched on. We shall compute
the correction to the time-ordered propagator of the theory in two cases, namely when the
interaction Lagrangian is quadratic and when it is cubic.
4.1 Evaluation of the time-ordered propagator at first order for quadratic
interaction
In this subsection we consider the case of a quadratic interaction Lagrangian, hence we are
interested in evaluating ωβ,λV (RV (O)) where
V =
∫
χh
φ2
2
dµ , O = T (Φ(x1),Φ(x2)) .
When x1 = x2 this expectation value is also related with the self-energy of a gφ
4 theory – cf.
[Le00]. We then compare the expectation values of RλV (O) computed in ω
β and in ωβ,λV ,
F := ωβ,λV (RλV (O)), A := ω
β(RλV (O)), B := F −A.
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We want to prove that limt→∞ limh→1B(x1+te0, x2+te0) is not zero at first order in perturbation
theory. Notice that at first order in perturbation theory we have to compute
B[1](x1, x2) = −
∫ β
0
du ωcβ
(
Φ(x1)Φ(x2)⊗ αiuV˙
)
= −
∫ β
0
du
Φ(x1) Φ(x2)
αiuV˙
,
where the arrows denotes the propagator ∆β+. In the limit h → 1 and with fixed χ we obtain
an expression invariant under space translation. We can thus compute the spatial Fourier
transform1, namely the Fourier transform with respect to x− y. We get
Bˆ[1] (t1, t2,p) =
−2
(2π)3
∫ β
0
du
∫
dt3
∫
dp10dp
2
0 χ˙(t3)e
ip10(t3−t1)eip
2
0(t3−t2)e−u(p
1
0+p
2
0)∆ˆβ+(p
1
0,p)∆ˆ
β
+(p
2
0,p)
where ∆ˆ+(p0,p) is the Fourier transform of the thermal two-point function given in (12). After
changing the variable t = t1+t22 and δt =
t1−t2
2 , in view of the form of ∆ˆ
β
+ we can take all the
integrals to obtain
Bˆ[1](t, δt,p) =
−2
(2π)3
b(w)2
4w2
((
ˆ˙χ(2w)e−i2wt + ˆ˙χ(−2w)ei2wt
) 1− e−2βw
2w
+ βe−βwe−i2wδt
)
(42)
where w =
√|p|2 +m2 and where ˆ˙χ denotes the Fourier transform of χ˙. Consider now
B(f ; t, δt) =
∫
R3
d3pBˆ[1](t, δt,p)fˆ (p)
where f is a compactly supported smooth function. In the limit t → ∞, due to the Riemann
Lebesgue lemma the oscillating factors disappears and we get
B∞(f ; δt) := lim
t→∞B(f ; t, δt) = −
2
(2π)3
∫
R3
d3p
b(w)2
4w2
βe−βwe−i2wδtfˆ(p)
In particular, the integral kernel of B seen as operator on f is such that
B˜∞(x, δt) = − 2
(2π)3
∫
R3
d3p
b(w)2
4w2
βe−βwe−i2wδte−ip·x .
Evaluation at x = 0 and δt = 0 leads to
B˜∞(0, 0) = − 2
(2π)3
∫
R3
d3p
b(w)2
4w2
βe−βw
1In the following we shall use the following convention regarding the Fourier transform: B(x) =
1
(2π)3
∫
d
3pBˆ(p)−ip·x, Bˆ(k) =
∫
B(x)eip·x.
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which is a strictly positive quantity because the function which is integrated is smooth and
positive on the domain of integration. Furthermore, it is strictly positive in p = 0.
We proceed now analysing
Fˆ [1](t, 0,p) = Aˆ[1](t, 0,p) + Bˆ[1](t, 0,p)
where A[1] = −iω(T (V,O)) + iω(V ⋆ O) is the contribution of the first two terms and B[1] =
− ∫ β0 du ωβ,c(O ⊗ V˙iu) was already discussed above. We have
Aˆ[1](t, 0,p) =
−i
(2π)3
∫
dtyθ(t− ty)
(
∆ˆ2−(ty − t,p)− ∆ˆ2+(ty − t,p)
)
χ(ty).
Up to renormalization(
(∆β−)
2 − (∆β+)2
)
= (∆− −∆+) (∆− +∆+ + 2W ) ,
hence
Aˆ[1](t, 0,p) =
−i
(2π)3
∫ t
−∞
dtyχ(ty)
1
4w2
(
ei2w(ty−t) − e−i2w(ty−t)
)
(1 + 2b−)
where w =
√
|p|2 +m2, b(w) = b+(w) = (1 − e−βw)−1 and b−(w) = (eβw − 1)−1. Writing ei2wt
as −i2w
d
dt
ei2wt and integrating by parts, assuming t > 0 we find
Aˆ[1](t, 0,p) = − 1
(2π)3
1
4w3
(1 + 2b−) +
1
(2π)3
(
ˆ˙χ(2w)e−i2wt + ˆ˙χ(−2w)ei2wt
) 1
8w3
(1 + 2b−) .
Notice that the contribution − 1
(2π)3
1
4w3
is logarithmically divergent when integrated over dp3.
This divergence is not present if renormalization is properly taken into account (see (47) below)
or if B is evaluated at x1 − x2 6= 0. Recalling the form of B given in (42)
Bˆ[1](t, 0,p) = − 1
(2π)3
b+b−
2w2
− 1
(2π)3
(b+ + b−)
8w3
(
ˆ˙χ(2w)e−i2wt + ˆ˙χ(−2w)ei2wt
)
.
We observe that both A andB depend on the cut-off function χ, however, as expected, Fˆ = A+B
does not depend on χ
Fˆ [1](t, 0,p) = − 1
(2π)3
(
b+b−
2w2
+
b+ + b−
4w3
)
. (43)
We now compare this result with the expectation value of O computed in a state of a free field
of mass m˜ =
√
m2 + λ. The latter is ωλ(x1 − x2) := ωβ(O) = ∆β,m˜+ (x1 − x2) if x1 & x2 where
∆β,m˜+ is given in (5). Up to first order in λ, we have that w
2
λ = w
2+λ = |p|2+m2+λ and hence
wλ ≈ w + λ
2w
,
1
wλ
≈ 1
w
− λ
2w3
, b±(wλ) ≈ b±(w)− λ
2w
b−b+
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hence
ωˆλ(t, 0,p) ≈ 1
(2π)3
b+(wλ) + b−(wλ)
2wλ
=
1
(2π)3
b+ + b−
2w
− λ 1
(2π)3
(
b+b−
2w2
+
b+ + b−
4w3
)
we see that at first order in λ ωˆλ coincides with Fˆ
[1].
We conclude this section observing that in Fˆ [1] survives a contribution from B – which is
the result one would obtain employing the imaginary time formalism – and a contribution from
A, which comes from the real time formalism. Hence, there are cases where it is necessary to
take into account the full form of the state and the real time formalism alone does not furnish
complete results.
Notice that similar corrections are necessary also in a λΦ4 theory. Actually, as discussed in
(41) the representation of the interaction potential in F is such that
LI = λ
r
∆β+
(Φ4)
4!
= λ
φ4
4!
+ λm2β
φ2
2
where
m2β = lim
x→0
(
∆β+(x)−∆∞+ (x)
)
=
1
(2π)3
∫
d3p
b−
w
is the known thermal mass. The presence of a second order contribution in V implies that there
are correction to the self-energy similar to the correction of F discussed above. In particular,
the contribution due to the first two graphs depicted in Figure 2 to the self-energy corresponds
to the integral over p ∈ R3 of Fˆ [1] given in (43) multiplied by m2β.
4.2 Evaluation of the time-ordered propagator at second order for cubic in-
teraction
In this section we show that the second order corrections to the time-ordered product of two
interacting fields in a λφ3 theory induced by U(iβ) are in general not vanishing if the adiabatic
limit and the large time limit are considered.
To this end we choose
V =
∫
χh
φ3
3!
dµx, O = T (Φ(x1),Φ(x2)) ,
and we consider
F = ωβ,λV (RλV (αtO))− ωβ(RλV (αtO)) .
We shall see that limt→∞ limh→1 F is not zero.
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To this end, we first of all notice that F vanishes at order 0 and 1 in λ. Furthermore, the
second order contributions to F are the following terms
A = i
∫ β
0
du1ω
c
β
(
T (V,Φ(x1)Φ(x2))− V ⋆Φ(x1)Φ(x2)⊗ αiu1 V˙
)
B = i
∫ β
0
du1ω
c
β
(
Φ(x1)Φ(x2)⊗ αiu1
(
T (V, V˙ )− V ⋆ V˙
))
C =
∫ β
0
du2
∫ u2
0
du1ω
c
β
(
Φ(x1)Φ(x2)⊗ αiu1 V˙ ⊗ αiu2V˙
)
They have the following graphical expansion in the limit where h→ 1 and up to a symmetrization
in t1,t2
A = i
∫ β
0
du


φ φ
V αiuV˙
−
φ φ
V αiuV˙


B = i
∫ β
0
du


φ φ
αiuV αiuV˙
−
φ φ
αiuV αiuV˙


C =
∫ β
0
du2
∫ u2
0
du1
φ φ
αiu1V˙ αiu2V˙
.
where the plane lines correspond to ∆βF and the lines with arrows to ∆
β
+. We denote by t3 and
t4 the time of the two internal vertices, by p
2 the internal four momentum of the loop and by p1
and p3 the external four momenta. With this conventions, and in view of the spatial momentum
conservation at the internal vertices when the spatial cut-off is removed, we have that the spatial
Fourier transform of A,B,C are such that
Aˆ(t1, t2,p) =
1
(2π)6
iS
∫ β
0
du
∫
dt3
∫
dt4
∫
dp10dp
2
0dp
3
0χ(t3)χ˙(t4)e
ip10(t3−t1)eip
3
0(t4−t2)eip
2
0(t4−t3)
· e−u(p30+p20)
(
∆ˆβF (−p10,p)− ∆ˆβ+(−p10,p)
)
(∆ˆβ+)
2(p20,p)∆ˆ
β
+(p
3
0,p)
Bˆ(t1, t2,p) =
1
(2π)6
iS
∫ β
0
du
∫
dt3
∫
dt4
∫
dp10dp
2
0dp
3
0χ˙(t3)χ(t4)e
ip10(t3−t1)eip
3
0(t4−t2)eip
2
0(t4−t3)
· e−u(p30+p20)e−u(p10−p20)∆β+(p10,p)
(
(∆ˆβF )
2(p20,p)− (∆ˆβ+)2(p20,p)
)
∆ˆβ+(p
3
0,p)
Cˆ(t1, t2,p) =
1
(2π)6
S
∫ β
0
du2
∫ u2
0
du1
∫
dt3
∫
dt4
∫
dp10dp
2
0dp
3
0χ˙(t3)χ˙(t4) (44)
· eip10(t3−t1)eip30(t4−t2)eip20(t4−t3)e−u1(p10−p20)e−u2(p30+p20)∆ˆβ+(p10,p)(∆ˆβ+)2(p20,p)∆ˆβ+(p30,p)
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where S is the operator which realizes the symmetrization in t1, t2 namely Sf(t1, t2) =
1
2f(t1, t2)+
1
2f(t2, t1). Let us discuss C. The integrals over ui and t3, t4 can be directly taken. We then
obtain
Cˆ(t1, t2,p) =
1
(2π)6
S
∫
dp10dp
2
0dp
3
0e
−ip10t1e−ip
3
0t2 ˆ˙χ(p10 − p20) ˆ˙χ(p30 + p20)f(p10, p20, p30,p)
where
f(p10, p
2
0, p
3
0,p) =
(
1− e−β(p30+p20)
(p10 − p20)(p30 + p20)
− 1− e
−β(p10+p30)
(p10 − p20)(p10 + p30)
)
∆ˆβ+(p
1
0,p)(∆ˆ
β
+)
2(p20,p)∆ˆ
β
+(p
3
0,p) .
We now consider the limit t1 + t2 → ∞ of C. To this end, we observe that in view of the
form on ∆ˆβ+, p
1 = (p10,p) and p
3 = (p30,p) are forced to be supported on the positive or negative
mass shells. Since ˆ˙χ is of rapid decrease, after computing the integral over p20 and exploiting
the form of (∆ˆβ+)
2, we get that when both (p10,p) and (p
3
0,p) are future directed or both are
past directed they cannot contribute to C, because the corresponding contribution vanishes
by Riemann Lebesgue lemma. Hence, only combinations of future/past directed momenta can
contribute to C in the large time limit. Therefore,
lim
t→∞
∫
d3p Cˆ(t+ δt, t− δt,p) =
∫
d3p Cˆ∞(δt,p) ,
where
Cˆ∞(δt,p) = − 1
(2π)6
S
∫
dp20e
−i2wδt| ˆ˙χ(w − p20)|2
(
1− e−β(p20−w)
(p20 − w)2
− β
(p20 − w)
)
b(w)2
4w2
e−βw(∆ˆβ+)
2(p20,p)
− 1
(2π)6
S
∫
dp20e
i2wδt| ˆ˙χ(w + p20)|2
(
1− e−β(p20+w)
(p20 + w)
2
− β
(p20 + w)
)
b(w)2
4w2
e−βw(∆ˆβ+)
2(p20,p) .
(45)
We now analyse A. To this end we notice that the integral over u and t4 can be directly
performed. Before computing the integral over t3, we recall that ∆
β
F −∆β+ = i∆A and hence∫
dpe−ipt(∆ˆβF (−p,p)− ∆ˆβ+(−p,p)) = iθ(t)
∫
dpe−ipt∆ˆ(p,p)
and hence ∫
dt3e
−ip20t3χ(t3)
∫
dp10e
ip10(t3−t1)
(
∆ˆβF (−p10,p)− ∆ˆβ+(−p10,p)
)
= i
∫
dt3e
−ip20t3χ(t3)θ(t1 − t3)
∫
dp10e
ip10(t3−t1)∆ˆ(p10,p)
= i
(∫
dp10
χ(t1)
i(p10 − p20)
e−ip
2
0t1 −
ˆ˙χ(p10 − p20)
i(p10 − p20)
e−ip
1
0t1
)
∆ˆ(p10,p) ,
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where we have integrated by parts. In the limit of large t1, χ(t1) = 1, furthermore, the contri-
bution proportional to χ(t1) = 1 vanishes because of the Riemann Lebesgue lemma. Actually,
∆ˆβ+(p
3
0,p)(∆ˆ
β
+)
2(p20,p) vanishes on the points where p
2
0 + p
3
0 = 0.
Hence, in the limit t→ +∞ we have
Aˆ∞(δt,p) =
1
(2π)6
S
∫
dp20e
−i2wδt| ˆ˙χ(p20 − w)|2
1− e−β(p20−w)
(p20 − w)2
b(w)e−βw
4w2
(∆ˆβ+)
2(p20,p)
− 1
(2π)6
S
∫
dp20e
i2wδt| ˆ˙χ(p20 + w)|2
1− e−β(p20+w)
(p20 + w)
2
b(w)
4w2
(∆ˆβ+)
2(p20,p) (46)
To compute B we need to preliminarily analyse
∆βF (x)
2 −∆β+(x)
2
= (∆F (x) +Wβ(x))
2 − (∆+(x) +Wβ(x))2
= ∆F (x)
2 −∆+(x)2 + 2i∆A(x)Wβ(x)
= (✷+ a)
∫ ∞
4m2
dM2
ρ2(M)
M2 + a
i∆A(x;M)− 2iθ(−tx)∆(x)Wβ(x) (47)
where we have used the Ka¨llen-Lehmann representation to represent and regularize ∆F (x)
2 and
∆+(x)
2, hence a is a parameter which takes into account the renormalization freedom in the
definition of ∆2F . Moreover,
ρ2(M) =
1
16π2
√
1− 4m
2
M2
and ∆A(x;M) is the advanced fundamental solution of the Klein Gordon equation with mass
M . Outside x = 0,
Ξ = (✷+ a)
∫ ∞
4m2
dM2
ρ2(M)
M2 + a
i∆A(x;M) = icδ(x) − θ(−tx)
∫ ∞
4m2
dM2ρ2(M)i∆(x;M).
where c is a renormalization constant. Choosing c = 0 we have
Ξ = −θ(−tx)
∫
dp0dpe
ip0txe−ip·x
∫ ∞
4m2
dM2ρ2(M)δ(p
2
0 − |p|2 −M2)sign(p0)
= −θ(−tx)
∫
dp0dpe
ip0txe−ip·xθ(p20 − |p|2 − 4m2)ρ2
(√
p20 − |p|2
)
sign(p0) (48)
The sum of Ξ and−2iθ(−tx)∆(x)Wβ(x) can be written as−iθ(−t)Q(t) whereQ is antisymmetric
and it is
Q(x) =
(∫ ∞
4m2
dM2ρ2(M)∆(x;M) + 2∆(x)Wβ(x)
)
. (49)
Its Fourier transform can be easily computed, hence when we integrate in t3 and t4 we have to
take into account the presence of the Heaviside step function. However, after simmetryzing in
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the external points and using the antisymmetry of Q(t,p) for t→ −t we can tame the presence
of the Heaviside step functions. Actually on the points where p30 = −p10 (those which survives
under the limit t→∞) we have that∫
dt3
∫
dt4χ˙(t3)χ(t4)e
i(p30+p
2
0)(t4−t3)θ(t3 − t4)−
∫
dt3
∫
dt4χ˙(t4)χ(t3)e
i(p30+p
2
0)(t4−t3)θ(t4 − t3)
=
1
i(p30 + p
2
0)
− |
ˆ˙χ(p20 + p
3
0)|2
i(p30 + p
2
0)
.
With these observations, the limit t = t1 + t2 → ∞ can now be taken in Bˆ(t1, t2,p) given in
(44), leading to
Bˆ∞(δt,p) =
1
(2π)3
βS
∫
dp20e
−i2wδt
(
1
(p20 − w)
− |
ˆ˙χ(p20 − w)|2
(p20 − w)
)
b(w)2e−βw
4w2
Qˆ(p20,p)
+
1
(2π)3
βS
∫
dp20e
i2wδt
(
1
(p20 + w)
− |
ˆ˙χ(p20 + w)|2
p20 + w
)
b(w)2e−βw
4w2
Qˆ(p20,p) (50)
The contribution of the renormalization freedom is given by
Bˆc(t1, t2,p) =
1
(2π)3
c2S
∫ β
0
du
∫
dt3
∫
dp10dp
3
0χ˙(t3)χ(t3)e
ip10(t3−t1)eip
3
0(t3−t2)e−u(p
3
0+p
1
0)∆ˆβ+(p
1
0,p)∆ˆ
β
+(p
3
0,p) ,
so that in the limit t→∞ we have
Bˆc∞(δt,p) =
1
(2π)3
cβ
b(w)2
4w2
e−βw. (51)
We observe that c cannot depend on β.
We thus have that the contribution to F [2] which survives the limit t→∞ is
Fˆ [2]∞ (δt,p) = Aˆ∞(δt,p) + Bˆ∞(δt,p) + Cˆ∞(δt,p) + Bˆ
c
∞(δt,p)
where Aˆ∞, Bˆ∞, Cˆ∞, Bˆc∞, are respectively as in (46), (50), (45), (51). In order to proceed with
our analysis we have to evaluate (∆ˆβ+)
2(p20,p) in Aˆ∞ and Cˆ∞ and Qˆ(p
2
0,p) in Bˆ∞.
At this point, we would like to estimate Fˆ
[2]
∞ for δt = 0 and for p = 0. We start from the
analysis of the B contribution. We thus need an expression for Qˆ(p0,p) to be inserted in (50).
We decompose Q given in (49) as Q = Y + U , where
U(x) = 2∆(x)Wβ(x)
and its Fourier transform is such that
Uˆ(p0,p) =
1
(2π)6
2
∫
R3
dq1
∫
R3
dq2
b(w2)
4w1w2
δ(p − q1 − q2)
e−βw2 (δ(p0 − w1 − w2)− δ(p0 + w1 − w2) + δ(p0 − w1 + w2)− δ(p0 +w1 + w2))
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we observe that this is an odd function of p20. At the same time, recalling that the expression
of Y is similar to that of Ξ in (48) where the Heaviside step function is removed, we have that
the Fourier transform of Y is
Yˆ (p0,p) = −θ(p20 − |p|2 − 4m2)ρ2(p20 − |p|2)sign(p0)
which is an odd function of p0. Hence
Qˆ(p0,p) = Yˆ (p0,p) + Uˆ(p0,p)
is an odd function of p0. This implies that Bˆ∞(δt,p) = 0 because, after symmetrization, the
integrand in p20 present in (50) is a multiplication of an even function with and an odd function
of p20, therefore the integral vanishes. The contribution of the graph B in the limit t → ∞ is
thus made by the renormalization freedom (51) only.
To analyse the contribution of A and C at δt = 0 and p = 0 we need (∆ˆβ+)
2(p0,p). Notice
that (up to a constant)
(∆ˆβ+)
2(p0,p) =
1
(2π)6
∫
R3
dq1
∫
R3
dq2
b(w1)b(w2)
4w1w2
δ(p− q1 − q2)(
δ(p0 − w1 − w2) + δ(p0 + w1 − w2)e−βw1 + δ(p0 − w1 + w2)e−βw2 + δ(p0 + w1 + w2)e−β(w1+w2)
)
where wi =
√
q2i +m
2. Hence, after substituting the previous expression in (46) and in (45),
setting p = 0 we have that the integral over q2 can be taken and it forces w2 = w1 = m.
Using ordinary spherical coordinates centred in the origin for q1 we see that the integral over
the angular coordinates can be taken because at p = 0 the function which is integrated is
spherically symmetric. The integral over the radial coordinates can be reparametrized with
M = 2
√|q1|2 +m2. Proceeding in this way we obtain Aˆ∞(0, 0) + Cˆ∞(0, 0) and recalling (51)
we obtain
Fˆ [2]∞ (0, 0) =
1
(2π)6
cβ
b(m)2
4m2
e−βm +
1
(2π)6
π
8
e−βm
m2
b(m)
∫ ∞
2m
dM
√
1− 4m
2
M2
b
(
M
2
)2
·
[
βb(m)(1 − e−βM )
(
| ˆ˙χ(M −m)|2
M −m +
| ˆ˙χ(M +m)|2
M +m
)
+(e−βm − e−βM )
(
| ˆ˙χ(M −m)|2
(M −m)2
)
+ (e−β(M+m) − 1)
(
| ˆ˙χ(M +m)|2
(M +m)2
)
−2e−βM2 |
ˆ˙χ(m)|2
m2
(
1
b(m)
)]
From this analysis and from the expression of Fˆ
[2]
∞ (δt, 0) we can draw these conclusions:
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1. In the limit β →∞ F [2]∞ vanishes.
2. F depends on ˆ˙χ, more precisely in Fˆ
[2]
∞ there are two contributions, one which depends
on ˆ˙χ and another one which depends on the choice of the renormalization constant c. In
particular, the renormalization constant can be chosen in such a way that c = 0.
3. Notice that in the limit χ(t)→ θ(t), ˆ˙χ tends to a constant and the integral in dM diverges.
4. We analyse now the limit where χ → 1. To this end, consider a smooth χ with χ(t) = 1
for t ≥ 0 and χ(t) = 0 for t < 1. Consider now the family of time cut off functions
χn(t) = χ
(
t
n
)
. In the limit for large n, χn tends to the constant, while its derivative χ˙n
tends to 0. At the same time its Fourier transform is ˆ˙χn(p) = ˆ˙χ(np). Hence in the limit
n→∞, ˆ˙χn(p) vanishes for p 6= 0 because ˆ˙χ is a rapidly decreasing function. This implies
that in the limit n→∞ Fˆ [2]∞ (0, 0) vanishes if c = 0.
In particular, while ωβ,V does not depend on χ because of [FL14], the analysis presented
here shows that the real time formalism – which corresponds to considering ωβ and ignoring
U(iβ) – is very sensitive to the way in which the cut-off function is chosen. We also notice that
even if the limit n→∞ is taken the analysis done in the real time formalism differs by the one
done with ωβ,V by the choice of the renormalization freedom. However the principle of general
covariance [BFV03, HW01] requires that the renormalization constant c is not state dependent
hence it cannot depend on β, and actually c can be fixed in the vacuum theory. Therefore,
whenever c 6= 0, we see a difference between the computation done in the real time formalism
with the one in the full equilibrium state ωβ,V .
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