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Resumo
Extract Transform Load (ETL) é a sistematização do
tratamento e limpeza dos dados gerados através dos
diversos sistemas organizacionais para a sua posterior
inserção, geralmente em Data Warehouse ou Data
Mart. A urgência para processos de ETL mais ágeis é
eminente. Contudo, em negócios com uma estrutura
já arquitetada, a migração para arquiteturas recentes
e escaláveis (Cloud) pode tornar a implantação um
trabalho difícil. Neste contexto, o objetivo é melhorar
a agilidade nos processos de ETL utilizando Machine
Learning (Aprendizado de máquina). Para isto, foi feito
um estudo do comportamento do banco de dados para
detectar padrões de uso de processamento e taxa de
transferência da memória e agendar vários processos
de ETL. A agilidade dos processos ETL será maior
devido à quantidade de vezes que o processo será
realizado durante o dia. Normalmente os processos de
ETL são realizados apenas uma vez por dia devido à
concorrência de processamento, ao detectar padrões
de comportamento os processos ETL poderão ser
agendados mais de uma vez ao dia. Dessa maneira,
a latência de atualização dos dados será otimizada
e problemas como atraso de informações, atual-
mente em D-1 (atraso de 1 dia) poderão ser evitados.
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Abstract
Extract Transform Load (ETL) is the systematization of the
treatment of data generated by many organizational systems,
usually stored in a Data Warehouse or Data Mart. The ur-
gency for a more resource efficient ETL process is eminent. In
this context, the objective is to improve the efficiency of the
ETL processing using an adapted Machine Learning cluste-
ring algorithm. For this, we study the behavior of the ETL
resource usage from many production ETL processes. Nor-
mally the ETL process is executed once a day due to resource
contention issues. With our ML algorithm in a production
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scenario, the ETL processes can be scheduled to execute more
than once a day. Thus, the latency of data update to feed analy-
tic systems can be optimized and problems like information
delay, currently in D – 1 (delay of one day) can be avoided.
Keywrods: ELT, datawarehouse, machine learning
1 Introdução
Atualmente, com o avanço da tecnologia o volume de da-
dos cresce exponencialmente em diferentes setores como
manufatura, serviços financeiros, educação, comércio,
entre outros. Os dados são provenientes de diferentes
fontes e impulsionam a utilização de sistemas como data
warehouse. Um data warehouse é uma base de dados es-
pecializada que incorpora dados oriundos de diversos
bancos de dados operacionais. Os dados de um data
warehouse são utilizados para tomada de decisões estraté-
gicas e precisam ser atualizados para garantir a precisão
das decisões de uma organização. O processo de alimen-
tação de um data warehouse é um processo complexo que
envolve diferentes etapas como a extração, transforma-
ção e carga dos dados.
As etapas do processo de alimentação do data wa-
rehouse são conhecidas como processos de ETL (Extract,
Transformation and Load - ETL) [1]. Segundo [2], os pro-
cessos de ETL demandam 70% do tempo e recurso para
extrair os dados de uma fonte específica e armazenar
em um data warehouse. Para a tomada de decisões com
informações de um data warehouse em tempo real, os
processos de ETL podem ser feitos enquanto o banco
de dados está em uso. Além disso, o data warehouse é
utilizado para a geração e análise de relatórios. Para
um efetivo gerenciamento de um data warehouse é ne-
cessário gerenciar e agendar tarefas de processamento e
manutenção. Entretanto, os processos ETL em um data
warehouse podem causar um impacto significativo no
desempenho, na qualidade/integridade dos dados e na
divisão de recursos computacionais.
Outro ponto importante para o desempenho dos pro-
cessos ETL é o crescimento no volume de dados da or-
ganização. À medida que o volume de dados cresce
os processos de ETL devem ser redimensionados para
apresentar um desempenho aceitável evitando gargalos
de latência no acesso aos dados. No entanto, muitas
organizações de pequeno e médio porte não conseguem
adequar sua infraestrutura para armazenar e extrair in-
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formações dos dados em tempo real com baixa latên-
cia de dados. Além disso, gerenciar as tarefas em um
data warehouse garantindo dados atualizados depende
da frequência de manutenção e os processos de ETL pre-
cisam ser realizados sem afetar atividades de análise e
geração de relatórios.
Neste sentido, esse artigo busca responder a seguinte
pergunta: Como melhorar a latência (tempo de atualiza-
ção das informações) dos dados usando Machine Learning
para agendamento de processos de ETL?
Todas as tarefas realizadas em uma máquina incluem
principalmente o uso de hardware. Para iniciar uma ta-
refa é necessário ter processamento, memória RAM e
em alguns casos específicos disco rígido. Em um pro-
cesso de ETL não é diferente, são utilizados recursos
computacionais para realizar cada etapa do processo de
ETL.
Neste artigo, apresentamos um modelo de Machine
Learning (ML) de clusterização (K-Means). Através da
clusterização pretendemos classificar em clusters o uso
de recursos computacionais e identificar janelas para o
agendamento dos processos de ETL. Os clusters represen-
tam o estado do banco de dados como descrito em [3]. O
objetivo principal é otimizar o processamento dos dados
e reduzir a latência dos dados durante os processos de
ETL.
O artigo está organizado da seguinte maneira. A Se-
ção 2 apresenta a motivação e os conceitos importantes
para o desenvolvimento deste artigo. A Seção 3 discute
trabalhos relacionados. A Seção 4 detalha o modelo
proposto. A Seção 5 apresenta um estudo comparativo
através de experimentos, enquanto a Seção 6 conclui o
trabalho e apresenta os trabalhos futuros.
2 Motivação e conceitos fundamen-
tais
Nesta seção apresentamos a motivação e alguns concei-
tos fundamentais para o desenvolvimento deste traba-
lho.
2.1 Motivação
Normalmente o gerenciamento de um data warehouse en-
volve a coordenação de diferentes atividades e sistemas
conectados. Automatizar os processos de ETL pode oti-
mizar o uso dos recursos disponíveis no servidor e evitar
gargalos de recursos computacionais. Neste sentido, um
algoritmo de ML pode detectar janelas de agendamento
dos processos de ETL.
Um algoritmo de análise do uso de processamento e
de memória do banco de dados, pode obter informações
do uso dos recursos computacionais do servidor em que
o banco de dados foi alocado. Com essas informações
é possível treinar um modelo de ML para criar clusters,
separando-os por uso de recursos computacionais, como
por exemplo: baixo uso, médio uso e alto uso. Para
tal feito, o modelo K-means de ML se enquadra, pois
basicamente sua lógica permite separar os dados em
clusters definidos a partir de um centroide inicial.
Um modelo de ML basicamente é uma composição de
fatores até chegar em um resultado final, chamado de
modelo ajustado. Ou seja, sempre que é especificado um
modelo de treinamento de máquina, pode-se interpretar
como uma composição de fatores como algoritmos, re-
gras, testes, treinamentos, entre outros. Já um algoritmo,
como citado anteriormente, é uma etapa até chegar no
modelo ajustado.
Ao adaptar esse modelo de aprendizado de máquina,
podemos obter a informação necessária para futura-
mente analisar e agendar rotinas automáticas baseadas
nos resultados obtidos pelo algoritmo que foi utilizado
para o treinamento do modelo, minimizando assim o
problema de processamento de dados e inúmeros outros
problemas decorrentes de uso do banco de dados. Di-
ante disso, o ML pode ajudar a detectar padrões de uso
de recursos computacionais e fornecer informações para
o agendamento dos processos de ETL.
Para a análise do uso de recursos computacionais, a
taxa de transferência de memória e uso de processa-
mento podem exibir uma tendência de utilização sendo
possível planejar e agendar um ou mais processos de
ETL no banco de dados. Neste contexto , o uso desses re-
cursos computacionais como parâmetro de treinamento
do modelo de ML pode reconhecer essas tendências de
utilização e fornecer informações para o agendamento.
2.2 Clusterização de dados
A clusterização de dados é o processo de particionar
ou detectar "outliers"para encontrar um padrão, ponto
ou objeto [4]. O particionamento pode ser feito com
inúmeros métodos de clusterização, alguns deles são
baseados em centroide, densidade, distribuição ou até
mesmo por hierarquia.
Os métodos de clusterização, são divididos em dois
grupos, similaridade e distância, esses dois grupos são
basicamente a forma com que o algoritmo faz seu cálculo
de clusterização. Distância (dissimilaridade) e similari-
dade são a base para a construção de um algoritmo de
clusterização. Para os dados de recursos quantitativos,
a distância é mais adequado para reconhecer a relação
entre os dados. Enquanto, a similaridade é preferível
quando são utilizados recursos de dados qualitativos [5].
2.3 K-Means
Entre os algoritmos de clusterização o K-means é um
algoritmo que classifica informações semelhantes de
acordo com os próprios dados [6]. O K-means é um
algoritmo não supervisionado em ML, esses tipos de
algoritmos não precisam de nenhum rótulo, separação
ou pré classificação para realizar a classificação. O algo-
ritmo faz o trabalho de inferir a clusterização utilizando
apenas o cálculo da distância de cada dado do seu cen-
troide.
Um centroide é como um protótipo para um cluster.
Na maioria das técnicas, pontos aleatórios do conjunto
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de dados são escolhidos para serem os centroides iniciais.
Na sequência, cada instância desses dados é atribuída ao
centroide mais próximo. Nas demais iterações a posição
dos centroides é calculada através da distância média
entre todos os pontos atribuídos aquele centroide na úl-
tima iteração [7]. O algoritmo termina o cálculo quando
a posição dos centroides não é mais modificada ou a dis-
tância da mudança é menor que um valor predefinido.
Os algoritmos de clusterização precisam de uma mé-
trica, especificamente da distância entre dois dados. O
K-means é fortemente tipado, ou seja, se um dado foi de-
signado para um cluster, ele será exclusivamente daquele
cluster, não existe a possibilidade de um dado estar em
dois clusters ao mesmo tempo. O algoritmo aprende a po-
sicionar os dados em seus respectivos clusters utilizando
a soma total da distância euclidiana entre o respectivo
dado e o seu centroide, levando em consideração sempre








‖x − μi‖2 (1)
Cada um dos clusters C contém uma sub massa de
dados, que nada mais é do que um conjunto de massa
dentro de outro conjunto de massa. Por exemplo, eu
tenho o conjunto X de massa de dados e dentro desse
conjunto X eu encontro o Xa, Xb ,Xc e assim por diante.
O centroide do cluster i é igual a média da soma de todos





Onde ni mostra o número de dados que estão no cluster
i.
A Figura 1 (a) mostra como o k-means trabalha em
uma massa de dados gerada aleatoriamente pela distri-
buição Gaussiana. Os resultados, são sensíveis e podem
mudar de acordo com o número de clusters desejados,
essa parâmetro é passado dentro do algoritmo. A Fi-
gura 1 (b) mostra como o K-means retorna o resultado
dos clusters previamente definidos. E possível notar a
clara diferenciação dos dados.
Também conhecido como distribuição normal é uma curva simé-
trica em torno do seu ponto médio.
(a) Dados Gerados aleatoriamente
(b) Clusters encontrados pelo k-means
Figura 1: Primeira figura mostra dados aleatórios ge-
rados pelo algoritmo em python. Já a segunda figura
mostra como fica a massa de dados após o K-means
classificar os clusters.
3 Trabalhos relacionados
Neste artigo o principal objetivo é detectar padrões de
uso de recursos computacionais para realizar o agenda-
mento dinâmico de processos ETL. Nesta Seção discuti-
mos alguns trabalhos relacionados com a automação de
processos ETL.
Em [8] os autores apresentam um mecanismo para au-
tomatização de processos de ETL em um data warehouse
usando um log que armazena o estado em que se en-
contra a fonte de dados e um buffer que armazena as
mudanças no estado da fonte de dados. O log é atuali-
zado quando os dados não estão sendo processados, ou
seja, o buffer não foi atualizado. Em nosso mecanismo,
usamos clusterização para identificar através de infor-
mações de uso de recursos computacionais para indicar
o melhor momento para o agendamento de processos
ETL não precisamos de informações diretas do banco de
dados.
Em [9] é apresentado um scheduler de processos de
ETL. Esse scheduler analisa relatórios para agendar sua
atualização periodicamente. A sequencia de atualização
do banco de dados ocorre através de uma consulta que
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identifica uma lista de tarefas dentro do data warehouse,
assim fazendo a execução de atualização de acordo com
essa lista. Diferente do nosso trabalho os autores não
usam informações de hardware e machine learning para o
agendamento dos processos de ETL.
No artigo descrito em [10] o problema apresentado
é semelhante ao que estamos estudando. Entretanto, a
solução proposta foi a utilização de duas plataformas de
ETL que se integram, o Informatica e o Jenkins. Combi-
nando as duas plataformas os autores criam um pipeline
de dados automático e otimizado.
Os processos de pipeline de dados ganharam maior
relevância na era do Big Data. Junto ao grande aumento
de fluxo de dados, surgiram novas soluções para tornar
eficaz os processos de limpeza e persistência de dados.
Porém, existe uma escassez de processos de avaliação
e monitoramento dessas novas implementações de Big
Data. Tendo isso em vista, algumas soluções com ML
estão surgindo, como aplicação de séries temporais para
criação de classes [11].
4 Machine Leaning para agenda-
mento de processos ETL
Nesta seção apresentamos a metodologia de ML adotada,
o banco de dados utilizado para extração dos dados
de recursos computacionais e os dados envolvidos no
processo de treinamento do modelo de ML.
O método de clusterização foi o escolhido para clas-
sificar os dados. Este método permite separar dados
em clusters, o que é fundamental para a proposta desse
artigo. Dentro da clusterização há inúmeras técnicas
para execução, a escolhida foi o K-Means, ele parte do
princípio de definir um dado central e fazer cálculos dos
dados ao redor desse centro para definir seus clusters.
O banco de dados utilizado para análise dos dados de
recurso computacional foi o MonetDB (v11.25.5), além
da vantagem de ser open source, a sua arquitetura favo-
rece grandes bases com um alta requisição de processa-
mento. Além disso, o MonetDB foi desenvolvido para
cargas de trabalho de data warehouse [12].
4.1 Conjunto de dados
Os dados utilizados são de uso de processamento e taxa
de tranferência de memória do servidor. Essas informa-
ções fornecem uma ampla visão do estado atual de uso
de recurso do servidor em que o banco de dados está
instalado. Esses dados foram obtidos na execução de
um benchmark com carga de trabalho analítica nomeado
de TPC-H. Os dados foram coletados em um servidor
Non-Uniform Memory Access (NUMA) formado por 4
nós com um Quad-Core AMD Opteron 8387 cada, execu-
tando a 2,8 GHz. Cada nó Opteron é formado por quatro
núcleos com cache L1 privado (64 KB) e cache L2 (512 KB)
e um cache L3 compartilhado (6 MB). Este servidor inclui
64 GB de memória principal DDR-2 e disco SATA de
1,8 TB.
4.2 Dados de processamento
Dados de processamento são informações de uma sé-
rie de atividades executadas ordenadamente dentro do
servidor. Quando são realizados qualquer consulta no
banco de dados, aumenta o consumo de processamento,
pois precisa processar a informação para gerar o resul-
tado. Neste contexto, será usado esse parâmetro para
medir se existe a possibilidade de inserir mais tarefas
para serem executadas, otimizando assim o uso do pro-
cessamento de forma cautelosa e efetiva.
4.3 Dados de memória
Os bancos de dados em memória, utilizam a memó-
ria RAM para armazenar os dados temporariamente.
Quando os dados estão armazenados na memória RAM
existe um aumento de performance. O acesso a memó-
ria RAM é mais rápido por que a latência de acesso aos
dados é menor comparado com o acesso ao disco. En-
tretanto, um banco de dados em memória quando está
processando uma carga de trabalho analítica faz várias
requisições para a memória RAM. Neste contexto, usa-
mos a taxa de transferência de memória para analisar o
estado do banco de dados e detectar possíveis clusters.
Combinamos dados de uso de processamento e memória
para treinar nosso algoritmo de ML.
5 Análise dos Resultados
Para iniciar os experimentos, os dados foram obtidos
através do processamento de máquina e a taxa de trans-
ferência de memória dos nós NUMA (NUMA 0, NUMA
1, NUMA 2 e NUMA 3). A matriz aplicada nos testes,
mostra para qual cluster cada dado da matriz foi alocado,
dessa forma, temos uma visão geral da matriz e seus
clusters por dado, podendo usar como comparação para
os dados originais. Os dados de centroide mostrados
ajudam a visualização da alocação, a média entre os
pontos utilizada na definição do centro e também suas
coordenadas no plano.
5.1 Processamento x Segundo
No primeiro experimento apresentado nas Figuras 2,3
e 4, foi executado o K-means com o eixo Y contando os
segundos e o eixo X com os dados de processamento,
dividindo tudo em 3 clusters de classificação. O resultado
não foi satisfatório, porque o K-means não conseguiu se
adequar a forma com que os dados estavam dispostos.
Nesse caso, o eixo com os dados chamados de segundos
estavam em uma disposição linear, não se encaixando
na proposta que o algoritmo de ML precisa.
5.2 Processamento x Memória
Com o resultado alcançado no primeiro experimento, foi
realizado uma análise de métricas que poderiam ser apli-
cadas para detectar a performance do banco de dados.
Como a métrica de tempo é algo linear, não poderia ser
6
Especialização em Data Science e Big Data · UFPR dsbd.leg.ufpr.br
Figura 2: Dados de tempo e processamento no servidor
NUMA
Figura 3: A matriz monstra a qual cluster cada dado foi
alocado.
utilizada para o treino do algoritmo de ML. Com isso, a
métrica definida foi processamento por taxa de transfe-
rência de memória. Além disso, foi alterado as colunas
utilizadas para o experimento, ao invés de utilizar a taxa
de processamento e taxa de memória separados por nó
(NUMA 0, 1, 2 e 3), foi feita a somatória de todos os
nós em cada métrica utilizada (total de uso de processa-
mento e taxa de transferência de memória), resultando
em duas colunas com os totais. Neste experimento os
eixos foram alterados para total de uso de memória e
total de uso de processamento (4 nós juntos). Além disso,
foi aplicado uma divisão de 3 clusters aos dados, os pon-
tos pretos maiores no centro de cada cluster são seus
respectivos centroides.
Com esse ajuste nos dados podemos observas nas Fi-
guras 5, 6 e 7, temos no eixo Y a taxa de transferência
da memória e no eixo X o uso de processamento. Utili-
zando o K-means com classificação de 3 clusters nos da-
dos ajustados, o comportamento do algoritmo melhorou,
os dados não estão mais de forma linear e a classifica-
ção foi efetuada com êxito. Porém, há uma margem de
erro na classificação, o número definido de clusters não
foi satisfatório, pois com apenas 3 clusters o intuito de
classificação por baixo uso de máquina, médio uso e
alto uso não foram satisfeitos. Como pode-se observar
na Figura 5 os clusters foram corretamente separados,
porém, o insight que temos observando este resultado
é que o cluster amarelo (alto uso) não necessariamente
representa um alto uso, porque ele tem pontos com pro-
cessamento e memória com médio uso também. Desta
forma, a classificação não foi feita corretamente e foi ne-
Figura 4: Coordenadas dos centroides de cada cluster
encontrado com os dados de processamento.
cessário aumentar o número de clusters para alcançar o
resultado esperado do modelo.
Figura 5: Dados totais dos nós NUMA por processa-
mento e taxa de uso de memória com 3 clusters.
Figura 6: A matriz monstra a qual cluster cada dado foi
alocado.
Após uma segunda rodada de experimentos com inú-
meros clusters (utilizando progressivamente os clusters
de 3 até o número ideal), foi obtido o número ideal de
clusters para a classificação, totalizando 10 clusters. Com
essa quantidade de clusters foi possível classificar o uso
da máquina de forma mais assertiva, conforme a Fi-
gura 8. Para conseguir mudar o número de clusters foi
necessário apenas passar como parâmetro a quantidade
de clusters no cálculo do K-means, a lógica de aplicação
desse parâmetro pode variar de acordo com o código
utilizado para o experimento. Neste caso, simplesmente
foi passado para uma variável, por exemplo, cluster = 10
(número de clusters) e posteriormente foi utilizada essa
variável como parâmetro na hora de aplicar o algoritmo
aos dados.
5.3 Tempo de atualização das informações
Ao analisarmos os resultados dos experimentos, compro-
vamos que o o resultado do modelo ajudará na redução
da latência de informações. Através dos resultados é
possível classificar o estado do servidor. Com isso, um
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Figura 7: Coordenadas dos centroides de cada cluster
encontrado.
Figura 8: Dados totais dos nós NUMA por processa-
mento e taxa de uso de memória com 10 clusters.
processo de ETL que poderia ser desencadeado apenas
em horários extraordinários, como fora do expediente
de trabalho, pode ser alocado em janelas menores de
tempo durante o dia, observando o estado do servidor
indicado no modelo.
Com a detecção de uso de recursos computacionais do
servidor, utilizando o modelo pode-se definir e agendar
o processo de ETL durante o dia, não precisando esperar
o fim do expediente. Deste modo, é possível melhorar a
latência dos dados de 1 dia para algo em torno de algu-
mas horas dependendo do estado do servidor apontado
pelo modelo.
6 Conclusão
Utilizando o K-means é possível detectar o comporta-
mento do uso de recursos computacionais no servidor
em que o banco de dados está alocado e classificá-lo cor-
retamente. Entretanto, é necessário um maior número
de clusters. Com uma pequena quantidade de clusters
não é possível uma classificação correta.
Com a definição de 3 clusters o cenário de pouco pro-
cessamento e muito uso de RAM acabou ficando como
“Alto uso da máquina”, conforme a Figura 5 e essa in-
formação não é verídica. Por outro lado, com o uso de
10 clusters o cenário de pouco processamento e muito
uso de memória ficou em um cluster separado e pode
ser rotulado como um “Médio uso da máquina” junto a
outros clusters com o um cenário correspondente como
na Figura 8. Sendo assim, obtemos mais de um clus-
ter para cada situação, abrangendo melhor e com mais
assertividade o estado da máquina em que o banco de
dados está alocado.
Figura 9: A matriz monstra a qual cluster cada dado foi
alocado.
Figura 10: Coordenadas dos centroides de cada cluster
encontrado.
Dessa maneira, concluímos que o K-means atende a
proposta da resolução desse problema. O algoritmo con-
segue dividir em clusters e classificar os dados de acordo
com a necessidade apresentada. A partir dessa classifi-
cação e treinamento, torna-se possível criar um pipeline
de dados onde essa “verificação” torna-se um “step” an-
tes de iniciar um processo. Por exemplo, utilizando o
Apache Airflow [13] como regente de processos de ETL,
podemos encaixar o algoritmo do K-means como um pro-
cesso de verificação antes de iniciar o ETL propriamente
dito. Com isso, pode-se desencadear uma ramificação
de processos de acordo com o resultado do algoritmo de
ML, tornando assim o ETL mais adaptável e inteligente
de acordo com o estado em que a máquina se encontra
no momento.
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