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Additive combinatorics is largely concerned with the additive structure 1 of sets. To clarify what we mean by "additive structure", let us introduce the following definitions.
xii Prologue x ∈ Z in the usual manner: thus 3x = x + x + x, −2x = −x − x, etc. An additive set is a pair (A, Z ), where Z is an additive group, and A is a finite non-empty subset of Z . We often abbreviate an additive set (A, Z ) simply as A, and refer to Z as the ambient group of the additive set. If A, B are additive sets in Z , we define the sum set
Also, we define the iterated sumset k A for k ∈ Z + by
We caution that the sumset k A is usually distinct from the dilation k · A of A, defined by
For us, typical examples of additive groups Z will be the integers Z, a cyclic group Z N , a Euclidean space R n , or a finite field geometry F n p . As the notation suggests, we will eventually be viewing additive sets as "intrinsic" objects, which can be embedded inside any number of different ambient groups; this is somewhat similar to how a manifold can be thought of intrinsically, or alternatively can be embedded into an ambient space. To make these ideas rigorous we will need to develop the theory of Freiman homomorphisms, but we will defer this to Section 5.3.
Additive sets may have a large or small amount of additive structure. A good example of a set with little additive structure would be a randomly chosen subset A of a finite additive group Z with some fixed cardinality. At the other extreme, examples of sets with very strong additive structure would include arithmetic progressions
where a, r ∈ Z and N ∈ Z + ; or d-dimensional generalized arithmetic progressions
or the subset sums F S(A) := { a∈B a : B ⊆ A} of a finite set A. A fundamental task in this subject is to give some quantitative measures of additive structure in a set, and then investigate to what extent these measures are equivalent to each other. For example, one could try to quantify each of the following informal statements as being some version of the assertion "A has additive structure": r A + A is small; r A − A is small; r A − A can be covered by a small number of translates of A; r k A is small for any fixed k; r there are many quadruples (a 1 , a 2 , a 3 , a 4 ) ∈ A × A × A × A such that a 1 + a 2 = a 3 + a 4 ; r there are many quadruples (a 1 , a 2 , a 3 , a 4 ) ∈ A × A × A × A such that a 1 − a 2 = a 3 − a 4 ; r the convolution 1 A * 1 A is highly concentrated; r the subset sums F S(A) := { a∈B a : B ⊆ A} have high multiplicity; r the Fourier transform 1 A is highly concentrated; r the Fourier transform 1 A is highly concentrated in a cube; r A has a large intersection with a generalized arithmetic progression, of size comparable to A; r A is contained in a generalized arithmetic progression, of size comparable to A; r A (or perhaps A − A, or 2A − 2A) contains a large generalized arithmetic progression.
The reader is invited to investigate to what extent these informal statements are true for sets such as progressions and cubes, and false for sets such as random sets. As it turns out, once one makes the above assertions more quantitative, there are a number of deep and important equivalences between them; indeed, to oversimplify tremendously, all of the above criteria for additive structure are "essentially" equivalent. There is also a similar heuristic to quantify what it would mean for two additive sets A, B of comparable size to have a large amount of "shared additive structure" (e.g. A and B are progressions with the same step size v); we invite the reader to devise analogs of the above criteria to capture this concept.
Making the above heuristics precise and rigorous will require some work, and in fact will occupy large parts of Chapters 2, 3, 4, 5, 6. In deriving these basic tools of the field, we shall need to develop and combine techniques from elementary combinatorics, additive geometry, harmonic analysis, and graph theory; many of these methods are of independent interest in their own right, and so we have devoted some space to treating them in detail.
Of course, a "typical" additive set will most likely behave like a random additive set, which one expects to have very little additive structure. Nevertheless, it is a deep and surprising fact that as long as an additive set is dense enough in its ambient group, it will always have some level of additive structure. The most famous example of this principle is Szemerédi's theorem, which asserts that every subset of the integers of positive upper density will contain arbitrarily long arithmetic progressions; we shall devote all of Chapter 11 to this beautiful and important theorem. A variant of this fact is the very recent Green-Tao theorem, which asserts that every subset of the prime numbers of positive upper relative density also contains arbitrarily long arithmetic progressions; in particular, the primes themselves have this property. If one starts with an even sparser set A than the primes, then it is not yet known whether A will necessarily contain long progressions; however, if one forms sum sets such as A + A, A + A + A, 2A − 2A, F S(A) then these sets contain extraordinarily long arithmetic progressions (see in particular Section 4.7 and Chapter 12). This basic principle -that sumsets have much more additive structure than general sets -is closely connected to the equivalences between the various types of additive structure mentioned previously; indeed results of the former type can be used to deduce results of the latter type, and conversely. We now describe some other topics covered in this text. In Chapter 1 we recall the simple yet powerful probabilistic method, which is very useful in additive combinatorics for constructing sets with certain desirable properties (e.g. thin additive bases of the integers), and provides an important conceptual framework that complements more classical deterministic approaches to such constructions. In Chapter 6 we present some ways in which graph theory interacts with additive combinatorics, for instance in the theory of sum-free sets, or via Ramsey theory. Graph theory is also decisive in establishing two important results in the theory of sum sets, the Balog-Szemerédi-Gowers theorem and the Plünnecke inequalities. Two other important tools from graph theory, namely the crossing number inequality and the Szemerédi regularity lemma, will also be covered in Chapter 8 and Sections 10.6, 11.6 respectively. In Chapter 7 we view sum sets from the perspective of random walks, and give some classical and recent results concerning the distribution of these sum sets, and in particular recent applications to random matrices. Last, but not least, in Chapter 9 we describe some algebraic methods, notably the combinatorial Nullstellensatz and Chevalley-Waring type methods, which have led to several deep arithmetical results (often with very sharp bounds) not obtainable by other means. xvi Prologue R + := {x ∈ R : x > 0}, the non-negative reals R ≥0 := {x ∈ R : x ≥ 0}, and the complex numbers C, as well as the circle group R/Z := {x + Z : x ∈ R}. For any natural number N ∈ N, we use Z N := Z/N Z to denote the cyclic group of order N , and use n → n mod N to denote the canonical projection from Z to Z N . If q is a prime power, we use F q to denote the finite field of order q (see Section 9.4). In particular if p is a prime then F p is identifiable with Z p .
If x is a real number, we use x to denote the greatest integer less than or equal to x.
Landau asymptotic notation
Let n be a positive variable (usually taking values on N, Z + , R ≥0 , or R + , and often assumed to be large) and let f (n) and g(n) be real-valued functions of n.
means that f is non-negative, and there is a positive constant C such that |g(n)| ≤ C f (n) for all n. r g(n) = ( f (n)) means that f, g are non-negative, and there is a positive constant c such that g(n) ≥ c f (n) for all sufficiently large n. r g(n) = ( f (n)) means that f, g are non-negative and both g(n) = O( f (n)) and g(n) = ( f (n)) hold; that is, there are positive constants c and C such that c f (n) ≥ g(n) ≥ C f (n) for all n. r g(n) = o n→∞ ( f (n)) means that f is non-negative and g(n) = O(a(n) f (n)) for some a(n) which tends to zero as n → ∞; if f is strictly positive, this is equivalent to lim n→∞ g(n)/ f (n) = 0. r g(n) = ω n→∞ ( f (n)) means that f, g are non-negative and f (n) = o n→∞ (g(n)).
In most cases the asymptotic variable n will be clear from context, and we shall simply write o n→∞ ( f (n)) as o( f (n)), and similarly write ω n→∞ ( f (n)) as ω( f (n)). In some cases the constants c,C and the decaying function a(n) will depend on some other parameters, in which case we indicate this by subscripts. Thus for
for some a k (n) which tends to zero as n → ∞ for each fixed k.
The notation g(n) =Õ( f (n)) has been used widely in the combinatorics and theoretical computer science community in recent years; g(n) =Õ( f (n)) means that there is a constant c such that g(n) ≤ f (n) log c n for all sufficiently large n. We can define, in a similar manner,˜ and˜ , though this notation will only be used occasionally here. Here and throughout the rest of the book, log shall denote the natural logarithm unless specified by subscripts, thus log x y = 
Progressions
We have already encountered the concept of a generalized arithmetic progression. We now make this concept more precise. 
Other notation
There are a number of other definitions that we shall introduce at appropriate junctures and which will be used in more than one chapter of the book. These include the probabilistic notation (such as E(), P(), I(), Var(), Cov()) that we introduce
