Abstract-This paper shows an effective method for video upscaling or super resolution (SR) without using an explicit motion estimation step. Exploiting the Non-Local Means (NLM) algorithm in order to bypass motion estimation, which is often complicated, our method proposes some modifications to ensure a good compromise between noise cancelling and detail preservation. A detailed consideration of the NLM algorithm is carried out to propose an efficient distance computation and the best neighbors for the reconstruction of each SR pixel. Moreover, efficient segmentation algorithms are also considered to build a novel upscaling framework that is adapted to spatial contrast. The satisfying results with real videos illustrated the advantages of upscaling without motion estimation compared to motion estimation-based upscaling, as well as the role of segmentation in video super resolution.
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Introduction
S UPER resolution (SR) images/videos are of great interest for high-definition display devices. Super resolution also helps to visualize in enhanced quality salient objects or regions of interest in videos. Thanks to its flexibility, upscaling by super resolution techniques is often preferred to hardware solution in order to obtain higher resolution images [1, 2] . The SR problem is formulated as a degradation model that presents different steps to generate a low resolution (LR) image sequence or video from an original SR scene. These steps include motion (warp matrices), blurring effect, downsampling, and noise [3] (Fig. 1 ). [5] showed promising results.
pscaling without motion estimation
Briefly, the NLM method functions as a weighted sum of neighboring pixels: it is like a low-pass filter. Yet, in super resolution it is highly important to provide a good compromise between two contradictory objectives: denoising and detail preservation. Usually, the NLM algorithm can be good at denoising at the expense of detail preservation, particularly in low contrast regions. In the present paper we will reconsider the NLM method in detail in order to build a new SR method that is capable of ensuring the two above contradictory goals. Concretely, we will differentiate uniform from non-uniform regions through segmentation, and then based on this step an adaptive super resolution reconstruction is carried out.
The contribution of our work is summarized as follows: -Analyzing in detail the NLM-based super resolution and the influence of weights computation, -Deriving an efficient distance computation for NLM, -Proposing low complexity segmentation methods, based on local contrast, to improve SR performance, -Proposing adaptive video upscaling depending on local contrast and the number of used neighbors. The remaining of the paper is organized as follows. Section 2 investigates the NLM algorithm in the context of super resolution. Section 3 proposes the new SR framework adapted to spatial contrast. Experiments will be carried out in section 4. Finally, section 5 summaries the paper. frames to be registered. Translational and/or rotational motions, which are widely considered [1] [2] [3] , can be estimated with high accuracy. However, complex motion is much harder to be exactly computed. Yet, inaccurate motion vectors can greatly degrade super-resolved frames, which can have quality even worse than the low resolution frames. In order to bypass the complicated motion estimation step, the Non-Local Means (NLM) algorithm [4] has recently been considered as a good candidate for super resolution without motion estimation. The work in [5] showed promising results.
The contribution of our work is summarized as follows:
• Analyzing in detail the NLM-based super resolution and the influence of weights computation,
•
Deriving an efficient distance computation for NLM,
Proposing low complexity segmentation methods, based on local contrast, to improve SR performance,
Proposing adaptive video upscaling depending on local contrast and the number of used neighbors. ISSN 
1859-1531
The remaining of the paper is organized as follows. Section 2 investigates the NLM algorithm in the context of super resolution. Section 3 proposes the new SR framework adapted to spatial contrast. Experiments will be carried out in section 4. Finally, section 5 summaries the paper.
Non-Local Means and Super Resolution without
Motion Estimation
Non-Local Means for super resolution
The NLM-based SR problem is considered under the view of an optimization problem [5] . Indeed, a superresolved image or frame X can be obtained from a low resolution sequence {Y t } t=1..K by minimizing a penalty function:
D denotes the down-sampling operator, and H the blurring operator. The indices i, j, (x, y) represent the positions (pixel values, respectively) of the corresponding pixels in the images X and Y t . ω X consists of all pixels in the frame X, ω i is the set of LR neighbors of pixel i. (DHX) i represents pixel i in the frame X after the blurring and down-sampling steps. w ij represents the similarity between pixel i in a SR frame and pixel j in a LR frame. R(X) is a regularization term that applies some constraint to the image X and is controlled by a positive constant λ. As in [5] , minimizing the penalty term in Eq. 1 to solve the super resolution frame X leads to dividing the SR problem to two steps. The first one the fusion step focuses on assembling a high resolution image from several low resolution frames. The second one the deblurring step helps to deblur the fused image. This paper will focus on the fusion step where our improvements are made. The deblurring step will be simply used from some well-known method to complete the super resolution framework [6, 7] . Thus, by minimizing the first term in Eq. 1, we can derive the pixel value x i in the SR frame X as follows:
The weights w ij depends on distances d ij as:
Efficient distance computation
Distance computation consumes the most processing time in the NLM method. It is therefore important to devise an efficient way for this computation. The distance between two pixels i and j (in fact, two corresponding patches) is effectuated as:
where P i , P j is the patch of N P = (2R P + 1) 2 pixels around pixels i, j respectively.
The above distance is rewritten as follows:
For each pixel x i the term
can be computed beforehand. Since the term
is computed for each pixel y j in the search area Ω i , its values for all pixels y j in Ω i can be determined by convolving Ω i with a mask with all 1s and with size N P = (2R P + 1)
2 . Still, as this mask is separable, the convolution is therefore implemented with two 1D vectors, which improves computational efficiency. Similarly, the last term in the right hand-side of Eq. 5 can be evaluated by correlation between the search area Ω i and the patch P i .
The influence of the standard deviation
The weighted sum (Eq. 2) constitutes a spatially variant low-pass filter, whose cut-off frequency is determined by the parameter σ w through the weights w ij . Larger σ w corresponds to lower cut-off frequency. A large σ w leads to better denoising at the risk of over-smoothing. In an image, detail zones often require careful consideration to avoid information loss [8] . The detail zones can be divided into two categories: low contrast and high contrast. In [9] , the authors showed that the impact of σ w is much more important in low contrast region than in high contrast region. In fact, in low contrast regions the distances between the SR pixel in question and its LR neighbors are quite close and have small values. Consequently, a small change in σ w can cause an important change in the weights distribution and, therefore, the reconstructed SR pixel value (see the second row in Fig. 2) . On the contrary, in the high contrast zone, as the distances are much more spread out, the influence of σ w is less important.
Segmentation-Based Video Upscaling
The above analysis leads to an intuition that we can improve the quality of the NLM SR algorithm by segmenting an image into uniform and non-uniform regions (containing details) and upscale them differently.
Segmentation Methods
Variance-based segmentation
We propose to determine the uniformity of a pixel based on its local contrast or intensity variation. As an additive white Gaussian noise (AWGN) model is used, a LR frame Y (any frame in the sequence {Y t } t=1..K ) can be represented as:
where Z is a down-sampled blurred version of the corresponding SR frame (before noise adding), and η , , l with # ∈ Ω | 1. Hence, can be considered as the ascending order of . is the number of neighbors that are used for the reconstruction of a SR pixel. The proposed function preserves the different contribution of neighboring pixels to the SR pixel value and, at the same time, effectuates a nonlinear combination to reduce the over-smoothing artifact.
It is worth noting that the introducing of an extra parameter can make the SR image less sensitive to the standard deviation. Fig. 2 illustrates this effect: given a predefined , when slightly increases, detail is rapidly lost with the original NLM method (second row); meanwhile, detail is better preserved using Eq. 11 (third row).
Certainly, if we change -while keeping constant -, we can observe similar effects about detail preservation and denoising ability. When increasing , we can enhance denoising ability at the expense of detail preservation. Conversely, decreasing produces better detail preservation. In general, and can vary from one pixel (or frame) to another pixel (or frame). However, in the present work these two parameters will be fixed for a given video sequence (section 4).
Thus, upscaling a frame based on segmentation can be carried out as follows. In uniform regions we use all neighbors to reconstruct a SR pixel value; meanwhile in non-uniform regions, a small number of neighbors are selected. In the presence of noise must be chosen in such a way that it can simultaneously satisfy noise is Gaussian noise. Since the noise is independent to the frame, the variance of the noisy image Y is:
In ideally uniform regions Var(Z) is zero and, hence, Var(Y ) will be equal to the variance of noise, which is considered constant. In non-uniform regions, Var(Y ) will be greater than Var(η). Consequently, by estimating noise variance we can differentiate non-uniform regions from uniform ones. The local variance of the LR frame Y is then estimated as follows:
where C Y,j denotes the local variance at pixel j. y l is the pixel value at pixel l in the neighborhood χ j of pixel j. N v is the number of neighboring pixels, y the average pixel value. C Y,j is segmented by a threshold T to create a uniformity map. This threshold is chosen as T = γ.min j C Y,j ; γ is empirically set to 4 in our experiment.
Harris operator-based segmentation
We also used a second segmentation algorithm based on image derivatives, in particular the Harris detector. The main idea of this method is to exploit the characteristic of edges or corners to determine non-uniform regions. Such basic objects are found through a covariance matrix:
where . k computes the mean value in block k; I H and I V are the horizontal and vertical derivatives, respectively, of the image. The absolute Harris value of this block is defined as
This value is then compared to a threshold to determine whether the block is uniform. The parameter is empirically set to 0.06. More detail about this detector can be found in [9] . Based on the Harris value, a uniformity map can be derived as in section 3.1.1.
Adaptive super resolution reconstruction
As the original NLM algorithm in [5] does not work well with low contrast images, we propose to use the following discontinuous weighting function as in [9] :
Hence, S(d ij ) can be considered as the ascending order of d ij . N T h is the number of neighbors that are used for the reconstruction of a SR pixel. The proposed function preserves the different contribution of neighboring pixels to the SR pixel value and, at the same time, effectuates a non-linear combination to reduce the over-smoothing artifact.
It is worth noting that the introducing of an extra parameter N T h can make the SR image less sensitive to the standard deviation. Fig. 2 illustrates this effect: given a predefined N T h , when σ w slightly increases, detail is rapidly lost with the original NLM method (second row); meanwhile, detail is better preserved using Eq. 11 (third row).
Certainly, if we change N T h while keeping σ w constant , we can observe similar effects about detail preservation and denoising ability. When increasing N T h , we can enhance denoising ability at the expense of detail preservation. Conversely, decreasing N T h produces better detail preservation. In general, N T h and σ w can vary from one pixel (or frame) to another pixel (or frame). However, in the present work these two parameters will be fixed for a given video sequence (section 4).
Thus, upscaling a frame based on segmentation can be carried out as follows. In uniform regions we use all neighbors to reconstruct a SR pixel value; meanwhile in non-uniform regions, a small number N T h of neighbors are selected. In the presence of noise N T h must be chosen in such a way that it can simultaneously satisfy noise cancelling (N T h large) and detail preservation (N T h small). In our experiment, N T h is chosen empirically (see section 4 for more detail.)
To reconstruct the final SR image, we combine super resolution effectuated in uniform regions and nonuniform regions. For a SR pixel in the transition zones that are around the frontiers between these two types of region, we carry out a linear combination of two SR pixels obtained from the two above methods at this position as in [9] .
Video upscaling
A super resolution video can be reconstructed from a low resolution video by applying the above method for each frame. Given a frame, a sequence of K frames that are neighbors of this frame are used for its super resolution. It is worth noting that the method requires the comparison between patches in a SR frame to be reconstructed and those in LR frames; yet we have only LR images. The solution is to initialize each SR frame from the corresponding LR frame using a simple method. This initial SR version of the frame in question is then used in the above framework to obtain its final SR result.
Experiment
We now upscale real sequences or videos using the proposed method. The chosen test videos are the popular Foreman and Miss America sequences. The process to generate a LR frame sequence is as follows. Each frame of the original sequence is blurred by a PSF (Point Spread Function) that is an average function of 3 × 3 pixels. Each resulting frame is then down-sampled by factor 3 and is then added to additive white Gaussian noise of std 5 in order to generate the LR sequence. All 30 frames of the LR sequence (K=30 frames) are used to upscale each frame. For the Miss America sequence, the parameters are: σ w = 6, patch size 9 × 9, search area 9×9, N T h = 9×K. As stated above, the deblurring step was carried out using blind deconvolution. A similar procedure is applied to the Foreman video.
We tested two segmentation algorithms proposed in section 3.1. The experiments showed that these two algorithms provided similar results. Fig. 3 illustrates the results of the proposed model using Harris operatorbased segmentation and compares them to the NLM method [5] , Shift-and-Add [2] , as well as the Lanczos interpolation [10] ; the latter uses only one frame for upscaling. It is important to note that in reality we do not know original SR frames.
As it can be seen, the SR frame provided by Lanczos is quite noisy, and even likely to amplify noise. Shiftand-Add shows results even worse than the corresponding LR frames. The reason is that in these videos the motion is complex and hence cannot be well estimated by Shift-and-Add, which works only with translational motion. Meanwhile the NLM method and proposed method give smoother SR images. However, when considering these images in detail we can see the difference between them: the proposed method preserved detail more faithfully than the NLM method (Fig. 3) . The results for more frames can be seen in Fig. 4 .
Quantitative evaluation is summarized in Table 1 . Besides the classic PSNR criterion, SSIM constitutes a more perceptual evaluation. The SSIM value is between -1 and 1; the value 1 corresponds to two identical images. Each criterion value is averaged over all frames of a sequence. In both criteria, the results are consistently improved from Lanczos to NLM and to the proposed method, although the difference between NLM and the proposed method is not very important. This highlights the difficulty of proposing a criterion that is able to model human visual perception properly. The Shift-andAdd, which showed bad visual results, was not used for quantitative evaluation. Table 1 also presents the results with and without deblurring: deblurring may increase or decrease these criteria although the difference is little. These quantitative results confirm the very similar performance of the Harris operator-based segmentation and the variance-based segmentation, which was already observed visually.
In summary, upscaling algorithms based on motion estimation like Shift-and-Add would encounter much difficulty dealing with complex motion. Omitting motion estimation as in the NLM method can improve the upscaling quality. However, in case of strongly noisy videos and with NLM, the denoising objective is achieved at the expense of detail preservation. This problem can be solved with the proposed method by means of using a limited number of neighbors depending on spatial contrast.
Conclusions
In this paper we presented a new effective NLM-based method for video upscaling. The proposed method consists in limiting the number of neighbors and segmenting a frame into uniform and non-uniform regions. The results of this method showed its ability to satisfy both contradictory objectives of the super resolution problem: denoising and detail preservation, and with highly noisy videos. The proposed upscaling method would be used to enhance the visual quality of regions of interest in low resolution and noisy videos. In this case, it could help to improve recognition performance in some video-based applications, for example fish behavior recognition to assess water quality.
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We tested two segmentation algorithms proposed in section 3.1. The experiments showed that these two algorithms provided similar results. Fig. 3 illustrates the results of the proposed model using Harris operator-based segmentation and compares them to the NLM method [5] , Shift-and-Add [2] , as well as the Lanczos interpolation [10] ; the latter uses only one frame for upscaling. It is important to note that in reality we do not know original SR frames.
As it can be seen, the SR frame provided by Lanczos is quite noisy, and even likely to amplify noise. Shift-and-Add shows results even worse than the corresponding LR frames. The reason is that in these videos the motion is complex and deblurring may increase or decrease these criteria although the difference is little. These quantitative results confirm the very similar performance of the Harris operator-based segmentation and the variance-based segmentation, which was already observed visually.
In summary, upscaling algorithms based on motion estimation like Shift-and-Add would encounter much difficulty dealing with complex motion. Omitting motion estimation as in the NLM method can improve the upscaling quality. However, in case of strongly noisy videos and with NLM, the denoising objective is achieved at the expense of detail preservation. This problem can be solved with the proposed method by means of using a limited number of neighbors depending on spatial contrast. Fig. 4 . Left to right: frames 3-5-7-9-11 of Foreman. The first row shows noisy LR frames, the second row shows our method's SR frames. 
CONCLUSIONS
