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I N T R O D U Ç ~ O 
Apresentaremos em nosso trabalho, a distri -
buição exata do critério sugerido por Bartlet (1937), para testar 
a hipótese de que várias distribuições normais multivariadas e in-
dependentes, são idênticas. O critério utilizado é uma modificação 
do critério de razão de verossimilhança apresentado por Wilks (1932). 
O problema de testar a hipótese acima menci2 
nada, pode ser encontrado detalhadamente no livro de Anderson (1958), 
que discute os testes de razão de verossimilhança ou adaptações de~ 
tes, apresentando os momentos do critério e expansões assintóticas 
da distribuição deste critério. O nosso propósito neste trabalho é 
encontrar a distribuição exata do mesmo. 
Além do livro de Anderson (1958), podem ser 
encontradas pesquisas mais recentes sobre Análise Multivariada, CQ_ 
mo nos livros de Johnson e Kotz (1972), Rao (1972) e Subrahmaniam 
(1973). 
Iniciaremos o nosso trabalho, apresentando a 
função densidade de Probabilidade e função distribuição acumulada 
do critério sugerido por Bartlet (1937), em termos das funções G-
Meijer e H, e posteriormente em forma computável. 
Para a obtenção da função densidade de prob~ 
bilidade do critério nos utilizarerros da Transformada Inversa de 
Mellin, e para a resolução das integrais que aparecem nestas trans 
formadas aplicaremos a teoria dos resíduos. 
os' resultados serão obtidos com a .qjuda de àl-
gumas propriedades das funções gama, psi e zeta generalizada. 
As definições e resultados_necessários da 
teoria de Variáveis Complexas, não serão apresentados aqui, pelo 
fato de que esta teoria poderá ser encontrada exaustivamente em 
muitos livros de Variáveis Complexas, dentre os quais nos utiliza 
mos do Kaplan (1915) 
Consideraremos que as amostras de distribui 
çoes normais multivariadas são de mesmo tamanho, e o caso em que 
o número de variáveis é maior ou iguàl ao número de populações 
normais. 
O caso particular em que o número de variá-
veis é menor do que o número de populações, foi desenvolvido por 
Mathai (1970). 
Para o caso univariado, Jain, Rathie e Shah 
(1975), determinaram a distribuição exata do critério de razão de 
verossimilhança, para testar a igualdade de várias distribuições nor 
rrais univariadas, dada por Neyman e Pearson (1931). 
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1 - TESTE DE HIPOTESE E MOMENTOS. 
Consideremos um conjunto de g: populações normais E. -va 
riadas e independentes, com matriz de covariância E1 , E2 , ••• , Eq e 
vetores médias .J:!. 1 , .J:!. 2 , ••• , .l!q· 
Seja (i = 1, 2 , ••• , N g) , g=l,2, ... ,q uma ob 
servaçao da g-ésima população normal N(.!:!.g , Eg). 
Desejamos testar a hipótese de que estas g: popula 
çoes normais E-variadas e independentes, são idênticas,isto é,te~ 
tar a hipótese: 
(1.1) = ~ , E1 = E2 = 
-'-q = 
Bartlet (1937), sugeriu o critério V, para testares 
ta hipótese, o qual é urna modificação do critério de razão de ve -
rossimilhança para testar H, dado por Wilks (1932). Para maiores 
detalhes sobre este critério ver Anderson (1958), p. 247-251. 
O critério V é dado por: 
q ..!.n 
2 g 
I! IA I (1.2) v = s=1 9 
lEI ..!.n 2 
Onde: 











n= In = N-q g 
g=l 
q 
N = I N g 
g=l 
q N 







B '\. W ( l: , n) : B tem distribuição de Wishart p-variada p 
central com parâmetros n e l: 
N 
A = ~ g (xi 



















i X ) (X - X )' 












g=l,2, ..• ,q 
g-ésima amostra e = a X., 
J~ 
= valor observado da variável j sobre o i-ésimo elemento 
da g-ésima amostra. 
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Wilks (1932) demonstrou pela primeira vez, o teorema 
que dá o h-ésimo momento do critério de razão de verossimilhança, 
sob a hipótese de que H é verdadeira, e através do qual podemos 
achar o h-és imo momento 
p q 
( 1.12) E(Vh) = TI TI 
i=l q=l 
de V, como: {Anderson (1958), p. 253 (5)} 
r{(n +h n +1-i)/2} 




2/n' 2- A DENSIDADE DE V E~ TERMOS DE FUNÇAO G-MEIJER E FUN-
ÇAO-H. 
Acharemos a função densidade de v21n', em lugar da 
função densidade de V, pelo fato de que a primeira é obtida 
mais facilmente, e através de uma simples transformação podemos ob 
ter a segunda. 
Considerando o caso especial em que: 
q 
(2. 1) = n = n' g =?I g=l 
o h-ésimo momento de v, dado em (1.12) fica igual a: 
(2.2) 
seja 





_!:. __ { (n '+hn'+l-i~ 
q 
r {(n'+l-i)/2} 
• r {(n'q+q-i)/2} 1 
r {(n'q~hn'q+q-i)/2}1 
O<V<l 
Reescrevendo a expressao (2.2) de outra maneira, o.u 
E(v21n')h, e substituindo v 2/n'por W, temos: 








O< w < 1 
( 2. 4) c p,q = ~ [r i=l rq 
-s-
{ (n'q+q-i)/2} ] 
{(n'+l-i)/2} 
Para obter a função densidade de W, denotada por 
f(w), utilizaremos a definição de transformada inversa de Mellin, 
a qual pode ser encontrada no livro de Erdilyi, A. et al (1953),e 
e dada como: 
( 2. 5) 
temos: 
(2.6) 
f (w) = 1 
2 1T i 
I E(w"J .-h-ldh 
L 
onde L é um contorno prooriawente escolhido e i = 1-l. 
f (w) = 










Utilizando a definição da função-H, encontrada em 
Erdilyi (1953), Fox (1961), Braaksma (1964), dada por: 
p,q 
(a 1 ,ai), • • • I (ap,ap) 
J 
= 
Cb1 ,,B,Jl, .... f (bq,i3q) 




















Onde i= ~ p,q,m,n sao inteiros tais que 1 ~ m ~ q , 
• O ~ n ~ p, a. (j=l, ... ,p), 13. (j=l, ... ,q) J J 
- -sao numeres positivos e 
a. (j=l, ... ,p), b. (j=l, ... ,q) são números complexos, tais que, 
J J 
( 2. 8) 
j=l, .•• ,n. 
L e um contorno separando os pontos: 
(2. 9) -s j=l, ... ,m; v= 0,1, ... 
e 
-s = (a.-1-v)/ a., 
J J 
j=l, ... ,n; v= 0,1, .•. 
Uma condição de existência da função-H, é que ela 
existe para cada z;'!O se 11 > O onde, 
q p 
(2.10) ll = L 13j L a. j=l j=l J 
e para 0< lz I< -1 13 ' se jl=O onde 
-7-
p Clj q -s. J 
(2.11) s = li Cl. 11 13j j=1 J j=l 
[Mathai/Saxena (1973), p. 18~ 
Urna discussão mais detalhada de ( 2. 7) pode ser encon 
trada em Braaksrna(l964). 
( 2. 12) 
Ternos: 




H p,pq w 




) , 1) ; i=l,2, ... ,p; 
repetido 
· q vezes. 
o < w < 1 
Aplicando a fórmula de multiplicação de Gauss-Legre~ 
de, que e dada por: 
(2.13) r(mz) = (211) 
em ( 2. 3) ternos.: 
1-rn 



















li r { (n'+l-i/q) /2+j/q+h} 
j=O 






n'q+q-i _ _!_ 
2 2 q 
Podemos reescrever f(w) dado em (2.6), utilizando o 
resultado (2.14), obtendo: 
p 
-1 1 li q (2.16) f(w) =C' w i=l r p,q 21Ti p q-1 
{(n'+l-i)/2+h} 
li li r {(n'+l-i/q)/2+j/q+h} 
i=l j=O 
L 
Esta densidade pode ser escrita em termos de função-G 

















































;i=l,=, .... ,p; 
j=O,l, ... ,q-1 
n'+l-i; i=l,2, ... ,p;repet! 
2 do q vezes. 
Em geral a função-G nao pode ser escrita em termos de 
funções especiais elementares, mas para alguns valores de p e q 
isto é possível, por exemplo; para p=1 e p=2 a função densidade 






f(w) = cÍ, 2 (4w)n'/2 
onde 
(2~) 112 . r(n'+l/2) 
n' 2 2 r (n '/2) 
e 
1 l-4w) • -1 w 
= l: (a)n (b)n zn, e função hiperge2 
n=O 
métrica de Gauss. 
A série acima é convergente para lzl < 1; c;"0,-1,-2, .•• , 
para os outros casos, ver o livro de Luke (1969). 
(a) n = r (a+n) 
r (a) 




Para p=2 e q=2 a função densidade (2.18) se reduz a: 












n' n'+l ] , 2 ' -2-n' 
, 2 















= c2,2 w 
-1 16 ,12 (2 1/2 n'-1 w ) 
3 li[ 
2Fl (1, 3 5 1 - 2w1/ 2 ) . 2 ; 2 
Onde: 
c2,2 
= (2Tr) r(n'+l/2) r(n') 
2n'-l/2 2 2 
n'+l/2, n' J 
n'-1, n'-1 
wl/2) 3/2 (1-2 
2 r (n' /2) r { (n'-1)/2} 
e 
2Fl definida em (2.22) 
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3- SIMPLIFICAÇÃO DE FUNÇÕES GAMAS EM E(Wh). 
Com a finalidade de colocarmos a função f (w) em forma 
computável, utilizaremos o teorema dos resíduos o qual estabelece 
que: 
"Se f(z) é uma função analítica em CuR, onde C é uma 
curva fechada e R a região limitada por C, exceto nos polos a, 
b,c, ... pertencentes a R, que possuem resíduos dados por Ra'~'Rc' 
•.•. Então: 
( 3 • 1 ) J L f ( z) dz = 21fi (R +R +R + ... ) 
.a -b c 
onde a integral é calculada no sentido anti-horário ao lon 
go de L. Para maiores detalhes ver Kaplan (1915). 
De acordo com este teorema e com (2.5), a densidade 
__ h -h-1 f(w) e a soma dos resíduos de E(w-) w , nos polos apresentados 
para o produto de funções gamas. A ordem destes polos varia para d! 
ferentes valores de p e q, por esta razão dividimos o nosso probl~ 
ma em quatro casos de acordo com esta variabilidade da ordem dos po-
los, tal como: 
Consideraremos neste trabalho que p,:: q, pois para o 
caso de p < q, que é obtido mais facilmente, foi desenvolvi do por 
Mathai ( 19 70) . 
Quando p < q, isto é, quando temos mais amostras de 
-13-
populações normais do que o número E de variáveis destas, fica fá 
cil estabelecer uma regra geral para a obtenção da ordem dos po 
los, o que não ocorre quando p ~ q. 
Devido a isto, foi necessário dividir o problema deg 
tro de cada um dos 4 casos apresentados em (3.2), da seguinte manei 
ra: 
( 3. 3) 1. q.:: p.:: 2q-l 
2. 2q-l<p_::3q-l 
3. 3q-l < p.:: 4q-l 
e assim sucessivamente. 
E como o desenvolvimento é análogo para todos os sub 
casos apresentados em (3.3), vamos encontrar a ordem dos palas e 
posteriormente a função densidade f(w), apenas para o subcaso núme 
ro 1. 
como: 
( 3. 4) 
( 3. 5) 
( 3. 6) 
A esperança E(wb) dada em (2.14) pode ser escrita 
p 




a =h+ - 2-
e ainda: 
q -h 




q q q q 
r (a) r (a-1/2) r (a-1) ••. r {a- (o-1)/2} 
p q-1 
TI TI r{a+l/2 + (2j-i)/(2q)} 
i=l j=O 
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Consideraremos a partir daqui, apenas o produto de 
gamas da função acima, que denotaremos por: 
( 3. 7) 
( 3. 8) 












q q q 
h r (a) r ( a-1/2) r ( a-1) E' (W ) = 
(3 (a) 
q 
r {a- (p-1) /2} 
Em primeiro lugar estudaremos quais os casos em que 
aparecem repetições de funções gamas no numerador e denominador de 
(3.9), e faremos isto através da expressão (2j-i)/(2q) de (3(a) da-
do em (3.8). 
A expressao (2j-i)/ (2q)assume os seguintes valores: 
(3.10) 2 ~~i <1 para · O 1 1 J= ' ' ••• ,q- i=l,2, ••• ,p 
ou seja: 
(3.11) 1, O,:..!._, -1,-3 , .... 2 2 2 
Para cada um desses valores assumidos, o número de 
funções gamas que aparecem no denominador f3(a) de (3.9) é difere~ 
te. Os resultados obtidos serão apresentados a seguir, nas tabelas 
-15-
I, II, III e IV. 
Através destas tabelas podemos notar a necessidade 
de considerarmos os subcasos apresentados em (3.3), para escre-ver-
mos a função E(wh) em forma computável. 
P_ela fórmula de E' (wh) àpresentada em (3. 9), utilizan 
do os resultados das tabelas I, II, III e IV,econsiderando S'(a) 
em lugar de S (a), :tal- como segue; 
(3.12) S'(a)= n rla+l/2+(2t-i)/(2ql} 
(i,t)e:A 
e 




a E' (Wh) será dada por: 






= {r (a) • rr 
j=O 
q p-1 r (a- +j l } 2 
q . -2 q-p/2 
r (a-7+j)· r (a-1/2)• 
S' (a) } 
29 SÜBCASO: p-Zmpa~ e q-Zmpa~ ; 
q-(p+l)/2 (p-3)/2 
E' (whJ ={f (a)· lT 
q -1 q-(p-1)/2 












39SUBCASO: p-palt e q-Impalt; q:;p:;Zq-1 
p/2-2 
q n-2 . 
r (a- --;t- +j) • 
q-p/2 
= {r (a) • TI 
j=O 
q-p/2 
r (a-1/2) • 




r (a- --;t- +jl} I {a (a-1/2) 13' (a)} 







r (a- --;t- +j) • 
q-(p-1)/2 (p-5) /2 q ~ r ( a-1/2) • · TI 
j=O 
r (a- 2 +j ) } I 
q/2-1 
{a (a-1/2)(p-1)/2 f3'(a)} 
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T A B E L A I 
-
. 
1 '! CASO: p-pa.Jt e q-pa.Jt 
' 
p ~ q. 
2j-i B ( a ) (gamas que aparecem RESTRIÇÕES 
no denominador) 
2q 
1 q/2 -1 g_ -1 9: -1 




r (a +1/2)=(a r (a-1/2) q.:: p.:: 2q -1 
o 
r 
q-1 (a +1/2)=(a -1/2)q-1 q-1 r (a-1/2) p > 2q-1 
-1 ..E..:SL +1 ( a ) q.:: p.:: 3q-1 
2 r 2 
rq ( a ) p > 3q-1 
-1 
r o (a-1/2) q.:: p.:: 2q-1 I 
e-2g_ +1 
r 2 ( a -1/2) 2q-1 < p.:: 4q-1 
rq ( a -1/2) p > 4q-1 
r o ( a -1) q.:: p.:: 3q-1 
-3 
2 e-3g: +1 3q-1 < p ,:: Sq-1 
r 2 ( a -1) 
rq (a-1) p > Sq-1 
-2 
r o ( a-3/2) q .:: p.:: 4q-1 
e-4g: +1 
r 2 ( a.-3/2) 4q-1 < p.:: 6q-1 
rq (a -3/2) p > 6q-1 
-18-
T A B E L A I I 
·-
2? f:ASO: p-.Lmpan e q-lmpalt, p~q 
2 j- i f3(a) (gamas que aparecem ' RESTRIÇÕES 
2q no denominador) 
1 
..SL1_ +1 ..SL1_ +1 _SLl_+l 2 
r 2 (a+1) 2 r 2 (a) = a 
~ ~~ 
r 2 (a+1/2) (a-1/2) 2 r 2 (a-1/2) q::: p.::: 2q-1 o = 
q-1 q-1 q-1 
r (a+1/2) = (a-1/2) r (a-1/2) p > 2q-1 
-1 ..E::_g_ +1 r 2 (a) q .::: p .:s 3q-1 2 
q 
r (a) p > 3q-1 
o 
r (a-1/2) q < p < 2q-1 
E-2g-1 
-1 2 +1 2q-1 < p.::: 4q-1 r (a-1/2) 
q 
r (a-1/2) p > 4q-1 
o 
r (a-1) q.::: p.::: 3q-1 
-3 
2 f>:-3g +1 
r 2 (a-1) 3q-1 < p.::; Sq-1 
q 
r (a-1) p > Sq-1 
o 
r (a-3/2) q.::: p.::: 4q-1 
12-4g-1 +1 
-2 r 2 (a-3/2) 4q-l < p.::: 6q-1 
q 
r (a-3/2) p > 6q-1 
-19-
T A B E L A I I I 
-
3'.? CASO: p-pa!t ~ p~q e q--<-mpa!t 
' 
2j-i (gamas que aparecem RESTRIÇÕES 2q f3 (a) no denominador) 
1 
...<.I::.l. + 1 ...<.I::.l. + 1 ...<.I::.l. + 1 2 
r 2 (a+1) 2 r 2 (a) = a 
p/2 p/2 p/2 
r (a+1/2)=(a-1/2) r (a-1/2) q .:s p .:s 2q-1 
o 
q-1 q-1 q-1 
r (a+1/2r=(a-1/2) r (a-1/2) p > 2q-1 
E-g-1 
+1 
-1 r 2 (a) q_:Sp_:S3q-1 2 
q 
r (a) p > 3q-1 
o 
r (a-1/2) q .:s p .:s 2q-1 
-1 E-2g +1 
r 2 (a-1/2) 2q-1 < p:;; 4q-1 
q 
r (a-1/2) p > 4q-1 
o 
-3 r (a-1) q .:s p .:s 3q-1 
2 E-3g-1 +1 
r 2 (a-1) 3q-1 < p < Sq-1 
.q 
r (a-1) p > Sq-1 
o 
r (a-3/2) q .:s p :;; 4q-1 
E-4g +1 
-2 r 2 (a-3/2) 4q-1 < p .:s 6q-1 
q 
r (a-3/2) p > 6q-1 
-2o-
T A B E L A IV 
-
4'! CASO: • p-A-mpa.Jt e q-pa.Jt, P~Q 
2j-i (gamas que aparecem •, 8 (a) RESTRIÇÕES 
2q no denominador) 
1 
..s=..!_ +1 ..s=..!_ +1 ..s=..!_ +1 2 r 2 (a+1) = 2 r 2 (a ) a 
..E::L ..E::L ..E::L 
r 2 (a+ 1/2) = (a-1/2) 2 r 2 (a-1/2) q ::: p ::: 2q-1 o 
q-1 q-1 q-1 
r (a+1/2)=(a-1/2) r (a-1/2) p > 2q-1 
E-g:-1 
+1 
-1 r 2 (a) q ::: p ::: 3q-1 
2 
q 
r (a) p > 3q-1 
o 
r (a-1/2) q::: p::: 2q-1 
-1 E-2g:-l 
+1 
r 2 (a-1/2) 2q-1 < p::: 4q-1 
. 
q 
r (a-1/2) p > 4q-1 
o 
r (a-1) q < p < 3q-1 
-3 E-3g:-1 2 +1 
r 2 ( a-1) 3q-1 < p::: 5q-1 
_q 
r (a-1) p > 5q-1 
o 
r (a-3/2) q::: p ::: 4q-1 
-2 E-4g:-1 
+1 
r 2 (a-3/2) 4q-1 < p::: 6q-1 
q 
r (a-3/2) p > 6q-1 
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4- A FUNÇÃO DENSIDADE f(w) E FUNÇÃO DISTRIBUIÇÃO F(w), EM FORMA 
COMPUTI\VEL. 
De acordo com teorema dos resíduos dado em (3.1) ,com 
(3.6), (3.7) e (2.5), a função f(w) pode ser escrita como: 
f (w) = ~1 E (Wh) w -h-ldh 2m. 
ou ainda: L 
( 4 .1) f (w) = C' p,q 
é a soma dos 
w:...ll_l_ I E' (Wh) 2 7TJ. 
~ L h -h 
resJ.duos de E(W )w 
) 
nos polos de E' (~) 1 
que se apresenta de forma diferente para cada um dos casos aprese~ 
tados em (3.3), e considerando qsp.::;2q-l conforme (3.14), (3.15), 
(3.16) e (3.17). 
Estes polos poderão ser encontrados, igualando a ze-
ro os seguintes fatores: 





os resíduos R. 
J 




TI { a-(p-2)/2+j } J 
j=O 
dois tipos de polos e resíduos: 
de E(Wh)w -h polos nos (E.:.! -j) 2 de o r 
de E(Wh)w-h nos polos (p-2 -j) 2 de o r 
As ordens dos polos a. e b. sao dados a seguir, para 
J J 
os diferentes subcasos, como: 
( 4. 3) 
(4.4) 
( 4. 5) 
( 4. 6) 
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19 SUBCASO: p-piUt e q-patL ; q ~ p ~ Zq-1 
a.= 
J 





q ( j+1) 
j=_E_-1 2 
; j > _E_ 
- 2 
j=0,1, ••• I -t-2 
b.= (q-1) (p+l) 1 
J 2 2 
p (q-1) 
2 
















·- p-1_ J-0,1, ••• , 2 1 
; 
. n-1 J= ...c:....=.. 2 








( 4. 7) 
( 4. 8) 
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39 SUBCASO: p-pa.Jt e q-I.mpaJt ; q < p < 2q-1 
aj = (aj do 19 subcaso). 
b.= 
J 





; j= ..P... -1 2 
49 SUBCASO: p-I.mpaJt e q-pa.Jt ; q ~ p ~ 2q-1 
q (j+l) ; p-1 j =O , 1 , ••. , 2 -1 
(4.9)a.= (q-1) (p+2) +! 
J 2 2 
. n-1 J= "'--.:: 2 
(4.10) 
j 2:p;1 +1 
Através de (4.1), os resíduos R. de E(Wh)w-h correspo~ 
J 









a. {(a- P;1 +j) J 










E 1 (Wh)} 
{-a-+ 
a a 





p-1 J {(a-- +j) 
. 2 
quando a ~ (p-1) /2-j 
Onde os operadores sao definidos como se segue: 
r {-a- +a} 
a a 
= 






p-1 a. E 1 (Wa-n 1 /2) A.=(a- +j) J 
J 2 
A~r)= ar A. 
J a ar J 
e 
A denota o valor de A. quando a= 
oj J 






Do mesmo modo os resíduos Kj de E(~)w-h correspondentes 
aos polos de ordem bj são dados por: 












p-2 J {(a--+j) 2 
n-2 quando a -+2 -j 
-h 
= __,_( w:.:.;q,_q-'-) __ 
b.-1 b 




quando a -+2 -j 
com a = h + n '/2 
( 4 • 16 ) temos : Utilizando (4.12) em 
n'+. n-2 
- J - .::.....=. (wqq) 2 2 
K.= 
J (b.-1)! 





B . OJ 
n-2 denota o valor de Bj quando a= 2 -j 
B(~) denota o valor de B~r)quando a=~ -j 
OJ J 2 
Então a função densidade f (w) fica como: 










Substituindo (4.13) e (4.17) em (4.20) resulta: 
n' 
2 -1 
f(w)=C' w p,q 
(wqq) 
. n-1 J -~ 2 
(a.-1)! 
J 




+ L j=O 
para O< w < 1 





C.= a log A. 
J <la J 
e 
D.= a log B. 
J a a J 
Então: 
_a_ A.= A .• C.= 











A. = L A. J r=O J 
(r) 











Analogamente para Bj 
A função f(w) estará completamente determinada, de -
pois de termos encontrado os 
(a.-1-k) 
valores de A . J 
OJ 
(b.-1-k) 




para isto precisamos encontrar os valores de A ., C ., C . B
0
J., OJ OJ OJ 
D . e D(~) para cada um dos quatro subcasos apresentados para OJ OJ 
(3.14), (3.15), (3.16) e (3.17), o que será feito a seguir: 
4.1 - 1~ SUBCASO: 
a 1 ) Para j=O,l, ... ,p/2-2 temos por (4.3) que aj=q(j+l) e de 
acordo com (3.14)e(4.14), temos: 
a. 
(4.l.l)Aj= {a-(p-l)/2+j) J. 
q-p/2 (a-l/2)· q(j+l){a-(p-l)/2+j}• 
r r 
j-1 q (i+l) 
( N-l/2)PI2 li { ( 1)/2+'} ~ i=O a- p- ~ 
p/2-2 p/2-2 
i~'+l rq{a-(p-l)/2+i} rq-p/2 (a)·i~O rq{a-(p-2)/2+i} 
q/2-l . 13' (a) 
a 
ou ainda: 
- /2 a. 











rq-p/2 < al · li rq {a- (p-2 l /2+i} 
i=O 




rq-p/2 {p/2-j-ll rr 









Agora para o cálculo de C. , precisamos da definição da 
J 
função-Psi dada a seguir: [ver Erdelyi {1953)] 
L -1 {4.1.3) ~{z)= -}z- log f{z) = y +{z-1) s=O {(s+l). {z+s)} 
alog A. 
{4.1.4) c.= ---...L 
J a a 
p/2-2 
z I 0,-1,-2, .•. e y:0,5772156._ 
= {(q-P/2) ~{a-l/2)+a .. ~{a-{p-l)/2+j+l)~q 
J 
p/2-2 
· L ~{a-{p-l)/2+i} +{q-p/2) ~{a)+q • L ~{a-{p-2)/2+i} -
i=j+l i=O 
j-1 
p " _g.Ji._+ _1~>'---- I 1 a a , { l L - - {q 2-l)·a - ""ã(l log" a 
i=O {a-{p-l)/2+i} 2 {a-1/2) 
onde: 
L a {4.1.5) aa log B'{a) = {i,t)E A ~{a+l/2+ 2t-i 2q 
de acordo com {3.12). 
(4.1.6) 
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c .= {(q-p/2) ~{(p-1)/2-1-1/2} + 





+<q-p/2). 'l'{(p-1)/2-j} + q I 
i=O 





(1/2 j+i) I (i ,t) e:A 
'!'( /2-"+ 2t-i) } p J 2q 
Diferenciando c. dado em (4.14), r vezes, e utilizando a 
J 
definição da função-zeta dada como: [ver Titchmarch (1951)] 
(4.1:7) l;(n,z)= I 
r= O 
-n ( z+r) R (n) > 1 cf o,-1,-2, ••• 
ou ainda: 
(4.1.8) 1og r(a+z) = ~(a+z) para k=1 
= (-1)k (k-1)! ç(k,a+z) para k ~ 2. 
Temos: 





L ç{r+1,a-(p-1)/2+i} + (q-p/2) 1; (r+1, a) 
i=jH 
p/2-2 
L ç{r+1, a-(p-2)/2+i} + 
i=O 2(a-1/2)r+l 
j-1 






_ I ç (r+l,a+1/2+ 2CJ) 
(i ,t) E:A 
(4.1.10) 
-3o-






ç(r+l,i-j)+(q-p/2) ç{r+l, (p-1)/2-j)} 
ç(r+l,i-j+l/2) + +1+ 
2(p/2-l-j)r 
+ --~q~(=i~+=l~)-------~ + q/2-1 
{ ( 1) /2 · l{+l { (p-1) /2-J. }r+l a.- p- +J. 




(r) (r) Como os elementos AJ., CJ., CJ. , A . , C . , C . , já foram de-OJ OJ OJ 
terminados, posso calcular por recorrência, através da igualdade 
(4.26), os elementos A~r) 
J 
e A(:) , que são necessários para f(w). OJ 
Para j=p/2-1 temos de acordo com (4.3) que a~=(q.p)/2 e 
J 
utilizando (3.14) e (4.14) chegamos no seguinte resulta-
do: 




r-p/2 (a.-1/2) r1qpl 12 <a.-l/2lrq-p/2 <a.l 








q(i+l) /2-1 {a.-(p-l)/2+i} a.q 
{4.1.11) 








(qp)/2-p/2 q-p/2 p/2-2 q 
r {a+1/2) r {a) n r {a- {p-2) /2+i} 
A.= i=O 
J p/2-2 q {i+l) q/2-1 
ll {a-(p-1)/2+i} a fl' {a) 
i=O 
Substituindo j=p/2-1 em a={p-1)/2-j temos que a=1/2, e: 
q-1/2 












{1/2) B' (1/2) 
C.= -*-1og A.= E2 (q-1)~{a+1/2)+{q-p/2)~{a)+q J aa J 
p/2-2 
~{a-(P-2)/2+i}- I _g{i+1) - {q/2-1) 
i=O {a-{p-1)/2+i} a 
I ~{a+1/2+ 2t2-i) 
{i,t)eA q 
















(r) r+l { Cj =(-1) r! p(q-1)/21; (r+l,a+l/2)+(q-p/2) ç (r+l,a) 
p/2-2 p/2-2 
a (i+l) 
+q I Ç{r+l,a-(p-2)/2+i}+ 
i=O 
L 




L (i,t)E A ç (r+ 1, a+l/2+ 
2t-i) } 
2q 






ç(r+l,p/2+3/2+i) + ilo a(i+l) (i-p/2+1) r+l 
2t-l)} + q/2-1 
( 1/2) r+l L (i,t)E A l;(r+l,l+ 2q 
a 3 ) Para j _::p/2 temos de acordo com (4.3) que aj=p(q-1)/2 e 
utilizando (3.14) e (4.14) chegamos no seguinte resulta 
do: 














r {a-(p-1l/2+j+l} r (a) 
A.=-----------,,-------------------~-----] j-1 















a 13' (a) 
q 
r li-j+1/2l 
(4.1.18) A .= --~.-----------~1~·=~0~--~~----------------------
0J j-1 p(q-1)/2 p/2-2 q(i+1) 




{(p-1)/2-j} 13' {(p-1)/2-j} 
(4.1.19) c.= p(q-1 ) 'l'{a-(p-1)/2+j+1} + (q-p/2) '!'(a) +q 
J 2 
p/2-2 j-1 p/2-2 
p/2 
(p/2-j-1) 
L '!'{a-<p-2l/2+i} - L: p(q- 1ll2 L q li+1l . 
i=O i=p/2-1 a-(p-1)/2+i i=O 
1 - p/2 - q/2-1 
{a-(p-1)/2+i} a-1/2 a 
L '!'(a +1/2+ 2~~i) 
























p/2-1-j (p-1) /2-j 
cJrl=(-1) r+\! {p(q-1)/2 
p/2-2 
z;{r+1, a-(p-1)/2+j+1} +(q-p/2)· 
• z; (r+1,a)+q L 
i=O 
ç{r+1, a-(p-2)/2+i} + 
j-1 l L E(q-1) 
i=p/2-1 2 






+ E/2 + g/2-1 
(a-1/2)r+1 ar+1 
\ 2t-i } L Ç(r+1,a+1/2+ -zq-l 
(i,t)e: A 
c <::l = (-1) r+\! r p (q-1) /2 ç (r+1, 1)+ (q-q/2) ç{r+1 (p-1) /2-j} 
OJ \. 
p/2-2 j-1 p/2-2[. 
+q L s<r+1,i-j+1/2l+ L p<g-~~2 + L q(i+1l· 
i=O i=p/2-1 (i-j) i=O 
1 J EI 2 · ---'g""/c.:2::...---=1=---~;-,-
(i-jlr+1 + (p/2-1-j)r+1 + {(p~1)/2-j} r+1 
L . 2t-i I (i,t)e: A Ç(r+1),p/2-J+ ~r 
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b1 ) Para j=0,1, ... ,p/2-2, b.=q(j+1), conforme (4.4) J 
b. 
(4.1.23) B.= {a-(p-2)/2+j} J 
J 
p/2-2 
q-p/2 q(j+1) . 
r (a) r {a-(p-2)/2+j} 
j-1 
aq/2- 1 TI {a-(p-2)/2+i} q(i+1 ) 
i=O 
q-p/2 p/2-2 q 
TI 
q 
r {a- (p-2)/2+il r ( a-1/2) TI r {a- (p-1) /2+i} 
i="+1 i=O 
(a-1/2)PI2 13' (a) 
q-p/2 




r (i-j) r {(p-3)/2-j} 
i="+1 (4.1.24) B .= ----------------~~~-----------------------0) 
. 1 q/2-1 J- q(i+1) p/2 






fl' { (p-2)/2-j} 
i=O 
p/2-2 
(4.1.25) D .= (q-p/2) ,{(p-2)/2-j} + q(j+1) '(1)+q 
OJ I i=j+1 
p/2-2 









'(i-j-1/2) - __ q~1~2~-~1~­
(p-2) /2-j 
I (i,t) e:A 
2t-i 
'{ (p-1)/2-j+--} 2q 
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(4.1. 26) 6~j) = (-1)r+1r! { (q-p/2) z;{r+1, (p-2)/2-j} +q(j+l) z;(r+1, 1) 
p/2-2 p/2-2 
+q I z;(r+1,1-j)+q 
1=j+1 I 1=0 ç(r+1,1-j-1/2)+(q-p/2) 
j-1 
• ç{r+1, (p-3)/2-j} + q/2-1 + I 
{(p-2)/2-j}r+1 1=0 
q (1+1) 
( . . ) r+1 :L-J 
+ /2 - I 
{(p-3l/2-j}r+1 (1,tle A 
2t-1 I 
z;{r+1, (p-1)/2-j+ -zq-} J 
b 2 l Para j=p/2-1 ; b.=(q-1) (p+1)/2-1/2 conforme (4.4) J 
-p/2 q(p/2) q-p/2 
b. r Cal r (a) r (a-1/2) 
( 4. 1. 2 7) B j = {a- (p-2) /2+j } J ------p....,/"'"2-_,.2 ----------q/2-1 q (1+1) 
a rr {a-(p-2)/2+1} 
1=0 
p/2-2 q 








r (a) r (a-1/2) 
p/2-2 q 







{a-(p-2)/2+1} (a-1/2) B' (a) 
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q-p/2 q 
r (-1/2) r (i-p/2+1/2) 
p/2-2 
11 





(i-p/2+1) (-1/2) 13' (O) 










_q::l...>..:( l.=-· +:..:1::.!) __ __ 
- +p -
{i-(p-2)/2} L (i,t) e: A 
~{1/2+ 2t-i) 
2q 
(4.1.30) D(~)= (-1)r+1 r! {{(q-1)p/2}Ç(r+1,1)+(q-p/2) Ç{r+1,-1/2) 
OJ 
p/2-2 p/2-2 
+q L ç{r+1,i-<p-1l/2l + L g (i+ 1) 
{i-(p-2)/2} r+1 i=O i=O 
+ p/2 
(-1/2) r+1 L ç ( r+l ,.!.2· + 2t2q-i) } (i,t)e:A 




p/2-2 q . 
b. 
J 
11 r {a-(p-1)/2+i} 
i=O 
(a-1/2)p/2 13' (a) 
-p/2 (qp)/2 q-p/2 
r (a) r (a) r (a-1/2) 
q/2-1 p/2- 2 q(i+1) 




















q/2-1 q/2 1 
{ (p-2) /2-j} { (p-3) /2-j} 13' { (p-2) /2-j} 
) p(q-1) ( 4 • 1. 3 3 D . = ...J::..-'.::L...=!..._ 
O] 
p/2-2 






i=p/2-1 2 (i-j) 
q-2 
(p-2-2j) 







o<::>=(-1) r+\! {{p(q-1)/2 }ç(r+1,1)+ 
O] (q-p/2) i; {r+ 1, (p- 3) /2-j } 
p/2 j-1 
+q I ~;<r+1,i-j-1/2l + I p(g-1} 
i=O i=p/2-1 2(i-j)r+1 
p/2-2 
+ -2 + I 
2 {(p-2)/2-j} r+1 i=O 
I (i,t) e: A 1;; {r+ 1, (p-1) /2-j 
q (i+ 1) + --"'-------::-;-;-
(i-j) r+1 2 { (p-3) /2-j }r+1 
+ 2t-i} } 
2q 
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FUNÇÃO DISTRIBUIÇÃO ACUMULAVA 
A função distribuição acumulada F(x) é obtida inte-
grando a densidade f(w) dada em (4.21) de O a x. Isto é, 
(4.1.35) F(x) = J: f(w) dw. 
Para calcular F(x) precisamos utilizar o seguinte re 
sultado: 
X 
k-1 a+l :k k-r 
(4.1.36) a (-log w) dw L k! (-log x) w = X 
r=l r k (k-r)! (a+l) 
o 
para a> O k=l, 2, ... ; o < w < 1 
{ver Mathai/Rathie (1971)} 
Então, a função distribuição acumulada é dada por: 
co 
(4.1.37) F(x)= C' p,q L j=O 
1 
(a.-1)! 











bj-1) (b .-1-k) Jx r +j-p/2 







• { -log ( wq q) } 
Considerando: 
z=wqq , dz=qq dw 
O <w < 1 
A primeira integral que aparece em (4.1.37), dada 
o 
n' 2 +j-(p+l)/2 
(wqq) 
fica igual a: 




= (x qq)2 
k 





(k+l)! { -log (xqq)} 
(k+ 1) (k+ l-r) ! { n '/2+j-{p-l) /2} 
' 
r 
Analogamente, a segunda integral de (4.1.37), dada poz 
n' 2 +j-p/2 (wqq) 
fica igual a: 
{ -log 
~'+j-(p-2)/2 k+l 
(4.1.40) = (xqql 2 L 
k-r 
(k+l)! {-log (xqq)} 
r 
(k+l) (k+l-r)! {n'/2 +j-(p-2)/2} r=l 
Substituindo (4.1.39) e (4.1.40) em (4.1.37) temos: 





~·+j-(p-1)/2 k+l (k+l)! {-log(xqq)} 
(a.-1-k) 
J 
. ( xqq) 2 I 
r=l 
k-r j 
(k+l) (k+l-r)! {n' /2+j-(p-l)/2}r 
+ r 1 bk=rol[(b~-1) 






Para os subcasos que se seguem, achamos desnecessário 
colocar todas as passagens, pois estes são obtidos de maneira análo 
ga ao primeiro deles. 
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4.2 - 2~ SUBCASO: 
(4.2.1) 
Utilizando (3.15), (4.14) e (4.18) chegarros nos seguintes resulta<bs: 













(p-3)/2 q q-(p-1)/2 (p-5)/2 
n 
q 





(a-1/2) 13' (a) 
A .= OJ 
q (j+1) q- (p+1) /2 
r (1) r 
(p-3) /2 









q-(p-1)/2 (p-5) /2 <q 
q (i+l) 
(i-j) 
r (p/2-1-j) n r (i-j+1/2) 
i=O 
(p-1)/2 
(p/2-j-1) f3, { (p-l) /2-j} 
(p-3)/2 
c .= {q-<p+1)/2}~{<p-1)/2-j} + q(j+1> ~<1>+q L ~<i-j) 
OJ i=j+1 
(p-5) /2 
+{q-<p-1)/2J~<p/2-1-j)+q L ~<i-j+1/2> -
- (p-1)/2 







( )- r+1 f 







+q I I; (r+1,i-j) + {q- (p-1) /2} I; (r+ 1, p/2-1-:j) +q • 
i=j+1 
j-1 
l;(r+1,i-j+1/2) + (q- 1 )/2 + L q (i+l) 
{(p-1)/2-j}r+1 i=O ( . . ) r+1 1.-J 
+ (p-1)/2 
(p/2-j-l)r+1 L (i,t)E A I; (r+1,p/2-j+ 2t-i) } 2q 
a 2 l Para j=(p-1)/2 : a. =(q-1) (p+2)/2 em J 
-(p+1)/2 q(p+l)/2 
a. 
r (a) r (~ 
(4 .5) 
A.={a-(p-1)/2+j} J 











( a-1/2) 13' (a) 
q 
r {a-(p-2l/2+i} 
q-(p-1)/2 (p~5)/2 q 
r (-1/2) 11 r (i-p/2+1) 




(-1/2) 13' (O) 
(4. 2. 7) 
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c .={(q-1) (p+1)/2}'!'(1) + {q-(p-1)/2}'!'(-1/2)+q 
oJ 
(p-3) /2 
'I' (i -p/2+ 1) - L 
i=O 
L '!'(1/2+ 2t-i> 
(i,t)e:A 2q 
___:9;L(~i;..:_+..:::1!....) - + ( p-1) -










1;{ (r+1,i-p/2+1) }+ L 
i=O 
q (i+1) 
{(i- (p-1) /2 }r+1 
+ --'-'( P:_-.=1"--') /c..::2::..,...,. 
(-1/2) r+1 
L 1;(r+1, 1/2+ 2t-i) } 
(i,t)e: A 2q 






q-(p+1)/2 q(p-1)/2 q-(p-1)/2 






TI r {a-(p-2)/2+i} i=O 
(a-1/2) (p- 1 )/2 · 13' (a) 
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q-(p-1)/2 (p-5)/2 q 
r (p/2-j-1) 11 r (i-j+1/2l 




(q-1) (p+1)/2 (p- 3)/2 q(i+1) 
(i-j) 11 (i-j) 
i=O 
1 
{(p-1)/2-j }(q-1 )/2 (p/2-j-1) (p-1)/2 f!'{(p-1)/2-j} 




















- q-1 - p-1 
p-1-2j p-2-2j (i,t)e: A 
!(p/2-j+ 2t-i) 
2q 











q (i+ 1) + _ __._: .... -..;;;1;___....--,,--,;-- + -1 
(i-j)r+1 2{(p-1)/2-j}r+1 2(p/2-j-1)r+1 








q-(p-1)/2 q(j+1) . 








(p-5)/2 q q-(p+1)/2 (p-3)/2 q 
TI r {a-(p-2)/2+ilr (a) TI r {a-(p-1)/2+il 
i='+1 i=O 
(q-1)/2 
a a I ( Ct) 
q-(p-1)/2 (p-5)/2 q 
r {(p-3)/2-j} TI r (i-jl 
i='+1 ( 4. 2 .14) B . = ------------"'---'_:_::. ____ _ 
OJ 














{(p-2)/2-jl<q-1 >12 a'{Cp-2l/2-j} 













g-1 _ L '!'{lp-1 l 12_j + 2t-i} 
p-2-2j (i ,t) E A 2q 
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( ) r+1 { (4.2.16) D
0




+q I <;;(r+1,i-j)+{q-(p+1)/2}ç{r+1,(p-2)/2-j}+{q-(p+1)/2} 
i=j+1 
(p-3) /2 
.ç{r+1,(p-2)/2-j} +q I 
i=O 
ç (r+ 1 , i- j -1/2 ) + --"----'1"-----....,.-,;-





( . . ) r+1 ~-) 
+ -1 
2 { (p-2) /2-j }r+1 
ç{r+1, (p-1)/2-j+ 2t-i} } 
2q 
b 2 l Para j=(p-1)/2-1 b.= q(p-1)/2 conforme (4.6) J 
q-(p-1)/2 q(p-3)/2 
B.={a-(p-2)/2-j}bj r (a-1/2) r (a-1/2) 
J (p-1)/2 (p-5)/2 
q-(p+1)/2 







TI r {a- (p-1) /2+i} 
i=O 
(q-1) /2 
a B' (a) 
q 
r < 112 l 
(p-3)/2 
TI r (i-p/2+1) 
q (i+1) 
{a-p/2+1-i} 
i=O (4.2.18) B .= -----------=-~----------------------0) (p-5)/2 
TI 
i=O 
q (i+ 1) 
{i- (p-3)/2} 
(q-1) /2 
(1/2) B' < 1/2 l 
(4.2.19) D .= {(q-1) (p-1)/2}'!'(1)+{q-(p+1)/2}'!'(1/2)+q 
OJ 
(p-3)/2 (p-5) /2 
L '!'(i-p/2+1> - L ......::l.q_,_( 1:::..' +:...:1"')'--- - ( q-1) {i- (p-3) /2} i=O 
- L 














ç(r+1 1 i-p/2+1)+ L 
i=O {i-(p-3)/2}r+1 
2t-i } L ç(r+1 1 l+ --) 
(i 1 t) e: A 2q 
b 3 ) Para j ~ (p-1)/2 ; bj= (q-1) (p-1)/2 conforme (4.6) 
(q-1) (p-1)/2 q-(p+1)/2 
bj r {a-(p-2)/2-j}f (a) 
(4.2.21) B.={a-(p-2)/2+j} 
J (p-1) /2 
(a-1/2) 
(q-1)/2 





r {a- (p-1) /2+i} 
j-1 (q-1) (p-1) /2 






{a- (p-2) /2+i} 
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q-(p+l)/2 





i=O (4.2.22) B .= ----------------~~~------------------------0] (p-1)/2 j-1 
{(p-3}/2-j} rr 










{ (p-2) /2-j} B' { (p-2) /2-j} 
(4.2.23) D .={(q-1) (p-1)/2}1Jl(1)+{q-(p+1)/2}1Jl{(p-2)/2-j} +q 
OJ 





p-1 IJl(i-j-1/2) - -"'--~-
p-3-2j i=(p-3)/2 
(q-1) (p-1) 
2(i-j) 2 i=O 
q(i+l) - q-1 2 IJl{(p-1)/2-j + 2t-i} 
i-j p-2-2j (i,t)~ A 2q 
r+1 { · 
D(r)= (-1) r!. { (q-1) (p-1)/2}1; (r+1,1)+{q- (p+1)/2} 
OJ 
(p-3)/2 
.z;{r+1,(p-2)/2-j} +q 2 
i=O 
l;(r+1,i-j-1/2)+ (p- 1 )/2 
{ (p-3) /2-j }r+1 
j-1 (p-5) /2 
+ 2 
i=(p-3)/2 
(q-1) (p-1) + 
2 (i-.j) r+1 2 i=O 
a (i+ 1) + =q---=1=-----::-:-..,.--
. (i-j) r+1 2{ (p-2)/2-j}r+1 
l: (i,t)e: A 
-so-
ç{r+l, (p-1) /2-j + 2t-i} } 2q 
A função densidade f(w) e a função distribuição acum~ 
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4.3 - 3! SUBCASO: 
(4.3.1) 
(4.3.2) 
(4. 3. 3) 
(4.3.4) 
Utilizando (3.16) chegamos nos seguintes resultados: 
a 1 ) Para j=O,l, ••• ,p/2-2 ; a.= q(j+l) J conforme (4.7) 
Considerando: 
A'. = A de (4.1.2) OJ oj 
c, . = c de {4.1. 6) OJ oj 
(r) , c ( ::> de (4.1.10) c . = OJ OJ 
q/2-1 -1/2 
{ (p-l) / 2-j} =A'. { (p-l) /2-j} = A'. OJ {(p-1)/2-j}(q-l)/2 OJ 
c . = c , . + --"'qlL/.::.2c._-..=l:.....__ 
OJ OJ (p-1) /2-j 
(q-1) /2 
(p-l) /2-j 
= c , . - _.:;l:.L/.::2 __ 
OJ (p-1)/2-j 
(r) , 
= c . OJ 
Ír r+l 
-L-l) r! q/2-l ] + { (p-l)/2-j}r+l 
" r+l + l-l) r! (q-1)/2 ] r+l 
{ (p-1) /2-j} 
r+l 
(r)' (-l) r! = c . + _ _L.:!;..!. _ _...!:.:____,-,-
. OJ r+l 
2{(p-l)/2-j} 
Considerando: 
a.= (qp)/2 conforme (4.7) 
J 
(4. 3. 5) 





A'. = A de { 4. 1. 12) OJ oj 
c I' = c de {4.1.14) OJ oj 
(r l ' c<::> de (4.1.16) c . = OJ OJ 
Temos: 
-1/2 
A = A'. { {p-1) /2-j} 
oj OJ 
c = C'. + 1 oj OJ p-1-2j 
r+l 
c ( ::> {r) ' (-1) r! = c . + OJ OJ r+1 
2 (p/2-1/2-j) 
a 3 l Para j ~p/2 ; aj=p(q-1)/2 conforme (4.7) 
Considerando: 
A'. = A de {4.1.18) OJ oj 
c I • = c de {4.1.20) OJ oj 
{r) ' c ( ::> de {4.1.22) c . = OJ OJ 
. 
Temos: 
{4.3.10) A0 j = A'. OJ 
-1/2 
{ {p-1) /2-j} 
(4.3.11) 
( 4. 3. 12) 
(4.3.13) 
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c = c'. 1 
oj OJ p-1-2j 
r+1 
c(~) (r) ' ( -1) r! 
= c . + OJ OJ 
2 (p/2-1/2-j) 
b 1 ) Para j=0,1, ••• ,p/2-2 ; 
Considerando: 
B'. = B de (4.1.24) OJ oj 
D' . = D de (4.1.25) OJ oj 
(r) ' D (~) de (4.1.26) D . = OJ OJ 
Temos: 
r+1 
b.=q(j+1) conforme (4.8) 
J 
q/2-1 -1/2 
(4.3.14) B0 j = B'. OJ 
__,_{ -'-"(p:._-.=2.!..-) f~-.:2::..-_..j'-"}...,-----o;-;-= = B' . { (p-2) /2-j} (q-1) /2 OJ 
{ (p-2) /2-j} 
(4.3.15) o·.= o'.+ OJ OJ 
q/2-1 
---"( q,.,--'1"-'):..L./-=2:..___ = D , . _ ---=1 __ 
(p-2)/2-j OJ p-2-2j (p-2) /2-j 
( ) , r+1 [ D ~ +(-1) r! -OJ 
q/2-1 (q-1)/2 ] 
r+1 + +1 {(p-2)/2-j}r { (p-2) /2-j} 
r+1 
(r)' (-1) r! 
= D . + --'--=--'---=-=---,.~ 







b 2 l Para j=p/2-1 ; b.=(q-1) (p+1)/2 J 
B 
oj = B oj de (4.1.28) 
D 




OJ de (4.1.30) 
conforme ( 4. 8) 
b 3 l Para j~ p/2 ; bj= p(q-1)/2 conforme (4.8) 
Considerando: 
B'. = B ·de ( 4 .1. 32) OJ oj 
D'. = D de (4.1. 33) OJ oj 




B = B'. {(:e-2)/2-j} = B'. {(p-2)/2-j} 
oj OJ (q 1)/2 OJ 
{(p-2)/2-j} 






= D'. - --=---
OJ p-2-2j 
(4.3.23) o<:> = o<:t;l '_ ~-1lr+1r! 
OJ OJ [ ] [ 
r+1 
-2 r+1 + (-1) r! 
2 {(p-2) /2-j} 
-1 . J 





2 { (p-2) /2-j} 
A função densidade f(w) e a função distribuição acu-
mulada F(w), são iguais a (4.21) e (4.1.41) respectivamente, com 
os valores a. , b. 
J J ' Aoj 
(a.-1-k) 
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4.4 - 4~ SUBCASO: 
(4.4.1) 
(4. 4. 2) 
(4.4. 3) 
Utilizando (3.17) chegamos nos seguintes resultados: 
a 1 l Para j=O,l, ..• , (p-l)/2-l; a.=q(j+l) conforme (4.9) J 
q(j+l) q-(p-l)/2 q 




A .= ------------------------------~~~---------0) 
q/2-l j-l q(i+l) 













c .= OJ q(j+l> 1<1> +{q-<p-1l/2Jo/{(p-1l/2-jJ+q L o/(i-j i=j+1 
(p-5)/2 
+{q-<p-1l/2}o/(p/2-1-j> +q L o/(i-j+1/2) - q/2- 1 
i=O { (p-1)/2-j}. 
j-1 
- L q (i+1) _ --~::P_-.:::,1 ____ _ L o/(p/2-j+ 2~~i> 
i=O (i-j) 2 (p/2-j-.'1) (i, t) e: A 
( ) r+1 { C~ =(-1) r! q(j+1)ç(r+1,1)+{q-(p-1)/2}ç{r+1, (p-1)/2-j} OJ 
(p-3) /2 . 
+q I i=j+1 ç(r+1,i-j)+{q-(p-1)/2}ç(r+1,p/2-1-j) 
(p-5) /2 
+q I ç(r+l,i-j+1/2) + ~q~/~2~-~1~--~.-








--~g~(l~·+~1~)~- + -1 
(i-j)r+1 2(p/2-j-1)r+1 
2t-iJ 
- .L . ç(r+1 1 p/2-j+-2---(l1t)g A · q 
a 2 ) Para j=(p-1)/2 ; aj=(q-1) (p+2)/2+1/2 conforme (4.9) 
(q-1) (p+1)/2+1 q-(p-1)/2 (p-5) /2 q 
r (1) r <-1/2) n r (i-p/2+1) 
i=O 
A .= --------------------------------~~---------------0] (p- 3 ) /2 q (i+l) (p-1) /2 
n {i-(p-1)/2} <-1/2l 
i=O 





'!' (i-P/2+1) - L 
i=O 
- \ '!'(1/2+ 2t-i) L 2q (i I t) E A 
q (i+1) 
(i-p/2+1/2) 
B I (o) 
+ (p-1) 
c~j)=(-l) r! {(q-1) (p+1)/2+1} ç(r+l,1) +{q-(p-1)/2} r+1 { 
(p-5) /2 
.ç(r+1~-1/2) +q iiO 
(p-3) /2 
ç(r+1 1 i-p/2+1)+ L 
i=O 
+ p-1 - L 
2(-1/2)r+1 (i 1 t)e: A 
ç(r+1 1 1/2+ 2t-i)} 
2q 
g(i+1) 





a 3 l Para j ~ (p-1)/2+1 ; aj=(q-1) (p+1)/2+1 conforme (4.9) 
(q-1) (p+1)/2+1 q-(p-1)/2 
r (1l r (p/2'-j-1) 
A .= ----------------------------------------------0) j-1 (q-1) (p+1) /2+1 (p- 3 ) / 2 q (i+1) 








(p/2-1/2-j) (p/2-j-1) 13, (p/2-1/2-j) 
c .= {(q-1) (p+1)/2+1} '1'(1)+{q-(p-1)/2}'J.i(p/2-j-1) 
OJ 
(p-5) /2 j-1 
E 'l'(i-j+1/2) - I (g-1) (p+1) /2+1 
i=O i=(p-1)/2 i-j 
(p-3)/2 
- I q(i+1) - q/2-1 p-1 
i=O i-j (p/2-1/2-j p-2-2j 
- I 'l'(p/2-j+ 2t-i 2'q) 
(i,t)c: A 
(4.4.9) <j) =(-1) r+ 1r1 {{(q-1) (p+1)/2+1} 1;(r+1,1)+ {q-(p-1)/2} 
(p-5) /2 





(q-1) (p+1) /2+1 






( . . ) r+1 l.-J 
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" 1;(r+1 E_.+2t-il L . '2 J 2q (i,t)€ A . 
b 1 ) Para j=0,1, .•. ,(p-1)/2-2; bj=q(j+1) conforme (4.10) 
q-(p-1)/2 q q-(p-1)/2 
r (p/2-3/2-j > r (i-jl r (p/2-1-j) 
(p-5) /2 
li 
i=.+1 (4.4.10) B .= ----------~--------;_~~---------------------------0) 
(p-1)/2 
(p/2-3/2-j) 
(p-3) /2 q 
li r (i-j-1/21 
i=O 
q/2-1 







(4.4.11) D .= q(j+1) !(1)+{q-(p-1)/2}!{(p-3)/2-j} +q 
OJ I i=j+1 !(i-j) 
(p-3)/2 







I (i,t)E A 
2t-i} !{ (p-1) /2-j+ --2q 
-Go-
(4 .4.12) o~j' • (-1) r+\, { q (j+l} "•+1,1) +{q- (p-1) /2 l ç{r+1, (p-3)/2-j} 
{p-5) /2 
+q L z;{r+1,i-j)+{q-{p-1)/2}ç{r+1, {p-2)/2-j} 
i=j+1 
{p-3)/2 
~ p-1 +q L z;{r+1,i-j-1/2) - ----~~-----r~+~1-i=O 2{p/2-3/2-j) 
b 2 ) Para j={p-1)/2-1 ; bj=q{p-1)/2 conforme {4.10) 
q-{p-1)/2 

















.... q~(~~·+~1~)~-- ~ 
-- - (q-2) - L 
(i-p/2-3/2) (i,t)e: A 
'I' (l+ 2t-i) 
2q 
( 4 • 4 . 15) 
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D~j)=(-1) r+lr! {{(q-1) (p-1)/2} Ç(r+l,1)+{q-(p-1)/2}ç(r+1,1/2) 
(p-3)/2 (p-5)/2 




+ q/2-1 _ L 
(1/2)r+1 (i,t)E A 
2t-i } ç(r+1,1+ 2ql 
b 3 ) Para j ~ (p-1)/2 ; bj=(q-1) (p-1)/2 conforme (4.10) 
q-(p-1)/2 





i=O (4.4.16) B .= ------------------~~----------------------0] 











(p/2-1-j) B' (p/2-1-j l 
i=O 
(4. 4.17) D .= { (q-1) (p-1)/2} '!'(l)+{q- (p-1) /2}'!'(p/2-1-j) OJ 
(p-3)/2 

















(-1) r+l r! {{ (q-1) (p-1) /2} r;(r+l,l).+{q- (p-l)/2} 
(p-3) /2 






(q-1) (p-1) + 








- I r;{r+l, (p-1)/2-j+ ~} 
(i,t)e: A 
A função densidade f(w) e a função distribuição acumu 




, b. , A . J 
J OJ 
, B . 
OJ 
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