Abstract. For a power bounded or polynomially bounded operator T sufficient conditions for the existence of a nontrivial hyperinvariant subspace are given. The obtained hyperinvariant subspaces of T have the form of the closure of the range of ϕ(T ). Here ϕ is a singular inner function, if T is polynomially bounded, or ϕ is an analytic in the unit disc function with absolutely summable Taylor coefficients and singular inner part, if T is supposed to be power bounded only. Also, an example of a quasianalytic contraction T is given. The quasianalytic spectral set of T is not the whole unit circle T, while σ(T ) = T. Proofs are based on results by Esterle, Kellay, Borichev and Volberg.
Introduction
Let H be a (complex, separable) Hilbert space, and let L(H) be the algebra of all (linear, bounded) operators acting on H. A (closed) subspace M of H is called invariant for an operator T , T ∈ L(H), if T M ⊂ M, and M is called hyperinvariant for T if CM ⊂ M for all C ∈ L(H) such that CT = T C. The complete lattice of all invariant (resp., hyperinvariant) subspaces of T is denoted by Lat T (resp., by Hlat T ). The algebra of all C ∈ L(H) such that T C = CT is called the commutant of T and is denoted by {T } ′ . The hyperinvariant subspace problem is a question whether for every nontrivial operator T ∈ L(H) there exists a nontrivial hyperinvariant subspace. Here "nontrivial operator" means that it is not a scalar multiple of the identity operator, and "nontrivial subspace" means any subspace different from {0} and H.
For Hilbert spaces H and K, the symbol L(H, K) means the space of (linear, bounded) operators acting from H to K. Suppose T ∈ L(H), R ∈ L(K), X ∈ L(H, K), and X intertwines T and R, that is, XT = RX. If X is unitary, then T and R are called unitarily equivalent, in notation: T ∼ = R. If X is invertible, that is, X −1 ∈ L(K, H), then T and R are called similar, in notation: T ≈ R. If X is a quasiaffinity, that is, ker X = {0} and clos XH = K, then T is called a quasiaffine transform of R, in notation: T ≺ R. If T ≺ R and R ≺ T , then T and R are called quasisimilar, in notation: T ∼ R. If ker X = {0}, then we write T ≺ R and R * has an eigenvalue, then T * has an eigenvalue; consequently, T has a nontrivial hyperinvariant subspace. Note that the relationship d ≺ takes place between a power bounded operator and its isometric asymptote ([Kér1] ; recalled in Sec. 5 of the present paper). Recall that if T ∼ R and one of T or R has a nontrivial hyperinvariant subspace, then other has a nontrivial hyperinvariant subspace, see, for example, [Ber, Lemma 2.1] or [RR, Theorem 6.19] (and [SFBK, Proposition II.5 .1] for a closed result).
An operator T ∈ L(H) is called power bounded, if sup n≥0 T n < ∞. It is easy to see that the space
is hyperinvariant for T (sf. [RR, Theorem 6.21] or [SFBK, Theorem II.5.4] ). Classes C ab , where indices a and b can be equal to 0, 1, or a dot, of power bounded operators are defined as follows. If H T,0 = H, then T is of class C 0· , while if H T,0 = {0}, then T is of class C 1· . Furthermore, T is of class C ·a , if T * is of class C a· , and T is of class C ab , if T is of classes C a· and C ·b , a, b = 0, 1. The operator T ∈ L(H) is called polynomially bounded, if there exists a constant M such that p(T ) ≤ M sup{|p(z)| : |z| ≤ 1} for every polynomial p. For a polynomially bounded operator T ∈ L(H) there exist H a , H s ∈ Hlat T such that H = H a ∔H s , T | Hs is similar to a singular unitary operator, and T | Ha has H ∞ -functional calculus, that is, T | Ha is an absolutely continuous (a.c.) polynomially bounded operator [M] , [Kér5] . (Although many results on polynomially bounded operators that will be used in the present paper were originally proved by Mlak, we will refer to [Kér5] for the convenience of references.) Thus, if H s = {0}, then T has nontrivial hyperinvariant subspaces. For the existence of invariant subspaces of polynomially bounded operators see [Ré] .
The operator T ∈ L(H) is called a contraction, if T ≤ 1. A contraction is polynomially bounded with the constant 1 (von Neumann inequality; see, for example, [SFBK, Proposition I.8.3] or [Bea, Proposition X.1.7] ). Clearly, a polynomially bounded operator is power bounded. (It is well known that the converse is not true, see [Fo] for the first example of power bounded and not polynomially bounded operator, and [Pi] for the first example of polynomially bounded operator which is not similar to a contraction.)
Although the hyperinvariant subspace problem is reduced to the case of some subclass of contractions of class C 00 [FHOP] , the case of power bounded operators that are not of class C 00 seems to be more tractable. For example, if T is a power bounded operator of class C 11 , then T is quasisimilar to a unitary operator and, consequently, has nontrivial hyperinvariant subspaces [RR, Theorem 6.20] , [SFBK, Proposition II.5 .3] (see [SFBK, Ch. IX.4] and [Kér1] for the further investigation of this relation).
In the present paper, some sufficient conditions for the existence of nontrivial hyperinvariant subspaces of an operator T of the form of the closure of ran ϕ(T ) are given. The operator ϕ(T ) is the function of T obtained using is discussed. It is shown that some results from [Kér5, Sec. 6 ] formulated for a.c. polynomially bounded operators can be easy generalized to power bounded operators. In Sec. 4 the relationship between hyperinvariant subspaces of T and the invertibility of ϕ(T ) for some functions ϕ is discussed. It is shown that if ϕ has a singular inner factor, ϕ(T ) is invertible, and some additional conditions are fulfilled, then T is not quasianalytic. In Sec. 5 and 6 sufficient conditions on an operator T for the existence of singular inner functions ϕ such that ran ϕ(T ) is not dense are given. In Sec. 5 operators with a part similar to a simple unilateral shift are considered, while in Sec. 6 operators intertwined with (may be reductive) a.c. unitaries are considered. In Sec. 7 an example of a quasianalytic contraction is given.
The remaining part of Introduction contains some notation and Lemmas 1.2 and 1.3.
Symbols D, clos D, and T denote the open unit disc, the closed unit disc, and the unit circle, respectively. The normalized Lebesgue measure on T is denoted by m. Furthermore, L 2 = L 2 (T, m), symbol χ denotes the identity function, i.e., χ(ζ) = ζ, ζ ∈ T. Symbol U T denotes the operator of multiplication by χ acting on L 2 . For a Borel set τ ⊂ T, the restriction of U T on its reducing subspace L 2 (τ, m) will be denoted by U (τ ). For 1 ≤ p ≤ ∞, H p is the Hardy space on D. The space H 2 can be regarded as a subspace of L 2 , put H 2 − = L 2 ⊖ H 2 . Symbols P + and P − denote the orthogonal projections on H 2 and H 2 − , respectively. Symbols S and S * denote the restriction and the compression of U T on H 2 and H 2 − , respectively. Clearly, U T has the following form with respect to the decomposition L 2 = H 2 ⊕ H 2 − :
For a function ϕ analytic in D set ϕ(z) = ϕ(z), z ∈ D. Clearly, ϕ is analytic in D, and ϕ(n) = ϕ(n), n ≥ 0. If ϕ ∈ H ∞ and T is an a.c. polynomially bounded operator, then ϕ(T * ) = ϕ(T ) * ( [M] , [Kér5, Proposition 14] ).
For a singular inner function θ let µ θ be a positive finite Borel singular measure on T such that
supp µ θ is the closed support of µ θ . Recall that θ has nontangential boundary values equal to zero a.e. with respect to µ θ (see, for example, [Gar, Theorem II.6 .2]). The Wiener algebra A(T) is the Banach algebra of functions on T with absolutely summable Fourier coefficients:
For a Hilbert space H and a (closed) subspace M of H, symbols P M and I H denote the orthogonal projection on M and the identity operator on H, respectively.
The following lemma is formulated in [M] . It mentioned there that it can proved almost as [SFBK, Proposition III.3 .1] for a.c. contractions. (Of course, the reference in [M] given on the first edition of [SFBK] .) For convenience, we give the proof here. Lemma 1.2 ( [M] ). Suppose T is an a.c. polynomially bounded operator, and ϕ ∈ H ∞ is an outer function. Then ker ϕ(T ) = {0} and ran ϕ(T ) is dense.
Proof. Since T * is also an a.c. polynomially bounded operator ( [M] , [Kér5, Proposition 14] ), and ϕ(T ) * = ϕ(T * ) for any function ϕ ∈ H ∞ , it is sufficient to prove that ker ϕ(T ) = {0}. Denote by H the space on which T acts. Let
It means that ϕf ∈ H 1 and (ϕf )(0) = 0. Since ϕ is outer, f ∈ H 1 and f (0) = 0. Therefore,
Lemma 1.3. Suppose T is an a.c. polynomially bounded operator, ϕ ∈ H ∞ is a Blaschke product, and ran ϕ(T ) is not dense. Then there exists λ ∈ D such that ϕ(λ) = 0 and λ is an eigenvalue of T * .
Proof. Set T 0 = T * | ker ϕ(T * ) . Then ϕ(T 0 ) = O. By [BP] , there exists an a.c. contraction R such that T 0 ∼ R. It follows from this relation that ϕ(R) = O. That is, R is a C 0 -contraction. By [SFBK, Proposition III.4.4] , the minimal function ψ of R divides ϕ. Therefore, ψ is a Blaschke product. By [SFBK, Theorem III.5 .1], if λ ∈ D and ψ(λ) = 0, then λ is an eigenvalue of R. Since T 0 ∼ R, we have that λ is an eigenvalue of T 0 , and consequently, of T * . Finally, ϕ(λ) = 0, because of ψ(λ) = 0.
Preliminaries: weighted shifts
In this section we collect some properties of weighted shifts needed for Sec. 5, 6, and 7. The weighted shifts are intensively studied and all these facts are well known.
Let v : Z + → (0, ∞) be a nonincreasing function. Set
The unilateral weighted shift S v+ ∈ L(ℓ 2 v+ ) acts according to the formula (S v+ u)(n) = u(n − 1), n ≥ 1, (S v+ u)(0) = 0, u ∈ ℓ 2 v+ . Since v is nonincreasing, S v+ ≤ 1, that is, S v+ is a contraction, and it easy to see that the contraction S v+ is completely nonunitary, and, consequently, a.c.. If v(n) = 1 for all n ∈ Z + , we write ℓ 2 v+ = ℓ 2 + .
Let ω : Z → (0, ∞) be a nonincreasing function. Set
ω+ is an invariant subspace of S ω , and the restriction S ω+ of S ω on ℓ 2 ω+ is a unilateral shift. Also, ℓ 2 ω− is a coinvariant subspace of S ω , and the compression S ω− of S ω on ℓ 2 ω− acts according to the formula
It is easy to see that if ω and w are two nonincreasing function such that ω ≍ w, then S ω ≈ S w . Also, if there exists C > 0 such that ω ≤ Cw, then
Since ω is nonincreasing, S ω ≤ 1, that is, S ω is a contraction. It is easy to see that if ω is a nonconstant function, then the contraction S ω is completely nonunitary, and, consequently, a.c.. Also it is easy to see that if
The function ω : Z → (0, ∞) is called a dissymetric weight, if it is nonincreasing, unbounded, ω(n) = 1 for all n ≥ 0, ω(−n) 1/n → 1 when n → +∞, and ω satisfies (2.1). For a dissymetric weight ω, ℓ 2 ω+ = ℓ 2 + , and n∈Z |u(n)| 2 < ∞ for every u ∈ ℓ 2 ω , therefore, the natural imbedding
Theorem 2.1 ( [E] ). Suppose ω is a dissymetric weight. Then there exists a singular inner function θ such that m(supp µ θ ) = 0 and
Lemma 2.2. (i) Suppose w is a dissymetric weight, and {N j } ∞ j=1 is a sequence of positive integers such that N 1 = 1 and N j < N j+1 for all j ≥ 1. Put ω(n) = 1, n ≥ 0, and ω(n) = w j , −N j+1 + 1 ≤ n ≤ −N j , j ≥ 1. Then ω is a dissymetric weight.
(ii) Suppose {β n } ∞ n=0 is a sequence of positive numbers such that β n → ∞. Then there exists a dissymetric weight ω such that ω(−n − 1) ≤ β n for sufficiently large n. (iii) Suppose {ε n } ∞ n=0 is a sequence of positive numbers such that ∞ n=0 ε 2 n < ∞. Then there exists a dissymetric weight ω such that
Proof. The part (i) of the lemma can be checking straightforward. To prove (ii), set β ′ n = inf k≥n−1 β k for n ≥ 1, then β ′ n ≥ 1 for sufficiently large n. Take an arbitrary dissymetric weight w. There exists a sequence {N j } ∞ j=1 of positive integers satisfying (i) and such that w(−j) ≤ β ′ N j for j ≥ 2. Let ω be constructed by w and {N j } ∞ j=1 as in (i). It is easy to see that ω satisfies the conclusion of (ii). To prove (iii), take an arbitrary dissymetric weight w. There exists a sequence {N j } ∞ j=1 of positive integers satisfying (i) and such that ∞ j=1 w 2 (−j) n≥N j ε 2 n < ∞. Let ω be constructed by w and
as in (i). It is easy to see that ω satisfies the conclusion of (iii).
Recall the definition.
where {I j } j is a family of disjoint open arcs such that T \ F = ∪ j I j .
The following theorem is proved in [Kel1] , see the proof of (1)
Theorem 2.4 ( [Kel1] ). Suppose {w n } n≥1 is a sequence of positive numbers such that the sequences {w n+1 /w n } n≥1 and {(log w n )/n b } n≥1 are nonincreasing, lim inf n w n /n c > 0 for some b < 1/2 and c > 0, and n≥1 1 n log w n < ∞.
Then there exist a singular inner function θ and a constant C > 0 such that supp µ θ is a Carleson set, m(supp µ θ ) = 0, and
Lemma 2.5. Suppose {w n } n≥1 is a sequence of positive numbers satisfying to the conditions of Theorem 2.4. (i) Put ω(n) = 1 and ω(−n−1) = w n+1 for n ≥ 0. Then ω is a dissymetric weight.
(ii) For every s > 0 the sequence {w s n } n≥1 satisfies to the conditions of Theorem 2.4, and Example 2.6 ([Kel1, Remark 3.2]). For a > 1 put w n = n (log log n) a for sufficiently large n. Then it is possible to define w n for small n ≥ 1 in such a way that {w n } n≥1 satisfies the conditions of Theorem 2.4.
Unitary asymptote and quasianalytic spectral set
In [Kér5] , the following definition of a unitary asymptote of T ∈ L(H) is given: a pair (X, U ) is called a unitary asymptote of T , if U is a unitary operator, XT = U X, and for any other pair (X ′ , U ′ ) such that U ′ is a unitary operator and X ′ T = U ′ X ′ there exists a unique operator Z such that ZU = U ′ Z and X ′ = ZX. It is proved in [Kér5] that for power bounded operators this notion coincides with the notion of unitary asymptote introduced in [Kér1] and constructed using Banach limit (see Sec. 5 of the present paper for the recalling of this construction).
Let (X, U ) be a unitary asymptote of T ∈ L(H), where U ∈ L(K). As is mentioned in [Kér5] , immediately from the definition of a unitary asymptote we have that
and there exists the mapping
where D ∈ {U } ′ is a unique operator such that XC = DX, and γ T is a unital algebra-homomorphism. The following theorem is an immediate consequence of these facts (sf. [SFBK, Lemma IX.1.4] and [Kér1] ).
Theorem 3.1. Suppose T ∈ L(H), and (X, U ) is a unitary asymptote of
Proof. Denote by K the space where U acts. Let C ∈ {T } ′ , and let λ ∈ C be such that (C − λI H ) −1 exists. It is easy to see that (
From the latest equalities and (3.1) we conclude that
Let N ∈ Hlat U . Clearly, X −1 N is linear and closed. Suppose C ∈ {T } ′ , D = γ T (C), and x ∈ X −1 N . Then XCx = DXx ∈ N . It means that Cx ∈ N . Thus, X −1 N ∈ Hlat T . Since ker X = X −1 {0}, we conclude that ker X ∈ Hlat T .
The notion of the quasianalytic spectral set is introduced in [Kér5] for a.c. polynomially bounded operators only, while this notion can be introduced for every operator which has a unitary asymptote exactly as for a.c. polynomially bounded operators. On the other hand, for a.c. polynomially bounded operators there is the relationship between quasianalytic and residual sets on the one side and H ∞ -functional calculus on the other side (see [Kér5, Sec.6] ). Also, we don't study the properties of quasianalytic and residual sets here; we will prove only the results be used in the present paper.
Recall some properties of unitary operators (see, for example, [Co1, Ch.IX] or [Bea, Ch.VIII] ). Let U ∈ L(K) be a unitary operator, let B be the σ-algerba of Borel subsets of σ(U ) ⊂ T, and let E : B → L(K) be the spectral measure of U . Then E(τ ) is an orthogonal projection for every τ ∈ B, and Hlat U = {E(τ )K : τ ∈ B}. Let µ be a scalar-valued spectral measure of U . Then µ and E are mutually absolutely continuous, and for every u,
, and we write τ 1 = τ 2 (with respect to µ). If τ 1 , τ 2 ∈ B are such that µ(τ 1 \ τ 2 ) = 0, then E(τ 1 )K ⊂ E(τ 2 )K, and we write τ 1 ⊂ τ 2 (with respect to µ). Since all scalar-valued spectral measures of U are mutually absolutely continuous, these relations between Borel sets do not depend on the particular choice of the scalar-valued spectral measure of U .
For convenience, recall the definitions from [Kér5] . Let T ∈ L(H), and let (X, U ) be the nonzero unitary asymptote of T . Denote by K the space where U acts, by E the spectral measure of U , by µ the scalar-valued spectral measure of U , and by f u,v dµ the localization of E to u, v, where u, v ∈ K. For x ∈ H the set
is called the local residual set of T at x. Clearly, ω(T, x) is measurable with respect to µ, that is, ω(T, x) ∈ B, and Xx ∈ E ω(T, x) K. Furthermore, ω(T, x) is the smallest set having this property. By [Kér5, Proposition 25] , the local residual set of T at x does not depend on the particular choice of the unitary asymptote of T .
For any system {τ j } j of sets τ j ∈ B there exist a smallest set ∨ j τ j ∈ B such that τ j ⊂ ∨ j τ j for all j and a largest set ∧ j τ j ∈ B such that ∧ j τ j ⊂ τ j for all j (with respect to µ), see [Kér5, Lemma 28] . The equality (3.1) implies
The set
If T ∈ L(H) has a unitary asymptote (X, U ) such that U = O, then ω(T, x) = ∅ for every x ∈ H and σ(U ) = ∅. In this case we put π(T ) = ∅ by definition. This agreement is used in Theorem 3.3.
Recall that m is the normalized Lebesgue measure on T. If U ∈ L(K) is an a.c. unitary operator, then there exists a Borel set τ 0 such that m| τ 0 is the scalar-valued spectral measure of U . The set τ 0 is denoted by ω(T ) and called the residual set of T , see [Kér5] . We have f u,v ∈ L 1 (m| ω(T ) ) for u, v ∈ K. As usually, we extend f u,v on T by zero, then f u,v ∈ L 1 (T, m), and f u,v = 0 a.e. on T \ ω(T ) with respect to m. Thus, ω(T, x) ⊂ ω(T ) with respect to m, and (3.1) yields
with respect to m. Thus, if U is a.c. (and nonzero), then T is quasianalytic if and only if π(T ) = ω(T ) with respect to m. Note that we do not have m(ω(T )) = m(σ(U )) in general, because if m(ω(T )) < 1, then m is not the scalar-valued spectral measure of U , while m| ω(T ) is the scalar-valued spectral measure of U .
The following theorem is a version of [Kér5, Theorem 30] . We give a proof, because of [Kér5, Theorem 30 ] is formulated for a.c. polynomially bounded operators only, and H ∞ -functional calculus is used in the proof of [Kér5, Theorem 30] .
is an operator which has a nonzero unitary asymptote (X, U ), where U ∈ L(K), E is the spectral measure of U , and µ is the scalar-valued spectral measure of U . Suppose U is not a multiple of the identity operator. Then
there exists E ∈ Hlat U such that E = K and X −1 E = {0}; in particular, T has a nontrivial hyperinvariant subspace.
Proof. Denote the space from the right side of the equality (3.2) by E 0 . Suppose E ∈ Hlat U and X −1 E = {0}. Then there exists a Borel set τ and
We conclude that τ 0 ⊂ ω(T, x) (with respect to µ). The inclusion π(T ) ⊂ τ 0 follows from the definition of π(T ). The equality (3.2) is proved.
If ker X = {0}, then
Then the right part of (3.2) is equal to K, thus, E(π(T ))K = K.
In the following theorem, the relationship between quasianalytic spectral set and spectrum of an operator T and of its restriction T | M on its invariant subspace M is considered. For a.c. polynomially bounded operator T the relationship between quasianalytic spectral set and residual set of T and of T | M is considered in [Kér5, Proposition 35] . For a.c. polynomially bounded operator T the unitary operator U from the unitary asymptote of T is a.c.. In the following theorem it is not supposed that U is a.c.. Therefore, the residual set of T is not defined.
Theorem 3.3. Suppose T is an operator with a unitary asymptote (X, U ).
Proof. Let K be the space where U acts and let E be the spectral measure of U , E : B → K. Here B stands for the σ-algebra of Borel subsets of σ(U ).
Since N is a reducing subspace for U , we have
is an orthogonal projection, and
Let x ∈ M, and let τ x be the smallest set having the properties τ x ∈ B and
follows from Theorem 3.1.
Remark 3.4. By [Kér1] or [Kér5, Corollary 7] , every power bounded operator T has a unitary asymptote, and every M ∈ Lat T satisfies the conditions of Theorem 3.3.
The following proposition extends [Kér5, Proposition 33] from a.c. polynomially bounded operators to power bounded operators.
Proposition 3.5. Suppose T is a power bounded operator which is not a multiple of the identity operator and such that π(T ) = ∅. Then T is of class C 10 .
Proof. Denote by H the space where T acts. Let (X, U ) be a unitary asymptote of T . By Theorem 3.2, ker X = {0}. By [Kér5, Proposition 8] ,
Thus, T is of class C 1· . If T is not of class C 10 , then there exists M ∈ Lat T such that T | M is of class C 11 . It follows from [Kér1] that π(T | M ) = ∅. By Theorem 3.3 and Remark 3.4, π(T ) ⊂ π(T | M ), a contradiction. Thus, T is of class C 10 .
Quasianalytic spectral set and estimates of the resolvent
The main result of this section (Theorem 4.8) is the following. Let T be an operator, and let ϕ be a function such that the operator ϕ(T ) is well defined. If ϕ(T ) is invertible, then, under some additional conditions, T is not quasianalytic. In particular, T has nontrivial hyperinvariant subspaces.
Suppose Γ is a simple closed curve,
Let Ω Γ be the bounded component of C \ Γ.
The following lemmas are well known, see, for example, [Ber, Lemma 3 .1] or [Ta, Lemma 6] . We give proofs to emphasize some details.
Lemma 4.1. Suppose Γ and Γ ′ are two simple closed rectifiable curves, Γ and Γ ′ satisfy (4.1), Γ and Γ ′ cross T along radial segments, and
Suppose T ∈ L(H) has the following properties:
, then there exists a continuous algebra homomorphism φ :
Put M = ker A and M ′ = ker A ′ . Since A and A ′ commute with all operators from {T } ′ , M, M ′ ∈ Hlat T . We proof that AA ′ = A ′ A = O exactly as in [Ber, Lemma 3 .1], and we obtain from the latest equality that
, then, by (4.4) applying with E = M, there exists a algebra homomorphism φ :
Proof. For ζ ∈ T and a, b ∈ (0, 1) put
Since Z is uncountable, there exist a, b ∈ (0, 1) and ξ j ∈ Z, j = 1, . . . , 10, such that ξ j are arranged in counter clockwise order,
We construct four simple closed rectifiable curves Γ 1 , Γ ′ 1 , Γ 2 , Γ ′ 2 such that they cross T along radial segments, satisfy (4.1),
and each of the pairs Γ 1 , Γ ′ 1 and Γ 2 , Γ ′ 2 satisfies (4.2). Applying Lemma 4.1 to Γ 1 , Γ ′ 1 , we obtain M 1 ∈ Hlat T such that M 1 = {0}, and σ(T | M 1 ) ⊂ C\Ω Γ 1 . Applying Lemma 4.1 to Γ 2 , Γ ′ 2 , we obtain M 2 ∈ Hlat T such that M 2 = {0}, and σ(T | M 2 ) ⊂ C \ Ω Γ 2 . By [RR, Theorem 0.8] , the spectrum of the restriction of an operator on its invariant subspace is contained in the polynomially convex hull of its spectrum. Therefore,
The following theorem is a straightforward consequence of Lemmas 4.1 and 4.2. Theorem 4.3. Suppose C, k, T , Λ and Z are as in Lemma 4.2. Suppose T has a unitary asymptote (X, U ), and for every M ∈ Hlat T the pair
Remark 4.4. Suppose T is a power bounded operator. Then T satisfies the following assumptions of Theorem 4.3: σ(T ) ⊂ clos D and (T − λI) −1 ≤ M/(|λ| − 1) for all λ / ∈ clos D, where M = sup n≥0 T n , T has a unitary asymptote, and the pair (X| M , U | ∨ n≥0 U −n XM ) is a unitary asymptote of T | M for every M ∈ Lat T , where (X, U ) is a unitary asymptote of T , see [Kér1] or [Kér5, Corollary 7] .
Recall the definition. The following theorem is a straightforward consequence of the results of [Ré] .
Theorem 4.6. Suppose T ∈ L(H) is an a.c. polynomially bounded operator such that T ⊂ σ(T ) and π(T ) = ∅. Then the set of elements of H which generate a full analytic invariant subspace for T is dense in H, and T is reflexive.
Proof. To apply results of [Ré] it needs to show that T is of class C ·0 , and there exists C ′ > 0 such that for all C > C ′ the set of points in T which are not radial limits of points in Λ C is at most countable, where
By [Kér5, Proposition 35] or Proposition 3.5, T is of class C 10 . In particular, T has no eigenvalues. Therefore,
If we suppose that the set of points in T which are not radial limits of points in Λ C is uncountable for some C > 0, we can to apply Theorem 4.3 with some C 1 > C to T and to obtain the contradiction. Therefore, T satisfies the conditions of [Ré, Theorem 6.5] , and the conclusion of the theorem follows from the proof of [Ré, Theorem 6.5] .
The investigation of a.c. polynomially bounded operator T such that ϕ(T ) is invertible for some inner function ϕ ∈ H ∞ is beginned in [Kér4, Proposition 4.4] . It is proved there that D ⊂ σ(T ) for such T . Note that the assumption of the quasianalyticity of T from [Kér4, Proposition 4.4] actually not used in its proof.
Lemma 4.7. Suppose T is an a.c. polynomially bounded operator and ϕ ∈ H ∞ , or T is a power bounded operator and ϕ ∈ A + (T), and ϕ(T ) is invertible. Then for every 0 < c < 1/ ϕ(T ) −1 there exists C > 0 (which also depends on ϕ and T ) such that
Proof. Let a ∈ C, and let |a| ≤ c. Then
we obtain from (4.5), (4.8), and (4.6) or (4.7) that
where M is the polynomial bound of T or M = sup n≥0 T n and
we conclude that
Theorem 4.8. Suppose T is an operator, and θ is a singular inner function such that µ θ (σ(T ) ∩ T) > 0 and µ θ ({ζ}) = 0 for every ζ ∈ σ(T ) ∩ T. If T is a.c. polynomially bounded, suppose that θ(T ) is invertible. If T is power bounded only, suppose that there exists ψ ∈ H ∞ such that θψ ∈ A + (T), and (θψ)(T ) is invertible. For C > 0 set
Then there exists C 0 > 0 such that the set Z C 0 is uncountable. Consequently, there exist
Proof. By [Gar, Theorem II.6 .2], θ(z) → 0 when z → ζ nontangentially for a.e. ζ ∈ T with respect to µ θ . Since µ θ (σ(T ) ∩ T) > 0 and µ θ ({ζ}) = 0 for every ζ ∈ σ(T ) ∩ T, the set
is uncountable. Set ϕ = θ, if T is assumed a.c. polynomially bounded, and set ϕ = θψ, if T is assumed power bounded only. Let 0 < c < 1/ ϕ(T ) −1 , and let C 0 > C, where C is defined by c in Lemma 4.7. Then Z ⊂ Z C 0 , consequently, Z C 0 is uncountable. The conclusion of the theorem follows from Lemma 4.2, Remark 4.4, and Theorem 4.3.
5.
Operators with a part similar to the simple unilateral shift
For a power bounded operator T ∈ L(H) the isometric asymptote
+ ) is defined using Banach limit, see [Kér1] . For convenience, the construction is recalled here.
Let (·, ·) be the inner product on the Hilbert space H, and let T ∈ L(H) be a power bounded operator. Define a new semi-inner product on H by the formula x, y = Lim n→∞ (T n x, T n y), where x, y ∈ H, and Lim is a some Banach limit. Set H 0 = H T,0 = {x ∈ H : x, x = 0}. Then the factor space H/H 0 with the inner product x + H 0 , y + H 0 = x, y will be an inner product space. Let H (a) + denote the resulting Hilbert space obtained by completion, and let X T,+ be the natural imbedding of H to H (a)
+ ), and X T,+ ≤ sup n≥0 T n . Clearly, T x, T y = x, y for every x, y ∈ H. Therefore, T 1 : x + H 0 → T x + H 0 is a well-defined isometry on H/H 0 . Denote by T The unitary asymptote
of T is the minimal unitary extension of the isometric asymptote of T . Suppose T ∈ L(H) is a power bounded operator such that T
+ is a unitary operator, then, in fact,
Then N is a reducing subspace of T (a) , and T (a) and X T have the forms
with respect to the decompositions H = M⊕M ⊥ and H (a) = H 2 ⊕(H 2 − ⊕K), where T 2 , X 2 , X 1 , and V are appropriate operators. Following [Fe] , set
Clearly, X is invertible, and
That is, T ≈ T 1 . Thus, one can consider the operator of the form (5.1) instead of T . Also, (I H 2 ⊕ X 1 )T 1 = T (a) (I H 2 ⊕ X 1 ), and clos
, and X 0 T 0 = S * X 0 . The following proposition is a version of [Fe, Theorem 1] .
and every polynomial ϕ.
Furthermore, T is power bounded if and only if T 0 is power bounded, T is polynomially bounded if and only if T 0 is polynomially bounded, T is a.c. polynomially bounded if and only if T 0 is a.c. polynomially bounded, and T is similar to a contraction if and only if T 0 is similar to a contraction.
Moreover, if T 0 is a power bounded operator of class C 0· , and clos
is the isometric asymptote of T , and T is quasianalytic if and only if ker X 0 = {0} and
for every Borel set τ ⊂ T such that m(τ ) < 1.
Proof. Easy computation shows that
The equality (5.2) easy follows from (5.3). Also, the equalities (5.3) imply that T is power bounded if and only if T 0 is power bounded and there exists C > 0 such that
for every x ∈ H 0 and n ≥ 1.
and (5.4) follows. Also, P + ϕ·(X 0 x) ≤ ϕ ∞ X 0 x for every polynomial ϕ and every x ∈ H 0 , and the conclusion on the polynomially boundedness is obtained. Moreover, the right part of (5.2) is defined for every ϕ ∈ H ∞ . Therefore, if T 0 is a.c. polynomially bounded, then ϕ(T ) can be defined using (5.2), and it is easy to check that the mapping
is a weak- * continuous algebra-homomorphism. Now the conclusion on the a.c. polynomially boundedness follows from [Kér5, Theorem 23 ], see also [M] . Conclusion on the similarity to a contraction follows from [Cas, Corollary 4.2] .
Suppose T 0 is a power bounded operator of class C 0· . The equalities (5.3) imply that
for all h 1 , h 2 ∈ H 2 , x 1 , x 2 ∈ H 0 . The conclusion on the isometric asymptote of T follows from the latest equality and [Kér1] (see the beginning of this section). The conclusion on the quasianalyticity is a straightforward consequence of the form of the isometric asymptote of T .
The following theorem is a consequence of [BP] (based on [Bo] ) and [M] , see also [Kér5] .
Theorem 5.2. Suppose R is a polynomially bounded operator. Then S ≺ R if and only if R is a.c., R is not a C 0 -operator (that is, there is no nonzero function ϕ ∈ H ∞ such that ϕ(R) = O), and R is cyclic.
Proof. The "only if" part is almost evident. We mention only that R is a.c. by [Kér5, Proposition 16 ], see also [M] . To prove "if" part, suppose that R ∈ L(H) is a cyclic polynomially bounded operator with a cyclic vector x 0 ∈ H. By [BP, Lemma 2.1], there exist a finite positive Borel measure µ on T and X ∈ L(P 2 (µ), H) such that XS µ = RX and X1 = x 0 . Here P 2 (µ) is the closure of analytic polynomials in L 2 (µ), S µ is the operator of multiplication by the independent variable in P 2 (µ), and 1(ζ) = ζ for a.e. ζ ∈ T (with respect to µ). Since x 0 is cyclic for R, clos XP 2 (µ) = H.
There exist a nonnegative function w ∈ L 1 (T, m) and a finite positive Borel measure µ s on T, singular with respect to m, such that µ = wm + µ s . By [Co2, Proposition III.12 .3], P 2 (µ) = P 2 (wm) ⊕ L 2 (µ s ). Denote by U µs the operator of multiplication by the independent variable in L 2 (µ s ), indeed, U µs is a singular unitary operator. We have X| L 2 (µs) U µs = RX| L 2 (µs) . Now suppose that R is a.c.. By [Kér5, Proposition 15 ], see also [M] , X| L 2 (µs) = O. Set X 1 = X| P 2 (wm) . We have clos X 1 P 2 (wm) = H and X 1 S wm = RX 1 .
That is, S wm d ≺ R. Recall that S ≺ S wm . Indeed, set τ = {ζ ∈ T : w(ζ) = 0}. If m(τ ) > 0, then S wm ∼ = U (T \ τ ), and the relation S ≺ U (T \ τ ) is realized by the natural imbedding. If m(τ ) = 0 and log w / ∈ L 1 (T, m), then S wm ∼ = U T , and the relation S ≺ U T is realized by the operator of multiplication by a some function ψ ∈ L ∞ (T, m) such that log |ψ| / ∈ L 1 (T, m). If log w ∈ L 1 (T, m), then S wm ∼ = S (see, for example, [Co2, Ch. III.12, VII.10]).
Thus, if R ∈ L(H) is a cyclic a.c. polynomially bounded operator, then
Denote by Y ∈ L(H 2 , H) an operator which realizes this relation. If ker Y = {0}, then there exists an inner function θ such that ker Y = θH 2 (because ker Y ∈ Lat S).
Thus, if R is a cyclic a.c. polynomially bounded operator, and R is not a C 0 -operator, then S ≺ R.
Corollary 5.3. Suppose T 0 is a polynomially bounded operator. Then there exists a quasiaffinity X 0 such that X 0 T 0 = S * X 0 if and only if T 0 is a.c., T 0 is not a C 0 -operator, and T * 0 is cyclic. Proof. Clearly, (S * ) * ∼ = S. It remains to apply Theorem 5.2 to T * 0 . Proposition 5.4. Suppose T 0 , X 0 and T are as in Proposition 5.1, T 0 is a.c. polynomially bounded, clos X 0 H 0 = H 2 − , and θ ∈ H ∞ is an inner function. Then ker θ(T ) * = {0} if and only if there exists x ∈ H 0 such that x / ∈ X * 0 H 2
From the definition of T and (5.2) applyed to θ we have that
Therefore, ker θ(T ) * = {0}. Now let h ∈ H 2 and x ∈ H 0 be such that h ⊕ x = 0 and θ(T ) * (h ⊕ x) = 0. Then θ(S) * h = P + θh = 0, therefore, h ∈ K θ , and h = θχg for some g ∈ K θ . Furthermore, θ(T 0 ) * x = −X * 0 χg, and we conclude that θ(T 0 ) * x ∈ X * 0 H 2 − . If there exists f ∈ H 2 − such that x = X * 0 f , then
θf. Since ker X * 0 = {0}, we conclude that θf = −χg. Taking into account that g ∈ K θ and f ∈ H 2 − , we conclude that g = 0 and f = 0, consequently, h = 0 and x = 0, a contradiction. Therefore, x / ∈ X * 0 H 2 − .
and there is a sequence {y n } ∞ n=0 ⊂ H 0 such that (5.6) n≥0 y n = H 0 and
Furthermore, suppose T 0 is a.c. polynomially bounded, θ ∈ H ∞ is a singular inner function, and x ∈ H 0 . Then x / ∈ X * 0 H 2 − and θ(T 0 ) * x ∈ X * 0 H 2 − if and only if there exists f ∈ H 2 such that f / ∈ θH 2 and
Proof. It is easy to see that X 0 y n = χ −n−1 for all n ≥ 0, therefore,
for every f ∈ H 2 and n ≥ 0. Also,
for every ϕ ∈ H ∞ , n, k ≥ 0. It follows from (5.5) that for every x ∈ H 0 there exist a sequence {N j } j of positive integers and a sequence of families {a jn } N j n=0 of complex numbers such that
From (5.6) and (5.10) we obtain that
Let ϕ ∈ H ∞ . We infer from (5.9), (5.10), and (5.11) that (5.12)
Now suppose that θ(T 0 ) * x ∈ X * 0 H 2 − , that is, there exists f ∈ H 2 such that θ(T 0 ) * x = X * 0 χ −1 f . From (5.8) and (5.12) we conclude that
Equalities (5.7) follow from equalities (5.13), because θ(0) = 0. If f = θh for some h ∈ H 2 , then it follows from (5.7) and (5.8) that x = X * 0 χ −1 h. Part "only if" is proved. Now suppose that (5.7) is fulfilled for some f ∈ H 2 . From the equality
(5.8), and (5.12) we conclude that θ(T 0 ) * x = X * 0 χ −1 f . If x = X * 0 χ −1 h for some h ∈ H 2 , then it follows from (5.8) that (x, y n ) = h(n) for all n ≥ 0. From the latest equalities and (5.14) we conclude that f (z) = θ(z) h(z) for all z ∈ D, therefore, f = θh, that is, f ∈ θH 2 . Part "if" is proved.
Applying Propositions 5.4 and 5.5 to a dissymetric weighted shift (see Sec. 2 for definitions and references), we obtain the following known result.
Corollary 5.6. Suppose ω is a dissymetric weight, and θ ∈ H ∞ is a singular inner function. Then ran θ(S ω ) is not dense if and only if there exists f ∈ H 2 such that f ∈ θH 2 and
Remark 5.7. If T 0 and X 0 satisfy the conditions (5.5) and (5.6), ker X 0 = {0}, and T is constructed by T 0 and X 0 as in Proposition 5.1, then it is easy to see that T y n+1 = y n , n ≥ 0. Let T 0 be power bounded. By Proposition 5.1, T is power bounded, too. If
then T is not quasianalytic, and, consequenly, has nontrivial hyperinvariant subspaces (see, for example, [Bea, Theorem XII.8 .1], [Kel2] , [Kér2] ).
Theorem 5.8. Suppose T 0 , X 0 and T are as in Proposition 5.1, and there exists a sequence of positive numbers {β n } ∞ n=0 such that β n → ∞ and
Then there exist a dissymetric weight ω and
Proof. By Lemma 2.2(ii), there exists a dissymetric weight ω such that ω(−n − 1) ≤ β n for sufficiently large n. Define Y 0 by the formulas
Then Y 0 is bounded by the closed graph theorem. The intertwining relation Y T = S ω Y follows from easy calculation. Since S ω is invertible, we have Proof. This is a straightforward consequence of Theorem 5.8, Lemma 1.1 and Theorem 2.1.
Recall that A + (T) is the subalgebra of analytic functions from the Wiener algebra A(T) (see Introduction). If T is power bounded, that for every ϕ ∈ A + (T) the operator ϕ(T ) is defined by the formula ϕ(T ) = ∞ n=0 ϕ(n)T n . Let θ be a singular inner function. Then the condition m(supp µ θ ) = 0 is necessary to the existence ψ ∈ H ∞ such that θψ ∈ A + (T), but is not sufficient ( [Car] , [KK] ). Namely, there exist singular inner functions θ such that m(supp µ θ ) = 0, but there is no function ϕ ∈ A + (T) such that ϕ = 0 on supp µ θ and ϕ ≡ 0. For such θ, there is no (nonzero) ψ ∈ H ∞ such that θψ ∈ A + (T). On the other hand, if m(supp µ θ ) = 0 and supp µ θ is a Carleson set (the definition is recalled as Definition 2.3), then there exists an outer function ψ ∈ A + (T) such that θψ ∈ A + (T) [TW] .
Corollary 5.10. Suppose T ∈ L(H) and a sequence {β n } ∞ n=0 satisfy the conditions of Theorem 5.8, T is power bounded, and clos T H = H. Furthermore, suppose that there exists a sequence of positive numbers {w n } n≥1 satisfying the condition of Theorem 2.4 and such that w n+1 ≤ β n for sufficiently large n. Then there exist a singular inner function θ and an outer function ψ ∈ A + (T) such that θψ ∈ A + (T) and clos(θψ)(T )H = H.
Proof. Let 0 < s < 1. By Theorem 2.4 and Lemma 2.5(ii), there exist a singular inner function θ and a constant C > 0 such that supp µ θ is a Carleson set, m(supp µ θ ) = 0, and
Let ω be the dissymetric weight constructed by Lemma 2.5(i) applied to {w n } n≥1 . We have
by Lemma 2.5(ii). Thus, θ and ω satisfy (2.3). By Theorem 2.1, ran θ(S ω ) is not dense. Consequently, ran(θψ)(S ω ) is not dense for any ψ ∈ H ∞ .
We prove that T d ≺ S ω exactly as in the proof of Theorem 5.8. By [TW] , there exists an outer function ψ ∈ A + (T) such that θψ ∈ A + (T). Set ϕ = θψ and apply the evident analog of Lemma 1.1 to the power bounded operators T and S ω and ϕ ∈ A + (T). Kér3] or [SFBK, Theorem IX.3.6] ). Indeed, let (X, U ) be the unitary asymptote of T , then U is an a.c. unitary operator. Denote by Y the operator which realizes the relation T d ≺ U T . Then there exists an operator Z such that Y = ZX and ZU = U T Z. Since ran Y is dense in L 2 , ran Z is dense in L 2 , too. Therefore, U has a reducing subspace such that the restriction of U on this subspace is unitarily equivalent to U T . Thus, [Kér3] or [SFBK, Theorem IX.3.6 ] can be applied to T , and the needed conclusion is obtained.
Remark 5.12. It is proved in [KT] that if every contraction T whose unitary asymptote is U T has a nontrivial hyperinvariant subspace, then every contraction which has a nonzero cyclic unitary asymptote (and is not a multiple of the identity operator) has a nontrivial hyperinvariant subspace.
6. Sufficient conditions to the existence of hyperinvariant subspaces for operators intertwined with a.c. unitaries
Let ϕ ∈ H ∞ , and let µ be a positive finite Borel measure on T. For ξ ∈ T set ϕ ξ (z) = ϕ(ξz), z ∈ D, and µ ξ (τ ) = µ(ξτ ), τ ⊂ T, where ξτ = {ξζ : ζ ∈ τ }. Let θ be a singular inner function. Since θ has no zeros in D, the function 1/θ is analytic in D, indeed,
From the equality
Recall that µ θ and θ are defined in Introduction. We have (θ ξ ) = ( θ) ξ ,
Lemma 6.1. Suppose µ is a positive finite Borel singular measure on T, and ν is a positive Borel measure on T.
Proof. For ζ ∈ T and t > 0 set J ζ,t = {ζe is : |s| ≤ t}. Since µ is singular,
for a.e. ζ ∈ T with respect to µ ( [Gar, (II.6. 3)] or [Co2, Proposition III.4 .1]). Let ζ 0 ∈ T be such that (6.2) is fulfilled for ζ 0 .
For n ∈ N set t n = πm(J )/2n. There exists a family
Corollary 6.2. Suppose ϑ and θ are singular inner functions. Then the closure of the set of ξ ∈ T such that θ ξ ϑ ∈ H ∞ does not contain nonempty open arcs.
Proof. Set ν = µ ϑ and µ = µ θ . If ξ ∈ T is such that θ ξ ϑ ∈ H ∞ , then ν(τ ) ≥ µ ξ (τ ) for every Borel set τ ⊂ T. Since ν(T) < ∞, the conclusion of the corollary follows from Lemma 6.1.
Lemma 6.3. Let ϕ ∈ H ∞ , and let f ∈ L 1 (T, m). Put
Proof. It is easy to see that ϕ * f ∈ H ∞ , and ϕ * f has nontangential boundary value at every ξ ∈ T, which is equal to T ϕ ξ f dm.
The function ξ → T ϕ ξ f dm is continuous on T. Indeed, let ξ, ξ 0 ∈ T. Then
Every function from H ∞ is the convolution of its boundary values with the Poisson kernel. The convolution of a continuous function on T with the Poisson kernel is continuous in clos D. The conclusion of the lemma follows from these facts. Formula (6.3) for the Fourier coefficients of convolution can be easy checked straightforward in the conditions of the lemma.
For every ξ ∈ T put
Proof. For x ∈ H and the integers n, k ≥ 0 put ψ x = Xx, f x,k = χ k ψ x g, and
By (6.5) and (6.6), ξ ∈ Ξ if and only if n≥0 a x,k,n ξ n = ( θ * f x,k )(ξ) for all x ∈ H and k ≥ 0. (6.7)
Since the functions from both sides of (6.7) are continuous on T (see the estimate before (6.5) and Lemma 6.3), Ξ is closed.
Let us assume that Ξ = T. Then (6.7) implies
By (6.3), (6.4), and (6.8),
, which contradicts with (6.1), because | θ(0)| < 1. Thus,
From (6.8) and (6.9) we conclude that (u ξ , T k x) = 0 for all k ≥ 0 and ξ ∈ T. Therefore, (v ξ , T k x) = 0 for all k ≥ 0 and ξ ∈ T. Taking into account (6.6), we conclude that (θ ξ ) χgψ x ∈ H 1 for every ξ ∈ T. Thus, χgψ x ∈ (θ ξ ) H 1 for every ξ ∈ T. By Corollary 6.2, gψ x ≡ 0. In particular, (Xx, g) = 0.
Since x ∈ H is arbitrary and clos XH = L 2 (τ, m), we obtain that g ≡ 0, a contradiction. Thus, Ξ = T.
Lemma 6.5. Suppose S ∈ L(H 2 ) is the unilateral shift of multiplicity 1,
. Thus, it is sufficient to prove that θ(S * )u k = h k for every k ≥ 1.
For fixed k put f = h k and g = u k . We have for j ≥ 0
We have
Corollary 6.6. Suppose T ∈ L(H) is an a.c. polynomially bounded operator, θ is a singular inner function, u 0 ∈ H is such that
Proof. Since ∞ n=0 1 θ (n) = ∞, inf n T * n u 0 = 0. Since T is power bounded, we conclude that 0 = inf n T * n u 0 = lim n T * n u 0 . Set
It is sufficient to prove that θ(T 0 )u = u 0 . By [BP] , there exists a contraction R and a quasiaffinity X such that XT 0 = RX. It follows from this relation that R is of class C 0· . Therefore, there exists M ∈ Lat S * ∞ such that R ∼ = S * ∞ | M [SFBK, Theorem VI.2.3] . Without loss of generality we can suppose that
By Lemma 6.5, θ(R)v = v 0 . Also, v = Xu. We have
Since ker X = {0}, we conclude that θ(T 0 )u = u 0 .
. Suppose θ is a singular inner function, 0 ≡ g ∈ L 2 (τ, m), and (6.10) Then the set {ξ ∈ T : ker θ ξ (T * ) = {0}} contains nonempty open subset of T.
Proof. For every ξ ∈ T, define u ξ and v ξ as in Lemma 6.4. By Corollary 6.6, θ ξ (T * )u ξ = X * g. We have
Thus, u ξ −v ξ ∈ ker θ ξ (T * ) for every ξ ∈ T. Let Ξ be the set from Lemma 6.4. Then {ξ ∈ T : ker θ ξ (T * ) = {0}} ⊃ T \ Ξ.
, and
Then there exists a singular inner function θ such that m(supp µ θ ) = 0 and the set {ξ ∈ T : ker θ ξ (T * ) = {0}} contains nonempty open subset of T.
Proof. By Lemma 2.2(iii) applied with ε n = T * n X * g , there exists a dissymetric weight ω such that
By Theorem 2.1, there exists a singular inner function θ such that (2.3) is fulfilled for θ and ω and m(supp µ θ ) = 0. We have
It remains to apply Theorem 6.7.
, and the condition (6.10) is fulfilled for θ and g. Then the set {ξ ∈ T : ker(θϕ) ξ (T * ) = {0}} contains nonempty open subset of T.
Proof. For every ξ ∈ T, define u ξ and v ξ as in Lemma 6.4. Clearly, ϕ ξ , (θϕ) ξ ∈ A + (T) for every ξ ∈ T. Set M = sup k≥0 T k . We have
We obtain that u ξ − v ξ ∈ ker(θϕ) ξ (T * ) for every ξ ∈ T. Let Ξ be the set from Lemma 6.4. Then {ξ ∈ T : ker θ ξ (T * ) = {0}} ⊃ T \ Ξ.
, a sequence {w n } n≥1 of positive numbers, and C > 0 such that {w n } n≥1 satisfies to the conditions of Theorem 2.4, and T * n X * g ≤ C/w n+1 for sufficiently large n.
Then there exists a singular inner function θ and an outer function ϕ ∈ A + (T) such that supp µ θ is a Carleson set, m(supp µ θ ) = 0, θϕ ∈ A + (T), and the set m{ξ ∈ T : ker(θϕ) ξ (T * ) = {0}} contains nonempty open subset of T.
Proof. Let 0 < s < 1. By Theorem 2.4 and Lemma 2.5(ii), there exist a singular inner function θ and C 1 > 0 such that supp µ θ is a Carleson set, m(supp µ θ ) = 0, and
by Lemma 2.5(ii). Thus, condition (6.10) is fulfilled for θ. Since supp µ θ is a Carleson set and m(supp µ θ ) = 0, there exists an outer function ϕ ∈ A + (T) such that θϕ ∈ A + (T) [TW] . It remains to apply Theorem 6.9.
Theorems 6.7 and 6.9 and Corollaries 6.8 and 6.10 are formulated for an arbitrary operator X (with dense range) which intertwines T with U (τ ). The following proposition shows how Theorems 6.7 and 6.9 and Corollaries 6.8 and 6.10 can be formulated in terms of the unitary asymptote of T .
Proposition 6.11. Suppose T ∈ L(H) is an operator, U ∈ L(K) is a unitary operator, (Y, U ) is the unitary asymptote of T , and clos Y H = K. If U is a.c., then for every 0 = y ∈ K there exist a Borel set
Proof. For 0 = y ∈ K put M = ∨ n∈Z U n y. Then M is a reducing subspace of U , and clos
Put g = W y and X = W P M Y . Then g ≡ 0, the equality XT = U (τ )X follows from intertwining properties of W and Y and the reducing property of M, and X * g = Y * y because of W * = W −1 .
Conversely, suppose that there exist a Borel set τ ⊂ T and X such that m(τ ) > 0 and XT = U (τ )X. By the definition of the unitary asymptote, there exists an operator Z such that X = ZY and
Remark 6.12. In Sec. 5 and 6 of the present paper, I use the functional calculus for power bounded operators on the algebra A + (T) of analytic functions with absolutely summable Taylor coefficients. In [Pe] , the functional calculus for power bounded operators on some larger algebras of analytic functions is constructed. But I don't know the facts of these algebras similar those facts of A + (T) that was used in the present paper.
Example of a quasianalytic contraction
In this section, an example of a quasianalytic contraction T is constructed such that σ(T ) = T and ∅ = π(T ) = T. Actually, an operator similar to a contraction is constructed, but it is easy to see that the residual and quasianalytic spectral sets of operators having unitary asymptote are preserving under similarity.
For a natural number N a N ×N matrix can be regarded as an operator on ℓ 2 N , its norm is denoted by the symbol · L(ℓ 2 N ) . For a family of polynomials
for every family of polynomials [ϕ ij ] N i,j=1 and every N ≥ 1. If T is a contraction, then M = 1 in (7.1). The following criterion for an operator to be similar to a contraction is proved in [Pa] .
An operator T is similar to a contraction if and only if T is completely polynomially bounded.
For an index k ≥ 0 and a polynomial ϕ put
The following lemma is a particular case of [Pr, Lemma 3 .1].
Lemma 7.1 ( [Pr] ). There is a constant C > 0 such that for every indices N ≥ 1, k ≥ 0 and family of polynomials
Recall that the definition, notation and references on (well-known and intensively studed) weighted shifts are given in Sec. 2.
Theorem 7.2. Suppose T 1 ∈ L(H 1 ) is a contraction, T 1 has no eigenvalues, and there exists 0 = x 0 ∈ H 1 such that H 1 = (T 1 − λI)H 1 ∔ Cx 0 for every λ ∈ D (the norm of the (nonorthogonal) projection defined by ∔ may depend on λ). Suppose ω is a submultiplicative dissymetric weight, and
Then σ(T ) = T and T is similar to a contraction.
Proof. For a polynomial ϕ, set
, that is, A ϕ is the operator from the right upper corner in the matrix form of ϕ(T ). It is easy to see that
where (ϕ) k is defined by (7.2) (since ϕ is a polynomial, the sum in (7.4) is actually finite).
Since T 1 and S ω− are contractions, to show that T satisfies (7.1) it is sufficient to show that there exists a constant C 1 > 0 such that 
We infer from (7.4) that
Applying Lemma 7.1 and (7.1) for a contraction T 1 , we obtain that
. Now the estimate (7.5) follows from the latest estimate and (7.6). Since T is similar to a contraction, σ(T ) ⊂ clos D. Let λ ∈ D, and let x ∈ H 1 and u ∈ ℓ 2 ω− be such that (T − λI)(x ⊕ u) = 0. Then S ω− u = λu, therefore, u(n) = λ −n−1 u(−1) for n ≤ −1. Furthermore, u(−1)x 0 = −(T 1 − λI)x. By the condition on T 1 , u(−1) = 0, therefore, x = 0 and u = 0. Thus, T has no eigenvalues in D.
By [E, Proposition 2.3] , σ(S ω ) ⊂ T. Therefore, (S ω − λI)ℓ 2 ω = ℓ 2 ω for every λ ∈ D. Taking into account the form of S ω , the definition of T , and the assumption on T 1 , we obtain that (T − λI)(
By [RR, Theorem 0.8] , the spectrum of the restriction of an operator on its invariant subspace is contained in the polynomially convex hull of its spectrum. Therefore, if σ(T ) = T, then σ(T 1 ) = clos D, a contradiction with the assumption on T 1 . Thus, σ(T ) = T.
Let ν be a positive finite Borel measure on clos D. Denote by P 2 (ν) the closure of analytic polynomials in L 2 (ν), and by S ν the operator of multiplication by the independent variable in P 2 (ν), i.e. S ν ∈ L(P 2 (ν)), (S ν f )(z) = zf (z), f ∈ P 2 (ν), z ∈ clos D.
Clearly, S ν is a contraction.
Denote by m 2 the normalized planar Lebesgue measure on D. For −1 < α ≤ 0 put dm 2,α (z) = (1 − |z| 2 ) α dm 2 (z) and v α : Z + → (0, ∞), v α (n) 2 = 1 (n + 1) α+1 , n ∈ Z + . (7.7)
The space P 2 (m 2,α ) is the weighted Bergman space. It is well-known that P 2 (m 2,α ) is the space of all functions in L 2 (m 2,α ) that are analytic in D, and
2 , f ∈ P 2 (m 2,α ) (7.8) (the estimate in (7.8) depends on α), see, for example, [HKZ, Ch.1.1, 1.2] . In other words, the operator
, f ∈ P 2 (m 2,α ), (7.9) is invertible, and, clearly, J α S m 2,α = S vα+ J α .
The following theorem is proved in [Gam, Sec. 2] for α = 0, but the proof is the same for all −1 < α ≤ 0. I refer on this paper because its results are formulated in a form convenient for the purpose of the present paper. The reader interested in subnormal operators can see [Co2] , [ARS] and references therein.
Theorem 7.3. Let −1 < α ≤ 0. Suppose τ ⊂ T is a Borel set such that 0 < m(τ ) < 1. Then there exists a positive finite Borel measure µ on clos D such that the space P 2 (m 2,α +µ) and the operator S m 2,α +µ have the following properties:
(i) the mapping f → f (λ), P 2 (m 2,α + µ) → C is (linear, bounded) functional on P 2 (m 2,α + µ) for every λ ∈ D, every function f ∈ P 2 (m 2,α + µ) is analytic in D, and has nontangential boundary values f (ζ) for almost all ζ ∈ τ with respect to m; (ii) the contraction S m 2,α +µ is of class C 10 , and (Y τ , U (τ )) is its unitary asymptote, where Y τ ∈ L(P 2 (m 2,α + µ), L 2 (τ, m)) acts by the formula (Y τ f )(ζ) = f (ζ) for a.e. ζ ∈ τ ; (iii) P 2 (m 2,α + µ) = (S m 2,α +µ − λI)P 2 (m 2,α + µ) ∔ C1 for every λ ∈ D, where 1 ∈ P 2 (m 2,α + µ), 1(z) = 1 for all z ∈ clos D.
Proof. The conclusions (i) and (ii) of the theorem are proved in [Gam, Sec. 2] . Since functions from P 2 (m 2,α + µ) are analytic, 1 / ∈ (S m 2,α +µ − λI)P 2 (m 2,α + µ) (7.10) for every λ ∈ D. It is proved in [Gam, Sec. 2] that I − S * m 2,α +µ S m 2,α +µ is compact. Therefore, S m 2,α +µ is a compact perturbation of an isometry, consequently, S m 2,α +µ − λI is bounded below for every λ ∈ D. Thus, (S m 2,α +µ − λI)P 2 (m 2,α + µ) is closed. Since S m 2,α +µ is cyclic, codim(S m 2,α +µ − λI) ≤ 1 for every λ ∈ D. Now (iii) follows from (7.10). Also (iii) can be proved using that for every compact set K ⊂ D there exists a constant C > 0 (which depends on K) such that f P 2 (m 2,α +µ) ≤ C f L 2 (clos D\K,m 2,α +µ) for every function f ∈ P 2 (m 2,α + µ), because functions from P 2 (m 2,α + µ) are analytic, see [ARS] .
Proposition 7.4. Suppose τ ⊂ T is a Borel set such that 0 < m(τ ) < 1, ω is a submultiplicative dissymetric weight satisfying (7.3), and T is the operator from Theorem 7.2 with T 1 = S m 2,α +µ and x 0 = 1, where S m 2,α +µ and 1 are from Theorem 7.3. Let J ω− ∈ L(ℓ 2 ω− , H 2 − ) be the restriction of the natural imbedding from (2.2) on ℓ 2 ω− . Define X as follows:
f ∈ P 2 (m 2,α + µ), u ∈ ℓ 2 ω− . Then (X, U (τ )) is a unitary asymptote of T .
Proof. Since T is similar to a contraction, T has a unitary asymptote; denote it by (X, U ). Recall that XT = U X. Since S ω− is of class C 0· , by [Kér1] and Theorem 7.3(ii), U ∼ = U (τ ). Without loss of generality, suppose U = U (τ ). By Theorem 7.3(ii) and [Kér1] , X| P 2 (m 2,α +µ) = Y τ . For n ≤ −1 define u n ∈ ℓ 2 ω− by the formula u n (n) = 1, u n (k) = 0 for k ≤ −1, k = n. It is easy to see from (7.4) that T −n (0 ⊕ u n ) = 1 ⊕ 0. Therefore,
(where χ(ζ) = ζ, ζ ∈ T). Furthermore, since T is invertible, we have
The following theorem is a straightforward consequence of [Kel3] . It gives sufficient conditions to the operator from Proposition 7.4 to have nontrivial hyperinvariant subspaces. I do not know whether the operator from Proposition 7.4 satisfies to the conditions of Theorem 6.7.
Theorem 7.5. Let ω and T be as in Proposition 7.4. Let ω satisfy one of the following assumptions.
(i) There exist C > 0 and a nonincreasing sequence {w(n)} n≤−1 such that w(n) ≤ Cω(n) for all n ≤ −1, (7.11) and w has the following properties: w(n) ≥ 1 for all n ≤ −1, are nonincreasing for some c > 1/2 and b < 1/2, and n≥1 1 n log w(−n) < ∞;
(ii) log ω(−n)/ √ n → ∞ when n → +∞.
Then there exists a singular inner function θ such that ran θ(T ) is not dense.
for sufficient large n (we apply (7.12) and the estimate log c < 0). Thus, lim sup n→∞ log | f (n)| p(n) < ∞. (7.15) Let g ∈ H 2 − be such that n≤−1 | g(n)| 2 ω(n) 2 < ∞. Again, there exists 0 < c < 1 such that | g(−n)|ω(−n) ≤ c for sufficient large n. We have log | g(−n)| ≤ log c − log ω(−n) ≤ − log ω(−n). By (7.13), lim n→∞ log | g(−n)| p(n) = −∞. (7.16) Now we are ready to apply [BV, Theorem 1.1] . We have a set τ ′ ⊂ T such that m(τ ′ ) > 0, a function f analytic in D such that f satisfies (7.15) and f has nontangential boundary values f (ζ) for a.e. ζ ∈ τ ′ , a function g ∈ H 2 − such that g satisfies (7.16), and we have f (ζ) = −g(ζ) for a.e. ζ ∈ τ ′ . By [BV, Theorem 1 .1], f ≡ 0 and g ≡ 0.
Example 7.8. For 0 < β < β ′ ≤ 1 set ω(−n) = exp n (log n+1) β , n ≥ 1, ω(n) = 1, n ≥ 0, and p(n) = n (log n+1) β ′ , n ≥ 1. Then ω and {p(n)} ∞ n=1 satisfy the conditions of Theorem 7.7.
