The drag coefficient (C D ), experimentally determined from observed wind speed and surface stress, has been reported to increase in the low wind-speed range (<3 m s −1 ) as wind speed becomes smaller. However, until now, the exact causes for its occurrence have not been determined. Here, possible causes for increased C D values in near-calm conditions are examined using high quality datasets selected from three-year continuous measurements obtained from the centre of Lake Kasumigaura, the second largest lake in Japan. Based on our analysis, suggested causes including (i) measurement errors, (ii) lake currents, (iii) capillary waves, (iv) the possibility of a measurement height within the interfacial/transition sublayer, and (v) a possible mismatch in the representative time scale used for mean and covariance averaging, are not considered major factors. The use of vector-averaged, instead of scalaraveraged, wind speeds and the presence of waves only partially explain the increase in C D under light winds. A small increase in turbulent kinetic energy due to buoyant production at low wind speeds is identified as the likely major cause for this increase in C D in the unstable atmosphere dominant over inland water surfaces.
Introduction
Drag coefficients are commonly used in various fields of study. For example, in meteorology and hydrology, the surface shear stress τ is often estimated from the mean wind speed, U , by applying the following bulk relation τ = ρu 2 * = ρC D U 2 = −ρu w
provided that a value of the drag coefficient, C D , is known a priori. In Eq. 1 ρ is the air density, u * is the friction velocity, and u w is the covariance of the horizontal and the vertical windspeed fluctuations. The overbar denotes a time average-see below for a discussion on the method of time averaging. The calculation is particularly useful over a water surface because τ and other relevant surface fluxes, e.g. the sensible heat flux, H , and the latent heat flux, L e E (where L e is the latent heat of vaporization and E is evaporation), can be formulated in the same manner as τ using variables that can be clearly defined and measured at the surface.
For surface types such as vegetated fields these calculations may not be possible (e.g., Sugita and Brutsaert 1996) . Generally, L e E and H can be calculated from
where C E and C H are the bulk transfer coefficients for water vapour and for heat respectively, c p is the specific heat of air at constant pressure, q and θ are the specific humidity and potential temperature at a reference height in the surface layer, and those with subscript s (i.e., q s and θ s ) denote corresponding values at the water surface; w θ and w q are the covariances of w and θ , and of w and q, respectively. Note that C D , C E , and C H are mild functions of atmospheric stability; thus, it is common to define drag and bulk coefficients for neutral atmospheric stability (e.g. Stull 1988; Garratt 1992; Fairall et al. 1996; Brut et al. 2005) , denoted here as C DN , C EN , and C HN . Drag and bulk coefficients over water surfaces have been extensively studied (e.g., Garratt 1992) . Earlier datasets were mostly based on observations obtained under moderate to strong wind conditions over the ocean (e.g., Fairall et al. 1996) . As a result, the wind-speed range over which published values are specified is heavily represented by stronger wind speeds. Amongst earlier studies that dealt with drag coefficients at low wind speeds, Mitsuta et al. (1970) derived C D values over lake surfaces (see Table 1 for a summary of previous studies that reported drag and bulk transfer coefficients as a function of wind speed under low wind speeds over water surfaces). These early results indicated an increase in drag coefficients as wind speed decreased toward zero, but in excess of that expected for C D values for aerodynamically smooth surfaces. Kondo and Fujinawa (1972) suggested possible reasons for this, including: (i) the neglect of atmospheric stability during the derivation of drag coefficients, and (ii) the neglect of the presence of surface water currents by giving the magnitude of the error for C D values resulting from the neglect of (i) or (ii) under typical, but hypothetical, conditions. Mitsuta and Tsukamoto (1978) provided an analysis of observations obtained over Lake Biwa (the largest lake in Japan) under neutral conditions and found similar results. Using an analysis of σ θ , σ u /U , and σ w /U (where σ is the standard deviation of temperature, and the horizontal and vertical wind components, respectively) as a function of the mean wind speed, these authors argued that an increase in turbulence intensity of thermal origin was responsible for the increase in C D . Showing a similar increase in coefficients for smaller wind speeds, Ikebuchi et al. (1988) presented C E as a function of wind speed (as small as 1.5 m s −1 ) over Lake Biwa based on results using an advanced sonic anemometer. Heikinheimo Table 1 Proposed functions for the drag and bulk coefficients based on measurements over water surfaces that include the wind-speed range of <3 m s −1
Proposed Equations for C DN (1999) investigated the aerodynamic roughness length over a lake surface as a function of the friction velocity, and a larger roughness length than predicted, by considering both a smooth surface and gravity waves (see below in Sect. 3.2.2), was found for u * < 0.2 m s −1 although no explanation was provided for the discrepancy. Xiao et al. (2013) also reported similar results for C D , C E , and C H over three lake surfaces in China and suggested possible causes for large coefficients under low wind speeds, including the influence of capillary waves (Wu 1994) and an omission of gustiness (e.g., Godfrey and Beljaars 1991; Stull 1994) in wind-speed determinations. However, neither hypothesis was verified in the data analyses. Much of the surface layer over the ocean is influenced by weak winds. For example, a light wind regime (<2 m s −1 ) occurs approximately 20 % of the time within the equatorial west Pacific Ocean (Grachev et al. 1997) , and in observations made over the northern Indian Ocean, approximately 40 % of wind-speed values were <4 m s −1 (Parekh et al. 2011) . Thus studies in light winds are essential to expand our ability to predict surface fluxes, and as such, observational analyses in weak winds over the ocean have also been reported. Among such studies, Greenhut and Khalsa (1995) , Yelland and Taylor (1996) , and Dupuis et al. (1997) reported an increase in C D , C E , and C H for smaller wind speeds. On the other hand, a widely used parametrization of the drag coefficient (the Coupled Ocean-Atmosphere Response Experiment (COARE) algorithm that now spans a wind-speed range from zero to 25 m s −1 ) does not include an increase in C D for smaller wind speeds, with the exception of that expected for a smooth surface (see, for example, Fairall et al. 2003; Edson et al. 2013) . The mechanism or the cause(s) for this discrepancy has not been clearly outlined. Mahrt et al. (2001) explored possible problems with estimations of C D under weak wind conditions, particularly in regards to the method of averaging and the influence of mesoscale motions.
To summarize, experimental evidence shows larger C D values under weak wind conditions than those expected from predictions for smooth surfaces. The exact cause has not been determined. One reason for the lack of understanding is that, in past studies, not all possibilities were tested using the same datasets, so the influence of factors other than those investigated could not be discarded. The purpose of our study is to revisit this phenomenon, mainly for C D , and partly for C E and C H , over the low wind-speed range and to provide physical explanations for past results. To achieve our goal, factors that could possibly influence C D are tested using datasets based on the same experiment.
Methods

Study Area
Observations were obtained from the Koshin Observatory of the Kasumigaura River Office (Kanto Regional Development Bureau, Ministry of Land, Infrastructure, Transport and Tourism of Japan) located at the centre (36 • 02 35 N, 140 • 24 42 E) of Lake Kasumigaura, the second largest lake in Japan and close to sea level. Lake Kasumigaura has a surface area of 220 km 2 and an average depth of 4 m, although at the observatory the water depth is 7.1 m (Sugita et al. 2014) . The minimum fetch at the observatory is 3 km in the north-easterly direction, while in other directions it is 4-17 km. The land surrounding the lake is relatively flat and has an altitude of approximately 30 m (see Fig. 7 in Appendix 1).
Recently, Sahlée et al. (2014) reported (based on turbulence measurements made over a lake with a similar undisturbed fetch) different behaviour for the variance of the horizontal velocity and scalars than those found over land. Based on their results, the authors concluded that large eddies originating from surrounding land surfaces remain in effect over longer distances over the lake to have influenced their turbulence measurements, while smaller eddies quickly became adjusted to the lake surface and did not influence the measurements. Thus it is possible that the upwind land surfaces may also have influenced our measurements. However, the possible impact of this recent finding on the present study should be limited since Sahlée et al. (2014) did not find any discrepancies for fluxes and for drag and bulk transfer coefficients, with the exception of minor influences on the integral turbulence characteristic (ITC) test required for screening turbulence data (see below). Dörenkämper et al. (2015) provided a case for decreased wind speed over an ocean influenced by advected air from the land (unstable condition) to the ocean (stable condition). Since unstable conditions were dominant (95 %) during the three-year observational period over Lake Kasumigaura (see Fig. 8 ), the finding of Dörenkämper et al. (2015) likely does not apply to our case. Indeed, Shintani (2008) estimated the wind field at 10 m on and around Lake Kasumigaura by applying a regional meteorological model of the Advanced Research Weather Research and Forecasting (WRF) model (Skamarock et al. 2005 ) using GFS-FNL reanalysis data (NCEP 2000) with the Global 30 Arc-Second Elevation (GTOPO30) digital elevation model (USGS 2015) as the boundary condition for surface topography. In the study, the author determined that wind speeds over the lake become greater than those over the surrounding land surface under weak winds, implying a rapid response of the flow moving from land to the lake. When strong mesoscale flow dominated the area, no clear difference was obtained between wind speeds over the lake and those over the surrounding land surface. This was probably because an increase in wind speed over the lake was too small relative to the prevailing high wind speeds. Thus the influences of land on the measurements over water surfaces suggested by these studies can probably be neglected for our analysis.
The daily change in energy balance can be characterized by the relatively large contribution from the heat stored in the lake through the absorption and release of energy. By comparison, the sensible and latent heat fluxes were often smaller (see Fig. 9 ). About 50 % of measured wind speeds at 9.8-m height were <4 m s −1 , and 30 % were <3 m s −1 .
Observational System
Since June 2006, a measurement system has been in place at the Koshin Observatory (Sugita et al. 2014) , and data obtained from 2008-2010 have been used for our analysis. Table 2 provides details regarding the measurements (also see the schematic figure showing instrumentation on and around the observatory, Fig. 10 in Appendix 2). Briefly, observations consisted of turbulence measurements, radiation balance components, temperature and humidity, and water surface conditions. Data obtained at the Koshin Observatory, both routinely and for special observations, were also used whenever necessary.
Datasets
30-Min Dataset
To select data records of high quality, continuous data averaged over 30 min were culled based on the following data screening criteria: (i) rainy days, (ii) unfavourable wind directions, (iii) the presence of spikes in the data time series, and (iv) weak turbulence. More specifically, data that were obtained 3 h prior to and following a rainfall event, recorded using a 0.5-mm rain gauge of the Koshin observatory, were rejected to avoid possible contamination due to raindrops on the sensors. To avoid the possible influence of the observatory (Fig. 10) , data obtained within a wind direction of 060 • -160 • were rejected. Data with spikes caused by system/sensor breakdown and interference from periodic maintenance operations during site visits were excluded. To avoid cases of very weak turbulence, data with u * < 0.05 m s −1 , w θ < 0.015 K m s −1 or w q < 0.015 g m −2 s −1 were also excluded. Turbulence data were further examined for quality assurance. Quality assurance tests that we applied included a stationary test (Foken and Wichura 1996) and an ITC test on the development of the turbulence which compares the measured and the modeled flux-variance similarity characteristics (Foken and Wichura 1996; Foken et al. 2004) . In the stationary test, the covariance determined for the averaging period T = 30 min were compared with that determined as a mean of the six covariances, each of which were determined for T = 5 min. However, as cautioned by Vesala et al. (2012) , the casual and automatic application of these tests to turbulence measurements over a lake surface is a questionable practice, particularly in cases where the cause(s) of a C D increase under low wind speeds could be related to mesoscale atmospheric circulations. Thus, all data were retained for the analysis regardless of the test results, and the test results were regarded as a guideline for providing information on the characteristics of the datasets. A total of 7343 30-min data records (hereafter to be referred to as the 30-min dataset) were used for our analysis. The common correction procedures for turbulence data, including a correction for the water vapour flux (Webb et al. 1980 ) and coordinate rotation for vector wind components (Kaimal and Finnigan 1994) , were applied.
Two-Hour Dataset
For the detailed analysis, 10-Hz wind-speed data collected over a period of 2 h were selected by applying the same procedure as for the 30-min dataset with the exception of the criteria that were not applicable for wind-speed data. However, the following additional criteria were applied in order to select the appropriate 2-h data: (i) During the 2-h period, no obvious trend in wind speed, wind direction, and temperature should be evident in the time series.
(ii) The results of the stationary and the ITC tests should fall within classes 1-5 (see, e.g., Foken et al. 2004 for the flagging scheme). The latter criterion is somewhat arbitrary but provides a compromise between the traditional good quality indication and data that could include the influence of mesoscale atmospheric phenomena. Based on these criteria, eight 2-h data records (hereafter to be referred to as the 2-h dataset) were chosen. Four of the data records (S1-S4) contained strong wind cases (U ≥ 5 m s −1 ) and four (W1-W4) contained weak wind cases. Selected data records were used with and without coordinate rotation. Rotation ensured that the vertical wind velocities were not contaminated by horizontal wind components. However, as stated by Metzger and Holmes (2008) , the time-averaging operation and the introduction of high-pass filtering to data can result in the underestimation of fluxes. Therefore, to resolve differences, both types of data were subjected to the same analysis.
Analysis
Neutral Drag and Bulk Coefficients
The neutral drag and bulk coefficients C DN , C HN , and C EN were derived from Eqs. 1 to 3 in order to remove the effects of atmospheric stability, with measured fluxes and corresponding mean values at 10 m converted for the neutral atmospheric condition. The 10-m neutral wind speed was computed from the wind speed measured at a height z = 9.80 m using
Similarly, for the specific humidity and temperature difference, the corresponding equations are, as follows
where k is the von Kármán constant (=0.4) and x represents the stability function for x (m for momentum, v for water vapour and h for heat). With humidity and temperature measurements at z = 3.72 m, x functions proposed by Brutsaert (2005) were used for the present study. Note that L = −T a u 3 * / kg w θ + 0.61T a w q is the Obukhov length, T a is the air temperature in K, and g is the acceleration due to gravity. In the 30-min dataset, 63 % of the data records were in the range of −1 < z/L ≤ 0, 17 % for −2 < z/L ≤ −1, and the remainder for −10 < z/L ≤ −2.
Water State (Wave) Parameters
As shown in Table 2 , the wave parameters, wave height and period, determined from measurements at the Koshin Observatory, were used for the analysis. Raw data included water-surface levels measured at 20 Hz subjected to both high-pass (10 s) and low-pass filtering (1 s). The mean water level, the significant wave period, and the wave height for every 10-min period were then determined from the filtered data. The filtering operation should eliminate swell as well as capillary wave components from the data. However, this should not be a problem since capillary wave information can be estimated using water temperature (see below) and swells are not likely to exist in Lake Kasumigaura due to its limited fetch. To verify this, the raw data were recorded continuously at 20 Hz for one month from 20 November 2009 during a preliminary analysis. A power spectrum was calculated and wave periods were derived from the peak frequency. The results were compared with those from Koshin observatory and both were found essentially to be the same (Miyano 2010) . Thus, for the present study, the wave phase speed, C p , was estimated from the measured significant wave period, T p , through an iteration of the dispersion relationship (e.g. Smedman et al. 2003) , as follows,
where h (= 4 m) is the mean water depth, and ω 0 = 2π/T p is the wave frequency. Figure 1 (black open circles) provides the relationship between neutral C DN , C HN , and C EN values for a reference height of z = 10 m determined from Eqs. 1 to 6 and the corresponding mean neutral wind speed, U 10N , converted from the vector-averaged U (see below) based on the 30-min dataset. Results derived from previous studies (light blue, green and red colours) for weak wind cases over water surfaces (also see 
Results and Discussion
Neutral Drag and Bulk Coefficients
which are modified versions of Zhu and Furst (2013) (5) with (19) (2) and (5) with (21) (9) Edson et al. (2013) Previous study (stable stability dominated) Subrahamanyam and Ramachandran (2003) Previous study (neutral stability dominated) Oost et al. (2000) (1) and (4) with (19) (1) and (4) with (21) (12) with (17) and (4) Previous studies (unstable stability dominated) Fairall et al. (2003) Mitsuta and Tsukamoto (1978) Xiao et al. (2013) at Meiliangwan Xiao et al. (2013) at Bifenggang Bradley et al. (1991) Greenhut and Khalsa (1995) Yelland and Taylor (1996) Greenhut and Khalsa ( Xiao et al. (2013) was deduced from Wang et al. (2014) and that of Fairall et al. (2003) from Weller and Anderson (1996) . Data points of Mitsuta and Tsukamoto (1978) were from Zhu and Furst (2013) . Geernaert et al. (1988) , Bradley et al. (1991) , Greenhut and Khalsa (1995) , Subrahamanyam and Ramachandran (2003) and Xiao et al. (2013) gave their results for U 10 , and U 10N = U 10 was assumed in the figure. Similarly, Greenhut and Khalsa (1995) gave C D , and C DN = C D was assumed in the figure
, and b E4 = −1.5×10 −5 for Eq. 9, and b H 1 = 2.1 × 10 −3 , b H 2 = 2.8 × 10 −1 , b H 3 = 9.1 × 10 −4 , and b H 4 = 1.6 × 10 −5 for Eq. 10. Those coefficients are given to produce C DN , C HN , and C EN values with two significant digits.
Possible Causes for Large Drag Coefficients for Low Wind Speeds
As mentioned previously, the behaviour of C DN , C HN , and C EN under weak winds was originally attributed to measurement error and the neglect of atmospheric stability. However, with the advent of improved measurement technology and careful data screening procedures, it is not likely (or possible) that measurement errors are solely responsible for the discrepancies that exist. Similarly, the small stability effect on C D , C H , and C E is mitigated, at least partially, by employing neutral coefficients C DN , C HN , and C EN . In the following discussion, remaining possibilities are examined for C DN .
Lake Current
When the magnitude of the surface current is not negligible as compared to that of U in Eq. 1, U should be replaced by U − u s , where u s represents the mean surface current speed in the mean wind direction. Based on the measurements, we found that the surface current speed increased with increasing wind speed for most cases, that the magnitude of the surface current speed was at most 0.25 m s −1 during measurements, and that u s was two orders of magnitude smaller than that of the wind speed (Fig. 2) . For a small value of U , these findings could be relevant for the determination of C DN . The mean and standard deviation of C DN values were derived for small bins of both U − u s or U . In general, the determined differences were very small, with a t-test indicating that the means were not significantly different at the 0.01 significance level. Even when data were only selected for U < 2 m s −1 , the difference of the means was not found to be significant. Therefore, it is likely safe to conclude that the lake's current has a negligible effect on C DN at the centre of Lake Kasumigaura. 
Waves
Wu (1994) and Bourassa et al. (1999) suggested that the bulk coefficient may not be a simple function for wind speed over water surfaces and that the influence of waves should be considered. To include the influence of waves, it is customary and more convenient to use the roughness length, z 0m , instead of C D since z 0m directly expresses the nature of the surface. Based on the wind profile,
re-arranging gives
Wind waves can have different forms depending on the nature of the airflow and fetch. In the natural environment, capillary waves and gravity waves (due to the local wind field and swell) are considered relevant in the range of 0 < U < 20 m s −1 . As mentioned, however, swells probably do not exist in the case of Lake Kasumigaura. Aerodynamically smooth surfaces, on the other hand, may also play a role for weak winds. Traditionally, the roughness length that corresponds to each has been parametrized separately as,
for a smooth surface (e.g., Brutsaert 1982) , where v is the kinematic viscosity, and
for gravity waves (Charnock 1955) , where a is the Charnock parameter to be determined experimentally, and
for capillary waves, where b is an experimental parameter. The variables σ w and ρ w are the surface tension and the water density, respectively, and were estimated as a function of water temperature. Based on a tank experiment, a value of b = 0.18 was originally proposed by Wu (1994) . Based on a re-examination of data, Bourassa et al. (1999) concluded that b = 0.06 was more appropriate for neutral atmospheric stability. A value of b = 0.18 was found to be optimum for our datasets, and, as discussed below, this value was adopted. Wu (1968 Wu ( , 1994 proposed Eq. 15 for explaining larger drag coefficients than those predicted by Eq. 13 for weak winds observed by Geernaert et al. (1988) and Bradley et al. (1991) . From Eq. 14 and by assuming z 0g = z 0m , as determined from Eq. 11 using the measured u * and U 10 , as well as the stability parameter z/L estimated from the measured surface fluxes of u * , L e E, and H , the value of the Charnock parameter was determined to be a = 0.032. The 30-min dataset was employed, but the data were further scrutinized by applying the stationary and ITC test criteria (classes 1-2) and the roughness Reynolds number, Re + = u * z 0 /ν > 2.5 (Nikuradse 1933; Sugita et al. 1995) , so that only rough surface observations were chosen. The value of a = 0.032 clearly falls within the range of previous proposals of a = 0.012−0.035 (e.g., Garratt 1992) and was used for our analysis, and for the discussion provided below, although the value is higher than the commonly assumed value of a = 0.011 used for the ocean (e.g., Fairall et al. 1996 Fairall et al. , 2003 . Proposals have been suggested that relate the Charnock parameter, a, to the wave age, C p /u * (e.g. Smith et al. 1992; Oost et al. 2002; Drennan et al. 2003) . However, this procedure did not produce improved estimates for z 0m or u * for the present dataset, likely because the dataset contained a narrower range of 5 < C p /u * < 18 than that encountered above the ocean (typically in the range of 10 < C p /u * < 50). Thus, the procedure was not further considered.
The roughness lengths obtained using Eqs. 13 and 14 are often linearly added in order to obtain the total roughness length, z 0m , (e.g., Smith 1988) . The contribution of capillary waves is not considered in
However, a proposal by Bourassa et al. (1999 Bourassa et al. ( , 2001 exists in which the contribution of capillary waves is considered and where Eqs. 13-15 are added as the root-mean-square (r.m.s.) sum using separate weighting factors of β s , β c , and β g (where β s + β c + β g = 1), as follows,
Bourassa et al. (2001) considered this procedure for a three-dimensional wave field. However, since wave direction was not available, the analysis was performed by assuming that wind and waves move in the same direction. Possible errors due to this assumption can be assessed to some extent by referring to Bourassa et al. (1999) who estimated for the case of U 10 = 3 m s −1 that the stress when wind and wave directions were the same was 82 % of the stress when these directions were opposite. Bourassa et al. (2001) also included wave age in the third term as a parameter for estimating roughness due to gravity waves. As mentioned above, no improvement was determined for our dataset by including the wave age, so it was not included in Eq. 17.
Whether or not capillary waves should be considered is still not clear. Fig. 3 The relationship between aerodynamic roughness length z 0m (in m) and U 10N . The estimated z 0m values were obtained by means of Eqs. 11, 13 (Brutsaert 1982) , 14 (Charnock 1955) , 15 (Wu 1968 (Wu , 1994 , 16 (Smith 1988) , 17 (Bourassa et al. 2001) , and 18 (this study)
relations derived from measurements and concluded that algorithms that consider capillary waves tend to overestimate fluxes under low wind regimes. With regards to the choice of summation methods, a simple sum or an r.m.s. sum of the components has been adopted. However, neither method contains sound reasoning. In fact, a method based on a different point of view could be employed (i.e. obtain a total roughness length, z 0m , that could produce the total drag, τ , acting at the water's surface), noting that forces of various origin can be linearly added. Thus, the linear sum of ln
could be used as an alternative method as
from Eqs. 1 and 11. The roughness length z 0m that reflects such a total force can be obtained using
where the second term can be omitted and β s = β g = 1 if capillary waves are not considered, while β s + β c + β g = 1 if they are considered. A standard reference height of z = 10 m can also be used. For our analysis, we compared z 0m , obtained using Eq. 11 with the measured u * and U , and z 0s , z 0c and z 0s + z 0g estimated using Eqs. 13, 15, and 16 as a function of U 10N (Fig. 3) . Also shown in Fig. 3 are z 0m values estimated from Eqs. 17-18. The weighting factors employed in Eq. 17 were β c = 1 and β s = β g = 0 for 0 ≤ U 10N < 2.5 m s −1 , β g = 1.5 × 10 −1 U 10N − 3.6 × 10 −1 , β c = 1 − β g , and β s = 0 for 2.5 ≤ U 10N < 8 m s −1 , and β s = β c = 0 and β g = 1 for 8 m s −1 ≤ U 10N , and were determined by minimizing the r.m.s. difference between z 0m based on Eq. 17 and z 0m derived from Eq. 11. If the weighting factors were based on Eq. 18, then β c = 1 and β s = β g = 0 for 0 ≤ U 10N < 2.5 m s −1 , β g = 1.3 × 10 −1 U 10N − 2.1 × 10 −1 , β c = 1 − β g , and β s = 0 for 2.5 ≤ U 10N < 8 m s −1 , and β s = β c = 0 and β g = 1 for 8 m s −1 ≤ U 10N . As can be determined from Fig. 3 , the z 0m values estimated using Eqs. 16-18 all agreed well with those from measurements obtained using Eq. 11 for U 10N > 7 m s −1 . For light winds, on the other hand, those from Eqs. 16-18 tended to be much smaller than those from Eq. 11. Therefore, it appears that the effect of waves has a limited contribution to large C D values under light wind conditions at Lake Kasumigaura [also see Fig. 1 (triangles) in which C DN values converted from Z 0m , derived using Eq. 17, are shown]. It is interesting to note that a C DN increase with wind speed decreasing in the low wind-speed range was also reported under unstable conditions with measurements made over land surfaces where waves do not exist (e.g., Rao et al. 1996; Rao 2004; Zhu and Furst 2013) . Nevertheless, to generalize our result, it is likely necessary that additional studies are undertaken under different conditions other than those for Lake Kasumigaura and that a dataset that includes measurements of wave direction is obtained. This is particularly needed for weak winds, since wind direction is likely more variable and waves may not be in equilibrium with the wind field, resulting in different wind and wave directions.
Methods of Averaging and Gustiness
Thus far, the analysis and results presented have been based on the vector-averaged wind speed,
and the flux
where u and v are the instantaneous horizontal wind components, and the subscript v indicates vector averaging. Defining averages for instantaneous scalar values is also possible. Such operations would yield scalar averages, indicated by the subscript s and defined by
and:
With the vector-averaging of wind speed, random perturbations in opposite directions tend to cancel out, while scalar-averaging preserves such components. Convection within the atmospheric boundary layer creates such random perturbations and gustiness near the surface (e.g., Schumann 1988; Godfrey and Beljaars 1991; Mahrt and Sun 1995) . Therefore, in general, U v ≤ U s , and convection may need to be considered when Eq. 1 is applied using the vector-averaged wind speed. Since it was not considered in the analysis presented so far, it is possible that the underestimation of U due to the omission of the perturbation component in U v could have contributed to the increase of C DN for small U values. In the derivation of C D , averages obtained from both Eqs. 19 and 21 have been used previously for U , while for fluxes, on the other hand, only Eq. 20 is commonly used. This is because in Eq. 22 dominant downward momentum fluxes and periodic upward momentum fluxes are added as part of the total flux regardless of the flux direction. This type of total flux is generally not required and is therefore not used. Thus, C D values have been determined either as the combination of Eqs. 19 and 20, or 21 and 20. Note, however, that for the Eq. 21 and 20 combination, relationships such as Eq. 12 may not hold because similarity theory requires vector averages for both wind speeds and fluxes.
In the present study, both averaging methods are available such that the magnitudes of U s and U v can be computed and compared with the 30-min dataset, to investigate whether the use of U v could have influenced the large C DN values for small U values. We determined that the difference was negligible with the exception U s < 3 m s −1 . For light wind conditions, the difference became significant and, in general, U s ≥ U v . The r.m.s. difference between U s and U v for 0.5 ≤ U v < 3 m s −1 was determined to be 0.05 m s −1 and was significant at the 0.05 level. To investigate the impact on the determination of C DN , C EN and C HN , both were used in Eqs. 1-3 in order to compare the resulting values. The outcome is provided in Fig. 1 as open circles and asterisks. As expected, smaller drag coefficients were derived from U s . However, the r.m.s. difference of C DN for the 0.5 ≤ U v < 3 m s −1 wind-speed range was as small as 1.8 × 10 −3 and did not change the general trend for an increase of C DN for small U values.
Note that it is also possible to investigate the impact of adopting U v to the C DN value by following the suggestion of Godfrey and Beljaars (1991) to add the gustiness component, u g , using
to vector-averaged wind speeds in order for them to be compatible with scalar averages so that
In temperature, z i is the convective boundary-layer height, and β is the ratio between the horizontal and vertical scales of the convection circulation. A value of β = 0.8 was suggested by Schumann (1988) . Wei (2013) examined this approach by estimating z i using measurements of surface sensible fluxes in and around Lake Kasumigaura and verified the relationship in Eq. 24. Thus this approach was not tested any further.
Interfacial/Transition Layers
Until now, the discussion provided has been based on an assumption that U was measured at height z within the surface layer where flux-profile relationships such as Eq. 11 are valid. However, this may not necessarily be true and the reference height may have been located below the surface layer inside of interfacial/transition sublayers (e.g., Smedman et al. 2003) where not only atmospheric stability but also the roughness of the underlying surface may influence flow. For water surfaces, wave parameter(s) may need to be included within the profile-flux relationship. An attempt to estimate the interfacial/transition sublayer height, z c , was undertaken by Cheng and Brutsaert (1972) who concluded, based on dimensional arguments, that z c was a function of C p /u * and the roughness length. For the wave-age range of 5 < C p /u * < 18, as encountered at the Koshin observatory during the observation period, the largest z c value can be estimated from Fig. 1 and Eq. 16 from Cheng and Brutsaert (1972) to be in the range of 0.5 m (for z 0m = 10 −5 m) to 5 m (for z 0m = 10 −4 m), both for C p /u * = 18. Thus, the measurement height of z = 9.8 m at the Koshin Observatory was likely within the surface layer.
To ensure that the measurement height was above the interfacial sublayer, a simple analysis was also performed to test if wave age has any influence on the flux-profile relationship. Thus the stability effect was removed first in Eq. 11 by replacing U with U 10N , and m with given by,
where should be around zero if z = 9.8 m was within the surface layer. If a relationship exists, on the other hand, it tends to indicate that the measurement height was located within the interfacial sublayer. The results (not shown) indicated that no clear relationship existed and on average = 0. Thus, it is indeed probable that measurements were made inside the surface sublayer.
Since the interfacial sublayer tends to develop for cases of strong swell that, as stated above, are quite rare at Lake Kasumigaura, the result obtained above is likely reasonable. Observations by Smedman et al. (2003) provide support for this interpretation. They determined non-logarithmic wind profiles using measurements at five levels from a 30-m tower located at the ocean's surface when swell was important. For wind sea conditions, on the other hand, the wind profiles were determined to be logarithmic. The difference in the results was interpreted to be the consequence of the development of the interfacial layer to a height of 10 m or more during a developing swell.
Averaging Time
The averaging time T to be required in order to determine a meaningful first moment (i.e., the mean) and the second moment (such as the variance or covariance) is understood different and, in general, the higher the order of the turbulence moments the longer the required averaging time T (e.g., Wyngaard 1973) . Thus, U and u * values for the same averaging time T may not fully represent turbulence on the same time scale. U can potentially represent eddies of all relevant sizes while u * only represents those of smaller sizes related to shorter time scales. When this circumstance occurs, a mismatch arises between the time scales of U and u * and can lead to an unreliable value for C D . Mahrt et al. (2001) examined this idea by comparing U , τ , and C D averaged over different T values (for T < 300 s) and determined that U is almost always constant while τ and C D increase for longer T values. We performed the same analysis using the 2-h dataset at T = 1-min intervals but for an averaging time of up to T = 60 min.
Two types of 2-h dataset, one produced following coordinate rotation in order to force w = 0 and one without rotation, were analyzed. The overall result was not very different, and in the discussion that follows the results obtained without rotation are presented. For the analysis, the following equations were applied to each of the 2-h data records,
where the overbar indicates time averaging over the period (t − T /2) ≤ t < (t + T /2). The application of Eqs. 26-27 was possible for the 2/T number of segments within the 2-h period (if the unit of time for T is hours and fractions are ignored), using moving windows without overlaps of the data. For example, for T = 1/6 h, N = 12 segments existed within the 2-h Table 3 , are shown using vertical lines of the same colour for each data record. In the right panels for C D T /C D 60 min , estimates of the required time, based on several proposals (Metzger and Holmes 2008) and as provided in Table 3 , are shown for the S3 and W3 data records using vertical lines. Dashed lines represent t c , dotted lines t M R , the dot-dashed line t, and the solid lines t * data. The resulting 2/T sets of results for the same averaging period, T , were averaged using
and, they were used to determine the average C D ,
As the averaging time, T , becomes larger, the smaller is the number of samples. Therefore, the magnitude of the error for U T and U W T tends to be larger for a larger value of T . However, when T = 30−60 min is adopted, as is often the case, such an outcome is generally not a concern and the averaging time is not likely to be the cause of large C D values for a small U , at least for Lake Kasumigaura. The time scales that have physical relevance to the unstable surface t c the cospectral time scale for u w defined as the time when the ogive curve reaches its asymptote (Oncley et al. 1996) t M R the multiresolution decomposition time scale defined as the zero-crossing in the multiresolution decomposition of the fluxes (Howell and Mahrt 1997) t the convergence time scale of the vertical velocity variance determined as the minimum time required to reach σ wT /σ w60 min = 0.99 (Sakai et al. 2001; Metzger and Holmes 2008) t * the convective time scale defined as the ratio of the mixed-layer depth over the convective velocity scale w * (Lilly 1968) . The convective boundary-layer height z i was estimated from the peak frequency of the horizontal velocity spectra by the method of Liu and Ohtaki (1997) layer proposed in the past (see e.g., Metzger and Holmes 2008) are also listed in Table 3 . Clearly, those time scales are equal to or smaller than T = 30 min, supporting our finding given above.
Turbulence Intensity and Atmospheric Stability
As mentioned in the Introduction, Mitsuta and Tsukamoto (1978) suggested that an increase in turbulence intensity due to thermal origin was the cause of the increase in C D for small U values. The same analysis together with an additional investigation was performed using the 2-h dataset, to see if the same conclusion can be obtained. Each of 2-h data records was further divided into 30-min segments in order to increase the number of data points and they were again screened using the same data selection procedure described above. Based on the procedure, 25 high quality segments were retained for our analysis. Results are provided in Fig. 5 , where σ u /U , σ w /U , C uw (the correlation coefficient for u w , defined as u w / (σ u σ w )), σ u , σ w , σ θ , C D , and e (the turbulent kinetic energy, TKE) are plotted against U . As in Mitsuta and Tsukamoto (1978) , σ u /U and σ w /U were observed to increase as U became smaller. The result was largely caused by a decrease in U but was also due to an increase in σ w , indicating that turbulence was enhanced for smaller U ranges. This turbulence enhancement was likely caused by intensified buoyant energy as suggested by Mitsuta and Tsukamoto (1978) since an increase in σ θ was observed at the same time. Although there are other possible reasons, including vertical transport and pressure correlations, for increased turbulence, they were likely negligible because measurements were obtained within the surface sublayer. This enhancement of turbulence was not very large and was on the order of e = 0.05 m 2 s −2 at the most. However, an introduction of a linear relationship of u 2 * = c 1 e, with c 1 being the Fig. 5 The intensity of turbulence and the wind speed. For the TKE value, the y-axis is broken at e = 0.3 m 2 s −2 and the y-axis scale for e < 0.3 m 2 s −2 is expanded to show changes for e over the small range mean slope, as assumed by Bradshaw et al. (1967) and Peterson (1969) and also experimentally verified by Zhu and Furst (2013) among others, should lead to Therefore, for a small range of U , even a small increase in e should result in a large increase in C D . From the data examined here, c 1 = 0.21 was obtained for U < 2.0 m s −2 . So, an increase in e by 0.05 m 2 s −2 should result in an increase in C D of 0.017 for a typical small wind speed of U = 0.7 m s −1 . Figure 6 compares C D values derived using Eq. 31 and those derived from Eq. 1 for the same 25 selected data segments, including those with U < 2 m s −1 . Clearly, a small increase in TKE for small wind speeds successfully reproduced the observed C D increase when Eq. 31 was employed. However, good agreement was the result of calibration. In fact, a different value of c 1 = 0.14 was obtained if all of the data points were used. The use of this value would lead to a decrease in the estimated C D values presented in Fig. 6 . Nevertheless, unlike the other mechanisms tested above, an increase in TKE due to buoyant energy production successfully explained the order of magnitude C D increase for the low wind-speed range. For complete understanding, TKE budget studies under weak wind conditions are required.
The above discussion can also be interpreted using a slightly different approach. When U → 0 and mechanical turbulence becomes weaker while buoyant turbulence increases, the correlation between u * and U should become weaker. For such a case, C DN increase tends to be proportional to U 10N −1/2 for U 10N → 0 as Eq. 1 implies.
Note that the above finding that buoyancy effect is the major cause of the increased C DN is in a way contradictory to the fact that our results such as Fig. 1 have been presented for neutral stability. Under neutral stability, buoyancy effects cannot play a major role. This apparent inconsistency was likely caused by the fact that C DN , C HN and C EN were not measured variables but were derived from U 10N from Eq. 4 and measured u * under the assumptions that the profile equations, Eqs. 4-6, based on the traditional Monin-Obukhov similarity theory are valid and the stability x functions are well established. They may not be true under strongly unstable condition. Grachev et al. (1998) also addressed a possible problem in the assumption to derive U 10N that z 0m does not change with stability over water surfaces. Additionally, in the derivation process of U 10N and C DN , u * values observed under nonneutral stratification are assumed unchanged and valid under neutral condition. This may not be true, either. For example, under neutral condition we may not be able to observe a very small u * value that can easily be found under unstable condition. These assumptions are probably the causes of the inconsistency outlined above. In fact, even if C D and U 10 were used in Fig. 1 , the same features such as the increase in C D at low wind speeds resulted.
Comparison with Previous Studies
We compared our finding, that the increased turbulence due to intensified buoyant energy is the main cause of the increase in C D for the low wind-speed range, to previous drag coefficient studies to assess the consistency with each other. As mentioned above, and as shown in Fig. 1 and Table 1 , an increase in C DN for small U 10N has been reported for many but not all cases. Those without increase are not in line with our result. A possible explanation is that only when unstable conditions dominate is an increase in C DN the result because of the role of buoyancy. Figure 1 and Table 1 indicate that larger increases in C DN than expected for smooth flows were observed for the majority of datasets dominated by the unstable case (light blue colour). The exceptions referenced above are those of Oost et al. (2002) and Fairall et al. (2003) whose datasets both represent largely unstable conditions. Also, the COARE3.0 algorithm ) was applied to our data, which resulted in almost constant C DN values at small wind speeds (Fig. 1, black dotted line) .
Large increases of C DN at low wind speeds were not reported for the datasets obtained under stable condition (red). Under near-neutral conditions (green), such increases were obtained by Mitsuta and Tsukamoto (1978) but not by Subrahamanyam and Ramachandran (2002) . As mentioned above, however, Mitsuta and Tsukamoto (1978) did show increased turbulence due to buoyancy at low wind speeds. Thus it is likely that these increased C DN values were obtained in the unstable side of the near-neutral condition. Thus the hypothesis that a C DN increase for small U 10N occurs only in unstable conditions is mostly supported by the previous studies, and this is consistent with the idea that the intensified turbulence due to buoyancy is the major cause of the increase in C DN . However, a few cases are not in agreement with this, and more studies are desirable to reconcile this discrepancy.
Note that we have adopted the definition of C DN , C HN and C EN and shown them as a function of U 10N so that a comparison to previous studies that represent traditional and widely accepted formulations could be undertaken. However, in view of the results obtained above, it can be argued that expressing C DN as a function of other parameters such as θ s − θ , in addition to U 10N , is a more reasonable approach (for example, see Kara et al. 2005) , although it is often not practical or convenient for end users of C DN and bulk approaches to predict u * . the bulk transfer coefficients for momentum, heat, and water vapour. Derived neutral coefficients agreed with those previously reported over water surfaces for the larger wind-speed of U 10N > 4 m s −1 . In the low wind-speed region U 10N < 3 m s −1 , approximately, an increase in C DN was determined when the mean neutral wind speed, U 10N , at 10 m became smaller, in agreement with some, but not all, previously obtained results under unstable conditions. All known possible mechanisms for the increase were investigated using 30-min, as well as 2-h, datasets. Among the possible mechanisms, the use of vector mean wind speed and the inclusion of the wave influence (particularly the use of capillary waves for estimation of aerodynamic roughness) were determined to have a minor role in the increase of C DN for U 10N → 0. An increase in turbulent kinetic energy, e, caused mainly by an increase in σ w for the weak wind range, and due to enhanced buoyant energy, appeared to be the major cause of the increase under unstable atmospheric conditions. This idea is in accordance with the majority of the results reported in previous studies. However, the discrepancy with a few studies that did not show an increase of C DN in weak wind speeds under unstable condition remains unsolved. Figure 7 provides a map of Lake Kasumigaura and the surrounding area. Lake Kasumigaura mainly consists of Nishiura (172 km 2 ), smaller water bodies [(Kitaura (36 km 2 ) and Sotonasakaura (6 km 2 )], and connecting rivers. The outlet of the lake is located approximately 15 km from the Pacific Ocean and is connected to the ocean through the Tone River. Approximately 30 km to the north-west of the lake is Mt. Tsukuba (877 m), the headwater region of the Kasumigaura watershed. Figure 8 provides a histogram of the temperature difference between the water surface and the atmosphere during the three-year observation period. Unstable conditions clearly dominate in the region. Figure 9 provides two examples of diurnal meteorological variables, and the radiation and energy balance observed on two typical sunny days during summer and winter. Monthly changes for general climatic data as well as radiation and energy balance were reported in Sugita et al. (2014) . In general, sunny weather dominates during the winter and summer periods, while spring and autumn are characterized by alternate sunny and cloudy conditions. Figure 10 provides a schematic view of the instruments at the Koshin Observatory that provided the data used in our study. Figure 11 provides a panoramic view from the turbulence sensors located 9.8 m above the water surface. 
