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Zusammenfassung
Das zunehmende Interesse an der Teilchentherapie zur Tumorbehandlung wird durch die
Mo¨glichkeit zur hochpra¨zisen Dosisverabreichung voran getrieben. Dies jedoch verlangt
nach hoher Genauigkeit bei der Bestimmung der gut lokalisierten Dosisabgabe (Bragg
Peak), die sich innerhalb des Tumorgewebes befinden muss. Weltweit werden verschiedene
Ansa¨tze zur Reichweitenbestimmung des Teilchenstrahls verfolgt. Die Compton-Kamera
ist einer dieser Ansa¨tze, deren Ziel die, in-vivo und in Echtzeit realisierte Protonen- bzw.
Ionenstrahl-Reichweitenbestimmung durch die Detektion von sekunda¨ren, prompten Gam-
mastrahlen ist, die durch Anregung und unmittelbare Abregung von Atomkernen im Ge-
webe bei der Wechselwirkung mit dem Teilchenstrahl entstehen. Die Zielsetzung unse-
res Projekts ist die Entwicklung und der Aufbau eines auf dem Prinzip der Compton-
Kamera basierenden bildgebenden Verfahrens, das (letztendlich) in Echtzeit die Reichweite
eines Ionenstrahls sichtbar macht. Im Kontext dieser Arbeit wurde ein Compton-Kamera-
Prototyp mit jeweils einer mehrlagigen und einer einlagigen Streukomponente charakte-
risiert, verbessert und betrieben. Der erstgenannte Aufbau geho¨rt zum LMU Compton-
Kamera Prototyp: die Detektorkomponenten wurden umfassend charakterisiert, um Li-
mitierungen durch ihren Aufbau zu ermitteln und die beno¨tigte Konfiguration fu¨r eine
optimale Leistungsfa¨higkeit festzulegen. Die Komplexita¨t der Signalverarbeitung und Da-
tenaufnahme konnte mit Blick auf eine zuku¨nftige klinische Anwendung vereinfacht werden.
Die Streukomponente wird von einem Stapel aus sechs hochsegmentierten doppelseitigen
Silizium-Streifenza¨hlern gebildet. Dazu fungiert ein monolithischer LaBr3(Ce) Szintillator
als Absorberkomponente und ist an eine segmentierte positionssensitive Multi-Anoden-
Photoelektronenvervielfacherro¨hre (PMT) gekoppelt. Der urspru¨nglich verwendete 256-
fach segmentierte PMT wurde durch einen 64-fach segmentierten PMT ersetzt, fu¨r den
eine vergleichbare bzw. ho¨here Leistungsfa¨higkeit gezeigt werden konnte. Der selbe Trend
einer Verbesserung der Ortsauflo¨sung mit zunehmender Energie des absorbierten Photons,
der mit dem 256-fach segmentierten PMT beobachtet werden konnte, wurde auch in die-
sem Szenario beobachtet: bei der 137Cs Energie wurde ein Wert von 3.4(1) mm erhalten,
wa¨hrend bei den 1173 keV und 1332 keV Photopeaks von 60Co die Ortsauflo¨sung Wer-
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te von 2.9(1) mm erreichte und somit unterhalb der durch das Compton-Kamera-Design
anvisierten 3 mm Ortsauflo¨sung des Absorbers lagen. Desweiteren wurden erste Tests im
Hinblick auf einen mo¨glichen Ersatz des LaBr3(Ce) Szintillatonsmaterials durch einen ko-
stengu¨nstigeren und untergrundfreien CeBr3-Szintillator unternommen und erscheinen viel-
versprechend (∆E/E ∼ 4 % bei 662 keV und vergleichbare zeitliche Eigenschaften wie
LaBr3(Ce)). Die Signalverarbeitung und das Datenauslesesystem fu¨r die Streukomponente
wurde von einer ASIC-basierten Auslese zu einer flexibleren und leistungsfa¨higeren Elek-
tronik auf der Basis diskreter Komponenten umgeru¨stet. Volle U¨bereinstimmung der neuen
Elektronik mit den Anforderungen des Streudetektor wurde erreicht: die Akzeptanz von
beiden Signalpolarita¨ten wurde genauso eingefu¨hrt wie die Mo¨glichkeit des Triggerns mit
der Streukomponente, was zuvor nicht mo¨glich war. Weiter wurde die Umru¨stung der Si-
gnalverarbeitung und Datenaufnahme durch Anpassung der urspru¨nglich nur zum Ersatz
der veralteten ASIC-basierten Module der Streudetektoren entwickelten Front-End Elek-
tronik an die Signaleigenschaften des Absorberszintillators und seine segmentierte Auslese
auf die gesamte Compton-Kamera ausgedehnt. Dies erlaubte die Verringerung der Kom-
plexita¨t des Systems und schließlich das Erreichen einer Za¨hlrate von bis zu 1 Mcps, wie
es in einem klinischen Szenario beno¨tigt wird: die VME-basierten Module wurden in die
neue DAQ-Software eingebunden und die Datenstro¨me von Streuer und Absorber wur-
den zusammengefu¨hrt. Die verringerte Pixelierung der PMT-Signalkana¨le, kombiniert mit
der neuen Signalauslese und dem neuen Datenaufnahmesystem, basierend auf optischen
Fasern macht den Compton-Kamera-Aufbau weniger komplex und flexibler. Sa¨mtliche De-
tektoren ko¨nnen in einen neu entworfenen Faradayka¨fig eingebaut werden, der außerdem
eine aktive Ku¨hlung zur Verringerung des Dunkelstroms der Siliziumdetektoren entha¨lt.
Das verbesserte System wurde im Labor sowie unter Online-Bedingungen mit Teilchen-
strahlen am Tandem-Beschleuniger in Garching getestet. Eine Validierung mit prompten
Gammastrahlen, die durch den Beschuss eines Wasser- bzw. PMMA-Targets mit einem
20 MeV Protonenstrahl entstehen, wurde durchgefu¨hrt und die selben Resultate konn-
ten ebenfalls mit dem neuen Signalverarbeitungssystem gezeigt werden. Die erreichbare
Triggerrate wurde um eine Gro¨ßenordung erho¨ht und wegen der effizienten Auswahl an
Compton-gestreuten Ereignissen durch das Triggern mit der Streukomponente konnte das
Verha¨ltnis an registrierten Compton-Ereignissen um circa drei Gro¨ßenordnungen im Ver-
gleich zum vorherigen Aufnahmesystem erho¨ht werden. Das Kamerasystem wurde außer-
dem mit einem auf ein Wassertarget auftreffenden, gepulsten Deuteronenstrahl getestet,
um die zeitliche Leistungsfa¨higkeit beurteilen zu ko¨nnen. Mit einer geplanten verbesserten
Version des Implantationsprofils der segmentierten Silizium-Streifenza¨hler, wird das mehr-
lagige Compton-Kamerasystem fu¨r eine vollsta¨ndige Charakterisierung der Leistungsfa¨hig-
keit des bildgebenden Systems bereit sein. Unter Verwendung des leistungsfa¨higen mono-
lithischen LaBr3(Ce) Szintillators als Absorber wurde auch ein Compton-Kameraaufbau
mit einer einlagigen Streukomponente zusammengestellt, bestehend aus einer gepixelten
22 × 22 Anordnung aus GAGG Szintillationskristallen. Eine Studie zum Beweis der Funk-
tionsfa¨higkeit des Konzepts wurde mit 137Cs und 60Co Kalibrationsquellen durchgefu¨hrt:
die Rekonstruktion der Quellposition wurde mit der MEGAlib Software durchgefu¨hrt und
die daraus resultierenden rekonstruierten Bilder aus experimentellen Daten wurden mit
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rekonstruierten Bildern aus Simulationen verglichen. Eine Verschiebung der Quelle von 2
mm konnte von dem System mit sub-Millimeter Genauigkeit aufgelo¨st werden. Ein Trend
zu verbesserten Winkelauflo¨sungen mit ho¨herer Energie des einfallenden Photons spiegelt
die verbesserte Leistungsfa¨higkeit des Detektors (Energie- und Ortsauflo¨sung) bei ho¨her-
en Energien wider. Das System wurde in unterschiedlichen geometrischen Anordnungen
charakterisiert, um nicht nur einer mo¨glichen Prompt-Gamma Bildgebungsanwendung ge-
recht zu werden, sondern auch einem multimodalen Detektorsystem mit der Mo¨glichkeit
zur Anwendung in PET- oder gamma-PET-a¨hnlichen Bildgebungsszenarien.
x
Summary
The growing interest in particle beam therapy for cancer treatment is driven by the ability
to provide high precision dose delivery. However, this benefit demands a high accuracy
on the determination of the well-localized dose deposition (Bragg peak), which has to be
located within the tumor volume. Different approaches for the beam range monitoring are
worldwide being evaluated. The Compton camera is one of the proposed techniques, which
aims at providing real-time, in-vivo proton (or ion) beam range monitoring by means of
the detection of secondary prompt gamma rays, resulting from nuclear reactions between
the particle beam and the biological tissue. The purpose of our project is to develop
and commission an imaging system based on a Compton camera detector arrangement
which could monitor in (ultimately) real-time the ion beam range. In the context of
this thesis a Compton camera detector prototype was characterized, consolidated and
commissioned with both a multi-layer and a mono-layer scatter component. The first
detector arrangement belongs to the LMU Compton camera: the detector components were
extensively characterized in order to determine the limitations imposed by their internal
structure and the required configuration for an optimum performance. The complexity of
the signal readout and processing could be reduced in view of facilitating an envisaged
clinical applicability of the system. The scatter component (tracker) is formed by a stack
of six highly segmented double-sided Si-strip detectors, whereas a monolithic LaBr3(Ce)
scintillator (5 × 5 × 3 cm3) acts as the absorber component and is coupled to a segmented
position-sensitive multi-anode photomultiplier tube (PMT). The initially applied 256-fold
segmented PMT was replaced by a 64-fold segmented PMT, and similar or even superior
performance was demonstrated for the latter one. The same trend of an improving spatial
resolution, with an increasing energy of the incoming photon, which was observed when
using the 256-fold segmented PMT, was also preserved: at 137Cs energy a value of 3.4(1) mm
was obtained, while at the 1173 keV and 1332 keV 60Co photopeaks the spatial resolution
reached values of 2.9(1) mm, thus below the 3 mm absorber resolution envisaged by the
Compton camera design. Moreover, first tests in view of a possible replacement of the
LaBr3(Ce) scintillation material with the cost-effective and radio-pure CeBr3 scintillator
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material were pursued and seem promising (∆E/E ' 4% at 662 keV and comparable timing
properties as LaBr3(Ce)). The signal processing and data readout system for the scatter
component was upgraded from an ASIC-based electronics to a more flexible and higher
performing electronics based on discrete components. Full compliance of the new frontend
electronics with the detector signal specifications of our camera prototype was achieved:
an acceptance of both signal polarities was introduced as well as a trigger capability for
the scatter component, which previously did not exist. Furthermore, the upgrade of the
signal processing and data acquisition was extended to the whole Compton camera setup,
adapting the new frontend electronics designed initially for replacing the outdated ASIC-
based modules of the scatterer also to the signal properties of the absorber scintillator and
its segmented readout. This allowed for reducing the complexity of the system and finally
achieve a 1 Mcps count rate capability as required in a clinical scenario: the VME-based
readout modules were implemented into the new DAQ software and the data streams of
scatterer and absorber were merged. The reduced granularity of the PMT signal channels
combined with the use of the new signal processing and data acquisition system based
on optical fibers makes the Compton camera setup less complex and more flexible. All
detectors can be mounted in a newly designed Faraday cage, which includes also an active
cooling, capable of reducing the dark current in the silicon detectors. The upgraded system
was tested in the laboratory as well as under online conditions with particle beams at
the Tandem accelerator in Garching. A validation with high energy prompt-γ rays was
performed, bombarding water and PMMA targets with a 20 MeV proton beam and the
same detector performance could be demonstrated also with the new signal processing
system. The achievable trigger rate was increased by one order of magnitude and due to the
efficient selection of Compton scattered events by triggering on the scatter component, the
ratio of registered Compton events could be increased by about three orders of magnitude
compared to the previous data acquisition system. The camera system was also tested by
hitting a water target with a pulsed deuteron beam in order to allow for assessing the timing
performance. With an envisaged improved version of the internal implantation structure
of the segmented silicon scatter modules, the multi-layer Compton camera system will be
ready for a full performance characterization of the imaging system's capabilities.
By using the high performing LaBr3(Ce) monolithic scintillator as absorber, a Compton
camera setup was also arranged with a mono-layer scattering component consisting of a
pixelated 22 × 22 array of GAGG scintillator crystals. A proof of principle study was
carried out using 137Cs and 60Co calibration sources: the source position reconstruction
was performed with the MEGAlib software and the resulting reconstructed images from
experimental data were compared to images reconstructed from simulated data. A source
shift of 2 mm could be resolved by the system with sub-millimeter accuracy. A trend
of improving angular resolution with the incoming photon energy reflects the detectors'
(energy and spatial resolution) performance improvements with increasing energy. The
system was characterized in different geometrical configurations, in order to address not
only a possible prompt-gamma imaging application, but also a multi-modality detector
system able to be applied also in PET- or gamma-PET-like imaging scenarios.
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CHAPTER 1
Introduction and Motivation
This first chapter introduces the topic of the research framework of this thesis. We first
focus on giving an introduction to the problem of range uncertainty in proton therapy. The
sources of uncertainties and their management during treatments are presented, highlight-
ing the in vivo range control, highly desiderable to deliver safer treatments. The range
control in proton (or ion) therapy is presently an extremely vivid topic, being investigated
by several research groups in the field of medical physics. We present a brief overview
on the various methods under investigation, categorizing the different approaches on the
basis of the measurement technique. The current status of each technique is also discussed.
Finally, the motivation and the objectives of this thesis will be given.
1.1 Particle therapy: advantages and challenges
Cancer is a generic term for a large group of diseases that can affect any part of the body.
One defining feature of cancer is the rapid creation of abnormal cells that grow beyond
their usual boundaries, and which can then invade surrounding parts of the body and
spread to other organs, the latter process is referred to as metastasizing. Metastases are a
major cause of death from cancer.
Between all the principal causes of death, cancer incidence is rising and is becoming a
leading cause of death worldwide, accounting for 8.8 million deaths in 2015 [6]. In Fig. 1.1
data from [6] are considered to show estimated age-standardized rates for cancer incidence
and mortality worldwide in 2012. The higher cancer incidence in more developed countries
is mostly correlated to the higher possibilities to perform a cancer diagnosis.
Between 30% and 50% of cancers can currently be prevented by avoiding risk factors
and implementing existing evidence-based prevention strategies. Many cancers have also
a high chance of being cured if diagnosed early and treated adequately ([7] for Europe and
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Figure 1.1: Estimated age-standardized rates for cancer incidence and mortality worldwide
in 2012. All cancers (excluding non-melanoma skin cancer) are considered [6].
[8] for USA).
But, unfortunately, a non-negligible number of cases reach a stage in which surgery or
treatment (chemotherapy or radiation therapy) is necessary. Radiation therapy plays a
major role in cancer treatment. The principle of radiotherapy is to give the dose to the
target volume, sparing as much as possible the surrounding healthy tissues [9], in order to
kill only the diseased cells. In Fig. 1.2 dose-effect curves relative to local control of the
tumor and to the probability of inducing complications are indicated.
With the same value of dose released, the probability of inducing complications (red
solid line in Fig. 1.2) must be lower than the probability related to the local control
of the tumor (blue solid line in Fig. 1.2). The therapeutic window, planned to be as
large as possible, is the differential response between tumor and normal tissue, taking
in consideration safety margins as well (red and blue dotted lines in Fig. 1.2). In this
way local tumor control can be ensured by delivering a prescribed dose of radiation to
cancerous tissues while minimizing radiation-induced side effects in surrounding healthy
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Figure 1.2: Illustration of a typical tumor control probability (solid blue line) and normal
tissue complication probability (NTCP, red solid line) curve as a function of total dose
delivered to the tumor [10].
tissues [11, 12].
Conventional radiation therapy is performed with either photon [13, 14, 15] or electron
beams [16]. The development of this therapy approach started immediately after the dis-
covery of the X-rays by Ro¨ntgen in 1896 [17]. In all these years photon therapy has become
more and more conformal to the tumor volume by using sophisticated treatment planning
with different beam incidence directions and modulated intensities (intensity modulated
radiation therapy, IMRT [18]).
However, it is intrinsic in the definition of this method that a considerable amount of
dose will be deposited before and after the tumor volume. An ideal radiotherapy treatment
would deliver the dose precisely in the localized area of the tumor target volume, without
affecting the surrounding healthy tissues. In 1946, Wilson was the first to demonstrate the
physical and dosimetric properties of a proton beam [19] for a therapeutic scenario and
founded the field of proton therapy. The straight beam trajectory, the finite particle range
as well as the increase of the ionization density close to the stopping point (Bragg peak)
increased the interest of the medical community and opened new planning and treatment
possibilities [20, 21, 22].
Today, the most commonly used charged particles for radiotherapy are protons and car-
bon ions. Carbon ions present the advantage of having a high radiobiological effectiveness
(RBE) towards the end of their range, making their profile even more peaked in terms of
biological dose rather than physical dose [23]. They also present ballistic advantages, being
subject to less multiple scattering and less longitudinal straggling. Their main drawback
is the production of fragments along the path that have a longer range than the initial
carbon ion, leading to a tail dose distribution beyond the Bragg peak. Figure 1.3 shows
the potential dose benefit of a charged particle therapy treatment compared to a conven-
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tional radiotherapy treatment. The dose release in tissues for photons and electrons has
an exponential trend, depositing most of the energy in the first part of the path, whereas
protons and carbon ions are releasing most of their energy at the end of the path, in the
so-called Bragg peak.
Supporters of proton therapy claim that, by their very nature, protons are bound to lead
to dose distributions that are superior to any that are achievable with photons and that
photon therapy has reached its limit in terms of catching up dosimetrically with protons.
But, while the available freedom given by the current photon machine design and treatment
methods has largely been exhausted, new designs and treatment techniques can inject new
freedom and drastically improve the quality of plans [24]. For example Trofimov et al. [25]
present a treatment planning comparison with intensity-modulated photon radiotherapy
(IMRT) and proton therapy, for early-stage prostate cancer. This comparison is performed
in terms of dose conformity to the target, dose homogeneity and sparing of heatlhy tissues.
Dose to healthy tissues in the range lower than 50% of the target prescription was, as it is
clear from the physics of these particles, substantially lower with proton therapy.
Figure 1.3: Dose release in tissue for different charged particles compared to photons.
In particle therapy, as the peak of the dose distribution for a single particle energy
is too sharply peaked to adequately cover the whole depth of the tumor in almost all
cases, dose distributions at different energies are superimposed, combining into what is
called a spread out Bragg peak (SOBP). In this way, an almost flat dose distribution
throughout the depth of the treatment volume can be created. First studies on that were
conducted by Bortfeld and Schlegel [26] who derived a simple analytical approximation
for the proximal part of the depthdose distribution of a spread-out Bragg peak (SOBP)
proton beam. An example of SOBP calculation from these studies in shown in Fig. 1.4.
Defining the correct energy range to cover the tumor area is very important and further
studies are being conducted: for example in [27], satisfactory SOBP curves were created
by arbitrary varying the parameter that relates the range of protons to their energy.
The first human patient was treated in 1954 at the Lawrence Berkeley Laboratory in
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Figure 1.4: Weighted superposition of elementary Bragg peaks DBP in different depths.
The weighting function W must be determined such that the resulting dose distribution
DSOBP is uniform in a given depth interval [da; db] [26].
the United States of America (USA) [28, 29]. The development of the cyclotron particle
accelerator at this laboratory was led in 1930 by E.O. Lawrence, who received the Nobel
Prize for this work in [30]. Still in the ’50s, the first patient was treated in Uppsala,
Sweden, for a cervical cancer [31, 32]. However, the first hospital-based proton facility was
created only in 1990 in Loma Linda University, USA [33]. Since that time, the number of
facilities for proton therapy has kept increasing [34], and carbon ion facilities have been also
introduced. After many years of development, proton therapy is finally reaching the point
of mass adoption in clinical practice [35]. The progress in particle accelerator technology
and the improvement in dose delivery techniques have provided strong driving forces for a
large scale use. Up to now, a total of around 170000 patients have been treated in around
80 facilities worldwide [32]. In Tab. 1.1 the total number of treatments delivered by the
end of 2016, according to the particle therapy cooperative group, are indicated: 86% with
protons, 12% with carbon ions and 2% with other ions. Details about neutron treatment
facilities can be found in [36]; the patient treated are much less compared to the numbers
shown in Tab. 1.1, but still a not neglibile number of them can be listed.
When using particle therapy, in order to fully use the potential of these particles, the
range of proton/ion beams needs to be predicted and verified as accurate as possible both
in the treatment planning and in the delivery process. A plan is robust if the calculated
and the delivered dose are in agreement, even in the case of different uncertainties. The
current practice is to use safety margins, expanding the clinical target volume sufficiently
enough to account for treatment uncertainties. This, however, might not be ideal for proton
therapy [37]. That is why it is very important to be able to define range uncertainties:
about 30 years ago Gotein [38] suggested that error-bars should be associated with any
calculated dose distribution as “at every point within the patient there is in fact a range
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Table 1.1: Total number of treatments delivered with various (charged) hadron therapy
modalities worldwide as of the end of 2016 according to the particle therapy cooperative
group [32].
of possible doses that may be delivered”. In the next paragraph the main cause of range
uncertainties will be presented, followed by the current research areas on beam range
verification methods.
1.2 Range uncertainty in particle therapy
As already described in the previous section, the major advantage of particle therapy is
related to the energy deposition in the depth of the tissue: the total energy deposited
in the patient is reduced compared to photon techniques and it is localized in the Bragg
peak (Fig. 1.3). Despite the higher accuracy reachable with particle therapy compared to
conventional radiotherapy, some external uncertainties may affect the range of the depth-
dose distribution in the tissue of the patient. Due to the steep dose gradient at the distal
edge of proton (ion) beams, the consequences of these range uncertainties are particularly
severe in particle therapy, as at the end of the ion path the linear energy transfer (LET)
reaches its maximum and increases the ionization density. In Fig. 1.5(a) the nominal
situation for both photons and charged particle, in terms of dose release in the tissues, is
shown. In 1.5(b) the level of uncertainties for both treatment modalities is shown: being
the circle the indicator of the end of the particle range, where the tumor area is supposed to
be located, it is clear that uncertainties have a much higher effect on ion beams treatment
modalities.
This is problematic, even with small errors, both in “undershoot” as well as in “over-
shoot” cases. In the latter case the ion beam range has a shift beyond the expected Bragg
peak region and therefore an organ-at-risk (OAR) located behind the tumor may get a
very high dose. On the other hand, in the first case, part of the tumor receives no dose,
compromising the effectiveness of treatment.
Before having a look at the current state of the art on ion beam range verification,
an overview of the causes of range uncertainties will be given. A way to categorize the
uncertainties in particle therapy can be the following:
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Figure 1.5: (a) Potential dose benefit of a proton treatment compared to a photon treat-
ment (dotted line: photon depth dose curve; dashed line: mono-energetic proton depth
dose curve known as Bragg peak; straight line: spread out proton Bragg peak (SOBP) to
cover the whole tumour). (b) Influence of uncertainties to these depth-dose curves [39].
• Systematic uncertainties: a treatment plan is based on a single computed to-
mography (CT) acquisition. CT numbers are expressed in Hounsfield units (HU),
which give the relative X-ray attenuation of a specific tissue in relation to the atten-
uation in water. To calculate ion ranges for treatment planning, HU must be first
converted to the relative stopping powers; calibration curves are generated using
sophisticated algorithms, but it is unavoidable that uncertainties will be associated
with these curves, considering also that the actual conversion is dependent on the
chemical composition of the material [40]. An uncertainty is also associated to the
relative biological effectiveness (RBE): proton therapy has been based on the use of
a generic RBE and therefore the dependencies of the RBE on different physical and
biologcal properties are not taken into account. This uncertainty corresponds to an
uncertainty in biological range of a few mm [41]. The uncertainties just described
will likely be the same for every delivered fraction of a treatment.
• Random uncertainties: they include the unpredictable uncertainties, that could
be different every day and for each different patient. The most important source
for this kind of uncertainty is the patient mis-positioning relative to the beam, in
particular when treating areas with large density heterogeneities and patient surfaces
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that are oblique to the beam direction. Another obvious nor negligible uncertainty
example is organ motion, which is being tried to be accounted for by implementing
sophisticated modelling for the motion of the organs. Finally, the change in the
patient anatomy should be also taken into account: over the weeks of treatment, the
anatomy may change due to weight loss or gain and daily changes may occur due to
the filling of internal cavities and the reduction of the tumor mass as well.
In Tab. 1.2 the sources of uncertainty in particle therapy are presented in detail, based
on a systematic study and classification done by Paganetti [5], in which is also brought
up the importance of Monte Carlo simulations. Different studies, for example [42], have
been carried out to model at best all the contributions to range uncertainties. A promising
option is to incorporate uncertainties directly into the optimization algorithm for treatment
planning. The question remains as to whether adaptive therapy can become an integral
part of a proton therapy, to allow re-optimization during the course of a patient treatment.
The challenge of ensuring that plans are robust to range uncertainties in proton therapy
remains, although these methods can provide practical solutions [43].
As a robust treatment planning is not capable to fully override range uncertainties,
all these effects can add up to non negligible range errors. To cure this, normally safety
margins are applied around the tumor volume and therefore a larger volume is irradiated
in order to ensure full dose delivery to the whole tumor (in Fig. 1.6 clinically applied safety
margins as routinely applied in some proton treatment facilities worldwide are displayed).
However, this consequently leads to the irradiation of healthy tissues and limits the
ability to use the finite particle beam range to shield organs-at-risk. Any method that
can verify the range, ideally in real time during the course of the treatment, is extremely
desirable. Such a technique could not only reduce the side effects of the treatment, but
also potentially provide quality assurance for particle therapy and improve the treatment
outcomes. Driven by this desire, over the last years, many different approaches for in-vivo
range verification have been proposed and investigated. An overview of the state of the
art is presented in the next section.
1.3 Beam range verification
As already mentioned, a direct way of reducing range uncertainties could be through an
in-vivo verification of the beam range [39]. Range verification can either be performed
prior to the treatment (using test beams), after the treatment or during the treatment,
the latter case being the most preferable one [47]. The treatment plan could then be
adjusted based on information gained with the range verification measurements, ensuring
a good tumor coverage, while still maintaining reasonably reduced margins. In-vivo range
verification would therefore also be an excellent quality assurance method to confirm that
the range calculated with a treatment planning system (TPS) is reproduced during the
treatment itself. During the last decades, several research groups have been heavily working
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Source of range uncertainty in the
patient
without Monte Carlo with Monte Carlo
Independent of dose calculation
Measurement uncertainty
in water for commissioning ±0.3 mm ±0.3 mm
Compensator design ±0.2 mm ±0.2 mm
Beam reproducibility ±0.2 mm ±0.2 mm
Patient setup ±0.7 mm ±0.7 mm
Dose calculation
Biology (always positive)1 +∼0.8% +∼0.8%
CT imaging and calibration ±0.5% ±0.5%
CT conversion to tissue
(excluding I-values) ±0.5% ±0.2%
CT grid size ±0.3% ±0.3%
Mean excitation energy
(I-values) in tissues ±1.5% ±1.5%
Range degradation;
complex inhomogeneities -0.7% ±0.1%
Range degradation;
local lateral inhomogeneities2 ±2.5% ±0.5%
Total (excluding 1,2) ±2.7% + 1.2 mm ±2.4% + 1.2 mm
Total (excluding 1) ±4.6% + 1.2 mm ±2.4% + 1.2 mm
Table 1.2: Estimated proton range uncertainties and their sources and the potential of
Monte Carlo for reducing the uncertainty [44, 45, 46]. The estimations are average numbers
based on 1.5 standard deviations. Extreme cases, such as lung treatments, might show
bigger uncertainties [5].
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Figure 1.6: Safety margins applied at different clinical proton therapy facilities [3]: (3.5% +
3 mm) at Loma Linda University Medical Center (LLUMC), (3.5% + 2 mm) at Universita¨ts
Protonen Therapie Dresden (UPTD), (3.5% + 1 mm) at Massachusetts General Hospital
(MGH) and (2.5% + 1.5 mm) at University of Florida Health Proton Therapy Institute
(UFH). “Range bonus” refers to the margin added to the prescribed range to ensure full
tumour coverage even in the case of an undershoot. These centres may apply bigger margins
in specific treatment scenarios [5].
on possible tools that could measure the particle range and the dose profile. Most of
the methods are still in a research and consolidation phase [48], and, even if some of
the methods have been tested and implemented on individual clinical treatments, at the
moment there is no systematic method used in all the clinical facilities worldwide [39]. The
current section is dedicated to the explanation of different approaches of in-vivo ion beam
range verification being evaluated. These are based on nuclear techniques, using different
kinds of secondary emissions that are generated due to the interaction of the ion beam with
the tissues of the patient: ionoacoustic ultrasound signals (created via the thermoacoustic
effect), positron annihilation γ rays and prompt γ rays. The nuclear reactions on which
these techniques are based are schematically indicated in Fig. 1.7.
1.3.1 Ionoacoustics
The so-called Ionoacustic method is a non-nuclear approach to monitor the beam range.
This approach makes use of the well-studied thermoacoustic effect, in which pressure waves
are generated due to the expansion process of an irradiated medium in response to the
temperature increase during the local absorption of light pulses. This phenomenon is
similarly occuring for impinging ion beam pulses, in a stronger way at the Bragg peak
region, where most of the ion energy is transferred to the surrounding tissue. The created
(iono)acoustic signal is therefore directly correlated to the Bragg peak position and can
be exploited, by detecting the thermoacoustic waves with high-frequency transducers, for
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Figure 1.7: Scenarios of interaction between a proton/ion beam in therapeutical relevant
samples, creating secondary signals that are used in the various techniques for ion-beam
range verification (ultrasound-detectable thermal pressure shock waves, positron annihila-
tion photons and prompt deexcitation γ rays) [49].
its precise localization ([50] and [51]). Ionoacoustic for proton beam range monitoring was
initially proposed in 1991 by Tada et al. [52] and demonstrated in 1995 during hepatic
cancer proton therapy [53] at the Proton Medical Research Center Tsukuba in Japan.
In Fig. 1.8 the schematical setup for an ionoacoustic measurement during an ion beam
irradiation in a water phantom is shown.
Figure 1.8: Setup used for ionoacoustic experiments: water phantom with air-filled en-
trance channel, separated by a polyimide entrance foil to water, and ultrasound transducer
mounted onto a remote controlled xyz-stage [54].
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For some years the interest for this technique decreased, but in the recent years the
activity around this topic has renewed and increased thanks to improvements in ultra-
sound imaging as well as in ion irradiation techniques. Different groups around the world
are presently carrying out simulation and experimental studies on the applicabilty of the
ionoacoustic technique with a pencil proton beam, as well as with heavier ions using a water
phantom. For example at the Medical Physics department of LMU Munich ([50, 54, 55]),
and in the USA at the University of Pennsylvania [51], the University of Milwaukee [56]
and the University of Stanford [57] such studies are conducted. This approach promises a
cost-effective and direct way to characterize the dose distribution in particle therapy. The
correlation between the ultrasound images of the irradiated region and the ionoacoustic
signal is received quasi in real-time. This has been recently demonstrated in various phan-
toms and ex-vivo targets at 20 MeV and 50 MeV proton energy ([54] and [56]). In [55],
data from ionoacoustic range measurements in water at proton energies between 145 MeV
and 227 MeV, using a clinical synchrocyclotron (by its acceleration principle delivering an
intense and short-pulsed proton beam with a width below 10 µs and 1 kHz repetition rate,
optimally suited for ionoacoustics), are also presented. The approach looks promising and
less complex compared to other techniques (that will be described in the next sections),
but its applicability to heterogeneous tissue has to be further investigated.
1.3.2 Positron emission tomography (PET)
The first technique that was used in clinical routine for hadron therapy monitoring is
positron emission tomography (PET) imaging [58]. When a particle (proton or ion) beam
passes through a biological tissue, it undergoes inelastic nuclear collisions and fragmenta-
tion reactions that produce radioactive isotopes. Some of these isotopes are β+ emitter,
with half-lives (T1/2) of the order of minutes. The PET technique is based on the detection
of the photons originating from the electron-positron annihilation. In Tab. 1.3 the main
β+ emitting isotopes are listed, together with their corresponding half-lives for the case of
nuclear reactions between a proton beam and tissue target nuclei [59]. Parodi et al. calcu-
lated with Monte Carlo simulations, taking into account realistic acquisition strategies at
different ion beam facilities, the integral yield of several species of radionuclides (15O, 11C,
30P, 38K, etc.) for clinically planned treatment fields [60]. The activation depends on the
composition of the tissue. This dependance could possibly be used in gaining information
about the elemental composition of the tissue [61, 62]. 15O and 11C are the species that are
generated most abundantly in soft tissues, with half-lives of 2 min. and 20 min., respec-
tively [59], being therefore the dominant contribution to the PET measurement during or
immediately after irradiation (15O) and after few minutes (11C). β+ γ-decaying isotopes
like 10C and 14O are generated as well: the daughter isotope is in an excited state, which
then promptly de-excites to the ground state via the emission of a third photon in addition
to the two annihilation photons. This feature could be used for a so called triple coin-
cidence that will be further discussed in the proposed γ-PET technique in Sect. 1.3.3.5.
The PET imaging technique was first proposed by Maccabee et al. in 1969 [63], as
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Isotope Decay mode Half-life [min] Nuclear reaction channels
15O β+ 2.04 16O(p,pn)15O
11C β+ 20.39 12C(p,pn)11C
14N(p,2p2n)11C
16O(p,3p3n)11C
13N β+ 9.97 16O(p,2p2n)13N
14N(p,pn)13N
10C β+ + γ 0.32 12C(p,p2n)10C
16O(p,3p4n)11C
14O β+ + γ 1.18 14N(p,n)14O
16O(p,p2n)14O
Table 1.3: Main β+ emitting isotopes induced from nuclear reactions during the passage
of a proton beam through an organic tissue.
well performing experimental tests using α particle beams. Since then, many groups have
investigated PET for range control in heavy-ion therapy [58, 64] and proton therapy [65].
In heavy-ion therapy, having for example a mono-energetic 12C beam, fragmentation
reactions happen both in the projectile and in the target and therefore an activity max-
imum close to the Bragg peak can be found. For proton therapy instead only target
fragmentation reactions are possible and the PET activity is considerably different from
the dose distribution, with almost no activities produced within ∼1 cm before the Bragg
peak due to the energy thresholds of the relevant nuclear reactions [66]. Therefore, in this
case a direct comparison is not possible, but instead a comparison with predicted activity
distributions or other reference images is needed. These are mainly calculated with Monte
Carlo simulations using particle transportation packages such as Fluka [67, 68], Geant4
[69, 70], SRIM [71, 72] and MCNPX [73, 74], based on assumptions and prior knowledge
of the beam parameters and CT images from the treatment plans.
The workflow typically applied is shown in Fig. 1.9 for a patient case with a one-
field proton irradiation [75]. The planned dose (first panel) is compared to the Monte-
Carlo predicted dose (second panel) and the simulated PET activity distribution is then
determined (third panel). The latter is then compared to the measured PET activity
distribution (fourth paneln) to obtain a treatment verification.
There are three operational modalities for PET-based verification of proton/hadron
therapy (Fig. 1.10), where only the first is applied online during the treatment, while the
other two modalities are applied after the treatment. A comparison can also be found in
[76].
In-beam PET (Fig. 1.10(a)) profits from the highest photon emission rates, due to the
exponential activity decrease in time. The disadvantages of this technique relate to the
costs and to the physical space available in the treatment room: to accomodate the beam
nozzle, the couch robot, the cone-beam CT etc., usually only a limited-angle dual-head
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Figure 1.9: Planning dose (first panel), Monte-Carlo predicted dose (second panel), Monte-
Carlo predicted PET (third panel) and measured PET (fourth panel) for a patient treated
in the nasal cavity/sinus. The range of the color display is from blue (minimum) to red
(maximum) [75].
PET acquisition system can be installed. This reduces the field of view and the system
sensitivity, reducing the data collection efficiency. The correlation between the distribution
of positron emitters and the dose distribution for in-beam PET data can be found for both
carbon ions and protons [61, 77]. This approach has been used in some carbon or proton
facilities around the world, such as the Gesellschaft fu¨r Schwerionenforschung (GSI) in
Darmstadt, Germany [58] and the Heavy Ion Medical Accelerator Center (HIMAC) in
Chiba, Japan [78].
Oﬄine PET (Fig. 1.10(b)) makes use of already commercially available and dedicated
PET or PET/CT scanners. The patient is relocated in a nearby room immediately after
the treatment, where the scanner is located: this can lead to delays between treatment
and scan of up to 30 minutes with drawbacks on the reconstructed PET images due to
signal losses from the short-lived β+-emitters. A further drawback is the occurrence of
biological washout, occuring during the patient transportation. This reduces the activity
in the target region, and the effect on the relative activity distribution can lead to image
blurring, especially in well-perfused areas such as muscles. Clinical studies considering also
washout effects have been conducted by Nishio et al. in [79]. The different half-lives of the
relevant isotopes lead to changes in emission rates for different tissues over time.
In-room PET (Fig. 1.10(c)) uses a stand-alone PET scanner placed in the treatment
room. It can be considered to be a compromise between in-beam and off-line PET: the cost
of a stand-alone PET scanner is significantly lower compared to the installation of a PET
system integrated into the beam delivery system and there is no geometrical constraint
associated with the beam delivery and the patient positioning. However, there is still a
delay between treatment and PET scanning; but since the time gap is much shorter than
in the oﬄine PET case, the collection of signals from 15O (T1/2=2.04 min.) is also possible.
Complications present in oﬄine PET, caused by biological washout, repositioning errors,
anatomical changes, etc., are also greatly reduced or eliminated. In-room PET can be an
economical option for most hospital-based proton centers that use a cyclotron for proton
beam generation, but the time required for each patient treatment is likely to be longer
than for in-beam PET.
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(a) (b) (c)
Figure 1.10: Three operational modalities for PET verification in proton therapy. (a)
in-beam PET, which uses PET detection panels integrated into the beam delivery system;
(b) off-line PET, where the patients walk to a nearby PET facility for the verification
scan; (c) in-room PET, which uses a stand-alone, full-ring PET scanner positioned in the
treatment room to scan the patient (still in the treatment bed) soon after the treatment
[59].
Currently, PET is still the most widely used technique for verifying the range in hadron
therapy, especially in the case of oﬄine acquisition for which commercial scanners are
already available. A great advantage of using PET is the fact that no additional dose is
needed to be provided to the patient and it can be performed during treatment or in a
relatively short time after, providing direct feedback about the treatment. On the other
hand, a great challenge in PET imaging is related to the need of a sufficiently high signal-
to-noise ratio for image reconstruction, which is limited by the relatively low emission
rates and the presence of prompt-γ rays and neutrons. Currently, at the National Institute
of Radiological Science (NIRS) in Japan, a huge effort is being made to overcome these
limitations by developing the OpenPET system that is able to reconstruct data from all
angular directions [80, 81].
1.3.3 Prompt gamma imaging
This category of techniques is based on the detection of prompt γ rays emitted from
the nuclear reaction of the ion beam with the tissues of a patient. The gamma energies
generated from nuclear reactions of a particle beam with 12C and 16O (the main components
in the tissues) are shown in Fig. 1.11 in terms of their cross sections [82].
For many years this was not considered as an in-vivo range verification approach, but
as background radiation challenging the quality of in-beam PET imaging for ion therapy
monitoring [84]. In 2003, Stichelbaut and Jongen proposed the usefulness of these energetic
photons as valuable information correlated to the position of the Bragg peak [85]. In the
next section different methods based on the detection of prompt γ rays with the use of
passively collimated systems will be presented.
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Figure 1.11: γ-ray transition cross sections from proton-induced reactions with 12C (top)
and 16O (bottom). Plotted from data of [82]. Cross sections are drawn in the same color
when they use the same data multiplied by different factors. For a 12C projectile, the 4.438
and 4.444 MeV peaks are merged as the 4.44 MeV peak [83].
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(a) (b)
Figure 1.12: (a) Experimental design of the prompt γ-ray scanning system of [86]. (b)
Correlation between the prompt γ-ray scanning (PGS) profile and the depth-dose distri-
bution, measured by an ionization chamber (IC), for 100 MeV, 150 MeV and 200 MeV
proton beams, respectively.
1.3.3.1 Passively collimated systems
The experimental confirmation of Stichelbaut’s and Jongen’s proposal followed few years
later [48] with measurements of prompt gamma depth profiles induced by proton [86] and
carbon [87] ion irradiation of homogeneous phantoms, using scanning systems. These
two groups used different setups but common features as they both used scintillation
crystals (CsI or NaI) properly shielded by lead for 90◦ photon collimation from the incident
beam direction and used passive (paraffine and B4C powder) or active (by time-of-flight)
neutron suppression techniques, respectively. The setup of [86] will be presented here in
more details.
The system was composed of a CsI(Tl) scintillator placed behind a collimator hole. The
collimation was created by three layers of shielding material against neutrons, generated
from the phantom (Fig. 1.12(a)). The paraffin layer moderates the high-energy neutrons,
the B4C powder captures the neutrons by the B(n,γ) reaction and the lead layer blocks the
undesired γ rays. The prompt γ rays were observed in small steps along the lateral path of
the proton beam while irradiating a water phantom, using different proton beam energies.
As shown in Fig. 1.12(b), the profile of the prompt γ rays has a direct correlation with
the Bragg-peak position, and therefore with the proton range. To observe a correlation,
a minimum γ-ray energy of 4 MeV was chosen, based on results in which the steepestt
fall-off was obtained for the 4 MeV case as minimum energy value [86]. The γ-ray energies
for the major decay channels, as it can be extracted from Fig. 1.11, start above 2 MeV.
Although the scanning method was useful to demonstrate the existence of this correlation,
it would not be fitting to a clinical routine, as the required time for scanning along the
particle beam range in the patient would take much longer than the actual treatment time.
The use of position-sensitive cameras was subsequently investigated. In 2008 it was
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reported by Min et al. [88] on the feasibility of a Multi-Slit Camera, composed of an
array of scintillators collimated to detect prompt photons emitted at 90◦ along the proton
track without a scanning process. A scheme of the setup is shown in Fig. 1.13: the system
is composed of an array of lead-collimated slots filled with CsI(Tl) scintillators coupled to
photodiodes, as readout sensors.
Figure 1.13: Scheme of the array of (collimated) scintillators from [88] to detect prompt
γ-rays emitted from a water target after proton irradiation.
Figure 1.14: Prompt γ-ray profiles measured with a multi-slit camera and fitted with a
sigmoidal curve for 80, 150, and 220 MeV proton beams. The measured proton dose
distributions are shown for comparison [89].
Lateron, a Monte Carlo optimization study was performed with MCNPX [89], deter-
mining the sizes of the scintillator blocks. The tests were realized using a simplified system
composed of a single CsI(Tl) scintillator: it was moved behind a multi-slit collimator at
the National Cancer Centre in Korea and profiles were acquired with 4 mm bins along the
beam axis.
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The γ-rays detected were produced by proton irradiation of a water target at different
beam energies. A clear correlation was observed (Fig. 1.14): the events selected were
those in an energy range between 4 and 10 MeV and the fall-off of the detection profiles
around the Bragg peak was fitted with sigmoidal curves, whose half-values were found to
be located within 4 mm of the distal dose edge.
A multi-slit camera system was also investigated by the group in Lyon for both carbon
ion [90] and proton [91] beams. This setup consists of LYSO scintillators and a multi-slit
collimator made of tungsten alloy. A further implementation is the use of time-of-flight
(ToF) discrimination between prompt γ-rays and neutrons, the latter being a background
signal: using simplified systems for the first tests, it was concluded that ToF discrimination
is necessary to observe any correlation with carbon ion beams [90], and that it improves
the contrast with proton beams [91].
The Pinhole Camera is an alternative geometry that, instead of acquiring the prompt-
γ profile, aims at retrieving a 2D image. In 2009 first measurements using a pinhole camera
were performed under proton beam irradiation of a water target [92], but, to simplify the
analysis, only a 1D distribution was considered. The scintillator used was again a CsI(Tl)
crystal (1.5 cm wide, 3 cm high and 4 cm deep), in front of which 1 cm thick lead plates
with a pinhole aperture were placed; the camera was moved along the beam axis to get a 1D
image. The experiment was performed using the 50-MeV cyclotron at the Korea Cancer
Center Hospital. The choice of beam energy was driven by the feasibility of empirical
verification and by considering the results that can be reasonably extended to a beam
energy of around 70 MeV, at which high-precision eye therapy is performed. The beam
energy was varied in steps of 1 MeV by using an energy degrader and aluminum plates,
placed as part of the beam vacuum window. The prompt-γ distribution was measured
at three different proton energies, for which the gamma energy ranged approximately
from 1 to 4 MeV. The profiles revealed a decrease of detected events as the beam energy
decreased, but no clear spatial correlation with the beam particle range. As far as we know,
this geometry is presently not investigated anymore due to the small counting statistics
achievable with prompt γ-rays passing through a pinhole aperture.
Another alternative approach, which is capable of acquiring prompt-γ profiles, is the
Slit Camera, also called Knife-Edge Slit Camera, based on a slit collimation system.
In a recent study, cameras with a knife-edge slit (KES) design and a multi-parallel slit
(MPS) design were optimized using Monte Carlo simulations and experimentally tested,
acquiring data with proton pencil beams of 100, 160 and 230 MeV bombarding a PMMA
target. According to this study, in order to reach a given level of statistical precision on
the Bragg peak depth retrieval, the KES collimator requires only half the dose the MPS
collimator needs, making the KES collimator a preferred option for a compact camera
device aimed at imaging the Bragg peak position. On the other hand, the MPS collimator
studied in [88] is more efficient at retrieving the entrance of the beam in the target in the
context of an extended camera device that aims at imaging the whole proton track within
the patient [93]. The slit camera that will be described in the following, based on the above
mentioned study, was designed according to simulation studies by Smeets [94, 83] and built
by Perali et al. [95] with joint forces between Politecnico di Milano and the company XGlab
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[96], within a project also involving the manufacturer of proton accelerators, the Belgium
company IBA [97].
Figure 1.15: Conceptual design of the slit camera: a slit collimation gives a 1D projection
of prompt gamma emissions along the beam path on a scintillation detector [95].
The concept of this camera is shown in Fig. 1.15: the aim is to detect the emitted
prompt γ rays that are passing through the slit collimation. In order to do that, 20 LYSO
scintillator slabs (4 x 31.5 x 100 mm3 each) are arranged in two rows and placed behind
the mechanical collimator [98]. The 1D profile of prompt γ rays is sensitively changed by
proton range shifts also due to the design of the tungsten slit collimator that defines the
acceptance angle of 53◦. The camera is now located at the OncoRay treatment facility
[99] at the Universita¨ts Protonen Therapie Dresden (UPTD), where it was first tested by
irradiating water and head phantoms with pencil-beam scanning (PBS) proton beams of
different energies. It was then finally brought to real clinical cases [100], demonstrating for
the first time that prompt gamma-ray based range verification can be applied for clinical
treatments of patients. The knife-edge shaped slit camera was intentionally developed for
range verification in pencil-beam scanning proton therapy. The applicability of this sys-
tem for a passively double-scattered (DS) treatment proton beam, where neutron-induced
background is relatively high and can affect the profile quality, was as well evaluated with a
proof-of-principle study that demonstrated the capability of detecting global range shifts of
25 mm in this scenario [101]. Further and deeper evaluations are ongoing: in [102] further
tests using both PBS and DS were performed and it was demonstrated that global shifts
can be detected with an accuracy of 1 mm for all treatment modalities.
1.3.3.2 Electronically collimated systems
A Compton camera system, which is the main subject of this thesis, is a device which
aims at the detection of prompt-γ rays, in this context for ion beam range monitoring, by
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exploiting the Compton scattering kinematics of the impinging radiation without the use
of a mechanical collimation. The complete description of the system will be given in Sect.
4.1, where the device being developed at LMU will be also described. A brief description
and overview on the state of the art for prompt-γ imaging using Compton camera devices
will be now given. In contrast to the previous approaches, a Compton camera detector
system is in principle able to provide up to three-dimensional images. This versatile tool
for position-sensitive detection of prompt-γ rays is composed of two main parts: a scatterer
and an absorber detectors. The primary γ ray interacts in the first component undergoing
a Compton scattering, and is then absorbed by the absorber detector. By measuring both
energy and position of the two interactions (the scattering and the photoabsorption) in the
two camera components, and by applying the Compton kinematics formula, the Compton
scattering angle θ between the direction of the primary photon and the scattered photon
can be derived. The Compton cone, which is the surface spanned by all the possible
directions related to θ, can thus be obtained as shown in Fig. 1.16 (for details see Sect.
4.1).
Figure 1.16: Scheme of the operational principle of a Compton camera. The primary pho-
ton interacts in the scatter component of the device and undergoes a Compton scattering
interaction, depositing a fraction ∆E of the initial energy E1. The scattered γ-ray is ab-
sorbed by the second component, thus releasing the rest of the energy (E2 = E1−∆E). The
angle θ is derived by measuring the two deposited energies and the interaction positions,
and thus the Compton cone is obtained.
The Compton kinematics can be exploited for the reconstruction of the initial photon
source position, either based on the scattered photon (γ-tracking) or the recoil electrons
(electron tracking). The design of a Compton camera is based on a mono-layer or multi-
layer scatter component, for γ- or electron- tracking purposes, respectively. From the latter
one, which is the design chosen for the LMU Compton camera, a Compton arc instead of
a Compton cone can be defined from the energy and position information registered in
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the detector components. The purpose of this section is to show the state of the art in
Compton imaging, thus the concept will be explained for a mono-layer Compton camera
scenario. More details about the multi-layer scenario can be found in Sect. 4.1.
Once the angle θ is derived, in order to identify the source position, the reconstruction
procedure has to be carried out for many registered photon events, emitted from the same
origin. The different Compton cones (or arcs) which can be derived are then projected onto
the same plane, and their intersection is assigned as the prompt-γ origin, as illustrated in
Fig. 1.17.
Figure 1.17: Schematic drawing of a source position reconstruction with a Compton cam-
era. Each event corresponds to a cone of possible initial photon directions. Intersections
of several cones yield the position of the photon source [103].
The Compton camera approach has been applied and tested for diverse applications
including Compton telescopes for balloon and satellite gamma-ray astronomy [104], ra-
dioactive waste management [105] and medical imaging, which is the framework of our
interest. The use of a Compton camera for medical imaging was first proposed in [106].
Many groups around the world have been investigating this approach using different detec-
tor configurations in terms of detector materials and geometrical arrangements: some of
them design their Compton camera setup making use of the γ-tracking, some others make
use of electron tracking.
In Lyon a Compton camera prototype is under development, in combination with an ion
beam hodoscope in order to restrict the γ-ray source position to the intersection between
the incoming ion trajectory and the Compton cone [107]. The hodoscope identifies the
incident ions and the Compton camera detects the emitted prompt gamma rays, allowing
the prompt-gamma origin to be reconstructed [108]. This Compton camera prototype is
formed by a stack of 10 double-sided silicon-strip detector (DSSSD) layers (90 × 90 × 2
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mm3, 2 × 64 strips) acting as scatterer and 100 BGO blocks (38 × 35 × 30 mm3 for each
block [109]) or alternatively LYSO scintillators (300 × 300 × 40 mm3 [110]) as absorber.
The ion beam range verification was simulated showing promising results [109] The Lyon
prototype is in a preparatory phase for tests with a clinical proton beam and it is currently
being evaluated as well for energy ranges of interest in Single Photon Emission Tomography
(SPECT) [111].
At the OncoRay-National Center for Radiation Research in Oncology in Dresden [99]
a prototype was designed based on a pixelated CdZnTe detector array (20 × 20 × 5 mm3,
16 × 16 pixels) working as a scatterer and an LSO scintillator (54 × 54 × 20 mm3, 13 ×
13 pixels) as an absorbing component. The camera was also experimentally tested with
monoenergetic 4.4 MeV γ-rays at the HZDR Tandetron facility, revealing a promising abil-
ity for proton beam range verification. However, the count-rate capability may present
limitations for a clinical scenario application [112]. Further extensive studies on the per-
formance of a Compton camera were then conducted at OncoRay [113]. Simulation studies
were also conducted for a scenario with more than one Compton camera, which allows for
a 3D image reconstruction.
At the Istitut de fisica corpuscolar (IFIC) in Valencia [114] a Compton camera proto-
type is also being investigated for prompt-γ imaging in hadron therapy. The MACACO
prototype is a three-plane Compton camera [115]: the first layer is a 27.2 × 26.8 × 5 mm3
LaBr3(Ce) crystal, whereas the second and the third one are LaBr3(Ce) crystals with an
area of 35 × 36 mm2 and a thickness of 5 mm and 10 mm, respectively. The light from
all these scintillation crystals is read out by position-sensitive SiPM arrays. Results from
experimental data have been obtained using 22Na and 88Y gamma-ray sources, employing
both two and three detector planes. In this energy range the device yielded better resolu-
tion for increasing photon energies, showing that gamma energy is a relevant parameter in
Compton imaging [116]. The two-stages camera arrangement was also tested with a 150
MeV clinical proton beam.
A four stages Compton camera based on semiconductor detectors has been developed
at the University of Maryland in Baltimore [117]. Each stage consists of a 2 × 2 array of
pixelated (11 × 11 in x and y directions) CdZnTe crystals (2 × 2 × 1.5 cm3), covering an
area of 4 × 4 cm2. The camera capabilities were tested first using laboratory point sources
[118] and later at real clinical scenarios [119]. In the latter scenario shifts of the beam as
small as 2 mm for the delivery of 2 Gy (6.29 × 108 protons) could be detected. For the
delivery of a single distal energy layer (1 108 protons) shifts as small as 3 mm could be
identified.
A Compton camera prototype with Compton recoil electron tracking capability is under
development in Kyoto. The system is composed of a micro-TPC (10 × 10 × 15 cm3, filled
with air + C2H6 gas) acting as a scatterer and a 8 × 8 array of GSO(Ce) scintillators
(6 × 6 × 26 mm3 for each crystal) forming the absorber component. This camera was
also investigated with a clinical proton beam, exhibiting a correlation between the imaged
prompt γ rays and the Bragg peak position [120].
Finally the Compton camera prototype under development at LMU Munich in the
framework of this thesis should be mentioned. This Compton camera was designed in
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order to have electron tracking capabilities: it consists of a stack of six DSSSD layers,
each with an area of 50 × 50 mm2 and a thickness of 500 µm, followed by a monolithic
LaBr3(Ce) scintillator (50 × 50 × 30 mm3) which acts as absorber component. The design
specifications were initially simulated in [121], resulting in an expected spatial resolution
of 1.5 mm for a 3 MeV point source placed at 5 cm distance from the first DSSSD layer.
1.3.3.3 Prompt-γ spectroscopy
The idea of this method, being investigated at the Massachusetts General Hospital in
Boston (MGH) [122], is to directly match the detected discrete prompt γ-ray lines, origi-
nating mainly from 12C∗ and 16O∗ (and related fragmentation products), with the exper-
imentally acquired reaction cross sections. The measurement of high-energy gamma rays
is challenging, and simulation studies play also an important role in these developments.
Prompt gamma-ray emission during proton therapy is dominated by proton-induced nu-
clear reactions on 12C, 16O and 14N, that are the most abundant elements in human tissues,
therefore it is very important to incorporate as precise knowledge as possible for these re-
actions.
In [123] an extensive simulation study of prompt γ-ray emission during proton therapy
was performed using the Monte Carlo codes GEANT4 and MCNP6 and the dedicated
nuclear reaction codes TALYS [124] and EMPIRE [125]. In particular, a focus was set on
incident proton energies up to about 50 MeV aiming at the correlation with γ-ray energies
emitted near the end-of-range of the proton beam. All results obtained by these simulations
are compared to data previously reported, as the values reported in Tab. 1.4.
This range verification method was then tested experimentally [1], using the setup
shown in Fig. 1.18, by applying two phantoms with different elemental concentrations.
Figure 1.18: Experimental setup showing the prompt gamma-ray detector, tungsten colli-
mator and a water phantom in the proton therapy gantry [1].
The measurement plane is positioned near the distal end of the target. The imaging
system shown in Fig. 1.18 is based on a cylindrical LaBr3(Ce) scintillator with a length
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Target Emitter Eγ [MeV] Transition Study Eproton [MeV]
12C 12C 4.44 2+4.44→ 0+g.s. [126] 5-23









g.s. [127] 40, 65, 85
16O 16O 6.13 [130] 23.7, 44.6
20.39 [126] 5-23
[127] 40, 65, 85
[128] 9-50
9.97 [129] 20.0, 22.5, 25.0
6.92 2+6.92→ 0+g.s. [131] 9-19
7.12 1−7.12→ 0+g.s. [131] 9-19
2.74 2−8.87→ 3−6.13 [127] 40, 65, 85
[131] 9-19
12C 4.44 2+4.44→ 0+g.s. [126] 14-23
[127] 40
[128] 20-50







g.s. [127] 40, 65, 85
[128] 30, 33, 40
14N 14N 1.64 1+3.95→ 0+2.31 [126] 5-20
[128] 9-40
[132] 6-26
2.31 0+2.31→ 1+g.s. [126] 4-23
[127] 40, 65, 85
[128] 9-40
[132] 6-26
5.11 2−5.11→ 1+g.s. [132] 7-26
0.73 3−5.83→ 2−5.11 [132] 7-26
3.38 1−5.69→ 0+2.31 [132] 7-14
2.79 2−5.10→ 0+2.31 [132] 7-14
3.89 1+6.20→ 0+2.31 [132] 8-14
Table 1.4: Experimental studies of γ-ray emission during proton-induced reaction on 12C ,
16O and 14N [122]. The cross-sections related to these γ-emissions were reported by Dyer
et al. (1981) [126], Narayanaswamy et al. (1981) [130], Lang et al. (1987) [127], Lesko et
al. (1988) [128], Kiener et al. (1998) [131], Belhout et al. (2007) [129] and Benhabiles-
Mezhoud et al. (2011) [132] (g.s. = ground state).
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and diameter of 7.5 cm, placed behind a collimation system of 13 cm thick tungsten and a
slit opening of 9.5 mm. Based on five pencil beams with different ranges delivering 5 x 108
protons, the absolute particle range was determined with a standard deviation of 1.0 - 1.4
mm. Discrete gamma lines were resolved and proton- and neutron-induced contributions
were separated ([1], shown in Fig. 1.19).
Figure 1.19: Energy spectra of prompt-γ rays induced by a 165 MeV proton beam imping-
ing on a water and polyethylene target, respectively, measured along the last 30 mm of the
particle range. Neutron-induced contributions were removed. The lines are named by the
residual nucleus and the energy of the emitted gamma ray in MeV (SE: single escape; DE:
double escape) [1].
This method can provide a 2D measurement at the detector position. Only a single
detector is required, but it would be possible to use multiple detectors to improve statistical
precision and to obtain simultaneous measurements at different positions along the beam
path.
Recently, the same approach is being evaluated in Dresden as well, using CeBr3 detec-
tors [2]. Preliminary tests using an IBA C230 cyclotron to accelerate protons up to 165
MeV and 224 MeV, respectively, were performed at the OncoRay treatment facility [99] at
the Universita¨ts Protonen Therapie Dresden. The setups used in three different scenarios
under investigation is shown in Fig. 1.20(a), together with visible gamma lines obtained
with three different targets (b).
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(a) (b)
Figure 1.20: (a) Schematic drawing of the three setups for the different campaigns evalu-
ated (b) Energy spectra corresponding to prompt γ-rays resulting from the irradiation of
PMMA, water and graphite for the interval 5-6 ns [2].
1.3.3.4 Prompt-γ timing
The prompt gamma-ray timing (PGT) method aims at obtaining information about the
proton beam range by determing the gamma-ray emission time along the proton path,
using a conventional time-of-flight detector setup (as indicated in Fig. 1.21).
Figure 1.21: Schematic description of a typical setup for beam range verification via the
prompt γ-ray timing imaging technique [3].
The approach is based on retrieving the transit time of the protons/ions in the tis-
sues of a patients. This time can be measured indirectly by using the time-of-flight (ToF)
technique: the start and stop signals are given by the accelerator RF signal and the tim-
ing signal from the detected prompt γ-rays emitted along the beam path. Clearly fast
detectors, with a time resolution well below µs, are required in order to successfully be
able to accurately correlate the time-of-flight information with the emission position along
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the particle trajectory [133]. The more the ion interaction is located deeply in the target
volume, the larger becomes the transit time (with a detector position like in Fig. 1.21).
The PGT technique for ion beam range verification is intensively under investigation by
the Dresden group and first results were obtained in [134]. First tests of PGT at a clinical
proton accelerator were performed, using different phantoms and detectors [135]. The PGT
method appears to be feasible in a clinical scenario with a pencil beam, but challenging
mostly in terms of data acquisition rate and modelling for time spectra and background.
Measurements of the microbunch time structure of the commonly used clinical proton
cyclotron C230 were performed [136]: the obtained data were required to understand
the limitations of the prompt gamma-ray timing method and to design a bunch phase
monitor to be used during patient treatments. In [137] tests under clinical conditions
were performed and preliminary results demonstrated that range variations of 5-20 mm
are detectable. Phase oscillations between RF and proton bunches were identified as the
main factor presently limiting the accuracy of the method, together with load effects on
the detector timing. The introduction of a bunch phase monitor and the use of the actual
detector gain as a measure of possible timing shifts are expected to improve the accuracy
of this method: an accuracy of 2-3 mm using prompt-gamma timing in clinical scenarios
seems achievable.
1.3.3.5 γ-PET
As already mentioned in Sect. 1.3.2, besides the 511 keV positron annihilation photons,
some of the β+ emitters, which are produced along the proton beam path in the organic
tissue (e.g. 10C and 14N, shown in Tab. 1.3), simultaneously emit a third (prompt) photon.
This photon comes from the de-excitation of the excited β-decay daughter nucleus. The
principle of the γ-PET technique is based exactly on this resulting triple coincidence: it
requires an arrangement of at least three combined Compton camera configurations (or a
hybrid system built from a conventional PET scanner plus at least one additional Compton
camera system). With this idea, the line-of-response (LOR) can be reconstructed by de-
tecting the two opposite annihilation γ rays following the principle of PET, while the third
photon can be used with its kinematics information to reconstruct a Compton cone (or arc
segment). The origin of the radiation emission, corresponding to the point in which the
initial proton beam interacted in the tissue, is represented by the intersection of the LOR
and the Compton cone/arc. The combination of two different pieces of information pro-
vided by the different trajectories of LOR and Compton cone in each considered event can
improve the image reconstruction sensitivity compared to the performance of the standard
PET technique (in Fig. 1.22 the setup studied in [4] is displayed).
The γ-PET technique can be used as a hybrid imaging technique for ion beam range
verification during treatment irradiation: the information could be retrieved online using
the prompt γ-rays acquired by using the Compton camera principle and the detector system
can afterwards switch immediately to PET or γ-PET mode in order to measure the delayed
activity distribution of the β++γ emitters.
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Figure 1.22: Principle of the γ-PET technique in the setup evaluated in [4].
1.4 Contents and organization of the dissertation
At the Chair of Medical Physics at the Ludwig-Maximilians Universita¨t (LMU) of Munich,
a Compton camera prototype is under development and is treated in this thesis. The pro-
totype aims at performing prompt-γ imaging for a (ultimately) real-time ion beam range
monitoring during hadron therapy in a small-animal irradiation scenario. In particular, its
application can be in the framework of laser-accelerated proton beams, since such beams
will become available soon at the Center of Advanced Laser Application (CALA) in Garch-
ing [138]. The design of this Compton camera prototype was simulated and defined in a
previous thesis project [121], when the detectors and the geometry of the camera were
chosen: a detector arrangement with a multi-layer scattering component was selected, in
order to allow for an electron tracking capability and the detector dimensions were adapted
for a small-animal irradiation scenario. First characterization tests for the detectors and
the full camera system were performed oﬄine and online [139]. The two components of the
prototype are the scatterer, which is comprised of six layers of customized double-sided sil-
icon strip detectors (DSSSD) and a monolithic scintillation detector which acts as absorber
component. The aim of this thesis was to upgrade the system in terms of performance of
the detector components and in terms of signal processing and data acquisition system,
working in the direction of a future real-time application. First of all the silicon scatter
detector layers were extensively investigated, in order to identify the reason, previously
observed, of an unpredicted behaviour. The explanation of the internal structure of these
detectors (and of the absorber as well) can be found in Chap. 3, following the description
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of the interaction of photons and particles with matter, which will be presented in Chap.
2. Furthermore, the initial signal processing and data readout system was upgraded: after
various assessment studies, a solution was defined and implemented. These characteriza-
tion and evaluation tests are presented in Chap. 5. First tests with this readout system
were performed at the Tandem accelerator in Garching with a 20 MeV proton beam and
with a pulsed 20 MeV deuteron beam, which are presented in Chap. 7. Parallel to that, a
new design for the scatterer component was studied in order to improve its performance.
Concerning the absorber component, the achievements which could be reached during this
thesis work can also be divided in detector design and readout system. The originally
applied monolithic LaBr3(Ce) scintillator [139] was coupled to a 256-fold segmented pho-
tomultiplier (PMT). In order to reduce the complexity of the readout system, a 64-fold
segmented PMT was coupled to a second monolithic LaBr3(Ce) scintillator crystal and bet-
ter performances were achieved, also thanks to an improvement which was implemented in
the algorithm for the photon interaction position determination in the monolithic crystal
(k-NN algorithm, from which the improved CAP version is used). The procedure needed
for the acquisition of the reference library (which is the input of the position reconstruc-
tion algorithm of the monolithic absorber) and related results are presented in Chap. 6.
In addition satisfactory results could be obtained from first characterization studies with
a monolithic CeBr3 scintillation crystal, which is considered an alternative to LaBr3(Ce)
as absorber material, as it is a cheaper solution, which still preserves comparable perfor-
mance. The signal processing of the absorber component was also upgraded to a more
compact and flexible electronics and data acquisition system, which enabled a merging of
the signal processing of the more than 2000 channels of the Compton camera system into a
common homogeneous platform; furthermore, this solution allowed for setting the trigger
to the scatterer component, thus improving the useful data rate via the ratio of recorded
coincidence events. The system is described in Chap. 5 and first tests with it can be found
in Chap. 7. Tests were also performed using prompt γ-rays induced via nuclear reactions
generated by an irradiation of water or PMMA phantoms with a 20 MeV proton beam
from the MLL Tandem accelerator in Garching. These tests include as well a time-of-flight
performance evaluation using the new signal processing and data acquisition electronics
which was implemented in the framework of this thesis project. Chapter 8 is dedicated
to an alternative Compton camera setup, which makes use of γ-ray tracking instead of
electron tracking, therefore requiring just one, but thicker, scattering layer. This detector
is a pixelated GAGG crystal, read out by an SiPM MPPC array using a customized signal
processing frontend board from Hamamatsu [140]. The LaBr3(Ce) crystal coupled to either
the 256-fold or the 64-fold segmented PMT was also used as absorber component of this
Compton camera system investigated in parallel in view of a possible application in the
framework of prompt-γ or γ-PET imaging techniques in hadron therapy. First tests of this
Compton camera detector arrangement were performed with radioactive laboratory point
sources at different incident photon energies and in different geometrical configurations.
Experimental and simulated data were generated and their outcome was compared. The
data in coincidence between the two detectors were extracted and analyzed to be the input
of the MEGAlib software toolkit to perform the source position image reconstruction. A
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proof of principle of this Compton camera setup could be reached: in the results a good
accuracy could be obtained and source shifts could be detected by the system. The thesis
concludes with Chap. 9, where a summary of the work is given together with perspec-
tives and impressions related to future plans for the tested and evaluated prototypes under
development.
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CHAPTER 2
The physics of direct and indirect ionization of matter
In order to develop a device which aims at a beam range control in particle therapy via
the detection of prompt γ-rays, it is essential to fully understand the interaction between
the beam particles or more generally between the radiation of interest with matter: by
their detection they can provide therapeutical valuable information (see details in Chap.
3). The following chapter explains the basic physics behind the interactions that the
radiation experiences when passing through matter. The chapter is divided into two parts,
describing, respectively, direct ionization and indirect ionization of matter. The first part
is dedicated to particles like electrons and ions. The second part considers the three main
phenomena that occur when photons interact with matter, namely photoelectric effect,
Compton scattering and pair production. In addition the interaction of neutrons with
matter is discussed.
2.1 Particle interactions with matter
The operation of any radiation detector depends on the manner in which the radiation
of interest interacts with the material of the detector itself. An understanding of the
response of a specific type of detector must therefore be based on the knowledge of the
fundamental mechanisms by which radiation interacts and loses energy in matter. For a
clear classification, it is convenient to arrange the major categories of radiation, important
for the topics treated in this thesis, as listed in Tab. 2.1.
In the left column of Tab. 2.1 charged particle radiation is listed. Those particles,
because of their electric charge, continuously interact through the Coulomb force with the
electrons present in any medium through which they pass.
The radiation listed in the right column is electrically neutral and is therefore not sub-
ject to the Coulomb force. Instead, this kind of radiation must first undergo an interaction
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Charged particle radiation Uncharged radiation
Heavy charged particles Neutrons
Fast electrons X-rays and gamma rays
Table 2.1: Particles and electromagnetic radiation that can create a direct (first column)
or indirect (second column) ionization in matter [141].
that results in a full or partial transfer of energy of the incident radiation to electrons or
nuclei of the constituent atoms, or to charged particle products of nuclear reactions.
2.1.1 Direct ionization of matter
In this section the interaction of charged particles with matter is discussed. A charged
particle is surrounded by its Coulomb electric field that interacts with orbital electrons
and the nuclei of all atoms it encounters, as it penetrates into matter [142]. When directly
ionizing radiation interacts with matter, the charged particle's path may be altered (elastic
or inelastic scattering) and it may transfer, partly or entirely, its energy to the absorbing
material (collision loss) or to photons (radiation loss). All the possible interactions between
the charged particle and the orbital electrons or the nucleus of the absorber atoms depend
on the characteristics of both particle and absorber and they are characterized by a specific
cross section (probability) σ for the particular interaction. Depending on the energy that
the radiation deposits in the medium, an ionization track develops within the material.
In the following section the discussion will cover the interaction mechanism of heavy (e.g.
protons) and light (e.g. electrons) charged particles. The theory of stopping power played
an important role in the development of atomic and nuclear models starting with the
α particle scattering studies of Rutherford in 1908 [143] and the classical stopping power
theory developed by Bohr in 1913 [144], and culminating with the quantum mechanical and
relativistic theory of stopping power proposed by Bethe in the 1930s [145] and refined by
Fano in the 1960s [146]. The interactions between a charged particle and an absorber can
be divided into three cathegories depending on the size of the classical impact parameter b
of the charged particle trajectory compared to the classical atomic radius a of the absorber
atom with which the charged particles interact:
• Coulomb interaction of the charged particle with an orbital electron of the absorber
atom for b≈a (hard collision).
• Coulomb interaction of the charged particle with an orbital electron of the absorber
atom for b>>a (soft collision).
• Coulomb interaction of the charged particle with the external nuclear field of the
absorber atom for b<<a (Bremsstrahlung production).
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The above described different kinds of collisions between a charged particle and an atom
are sketched in Fig. 2.1
Figure 2.1: Three different types of interaction of a charged particle with an atom, depend-
ing on the relative size of the impact parameter b and the atomic radius a. Hard (close)
collision for a; soft (distant) collision for b>>a; and radiation collision for b<<a [147].
Each of these interactions with the medium is characterized by a specific cross section
(probability) σ and makes the charged particle lose some energy. The rate of energy
loss per unit of path length that a charged particle loses in a medium is called linear
stopping power (-dE/dx). The mass stopping power is simply obtained by dividing the
linear stopping power by the density ρ of the absorber material and it is expressed in
units of MeV · cm2 · g−1. In general, the total stopping power Stot for a charged particle
travelling through an absorber is the sum of the radiation (nuclear) stopping power Srad
and the collision (electronic) stopping power Scol:
Stot = Srad + Scol (2.1)





• Radiation stopping power : It is the result of the charged particle Coulomb interaction
with the nuclei of the absorber. An appreciable energy loss through these interactions,
normally called bremstrahlung interactions, is experienced by light charged particles
(electrons and positrons). For heavy charged particles the radiation loss is negligible
in comparison with the collision loss and only contributes significantly for very low
initial particle energies of less than about 1 keV/u.
• Collision stopping power : It is the result of the charged particle Coulomb interactions
with orbital electrons of the absorber. These interactions are experienced from both
heavy and charged particles.
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2.1.1.1 Ions in matter
Heavy charged particles interact with matter primarly through the Coulomb force between
their positive charge and the negative charge of the orbital electrons within the absorber
atoms. Interactions of the particle with nuclei are also possible, but those interactions occur
only rarely and they are normally not significant in the response of radiation detectors.
Therefore, the main contribution to the ion’s stopping power originates from electronic
stopping, where the impinging particles collide with atomic electrons, causing ionization
or excitation. The expression for the stopping power for a heavy charged particle thus
corresponds to the Scol term in Eq. (2.1). The behaviour of the (collision) stopping power






























where NA is the Avogadro number, A is the relative atomic mass of the absorber
material, e is the elementary charge of an electron, ε0 is the vacuum permittivity, z is the




the atomic number of the absorber material and I is the mean excitation potential.
The Bethe-Bloch collision stopping power equation shown in Eq. (2.2) includes the
Fano shell correction and density correction for heavy charged particles: C
Z
and δ are,
respectively, the shell correction, dominating for slow particles, and the density correc-
tion, which is important for high energy particles. The expression in Eq. (2.2) can be





Bcol. The atomic stopping power number (Bcol), before the
corrections introduced by Fano in the 1960s, can in various optimization steps be expressed
as indicated in Tab. 2.2. When considering the last corrections, implemented of Fano, the
stopping power S(E) can be calculated with an accuracy of a few percent.
In Fig. 2.2 a schematic plot of the mass collision stopping power for a heavy charged
particle as a function of its kinetic energy EK is shown. With increasing energy EK , the
heavy charged particle traverses three different regions, as can be seen in Fig. 2.2:
Region 1 : In the low energy region, Scol rises almost linearly and reaches a maximum
at about 250·I, where I is the mean ionization/excitation potential of the absorber
material.






, where v is the velocity of the charged particle, before reaching a broad minimum
at ∼2.5M0c2 where M0c2 is the rest energy of the charged particle. Particles in this
minimum of the energy loss curve are called “minimum ionizing particles” (MIPs)and
the corresponding velocity range can be expressed as 3-4·(β−γ) with γ = 1/√1− β2.
Thus minimum ionizing particles exhibit velocities of β ≈ 0.96. For simply-charged
particles (Z=1) an approximation can be given as dE/ρ · dx ≈ 2MeV (g · cm2).
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Derivation of S(E) Atomic stopping number Bcol













































Table 2.2: Expression for the atomic stopping number Bcol for various energy ranges of
heavy charged particle energy [142].
Region 3 : In the relativistic region beyond the broad minimum, Scol rises slowly with
increasing kinetic energy EK as a result of the relativistic term{
lnβ2 − ln(1− β2)− β2
}
.
After having introduced the topic, the focus can be narrowed down to particle types
and energies of specific interest in the hadron therapy field, namely interactions of protons
up to about 250 MeV and carbon ions up to about 450 MeV/u. For a particle of kinetic
energy EK , total energy Etot, mass m0 and momentum p, the particle velocity β in units
















For a proton with kinetic energy EK=250 MeV and given the proton mass of 938
MeV/c2, the resulting velocity amounts to β ≈ 0.6, while a carbon ion with an energy of
450 MeV/u has β ≈ 0.7. Thus, in radiotherapy, we generally deal with relativistic particles,
but still located on the low-energy side of the Bethe-Bloch minimum [47].
The electronic stopping power as a function of the kinetic energy of protons impinging
on a water target is shown in Fig. 2.3, where the different regions are shown in details.
At low energies, before the Bethe-Bloch region, the so-called regions of Lindhard-Scharff
and Anderson-Ziegler can be found. Also indicated is the nuclear stopping power resulting
from Coulomb interactions of the incident particles with the atomic nuclei, which only
negligibly contributes to the total stopping power.
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Figure 2.2: Schematic plot of the mass collision stopping power for a heavy charged particle
as a function of its kinetic energy EK ; M0 is the rest mass of the charged particle, I is the
mean excitation/ionization energy of the target medium [142].
Figure 2.3: Stopping power (dE/dx), in [MeV cm2 g−1], for protons in water as a function
of their kinetic energy. The total, electronic, and nuclear stopping powers are shown, as
well as the characteristic regions. The plot is based on data from NIST [148, 47].
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The data were obtained a data base maintained at the National Institute of Standard
and Technology (NIST) [148], using the Bethe-Bloch collision stopping power equation (2.2)
(including the shell and density corrections at high proton energies). At low proton energies
the NIST data are determined from fitting formulas, which are largely based on experi-
mental data. The NIST collision stopping power database uses mean ionization/excitation
potentials recommended by the ICRU Report 37 [149].
The solid curve in Fig. 2.3 for the proton collision stopping power in water exhibits the
standard collision stopping power behavior of an increase with EK at low kinetic energies,




at intermediate energies before reaching
the minimum around EK
E0
≈ 2.5. In the relativistic energy range the stopping power slowly
rises with EK , whereas it increases when the particle slows down: this relates to the
increased interaction time of slow particles with the Coulomb field of the electrons of the
absorber material.
All these considerations finally lead to the determination of a well-localized energy
deposition of the heavy charged particles in the medium at the end of their stopping range.
This well localized position, already mentioned in Sect. 1.1, is known as the Bragg peak
and is of particular interest in hadron therapy for dose delivery in tumor treatment. The
distance in the medium that a heavy charged particle needs to traverse in order to lose
all its energy is called the particle range and it can be approximately calculated by the
integration of the particle stopping power.
This corresponds to the RCSDA range and is defined by the CSDA concept (continuous







where RCSDA is the CSDA range (mean path length) of the charged particle in the
absorber (typically in cm2 · g−1), (EK)0 is the initial kinetic energy of the charged particle,
and Stot(E) is the total mass stopping power of the charged particle as a function of the
kinetic energy EK .
The CSDA range is a quantity that represents the mean path length along the trajectory
of the charged particle. In general, the range is an experimental concept that provides the
thickness of an absorber medium that the particle is able to penetrate. This quantity
depends on the kinetic energy of the particle, its mass and charge and the composition of
the absorbing medium.
Since for heavy charged particles deflections due to elastic scattering are not much
pronounced and the path of the particle is therefore essentially rectilinear, the RCSDA is a
very good approximation to the average range R of the charged particle in the absorbing
medium
Figure 2.4 shows the energy - range relationship for monoenergetic proton beams. As
the human body is mainly composed of water, the values obtained and shown in Fig. 2.4
can be considered as a good approximation to ranges of protons in inhomogeneous patient
tissues. Values of interest are for example the 4 cm range at 70 MeV energy (used for eye
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Figure 2.4: Range of a proton beam in water based on the continuous slowing down
approximation as a function of proton energy [5].
therapy treatments) or 25 cm at 200 MeV corresponding to the energy used for treatment
of organs located deeper in the patient's body. Of interest for this specific thesis work are
also ranges of protons in water at lower energies which were used during some experimental
campaigns at the local Tandem accelerator: a 4 mm range corresponds to a proton energy
of 20 MeV.
However, for the needs in hadron therapy, the particle range is defined at the position
where the dose has decreased to 80% of the maximum dose, i.e. in the distal dose falloff.
The reason for this choice is that the 80% falloff position is independent of the beam energy
spread and coincides with the range where 50% of the protons have stopped. More detailed
studies, also empirical, on methods for range calculations, are being carried out by several
groups: an example can be found in [151] by Krim et al.
2.1.1.2 Electrons in matter
When light charged particles like electrons and positrons pass through a medium, they can,
elastically or inelastically, interact with the atom’s Coulomb potential. When an elastic
interaction happens, the electron direction is deflected by many small-angle scatterings
caused by the electrostatic field of the target without affecting the electron energy. Un-
like the heavy charged particles, a light charged particle like an electron is experiencing
multiple elastic scatterings that are preventing the electron itself to follow a straight path.
This multiple scattering is known as Molie`re scattering [152, 153]. In applications, like
the LMU Compton camera, where the Compton-scattered electron needs to be tracked,
it is important to take into consideration this type of interaction as well. The Coulomb
scattering distribution is well represented by the Molie`re theory [154]. It is roughly Gaus-
sian for small deflection angles [155], but at larger angles (greater than a few θ0, defined
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in Eq. (2.5)) it behaves like Rutherford scattering, exhibiting larger tails than a Gaussian
distribution.







where θrmsplane is defined on a 2D plane, whereas θ
rms
space is defined in a 3D space.
For many applications it is sufficient to use a Gaussian approximation for the central






x/X0[1 + 0.038 · ln(x/X0)] (2.6)
where p is the momentum, βc is the velocity (= (v/c) · c) and z is the charge number of
the incident particle. X0 is the radiation length of the material and it is defined as the
mean length (in cm) to reduce the energy of an electron by the factor 1/e (21.82 g · cm−2
for silicon [156]). x represents the straight line between the start and the end point of the
electron trajectory in the medium that is being traversed. When an electron is passing









where mT is the total mass of the sample in g, XT is the combined radiation length of
the sample in g · cm−2, mi is the mass of each individual component in g and Xi is the
radiation length of each individual material component expressed in g · cm−2. From Eq.
(2.6) it can be derived that the smaller the electron energy is, the more dominant the
Molie`re scattering will become.
The inelastic interactions which the electrons undergo when traversing a medium result
in energy losses in the medium itself. These energy losses are dissipated in the medium
either by radiative emission (Bremsstrahlung), coming from interactions with the field
of the nucleus of the medium, or by collisions with the atomic electrons or the nucleus,
causing ionization or excitation. Unlike heavy charged particles, for light charged particles
like electrons the radiation component is not negligible anymore. Therefore the total
mass stopping power can be expressed as given in Eq. (2.1), where both components are
contributing. Within a broad range of kinetic energies below 10 MeV collision losses are
dominant (Scol > Srad); however, the situation is reversed at higher kinetic energies, where
Srad > Scol. In Fig. 2.5 the total mass stopping power Stot for electrons in water, aluminum
and lead is shown as a function of the electron kinetic energy.
The contribution of both components to the total energy loss is about equal if the





42 2. The physics of direct and indirect ionization of matter
Figure 2.5: Total mass stopping power Stot for electrons in water, aluminum and lead
against the electron kinetic energy (thick solid curves). The mass collision stopping
power Scol and the mass radiation stopping power Srad are shown for comparison with
dashed curves and thin solid curves, respectively [142]. Data were obtained from the NIST
database [148].
The scatterer component of the LMU Compton camera is a silicon detector. This
material has a (EK)crit = 53 MeV. The impinging γ rays which are detected by the LMU
Compton camera have an energy up to above 6.1 MeV (which is the most energetic prompt
γ-ray line (from 16O∗) to be expected from nuclear interactions of a therapeutic proton (ion)
beam with organic tissue materials as it is shown in Fig. 1.19): as the average energy of
the Compton electron generated is far below (EK)crit and its maximum energy is less than
5 MeV, the contribution of the Bremsstrahlung radiation in the electron energy loss is
negligible in our case, and the total energy loss can be expressed exclusively via the term
Scol, referring to the collision processes. This feature is an advantage for our application,
since the minimization of the radiative process leads to a cleaner condition for the tracking
of the Compton electrons, which will lose their energy via collision processes.
An expression similar to the one in Eq. (2.2) can be also found for fast electrons and has

























where e and v are the charge and the velocity of the electron, N and Z are the number of
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Energy [MeV] RCSDA [g/cm
2] RLISE [g/cm
2]
0.01 3.46 · 10−4 3.11 · 10−4





Table 2.3: Electron range in Si for different energies of interest for the LMU Compton
camera. The range was calculated using the CSDA concept and with an empirical formula
[157, 158].
atoms and the atomic number of the medium traversed, me is the rest mass of the electron,
β = v/c and I is the average excitation and ionization potential of the material. The latter
has to be determined experimentally for each element [141].
Figure 2.6: Schematic diagram of charged particle penetration into an absorbing medium.
The bottom part shown is for the light charged particle case as treated in this section,
compared to the case of heavy charged particles (top part) [142].
The concept of range has been already introduced in Sect. 2.1.1.1. As deflections due
to elastic scattering in the medium are much more pronounced for light charged particles (a
schematic diagram of the charged particle penetration into an absorbing medium is shown
in Fig. 2.6), for these particles the RCSDA range can be used as an approximation, but the
real trajectory can also be up to twice the average range R.
In Tab. 2.3 the range of an electron in silicon was calculated at different energies of
interest for the LMU Compton camera. Two methods were used: the RCSDA formula that
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is based on the continuous slowing down approximation and a calculation obtained from
the LISE code package [157], that is based on an empirical formula developed by Tabata
et al. [158].
2.1.2 Indirect ionization of matter
In this section the interaction of radiation with matter will be described for non-charged
radiation that can only indirectly ionize the matter. In these cases, the incident radiation
transfers its energy to the traversed medium in more than one step. The ionization of
matter happens via secondary reaction products, such as light or heavy charged particles,
generated from the incident primary radiation. The mechanism of interaction with a
medium, specific for neutral radiation like photons or neutrons, will be discussed in the
following section.
2.1.2.1 Photon interaction
The term photon denotes electromagnetic radiation comprising both X- and γ-rays. As in
our application nuclear reactions are involved, we are interested in the γ-ray production
and their interaction with matter. γ radiation is defined as electromagnetic radiation
generated during nuclear processes (in contrast to X-ray radiation that is created from
atomic processes). It is mostly produced in nuclear de-excitation processes or in positron-
electron annihilation, therefore its energy range varies between 100 keV and few tens of
MeV.
The main difference between the way γ rays and charged particles interact with matter
is the fact that photons do not lose fractions of their energy in a continuous way along
their path, as it is the case for charged particles, but rather their intensity decreases. This
phenomenon is called “attenuation”: the number I of transmitted photons is given in terms
of the number I0 of initial photons as:
I(x) = I0 · e−µ·x (2.10)
where I(x) is the intensity at the traversed matter thickness x, I0 is the initial intensity
and µ is the linear attenuation coefficient, which is defined as
µ = τ(photoelectric) + σ(Compton) + κ(pair) (2.11)
The three factors (µ, σ, κ) in Eq. (2.11) are the cross sections of the three major inter-
action processes that a gamma ray undergoes when interacting with matter: photoelectric
effect, Compton effect and pair production. For each linear attenuation coefficient, a mass





where ρ is the density of the absorbing material considered.
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In Fig. 2.7 the energy dependence of the mass attenuation coefficient, related to the
three major processes between a gamma-ray and an absorbing medium, is shown. These
cross sections have been calculated for γ-ray interactions with sodium iodide (NaI), that
is one of the most frequently used scintillator materials for the detection of γ rays. In
the low energy range, the photoabsorption cross section reveals a sharp discontinuity, or
“absorption edge”. These discontinuities appear at gamma-ray energies that correspond
to the binding energies of electrons in the different shells of the atoms of the absorber
material. For example the edge labeled as K edge corresponds to the K-shell binding
energy. For gamma-ray energies slightly higher than the gamma-ray energy at the edge,
the photon energy is just sufficient to undergo a photoelectric interaction in which a K
electron is ejected from the atom, whereas for lower energies the process is energetically
not possible and the cross section drops. Similar absorption edges appear at lower energies
for the L, M . . . electron shells of the atom.
Figure 2.7: Energy dependence of the mass attenuation coefficient of NaI, showing contri-
butions from photoelectric absorption, Compton scattering and pair production [159].
46 2. The physics of direct and indirect ionization of matter
As it is visible from Fig. 2.7, photoelectric absorption dominates for low-energy gamma
rays (up to several hundred keV), while pair production dominates for high-energy gamma
rays (above 5-10 MeV), and Compton scattering is the most probable process in the range
of energies between these two other phenomena.
This characteristic can be also observed in Fig. 2.8, in which the relative dominance of
the three mentioned types of gamma-ray interaction is shown. They are represented as a
function of the γ-ray energy hv and of the atomic number Z of the absorbing material. The
two solid lines separate the regions of the Z-hv plane in which each phenomenon dominates
over the other two. The line at the left represents the energy at which photoelectric
absorption and Compton scattering are equally probable (σ = τ), whereas the curve at the
right represents the energy at which Compton scattering and pair production are equally
probable (σ = κ) [141]. Three different areas are thus defined in this plot, and in each of
them one of the three phenomena dominates.
This plot can be very useful when comparing different materials that are being taken
into consideration for γ-ray detectors: for a given value of Z, the energy range in which a
certain process is dominating can be defined and identified. In the plot in Fig. 2.8 the dif-
ferent colored dashed lines which were drawn indicate the atomic numbers of the detector
materials which were chosen for the different Compton camera detector arrangement eval-
uated. Si (red line) and GAGG crystals (orange line) were used as scattering component
of, respectively, a multi- and a mono-layer Compton camera. As materials for the absorber
detector, LaBr3(Ce) (blue line) and CeBr3 (green line) were used.
Figure 2.8: The relative importance of the three major types of gamma-ray - matter
interaction. The lines show the values of Z and hν (i.e. photon energy) for which the two
neighboring effects are just equal [160].
Photoelectric effect The photoelectric effect (colloquially also photoeffect) is defined
as an interaction between a photon and a tightly bound orbital electron of an absorber
atom. In this kind of interaction the photon, if its energy exceeds the binding energy of the
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electron, is completely absorbed and the orbital electron is ejected with EK kinetic energy.
The orbital electron that has been ejected is called photoelectron and its kinetic energy
(Ee) is equal to the difference between the incident photon energy (hν) and the electron
binding energy Eb
Ee = hν − Eb (2.13)
Figure 2.9 is a schematical representation of a photoelectric interaction between a pho-
ton of energy hν and a K-shell atomic electron.
Figure 2.9: Schematic representation of the photoelectric process.
When the photoelectron is emitted, the vacancy that is created at its place is rapidly
filled by an electron from a higher atomic shell: the energy of this transition is then
released by either characteristic X-ray radiation or by an Auger electron. It is important to
highlight that photoabsorption can not occur with free electrons because of the momentum
conservation requirement.
The photoelectric process dominates at low incident photon energies, as it was shown
in Fig. 2.7. Furthermore, the probability of the photoelectric effect strongly depends on
the atomic number Z of the absorber material (the dependence can be seen in Fig. 2.8).
There is no analytic expression for the cross section τ of the photoelectric effect that
is valid over all ranges of E and Z, but an approximation can be expressed as




where n varies between 3 and 5, depending on the incident photon energy [142].
From the expression of Eq. (2.14) it can be stated that the higher the atomic number
of the absorbing medium, the higher the probability to absorb the photon will be. It is
also clear that the photoabsorption cross section decreases with increasing γ-ray energy
E. These aspects are very important when a γ-ray detector is designed and its material is
chosen.
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Compton scattering Compton scattering is very important for our application, since it
is the principle on which is based a Compton camera (that will be presented and described
in Chap. 4).
In 1922, Arthur H. Compton observed a new interaction mechanism of photons with
matter [161], which gained him the Nobel prize in physics in 1927. This kind of interaction
was accordingly named Compton interaction.
This process describes an incoherent or inelastic interaction between an incident photon
and an electron located in one of the outer shells of an absorber atom. Typically the
electron is assumed to be at rest when the photon is impinging. From this interaction a
recoil electron and a scattered γ-ray photon are generated, as it is shown in the sketch in
Fig. 2.10.
Figure 2.10: Schematic representation of the Compton scattering process.
The original energy of the incident gamma-ray photon is then divided between the
components generated, depending on the scattering angle. The energy of the scattered
gamma ray hν ′ in terms of its scattering angle θ is given by
hν ′ =
hν





2 is the rest mass energy of the electron (0.511 MeV). The kinetic energy of the
recoil electron, calculated considering the energy conservation principle and rearranging
Eq. (2.15), is therefore
Ee = hν − hν ′ = hν( (hν/m0c
2)(1− cosθ)
1 + (hν/m0c2)(1− cosθ) (2.16)
in which the electron binding energy has been neglected since it is very small compared to
the photon and electron kinetic energies.
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The photon Compton scattering angle θ can vary from 0◦ (forward scattering) to 90◦
(side scattering) up to 180◦ (back scattering), therefore, given a defined incident photon
initial energy, the energy of the recoil electron is varying.
From Eq. (2.16) the minimum energy transfer to the Compton electron (hν ′ ' hν) is
defined at θ ∼= 0◦, meaning that the incident photon in this case is only negligibly deflected
by the electron. On the other hand, when the scattered photon is back scattered (θ = 180◦)









is transferred to the recoil Compton electron.
The Compton scattering kinematics was calculated for an incident photon initial energy
of 3 MeV and 6 MeV, respectively, as shown in Fig. 2.11(a) and 2.11(b). From the
comparison depicted in Fig. 2.11 it can observed that at a fixed scattering angle with
increasing initial energy of the photon the energy transferred to the recoil Compton electron
is also increasing.
These considerations, based on the Compton formula in Eq. (2.15), are essential for
the Compton camera system that will be presented in the next chapters.
The probability of Compton scattering per atom of the absorber depends on the number
of electrons available as scattering targets and therefore increases linearly with Z [141]. The
dependence on the gamma-ray energy was already illustrated in Fig. 2.8 for the case of
NaI as target material.
The angular distribution of scattered gamma-rays is predicted by the Klein-Nishina
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(1 + cos θ2)[1 + α(1− cos θ)]
)
(2.18)
where Z is the target material's atomic number, α = hν/mec
2 and r0 is the classical
electron radius (=2.82 fm [142]). This equation is derived from the interaction between an
incident photon and a free electron.
In Fig. 2.12 a polar plot of the number of photons that are Compton scattered at a
given θ angle is shown, considering a unitary solid angle. The angular distribution is shown
for initial photon energies of 0.1 MeV, 1 MeV and 10 MeV, respectively. At smaller photon
energies the scattering angle becomes larger, leading also to a higher energy transfer to
the recoil Compton electron, as deduced from Eq. (2.16). On the other hand, for higher
incident photon energies, forward scattering is more pronounced and the photon is barely
interacting with the electron.
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(a)
(b)
Figure 2.11: Compton scattering kinematics of 3 MeV (a) and 6 MeV (b) incident photon
energy [162].
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Figure 2.12: A polar plot of the number of photons (incident from the left) Compton
scattered by a scattering angle θ. The curves are shown for the indicated initial energies.
Doppler effect in Compton scattering In a realistic scenario, when the Compton
interaction happens in the detector material, the electron of interest is neither free nor at
rest. J. DuMond in 1929 [164] experimentally observed a broadening in measured Compton
spectra: this was due to the motional distribution of the electrons of the target. This effect
was interpreted by him as a Doppler broadening effect. As all possible interaction angles
should be considered when evaluating the consequence of this effect, the cross section of
the Compton scattering has to take into account the momentum distribution of the bound











Si(Ei, θ, Z) (2.19)
where Si is the incoherent scattering function of the i-th shell electron, Ei is the incident
photon energy, θ the Compton scattering angle and Z the atomic number of the target
material. The first term of Eq. (2.19) represents the Klein-Nishina differential cross section
(see Eq. (2.18)), which is derived for a free electron.
In the context of this tesis, the effect of the Doppler broadening should be considered
for the detector components of the Compton camera system, in particular for the scatter
component. The scatter detectors are silicon detectors (they will be introduced in Chap. 3
and described in more details in Chap. 4). As it is visible from Fig. 2.13, there is a slight
deviation between the Compton scattering probability in silicon from bound and unbound
electrons at low incident photon energies. In Fig. 2.14 the Compton scattering cross section
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Figure 2.13: Compton scattering cross section for bound (dashed line) and unbound (solid
line) electrons in silicon as a function of the initial photon energy. The probability of
Compton scattering with bound electrons is slightly higher than the one predicted by the
Klein-Nishina formula for low photon energies below 100 keV, while for higher energies the
impact of the bound electrons is negligible and both models show an identical prediction
of the cross section [166].
as a function of the scattering angle can be observed: for a bound electron, the interaction
probability is slightly lower at small and large scattering angles, whereas between 40◦ and
130◦ the probability is higher than the one for free electrons. In our case, for a Compton
camera system aiming at detecting prompt-gamma rays that are generated during hadron
therapy, the energy of the photons is mainly between 3 and 6 MeV. Therefore, also the
Compton electrons produced will have an energy higher than the energy range where the
Doppler effect is relevant: in our case this effect can be neglected.
Pair production The third major gamma-ray - matter interaction process is pair pro-
duction. This process takes place in the intense electric field near the nuclei of the absorbing
material and it can occur when the incident photon energy exceeds 2mec
2 = 1.022 MeV,
with mec
2 being the rest energy of electron and positron.
If the incident gamma-ray energy exceeds this value, the energy of the incident gamma-
ray minus 1.022MeV will be the excess energy that appears in the form of kinetic energy
shared by the electron-positron pair. Thus it can be said that this process consists of
converting the incident gamma-ray photon, that will undergo a complete absorption by
the absorbing atom, into electron and positron kinetic energies, according to
Ee− + Ee+ = hν − 2m0c2 (2.20)
The pair production process is complicated by the fact that the positron is not a
long-lived particle; once its kinetic energy becomes very low (i.e. after thermalization by
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Figure 2.14: Evaluation of the angular dependence of the Compton scattering cross section
for bound and unbound electrons at a fixed incident photon energy of 100 keV. At small
and large scattering angles, the probability of the Compton scattering from bound electrons
case is slightly suppressed [166].
collision), the positron will annihilate with a (bound) electron in the absorbing medium.
Then they both disappear and are replaced by two annihilation photons of energy m0c
2
(0.511 MeV) each. The time the positron needs to slown down and annihilate is small,
so that the annihilation radiation appears in virtual coincidence with the original pair
production interaction.
A schematic representation of the pair production process is depicted in Fig. 2.15.
The relative dominance of the pair production and dependence on the atomic charge Z
of the absorber material can be observed in Fig. 2.8: the threshold at 1.022 MeV for the
occurance of this process is clearly visible. It is also visible that the γ ray energy should
exceed ∼ 6 MeV for this process to become dominant over the other two. For even higher
photon energies, the pair creation probability is further increasing with energy, according
to the (approximate) expression of its cross section:
κ ' Z2 · lnEγ (2.21)
2.1.2.2 Neutron interaction
Like photons, also neutrons carry no electric charge. Therefore they can approach the
atomic constituents without direct interference with the Coulomb field. However, in con-
trast to photons that interact with orbital electrons as well, neutrons are mostly interacting
with the atomic nucleus. They are depositing energy in the absorbing material through a
two-step process: (1) the energy is transferred to protons or heavier nuclei and (2) these
secondary products deposit their energy in the absorber through Coulomb interactions
with atoms of the absorber.
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Figure 2.15: Schematic representation of the pair production process.
In terms of their kinetic energy EK , neutrons are ordered into several categories:
• Ultracold neutrons : EK < 2 · 10−7eV
• Very cold neutrons : 2 · 10−7eV < EK < 5 · 10−5eV
• Cold neutrons : 5 · 10−5eV < EK < 0.025eV
• Thermal neutrons: EK ≈ 0.025eV
• Epithermal neutrons : 1eV < EK < 1keV
• Intermediate neutrons: 1keV < EK < 0.1MeV
• Fast neutrons : EK > 0.1MeV
The energy range of interest for medical physics starts from the thermal neutrons energy
range to higher energies; these neutrons are therefore used in medicine. Neutrons with an
energy equal or higher than the energy of the thermal neutrons are Of all these listed
categories, only thermal, epithermal and fast neutrons are in an energy range of interest
for medical physics and are therefore used in medicine.
As neutrons pass through matter, they undergo elastic or inelastic scattering and they
may as well trigger nuclear reactions such as neutron capture, spallation and fission.
In an elastic scattering process (schematically shown in Fig. 2.16) a neutron of mass
mn and velocity vn collides with a nucleus of mass m2 and velocity v2.
The total momentum and energy are conserved. The target nucleus recoils with an
angle φ with respect to the neutron initial direction of motion and the neutron flight path
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Figure 2.16: Schematic diagram of an elastic collision between a projectile with mass
mn and velocity vn striking a stationary target m1. The projectile is scattered with a
scattering angle θ; the target recoils with a recoil angle φ. After the collision the velocity
of the projectile mn is un; the velocity of the target m1 is u1.
changes by an angle θ with respect to the initial neutron path direction, resulting in an
energy transfer to the recoiling nucleus.
For a neutron of mass mn and initial energy (EK)i, the kinetic energy ∆EK transferred





where the parameters refer to the sketch in Fig. 2.16. From Eq. (2.22) it can be inferred
that the neutron energy transfer strongly depends on the interaction angle. For example,
when the scattering angle is equal to 0, the maximum energy of the incident neutron is
transferred to the recoil nucleus. In general, the transfer of energy to the target nucleus is
less efficient when EK << E1; when EK ≈ E1 the neutron is transferring on average one
half of its initial kinetic energy to the target nucleus and the maximum energy transferred
is equal to the initial neutron energy. In this case the energy transfer to the medium is
rapidly happening via the secondary particle generated: this has implications for shielding
against neutron radiation in high-energy linear accelerator installations, where low atomic
number materials are used in neutron barriers for shielding against neutrons produced by
high-energy photons.
An inelastic scattering process is, on the other hand, governed by the following
relation
n+AZ X →A+1Z X∗ →AZ X∗ + n
′ ⇒AZ X∗ →AZ X + γ (2.23)
where AZX is the stable target nucleus,
A+1
Z X
∗ is an unstable compound nucleus and
A
ZX
∗ is an excited target nucleus.
The neutron n is first captured by the target nucleus and then re-emitted as neutron
n
′
, having a lower energy and a different direction. The nucleus is left in an excited state
and is then de-exciting by the emission of high-energy γ rays [142].
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Neutron capture describes a nuclear reaction in which a thermal neutron bombards
a nucleus leading to the emission of a proton or γ ray: compared to the inelastic scattering
process, in this case there is no neutron emission as secondary product since the n projectile
is absorbed into the target nucleus. 14N(n, p)14C is an example of this kind of reaction.
Extremely good n absorbing elements are B and Gd, which are, respectively, used as
control rods in reactors and shielding material. It should also be mentioned that neutron
capture cross sections are strongly energy dependent: σ ∼ 1/Ek. Thermal neutrons are
most efficient in reactors and therefore moderation is needed.
The spallation reaction consists of a fragmentation of the target into different and
smaller components, such as particles and nucleons, resulted from an impact or stress
event. An example of spallation is the following: 168 O + n→ 3α + 2p+ 3n
Thermal or fast neutrons can also induce nuclear fission reactions with high-Z nuclei.
The target nucleus is then fragmenting into two daughter nuclei of lighter mass. The fission
process is also accompanied with the production of several fast neutrons and this can lead
to further nuclear reactions, with the result of a self sustained nuclear chain reaction and
a substantial release of energy. Controlled chain reactions are used in nuclear reactors for
research purposes as well as for power generation. Three fissile nuclides are used in nuclear
reactors: one is the naturally occurring 235U and the other two are the artificially produced
233U and 239Pu (which is produced from a nuclear reaction from 238U).
The total microscopic neutron cross section Σtot of all reactions, defined as the total
cross section σtot multiplied by the number of nuclei per unit volume, can be expressed as
follows [141]
Σtot = Σscatter + Σrad.capture + · · · (2.24)
The distance between two subsequent interactions is called mean free path and it is
expressed by λ = 1
Σ
. This quantity is of the order of centimeters or less for slow neutrons,
and tens of centimeters for fast neutrons.
CHAPTER 3
Detector technology
This chapter is dedicated to the detector technology relevant for the project of the LMU
Compton camera prototype. The structure and operational principles of devices able to
detect γ-ray and electron radiation will be described. The physics concepts explained in
the previous chapter are exploited as a basis to understand what will be presented in the
following sections.
3.1 Semiconductor detectors
This section reviews the basic concepts of semiconductor physics and related detector
technology. As their name suggests, semiconductor materials have a conductivity that lies
between the one of electrically conductive materials, like copper, and insulating materials,
like glass. This characteristics can be observed in Fig. 3.1, where the electrical conductivity
and resistivity for insulators, semiconductors and conductors is plotted.
In general there are two kinds of semiconductors: single-element semiconductors, such
as germanium and silicon, which are in group IV of the periodic table; and compound
semiconductors, such as gallium-arsenide, which are formed by combining elements from
groups III and V or groups II and VI [168]. We will focus on the description of silicon, as
it is the material from which the scatter detectors are made, which are used in the LMU
Compton camera prototype.
3.1.1 Atomic and crystal structure
The electronic properties of semiconductor devices can be understood in the framework
of quantum mechanics, since an electron is a quantum-mechanical particle. In order to
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Figure 3.1: Typical range of electrical conductivity and resistivity for insulators, semicon-
ductors and conductors [167].
understand the crystal structure of silicon, first the electronic states of isolated atoms are
discussed.
From Bohr’s atomic model [169], an atom consists of a nucleus of charge +Ze and mass
M and one or more electrons of charge -e and mass m, that are attracted by a force F to
the nucleus.
In this simplistic approach, the electron(s) is/are assumed to revolve in a circular orbit
around the nucleus. If the mass of the electron is considered negligible compared to the









where v is the speed of the electron in its orbit and r is the radius of the orbit.
The orbital angular momentum must be a constant (L=mvr), because the force acting
on the electron is directed in the radial direction. By this condition and by applying
the quantization condition on the momentum (mvr=nh¯), the total energy (E=Ekin+Epot,
where Ekin is the kinetic energy and Epot is the potential energy) of an orbital electron can
be expressed as follows:






n = 1, 2, 3, · · · (3.2)
The quantized energy levels in Bohr’s model are based on the concept of quantization
of the energy postulated by Planck. Since the state of lowest total energy is the most
stable state for the electron, the normal state of the electron in a one-electron atom is the
state for which n=1. The integer n is called the principal quantum number. To label every
atomic orbital and every electron in the orbitals, four quantum numbers are defined.
n is the principal quantum number. It gives the energy, size, shell and row of the
orbital. It must be a positive integer and it can also be labeled as K, L, M, N, · · ·. l is the
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angular momentum quantum number. It is related to the spatial probability distribution
of the electron and therefore it provides the shape of the orbital. It is restricted by n: l
= 0, 1, 2,· · ·, n-1 and it is classified, respectively, as s, p, d, f, · · · For a certain angular
momentum quantum number, a maximum number of electrons can be stored in the orbital:
2, 6, 10 ,14, · · · for l = 0, 1, 2, 3, · · ·, respectively. ml is the magnetic quantum number
in the presence of an external magnetic field, defining a quantization axis. It specifies an
orbital, gives orientation and direction of the orbital. It is restricted by l: ml = -l, · · ·,0,
· · ·, +l (or, ml = 0, ±1, ±2, · · ·, ±l). ms is the spin orientation quantum number. It
describes the non classical orientation of the electron spin, up or down. ms can be +1/2
or -1/2.
With 3 quantum numbers (n, l, ml) every atomic orbital can be labeled. With all
4 quantum numbers, a unique label to every electron in every atom can be given (since
any electron orbital can only be filledd with max. two electrons, different in their spin
orientation - Pauli exclusion principle [169]).
In order to determine the electronic configuration of an atom, the Aufbau principle
is used and the maximum number of electrons in one orbital is constrained by the Pauli
principle. If more orbitals with the same energy are available, the Hund rule says that the
free orbitals will be filled (each with one electron and parallel spin) before partially filled
orbitals will be completely filled (by electrons with antiparallel spin). In order to determine
the order in which the electron orbitals are filled, the n+l rule, also called Madelung rule,
is used [169].
The silicon atom is neutral and has 14 positively charged protons in its nucleus and
14 negatively charged electrons surrounding the nucleus (atomic number Z=14). As it can
be observed from the scheme in Fig. 3.2, the silicon atom has ten of its electrons in the
(filled) two inner shells (K, L: first and second) and four in its outer shell.
Figure 3.2: Electronic configuration of silicon.
The nucleus (Z=14) and the 10 (core) electrons together are considered the silicon ion
core, with a net charge of +4e. The remaining four electrons of Si, located in the M shell,
occupy the 3s orbitals (2x) and the 3p orbitals (2x). These four electrons are called the
valence electrons. Their orbitals are spread out in a spatial configuration determined by
the attractive Coulomb force between the Si4+ ion core charge and the four negatively
charged electrons. Each orbital is described by a wave function ψ, indicating the position
probability distribution of an electron. The valence electrons and the spatial distribution
of the core electrons around the positive nuclear charge determine the properties of an
atom as well as of a crystal formed by the atoms [170]. In Fig. 3.3 the atomic structure of
silicon, with its ion core and its electron orbitals, is depicted.
A silicon atom requires other four electrons to complete its outermost shell, thus Si is
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Figure 3.3: Atomic structure of silicon[170].
considered a 4-valent atom. This can be achieved by sharing one of its valence electrons
with each of four neighboring atoms in case of a regular structure formed solely from Si
atoms. Each pair of shared electrons forms a covalent bond. The result is that a crystal of
pure or intrinsic silicon has a regular lattice structure, where the atoms are held in their
position by the covalent bonds. Figure 3.4 shows a two-dimensional representation of such
a structure [168].
The electron configuration explained above is valid only for a spatially isolated many-
electron atom. A semiconductor crystal possesses about 1023 atoms per cubic centimeter
and the atoms are closely spaced. Therefore, we have to consider the effects of the nearby
atoms or their electrons and ion cores.
The position probability of an atomic electron is known as the electronic wave function,
which is the solution of the Schro¨dinger equation for an electron in a central or 1/r Coulomb
potential. The simplest configuration in the 1s orbital, considering two atoms, can be used
to describe the many-body effects. Their two position probabilities are denoted by ψ1 and
ψ2 referring on atom 1 and 2, respectively. The amplitude of the square of the wavefunction
is the probability of finding the electron in the 3-dimensional space point (x,y,z) at the
time t: P1(x,y,z,t) = |ψ1|2. When the two isolated atoms come close, the two atomic
wavefunctions overlap: they can then be represented by two other wavefunctions, which
are known as the bonding and antibonding orbitals, which are linear combinations of the
two atomic orbitals. They are known as molecular orbitals or hybrid orbitals. The simple
picture of a diatomic molecule consisting of two one-electron atoms can be extended to
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Figure 3.4: Two-dimensional representation of the silicon crystal. The circles represent
the inner core of silicon atoms that has a positive charge of +4e, which is neutralized by
the charge of the four valence electrons, which are forming covalent bonds with electrons
of neighboring atoms [170].
explain the electrical properties of a silicon semiconductor crystal consisting of many silicon
ion cores, each with four valence electrons in (3s)2 and (3p)2 configurations. The key point
is the symmetry, determined by the spatial distribution of the Si4+ core charge: the electron
distribution in the silicon crystal exhibits a tetrahedron symmetry. Therefore, with the
four valence electrons in silicon crystal, there are four hybrid atomic orbital combinations
from the four atomic orbitals, 3s, 3px, 3py, and 3pz, whose schematic wavefunctions are
shown in Fig. 3.5 [170].
Figure 3.5: Schematic of wavefunctions of (a) s, (b) py and (c) sp
3 hybrid orbitals [170].
The binding angle of 109.5◦ for the sp3 configuration is indicated.
When the complete crystal structure is built, the set of bonding orbitals forms groups
of energetic states called the valence band(s), and the set of antibonding orbitals forms
another group of energetic states called the conduction band.
3.1.2 Intrinsic semiconductors and band gap
As already mentioned in Sect. 3.1.1, when silicon material is exhibiting only instrinsic
conductivity it shows a regular lattice structure (like in Fig. 3.4). Furthermore, at 0 K,
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all bonds are active and no free electron is available for current conduction: at such low
temperatures the intrinsic silicon crystal behaves as an insulator.
At room temperature, when sufficient thermal energy is available, some of the covalent
bonds can be broken: this process is called thermal generation. When a covalent bond is
broken, an electron becomes free: the electron leaving a specific atom creates, in its parent
atom, a net positive charge (i.e. a hole), equal to the magnitude of the electron charge.
Thus, another electron from another atom could be attracted: this will neutralize the hole
previously created. The effective result of this process, that may occur repetitively, is a
charge carrier moving through the silicon crystal structure, equivalent to electric current
conductivity. This current, in silicon detectors, is part of the so called dark current ,
because it is generated without the presence of an external source of signal, and it is
therefore an undesired source of noise. As the temperature increases, more covalent bonds
are broken and electron−hole pairs are generated. The increase in the numbers of free
electrons and holes results in an increase in the conductivity of silicon.
When an electrical field is applied as well, the electrons and the holes are attracted
to the oppositely charged electrodes, generating a drift current. The relation between the
drift velocity and the electrical field can be defined as follows
~νe = µe ~E (3.3)
~νh = µh ~E (3.4)
where νe and νh are the drift velocities of the electron and hole, respectively, and µe and
µh their mobilities. µe and µh are material-dependent values, and this is thus affecting the
charge carrier drift velocity. It should be noted that the mobility of an electron is higher
than the one of a hole. For example, in Si the mobility is 1350 V/cm · s2 for electrons and
450 V/cm · s2 for holes [171].
In intrinsic silicon, the electron and hole concentration, which refers to the number of
charge carriers per unit volume, is equal. In the absence of an external electrical field,
electrons may fill holes in the process of recombination. In thermal equilibrium, the recom-
bination rate is equal to the generation rate, allowing to conclude that the concentration
of the free electrons n is equal to the concentration of holes p
n = p = ni (3.5)
where all the variables represent charge carrier densities expressed in units of number /
unit volume [cm3].
ni is the number of free electrons and holes in a unit volume (cm
3) of intrinsic silicon
at a given temperature and is defined as
ni = BT
3/2e−Eg/2kT (3.6)
where B is a parameter that depends on the material (7.3 x 1015cm−3K−3/2 for silicon),
k is Boltzmann's constant (8.62 x 10−5 eV/K) and Eg is the band−gap energy . The
energy gap between the valence and the conduction band is equal to 1.12 eV for silicon
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and it should be noted that the an energy quantity of ∼ 2.5 ×Eg is needed to create an
e/h pair in silicon. The maximum energy level occupied by the charge carriers inside a
semiconductor is defined as Fermi energy. In an intrinsic semiconductor, the Fermi energy
is called intrinsic level (Ei).
From Eq. (3.6) it can be stated that the smaller the band−gap energy for a given
material is, the higher will be the chance of a thermal excitation: therefore detectors from
semiconductor materials like germanium, allowing a band−gap of Eg = 0.67 eV, need to
be cooled during operation in order to reduce the dark current that would otherwise be
generated as a source of unwanted noise. To substantially increase the electrical conduc-
tivity and operate a semiconductor detector, the concept of n- or p-doping is essential and
will be introduced in Sect. 3.1.3.
In Fig. 3.6 a simple sketch of the energy band diagram in solids is depicted for a
semiconductor ((a), here: Si), an insulator ((b), here: SiO2) and (c) a conductor. Eg
is the band−gap energy, Ec is the (lower edge) energy of the conduction band (where
the freely movable electrons available for electrical conductivity are located) and Ev is
the energy of the valence band (which is the energetically highest fully filled band). It is
obvious that semiconductors, in general with a band−gap energy in the range around 0.7
eV to 3 eV, show a band configuration inbetween the conductor and the insulator energy
configurations.
Figure 3.6: Simplified energy band diagram of a semiconductor (a), compared to the one
of an insulator (b) and a conductor (c) [172]. k is the wave vector (= 2pi/λ).
In real semiconductors, the band structure is more complex than the flat-band model
suggested by Fig. 3.6. The energy of the valence and conduction bands varies depending
on the momentum of the charge carriers and two types of semiconductor materials can
be distinguished: direct and indirect semiconductors [173]. Silicon is an indirect semicon-
ductor: the maximum of the valence band and minimum of the conduction band do not
coincide for the same momentum value (p = h¯ · κ). This means that for an electron to be
promoted to the conduction band, a phonon must also be created to conserve momentum.
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3.1.3 p-n doping
As mentioned in the previous section, the electrical conductivity of a semiconductor can be
controlled by introducing specific impurities into the intrinsic semiconductor material, with
concentrations in the range of 1012−1018cm−3. If we consider silicon as the semiconductor
material to be doped, elements of group 3 and group 5 have to be considered.
When considering a group 3 atom being inserted into a lattice site, like for boron in
Fig. 3.7(a), bonds for all Si valence electrons are provided, but one covalent bond can't
be formed because one electron is missing. An electron is then borrowed from a lattice
atom nearby and for this reason the atom of group 3 is called acceptor. The borrowed
electrons are missing from the valence band and form holes, which behave as an electron in
the conduction band, i.e. they can move freely in the silicon crystal (although in opposite
direction). As these charge carriers are positevely charged, the doped region of Si is called
p-type .
On the other hand, when considering a group 5 atom introduced into a Si lattice site,
like phosphorus in Fig. 3.7(b), the situation is opposite to the p-type doping. All four
covalent bonds can be formed for the Si atoms, leaving one valence electron of the dopant
atom in excess. These electrons, being the reason for which this atom is called donor,
become easily mobile charged particles in the conduction band. As these are negative
charge carriers, the doped region of Si is called n-type in this case.
Figure 3.7: (a) a silicon crystal is doped with boron, which is a trivalent element; each
dopant atom gives rise to a hole in the valence band, and the semiconductor becomes p-
type. (b) a silicon crystal is doped with phosphorus, which is a pentavalent element; each
dopant atom donates a free electron into the conduction band and is thus called a donor.
The doped semiconductor becomes n-type [170].
3.1 Semiconductor detectors 65
pn junction
The p-n junction is the basic concept essential to understand the working principle of
silicon detectors. It is formed by a p-type Si in contact with an n-type Si material. When
a junction of p- and n-type semiconductors is formed, both electrons from the n-region
and holes from the p-region diffuse across the junction into the other region, due to their
concentration gradient. Due to this diffusion, electron and hole concentrations next to the
p-n junction are reduced below their equilibrium: this creates a fixed positively charged
region on the n-side and a fixed negatively charge region on the p-side. This region with
fixed charges, which is void of free charge carriers, is called depletion region and creates
an electric field oriented such that it prevents further diffusion of the mobile charges: the
situation at thermal equilibrium is shown in Fig. 3.8, with NA and ND being the acceptor
and donor impurities concentrations, respectively, WDp and WDn are the spatial boundaries
of the region of fixed charges in p- and n-region (“depletion zone”), respectively, E is the
electric field that is generated, and Ψbi is the built-in potential. The extension of this
depletion region in each of the two doped regions depends on the doping concentration in
the p- and n-region.
Since we are considering a situation in thermal equilibrium, with no external electric
field being applied, the Fermi level EF is constant. The energy bands EV , EC , Ei are bent
due to the built-in potential created by the diffusion across the p-n junction.
3.1.4 Silicon detectors
The p-n junction described in the previous section is the basic concept needed to understand
the working principle of a silicon detector. The incoming radiation has to be detected in
the depleted region, where electron-hole pairs can be created and lateron attracted by the
electrodes.
This means that for operating a detector, the depleted region should be extended as
much as possible, until having a fully depleted region, to be able to detect all the incoming
radiation without distorsion by intrinsic mobile charge carriers. In order to modify the
depletion region, an external voltage has to be applied between the two electrodes of a p-n
junction: the two possible cases are presented in Fig. 3.9. If a positive voltage is applied
to the n-side (or a negative voltage is applied to the p-side) it is referred to as reverse bias,
the opposite case is referred to as forward bias.
The built-in potential Ψbi is developed by the p-n junction itself, as previously presented,
and it is a barrier voltage that renders the n-side more positive than the p-side (and limits
the diffusion current to a value exactly equal to the drift current).
When applying a reverse bias to the junction (Fig. 3.9(a)), it adds to the barrier voltage
and the potential difference between p- and n-side increases. This reduces the number of
holes that diffuse into the n region and the number of electrons that diffuse into the p
region, with the result that the diffusion current ID is dramatically reduced and the drift
current IS dominates. As a consequence also the width of the depletion region increases:
this is the scenario to operate a semiconductor detector, in particular applying a VR large
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Figure 3.8: p-n junction in thermal equilibrium. (a) space charge distribution (red dashed
lines indicate corrections to depletion approximation). (b) Electric field distribution. (c)
Potential distribution, where Ψbi is the built-in potential. (d) Bent energy-band diagram
[174].
enough to create a fully depleted region across the whole thickness (bulk) of the detector.
On the other hand, when applying a forward bias to the junction (Fig. 3.9(b)), VF is
subtracted from the built-in potential difference between p- and n-side. The consequence
is opposite to the case of the reverse bias and therefore the depletion region size decreases,
meaning that the diffusion current dominates the drift current.
Bulk and interstrip capacitance
With an increasing value of VR, an increasingly larger region of the detector gets depleted.
The therefore generated current (IS) involves the presence of a junction capacitance. Re-
ferring to a simple geometry with plane and parallel plates, in which the distance between
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(a) (b)
Figure 3.9: The p-n junction in reverse bias with an external voltage VR applied (a) and
forward bias with VF (b). Ψbi is the built-in potential, ID is the diffusion current and IS is
the drift current [168].















and A is the area of the device perpendicular to the junction.
The electrodes of the sensor can also be segmented to provide position information, like
it is the case for the detectors used in the LMU Compton camera prototype (see Chap.
4 for more details about the detector's system). In particular double−sided silicon strip
detectors (DSSSD) are of interest and therefore will be described in the following.
In Fig. 3.10 a sketch of the structure of a DSSSD is presented. As it is not realistic
to produce pure intrinsic silicon, also the bulk of a silicon detector is slightly doped, in
this case n-doped: that is why it is referred to as n-bulk. On one side p+ strips are
implanted, and on the other side, perpendicular to the p-strips, n++ strips are implanted
(the ++ notation indicates that the concentration of dopant material is higher than in
the + case). The width of one strip is of the order from (few) millimeters down to few
tens of micro−meters. The length of a strip ranges from few centimeters to few tens of
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centimeters. The smaller the strips, the lower the dark current due to the reduced strip
capacitance. Observing Fig. 3.10 it can be noted that on the n side, also smaller p+ strips
Figure 3.10: Double−sided silicon strip detector (DSSSD) structure: Subdividing both
electrodes to form orthogonal strips provides two-dimensional imaging. This is also the
structure used for the scatter component of the LMU Compton camera prototype.
are implanted: these are called p stops. As we have an n-bulk, the n-n++ junction is less
abrupt than a p-n junction, therefore we have to make sure that neighboring strips do
not connect to each other by a current flowing between them. The p-stop strips are much
smaller in width compared to the n++ strips and they increase the resistivity between two
neighboring n++ strips. Furthermore, as it can be seen in Fig. 3.10, on top of each strip
on both detector sides a layer of aluminum is present: it is needed to achieve the electrical
contact to the strip and to be able to read out its signal.
As the bulk and many strips are present, at each junction a capacitance can be calcu-
lated, considering Eq. (3.8) and (3.7) and depending on which electrode of the detector has
been biased. In Fig. 3.11 a sketch of the capacitances that should be taken into account
is depicted. CB is the bulk capacitance, at the junction between the strips of one side
of the detector and its bulk. CDCIS is an interstrip capacitance, calculated considering the
junction(s) between two neighboring strips on one side of the detector. In order to reduce
(or fully avoid) any current flowing between neighboring strips, the interstrip capacitance
should be low enough and thus the resistivity should be high enough. Typical values for
interstrip capacitances are below 1 pF/cm when the detector is fully depleted [175, 176].
Electronic noise
The term noise refers to spontaneous fluctuations in the current or voltage signals across
semiconductor devices. Since such devices are mainly used to amplify small signals, the
fluctuations set a lower limit to these signals. It is important to know the main factors
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Figure 3.11: Sketch of the capacitances that should be taken into account in a Double Sided
Silicon Strip Detector. CB is the bulk capacitance and C
DC
IS is the insterstrip capacitance.
contributing to the electronic noise to optimize the operating conditions of a silicon detec-
tor.
Noise is typically given as equivalent noise charge (ENC, expresed in units of electrons),
defined as the input charge that produces at the output a signal amplitude equal to the
rms noise. It is the minimum charge detectable by the system, making the signal-to-noise
ratio equal to 1. The signal-to-noise ratio (SNR) indicates the ratio between the signal
(assumed to be noise free) and the rms noise. The most important sources of noise are
thermal noise, shot noise and 1/f noise.
Thermal noise is created by random motion of charge carriers due to their thermal
excitation. This is the most common noise source in electronics and is present in all
conductors and semiconductors. It is sometimes known as Johnson noise [177]. The current






where k is the Boltzmann constant, T is the absolute temperature [K] and R is the equiv-
alent load resistor [Ω] in the detector and ∆f is the effective noise bandwidth [Hz]. The
different noise contributions are often expressed as a spectral density function: for thermal
noise Sthermal = 4kTR. The thermal noise spectral density is independent of the frequency.
Thermal noise can be reduced by acting on bandwidth, resistance and temperature.
Shot noise in semiconductor radiation detectors is associated with the discrete flow
of charge carriers through a p-n junction (Sect. 3.1.3), when they have to overcome the
potential barrier at the junction. This is a statistical effect of the random emission of




where q is the electron charge, I is the forward junction current (it can be due to the signal,
bias currents, background radiation and leakage) and ∆f is the effective noise bandwidth.
Like thermal noise, shot noise is proportional to
√
∆f , meaning that there is constant
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noise power per Hz bandwidth, i.e. it is “white” noise. Its spectral density function is
Sshot = 2qI.
1/f noise is the dominant noise in the low-frequency range and its spectral density
function is proportional to 1/f [177], so it is the only contribution to the noise that is
varying with frequency. It depends mainly on additional fluctuations caused by trapping




where αH = 2 · 10−3 is the Hooge constant [179], α and γ are material constants and N
is the number of charge carriers. A current control and high-pass filter application can
reduce the 1/f noise contribution.
3.2 Scintillation detectors
The basic principle of scintillating materials, in particular inorganic crystals, is the absorp-
tion of the incident high energy light (X- or gamma-rays) and subsequent conversion into
multiple and low-energy photons, in the range of visible or UV light. A light sensor is then
coupled to the scintillating material: in this way the light coming from the emission of the
crystal is converted into an electrical pulse that can be read out and registered.
This section will mainly focus on different scintillator materials available and their
performances, and will mention possible light sensors that can be used [141]. The ideal
scintillator material should possess the following properties:
1. It should convert the kinetic energy of charged particles into detectable light with a
high scintillation efficiency (i.e. light yield).
2. This conversion should be linear - the light yield should be proportional to deposited
energy over a range as wide as possible.
3. The medium should be optically transparent to the wavelength of its own emission
for efficient light collection.
4. The decay time of the induced luminescence should be short such that fast signals
can be generated.
5. The material should be of good optical quality and allow to be grown in sizes large
enough to be of interest as a practical detector.
6. Its index of refraction should be near that of glass (∼1.5) to permit efficient coupling
of the scintillation light to a photomultiplier tube or other light sensor.
The process of scintillation can be observed in organic or inorganic materials. Both
types will be presented, with a special focus on inorganic crystals, since this type was
chosen for the scintillators used in the LMU Compton camera.
3.2 Scintillation detectors 71
In organic scintillators (e.g. plastic scintillators) the light-generating fluorescence
process originates from transitions in the energy level structure of a single molecule and
can therefore be observed in a given molecular species independent of its physical state.
The incident radiation to the medium excites an electron that is promoted to a certain
energy level that depends on the amount of energy that the radiation deposits. From this
excited state, the electron rapidly de-excites to the ground state, emitting fluorescence
light. As almost always only prompt fluorescence is observed, this process is very fast and
takes about 1-2 ns [141], which reflects the superior timing performance of this class of
materials. For molecules of interest as organic scintillators, the energy spacing between
relevant levels is about 3 - 4 eV, (and somewhat smaller for higher lying states): this
prevents thermal excitation processes at room temperature.
In inorganic scintillators the scintillation mechanism depends on the energy levels
determined by the crystal lattice of the material. In Fig. 3.12 a sketch of the discrete bands
of energy available for electrons is shown. The valence band, at lower energies, represents
Figure 3.12: Energy band structures of an inorganic scintillator. Additional activator
states (color centers) are introduced by doping the material with a small amount of specific
impurities to enhance the probability of emitting photons in the visible or near-UV light
range.
those electrons that are essentially bound to atoms located at lattice sites, whereas the
conduction band represents those electrons that have sufficient energy to be free and move
within the crystal. The band gap basically represents an intermediate band of energies that
is forbidden to electrons in pure crystals. When the energy deposited in the crystal exceeds
the minimum excitation energy, it promotes an electron from the valence to the conduction
band. A direct de-excitation of this electron back to the valence band is associated with
the emission of a photon with an energy that exceeds the visible or near UV spectral
range. Therefore, in the lattice structure selected dopants can be inserted: they are called
activators or color centers and they create new energy levels in the band gap, as shown in
the sketch in Fig. 3.12. In this way the electrons, after being excited from the valence to
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the conduction band, can be captured from an activator excited state before de-exciting
directly to the valence band. They will then de-excite to a lower level emitting a visible or
near-UV scintillation photon.
Scintillator crystal are characterized by a series of properties that should be taken into
account when designing a new detector system, depending on the specific requirements.
Table 3.1 lists the most important properties for those scintillation crystals that are relevant
for the thesis project presented here.
Material ρ [g/cm3] Zeff τ [ns] Y [ph/MeV] λmax [nm] hygr.
LaBr3(Ce) [180] 5.08 47 16 63000 380 yes
CeBr3 [181] 5.2 46 17 68000 380 yes
GAGG [182] 6.7 52 <100 52000∼56000 520 no
Table 3.1: List of the most important properties for those scintillation crystals that are
relevant for the thesis project presented here.
The probability of photon interaction in the crystal, and such its efficiency, is deter-
mined by the density ρ, expressed in [g/cm3]. The effective atomic number Zeff of the
scintillator compound is the atomic number of the corresponding molecule. The decay
time τ of a scintillator is defined by the time after which the intensity of the light pulse
has returned to 1/e of its maximum value. It indicates the time needed for an excited
electron to de-exite and emit light. The decay time is of importance for fast counting and
/ or timing applications. The light yield Y indicates the number of emitted secondary
photons generated by an incoming photon per unit energy [ph/MeV]. It is an important
parameter contributing to the efficiency of a detector. λmax is the wavelength (in [nm])
of the spectral emission maximum of the scintillation light. It defines the choice of an
appropriate photosensor able to efficiently read out the light produced in this spectral
range. Hygroscopy is the phenomenon of attracting and holding water molecules from the
surrounding environment: a hygroscopic scintillator always has to be encapsulated. The
hygroscopicity of LaBr3(Ce) and CeBr3 scintillation crystals will be discussed in Sect. 4.4.2
in more details. Finally, the energy resolution achievable with a certain scintillation crystal
is another important parameter when choosing a detector for a specific application; this
property will be discussed in Sect. 3.3.1.
3.3 Detector system: scintillator and photo sensor
The photons emitted by a scintillator crystal have to be detected by a photo sensor, whose
purpose is to convert the light into a detectable electronic signal. The principle of the
photoelectric effect is used to convert photons into photoelectrons that can be amplified
by the sensor and read out by the subsequent signal processing electronics.
When coupling the photo sensor to the scintillator crystal it is crucial to match the
optical index of refraction between the two components by inserting a suitable optical
grease or gel to act as light guide, in order not to lose light at the surface interface.
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There are different types of photo sensors and their main requirement is to provide
a high photon detection efficiency (PDE) in the wavelength region of interest, which is
the ratio between the number of photoelectrons and incident photons. The two types
of photo sensors that will be considered here are photomultiplier tubes (PMT), which
are used throughout the experimental work of the presented thesis project, and (analog)
silicon photomultipliers (SiPM), because their alternative use will be investigated in the
continuation of the presented project.
A photomultiplier tube (PMT) is a highly sensitive photodetector. In the right-hand
part of Fig. 3.13 its internal structure is shown: the PMT is coupled, via an optical light
guide, to the scintillator. The entrance window of the PMT is typically the front face of
an evacuated quartz-glass cylinder, directly followed by a photocatode made of a thin film
of semiconductor or metallic material with a low work function for efficient photo-electron
creation. The emitted photoelectrons are subsequently focused by focusing electrodes, and
accelerated towards the first dynode (out of typically 10-12). If their energy is high enough
to overcome the vacuum level barrier, they diffuse into the vacuum. This process happens










where R is the reflection coefficient, k the full absorption coefficient of photons, Pν the
probability that light absorption may excite electrons to a level higher than the vacuum
level energy, L is the mean escape length of excited electrons, Ps the probability that
electrons reaching the photocathode surface may be released into vacuum and ν is the
frequency of the scintillation light.
Each dynode of the device generates δ secondary electrons: the photoelectrons emit-
ted from the photocathode are multiplied starting from the first dynode throughout the
sequence of dynodes and are finally sent to the collection anode. By using n dynodes a
current amplification (or gain) of δn can be reached. The exact value depends linearly on
the bias voltage (typically in the range of 1 kV) and is typically higher than 105. The
last step is to collect all the secondary electrons at the anode and read out the electrical
current by an external circuit [183].
Silicon photomultipliers (SiPM) are presently more and more popular as an alter-
native to standard PMTs, mainly because it is insensitive to magnetic fields. A SiPM is a
silicon-based photodetector that uses multiple APD (Avalanche Photodiode) micropixels
operating in Geiger mode [184]. These are called G-APD (Geiger-Avalanche Photodiode)
or SPAD (Single Photon Avalanche Diode). Several hundreds up to a few thousands of
these microcells are connected, sharing the same bias and ground, in a parallel circuit
to build up one SiPM module. The pixels are electrically decoupled from each other by
polysilicon resistors located on the same substrate. A sketch of the structure of a SiPM is
shown in Fig. 3.14.
SiPMs are operated applying a reverse bias, specifically slightly above the breakdown
voltage (Vbr), which is the bias where the electrical field strength generated in the depletion
region is sufficient to create a Geiger discharge. In Geiger mode, photons entering the
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Figure 3.13: Sketch of a photomultiplier structure, coupled to a scintillator crystal.
Figure 3.14: Simplified circuit schematics of a silicon photomultiplier, showing each micro-
cell which is composed of a SPAD, quench resistor and fast output capacitor [184].
photodiode generate a self-sustaining avalanche current which is quenched and reset by
use of either passive elements or active quenching circuits. Each SPAD pixel of the SiPM
yields a pulse signal when it detects one photon; the summation of all SPADs pixel signals
will generate the output of the SiPM. The gain of an SiPM is mainly determined by the
overvoltage and is typically in the range of 105 to 107. On the surface of an SiPM pixel an
antireflective layer is added in order to optimize the efficiency of the detector by increasing
the number of photons reaching the depletion region at the p-n-junction. The PDE of a
SiPM can be defined as
PDE(λ, V ) = η(λ) · (V ) · F (3.13)
where η is the quantum efficiency of silicon,  is the avalanche initiation probability and
F is the fill factor of the device. The PDE thus indirectly depends on the wavelength and
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on the overvoltage that goes to the SiPM. Typical good values can be considered around
40 and 50 [184].
3.3.1 Energy resolution
In general the energy resolution is a detector property that can be specified for any kind
of detection device. Since it defines the ability to resolve different detected energies, it
has to be taken into account in the decision process on the type of scintillator material
to be used when discrete photon energies have to be detected, as it is the case for our
Compton camera. Even if a monochromatic photon is detected by a scintillator, due to
the statistical nature of the physical processes that allow for the signal acquisition, the
resulting measurement of the photon energy is affected by uncertainties. The factors that
mostly influence this measurement are the statistical nature of the ionization process, the
collection of the signal and the electronic noise introduced by the readout chain. Thus,
the expected ideal sharp line in the energy spectrum is broadened, leading to a statistical
distribution that can be approximated by a Gaussian with centroid E0 and variance σ
2.
The width parameter σ defines the full-width-at-half-maximum (FWHM) of the Gaussian
distribution through the relation FWHM = 2.35σ. The relative energy resolution R of a
detector is defined as the ratio between the width (expressed as FWHM) of the registered





In particular, the total energy resolution can be assumed to be mainly affected by statis-
tical fluctuations and by the electronic noise of the readout chain. These two factors can
be considered by summing them up quadratically, meaning that an energy resolution mea-
surement depends on all detector system components: the scintillation crystal, the photo
sensor and the readout electronics. Details about the energy resolution of the Compton
camera components will be given in Chap. 6.
3.3.2 Time resolution
When detecting γ rays from pulsed or coincident interactions and/or in the presence of
particle-induced background, it is often also helpful to be able to achieve well defined
temporal information about the detected radiation. This information can, e.g., be used for
realizing time coincidence measurements in order to suppress background: in our case this
means to be able to distinguish a (slow) neutron component from the (fast) gamma-ray
component and suppress it to reduce the background. It is then fundamental to know the
timing properties of the applied detector, namely the time resolution of the system, defined
as the FWHM of a time spectrum. The latter is obtained by measuring the distribution of
the time intervals between a start and a stop event, such as the detection of two coincident
γ rays emitted by a calibration source or the arrival time of photon signals measured
versus the short signal of an accelerator pulsing system in online applications. The overall
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time resolution of a detector system depends on the timing properties of the scintillation
material, on the photo sensor and on the electronic readout and signal processing chain.
CHAPTER 4
The Compton Camera system
This chapter will describe more in detail the detectors in use in the Compton camera
prototype system being developed at LMU Munich. Some previous simulation results on
which the design is based will first be shown and MEGAlib, the simulation toolkit used, will
briefly be presented. The same toolkit can be used for the Compton image reconstruction
of simulated and experimental data. Since the focus of this thesis is the experimental
part of the project, the second part of the chapter will focus on the detectors in use. The
description of the related hardware, readout electronics and mechanical setup will follow
in the next chapter.
4.1 Compton camera concept and principle
As introduced in Chap. 1, the concept of a Compton camera system is based on the
arrangement of two detector components: a scatter and an absorber component (as shown
in Fig. 4.1(a)). The scatterer component can be constituted of either one or more than
one detector layer (sketched in Fig. 4.1(b)). The latter is the setup of the LMU Compton
camera (see the description of the detectors in Sect. 4.2). The sketch in Fig. 4.1 shows
the principle of a Compton camera system and the information needed from each event
to perform an image reconstruction, in a one-scattering-layer configuration (a) and in an
arrangement that involves more layers as scatter component, thus including the electron
tracking (b).
The aim of a Compton camera is to reconstruct the initial gamma-ray interaction
position, without using any mechanical collimation. To perform the gamma-ray image
reconstruction the position and energy information from successive interactions in both
components are used. For each event, a Compton cone (or arc, in case also the information
from the electron tracking is used) can be defined in a 3D space. As it is sketched in Fig.
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(a) (b)
Figure 4.1: Working principle of a Compton camera system. From the energy and position
information recorded in each detector component for each event, a Compton cone (a) can
be derived. With the addition of the electron tracking (b) the Compton cone reduces to
an arc. The intersection of more cones (arcs) will allow to reconstruct the initial source
position.
4.1 the direction of the Compton cone is defined by the interaction positions determined
in the two detector components and the aperture angle of the cone is given by





where θ is the Compton scattering angle. E1 is the energy deposited via Compton scat-
tering in the scatter component and E2 is the residual energy deposited in the absorber
component. From the intersection of the cones (arcs) created by each event, the original
gamma-ray position can be derived.
Figure 4.2 (taken from [185]) shows an example of the intersection process for a point
source image reconstruction with a Compton camera setup using simulated data. The
aim of these images is the explanation of the cones' (arcs) intersection behaviour and
therefore the reconstruction is performed and shown using prototypically only one (upper
row), two (middle row) and three (lower row) photon events. The images in Fig. 4.2(a)
were reconstructed from a Compton camera setup with one scattering layer, whereas the
images in Fig. 4.2(b) were reconstructed from a Compton camera setup that includes six
scattering layers.
As mentioned before, when a camera device contains multiple scattering detectors it is
possible to track the path of the Compton electrons being produced throughout the different
layers. The electron tracking helps to recover those events that are not fully absorbed in
the last stage of the Compton camera: by using the information of the electrons travelling
over the different scattering layers, also these events can be included in the list of events
used to reconstruct the initial source position, and the efficiency of the system can therefore
be increased.
There are different groups presently working on the Compton camera concept applied in
medical imaging (previously presented in Chap. 1.3.3.2), using different Compton camera
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arrangements and mainly without utilizing electron tracking[109, 113, 116, 119, 120]. This
concept presents many challenges, mainly affecting the efficiency: enough photon scattering
events have to be recorded, and enough of them should fulfill the condition to be used for
the source image reconstruction during a real-time acquisition ultimately targeted with
the present concept. This motivated the choices made for the LMU Compton camera
prototype design composed of a scattering part made of different detector layers that
enable the electron tracking.
Before introducing in more detail the prototype that we are currently commissioning,
an important parameter for the evaluation of the performance of every Compton camera
setup will be presented.
(a) (b)
Figure 4.2: Simulated γ-ray source position reconstruction for the γ-ray tracking mode (a)
and electron tracking mode (b) using the Megalib toolkit [186]. The three pictures for each
of the two modes (from the top to the bottom) show the reconstruction based on different
numbers of Compton scattering events, related to different numbers of primary photons
(in this case 1, 2 or 3 photon events exemplifying the process of Compton cones (arcs)
intersection) (taken from [185]).
The angular resolution measurement (ARM) is one of the most important parameters
used to characterize the Compton camera system performance. There are different factors
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that cause uncertainties in the scattering angle determination: as long as the Doppler
broadening, caused by the nature of the Compton scattering interaction, can be neglected
in our case (this concept was explained in Sect. 2.1.2.1), only the uncertainties affecting the
information recorded from the detection system need to be considered. This corresponds
to the position and energy resolution of the detectors that should be chosen accordingly
to the envisaged angular resolution requirements.
The ARM is defined as the width of the Compton cone (arc) reconstructed from each
photon event. As shown in Fig. 4.3 (here considering the simplified configuration with one
scatter layer and an absorber detector), the incident gamma ray deposits its energy E1 at
r1 and the rest of the energy E2 at r2. Because of the finite resolution in determining the
energy and the interaction position in a detector, a measurement could also record values
of E1m at r1m and E2m at r2m, respectively. The angle defined by the ARM is determined as
the difference between θg and θe, where θg is calculated from measured interaction positions
and the real direction of the source and θe is calculated from the measured energy deposits.
cos θg =
(r1m − r0) · (r2m − r1m)
|r1m − r0| · |r2m − r1m| (4.2)





The position uncertainty carries the error of θg and the energy resolution carries the er-
ror of θe. The angular resolution of a Compton camera is estimated by the width (FWHM)
of the fitted distribution of the ARM value with a sufficient amount of Compton events.
The values for the ARM measurement vary depending on the energy and on the setup and
can typically be around 5◦.
4.2 Simulations and prototype design
The work presented in this thesis is focused on the detector-oriented experimental part of
the LMU Compton camera project. Simulation and image reconstruction studies can be
found in different theses works and will be here partly commented as they are a comple-
mentary part of the same scientific project.
First simulation studies about the Compton camera prototype under development at
LMU were carried out by C. Lang during his PhD studies [121]. These simulation studies
were extended in [185] in the PhD work of I.I. Valencia-Lozano, in which she also bench-
marked the prototype and evaluated images reconstructed from simulated and experimental
data.
Simulations and reconstruction of the Compton images are obtained using the MEGAlib
software package [186, 104]. This toolkit was developed to simulate and analyze data from a
Compton telescope designed for Medium Energy Gamma-ray Astronomy (MEGA) [188] at
the Garching Max-Planck-Institut fu¨r Extraterrestrische Physik. It is written in C++ and
it is based on ROOT [189, 190]. The software is designed to be easily adaptable to different
4.2 Simulations and prototype design 81
Figure 4.3: Sketch explaining the angular resolution measurement (ARM). A photon source
in position r0 emitting an energy E0 is realistically depositing an energy E1m at r1m from
the scattering and the rest energy E2m at r2m. The ARM is defined as θg − θe [187], where
θg is calculated from measured interaction positions and the real direction of the source
and θe is calculated from the measured energy deposits.
detector designs by applying changes to the geometry and detector descriptions. A basic
modular scheme representing the workflow of MEGAlib is shown in Fig. 4.4 [104]. As the
work based on MEGAlib was performed in other theses ([121, 185]), in the present work
this part is presented in a more general manner. A detailed description of the MEGALib
software package can be found in the PhD thesis of Andreas Zoglauer [104], the developer
of this software package.
After the definition of the geometrical design and the detector system, the data can
be either simulated using the module Cosima, based on ROOT [190] and Geant4 [69], or
imported as list-mode event files from experimental data. In this step of the reconstruction
process the different interactions are recorded in each detector component of the system.
Hence the data recorded are processed in the Revan module, where the hits are analyzed
individually in order to classify the events: those which qualify as Compton scattering
events can be reconstructed. The last step of the image reconstruction process is included
in the Mimrec library: here the events can be selected depending on performance-relevant
parameters for the Compton camera system. The image reconstruction is based on the
list-mode maximum-likelihood expectation maximization algorithm (LM-MLEM) and can
be performed in spherical as well as Cartesian coordinates (2D, 3D) for both simulated
and experimental data. The angular resolution, the energy dispersion and the scattering
angle distribution are taken into account and are influencing the imaging performances of
the system.
The layout specification of the Compton camera is an essential part when designing
such a complex system. First the image reconstruction technique on which the system will
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Figure 4.4: Overview of the various components of the MEGAlib software package for
simulation and image reconstruction of Compton camera data. The data can be either
simulated or experimental. The event reconstruction is performed by the Revan library,
the image reconstruction and analysis by the Mimrec library. [104].
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be based (photon tracking alone or in combination with recoil Compton electron tracking)
should be decided, then the overall performance of the system should be evaluated and
taken into account. The scatter detector of the LMU Compton camera was set up by
multiple scatter layers to have the desired electron tracking capability: these layers should
be thin enough to avoid the Compton electron to be absorbed already in the interaction
layer, but still maintain a high enough scattering probability in order to produce sufficient
Compton-scattered electrons to be included in the list of Compton events for the image
reconstruction. In addition, and related to the ARM performance of the system, the scatter
detector should provide a high segmentation for a precise localization of an interaction
event. With these requirements semiconductor materials, like silicon (Si), cadmium zinc
telluride (CdZnTe) or germanium (Ge), are good candidates for the scatter detector, with
silicon exhibiting the most favorable linear attenuation coefficient as a measure for the
scattering probability in the (multi-MeV) energy range of interest. The choice was made
in favor of double-sided silicon strip detectors (DSSSD), as Si detectors can be operated at
room temperature and exhibit a minimum Doppler broadening (0.4◦) at 1 MeV incident
photon energy, instead of a value of 0.85◦ for CdZnTe and 0.65◦ for Ge, at the same
photon energy [104]. The Doppler broadening, if not negligible, affects the whole system's
spatial resolution. Furthermore, a scintillation crystal is a good solution for the absorber
component, as it can be produced in large volumes and this increases the absorption
efficiency of the remaining energetic Compton-scattered photons. LaBr3(Ce) was selected
because of its excellent time resolution (few 100 ps) combined with one of the best energy
resolution values amongst this kind of detectors (around 3.5% at 662 keV). During the
course of the project a CeBr3 scintillator also started to be taken into consideration, as
it is a cheaper solution but still provides comparable values concerning time and energy
resolution. Furthermore, it does not possess internal radioactivity (see details in Sect.
4.4.2). In Fig. 4.5 the chosen layout for the setup of the LMU Compton camera that has
been simulated in a previous thesis work by C. Lang [121] is shown.
The system is composed of a scatter component that consists of six layers of DSSSD,
each with an active area of 50 · 50 mm2 and a thickness of 500 µm. In Fig. 4.6 the results
in terms of reconstruction efficiency for different scatterer configurations evaluated in [121]
are plotted, exhibiting best values for a camera with electron tracking capability and six
layers of DSSSD, each of them with a thickness of 500 µm.
The scintillation crystal is acting as absorber component of the camera system. It
was chosen to be monolithic in order to get the best energy resolution achievable also for
the high photon energies of interest in prompt-γ imaging; its readout and data analysis
will be later discussed in Chap. 5 and 6. The geometrical arrangement of the Compton
camera was investigated and optimized for a small animal irradiation scenario, considering
a photon source position 50 mm from the first DSSSD layer. From the initial study
presented in [121] the distance between each DSSSD layer was decided to be 10 mm, as
a compromise between the electron scattering angle and the geometrical constraints from
the experimental setup. The distance between the front surface of the absorber and the
first layer of DSSSD was defined in [121] to be 85 mm. After determining the geometrical
setup of the camera, Lang performed some studies, by using simulated data from a point
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Figure 4.5: Sketch of the setup of the LMU Compton camera. It is composed of six
layers of double-sided silicon strip detectors, with an active area of 50 × 50 mm2 and
a thickness of 500 µm acting as scatter component, while for the absorber component
initially a LaBr3(Ce) crystal, lateron also a CeBr3 detector are used, both having a volume
of 50.8 × 50.8 × 30 mm3. The geometrical arrangement of the camera was adjusted as a
compromise between mechanical constraints and the camera performance [121].
gamma-ray source in the energy range between 0.5 and 6 MeV, to determine the DSSSD
detector thickness and the achievable angular resolution based on the spatial resolution of
the absorbing crystal. In Fig. 4.7 the trend of the ARM and related spatial resolution
of the whole system as a function of the gamma-ray energy and dependent on the spatial
resolution of the absorber component are plotted. In the legend of the plot ∆r corresponds
to the assumed spatial resolution achievable in the absorber crystal, motivated by the pixel
size of the readout channel, meaning the pixel size of a segmented photomultiplier that
reads out the light from the scintillation crystal, whose details will be explained in more
detail later in this chapter. The initial design specification goal for the spatial resolution
in the monolithic scintillator is therefore to reach a value of at least 3 mm in the energy
range of multi-MeV prompt photons. The assumption “3 mm resolution” implies that it
already correctly defines the interaction position in 3D, while effectively this holds only for
2D. Any DOI effect can not therefore be excluded. In both spatial resolution scenarios (3
mm and 6 mm), the achievable angular resolution of the camera (whose best value reached
is below 2◦) is not affected by the DSSSDs thickness, since the spatial resolution of the
Compton camera is directly determined by the energy and photon interaction position in
the scatter and absorber detectors.
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Figure 4.6: Result of a simulation study performed in [121] that quantifies the impact
of the scatter detector thickness and the image reconstruction mode (γ tracking alone or
with the addition of the electron tracking) on the LMU Compton camera reconstruction
efficiency as a function of the incident γ-ray energy. Up to 3 MeV the DSSSDs with 500
µm thickness provide a higher efficiency compared to 300 µm thick detectors regardless
of the reconstruction mode. Beyond 3 MeV, e.g. in the prompt-γ energy region, the
reconstruction efficiency improves for electron and γ tracking for both DSSSD thicknesses.
The maximum reconstruction efficiency of the camera at the targeted photon energy (3
- 6 MeV) was found to be about 1.5 · 104 with 500 µm thick DSSSDs and electron plus
photon tracking.
4.3 Scatter component
4.3.1 Double-sided silicon strip detectors
According to the simulation studies performed in [121], the detectors chosen to act as
multi-layer scatter component of the LMU Compton camera are a stack of six double-
sided silicon strip detectors (DSSSDs). They were produced by the Forschungsinstitut fu¨r
Mikrosensorik GmbH (CiS) [191] and can be observed in the photograph displayed in Fig.
4.8.
As the camera design has been decided in view of a small animal irradiation scenario,
each of these detector layers has an active area of 50 · 50 mm2. The thickness of one layer
is 500 µm. As previously mentioned, the accuracy in the position determination in each
detector component plays a very important role in the image reconstruction process: for
this reason the silicon layers were decided to have a very high segmentation. Each DSSSD
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Figure 4.7: The Compton camera ARM (left coordinate) and spatial resolution (right
coordinate) were evaluated as a function of the incident photon energy and based on the
spatial resolution value of the absorber component, in an energy range between 0.5 and 6
MeV. The thickness of the scatter component was also varied. The spatial resolution of
the absorber component was assumed to be 3 mm and 6 mm, respectively: these values
were motivated by the segmentation of the multi-anode photomultiplier options considered
and presented in detail in the next sections. The best spatial resolution was found to be 1
- 2 mm at the targeted prompt γ energy from 3 to 6 MeV, achieved with the LaBr3(Ce)
detector's spatial resolution assumed to be 3 mm [121], and the best angular resolution was
found to be below 2◦. These considerations hold for an assumed small-animal irradiation
scenario with a distance of 50 mm between the photon source and the first scatter detector.
detector has 128 strips on each side with a pitch size of 390 µm. Moreover, these detectors
were specifically requested to be built from a high resistivity wafer material, in order to
keep the leakage current, and thus the electronic noise, as low as possible to be able to
detect the low-energy Compton electron energy deposits: they possess a resistivity higher
than 10 kΩcm, indicating a high purity of the wafer material. The leakage current in one
layer was measured by the manifacturer to be less than 1 µA and this value was confirmed
in the laboratory by biasing the detector with a four-channel high voltage supply module
(MHV-4, Mesytec [192]), which has a current display resolution of 1 nA.
In Fig. 4.9 a photograph of one DSSSD module is shown from its p-side (a) and n-side
(b). The bulk of the detector is not purely intrinsic silicon, but slightly n-doped (as the
DSSSD described in Sect. 3.1.4) with a concentration of n = 5 · 1011cm−3. The strips
have therefore doping concentration values of p = 7.5 · 1014cm−3 and n+ = 1.0 · 1015cm−3,
obtained by using boron and phosphor, respectively. On the n-side of the detector, where
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Figure 4.8: Photograph of the stacked array of six customized double-sided silicon strip
(DSSSD) detectors, spaced by 10 mm and used as scatter component in the LMU Compton
camera.
the bulk has been moderately doped, so called p-stops have been grown as well in order to
better isolate the n-strips: these doping areas are very small and have a concentration equal
to p = 1.1·1013cm−3. The channels of the 128 p-side strips and 128 n-side strips are bonded
on all four sides of the square detector in order to allow for signal read out. Therefore they
are labeled on two sides (even channel numbers on one side and odd channel numbers on
the other) of the detector for both p-side (Fig. 4.9(a)) and n-side strips (Fig. 4.9(b)). The
choice of this arrangement was decided in order to reduce the geometrical complexity of the
signal processing electronics and allow to use standard high-density multi-pin connectors.
The connectors at each corner of the detector provide additional connection options that
are shown more in detail in Fig. 4.10.
In Fig. 4.10 two microscopic photographs of a corner of the p-side (a) and n-side (b)
of the detector are shown. The details of the different electrical bonding structures are
highlighted and labeled. The outermost contact edge acts as a protection of the silicon
wafer against dicing edge current flow, but it is usually not used because the inner guard
(or so-called bias) rings can provide, if needed, enough protection to the wafer as there
are multiple surrounding rings available. The guard ring(s) can also be called bias ring(s):
depending on the side of the detector to which the bias is given, it can be either put to
ground (GND) or to the same potential as the strips of the same side as additional option
for biasing the detector. It can also be left floating if the biasing potential is already
applied directly to the strips of the same side. When biasing via the bias ring, a technique
called punch-through effect [171] is used (a detail of this structure is also shown in Fig.
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(a) (b)
Figure 4.9: Photograph of one double-sided silicon strip detector (DSSSD), used as part
of the scatter component of the LMU Compton camera, seen from the (a) p-side and (b)
n-side of the detector. The 128 p-strips and 128 n-strips are read out from each side of the
detector, in groups of 64 channels.
4.11). This biasing technique is based on the depletion of a gap (usually < 10 µm) that is
located between the ring and the strip(s) end; this then bridges the high voltage to all the
strips. The signal from the additional strip is usually not read out, but this strip is biased
to maintain a homogeneous electric field over the strip area if the biasing voltage is given
via the strips. For both p- and n-side, the 64 odd strips are read out from one side and
the even strips from the opposite side of the detector.
In our case, when the detector is biased directly through the strips, an AC coupler (see
Chap. 5 for more details) is placed inbetween the supply voltage and the strips themselves
in order to protect them, because the detector itself is DC coupled. The bias ring can also
be left floating: suggestions from the manufacturer and tests performed in our laboratory
brought us to the conclusion that in the two different situations in which the bias ring is
left floating or is put at the same potential of the strips, the detector performance does
not change significantly, since the noise induced from the dicing edge is negligibly small
(conclusions from a test in the laboratory can be found in Chap. 6).
From the information shown in Fig. 4.11 in a detailed view of the implantation layout
of the DSSSD as provided by the manifacturer, the internal structure of two neighboring
strips can be observed. The pad is a passivation window created at the end of each strip in
order to have a metallic contact where a wire that will carry the signal is bonded. As this
passivation window is located only at the end of each strip and its area is much smaller
than the whole strip area, the scattering effects on the incoming electrons due to the width
of the aluminum deposited here can be neglected.
During this thesis project three other DSSSD modules with different structure and
characteristics were also tested and used in some online experiments, including them in the
Compton camera system as alternative or additional scattering layers, mainly to test the
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(a) (b)
Figure 4.10: Microscopic photograph of two corners of the DSSSD detector: (a) p-side and
(b) n-side. The electric bondings in the corners of the detector PCB which are connected
to specific structures (additional strip, guard ring, contact edge, p- or n- strips) are labeled
and marked with related colors [191].
effect of the increase of single and total scatter detector thickness on the overall performance
of the camera (more details about those tests will be provided in Chap. 6). Each of these
additional DSSSD modules have a thickness of 1 mm, an active area of 40 × 40 mm2 and
a pitch size of 1 mm [193]. In Fig. 4.12 a photograph of the p-side (a) and n-side (b) of
one of these detectors is shown. In this case the strips to be read out are 80 in total, 40 on
the p-side and 40 on the n-side of the detector. All strips from one side are read out via
one common connector. As the number of strips per detector side is less than the number
of strips per side in the 500 µm DSSSD modules, it is possible to use the same readout
electronics for both DSSSD models.
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Figure 4.11: Implantation layout details of one strip of the DSSSD used in the LMU
Compton camera. The pad is used to provide the metallic contact to the strip and acquire
its electronic signal, the pitch size is corresponding to the width of one strip and the punch-
through gap of 8 mm allows for applying an alternative method to bias the strips of the
detector in the specific case of our double-sided silicon strip detectors [191].
4.4 Absorber component
This section is dedicated to the absorber component of the Compton camera. The main
characteristics of the different scintillation materials being tested will be described, and
the photo sensors presently in use and coupled to the scintillator crystals will be presented.
4.4.1 LaBr3:Ce
3+ scintillation crystals
The first absorber component of the LMU Compton camera prototype that has been char-
acterized and tested is an inorganic scintillation crystal, particularly a 50.8 × 50.8 × 30
mm3 LaBr3:Ce
3+ monolithic block, produced by Saint-Gobain Ceramics and Plastics Inc.
[180] (BrilLanCeTM 380 [194]). The scintillation crystal is wrapped in a reflective coat-
ing, supporting the collection of all scintillation light (a comparison with an absorptive
coating scenario was carried out by [195]). The chemical composition for this material
was invented about 20 years ago and since then it has received a widespread attention,
as it offers excellent properties in all relevant quantities for γ-ray detection (the most im-
portant are listed in Tab. 3.1). Of specific interest for our application are the high light
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(a) (b)
Figure 4.12: Photograph of the p-side (a) and n-side (b) of the double-sided silicon strip
detector from Micron [193], which has a thickness of 1 mm, an active area of 40 · 40 mm2
and a pitch size of 1 mm.
yield of LaBr3(Ce) (LY=63000 ph/MeV), its high relative energy resolution (3.5% at 662
keV) and a very fast decay time (τ=16 ns). The excellent time resolution allows for the
use of the Time-of-Flight (ToF) technique for neutron-γ discrimination, and the excellent
energy resolution allows for a better definition of the energy information needed for the
reconstruction of the prompt-γ origin. As this scintillation crystal is used in our prototype
as absorber component, the fact that its effective atomic number and density are lower
compared to other scintillation materials (Zeff=47 and ρ=5.29 g/cm
3, respectively) is not
a drawback, because the crystal volume can be scaled accordingly to detect the photons
of interest, with sufficient efficiency, while still limiting the multiple Compton-scattering
probability.
However, LaBr3(Ce) crystals possess also some less favorable characteristics. First
their hygroscopicity should be considered: the structure of the crystal is quickly affected
by humidity and for this reason the scintillator material needs to be encapsulated inside
an aluminum housing which prevents water vapor from deteriorating the material. The
drawback is that the layer of aluminum surrounding the material may affect the detector's
performance by scattering and absorption. The other feature that should be noted is the
internal radioactivity intrinsically present in a LaBr3(Ce) crystal. This property has two
origins: the presence of radiochemical impurities of 227Ac and its α-decay daughters, and
the presence of the unstable isotope 138La. The contamination due to 227Ac affects the
spectrum for energies between 1.6 and 3 MeV: for these undesired contributions a solution
can be found by a possible radiochemical purification of the material during the crystal
production process [196]. In contrast, the internal radioactivity arising from the presence
of 138La cannot be avoided at present. The 138La-induced activity dominates below 1.6
MeV [197]. 138La is the only naturally occuring radioactive isotope of lanthanum, with an
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abundance of 0.09 % and a half-life of 1.05 · 1011 years [198]. Figure 4.13 shows the decay
scheme of the 138La isotope: with 66.4% it decays into 138Ba by electron capture (EC)
and a subsequent γ emission of 1436 keV, whereas with the remaining 33.6% the isotope
undergoes a β decay that results in an excited state of 138Ce and an emission of a 789 keV
photon.
Figure 4.13: 138La decay scheme
The energy spectrum showing the internal radioactivity energy distribution of the LaBr3
crystal can be measured by shielding the detector with lead blocks, in order to reduce
contributions from room background and cosmic radiation as much as possible, thus acquire
only signals from scintillation processes due to the internal activity of the crystal. Figure
4.14 shows this γ-ray energy spectrum acquired with our 50.8 × 50.8 × 30 mm3 LaBr3(Ce)
crystal for 4 hours. It can be seen that in the spectral range below 1.6 MeV the main
contribution is given by the radioactive decay of 138La, coming from the β decay for low
energies and from the EC for higher energies. The first peak structure, labeled as 138Ba
K captures, corresponds to the 35.5 keV X-ray emission caused by the refilling of the hole
in the atomic K-shell of 138Ba, left behind by the EC process [197]. A peak at 4.5 keV,
produced in an analogous process but coming from the L-shell X-ray emission, could also
be measured, but it is not shown in this spectrum because of the dominant background at
low energies anf because of the related trigger threshold. The second structure observable
in the spectrum accounts for the β continuum of 138La, representing the 33.6% of the 138La
decay, with an end point of 255 keV. This contribution can also be found at higher energies,
when detected in coincidence with the 789 keV γ ray, which is labeled as 138La γ + β in
the spectrum. The prominent photopeak that follows in the spectrum corresponds to the
1436 keV γ ray emitted in coincidence with the capture of X-rays resulting when an hole in
the K and L levels of 138Ba (35.5 keV and 4.5 keV, respectively), as previously mentioned,
is refilled. For this reason the photopeak can be observed with an energy shift: to 1440
keV or 1472 keV, if detected together with X-rays from L or K shell, respectively. When
the 1436 keV γ ray escapes the crystal, the very first two peaks, at 4.5 keV and 35.5 keV,
are observable as they would not be in coincidence with the energetic γ ray. Above 1.6
MeV the peaks which originate from the β and α decay of 227Ac and its daughter nuclei
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Figure 4.14: Internal radioactivity energy spectrum of a (lead-shielded) 50.8 x 50.8 x
30 mm3 monolithic LaBr3(Ce) scintillation crystal. The energy spectrum was acquired
by measuring for 4 hours. The two decay modes of 138La are visible, together with the
contribution from the impurities of 227Ac and its α-decay daughter nuclei.
are visible.
For 138La the total activity has been measured to be 1.45(7) Bq/cm3 [197]: this results
in ∼150 counts/s for our 50.8 × 50.8 × 30 mm3 crystal.
While on one hand the internal activity is an undesired feature of this scintillation
crystal, on the other hand this characteristic can also be used for useful purposes. For
example prominent structures, such as the photopeak at 1436 keV, can be used as a
permanent online energy calibration point. Furthermore, the radiation coming from these
decays can be used to mimic a homogeneous and isotropic external irradiation of the
crystal, in order to define parameters that will help assessing the homogeneity of the
crystal response (see more details in Chap. 6).
4.4.2 CeBr3 scintillation crystals
CeBr3 is a scintillation crystal that was recently developed [199, 200], after the development
of the above described LaBr3(Ce) crystal. Belonging to the same group of halide crystals,
it has very similar properties as LaBr3(Ce) [201, 202] and is therefore being evaluated as
an alternative absorber material for our Compton camera prototype, as CeBr3 exhibits
only negligible internal radioactivity and its price is considerably lower. Its decay time is
very fast (17 ns compared to the 16 ns of LaBr3(Ce)), the light yield is even slightly higher
(68000 ph/MeV compared to 63000 ph/MeV) and the (relative) energy resolution presents
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also excellent values (around 4% at 662 keV). The scintillation light coming from CeBr3
and LaBr3(Ce) is emitted at the same wavelength (380 nm), meaning that the light can be
guided to be read out with the same photosensors (see more details in the next section).
CeBr3 is also hygroscopic: the 50.8 × 50.8 × 30 mm3 monolithic crystal from Scionix [181]
came therefore already encapsulated in an aluminum housing with one side covered only
with a 5 mm thick quartz light-guide window.
Neither cerium or bromine possess any naturally occuring radioactive isotopes, thus the
CeBr3 material per se does not contain an internal radioactivity like LaBr3(Ce). However,
also in CeBr3 crystals minor contaminations of alpha emitting impurities from
227Ac and its
daughter nuclei cannot be avoided [203, 204]. Scionix offers CeBr3 crystals in two different
radiopurity classes: “standard” with a background rate of 0.025 counts/(s·cm3) and “ultra-
low background” with <0.001 counts/(s·cm3) [205]. The crystal that was studied belongs
to the “ultra-low background” category.
In Fig. 4.15 an energy spectrum that was acquired with the 50.8 × 50.8 × 30 mm3
monolithic CeBr3 scintillation crystal under the same conditions as for the LaBr3(Ce), is
presented.
The broad peak structure observable at the high-energy end of the spectrum, can
again, although with reduced intensity due to radiochemical purification compared to the
LaBr3(Ce) case, be attributed to the α contamination in the crystal, caused by
227Ac and
its daughter nuclei [204].
As the internal radioactivity of the CeBr3 scintillation crystal is almost negligible (the
expected number of counts from the alpha contamination in the spectrum in Fig. 4.15
acquired in an hour of measurement time and in the relevant energy range from ∼ 1.8 - 2.4
MeV amounts to 270) and since this crystal is a cheaper option compared to LaBr3(Ce),
as such it is a viable alternative for the absorber component of our Compton camera
prototype, as it would be able to keep comparable performance parameters.
4.4.3 Photo sensor: photomultiplier tubes
The light generated in a scintillation crystal contains the energy information of the incom-
ing γ ray and should therefore be read out by a photo sensor. In our case we decided to
use a photomultiplier tube, specifically a segmented multi-anode PMT. With the help of
an algorithm that takes the pixelated 2D light amplitude distribution as input (which will
be described in Chap. 6) we can therefore determine an interaction position information
from the monolithic crystal that acts as absorber component of the Compton camera.
During the project presented in this thesis, three different PMTs were investigated, to-
gether with the same amount of scintillation crystals, whose characteristics were presented
in the previous section. The crystals have all the same dimensions of 50.8 × 50.8 × 30
mm3: one CeBr3 and two LaBr3(Ce) scintillation crystals were used.
The scintillation light from the two LaBr3(Ce) crystals is collected and read out by a
256-fold segmented multi-anode PMT (H9500 Hamamatsu [206]) and a 64-fold segmented
multi-anode PMT (H8500C Hamamatsu [207]), respectively. For the CeBr3 crystal another
type of 64-fold segmented multi-anode PMT (H12700A-10 Hamamatsu [208]) was used. All
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Figure 4.15: Internal activity energy spectrum of a (lead-shielded) 50.8 x 50.8 x 30 mm3
monolithic CeBr3 scintillation crystal. The energy spectrum was acquired by measuring for
1 hour. There is a small contribution coming from 227Ac and its α-decay daughter nuclei
impurities which can be observed at the high-energy end of the spectrum. It should be
noted that most of the spectrum originates from room background and cosmic rays, since
the internal activity rate is given by the manifacturer as <0.001 counts/(s·cm3).
those PMTs also have a so-called sum dynode channel: here all the charge accumulated is
collected at the last dynode.
The H9500 PMT [206] has 256 anode pixels (arranged in a 16 × 16 matrix) and each
of them has a size of 2.8 × 2.8 mm2 (apart from the central pixel which has a size of
3.04 × 3.04 mm2). The outer dimensions of the PMT are 52 x 52 mm2 and the effective
area is 49 × 49 mm2, therefore slightly smaller than the actual LaBr3(Ce) crystal size: for
this reason we may lose some scintillation light from the corners of the crystal in case of
incomplete collection by the light-guide. The PMT can be operated with a supply voltage
between (-)700 V and (-)1100 V and on the right panel of Fig. 4.16 the gain of the PMT
as a function of the supply voltage is shown. On the left side of this Fig. the cathode
sensitivity and the quantum efficiency as a function of the impinging photon wavelength
are shown: it can be observed that the spectral response of this photomultiplier is in a
wavelength range between 300 and 650 nm, with a peak wavelength at 400 nm, which is
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very close to the 380 nm peak emission of the LaBr3(Ce) crystal.
Figure 4.16: Quantum efficiency as a function of the incoming photon wavelength (left
panel) and gain as a function of and supply voltage (right panel) of the H9500 PMT series
from Hamamatsu [206].
The H8500C PMT [207] has 64 anode pixels (arranged in an 8 × 8 matrix) and each
of them has a size of 5.8 × 5.8 mm2. The outer dimensions of the PMT are 52 × 52 mm2
and the effective area is 49 × 49 mm2, therefore again slightly smaller than the actual
LaBr3(Ce) crystal size, like in the H9500 case. The PMT can be operated with a supply
voltage between (-)700 V and (-)1100 V and on the right panel of Fig. 4.17 the gain of
the PMT as a function of the supply voltage is shown. On the left side of this Fig. the
cathode sensitivity and the quantum efficiency as a function of the photon wavelength are
shown: it can be observed that the spectral response of this photomultiplier is also in a
wavelength range between 300 and 650 nm, with a peak wavelength around 400 nm.
The H12700A-10 PMT (being the successor of the H8500 PMT in the product portfolio
of Hamamatsu) has, like the H8500C, 64 anode pixels arranged in an 8 × 8 matrix, each
with a size of 6 × 6 mm2. The outer dimensions are the same as for the other two PMTs,
but the effective area for this PMT is 48.5 × 48.5 mm2 and thus slightly smaller. The range
for the operational voltage is the same as for the other PMTs and the range of the spectral
response is also matching with the wavelength emission of the CeBr3 crystal (observable
in Fig. 4.18 on the left). There are two important differences between this PMT and the
H8500C: the gain is 2.33 ·106 for the model H8500C and 0.62 ·106 for type H12700A-10, at
an operational voltage of -1000 V (these values were provided by the manufacturer and do
not reflect the exact absolute numbers plotted in Fig. 4.17 and Fig. 4.18 since they depend
on the specific PMT in use, while the trend of the values is valid for all specific PMT of
one type). This is due to the fact that they have, respectively, 12 and 10 dynode stages.
The second differing feature is the quantum efficiency: as it is observable in Fig. 4.17 and
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Figure 4.17: Quantum efficiency as a function of the incoming photon wavelength (left
panel) and gain as a function of the supply voltage (right panel) of the H8500C PMT
series from Hamamatsu [207].
4.18, H12700A-10 has a higher quantum efficiency. The operational voltage will therefore
be adjusted accordingly to the signal amplitude needed for the specific readout electronics
(see more details in Chap. 6 where the settings used for the different measurements are
presented).
Figure 4.18: Quantum efficiency as a function of the incoming photon wavelength (left
panel) and gain as a function of the supply voltage (right panel) of the H12700A-10 PMT
series from Hamamatsu [208].
In Fig. 4.19 photographs of both H9500 (a) and H8500C (b) PMTs are shown, and the
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different pixel sizes can be observed. For both PMTs the SHV cable for the supply voltage
are also visible.
(a) (b)
Figure 4.19: Photographs of the H9500 PMT (a) [206] and H8500C PMT (b) [207] from
Hamamatsu, both with their SHV cables for the supply voltage.
All of these PMTs operate on the basis of bialkali photocathodes and the window that
will face the scintillation crystal is made of borosilicate glass (which has a refractive index
of 1.52). In order to collect all the scintillation light from a crystal and guide it to the
photomultiplier to be read out, the refractive indexes of all materials involved inbetween
crystal and PMT have to match to act as an optical guide. The LaBr3(Ce) coupled to the
H9500 PMT was purchased already fully encapsulated and coupled from Hamamatsu (as it
can be noticed from the photo in Fig. 4.20(a)): a 5 mm thick window made of quarz glass
(which has a refractive index of 1.56) was inserted between the borosilicate glass window
of the PMT and the LaBr3(Ce) crystal.
The other LaBr3(Ce) crystal and the CeBr3 crystal were both separately coupled to
their PMT's (H8500C and H12700A-10, respectively) in our laboratories. For this coupling
we used an optical grease (BC-630 optical grease [209]) between PMT and crystal surfaces,
which has an index of refraction of 1.465 and a very flat transmission of approximately 95
% for wavelengths between 280 nm and 700 nm. Figure 4.20 presents a photograph of both
the LaBr3(Ce) coupled to the PMT from Hamamatsu and the LaBr3(Ce) crystal that was
coupled in our laboratories, which from the outside looks the same as the CeBr3 crystal
coupled to its PMT.
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(a) (b)
Figure 4.20: Photograph of a 50.8 × 50.8 × 30 mm3 LaBr3(Ce) monolithic scintilla-
tion crystal coupled to an (a) 256-fold segmented H9500 PMT (Hamamatsu [206]) and
encapsulated into a joint housing, (b) 64-fold segmented H8500 PMT (Hamamatsu [207])
separately encapsulated and later coupled to the PMT in our laboratories.
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CHAPTER 5
Signal processing and data acquisition
This chapter is dedicated to the signal processing and data acquisition system of both
detector components of the Compton camera prototype we are developing in our labora-
tories at LMU Munich. The chapter is structured in three main sections. The first section
presents the signal processing electronics for the DSSSD detectors: different options to
consolidate the initial start version were tested and will be presented. In the second part
of this chapter the signal processing electronics for the absorber component of the camera
is presented: two solutions in use are presented, as the final aim is also to merge the data
stream from the two detector components in a less complex and more user friendly way.
The last section of chapter 5 is dedicated to the data acquisition system, which is based
on VME in both solution implemented and tested.
5.1 Double-Sided Silicon-Strip detector readout
The Compton camera scatter component, as presented in Sect. 4.3.1, is composed of a
stack of 6 layers of DSSSDs. The 128 n-strips and 128 p-strips from the two sides of
each detector layer are forming a 2D grid in (x,y) dimension. These DSSSD detectors are
designed to be read out from all four sides: each two opposite sides transfer the odd and
even strip signals for both n- and p-side, respectively, to the dedicated signal processing
electronic chain. Therefore at each of the 4 sides of each DSSSD layer the signals from 64
odd or even strips can be processed. In the following three parts of the current section,
three different signal processing electronics chains are presented and discussed. These show
the development and testing procedures during the course of the project, aiming to define
the most suitable readout electronics system for the specifications dictated by the signal's
properties of our silicon detectors. As we do not develop and produce highly integrated
electronics boards in-house, this process had to take into account the availability of suitable
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components on the commercial market.
5.1.1 Gassiplex ASIC chip and system
The readout system that was used as a startup configuration at the beginning of the
Compton-camera project for reading out the signals from the DSSSD detectors is based
on the Gassiplex ASIC chip. The front-end boards based on the Gassiplex chip were
originally designed for the ring-imaging Cherenkov detector (RICH) in the High Acceptance
Di-Electron Spectrometer (HADES) project [210, 211] and used also for the readout of
Micromegas detectors [212]. They were kindly provided to us by the E12 group at the
physics department of the Technical University of Munich.
A photo of one front-end (FE) electronic board is depicted in Fig. 5.1, together with
the AC coupler, which was designed by us and is connected between the detector and the
readout board. In Fig. 5.2 its electronic layout is shown.
Figure 5.1: Photograph of the front-end board based on the Gassiplex chip, together
with the AC coupler board. The FE board can be divided into two parts, dealing with
analog and digital signals. The analog part consists of the four GASSIPLEX ASIC chips:
each of them includes a charge sensitive preamplifier, shaper, track & hold stage and a
multiplexer with a multiplexing amplifier that directs the analog outputs to the ADC unit.
The memory, where the data are temporarily stored, is of a FIFO (First In First Out)
type. The FPGA (Xilinx XC4005E) takes care of the assignments of channel number, hit
address and threshold comparison.
A coupling capacitor (C = 1 nF) between the detector signal and the input of the FE
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board is necessary in order to protect the circuit on the board from the detector bias voltage
as well as its leakage current, which is larger than the critical level of 1 nA [213]. The AC
coupler is also used to bias the detector, which in its own design is DC coupled, via the
(p- or n-) strips. When a negative voltage (bias = -70 V) is applied to the p-strips, all the
n-strips are grounded, and when a positive voltage (bias = +70 V) is given to the n-strips,
all the p-strips are grounded. This also ensures a common grounding for the FE modules
and the (n- or p-) strips of one DSSSD detector. One detector side is grounded via a 50
Ω termination connected to the strips; the AC coupler's ground potential is connected to
a common grounding line and couples the FE modules' ground together with the detector
ground potential. The AC coupler was initially built on a 34 × 62 × 1.6 mm3 PCB (FR4
material [214]), having a dielectric constant of µr = 4.1 at 11 GHz. In order to reduce the
capacity of the AC coupler board, it was improved by using a 42 × 62 × 0.8 mm3 PCB
made of an available material with a lower dielectric constant, equal to 3.62 at 10 GHz
(Megtron 6, Panasonic [215]).
Figure 5.2: Electronical layout of the AC coupler. It has two important duties: protect
the signal processing electronics from the detector leakage current and bias voltage, and
allow the biasing of the detector via the (p- or n-) strips.
The front-end (FE) board contains four charge integrating Gassiplex ASIC chips (in-
dicated in Fig. 5.1 together with all the main components on the board), each of them
processing 16 channels [216]. One front-end board is therefore able to read out and digitize
64 channels, which is equal to the number of strips bonded on each of the four sides of
the detector. The strips' signals are amplified and shaped in the Gassiplex ASIC chip
by charge sensitive amplifiers (CSA) and shapers, respectively. The 550 ns rise time of
the (semi-Gaussian) shaped signal determines the delay between the event arrival time
at the absorber detector and the trigger for the DSSSD, since there is no circular buffer
implemented at this stage. The analog peak height value is stored for each channel in a
track and hold circuit and, for each chip, the 16 channels are multiplexed to one output.
The outputs of the four Gassiplex chips are then sent to a 20 MHz 10-bit analog-to-digital
converter (ADC, ADS820 [217]). In the FPGA the zero suppression is applied and the
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channel number is added to each data word, generating a hit address list for all the 64
input channels of one FE board. After comparing the digitized data to a digital threshold
in the FPGA, the pulse height data considered valid and their corresponding hit addresses
are stored into a FIFO memory (Cypress CY7C421/5), waiting to be acquired. Thus the
Gassiplex chip provides one charge value per strip and trigger, without any timing infor-
mation. The latter, when operating in a Compton camera arrangement, is provided by the
absorber component of the system, which is generating the trigger signal.
Since every FE board can read out 64 channels, which corresponds to the number of
channels connected to each side of each DSSSD detector layer, 24 FE boards are in total
needed to read out the signals from all of the six DSSSD layers. The ground potential line
is guided by a flexible copper wire around the lemo connector mass of the AC couplers and
the detector side which is grounded, in order to realize a common ground potential in the
whole setup.
(a) (b)
Figure 5.3: Photograph of the VME Readout Controller (RC) module (a) and the Detector
Trigger Unit (DTU) module (b) needed for the acquisition of the signals from the DSSSD
layers using the readout electronics based on the GASSIPLEX ASIC chip system.
Figure 5.4 shows a schematic diagram of the whole setup for the six DSSSD layers based
on the Gassiplex system. In order to assemble the digitized data from all the FE boards, a
bus card is used: it collects data from six FE boards sequentially on each detector side, as
it can be observed from the scheme. Four bus cards are therefore needed for the setup; the
collected data are then sent, via a standard 0.635 mm pitch 50-pin flat ribbon cable, to a
VME Readout Controller (RC) unit (a photo of this module is shown in Fig. 5.3(a)) [211].
Since these FE boards do not provide an internal trigger signal, a dedicated VME-based
trigger module (Detector Trigger Unit, DTU, in Fig. 5.3(b)) is used to receive an external
TTL signal, which has to be generated by the absorber detector, and return a feedback
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(busy) signal while acquiring signals from the Gassiplex setup.
This arrangement allows to have the data streams from both scatter and absorber
components merged and synchronized. All data are then transferred through the VME
bus to the data acquisition PC using a VME-based frontend CPU (which will be described
in Sect. 5.3.1 together with the data acquisition software) via an ethernet cable.
Figure 5.4: Schematical drawing for the geometrical arrangement of the six DSSSD layers
with the readout electronics based on the GASSIPLEX chip. Each DSSSD layer provides
2 x 128 signal channels, which are read out using four (64 ch.) FE boards, connected to
the detector via an AC coupler (see the text for more details). On each side of the whole
DSSSD setup there are 6 FE boards, which are combined together using a bus card. This
card collects and transfers digital data to a VME-based detector readout controller. Since
the GASSIPLEX ASIC can't generate an internal trigger signal [139], a VME-based trigger
unit is also needed in order to accept an external TTL trigger signal.
Drawbacks and further requirements
Since the readout system based on the Gassiplex ASIC chip was initially developed for
another project in which gaseous detectors were used, it had to be adapted for our purposes.
Our DSSSD detectors produce positive and negative polarity signals, on p- and n-side,
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respectively, whereas the GASSIPLEX ASIC chip was designed to accept only positive
polarity signals. The related modifications which were applied to the FE boards (basically
a shift of the baseline for negative signal processing) can be found in a previous PhD thesis
in the framework of our project [139].
The effects of these modifications should be noted: in Fig. 5.5 the output of one DSSSD
module is shown (i.e. 2 x 64 signals for p- and n-side, respectively), with a bias voltage
of -70 V applied to the p-side of the detector and no external radioactive source in use.
The baseline of the p-strip configuration was set to 0.47 V, which translates into about
100 ADC channels (from the 10 bit overall dynamic range). For allowing the acceptance of
also negative n-side signals, the baseline for this case was shifted upwards and set to 2.85
V, corresponding to about 600 ADC channels. It can therefore be noted that with these
modifications the negative signal configuration allows for the acceptance of also negative
signals, but at the expense of providing a smaller ADC dynamic range compared to the
one for the positive signal configuration. These modifications for the n-side caused as well
a reduction of the gain by a factor of 2 and an increse of the noise level by a factor of 2,
which summed together made the expected energy loss of the Compton electrons appear to
be buried by the noise associated with the signal processing electronics [139]. More about
this topic will be discussed in Chap. 7. A new successor readout system should therefore
be designed to accept both positive and negative input polarities, in order to allow for a
larger ADC dynamic range for both polarities.
Figure 5.5: p-strip (left) and n-strip (right) data of one DSSSD module, read out with the
system based on the GASSIPLEX ASIC chip, after the modifications applied in order to
be able to read out both positive and negative polarity signals [139].
5.1 Double-Sided Silicon-Strip detector readout 107
In order to fulfill our requirements and overcome limitations imposed by the Gassiplex
system, further features of a consolidated readout system of the DSSSD detectors are
highly desirable. Since the data acquired in a Compton camera setup should be coincident
events between scatter and absorber detector, more logically and efficiently they should
be triggered by the scatterer component of the system, providing the lower count-rate
due to the lower interaction probability compared to the the absorber component. Thus
a triggering capability in the readout system by the silicon layers is required. Other
features are also desirable: a selectable shaping time, a larger dynamic range in the ADC
component, a lower intrinsic electronic noise and a higher count rate and data throughput
capability, since ultimately the concept of this setup should be able to acquire data in a
real clinical scenario, in which data rates up to 1 Mcps are expected.
5.1.2 AGET ASIC chip and the GET data acquisition system
Having outlined the shortcomings of the starting version of the DSSSD signal processing
electronics, a first attempt was made to cure these deficits by replacing the Gassiplex-based
frontend boards by a more modern system, still using an ASIC with improved performance
capabilities. The choice was made to give closer consideration to the AGET chip and its
peripheral acquisition system, which appeared suitable for our purposes. The AGET (ASIC
for General Electronics for TPC) ASIC chip [218] was initially developed for the readout
of Time Projection Chambers used in nuclear physics experiments [219] and integrated in
a readout called GET (Generic Electronics for TPCs) system [220]. The following section
is dedicated to the explanation of the working principle of this readout system, to the
reasons that brought us to test it as a potential replacement of the Gassiplex system and
why finally our assessment resulted in the need to adopt a more suitable readout system.
The GET system has been designed to accept both signal polarities, thus matching with
the signal requirements from the p- and n-side of our DSSSD detectors. Moreover, also
the second main upgrade necessity in our DSSSD readout system, the triggering capability,
can be provided by the GET system as it can operate either with an internal or an external
trigger signal. The 12 bit ADC (instead of the 10 bit ADC of the Gassiplex ASIC system,
which gets even reduced for negative signals) gives a larger dynamic range, which in this
case is equal for both signal polarities. Furthermore, the amplifier shaping time can be
selected in the DAQ software, from a set of different values, the intrinsic electronic noise
of the system is lower than for the Gassiplex system (ENC=410 e−rms for GET instead
of ENC=600 e−rms for Gassiplex) and there is the possibility to implement a monitor
capability for the signal at different stages. However, a significant difference arises from
the data transfer and communication standard utilized by the GET system, as it is based
on µTCA [221] instead of the VME bus. Since the µTCA architecture was originally
geared for telecommunication systems, it was designed to provide a high data throughput
capability, which also makes the GET system attractive for our application. The µTCA
system was introduced by PICGM (PCI Industrial Computer Manufacturers Group [222])
in 2006 and its core components are standard Advanced Mezzanine Cards (AMC [223]),
which provide processing and I/O functions. So we started out from the perception that
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using a µTCA-based setup in a potential upgrade of the Compton camera setup could
therefore allow for a higher data rate throughput compared to the existing VME-based
setup.
A complete setup of the GET system includes several µTCA-based modules, but in our
case, where this system was tested by reading out an individual DSSSD module with 256
signal channels, a so-called “reduced GET system” was used and will be presented. The
boards involved in the signal processing of this small test system can be operated without
the need of a µTCA crate.
The first component of the (reduced) GET system is the AsAd (ASIC support &
Analog-digital conversion) board, whose photograph is shown in Fig. 5.7. The AsAd
board is externally powered by 3.6 V and 5 V bias voltages, delivered by a laboratory
power module (ISO-TECH IPS 2303 [224]). Signals originating from the channels of the
DSSSD are fed via an AC coupler board (which is shown in Fig. 5.6(a)) and one of the
high density flat ribbon cables from Samtec [225] to the corresponding AGET ASIC chip
located on the AsAd board, as shown in Fig. 5.7. The AC coupler board was already
presented in Sect. 5.1.1 and is needed here for the same reasons as described before. The
photograph in Fig. 5.6(a) shows the AC coupler and its upgraded version (b), which had
to be implemented in order to add a customized external preamplifier on the same board.
This was needed in order to adapt the dynamic range of the AGET chip to the low energies
of interest for our DSSSD application (<500 keV). This will be explained in more detail
lateron.
(a) (b)
Figure 5.6: Photograph of (a) the AC coupler board which is connected to the DSSSD
signal output and the AsAd board input. (b) Photograph of the board which combines
both an external preamplifier and the AC coupling to be also placed between the DSSSD
and the AsAd board.
Each of the four connectors to the DSSSD is connected to one of the AGET connectors
on the AsAd board, since each AGET chip can handle up to 64 channels. Each chip
processes also four additional fixed-pattern noise (FPN) channels, which are not connected
to the input signals from the detector, thus allowing the noise of the readout electronics
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Figure 5.7: Photograph of the AsAd board [220]. The four (64 channel) AGET chips and
their corresponding interface connectors, as well as the power supply connector and the
CoBo interface connector, are visible. The FPGA chip is also indicated in the photograph.
(excluding detector noise) to be monitored during a measurement. For the p- and n-side of
the detector, the AGET chips can be configured differently in the DAQ software in order
to accept signals of different polarity. The FPGA is responsible for applying these types
of configurations to each AGET chip, as requested by the user through the GET control
software, called GetController. Through the GetController and the FPGA it is possible to
change other parameter settings and to adapt the signal processing to the various signal
specifications. The shaping time is selectable in a range between 50 ns and 1 µs; this makes
the system flexible and adjustable to different signals, in principle originating also from
different detectors than the initially motivating TPC's. The charge sensitive preamplifier
(CSA) gain is adjustable in a wide range between 120 fC and 10 pC to properly select the
required dynamic range. However, this leads to a minimum dynamic range of up to 20 MeV.
Since this energy range is much larger than the average energy deposited in a DSSSD layer
of 500 µm thickness in the Compton camera setup and a modification towards a reduced
gain was not realistically achievable from the GET developers, it was decided instead to
work with a customized external preamplifier, while keeping the GET system for the rest of
its beneficial properties. Therefore an external preamplifier module (4 x 64 channels) was
designed by Mesytec GmbH [226] (one of them is shown in Fig. 5.6(b)) and included in the
GET setup. The board performing the external preamplification includes the AC coupling
as well and is connected between the DSSSD detector and the high-density flat ribbon cable
connecting to the AsAd board. Using the DAQ configuration software, the output signal
of this external preamplifier board is programmed to be fed into the GET signal processing
chain before the Sallen-Key low-pass filter (see the AGET data sheet [218] for more details
on this configuration). In order to match the acceptance range in the ASIC, a DC offset is
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added to the signals from the detector, which are then preamplified and result finally in a
sensitivity of 500 keV dynamic range, perfectly matching with the energy range expected
from the detected signals. Furthermore, the preamplification is adapted to work optimally
for a subsequent 1 µs shaping time, which is the optimized value for a signal from the
silicon detector. A key feature of the AGET ASIC is the on-board memory, which is based
on a Switched Capacitor Array structure (SCA) and is operated as a 512 cell-depth circular
buffer, in which the analog signal emerging from the shaper is continuously sampled, with
a selectable frequency from 1 MHz to 100 MHz, before being stored. Another interesting
feature for our purpose is given by the possibility to select different modes for the readout
of the SCA channels: either all of the channels, only those channels that have fired or
specific selected channels can be chosen for readout, thus helping in the acquisition rate
management by reducing the amount of undesired data. It is also possible to read the SCA
according to a predefined number of analog cells (1 to 512, also called buckets, all of them
forming the complete signal trace after digital sampling) and fill up the circular buffer only
partly for each event.
A copper plate (visible in the upper right corner of Fig. 5.9) was installed to cover the
top side of the AsAd board, additionally to the protective measures always used for the
DSSSD, in order to minimize the pick up of external electronic noise. The AsAd board
as well as its metal cover plate are connected to the common ground of the experimental
setup.
After the analog signals from the detector have been processed by the AsAd board, the
digitized signals are transmitted to the rCoBo board (reduced Concentration Board) with
a VHDCI cable connection, by 8 differential lines and a maximum speed of 1.2 Gbit/s. A
photograph of the rCoBo board used in our setup is shown in Fig. 5.8.
In the framework of the GET system the CoBo (Concentration Board) board is re-
sponsible for issuing a time stamp, zero suppression and compression algorithms to the
data, according to the user-specified GET software parameter configuration. In the full
GET setup the signals from up to four AsAd boards can be transmitted to one CoBo
board, whereas in our case the rCoBo is connected via an adapter board just to one AsAd
board. The (r)CoBo board is responsible for the communication between the AsAd and
the outside world, sending the data via ethernet connection to the computer.
The AsAd board has input ports that allow for the use of an external pulser, which
can be sent via the external preamplifier board when needed. Additionally, the board also
contains a built-in internal pulser, which can be beneficial for testing the basic setup of
the AsAd and rCoBo boards connected to the DAQ PC before sending the actual physical
signal coming from the DSSSD layer. Figure 5.9 shows a sketch of the signal flow through
the different boards, in either external pulser or DSSSD signal case, before being acquired
via the GetController software.
In order to test the system and its performances related to our Compton-camera ap-
plication requirements, different measurement series have been performed: pedestal runs
(with and without connection to the DSSSD detector), (internal and external) pulser tests
and acquisition runs using a radioactive source placed in front of the DSSSD layer.
The plot in Fig. 5.10 was acquired by connecting the DSSSD module (biased with -70
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Figure 5.8: Photograph of the Reduced CoBo board together with its adapter board which
connects to the AsAd board [220].
V from the p-side) to the readout electronics of the reduced GET setup without using
any external source. Figure 5.10(a) shows the energy pedestal raw data, processed by all
four AGET chips, whose channels are labelled in Fig. 5.10 and separated by black vertical
lines. The AGET chips receiving (pedestal) signals from the p-side and n-side of the
detector were configured accordingly in the GetController software. The x axes represent
the DSSSD strip number (68 per chip: 64 channels + 4 FPN channels), whereas the y
axes represent the ADC channel values and the colour bars on the right side refer to the
intensity (number of counts for a specific ADC value in a specific AGET channel). In Fig.
5.10(a) the y axis is zoomed to visualize the distribution of the noise level in ADC channel
values. By subtracting the ∼ 290 ADC channels as average pedestal value from the two
p-side configured AGET chips and the ∼ 410 ADC channels from the two n-side configured
AGET chips, the pedestal values are offset-corrected (Fig. 5.10(b)) and can be compared
to what could be achieved with the Gassiplex readout system in terms of dynamic range
(whose plot was shown in Fig. 5.5). Even though the full dynamic is reduced by ∼ 290
and 410 ADC channels (symbolized by the horizontal dashed lines in Fig. 5.10(b)), the
usable dynamic range is still considerably larger than the one that could be obtained in
the measurements using the Gassiplex chip.
Further details on the settings of these measurements can be found in two Bachelor
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Figure 5.9: Schematic representation of the reduced GET system setup. The signals from
either the DSSSD detector or an external pulse generator are fed into the AsAd board,
which is connected to the rCoBo board, where the processed data end up. The data
acquisition to a PC happens via an ethernet connection, using the GetController DAQ
software.
theses, which were supervised within this PhD work [227, 228], together with tests of
various system settings and configurations using the internal and external pulser as well.
The starting point for measurements using a radioactive laboratory source was based on
preparatory studies on the behaviour of the electronic noise contribution originating from
the readout electronics with the attached DSSSD module. System configuration files could
be defined for different measurement scenarios, containing parameters for energy thresh-
olds, trigger and multiplicity settings. The latter correspond to the number of expected
total hits among all the electronics channels of the readout system and, in combination
with the other parameters, are essential in order to avoid discarding valid hit events while
aiming to discard noise or background hit events.
A plot showing the result from an acquisition run performed by placing an α source in
front of the DSSSD layer is depicted in Fig. 5.11. By plotting the ADC channel values
of the total energy deposited in the strips of the p-side along the x axis and the same for
the n-side energy deposition on the y axis, the correlation between the two detector sides
is shown. The three encircled maxima correspond to the three energy peaks present in
the triple-α source utilized for this measurement: 5.155 MeV from 239Pu, 5.486 MeV from
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(a) (b)
Figure 5.10: Dark current background measurement of the energy pedestal value when the
DSSSD detector is connected to the system. (a) Raw pedestal values and (b) pedestal
values offset-corrected. In both plots the x axes represents the DSSSD strip number (68
per chip: 64 channels + 4 FPN channels), whereas the y axes represents the ADC channel
values and the colour bars on the right side refers to the intensity (number of counts for
a specific ADC value in a specific AGET channel). The regions of each AGET chip are
separated by black vertical lines.
114 5. Signal processing and data acquisition
241Am and 5.805 from 244Cm, respectively.
Figure 5.11: Signal correlation between p- and n-side of the DSSSD with an acquisition
measurement using a radioactive triple-α source. The bias voltage was given to the p-side
of the detector with a value of -70 V.
Drawbacks and further requirements
Maybe the largest deficit of the GET system from the viewpoint of our application is
already embedded in its conceptual architecture and originates from the design motivation
to read out Time Projection Chamber data. In these applications inherently low data rates
have to be processed and acquired, thus allowing to handle intrinsic dead times of about
100 ns, imposed by the switched-capacitors architecture. However, in a clinical imaging
scenario count rates of about 1 Mcps have to be processed, which seems out of reach for the
GET system. Moreover, the design for low count rates also probably motivated another
feature that emerged during the test campaign: in contrast to the Gassiplex chip, the
AGET chip does not provide a digitizing capability. Therefore it is expected to read out
the full data trace and subsequently perform an external analysis to derive the energy value
from the trace data. The fact that one can in principle restrict the readout to a subset
of the 512 trace “buckets” does not really improve the situation in our scenario of high
counting rates. Data transfer and external analysis is still prohibitive in view of the future
goal of an in-vivo beam range monitoring using the Compton-scattering data. Besides
the computational efforts needed, also an enormous demand of memory and storage space
would occur.
Here the GET system also turns out to be rather unflexible in the way it formats and
stores primary event data: the primary data file format cannot be accessed or modified,
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and it requires another conversion stage of the already gigantic data samples before the
oﬄine analysis can be started. It turned out that no access to the FPGA code in use in
the GET system would be possible, so finally none of the issues identified during our tests
could be remedied and as such a final decision had to be taken to abandon the AGET
chip-based electronics as an alternative for the aged Gassiplex system.
5.1.3 MMR Multi-channel Readout
Following the negative outcome of the assessment of the AGET ASIC chip and its pe-
ripheral DAQ system, it was decided not to follow any longer the route of replacing the
Gassiplex ASIC with a more modern ASIC successor (and its related frontend board), but
rather to stay with a “conventional” solution based on individual electronics components.
This was mostly based on the findings made during the market research for suitable ASIC
modules that none of the existing ones would fulfill over needs to 100 %, while it would
be prohibitive to start our own development in this context. Moreover, a discussion was
initiated with the Munich company Mesytec GmbH which offered to develop a customized
signal prosessing and DAQ solution precisely following our specifications, although based
on discrete components. Under the condition that the overall geometrical requirements
should not exceed those of the existing Gassiplex system, this development was started.
As a further favorable consequence it turned out that the required high data rate through-
put can still be achieved while keeping the existing VME bus readout, although utilizing
a new and powerful VME controller from SiS (Struck Innovative Systeme, model SiS3153
[229]). Thus full hardware compatibility between the “old” and the “new” system can be
achieved, keeping the investments in VME electronics also usable in the future.
Thus the MMR Multi-channel readout system [230] was developed by Mesytec GmbH
[226], designed for complex detector systems according to our specifications and easy to be
scaled up when large channel numbers have to be processed and read out.
The readout system is based on FE boards which perform time multiplexing, analog
to digital conversion, data storage and triggered data transmission via an optical link to
a VME-based central data collector module. The latter communicates via the VME-bus
with a controller which sends the data to a data acquisition PC. Figure 5.12 shows a
photograph of the key component of the MMR (Multiplexed Readout) system, which is
the Frontend board [231]. Being based on discrete components, this makes the system more
flexible than any solution where an ASIC is performing part of the signal processing. The
disadvantage of lower integration density in case of discrete components is solved here by
using a mezzanine concept of stacked boards, forming one FE unit. Ultimately the MMR
system can be set up for 4 x 32 channels per frontend module (as visible in Fig. 5.14(a)).
However, in order to stay compatible with the readout scheme of our DSSSD modules, we
are using FE modules with 2 stacked boards and 2 x 32 channel processing capability. A
considerable reduction of complexity is achieved by transferring all signal channels of one
FE unit via one optical link to the VME crate, thus avoiding cumbersome cabling which
could pick up background noise. These 64 detector signals are sent to the MMR frontend
modules via 2 high density 68 pin connectors with 1.27 mm pitch. Each connector carries
116 5. Signal processing and data acquisition
4 ground lines and 64 signal channels. The analog signal processing is performed on one
side of the board (upper part of the photograph in Fig. 5.12), whereas on the other side
the digitization of the signals and the FPGA stage are implemented (lower part of the
photograph in Fig. 5.12). The package of information obtained from the processed signals
of the 64 channels is subsequently sent via an optical link to a receiver module.
Figure 5.12: Photograph of one MMR frontend board module [231]. The connector for
the optical link on one side will allow for the transmission of the data to the VME-based
receiver module. The signals from the DSSSD detector are fed in on the other side of the
board and the bias voltage for the detector can be applied via this module. The upper
part of the photo shows the processing stages of the analog signals for 32 channels. Two of
these mezzanine boards are needed to process the 64 channels of one of the four detector
sides, whereas the part of the board displayed on the lower part of the photo digitizes all
the 64 channels and manages the FPGA stage.
At the input of the MMR board, the signals are AC coupled in the same way as it was
done using the previous readout systems. In our case the detector is biased with -70 V
using the punch-through effect (introduced in Sect. 4.3.1) on the p-side of the DSSSD while
grounding the n-side of the detector via the common ground of the system. Essential for
our application is that the MMR board can be configured (by the manifacturer) to accept
either positive or negative input signals from the detector, keeping the same electronic
performances. A pulser coupling allows to apply a (internal or external) pulser and provides
a check of the full chain of electronics from the signal input to the digitized data acquisition.
The signal shaping time is implemented as a fixed value of 1 µs (optimized for our detectors,
as it was also observed to be the optimum value during the tests performed with the GET
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system). The timing signals of all the channels, coming from the discriminators, are sent
to a logical OR unit and then to the digitization stage, which processes the data in 640
ns for 128 channels. The trigger is created by the first strip processed on the board that
has fired, and the corresponding event will contain information from any other firing strip
in the event time window (which would be set around 1 µs when running in Compton
camera mode, see Chap. 6). From the DAQ software any MMR board can be set as being
the trigger for the whole setup, which represents a great step forward for our application
compared to the Gassiplex-based DSSSD readout, allowing us to implement flexible trigger
configurations, which can be chosen according to the measurement condition. The MMR
board provides a local clock, which is synchronized by the VME master receiver to a central
time with a precision of about 30 ps rms. The absolute time stamping allows to buffer
the data at the frontend stage without loss of timing information. The dynamic range is
perfectly matching the average expected energy of the signals from the DSSSD layers, as
it is implemented to be up to 500 keV.
Figure 5.13: Schematical drawing for the geometrical arrangement of the DSSSD readout
based on the MMR system. The MMR frontend boards are processing and reading out 64
channels each, mounted on one of the four sides of one DSSSD module. The digitized data
are then sent via optical links to a VME-based module receiver, which communicates with
a VME-based controller module responsible for sending the acquired data to the DAQ PC
via an ethernet connection.
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In Fig. 5.13 a schematical drawing of the mechanical setup for the readout system is
depicted. The optical links (multi-mode optical fibers) are carrying the signals coming
from the FE boards, each of them having processed 64 channels. If reading out all the
DSSSD layers in our system, we need 24 optical links and two VMMR receiver modules,
since each of them can accept up to 16 optical links.
The VMMR module (VME multi-readout receiver module, whose photograph is shown
in Fig. 5.14(b) with the MMR board (a) connected to the optical link) is a VME module
able to communicate with a VME crate control unit, which in our case is the SiS 3153
module from Struck [229], whose details, together with details about the DAQ software,
will be given in Sect. 5.3.2.
The optical fiber connection (POF, plastic optical fiber) allows for a front end bus
which can operate at a speed of up to 200 Mbit/s and permits to setup even complex
arrangements, since up to 50 m length of the optical fiber the signal will not experience
any degradation.
(a) (b)
Figure 5.14: Photograph of the MMR frontend board [231] (a) connected via an optical bus
to the VMMR VME-based receiver module [232] (b). The frontend board version shown
in (a) is able to handle 128 signal channels, while for our purposes we are using only 2
instead of 4 (32-channel) mezzanine cards to allow for 64 signal channels to be processed
at each side of the DSSSD module.
As it will be presented in Sect. 5.2.2, apart from being suitable for the signals from
our silicon detectors, the MMR concept can be configured to also process signals provided
by the absorber component of the Compton-camera. Due to the capabilities of MMR
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modules, optical links and VME controller, the system will be able also to handle data
rates as expected for clinical irradiation scenarios.
5.2 Scintillator detector readout
As described in Sect. 4.4.3, all scintillation crystals used during the studies of this PhD
thesis work were coupled to position sensitive multi-anode photomultipliers. This leads to
a quite complex setup, in which the sum dynode signal from the PMT in addition to 256
channels (when using the H9500 PMT [206]) or 64 channels (when using either the H8500C
[207] or the H12700A-10 [208] PMTs) have to be read out by an appropriate electronics
chain. The following section presents the two signal processing systems that are being
presently available as readout options for the absorber component of the LMU Compton
camera.
5.2.1 Readout by individual spectroscopy electronics
In the “conventional” electronics setup, the readout of the signals from the absorber de-
tector is performed by using NIM- and VME-based individual spectroscopy modules. The
signals of all PMT segments (64 or 256, respectively) in addition to the sum dynode signal
are directed to the inputs of the electronic modules which are part of the readout chain.
Figure 5.15 shows a photograph of the first stage of the cabling between the LaBr3(Ce)
detector and the signal readout chain. In Fig. 5.15(a) the scintillation crystal (visible in
the left part of the photograph) is encapsulated and coupled to the H9500 PMT which
has 256 segments: the signals are therefore sent from the PMT connectors, via four 64-
pin high-density ribbon cables [233] from Samtec [225], to four adapter boards. From the
adapter boards the (256+1) signals are distributed to (256+1) individual LEMO coaxial
cables. In Fig. 5.15(b) the scintillation crystal is encapsulated and coupled to a H8500C
PMT with 64 segments: the signals are therefore sent from the PMT connectors to four
adapter boards, in this case via four 16-pin ribbon cables [234] from Samtec [225]. From
the adapter boards the (64+1) signals are distributed to (64+1) individual LEMO coaxial
cables. A photograph of the cable connection for the CeBr3 scintillation crystal coupled
to the H12700A-10 PMT is not shown, as from outside it looks like the case displayed in
Fig. 5.15(b).
The following information are conceptually identical for both PMT segmentations, as
the only difference in their readout chains lie in the cabling as explained above, in the
number of electronic modules in use and in the parameters to be set, which depend on the
signal properties. Figure 5.16 displays a block diagram of the full readout chain for the
absorber component of our Compton camera prototype.
On the right side of the diagram the number of channels and modules relevant for the
two scenarios of interest is specified, i.e. for the PMT with 64 segments and the PMT
with 256 segments, using violet and pink blocks, respectively. The flowchart of the readout
chain drawn in Fig. 5.16 follows the same steps for the different PMT pixelations.
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(a) (b)
Figure 5.15: Photographs of the cabling between the LaBr3(Ce) scintillator and the first
stage of the signal readout chain, which is the cable conversion, when the crystal is coupled
to the H9500 PMT with 256 anode segments (a) and to the H8500C PMT with 64 anode
segments (b). The signals are distributed to 256 (a) and 64 (b) individual LEMO coaxial
cables, coming from four 64-pin high-density ribbon cables (blue cables in (a)) [233] and
four 16-pin ribbon cables (grey cables in (b)) [234] from Samtec [225].
The 64 or 256 (each time plus 1 for the sum dynode signal) LEMO cables, which are the
outputs of the adapter boards shown in Fig. 5.15, transfer the signals with a delay of 10 ns
(given by their length) to 5 or 17 amplifier plus CFD (MCFD-16, Mesytec [235]) modules,
respectively. Each of these modules is capable of processing 16 channels of the PMT
segments, while the sum dynode signal is processed by a separate additional MCFD-16
module. The signals are here pre-amplified with an adjustable gain and selectable polarity
(these settings are specified in Tab. 5.1) and, for each of the channels, an amplitude-
independent, individually timed logic signal is created. The latter allows for a Time-
of-Flight measurement of the detected signals, when registered against an external time
reference, e.g. using an MTDC-32 Time-to-Digital Converter module [237] (see some details
later in this chapter). By checking the signals with an oscilloscope and a differential probe,
an energy threshold is set just above the electronic noise level for all the individual channels
in the MCFD-16 modules: if exceeded, the logic CFD output signal is created and this will
act as individual gate responsible for the charge integration time in the MQDC-32 module.
The individual energy and time signals are sent to a Charge-to-Digital converter (MQDC-
32, Mesytec [236]) by 13 m and 8 m long ribbon cables (34-pin 3MTM Twisted Pair Flat
Ribbon Cable, 3782 Series, 4.99 ns/m propagation delay), respectively. These two ribbon
cables are combined via an MQDC-32 adapter cable (Mesytec [226]) before the connection
to the MQDC-32 input. Figure 5.17 shows a photograph of the MCFD-16 module (a), the
MQDC-32 module (b) and the adapter cable for the ribbon cables together with the layout
of its pins (d). A photograph of the MTDC-32 module, which will be explained later in
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Figure 5.16: Block diagram of the readout chain for the absorber component of the Comp-
ton camera prototype. The number of PMT signals to be read out are either 64 or 256
(plus the sum dynode signal), depending on the PMT pixelation. The PMT signals and the
number of modules in use are specified in violet for the H8500C and H12700A-10 PMTs and
in pink for the H9500 PMT. The signals are processed by MCFD-16 [235] NIM-modules
and MQDC-32 [236] VME-modules.
this section, is also shown in Fig. 5.17(c).
Each MQDC-32 module can process 32 channels divided in two input banks, and the
sum dynode signal is again treated in an independent module. This means that each
input bank of the MQDC-32 is responsible for all 16 signals of one MCFD-16 module, and
the sum dynode signal is processed by one channel of additional MCFD-16 and MQDC-
32 modules. The common logic output (labelled as OR output signal) of the MCFD-16
module responsible for processing the sum dynode signal generates the trigger signal for
the DAQ system, after passing through a Quad Coincidence Logic Unit in OR operation
mode (CAEN, model N455 [238]). This module accepts as common VETO input the busy
signal from the trigger module (whose details will be explained in the data acquisition
section 5.3.1), and is subsequently multiplying the mentioned common logic output to
several copies in a Logic Fan-In Fan-Out module (Le Croy, model 429A [239]). The whole
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(a) (b) (c)
(d)
Figure 5.17: Photographs of the NIM-based MCFD module (Constant Fraction Discrimi-
nator from Mesytec [235])(a) and the VME-based MQDC (charge integrating ADC from
Mesytec [236])(b) and MTDC (time digitizer from Mesytec [237])(c) modules. In (d) a
photograph of the adapter cable for the ribbon cables entering the MQDC-32 modules
with 16 signals and 16 individual gates from one MCFD-16 module, together with the
layout of its pins, is shown.
















64 ch. segments neg. 3 300 ns 5 105 ns 5 ns 500 pC
sum dynode pos. 1 300 ns 5 135 ns 5 ns 1.5 nC
256 ch. segments neg. 10 300 ns 5 105 ns 5 ns 500 pC
sum dynode pos. 1 300 ns 5 135 ns 5 ns 1.5 nC
Table 5.1: Configuration parameters for the MCFD-16 modules and the MQDC-32 modules
used for the processing of the 64 / 256 segments of the PMT as well as for the sum dynode
output signal of the PMT (for details see text).
system is therefore triggered when the sum dynode signal is exceeding its energy threshold,
defining any valid event in the absorber scintillation detector.
In order to ensure a synchronized data acquisition among all of the channels processed,
this OR output is also used as the master gate of all MQDC-32 modules, whose responsi-
bility is to start the acquisition of all events in every VME-based module. The number of
required master gate signals corresponds to the number of MQDC-32 modules multiplied
by two (because each module has two banks): for this reason the above mentioned Logic
Fan-In Fan-Out module (LeCroy 429A [239]) is used. This module distributes the mas-
ter gate signal into identical copies. These two modules introduce a small delay of a few
nanoseconds to the generated gates. This is taken into account by checking if the timing
requirements for the input signals to the charge integration modules are fulfilled (see later
in Fig. 5.18), using an oscilloscope and a 400 MHz differential probe (Tektronix, P6246).
In Tab. 5.1 the most important setup parameters used for the MCFD-16 and MQDC-32
modules are summarized. The table shows configuration parameters for the processing of
the PMT signals of each individual segment, as well as of the sum dynode, and for both
PMT pixelations, 64 and 256 segments, respectively. The configuration parameters of the
MCFD-16 module are set using the front panel of the module, whereas the parameters
indicated for the MQDC-32 modules are changed by exchanging small chips on the VME-
based module boards.
The polarity was set according to the corresponding output signal type of the PMT,
either negative or positive for the individual segment signals and the sum dynode signal,
respectively. The amplification factor applied in the MCFD module (gain) is chosen de-
pending on the energy range of the γ ray impinging on the scintillation detector (which
can reach up to 8 MeV for prompt-gamma measurements) in order to avoid saturation of
the signal. Gain 1 (which corresponds to an input signal range of 0 ± 3.5 V) is indicated in
both cases for the sum dynode output signal, but it should be noted that for the H12700A-
10, which has 10 dynode stages instead of the 12 for the H8500C, the gain was in some
situations set also to 3. For the PMT segments a gain of 3 (input signal range: 0 ± 0.5 V)
or 10 (input signal range: 0 ± 350 mV) is indicated, for a PMT with 64 or 256 segments,
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respectively: when the PMT segments are larger, the incoming light amplitude registered
by each of them can be larger and the required amplification factor can be lowered.
In order to adjust the dynamic range for the sum dynode signal, laboratory calibration
radioactive sources are used, which will be used as well for the energy calibration. Further-
more, when the bias high voltage for the PMT is varied around its recommended value for
optimum performance (which will be discussed more in details in Chap. 6), the amplitude
of the sum dynode signal will also significantly vary.
When defining the dynamic range of interest, the sensitivity and input resistance of
the MQDC-32 module should also be configured by gain sensitivity jumpers that can be
exchanged. As shown in Tab. 5.1, during the measurements the default value of 500 pC
was kept for all PMT segments for the different PMTs that were used, whereas jumpers
of 1.5 nC were chosen to digitize the sum dynode signals. For the online measurements,
when the energy range of interest reaches up to 8 MeV, the latter was exchanged to 3 nC.
The MCFD dead time was adjusted to be longer than the recovery time of the MQDC-32,
estimated to be 250 ns. Thus, 300 ns were selected as dead time for all channels of all
MCFD-16 modules. The delay is created by a standard delay chip (SIP7, impedance 100
Ω) with 5 taps (i.e. setting positions) and can be selected electronically. It is set to be
the time between the fraction point and the maximum of the pulse. Since the fraction
was set to 20% for all channels in all modules and since the LaBr3(Ce) and CeBr3 are fast
scintillators, a delay of 5 ns was set for all channels in all modules. This was created by
using a 5 ns delay chip and by selecting on the front panel of the MCFD-16 modules tap 5
(which is the maximum TAP selectable and allows to use the full delay of the delay chip).
The logic signal for each of the 16 channels in every MCFD-16 module (individual gate)
is generated from the corresponding input energy signal and its width can be adjusted on
the front panel of the NIM-based module. In case of our scintillation detectors, the width
of each signal from the PMT segments was set to 105 ns to ensure the correct charge
integration time for the corresponding energy signals. The width of the master gate, which
corresponds to the OR output of the MCFD-16 module processing the sum dynode signal,
was set to 135 ns. If required, this length can also be adjusted in a second stage. In Fig.
5.18 the analog energy signal, individual and master gates are sketched in order to show
the requirements for their timing relations.
These requirements are needed for a correct operation of the MQDC-32 module. The
minimum time which is mandatory between the start of the master gate and the start
of the individual gate is 2 ns, while the amplified analog signal should not start earlier
than 6 ns after the falling edge of the individual gate. It is very important to fulfill these
requirements in order not to lose events and to ensure a correct charge integration of the
energy signals, respectively.
The length of the flat ribbon cables which connect an MCFD-16 module to a MQDC-
32 module was also decided accordingly to the timing requirements: 13 m and 8 m for
the analog signals and individual gates, respectively. Since the timing performance of a
LaBr3(Ce) and a CeBr3 scintillation crystals are almost the same (16 ns and 17 ns of decay
time, respectively), and since they are read out using the same readout chain, the cable
delay can be kept the same for both of them.
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Figure 5.18: Timing requirements for the input signals of the MQDC-32 module for the
integration of an input energy signal. The minimum required time between the MQDC-32
trigger signal (master gate) and the individual gate, responsible for the charge integration
period, is 2 ns. The amplified energy signal should then start at least 6 ns after the start of
the individual gate of the corresponding channel, in order for the charge to be integrated
and acquired.
The setup described was used for the oﬄine and online measurements described in the
next chapter, when triggering and acquiring data from the absorber component of the
camera as well as when acquiring data together with the scatter component. When the
γ rays detected are emitted from a target being hit by an energetic ion (proton) beam, a
neutron background, originating from various nuclear reactions between the particle beam
and the target materials, is also produced and may affect the detection of the desired
signals. Thus the excellent timing properties of the LaBr3(Ce) or CeBr3 absorber become
crucial for the discrimination of signals coming from neutrons and γ rays, utilizing the
Time-of-Flight (ToF) technique. For this purpose VME-based Time-to-Digital converter
modules (MTDC-32, Mesytec [237]), already shown in Fig. 5.17(c), can be additionally
installed in the Compton camera setup to process the timing signals from all PMT segments
and the sum dynode signal. Some results that will be shown in the next chapter were
obtained with a setup in which one channel of a MTDC-32 module was processing the sum
dynode signal, as this one is most relevant for the suppression of the neutron background.
In order to be correctly operated, the MTDC-32 module needs a master gate for starting
the event acquisition, as it was described previously for a MQDC-32 module. The timing
values that will be finally recorded in a MTDC-32 module will be determined as the
timing difference between a start and stop signal, provided by the sum dynode signal of
the scintillation detector and the radio frequency (RF) signal of the accelerator pulsing
system, respectively.
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5.2.2 MMR Multi-channel Readout
Thesignal processing and readout system described in the previous section, based on indi-
vidual spectroscopic electronics modules, is perfectly fitting to the PMT signals from the
absorber detector of the Compton camera and provides optimum resolution in energy and
time. However, it results in a detector system which is quite complex with a number of
signals to be read out amounting to more than 2000. Thus a reduction of electronic com-
plexity and unification of the different readout schemes for scatter and absorber component
appears to be highly attractive. Moreover, the rate capability offered by this conventional
readout system should be improved when targeting clinical application scenarios.
Very favorably it turned out that the MMR system, which was initially developed
for the readout of the DSSSD signals, could be adapted also for the PMT signals of the
scintillation detectors of the Compton camera. For this purpose the MMR FE boards were
adapted to accept only negative signals, as this is the polarity of the (256 or 64) single
anode segments.
In order to act as input to the MMR board, the individual PMT segment signals are
first sent from the PMT's connector to an adapter board, which sorts the channels in
the right order to be accepted by the MMR module. Figure 5.19(a) and 5.19(b) show
photographs of the adapter boards developed for the H9500 PMT and for the H8500C
and H12700A-10 PMTs, respectively. The output of these boards is the same, the only
difference is the input connector, as it has to match the connector type mounted on the
corresponding PMT.
Figure 5.19(c) and 5.19(d) present photographs of the adapter boards mounted on
all of our scintillation detectors, including the MMR board connected to one of them,
respectively. The sum dynode signal is not yet included in the readout based on the MMR
board, but this is part of the future implementation plans for the system. The sum dynode
is therefore presently still read out with the system described in the previous section, based
on MCFD-16, MQDC-32 and MTDC-32 modules. This also illustrates the flexibility of
the system, being fully compatible with the standard VME readout system.
Thus the event data generated by the absorber component can therefore be also read
out with the new MMR readout system and can easily be analyzed and merged with the
data coming from the scatter component. The DAQ software, which is presently in use
with this readout setup, was also developed by Mesytec and thus can be implemented to
include further electronic VME-based modules, like MQDC-32 and MTDC-32 modules.
An overview of the workflow for this system is depicted in Fig. 5.20.
5.3 Data acquisition
All signals which are processed by any of the readout systems described in the previous
sections of this chapter, have to be acquired using a transmission unit which receives
the data and is able to communicate with a PC, in our case via ethernet connection.
Apart from the GET system, which is based on µTCA-bus communication (Sect. 5.1.2),




Figure 5.19: Photographs of the adapter boards for the MMR readout of the absorber sig-
nals, designed for the (256-fold segmented) H9500 PMT (a) and for the (64-fold segmented)
H8500C and H12700A-10 PMTs (b). In panel (c) the adapter boards are connected to their
respective scintillation detectors and in (d) the detector is finally connected via the adapter
board to the MMR frontend board.
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Figure 5.20: Overview of the MMR system when combined with other VME-based readout
modules. The sketch of the system is taken and adapted from the data sheet of the MMR
system [230].
the other described readout systems are all based on the VME bus and VME modules,
designed for handling the transmission of the data to an external DAQ PC. In this section
the different VME-based data transmission modules, utilized for the described electronic
signal processing systems, will be described together with the corresponding software for
data acquisition and analysis.
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5.3.1 RIO PowerPC and Marabou DAQ software
The scintillation detector readout system consisting of individual spectroscopy electronics
modules (described in Sect. 5.2.1) is triggered using the OR output from the MCFD-16
module which processes the PMT sum dynode signal. This logic NIM signal, which also
acts as master gate for all VME digitizer modules involved in the setup, is converted in a
NIM-ECL converter module to ECL standard and sent to the TRIVA 5 Trigger Unit [240]
(shown in Fig. 5.21(b)), which accepts an ECL signal level and specifically the trigger
signal in the pin 0 of the ribbon cable. The TRIVA module is responsible for handling the
trigger of the system. It enables the start of an event acquisition for all the VME-based
modules, communicating with them via the VME bus. The event acquisition is started
only when the acquisition of the previous event is completed: this is possible due to the
busy signal (which is a 300 ns long gate), sent by the TRIVA module (in pin 7 of the ribbon
cable) to the Quad Coincidence Logic Unit, as it was depicted in the block diagram in Fig.
5.16. The acquisition system is then linked to the data acquisition PC through a frontend
CPU (PowerPC RIO-3 from C.E.S. [241] operated in realtime with the operational system
LynxOS [242], whose photograph is shown in Fig. 5.21(a)).
(a) (b)
Figure 5.21: Photograph of the VME-based RIO-3 PowerPC frontend CPU [241] and the
TRIVA 5 Trigger Unit [240].
The data acquisition (DAQ) is controlled by the MBS (Multi Branch System) [242],
and the ROOT-based Online/Oﬄine Utility MARaBOU [243, 244]. MARaBOU consists
of an MBS-based frontend, which is responsible for data readout, event building, data
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transport and acquisition, and a ROOT-based [190] backend which manages the control of
the measurement runs and the data analysis and histogram creation. The two parts are
connected by a shared memory in the PowerPC unit.
For each experimental configuration a ROOT-based macro is modified and initialized
accordingly: the macro serves to generate codes for the MBS-frontend and for the ROOT-
based backend in the Linux workstation. Moreover, the ROOT-based backend allows for
the implementation of either online or oﬄine data analysis. At this stage the data are
calibrated and processed, and can be selected by applying different conditions. An output
file can also be produced in a suitable format to act as input for the subsequent image
reconstruction process.
Figure 5.22 shows a screenshot of the DAQ control GUI “C analyze” (on the left) and
of the analysis GUI “HistPresent” (on the right). The DAQ control window is opened
after having set the experimental configuration, to start a new oﬄine or online run. When
opening the analysis window, all histograms generated from raw and analyzed data are
listed.
Figure 5.22: GUI overview of the Marabou utility [243]. On the left panel a screenshot of
the DAQ control GUI “C analyze” is shown, whereas on the right panel the GUI called
“HistPresent” [245] is shown, which is based on the “ROOT” toolkit and enables visual-
ization and manipulation of data acquired in various format.
The use of the RIO-3 PowerPC in combination with the Marabou software during
measurements with our Compton camera prototype allowed us to acquire data with an
effective event rate of about 1-2 kHz. This rate value refers to a configuration where the
absorber signal is set as the trigger of the Compton camera, since the Gassiplex system
used in combination with the PowerPC readout for the scatter detector does not provide
a triggering capability. The achievable event rate is limited by the data transfer capability
of the PowerPC and by the data packaging in the Marabou software.
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5.3.2 SiS VME controller and Mesytec DAQ software
The MMR multi-channel readout system makes use of a novel VME controller module, the
SiS3153 module from Struck [229]. This module communicates via the VME bus with the
VMMR module receiver, packs the data and sends them via a Gbit/s ethernet connection
to an external PC workstation. A photograph of the Struck module is shown in Fig. 5.23.
Figure 5.23: Photograph of the SiS3153 VME module from Struck, which in our setup is
the ethernet to VME interface [229].
As explained in Sect. 5.1.3 and 5.2.2, where the signal processing for scatter and
absorber detectors using the MMR multi-channel readout is described, the trigger is con-
figured in the DAQ software and treated already in the VME receiver module (VMMR
module), which acquires data received from all optical links. The SiS3153 module was
programmed at Mesytec [226] in order to receive via the VME bus the data packed in the
right format to be then sent to the PC.
Figure 5.24 shows an overview of the “mvme” DAQ software (from Mesytec GmbH
[246]) connected to the VME data acquisition. The scripts in the VME configuration part
of the software define all VME acquisition modules and settings involved: this allows the
VME receiver module to accept data from these VME modules, defining which of them
sends the trigger signal to the setup. Once the type of trigger is defined, the system
can acquire data, which are sent through the VME receiver (VMMR module) and VME
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controller (SiS3153 module) to the acquisition PC.
Figure 5.24: “mvme” DAQ software overview. Block diagram taken and adapted from the
data sheet of the Mesytec software [246].
The SiS3153 controller module can reach a data transfer rate up to 35 MB/s for a single
module, and, by using the MMR readout system, any detector component can trigger the
system. The DAQ software has been programmed in python and C++ to produce a
(compressed, if needed) file for each run: these files store, together with a list-mode file
of the data, the configuration scripts of the VME module setup and the analysis steps
implemented for this specific measurement. This allows for a structured and clear data
storage and a direct oﬄine reply of the listfile data which were produced online.
A screenshot of the GUI window of the program is depicted in Fig. 5.25. Visible in the
left column are the DAQ control window (top) that controls the system and below the VME
configuration window, in which the VME modules involed in the setup are implemented and
initialized. On the top right a screenshot of the analysis GUI is shown: it allows for a (1D
and 2D) histogramming of the readout data, either in real-time or as oﬄine analysis. The
rate monitoring of internal system rates and external rates generated from readout data
(e.g. scaler modules, event counters) is also possible from this GUI. A flexible VME module
data extraction is also possible at this stage, as it is also specified in the corresponding
(blue) box in the sketch in Fig. 5.24. The remote control interface is controlled by a
TPC (Transmission Control Protocol) connection: DAQ runs can be remotely started and
stopped using the DAQ control GUI and requested status information can be checked in
the log view window (bottom right of the figure), together with information about the
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initialization of each VME module.
Figure 5.25: GUI overview of the “mvme” - VME data acquisition software introduced
by Mesytec for operating their new signal processing and data acquisition system based
on the MMR frontend modules [246]. Screenshots of the DAQ control window and VME
configuration window are shown in the left panel, whereas in the right panel the GUI
windows for the analysis and the log view are depicted.
In view of the desired real-time application of our prototype system, some additional
analysis features are required from the mvme software in order to be able to apply online
further selections on the data. For deeper analysis procedure, a root-compatibility is
desired (and envisaged): this will allow the use of the same current framework for the
postprocessing of the data. This step is needed in order to properly analyze and prepare
the data which will be an input for the image reconstruction performed in MEGAlib.
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CHAPTER 6
Components’ characterization
This chapter is dedicated to the characterization of the detector components which are
part of the Compton camera prototype being developed at LMU in Munich. Namely, the
double-sided silicon strip detectors which form the scatter component and the monolithic
scintillator, which is acting as absorber component. The structure of the detectors was
described in Chap. 4, whereas their signal processing and data acquisition was described
in Chap. 5. The chapter is divided into two main parts, the first one dedicated to the char-
acterization of the DSSSD detectors and the second part dedicated to the characterization
of the monolithic scintillation detector(s) based on LaBr3(Ce) or CeBr3 crystals.
6.1 Double Sided Silicon Strip detector
The scatter component of our Compton camera prototype is comprised of a stack of six
double-sided silicon strip detectors, which were produced by CiS (Forschungsinstitut fu¨r
Mikrosensorik GmbH [191]). Tests and results obtained from a characterization of these
detectors will be presented here.
A detailed profile of the internal structure of a DSSSD detector (which was theoretically
explained in Sect. 3.1.4) is depicted in Fig. 6.1. The bulk of the silicon detector is slightly
n-doped (n=5 · 1011 cm−3); p-strips and n-strips are located on the two front and back sides
of the detector with doping values of p=7.5 · 1014 cm−3 and n=1· 1015 cm−3, respectively.
In addition, so-called p-stops are located between the strips on the n-side of the detector,
in order to create a field separation. A layer of SiO2 (∼ 850 µm thick) is placed on top of
the silicon material in order to protect the detector, and an aluminum layer is deposited
on top of the SiO2 to create the electrical contact for the strips to be read out.
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Figure 6.1: Detailed profile of the internal structure of a DSSSD detector. The bulk of the
detector consists of n-type silicon, with a resistivity >10 kOhm×cm and a thickness of 500
µm. A layer of SiO2 (∼ 850 µm thick) is deposited on the strips of each side. (courtesy of
R. Ro¨der, CiS Erfurt).
The knowledge of this structure is important for a correct operation of the detector. In
order to operate the DSSSD layers with correct parameters, an electrical characterization
of these devices was first performed. Furthermore, given the well-known behaviour of the
n-side of these detectors [139], an extensive characterization was required (see Sect. 6.1.3).
6.1.1 Electrical characterization
In order to collect all charge from the incoming signal, the depletion zone of the silicon
detector should correspond to a thickness equal to the thickness of the detector (see Sect.
3.1.4 for details about that). The operational voltage which is needed in order to deplete
the detector across its whole thickness can be calculated using the following formula






(Φi + VR) (6.1)
where xn is the depleted zone in the n-side doping region, xp on the p-side, ε is the dielectric
constant of silicon, Nd and Na are the concentrations for donor and acceptor atoms for, n-
type and p-type regions respectively, Φi is the junction potential (see Sect. 3.1.4) and VR is
the reverse potential which is applied in order to extend the depletion region (corresponding
to the operational voltage for the detector).
The structure of a double-sided silicon strip detector is quite complex and many junc-
tions are interacting with each other. The value of VR ∼= 100 V which can be derived
from Eq. (6.1) based on typical values for the various input quantities and considering the
junction on one of the two sides of the detector, is in the correct order of magnitude, but
many other field effects should be considered, i.e. the junction potential which is created
on the other side of the detector and inbetween the strips on the same side. Since an exten-
sive study on the structure and field propagation inside this kind of silicon detectors goes
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beyond the scope of this thesis, an experimental test was performed in order to quantify
the optimum operational voltage (VR)to be applied to the detector (while also considering
the minimum VR of 50 V which was suggested by CiS [191]).
The DSSSD detector can be supplied from either the p-side or the n-side; when one
side of the detector is biased, with either a negative or a positive voltage, the other side
should be grounded. The detection process does not change within these two cases, but our
DSSSD modules are normally biased from the p-side, since the junction potential on that
side is higher and the stability of the depletion zone should be reached faster. An energy
spectrum from a triple α source (from which the following photopeaks can be detected:
239Pu (5.155 MeV), 241Am (5.486 MeV), 244Cm (5.805 MeV)) was acquired with one layer of
DSSSD. The (negative) bias voltage VR was applied on the p-side of the detector, whereas
the n-side was put on ground (GND). The plot in Fig. 6.2 shows the peak position (in ADC
channels) of the 239Pu photopeak at 5.155 MeV, as a function of the operational voltage
VR. The plot saturates around -70 V, meaning that with this voltage applied between the
two sides of the detector the charge generated by the impinging α particle is fully collected.
Thus VR does not need to be further increased, since an increase of the operational voltage
leads as well to an increase of the leakage current.
Figure 6.2: Charge collection as a function of the bias voltage. The spectrum of a triple
α-source was acquired and the position of the 239Pu peak (5.155 MeV, characterized in
ADC channels) was monitored as a function of the bias voltage, in order to experimentally
determine the minimum operational voltage which permits a full charge collection (“full
depletion”).
Another confirmation for the use of the correct operational voltage is the evaluation of
the bulk capacitance of the detector. This was tested at the detector laboratory of CiS [191]
with the use of their LCR meter. Figure 6.3 reveals a clear trend of the bulk capacitance
as a function of the voltage applied: the capacitance decreases as the operational voltage
increases. The minimum capacitance value is reached around -70 V, which was determined
before as the correct bias voltage VR to be used to fully deplete the detector. The measured
absolute capacitance values depend on the area and on the thickness of the detector,
138 6. Components’ characterization





where S is the area of the capacitor and d is its thickness.
Furthermore, in order to be sure that the breakdown voltage (which is the maximum
reverse voltage that can be applied to a p-n junction to avoid a subsequent rapid increase
of the current [174]) safely exceeds the bias voltage VR used to operate the detectors, all
layers of the DSSSD were tested at CiS [191] with precise measurement devices, applying
VR between the two sides of the detector.
Figure 6.3: Bulk capacitance of a DSSSD layer, measured with an LCR meter.
In Fig. 6.4 the I-V curves for the DSSSD modules (a) “layer 2” and (b) “layer 7” are
presented. The operational voltage was applied in a range between 0 and -400 V. The
breakdown voltage is ∼ -300 V for layer 2 and ∼ -250 V for layer 7, far from the -70
V which are needed to operate the detector fully depleted. The behaviour of only these
two layers is exemplified, since all other detector modules which are part of the Compton
camera prototype exhibit breakdown voltages inbetween these two values.
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(a) (b)
Figure 6.4: I-V relation of two prototypical layers of DSSSD, (a) “layer 2” and (b) “layer
7”. The bias voltage was applied to the bias ring of the p-side, whereas the ring of the
n-side was put to ground. The voltage was increased up to -400 V for both detectors and
the breakdown voltage was determined.
The tests presented above have all been performed by supplying the detector with its
operational voltage via the so-called bias ring and thus utilizing the so-called punch-through
effect. But, as mentioned in Sect. 4.3.1, the operational voltage of the detector can also
be applied just via its strips, on the p-side (negative VR) or on the n-side (positive VR),
while grounding the strips on the other side of the detector. This allows for the creation
of a homogeneous potential level on each detector side.
The leakage current is an important parameter to be monitored, since it is responsible
for a considerable part of the electronic noise created in the detector. A test measurement
was performed in order to evaluate the impact of using the guard ring as a bias ring on
the measured leakage current. In Fig. 6.5 the leakage current, measured between the two
sides of the detector, is shown as a function of the bias voltage VR applied to the p-side of
the detector. The red data points, together with the red linear fit curve, show the leakage
current as it was measured when the operational voltage was applied just via the p-strips.
The blue data points, together with the blue linear fit curve, show the leakage current
measured when the operational voltage was applied via the bias ring, in addition to the
p-strips. A slight decrease of the leakage current can be observed when using the bias ring
as well. With this configuration the potential level is forced to be homogeneous and small
voltage drops within this area, potentially causing an increase of the leakage current, are
less probable. However, the difference cannot be considered crucial, becoming even smaller
with increasing values of VR. Therefore the operational voltage, for this detector layers,
can either be given via their strips or via the bias ring located on one of the two sides,
without affecting the performance of the detector.
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Figure 6.5: Leakage current as a function of the bias voltage. Two different scenarios are
plotted: when biasing the detector via the strips or together via strips and bias ring. See
the text for more details.
6.1.2 Response to radiation sources
In order to characterize the energy resolution, the detector response to oﬄine laboratory
radiation sources was studied, using the same triple α source (with an activity of ∼ 5 kBq)
already used before. The signal from one strip was extracted using the customized channel
selection test board shown in Fig. 6.6. This board was developed in order to be able to
select one or more strips whose signals could be read out together or separately, since the
board provided two LEMO cable outputs. A simple setup could make use of this board in
order to check its response to laboratory radiation sources. In Fig. 6.6(a) a photograph of
this board is displayed, while Fig. 6.6(b) shows its circuiting layout.
The extracted signal from one strip was then processed by the signal processing chain
which is schematically illustrated in Fig. 6.7. The preamplification and shaping of the
signal was performed by an MSI-8 module (from Mesytec GmbH [247]). A shaping time of
1 µs was selected. This module provided an energy and a time output signal: the energy
signal was sent to a peak sensing ADC module (CAEN V785 [248]), whereas the time signal
was split in two copies. It was used to create the integration gate needed in the ADC unit
(by using the Gate Generator module from ORTEC GG8000 [249]) and the trigger signal
for the data acquisition system, through the use of a NIM-ECL converter (CAEN N638
[250]) which was sending the converted signal to a TRIVA trigger unit module (GSI TRIVA
5 [240]). The output signal of the TRIVA module was sent back to a Coincidence Logic
Unit (Quad. Coinc. Logic Unit, CAEN N455 [238]) as a “busy” signal, in order to prevent
pileup while acquiring subsequent events. The data acquisition was based on a PowerPC
RIO-3 frontend CPU, which was described in Sect. 5.3.1.
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Figure 6.6: Customized channel selection test board which was developed in order to select
part of the DSSSD channels to be read out via the electronic signal processing chain whose
block diagram is depicted in Fig. 6.7. (a) A photograph and (b) the circuiting layout of
the board is shown.
Figure 6.7: Block diagram of the readout chain used to acquire data for the test performed
placing a triple α-source, with a 2 mm collimator opening in front, at ∼ 1 cm distance from
the surface of the DSSSD detector. The tests were performed under vacuum conditions.
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For this measurement the DSSSD layer was placed inside a vacuum chamber, in order to
increase the rate of α particles reaching the detector surface on the other side. Furthermore,
this could also ensure the proper light shielding. The radioactive source was mounted on
a holder with a collimation hole of 2 mm, placed in a distance of about 1 cm from the
detector surface. The detector was biased with a VR = -70 V applied to its p-side; this side
was also oriented towards the radioactive source. In Fig. 6.8 a photograph of the setup
inside the vacuum chamber is shown.
Figure 6.8: Photograph of the setup which was installed for the α-source characterization
of one DSSSD layer. The source is placed at ∼ 1 cm distance from the DSSSD detector
behind a 2 mm collimator. The setup was placed inside a vacuum chamber.
The energy spectrum obtained from this measurement is shown in Fig. 6.9. The three
peaks correspond to the three transition lines of the source. The energy resolution which
could be achieved is a rather modest value of ∼ 64 keV, being even larger for signals
acquired from the n-side of the detector.
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Figure 6.9: α energy spectrum acquired with one strip of the p-side of the DSSSD detector.
A triple α-source (239Pu (5.155 MeV), 241Am (5,486 MeV), 244Cm (5,805 MeV)) was used
for the measurement. The calculated energy resolution ∆E in the energy range of 5 MeV
was determined to ∼ 64 keV.
In fact a better energy resolution by about a factor of two was expected. The explana-
tion could go in the direction of both a high interstrip capacitance, causing high electronic
noise in each strip signal, or a too thick SiO2 layer deposited on top of the detector. This
layer of insulating material is protecting the sensitive part of the detector and can be con-
sidered a dead layer, since no signal can be produced within this thickness. If the thickness
of this layer is too high, it could cause unexpected high scattering and energy loss of the
impinging particles. However, this would even be more relevant when detecting electron
signals, as those light particles would suffer more from these effects. In our case of α
particles detection the reason of this performance could therefore predominantly lie in the
values of the interstrip capacitance. Another test was performed, using the same signal
processing setup and data acquisition, but sending a pulser signal (generated by a pulse
generator from CAEN, DT5800D [251]) instead of acquiring signals from a radioactive
source. 60 mV rectangular and narrow pulse signals (with minimum selectable rise and
fall times of 8 ns) were sent to the same detector strip whose energy resolution was before
characterized with an α source. The signal from the pulser was also acquired by being sent
directly to the MSI-8 module. The ADC channel values of the two energy spectra obtained
were calibrated using a linear calibration curve with offset and gain parameters obtained
from the previously described α source test. Since also the signal processing chain was the
same in all these tests, the resulting value of the peak width (FWHM) could therefore be
compared: a FWHM equal to 10 keV was obtained when the detector was not connected,
while when being connected the resulting FWHM was equal to 62 keV. Since the dead
layer could not influence these last tests, the interstrip capacitance values seem to play
an important role. Detailed evaluations, e.g. using the support of detector simulation
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tools are not within the scope of this thesis, but since these preparatory characterization
tests suggested a considerable influence of a noise component generated by the interstrip
capacitances, the latter were measured and the outcome of these tests is presented in the
next section.
6.1.3 Interstrip properties and characterization
The interstrip properties are important parameters for this kind of segmented semicon-
ductor detectors, since they crucially contribute to the energy resolution performance and
such essential for our Compton camera imaging application. Since the energy range of
interest of signals detected by a DSSSD in the Compton setup does not reach high values
(the energy range considered extends up to ∼ 500 keV), the noise and energy resolution
performances are important parameters to be considered. The individual strips should be
as much as possible electrically isolated from each other, in order to reduce the noise and
obtain good energy resolution.
An interstrip characterization of the DSSSD layers could be performed at the labora-
tories of CiS [191] in Erfurt. In tests whose results are plotted in Fig. 6.10, the interstrip
capacitance between one selected strip and its two neighboring ones was measured. A bias
voltage of 70 V was given to the n-side or the p-side (in this case -70 V) of the detector,
and the interstrip capacitances were measured between strips of the opposite detector side.
Figure 6.10(a) shows the interstrip capacitance values on the p-side, whereas Fig. 6.10(b)
displays the same for strips on the n-side. As expected, the p-side strips exhibit better
performance, i.e. lower values of the interstrip capacitance. The interstrip capacitance
was measured in different regions of the detector, showing results within the same range
of values.
(a) (b)
Figure 6.10: Interstrip capacitance between one selected strip on (a) the p-side and (b)
the n-side and its two neighboring strips. The selected strips were located in the central
region of the detector.
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Figure 6.11 displays values from a similar measurement where four instead of two
neighboring strips were considered. The values are shown again for (a) p-strips and (b)
n-strips. An obvious increase of the capacitance values acn be observed, due to the higher
number of strips connected, can be observed. The same trend between the interstrip
capacitance values of p-strips and n-strips is observed. All interstrip capacitance values
are decreasing with an increase of the bias voltage, since the deeper the depleted zone the
lower intrinsic electronic noise is present in the detector.
(a) (b)
Figure 6.11: Interstrip capacitance between one selected strip on (a) the p-side and (b) the
n-side and four neighboring strips. The selected strips were located in the central region
of the detector.
In order to characterize the electric insulation between neighboring strips, a further
test was performed, aiming at obtaining interstrip resistance values for both sides of the
detector.
A positive bias voltage (+150 V) was applied to the bias ring of the n-side of the
detector. Simultaneously, on the p-side of the detector, a strip was connected to ground
and a small voltage (from -0.3 to +0.1 V) between this strip and the two neighboring ones
was applied. The plot in Fig. 6.12(a) shows the resulting I-V relation between the voltage
applied and the current flowing in these p-side strips. The same test was performed for the
n-side of the detector (this time applying a bias voltage for the detector equal to -150 V
and a voltage between the n-strips between -1 mV and +1 mV), the resulting correlation
is shown in Fig. 6.12(b).
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(a) (b)
Figure 6.12: I-V interstrip relation on (a) the p-side and (b) the n-side. See the text for
details.
The interstrip resistance can easily be calculated from the relation R = V/I, obtaining
a value of 1.4 MΩ for the strips on the p-side and a value of 5 kΩ for the n-strips. The
values which were obtained are rather low considering that they were calculated from a
fully depleted detector situation, in which values in the order of hundreds of MΩ or even
few GΩ could be expected [175, 176, 252]. It will be observed that, for our application and
our energy range of interest for the signals to be detected, these values will lead to noise
which can severely compromise the detector performance (see Chap. 7).
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6.2 LaBr3(Ce) Scintillator
The absorber component of the LMU Compton camera is a monolithic scintillator crystal
coupled to a segmented multi-anode PMT. It was described in Chap. 4 and its readout
electronics in Chap. 5. This section is dedicated to its characterization, namely time and
energy resolution. The spatial resolution characterization will be presented in Sect. 6.4 and
6.3, respectively, together with the algorithm to obtain it. First evaluation studies for a
CeBr3 scintillation crystal coupled to a 64-fold segmented PMT were also performed and are
discussed in the last section of this chapter. This scintillation crystal is presently considered
as alternative absorber material for the Compton camera, since it is a comparable but
cheaper solution to the LaBr3(Ce) crystal.
6.2.1 Time resolution
An evaluation of the timing performance of the LaBr3(Ce) crystal coupled to the (256-
fold segmented) H9500 PMT was performed in the PhD thesis work of S. Aldawood [139].
Since we are now assessing different scintillation detectors to be used as extension of the
absorber component of the Compton camera prototype, the timing performance of these
detectors was investigated (in the framework of T. Binder's ongoing PhD studies). The
resulting values of the time resolutions are presented in this section for completeness of
the presentation of relevant performance parameters of the scintillation detectors in use
for the LMU Compton camera prototype. The explanation of the setup and the procedure
for these measurements is not in the scope of this thesis, therefore those details can be
found in the above mentioned thesis. This section presents the results obtained with two
different LaBr3(Ce) crystals coupled to the 256-fold segmented H9500 PMT and the 64-fold
segmented H8500C PMT, respectively. A coincidence method was used: the time resolu-
tion of a reference detector was determined through the measurement of the Coincidence
Resolving Time (CRT) between two simultaneously emitted γ rays from a 60Co source.
Two identical fast plastic detectors (Saint-Gobain, type BC-418 [253]) were coupled to fast
PMTs (Photonics XP2020/Q [254]) and used as a reference. Since the signals from these
two detectors were read out using the same electronics chain, the time resolution of one of






where ∆Tplast,1+2 is the total time resolution (i.e. width of the coincident time difference
peak) measured by the two identical reference detectors.
Subsequently, while keeping the same configuration for the readout electronics, one
of the two reference detectors was replaced by one of the scintillation detectors under
investigation. The coincidence time peaks from these measurements, for both LaBr3(Ce)
scintillation detector configurations, are depicted in Fig. 6.13.
By knowing the time resolution of the reference detector and the combined time reso-
lution (∆Ttot) of plastic scintillator and LaBr3(Ce) scintillator, the time resolution of the
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(a) (b)
Figure 6.13: Coincidence time peaks obtained from the measurements using (a) the mono-
lithic LaBr3(Ce) crystal coupled to the 256-fold segmented H9500 PMT and (b) the mono-
lithic LaBr3(Ce) crystal coupled to the 64-fold segmented H8500C PMT.
Scintillation detector Time resolution [ps]
LaBr3(Ce) + H9500 250 ± 3
LaBr3(Ce) + H8500C 266 ± 3
Table 6.1: Time resolution obtained for the two different LaBr3(Ce) monolithic scintillation
crystals coupled to an H9500 PMT and an H8500C PMT, respectively.
latter one can be derived using
∆Tscintillator =
√
(∆Ttot)2 − (∆Tplast,1)2 (6.4)
The results obtained are summarized in Tab. 6.1. The value obtained for the time
resolution of the LaBr3(Ce) coupled to the (256-fold segmented) H9500 PMT was slightly
improved compared to the value which was presented in [139] and was determined to
be equal to 250 ± 3 ps. The same procedure was repeated for another, newly acquired
LaBr3(Ce) crystal scintillator coupled to the 64-fold segmented H8500C PMT, for which a
time resolution of 266 ± 3 ps was found. As expected, comparable values can be derived
for the detector combinations with two different PMTs used to read out the scintillation
light from the two different LaBr3(Ce) crystals with identical geometrical specifications.
6.2.2 Energy resolution
The evaluation of the energy resolution for the LaBr3(Ce) scintillation crystal coupled to
the 256-fold segmented H9500 PMT was previously evaluated and can be found in [139],
for an absorptive and reflective coating scenario of the crystal. During the work presented
in this thesis, the energy resolution performance was extensively evaluated for the newly
purchased but geometrically identical LaBr3(Ce) scintillation crystal which was coupled in
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our laboratory to a 64-fold segmented PMT. This evaluation and performance comparison
is essential in view of the foreseen upgrade of the Compton camera system, which envisages
using scintillation crystals coupled to 64-ch. PMTs instead of the initially used 256-fold
segmented PMT, in order to reduce the complexity of the readout electronics. The results
presented for the energy resolution evaluation are divided in two parts: in the first one, more
extensive, the “standard” signal processing and data acquisition (described in Sect. 5.2.1
and sec:RIO, respectively) was used. In the second part the energy resolution performance
of the LaBr3(Ce) crystal coupled to a 64-fold segmented PMT was evaluated using the
readout electronics based on the MMR boards and related controller (described in Sect.
5.2.2 and 5.3.2).
Readout by individual spectroscopy electronics
The results presented in this section were achieved within a Master thesis project supervised
by the author of this work [255]. The energy resolution, which was defined in Eq. (3.14),
is expressed as relative quantity ∆E/E [%].
Since the results presented in this section refer to three different detector configurations,
in Tab. 6.2 a list of them and their photosensor coupling configuration is shown. For each
of these detectors, the results presented in this section will be divided in two main parts,
corresponding to the acquired (position dependent) 2D energy resolution maps and to the




Detector 1 LaBr3(Ce) I H8500C
Detector 2 LaBr3(Ce) II H8500C
Detector 3 LaBr3(Ce) I H12700A-10
Table 6.2: Scintillation detector configurations whose energy resolution performance was
studied. The numbers I and II refer to two different LaBr3(Ce) scintillation crystals,
which were purchased from the manufacturer requesting identical geometry and crystal
properties. The detector I was also used for the spatial resolution determination which will
be presented in Sect. 6.4.4.
For all detector configurations the energy resolution values were extracted from the
energy spectra which were acquired from the sum dynode signal of each PMT. The signal
processing readout was based on Constant Fraction Discriminator (and amplifier) mod-
ules (MCFD-16 [235], Mesytec GmbH) and Charge Integrating modules (MQDC-32, [236],
Mesytec GmbH), which were in details described in Sect. 5.2.1. The DAQ system used for
the measurements presented in this section was identical to the one described in Sect. 5.3.1
and is based on a PowerPC (RIO-3) frontend CPU in a VME crate and on the Marabou
software [244]. The scanning system used for the collimated radioactive source will be ex-
plained in more detail in Sect. 6.3, since it is identical to the device used in the procedure
for the spatial resolution determination of the monolithic scintillator.
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2D energy maps Firstly, the energy resolution of “detector 1”, which was also used
for the spatial resolution measurements (whose results are presented in Sect. 6.4.4), was
evaluated.
In order to study the position-dependent energy resolution of the detector across the
front surface of the scintillator with an area of 50.8 × 50.8 mm2, the LaBr3(Ce) crystal's
front surface was scanned in x and y directions with a 1 mm collimated 137Cs source and
a step size of 6.08 mm, which corresponds to the size of each PMT pixel. Each irradiation
position was consecutively centered on an individual PMT pixel, therefore obtaining 64
irradiation positions in total.
The resulting 2D energy resolution map is depicted in Fig. 6.14. The x (top) and y
(left) projections are also displayed and were derived by averaging, for each pixel row (x
projection) or column (y projection), all energy resolution values contained. In general
the energy resolution of a monolithic and homogeneous scintillation crystal is expected to
be position independent. In fact this behaviour was observed in good approximation in
the study performed for the LaBr3(Ce) crystal coupled to the highly granular H9500 PMT
(which can be found in [139]): the energy resolution was found, within the experimental
uncertainties, to be position-independent and equal to 3.5%.
A degradation of the energy resolution can in principle be expected in the crystal
corners, of significant amount if the crystal coating is absorptive (because of scintillation
light absorption) or negligibly small if the crystal coating is reflective (because of light
scattering) [139]. Since all detectors under investigation here are reflectively coated, only
a slight degradation of the energy resolution can be expected in the corners or along the
edges. However, as it can be observed from the map and projections in Fig. 6.14, the
results obtained for “detector 1” show counterintuitive behaviour with a minimum value
of ∆E/E = 3.8% in a corner position, whereas the energy resolution obtained for a central
position on the detector surface, amounts to around 5.3%, thus increased by about 30%.
In order to investigate if this behaviour can be traced back to the scintillation crystal
or the PMT, additional measurements were carried out.
The same H8500C PMT as before was coupled to a different and newly acquired
LaBr3(Ce) scintillation crystal, corresponding to the “detector 2” configuration. A 2D
energy resolution map was acquired under the same measurement conditions as for “detec-
tor 1”. The resulting 2D energy resolution map is depicted in Fig. 6.15, together with x
and y projections of the averaged values. The observed trend does not significantly differ
from the one already obtained for “detector 1”, with the energy resolution values being in
the same range.
In order to complete the piture, a third detector system was coupled: the “detector 3”
configuration makes use of the LaBr3(Ce) scintillation crystal which was used for “detector
1”, but now coupled to another type of 64-fold segmented PMT (H12700A-10 [208] from
Hamamatsu) with different gain and quantum efficiency. The 2D energy resolution map
for “detector 3” was acquired with the same method as described before and is shown in
Fig. 6.16 together with its (averaged) x and y projections. The results feature the same
trend as observed with the other two systems, however with slightly improved values of
∆E/E.
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Figure 6.14: 2D energy resolution map acquired by scanning the LaBr3(Ce) scintillator
crystal (L1) coupled to the H8500C PMT with a 1 mm collimated
137Cs source with a step
size of 6.08 mm (corresponding to the PMT pixel size) in x and y directions. The x and
y projections are shown on top and left of the map, respectively. The orange solid lines
denote the mean value obtained for the corresponding row or column.
To quantitately compare the results from the three scenarios, the variances σ2x and σ
2
y,
respectively, for the distribution of the energy resolution values along the rows and columns
of the x and y projections were calculated. They are listed in Tab. 6.3, together with the
energy resolution values averaged over the whole detector area. The energy resolution
which was obtained in [139] for the LaBr3 scintillation crystal coupled to the H9500 PMT
(here defined as “detector 4”) is also listed. For all detector systems it can be therefore
stated that, although the energy resolution varies with the source irradiation position, the
σ2x and σ
2
y variance values which are obtained are typically less than 1% of the determined
energy resolution values (which are found to be in the range between 3% and 5%). Thus
the observed position dependent differences of the energy resolution can be considered
as too small to be relevant for our detector assessment. From Tab. 6.3 it can also be
noted that the “detector 1” configuration exhibits on average a variance value which is
more than about twice as large compared to the corresponding values of “detector 2” and
“detector 3”. The average energy resolution obtained with the “detector 1” and “detector
2” configurations are comparable, whereas the value obtained with “detector 3” features a
significant improvement.
So the trend that was first observed for “detector 1”, with a slightly position dependent
energy resolution that degrades from the corners to the center of the crystal independent
of the coupled PMT shows up also for the other systems and cannot be attributed to either
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Figure 6.15: 2D energy resolution map acquired by scanning the new LaBr3(Ce) scintillator
crystal (L2) coupled to the (already previously used) H8500C PMT with a 1 mm collimated
137Cs source with a step size of 6.08 mm (corresponding to the PMT pixel size) in x and
y directions. The averaged x and y projections are shown on top and left of the map,
respectively. The orange solid lines denote the mean value obtained for the corresponding
row or column.
the crystal or the PMT alone. Its origin is still an open issue.
However, it can be concluded that the better performance achieved with the “detector
3” configuration can be attributed to the different type of PMT (H12700A-10) in use. This
rather recently introduced PMT model has a higher quantum efficiency compared to the
predecessor, the H8500C PMT. This finding is useful in view of an envisaged upgrade of the
Compton camera system, where the absorber's field of view could be expanded by adding
more absorber crystals placed aside of each other, read out by the PMT model with the
best performance.
Energy resolution as a function of energy and high voltage The energy resolu-
tion study for the LaBr3(Ce) scintillation detectors was extended to an investigation of the
energy resolution as a function of the photon source energy and PMT high voltage. The
relation to the latter one was studied in order to define an optimum operational voltage
for the LaBr3(Ce) detector. The applied PMT bias voltages are in the range between -750
V and -1100 V, which is the maximum operational voltage suggested by the manufacturer.
The performance at different high voltage settings was evaluated in steps of 50 V. Dif-
ferent γ-ray calibration sources were used: isotropic point sources and collimated sources.
Although the energy resolution should not depend on the emission characteristics of the
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Figure 6.16: 2D energy resolution map acquired by scanning the LaBr3(Ce) scintillator
crystal (L1) coupled to the H12700A-10 PMT with a 1 mm collimated
137Cs source with
a step size of 6.08 mm (corresponding to the PMT pixel size) in x and y directions. The
averaged x and y projections are shown on top and left of the map, respectively. The
orange solid lines denote the mean value obtained for the corresponding row or column.
photon source, the previously observed slightly position-dependent energy resolution could
result in slightly different results to be expected from the use of an isotropic or a collimated
radioactive γ-ray source.
The radioactive γ-ray calibration sources used for this measurement series are listed in
Tab. 6.4 together with their corresponding γ lines and emission characteristics (isotropic
or collimated).
22Na 137Cs 60Co
source energy [keV] 511; 1275 662 1173; 1332
isotropic D D D
collimated D D
Table 6.4: Radioactive γ-ray calibration sources used for the energy resolution evaluation as
a function of the high voltage applied to the PMT. The sources listed are either isotropic or
collimated. For each calibration source the corresponding photopeak energies are specified.
The isotropic calibration sources were placed at a central position about 20 cm in front
of the detector surface, whereas the collimated sources were subsequently positioned in
front of the center of the detector surface and in front of an area of the detector surface
where the best energy resolution was obtained before. Data from each measurement were
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Detector configuration σ2x [%] σ
2
y [%] mean(∆E/E) [%]
Detector 1 LaBr3(Ce) I + H8500C 0.03 0.07 4.3(1)
Detector 2 LaBr3(Ce) II + H8500C 0.01 0.03 4.1(1)
Detector 3 LaBr3(Ce) I + H12700A-10 0.01 0.01 3.4(1)
Detector 4 LaBr3(Ce) + H9500 3.5 [139]
Table 6.3: Variance σ2x and σ
2
y of the x and y projection values, respectively. The energy
resolution value averaged over the whole detector area is also listed for the three detector
configurations. The energy resolution value for the LaBr3(Ce) + H9500 configuration
(“detector 4”) is also listed.
acquired for 15 minutes. The determination of the energy resolution as a function of the
photon source energy was carried out for each PMT high voltage value. The trend of these
values could be fitted using a fit function according to
∆E
E
= 100× A+B × E
E
(6.5)
where A and B are free parameters [256].
As for the 2D energy resolution map, the “detector 1” was first evaluated and its results
are shown in Fig. 6.17 and 6.18.
In Fig. 6.17 the energy dependence of the energy resolution is shown for each PMT
voltage applied and the values are fitted using the function described by Eq. (6.5). Panel
(a) refers to the detector irradiation using isotropically emitting point sources, in panel (b)
the resulting graphs are shown for collimated sources irradiating the crystal in its center
and panel (c) displays the results for the irradiation scenario when the collimated sources
are placed in an area of the detector where the best energy resolution was observed in the
previous measurements series. In all the three plots and for all PMT voltages applied, an
improvement of the energy resolution is observable with an increasing photon energy. This
expected trend is related to the fact that incident γ-rays with higher energies have a larger
depth of interaction inside the crystal, which leads to a higher probability of a full collection
of all generated scintillation light. Specifically, for bias voltages (absolutely) lower than
-1000 V the trend is almost parallel for the different voltages applied, whereas for a bias
voltage of -1000 V, -1050 V or -1100 V the slope of the fitting curve becomes steeper, leading
to a degradation of the energy resolution for lower photon energies and a corresponding
improvement for higher energies, compared to the resolution values obtained at lower
operational voltages. Furthermore, it should be noted that the more the operational voltage
decreases, the more the energy resolution degrades and the fit curves are shifted to larger
values. This is due to the lower electric field generated along the PMT dynode stages
and therefore to a lower photoelectron detection probability. The differences which can be
observed in the absolute values of the energy resolutions displayed in the sub-panels (a),
(b) and (c) of both Fig. 6.17 and Fig. 6.18 can be attributed to the position-dependent
differences already discussed in the context of Fig. 6.14 - 6.16.




Figure 6.17: Energy dependence of the relative energy resolution calculated for the
LaBr3(Ce) scintillation crystal coupled to the H8500C PMT (“detector 1”). The mea-
surements were performed using radioactive calibration sources, specifically: (a) isotropic
calibration point sources and collimated radioactive sources irradiating perpendicularly the
surface of the detector in (b) the center and (c) a corner in which the best value of the
energy resolution was observed before.




Figure 6.18: Relative energy resolution of a LaBr3(Ce) crystal coupled to a 64-channel
H8500C PMT (“detector 1”), studied as a function of the PMT bias supply voltage.
The measurements were performed using radioactive calibration sources, specifically: (a)
isotropic calibration point sources and collimated radioactive sources irradiating perpen-
dicularly the surface of the detector in (b) the center and (c) a corner in which the best
value of the energy resolution was observed before.
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As it was already derived from the 2D map in Fig. 6.14, the best energy resolution
values are obtained for a setup configuration in which a collimated gamma source is placed
in front of an area of the detector close to one of its corners.
In order to learn about the correlation between the applied PMT bias voltage and
the energy resolution, the plots in Fig. 6.18 show the energy resolution as a function of
the applied PMT voltage for different photon energies, using (a) the isotropic calibration
source and (b) the collimated calibration source, both placed in the center of the detector
surface and (c) in the corner where previously the best value of ∆E/E was found.
A similar trend can be observed in all plots of Fig. 6.18: the best values for lower
photon energies (511 keV and 662 keV) are achieved with an operational voltage in the
range between -900 V and -950 V, whereas for higher photon energies (1173 keV, 1275 keV
and 1332 keV) the best values lie around -1000 V operational voltage.
The same evaluation procedure was applied also to the “detector 2” (in Fig. 6.19)
and “detector 3” (in Fig. 6.20) configurations. The measurements for “detector 2” and
“detector 3” were performed by placing the collimated 137Cs and 60Co sources in front of
the “best” corner of the detector surface.
Figure 6.19 shows the energy resolution as a function of (a) the incoming photon energy
and (b) the applied PMT applied high voltage. In Fig. 6.19(a) the solid lines are showing
fit curves to the data points using a fit function according to Eq. (6.5) for PMT voltages
between -750 V and -950 V, whereas the dashed lines refer to PMT voltages between -
1000 V and -1100 V, which is the maximum high voltage value which can be applied to
this PMT according to the manufacturer. In Fig. 6.19(b) the minima found for the energy
resolution correspond to the same operational voltages which were determined for “detector
1”: around -900 V and -950 V for incident low energy gammas and around -1000 V for
the highest photopeak energies studied. Thus the results are comparable with the results
obtained for the “detector 1”, as already stated for the 2D energy resolution maps, since
both configurations make use of the same PMT, which seems to be the decisive component
concerning the performance of the detector system.
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(a)
(b)
Figure 6.19: Relative energy resolution of a LaBr3(Ce) crystal as a function of (a) the
photon source energy and (b) the PMT operational voltage, obtained for the “detector 2”
system (i.e. coupled to an H8500C PMT).
In Fig. 6.20 the results obtained with “detector 3” are depicted for the energy resolution
as a function of (a) the gamma source energy and (b) the PMT operational voltage. As for
the other detector systems and for the 2D energy map already presented for this system,
the high voltage ranges from -750 V to -1100 V and the photon energies range from 511 keV
and 1332 keV. Although the PMT in use for this detector system is different (H12700A-
10), the trends that were observed for both energy resolution dependencies are still valid.
It should be noted that for this detector configuration, the energy resolution measured at
higher photon energies and lower PMT bias voltage is comparable within the error bars.
These slight differences in the performance can be due to the PMT properties, where the
H12700A-10 PMT, compared to the H8500C, features a higher quantum efficiency and a
lower gain (see Sect. 4.4.3).
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(a)
(b)
Figure 6.20: Relative energy resolution of a LaBr3(Ce) crystal as a function of (a) the
photon source energy and (b) the PMT operational voltage, obtained for the “detector 3”
system (i.e. coupled to an H12700A-10 PMT).
Conclusions can be drawn on the overall trend of the energy resolution for each of the
LaBr3(Ce) detector configurations under study, where ∆E/E improves with an increasing
energy of the incoming photons. This is related to the decreasing probability of scintillation
light losses at higher photon energies and most important to the increasing scintillation light
yield. Also the energy resolution trend as a function of the PMT operational voltage can be
summarized as constantly improving with an increase of the bias voltage up to about -950
V. This effect is related to the reduced number of collected photoelectrons at lower voltages
[183], which results in a decrease of the detection efficiency. For higher PMT operational
voltages, an inverse trend can be observed: a possible explanation may be pointing in the
direction of the emission of additional electrons caused by the stronger electric field created
across the chain of PMT dynodes, which would lead to a higher dark current acquired.
However, excessive PMT voltages where such effects should be unambiguously observable
were not applied in our case, since the manufacturer's specifications were not exceeded and
therefore only an onset of this behaviour might have been observed for the highest bias
voltages applied.
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MMR Multi-channel Readout
This section is dedicated to the energy resolution evaluation using the recently upgraded
readout system based on the MMR boards (which was described in Sect. 5.2.2). The
intention is to verify that the detector system performance can be maintained in the same
range of values which were previously obtained. The energy resolution was evaluated for
the LaBr3(Ce) scintillation crystal (which was defined as I) in Sect. 6.2.2) coupled to
either the H8500C PMT or the H12700A-10 PMT. Both of them are 64-fold segmented
PMTs. It should be reminded that in this readout configuration the 64 channels from
the PMT pixels are read out using the MMR board and they are set as trigger in the
VMMR module. Therefore the sum dynode is not considered. The energy spectrum from
which the energy resolution was calculated was obtained by summing up by software the
64 signals belonging to the same photon event. The PMT was biased with a high voltage
(HV) equal to either -850 V or -900 V, which correspond to the suggested voltages when
using this readout system. The detector performance was evaluated using 137Cs and 60Co
radioactive laboratory sources. Table 6.5 summarizes the energy resolution values which
were obtained.
HV = -850 V HV = -900 V
Detector
configuration
662 keV 1173 keV 1332 keV 662 keV 1173 keV 1332 keV
LaBr3(Ce)
+ H8500C
4.4(1) % 3.6(1) % 3.1(1) % 4.3(1) % 3.5(1) % 2.6(1) %
LaBr3(Ce)
+ H12700A-10
4.4(1) % 3.4(1) % 3.1(1) % 4.3(1) % 3.4(1) % 2.9(1) %
Table 6.5: Energy resolution performance for the LaBr3(Ce) crystal coupled to either the
H8500C PMT or the H12700A-10 PMT. The MMR Multi-channel Readout was used for
these evaluation measurements.
It can be observed that the values obtained are consistent with the performance achieved
with the previous readout system, although the difference between the performance of the
two PMTs which was previously observed is now less significant.
6.2.3 CeBr3 as alternative to the LaBr3(Ce) scintillator
Studies on the energy and time resolution characterization were also performed for the
CeBr3 scintillation crystal, in order to assess it as a possible alternative to LaBr3(Ce),
since it would be a cheaper solution for the absorber component of the Compton camera
prototype. The CeBr3 scintillation crystal was described in Sect. 4.4.2. The characteriza-
tion study presented here was performed using the identical signal processing electronics
and DAQ system described in Sect. 5.2.1 and 5.3.1, respectively, and used for the charac-
terization of the LaBr3(Ce) detector.
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First, a 2D energy resolution map was acquired for the CeBr3 scintillation crystal
coupled to the H8500C PMT (Hamamatsu [207]). A similar map was already acquired for
the CeBr3 coupled to the H12700A-10 PMT (Hamamatsu [208]) and position-dependent
energy resolution values ranging from 3.5% to ∼ 6% were observed, with an overall mean
value of ∼ 4%. These results can be found in T. Binder's Master thesis [257].
Figure 6.21: 2D energy resolution map acquired by scanning the CeBr3 scintillator crystal
coupled to the H8500C PMT with a 1 mm collimated 137Cs source with a step size of 6.08
mm (corresponding to the PMT pixels size) in x and y directions. The averaged x and
y projections are shown on top and left of the map, respectively. The averaged x and
y projections are shown on top and left of the map, respectively. The orange solid lines
denote the mean value obtained for the corresponding row or column.
In Fig. 6.21 the 2D energy resolution map for the CeBr3 crystal coupled to the H8500C
PMT is depicted, together with the averaged energy resolution values for the x and y
projections (on top and at the left side of the 2D map, respectively). The map was acquired
with the same procedure which was already described for the acquisition of the 2D energy
resolution maps for the LaBr3(Ce) scintillation detector (presented in Sect. 6.2.2). The
position dependence of the energy resolution is more prominent for this detector system.
However, the trend is opposite to the one which was observed for the LaBr3(Ce) case:
the best values for ∆E/E are found in the center of the crystal, and the energy resolution
degrades towards the corners. This behaviour can be expected and attributed to scattering
of scintillation light in the detector corners or absorption, mostly on the front and back
sides of the crystal, since on the lateral sides a reflective coating is present. The variances
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σ2x and σ
2
y calculated from the distribution of averaged values of ∆E/E in the x and y
projections amount to 0.06 and 0.08 %, respectively. These values are in agreement with
the ones calculated for the energy resolution study of the LaBr3(Ce) crystal, listed in Tab.
6.3.
The values for the position dependence of ∆E/E obtained from this study are consistent
with those obtained with the CeBr3 crystal coupled to the H12700A-10 PMT, but the
absolute values obtained are higher for the CeBr3 scintillation light read out by the H8500C
PMT, where the averaged energy resolution amounts to ∼ 6.5 %. This leads to the same
conclusion already drawn for the study performed for the LaBr3(Ce) scintillation crystal
(in Sect. 6.2.2): the higher quantum efficiency of the H12700A-10 PMT compared to
the H8500C PMT leads to a better energy resolution. This is an important findings in
view of a clear preference for the H12700A-10 PMT. Thus the envisaged upgrade of the
Compton camera prototype, which is foreseen in order to increase field of view of the
absorber component by increasing the number of scintillation detectors, will be comprised
of scintillators coupled to H12700A-10 instead of H8500C PMTs.
Figure 6.22: Coincidence time peak obtained from the measurements using the monolithic
CeBr3 scintillation crystal coupled to the 64-fold segmented H12700A-10 PMT.
For a full characterization comparison between the LaBr3(Ce) and the CeBr3 scintilla-
tion crystals, the time resolution obtained in the framework of T. Binder's ongoing PhD
project, is also here mentioned. The same procedure as presented in Sect. 6.2.1 for the
LaBr3(Ce) detector was followed. The time resolution obtained for the CeBr3 detector
was determined as 281 ± 3 ps, which is within the range of expected values: comparable
to the results found for LaBr3(Ce) due to the almost identical decay constants (16 ns for
LaBr3(Ce), 17 ns for CeBr3).
Considering the results obtained from the energy and time resolution comparison, it
can be concluded that the CeBr3 crystal can be considered as an attractive alternative to
LaBr3(Ce) as absorber material of the Compton camera prototype. The performances are
comparable, and they will be further characterized also in simulation studies. A spatial
resolution study is foreseen within the PhD project of T. Binder.
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6.3 Position determination in a monolithic scintillator
Since we are using a monolithic scintillator crystal, the spatial resolution does not come
from a direct measurement, but it has to be instead determined via the use of a specific
algorithm, whose principle and procedure is described in this section. The method based
on this algorithm is used to determine the spatial resolution of the monolithic scintillator
and to obtain the unknown photon interaction positions in the Compton camera absorber.
Both procedures are explained in this section, together with the experimental setup and
the measurements needed in order to obtain the required input data.
The studies here presented were carried out with two calibration sources, namely 137Cs
and 60Co source, which provide photopeaks at 662 keV, 1173 keV and 1332 keV, respec-
tively. Although the targeted photon energy range of interest for prompt-gamma imaging
using the Compton camera prototype is considerably higher than these energies, an as-
sessment can still be deduced from the spatial resolution trend as a function of the photon
energy. The difficulty of further extending these studies to higher photon energies is given
by the need of a highly collimated source of multi-MeV photons with good signal-to-noise
ratio (S/N), in order to record the requested statistics in a reasonable amount of time.
6.3.1 The algorithm
The algorithm which was used for the spatial resolution determination and the reconstruc-
tion of the interaction positions in the monolithic scintillators is based on the k-Nearest
Neighbors (k-NN) algorithm. This statistical method was first introduced by Fix and
Hodges in 1951 [258]. Since then, many applications were based on this learning algo-
rithm. Within the framework of our application, Maas et al. [259] initially implemented
the k-NN algorithm for the reconstruction of photon interaction positions in monolithic
crystal scintillator detectors. The idea of the k-NN algorithm is based on the fact that
when a γ ray interacts with a scintillator material, the flash of light generated by the
scintillation process in an ideal case has a spatial correlation with the primary γ-ray in-
teraction position. At TU Delft extensive work was carried out to adapt and otimize the
method for PET applications [260, 261], including proposed modifications to overcome
the handicaps of extensive calibration measurements and long computational times [262].
One of the main variations introduced and explored by [262] and proven to maintain the
quality of the performance is the use of only a perpendicularly incident beam of photons
instead of performing the calibration at many angles of incidence. Considering the good
performance obtained in these studies, we decided to adopt the same concept and adapt
it to our application needs. Among the several versions of the algorithm considered by the
TU Delft group, the smoothed k-Nearest Neighbors (k-NN) and the Categorical Average
Patterns (CAP) algorithms were chosen and adapted for the monolithic component of the
LMU Compton camera. The next sections are explaining the concept and the procedure
for these algorithms, whereas in Sect. 6.4 the improvements and results obtained during
the course of this PhD project are presented.
The first step needed for the application of this kind of algorithm towards the determi-
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Figure 6.23: Scheme of the two-dimensional crystal scan with a perpendicularly irradiating
collimated γ source, whose photons hit the detector's surface in known and defined (x,y)
positions. All these irradiation positions serve to create a reference library utilized by the
k-NN algorithm.
nation of the interaction position of a γ-ray in a monolithic crystal is the creation of a set
of data which serves as “calibration” or response characterization data. This calibration
is performed by acquiring a large set of data, the so-called reference library, originating
from a collimated γ-ray source perpendicularly irradiating the surface of the detector, as
depicted in Fig. 6.23. The detector's surface is scanned by moving the source to many
regularly set and known positions.
The set of data contained in the reference library consists of measured 2D light am-
plitude distributions, formed by the signals from all single PMT anode segments for each
event and each source position. The basic procedure of the algorithm is based on the
comparison of an unknown 2D light amplitude distribution with the set of 2D light distri-
butions contained in the reference library. The amount of data contained in the reference
library is defined by the number of photopeak events acquired per position (nepp) and
the number of scanned positions (npos) in the (x,y) plane, chosen slightly larger than the
detector surface area on a highly granular grid. Every reference light distribution from
every photopeak event recorded is therefore associated with the (x,y) coordinates of the
irradiation position. Thus the 2D reference light distributions contain spatial information
on the position of incidence of the collimated photon beam source on the crystal's surface.
Consequently the x and y coordinates of an unknown γ-ray interaction in the crystal can
be determined by a comparison of this light distribution with the full set of reference light
distributions.
For the studies applied to the monolithic absorber component of the LMU Comp-
ton camera, the standard version of the position reconstruction algorithm, the so-called
smoothed k-Nearest Neighbors (k-NN) algorithm and its improved version called Categori-
cal Average Pattern (CAP) algorithm were used. A workflow chart for both algorithms is
shown in Fig. 6.24. For both cases, the required inputs are a 2D light amplitude distri-
bution (from the reference library when applying the so-called leave-one-out method for a
quantification of the spatial resolution or from an unknown event when aiming at deter-
mining its interaction position) and a reference library of 2D light amplitude distributions
describing the response of the detector to impinging photons.
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Figure 6.24: Workflow chart of the k-Nearest Neighbors (k-NN) and its improved version
Categorical Average Pattern (CAP) algorithm for the determination of the interaction
position of an unknown impinging γ-ray [262]. These algorithms can be used for the
determination of the spatial resolution via the leave-one-out method, in which the unknown
event is sequentially selected from the set of (known) events in the reference library, and
for the determination of the interaction position from an unknown photon event in the
scintillator crystal. See the text for a detailed description.
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In the procedure applied for the smoothed k-Nearest Neighbor (k-NN) algo-
rithm the unknown light distribution is compared to all entries of the reference library by




(Iunk,i − Iref(l,i))2, l = 1, . . . , (npos · nepp) (6.6)
where N is the total number of pixels of the segmented PMT, Iunk,i is the intensity of the
i-th pixel of the multi-anode PMT from the unknown 2D light distribution and Iref(l,i) is
the intensity of the i-th pixel of the l-th reference 2D light distribution from the set of
events in the library.
Among all reference light amplitude distributions the k closest matching 2D light dis-
tributions are chosen, according to the smallest Dl values. The parameter k is a selectable
integer kl: its optimum value and the related study are presented in Sect. 6.4.1. The
(x,y) coordinates of the k distributions are then filled in a 2D histogram. This histogram is
then smoothed with a moving average filter (giving the name to the algorithm as smoothed
k-NN ), which for each pixel considers a surrounding matrix of 5 x 5 pixels and assigns to
the central pixel the mean value of the surroundings. The (x,y) coordinates of the max-
imum intensity value of the smoothed histogram determines the (x,y) coordinates of the
calculated primary interaction position inside the monolithic scintillation crystal (as it is
indicated in Fig. 6.24).
The second method used for the determination of the interaction position, demonstrat-
ing even better performance (see Sect. 6.4.1), is the smoothed Categorical Average
Pattern (CAP) algorithm. It was identified among different modifications of the stan-
dard k-NN which were tested by H. van Dam [262], who evaluated the spatial resolution
achievable by different modifications of k-NN as a function of the number of photopeak
events per irradiation position. Both k-NN and CAP algorithms require the same input
data and return the same kind of output data (see the schematic in Fig. 6.24). The main
difference between them is that in the CAP algorithm the k closest matching reference
light distributions are searched within the nepp reference light distributions collected inde-
pendently for each irradiation position. From this subset of k references an averaged 2D
light distribution is created. The difference Dl is therefore calculated between the unknown





(Iunk,i − Iave(l,i))2, l = 1, . . . , npos (6.7)
where N is again (as in Eq. (6.6)) the total number of pixels of the photosensor, Iunk,i
is the light intensity of the i-th pixel of the unknown light distribution and Iave(l,i) is the
intensity of the i-th pixel of the l-th average light distribution. Since an average light
distribution is calculated from the k best matching distributions of a specific irradiation
position, in the CAP case the total number of intensity differences Dl corresponds to the
number of irradiation positions. Therefore a resulting 2D plot containing npos intensity
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differences is obtained, each of them corresponding to an (x,y) pair of coordinates from
the reference library irradiation positions. This plot is then smoothed with the same 5 x 5
moving average filter as used before in the context of the k-NN algorithm. In this case the
(x,y) coordinates of the minimum value of the final histogram defines the (x,y) coordinates
of the calculated primary interaction position inside the monolithic scintillation crystal (as
shown in the bottom part of Fig. 6.24).
The leave-one-out method
As depicted in the workflow chart in Fig. 6.24, after having obtained the interaction
positions calculated with either the k-NN or the CAP algorithm, the output can consist
either of the spatial resolution value or the determination of previously unknown photon
interaction positions in the absorber component of our Compton camera. The leave-one-
out approach is the method used for determining the spatial resolution and consists, for
both the k-NN and CAP algorithms, in applying the reconstruction algorithm to each one
of the npos ·nepp library entries, considering them one by one as unknown events and keeping
the rest of the events in the library as reference set. Once the position reconstruction has
been performed and the position of the photon interaction has been calculated, projected
onto the front surface of the scintillator, the differences between the x and y coordinates
of the real (known from the (x,y) coordinates of the reference light distribution acting
as unknown event) and calculated position is computed for each event of the reference
library. These calculated (npos · nepp · 2) coordinate differences (∆x, ∆y) are then filled in
the so-called error histogram.
The outcome of this procedure is a sharp peak in the 2D histogram centered at (0,0)
and shown in Fig. 6.25. This specific 2D histogram was obtained with the CAP algorithm
using the data from the reference library created with the collimated 137Cs source for the
LaBr3(Ce) crystal coupled to the H8500C PMT. The peak center corresponds to those
calculated interaction positions which were found to be exactly in the (x,y) position of the
actual photon event considered. From this 2D histogram the full width at half maximum
(FWHM) for both the x and y coordinates are determined. Their average value finally
determines the spatial resolution for the specific monolithic detector under study and the
specific choice of k. The whole process is executed for different values of k and the spatial
resolution obtained from the algorithm applied for a specific monolithic detector is defined
as the minimum value among all k-dependent averaged FWHM values. Sect. 6.4.1 presents
the studies that were conducted in order to determine the optimum k values for both the
k-NN and CAP algorithm.
6.3.2 The reference library
As introduced before, in order to enable applying the k-NN (or the CAP) algorithm a set of
reference data characterizing the response of the scintillator to incident photon radiation,
the so-called reference library, is needed. This library should contain a large number of
events recorded at different, regularly spaced and spatially well known irradiation positions.
168 6. Components’ characterization
Figure 6.25: Error histogram generated from the CAP algorithm using the data from the
reference library created with the collimated 137Cs source for the LaBr3(Ce) crystal coupled
to the H8500C PMT .
It can be defined as a set of 2D light amplitude distributions I(i,j) such that:
L = {I(i,j) | i = 1, . . . , nepp; j = 1, . . . , nepp; dim[I(i,j)] = 16× 16} (6.8)
for the H9500 PMT and
L = {I(i,j) | i = 1, . . . , nepp; j = 1, . . . , nepp; dim[I(i,j)] = 8× 8} (6.9)
for the H8500C and H12700A-10 PMTs,
where npos is the number of irradiation positions on the detector surface, namely npos =
npos,x · npos,y. nepp is the chosen number of photopeak events per irradiation position and
dim[I(i,j)] is the size of the array which is recorded for each event in each irradiation
position, corresponding to the PMT granularity and thus the number of pixels in each 2D
light distribution. For this reason in Eq. (6.8), refering to the case of the H9500 256-fold
segmented PMT, the size of I(i,j) is indicated to be 16×16, whereas in Eq. (6.9) it is 8×8,
representing the segmentation of the H8500C and H12700A-10 PMTs.
The following part of this section is dedicated to the explanation of the preparatory
analysis steps which are needed in order to acquire the data contained in the reference
library. In particular, Sect. 6.3.2 and 6.3.2 are dedicated to the preparatory measurements
and correction steps, followed by the description of the apparatus used for creating the
data set contained in the reference library.
The correction steps
In order to obtain light amplitude distributions reliably reflecting the expected spatial
correlation between the position of the collimated source and the registered maximum
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of the intensity, a series of correction steps have to be applied to the raw data. This
process takes into account variations between the signal properties of the PMT segments
originating from the electronics readout chain, the photomultiplier and the scintillation
crystal itself. The five correction steps described here are applied consecutively to the raw
2D light distributions:
1) Gain matching Each signal from all the (256 or 64 pixels) of the PMT is read out
and processed independently by an individual spectroscopic readout chain. This
leads to gain and offset variations within the different channels. To overcome this
divergence, two pulser signals of different amplitudes (around 50 and 100 mV, which
are within the energy range of interest for those signals) are injected into every LEMO
PMT signal cable (using the detector emulator module DT5800 from CAEN [263]).
From the acquisition of the electronic response to those pulser signals gain and offset
parameters ai and bi are derived for each of the PMT pixels signals, using a random
channel as a reference and a linear calibration curve applied to the new energy values
according to:
Ecorrected = ai · Eraw + bi (6.10)
2) QDC pedestal subtraction The QDC digitizer modules are composed of semicon-
ductor components which can produce, also when the module has no input signal,
a certain amount of dark current. This creates a low-amplitude signal, the so-called
pedestal peak, which is present in the measured energy spectra in addition to the
actual measured signal from the detector. However, the amplitude of this pedestal
peak may differ when recorded in different channels: this requires an independent
measurement in each of the electronics channels, in order to record its exact contri-
bution. This is achieved by unplugging all input cables to the QDC modules and
acquiring the data digitized in this configuration. Then the pedestal peak is fitted
using a Gaussian distribution. Finally an energy threshold, which will be applied
to the actual recorded detector signals, is set to a value corresponding to 3σ of the
Gaussian distribution above the pedestal's centroid. An example of this process ap-
plied to the signal of an individual PMT segment channel is depicted in Fig. 6.26: (a)
the pedestal peak is recorded and fitted with a Gaussian. Subsequently the energy
threshold which serves to suppress the dark current contribution is set. In panel (b)
this energy threshold is then subtracted from the energy spectrum of the raw data
from the detector.
3) PMT non-uniformity Since segmented multi-anode PMTs are used to read out the
light from the monolithic scintillation crystals, also the gain fluctuations between the
PMT segments have to be taken into account. The relative correction factors that
are applied refer to the values contained in a 2D non-uniformity matrix, which is
provided by the manufacturer (Hamamatsu [264]). The non-uniformity maps of the
PMT which were used during this thesis work are listed in App. B. This matrix is
unique for each specific PMT. The values contained in the matrix for the H9500,
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(a) (b)
Figure 6.26: Exemplary illustration of the QDC pedestal correction method for the indi-
vidual PMT pixel data. The energy pedestal spectrum (a) was acquired while the signal
input to the QDC module was not connected. Therefore just the dark current in the QDC
module was integrated. The energy threshold (red dashed vertical line in (a)) needed to
subtract the pedestal contribution from the raw energy spectrum (b) was calculated as 3σ
of the Gaussian fit to the pedestal peak above the centroid of the Gaussian.
H8500C and H12700A-10 in use in this project can be found in Appendix B. Every
2D light distribution is corrected using the corresponding 2D matrix.
4) Spatial homogeneity All scintillation crystals under study during this PhD project
have a reflective side surface wrapping (which is needed for an efficient light collec-
tion). Thus scattering and reflections before the final absorption of a photon in the
crystal material are quite likely to happen. To take these phenomena into account,
a usual way would be to illuminate the crystal with an isotropically emitting light
source. However, the internal radioactivity (considerably present in the LaBr3(Ce)
crystal, but also noticeable in smaller amount in the CeBr3 crystal) offers an alter-
native option to correct spatial inhomogeneity effects. The internal radioactivity can
safely be assumed to be homogeneously distributed in the detector volume and to
produce an isotropic emission. This step of the data correction therefore consists of
shielding the detector from external background with lead blocks and measuring the
internal radioactivity spectrum. The response of all different PMT segments is then
used to correct the light distribution data for spatial inhomogeneities of the crystal
response.
5) Energy gating This last correction step is not related to imperfections of the detector
system, but it rather exploits the knowledge of the impinging radiation properties
in our studies. Since the reference library is created for a specific energy, in order
to maximize the amount of recorded “useful” signals from the collimated source, an
energy gate is applied in the region of interest for the specific photon source energy
(i.e. around the photopeak energy of the collimated source). From this process step,
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a position-dependent correction matrix is derived and applied to all signals of the
PMT segments.
In Fig. 6.27 the evolution of a prototypical light distribution is displayed, obtained
step by step after applying the above introduced correction steps. The light distribution
represents a specific irradiation position taken from the reference library which was ac-
quired with the 137Cs collimated source for the LaBr3(Ce) crystal coupled to the (64-fold
segmented) H8500C PMT. The white dot on each plot indicates the actual position of the
collimated radioactive source with respect to the detector front surface. The consecutive
improvement of the spatial correlation from one correction step to the next one is clearly
visible.
Figure 6.27: Correction steps applied to a reference light distribution from the 137Cs library:
(a) raw data, (b) gain matching, (c) QDC's pedestal subtraction, (d) PMT non-uniformity,
(e) spatial homogeneity, (f) energy gating. The white dot on each plot indicates the actual
position of the collimated radioactive source with respect to the detector front surface. See
the text for details.
All correction factors described in the analysis steps discussed above -apart from the
PMT non-uniformity matrix which was provided by Hamamatsu- were measured before
the acquisition of any of the reference libraries. It is important to perform these correction
steps just before the reference library acquisition, as the determined values have a strong
dependence on the laboratory conditions, in particular on the temperature.
It should be noted that when the k-NN or CAP algorithm is used for the reconstruction
of unknown interaction positions in the absorber component of a Compton camera setup,
the last correction step, i.e. the gating on the photopeak energy, is not applied. This
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Source activities 137Cs 60Co
LaBr3(Ce) + H9500 82 MBq 20 MBq
LaBr3(Ce) + H8500C 77.7 MBq 15.2 MBq
Table 6.6: Activities of the radioactive collimated sources (137Cs and 60Co) used for the
acquisition of the reference libraries. The numbers are displayed for the reference libraries
acquired for both LaBr3(Ce) scintillation crystals characterized and coupled, respectively,
to the H9500 and to the H8500C PMTs.
reflects the fact that in such a case the incident energy is unknown. Moreover, coincident
data between a scatter and an absorber component intrinsically cannot contain relevant
signal intensity in the photopeak region since the initial photon energy of the source is
deposited in both detector components.
The experimental setup
Once the correction steps are applied, the measurement of the reference library can be
carried out with the apparatus that will be described in the following section. The reference
libraries were acquired using both a 137Cs and a 60Co collimated γ-ray source. The 137Cs
source emits a 662 keV γ ray, whereas the 60Co source emits simultaneously a 1173 keV
and a 1332 keV photon. Since the reference libraries for the LaBr3(Ce) crystal coupled to
the H9500 PMT and for the LaBr3(Ce) crystal coupled to the H8500C PMT were acquired
in different time periods during the course of this PhD project, the activities of the sources
at the moment of the library acquisitions were slightly different and they are summarized
in Tab. 6.6. This difference is more relevant for the 60Co source with a half-life (T1/2) of
5.27 years.
In Fig. 6.28 an illustration of the design of the radioactive source container and its
related holder is shown. The latter was connected to the collimation system displayed in
Fig. 6.29 for the first results presented in this thesis, and to the upgraded collimation
system shown in Fig. 6.30 for almost all results discussed later. Figure 6.28 shows that the
source (either 137Cs or 60Co) is encapsulated in an aluminum housing and then installed in
a tantalum holder. The aluminum housing, with a total length of 29.5 mm, was designed
such that the radioactive disc (in red) can be fixed in the center of the source holder,
pointing at the collimation channel with a diameter of 2 mm. The radioactive material
is placed in a distance of 20 mm from opening of the holder; this additional length was
considered when calculating the total collimation length of the system.
In Fig. 6.29 a photograph of the “old” collimation system is shown, used only for the
first library which was acquired during the course of this PhD work. This arrangement
was used for the creation of the reference library with the collimated 137Cs source for a
detector configuration composed of the LaBr3(Ce) scintillator and the H9500 PMT. The
collimator in Fig. 6.29(a) is composed by 12 DENSIMET R© slabs, which are assembled
with an accuracy of 10-20 µm using precision positioning rods and which create a total
collimation length of 48 mm with a collimation channel diameter of 1 mm. This solution
6.3 Position determination in a monolithic scintillator 173
Figure 6.28: Illustration of the design of the source container and its holder for the ra-
dioactive source used for the scanning measurements. The source (red disc) is encapsulated
in an aluminum housing (light blue) and then installed in a tantalum holder (grey). The
aluminum housing was designed such that the radioactive disc can be fixed in the center
of the source holder, pointing at the collimation channel with a diameter of 2 mm [139].
was chosen since no mechanical machining technology is available to generate a 1 mm
hole precisely on axis over a length of 48 mm. DENSIMET R© is a tungsten alloy (alloy of
W(97%), Ni and Fe, ρ = 18.5 g/cm3) and it was produced by PLANSEE [265]. In this
initial version of the scanning device the 48 mm long collimator plus the source, attached
behind these 12 slabs, are mounted together on the arm of a motorized translation stage,
whereas the scintillation detector is stationary (as in the arrangement in Fig. 6.29(b)). An
additional shielding provided by lead blocks is surrounding the DENSIMET R© collimation
slabs, in order to enhance the contrast of the collimation by preventing sideways leakage
of radiation.
Since the photon energies from the radioactive 60Co source are about twice than the
one of the 137Cs source, the arrangement of the collimation system had to be adapted in
order to allow for a considerably thicker collimator. In [139] the detailed calculations which
led to the upgraded design of the collimation system can be found. Figure 6.30 shows the
current shielding block which is used for collimating the radioactive source. In Fig. 6.30(a)
a photograph (seen from the back side where the source is mounted and from the front
side, respectively) of the 100×100×100mm3 cubic block made of DENSIMET R© is shown,
which was produced by WHS Sondermetalle [266]. It was manufactured with a cylindrical
central bore (with a diameter of 4.05 mm) in order to allow for inserting an exchangeable
sintered WC tube (90% WC, 10% Co, ρ = 14.4 g/cm3). Several of those tubes, acting as
the collimation channel, were produced by Hartmetall R© Gesellschaft [267] with an outer
diameter of 4 mm and an inner diameter of 1 mm and 0.6 mm, respectively. In Fig. 6.30(b)
these collimator tubes are shown in detail, while one of them was partially retracted from
the DENSIMET block to make it visible in the front side photograph of the collimator
block in Fig. 6.30(a).
Due to the high density of the DENSIMET R© material (18.5 g/cm3) and to the amount
of additional shielding material, the source could not continue to be the movable part
of the scanning system since the new collimation block would not have been able to be
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(a) (b)
Figure 6.29: Photographs of the 48 mm long collimator, which was used for the acquisition
of the 137Cs reference library for the LaBr3(Ce) crystal coupled to the H9500 PMT. Panel
(a) shows the stack of 12 DENSIMET R© slabs, which were assembled together (using precise
positioning rods) to create the 48 mm long collimator with an opening diameter of 1 mm.
(b) Arrangement for the 2D scan of the 137Cs reference library: the 48 mm long collimator
plus the source are movable by hanging from a mounting arm attached to a motorized
(x,y) translation stage, whereas the scintillation detector is stationary. The DENSIMET R©
collimator slabs are surrounded by lead blocks in order to enhance the collimation of the
radiation by preventing sideways leakage of radiation.
placed on the motorized translational stage. Instead the modified arrangement for the
collimation and detector scanning system is shown in Fig. 6.31. Now the collimator block,
the radioactive source and the lead shielding are stationary, while the detector is hanging
from an aluminum arm which is attached to the motorized (x,y) translation stage that
enables precise movements in x and y direction, in close distance of ≤ 1 cm from the front
opening of the collimator channel and oriented parallel to the collimator's front surface.
Besides the positioning of the collimated source, Fig. 6.31 shows in detail the translation
stage which controls the 2D scanning along the (x,y) plane of the scintillation detector.
The horizontal part of the aluminum arm ( 1©) is fixed with four screws to a lead-screw
driven base plate attached to the vertical actuator part of a translational stage ( 2©), which
allows for the vertical shift of the arm (y direction). The lead-screw is mounted on a
vertical slab, which is connected via several metallic components to the horizontal support
of the PMT readout adapter boards ( 3©). The vertical arm (which carries the detector),
together with the adapter board support structure, is free to move in x direction due to
a motorized horizontal rail system, supported by metal ball bearings that reduce friction
during the movement ( 4© and 5©). The length of the flat ribbon cables ( 6©), which connect
the PMT to the adapter boards, is approximately 36 cm for all monolithic detectors which
were characterized and has been chosen in order to allow for unhindered movement of the
detector in the needed y range. The motion of the translational stage is automatically
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(a) (b)
Figure 6.30: (a) Photographs of the 100× 100× 100 mm3 shielding and collimation block
made of DENSIMET R© [266], with a tantalum slab attached to one side where the source
holder is fixed. The block features a 4 mm diameter central bore, in which a collimation
rod (b) [267] can be inserted. The two collimation rods in the photograph have a diameter
of 1 mm and 0.6 mm, respectively; both of them were tested but only results obtained
with the 1 mm collimator will be shown as it demonstrated better performance due to the
worse signal-to-noise ratio of the 0.6 mm collimator.
Figure 6.31: Sketch of the upgraded scanning system used for the creation of most of
the 2D light amplitude reference libraries for the monolithic scintillation detector. This
remote controlled motorized system allows the detector to be moved in x and y directions for
scanning its front surface in front of the stationary and well-shielded collimated radioactive
source.
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controlled by the ROOT-based software package MARaBOU [244], which was described
in Sect. 5.3.1. The motion of the detector along the x and y direction is allowing for the
measurement of 2D light amplitudes in several well-defined positions in order to create the
reference libraries, which are presented in this section.
The crystal edge scans
Before starting the actual measurement for the acquisition of the 2D light amplitude ref-
erence library, the (x,y) starting coordinates of the scan need to be defined. To do that,
the (x,y) coordinates of the edges of the scintillation crystal, which is encapsulated in an
aluminum housing, have to be determined. In order to obtain these values, the scanning
system described above is used to scan the detector surface in both x and y directions with
the collimated γ-ray source. The detector is positioned in front of the collimator, setting
one of the two coordinates to the central plane with respect to the front surface of the
detector, while the other coordinate varies from one edge of the detector to the other. For
both directions, the irradiation positions are scanned with a step size of 1 mm. A gate
around the photopeak energy of the source is set in the energy spectrum of the detector.
The resulting intensity profiles along the two axes are utilized to localize the edges of the
crystal, indicated by the increasing (rising edge) and descreasing (falling edge) number of
counts registered in the photopeak region as a function of the irradiation position.







where A, B and C are fit parameters, x0 is the origin of the x axis and x is the irradiation
position under investigation.








where the parameters are the same as the ones described before in Eq. (6.11). These
two fit functions are used for the rising and falling edge profiles of both x and y scans;
in the latter the variable x is replaced with the respective y values. The range of the
x and y scans was chosen larger than the known (from the manufacturer) actual crystal
size in order to be able to resolve the step function (falling and rising edge), where the
collimated photon beam enters and leaves the crystal. The two inflection points resulting
from the fit functions represent the starting and ending coordinates of the crystal. The
distance between these coordinates represents the measured width of the crystal (which
ideally reflects the crystal dimensions known from the manufacturer).
The results from the edge scans presented here were measured using the two available
collimated γ-ray sources 137Cs and 60Co for a collimator opening of 1 mm. They were
acquired using the second monolithic LaBr3(Ce) scintillator which was characterized during
this PhD thesis (coupled to the H8500C PMT). The acquisition time set per irradiation
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Source




Table 6.7: Acquisition time chosen for each irradiation position during the x- and y-scans
performed with collimated 137Cs and 60Co sources. These times were set for the edge scans
performed for the LaBr3(Ce) crystal coupled to the H8500C PMT.
position for each scan is listed in Tab. 6.7; for both x and y scans, a set of 65 irradiation
positions was performed. The shorter time per position which was chosen for the edge scan
using the 137Cs source is due to the higher activity of this source (see Tab. 6.6: 77.7 MBq
compared to 15.2 MBq for the 60Co source).
In Fig. 6.32 the resulting intensity profiles from the edge scans in x (a) and y (b)
direction performed using the 137Cs source are shown. The distance between the two
inflection points is equal to 49 mm and 49.4 mm, respectively. For each irradiation position
data were acquired for 760 s in both x and y directions, respectively.
(a) (b)
Figure 6.32: Crystal edge scan for the LaBr3(Ce) scintillator coupled to the H8500C PMT,
performed with a 137Cs source and a 1 mm collimator in x direction (a) and y direction
(b). The plots represent the intensity profile of the photopeak count rates as a function
of the irradiation position. The red curves and blue vertical lines represent the fit to the
profile curve using Fermi functions (see text for details).
For the edge scans carried out with the 60Co source, two different energy gates have
been applied to the raw data, reflecting the two photopeak energies contained in the energy
spectrum, which will also correspond to the specific energies of the reference libraries
created with this radioactive source. This gives the possibility to study the performance
of the collimation system as a function of the photon energy under the same experimental
conditions. Figure 6.33 and 6.34 present the results obtained from the edge scans performed
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using the 60Co source, gating on the 1173 keV photopeak and the 1332 keV photopeak,
respectively. For both cases, the crystal profile was evaluated in x (a) and y (b) directions
and the crystal width was calculated to be between 48.1 mm and 49.3 mm. For each
irradiation position data were acquired for 1080 s in both x and y directions, respectively.
(a) (b)
Figure 6.33: Crystal edge scan for the LaBr3(Ce) scintillator coupled to the H8500C PMT,
performed with a 60Co source and a 1 mm collimator in x direction (a) and y direction
(b). The plots represent the intensity profile of the photopeak count rates for the 1173
keV photopeak of 60Co, as a function of the irradiation position. The red curves and
blue vertical lines represent the fit to the profile curve using Fermi functions (see text for
details).
The main differences that can be noted by looking at the plots in Fig. 6.32, 6.33 and
6.34 are the absolute intensities of the detected radiation and the calculated crystal widths.
The S/N ratios in the plots reflect the specific source activities, being highest for the scan
performed with the 137Cs source. Since the two measurements with the 60Co source at
1173 keV and 1332 keV have been performed simultaneously, the difference between their
S/N values is only due to the lower statistics registered in the second peak. Another detail
which can be observed when comparing the two intensity profiles obtained by gating on
the two 60Co photopeak energies is the different background level, which is slightly higher
when gating on the 1173 keV photopeak. This is mainly due to the fact that this first peak
sits on top of the Compton continuum of the 1332 keV photopeak.
The values for the crystal width obtained from these measurements should also be
shortly discussed: the nominal width of this crystal as provided by the manufacturer
(Saint-Gobain [180]) is 50.8 mm, but the fitted widths range from 48.1 mm to 49.8 mm.
Reasons for this difference can be attributed to the fit quality, the rounded shape of the
count-rate profile and the slightly smaller dimensions of the coupled PMT (49 × 49 mm2),
which is reading out the scintillation light. The outcome of the fit depends on the S/N
value, on the choice of the parameter settings of the fitting function and on the profile
shape. The time per irradiation position was chosen accordingly in order to obtain a S/N
6.3 Position determination in a monolithic scintillator 179
(a) (b)
Figure 6.34: Crystal edge scan for the LaBr3(Ce) scintillator coupled to the H8500C PMT,
performed with a 60Co source and a 1 mm collimator in x direction (a) and y direction
(b). The plots represent the intensity profile of the photopeak count rates for the 1332
keV photopeak of 60Co, as a function of the irradiation position. The red curves and
blue vertical lines represent the fit to the profile curve using Fermi functions (see text for
details).
ratio that allows for resolving the crystal profile. The three Fermi function parameters
A, B and C were set in order to provide the best fit of the edges and the background.
The symmetrical shape of the Fermi functions and the asymmetrical shape of the edge
slopes with respect to their inflection points can also contribute to the reduction of the
calculated crystal width compared to its nominal value. The main cause of the slopes'
asymmetry is the rounded shape of the scan profile, which is strongly correlated to edge
effects in the light detection. But since the main goal of these measurements and fits was
the determination of the crystal edge positions in order to precisely start and perform the
2D scan of the reference libraries, the mentioned effects, acting in symmetric way on both
detector sides, are not significantly affecting the outcome of the procedure.
2D light amplitude reference libraries
Since in a previous study [268] it was observed that using the 0.6 mm diameter of the
collimator channel is prohibited by the resulting drastic reduction of the S/N ratio, all
reference libraries which were acquired and are presented in the work of this thesis made
use of the 1 mm collimation opening. The step size was always set to 0.5 mm and the
detector surface was scanned over an area of 51 × 51mm2. In this section the 2D light
amplitude distribution of the photoevents will be shown for reference libraries acquired
with 137Cs and 60Co sources and for a LaBr3(Ce) scintillation crystal coupled to either the
H9500 or the H8500C multi-anode PMT.
Figure 6.35 shows a (16× 16) subset of the reference libraries which were acquired for
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the LaBr3(Ce) crystal coupled to the H9500 PMT [269], (a) with a
137Cs and (b) with a
60Co collimated source.
(a) (b)
Figure 6.35: 2D light amplitude reference libraries, obtained with 137Cs and 60Co collimated
photon sources and measured with a LaBr3(Ce) crystal coupled to a (256-fold segmented)
H9500 PMT. Subsets of 16 x 16 irradiation positions (3 mm step size in x and y) are shown,
using (a) the 137Cs and (b) the 60Co source (with a gate on the 1332 keV photopeak). They
were measured with a 1 mm collimator opening.
The 16 × 16 subset which is shown in Fig. 6.35 has been extracted by selecting only
those source irradiation positions which were located in front of one of the 16 × 16 PMT
pixels. The 2D light amplitude distributions displayed in Fig. 6.35(a) were gated around
the 662 keV, the photopeak energy of 137Cs, while the data shown in Fig. 6.35(b) were
gated on the second photopeak energy of the 60Co source at 1332 keV.
It should be noted that amongst the photopeak events recorded in the reference library,
a number of events were recorded with a zero amplitude in one or more PMT segment sig-
nals, some of them already lacking any valid amplitude even before the pedestal correction
(which was presented in Sect. 6.3.2). The reason for the appearance of these unexpected
zeros could not be traced back to any clear origin (in [268] the results from this study can
be found), however, the percentage of these events is small compared to the amount of
data contained in a reference library. In Tab. 6.8 the percentage of zeros recorded in the
reference libraries presented in Fig. 6.35 is listed.
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Source # blank pixels Blank pixels / all entries [%]
137Cs ∼ 6× 106 0.6
60Co ∼ 1.5× 106 0.15
Table 6.8: Total number and fraction of “blank pixels” contained in the reference libraries
obtained with 137Cs and 60Co collimated sources and acquired for a LaBr3(Ce) crystal
coupled to a H9500 PMT.
Figure 6.36 shows the 2D light amplitude distribution in a subset of 8 irradiation
positions, for the reference libraries acquired for the LaBr3 crystal coupled to the H8500C
PMT. Also for this case the subset of irradiation positions shown in the plots were selected
for those positions where the source was positioned directly in front of the center of the 8
× 8 PMT pixels.
(a) (b)
Figure 6.36: 2D light amplitude reference libraries measured using 137Cs and 60Co colli-
mated sources and a LaBr3(Ce) crystal coupled to the (64-fold segmented) H8500C PMT.
Subsets of 8 x 8 irradiation positions (6 mm step size in x and y) are shown, using (a)
the 137Cs and (b) the 60Co source (with a gate on the 1332 keV photopeak). They were
measured with a 1 mm collimator opening.
As for Fig. 6.35, in Fig. 6.36(a) the 2D light amplitude corresponds to the acquisition
of a reference library using the collimated 137Cs source with an energy gate applied around
its photopeak energy (662 keV), whereas Fig. 6.36(b) was obtained from the 60Co-based
reference library where an energy gate was applied around its photopeak at 1332 keV.
The number of events found to contain pixels with an amplitude equal to zero (which
are called “blank pixels” and which will be discussed in Sect. 6.4.2 together with a correc-
tion scheme), for the reference libraries acquired for the LaBr3(Ce) crystal coupled to the
H8500C PMT, are listed in Tab. 6.9.
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Source # blank pixels Blank pixels / all entries [%]
137Cs ∼ 8× 105 0.210
60Co ∼ 2× 104 0.005
Table 6.9: Total number and fraction of “blank pixels” contained in the reference libraries
measured with 137Cs and 60Co collimated sources and acquired for a LaBr3(Ce) crystal
coupled to the H8500C PMT.
When acquiring a reference library, the DAQ system is synchronized with the step motor
controller, which sends commands to the moving stage. For each irradiation position an
ASCII file is generated: it contains the amplitude values recorded for all PMT pixels in
all events acquired in that specific irradiation position. These files are then converted to
a specific format (either MATLAB, or to a binary file for the improved analysis procedure
which will be discussed in Sect. 6.4.5), in order to be packed in structured arrays which
then serve as input to the position reconstruction algorithm (whose core script is written
in C++).
A detail worthwhile to be mentioned is the coordinate system. It is essential to take
note of the orientation of the coordinate system during the library acquisition. When
running the k-NN algorithm for the reconstruction of the interaction positions of unknown
photon events, the (x,y) coordinates of those events will be obviously reconstructed based
on the coordinate system of the reference library, and should then be converted into (x,y)
coordinates based on the coordinate system of the specific measurement from where the
unknown events originated. The coordinate system of the reference libraries depends on
the orientation between the monolithic crystal and the radioactive source as well as their
relative movements when scanning the detector surface. Figure 6.37 shows a sketch of the
coordinate system orientation for all reference libraries which were created and analyzed.
Figure 6.37(a) refers to the 137Cs library measured for the LaBr3(Ce) crystal coupled to
the H9500 PMT, which is differently oriented compared to the coordinate system in Fig.
6.37(b), which corresponds to the 60Co library of the same detector and both 137Cs and
60Co libraries for the LaBr3(Ce) coupled to the H8500C PMT. This difference is due to
the fact that for the first case mentioned, the collimated source was moving while hanging
from the arm of the translation stage, whereas for the other library cases the situation was
opposite and the detector was moving while the source was fixed.
6.4 Spatial resolution of a monolithic LaBr3(Ce) scin-
tillator
This section is dedicated to the determination of the spatial resolution obtained for the
monolithic absorber detectors under study. The underlying procedure was described in
Sect. 6.3, in particular Sect. 6.3.1 was dedicated to the explanation of the “leave-one-out
method”.
For the LaBr3(Ce) scintillation crystal coupled to the H9500 PMT, which was tested
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(a) (b)
Figure 6.37: Coordinate system of the reference library data from the detector front surface
view, derived from the 2D scanning procedure. (a) Coordinate system of the library created
with the collimated 137Cs source for the LaBr3(Ce) crystal coupled to the H9500 PMT,
which was performed still with the old collimation system, where the source was hanging
from an arm of the translation stage. (b) Coordinate system of the library created for the
same detector with the collimated 60Co source and for the libraries with both radioactive
sources for the LaBr3(Ce) crystal coupled to the H8500C PMT, which were performed
with the new collimation system, where the source position was fixed and the detector was
moving.
first, improved results (compared to previous results discussed in [139]) will be presented
here. With the data acquired for these libraries, alternative results were also evaluated by
artificially creating a 64-ch. segmentation from the actual 256-fold segmented PMT via
software manipulation by summing up each four and averaging neighbouring PMT pixels.
This second step is rather important in view of the desired reduction of the number of
electronics channels and therefore of the complexity of the system. After having coupled a
second LaBr3(Ce) monolithic crystal to the 64-fold segmented PMT (H8500C, Hamamatsu
[207]), its characterization was performed. In Sect. 6.2 energy and time resolution was
presented, in the current section the spatial resolution will be addressed. Its obtained
spatial resolution was compared to the results obtained with the LaBr3(Ce) operated with
a 256-fold segmented PMT, indicating a similar or even slightly improved performance for
a 64-fold segmented PMT. These results are important as a basis for future upgrades of the
Compton camera prototype: the plan is to include more than one absorber detector while
reducing the complexity of the system by coupling each of these scintillation crystals to a
64-fold segmented PMT (or maybe a SiPM array with the same pixelation in the future).
6.4.1 Parameter optimization
The key parameters to be defined in the described procedure for obtaining the spatial
resolution of a monolithic scintillator, are nepp (number of acquired photopeak events per
irradiation position) and k (number of nearest best matching neighbors, which is different
for the standard k-NN or the CAP algorithms). Studies utilizing a scan grid step size of
either 0.5 mm or 1 mm were also conducted, rendering, as expected, best results for the
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finest grid step size.
Systematic studies on the spatial resolution as a function of nepp and k were performed
using the data acquired with the LaBr3(Ce) crystal coupled to the H9500 PMT, forming
the basis for following evaluations in different configurations. Details on these studies can
be found in the Master thesis of A. Miani [269], supervised by the author of this work.
Since the data shown in this work all refer to the same detector configuration, the 64-fold
segmentation was obtained by oﬄine software manipulation, summing up and averaging
each four adjacent channels, thus reducing the original 256-fold segmentation artificially
to a 64 segmentation. This procedure is schematically shown in Fig. 6.38.
Figure 6.38: Sketch of the procedure applied in order to create 64-fold segmented 2D light
amplitude distribution from the originally acquired 256-fold segmented PMT data.
The spatial resolution was determined using the “leave-one-out method” for different k
values and nepp event numbers per irradiation position. The number of k nearest neighbors
could be varied within a certain range, for the k-NN and CAP algorithms, respectively. For
the smoothed k-NN algorithm the parameter k in this study ranges from 3 to 4000, since
the k closest matching reference light distributions are chosen from the complete reference
set (which corresponds to npos × nepp entries, i.e. around ∼ 106 light distributions), :
kk−NN = {3, 5, 10, 20, 30, 40, 50, 70, 100, 200, 300, 400, 500, 700, 1000, 1200, 1500, 2000, 3000, 4000}
(6.13)
where
kmax(k −NN) npos × nepp (6.14)
In contrast, the CAP algorithm looks for the k best values among the available events
per irradiation position (nepp), therefore considering a k parameter which is chosen in the
following range
kCAP = {5, 10, 12, 14, 15, 25, 30, 40, 50} (6.15)
where
kmax(CAP ) nepp (6.16)
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The parameter nepp was investigated by creating individual reference libraries with
lower numbers of nepp than the one actually recorded during the measurement. Different
values of nepp were selected from the total number of collected events:
nepp = 75, 100, 150, 200, 300, 400 (6.17)
It should be noted that for the spatial resolution study of the LaBr3(Ce) crystal coupled
to the H8500C PMT, whose results will be presented in Sect. 6.4.4, the 137Cs and 60Co
reference libraries were acquired for nepp = 600, thus allowing to extend the study to an
even higher number of recorded events per position, showing a further improvement of the
spatial resolution obtained for higher numbers of nepp.
For the scope of this thesis, only the final results obtained from the data of the
LaBr3(Ce) crystal coupled to the H9500 PMT are presented in this section.
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Figure 6.39: Spatial resolution of the LaBr3(Ce) crystal coupled to the H9500 PMT as
a function of k (number of nearest neighbors), determined by using the k-NN algorithm
for nepp = 400 [269]. Different photon energies, PMT granularities and scan pitch sizes
are distinguished by their line style, marker shape and style, respectively. Both PMT
granularities refer to the H9500 PMT, where the 64-fold segmentation was created by
summing up and averaging via software manipulation each four adjacent PMT pixels.
Figure 6.39 shows the values of spatial resolution obtained using the k-NN algorithm
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with data recorded with the LaBr3(Ce) scintillator coupled to the H9500 PMT at
137Cs
and 60Co energies, using up to 400 reference events per position. The complete set of data
enables an evaluation for all combinations of parameters (PMT granularity, pitch size and
photon energy): first of all an improvement of the spatial resolution with an increasing
incident photon energy is visible: this trend is probably connected to the higher statistics
generated by the higher photon energy. The result that should be pointed out is the
minimum of the spatial resolution observable for each set of data (photon energy and pitch
size) at a value of k ≈ 1000. The best spatial resolution values are reached for a scan pitch
size of 0.5 mm. From a comparison of the results from the two PMT granularities, the
spatial resolutions obtained are either similar within their error bars or even better for the
64-channel case (this parameter will be further discussed in the next sections).
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Figure 6.40: Spatial resolution of the LaBr3(Ce) crystal coupled to the H9500 PMT as a
function of k (number of nearest neighbors) which was achieved using the CAP algorithm,
using nepp = 400 [269]. Different photon energies, PMT granularities and scan pitch sizes
are distinguished by their line style, marker shape and style, respectively. Both PMT
granularities refer to the H9500 PMT, and the 64-channel segmentation is created by
summing up and averaging via software manipulation each four adjacent PMT pixels.
In Fig. 6.40 the same comparisons presented in Fig. 6.39 for the k-NN algorithm
are shown for the CAP algorithm. The results that are shown in this plot have been
achieved using 400 photopeak events per irradiation position and the same combination
of parameters can be assessed (photon energy, PMT granularity and scan pitch size). A
general feature is the minimum which is found at an optimum value of kCAP ≈ 12. With
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a higher number of kCAP chosen, the spatial resolution degrades: the explanation could go
in the direction of an over-sampling of the reference events. As in the k-NN case, there
is an evident and even more pronounced separation between data acquired with the 137Cs
or 60Co calibration source, still showing an improvement of the spatial resolution for a
higher photon energy. The same conclusion as for the k-NN case can be given for the
pitch size: better results are obtained from a 0.5 mm scanning pitch size. The 64-channel
segmentation as well shows comparable or even slightly better results at 60Co and 137Cs
energies, respectively.
From this systematic study the following optimum values can therefore be concluded:
kk−NN ≈ 1000, kCAP = 12, pitch size = 0.5 mm, nepp = 400. Between the two algo-
rithm variations the CAP shows better performances. These parameters will be taken into
account for the spatial resolution evaluation of the other absorber detector which was stud-
ied, the LaBr3(Ce) crystal coupled to the H8500C PMT. The PMT granularity and the
achieved spatial resolution will be further discussed in Sect. 6.4.4 and 6.4.3, respectively,
after having introduced in Sect. 6.4.2 a method that led to a systematic improvement.
Uncertainties determination
The error bars applied when determining the spatial resolution value are based on statistical
uncertainties and are derived from sub-samples of the whole acquired reference library.
From the number of events per position nepp of the full library (which is equal to 400
for the library of the LaBr3(Ce) crystal coupled to the H9500 PMT and 600 for the library
of the LaBr3(Ce) crystal coupled to the H8500C PMT, as it will be shown in Sect. 6.4.4),
sub-libraries each containing 100 events per position are created. The order of assembling
these events in groups of 100 does not have an influence on the outcome, but for simplicity
the groups were selected in ascending order of the photon events in the library. The “leave-
one-out method” was then applied to each sub-library, using the reconstruction algorithm
(k-NN or CAP) which was used for the evaluation of the complete reference library. The
spatial resolution was determined for each of the k values considered; the standard deviation
which can be derived from the distribution of the results from the sub-libraries is assigned
to the full library results as the experimental uncertainty of the spatial resolution.
This method was applied for all libraries and for both reconstruction algorithms. The
uncertainties of the spatial resolution for different values of nepp, namely for values larger
than 100, were extrapolated from the one obtained with nepp = 100 using





Figure 6.41 shows an example of the implementation of this method using the CAP
algorithm applied to the data from the 60Co library (gated on the 1332 keV photopeak
energy) for the LaBr3(Ce) crystal coupled to the H9500 PMT. Values are shown for both
PMT granularities considered (256 and 64 channels) and for the different library subsets
(indicated by the indices from 1 to 4).
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Figure 6.41: Experimental uncertainties for the spatial resolution of a LaBr3(Ce) crystal
coupled to a 256-fold segmented PMT and calculated from the distribution of spatial
resolution values obtained from subgroups of the full reference library. In the plot the
spatial resolution is shown as a function of kCAP for subgroups with nepp=100. Data are
extracted from the 60Co reference library (gated on the 1332 keV photopeak energy), which
was acquired with the LaBr3(Ce) scintillator coupled to the H9500 PMT. The index from
1 to 4 indicates the library subsets the data were derived from.
6.4.2 CGDR algorithm
When presenting the concept of the 2D light amplitude reference library (Sect. 6.3.2), the
effect of the so-called “blank pixels” was introduced for the libraries acquired with the
LaBr3(Ce) crystal coupled to the H9500 PMT (Tab. 6.8) and H8500C PMT (Tab. 6.9),
respectively. Although in both cases this percentage is not particularly large, it nevertheless
should be taken into account when addressing the determination of the spatial resolution,
where even such small numbers of erroneous pixels values can blur the achievable result.
Since the source of the unphysical “blank pixels” could not be traced to a specific
hardware component, a software solution was developed in order to reconstruct, as much
as possible close to a realistic situation, the contents of the “blank pixels” in any of the
measured light distributions. The first solution which was tested is based on an averaging
method, whose conceptual sketch is depicted in Fig. 6.42 and which was used to obtain
the results shown in Sect. 6.4.1. Each “blank pixel” was substituted with an amplitude
obtained from the average of the up to 8 neighboring amplitudes from the same photon
event.
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Figure 6.42: Sketch explaining the concept of the averaging method which was initially
used to perform the correction of the blank pixels by substituting them with an amplitude
obtained by averaging the amplitudes of the neighboring 8 pixels (or 3 if the blank pixel is
located in a corner of the crystal) for the same event. The red pixel indicates the “blank
pixel”, whose light amplitude should be substituted.
As a first approximation, this software solution gave satisfactory results (Fig. 6.39 and
6.40). Nevertheless, in order to determine the most realistic replacement value for any
blank pixel, this should be independent of the source irradiation position and the pixel
position. A study of the light amplitude distribution of all 400 events per irradiation
position was performed, and a new zero-replacement method was developed.
The idea behind this Categorical Gaussian Distributed Replacement algorithm (CGDR)
is to identify first the position of blank pixels in a given reference library and then gener-
ate the distribution of all complementary non-zero values of a specific blank pixel position
amongst the ensemble of 400 measured events per irradiation position. The empiric distri-
bution was parametrized using a Gaussian fit. After normalization, performed to generate
a probability distribution, a random amplitude was selected in the range between the
standard deviation values -3σ and +3σ of the Gaussian distribution. This amplitude was
then used to replace the blank pixel value belonging to the same irradiation position. A
flowchart of the procedure is shown in Fig. 6.43. An essential step in order to apply this
algorithm is the need to confirm that the distribution of the light amplitudes from the
recorded events in the various irradiation positions follows a Gaussian distribution; this is
shown in the next plots for the two detectors under study.
Figure 6.44 and 6.4.3 show an example of light distributions extracted from the 137Cs
reference library which was acquired, respectively, with the LaBr3(Ce) coupled to the H9500
PMT and the LaBr3(Ce) coupled to the H8500C PMT. In panel (a) the distribution of (400-
1) pixel amplitudes is depicted, measured for a randomly chosen irradiation position and
for a (randomly chosen) specific pixel. Panel (b) shows the resulting Gaussian distribution
of the values replacing the “blank pixels” as obtained from the CGDR algorithm for this
specific reference library.
The quality of the CGDR replacement algorithm is proven by the Gaussian distribution
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Figure 6.43: Flowchart of the Categorical Gaussian Distributed Replacement (CGDR)
algorithm. See text for details.
of the blank pixel replacement values for both detector cases.
6.4.3 (Improved) results using a 256-fold segmented PMT
In this section the improved spatial resolution values are presented (compared to the ones
presented in Sect. 6.4.1), resulting from applying the CGDR algorithm to the data obtained
from the LaBr3(Ce) crystal coupled to the H9500 PMT.
In Fig. 6.46 the spatial resolution is depicted as a function of the photon energy,
comparing the results from the two blank-pixel replacement algorithms (averaging method
and CGDR algorithm). The best performance achievable with the CGDR algorithm is
clearly visible: for both PMT granularities evaluated (256 and 64 channels) the spatial
resolution improves when the “blank pixels” are substituted using the CGDR algorithm
(solid lines in the plot). The results were analyzed by using both the k-NN and CAP
smoothed algorithms for the reconstruction of the interaction positions in the monolithic
absorber. As expected the better performance is provided by the CAP algorithm.
In Tab. 6.10 the spatial resolution values improved by applying the CGDR algorithm
are summarized, using the optimum values obtained for the parameters of the CAP algo-
rithm as determined earlier (nepp = 400, kCAP = 12). Spatial resolution values obtained for
both PMT granularities considered (256 channels directly from measured values, 64 chan-
nels obtained through a sum of each four adjacent PMT pixel performed by software) are
listed. These values will be later used to parametrize the spatial resolution in simulation
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Figure 6.44: From the data acquired with the LaBr3(Ce) crystal coupled to the H9500 PMT
using the collimated 137Cs source: (a) distribution of (400-1) light amplitudes measured for
a randomly chosen irradiation position and for a specific pixel and (b) resulting Gaussian
distribution of the pixel values replacing the “blank pixels” as determined via the CGDR
algorithm.
(a) (b)
Figure 6.45: From the data acquired with the LaBr3(Ce) crystal coupled to the H8500C
PMT using the collimated 137Cs source: (a) distribution of (400-1) light amplitudes mea-
sured for a randomly chosen irradiation position and for a specific pixel and (b) resulting
Gaussian distribution of the pixel values replacing the “blank pixels” as determined via
the CGDR algorithm.
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Figure 6.46: Comparison between the spatial resolution as a function of the photon energy
obtained for the LaBr3(Ce) scintillation crystal coupled to the H9500 PMT. Data were
corrected using the CGDR algorithm (solid lines) and the averaging method (dashed lines).
The data were evaluated using both the k-NN and the CAP algorithm. These results allow
to compare two PMT granularities: 256 and 64 PMT segments, the latter obtained by a
software summation of each four adjacent PMT hardware segments [270].
studies of an alternative Compton camera setup that includes the LaBr3(Ce) scintillator
coupled to the H9500 PMT as absorber component (see an example in Chap. 8).
# channels
Spatial resolution [mm]
662 keV 1173 keV 1332 keV
256 4.7(1) 3.2(1) 3.0(1)
64 (calc.) 4.2(1) 3.0(1) 2.9(1)
Table 6.10: Optimized spatial resolution obtained with the CAP algorithm for a LaBr3(Ce)
scintillation crystal coupled to the 256-fold segmented H9500 PMT, shown for different
PMT granularities considered, 256 and 64 channels, respectively, the latter created by
software. The values are specified for the three photon energies available from the colli-
mated photon sources.
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6.4.4 Results using a 64-fold segmented PMT
This section is dedicated to the spatial resolution results obtained from the reference li-
braries created with the (newly purchased) LaBr3(Ce) crystal coupled to the H8500C PMT.
Both 137Cs and 60Co libraries for this detector were acquired with the 1 mm collimation
opening for the radioactive source and a scanning pitch size of 0.5 mm.
As the scintillation crystal is different, the spatial resolution as a function of the k
parameter was checked again. Figure 6.47 shows the spatial resolution dependence on
kCAP , for data reconstructed using the CAP smoothed algorithm. Results for different
photon energies are depicted, showing the same trend which was already observed when
reconstructing the spatial resolution for the detector previously studied and presented in
the previous sections. The spatial resolution exhibits always better values when the photon
energy increases and the optimum value for kCAP was confirmed to be 12.
Figure 6.47: Spatial resolution as a function of the k value achieved with the k-NN
smoothed algorithm, for nepp = 400. Different photon energies are distinguished by the line
style and colour. Data were acquired using a LaBr3(Ce) crystal coupled to the H8500C
PMT.
The experimental uncertainties assigned to the spatial resolution results are calculated
as described in Sect. 6.4.1. Like the example in Fig. 6.41 which was shown for a 60Co
reference library measured with the 256-fold segmented PMT coupled to a LaBr3(Ce)
crystal, in Fig. 6.48 an example is depicted for the determination of uncertainties from
sub-groups of the library generated using the LaBr3(Ce) crystal coupled to the H8500C
PMT.
Even though better performance was demonstrated with the CAP algorithm, for com-
parison the spatial resolution of this detector was also evaluated using the k-NN algorithm.
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Figure 6.48: Example for the data basis leading to the determination of the experimental
uncertainties for the detector's spatial resolution, calculated from the distribution of spatial
resolution values obtained from subgroups of the reference library. In the plot the spatial
resolution as a function of kCAP is shown for library subgroups with nepp=100. Data are
extracted from the 137Cs reference library which was acquired with the LaBr3(Ce) crystal
coupled to the H8500C PMT.
In Fig. 6.49 the obtained results are shown as a function of the kk−NN parameter. kk−NN
= 1000 is confirmed to be the optimum parameter value.
As it can be concluded from Tab. 6.11, the CAP algorithm again demonstrates to
provide slightly improved performance for the reconstruction of the interaction position
of photon events and consequently improved spatial resolution results. For the spatial
resolution determination of the LaBr3(Ce) crystal coupled to the H8500C PMT, values
of 3.4(1) mm and 2.9(1) mm are achieved using the CAP smoothed algorithm for the
137Cs and 60Co photon energies (both 1.17 MeV and 1.33 MeV photopeak energies give the
same result), respectively. These optimized spatial resolution values can be used as input
parameters for the generation of simulated data (see an example of their usage in Chap.
8).
6.4 Spatial resolution of a monolithic LaBr3(Ce) scintillator 195
Figure 6.49: Spatial resolution as a function of the k value achieved with the CAP smoothed
algorithm, for nepp = 400. Different photon energies are distinguished by the line style and
colour. Data were acquired using the LaBr3(Ce) crystal coupled to the H8500C PMT.
Reconstruction algorithm
Spatial resolution [mm]
662 keV 1173 keV 1332 keV
k-NN (smoothed) 3.5(1) 3.0(1) 3.0(1)
CAP (smoothed) 3.4(1) 2.9(1) 2.9(1)
Table 6.11: Spatial resolution obtained with the LaBr3(Ce) crystal coupled to the H8500C
PMT. Results were achieved using both algorithms, k-NN and CAP. Values obtained at
different photon energies are listed.
After confirming the optimum k value for (either type of) the reconstruction algorithm,
and confirming as well the best performance achievable using the CAP algorithm, the
spatial resolution dependence on the nepp value could be evaluated for the LaBr3 (plus
H8500C PMT) data as well. Since the libraries for the LaBr3(Ce) crystal coupled to the
H8500C PMT were acquired by collecting nepp = 600 events per irradiation position, a
systematic study over increasing nepp values could be carried out. The values used for this
analysis range from 75 to 600 events per position, and for all of them the spatial resolution
was determined using the CAP algorithm with kCAP = 12. Depending on the nepp value
selected, the optimum value of kCAP can slightly vary. However, since this variation is only
marginal, for consistency all results are shown for a kCAP value of 12.
This study was performed in order to determine the minimum value of nepp required in
order to still obtain the best achievable value of the spatial resolution for a given detector
configuration. The more the nepp value could be reduced, the less computational effort is
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required when running the position reconstruction algorithm and the less time is needed
to acquire the complete reference library. Figure 6.50 shows such a dependence: spatial
resolution values obtained with a PMT granularity of 64 channels (acquired with a direct
measurement using the H8500C PMT (solid lines) and summed by software from the
experimental values acquired using the (256-fold segmented) H9500 PMT (dashed lines))
are included in the plot as a function of the number of events selected per irradiation
position. The curves are shown for the three photon energies accessible with the reference
libraries: 662 keV, 1173 keV and 1332 keV, respectively.
Figure 6.50: Spatial resolution at different photon energies as a function of nepp. Results
are plotted for a PMT granularity of 64 channels, from data acquired using the 64-fold
segmented H8500C PMT (solid line) and the 256-fold segmented H9500 PMT (dashed
line). From the latter the amplitudes from the segments were summed up by software in
order to create a 64-channel pixelation. The optimum value of kCAP = 12 was chosen for
each data set.
As it can be observed from the plot, the spatial resolution tends to improve with a higher
number of events per irradiation position used for the position reconstruction algorithm:
this effect can be correlated with the correspondingly higher statistics contained in the
library. Nevertheless, an onset of saturation of this curve is observed for nepp values larger
than about 300 for the 137Cs case and even more pronounced already beyond 200 events
for the 60Co case: within the experimental uncertainties, no significant improvement of
the spatial resolution is observed beyond those values. The energy-dependent difference
between the number of events recorded per position at which this saturation occurs may
be due to the fact that for lower photon energies there is a higher probability of scattering
in the detector, leading to a larger spread of the light.
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The overall best spatial resolution found for the LaBr3(Ce) detector whose results are
presented in the current section is 2.9(1) mm measured at 1.17 MeV and 1.33 MeV, using
a reference library containing 400 events per position. As it can be seen from Fig. 6.50,
these results are in agreement or even better than the ones previously obtained with the
same PMT granularity (realized by software, see Fig. 6.38), and displayed in Fig. 6.51
with dashed lines.
These results represent a big step forward towards the envisaged direction for future
upgrades of the Compton camera prototype: this will permit the reduction of the readout
complexity of the system while still maintaining its performance.
Figure 6.51: Spatial resolution as a function of the photon energy. The results from the
data set with a PMT granularity of 64 channels, obtained experimentally using the H8500C
PMT (orange solid line) or by software summation of four adjacent channels from the H9500
PMT (green dashed line) are shown. All data originate from reference libraries which were
acquired with a 1 mm collimator, a 0.5 mm scan pich size and the optimum value of kCAP
= 12, for nepp = 400. The horizontal red dashed line denotes the design goal of 3 mm
from the initial simulation studies performed for the Compton camera prototype design.
The elliptical area indicates the energy range which is of interest in prompt-γ imaging for
hadron therapy.
Finally, Fig. 6.51 shows the best spatial resolution obtained for both detectors under
study as a function of the incident photon energy. For these results the following parameters
were chosen: a PMT granularity of 64 channels, 1 mm collimation opening, 0.5 mm scan
pitch size. The CAP algorithm was used with nepp = 400 and kCAP = 12. As observed
before, the spatial resolution improves with an increasing photon energy, reaching a value
of 2.9(1) mm, which is the same, within the uncertainties, for both 60Co energy peaks and
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for both detector scenarios considered. The first observation can be commented by the
fact that the two 60Co photon energies are rather close to each other, making considerable
difference of the spatial resolution rather unlikely. Concerning the second observation,
the difference between the results from the two PMT scenarios may be smaller at higher
energies because of the light yield, generating more statistics at higher energies. The
light statistics can also be a reason for the improved spatial resolution values obtained
when coupling the LaBr3(Ce) crystal to a 64-fold segmented PMT rather than a 256-fold
segmented PMT, whose pixels size are, respectively, 6 mm and 3 mm.
The horizontal red dashed line which is drawn in Fig. 6.51 indicates the design goal
which, from simulations previously performed (see Fig. 4.7), corresponds to a spatial
resolution of the whole Compton camera of 2◦ [121]. This goal was already achieved at
1.3 MeV photon energy with the improved results coming from the data acquired with
the LaBr3(Ce) crystal coupled to the H9500 PMT (see Sect. 6.4.3), when introducing the
CGDR algorithm and artificially creating by software a 64-channel PMT granularity.
With the LaBr3(Ce) scintillation crystal read out by a 64-fold segmented PMT (H8500C
from Hamamatsu), this goal was achieved for both photopeaks energies from the 60Co
source (1.17 MeV and 1.33 MeV). Although higher photon energies cannot presently be
tested, the trend of the spatial resolution suggests an improvement, or at least similar
values achievable within their uncertainties, with a further increasing photon energy. The
creation of a reference library requires a highly collimated γ source, having a S/N ratio
which would allow for the measurement of the library in a reasonable time. Since oﬄine
photon calibration sources do not exist at energies within the energy range of interest for γ
imaging in hadron therapy, this collimated beam has to be created accelerator-based large
scale facilities. This measurement may become possible at the upcoming γ-beam facility
of the Extreme Light Infrastructure-Nuclear Physics (ELI-NP) facility at Bucharest [271],
which will become operational in almost two years.
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6.4.5 Algorithm optimization
The photon interaction position reconstruction algorithm extensively described in the pre-
vious sections gives satisfactory results in terms of achievable spatial resolution for mono-
lithic scintillator crystals. However, the time required to perform the reconstruction of the
interaction positions with the k-NN algorithm is quite extensive: a speed optimization of
the algorithm is needed in view of the time requirements of a possible future application of
the Compton camera prototype in real-time. The most time consuming part of the process
pursued for the spatial resolution determination (or the reconstruction of unknown photon
interaction positions), based on the k-NN method, is the event-wise comparison with the
extensive reference library. Reference libraries are composed of
npos × nepp (6.19)
events which, in order to determine the (x,y) coordinates of the calculated interaction
position, have to be compared to each other. This creates a number of mandatory compar-
isons of the order of 1010. Furthermore, it should be considered that each event consists
of a 2D light amplitude distribution, whose size depends on the PMT segmentation: this
corresponds to 256 or 64 channels, which are arranged in a 16× 16 or 8× 8 matrix.
Considering the amount of data contained in a reference library, performing this huge
amount of comparisons to determine the spatial resolution requires a considerable amount
of memory (of the order of 102 GB). The processes are therefore sent to run on a multi-
node cluster, which can provide a significantly higher memory than a single computer
station. The process has to be split into different jobs (normally chosen to be around 100):
considering the most ideal situation in which those would run all at the same time, the
calculation of the (x,y) coordinates of all interaction positions which has to be compared
during the execution of the “leave-one-out” method takes around 6 hours for a reference
library acquired with a 64-fold PMT and around 18 hours for a reference library acquired
with a 256-channel PMT. For both cases this time refers to a library containing 400 events
per position. This corresponds to a time of ∼ 2 s per irradiation position for the first case
and ∼ 6 s per position for the second case.
The time (and memory) consuming process is thus the weak point of the algorithm.
Effort is being put in this direction in order to find a solution which works in the direction
of the desired real-time application of the Compton camera prototype.
As a first step, an integrated software platform was developed, whose schematical work-
flow procedure can be found on the right side of Fig. 6.52. On the left side of the proto-
typical error histogram, the standard procedure is schematically shown. In the standard
procedure, most of the memory required is due to the fact that all data have to be con-
verted into MATLAB format, which takes care of the preprocessing of the data and then
sends them to the (C++ - based) core of the algorithm which performs the event-wise
comparison. The postprocessing of the data and the creation of the error histogram from
which the spatial resolution is derived are again handled by MATLAB.
After having demonstrated that a minimum amount of events per position (> 300)
is necessary in order to maintain the same spatial resolution performance, the integrated
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Figure 6.52: Scheme of the standard procedure which was used when running the k-NN
algorithm (left, boxes in light blue) and the procedure used within the new platform which
was implemented (right, boxes in darker blue) [272].
software platform mentioned above was developed with the idea of reducing processing time
and memory consumption by the reconstruction algorithm. The main change which was
applied is the data format, which, instead of being adapted for MATLAB, were converted to
binary files from the initially acquired ASCII files. This enabled a drastic reduction of the
memory requirement by about two orders of magnitude (from 102 GB to 1 GB), therefore
allowing to run the reconstruction process without the need of high performance computers
(HPCcluster) and to pursue a more automatic procedure. However, no significant change
in the run time of the algorithm could be obtained.
In the meanwhile the structure of the data was carefully analyzed and there appear
new perspectives to use, for example, Deep learning or Artificial Neural Network methods,
which are already in use for similar applications [273]. The largest reference library, which
was acquired for the LaBr3(Ce) crystal coupled to the H8500C PMT and which contains
600 events per position, will be used for first attempts in this direction, since a large
fraction of the available data are needed for the training part of such networks. First steps
in this direction are being performed, but are not part of this PhD thesis.
CHAPTER 7
Online Compton camera characterization using the new readout
system
The detection of multi-MeV prompt γ rays is the key objective when using a Compton
camera detector arrangement for ion beam range verification (see Sect. 1.3.3). This chapter
presents a characterization of the LMU Compton camera, which was performed at the
MLL Tandem accelerator (Maier-Leibnitz-Laboratorium, Garching [274]) with a 20 MeV
proton beam and a 20 MeV pulsed deuteron beam. In both scenarios the beam was
hitting either a water or a PMMA target, in order to induce the production of prompt-γ
radiation by nuclear reactions between the beam and the target. The aim is to present a
characterization of the detector components of the Compton camera prototype at the high
photon energy range of interest (between 3 and 6 MeV) using the new signal processing and
readout system. The initial goal was to obtain energy and position information from both
components in order to perform the image reconstruction of the prompt-γ initial source
position as well. However, as it will be reminded, the validation tests with the new signal
processing modules revealed a previously hidden issue with the implantation profile of the
silicon detectors that on one hand perspectively clearly pointed to the need of implementing
a considerably revised version of the double-sided strip detectors, while as an immediate
workaround forced to come up with an improvised arrangement of scatter detectors as will
be shown in the following chapter. Therefore the goal of the online measurements was
reduced to assessing the performance of the new electronics, rather than already providing
data for photon source image reconstruction, which could not reasonably be performed with
the improvised scatter detector arrangement and which will be subject of the continuation
of the project upon the availability of a new generation of silicon detectors.
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7.1 Mechanical setup
Since the DSSSD layers had to be enclosed inside a light tight metallic box, all detec-
tors were mounted inside a Faraday cage with specific relative distances that reflects the
Compton camera specifications defined by the simulation studies in [121]. As the power
consumption of the frontend electronics causes a considerable temperature rise inside the
box, a system which controls the temperature is required. In Fig. 7.1 the photographs of
the (a) initial and (b) newly upgraded design of the Compton camera Faraday cage are
shown. The initial box was made of copper-cladded PCB material and, in order to avoid
a constant increase of the temperature inside the box, a ventilation fan unit was installed
(see 6© in Fig. 7.1(a)), while the temperature was remotely controlled using thermal sen-
sors (PT-104 from Picotech [275]). However, during online measurements the temperature
could still easily reach values around 30◦ [139]. Since the ambient temperature directly
correlates to the dark current flowing in the silicon detectors (by the relation which was
shown in Eq. (3.9)), a new solution was designed (the mechanical layout can be found in
App. C) and implemented. Figure 7.1(b) shows the newly designed Faraday cage for the
Compton camera prototype, which was used during the online measurements at the Tan-
dem accelerator presented in this chapter. Aluminum plates with a thickness of 8 mm were
used instead of copper-plated PCB material (with a thickness of 2 mm) of the previous
copper box.
As it can be seen from the photograph in Fig. 7.1(b), the new cage is composed of six
aluminum plates screwed to a supporting frame from standard profile bars. The entrance
window 4© was again made of a standard aluminum foil with a thickness of 15 µm, and
the active compressor cooling device (from Fuhrmeister GmbH, [276]) was mounted on one
side of the cage.
Figure 7.2 shows (a) the temperature registered by the two temperature sensors mounted
inside the cage, the first one in the front part close to the DSSSD modules (sensor 1) and
the other in the back part close to the absorber detector (sensor 2). The temperature and
dark current values were registered during the first 40 minutes of operation of the camera
fully mounted with its frontend readout system. The trend shows a decrease of the dark
current by about a factor of two every 7◦C of the decreasing temperature, with an end
temperature value selected via the active cooling device. It can be seen from Fig. 7.2(a)
that the temperature change in the Faraday cage occurs in a similar way in the front as
in the back part of the cage, thus avoiding unfavorable temperature gradients inside the
detector housing. When the ion beam is sent to the target, the detectors are collecting
signal charge from the incident photons (generated by nuclear reactions between the ion
beam and the water or PMMA target), and thus the DSSSDs' dark current may increase
by a factor of 2. However, the trend as a function of the temperature is maintained.
Although conscious of the limitations imposed by the DSSSD modules, the noise level
acquired from the p- and the n-side of the scatter layers was evaluated with the new readout
system based on the MMR frontend boards. The result was not satisfactory with regard
to the n-side performance: the FWHM of the noise peak was, at operational voltage, 4
keV on the p-side and almost 70 keV on the n-side (the difference was even larger than the
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(a)
(b)
Figure 7.1: Photographs of the Compton camera prototype inside a (light tight) Faraday
cage and mounted at a beamline of the Maier-Leibnitz-Laboratorium (MLL) in Garching
during beam times at the local Tandem accelerator. Two generations of the Faraday cage
2© are shown in (a) the initial and (b) the upgraded new design. The whole camera setup
is supported by a movable and height-adjustable support stand 5©. The beam line 1©
is parallel to the aluminum entrance window 4© of the cage, which separates the (water
or PMMA) target 3© and the detectors mounted inside the cage. In the new design the
initially used ventilation fan unit 6© (a) was replaced by an active compressor-based cooling
device 6© (b).
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(a) (b)
Figure 7.2: Plots showing (a) the temperature registered in the Compton camera cage by
the two thermal sensors placed inside (sensor 1 in the front part and sensor 2 in the back
part) and (b) the related dark current in all six DSSSD modules, in the time frame of the
first 40 minutes after the device starts to cool down the cage volume.
one observed with the initial Gassiplex-based readout system [139], since the new MMR
modules allowed to reach an even lower noise level on the p-side of the detector). This led
to the final conclusion that even with the upgraded readout system, adapted to positive and
negative signals, the limitations imposed by the low interstrip resistance on the DSSSD
n-side prevents the acquisition of low-energy signals emerging from Compton-scattered
recoil electrons signals from the n-side of the scatter detectors. Thus a temporary and
improvised workaround had to be used in the online measurements to be able to assess the
rate capability and trigger performance of the new electronics.
In Fig. 7.3 the detectors arrangement used during the online measurements performed
at the Tandem accelerator is depicted. The detectors were mounted inside the Compton
camera Faraday cage which was described above.
This solution had to be chosen as an improvised solution due to the already discussed n-
side deficits of the present 0.5 mm DSSSD modules. While this inhomogeneous improvised
setup foreseeably prevented an attempt of tracking and image reconstruction, it neverthe-
less allowed for a validation of the fully upgraded new readout system at the prompt-γ ray
energies of interest. In Fig. 7.3, seen from the position of the target, two (1 mm thick)
DSSSD modules were mounted (1,2), 10 mm apart from each other and 50 mm from the
target. These detectors had an active area of 40 × 40 mm2 and a pitch size of 1 mm, which
provides a total of 40 strips per side from each detector. They were placed as first scatter
layers behind the target in order to increase the probability of generating events in Comp-
ton coincidence between the absorber and the subsequent “standard” DSSSD layers with
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Figure 7.3: Detector arrangement used for the online measurements performed at the
Garching Tandem accelerator. From the target perspective, two standard DSSSD modules
with a thickness of 1 mm (1,2 from Micron [193]) were placed, followed by 4 layers of
DSSSD with a thickness of 0.5 mm (3+4, 5+6 from CiS [191], both pairs rotated by 90
degrees against each other). The absorber (7) completed the camera setup at the end. See
text for more details.
a thickness of 0.5 mm. While these detectors have a smaller field of view and a different
pitch size than the “standard” Compton camera modules, and as such prevent a consistent
tracking analysis, they were nevertheless useful for a validation of the upgraded system,
as it will be shown later. The 0.5 mm thick DSSSD detectors, which are indicated as no.
3,4,5,6 in Fig. 7.3, were placed behind the two 1 mm detectors. Trying to overcome the
problem with the n-side noise level, they were placed in two pairs of detectors (3+4, 5+6),
where the second detector of each pair was rotated by 90◦ with respect to the first one: the
idea was to read out only the “good” p-strip signals and obtain the interaction position
by considering one pair of DSSSD modules as one detector unit. Furthermore, the two
detectors were placed facing each other with the same (p- or n-) side, in order to avoid the
creation of an electric field in-between them. The mechanically feasible distances between
these DSSSD modules did not correspond to the desired ones from the previous simulation
studies (see Sect. 4.2): the DSSSD modules within the same detector pair had a relative
distance of 11 mm, while the two detector pairs were spaced with a relative distance of 15
mm to the other detector pair and to the preceding 1 mm thick detector. The distance
between the DSSSD layer facing the absorber component and the absorber itself could be
maintained to 35 mm as required by the camera design.
7.2 Rate performance
With the introduction of the powerful VME-based SiS3153 controller (Struck Innovative
Systeme, [229]) and the new mvme DAQ software (see Sect. 5.3.2), the data acquisition
rate could be substantially improved.
Table 7.1 and 7.2 show data rates which could be achieved with the “old” and “new”
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readout and data acquisition systems during online measurements at the MLL Tandem
accelerator in Garching. Additionally, the data acquisition with the MMR readout system
could for the first time be performed by selecting the scatter component as trigger for
the camera system, thus allowing for a drastically higher ratio of events registered in
Compton coincidence. Data were acquired by detecting γ-rays generated from the nuclear
interactions between a 20 MeV proton beam and a water or PMMA target. The proton
beam current was varied and the data rates achieved by using the two readout systems are
compared.
In Tab. 7.1 data rates achieved with the Marabou data acquisition system and the
DSSSD signals processed by the Gassiplex-based frontend boards are shown for proto-
typically selected proton beam currents. The trigger could be set only on the absorber
Beam current Free rate [Hz] Accepted rate [Hz] Trigger
500 pA ∼ 1.5 k 1 k absorber
1.5 nA ∼ 15 k 1.1 k absorber
Table 7.1: Data acquisition rates for different beam currents. The signal processing for the
DSSSD detectors was based on the Gassiplex readout system and the data acquisition was
based on the VME-based RIO-3 PPC controlled by the Marabou DAQ software.
component, whose trigger signals besides predominantly consisting of non-scattered pri-
mary photon also include the ones originating from the LaBr3(Ce) internal radioactivity,
leading to a considerable part of the recorded events not being in coincidence with the
scatter detector layers. Furthermore, it can be observed that the dead time related to
this acquisition mode is considerably large, since in all cases a maximum data rate in
the order of 1 kHz could not be exceeded. In Table 7.2 data rates obtained from online
Beam current Free rate [Hz] Accepted rate [Hz] Trigger Data rate [MB/s]
200 pA ∼ 5 k ∼ 5 k scatterers 0.5
300 pA ∼ 6 k ∼ 6 k scatterers 0.6
400 pA ∼ 9 k ∼ 9 k scatterers 1.2
2 nA ∼ 50 k ∼ 38 k scatterers 8
Table 7.2: Data acquisition rates for different beam currents. The signal processing for
the DSSSD detectors was performed with the MMR boards and the data acquisition was
based on the VME SiS3153 operated via the mvme DAQ software.
measurements using the upgraded readout and data acquisition system are listed. Two
main improvements can be highlighted: the trigger derived from the scatter component
of the camera system allowed to avoid the acquisition of those events which were related
to the internal radioactivity of the absorber component. Furthermore, as the scattering
layers provide a total of ∼ 1.5% scattering probability, the system trigger derived from
these events allowed to drastically increase the number of events in coincidence with the
absorber component. Due to the SiS3153 VME controller, which provides in its present
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configuration a data transfer capability of up to 35 MB/s, the reachable data acquisition
rate could also be improved by one order of magnitude. This, together with the scatterer's
triggering capability, allowed for an overall data quality improvement by up to three orders
of magnitude.
7.3 Energy deposition in the scatterer layers
Figure 7.4 shows the front view of the mechanical setup for the DSSSD layers and their
signal processing electronics, which were mounted inside the aluminum Faraday cage dur-
ing the online measurements. The Compton camera cage was placed on a movable and
height-adjustable support stand in order to fix the height of the entrance window, which
corresponds to the detectors area, to the height of the target (water or PMMA) hit by the
beam (175 cm).
Figure 7.4: Mechanical setup of the DSSSD modules whose signals were preocessed by
the MMR frontend boards during online measurements at the MLL Tandem accelerator
in Garching. In the front the beamline extension with the end flange carrying the Kapton
exit window is visible.
In order to validate the use of the readout electronics based on the MMR frontend
boards for the signals from the DSSSD detectors, a 20 MeV proton beam was used. A
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simulation study for the Compton camera was performed in [185]: from prompt γ-rays
generated by nuclear reactions between a proton beam and a water target an energy depo-
sition in the scatterer layers can be expected as it is depicted in Fig. 7.5(a). The impinging
photons are generating, via their interactions with the DSSSD layers, Compton scattered
electrons, which are then releasing their energy in the silicon detectors.
(a) (b)
Figure 7.5: Energy deposition from Compton-scattered electrons in the scatterer layers.
Data in (a) were simulated from a scenario in which a proton beam was hitting a water
target and the prompt γ-rays generated by nuclear reactions between beam and target
were detected by the Compton camera [185]. Data in (b) were acquired experimentally
from the p-side strips of the DSSSD layers at the OncoRay facility in Dresden [99] with
a 160 MeV proton beam hitting a water target. The detector numbering starts from the
target side.
From the energy spectra it can be observed that the energy deposition is concentrated
around a value of ∼ 140 keV and the intensity of recorded signals is increasing across
the stack of scattering layers in ascending order towards the absorber component of the
camera (which in this scenario is triggering the data acquisition). These results were
already compared to experimental data: in Fig. 7.5(b) the energy deposition layers in all
six DSSSD scatterers is depicted. The signals recorded were generated by prompt γ-rays
which were produced by a 160 MeV proton beam hitting a water target.
Since the energy resolution which can be obtained with the DSSSD detectors does not
allow for a reliable energy calibration at the low electron energies of interest (the energy
resolution could be evaluated at high energies, using a triple α-source, see Sect. 6.1.2), the
energy deposition acquired experimentally in the DSSSD layers was quantified based on
the simulation data [185] and is thus shown here expressed in ADC channels.
In order to validate the new readout electronics based on the MMR frontend boards,
measurements were performed by detecting the prompt γ-rays generated by the nuclear
interactions between a 20 MeV proton and deuteron beam (with a selected beam current
of 0.2 nA) and a water target. The generated prompt gammas cover the same energy
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range of the photons which were generated in the measurement using a clinical proton
beam energy as shown in Fig. 7.5(b) and the energy deposition in the scatter layers is thus
expected to reflect the same energy range. Since the energy spectra displayed in Fig. 7.6
and 7.7 were acquired in a measurement where the detectors were arranged as in the setup
sketched in Fig. 7.3 (and not according to the “standard” Compton camera arrangement
as underlying the data shown in Fig. 7.5(a) and the experimental data in 7.5(b)), only
spectra from strips prototypically selected in the center area of the detectors are shown in
Fig. 7.6 and 7.7, with the aim of proving a validation of the new readout electronics for n-
and p-side strips of the DSSSD detectors.
(a) (b)
Figure 7.6: Energy deposition in the p-side strips of the 0.5 mm thick DSSSD detector.
(a) Combined view showing the energy deposition of all the 64 p-strips processed by one
MMR board and (b) energy spectra of one prototypically selected p-strip located in the
central area of the detector.
Figure 7.6(b) shows the energy deposition on a strip on the p-side of one of the 0.5 mm
thick DSSSD modules from CiS (layer 6 from the setup in Fig. 7.3); the strips on the n-side
of the same detector were not read out for the reasons previously explained. Figure 7.7(c)
and (e) show the energy spectra of prototypically chosen strips on the p-side and n-side
of layer 2 (which has a thickness of 1 mm) from the setup in Fig. 7.3, respectively. The
related 2D combined energy plots are also shown in Fig. 7.7(b) and (d), demonstrating a
consistent energy deposition in all the strips of the 1 mm DSSSD detector, on the p- and
n-side, respectively. As a further proof, in Fig. 7.7(a) is depicted a 2D correlation plot
between the energy recorded on the p- and on the n-side of the 1 mm thick detector, thus
showing events in coincidence between p- and n-strips. The MMR frontend boards could
therefore be successfully validated for the readout of both positive and negative signals
from a DSSSD detector.




Figure 7.7: Energy deposition in the 1 mm thick DSSSD detector. (a) 2D correlation
plot between the energy recorded on the p- and n-side of the 1 mm thick detector which
shows the coincidence between p- and n-strips. (b) Combined view of all the p-strip signals
and (c) energy spectrum of a prototypically selected p-strip from the central region of the
detector area. (d) and (e) refer to the same information as in (a) and (b), but for the
n-side of the detector. The data were acquired during a measurement with a 20 MeV
pulsed deuteron beam.
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7.4 Scintillator performance at high energies
This section is dedicated to the performance validation of the MMR readout system, here in
the version adapted to the PMT signals of the absorber component. As they are (besides
the spatial information) the two essential sources of information in a Compton camera
system, energy and time responses were evaluated during online measurements at the high
prompt γ-ray energies of interest.
7.4.1 Energy information
In order to validate the new signal processing and data acquisition system for the readout
of PMT signals as well, firstly the energy information recorded by the absorber component
at the high energies of interest was evaluated. The detected prompt γ-rays were generated
from the irradiation of a small cylindrical water target (4 cm diameter, 3.5 cm height) and a
small PMMA target (2.5 × 2 × 1 cm3) with a 20 MeV proton beam (and a beam current at
the last cup of 0.2 nA) at the MLL Tandem accelerator in Garching. Since the MMR board
is processing the 64 signal channels from the individual pixels of the multi-anode PMT,
in order to obtain information on the total energy deposited in the detector and analyse
its energy spectra, a gain matching correction step was applied together with the PMT
non-uniformity map adjustment of the pixels signals. The 64 signals were then summed
up. In the H8500C PMT and H12700A-10 PMT cases the signals processed correspond to
the 64-fold pixelation of the PMT, while in the H9500 PMT case each adjacent four of the
initial 256-channels from the PMT segmentation were summed up through the use of an
adapter board (see Sect. 5.2.2).
In order to permit the acquisition of signals in the prompt-gamma energy range of
interest, the operational high voltage (HV) of each PMT was adjusted during the online
measurements with the 20 MeV proton beam. Since the signals from the PMT increase
their amplitude with increasing HV applied (within a defined range of values, which in
this case is between -750 V and -1100 V), the HV was selected in order to acquire signals
from impinging photons with an energy ranging up to ∼ 8 MeV. Table 7.3 summarizes the
operational HV values, which were chosen for the three studied PMTs for their operation
at prompt γ-ray energies.
Detector operational HV
LaBr3(Ce) + H9500 -860 V
LaBr3(Ce) + H8500C -780 V
CeBr3 + H12700A-10 -900 V
Table 7.3: Operational high voltage applied to the different scintillation detectors. The
HV was optimized for the acquisition of photons in the range of high energies of interest.
The energy spectra obtained from the detection of prompt gammas generated by nuclear
reactions between the 20 MeV proton beam and (a) a water or (b) a PMMA target are
212 7. Online Compton camera characterization
depicted in Fig. 7.8(a), (b) and Fig. 7.8(c), (d) for the LaBr3(Ce) and the CeBr3 detectors,
respectively. The energy spectra are shown in the energy range from 3 MeV to 7 MeV, as
this is the range of interest for the detection of prompt γ-rays.
(a) (b)
(c) (d)
Figure 7.8: Energy spectra at high energies for the LaBr3(Ce) crystal read out by the
H8500C PMT. The photons registered were generated by the interaction of a 20 MeV pro-
ton beam with a (a) water target and (b) PMMA target. The spectra of the CeBr3 crystal
read out by the H12700A-10 PMT are shown as well, for registered photons generated from
the interaction of a 20 MeV proton beam with a (c) water target and (d) PMMA target.
The gamma-rays coming from the carbon and oxygen group are visible in all the energy
spectra presented in Fig. 7.8, in an amount which relates to the phantom composition,
since the production intensity of prompt γ-rays from particular excited nuclei strongly
depends on their initial concentration in the irradiated target material. For the scenario
in which the proton beam was irradiating a water target, the (high-energy) component
of the prompt γ ray spectrum is dominated by the 6.129 MeV transition (plus its single-
and double-escape peaks) emitted from the ground-state de-excitation of the 3− state
of 16O∗. In this target scenario, the 4.4 MeV photons from excited 12C nuclei are only
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generated after a fragmentation reaction of 16O. Due to the higher concentration of carbon
in PMMA rather than in water, the main component in this scenario is the 4.439 MeV
peak, emitted during the de-excitation of the 12C∗ from inelastic (p,pγ) collisions. Together
with the 4.439 MeV peak, the single- and double-peaks are also present in the spectra.
The energy resolution performance which were obtained from these measurements at high
photon energies revealed a consistent trend from the LaBr3(Ce) detector to the CeBr3
detector values. The degradation in energy resolution was in the order of ∼ 1%, thus
maintaining the trend already observed at lower energies from laboratory sources (see Sect.
6.2.2). This is a further confirmation of the possibility of replacement of the LaBr3(Ce)
scintillation material with the more cost-effective CeBr3 crystal.
7.4.2 Timing information
The evaluation of the timing performance of the absorber, which is the fastest component of
the Compton camera prototype, is essential in order to allow for a γ-neutron discrimination,
which can enable a reduction of the background. The Time-to-Digital converter module
(MTDC-32, Mesytec [237]), previously tested with the “old” readout system [139], was
included in the new readout system and related DAQ software. The performance was
evaluated with both the LaBr3(Ce) and the CeBr3 scintillation detectors.
In order to validate the timing performance of the absorber detector with the upgraded
readout system, online measurements were performed at the MLL Tandem accelerator in
Garching, using a 20 MeV pulsed deuteron beam. The beam current was set to 0.2 nA as
in the previous measurements presented in this chapter. The deuteron beam pulse period
was selected to be 1.6 µs, while the width of every pulse was tuned to be 2.5 ns, thus short
enough to allow for a γ-neutron discrimination. The radio frequency (RF) signal of the
accelerator pulsing system was used as Common Stop signal for the timing measurement,
while the start signal was derived from the PMT sum dynode of the LaBr3(Ce) scintilla-
tor. The time interval between the start and stop signals was digitized by the MTDC-32
module with a resolution of 31.3 ps per channel. This allowed on one side for a sufficient
time resolution and on the other side for the coverage of a 4 µs wide range, which could
accommodate for a full time time-of-flight cycle of the 1.6 µs pulsed beam. Since the eval-
uation was performed for the absorber component of the camera, the trigger of the system
was set to the signals from the 64 PMT single pixels which were processed by the MMR
frontend board and collected by the VMMR receiver.
The experimental setups used during the time-of-flight measurements are illustrated in
Fig. 7.9: the detector was placed (a) under 90◦ with respect to the deuteron beam path at
a distance of 21 cm from the irradiated water phantom and (b) under 30◦ with respect to
the deuteron beam path at a distance of 200 cm from the irradiated water phantom. Data
were acquired in both scenarios in order to observe the different neutrons component as a
function of their travelling distance.
Time-of-flight spectra measured in different scenarios and with different scintillation
detectors are shown in Fig. 7.10. Panel (a) and (b) refer to the scenario depicted in Fig.
7.9(b), in which the detector was placed relatively close to the target and thus to the beam
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Figure 7.9: Illustrative sketch of the experimental setup at the MLL Tandem accelerator
used during the time-of-flight measurement, aimed to validate the use of the Time-to-
Digital converter module integrated in the new signal processing and data acquisition
system. The LaBr3(Ce) (or CeBr3) scintillator was placed (a) under 30
◦ with respect to
the beam line and 200 cm far from the water phantom, (b) under 90◦ with respect to
the beam line and 20 cm far from the water phantom. The water phantom was mounted
directly in front of the beam exit window, made of a 30 µm Kapton foil, through which
the deuteron beam left the vacuum.
line exit window. The time spectra were acquired with (a) the LaBr3(Ce) coupled to the
H9500 PMT and with (b) the CeBr3 coupled to the H12700A-10 PMT and accumulated for
30 and 10 minutes, respectively. The shape of the prompt peak reflects the pulse structure
of the deuteron beam, whose width of 2.5 ns is also reflected in the spectra in Fig. 7.9.
The tail which can be observed in the falling edge region of the peak relates to the neutron
component, which in this scenario does not present a strong separation from the prompt
peak, since the travelling distance for the neutrons was only 21 cm. The plots are shown
in logarithmic scale in order to highlight the neutron background component which can be
subtracted with the use of the timing information.
Panel (c) and (d) in Fig. 7.10 show time spectra for the scenario whose sketch was
depicted in Fig. 7.9: the detector was placed at 30◦ with respect to the deuteron beam
path, at 200 cm from the water target from which the prompt gammas are emitted. The
time spectra in this scenario were acquired for the LaBr3(Ce) scintillation crystal coupled to
(c) the H9500 PMT and and (d) the H8500C PMT, and accumulated for 20 and 30 minutes,
respectively. Given the longer distance between the detector and the water target, the tail
on the falling edge region is in this case more composite, since the “big” tail due to the
delayed neutrons is now preceded by a smaller tail which can be caused by delayed photons
having a certain transit time. Furthermore, it can be observed that the neutron component
has a time-of-flight peaking at about 5 ns for the scenario sketched in Fig. 7.9(b) and at
about 50 ns for the scenario in Fig. 7.9(a). This nicely reflects the flight time of the fastest
neutrons with the full beam velocity, recoiling from an inelastic proton collision. This can
be verified with the following formula [277]:
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(a) (b)
(c) (d)
Figure 7.10: Time-of-flight spectra measured with a 20 MeV pulsed deuteron beam, using a
LaBr3(Ce) and a CeBr3 scintillators. Panel (a) and (b) indicate the case in which the LaBr3
coupled to the H9500 PMT and the CeBr3 coupled to the H12700A-10 PMT, respectively,
were placed close to the beam line, like depicted in Fig. 7.9(b). Panel (c) and (d) refer
to the case in which the LaBr3(Ce) scintillation crystal, coupled to the H9500 PMT and
H8500C PMT, respectively, was placed 200 cm from the water phantom at an angle of 30◦
(like in Fig. 7.9(a)).
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where β = v
c
represents the particle velocity in units of speed of light c, E is the particle
beam energy, while A represents the mass number of the particle (2 for deuterons). The
parameter β amounts to 0.145 for E = 20 MeV, which then results in a velocity of 4.35
cm/ns. Considering the 21 cm and 200 cm distances chosen between the detector and the
beam exit, the time required by the fastest neutrons to reach the detector is, respectively,
5 ns and 46 ns, in agreement with the measured values.
In order to evaluate its physical consistency, the correlation of the acquired time spectra
with the energy signals registered in the detector and obtained from the software summa-
tion of the signals from the PMT pixels (processed by the MMR board), a prototypically
selected scenario is shown in Fig. 7.11. The measured time-of-flight spectrum in corre-
lation with the energy signals registered is shown for the LaBr3(Ce) scintillation crystal
coupled to the H9500 PMT, placed at 21 cm from the beam exit window (scenario as in
Fig. 7.9(b)).
Figure 7.11: Correlation plot between the time-of-flight and energy signals registered in
the LaBr3(Ce) scintillation crystal coupled to the H9500 PMT. The measurement refer to
a configuration like in Fig. 7.9(b) in which a 20 MeV pulsed deuteron beam was hitting a
water target.
In the low-energy region, e.g. below 600 keV, the separation of fast and slow com-
ponents is blurred mainly due to the contribution of the continuously emitted 511 keV γ
rays and their corresponding Compton continuum. This originates during the annihilation
process of the short-lived isotopes, such as 15O (t1/2 = 2.04 min) and
11C (t1/2 = 20.39min)
which happens online. In the high-energy region, which is the one of interest in prompt
γ-ray imaging, the separation between fast and slow components is definitely more sharply
defined. This allows for obtaining a “cleaner” situation when performing γ-neutron dis-
crimination, which was demonstrated to be achievable with both LaBr3(Ce) and CeBr3




The online characterization of the Compton camera, with the use of the new signal pro-
cessing and data acquisition system, was presented in this chapter. The energy and time
performance for the absorber component of the camera was validated at the multi-MeV
energies of interest for the prompt gammas. The upgraded readout system for the scat-
ter component of the camera was demonstrated to successfully process signals from the
DSSSD detectors with both polarities. This improvement step allowed for the first time to
trigger on the signals from the scatter component, thus improving by about three orders of
magnitude the ratio of events in coincidence between the camera components. Although
the Compton imaging performance could not be evaluated by tracking the scatter position
due to the restrictions imposed by the implantation profiles of the DSSSD components,
the Compton camera system was demonstrated to provide good performance at the high-
energy range of interest and thus be ready for a full operation as soon as a revised version
of DSSSD detectors will be available.
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CHAPTER 8
An alternative scatterer component for the Compton camera system
In this chapter an alternative Compton camera setup, based on γ tracking, will be intro-
duced. The system has been evaluated within the framework of the International Open
Laboratory (IOL) collaboration with the group of Dr. Taiga Yamaya from the National
Institute of Radiological Sciences at the National Institutes for Quantum and Radiological
Science and Technology (QST-NIRS), Chiba, Japan [278]. The study for the alternative
Compton camera setup is presented, with first laboratory tests including an analysis for
the photon source image reconstruction and a benchmarking simulation study.
8.1 The detector components
The detector used as scatter component of the evaluated camera was provided by the
group from QST-NIRS and consists of a segmented array of 22×22 individual GAGG
(Gd3Al2Ga3O12(Ce)) scintillation crystals (each 0.9×0.9×6 mm3) coupled, using an RTV
sheet (Shin-Etsu Chemical., KE420 [279]) as light guide, to an MPPC SiPM array (Hama-
matsu S13361-3050AE-08, total area 25.8×25.8 mm2, 8×8 channels, 3584 pixel/ch., pixel
pitch = 50 µm [140]). Whereas for the Compton camera prototype being developed at
LMU in Munich the idea is to use several layers of scatter detectors in order to make use
of the e−-tracking capability, for the setup presented in this chapter we opted for one sin-
gle layer acting as scatter component for a prompt-gamma imaging based on γ-tracking.
However, in order to realize a sufficiently large scattering probability and record enough
data in Compton scattering coincidence mode, the scatter layer of this setup is thicker
compared to the DSSSD layers presented in the previous chapters. For comparison, their
chosen thicknesses, their atomic numbers, densities and mass attenuation coefficients are
summarized in Tab. 8.1. The listed mass attenuation coefficient values for silicon [148] and
GAGG [280] are considered at 662 keV, since this is the energy of the radioactive source
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silicon 3 mm 14 2.33 2.78 ×10−2
GAGG 6 mm 54.4 6.63 8 ×10−2
Table 8.1: Comparison between scattering component materials used in the two Compton
camera arrangements studied in this thesis, silicon and GAGG, respectively. The cho-
sen thickness of the detectors, the (effective) atomic number, the density and the mass
attenuation coefficient of the corresponding scattering materials are listed.
The scattering probability at 662 keV for the scatter detector composed of pixelated
GAGG crystals can be calculated to be ∼ 27%, compared to ∼ 5% corresponding to the
stack of silicon detectors belonging to the LMU Compton camera prototype. The higher
scattering probability is needed, since the events that can be used for a correct image
reconstruction have to deposit all of the initial photon source energy in both of the two
Compton camera components in order to allow for kinematically correct γ-tracking with
optimum efficiency.
In Fig. 8.1 a sketch (a) and a photograph (b) of the array of GAGG crystals read
out by an MPPC SiPM array is depicted. The sketch shows the structure of the detector:
(a) (b)
Figure 8.1: Sketch of the structure of the detector used as scatterer component (a): the
array of 22 × 22 GAGG crystals is read out by an MPPC SiPM array [140] with an
RTV sheet placed inbetween for light guidance. (b) Photograph of the array of GAGG
crystals (left) read out by the MPPC array which is shown separately in the right-hand
part, connected to its frontend readout board developed by Hamamatsu [264].
the array of 22 × 22 GAGG crystals (top) is read out by an MPPC SiPM array [140]
(bottom) with an RTV sheet placed inbetween for light guidance, matching the maximum
emission wavelength of around 520 nm of the GAGG scintillation crystals. The RTV sheet
thickness was 0.1 mm in our first measurement campaign (whose results are presented
in Sect. 8.5.1) and was then optimized (to achieve better energy resolution performance
and avoid saturation of the MPPC pixels), in a work conducted by S. Takyu [281], to
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a thickness of 2 mm, which was used during our second measurement campaign (whose
results are presented in Sect. 8.5.2).
The photograph of the detector structure in Fig. 8.1(b) shows the array of GAGG
crystals and the MPPC array connected to its readout frontend board. Each GAGG crystal
has a dimension of 0.9 × 0.9 × 6 mm3 and is separated from the neighboring crystals by
a thin (∼ 1 mm) teflon layer. The signal processing of the GAGG array was performed
with customized electronics (developed by Hamamatsu [264]), providing 4 output signals
derived by a resistor network and an additional sum signal. This enables an Anger logic
calculation for the x and y coordinates:
X =
−(A+ C) + (B +D)
A+B + C +D
; Y =
−(A+B) + (C +D)
A+B + C +D
(8.1)
where A, B, C and D are the four output signals, which are arranged in the formula
accordingly to the coordinate system considered. In particular, the formulae shown in Eq.
(8.1) refer to the output signal location and coordinate system, which are sketched in Fig.
8.2 as they were used in the experimental campaigns.
Figure 8.2: Sketch of the output signals (A, B, C and D for the Anger logic calculation)
location and (x,y) coordinate system as it was considered during the experiments presented
here.
The detector used as absorber component was extensively described, together with
its readout system and its characterization, in the previous chapters, since it is identical
to the absorber component of the Compton camera prototype being developed at LMU.
It consists of a monolithic LaBr3(Ce) scintillation crystal read out by a segmented multi-
anode photomultiplier (PMT). For the studies presented in the current chapter, two options
of PMT were used: a 256-fold segmented multi-anode PMT (H9500 Hamamatsu [206])
and a 64-fold segmented multi-anode PMT (H8500C Hamamatsu [207]). The monolithic
scintillation material was chosen for this evaluation study because of its excellent energy,
time and spatial resolution, which were demonstrated at LMU [195, 282, 283] and are
partly presented in Chap. 6.
Figure 8.3(a) shows a sketch of the structure of the monolithic LaBr3(Ce) scintillator
coupled to a (256- or 64-fold segmented multi-anode) PMT; an optical grease (BC-630
[209]) was placed inbetween the two components in order to create a proper light guide
(more details about this coupling can be found in Sect. 4.4.3). In Fig. 8.3(b) a photograph
of the LaBr3(Ce) crystal coupled (by the manufacturer) to the H9500 PMT is depicted,
222 8. An alternative scatterer component for the Compton camera system
whereas Fig. 8.3(c) shows a photograph of a similar LaBr3(Ce) crystal which was coupled
in our laboratory to a H8500C PMT.
Figure 8.3: (a) Sketch of the structure of the detector used as absorber component: a
monolithic LaBr3(Ce) scintillation crystal is coupled to a (b) 256- or (c) 64-fold segmented
PMT with a thin layer (<1 mm) of optical grease placed inbetween as light guide coupling.
Photographs of the monolithic LaBr3(Ce) scintillation crystal coupled to the (b) 256-fold
segmented H9500 PMT [206] and to the (c) 64-fold segmented H8500C PMT [207].
The photon interaction positions in the monolithic absorber were determined using the
k-Nearest-Neighbors (kNN) algorithm, and in particular its improved Categorical Average
Pattern (CAP) version, which proved to achieve better performance (see the spatial resolu-
tion results obtained for both detector configurations used in this setup in Sect. 6.4.3 and
6.4.4). Details about the k-NN and CAP algorithms and the related procedure to char-
acterize those monolithic scintillation detectors in view of determining unknown photon
interaction positions are described in Sect. 6.3.
8.2 Setup and geometry
The functional principle of a Compton camera system was explained in Sect. 1.3.3.2 and
4.1. The Compton camera arrangement chosen for this evaluation study focuses on γ
tracking primarily intended for use with low-energy primary photons (Eγ < 1.5MeV ).
Therefore the two detector components which have been described in the previous section,
were chosen. In particular, Fig. 8.4 shows a sketch of the irradiation geometry used for
the experiments that will be described in the following.
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Figure 8.4: Sketch of the Compton camera setup: the GAGG and LaBr3(Ce) detectors
were placed in a relative distance of b (50 mm or 200 mm). The 137Cs source was placed in
a distance of a (equal to 45 mm) from the scatterer component in three different positions
on the (x,y,z) plane: (0,0,0), (-8,-8,0), (-16,-16,0) [mm] in the coordinate system of the
setup as introduced here.
On the first level (top) a radioactive calibration source is placed. Below the scatterer
component is mounted, while the absorber component is placed at the bottom level. The
coordinate system is defined for the whole setup and is sketched in the figure: the origin at
(0,0,0) mm is located in the center of the (x,y) plane of the photon source level, which is
as well the center of all components located below. The distance along the z axis between
the source and the scatterer level is defined as a in Fig. 8.4 and it was fixed during all
measurements and for all simulation geometries (for both measurements campaigns) to 45
mm. The variable b defines the relative distance between the z coordinate of the front
face of the scatter and the absorber components: values of 50 mm and 200 mm were
investigated. In order to evaluate the performance of the camera system with respect to
photon interaction position shifts, the radioactive source was placed at different positions
on the (x,y) plane: during the first measurement campaign it was placed at (0,0) mm,
(-8,-8) mm and (-16,-16) mm, whereas during the second measurement campaign (0,0)
mm, (2,2) mm, (4,4) mm and (8,8) mm were chosen. Two radioactive calibration sources
were used: a 137Cs source, providings a photopeak energy of 662 keV, and a 60Co source
with two transitions at 1173 keV and 1332 keV. In the first measurement campaign only
the configuration of the LaBr3(Ce) scintillator coupled to the 256-fold segmented PMT
was studied using the 137Cs source. In the second measurement campaign the study was
extended to both configurations, including the use of the LaBr3(Ce) crystal coupled to
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the 64-fold segmented PMT as absorber component of the Compton camera system. The
response of the system was first studied at 662 keV, then further extended by using also the
radioactive 60Co source. The higher photon energies allow for an evaluation of the camera's
imaging capabilities, in particular in the ’γ-PET’ imaging mode, where in addition to the
511 keV annihilation photons, a third prompt photon is emitted in an energy range of
typically 1-1.5 MeV.
8.3 Signal processing and data acquisition
Figure 8.5: Block diagram of the readout chain for the Compton camera system composed
of the pixelated GAGG-array and the LaBr3(Ce) detector. The GAGG array provides a
sum signal and 4 additional signals, which are used for the extraction of the interaction
position by an Anger-logic calculation. The number of signals from the LaBr3(Ce) detector
is either 64 or 256, depending on the PMT granularity in use, plus the sum dynode signal.
The PMT signals and the number of modules in use are specified in violet for the H8500C
PMT and in pink for the H9500 PMT. The sum dynode signal from the absorber detector
is creating the trigger for the whole system and all signals are processed by MCFD-16 [235]
NIM modules and MQDC-32 [236] VME modules.
The signal processing used for the absorber component during these measurement cam-
paigns was based on individual spectroscopy (NIM- and VME- based) electronics modules,
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whose working principle was already described in Sect. 5.2.1. For the scatter component
a customized frontend board (from Hamamatsu [264]) was responsible for creating four
output signals derived by a resistor network plus an additional sum signal and for perform-
ing a preamplification of each signal. These signals were then sent to similar MCFD and
MQDC signal processing modules (from Mesytec GmbH [226]) as they were used for the
monolithic scintillator.
In Fig. 8.5 a block diagram of the signal processing and data acquisition system for
the Compton camera detector arrangement composed of the pixelated GAGG crystals
(read out by an MPPC array) and the monolithic LaBr3(Ce) scintillation crystal (read
out by a (256- or 64-fold) segmented PMT) is depicted. The four signals from the GAGG
detector, which are used for the determination of the photon interaction position by an
Anger-logic calculation, its sum signal, the 256 individual segment signals of the absorber
detector (or 64, depending on the PMT) and the corresponding sum dynode signal, are
sent to Constant-Fraction Discriminator modules (MCFD-16 from Mesytec [235]), which
are individually processing the different signal channels. The 16 individual energy and time
output signals of each MCFD-16 module are sent to (one bank of a 32-channel) Charge-
to-Digital converter (MQDC-32, Mesytec [236]) by 13 m and 8 m long ribbon cables,
respectively (see more details in Sect. 5.2.1). The signal processing and data acquisition
scheme for all channels of this system are conceptually identical for the two Compton
camera configurations under study with either 256 or 64 PMT segments to be processed.
The readout chains for the H9500 PMT (256 channels) and H8500C PMT (64 channels)
only differ in the number of electronics modules used, the related parameters settings and
the cabling for the PMT signals. On the right side of the block diagram in Fig. 8.5 the
number of channels and modules relevant for the two scenarios of interest is specified, i.e.
for the PMT with 64 segments (H8500C) and the PMT with 256 segments (H9500), using
violet and pink blocks, respectively. The flowchart of the readout chain follows the same
steps for the different PMT pixelations as it was extensively described in Sect. 5.2.1 for the
signal processing of the absorber detector of the LMU Compton camera prototype. The
hardware trigger for the camera system was created from the fast common “OR” output
generated by the MCFD-16 module that processed the PMT sum dynode signal of the
absorber component. Later, during the oﬄine analysis coincident data between absorber
and scatterer were selected. The trigger signal was then sent to a Quad Coincidence
Logic Unit in OR operation mode (CAEN, model N455 [238]), which accepted the busy
signal from the trigger module (TRIVA 5, details on that were given in Sect. 5.3.1) as
common VETO input. The length of this gate, in order to accomodate the signals from
both detector components belonging to the same photon-induced event, was adjusted to
be around 1 µs. Several copies of this NIM signal were created by using a Logic Fan-In
Fan-Out module (Le Croy, model 429A [239]), in order to send the same signal as master
gate to all of the VME modules involved in the data acquisition. Thus data were acquired
when the sum dynode signal of the PMT exceeded its energy threshold, thus defining the
trigger condition. The DAQ system was based on a PowerPC (RIO-3) frontend CPU in a
VME crate and on the Marabou software [244], whose detailed description can be found
in Sect. 5.3.1.

















neg. 10 300 ns 5 105 ns 5 ns 500 pC
sum dynode
from H9500
pos. 1 300 ns 5 135 ns 5 ns 1.5 nC
(64) segments
from H8500C
neg. 3 300 ns 5 105 ns 5 ns 500 pC
sum dynode
from H8500C
pos. 1 300 ns 5 135 ns 5 ns 1.5 nC
(4) single signals
from GAGG
neg. 3 300 ns 4 106 ns 75 ns 3 nC
sum signal
from GAGG
neg. 3 300 ns 4 106 ns 75 ns 3 nC
Table 8.2: Configuration parameters for the MCFD-16 and MQDC-32 modules used for
processing the 64 or 256 PMT segments, the sum dynode output signal of the PMT and
the (4 plus 1) signals from the GAGG detector array (for details see text).
In Tab. 8.2 the parameter settings used for the MCFD-16 and MQDC-32 modules
when processing the various detectors and camera arrangements are listed. The energy
thresholds for the signals from both detectors were set in the MCFD-16 modules via the
selection switch on the front panel. These thresholds, namely “7” for the LaBr3(Ce) sum
dynode signal (corresponding to∼ 7 mV), “15” for the LaBr3(Ce) signals from the segments
(corresponding to ∼ 1.5 mV for the H9500 and ∼ 4.5 mV for the H8500C PMT segments)
and “13” for the GAGG signals (corresponding to ∼ 4 mV), were chosen above the noise
level. All parameters are selected according to the respective signals characteristics: the
polarity is set to negative for all PMT segments and GAGG signals, only the sum dynode
signals from the segmented PMTs are positive. The amplifier gain is selected depending on
the typical amplitude of the input signal, taking into account that together with the charge-
sensitivity jumper chosen for the MQDC-32 module (which defines the total amount of
charge that can be integrated) the signal amplitude will fit in the available dynamic range.
It should be noted that the gain values chosen for the PMT segment signals are different
for the H9500 and H8500C PMT, since the segment amplitudes of the 64-channel PMT are
higher due to the larger light collection and therefore need only a lower amplifier gain. The
dead time in the MCFD-16 modules can be adjusted to be longer than the recovery time of
the MQDC-32 modules, estimated to be 250 ns; thus, a value of 300 ns was selected as dead
time for all MCFD-16 modules. The “width” parameter defines the width of the timing
output of the MCFD-16 modules and it is selected according to the length of a signal from
a photon event, in order to be able to gate along its full duration and to integrate the full
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charge that belongs to a certain event. The delay chip is programmable (SIP7, impedance
100 Ω) and is located on the MCFD-16 module. Together with the tap parameter, it
defines the delay for the Constant Fraction Discriminator. The delay is configurable via a
front panel switch in 5 tap steps up to a maximum value which is set by the chip delay
connected inside the module. This value has to be set as the time between the fraction
point and the maximum of the pulse. The fraction was set to 20 % for all channels in all
MCFD-16 modules; since the GAGG detector is slower (92 ns decay time [182]) compared
to the LaBr3(Ce) detector, delay chips of 75 ns and 5 ns were chosen, respectively. Tap
values of, respectively, 5 and 4 were set, creating an effective delay for the CFD of 5 ns for
the signals from the LaBr3(Ce) detector and 60 ns for the signals from the GAGG detector.
8.4 Simulated and experimental data
In order to perform a source image reconstruction, energy and position information are
needed from both camera detector components. These data have to be provided as input for
the MEGAlib software toolkit [186], which is based on the List-Mode Maximum-Likelihood
Expectation-Maximization (LM-ML-EM) algorithm. This toolkit (whose description was
given in Sect. 4.2) was used for the source image reconstruction of the experimental data
presented in this chapter, and for the simulated data which were produced for benchmark-
ing the results. Since the simulation and image reconstruction work is beyond the scope
of this thesis, only the main input parameters will be presented together with the results
as comparison to the experimental data, which in turn will be presented in detail. More
details about the simulated data and image reconstruction work in the context of this
evaluation study can be found in the PhD thesis of I. Valencia [185].
In this section the parameters chosen for the production of simulated data and im-
portant for the comparison with the experimental data are presented, together with the
inputs needed in order to obtain position and energy information from both simulated and
experimental data.
Simulated data
In order to benchmark the experimental data, simulated data with properties as close as
possible to the ones of the actual detectors in use were produced. More details about this
part of the evaluation study can be found in [185], together with details about the geometry
used in the MEGAlib toolkit. Here the energy and spatial resolution values are presented,
which are needed as inputs in the MEGAlib toolkit in order to produce realistic simulated
data from both detector components. These (energy dependent) values are listed in Tab.
8.3 and 8.4, for the scatter and absorber component used in these measurement campaigns,
respectively.
In Tab. 8.3 the energy and spatial resolution values of the pixelated GAGG detector
used as scatter component are specified for the analysis of the first and second measurement
campaign, since an upgrade of its structure was introduced between the two measurement








662 keV 11 % 9.1 %
1173 keV 8 % 6.9 %
1332 keV 7.5 % 6.4 %
Spatial
resolution
662 keV 1 mm 1 mm
1173 keV 1 mm 1 mm
1332 keV 1 mm 1 mm
Table 8.3: Energy and spatial resolution values used to simulate data for the scatter








662 keV 3.5 % 3.8 %
1173 keV 2.2 % 3.2 %
1332 keV 2.1 % 2.7 %
Spatial
resolution
662 keV 4.7 mm 3.4 mm
1173 keV 3.2 mm 2.9 mm
1332 keV 3.0 mm 2.9 mm
Table 8.4: Energy and spatial resolution values used to simulate data for the absorber
component of the 2-layer Compton camera with pixelated scatterer.
campaigns. Specifically, as described in Sect. 8.1, the RTV light-guide sheet between the
pixelated GAGG crystals and the MPPC array had a thickness of 0.1 mm in the first
measurement campaign and 2 mm in the second. This upgrade allowed for improving the
energy resolution achievable with this detector, as it can be seen in Tab. 8.3. The spatial
resolution remains constant, also as a function of the photon energy, since it corresponds
to the crystal pixelation.
In Tab. 8.4 the energy and spatial resolution of the monolithic LaBr3(Ce) detector used
as scatter component are specified for both scenarios of the LaBr3(Ce) scintillation crystal
being coupled either to the H9500 PMT (with 256 segments) or to the H8500C PMT (with
64 segments), respectively. The spatial resolution was determined by the extensive studies
performed for both detector configurations which can be found in Sect. 6.3.
For both detector components the energy resolution values listed in Tab. 8.3 and
8.4 represent the optimum values obtained from experimental data (at NIRS [281] for
the scatter component and at LMU for the absorber component). They were used as
input for the MEGAlib software in order to realistically describe the detector properties
as prerequisite to perform the source image reconstruction from simulated data.
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Experimental data
The energy and position information from both detectors and for each of the recorded
Compton events, i.e. acquired as coincidence between the two camera components, were
extracted and used to reconstruct the 2D image of the initial source position. Since a
depth-of-interaction (DOI) correction capability for these detectors was not available, the
positions registered in the two detector components necessarily lie on the (x,y) middle
plane of the detectors.
In particular, in order to obtain the interaction positions in the monolithic absorber,
the data from the single PMT pixels of the LaBr3(Ce) crystal were compared to a reference
library (described in Sect. 6.3.2) using the CAP algorithm, whose procedure is described in
Sect. 6.3.1. A specific 2D light amplitude library was used as a reference for each specific
detector (LaBr3(Ce) coupled to H9500 or to H8500C) and each specific photon energy (662
keV, 1173 keV and 1332 keV).
(a) (b)
Figure 8.6: Look-up table (LUT) map and x-axis projection of the pixel positions for the
pixel row specified by the yellow rectangle. The LUT map is shown for the GAGG array
having (a) a 0.1 mm thick RTV light-guide sheet and (b) a 2 mm RTV sheet. Both maps
were obtained using a 22Na point source [281].
For the scatter component consisting of pixelated GAGG crystals, the four acquired
signals allowed for calculating interaction points using an Anger-logic calculation (as indi-
cated in Eq. (8.1)), which were then compared to a LUT (look-up table) map to derive
the precise x and y coordinates (which in this case correspond to a specific crystal within
the GAGG array). The LUT map was obtained with a specific calibration run in which a
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radioactive calibration source was placed in front of the scatter detector, which provided
the trigger of the camera system. An example of a LUT map, obtained using a 22Na
calibration source, is depicted in Fig. 8.6 [281]. It was obtained for the GAGG detector
structure having a 0.1 mm thick RTV light-guide sheet (Fig. 8.6(a), used during the first
measurement campaign), while panel (b) of Fig. 8.6 displays the map for the GAGG crys-
tals coupled via a 2 mm thick RTV sheet (used during the second measurement campaign).
The improvement obtained with this upgrade is clearly visible, in particular concerning the
individual pixels position resolution, where the lower part of the figure shows projections
on the x axis defined by the yellow rectangle for both LUT maps. By increasing the RTV
sheet thickness from 0.1 mm to 2 mm the energy resolution of this detector could be im-
proved and a saturation of the MPPC pixels was avoided. The latter has to be taken into
account due to the high light yield of the GAGG crystals of 50000-56000 photons/MeV
together with the rather small pixel size (pixel pitch = 50µm).
For both measurement campaigns, as a first evaluation study, the energy information
of the scatter detector was derived from the energy information of the absorber, since it
provides higher precision. The relation Escatt = Ephotopeak−Eabs could be applied, because
all events used for the image reconstruction were acquired in coincidence between the
two detector components and the effect of possible Compton-losses in the absorber was
considered negligible.
8.4.1 Selection of data (Compton data)
In order to perform the image reconstruction of the photon source located in different
positions on the (x,y) plane, the acquired raw data were processed in different steps which
are summarized in the following list.
1. 2D energy plot For each measurement a 2D plot was created, showing the total
energy deposited in the absorber component on the x axis and the total energy
deposited in the scatter component on the y axis. Examples of such plots will be
shown in the results part of Sect. 8.5.1 and 8.5.2. This plot contains a number of
events equal to the total number of triggered events in a specific measurement.
2. Events in coincidence In the 2D energy plot, a 2D window cut is applied on events
around the photopeak energy of the source with a width adjusted to the energy
resolution of the triggering detector. Thus clear and valid coincidences between the
two detector components are selected, removing random coincidences generated by
electronic noise and background photons. Examples of this 2D condition will be
shown in the results part (Sect. 8.5.1 and 8.5.2).
3. Creation of ASCII files Under the filtering condition created in the previous
step, an ASCII file is created for each detector component: it contains the energy
amplitude values registered in each electronics channel for each event. In this step
it is imperative to maintain the same event ordering in every signal channel of each
detector component.
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4. Reconstruction of the interaction positions The ASCII files created in the
previous step are used as inputs for the algorithms which serve to reconstruct the
photon interaction positions in the two detector components, namely:
(a) GAGG detector: The Anger-logic calculation, described in Sect. 8.1, is applied
using the four output signals, resulting in the (x,y) coordinates of the primary
interaction positions in the scatter array. The z coordinate of the interaction
positions is always fixed to be located in the center plane of the detector (con-
sidering the 6 mm thickness of the GAGG crystals).
(b) LaBr3(Ce) detector: The CAP algorithm is applied as it was extensively de-
scribed in Sect. 6.3.1, and using as inputs the amplitudes registered in the PMT
pixels for each event. From this analysis step the (x,y) coordinates of the photon
interaction positions are derived. The z coordinate of the interaction positions
is always fixed to be located in the center plane of the detector (considering the
30 mm thickness of the LaBr3(Ce) crystal).
5. Removal of unphysical scattering angles From the validated set of coincident










where Eabs and Escatt represent the energies deposited in the absorber and scatter
components, respectively, θ is the Compton scattering angle of the incident gamma










6. ASCII file creation for MEGAlib From the events fulfilling the conditions listed
in the previous steps, an input ASCII file for the MEGAlib software toolkit was
created: it contains, for each identified and validated Compton scattering event, the
position and energy information from each of the two detector components.
8.5 Compton image reconstruction
This section presents the results obtained in the study on the imaging capabilities of
the two-layer Compton camera system. The section is divided in two main parts, which
correspond to the two measurement campaigns.
8.5.1 First measurement campaign
In the first measurement campaign the two-layer Compton camera was investigated by
using the GAGG detector as scatterer and the LaBr3(Ce) scintillation crystal coupled to
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the H9500 PMT as absorber. A radioactive 137Cs source with an activity of 233.6 kBq was
used. The geometry for these measurements was depicted in Fig. 8.4 and explained in Sect.
8.2. The results presented in this section refer to a configuration in which the distance
between the source and the scatter detector front surface was set to 45 mm, whereas the
distance along the z axis between the scatterer and the absorber, was set to 200 mm. These
results were presented at the IEEE NSS-MIC conference in 2017 [283].
Figure 8.7 shows the 2D energy plot comprised of the total energy deposited in the
scatter and absorber detectors as input. The area encircled by the grey rhomboid defines
the coincidence window which was described in Sect. 8.4.1 and applied in order to extract
only coincident events following a Compton scattering interaction.
Figure 8.7: 2D energy plot between the total energy registered in the Compton camera
absorber component on the x axis (which also creates the trigger for the data acquisition)
and in the scatter component, as represented by the y axis. Events in Compton-scattering
coincidence are located within the area encircled by the grey rhomboid.
The 2D plot in Fig. 8.7 contains data from a 4 hours measurement where the 137Cs
source was placed in a central position at (0,0,0) mm and the two detector components had
a relative distance of 200 mm. The data set that could be extracted from the graphical
coincidence cut while also fulfilling the conditions listed in Sect. 8.4.1 contained about
20×104 events.
In Fig. 8.8 reconstructed 2D images of the 137Cs gamma source are shown, from simu-
lated (left column) and experimental data (right column), for the source placed at (0,0,0)
mm (first row), (-8,-8,0) mm (second row) and (-16,-16,0) mm (third row), respectively.
The white cross-hair lines indicate the actual (x,y) source coordinates. In order to realize
the same conditions for the comparison between experiment and simulation, the number of
simulated events that were used to reconstruct the photon source image was kept identical
to the number of events available from the experimental runs (∼ 2 ·104 events for all source
positions).
Each of the reconstructed images was fitted using a 2D Gaussian function in order
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Figure 8.8: Reconstructed 137Cs source position images from simulated data (left column)
and experimental data (right column) for the (0,0,0) mm [283] (first row), (-8,-8,0) mm
(second row) and (-16,-16,0) mm (third row) source positions, respectively. The relative
distance between scatter and absorber detector was 200 mm.
to obtain the calculated (x,y) centroid source position, from which the actual (x,y) source
position was subtracted, resulting in ∆x and ∆y values of the deviation in both dimensions.
From the 2D Gaussian fit also the standard deviations σx and σy of the centroid position
were also derived, in order to quantify the accuracy of the imaging capabilities of this
Compton camera setup. In Tab. 8.5 these values are listed, for each source position realized






















Table 8.5: Parameters derived from the 2D Gaussian fit of the reconstructed photon source
position images. They refer to the geometrical arrangement described and an actual source
position at (0,0,0) mm, (-8,-8,0) mm and (-16,-16,0) mm, respectively. For each source
position the deviations ∆x, ∆y between the image centroid coordinates of simulated / ex-
perimental data and the actual source position and the standard deviations of the centroid
coordinates σx and σy are listed. For the central source position also the obtained angular
resolution measurement (ARM) value is listed.
in this geometrical arrangement and for images from both simulated and experimental data.
For the source located at (0,0,0) mm, also the ARM (angular resolution measurement,
which was defined in Sect. 4.1) is listed.
Submillimeter accuracy could be achieved in the reconstruction of the (x,y) coordinates
for the (0,0,0) mm and (-8,-8,0) mm source positions. For the most eccentric source position
at (-16,-16,0) mm a considerably larger deviation was observed for the y coordinate: this
may be due to the fact that this position is already located beyond the (x,y) area covered
by the GAGG detector with an area of 22 × 22 mm2. Therefore in the second measurement
campaign (whose results are presented in the next section) the source positions were chosen
closer to the origin of the coordinate system.
The ARM value is prototypically shown only for the source placed in the central posi-
tion, since it is affected mostly by the fixed relative distance between the detector compo-
nents, rather than by the source position. For the source placed at (0,0,0) mm, a relative
distance from the source to the scatterer of 45 mm and a relative distance between the two
camera layers of 200 mm, the simulated data show an ARM value of 6.0◦, whereas for the
image reconstruction from experimental data this value amounts to a twice as large ARM
= 13.2 ◦.
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8.5.2 Second measurement campaign
In the second measurement campaign the study was extended by reading out the scintil-
lator light of the monolithic LaBr3(Ce) crystal with either the 256-fold segmented PMT
(H9500 PMT) or the 64-fold segmented PMT (H8500C PMT). Furthermore, the Comp-
ton camera detector arrangement was investigated at different relative distances and at
different impinging photon energies. The results presented in this section will focus on
the geometry which makes use of the 64-fold segmented H8500C PMT to read out the
scintillation light from the LaBr3(Ce) crystal, since this PMT was proven to maintain,
and even slightly improve, the spatial resolution performance achievable with the 256-fold
segmented H9500 PMT (see Sect. 6.4.4). Results from one set of data that uses the H9500
PMT to read out the light from the scintillator are presented here for comparison with the
results from the first measurement campaign. Images of the source position reconstruction
are presented for a 137Cs and a 60Co radioactive source, which provide photon energies of,
respectively, 662 keV, 1173 keV and 1332 keV. The images were reconstructed using the
MEGAlib software toolkit, which is based on the LM-ML-EM algorithm. A number of 30
iterations was used, for reconstructing the image [185]. These results will be presented at
the 2018 IEEE NSS-MIC conference.
In Fig. 8.9 reconstructed 137Cs source position images are depicted, obtained from
data acquired from a detector configuration with a 256-fold segmented multi-anode PMT.
The fitted x and y projections of the images are also depicted, prototypically presented
for this set of data. The relative distance between scatter and absorber component was
200 mm and the distance on the z axis between the source and the scatterer was kept
as 45 mm. The geometrical and detector arrangement is therefore the same as the one
which was set up in the first measurement campaign and thus the results can directly be
compared. The decision to place the 137Cs source in lateral positions not exceeding the
side borders of both detectors was based on the results of the first measurement campaign.
Thus the experimental results, which are prototypically presented in Fig. 8.9, refer to
source positions on the (x,y) plane located at (2,2) mm, (4,4) mm and (8,8) mm.
Table 8.6 lists the (x,y) coordinates and σ values obtained from a 2D Gaussian fit
of the images of Fig. 8.9, clearly improved from the results presented from the previous
measurement campaign. The statistical errors from the fitting related to the (x,y) and
(σx, σy) calculation are almost three orders of magnitude smaller than the actual values,
and can thus be considered negligible. A 2 mm shift can be clearly resolved thanks also to
reduced σx and σy values compared to the values for (8,8,0) mm source position listed in
Tab. 8.5. A more detailed simulation comparison for these data can be found in [185].
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Figure 8.9: Reconstructed 137Cs source position images (first row) from experimental data
for the following source positions (on different columns): (a) (2,2,0) mm, (b) (4,4,0) mm,
(c) (8,8,0) mm according to the coordinate system introduced in Fig. 8.4 and indicated by
the white cross hair. The second and third row are the fitted x and y projections of the
reconstructed images. The LaBr3(Ce) absorber crystal was coupled to the H9500 PMT.
The relative distance between scatterer and absorber was 200 mm, whereas the distance
between source and scatter component was 45 mm.
From this comparison, since the position information constituted the most significant
difference between simulated and experimental data, in addition to the upgraded composi-
tion of the GAGG array (see in Sect. 8.4), a change was also introduced in the procedure
followed to retrieve the (x,y) positions in the monolithic absorber. The last correction
step of the photopeak energy gate (see Sect. 6.3.2) applied to the absorber data obtained
during the procedure for the spatial resolution evaluation of 2D detector scan data could
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Source position x [mm] y [mm] σx [mm] σy [mm]
(2,2,0) mm 2.90 3.57 2.9 3.9
(4,4,0) mm 4.58 4.90 2.9 3.7
(8,8,0) mm 7.62 8.19 2.6 3.6
Table 8.6: (x,y) coordinates and σ values derived from the 2D Gaussian fit of the photon
source position images reconstructed from experimental data. They refer to the geometrical
arrangement in which scatterer and absorber had a relative distance of 200 mm and a 137Cs
source was placed at a distance of 45 mm far from the scatterer, in positions of (2,2,0)
mm, (4,4,0) mm and (8,8,0) mm, according to the coordinate system of Fig. 8.4. The
LaBr3(Ce) crystal was coupled to the H9500 PMT.
be avoided. Data are acquired from a Compton setup where the events which are selected
are in coincidence between the two detectors (see Sect. 8.4.1) and thus inherently are not
part of the photopeak. Thus it was decided to not apply the photopeak energy gating
condition to the data. Figure 8.10 shows the improvement which could be achieved: the
reconstructed interaction positions in the absorber are shown for (a) data from the first
measurement campaign which included the energy gate as last correction step applied to
the data and (b) data from the second measurement campaign, where this last correction
step was not applied. Both data sets were acquired in a Compton camera arrangement
using the LaBr3(Ce) scintillator coupled to the H9500 PMT as absorber and in which the
relative distances between scatterer and absorber and source (137Cs) and scatterer were,
respectively, 200 mm and 45 mm. The plots show the front surface area of the absorber
detector in the coordinate system chosen for the Compton camera setup.
It is clearly visible that the reconstructed photon interaction positions are distributed
more homogeneously in Fig. 8.10(b) and therefore more in agreement with simulated data
[185]. Since the unphysically spatially localized reconstructed interaction positions shown
in Fig. 8.10(a) could distort the Compton angles, this finding could provide an explanation
of the banana-like shape visible for the reconstructed images in Fig. 8.8, not present any
more in the reconstructed images in Fig. 8.9.
This change of the procedure performed when preparing the absorber data to be recon-
structed with the CAP algorithm was applied to all data acquired in different geometrical
configurations. The results presented from here on refer to a detector configuration in
which the monolithic LaBr3(Ce) absorber was coupled to the 64-fold segmented H8500C
PMT and to a geometrical configuration in which the relative distances between scat-
terer and absorber and source and scatterer, respectively, were 50 mm and 45 mm. This
configuration was chosen in order to study also the performance of the system for an ar-
rangement which could be suitable for prompt-γ imaging techniques (whereas the relative
distance between scatterer and absorber equal to 200 mm give better performance for PET
applications).
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(a)
(b)
Figure 8.10: Reconstructed photon interaction positions in the monolithic LaBr3(Ce) scin-
tillator crystal used as absorber component of the Compton camera setup. The plots
refer to (a) interaction positions reconstructed including all correction steps explained in
Sect. 6.3.2 and (b) all correction steps except the energy gate on the photopeak previously
applied as last correction step. See the text for more details.
Figure 8.11 shows a 2D energy plot between the total energy deposited in the absorber
component (on the x axis) and in the scatter component (on the y axis) for a measurement
with a 137Cs source. The coincidence window that was selected for the extraction of the
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data to be analyzed, which contains events in Compton-scattering coincidence, is indicated
by the grey polygon. The width of the polygon corresponds, within uncertainties due to the
cut definition, to the energy resolution of the absorber component of the camera (which is
triggering the system). The data were acquired for 4 hours and, from the total number of ∼
16 ×106 triggered events, around 17 ×104 events could be extracted after noise subtraction
and after the definition of the coincidence window.
By following the steps explained in Sect. 8.4.1, the data were given as an input to
the MEGAlib software toolkit and reconstructed images of the source position could be
obtained. In Fig. 8.12 the reconstructed images are presented for simulated data (left
column) and experimental data (right column) for the source positions at (0,0,0) mm,
(2,2,0) mm, (4,4,0) mm and (8,8,0) mm (shown in different rows).
Figure 8.11: 2D energy plot between the total energy registered in the Compton camera
absorber component on the x axis (which also creates the trigger for the data acquisition)
and in the scatter component, as represented by the y axis. Events in Compton-scattering
coincidence are located within the area encircled by the grey polygon. It refers to the
geometrical arrangement in which scatterer and absorber had a relative distance of 50 mm
and a 137Cs source was placed in a distance of 45 mm from the scatterer at the (0,0,0) mm
position.
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Figure 8.12: Reconstructed 137Cs source position from simulated data (left column) and
experimental data (right column). The images refer to a geometrical arrangement in which
scatterer and absorber had a relative distance of 50 mm and a 137Cs source was placed in
a distance of 45 mm from the scatterer at positions located at (0,0,0) mm, (2,2,0) mm,
(4,4,0) mm and (8,8,0) mm according to the coordinate system introduced in Fig. 8.4 and
indicated by the white cross hairs.
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The ARM was determined to be around 8◦ for all images obtained from simulated data
and about twice this amount for all images from experimental data. Even though there is
room for improvement for what concerns the precision, the accuracy which was achieved
is quite satisfactory: a shift of 2 mm could clearly be observed. The (x,y) coordinates and
σx and σy values which were derived from a 2D Gaussian fit of the reconstructed images
in Fig. 8.12 are listed in Tab. 8.7. The statistical errors from the fitting related to the
(x,y) and (σx, σy) calculation are almost three orders of magnitude smaller than the actual
values, and can thus be considered negligible.
Source position Data x [mm] y [mm] σx [mm] σy [mm]
(0,0,0) mm
Simulated 0.25 0.19 1.9 2.8
Experimental 0.92 1.03 5.3 9.6
(2,2,0) mm
Simulated 2.31 2.27 1.9 2.9
Experimental 3.53 2.77 6.2 9.5
(4,4,0) mm
Simulated 4.37 4.32 1.9 2.9
Experimental 5.16 3.36 5.3 9.6
(8,8,0) mm
Simulated 8.33 8.37 1.9 2.9
Experimental 7.99 7.96 5.0 10.8
Table 8.7: (x,y) coordinates and σ values derived from the 2D Gaussian fit of the photon
source position images reconstructed from simulated and experimental data. They refer
to the geometrical arrangement in which scatterer and absorber had a relative distance
of 50 mm and a 137Cs source was placed at 45 mm far from the scatterer, at (0,0,0) mm,
(2,2,0) mm, (4,4,0) mm and (8,8,0) mm. The LaBr3(Ce) crystal was coupled to the 64-fold
segmented H8500C PMT.
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Figure 8.13 shows a 2D energy plot between the total energy deposited in the absorber
component (on the x axis) and in the scatter component (on the y axis) for a measurement
with a 60Co source. The selected coincidence windows are indicated by the grey polygons.
Even if the two photon transitions are quite close in the energy spectrum, they had to be
selected separately since the absorber data were reconstructed with two different reference
libraries. The data were acquired for 6 hours and, from a total of ∼ 9 ×106 triggered
events, around 23 ×103 and 15 ×103 events could be extracted for the 1773 keV and 1332
keV 60Co lines, respectively.
Figure 8.13: 2D energy plot between the total energy registered in the Compton camera
absorber component on the x axis (which also creates the trigger for the data acquisition)
and in the scatter component, as represented by the y axis. Events in Compton-scattering
coincidence are located within the area encircled by the two grey polygons. The measure-
ment scenario refers to the geometrical arrangement in which scatterer and absorber had
a relative distance of 50 mm and a 60Co source was placed at a distance of 45 mm far from
the scatterer located at the (0,0,0) mm position.
The corresponding reconstructed images are depicted in Fig. 8.14: from simulated
data (left column) and experimental data (right column) and for source positions located
at (0,0,0) mm, (2,2,0) mm, (4,4,0) mm and (8,8,0) mm, which are shown in different rows
and indicated by the white cross hairs. The good quality of the reconstructed point source
positions in Fig. 8.14 in turn is a direct indicator on the quality of the photon interaction
position reconstruction in the monolithic absorber crystal.
The ARM was found to be around 6◦ for all images obtained from simulated data and
again about twice this amount for all images from experimental data, reflecting an expected
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Source position Data x [mm] y [mm] σx [mm] σy [mm]
(0,0,0) mm
Simulated 0.24 0.20 1.8 2.5
Experimental -0.44 1.76 5.5 2.3
(2,2,0) mm
Simulated 2.22 2.16 1.7 2.5
Experimental 1.80 3.29 3.1 5.2
(4,4,0) mm
Simulated 4.24 4.19 1.7 2.5
Experimental 3.46 5.68 5.9 3.3
(8,8,0) mm
Simulated 8.10 8.22 1.7 2.5
Experimental 6.74 8.96 6.1 3.3
Table 8.8: (x,y) coordinates and σ values derived from the 2D Gaussian fit of the photon
source position images reconstructed from simulated and experimental data. They refer to
the geometrical arrangement in which scatterer and absorber had a relative distance of 50
mm and a 60Co source was placed in a distance of 45 mm from the scatterer at positions
located at (0,0,0) mm, (2,2,0) mm, (4,4,0) mm and (8,8,0) mm. The LaBr3(Ce) crystal
was coupled to the 64-fold segmented H8500C PMT.
improvement with respect to the results using a 137Cs source because of the higher initial
photon energy and the corresponding better spatial resolution of the absorber component.
The smaller ARM leads to smaller σ values, which were determined from the 2D Gaussian
fit and which are listed in Tab. 8.8 together with the (x,y) coordinates calculated from the
fit. This provides again a good accuracy, since the 2 mm shift could nicely be observed.
The statistical errors from the fitting related to the (x,y) and (σx, σy) calculation are
again almost three orders of magnitude smaller than the actual values, and can thus be
considered negligible.
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Figure 8.14: Reconstructed photon source positions from simulated data (left column) and
experimental data (right column). The images refer to a geometrical arrangement in which
scatterer and absorber had a relative distance of 50 mm and a 60Co source was placed in
a distance of 45 mm from the scatterer at positions located at (0,0,0) mm, (2,2,0) mm,
(4,4,0) mm and (8,8,0) mm, relative to the coordinate system introduced in Fig. 8.4 and
indicated by the white cross hairs.
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Furthermore, the newly purchased and implemented signal processing and data acqui-
sition system (described in Sect. 5.2.2 and 5.3.2) was tested with this setup as well. Even
though this readout system could also allow for a trigger setting on the scatterer compo-
nent, for a direct comparison with the firstly used readout system, the trigger on Compton
events was derived from the absorber and not the scatterer component. Figure 8.15 shows
the 2D energy plot between the energy in the absorber (x axis) and in the scatter compo-
nent (y axis), in which a clear correlation between the two can be observed on a diagonal
axis. This measurement corresponds to the geometrical arrangement in which scatterer
and absorber had a relative distance of 50 mm and a 137Cs source was placed in a distance
of 45 mm far from the scatterer at the (0,0,0) mm position, as for the data which were
shown in Fig. 8.11.
Figure 8.15: 2D energy plot between the total energy registered in the Compton camera
absorber component on the x axis (which also creates the trigger for the data acquisition)
and in the scatter component, as represented by the y axis. Events in Compton-scattering
coincidence are clearly visible on a diagonal axis. It refers to the geometrical arrangement
in which scatterer and absorber had a relative distance of 50 mm and a 137Cs source was
placed in a distance of 45 mm far from the scatterer at the (0,0,0) mm position. Data were
acquired with the newly purchased signal processing and data acquisition system from
Mesytec [230].
A couple of differences underlying the data sets presented in Fig. 8.11 (and Fig. 8.13)
should be pointed out as further potential improvements:
• The signals of the absorber component were processed and acquired using the new
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MMR frontend board [231], which is much more compact than the “old” scintillator
readoutbased on the MCFD-16 [235] and MQDC-32 [236] modules. The total energy
deposited in the absorber, which can be found on the x axis of Fig. 8.15, was obtained
from a software sum of the PMT pixels processed by the MMR board and not from
the PMT sum dynode output as shown in Fig. 8.11, and still the 2D energy plot
shows a clear Compton correlation between the two detectors, which can be defined
on the diagonal axis of the plot.
• With the use of the new data acquisition system the acquisition rate can be improved.
The change in the case presented here is not too impressive, since with the limited
activities of laboratory radioactive sources the dead time in either of the two systems
is not so high, but the new electronics could already be observed to acquire the same
amount of data in half of the measurement time.
8.6 Discussion
The evaluation study presented in this chapter led to a proof-of-principle of the functional-
ity of the Compton camera setup which was presented. Different geometrical configurations
were tested and led to sub-millimeter accuracy, with improving performance at higher pho-
ton energies. The spatial resolution achieved with this Compton camera setup is ∼ 2 mm
for shifts of point sources. With these achievements as a basis, further systematic studies
should be perfomed and further improvements with this setup should be evaluated. The
system should be tested online and at different γ energies. Depending on the geometri-
cal arrangement selected, further studies could go in the direction of an application for
prompt-γ or γ-PET [284] imaging techniques.
CHAPTER 9
Conclusions and future perspectives
This chapter is intended to conclude this thesis with a discussion on the contents and
achievements pursued during the work presented in the previous chapters, in view of the
next steps envisaged for the project. The current status of the LMU Compton camera
is reviewed, from the detectors' performance optimization to the data acquisition system
upgrade, both characterized oﬄine and online in order to delineate the conditions for a
Compton imaging scenario. The satisfactory results obtained with the alternative Compton
camera setup with a mono-layer scatter component are also summarized. On the basis of
the conclusions which can be drawn from the studies conducted in this thesis, future
perspective for Compton imaging applicabilities are discussed and delineated, together
with next steps which can be defined within the project.
9.1 Conclusions
Thanks to the characteristic Bragg peak, which gives a well-localized depth-dose deposition
of ion beams in tissues at the end of their stopping range, hadron therapy is continuously
gaining interest over the conventional photon-based radiation therapy as a cancer treat-
ment modality. However, unavoidable uncertainties in the determination of the ion beam
range force to add safety margins around the target volume and, in order to reduce ad-
verse effects to the adjacent healthy tissues, there is a need to ensure that the maximum
dose deposition is released in the targeted volume. A precise and preferably online ion
beam range verification is thus a mandatory prerequisite to guarantee the success of the
treatment. Several research groups are evaluating different techniques for a real-time beam
range monitoring. These diverse experimental approaches aim to provide precise informa-
tion on the Bragg peak position: the approach object of this thesis is based on the detection
of prompt-γ rays emitted along the ion beam path, which originate from nuclear interac-
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tions with the patients' tissues. Therefore, the main objective of this thesis was to develop
and upgrade an (ultimately) online imaging system prototype based on a Compton cam-
era detector arrangement towards the needs of a clinical application. A Compton camera
detector prototype was characterized, consolidated and commissioned with both a multi-
layer and a mono-layer scatter component. The Compton imaging of the second design is
based on γ-tracking, while the first design allows to track the Compton electrons as well.
The electron-tracking capability motivated the LMU Compton camera design [121], which
consists of a stack of six layers of double-sided silicon strip detectors (DSSSD, each 50 ×
50 × 0.5 mm3 with 128 strips on each side having a pitch size of 0.39 mm) acting as scatter
(tracker) component, while the absorber component is formed by a monolithic LaBr3(Ce)
scintillator coupled to a segmented position-sensitive multi-anode photomultiplier tube
(PMT). The PMT segments are processed individually, using spectroscopy electronics:
the energy and time signals are digitized in a VME-based charge-to-digital converter and
time-to-digital converter, respectively. In order to reduce part of the system complexity,
the initially applied 256-fold segmented PMT (H9500, Hamamatsu) was replaced by a 64-
fold segmented PMT (H8500C, Hamamatsu). With this scenario, the spatial resolution
was determined using the Categorical Average Pattern (CAP) improved version of the k-
Nearest Neighbors (k-NN) algorithm, which consists of comparing each 2D light amplitude
representing a specific photon interaction position to photopeak events contained in a pre-
viously acquired 2D light amplitude reference library. The spatial resolution performance
was evaluated using the so-called “leave-one-out” method and introducing the Categorical
Gaussian Distributed Replacement algorithm (CGDR), which takes care of substituting
the non-physical “blank pixels” permitting an improvement of the results from all PMT
configurations. A similar or even superior performance for the lower PMT granularity sce-
nario was demonstrated. A sub-3mm spatial resolution was experimentally achieved, thus
reaching the design specifications defined in [121], which were already reached by creating
a 64-channels PMT granularity, obtained by software summation from the data experimen-
tally acquired with the 256-fold segmented PMT. The spatial resolution was determined
at different photon energies, corresponding to the available collimated radioactive sources
which were used to create the reference libraries: at 137Cs energy a value of 3.4(1) mm
was obtained, while at 1173 keV and 1332 keV 60Co photopeaks the spatial resolution
was improved to a value of 2.9(1) mm, thus maintaining the same trend as a function of
the photon energy as the one already observed for the monolithic LaBr3(Ce) coupled to
a 256-fold segmented PMT. The same CAP algorithm was also adopted to extract the
interaction positions of unknown Compton-scattered photons in the monolithic absorber
when used in a Compton setup arrangement. Thus the reconstruction time is an essential
feature in view of an envisaged (ultimately) real-time application: the present situation to-
gether with ideas to improve the speed of this process will be later discussed. Furthermore,
the characterization of the spatial resolution performance in typical prompt-gamma rays
energy ranges is needed: the availability of a related 2D light amplitude reference library is
required, calling for the availability of a highly collimated photon beam of specific energies
between 3 and 6 MeV, as discussed later.
The DSSSD modules, whose signals were previously processed by the Gassiplex ASIC-
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based electronics, were during the work of this thesis extensively characterized in order
to determine the limitations which were found to be partially imposed by their internal
structure. The energy resolution could be determined at 5 MeV using a triple α-source
(239Pu, 241Am, 244Cm) revealing a full-width-at-half-maximum (FWHM) of 74 keV and
pointing to the dead layer as the first property to be improved. The interstrip resistance
values, obtained from measurements on the p- and n-side of the detectors, revealed a poor
n-strip separation (∼ 5 kΩ), which caused a high noise level, initially attributed to the first-
generation electronics based on the Gassiplex chip, which did not allow for a separation of
the low energy signals from the noise level on the n-side signals. This calls for an upgrade
of the DSSSD detectors, which is examined later. Parallel to that, the limitations imposed
by the DSSSD signal processing and data readout were also determined and the possibility
to upgrade the readout system was evaluated by considering the available options on the
market, able to process the 1536 channels from the six DSSSD detector modules. The
ASIC-based GET system solved part of the limitations imposed by the Gassiplex system
but on the other hand it presented other drawbacks for our application, such as mandatorily
storing the full signal trace and thus leading to the need of a considerable amount of memory
and an increase of the dead time. The solution that could best fit to our specifications was
found in close collaboration with an industrial partner: the MMR board, a more flexible
and higher performing electronics based on discrete components, processing both signal
polarities and able to provide a trigger to the system. Furthermore, the upgrade of the
signal processing and data acquisition was extended to the whole Compton camera setup,
adapting the new frontend electronics designed initially for replacing the outdated ASIC-
based modules of the scatterer also to the signal properties of the absorber scintillator and
its segmented readout. The data streams from the two Compton camera components were
merged. The detector components were enclosed in an upgraded newly designed version of
Faraday cage, made of aluminum and with the inclusion of an active cooling device, which
enabled a decrease of the DSSSD leakage current during online measurements. The first
measurements with the upgraded full Compton camera system readout were performed
oﬄine and online, demonstrating the full compliance with the detector specifications while
preserving the detector system's performance. The online measurements were executed at
the Tandem accelarator in Garching, making use of a 20 MeV continuous proton beam and a
20 MeV pulsed deuteron beam, the latter allowing for time performance evaluation, hitting
water and PMMA targets. The data throughput handled by the VME-based controller in
use (Struck Innovative Systeme, model SiS3153) can reach up to 35 MB/s for each VME-
based data receiver (VMMR module), which collects the data via optical links from the
boards. This turns into a higher achievable data rate, which, in combination with the
possibility to trigger on the scatter component of the system, allowed for an improvement
of ∼ 3 orders of magnitude in the ratio of acquired events in Compton coincidence from
the system. The aim of these tests was to validate the new signal processing and data
acquisition system at photon energy ranges and data rates of interest in the envisaged
clinical scenario. However, taking into account the findings demonstrated for the DSSSD
components, only the p-strip signals from these detectors were read out: a full data analysis
and Compton imaging capability evaluation will be thus performed once an upgraded
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version of DSSSD detectors will be installed in the system.
The investigated alternative Compton camera setup consisted of a detector arrangement
based on a mono-layer scattering component. Given the excellent performance demon-
strated for the monolithic LaBr3(Ce) scintillator, the same detector was used as absorber
component, whereas the scatter component of the system was replaced with one layer of
pixelated 22 × 22 GAGG scintillator crystals (each of them 0.9 × 0.9 × 6 mm3 separated
by a 0.1 mm teflon layer) read out by an MPPC SiPM array. A proof of principle study
was carried out using 137Cs and 60Co laboratory sources, revealing a system resolution of 2
mm, with a sub-mm accuracy. The angular resolution measure (ARM) value was found to
be ∼ 8◦ at 137Cs energy and ∼ 6◦ at 60Co energies for simulated data, and around twice this
amount for experimental data. The trend of improving performance as a function of the
photon energy reflected the spatial and energy resolution performance of the monolithic
LaBr3(Ce) detector, which improves with increasing photon energy. The imaging capabil-
ity of the system was evaluated in different geometrical scenarios, as a basis for further
studies in the framework of a multi-modality imaging system, which will be discussed later.
9.2 Future perspectives
This section is dedicated to the future perspectives and envisaged plans which can be de-
lineated for the Compton camera prototype setups which were characterized, consolidated
and commissioned in this thesis work.
Speed performance of the position reconstruction algorithm for
the monolithic scintillator
The ultimate goal of this project is to develop an imaging system, based on events acquired
in Compton coincidence between two detector components, which can monitor the ion beam
range online during the irradiation of a patient (in this case a small animal, given the field
of view chosen for the system). Given this requirement, all procedures needed in order to
retrieve position and energy information from the detector components and serving for the
Compton imaging reconstruction, have to be performed online, without any postprocessing.
The most time consuming analysis procedure is certainly the one needed for retrieving the
photon interaction positions in the monolithic absorber. The k-NN algorithm is based
on eventwise comparison and makes use of a “look-up-table” consisting of a reference
library which contains 2D light amplitudes for 100 × 100 irradiation positions, regularly
chosen with a step size of 0.5 mm, in order to scan the complete surface of the monolithic
detector. Since each irradiation position contains at least 300 photopeak events and each
event consists of a 2D light amplitude distribution built from the 256 or 64 PMT channels,
the amount of data to be compared is quite relevant. The present situation requires a
processing time, per photon interaction position reconstructed, of about 6 s and 2 s for a
256 and 64 PMT granularity scenario, respectively. An improvement was already achieved
in terms of required processing memory (from ∼ 102 GB to ∼ 1 GB for the processing
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of a full reference library), which permits to avoid the use of high performance computers
(HPCcluster) and to pursue a more automatic procedure. However, for what concerns the
processing time, considerable improvements could not be achieved. Given the structure
of the data, new perspectives appeared in the direction of, for example, Deep Learning or
Artificial Neural Network methods. In order to allow for first tests in this direction, the
137Cs reference library for the LaBr3(Ce) coupled to the H8500C PMT was acquired with
the requirement of 600 events per position, since a large fraction of the available data will
be needed for the training part of such networks. First steps in this direction are being
performed, but are not part of this PhD thesis.
Realistic scenario for the incoming radiation in the monolithic
absorber
So far, the method for determining the photon interaction position in the monolithic ab-
sorber, is based on an event by event comparison to a set of “ideal” data. Since the events
contained in the 2D light amplitude reference library were obtained from a highly colli-
mated (with a collimator opening of 1 mm) photon source hitting the detector's surface
perpendicurarly, this procedure does not take into account possible incident angles differ-
ent to 90◦ of the incoming photon, whose interaction position has to be reconstructed. In
addition, the events acquired in coincidence from a Compton camera setup do not contain
photopeak events, which on the other side are contained in the reference library. This
may contribute to the uncertainties obtained in the interaction position reconstruction
procedure and could be partly solved by setting up a calibration procedure which takes
into account different incident photon angles as well. The second remark emerged when it
was observed that the interaction positions reconstructed from unknown photon events ac-
quired in a Compton setup were more homogeneously distributed when the last correction
step applied to the raw data (see Sect. 6.3.2) was avoided. Furthermore, from simulation
studies illustrated in [185], it was observed that with the present scatter component thick-
ness, a considerable amount of high energy (> 1 MeV) electrons can reach the absorber. In
addition, it can also happen that more than one photon is hitting the absorber in the same
event time window. Since presently a set of reference 2D light distributions is not existing
for this scenario, the acquisition of a set of reference data in a controlled (two-photons) or
(electron plus photon) scenario is envisaged.
Spatial resolution of the monolithic scintillator at prompt-gamma
ray energies
The spatial resolution of the monolithic LaBr3(Ce) was extensively characterized for pho-
ton energies of 662 keV, 1173 keV and 1332 keV, which correspond to the photopeak
energies of 137Cs and 60Co laboratory sources, respectively. Since the prompt-γ ray energy
range of interest in the clinical scenario is between 3 and 6 MeV, further studies for the
spatial resolution evaluation should be performed at higher energies. The unavailability of
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laboratory sources in this energy range and the requirement of having a highly collimated
photon beam makes this setup quite challenging. In [139] a measurement in this regard was
envisaged through the GAMS6 setup at the Institute Laue-Langevin (ILL) in Grenoble,
France. Unfortunately, the conditions for this measurement turned out to be not feasible
due to the high photon background at lower energies, not allowing for the required colli-
mation. This measurement may become possible at the upcoming γ-beam facility of the
Extreme Light Infrastructure-Nuclear Physics (ELI-NP) facility at Bucharest [271], which
will become operational in almost two years. An preservation or even further improvement
of the spatial resolution is expected at higher energies, which, being considerably above
the energy threshold for pair creation, should present a more confined light distribution.
Detectors’ optical alignment
The newly designed Compton camera Faraday cage (see App. C) serves, in addition to the
shielding functionality, also as a mechanical framework for the detector components which
are mounted inside. However, the detector components are so far mounted on a millimetric
accuracy scale using aluminum profile bars. Given the highly segmented DSSSD detectors
and the relatively small field of view required for a small-animal irradiation scenario, there
is therefore the need to improve the accuracy of the system arrangement to the order
of a sub-mm scale. The foreseen plan is to implement a laser positioning system which
would include a motorized translation stage for the detector positioning. This work will
be included in the PhD thesis of T. Binder.
Compton camera efficiency
Given the limitations which were determined from the internal structure of the DSSSD
modules, a new design for these detectors is required. A new stack of DSSSD detectors
should maintain a high resistivity (> 10 kΩ cm) in order to avoid a high dark current
in the silicon detectors and should possess improved interstrip properties. Furthermore,
the detector thickness should be considered: a stack of six DSSSD, corresponding to a
total thickness for the scattering material of 3 mm, is related to an ∼ 1.5 % scattering
probability for the photon events that should be detected by the Compton camera setup.
This was a compromise dictated by the unavailability of thicker DSSSD detectors that
could provide the required properties. A simulation study on the optimum number and
thickness of the scattering layers in view of an optimized camera efficiency can be found in
[185], revealing the preference for 1 mm DSSSD detectors. Since this thickness is still not
available with the required quality, a compromise seems to be the use of 0.75 mm thick
detectors instead of the 0.5 mm thick ones presently part of the LMU Compton camera.
These can be purchased from CiS [191] based on a high resistivity material and foreseeing
improved interstrip properties.
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Multi-modality Compton camera
A characterization study performed for a second Compton camera setup based on γ-
tracking in different geometrical configurations opened the discussion for different future
applications. The camera showed a satisfactory spatial resolution of 2 mm with a relative
detector distance of 50 mm and 200 mm, at different photon source energies. The perfor-
mance of the camera improves with an increasing photon energy, with an angular resolution
measure (ARM) comprised between ∼ 6◦ and 8◦. Next steps of evaluation are being con-
sidered in the direction of a multi-modality device, which could combine the detection of
PET and prompt-γ signals [4, 284]. With the combination of PET and Compton imaging,
the detection of a single decay would in principle be enough to localize the source position.
Large sensitivity could for example be expected for triple gamma emitters, such as 44Sc
(which emits a pair of 511 keV photons and a 1157 keV gamma ray almost simultaneously):
the coincidence detection of a pair of 511 keV photons locates the source position along
a line-of-response (LOR) and the source position can be then identified as one of the two
intersection points of the LOR with a Compton cone after measuring the 1157 keV γ-ray.
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• Aldawood S., Castelhano I., Gernha¨user R., Van Der Kolff H., Lang C., Liprandi
S., Lutter R., Maier L., Marinsˇek T., Schaart D.R., Parodi K. and Thirolf P.G.:
“Comparative characterization study of a LaBr3 scintillation crystal in two surface
wrapping scenarios: absorptive and reflective”, Frontiers and Oncology, 5:270 (2015),
DOI:10.3389/fonc.2015.00270
Conference attendance and contributions
• 2018 IEEE Nuclear Science Symposium and Medical Imaging Conference
Contribution: Monolithic LaBr3(Ce) absorber and segmented GAGG scatter detectors
in a Compton camera arrangement for medical imaging
November 10-17, 2018 (Sydney, Australia)
• 49. Jahrestagung der Deutschen Gesellschaft fu¨r Medizinische Physik
Contribution 1: Compact signal processing of a Compton camera system for medical
imaging
Contribution 2: Characterization of a Compton camera setup with monolithic LaBr3(Ce)
absorber and segmented GAGG scatter detectors
September 19-22, 2017 (Nu¨rnberg, Germany)
• 82. Jahrestagung der DPG und DPG-Fru¨hjahrstagung
Contribution: Compact signal processing of a Compton camera system for medical
imaging
March 19-23, 2018 (Wu¨rzburg, Germany)
• 2017 IEEE Nuclear Science Symposium and Medical Imaging Conference
Contribution: Characterization of a Compton camera setup with monolithic LaBr3(Ce)
absorber and segmented GAGG scatter detectors
October 21-28, 2017 (Atlanta, USA)
• Jahrestagung der BIOMEDIZINISCHEN TECHNIK und Dreila¨ndertagung der MEDI-
ZINISCHEN PHYSIK
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Contribution 1: Optimization of a Compton camera prototype for particle beam range
verification
Contribution 2: Sub-3mm spatial resolution from a large monolithic LaBr3(Ce) scin-
tillator
September 10-13, 2017 (Dresden, Germany)
• 81. Jahrestagung der DPG und DPG-Fru¨hjahrstagung
Contribution: Commissioning of the scatter component of a Compton camera con-
sisting of a stack of Si strip detectors
March 27-31, 2017 (Mu¨nster, Germany)
• 47. Jahrestagung der Deutschen Gesellschaft fu¨r Medizinische Physik
Contribution: Status of the development of a Compton camera prototype for ion beam
range verification via prompt gamma imaging
September 7-10, 2016 (Wu¨rzburg, Germany)
• 80. Jahrestagung der DPG und DPG-Fru¨hjahrstagung
Contribution: Development of a Compton Camera prototype for prompt gamma med-
ical imaging
March 14-18, 2016 (Darmstadt, Germany)
• Alpa Symposium - Applications of Laser-driven Particle Acceleration
Contribution: Development of a Compton camera prototype for prompt gamma med-
ical imaging
November 19-21, 2015 (Venice, Italy)
• IMPRS-MAP Workshop
Contribution: Development of a Compton camera prototype for prompt gamma med-
ical imaging
July 26-31, 2015 (Wildbad Kreuth, Germany)
• Advanced Semiconductor Detectors for Medical Applications Symposium
February 13, 2015 (Munich, Germany)
• 79. Jahrestagung der DPG und DPG-Fru¨hjahrstagung
Contribution: Commissioning of the scatter component of a Compton camera con-
sisting of a stack of Si strip detectors
March 23-27, 2015 (Heidelberg, Germany)
• Symposium on Medical Imaging at Oncoray
September 2014 (Dresden, Germany)
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APPENDIX B
PMT non-uniformity maps
Figure B.1: PMT non-uniformity map for the H9500 PMT (crystal serial number:
BA2480).
260 B. PMT non-uniformity maps
Figure B.2: PMT non-uniformity map for the H8500C PMT (crystal serial number:
CB0609).
Figure B.3: PMT non-uniformity map for the H12700A-10 PMT (crystal serial number:
GA1294).
APPENDIX C
Compton camera box mechanical drawing
Figure C.1: Technical drawing of the Compton camera box
262 C. Compton camera box mechanical drawing
Figure C.2: Technical drawing of one lateral side of the Compton camera box, where the
active cooling device is attached.
263
Figure C.3: Technical drawing of the front side of the Compton camera box, where the
entrance window is located.
264 C. Compton camera box mechanical drawing
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