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Abstract – A Turbo-detection aided serially concatenated in-
ner Trellis Coded Modulation (TCM) scheme is combined with
fourdifferentoutercodes, namelywithaReversibleVariableLength
Code (RVLC), a Non-Systematic Convolutional (NSC) code a Re-
cursive Systematic Convolutional (RSC) code or a Low Density
Parity Check (LDPC) code. These four outer constituent codes
are comparatively studied in the context of an MPEG4 video-
phone transceiver. These serially concatenated schemes are also
compared to a stand-alone LDPC coded MPEG4 videophone sys-
tem at the same effective overall coding rate. The performance
of the proposed schemes is evaluated when communicating over
uncorrelated Rayleigh fading channels. It was found that the se-
rially concatenated TCM-NSC scheme was the most attractive
one in terms of coding gain and decoding complexity among all
the schemes considered in the context of the MPEG4 videophone
transceiver. By contrast, the serially concatenated TCM-RSC
scheme was found to attain the highest iteration gain among the
schemes considered.
1. MOTIVATION AND BACKGROUND
The MPEG-4 standard [1, 2] offers a standardised framework for
a whole range of multimedia applications. Examples include tele-
shopping, interactive TV, internet games, or mobile video commu-
nication. MPEG-4 integrates different types of multimedia data and
services by the introduction of a so-called object-based approach for
the description and coding of multimedia contents. The key function-
alities of MPEG-4 include independent coding of objects in a video
frame, the ability to interactively embed these video objects into a
scene shown on the screen, the transmission of 3D scene descrip-
tions, quality versus bitrate based temporal and spatial scalability and
improved error resilience [3].
As the MPEG-4 standard targets a broader range of different ap-
plications and bitrates than the previously deﬁned hybrid video cod-
ing standards such as MPEG-1, 2 or H.263, it employs a higher va-
riety of different algorithms and coding modes. In the MPEG-4 cod-
ing algorithm a scene consists of one or more audio-visual objects
potentially generated from multiple sources. A speciﬁc manifesta-
tion of a so-called video object layer is referred to as a video object
plane (VOP) [2]. The individual VOPs delivered to an MPEG-4 de-
coder are allowed to have arbitrary shapes. The individual VOPs of
an object may be transmitted separately from each other.
In MPEG-4 video coding, the algorithm employed for encoding
natural video scenes is based on the classic block-based hybrid coding
scheme [4], which is known from the well-established MPEG-1, 2
or H.263 codecs. However, these codecs were further developed in
order to allow the encoding of arbitrarily shaped video objects. For
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employment in error-prone environments, error resilient features were
introduced by several parts of the MPEG-4 standards. This renders
the MPEG-4 coding standard particularly suitable for wireless video
telephony.
Trellis Coded Modulation (TCM) [5, 6] constitutes a bandwidth-
efﬁcient joint channel coding and modulation scheme, which was
originally designed for transmission over Additive White Gaussian
Noise (AWGN) channels. More speciﬁcally, TCM schemes employ
a non-binary Recursive Systematic Convolutional (RSC) code [5–7]
and a set-partitioning scheme [5] labelled as mapper. In an effort to
improve the performance of TCM when communicating over Ray-
leigh fading channels, In-phase (I) and Quadrature-phase (Q) inter-
leaved TCM (IQ-TCM) schemes were proposed in [8, 9]. Speciﬁ-
cally, IQ-TCM beneﬁts from additional signal-space diversity or IQ-
diversity, owing to the independent fading of the I and Q components,
when communicating over Rayleigh fading channels.
Lossless Variable Length Codes (VLCs) constitute a family of
low-complexity source compression schemes. Speciﬁcally, Huffman
coding belongs to the family of VLCs that is capable of achieving
optimum source compression. However, Huffman coding has no er-
ror correcting capability owing to its minimum free distance of unity
among the legitimate codewords. However, VLCs can be designed for
attaining a minimum free distance of higher than unity at the cost of a
reduced source compression capability. In order to exploit the resid-
ual redundancy of VLCs, numerous trellis-based VLC decoding tech-
niques have been proposed, such as the joint source/channel coding
scheme of [10] and the joint source-coding, channel-coding and mod-
ulation scheme of [11], where a Reversible VLC (RVLC) [12] was
invoked as the outer code and the associated bit-based trellis struc-
ture [13] was used for decoding. It has been shown in [10, 11] that
RVLCs can be jointly utilised as the source compression scheme and
as an outer channel code for providing a signiﬁcant amount of coding
gain, when they are jointly turbo-decoded with a serially concatenated
inner channel code or TCM. Hence, a serially concatenated IQ-TCM-
RVLC scheme constitutes a good candidate for enhancing the perfor-
mance of the MPEG4 videophone transceiver. More speciﬁcally, 4-bit
videosymbolscanbecreatedfromtheMPEG4-codedvideobitstream
and an RVLC can be designed based on the probability of occurrence
of the 2
4 =1 6possible values of the video symbols.
However the MPEG4-coded video bitstream may no longer be
compressed by the RVLC scheme, if the 4-bit video symbols are
equiprobable. In this scenario, maximal minimum distance Non-Sys-
tematic Convolutional (NSC) codes [14, p. 331] having a signiﬁcantly
lower number of trellis states compared to VLC having the same min-
imum distance may constitute a better candidate for concatenation
with inner channel codes. On the other hand, the performance of the
RSC code is poorer than that of the NSC code considered, when the
number of iterations is low, since the minimum distance of the RSC
code is lower than that of the NSC code. However, as a beneﬁt of
its recursive structure, the RSC code will outperform the NSC code,
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Figure 1: Block diagram of the serially concatenated MPEG4 IQ-TCM-RVLC/NSC/RSC/LDPC scheme. The notations u, ˆ u, b, x and y
denote the vectors of the video symbols, the decoded estimates of the video symbols, the RVLC/NSC/RSC/LDPC outer encoded bits, the TCM
symbols and the received symbols, respectively. The IQ channel interleaver and the bit-based interleaver between RVLC/NSC/RSC/LDPC and
TCM are not shown for simplicity.
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Figure 2: Block diagram of the IQ-TCM-RVLC/NSC/RSC/LDPC turbo detection scheme. The notations πb and π
−1
b denote the bit-based inter-
leaver and deinterleaver, respectively. Furthermore, Ψ and Ψ
−1 denote LLR-to-symbol probability and symbol probability-to-LLR conversion,
while Ω and Ω
−1 denote the addition and deletion of the LLRs of the side information and dummy bits for the RVLC decoder.
when the number of iterations is sufﬁciently high. Furthermore, Low
Density Parity Check (LDPC) codes [15] are capable of approaching
the channel’s capacity limit at the cost of a relatively high storage
requirement and complexity.
In this contribution, we propose a variety of novel serially con-
catenated transceivers and comparatively study the performance of
the concatenated IQ-TCM-RVLC, IQ-TCM-NSC, IQ-TCM-RSC and
IQ-TCM-LDPC schemes as well as a stand-alone LDPC scheme, all
having a similar coding rate, when communicating over Rayleigh fad-
ing channels.
2. SYSTEM OVERVIEW
The system block diagram of the MPEG4-based serially concatenated
turboschemehavingIQ-TCMastheinnerconstituentcodeandRVLC,
NSC, RSC or LDPC as the outer constituent code is shown in Fig-
ure 1. We ﬁxed the transmission frame length to 2032 bits and 16-
level Quadrature Amplitude Modulation (16QAM) was employed. In
the context of the IQ-TCM-RVLC scheme a low number of dummy
bits was required for mapping the RVLC output bits to a constant-
length bit sequence. The side information related to the number of
RVLC output bits per transmission frame conveying the RVLCs is
explicitly signalled to the decoder by repeating the related side infor-
mation bits three times for the sake of employing majority logic based
detection and the side information bits are then further protected by
the TCM scheme. The coding rate of the RVLC scheme takes into
account the rate loss due to the inclusion of the side information bits
and the dummy bits.
The decoder structure of the IQ-TCM-RVLC/NSC/RSC/LDPC
scheme is illustrated in Figure 2, where there are two constituent de-
coders, each labelled with a round-bracketed index. Symbol-based
andbit-basedMAPalgorithms[6]operatinginthelogarithmic-domain
are employed by the TCM/NSC/RSC decoder and by the RVLC de-
coder, respectively, because no multiplication and division operations
are required in the logarithmic-domain. By contrast, the Fast Fourier
Transform (FFT) was invoked for LDPC decoding [16], which is less
complex than the traditional belief-propagation based LDPC decod-
ing method [17]. Note that the traditional belief-propagation algo-
rithm can be implemented in the logarithmic domain according to the
method proposed in [18] but it is only applicable for employment in
binary LDPCs. By contrast, the less complex FFT-based LDPC de-
coding technique can be used for non-binary LDPCs, but it cannot
operate in the logarithmic domain. Hence, multiplication and divi-
sion operations are required by the FFT-based LDPC decoder instead
of additions and subtractions.
The notations P, S, A and E in Figure 2 denote the logarithmic-
domain probabilities of the parity information, the systematic infor-
mation, the ap r i o r iinformation and the extrinsic information, re-
spectively. The notations Lp, Le and Li denote the Logarithmic-
LikelihoodRatio(LLR)oftheaposteriori, extrinsicandintrinsic
information, respectively. The probabilities and LLRs associated with
one of the two constituent decoders having a label of 1 and 2 are dif-
ferentiated by the superscript of 1 and 2. The logarithmic-domain
symbol probabilities of the IQ-interleaved symbols are computed by
the demodulator based on the approach of [9]. There are 2
m+1 prob-
abilities associated with an (m +1 ) -bit TCM-coded symbol, which
have to be determined for the MAP decoder [6]. These probabilities
are input to the TCM MAP decoder as [P&S], which indicates the in-
separable nature of the parity and systematic information [6, 7]. The
TCM decoder’s output is given by [E&S]
1 + E
2,w h e r e[E&S] can
be referred to as intrinsic information, since it contains the extrinsic
information provided by the TCM decoder itself as well as the sys-
tematic information at the demodulator’s output [P&S].
0-7803-8521-7/04/$20.00 (C) 2004 IEEE Crown Copyright
2607 0-7803-8521-7/04/$20.00 © 2004 IEEEFunction Number of terms Multiplication Addition
F1) αt(s)=

all ` s γt(` s,s) · αt−1(` s) S MS S(M − 1)
F2) βt−1(` s)=

all s βt(s) · γt(` s,s) S MS S(M − 1)
F3) γt(` s,s)=Π t,a · ηt(` s,s) MS MS 0
F4) γt(` s,s)=ηt(` s,s) MS 0 0
F5) Pr{ut = a|y} =

(` s,s)⇒
ut=a
βt(s) · αt−1(` s) · γt(` s,s) M 2MS M(S − 1)
F6) Pr{ct = b|y} =

(` s,s)⇒
ct=b
βt(s) · αt−1(` s) · γt(` s,s) ¯ M ¯ M(2S
M
¯ M )=2 MS ¯ M(S
M
¯ M − 1)
Table 1: The total number of mathematical operations required for computing all terms of F1 to F6 per MAP decoder stage.
3. COMPLEXITY
The a posteriori probability of an m-bit information symbol ut
given the received sequence y = {y0,...,y N−1} generated by N
number of transmitted symbols may be computed as [6]:
Pr{ut = a|y} =

(` s,s)⇒
ut=a
βt(s)·αt−1(` s)·γt(` s,s), where (` s,s) ⇒
ut = a indicates the speciﬁc set of trellis transitions emerging from
the previous trellis state St−1 =` s to the present state St = s that can
be encountered, when the m-bit information symbol is ut = a,w h e r e
a is one of the legitimate 2
m-ary information symbols. Similarly, the
a posteriori probability of an n-bit coded symbol ct may be com-
puted as:
Pr{ct = b|y} =

(` s,s)⇒
ct=b
βt(s)·αt−1(` s)·γt(` s,s), where (` s,s) ⇒
ct = b indicates the speciﬁc set of trellis transitions emerging from
the previous trellis state St−1 =` s to the present state St = s that
can be encountered, when the n-bit coded symbol is ct = b and b is
one of the legitimate 2
n-ary coded symbols. Furthermore, we have
αt(s)=

all ` s γt(` s,s) · αt−1(` s), which is the result of the MAP
decoder’s forward recursion [6], βt−1(` s)=

all s βt(s) · γt(` s,s) is
that of the backward recursion [6] and γt(` s,s)=Π t,a·ηt(` s,s) is the
branch transition metric [6]. Finally, Πt,a is the ap r i o r iinforma-
tion regarding the information symbol a and ηt is the ap r i o r iinfor-
mation regarding the coded symbol, which can be obtained from the
other decoder or from the demodulator and expressed as ηt(` s,s)=
exp(−
|yt−x|2
2σ2 ) for AWGN channels. As usual, x is the legitimate
2
n-ary transmitted symbol corresponding to the information symbol
a, while yt is the received signal at time t and σ
2 is the noise’s vari-
ance. Note that if Πt,a is not available, we have γt(` s,s)=ηt(` s,s).
Table 1 quantiﬁes the complexity of the MAP decoder for each
trellis stage quantiﬁed in terms of the number of mathematical oper-
ations, where the coding rate is R = m/n and the code memory is
ν. We also have M =2
m, ¯ M =2
n and S =2
ν. Note that the bit-
based RVLC trellis structure of [13] computes only the a posteriori
information of the RVLC coded bits. Furthermore, not all states in the
RVLC trellis have the same number of branches. Hence, we have to
compute the average number of branches as M = ˆ M/S,w h e r e ˆ M
is the total number of branches at each trellis stage. Hence, we have
¯ M = M in Table 1 for the bit-based RVLC trellis. We also have to
calculate the number of information bits B per trellis/decoding stage,
in order to quantify the complexity per information bit. Speciﬁcally,
we have B = R·cbps,w h e r eR is the coding rate and cbps represents
the number of coded bits per symbol. Note that in the bit-based trellis
structure of [13], the RVLC’s cbps is equal to one.
Generally, the inner TCM decoder of Figure 2 has to compute
only F1, F2, F3 and F5 of Table 1 for each iteration. By contrast, the
outer NSC/RSC decoder of Figure 2 has to evaluate F1, F2, F4 and F6
for each iteration, while F1, F2, F4 and F5 only during the last itera-
tion. Note that the bit-based outer RVLC decoder computes F1, F2,
F4 and F6 for all iterations, but a sequence estimator is also invoked
at the last iteration for generating the estimated information symbols
based on the a posteriori probabilities of the coded bits. By con-
trast, the decoding complexity associated with each coded bit of the
FFT-based binary LDPC codes may be calculated by appropriately
modifying the approach of [16] as 10c and 4c number of multiplica-
tions and additions, respectively, where c is the LDPC code’s column
weight. The number of information bits per binary LDPC decoding
stage is given by B = R.
In the next section we will study the achievable performance of
the proposed schemes using 16-level Quadrature Amplitude Modu-
lation (16QAM) in the context of the S =8 -state R =3 /4 TCM
scheme of [7, Table I], which protects all three information bits. Note
that the 8-state R =3 /4 TCM scheme of [5, Table III] suffers from a
relatively high error ﬂoor, when communicating over Rayleigh fading
channels, since only two out of three information bits were protected.
For the sake of extensive benchmarking we will concatenate the TCM
scheme with four different serially concatenated outer encoders hav-
ing an approximate code-rate of R =3 /4. Speciﬁcally, the 8-state
R =3 /4 NSC of [14, p. 331] having a minimum free distance of
four, the 8-state R =3 /4 RSC of [7, Table I] having a minimum
free distance of two and an approximately R =0 .777 RVLC hav-
ing a minimum free distance of two were invoked. Furthermore, two
c =3binary LDPC codes having coding rates of 0.777 and 0.576
were employed.
The associated number of trellis states of the RVLC having a min-
imum free distance of two was 29 in the context of the bit-based trellis
structure of [13]. Note that in the RVLC scheme, there are only 15
trellis states that have two emerging trellis branches each, while the
rest of the 14 states have only one trellis branch each, hence the aver-
age number of branches per trellis state is M =( 2×15+14)/29 =
1.52. Table 2 summarises the decoding complexity per information
Code Multiplications/bit Additions/bit
TCM 5MS/B (S(3M − 2) − M)/B
RVLC/NSC/RSC 4MS/B (S(3M − 2) − ¯ M)/B
NSC/RSC (last iter.) 4MS/B (S(3M − 2) − M)/B
Binary LDPC 10c/B 4c/B
Table 2: Decoding complexity per information bit of the TCM, NSC,
RSC, RVLC and LDPC schemes.
bit (and also per iteration in the case of LDPC codes) encountered for
the constituent codes. Speciﬁcally, we have S =8 , M =8 , ¯ M =1 6
and B =3for the TCM, NSC and RSC schemes. By contrast, we
have S =2 9 , M = ¯ M =1 .52 and B =0 .777 for the RVLC as well
as c =3and B =0 .777 or B =0 .576 for the LDPC codes.
4. SIMULATION RESULTS
In this section we evaluate the performance of the proposed MPEG4-
basedvideotelephoneschemesusingtheaveragevideoPeakSignalto
Noise Ratio (PSNR) [4]. From Table 2, we can see that the RVLC de-
coderhasthehighestcomplexityowingtoemployingahighernumber
of trellis states than its NSC/RSC counterpart. By contrast, the LDPC
schemes exhibit the lowest decoding complexity and hence they can
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7 depict the MPEG4 codec’s video performance in conjunction with
the serially concatenated TCM scheme having the NSC, RSC, RVLC
or LDPC code as the outer constituent code as well as the stand-alone
LDPC codes in the context of the average PSNR versus the Signal
to Noise Ratio (SNR) per bit, namely Eb/N0. The MPEG4 codec
operated at 30 frames per second using the (176 × 144)-pixel Quar-
ter Common Intermediate Format Miss America video sequence, en-
coded at a bitrate of 69 kbps. The overall coding rate of the IQ-TCM-
RVLC, IQ-TCM-LDPC and LDPC schemes was approximately R =
0.576, while that of the IQ-TCM-NSC and IQ-TCM-RSC schemes
was approximately R =0 .546. Hence the effective throughput of the
schemes studied was η = Rlog2(16)=2.3 Bits Per Symbol (BPS),
except for the IQ-TCM-NSC and IQ-TCM-RSC schemes, which had
an effective throughput of 2.24 BPS.
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Figure 3: Average PSNR versus Eb/N0 performance of the proposed
16QAM-based IQ-TCM-NSC assisted MPEG4 scheme, when com-
municating over Rayleigh fading channels. The effective throughput
is 2.24 BPS.
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Figure 4: Average PSNR versus Eb/N0 performance of the proposed
16QAM-based IQ-TCM-RSC assisted MPEG4 scheme, when com-
municating over Rayleigh fading channels. The effective throughput
is 2.24 BPS.
It can be seen from Figures 5 to 7 that only the IQ-TCM-NSC,
IQ-TCM-RSC and the stand-alone R =0 .576 LDPC schemes man-
aged to achieve an average PSNR in excess of 38 dB at Eb/N0=8 dB.
More speciﬁcally, the IQ-TCM-NSC scheme having three iterations
requires 3 × (106.7+8 5 .3) = 576 multiplications/bit, while the
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Figure 5: Average PSNR versus Eb/N0 performance of the proposed
16QAM-based IQ-TCM-RVLC assisted MPEG4 scheme, when com-
municating over uncorrelated Rayleigh fading channels. The effective
throughput was 2.30 BPS.
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Figure 6: Average PSNR versus Eb/N0 performance of the proposed
16QAM-based IQ-TCM-LDPC assisted MPEG4 scheme, when com-
municating over Rayleigh fading channels. The effective throughput
is 2.30 BPS. The internal LDPC iterations is ﬁve and its coding rate
is R =0 .777.
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Figure 7: Average PSNR versus Eb/N0 performance of the pro-
posed 16QAM-based stand-alone LDPC assisted MPEG4 scheme,
when communicating over Rayleigh fading channels. The effective
throughput is 2.30 BPS. The coding rate of LDPC is R =0 .576.
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85.3) = 768 multiplications/bit. Finally, the stand-alone R =0 .576
LDPC code using 20 iterations requires 20 × 52.1 = 1042 multipli-
cations/bit, when aiming for an average PSNR in excess of 38 dB, as
shown in Figures 3, 4 and 7. Therefore the IQ-TCM-NSC scheme has
a lower decoding complexity than the IQ-TCM-RSC and the stand-
alone LDPC schemes, while achieving an average PSNR of 38 dB.
Note further that as predicted, IQ-TCM-RSC outperformed IQ-
TCM-NSC after the fourth iteration as a beneﬁt of the RSC code’s re-
cursive structure. More speciﬁcally, the IQ-TCM-RSC scheme man-
aged to attain a PSNR in excess of 36 dB at Eb/N0=7 dB, which
is only 2.3 dB away from the Rayleigh fading channel capacity of
16QAM, which is Eb/N0=4.7 dB, while maintaining an effective
throughput of 2.24 BPS [19]. We also found during our studies that
the MPEG4 output bits grouped as 4-bit symbols are fairly equiprob-
ably distributed, hence the compression capability of the RVLCs was
eroded. As a result, IQ-TCM-RVLC was outperformed by the IQ-
TCM-NSC, IQ-TCM-RSC and LDPC schemes. Furthermore, the de-
coding complexity of IQ-TCM-RVLC is higher than that of IQ-TCM-
NSC and IQ-TCM-RSC, as we can see from Table 2.
On the other hand, the IQ-TCM-LDPC scheme of Figure 6 em-
ploys an 8-state IQ-TCM and the R=0.777 LDPC arrangement of Ta-
ble 2. The number of LDPC iterations is ﬁve and hence the total num-
ber of multiplications per bit for the IQ-TCM-LDPC scheme amounts
to 106.7+5× 38.6 = 299.7 per outer iteration. As we can see from
Figure6, theLDPCschemeusingﬁveiterationsisnotwellmatchedto
the 8-state IQ-TCM inner code. More explicitly, the IQ-TCM-LDPC
scheme beneﬁts from no further iteration gains after the second outer
iteration. After the second outer iteration the IQ-TCM-LDPC scheme
required Eb/N0 ≈ 10 dB for maintaining PSNR=35 dB according
to Figure 6, while the number of multiplications per bit required was
2 × 299.7 = 599.4. It is interesting to observe that the stand-alone
R =0 .576 LDPC scheme of Table 2 performed signiﬁcantly better
than the concatenated IQ-TCM-LDPC scheme, as it transpires from
Figures 6 and 7. Speciﬁcally, the R =0 .576 LDPC scheme employ-
ing 10 iterations has 52.1 × 10 = 521 multiplications/bit according
to Table 2 and it requires Eb/N0 ≈ 8 dB for attaining PSNR=35 dB
according to Figure 7. Hence the stand-alone LDPC scheme having
10 iterations requires an approximately 2 dB lower Eb/N0 than the
IQ-TCM-LDPC scheme at a comparable complexity and a similar ef-
fective throughput of 2.3 BPS.
5. CONCLUSIONS
In this contribution a range of serially concatenated IQ-TCM and
RVLC/NSC/ RSC/LDPC schemes were studied and compared to a
stand-alone LDPC code at a similar overall coding rate and through-
put in the context of an MPEG4 video-telephone transceiver. It was
shown that owing to the equiprobably distributed 4-bit MPEG4 output
symbols, the compression capability of the RVLCs eroded and hence
it was unable to further reduce the bitrate of the MPEG4 scheme.
On the other hand, the stand-alone LDPC codec outperformed its
IQ-TCM-LDPC counterpart, as shown in Figures 6 and 7. How-
ever, the IQ-TCM-NSC scheme was capable of attaining the same
video performance as that of the IQ-TCM-NSC and LDPC codes at a
lower complexity, when the number of turbo iterations invoked by the
IQ-TCM-NSC/IQ-TCM-RSC scheme was low, as evidenced by Fig-
ures 3, Figure 4 and 7. By contrast, the IQ-TCM-RSC scheme was
found to outperform the IQ-TCM-NSC scheme, when the number of
iterations was sufﬁciently high. Hence, the IQ-TCM-NSC scheme
was found to be the most beneﬁcial scheme in assisting the MPEG4
video transceiver’s operation, when a low decoding complexity was
required. However, the IQ-TCM-RSC scheme constitutes the best de-
sign choice, when increasing the number of decoding iterations since
a higher decoding complexity is affordable.
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