We introduce a design of experiments (DOE) methodology to the optimization of a-SiO 2 structures using classical molecular dynamics (MD) simulations. This approach produces defect-free systems in good agreement with experimental results of radial distribution functions and angular distribution functions. Application of DOE techniques allows systematic development of optimal MD simulation sequences of amorphous structures. A DOE approach allows control over the number of defects in the sample, as well as other properties, which may not be possible simply by maximizing annealing time and minimizing the cooling rate. In addition, DOE statistical analysis can give detailed insight into the dependences between preparation parameters and the properties of the samples so generated. For some response values, analytical forms have been fit, while for some other responses, accurate mapping on a space of affecting parameters has been performed. Although our investigation is restricted to the generation of a-SiO 2 structures, the approach is very general and can be effectively used for development and optimization of arbitrary amorphous systems.
Introduction
Amorphous materials play an important role in modern technology applications, and many researchers have carried out computer simulations of them using molecular dynamics (MD) [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] , Monte Carlo (MC) [17, 18] and molecular modelling [19, 20] techniques. As a first step, any computer simulation must begin with preparation of a structural model, which should be as close in its physical and structural properties to the real system as possible. Whereas forming of ordered crystalline models is trivial, preparation of amorphous structures is challenging since the geometry of amorphous structures cannot be specified in advance.
The structure of amorphous systems greatly affects their physical and chemical properties and therefore should be reproduced with high accuracy. The most important set of such attributes includes the number of dangling bonds, radial distribution functions (RDFs) and angular distributions functions (ADFs) for all types of pairs and angles, respectively.
We present an efficient and self-consistent application of design of experiments (DOE) techniques to optimization of a-SiO 2 structures using classical MD simulation, which finally produces a system in good agreement with experimental results for the above-mentioned attributes.
Although our investigation is restricted to generation of a-SiO 2 models, the proposed approach is very general and can be effectively used for development and optimization of arbitrary amorphous systems.
One of the most important applications of a-SiO 2 is the formation of inter-level dielectric layers in ULSI chips by controlled thermal oxidation of a Si surface. In addition, a-SiO 2 is important for chemical-mechanical polishing (CMP) of Si wafers since a thin layer of a-SiO 2 covers the Si wafer.
The properties of a-SiO 2 have been extensively investigated using classical [1, 5, 8, 11, 12, 14, 21, 22] or ab initio MD simulations [15, 16] or a combination of classical and ab initio [13] MD simulations to generate a-SiO 2 model structures. Although the majority of the prepared models were satisfactory for the particular research, many of the preparation sequences suffered from a lack of a systematic approach and did not necessarily produce optimal structures. The application of DOE techniques enables one to systematically develop and optimize MD preparation sequences to produce structures in good agreement with experimental results. In addition, DOE statistical analysis can give detailed insight into dependences between preparation factors and the qualities of the generated sample as well as derive analytical forms of such dependences.
DOE is a widely and successfully used methodology in many fields of modern engineering. Originally, it was developed as a compilation of the theory of groups, linear algebra and statistics and remains a topic of intense research nowadays. A detailed description of it can be found elsewhere [23] .
Underlying principles
SiO 2 exists in many different stable crystalline polymorphs such as α-and β-quartz, highand low-cristobalite, coesite, stishovite, tridymite, keatite and others [24] . It is a strong glass former, and the silica glass obtained from the melt forms a random network of corner-sharing SiO 4 tetrahedra. In this structure, each Si atom is bound to four O neighbours in Si(O 1/2 ) 4 coordination, while each O atom is connected to two Si atoms linking the tetrahedra in a continuous network. This arrangement was confirmed by diffraction experiments [25] , reverse MC [26] and numerous MD simulations .
One of the standard ways of preparation of a-SiO 2 is MD quenching of the equilibrated SiO 2 melt. The general preparation sequence we investigated is shown in figure 1 and consists of four stages:
(a) heating with heating rate Rh up to a high temperature, Th, above the melting point of the system; (b) equilibrating the system at Th for some time Lh; (c) cooling with cooling rate Rc to room temperature; (d) equilibrating at room temperature for some time Ll. The set of five parameters {Rh, Th, Lh, Rc, Ll} and the initial structure entirely determine the preparation sequence and are targets of optimization.
The quality of prepared samples has been evaluated by the set of so-called 'response values', which are the following: Each 'response value' is considered as a function of the parameters {Rh, Th, Lh, Rc, Ll} in parameter space. The general goal of our research is to optimize the set of parameters {Rh, Th, Lh, Rc, Ll} to generate structures that give the closest match of response values (2)-(11) to experimental results [29] [30] [31] and give Ndef = 0 since in real silica the concentration of defects is very low, around one per million. Optimization of all parameters is performed simultaneously by evaluating the approach of all response values to the reference ones and having different weights assigned to different response values to reflect their relative importance and typical variability.
The density of the prepared a-SiO 2 was not included in the set of response values since it was found that its value was quite close to experimental results for all runs. We suppose that density is mainly determined by inter-atomic potential, system temperature, external pressure and relaxation at the final temperature, which is long enough to allow the system to equilibrate its volume. The usual philosophy of glass preparation by MD simulations is to minimize the cooling rate, Rc, as much as possible and to maximize the annealing times, Ll and Lh. However, this approach cannot guarantee the absence of internal defects in the prepared sample, especially if annealing parameters are sub-optimal. It was found many times that runs with a low Rc and long Ll and Lh produced samples with internal defects. A DOE approach successfully solves this problem by searching for optimal annealing conditions. It generates accurate analytical forms for each response value and predicts the optimal parameters to obtain final properties in best agreement with experimental results. Although DOE techniques require multiple preliminary runs, the proper planning of these simulations can minimize this set, providing a higher or comparable total efficiency in comparison with the standard approach.
Each parameter is assigned a low-and a high-level value. These levels are chosen in a manner to avoid possible oscillations and bifurcation points in a region restricted by the low and high values of all parameters, so that the response value as a function is smooth, monotonous and single-valued inside that region. This requirement is not so critical and cannot violate the general DOE principles, though it provides higher reliability of prediction and subsequent optimization. Table 1 specifies low-and high-level values that were assigned to each parameter. The low-and high-level limits have been chosen according to general physical considerations and computational reasonability. There are different DOE schemes with different number of levels, but in our case a two-level scheme proved to have sufficient accuracy and reliability.
Five parameters assigned to five mutually orthogonal coordinate axes form a fivedimensional parameter space. In this space, points that correspond to the high-and low-level values of each parameter form the vertices of a five-dimensional parallelepiped. The general idea of the DOE methodology is to measure or simulate the magnitude of each response value at carefully chosen points in parameter space and to fit the response with an analytical form as a function of all parameters. Then, optimization methods can be used to search for the parameters that yield the closest simultaneous approach of all responses to the experimental values. Additional inclusion of some internal points like the centre point of the parallelepiped and the centres of its four-dimensional facets provides increasing accuracy and prediction reliability. A five-dimensional parallelepiped has 2 5 = 32 vertices, and it can be timeconsuming to perform simulations for each vertex in addition to possible central points. In this case, a so-called 'fractional factorial design' can be used, which requires simulations only on the fraction of all vertices, resulting in a 2 5−n (n = 1, 2, 3, 4) design. In this case, a special choice of vertices to simulate should be undertaken to minimize loss of accuracy and reliability in comparison with a full 2 5 = 32 design. Details of fractional factorial design and choice of vertices to simulate can be found elsewhere [23] .
The general methodology of DOE involves selecting a set of initial parameters (which probably can affect at least one of the response values) and then performing a so-called 'screening set of experiments', which in turn can identify which parameters are really important and which are not. Discarding unimportant parameters decreases the dimension of the parameter space and simplifies the optimization. Then a new set of simulations can be carried out, which will provide a maximum of information from a minimal number of simulations [23] .
Computational procedure
Classical MD simulations have been performed according to the general preparation sequence of figure 1 with a specific set of parameters {Rh, Th, Lh, Rc, Ll} for each run. The initial system consisted of a 648-atom block of crystalline β-cristobalite (figure 2) relaxed for 20 ps prior to the simulations. Besides atom coordinates and velocities, the code utilized in its input file requires some data for calculation of charge-dipole and dipole-dipole interactions, which is not known prior to simulations but obtained through a self-consistent iterative procedure. During the first several hundred time steps, the code acquires self-consistency, which results in large forces on atoms and distortion of the initial β-cristobalite structure. Nevertheless, after relaxation, the initial sample did not have any defects. All simulations have been performed in three-dimensional periodic boundary conditions at a constant pressure of 1 atm controlled by the Andersen scheme [27] . The inter-atomic interactions were modelled by Kieffer's classical potential, which included a two-body part, a three-body angular term (equation (1)) and chargedipole and dipole-dipole interaction terms [28] .
The temperature was controlled by rescaling the velocities of all atoms each time step. RDF and ADF curves for all types of pairs and angles have been calculated for the final system geometry, taking into account periodic boundary conditions. The correspondent RDF curves were calculated on a basis of ∼42 000 Si-O pairs, ∼21 000 Si-Si pairs and ∼84 000 O-O ones. The Si-O-Si ADF curves were calculated for the ∼860 Si-O-Si triples, while the O-Si-O ADF curves were calculated for the ∼2500 O-Si-O triples. The main RDF and ADF peaks have been fit by Gaussian functions to eliminate some collateral noise and to determine the peak position and its FWHM as response values. To investigate the importance of time averaging, 
we compared the results obtained by averaging the response at five different times over the last 500 fs of the simulation. This did not significantly change the averaged response because the final structures contained a large number of pairs and triplets in the investigated ensemble. In addition, the final geometry was investigated to determine the number of defects, Ndef. Each under-coordinated or over-coordinated Si and O atom was counted as an internal defect. The DOE software package Design Expert 6.0 and Interactive Data Language (IDL) were used for construction of the simulation set, statistical analysis, fitting and factor optimization.
Preparation of a-SiO 2 sample

Framework simulations
Initially a 'screening' set of 16 simulations according to a 2 5−1 scheme of fractional factorial design [23] was performed to determine unimportant parameters that did not affect any response value and thus could be eliminated from further consideration. This set of 16 MD simulations in fact was determined by half the vertices of a five-dimensional parallelepiped in parameter space and corresponded to the first 16 runs of table 2. The symbols (+1) and (−1) in parameter (table 1) . Half the vertices were chosen among all the ones given by the constructor I = Rh * Th * Lh * Rc * Ll, which is explained elsewhere [23] . In the DOE approach, the fraction of vertices to be simulated is chosen in such a way as to decrease the number of runs to be performed while maximizing the model robustness. In many cases, when system properties do not exhibit fast oscillations on preparation parameters, the reduction of the number of runs leads to little loss of accuracy [23] . The 2 5−1 = 16 runs should not be considered as the smallest set of required simulations, and in many cases the investigation can be performed using 2 5−2 = 8 or even fewer runs. For each performed run, all response values were obtained as described above and became the target of statistical analysis, which revealed that each parameter or its product with another parameter affected at least one response value and therefore had to be preserved. Then the initial design was augmented by an additional 11 runs (numbers 17-27 in table 2), which corresponded to ten centres of ten facets and to one central point of the five-dimensional parameter parallelepiped. The addition of the parallelepiped centre and the centres of its facets increases the accuracy and reliability of the model. The symbol (0) in the parameter columns of table 2 denotes an average of low-and high-level values of the parameter. Table 2 also presents one of the obtained response values, Ndef, as a most important and dynamic one. The average magnitudes of the response values and their absolute and relative standard deviations are summarized in table 3.
Optimization and validation run
The magnitudes of each response value obtained in the previous 27 framework runs were fit by a quadratic five-dimensional polynomial as a function of preparation parameters, producing a separate analytical form for each response. These analytical forms are used to obtain the set of optimal preparation parameters {Rh, Th, Lh, Rc, Ll}, that are expected to produce the sample in the best possible agreement with experimental results. The set of optimal parameters, {Rh, Th, Lh, Rc, Ll}, is obtained by simultaneous optimization along the fit response analytical forms evaluating the total deviation of the predicted properties from the experimental ones. The set of optimized preparation parameters is presented in table 4 together with low-and high-level parameter extremes, which restrict the possible argument values and make the prediction more reliable.
A final MD simulation with the optimized preparation parameters was performed to validate the prediction of the DOE analysis. The set of experimental reference values together The set of 27 framework simulations is enough to perform reliable optimization and to obtain a satisfactory match with experimental results. A further increase in the number of performed simulations will likely provide only a minor improvement in the results.
Comparative analysis. Accuracy and restrictions of the method
DOE analysis provides an alternative approach to the a-SiO 2 MD preparation sequence and it is important to evaluate its advantages and disadvantages in comparison with the standard approach. Under the 'standard approach', we imply the method of maximizing the annealing and relaxation times and minimizing the cooling rate.
In the standard approach, Th is usually chosen in an arbitrary manner. It does not always eliminate defects in the prepared sample, which can be present even after very long runs. However, for many cases the absence of internal defects in samples is the critical requirement. In many cases, the preparation of a silica sample by the standard approach can include weeks and even months of simulations. The DOE approach requires more simulations, but these runs can be relatively short.
The advantage of the DOE approach is that it provides more control over the final properties of the sample including the number of defects. The analytical models derived from the framework runs are quite accurate to predict the optimal preparation parameters, which will produce a defect-free sample in reasonable agreement with the other experimental properties like RDF and ADF peaks. In addition, the derived analytical dependences of the DOE model can provide deep insight into the physics of this process, which will be demonstrated in section 5.
Analysis of the values in table 5 shows that the MD-prepared silica reproduces experimental results with various degrees of accuracy.
Most importantly, the obtained sample has no internal defects, which is in complete accordance with the simulation goal and the analytical prediction.
The RDF Si-O , RDF Si-Si and RDF O-O response values demonstrate very small variability from one run to another (table 3). They are generally very close to the experimental results, which primarily is a consequence of accurate fitting of the inter-atomic potential. In addition, analytic expressions fit to the first 27 runs turn out to be quite accurate in their predictions, which is reflected by the small magnitudes of parameter β in table 5.
The (table 5 ). However, it should be taken into account that the experimental values of FWHM include broadening due to measurements of the neutron or x-ray structure factor and its subsequent Fourier transformation. Thus, it is difficult to reliably compare the experimental and simulated FWHM for the angles, but we try to optimize it as best as we can.
The quadratic analytical model of FWHM O-Si-O demonstrates a higher deviation from the simulated value. This property will be investigated later in a more detailed manner, providing increased accuracy of analytic description. In addition, it will be shown that the deviation of the simulated FWHM Si-O-Si from the experimental result is caused by the trade-off with the Ndef response value, which as a rule has a high magnitude at the region where FWHM Si-O-Si would be closer to the experimental reference value.
Despite its efficiency and predictive power, application of the DOE methodology to the generation of a-SiO 2 sample has one natural limitation. This limitation is the inter-atomic potential, which predetermines many properties of the sample in its stable final state, decreasing the effect of the preparation sequence. Probably, the number of defects is the only response value that is mainly determined by the preparation sequence but not by the inter-atomic potential itself. The other response values are primary determined by the inter-atomic potential and to a lesser extent by the preparation sequence. Despite this limitation, we believe that the DOE approach allows a controlled search for the best possible correlation with the experimental requirements, within limitations imposed by the inter-atomic potential. This paragraph completes the actual sample preparation section. The next sections will mainly concentrate on the more fundamental investigation of how the annealing sequence affects the structure and will require some additional simulations to be performed.
Analytical forms of response values
Analytical forms for the response values are able to provide insight into the amorphization process and a-SiO 2 network formation. Although 27 runs are enough to produce an a-SiO 2 system in good agreement with experiment, for more fundamental investigation it is desirable to expand the set of simulations to increase the accuracy of the functional forms of response values. Thus the initial design was augmented as shown in figure 3 (b) by including 16 previously omitted vertices of the five-dimensional cube and internal five-dimensional cross of ten points to clarify trends close to the central point. In addition, the point obtained by the previous optimization with {Rh, Th, Lh, Rc, Ll} = {4.37 K fs −1 , 5292.43 K, 58 049.70 fs, 0.39 K fs −1 , 20 525.18 fs} as well as its inversion relative to the central point were included, giving a total of 55 runs. For each additional run, all 11 response values were obtained and fit together with the previous 27 runs. It is useful to represent the fit response value functions in terms of so-called 'coded parameters', which are defined as
where P max and P min are the high-and low-level values of the parameter as stated in table 1.
Coding the parameters normalizes all of them with respect to each other by projecting segment [P min ; P max ] to segment [−1.0; 1.0]. The representation of the response value analytical expression in terms of coded parameters normalizes the coefficients of each term with respect to the other ones, which in turn clarifies the contribution of each term to the selected response value.
The accuracy of the fit analytical model can be limited if the selected response value has a low variability. For example, if the RDF or ADF main peaks have a very narrow distribution, and that distribution is discretized on a fine but finite grid, then it is hard to fit the amplitudes exactly. If those RDFs and ADFs also depend weakly on the parameters, then it is difficult to The ADF O-Si-O has a larger standard deviation (table 6), but it would require a more complex analytical form than a five-dimensional quadratic polynomial to obtain a more physically adequate fit. However, table 5 demonstrates a high degree of ADF O-Si-O quality (α = 0.65%) as well as accurate analytical prediction of the simulated response value (β = 0.11%) derived from the 27 framework runs.
The obtained expressions in equations (3) and (4) have a clear physical sense. It is remarkable that both FWHM Si-Si and FWHM O-O have identical functional forms including identical signs for the respective terms. The only exception is a presence of an additional component in equation (4) . The negative quadratic term, Rh * Rh, in equations (3) and (4) denotes that a low heating rate slightly increases smearing of Si-Si and O-O bond length distributions, while a fast heating narrows the final bond length distribution. This demonstrates that at the end of the 5th stage of thermal treatment, the structure is only slightly affected by its first stage. The normalized coefficients of Rh * Rh terms in equations (3) and (4) are very small, which indicates a rather weak effect and a very limited degree of influence of the initial stage. The detection of this result is due to the high sensitivity of DOE statistical analysis.
The contribution of Th in equations (3) and (4) The presence of the positive term Lh * Lh in both equations (3) and (4) denotes that keeping the system at Th increases the bond length smearing.
Interpretation of equation (5) To investigate the robustness of the optimal preparation parameters, the new set of parameters was optimized on the basis of 55 runs and compared with the optimal parameters obtained from the first 27 runs (table 4). The new set of optimal parameters demonstrated very limited deviation from the first set presented in table 4. The Rh, Rc and Th deviated within 4%, while Lh and Ll deviated within 7%. This small deviation validates the smaller model. This demonstrates that the correct application of the fractional factorial design provides minimal loss of quality and reliability with a decreased number of performed runs [23] .
The other response values, Ndef, FWHM Si-O-Si and FWHM O-Si-O , exhibit quite significant absolute and relative variability, and taking into account their importance will be investigated in a more detailed manner below.
Dependences of FWHM of ADF
One of the most important and powerful capabilities of DOE analysis is the ability to clearly identify which parameters or their interactions affect the selected response values and which do not. This is accomplished by evaluating the ratio of the mean squares of the response value and the statistical noise [23] . Such information can be obtained either by drawing normal probability plots, which provides clear visual though slightly subjective interpretation, or by a purely statistical computational procedure, which is more accurate [23] . Statistical analysis of FWHM Si-O-Si and FWHM O-Si-O unambiguously shows that these two response values depend only on Th and Rc and do not depend on the other parameters. This conclusion is rather powerful since it reduces a five-dimensional model to a two-dimensional one, greatly decreasing the number of required runs. Projection of the five-dimensional cube and internal points to the {Th, Rc} surface reveals that variability between points with the same {Th, Rc} is much less than between points with different {Th, Rc} pairs, which confirms the abovementioned conclusion. After projection of the current design to the {Rh = 0, Th, Lh = 0, Rc, Ll = 0} plane, where parameters are 'coded' ones, the obtained two-dimensional design has been augmented by an additional 13 runs as is shown in figure 4 . The initial pattern in figure 4 (a) has 15 points in the {Th, Rc} plane, while the augmented pattern in figure 4 (b) has 28 points. This expansion increases the predictive capability and accuracy of the analytical fitting. The reason for including the so-called Group A points in figure 4 (b) will be clarified later. For an additional 13 runs corresponding to the 13 new points on the pattern, FWHM Si-O-Si , FWHM O-Si-O and Ndef were calculated and analysed together with previous data. The resulting sets of 28 distributed points for FWHM Si-O-Si and FWHM O-Si-O were initially interpolated by a minimum curvature surface algorithm to the regular mesh with step of 0.05 and after that were fit to two-dimensional polynomial of sixth degree. Polynomials of lower degrees have been found to give a less accurate description of the simulated data. The interpolated surface of the FWHM O-Si-O response value is presented in figure 5 .
The most important observation from figure 5 is that FWHM O-Si-O has a sharp increase in magnitude along some threshold temperature range. 
Number of defects
The number of defects is the most dynamically changing and important response value. In real silica, the normal concentration of internal defects is very low, around one per million atoms, and so for a 648-atom model it is reasonable to consider the absence of any defects as the most realistic case. The number of defects has been determined for each of 68 runs. DOE statistical analysis unambiguously reports that Ndef depends on Rh, Th, Rc and slightly on Ll but does not depend on Lh, which denotes that even a low level of Lh (40 ps) is enough to completely equilibrate the system at that condition. Even after eliminating Ll, the dimension of the parameter space (4) is high enough to require a lot of additional runs to fill the internal space of a four-dimensional hypercube with a fine mesh to obtain an accurate functional form of Ndef. Therefore, it was decided to restrict analysis to the two-dimensional case where {Th, Rc} can vary, while {Rh, Ll} are kept at zero values in coded terms. Figure 8(a) shows a cross-section of the previously performed 68 run set by the Rh = Lh = Ll = 0.0 (coded units) hypersurface. It can be seen that there is a fine mesh, but it lacks simulations at four corners. These four simulations were performed to augment the previous design as shown in figure 8(b) .
The resulting set of Ndef values as a function of {Th, Rc} was interpolated by a minimum curvature algorithm, and the surface obtained is presented in figure 9 .
As seen in figure 9 , the surface of Ndef is quite irregular and consists of several hills and hollows. The final system is defect-free at low Th values for almost any Rc value within the low and high limits. Increasing Rc increases the number of defects in the system for almost all Th values except very low ones. Increasing Th has the same effect and results in formation of additional internal defects. Two pronounced peaks are found at {Th; Rc} = {−0.5; 0.5} and {Th; Rc} = {0.5; −0.5}. The structure has a defect-free point at {Th; Rc} = {0.0; −0.5}, which violates the general trend. Another unexpected phenomenon is defect formation at {Th; Rc} = {0.0; −1.0}, although it can be explained by random noise. In general, a simultaneous increase of Th and Rc increases the number of defects in the system. In other words, either annealing at lower temperatures or slow cooling results in the fewest number of defects.
To investigate the influence of the initial sample geometry on the number of defects after the preparation cycle (figure 1), the final defect-free a-SiO 2 sample prepared at {Rh = 1.0 K fs −1 ; Th = 10 000 K; Lh = 80 ps; Rc = 0.1 K fs −1 ; Ll = 20 ps} was used as an initial system for a set of new 25 simulations performed according to figure 1 the preparation sequence of figure 1 at {Rh = 0.0; Lh = 0.0; Ll = 0.0} (coded units), and with Th and Rc chosen according to figure 8(b) . This is similar to the simulations presented in figure 9 , with the only difference being the initial sample geometry. The resulting number of defects on the {Rc; Th} mesh was interpolated by minimum-curvature algorithms and presented in figure 10 .
A comparative analysis of figures 9 and 10 demonstrates a general similarity between the surfaces. For both systems, Ndef is minimized at lower temperatures or lower cooling rates. The small differences between the surfaces may be either a minor affect of the initial sample geometry or random noise. Figure 10 demonstrates a decreased number of internal defects probably because the initial structure is the defect-free amorphous silica sample. The common features are the broad defect-rich area near {Th = 0.0, Rc = 0.0} (coded units) and unambiguous growing of Ndef at {Th = 1.0; Rc = 1.0} (coded units). Increasing Lh can completely eliminate the possible minor effect of the initial geometry on the number of defects produced, but it will increase the computational cost.
Besides the impact of the different initial geometry on the number of produced defects (Ndef), we analysed concurrent variation of other response values. It was found that the change of the initial system had a negligible effect on the other responses. It can be explained by the fact that these properties are much more affected by the utilized inter-atomic potential and obtained by averaging over the much larger statistical ensemble.
The possible minor effect of the initial geometry does not undermine the validity and efficiency of the DOE approach as well as prepared sample quality. DOE techniques applied to an initial multidimensional mesh of response values are capable of interpolating response values and reliable prediction of the points of the optimal response magnitudes.
The real amorphization of the sample is not significantly affected by a possible weak initial geometry dependence. In general, the glass transition T˚can be determined as the point of bending of the enthalpy curve vs temperature, which is a function of the cooling rate. To estimate this temperature for our cooling rates, we used the analytical form fit by Vollmayr et al [1] , which gives 3178 (K) and 4056 (K) as glass transition temperatures for the lowest (0.1 K fs −1 ) and highest cooling rates (1.0 K fs −1 ), respectively. These temperatures should be accepted as estimates only since we use a different inter-atomic potential; however, they demonstrate that our Th values are able to produce an amorphous sample at the given cooling rates (table 1) , even if the sample demonstrates a weak effect of the initial geometry.
It could be informative to filter out random oscillations of Ndef(Th, Rc) in the case of the crystalline sample as the initial system and to obtain an analytical form of its general behaviour as a function of all five parameters. The fact that the amplitude of the Ndef oscillations is comparable with the typical function magnitude complicates this task. One of the ways to do it is to fit the interpolated data by a polynomial of lower degree, which cannot follow all the oscillations and performs a sort of data averaging reproducing the general trend adequately.
To do this, overall 72 simulated points in the case of the crystalline sample as the initial system have been fit by a five-dimensional polynomial of the second order, which is presented below: Ndef = 3.89 + 1.84 * Th + 1.48 * Rc + 4.12 * Rh * Rh − 2.28 * Th * Th − 1.74 * Ll * Ll +1.32 * Th * Rc + ε
Several terms that were found to be much less important than the other ones were omitted. As can be seen, the resulting analytical form (6) has a clear physical sense. For example, increasing Ll decreases Ndef, meaning that long equilibration can repair the bond network, though this effect is relatively weak. Growth of Rh increases the number of defects, which is a consequence of the weak memory of the initial heating stage. The terms with Rc emphasize the obvious expectation that steep cooling should increase the number of produced defects. The Ndef dependence on Th has a negative parabolic behaviour, which increases up to some temperature and then begins to decrease. However, the temperature of maximum is close to the Th high limit, which denotes a gradual average growth of defects for almost all investigated Th values. Since the simplified analytical form is only a polynomial of the second degree, it does not provide a very close approach to the simulated data on a five-dimensional hypersurface and should not be used for prediction of the number of defects. Its primary usefulness is in clarifying the general trends in the process of defect formation.
Conclusions
We present a systematic DOE approach that is capable of optimizing a MD preparation sequence to create defect-free a-SiO 2 The DOE technique provides a high degree of control over the number of defects produced as well as other properties and can result in defect-free samples. The total computational efficiency of the DOE approach is comparable with traditional preparation methods.
The response values became the target of statistical analysis, which revealed that each parameter or its product with another parameter affected at least one response value and therefore had to be preserved.
The DOE statistical analysis confirmed the conjecture that some properties of a-SiO 2 such as the RDF and ADF main peak positions are primarily determined by the inter-atomic potential, while others, such as Ndef, are controlled mainly by the preparation sequence. The FWHM of RDF and ADF peaks are dependent both on preparation sequence and inter-atomic potential. Simplified analytical expressions established quantitative dependences between the preparation parameters and some properties of the a-SiO 2 sample.
It was found that FWHM Si-O-Si and FWHM O-Si-O depend only on Th and Rc and do not depend on the other parameters. The effect of Th is much stronger than the effect of Rc and demonstrates a threshold behaviour. As Th increases, the FWHM Si-O-Si and FWHM O-Si-O sharply increase from 7˚to 17˚and 22˚, respectively, reaching a maximum at Th max = 6750 (K) and after that begin to decrease slowly and start to stabilize around 18-20˚with minor oscillations.
The number of defects, Ndef, depends on Rh, Th, Rc and Ll. Increasing Ll weakly decreases the number of defects by repairing the bond network. Increase the cooling rate, Rc, and a high temperature, Th, produce more internal defects, though there can be some significant oscillations. Increasing Rh increases the number of defects in the system too, which is a consequence of the minor residual memory of the initial preparation stage. The Si-O-Si ADF main peak position depends on all five parameters. The fit functional form (5) provides an adequate description of Si-O-Si angle behaviour. It reflects the fact that a high temperature, Th, increases the Si-O-Si angle, while equilibration at a low room temperature shrinks it back. A high cooling rate, Rc, transfers the expanded Si-O-Si angle from the high-temperature melt into the solid SiO 2 bond network. The Si-O-Si angle is decreasing up to Th = 8675 (K), but after that it begins to grow slowly. This minimum temperature (8675 K) is quite close to the transition temperature of FWHM Si-Si (8600 K), which can be explained by the geometrical dependence between the Si-O-Si angle and Si-Si bond length.
It is important to emphasize that although our investigation was restricted to the generation of an a-SiO 2 model, the proposed approach is very general and may be effectively used for development and optimization of arbitrary amorphous systems. DOE techniques, which are actively and successfully used in many fields of engineering, can be extremely useful in solving non-trivial problems of computational physics and materials science.
