A non-invasive prosthesis for blind people endows objects in the environment with voices, 9 allowing a user to explore the scene, localize objects, and navigate through a building with 10 minimal training.
Introduction
for all subjects the average trajectory was only 11-25% longer than the straight-line distance 126 (Figs. 3E, S4A) . 127 For comparison, we asked subjects to find a real chair in the same space using only their usual 128 walking aid (Fig. 3D ). These searches took on average 8 times longer and covered 13 times the 129 distance needed with the prosthesis. In a related series of experiments we encumbered the path to 130 the target with several virtual obstacles. Using the alarm sounds our subjects weaved through the 131 obstacles without collision (Fig. S5D ). Informal reports from the subjects confirmed that steering 132 towards a voice is a natural function that can be performed automatically, leaving attentional 133 bandwidth to process other real and augmented sounds from the environment. 134 If the target object begins to move as the subject follows its voice, it becomes a "virtual guide". 136 We designed a guide that follows a precomputed path and repeatedly calls out "follow me". The 137 guide monitors the subject's progress, and stays at most 1 m ahead of the subject. If the subject 138 strays off the path the guide stops and waits for the subject to catch up. The guide also offers 139 warnings about impending turns or a flight of stairs. To test this design, we asked subjects to 140 navigate a campus building that had been pre-scanned by the HoloLens (Figs. 4A, S6 ). The path 141 led from the ground-floor entrance across a lobby, up two flights of stairs, around several corners 142 and along a straight corridor, then into a 2nd floor office (Figs. 4B-C). The subjects had no prior 143 experience with this part of the building. They were told to follow the voice of the virtual guide, 144 but given no assistance or coaching during the task. 145 All seven subjects completed the trajectory on the first attempt (Figs. 4B-C, Supplementary 146 Movie S1). Subject 7 transiently walked off course (Fig. 4B ), due to her left-ward bias (Figs. 1C, 147 3C), then regained contact with the virtual guide. On a second attempt this subject completed the 148 task without straying. On average, this task required 119 s (range 73-159 s), a tolerable 149 investment for finding an office in an unfamiliar building (Fig. 4E ). The median distance walked 150 by the subjects was 36 m (Fig. 4D ), slightly shorter (~1%) than the path programmed for the 151 virtual guide, because the subjects can cut corners (Fig. 4C) . The subjects' speed varied with 152 difficulty along the route, but even on the stairs they proceeded at ~60% of their free-walking 153 speed (Fig. 4F) . On arriving at the office, one subject remarked "That was fun! When can I get 154 one?" (see Supplementary Observations). 155 
Technical extensions

156
A complete sensory prosthesis must acquire knowledge about the environment and then 157 communicate that knowledge to the user. So far we have focused primarily on the second task, 158 the interface to the user. For the acquisition of real-time knowledge, computer vision will be an 159 important channel. Tracking and identifying objects and people in a dynamic scene still presents 160 a challenge (see Supplementary Materials), but the capabilities for automated scene analysis are 161 improving at a remarkable rate, propelled by interests in autonomous vehicles (Jafri et al., 2014; 162 Verschae and Ruiz-del-Solar, 2015 
Discussion
168
Some components of what we implemented can be found in prior work (Botezatu et al., 2017; 169 Ribeiro et al., 2012; Wang et al., 2017) . Generally assistive devices have been designed to 170 perform one well-circumscribed function, such as obstacle avoidance or route finding (Loomis et 171 al., 2012; Roentgen et al., 2008) . Our main contribution here is to show that augmented reality 172 with object voices offers a natural and effortless human interface on which one can build many 173 functionalities that collectively come to resemble seeing.
174
Our developments so far have focused on indoor applications to allow scene understanding and 175 navigation. Blind people report that outdoor navigation is supported by many services (access 176 vans, GPS, mobile phones with navigation apps) but these all fall away when one enters a 177 building (Karimi, 2015) . The present cognitive prosthesis can already function in this underserved domain, for example as a guide in a large public building, hotel, or mall. The virtual 179 guide can be programmed to offer navigation options according to the known building geometry.
180
Thanks to the intuitive interface, naïve visitors could pick up a device at the building entrance 181 and begin using it in minutes. In this context, recall that our subjects were chosen without 182 prescreening, including cases of early and late blindness and various hearing deficits (Fig. 1D ):
183
They represent a small but realistic sample of the expected blind user population.
184
The functionality of this prosthesis can be enhanced far beyond replacing vision, by including 185 information that is not visible. As a full service computer with online access, the HoloLens can 186 be programmed to annotate the scene and offer ready access to other forms of knowledge. Down objects emit useful sounds. It remains to be seen whether prolonged use of such a device will 201 fundamentally alter our perception of hearing to where it feels more like seeing.
202
Materials and Methods
203
General implementation 204 The hardware platform for the cognitive prosthesis is the Microsoft HoloLens Development 205 Edition, without any modifications. This is a self-contained wearable augmented reality (AR) 206 device that can map and store the 3D mesh of an indoor space, localize itself in real time, and 207 provide spatialized audio and visual display (Hoffman, 2016) . We built custom software in Unity 
213
User interface
214
Before an experiment, the relevant building areas are scanned by the experimenter wearing the 215 HoloLens, so the system has a 3D model of the space ahead of time. For each object in the scene 216 the system creates a voice that appears to emanate form the object's location, with a pitch that 217 increases inversely with object distance. Natural spatialized sound is computed based on a 218 generic head-related transfer function (Wenzel et al., 1993) ; nothing about the software was 219 customized to individual users. Object names and guide commands are translated into English 220 using the text-to-speech engine from HoloToolkit. The user provides input by moving the head to point at objects, pressing a wireless Clicker, using hand gesture commands or English voice 222 commands.
223
In addition to instructions shown in the main body of the article, non-spatialized instructions are 224 available at the user's request by voice commands. The user can use two voice commands (e.g.
225
"direction", "distance") to get the direction of the current object of interest or its distance.
226
Depending on the mode, the target object can be the object label of user's choice (Target Mode) 227 or the virtual guide. "Turn-by-turn" instructions can be activated by voice commands (e.g.
228
"instruction"). The instruction generally consists of two parts, the distance the user has to travel 229 until reaching the current target waypoint, and the turn needed to orient to the next waypoint.
230
Experimental design
231
All results in the main report were gathered using a frozen experimental protocol, finalized 232 before recruitment of the subjects. The tasks were fully automated, with dynamic instructions 233 from the HoloLens, so that no experimenter involvement was needed during the task.
234
Furthermore we report performance of all subjects on all trials gathered this way. Some 235 incidental observations and anecdotes from subject interviews are provided in Supplementary   236 Observations. All procedures involving human subjects were reviewed and approved by the 237 Institutional Review Board at Caltech. All subjects gave their informed consent to the 238 experiments, and where applicable to publication of videos that accompany this article. recall trial the subject presses the Clicker, then a voice instruction specifies which object to turn 269 to, the subject faces in the recalled direction, and confirms with a voice command (" Target   270 confirmed"). The entire task was repeated in two blocks that differed in the arrangement of the 271 objects. The object sequence from left to right was "piano", "table", "chair", "lamp", "trash bin" 272 (block 1), and "trash bin", "piano", "table", "chair", "lamp" (block 2). The center object is never 273 selected as a recall target because 0° is marked by sonar beeps and thus can be aimed at trivially. Trajectory smoothing: The HoloLens tracks its wearer's head movement, which includes lateral 308 movements perpendicular to the direction of walking. To estimate the center of mass trajectory 309 of the subject we applied a moving average with 2 s sliding window to the original trajectory.
310
Length of trajectory and deviation index: In the directed navigation task and the long range 311 guided navigation task, we computed the excess distance traveled by the subject relative to an 312 optimal trajectory or the guide path. The deviation index, DI , is defined as well.
317
In the direct navigation task, we divided each trial into an orientation phase where the subject 318 turns the body to face the target, and a navigation phase where the subject approaches the target.
319
We calculated head orientation and 2D distance to target in each frame, and marked the onset of Speed: Speed is calculated frame-by-frame using the displacements in the filtered trajectories.
330
For the long range guided navigation task, which includes vertical movements through space, the 
357
Movie S1. Long range navigation (Fig. 4) , Subject 6.
358
Movie S2. Automatic wayfinding explained (Fig. S5) . 359 Movie S3. Automatic wayfinding (Fig. S5) When the dictation finishes, the converted text will be read, the user is asked for a confirmation 525 of the recorded text, and a timer starts. The user uses voice commands (e.g. "confirm") to 526 confirm the addition of the object label and the content of the label before the timer reaches a 527 certain time limit. At the same time, the object label list is updated to include the new object 528 label. If no confirmation is received and time runs out, the newly created object label is deleted.
529
In addition to manual labeling, a computer vision based toolkit Vuforia SDK (v6.1.17 distributed 530 by PTC Inc. of Boston, Massachusetts) is used for recognizing and tracking objects using the 531 forward-facing camera on the HoloLens. We trained it to recognize a restroom sign and to create 532 a virtual object (label) on top of it (Fig. S5A ). The created virtual object persists even when the 533 HoloLens can no longer see the original sign (Fig. S5B ).
534
Deleting Object Labels: To delete an object label, the user first chooses the object label to be 535 deleted as the object of interest in the Target Mode, and then uses voice commands (e.g. "delete 536 label") to delete the chosen object label. Immediately after the deletion of an object label, the list 537 of object labels is updated.
538
Moving Object Labels: In Developer Mode, objects can be relocated by the user. An object label 539 is in the placing mode when the user aims at it and clicks on it. When it enters the placing mode, 540 the object label floats at a fixed distance in front of the user. The user clicks again to re-anchor 541 the object label in the environment.
542
Automated Wayfinding
543
In addition to hand-crafting paths, we implemented automated wayfinding by taking advantage 544 of Unity's runtime NavMesh "baking" which calculates navigable areas given a 3D model of the 545 space. At runtime, we import and update the 3D mesh of the scanned physical space and use it to 546 bake the 3D mesh. When the user requests guided navigation, a path from the user's current 547 location to the destination of choice is calculated. If the calculated path is valid, the virtual guide 548 guides the user to the destination using the computer-generated path. Primarily used the 'follow me' voice, and the cane to correct for small errors. Reports that the 599 turn instructions could be timed earlier (this is evident also in movie S1). On a previous visit 600 using a similar system: "I'm very excited about all of this, and I would definitely like to be kept 601 in the loop". Also suggests the system could be used in gaming for the blind.
602
Subject 5: During navigation with the virtual guide realized she made a wrong turn (see Fig. 4C ) 603 but the voice made her aware and allowed her to correct. Reports that the timing of turn 604 instructions is a little off.
605
Subject 6: After all tasks says "That was pretty cool" and "The technology is there."
Subject 7:
On the second trial with the virtual guide reports that she paid more attention to the 607 'follow me' sound (she strayed temporarily on the first trial, Fig. 4B ). Wonders whether the 608 object voices will be strong enough in a loud environment.
Supplementary Figure S1 . 
