Levy (2013) presents examples of discounted stochastic games that do not have stationary equilibria. The second named author has pointed out that one of these examples is incorrect. In addition to describing the details of this error, this note presents a new example by the first named author that succeeds in demonstrating that discounted stochastic games with absolutely continuous transitions can fail to have stationary equilibria.
Introduction
The paper "Discounted Stochastic Games with No Stationary Nash Equilibrium: Two Examples" (Levy (2013) ) presents two constructions of discounted stochastic games with continuous state spaces that do not possess stationary equilibria. One is in the class of stochastic games with deterministic transitions, while the other is in the class of games in which all transitions are absolutely continuous with respect to a fixed measure.
The construction of the game from the second class in (Levy (2013) ) is accomplished in three steps. 1. An example presented in Kohlberg and Mertens (1986) has a circular set of Nash equilibria, and a map from the set of equilibria to small perturbations of the game is constructed. 2. An intricate construction concerning realising piece-wise linear functions on the square as outcomes of strategic games is presented. 3. These techniques are combined to define the desired stochastic game.
The second named author has pointed out a serious error in Step 1 of the construction. Roughly, it is desired that each point in the set of equilibria be distant from the set of equilibria of the associated perturbed game, but for the given construction this is not the case. Section 4.6 of Levy (2013) describes conditions on a "base" strategic game (instead of the game from Kohlberg and Mertens (1986) ) that would allow the construction to be carried out. However, topological obstructions preclude the existence of such a game; an accompanying note (McLennan (2014) ) gives a theorem (which is stated in Section 5) that implies this. (We remark that Proposition 4.3 of Levy (2013) , which is the core of Step 2 mentioned above, is correct, and both it and the techniques used to prove it will hopefully prove useful in future work.)
In addition to describing the details of the error, we present a new example, due to the first named author, of a discounted stochastic games with absolutely continuous transitions that has no stationary equilibria, thereby confirming a negative answer to the question of existence of stationary equilibria for such games. The new example resembles the earlier erroneous construction, but is significantly shorter and simpler. It retains the mechanism that transmits information around a circle, and it continues to use the "base game" taken from Kohlberg and Mertens (1986) , but the relevant aspects of this game (as summarized in Lemma 3.2) are seemingly quite different from before. The underlying topological "engine" of the previous example has been replaced by a phenomenon drawn from measure theory, namely the existence of functions exhibiting a type of erratic behaviour that is typical, e.g., for the path of a Brownian motion.
The new example also has the following properties, which were claimed for the erroneous example of Levy (2013) , neither of which holds for the example with deterministic transitions presented in that paper:
(1) Stationary equilibria do not exist for any discount factor.
(2) The state space is compact, payoffs are continuous, and transitions are norm-continuous.
The stochastic game model is recalled in Section 2. The new examples are presented in Section 3. The proof that these games possess no stationary equilibria is in Section 4. Section 5 gives details of the error in Levy (2013) .
Stochastic Game Model
A stochastic game Γ = Ω, P, I, r, q with a continuum of states and finitely many actions has the following components:
• A standard Borel space
1 Ω of states.
• A nonempty finite set P of players.
1 That is, a space that is homeomorphic to a Borel subset of a complete, metrizable space.
• I = ℓ∈P I ℓ , where each I ℓ is a nonempty finite set of actions for ℓ.
• A bounded Borel-measurable stage payoff function r : Ω × I → R P .
• A Borel-measurable 2 transition function q : Ω × I → ∆(Ω).
Definition 2.1. An Absolutely Continuous (A.C.) stochastic game is a stochastic game Γ = Ω, P, I, r, q for which there is a ν ∈ ∆(Ω) such that for all z ∈ Ω and a ∈ I, q(z, a) is absolutely continuous with respect to ν.
A stationary strategy for player ℓ is a Borel-measurable mapping σ ℓ : Ω → ∆(I ℓ ). Let Σ ℓ 0 denote the set of stationary strategies for player ℓ, and let Σ 0 = ℓ∈P Σ ℓ 0 be the set of stationary strategy profiles. Together with the transition function and an initial state z, a stationary strategy profile σ induces a probability measure P σ z on the space H ∞ := (Ω × I) N of infinite histories in a canonical way (see Levy (2013) or, e.g., Bertsekas and Shreve (1996) ). For discount factor β ∈ (0, 1),
is the expected payoff vector under σ in the game starting from state z = z 1 . A profile σ ∈ Σ 0 is a stationary equilibrium of Γ for discount factor β if
for all z ∈ Ω, ℓ ∈ P, and τ ∈ Σ ℓ 0 . We will present examples of A.C. stochastic games that do not possess stationary Nash equilibria for any discount factor.
For z ∈ Ω and a ∈ I let
Note that γ σ (z) = X σ (z, σ(z)). We recall the following classical dynamical programming criterion for a stationary equilibrium, which is called the one-shot deviation principle.
Proposition 2.2. A profile σ ∈ Σ 0 of stationary strategies is a stationary equilibrium for β if and only if, for all z ∈ Ω, σ(z) is a Nash equilibrium of the game X σ (z, ·).
3 The Example
Notations
Recall that ·, · denotes the inner product of vectors. In addition the following notational conventions will be used:
• Throughout · denotes the L ∞ norm. That is, for a vector or bounded real-valued function f , ||f || = sup |f |, where the supremum is taken over the set of indices or the domain of f .
• If p is a mixed action over an action space A and a ∈ A, then p[a] denotes the probability that p chooses a.
• In connection with a tuple c indexed by the elements of some set T ⊂ P of players, if ℓ 1 , . . . , ℓ k ∈ T , then c ℓ1,...,ℓ k will denote (c ℓ1 , . . . , c ℓ k ).
The Stochastic Game
Our construction has three phases: a) selecting four perturbations of a "base" game; b) specification of a rescaled version of the stage game; c) the stochastic game itself. The strategic form game below is given in Appendix B of Kohlberg and Mertens (1986) . Inspection reveals that there are six pure equilibria. When these are arranged in a circle, as shown in the right hand diagram, it is easy to verify that mixtures of any two "adjacent" pure equilibria are mixed equilibria. For each agent and each pair of pure strategies for that agent, such mixtures evidently encompass all the equilibria in which that agent mixes strictly over those two pure strategies. There are no equilibria in which both agents mix over all three pure strategies (for each agent R is weakly dominated) so there are no other equilibria. Thus the set of Nash equilibria is homeomorphic to a circle. Lemma 3.1. For each pure Nash equilibrium of G there are games arbitrarily close to G for which that is the unique Nash equilibrium.
Proof. First, observe that for each player L is weakly dominant, so by slightly increasing each player's payoff from playing L, (L, L) becomes the unique equilibrium. Second, for each player R is weakly dominant if the other player does not play R, so a pure equilibrium in which one player plays R becomes unique if that player's payoff from R is increased, the other player's payoff from R is decreased, and the other player's payoffs from L and M are perturbed appropriately. To make (M, M ) the unique equilibrium, lower the payoffs Player B receives from R, then lower the payoffs that Player A receives from L, then increase the payoffs both players receive from M .
Our base game is the game G above expanded to include players C and D who have trivial one element sets of pure strategies and who receive payoffs as shown below. Abusing notation slightly, we regard the pure and mixed strategy profiles of this game as pairs a = (a A , a B ) and
The next result states the properties of G related to C and D that figure in the subsequent analysis. At least superficially, it seems to not matter that the set of Nash equilibria of G is circular. However, we do not know what topological restrictions are entailed by the following conditions.
Proof. Here (a) follows from the Lemma 3.1, and (b) is verified by inspection.
In view of (b) and the fact that G C,D (a) ∈ [−1, 1] 2 for all pure strategy profiles a of G, the upper semicontinuity of the Nash equilibrium correspondence implies that there is an η 0 > 0 such that
We turn to the rescaled version of the stage game. The set of players is P = {A, B, C, C ′ , D, D ′ , E, F }. Players A and B have pure strategies L, M , and R as above, but in this game players C and D have pure strategies 0 and 1. Players C ′ and D ′ also have pure strategies 0 and 1, and players E and F have pure strategies −1 and 1. Pure and mixed strategy profiles will be denoted by
The payoffs depend on a parameter ̺ ∈ (− 
We now specify the stochastic game. Let δ 1 be the Dirac measure at 1. For
2 ) be a measurable function. The stochastic gameΓ is as follows:
• The state space Ω is [0, 1] , with the Borel σ-algebra.
• The set of players and their action spaces are the same as in g(̺, ·).
• The stage payoff function is r(t, a) = (1 − t)g(̺(t), a).
• The transition function is q(t, a) =q(t, a)U t + (1 −q(t, a))δ 1 .
The gameΓ has the following features. First, 1 is an absorbing state, with payoff 0 for all players. The transitions from state t are mixtures of two types: U t , which distributes uniformly in [t, 1], or quitting to 1. As such, the game progresses towards the right. Note in particular that for all t ∈ [0, 1] and all a ∈ I, q(t, a) is absolutely continuous w.r.t. ′ that depend only on the behavior of A and B, the conflict between C and C ′ at time t is a zero sum 2×2 game that will be shown to always have a unique mixed equilibrium. The payoffs of this game, and thus also the equilibrium, depend on the relative importance of expected future payoffs and the constant terms of the current stage payoffs. The conflict between D and D ′ is similar, but the equilibrium will usually be different because the expected future payoffs will differ due to the disparate impact of A and B's behavior on C and C ′ versus D and D ′ . Players E and F try to guess the signs of the inner products
Observe that v (−1, +̺)
We will see that in any stationary equilibrium of Γ, for almost all t the expectation of (2a
so that E and F play pure strategies, and consequently A and B are playing one of the perturbations G j,k of G. In this sense the behavior of A and B is well controlled.
We now state the main step in the argument:
2 ) is a measurable function such that if π : [0, 1] → R is differentiable a.e., then π(t) = ̺(t) a.e. Then for any β ∈ (0, 1), the gameΓ does not possess a stationary equilibrium for discount factor β.
To pass from this to the existence of a game without a stationary equilibrium it remains to show that there is a measurable function ̺ that disagrees a.e. with any a.e. differentiable function. It turns out that it is not enough to require that ̺ be nowhere differentiable, but there is a stronger condition that works. Let λ denote Lesbesgue measure.
Definition 3.4. If E ⊆ R is Lesbesgue measurable, f : E → R is Lebesgue measurable, x ∈ E, and L ∈ R, then f is approximately differentiable at x with approximate derivative L if, for all ε > 0,
Clearly, if f is differentiable at x with f ′ (x) = L, then f is approximately differentiable at x with approximate derivative L. The following is included in Theorem 3.3 of (Saks, 1937, Sec VII.3) 3 :
Lemma 3.5. If f, g : [0, 1] → R are Lesbesgue measurable, f is approximately differentiable a.e., g is approximately differentiable almost nowhere, and
Berman (1970) shows that, with probability one, the path of a Brownian motion is nowhere approximately differentiable. It is well known that, with probability one, the path of a Brownian motion is continuous. The existence of almost nowhere approximately differentiable functions is also shown more directly in Jarník (1934) ; see also Preiss and Zajïcek (2000) and the references within. Consequently: Theorem 3.1. There exists stochastic games of the formΓ, for continuous ̺, such that for each β ∈ (0, 1),Γ(β) does not possess a stationary equilibrium.
Note that the stage payoffs ofΓ depend in a continuous manner on the state when ̺ is continuous.
Proof of Proposition 3.3
2 ) satisfy the hypothesis of Proposition 3.3. Fix a discount factor β ∈ (0, 1). By way of contradiction, we suppose that σ is a stationary equilibrium ofΓ(β). We first introduce a new function, along with its most basic properties, after which our analysis has two phases.
For each t ∈ [0, 1] let
3 For the sake of self containment we sketch the proof. A point x ∈ E is a density point of E if lim δ→0 1 2δ
λ(E ∩ (x − δ, x + δ)) = 1. Let x be a density point at which f is approximately differentiable. Then f | E is approximately differentiable at x because f is, and g is approximately differentiable at x because g| E is. By the Lesbesque density theorem (which is a special case of the Lesbesque differentiation theorem (e.g. Federer (1969) Thm. 2.9.8)) almost every x ∈ E is a density point.
Proof. For any t, γ C (t) and γ C ′ (t) are the expectations of random variables, each of which is the negation of the other, and similarly for γ D (t) and γ
Lemma 4.2. For all t, ||ω(t)|| < 1 4 . Proof. The probability of the game continuing (i.e., of the game not going to the absorbing state 1) is never greater than 
Equilibrium in a Stage
Fix a particular t. For a ∈ I, ̺ ∈ (− 1 2 , 1 2 ), and ω = (ω C , ω
where recall that h(·) is defined in (3.1). Since
the definition of the transitions gives
For ℓ = A, B, E, F the difference between X ℓ σ (t, a) and (1 − t)g ℓ ω(t) (̺(t), a) is the expected future payoff, which is unaffected by a ℓ . Therefore the one shot deviation principle implies that: Lemma 4.3. In the game X σ (t, ·) − (1 − t)g ω(t) (̺(t), ·) no player has any affect on her own payoff. Consequently σ(t) is an equilibrium of g ω(t) (ρ(t), ·).
For the sake of more compact notation we write x in place of σ(t) and ̺ and ω in place of ̺(t) and ω(t) in the remainder of this subsection, which extracts the relevant consequences of x being an equilibrium of g ω (̺, ·). Let
Equilibrium analysis for g ω (̺, ·) has the following consequences:
Proof. Here (a) follows from g
and the payoffs resulting from applying x C,C ′ to the bimatrix game
Only the last term is affected by x 
Proof. By symmetry it suffices to prove (b). As ω = 0, |ω
Equilibrium Over Time
Clearly W (1) = 0, and since 1 is an absorbing state with payoff 0, V (1) = 0. Since V is measurable and bounded, W is Lipschitz. Rademacher's theorem (e.g. Federer (1969) Thm. 3.1.6) implies that W is a.e. differentiable. Let
Since J is absolutely continuous, the fundamental theorem of calculus holds, so 0 = J(1) > J(0) ≥ 0. This contradiction proves Proposition 3.3, so it remains only to prove Proposition 4.7. Two lemmas prepare the main argument.
Lemma 4.8. For all t ∈ [0, 1): Lemma 4.9. For a.e. t ∈ [0, 1):
Proof.
(a) This follows Lemma 4.8 since
||ω C,D (t)|| . This is a.e. defined and a.e. differentiable, since both the denominator and numerator are Lipshitz, hence a.e. differentiable, and the latter is a.e. non-zero by (a) 
. For a.e. t, the requirement η(t) / ∈ D ̺(t) is equivalent (because ||η(·)|| ≡ 1 and ||̺|| < 1 2 ) to η(t) ∈ {±(̺(t), 1), ±(1, −̺(t))}. Due to the assumed irregularity of ̺(·), η C (t) = ±̺(t) and η D (t) = ±̺(t) for almost all t.
(c) Since W C,D (t) is a positive scalar multiple of ω C,D (t), it suffices to prove the claim with ω C,D (t) in place of W C,D (t). In view of (b) we may assume that
(1−t). (These inequalities follow from Lemma 4.6(b), Lemma 4.6(a), and Lemma 4.8(a) respectively). Collectively these facts imply the claim.
(d) By symmetry, the proof of (c) also establishes (d).
Proof of Proposition 4.7. Let t ∈ [0, 1) be such that all the properties of Lemma 4.9 hold. To simplify notation we drop the argument t. The chain rule gives
If both hold, then
(The final inequality is from Lemma 4.9(a).) Therefore we may suppose that one of these holds, say the first without loss of generality, and the other does not, so
Description of the Error
The error in Levy (2013) has the following description. Part (iv) of the Proposition 4.1 on page 1991 is not correct. On page 1990 there is the following game with ε positive and small:
(When ε = 0 this is the Kohlberg-Mertens game in Section 3.) As the paper points out, this has the pure equilibria (L, L) and (M, M ) and the mixed equilibrium
2+ε M . The problem, which concerns (iv) of Proposition 4.1, arises from the fact that these are not the only equilibria. Indeed, in no equilibrium can both players use the strategy R with positive probability due to dominance. However, there are equilibria in which one player uses R. Specifically, the entire set of equilibria is N E := {(M, M )} ∪ P 1 ∪ P 2 where As we mentioned at the outset, Section 4.6 of Levy (2013) specifies conditions on a game (which would have the role played by the Kohlberg-Mertens game in the overall construction) that would allow the construction to succeed, but Corollary 5.1 below implies that they cannot hold.
McLennan (2014) gives the following theorem.
Theorem 5.1. Let X be a compact convex subset of a locally convex topological space, let U ⊂ X be open with U compact, let F : U → X be an upper semicontinuous convex valued correspondence with no fixed points in U \ U , let P be a compact absolute neighborhood retract, and let ρ : U → P be a continuous function. If the fixed point index of F is not zero, then there is a neighborhood V of F in the (suitably topologized) space of upper semicontinuous convex valued correspondences from U to X such that for any continuous function g : P → V there is a p ∈ P and a fixed point x of g(p) such that ρ(x) = p.
To obtain the following result as a consequence of this, let X be the set of mixed strategy profiles of G, let F be its best reply correspondence, and for e ∈ P , let g(e) be the best response correspondence of h(e).
Corollary 5.1. If G is a finite strategic form game, NE is its set of Nash equilibria, P is a compact subset of NE that is an absolute neighborhood retract 4 , U is a neighborhood of NE in the space of mixed strategy profiles, and ρ : U → P is a retraction, then there is a neighborhood W of G in the space of games (for the given strategic form) such that for any continuous h : P → W there is some e ∈ P such that ρ −1 (e) contains a Nash equilibrium of h(e).
