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MINIMAL COLLISION ARCS ASYMPTOTIC TO CENTRAL
CONFIGURATIONS
VIVINA BARUTELLO, GIAN MARCO CANNEORI AND SUSANNA TERRACINI
Abstract. We are concerned with the analysis of finite time collision trajectories for a class of
singular anisotropic homogeneous potentials of degree −α, with α ∈ (0, 2) and their lower order
perturbations. It is well known that, under reasonable generic assumptions, the asymptotic
normalized configuration converges to a central configuration. Using McGehee coordinates,
the flow can be extended to the collision manifold having central configurations as stationary
points, endowed with their stable and unstable manifolds. We focus on the case when the
asymptotic central configuration is a global minimizer of the potential on the sphere: our
main goal is to show that, in a rather general setting, the local stable manifold coincides with
that of the initial data of minimal collision arcs. This characterisation may be extremely useful
in building complex trajectories with a broken geodesic method. The proof takes advantage
of the generalised Sundman’s monotonicity formula.
1. Introduction and main result
Many papers of the recent literature are focused on the variational properties of expanding
(parabolic or hyperbolic) or collapsing trajectories for N -body and N -centre type problems (see
e.g. [6, 7, 9, 8, 5, 21]), framing them in a Morse-theoretical perspective. Indeed, in addition
to answering natural questions about the nature of these motions, the variational approach is
a fruitful tool when building complex trajectories exploiting gluing techniques (cf. [3]). This
application is the original motivation for this work, although we believe that the obtained result
is interesting in itself. In order to state it in detail, we need some preliminaries on the motion near
collision for a class of singular anisotropic homogeneous potentials of degree −α, with α ∈ (0, 2)
(and their lower order perturbations).
We consider the Newtonian system of ordinary differential equations
(1) x¨(t) = ∇V (x(t)),
whose solutions satisfy the energy relation
(2)
1
2
|x˙(t)|2 − V (x(t)) = h,
with h ∈ R. It is possible to reword equations (1)-(2) using the Hamiltonian formalism, choosing,
as usual, the total energy to be the Hamiltonian function. Since we will study fixed-energy
trajectories, it makes sense to restrict our discussion to the (2d− 1)-dimensional energy shell
Hh =
{
(q, p) ∈ TRd :
1
2
|p|2 − V (q) = h
}
≃ R2d−1,
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and thus, every solution of (1)-(2) can be seen as an evolving pair (q, p) ∈ Hh which solves
(3)
{
q˙ = p
p˙ = ∇V (q).
Our potential V is a not too singular perturbation of a −α-homogeneous potential S. To be
precise, for d ≥ 2, let us introduce a function U ∈ C2(Sd−1) such that
(s∗0)
{
∃ s∗ ∈ Sd−1 s.t. U(s) ≥ U(s∗) > 0, ∀s ∈ Sd−1;
∃ δ, µ > 0 : ∀s ∈ Sd−1 s.t. |s− s∗| < δ =⇒ U(s)− U(s∗) ≥ µ|s− s∗|2,
and then consider a potential V ∈ C1(Rd \ {0}) such that
(V 0)

V = S +W ;
S ∈ C2(Rd \ {0}) and S(x) = |x|−αU(x/|x|), for some α ∈ (0, 2);
lim
|x|→0
|x|α
′
(W (x) + |x| · |∇W (x)|) = 0, for some α′ < α.
Here, S has a singularity in the origin and it represents a generalization of the anisotropic Kepler
potential introduced by Gutzwiller ([14, 15, 16]). On the other hand, the perturbation term W
morally vanishes when |x| → 0. In particular, recalling that a central configuration for S is a
unitary vector which is a critical point of the restriction of S to the sphere, the assumptions
(s∗0) on U state that s∗ is a globally minimal non-degenerate central configuration for S.
We are concerned with the behaviour of those trajectories which collide with the attraction
centre in finite time (collision solutions). It is well known that, as |q(t)| → 0, the normalized
configuration q(t)/|q(t)| has infinitesimal distance from the set of central configurations of S. In
particular, if this set is discrete, any collision trajectory admits a limiting central configuration
sˆ ∈ Sd−1 (see for instance [4, 13, 7, 25, 27]), that is
(4) lim
t→T
q(t)
|q(t)|
= sˆ,
for some T > 0. Given a central configuration sˆ ∈ Sd−1 for S, we define the set of initial
conditions for (3) in Hh which evolve to collision with limiting configuration sˆ
Sh(sˆ) = {(q, p) ∈ Hh : the solution of (3), with q(0) = q, p(0) = p, satisfies (4)}.
The corresponding motion is termed sˆ-asymptotic trajectory and we want to remark that the
above set is non-empty, since the sˆ-homothetic trajectory with energy h is entirely contained in
it.
Following McGehee ([22, 23]), it is possible to prove the following result (see Sections 2-3 for
a step-by-step proof in the planar unperturbed case), in order to give a dynamical interpretation
of the set Sh(s
∗) when s∗ ∈ Sd−1 satisfies (s∗0).
Lemma 1.1. Given h ∈ R, consider a potential V ∈ C1(Rd \ {0}) and s∗ ∈ Sd−1 satisfying
respectively (V 0) and (s∗0). Then, there exists a diffeomorphism
φ : Hh → [0,+∞)× TS
d−1
(q, p) 7→ φ(q, p) = (r, s, u)
such that, for some C2-vector field F : [0,+∞)× TSd−1 → [0,+∞)× TSd−1 and a certain time
rescaling τ = τ(t), considering the dynamical system (where “ ′ ” stands for the derivative with
respect to τ)
(5) (r′, s′, u′) = F (r, s, u),
we have:
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(i) to a solution (q, p) = (q(t), p(t))t∈[0,T ) ⊆ Hh of (3) there corresponds a solution (r, s, u) =
(r(τ), s(τ), u(τ))τ≥0 ⊆ [0,+∞)× TS
d−1 of (5);
(ii) (0, s∗, 0) is a hyperbolic equilibrium point for (5);
(iii) there exists a d-dimensional stable manifold WS for (0, s∗, 0), which is locally the graph
of a C2-function Ψ: U → TsS
d−1, where U ⊆ [0,+∞) × Sd−1 is a sufficiently small
neighbourhood of (0, s∗) and Ψ(0, s∗) = 0.
In other words, defining
WSloc =W
S ∩ (U ×Ψ(U)),
it turns out that
(iv) in a neighbourhood of the origin, Sh(s
∗) corresponds to WSloc through the diffeomorphism
φ, so that a s∗-asymptotic collision trajectory will be represented by an orbit contained
in WSloc.
Our goal is to establish a link between orbits contained inWSloc and collision trajectories which
minimize the geometric functional naturally associated with the Hamiltonian system. For this
reason, let us introduce the Jacobi-length functional
Lh(y) =
∫ T
0
|y˙|
√
h+ V (y),
for y ∈ H1([0, T ];Rd) such that |y˙| > 0 and h+ V (y) > 0. It is well known that a critical point
y of Lh corresponds to a classical solution on (0, T ) of (3) in Hh for a certain T > 0, if |y(t)| 6= 0
for every t ∈ (0, T ) (see for instance [2, 20, 24]).
In particular, for a properly chosen r¯ = r¯(h) > 0 and for q ∈ Br¯ = Br¯(0), introducing the set
of collision paths
Hqcoll = {y ∈ H
1([0, T ];Rd) : y(0) = q, y(T ) = 0, |y(t)| < |q|, t ∈ (0, T )},
contrary to the case α ≥ 2, when Lh is never finite on collisions, when α ∈ (0, 2), we are able
to find at least a minimizer for the Jacobi lenght in the above space. Such a minimizer is not
necessarily unique; indeed, any of these minimal paths is associated with the starting velocity
y˙(0) of the trajectory. This leads to the construction of the multivalued map
Fh : Br¯ → P(TqR
d)
q 7→ Fh(q) =
{
y˙(0) : y = arg min
Hq
coll
Lh
}
in which Fh(q) represents the set of all the initial velocities for which a minimal collision arc
exists.
Now, in the fashion of Lemma 1.1, without loss of generality, we can assume that U =
[0, r¯)×Bδ¯(s
∗) for some δ¯ > 0, so that
WSloc =W
S
loc(r¯, δ¯).
In this way, our main result consists in showing that, if r¯ and δ¯ are sufficiently small, a collision
minimizer starting at q ∈ Br¯, with q/|q| ∈ Bδ¯(s
∗), is actually unique and its φ-corresponding
orbit is entirely contained in WSloc. This means that, for such starting points, the set Fh(q)
is not only a singleton, but it verifies φ(q,Fh(q)) ∈ W
S
loc. For this reason, it makes sense to
introduce another local set in the phase space, which is spanned by all the unique minimizers
above mentioned
Mh(r¯, δ¯) = {φ(q,Fh(q)) : q ∈ Br¯, q/|q| ∈ Bδ¯(s
∗)} ,
and to state our core result in this way:
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Main Theorem. Given h ∈ R, consider a potential V ∈ C1(Rd \ {0}) and s∗ ∈ Sd−1 verifying
respectively (V 0) and (s∗0). Then, there exist r¯ = r¯(h) > 0 and δ¯ = δ¯(s∗) > 0 such that
WSloc(r¯, δ¯) = Mh(r¯, δ¯).
Remark 1.2. The assumption (s∗0) that the minimal central configuration is non-degenerate,
though stringent, holds generically. It can be easily lifted in some particular situations, for
example in the case of the −α-homogeneous N -body problem, that is when
V (q1, · · · , qN ) =
∑
i6=j
mimj
|qi − qj |α
.
In this case the potential is invariant under common rotations of all the bodies and obviously no
central configuration can be non-degenerate. However, our main result still holds true under the
assumption of non-degeneration of the SO(d)-orbit of the minimal central configuration under
examination. Indeed, using again McGehee change of coordinates and extending the flow on the
collision manifold, Lemma 1.1 can be rephrased in terms of a normally invariant manifold of
stationary points endowed with their stable and unstable (local) manifolds. Given this alteration,
the statement and proof easily follow.
For the sake of a better comprehension and visualization of the proofs, we will carry out
our work in a simplified case, which can be easily generalized to the setting introduced above.
In particular, from now on we will take into account a planar anisotropic Kepler problem as
proposed in [6] and we will work in negative energy shells, i.e., we will assume
• d = 2;
• W ≡ 0;
• h < 0.
Useful complementary material needed for the proof in the more general setting will be provided
in Section 6. The paper is organised as follows: Section §2 introduces the collision manifold
for the planar case and recalls the main features of the extended flow, whereas §3 is devoted
to the analysis of the extended flow near its critical points. The object of Section §4 are Bolza
minimizing arcs and their properties, while the Main Theorem will be eventually proved in §5
in the unperturbed and planar case, whereas in §6 we will discuss the modifications needed to
cover the perturbed d-dimensional case.
2. The collision manifold for the planar problem
As aforementioned, we will develop this and the following sections working on the plane and
with an unperturbed potential V . The following construction, which is the two-dimensional
version of Lemma 1.1, exploits a technique firstly introduced by R. McGehee in the study of
the collinear 3-body problem ([22, 23]) and furthermore employed by Devaney and others for
the anisotropic Kepler problem ([10, 11, 12, 19]). Exploiting a space-time change of coordinates,
this method consists in attaching a collision manifold to the phase space, where the flow can
be extended in a suitable way, having central configurations as stationary points, endowed with
their stable and unstable manifolds. In particular, a very similar approach with possibly different
time parameterization can be found in [6, 7, 18]. We shall follow here the Devaney’s approach
([10]). For our purposes, for a point x ∈ R2 it makes sense to introduce polar coordinates
x = (q1, q2) = (r cosϑ, r sinϑ), where
r =
√
q21 + q
2
2 ≥ 0, ϑ = arctan(q2/q1) ∈ [0, 2π).
In this way, any −α-homogeneous potential V ∈ C2(R2 \ {0}) can be written as
V (x) = r−αU(ϑ),
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where U ∈ C2(S1), U > 0 and
U(ϑ) = V (cosϑ, sinϑ).
Hypotheses on V : In this setting, the original assumptions (V 0)-(s∗0) reduce respectively to:
(V 1)
{
V ∈ C2(R2 \ {0});
V (x) = |x|−αU(x/|x|), with α ∈ (0, 2) and U ∈ C2(S1),
and
(U1) ∃ϑ∗ ∈ S1 s.t. U(ϑ) ≥ U(ϑ∗) > 0 ∀ϑ ∈ S1 and U ′′(ϑ∗) > 0.
With these notations, we study the motion and energy equations in the plane
(6)
{
x¨(t) = ∇V (x(t))
1
2 |x˙(t)|
2 − V (x(t)) = h,
with h < 0. As usual, the conservation of energy forces every solution of (6) to be included into
the Hill’s region
Rh =
{
x ∈ R2 \ {0} : V (x) + h ≥ 0
}
.
Now, since
∇r = r−1(q1, q2), ∇ϑ = r
−2(−q2, q1),
we can compute
∇V (x) = r−α−2 [−αU(ϑ)(q1, q2) + U
′(ϑ)(−q2, q1)] .
In this way, introducing the momentum vector (p1, p2) = (q˙1, q˙2), we can rewrite equations (6)
as
(7)

q˙1 = p1
q˙2 = p2
p˙1 = r
−α−2 [−U ′(ϑ)q2 − αU(ϑ)q1]
p˙2 = r
−α−2 [U ′(ϑ)q1 − αU(ϑ)q2] ,
and
1
2
(
p21 + p
2
2
)
− r−αU(ϑ) = h.
If we are not on the boundary of Rh, we have that |p| 6= 0 and so, for every solution of (7),
we can find smooth functions z > 0 and ϕ ∈ [0, 2π) in such a way that p1 = r
−α/2z cosϕ,
p2 = r
−α/2z sinϕ, choosing
(8) z =
√
2U(ϑ) + 2hrα.
By standard calculations, equations (7) become
(9)

r˙ = r−α/2z cos(ϕ− ϑ)
ϑ˙ = r−1−α/2z sin(ϕ− ϑ)
z˙ = r−1−α/2 [U ′(ϑ) sin(ϕ− ϑ) + αhrα cos(ϕ− ϑ)]
ϕ˙ = 1z r
−1−α/2 [U ′(ϑ) cos(ϕ− ϑ) + αU(ϑ) sin(ϕ− ϑ)]
and this system has a singularity when r = 0, which indeed corresponds to the collision set
{0} ⊆ R2 of problem (6). Introducing a new time variable τ which verifies
(10)
dt
dτ
= zr1+α/2,
the singularity of (9) can be removed in order to extend the vector field to the singular boundary
{r = 0}. The effect of this rescaling is to blow-up the instant of an eventual collision, so that the
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particle will virtually never reach the singularity. In this way, we can rewrite (9) as (here “ ′ ”
denotes the derivative with respect to τ)
r′ = rz2 cos(ϕ− ϑ)
ϑ′ = z2 sin(ϕ− ϑ)
z′ = z [U ′(ϑ) sin(ϕ− ϑ) + αhrα cos(ϕ− ϑ)]
ϕ′ = U ′(ϑ) cos(ϕ− ϑ) + αU(ϑ) sin(ϕ− ϑ).
Moreover, the conservation of energy, together with definition (8), allows us to eliminate the
variable z from the system, and thus to consider the 3-dimensional system
(11)

r′ = 2r(U(ϑ) + hrα) cos(ϕ− ϑ)
ϑ′ = 2(U(ϑ) + hrα) sin(ϕ− ϑ)
ϕ′ = U ′(ϑ) cos(ϕ− ϑ) + αU(ϑ) sin(ϕ − ϑ)
which we shortly denote by (r′, ϑ′, ϕ′) = F (r, ϑ, ϕ), with F : [0,+∞) × TS1 → [0,+∞) × TS1.
Since r′ = 0 when r = 0, the boundary {r = 0} is an invariant set for the above system. In
other words, we can restrict the vector field F to {r = 0} and study the independent dynamical
system
(12)
{
ϑ′ = U(ϑ) sin(ϕ− ϑ)
ϕ′ = U ′(ϑ) cos(ϕ− ϑ) + αU(ϑ) sin(ϕ− ϑ)
which defines a 2-dimensional collision manifold and whose stationary points are
(ϑˆ, ϑˆ+ kπ), with k ∈ Z and U ′(ϑˆ) = 0.
If we denote by JF |{r=0} the Jacobian matrix of the vector field associated to (12) and we
evaluate it at (ϑˆ, ϑˆ+ kπ), we obtain
JF |{r=0}(ϑˆ, ϑˆ+ kπ) = cos(kπ)U(ϑˆ)
(
−2 2
U ′′(ϑˆ)
U(ϑˆ)
− α α
)
,
whose eigenvalues are
µ± =
1
2
cos(kπ)U(ϑˆ)
α− 2±
[
(α− 2)2 + 8
U ′′(ϑˆ)
U(ϑˆ)
] 1
2
 .
For the sake of completeness, we present here a full characterization of the equilibrium points of
(12), depending on the value of U ′′(ϑˆ).
For an equilibrium point (ϑˆ, ϑˆ+ kπ) of (12) we can have:
• if U ′′(ϑˆ) < − (α−2)
2
8 U(ϑˆ), then µ
± ∈ C \ R and thus
– if k is even then (ϑˆ, ϑˆ+ kπ) is a sink;
– if k is odd then (ϑˆ, ϑˆ+ kπ) is a source;
• if U ′′(ϑˆ) = − (α−2)
2
8 U(ϑˆ), then µ
− = µ+ ∈ R and thus
– if k is even then (ϑˆ, ϑˆ+ kπ) is asymptotically stable;
– if k is odd then (ϑˆ, ϑˆ+ kπ) is unstable;
• if U ′′(ϑˆ) > − (α−2)
2
8 U(ϑˆ), then
– if U ′′(ϑˆ) > 0, then µ− · µ+ < 0 and thus (ϑˆ, ϑˆ+ kπ) is a saddle;
– if U ′′(ϑˆ) = 0, then one of the eigenvalues is zero and thus
∗ if k is even then (ϑˆ, ϑˆ+ kπ) is a stable degenerate node;
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∗ if k is odd then (ϑˆ, ϑˆ+ kπ) is a unstable degenerate node;
– if 0 > U ′′(ϑˆ) > − (α−2)
2
8 U(ϑˆ), then sign(µ
−) = sign(µ+) and thus
∗ if k is even then (ϑˆ, ϑˆ+ kπ) is a stable 2-tangents node;
∗ if k is odd then (ϑˆ, ϑˆ+ kπ) is a unstable 2-tangents node.
Now, we assume again (V 1)-(U1) and so, in particular, (ϑ∗, ϑ∗ + kπ) is a saddle equilibrium
point for (12). Coming back to the 3-dimensional system (11), the Jacobian of F evaluated in
the stationary points (0, ϑ∗, ϑ∗ + kπ) is
JF (0, ϑ∗, ϑ∗ + kπ) = U(ϑ∗) cos(kπ)
2 0 00 −2 2
0 U
′′(ϑ∗)
U(ϑ∗) − α α
 .
In this way, we note that the r-eigenvalue is always non-zero, i.e.
• if k is odd the orbit enters in the collision manifold;
• if k is even the orbit leaves the collision manifold.
Since we are interested in studying the behaviour of a trajectory which approaches the singularity,
we focus our attention on the case in which k is odd. With the choice of k = 1, the Jacobian
becomes
JF (0, ϑ∗, ϑ∗ + π) =
−2U(ϑ∗) 0 00 2U(ϑ∗) −2U(ϑ∗)
0 αU(ϑ∗)− U ′′(ϑ∗) −αU(ϑ∗)
 ,
the eigenvalues are
λr = −2U(ϑ
∗) < 0
λ± =
2− α
2
U(ϑ∗)±
1
2
√
(2− α)2U(ϑ∗)2 + 8U(ϑ∗)U ′′(ϑ∗) ≷ 0
and the relative eigendirections are
vr = (1, 0, 0)
v± =
(
0, 1,
1
2
+
α
4
±
1
4
√
(2− α)2 + 8
U ′′(ϑ∗)
U(ϑ∗)
)
.
Remark 2.1. The orbits of the stable manifold associated to the equilibrium point (0, ϑ∗, ϑ∗+π)
will enter in the collision manifold being tangent to vr or v
−, depending on the sign of the
quantity
U ′′(ϑ∗)
U(ϑ∗)
− (4− α)
(for instance, if negative, the tangency will be with respect to v−). In particular, for the classical
Kepler problem in which α = 1, U(ϑ∗) = 1 and U ′′(ϑ∗) = 0, the above quantity is always negative.
3. The stable manifold
In the previous section we have shown the existence of an invariant set for (11), the collision
manifold {r = 0}. Moreover, from the linearization of the vector field, it follows that the only
way for a point in the phase space to evolve entering in {r = 0} is to belong to the stable set of
an equilibrium point (0, ϑˆ, ϑˆ+ kπ), with U ′(ϑˆ) = 0 and k odd. For this reason, in this section we
focus our attention on the study of the stable manifold of such equilibrium points, with the not
restrictive choice of k = 1. We start our analysis with the case h = 0, which presents a simplified
and clearer structure.
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3.1. Collision orbits for h = 0. In this setting, system (11) reads
(13)

r′ = 2rU(ϑ) cos(ϕ− ϑ)
ϑ′ = 2U(ϑ) sin(ϕ− ϑ)
ϕ′ = U ′(ϑ) cos(ϕ− ϑ) + αU(ϑ) sin(ϕ − ϑ)
and the set
{(r, ϑˆ, ϑˆ+ π) : r ≥ 0, U ′(ϑˆ) = 0}
is invariant for the system and it gathers all the collision ϑˆ-homothetic trajectories. Once ϑˆ ∈ S1
critical point for U is fixed, such a set reduces to a ray which enters the collision manifold in the
equilibrium point (0, ϑˆ, ϑˆ+ π).
Lemma 3.1. Assume (V 1)-(U1). Then, there exist δ > 0, a stable manifold W s for the equilib-
rium point (ϑ∗, ϑ∗+π) of (12) and a C2-function Ψ: (ϑ∗−δ, ϑ∗+δ)→ S1 such that Ψ(ϑ∗) = ϑ∗+π
and for every ϑ ∈ (ϑ∗ − δ, ϑ∗ + δ)
• (ϑ, ϕ) ∈W s if and only if ϕ = Ψ(ϑ);
• ϕ < ϑ+ π if ϑ ∈ (ϑ∗ − δ, ϑ∗) [resp. ϕ > ϑ+ π if ϑ ∈ (ϑ∗, ϑ∗ + δ)].
Moreover, R+0 ×W
s is the stable manifold of the equilibrium point (0, ϑ∗, ϑ∗+π) for system (13).
Proof. We firstly analyse the 2-dimensional system (12), keeping in mind the eigendirections v+
and v− computed in the previous section. From the Stable Manifold Theorem (see for instance
[17],[26]) we have that there exist Wu,W s C2-curves on the collision manifold {r = 0} such that
• (ϑ∗, ϑ∗ + π) ∈Wu,W s;
• W s is tangent to v− and Wu is tangent to v+ in (ϑ∗, ϑ∗ + π);
• for every (ϑ+, ϕ+) ∈ Wu and (ϑ−, ϕ−) ∈ W s we have
lim
τ→±∞
(ϑ±(τ), ϕ±(τ)) = (ϑ∗, ϑ∗ + π).
In particular, since (ϑ∗, ϑ∗ + π) is a hyperbolic equilibrium point, W s is locally the graph of a
C2-curve ϕ = ϕ(ϑ), i.e.
W s =
{
(ϑ, ϕ(ϑ)) : ϑ ∈ (ϑ∗ − δ, ϑ∗ + δ) with δ > 0, ϕ ∈ C2, ϕ(ϑ∗) = ϑ∗ + π
}
,
which is tangent to v− in (ϑ∗, ϑ∗ + π). This is a consequence of the fact that the local stable
manifold has the same dimension of the stable eigenspace (Hartman-Grobman Theorem, see for
instance [26]).
Now, since the second and third equations of system (13) are uncoupled for every r ≥ 0, if we
consider the set
R
+
0 ×W
s = {(r, ϑ, ϕ) : r ≥ 0, (ϑ, ϕ) ∈ W s},
defining the flow associated to (13) as Φτ = Φτ (r, ϑ, ϕ), we have that for every (r, ϑ, ϕ) ∈ R+0 ×W
s
lim
τ→+∞
Φτ (r, ϑ, ϕ) = (0, ϑ∗, ϑ∗ + π).
Indeed, Φτ (r, ϑ, ϕ) ∈ R+0 ×W
s for every τ > 0, since πr=0F0(Φ
τ (r, ϑ, ϕ)) is tangent to W s for
every τ > 0, where F0 represents the vector field associated to (13). 
3.2. Collision orbits for h < 0. When h < 0, we come back again to system (11), which we
recall here for the reader’s convenience
r′ = 2r(U(ϑ) + hrα) cos(ϕ− ϑ)
ϑ′ = 2(U(ϑ) + hrα) sin(ϕ− ϑ)
ϕ′ = U ′(ϑ) cos(ϕ− ϑ) + αU(ϑ) sin(ϕ− ϑ).
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The collision manifold {r = 0} is exactly the same of the zero-energy system and we still have
the invariance of the collision homothetic trajectories set
{(r, ϑˆ, ϑˆ+ π) : r ≥ 0, U ′(ϑˆ) = 0}.
However, we point out that for h < 0 the set R+0 ×W
s is not the stable manifold for (0, ϑˆ, ϑˆ+
π). Beside that, assuming (V 1)-(U1), the hyperbolicity of the fixed point (0, ϑ∗, ϑ∗ + π) still
guarantees the existence of a 2-dimensional stable manifold Ws, which contains the homothetic
trajectories and the 1-dimensional stable manifold W s.
Now, the dynamical systems (13) and (11) share the same linearization with respect to the
equilibrium point (0, ϑ∗, ϑ∗ + π). These means that, below some r∗ > 0, they are topologically
equivalent. In particular, we can imagineWs∩{r < r∗} as a C2 h-deformation of [0, r∗)×W s, in
which the 1-dimensional components {0} ×W s and (0, r∗)× {ϑ∗} × {ϑ∗ + π} stay always fixed.
As a consequence of these discussions, we deduce the following analytic and geometric de-
scription of Ws in a neighbourhood of the equilibrium point, which locally generalizes Lemma
3.1.
Lemma 3.2. Assume (V 1)-(U1). Given h < 0, there exist rloc > 0, δloc > 0 and a C
2-
function Ψ: [0, rloc) × (ϑ
∗ − δloc, ϑ
∗ + δloc) → S
1 such that Ψ(0, ϑ∗) = ϑ∗ + π and for every
(r, ϑ) ∈ (0, rloc)× (ϑ
∗ − δloc, ϑ
∗ + δloc)
• (r, ϑ, ϕ) ∈ Ws if and only if ϕ = Ψ(r, ϑ);
• ϕ < ϑ+ π if ϑ ∈ (ϑ∗ − δloc, ϑ
∗) [resp. ϕ > ϑ+ π if ϑ ∈ (ϑ∗, ϑ∗ + δloc)].
In other words, we have just characterized locally Ws as the graph of a function Ψ
Wsloc
.
= {(r, ϑ,Ψ(r, ϑ)) : r ∈ [0, rloc), ϑ ∈ (ϑ
∗ − δloc, ϑ
∗ + δloc)} ⊆ W
s.
Remark 3.3. To better understand the meaning of the previous lemma, we can refer to the
configurations space the behaviour of a point evolving in Wsloc and eventually entering in the
collision manifold. In particular, Lemma 3.2 guarantees the existence of a cone
C = {q = (q1, q2) ∈ R
2 : |q| ≤ rloc, arctan(q2/q1) ∈ (ϑ
∗ − δloc, ϑ
∗ + δloc)}
such that, for every trajectory which starts in C and reaches the collision being tangent to ϑ∗, it
never leaves C. We would stress that this confinement result is strictly addressed to those orbits
which, in the phase space, are contained in Wsloc. Indeed, every collision orbit that is not tangent
to ϑ∗ in the origin is not necessarily contained in the cone C.
4. Collision orbits as Bolza minimizers
The first task of this work is to highlight the relationship which stands between the dynamical
nature of this problem and our variational approach. Therefore, we present here the minimality
argument which leads to the existence of a solution for (1)-(2) and provide further properties
of this underlying variational structure of the problem. The Maupertuis’ Principle states that
every critical point of a suitable functional, which could be either the Lagrange-action, the
Jacobi-length or the Maupertuis’ functional, if properly manipulated is a classical solution of
(1)-(2) (see [2],[1]). In the first part of this section, we state and prove a similar result which
guarantees the existence of a trajectory which reaches the origin in finite time, once a critical
point is provided. From now on, we will always consider h < 0 fixed and assume (U1)-(V 1),
unless differently specified.
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0
ϑ∗
ϑ∗ − δ ϑ∗ + δ
C
Wsloc
ϑ∗-hom
Figure 1. The local stable manifold characterized in Remark 3.3.
4.1. The Maupertuis’ Principle for collision trajectories. Given q ∈ Rh \ {0}, consider
the space of all the collision H1-paths starting from q and reaching the origin in finite time T > 0
Ĥqcoll = {u ∈ H
1([0, T ];R2) : u(0) = q, u(T ) = 0}.
Moreover, let us introduce the Maupertuis’ functional Mh : Ĥ
q
coll → R ∪ {+∞} such that
Mh(u) =
1
2
∫ T
0
|u˙(s)|2 ds
∫ T
0
(h+ V (u(s))) ds
which is differentiable over Ĥqcoll and, if Mh(u) > 0, it makes sense to define the quantity
(14) ω =
(∫ T
0 (h+ V (u))
1
2
∫ T
0 |u˙|
2
) 1
2
> 0.
Lemma 4.1. Let u ∈ Ĥqcoll be a minimizer of Mh, with Mh(u) > 0. Then, u(t) 6= 0 for every
t ∈ (0, T ).
Proof. Assume by contradiction that there exists τ ∈ (0, T ) such that u(τ) = 0. Observe that
the path v(t) = u(t ·τ/T ) defined for t ∈ [0, T ] belongs to Ĥqcoll. Since the Maupertuis’ functional
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is invariant through time rescalings, with a standard change of variable we obtain
Mh(u) =
(
1
2
∫ τ
0
|u˙|2 +
1
2
∫ τ
0
|u˙|2
)(∫ T
τ
(h+ V (u)) +
∫ T
τ
(h+ V (u))
)
=
1
2
∫ τ
0
|u˙|2
∫ τ
0
(h+ V (u)) + [positive terms]
=Mh(v) + [positive terms],
which is a contradiction for the minimality of u. 
Theorem 4.2. Let u ∈ Ĥqcoll be a minimizer for Mh such that Mh(u) > 0. Then, for ω given
by (14), x(t) = u(ωt) is a classical solution of (1)-(2) in [0, T/ω) such that
• x(0) = q, x(T/ω) = 0;
• x(t)/|x(t)| → ϑ∗ as t→ (T/ω)−, with ϑ∗ ∈ S1 central configuration for V ;
• for some positive constant K, we have |x(t)| ∼ K(T/ω − t)2/(2+α) as t→ (T/ω)−.
Proof. Since M′h(u) = 0 we have
M′h(u)[v] =
∫ T
0
u˙ · v˙
∫ T
0
(h+ V (u)) +
1
2
∫ T
0
|u˙|2
∫ T
0
∇V (u) · v = 0,
for every v ∈ H10 ([0, T ];R
2) and so, since Mh(u) > 0
ω2
∫ T
0
u˙ · v˙ +
∫ T
0
∇V (u) · v = 0,
for every v ∈ H10 ([0, T ];R
2). In other words, u is a weak solution of the equation
(15) ω2u¨ = ∇V (u),
but also, by standard regularity arguments and by Lemma 4.1, a classical solution of the same
equation in [0, T ). Now, it is readily checked that x(t) = u(ωt) solves (1)-(2) in [0, T/ω) and
that the required boundary conditions are satisfied. The limiting behaviours as t → (T/ω)−
follow from the well-known asymptotic estimates (see [4, 7, 6]). Moreover, from equation (15),
we deduce that there exists k ∈ R such that
ω2
2
|u˙(t)|2 − V (u(t)) = k,
for every t ∈ [0, T ). Integrating the above equation over [0, T ), we necessarily get k = h and the
energy equation (2) for x holds as well. 
4.2. Existence through direct methods. In what follows, we show the existence of minimiz-
ers for the Maupertuis’ functional, which correspond to collision trajectories through Theorem
4.2. However, it will be clear that such motions cannot start too much far from the singularity.
The initial distance r = |q| of the particle is indeed linked to the well-known Lagrange-Jacobi
inequality (see for instance [27]), which we prove below in our setting.
Lemma 4.3 (Lagrange-Jacobi inequality). Define Umin = min
ϑ∈S1
U(ϑ) and
rLJ =
[
(2 − α)Umin
−2h
] 1
α
> 0.
For every solution x of (1)-(2) such that |x| < rLJ , we have that the moment of inertia I(x(t)) =
1
2 |x(t)|
2 is strictly convex with respect to t. In particular, for a solution x(t) = r(t)eiϑ(t) which
collides with the origin after a time T > 0, we have r′(t) < 0 in (0, T ).
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Proof. By standard calculations and using (1)-(2) we obtain
d2
dt2
I(x(t)) = 〈∇V (x(t)), x(t)〉 + 2(V (x(t)) + h)
= |x(t)|−α(2 − α)U(ϑ(t)) + 2h
> (2− α)r−αLJ Umin + 2h = 0.

The previous result suggests to consider a smaller minimization set than Ĥqcoll and to require
the natural constraint for a path to do not leave the ball where it started from. To be precise,
given r > 0 and q ∈ ∂Br, we introduce the set of all the H
1-paths which start in q and collapse
in the origin in finite time, without leaving the ball Br
Hqcoll
.
= {u ∈ H1([0, 1];R2) : u(0) = q, u(1) = 0, |u(s)| ≤ r for every s ∈ [0, 1]}.
Here and later, in order to simplify the notation, we have set T = 1.
We now present two lemmata which allow us to apply the direct method of the calculus of
variations; to this aim, we will often make use of the Poincare´ inequality, which clearly holds in
the space Hqcoll.
Lemma 4.4. For every q ∈ BrLJ , there exists a positive constant C such that
0 < C ≤ inf
u∈Hq
coll
Mh(u) < +∞.
Proof. Fix r ∈ (0, rLJ ) and q ∈ ∂Br. From the definition of rLJ given in Lemma 4.3, we have
that, for every u ∈ Hqcoll
(16)
∫ 1
0
(h+ V (u)) ds ≥
∫ 1
0
(h+ r−αUmin) ds > h+ r
−α
LJ Umin = −
αh
2− α
> 0.
Moreover, for u ∈ Hqcoll, we can write
r = |u(1)− u(0)| ≤
∫ 1
0
|u˙| ds ≤
(∫ 1
0
|u˙|2 ds
)1/2
and so, together with (16), we obtain
Mh(u) =
∫ 1
0
|u˙|2 ds
∫ 1
0
(h+ V (u)) ds ≥ −
αhr2
2− α
= C > 0, for every u ∈ Hqcoll.
Moreover, since u ∈ Hqcoll, then u˙ ∈ L
2([0, 1];R2) and V (u) ∈ L1([0, 1];R2), by means of the
limiting behaviour provided in Theorem 4.2. This proves the upper bound and concludes the
proof. 
Lemma 4.5. For every q ∈ BrLJ , Mh is coercive on H
q
coll.
Proof. Fix r ∈ (0, rLJ) and q ∈ ∂Br and consider (un)n ⊆ H
q
coll, such that ‖un‖H1 → +∞ as
n→ +∞. Since |un(s)| ≤ r for every s ∈ [0, 1] and for every n ∈ N, we obtain that necessarily
lim
n→+∞
∫ 1
0
|u˙n|
2 ds = +∞
and so, together with (16), we conclude that Mh(un)→ +∞. 
We are about to prove that a minimizer of Mh exists and thus, invoking Theorem 4.2, a
collision trajectory x(t) satisfying (1)-(2) can be provided.
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Theorem 4.6. Given h < 0 and rLJ > 0 as in Lemma 4.3, the Maupertuis’ functional
Mh(u) =
∫ 1
0
|u˙|2 ds
∫ 1
0
(h+ V (u)) ds
admits at least a minimizer u ∈ Hqcoll at a positive level, for every q ∈ BrLJ .
Proof. Let us fix r ∈ (0, rLJ) and q ∈ ∂Br. Since the weak convergence implies the uniform one
in H1, we first observe that Hqcoll is weakly closed in H
1.
Now, let us consider a sequence (un)n ⊆ H
q
coll such that
Mh(un) −→
n→+∞
inf
u∈Hq
coll
Mh(u).
From 4.4 and 4.5 we have that (un)n is bounded in H
1 and so un ⇀ u in H
1. In particular,
since Hqcoll is weakly closed, u ∈ H
q
coll. Moreover, from the Poincare´ inequality, we deduce that
(17)
∫ 1
0
|u˙|2 ds ≤ lim inf
n→∞
∫ 1
0
|u˙n|
2 ds
and, from Lemma 4.4, for every n ∈ N we obtain that
0 < C ≤Mh(un) <∞
and thus V (un) ∈ L
1(0, 1), for every n ∈ N. This implies that the set {t ∈ [0, 1] : un(t) = 0} has
null measure and hence, since un converges to u uniformly, we have that V (un)→ V (u) almost
everywhere. We can now use Fatou’s Lemma to deduce that V (u) ∈ L1(0, 1) and that∫ 1
0
(h+ V (u)) ds ≤ lim inf
n→∞
∫ 1
0
(h+ V (un)) ds.
This, together with (17), proves that
Mh(u) ≤ lim inf
n→+∞
Mh(un) = inf
u∈Hq
coll
Mh(u). 
4.3. A compactness lemma. Theorem 4.6 shows that once h < 0 and q ∈ BrLJ are fixed, we
can always find at least a minimizer of the Maupertuis’ functional in the space Hqcoll. In this
way, if we fix r ∈ (0, rLJ), we can define a function ψh : ∂Br → R
+ such that
ψh(q)
.
= min
u∈Hq
coll
Mh(u) for q ∈ ∂Br.
Remark 4.7. In the next proposition we are going to make use of the Jacobi-length functional
Lh(u) =
∫ 1
0
|u˙|
√
h+ V (u) ds,
which, for a path u ∈ H1([0, 1];R2), is well-defined if and only if |u˙| > 0 and h + V (u) > 0.
Therefore, it makes sense to consider paths which live far from the boundary of the Hill’s region
∂Rh. Nonetheless, with our choice of rLJ provided in Lemma 4.3, this condition is already
satisfied. Indeed, taking q ∈ BrLJ and u ∈ H
q
coll, we can write
h+ V (u) ≥ h+ r−αLJ Umin = −
αh
2− α
= C > 0.
Moreover, from the energy equation, we clearly have |u˙| > 0.
Proposition 4.8. For h < 0 and r ∈ (0, rLJ), the function ψh is Lipschitz continuous on ∂Br.
In other words, there exists L = L(rLJ) > 0 such that
|ψh(q2)− ψh(q1)| ≤ L|ϑ2 − ϑ1|, for every q1 = re
iϑ1 , q2 = re
iϑ2 ∈ ∂Br.
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Proof. Fix h < 0 and r ∈ (0, rLJ). Given q ∈ ∂Br, for a path u ∈ H
q
coll we can define the
Jacobi-length functional
Lh(u) =
∫ 1
0
|u˙|
√
h+ V (u) dt,
which is linked to Mh in this way:
2 min
Hq
coll
Mh = (min
Hq
coll
Lh)
2.
Therefore, if we define the function ωh(q)
.
= min
Hq
coll
Lh for q ∈ ∂Br and we show that it is Lipschitz
continuous we are done.
Fix q1 = re
iϑ1 , q2 = re
iϑ2 ∈ ∂Br and consider the circular path
uarc(t) = re
i((1−t)ϑ1+tϑ2), for t ∈ [0, 1].
We have
Lh(uarc) = r|ϑ2 − ϑ1|
∫ 1
0
√
h+ r−αU(ϑ(t)) dt
< L|ϑ2 − ϑ1|, where L = L(rLJ) = r
1−α/2
LJ
√
Umax.
Now, since Lh is a length, it is invariant under time rescaling and so we can write
min
H
q1
coll
Lh ≤ Lh(uarc) + min
H
q2
coll
Lh.
Finally, from the definition of ωh, we obtain
ωh(q1) ≤ ωh(q2) + L|ϑ2 − ϑ1|
and, with the same argument
ωh(q2) ≤ ωh(q1) + L|ϑ2 − ϑ1|. 
Corollary 4.9. Given h < 0, r∗ ∈ (0, rLJ), h
∗ ∈ (h, 0) and ϑ∗ ∈ S1, consider three sequences
(hk)k ⊆ R, (rk)k ⊆ R
+ and (ϑk)k ⊆ S
1 such that
• hk ∈ (h, 0) for every k ∈ N and hk → h
∗ as k → +∞;
• 0 < rk < rLJ for every k ∈ N and rk → r
∗ as k→ +∞;
• qk = rke
iϑk → q∗ = r∗eiϑ
∗
as k → +∞.
Then
min
H
qk
coll
Mhk ≤ min
Hq
∗
coll
Mh∗ +O(|ϑ
∗ − ϑk|) +O(|h
∗ − hk|) +O(|r
∗ − rk|),
as k → +∞.
Proof. Fix h < 0, r∗ ∈ (0, rLJ), h
∗ ∈ (h, 0) and ϑ∗ ∈ S1. Consider the three sequences as in the
statement and fix k ∈ N. We can write
ψhk(qk) = min
H
qk
coll
Mhk , ψh∗(q
∗) = min
Hq
∗
coll
Mh∗ ,
so that
ψhk(qk)− ψh∗(q
∗) = ψhk(qk)− ψhk(q
∗) + ψhk(q
∗)− ψh∗(q
∗).
Let us start by the estimate of the term ψhk(q
∗) − ψh∗(q
∗) on the right-hand side. Consider
u∗ ∈ Hq
∗
coll such that
ψh(q
∗) = min
Hq
∗
coll
Mh∗ =Mh∗(u
∗).
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For the minimality of u∗, we obtain
ψhk(q
∗)− ψh∗(q
∗) ≤Mhk(u
∗)−Mh∗(u
∗)
≤ |h∗ − hk|
∫ 1
0
|u˙∗|2 ds ≤ C1|h
∗ − hk|,
with C1 > 0. Now, concerning the term ψhk(qk)− ψhk(q
∗), if we consider the point
q′k =
r∗
rk
qk ∈ ∂Br∗
we can write
ψhk(qk)− ψhk(q
∗) = ψhk(qk)− ψhk(q
′
k) + ψhk(q
′
k)− ψhk(q
∗).
Take vk ∈ H
q′k
coll such that
ψhk(q
′
k) = min
H
q′
k
coll
Mhk =Mhk(vk)
and define the path
v˜k =
rk
r∗
vk ∈ H
qk
coll.
We can write
ψhk(qk)− ψhk(q
′
k) ≤Mhk(v˜k)−Mhk(vk)
=
∫ 1
0
| ˙˜vk|
2 ds
∫ 1
0
(hk + V (v˜k)) ds−
∫ 1
0
|v˙k|
2 ds
∫ 1
0
(hk + V (vk)) ds
=
∫ 1
0
|v˙k|
2 ds
∫ 1
0
[
hk
(rk
r∗
)2
− hk +
(rk
r∗
)2−α
V (vk)− V (vk)
]
ds
=
∫ 1
0
|v˙k|
2 ds
∫ 1
0
[
hk
rk + r
∗
(r∗)2
(rk − r
∗) + V (vk)
r2−αk − (r
∗)2−α
(r∗)2−α
]
ds
≤ C2(|r
∗ − rk|),
with C2 > 0. Finally, since q
′
k, q
∗ ∈ ∂Br∗ , we can apply Proposition 4.8 to obtain
ψhk(q
′
k)− ψhk(q
∗) ≤ L|ϑ∗ − ϑk|. 
Now we prove the following compactness lemma on sequences of minimizers of the Maupertuis’
functional.
Lemma 4.10. Given h < 0, r∗ ∈ (0, rLJ), h
∗ ∈ (h, 0) and ϑ∗ ∈ S1, consider three sequences
(hk)k ⊆ R
+, (rk)k ⊆ R and (ϑk)k ⊆ S
1 such that
• hk ∈ (h, 0) for every k ∈ N and hk → h
∗ as k → +∞;
• 0 < rk < rLJ for every k ∈ N and rk → r
∗ as k → +∞;
• qk = rke
iϑk → q∗ = r∗eiϑ
∗
as k → +∞.
With a slight abuse of notation, define the classes
Hkcoll = {u ∈ H
1([0, 1];R2) : u(0) = qk, u(1) = 0, |u(s)| ≤ rk for every s ∈ [0, 1]}
and
H∗coll = {u ∈ H
1([0, 1];R2) : u(0) = q∗, u(1) = 0, |u(s)| ≤ r∗ for every s ∈ [0, 1]}.
If uk is a minimizer of Mhk in H
k
coll for every k ∈ N, then
(i) uk → u
∗ in H1([0, 1];R2);
(ii) uk → u
∗ in C2([0, b];R2), for every b < 1.
In particular, u∗ is a minimizer of Mh∗ in the class of paths H
∗
coll.
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Proof. Fix h < 0, r∗ ∈ (0, rLJ ), h
∗ ∈ (h, 0) and ϑ∗ ∈ S1 and consider the sequences (hk)k, (rk)k
and (ϑk)k as in the statement. For every k ∈ N, consider a minimizer uk of Mhk in H
k
coll. For
k ∈ N and for every s ∈ [0, 1], following Remark 4.7, we have
hk + V (uk(s)) > h+ r
−α
k Umin > h+ r
−α
LJ Umin = C > 0.
In this way, we can write
inf
Hk
coll
Mhk =Mhk(uk) =
∫ 1
0
|u˙k|
2 ds
∫ 1
0
(hk + V (uk)) ds > C
∫ 1
0
|u˙k|
2 ds
and so, by Lemma 4.4 and the Poincare´ inequality, the sequence (uk)k is bounded in H
1 and
hence uk ⇀ u
∗ in H1 and uniformly. So, from Fatou’s lemma, we have
Mh∗(u
∗) ≤ lim inf
k→∞
Mhk(uk).
Now, suppose by contradiction that there exists a minimizer umin of Mh∗ in H
∗
coll such that
Mh∗(umin) <Mh∗(u
∗).
From Corollary 4.9, we actually obtain that, as k → +∞
Mhk(uk) ≤Mh∗(umin) + O(|ϑ
∗ − ϑk|) +O(|h
∗ − hk|) +O(|r
∗ − rk|)
and so
lim inf
k→∞
Mhk(uk) ≤Mh∗(umin),
which leads to a contradiction. Therefore, u∗ is a minimizer. Moreover, the same argument leads
to a strong convergence in H1 assuming by contradiction that∫ 1
0
|u˙∗|2 ds < lim sup
k→∞
∫ 1
0
|u˙k|
2 ds.
Finally, since rk → r
∗ > 0, we have infk rk > 0 and so we can consider Br˜ with r˜ =
1
2 infk rk.
From Lemma 4.3, there exists a sequence (bk)k such that |uk(bk)| = r˜ and 0 < bk < 1 for every
k ∈ N. Defining b = infk bk, again from Lemma 4.3 we deduce that 0 < b < 1. In this way, we
obtain
ω2u¨k(t) = ∇V (uk(t)) for t ∈ [0, b], for every k ∈ N
and thus ∇V (uk) converges uniformly to ∇V (u
∗) on [0, b]. This proves that uk converges in
C2([0, b]). 
5. Proof of the main theorem
In general, the minimizer provided by Theorem 4.6 is not unique. However, for a particular
class of collision trajectories, we have the following result.
Lemma 5.1. Assume (U1)-(V 1). Given h < 0, r∗ ∈ (0, [−U(ϑ∗)/h]1/α] and taking q∗ = r∗eiϑ
∗
,
there exists a unique minimizer for the Maupertuis’ functional Mh in H
q∗
coll. This arc is nothing
but the monotone ϑ∗-homothetic collision trajectory.
Proof. Let us define the homothetic trajectory as uhom(s) = rhom(s)e
iϑ∗ , with rhom(0) = r
∗,
rhom(1) = 0 and r˙hom(s) < 0 for every s ∈ (0, 1). For every u ∈ H
q∗
coll we can write u(s) =
r(s)eiϑ(s), so that
Mh(u) =
∫ 1
0
|r˙eiϑ + irϑ˙eiϑ|2 ds
∫ 1
0
(h+ r−αU(ϑ)) ds
≥
∫ 1
0
r˙2 ds
∫ 1
0
(h+ r−αUmin) ds ≥Mh(uhom).
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Indeed, the last inequality is strict if r(s) is not monotone in (0, 1), otherwise we end up with
an equality, since the Maupertuis’ functional is invariant under time rescaling (see the proof of
Theorem 4.2). 
In order to enlarge the set of those minimizers which are also unique, we are going to exploit
the dynamical features of our problem. Therefore, we come back to our study started in Sections
2-3. From Lemma 3.2 and Remark 3.3 we have a precise characterization of the local stable
manifold Wsloc of the fixed point (0, ϑ
∗, ϑ∗ + π). Given a starting point q, the Maupertuis’
functional Mh does not necessarily admit a unique minimizer on the class of collision paths
Hqcoll but, actually, this set of minimizers is in 1-1 correspondence with the set of their starting
velocities. This fact is a consequence of the uniqueness of the solutions of the relative Cauchy
problems and it suggests to establish a link between every minimizer and its initial velocity. In
this way, we can introduce the set of the reparameterizations through McGehee’s coordinates of
every minimizer with starting position q as follows
(18) mh(q) = {γϕ : rep(γϕ) minimizes Mh in H
q
coll, with ϕ ∈ S
1},
with γϕ = γϕ(τ) for τ > 0. With this notation, the angle ϕ is nothing but the direction of the
starting velocity, since its module is already fixed for the conservation of energy.
Following this preliminary discussion, we state and prove below our main result, which is
nothing but the planar unperturbed version of the main theorem presented in the Introduction
of this paper, in a negative energy shell.
Theorem 5.2. Assume (U1)-(V 1). Given h < 0, there exist r¯ > 0 and δ¯ > 0 such that, defining
Q0 = {q0 = re
iϑ0 : r ∈ (0, r¯) and ϑ0 ∈ (ϑ
∗ − δ¯, ϑ∗ + δ¯)},
and mh as in (18), then
(19) Wsloc(r¯, δ¯) =
⋃
q0∈Q0
mh(q0).
Moreover, for every q0 ∈ Q0, the Maupertuis’ functionalMh admits a unique minimizer in H
q0
coll.
Proof. Fix h < 0 and, adopting the notations of Lemma 3.2 and Lemma 4.3, choose
r¯ = min{rloc, rLJ}.
We start with showing that the uniqueness of a minimizer follows from inclusion (⊇) in (19).
Indeed, Lemma 3.2 guarantees that Wsloc is the graph of a C
2-function, which associates to every
initial position q0 ∈ Q0 a unique initial velocity. Therefore, once q0 is fixed, there necessarily
exists a unique minimal arc solving the correspondent fixed-end collision problem.
Inclusion (⊇): Take q0 = re
iϑ0 , with r ∈ (0, r¯) and ϑ0 ∈ (ϑ
∗ − δloc, ϑ
∗ + δloc) (as in Lemma
3.2). Therefore, by Theorem 4.6, there exists γ = γϕ0 ∈ mh(q0) for some ϕ0 ∈ S
1. Our goal is
to show that, up to make δloc smaller, γ is entirely contained in the local stable manifold W
s
loc.
The orbit γ(τ) = (r(τ), ϑ(τ), ϕ(τ)) solves (11) in (0,+∞) so that, by the definition of stable
manifold, we have
(20) γ ∈ Ws ⇐⇒

r(τ)→ 0 as τ → +∞
ϑ(τ)→ ϑ∗ as τ → +∞
ϕ(τ)→ ϕ∗ = ϑ∗ + π as τ → +∞,
but also, from Lemma 3.2
γ ∈ Wsloc ⇐⇒ for every τ > 0, ϕ(τ) = Ψ(r(τ), ϑ(τ)).
Assume by contradiction that there exists (ϑk(0))k ⊆ S
1 such that
(21) qk = re
iϑk(0) → q∗ = reiϑ
∗
as k → +∞,
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but there exists a sequence of reparameterized minimizers (γk)k ⊆ (mh(qk))k such that
γk = {γk(τ) = (rk(τ), ϑk(τ), ϕk(τ)) : τ ≥ 0} 6⊆ W
s
loc, for every k ∈ N.
Notice that, from Lemma 4.10 and Lemma 5.1, the sequence (γk)k converges inH
1([0, 1];R2), and
thus uniformly in [0, 1], to the ϑ∗-homothetic motion. For this reason, we can split our proof in
two situations, whose discriminant is the uniform convergence of the sequence (ϑk)k = (ϑk(τ))k.
Indeed, despite the convergence of (γk)k, for instance it could happen that the sequence of angle
functions (ϑk)k starts to oscillate dramatically when k goes to +∞.
Case 1: Assume that γk 6⊆ W
s
loc for infinite k and that
lim
k→+∞
sup
τ≥0
|ϑk(τ) − ϑ
∗| = 0.
By (20), we necessarily have that there exists ε¯ > 0 such that
lim sup
k→+∞
sup
τ≥0
|ϕk(τ)− ϕ
∗| = ε¯ > 0.
In this way, up to subsequences, we can find a sequence (τk)k ⊆ [0,+∞) such that
|ϕk(τk)− ϕ
∗| = ε¯, for every k ∈ N.
Now, we perform the following change of variables and time shifting
r˜k(τ) =
r
rk(τk)
rk(τ + τk)
ϑ˜k(τ) = ϑk(τ + τk)
ϕ˜k(τ) = ϕk(τ + τk)
and, if we define λk = rk(τk)/r ≤ 1, we have that the orbit γ˜k(τ) = (r˜k(τ), ϑ˜k(τ), ϕ˜k(τ))τ≥0
solves the system 
r˜′k = 2r˜k(U(ϑ˜k) + hk r˜
α
k ) cos(ϕ˜k − ϑ˜k)
ϑ˜′k = 2(U(ϑ˜k) + hk r˜
α
k ) sin(ϕ˜k − ϑ˜k)
ϕ˜′k = U
′(ϑ˜k) cos(ϕ˜k − ϑ˜k) + αU(ϑ˜k) sin(ϕ˜k − ϑ˜k),
where hk = λ
α
kh and so hk ∈ [h, 0). Now, denoting by xk the reparameterization of the trajectory
γk in time t in the configurations space, xk solves the problem{
x¨k = ∇V (xk)
1
2 |x˙k|
2 − V (xk) = h,
for every k ∈ N. Therefore, the function
x˜k(t) =
xk(tk + λ
1+α/2
k t)
λk
,
with tk such that x˜k(0) = xk(0), will solve the problem{
d2
dt2 x˜k(t) = ∇V (x˜k(t))
1
2 |
d
dt x˜k(t)|
2 − V (x˜k(t)) = hk,
for every k ∈ N. Hence, under a suitable change of scales, there exists a sequence (u˜k)k of
minimizers of the Maupertuis’ functional, with starting point respectively in (q˜k)k such that
q˜k = r˜k(0)e
iϑ˜k(0) = reiϑk(τk) → q∗ = reiϑ
∗
as k→ +∞.
For Lemma 4.10, we have that such a sequence of minimizers converges in H1 and thus uniformly
to a minimal arc connecting q∗ to the origin. On the other hand, we have that ϕ˜k(0) 6→ ϕ
∗ =
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ϑ∗+π as k → +∞. This means that the limit arc cannot be the ϑ∗-homothetic trajectory, which
is impossible for Proposition 5.1.
Case 2: Assume that γk 6∈ W
s for infinite k and that there exists ε¯ > 0 such that
(22) lim sup
k→+∞
sup
τ≥0
|ϑk(τ) − ϑ
∗| = ε¯.
Hence, up to subsequences, there exists a sequence (τk)k ⊆ [0,∞) such that
(23) |ϑk(τk)− ϑ
∗| = ε¯, for every k ∈ N.
Moreover, since from Lemma 4.10 and Proposition 5.1 the sequence of minimal collision arcs
(γk)k converges C
2 to the homothetic motion on every bounded interval, we necessarily deduce
that τk → +∞ as k → +∞. In particular, since every γk is a collision arc, again from Lemma
4.10 we have that
(24) rk(τk)→ 0, as k → +∞.
Now, for every k ∈ N define the orbit γ˜k = (r˜k, ϑ˜k, ϕ˜k) such that
r˜k(τ) = rk(τ + τk)
ϑ˜k(τ) = ϑk(τ + τk)
ϕ˜k(τ) = ϕk(τ + τk),
for τ ∈ [−τk,+∞). We have that, for every k ∈ N, γ˜k verifies equations
r˜′k = 2r˜k(U(ϑ˜k) + hr˜
α
k ) cos(ϕ˜k − ϑ˜k)
ϑ˜′k = 2(U(ϑ˜k) + hr˜
α
k ) sin(ϕ˜k − ϑ˜k)
ϕ˜′k = U
′(ϑ˜k) cos(ϕ˜k − ϑ˜k) + αU(ϑ˜k) sin(ϕ˜k − ϑ˜k).
Since τk → +∞, we have that, for every T > 0, there exists k¯ ∈ N such that, for every k ≥ k¯
τk > T.
Let us fix T > 0. For τ ∈ [−T, T ] and for every k ≥ k¯ we have
τ + τk ∈ [0,+∞)
and so
r˜k(τ) = rk(τ + τk) ≤ rk(0) < r¯.
Moreover,
ϑ˜k(τ), ϕ˜k(τ) ∈ S
1
and
|r˜′k(τ)| ≤ 2r¯(Umax − hr¯
α) = C < +∞
and, with analogous calculations, the same holds for ϑ˜′k(τ) and ϕ˜
′
k(τ). From the Ascoli-Arzela`
theorem, we have that
(r˜k, ϑ˜k, ϕ˜k)→ (r˜, ϑ˜, ϕ˜) as k → +∞
uniformly on [−T, T ]. Moreover, from (24) we deduce that
−r˜αk (τ)h ≤ −r˜
α
k (0)h = −r
α
k (τk)h→ 0 as k → +∞.
This, together with the uniform convergence, implies that (r˜, ϑ˜, ϕ˜) satisfy the equations
(25)

r˜′ = 2r˜U(ϑ˜) cos(ϕ˜− ϑ˜)
ϑ˜′ = 2U(ϑ˜) sin(ϕ˜− ϑ˜)
ϕ˜′ = U ′(ϑ˜) cos(ϕ˜− ϑ˜) + αU(ϑ˜) sin(ϕ˜− ϑ˜),
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on [−T, T ]. Repeating the same argument for every T > 0, we have that the sequences converges
uniformly on every compact of R, with limit defined and verifying (25) on the whole R. Moreover,
let us notice that
r˜k(0) = rk(τk)→ 0 = r˜(0) as k → +∞
and so, for the uniqueness of the solution of a Cauchy problem, we actually deduce that r˜(τ) ≡ 0.
This means that the solution of (25) is actually a motion on the collision manifold {r = 0}.
Let us now investigate the asymptotic behaviour of ϑ˜. From the non-degeneracy of ϑ∗, it is
not restrictive to assume that ε¯ = d/2 in (22), where
d
.
= min{|ϑ∗ − ϑˆ| : ϑˆ ∈ S1, U ′(ϑˆ) = 0, ϑˆ 6= ϑ∗}.
In this way, from (23), we can deduce that for every k ∈ N
|ϑk(τ)− ϑ
∗| <
d
2
, for every τ ∈ [0, τk)
and so, in other words, for every k ∈ N
|ϑ˜k(τ)− ϑ
∗| <
d
2
, for every τ ∈ [−τk, 0).
From the convergence of ϑ˜k to ϑ˜ we can easily deduce that
(26) |ϑ˜(τ)− ϑ∗| ≤
d
2
, for every τ ∈ (−∞, 0).
Now, it is known (see [11, 6]) that
lim
τ→±∞
ϑ˜(τ) = ϑ±, lim
τ→±∞
ϕ˜(τ) = ϑ± + π,
with ϑ± central configuration for U . Assume by contradiction that ϑ− 6= ϑ∗, i.e. that for every
ε there exists τε ∈ R such that
τ < τε =⇒ |ϑ˜(τ) − ϑ
−| < ε.
Choosing ε = d/4 and using (26) we head to a contradiction and so necessarily ϑ− = ϑ∗.
To conclude the proof, consider the function
v(τ) =
√
U(ϑ˜(τ)) cos(ϕ˜(τ) − ϑ˜(τ)),
which is non-decreasing and non-constant on every solution of (25) (see Theorem 4, [6]), so that
−
√
Umin = −
√
U(ϑ∗) = lim
τ→−∞
v(τ) < lim
τ→+∞
v(τ) = −
√
U(ϑ+).
This is clearly a contradiction since ϑ∗ is a global minimal central configuration for U .
Inclusion (⊆): From any (r, ϑ0, ϕ0) ∈ W
s
loc it starts a unique orbit that ends in the equilibrium
point (0, ϑ∗, ϑ∗+π), which connects the point q0 = re
iϑ0 to the origin in the configuration space.
This is nothing but a reparameterization of a minimal fixed-end arc: indeed, a minimizer from
q0 to the origin exists by means of Theorem 4.6 and it is unique, as we have already shown. 
6. General setting
This final section collects some useful remarks for the adaptation of the previous proof in
the general setting presented in the introduction. This material is mainly thought to ease the
reader’s comprehension, for it will be clear that the argument used in the proof is exactly the
same. We made the choice to split the generalization in two sub-cases. In the first one, we take
into account a perturbed potential and a conservative system with possibly non-negative energy.
The second one is focused on the higher dimensional case.
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6.1. d = 2, W 6≡ 0, h ∈ R. As a first step, we set equation (1) again in the plane (d = 2), but
we perturb our potential V exactly as stated in (V 0). Moreover, we wish to work also in non-
negative energy shells, so that equation (2) will be given with h ∈ R. Using polar coordinates
(r, ϑ) and adopting the same argument as in Section 2, we find an analogous of system (11) in
our actual setting, i.e., the dynamical system
(27)

r′ = 2r(U(ϑ) + rαW (r, ϑ) + hrα) cos(ϕ− ϑ)
ϑ′ = 2(U(ϑ) + rαW (r, ϑ) + hrα) sin(ϕ− ϑ)
ϕ′ = (U ′(ϑ) − rαWϑ) cos(ϕ− ϑ) + (αU(ϑ) + r
α+1Wr) sin(ϕ − ϑ)
,
where we have set
Wr =
∂W
∂r
(r, ϑ), Wϑ =
∂W
∂ϑ
(r, ϑ).
It is easy to notice that the collision manifold {r = 0} induced by (27) is nothing but the
one described by (12) in Section 2, regardless of the sign of h. This fact also implies that the
dynamical systems (27) and (11) share not only the same equilibrium points (0, ϑ∗, ϑ∗+kπ), but
also the same linearization. As a consequence, with the help of minor changes, the dynamical
characterization provided in Section 3 naturally extends to the setting considered above and it
is possible to reformulate Lemma 3.2.
On second thought, basically all the proofs contained in Section 4 strongly depend on the
Lagrange-Jacobi inequality (Lemma 4.3) and its consequences. In particular, when W ≡ 0, the
−α-homogeneity of V and the convexity of the inertial moment allow us to provide all the useful
(upper or lower) estimates on the term h+ V . Again, this can be reset in our new framework,
since the hypotheses (V 0) on the perturbation W tell us that we can recover a −α-homogeneity
on V when r is sufficiently small. Indeed, the term rαW + rα+1|∇W | → 0 as r → 0, so that,
eventually choosing a smaller rLJ in Lemma 4.3, we can carry out again the entire argument.
Finally, we want to remark that a complementary choice of h ≥ 0 is not dramatic in this
setting. In particular, if W ≡ 0, this will induce the choice rLJ = +∞ and thus the presence of
an infinite Hill’s region, as expected in a parabolic or hyperbolic problem. On the other hand, if
W 6≡ 0, we could still have a bound on rLJ , depending on the sign of W close to the singularity.
6.2. d > 2, W 6≡ 0, h ∈ R. In this higher dimensional setting, the construction presented in
Sections 2-3 needs to be properly modified, in order to take into account the more abstract nature
of this case. We want to make once more clear that the variational approach of Section 4-5 is
not affected by tanking into account higher dimensions. Moreover, since the discussion of the
previous paragraph on the lower order perturbations does not change for d > 2, we will assume
W ≡ 0. In order to face the dynamical complications, we will basically adopt the technique
introduced by R. McGehee in [22] (see also [10, 11, 7]) in order to sketch a proof for Lemma 1.1.
As a starting point, for x = x(t) ∈ Rd, introduce the new variables
r(t) = |x(t)|
s(t) = r(t)−1x(t)
v(t) = r(t)α/2〈x˙(t), s(t)〉
u(t) = r(t)α/2πTsSd−1 x˙(t),
where πTsSd−1 represents the orthogonal projection on the tangent space of S
d−1, i.e.,
πTsSd−1z = z − 〈z, s〉s, for every z ∈ R
d.
In this way, slowing down the time with the time-rescaling
dt = r1+α/2dτ,
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solutions of (1) will be equivalent to solutions of
(28)

r′ = rv
v′ = α2 v
2 + |u|2 − αV (s)
s′ = u
u′ = − 2−αα vu − |u|
2s+∇TV (s),
where the homogeneity gives V (x) = r−αV (s) and∇TV (s) = ∇V (s)−〈∇V (s), s〉s = πTsSd−1∇V (s)
is commonly known as the tangential gradient of V . The conservation of energy law (2) in this
variables translates to
1
2
(
|u|2 + v2
)
− V (s) = rαh,
and defines the energy shell
Hh =
{
(r, v, s, u) ∈ (0,+∞)× R× Sd−1 × TsS
d−1 :
1
2
(|u|2 + v2)− V (s) = rαh
}
≃ R2d−1.
In Hh the variable v reads
v±(r, s, u) = ±
√
2(V (s) + rαh)− |u|2.
The choice of v−/v+ corresponds to the choice of studying in/outgoing trajectories to/from the
singularity r = 0. Indeed, equations (28) can be reduced to a (r, s, u)-system, admitting {r = 0}
as an invariant set. We denote by Λ such a set, which is commonly known as collision manifold,
which actually is a smooth manifold of dimension 2d− 2 (see [11, Proposition 1, pag.234]). Since
we are interested in collision trajectories, we will take into account v−, so that in Λ system (28)
reads
(29)
{
s′ = u
u′ = 2−αα u
√
2V (s)− |u|2 − |u|2s+∇TV (s).
From the linearization of (29), it is possible to deduce the hyperbolicity of the equilibrium
points of the (r, s, u)-system
p∗ = (0, s∗, 0) such that ∇TV (s
∗) = 0,
as far as V is a Morse function (see [11, Proposition 4, pag. 237]). This leads to the existence of
stable and unstable manifoldsWS andWU for p∗, with dimWS+dimWU = 2d−1. Again for our
purpose of studying ingoing collision orbits, we naturally choose the r-eigenvalue to be negative
so that (still following [11], Lemma 5, pag.238) we infer that dimWS = d while dimWU = d− 1.
The hyperbolicity of p∗ gives rise to a local description of the manifold WS as the graph of a
C2-function in the variables (r, s) (see [26], Theorem 7.3).
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