We will first prove Theorem 1 for n S 1. We use Theorem 1 for n = 1 to prove Theorem 3 for n=l and 1 <p<<x>. We obtain Theorem 3 for n> 1 from the case n=l and a rotation argument(3). In general, we will consider only the range 1 ^a<2 with comments on any changes needed when 0<a< 1. U.S. A. 48 (1962) , 356-365, of Benedek, Calderón and Panzone. Since, however, the case/>=l is not treated explicitly there, we have chosen instead the technique of [2] , Both methods, of course, amount to the same thing.
(b) (l + \x\2)al2 = \x\«dô(x) + dt(x), where dp, dt) and df are the Fourier transforms of finite measures dp, do and dr.
See [6] .
Suppose fieO> (the space of infinitely differentiable functions with compact support), li«<2,Ûe L^E) and
while if e|jc| < 1 and x^O,
y the mean-value theorem. Since a<2, the last integral is finite. Hence B(x) = limc^0Be(x) exists for x^O and \Be(x)\SB for x^O. Moreover since BeA(x) = Be(Xx) for A>0, B(x) is homogeneous of degree zero. Since fr(x) = (l-r\x\y2(fi*dpr(x)Bs(x), it follows from Plancherel's formula that I/.fla = c|/|,."
and that /s converges in the L2 norm as £ -> 0. That the same is true for any fe LI follows from the fact that Q> is dense in F2.
3. Theorem 1 for/?=l.
Lemma 2. If fe LI, l^/»<oo, thenf=Ga*fa where faeLP, ||/||p>e= \\fa\\P, and G a has the following properties:
For a proof, see for example [4] . for almost all x. Since j, ba(y) dy=0, this expression is unchanged if we replace
Ga(x-y-z)-Ga(x-y) in the integral above by Ga(x-y-z) -Ga(x-y) -Ga(x-yk -z) + Ga(x-yk), where yk is the center of Ik. Hence (3.1) will follow if for \y-y*\<dk
Ga(x -yk-z) + Ga(x -yk)] yj^-a dz is bounded independently of e, dk being the edge length of Ik. Changing variables, it is enough to show that for |y\ <d
is bounded by a constant independent of e. This fact was essentially proved in [9] under the hypothesis that Q e L\zZ) and n ^ 2. However, since the present form is slightly different and since (due to the Lemma 2(b)) there is a technical difficulty for n = 1 and 1 S a < 2, we will give a proof. Write the inner integral as whose integral over |jc| > Xd is bounded.
The integrand of Bx is majorized by |i2(z')|/|z|n + " times
Since \z\ < \x\/2 in 54 and \y\ <dS \x\/X,
whose integral over |x| > Ao* is bounded. Also r dx r |Q(z')| dz
The part
of F2 is majorized by (a*/|x|n + 1~a)0(|x| '"), whose integral over |x| > Ao"is bounded.
The remaining part of B2 is
J|2|>U|/2;|a;-í|>2ií J |z| > |x|/2; |x-2|<2d
Since |x -z\ >2d in B2 and \y\ <d, it follows from the mean-value theorem that B'2±cd[ , U.I^IU. Write Ga=Ga¡2 * Gal2 and
If the exterior integral is extended over \u\ >kd for large fixed k, the resulting integral is majorized by
Here we have used Lemma 2(b) and the fact that a/2 < 1 S n. Integrating with respect to x over \x\ > Xd, we obtain dn+i( du r \^)\ " |t.|2n + l-cr \7\n + a "z 'AUJ\u\>kd \u\ J\z\ >Xd¡2 \z\ Finally, 5. Theorem 3 for 1 </z<oo and n=l. In this section we will prove Theorem 3 for l</z<co when zz = l. If 0<a<l, the only essential choices for Í2 are then us 1 and £2(z) = sign z, while if 1 S a < 2, the only choice is Ü = 1. We will consider the case l^a<2.
Let feLp, l</z<co, l^a<2, and let/denote the limit in LP of/e. Let </>(x) be an infinitely differentiable function with support in |jc| < 1 which [May is even, nonnegative and satisfies Jffoe <p(x)dx=l. It is easy to check that </>(x) = lime_0 <p~e(x) is a bounded integrable function. For if x is well outside the support of <p then </>c(x) is independent of e-say <p~(x) = <f>(x-z)-r-¿n> J\Z\>1 \z\ l\z\ and so is bounded and integrable for such x. If x is in a bounded set, \$s(x)\ ^ C by the mean-value theorem, and the same is true for $. In the same way, it is easy to see <f> is continuous.
For any HeL1, let HE(x) = e~1H(x/e) for e>0. The idea of the proof is to compare/* </>c to/. Lemma 4. IffeLl(-cc,<x>), l</»<co, lga<2, then (f*<Pe)(x) = e-a-1 n [f(x-z)-f(x)]<p-(z/e)dz.
J -CO
We claim first that/* <ps = e~af* (<f>)e. For if/e Si, then by §2,
where c=ca, and the claim follows by taking Fourier transforms. For any feLpa, we apply ||/||p¿c||/¡|Pia and an approximation argument. Finally, since «^ is continuous, <^(0) = 0. Hence J" "" (</>)E(x) dx = 0 and Lemma 4 follows. If we extend the exterior integration over \u\ >kt (k large) then since \y\ <2t and \z\ < t, we obtain at most a constant times t 72
L>wi"rMa'2Joi«i^a,2í/z_0(ía)-
Here we use Lemma 2 of §3 and the fact that a/2 < 1. If instead we extend the exterior integration above over \u\ <kt, we obtain at most a constant times r du r dx In particular, supt Fx(t)^c sups Af^fs) and Lemma 5 follows.
6. Theorem 3 for 1 <p<oo and «^2. In this section we will use Theorem 3 for 1 <p<cq and zz=l to obtain Theorem 3 for 1 </z<oo and zz^2. The method is by the "method of rotation" and is modeled after that given in [3] for singular integrals. There is, however, one difference for hypersingular integrals. For singular integrals, one considers first the case of odd kernels and then reduces the case of even kernels to that of odd kernels. For hypersingular integrals and 1 S « < 2, say, we consider first the case of even kernels and then reduce the case of odd kernels to the study of singular integrals with odd kernels, rather than to hypersingular integrals with even kernels. Lemma 6. Let f e Lpa(En), 1 </z<oo. Let z' be any fixed unit vector in En and let co denote a vector in the n-1 dimensional subspace of En orthogonal to z'. Writing x=tz' + 0), f(tz' -i-oj) belongs to Lp(-co, co) as a function of t for almost all co, and if ||/(fz'-r-io)||PiB is its Lpa norm with respect to t, then \f(tí+«m.*atf* ±c"\ For a proof, see [7, p. 1044] . and Theorem 3 will follow from Minkowski's inequality if the Lp norm with respect to x of sup£ \fs(x, z')\ is majorized by a constant times ||/||p,a uniformly in z'. Writing x = tz' +co as in Lemma 6,  
J\p\>e \P\ By Theorem3for/z=l,supe \fe(tz' + co, z')\ has LP norm with respect to t majorized by a constant times the Lp norm of f(tz' + co) with respect to t. Taking LP norms with respect to w and applying Lemma 6, the result follows.
Kx and K2 be defined by (6.1) and (6.2). Then Kx and K2 are odd, Kx is homogeneous of degree -n, \K2ix)\ S Gix') in \x\ S 1, GeVÇZ), and \Kx(x)-K2(x)\ S c\x\-n-2 + a in \x\ ^ 1. since n -a-8>0 («ä2). The right side here is homogeneous of degree zero. If |x|ái, then since <¿(|z|) = 0 for |z|<¿, K2 is bounded in |x|^|. Hence |AT2| is majorized in \x\ S1 by a function homogeneous of degree zero. It remains to show this function is integrable on \x\ = l. Since Kx is locally integrable away from the origin, consider \x\n-tt-6jr^^-a\K(z)\dz, If g e L1 n C0, where C0 is the class of continuous functions tending to zero at infinity, take continuous functions with compact support gn -> g in L1 r\ C0. Then gn-*g in all LP and fn = Ragn converge in some LP to /. Since geL1 n C0, i?ag is defined, and since gn -> g in F1, J?agn -*■ Rag in L,1«,. Hence /= Rag almost everywhere. Using the properties of Kx and K2 established in Lemma 7, it follows that (6.3) is valid for/= Rag, geL1 nC0. Now let/= Ga *fia where faeL1 r\ C0.
It is clear that
By Lemma l,f=Rag where g=fa=fa * dpeL1 n C0, and (6.3) is true for such/ if we replace g by fia. For any feLPa,f=Ga *fa. Take/an) eL1 n C0 converging to /« in F". Then/(n) = Ga */¿n) converges to/in L" and/a(n) converges to/« in L".
We obtain
for feLp,f=Ga *fa,fa=fa * dp. We form the decomposition/=g+A as in §3. Then/* ^g*+b* and it is enough to prove (7.1) for g and b. Since g eL2 and ||g||i,aá j||/||i,«. it is enough to prove (7.1) for b*, or what amounts to the same thing to show ¡{^b*(x)dx±clba\\i.
In the notation of §3, it is then enough to show that /sup \Ae(x, y)\ + sup |F£(x, y)\\ dx J\x\>hd \ « « / is bounded for | y \ <d. We refer the reader to the proof given in §3.
