Abstract-In this work, we introduce a distributed Lyapunov-based model predictive control method for nonlinear systems with input constraints. The class of systems considered arises naturally when new sensors, actuators and controllers are added to already operating control loops to improve closedloop performance, taking advantage from the latest advances in sensor/actuator network technology. Assuming that there exists a Lyapunov-based controller that stabilizes the closed-loop system using the pre-existing control loops, we propose to use Lyapunov-based model predictive control to design two separate predictive controllers that compute the optimal input trajectories in a distributed manner. The proposed distributed control scheme preserves the stability properties of the Lyapunov-based controller while satisfying input constraints and improving the closed-loop performance. The theoretical results are illustrated using a chemical process example.
I. INTRODUCTION
Optimal process operation and management of abnormal situations during plant operation are major challenges in the process industries. This realization has motivated extensive research in the area of chemical process control to ensure safe and efficient process operation. From a control architecture standpoint, control systems traditionally utilize dedicated, point-to-point wired communication links to measurement sensors and control actuators to regulate process variables at desired values. While this paradigm to process control has been successful, we are currently witnessing an augmentation of the existing, dedicated local control networks, with additional networked (wired and/or wireless) actuator/sensor devices which have become cheap and easy-to-install the last few years. Such an augmentation in sensor information and networked-based availability of data has the potential [1] , [2] , [3] , [4] , [5] to be transformative in the sense of dramatically improving the ability of the control systems to optimize process performance (i.e., achieving control objectives that go well beyond the ones that can be achieved with dedicated, local control systems) and prevent or deal with abnormal situations more quickly and effectively (fault-tolerance). The addition of networked sensors and actuators allows for easy modification of the control strategy by rerouting signals, having redundant systems that can be activated automatically when failures occur, and in general, they allow having improved control over the entire plant.
However, augmenting dedicated, local control networks with real-time sensor and actuator networks gives rise to the need to redesign and coordinate separate control systems that operate on a process. There are several ways to deal with this problem. One is to design a centralized controller to decide the manipulated inputs of all the actuators, and another one is to design separate controllers that coordinate their actions and take into account interactions between subsystems (i.e., distributed control architecture). Model predictive control (MPC) is a natural control framework to deal with the design of distributed control systems because of its ability to handle input and state constraints, and also because it can account for the actions of other actuators in computing the control action of a given set of control actuators in real-time. In the context of centralized control design using MPC, a model of the overall process is used and the control actions are computed while minimizing an overall objective function. Usually, centralized MPC gives better closed-loop performance compared with distributed MPC schemes. However, with the increase of optimization (decision) variables, the computational complexity of a centralized MPC scheme grows significantly, which may prohibit certain online MPC applications with a large number of decision variables.
In the context of distributed MPC design, several distributed MPC schemes have been proposed in the literature that deal with the coordination of separate MPC controllers that communicate in order to obtain optimal input trajectories in a distributed manner; see [8] , [9] for reviews of results in this area. In [10] , the problem of distributed control of dynamically coupled nonlinear systems that are subject to decoupled constraints was considered. In [11] , [12] , the effect of the coupling was modeled as a bounded disturbance compensated using a robust MPC formulation. In [13] , it was proven that through multiple communications between distributed controllers and using system-wide control objective functions, stability of the closed-loop system can be guaranteed. In [14] distributed MPC of decoupled systems (a class of systems of relevance in the framework of multi-agents systems) was studied. In our previous work [16] , a distributed MPC scheme was proposed for nonlinear processes without explicit consideration of input constraints. Generally, the computational burden of these distributed MPC schemes is smaller compared to the one of the corresponding centralized MPC schemes because of smaller optimization problems. Within process control, important recent work on the subject of networked process control includes the development of a quasi-decentralized control framework for multi-unit plants that achieves the desired closed-loop objectives with minimal cross communication between the plant units [15] and the development of a two-tier control architecture for nonlinear processes with heterogeneous measurements to improve the closed-loop performance by taking advantage of additional networked asynchronous, delayed measurements and control actuators [20] .
In the present work, we consider a class of nonlinear control problems with input constraints that arises when networked control systems which use new sensors and/or actuators are added to already operating control loops to improve closed-loop performance. In this case, it is desirable to design the pre-exisitng control system and the new networked control system in a way that they coordinate their actions. To address this control problem, we introduce a distributed model predictive control architecture where both the preexisitng control system and the networked control system are designed via Lyapunov-based model predictive control (LMPC) theory. The proposed distributed MPC scheme coordinates the actions of the two LMPCs in an efficient fashion, preserves the stability properties of the Lyapunov-based controller while satisfying input constraints and improving the closed-loop performance, and it is computationally more efficient compared to the corresponding centralized LMPC. The theoretical results are illustrated using a chemical process example.
II. PRELIMINARIES

A. Problem formulation
We consider nonlinear process systems with input constraints described by the following state-space model:
(1) where x(t) ∈ R nx denotes the state vector, u 1 (t) ∈ R nu 1 and u 2 (t) ∈ R nu 2 are two separate sets of possible control (manipulated) inputs and w(t) ∈ R nw denotes the vector of disturbance. The two inputs are restricted to be in two nonempty convex sets U 1 ⊆ R nu 1 and U 2 ⊆ R nu 2 which are defined as follows:
where u max i , i = 1, 2 are the magnitudes of the input constraints. The disturbance vector is bounded, i.e., w(t) ∈ W where
We assume that f, g 1 , g 2 , k are local Lipschitz vector functions and that the origin is an equilibrium of the unforced nominal system (i.e., system (1) with u 1 = 0, u 2 = 0 and w = 0) which implies f (0) = 0. We also assume that the state x of the system is sampled synchronously and continuously and the time instants that we have measurement samplings are indicated by the time sequence {t k≥0 } with 1 | · | denotes Euclidean norm of a vector.
. . where t 0 is the initial time and ∆ is the sampling time.
B. Lyapunov-based controller
We assume that there exists a Lyapunov function V (x) for the nominal closed-loop system with u 2 = 0, which implies the nominal system can be stabilized using only u 1 . Based on this assumption, the following continuous bounded control law [17] , [18] , [19] (i.e., u 1 = h(x)) can be constructed to stabilize the nominal system asymptotically satisfying the input constraint on u 1 for suitable initial conditions:
where
being the Lie derivatives of the scalar function V with respect to the vector fields f and g 1 respectively.
We denote Ω ρ ⊆ D ⊆ R nx as the stability region of the closed-loop nominal system (w = 0) of system (1) under the control u 1 = h(x) and u 2 = 0 where D is an open neighborhood of the origin. Using converse Lyapunov theorems, it also implies that there exist class K 2 functions α i (·), i = 1, 2, 3, 4 that satisfy the following inequalities
for all x ∈ Ω ρ and w ∈ W . By continuity and the local Lipschitz property assumed for f , there exists a positive constant M such that
for all x ∈ Ω ρ . In addition, by the continuous differentiable property of the Lyapunov function V and the Lipschitz property of f, g 1 , g 2 and k, there exist positive constants
for all x, x ′ ∈ Ω ρ . These constants will be used in the proof of Theorem 1 in section III-B.
Remark 1: The assumption that there exists a controller u 1 = h(x) which can stabilize the closed-loop system with u 2 = 0 implies that, in principle, it is not necessary to use the extra input u 2 in order to achieve closed-loop stability. However, one of the main objectives of the proposed distributed MPC scheme is to profit from the extra control effort to improve the closed-loop performance while maintaining the stability properties achieved by only implementing u 1 .
C. Centralized LMPC
To take advantage of both sets of manipulated inputs u 1 and u 2 , a possible approach is to design a centralized MPC. In order to guarantee robust stability of the closed-loop system, the MPC must include a set of stability constraints. To do this, we propose to use the LMPC scheme proposed in [21] which guarantees practical stability of the closedloop system, allows for an explicit characterization of the stability region. LMPC is based on uniting receding horizon control with Lyapunov functions and computes the manipulated input trajectory solving a finite horizon constrained optimal control problem. The LMPC controller is based on the previously designed Lyapunov-based controller h. The controller h is used to define a contractive constraint for the LMPC scheme which guarantees that the LMPC inherits the stability and robustness properties of the Lyapunov-based controller.
The LMPC scheme introduced in [21] is based on the following optimization problem
are the Lie derivatives of V with respect to the vector fields g 1 and g 2 respectively, S(∆) is the family of piece-wise constant functions with sampling period ∆, Q c , R c1 and R c2 are positive definite weight matrices that define the cost, x(t k ) is the state measurement obtained at t k ,x is the predicted trajectory of the nominal system for the input trajectory computed by the LMPC, N is the prediction horizon and V is the Lyapunov function corresponding to the controller h(x).
The optimal solution to this optimization problem is denoted by u * c1 (τ |t k ) and u * c2 (τ |t k ). The LMPC controller is implemented with a receding horizon scheme; that is, at each sampling time t k , the new state x(t k ) is received from the sensors, the optimization problem (6) is solved, and u * c1 (0|t k ) and u * c2 (0|t k ) are applied to the closed-loop system for t ∈ [t k , t k+1 ). In what follows, we refer to this controller as the centralized LMPC. The manipulated inputs of the closed-loop system under the above centralized LMPC are defined as follows
III. DISTRIBUTED LMPC
A. Distributed LMPC formulations
For a nonlinear MPC scheme, the computational complexity is a very important issue. It is well known that the computational complexity of a nonlinear MPC optimization problem grows significantly with the increase of the iteration times and the number of optimization (decision) variables. High computational complexity may prohibit the application of an MPC scheme because of the real-time requirements of control systems. The computation delays introduced by an MPC to the controller-actuator link may deteriorate the closed-loop performance significantly. Using distributed MPC schemes instead of centralized MPC schemes is a possible approach to handle the high computational complexity problem of centralized MPC problems.
The main objective of the proposed distributed LMPC scheme is to reduce the computational burden in the evaluation of the optimal manipulated inputs u 1 and u 2 , while satisfying the input constraints and maintaining the performance of the closed-loop system at a very close level to the one attained when the centralized LMPC is used. Note that in general, the coordination of two controllers to regulate the same process is a difficult problem. In the present work, we design two separate LMPC schemes to compute u 1 and u 2 , respectively. We refer to the LMPC schemes computing the trajectories of u 1 and u 2 as LMPC 1 and LMPC 2, respectively. Figure 1 shows a schematic of the proposed distributed scheme. We propose to use the following implementation strategy: 1) At each sampling instant t k , both LMPC 1 and LMPC 2 receive the state measurement x(t k ) from the sensors. 2) LMPC 2 evaluates the optimal input trajectory of u 2 based on the current state measurement and sends the optimal input trajectory to the corresponding actuators and to LMPC 1. 3) Once LMPC 1 receives the optimal input trajectory of u 2 from LMPC 2, it evaluates the optimal trajectory of u 1 based on the current state measurement and the optimal trajectory of u 2 decided by LMPC 2. 4) LMPC 1 sends the optimal input trajectory of u 1 to the corresponding actuators. First we define the LMPC 2 optimization problem. This optimization problem depends on the latest state measurement x(t k ), however, LMPC 2 does not have any information about the value that u 1 will take. In order to make a decision, LMPC 2 must assume a trajectory for u 1 along the prediction horizon. To this end, the Lyapunov-based controller u 1 = h(x) is used. In order to inherit the stability properties of this controller, u 2 must satisfy a contractive constraint that guarantees a given minimum decrease rate of the Lyapunov function V . The LMPC 2 controller is based on the following optimization problem:
wherex is the predicted trajectory of the nominal system with u 2 being the input trajectory computed by the LMPC and u 1 being the Lyapunov-based bounded control law h(x) applied in a sample and hold fashion and j = 0, 1, · · · , N −1.
The optimal solution to this optimization problem is denoted by u * i2 (τ |t k ). This information is sent to LMPC 1. Constraint (8c) defines the manipulated input u 1 which is based on the bounded Lyapunov-based control law (2), constraint (8e) defines the constraint on the manipulated input u 2 , constraint (8f) guarantees that the value of the time derivative of the Lyapunov function,V , at the initial evaluation time, if u 1 = h(x) and u 2 = u * i2 (0|t k ) are applied, is lower than or equal to the value obtained when u 1 = h(x) and u 2 = 0 are applied.
The LMPC 1 optimization problem depends on the latest state measurement x(t k ), and the decision taken by LMPC 2, u * i2 (τ |t k ). This allows the LMPC 1 to compute an input u 1 such that the closed-loop performance is optimized, while guaranteeing that the stability properties of the Lyapunovbased controller are preserved. Specifically, the LMPC 1 controller is based on the following optimization problem:
wherex is the predicted trajectory of the nominal system with u 2 being the optimal input trajectory u * i2 (τ |t k ) computed by LMPC 2 and u 1 being the input trajectory computed by LMPC 1. The optimal solution to this optimization problem is denoted by u * i1 (τ |t k ). Constraint (9d) defines the constraint on the manipulated input u 1 and constraint (9e) guarantees that the value of the time derivative of the Lyapunov function,V , at the initial evaluation time, if u 1 = u * i1 (0|t k ) and u 2 = u * i2 (0|t k ) are applied, is lower than or equal to the value obtained when u 1 = h(x) and u 2 = u * i2 (0|t k ) are applied.
Once both optimization problems are solved, the manipulated inputs of the proposed distributed LMPC scheme with input constraints based on the LMPC 1 and LMPC 2 are defined as follows:
The stability property of the distributed LMPC scheme (10) is presented in Theorem 1 in section III-B.
Remark 2: Since the computational burden of nonlinear MPC schemes is usually high, the proposed distributed LMPC scheme (10) only requires LMPC2 and LMPC 1 to "talk" once every sampling time (that is, LMPC 2 sends its optimal input trajectory to LMPC 1) to minimize the communication between the two LMPC controllers. This strategy is more robust when communication between the distributed LMPCs can be subject to disruptions.
Remark 3: Constraints (8f), (9b) and (9e) are a key element of the proposed distributed LMPC scheme (10) . In general, guaranteeing closed-loop stability of a distributed control scheme is a difficult task because of the interactions between the separate controllers and can only be done under certain assumptions (see, for example, [22] , [23] , [24] ). Constraint (9b) guarantees that LMPC 1 takes into account the effect of LMPC 2 to the applied inputs (recall that LMPC 2 is designed without taking LMPC 1 into account). Constraints (8f) and (9e) together with the hierarchical control strategy (i.e., LMPC 2 is solved first and LMPC 1 is solved second) guarantee that the value of the Lyapunov function of the closed-loop system is a decreasing sequence of time with a lower bound.
Remark 4: Note that the stability of the closed-loop system is inherited from the Lyapunov-based controller u 1 = h(x). Once the contractive constraints (8f) and (9e) are satisfied, the closed-loop stability is guaranteed. The main purpose of LMPC 1 and LMPC 2 is to optimize the inputs u 1 and u 2 . Thus, during the evaluation of the optimal solutions of LMPC 1 and LMPC 2 within a sampling period, we can terminate the optimization (i.e., limit the function evaluation times in the process of searching for the optimal solutions) to obtain sub-optimal input trajectories without loss of the closed-loop stability. An extreme application of this idea is when the optimization process is terminated at the beginning of every optimization process which gives the inputs: u 1 (t) = h(x(t k )) and u 2 (t) = 0 for t ∈ [t k , t k+1 ).
Remark 5: In the proposed distributed LMPC scheme (10), LMPC 2 and LMPC 1 are evaluated in sequence, which implies that the minimum sampling time of the system should be greater than or equal to the sum of the evaluation times of LMPC 2 and LMPC 1. In order to make the two distributed LMPC optimization problems to be solved in parallel, LMPC 1 can use old input trajectories of LMPC 2, that is, at t k , LMPC 1 uses u * 2 (t|t k−1 ) to define its optimization problem. This strategy may introduce extra errors in the optimization problem, however, and may not guarantee closed-loop stability.
B. Distributed LMPC stability
In this subsection, we present the stability properties of the proposed distributed LMPC scheme (10) . In order to guarantee the closed-loop stability under the proposed distributed LMPC scheme (10), we propose to follow a Lyapunov-based approach. The main idea, is that u 1 and u 2 have been computed in a way such that in the closed-loop system, the value of the Lyapunov function at time instant t k (i.e., V (x(t k ))) is a decreasing sequence of values with a lower bound. Following Lyapunov arguments, this property guarantees practical stability of the closed-loop system. This is achieved due to the contractive constraints (8f) and (9e). This property is presented in Theorem 1 below. Theorem 1: Consider system (1) in closed-loop under the distributed LMPC scheme (10) with the bounded control law (2) designed using the Lyapunov function V . Let ǫ w > 0, ∆ > 0 and ρ > ρ s > 0 satisfy the following constraint:
with
then the state x(t) of the closed-loop system is ultimately bounded in Ω ρ * . Proof: The proof consists of two parts. We first prove that the optimization problems (8) and (9) are feasible for all states x ∈ Ω ρ . Then we prove that, under the proposed distributed LMPC scheme (10), the state of system (1) is ultimately bounded in a region that contains the origin. Part 1: We prove the feasibility of LMPC 2 first, and then the feasibility of LMPC 1. All input trajectories of u 2 (τ ) such that u 2 (τ ) = 0, ∀τ ∈ [0, N ∆] satisfy the input constraint (8e) and the contractive constraint (8f), thus the feasibility of LMPC 2 is guaranteed. If x(t k ) ∈ Ω ρ , the feasibility of LMPC 1 follows. All input trajectories u 1 (τ ) such that u 1 (τ ) = h(x), ∀τ ∈ [0, N ∆] are feasible solutions to the optimization problem of LMPC 1 since all such trajectories satisfy the input constraint (9d) which is guaranteed by the property of h and the contractive constraints (9e).
Part 2: From condition (3) and the constraints (8f) and (9e), if x(t k ) ∈ Ω ρ it follows that
The time derivative of the Lyapunov function along the actual state trajectory x(t) of system (1) 
Adding and subtracting
and taking into account (12) we obtain the following inequalitẏ
From (3), (5) and (13), the following inequality is obtained for all
Taking into account (4) and the continuity of x(t), the following bound can be written for all t ∈ [t k , t k+1 ]
Using this expression and the bounds on inputs u 1 and u 2 , we obtain the following bound on the time derivative of the Lyapunov function for t ∈ [t k , t k+1 ], for all initial states
If condition (11) is satisfied, then there exists ǫ w > 0 such that the following inequality holds for
for x(t k ) ∈ Ω ρ /Ω ρs . Using (14) recursively it is proved that, if x(t 0 ) ∈ Ω ρ /Ω ρs , the state converges to Ω ρs in a finite number of sampling times without leaving the stability region. Once the state converges to Ω ρs ⊆ Ω ρ * , it remains inside Ω ρ * for all times. This statement holds because of the definition of ρ * . This proves that the closed-loop system under the proposed distributed LMPC scheme (10) is ultimately bounded in Ω ρ * .
Remark 6: Referring to Theorem 1, condition (11) guarantees that if the state of the closed-loop system at a sampling time t k is outside the level set V (x(t k )) = ρ s but inside the level set V (x(t)k)) = ρ, the derivative of the Lyapunov function of the state of the closed-loop system is negative under the proposed distributed LMPC scheme (10) .
Remark 7: Referring to Theorem 1, ρ * is the maximum value that the Lyapunov function can achieve in a time period of length ∆ when x(t k ) ∈ Ω ρs . Ω ρ * defines an invariant set for the state x(t) under sample-and-hold implementation of the inputs of the proposed distributed LMPC scheme (10).
IV. APPLICATION TO A REACTOR-SEPARATOR PROCESS
The process considered in this example is a three vessel, reactor-separator process consisting of two continuously stirred tank reactors (CSTRs) and a flash tank separator (see Figure 2) . A feed stream to the first CSTR F 10 contains the reactant A which is converted into the desired product B. The desired product B can then further react into an undesired side-product C. The effluent of the first CSTR along with additional fresh feed F 20 makes up the inlet to the second CSTR. The reactions A → B and B → C (referred to as 1 and 2, respectively) take place in the two CSTRs in series before the effluent from CSTR 2 is fed to a flash tank. The overhead vapor from the flash tank is condensed and recycled to the first CSTR and the bottom product stream is removed. A small portion of the overhead is purged before being recycled to the first CSTR. All the three vessels are assumed 5 to have static holdup. The dynamic equations describing the behavior of the system, obtained through material and energy balances under standard modeling assumptions, are given below:
(15) The model of the flash tank separator was derived under the assumption that the relative volatility for each of the species remains constant within the operating temperature range of the flash tank. This assumption allows calculating the mass fractions in the overhead based upon the mass fractions in the liquid portion of the vessel. It has also been assumed that there is a negligible amount of reaction taking place in the separator. The following algebraic equations model the composition of the overhead stream relative to the composition of the liquid holdup in the flash tank:
Each of the tanks has an external heat input. The manipulated inputs to the system are the heat inputs, Q 1 , Q 2 and Q 3 , and the feed stream flow rate to vessel 2, F 20 .
System (15) was numerically simulated using a standard Euler integration method. Process noise was added to the right-hand side of each equation in the system of ODEs of (15) to simulate disturbances/model uncertainty and it was generated as autocorrelated noise of the form w k = φw k−1 + ξ k where k = 0, 1, . . . is the discrete time step of 0.001 hr, ξ k is generated by a normally distributed random variable with standard deviation σ p , and φ is the autocorrelation factor and w k is bounded by θ p , that is |w k | ≤ θ p . Table I contains the parameters used in generating the process noise.
We assume that the measurements of the temperatures T 1 , T 2 , T 3 and the measurements of mass fractions x A1 , x B1 , x A2 , x B2 , x A3 , x B3 are available synchronously and continuously at time instants {t k≥0 } with t k = t 0 +k∆, k = 0, 1, . . . where t 0 is the initial time and ∆ is the sampling time. For the simulations carried out in this section, we pick the initial time to be t 0 = 0 and the sampling time to be ∆ = 0.02 hr = 1.2 min.
The control objective is to regulate the system to the steady state x s corresponding to the operating point defined by Q 1s , Q 2s , Q 3s of u 1s and F 20s of u 2s . The steady-state values for u 1s and u 2s and the values of the steady-state are given in Table II and Table III , respectively. Taking this into account, the process model (15) belongs to the following class of nonlinear systemṡ
] and u 2 = F 20 − F 20s are the manipulated inputs which are subject to the constraints |u 1i | ≤ 10 6 KJ/hr (i = 1, 2, 3) and |u 2 | ≤ 3 m 3 /hr, and w = w k is a time varying noise. To illustrate the theoretical results, we consider a Lyapunov function V (x) = x T P x where P is the following weight matrix . The values of the weights in P have been chosen in such a way that the Lyapunov-based controller (2) stabilizes the closed-loop system and provides good closed-loop performance.
Based on the Lyapunov-based controller (2), we design the centralized and the proposed distributed LMPC schemes. In the simulations, the same parameters are used for both controllers. The prediction step is the same as the sampling time, that is ∆ = 0.02 hr = 1.2 min; the prediction horizon is chosen to be N = 6; and the weight matrices for the LMPC schemes are chosen as
with Q v = 2 2 0.0025 2 2 0.0025 2 2 0.0025 , and R c1 = diag( 5 · 10 5 · 10 −12 ) and R c2 = 100.
First, we have carried out a set of simulations to compare the distributed LMPC scheme (10) with the centralized LMPC scheme (6) with the same parameters from a performance index point of view. Table IV shows the total cost computed for 15 different closed-loop simulations under the distributed LMPC scheme (10) and the centralized LMPC scheme (6) . To carry out this comparison, we have computed the total cost of each simulation with different operating conditions (different initial states and process noise) based on the index of the following form
where t 0 is the initial time of the simulations and t M = 1 hr is the end of the simulations. As we can see in Table  IV , the distributed LMPC scheme (10) has a cost lower than the centralized LMPC scheme (6) in 10 out of 15 simulations. This illustrates that in this example, the closedloop performance of the distributed LMPC scheme (10) is comparable to the one of the centralized LMPC scheme (6) . Moreover, we have studied the importance of communicating optimal input trajectories of LMPC 2 to LMPC 1. Figures 3 and 4 show the results under the distributed LMPC scheme (10) 3 diag(v) denotes a diagonal matrix with its diagonal elements being the elements of vector v. When there is communication, LMPC 2 sends its optimal input trajectories to LMPC 1 as stated in the proposed implementation strategy in section III-A; when there is no communication, LMPC 2 does not send its optimal input trajectory to LMPC 1 at a sampling time. In order to make LMPC 1 work in the case of no communication, we use the nominal value of u 2 (i.e., u 2 = F 20s ) to replace u * 2 in equation (9) . From figure 3, we can see that the distributed LMPC scheme (10) without communication between the two controllers cannot stabilize the system at the required steady-state. The result is expected because when there is no communication between the two distributed controllers, they cannot coordinate their control actions and each controller views the input of the other controller as a disturbance and tries to counteract for it.
Furthermore, we have carried out a set of simulations to compare the computation time needed to evaluate the distributed LMPC scheme (10) with that of the centralized LMPC. The simulations have been carried out using Matlab in a Pentium 3.20 GHz. The optimization has been solved using the built-in function fmincom of Matlab. To solve the ODE model (15) , an Euler method with a fixed integration time of 0.001 hr has been implemented in a mex DLL using C programming language. For 50 evaluations, the mean time to solve the centralized LMPC is 9.40 s; the mean times to solve LMPC 1 and LMPC 2 are 3.19 s and 4.53 s, respectively. From this set of simulations, we see that the computation time needed to solve the centralized LMPC is larger than the sum of the values for LMPC 1 and LMPC 2 even though the closed-loop performance in terms of the total performance cost is comparable to the one of the distributed LMPC scheme (10) . This is because the centralized LMPC has to optimize both the inputs u 1 and u 2 in one optimization problem and the distributed LMPC has to solve two smaller (in terms of decision variables) optimization problems.
Following Remark 4, we have also carried out a set of simulations to illustrate that the optimization processes of LMPC 1 and LMPC 2 can be terminated at any time to get sub-optimal solutions without loss of the closed-loop stability. In this set of simulations, we assume that the allowable evaluation times of LMPC 1 and LMPC 2 at each sampling time are 1 s and 2 s, and we terminate the optimization processes of LMPC 1 and LMPC 2 when they have been carried out for 1 s and 2 s, respectively. The closed-loop state and input trajectories under the distributed LMPC scheme (10) with limited and unconstrained computation time are shown in figures 5 and 6. From figure 5 , we see that the distributed LMPC scheme (10) with limited evaluation time can stabilize the closed-loop system but the state responses are slower, leading to a higher cost (57778) compared with the one (47117) obtained under the distributed LMPC scheme (10) with unconstrained computation time.
