Network (MCRN) and runs a research seminar on the mathematics of climate, which has been meeting weekly since 2007 and which is broadcast over the internet to participants throughout the country. His current research involves studying conceptual climate models as dynamical systems and comparing their behavior to the climate record.
on a few prominent climate components. These models lie on the opposite end of the spectrum from highly sophisticated General Circulation Models (GCM) ( [5] , for example).
One advantage of EBM over GCM is the ease with which we can run simulations over long periods of time, as in the study of large-scale glacial cycles. Another is the focus we are able to place on individual factors and their influence on climate, a role assumed in this article by planetary albedo. Drawbacks include possible model sensitivity with regard to parameter values, which are often difficult to determine [16] . Additionally, fundamental processes such as cloud feedback and the hydrological cycle are typically not included in EBM [15, §9.2.6] . Nonetheless, the EBM mathematical modeling approach plays an important role in the study of climate, as succinctly stated by Gerald North [13] :
Though the path to understanding global climate is obviously complicated, it is clear that mathematical modeling is the best starting point to test assumptions against geological and present day evidence.
Global climate is determined by the radiation balance of the planet. The Earth warms through the absorption of incoming solar radiation (or insolation). Due to the shortwave nature of radiation emitted by the sun, much of this energy passes freely through Earth's atmosphere. The Earth cools by radiating energy back into space, albeit at longer wavelengths, and some of this Outgoing Longwave Radiation (OLR) is absorbed by the atmosphere [15, chapter 3] .
For the global climate model, the variable of interest is the annual global mean surface temperature T = T (t) ( . The incoming energy absorbed by the Earth is then modeled by the term Q(1 − α), where α is the average global albedo, a measure of the extent to which shortwave insolation is simply reflected back into space.
The loss of energy via OLR is modeled by a linear approximation A + BT, with parameters A and B estimated from satellite measurements to be A = 202 W/m 2 and B = 1.9 W/(m 2 • C) [6] . The actual physics of the atmosphere is a complicated combination of thermodynamics and radiative transfer; the reader is referred to the thorough introduction provided in [15] .
A model equation for the annual global mean temperature is then given by
The left-hand side of equation (1) ). We pause to comment on the use of annual averages in (1) . The climate behavior modeled via EBM occurs on times scales of millennia. On this scale, it is reasonable to use annual averages for all variables and parameters. Since models are inherently approximations, a continuous time model such as (1) can serve as a reasonable approximation to the long-term behavior of climate components. Equation (1) fits nicely into a sophomore-level ODE course or introductory dynamical systems course. A variant of this global mean temperature model with just this purpose is discussed in the Classroom Capsule by Köse and Kunze [10] in this issue starting on page 424. The reader is invited to show that, given any initial condition (t 0 , T (t 0 )), the corresponding solution converges to the equilibrium value
snow-covered ice, respectively, we set α w = 0.32 and α s = 0.62 as in [19] . For an ice-free earth α = α w , in which case a simple computation yields T * = 16.4
• C. If the Earth was covered by glaciers (the snowball Earth state), α = α s , and T * is a frosty
The critical temperature at which we assume that glaciers are formed is typically taken to be T c = −10
• C, a figure based on observations of the modern climate. Given the parameter values above we see that, were the Earth ever in an ice-free state, no glaciers would form per this model. Similarly, if the Earth were ever in a snowball state, no ice would melt, and the planet would remain perpetually in a snowball state. Observing that we currently have glaciers that do not cover the entire globe, we might conclude that the Earth has never either been in the ice-free or snowball state. This contradicts the environment of, say, the early Eocene (∼50 Mya (Million years ago)), when temperatures were so warm that alligators could be found above the artic circle [9] . It may also contradict the extreme glacial episodes of the Neoproterozoic Era, roughly 700 Mya, about which we will have more to say below.
Energy balance model: Latitude dependence
In seminal 1969 papers, M. Budyko [3] and W. Sellers [17] independently introduced EBM in which the surface temperature depends on latitude and time. In each model, the temperature is assumed constant on a given latitude circle. With θ as latitude, the variable y = sin θ is convenient, representing, for example, the proportion of the Earth's surface between latitudes arcsin(−y) and arcsin(y). We refer to y as the "latitude" in what follows, trusting no confusion will arise on the reader's part.
For the Budyko-Sellers model, the temperature function, also called a distribution or profile and denoted T = T (t, y) ( • C), represents the annual average surface temperature at latitude y. As with the global model, we assume that this average varies continuously with time. We assume further that T (t, y) is symmetric across the equator. It thus suffices to consider y ∈ [0, 1], with y = 0 the equator and y = 1 the north pole. As a nice exercise, one can show the global annual average temperature is given simply by
Glaciers are incorporated into this model by an adjustment to the albedo function. We assume that ice exists above a given latitude y = η, while no ice exists below η. The parameter η is referred to as the ice line, with the albedo now a function α η (y) = α(y, η) depending on y and the position of the ice line η. As ice is more reflective than water or land, the albedo will be larger for latitudes above the ice line.
A second adjustment concerns the distribution of insolation. The tropics receive more energy from the sun on an annual basis than do the polar regions. This is taken into account by modeling the energy absorbed by the surface via the term 
While s(y) can be computed explicitly from astronomical principles [11] , it is uniformly approximated to within 2% by the polynomial s(y) = A final adjustment concerns meridional heat transport, encompassing physical processes such as the heat flux carried by the circulation of the ocean and the fluxes of water vapor and heat transported via atmospheric currents. We focus on Budyko's model, in which the meridional transport term is simply C(T − T ), with T as in (2) and C (W/m 2 • C) a positive empirical constant. Budyko's model is then
The final term models the simple idea that warm latitudes (relative to the global mean temperature) lose heat energy through transport, while cooler latitudes gain heat energy. While this model is, admittedly, inappropriate for that first differential equations course, its analysis fits nicely in a mathematical modeling course having an emphasis on computation.
Equilibrium solutions
As in the study of ODEs, we begin our treatment of (4) with the equilibrium solutions. An equilibrium solution T * = T * (y, η) of (4) satisfies
Integration of each side of (5) with respect to y from 0 to 1, while recalling equation (3), yields
Solving for T * , we have the global mean temperature at equilibrium
Plugging this T * into (5), and solving for T *
, we obtain
with α(η) as in equation (6) . Given that we assume s(y) and each of A, B, C, and Q are known, we see T *
(and hence T * ) depends only on the albedo function α(y, η) and, in particular, on the position of the ice line.
Following Budyko, we consider first a 2-step albedo function
To find T * , we compute α(η):
We can now use (8) to plot several equilibrium temperature profiles, as in Figure 1 . For η ∈ (0, 1), each of these profiles has a discontinuity at η due to our choice of α(y, η). In the ice-free state, α = α w for all y; we see from Figure 1 that the equilibrium temperature exceeds T c at all latitudes y in this case. Hence, if the parameter values remain fixed, the planet never exits an ice-free state, as with the global Earth model. Similarly, α = α s for all y in the snowball state, and the equilibrium temperature at all latitudes y is less than T c . Thus, if the Earth becomes completely ice covered, it once again remains so for all time.
Each specification of an ice line η yields an equilibrium temperature profile via equation (8) . Put another way, there are infinitely many equilibrium functions, one for each η ∈ [0, 1]. What happens if we add the constraint that the temperature at the ice line at equilibrium must equal T c = −10
We define the temperature T * (η, η) at the ice line at equilibrium to be the average
Using the continuity of s(y), along with equations (8) and (9), a computation reveals
The plot of the function h(η) in Figure 2 discloses the existence of two ice line positions η 1 , η 2 ∈ (0, 1), with η 1 < η 2 and h(η 1 ) = −10
• C = h(η 2 ). The corresponding equilibrium functions are also in Figure 2 . Note that T * (y, η 1 ) corresponds to a very large ice cap, with mean global annual temperature a frigid T * (η 1 ) = −21.4
• C. The ice cap for T * (y, η 2 ) is closer to ours today, with T * (η 2 ) = 14.9
• C, a much more pleasant climate! We have more to say about these two equilibrium solutions shortly. 
Bifurcations: A first pass
Equation (4) teems with parameters. In dynamical systems, we are often interested in how solutions change as one or more parameters vary. At this point we might investigate, for example, how the position η of the ice line at equilibrium changes as a parameter is varied. Budyko focused on the change in η at equilibrium as a function of Q (the solar "constant" varies significantly over long time scales), but we choose to keep all parameters fixed except A.
Recall that A is the constant in the term modeling OLR in equation (4) . Carbon dioxide in our atmosphere interacts with radiation emitted by the Earth, strongly absorbing OLR in a range of spectral wavelengths [15, chapter 4] . We can thus think of A as a proxy for the amount of CO 2 in the atmosphere: An increase in CO 2 results in a decrease in OLR, which can be modeled by a decrease in A. Similarly, a decrease in atmospheric CO 2 results in an increase in OLR, and hence an increase in A.
A correspondence between the position η of the ice line at equilibrium and the parameter A can be realized by setting h(η) from equation (10) equal to −10 • C and solving for A. After a bit of algebra, we arrive at
We use (11) to generate the bifurcation diagram in Figure 3 . The horizontal line at η = 1 corresponds to an ice-free planet, which occurs if the amount of CO 2 in the atmosphere is sufficiently large. In this scenario, OLR is trapped by the atmosphere to a great extent, leading to higher surface temperatures via the greenhouse effect [15, chapter 3] . Similarly, the line drawn at η = 0 corresponds to the snowball Earth state, which occurs for sufficiently low CO 2 values. The dotted vertical line in Figure 3 As A increases from A = A 0 , more OLR escapes to space, the planet cools down, and the ice line descends toward the equator. Since more surface is now ice-covered, albedo increases, leading to further movement of the ice line toward the equator.
The above discussion is necessarily informal, as this model has no mechanism by which the ice line is allowed to move. Indeed, from both dynamical systems and modeling perspectives, the bifurcation diagram discussed above comes with an important caveat: There is no way to determine the stability of equilibrium solutions T * (y, η). Instead, there is an implicit assumption in previous interpretations of Budyko's model that the long-term behavior of solutions of (4) is determined by the equilibrium solutions.
A simple example that this need not be the case is the damped pendulum. The inverted and straight downward positions are equilibrium solutions; the former is unstable (solutions starting nearly vertical move away from the vertical when released); the latter is an attracting equilibrium (solutions that start nearly downward approach the straight downward equilibrium over time). The unstable equilibrium plays no (or, at best, very little) role in determining the dynamics of the model.
Budyko and several subsequent authors did investigate stability issues related to the position of η at equilibrium as a function of a parameter (typically Q; see [4] , for example). This again begs the mathematical question, however, of whether solutions to (4) approach T * (y, η) for given, fixed parameter values, in spirit akin to the damped pendulum converging to the downward position over time.
The stability type of equilibrium solutions T * (y, η) has been rigorously established only recently [21] ; we turn now to this result, along with the requisite model enhancement, prior to returning to bifurcations.
The Budyko-Widiasih model: A dynamic ice line
It is reasonable to expect the ice line to move in response to changes in the surface temperature. E. Widiasih [21] used this idea to enhance Budyko's model by creating the system
where > 0. Given a temperature profile T (y, η), we check the temperature T (η, η) at the ice line. If T (η, η) is less than T c , ice forms and the ice line descends, while the ice line moves poleward if T (η, η) > T c . Motivated by paleoclimate data, McGehee and Widiasih [12] proposed a value for on the order of 10
. The size of reflects the idea that the ice sheets move very slowly in response to changes in temperature.
Equilibrium solutions for (12) consist of pairs (T * (y, η), η) for which T * (y, η) satisfies both equation (4) and T * (η, η) = −10
• C. Recall, for example, that there are precisely two such solutions for A between roughly A = 199 and A = 211 when = 0, as indicated in Figure 3 .
In a highly technical work involving tools from analysis and dynamical systems, Widiasih proved that, for sufficiently small , the dynamics of system (12) is well approximated by solutions to the single ODE
with h(η) as in equation (10) . The reader is referred to [21] for a precise statement of this result. We refer to Figure 2 to interpret Widiasih's Theorem. For η ∈ (η 2 , 1), h(η) < −10
• C, and we conclude from equation (13) that η decreases. Thus, the ice line descends as new ice forms. Alternatively, for η ∈ (η 1 , η 2 ), h(η) > −10
• C and the ice line moves poleward as the ice melts. We conclude that η 2 corresponds to an attracting equilibrium solution of system (12) (with a corresponding equilibrium temperature profile T * ). Similarly, h(η) < −10
• C for η ∈ (0, η 1 ), forcing the ice line to move equatorward for these latitudes, and we see that η 1 corresponds to an unstable rest point for system (12) . Hence, the small ice cap is a stable solution, while the large ice cap is unstable. Note that equation (13) can be analyzed qualitatively by students in the first ODE course with the aid of technology, simply by sketching and interpreting the graph of h(η) as we have done.
A dynamical bifurcation diagram
The Budyko-Widiasih model is on solid ground from a dynamical systems point of view. We can now incorporate model dynamics in redrawing the bifurcation diagram, originally of Figure 3 . This dynamic bifurcation diagram (Figure 4 ) is of the type discussed in introductory differential equations texts such as [2] . Widiasih succeeded in incorporating the equator (η = 0) and the north pole (η = 1) in her reduction to equation (13), concluding that the ice-free state is now unstable, while the snowball Earth state remains stable, for a range of A values. This follows in essence from Figure 2 , by observing that h(1) < −10
• C and h(0) < −10
• C (see [21] for details).
A second remark concerns the 2-step albedo function α(y, η), which in Widiasih's analysis is required to be continuous. A typical continuous approximation to the albedo function of equation (9) is
where M controls the sharpness of the transition from open water to ice (see Figure  5 ). The equilibrium temperature profiles T * (y, η) are now continuous at η when using (14), while the qualitative nature of the graph of h(η) in Figure 2 remains the same [21] . In particular, the model still produces a small stable ice cap and a large unstable ice cap. The use of equation (14) does force us to use technology to sketch equilibrium solutions and bifurcation diagrams, however, because α(η) becomes more of a challenge to compute.
The behavior of solutions to system (12) is intimately connected to the qualitative nature of the albedo function. We have seen that an albedo function α(y, η) with essentially one value on each side of the ice line leads to two equilibria, one attracting, the other unstable. Might the Budyko-Widiasih model, with an appropriate adjustment to α(y, η), be capable of modeling the great glacial episodes of the Neoproterozoic Era? 
Extreme glacial events of the past
The web supplies much information on "snowball Earth" (the interested reader might start at [18] ). A wealth of geological and geochemical evidence suggests that ice sheets flowed into the ocean near the equator during two Neoproterozoic glacial periods, roughly 630 Mya and 715 Mya ([1, 8, 16] , and their references).
Many support the occurrence of snowball Earth; others believe the descent of the glaciers halted before reaching the equator. There is evidence, for example, suggesting that photosynthetic eukaryotes, and perhaps certain types of sponges, thrived both before and in the aftermath of these glacial episodes. This, in turn, led to the proposal of the Jormungand or Waterbelt global climate state [1] , an alternative to the snowball Earth hypothesis. In the Jormungand climate, the glaciers descend to tropical latitudes without triggering a runaway snowball Earth event. In this way, sunlight can reach organisms in the ocean in a band of open water about the equator.
The Jormungand model
Sea ice will be covered with snow, provided there is sufficient precipitation. Using the albedo effect of clouds in the atmosphere above the tropics, as well as atmospheric circulation considerations, an argument is made in [1] for net evaporation in a tropical latitude band during the cold climate of the Neoproterozoic glacial periods. Hence, new sea ice forming in this band would remain bare due to insufficient precipitation, relative to evaporation. Bare sea ice has an albedo greater than that of open water, but less than that of snow-covered ice. In particular, as bare sea ice absorbs more insolation than does snow-covered ice, the existence of this band furnishes a potential mechanism by which the advance of the glaciers might be halted prior to reaching the equator.
A bare sea ice albedo α i , with α w < α i < α s , is thus included in the albedo function for the Jormungand climate model. The ice line η will continue to be regarded as the boundary between open water and (in this case bare) sea ice. As in [1] , we assume that no bare sea ice exists above y = 0.35. Thus for η ≥ 0.35, there is only open water and snow-covered sea ice, as before. The albedo function α J has three "steps," however, corresponding to α w , α i , and α s , for η < 0.35. Looking to apply Widiasih's result, we supply such a continuous albedo function α J (y, η) in Figure 5 . This function is VOL. 44, NO. 5, NOVEMBER 2013 THE COLLEGE MATHEMATICS JOURNAL designed so that the extent of the bare sea ice decreases linearly from 0.35, when η = 0, to zero when η ≥ 0.35. A snowball Earth, for example, now has bare sea ice extending from the equator to latitude y = 0.35, and snow-covered ice north of y = 0.35. A formula for such an α J is provided in [20] .
The use of α J in system (12) requires the new computation
in the analysis. This can be accomplished by Mathematica or MATHLAB. A few of the resulting equilibrium temperature profiles T * J (y, η) of equation (4) are sketched in Figure 6 . We can show that Widiasih's result can be applied to reduce system (12) to the study of the analog of equation (13), one with h(η) replaced by
for the Jormungand model [20] . We can then numerically compute and graph the function h J (η), as in Figure 7 . Parameter values appropriate to the Neoproterozoic Era are difficult to specify. It is known that the solar constant Q was 94% of its current value 700 Mya. As in [1] , we assume meridional heat transport was less efficient due to the very cold climate, thereby reducing the value of C. Moreover, due to the massive ice sheets, the drawdown of CO 2 from the atmosphere via silicate weathering [15] was reduced, potentially leading to smaller values of A and B. Albedo values for the various surface components are difficult to specify as well. Admittedly then, following the lead of [1] , we fiddled with the parameters a bit to get the desired h J (η) graph.
The plot in Figure 7 indicates that there are three equilibrium solutions, with ice lines η 1 < η 2 < η 3 satisfying h J (η i ) = −10
• C, i = 1, 2, 3. As in the previous analysis, η 3 corresponds to a small stable (attracting) ice cap, while η 2 is unstable. However, A dynamically resolved bifurcation diagram for the Jormungand model is presented in Figure 8 . The phase line at A = 180 in Figure 8 corresponds to the graph of h J (η) in Figure 7 . For a range of A values (roughly between 176.5 and 182), system (12) admits both small and large stable ice caps, with an intermediate unstable ice cap. As A increases through roughly A = 182 (so that atmospheric CO 2 decreases), the small equilibrium ice cap disappears and solutions now converge to an equilibrium having a large stable ice cap. A second tipping point occurs near A = 191.5 when the large ice cap vanishes, resulting in a runaway snowball Earth event.
A final bifurcation occurs when A decreases through A = 169, at which point the large ice cap disappears and the system heads toward the ice-free state. We see that a simple adjustment to the albedo function has led to a remarkable change in the behavior of the energy balance model.
Conclusion
The study of climate presents enormous challenges. Energy balance models lie on the conceptual, or low-order, end of the modeling spectrum, focusing on a few major elements of climate systems. It is decidedly not the role of EBM to provide detailed predictions of climate, even on a planetary scale. However, such models can provide a broad view of the role played by crucial climate components. Based on the BudykoSellers and Budyko-Widiasih models, for example, we have gained insight here into the sensitivity of climate to changes in albedo. We highlighted Widiasih's theorem [21] to provide an example of the success dynamical systems has had in the arena of climate modeling. As [21] requires continuous versions of model-appropriate albedo functions (e.g., (14)), a student encountering this material in a mathematical modeling course would need technology to compute equilibrium temperature profiles, bifurcation diagrams, and investigate model sensitivity to changes in parameters. There is, however, a wealth of material in climate modeling at the level of EBM appropriate for students in such a computational modeling course.
The interaction of science and mathematics in the study of climate is also noteworthy. The physics of blackbody radiation, the chemistry of the greenhouse effect, the carbon cycle-there is an inherent cross-disciplinary appeal to this material. From mathematical and computational modeling perspectives, the study of energy balance models offers many possibilities for exploration by undergraduates.
Summary.
A dynamical systems approach to energy balance models of climate is presented, focusing on low order, or conceptual, models. Included are global average and latitudedependent, surface temperature models. The development and analysis of the differential equations and corresponding bifurcation diagrams provides a host of appropriate material for undergraduates.
