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Abstract
We present a Heisenberg-Langevin formalism to study the effective dynamics of a
superconducting qubit coupled to an open multimode resonator, without resorting to
the rotating wave, two level, Born or Markov approximations. Our effective equa-
tions are derived by eliminating resonator degrees of freedom while encoding their
effect in the Green’s function of the electromagnetic background. We account for
the openness of the resonator exactly by employing a spectral representation for the
Green’s function in terms of a set of non-Hermitian modes. A well-behaved time
domain perturbation theory is derived to systematically account for the nonlinearity
of weakly nonlinear qubits like transmon. We apply this method to the problem of
spontaneous emission, capturing accurately the non-Markovian features of the qubit
dynamics, valid for any qubit-resonator coupling strength. Any discrete-level quan-
tum system coupled to the electromagnetic continuum is subject to radiative decay
and renormalization of its energy levels. When inside a cavity, these quantities can
be strongly modified with respect to vacuum. Generally, this modification can be
captured by including only the closest resonant cavity mode. In circuit QED ar-
chitecture, with substantial coupling strengths, it is however found that such rates
are strongly influenced by far off-resonant modes. A multimode calculation over the
infinite set of cavity modes leads to divergences unless an artificial cutoff is imposed.
Previous studies have not pointed out what the source of this divergence is. Quite in-
terestingly, the renormalization of spectrum is mutual, i.e. the electromagnetic modal
structure of the cavity is also modified due to scattering by the atom. In cavity QED,
this phenomenon is manifested as a diamagnetic term, known as the A2 contribution.
We show that unless the effect of A2 is accounted for up to all orders exactly, any
multimode calculations of circuit QED quantities is bound to diverge. Subsequently,
we present the calculation of finite radiative corrections to qubit properties that is
free of an artificially introduced high frequency cut-off.
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Chapter 1
Introduction
Quantum mechanics, in its early developement, mainly focused on abstract problems
containing only a single particle such as the Hydrogen atom, single particle scatter-
ing and quantum tunneling. On the other hand, the real world physical phenomena
are governed by interactions between many particles. Besides the theoretical com-
plications of describing a many-body quantum system, it turns out that even a pure
numerical simulation of such systems is almost impossible with our current classical
computers. The reason lies in the exponential growth of the Hilbert space size of the
problem with the number of particles. In 1982, Feynman put forward a famous propo-
sition [51] to use quantum computers, a universal set of quantum gates, to directly
simulate quantum mechanical phenomena instead. In 1985, Deutsch [36] extended
the Church-Turing principle for quantum computers. Later on in 1994, Shor pro-
posed an exponentially faster quantum algorithm [154] for integer factorization. Two
years later in 1996, Grover [66] introduced a fast quantum search algorithm. These
algorithms confirmed for the first time that a quantum computer has great advances
in computational power compared to its classical analogue.
These theoretical propositions motivated the scientific community from a variety
of fields to dedicate more attention towards quantum information processing, in which
3
a computational task is performed by manipulating a collection of quantum objects.
Various experimental realizations of a quantum computer have been proposed ever
since, started with natural quantum systems such as trapped ions [31], electron spin
[132], and ultracold atoms in optical lattices [42]. On the other hand, there has been a
great progress in experimental control over light-matter interactions at the quantum
level with solid-state optical systems in the past decade [146, 178, 70]. This opened
new doors to employ these artificial quantum systems, such as superconducting cir-
cuits, as a potential building block for quantum information processing. Besides the
improved controllability and tunability with respect to the natural quantum systems,
they have an important technological advantage of being fabricated through the same
lithography techniques already used in conventional electronics.
The elementary building block of a natural quantum optical systems is the basic
Quantum Electrodynamcis (QED) system that consists of a two-level system inter-
acting with a single mode of an electromagnetic field [150, 60, 173, 70, 121]. On
the contrary, the building block of artificial quantum system is a macroscopic su-
perconducting quantum bit (qubit) that is coupled to a superconducting microwave
resonator [172, 14]. The artificial qubit is made of a large number of atoms, which
only collectively mimics the behavior of a single atom [18, 127, 57, 166, 92, 114].
Superconductivity plays a crucial role here by freezing the vast dergees of freedom
into a single collective degree of freedom. In both cases, the interaction generates
a hybridization between light and matter, which leads to hybrid excitations, called
polaritons, with a finite lifetime.
Besides the applications in quantum information processing, the tunability and
scalability of superconducting circuits provides a promising platform to build circuit-
QED lattices to study emergent many body quantum phenomena away from equilib-
rium [76, 145]. In such systems, the frequency of each individual qubit and its coupling
to the electromagnetic field can be tuned. Moreover, qubits are able to interact with
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each other either directly through mutual capacitance [134, 118] or inductance [106],
or indirectly over long distances mediated by a shared photonic mode [14, 157, 105].
Since photons in these systems are just circuit excitations, the total particle number
is not necessarily conserved. The inevitable photon loss, which makes these sys-
tems intrinsically open, is then compensated through continuous external driving.
These experimental advances have brought forth a rich class of driven-dissipative
open quantum systems, that exhibit non-equilibrium quantum dynamics that have
received considerable attention in recent years.
Quantum information applications has motivated the majority of theoretical stud-
ies on circuit-QED to employ simple phenomenological models like Jaynes-Cummings
[80, 155] and Rabi [138]. Although these models work reasonably for cavity-QED sys-
tems, but they fail to explain some experimental results in circuit-QED [75] due to
different regime of parameters that such systems operate in. In particular, stronger
light-matter interaction that is achievable in circuit-QED violates rotating-wave ap-
proximation, hence using Jaynes-cummings model is not well justified. Moreover,
stronger interaction between the qubit and resonator excites far off-resonant res-
onator modes and requires a multimode theory. However, it has been pointed out
that generalizing these phenomenological models to a multimode case leads to results
that are divergent in the number of modes [75, 52]. Furthermore, in order to re-
duce the charge noise, most superconducting qubits that are presently employed have
weak nonlinearity. Therefore, two-level approximation will break down specially for
stronger driving.
The present thesis is an attempt at understanding some of the fundamental aspects
of simplest incarnation of these artificial systems, and developing the requisite the-
oretical and computational techniques for their exploration. In particular, the main
focus of this dissertation is to provide a first principles study of the quantum dynam-
ics of an open QED system without adopting the approximations commonly applied
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to simplify the theory. The dissertation is structured as follows: In chapter 2, we
provide an overview of cavity quantum electrodynamics, summarize the models com-
monly used to describe these systems and discuss their advantages and limitations.
In chapter 3, we introduce our first principles Heisenberg-Langevin formalism, which
does not employ rotating wave, two-level, Born or Markov approximations. In chap-
ter 4, we address the long-standing anomaly of multimode divergence in circuit-QED
and provide a resolution by emphasizing the role of the diamagnetic A2 contribution.
Finally, in chapter 5, we summarize our main results and discuss potential future
directions.
6
Chapter 2
Cavity Quantum Electrodynamics
Quantum electrodynamics refers to the general theory of interaction between atoms
and the electromagnetic field. It borrows and consistently unifies concepts from clas-
sical optics, classical electromagnetism and quantum mechanics. The first theoretical
study of light dates back to Newton who formulated a geometrical (or ray) descrip-
tion of optical phenomena, where light particles only travel in straight lines. Despite
being successful in capturing the physics of lenses and mirrors with curved surfaces,
this theory was unable to illustrate the wave-like phenomena such as interference and
diffraction. On the other hand, unification of electricity and magnetism, which was
achieved by Faraday and Maxwell, revealed that light can be modeled as oscillations
of electric and magnetic fields. This led to development of a new branch of optics
called physical (or wave) optics. The beginning of twentieth century witnessed two
revolutionary experiments, blackbody radiation and photoelectric effect, that in turn
challenged the wave nature of light. Planck successfully explained the black body
spectrum by assuming that the energy of light was quantized. Later on, Einstein was
also able to provide an explanation for the photoelectric effect by treating light as
discrete quanta of particles, which he called photon. This wave and particle duality
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of light remained a mystery for almost two decades, but was eventually resolved by
Dirac in a unified theory called Quantum Electrodynamics.
In this chapter, we provide an overview of the field of cavity quantum electrody-
namics (CQED) that studies the interaction of atoms and light confined in a cavity,
under experimental conditions such that the quantum nature of light becomes cru-
cial. In Sec. 2.1 we review the quantization of light in a CQED system and provide a
brief derivation of light-matter coupling for these systems from Maxwell’s equations.
Section 2.2 gives a succinct summary of the field of circuit quantum electrodynamics,
which implements similar quantum optical phenomena using superconducting mate-
rials. This is the longest section of this chapter, where the discussed material will
be used and referred to in the subsequent chapters. Section 2.3 discusses the physics
of well-known closed QED models including Jaynes-Cummings and Rabi. The last
Sec. 2.4 is devoted to the study of open quantum systems and the net effect of a
quantum environment on the QED system of interest. Brief discussion of two main
treatments of openness, namely Lindblad master equation and input-output formal-
ism, are presented in Secs. 2.4.1 and 2.4.2, respectively.
2.1 Cavity quantum electrodynamics
In 1946, Edward M. Purcell published a revolutionary paper showing that the ra-
diative decay of magnetic resonance of nuclear spins could be dramatically modified,
with respect to free space, when coupled to a resonant microwave circuitry [137].
Motivated by this idea, quantum opticians also realized that by confining atoms in
a finite cavity the atomic radiative transition dynamics and in particular the spon-
taneous emission rate is significantly changed depending on the mode structure and
photonic density of states of the cavity. Engineering polarizable media inside high
finesse cavities became possible in 1960s, which led to the discovery of laser. By the
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1980s, the improvement in experimental control in CQED systems allowed researchers
to study single atoms interacting with a single mode of the electromagnetic field. At
this time, resonators with higher quality factor and also stronger light matter interac-
tion made it possible to explore new regimes of spontaneous emission, where the atom
and the field are able to coherently exchange excitations. As a result, a reversible
atomic transition dynamics is observed, where the coherence is eventually lost due to
inevitable openness of the system. In the following, we first discuss the quantization
of electromagnetic fields inside a cavity in Sec. 2.1.1. Next, we briefly discuss how to
derive the basic CQED Hamiltonian, the Rabi model, that describes the interaction
of a two level system with a single mode cavity mode in Sec. 2.1.2.
2.1.1 Quantization of electromagnetic field
In this section, we review the quantization of free electromagnetic field inside a finite
cavity [150, 60, 121]. This simple example is the first step towards building a quantum
Hamiltonian for the interaction of atoms and electromagnetic field in a CQED sytem.
We start by the classical source-free Maxwell’s equations for the electric field E(r, t)
and magnetic field B(r, t) as
∇× E(r, t) = −∂tB(r, t), (2.1a)
∇×B(r, t) = 0µ0∂tE(r, t), (2.1b)
∇ · E(r, t) = 0, (2.1c)
∇ ·B(r, t) = 0. (2.1d)
The first step towards quantization is to solve for the eigenmodes and eigenfrequencies
of the field. Taking the curl of Eq. (2.1a) and replacing ∇ × B from Eq. (2.1b), we
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Figure 2.1: Schematic picture of the electromagnetic field inside a one dimensional
cavity. The electric (z-direction) and magnetic field (y-direction) are transverse to
the axis of the cavity.
obtain the equation of motion for E(r, t) as
∇× [∇× E(r, t)] + 0µ0∂2t E(r, t) = 0. (2.2)
Since we assume there are no sources, we can simplify Eq. (2.2) further. Employing
the vector calculus identity ∇× (∇× E) = ∇(∇ · E)−∇2E and Eq. (2.1c) we find
(
∇2 − 1
c2
∂2t
)
E(r, t) = 0, (2.3)
which is a source free wave equation for the electric field. To solve for the spectrum,
we apply the Fourier transform in time
E˜(r, ω) ≡
∫ +∞
−∞
dtE(r, t)e−iωt, (2.4)
to obtain a Helmholtz equation
[
∇2 +
(ω
c
)2]
E˜(r, ω) = 0. (2.5)
The spectrum will be determined by the geometry and boundary conditions of the
cavity.
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First, we consider a simple one-dimensional geometry shown in Fig. 2.1, where
the electric E = Ez(x, t)uz and magnetic B = By(x, t)uy fields only have nonzero
transverse components. As a result, Eq. (2.5) reduces to
[
d2
dx2
+
(ω
c
)2]
E˜z(x, ω) = 0, (2.6)
The boundary conditions can be derived from continuity of the transverse electric
field as
E˜z(x, ω)
∣∣∣
x=0,L
= 0, (2.7)
where we assume that the field outside the cavity is zero. The solution to Eq. (2.6)
with BC 2.7 gives the spectrum as
E˜n(x) =
√
2 sin(knx), kn ≡ npi
L
, (2.8)
where k ≡ ω/c is the wave number.
These eigenmodes form a complete basis, and therefore we can use a modal ex-
pansion for for the fields inside the cavity as
Ez(x, t) =
∑
n
qn(t) sin(knx), (2.9a)
By(x, t) =
∑
n
0µ0
kn
q˙n(t) cos(knx), (2.9b)
where qn(t) are a set of time dependent coefficients and modal expansion (2.9b) is
found from Eq. (2.1b). Inserting modal representations 2.9a and 2.9b into the free
classical electromagnetic Hamiltonian
HF =
∫
V
d3r
[
0
2
E2(r, t) +
1
2µ0
B2(r, t)
]
, (2.10)
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and using the orthogonality conditions
∫ L
0
dx sin(knx) sin(kmx) =
L
2
δmn, (2.11a)∫ L
0
dx cos(knx) cos(kmx) =
L
2
δmn, (2.11b)
we obtain a modal representation for the Hamiltonian as
HF =
∑
n
[
1
2
mnq˙
2
n +
1
2
mnω
2
nq
2
n
]
=
∑
n
[
1
2
mnq˙
2
n +
p2n
2mn
]
. (2.12a)
In Eq. (2.12a), we have defined a mass-like quantity mn ≡ 0V2ω2n and the conjugate
momentum pn ≡ mnq˙n to establish a connection to the Hamiltonian of a free harmonic
oscillator.
Next, we quantize each independent normal mode by promoting the conjugate
coordinate qn and momentum pn into quantum operators that obey the commutation
relations
[qˆn, pˆm] = i~δmn, (2.13a)
[qˆn, qˆm] = [pˆn, pˆm] = 0. (2.13b)
Then, we can write these operators in terms of a set of creation aˆn and annihilation
aˆ†n operators such that
qˆn = Qn,zpf
[
aˆn(t) + aˆ
†
n(t)
]
, (2.14a)
pˆn = −iPn,zpf
[
aˆn(t)− aˆ†n(t)
]
, (2.14b)
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where the zero-point fluctuation amplitudes can be found in connection with the ones
for a simple harmonic oscillator as
Qn,zpf =
(
~
2mnωn
)1/2
=
(
~ωn
0V
)1/2
, (2.15a)
Pn,zpf =
(
~mnωn
2
)1/2
=
(
~0V
4ωn
)1/2
. (2.15b)
Using Eqs. (2.14a) and (2.14b) we can find the quantum electric and magnetic fields
accordingly as
Eˆz(x, t) =
∑
n
(
~ωn
0V
)1/2 [
aˆn(t) + aˆ
†
n(t)
]
sin(knx), (2.16a)
Bˆy(x, t) = −i
∑
n
(
~ωn
0V c2
)1/2 [
aˆn(t)− aˆ†n(t)
]
cos(knx). (2.16b)
At last, the quantum Hamiltonian is found as a sum over the Hamiltonians for each
normal mode of the system
HˆF =
∑
n
~ωn
(
aˆ†naˆn +
1
2
)
. (2.17)
Up to here, we considered a specific one-dimensional cavity. However, these results
can be generalized for a cavity with any arbitrary geometry in three-dimensions. The
spectral representation of the quantum fields takes the form
Eˆ(r, t) =
∑
k,λ
uk,λEk
[
aˆk,λ(t) + aˆ
†
k,λ(t)
]
E˜k(r), (2.18a)
Bˆ(r, t) = −i
∑
k,λ
k× uk,λ
ωk
Ek
[
aˆk,λ(t)− aˆ†k,λ(t)
]
E˜k(r), (2.18b)
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where uk,λ is the unit vector for the mode labeled by wavevector k and polarization
λ and we have defined the electric field amplitude
Ek ≡
(
~ωk
20V
)1/2
(2.19)
for notation simplicity. The new commutation relations become
[aˆk,λ, aˆ
†
k′,λ′ ] = δkk′δλλ
′, (2.20a)
[aˆk,λ, aˆk′,λ′ ] = [aˆ
†
k,λ, aˆ
†
k′,λ′ ] = 0. (2.20b)
At last, following the same quantization procedure, the field Hamiltonian again can
be written as sum of the Hamiltonians for each normal mode as
HˆF =
∑
k,λ
~ωk
(
aˆ†k,λaˆk,λ +
1
2
)
. (2.21)
2.1.2 Light-matter interaction
In this section, we discuss the interaction of a single-electron atom with the quantized
electromagnetic field inside a closed cavity. The discussion in this section follows
standard textbook treatment of light-matter coupling that starts by writing the total
Hamiltonian in the dipole approximation for the system as sum of atomic, field and
interaction parts in the dipole gauge [150, 60]. We postpone the first principles
derivation and discussion of light-matter coupling, where we also include the effect of
diamagnetic A2 contribution, to chapter (4) (See also App. K). The full Hamiltonian
can be written as
Hˆ = HˆA + HˆF + Hˆint = pˆ
2
a
2ma
+ U(rˆa) +
∫
V
d3r
[
0
2
Eˆ2(r, t) +
Bˆ2(r, t)
2µ0
]
− qarˆa · Eˆ(ra, t),
(2.22)
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where rˆa and pˆa are the coordinate and momentum operators of the atomic charged
particle and we have considered a dipole interaction of the form −Pˆa · Eˆ(ra, t) with
Pˆa ≡ qarˆa.
To arrive at a second quantized representation of Hamiltonian (2.22), we first
have to obtain the spectrum of each subsystem, i.e. atomic and field parts. The field
spectrum has been discussed in Sec. 2.1.1. For the atomic subsystem, we assume
that we know the energy eigenstates and label them as |n〉 with energy En for n =
0, 1, 2, . . . . Therefore, the atomic Hamiltonian takes the diagonal form
HˆA =
∑
n
EnPˆnn, (2.23)
where we have define a set of projection operators Pˆmn ≡ |m〉 〈n|. Furthermore, these
energy eigenstates form a complete basis for the Hilbert space of the atom. Hence,
we can represent the coordinate operator rˆa as
rˆa =
∑
mn
〈m| rˆa |n〉 |m〉 〈n| =
∑
mn
rˆa,mnPˆmn (2.24)
Employing the spectral representations (2.24) for the atom and (2.18a) for the electric
field, we are able to reexpress Hamiltonian (2.22) in a second quantized form as
Hˆ =
∑
n
EnPˆnn +
∑
k
~ωkaˆ†kaˆk +
∑
mn
∑
k
~gmn,kPˆmn
(
aˆk + aˆ
†
k
)
, (2.25)
where we have defined the light matter coupling constants
gmn,k ≡ −e 〈m| rˆa · uk |n〉 EkE˜k(ra)~ . (2.26)
If the nonlinearity of the atom is strong, we can model it as a two level system
and neglect all higher energy levels except the ground and the first excited state. As
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a result, the atomic Hamiltonian can be simplified as
Hˆa ≈ E0Pˆ00 + E1Pˆ11 = E1 − E0
2
(
Pˆ11 − Pˆ00
)
+
E1 + E0
2
. (2.27)
In terms of Pauli spin-1/2 operators
σˆz ≡ Pˆ11 − Pˆ00, σˆ− ≡ Pˆ01, σˆ+ ≡ Pˆ10, (2.28)
we can reduce the full Hamiltonian (2.25) to the following multimode Rabi [138]
Hamiltonian
HˆRabi = ~ωa
2
σˆz +
∑
k
~ωkaˆ†kaˆk +
∑
k
~gk(σˆ+ + σˆ−)
(
aˆk + aˆ
†
k
)
, (2.29)
where we have replaced gk ≡ gk,01 = gk,10 for simplicity.
Note that the interaction Hamiltonian consists of four different processes. Terms
σˆ+aˆk and σˆ
−aˆ†k describe number conserving processes where an exchange of excitation
occurs between the atom and the field without the total number of excitations being
changed. On the other hand, we have number non-conserving processes like σˆ+aˆ†k and
σˆ−aˆk, which are also known as counter rotating terms. These counter-rotating terms
become less relevant when the light-matter coupling is weak, i.e. gk  min{ωa, ωk}
[22]. Dropping these non-conserving processes we obtain the multimode Jaynes-
Cummings Hamiltonian [80]
HˆJC = ~ωa
2
σˆz +
∑
k
~ωkaˆ†kaˆk +
∑
k
~gk
(
σˆ+aˆk + aˆ
†
kσˆ
−
)
. (2.30)
The Jaynes-Cummings model is the building block of the field of quantum optics and
is the starting point of the majority of analytical calculations. In the following, in
16
sec. (2.3), we discuss the physics of both Rabi and Jaynes-Cummings models and also
provide numerical results showing the validity of rotating-wave approximation.
2.2 Circuit quantum electrodynamics
There has been a great progress in preparing and controlling the quantum coherence
in superconducting microwave circuits in the past two decades [127, 14, 146, 130]. In
analogy to the field of CQED that studies the interaction of real atoms with electro-
magnetic field, the quantum electrodynamical phenomena in these superconducting
devices is named circuit quantum electrodynamics (cQED). Although these macro-
scopic superconducting devices are made out of a large number of cooper pairs, their
collective behavior mimics that of real atoms and have a discrete set of energy lev-
els. Despite this generic similarity to conventional CQED systems, cQED provides
extreme regimes of light-matter interaction that are not easy to implement with ordi-
nary atoms. In the following, we provide some background information on the theory
of cQED that will be used for the rest of the dissertation.
2.2.1 Circuit quantization
In this section, we review the standard procedure of quantizing electrical circuits
[39, 11, 38]. We treat each ideal circuit component as a lumped element. This
approximation works when the size of the element is much less that the wavelength
for the frequencies of interest. In microwave engineering, the frequency of interest
ranges from 1 to 300 Gigahertz, which results in a wavelength range of about 30
centimeters down to 1 milimeters.
Each real circuit is modeled as a network of such ideal lumped elements, which
for the purpose of this dissertation, are all two-terminal elements. In conventional
microwave engineering, each two-terminal element is described by the voltage-current
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characteristic across the element. In superconducting circuits, the main nonlinear
element is the Josephson junction [85, 84], whose current relation is best described
by the generalized flux difference across the junction as
I(t) = Ic sin
(
2pi
Φ(t)
Φ0
)
, (2.31)
where Ic is the critical current, Φ0 ≡ h/(2e) is the flux quantum and Φj is the flux
difference across the junction. Therefore, the convention is to use flux and charge
variables to characterize the circuit. These two descriptions can be translated into
each other as
Φa(t) ≡
∫ t
dt′Va(t′), (2.32a)
Qa(t) ≡
∫ t
dt′Ia(t′), (2.32b)
where Φa, Qa, Va and Ia are the flux, charge, voltage and current across the two-
terminal element a. Each real circuit element may in principle be composed of such
ideal elements. These ideal elements can be of either capacitive or inductive types.
The general approach towards quantization of electrical circuits can be summa-
rized in the following steps:
1. Model the circuit as a network of ideal two-terminal circuit elements.
2. Pick a ground (reference) node. The physics of the circuit is independent of
the choice for ground node due to gauge symmetry. The remaining nodes are
dynamical or active.
3. Pick a loop-free graph T that spans all nodes of the network and is called
spanning tree.
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4. For each active node of the network, assign a flux coordinate that is the time
integral of the voltage across the unique path from the ground as
Φn(t) ≡
∑
a
Sna
∫ t
dt′Va(t′)dt′, (2.33)
where Sna is ±, depending on the orientation, if the path on T from ground to
n passes through a and otherwise is 0.
5. Write the Langrangian as the difference between kinetic and potential energy
as
L[Φ1, . . . ,ΦN ; Φ˙1, . . . , Φ˙N ] ≡ T [Φ˙1, . . . , Φ˙N ]− U [Φ1, . . . ,ΦN ]. (2.34)
6. Find the canonical conjugate momenta Q1, . . . , QN defined as
Qn ≡ ∂L
∂Φ˙n
. (2.35)
The generalized flux coordinates and the resulting conjugate momenta obey the
Poisson bracket algebra
{Φm,Φn} = 0, {Qm, Qn} = 0, {Φm, Qn} = δmn. (2.36)
7. Find the Hamiltonian via a Legendre transformation
H[Φ1, . . . ,ΦN ;Q1, . . . , QN ] ≡
∑
n
QnΦ˙n − L. (2.37)
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Figure 2.2: Quantum LC oscillator. This circuit has only one active node that is
represented by the flux variable Φ(t)
8. Promote the classical Poisson bracket algebra into a non-commuting quantum
algebra such that
[Φˆm, Φˆn] = 0, [Qˆm, Qˆn] = 0, [Φˆm, Qˆn] = δmn, (2.38)
where we have used a hat notation to distinguish between classical variables
and quantum operators.
2.2.2 Quantum LC oscillator
As a simple example of quantization, consider an LC oscillator shown in Fig. (2.2).
The only active node of this circuit is labeled by Φ(t). In terms of the flux coordinate
Φ across the LC circuit, the Langrangian can be written as
L = CΦ˙
2
2
− Φ
2
2L
. (2.39)
The conjugate momentum to the flux is found as
Q ≡ ∂L
∂Φ˙
= CΦ˙, (2.40)
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which is the charge across the capacitor. Therefore, the Hamiltonian is obtained via
a Legendre transformation as
H ≡ Φ˙Q− L = Φ
2
2L
+
Q2
2C
. (2.41)
Next, the coordinate Φ and its conjugate momentum Q are promoted to quantum
operators obeying the canonical commutation relation as
[Φˆ, Qˆ] = i~. (2.42)
Introducing creation and annihilation operators obeying
[aˆ, aˆ†] = 1, (2.43)
we can rewrite the quantum operators as
Φˆ = Φzpf
(
aˆ+ aˆ†
)
, (2.44a)
Qˆ = −iQzpf
(
aˆ− aˆ†) . (2.44b)
where zero-point fluctuation amplitudes Φzpf and Qzpf are defined
Φzpf ≡
√
~Z
2
, (2.45)
Qzpf ≡
√
~
2Z
, (2.46)
where Z ≡ √L/C is called the characteristic impedance of the oscillator. Plugging
Eqs. (2.44a-2.44b) into the expression for the Hamiltonian we obtain
Hˆ = ~ω
2
(
aˆ†aˆ+ aˆaˆ†
)
= ~ω
(
aˆ†aˆ+
1
2
)
, (2.47)
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a) b)
Figure 2.3: Lumped element representation of a transmission line resonator. (a).
Device view (b). Equivalent circuit
where ω ≡ 1/√LC is the oscillation frequency of the circuit.
2.2.3 Transmission line resonator
In cQED architecture, finite length transmission line resonators play the role of a
cavity that exhibit many standing wave resonances, where each independent harmonic
oscillator is equivalent to a simple LC oscillator discussed in the previous section.
There are various realizations of such resonators, using techniques borrowed from
classical microwave engineering, such as coplanar waveguides, coaxial cables and etc.
In this section, we review the quantization of the electromagnetic field inside a one
dimensional coplanar waveguide, which consists of a superconducting wire fabricated
on an insulating substrate and having superconducting ground wires to each end as
shown in Fig. (2.3a). The discrete lumped element equivalent circuit for such a system
is depicted in Fig. 2.3b. For the moment, we assume closed boundary conditions such
that the current vanishes at the ends of the resonator.
To obtain the Lagrangian, we begin by modeling the resonator as a finite set of
infinitesimal inductors l∆x and capacitors c∆x (Fig. 2.3b), where l and c are the
inductance and capacitance per unit length and are determined by the material that
is used to build the resonator. The discrete Lagrangian is then found as
L =
∑
n
[
c∆x
2
Φ˙2n −
(Φn − Φn+1)2
2l∆x
]
(2.48)
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Next, we go to continuum limit, ∆x→ 0, where now we have a 1D flux field Φ(x, t).
Employing the following identity
lim
∆x→0
Φn+1(t)− Φn(t)
∆x
= ∂xΦ(x, t), (2.49)
we obtain the continuous Lagrangian as
L =
∫ L
0
dx
{
c
2
[∂tΦ(x, t)]
2 − 1
2l
[∂xΦ(x, t)]
2
}
(2.50)
The conjugate momentum to the flux field Φ(x, t) is obtained as
ρ(x, t) ≡ δL
δΦ˙(x, t)
, (2.51)
which is called the charge density field. These conjugate fields obey the classical
Poisson bracket algebra
{Φ(x, t),Φ(x′, t)} = {ρ(x, t), ρ(x′, t)} = 0, {Φ(x, t), ρ(x′, t)} = δ(x− x′). (2.52)
By applying Legendre transformation
H ≡
∫ L
0
dx∂tΦ(x, t)ρ(x, t)− L, (2.53)
we find the Hamiltonian in the continuum limit as
H =
∫ L
0
dx
{
ρ2(x, t)
2c
+
1
2l
[∂xΦ(x, t)]
2
}
. (2.54)
In order to quantize the classical fields, we need to solve for the eigenmodes and
eigenfrequencies of the resonator. The first step is to obtain the Hamilton equations
of motion for Φ(x, t) and ρ(x, t). Using the Poisson bracket relations (2.52) and
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O˙ = {O,H} we find
∂tΦ(x, t) =
ρ(x, t)
c
, (2.55a)
∂tρ(x, t) =
1
l
∂2xΦ(x, t), (2.55b)
Combining Eqs. (2.55b-2.55a) we obtain a 1D wave equation for the flux field as
(
∂2x − lc∂2t
)
Φ(x, t) = 0 (2.56)
The boundary conditions for an isolated (closed) resonator can be derived from the
fact that no current passes the end nodes. Note that the current field I(x, t) is related
to Φ(x, t) as
I(x, t) = lim
∆x→0
Φn(t)− Φn+1(t)
l∆x
= −1
l
∂xΦ(x, t). (2.57)
Therefore the closed boundary conditions for this system is of Neumann type, i.e.
∂xΦ|x=0,L = 0.
Applying Fourier transform in time
Φ(x, t) ≡
∫ +∞
−∞
dω
2pi
Φ˜(x, ω)e−iωt, (2.58)
Φ˜(x, ω) ≡
∫ +∞
−∞
dtΦ˜(x, t)eiωt, (2.59)
the wave Eq. (2.56) is transformed into the following Helmholtz equation
(
∂2x + k
2
)
Φ˜(x, k) = 0, (2.60)
where k ≡ √lcω is the wave number and vp ≡ 1/
√
lc is the phase velocity of the
resonator. The solutions to the Helmholtz Eq. (2.60) with Neumann boundary con-
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ditions are only possible at a discrete set of frequencies that read
Φ˜n(x) ≡
√
2 cos(knx), (2.61a)
kn ≡ npi
L
, (2.61b)
where Φ˜n(x) ≡ Φ˜(x, kn) is just a simplified notation. These eigenmodes satisfy two
orthogonality condition
∫ L
0
dxΦ˜m(x)Φ˜n(x) = Lδmn, (2.62a)∫ L
0
dx∂xΦ˜m(x)∂xΦ˜n(x) = Lkmknδmn. (2.62b)
These normal modes form a complete basis for the flux field inside the resonator
such that
Φ(x, t) =
∑
n
ξn(t)Φ˜n(x). (2.63)
Replacing Eq. (2.63) into the classical Lagrangian (2.50) and employing condi-
tions (2.62a-2.62b) we find
L =
∑
n
Lc
2
[
ξ˙2n(t)− ω2nξ2n(t)
]
, (2.64)
where by the spectral representation (2.63) we have interchanged the field degree
of freedom with a discrete but infinite number of simple harmonic oscillators. The
Hamiltonian is then found as
H =
∑
n
[
q2n(t)
2Lc
+
Lc
2
ω2nξ
2
n(t)
]
, (2.65)
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where qn(t) ≡ Lcξ˙n(t) is the conjugate momentum to ξn(t). Next, we promote the
classical canonical variables ξn and qn into quantum operators such that
[ξˆm, qˆn] = i~δmn, (2.66)
and express them in terms of a set of creation and annihilation operators as
ξˆn(t) =
(
~
2ωncL
)1/2 [
aˆn(t) + aˆ
†
n(t)
]
, (2.67a)
qˆn(t) = −i
(
~ωncL
2
)1/2 [
aˆn(t)− aˆ†n(t)
]
. (2.67b)
After all, we are able to express the quantum fields in the following form
Φˆ(x, t) =
∑
n
(
~
2ωncL
)1/2 [
aˆn(t) + aˆ
†
n(t)
]
Φ˜n(x), (2.68a)
ρˆ(x, t) = −i
∑
n
(
~ωnc
2L
)1/2 [
aˆn(t)− aˆ†n(t)
]
Φ˜n(x), (2.68b)
in terms of which the Hamiltonian becomes
Hˆ ≡
∑
n
~ωn
(
aˆ†aˆ+
1
2
)
. (2.69)
2.2.4 Superconducting qubits
We provide a brief background on the developement of superconducting qubits. The
term ’qubit’ arises from the applications of these circuits in quantum information
processing as a quantum two-level system, while none of these systems are two-level
in essence. In order to build a qubit, we need to have some anharmonicity to be able
to pick a specific pair of energy levels and induce a transition between only those
levels. This is not achievable with a quantum harmonic oscillator, whose quantized
energy levels are evenly spaced. In cQED, the anharmonicity comes from Josephson
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Figure 2.4: Cooper pair box also known as charge qubit. Compared with the quantum
LC oscillator, the inductor has been replaced with a nonlinear Josephson junction.
junction [85][84], that acts as a dissipation free nonlinear inductive element. There
are three main categories of superconducting qubits depending on the topology of
the circuit and how the nonlinearity is implemented. These are charge [18, 127], flux
[57, 166] and phase [116] qubits. In the following, we only focus on the charge qubit
category and discuss the physics of cooper-pair box [18, 127] and transmon qubit [92]
in more detail, that will be of interest in the rest of this dissertation.
Cooper pair box
The anharmonicity that is required to build a superconducting qubit is provided by
the Josephson junction, that is made out of two superconducting islands separated by
a thin insulating layer that allows only a few cooper pairs to tunnel. The low energy
Hamiltonian for an ideal Josephson element can be written as
Hˆj = −Ej cos
(
2pi
Φˆj
Φ0
)
, (2.70)
where Ej is called the Josephson energy and gives the tunneling strength. Up
to lowest order, the cosine potential acts like a linear inductor with inductance
Lj ≡ (2pi/Φ0)2/Ej, accompanied with a leading order quartic nonlinearity. Therefore,
the simplest nonlinear quantum oscillator can be achieved upon replacing the linear
inductor in an LC oscillator by a Josephson junction. The quantum Hamiltonian for
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this system reads
Hˆ = Qˆ
2
j
2Cj
− Ej cos
(
2pi
Φˆj
Φ0
)
. (2.71)
The strength of nonlinearity is determined by the ratio of two energy scales, the
Josephson energy and the charging energy of the capacitor. Therefore, the convention
is to reexpress Hamiltonian (2.71) as
Hˆ = 4Ecnˆ2j − Ej cos (ϕˆj) , (2.72)
where nˆj and ϕˆj are untiless phase and number operators defined
nˆj ≡ Qˆj
2e
, (2.73)
ϕˆj ≡ 2pi Φˆj
Φ0
, (2.74)
and Ec ≡ (2e)2/Cj is called the charging energy. The larger the Josephson energy,
the deeper and less nonlinear the cosine potential. Therefore the ratio Ec/Ej is a
measure of nonlinearity.
Hamiltonian (2.72) is derived for an ideal nonlinear oscillator, while in real exper-
iments there is always some offset charge due to coupling to a gate electrode with a
d.c. bias voltage. The dependence of the energy levels of this Hamiltonian on the
offset charge is called charge noise. To study this effect, we consider adding a bias
voltage and an additional gate capacitor as shown in Fig. (2.4) to this model, which
is now called Cooper pair box or charge qubit [18, 127]. The Hamiltonian for this
system is
HˆCPB = 4Ec(nˆj − nG)2 − Ej cos (ϕˆj) , (2.75)
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where ng ≡ CGVG/(Cj + CG) is the charge offset and Ec = (2e)2/(Cj + CG). The
spectrum of HˆCPB can be solved exactly in terms of Mathieu functions as [34, 92, 38]
En(nG) = Eca2[ng+k(m,ng)]
(
− Ej
2Ec
)
, (2.76)
where aν(q) is Mathieus characteristic value, and k(m,ng) is an integer-valued func-
tion that sorts the eigenvalues.
Another possible treatment that is more suitable for numerical purposes is to
represent HˆCPB in terms of the number basis. Using the fact that [ϕˆ, nˆ] = i we can
replace
nˆ ≡
+∞∑
n=−∞
n |n〉 〈n| , (2.77a)
cos ϕˆ =
1
2
+∞∑
n=−∞
(|n〉 〈n+ 1|+ |n+ 1〉 〈n|) , (2.77b)
in Hamiltonian (2.75) to obtain
HˆCPB =
+∞∑
n=−∞
=
[
4Ec(n− nG)2 |n〉 〈n| − Ej
2
(|n〉 〈n+ 1|+ |n+ 1〉 〈n|)
]
, (2.78)
where n shows the difference in the number of cooper pairs across the junction.
Hamiltonian (2.78) clearly shows that the energy required for a single cooper pair to
tunnel through the junction is Ej/2.
Transmon qubit
According to Hamiltonian (2.75), the spectrum of the charge qubit is dependent on the
offset charge nG, which called charge dispersion or charge noise. This effect is exper-
imentally undesirable since it is extremely challenging to engineer the right value for
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a) Ej/Ec = 1 b) Ej/Ec = 5
c) Ej/Ec = 10 d) Ej/Ec = 50
Figure 2.5: First three eigenenergies of HCPB as a function effective offset charge.
The vertical dashed line in (a) shows the charge sweet spots at half-integer ng. (This
figure has been used with permission from [92]. See Copyright Permissions.)
nG to avoid unwanted drifts in the transition frequencies between levels. The original
design for the charge qubit [18, 127] operated in highly nonlinear regime Ec/Ej ≈ 1
as is required to have a well-defined two level system. However, in this regime the
energy levels are extremely sensitive to nG. On the other hand, it can be shown that
by decreasing the nonlinearity strength Ec/Ej the charge noise gets suppressed [34].
In other words, there is an unwanted competition between nonlinearity and charge
noise in these systems. A desirable qubit design should exhibit high nonlinearity and
low charge noise. However, in order to suppress the noise we need to decrease the
nonlinearity.
Figure. 2.5 [92] summarizes this competition by showing the dependence of the
first three energy levels on the offset charge for four different values of nonlinearity.
According this figure, the highest drift of the energy levels occur at integer and half-
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integer filling of nG. Therefore, a measure for charge dispersion can be defined as [92]
n ≡ En(nG = 1/2)− En(nG = 0). (2.79)
Employing asymptotics of the Mathieu functions in the small dispersion limit, i.e.
Ej/Ec  1, an approximate expression for the charge dispersion can be found
n = (−1)nEc2
4n+5
n!
√
2
pi
(
Ej
2Ec
)n
2
+ 3
4
e−
√
8Ej/Ec , (2.80)
which confirms an exponential suppression of charge dispersion in this limit.
Based on this idea, the transmon qubit design [92, 147] was introduced to resolve
the unwanted charge dispersion, which implements an additional large capacitor in
order to increase the effective charging energy Ec and hence achieve Ej/Ec  1
regime. In this regime, called transmon regime, the nonlinearity is weak and we can
treat the cosine potential perturbatively as
HTransmon ≈ 4Ecnˆ2 + Ej
2
ϕˆ2 − Ej
24
ϕˆ4 +O(nˆ6), (2.81)
where now the dependence on nG is removed. Up to leading order, transmon behaves
as a quantum Duffing oscillator [5]. Next, we rewrite the the nonlinear part of the
Hamiltonian in terms of the solution for the harmonic part as
ϕˆ = ϕzpf
(
aˆ+ aˆ†
)
, ϕzpf =
(
2Ec
Ej
)1/4
(2.82a)
nˆ = −inzpf
(
aˆ− aˆ†) , nzpf = ( Ej
2Ec
)1/4
(2.82b)
where [aˆ, aˆ†]. Inserting Eqs. (2.82a-2.82b) into Eq. (2.83) we obtain
HTransmon ≈
√
8EjEc
(
aˆ†aˆ+
1
2
)
− Ec
12
(aˆ+ aˆ†)4 +O [(Ec/Ej)2] , (2.83)
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Figure 2.6: Equivalent circuit of a transmon qubit. The effective charging energy has
been decreased by a large capacitance Cj. Moreover, in contrast to the Cooper pair
box, the single Josephson junction has been replaced by a SQUID whose effective
Josephson energy can be controlled by an external flux called flux bias line (FBL).
As a result, the qubit frequency is tunable.
where up to linear approximation transmon frequency is found as
√
8EjEc accompa-
nied by a nonlinear quartic term of strength Ec. The correction to energy levels can
be found from first order Rayleigh-Schrodinger perturbation theory as
En ≈
√
8EjEc
(
n+
1
2
)
− Ec
12
(
6n2 + 6n+ 3
)
. (2.84)
Anharmonicity is defined as the difference between two successive transition frequen-
cies. Based on result (2.84) for transmon, the anharmonicity can be approximated
as
An ≡ (En+1 − En)− (En − En−1) ≈ −Ec, (2.85)
which only depends on the charging energy Ec.
In addition to solving the problem of charge dispersion, transmon design employs
two parallel Josephson junctions (SQUID), instead of a single Josephson junction.
Consequently, the effective Josephson energy can be tuned by an external flux called
flux bias line (FBL)[92] as
Ej = Ej,max cos
(
pi
Φext
Φ0
)
, (2.86)
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a)
b)
Figure 2.7: A transmon qubit capacitively coupled to a microwave copalanar waveg-
uide. The SQUID that is made of two Josephson junctions (dark blue and cyan) is
characterized with capacitance Cj and Josephson energy Ej. Moreover, there is an
additional large capacitance CB, which is acheived by the elongated comb-like design
in order to decrease the effective charging energy such that Ej/Ec  1. The coulomb
interaction between trasnmon and the resonator is modeled as capacitive couplings ,
Cg1 and Cg2, for each junction separately. a) Schematic top view of the device (not
to scale). b) Equivalent circuit that approximates the short transmission line as a
single mode resonator. (This figure has also been used with permission from [92]. See
Copyright Permissions.)
where Φext is the external control flux. This innovative design provides a qubit whose
frequency can be tuned in situ. An important application of this tunability is in
better quantum control and measurement of the qubit state, which requires detuning
the qubit from all resonator frequencies to avoid unwanted decoherence [156, 15]. The
equivalent circuit for a transmon qubit is shown in Fig. (2.6).
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2.2.5 Transmon qubit coupled to a transmission line res-
onator
In Secs. 2.2.3 and 2.2.4, we reviewed the basics of the cQED building blocks, i.e.
superconducting transmission line resonators and qubits, separately. This prepares
us for studying the simplest cQED system, which is achieved by coupling a single
superconducting qubit to a coplanar transmission line. This system is able to mimic
the same physics as that of a real CQED system discussed in Sec. (2.1). In this
section, we follow a phenomenological description of such system and show that the
effective Hamiltonian for this system can be mapped to the Rabi Hamiltonian [92].
A first principles study of the Hamiltonian of this system is discussed in detail in
chapter 4, where we emphasize on the role of the A2 term in multimode convergence
as well [112, 109].
We consider a transmon qubit that is capacitively coupled to a transmission line
resonator as shown in Fig. 2.7 [92]. A phenomenological Hamiltonian for this system
can be written as sum of resonator, transmon and interaction contributions as
Hˆ = Hˆj + Hˆr + Hˆint = 4Ecnˆ2j − Ej cos(ϕˆj) + ~ωraˆ†raˆr − i~βnˆj
(
aˆr − aˆ†r
)
, (2.87)
where we have made a single mode approximation of the resonator with frequency
ωr and assumed a charge-charge coupling of strength β. The effective parameters of
Hamiltonian (2.87) can be in principle derived in terms of bare parameters of the
circuit network (See App. A of [92]). Because of strong couplings that is possible
in such systems, the basic excitations of this circuit are mixtures of junction and
resonator excitations. We refer to this phenomenon as “hybridization”. This is in
contrast to CQED with real atoms where renormalization of bare QED parameters
are smaller.
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Equation (2.87) can be reexpressed in terms of energy eigenmodes of transmon
defined
Hˆj ≡
∑
n
En |n〉 〈n| . (2.88a)
In this basis, the number operator nˆj can be written
nˆj =
∑
mn
〈m| nˆj |n〉 |m〉 〈n| = −inzpf
∑
n
√
n+ 1 (|n〉 〈n+ 1| − |n+ 1〉 〈n|) . (2.88b)
Using Eq. (2.88a) and (2.88b), we can rewrite the original Hamiltonian (2.87)
Hˆ =
∑
n
En |n〉 〈n|+ ~ωraˆ†raˆr −
∑
n
~gn,n+1 (|n〉 〈n+ 1| − |n+ 1〉 〈n|)
(
aˆr − aˆ†r
)
,
(2.89)
where gmn ≡ β 〈m| nˆj |n〉. Assuming that the anharmonicity is large enough so that
the transmon can be treated as a two-level system, Hamiltonian (2.89) is reduced to
the Rabi model [138]
HˆRabi = ~ωq
2
σˆz + ~ωraˆ†raˆr − g
(
σˆ− − σˆ+) (aˆr − aˆ†r) , (2.90)
where ~ωq ≡ E1−E0 is the qubit transition frequency and σ stands for Pauli operators
given as
σ− ≡ |0〉 〈1| , σ+ ≡ |1〉 〈0| , σz ≡ |1〉 |1〉 − |0〉 |0〉 . (2.91)
The physics of Rabi model and also its simpler analogue the Jaynes-Cummings
model[80, 155] will be discussed in Sec. (2.3).
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2.3 Closed QED systems
Here, we study the spectrum of isolated quantum optical systems without taking into
account their coupling to the surrounding environment. In Sec. 2.3.1, we review the
spectrum of the single mode Jaynes-Cummings model, which is an approximation to
the more precise Rabi model discussed in Sec. 2.4.
2.3.1 Jaynes-Cummings model
In 1963, Edwin Jaynes and Fred Cummings proposed a model [80] in order to compare
the semiclassical and the quantum theory of radiation in describing the phenomenon
of spontaneous emission. The Jaynes-Cummings Hamiltonian is
HˆJC
~
≡ ωq
2
σˆz + ωcaˆ
†aˆ+ g
(
aˆ†σˆ− + σˆ+aˆ
)
, (2.92)
where ωq, ωc and g are the two-level system frequency, cavity frequency and the
light-matter coupling strength, respectively. Note that the Rabi model (2.90) couples
the quadratures, i.e. (aˆ + aˆ†) and (σˆ+ + σˆ−), of each subsystem. As a result, it
contains both rotating wave g
(
aˆ†σˆ− + σˆ+aˆ
)
and counter rotating wave contributions
g
(
aˆ†σˆ+ + σˆ−aˆ
)
contrary to the JC model that only keeps the rotating wave terms.
Neglecting the counter rotating terms is called rotating wave approximation (RWA).
In order to understand where this approximation holds, it is helpful to move to the
interaction picture, where the rotating wave terms oscillate with aditional phase factor
e±i(ωc−ωq)t while counter rotating terms oscillate with e±i(ωc+ωq)t. Hence, if the qubit-
cavity detunning is small, i.e. |ωq−ωc|  |ωq+ωc|, the counter rotating terms oscillate
at a much faster rate. If the coupling strength is sufficiently weak, g  min{ωc, ωq},
the fast oscillation of the counter rotating terms can be averaged out since they have
a negligible contribution.
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Neglecting the counter rotating terms brings a fictitious U(1) symmetry, which
leads to conservation of total number of excitations
Nˆ ≡ aˆ†aˆ+ σˆ+σˆ− = aˆ†aˆ+ 1ˆ + σˆ
z
2
. (2.93)
Mathematically, this can be formulated as
[
HˆJC , Nˆ
]
= 0, (2.94)
which means that Nˆ is a constant of motion. This makes analytical solutions for the
spectrum of JC Hamiltonian feasible since Nˆ and HˆJC can be diagonalized in the
same basis. Eigenstates of Nˆ with eigenvalue n are |g, n〉 and |e, n− 1〉, where g and
e stand for ground or excite state of the qubit and the second label shows the number
of photons in the cavity. Therefore, it is possible to project HˆJC into separate 2× 2
sectors, call it HˆJC,n, spanned by these states.
For this purpose, we rewrite the original JC Hamiltonian in term of Nˆ as
HˆJC
~
= ωc
(
Nˆ − 1/2
)
+
δqc
2
σˆz + g
(
aˆ†σˆ− + σˆ+aˆ
)
, (2.95)
where δqc ≡ ωq − ωc is the qubit-cavity detuning. The JC Hamiltonian (2.95) has a
unique ground state |g, 0〉 with no photon in the cavity and qubit in the ground state.
The ground state energy is obtained as Eg/~ = ωq/2. The excited energy states can
be obtained by 2× 2 representation of HˆJC,n+1 over the basis {|g, n+ 1〉 , |e, n〉} as
HˆJC,n+1
~
=
(
n+
1
2
)
ωc
1 0
0 1
+ 1
2
δqc Ωn
Ωn −δqc
 , (2.96)
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a) b)
Figure 2.8: Spectrum of the JC Hamiltonian also know as the JC ladder: a) case of
no detunig δqc = 0, b) case of non-zero detuning δqc > 0.
where Ωn ≡ 2g
√
n+ 1 is called the n-photon Rabi frequency. The eigenstates of (2.96)
are found as
|n,−〉 ≡ cos(θn) |g, n+ 1〉+ sin(θn) |e, n〉 (2.97)
|n,+〉 ≡ − sin(θn) |g, n+ 1〉+ cos(θn) |e, n〉 , (2.98)
with eigenenergies
En,±
~
=
(
n+
1
2
)
ωc ± 1
2
√
δ2qc + Ω
2
n, (2.99)
where θn is defined by tan(2θn) ≡ Ωn/δqc. Therefore, the unperturbed eigenstates
|g, n+ 1〉 and |e, n〉 are now hybridized due to interaction and their energies are
shifted by ±1
2
√
δ2qc + Ω
2
n. Schematic plots of the JC spectrum for both cases of zero
and nonzero detuning are shown in Fig. 2.10.
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Figure 2.9: G+(x) (red) and G−(x) (blue) for ωc = 1, ωq = 0.8 and g = 0.7. (This
figure is used with permission from [22]. See Copyright Permissions.)
2.3.2 Rabi model
The Rabi model describes the interaction of a two level system with a single bosonic
mode. This rather simple model is used to describe various phenomena in physics,
including light-matter coupling in cavity-QED and circuit-QED systems, magnetic
resonance in solid state systems and trapped ions. Despite being introduced in 1937
[138], about 80 years ago, spectrum and eigenfunctions of the Rabi model have been
only known through numerical diagonalization. In 2011, after 74 years, an analytical
solution for the spectrum of this problem was introduced by D. Braak for the first
time [22]. In this section, we briefly review this analytical solution and compare the
resulting spectrum with that of the JC model.
Consider the Rabi Hamiltonian
HˆRabi
~
≡ ωq
2
σˆz + ωcaˆ
†aˆ+ g
(
σˆ− + σˆ+
) (
aˆ+ aˆ†
)
, (2.100)
where in contrast to the JC model the counter rotating terms are fully kept. Due
to presence of these counter rotating terms it is not possible to find an additional
conserved quantity besides the energy. This caused the common belief that the Rabi
model is not integrable [65, 16, 58, 49]. Note however that the continuous U(1)
symmetry of the JC model has not completely vanished, but rather reduced down into
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a discrete Z2 symmetry. This Z2 symmetry allows a decomposition of the full Hilbert
space of the problem into two subspaces with opposite parities HRabi = HRabi,+ ⊕
HRabi,−. It turns out that the Z2 symmetry is sufficient for integrability of the Rabi
model [22].
Here, we review the main results for the Rabi spectrum, whose derivation can be
found in [22]. The regular eigenvalues (ωq 6= 0) are given by roots of a transcendental
function G±(x) defined as
G±(x) ≡
∞∑
n=0
Kn(x)
[
1∓ 1
x− n
ωq
2ωc
](
g
ωc
)n
, (2.101)
where the coefficients Kn(x) are defined via the recursion relation
nKn(x) = fn−1(x)Kn−1(x)−Kn−2(x), (2.102)
with initial condition K0(x) = 1 and K1(x) = f0(x). Moreover, the coefficients fn(x)
are given as
fn(x) =
2g
ωc
+
ωc
2g
[
n− x+ 1
n− x
(
ωq
2ωc
)2]
. (2.103)
Based on Eq. (2.101), the functions G±(x) have simple poles at integer values of x,
which are poles of the uncoupled cavity mode (Fig. 2.9). The spectrum of the Rabi
model is related to the roots G±(x)(xn,±) = 0 as
En,±
~
=
[
xn,± −
(
g
ωc
)2]
ωc. (2.104)
The Rabi spectrum, including the first few levels, is shown in Fig. 2.10a [22] for
ωc = 1, ωq = 0.8 as a function of coupling 0 ≤ g ≤ 0.8. An important observation is
that level crossings of eigenstates with different parity is possible, but is not allowed
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a) b)
Figure 2.10: a) Spectrum of the Rabi model for ωc = 1, ωq = 0.8 and 0 ≤ g ≤ 0.8 with
positive (red) and negative (blue) parity. The Z2 symmetry partitions the Hilbert
space into two subspaces. In each of these supspaces the eigenstates are labeled
with increasing numbers. Importantly, we observe that level crossings of states with
different parity is allowed but does not take place for states having the same parity.
b) Comparison of Rabi (red) and JC (black) spectrums for the same parameters as in
a). Interestingly, the JC model predicts fictitious level crossings between states with
the same parity. (These figures are used with permission from [22]. See Copyright
Permissions.)
for states having the same parity. On the other hand, the JC model is only valid
for weak coupling and predicts fake level crossing between same parity states. A
comparison of Rabi and JC spectrums is given in Fig. 2.10b [22].
2.4 Open QED systems
Up to here, we have only discussed the quantum theory of an ideal isolated QED
system without taking into account the interplay between the system and its sur-
rounding environment. In any real QED system, the electromagnetic fields and/or
qubits are coupled to external environments. In this section, we review a few com-
mon techniques that incorporate the openness of a quantum optical system. The
starting point of all these techniques is to separate the global quantum system into a
subsystem of interest and an irrelevant environment, whose detailed dynamics is not
important. The environment is conventionally considered to be in a thermal state,
which manifests itself as a fluctuating force acting on the relevant system and leads
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to dissipation, decoherence and damping that influences the quantum evolution the
internal degrees of the system. In Sec. 2.4.1, we derive the Lindblad master equation,
which is based on a density matrix formalism. In Sec. 2.4.2, we review the derivation
of input-output formalism.
2.4.1 Lindblad master equation
Lindblad master equation [94, 104, 63] describes the non-unitary evolution of the
reduced density matrix of a system coupled to an environment. This dynamical map
is completely positive and trace-preserving regardless of initial condition. In the
following, we first review the generic derivation of the master equation for a system
linearly coupled to multiple environments. As an example, we narrow down the result
to the case of a single bosonic mode linearly coupled to a thermal bath.
Consider dividing the universe into two sectors: system and bath. The dynamics
of the universe is governed by the full Hamiltonian
Hˆ = Hˆs + Hˆb + Hˆsb, (2.105)
where s and b refer to the system and the bath, respectively. To simplify the dynamics
we choose to work in the interaction picture:
ˆ˜H ≡ e i~ (Hˆs+Hˆb)tHˆe− i~ (Hˆs+Hˆb)t, (2.106a)
ˆ˜ρ ≡ e i~ (Hˆs+Hˆb)tρˆe− i~ (Hˆs+Hˆb)t, (2.106b)
where tilde operators belong to the frame that rotates with the free Hamiltonian.
Moreover, the density operator ρˆ describes the state of the total system in the product
Hilbert space H = Hs ⊗ Hb. The relevant information about the system of interest
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can be obtained by tracing out bath degrees of freedom to obtain the reduced density
matrix ˆ˜ρs ≡ Trb(ˆ˜ρ).
We start by the von-Neumann equation in the interaction picture
ˆ˜˙ρ = − i
~
[ ˆ˜Hsb, ˆ˜ρ]. (2.107)
The formal solution to Eq. (2.107) is obtained as
ˆ˜ρ(t) = ˆ˜ρ(0)− i
~
∫ t
0
dt′[ ˆ˜Hsb(t′), ˆ˜ρ(t′)]. (2.108)
Substituting the integral solution (2.108) into the original Eq. (2.107) we find
ˆ˜˙ρ(t) = − i
~
[ ˆ˜Hsb, ˆ˜ρ(0)]− 1~2
∫ t
0
dt′[ ˆ˜Hsb(t), [ ˆ˜Hsb(t′), ˆ˜ρ(t′)]]. (2.109)
The next step to trace Eq. (2.109) over bath degrees of freedom. In order to make
analytical progress, two approximations are commonly made. The first is called Born
approximation and assumes that the coupling between the system and the bath is
weak, such that the density matrix of the bath ˆ˜ρb is barely changed by the interaction.
As a result, state of the full system at time t can be approximated by a tensor product
ˆ˜ρ(t) = ˆ˜ρs(t)⊗ ˆ˜ρb(0). (2.110)
Second, note that Eq. (2.109) is non-Markovian, i.e., it has a memory of earlier
density matrix ˆ˜ρ(t′) for t′ < t. The memory makes the analytical solution intractable
and the numerical simulation very challenging. Markov approximation removes the
dependence on earlier states upon replacing ˆ˜ρ(t′) by ˆ˜ρ(t) and sending the upper limit
for the t′ integral to infinity. The rationale behind this approximation is again that
the system bath coupling is very weak. Applying these approximations and taking
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the trace over bath degrees of freedom we obtain
ˆ˜˙ρs(t) = − 1~2
∫ ∞
0
dt′Trb[
ˆ˜Hsb(t), [ ˆ˜Hsb(t− t′), ˆ˜ρs(t)⊗ ˆ˜ρb(0)]], (2.111)
where due to the cyclic property of the trace we replaced
Trb[
ˆ˜Hsb, ˆ˜ρ(0)] = 0. (2.112)
Equation (2.111) is called the quantum Langevin equation and is the most generic
form of the evolution for the reduced density matrix of a system weakly coupled to a
bath. Considering a specific form for the coupling helps simplify this equation further.
We assume a linear system bath coupling as
Hˆsb(t) = ~
∑
α
Sˆα(t)⊗ Bˆα(t), (2.113)
where Sˆα and Bˆα are system and bath operators and α is the label for each potential
bath. Next, we insert Eq. (2.113) into the Langevin equation (2.111) and define bath
correlation functions
Cαβ(t
′) ≡ Trb{ ˆ˜ρb(0) ˆ˜Bα(t) ˆ˜Bβ(t− t′)} = δαβ 〈 ˆ˜Bα(t′) ˆ˜Bβ(0)〉 , (2.114)
where we neglect cross correlation between distinct baths. The Langevin Eq. (2.111)
becomes
ˆ˜˙ρs(t) = −
∑
α
∫ ∞
0
dt′
{
Cαα(t
′)
[
ˆ˜Sα(t) ˆ˜Sα(t− t′)ˆ˜ρs(t)− ˆ˜Sα(t− t′)ˆ˜ρs(t) ˆ˜Sα(t)
]
+ Cαα(−t′)
[
ˆ˜ρs(t)
ˆ˜Sα(t− t′) ˆ˜Sα(t)− ˆ˜Sα(t)ˆ˜ρs(t) ˆ˜Sα(t− t′)
]}
.
(2.115)
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We expand the system operator in terms of eigenstates of the system Hamiltonian as
ˆ˜Sα(t− t′) =
∑
mn
ˆ˜Smnα (t)e−i∆mnt
′
, (2.116)
where ∆mn ≡ ωm − ωn is the transition frequency between energy eigenstates m and
n of the system. Substituting this into Eq. (2.111) and rewriting in terms of bath
power spectrum
Cαβ(ω) ≡
∫ ∞
0
dt′Cαβ(t)eiωt
′
, (2.117)
we obtain
ˆ˜˙ρs(t) = −
∑
α
∑
mnm′n′
{
Cαα(−∆mn)
[
ˆ˜Sm′n′α (t) ˆ˜Smnα (t)ˆ˜ρs(t)− ˆ˜Smnα (t)ˆ˜ρs(t) ˆ˜Sm
′n′
α (t)
]
+ Cαα(∆mn)
[
ˆ˜ρs(t)
ˆ˜Smnα (t) ˆ˜Sm
′n′
α (t)− ˆ˜Sm
′n′
α (t)ˆ˜ρs(t)
ˆ˜Smnα (t)
]}
.
(2.118)
Equation (2.118) is the most general form of the Redfield-Bloch equation [23], which is
a generalization of the Lindblad master equation. Every Redfield-Bloch master equa-
tion can be transformed into a Lindblad type master equation by applying the secular
approximation, where only resonant system-bath interactions are kept. Both Redfield-
Bloch and Lindblad master equations are trace-preserving. However Redfield-Bloch
equations, in contrast to Lindblad, do not necessarily preserve the positivity of the
density matrix.
To progress the analytical discussion further, we focus on the insightful case of a
single mode cavity weakly coupled to a thermal bath. Then, the system and bath
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operators ˆ˜Sα and ˆ˜Bα are replaced as
ˆ˜B(t) =
∑
k
gk
(
bˆke
−iωkt + bˆ†ke
+iωkt
)
, (2.119a)
ˆ˜S(t) = aˆe−iωct + aˆ†e+iωct. (2.119b)
In order to derive the Lindblad master equation, we first insert Eq. (2.119b) into the
Redfield-Bloch Eq. (2.118) and keep only the resonant contributions aˆ†aˆ and aˆaˆ†. The
result can be written in the following compact form
ˆ˜˙ρs(t) = −i[HˆLS, ˆ˜ρs(t)] +GB˜B˜(ωc)D[aˆ] ˆ˜ρ(t) +GB˜B˜(−ωc)D[aˆ†] ˆ˜ρ(t), (2.120)
where HˆLS is the Lamb-shift contribution, G˜B˜B˜(ω) is the bilateral bath correlation
function and D[Aˆ] is the collapse superoperator that acts as a dissipation channel via
system operator Aˆ. These quantities are defined as
HˆLS ≡
CB˜B˜(ω)− C∗B˜B˜(ω)
2i
ˆ˜a†ˆ˜a ≡ ∆LS ˆ˜a†ˆ˜a (2.121a)
GB˜B˜(ω) ≡ CB˜B˜(ω) + C∗B˜B˜(ω) =
∫ +∞
−∞
dt′ 〈 ˆ˜B(t′) ˆ˜B(0)〉 eiωt′ (2.121b)
D[Aˆ]ρˆ ≡ AˆρˆAˆ† − 1
2
{
Aˆ†Aˆ, ρˆ
}
(2.121c)
Assuming that the bath is in a thermal distribution, we can calculate the correlation
function GB˜B˜(ω) explicitly. First, we expand the expectation value 〈 ˆ˜B(t′) ˆ˜B(0)〉 as
〈 ˆ˜B(t′) ˆ˜B(0)〉 ≡
∑
kk′
gkg
∗
k
(
〈bˆkbˆ†k′〉 e−iωkt
′
+ 〈bˆ†kbˆk′〉 eiωkt
′
)
. (2.122)
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For a thermal distribution, we have
〈bˆkbˆ†k′〉 = [1 + n¯(ωk, T )] δkk′ , (2.123)
〈bˆ†kbˆk′〉 = n¯(ωk, T )δkk′ , (2.124)
where n¯(ωk, T ) is the mean photon number at frequency ωk and temperature T and
is given by the Bose-Einstein distribution [17] as
n¯(ωk, T ) ≡ 1
e
~ωk
kBT − 1
. (2.125)
Next, we replace the discrete sums over k in Eq. (2.122) as
∑
k
→ ∫ dωDb(ω), with
Db(ω) being the density of states, to obtain
〈 ˆ˜B(t′) ˆ˜B(0)〉 =
∫ ∞
0
dωDb(ω)|g(ω)|2
{
[1 + n¯(ω, T )]e−iωt
′
+ n¯(ω, T )eiωt
′
}
, (2.126)
Substituting Eq. (2.126) into expression (2.121b) for the correlation function and
applying Markov approximation, we obtain the correlation functions as
GB˜B˜(ωc) = 2piDb(ωc)|g(ωc)|2[1 + n¯(ωc, T )], (2.127a)
GB˜B˜(−ωc) = 2piDb(ωc)|g(ωc)|2n(ωc, T ). (2.127b)
Using the Fermi’s golden rule [50], we are able to relate the correlation function to
the damping rate as
κ(ωc) ≡ 2piDb(ωc)|g(ωc)|2. (2.128)
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Therefore, we obtain the Lindblad master equation for a single bosonic mode coupled
to a thermal reservoir as
ˆ˜˙ρs(t) = −i[HˆLS, ˆ˜ρs(t)] + [1 + n¯(ωc, T )]κ(ωc)D[aˆ] ˆ˜ρ(t) + n¯(ωc, T )κ(ωc)D[aˆ†] ˆ˜ρ(t).
(2.129)
Equation (2.129) describes the effective evolution of the reduced density matrix of a
cavity up to Markov and rotating wave approximation. Based on this result, the net
effect of the environment on the cavity is both downward and upward temperature
dependent transition rates. This equation is a standard result in quantum optics,
while employing the full Redfield-Bloch equation becomes essential only in the ultra-
strong coupling regime, where collective excitations are influenced by the bath as well
rather than just individual constituents of the system.
2.4.2 Input-output formalism
Lindblad master equation is derived by tracing out the bath degrees of freedom com-
pletely, which results in effective decay channels for the system. However, this for-
malism is not applicable to describe transmission type experiments where an incident
pulse is applied to the system and we want to measure the output response of the
system to the input field. In this section, we review the derivation of input-output
formalism for cavity-QED, which was first proposed by Collet and Gardiner in 1984
[59]. Contrary to Lindblad formalism, which is in Schrodinger picture, the input-
output formalism is based on Heisenberg equations of motion. The distinguishing
feature of this formalism from many other treatments of open quantum systems is
keeping the bath degrees of freedom instead of tracing them out completely.
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We start by the following Hamiltonian
Hˆ = Hˆs + Hˆb + Hˆsb, (2.130)
where Hˆs, Hˆb and Hˆsb are the system, bath and system-bath Hamiltonians. We keep
the system Hamiltonian generic, while focus on the dynamics of one of its modes that
is weakly coupled to the bath. Therefore, we write
Hˆb =
∑
k
~ωkbˆ†kbˆk, (2.131)
Hˆsb =
∑
k
~
(
gkaˆ
†bˆk + g∗k bˆ
†
kaˆ
)
, (2.132)
where k labels the bath degrees of freedom and gk is the weak system bath coupling
that allows for rotating wave approximation used in Hˆsb. Moreover, aˆ and bˆk are
bosonic operators obeying
[aˆ, aˆ†] = 1, [bˆk, bˆ
†
k′ ] = δkk′ . (2.133)
The Heisenberg equations of motion for the bosonic fields are obtained as
ˆ˙a(t) =
i
~
[Hˆ(t), aˆ(t)] = i
~
[Hˆs(t), aˆ(t)]−
∑
k
igkbˆk(t) (2.134a)
ˆ˙bk(t) =
i
~
[Hˆ, bˆk] = −iωkbˆk(t)− ig∗kaˆ(t) (2.134b)
Equation (2.134b) that describes the evolution of the bath modes bˆk(t) is linear and
hence can be solved explicitly as
bˆk(t) = bˆk(ti)e
−iωk(t−ti) − ig∗k
∫ t
ti
dt′aˆ(t′)e−iωk(t−t
′), (2.135)
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where ti < t is some initial time in the past. The first term is the free evolution
of the bath mode, while the second term arises due to coupling to the cavity mode.
Substituting Eq. (2.135) into Eq. (2.134a) for the cavity mode we obtain
ˆ˙a(t) =
i
~
[Hˆs(t), aˆ(t)]−
∫ t
ti
dt′K(t− t′)
[
aˆ(t′)eiωc(t−t
′)
]
−
∑
k
igke
−iωktbˆk(ti). (2.136)
The Kernel K encodes the memory of the cavity mode aˆ being coupled to its earlier
states and is given by
K(t− t′) =
∑
k
|gk|2e−i(ωk−ωc)(t−t′). (2.137)
Moreover, we have multiplied aˆ(t′) in the square bracket by an additional exponential
factor eiωc(t−t
′) to make it slowly varying.
To make anlytical progress, we simplify the memory term by Markov approxima-
tion. First, note that the Kernel can be reexpressed as
∑
k
|gk|2e−i(ωk−ωc)(t−t′) =
∫ ∞
−∞
dω
2pi
[∑
k
2pi|gk|2δ(ωc − ωk + ω)
]
e−iω(t−t
′), (2.138)
where we have inserted an additional identity as integral over a dirac δ-function.
The motivation for this reformulation is that the term in the square bracket can be
interpreted as the decay rate from the Fermi’s golden rule [50]
∑
k
2pi|gk|2δ(ωc − ωk + ω) = κc(ωc + ω). (2.139)
Next, we apply Markov approximation which assumes that the decay rate is not
frequency dependent, i.e. κc(ω+ωc) ≈ κc. Therefore, the Kernel can be approximated
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as
K(t− t′) ≈ κcδ(t− t′). (2.140)
Employing the indentity
∫ t
ti
dt′δ(t − t′) = 1/2 we find an effective equation for the
cavity mode as
ˆ˙a(t) =
i
~
[Hˆs(t), aˆ(t)]− κc
2
aˆ(t)−
∑
k
igke
−iωktbˆk(0), (2.141)
where the first term is the free evolution of the cavity mode due to Hˆs, the second
term, within the Markov approximation, has become a linear dissipation term for the
cavity mode, and finally the last term is the input field that moves towards the cavity.
Next, we simplify the input field further by assuming that the coupling gk varies
very smoothly around the frequency of interest ωc, such that we can relate the dissi-
pation κc and bath density of states as
κc = 2pig
2Db, (2.142)
Db ≡
∑
k
δ(ωc − ωk). (2.143)
Defining the input field as
bˆin(t) ≡ 1√
2piDb
∑
k
bˆk(ti)e
−iωk(t−ti), (2.144)
we are able to rewrite Eq. (2.141) as
ˆ˙a(t) =
i
~
[Hˆs(t), aˆ(t)]− κc
2
aˆ(t)−√κcbˆin(t). (2.145)
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Equation (2.145) provides the response of the cavity mode to an input field bˆin(t).
In most experiments, we do not have access to measure directly the intracavity field.
Instead, the dynamics of the cavity is usually inferred from analyzing the output field
bˆout(t). If the cavity does not respond the to the input field at all, then the output
field will be the same as the input field that is reflected from the end mirrors of
the cavity. On the other hand, if the mirrors are partially transparent that allows
the input field to penetrate the cavity, then the output field will contain information
about the intracavity dynamics.
In order to find a relation between the input and the output fields, we can write
an alternative solution to Eq. (2.134b) in terms of a final time, t < tf , as
bˆk(t) = bˆk(tf )e
−iωk(t−tf ) + ig∗k
∫ tf
t
dt′aˆ(t′)e−iωk(t−t
′), (2.146)
where now the evolution is backwards from the future time tf to t. Defining the
output field as
bˆout(t) ≡ 1√
2piDb
∑
k
bˆk(tf )e
−iωk(t−tf ), (2.147)
and going through the same derivation, we obtain another equation of motion for aˆ(t)
as
ˆ˙a(t) =
i
~
[Hˆs(t), aˆ(t)] + κc
2
aˆ(t)−√κcbˆout(t), (2.148)
where the crucial difference is that by reversing the direction of time damping becomes
gain and vice versa. Eventually, by subtracting Eqs. (2.148) and (2.145) we obtain
the desired input-output relation as
bˆout(t) = bˆin(t) +
√
κcaˆ(t). (2.149)
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The input-output relation (2.149) states that, up to rotating-wave and Markov ap-
proximations, the output field is just the reflected input field plus an additional cavity
response that is the field being radiated through the partially transparent cavity mir-
rors. In order to use these relations, first we have to solve for the cavity response,
i.e. aˆ(t), to a known input field bˆin(t) from Eq. (2.145) and then use Eq. (2.149) to
obtain the output response bˆout(t).
To illustrate this formalism, we apply it on a single mode cavity with system
Hamiltonian
Hˆs ≡ ~ωcaˆ†aˆ. (2.150)
For this system, Eq. (2.145) simplifies to
ˆ˙a(t) = −iωcaˆ− κc
2
aˆ(t)−√κcbˆin(t), (2.151)
which is a linear ODE with constant coefficients and hence can be solved exactly via
Laplace transform as
ˆ˜a(s) =
aˆ(0)
s+ iωc + κc/2
−
√
κc
ˆ˜bin(s)
s+ iωc + κc/2
. (2.152)
The first term in the solution (2.152) is the cavity response to its initial condition
that is a damped oscillatory solution. The second contribution gives the steady state
response of the cavity to the input field. Taking Laplace transform of the input-output
relation (2.152) and substituting it into Eq. (2.153) we obtain the output response in
the Laplace domain
ˆ˜bout(s) =
√
κc
s+ iωc + κc/2
aˆ(0) +
s+ iωc − κc/2
s+ iωc + κc/2
ˆ˜bin(s). (2.153)
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Therefore, the reflection coefficient from the cavity mirrors can be obtained as
Rc(s) ≡
ˆ˜bout(s)
ˆ˜bin(s)
=
s+ iωc − κc/2
s+ iωc + κc/2
. (2.154)
2.5 Summary
In this chapter, we provided a brief summary of the necessary theoretical foundation
of the field of cavity and circuit quantum electrodynamics. The presented material
here will be used in and is essential to understanding the work in the subsequent
chapters. In particular, our Heisenberg-Langevin formalism, discussed in chapter 3,
is indeed a generalization of input-output formalism without adopting rotating-wave,
two-level, Born or Markov approximations.
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Chapter 3
Non-Markovian dynamics of a
superconducting qubit in an open
multimode resonator
In this chapter, we study the dynamics of a transmon qubit that is capacitively
coupled to an open multimode superconducting resonator. Our effective equations are
derived by eliminating resonator degrees of freedom while encoding their effect in the
Green’s function of the electromagnetic background. We account for the dissipation of
the resonator exactly by employing a spectral representation for the Green’s function
in terms of a set of non-Hermitian modes and show that it is possible to derive
effective Heisenberg-Langevin equations without resorting to the rotating wave, two
level, Born or Markov approximations. A well-behaved time domain perturbation
theory is derived to systematically account for the nonlinearity of the transmon. We
apply this method to the problem of spontaneous emission, capturing accurately the
non-Markovian features of the qubit dynamics, valid for any qubit-resonator coupling
strength.
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a) b)
Figure 3.1: a) Transmon qubit linearly (capacitively) coupled to an open harmonic
electromagnetic background, i.e. a multimode superconducting resonator, character-
ized by Green’s function G˜(ω). b) Separation of linear and anharmonic parts of the
Josephson potential.
3.1 Introduction
Superconducting circuits are of interest for gate based quantum information process-
ing [40, 13, 37] and for fundamental studies of collective quantum phenomena away
from equilibrium [76, 145, 78]. In these circuits, Josephson junctions provide the non-
linearity required to define a qubit or a pseudo-spin degree of freedom, and low loss
microwave waveguides and resonators provide a convenient linear environment to me-
diate interactions between Josephson junctions [105, 157, 53, 52, 167, 153, 86], act as
Purcell filters [75, 81, 24] or as suitable access ports for efficient state preparation and
readout. Fabrication capabilities have reached a stage where coherent interactions be-
tween multiple qubits occur through a waveguide [167], active coupling elements [142]
or cavity arrays [119], while allowing manipulation and readout of individual qubits
in the circuit. In addition, experiments started deliberately probing regimes featuring
very high qubit coupling strengths [130, 54, 163] or setups where multimode effects
cannot be avoided [161]. Accurate modeling of these complex circuits has not only
become important for designing such circuits, e.g. to avoid cross talk and filter out
the electromagnetic environment, but also for the fundamental question of the collec-
tive quantum dynamics of qubits [123]. In this work, we introduce a first principles
Heisenberg-Langevin framework that accounts for such complexity.
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The inadequacy of the standard Cavity QED models based on the interaction of
a pseudo-spin degree of freedom with a single cavity mode was recognized early on
[75]. In principle, the Rabi model could straightforwardly be extended to include
many cavity electromagnetic modes and the remaining qubit transitions (See Sec. III
of [112]), but this does not provide a computationally viable approach for several
reasons. Firstly, we do not know of a systematic approach for the truncation of this
multimode multilevel system. Secondly, the truncation itself will depend strongly
on the spectral range that is being probed in a given experiment (typically around
a transition frequency of the qubit), and the effective model for a given frequency
would have to accurately describe the resonator loss in a broad frequency range. It is
then unclear whether the Markov approximation would be sufficient to describe such
losses.
Multimode effects come to the fore in the accurate computation of the effective
Purcell decay of a qubit [75] or the photon-mediated effective exchange interaction
between qubits in the dispersive regime [52], where the perturbation theory is diver-
gent. A phenomenological semiclassical approach to the accurate modeling of Purcell
loss has been suggested [75], based on the availability of the effective impedance seen
by the qubit. A full quantum model that incorporates the effective impedance of the
linear part of the circuit at its core was later presented [131]. This approach correctly
recognizes that a better behaved perturbation theory in the nonlinearity can be de-
veloped if the hybridization of the qubit with the linear multimode environment is
taken into account at the outset [19]. Incorporating the dressing of the modes into
the basis that is used to expand the nonlinearity gives then rise to self- and cross-Kerr
interactions between hybridized modes. This basis however does not account for the
open nature of the resonator. Qubit loss is then extracted from the poles of the linear
circuit impedance at the qubit port, Z(ω). This quantity can in principle be measured
or obtained from a simulation of the classical Maxwell equations. Finding the poles
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of Z(ω) through Foster’s theorem introduces potential numerical complications [158].
Moreover, the interplay of the qubit nonlinearity and dissipation is not addressed
within Rayleigh-Schro¨dinger perturbation theory. An exact treatment of dissipation
is important for the calculation of multimode Purcell rates of qubits as well as the
dynamics of driven dissipative qubit networks [3].
The difficulty with incorporating dissipation on equal footing with energetics in
open systems is symptomatic of more general issues in the quantization of radiation in
finite inhomogeneous media. One of the earliest thorough treatments of this problem
[62] proposes to use a complete set of states in the unbounded space including the finite
body as a scattering object. This “modes of the universe” approach [99, 29] is well-
defined but has an impractical aspect: one has to deal with a continuum of modes,
and as a consequence simple properties characterizing the scatterer itself (e.g. its
resonance frequencies and widths) are not effectively utilized. Several methods have
been proposed since then to address this shortcoming, which discussed quantization
using quasi-modes (resonances) of the finite-sized open resonator [35, 98, 47, 69].
Usually, these methods treat the atomic degree of freedom as a two-level system and
use the rotating wave and the Markov approximations.
In the present work, rather than using a Hamiltonian description, we derive an
effective Heisenberg-Langevin equation to describe the dynamics of a transmon qubit
[92] capacitively coupled to an open multimode resonator (See Fig. 3.1a). Our treat-
ment illustrates a general framework that does not rely on the Markov, rotating wave
or two level approximations. We show that the electromagnetic degrees of freedom of
the entire circuit can be integrated out and appear in the equation of motion through
the classical electromagnetic Green’s function (GF) corresponding to the Maxwell op-
erator and the associated boundary conditions. A spectral representation of the GF
in terms of a complete set of non-Hermitian modes [165, 115] accounts for dissipative
effects from first principles. This requires the solution of a boundary-value problem
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of the Maxwell operator only in the finite domain of the resonator. Our main result is
the effective equation of motion (3.29), which is a Heisenberg-Langevin [150, 59, 28]
integro-differential equation for the phase operator of the transmon. Outgoing fields,
which may be desired to calculate the homodyne field at the input of an amplifier
chain, can be conveniently related through the GF to the qubit phase operator.
As an immediate application, we use the effective Heisenberg-Langevin equation
of motion to study spontaneous emission. The spontaneous emission of a two level
system in a finite polarizable medium was calculated [46] in the Schro¨dinger-picture
in the spirit of Wigner-Weisskopf theory [150]. These calculations are based on a
radiation field quantization procedure which incorporates continuity and boundary
conditions corresponding to the finite dielectric [117, 67], but only focus on separa-
ble geometries where the GF can be calculated semianalytically. A generalization
of this methodology to an arbitrary geometry [95] uses an expansion of the GF in
terms of a set of non-Hermitian modes for the appropriate boundary value problem
[165, 115]. This approach is able to consistently account for multimode effects where
the atom-field coupling strength is of the order of the free spectral range of the cav-
ity [120, 95, 161] for which the atom is found to emit narrow pulses at the cavity
roundtrip period [95]. A drawback of these previous calculations performed in the
Schro¨dinger picture is that without the rotating wave approximation, no truncation
scheme has been proposed so far to reduce the infinite hierarchy of equations to a
tractable Hilbert space dimension. The employment of the rotating wave approxi-
mation breaks this infinite hierarchy through the existence of a conserved excitation
number. The Heisenberg-Langevin method introduced here is valid for arbitrary
light-matter coupling, and therefore can access the dynamics accurately where the
rotating-wave approximation is not valid.
In summary, our microscopic treatment of the openness is one essential difference
between our study and previous works on the collective excitations of circuit-QED
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systems with a localized Josephson nonlinearity [170, 19, 131, 101]. In our work, the
lifetime of the collective excitations arises from a proper treatment of the resonator
boundary conditions [33]. The harmonic theory of the coupled transmon-resonator
system is exactly solvable via Laplace transform. Transmon qubits typically operate
in a weakly nonlinear regime, where charge dispersion is negligible [92]. We treat the
Josephson anharmonicity on top of the non-Hermitian linear theory (See Fig 3.1b)
using multi-scale perturbation theory (MSPT) [9, 129, 159]. First, it resolves the
anomaly of secular contributions in conventional time-domain perturbation theories
via a resummation [9, 129, 159]. While this perturbation theory is equivalent to the
Rayleigh-Schro¨dinger perturbation theory when the electromagnetic environment is
closed, it allows a systematic expansion even when the environment is open and the
dynamics is non-unitary. Second, we account for the self-Kerr and cross-Kerr in-
teractions [44] between the collective non-Hermitian excitations extending [19, 131].
Third, treating the transmon qubit as a weakly nonlinear bosonic degree of freedom
allows us to include the linear coupling to the environment non-perturbatively. This
is unlike the dispersive limit treatment of the light-matter coupling as a perturba-
tion [15]. Therefore, the effective equation of motion is valid for all experimentally
accessible coupling strengths [162, 171, 140, 2, 130, 54, 163, 161].
We finally present a perturbative procedure to reduce the computational complex-
ity of the solution of Eq. (3.29), originating from the enormous Hilbert space size,
when the qubit is weakly anharmonic. Electromagnetic degrees of freedom can then
be perturbatively traced out resulting in an effective equation of motion (3.63) in the
qubit Hilbert space only, which makes its numerical simulation tractable.
The paper is organized as follows: In Sec. 3.2, we introduce a toy model to famil-
iarize the reader with the main ideas and notation. In Sec. 3.3, we present an ab initio
effective Heisenberg picture dynamics for the transmon qubit. The derivation for this
effective model has been discussed in detail in Apps. B and C. In Sec. 3.4.1, we study
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linear theory of spontaneous emission. In Sec. 3.4.2, we employ quantum multi-scale
perturbation theory to investigate the effective dynamics beyond linear approxima-
tion. The details of multi-scale calculations are presented in App. E. In Sec. 3.4.3 we
compare these results with the pure numerical simulation. We summarize the main
results of this paper in Sec. 3.5.
3.2 Toy model
In this section, we discuss a toy model that captures the basic elements of the effective
equation (Eq. (3.29)), which we derive in full microscopic detail in Sec. 3.3. This will
also allow us to introduce the notation and concepts relevant to the rest of this
paper, in the context of a tractable and well-known model. We consider the single-
mode Cavity QED model, consisting of a nonlinear quantum oscillator (qubit) that
couples linearly to a single bosonic degree of freedom representing the cavity mode
(Fig. 3.1). This mode itself is coupled to a continuum set of bosons playing the role
of the waveguide modes. When the nonlinear oscillator is truncated to the lowest
two levels, this reduces to the standard open Rabi Model, which is generally studied
using Master equation [141] or stochastic Schro¨dinger equation [73] approaches. Here
we will discuss a Heisenberg-picture approach to arrive at an equation of motion for
qubit quadratures. The Hamiltonian for the toy model is (~ = 1)
Hˆ ≡ ωj
4
(
Xˆ 2j + Yˆ2j
)
+
ωj
2
U(Xˆj)
+
ωc
4
(
Xˆ 2c + Yˆ2c
)
+ gYˆjYˆc
+
∑
b
[ωb
4
(
Xˆ 2b + Yˆ2b
)
+ gbYˆcYˆb
]
,
(3.1)
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where ωj, ωc and ωb are bare oscillation frequencies of qubit, the cavity and the bath
modes, respectively. We have defined the canonically conjugate variables
Xˆl ≡ (aˆl + aˆ†l ), Yˆl ≡ −i(aˆl − aˆ†l ), (3.2)
where aˆl represent the boson annihilation operator of sector l ≡ j, c, b. Furthermore,
g and gb are qubit-cavity and cavity-bath couplings. U(Xˆj) represents the nonlinear
part of the potential shown in Fig. 3.1b with a blue spider symbol.
The remainder of this section is structured as follows. In Sec. 3.2.1, we eliminate
the cavity and bath degrees of freedom to obtain an effective Heisenberg-Langevin
equation of motion for the qubit. We dedicate Sec. 3.2.2 to the resulting characteristic
function describing the hybridized modes of the linear theory.
3.2.1 Effective dynamics of the qubit
In this subsection, we derive the equations of motion for the Hamiltonian (3.1). We
first integrate out the bath degrees of freedom via Markov approximation to obtain
an effective dissipation for the cavity. Then, we eliminate the degrees of freedom
of the leaky cavity mode to arrive at an effective equation of motion for the qubit,
expressed in terms of the GF of the cavity. The Heisenberg equations of motion are
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found as
ˆ˙Xj(t) = ωjYˆj(t) + 2gYˆc(t), (3.3a)
ˆ˙Yj(t) = −ωj
{
Xˆj(t) + U ′[Xˆj(t)]
}
, (3.3b)
ˆ˙Xc(t) = ωcYˆc(t) + 2gYˆj(t) +
∑
b
2gbYˆb(t), (3.3c)
ˆ˙Yc(t) = −ωcXˆc(t), (3.3d)
ˆ˙Xb(t) = ωbYˆb(t) + 2gbYˆc(t) (3.3e)
ˆ˙Yb(t) = −ωbXˆb(t), (3.3f)
where U ′[Xˆj] ≡ dU/dXˆj. Eliminating Yˆj,c,b(t) using Eqs. (3.3b), (3.3d) and (3.3f) first,
and integrating out the bath degree of freedom via Markov approximation [150, 173]
we obtain effective equations for the qubit and cavity as
ˆ¨Xj(t) + ω2j
{
Xˆj(t) + U ′[Xˆj(t)]
}
= −2gωcXˆc(t), (3.4a)
ˆ¨Xc(t) + 2κc ˆ˙Xc(t) + ω2c Xˆc(t)
= −2gωj
{
Xˆj(t) + U ′[Xˆj(t)]
}
− fˆB(t),
(3.4b)
where 2κc is the effective dissipation [151, 25, 33] and fˆB(t) is the noise operator of
the bath seen by the cavity
fˆB(t) =
∑
b
2gb
[
ωbXˆb(0) cos(ωbt) + ˆ˙Xb(0) sin(ωbt)
]
. (3.5)
Note that Eq. (3.4b) is a linear non-homogoneous ODE in terms of Xˆc(t). There-
fore, it is possible to find its general solution in terms of its impulse response, i.e. the
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GF of the associated classical cavity oscillator:
G¨c(t, t
′) + 2κcG˙c(t, t′) + ω2cGc(t, t
′) = −δ(t− t′). (3.6)
Following the Fourier transform conventions
G˜c(ω) ≡
∫ ∞
−∞
dtGc(t, t
′)eiω(t−t
′), (3.7a)
Gc(t, t
′) ≡
∫ ∞
−∞
dω
2pi
G˜c(ω)e
−iω(t−t′), (3.7b)
we obtain an algebraic solution for G˜c(ω) as
G˜c(ω) =
1
(ω − ωC)(ω + ω∗C)
, (3.8)
with ωC ≡ νc − iκc and νc ≡
√
ω2c − κ2c . Taking the inverse Fourier transform of
Eq. (3.8) we find the single mode GF of the cavity oscillator
Gc(t, t
′) = − 1
νc
sin [νc(t− t′)] e−κc(t−t′)Θ(t− t′), (3.9)
where since the poles of G˜c(ω) reside in the lower-half of the complex ω-plane, Gc(t, t
′)
is retarded (causal) and Θ(t) stands for the Heaviside step function [1].
Then, the general solution to Eq. (3.4b) can be expressed in terms of Gc(t, t
′) as
[125]
Xˆc(t) = 2gωj
∫ t
0
dt′Gc(t, t′)
{
Xˆj(t′) + U ′[Xˆj(t′)]
}
+ (∂t′ + 2κc)Gc(t, t
′)|t′=0 Xˆc(0)−Gc(t, 0) ˆ˙Xc(0)
+
∫ t
0
dt′Gc(t, t′)fˆB(t′).
(3.10)
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Substituting Eq. (3.10) into the RHS of Eq. (3.4a) and defining
K(t) ≡ 4g2ωc
ωj
Gc(t, 0), (3.11a)
D(t) ≡ −2gωcGc(t, 0), (3.11b)
I(ω) ≡ −2gωcG˜c(ω), (3.11c)
we find the effective dynamics of the nonlinear oscillator in terms of Xˆj(t) as
ˆ¨Xj(t) + ω2j
{
Xˆj(t) + U ′[Xˆj(t)]
}
=
−
∫ t
0
dt′K(t− t′)ω2j
{
Xˆj(t′) + U ′[Xˆj(t′)]
}
+
∫ t
0
dt′D(t− t′)fˆB(t′)
+
∫ ∞
−∞
dω
2pi
I(ω)
[
(iω + 2κc)Xˆc(0)− ˆ˙Xc(0)
]
e−iωt.
(3.12)
The LHS of Eq. (3.12) is the free dynamics of the qubit. The first term on the RHS
includes the memory of all past events encoded in the memory kernel K(t). The
second term incorporates the influence of bath noise on qubit dynamics and plays the
role of a drive term. Finally, the last term captures the effect of the initial operator
conditions of the cavity. Note that even though Eq. (3.12) is an effective equation for
the qubit, all operators act on the full Hilbert space of the qubit and the cavity.
3.2.2 Linear theory
In the absence of the nonlinearity, i.e. U [Xˆj] = 0, Eq. (3.12) is a linear integro-
differential equation that can be solved exactly via unilateral Laplace transform
f˜(s) ≡
∫ ∞
0
dte−stf(t), (3.13)
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since the memory integral on the RHS appears as a convolution between the kernel
K(t) and earlier values of Xˆj(t′) for 0 < t′ < t. Employing the convolution identity
L
{∫ t
0
dt′K(t− t′)Xˆj(t′)
}
= K˜(s) ˆ˜Xj(s), (3.14)
we find that the Laplace solution to Eq. (3.12) takes the general form
ˆ˜Xj(s) = Nˆj(s)
Dj(s)
, (3.15)
where the numerator
Nˆj(s) = sXˆj(0) + ˆ˙Xj(0)−
2gωc
[
(s+ 2κc)Xˆc(0) + ˆ˙Xc(0)− ˆ˜fB(s)
]
s2 + 2κcs+ ω2c
, (3.16)
contains the information regarding the initial conditions and the noise operator. The
characteristic function Dj(s) is defined as
Dj(s) ≡ s2 + ω2j
[
1 + K˜(s)
]
= s2 + ω2j −
4g2ωjωc
s2 + 2κcs+ ω2c
, (3.17)
which is the denominator of the algebraic Laplace solution (3.15). Therefore, its roots
determine the complex resonances of the coupled system. The poles of Dj(s) are, on
the other hand, the bare complex frequencies of the dissipative cavity oscillator found
before, zc ≡ −iωC . Therefore, Dj(s) can always be represented formally as
Dj(s) = (s− pj)(s− p∗j)
(s− pc)(s− p∗c)
(s− zc)(s− z∗c )
, (3.18)
where pj and pc are the qubit-like and cavity-like poles such that for g → 0 we get
pj → −iωj and pc → −iωC ≡ zc. In writing Eq. (3.18), we have used the fact that
the roots of a polynomial with real coefficients come in complex conjugate pairs.
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Figure 3.2: a) Hybridized poles of the linear theory, pj and pc, obtained from
Eqs. (3.17) and (3.19) for the resonant case ωj = ν
−
c , κc = 0.1νc as a function of
g ∈ [0, 0.5ωj] with increment ∆g = 0.005ωj. The blue circles and green stars show
the qubit-like pole pj with and without RW, respectively. Similarly, the red squares
and purple crosses show the cavity-like pole pc. b) and c) represent the difference
∆pj,c ≡ pj,c − pRWj,c between the two solutions. The black arrows show the direction
of increase in g.
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It is worth emphasizing that our toy model avoids the rotating wave (RW) ap-
proximation. This approximation is known to break down in the ultrastrong coupling
regime [20, 2, 130, 54, 163]. In order to understand its consequence and make a quan-
titative comparison, we have to find how the RW approximation modifies Dj(s). Note
that by applying the RW approximation, only the coupling Hamiltonian in Eq. (3.1)
transforms as
YˆjYˆc −→
RW
1
2
(
XˆjXˆc + YˆjYˆc
)
. (3.19)
Then, the modified equations of motion for Xˆj(t) and Xˆc(t) read
ˆ¨Xj(t) +
(
ω2j + g
2
) Xˆj(t) = −g(ωj + ωc)Xˆc(t), (3.20a)
ˆ¨Xc(t) + 2κc ˆ˙Xc(t) +
(
ω2c + g
2
) Xˆc(t) = −g(ωj + ωc)Xˆj(t)− fˆB(t). (3.20b)
Note that the form of Eqs. (3.20a-3.20b) is the same as Eqs. (3.4a-3.4b) except for
the modified parameters. Therefore, following the same calculation as in Sec. 3.2.1
we find a new characteristic function DRWj (s) which reads
DRWj (s) = s
2 +
(
ω2j + g
2
)− g2(ωj + ωc)2
s2 + 2κcs+ (ω2c + g
2)
. (3.21)
We compare the complex roots of Dj(s) and D
RW
j (s) in Fig. 3.2 as a function of
g. For g = 0, the poles start from their bare values iωj and iνc − κc and the results
with and without RW match exactly. As g increases both theories predict that the
dissipative cavity oscillator passes some of its decay rate to the qubit oscillator. This
is seen in Fig. 3.2a where the poles move towards each other in the s-plane while the
oscillation frequency is almost unchanged. As g is increased more, there is an avoided
crossing and the poles resolve into two distinct frequencies. After this point, the
predictions from Dj(s) and D
RW
j (s) for pj and pc deviate more significantly. This is
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Figure 3.3: A transmon qubit coupled to an open superconducting resonator.
more visible in Figs. 3.2b and 3.2c that show the difference between the two solutions
in the complex s-plane. In addition, there is a saturation of the decay rates to half
of the bare decay rate of the dissipative cavity oscillator.
In summary, we have obtained the effective equation of motion (3.12) for the
quadrature Xˆj(t) of the nonlinear oscillator. This equation incorporates the effects
of memory, initial conditions of the cavity and drive. It admits an exact solution
via Laplace transform in the absence of nonlinearity. To lowest order, the Josephson
nonlinearity is a time-domain perturbation ∝ Xˆ 3j (t) in Eq. (3.12). This amounts
to a quantum Duffing oscillator [21] coupled to a linear environment. Time-domain
perturbation theory consists of an order by order solution of Eq. (3.12). A naive
application leads to the appearance of resonant coupling between the solutions at
successive orders. The resulting solution contains secular contributions, i.e. terms
that grow unbounded in time. We present the resolution of this problem using multi-
scale perturbation theory (MSPT) [9, 129, 159] in Sec. 3.4.2.
3.3 Effective dynamics of a transmon qubit
In this section, we present a first principles calculation for the problem of a transmon
qubit that couples capacitively to an open multimode resonator (see Fig. 3.3). Like
the toy model in Sec. 3.2, this calculation relies on an effective equation of motion
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for the transmon qubit quadratures, in which the photonic degrees of freedom are
integrated out. In contrast to the toy model where the decay rate was obtained via
Markov approximation, we use a microscopic model for dissipation [151, 25]. We
model our bath as a pair of semi-infinite waveguides capacitively coupled to each end
of a resonator.
As shown in Fig. 3.3, the transmon qubit is coupled to a superconducting res-
onator of finite length L by a capacitance Cg. The resonator itself is coupled to the
two waveguides at its ends by capacitances CR and CL, respectively. For all these
elements, the capacitance and inductance per length are equal and given as c and l,
correspondingly. The transmon qubit is characterized by its Josephson energy Ej,
which is tunable by an external flux bias line (FBL) [83], and its charging energy
Ec, which is related to the capacitor Cj as Ec = e
2/(2Cj). The explicit circuit quan-
tization is explained in App. B following a standard approach [39, 33, 11, 38]. We
describe the system in terms of flux operator Φˆj(t) for transmon and flux fields Φˆ(x, t)
and ΦˆR,L(x, t) for the resonator and waveguides.
The dynamics for the quantum flux operators of the transmon and each resonator
shown in Fig. 3.3 is derived in App. B. In what follows, we work with unitless variables
x
L
→ x, t√
lcL
→ t,
√
lcLω → ω, 2pi Φˆ
Φ0
→ ϕˆ, (3.22)
where Φ0 ≡ h/(2e) is the flux quantum and 1/
√
lc is the phase velocity. We also
define unitless parameters
χi ≡ Ci
cL
, i = R,L, j, g, s (3.23)
Ej,c ≡
√
lcL
Ej,c
~
. (3.24)
The Heisenberg equation of motion for the transmon reads
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Notation Definition Physical Meaning
χ C/cL unitless capacitance
χs χgχj/(χg + χj) series capacitance
γ χg/(χg + χj) capacitive ratio
χ(x, x0) 1 + χsδ(x− x0) capacitance per length
Ej,c
√
lcLEj,c/~ unitless energy
ωj
√
8EcEj bare transmon frequency
 (Ec/Ej)1/2 nonlinearity measure
ε
√
2
6
(Ec/Ej)1/2 small expansion parameter
Φ0 h/(2e) flux quantum
φzpf (2Ec/Ej)1/4 zero-point fluctuation phase
Φˆ(t)
∫ t
0
dt′Vˆ (t) flux
ϕˆ(t) 2piΦˆ/Φ0 phase
φˆj(t) Trph{ρˆph(0)ϕˆj(t)} reduced phase
Xˆ (t) ϕˆ(t)/φzpf unitless quadrature
Xˆj(t) φˆj(t)/φzpf reduced unitless quadrature
Table 3.1: Summary of definitions for some parameters and variables. Operators are
denoted by a hat notation.
ˆ¨ϕj(t) + (1− γ)ω2j sin [ϕˆj(t)] = γ∂2t ϕˆ(x0, t), (3.25)
where γ ≡ χg/(χg + χj) is a capacitive ratio, ωj ≡
√
8EcEj is the unitless bare
transmon frequency and x0 is the location of transmon. The phase field ϕˆ(x, t) of the
resonator satisfies an inhomogeneous wave equation
[
∂2x − χ(x, x0)∂2t
]
ϕˆ(x, t) = χsω
2
j sin [ϕˆj(t)]δ(x− x0), (3.26)
where χ(x, x0) = 1 + χsδ(x− x0) is the unitless capacitance per unit length modified
due to coupling to the transmon qubit, and χs ≡ χgχj/(χg +χj) is the unitless series
capacitance of Cj and Cg. The effect of a nonzero χs reflects the modification of the
cavity modes due to the action of the transmon as a classical scatterer [112]. We
note that this modification is distinct from, and in addition to, the modification of
the cavity modes due to the linear part of the transmon potential discussed in [131].
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Table 3.1 lists the unitless variables and parameters used in the remainder of this
paper.
The flux field in each waveguide obeys a homogeneous wave equation
(
∂2x − ∂2t
)
ϕˆR,L(x, t) = 0. (3.27)
The boundary conditions (BC) are derived from conservation of current at each end
of the resonator as
− ∂xϕˆ|x=1− = − ∂xϕˆR|x=1+ = χR∂2t
[
ϕˆ(1−, t)− ϕˆR(1+, t)
]
, (3.28a)
− ∂xϕˆ|x=0+ = − ∂xϕˆL|x=0− = χL∂2t
[
ϕˆL(0
−, t)− ϕˆ(0+, t)] . (3.28b)
Equations (3.25-3.28b) completely describe the dynamics of a transmon qubit
coupled to an open resonator. Note that according to Eq. (3.25) the bare dynamics
of the transmon is modified due to the force term γ∂2t ϕˆ(x0, t). Therefore, in order
to find the effective dynamics for the transmon, we need to solve for ϕˆ(x, t) first and
evaluate it at the point of connection x = x0. This can be done using the classical
electromagnetic GF by virtue of the homogeneous part of Eqs. (3.26,3.27) being linear
in the quantum fields (see App. C.1). Substituting it into the LHS of Eq. (3.25) and
further simplifying leads to the effective dynamics for the transmon phase operator
ˆ¨ϕj(t) + (1− γ)ω2j sin [ϕˆj(t)] =
+
d2
dt2
∫ t
0
dt′K0(t− t′)ω2j sin [ϕˆj(t′)]
+
∫ +∞
−∞
dω
2pi
DR(ω) ˆ˜ϕincR (1+, ω)e−iωt
+
∫ +∞
−∞
dω
2pi
DL(ω) ˆ˜ϕincL (0−, ω)e−iωt
+
∫ 1+
0−
dx′
∫ +∞
−∞
dω
2pi
I(x′, ω)
[
iωϕˆ(x′, 0)− ˆ˙ϕ(x′, 0)
]
e−iωt.
(3.29)
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The electromagnetic GF is the basic object that appears in the various kernels con-
stituting the above integro-differential equation:
Kn(τ) ≡ γχs
∫ +∞
−∞
dω
2pi
ωnG˜(x0, x0, ω)e
−iωτ , (3.30a)
DR(ω) ≡ −2iγω3G˜(x0, 1+, ω), (3.30b)
DL(ω) ≡ −2iγω3G˜(x0, 0−, ω), (3.30c)
I(x′, ω) ≡ γω2χ(x′, x0)G˜(x0, x′, ω). (3.30d)
Equation (3.29) fully describes the effective dynamics of the transmon phase operator.
The various terms appearing in this equation have transparent physical interpretation.
The first integral on the RHS of Eq. (3.29) represents the retarded self-interaction of
the qubit. It contains the GF in the form G˜(x0, x0, ω) and describes all processes in
which the electromagnetic radiation is emitted from the transmon at x = x0 and is
scattered back again. We will see later on that this term is chiefly responsible for the
spontaneous emission of the qubit. The boundary terms include only the incoming
part of the waveguide phase fields. They describe the action of the electromagnetic
fluctuations in the waveguides on the qubit, as described by the propagators from
cavity interfaces to the qubit, G˜(x0, 0
−, ω) and G˜(x0, 1+, ω). The phase fields ϕˆL(0−, t)
and ϕˆR(1
+, t) may contain a classical (coherent) part as well. Finally, the last integral
adds up all contributions of a nonzero initial value for the electromagnetic field inside
the resonator that propagates from the point 0 < x′ < 1 to the position of transmon
x0.
The solution to the effective dynamics (3.29) requires knowledge of G˜(x, x′, ω).
To this end, we employ the spectral representation of the GF in terms of a set of
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constant flux (CF) modes [165, 164]
G˜(x, x′, ω) =
∑
n
ϕ˜n(x, ω) ¯˜ϕ
∗
n(x
′, ω)
ω2 − ω2n(ω)
, (3.31)
where ϕ˜n(x, ω) and ¯˜ϕn(x, ω) are the right and left eigenfunctions of the Helmholtz
eigenvalue problem with outgoing BC and hence carry a constant flux when x→ ±∞.
Note that in this representation, both the CF frequencies ωn(ω) and the CF modes
ϕ˜n(x, ω) parametrically depend on the source frequency ω. The expressions for ωn(ω)
and ϕ˜n(x, ω) are given in App. C.3.
The poles of the GF are the solutions to ω = ωn(ω) that satisfy the transcendental
equation
[
e2iωn − (1− 2iχLωn)(1− 2iχRωn)
]
+
i
2
χsωn[e
2iωnx0 + (1− 2iχLωn)]
× [e2iωn(1−x0) + (1− 2iχRωn)] = 0.
(3.32)
The solutions to Eq. (3.32) all reside in the lower half of ω-plane resulting in a finite
lifetime for each mode that is characterized by the imaginary part of ωn ≡ νn − iκn.
In Fig. 3.4 we plotted the decay rate κn versus the oscillation frequency νn of the
first 100 modes for x0 = 0 and different values of χR = χL and χs. There is a
transition from a super-linear [75] dependence on mode number for smaller opening
to a sub-linear dependence for larger openings. Furthermore, increasing χs always
decreases the decay rate κn. Intuitively, χs is the strength of a δ-function step in the
susceptibility at the position of the transmon. An increase in the average refractive
index inside the resonator generally tends to redshift the cavity resonances, while
decreasing their decay rate.
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Figure 3.4: Decay rate κn versus oscillation frequency νn for the first 100 non-
Hermitian modes for x0 = 0 and different values of χs. a) χR = χL = 10
−5, b)
χR = χL = 10
−3, c) χR = χL = 10−2 and d) χR = χL = 10−1.
In summary, we have derived an effective equation of motion, Eq. (3.29), for the
transmon qubit flux operator ϕˆj, in which the resonator degrees of freedom enter via
the electromagnetic GF G˜(x, x′, ω) given in Eq. (3.31).
3.4 Spontaneous emission into a leaky resonator
In this section, we revisit the problem of spontaneous emission [137, 87, 64, 77, 82,
46, 75, 95], where the system starts from the initial density matrix
ρˆ(0) = ρˆj(0)⊗ |0〉ph 〈0|ph , (3.33)
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such that the initial excitation exists in the transmon sector of Hilbert space with
zero photons in the resonator and waveguides. ρˆj(0) is a general density matrix in the
qubit subspace. For our numerical simulation of the spontaneous emission dynamics
in terms of quadratures, we will consider ρˆj(0) = |Ψj(0)〉 〈Ψj(0)| with |Ψj(0)〉 =
(|0〉j + |1〉j)/
√
2. The spontaneous emission was conventionally studied through the
Markov approximation of the memory term which results only in a modification of
the qubit-like pole. This is the Purcell modified spontaneous decay where, depending
on the density of the states of the environment, the emission rate can be suppressed
or enhanced [137, 87, 64, 77, 82]. We extract the spontaneous decay as the real
part of transmon-like pole in a full multimode calculation that is accurate for any
qubit-resonator coupling strength.
A product initial density matrix like Eq. (3.33) allows us to reduce the generic dy-
namics significantly, since the expectation value of any operator Oˆ(t) can be expressed
as
Trj Trph
{
ρˆj(0)⊗ ρˆph(0)Oˆ(t)
}
= Trj
{
ρˆj(0)Oˆ(t)
}
(3.34)
where Oˆ ≡ Trph{Oˆ} is the reduced operator in the Hilbert space of the transmon.
Therefore, we define a reduced phase operator
φˆj(t) ≡ Trph{ρˆph(0)ϕˆj(t)}. (3.35)
In the absence of an external drive, the generic effective dynamics in Eq. (3.29) reduces
to
ˆ¨φj(t) + ω
2
j [1− γ + iK1(0)] Trph {ρˆph(0) sin [ϕˆj(t)]}
= −
∫ t
0
dt′K2(t− t′)ω2j Trph {ρˆph(0) sin [ϕˆj(t′)]} .
(3.36)
76
The derivation of Eq. (3.36) can be found in Apps. C.5 and C.6.
Note that, due to the sine nonlinearity, Eq. (3.36) is not closed in terms of φˆj(t).
However, in the transmon regime [92], where Ej  Ec, the nonlinearity in the spec-
trum of transmon is weak. This becomes apparent when we work with the unitless
quadratures
Xˆj(t) ≡ φˆj(t)
φzpf
, Xˆj(t) ≡ ϕˆj(t)
φzpf
, (3.37)
where φzpf ≡ (2Ec/Ej)1/4 is the zero-point fluctuation (zpf) phase amplitude. Then,
we can expand the nonlinearity in both sides of Eq. (3.36) as
sin [ϕˆj(t)]
φzpf
=
ϕˆj(t)
φzpf
− ϕˆ
3
j(t)
3!φzpf
+O
[
ϕˆ5j(t)
φzpf
]
= Xˆj(t)−
√
2
6
Xˆ 3j (t) +O
(
2
)
,
(3.38)
where  ≡ (Ec/Ej)1/2 appears as a measure for the strength of the nonlinearity. In
experiment, the Josephson energy Ej can be tuned through the FBL while the charging
energy Ec is fixed. Therefore, a higher transmon frequency ωj =
√
8EcEj is generally
associated with a smaller  and hence weaker nonlinearity.
The remainder of this section is organized as follows. In Sec. 3.4.1 we study the
linear theory. In Sec. 3.4.2 we develop a perturbation expansion up to leading order in
. In Sec. 3.4.3, we compare our analytical results with numerical simulation. Finally,
in Sec. 3.4.4 we discuss the output response of the cQED system that can be probed
in experiment.
3.4.1 Linear theory
In this subsection, we solve the linear effective dynamics and discuss hybridization
of the transmon and the resonator resonances. We emphasize the importance of off-
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resonant modes as the coupling χg is increased. We next investigate the spontaneous
decay rate as a function of transmon frequency ωj and coupling χg and find an
asymmetric dependence on ωj in agreement with a previous experiment [75].
Neglecting the cubic term in Eq. (3.38), the partial trace with respect to the
resonator modes can be taken directly and we obtain the effective dynamics
ˆ¨Xj(t) + ω
2
j [1− γ + iK1(0)] Xˆj(t) = −
∫ t
0
dt′K2(t− t′)ω2j Xˆj(t′). (3.39)
Then, using Laplace transform we can solve Eq. (3.39) as
ˆ˜Xj(s) =
sXˆj(0) + ωjYˆj(0)
Dj(s)
, (3.40)
with Dj(s) defined as
Dj(s) ≡ s2 + ω2j
[
1− γ + iK1(0) + K˜2(s)
]
. (3.41)
Equations (4.47) and (4.48) contain the solution for the reduced quadrature operator
of the transmon qubit in the Laplace domain.
In order to find the time domain solution, it is necessary to study the poles of
Eq. (4.47) and consequently the roots of Dj(s). The characteristic function Dj(s) can
be expressed as (see App. D)
Dj(s) = s
2 + ω2j + ω
2
j
{
−γ +
∑
n
Mn
s{cos [2δn(x0)]s+ sin [2δn(x0)]νn}
(s+ κn)2 + ν2n
}
, (3.42)
where δn(x) is the phase of the non-Hermitian eigenfunction such that Φ˜n(x) =
|Φ˜n(x)|eiδn(x). We identify the term
Mn ≡ γχs|ϕ˜n(x0)|2 (3.43)
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Figure 3.5: a) The first five hybridized poles of the resonator-qubit system, for
the case where the transmon is slightly detuned below the fundamental mode, i.e.
ωj = ν
−
1 . The other parameters are set as χR = χL = 0.01, χj = 0.05 and χg ∈
[0, 10−3] with increments ∆χg = 10−5. b) Zoom-in plot of the hybridization of the
most resonant modes. Hybridization of p1 and pj is much stronger than that of the
off-resonant poles pn, n > 1.
as the measure of hybridization with individual resonator modes. The form of Mn in
Eq. (3.43) illustrates that the hybridization between the transmon and the resonator
is bounded. This strength of hybridization is parameterized by γχs rather than χg.
This implies that as χg, the coupling capacitance, is increased, the qubit-resonator
hybridization is limited by the internal capacitance of the qubit, χj:
lim
χg
χj
→∞
γχs = limχg
χj
→∞
(
χg
χg + χj
)2
χj = χj. (3.44)
For this reason, our numerical results below feature a saturation in hybridization as
χg is increased.
The roots of Dj(s) are the hybridized poles of the entire system. If there is no
coupling, i.e. χg = 0, then Dj(s) = s
2 + ω2j = (s + iωj)(s− iωj) is the characteristic
polynomial that gives the bare transmon resonance. However, for a nonzero χg, Dj(s)
becomes a meromorphic function whose zeros are the hybridized resonances of the
entire system, and whose poles are the bare cavity resonances. Therefore, Dj(s) can
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be expressed as
Dj(s) = (s− pj)(s− p∗j)
∏
m
(s− pm)(s− p∗m)
(s− zm)(s− z∗m)
. (3.45)
In Eq. (4.49), pj ≡ −αj−iβj and pn ≡ −αn−iβn are the zeros of Dj(s) that represent
the transmon-like and the nth resonator-like poles, accordingly. Furthermore, zn ≡
−iωn = −κn − iνn stands for the nth bare non-Hermitian resonator resonance. The
notation chosen here (p for poles and z for zeroes) reflects the meromorphic structure
of 1/Dj(s) which enters the solution Eq. (4.47).
An important question concerns the convergence of Dj(s) as a function of the
number of the resonator modes included in the calculation. The form of Dj(s) given
in Eq. (4.49) is suitable for this discussion. Consider the factor corresponding to the
mth resonator mode in 1/Dj(s). We reexpress it as
(s− zm)(s− z∗m)
(s− pm)(s− p∗m)
=
(
1− zm − pm
s− pm
)(
1− z
∗
m − p∗m
s− p∗m
)
= 1 +O
(∣∣∣∣zm − pms− pm
∣∣∣∣) . (3.46)
The consequence of a small shift |pm − zm| as compared to the strongly hybridized
resonant mode |p1− z1| is that it can be neglected in the expansion for 1/Dj(s). The
relative size of these contributions is controlled by the coupling χg. As rule of thumb,
the less hybridized a resonator pole is, the less it contributes to qubit dynamics.
Ultimately, the truncation in this work is established by imposing the convergence of
the numerics.
A numerical solution for the roots of Eq. (3.42) at weak coupling χg reveals that
the mode resonant with the transmon is significantly shifted, with comparatively
small shifts |pm− zm| in the other resonator modes (See Fig. 3.5). At weak coupling,
the hybridization of pj and p1 is captured by a single resonator mode. Next, we plot
in Fig. 3.6 the effect of truncation on the response of the multimode system in a band
80
-4 -2 0
Re{s}/pi
×10-4
0.94
0.96
0.98
1
1.02
1.04
I
m
{
s}
/
pi
pj
p1
a)
-10 -5 0
Re{s}/pi
×10-4
0.94
0.96
0.98
1
1.02
I
m
{
s}
/
pi
pj
p1
b)
-4 -2 0
Re{s}/pi
×10-3
0.92
0.94
0.96
0.98
1
1.02
I
m
{
s}
/
pi
pj
p1
c)
-6 -4 -2 0
Re{s}/pi
×10-3
0.92
0.94
0.96
0.98
1
1.02
I
m
{
s}
/
pi
pj
p1
d)
Figure 3.6: Convergence of pj and p1 for the same parameters as Fig. 3.5, but for
χg ∈ [0, 0.02] and keeping a) 1, b) 5, c) 10 and d) 20 resonator modes in Dj(s).
around s = pj. As the coupling χg is increased beyond the avoided crossing, which
is also captured by the single mode truncation, the effect of off-resonant modes on
pj and p1 becomes significant. It is important to note that the hybridization occurs
in the complex s-plane. On the frequency axis Im{s} an increase in χg is associated
with a splitting of transmon-like and resonator-like poles. Along the decay rate axis
Re{s} we notice that the qubit decay rate is controlled by the resonant mode at weak
coupling, with noticeable enhancement of off-resonant mode contribution at strong
coupling. If the truncation is not done properly in the strong coupling regime, it may
result in spurious unstable roots of Dj(s), i.e. Re{s} > 0, as seen in Fig. 3.6a.
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Figure 3.7: Spontaneous emission rate defined as αj ≡ −Re{pj} as a function of
transmon frequency ωj for χR = χL = 10
−2, χj = 0.05, a) χg = 10−3 and b) χg =
5×10−3. We observe that the asymmetry grows as χg is increased. The black vertical
dotted lines show the location of resonator frequencies νn.
The modification of the decay rate of the transmon-like pole, henceforth identified
as αj ≡ −Re{pj}, has an important physical significance. It describes the Purcell
modification of the qubit decay (if sources for qubit decay other than the direct
coupling to electromagnetic modes can be neglected). The present scheme is able
to capture the full multimode modification, that is out of the reach of conventional
single-mode theories of spontaneous emission [137, 87, 64, 77, 82].
At fixed χg, we observe an asymmetry of αj when the bare transmon frequency
is tuned across the fundamental mode of the resonator, in agreement with a previ-
ous experiment [75], where a semiclassical model was employed for an accurate fit.
Figure 3.7 shows that near the resonator-like resonance the spontaneous decay rate
is enhanced, as expected. For positive detunings spontaneous decay is significantly
larger than for negative detunings, which can be traced back to an asymmetry in
the resonator density of states [75]. We find that this asymmetry grows as χg is in-
creased. Note that besides a systematic inclusion of multimode effects, the presented
theory of spontaneous emission goes beyond the rotating wave, Markov and two-level
approximations as well.
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Having studied the hybridized resonances of the entire system, we are now able
to provide the time-dependent solution to Eq. (3.39). By substituting Eq. (4.49) into
Eq. (4.47) we obtain
ˆ˜Xj(s) =
(
Aˆj
s− pj +
∑
n
Aˆn
s− pn
)
+H.c., (3.47)
from which the inverse Laplace transform is immediate
Xˆj(t) =
[(
Aˆje
pjt +
∑
n
Aˆne
pnt
)
+H.c.
]
Θ(t). (3.48)
The frequency components have operator-valued amplitudes
Aˆj ≡ AXj Xˆj(0) + AYj Yˆj(0), (3.49a)
Aˆn ≡ AXn Xˆj(0) + AYn Yˆj(0), (3.49b)
with the residues given in terms of Dj(s) as
AXj,n ≡
[
(s− pj,n) s
Dj(s)
]∣∣∣∣
s=pj,n
, (3.50a)
AYj,n ≡
[
(s− pj,n) ωj
Dj(s)
]∣∣∣∣
s=pj,n
. (3.50b)
The dependence of AXj,n and A
Y
j,n on coupling χg has been studied in Fig. 3.8. The
transmon-like amplitude (blue solid) is always dominant, and further off-resonant
modes have smaller amplitudes. By increasing χg, the resonator-like amplitude grow
significantly first and reach an asymptote as predicted by Eq. (3.44).
3.4.2 Perturbative corrections
In this section, we develop a well-behaved time-domain perturbative expansion in
the transmon qubit nonlinearity as illustrated in Eq. (3.38). Conventional time-
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Figure 3.8: Dependence of residues defined in Eqs. (3.50a-3.50b) on χg for ωj = ν
−
1 ,
χR = χL = 0.01 and χj = 0.05. The black vertical dotted line shows the value of χj.
domain perturbation theory is inapplicable due to the appearance of resonant coupling
between the successive orders which leads to secular contributions, i.e. terms that
grow unbounded in time (For a simple example see App. E.1). A solution to this
is multi-scale perturbation theory (MSPT) [9, 129, 159], which considers multiple
independent time scales and eliminates secular contributions by a resummation of
the conventional perturbation series.
The effect of the nonlinearity is to mix the hybridized modes discussed in the
previous section, leading to transmon mediated self-Kerr and cross-Kerr interactions.
Below, we extend MSPT to treat this problem while consistently accounting for the
dissipative effects. This goes beyond the extent of Rayleigh-Schro¨dinger perturbation
theory, as it will allow us to treat the energetic and dissipative scales on equal footing.
The outcome of conventional MSPT analysis in a conservative system is frequency
renormalization [9, 5]. We illustrate this point for a classical Duffing oscillator, which
amounts to the classical theory of an isolated transmon qubit up to leading order
in the nonlinearity. We outline the main steps here leaving the details to App. E.1.
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Consider a classical Duffing oscillator
X¨(t) + ω2
[
X(t)− εX3(t)] = 0, (3.51)
with initial conditions X(0) = X0 and X˙(0) = ωY0. Equation (3.51) is solved order
by order with the Ansatz
X(t) = x(0)(t, τ) + εx(1)(t, τ) +O(ε2), (3.52a)
where τ ≡ εt is assumed to be an independent time scale such that
dt ≡ ∂t + ε∂τ +O(ε2). (3.52b)
This additional time-scale then allows us to remove the secular term that appears in
the O(ε) equation. This leads to a renormalization in the oscillation frequency of the
O(1) solution as
X(0)(t) = x(0)(t, εt) =
[
a(0)e−iω¯t + c.c.
]
, (3.53a)
ω¯ ≡
[
1− 3ε
2
|a(0)|2
]
ω, (3.53b)
where a(0) = (X0 + iY0)/2. One may wonder how this leading-order correction is
modified in the presence of dissipation. Adding a small damping term κX˙(t) to
Eq. (3.51) such that κ ω requires a new time scale η ≡ κ
ω
t leading to
X(0)(t) = e−
κ
2
t
[
a(0)e−iω¯t + c.c.
]
, (3.54a)
ω¯ ≡
[
1− 3ε
2
|a(0)|2e−κt
]
ω. (3.54b)
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Figure 3.9: Hybridization coefficients uj and un of the first five modes for the case
where the transmon is infinitesimally detuned below the fundamental mode, i.e. ωj =
ν−1 as a function of χg ∈ [0, 0.5]. Other parameters are set as χR = χL = 0 and
χj = 0.05. The black vertical dotted line shows the value of χj.
Equations (3.54a-3.54b) illustrate a more general fact that the dissipation modifies the
frequency renormalization by a decaying envelope. This approach can be extended
by introducing higher order (slower) time scales ε2t, η2t, ηεt etc. The lowest order
calculation above is valid for times short enough such that ωt ε−2, η−2, η−1ε−1.
Besides the extra complexity due to non-commuting algebra of quantum mechan-
ics, the principles of MSPT remain the same in the case of a free quantum Duffing
oscillator [5]. The Heisenberg equation of motion is identical to Eq. (3.51) where we
promote X(t)→ Xˆ(t). We obtain the O(1) solution (see App. E.2) as
Xˆ(0)(t) = e−
κ
2
t
[
aˆ(0)e−i ˆ¯ωt + e−i ˆ¯ωtaˆ(0)
2 cos
(
3ω
4
εte−κt
) +H.c.] (3.55a)
with an operator-valued renormalization of the frequency
ˆ¯ω =
[
1− 3ε
2
Hˆ(0)e−κt
]
ω, (3.55b)
Hˆ(0) ≡ 1
2
[
aˆ†(0)aˆ(0) + aˆ(0)aˆ†(0)
]
. (3.55c)
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The cosine that appears in the denominator of operator solution (3.55a) cancels when
taking the expectation values with respect to the number basis {|n〉} of Hˆ(0):
〈n− 1| Xˆ(0)(t) |n〉 = √ne−κ2 te−i(1− 3nε2 e−κt)ωt. (3.56)
Having learned from these toy problems, we return to the problem of sponta-
neous emission which can be mapped into a quantum Duffing oscillator with ε =
√
2
6
(Ec/Ej)1/2, up to leading order in perturbation, coupled to multiple leaky quan-
tum harmonic oscillators (see Eq. (3.38)). We are interested in finding an analytic
expression for the shift of the hybridized poles, pj and pn, that appear in the reduced
dynamics of the transmon.
The hybridized poles pj and pn are the roots of Dj(s) and they are associated with
the modal decomposition of the linear theory in Sec. 3.4.1. The modal decomposition
can be found from the linear solution Xj(t) that belongs to the full Hilbert space as
Xˆj(t) =
(
Aˆjepjt +
∑
n
Aˆnepnt
)
+H.c. ≡
(
uj ˆ¯aje
pjt +
∑
n
unˆ¯ane
pnt
)
+H.c. (3.57)
This is the full-Hilbert space version of Eq. (3.48). It represents the unperturbed solu-
tion upon which we are building our perturbation theory. We have used bar-notation
to distinguish the creation and annihilation operators in the hybridized mode basis.
Furthermore, uj and un represent the hybridization coefficients, where they determine
how much the original transmon operator Xˆj(t), is transmon-like and resonator-like.
They can be obtained from a diagonalization of the linear Heisenberg-Langevin equa-
tions of motion (see App. E.3). The dependence of uj and un on coupling χg is shown
in Fig. (3.9) for the case where the transmon is infinitesimally detuned below the
fundamental mode of the resonator. For χg = 0, uj = 1 and un = 0 as expected.
As χg reaches χj, u1 is substantially increased and becomes comparable to uj. By
increasing χg further, un for the off-resonant modes start to grow as well.
87
The nonlinearity acting on the transmon mixes all the unperturbed resonances
through self- and cross-Kerr contributions [44, 131, 19]. Kerr shifts can be measured
in a multimode cQED system [139, 177]. We therefore solve for the equations of
motion of each mode. These are (see App. E.3)
ˆ¯¨Xl(t) + 2αl ˆ¯˙Xl(t) + β2l
 ˆ¯Xl(t)− εl
[
uj
ˆ¯Xj(t) +
∑
n
un
ˆ¯Xn(t)
]3 = 0, (3.58)
where ˆ¯Xl ≡ ˆ¯al + ˆ¯a†l is the quadrature of the lth mode, and αl and βl are the decay
rate and the oscillation frequency, respectively. Equation (3.58) is the leading order
approximation in the inverse Q-factor of the lth mode, 1/Ql ≡ αl/βl. Each hybridized
mode has a distinct strength of the nonlinearity εl ≡ ωjβl ulε for l ≡ j, n. In order to do
MSPT, we need to introduce as many new time-scales as the number of hybridized
modes, i.e. τj ≡ εjt and τn ≡ εnt, and do a perturbative expansion in all of these
time scales. The details of this calculation can be found in App. E.3. Up to lowest
order in ε, we find operator-valued correction of pj = −αj − iβj as
ˆ¯pj = pj + i
3ε
2
ωj
[
u4j
ˆ¯Hj(0)e−2αjt +
∑
n
2u2ju
2
n
ˆ¯Hn(0)e−2αnt
]
, (3.59a)
while pn = −αn − iβn is corrected as
ˆ¯pn = pn + i
3ε
2
ωj
[
u4n
ˆ¯Hn(0)e−2αnt + 2u2nu2j ˆ¯Hj(0)e−2αjt +
∑
m6=n
2u2nu
2
m
ˆ¯Hm(0)e−2αmt
]
,
(3.59b)
where ˆ¯Hj(0) and ˆ¯Hn(0) represent the Hamiltonians of each hybridized mode
ˆ¯Hl(0) ≡ 1
2
[
ˆ¯a†l (0)ˆ¯al(0) + ˆ¯al(0)ˆ¯a
†
l (0)
]
, l = j, n. (3.59c)
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Figure 3.10: Fourier transform of 〈Xˆj(t)〉 from linear solution (red dashed) and MSPT
(blue solid) for χj = 0.05, χR = χL = 0.001, Ej = 50Ec and initial state |Ψj(0)〉 =
|0〉j+|1〉j√
2
as a function of χg. The maximum value of
∣∣∣Fω 〈Xˆj(t)〉∣∣∣ at each χg is set to
1. a) χg ∈ [0, 0.02], ∆χg = 0.001. b) χg ∈ [0, 0.2], ∆χg = 0.02.
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These are the generalizations of the single quantum Duffing results (3.55b) and (3.55c)
and reduce to them as χg → 0 where uj = 1 and un = 0. Each hybdridized mode
is corrected due to a self-Kerr term proportional to u4l , and cross-Kerr terms propor-
tional to u2l u
2
l′ . Contributions of the form u
2
l ul′ul′′ [19] do not appear up to the lowest
order in MSPT.
In terms of Eqs. (3.59a-3.59b), the MSPT solution reads
Xˆ (0)j (t) =
Aˆj(0)e ˆ¯pjt + e ˆ¯pjtAˆj(0)
2 cos
(
3ωj
4
u4jεte
−2αjt
) +H.c.
+
∑
n
Aˆn(0)e ˆ¯pnt + e ˆ¯pntAˆn(0)
2 cos
(
3ωj
4
u4nεte
−2αnt
) +H.c.
 , (3.60)
where Aˆj,n is defined in Eq. (3.57). In Fig. 3.10, we have compared the Fourier
transform of 〈Xˆj(t)〉 calculated both for the MSPT solution (3.60) and the linear
solution (3.48) for initial condition |Ψ(0)〉 = |0〉j+|1〉j√
2
⊗ |0〉ph as a function of χg.
At χg = 0, we notice the bare O(ε) nonlinear shift of a free Duffing oscillator as
predicted by Eq. (3.53b). As χg is increased, the predominantly self-Kerr nonlinearity
on the qubit is gradually passed as cross-Kerr contributions to the resonator modes, as
observed from the frequency renormalizations (3.59a) and (3.59b). As a result of this,
interestingly, the effective nonlinear shift in the transmon resonance becomes smaller
and saturates at stronger couplings. In other words, the transmon mode becomes
more linear at stronger coupling χg. This counterintuitive result can be understood
from Eq. (3.59a). For initial condition considered here, the last term in Eq. (3.59a)
vanishes, while one can see from Fig. 3.9 that uj < 1 for χg > 0.
3.4.3 Numerical simulation of reduced equation
The purpose of this section is to compare the results from MSPT and linear theory to a
pure numerical solution valid up to O(ε2). A full numerical solution of the Heisenberg
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equation of motion (3.29) requires matrix representation of the qubit operator Xˆj(t)
over the entire Hilbert space, which is impractical due to the exponentially growing
dimension. We are therefore led to work with the reduced Eq. (3.36). While the
nonlinear contribution in Eq. (3.36) cannot be traced exactly, it is possible to make
progress perturbatively. We substitute the perturbative expansion Eq. (3.38) into
Eq. (3.36):
ˆ¨Xj(t) + ω
2
j [1− γ + iK1(0)]
[
Xˆj(t)− εTrph {ρˆph(0)Xˆ 3j (t)}
]
= −
∫ t
0
dt′ω2jK2(t− t′)[Xˆj(t′)− εTrph {ρˆph(0)Xˆ 3j (t′)}],
(3.61)
with ε ≡
√
2
6
. If we are interested in the numerical results only up to O(ε2) then the
cubic term can be replaced as
εXˆ 3j (t) = ε
[
Xˆj(t)
∣∣∣
ε=0
]3
+O (ε2) . (3.62)
Since we know the linear solution (3.57) for Xˆj(t) analytically, the trace can be per-
formed directly (see App. F). We obtain the reduced equation in the Hilbert of trans-
mon as
ˆ¨Xj(t) + ω
2
j [1− γ + iK1(0)]
[
Xˆj(t)− εXˆ3j (t)
]
= −
∫ t
0
dt′ω2jK2(t− t′)
[
Xˆj(t
′)− εXˆ3j (t′)
]
+O(ε2).
(3.63)
Solving the integro-differential Eq. (3.63) numerically is a challenging task, since the
memory integral on the RHS requires the knowledge of all results for t′ < t. Therefore,
simulation time for Eq. (3.63) grows polynomially with t. The beauty of the Laplace
transform in the linear case is that it turns a memory contribution into an algebraic
form. However, it is inapplicable to Eq. (3.63).
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Figure 3.11: Comparison of short-time dynamics between the results from linear
theory (black dash-dot), MSPT (red dotted) and numerical (blue solid) of 〈Xˆj(t)〉 for
the same parameters as in Fig. (3.10) and for a) χg = 0, b) χg = 0.01, c) χg = 0.1
and d) χg = 0.2. The oscillation frequency and decay rate of the most dominant pole
(transmon-like) are controlled by the hybridization strength. For a) where χg = 0,
there is no dissipation and the transmon is isolated. The decay rate increases with χg
such that the Q-factor for the transmon-like resonance reaches Qj ≡ βj/αj ≈ 625.3
in Fig. d).
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In Fig. 3.11, we compared the numerical results to both linear and MSPT solutions
up to 10 resonator round-trip times and for different values of χg. For χg = 0, the
transmon is decoupled and behaves as a free Duffing oscillator. This corresponds to
the first row in Fig. (3.10a) where there is only one frequency component and MSPT
provides the correction given in Eq. (3.55b). As we observe in Fig. 3.11a the MSPT
results lie on top of the numerics, while the linear solution shows a visible lag by the
10th round-trip. Increasing χg further, brings more frequency components into play.
As we observe in Fig. 3.10, for χg = 0.01 the most resonant mode of the resonator has
a non-negligible u1. Therefore, we expect to observe weak beating in the dynamics
between this mode and the dominant transmon-like resonance, which is shown in
Fig. 3.11b. Figures 3.11c and 3.11d show stronger couplings where many resonator
modes are active and a more complex beating is observed. In all these cases, the
MSPT results follow the pure numerical results more closely than the linear solution
confirming the improvement provided by perturbation theory.
3.4.4 System output
Up to this point, we studied the dynamics of the spontaneous emission problem in
terms of one of the quadratures of the transmon qubit, i.e. 〈Xˆj(t)〉. In a typical
experimental setup however, the measuarable quantities are the quadratures of the
field outside the resonator [33]. We devote this section to the computation of these
quantities.
The expression of the fields ϕˆ(x, t) can be directly inferred from the solution of the
inhomogeneous wave Eq. (3.26) using the impulse response (GF) defined in Eq. C.1.
We note that this holds irrespective of whether one is solving for the classical or as is
the case here, for the quantum fields. Taking the expectation value of this solution
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Figure 3.12: Fourier transform of 〈Xˆ (1+, t)〉 for the linear solution (red dashed) and
the MSPT (blue solid) for the same parameters as in Fig. 3.10. The maximum value
of
∣∣∣Fω 〈Xˆj(t)〉∣∣∣ at each χg is set to 1.
(App. C.4) with respect to the initial density matrix (3.33) we find
〈ϕˆ(x, t)〉 = χsω2j
∫ t
0
dt′G(x, t|x0, t′) 〈sin[ϕˆj(t′)]〉 . (3.64)
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Dividing both sides by φzpf and keeping the lowest order we obtain the resonator
response as
〈Xˆ (0)(x, t)〉 = χsω2j
∫ t
0
dt′G(x, t|x0, t′) 〈Xˆ (0)j (t′)〉 , (3.65)
where Xˆ (0)j (t) is the lowest order MSPT solution (3.60), which takes into account the
frequency correction toO(ε). Taking the Laplace transform decouples the convolution
〈 ˆ˜X (0)(x, s)〉 = χsω2j G˜(x, x0, s) 〈 ˆ˜X (0)j (s)〉 , (3.66)
which indicates that the resonator response is filtered by the GF.
Figure 3.12 shows the field outside the right end of the resonator, 〈 ˆ˜X (x = 1+, s = iω)〉,
in both linear and lowest order MSPT approximations. This quadrature can be mea-
sured via heterodyne detection [12]. Note that the hybridized resonances are the
same as those of 〈Xˆj(t)〉 shown in Fig. 3.10. What changes is the relative strength of
the residues. The GF has poles at the bare cavity resonances and therefore the more
hybridized a pole is, the smaller its residue becomes.
3.5 Conclusion
In this chapter, we introduced a new approach for studying the effective non-
Markovian Heisenberg equation of motion of a transmon qubit coupled to an open
multimode resonator beyond rotating wave and two level approximations. The main
motivation to go beyond a two level representation lies in the fact that a transmon
is a weakly nonlinear oscillator. Furthermore, the information regarding the electro-
magnetic environment is encoded in a single function, i.e. the electromagnetic GF.
As a result, the opening of the resonator is taken into account analytically, in contrast
to the Lindblad formalism where the decay rates enter only phenomenologically.
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We applied this theory to the problem of spontaneous emission as the simplest
possible example. The weak nonlinearity of the transmon allowed us to solve for
the dynamics perturbatively in terms of (Ec/Ej)1/2 which appears as a measure of
nonlinearity. Neglecting the nonlinearity, the transmon acts as a simple harmonic
oscillator and the resulting linear theory is exactly solvable via Laplace transform.
By employing Laplace transform, we avoided Markov approximation and therefore
accounted for the exact hybridization of transmon and resonator resonances. Up
to leading nonzero order, the transmon acts as a quantum Duffing oscillator. Due
to the hybridization, the nonlinearity of the transmon introduces both self-Kerr and
cross-Kerr corrections to all hybdridized modes of the linear theory. Using MSPT, we
were able to obtain closed form solutions in Heisenberg picture that do not suffer from
secular behavior. A direct numerical solution confirmed the improvement provided by
the perturbation theory over the harmonic theory. Surprisingly, we also learned that
the linear theory becomes more accurate for stronger coupling since the nonlinearity is
suppressed in the qubit-like resonance due to being shared between many hybdridized
modes.
The theory developed here illustrates how far one can go without the concept
of photons. Many phenomena in the domain of quantum electrodynamics, such as
spontaneous or stimulated emission and resonance fluorescence, have accurate semi-
classical explanations in which the electric field is treated classically while the atoms
obey the laws of quantum mechanics. For instance, the rate of spontaneous emission
can be related to the local density of electromagnetic modes in the weak coupling
limit. While it is now well understood that the electromagnetic fluctuations are nec-
essary to start the spontaneous emission process [68], it is important to ask to what
extent the quantum nature of electromagnetic field effects the qubit dynamics [149].
We find here that although the electromagnetic degrees of freedom are integrated out
and the dynamics can systematically be reduced to the Hilbert space of the transmon,
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the quantum state of the electromagnetic environment reappears in the initial and
boundary conditions when computing observables.
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Chapter 4
Cut-off free circuit quantum
electrodynamics
Any discrete quantum system coupled to the continuum of modes experiences radia-
tive decay and shift of its energy levels. When coupled to a cavity, these quantities
can be significantly changed with respect to their values in vacuum. Conventionally,
this modification was accurately incorporated by including only the closest resonant
mode of the cavity. In the circuit quantum electrodynamics architecture, where the
coupling strengths can be substantial, these rates are strongly influenced by far off-
resonant modes. A multimode calculation accounting for the infinite set of cavity
modes leads to a divergent result unless an artificial cutoff is imposed manually. It
has so far not been identified what the source of this divergence is. We show that by
placing an atom into a cavity, the electromagnetic modal structure of the cavity is
modified. This modification can be understood as the atom acts as a scattering cen-
ter such that bends the electromagnetic environment around itself. In cavity QED,
this scattering phenomenon is captured by the appearance of a diamagnetic term,
known as the A2 contribution, due to the atom. Although in atomic cavity QED,
the resulting modification in the eigenmodes is negligible, in recent superconduct-
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ing circuit realizations, such corrections can be observable and may have qualitative
implications. By treating the contribution of A2 exactly, we account for the gauge
invariance of interaction and conservation of current in these circuits as a result. We
show here that unless gauge invariance is respected, any attempt at the calculation
of circuit QED quantities is bound to diverge. Moreover, we revisit the canonical
quantization procedure of a circuit QED system consisting of a single superconduct-
ing transmon qubit coupled to a multimode superconducting microwave resonator,
where we introduce a complete set of modes that properly conserves the current in the
entire structure. An effective multimode Rabi model is derived with coefficients that
are given in terms of circuit parameters. Finally, we apply our Heisenberg-Langevin
approach to the calculation of a finite spontaneous emission rate and the Lamb shift
that is free of cutoff.
4.1 Introduction
An atom-like degree of freedom coupled to the continuum of electromagnetic (EM)
modes spontaneously decays. When the atom is confined in a resonator, the emis-
sion rate can be modified with respect to its value in free space, depending on the
EM local density of states at the atomic position [87, 64, 77, 82], which is called the
Purcell effect [137]. An accompanying effect is the Lamb shift, a radiative level shift
first observed in the microwave spectroscopy of the hydrogen 2P1/2− 2S1/2 transition
[97]. These quantities have been experimentally accurately characterized for super-
conducting Josephson junction (JJ) based qubits coupled to coplanar transmission
lines [56, 75] and three-dimensional resonators [131]. In the dispersive regime where
a qubit with transition frequency ωj is far-detuned from the nearest resonant cav-
ity mode (frequency νr, loss κr), the Purcell decay rate is γP = (g/δ)
2κr and the
Lamb shift is ∆L = g
2/δ. These well-known approximate estimates are often used
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in analyzing qubit state read-out, hence we employ them to benchmark our results.
Here g denotes the coupling between the qubit and the cavity mode and δ = ωj − νr
denotes their detuning [15]. However, for large couplings accessible in circuit QED,
the single-mode approximation is often inaccurate [56, 75]. In particular, due to
particular boundary conditions imposed by the capacitive coupling of a resonator to
external waveguides, the qubit relaxation time is limited by the EM modes that are
far-detuned from the qubit frequency [75]. Similarly the measured Lamb shift in the
dispersive regime can only be accurately fit with an extended Jaynes-Cummings (JC)
model including several modes and qubit levels [56]. A generalization of the Purcell
rate can be found
γP =
∑
n
(gn/δn)
2 κn, (4.1)
where gn is the coupling strength to mode n and δn = ωj − νn is a detuning from
resonator mode n with frequency ωn and decay rate κn. This expression is divergent
without imposing a high-frequency cutoff [75]. Divergences appear as well in the
Lamb shift and other vacuum-induced phenomena, e.g. photon-mediated qubit-qubit
interactions [52]. These divergences are neither specific to the dispersive limit nor to
the calculational scheme used to compute QED quantities. This issue is well-known
for the Lamb shift [97], but less noted for the spontaneous emission rate. Indeed, free
space spontaneous emission rate diverges as well, as we show in App. N. The finite
result by Wigner and Weisskopf [176, 150] is due to Markov approximation which
filters out the ultraviolet divergence. Recent generalizations of the Wigner-Weisskopf
approach imposes an artificial cut-off to obtain a finite result [95]. No satisfactory
theoretical explanation has been given for these divergences.
In single mode realization of cavity QED (CQED), a single atom coupled to a
small high-Q electromagnetic resonator can be well-described by a model wherein
the matter is described by a single atomic transition, and its coupling to one of the
modes of the resonator can saturate this transition before other modes are populated
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[70]. A plethora of fundamental physical phenomena and their recent applications
in quantum information science has been explored and vigorously pursued with a
superconducting circuit-based realization of this setup [14, 172, 30, 40, 61, 37]. In
such systems, the existence of the atom leads to a modification in the cavity modal
structure due to Rayleigh-like scattering. Such corrections are unobservably small
in atomic CQED unless a special cavity structure is chosen. In recent realizations
of circuit quantum electrodynamics (cQED), however, such corrections may have
observable consequences which we discuss in this chapter.
A well known manifestation of the aforementioned scattering corrections is the
so-called A2 term in CQED literature. There has been a lively debate in recent years
[128, 168, 72, 169, 4, 180] about the impact of this term on synthetic realizations of
the single mode superradiant phase transition [74, 175, 27] when instead of one, N
identical non-interacting quantum dipoles are coupled with an identical strength to
a single cavity mode. This particular instability of the electromagnetic vacuum has
originally been discussed [74, 175, 27] within the context of the single mode version of
the Dicke model [41] where the A2 term was not included. Subsequent work shortly
thereafter [143, 88, 10] pointed out that the A2 term rules out such a transition.
Recent theoretical work on superconducting realizations of the Dicke Model [128]
has challenged the validity of such ”no-go” theorems [10]. Leaving this contentious
matter aside [168, 32], we note here that the A2 term is a gauge-dependent object,
and specifically appears in the Coulomb gauge description of the single mode atomic
CQED. However, the scattering corrections due to the existence of an atom in a
cavity are physical and measurable, and hence not dependent on the choice of gauge.
In fact, recent realizations [161] of the multimode strong coupling regime in a very
long coplanar waveguide cavity, as well as cQED systems in the ultra-strong coupling
regime [130, 135] provide settings where such corrections may be observable.
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We show that respecting the gauge-inavriance of interactions in a cQED system
translates as a modified capacitance per unit length for the resonator which is lo-
cally altered at the position of the qubit. This impurity scattering term is typically
neglected [91, 133, 145, 38] in the derivation of the quantized Hamiltonian for the
multimode regime of cQED [95]. However, we show that, within the framework of
circuit QED [39], finite expressions arise when gauge invariance of the circuit is re-
spected. We focus here on a transmon qubit [92] coupled to an open transmission-line
resonator, but our results should be valid for other types of one-dimensional open EM
environments.
The structure of this chapter is as follows: In Sec. 4.2, we revisit the quantiza-
tion of a closed cQED system consisting of a transmon qubit coupled to a closed
superconducting coplanar resonator. We discuss how the qubit changes the propaga-
tion properties of the resonator and how as a result this modifies its eigenmodes and
eigenfrequencies. We show in particular that this new basis is the one which properly
fulfills current conservation law at the point of connection to the qubit. In terms
of this current conserving basis we derive a renormalized Rabi model that respects
gauge invariance of the circuit. In Sec. 4.3 we show how the quantization procedure
can be generalized to an open cavity, one that is connected capacitively to external
waveguides. In Sec. 4.4, we show that finite values for QED quantities are obtained
if gauge invariance of the circuit is fully incorporated. In particular, we revisit the
dispersive limit calculation of Purcell decay rate and the Lamb shift in terms of our
gauge invariant Rabi model and provide finite values for such quantities. More im-
portantly, we apply our Heisenberg-Langevin framework on calculating these QED
quantities and show its improvements with respect to the dispersive JC calculation.
Finally, in Sec. 4.5, we briefly discuss the comparison to the case of atomic CQED,
where we point out that including the A2 term in the Hamiltonian will lead to the
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a) b)
Figure 4.1: A transmon qubit coupled to an open superconducting resonator. a)
Device view. b) Equivalent circuit. Transmon is described by the flux variable Φj(t),
while resonator is assigned a continuous flux field Φ(x, t). The black dashed line is
a cartoon of the fundamental bare mode of the resonator, while the red solid curve
represents the modified resonator mode.
same type of modification in the modes of a cavity. A more detailed calculation is
provided in App. K.
4.2 Gauge Invariant Rabi Model
In this section, we discuss the derivation of a Rabi model that respects the gauge in-
variance and hence conservation of current at the point of connection to the qubit. We
consider a common cQED design [92] consisting of a transmon qubit capacitively cou-
pled to a coplanar resonator that is coupled at both ends to semi-infinite waveguides
(Fig. 4.1). Here, we assume that CL,R = 0, which corresponds to closed (perfectly
reflecting) boundary conditions at x = 0, L. The discussion of the open case is given
in Sec. 4.3.
4.2.1 Classical Hamiltonian and CC basis
We assign flux variables to each node in the circuit, Φn(t) =
∫ t
dτ Vn(τ), with Vn(t)
being the instantaneous voltage at node n with respect to the ground node [39, 38].
Fixing the ground amounts to a particular gauge choice [39]. For the connection
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geometry in Fig 4.1b, the light-matter interaction derives from the energy on the
coupling capacitor in the dipole approximation, Tint =
1
2
Cg[Φ˙(x0, t)− Φ˙j(t)]2, with x0
being the qubit position. If from the three terms in its expansion, TEM =
1
2
CgΦ˙
2(x0, t),
TEM-JJ = −CgΦ˙(x0, t) · Φ˙j(t) and TJJ = 12CgΦ˙2j(t), only the direct interaction TEM-JJ
is kept, a multimode JC model in terms of circuit parameters can be derived, but
gives rise to a diverging Purcell rate (4.1). Keeping only the direct interaction TEM-JJ
violates gauge invariance. We find that inclusion of all terms, in particular TEM,
equivalent to the diamagnetic A2 term in the minimal coupling Hamiltonian (pe −
eA)2/2me [112], is essential to make all studied QED observables finite.
The complete derivation of the classical Hamiltonian from the classical Lagrangian
is given in App. A. The Hamiltonian for the closed case (CR,L = 0) reads
H = Q
2
j
2Cj
− EJ cos
(
2pi
Φj
Φ0
)
︸ ︷︷ ︸
HA
+
∫ L
0
dx
[
ρ2(x, t)
2c(x, x0)
+
1
2l
(
∂Φ(x, t)
∂x
)2]
︸ ︷︷ ︸
HmodC
+ γQj
∫ L
0
dx
ρ(x, t)
c(x, x0)
δ(x− x0)︸ ︷︷ ︸
Hint
,
(4.2)
where HA, HmodC and Hint are the transmon, cavity and interaction Hamiltonians,
accordingly. The notation used here follows the canonical approach to quantization
of superconducting electrical circuits [11, 38], briefly reviewed for completeness at the
beginning of sec. 2.2.1. We translate the results of this section in terms of unitless
phase and number operators, defined in table (3.1), when we compare our Heisenberg-
Langevin formalism to dispersive JC in Sec. 4.4. In Hamiltonian (4.2), the canonical
variables Φj and Qj represent the flux and charge of the transmon qubit, respectively.
In a similar manner, the canonical fields Φ(x, t) and ρ(x, t) are the flux field and charge
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density field of the transmission line. Furthermore, Φ0 ≡ h2e is the flux quantum and
γ ≡ Cg
Cg+Cj
is a capacitive ratio.
There is a crucial difference between the Hamiltonian we have found here, with
respect to earlier treatments [92, 38]. We do include the modification in the resonator’s
capacitance per length at the qubit connection point x0, c(x, x0) = c + Csδ(x − x0)
where Cs is the series capacitance of Cj and Cg given as
CjCg
Cj+Cg
. The Dirac δ-function is
the result of treating the qubit as a point object with respect to the resonator, whereas
a more realistic model would replace that with a smooth function discussed in App. J.
As we see shortly, the δ-function appearing in the denominator will not cause any
issues in the quantization procedure, since the charge density ρ(x, t) also contains
the appropriate information regarding this point object so that ρ(x,t)
c(x,x0)
turns out to be
a continuous function in x. Once we understand how this correction influences the
photonic mode structure of the resonator, we will move on to use that information in
the quantization procedure.
In order to arrive at a second quantized Hamiltonian, we quantize each sector,
separately. The Hamiltonian equations of motion derived from HmodC that includes
the impurity scattering term is given by (See App. A):
∂tΦ(x, t) =
ρ(x, t)
c(x, x0)
, (4.3)
∂tρ(x, t) =
1
l
∂2xΦ(x, t). (4.4)
The solution to these linear equations can be written in terms of the Fourier transform
Φ(x, t) = 1
2pi
∫ +∞
−∞ dt e
−iωtΦ˜(x, ω), where Φ˜(x, ω) is the solution of the 1D Helmholtz
equation
[
∂2x + lc(x, x0)ω
2
]
Φ˜(x, ω) = 0. (4.5)
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Figure 4.2: a) The first 10 modified resonances for different values of χs and x0 =
L/100. Higher modes with larger χs experience a larger shift in frequency. b,c)
Normalized level-spacing for χs = 0.001, and 0.01 respectively. The blue dashed line
shows the constant level spacing for χs = 0.
We look for solutions that carry zero current across the boundaries, implemented
by Neumann-type boundary conditions ∂xΦ˜(x)|x=0,L = 0. A solution then exists
only at discrete and real values ω = ωn. The Dirac δ-function hidden in c(x, x0)
can be translated into discontinuity in ∂xΦ˜(x) which is proportional to the current
I˜(x, t) = −1
l
∂xΦ˜(x, t) that enters and exits the point of connection to the transmon
−1
l
∂xΦ˜(x, ω)
]x+0
x−0
= Csω
2Φ˜(x0, ω), (4.6)
where the right hand side is the current that enters Cj through Cg , therefore the
series capacitance Cs. This condition amounts to the conservation of current at
the point of connection to the qubit and thus it is appropriate to call the set of
eigenmodes satisfying this condition the current-conserving (CC) basis. The solution
of the above-stated Neumann problem gives the CC eigenfrequencies ωn through the
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transcendental equation
sin(knL) + χsknL cos(knx0) cos[kn(L− x0)] = 0. (4.7)
In Eq. (4.7), knL =
ωn
vp
L =
√
lcωnL is the normalized eigenfrequency and χs =
Cs/cL is a unitless measure of the transmon-induced modification in eigenfrequen-
cies/eigenstates compared to the conventional cosine basis. The CC eigenfunctions
are given by
Φ˜n(x) = Nn

cos [kn(L− x0)] cos (knx) 0 < x < x0
cos (knx0) cos [kn(L− x)] x0 < x < L
. (4.8)
The normalization constant Nn has to be set by the orthogonality relations that can
be found directly from the modified wave equation (4.5) as
∫ L
0
dx
c(x, x0)
c
Φ˜n(x)Φ˜m(x) = Lδmn, (4.9)∫ L
0
dx∂xΦ˜m(x)∂xΦ˜n(x) = kmknLδmn. (4.10)
Based on these results, eigenfrequencies are not only sensitive to χs, but also to
the point of connection x0. In order to understand this modification better, first we
have plotted the normalized eigenfrequencies in Fig. 4.2a for different values of χs
and the case where qubit is connected very closely to one of the ends, i.e. x0 = 0.01L.
This is a standard location for fabricating a qubit [161] to attain a strong coupling
strength between the resonator modes and the qubit, since the electromagnetic en-
ergy concentration is generally highest near the ends. In this figure, the blue circles
representing the eigenfrequencies for χs = 0 are located at npi. For χs 6= 0, all lower
CC eigenfrequencies are red-shifted with respect to the χs = 0 solutions and by go-
ing to higher mode number and higher χs, the deviation becomes more visible. In
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Figure 4.3: Normalized energy density of the first 4 modes for x0 = L/100 and
χs = 0.1. The black curve shows cosine modes while the red curve represents CC
modes. The blue star shows where the qubit is connected.
a larger scale however, the behavior of χs 6= 0 eigenvalues are non-monotonic and
most notably, display a dispersion in frequency. For better visibility of this periodic
behavior, in Figs 4.2b-4.2c we have compared the level spacing of CC modes for dif-
ferent values of χs to the constant level spacing of unmodified cosine modes. This
behavior is determined by the position of the qubit connection point x0 and is easy to
understand. Since x0 = L/100 sits at the local minima of modes 50, 150, 250 and so
on, we expect a periodic behavior in the values of CC eigenfrequencies where within
some portion of that period set by χs, CC solutions are less than the χs = 0 solutions
and vice versa in the remaining portion. Moreover, we show the spatial dependence
of the first four modes in Fig. 4.3. The amplitude of the CC eigenmodes at the qubit
location are consistently less than that for the unmodified cosine eigenmodes. This
has an important implication such that the actual coupling strengths of the qubit to
these modes are below the ones predicted by the χs = 0 modes as we see shortly.
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Figure 4.4: Closed-boundary CC modes for x0 = 0.5L (a)- First 20 Eigenfrequencies
for χs = 0.1 b-e) Normalized energy density of the first 4 modes for χs = 0.1. The
black curve shows cosine modes while the red ones represent CC modes. The blue
star shows where the qubit is connected.
Next we study the dependence of these CC modes on the qubit location x0, where
we consider two different cases x0 = L/2 and x0 = L/4 in Figs. 4.4 and 4.5, con-
sequently. For x0 = L/2 we observe that all even numbered CC modes are unper-
turbed, while for odd numbered CC modes, both eigenmodes and eigenfrequencies
are found to be less than the cosine modes. The reason for invariance of even num-
bered modes is that originally qubit sits on a local minimum of the photonic energy
density and therefore does not interact with these modes. This behavior is not spe-
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Figure 4.5: Closed-boundary CC modes for x0 = L/4 (a)- First 20 Eigenfrequencies
b-e) Normalized energy density of the first 4 modes for χs = 0.1. The black curve
shows cosine modes while the red ones represent CC modes. The blue star shows
where the qubit is connected.
cific to x0 = L/2. Generally, if the qubit is placed at x0 =
L
n
, n ∈ N, then there is
a periodicity in the mode structure such that every n modes remain unperturbed.
This is for example observed in Fig. 4.5 where x0 = L/4 and thus modes indexed as
4n− 2, n ∈ N are unchanged.
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4.2.2 Canonical quantization
In this section, we discuss the quantization of HmodC in terms of the CC basis (See
App. G for more details). The conjugate quantum fields of the resonator can be
expanded in terms of CC basis as
Φˆ(x, t) =
∑
n
(
~
2ωncL
) 1
2 [
aˆn(t) + aˆ
†
n(t)
]
Φ˜n(x), (4.11)
ρˆ(x, t) = −i
∑
n
(
~ωn
2cL
) 1
2 [
aˆn(t)− aˆ†n(t)
]
c(x, x0)Φ˜n(x). (4.12)
Substituting these expressions into HˆmodC and employing orthogonality conditions (4.9)
and (4.10), one finds a diagonal representation of HˆmodC
HˆmodC =
∑
n
~ωn
(
aˆ†naˆn +
1
2
)
, (4.13)
as a sum over the energy of each normal CC mode.
In a similar manner, the qubit flux Φˆj and charge Qˆj operators can be represented
in terms of eigenmodes of transmon Hamiltonian as
Φˆj(t) =
∑
m,n
〈m| Φˆj(0) |n〉 Pˆmn(t), (4.14)
Qˆj(t) =
∑
m,n
〈m| Qˆj(0) |n〉 Pˆmn(t), (4.15)
where Pˆmn(t) represent a set of projection operators acting between states |m〉 and |n〉.
Working in the flux basis, the eigenmodes are found through solving a Schro¨dinger
equation as
[
− ~
2
2Cj
d2
dΦ2j
− EJ cos
(
2pi
Φj
Φ0
)]
Ψn(Φj) = ~ΩnΨn(Φj), (4.16)
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whose solution can be characterized in terms of Mathieu functions [92]. Due to the
invariance of the Hamiltonian under flux parity transformation, the eigenmodes are
either even or odd functions of Φj and only off-diagonal elements between states
having different parities are non-zero (See App. G). Consequently, flux and charge
matrix elements are purely real and imaginary. Therefore, we can rewrite Eqs. (4.14)
and (4.15) as
Φˆj(t) =
∑
m<n
〈m| Φˆj(0) |n〉
(
Pˆmn(t) + Pˆnm(t)
)
, (4.17)
Qˆj(t) =
∑
m<n
〈m| Qˆj(0) |n〉
(
Pˆmn(t)− Pˆnm(t)
)
. (4.18)
To arrive at a standard form, we apply the unitary transformation aˆl → iaˆl
and Pˆmn → iPˆmn for m < n, so that the second quantized representation of the
Hamiltonian in its most general form can be expressed as
Hˆ =
∑
n
~ΩnPˆnn +
∑
n
~ωnaˆ†naˆn +
∑
m<n,l
~gmnl
(
Pˆmn + Pˆnm
)(
aˆl + aˆ
†
l
)
, (4.19)
where the gmnl stands for the coupling strength between mode l of the resonator and
the transition dipole Pˆmn and is obtained as
~gmnl ≡ γ
(
~ωl
2cL
) 1
2
(iQj,mn)Φ˜l(x0). (4.20)
Various TRK sum rules [174] can be developed for a transmon qubit, as discussed
in detail in App. I. For instance, the sum of transition matrix elements of Qˆj between
the ground state and all the excited states obey
∑
n>0
2 (En − E0)
∣∣∣〈0| Qˆj |n〉∣∣∣2 = (2e)2EJ 〈0| cos(2pi
Φ0
Φˆj
)
|0〉 < (2e)2EJ . (4.21)
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Since all terms on the right hand side are positive, this imposes an upper bound to
the strength of Qj,0n.
A multimode Rabi Hamiltonian can be recovered by truncating the transition
matrix elements to only one relevant quasi-resonant transition term (assumed here to
be the 0→ 1 transition):
Hˆ = 1
2
~ω01σˆz +
∑
n
~ωnaˆ†naˆn +
∑
n
~gn(σˆ− + σˆ+)(aˆn + aˆ†n), (4.22)
where coupling strength gn is now reduced to
~gn ≡ γ
(
~ωn
2cL
) 1
2
(iQj,01)Φ˜n(x0). (4.23)
Based on Eq. 4.21, Qj,01 has to satisfy
|Qj,01|2 < 2e
2EJ
E1 − E0 ≈
2EJ√
8EJEC − EC
e2, (4.24)
where we have defined the charging energy EC ≡ e2/(2Cj).
In order to understand how much gn can deviate in practice from its former widely
used expression in terms of the unmodified (χs = 0) modes, in Fig. 4.6, we have
compared the results for various values of χs. We note that in recent experiments on
an ultra-long (∼ 70 cm) transmission line cavity [161], χs was found to be around 10−3.
For shorter, more standard transmission line resonators we should expect χs ∼ 0.1
because χs ∝ 1/L.
Importantly, CC couplings gn are very sensitive to a change in χs shown in Fig. 4.6.
For instance, in Fig. 4.6a which is for the common case of connecting the qubit to one
end, x0 = 0.01L, it is observed that even for χs = 0.001 (red stars) the relative shift
in the highest mode shown (mode 20) is about 3%. This relative change increases to
26%, 69% and 80% for χs = 0.01, χs = 0.05 and χs = 0.1, respectively.
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Figure 4.6: Normalized coupling strength gn for x0 = L/100 a) First 20 modes b)
Large scale behavior for 250 modes. In both graphs, coupling strength is normalized
such that only the normalized photonic dependence is kept i.e. gn = (knL)
1
2 Φ˜n(x0)
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These modifications, even for small χs, are clearly observable in the multimode
regime, i.e. when the qubit is resonant with a very high order mode. To study the
large scale behavior of couplings, we have plotted the first 250 CC couplings gn in
Fig. 4.6b for the same parameters. As we mentioned earlier, due to the fact that the
qubit is placed at a symmetry point, we expect that with a period of 100 modes, the
couplings fall down to zero. The first mode that has a local minimum at x0 = L/100
is mode 50 and it occurs again at modes 150, 250 and so on. As a general rule, higher
CC modes experience a larger shift in their coupling strength. Another important
observation is the suppression of coupling strength as χs increases. The asymptotic
behavior of gn is studied in App. L where we show that gn ∼ 1/
√
ωn is suppressed at
high frequencies. This is a very important observation that renders QED quantities
convergent in the number of modes without the need for a cut-off.
We note that the mechanism of this frequency cut-off is distinct from other poten-
tial suppression mechanisms which might appear at frequencies close to the supercon-
ducting gap. In other words, we have shown that there is a natural frequency cut-off
even for an ideal superconductor with ∆c → ∞. Whether the non-zero dispersion
in frequencies and the modifications of coupling strengths to higher order modes is
observable before reaching the gap depends on specifics of the circuit, in particular
on the resonator length and the superconductor material that determines the gap
energy.
4.3 Generalization to an open cavity: open-
boundary CC basis
In this section, We discuss the quantization procedure in an open geometry, where
the resonator is coupled to two long microwave transmission lines, of length LL and
LR, at each side through nonzero capacitors CL and CR (Fig. 4.1b). The aim of
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this section is to reach an open Rabi model in which the resonator is coupled to
two quantum bath. In App. H, we have discussed how these nonzero capacitances
alter the boundary conditions at each end, and hence the mode structure as a result
as well. The resulting real eigenfrequencies of the resonator can be found from the
transcendental equation
+
(
1− χRχL(knL)2
)
sin (knL)
+ (χR + χL) knL cos (knL)
+ χsknL cos (knx0) cos (kn(L− x0))
− χRχs(knL)2 cos (knx0) sin (kn(L− x0))
− χLχs(knL)2 sin (knx0) cos (kn(L− x0))
+ χRχLχs(knL)
3 sin (knx0) sin (kn(L− x0)) = 0,
(4.25)
where χR,L ≡ CR,LcL are normalized coupling capacitors to the left and right waveguides.
Considering only the first two terms in Eq. (4.25), equivalent to setting χs = 0, would
lead to the well-known equation in the literature [91, 145, 133]
tan (knL) =
(χR + χL)knL
χRχL(knL)2 − 1 , (4.26)
which only describes eigenfrequencies of an isolated resonator and does not contain
appropriate current conservation at the qubit location. The third term is the same
modification we have found in the closed case and has a significant influence as χs
increases, while the others represent higher order corrections and are almost negligible
except for very high order modes. The real-space representation of these eigenmodes
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are found as
Φ˜n(x) ∝

Φ˜<n (x) 0 < x < x0
Φ˜>n (x) x0 < x < L
, (4.27)
where Φ˜<n (x) and Φ˜
>
n (x) are given by
Φ˜<n (x) = [cos (kn(L− x0))− χRknL sin (kn(L− x0))]
× [cos (knx)− χLknL sin (knx)] ,
(4.28)
Φ˜>n (x) = [cos (knx0)− χLknL sin (knx0)]
× [cos (kn(L− x))− χRknL sin (kn(L− x))] .
(4.29)
The open-boundary CC basis can be shown to satisfy the modified orthogonality re-
lations
∫ L
0
dx
cop(x, x0)
c
Φ˜m(x)Φ˜n(x) = Lδmn, (4.30)
where the capacitance per unit length cop(x, x0), due to the leaky boundary is given
by
cop(x, x0) = c+ Csδ(x− x0) + CRδ(x− L−) + CLδ(x− 0+). (4.31)
The remaining orthogonality relations for the current is also modified as
∫ L
0
dx
∂Φ˜m(x)
∂x
∂Φ˜n(x)
∂x
− 1
2
(
k2m + k
2
n
)
L
[
χRΦ˜m(L
−)Φ˜n(L−) + χLΦ˜m(0+)Φ˜n(0+)
]
= kmknLδmn.
(4.32)
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Note that the same argument holds for the CC modes of the left and right trans-
mission lines, while the exact knowledge of these modes requires assigning appropriate
boundary conditions at their outer boundaries. For instance, if the side resonators are
assumed to be very long, an outgoing boundary condition is a very good approxima-
tion, since the time scale by which the escaped signal bounces back and reaches the
original resonator is much larger than the round-trip time of the central resonator.
On the other hand, if we have a lattice [91, 133, 145] of identical resonators each
connected to a qubit and capacitively coupled to each other, then the same basis can
be used for each of them. Assuming we also have the solution for the CC basis of
right and left resonators as {ωn,S, Φ˜n,S|n ∈ N, S = {R,L}}, the quantum flux fields
in each side resonator can be expanded in terms of these CC modes as
ΦˆS(x, t) =
∑
n,S
(
~
2ωn,ScLS
) 1
2 [
bˆn,S(t) + bˆ
†
n,S(t)
]
Φ˜n,S(x), (4.33)
where bˆn,S={R,L} are the annihilation and creation operators for the nth open CC mode
in each side resonator. Following the quantization procedure discussed in App. H, we
find the Hamiltonian in its 2nd quantized representation as
Hˆ =
∑
n
~ΩnPˆnn +
∑
n
~ωnaˆ†naˆn +
∑
n,S={L,R}
~ωn,S bˆ†n,S bˆn,S
+
∑
m<n,l
~gmnl
(
Pˆmn + Pˆnm
)(
aˆl + aˆ
†
l
)
+
∑
m,n,S={L,R}
~βmn,S
(
aˆm + aˆ
†
m
) (
bˆn,S + bˆ
†
n,S
)
.
(4.34)
In Eq. (4.34), βmn,S stands for coupling strength of m-th open CC mode of the
resonator to n-th open CC mode of the side baths and is found as
βmn,S =
CS
2c
√
L
√
LS
ω
1
2
mω
1
2
n,SΦ˜m(L
−)Φ˜n,S(L+), (4.35)
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where CS here stands for side capacitors CR,L and should not be confused with the
series capacitance Cs introduced earlier. Notice that light-matter coupling strength
gmnl has the same form as before, but in terms of open CC eigenmodes and eigenfre-
quencies.
4.4 Convergent multimode cQED
The A2-term was thought to have no impact on transition frequencies in vacuum-
induced effects such as the Lamb shift. Because it does not involve atomic operators,
it is expected to make the same perturbative contribution to every atomic energy level,
precluding observable shifts in transition frequencies [121]. This argument relies on
perturbation theory in the A2-term. We show that the diamagnetic term does have
an impact when accounted for exactly to all orders through the solutions of the
aforementioned transcendetal equations.
First, we illustrate the role of modal modification on the convergence of QED
quantities with a simple phenomenological model. Previously, the Purcell rate and
the Lamb shift have been calculated using the Lindblad formalism in the dispersive
limit [15]. An effective multimode JC model
HˆJC
~
=
ωj
2
σˆz +
∑
n
νnaˆ
†
naˆn +
∑
n
gn
(
σˆ+aˆn + σˆ
−aˆ†n
)
(4.36)
can be obtained (Sec. 4.2) from our first principles calculation, which incorporates
the modifications to the resonator modes and the qubit dynamics. Resonator losses
are included through a Bloch–Redfield equivalent zero-temperature master equa-
tion for the reduced density matrix of the resonator and qubit ˆ˙ρ = − i~ [HˆJC, ρˆ] +
κn
(
2aˆnρˆaˆ
†
n − {ρˆ, aˆ†naˆn}
)
. The expressions of cavity frequencies νn, associated losses
κn and modal interaction strengths gn are given in App. C.3. All these quantities are
functions of χs, the strength of the modification of the capacitance per unit length.
119
200 600 1000
n
20
40
60
g
n
a)
200 600 1000
n
1
2
3
κ
n
b)
100 101 102 103
n
10-6
10-4
(g
n
/
δ n
)2
κ
n
χs = 0.000
χs = 0.001
χs = 0.010
χs = 0.100
c)
Figure 4.7: Dependence of a) coupling strength gn, b) resonator decay rate κn (See
App. C.3 for derivation) and c) Purcell decay rate in the dispersive regime (gn/δn)
2κn
on mode number n for different values of χs = {0, 10−3, 10−2, 10−1}. Other parameters
are set as χR = χL = 10
−3. The qubit position is chosen as x0 = 0+ so that only the
suppression in the envelope is observed and but not the periodic oscillations observed
in Fig. 4.6b.
With the modified parameters, we revisit the convergence of the dispersive Purcell
rate (4.1). We show again in Fig. 4.7a that gn is non-monotonic [112] for any χs 6= 0,
first increasing, then turning over at a critical χs-dependent mode n, decreasing as
gn ∼ 1/
√
n in the large-n limit (See App. L). This high frequency behavior of gn
is the key to render the multimode Purcell rate finite, without an imposed cutoff.
From circuit theory point of view, this can understood as the series capacitance χs
becomes a short-circuit to ground at high frequencies, acting as a low-pass filter and
suppressing mode amplitude at x0. This is the cause of the power law drop of gn
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as n → ∞. This phenomenon is not specific to the resonator geometry in Fig. 4.1b.
The underlying physical reason is the conservation of current at the position x0 of
the qubit. Moreover, eliminating the continuum degrees of freedom of the waveguides
gives an effective decay rate for each mode, κn, which increases monotonically as
κn ∼ n0.3 (Fig. 4.7b).
As pointed out in previous studies [75, 52], for χs = 0 the resulting series (4.1)
diverges. This is the case since with gn ∼
√
n, νn ∼ n and monotonically increasing
κn we find the asymptotic of individual terms as
(
gn
ωj − νn
)2
κn ∼ 1
nd
, (4.37)
with 0 < d < 1 which results in a diverging series. On the other hand, for any nonzero
χs, individual terms in the sum (4.1) attain a universal power law ∼ n−2.7 (Fig. 4.7c),
which guarantees convergence. Note that the power law dependence of κn and gn,
albeit universal with respect to χs, are specific to the chosen circuit topology.
Although we showed that the expression (4.1) for the Purcell decay rate converges,
this estimate is only valid in the dispersive regime gn  |ωj − νn|. The estimates
for the Purcell decay rate and the Lamb shift will deviate substantially from the
exact result for a range of order gn around each cavity resonance, diverging as the
qubit frequency approaches the resonance (See Fig. 4.9). This fictitious divergence
can in principle be cured by solving the full multimode Master equation. Even if
computational challenges relating to the long-time dynamics in such a large Hilbert
space can be addressed, the resulting rate would still be subject to the TLA, RWA,
Born and Markov approximations, casting a priori an uncertainty on its reliability.
To overcome the limitations of the dispersive limit JC model, we next apply our
Heisenberg-Langevin formalism that has been discussed in chapter .3 [108]. According
to this, the transmon qubit and the resonator are described by a set of coupled
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differential equations in Heisenberg picture as
ˆ¨ϕj(t) + (1− γ)ω2j sin [ϕˆj(t)] = γ∂2t ϕˆ(x0, t), (4.38)[
∂2x − χ(x, x0)∂2t
]
ϕˆ(x, t) = χsω
2
j sin [ϕˆj(t)]δ(x− x0). (4.39)
Here ϕˆj(t) and ϕˆ(x, t) are dimensionless phase operators for the JJ and the resonator-
waveguide system, respectively. These two inhomogeneous equations show that the
flux field at x0 drives the dynamics of the JJ [(4.38)], while the JJ acts as a source
driving the EM fields [(4.39)]. In addition, the fields are subject to continuity con-
ditions at the ends of the resonator x = 0, 1 (in units of L). This is consistent [112]
with Kirchhoff’s laws for current conservation.
In chapter 3, we explained in detail how we obtain the effective dynamics for
the qubit and provided a systematic solution via perturbation theory. Here, we just
mention the important steps. Equation 4.39 can be solved in the Fourier domain,
where ˆ˜ϕ(x, ω) =
∫∞
−∞ dt ϕˆ(x, t)e
−iωt can be expanded in terms of the basis ϕ˜n(x, ω)
that solves the generalized eigenvalue problem
[
∂2x + χ(x, x0)ω
2
]
ϕ˜n(x, ω) = 0, (4.40)
subject to continuity conditions at the ends of the resonator, i.e.
− ∂xϕ˜n(1−, ω) = χRω2[ϕ˜n(1−, ω)− ϕ˜n(1+, ω)], (4.41)
− ∂xϕ˜n(0+, ω) = χLω2[ϕ˜n(0−, ω)− ϕ˜n(0+, ω)], (4.42)
which models the coupling to the waveguides and associated loss. The Dirac δ-
function in χ(x, x0) leads to the discontinuity
− ∂xϕ˜n(x)]x
+
0
x−0
= χsω
2
nϕ˜n(x0), (4.43)
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amounting to current conservation at the qubit position, resulting in a modified,
current-conserving (CC) basis [112]. These modifications in the spectrum of the
transmission line resonator impact the qubit dynamics that is driven by resonator
fluctuations.
Using our formalism, we can provide an improved analytic result that is uniformly
valid in the transmon frequency, and is not limited by the aforementioned approxi-
mations. Electromagnetic degrees of freedom can be integrated out by solving (4.39)
exactly, plugging into (4.38) and tracing over the photonic Hilbert space. To lowest
order in the transmon nonlinearity  = (Ec/Ej)
1/2, where Ec and Ej are the charging
and Josephson energy, respectively, the effective equation for the qubit is [108]
ˆ¨Xj(t) + ω
2
j [1− γ + iK1(0)] Xˆj(t) = −ω2j
∫ t
0
dt′K2(t− t′)Xˆj(t′), (4.44)
where Xˆj(t) = Trph{ρˆph(0)ϕˆj(t)}/φzpf is the reduced flux operator traced over the
photonic degrees of freedom and φzpf ≡ (
√
2)1/2 is the magnitude of the zero-point
phase fluctuations. This delay equation features the memory kernels
Kn(τ) ≡ γχs
∫ +∞
−∞
dω
2pi
ωn G˜(x0, x0, ω)e
−iωτ , (4.45)
where G˜(x, x′, ω) is the classical EM Green’s function defined by
[
∂2x + χ(x, x0)ω
2
]
G˜(x, x′, ω) = δ(x− x′), (4.46)
implying that G˜(x, x′, ω) is the amplitude of the flux field created at x by a transmon
oscillating with a frequency ω at x′ [108]. The term on the right hand side of (4.44)
is therefore proportional to the fluctuating current driving the qubit at time t, that
was excited by itself at an earlier time t′. This Green’s function correctly encodes the
modification of the capacitance per length. Equation (4.44) can be solved exactly in
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the Laplace domain
ˆ˜Xj(s) =
sXˆj(0) +
ˆ˙Xj(0)
Dj(s)
, (4.47)
where h˜(s) ≡ ∫∞
0
dt h(t) e−st, with Dj(s) defined as [108]
Dj(s) ≡ s2 + ω2j
[
1− γ + iK1(0) + K˜2(s)
]
. (4.48)
We express the characteristic function Dj(s) in meromorphic form
Dj(s) = (s− pj)(s− p∗j)
∏
m
(s− pm)(s− p∗m)
(s− zm)(s− z∗m)
. (4.49)
The poles of 1/Dj(s) are the hybridized qubit-like and resonator-like complex-valued
excitation frequencies, pj ≡ −αj− iβj and pn ≡ −αn− iβn, respectively, of the qubit-
resonator system, while its zeroes zn ≡ −iωn = −κn − iνn correspond to bare non-
Hermitian cavity resonances. The real part of the qubit-like pole, αj, is the Purcell
loss rate, while βj − ωj is the Lamb shift, as shown in Fig. 4.8. More importantly, it
can be shown that the characteristic function Dj(s) is itself convergent, and hence so
are all hybridized frequencies, for any nonzero χs (See App. M).
The transmon nonlinearity neglected in Eq. (4.44) can be reintroduced as a weak
perturbation to the exactly solvable linear theory. The leading order correction to the
hybridized resonances amounts to self- and cross-Kerr interactions [131, 19]. Using
multi scale perturbation theory [9, 108], the correction to the transmon qubit-like
resonance βj is given by
βˆj = βj −
√
2
4
ωj
[
u4jHˆj(0) +
∑
n
2u2ju
2
nHˆn(0)
]
, (4.50)
where the coefficients uj,n define the transformation from the hybridized to the un-
hybridized modes and Hˆj,n(0) are the free Hamiltonian of the transmon and mode n,
respectively. For χg → 0, we find uj → 1, un = 0 and βj → ωj such that we recover
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Figure 4.8: A schematic demonstration of the calculation of the Purcell decay rate
and the Lamb shift using our Heisenberg-Langevin framework. The transmission
|T |2 is shown versus the real frequency for the bare resonator modes (solid black
curves). Capacitive coupling to the qubit, whose transition frequency ωj is slightly
above the fundamental resonator frequency ν1, gives rise to hybridized modes (dashed
red curves). Alternatively, one may study the positions of these resonances in the
complex frequency plane, where the bare resonator and qubit poles (black points)
are displaced into hybridized resonator-like and qubit-like resonances (red points).
The Purcell decay and the Lamb shift are obtained as the displacement of the qubit-
like pole. The bare (hybridized) complex frequencies are the poles (zeros) of the
characteristic function Dj(s).
the frequency correction of free quantum Duffing oscillator ˆ¯ωj = ωj[1−
√
2
4
Hˆj(0)] [5].
We note three features of this result. Firstly, the correction is an operator and that
expresses the fact that transmon levels are anharmonic. The anharmonicity can be
calculated from the expectation value of a corrected quadrature operator. Secondly,
by virtue of the lowest order result being convergent without a cutoff, the perturbative
corrections are also convergent in the number of modes included. Finally, this result
is not limited by the qubit-resonator coupling strength or the openness of the cavity.
The final result is finite for all qubit frequencies, as opposed to the dispersive-limit
result. The correction to the Purcell decay is higher order and forms the subject of
future work.
We compared the spontaneous decay from the linear theory (blue solid) to the
dispersive limit estimate γP in Eq. (4.1) (black dashed) as the transmon frequency is
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Figure 4.9: Comparison of a,b) spontaneous decay rate between the linear theory
(blue solid) and the dispersive limit result γP (black dashed) as a function of ωj. c,d)
Lamb shift between the linear theory (blue solid), leading order perturbation (red
dotted) and the dispersive limit result ∆L (black dashed). a,c) χg = 0.001 and b,d)
χg = 0.1. Both values of χg are in strong coupling regime, i.e. g1/αj  1. However,
χg = 0.1 (g1/ν1 = 0.1033) reaches ultrastrong coupling [130], where multimode effects
are non-negligible. The nonlinearity is set as  = 0.1, while other parameters are
χR = χL = 10
−3 and χj = 0.05. The vertical dash-dotted black line shows the
position of the fundamental frequency of the resonator.
tuned across the fundamental mode in Figs. 4.9a-4.9b. First, the spontaneous decay
is asymmetric, since there are (in)finitely many modes with frequency (larger) smaller
than ωj. This feature is captured by both theories. Second, the spontaneous decay
is enhanced as the qubit frequency approaches the fundamental resonator frequency.
However, the dispersive limit estimate is perturbative in gn/δn and hence yields a
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divergent result (fake kink) on resonance regardless of coupling constant, contrary to
our result 4.49 which predicts a finite value even in ultrastrong coupling (Fig. 4.9b).
In Figs. 4.9c-4.9d we compare the Lamb shift from the linear theory (blue solid)
and the leading order perturbation theory (red dotted) to the dispersive multimode
estimate (black dashed)
∑
n g
2
n/δn [15]. Below the fundamental mode, the Lamb shift
is negative due to the collective influence of all higher modes that redshifts the qubit
frequency. Above the fundamental mode, there appears a competition between the
hybridization with the fundamental mode and all higher modes. Close enough to the
fundamental mode, the Lamb shift is positive until it changes sign, as predicted by
all three curves.
4.5 Discussion
The corrections to the spectral structure of the resonator found in Sec. 4.2 is mathe-
matically equivalent to the scattering corrections that result from the presence of an
atom in atomic CQED systems. Electromagnetic field quantization has been studied
in great detail for CQED systems including single electron atoms [150, 173, 144],
multi-electron atoms [89], and for atoms embedded in dispersive and absorptive di-
electric media [89, 62, 79, 117, 45, 90]. For completeness, in App. K, we present a
full derivation of the minimal coupling Hamiltonian (neglecting electron’s spin) for
this system starting from a Lagrangian formalism that yields the Maxwell’s equations
and the Lorentz force law [89]. The term Lint = Hint = 12Cg
[
Φ˙J − Φ˙(x0, t)
]2
that
appears in the canonical quantization of cQED systems is mathematically equiv-
alent to the approximate (zero-order dipole approximated) minimal coupling term
Te ≈ 12me [pe − eA(Rcm, t)]
2 appearing in CQED Hamiltonian, thus their impact on
the cavity modal structure is similar.
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It could be argued that the freedom in the choice of the point of reference for
the generalized fluxes i.e. the choice of ground, is analogous to the gauge freedom.
However, the fact that the cavity modes are modified due to the existence of the qubit
is a property that is gauge-independent. In App. K, we show that in a similar manner
to the discussion here, the existence of the A2 term in the Coulomb gauge gives rise to
modified spectral properties of a cavity. However, in atomic CQED these corrections
are tiny because of the smallness of typical atomic transition dipoles and the fine
structure constant. In App. A.3, we have also studied the reverse question and proved
it is feasible to retrieve an A2-like term if one naively performs the quantization by the
cosine basis. This completes the similarity between cQED and CQED Hamiltonians in
the lowest order (zeroth order dipole approximation) where the dimension of transmon
(atom) is completely neglected compared to the cavity’s wavelength.
Furthermore, the A2 term kept in our calculation to enforce gauge invariance plays
the role of the “counterterm” discussed by Caldeira and Leggett to cancel an infinite
frequency renormalization in their phenomenological description of interaction of a
quantum system to its environment [26, 100]. This problem had also been encountered
in the quantum theory of laser radiation [148].
In summary, we have presented a framework to calculate the spontaneous decay
and the Lamb shift of a transmon qubit, which are convergent in the number of
resonator modes without the need for rotating-wave, two-level, Born or Markov ap-
proximations, or a high frequency cutoff. This is achieved by an ab initio derivation
of the quantum circuit equations of motion containing the A2 term to enforce gauge
invariance. As a result, the modes of the resonator are modified such that the light-
matter coupling is suppressed at high frequencies. Formulating the cavity resonances
in terms of non-Hermitian modes provides access to the spontaneous decay, the Lamb
shift, and any other QED observables in a unified way.
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Chapter 5
Summary and outlook
The interest in circuit-QED systems has increased significantly during the past decade
as a promising platform for both quantum information processing and fundamental
studies of non-equilibrium quantum phenomena[40, 13, 37]. Quantum information
applications have motivated the majority of previous theoretical studies to employ
models that first appeared in earlier analoguous cavity-QED systems. These phe-
nomenological models, like Jaynes-Cummings, use simplifying approximations that
work well for cavity-QED systems, but fail to capture some experimental results on
circuit-QED systems due to the different regime of parameters that such systems
operate in. To resolve some of the earlier theoretical anomalies originating from
these phenomenological models, we found it essential to introduce a first principles
formalism based on Heisenberg-Langevin equations of motion.
First, even though most charge-based superconducting qubits operate in a weakly
nonlinear regime [92], majority of previous studies use a two-level approximation
to describe such qubits. Treating qubits as two-level systems facilitates numerical
simulation by decreasing the Hilbert size of interest, but the spin-1
2
nonlinearity is
harder to deal with analytically due to the non-commuting spin algebra. Moreover, a
two-level approximation completely neglects the origin of nonlinearity. Instead of two-
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level approximation, we have built a perturbation theory in the weak nonlinearity of
the qubit. The conventional perturbation theories, like Rayleigh-Schro¨dinger, are not
applicable at the level of Heisenberg equations of motion due to appearance of secular
terms that grow unbounded in time. This anomaly can be resolved by employing a
different perturbation scheme, called multi scale perturbation theory.
Second, stronger light-matter coupling in circuit-QED systems leads to violation
of rotating-wave approximation [130]. The main motivation behind this approxi-
mation, which is applied to the Jaynes-Cummings model, is to impose a fictitious
U(1) symmetry that renders the total number of excitation a constant of motion.
Therefore, one can obtain analytical expressions for the eigenmodes of the multimode
Jaynes-Cummings model. Although it has been proven that the Z2 symmetry of the
single mode Rabi model is also sufficient for integrability [22, 124], no generalization
to the multimode scenario has been provided so far. On the other hand, using our
Heisenberg-Langevin formalism, we solve for the spectrum without the need for ro-
tating wave approximation. The reason lies in the weak nonlinearity of transmon,
which allows us to follow a perturbation scheme. Up to the lowest order, the trans-
mon behaves like a quantum harmonic oscillator and the theory is exactly solvable
without resorting to rotating wave approximation. Higher order corrections are then
achieved using multi scale perturbation theory, which appears as self-and cross-Kerr
contributions.
Third, the general line of thought to account for the openness of QED system is
to extend the Hamiltonian into a Linbladian superoperator that takes into account
the dissipation using Born-Makrov approximation. In our Heisenberg-Langevin for-
malism, we take advantage of the linear equations of motion that govern the electro-
magnetic degrees of freedom. These equations can always be solved exactly and the
information about the electromagnetic background can be encoded in the classical
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electromagnetic Green’s function. Then, poles of the Green’s function give the exact
bare oscillation frequencies and dissipation rates of the cavity.
Fourth, in circuit-QED architecture, the light-matter coupling can be substan-
tial [130, 20, 55] and it is found that QED quantities are strongly influenced by far
off-resonant modes [75, 161]. Previous multimode models lead to divergent results,
while they cured this anomaly by applying an artificial cutoff [95]. In chapter 4 we
showed that by placing the qubit into a resonator, the electromagnetic mode struc-
ture of the cavity is altered such that renders multimode quantities convergent. This
was achieved by incorporating the effect of the diamagnetic A2 contribution in our
formalism exactly, in contrast to previous perturbative treatments of A2 term.
To show the advantage of our Heisenberg-Langevin formalism, we applied it to
the problem of spontaneous emission, and compared the results for the Purcell de-
cay rate and the Lamb shift to the ones obtained from multimode Jaynes-Cummings
model in the dispersive limit. Besides resolving the anomaly of multimode divergence,
our theory is not limited by light-matter coupling strength or detuning, contrary to
the dispersive Jaynes-Cummings results. Even though we only studied spontaneous
emission, our formalism can be applied to the driven-dissipative case as well. More-
over, since we developed the theory in terms of Heisenberg operators, higher order
correlation functions can be achieved immediately from the solutions for single body
operators.
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Appendix A
Classical Hamiltonian and modified
eigenmodes of a closed cQED
system
Here, we follow the quantization procedure discussed in sec. 2.2.1 for the system
shown in Fig. 4.1b. We first use a discretized lumped element LC-model [179] for
the microwave resonator and then take the limit where these infinitessimal elements
go to zero while leaving the capacitance and inductance per length of the resonator
invariant.
A.1 Discrete limit
A.1.1 Classical Lagrangian for the discretized circuit
In terms of the generalized coordinates introduced in Appendix A, the Lagrangian
for the discretized circuit can be written as the difference between kinetic capacitive
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energy and potential inductive energy and it reads
L = 1
2
CjΦ˙
2
j + Ej cos
(
2pi
Φj
Φ0
)
+
∑
n
[
1
2
c∆xΦ˙2n −
1
2l∆x
(Φn+1 − Φn)2
]
+
1
2
Cg(Φ˙0 − Φ˙j)2.
(A.1)
In the expression above, we have labeled the discrete nodes such that the qubit is
connected to the zeroth node.
A.1.2 Classical Hamiltonian for the discretized circuit
The first step to find the Hamiltonian is to derive the conjugate variables associated
with the generalized coordinate {{Φn}; Φj}. These conjugate variables will have the
dimension of charge and we represent them as {{Qn};Qj}. By definition, these
conjugate variables read
Qj ≡ δL
δΦ˙j
= (Cj + Cg)Φ˙j −
∑
n
Cgδn0Φ˙n, (A.2a)
Qn ≡ δL
δΦ˙n
= (c∆x+ Cgδn0)Φ˙n − Cgδn0Φ˙j. (A.2b)
The next step is to calculate the discrete Hamiltonian by a Legendre transforma-
tion
H =
∑
n
QnΦ˙n +QjΦ˙j − L
=
1
2
(Cj + Cg)Φ˙
2
j − Ej cos
(
2pi
Φj
Φ0
)
+
∑
n
[
1
2
(c∆x+ Cgδn0)Φ˙
2
n +
1
2l∆x
(Φn+1 − Φn)2
]
− CgΦ˙0Φ˙j.
(A.3)
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Now, we need to solve for Φ˙j and Φ˙n in terms of Qj and Qn to represent the
Hamiltonian only in terms of generalized coordinates and their conjugate variables.
Before proceeding further, we define the following quantities in order to simplify the
calculation
γ ≡ Cg
Cg + Cj
, (A.4a)
Cs ≡ CgCj
Cg + Cj
, (A.4b)
Cs,n ≡ c∆x+ Csδn0, (A.4c)
Cg,n ≡ c∆x+ Cgδn0, (A.4d)
where Cs represents the series combination of the coupling capacitor Cg and Transmon
capacitor Cj. In terms of these new quantities we can write
Φ˙n =
Qn
Cs,n
+
γδn0Qj
Cs,n
, (A.5a)
Φ˙j =
(
γ
Cj
+
γ2
Cs,0
)
Qj +
∑
n
γδn0
Cs,n
Qn, (A.5b)
H = 1
2
Cg
γ
Φ˙2j − Ej cos
(
2pi
Φj
Φ0
)
+
∑
n
[
1
2
Cg,nΦ˙
2
n +
1
2l∆x
(Φn+1 − Φn)2
]
− CgΦ˙0Φ˙j
(A.5c)
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By inserting the expressions for Φ˙n and Φ˙j into the one for the Hamiltonian one
finds that
H = 1
2
[
γ
Cg
+
γ2(Cg,0 − γCg)
C2s,0
]
Q2j − Ej cos
(
2pi
Φj
Φ0
)
+
∑
n
[
1
2
Cg,n − γCgδn0
C2s,n
Q2n +
1
2l∆x
(Φn+1 − Φn)2
]
+
γ
Cs,0
QjQ0.
(A.6)
Notice that this expression can be further simplified since Cg,n and Cs,n are related
as Cg,n − γCgδn0 = Cs,n. Therefore, the final result for the discretized Hamiltonian
will be
H = 1
2
(
γ
Cg
+
γ2
Cs,0
)
Q2j − Ej cos
(
2pi
Φj
Φ0
)
+
∑
n
[
Q2n
2Cs,n
+
1
2l∆x
(Φn+1 − Φn)2
]
+
γ
Cs,0
QjQ0,
(A.7)
where the conjugate variables obey the classical Poisson bracket relations
{Φn, Qm} = δmn (A.8a)
{Φj, Qj} = 1, (A.8b)
{Qn, Qm} = {Φn,Φm} = 0, (A.8c)
{Qj, Qj} = {Φj,Φj} = 0. (A.8d)
A.2 Continuum limit
Now that we have the expressions for Lagrangian and Hamiltonian in the discrete
limit, we can obtain the analogous continuous ones by simply taking the limit ∆x→ 0,
while keeping the capacitance and inductance per length constant. In order to do so,
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we find first how some of the terms change in this limit. Let us first investigate the
Kronecker delta. It is quite natural to argue that
lim
∆x→0
δn0
∆x
= δ(x), (A.9)
where δ(x) here represents the Dirac delta function. It can be verified by checking all
the properties of a Dirac delta function:
1. δ(x) = 0, x 6= 0
2. δ(x)→ +∞, x→ 0
3. lim
∆x→0
∑
n
δn0
∆x
∆x =
∫ +
− δ(x) dx = 1
Based on Eq. (A.9), it is possible to find how Cs,n transform in the continuous case
as
c(x) ≡ lim
∆x→0
Cs,n
∆x
= c+ Csδ(x). (A.10)
We call this quantity modified capacitance per length of the resonator, since it has the
information regarding the position of the qubit and the way it changes the capacitance
at the point of connection. Moreover, by going to continuum limit, the charge variable
Qn goes to zero, since it represents the charge of infinitesimal capacitors. However,
the charge density remains a finite quantity
ρ(x, t) ≡ lim
∆x→0
Qn(t)
∆x
. (A.11)
Finally, by definition we replace
lim
x→0
Φn+1(t)− Φn(t)
∆x
= ∂xΦ(x, t). (A.12)
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A.2.1 Classical Lagrangian and Euler-Lagrange equations of
motion in the continuum limit
Applying the limits introduced in the previous section, Lagrangian in the continuum
limit reads
L = 1
2
(Cj + Cg)Φ˙
2
j − Uj(Φj)
+
∫ L/2
−L/2
dx
[
1
2
[c+ Cgδ(x)][∂tΦ(x, t)]
2 − 1
2l
[∂xΦ(x, t)]
2
]
−
∫ L/2
−L/2
dx Cgδ(x)Φ˙j∂tΦ,
(A.13)
where Uj(Φj) = −Ej cos
(
2pi
Φj
Φ0
)
. Euler-Lagrange equations of motion are derived
from the variational principle δL = 0 as
(Cj + Cg)Φ¨j − Cg
∫ L/2
−L/2
dxδ(x)∂2t Φ(x, t) +
∂Uj(Φj)
∂Φj
= 0, (A.14a)
− ∂2xΦ(x, t) + lc∂2t Φ(x, t) + lCgδ(x)
[
∂2t Φ(x, t)− Φ¨j
]
= 0. (A.14b)
It is helpful to rewrite these equations by first finding Φ¨j from A.14a and plugging
into A.14b as
[
∂2x − lc(x)∂2t
]
Φ(x, t) = lγδ(x)
∂Uj(Φj)
∂Φj
, (A.15)
which is a wave equation with modified capacitance per length and the transmon qubit
as a source on the right hand side. Therefore, the simplified equations of motion read
Φ¨j +
γ
Cg
∂Uj(Φj)
∂Φj
= γ∂2t Φ(0, t), (A.16a)[
∂2x − lc(x)∂2t
]
Φ(x, t) = lγδ(x)
∂Uj(Φj)
∂Φj
. (A.16b)
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The Dirac delta function in the wave equation A.16b can be translated into dis-
continuity in the spatial derivative of Φ(x, t). Therefore, equation A.16b can be
understood as
(
∂2x − lc∂2t
)
Φ(x, t) = 0, x 6= 0, (A.17a)
Φ(0+, t) = Φ(0−, t), (A.17b)
∂xΦ(x, t)]
x=0+
x=0− = lCs ∂
2
t Φ(x, t)
∣∣
x=0
+ lγ
∂Uj(Φj)
∂Φj
. (A.17c)
In terms of voltage and current, equation A.17b means that voltage is spatially con-
tinuous while A.17c means that current is not continuous at the position of the trans-
mon, since some of the current has to go into the qubit. The two terms on the right
hand side of A.17c are proportional to the current that enters Cj and the Josephson
junction respectively.
A.2.2 Classical Hamiltonian and Heisenberg equations of
motion in the continuum limit
Starting from our discrete Hamiltonian, we try to find the continuous Hamiltonian
again by taking the limit ∆x −→ 0. We consider each term separately. First, note
that
lim
∆x→0
(
γ
Cg
+
γ2
Cs,0
)
=
1
Cj
, (A.18)
Therefore, the transmon Hamiltonian becomes
Q2j
2Cj
− Ej cos
(
2pi
Φj
Φ0
)
. (A.19)
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The Hamiltonian of the resonator transforms as
lim
∆x→0
∑
n
[
Q2n
2cn
+
1
2l∆x
(Φn+1 − Φn)2
]
= lim
∆x→0
∑
n
∆x
[
1
2
(Qn
∆x
)2
cn
∆x
+
1
2l
(
Φn+1 − Φn
∆x
)2]
=
∫ L/2
−L/2
dx
{
ρ2(x, t)
2c(x)
+
1
2l
[∂xΦ(x, t)]
2
}
.
(A.20)
Finally, the interaction term can be written as
lim
∆x→0
γ
Cs,0
QjQ0 = lim
∆x→0
γQj
∑
n
Qn
Cs,n
δn0
= lim
∆x→0
γQj
∑
n
Qn
∆x
Cs,n
∆x
δn0
∆x
∆x
=γQj
∫ L/2
−L/2
dx
ρ(x, t)
c(x)
δ(x).
(A.21)
Putting all the terms together, the final expression for the Hamiltonian will be
H = Q
2
j
2Cj
− Ej cos
(
2pi
Φj
Φ0
)
︸ ︷︷ ︸
HA
+
∫ L/2
−L/2
dx
{
ρ2(x, t)
2c(x)
+
1
2l
[∂xΦ(x, t)]
2
}
︸ ︷︷ ︸
HmodC
+ γQj
∫ L/2
−L/2
dx
ρ(x, t)
c(x)
δ(x)︸ ︷︷ ︸
Hint
,
(A.22)
where the Poisson bracket relations now change to
{Φj, Qj} = 1, (A.23a)
{Φ(x, t), ρ(x′, t)} = δ(x− x′). (A.23b)
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Notice that in expression (A.22) for Hamiltonian we have a Dirac delta function
hidden in c(x) in the denominator of both resonator’s capacitive energy and the
interaction term. At the first sight, it might seem unconventional to have a Dirac
delta function in the denominator. However, we will show that the charge density
ρ(x, t) is also proportional to c(x) which makes these integrals have finite values. we
know that the time dependence of an operator O ({Φn}, {Qn}; Φj, Qj; t) is determined
by
dO
dt
= {O,H}+ ∂tO. (A.24)
Using the Poisson bracket relations introduced above we obtain the following Hamil-
ton equations of motion
∂tΦ(x, t) =
ρ(x, t)
c(x)
+
γδ(x)
c(x)
Qj, (A.25a)
∂tρ(x, t) =
1
l
∂2xΦ(x, t), (A.25b)
∂tΦj =
Qj
Cj
+
∫ L/2
−L/2
dx
γδ(x)
c(x)
ρ(x, t), (A.25c)
∂tQj = −∂Uj(Φj)
∂Φj
= −2pi
Φ0
Ej sin
(
2pi
Φj
Φ0
)
. (A.25d)
The results here, can be generalized to a case where the transmon is connected to
some arbitrary point x0, where the modified capacitance per length now changes to
c(x, x0) = c+ Csδ(x− x0).
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A.3 Modified resonator eigenmodes and eigenfre-
quencies
Consider HmodC in Eq. A.22 which is the modified resonator Hamiltonian. The focus of
this section is to find out how this modification in capacitance per length influences
the closed Hermitian eigenmodes and eigenfrequencies of the resonator. Assuming
that the transmon is connected to some arbitrary point x0 the Hamiltonian is given
as
HmodC =
∫ L
0
dx
{
ρ2(x, t)
2c(x, x0)
+
1
2l
[∂xΦ(x, t)]
2
}
. (A.26)
Applying the Poisson bracket relations (A.23a-A.23b), the Hamilton equations of
motion for the resonator fields read
∂tΦ(x, t) =
ρ(x, t)
c(x, x0)
, (A.27a)
∂tρ(x, t) =
1
l
∂2xΦ(x, t). (A.27b)
By combining the above equations and rewriting them in Fourier representation in
terms of Φ˜(x, ω) =
∫ +∞
−∞ dtΦ(x, t)e
iωt we obtain
[
∂2x + lc(x, x0)ω
2
]
Φ˜(x, ω) = 0. (A.28)
Note that there is a Dirac delta function hidden in c(x, x0). As we mentioned earlier,
this can be translated into discontinuity in ∂xΦ˜(x, ω) which is proportional to the
current I˜(x, ω) = −1
l
∂xΦ˜(x, ω) that enters and exits the point of connection to the
transmon
−1
l
∂xΦ˜(x, ω)
]x+0
x−0
= Csω
2Φ˜(x0, ω). (A.29)
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We are after a complete set of modes Φ˜n(x) ≡ Φ˜(x, ωn) where any solutions to the
previous wave equation can be linearly decomposed on them. In order to find these
modes, we have to solve
(
∂2x + lcω
2
n
)
Φ˜n(x) = 0, x 6= x0 (A.30)
with boundary conditions
∂xΦ˜n(x)
∣∣∣
x=0
= ∂xΦ˜n(x)
∣∣∣
x=L
= 0, (A.31a)
∂xΦ˜n(x)
]x+0
x−0
+ lCsω
2
nΦ˜n(x0) = 0, (A.31b)
Φ˜n(x
+
0 ) = Φ˜n(x
−
0 ). (A.31c)
Applying the boundary conditions we find a transcendental equation whose roots will
give the Hermitian eigenfrequencies of this closed system as
sin(knL) + χsknL cos(knx0) cos[kn(L− x0)] = 0. (A.32)
In the transcendental Eq. (A.32), kn represents the wavevector defined as k
2
n ≡ lcω2n
and the quantity χs ≡ CscL is a unitless measure for the discontinuity of current intro-
duced by the transmon. Eventually, the eigenfunctions are found as
Φ˜n(x) ∝

cos [kn(L− x0)] cos (knx) 0 < x < x0
cos (knx0) cos [kn(L− x)] x0 < x < L
, (A.33)
where the proportionality constant is set by the orthogonality relation
∫ L
0
dx
c(x, x0)
c
Φ˜n(x)Φ˜m(x) = Lδmn. (A.34)
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Another important orthogonality condition can be derived between {∂xΦ˜n} as
∫ L
0
dx∂xΦ˜m(x)∂xΦ˜n(x) = kmknLδmn. (A.35)
Finally, it is instructive to show explicitly the origin of an A2-like term when
instead of the CC-basis the conventional cosine modes are chosen. Replacing ρ(x, t)
from A.27a in HmodC gives
HmodC =
∫ L
0
dx
{
c(x, x0)
2
[∂tΦ(x, t)]
2 +
1
2l
[∂xΦ(x, t)]
2
}
. (A.36)
Substituting c(x, x0) = c+ Csδ(x− x0) leads to
HmodC =
∫ L
0
dx
{
c
2
[∂tΦ(x, t)]
2 +
1
2l
[∂xΦ(x, t)]
2
}
︸ ︷︷ ︸
HC
+
1
2
Cs [∂tΦ(x0, t)]
2︸ ︷︷ ︸
Hmod
. (A.37)
Note thatHC has a diagonal representation in terms of the cosine basis [38]. However,
by choosing this basis Hmod remains as an A2-like term giving rise to intermode
interaction.
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Appendix B
Unitless quantum equations of
motion for an open cQED system
The derivation for the classical Lagrangian for the system shown in Fig. 3.3 has
been discussed in App. A.2 for a closed cQED system. In this appendix, we review
these equations for the open case and reexpress them in terms of unitless quantities.
These unitless equations are then employed in chapter 3 to construct our Heisenberg-
Langevin formalism.
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The classical Euler-Lagrange equations of motion can then be found by setting
the variation of Lagrangian
L = 1
2
CjΦ˙j(t)
2 − U(Φj(t))
+
∫ L−
0+
dx
{
1
2
c[∂tΦ(x, t)]
2 − 1
2l
[∂xΦ(x, t)]
2
}
+
∫ +∞
L+
dx
{
1
2
c[∂tΦR(x, t)]
2 − 1
2l
[∂xΦR(x, t)]
2
}
+
∫ 0−
−∞
dx
[
1
2
c[∂tΦL(x, t)]
2 − 1
2l
[∂xΦL(x, t)]
2
]
+
1
2
CL
[
Φ˙L(0
−, t)− Φ˙(0+, t)
]2
+
1
2
CR
[
Φ˙R(L
+, t)− Φ˙(L−, t)
]2
+
1
2
Cg
[
Φ˙j(t)− Φ˙(x0, t)
]2
,
(B.1)
with respect to each flux variable to zero. For the transmon and the resonator we
find
Φ¨j +
1
Cg + Cj
∂Uj(Φj)
∂Φj
= γ∂2t Φ(x0, t), (B.2)
∂2xΦ(x, t)− lc(x, x0)∂2t Φ(x, t) = lγδ(x− x0)
∂Uj(Φj)
∂Φj
, (B.3)
where Uj(Φj) stands for the Josephson potential as
Uj(Φj) = −Ej cos
(
2pi
Φ0
Φj
)
, (B.4)
and Φ0 ≡ h2e is the superconducting flux quantum. Furthermore, Cs ≡ CgCj/(Cg+Cj)
is the series capacitance of Cj and Cg and γ ≡ Cg/(Cg + Cj). Moreover, l and c are
the inductance and capacitance per length of the resonator and waveguides while
c(x, x0) ≡ c + Csδ(x − x0) represents the modified capacitance per length due to
coupling to transmon. In addition, we find two wave equations for the flux field of
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the left and right waveguides as
∂2xΦR,L(x, t)− lc∂2t ΦR,L(x, t) = 0, (B.5)
The boundary conditions are derived from continuity of current at each end as
− 1
l
∂xΦ|x=L− = −
1
l
∂xΦR|x=L+ = CR∂2t
[
Φ(L−, t)− ΦˆR(L+, t)
]
, (B.6a)
− 1
l
∂xΦ|x=0+ = −
1
l
∂xΦL|x=0− = CL∂2t
[
ΦL(0
−, t)− Φ(0+, t)] , (B.6b)
continuity of flux at x = x0
Φ(x = x−0 , t) = Φ(x = x
+
0 , t), (B.7)
and conservation of current at x = x0 as
∂xΦ|x=x+0 − ∂xΦ|x=x−0 − lCs∂
2
t Φ(x0, t) = lγ
∂Uj(Φj)
∂Φj
. (B.8)
In order to find the quantum equations of motion, we follow the common procedure
of canonical quantization [38]:
1) Find the conjugate momenta Qn ≡ δLδΦ˙n
2) Find the classical Hamiltonian via a Legendre transformation asH = ∑
n
QnΦ˙n−
L
3) Find the Hamiltonian operator by promoting the classical conjugate variables
to quantum operators such that {Φˆm, Qˆn} = δmn → [Φˆm, Qˆn] = i~δmn. We use
a hat-notation to distinguish operators from classical variables.
The derivation for the quantum Hamiltonian of the the closed version of this
system where CR,L → 0 can be found in App. A.2. Note that nonzero end capacitors
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CR,L leave the equations of motion for the resonator and waveguides unchanged, but
modify the BC of the problem at x = 0, L. The resulting equations of motion for the
quantum flux operators Φˆj, Φˆ(x, t) and ΦˆR,L(x, t) have the exact same form as the
classical Euler-Lagrange equations of motion.
Next, we define unitless parameters and variables as
x¯ ≡ x
L
, t¯ ≡ t
L
vp
, ω¯ ≡ ω
vp
L, ϕˆ ≡ 2pi Φˆ
Φ0
, nˆ ≡ Qˆ
2e
(B.9)
where vp ≡ 1/
√
lc is the phase velocity of the resonator and waveguides. Furthermore,
we define unitless capacitances as
χi ≡ Ci
cL
, i = R,L, j, g, s (B.10)
as well as a unitless modified capacitance per length as
χ(x¯, x¯0) ≡ 1 + χsδ(x¯− x¯0). (B.11)
Then, the unitless equations of motion for our system are found as
ˆ¨ϕj(t¯) + (1− γ)ω¯2j sin [ϕˆj(t¯)] = γ∂2t¯ ϕˆ(x¯0, t¯), (B.12a)[
∂2x¯ − χ(x¯, x¯0)∂2t¯
]
ϕˆ(x¯, t¯) = χsω¯
2
j sin [ϕj(t¯)]δ(x¯− x¯0), (B.12b)
∂2x¯ϕˆR,L(x¯, t¯)− ∂2t¯ ϕˆR,L(x¯, t¯) = 0, (B.12c)
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with the unitless BCs given as
− ∂x¯ϕˆ|x¯=1− = − ∂x¯ϕˆR|x¯=1+ = χR∂2t¯
[
ϕˆ(1−, t¯)− ϕˆR(1+, t¯)
]
, (B.13a)
− ∂x¯ϕˆ|x¯=0+ = − ∂x¯ϕˆL|x¯=0− = χL∂2t¯
[
ϕˆL(0
−, t¯)− ϕˆ(0+, t¯)] , (B.13b)
ϕˆ(x¯ = x¯−0 , t¯) = ϕˆ(x¯ = x¯
+
0 , t¯), (B.13c)
∂x¯ϕˆ|x¯=x¯+0 − ∂x¯ϕˆ|x¯=x¯−0 − χs∂
2
t¯ ϕˆ(x¯0, t¯) = χsω¯
2
j sin [ϕj(t¯)]. (B.13d)
In Eqs. (B.12a) and (B.12b), we have defined the unitless oscillation frequency ω¯j
as
ω¯2j ≡ lcL2
Ej
Cj
(
2pi
Φ0
)2
= 8EcEj, (B.14)
where Ec and Ej stand for the unitless charging and Josephson energy given as
Ej,c ≡
√
lcL
Ej,c
~
, (B.15)
with Ec ≡ e22Cj .
In what follows, we work with the unitless Eqs. (B.12a-B.12c) and BCs (B.13a-
B.13d) and drop the bars.
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Appendix C
Effective dynamics of the transmon
via a Heisenberg picture Green’s
function method
In order to find the effective dynamics of the transmon qubit, one has to solve for
the flux field ϕˆ(x, t) and substitute the result back into the RHS of time evolution of
the qubit given by Eq. (B.12a). It is possible to perform this procedure in terms of
the resonator GF. In Sec. C.1 we define the resonator GF. In Sec. C.3 we study the
spectral representation of the GF in terms of a suitable set of non-Hermitian modes.
In Sec. C.4, we discuss the derivation of the effective dynamics of transmon in terms of
the resonator GF. Finally, in Secs. C.5 and C.6 we discuss how the generic dynamics
is reduced for the problem of spontaneous emission.
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C.1 Definition of G(x, t|x′, t′)
The resonator GF is defined as the response of the linear system of Eqs. (B.12b-B.12c)
to a δ-function source in space-time as
[
∂2x − χ(x, x0)∂2t
]
G(x, t|x0, t0) = δ(x− x0)δ(t− t0), (C.1)
with the same BCs as Eqs. (B.13a-B.13d). Using the Fourier transform conventions
G˜(x, x0, ω) =
∫ ∞
−∞
dtG(x, t|x0, t0)e+iω(t−t0), (C.2a)
G(x, t|x0, t0) =
∫ ∞
−∞
dω
2pi
G˜(x, x0, ω)e
−iω(t−t0), (C.2b)
Eq. (C.1) transforms into a Helmholtz equation
[
∂2x + ω
2χ(x, x0)
]
G˜(x, x0, ω) = δ(x− x0). (C.3)
Moreover, the BCs are transformed by replacing ∂x → ∂x and ∂t → −iω as
G˜
∣∣∣
x=x+0
= G˜
∣∣∣
x=x−0
, (C.4a)
∂xG˜
∣∣∣
x=x+0
− ∂xG˜
∣∣∣
x=x−0
+ χsω
2 G˜
∣∣∣
x=x0
= 1, (C.4b)
∂xG˜
∣∣∣
x=1−
= ∂xG˜
∣∣∣
x=1+
= χRω
2
(
G˜
∣∣∣
x=1−
− G˜
∣∣∣
x=1+
)
, (C.4c)
∂xG˜
∣∣∣
x=0−
= ∂xG˜
∣∣∣
x=0+
= χLω
2
(
G˜
∣∣∣
x=0−
− G˜
∣∣∣
x=0+
)
. (C.4d)
Note that BCs (C.4a-C.4d) do not specify what happens to G˜(x, x0, ω) at x →
±∞. We model the baths by imposing outgoing BCs at infinity as
∂xG˜(x, x0, ω)
∣∣∣
x→±∞
= ±iωG˜(x→ ±∞, x0, ω), (C.5)
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which precludes any reflections from the waveguides to the resonator.
C.2 Spectral representation of GF for a closed res-
onator
It is instructive to revisit spectral representation of GF for the closed version of our
system by setting χR = χL = 0. This imposes Neumann BC ∂xG˜|x=0,1 = 0 and the
resulting differential operator becomes Hermitian. The idea of spectral representation
is to expand G˜ in terms of a discrete set of normal modes that obey the homogeneous
wave equation
∂2xϕ˜n(x) + χ(x, x0)ω
2
nϕ˜n(x) = 0, (C.6a)
∂xϕ˜n(x)|x=0,1 = 0. (C.6b)
Then, the real valued eigenfrequencies obey the transcendental equation
sin (ωn) + χsωn cos (ωnx0) cos [ωn(1− x0)] = 0. (C.7)
The eigenfunctions read
ϕ˜n(x) ∝

cos [ωn(1− x0)] cos (ωnx), 0 < x < x0
cos (ωnx0) cos [ωn(1− x)], x0 < x < 1
(C.8)
where the normalization is fixed by the orthogonality condition
∫ 1
0
dxχ(x, x0)ϕ˜m(x)ϕ˜n(x) = δmn. (C.9)
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Note that eigenfunctions of a Hermitian differential operator form a complete
orthonormal basis. This allows us to deduce the spectral representation of G˜(x, x′, ω)
[125, 48, 71] as
G˜(x, x′, ω) =
∑
n∈N
ϕ˜n(x)ϕ˜n(x
′)
ω2 − ω2n
=
∑
n∈Z
n 6=0
1
2ω
ϕ˜n(x)ϕ˜n(x
′)
ω − ωn , (C.10)
where the second representation is written due to relations ω−n = −ωn and ϕ˜−n(x) =
ϕ˜n(x).
C.3 Spectral representation of GF for an open res-
onator
A spectral representation can also be found for the GF of an open resonator in terms
of a discrete set of non-Hermitian modes that carry a constant flux away from the
resonator. The Constant Flux (CF) modes [165] have allowed a consistent formula-
tion of the semiclassical laser theory for complex media such as random lasers [164].
The non-Hermiticity originates from the fact that the waveguides are assumed to be
infinitely long, hence no radiation that is emitted from the resonator to the waveg-
uides can be reflected back. This results in discrete and complex-valued poles of the
GF. The CF modes satisfy the same homogeneous wave equation
∂2xϕ˜n(x, ω) + χ(x, x0)ω
2
n(ω)ϕ˜n(x, ω) = 0, (C.11)
but with open BCs the same as Eqs. (C.4a-C.5). Note that the resulting CF modes
Φ˜n(x, ω) and eigenfrequencies ωn(ω) parametrically depend on the source frequency
ω.
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Considering only an outgoing plane wave solution for the left and right waveguides
based on (C.5), the general solution for ϕ˜n(x, ω) reads
ϕ˜n(x, ω) =

A<n e
iωn(ω)x +B<n e
−iωn(ω)x, 0 < x < x0
A>n e
iωn(ω)x +B>n e
−iωn(ω)x, x0 < x < 1
Cne
iωx, x > 1
Dne
−iωx, x < 0
(C.12)
Applying BCs (C.4a-C.4d) leads to a characteristic equation
sin [ωn(ω)] + (χR + χL)ωn(ω)
{
cos[ωn(ω)]− ωn(ω)
ω
sin[ωn(ω)]
}
− χRχLω2n(ω)
{
2i
ωn(ω)
ω
cos[ωn(ω)] +
[
1 +
ω2n(ω)
ω2
]
sin[ωn(ω)]
}
+ χsωn(ω)
{
cos[ωn(ω)x0]− χLωn(ω)
ω
{iωn(ω) cos[ωn(ω)x0] + ω sin[ωn(ω)x0]}
}
×
{
cos[ωn(ω)(1− x0)]− χRωn(ω)
ω
{iωn(ω) cos[ωn(ω)(1− x0)] + ω sin[ωn(ω)(1− x0)]}
}
= 0,
(C.13)
which gives the parametric dependence of CF frequencies on ω. Then, the CF modes
ϕ˜n(x, ω) are calculated as
Nn

e−iωn(ω)(x−x0+1)
[
e2iωn(ω)x + (1− 2iωn(ω)χL)
] [
e2iωn(ω)(1−x0) + (1− 2iωn(ω)χR)
]
, 0 < x < x0
e−iωn(ω)(x0−x+1)
[
e2iωn(ω)x0 + (1− 2iωn(ω)χL)
] [
e2iωn(ω)(1−x) + (1− 2iωn(ω)χR)
]
, x0 < x < 1
−2iχRωn(ω)e−iωn(ω)(1+x0)
[
e+2iωn(ω)x0 + (1− 2iχLωn(ω))
]
e+iωx, x > 1
−2iχLωn(ω)e−iωn(ω)(1−x0)
[
e2iωn(ω)(1−x0) + (1− 2iχRωn(ω))
]
e−iωx. x < 0
(C.14)
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These modes satisfy the biorthonormality condition
∫ 1
0
dxχ(x, x0) ¯˜ϕ
∗
m(x, ω)ϕ˜n(x, ω) = δmn, (C.15)
where { ¯˜ϕm(x, ω)} satisfy the Hermitian adjoint of eigenvalue problem (C.11). In
other words, ϕ˜n(x, ω) and ¯˜ϕn(x, ω) are the right and left eigenfunctions and obey
¯˜ϕn(x, ω) = ϕ˜
∗
n(x, ω). The normalization of Eq. (C.14) is then fixed by setting m = n.
In terms of the CF modes, the spectral representation of the GF can then be
constructed
G˜(x, x′, ω) =
∑
n
ϕ˜n(x, ω) ¯˜ϕ
∗
n(x
′, ω)
ω2 − ω2n(ω)
. (C.16)
Examining Eq. (C.16), we realize that there are two sets of poles of G˜(x, x′, ω) in
the complex ω plane. First, from setting the denominator of Eq. (C.16) to zero
which gives ω = ωn(ω). These are the quasi-bound eigenfrequencies that satisfy the
transcendental characteristic equation
[
e2iωn − (1− 2iχLωn)(1− 2iχRωn)
]
+
i
2
χsωn[e
2iωnx0 + (1− 2iχLωn)]
× [e2iωn(1−x0) + (1− 2iχRωn)] = 0.
(C.17)
The quasi bound solutions ωn to Eq. (C.17) reside in the lower half of complex ω-plane
and come in symmetric pairs with respect to the Im{ω} axis, i.e. both ωn and −ω∗n
satisfy the transcendental Eq. (C.17). Therefore, we can label the eigenfrequencies as
ωn =

−iκ0, n = 0
+νn − iκn, n ∈ +N
−νn − iκn, n ∈ −N
(C.18)
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where νn and κn are positive quantities representing the oscillation frequency and
decay rate of each quasi-bound mode. Second, there is an extra pole at ω = 0 which
comes from the ω-dependence of CF states ϕ˜n(x, ω). We confirmed these poles by
solving for the explicit solution G˜(x, x′, ω) that obeys Eq. (C.3) with BCs (C.4a-C.5)
with Mathematica.
C.4 Effective dynamics of transmon qubit
Note that Eqs. (B.12b-B.12c) are linear in terms of ϕˆ(x, t) and ϕˆR,L(x, t) . Therefore,
it is possible to eliminate these linear degrees of freedom and express the formal
solution for ϕˆ(x, t) in terms of ϕˆj(t) and G(x, t|x′, t′). At last, by plugging the result
into the RHS of Eq. (B.12b) we find a closed equation for ϕˆj(t).
Let us denote the source term that appears on the RHS of Eq. (B.12b) as
S [ϕˆj(t)] ≡ χsω2j sin [ϕˆj(t)]. (C.19)
Then, we write two equations for ϕˆ(x, t) and G(x, t|x′, t′) [125] (See Sec. 7.3) as
[
∂2x′ − χ(x′, x0)∂2t′
]
ϕˆ(x′, t′) = S [ϕˆj(t′)] δ(x′ − x0), (C.20a)[
∂2x′ − χ(x, x′)∂2t′
]
G(x, t|x′, t′) = δ(x− x′)δ(t− t′). (C.20b)
In Eq. (C.20b) we have employed the reciprocity property of the GF
G(x, t|x′, t′) = G(x′,−t′|x,−t), (C.21)
which holds since Eq. (C.20b) is invariant under
x↔ x′, t↔ −t′. (C.22)
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Multiplying Eq. (C.20a) by G(x, t|x′, t′) and Eq. (C.20b) by ϕˆ(x′, t′) and integrat-
ing over the dummy variable x′ in the interval [0−, 1+] and over t′ in the interval [0, t+]
and finally taking the difference gives
∫ t+
0
dt′
∫ 1+
0−
dx′
(G∂2x′ϕˆ− ϕˆ∂2x′G)︸ ︷︷ ︸
(a)
+
[
χ(x, x′)ϕˆ∂2t′G− χ(x′, x0)G∂2t′ϕˆ
]︸ ︷︷ ︸
(b)
− GS(ϕˆj)δ(x′ − x0)︸ ︷︷ ︸
(c)
+ ϕˆδ(t− t′)δ(x− x′)︸ ︷︷ ︸
(d)
 = 0,
(C.23)
where we have used the shorthand notation G ≡ G(x, t|x′, t′) and ϕˆ ≡ ϕˆ(x′, t′).
The term labeled as (a) can be simplified further through integration by parts in
x′ as
∫ t+
0
dt′ (G∂x′ϕˆ− ϕˆ∂x′G)|x
′=1+
x′=0− (C.24)
There are two contributions from term (b). One comes from the constant capacitance
per length in χ(x, x′) and χ(x, x0) that simplifies to
∫ 1+
0−
dx′ (ϕˆ∂t′G−G∂t′ϕˆ)|t′=0 , (C.25)
where due to working with the retarded GF
G(x, t|x′, t+) = 0, (C.26)
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hence the upper limit t′ = t+ vanishes. The second contribution comes from the Dirac
δ-functions in χ(x, x′) and χ(x, x0) which gives
χs
∫ t+
0
dt′
[
ϕˆ(x, t′)∂2t′G(x, t|x, t′)−G(x, t|x0, t′)∂2t′ϕˆ(x0, t′)
]
(C.27)
Terms (c) and (d) get simplified due to Dirac δ-functions as
∫ t+
0
dt′G(x, t|x0, t′)S[ϕˆj(t′)], (C.28)
and ϕˆ(x, t), respectively.
At the end, we find a generic solution for the flux field ϕˆ(x, t) in the domain
[0−, 1+] as
ϕˆ(x, t) =
∫ t+
0
dt′G(x, t|x0, t′)S[ϕˆj(t′)]︸ ︷︷ ︸
Source Contribution
+
∫ t+
0
dt′ [ϕˆ(x′, t′)∂x′G(x, t|x′, t′)−G(x, t|x′, t′)∂x′ϕˆ(x′, t′)]|x
′=1+
x′=0−︸ ︷︷ ︸
Boundary Contribution
+
∫ 1+
0−
dx′ [ϕˆ(x′, t′)∂t′G(x, t|x′, t′)−G(x, t|x′, t′)∂t′ϕˆ(x′, t′)]|t′=0︸ ︷︷ ︸
Initial Condition Contribution
+ χs
∫ t+
0
dt′
[
ϕˆ(x, t′)∂2t′G(x, t|x, t′)−G(x, t|x0, t′)∂2t′ϕˆ(x0, t′)
]
︸ ︷︷ ︸
Feedback induced by transmon
.
(C.29)
According to Eq. (B.12a), the transmon is forced by the resonator flux field eval-
uated at x = x0, i.e. ϕˆ(x0, t). In the following, we rewrite the GF in terms of its
Fourier representation for each term in Eq. (C.29) at x = x0. The Fourier represen-
tation simplifies the boundary contribution further, while also allowing us to employ
the spectral representation of GF discussed in Sec. C.3.
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The source contribution can be written as
χs
∫ t
0
dt′
∫ +∞
−∞
dω
2pi
G˜(x0, x0, ω)ω
2
j sin [ϕˆj(t
′)]e−iω(t−t
′). (C.30)
The boundary terms consist of two separate contributions at each end. Assuming
that there is no radiation in the waveguides for t < 0 we can write
ϕˆR,L(x, t) = ϕˆR,L(x, t)Θ(t), (C.31a)
∂xϕˆR,L(x, t) = ∂xϕˆR,L(x, t)Θ(t). (C.31b)
Using Eqs. (C.31a-C.31b) and causality of the GF, i.e. G(x, t|x′, t′) ∝ Θ(t − t′),
we can extend the integration domain in t′ from [0, t+] to [−∞,∞] without changing
the value of integral since for an arbitrary integrable function F (t, t′), we have
∫ t+
0
dt′F (t, t′)θ(t′)θ(t− t′) =
∫ +∞
−∞
dt′F (t, t′)θ(t′)θ(t− t′). (C.32)
This extension of integration limits becomes handy when we write both ϕˆR(x
′, t′)
and G(x0, t|x′, t′) in terms of their Fourier transforms in time. Focusing on the right
boundary contribution at x′ = 1+ we get
∫ +∞
−∞
dt′
∫ +∞
−∞
dω1
2pi
∫ +∞
−∞
dω2
2pi
[
ˆ˜ϕR(x
′, ω1)∂x′G˜(x0, x′, ω2)
−G˜(x0, x′, ω2)∂x′ ˆ˜ϕR(x′, ω1)
]∣∣∣
x′=1+
e−iω1t
′
e−iω2(t−t
′).
(C.33)
Next, we write ˆ˜ϕR(x
′, ω) as the sum of “incoming” and “outgoing” parts
ˆ˜ϕR(1
+, ω1) = ˆ˜ϕ
inc
R (1
+, ω1) + ˆ˜ϕ
out
R (1
+, ω1), (C.34)
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defined as
∂x′ ˆ˜ϕ
out
R (x
′ = 1+, ω1) = +iω1 ˆ˜ϕoutR (x
′ = 1+, ω1), (C.35a)
∂x′ ˆ˜ϕ
inc
R (x
′ = 1+, ω1) = −iω1 ˆ˜ϕincR (x′ = 1+, ω1). (C.35b)
On the other hand, since we are using a retarded GF with outgoing BC we have
∂x′G˜(x0, x
′ = 1+, ω2) = +iω2G˜(x0, x′ = 1+, ω2). (C.36)
By substituting Eqs. (C.35a, (C.35b) and (C.36) into Eq. (C.33), the integrand be-
comes
i(ω1 + ω2)G˜(x0, 1
+, ω2) ˆ˜ϕ
inc
R (1
+, ω1) + i(ω2 − ω1)G˜(x0, 1+, ω2) ˆ˜ϕoutR (1+, ω1) (C.37)
By taking the integral in t′ as
∫∞
−∞ dt
′ei(ω2−ω1)t
′
= 2piδ(ω1 − ω2), Eq. (C.33) can be
simplified as
∫ +∞
−∞
dω
2pi
[
2iωG˜(x0, x
′ = 1+, ω) ˆ˜ϕincR (0
−, ω)
]
e−iωt, (C.38)
which indicates that only the incoming part of the field leads to a non-zero contribu-
tion to the field inside the resonator. A similiar expression holds for the left boundary
with the difference that the incoming wave at the left waveguide is “right-going” in
contrast to the right waveguide
∫ +∞
−∞
dω
2pi
[
2iωG˜(x0, x
′ = 0−, ω) ˆ˜ϕincL (0
−, ω)
]
e−iωt. (C.39)
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The initial condition (IC) terms can be expressed in a compact form as
∫ x2
x1
dx′
∫ ∞
−∞
dω
2pi
{
χ(x′, x0)G˜(x0, x′, ω)
[
ˆ˙ϕ(x′, 0)− iωϕˆ(x′, 0)
]}
e−iωt. (C.40)
Gathering all the contributions, plugging it in the RHS of Eq. (B.12a) and defining
a family of memory kernels
Kn(τ) ≡ γχs
∫ +∞
−∞
dω
2pi
ωnG˜(x0, x0, ω)e
−iωτ , (C.41a)
and transfer functions
DR(ω) ≡ −2iγω3G˜(x0, 1+, ω), (C.41b)
DL(ω) ≡ −2iγω3G˜(x0, 0−, ω), (C.41c)
I(x′, ω) ≡ γω2χ(x′, x0)G˜(x0, x′, ω), (C.41d)
the effective dynamics of the transmon is found to be
ˆ¨ϕj(t) + (1− γ)ω2j sin [ϕˆj(t)] =
+
d2
dt2
∫ t
0
dt′K0(t− t′)ω2j sin [ϕˆj(t′)]
+
∫ +∞
−∞
dω
2pi
DR(ω) ˆ˜ϕincR (1+, ω)e−iωt
+
∫ +∞
−∞
dω
2pi
DL(ω) ˆ˜ϕincL (0−, ω)e−iωt
+
∫ 1+
0−
dx′
∫ +∞
−∞
dω
2pi
I(x′, ω)
[
iωϕˆ(x′, 0)− ˆ˙ϕ(x′, 0)
]
e−iωt.
(C.42)
This is Eq. (3.29) in Sec. 3.3.
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C.5 Effective dynamics for spontaneous emission
Equation (C.42) is the most generic effective dynamics of a transmon coupled to an
open multimode resonator. In this section, we find the effective dynamics for the
problem of spontaneous emission where the system starts from the IC
ρˆ(0) = ρˆj(0)⊗ |0〉ph 〈0|ph . (C.43)
In the absence of external drive and due to the interaction with the leaky modes of
the resonator, the system reaches its ground state ρˆg ≡ |0〉j 〈0|j⊗|0〉ph 〈0|ph in steady
state.
Note that due the specific IC (C.43), there is no contribution from IC of the
resonator in Eq. (C.42). To show this explicitly, recall that at t = 0 the interaction
has not turned on and we can represent ϕˆ(x, 0) and ˆ˙ϕ(x, 0) in terms of a set of
Hermitian modes of the resonator as [112]
ϕˆ(x, 0) = 1ˆj ⊗
∑
n
(
~
2ω
(H)
n cL
)1/2 [
aˆn(0) + aˆ
†
n(0)
]
ϕ˜(H)n (x), (C.44a)
ˆ˙ϕ(x, 0) = 1ˆj ⊗
∑
n
−i
(
~ω(H)n
2cL
)1/2 [
aˆn(0)− aˆ†n(0)
]
ϕ˜(H)n (x), (C.44b)
where we have used superscript notation (H) to distinguish Hermitian from non-
Hermitian modes. By taking the partial trace over the photonic sector we find
Trph
{
ρˆph
[
aˆn(0)± aˆ†n(0)
]}
= 〈0|ph
[
aˆn(0)± aˆ†n(0)
] |0〉ph = 0. (C.45)
With no external drive, ˆ˜ϕincR,L do not have a coherent part and their expectation value
vanish due to the same reasoning as Eq. (C.45). Therefore, the effective dynamics for
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the spontaneous emission problem reduces to
ˆ¨φj(t) + (1− γ)ω2j Trph {ρˆph(0) sin [ϕˆj(t)]}
=
d2
dt2
∫ t
0
dt′K0(t− t′)ω2j Trph {ρˆph(0) sin [ϕˆj(t′)]} .
(C.46)
Taking the second derivative of the RHS using Leibniz integral rule, and bringing
the terms evaluated at the integral limits to the LHS gives
ˆ¨φj(t)− ω2jK0(0) Trph
{
ρˆph(0) cos [ϕˆj(t)] ˆ˙ϕj(t)
}
+ ω2j [1− γ + iK1(0)] Trph {ρˆph(0) sin [ϕˆj(t)]}
= −
∫ t
0
dt′K2(t− t′)ω2j Trph {ρˆph(0) sin [ϕˆj(t′)]} ,
(C.47)
where we have used Eq. (C.41a) to rewrite time-derivatives of K0(τ) in terms of Kn(τ).
C.6 Spectral representation of K0, K1 and K2
In this section, we express the contributions from the kernels K0(0), K1(0) and K2(τ)
appearing in Eq. (C.47) in terms of the spectral representation of the GF. For this
purpose, we use the partial fraction expansion of the GF in agreement with [102, 103,
152, 126, 43, 96] in terms of its simple poles discussed in Sec. C.3 as
G˜(x, x′, ω) =
∑
n∈Z
1
2ω
ϕ˜n(x)ϕ˜n(x
′)
ω − ωn , (C.48)
where ϕ˜n(x) ∝ ϕ˜n(x, ω = ωn) is the quasi-bound eigenfunction.
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Let us first calculate K2(τ). By choosing an integration contour in the complex
ω-plane shown in Fig. C.1a and applying Cauchy’s residue theorem [122, 71] we find
∮
C
dωω2G˜(x0, x0, ω)e
−iωτ =
∫
I
dωω2G˜(x0, x0, ω)e
−iωτ +
∫
II
dωω2G˜(x0, x0, ω)e
−iωτ
= −2pii
∞∑
n=0
1
2
[
ωn[ϕ˜n(x0)]
2e−iωnτ − ω∗n[ϕ˜∗n(x0)]2e+iω
∗
nτ
]
= −2pi
∞∑
n=0
|ωn||ϕ˜n(x0)|2 sin [νnτ + θn − 2δn(x0)]e−κnτ ,
(C.49)
where due to nonzero opening of the resonator, both ωn and ϕ˜n(x) are in general
complex valued. Therefore, we have defined
θn ≡ arctan
(
κn
νn
)
, (C.50)
δn(x) ≡ arctan
(
Im[ϕ˜n(x)]
Re[ϕ˜n(x)]
)
. (C.51)
As the radius of the half-circle in Fig. C.1a is taken to infinity,
∫
II
dωω2G(x0, x0, ω)
approaches zero. This can be checked by a change of variables
ω = RIIe
−iψ, ψ ∈ [0, pi]→ dω = −iRIIe−iψdψ (C.52)
Substituting this into
∫
II
and taking the limit RII →∞ gives
lim
RII→∞
∫
II
dωω2G˜(x0, x0, ω)e
−iωτ
=
∞∑
n=0
lim
RII→∞
∫
II
dω
ω(ω + iκn)[ϕ˜n(x0)]
2
(ω − ωn)(ω + ω∗n)
e−iωτ
∝
∫ pi
0
dψ lim
RII→∞
e−iRIIτ cos (ψ)RIIe−RIIτ sin (ψ) = 0, τ > 0.
(C.53)
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a) b)
Figure C.1: Integration contours: a) Integration contour that encloses the poles of
ω2G˜(x0, x0, ω) and ωG˜(x0, x0, ω); b) integration contour for G˜(x0, x0, ω), which has
an extra pole at ω = 0.
On the other hand,
∫
I
in this limit reads
lim
RII→∞
∫
I
dωω2G˜(x0, x0, ω)e
−iωτ =
∫ ∞
−∞
dωω2G˜(x0, x0, ω)e
−iωτ , (C.54)
which is the quantity of interest. Therefore, we find
∫ ∞
−∞
dωω2G˜(x0, x0, ω)e
−iωτ = −2pi
∞∑
n=0
|ωn||ϕ˜n(x0)|2 sin [νnτ + θn − 2δn(x0)]e−κnτ .
(C.55)
From this, we obtain the spectral representation of K2(τ) as
K2(τ) = −
∞∑
n=0
An sin [νnτ + θn − 2δn(x0)]e−κnτ , (C.56)
with An ≡ γχs
√
ν2n + κ
2
n |ϕ˜n(x0)|2.
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K1(0) can be found through similar complex integration
∮
C
dωωG˜(x0, x0, ω) =
∫
I
dωωG˜(x0, x0, ω) +
∫
II
dωωG˜(x0, x0, ω)
= −2pii
∞∑
n=0
[
[ϕ˜n(x0)]
2
2
+
[ϕ˜∗n(x0)]
2
2
]
= −2pii
∞∑
n=0
|ϕ˜n(x0)|2 cos [2δn(x0)]
(C.57)
It can be shown again that
∫
II
→ 0 as RII →∞ from which we find that
iK1(0) = γχs
∞∑
n=0
|ϕ˜n(x0)|2 cos [2δn(x0)] =
∞∑
n=0
An√
ν2n + κ
2
n
cos [2δn(x0)]. (C.58)
K0(0) has an extra pole at ω = 0, so the previous contour is not well defined.
Therefore, we shift the integration contour as shown in Fig. C.1. Then, we have
∮
C
dωG˜(x0, x0, ω) =
∫
I
dωG˜(x0, x0, ω) +
∫
II
dωG˜(x0, x0, ω)
= −2pii
∞∑
n=0
1
2
[
[ϕ˜n(x0)]
2
ωn
− [ϕ˜
∗
n(x0)]
2
ω∗n
]
− 2pii
∞∑
n=0
1
2
[
[ϕ˜n(x0)]
2
−ωn +
[ϕ˜∗n(x0)]
2
ω∗n
]
= 0,
(C.59)
where the first sum comes from the residues at ω = ωn and ω = −ω∗n, while the last
sum is the residue at ω = 0 and they completely cancel each other and we get
K0(0) = 0. (C.60)
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From Eq. (C.60) we find that the effective dynamics for the spontaneous emission
problem simplifies to
ˆ¨φj(t) + ω
2
j [1− γ + iK1(0)] Trph {ρˆph(0) sin [ϕˆj(t)]}
= −
∫ t
0
dt′K2(t− t′)ω2j Trph {ρˆph(0) sin [ϕˆj(t′)]} .
(C.61)
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Appendix D
Characteristic function Dj(s) for
the linear equations of motion
Up to linear order, transmon acts as a simple harmonic oscillator and we find we find
ˆ¨Xj(t) + ω
2
j [1− γ + iK1(0)] Xˆj(t) = −
∫ t
0
dt′K2(t− t′)ω2j Xˆj(t′). (D.1)
Equation (D.1) is a linear integro-differential equation with a memory integral on the
RHS, appearing as the convolution of the memory kernel K2 with earlier values of
Xˆj. It can be solved by means of unilateral Laplace transform [1, 93, 71] defined as
f˜(s) ≡
∫ ∞
0
dte−stf(t). (D.2)
Employing the following properties of Laplace transform:
1) Convolution
L
{∫ t
0
dt′f(t′)g(t− t′)
}
= L
{∫ t
0
dt′f(t− t′)g(t′)
}
= L {f(t)} · L {g(t)} = f˜(s)g˜(s),
(D.3)
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2) General derivative
L
{
dN
dtN
f(t)
}
= sN f˜(s)−
N∑
n=1
sN−n
dn−1
dtn−1
f(t)
∣∣∣∣
t=0
, (D.4)
we can transform the integro-differential Eq. (D.1) into a closed algebraic form in
terms of ˆ˜Xj(s) as
ˆ˜Xj(s) =
sXˆj(0) +
ˆ˙Xj(0)
Dj(s)
=
sXˆj(0) + ωjYˆj(0)
Dj(s)
, (D.5)
where we have defined
Dj(s) ≡ s2 + Ω2(s), (D.6a)
Ω2(s) ≡ ω2j
[
1− γ + iK1(0) + K˜2(s)
]
. (D.6b)
and Yˆj is the normalized charge variable and is canonically conjugate to Xˆj such that
[Xˆj(0), Yˆj(0)] = 2i.
Note that in order to solve for Xˆj(t) from Eq. (D.5), one has to take the inverse
Laplace transform of the resulting algebraic form in s. This requires studying the
denominator first which determines the poles of the entire system up to linear order.
Using the expressions for K2(τ1) and iK1(0) given in Eqs. (C.56) and (C.58) we find
iK1(0) + K˜2(s) =
∑
n∈N
An√
ν2n + κ
2
n
cos [2δn(x0)]
−
∑
n∈N
An
cos [θn − 2δn(x0)]νn + sin [θn − 2δn(x0)](s+ κn)
(s+ κn)2 + ν2n
.
(D.7)
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Expanding the sine and cosine in the numerator of the second term in Eq. (D.7) as
cos [θn − 2δn(x0)]νn + sin [θn − 2δn(x0)](s+ κn)
= {cos (θn) cos [2δn(x0)] + sin (θn) sin [2δn(x0)]} νn
+ {sin (θn) cos [2δn(x0)]− cos (θn) sin [2δn(x0)]} (s+ κn)
=
{κn cos [2δn(x0)]− νn sin [2δn(x0)]} s√
ν2n + κ
2
n
+
(ν2n + κ
2
n) cos [2δn(x0)]√
ν2n + κ
2
n
,
(D.8)
Eq. (D.7) simplifies to
∞∑
n=0
An√
ν2n + κ
2
n
{
cos [2δn(x0)]− (ν
2
n + κ
2
n) cos [2δn(x0)]
(s+ κn)2 + ν2n
− {κn cos [2δn(x0)]− νn sin [2δn(x0)]} s
(s+ κn)2 + ν2n
}
=
∞∑
n=0
Mn
s{cos [2δn(x0)]s+ sin [2δn(x0)]νn}
(s+ κn)2 + ν2n
,
(D.9)
where we have defined
Mn ≡ An√
ν2n + κ
2
n
= γχs|ϕ˜n(x0)|2. (D.10)
Therefore, Dj(s) simplifies to
Dj(s) = s
2 + ω2j + ω
2
j
{
−γ +
∞∑
n=0
Mn
s{cos [2δn(x0)]s+ sin [2δn(x0)]νn}
(s+ κn)2 + ν2n
}
︸ ︷︷ ︸
Modification due to memory
. (D.11)
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Appendix E
Multi-Scale Analysis
In order to understand the application of MSPT on the problem of spontaneous
emission, we have broken down its complexity into simpler toy problems, discussing
each in a separate subsection. In Sec. E.1, we revisit the classical Duffing oscillator
problem [9] in the presence of dissipation, to study the interplay of nonlinearity and
dissipation. In Sec. E.2, we discuss the free quantum Duffing oscillator to show
how the non-commuting algebra of quantum mechanics alters the classical solution.
Finally, in Sec. E.3, we study the full problem and provide the derivation for the
MSPT solution (3.60).
E.1 Classical Duffing oscillator with dissipation
Consider a classical Duffing oscillator
X¨(t) + δ ωX˙(t) + ω2
[
X(t)− εX3(t)] = 0, (E.1)
with initial condition X(0) = X0, X˙(0) = ωY0. In order to have a bound solution,
it is sufficient that the initial energy of the system be less than the potential energy
evaluated at its local maxima, Xmax ≡ ±
√
1/3ε , i.e. E0 < U(Xmax) which in terms
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of the initial conditions X0 and Y0 reads
1
2
Y 20 +
1
2
(
X20 − εX40
)
<
5
36ε
. (E.2)
Note that a naive use of conventional perturbation theory decomposes the solution
into a series X(t) = X(0)(t) + εX(1)(t) + . . ., which leads to unbounded (secular)
solutions in time. In order to illustrate this, consider the simple case where δ = 0,
X0 = 1 and Y0 = 0. Then, we find
O(1) : X¨(0)(t) + ω2X(0)(t) = 0, (E.3a)
O(ε) : X¨(1)(t) + ω2X(1)(t) = ω2[X(0)(t)]3, (E.3b)
which leads to X(0)(t) = cos(ωt) and X(1)(t) = 1
32
cos(ωt)− 1
32
cos(3ωt) + 3
8
ωt sin(ωt).
The latter has a secular contribution that grows unbounded in time.
The secular terms can be canceled order by order by introducing multiple time
scales, which amounts to a resummation of the conventional perturbation series [9].
We assume small dissipation and nonlinearity, i.e. δ, ε 1. This allows us to define
additional slow time scales τ ≡ εt and η ≡ δt in terms of which we can perform a
multi-scale expansion for X(t) as
X(t) = x(0)(t, τ, η) + εx(1)(t, τ, η) + δy(1)(t, τ, η) +O(ε2, δ2, εδ). (E.4a)
Using the chain rule, the total derivative d/dt is also expanded as
dt = ∂t + ε∂τ + δ∂η +O(ε2, δ2, εδ). (E.4b)
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Plugging Eqs. (E.4a-E.4b) into Eq. (E.1) and collecting equal powers of δ and  we
find
O(1) : ∂2t x(0) + ω2x(0) = 0, (E.5a)
O(δ) : ∂2t y(1) + ω2y(1) = −ω∂tx(0) − 2∂t∂ηx(0), (E.5b)
O(ε) : ∂2t x(1) + ω2x(1) = ω2
[
x(0)
]3 − 2∂t∂τx(0). (E.5c)
The general solution to O(1) Eq. (E.5a) reads
x(0)(t, τ, η) = a(τ, η)e−iωt + a∗(τ, η)e+iωt. (E.6)
Plugging Eq. (E.6) into Eq. (E.5b) we find that in order to remove secular terms
a(τ, η) satisfies
(2∂η + ω)a(τ, η) = 0, (E.7)
which gives the η-dependence of a(τ, η) as
a(τ, η) = α(τ)e−
ω
2
η. (E.8)
The condition that removes the secular term on the RHS of O(ε) Eq. (E.5c) reads
2iω∂τa(τ, η) + 3ω
2|a(τ, η)|2a(τ, η) = 0. (E.9)
Multipliying Eq. (E.9) by a∗(τ, η) and its complex conjugate by a(τ, η) and taking
the difference gives
∂τ |a(τ, η)|2 = 0, (E.10)
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Figure E.1: (Color online) Comparison of numerical solution (blue solid) with MSPT
solution (E.13) (red dotted) and linear solution, i.e. ε = 0, (black dash-dot) of
Eq. (E.1) for δ = 0.01 and ICs X0 = 1, Y0 = 0. a) ε = 0.1 , b) ε = 0.2.
which together with Eq. (E.8) implies that
|a(τ, η)|2 = |α(0)|2e−ωη. (E.11)
Then, a(τ, η) is found as
a(τ, η) = α(0)e−
ω
2
ηei
3
2
ω|α(0)|2e−ωητ . (E.12)
Replacing τ = εt and η = δt, and, the general solution up to O(ε2, δ2, εδ) reads
X(0)(t) = x(0)(t, εt, δt) = e−
κ
2
t
[
α(0)e−iω¯(t)t + c.c.
]
, (E.13)
where we have defined the decay rate κ ≡ δ.ω and a normalized frequency ω¯(t) as
ω¯(t) ≡
[
1− 3ε
2
|α(0)|2e−κt
]
ω. (E.14)
Furthermore, α(0) is determined based on initial conditions as α(0) = (X0 + iY0)/2.
A comparison between the numerical solution (blue), O(1) MSPT solution (E.13)
(red) and linear solution (black) is made in Fig. E.1 for the first ten oscillation periods.
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The MSPT solution captures the true oscillation frequency better than the linear
solution. However, it is only valid for ωt  ε−2, δ−2, ε−1δ−1 up to this order in
perturbation theory.
E.2 A free quantum Duffing oscillator
Consider a free quantum Duffing oscillator that obeys
ˆ¨X(t) + ω2
[
Xˆ(t)− εXˆ3(t)
]
= 0, (E.15)
with operator initial conditions
Xˆ(0), ˆ˙X(0) = ωYˆ (0) (E.16)
such that Xˆ(0) and Yˆ (0) are canonically conjugate variables and obey [Xˆ(0), Yˆ (0)] =
2i1ˆ.
Next, we expand Xˆ(t) and d/dt up to O(ε2) as
Xˆ(t) = xˆ(0)(t, τ) + εxˆ(1)(t, τ) +O(ε2), (E.17a)
dt = ∂t + ε∂τ +O(ε2). (E.17b)
Plugging this into Eq. (E.15) and collecting equal powers of ε gives
O(1) : ∂2t xˆ(0) + ω2xˆ(0) = 0, (E.18a)
O(ε) : ∂2t xˆ(1) + ω2xˆ(1) = ω2
[
xˆ(0)
]3 − 2∂t∂τ xˆ(0). (E.18b)
174
Up to O(1), the general solution reads
xˆ(0)(t, τ) = aˆ(τ)e−iωt + aˆ†(τ)e+iωt (E.19)
Furthermore, from the commutation relation [xˆ(t, τ), yˆ(t, τ)] = 2i1ˆ we find that
[aˆ(τ), aˆ†(τ)] = 1ˆ. Substituting Eq. (E.19) into the RHS of Eq. (E.18b) and setting
the secular term oscillating at ω to zero we obtain
2iω
daˆ(τ)
dτ
+ ω2
[
aˆ(τ)aˆ(τ)aˆ†(τ) + aˆ(τ)aˆ†(τ)aˆ(τ) + aˆ†(τ)aˆ(τ)aˆ(τ)
]
= 0, (E.20)
The condition that removes secular term at −ω, appears as Hermitian conjugate of
Eq. (E.20).
Using [aˆ(τ), aˆ†(τ)] = 1, Eq. (E.20) can be rewritten in a compact form
daˆ(τ)
dτ
− i3ω
4
[
Hˆ(τ)aˆ(τ) + aˆ(τ)Hˆ(τ)
]
= 0, (E.21)
where
Hˆ(τ) ≡ 1
2
[
aˆ†(τ)aˆ(τ) + aˆ(τ)aˆ†(τ)
]
. (E.22)
Next, we show that Hˆ(τ) is a conserved quantity. Pre- and post-multiplying
Eq. (E.20) by aˆ†(τ), pre- and post-multiplying Hermitian conjugate of Eq. (E.20) by
aˆ(τ) and adding all the terms gives
dHˆ(τ)
dτ
= 0, (E.23)
which implies that Hˆ(τ) = Hˆ(0). Therefore, we find the solution for aˆ(τ) as
aˆ(τ) =W
{
aˆ(0) exp
[
+i
3ω
2
Hˆ(0)τ
]}
, (E.24)
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where W{•} represents Weyl-ordering of operators [144]. The operator ordering
W
{
aˆ(0)f
(
Hˆ(0)τ
)}
is defined as follows:
1. Expand f
(
Hˆ(0)τ
)
as a Taylor series in powers of operator Hˆ(0)τ ,
2. Weyl-order the series term-by-term as:
W
{
aˆ(0)
[
Hˆ(0)
]n}
≡ 1
2n
n∑
m=0
(
n
m
)[
Hˆ(0)
]m
aˆ(0)
[
Hˆ(0)
]n−m
. (E.25)
The formal solution (E.24) can be re-expressed in a closed form [7, 8, 6, 5] using the
properties of Euler polynomials [1] as
aˆ(τ) =
aˆ(0)ei
3ω
2
Hˆ(0)τ + ei
3ω
2
Hˆ(0)τ aˆ(0)
2 cos
(
3ωτ
4
) . (E.26)
Plugging Eq. (E.26) into Eq. (E.19) and substituting τ = εt, we find the solution for
Xˆ(t) up to O(ε) as
Xˆ(0)(t) = xˆ(0)(t, εt) =
aˆ(0)e−i ˆ¯ωt + e−i ˆ¯ωtaˆ(0)
2 cos
(
3ω
4
εt
) + aˆ†(0)e+i ˆ¯ωt + e+i ˆ¯ωtaˆ†(0)
2 cos
(
3ω
4
εt
) , (E.27)
where ˆ¯ω ≡ ω[1− 3ε
2
Hˆ(0)] appears as a renormalized frequency operator.
The physical quantity of interest is the expectation value of Xˆ(0)(t) with respect
to the initial density matrix ρˆ(0). The number basis of the simple harmonic oscillator
is a complete basis for the Hilbert space of the Duffing oscillator such that
ρˆ(0) =
∑
mn
cmn |m〉 〈n| . (E.28)
Therefore, calculation of 〈Xˆ(0)(t)〉 reduces to calculating the matrix element
〈m| aˆ(εt) |n〉. From Eq. (E.26) we find that the only nonzero matrix element
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read
〈n− 1| aˆ(εt) |n〉 = 〈n− 1| aˆ(0) |n〉 e
i 3εω
2
〈n|Hˆ(0)|n〉
2 cos
(
3εω
4
t
)
+
ei
3εω
2
〈n−1|Hˆ(0)|n−1〉 〈n− 1| aˆ(0) |n〉
2 cos
(
3εω
4
t
)
= 〈n− 1| aˆ(0) |n〉 ei 3nεω2 t,
(E.29)
where we used that 〈n| Hˆ(0) |n〉 = n+ 1/2 is diagonal in the number basis.
E.3 Quantum Duffing oscillator coupled to a set of
quantum harmonic oscillators
Quantum MSPT can also be applied to the problem of a quantum Duffing oscillator
coupled to multiple harmonic oscillators. For simplicity, consider the toy Hamiltonian
Hˆ ≡ ωj
4
(
Xˆ 2j + Yˆ2j −
ε
2
Xˆ 4j
)
+
ωc
4
(
Xˆ 2c + Yˆ2c
)
+ gYˆjYˆc, (E.30)
where the nonlinearity only exists in the Duffing sector of the Hilbert space labeled
as j. Due to linear coupling there will be a hybridization of modes up to linear order.
Therefore, Hamiltonian (E.30) can always be rewritten in terms of the normal modes
of its quadratic part as
Hˆ ≡ βj
4
(
ˆ¯X 2j + ˆ¯Y2j
)
+
βc
4
(
ˆ¯X 2c + ˆ¯Y2c
)
− εωj
8
(
uj
ˆ¯Xj + uc ˆ¯Xc
)4
, (E.31)
where uj,c are real hybridization coefficients and
ˆ¯Xj,c and ˆ¯Yj,c represent j-like and
c-like canonical operators. For g = 0, uj → 1, uc → 0, ˆ¯Xj,c → Xˆj,c and ˆ¯Yj,c → Yˆj,c.
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To find uj,c consider the Heisenberg equations of motion
ˆ¨Xj(t) + ω2j Xˆj(t) = −2gωcXˆc(t), (E.32a)
ˆ¨Xc(t) + ω2c Xˆc(t) = −2gωjXˆj(t). (E.32b)
Expressing X ≡ (Xˆj Xˆc)T , the system above can be written as X¨ + V X = 0, where
V is a 2 × 2 matrix. Plugging an Ansatz X = X0eiλt leads to an eigensystem whose
eigenvalues are βj,c and whose eigenvectors give the hybridization coefficients uj,c.
The Heisenberg equations of motion for the hybdridized modes ˆ¯Xl(t), l ≡ j, c,
reads
ˆ¯¨Xl(t) + β2l
{
ˆ¯Xl(t)− εl
[
uj
ˆ¯Xj(t) + uc ˆ¯Xc(t)
]3}
= 0, (E.33)
where due to hybridization, each oscillator experiences a distinct effective nonlinearity
as εl ≡ ωjβl ulε. Therefore, we define two new time scales τl ≡ εlt in terms of which we
can expand
ˆ¯Xl(t) = ˆ¯x(0)l (t, τj, τc) + εl ˆ¯x(1)l (t, τj, τc) + εl′ ˆ¯y(1)l (t, τj, τc) +O(ε2j , ε2c , εjεc), (E.34a)
dt = ∂t + εj∂τj + εc∂τc +O(ε2j , ε2c , εjεc). (E.34b)
where we have used the notation that if l = j, l′ = c and vice versa. Up to O(1) we
find
O(1) : ∂2t ˆ¯x(0)l + β2l ˆ¯x(0)l = 0, (E.35)
whose general solution reads
ˆ¯x
(0)
l (t, τj, τc) = ˆ¯al(τj, τc)e
−iβlt + ˆ¯a†l (τj, τc)e
+iβlt. (E.36)
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where
[ˆ¯al1 , ˆ¯a
†
l2
] = δl1l21ˆ, [ˆ¯al1 , ˆ¯al2 ] = [ˆ¯a
†
l1
, ˆ¯a†l2 ] = 0. (E.37)
There are O(εl) and O(εl′) equations of for each normal mode as
O(εl) of l : ∂2t ˆ¯x(1)l + β2l ˆ¯x(1)l = −2∂t∂τl ˆ¯x(0)l − β2l
[
uj ˆ¯x
(0)
j + uc ˆ¯x
(0)
c
]3
= 0, (E.38a)
O(εl′) of l : ∂2t ˆ¯y(1)l + β2l ˆ¯y(1)l = −2∂t∂τl′ ˆ¯x(0)l . (E.38b)
By setting the secular terms on the RHS of Eq. (E.38b) we find that ∂τl′ bˆl = 0 which
means that q and c sectors are only modified with their own time scale, i.e. ˆ¯al = ˆ¯al(τl).
Applying the same procedure on Eq. (E.38a) and using commutation relations (E.37)
we find
dˆ¯al
dτl
− i3βl
4
{
u3l
[
ˆ¯Hlˆ¯al + ˆ¯al ˆ¯Hl
]
2ulu
2
l′
[
ˆ¯Hl′ ˆ¯al + ˆ¯al ˆ¯Hl′
]}
= 0, (E.39)
where
ˆ¯Hl(τl) ≡ 1
2
[
ˆ¯a†l (τl)ˆ¯al(τl) + ˆ¯al(τl)ˆ¯a
†
l (τl)
]
. (E.40)
By pre- and post-multiplying Eq. (E.40) by ˆ¯a†l (τl) and its Hermitian conjugate by
ˆ¯al(τl) and adding them we find that
d ˆ¯Hl(τl)
dτl
= 0, (E.41)
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which means that the sub-Hamiltonians of each normal mode remain a constant of
motion up to this order in perturbation. Therefore, in terms of effective Hamiltonians
ˆ¯hl(0) ≡ u3l ˆ¯Hl(0) + 2ulu2l′ ˆ¯Hl′(0), (E.42)
Eq. (E.43) simplifies to
dˆ¯al
dτl
− i3βl
4
[
ˆ¯hl(0)ˆ¯al + ˆ¯al
ˆ¯hl(0)
]
= 0. (E.43)
Equation (E.43) has the same form as Eq. (E.21) while the Hamiltonian H(0) is
replaced by an effective Hamiltonian ˆ¯hl(0). Therefore, the formal solution is found as
the Weyl ordering
ˆ¯al(τ) =W
{
ˆ¯al(0) exp
[
+i
3βl
2
ˆ¯hl(0)τl
]}
. (E.44)
Note that since [ˆ¯al,
ˆ¯Hl′(0)] = 0, the Weyl ordering only acts partially on the Hilbert
space of interest which results in a closed form solution
ˆ¯al(τl) =
ˆ¯al(0)e
i
3βl
2
ˆ¯hl(0)τl + ei
3βl
2
ˆ¯hl(0)τl ˆ¯al(0)
2 cos
(
3u3l βlτl
4
) . (E.45)
At last, ˆ¯X (0)l (t) is found by replacing τl = εlt as
ˆ¯X (0)l (t) = ˆ¯x(0)l (t, εlt) =
ˆ¯al(0)e
−i ˆ¯βlt + e−i
ˆ¯βltˆ¯al(0)
2 cos
(
3u3l βlεl
4
t
) + ˆ¯a†l (0)e+i ˆ¯βlt + e+i ˆ¯βltˆ¯a†(0)
2 cos
(
3u3l βlεl
4
t
) , (E.46)
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where ˆ¯βl ≡ βl
[
1− 3εl
2
ˆ¯hl(0)
]
. Plugging the expressions for εl and
ˆ¯hl(0), we find the
explicit operator renormalization of each sector as
ˆ¯βj = βj − 3ε
2
ωj
[
u4j
ˆ¯Hj(0) + 2u2ju2c ˆ¯Hc(0)
]
, (E.47a)
ˆ¯βc = βc − 3ε
2
ωj
[
u4c
ˆ¯Hc(0) + 2u2cu2j ˆ¯Hj(0)
]
. (E.47b)
Equations. (E.47a-E.47b) are symmetric under j ↔ c, implying that in the normal
mode picture all modes are renormalized in the same manner. The terms proportional
to u4j,c and u
2
j,cu
2
c,j are the self-Kerr and cross-Kerr contributions, respectively.
This analysis can be extended to the case of a Duffing oscillator coupled to mul-
tiple harmonic oscillators without further complexity, since the Hilbert spaces of the
distinct normal modes do not mix to lowest order in MSPT. Consider the full Hamil-
tonian of our cQED system as
Hˆ ≡ ωj
4
(
Xˆ 2j + Yˆ2j −
ε
2
Xˆ 4j
)
+
∑
n
ωn
4
(
Xˆ 2n + Yˆ2n
)
+
∑
n
gnYˆjYˆn, (E.48)
where here we label transmon operators with j and all modes of the cavity by n. The
coupling gn between transmon and the modes is given as [112]
gn =
1
2
γ
√
χj
√
ωjωnΦ˜n(x0). (E.49)
Then, the Hamiltonian can be rewritten in a new basis that diagonalizes the quadratic
part as
Hˆ ≡ βj
4
(
ˆ¯X 2j + ˆ¯Y2j
)
+
∑
n
βn
4
(
ˆ¯X 2n + ˆ¯Y2n
)
− εωj
8
(
uj
ˆ¯Xj +
∑
n
un
ˆ¯Xn
)4
. (E.50)
The procedure to arrive at uj,c and βj,c is a generalization of the one presented under
Eqs. (E.32a-E.32b).
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The Heisenberg dynamics of each normal mode is then obtained as
ˆ¯¨Xl(t) + β2l
 ˆ¯Xl(t)− εl
[
uj
ˆ¯Xj(t) +
∑
n
un
ˆ¯Xn(t)
]3 = 0, (E.51)
where εl ≡ ωjβl ulε for l ≡ j, n. Up to lowest order in perturbation, the solution for
ˆ¯X (0)l (t) has the exact same form as Eq. (E.46) with operator renormalization ˆ¯βj and
ˆ¯βn as
ˆ¯βj = βj − 3ε
2
ωj
[
u4j
ˆ¯Hj(0) +
∑
n
2u2ju
2
n
ˆ¯Hn(0)
]
, (E.52a)
ˆ¯βn = βn − 3ε
2
ωj
[
u4n
ˆ¯Hn(0) + 2u2nu2j ˆ¯Hj(0) +
∑
m6=n
2u2nu
2
m
ˆ¯Hm(0)
]
. (E.52b)
In App. E.1, we showed that adding another time scale for the decay rate and doing
MSPT up to leading order resulted in the trivial solution (E.13) where the dissipation
only appears as a decaying envelope. Therefore, we can immediately generalize the
MSPT solutions (E.52a-E.52b) to the dissipative case where the complex pole pj =
−αj − iβj of the transmon-like mode is corrected as
ˆ¯pj = pj + i
3ε
2
ωj
[
u4j
ˆ¯Hj(0)e−2αjt +
∑
n
2u2ju
2
n
ˆ¯Hn(0)e−2αnt
]
, (E.53a)
and resonator-like mode pn = −αn − iβn as
ˆ¯pn = pn + i
3ε
2
ωj
[
u4n
ˆ¯Hn(0)e−2αnt + 2u2nu2j ˆ¯Hj(0)e−2αjt +
∑
m6=n
2u2nu
2
m
ˆ¯Hm(0)e−2αmt
]
.
(E.53b)
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Then, the MSPT solution for Xˆ (0)j (t) is obtained as
Xˆ (0)j (t) = uj
ˆ¯aj(0)e
ˆ¯pjt + e ˆ¯pjtˆ¯aj(0)
2 cos
(
3ωj
4
u4jεte
−2αjt
) +H.c.+∑
n
un ˆ¯an(0)e ˆ¯pnt + e ˆ¯pntˆ¯an(0)
2 cos
(
3ωj
4
u4nεte
−2αnt
) +H.c.
 .
(E.54)
Note that if there is no coupling, uj = 1 and un = 0 and we retrieve the MSPT
solution of a free Duffing oscillator given in Eq. (E.27).
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Appendix F
Reduced equation for the
numerical solution
In this appendix, we provide the derivation for Eq. (3.63) based on which we did the
numerical solution for the spontaneous emission problem. Substituting Eq. (3.38)
into Eq. (3.36) we obtain the effective dynamics up to O(ε2) as
ˆ¨Xj(t) + ω
2
j [1− γ + iK1(0)]
[
Xˆj(t)− εTrph {ρˆph(0)Xˆ 3j (t)}
]
= −
∫ t
0
dt′ω2jK2(t− t′)[Xˆj(t′)− εTrph {ρˆph(0)Xˆ 3j (t′)}].
(F.1)
If we are only interested in the numerical results up to linear order in ε then we can
write
Xˆj(t) = Xˆ (0)j (t) + εXˆ (1)j (t) +O(ε2), (F.2)
and we find that
εTrph
{
ρˆph(0)Xˆ 3j (t)
}
= εTrph
{
ρˆph(0)
[
Xˆ (0)j (t)
]3}
+O (ε2) . (F.3)
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Note that in this appendix Xˆ (0)j (t) differs the MSPT notation in the main body and
represents the linear solution. We know the exact solution for Xˆ (0)j (t) via Laplace
transform as
Xˆ (0)j (t) = L−1
{
sXˆ (0)j (0) + ωjYˆ(0)j (0)
Dj(s)
}
+ L−1

∑
n
[
an(s)Xˆ (0)n (0) + bn(s)Yˆ(0)n (0)
]
Dj(s)

= L−1
{
sXˆ
(0)
j (0) + ωjYˆ
(0)
j (0)
Dj(s)
}
⊗ 1ˆph
+ 1ˆj ⊗ L−1

∑
n
[
an(s)Xˆ
(0)
n (0) + bn(s)Yˆ
(0)
n (0)
]
Dj(s)
 ,
(F.4)
where we have employed the fact that at t = 0, the Heisenberg and Schro¨dinger
operators are the same and have the following product form
Xˆ (0)j (0) = Xˆ(0)j (0)⊗ 1ˆph, (F.5a)
Yˆ(0)j (0) = Yˆ (0)j (0)⊗ 1ˆph, (F.5b)
Yˆ(0)n (0) = 1ˆj ⊗ Yˆ (0)n (0), (F.5c)
Xˆ (0)n (0) = 1ˆj ⊗ Xˆ(0)n (0). (F.5d)
The coefficients an(s) and bn(s) can be found from the circuit elements and are pro-
portional to light-matter coupling gn. However, for the argument that we are are
trying to make, it is sufficient to keep them in general form.
Note that equation (F.4) can be written formally as
Xˆ (0)j (t) = Xˆ(0)j (t)⊗ 1ˆph + 1ˆj ⊗ Xˆj,ph(t). (F.6)
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Therefore,
[
Xˆ (0)j (t)
]3
is found as
[
Xˆ (0)j (t)
]3
=
[
Xˆ
(0)
j (t)
]3
⊗ 1ˆph + 1ˆj ⊗ Xˆ3j,ph(t)
+ 3
{[
Xˆ
(0)
j (t)
]2
⊗ Xˆj,ph(t) + Xˆ(0)j (t)⊗ Xˆ2j,ph(t)
}
.
(F.7)
Finally, we have to take the partial trace with respect to the photonic sector. For the
initial density matrix ρˆph(0) = |0〉ph 〈0|ph
〈Xˆj,ph(t)〉ph = 〈Xˆ3j,ph(t)〉ph = 0. (F.8)
The only nonzero expectation values in 〈Xˆ 2j,ph(t)〉ph are 〈Xˆ2n(0)〉ph = 〈Yˆ 2n (0)〉ph = 1.
Therefore, the partial trace over the cubic nonlinearity takes the form
Trph
{
ρˆph(0)
[
Xˆ (0)j (t)
]3}
=
[
Xˆ
(0)
j (t)
]3
+ 3L−1

∑
n
[a2n(s) + b
2
n(s)]
Dj(s)
 Xˆ(0)j (t).
(F.9)
The first term is the reduced transmon operator cubed. The second term is the
sum over vacuum fluctuations of the resonator modes. Neglecting these vacuum
expectation values we can write
Trph
{
ρˆph(0)
[
Xˆ (0)j (t)
]3}
≈
[
Xˆ
(0)
j (t)
]3
= Xˆ3j (t) +O(ε2), (F.10)
Substituting Eq. (F.10) into Eq. (F.1) gives
ˆ¨Xj(t) + ω
2
j [1− γ + iK1(0)]
[
Xˆj(t)− ε
[
Xˆj(t)
]3]
= −
∫ t
0
dt′ω2jK2(t− t′)
[
Xˆj(t
′)− ε
[
Xˆj(t
′)
]3]
+O(ε2).
(F.11)
186
Appendix G
Canonical quantization of a closed
cQED system
In this appendix, we discuss the quantization of a closed cQED system in terms of
the modified CC basis found in Sec. 4.2.1.
First, we extend the classical variables into quantum operators by introducing a
set of creation and annihilation operators that obey the usual bosonic commutation
relations
[aˆn, aˆ
†
m] = i~δnm, (G.1a)
[aˆn, aˆm] = 0, (G.1b)
[aˆ†n, aˆ
†
m] = 0. (G.1c)
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Remembering that {Φ˜n(x)} represent Hermitian modes and thus real functions, we
find the quantum operators Φˆ(x, t) and ρˆ(x, t) to be
Φˆ(x, t) =
∑
n
(
~
2ωncL
) 1
2 (
aˆn + aˆ
†
n
)
Φ˜n(x), (G.2a)
ρˆ(x, t) = −i
∑
n
(
~ωn
2cL
) 1
2 (
aˆn − aˆ†n
)
c(x, x0)Φ˜n(x). (G.2b)
Inserting these spectral representations into HˆmodC and using the orthogonality rela-
tions A.34 and A.35 will result in
HˆmodC =
∑
n
~ωn
2
(
a†nan + ana
†
n
)
=
∑
n
~ωna†nan + const, (G.3)
which is a sum over energy of each independent mode as we expected.
Having found the the resonator’s Hamiltonian in second quantized form, we have
to calculate now the spectrum of transmon whose Hamiltonian is given as
HˆA =
Qˆ2j
2Cj
− Ej cos
(
2pi
Φˆj
Φ0
)
. (G.4)
choosing to solve for the spectrum in the flux basis {|Φj〉} where Qˆj ≡ hi ∂∂Φj , we find
[
− ~
2
2Cj
d2
dΦ2j
− Ej cos
(
2pi
Φj
Φ0
)]
Ψn(Φj) = ~ΩnΨn(Φj). (G.5)
The solution to the above equation is a set of real eigenenergies and eigenmodes
{~Ωn,Ψn(φj)|n ∈ N0} where any operator in the transmon’s space has a spectral
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representation over them as
OˆT (t) =Uˆ(t)OˆT (0)Uˆ
†(t)
=Uˆ(t)
(∑
m,n
〈m| OˆT (0) |n〉 Pˆmn
)
Uˆ †(t)
=
∑
m,n
〈m| OˆT (0) |n〉 Pˆmn(t),
(G.6)
where {Pˆmn = |m〉 〈n|} is a set of projection operators between states m and n , and
〈m| OˆT (0) |n〉 ≡
∫
dφjΨm(φj)OˆT
[
φj,
h
i
∂
∂φj
]
Ψn(φj). (G.7)
Next, we express Φˆj and Qˆj in their spectral representation. Notice that since the
potential is an even function of φj, the eigenmodes are either even or odd functions
of φj, so the diagonal matrix elements are zero, since
〈n| Φˆj |n〉 =
∫
dΦj ΦjΨn(Φj)Ψn(Φj)︸ ︷︷ ︸
Odd
= 0, (G.8a)
〈n| Qˆj |n〉 = ~
i
∫
dΦj Ψn(Φj)
∂
∂Φj
Ψn(Φj)︸ ︷︷ ︸
Odd
= 0. (G.8b)
Therefore, we can express Φˆj and Qˆj as
Φˆj(t) =
∑
m6=n
〈m| Φˆj(0) |n〉 Pˆmn(t) =
∑
m<n
〈m| Φˆj(0) |n〉
(
Pˆmn(t) + Pˆnm(t)
)
, (G.9a)
Qˆj(t) =
∑
m6=n
〈m| Qˆj(0) |n〉 Pˆmn(t) =
∑
m<n
〈m| Qˆj(0) |n〉
(
Pˆmn(t)− Pˆnm(t)
)
. (G.9b)
where the second lines are written based on the observation that by working in a flux
basis, matrix elements of Qˆj and Φˆj are purely real and imaginary respectively. Now
that we know the spectrum of both the resonator and the qubit, we can easily write
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the interaction term as
γQˆj
∫ L
0
dx
ρˆ(x, t)
c(x, x0)
δ(x− x0) =
− iγ
∑
m<n,l
QJ,mn(Pˆmn − Pˆnm)
(
~ωl
2cL
) 1
2 (
aˆl − aˆ†l
)
Φ˜l(x0).
(G.10)
Defining the coupling intensity gmnl as
~gmnl ≡ γ
(
~ωl
2cL
) 1
2
(iQJ,mn)Φ˜l(x0), (G.11)
the interaction takes the form
−
∑
m<n,l
~gmnl(Pˆmn − Pˆnm)(aˆl − aˆ†l ). (G.12)
Finally, up to a unitary transformation aˆl → iaˆl and Pˆmn → iPˆmn for m < n, the
Hamiltonian reads
Hˆ =
∑
n
~ΩnPˆnn︸ ︷︷ ︸
HˆA
+
∑
n
~ωnaˆ†naˆn︸ ︷︷ ︸
HˆmodC
+
∑
m<n,l
~gmnl
(
Pˆmn + Pˆnm
)(
aˆl + aˆ
†
l
)
︸ ︷︷ ︸
Hˆint
(G.13)
Note that by truncating transmon’s space into its first two levels, we are able to
recover a multimode Rabi Hamiltonian
Hˆ = 1
2
~ω01σˆz︸ ︷︷ ︸
HˆtruA
+
∑
n
~ωnaˆ†naˆn︸ ︷︷ ︸
HˆmodC
+
∑
n
~gn(σˆ− + σˆ+)(aˆn + aˆ†n)︸ ︷︷ ︸
Hˆint
, (G.14)
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where we have used the shorthand notation σˆ− = Pˆ01, σˆ+ = Pˆ10 and ω01 = Ω1 − Ω0.
gmnl is also reduced to gn ≡ g01n given as
~gn ≡ γ
(
~ωn
2cL
) 1
2
(iQJ,01)Φ˜n(x0). (G.15)
191
Appendix H
Second quantized Hamiltonian of a
Transmon qubit coupled to an
open resonator
H.1 Lagrangian and modified eigenmodes
The results from App. G make it very easy to find the Lagrangian and hence the
dynamics for the open case where now the end capacitors CR and CL have finite values
as shown in Fig.4.1b. Here, we have a finite length resonator which is capacitively
coupled to two other microwave resonators at each end. Assuming that the transmon
qubit is connected to the resonator at some arbitrary point x = x0, the Lagrangian
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for this system can be written as
L = 1
2
CjΦ˙j(t)
2 − U(Φj(t))
+
∫ L−
0+
dx
{
1
2
c[∂tΦ(x, t)]
2 − 1
2l
[∂xΦ(x, t)]
2
}
+
∫ +∞
L+
dx
{
1
2
c[∂tΦR(x, t)]
2 − 1
2l
[∂xΦR(x, t)]
2
}
+
∫ 0−
−∞
dx
[
1
2
c[∂tΦL(x, t)]
2 − 1
2l
[∂xΦL(x, t)]
2
]
+
1
2
CL
[
Φ˙L(0
−, t)− Φ˙(0+, t)
]2
+
1
2
CR
[
Φ˙R(L
+, t)− Φ˙(L−, t)
]2
+
1
2
Cg
[
Φ˙j(t)− Φ˙(x0, t)
]2
,
(H.1)
We have already learned how the coupling intensity depends on the Hermition
eigenmodes and eigenfrequencies of the resonator as well as the dipole moment of the
transmon. Here we have the same situation except that due to the opening introduced
by the finite end capacitors CR and CL, we need to find the modified Hermitian modes
of the open system. Therefore, let us for the moment forget about Lagrangian of the
transmon and its coupling to the resonator and focus on the modification introduced
by one of the end capacitors, for instance CL. The trick is that we can write this
contribution as sum of three separate terms
1
2
CL
[
Φ˙L(0
−, t)− Φ˙(0+, t)
]2
=
1
2
CLΦ˙
2
L(0
−, t) +
1
2
CLΦ˙
2(0+, t)− CLΦ˙(0+, t)Φ˙L(0−, t).
(H.2)
Notice that only the term −CLΦ˙(0+, t)Φ˙L(0−, t) is responsible for coupling of the
resonator to the bath and the other two can be considered as a modification on top
of the closed case. Applying the same method for the right capacitor, we can define
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the modified Lagrangian for the left and right baths
LopR =
∫ ∞
L+
dx
{
1
2
c[∂tΦR(x, t)]
2 − 1
2l
[∂xΦR(x, t)]
2
}
+
1
2
CRΦ˙
2
R(L
+, t), (H.3a)
LopL =
∫ 0−
−∞
dx
{
1
2
c[∂tΦL(x, t)]
2 − 1
2l
[∂xΦL(x, t)]
2
}
+
1
2
CLΦ˙
2
R(0
−, t). (H.3b)
Moreover, the interaction Lagrangian is found as
LC,LR = −CLΦ˙(0+, t)Φ˙L(0−, t)− CRΦ˙(L−, t)Φ˙R(L+, t), (H.4)
which is also equal to the interaction Hamiltonian since by going from Lagrangian
to Hamiltonian capacitive contributions (kinetic contributions) do not change sign.
The idea is to find the Hermition modes governed only by each of these uncoupled
modified contributions and finally write the interaction in terms of Hermitian modes
of each subsystem.
Up to here, we have not considered the effect of transmon on capacitance per
length as we found in A.10. It is not necessary to go over the derivation again, since
these two effects, modification due to opening and due to transmon, are completely
independent. By considering the inhomogeneity introduced by the transmon we have
LopC =
∫ L−
0+
dx
{
1
2
cop(x)[∂tΦ(x, t)]
2 − 1
2l
[∂xΦ(x, t)]
2
}
, (H.5)
where cop(x, x0) is given as
cop(x, x0) = c+ Csδ(x− x0) + CRδ(x− L−) + CLδ(x− 0+). (H.6)
The new delta functions in cop(x) are only important at the boundaries, which
can be found by integrating the equation along an infinitesimal interval that includes
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the delta functions. In order to find the modes, we need to solve
(
∂2x + lcω
2
n
)
Φ˜n(x) = 0, x 6= x0, (H.7)
with boundary conditions given as
∂xΦ˜n(x)
∣∣∣
x=L−
= lCRω
2
nΦ˜n(L
−), (H.8a)
∂xΦ˜n(x)
∣∣∣
x=0+
= −lCLω2nΦ˜n(0+), (H.8b)
∂xΦ˜n(x)
]x+0
x−0
+ lCsω
2
nΦ˜n(x0) = 0, (H.8c)
Φ˜n(x
+
0 ) = Φ˜n(x
−
0 ). (H.8d)
Defining unitless parameters χR,L ≡ CR,LcL as we did for χs, we find eigenfrequencies
satisfy a transcendental equation as
+
[
1− χRχL(knL)2
]
sin (knL)
+ (χR + χL) knL cos (knL)
+ χsknL cos (knx0) cos [kn(L− x0)]
− χRχs(knL)2 cos (knx0) sin [kn(L− x0)]
− χLχs(knL)2 sin (knx0) cos [kn(L− x0)]
+ χRχLχs(knL)
3 sin (knx0) sin [kn(L− x0)] = 0.
(H.9)
The real-space representation of these modes read
Φ˜n(x) ∝

Φ˜<n (x) 0 < x < x0
Φ˜>n (x) x0 < x < L
(H.10)
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where Φ˜<n (x) and Φ˜
>
n (x) are found as
Φ˜<n (x) = {cos [kn(L− x0)]− χRknL sin [kn(L− x0)]} {cos (knx)− χLknL sin (knx)} ,
(H.11a)
Φ˜>n (x) = {cos (knx0)− χLknL sin (knx0)} {cos [kn(L− x)]− χRknL sin [kn(L− x)]} .
(H.11b)
The normalization constant will be set by the orthogonality conditions
∫ L
0
dx
cop(x, x0)
c
Φ˜m(x)Φ˜n(x) = Lδmn (H.12)
∫ L
0
dx∂xΦ˜m(x)∂xΦ˜n(x)− 1
2
(
k2m + k
2
n
)
L
[
χRΦ˜m(L
−)Φ˜n(L−) + χLΦ˜m(0+)Φ˜n(0+)
]
= kmknLδmn
(H.13)
H.2 Canonical quantization
Following the same quantization procedure as for the closed case we can write the
field operators in terms of the eigenmodes and eigenfrequencies of each part of the
circuit as
Φˆ(x, t) =
∑
n
(
~
2ωncL
) 1
2 [
aˆn(t) + aˆ
†
n(t)
]
Φ˜n(x), (H.14a)
ΦˆR(x, t) =
∑
n
(
~
2ωn,RcLR
) 1
2 [
bˆn,R(t) + bˆ
†
n,R(t)
]
Φ˜n,R(x), (H.14b)
ΦˆL(x, t) =
∑
n
(
~
2ωn,LcLL
) 1
2 [
bˆn,L(t) + bˆ
†
n,L(t)
]
Φ˜n,L(x). (H.14c)
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where we have also considered some finite length for the left and right resonators
as well to keep the normalization constants meaningful. Now, we can derive an
expression for resonator-bath coupling in terms of modes of each part. Consider
coupling to the left bath for the moment
HˆCL = −CL ˙ˆΦ(0+, t) ˙ˆΦL(0−, t), (H.15a)
HˆCR = −CR ˙ˆΦ(L+, t) ˙ˆΦR(L−, t). (H.15b)
Considering that the time-dynamics of annihiliation and creation operators up to
here are only governed by the free Lagrangian of each part, we have
˙ˆ
Φ(x, t) =
∑
n
(
~
2ωncL
) 1
2 [−iωnaˆn(t) + iωnaˆ†n(t)] Φ˜n(x)
= −i
∑
n
[
~ωn
2cL
] 1
2 (
aˆn(t)− aˆ†n(t)
)
Φ˜n(x)
(H.16)
And we have the same type of expression for the end resonators as well. The inter-
action Hamiltonian then reads
HˆC,LR =−
∑
m,n
~βmn,R
(
aˆm − aˆ†m
) (
bˆn,R − bˆ†n,R
)
−
∑
m,n
~βmn,L
(
aˆm − aˆ†m
) (
bˆn,L − bˆ†n,L
)
,
(H.17)
where we find βmn,R and βmn,L as
βmn,R =
CR
2c
√
L
√
LR
ω
1
2
mω
1
2
n,RΦ˜m(L
−)Φ˜n,R(L+), (H.18a)
βmn,L =
CL
2c
√
L
√
LL
ω
1
2
mω
1
2
n,LΦ˜m(0
+)Φ˜n,L(0
−). (H.18b)
The expression for gn is the same as in G.11 but with the new set of Hermitian
modes satisfying the open-boundary conditions discussed before. The interaction
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Hamiltonian then is found as
−
∑
m<n,l
~gmnl(Pˆmn − Pˆnm)(aˆl − aˆ†l ) (H.19)
Gathering all different contributions together and moving to a new frame where
Pˆmn → iPˆmn for m < n, an → ian and bn,L/R → ibn,L/R, the Hamiltonian in its 2nd
quantized form reads
Hˆ =
∑
n
~ΩnPˆnn︸ ︷︷ ︸
HˆA
+
∑
n
~ωnaˆ†naˆn︸ ︷︷ ︸
HˆC
+
∑
n,S={L,R}
~ωn,S bˆ†n,S bˆn,S︸ ︷︷ ︸
HˆB
+
∑
m<n,l
~gmnl
(
Pˆmn + Pˆnm
)(
aˆl + aˆ
†
l
)
︸ ︷︷ ︸
Hˆint
+
∑
m,n,S={L,R}
~βmn,S
(
aˆm + aˆ
†
m
) (
bˆn,S + bˆ
†
n,S
)
︸ ︷︷ ︸
HˆCB
(H.20)
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Appendix I
TRK sum rules for a transmon
qubit
Here, we first find a general sum rule in quantum mechanics and then apply the
results to calculate upper bounds for matrix elements of charge and flux operator i.e.
〈m| Qˆj |n〉 and 〈m| Φˆj |n〉 for the case of a transmon qubit.
Assume a Hamiltonian Hˆ where its eigenmodes and eigenenergies are known as
{|n〉 , En|n ∈ N0}. Consider an arbitrary Hermitian operator Aˆ = Aˆ† where we define
successive commutation of Hˆ and Aˆ as
Cˆ(k)Aˆ ≡
[
Hˆ, Cˆ(k−1)Aˆ
]
, Cˆ(0)Aˆ ≡ Aˆ (I.1)
From the definition (I.1) we find that for any two arbitrary eigenstates |m〉 and |n〉
we have
〈m| Cˆ(k)Aˆ |n〉 =(Em − En) 〈m| Cˆ
(k−1)
Aˆ |n〉
...
= (Em − En)k 〈m| Aˆ |n〉 .
(I.2)
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Using the identity (I.2) we can write
〈m|
[
Aˆ, Cˆ(k)Aˆ
]
|m〉 = 〈m| Aˆ 1ˆ︸︷︷︸∑
n
|n〉〈n|
Cˆ(k)Aˆ |m〉
− 〈m| Cˆ(k)Aˆ 1ˆ︸︷︷︸∑
n
|n〉〈n|
Aˆ |m〉
=
∑
n
(En − Em)
[
1− (−1)k] ∣∣∣〈m| Aˆ |n〉∣∣∣2 .
(I.3)
In the following, we use the sum rule (I.3) to obtain upper bounds for the transition
matrix elements of a transmon qubit.
Consider the Hamiltonian for a transmon qubit
Hˆ = Qˆ
2
j
2Cj
+ U(Φˆj), (I.4)
where U(Φˆj) = −Ej cos
(
2pi
Φ0
Φˆj
)
. Applying the result found in Eq. (I.3), we can write
〈0| [Φˆj, [Hˆ, Φˆj]︸ ︷︷ ︸
Cˆ(1)
Φˆ
] |0〉 =
∑
n>0
2 (En − E0)
∣∣∣〈0| Φˆj |n〉∣∣∣2 , (I.5)
where |0〉 represents the ground state. The left hand side can be calculated explicitly
as ~
2
Cj
which leads to the sum rule for Φˆj as
∑
n>0
2 (En − E0)
∣∣∣〈0| Φˆj |n〉∣∣∣2 = ~2
Cj
. (I.6)
Noticing that all terms on the left hand side of Eq. (I.6) are positive, we can find an
upper bound for Φj,01 as
|Φj,01|2 < ~
2
2Cj(E1 − E0) ≈
Ec√
8EjEc − Ec
(
~
e
)2
, (I.7)
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where we have defined the charging energy Ec ≡ e22Cj . In a similar manner, it is
possible to obtain a sum rule for Qˆj as
〈0| [Qˆj, [Hˆ, Qˆj]︸ ︷︷ ︸
Cˆ(1)
Qˆ
] |0〉 =
∑
n>0
2 (En − E0)
∣∣∣〈0| Qˆj |n〉∣∣∣2 . (I.8)
Again, the left hand side can be explicitly calculated as
[Qˆj, [Hˆ, Qˆj]] = ~2∂
2U(Φˆj)
∂Φˆ2j
=
(
2pi~
Φ0
)2
Ej cos
(
2pi
Φ0
Φˆj
)
. (I.9)
Since 2pi~
Φ0
= 2e brings us the sum rule for Qˆj as
∑
n>0
2 (En − E0)
∣∣∣〈0| Qˆj |n〉∣∣∣2 = (2e)2Ej 〈0| cos(2pi
Φ0
Φˆj
)
|0〉 < (2e)2Ej. (I.10)
Again, due to positivity of terms on the left hand side of Eq. (I.10) we obtain
|Qj,01|2 < 2e
2Ej
E1 − E0 ≈
2Ej√
8EjEc − Ec
e2. (I.11)
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Appendix J
Finite size Transmon
In this appendix, we study how the results from change if we assume a finite length d
for the transmon. In such a case we assume that the coupling is not local and spreads
over whole length of transmon with mutual capacitance per length cg. Following the
same discrete to continuous approach one finds the Lagrangian as
L = 1
2
(Cj + cgd)Φ˙
2
j(t)− Uj(Φj(t))
+
∫ L
0
dx
{
1
2
[c+ cgpid(x, x0)] [∂tΦ(x, t)]
2 − 1
2l
[∂xΦ(x, t)]
2
}
−
∫ L
0
dx cgpid(x, x0)Φ˙j(t)∂tΦ(x, t),
(J.1)
where pid(x, x0) is a unit window of width d that is defined in terms of Heaviside
function θ(x) as pid(x, x0) ≡ θ(x− x0 + d/2)− θ(x− x0 − d/2). The Euler-Lagrange
equations of motion then read
(Cj + cgd)Φ¨j(t) +
∂Uj(Φj)
∂Φj
=
∫ L
0
dxcgpid(x, x0)∂
2
t Φ(x, t), (J.2a){
∂2x − l [c+ cgpid(x, x0)] ∂2t
}
Φ(x, t) = −lcgpid(x, x0)Φ¨j(t). (J.2b)
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Comparing Eqs. (J.2a-J.2b) to the Euler-Lagrange equations of motion (A.16a-A.16b)
drived earlier in App. A.2, it is clear that the structure of the equations has remained
the same while Cgδ(x− x0) has been replaced with cgpi(x, x0) . The Hamiltonian can
be found through the usual Legendre transformation as
H = Q
2
j
2Cmodj
− Ej cos
(
2pi
Φj
Φ0
)
︸ ︷︷ ︸
HmodA
+
∫ L
0
dx
{
ρ2(x, t)
2cd(x, x0)
+
1
2l
[∂xΦ(x, t)]
2
}
︸ ︷︷ ︸
HmodC
+
Qj
Cmodj
∫ L
0
dxcgpid(x, x0)
ρ(x, t)
cd(x, x0)︸ ︷︷ ︸
Hint
,
(J.3)
where cd(x, x0) is the modified capacitance per length and reads
cd(x, x0) = c+ cgpid(x, x0)s
Cj
d
. (J.4)
The s-notation represents series combination of two capacitors. Importantly, we
observe that when the dimension of transmon is taken into account, the modification
is mutual and transmon’s spectrum is also influenced by the coupling such that Cmodj
reads
Cmodj = Cj +
∫ L
0
dx
ccgpid(x, x0)
c+ cgpid(x, x0)︸ ︷︷ ︸
cgpid(x,x0)sc
= Cj + (cgsc)d.
(J.5)
The results above are general such that one can replace the rectangular window
cgpid(x, x0) in capacitance per length by any smooth capacitance per length cg(x, x0)
and the form of H, cd(x, x0) and Cmodj remain the same.
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Appendix K
Hamiltonian and modified
eigenmodes of a closed cavity-QED
system
In this Appendix, first we derive the classical Hamiltonian for a general system con-
taining finite number of point charges interacting with the EM field inside a closed
cavity. This is achieved by expressing the Maxwell’s and Newton’s equations of motion
in a Lagrangian formalism and then a Legendre transformation to find the Hamilto-
nian. This model is then reduced to describe a one-dimensional cavity shown in Fig.
K.1. In order to emphasize on the resemblance to the cQED results we found earlier,
it is assumed that there is only a single electron at Re(t), while all other electronic
or nuclear degrees of freedom are frozen at Rcm.
K.1 Classical Lagrangian
Following the usual canonical quantization scheme, first we have to find the classical
Lagranian. We already know the equations of motion for the EM fields to be the
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Figure K.1: A single-electron atom interacting with the EM field inside a closed cavity
of length L.
Maxwell’s equations as
∇.E(r, t) = ρ(r, t)
0
, (K.1a)
∇.B(r, t) = 0, (K.1b)
∇× E(r, t) = −∂tB(r, t), (K.1c)
∇×B(r, t) = µ0J(r, t) + µ00∂tE(r, t), (K.1d)
where ρ(r, t) and J(r, t) are scalar charge density and vector current density and are
given as
ρ(r, t) =
∑
n
qnδ
(3) (r− rn(t)) (K.2a)
J(r, t) =
∑
n
qnr˙n(t)δ
(3) (r− rn(t)) (K.2b)
The remaining equation of motion is a Newton equation regarding the mechanical
motion of the electron which reads
mnr¨n(t) = qn [E(rn(t), t) + r˙n(t)×B(rn(t), t)]︸ ︷︷ ︸
Lorentz Force
(K.3)
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Based on Eqs. (K.1b) and (K.1c) we are able to express the physical fields E(r, t)
and B(r, t) in terms of scalar potential V (r, t) and vector potential A(r, t) up to a
gauge degree of freedom as
E(r, t) = −∂tA(r, t)−∇V (r, t)), (K.4a)
B(r, t) = ∇×A(r, t). (K.4b)
It is possible to write a Lagrangian that produces all previous equations of mo-
tion (K.1a)-(K.1d) and (K.3) as a result of the variational principle δL = 0. This
Lagrangian reads
L =
∑
n
1
2
mnr˙
2
n
+
∫
d3r
[
1
2
0 (∂tA +∇V )2 − 1
2µ0
(∇×A)2
]
+
∫
d3r [J.A− ρV ] .
(K.5)
In order to proceed further, we need to fix the gauge. Choosing to work in Coulomb
gauge defined as ∇.A = 0 and using Eq. (K.1a) we find that the scalar potential
V (r, t) satisfies a Poisson equation as
∇2V (r, t) = −ρ(r, t)
0
. (K.6)
Having the charge density in Eq. (K.2a) we can solve the Poisson equation to obtain
V (r, t) =
∑
n
qn
4pi0|r− rn(t)| . (K.7)
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Furthermore, this choice of gauge helps to simplify the Lagrangian since due to
the divergence theorem
∫
d3r∂tA.∇V =
∫
d3r∇.(V ∂tA)−
∫
d3rV ∂t (∇.A)︸ ︷︷ ︸
0
=
∮
dS. (V ∂tA) , (K.8)
which means this term only contributes at the boundaries. Boundary terms do not
affect equations of motion inside the cavity, however their existence are necessary to
ensure the correct boundary conditions, i.e. continuity of parallel electric field and
perpendicular magnetic field at the interface of cavity with the outside environment.
As far as we fix these conditions properly, we can remove all surface terms form the
Lagrangian. In a similar manner
∫
d3r
1
2
0(∇V )2 = 1
2
0
∮
dS. (V∇V )−
∫
d3r
1
2
0V∇2V
=
1
2
0
∮
dS. (V∇V ) +
∫
d3r
1
2
ρV.
(K.9)
Finally, by putting everything together and neglecting surface terms, we find the
simplified Lagrangian as
L =
∑
n
1
2
mnr˙
2
n −
∫
d3r
1
2
ρV
+
∫
d3r
[
1
2
0 (∂tA)
2 − 1
2µ0
(∇×A)2
]
+
∫
d3r J.A.
(K.10)
K.2 Classical Hamiltonian
The first step is find the conjugate momenta as
pn ≡ ∂L
∂r˙n
= mnr˙n + qnA(rn(t), t), (K.11)
Π(r, t) ≡ ∂L
∂A˙
= 0∂tA(r, t). (K.12)
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Then, the Hamiltonian is calculated via a Legendre transformation of the Lagrangian
as
H =
∑
n
pn.r˙n +
∫
d3rΠ(r, t).∂tA(r, t)− L. (K.13)
Substituting Eqs. (K.11) and (K.12) into the expression for Hamiltonian we find
H =
∑
n
1
2
mr˙2n +
∑
n
1
2
qnV (rn)
+
∫
d3r
{
1
2
0[∂tA(r, t)]
2 +
1
2µ0
[∇×A(r, t)]2
}
.
(K.14)
By replacing ∂tA(r, t) and r˙n(t) in terms of conjugate momenta Π(r, t) and pn(t)
respectively, the Hamiltonian can be rewritten as
H =
∑
n
[pn − qnA(rn, t)]2
2mn
+
∑
n
1
2
qnV (rn) +
∫
d3r
{
Π2(r, t)
20
+
[∇×A(r, t)]2
2µ0
}
,
(K.15)
which can be written in a more instructive way as
H =
∑
n
p2n
2mn
+
∑
n
1
2
qnV (rn)︸ ︷︷ ︸
HA
+
∫
d3r
{
Π2(r, t)
20
+
[∇×A(r, t)]2
2µ0
}
︸ ︷︷ ︸
HC
+
∫
d3r
∑
n
q2n
2mn
A2(r, t)δ(3)(r− rn)︸ ︷︷ ︸
HmodC
−
∑
n
qn
mn
pn.A(rn, t)︸ ︷︷ ︸
Hint
.
(K.16)
208
Equation (K.19) is the most general form of the classical Hamiltonian of a finite
number of charges interacting with the electromagnetic field inside a closed cavity.
In what follows, we make a few assumptions to reduce this model for the system
shown in Fig. K.1. First of all, we assume that the wavelength of EM field is much
larger than atomic scale re such that we can apply zero-order dipole approximation
A(Re(t), t) ≈ A(R0(t), t) ≈ A(Rcm, t) in both HmodC and Hint where in the last
step Rcm is the center of mass of the electron and the nucleus. By rewriting the
Hamiltonian in terms of new coordinates
rµ ≡ Re −Rp, Rcm ≡ meRe +mpRp
me +mp
, (K.17)
and new momentum
pµ ≡ mpPe −mePp
me +mp
, Pcm ≡ Pe + Pp (K.18)
and neglecting the center of mass kinetic energy we find (for a more detailed discussion
see chapter 14 of [144])
H ≈ p
2
µ
2mµ
− eV (rµ)︸ ︷︷ ︸
HA
+
∫
d3r
{
Π2(r, t)
20
+
[∇×A(r, t)]2
2µ0
}
︸ ︷︷ ︸
HC
+
∫
d3r
e2
2mµ
A2(r, t)δ(3)(r−Rcm)︸ ︷︷ ︸
HmodC
− e
mµ
pµ.A(Rcm, t)︸ ︷︷ ︸
Hint
,
(K.19)
where mµ ≡ mempme+mP is the reduced mass.
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K.3 Modified cavity eigenmodes and eigenfre-
quencies
Having found the modification introduced by the A2 term in the previous section,
we can now calculatae the effect it has on the structure of the modes. Specifically,
we are after eigenmodes of the modified Hamiltonian for the cavity given as HmodC ≡
HC + Hmod. This can be done by finding the Hamilton equation of motion for the
conjugate fields as
∂tA(r, t) =
1
0
Π(r, t), (K.20)
∂tΠ(r, t) = − 1
µ0
∇× [∇×A(r, t)]− e
2
mµ
A(r, t)δ(3)(r−Rcm). (K.21)
Combining these two equations and applying the gauge condition ∇.A = 0 we find
(∇2 − µ00∂2t )A(r, t) = µ0e2mµ A(r, t)δ(3)(r−Rcm), (K.22)
which is a wave equation with an extra term on the right hand side due to A2
modification. The coefficient µ0e
2
mµ
can be expressed in terms of fine structure constant
α and Bohr’s radius a0 as 4piα
2a0. Performing a Fourier transform
A˜(r, t) =
1
2pi
∫ +∞
−∞
dωA˜(r, ω)e−iωt, (K.23)
we can separate the time and spatial dependences to obtain
[
∇2 +
(ω
c
)2
− 4piα2a0δ(3)(r−Rcm)
]
A˜(r, ω) = 0 (K.24)
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Assuming a closed cavity case and remembering that E‖ and B⊥ are continuous
across the cavity, the boundary conditions read
n‖ ×
(
−iωA˜(r, ω) +∇V˜
)∣∣∣
B
= 0, (K.25a)
n⊥.
(
∇× A˜(r, ω)
)∣∣∣
B
= 0. (K.25b)
where n⊥ and n‖ represent perpendicular and parallel unit vectors on the boundaries
of the cavity and V˜ is the time-Fourier transform of the scalar potential. Equa-
tion (K.24) with the boundary conditions above provide a discrete set of modes due
to finite volume of the cavity. For notation simplicity, we label the eigenfrequencies
as ωλ and the modes as A˜λ(r) ≡ A˜(r, ωλ) , while in reality λ denotes multiple sets
of discrete numbers each for a separate dimension of the cavity. These modes satisfy
the general orthogonality relation
∫
d3rA˜λ(r).A˜λ′(r) = Vδλλ′ , (K.26)
where we have set the normalization such that the modes are dimensionless. Another
orthogonality relation can be found in terms of ∇A˜λ(r) as
+
∫
d3r∇A˜λ(r).∇A˜λ′(r)
−1
2
∮
dS.
[
A˜λ(r).∇A˜λ′(r) + A˜λ′(r).∇A˜λ(r)
]
+ 4piα2a0A˜λ(Rcm).A˜λ′(Rcm) = kλkλ′Vδλλ′ .
(K.27)
Up to this point, we have considered the mode structure for a general cavity with
any arbitrary geometry. In order to demonstrate the connection to the results for a one
dimensional cQED system, we have to make a few assumptions about the geometry
of the cavity. We assume that the cavity’s length is much larger than the diameter of
its cross section, i.e. L √S. By considering variation of the eigenmodes only along
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this dimension we can write A(r, t) = uzA(x, t) and thus B(r, t) = −uy∂xA(x, t).
The Hamiltonian is then reduced to
H = p
2
µ
2mµ
− eV (rµ)︸ ︷︷ ︸
HA
+
∫
d2s
∫ L
0
dx
{
Π2(x, t)
20
+
[∂xA(x, t)]
2
2µ0
}
︸ ︷︷ ︸
HC
+
∫
d2s
∫ L
0
dx
e2
2mµ
A2(xcm, t)δ
2(s− scm)δ(x− xcm)︸ ︷︷ ︸
Hmod
− e
mµ
pzµA(xcm, t)︸ ︷︷ ︸
Hint
.
(K.28)
Following the same procedure, we can find a modified wave equation as a result
of HˆmodC
[
d2
dx2
+
(ω
c
)2
− 4piα
2a0
S
δ(x− xcm)
]
A˜(x, ω) = 0 (K.29)
Assuming that the atom is fixed at point xcm,∇V˜ only affects the bouundary condtion
for the zero frequency mode which we are not interested in. Therefore, by applying
the boundary conditions
A˜(x, ω)
∣∣∣
x=0,L
= 0. (K.30)
we find the normalized eigenfrequencies to satisfy a transcendental equation as
sin (knL) + χc
sin (knxcm) sin [kn(L− xcm)]
knL
= 0, (K.31)
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where we have defined the unitless parameter χc ≡ 4piα2a0LS . The real-space repre-
sentation of the eigenmodes read
A˜n(x) ∝

sin [kn(L− xcm)] sin (knx) 0 < x < xcm
sin (knxcm) sin [kn(L− x)] xcm < x < L
. (K.32)
Furthermore, it can be shown that these eigenmodes satisfy the orthogonality rela-
tions:
∫ L
0
dxA˜m(x)A˜n(x) = Lδmn, (K.33a)∫ L
0
dx∂xA˜m∂xA˜n +
χc
L
A˜m(xcm)A˜n(xcm) = kmknLδmn. (K.33b)
Note that only the ratio L
S
is determined by the geometry of the cavity, while the
pre-factor 4piα2a0 ≈ 3.54× 10−14m is a universal length scale. This implies that the
modification is only visible when S
L
is around the same order as 4piα2a0.
K.4 Canonical quantization
Now that we have the proper set of eigenmodes and eigenfrequencies that diagonal-
izes the classical Hamiltonian for a one-dimensional closed cavity-QED system, we
can move forward and extend the classical variables into quantum operators by intro-
ducing the necessary commutation relation between conjugate pairs. Let’s consider
the conjugate fields for the cavity first. We can expand these fields in terms of the
proper eigenmodes as
Aˆ(x, t) =
∑
n
(
~
2ωn0SL
) 1
2 (
aˆn + aˆ
†
n
)
A˜n(x), (K.34a)
Πˆ(x, t) = −i
∑
n
(
~0ωn
2SL
) 1
2 (
aˆn − aˆ†n
)
A˜n(x). (K.34b)
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where aˆn and aˆ
†
n are annihilation and creation operators for each mode. Inserting
the above equations and using the orthogonality conditions (K.33a) and (K.33b),
HˆmodC = HˆC + Hˆmod becomes diagonal as
HˆmodC =
∑
n
~ωn
2
(
a†nan + ana
†
n
)
=
∑
n
~ωna†nan + const. (K.35)
The next step is to obtain the spectrum of HˆA by solving a Schrodinger equation
in real-space basis as
[
− ~
2
2mµ
∇2µ − eV (rµ)
]
Ψn(rµ) = ~ΩnΨn(rµ), (K.36)
where we have denoted the eigenmodes and eigenenergies by {Ψn(rµ), En = ~Ωn|n ∈
N0}. HˆA can be decomposed as
HˆA =
∑
n
~ΩnPˆnn. (K.37)
pµ also has a spectral decomposition over this basis. Since the Coulomb potential
V (rµ) is an even function of rµ, as we explained in the case of charge qubit only
diagonal matrix elements of pµ are nonzero and we can write
pˆµ =
∑
m 6=n
〈m|pµ |n〉 Pˆmn, (K.38)
where matrix elements pµ,mn can be calculated as
〈m|pµ |n〉 =
∫
d3rµΨm(rµ)
~
i
∇Ψn(rµ). (K.39)
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Working in a basis where Ψn(rµ) are real functions, the dipole matrix elements are
purely imaginary which allows us to write
pˆµ =
∑
m>n
〈m|pµ |n〉 (Pˆmn − Pˆnm). (K.40)
At last, for sake of resemblance to the cQED results, we move to a new frame
Pˆmn → iPˆmn for m < n to obtain the Hamiltonian as
Hˆ =
∑
n
~ΩnPˆnn︸ ︷︷ ︸
HˆA
+
∑
n
~ωnaˆ†naˆn︸ ︷︷ ︸
HˆmodC
+
∑
m>n,l
~gmnl
(
Pˆmn + Pˆnm
)(
aˆl + aˆ
†
l
)
︸ ︷︷ ︸
Hˆint
, (K.41)
where the coupling strength gmnl reads
~gmnl =
e
mµ
(ipe,mn.uz)
(
~
20ωlSL
) 1
2
A˜l(xcm) (K.42)
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Appendix L
Asymptotic behavior of
light-matter coupling gn
In this section we find the asymptotic behavior of the eigenfrequencies ωn and eigen-
modes ϕ˜n(x) of the resonator discussed in the main text. This provides an ana-
lytical understanding of the high frequency suppression in the light-matter coupling
gn ∝ √ωnϕ˜n(x0).
To point out the origin of the suppression that arise from a nonzero χs, let us
consider the closed resonator (χR,L = 0) case. Consider the special case of x0 = 0
+
first. This is of experimental interest in order to achieve the maximum coupling to
all modes of a resonator. Then, the transcendental Eq. (C.7) simplifies to
sin(ωn) + χsωn cos(ωn) = 0, (L.1)
which can be rewritten as
tan(ωn) = −χsωn. (L.2)
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The large ωn solution for χs 6= 0 is then obtained
lim
n→∞
ωn = npi − pi
2
, (L.3)
which is independent of the value for χs. This implies that the effect of a nonzero χs
on ωn is a total shift pi/2 (half of the free spectral range) in comparison with the case
χs = 0. Substituting x0 = 0
+ in Eq. (C.8), the normalization factor Nn is found via
Eq. (C.9) as
∫ 1
0
dx cos2[ωn(1− x)] + χs cos2(ωn) = 1N 2n
, (L.4)
which gives
Nn =
√
2√
1 + χs cos2(ωn)
. (L.5)
Therefore the eigenmode is found as
ϕ˜n(x0 = 0
+) =
√
2 cos(ωn)√
1 + χs cos2(ωn)
. (L.6)
Using the trigonometric identity
cos2(ωn) =
1
1 + tan2(ωn)
(L.7)
and Eq. (L.2) we can rewrite Eq. (L.6) as
ϕ˜n(x0 = 0
+) =
√
2√
1 + χs + χ2sω
2
n
, (L.8)
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which now provides the algebraic dependence of ϕ˜n(x0) on ωn. According to Eq. (L.8),
for large enough ωn (χsωn  1 + χs), we find
ϕ˜n(x0) ∼
1
ωn
, (L.9)
where the symbol ∼ represents asymptotic equivalence. This imposes a natural cut-off
on the light matter coupling for n→∞, since
gn ∝ √ωnϕ˜n(x0) ∼ 1√
ωn
. (L.10)
Next, we would like to find the asymptotic behavior of ωn and ϕ˜n(x0) for a general
x0. In order to bring Eq. (C.7) into a similar form to Eq. (L.2), we first replace
sin(ωn) = sin[ωnx0 + ωn(1 − x0)] and then divide by cos(ωnx0) cos[ωn(1 − x0)] to
obtain
tan(ωnx0) + tan[ωn(1− x0)] = −χsωn. (L.11)
Next, the normalization factor Nn is found from Eq. (C.9) as
Nn =
√
2√
x0 cos2[ωn(1− x0)] + (1− x0) cos2(ωnx0) + χs cos2[ωn(1− x0)] cos2(ωnx0)
,
(L.12)
Plugging this into Eq. (C.8) we find
ϕ˜n(x0) =
√
2√
1 + χs + x0 tan
2(ωnx0) + (1− x0) tan2[ωn(1− x0)]
(L.13)
Equations (L.11) and (L.13) provide the asymptotic behavior of ωn, ϕ˜n(x0) and gn
for a general x0.
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Appendix M
A proof for convergence of
characteristic function Dj(s)
Here, we derive the expression for the characteristic function Dj(s) and compare its
convergence in number of resonator modes with and without the modification we
found for gn.
The unitless classical Hamiltonian for the cQED system is found as
Hsys = 4Ecn2j(t)− Ej cos [ϕj(t)]
+
∫ 1
0
dx
{
n2(x, t)
2χ(x, x0)
+
1
2
[∂xϕ(x, t)]
2
}
+ 2piγznj(t)
∫ 1
0
dx
n(x, t)
χ(x, x0)
δ(x− x0),
(M.1)
where z ≡ Z/RQ where Z ≡
√
l/c is the characteristic impedance of the resonator
and RQ ≡ h/(2e)2 is the superconducting resistance quantum. The modification
in capacitance per length originates from the system Lagrangian that contains the
gauge-invariant qubit-resonator coupling χg[ϕ˙j(t) − ϕ˙(x0, t)]2/2. In contrast, a phe-
nomenological product coupling χgϕ˙j(t)ϕ˙(x0, t) would yield a Hsys with χs = 0 which
results in bare resonator modes.
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For the purpose of quantizing Hsys, we find the spectrum of the resonator by
solving the corresponding Helmholtz eigenvalue problem that has been discussed in
Sec. (C.2). We find the second quantized Hamiltonian as
Hˆsys ≡ ωj
4
{
Yˆ2j −
√
2

cos
[
(22)1/4Xˆj
]}
+
∑
n
{ωn
4
[
Xˆ 2n + Yˆ2n
]
+ gnYˆjYˆn
}
, (M.2)
where have defined the canonically conjugate variables Xˆl ≡ (aˆl + aˆ†l ) and Yˆl ≡
−i(aˆl − aˆ†l ), where aˆl represent the boson annihilation operator of sector l ≡ j, c.
Moreover, ωj ≡
√
8EjEc and  ≡
√Ec/Ej is a measure for the strength of transmon
nonlinearity. For  = 0, we recover ωj(Xˆ 2j + Yˆ2j )/4, the Hamiltonian of a simple
harmonic oscillator. In the transmon regime where  1, the leading contribution is
−√2ωjXˆ 4j /48. The coupling between qubit and the nth CC mode of the resonator
is
gn =
1
2
γ
√
χj
√
ωjωnϕ˜n(x0). (M.3)
The Heisenberg-Langevin equations of motion corresponding to Hamilto-
nian (M.2) in the linear regime ( = 0) for Xˆj,n(t) as
(
d2t + ω
2
j
) Xˆj(t) = −∑
n
2gnωnXˆn(t), (M.4a)
(
d2t + 2κndt + ω
2
n
) Xˆn(t) = −2gnωjXˆj(t)− fˆn(t), (M.4b)
where κn and fˆn are the decay rate and noise operator coming from coupling to the
waveguide degrees of freedom [151].
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Equations (M.4a-M.4b) are linear constant coefficient ODEs and can be solved
exactly via the unilateral Laplace transform
h˜(s) =
∫ ∞
0
dth(t)e−st. (M.5)
Taking the Laplace transform of Eqs. (M.4a-M.4b) we obtain
(
s2 + ω2j
) ˆ˜Xj(s) +∑
n
2gnωn
ˆ˜Xn(s) = sXˆj(0) + ˆ˙Xj(0), (M.6a)
(
s2 + 2κns+ ω
2
n
) ˆ˜Xn(s) + 2gnωj ˆ˜Xj(s) = (s+ 2κn)Xˆn(0) + ˆ˙Xn(0) + ˆ˜f(s). (M.6b)
The solution for ˆ˜Xj(s) then reads
ˆ˜Xj(s) = Nˆj(s)
Dj(s)
, (M.7)
where the numerator
Nˆj(s) = sXˆj(0) + ˆ˙Xj(0)−
∑
n
2gnωn
[
(s+ 2κn)Xˆn(0) + ˆ˙Xn(0)− ˆ˜fn(s)
]
s2 + 2κns+ ω2n
, (M.8)
contains the operator initial conditions and the denominator
Dj(s) ≡ s2 + ω2j −
∑
n
4g2nωjωn
s2 + 2κns+ ω2n
. (M.9)
is the characteristic function whose roots give the hybridized poles of the full system.
Therefore, we can represent Dj(s) as
Dj(s) = (s− pj)(s− p∗j)
∏
n
(s− pn)(s− p∗n)
(s− zn)(s− z∗n)
, (M.10)
where pj,n ≡ −αj,n−iβj,n stand for the transmon-like and the nth resonator-like poles,
respectively. Furthermore, zn ≡ −κn − i
√
ω2n − κ2n is the nth bare non-Hermitian
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resonator mode. The notation (p for poles and z for zeros) is chosen based on 1/Dj(s)
that appears in the Laplace solution (M.7).
In order to compute the hybridized poles in practice, we need to truncate the
number of resonator modes in Dj(s). This truncation is only justified if the function
Dj(s) converges as we include more and more modes. First, note that without the
correction give by χs this sum is divergent, since gn ∼
√
ωn ∼
√
n and for a fixed s
we obtain
4g2nωjωn
s2 + 2κns+ ω2n
∼
ω2n
ω2n
∼ 1. (M.11)
Hence, the series in divergent. On the other hand, we found that for a non-zero χs,
gn ∼ 1/
√
ωn ∼ 1/
√
n. Therefore we find
4g2nωjωn
s2 + 2κns+ ω2n
∼
1
ω2n
∼
1
n2
, (M.12)
and the series becomes convergent. In writing Eq. (M.12), we used the fact that
ωn ∼ n and κn has a sublinear asymptotic behavior found numerically.
222
Appendix N
Divergence in the
Wigner-Weisskopf theory of
spontaneous emission
Divergence of the Purcell decay rate appears in other frameworks besides the dis-
persive limit Jaynes-Cummings model as well. In this appendix, we show that the
spontaneous decay rate of a qubit coupled to continuum of modes is also divergent,
unless the gauge invariance of the interaction is incorporated as presented in this
manuscript. The impression of an (erroneous) finite decay rate in free space goes
back to Wigner and Weisskopf’s original work on spontaneous atomic decay, which
implicitly makes a Markov approximation (See Sec. 6.3 of [150]). We emphasize that
employing the Markov approximation always yields a finite value for the decay rate
regardless of the form of spectral function for electromagnetic background.
To see this explicitly, we go over the Wigner-Weisskopf theory of spontaneous
emission for a two-level system coupled to a continuum of modes inside an infinitely
223
long 1D medium. In interaction picture, the Hamiltonian reads
HˆI =
∑
k
~
[
g∗k(x0)σˆ
+aˆke
i(ωj−ωk)t +H.c.
]
, (N.1)
which conserves the total number of excitations
Nˆ ≡ σˆ+σˆ− +
∑
k
aˆ†kaˆk. (N.2)
As a result, a number conserving Ansatz for the wavefunction can be written as
|Ψ(t)〉 = ce(t) |e, 0〉+
∑
k
cg,k(t) |g, 1k〉 , (N.3)
where there is either no photon in the cavity and the qubit is in excited state |e〉,
or there is a photon at frequency ωk with qubit in the ground state |g〉. By solving
the Schrodinger equation we obtain the time evolution of the unknown probability
amplitudes ce(t) and cg,k(t). Combining these equations yields an effective equation
for ce(t) as
c˙e(t) = −
∫ t
0
dt′K(t− t′)ce(t′), (N.4)
where the memory Kernel K(τ) is given by
K(τ) ≡
∑
k
|gk(x0)|2ei(ωj−ωk)t. (N.5)
Next, we replace the expression for gk(x0) as
|gk(x0)|2 = γχs
4
ωjωk|ϕ˜k(x0)|2. (N.6)
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Note that without respecting the gauge symmetry of interaction |ϕ˜k(x0)| = N (x0) is
k-independent. Moreover, the sum over k can be replaced as
∑
k
→ L
2pi
∫ ∞
0
dk =
L
2pivp
∫ ∞
0
dωk, (N.7)
for a continuum of modes, where vp is the phase velocity of the medium. Inserting
Eqs. (N.6) and (N.7) into the effective Eq. (N.4) we obtain
c˙e(t) = − 1
2pi
γχsωjN 2(x0)L
4vp
×
∫ ∞
0
dωkωk
∫ t
0
dt′ei(ωj−ωk)(t−t
′)ce(t
′)
(N.8)
Importantly, the integral over ωk in Eq. (N.8) does not converge since the integrand
grows unbounded as ωk → ∞. To resolve this, Wigner and Weisskopf assumed that
the dominant contribution comes from those modes of continuum whose frequency
are close to the qubit frequency. Therefore, the factor ωk can be replaced by ωj and
by extending the lower limit of integral over ωk to −∞ we can use the identity
∫ +∞
−∞
dωke
i(ωj−ωk)(t−t′) = 2piδ(t− t′), (N.9)
to arrive at a finite value for the spontaneous decay as
c˙e(t) ≈ −Γsp
2
ce(t), (N.10a)
Γsp ≡
γχsω
2
jN 2(x0)L
2vp
. (N.10b)
It is worth mentioning that using Markov approximation, one always obtains a finite
expression for the spontaneous decay rate regardless of the form for the spectral
function. This happens because instead of integrating over the entire frequency span,
the Markov approximation picks a small window around qubit frequency.
225
Next, we show how our natural high frequency cut-off for light-matter coupling
resolves the divergence of Wigner-Weisskopf theory. First, note that applying Markov
approximation is indeed unnecessary, since the Volterra Eq. (N.4) with the memory
kernel
K(τ) = 1
2pi
γχsωjL
4vp
∫ ∞
0
dωkωk|ϕ˜k(x0)|2ei(ωj−ωk)τ , (N.11)
has an exact solution in Laplace domain as
c˜e(s) =
ce(0)
s+ K˜(s) , (N.12)
where K˜(s) ≡ ∫∞
0
dτK(τ)e−sτ is the Laplace transform and is found as
K˜(s) = 1
2pi
γχsωjL
4vp
∫ ∞
0
dωk
ωk|ϕ˜k(x0)|2
s+ i(ωk − ωj) . (N.13)
Second, when the gauge-invariance of the interaction is incorporated, the mode am-
plitude is frequency dependent that experiences a high frequency suppression as
|ϕ˜k(x0)| ∼ 1
ωk
. (N.14)
Replacing Eq. (N.14) into expression (N.13) for K˜(s) we obtain
K˜(s) ∝
∫
dωk
1
ωk[s+ i(ωk − ωj)] . (N.15)
Interestingly, with the corrected expression for the eigenmodes, the integrand behaves
like 1/ω2k at ωk →∞, and as a result the integral converges. Otherwise, the integrand
behaves like a constant at ωk →∞ and the result is divergent.
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