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Abstract 
The OSMOSIS project used a fleet of gliders to survey at the Porcupine Abyssal Plain 
(North Atlantic) from September 2012 to September 2013. Different physical and 
biogeochemical parameters (salinity, temperature, oxygen concentration, chlorophyll 
fluorescence) were measured in the top 1000 m of the water column. The present study focused 
on calibrating and analysing the oxygen concentration data. 
The mixing layer depth was defined as the depth where oxygen concentration varied by 
more than 0.5% from its value at 5 m. The mixing layer was shallower than the mixed layer, 
defined by density and temperature. In cases of low turbulence, the mixing layer described the 
vertical extent of the biologically productive layer (except deep chlorophyll maximums). 
Net community production was calculated over a year-cycle with an oxygen-budget 
approach. Net autotrophy was found at the site with a net production of (6.4 ± 1.9) mol m-2 in 
oxygen equivalents. The period exhibiting a deep chlorophyll maximum contributed (1.5 ± 0.5) 
mol m-2 to the total production. The results were higher than most of the previous estimates and 
the productive season longer than that considered in previous studies. Increased net community 
production was related to the decrease in water turbulence and mixing layer shoaling, 
confirming the validity of the mechanism proposed by the model of Enriquez and Taylor 
(2015).  
Gross primary production was calculated from the difference between rate of oxygen 
increase during the day and decrease during the night, diel cycle shown by in situ data in the top 
20 m of the column. Physical processes often disrupted the biological diel cycle and restricted 
the analysis to four periods during the year. The gross primary production ranged between 6 
mmol m-2 d-1 and 13 mmol m-2 d-1. Results suggest an enhancement of the gross primary 
production when the mixing layer shoals. 
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Chapter 1  
Introduction 
This study presents the analysis of oxygen concentration measured by gliders at the 
Porcupine Abyssal Plain (North Atlantic) from September 2012 to September 2013. The study 
aims to use the oxygen data for biological purposes. The interpretation of the results will be 
focused on revealing how physical processes affect biology and quantifying the magnitude of 
the plankton production.  
1.1 Quantification of biological production in the ocean 
In the open ocean, biological processes are related to the metabolic activity of the 
plankton community. This community has an autotrophic component (usually identified with 
the phytoplankton) that fixes inorganic carbon into organic compound through photosynthesis; 
and a heterotrophic component (usually identified with the zooplankton and the non-
photosynthesizing bacterioplankton), which consumes the organic compounds to produce 
energy. The balance of these two activities in the plankton community is very important on the 
global-scale carbon cycle (Volk and Hoffert, 1985) because according to Field et al. (1998) half 
of the carbon fixation happening on the planet occurs in the ocean. Phytoplankton has the 
capacity to remove a large amount of dissolved carbon dioxide (inorganic carbon) from the 
ocean, locking it in the organic compounds that can be then exported in the deep sediments. The 
heterotrophic component of the plankton, on the other hand, can remobilize through respiration 
the inorganic carbon previously locked. This remineralisation of the organic carbon is 
particularly important at the top of the water column, since its rate decreases exponentially with 
depth (‘Martin curve’, Martin et al., 1987). This entire process (phytoplankton production and 
respiration) is called the ‘biological carbon pump’ and, removing carbon dioxide from the 
water, triggers an air-sea mass flux that makes the ocean absorb large quantities of this gas from 
the atmosphere. The organic carbon that escapes remineralisation is then stored in the deep, 
which acts as a long term carbon sink, stocking it in long-term reservoirs. Along with the 
biological carbon pump there is also a ‘physical carbon pump’ (or ‘solubility pump’) that stores 
inorganic carbon in the water column dissolving carbon dioxide from the atmosphere. The 
solubility pump has been enhanced in the past decades by the increase of carbon dioxide in the 
atmosphere due to fossil fuel combustion due to human activity (Doney et al., 2009). Sabine et 
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al. (2004) estimated that 48 % of the carbon dioxide produced by anthropogenic activity 
between 1800 and 1994 was absorbed by the ocean, most of which has been due to the 
solubility pump. Since carbon dioxide is transformed in carbonic acid once dissolved in water, 
the acidity of the ocean has increased. This creates creating problems to many biologic 
compartments, including phyto- and zooplankton (e.g. reduction in calcification) (Bijma 
1991, Riebesell et al. 2000). In order to understand how these changes are affecting the carbon 
cycle, the magnitude of plankton production should be estimated as precisely as possible in 
order to assess its trends over long time periods. This is of great importance because carbon 
dioxide is a well-known greenhouse gas and understanding the dynamics of the global carbon 
cycle will permit to develop models that could forecast climate change and quantify the impact 
that human activities have on it (Houghton, 2007; Palevsky et al, 2013).  
Due to its importance, the scientific community has made a huge effort to quantify 
plankton production (Robinson et al., 2009; Regaudie de-Gioux, 2014; Hull et al., 2016). The 
estimation of the rate at which phytoplankton fixes carbon (‘gross primary production’ or P) 
and the rate at which the whole community exports organic carbon to the deep (‘net community 
production’ or N, i.e. P minus community respiration) have received particular attention. Many 
methods have been developed to calculate these rates and many models and observations have 
focused on the parameterisation of their magnitude (Robinson et al., 2009; Quay et al., 2010; 
Marra, 2012; Regaudie de-Gioux, 2014, Hull et al., 2016). However, despite the high number of 
calculations, the real values of P and N are still uncertain, such that there is still an open debate 
about the metabolic balance of some areas of the ocean (i.e., whether they are heterotrophic or 
autotrophic systems) (Duarte et al., 2013; Ducklow and Doney, 2013; Williams et al., 2013). 
There is high variability in the estimates for P and N even when the same area and the same 
period of the year are considered. As an example, in Table 1.1 it is possible to see the range of N 
estimates from several studies focused on the same area analysed by this study. This uncertainty 
is linked to many factors, including interannual variability of biological activity, the technical 
limits in measuring the data or the influence of physical processes, which hide the biological 
signal in the observations. Different studies use different methods, producing estimates that are 
based on different assumptions and sometimes are quantifying different processes (e.g. 
Williams et al., 2013; Regaudie de-Gioux, 2014). The need for new estimates, based on 
coherent methods applied over a long time span, is therefore required to lower the uncertainty, 
parameterize the seasonal and interannual variability and quantify better the magnitude of P and 
N. 
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Table 1.1 Net community production in carbon equivalent, NC (adapted and expanded 
from Alkire et al. 2014). In bold are the results from studies analysing NC directly, while in 
normal characters are the estimates in oxygen unit converted to NC using the 
photosynthetic quotient, PQ. In these cases the PQ value used for the conversion is 
indicated. 
Study Year Period NC 
mmol m-2 d-1 
PQ 
used 
Notes 
Bender et al., 
1992 
1989 13 days between  
Apr and May 
52  JGOFS - NABE 
Robertson et al., 
1992 
1989 29 May – 5 Jun  42-34  JGOFS – NABE 
Körtzinger et al., 
2008a 
2004 May –Aug 
 
25  PAP station 
Körtzinger et al., 
2008b 
2005 mid May -Jul 50-70  Labrador Sea 
Alkire et al. 2012 2008 Apr 
May 
(average) 
66 
115 
(90) 
1.5 Early Bloom 
Main Bloom 
Alkire et al. 2014 2008 Apr-Jun 
3-26 Jun 
25 
43 
1.5 Considerind 
Alkire et al. 2012 
+postbloom 
Ostle et al.,  
2015 
2012 Apr – Sep 16 0.8 Basin-wide, 
region 2 (see 
Ostle et al., 2015) 
Frigstad et al., 
2015 
2003-
2012 
Feb – July 25 
(72-6) 
 PAP site, MLD 
 
 
1.2 North Atlantic and its phytoplankton bloom 
The magnitude of P and N is not temporally and geographically uniform in the ocean. It 
is influenced by a series of factors such as light, macro- and micronutrient concentrations, 
turbulence and the composition of the plankton community. The geographical heterogeneity of 
net community production (figure 1.1) makes some areas of the Earth Ocean particularly 
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important for the carbon cycle. The temporal heterogeneity, instead, leads to important seasonal 
features such as the ‘phytoplankton blooms’, periods of enhanced production usually defined by 
the high chlorophyll a concentration that accumulates at the surface. 
Phytoplankton blooms happen worldwide and they are particularly common in polar and 
subpolar oceans, lakes and upwelling systems (Behrenfeld and Boss, 2014). The spring bloom 
occurring annually in the North Atlantic has been studied since the first half of the 20th century 
and it has become a model to study the plankton annual cycle. Milestone in this long-term study 
was the paper by Sverdrup (1953), who proposed his ‘Critical Depth Hypothesis’ to explain the 
phytoplankton bloom that occurred in the Norwegian Sea (North Atlantic) between March and 
May 1949. More recently, the North Atlantic Bloom Experiment (NABE) of the Joint Global 
Ocean Flux Study (JGOFS) was carried out in this region (47oN, 20oW) for 13 days between 
April and May 1989 in order to study the bloom and analyse the flux of carbon related to 
plankton community (see Table 1.1).  
Starting from Sverdrup (1953), a series of paper tried to describe the dynamics thet trigger the 
bloom. Sverdrup’s theory states that blooms are triggered when the mixed layer shoals above a 
critical depth, retaining plankton in the layer of the column where it produces more than it 
consumes (figure 1.2a). According to this theory, the turbulence is always strong enough to 
keep as even distribution of phytoplankton in the mixed layer and total light is the most 
important factor, which defines the vertical extent of the productive layer and the amount of 
phytoplankton growth. The theory has been debated since then, passing through a series of both 
confirmations and confutations. Other theorien have been proposed to explain the triggering 
factors of the spring bloom. Huisman et al. (1999) took into account the possible mismatching 
between speed of growth and speed of mixing. They proposed that plankton would bloom 
before stratification because the fast production would accumulate instead of being mixed down 
(figure 1.2b). Taylor and Ferrari (2011) related the turbulence to the net surface heat flux, 
stating that the moment in which this flux increases from negative values (water cooling, 
mixing due to convection) to positive values (water warming, stratification) could be used as a 
proxy to predict the start of the spring bloom. Enriquez and Taylor (2015) also modelled the 
effects of reduced turbulence, linking the bloom to the shoaling of the mixing layer. Behrenfeld 
et al. (2010) proposed instead a different theory based on the decoupling between predation and 
production. According to this theory the production rate would be highest during winter, when 
mixed layer deepens diluting phyto- and zooplankton and relaxing the predation rate (figure 
1.2c).  
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Figure 1.1 Annual rates of net community production integrated from the surface to the 
base of the mixed layer as measured by Lee et al. (2001). Globally integrated net 
community estimate is 9.1 Gt a-1 in C equivalents. (figure from Lee, 2001) 
 
Testing these theories has faced many difficulties in the past. The absence of a clear 
definition of the bloom in the literature and the lack of a threshold to mark the start of blooms 
have created problems to constrain temporally these events. Furthermore, the use of proxies 
such as chlorophyll fluorescence has complicated the analysis due to the high number of 
assumptions made in interpreting the data. There are also small pre-bloom peaks in production 
such as the ones observed by Körtzinger et al. (2008) at the Porcupine Abyssal Plain (PAP) that 
have yet to be fully explained. A comparison between physical parameters measured at high 
frequency and direct estimates of net community production is therefore needed to reveal the 
possible triggering factors of the bloom and understand their initialisation dynamics.  
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Figure 1.2 Comparison of bloom hypotheses: (a) the critical depth hypothesis (CDH), (b) 
the critical turbulence hypothesis (CTH), and (c) the disturbance-recovery hypothesis 
(DRH). The seasonal cycle begins with summer on the left. Thick black line is the mixed-
layer depth (MLD). Green phytoplankton cells and green shading above the MLD are 
proportional to phytoplankton concentration. Gray ciliates represent all phytoplankton 
grazers. Arrows above each panel indicate changes in phytoplankton abundance. In panel 
c, the blue arrows at the top correspond first to increasing water-column-integrated 
phytoplankton biomass (but not concentration) and then, once the mixed layer begins to 
shoal, to increasing phytoplankton concentration (figure from Behrenfeld and Boss, 2014). 
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1.3 Deep chlorophyll maximum 
Apart from spring blooms, another feature caused by the biological activity of the 
plankton is the Deep Chlorophyll Maximum (DCM) (Longhurst, 1998; Denaro et al., 2013), the 
accumulation of biologically produced oxygen and chlorophyll below the mixed layer. In the 
North Atlantic, this is a seasonal feature, as opposed to the year-round DCMs that can be found 
at lower latitudes (Mann and Lazier, 1996; Longhrust, 1998; Letelier et al., 2004). DCMs are 
the effect of the distribution of light and nutrients that control phytoplankton growth 
(Klausmeier and Litchman, 2001; Klausmeier et al., 2007, Denaro et al., 2013): when DCMs 
develop, the mixed layer has abundant light but low nutrient concentrations, while below the 
mixed layer depth there are enough light and nutrients. Phytoplankton therefore experiences the 
best growth conditions at the depths occupied by the DCM. This allows the thriving of bigger 
eukaryotic cells that would not outcompete bacterioplankton (e.g. Prochlorococcus) in the low-
nutrients mixed layer. This modifies therefore the ecology and augments the biodiversity of the 
plankton (Veldhuis et Kraay, 2004; Brunet et al., 2008; Dimier et al., 2009b). In DCMs there is 
therefore a peak in biomass that influences the carbon cycle in the region.  
DCMs have been shown to be very dynamic features, influenced by internal waves, 
Rossby waves, mesoscale events and wind shear on the surface. These processes can enhance 
production importing nutrients from below or exposing cells to more favourable light conditions 
(Wolanski et Deleersnijder, 1998; Cipollini et al., 2001; Uz et al., 2001; de Silva et al., 2002; 
Wang et al., 2007; Vázquez et al., 2009; Pan et al., 2012; Muacho et al., 2013), but they can also 
decrease production moving the cells away from the light (Chiarra et al., 2008; Evans et al., 
2008). Strass and Woods (1991) also showed a deepening of the DCM after its formation, 
probably due to the consumption of nutrients where there was more light. This means that the 
nutricline is at the mixed layer depth when the DCM first appears and then deepens when the 
shallower nutrients are consumed (Strass and Woods, 1991). 
The correct estimate of the production rates during the period exhibiting these DCMs is 
thus important to fully describe and quantify the biogeochemical cycles. However, remote-
sensing of ocean colour (satellites) cannot resolve these features (Sathyendranath and Platt, 
1989; Fernand et al., 2013), while plankton sampling for incubations might miss the community 
from these depths (Weston, 2005). The quantification of production in the periods with a DCM 
remains therefore a challenge for many methods and more investigation about their contribution 
to the total annual budget is needed.  
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1.4 Oxygen as a proxy to estimate biological activity  
Many methods that are used to calculate production and respiration rates (and their 
balance) are based on the analysis of variations in oxygen-related parameters (concentration, 
saturation, isotopic composition). Oxygen is used to estimate these processes because of its 
stoichiometric relationship with the biologically-caused changes in inorganic carbon (Anderson 
and Sarmiento, 1994). Oxygen is produced as a by-product during photosynthesis and 
consumed in some of the catabolic reactions during respiration. Its increase and decrease can 
therefore be used as proxies for quantitative estimates of the plankton metabolic activity. The 
fact that oxygen does not chemically react with water molecules makes it also more easily 
measureable than inorganic carbon itself, which instead enters in the cycle of carbonates 
(Wikner et al., 2013; Hull et al., 2016). Due to its importance in biogeochemical analyses, 
oxygen has become the most measured parameter in the ocean after temperature and salinity 
(Boyer et al., 2009). 
An array of different methods has been developed to measure biological activity through 
oxygen. Argon and oxygen have similar solubility and the physical fluxes of these two gases are 
similar. The O2/Ar method uses the imbalance between them in order to measure the biological 
signal because the biota does not produce or consume argon (e.g. Kaiser et al., 2005). The 
analysis of the isotopic composition of oxygen and the relative enrichment of 17O/16O with 
respect to 18O/16O has been also used as a tracer of the biological productivity (e.g. Luz et al., 
1999, Luz and Barkan, 2000). The mass balance approach analyses instead the variation in 
oxygen concentration over time and, subtracting the influence of physical factors from the total 
variation, calculates the biological activity (e.g., Alkire et al., 2012; Alkire et al., 2014, 
Nicholson et al., 2015). Variations in oxygen concentration have been analysed both in vitro 
and in situ. Measurements in vitro are based on the calculation of c(O2) produced and consumed 
by phytoplankton incubated in laboratory condition. These measurements have been considered 
affected by a series of biases: the not-natural absence of significant processes such as predation 
that can influence production (Robinson & Williams, 2005), the wavelength of the light used in 
the incubation (Godoy et al., 2012), the interaction with the material of the incubation vessels or 
the possible under-sampling of specific components of the community, for example when there 
are deep chlorophyll maxima (Weston, 2005). Measurements in situ are instead carried out in 
the natural environment, analysing c(O2) variation in the water column of the ocean or in 
microcosms. Data can be collected by different This involves a big effort to split the biological 
and the physical signal contributing to the oxygen variations. The use of several assumptions 
has helped to overcome many of these biases and produce accurate estimates of the plankton 
activity. Robertson et al. (1992) for example analysed the diel cycle in c(O2) in the North 
Atlantic when the mixed layer shoaled and following a drift floating in the same water mass. In 
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this way they could neglect advection and entrainment and calculate N more easily. Davies and 
Williams (1984) used instead enclosed ecosystem to reduce the effect of advection, which on 
the other hand reduced also vertical mixing.  The use of several methods, as noted in section 
1.1, result in a very high variability among estimates. 
For long time, a major problem for oxygen analysis was the low accuracy with which 
concentrations could be resolved. Although the first study including oxygen dates back to 1927 
(Gaarder and Gran, 1927), a more precise way of measuring oxygen with a precision 
comparable to modern standards was only obtained in the 1960s with the publication of new 
protocols for Winkler titrations (Carpenter 1965, Carrit and Carpenter, 1966). The complexity 
of this analysis, however, has slowed down the data collection process. Winkler titration is a 
time consuming process, which naturally led to studies based on few samples. In the past 
decades, however, sensors (e.g., pulsed sensor, optodes) have been developed for high precision 
measurements of oxygen (e.g., Langdon, 1984; Tengberg et al., 2006). These sensors have an 
adequate sensitivity to detect oxygen variations that are significant to calculate biological 
productivity (Williams and Jenkinson, 1982; Wikner et al., 2013; Hull et al., 2016). The first 
analysis in situ started during ship-based surveys with the analysis of water collected from the 
seawater supply of the ships (Robertson et al., 1992). The development of adequate platforms 
such as gliders, has allowed the creation of datasets of oxygen concentrations measured at high 
frequency that can be used for biological analysis.  
1.5 Gliders: a platform for high frequency measurements 
Gliders are autonomous underwater vehicles (AUVs) developed thanks to the funding of 
the US Office of Naval Research. Three prototypes are the most widely used in oceanographic 
studies (Rudnick, 2016): Seagliders, used in this study and developed by the University of 
Washington (Eriksen et al., 2001), Slocum (Webb et al., 2001; Schofield et al., 2007) and Spray 
(Sherman et al., 2001). 
Seagliders can profile the water column from surface to 1000 m using a suite of different 
sensors for physical and biogeochemical parameters. They move following a saw-tooth path in 
the water, moving vertically with 1:3 glide angle and a vertical speed of about 10 cm s-1. They 
stay at the surface for 5 to 15 minutes after each dive to communicate via satellite with a 
basestation on land, sending the data collected during the previous dive and obtaining 
commands for the following one. Surfacings are separated by 4-6 km for 1000 m deep dives and 
the actual distance depends on currents and density gradients encountered in the water column. 
Seagliders do not have propellers and move vertically thanks to buoyancy variations obtained 
by the displacement of oil between an internal reservoir and a bladder that changes the density 
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of the glider. The system is powered by lithium batteries that can make the Seagliders operate 
up to several months depending on the frequency of the measurements and dive depth. 
Gliders have caught the interest of the oceanographic community in recent years thanks 
to their capability of gathering huge datasets of observations covering large spatial (from 1000 
km to cm) and temporal (years to minute) scales (Rudnick, 2016). They are also competitive for 
economic reasons, with a lower cost per data-point with respect to ship-based missions. The 
presence of wings and software for a directional horizontal movement also gives gliders an 
advantage with respect to similar technologies such as the floats used for the Argo program 
(Roemmich et al., 2009). The large number of measurable parameters and their high resolution 
also allow comparisons among different processes to understand how they are related in the 
ocean (e.g. Nicholson et al., 2008; Frajka-Williams et al., 2009; Briggs et al., 2011; Frajka-
Williams et al., 2011; Martin et al., 2011; Alkire et al., 2012; Alkire et al., 2014, Nicholson et 
al., 2015; Damerell et al., 2016).  
Problems related to gliders include the need to develop small sensors to study those 
parameters that are not measureable as yet. A second major problem is the difficulty in splitting 
temporal and geographical variability in the measurements. However, a big effort by companies 
and academia has led to the development of novel small, low-power sensors while the use of 
fleets of gliders has helped overcome the second problem. This has made gliders excellent 
platforms for biogeochemical studies despite their limitations.  
 
1.6 PAP site 
The Porcupine Abyssal Plain sustained observatory (PAP, figure 1.3) is the longest 
running deep ocean time-series observatory in Europe (http://noc.ac.uk/ocean-watch/sustained-
observations/porcupine-abyssal-plain/about) started in 1989 with the JGOFS North Atlantic 
Bloom Experiment (NABE) (Ducklow and Harris, 1993, Lampitt et al., 2010, Painter et al., 
2010b).  
After an initial location at 48° N 19.5° W, the observatory was moved to an area with less 
complex benthic topography (Rice et al., 1991).  The current nominal location of the station is 
therefore 49° N 16.5° W (figure 1.1) with a bottom depth of 4800 m (Körtzinger et al., 2008; 
Billet et al., 2010; Lampitt et al., 2010; Painter et al., 2010) in the province of the North Atlantic 
Drift (NADR) (Sathyendranath et al., 1995; Longhurst, 1998, Lampitt et al., 2010). In 2002, a 
full depth multidisciplinary mooring was added by the ANIMATE consortium (Körtzinger et 
al., 2008) to the sediment traps. In 2010 NERC and the UK Met Office started atmospheric 
measurements at PAP (http://www.eurosites.info/pap.php). Since the beginning, the PAP site 
has also been visited regularly by scientific cruises with the purpose of making in situ 
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measurements, calibrating and replacing instruments. The measurements at PAP were set up in 
order to study the North Atlantic Spring Bloom (Körtzinger et al., 2008) and the effect of the 
downward flux of carbon coming from the top layer to the abyssal benthic environment (Billet 
et al., 2010; Lampitt et al., 2010). 
 
 
Figure 1.3 Bathymetry of the east Porcupine Abyssal Plain (North Atlantic) with the 
position of the Sustained Observatory marked with a white mark. Bathymetric colour 
legend is in meters.  
Although the PAP site was supposed to be clear from major changes in water masses 
(Lampitt et al., 2001; Körtzinger et al., 2008; Lampitt et al., 2010), many studies have shown 
high variability in hydrography over long- and short-term that influenced the biological activity 
in the area. Considering the interannual variability first, Hartman et al. (2010) described a shift 
in the circulation of the North Atlantic Current (NAC) between 2003 and 2004 that brought 
water with different origin to the PAP site (figures 1.3a-b). They also showed an intrusion of the 
tropical flavour of the Eastern North Atlantic Central Water (ENACWt, Rios et al.,1992; and 
Castro et al., 1998) in the area during 2005 (figure 1.3c). The different nutrient concentrations 
of these water masses was connected to the decrease of new production of this bloom from 6 
mol m-2 a-1 to 3 mol m-2 a-1 (carbon equivalents) between 2003 and 2005 (Hartman et al., 2010), 
showing the biological effects of the interannual variability.  
Also the intraseasonal variability at the PAP site, on a temporal sc ale from days to 
weeks, has gained attention due to its biological relevance. Shoosmith et al. (2005) showed that 
during the World Ocean Circulation Experiment (WOCE) the area had a few stable eddies and 
that most of  
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Figure 1.4 Trajectories leading to PAP site computed from altimetry-derived geostrophic 
velocities. Each trajectory lasts for 90 days and ends at the PAP-OS (white cross) in the 
period January to March of the indicated years. In (a) PB indicates the Porcupine Bank 
and the Mid-Atlantic Ridge is also highlighted. (from Hartman et al., 2010). 
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them were anticyclonic. These eddies merged together and lasted longer than cyclonic 
eddies and this long duration made possible the formation of smaller features. These features 
have been proven to influence the productivity and enhance shear and nutrient fluxes (Allen and 
Smeed, 1996). Martin et al. (2010) used the different nutrient concentrations in the mesoscale 
features to explain the large gap (almost 2 orders of magnitude) between the nutrient uptake 
measured and the nutrient supply estimated. Painter et al. (2010a) showed that an eddy that 
crossed the area originated filaments associated with higher primary production and high 
chlorophyll concentration (Hartman et al., 2010; Painter et al., 2010a). 
The PAP site is a suitable area to study the variability of biological activity at different 
time scales. The presence of several studies focusing on this area permits a comparison with 
previous estimates of production to appreciate the interannual variability. Observations 
spanning over long periods are also likely to detect the advection of mesoscale features to the 
area and observe their influence on production.  
The importance of this site explains why PAP site was chosen as study area for the 
project OSMOSIS, which provided the frame for the realisation of the present study. OSMOSIS 
was a consortium of oceanographers working in different Universities and research centres 
around UK (University of Oxford, University of Southampton, University of East Anglia, 
University of Reading, University of Portsmouth, Bangor University, University of Liverpool, 
Met. Office, National Oceanographic Centre, SAMS) that aimed to study the top water column 
in the deep ocean. The Scientific goals of the project was the collection of detailed 
oceanographic and atmospheric data through an array of moorings, gliders and cruises in order 
to model the dynamics of the upper ocean. This was done in order to understand and quantify 
the fluxes of energy and matter in the ocean surface boundary layer, characterising its mixing 
processes due to internal and external factors acting at the surface. The presence of sensors on 
the gliders for the detection of chlorophyll a fluorescence and oxygen concentration allowed the 
development of a biogeochemical study within OSMOSIS whose results will be present in the 
following chapters.  
1.7 Open questions about productivity in the North Atlantic 
The calculation of phytoplankton productivity from observations in situ has been 
historically calculated relying on datasets from ship-based surveys. This has produced many 
estimates of N and P during the productive season (spring/summer), when it is easier to reach 
the open ocean and carry out experiments. At the same time, this has produced a much lower 
number of studies that analyse productivity in the fall/winter period. Long-lasting time series, 
spanning over one or more annual cycles, have been produced using moorings, but this has 
produced dataset with low vertical resolution. Satellites have also produced annual time series 
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of productivity from the variations in chlorophyll a fluorescence, but these calculations rely on 
many assumptions to calculate productivity and use climatological data to characterise the water 
column. Furthermore, the chlorophyll-based calculations assume that variation in chlorophyll 
fluorescence can be attributed entirely to biomass growth, while it can be influenced by 
photoacclimation or by the different chlorophyll a content in different species that dominate the 
community over time. Argo floats and gliders have started to be involved in this kind of 
measurements only in the last years and gliders have been usually used for short-lasting 
missions. Observations at high frequency during the late fall and winter seasons in the North 
Atlantic are still scares and a time series at high resolution spanning over an entire year is still 
missing. This means that the pattern of productivity over one annual cycle has never been 
produced. Thanks to three consecutive glider missions, this project aims to produce this time 
series. The use of oxygen for the calculation of N aims to produce N estimates more trustable 
than the ones from chlorophyll a fluorescence because less affected by other phenomena as 
discussed above. 
The scarcity or the low resolution of time series of N and P has also slowed down the 
analysis of which factors trigger the blooms over the year. Often derived data are used, such as 
climatology for the mixed layer depth or variations in the chlorophyll a fluorescence rather than 
a direct calculation of productivity. Data are also sometimes collected at different resolution and 
with different platforms, which makes it difficult to compare different factors. In the present 
study, mixing layer depths calculated from in situ parameters will be used and N and P pattern 
will be compared with physical and biogeochemical parameters (temperature, salinity and 
chlorophyll a) measured at the same resolution and by the same platform as the oxygen 
concentration. This will give precious hints about what triggers the blooms. In particular, it will 
be possible to test the theories discussed in section 1.3. Once defined the bloom as an increase 
of N from autotrophy to heterotrophy, the pattern of N over time will be compared with the 
temporal patterns of other factors. According to Sverdrup’s theory, N shall increase when 
mixing layer shoals and light intensity increases, which should be obvious by an increase of the 
mean light in the mixing layer. According to Beherenfeld et al. (2010), N shall increase during 
winter, along with the deepening of the mixing layer, and then decrease when the deepening 
stops. According to Huismann’s theory, in case of slow turbulence N should increase at the top 
of the water column with accumulation of oxygen and chlorophyll a even without shoualing of 
the mixed layer. The theory proposed by Taylor and Ferrari (2011) and developed by Enriquez 
and Taylor (2015) focus on the effect of the heat flux. These theories can then be confirmed if N 
increases when the heat flux switches from a negative to positive values.   
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1.8 Thesis outline 
This thesis aims to answer the open questions listed above. The calculation of N will be 
based on the variation in c(O2) at the top of the water column. The biological signal will be 
calculated as the residual variation not related to any physical factor. In order to analyse the 
variations in c(O2) related to physics, the thickness of the ocean surface boundary layer will be 
calculated using the homogeneity of parameters in the at the top of the water column. The high 
frequency of the measurements will be used at last to analyse the diel cycle in c(O2) with the 
aim of calculate P.  
In chapter 2, the calibration of the glider data against ship-CTD casts will be described. 
This includes the calibration of ship-CTD casts done through Winkler titrations of water 
samples.  
In chapter 3, the time series of oxygen concentration, oxygen saturation and apparent 
oxygen utilization will be compared with the time series of the other parameters measured 
during the glider mission. 
In chapter 4, the calculation of mixed and mixing layer depth defined by changes in 
oxygen concentration will be presented. The values will be then compared with estimates based 
on density/temperature and chlorophyll a concentration. 
In chapter 5, the estimates of net community production over one year cycle will be 
presented. The magnitude of the estimates will be compared with previous studies and their 
temporal pattern will be used to infer the triggering causes of the variations in production. 
In chapter 6, the gross primary production for some periods in the dataset will be 
computed using a new method based on the in situ increase and decrease of oxygen during day 
and night.  
In chapter 7, the results will be summarised and future developments of the work will be 
suggested. 
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Chapter 2                                                   
Data calibration 
In this chapter the protocols for the calibration of the oxygen concentrations in the 
ocean are explained. The first protocol is the one used to calibrate the CTD casts against water 
samples whose concentrations are measured by Winkler titration. A comparison with oxygen 
concentrations from literature for the area is carried out to validate the data. The calibrated CTD 
casts are then used in the second protocol to calibrate the glider profiles. This process includes 
the correction for the time response of the optode. The quality control of the data and the 
removal of spikes are also described.  
 
2.1 Data acquisition 
The OSMOSIS project included five cruises and three glider missions performed at 
Porcupine Abyssal Plain (PAP) between September 2012 and September 2013. The goal of the 
cruises was the deployment and recovery of the gliders and the collection of a suite of in situ 
parameters to be used for the calibration of the glider’s data. The three glider missions were 
done in series with short overlapping periods when the cruises visited the area to swap them. 
The glider SG566 operated between September 2012 and January 2013, SG502 between 
January 2013 and April 2013 and SG566 a second time between April 2013 and September 
2013. Since the glider SG566 was used during the first and the third mission, in this study it will 
be called SG599 when referred to the mission from April to September 2013 (i.e., third mission) 
in order to avoid confusion. Gliders followed butterly- or hourglass-shaped transects centred 
around 48.7º N and 16.2º W with sides ~15 km long (figure 2.1). 
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Figure 2.1 Surfacing locations of gliders SG566 (blue), SG502 (red) and SG599 (yellow) 
showing the butterfly-shaped transects that they followed at the PAP site during the three 
consecutive missions. 
  
2.2 Calibration of CTD casts 
During the cruises, oxygen concentration, c(O2), was measured by a Clark-type 
electrode (Seabird SBE43) attached to the CTD frame. A rosette of Niskin bottles surrounded 
the CTD frame and was used for the collection of water from several depths during selected 
casts. Every CTD cast can be split into a downcast, when the CTD frame goes from the surface 
to the bottom, and an upcast, when the frame is pulled towards the surface. When water was 
sampled with Niskin bottles, the c(O2) profile during the downcast was visually analysed in real 
time to check its shape and decide at which depths water parcels had to be collected during the 
following upcast. In general, it was chosen to sample layers with c(O2) as stable as possible over 
several metres, while sharp gradients were avoided. This was done in order to reduce the noise 
in the data due to the vertical oscillations of the frame among waters with significant different 
c(O2). Furthermore, when more than one bottle was sealed (“fired”) at any depth in order to 
have replicates of the sampling, it was assumed that the two bottles were sampling the same 
water. This assumption is difficult to justify when the frame oscillates within a sharp gradient. 
Attention was also paid to spreading the samples through the whole water column during each 
CTD. Maxima and minima in oxygen concentrations were also sampled in order to expand the 
concentration range as much as possible. An example of the sampling depths with respect to the 
profile shape can be seen in figure 2.2. 
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Figure 2.2 Oxygen concentration profiles from CTD upcasts of cruise JC085 (blue) with 
the depths at which Niskin bottles were fired during a mission (red). 
 
For each upcast, the Seabird CTD software created a .btl file with all the parameters 
(including c(O2)) measured in the water column at the depths where each Niskin bottle had been 
fired. Once the CTD frame had been recovered, one or more Winkler samples were collected 
from selected Niskin bottles. The temperature of water flowing out from the Niskin bottles was 
checked to detect possible leaks: water coming out with a temperature different from the one 
recorded in the .btl file indicated a leak in the sealing system and the sample was thus 
considered contaminated by shallower water encountered during the upcast. c(O2) of the 
Winkler samples was then analysed by Winkler titration following the WOCE protocol as 
described by Culberson (1991) and Dickson (1996). 
For each Winkler sample there was therefore one c(O2, btl) and one c(O2, Winkler) – the 
first being the concentration in the .btl file matching the uncalibrated CTD value, and the second 
being the result of the titration, considered to be the best estimate of the real c(O2). All the 
Winkler samples collected from the same Niskin bottle had the same c(O2,blt), but 
c(O2,Winkler) was unique for each Winkler sample. All the concentrations were expressed in 
units of !mol l-1 (= mmol m-3). 
Each c(O2,Winkler) was plotted against the corresponding c(O2, btl) (figure 2.3a). After 
a visual analysis of this scatter plot, a few of these concentrations were flagged as biased (grey 
points in figure 2.3a). In particular, samples from deeper than 1500 m were ignored because the 
sensor was affected by pressure hysteresis, as visible from the increasing residual difference 
between c(O2, Winkler) and c(O2, btl) (figures 2.4b). Other data-points were ignored because 
standard deviation of the replicates was > 2 !mol l-1; this was attributed to errors during titration 
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of the individual Winkler samples. In other cases all the replicates from the same Niskin bottle 
were ignored because they were considered outliers with respect to the whole dataset, perhaps 
because of previously undetected leaks in the Niskin bottles. A linear regression was fitted 
through the remaining points obtaining the slope and the offset of the linear calibration 
equation. The calibration was then applied to the c(O2) profiles of the CTD casts (figure 2.4). 
 
 
Figure 2.3 (a) Concentrations from btl files for each Winkler sample collected during the 
cruise against the relative concentrations measured by Winkler titration. The black line is 
the linear regression between valid data-points (red); samples disregarded are in grey; (b) 
residual difference between concentrations measured by Winkler titration and btl values 
after calibration. The difference increases with depth because of uncorrected pressure 
hysteresis. Winkler samples used for the calibration are shown in red. Values are from 
JC085. 
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Figure 2.4 Oxygen concentration profiles from the upcasts of CTD casts performed during 
cruise JC085 before (blue) and after (black) the calibration. In red are the oxygen 
concentrations measured in the .btl file at the depths where the Niskin bottles were fired. 
In green are the values measured by Winkler titration. 
 
In order to be used for the calibration of Seagliders data, c(O2)/(!mol l-1) from CTD 
casts were converted from in c(O2)/(!mol kg-1) using equation 2.1: 
 
c(O2)/(	!mol kg-1) = c(O2)/(	!mol l-1) * 1000 / ρ0/(kg m-3)                        (2.1) 
 
where ρ0/(kg m-3) is the potential density corresponding to each c(O2) data-point. 
 
 
2.3 Calibration of the gliders - methodology 
Gliders measured two c(O2) profiles per each dive (a descent and an ascent) by means 
of optodes (Aanderaa Data Instruments; Tengberg et al., 2003) mounted near their wings. These 
probes work by analysing the decay of platinum porphyrin compounds excited by blue-green 
light. The porphyrins are embedded in silicon foils and they decay from the excited state to the 
ground one emitting red light. However, when oxygen is present in the environment, some of 
the energy released during the decay is transferred to O2 instead of being emitted as light. This 
is called “quenching reaction” and reduces both the intensity and the duration of the red 
emission. The optode measures the lifetime of the red emission in terms of a phase difference 
TCPhase (ϕTC), which is correlated to c(O2) in the environment. 
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2.3.1 TCPhase – Response time correction  
The distribution of ϕTC versus pressure (and depth) is affected by a delay caused by the 
response time of the sensor. This is the time that it takes for O2 to diffuse through the silicon foil 
in the process of equilibrating c(O2,internal) within the optode with c(O2,external) in the water 
column – i.e., equilibrating the concentration that is actually measured by the sensor with the 
concentration that is meant to be quantified. This equilibration takes time because the diffusion 
of gases across membranes is not an instantaneous process and is influenced by factors such as 
membrane boundary layer thickness and temperature. An optode that moves up and down in a 
physically stable water column and had a response time of zero would measure two identical 
profiles. However, the delay caused by the response time causes each variation in c(O2) to be 
measured later than when it actually happens. The profile of an optode going towards the deep 
is therefore shifted deeper with respect to the real distribution of c(O2) versus depth, while the 
profile of an optode going towards the surface is shifted shallower. At the end, the two profiles 
of the same water column measured in opposite phases do not match as they should. This is 
particularly visible in the presence of strong gradients, where variations are more rapid and the 
delay of the sensor is more obvious. The delay is called τ and is used to shift the ϕTC profiles 
using the equation 2.2 
 
ϕTC,time-shifted (t) = ϕTC,original (t + τ)                          (2.2) 
   
where t is time since the beginning of the dive. 
The response time is different for each individual sensor and depends on the structure, 
thickness, age and frequency of use of its foil (McNeil and D’Asaro, 2014). Furthermore, 
oscillations in temperature, water flux and the natural noise of c(O2) in the external environment 
affect the speed of diffusion of the gas through the membrane, causing τ	to vary constantly. 
There should be therefore a different τ for each data-point collected during the mission. Because 
this continuously changing τ is impossible to quantify, only one value was chosen for each 
glider and mission.  
The determination of the τ value to use for each optode was based on the comparison 
between consecutive profiles. Each dive was split into an ascent and a descent, which were the 
profiles measured when the glider was in its ascending or descending phase respectively. 
Between the end of an ascent and the beginning of the following descent, gliders stayed at the 
surface just for (17±15) min. Thanks to this proximity in time and space, the top part of the 
ascent (its end) could be considered a replicate of the top part of the following descent (its 
beginning). The comparison of these two profiles was limited to the top 300 dbar. In this 
pressure-range, the profiles were supposed to match when the right τ value was applied to the 
dataset. Since gliders move horizontally during the dive, the deep parts of the same ascent and 
descent (pressure > 300 dbar) could not be considered replicates because they are too far apart 
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from each other. Furthermore, deeper in the water column the conditions are more stable, giving 
more time to the optodes to equilibrate c(O2,internal) with c(O2,external). This makes the shift 
less obvious and the estimation of τ less precise. The deep part of the profiles (below 300 dbar) 
was therefore not used at all for the comparison. The limit of 300 dbar was used also because its 
depth was below the mixing layer depth (see chapter 4). The rapid gradient (oxycline) at the 
bottom of the mixing layer could then be used to check how effective the application τ was. 
The comparison between each ascent and its following descent followed a criterion that 
used pressure as binning parameter and potential density as matching parameter. Pressure was 
used for the binning because its range for all the deep profiles is nominally always the same (0 – 
1000 dbar). Binning in pressure therefore gave the possibility to use the same number of bins 
with the same width throughout the whole year, giving coherence to the comparison. However, 
the distribution of the water masses (i.e., potential density) with respect to pressure was 
different even between consecutive profiles due to processes such as internal waves or because 
of natural heterogeneity in altimetry (e.g., geostrophic currents). Since similar ϕTC (i.e., similar 
c(O2)) in consecutive profiles were supposed to be found in the same water mass, potential 
density was used as the matching parameter between the profiles.  
The comparison was done dividing in non-overlapping 2-dbar bins the top 300 dbar of 
each ascent ϕTC profiles. Each bin was centred on the pressure pi between 9 dbar and 299 dbar. 
the mean ϕTC of the bin i, ϕTC,asc(i), was then calculated. The ϕTC value measured in the 
following descent at the mean potential density of the bin i was identified as the correspondent 
ϕTC,des(i). For each pair of profiles (i.e., ascent and following descent), the root mean square 
difference of ϕTC,asc and correspondent ϕTC,des (ϕTC,rms) was then measured as in equation 2.3.  
 
ϕTC,rms= 		1n (ϕTC,asc i 	- (ϕTC,des i  )2ni=1                          (2.3) 
 
where n = 146 (number of bins between 9 m and 299 m). Ascent and descent of each pair were 
shifted using τ from 0 s to 50 s. The optimum τ for each pair was the one that yielded the lowest 
ϕTC,rms. Within one mission, it was then calculated the number of pairs for which each value 
between 0 s and 50 s had been found to be the optimum τ. Values were plotted in a histogram 
and were fitted to a normal distribution. The normality was assumed because τ is expected to 
vary randomly around its nominal value, which is determined by the foil characteristics. The 
normal fit was obtained using the function ‘histfit’ built in Matlab 2014b. The central value of 
this normal distribution was used as τ values to shift the whole mission. 
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Figure 2.5 Example of potential density versus depth in an ascent and a descent paired to 
find the optimum τ. Identical potential density values are found at different depths in the 
two profiles, biasing the RMS computation through equation 2.3. 
 
2.3.2 CalPhase – computation and calibration 
Once shifted using τ, ϕTC profiles had to be transformed in ϕcal through a linear 
transformation as in equation 2.4 
 
ϕCal= TPhaseCoef#+ ϕTC × TPhaseCoef$                            (2.4) 
 
This was the step when the glider profiles were calibrated against ship-CTD casts. 
Calibrated values of TPhaseCoef0 and TPhaseCoef1 were determined every time a cruise was 
close to a profiling glider calculating the linear regression between ϕTC profiles of selected 
glider dives and the back-calculated ϕcal profiles of selected CTD casts. CTDs and dives 
shallower than 1000 m were not used for the calibration in order to use the whole range of 
values recorded during any dive. Only the downcasts of the CTD casts were used. CTD casts 
were chosen based on their geographical and temporal proximity to the glider that they had to 
calibrate: a CTD cast should have started within 4 km and 3 hours from the surfacing location 
and time of the glider dive that they had to calibrate. Once a CTD cast had been chosen, its ϕcal 
profile, ϕcal(CTD,backcalculate), was back-calculated starting from its calibrated c(O2) profile. 
The back-calculation of ϕcal(CTD,backcalculate) profiles followed five steps: 
- calculation of water vapour pressure p(vap) profiles, computed using potential 
temperature from the ship CTD; 
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- calculation of oxygen saturation concentration csat(O2) profiles obtained from potential 
temperature and calibrated salinity from the ship CTD using the solubility coefficients 
from Benson and Krause (1984) for the output in !mol kg-1; -  calculation of air saturation s(air) profiles equivalent to the atmospheric pressure of 
1013.25 hPa. s(air) was based on c(O2) and csat(O2) as in equation 2.5; 
                              
                                                    s(air) = c(O2) / csat(O2)                         (2.5) 
 
- calculation of profiles of partial pressure of oxygen, ∆&(O)), using s(air) and p(vap) 
profiles; 
- calculation of ϕcal(CTD,backcalculate) through a polynomial that used the potential 
temperature from the ship CTD, ∆&(O)) and 21 coefficients (FoilCoefA0 to 
FoilCoefA13 and FoilCoefB0 to FoilCoefB6) specified by the manufacturer and 
characteristic of each individual optode. 
 
Ascent and descent ϕTC profiles of each dive close to the CTD cast were then binned in 
potential density using bins 0.02 kg m-3 wide centred around the potential density ρθ 
correspondent to each ϕcal,i(CTD,backcalculated). In this way ϕTC,asc,i(ρθ) and ϕTC,des,i(ρθ) were 
obtained. A linear regression was drawn between ϕTC,asc(ρθ), ϕTC,des(ρθ) and their respective 
ϕcal(CTD,backcalculated,ρθ). In order not to use portions of the glider profiles that were 
particularly variable between ascent and descent of the same dive, the difference between 
ϕTC,asc,i(ρθ) and ϕTC,des,i(ρθ) was calculated as in equation 2.6:  
 
ΔϕTC,i(ρθ) = ϕTC,asc,i(ρθ) – ϕTC,des,i(ρθ)                      (2.6) 
 
If any ΔϕTC,i(ρθ) was bigger than twofold the standard deviation of all the ΔϕTC(ρθ) of 
the dive, then ϕTC,asc,i(ρθ) and ϕTC,des,i(ρθ) were flagged and not used to calculate the regression. 
ϕTC profiles from several dives of a glider and ϕcal(CTD,backcalculated) profiles from several 
CTD casts of a cruise could be used as long as the glider and the ship were within the limits of 
proximity defined above. The offset and the slope of the linear regression were respectively the 
calibrated TPhaseCoef0 and TPhaseCoef1 and were used in equation 2.4 to obtain calibrated ϕcal 
profiles of the glider. 
 
2.3.3 Oxygen concentration – calculation  
The calculation of c(O2) profiles from the calibrated ϕcal profiles included five steps that 
retraced backwards the steps seen in section 2.3.2 for the calculation of 
ϕcal(CTD,backcalculate): 
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- calculation of ∆&(O)) profiles through a polynomial that used potential temperature 
from the CTD mounted on the glider, the calibrated ϕcal profile and 21 coefficients 
(FoilCoefA0 to FoilCoefA13 and FoilCoefB0 to FoilCoefB6) specified by the 
manufacturer and characteristic of each individual optode;  - calculation of p(vap) profiles using potential temperature from the CTD mounted on the 
glider; - calculation of s(air) profiles equivalent to the atmospheric pressure of 1013.25 hPa 
based on ∆&(O)) and p(vap) profiles; - calculation of csat(O2) profiles from potential temperature and calibrated salinity from 
the CTD mounted on the glider using the solubility coefficients from Benson and 
Krause (1984) for the output in !mol kg-1; - calculation of c(O2) profiles using csat(O2) and s(air) profiles with the equation 2.6 
                                     
c(O2) = csat(O2) × s(air)        (2.7) 
 
This calculation was done at first for the selected dives that were close to the CTD casts 
and whose TPhaseCoef0 and TPhaseCoef1 had been calculated as described in section 2.3.2. The 
c(O2) profiles of these glider dives were then compared with the c(O2) profiles of the CTD casts 
used for their calibration. If these profiles obviously mismatched in some part of the water 
column, the calibration of TPhaseCoef0 and TPhaseCoef1 was repeated disregarding these 
highly variable parts of the water column.  
The linear calibration equations obtained at the beginning and at the end of each 
mission were then compared. In case of drift between two calibrations, it was assumed a linear 
shift between the initial and the final value for both TPhaseCoef0 and TPhaseCoef1. A different 
TPhaseCoef0 and TPhaseCoef1 was then calculated for each dive temporally interpolating the 
values. 
 
2.4 Data quality control 
Spikes in a profile are isolated data-points with anomalous values with respect to the 
rest of the distribution. Spotting and flagging these spikes in c(O2) was a complicated process. 
There were several profiles whose c(O2) at surface had data-points that required a quality check. 
In some profiles there were single data-points with anomalous c(O2), while in others profiles 
several points were monotonically aligned to unreal values or scattered near to the surface. The 
causes of these spikes at the surface are several: light that hits the foil of the sensor; waves that 
expose the sensor to the air; a real τ of the profile very different from the τ applied to the whole 
mission (see section 2.3.1) that uncoupled density and c(O2). Spikes in salinity had been flagged 
using thresholds too sensitive with respect to their influence on c(O2) computation. Data-points 
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whose salinity had been flagged were therefore not disregarded, but in case flagged on the base 
of their c(O2) values.  
The despiking process was based on the automatic identification based on few criteria:  
1) unrealistic c(O2), like values <0 !mol kg-1 or >1000 !mol kg-1; 
2) significant increase in the standard deviation of a c(O2) profile due to a spike; 
3) single points with anomalous c(O2) within water masses with constant 
concentrations (homogeneous ocean surface boundary layer in the autumn for 
example); 
4) c(O2) measured above 0 m (where a few data-points had been shifted due to 
correction for the response time described in 2.3.1). 
Due to the high number of false positives in the output of the automatic identification, 
the candidate spikes were analysed one by one to assess their quality. The shape of each profile 
was taken into account and, in case of uncertainty about the validity of a data-point, the profile 
was compared with previous and following profiles. Suspect features visible in a few 
consecutive profiles were considered real, while odd c(O2) in only one profile were flagged as 
spikes.  
 
2.5 Calibration of CTD casts – results 
2.5.1 CTD calibration through Winkler titration of water samples 
Each cruise was treated and calibrated as an individual dataset, apart from the first 
cruise (D381) because during its 13th CTD cast the wire split and the CTD frame was lost. Casts 
1-12 were then performed with different sensors than casts from number 14 onwards. The casts 
from D381 were then divided in two datasets that were calibrated separately. In figures from 2.6 
to 2.9 are shown profiles before and after the calibration (panels a) and the linear equation used 
for the calibration (panels b). Each cruise is in a different figure. The equivalent figures for 
JC085 that have been already shown in section 2.2.  
Table 2.1 shows the number of CTD casts in each cruise, how many Winkler samples 
were collected and how many were disregarded in the calibration of the CTD casts (grey points 
in figure 2.6b-2.9b). The main cause why Winkler samples were not considered was that they 
had been collected deeper than 1500 m and were affected by hysteresis (similar to what shown 
in figure 2.3b). The number of Winkler samples collected per each cruise varied with the 
number of CTD casts and also according to the operator carrying out the fieldwork. The 
standard deviation of the replicate Winkler samples from the same Niskin bottles was used to 
measure the uncertainty associated with the titration. Winkler samples that had been flagged and 
Niskin bottles with only one valid replicate were not used in this calculation. The mean 
uncertainty for the five cruises is 0.42 !mol l-1 and the values per each cruise are listed in table 
2.1. 
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Table 2.1 Number of CTD casts, number of Winkler samples collected and number of 
Winkler samples discarded for each cruise during OSMOSIS. Winkler samples discarded 
are divided according to the reason of flagging. 
JC090 
JC087 
JC085 
CE13001 
D381 
(casts 14-21) 
D381 
(casts 1-12) 
 Cruise 
30 th Aug – 17 th Sep 2013 
31 st M
ay – 18 th Jun 2013 
14 th – 29 th Apr 2013 
5 th – 11 th Jan 2013 
28 th Aug – 3 rd Oct 2012 
28 th Aug – 3 rd Oct 2012 
Date 
9 24 
5 4 9 12 
CTD 
casts 
83 
291 
140 
52 
138 
212 
W
inkler 
samples 
0 45 
11 
12 0 
25 
Deep 
W
inkler samples discarded 
0 10 
0 0 8 4 Odd 
Niskin 
1 2 4 2 18 
14 Odd 
W
inkler 
1 (1.20 %) 
57 (19.59 %)  
15 (10.71 %) 
14 (26.92 %) 
26 (18.84 %) 
43 (20.28 %) 
Total 
0.18 
0.63 
0.46 
2.34 
0.48 
1.19 
0.40 
0.89 
0.46 
1.89 
0.53 
2.49 
Uncertainty 
titration 
calibraiton 
(μmol l -1) 
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D381 
 
Figure 2.6 Cruise D381 - (a) Oxygen concentration profiles from CTD before (blue) and 
after calibration (black). In red are depths and oxygen concentrations of Niskin bottles 
fired above 1000 m and in green are the relative concentrations measured with Winkler 
titration; (b) concentrations from btl files for each Winkler sample collected during the 
cruise against the relative concentrations measured by Winkler titration; the black lines 
are the linear regressions of valid points used as calibration equations for the oxygen 
concentration profiles of CTD casts. Red are valid points for CTD casts 1-12 and green are 
for CTD casts 14-21. 
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CE13001 
 
 
Figure 2.7 Cruise CE13001 - (a) Oxygen concentration profiles from CTD upcasts before 
(blue) and after calibration (black). In red are depths and oxygen concentrations of Niskin 
bottles fired above 1000 m and in green are the relative concentrations measured with 
Winkler titration; (b) concentrations from btl files for each Winkler sample collected 
during the cruise against the relative concentrations measured by Winkler titration; black 
line is the linear regression of valid points (red) used as calibration equation for the 
oxygen concentration profiles of CTD casts. 
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JC087 
 
Figure 2.8 Cruise JC087 - (a) Oxygen concentration profiles from CTD upcasts before 
(blue) and after calibration (black). In red are depths and oxygen concentrations of Niskin 
bottles fired above 1000 m and in green are the relative concentrations measured with 
Winkler titration; (b) concentrations from btl files for each Winkler sample collected 
during the cruise against the relative concentrations measured by Winkler titration; black 
line is the linear regression of valid points (red) used as calibration equation for the 
oxygen concentration profiles of CTD casts. 
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JC090 
 
 
Figure 2.9 Cruise JC090 - (a) Oxygen concentration profiles from CTD upcasts before 
(blue) and after calibration (black). In red are depths and oxygen concentrations of Niskin 
bottles fired above 1000 m and in green are the relative concentrations measured with 
Winkler titration; (b) concentrations from btl files for each Winkler sample collected 
during the cruise against the relative concentrations measured by Winkler titration; black 
line is the linear regression of valid points (red) used as calibration equation for the 
oxygen concentration profiles of CTD casts. 
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The CTD calibration uncertainty was estimated from the standard deviation of the 
residuals between c(O2,Winkler) and c(O2,btl) after the calibration. The uncertainty varied 
according to the cruise as can be seen in table 2.1. The mean value was 1.57 !mol l-1. The 
combined uncertainty of Winkler titration and CTD calibration was 1.62 !mol l-1. All the 
uncalibrated CTD casts underestimate the real c(O2) in the water column. The different 
calibration curves are plotted together in figure 2.10. JC087 has the biggest correction 
increasing the values of 22.9 !mol l-1 (figure 2.8a), while the correction for the other cruises is 
between 10.5	!mol l-1 and 16.4 !mol l-1 (figures 2.6a, 2.7a and 2.9a). 
 
 
Figure 2.10 Linear regression between btl and Winkler values used as calibration 
equations for each cruise. 
 
2.5.2 Comparison of O2 concentrations with historical data 
c(O2) from calibrated CTD casts was compared with historical data obtained from the 
Electronic Atlas of the World Ocean Circulation Experiment (WOCE) Data (www.ewoce.org). 
These data will therefore be referred as WOCE dataset. The first comparison was carried out 
between the WOCE data and the calibrated c(O2) of the CTD casts (figure 2.11a). WOCE data 
are the results of Winkler titrations performed during seven cruises (A02_06MT030_2, 
A02_06MT039_3, A24_316_N_151_2, AR19_06GA350_1, HUDSON82, AR19_06GA276_2 
and AR19_06GA226_2) in a period spanning from 1981 to 2000. The results of the Winkler 
samples titrated during the present study were then compared directly with the ones titrated 
during WOCE cruises at the same potential densities  (figure 2.11b). 
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There is an overall good agreement between the data from WOCE and the data from the 
present study. The higher variability of c(O2) shown in this study is explainable by the time of 
the year in which data were collected: WOCE cruises were performed only between May and 
September, with just one cruise in November. The CTD casts used in this study, instead, span 
through the whole year, detecting variability not measured in the previous dataset.  
A mismatch between the data analysed in the present study and the historical data is 
instead expected in some part of the water column due to multi-decadal decrease in c(O2) shown 
by Stendardo and Gruber (2012). In particular, lower c(O2) with respect to WOCE data is 
observed in the present study between 600 and 900 m (i.e., between ρ0≃1027.2 kg m-3 and 
ρ0≃1027.5 kg m-3 in figure 2.11b) and this confirm the magnitude of the de-oxygenation that 
has been observed at these densities. The loss of (-15 ± 6.6) !mol kg-1 in the Intermediate Water 
and (-1.6 ± 4.3) !mol kg-1 in the Mediterranean Outflow Water reported between 1993 and 2011 
in the eastern North Atlantic (Stendardo and Gruber, 2012, Stendardo et al., 2015) match the 
magnitude of the difference between present and historical c(O2).  
The results of the Winkler titration and CTD calibration generally agreed with the 
WOCE dataset. The values were in the typical range for this area and therefore the titrations 
were considered valid. This comparison was then used a validation of the whole CTDs 
calibration process. 
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Figure 2.11 (a) Comparison between oxygen concentrations of the calibrated CTDs casted 
during OSMOSIS and the ones from Winkler samples titrated during WOCE cruises 
(black) versus depth; (b) comparison between Winkler samples titrated during OSMOSIS 
and Winkler samples titrated during WOCE cruises (black) versus potential density. 
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2.6 Calibration of the gliders – results 
2.6.1 Calibration of gliders through calibrated ship-CTD casts 
The determination of the τ value to be applied to each mission was based on the normal 
distribution that fitted the frequencies with which each τ between 0 s and 50 s was found to be 
the optimum within the mission (see section 2.3.1). SG566 and SG599 used the same optode 
and therefore they were expected to have similar τ values (around 12 s for both these missions, 
figures 2.12a and 2.12c). The reason for the shorter τ in SG502 (τ = 8 s, figure 2.12b) reflects 
different sensing foil characteristics. 
 
 
 
 
Figure 2.12 Distribution of the frequency with which each value between 0 s and 50 s is the 
best τ value (blue bars) within each mission. In red is the normal distribution fitted over 
the data whose central value μ is used as τ for the mission. Analysis is carried out for each 
individual mission: SG566 (a), SG502 (b) and SG599 (c). The latter is also repeated not 
considering the profiles measured after August 11th because of biofouling (d). 
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SG566 and SG502 were calibrated using CTD casts from the cruises that visited the site 
to deploy and recover the gliders. These casts were performed when the ship was close to the 
profiling gliders (figure 2.13a-b). SG599 was instead calibrated using CTD casts from three 
different cruises. Apart from the deployment and recovery cruises, another one (JC087) visited 
the site in the middle of the mission (locations in figure 2.13c). Seven different calibrations 
were then performed during the study and their details are listed in table 2.2. Three calibrations 
were done during a long-lasting proximity between the glider and the ship, which allowed the 
use of more than one CTD cast and more than one glider dive. In table 2.3 are listed the CTD 
casts performed during each cruise and which casts were used to calibrate the gliders. Two of 
the seven calibrations were done using CTD casts and glider dives that were far from each other 
in space (SG599 with JC087, figure 2.13c) and time (SG502 with JC085) with respect to the 
thresholds of “proximity” defined in section 2.3.2. However, these calibrations were done using 
the CTD casts that were the closest to the profiling gliders.  
The linear calibration equations calculated are compared in figure 2.14. However, some 
of these lines are the results of a recalculation of the calibration equation. After the first 
calibration, c(O2) from glider dives and CTD casts were plotted on top of each other. This was 
done in order to check if there were parts of the water column where they obviously 
mismatched. The calibrated dives of mission SG566 matched well the CTD casts from both 
D318 and CE13001 (figure 2.15c-d) against which they had been calibrated. These two 
calibrations were not repeated. The dive calibrated at the beginning of SG502 showed an 
obvious mismatch between 100 m and 280 m with the CTD cast from CE13001 (figure 2.16c), 
while the dive calibrated at the end of SG502 mismatched between 180 m and 320 m with the 
CTD cast from JC085 (figure 2.17d). These calibrations were therefore repeated not considering 
the portions of the column where the data mismatched. For the mission SG599, the dive 
calibrated against the CTD cast from JC087 mismatched with it between 160 m and 600 m 
(figure 2.17d). The calibration was repeated. The fact that such a wide portion of the water 
column had to be left out of the calibration is explainable with the large distance between the 
ship and the glider and the geographical heterogeneity in the area. The calibration of SG599 
against CTD casts from JC085 was not repeated because the calibrated dive was considered in 
good agreement with the CTD cast throughout the whole column (figure 2.17c). The calibration 
of SG599 against the CTD casts from JC090 was not repeated despite mismatching (figure 
2.18) because biofouling was detected (see section 2.6.2). These calibration equations are the 
ones listed in table 2.2. 
 
 
 
 
 
 62 
Table 2.2 CTD casts and glider dives used per each calibration, spatial and temporal 
distance between them, r2 value of their regression, calibration equation using 
TPhaseCoef0 and TPhaseCoef1 obtained by the regression and uncertainty associated to 
the calibration. 
SG599 
SG502 
SG566 
Seaglider 
mission 
Dive 777 
Dive 778 
Dive 782 
Dive 342 
Dive 40 
Dive 40 
Dive 41 
Dive 604 
Dive 5 
Dive 653 
Dive 654 
Dive 655 
Dive 3 
Dive 
number 
JC090 
JC087 
JC085 
JC085 
CE13001 
CE13001 
D381 
CTD 
Cast 1 
Cast 1 
Cast 3 
Cast 24 
Cast 7 
Cast 8 
Cast 9 
Cast 3 
Cast 3 
Cast 1 
Cast 1 
Cast 3 
Cast 3 
Cast 
1.54 
1.30 
1.52 
4.11 
0.23 
0.40 
2.02 
1.06 
3.16 
1.80 
1.94 
0.46 
1.43  
Spatial 
separation 
(km) 
2.36 
2.53 
0.08 
2.99 
1.1 
0.39 
0.18 
7.60 
2.12 
2.48 
2.22 
0.95 
6.72 
Temporal 
separation 
(h) 
0.958 
0.999 
0.998 
0.999 
0.996 
0.998 
0.998 
r 2 
C= .09109 x T + 1.0022 
±0.26 
C= 0.9418 x T – 1.1863 
±0.11 
C= 0.9122 x T + 0.1628 
±0.14 
C= 0.9464 x T – 1.5059 
±0.10 
C= 0.9796 x T – 1.4487 
±0.12 
C= 0.9563 x T – 1.3937 
±0.13 
C= 0.9341 x T – 0.0597 
±0.11 
Calibration equation 
C= ϕ
cal , T= ϕ
TC  
± uncertainty (ϕ
cal  unit) 
4.98 
2.30 
2.21 
1.73 
2.23 
2.80 
1.84 
Uncertainty 
±	!mol kg -1 
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Figure 2.13 Maps of the surfacing locations of the Seaglider before and after each dive for 
(a) SG566, (b) SG502 and (c) SG599. For each mission are shown the location of the CTD 
casts and the surfacing locations of the calibrated dives. 
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Table 2.3 CTD casts for each cruise with either the Seaglider mission they calibrated or 
the reason why they were disregarded. Cast 13 of D381 is not included because the wire 
holding the frame split. Dives 1 and 3 from JC090 were not used in the final calibration 
CRUISE DISREGARDED BECAUSE USED TO CALIBRATE 
FAR SHALLOW SG566 SG502 SG502 
D381 1,2,4,6,9,14:22 5,7,8,10,11,12 3   
CE13001 - 2,4 1,3 3  
JC085 1,4,5,6 2  3 7,8,9 
JC087 1,6 2:5, 7:23   24 
JC090 2,4:9 -   1,3 
 
 
 
Figure 2.14 Calibration linear equations for the beginning (blue) and the end (red) of each 
glider mission for (a) SG566, (b) SG502 and (c) SG599. In (c) a third calibration done in 
the middle of the mission is also shown in black. The name of the cruises of the calibrating 
CTD casts is also shown. 
 
The uncertainty associated with the calibration of c(O2) values has been measured for 
each calibration as the standard deviation of the residual error between c(O2,CTD) and 
c(O2,glider) after the calibration. In case of recalculation of the calibration linear equation, the 
data-points in the disregarded portions of the water column were not used to calculate the 
uncertainty. In case of more CTD casts and/or more dives used for the same calibration, the 
mean values of the uncertainty of each couple CTD-dive was used. The uncertainty for the 
whole dataset was computed as the mean of the uncertainties of the six different calibrations 
(±2.2 !mol kg-1). Considering the uncertainty in the CTD calibration of 1.6 !mol kg-1 
(transformed from !mol l-1 using the mean ρ0 of the dataset of 1027.08 kg m-3), the overall 
uncertainty associated with calibrated c(O2) was 2.7 !mol kg-1. 
 
 65 
2.6.2 Detection of biofouling during calibration 
The TPhaseCoef0 and TphaseCoef1 values for the seven calibrations were obtained 
through linear regressions between ϕTC and ϕcal. The r-values of these regressions were all above 
0.99, apart for the calibration between SG599 and JC090 that had r = 0.958  (table 2.2 and 
figures 2.15a-b 2.16a-b, 2.17a-b, 2.18a). TPhaseCoef0 and TphaseCoef1 increased between the 
beginning and the end for the missions SG566 and SG502 and the drift had the same direction 
towards lower c(O2) (figure 2.14a-b). The drift has also the same direction in SG599 between 
the calibrations done at the beginning and in the middle of the mission (blue and black lines in 
figure 2.14c). However, TPhaseCoef0 and TphaseCoef1 calculated at the end of SG599 in the 
calibration against JC090 showed a drift with inverse direction with respect to the other two 
calibrations for the same mission (red line in figure 2.14c being above the blue line rather than 
below it). The mission SG599 was then calibrated twice, the first time considering all the three 
CTD casts and the second time using only the first two CTD casts, disregarding the final one 
with the anomalous drift (data not shown). This second calibration revealed the presence of 
biofouling (see chapter 3) in the final part of the mission, with obviously biased data starting 
from 11th August 2013. The calibration between SG599 and JC090 was therefore considered not 
valid and only the first two calibrations were applied to this mission. The biofouling was more 
obvious in the top part of the water column, mismatching the concentrations measured in the 
ascents and descents. This means that the homogeneity at the top of consecutive profiles 
assumed for the calculation of + (see 2.3.1) was not valid during the period of the mission 
affected by the biofouling. The + calculation was then repeated accounting for this problem, not 
considering in the computation the biofouled profiles (all the ones measured after 11th August). 
The result confirmed + value reducing the number of odd profiles with the unrealistic optimum + of 0 s and 1 s (see figure 2.12d). This happened because the effect of the biofouling in 
decoupling the ascents with the following descents was bigger than the one deriving from the 
temporal lag of the optode, giving the unrealistically low optimum +. Higher values only 
increased the noise in the measurements without increasing the matching of the profiles, heavily 
affected by the difference due to the biofouling. 
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SG566 
 
 
 
 
Figure 2.15 Calibration of SG566: (a – b) linear regression between the TCPhase of the 
glider dives and the back-calculated CalPhase of the calibrated CTD used to calibrate 
TPhaseCoef0 and TPhaseCoef1 (shown); (c – f) calibrated dives and CTD used for the 
calibration against pressure (c – d) and potential density at surface (e – f); (a – c – e) is the 
calibration at the beginning of the mission and (b – d – f) is the calibration at the end of 
the mission. 
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SG502 
 
 
 
 
Figure 2.16 Calibration of SG502: (a – b) linear regression between the TCPhase of the 
glider dives and the back-calculated CalPhase of the calibrated CTD used to calibrate 
TPhaseCoef0 and TPhaseCoef1 (shown); (c – f) calibrated dives and CTD used for the 
calibration against pressure (c – d) and potential density at surface (e – f); (a – c – e) is the 
calibration at the beginning of the mission and (b – d – f) is the calibration at the end of 
the mission. 
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SG599 
 
 
 
 
Figure 2.17 Calibration of SG599: (a – b) linear regression between the TCPhase of the 
glider dives and the back-calculated CalPhase of the calibrated CTD used to calibrate 
TPhaseCoef0 and TPhaseCoef1 (shown); (c – f) calibrated dives and CTD used for the 
calibration against pressure (c – d) and potential density at surface (e – f); (a – c – e) is the 
calibration at the beginning of the mission and (b – d – f) is the calibration in the middle of 
the mission. 
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Figure 2.18 Calibration of SG599 with JC090 at the end of the mission (a) Linear 
regression between the TCPhase of the glider dives and the back-calculated CalPhase of 
the calibrated CTD used to calibrate TPhaseCoef0 and TPhaseCoef1 (shown); (b – d) 
calibrated dives and CTD used for the calibration against pressure and potential density 
at surface; (c – e) comparison of the same dives as calibrated using JC090 (3 CTD casts 
calibration) and as calibrated using the drift between the first two calibrations of the 
mission to compute TPhaseCoef0 and TPhaseCoef1 disregarding JC090 because of 
biofouling (2 CTD cass calibration).  
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2.7 Data quality control – results 
2.7.1 Despiking 
The identification of spikes involved a visual check of the individual profiles. Potential 
spikes were automatically detected, but there was high number of false positives. At the end of 
the process, 527 points were flagged as spikes in SG566 (0.14% of the total), 837 in SG502 
(0.22 %) and 546 in SG599 (0.14%). These spikes were restricted in the first 40 m of the water 
column (figures 2.20b-d-f) and the majority of them were above 5 m.  
The descents of some dives had a very steep decreasing gradient in salinity at the 
surface(figure 2.19b). This occurred at the same time as an anomalous feature of c(O2) in the top 
m of the water column (figure 2.19a). Since this happened only in descents, and considering the 
concomitant anomaly in salinity, these data-points were considered as due to a fault of the 
sensors. They were therefore flagged and disregarded. 
Two profiles from SG502 were also disregarded because of their anomalous shape (data 
not shown). It was also decided not to consider the shallow profiles that were at the beginning 
and at the end of each mission if they overlapped in time with deep profiles of another glider at 
the changeover between two consecutive missions. 
 
 
 
Figure 2.19 Example of consecutive profiles where the descending profile (blue) has a 
decreasing gradient in salinity in the top 20 m that result in anomalous values of oxygen 
concentrations, therefore flagged as spikes. 
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Figure 2.20  (a-c-e) Valid data-points in blue and spikes in black for SG566 (a), SG502 (c) 
and Sg599 (e) with a focus of the spikes closest to the valid data; (b-d-f) cumulative 
proportion of spikes versus depth. All spikes are constrained above 40 m for all missions. 
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2.7.2 Correction for clogged salinity sensor 
43 profiles during SG566 (from 7th to 10th September 2012) and 59 profiles during 
SG599 (from 25th to 30th June 2013) were considered bad data because the salinity sensor had 
been clogged during the mission and the salinity, which is used in the conversion from ϕcal to 
c(O2), was obviously wrong (grey profiles in figure 2.22). Since the salinity of the whole 
profiles had been flagged as a spike (rather than having single spikes within good profiles), 
c(O2) of these profiles was flagged in first instance as bad data. However, the problem in these 
calculations only arises in the transformation between ϕcal and c(O2), where salinity is involved. 
ϕTC were checked and recognised to be of good quality.  
The calculation of c(O2) is not very sensitive to salinity. Figure 2.21 shows the c(O2) 
measured using the real ϕcal profile of a dive from SG566 and a voluntarily exaggerated salinity 
change from 34.5 to 35.5 (temperature was maintained fixed for the entire profile to its mean 
value). The mean difference in values is (1.6±0.2) !mol kg-1, lower than the uncertainty of c(O2) 
values of 2.7	!mol kg-1 and therefore not considered significant. 
 
 
Figure 2.21 Oxygen concentrations measured with the same CalPhase profile and with 
fixed temperature using two salinity values (S = 34.5 and S = 35.5). The comparison is 
done to show the effect of salinity on oxygen concentration calculation (mean difference is 
(1.6±0.2) ,mol kg-1). 
 
For each of the two periods when the sensor was clogged, the salinity measured just 
before and just after the bad data (ten profiles before and ten profiles after) showed that the 
variations in salinity at any depth were < 1 (Damerell et al., 2016). Salinity variations happening 
at any depth in these periods were therefore considered small enough not to cause significant ( > 
uncertainty) errors in c(O2) values. An averaged salinity profile was calculated using the good 
salinity profiles measured just before and just after the period with the clogged sensor. These 
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averaged profiles (figure 2.22a-b, blue lines) were therefore used for the calculation of c(O2) 
instead of the bad salinity profiles. This was done not only for the two main periods when the 
salinity sensor was clogged (shown in figure 2.22), but also for some isolated profiles with 
wrong shape or with big part of the column flagged for salinity. This allowed the use of good 
ϕTC profiles that had been previously discarded because of salinity. 
 
 
 
Figure 2.22 Salinity profiles measured with clogged sensor during SG566 (a) and SG599 
(b). Profiles flagged because of the clogging are in grey, profiles measured just before and 
just after them are in black, the range of good salinity values is in red and the profiles 
used to calculate oxygen concentrations for the flagged profiles is in blue.  
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2.8 Conclusions 
A big effort was made in the calibration of the c(O2) values from the three glider 
missions from the OSMOSIS dataset to merge them into a coherent and unique dataset. This 
process had to account for the differences in the data collection due to several operators carrying 
out the fieldwork. The result is a time series of 4035 c(O2) glider profiles spanning continuously 
over one year from September 2012 to September 2013 near the PAP station plus CTD data 
from five cruises that visited the area in the same time.  
The uncertainty associated with the absolute value of the glider data is 2.7 !mol kg-1. 
All the gliders were affected by drifting, in accordance to previous studies that used optodes 
(e.g., McNeil and D’Asaro, 2014; Bushunsky and Emerson, 2015; Hulle et al., 2016). This drift 
was corrected assuming a linear shift between the calibration equations done at the beginning 
and at the end of each mission. The despiking process showed the presence of spikes almost 
exclusively in the top 10 m of the water column. It is worth to spend a major effort for the 
implementation of the despiking process. The algorithm for the automatic detection of the odd 
values had in fact a high frequency of false positives which makes the process still rely on a 
time consuming visual check. It is also worth noticing that recent studies (e.g. Bittig and 
Körtzinger, 2015) have used only potential density (without using pressure) for the calculation 
of τ. This could be used as an alternative method to the one used in the present study especially 
in regimes where variations of density at each depth are small such as where internal waves are 
negligible or tidal forcing is reduced or slow enough not to make density change between 
consecutive profiles.  
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Hydrographic analysis 
A relation between oxygen parameters (concentration, saturation and apparent oxygen 
utilization) and other variables (temperature, salinity, chlorophyll a concentration) are described 
for three separate layers in the water column (0-150 m, 150-700 m and 600-1000 m). The 
topmost layer comprises the euphotic zone and the surface boundary layer, the middle layer 
shows least stability in O2 concentration and the bottommost layer shows O2 minimum 
concentrations. Biofouling affecting the measurements in the last month of the last deployment 
is also described.  
 
3.1 Oxygen parameters 
The goal of this chapter is the hydrographic analysis of the 4035 oxygen concentration 
(c(O2)) profiles whose calibration has been described in chapter 2. The profiles were measured 
by the optodes mounted on three gliders operating over the period September 2012 – September 
2013 in the framework of the project OSMOSIS. The gliders collected a suite of different 
physical and biogeochemical parameters in the top 1000 m of the water column sampling at 
high frequency. The resultant dataset is very detailed and allows a comparison of all these 
parameters to deduce possible correlations among them. The focus of the chapter is on the time 
series of c(O2) and other two significant O2-related parameters such as the oxygen saturation 
(s(O2)) and the Apparent Oxygen Utilization (AOU). 
s(O2) is the ratio between c(O2) and the oxygen saturation concentration (csat(O2)) 
(equation 3.1). csat(O2) parameterises the solubility of oxygen in the water and was calculated 
following Garcia and Gordon (1992), considering in situ potential temperature, absolute salinity 
and atmospheric pressure from ERA-Interim re-analysis 
(http://www.ecmwf.int/en/research/climate-reanalysis/era-interim): 
 
                                                      s O2 = c(O2)csat(O2)                                           (3.1) 
 
Waters where s(O2) > 1 are supersaturated, while waters where s(O2) < 1 are undersaturated. 
Supersaturation is usually related to biological production, which only occurs above the 
euphotic depth (zeup), because photosynthesis needs light as energy source.  
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AOU is the difference between csat(O2,1013.25 hPa) and c(O2) (equation 3.2) and can be 
used to calculate respiration rates (R) in deep waters and to estimate the time elapsed since the 
most recent ventilation (Ogura et al., 1970; Doval and Hansell, 2000; Aristegui et al., 2002; 
Carlson et al., 2010; Stanley et al., 2012; Stendardo and Gruber, 2012).	 	
AOU = csat(O2) – c(O2)       (3.2) 
 
The AOU concept assumes that air-sea O2 flux is sufficiently fast to equilibrate atmosphere and 
ocean when a water parcel is at the surface. According to this concept, the water masses that 
leave the surface are therefore in a state of equilibrium (s(O2) = 1). The majority of water 
subduction at mid-high latitudes happens in winter when there is no supersaturation due to 
biological activity. Disregarding AOU changes due to mixing effects, the increase in AOU in 
subducted waters can be then related to R and can be used to estimate its magnitude. R estimates 
usually focus on AOU changes in the cores of the water masses, where there is a low influence 
of diapycnal mixing with other water bodies. AOU is therefore associated with the “age” of the 
water (i.e., the time elapsed since it was last at the surface) and R. 
c(O2), s(O2) and AOU were compared with the other parameters measured 
simultaneously by the gliders such as absolute salinity (from now on ‘salinity’), potential 
temperature (from now on ‘temperature’), potential density (from now on ‘density’) and 
chlorophyll a concentration (c(Chl a)). The analysis of salinity, temperature and c(O2) led to the 
definition of three layers in the column (section 3.2, figure 3.1). The whole time series of the 
O2-related parameters are shown in figure 3.2, while physical parameters and c(Chl a) are 
shown in figure 3.3. Data measured after 11th August 2013 were disregarded because of the 
biofouling as explained in section 3.5.  	
3.2 Layers in the water column 
The comparison among parameters was carried out taking into account the presence of 
three layers in the water column. These layers were identified by the hydrographic analysis 
presented by Damerell et al. (2016). In the present study, these three layers will be called A, B 
and C. Layer A was at the top of the column and was roughly 150 m deep (figure 3.1). This 
layer included the ocean surface boundary layer (see chapter 4) that had an obvious seasonal 
cycle in the temperature due to solar insolation. Salinity was more variable, it did not follow any 
seasonal cycle and varied at all time scales, probably due to advection or vertical mixing. Layer 
B lay between 150 m and 700 m and was characterised by a significant intraseasonal variability 
in temperature and salinity, which were also strongly correlated with each other. The variability 
was mostly related to gyre-scale and mesoscale dynamics, but not to the surface forcing. Layer 
C was at the bottom of the surveyed column between 700 and 1000 m and had high variability 
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at all timescales in temperature and salinity, strongly influenced by the Mediterranean Outflow 
Water (MOW) that appeared at these depths.  
The three layers can be seen in figure 3.1 as depth ranges where parameters have 
different spectra of variation. Temperature and salinity in layer A and C varied over a broad 
range of frequencies, while c(O2) had a strong signal at periods of about 3 months.  In Layer B, 
instead, temperature and salinity did not show a particular periodicity, while c(O2) had a strong 
signal on the period of 3 months and smaller significant variations at all time scales.  
 
 
Figure 3.1 Variance preserving spectra for (a) temperature (b) salinity (x 10-3) and (c) 
dissolved oxygen concentration. The colours show the power spectral density × frequency. 
The inertial frequency (IN) and M2 tidal frequency are marked as black arrows on the 
upper axis (Damerell et al., 2016). 
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Figure 3.2 Distribution against pressure (left panel) and time series against 
pressure (right panel) for (a-b) oxygen concentration, (c-d) oxygen saturation and (e-f) 
Apparent Oxygen Utilization. The black line in (b) marks the start of the biofouling. 
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Figure 3.3 Distribution against pressure (left panel) and time series against pressure (right 
panel) for (a-b) temperature, (c-d) salinity, (e-f) potential density at surface and (g-h) 
chlorophyll a concentration. The black line in (b-d-f-h) marks the start of the biofouling.	
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3.3 Oxygen analysis in layer A 
The analysis of c(O2) in layer A is important because waters at the surface acquire the 
characteristics that they will have once subducted, determining the amount of O2 that will be 
transported at depth. Layer A was in contact with the atmosphere, directly influenced by the air-
sea fluxes (ventilation). The strong seasonal cycle in temperature due to the insolation caused a 
large variation in csat(O2) that spanned between 224 !mol kg-1 and 273 !mol kg-1. The plankton 
blooms also occurred in this layer because zeup was always shallower than 100 m. The presence 
of several factors made it difficult to evaluate the signals related to each process in the 
determination of c(O2). 
c(O2) had a very strong seasonal signal, varying between 215 !mol kg-1 and 315 !mol 
kg-1 (figures3.2a-b). Water was undersaturated and supersaturated according to the time of the 
year when it was sampled as can be seen in figure 3.2d. During winter, csat(O2) increased due to 
the temperature dependence of the solubility. The water-cooling process can be appreciated in 
figure 3.4a, where the mean temperature in the top 20 m of the water column is shown. The 
increased solubility (higher csat(O2)) triggered an influx of O2 from the atmosphere (see air-sea 
O2 flux in section 5.2.3). In this period the water was expected to be close to saturation at the 
surface (Broecker and Peng, 1982; Woolf and Thorpe, 1991; Chester, 2000; Ito et al., 2004) 
because biological rates should be near zero and gas exchange should be rapid due to high wind 
speeds. However, water at the surface was actually undersaturated for the majority of the winter 
(figure 3.2d). The air-sea O2 flux was not sufficient to saturate the water. These results confirm 
previous observations (e.g. Gordon and Huber, 1990; Körtzinger et al., 2001; Russell and 
Dickson, 2003; Körtzinger et al., 2004; Keeling et al., 2010, Duteil et al., 2013) and model 
output (Ito et al., 2004), which also reported undersaturation in surface waters. Between 7th 
October 2012 and 3rd March 2013 the mean s(O2) at 5 m depth was 0.98. Compared with the 
mean s(O2) of 0.90-0.97 found by Keeling et al. (2010) in polar waters, this result shows weaker 
undersaturation at these lower latitudes. Part of the undersaturation was due to the sporadic 
doming of isopycnals that brought deeper and less saturated water at the surface. 
The majority of the supersaturated data-points in the dataset were expected in layer A, 
where the biological production happens. In particular, water was expected to become 
supersaturated in O2 during phytoplankton blooms, when biological production peaks (see 
chapter 5). Biological processes increased c(O2) from mid February onwards (figure 3.2b), but 
supersaturation was not persistent. There was an alternation with periods of s(O2) < 1, which is 
reflected in the alternation of red and blue areas near the surface in figure 3.2d. This suggests 
that instead of a continuous bloom, a series of minor blooms occurred from February onwards 
before the major spring bloom that started at the end of May, when  c(Chl a) increased 
significantly (figure 3.3f). It can be argued that, since the air-sea flux was not sufficient to bring 
s(O2) to equilibrium and the water was undersaturated for a long time, increases in c(O2) due to 
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biological production might have been not always sufficient to give supersaturation. For this 
reason the analysis of the production should not be based only on the supersaturation pattern. A 
more detailed analysis of biological production is carried out in chapter 5 using the O2 budget 
method.  
 
 
Figure 3.4 (a) Mean potential temperature in the top 20 m of the water column; (b) mean 
oxygen concentration (blue) and oxygen saturation concentration (red) in the top 20 m of 
the water column. Red line is above blue line during periods of undersaturation, vice versa 
for supersaturation. 
Starting from the beginning of July (i.e., at the end of the main bloom), c(O2) decreased 
at the surface, while a deep chlorophyll and oxygen maximum developed deeper (figures 3.2b 
and 3.3h). The high s(O2) (up to 1.18) and the negative AOU (-44 !mol kg-1) that were 
measured in this deep c(O2) maximum from 14th to 28th July and between 10 m and 20 m show 
high biological production. A more detailed analysis of the period exhibiting the deep c(O2) 
maximum is carried out in chapter 5 to estimate its production. 
The s(O2) and c(Chl a) are correlated for c(Chl a) higher than 0.5 mg m-3. In figure 3.5 
it is possible to see a tendency to higher s(O2) when there was higher c(Chl a) (figures 3.5c-d). 
s(O2) for c(Chl a) lower than 0.5 mg m-3 were influenced by physical rather than biological 
processes because the algal biomass was too low to produce significant quantities of O2. This 
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was particularly obvious from September to March (figures 3.5a-b). Data from July and August 
showed higher s(O2) with respect to March-June. This could be an indication of a possible 
community shift related to the formation of the deep chlorophyll maximum (DCM). The change 
in the dominant taxa within the phytoplankton community between spring and summer is well 
known, with diatoms blooming before dinoflagellates (Margalef, 1978; Leterme et al., 2005; 
McQuatters-Gollop et al., 2007, Barton et al., 2013). This is due to different factors such as 
their size, trophic strategy, light absorption efficiency, growth rate among the others (Barton er 
al., 2013). Furthermore, dimensional classes within the same group show a succession related to 
their ability of uptaking nutrients more efficiently in oligotrophic environments (Barton et al., 
2013). Each taxon produces a different amount of oxygen per mole of chlorophyll a and, within 
the same species, this ratio can change because of photoacclimatation (Sakshaug et al. 1997; 
Goericke and Montoya 1998; Henriksen et al. 2002). This shift in species and/or in the 
physiology of the cells is influenced by many enviromental factors such as light intensity, 
nutrient availability or the regime of turbulence (e.g., Huisman et al., 2004; Veldhuis et Kraay, 
2004; Brunet et al., 2008; Dimier et al., 2009b, Barton et al., 2013). Considering that the 
formation of the summer deep chlorophyll maximum suggests a substantial attenuation of 
mixing forces and low nutrients, it is reasonable to induce that a shift in the phytoplankton 
community could be the cause of the differences observed. The community of the deep 
chlorophyll maximum seems able more efficient, being able to produce more O2 and super-
supersaturate the water at lower c(Chl a) with respect to earlier periods of the year. 
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Figure 3.5 Distribution of oxygen saturation against chlorophyll a concentration coloured 
by the date of measurements between mid-September 2012 and mid-December 2012 (a), 
mid-December 2012 and mid-March 2013 (b), mid-March 2013 and mid-Jund 2013 (c) 
and mid-June 2013 to mid-August 2013 (d). 
 
 
3.4 Oxygen in layer B 
3.4.1 Correlation between oxygen concentration and temperature  
In the absence of biological effects, c(O2) should be anti-correlated with temperature 
because O2 solubility increases with decreasing temperature (higher csat(O2) in colder water). 
However, in layer B, temperature and c(O2) were positively correlated as can be seen by the 
positive values of the correlation coefficient shown in figure 3.6 below 400 dbar. The increase 
of AOU and the decrease of s(O2) visible between 150 dbar and 700 dbar (figures 3.2c-e) show 
that deeper water had been subducted for longer and/or had higher respiration rates. 
Temperature also decreases with increasing pressure. This means that deeper and colder waters 
were more undersaturated because more oxygen had been consumed. This suggests that in layer 
B the magnitude of biological O2 consumption was more important than the temperature 
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dependence of O2 solubility in the determination of c(O2). This explained the positive 
correlation between temperature and c(O2). 
 
 
Figure 3.6 Correlation coefficient between oxygen concentration and potential 
temperature versus pressure. Data are gridded in pressure. Positive values are for 
correlated data, negative values for anti-correlated data. 
 
3.4.2 Oxygen Subsurface Increases (OSIs) 
Throughout the year, transient patches of water with high c(O2) appeared in layer B. 
These Oxygen Subsurface Increases (OSIs) were deeper than zeup. Their c(O2) could therefore 
not be due to in situ biological production. Deep parcels of water with high c(O2) have been 
observed in previous studies (e.g. Bairs and Ridgway, 2012, Omand et al., 2015) and predicted 
by models (Lee and Nurser, 2012). Their origin has been related to fields of sloping isopycnals 
that outcrop at surface and then steeply reach greater depths below the Ocean Surface Boundary 
Layer OSBL (Spall, 1995, Lee and Nurser, 2012). The downward isopycnal mixing created by 
the mesoscale features is in fact able to create injections of surface water at depth (Lévy et al., 
2001, Mahadevan et al., 2006). Sometimes these OSIs were just below the OSBL, divided from 
it by a layer of low c(O2) lying in between. 
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The presence of OSIs was related to the presence of mesoscale heterogeneity also in the 
present study. This was particularly obvious between the 7th and 23rd of April. Geographical 
heterogeneity in the area is visible in the altimetry data (figure 3.7), which show positive sea 
level anomaly in the northern part of the area and negative sea level anomaly in the southern 
part. Geographical heterogeneity is also visible in the c(O2) distribution versus depth and time 
(figure 3.8a). 
 
 
Figure 3.7 Sea level anomaly on 10th April 2013 at the OSMOSIS site from AVISO global 
allsat product. Velocity field (black arrows) is in m s-1 and the butterfly surveyed by 
gliders is in red. 
In figure 3.8a it is possible to see that between 7th and 10th April there was a fast change 
in c(O2) across the isopycnal "=27.11 kg m-3. This happened every time the glider was at the 
north side of the butterfly (latitude > 48.71º N, figure 3.8a). This water had higher c(O2) and 
s(O2) > 1, suggesting the presence of biological production in this water mass, in particular 
above the isopycnal "=27.16 kg m-3. After 11th April, the isopycnal "=27.11 kg m-3 was no 
longer at surface, but OSIs were instead visible below 150 m (figure 3.8b). Each of these OSIs 
could be identified by an increase of c(O2) at depth along with a weak doming of the isopycnal "=27.11 kg m-3, not sufficient to make it outcrop at surface. These ‘trains’ of OSIs were the 
result of a single feature sampled several times by the glider as argued for similar features in 
previous studies (e.g. Omand et al., 2015). The gradual decrease in c(O2) in the core of these 
OSIs was therefore the sign of oxygen consuming processes such as biological respiration. As 
an evidence for this assumption, following Omand et al. (2015), the change over time in AOU 
in the core of OSIs was followed, showing a linear increase over time from negative AOU at the 
surface to gradually more positive AOU within the OSIs at depth (figure 3.8c). The slope of this 
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linear increase was used for the calculation of the respiration rate in the feature originating the 
OSIs, which was estimated as 1.6 μmol kg-1 d-1 (r2=0.81). 
 
Figure 3.8  (a) Time series of the position (latitude) of the glider between 6th and 23rd April; 
(b) Dissolved oxygen concentration against depth and time in μmol kg-1 with depth of the 
isopycnals #=27.11 kg m-3 in black and #=27.16 kg m-3 in red and euphotic depth in green 
for the same period as in (a); (c) apparent oxygen utilization (AOU) between	#=27.11 kg 
m-3 and #=27.16 kg m-3 over time for the same period as in panel (a) in grey, AOU in the 
core of the OSIs in black with associated mean value and standard deviation per each 
profile in green and fitting regression line showing the linear increase of AOU calculated 
between 9th and 23rd April in red. 
Another train of OSIs related to a mesoscale eddy was visible between 3rd and 9th 
February. The altimetry data showed that during these days the butterfly was crossed by the 
edge of a cyclonic eddy approaching from the north (figure 3.9). As for the OSIs in April 
discussed before, a difference in c(O2) was visible across the isopycnal "=27.11 kg m-3 when it 
outcropped at surface and the O2-rich layer was limited at the bottom by the isopycnal "=27.16 
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kg m-3 (figure 3.10a). In this case the water at the surface, despite its higher c(O2), was not 
supersaturated (figure 3.10b). This suggests a weaker biological activity than in April. This 
weak activity could also explain the virtual absence of variation in AOU over time in the core of 
these OSIs. AOU remained always below 20 !mol kg-1 as can be seen in figure 3.10c. 
These two trains of OSIs are taken as evidence of the non-biological origin of the OSIs 
in layer B. These features are related to geographical heterogeneity and to the subduction of 
surface water at depth. It would therefore not be appropriate to include these features in the 
calculation of the biological production carried out in chapters 5 and 6. 
 
 
Figure 3.9 Sea level anomaly on 7th February 2013 at the OSMOSIS site from AVISO 
global allsat product. Velocity field (black arrows) is in m s-1 and the butterfly surveyed by 
gliders is in red. 
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Figure 3.10 (a) Dissolved oxygen concentration versus depth between January 30th and 
February 18th in μmol kg-1 with depth of the isopycnals #=27.11 kg m-3 (black), #=27.16 kg 
m-3 (red) and the euphotic depth (green); (b) same as (a) but for oxygen saturation; (c) 
mean apparent oxygen utilization (AOU) for each profile between #=27.11 kg m-3 and #=27.16 kg m-3 (red) with standard deviation (blue) and original data-points (grey). 
 
3.5 Oxygen in layer C 
The third and deepest layer lay below 700 m and had low c(O2), low s(O2) and high 
AOU (oxygen-minimum layer). It showed the least variability in c(O2) among the three layers 
(figure 3.1, Damerell et al., 2016). Part of this layer was occupied by the Mediterranan Outflow 
Water MOW, which is usually at the lower limit of the water column analysed here. The density 
range 27.28 kg m-3 - 27.5 kg m-3 was identified as the Intermediate Water (IW) (van Aken and 
de Boer, 1995; van Aken and Becker, 1996, Johnson and Gruber, 2007; Sarafanov et al., 2008, 
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Stendardo and Gruber, 2012; Stendardo et al., 2015) as defined following Stendardo et al. 
(2015). According to Sarafanov et al. (2008), IW is a mix of Antarctic Intermediate Water 
(AAIW), Subarctic Intermediate Water (SAIW) with sporadic mixing of MOW. c(O2) values 
were lower than 220 !mol kg-1 and AOU was higher than 70	!mol kg-1, in the expected ranges 
for IW according to Stendardo et al. (2015).  
The waters were colder than 9 ºC and had c(O2) anti-correlated with temperature, as 
expected for a solubility-driven system (figure 3.6). In these deep waters the AOU and s(O2) 
were more constant than in layer B (figures 3.2c and 3.2e), while temperature decreased at 
higher pressures (figure 3.3a). This suggest that in layer C the physical (i.e., temperature) 
differences among these water masses were more important in the determination of c(O2) than 
the differences in biological respiration rates and/or age of the water since subduction. This 
explains why the intraseasonal variability in c(O2) was coupled to the intraseasonal variability in 
temperature and salinity as shown by Damerell et al. (2016).  
Low c(O2) was linked to high salinity (> 36.5 g kg-1) in waters when density was higher 
than 1027.28 kg m-3 (figure 3.11). Damerell et al. (2016) linked this signal of high salinity at 
high depths with pulses of MOW. Low c(O2) here was not due to higher AOU or lower s(O2), 
but to the characteristics of the MOW that has a naturally lower csat(O2) due to the high 
temperatures and salinities in the Mediterranean basin (Sarafanov et al., 2008; Stendardo and 
Gruber, 2012; Stendardo et al., 2015). Damerell et al. (2016) showed that MOW appeared 
intermittently throughout the year in the form of filaments in the deep part of the dataset, 
explaining the appearance of low O2 patches at these depths in the whole time series. 
 
 
 
Figure 3.11 Distribution of oxygen concentration against absolute salinity in layer C 
(below 700 m) coloured by pressure. 
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3.6 Biofouling 
Figure 3.2b shows that c(O2) increased throughout the water column in the last month of 
the time series (August-September 2013). At the surface, c(O2) reached values that were higher 
than in the rest of the year, and c(O2) increased also at depths where it had been stable for the 
rest of the year. A careful analysis of this period was therefore carried out in order to understand 
the reason for this phenomena. 
The presence of high c(O2) values near the surface was considered first. There were 
actually two phenomena visible at the top of the water column. The first was the anomalous 
increase in c(O2) that was particularly visible near the deep chlorophyll maximum, where c(O2) 
reached 343 !mol kg-1 (figure 3.2a-b). The second phenomenon was a discrepancy between the 
data collected during the ascent and the descent of each glider dive. Figure 3.12a shows the 
concentration at 11 m as measured during descents and ascents. After 11th August, c(O2,11 m) in 
the ascents is higher than in the descents. The magnitude of this difference increased over time, 
especially in the first metres of the water column down to the deep chlorophyll maximum (data 
not shown). However, during the night c(O2) values measured during the ascents and descents 
matched again (figure 3.12c).  
Sunlight seems therefore to be a possible factor causing this difference. This was 
possibly related to the different angle that the optode had with respect to the incident light 
according to the direction of the glider (figure 3.13). The foil was virtually parallel to the 
surface in the ascents and more angled with respect to the incident light during the descents. 
This means that the probe was hit directly by the light when the glider went towards the surface, 
whereas it received less light when it went towards the deep. Sunlight, however, cannot be the 
only factor of this difference because, otherwise, this phenomenon would have been present 
throughout the whole time series. There must have been a new factor that, interacting with the 
foil and with the light, caused the difference between ascents and descents in this part of the 
year. The increasing mismatch between phases (figure 3.12 a-c) also showed that this new 
factor had a growing influence on the sensor over time. 
In the last month of the dataset there was also an increase in c(O2) in the otherwise 
overall stable IW, as can be seen analysing minimum c(O2) values per each profile, cmin(O2) 
(figure 3.13b). Being distant from the surface and from zeup, this deep water mass was expected 
not to vary because it was not exposed to the big perturbations due to air-sea exchange and 
biological production. After 11th August there was a fast and un-interrupted increase of cmin(O2) 
that reached 226 μmol kg-1. Considering that this sharp increase in c(O2) at depth began at the 
same time as the discrepancy between ascents and descents (on 11th August), these events were 
considered to be caused by the same factor.  
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Figure 3.12 (a) Oxygen concentration at the 11 m horizon during the ascending phase 
(blue) and descending (red) phase of glider dives; (b) Minimum oxygen concentration (if 
measured within the boundaries of Intermediate Water). In both (a) and (b) the black 
vertical line marks the date of August 11th, when the bias due to biofouling is considered to 
start formally. (c) expanded section from panel (a) during the biofouling-affected period 
showing the difference between ascents and descents that mismatched during daytime and 
matched again at night. 
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Figure 3.13 Scheme of the position of the foil of the optode with respect to the surface and 
to the incident light in the ascents and descents of each dive 
Biofouling of the foil was the most likely factor behind the phenomena just described. It 
probably developed on top of the optode foil after the end of June, when c(Chl a) at the top of 
the water column was higher than in the rest of the year (figure 3.3h). This is usually a proxy for 
the presence of high phytoplankton biomass, which makes plausible that phytoplankton started 
to grow into a biofilm on the foil. The algae, producing more O2 when exposed to direct and 
stronger light (during ascents), would have caused the difference between profiles in different 
phases. O2 produced by the biofilm would have given high c(O2) readings not reflecting the 
actual c(O2) in the water column. Furthermore, the amount of gas released by the biofilm would 
have been proportional to its biomass – the growth of the biofilm would explain why there was 
an increase of the difference between phases, of c(O2,surface) and of cmin(O2). When the glider 
was recovered, all the sensors were covered by a green biofilm (Stephen Woodward, personal 
communication). The data collected after 11th August are therefore considered not valid for the 
scope of this study and are not analysed any further in the following chapters.  
Biofouling is a well-known problem in oceanographic measurements (Tosteson et al., 
1982; Manov et al., 2004; Delauney et al., 2010). It has been advocated in previous studies to be 
the cause of drift in optical sensors mounted on both moorings (e.g., Kinkade, 2001; Manov et 
al., 2004; Heupel et al., 2008) and gliders (e.g., Nicholson et al., 2008; Cetinić et al., 2009; 
Krahmann et al., 2011). The interest of the scientific community in new solutions that can 
reduce the biofouling (e.g., Manov et al., 2004; Whelan and Regan, 2006; Delauney et al., 2010; 
Lobe et al., 2010) is clear evidence of the importance of this problem for oceanographic 
observations. The research is particularly active in the glider-users community since the 
biofouling can also affect the flight performance of these vehicles (Krahmann et al., 2011; 
Moline and Went, 2011). The analysis of the different c(O2) between ascents and descents could 
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be a proxy to identify the growth of a biofilm on the optode foils even before any correction or 
calibration.  
 
3.7 Conclusions 
In this chapter the variability of c(O2), s(O2) and AOU measured over the year 
September 2012 – September 2013 at the PAP site has been related with the other parameters 
measured simultaneously by the glider (chlorophyll a fluorescence, density). Biofouling 
covering the sensor has been identified in the last month of the mission (since 11th August) 
leading to anomalous values of c(O2) in the whole water column. Data affected by biofouling 
have been disregarded.  
The spectra of variability in temperature, salinity and c(O2) in the water column have 
shown the presence of three layers influenced by different dynamics. The layer in contact with 
the atmosphere (layer A) had strong seasonality, being undersaturated from the end of October 
to mid-February and with a series of supersaturation events from mid-February to the end of the 
mission. The results show that two common ideas about the OSBL are wrong: it is not always 
close to saturation in winter time and the spring bloom is not a unique event. These findings 
suggest the need for future investigation in the upper water column with similar frequency to 
better constrain the undersaturation at the surface and to understand the triggering factors of the 
little blooms. Different relationships between the amount of chlorophyll a and the oxygen 
saturation in different periods of the year suggest changes in community or metabolic activity of 
the phytoplankton at different stages of the bloom. 
The layer in the middle of the water column (layer B) was characterised by high 
variability in salinity, temperature and c(O2). This variability is linked by Damerell et al. (2016) 
to mesoscale features. Oxygen Subsurface Increases occurring in this layer are shown to be 
caused by the passage of mesoscale features at the surface.  
The deepest layer (layer C) was the O2-poor layer, identified as the IW described by 
Stendardo et al. (2015) with intrusions of underlying MOW. As expected, this water mass was 
the most stable, had low c(O2) and high AOU. The presence of MOW in the IW horizon has 
been linked to low c(O2) and to high salinity, confirming the appearance of MOW filaments in 
the area as shown by Damarell et al. (2016) with an independent parameter, namely c(O2). 
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Chapter 4                                                
Mixed and mixing layer 
In this chapter the depth of the surface boundary layer is calculated based on oxygen 
concentration profiles. The distinction between the depth of the mixed and mixing layer is 
attempted through the analysis of the differences between estimates defined by different 
parameters and thresholds. The importance of this distinction for the calculation of productivity 
carried out in the following chapters is shown through the analysis of a little bloom happening 
at the end of February 2013. 
 
4.1 Introduction 
The water in the ocean surface boundary layer (OSBL) at the top of the ocean is well 
mixed by the turbulence induced by surface winds (Lukas and Lindstrom, 1991; Brainerd and 
Gregg, 1995, Castrro-Morales and Kaiser, 2012, Yoshikawa, 2015), by surface gravity waves 
and the loss of buoyancy due to the water-cooling (Sutherland et al., 2014). This layer has been 
historically called the surface “mixed layer” (ML) because parameters such as temperature, 
salinity and solute concentrations are quasi uniform due to the homogenising action of the 
mixing turbulence (de Boyer Montégut et al., 2004; Dong et al., 2008; Castro-Morales and 
Kaiser, 2012).  
The best way to measure the thickness of the OSBL would be the direct measurement of 
the vertical turbulence that mixes the water, but detailed turbulence data are difficult to obtain 
due to the small signal of the vertical turbulence when compared to the big non-turbulent 
motion such as the one from surface and internal waves (D’Asaro, 2014). Microstructure 
profilers are also expensive, difficult to use and data are difficult to analyse. An operational 
definition of the boundary layer based on turbulence thresholds is also missing, which is a major 
obstacle for the creation of a robust protocol to use (Franks, 2014). Temperature (Kara et al., 
2000), density (Lukas and Lindstrom, 1991, de Boyer-Montegut, 2004; Damerell et al, 2016) 
and oxygen concentration (c(O2), Castro-Morales and Kaiser, 2012) have therefore been used as 
proxies for zmix calculations. These calculations assumed that the extent of the homogeneity and 
active turbulence are linked by a causal correlation: the parameter in the water are constant 
when there is active mixing. The thickness of the boundary layer has been assumed therefore to 
be the depth zmix where parameters start to deviate from the overlying homogeneity creating a 
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gradient (“cline”). The threshold over which this deviation from homogeneity is considered 
significant changes according to the system analysed, the parameter used as proxy and the 
resolution of measurements. 
zmix is important in oceanographic studies and climatological models because it defines 
the amount of water that has direct interaction with the atmosphere at any given time (Dong et 
al., 2008). It is useful to calculate the inventories involved in the estimation of air-sea fluxes of 
momentum, heat, moisture and gases (Dong et al., 2008), for the quantification of the ocean 
interior ventilation through subduction of surface water masses (Le Quéré et al., 2003; Cisewski 
et al., 2008) and for the assessment of the magnitude of net community production happening at 
the top of the water column (see chapter 5). However, Brainerd and Gregg (1995) pointed out a 
key distinction in the causal relation between turbulence and homogeneity, showing that zmix(O2) 
had been (and is still) used to estimate the thickness of two distinct layers. They recognised in 
fact the presence of a “mixing layer” (XL) where the water is actively mixed by the turbulence 
at the moment of the measurements along with a “mixed layer” (ML) in which the water has 
been mixed in the recent past. Despite many studies assuming XL=ML, the difference between 
the two has been identified as the focus point to understand physical and biogeochemical 
dynamics related to the amount of turbulent energy acting in the water. 
The problem of which layer (XL or ML) is described by zmix(O2) in each different study 
is related to which factors are influencing the parameter used for the calculation, to how strict is 
the definition of ‘homogeneity’ used every time (i.e., sensitivity), to which criterion is used in 
each protocol and to the stage of the annual cycle in which the analysis is carried out. In this 
respect, de Boyer Montégut et al. (2004) pointed out how the lack of a universally accepted 
proxy for zmix has led to the use of several parameters, thresholds and protocols in the literature. 
This has created artificial heterogeneity in zmix estimates, making the comparison among 
different papers difficult. Understanding in the first instance what each study is actually 
estimating with its zmix has therefore become a crucial step for the correct use of this parameter 
in relation to the different processes happening in the water (Noh and Lee, 2008).  
The difficult comparability when different parameters are used arises from the time 
scale with which different factors influence different quantities. As an example, heat is 
exchanged faster than gases (Fairall et al., 2000) and each gas has a specific solubility, with 
relative faster or slower air-sea fluxes (Castro-Morales and Kaiser, 2012). Furthermore gas as 
O2 and CO2 can be produced or consumed by the plankton community. zmix calculated 
considering temperature or gas concentrations are therefore different, especially in regimes of 
low turbulence when the water is warming up or when there is high and patchy biological 
activity in the water. Therefore, in this example, the comparison between the two estimates is 
actually meaningless.  
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The choice of the criteria used for the zmix computation is also a big source of variability 
that complicates the comparison. Some papers have focused on the shape of the profiles with a 
gradient-based method (Lukas and Lindstrom, 1991), looking for the sharpest gradient as the 
lower limit of the boundary layer. Other studies have instead used a difference-based method 
(Levitus, 1982) analysing the deviation of a parameter from a reference value measured near the 
surface. In the latter case, the sensitivity of the protocols used in different studies is also a 
problem: lower thresholds assume a strict homogeneity that is typical of the XL, while higher 
thresholds partially relax the assumption of homogeneity making zmix a proxy of ML depth. This 
obviously complicates even more the comparison of results.  
In this work zmix is estimated based on c(O2) using different thresholds. The relevance of 
this estimate as a proxy for XL rather than ML is analysed comparing it with zmix defined by 
temperature/density and chlorophyll a concentration (from chlorophyll a fluorescence) for the 
same dataset. The results are then compared in an attempt to describe the coupling and 
decoupling dynamics between XL and ML and to decide the most appropriate zmix to use for the 
productivity calculations used in the following chapters. Considering that gliders collect data 
with higher frequency than many other platforms (e.g. Argo floats and cruises), an experiment is 
also run to investigate how the zmix would appear if it was sampled at lower frequencies (£ 1 
profile per day). 
 
4.2 Methods 
4.2.1 Calculation of ocean surface boundary layer depth 
The calculation of zmix(O2) was performed for each of the 4035 c(O2) profiles of the 
OSMOSIS time series. A difference-based criterion was preferred to a gradient-based one. This 
decision follows the conclusions of Dong et al. (2008) who show how changes in resolution 
along the profile, spikes and noisiness of the sensor can bias the output of gradient-based 
criterion, resulting in values of zmix that are too shallow. In this study, in the first metres of the 
water column the resolution of oxygen profiles is quite variable depending on the speed of the 
glider and some spikes might still be present despite the despiking process described in chapter 
2. The top part of the profile is therefore not “well-resolved” as needed for the gradient-based 
criteria (Brainerd and Gregg, 1995; Cisewski et al., 2008).  
The first step of zmix(O2) computation was the calculation of the reference concentration 
(cref(O2)), considered an estimate of the homogeneous c(O2) within the OSBL. The concentration 
at the depth of 5 m was chosen as reference. This depth is shallower than the one (10 m) chosen 
in previous studies (i.e. de Boyer Montégut et al., 2004, Castro-Morales and Kaiser, 2012), but 
it was chosen considering the availability of high-resolution data all the way to the surface. This 
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depth was picked as a compromise between the need to use a value as close to the surface as 
possible and the noisiness of the very first metres of the water column (Brainerd and Gregg, 
1995, Castro-Morales and Kaiser, 2012). The noisiness in near-surface measurements in the 
present dataset is shown by the frequency of spikes in the profiles, mostly distributed above 10 
m (figures 2.18b-d-f) with a very rapid increase above 5 m.  
cref(O2) was obtained by linear interpolation between the c(O2) immediately above and 
below 5 m. In case no interpolation at 5 m was possible because the shallowest data-point of the 
profile was deeper (z1 > 5 m), then the first depth below the shallowest data-point, c(O2,z1), was 
used. If z1 > 10 m, cref(O2) and zmix were not computed. The shallowest possible value for zmix is 
therefore assumed to be between 5 and 10 m at any time.  
c(O2) profiles were smoothed using the algorithm ‘lowess’ built into Matlab ‘smooth’ 
function. The smoothing was meant to eliminate possible individual data-points whose values 
were significantly over the c(O2) variability of all the other data-points within OSBL. This was 
done assuming that single points could not be considered the real signal of a significant 
deviation from cref(O2). The smoothing decreased therefore the variability of the values within 
OSBL, lowering the threshold that constrains the homogeneity increasing the sensitivity of the 
calculation. The algorithm ‘lowess’ was preferred to its version ‘rlowess’ because it performed 
better in preserving the shape of the profile after the smoothing both in the middle of the 
column (figure 4.1a-b) and at the top of the water column when gradients are near the surface 
(figure 4.1c-d).  
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Figure 4.1 Comparison between smoothed versions of profiles number 2336 (a-b) and 3548 
(c-d) and the original profiles. The ‘lowess’ algorithm (red dots in b-d) matches the shape 
of the original (blue dots) better than its robust version ‘rlowess’ (green dots in a-c). 
Smoothed c(O2) profiles and cref(O2) were used for the calculation of the percentage 
difference between c(O2) and cref(O2), Δc/cref, measured as in equation 4.1. 
 
∆c/!"#$= (c O2 -cref O2 )cref(O2) ×100                               (4.1) 
 
The shape of Δc/cref profiles was visually checked and a group of 40 profiles with an obvious 
OSBL was selected. These profiles are shown in figure 4.2 and their OSBL defined visually is 
marked with a horizontal black line. The mean and standard deviation of Δc/cref for each of 
these profiles were then measured in the surface homogeneous layer to estimate the variability 
of the values (figure 4.3). Data-points shallower than 5 m were not considered because they 
would not have been taken into account in the computation of zmix(O2) as shallower than the 
reference depth. 
Considering that the maximum variability in the OSBL of these 40 profiles was (0.24 ± 
0.1) % (see figure 4.3), using a precautionary approach, the value of Δc/cref = 0.5 % was used as 
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the lowest and most sensitive possible threshold. This value was considered above the 
variability within the homogeneous OSBL of the 40 selected profiles. This threshold is also in 
accordance with the one used for similar calculations by Castro-Morales and Kaiser (2012). 
Lower thresholds would pick random zmix(O2) not corresponding to a significant difference from 
cref(O2). For each profile, the shallowest depth at which Δc/cref exceeded 0.5% was considered to 
be zmix(O2). 
Profiles whose zmix(O2) had not been calculated because their z1 > 10 m were re-checked. 
For each of these profiles it was assumed that if z1 was shallower than zmix(O2) calculated for 
both the previous and the following profile, then z1 was also above zmix(O2) of its own profile. In 
this case, c(O2, z1) was used as cref(O2) and the zmix(O2) was measured.   
 
 
Figure 4.2 Top 200 m of the 40 oxygen concentration profiles used for the calculation of 
the variability of values within the surface boundary layer. The depth of the layer (black 
horizontal lines) was visually identified as the maximum depth of the homogenous values. 
Black profiles are measured during the night and red profiles during the day. 
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Figure 4.3 Mean difference between oxygen concentrations and oxygen concentration 
reference within the ocean surface boundary layer of the 40 selected profiles.  Error bars 
show ± standard deviation. 
4.2.2 Simulation of lower frequency 
In order to evaluate how the frequency of sampling affects the estimates of the thickness 
of OSBL over time, zmix time series was sub-sampled considering one profile measured at 
midnight every n days (with n = 1, 3, 5, 7 and 10 d). Starting on midnight of day 1 (t1), the 
closest zmix estimates to t1+n, t1+2n, …, t1+kn were considered during the subsampling. The sub-
dataset for each n were then plotted on top of the original time series to analyse their grade of 
agreement. The coefficient of correlation ad the root mean square difference between the 
subsample and the original time series was also measured. 
 
4.3 Results and discussion 
4.3.1 Smoothing process and oxygen reference concentration 
The value of cref(O2) per each profile after the smoothing process was obtained through 
interpolation and corresponds to the c(O2) at the shallowest depth possible between 5 m and 10 
m. The depth used for the calculation of cref(O2) was 5 m for the vast majority of profiles (94 % 
of the total). For 76 profiles (1.8% of the total) cref(O2) was not calculated because the 
shallowest oxygen data-point was deeper than 10 m.  
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Figure 4.4 Oxygen reference concentration used as proxy for the oxygen concentration in 
the homogeneous ocean surface boundary layer. 
4.3.2 Mixed layer calculation  
zmix(O2, 0.5%) was measured per each profile as the depth where Δc/cref  exceeded the 
value of 0.5% in the smoothed profile. zmix(O2, 0.5%) values were visually analysed with respect 
to the shape of random profiles throughout the year to check the performance of this method in 
estimating the actual depth reached by the homogeneity. During the autumn, zmix(O2, 0.5%) in 
most of the profiles corresponds to the seasonal oxycline (an example in figure 4.5a). As shown 
by Damerell et al. (2016), at this time of the year there is a destabilization of the column due to 
the heat loss at the sea surface. This leads to turbulence that mixes fully the water above the 
oxycline. Here XL equals ML and their depth is well described by zmix(O2,0.5%). There are also 
autumn profiles in which zmix(O2, 0.5%) is shallower than the seasonal oxycline (figure 4.5b). 
The homogeneity is maintained in the top metres by the turbulence, while c(O2) gradually 
changes below. In these profiles the seasonal oxycline is the remnant of past stronger turbulence 
mixing and can therefore be assumed to be the ML. In these cases zmix(O2, 0.5%) represents only 
XL. This distinction between XL and ML is more obvious and more frequent during the winter 
and early spring, when the seasonal oxycline is deeper and less sharp. In this period zmix(O2, 
0.5%) often picks up the signal of shallower and smaller oxyclines above the seasonal one 
(figure 4.5d). Sometimes this is due to the intrusion of water with a different c(O2) that does not 
mix up because of the low turbulence.  Nevertheless, there are profiles in which zmix(O2,0.5%)  
reaches the seasonal oxycline when turbulence is strong (figure 4.5c). Also in autumn, zmix(O2, 
0.5%) seems to track the depth reached by the active mixing (XL) while the seasonal oxycline is 
considered to be the trace of the recent-past deepest mixing events (ML). During the late spring 
and the summer, when a subsurface oxygen maximum is developed, zmix(O2, 0.5%) describes the 
thickness of the thin and homogeneous layer interposed between the surface and the underlying 
oxygen maximum (figure 4.5e). zmix(O2, 0.5%) is then considered a proxy of both XL and ML. 
There are however profiles with shallower oxyclines in this period as well (figure 4.5f) in which 
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there seems to be a difference between XL and ML. Taking in account these observations, 
zmix(O2, 0.5%) can be considered to be a good proxy of XL depth throughout the year.  
In some profiles zmix(O2, 0.5%) did not correspond to any cline. In these profiles the 
water above the main (seasonal) oxycline was stratified with gradients that reached the surface 
(figure 4.5g-h). In this case the water was never homogeneous and therefore a XL was absent. 
zmix(O2, 0.5%) was then a mere artefact and did not define any actual feature in the column. This 
situation is particularly frequent when the seasonal oxycline is deep (below ~100 m, figure 
4.5g), but gradients above the seasonal oxycline can be found throughout the year also when the 
seasonal oxycline is closer to the surface (figure 4.5h). In this case zmix(O2,0.5%) should be set 
to the depth of cref(O2), which is the minimum value allowed by assumptions. Despite this might 
seem a bias to the calculation, in section 4.3.5 is discussed the evidence that zmix(O2,0.5%) is a 
significant parameter even in these fully stratified profiles.  
After the calculation of zmix(O2), profiles starting below 10 m were re-analysed. For 25 
of these, the depth of the shallowest c(O2) measured (z1) was found to be shallower than zmix(O2) 
of the previous and following profiles. This allowed the calculation of their zmix(O2) using 
c(O2,z1) as cref(O2).  
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Figure 4.5 Examples of profiles with their OSBL depth defined by oxygen concentration 
with the threshold of 0.5% (black horizontal lines). (a-f) shows profiles in which the 
homogeneous OSBL is obvious during the autumn (a-b), winter and early spring (c-d), late 
spring and summer (e-f). Panels (i-j) show examples of profiles with stratification 
spanning all the way to the surface. Please note different x and y axes for each panel. 
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4.3.3 Comparison between 0.5% and higher thresholds 
As a test to check the sensitivity of the 0.5 % threshold, zmix(O2) was recalculated 
increasing the significant  difference to 0.75 %, 1 %, 1.5 % and 2 % and using the original 
profiles. The results were then compared among each other and with zmix(O2,0.5 %). The 
analysis of individual profiles showed that the thresholds of 1 % did not have a real meaning 
because in the majority of cases zmix(O2,  0.75 %) and zmix(O2, 1 %) (red and light blue horizontal 
lines in figure 4.6 respectively) did not appear to highlight any meaningful feature in the 
majority of the profiles, apart from when they agreed with other thresholds. zmix(O2, 2 %) was 
instead almost always associated with the seasonal oxycline. This feature is a permanent 
oxycline present in the area throughout the season and that changes over long time-scale (weeks 
to months). The seasonal oxycline was sometimes deeper than the depth at which homogeneity 
stopped (green horizontal lines in figure 4.6). zmix(O2, 2 %) was therefore considered not 
sensitive enough. zmix(O2, 1.5 %) was instead useful to mark real features in many profiles (dark 
blue horizontal line in figure 4.6). In particular, zmix(O2, 1.5 %) often lay at the depth of the 
seasonal oxycline even when zmix(O2, 0.5 %) was shallower, but was more sensitive than 2 % to 
pick up where the actual homogeneity ended. A couple of profiles whose different thresholds 
gave significantly different zmix(O2) and that were used to decide which threshold had to be 
considered more meaningful than others are shown in figure 4.6a-b. 
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Figure 4.6 Examples of profiles (1385 in a, 2097 in b) used for the validation of the 
thresholds used for the calculation of the OSBL depth.  
zmix(O2, 0.5%) and zmix(O2, 1.5%) were then compared over the year (figure 4.7a). Their 
difference seems to be related to their magnitude: they agree at the beginning and at the end of 
the time series, when they are shallower. During the winter and the beginning of the spring, 
instead, their values are more distant from each other. The match between zmix(O2, 0.5%) and 
zmix(O2, 1.5%) seems therefore to reflect the expected relation between XL and ML: these two 
layers match in the autumn and in the summer because of the strong turbulence and the strong 
stratification due to heating respectively. In these regimes ML and XL cannot really be 
distinguished. Instead, when ML is deeper, a XL can be identified in the column due to a 
reduction in the depth reached by the turbulence. zmix(O2, 1.5%) is therefore taken as a proxy for 
ML depth, defined as the remnant trace of the deepest recent turbulence. The difference 
between zmix(O2, 0.5%) and zmix(O2, 1.5%) is then interpreted as the difference between XL and 
ML (figure 4.7b).  
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Figure 4.7 (a) Time series of OSBL depth defined by oxygen with the threhsold of 0.5% 
(black) and 1.5% (blue) over the timeseries of oxygen concentration; (b) difference 
between the two estimates measured per each profile. 
 
Both zmix(O2, 0.5%) and zmix(O2, 1.5%) become more variable when they are deep. This 
happens when gradients are weaker, spanning over a wider depth. In these weak gradients small 
changes in c(O2) correspond to big changes in depth. This makes the computation very sensitive 
to the thresholds used and to the accuracy with which cref(O2) actually estimates the c(O2,ML). 
Part of the high variability during the winter and early spring should be then considered an 
artefact.  
4.3.4 Comparison among mixed layer estimates 
zmix(O2, 0.5%) and zmix(O2, 1.5%) were compared with zmix defined by other parameters: 
zmix(σ) based on physical parameters (density and temperature) and zmix(chl) based on 
chlorophyll a fluorescence. zmix(σ) was calculated by Damerell et al. (2016) using a difference-
based criterion as done for oxygen. Temperature and density reference values were calculated at 
10 m and 20 m and zmix(σ) was computed as the depth where the potential density diverged more 
than 0.03 kg m-3 or the temperature diverged more than 0.2 oC from the reference value, 
whichever was shallower. These thresholds were chosen following the work of de Boyer 
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Montégut et al. (2004) in order to be compared with the previous zmix estimates for the same 
area and for the world ocean. For each profile there were four possible values of zmix(σ) 
(permutations of two thresholds and two reference depths) and the shallowest of them was used 
as zmix(σ). zmix(chl) was instead computed by Anna Rumyantseva at NOC Southampton with a 
gradient-based criterion as the depth at which the biggest gradient (the sharpest curvature in the 
profile) starts. Chlorophyll profiles were binned in 2-metre non overapping vertical bins. 
zmix(O2, 0.5%) is  shallower than zmix(σ) (figure 4.8) and zmix(chl) (figure 4.8b), with a 
mean difference of  (-34 ± 52) m and (-37 ± 49) m and a fit with r-values of 0.71 and 0.66. The 
monthly-based RMS difference between these two timeseries (figure 4.9) shows an increased 
mismatch during the winter and spring. The mismatch can be explained considering that zmix(O2,  
0.5%) represents XL depth, while zmix(σ) and zmix(chl) define the ML depth, as was argued for 
zmix(O2, 1.5%).  
As expected, when the timeseries are superimposed, zmix(O2, 1.5%) matches zmix(σ) 
(figure 4.10a) and zmix(chl) (figure 4.10b) better than zmix(O2, 0.5%), with a respective mean 
difference of 1±43 m and 4±43 m. The fit between zmix(O2,1.5%) and zmix(σ) is higher (r-
value=0.82) than between zmix(O2, 0.5%) and zmix(σ). The monthly-based RMS difference (red 
line in figure 4.9) follows the same pattern as the monthly-based RMS difference between 
zmix(σ) and zmix(O2,0.5%) (blue line), showing a better agreement (lower RMS difference) in 
winter and spring. Part of the increase of RMS difference in winter and spring is due to the high 
sensitivity of the measurements in the presence of deep and weak gradients as already discussed 
in 4.3.3.  
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Figure 4.8 Timeseries of zmix defined by oxygen concentration with the threshold of 0.5% 
(black) compared with (a) zmix defined by density and temperature (red) from Damerell et 
al. (2016) and (b) chlorophyll a concentration (green).  
 
 
Figure 4.9 Root mean square difference calculated for each month between Septemer 2012 
and Septemper 2013 between zmix defined by density/temperature and zmix defined by 
oxygen concentration with a threhsold of 0.5% (blue line) and 1.5% (red line). 
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The comparison between zmix(O2, 1.5%) and zmix(chl) (figure 4.10 b) gave similar results 
to the one obtained comparing zmix(O2, 1.5%) and zmix(σ). The main difference is the discrepancy 
that is visible from the beginning of July 2013, when there is a deep chlorophyll maximum 
(DCM) below the ML. In this period zmix(O2, 1.5%), zmix(O2, 0.5%) and zmix(σ) are able to detect 
the actual ML (and XL) depth, while zmix(chl) lies at the bottom of the DCM. This is due to the 
different criteria used for the calculation of zmix(chl), which is therefore not considered an 
adequate measurement of MLD in this regime.  
There are similarities in the pattern of variation of these four zmix(σ) estimates. It is 
possible to identify for all of them: 
1. an initial deepening event lasting from September until the beginning of January apart 
from a pause for period 2; 
2. a shallow period in the first half of December; 
3. a deep period between the end of January and the beginning of February; 
4. a higly variable period between March and April with deepening events; 
5. a shallowing trend from mid-April onwards, with particularly shallow events in mid 
May and two other minor ones in June; 
6. a shallow and stable period from the end of July until the end of the time series 
corresponding to the strong summer stratification with the formation of a deep 
chlorophyll maximum. 
Part of the discrepancies among zmix estimates are artefacts (i.e., due to thresholds, 
cref(O2) or to criteria used for the calculation), but the majority of these differences are 
caused by actual processes acting in the water column. In particular, in section 4.3.6 it is 
analysed that the mismatch between XL and ML defined by different parameters is useful to 
understand biologically relevant events.  
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Figure 4.10 Timeseries of zmix defined by oxygen concentration with the threshold of 1.5%  
(blue) compared with (a) zmix defined by density and temperature (red ) from Damerell et 
al. (2016) and (b) chlorophyll a concentration (green). 
 
4.3.5 Profiles without mixed and mixing layer 
As previously discussed (section 4.3.1), the shape of some c(O2) profiles showed the 
presence of a gradient reaching the surface instead of the expected homogeneity (e.g. profile 
1832 in figure 4.11a). This suggests that there was not any XL in the column above the seasonal 
oxycline. The values of zmix(O2 , 0.5%) and zmix(O2, 1.5%) seem therefore not to represent any 
real feature.  
However, the analysis of the density of a few of these stratified profiles revealed the 
actual presence of a XL at the top of the water column (e.g. profile 1861 in figure 4.11b). 
Interestingly, zmix(O2 ,0.5%) was a better proxy than zmix(σ) for the depth of this layer, aligning 
close to the depth where density deviated from homogeneity. This gives support to zmix(O2 
,0.5%)  as a measure of the XL depth even when c(O2) does not show any homogeneous top 
layer. Using zmix(O2 , 0.5%) to trace the XL and its difference from the ML allows us to explain 
some dynamics of the biogeochemistry of the water column as, for example, what happens at 
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the end of February 2013 in the hereafter called End-February Event (EFE). This will be 
discussed in the next section. 
 
 
Figure 4.11 Profile 1861 as an example of (a) an oxygen concentration profile with a 
gradient spanning all the way to the surface with its mixing layer depth defined by oxygen 
concentration (black line) and (b) its potential density profile with visible mixing layer 
whose depth aligns with the mixing layer defined by oxygen concentration. Red line is the 
mixed layer depth defined by density from Damerell et al. (2016). 
 
4.3.6 End-February Event (EFE) 
The End-February Event (EFE) is a short chlorophyll bloom happening at the top of the 
water column between 24th and 28th February 2013 (figure 4.12). During EFE zmix(O2, 0.5%) is 
very shallow and steady around 20-25 m (black line in figure 4.12b-d) and it is well above a 
very deep zmix(σ) that lies at about 200 m (red line in 4.12b and d). zmix(chl) (green line in figure 
4.12c) and zmix(O2, 1.5%) (blue line in figure 4.12b) are also shallow and are close to zmix(O2, 
0.5%). c(chl) and c(O2) increase above zmix(O2, 0.5%) as visible in figures 4.12b and 4.12c when 
the wind speed goes below 5 m s-1 and stay high until the wind speed is below 7 m s-1 (figure 
4.12a). These speeds are lower than just before and just after EFE, suggesting a low-turbulence 
regime. 
During EFE the mismatch between the ML and XL is clearly visible, whose depths are 
respectively estimated by zmix(O2, 0.5%) and zmix(σ). This is confirmed by analysing the density 
distribution (figure 4.12d), that has lower values above zmix(O2, 0.5%) during EFE. The presence 
of a shallow XL is therefore visible in both biogeochemical and physical parameters and can be 
considered a triggering factor of the EFE. This process would not have been revealed with the 
use of zmix(σ) since its values during EFE are much deeper than zeup. 
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Figure 4.12 End February Event. (a) Wind speed at 10 m from the sea surface from ERA-
Interim reanalysis; (b) oxygen concentration, (c) chlorophyll concentration and (d) 
potential density versus depth. The black line is the mixing layer depth defined by oxygen 
concentration with 0.5% threshold, the red line is the mixed layer depth defined by 
density/temperature according to Damerell et al. (2016), the blue line is the mixed layer 
depth defined by oxygen concentration with 1.5% threshold, the green line is the mixed 
layer depth defined by chlorophyll concentration and in bright blue is the mixing layer 
depth defined by density with 0.005 kg m-3 threshold. Euphotic depth is in yellow in panel 
c. 
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When the wind decreased below 5 m s-1 (figure 4.12a) the c(O2) profiles had a continous 
gradient going from the surface down to the seasonal pycno-oxycline (e.g. profile 1832 in figure 
4.13 a). However, comparing c(O2) with physical quantities (e.g. profile 1832 in figure 4.13 b-d) 
and chlorophyll a concentration (figure 4.13e), it is possible to see that zmix(O2, 0.5%) in some 
profiles actually corresponds to small pycnoclines, revealing the recent presence of a XL. This 
is a validation for the use of zmix(O2, 0.5%) as a proxy for XL depth and is the rationale for a 
further analysis of c(O2) profiles that look completely stratified throughout the year. When the 
wind increased above 6 m s-1, a surface XL was visible also in c(O2) profiles (as in profile 1858 
in figure 4.13f). In these profiles, zmix(O2, 0.5%) aligns with small clines in every parameter 
analysed in the study (figure 4.13g-j).  
 
 
 
Figure 4.13 Examples of (a-e) oxygen concentration profiles completely stratified with 
signs of a mixing layer defined by potential density and (f-j) oxygen concentration profiles 
with a mixing layer whose depth aligns to gradients in the physical parameters. 
 
The difference between the density at the depth zmix(O2, 0.5%), as obtained by 
interpolation, and the density at 5 m, used as reference for zmix(O2, 0.5%), was measured for 
each profile during EFE. The mean value obtained was (0.005 ± 0.004) kg m-3, almost 1/6 of the 
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threshold of 0.03 kg m-3 used by Damerell at al. (2016). As expected, increasing the sensitivity 
of the threshold used for density could be a way to obtain sensible estimates of the XL depth.  
EFE shows the analysis of biological turbulence phenomena should be based on the 
mixing rather than mixed layer depth. zmix(O2, 0.5%) is therefore more biologically relevant than 
zmix(σ) measured by Damerell et al. (2016). The possibility of using the lower threshold of 0.005 
kg m-3 to identify the mixing layer was then further investigated as described in section 4.3.7. 
 
4.3.7 Estimation of mixing layer depth based on density 
zmix(σ) was calculated throughout the year using the new threshold of 0.005 kg m-3 of 
difference from the density measured at the same reference depth as cref(O2). The resultant 
zmix(σ,0.005) time series is plotted in bright blue in figure 4.14. zmix(σ,0.005) matches quite well 
with zmix(O2, 0.5%) (black line in figure 4.14), being on average (5 ± 43)m deeper and with a  
RMS difference of 10 m between the two timeseries. 
 
 
Figure 4.14 Time series of mixing layer depth defined by potential density with the 
threshold of 0.005 kg m-3 (bright blue) superimposed at the time series of mixing layer 
depth defined by oxygen concentration with the threshold of 0.5% (black). 
Throughout the year it is possible to find profiles whose zmix(O2, 0.5%) matches with 
zmix(σ,0.005) (e.g. profile 1280 in figure 4.15a-b). In these profiles these two highly sensitive 
thresholds seem therefore to be validated as a proxy for the XL depth, which is instead not 
picked up in the calculation with the density threshold of 0.03 kg m-3 (red line in figure 4.15a-
b). However, in many profiles the two estimates do not agree. Understanding the reasons for 
this mismatch is difficult without direct measurements of the turbulence and considering the 
variability in values that derive from the high sensitivity of the thresholds. However, a few 
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speculations can be done. Particularly interesting is the case of a few profiles whose zmix(O2, 
0.5%) do not match with zmix(σ,0.005), but agrees quite well with the euphotic depth zeup. As 
discussed in section 4.1, this seems to be a typical example of two estimates that are influenced 
by different factors acting at different time scale. The agreement between zmix(O2, 0.5%) and zeup 
seems in fact to suggest that biology drives zmix(O2, 0.5%) in these calculations. A regime of 
high production and low turbulence (or buoyant phytoplankton) would couple zmix(O2, 0.5%)  
with the O2 production rates linked to the light rather than with the turbulence. This would allow 
for example the production of O2 below shallow zmix(σ,0.005) as can be seen in figures 4.15 c-d 
for profile 1825, but might also be linked to the production of O2 only in the top metres of the 
ML as hypothesised by Huismann et al. (1999) in his Critical Turbulence Hypothesis. In this 
case the mixing layer would shoal along with the production of more O2 in the top part of the 
water column and would deepen again only when the increase in turbulence would have a 
significant impact on plankton. This highlight is also in line with the prediction of Enriquez and 
Taylor (2015), who predicted a tight coupling between mixing layer variations and biological 
metabolic activity of the plankton. zmix(O2, 0.5%) and zmix(σ,0.005) have therefore to be 
considered not as equivalent estimates of the same quantity, but rather as two separate entities 
whose comparison can give important hints about the dynamics in the water column. Due to the 
argued ability of zmix(O2, 0.5%) of picking up the magnitude of the turbulence that actually 
influences the biology, it has to be considered the optimal proxy for the mixing layer depth used 
in biological analyses carried out in chapters 5 and 6. 
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Figure 4.15 Example of (a-b) profile in which the mixing layer defined by oxygen (black 
line) and density (bright blue line) match and (c-d) profile in which they do not match and 
the mixing layer defined by oxygen match with euphotic depth (yellow line). Red line is the 
mixed layer defined by density/temperature by Damerell et al. (2016). 
 
4.3.8 Simulation of lower frequency 
Each subsample of the zmix time series that simulates a low-frequency survey (one 
profile every 1,3, 5, 7 and 10 days) was plotted on top of the original series to visually check 
their agreement (figure 4.16).  
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Figure 4.16 (a-e) Complete time series of mixing layer at PAP station in blue and 
subsample considering one profile sampled at midnight every (a) 1, (b) 3, (c) 5, (d) 7 and 
(e) 10 days in red over one year cycle. 
 
Two statistical analysis were carried out in order to analyse the effect of an increasingly 
lower frequency in the sampling. The coefficient of correlation between the original and the 
subsample decreases at lower frequencies, passing from  0.72 to 0.54 (figure 4.17a). The root 
mean square (RMS) difference also increased at low frequencies, increasing from 30 m to 39 m 
(figure 4.17b).. This shows that higher frequencies are able to pick up events missed otherwise 
and that there might be very high bias in the estimation of the OSBL depth at low frequencies.  
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Figure 4.17 (a)  Correlation coefficient between the original mixing layer time series and 
each of the subsamples considering profiles measured at midnight every 1, 3, 5, 7 and 10 
days; (b) root mean square difference between the original mixing layer time series and 
each of the subsamples considering profiles measured at midnight every 1, 3, 5, 7 and 10 
days. 
 
 
4.4 Differences between ascents and descents 
The visual analysis of the time series revealed the presence of values of zmix(O2,0.5%) 
oscillating up and down between consecutive profiles, as can be seen for example looking at the 
black line in figure 4.12. This seemed to be connected to the phase of the dive in which the 
profiles had been measured. The hypothesis of a systematic difference between zmix(O2,0.5%) 
calculated in the ascents and in the descents of the glider dives was therefore tested. In order to 
do so, zmix(O2,0.5%) from each ascent was paired with the one of its following descent. These 
are paired data because, as explained in chapter 2, due to the short stay at the surface, the top 
part of these two profiles are assumed to be quasi-replicates of each other.  
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The mean difference between paired zmix(O2,0.5%) was (5±34) m, with the maximum 
value of 228 m. zmix(O2,0.5%) calculated during the descents was deeper. A t-test for paired 
samples was used to test the similarity of these two distributions. The test rejected the null 
hypothesis that the two time series are similar (p=2.11*10-14), confirming statistically the 
significant difference between ascents and descents The test gave the same result analysing the 
time series of zmix(O2, 0.75%) zmix(O2, 1%) (p=2.31*10-24), zmix(O2, 1.5%) (p=1.30*10-11) and a 
zmix(O2, 2%). Also when cref(O2) for zmix(O2, 0.5%) was deepened from 5 m to 10 m (p=1.77*10-
11) or when original profiles before the smoothing step were used for the calculation. This 
difference seems therefore linked to the profiles themselves rather than to the choices 
(thresholds, cref) done for zmix(O2) calculation.  
The difference between ascents and descents are well known for oxygen optodes (Bittig 
et al., 2014). These are mainly due to errors in the corrections for the time response (τ), which 
varies from dive to dive according to the flow of the water near the foil. This problem affects in 
particular unpumped optodes as the ones used in this study (Bittig et al., 2014). When zmix(O2, 
0.5%) is used for the calculation of entrainment based on the XL depth variations, this 
phenomenon can significantly bias the results. It is therefore suggested as done in previous 
work (i.e., Nicholson et al., 2015) to use the descents and ascents profile as two parallel 
datasets. 
 
4.5 General discussion 
The OSBL is the layer in which the vertical turbulence induced by wind at the sea 
surface, waves and convective motion mixes heat, momentum and tracers (Noah and Lee, 
2008). It has been classically identified with the depth zmix over which the parameters are 
homogeneous, assuming a causal relation between the homogeneity and the turbulence. 
However, the presence of homogeneity in layers where turbulence has recently ended has 
prompted the necessity to distinguish between a mixed and a mixing layer (ML and XL), where 
at the moment of the measurements the turbulence is active only in the XL. 
In the present chapter the first year-long time series of the OSBL depth as defined by 
c(O2) was presented. A similar approach with similar thresholds was used to calculate zmix in the 
Southern Ocean by Castro-Morales and Kaiser (2012). They suggested that this method could 
be applied in other areas of the ocean and in other times of the year. This study confirms that it 
is actually possible to obtain sensible results with this method and that it can describe the OSBL 
over the annual cycle. The visual analysis of c(O2) profiles has confirmed that zmix(O2, 0.5%) is 
able to identify the depth at which parameters diverge from the homogeneity that characterises 
the OSBL, lying at the level of the shallowest significant oxycline.  
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In the long-running discussion about the difference between XL and ML and about 
what zmix measures when calculated with different criteria, parameters and thresholds (Brainerd 
and Gregg, 1995, Noh and Lee 2008; D’asaro, 2013; Sutherland et al., 2014), this study 
provides some evidence that zmix(O2, 0.5%) is an estimate of XL depth while zmix(O2, 1.5%) is an 
estimates of ML depth. It has also been shown that zmix(O2, 0.5%) has a physical relevance as 
well, being able to describe indirectly the shallowest depth at which density diverges from the 
homogeneity. zmix(O2, 0.5%) in fact picks up the signal of small pycnoclines that diverge as little 
as 0.005 kg m-3 from the reference values measured near the surface. This divergence is from 
1/6 to 1/2 smaller than the thresholds usually used to calculate zmix(σ) (Schneider and Müller, 
1990; Brainerd and Gregg, 1995; Monterey and Levitus, 1997; Thomas and Fine, 2003; de 
Boyer-Montegut, 2004; Suga et al., 2004; Lozovatsky et al., 2006; Cisewski et al., 2008; 
Damerell et al., 2016). This sensitivity makes zmix(O2, 0.5%) a method with great potential for 
the computation of the XL. 
The importance that zmix(O2, 0.5%) has for analysis of the biogeochemical phenomena 
happening in the water column has been shown analysing the bloom that happens at the surface 
at the end of February 2013 in the so-called EFE. Variations over time of zmix(O2, 0.5%) have in 
fact been the key to explain the triggering factors of this little bloom with a mechanism which 
adheres to the classical CDH (Sverdrup, 1953). This has proved the efficacy with which zmix(O2, 
0.5%) can be used to describe turbulence variations that have a significant impact on the 
biological activity. This validates what was postulated by Franks (2014), which highlighted the 
need to test the CDH using XL and not ML. It is in fact XL, rather than ML, that matches the 
characteristics of the “mixed layer” described by Sverdrup (1953). Franks (2014) suggested 
that, since the majority of the studies use ML and not XL for their analysis, CDH had not been 
actually tested in the field as yet. This study starts to fill this gap presenting a field study that 
evidences how the CDH works when XL is taken into account.  
The calculation of zmix(O2, 0.5%) that was done in this chapter had the main goal to 
estimate the layer of the water column in which the biological activity takes place, classically 
identified as the OSBL. This was done in order to define the lower limit of the layers in which 
c(O2) inventories have to be computed in the productivity calculations carried out in the 
following chapters. zmix(O2, 0.5%) was also meant to estimate the variations in c(O2) that are due 
to the entrainment of water when turbulence increases deepening the OSBL and to provide a 
biologically relevant quantity to be compared with other factors such as zeup to explain the 
causes of biogeochemical phenomena such as phytoplankton blooms. The burst of biological 
activity in the EFE and the match between zmix(O2, 0.5%) and zeup in profiles throughout the year 
revealed the intimate link between zmix(O2, 0.5%) with  productivity and with turbulence, 
validating its use in the following steps of this study described in chapters 5 and 6. 
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Simulations of surveys performed with platform collecting data at a lower frequency for 
the same dataset were carried out subsampling the time series at midnight every n days since the 
beginning of the mission. This experiment has shown how, due to the high variability of the 
mixing layer depth, a high frequency is needed to detect the major variations that happen in the 
area. Profiling once a day gives still a very good approximation of the situation and could be 
considered comparable due to the high grade of correlation, despite missing some of the deeper 
events in the winter. It is worth noticing that sampling every 5 or 7 days does not change 
significantly the situation and in this case sampling at lower frequency would prolong the 
duration of the survey without affecting the results. As a general rule, lower frequencies could 
be used during the deepening phase of the mixing layer and during the spring/summer period. 
During winter, however, it is suggested the use of a frequency as high as possible. 
Future research should be focused on the comparison between zmix(O2, 0.5%) values and 
direct measurements of vertical turbulence in the water column to check the actual match of this 
proxy with the XL defined by the dissipation of energy. This analysis should be also carried out 
at different times of the year, possibly with a characterization of the plankton distribution in the 
water column to describe how much biological activity impacts zmix(O2, 0.5%). This would also 
identify the possible presence of periods when zmix(O2, 0.5%) responds more to biological 
activity than to the turbulence, giving important information about the relative importance of 
these factors on the biogeochemical cycles of the ocean. 
 
4.6 Conclusions  
zmix(O2, 0.5%) is a reliable estimate of the XL throughout the year in the North Atlantic, 
while zmix(O2, 1.5%) describes the ML due to the relaxation of the homogeneity assumption. 
zmix(O2, 0.5%) values have both a biogeochemical and physical relevance, being able to identify 
the divergence from homogeneity not only in c(O2) but also in the potential density. zmix(O2, 
0.5%) describes well the variations of turbulence and OSBL depth that affect the biological 
activity as seen during the EFE. zmix(O2, 0.5%) is therefore the estimate of the XL depth that will 
be used in the productivity calculations carried out in the following chapters. zmix(O2, 0.5%) 
analysis suggests the use of ascents and descents as separate datasets in order not to 
overestimate the entrainment including in the calculations apparent deepening events that do not 
correspond to reality.   
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Chapter 5                                                      
Net Community Production 
Net community production in the euphotic layer (the portion of the water column above 
the depth where light intensity equals 1% of the incident radiation at surface) was measured 
between September 2012 and August 2013 at the Porcupine Abyssal Plain by analysing the 
variations of the oxygen inventory measured during three consecutive glider missions. Net 
community production was calculated as the variation in the inventory not due to physical 
processes. The comparison with wind speed, mixing layer depth (in relation to euphotic depth), 
net surface heat flux and other parameters helped to explain the pattern and triggering factors of 
the productivity increases and decreases visible in the time series.  
 
5.1 Introduction 
Marine net biological production (N) is the balance between two metabolic activities, 
one fixing CO2 into organic compounds (production) and the other one using part of this organic 
carbon to produce energy (respiration). N is the parameter that quantifies the impact that the 
biota has on the biogeochemical cycles of elements such as carbon (C), nitrogen (N), oxygen 
(O2), phosphorus (P), silicon (Si) and others. N, C, P and Si are incorporated into organic 
compounds produced by the autotrophs and are re-mineralised during catabolic respiration 
reactions. In contrast, O2 is produced as a by-product during photosynthesis (carbon fixation) 
and is consumed during respiration. O2 is therefore produced when inorganic carbon is 
consumed and vice versa. N has therefore opposite effects on the budget of O2 and CO2 in the 
environment.  
The magnitude of N is of great importance for Earth’s climate on glacial/interglacial 
timescales (Falkowksi, 1998; Alkire et al., 2014). The seas around the world harbour almost 
half of plant production (Field et al, 1998; Williams, 1998), moving carbon and oxygen within 
and across compartments and reservoirs. Supersaturating and/or undersaturating the water at the 
surface, the biota is able to trigger fluxes between the ocean and the atmosphere. This makes the 
ocean a carbon sink or a source depending on biological activity. This is very important in the 
determination of the global CO2 budget, which is relevant to study the climate change process 
because this is an important greenhouse gas.  
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In the open ocean, the plankton community can be considered responsible for the whole 
magnitude of N. Phytoplankton perform photosynthesis, quantified as Gross Primary Production 
(P), whose calculation will be discussed in chapter 6. Part of P is consumed by the 
phytoplankton itself to produce energy and stay alive (autotrophic respiration, RA), while 
another part is respired by heterotrophs (RH). The difference between what is fixed by 
phytoplankton and what is consumed by the whole community is N.  
 
N = P – (RA +RH)              (5.1) 
 
The metabolic balance of some areas of the open ocean (i.e., the sign of N) is the focus 
of a long-running debate (del Giorgio et al., 1997; Duarte and Agustí 1998;Williams 1998; 
Duarte et al., 1999; Williams and Bowers, 1999; del Giorgio and Duarte, 2002; Karl et al., 
2003; Hansell et al., 2009; Ducklow and Doney, 2013; Williams et al., 2013; Duarte et al, 
2013). The uncertainty derives from the use of different methods for the calculation of N and its 
components. Several biases are known to affect the in vitro measurements and the comparability 
of their results with the real ocean (Williams et al., 1998; Kaiser et al., 2005). It is not even clear 
what is actually measured by some of the methods that are used (Regaudie-de-Gioux et al., 
2014).  There are also challenges to separate the influence of biological and physical processes 
in the signals from in situ measurements (Hamme and Emerson, 2006; Emerson et al., 2008). 
This has also affected the length of the datasets because the influence of some physical factors 
can sometimes be neglected, but only for short period (e.g. Robertson et al., 1992). Long-term 
observations using consistent methods are therefore crucial to quantify correctly the 
intraseasonal variability and to estimate correctly the annual budget.  
The debate about what factors influence production and trigger the accumulation of 
chlorophyll and supersaturation of the water at the surface (‘bloom’) is still open as well. Since 
the first hypothesis was proposed in 1953 by Sverdrup, many studies have been discussing the 
validity of its assumptions, have been adding new variables (for example turbulence) and have 
proposed alternative hypotheses (e.g. Huisman et al., 1999; Behrenfeld, 2010; Taylor and 
Ferrari, 2011; Enriquez and Taylor, 2015). A careful analysis of the pattern of variation among 
different parameters is therefore needed to understand the validity of all the different 
mechanisms proposed so far. Franks et al., 2014 highlighted also the interest for the use of the 
mixing layer depth, rather the mixed layer depth, in this kind of analysis. 
The goal of the present study was to estimate the magnitude of N in the productive layer 
of the water column through the analysis of variations of the oxygen inventory, I(O2), over time, 
based on oxygen concentration, c(O2), measured in situ. The high frequency of glider 
measurements and the length of this time series let the present study try to overcome the limits 
that affect N calculated with other in situ measurements that are often due to the low spatial 
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resolution and/or scattered temporal distribution. The present study surveyed an area located in 
the North Atlantic, one of the basins historically most studied on the planet. The area is in the 
proximity of the frequently surveyed Porcupine Abyssal Plain (PAP) Sustained Observatory. 
This site is frequently visited by research cruises and this gave the possibility to compare N 
estimates with previous studies that focused on the same specific area (e.g., Körtzinger et al., 
2008a; Frigstad et al., 2015), along with basin-wide estimates. Furthermore, the availability of a 
suite of different parameters, including the mixing layer depth as defined in chapter 4, was 
useful to give new insights in the mechanisms that trigger increases in production. 
 
5.2 Ancillary data and methodology 
5.2.1 Separation of descents and ascents 
The profiles in the dataset were divided into two sub-datasets. One included only the 
descents of each glider dive and the second one included only the ascents. These two sub-
datasets were considered equally valid, but were just analysed separately. This was done to 
ensure that the time intervals for the calculation of c(O2) changes would be more even in 
duration at each depth. It took also in account the difference between profiles in ascent and 
descent phase as discussed in section 4.4. The methodology that will be explained from now on 
was therefore applied to the two sub-datasets separately. In chapter 3 it was shown that ascents 
were more affected by biofouling than descents, revealing interactions between sunlight and the 
foil. Data from descents were considered more reliable near the surface and therefore they will 
be used in the section 5.3 and 5.4 to analyse and discuss the data. Separate N estimates from the 
use of descents and ascents will be compared in section 5.3.6. 
 
5.2.2 Inventory calculation  
The estimation of N in this chapter was focused on the productive layer at the top of the 
water column and was based on the analysis of changes in the oxygen inventory (per unit area) 
above a depth zlim, I(zlim). Considering that productivity is limited by light for photosynthesis, 
the mean euphotic depth (zeup) was used to approximate the depth of the productive layer of the 
water column, where most of N is carried out. zeup is defined as the depth equivalent to the 1% 
PAR level and its mean value between the start of the dataset and the start of biofouling was 
(60±15) m, zlim was therefore set at 60 m. PAR was measured by the gliders. The zeup time series, 
shown in figure 5.1, was provided by Anna Rumyantseva from the National Oceanography 
Centre, Southampton. 
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I(zlim) was computed per each profile integrating the oxygen concentration over depth as 
in equation 5.2, where ci = ci(O2) is the oxygen concentration at any depth zi above zlim. 
 
I zlim 	= c1 z2	+	z12 + ci( zi+1	-	zi-12 )n-1i=2 +cn(zlim- zn	+	zn-12 )           (5.2) 
 
Figure 5.1 Euphotic depth measured before the start of the biofouling event with 
horizontal bar showing its mean value. 
 
Time series of I(zlim) is in figure 5.2b. At the beginning and at the end of the mission (from 
September to mid-November 2012 and from the end of June to August 2013) the water column 
was stratified above zlim, with features like the deep oxygen maximum visible at the end of the 
time series. During the rest of the year, the mixing layer depth zmix (0.5% of c(O2,5 m), see 
chapter 4) was usually deeper than 60 m, i.e. the column was homogenized above zlim (figure 
5.2a). 
The surfacing times of each profile were used to compute the time gap Δt = t2 – t1 that 
divided consecutive profiles. The rate of change in oxygen inventory between t1 and t2 was 
therefore ΔI/Δt (equation 5.3). The time series of ΔI/Δt is shown in figure 5.2c. Values were 
very variable with a mean of (3 ± 724) mmol m-2 d-1 and values ranging between -6476 mmol m-
2 d-1 to and 5757 mmol m-2 d-1. 
  
ΔI
Δt	 = I zlim,	t2  - I(zlim,	t1)t2-t1                            (5.3) 
 
The O2 mass balance could be written as a flux of dissolved gas between t1 and t2 
measured in mmol m-2 d-1. It is considered as the sum of three different components Fas, E and N 
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ΔI
Δt =	-Fas	+	E	+	N                  (5.4) 
 
where Fas is the air-sea O2 flux (positive for O2 outgassing), E is the entrainment and N is net 
community production.  
 
 
 
Figure 5.2 (a) oxygen concentration in μmol kg-1 versus depth with mixing layer depth 
(zmix, black line), euphotic depth (zeup, green line) and zlim (red, 60 m); (b) mean 
concentration of oxygen above zlim calculated dividing the oxygen inventory by zlim; (c) rate 
of change in oxygen inventory between consecutive profiles.  
 
 
 
128 
 
 
5.2.3 Air-sea O2 flux calculation  
Fas describes the exchange of O2 between the ocean and the atmosphere that acts to 
equilibrate the gas concentration in the two compartments. It was calculated using the bulk gas 
transfer parameterisation 
 
Fas = k(O2)[c(O2) – csat(O2)]                    (5.5) 
 
where c(O2) is the mean dissolved oxygen concentration and csat(O2) is the oxygen saturation 
concentration (i.e., O2 solubility). csat(O2) was calculated according to Benson and Krause 
(1984) fit in Garcia and Gordon (1992) for each c(O2) data point considering the corresponding 
potential temperature and absolute salinity as well as atmospheric pressure at sea level. 
Atmospheric pressure varied between 978 hPa and 1033 hPa (figure 5.2c) and was derived from 
ERA-Interim reanalysis (http://www.ecmwf.int/en/research/climate-reanalysis/era-interim) with 
a resolution of 6 hours and 0.125º in latitude and longitude. Atmospheric pressure values for 
each profile were obtained by interpolating to the nearest point in time and space in the ERA-
Interim grid. No clear seasonality was visible in the time series, but there were high values from 
May until August. Values before March showed a continuous alternation of high and low 
pressure. c(O2) and csat(O2) used to calculate Fas were measured for each profile as the mean 
value in the top 10 m or as the mean above zmix when zmix < 10 m. csat(O2), shown in figure 5.2d, 
varied between 224 μmol kg-1 and 273 μmol kg-1 and was strongly anti-correlated with water 
potential temperature (r2 = 0.93 from linear regression, data not shown) because of the solubility 
dependence on temperature. The pattern of variation in potential temperature at the surface 
shown in figure 5.2a follows in fact the pattern of variation in csat(O2). csat(O2) reached minimum 
values in summer when the stratified water became warmer (Damerell et al., 2016). c(O2) and  
csat(O2) measured in this way were then used to calculate daily averages,  c(O2) and csat(O2), that 
were then used in the calculation of Fas. 
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Figure 5.3 (a) Mean potential temperature in the top 10 m of the water column for each 
profile in OC; (b) mean absolute salinity in the top 10 m of the water column for each 
profile in g kg-1; (c) atmospheric pressure from ERA-Interim reanalysis during each 
surface event; (d) mean oxygen saturation concentration in the top 10 m for each profile 
calculated according to García and Gordon (1992). When zmix < 10 m, values are the mean 
above zmix. 
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The gas transfer velocity at a Schmidt number Sc = 600 was parameterised following 
Nightingale et al. (2000) as in equation 5.6: 
 
k600
cm h-1
=0.222 #$%m s-1 2 +0.333 U10m s-1                 (5.6) 
 
where U10 is the daily averaged wind speed at 10 m. Wind speeds were derived from ERA-
Interim reanalysis with the same resolution as the atmospheric pressure. U10 values for each 
profile were obtained interpolating the surfacing time and location to the nearest point in time 
and space in the ERA-Interim grid. U10 varied between 0.4 m s-1 and 21.1 m s-1 (figure 5.4a), 
while U10 between 1.5 m s-1 and 18.0 m s-1 with a mean value of (8.7±3.3) m s-1. k600 ranged 
therefore from 0.2 cm h-1 to 78 cm h-1 (figure 5.4b). 
 
 
Figure 5.4 (a) Daily averages of wind speed at 10 m above sea-surface from ERA-Interim 
reanalysis; (b) k600 as calculated based on wind speed plotted in (a). 
 
Values of k(O2) for oxygen were obtained by scaling k600 using the Schmidt number (Sc) 
dependence for rough surfaces (Raymond et al., 2012) as in equation 5.7. Sc(O2) values 
depending on temperature were computed according to Wanninkhof (1992) as in equation 5.8. 
The water temperature, Θ, used to calculate Sc was the daily average of the mean potential 
temperature measured in the top 10 m of each profile (or above zmix when zmix < 10 m). 
 
 
k(O2) = k600( Sc O2600 )
-0.5
               (5.7)	
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Sc = 1053.4 – [128ΘºC] + [3.9918(
Θ
ºC)
2] + [0.050091(ΘºC)
3]            (5.8) 
 
Θ varied between 11.3 ºC and 19.8 ºC (figure 5.5a) and resulted in Sc ranging from 594 to 946 
(figure5.5b). kO2 ranged between 0.05 m d-1 and 15.6 m d-1 (figure 5.6). 
 
Figure 5.5 Daily averages of (a) potential temperature used for Schmidt number 
calculation and (b) resultant Schmidt number time series. 
 
 
 
Figure 5.6 Gas transfer velocities scaled for oxygen. 
 
In order to correct Fas for bubble injection, the formulation of Woolf and Thorpe (1991) 
was used as in equation 5.9. 
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Fas = k(O2)[c(O2) – (1 + Δ)csat(O2)]              (5.9)	
 
where Δ accounts for the increased c(O2) and supersaturation due to the air bubble dissolution. 
Following Woolf and Thorpe (1991), Δ is parameterized as a function of mean daily U10 as in 
equation 5.10 and results are visible in figure 5.7b. 
 
Δ = 0.01 × ( #$%9 m s-1 )2                       (5.10) 
 
The difference between c(O2) and csat(O2) (figure 5.7a) showed periods of supersaturation 
(c(O2) > csat(O2)) at the beginning of the timeseries and after May. There was a long period of 
undersaturation (c(O2) < csat(O2)) lasting from November until March as already discussed (see 
chapter 3) and then a period of quasi equilibrium from March to May. Fas varied between -193 
mmol m-2 d-1 and 155 mmol m-2 d-1, with mean value of (-13 ± 53) mmol m-2 d-1. Negative 
values defined influx of O2 into the ocean and positive values defined outgassing into the 
atmosphere. As it is visible in figure 5.7c, the bubble influx was sometimes able to invert the 
sign of the flux, leading to ingassing in the water rather than outgassing. Overall, this region of 
the North Atlantic resulted to be a sink of oxygen rather than a source, with 4.8 mol m-2 of O2 
absorbed by the ocean during the surveyed period. This is driven by pulses of strong influx due 
to high U10 (and correspondent high Δ, figure 5.7b), but also by the late-occurring 
supersaturation. Furthermore, the data from 11th August 2013 were disregarded because of 
biofouling. This month was probably a productive period and therefore would have likely 
increased the magnitude of the annual outgassing if taken into account. 
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Figure 5.7 (a) Difference between daily mean oxygen concentration and daily mean oxygen 
saturation concentration in the top 10 m used in the air-sea oxygen flux calculation (in 
blue) and magnitude of the bubble correction (in red). Positive values indicate 
supersaturation and negative values indicate undersaturation; (b) bubble supersaturation 
parameterisation (Δ) according to Woolf and Thorpe (1991); (c) air-sea oxygen flux (in 
blue), air-sea oxygen flux without considering bubble correction (in red) and air-sea 
oxygen flux due to bubbles (in yellow). Positive values indicate outgassing of oxygen in the 
atmosphere and negative values indicate influx of oxygen into the water column. 
 
5.2.4 Entrainment 
Entrainment (E) was defined as the change in I(O2) that happens when the mixing layer, 
zmix, deepens over time so that deeper water masses with different c(O2) mix with the water 
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above. It corresponds to a flux of oxygen through zlim when zmix deepens from zmix,1 at t1 to zmix,2 at 
t2 and when zmix,2 is below zlim.  
For each pair of consecutive profiles that matched these two conditions, the inventory of 
oxygen in zmix,1, I1(zmix,1), and the inventory of oxygen in Δzmix = zmix,2 - zmix,1 at t1, I1(Δzmix), were 
computed as in equation 5.2. I1(zmix,1) and I1(Δzmix) were assumed to fully mix. If no other 
processes were acting on the system, the expected Iexp2(zmix,2) would be equal to the sum of 
I1(zmix,1) and I1(Δzmix), i.e.  I1(zmix,2), as  
 
Iexp2(zmix,2) = I1(zmix,2) = I1(zmix,1) + I1(Δzmix)              (5.11) 
 
Because E was measured when zmix,2 > zlim and water was fully mixed above zmix, 
Iexp2(zlim) was scaled as  
 
Iexp2(zlim) = I1(zmix,2) 
zlim
zmix,2
                  (5.12) 
 
The entrainment was then calculated as the rate at which the difference between I1(zlim) 
and Iexp2(zlim) was created: 
 
E = 
I1 zmix,2
zlim
zmix,2
		-	I1(zlim)
t2-t1 
            (5.13) 
 
The entrainment flux could be positive or negative, corresponding to an increase or a 
decrease of the oxygen inventory due to mixing. In all the cases that did not match the condition 
of zmix,1 < zmix,2 and zmix,2 > zlim, E was considered to be zero (figure 5.8b). When zmix deepened, 
but remained above zlim, a redistribution of the I(zlim) was assumed without any O2 flux occurring 
through zlim. Also, when zmix shoaled, the change in I(zlim) was assumed not to be related to any 
mixing with deeper water masses below zlim and, therefore, no E was assumed to occur.  
Fluctuation in zmix linked to geographical variability and to the sensitivity of the 
threshold used for zmix computation (see chapter 4) would affect E because it is not a 
symmetrical calculation and the contribution of zmix deepening events is not compensated by a 
contribution of opposite sign during zmix shoaling events, which contribute with a null value. In 
order to mitigate the effect of zmix variability on E (and N) calculation, zmix values were 
smoothed with the ‘smooth’ function built in Matlab R2014b using the default option ‘moving’ 
with 5 points span (black line in figure 5.8a).   
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Figure 5.8 (a) oxygen concentration versus depth with smoothed mixing layer depth (black 
line) and zlim = 60 m (red line); (b) entrainment flux, i.e. rate of change of oxygen inventory 
due to entrainment.  
 
5.2.5 Net community production calculation  
Net community production was computed by rearranging equation 5.4 as in equation 
5.14.  N calculated between t1 and t2 was nominally associated with t1.5, N(t1.5). t1.5 was measured 
as in equation 5.15. 
 
N	=	 ΔIΔt + Fas	-	E	                (5.14) 
 
t1.5= t1+ t22                     (5.15) 
 
Fas used to calculate N(t1.5) was the mean of the Fas measured at t1 and t2 (equation 5.17). 
Considering that the input of O2 into the ocean from the air-sea O2 flux would be mixed fully 
above zmix, Fas was scaled when zmix(t2) > zlim: 
 
Fas= zlimzmix(t2)                    for zmix(t2) > zlim         (5.16) 
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Fas(t1.5)= Fas t1 +Fas t22              (5.17) 
 
This was an Eulerian rather than a Lagrangian study and therefore part of ΔI between 
adjacent profiles was the signal of geographical heterogeneity (patchiness) and horizontal 
advection. The contribution of these processes to ΔI and N was not estimated in the present 
study. Advection has been considered negligible in previous studies (Emerson et al., 2008; 
Nicholson et al., 2008; Nicholson et al., 2015) due to the rapid effect of air-sea O2 flux in 
equilibrating the concentration at the surface. However, this process has been recognised to 
have a significant impact on N estimates over time scales of days/months and for spatial scales 
less than 50 km (Alkire et al., 2014; Hull et al., 2016). These processes were considered to 
contribute randomly in the present study, increasing the noise in the values of ΔI and N 
measured between consecutive profiles. This is visible in figure 5.2c where large positive values 
in ΔI/Δt are followed by large negative values. These variations are due to the gliders entering 
and exiting mesoscale features, patches or parcels of water advected into the area and they 
cannot therefore be considered signals of biological activity. However, averaging individual N 
values over time windows longer than the time scale of these processes was assumed to cancel 
out their negative and positive contributions. In the present study running averages of N for 
overlapping 7 day-long bins were used as an estimate of biological activity. This bin length was 
chosen for two reasons. First, this was approximately the time it took for gliders to complete 
their butterfly- or hourglass-shaped transects, giving estimates of N for the entire surveyed area, 
disregarding geographical heterogeneity within it. Secondly, 7 days was also considered a time 
scale long enough for the gliders to enter and exit water parcels advected to the area since 
Alkire et al. (2014) in a similar glider experiment showed that the time scale of advection 
processes was around 4 days. Although Alkire’s study was carried out in a more northerly area 
(59º N compared to 49º N), 4 days was considered to be indicative of the order of magnitude of 
the time scale of advection also in this study. The eventual residual influence of advection and 
geographical variability on 7 day-averaged N was then considered negligible. The arithmetic 
mean of all N values measured between midnight at the beginning of day 1 and midnight at the 
end of day 7 was nominally associated with the mid-point of the bin (noon of day 4). The effect 
of changing the averaging process to a bin length other than 7 days is analysed in section 5.3.6. 
 
5.2.6 Average light in mixing layer 
The amount of light experienced by the phytoplankton in the mixing layer was 
calculated based on the data from the NASA Moderate resolution Imaging Spectroradiometer 
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(MODIS, https://modis.gsfc.nasa.gov/data/), available for the whole year apart the period 
between 28th November 2012 and 14th January 2013. 
The incident light at the surface was measured in einstein (E, moles of photons) per day 
and unit surface averaged over the study area. The incident light at the surface (L0) undergoes an 
exponential attenuation along depth governed by the attenuation coefficient k. The incident light 
that reaches depth z is therefore '( = '*+,-( 
Assuming a very efficient mixing in the mixing layer (above depth zmix, see chapter 4), the light 
at which phytoplankton had been exposed was assumed to be the mean light in the mixed layer, 
measured as 
' = 	 '*+,-((./0* 1./0  
In the period when a deep chlorophyll maximum is present, the average amount of light at 
which phytoplankton is exposed was calculated not in the mixing layer, but above the euphotic 
depth since it aligns with the bottom limit of the deep chlorophyll maximum. 
' = 	 '*+,-((234* 1234  
The value L used from now on is the weekly averaged value of ' (figure 5.9b). 
 
Figure 5.9 (a) Time series of total amount of light intensity in einstein per unit surface and 
per day); (b) mean light in mixed layer. Daily values (blue) and weekly values (red). 
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Lo from MODIS ranged between 1 E m-2 d-1 to 60 E m-2 d-1, with lowest values in 
January and highest ones in June-July. The pattern was sinusoidal as expected, but values seems 
to be high in the summer if compared to previous studies such as Boss and Beherefeld (2010) 
and Westberry et al. (2015), where maximum values stopped at ~40 E m-2 d-1. 
5.3 Results 
As a guide for this section and for section 5.4, the values following the “±” symbol after 
mean values express standard deviations. Also, N is expressed in mmol m-2 d-1 as O2 equivalents 
unless when stated for N as C equivalents.  
 
5.3.1 Year-long dataseries of net community production 
The time series of N averaged in overlapping bins of 7 d is plotted in figure 5.10 along with the 
averaged values of ΔI(zlim)/Δt, Fas and E. The cumulative N between September 2012 and 
August 2012 is 6.4 mol m-2 and the mean N was 19 mmol m-2 d-1. These values showed net 
autotrophy in the area over a year cycle. The uncertainty associated to these values will be 
discussed in 5.3.6.  
 
 
Figure 5.10 Time series of (a) ΔI(zlim)/Δt in blue, air-sea oxygen flux in red, entrainment in 
yellow and net community production in purple. All values are 7-day averages. Note that 
the sign of the entrainment is here inverted in order to represent its contribution to N.  
 
The cumulative N was computed without the last month of the year, which was 
disregarded due to the biofouling. The shape of the biofouled profiles suggested however the 
presence of a deep chlorophyll maximum (DCM) above 60 m. This was considered evidence of 
production (data not shown). Biofouling and its progressive growth are another hint of a 
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productive phytoplankton community. The cumulative N of 6.4 mol m-2 was therefore an 
underestimation of the real production in the area.  
Four periods where recognized within the cycle of N (figure 5.11). The first period had 
a series of positive peaks of N that were defined as the autumn bloom. The second period had 
mostly N < 0 and was therefore defined as heterotrophic. The last two periods were productive 
(spring and summer). The difference between the two was at the passage from a month of 
oscillations between N > 0 and N < 0 to a regime of constant N > 0. In the last period also a 
DCM developed in the area. These periods are marked in figure 5.11 and will be discussed one 
by one in following sections.  
 
Figure 5.11 Time series of net community production divided in the four periods analysed 
separately. 
 
5.3.2 Autumn bloom 
The presence of productivity during autumn in this study area has been already shown 
by Rumyantseva et al. (2015) who analysed the variations of in situ chlorophyll a concentration, 
c(Chl a), measured simultaneously with c(O2) used in the present study. Their paper showed an 
increase in c(Chl a) after the passage of a storm in the area between September 24th and 
September 27th 2012. The start of this event coincided with an increase in N measured in the 
present study (first black vertical line in figure 5.12a). The community switched in fact from net 
respiration to net production. The independent analysis of I(O2) and c(Chl a) therefore agreed in 
showing that this storm had a boosting effect on the phytoplankton. The present study was also 
able to quantify the magnitude of the bloom (16 ± 12 mmol m-2 d-1) and could show the duration 
of this productive period, which lasted until 2nd October.  
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This increase in N, however, was not restricted to this first peak. The pattern was 
repeated after October 8th and 18th (figure 5.12a, vertical black lines), when U10 slowed down 
after sharp peaks (storms, figure 5.12c). On these two dates, N and c(Chl a) increased sharply 
(figures 5.12a-d).  
 
Figure 5.12 (a) Net community production, (b) mixing layer and euphotic depths over 
oxygen concentration versus depth, (c) wind speed, (d) chlorophyll a concentration versus 
depth and (e) weekly mean light in the mixing layer during the autumn bloom. Black 
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vertical lines indicate the end of wind speed increases (storms) after which there was an 
increase in biological productivity. The red vertical line marks a decrease in wind speed 
linked to the switch between net autotrophy and net heterotrophy during mixing layer 
depth shoaling.   
 
 N peaked again between 30th October and 6th November (vertical red line, figure 5.12a) 
and was linked to zmix gradually deepening (figure 5.12b). However, N decreased to negative 
values when U10 decreased and zmix shoaled, presumably reflecting a cut-off of nutrient supply 
from the deep. This also corresponded to a decrease in c(Chl a) as visible in figure 5.12d.  
Considering only when N > 0 in the autumn bloom, the mean N was (16.6 ± 13.8) mmol 
m-2 d-1, with the production of 432 mmol m-2. This value is lower than the spring-summer bloom 
(see 5.3.4 and 5.3.5). These productive peaks were alternated with periods of net heterotrophy 
(N < 0) and the mean N between 26th September and 22nd November was as low as (0.88 ± 23) 
mmol m-2 d-1.  
During this period the mean amount of light in the mixed layer (figure 5.12e) decreases 
over time, reaching values below 3 E m-3 d-1 after 6th November.   
 
5.3.3 Heterotrophic period  
The period between 21st November 2012 and 9th February 2013 was dominated by N < 0 
(62 % of the time, figure 5.13a). The mean N for this period was (-3 ± 34) mmol m-2 d-1, 
showing net heterotrophy in the area. The consumption of -0.3 mol m-2 was estimated. 
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Figure 5.13 (a) Net community production during the heterotrophic period; (b) oxygen 
concentration versus depth with mixing layer depth (black line) and euphotic depth (green 
line); (c) wind speed at 10 m from sea surface from ERA-Interim reanalysis. 
There were three productive peaks in this period. The first peak was between 29th 
November and 1st December 1st (figure 5.14a). It was linked to sharp changes in c(O2) (figure 
5.14b) occurring at the same time as a sharp changes in potential density (figure 5.14c). This 
suggested that there was heterogeneity in the area, with the glider entering and exiting a 
mesoscale feature.  
A second peak developed between 30th December 2012 and 9th January 2013 (figure 
5.13a) and was linked to zmix gradually shoaling from below to above zeup (figure 5.13b). This 
peak reached N > 65 mmol m-2 d-1. The third peak (28th January to 6th February) started when zmix 
was very deep (zmix > 220 m, figure 5.13b). However, zmix shoaled to the level of zeup following a 
decrease in U10 (figure 5.13c).  
Unfortunately, there are no data from MODIS about incident light at the surface in this 
period. 
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Figure 5.14 (a) Net community production, (b) oxygen concentration and (c) potential 
density measured during the spike in net community production at the end of the autumn 
bloom. The exact correlation between variations in c(O2) and 5 suggests the presence of 
geographical features in the area. 
 
 
5.3.4 Spring  
After February 9th, N stayed positive for a long period. This date was therefore chosen as 
the starting point for the analysis of the productive regime, which lasts until the end of the 
dataset in August. This productive period will be split in two parts. The first part, the spring, is 
discussed in this section and lasted until June 19th. The second part, starting from June 20th, is 
discussed in 5.3.5. Between these two parts, there is a period in which N oscillates between 
negative and positive values.  
This spring season includes the last two thirds of the month of February. The area was 
autotrophic during these 130 days, with O2 production of 4.5 mol m-2 and a mean N of 34 mmol 
m-2 d-1. In this period, however, there was high variability (N standard deviation = 44 mmol m-2 
d-1) because production alternated with net respiration from the beginning of May. 
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 The first peaks occurred when zmix was at the level of zeup (figure 5.15a). When U10 
decreased between February 19th – 27th (figure 5.15c), zmix shoaled (figure 5.15b). This peak of 
N includes the End-February Event (EFE) events described in chapter 4 that corresponds to the 
moment in which zmix was the shallowest, allowing accumulation of Chl a and O2. During the 
EFE event, N had its maximum values of the peak (figure 5.15a). This peak was also associated 
with the net heat flux (H) becoming temporarily positive (figure 5.15e) and with an increase of 
c(Chl a) (figure 5.15d). Net heat flux was derived from ERA-Interim reanalysis summing up 
surface sensible heat flux, surface latent heat flux, surface net solar radiation and surface net 
thermal radiation. There is not any particular signal in the pattern of L (figure 5.15f) 
A second peak occurred between 4th (red vertical line in figure 5.15) and 10th March. It 
was associated with a very moderate decrease in U10, (figures 5.15c), H becoming temporarily 
positive again (figures 5.15d) and, then, zmix shoaling (figure 5.15b) and a small increase in L 
(figure 5.15f). Another peak was visible starting on 16th March (light blue vertical line in figure 
5.15) and started at the same time when zmix started to shoal again (figure 5.15b). H was still 
negative (figure 5.15d), but from now on it started its gradual increase towards a period of more 
stable positive values. This suggests that this was a regime of gradual turbulence decrease. 
During this peak zmix varied significantly and N showed small decreases in its magnitude every 
time zmix deepened and peaks every time zmix shoaled near the surface. Considering the duration 
and the increase in chlorophyll a (figure 5.15e), the peak between 16th March and 11th April 
might be considered a bloom, even if with a reduced magnitude.  
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Figure 5.15 (a) Net community production, (b) mixing layer and euphotic depths over 
oxygen concentration versus depth, (c) wind speed, (d) chlorophyll a concentration versus 
depth, (e) net heat flux and (f) weekly averaged light in the mixed layer between 9th 
February and 12th April. Red vertical line indicates the start of the peak on 4th March and 
light blue line the start of the peak on 16th March. In panel (a) is also shown the peak 
associated to End-February Event (see chapter 4). 
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Between 19th April (red vertical line on figure 5.16) and 27th May (green vertical line on 
figure 5.16), zmix shoaled and stayed mostly stable above zeup (figure 5.16e). This happened 10 
days later than the switch of the heat flux from being mostly negative (water cooling down) to 
mostly positive (water warming up) (figure 5.16h). However, in these 10 days the U10 was high 
(figure 5.16c), delaying the decrease of turbulence needed to increase N, which started as soon 
as U10 decreased on 19th April (figure 5.16a). This was the main bloom of the spring period, 
with a big increase in c(Chl a) (figure 5.16b). The water retained at the surface started to 
increase its temperature (figure 5.16f) and decrease density (figure 5.16d) and then to 
accumulate phytoplankton biomass (figure 5.16b). However, after 15 days (on 3rd May, black 
vertical line in figure 5.16), there was a sudden decrease in N (figure 5.16a), followed by a 
decrease in c(Chl a) (figure 5.16b). zmix was still very shallow and above zeup (figure 5.16e). 
After five days (pink vertical line in figure 5.16), U10 increased again (figure 5.16c) and zmix 
deepened (figure 5.16e). This was a gradual process, associated with little increases of N > 0 
(figure 5.16a) when U10 briefly decreased and zmix briefly shoaled. The water below zeup, in the 
absence of strong mixing, was likely richer in nutrients than above zeup, where biological activity 
had probably led to nutrient depletion. Evidence of this is the peak starting on 16th May (light 
blue vertical line in figure 5.16). During this peak, U10 decreased (figure 5.16c) and zmix shoaled 
in this low turbulence regime (figure 5.16e). This enhanced N again, producing a peak (figure 
5.16a) and increasing c(Chl a) (figure 5.16b). This peak is linked to an increase in c(O2) below 
zmix rather than above, which is likely evidence of low nutrient concentrations at the surface 
(figure 5.16c). A slight increase of potential density (figure 5.16d) and slight decrease of 
temperature (figure 5.16f) are evidence of the mixing triggering this N peak when the wind 
deepens zmix.  
The peaks between 31st May and 19th June occurred during a very shallow zmix (figure 
5.17b) and N decreased below 0 when zmix deepened down to zeup and U10 increased (figure 
5.17c). The main production oscillated between above and below zmix showing heterogeneity in 
the area as also proved by variation of density at the surface (figure 5.17d). When N < 0 on 10th 
June, there is the passage from production above zmix to a DCM, with production in the latter 
weaker than heterotrophy at the surface. 
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Figure 5.16 Parameters between April 19th and May 27th. (a) Net community production 
above 60 m; (b) mean chlorophyll a concentration above 60 m (courtesy of Anna 
Rumyantseva, NOC); (c) wind speed (Era-Interim reanalysis); (d) mean potential density 
above 10 m; (e) mixing layer depth (in black), euphotic depth (in green) and oxygen 
concentration versus depth between 250 μmol kg-1 and 275 μmol kg-1; (f) mean 
temperature in the top 10 m; (g) air-sea flux including bubbles, (h) net surface heat flux 
(Era-Interim reanalysis) and (i) weekly mean light intensity in the mixed layer. Red line is 
the beginning of the peak (April 19th), black line is the beginning of the heterotrophic 
period (May 4th), pink line is the end of it (May 8th), light blue line is the deepening event 
replenishing the nutrients above zmix (May 16th) and green line is the end of the productive 
peak (May 27th). The arrow in panel (h) marks the switch between a period of mean 
negative net surface heat flux and a period of mean positive net surface heat flux. 
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Figure 5.17 (a) Net community production, (b) mixing layer depth and euphotic depth 
over oxygen concentration versus depth, (c) wind speed, (d) potential density versus depth 
with mixing layer depth and (e) weekly mean light intensity in the mixing layer between 
31st May and 21st June. 
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Between the productive peaks discussed above (March 10th-15th, April 13th – 19th) and 
after the end of the latter one (May 28th -31st), increases in U10 caused zmix to deepen below zeup 
which coincided with decreases of N to negative values. These deepening events probably 
provided more nutrients to the surface. 
This spring period was very productive with a mean N of (34 ± 44) mmol m-2 d-1. The 
total production for this period was estimated at 4.5 mol m-2. Six 7-day bins of N estimates were 
above 100 mmol m-2 d-1 with a maximum of 149 mmol m-2 d-1.  
 
5.3.5 Summer bloom and deep chlorophyll maximum 
From 20th June until 27th July, N was relatively high and above zero (figure 5.18a). This 
corresponded to a period in which zmix was always above zeup (figure 5.18b). Until 23rd June, zmix 
was close to zeup, but afterwards U10 decreased (figure 5.18c) and zmix became ~20 m shallower 
than zeup. This enabled the development of a very productive bloom between 26th June and 4th 
July, both in terms of N and c(Chl a) (figures 5.18d and 3.3h). N decreased when U10 increased 
again and zmix deepened. When U10 decreased, the column transitioned to a regime of low 
turbulence and strong stratification. At this point, after a first small increase, the production 
increased significantly from 8th July and led to the formation of a deep chlorophyll maximum 
(DCM, see review by Cullen, 2015). The limit of 60 m was able to include the subsurface 
oxygen- and chlorophyll-rich feature. During the time in which there was a DCM, the system 
remained productive until 4th August, when the productivity decreased along with the increase 
in U10 (figure 5.18c) and the arguably increase of turbulence in the water. zmix deepened within 
the DCM, eroding it and mixing it with surface waters. The decrease of N at the end of DCM 
occurred at the same time as a decrease in the c(Chl a) visible in figure 5.18d.  
The bloom at the end of June (figure 5.18b) had a mean N of (71 ± 24) mmol m-2 d-1, 
reaching 110 mmol m-2 d-1. However, since it lasted only 8 days, it produced only 0.6 mol m-2. 
The DCM period instead lasted for 30 days (8th July to 8th August) producing 1.5 mol m-2 with a 
mean N of (48 ± 32) mmol m-2 d-1. This summer period as a whole had a mean N of (47 ± 36) 
mmol m-2 d-1 and produced 2.5 mol m-2.  
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Figure 5.18 (a) Net community production during the summer bloom and the deep 
chlorophyll maximum; (b) oxygen concentration over depth and time above zlim with zmix 
(black line) and zeup (green line); (c) wind speed at 10 m above sea-surface from ERA-
Interim reanalysis and (d) chlorophyll a concentration versus depth. 
 
5.3.6 Method sensitivity 
In order to test the sensitivity of the method and the uncertainties associated with the N 
estimates discussed above, a recalculation of the values was done changing some parameters 
and comparing the results with the time series discussed above. N was recalculated using the 
ascents instead of the descents and changing zlim. Since the mean and standard deviation of zeup 
were (60 ± 15) m, N was recalculated using 45 m and 75 m as zlim (figure 5.19). 
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Figure 5.19 Net community production time series measured above (a) 45 m, (b) 60 m and 
(c) 75 m using descents (blue lines) and ascents (red lines) from each glider dive  
The pattern of N over time was conserved quite well in the time series based on both 
ascents and descents for each of the considered zlim. The difference in the mean N between 
ascents and descents was 8 % for zlim = 45 m, 2 % for zlim = 60 m and 8 % for zlim = 75 m. 
The differences at the end of the dataseries might be due to discrepancies between 
ascents and descents related to the very early stage of the biofouling. Despite this influence is 
small and not significant for the previous analysis, it would be more visible on N estimates since 
these are based on small differences in I(zlim) over time. In this case, considering that the 
biofouling affects less the descents than the ascents near the surface, N calculated on descents 
should be considered more reliable.  
Mean and total cumulative N values obtained changing zlim are listed in table 5.1. N 
measured using zlim = 45 m and zlim = 75 m were considered respectively an underestimation and 
overestimation of N in the euphotic depth. Their mean difference from N measured using zlim = 
60 m was then used as a measure of the uncertainty associated to Neup (±6.3 mmol m-2 d-1, ±2.1 
mol m-2, ±30%).  
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Table 5.1 Net community production mean, standard deviation and total sum calculated 
above 45 m, 60 m and 75 m. 
zlim / m Mean N / 
mmol m-2 d-1 
Standard deviation N / 
mmol m-2 d-1 
Total N /  
mol m-2 
75 m 24.7 35.1 8.4 
60 m 19.0 43.0 6.5 
45 m 12.1 52.7 4.1 
 
Another test was performed to assess the sensitivity of the method to the length of the 
averaging bins, which had been set to 7 d. N was recalculated binning individual N values 
between consecutive profiles over bins 1 d, 3 d, 5 d, 7 d, 9 d, 11 d, 13 d and 15 d long in order 
to cover a large range of possible choices. The maximum change with respect to the values 
averaged over from 7-day bins was obtained using 15-day bins, which increased mean N by 6.5 
%. This value was one order of magnitude smaller than the uncertainty related to changes in zlim. 
Therefore, the uncertainty of ±30 % calculated before was still considered the valid one and the 
results from different bin-length were considered not significantly different.  
 
Table 5.2 Mean values of the net community production time series that were obtained 
averaging individual estimates between consecutive profiles over different bin lengths.  
Mean N for time series obtained averaging over… 
1 day 3 days 5 days 7 days 9 days 11 days 13 days 15 days 
19.0 18.9 18.9 19.0 19.2 19.6 20.0 20.3 
 
The last test was done to assess the sensitivity of N estimates to its components (air-sea flux Fas 
and entrainment E). The recalculation of N without considering Fas (figure 5.20a) increased N 
from 19 mmol m-2 d-1 to 26 mmol m-2 d-1 with a change of 37 %. The recalculation without E 
(figure 5.20b) decreased instead N to -10 mmol m-2 d-1, with a change of 155 %. This means that 
this method is more sensitive to E than Fas. 
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Figure 5.20 Net community production measured above 60 m and averaged over 7 days-
bins with values recalculated (a) not considering air-sea O2 flux (blue line) and (b) not 
considering entrainment flux (red line). 
 
5.4 Discussion 
5.4.1 Autumn  
The presence of increased productivity during the autumn was already known for this 
part of the ocean and is usually referred as the “autumn bloom” (Colebrook, 1982; Longhurst, 
1995; Dandonneau et al., 2004; Lévy et al., 2005; Neuer et al., 2007; Martinez et al., 2011).  
In the present study, this bloom is actually characterised as a series of autotrophic peaks 
that were connected to the end of storms. Production enhancement after storms has already been 
seen in previous studies (Babin et al., 2004; Son et al., 2006; Wu et al., 2008, Rumyantseva et 
al., 2015). This is further evidence to the notion that nutrient pulses through the pycnocline 
sustain autumn blooms. These pulses are due to shear spiking (Rippeth et al., 2005, Rippeth et 
al., 2009; Williams et al., 2013, Rumyantseva  et  al., 2015) that is generated by the  alignment 
of long lasting inertial oscillations produced by rapid change in wind stress (Pollard, 1980) with 
the direction of the wind stress. This suggests the presence of a nutrient depleted regime over 
shallow zmix. It therefore makes sense that pulses of nutrients from the deep would stimulate 
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biological production. The present study showed that this dynamic was not limited to a single 
event, but that continuous pulses in this part of the year fuelled a series of productive peaks. 
The fourth peak of this period is still related to the nutrient-deprived regime, but with 
another dynamic: the gradual deepening of zmix in this case would have mixed nutrients from 
below enhancing the biological production until the 6th November when the decrease of c(Chl a) 
marks the passage to a less productive regime, with N not spiking even when zmix shoaled. This 
peak seemed therefore to follow the classic dynamics according to which the nutrients input 
fuelling the autumn blooms are caused by the gradual deepening of zmix (Marra et al., 1990; 
Findlay et al., 2006).  
In the last peak, the increase of U10 was linked to the deepening of zmix and, then, to an 
enhancement of production. However, in the previous post-storms bloom, U10 had to decrease 
before N could peak, while during the last peak the production increases before wind slows 
down. This relationship between U10 and N is not surprising. Dutkiewicz et al. (2001) has shown 
that increasing U10 can enhance N bringing nutrients towards the surface as well as decrease N 
moving phytoplankton cells deeper, where they consume more than they produce.  
N during the autumn was lower than in spring and summer. This is in line with the 
conclusions of Martinez et al. (2011) who showed an asymmetry in the magnitude of the 
blooms in different seasons. According to them, there was a shift from the 1980s, when autumn 
blooms had a magnitude comparable with the spring blooms, to the present days, when autumn 
blooms are smaller, as shown here. Martinez et al. (2011) linked this change to the delayed 
deepening of zmix at the end of the summer that now happens later in the year than in the past. 
Lateral advection, presence of mesoscale events, change in zooplankton community or even the 
interaction with the wind and storms are other possible causes for the smaller magnitude of 
autumn blooms proposed by the same author. The present study brings further evidence to the 
conclusions of Martinez et al. (2011) of non-symmetric blooms between seasons, using in situ 
measurements to support their hypothesis, which was based on satellite data.  
This autumn bloom happens in a period when the mean light at which the 
phytoplankton is exposed in the mixing layer decreases over time. At the beginning of this 
period, light is the high, but there is not production, which is an evidence for a nutrient deplete 
regime at the top of the water column. The pulses of nutrients due to the passage of storms 
increases N show that light is not a limiting factor for the production. However, after 6th 
November, light decreases below 3 E m-3 d-1, which seems to hamper the production even if the 
mixing layer shoals for a short period.  
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5.4.2 Heterotrophic period 
The presence of regimes of negative N in the North Atlantic is known, but their 
magnitude and their impact on the annual metabolic balance of the basin are debated (Duarte et 
al., 2011, Duarte et al., 2013). Also, inter-annual variability in the metabolic state of the ocean 
at this time of the year is likely high. This is shown for example by the results of Ostle et al. 
(2015) who measured N based on basin-scale observations of c(O2) at the surface between 
December 2011 and February 2013. The findings of their study are relevant for the present 
study because their ‘zone 2’ overlapped temporally and spatially with the glider survey at the 
PAP site analysed here. They found monthly average N > 0 throughout 2012, confirming 
constant autotrophy in the basin as found also by Neuer et al. (2007). However, the following 
year they measured low N (not statistically different from zero) during December-January and 
net heterotrophy in February, showing that datasets longer than one year are able to pick up this 
interannual variability in the sign of N.  
The first peak of N > 0 in this period (figure 15.13a) was linked to the glider crossing a 
mesoscale feature. The averaging process was probably not able to fully eliminate the signal of 
this geographical heterogeneity in N because the feature stayed in the area longer than one 
week. The feature crossed by the glider had higher c(O2) and part of this might be due to 
production. However, the density of the water was lower and an increase in c(O2) was 
explainable by solubility effect (higher csat(O2)). This peak was therefore probably 
overestimating N. 
The second peak started when zmix stopped deepening and shoaled again above zeup. This 
showed that the phyplankton community was reacting to the decrease in turbulence and the fact 
that this peak was interrupted when the wind speed increased again is an evidence of this. This 
is also the case for the third peak of this period, with N increasing when zmix stopped its 
deepening process and shoaled again. 
The consumption estimated in the heterotrophic period (0.3 mol m-2) was one order of 
magnitude lower than the production estimates in the rest of the year. The present study 
therefore shows that the presence of potentially protracted periods of net heterotrophy in this 
region of the ocean has only a moderate impact on the production on annual scale.  
 
5.4.3 Spring 
Spring is the time of the year in which the phytoplankton community in the area is 
supposed to bloom. The PAP site is located in the North Atlantic Drift (NADR) province where, 
according to Longhurst (1998), blooms are expected in May. The timing of this bloom and its 
intensity have high interannual and geographical variability (Ueyama and Monger, 2005; 
Henson et al., 2006; Henson et al., 2009; Kahru et al., 2011; Zhai et al., 2013; Cole et al., 2015) 
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and this explains why, despite being one of the most studied systems in the history of 
oceanography, the dynamics of the North Atlantic spring bloom has not been fully understood 
as yet. 
Using a series of parameters (U10, zmix in relation to zeup, temperature, density, net heat 
flux, light) with N, it was possible to explain the variations of production over time. This period 
seems to be divided into two regimes. Before 3rd May, N increased when zmix shoaled above zeup, 
which corresponded to periods of positive net surface heat flux. This led to long periods of 
positive N, such as after 16th March and after 19th April. In particular, between 19th April and 3rd 
May the mean L in the mixing later increased constantly. On 3rd May, despite shallow zmix and 
high L, there was a sharp decrease in N to negative values and c(Chl a) decreased as well (figure 
5.16). Considering the high light intensity experienced by the phytoplankton in this period, 
nutrient limitation is the most likely cause of this decrease in N and c(Chl a). Another evidence 
of this nutrient limitation is the fact that after 3rd May N increased only after mixing events with 
deeper waters and when small DCMs were present below zmix. Between 16th and 27th May, zmix 
shoals after a deep period and L increases again. This system, full of nutrients again and plenty 
of light, is productive in terms of N and c(Chl a). Lately in the season appears instead DCMs 
that have been associated to nutrient limitation at the surface in previous studies (Klausmeier 
and Litchman, 2001; Klausmeier et al., 2007, Denaro et al., 2013). The water at the surface 
during the first regime was then considered replete, while it was considered nutrient limited 
during the second regime. This would therefore be the cause of the oscillations between N > 0 
and N < 0 in the second part of the spring, with phytoplankton becoming more productive when 
it gets access to nutrients. At the end of this period (from 1st to 20th June) there were rapid 
transitions between accumulation of oxygen at the surface and below zmix. These were probably 
related to geographical patchiness and show the heterogeneity of the biological production at 
this time of the year. 
In section 5.4.5, N estimates during the spring are compared with previous studies. In 
section 5.4.6 the information gathered about the start of the small and large bloom in this season 
are used to discuss how the present study fits in the frame of the existent theories about bloom 
start.  
 
5.4.4 Summer and deep chlorophyll maximum 
Just as for the second regime in spring, changes in nutrient concentrations can be 
assumed to be related to the variations of N seen during the summer. zmix deepened between 20th 
and 23rd June, which probably mixed nutrient-rich waters to the surface. Until 19th June there 
was also net heterotrophy and the respiration process might have mobilised nutrients. These 
processes would explain what fuelled the bloom between 26th June and 4th July. The mean N 
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reached 70 mmol m-2 d-1 during this bloom, but then decreased when U10 increased, suggesting a 
role for turbulence and the zmix deepening in the N decrease. The new decrease of nutrient 
concentration due to this bloom arguably led to new nutrient limitation at the surface, which 
explained the DCM. 
The DCM developed and lasted for over 30 days in the area when there was a well 
stratified column with a very shallow zmix. The presence of this feature has been related in past 
studies to nutrient limitation at surface (see chapter 1, section 1.4.1) and this is therefore 
evidence for the actual presence of this regime in this period. N measured during the period 
when DCM was present was high, accounting for 38 % of the cumulative N estimated above zlim 
between September 2012 and August 2013. The formation of the DCM is usually related to 
increases in biomass (Beckmann and Hense, 2007) and/or to adaptation in the chlorophyll 
content of the cells (Fennel and Boss, 2003). As discussed in section 1.4.1, this feature is a 
challenge for N calculations based on remote measurements or on the sampling of the plankton 
community for in vitro incubation. The analysis of the colour of the ocean as measured by 
satellite-borne sensors can be biased if the DCM is shallower than 45 m depth such as the one 
showed in the present study (Stramska and Stramski, 2014), de facto decoupling fluorescence 
readings from the real value at surface. N estimates obtained with the method used in the present 
study should therefore be of higher accuracy and reliability than the ones based on remotely 
sensed ocean colour. 
The demise of the DCM is also probably related to nutrient limitation. zmix started to 
deepen, but was still above zeup and so this decrease in N was not related to the limitation of 
light. Instead, U10 increased and the vertical turbulence exposed the plankton to the nutrient-
limited water coming from above, lowering the production. Evidence of this is the decrease of 
c(Chl a) happening at the same time. 
From the end of June, Fas is coupled to N values. The entrainment in this period is null 
or negligible, thanks to the strong stratification that allows the formation of the DCM. This Fas 
can be then considered biologically induced, as found by Kaiser et al. (2005) for systems with 
negligible vertical and horizontal mixing. The analysis of L in the mixing layer for this period is 
more complicated because the attenuation is affected by the presence of the DCM. However, the 
presence itself of the DCM shows that light is not a limiting factor because there is production 
at tens of meters below the surface. 
As for the spring, a detailed comparison of N measured in this period with previous 
studies is carried out in section 5.4.5. 
 
 
 
 
158 
5.4.5 Production estimates 
The classically defined productive period (spring and summer together) spanned from 
9th February to the start of the biofouling on 11th August and had a production of (7.1 ± 2.1) mol 
m-2 with a mean N of (39 ± 41) mmol m-2 d-1. The seasonal production was converted to C 
equivalents using the photosynthetic quotient (PQ) of 1.5 as in Alkire et al., (2014) and resultant 
NC values are listed in Table 5.3.  
During the productive period this area produced NC = (4.8 ± 1.4) mol m-2 (uncertainty 
based on ± 30 % as calculated in 5.3.6). This value is lower than the value of (6.4 ± 1.1) mol m-2 
estimated by Körtzinger et al (2008a), but fits well with the value of (4.6 ± 0.9) mol m-2 
estimated by Frigstad et al. (2015) for the PAP area in a similar time span. NC is instead higher 
than the 3.0 mol m-2 estimated by Ostle et al. (2015) on a basin scale and the value of 2.1 mol m-
2 estimated by Alkire et al. (2014) in a more northerly area (59 ºN instead of 49 ºN). The results 
therefore suggest that the region of the PAP site is particularly productive. In these comparisons 
it must be considered that previous studies considered shorter productive periods.  
Considering the whole time series, the PAP site was autotrophic between September 2012 and 
August 2013, with net O2 production of (6.4 ±1.9) mol m-2 a-1 (4.3 ± 1.3 mol m-2 in C 
equivalents). This value is probably an underestimation of the real value due to the exclusion 
from the calculation of the last month, which very likely had a productive DCM. However, 
these values are higher than previous annual NC estimates of Quay et al. (2012) who calculated 
2.8 mol m-2 or by Neuer et al. (2007) who calculated 3.3 mol m-2 as a mean between 1996 and 
2000 in a more southerly area. The annual production estimated in the present study is, 
however, similar to the 5.5 mol m-2 estimated by Ostle et al. (2015) for 2012 in region 2 (where 
PAP site is located). This area was found in their study to be the most productive sector in the 
basin. This similarity, however, hides a big temporal difference since Ostle et al. (2015) seems 
to underestimate production during the productive period and overestimate it during the winter. 
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Table 5.3 Net community production in carbon equivalent, NC (adapted and expanded 
from Alkire et al. 2014). In bold are the results from studies analysing NC directly, while in 
normal characters are the estimates in oxygen unit converted to NC using the 
photosynthetic quotient, PQ. In these cases the PQ value used for the conversion is 
indicated. 
Study Year Period NC 
mmol m-2 d-1 
PQ 
used 
Notes 
This study 2013 Autumn Bloom 
Spring 
19 Apr – 3 May 
Summer 
26 Jun – 4 Jul 
DCM 
Spring+Summer 
Whole year 
11 
22 
54 
31 
46 
32 
26 
13 
1.5 PAP station, top 
60 m 
(whole year does 
not include the 
period with 
biofouling) 
 
Bender et al., 
1992 
1989 13 days between  
Apr and May 
52  JGOFS-NABE 
Robertson et al., 
1992 
1989 29 May – 5 Jun  42-34  JGOFS-NABE 
Körtzinger et al., 
2008a 
2004 May –Aug 
 
25  PAP station 
Körtzinger et al., 
2008b 
2005 mid May -Jul 50-70  Labrador Sea 
Alkire et al. 2012 2008 Apr 
May 
(average) 
66 
115 
(90) 
1.5 Early Bloom 
Main Bloom 
Alkire et al. 2014 2008 Apr-Jun 
3-26 Jun 
25 
43 
1.5 Considerind 
Alkire et al. 2012 
+postbloom 
Ostle et al.,  
2015 
2012 Apr - Sep 16 0.8 Basin-wide, 
region 2 (see 
Ostle et al., 2015) 
Frigstad et al., 
2015 
2003-
2012 
Feb - July 25 
(72-6) 
 PAP site, MLD 
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The differences among studies are probably due to a series of factors as annual 
variability in the area, but also by the differences in the method used for the calculations. It has 
also to be considered that N estimated in the present study was an estimate of the production in 
the euphotic layer and, therefore, studies analysing variation at greater depths than zeup are 
expected to be lower because of the respiration happening deeper. For example, some of the 
studies compared here (e.g., Frigstad et al., 2015; Ostle et al., 2015) analyse the changes above 
zmix rather than above zeup, while others (i.e. Körtzinger et al., 2008a) use deeper zlim (230 m) for 
the calculation of I(O2). The temporal patchiness of productivity also increases the variability 
among N estimates, especially when values are averaged over subsamples in the same 
productive period (Alkire et al., 2012).  
 
5.4.6 Revisiting the Sverdrup hypothesis 
The analysis of physical and biogeochemical parameters in relation to N showed that 
several mechanisms were able to explain the passage of N from negative to positive values, 
phenomenon here used as definition of bloom. Classically, pigment fluorescence has been 
considered a proxy for the production of the area and high production has been linked to 
chlorophyll accumulation in the water column. Using direct values of N, as in the present study, 
instead of defining plankton blooms in terms of chlorophyll fluorescence shows that in the area 
there is an alternation of heterotrophy and autotrophy throughout the whole year. It is therefore 
interesting to investigate what causes all these fluctuations in N, rather than focusing only on the 
classically defined fluorescence blooms.  
Comparing the temporal variations of N with the patterns of different processes shows 
that several mechanisms trigger autotrophic periods according to the time of the year in which 
they develop. In a regime of nutrient limitation, as showed by low N despite high L, 
phytoplankton seems to increase its production following two mechanisms. During the autumn, 
a series of peaks in N were related to pulses of nutrients created by the interaction between wind 
and surface currents (see Palter, 2015; Rumyantseva et al., 2015). However, a later peak 
matches a more classical theory according to which autumn blooms are fuelled by the gradual 
deepening of the mixed layer into nutrient-richer waters (Marra et al., 1990; Findlay et al., 
2006). This dynamic seems also to explain peaks of N at the end of the spring when a regime of 
low nutrient concentration can be assumed as well. The importance of nutrients in these parts of 
the year is shown by the fact that at the beginning of the time series and in some periods of the 
spring, L is higher but there is no production. This clearly shows that light is not the limiting 
factor.  
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The discussion about what triggers autotrophy when nutrients are not limited is more 
complicated. The classical Sverdrup Hypothesis (Critical Depth Hypothesis or CDH, Sverdrup, 
1953) sees light as driving factor: the plankton community is productive when the mixed layer 
is shallower than the critical depth, which is a depth defined by light above which total 
production exceeds total respiration. Since 1953, a long discussion has flourished to confirm or 
confute the Sverdrup CDH and new hypotheses have been proposed based on its weak points 
such as the assumption that phytoplankton is rapidly mixed by strong turbulence. In particular, 
new hypotheses focus on the influence that turbulence has on the ability of the phytoplankton to 
access the light. According to the Critical Turbulence Hypothesis (CTH, Huismann, 1999), high 
turbulence displaces the plankton at a faster rate than its growth rate, moving it in portion of the 
water column where it consumes more than produces. When turbulence decreases below a 
critical value, plankton produces faster than it is displaced and this leads to blooms (i.e., 
accumulation of oxygen and chlorophyll at the surface). Taylor and Ferrari (2011) linked the 
turbulence to the net heat flux, suggesting that the inversion from negative heat flux (water 
cooling) to positive heat flux (water warming) and the consequent shut down of convective 
mixing is a reliable parameter to predict the start of the bloom on interannual analysis (Heat 
Flux Hypothesis or HFH). Enriquez and Taylor (2015) proposed another model linking the 
variations in turbulence induced by the wind stress and by the water cooling (negative net heat 
flux leading to convective mixing) to the depth of the mixing layer. They predicted that when 
the mixing layer shoals, the phytoplankton would respond with an increased growth rate (and 
then increased production). 
The present study compared the variations of N with temporal patterns of zmix, U10, L, H, 
temperature and density. It suggests a mechanism that merges Sverdrup’s CDH, Huismann’s 
CTH and the model proposed by Enriquez and Taylor (2015). When nutrients are not limiting, 
decreasing wind speed and positive net heat flux decreases the turbulence in the water. In 
February, during the EFE event (section 4.3.6), there is higher productivity at the very top of the 
water column despite zmix calculated on density is much deeper. This dynamic reflects the one 
proposed by Huismann, where production is faster than turbulence and oxygen and chlorophyll 
accumulates in the best lit part of the water column. This leads to a shoaling mixing layer 
measured by oxygen not followed by the one measured by density that remains deep. Other 
times mixing and mixed layers (measured respectively by oxygen and density) shoal together. 
In some cases, this is linked with a rapid increase of N without any substantial variation of L as, 
for example, on 4th March (red line in figure 5-14). Positive N in absence of an increase in L 
confirms Enriquez and Taylor (2015), where the leading factor is the mixing layer depth, which 
follows switches to positive H. However, later in the season when H is constantly positive, the 
accumulation of chlorophyll a and the positive N happen when zmix shoals above zeup and L 
increases, a mechanism that recall Sverdrup CDH. This suggests that the plankton community 
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needs low turbulence conditions in order to bloom, but that light still plays a role once the net 
heat flux is positive and there is tendency for stratification. The magnitude of the blooms also is 
also related to the amount of light in the mixing layer. The main blooms develop when low 
turbulence shoaled zmix near or just above zeup, increasing L.  The increase of production when 
mixing layer shoaled not always corresponded to significant increases of chlorophyll a 
concentration at the surface when light is low (e.g., the peak starting on 3rd March, figure 3.14). 
This shows how much the definition of the bloom (chlorophyll- or oxygen-based) can influence 
the analysis of the dynamics in the water column. 
Most of the peaks of N are related to positive heat flux. In particular, the start of the 
main bloom during the spring has actually been related to the switch between the period of 
mean negative net heat flux and a period of mean positive net heat flux at the beginning of April 
as predicted by HFH. This is evidence to confirm that the time of this switch could be used as a 
proxy to analyse the beginning of the most productive time of the year in interannual 
comparisons. However, N increased after a delay due to the presence of a storm, showing the 
need to take into consideration the turbulence induced by the wind stress to have more accurate 
estimates as hypothesised by Chiswell (2011) and Brody et al. (2013).1 
Behrenfeld et al. (2010) suggested the Recoupling-Dilution Hypothesis, according to 
which phytoplankton is more productive when the mixed layer is deepening because of lower 
predation pressure. As said in chapter 1, in order to confirm this theory N should have increased 
during the deepening phase of zmix. In the present study, N increased when the mixed layer 
stopped deepening and started to shoal while there was net heterotrophy during the winter, 
when mixed layer was actively deepening. When zmix deepens again at the end of January, N 
does not become positive. These evidences seem therefore to confute the Recoupling-dilution 
hypothesis.  
This study also highlights that in order to analyse correctly the triggering factors that 
increase production, peaks not related to the chlorophyll fluorescence-defined blooms have to 
be considered. It is also important to use high temporal resolution in situ data instead of 
climatologies to better appreciate the high variability of the system. The use of the mixing layer 
depth instead of the mixed layer depth is also important to analyse variations in turbulence that 
actually affect the plankton and its metabolic activity. 
 
5.5 Future work 
Many aspects of this analysis were based on speculations about the availability of 
nutrients near the surface of the ocean and their distribution in the water column. These were 
based on proxies as the presence of subsurface c(O2) increases (DCM). Future studies should 
include a systematic analysis of nutrients in the water with a resolution as close as possible to 
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the other parameters already measured. The development of sensors to detect nutrient 
concentrations to fit on gliders is therefore a priority for the correct analysis of production. The 
comparison with direct turbulence analysis is also needed to confirm the speculation that was 
carried out assuming that zmix was a valid proxy to estimate turbulence and changes in the 
OSBL. A more accurate estimate of the advection in the area with the use of the second glider 
deployed in the area is also needed to quantify the magnitude of this process and confirm that 
the averaging process was sufficient to lower its influence to negligible values. A depth-
resolved estimate of N would also accurately describe the vertical heterogeneity in production 
occurring in periods when there are obvious feature as the DCM.  
 
5.6 Conclusions  
Net community production (N) above the mean euphotic depth near the PAP site from 
September 2012 to August 2013 has been calculated analysing the variations in I(O2) over time. 
Air-sea flux and entrainment have been calculated in order to account for the changes due to 
physics and calculate the residual biological signal. A 7 d averaging step has been used in order 
to reduce the variability due to geographical patchiness and advection. Calculation of under- 
and overestimates of N has constrained the uncertainty of these estimates to ±30 %. 
The area is autotrophic, with a mean N value of 19 mmol m-2 d-1 and an estimated 
annual O2 production of 7 mol m-2 (4.7 mol m-2 C equivalents). The values calculated fit the 
range of estimates done in the past for net community production in the basin and in the same 
area. The variations within this range are attributed in part to the differences among the methods 
used for the calculations and, also, to the interannual variability that has been shown in the 
ocean.  
The analysis of the annual cycle of net community production has shown the presence 
of four periods with different regimes: an autumn bloom, a heterotrophic period and two 
productive periods (spring and summer) that are separated by the depletion of nutrients after the 
spring bloom. During the summer a deep chlorophyll maximum developed and this period was 
responsible for a significant portion of the annual production.  
Variations in production have been successfully associated with factors such as wind 
speed, net heat flux and mixing layer depth. The model proposed by Enriquez and Taylor 
(2015) is suggested to be the mechanism that can explain how the system passes from net 
heterotrophy to net autotrophy every time that favourable conditions are matched. This model 
unifies the CDH with the CTH and the HFH suggesting that the net surface heat flux and the 
wind modify the mixing layer depth that, when shoals above a certain depth, can trigger the 
bloom. In this study the euphotic depth was proposed as the value above which the mixing layer 
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depth has to shoal to trigger an increase in production. The validity of the Recoupling-Dilution 
Hypothesis of Behrenfeld (2010) could not be confirmed instead. 
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Gross primary production  
A new method was applied for the calculation of the gross primary production based on 
diel variations of oxygen concentration. Four periods between October 2012 and May 2013 are 
chosen to calculate gross primary production, which is then compared with estimates from 
previous studies. The limitations and possible further developments of the new method are also 
discussed. 
 
6.1 Introduction 
The calculation of gross primary production (P) related to phytoplankton activity in the 
ocean is fundamental to understanding the role of marine biota in the carbon cycle. The 
importance of this parameter is proven by the several million estimates in the literature (del 
Giorgio and Williams, 2005). However, different in vitro and in situ methods often give 
different results for the same location (Robinson et al., 2009; Regaudie-de-Gioux et al., 2014).  
Oxygen concentration (c(O2)) was used in one of the first estimates of gross primary 
production (Gaarder and Gran, 1927). When a system is driven by biology, c(O2) varies 
following a diel cycle with increases due to net production (P) during the day and net 
respiration (R) in dark hours. P and R can therefore be calculated observing the diel cycle and 
measuring the magnitude of its oscillation. This was a challenging task until the 1960’s because 
the Winkler titration method was not precise enough to detect variations due to low values of P. 
Even after the development of protocols for high-precision titrations (Carpenter, 1965; Carrit 
and Carpenter, 1966), c(O2) analysis still faced many challenges. For example, in vitro 
measurements (bottle incubations) proved to be biased by significant differences in nutrient 
concentrations, light, temperature and community composition with respect to the real world 
(Maske and Garcia-Mendoza, 1994; Karl et al., 1998; Robinson and Williamson, 2005; Duarte 
et al., 2013; Williams et al., 2013, Regaudie-de-Gioux et al., 2014). Furthermore, technical 
issues in experimental design due to wavelength and intensity of light and the materials used for 
the incubation vessels also influenced the results (Kirk, 1994; Godoy et al., 2012; Agustí et al., 
2014).  
In situ studies face other challenges, such as the influence of air-sea O2 fluxes, 
entrainment and natural geographical heterogeneity in the measurements. The presence of many 
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factors hampers the isolation of the signal due to the individual processes. In order to isolate the 
biological from the physical signal, a large number of data-points is needed. The first study of 
this kind (Tijssen (1979)) used direct high-precision Winkler titrations, a time consuming 
process applicable only to short periods that only permits the analysis of a small number of 
samples. Robertson et al. (1992) analysed diel variations of oxygen over 4 days measured with a 
pulsed sensor with up to 30 points measured per hour. They sampled water from 2-3 m depth 
with the ship’s non-toxic seawater supply and observed an increase in c(O2) during the day and 
its decrease during the night. However, they used these data to analyse N over the sampled 
period rather calculating P. The availability of high-resolution data obtained with optodes 
mounted on autonomous underwater vehicles has allowed more recently a new and more fruitful 
use of the O2 bulk approach to calculate P. The small spatial and temporal scale that these new 
technologies are able to resolve (Rudnick, 2016) can be used to analyse variations not accessible 
in the past. Thanks to the advent of gliders, datasets at high resolution were used to compute R 
and P in the Pacific Ocean using diel variations (Johnson et al., 2010; Wilson et al., 2014, 
Nicholson et al., 2015). 
The method used in this chapter measures P through the analysis of diel variations of 
c(O2) within the OSMOSIS dataset. c(O2) values were calibrated as in chapter 2 and the last part 
of the dataset (after 11th August 2013) was disregarded due to biofouling of the sensor on the 
last glider mission (see chapter 2). 
 
6.2 Method description 
The method was used in the top 20 m of the water column. This depth was chosen 
because it is shallower than zmix(O2) for most of the year and therefore its variations can be 
considered a proxy for variations within the whole mixed layer. Glider descents and ascents 
were analysed separately following what has been done in similar studies (Nicholson et al., 
2008, Nicholson et al., 2015). Data-points were used individually without any averaging or 
binning process. 
The dataset was split into days and nights. In this particular context, a “day” refers to 
the time between a sunrise and the consecutive sunset and a “night” to the time between a sunset 
and the following sunrise. Local sunrise and sunset times were determined using the function 
‘suncycle’ on Matlab 2014b.  
For each day, a regression line was calculated to fit the distribution of c(O2) over time 
between one hour before sunrise and one hour after sunset. The operation was repeated for each 
night considering the data measured between one hour before sunset and one hour after sunrise. 
The slopes of these regression lines were the rates of change of c(O2). These rates are the result 
of the effects of the different factors that influence c(O2) as described in equations 6.1 and 6.2 
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Δc(O2)/Δt (day) = P + R + Fas + E + A            (6.1) 
 
Δc(O2)/Δt (night) = R + Fas + E + A                (6.2) 
 
where Fas is the air-sea O2 flux, E is the entrainment, A is the lateral advection, P is gross 
primary production and R is community respiration. If Fas, E, R and A are considered constant 
between day and night, the difference between Δc(O2)/Δt (day) and Δc(O2)/Δt (night) equals P. 
The timeseries of fitting lines was checked visually to identify periods of 7 or more 
consecutive days in which a persistent diel cycle of diurnal c(O2) increase and nocturnal 
decrease was visible. This was done assuming that a clear diel cycle was a proxy for periods in 
which the biological activity was the strongest determining factor of c(O2). P estimates were 
calculated for these periods that had a relatively strong biological signal.  
Mean Fas values (see chapter 5) were determined for each day and compared with mean 
Fas during the following night using a paired-samples t-test to check the validity of the 
assumption of equal Fas between day and night. The same test was carried out comparing 
zmix(O2) values (see chapter 4) to check whether E was the same during day and night. R was 
considered to have a constant magnitude within the 24 hours following the approach of previous 
similar studies (e.g., Nicholson et al., 2015). A is supposed to be a random process without any 
prevalence during the day or night and the averaging process obtained over 7 or more days was 
supposed to get rid of its influence as discussed in chapter 5.  
For each period exhibiting an obvious diel cycle, the mean diurnal increase rate and 
mean nocturnal decrease rate (and their standard deviations) were calculated. P during the 
period was assumed to be the difference of the two means, while the standard deviations were 
combined to quantify the error associated with P.  
 
6.3 Results 
Four periods in the time series showed a clear diel cycle over several days: from 4th to 
13th October 2012 (figure 6.1b), from 19th to 27th March 2013 (figure 6.2b), from 14th to 21st 
April 2013 (figure 6.3b) and from 14th to 22nd May 2013 (figure 6.4b). Figures 6.1b-6.4b show 
this cycle with the alternation of c(O2) increases (red line fits) and decreases (black line fits). 
During these periods Fas was constant and generally low, usually between ±20 mmol m-2 d-1 
(figures 6.1c-4c). Considering the median Fas value and the mean zmix(O2) in each period, Fas per 
unit volume was equal to 0.02 mmol m-3 d-1 (October 2012) , 0.03 mmol m-3 d-1 (March 2013), 
0.28 mmol m-3 d-1 (April 2013)  and 0.28 mmol m-3 d-1 (May 2013). zmix(O2) was either stable 
and shallow or in a shoaling trend (figures 6.1a-6.4a). This suggested that E had a negligible 
influence on c(O2). 
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The assumption that Fas and zmix(O2) were similar during days and nights was also 
validated. Within each period, the mean Fas values from each day were paired with the mean Fas 
of the following nights and their similarity was tested with a paired-samples t-test. Fas was 
found to be not statistically different between days and nights for the period of October 2012 
(t(20)=-0.9861, p=0.3358), March 2013 (t(16)=0.0862, p=0.9324), April 2013 (t(18)=0.0500, 
p=0.9606),  and May 2013 (t(18)=-0.3745, p=0.7124). The same test was repeated for the 
zmix(O2) means, which were found not statistically different between days and nights for October 
2012 (t(20)=1.0921, p=0.2878), March 2013 (t(16)=0.4748, p=0.6414), April 2013 
(t(18)=0.7943, p=0.4373), and May 2013 (t(18)=0.1397, p=0.8905). Since the assumptions were 
valid, the P estimates were calculated and results based on the glider descent profiles are shown 
in table 6.1. Calculations of P were repeated using the ascents and the results were not 
statistically different, as can be seen in figure 6.5. 
 
Table 6.1 Rates of mean diurnal increase and mean nocturnal decrease in oxygen 
concentration for unit volume calculated for each of the four periods where a diel cycle is 
visible. Gross primary production per unit volume is measured as the difference between 
the mean increase and decrease.  
Period Mean Δc(O2)/Δt 
(day) ± s.d. 
/ mmol d-1 m-3 
Mean Δc(O2)/Δt 
(night)  ± s.d. 
/ mmol d-1 m-3 
P ± s.d. 
/ mmol d-1 m-3  
Mean zmix(O2) 
± s.d. 
/ m 
4–13/10/2012 4.2 ± 2.2 -2.2 ± 1.7 6.4 ± 2.8 36.0 ± 12.4 
19–27/3/2013 6.4 ± 3.7 -6.3 ± 4.8 12.7 ± 6.0 74.2 ± 39.6 
14–21/4/ 2013 4.3 ± 2.7 -4.6 ± 2.3 8.9 ± 3.6 81.3 ± 54.2 
14-22/5/2013 4.3 ± 3.2 -4.1 ± 2.6 8.4 ± 4.1 64.3 ± 23.6 
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Figure 6.1 (a) Oxygen concentration timeseries between 4th and 13th October 2012 versus 
pressure and time. The mean mixed layer depth is also shown; (b) Oxygen concentration 
in the top 20 m (grey) with line fits calculated per each day (red) and night (black). The 
diel cycle is visible through the alternation of oxygen increase during the day and decrease 
during the night; (c) air-sea oxygen flux where positive values mean outgassing and 
negative ones mean ingassing. The median value for the period is also plotted. 
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Figure 6.2 As figure 6.1 but for period between 19th and 27th March 2013. 
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Figure 6.3 As figure 6.1 but for period between 14th and 21st April 2013. 
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Figure 6.4 As figure 6.1 but for period between 14th and 22nd May 2013. 
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Figure 6.5 Gross primary production estimated for the four periods using ascents and 
descents. The error bars are based on the standard deviations of the mean increase and 
decrease rates of oxygen concentration within each period. 
zmix(O2) decreased in every period, with two to three days in which it lay at around 50 m or less 
(figures 6.1a-6.4a). When zmix(O2) shoaled there was higher c(O2). In these days, P values are 
higher than in the rest of the same period as shown in table 6.2 and in figures 6.1b-4b. These 
events might be due to the passage of features at surface that re-stratify the column. These 
shoaling events show the importance of the averaging process over 7 day periods to have 
trustable estimates of P rates in the period. They also show the influence that variations in 
mixing layer depth have on the biological activity. 
 
Table 6.2 Gross primary production per unit volume measured in each period according 
to the depth of the mixed layer. The days in which the mixed layer shoals are also listed. 
Mixed layer depth is indicated and used for the conversion between gross primary 
production per unit volume and unit surface. 
Period Deep ML Shallow ML 
P ± s.d. 
/ mmol d-1 m-3  
zmix(O2) / m P ± s.d. 
/ mmol d-1 m-3  
zmix(O2) / m 
(days / d) 
4–13/10/2012 4.8 ± 1.8 41.8 ± 9.7 10.1 ± 3.2 
 
23.6 ± 8.0 
(8-10/10/2012) 
19–27/3/2013 8.8 ± 3.6 
 
85.8 ± 43.7 17.8 ± 7.8 
 
48.0 ± 17.7 
(24-26/3/2013)  
14–21/4/ 2013 9.0 ± 3.5 
 
96.6 ± 54.8 9.5 ± 4.0 
 
39.1 ± 18.2 
(19-22/4/2013) 
14-22/5/2013 6.2 ± 3.3 
 
73.1 ± 22.4 12.0 ± 4.1 
 
49.6 ± 18.0 
(19-21/5/2013) 
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6.4 Discussion and Conclusions 
In this chapter a new method has been proposed for the calculation of gross primary 
production (P) using the difference between the rate of diurnal c(O2) increase and nocturnal 
c(O2) decrease. The method assumes that physical processes influencing c(O2) such as Fas and E 
are constant between day and night and that the presence of a diel cycle is a proxy for periods in 
which biological activity is stronger than the other processes. The equality of physical processes 
between day and night was confirmed where a diel cycle was particularly obvious, validating 
the assumptions. In the four periods analysed here, Fas was usually low. Furthermore, zmix(O2) 
was constant or shoaling, in accordance to Robertson et al. (1992) that found a shoaling mixed 
layer to be a regime particularly favourable to the identification of diel cycles in c(O2) in situ. 
This is an indirect validation that the biological activity was probably the main factor acting on 
c(O2). It is not surprising that these four periods are found during the autumn bloom and during 
the spring, when the phytoplankton community is often particularly productive (see chapter 5). 
The influence of lateral advection in disrupting the diel cycle is likely to be the reason why this 
method not always works. 
P was higher during the spring (March, April and May), while in October values were 
lower. However, more analysis would be needed to narrow the error associated to these 
measurements and prove statistically this difference. The presence of a shallow zmix(O2) is linked 
to two kinds of responses. During October, March and May, P increases rapidly. This would 
explain the rapid increase of c(O2) and the small blooms visible throughout the spring. This 
effect could be a triggering mechanism for increased net community production in shallow 
mixing layer as explained in the model of Enriquez and Taylor (2015): when the plankton is 
retained above a certain depth, its net community production increases because its average P 
increases, generating the bloom. In April the situation seems to be different, with a virtually 
absent increase of P when zmix(O2) shoals. This difference needs further analysis in order to be 
explained fully.  
P determined with this new method was compared with previous P estimates obtained 
for the same area. P values per unit volume matched the order of magnitude of the estimates 
calculated by Serret et al. (2001) north of 48ºN. During the AMT-6 cruise in 1998 (Aiken et al., 
2000) they used an in vitro approach and found P above 10 mmol O2 m-3 d-1 and up to more than 
22 mmol O2 m-3 d-1 near the surface, in the same portion of the water column where the present 
study is focused. Robinson et al. (2009) carried out incubation experiments at the same latitudes 
but closer to the continental shelf. Their P estimates also match the order of magnitude of those 
found in the present study, ranging from 2 mmol O2 m-3 d-1 up to almost 40 mmol O2 m-3 d-1. 
Interestingly, they also found big variations in P from day to day. This is in accordance with the 
rapid change of P in response to the shoaling mixing layer that has been shown in the present 
study. This is the first time that this metabolic response is shown so clearly and quantified. If 
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this P enhancement was confirmed, it could be an important parameterization to explain the 
processes through which small blooms happen in regimes of low turbulence.  
The new method used in this chapter relies on assumptions that cannot be considered 
valid for most of the year. During the winter, the diel cycle is not visible and, for example, c(O2) 
increases during the night. The assumption that biological processes have to be more important 
than physical factors is therefore crucial.  
The method is not able to work for the whole year and therefore cannot provide estimate 
of the annual P:R ratio. Nevertheless, future work should assess whether the method can yield 
reliable calculation of R rates in the area and, then, if it could contribute to estimate this ratio for 
productive periods, which could be helpful in limiting which value discerns heterotrophic and 
autotrophic systems, since the estimates of this threshold currently span over one order of 
magnitude (Serret et al., 2001). A further analysis of the influence that Fas and E have on the 
diel cycle could also be useful to apply the method to the rest of the year, highlighting diel 
variations that are now hidden by stronger physical forcing.  
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Chapter 7  
Conclusions 
 
Rudnick (2016) affirmed that ‘the enthusiasm for gliders led to some early missions that 
focused on possibilities rather than fundamental research, so more critical members of the 
community were understandably skeptical’. Along with evidence of the possibility to perform 
long-lasting and multi-platform studies using gliders, the present study shows how glider 
applications have matured and can now provide genuine new insights to understand 
fundamental biological processes occurring in the water column. A discussion of the results and 
some suggestions for future work in the light of these findings are presented in this chapter. 
 
7.1 Findings and estimates 
7.1.1 Biofouling 
The calibration process revealed that different oxygen concentrations at the top of the 
water column between consecutive ascents and descents can be an easy diagnostic to identify 
from remote the growth of biofilm on the sensor. There is a systematic increase of the oxygen 
concentration during the ascents when biofilm develops and this is visible even in profiles prior 
to calibration or drift correction. This is important for gliders since biofouling can affect 
navigation performance because of drag, as well as affecting the data quality.  
 
7.1.2 Dataset 
The calibration process enabled the successful merging of three individual missions into 
a unique and coherent time series using ship-CTD casts for the inter-calibration between 
consecutive glider missions. This approach is new and different from previous missions of 
glider fleets that focused on the inter-calibration of gliders working at the same time rather than 
in series. The approach used in this study would permit an expansion of the time-span of glider 
surveys, creating long-term datasets from consecutive missions.  
The final dataset consisted of 4035 profiles describing the distribution of oxygen 
concentration from near the surface to 1000 m of depth over one year. This was the longest 
continuous dataset for biogeochemical purposes obtained by the means of Seagliders so far. 
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Analysing the spectra of frequencies of variation in temperature, salinity and oxygen 
concentration, three layers were identified in the water column. The layer from the surface to 
150 m was directly influenced by exchange of oxygen with the atmosphere and by plankton 
metabolic activity. There was strong seasonality in this layer, following the annual cycle of 
temperature (and its relation with oxygen solubility) and plankton activity, which led to 
supersaturation in spring and summer. The second layer, from 150 m to 700 m, did not show the 
anti-correlation between oxygen and temperature that is expected in solubility-driven systems. 
Respiration rates and the age of the water were therefore the most important processes in 
determining oxygen concentrations. At the bottom of the water column lay the oxygen 
minimum layer. It showed the least variability in oxygen concentration, apart from intrusions of 
filaments of Mediterranean Outflow Water, which lowered oxygen concentration even more.  
The area was in general influenced by very high spatial and temporal variability. The 
spatial variability was due to the passage of mesoscale features, which influenced the two layers 
at the top of the column, triggering the injection below the ocean surface boundary layer of 
parcels of surface water. The biological processes had also high temporal variability. Before the 
start of the main bloom in April and when the nutrient became arguably limiting, there were 
increases in N lasting just a few days and rapid oscillations between net autotrophy and net 
heterotrophy. This variability confirms the conclusions of Damerell et al. (2016), who saw high 
intraseasonal variability also in salinity and temperature.  
 
7.1.3 Mixed and mixing layer depth  
The top layer of the water column included the ocean surface boundary layer (OSBL). 
This layer, classically described as the mixed layer, has been used in previous studies to define 
the vertical extent of the biological activity in the water column considering that turbulent 
mixing homogenises the plankton within it. Enhanced biological activity, along with the air-sea 
gas exchange flux, altered the oxygen concentration in this layer creating a significant 
difference with respect to the water just below. Therefore, the possibility to use oxygen 
concentrations as a proxy to define the vertical extent of the OSBL was investigated. This 
approach had already been proven to work in the Southern Ocean (Castro-Morales and Kaiser, 
2012) and the calculations done in the present work aimed to show the validity of this 
methodology in another area of the Earth with a different regime and during a whole year cycle. 
The results showed that the depth at which oxygen concentration deviates 0.5 % from its value 
at the surface (here taken as the concentration at 5 m) was a meaningful criterion to define the 
OSBL. In particular, this method was able to mark the depth reached by the homogeneous layer 
visible in the profiles for a multitude of parameters, which was taken as a proxy for active 
vertical turbulent mixing. The OSBL defined by oxygen was sometimes very different from the 
mixed layer depth as calculated for the same dataset by Damerell et al. (2016), that was based 
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on density and temperature with a difference criterion using the widely used thresholds of de 
Boyer Montégut et al. (2004). When the two estimates were different, the ones based on oxygen 
proved to be more sensitive because they were able to pick the signal of small pycnoclines near 
the surface that were instead missed using density or temperature. These pycnoclines were the 
shallowest deviation from the homogeneity and therefore the results obtained with this oxygen-
based method were considered a proxy for the mixing layer depth.  
Since oxygen concentrations are responding to physical and biological processes, this 
mixing layer was related to the magnitude of biological activity at different depths in the water. 
This means that in case of very low turbulence, the mixing layer depth defined by oxygen was 
able to describe the actual vertical extent of the productive layer, an important parameter for the 
analysis of biogeochemical data. This allows the detection of variations in turbulence that 
actually have an impact on biological activity. Oxygen concentration should therefore be used 
in future biogeochemical studies in order to define the mixing layer depth and the extent of the 
biological activity, at least when ship-, Argo- or glider-based profiles with similar vertical 
resolution are used. Oxygen concentration was also shown to be a better proxy than chlorophyll 
a concentration, especially in important periods such as during the presence of the deep 
chlorophyll maximum.  
 
7.1.4 Net community production 
The estimation of biological production had two main foci: the calculation of its 
magnitude and the definition of its pattern over time. The magnitude of net community 
production was used to determine whether the area is autotrophic or heterotrophic and to 
quantify the impact of the plankton on the carbon cycle in this area. The pattern, through 
comparison with other parameters, gave hints about the mechanisms that increase production in 
the ocean, leading to blooms.  
The analysis was carried out in the productive layer of the water column, described by 
the euphotic depth, where light sustains photosynthesis. Analysing the changes in oxygen 
inventory above the mean euphotic depth, the biological signal was split from the physical 
signal with an oxygen mass balance approach. This study gave evidence of net autotrophy over 
a one-year cycle. The annual production was higher than the majority of the estimates found in 
previous studies. This was probably due to the fact that the other studies used deeper limits for 
the calculation of the oxygen inventory, which would include the respiration happening below 
the euphotic depth and so bias their estimates low. The productive season started in February 
and was therefore longer than what considered in previous studies.  
During the first part of the campaign, from September to February, (0.8 + 0.2) mol m-2 
in O2 equivalents were consumed, while from February to August (i.e., the productive period, 
spring plus summer) (7.2 ± 2.2) mol m-2 were produced, resulting on a total production of (6.4 ± 
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1.9) mol m-2. The estimate of the production in the spring-summer is also an underestimation 
because the last month of the year-cycle was disregarded due to biofouling, but had signs of a 
deep chlorophyll maximum. There was one order of magnitude of difference between the 
estimates in the two halves of the year, showing that protracted periods of heterotrophy have a 
very limited impact on the production in this part of the ocean. This is partly due to the 
numerous peaks of autotrophy outside the main bloom, in particular during the autumn. The 
estimate for the spring-summer period agreed well with that obtained by Frigstad et al. (2015) 
who analysed the downward movement of dissolved inorganic carbon from sediment traps at 
PAP from February to July between 2003 and 2012. The area was shown to be very productive, 
with autotrophy peaks happening during the whole year.  
An important estimate was the net community production during the presence of the 
deep chlorophyll maximum, whose calculation represents a challenge for other methods (ocean 
colour from satellites or in vitro incubations). During the presence of the deep chlorophyll 
maximum, the system produced 1.5 mol m-2, above 20 % of the total annual production. The 
limit of 60 m used here was deep enough to include the chlorophyll and oxygen maxima and, 
therefore, the calculation were considered an adequate estimate of the production of the whole 
community in this period. This period was proven to be very important in the area and 
miscalculations of the production in this period can affect the computations of the total annual 
production rates.  
The pattern of net community production over time was compared with other 
parameters (such as wind speed, mixing layer, net surface heat flux, mean light in the mixing 
layer) in order to provide possible triggers for the increases and decreases of production. Apart 
mixing layer, the other parameters were obtained from re-analysis (ERA-Interim and MODIS) 
and were useful tools to test the hypothesis linked with the different mechanisms that have been 
suggested to explain the start of plankton blooms. A bloom was defined as the switch from 
negative to positive net community production. In, Sverdrup’s Critical Depth Hypothesis would 
be confirmed if blooms occurred when the mean light in the mixing layer increased. The 
Recoupling-Dilution Hypothesis suggested by Behrenfeld et al. (2010) would be confirmed if 
there was production while mixing layer was deepening and production decreased when the 
deepening phase stopped. The model proposed by Taylor and Ferrari (2011) would be 
confirmed if the bloom was triggered by the switch between negative and positive net surface 
heat flux, while the model from Enriquez and Taylor (2015) would be confirmed if blooms 
occurred when mixing layer shoaled because of the positive net surface heat flux. All these 
mechanisms consider water column not nutrient-depleted. 
In the time series, two regimes were identified, linked to the argued nutrient limitation 
in some parts of the year. Periods of nutrient limitation were identified looking at the patterns of 
light and plankton production. When the water column was well lit but the planktonic 
community showed heterotrophy (negative net community production), the system was 
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assumed to be nutrient limited. In these periods, production was enhanced when water from 
below was mixed into the surface layer. This happened either by pulses due to storms, identified 
by peaks in wind speed, or by gradual deepening of the mixing layer. In the summer, when 
stratification was strong and vertical mixing did not occur, deep chlorophyll and oxygen 
maxima developed.  
In periods when nutrients were assumed not to be limited, turbulence and light played a 
fundamental role in production. Small blooms happened before the shift from a period with 
fluctuating net surface heat flux to a period of constantly positive net surface heat flux. These 
peaks in production occurred when wind decreased or when convective turbulence was 
decreased due to a positive net surface heat flux (water warming). In these cases mixing layer 
shoaled, showing a mechanism similar to the one suggested by Enriquez and Taylot (2015). 
This sometimes happened without any significant increase in the mean light or in chlorophyll a 
concentration. After the switch, when the net surface heat flux is constantly positive, the main 
blooms (identified by accumulation of chlorophyll at the surface) appeared. However, Taylor 
and Ferrari (2011) suggested that this switch should have been linked directly to the bloom. The 
present study has shown instead the presence of a delay between the switch and the 
accumulation of chlorophyll a and a further increase of production. The bloom starts only when 
mixing layer shoaled, as suggested by Enriquez and Taylor (2015). Furthermore, later in the 
season, another bloom occurred without any significant change in the sign of the net surface 
heat flux. In this case, light in the mixing layer increased due to the shoaling of the mixing 
layer, but the shoaling does not appear to be driven by the heat flux. This dynamic confirms the 
Sverdrup’s hypothesis.  
It is also interesting to notice that during the End-February-Event (section 4.3.6) there is 
a small bloom during which there is no variation in the depth of mixed layer based on density, 
but there is accumulation of oxygen and chlorophyll at the top of the water column. This 
happens in a period of positive heat flux and slow wind, which can be related to low turbulence. 
This event seems therefore explainable with Huismann’s Critical Turbulence Hypothesis: the 
production was faster than the mixing, leading to the accumulation of production in the well lit 
part of the water column. 
The mechanism proposed in this study to explain the start of blooms when nutrients are 
not limited is therefore a mix between the model proposed by Enriquez and Taylor (2015), the 
Sverdrup’s Critical Depth Hypothesis and Huismann’s Critical Turbulence Hypothesis. The 
decrease of turbulence due to the positive net surface heat flux plays a role in triggering blooms 
shoaling the mixing layer depth. This also leads to chlorophyll accumulation (figure 7.1). When 
the heat flux stays positive, though, other factors such as wind stress can deepen the mixing 
layer. Blooms in this case happen when the mixing layer shoals again even without any 
significant switch in the sign of the heat flux. These blooms are mostly driven by the increase in 
the mean light intensity in the mixing layer with a dynamic that resembles Sverdrup’s Critical 
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Depth Hypothesis. The present study shows also that the relative depth of the mixing layer with 
respect to the euphotic depth has an important impact on biology, working with the same 
mechanism of a “critical depth” as defined by Sverdrup (1953). As suggested Taylor and Ferrari 
(2011), the date in which the net surface heat flux changes sign can still be used to analyse the 
start of the productive period in multiannual analysis because all the main blooms happen after 
it. 
 
 
 
Figure 7.1 Model of the mechanism proposed to explain the start of the spring bloom. The 
mixing layer (dark blue layer) shoals above the euphotic depth (yellow line) (from t1 to t2). 
This occurs when the turbulent mixing (circular arrows) decreases because the wind speed 
decreases (dark green arrow) and the net surface heat flux (red arrow) switches from 
cooling to warming of surface water. As a consequence, the net community production 
increases and this leads to the accumulation of biomass and, then, chlorophyll (t3). 
 
7.1.5 Gross primary production 
The autotrophic biological production of the phytoplankton was measured in terms of 
gross primary production. A new method for its calculation was developed based on the daily 
increase and night-time decrease in oxygen concentration in the top 20 m of the water column. 
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This method was based on the methodology used by in vitro measurements and relies on the 
assumption that physical processes happened with the same magnitude during day and night.  
The presence of a protracted clear diel cycle in oxygen concentration was used as a proxy to 
identify periods in which changes in oxygen concentrations were dominated primarily by 
biological activity.  
Only four periods over the year showed a diel cycle for at least 7 days in row. During 
the rest of the year other factors such as air-sea oxygen flux, entrainment, advection and 
geographical patchiness disrupted the diel cycle and the data were therefore not suitable for this 
calculation. The gross primary production estimates that were obtained fit within the range of 
previous estimates per unit volume in the North Atlantic (Alkire at al., 2000; Robinson et al., 
2009). Values seem to be higher in the March, April and May than in October, even though the 
uncertainty is high (up to 50 % of the values).  
A prominent biological signal in the oxygen variations was visible in a regime of low 
turbulence, which led to the shoaling of the mixing layer in all the periods analysed. This was 
linked to an increase of gross primary production. Although the method is based on many 
assumptions and more analyses are needed to confirm its validity, the results linked the increase 
of net community production when the mixing layer shoals not only to a reduction of the 
respiration rate (as assumed by Sverdrup, 1953), but also to an increase of the primary 
production that could be a causing factor of blooms.  
 
7.2 Considerations and suggestions 
A considerable portion of this work has been spent on calibrating the dissolved oxygen 
data from the gliders. The biofouling was a major problem, invalidating data in a probably 
productive period of the year (August-September). However, the biofouling might have 
invalidated an even greater portion of the dataset because it affected the optode during the 
calibration at the end of the third mission, which should have been used to correct for the drift 
in the data. However, the presence of CTD casts from cruise JC087 (June 2013) permitted a 
reliable correction and, thus, the calibration of the glider-data until the start of the biofouling. 
Five months out of six (from April 2013 to the beginning of August 2013) could then be used. If 
JC087 data had not been available, the whole third mission would have been disregarded. This 
shows that in case of long missions, in particular during productive periods such as spring and 
summer, two calibrations (one at the beginning and one at the end of the mission) might not be 
sufficient to ensure valid data for the analysis, especially when linear corrections of the drift are 
applied. It is therefore suggested for future glider campaigns to plan more cruises for the 
collection of Winkler and CTD data during this kind of mission.  
The presence of the drift in the data is not optimal and the sensor stability should be 
improved to reduce this problem. There were also residual differences between ascents and 
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descents that even after the temporal shift of the data applied to correct for the response-time of 
the optode. A reduction of the response time would decrease this variability between profiles 
according to the vertical direction of the glider. 
The automatic flagging of the spikes in oxygen concentration was attempted here, but 
gave a high number of false positives and, eventually, a time consuming visual check was 
needed. This is obviously not ideal, especially when dealing with datasets as big as the one used 
in this study. It is thus particularly important for future studies to make a bigger effort to 
improve the flagging algorithm.  
The calculation of net community production proved to be sensitive to the entrainment, 
which is in turn sensitive to the mixing layer depth. The geographical heterogeneity and the 
influence of biological activity on the mixing layer defined by oxygen concentration might lead 
to biases due to the asymmetrical contribution of deepening and shoaling events to entrainment 
and production calculation. In this study, time averaging (smoothing) of the mixing layer was 
used to attenuate this problem, but this should be explored more carefully. The importance of 
the entrainment suggests caution in the use of climatologies to describe the OSBL in net 
community production calculations. 
 
7.3 Future work 
7.3.1 Development of this dataset 
The first development of this work should be the comparison with the second glider of 
each pair that was deployed during each mission of OSMOSIS. These second gliders should be 
calibrated and used to explore temporal and spatial variability in more detail. Having two 
gliders in the water at any time was useful because it allowed choosing the glider mission with 
better quality data. In previous works the use of two gliders working simultaneously was useful 
to quantify processes such as advection and geographical patchiness (e.g., Alkire et al., 2012; 
Alkire et al., 2014). Delays in processing the fundamental data (CTD casts, calibrated and 
despiked salinity) forced the study to focus only on one glider at time in order to have a 
complete annual cycle. The natural progression of this work is therefore to use both parallel 
datasets for both comparison and integration, testing the results, increasing the accuracy and 
lowering the uncertainties of the different calculations. However, during the biofouling period, 
the optode working on the second glider had a fault and did not record any data. The use of the 
second dataset is therefore not going to be useful to complete the annual cycle.  
Further analysis of net community production should include a depth-resolved analysis 
of the process. This would be useful to better understand phenomena such as the deep 
chlorophyll maximum, which has been linked to nutrient limitation in the top part of the water 
column. The analysis of net community production below the productive layer would also be 
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useful to estimate the respiration process and, then, have an idea of the net metabolic activity at 
depth. The analysis of gross primary production should be also continued in order to find more 
periods over the year to apply the new method. This could imply the creation of a 1D model that 
simulates the changes in oxygen due to physical processes. The differences between the values 
obtained with this model and the in situ observations would help describe the diel signal due to 
biological processes. 
Future observations should be aimed at comparing direct measurements of the vertical 
attenuation of the turbulent mixing with estimates of the surface mixing layer depth as defined 
by oxygen concentration to validate the method. A comparison between mixed layer depth as 
defined by density and mixing layer depth as defined by oxygen should be conducted on a 
global scale in order to quantify the difference between these two parameters at different times 
and locations. The commercialization of microstructure-gliders makes this comparison very 
likely to be carried out in the next years. 
 
7.3.2 Development of glider-based surveys 
The use of gliders and fleet of autonomous vehicles for observational studies is 
becoming very common in oceanography and the nature of data collected is very diverse 
(physical parameters, biogeochemical parameters, turbulence measurements). The huge amount 
of data that are collected with gliders is of great importance for the scientific community 
considering the peculiar characteristics of these datasets when compared with the ones collected 
by the mean of other platforms. Glider outperforms cruises in the costs-per-data and allows a 
much higher temporal and geographical resolution. They can also observe the vertical structure 
of the water column, which is an advantage with respect to remote sensing satellites data. When 
compared to mooring stations, gliders have a greater vertical resolution and can move, allowing 
both Lagrangian and Eulerian studies. Argo and BioArgo technology have comparable 
resolution to gliders, but cannot be directed to specific target and cannot be recovered to 
establish the status of the sensors (e.g. biofouling). However, glider have to be used as part of 
multi-platfroms studies since, at the moment, ship-CTD are required for an accurate calibration. 
Furthermore, during the data-analysis step, data with a larger geographical scale (satellite data) 
and longer temporal span (moorings) are required to contextualise the values on a broader scale. 
The use of different platforms will be more and more important in the future because the spatial 
resolution of the models is rapidly increasing, letting scientists reproduce in silico many features 
that could not be modelled until a recent past. It will be therefore important to have data of 
different quality and resolution to test and validate the models and their feature at every 
geographical and temporal scale.  
The glider data today are still not perfect and some ameliorations are needed in order for 
these data to be complete and fill some of the gaps in the observations that are required by the 
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scientific community to answer some unresolved questions. OSMOSIS project, for example, 
was meant at the analysis of the very top meters of the water column, but the quality control 
carried out in the present study showed that gliders and their sensors need to be improved to 
collect reliable data in the very first top meters under the ocean surface. Solving this problem 
would improve the already high performances that gliders have in the analysis of the ocean 
surface boundary layer. This would be really useful to physicists to restrain the mixing 
dynamics at the top of the water column, but also to biogeochemists and ecologists to 
understand to describe, model and predict the highly variable productivity of phytoplankton in 
the euphotic layer. 
The miniaturization of the sensors is a trend in this moment with several companies and 
universities developing new probes for the measurements of new parameters through gliders 
(pH, nutrients, alkalinity). In particular, the present study highlights the need to develop high-
resolution nutrient sensors to fit on gliders. In facts, the systematic measurement of nutrient 
concentrations during long-term observations such as the ones carried during the OSMOSIS 
project would help the interpretation of the triggering and limiting factors of blooms and small 
production increases.  
 
7.4 Summary 
The study was successful in its aim to quantify net community production at the PAP 
site over a one year cycle, apart from the last month (August-September 2013), which was 
disregarded because of biofouling. The study also succeeded in providing a suite of high-
resolution data (mixing layer, net surface heat flux, wind speed) for a detailed analysis of net 
community production variation over time. The comparison of these data led to the 
confirmation of the model proposed by Enriquez and Taylor (2015) to explain the initiation of 
the spring bloom. This result was possible thanks to the use of oxygen concentration to define a 
mixing layer depth to be used instead of the mixed layer depth. The increase of net community 
production when the mixing layer shoals was linked to an increase in gross primary production. 
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Abbreviations 
AAIW Antarctic Intermediate Water 
EFE End-February Event 
IW Intermediate water 
MOW Mediterranean Outflow Water 
ML Mixed layer 
OSBL Ocean surface boundary layer 
OSI Oxygen sub-surface increase 
PAP Porcupine Abyssal Plain 
SAIW Subarctic Intermediate Water 
WOCE World Ocean Circulation Experiment 
XL Mixing layer 																																	
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Mathematical annotations 
AOU !mol kg-1 Apparent oxygen utilization 
c(Chl a) mg m-3 Chlorophyll a concentration 
c(O2) !mol kg-1 
or !mol l-1  
(i.e., mmol m-3) 
Oxygen concentration 
cref !mol l-1  
(i.e., mmol m-3) 
Oxygen reference (concentration at 5 m) 
csat(O2) !mol kg-1 Oxygen saturation concentration 
E mmol m-2 d-1 Entrainment 
Fas mmol m-2 d-1 Air-sea oxygen flux 
H W m-2 Net surface heat flux 
I(O2) mmol m-2 Oxygen inventory 
k600  Gas transfer velocity for Sc=600 
k(O2)  Gas transfer velocity for oxygen 
N mmol m-2 d-1 Net community production (oxygen equivalents) 
NC mmol m-2 d-1 Net community production (carbon equivalents) 
P mmol m-3 d-1 Gross primary production 
p dbar Pressure 
p(vap) dbar Water vapour pressure 
R mmol m-2 d-1 Respiration 
RA mmol m-2 d-1 Autotrophic respiration 
RH mmol m-2 d-1 Heterotrophic respiration 
s(air)  Air saturation 
s(O2)  Oxygen saturation 
SA g kg-1 Absolute salinity 
Sc  Schmidt number 
t d Time 
U10 m s-1 Wind speed at 10 m over the sea surface 
z m Depth 
zeup m Euphotic depth 
zlim m Limit depth for the calculation of the oxygen inventory 
zmix m Ocean surface boundary layer depth (mixing layer) 
zmix(O2) m zmix defined by oxygen concentration 
zmix(σ) m zmix defined by density/temperature 
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zmix(chl) m zmix defined by chlorophyll a concentration 
   
Δ  Equilibrium fractional supersaturation 
Θ ºC Potential temperature 
μ s Mean  
ρ kg m-3 Potential density 
σ kg m-3 Potential density - 1000 
τ s Optode response time (lag) 
ϕcal  Optode TCPhase 
ϕTC  Optode CalPhase 	
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Appendix I                                         
Alternative net community production 
calculation 
An alternative method for the calculation of net community production was attempted in 
parallel to the one presented in chapter 5. The alternative method was based on the use of daily-
averaged profile instead of individual profiles (figure I.1). All profiles measured in each day 
were binned in depth using 2 m wide non-overlapping bins. The daily mean oxygen 
concentration, c(O2), for each bin was calculated and used in the daily averaged profile. This 
profile was nominally associated at noon of the day, spacing evenly the profiles over time.  
 
	
Figure I.1 Daily averaged oxygen concentration profiles (coloured) over individual 
profiles used for the calculation of net community production in chapter 5 (grey) 	
 
	 II	
The mixing layer depth, zmix, for each daily averaged profile was calculated using the threshold 
of 0.5% of difference with respect to cref(O2, 5 m) as discussed in chapter 4 (red line in figure 
I.2d). Oxygen inventory, I(O2), was computed above zlim = 60 m (see chapter 5). This was also 
the value of the rate of variation, ΔI(O2)/Δt, since the temporal distance between consecutive 
profiles was 1 day (red line in figure I.2a). Air-sea oxygen flux, Fas, value per each day was 
measured following equation 5.9 (red line in figure I.2b). Entrainment, E, was measured 
between following daily averaged profiles using following what described in section 5.2.4 (red 
line in figure I.2c). In figure I.2, ΔI(O2)/Δt, Fas, E and zmix are averaged over 7-day bins to be 
compared with values from chapter 5 (blue line in each subplot). 
The differences between the two methods could be considered related almost 
exclusively to E. This process was found to influence significantly N calculations in chapter 5. 
The differences are due to the fact that each deepening event of zmix is taken in account in the 
calculation of E, while zmix shoaling events are not considered. This means that the calculation is 
not counterbalanced. The not-symmetrical effect of zmix variations produces E estimates with 
lower absolute values when the zmix varies less, as occurs using the daily averaged profiles. The 
result is that the total cumulative E used in the calculations of chapter 5 was -7.7 mol m-2, while 
the total cumulative E using daily averaged profiles was -2.9 mol m-2.  There was a significant 
reduction in the absolute value of this process of 62 %.  
N was measured for each couple of consecutive daily averaged profiles using equation 
5.14. N values were then averaged using running means over 7-day bins (red line in figure I.3). 
The influence of the differences in E between the two methods was clear in figure I.3: the time 
series agreed in their pattern apart when E was included in the calculation of N. From 
September 2012 to the beginning of December 2012 and between the beginning of May 2013 
until the end of the mission (11th August 2013), zmix was above zlim, E was not used in the 
calculation and the estimates from the two methods agreed.  
The result is a significant difference between the two N time series. Using daily 
averaged profiles, the mean N is (4.8 ± 40) mmol m-2 d-1 instead of (19 ± 43.2) mmol m-2 d-1 
calculated in chapter 5 for individual profiles (uncertainty based on ± standard deviation in the 
time series). The total cumulative N is lowered form (6.4 ± 1.9) mol m-2 (chapter 5) to (1.6 ± 
0.5) mol m-2 (uncertainty derived based on ± 30 % as calculated in section 5.3.6). 
 
 
	 III	
	
Figure I.2 Comparison between (a) rate of variation in oxygen inventory, (b) air-sea flux, 
(c) entrainment and (d) mixing layer depth between the values used for calculations in 
chapter 5 and based on individual profiles (blue line) and values obtained using dialy 
averaged profiles (red line). All values are mean over 7-day overlapping bins. 
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Figure I.3 Net community production time series obtained considering individual 
profiles (blue) or daily averaged profiles (red). Values are averaged over 7-day 
overlapping bins. 
 
The method on daily averaged profiles gives stronger heterotrophy in winter and lower 
autotrophy in spring. However, the peaks during the spring, such as the one linked to the End-
February Event, are preserved and correspond to the passage of the net surface heat flux to 
positive values. This confirms what said in chapter 5 about the validity of the model proposed 
by Enriquez and Taylor (2015). 
 
Considering a zlim value lower than the deepest zmix would eliminate the differences between the 
two methods because entrainment would be considered null. However, this would include in the 
calculation substantial portions of the water column below the euphotic depth. The estimates 
would then reflect something else with respect to N in the productive layer, which was the goal 
of this study.  
The decision about the method to use can be therefore reduced to the decision whether 
to consider the variations in zmix between consecutive individual profiles as a real signal. In 
chapter 4 it has been proved that zmix defined by oxygen corresponded also to density features, 
evidence that the variations of zmix were considered actual variations in the depth of the ocean 
surface boundary layer. This explains the decision of considering the method based on the 
individual profiles more accurate. 
The use of this alternative method showed the importance that E has on the calculation 
of N. zmix calculated based on the daily averaged profiles can be considered more similar to the 
‘climatologies’ that are often used for studies that estimate production. The present study 
therefore suggests caution in the use of derived zmix values, showing potential significant bias in 
the calculations of N because of erroneous E. 			
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Appendix II                                        
Damerell et al. (2016)                        
[manuscript] 
In the next pages is presented the manuscript of the paper “The Vertical Structure of Upper 
Ocean Variability at the Porcupine Abyssal Plain during 2012-2013” which has been referred in 
the text as ‘Damerell et al. (2016)’. This paper includes a detailed hydrographic description of 
the time series of physical parameters measured by the gliders during the OSMOSIS project. 
The paper has been submitted to JGR-Oceans for publication. The paper also used the oxygen 
concentrations that have been analysed in this thesis. 	
Confidential manuscript submitted to JGR-Oceans
The Vertical Structure of Upper Ocean Variability at the
Porcupine Abyssal Plain during 2012-2013
Gillian M. Damerell1, Karen J. Heywood1, Andrew F. Thompson2, Umberto Binetti1, Jan
Kaiser1
1Centre for Ocean and Atmospheric Sciences, School of Environmental Sciences, University of East Anglia, Norwich, UK.
2California Institute of Technology, Pasadena, USA.
Key Points:
• Intraseasonal variability in upper ocean temperature and salinity, not previously re-
ported.
• Mode-1 baroclinic internal tide detected.
• Deep variability dominated by intermittent patches of Mediterranean Water, which
show evidence of filamentation.
Corresponding author: Gillian M. Damerell, g.damerell@uea.ac.uk
–1–
Confidential manuscript submitted to JGR-Oceans
Abstract
This study presents the characterization of variability in temperature, salinity and oxygen con-
centration, including the vertical structure of the variability, in the upper 1000m of the ocean
over a full year in the northeast Atlantic. Continuously profiling ocean gliders with verti-
cal resolution between 0.5-1m provide more information on temporal variability throughout
the water column than time series from moorings with sensors at a limited number of fixed
depths. The heat, salt and dissolved oxygen content are quantified at each depth. While the
near surface heat content is consistent with the net surface heat flux, heat content of the deeper
layers is driven by gyre-scale water mass changes. Below ⇠150m, heat and salt content dis-
play intraseasonal variability which has not been resolved by previous studies. A mode-1
baroclinic internal tide is detected as a peak in the power spectra of water mass properties.
The depth of minimum variability is at ⇠415m for both temperature and salinity, but this is a
depth of high variability for oxygen concentration. The deep variability is dominated by the
intermittent appearance of Mediterranean Water, which shows evidence of filamentation. Sus-
ceptibility to salt fingering occurs throughout much of the water column for much of the year.
Between about 700-900m, the water column is susceptible to diffusive layering, particularly
when Mediterranean Water is present. This unique ability to resolve both high vertical and
temporal resolution highlights the importance of intraseasonal variability in upper ocean heat
and salt content, variations that may be aliased by traditional observing techniques.
1 Introduction
The ocean and the atmosphere exchange heat, salt, momentum and tracers through an
ocean surface boundary layer, in which biological activity is also focused. However, long
time series of upper ocean observations are challenging to obtain. Most previous studies of
upper ocean variability have relied on ship CTD profiles (Conductivity, Temperature, Depth)
with limited temporal coverage and resolution and an inevitable summer bias (examples in
the northeast Atlantic include Bray [1982]; Harvey [1982]; Rios et al. [1992]; Prieto et al.
[2013]) or on moorings with instruments at a limited number of depths [Chidichimo et al.,
2010; Machin et al., 2010; Hartman et al., 2012]. Even studies which combine ships, moor-
ings, Argo floats and satellite observations [Hartman et al., 2010; Ullgren and White, 2010,
2012], do not obtain coverage of a full year with sufficient temporal and vertical resolution to
capture many ocean processes.
Here we document an ocean glider-based study of the temporal variability of the up-
per ocean. The Ocean Surface Mixing, Ocean Submesoscale Interaction Study (OSMOSIS)
incorporated a year-long observational program centered 41 km to the southeast of the Porcu-
pine Abyssal Plain sustained observatory (PAP-SO), with observations collected within a 15
km radius of 48.7  N, 16.2  W (Fig. 1). The PAP-SO [Lampitt et al., 2010] is situated in the
Northeast Atlantic (49.0  N 16.5  W) at a water depth of 4800 m. This location is consid-
ered remote from the topographic complexities of the continental slope and the Mid-Atlantic
Ridge [Hartman et al., 2012], and thus remote from places where strong internal tides might
be generated. It is located in the inter-gyre region between the North Atlantic subpolar and
subtropical gyres where the mean flow is relatively weak and eddy kinetic energy is moder-
ate. The variability in physical properties is likely to be representative of large areas of the
mid-latitude gyres.
As part of the OSMOSIS field campaign, pairs of Seagliders were deployed for peri-
ods varying between two and five months, between them covering an entire year from 4th
September 2012 to 7th September 2013. Here we use the glider data set to show the sea-
sonal evolution of the uppermost 1000 m of the water column and determine the characteristic
timescales of variability in temperature, salinity and dissolved oxygen concentration. We dis-
cuss the likely causes of that variability and how it compares with surface forcing such as the
heat and freshwater fluxes, and wind stress. This allows us to resolve fluctuations in processes
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Figure 1. a) Bathymetry of the north-east Atlantic basin. The white asterisk marks the location of the OS-
MOSIS field campaign. MAR=mid-Atlantic Ridge. IE=Ireland. b) Number of profiles in each 1 ⇥ 1 km grid
cell collected during the OSMOSIS campaign and used in this paper (i.e., from only one Seaglider at a time,
not both), centred around 48.7 N, 16.2 W.
whose signature in vertical variability happens on relatively small scales, such as the internal
tides, and compact mesoscale features.
2 Data and Methods
The Seaglider is a small, autonomous, buoyancy-driven vehicle which profiles to a maxi-
mum depth of 1000 m in a sawtooth pattern [Eriksen et al., 2001]. All the Seagliders deployed
during the OSMOSIS field campaign carried a Seabird SBE3 temperature sensor and SBE4
conductivity sensor (known collectively as the CT sail), and an Aanderaa 4330F oxygen op-
tode. Following calibration (see below), temperature, salinity and oxygen concentrations are
accurate to 0.01 C, 0.01 g kg 1 and 2 µmol kg 1, respectively. Sensor precision is 0.001 C
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and 0.0003 S m 1 for temperature and conductivity respectively, combining to a salinity pre-
cision of approximately 0.001 g kg 1. Sampling occurred approximately every 5 seconds (0.5
m vertical resolution at typical vertical speeds of 0.1 m s 1) in the upper part of the water
column, and every 10 seconds (1 m vertical resolution) below that. The depth at which the
vertical resolution changed varied between 200 and 400 m, depending on battery constraints.
The Seaglider hydrodynamic flight model is tuned following Frajka-Williams et al. [2011].
Dive-average currents are calculated from the difference between the glider’s flight path found
from GPS positions at the beginning and end of each dive, and the glider’s flight path as calcu-
lated from the Seaglider hydrodynamic model. The thermal lag of the CT sensor is corrected
following the methods of Garau et al. [2011]. Occasional poor quality data (e.g., from bio-
fouling of the conductivity sensor, from poor flushing of the conductivity cell when the glider
is moving slowly) are flagged and discarded; this accounts for 2.6% of the total data collected.
CTD casts were collected from the ships RRS Discovery (September 2012), RV Celtic Ex-
plorer (January 2013), and RRS James Cook (April, June and September 2013). Salinity and
dissolved oxygen concentrations from the Seagliders were calibrated against the ship CTD
salinities and dissolved oxygen concentrations from each cruise, which in turn were calibrated
against discrete water samples analysed with an Autosal salinometer and an automated Win-
kler titration system.
Figure 1b) shows the observational density of the glider profiles used in this paper.
These are taken from one glider during each deployment period, selecting the glider which
remained most closely within the OSMOSIS observational domain, and which had the least
sensor issues (e.g., minimal biofouling of the conductivity cell). By concatenating three glider
deployments we obtain a time series for the entire year totaling 4096 profiles (Fig. 2). (The
OSMOSIS observational programme collected 8138 glider profiles in total, but the data from
the second glider during each deployment is not used in the time series analysis conducted
here.) 95% of the 4096 profiles used in this paper lie within 15 km of 48.7  N, 16.2  W. 15
km is comparable to the spacing between CTD locations of a typical ship-based hydrographic
survey, and for the purposes of this paper, we treat the data as if they had all been obtained
at the same location. There is an implicit linkage between spatial and temporal variability in
glider observations, and here we choose to treat it as purely temporal variability. Submesoscale
motions and small-scale spatial variability observed in this dataset are discussed by Thompson
et al. [2016]. Glider profiles collected outside the study region (i.e., more than 15 km from
48.7  N, 16.2  W) are not included, and after removal of these and the occasional poor quality
data (as above), 3785 profiles remain.
To attribute variability to physical processes including mesoscale variability, wave mo-
tion and tides, we use the multi-taper method [Thomson, 1982; Percival and Walden, 1993], to
generate frequency spectra of temperature, salinity, dissolved oxygen concentration and dive-
average currents. The average dive duration was ⇠4 hours, and we treat the dive and climb
sections of each glider dive as separate vertical profiles. Although samples along a constant
depth surface are obtained at roughly two hourly intervals mid-way down the profiles, at the
surface and at dive-apogee two profiles are obtained within a few minutes of each other fol-
lowed by a near 4-hour delay until the next two profiles are obtained (Fig. 3). We therefore
average the data into 4-hour bins, giving a Nyquist frequency of 1 cycle per 8 hours, or 3 cycles
day 1, for the entire dataset. The glider takes typically 6 days to occupy the survey pattern,
occupying each corner of the domain in turn in a bow-tie pattern, so any apparent 4-10 day
signal may represent spatial variability, sampled by the glider as it moves through the survey
box, that for the purposes of this analysis is interpreted solely in the time domain. There will
also be some aliasing of internal waves. The buoyancy frequency, which represents the upper
bound of the internal wave frequency band, varies in this dataset from 0.001 to 0.05 s 1, cor-
responding to internal waves with periods of a few minutes (in the pycnocline) up to 2 hours
(in the weak stratification of the layer below the pycnocline down to ⇠500 m). Variance at
higher-than-resolved frequencies, including from internal waves (or, due to glider spatial sam-
pling, at low frequencies but higher-than-resolved wavenumbers) will be aliased onto those
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Figure 2. Time series of (a) conservative temperature ( C), (b) absolute salinity (g kg 1) (c) dissolved
oxygen concentration (µmol kg 1) and (d) dive-average currents (cm s 1, detided), as measured by gliders
SG566 (September to January), SG502 (January to April) and SG566 (April to September). Different gliders
are separated by pink vertical lines, and black vertical lines are gridlines every month, with thicker black lines
every 3 months to show approximate seasons. In panels a, b and c the black contour shows the ML depth and
the grey contours show  ✓ surfaces 27.04, 27.2 and 27.6. The dive-average currents are shown as 2 day av-
erages for clarity. Panel (e) shows the mean temperature (central line) plus and minus one standard deviation
(grey area). Panels (f) and (g) are as panel (e) for salinity and dissolved oxygen concentration respectively.
Panels (h) and (i) and (j) show the phase (blue) and amplitude of the annual harmonic at each depth for tem-
perature, salinity and dissolved oxygen concentration respectively. The amplitude is shown in red when the
annual harmonic is a good fit to the observations, grey otherwise (see main text). The phase is represented as
the time of year of the peak of the annual harmonic.
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resolved in this dataset, resulting in a distortion of the observed spectra relative to the true
values, particularly at higher frequencies [Rudnick and Cole, 2011]. Spectra computed from
moored instruments deployed as part of OSMOSIS below the surface layer, sampling every
10 minutes (Figure S1), are very similar to those from the gliders, indicating that this effect
does not significantly influence the conclusions here.
Figure 3. Histograms of the intervals between profiles at example depths: a) 10 m, b) 200 m, c) 500 m, d)
980 m.
The depth of the surface mixed layer (ML) is calculated using a threshold value of
temperature or density from a near-surface value at 10 m depth ( T = 0.2 C or   ✓ =0.03),
whichever is the shallower [de Boyer Montegut et al., 2004]. Thus, we aim to find the depth of
theML even in cases where temperature and salinity vary with depth in a density-compensating
manner, as well as cases where density varies with depth due to changes in salinity rather than
temperature. Annual harmonics of temperature, salinity and oxygen concentration are found
by fitting (using a least squares approach) a sine wave with a period of 365 days to the temper-
ature, salinity and oxygen concentration at each depth: the amplitude and phase of the fitted
sine waves are shown in Figure 2h-j. To highlight whether the annual harmonic is a good fit to
the observations at each depth, we divide the standard deviation of the residuals (observations
minus fitted sine wave) by the standard deviation of the observations. When this ’goodness-of-
fit’ number ( ) is small, the residuals are small and much of the variance in the observations is
explained by an annual harmonic. For illustrative purposes, Figure 2h-j colors the amplitude
red when   is less than 0.6 (40% of variance explained by annual harmonic), but this is not
intended to denote an abrupt cut-off from good fits to bad. Using   = 0.5 (0.7), for example,
simply contracts (expands) the depths colored red by ⇠50 m.
Vertical diffusive and gravitational stability are assessed from individual profiles by cal-
culating the spiciness ⇡ and stability angle   following Flament [2002]. Spiciness is a state
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variable used to characterize water masses, being largest for warm and salty waters.   is cal-
culated over vertical intervals larger than the scale of the fine-structure, here found to be ⇠50
m. In this calculation it is assumed that variability over these vertical scales is of sufficiently
low vertical-to-horizontal aspect ratio that it is not appreciably distorted by the slantwise pro-
filing of the Seaglider. | | > 90  indicates that the water column is gravitationally unstable,
| | < 45  indicates that the water column is diffusively stable, diffusive layering occurs when
45  <   < 90  and salt fingering when  90  <   <  45 .
Sea surface temperature (SST), surface wind speed and surface fluxes of heat (short-
wave and longwave radiation, latent and sensible heat fluxes) and freshwater (precipitation
and evaporation) were extracted from the European Centre for Medium Range Weather Fore-
casting (ECMWF) ERA-Interim re-analysis [Dee et al., 2011] at the nearest gridpoint to the
OSMOSIS site (24 km west of the center of the OSMOSIS site). (The PAP-SO meteorologi-
cal buoy failed for approximately 6 months of the OSMOSIS observational period and it was
considered better to use a consistent source for meteorological variables for the whole year.)
A hypothetical ML temperature was derived by assuming the net surface heat flux is the only
source of temperature change in the ML. It was calculated as follows:
 T =
F t
c⇢h
(1)
where  T is the temperature change over a time period  t (here 6 hours, the time step of
the ERA-Interim reanalysis dataset), F is the surface heat flux, ⇢ the ML density, and h the
ML depth at that time. c is the specific heat capacity of seawater appropriate when using
conservative temperature [IOC et al., 2010]. This gives a temperature change rather than an
absolute temperature; for ease of display we set the hypothetical ML temperature equal to the
observed ML temperature at the coldest point in the year. Similarly, a hypothetical ML salinity
was calculated from the ERA-Interim net surface freshwater flux as follows:
Sn = S0
nY
t=1
✓
ht
ht + FWt. t
◆
(2)
where Sn is the salinity at time t = n. t, S0 is an initial salinity at time t = 0, ht is
the ML depth at time t and FWt is the net freshwater flux at time t. The evolution of this
hypothetical mixed layer salinity is not sensitive to the choice of initial value, S0.
Note that throughout this paper we use conservative temperature and absolute salinity
(SA) following IOC et al. [2010]. All densities are potential density anomalies ( ✓) relative to
the surface and will be given without units.
3 Results and Discussion
3.1 Water masses and vertical stability
The frequency of occurrence of the main water masses observed throughout the year is
illustrated in Figure 4. Surface waters ( ✓ < 27) are the warmest water masses (11-20 C)
and highest in dissolved oxygen concentration (Fig. 2c). The  ✓ = 27 isopycnal reaches its
maximum depth of approximately 200 m in July (Fig. 2). The subsurface fresher, colder and
less oxygenated water masses are Eastern North Atlantic Central Water (ENACW) of subtrop-
ical (ENACWt) and subpolar (ENACWp) origin [Harvey, 1982]. ENACW is thought to be
formed by deep winter mixing in a wide region from the Azores to the European boundary,
bounded on the west and north by the North Atlantic Current and to the south by the Azores
Current [Pollard and Pu, 1985; Pollard et al., 1996]. ENACWt is found at  ✓ in the range 27
to 27.2, and is warmer, saltier and more oxygenated than ENACWp. In this dataset, ENACWt
extends down to approximately 500 m (as seen from the depth of the 27.2 isopycnal on Figure
2), below which we find ENACWp. The slight salinity minimum around  ✓ = 27.3 is charac-
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Figure 4. ⇥   SA diagrams for each month. The colors show the log10 of the number of data points in that
⇥ SA grid cell (i.e., the occurrence). The dotted light grey lines are  ✓ isopycnals. The  ✓ = 27.2 isopycnal
is included to illustrate the boundary between ENACWt and ENACWp. The solid, darker grey line denotes
ENACW as defined by Harvey [1982] and extended by Rios et al. [1992], with ENACWp at the cooler and
fresher end, and ENACWt at the warmer and saltier end. Water mass labels are included on the January plot.
Points between the grey dashed lines (SENACW ± 0.05) can be considered as ENACW. (We have converted
the ENACW line to conservative temperature and absolute salinity.) The black line joins points of maximum
occurrence for each isohaline, referred to in the main text as the ’core’ of the water masses observed here. It is
only shown for ⇥  SA grid cells containing more than 500 data points, and for temperatures > 10 C.
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teristic of the influence of Sub-Arctic Intermediate Water [Arhan, 1990]. Previous studies in
this region have shown that waters which are slightly fresher than ENACW at similar densities
show some mixing with Western North Atlantic Water (WNAW). Specifically, water with a
⇥ SA relationship parallel with the ENACW line but fresher by 0.1 at the same temperature
can be considered WNAW [Rios et al., 1992; Pollard et al., 1996].
The ’core’ of the water masses observed here (Fig. 4) is defined as a line joining the
grid cell maximum occurrence for each isohaline. The water mass core is only shown for
temperatures > 10 C as below this the water mass properties are significantly influenced by
the presence of Mediterranean Water (MW) so comparisons with ENACW are not relevant.
The core lies, at times, along the line of ENACW, but is often shifted somewhat to the left of
this line (especially in summer), i.e., the waters are warmer and/or fresher. If this shift were
entirely due to a change in temperature, then on average the core observed here is 0.40 C
warmer than the ENACW line at the same salinity. The shift might be due to a difference in
salinity rather than temperature, but the maximum salinity difference along isotherms between
the core observed here and the ENACW line reaches 0.16 in September, and is greater than
0.1 in 9 months out of 12 (Fig. 4). In other words, if the difference were purely due to a
change in salinity then the waters observed here, well within the eastern North Atlantic, are
even fresher than WNAW. Thus we posit that at least some of the difference between the water
mass core observed here and the ENACW line must be due to an increase in temperature since
the ENACW line was first defined by Harvey [1982], using data collected in the 1950s and
60s.
The oxygen minimum layer occurs at an average depth of 785 m. Below 700 m, there
are intermittent patches of high salinity due to the influence of MW [Mauritzen et al., 2001],
characterized by a salinity maximum (up to 36.01 g kg 1) centered at  ✓ = 27.6 (Fig. 4).
These MW characteristics are similar to those observed by Ullgren and White [2010, 2012] at
the southern entrance to the Rockall Trough, 480 km north of the OSMOSIS site. ENACWp
and MW are both found at  ✓ > 27.2 (Figs. 2 and 4). There is more MW in winter than
in summer with an especially noticeable patch of very saline MW from mid-December to
mid-January (Fig. 2b), consistent with the results of Prieto et al. [2013], who find that MW
detaches from the Iberian slope and spreads into the outer ocean more in winter than in sum-
mer. Below the MW, there is perhaps some evidence of the colder and fresher Labrador Sea
Water, but this dataset does not extend deep enough to explore that fully.
Depths between approximately 700-1000 m exhibit high variability at all timescales
in salinity and temperature but much less so in dissolved oxygen concentration (Fig. 5). The
high variability in salinity and temperature at these depths can be ascribed to the occurrence of
MW being intermittent on multiple timescales. The patches of MW show variability on time
scales as short as a day, and Thompson et al. [2016] discuss their spatial variability across
the ⇠20 km OSMOSIS domain. These features are suggestive of a filamentary structure (an
example is shown in Fig. 6). However, the ENACWp and MW have similar dissolved oxygen
concentrations (⇠194 and ⇠ 189 µmol kg 1 respectively), so the oxygen concentration does
not exhibit as much variability as temperature and salinity (Fig. 5).
The MW/ENACWp layer between approximately 700 and 1000 m is often diffusively
stable (Fig. 7), but with periods of susceptibility to diffusive layering largely corresponding
to times when more saline MW is present (Fig. 2b). ENACWt is largely susceptible to salt
fingering, but between December and April when ENACWt extends to the surface there are
occasional periods when the ML is gravitationally unstable (Fig. 7c), which correspond to
rapidly deepening ML depths due to convective overturning. The gravitational instabilities
observed here are of comparable magnitude to those observed by Anis and Moum [1992],
consisting of perturbations from a stable profile of order 0.01-0.02 C (considerably larger
than the sensor precision). We are observing ENACW as it is being locally formed by deep
winter mixing. Since the stability angle   is calculated over vertical intervals of 50 m, there
appear to be no gravitational instabilities shallower than 25 m in Figure 7c. This leads to an
inevitable bias towards detecting gravitational instabilities in the ML in winter, rather than in
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Figure 5. Variance preserving spectra for (a) temperature (b) salinity, (c) dissolved oxygen concentration,
(d) zonal and (e) meridional component of the dive-average currents, all ⇥10 3 except temperature and
dissolved oxygen. In panels (a) to (c), the colors show the power spectral density ⇥ frequency. The inertial
frequency (IN) and M2 tidal frequency are marked as black arrows on the upper axis.
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Figure 6. Expanded view of (a) conservative temperature ( C) and (b) absolute salinity (g kg 1) of a patch
of Mediterranean Water showing the filamented nature of the patch, with high variability in time and depth.
summer when the ML is shallow. However, in Figure 4 one can also see the⇥ SA properties
collapsing onto the ENACW line towards the end of winter (except at greater densities where
some MW influence remains), whereas in summer the water mass properties at the surface
diverge, which would not be the case if there was frequent convective overturning due to
gravitational instabilities.
3.2 Mixed layer variability and air sea fluxes/exchange
The obvious seasonal cycle in the temperature of the uppermost 150 m is due to solar
insolation (Figs. 2a and 8). Temperatures within the top 10 m, where the amplitude of the
annual harmonic is greatest (Fig. 2h), range from approximately 12 C in winter to 19 C in
July, comparable to that observed by Hartman et al. [2010] at the PAP-SO between 2003 and
2005. The temporal standard deviation of temperature (Fig. 2e) decreases rapidly from the
surface to approximately 60 m and decreases slowly to ⇠200 m. The minimum in standard
deviation of temperature occurs at ⇠400 m. Below 150 m an annual harmonic does not fit the
observed variability well.
The ML temperature is strongly correlated (r = 0.98, Fig. 8b) with the ECMWF ERA-
Interim SST. The ML temperature is also correlated with the cumulative ERA-Interim net
surface heat flux into the ocean (r = 0.87). (Here the ML temperature is averaged to the same
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Figure 7. Time series of (a) spiciness (⇡) and (b) stability angle ( ). | | > 90  indicates that the water
column is gravitationally unstable (black), | | < 45  indicates that the water column is diffusively stable (yel-
low), diffusive layering occurs when 45  <   < 90  (red) and salt fingering when  90  <   <  45  (blue).
Note that because   is calculated over 50 m, there are no   values in the top and bottom 25 m. Panel (c)
shows an expanded view of   above 400 m, showing only those occasions when it is gravitationally unstable.
In panel (c) the green line is the ML depth.
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Figure 8. (a) Time series of cumulative net surface heat flux (MJ m 2, positive downwards, blue), sea sur-
face temperature (SST,  C, green) from the ECMWF ERA-Interim reanalysis dataset at the nearest gridpoint
to the OSMOSIS site, and a hypothetical ML temperature calculated by assuming the surface heat flux is the
only source/sink of heat in the ML (red, see main text). Panel (b) shows the correlation with depth between
the glider-measured temperature and the cumulative net surface heat flux (blue) and SST (red) at zero lag.
Correlations with magnitude > 0.3 are considered to be significant: the black vertical lines mark correlations
of -0.3 and + 0.3.
times as the ERA-Interim data.) Temperatures below 150 m are not correlated with the cumu-
lative net surface heat flux (Fig. 8b). Figure 8a also shows (red curve) the hypothetical ML
temperature derived by assuming that the surface heat flux is the only source of temperature
change in the ML. This hypothetical ML temperature will only be reasonable if there is no heat
flux from/to the ocean interior (whether by entrainment or by the diffusive export of heat from
the ML to the layer below such as discussed by Cronin et al. [2015] and Lee et al. [2015]), no
advection of water with anomalous temperatures by the circulation, no horizontal or vertical
mixing with waters at a different temperature, even when the depth of the ML increases, and
if all the surface heat flux is absorbed in the ML. This hypothetical ML temperature covaries
with the actual ML temperature reasonably well during the winter and during the warming in
spring (within 1 C from the start of December to the end of May), but not in autumn when the
ML deepens and cools, and also not during late summer. In late summer, the ML is often very
shallow (see below and Fig. 2) and it is likely that some fraction of the solar absorption occurs
below the ML due to penetrative radiation. Thus the hypothetical ML temperature should be
considered as, at best, an upper bound on the possible ML temperature tendency at times when
the ML is very shallow. Cooling occurs primarily at times when the ML is deepening and there
is a temperature difference between the ML and waters below (Figs. 2a and 8a). This cooling
of the ML may be initiated by cooling at the surface leading to convective overturning, but the
subsequent change in temperature is also influenced by entrainment of cooler waters from the
ocean interior, such as are seen just below the ML during the autumn (Fig. 2a).
The ML salinity does not have an obvious seasonal cycle, is not well described by an
annual harmonic, and is variable on all time scales (Fig. 5). It is not correlated with the Aquar-
ius satellite sea surface salinity (Level 3 Sea Surface Salinity Standard Mapped Image 7-Day
Data V3, Lee et al. [2012]) at the nearest gridpoint to the OSMOSIS site. The hypothetical
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ML salinity expected from the ERA-Interim surface freshwater flux (not shown) is not corre-
lated with the measured salinity, and the range is an order of magnitude smaller than that of
the measured salinity. Thus precipitation and evaporation are not the major drivers of changes
in salinity in the ML. The changes in ML salinity must be primarily due to advection into
the area of water masses of different salinity and/or vertical mixing with waters of different
salinity from the ocean interior. The changes are too persistent to be solely due to eddies and
are therefore likely to be associated with variations in the gyre-scale circulation.
The de-tided dive-average currents (Fig. 2d) are weak, reaching a maximum of 0.38 m
s 1 in late January. In only 1/4 of the record is the speed above 0.2 m s 1. Painter et al. [2010]
found velocities of a comparable magnitude during a vessel-mounted Acoustic Doppler Cur-
rent Profiler survey at the PAP-SO in 2006. Despite the low speeds, the dive-average currents
are often persistent in direction for periods of a month or more. During September 2012 and
January, February and August 2013, the currents are persistently eastward. From mid-April to
late June, the currents are persistently westward. The dive-average currents are not correlated
with local ECMWF ERA-Interim wind speeds, but they are weakly correlated with the salinity
(r ⇡ 0.4) observed by the gliders down to 300 m (not shown), suggesting that the advection
of different water masses into the region is one source of the water mass variability. Mixed
layer dissolved oxygen concentration is dominated by the temperature dependence of oxygen
solubility [Emerson, 1987; Najjar and Keeling, 1997], biological processes and air-sea gas
exchange and is not discussed further in this paper.
The ML depth observed here is comparable to that discussed by Hartman et al. [2010],
which was obtained by taking monthly averages of the ML depth from Argo float data col-
lected in a region centred around PAP-SO (45 N to 52 N, 26.08 W to 8.92 W, excluding the
shelf area) between January 2003 and July 2005. Hartman et al. [2010] also found that the ML
depth reaches a maximum of approximately 300-400 m (though generally in March whereas
here the maximum depth occurred in early February), and that the ML depth has much greater
variability in winter than in summer. We find shallower ML depths in the summer than they
observed: in July and August 288 out of 654 profiles show stratification up to the minimum
depth (3-5 m) reliably observed by the gliders, whereas the minimum ML depths observed by
Hartman et al. [2010] were approximately 20-30 m. This difference is likely due to the higher
vertical resolution of the Seagliders compared with Argo floats. The glider campaign provides
greater temporal resolution, allowing us to observe, for example, that the spring shoaling of
the ML is not a gradual and smooth process; instead there is a rapid onset of shoaling in April
(daily average ML depths change from being around 200 m to around 50 m in 2 days) followed
by several deepening and restratifying events in May and June (seen most clearly in Fig. 7c).
3.3 Intraseasonal variability below the mixed layer
In the OSMOSIS study area, the heat and salt content of the upper 1000 m are not
dominated by the highly variable top 150 m. While the temperature varies over a much greater
range in the uppermost 150 m than at depth (Fig. 2e), salinity does not. Moreover, below 150
m the low-pass filtered temperature and salinity show a dominant barotropic structure and also
vary in phase with each other (Fig. 2). Due to this largely barotropic structure, the variability
in the heat and salt content of the upper 1000 m are in fact dominated by the variability below
150 m (Fig. 9). The heat and salt content of the upper 1000 m are strongly correlated with
each other (r = 0.73); this is largely due to the strong correlation below 150 m (r = 0.86,
Fig. 9).
Prieto et al. [2013] observed intermediate waters that were warmer and saltier in win-
ter than summer between 2003-2010 along a section at 43 N extending 200 nm off Cape
Finisterre. Similar seasonal cycles were observed in various locations in the Eastern North
Atlantic by Bray [1982]; Chidichimo et al. [2010]; Machin et al. [2010] and are thought to
be due to an increased admixture of cooler and fresher Western North Atlantic Water/Sub
Arctic Intermediate Water during the summer. The results of Bray [1982] are based on CTD
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Figure 9. Time series of heat content (GJ m 2) (blue) and salt content (Mg m 2) summed over (a) the top
150 m, (b) 150-1000 m, and (c) the top 1000 m.
profiles at approximately 3 month intervals, those of Prieto et al. [2013] on CTD profiles at
approximately 6 month intervals, those of Machin et al. [2010] on only 2 depths on a single
mooring, and those of Chidichimo et al. [2010] on a composite profile obtained by combin-
ing observations from a moored array spread over approximately 1250 km. Our glider-based
observations, with full temporal coverage and resolution alongside good vertical resolution,
provide new insights into the intraseasonal variability at all depths to 1000 m.
Below 150 m, we observe significant intraseasonal variability in temperature and salin-
ity on a timescale of about 3 months (Figs. 2, 5 and 9b). The studies described above [Bray,
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1982; Chidichimo et al., 2010; Prieto et al., 2013] were unable to resolve this intraseasonal
variability and therefore ascribed it to a seasonal cycle. The variability of the heat and salt
content of the upper 1000 m (Fig. 9c) is dominated by gyre-scale and/or mesoscale variability
below 150 m and not by the surface forcing. We suggest that other processes such as latitudinal
variability in wind stress curl should be investigated using numerical models. The intrasea-
sonal variability in the heat and salt content is not obviously related to the state of the North
Atlantic Oscillation [Barnston and Livezey, 1987], the RAPID MOC volume transport time
series [Smeed et al., 2015] or the local wind stress (Figure S2). This intraseasonal variability
is also seen in the dissolved oxygen content below 700 m (not shown). Above 700 m, oxygen
concentration variations are uncoupled from the intraseasonal variability in temperature and
salinity, presumably due to horizontal or vertical entrainment of water with elevated oxygen
concentrations which developed when the water was closer to the surface.
A peak in variability at intraseasonal periods (40-100 days) could be due to Rossby
waves [Price and Rossby, 1982]. This peak is still present in spectra calculated on density
levels instead of depth (Fig. 10) so Rossby waves are unlikely as the source of this variabil-
ity since they would cause variability by heaving of the density surfaces. The intraseasonal
variability is much more pronounced in the zonal component than the meridional component
of the dive-average currents, which might be associated with drifting quasi-zonal jets [van
Sebille et al., 2011].
Figure 10. Variance preserving spectra for (a) salinity (⇥10 3) and (b) dissolved oxygen concentration
calculated on density surfaces. In each panel the colors show the power spectral density ⇥ frequency. The
inertial frequency (IN) and M2 tidal frequency are marked as black arrows on the upper axis. Spectra are
shown for  ✓ in the range 27.04 - 27.6. This is the range over which we have data for the complete year, as
shown by the density contours on Figure 2.
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3.4 Tidal and inertial frequencies
The spectra of the dive average currents show a very large peak in energy precisely at
the M2 semi-diurnal tidal frequency (Fig. 5d-e). There is no evidence of significant vari-
ability at diurnal tidal frequencies. This semi-diurnal signal is also noticeable in temperature
(Fig. 5a), where its energy increases with depth. This is present in salinity and oxygen but
is less pronounced (Fig. 5b-c). A barotropic tide would produce the greatest spectral energy
where horizontal property gradients are greatest, near the surface. Since the tidal signal ob-
served here increases with depth, we ascribe this to an internal tide. The OSMOSIS site lies
in an abyssal plain far from the continental slope where internal tides are generated (⇠ 350
km to the nearest point of the continental slope), so we would expect predominantly mode-1
internal tides since higher modes would have dissipated before reaching the OSMOSIS site.
Predicted mode-1 isopycnal displacement (based on full-depth profiles of the buoyancy fre-
quency from OSMOSIS CTD surveys) woud increase from zero at the surface to a maximum
at depth of 1750 m, consistent with the glider-based observations of an increased tidal signal
from the surface to 1000 m. This peak is not visible in power spectra calculated on density
surfaces (Fig. 10), supporting the hypothesis that it is an internal tide. Spectra computed from
moored instruments deployed between 50 m and 500 m depth as part of OSMOSIS also show
a significant peak at the M2 tidal frequency (Figure S1).
At the inertial frequency (1.1⇥10 4 rad s 1, a period of 15.9 hours), spectra of both the
zonal and meridional dive-average velocities show a small increase in energy (Fig. 5d-e). The
upper 100 m also displays slightly increased energy at near-inertial frequencies in both tem-
perature and density. This is consistent with wind-generated near-inertial waves propagating
downwards [Pollard, 1970; Alford, 2001, 2003].
4 Conclusions
A year-long time series of temperature, salinity and dissolved oxygen concentration at
2-hourly intervals in the uppermost 1000 m of the ocean was obtained from gliders. This
provides an ideal data set for validation of process or regional models. The ENACW shows
evidence of warming since the 1950s/60s. There is a strong seasonal cycle in near-surface
temperature and mixed layer depth, as expected, consistent with net surface heat flux. The
shoaling of the ML in spring is intermittent and interspersed with deepening events. Variations
in ML salinity are not explained by local freshwater fluxes and must therefore be influenced
by horizontal advection of different water masses associated with changes in local gyre-scale
circulation, and/or mesoscale eddies. A strong peak in variability is observed at the M2 tidal
frequency due to a mode-1 baroclinic internal tide. In terms of mixing processes, the ENACW
is susceptible to salt fingering for much of the year. Gravitational instabilities are seen in win-
ter, associated with rapid deepening of the mixed layer. At about 700-900 m, the depth of the
dissolved oxygen minimum, the water column is susceptible to diffusive layering, particularly
when MW is present. The deep variability is dominated by the intermittent appearance of
patches of MW, and this variability in temperature and salinity is present at all time scales due
to the filamented nature of these patches. Below ⇠150 m we see intraseasonal variability (on
time periods of 2-5 months) which dominates the variability in heat and salt content variability
in the entire upper 1000 m. The unique ability of ocean gliders to resolve both high vertical
and temporal resolution highlights the importance of intraseasonal variability in upper ocean
heat and salt content, variations that may be aliased by traditional observing techniques.
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APPENDIX III  
Oxygen data collection and calibration 
 Best practice protocol 
 
III.1 CTD Data collection 
In case of studies that include several platform and/or cruises operating together, it is highly 
recommendable to fix a commune unit of measure to use in all steps of the survey in order to 
avoid time-consuming transformations of the data. These transformations can in fact also increase 
the noise in the dataset due to the intrinsic variability of the density data or because of spikes in 
the salinity and temperature profiles. The unit of !mol kg-1 is here suggested. 
CTD profiles should be observed on their descendent phase to determine depths with constant 
oxygen concentration c(O2). On the ascendant phase, the CTD frame should be stopped at these 
depths to collect water through Niskin bottles. It is suggested firing at least two bottles per depth. 
Maximum and minimum c(O2) in the profile should also be sampled to consider the whole range 
of values in the calibration. A selection of five to seven depths should be considered. c(O2) 
measured by the CTD at the moment of firing should be recorded in the unit of measure fixed at 
the beginning of the survey.  
Once the frame is aboard, water should be sampled at least in three replicates for each depth. In 
order to analyse the variability of c(O2) among the Niskin replicates, it is suggested that replicates 
of water are taken for both the Niskin fired for one or two depths. The temperature of the water 
should be recorded as soon as the Niskin is opened for the sampling. If the temperature is 
significantly different from the one recorded in the CTD profile, the Niskin should be flagged as 
leaking and not used for the calibration.  
After the Winkler titration (for protocol, see WOCE protocol as described by Culberson (1991) 
and Dickson (1996)), the mean oxygen concentration measured per each Niskin should be 
compared with the value recorded at the firing time in the CTD profile. The linear regression 
between the values obtained through titration and the ones obtained by the CTD profiles 
throughout the whole cruise has to be applied as calibration equation to the raw CTD values.  
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III.2 Glider data calibration 
The calibration is based on the comparison between CTD profiles and the relative closest glider 
profiles. These profiles should be close each other in time and space to avoid bias due to the 
geographical and temporal heterogeneity.One calibration should be done at the beginning of the 
mission and one at its end to correct for drifts in the sensor. For long missions (> 3 months), a 
third calibration is recommendable halfway through. Before the calibration, the φTC profiles of 
the glider should have been corrected for the lag τ in the optode.  
Each calibration is done comparing the φTC phase of the glider profiles with the backcalculated 
φcal of the CTD profiles (for this calculation, see 2.3.3). The regression between the CTD φcal 
profiles and the nearby glider φTC profiles provides the calibrated values TPhaseCoef0 and 
TPhaseCoef1 to apply in the transformation of φTC profiles in φcal profiles in gliders. If there is a 
drift, TPhaseCoef0 and TPhaseCoef1 are significantly different for the calibrations at the 
beginning and at the end of the mission. In this case, the calculated TPhaseCoef0 and TPhaseCoef1 
have to be considered valid only for the glider casts used for the calibrations. For the rest of the 
mission, TPhaseCoef0 and TPhaseCoef1 values have to be calculated assuming a linear shift 
between the initial and final values and temporally interpolating the values. 
Once the φcal profiles are transformed in c(O2), the c(O2) profiles of the glider and the CTD used 
for the calibrations should be plotted together to confirm the quality of the calibration. In case of 
portion of the water column where the profiles mismatch obviously, it is suggested to repeat the 
calculation of TPhaseCoef0 and TPhaseCoef1 not considering the portion of the profiles at these 
depths.  
 
 
 
