4 x1 = 0) ⊂ P(w1, w2, w3, w4) where wi = Wi/w * , Wi = ai+1ai+2ai+3 − ai+2ai+3 + ai+3 − 1, and w * =gcd(W1, . . . , W4). The aim was to give many interesting examples of Q-homology projective planes. They occur when w * = 1. For that case, we prove that Kollár surfaces are Hwang-Keum [HK12] surfaces. For w * > 1, we construct a geometrically explicit birational map between Kollár surfaces and cyclic covers z w * = l 4 , where {l1, l2, l3, l4} are four general lines in P 2 . In addition, by using various properties on classical Dedekind sums, we prove that:
(a) For any w * > 1, we have pg = 0 iff the Kollár surface is rational. This happens when ai+1 ≡ 1 or aiai+1 ≡ −1(mod w * ) for some i. (b) For any w * > 1, we have pg = 1 iff the Kollár surface is birational to a K3 surface. We classify this situation. (c) For w * >> 0, we have that the smooth minimal model S of a generic Kollár surface is of general type with K
Introduction
The ground field is C. Let n ≥ 3 be an integer, and let a 1 , . . . , a n be positive integers such that there is no (a i , a i+2 , . . . , a i+n−2 ) = (1, . . . , 1) when n is even. The indices are and will be taken modulo n. For every 1 ≤ i ≤ n, we define the positive integers For example, for n = 4 we have W i = a i+1 a i+2 a i+3 − a i+2 a i+3 + a i+3 − 1 and D = a 1 a 2 a 3 a 4 − 1.
We also define w * := gcd(W 1 , . . . , W n ).
Then w * = gcd(W i , W i+1 ) = gcd(W i , D) since a i W i + W i+1 = D for all i. Set w i := W i w * and d := D w * . Notice that gcd(a i , w * ) = 1 for all i.
The Kollár hypersurface [Ko08] of type (a 1 , . . . , a n ) is X(a 1 , . . . , a n ) := (x a 1 1 x 2 + x a 2 2 x 3 + . . . + x an n x 1 = 0) ⊂ P(w 1 , . . . , w n ) Let 0 < µ i < w * be such that µ i ≡ (−1) i+1 i+n−1 l=i+1 a l (mod w * ). We consider the normal projective variety Y ′ given by the w * -th root cover Y ′ → P n−2 = {y 1 + . . . + y n = 0} ⊂ P n−1 branch along {y µ 1 1 · · · y µn n = 0}; see Section 2 for precise definitions. The map ψ associated to the linear system |x a 1 1 x 2 , . . . , x an n x 1 | in the Kollár hypersurface shows that the varieties X(a 1 , . . . , a n ) and Y ′ are birational; this is worked out in Section 2.
In this paper we consider in detail the case n = 4; the surface X = X(a 1 , . . . , a 4 ) will be called Kollár surface. First, we note that Kollár surfaces are birational to infinitely many Kollár surfaces with gcd(w i , w i+2 ) = 1 and a i > 1 (see Theorem 5.1), and so we assume these numerical conditions to simplify the exposition. Section 3 is devoted to prove the following. Theorem 1.1. There is a configuration Γ of 6 rational curves in X such that ifX → X is a log resolution of (X, Γ), thenX → X ψ P 2 is a morphism which factors through Y ′ → P 2 via a birational morphismX → Y ′ .
The aim of Kollár surfaces [Ko08] was to give examples of Q-homology projective planes (QHPP) with ample canonical class. This occurs for w * = 1 after contracting (x 1 = x 3 = 0) and (x 2 = x 4 = 0) in X, when possible. This contraction gives a QHPP with two cyclic quotient singularities, and, when a i ≥ 4 for all i, the canonical class is ample. On the other hand, Hwang and Keum constructed in [HK12] a series of examples of QHPP with ample canonical class and same singularities as Kollár examples. In Section 4 we prove the following. Theorem 1.2. Kollár Q-homology projective planes are Hwang-Keum surfaces.
As an intriguing problem, we point out that QHPP with ample canonical class and cyclic quotient singularities have not yet been classified. The number of possible singularities is at most four, and examples with one, two, and three singularities have been constructed. It is conjectured that the case of four singularities is impossible; see [Ko08, HK12] .
In Section 5 we write down formulas for the invariants of Kollár surfaces via Y ′ when w * > 1. Particularly interesting is the geometric genus, which depends on classical Dedekind sums on the exponents a i 's. For example, by comparing the two models X and Y ′ , we write down an identity for Dedekind sums in Corollary 5.8. More importantly, in Section 6 we use new bounds on their values, essentially due to Girstmair [Girs16] , to prove the following (see Theorem 6.3, Theorem 6.6, and Theorem 6.11). Theorem 1.3. For w * > 1, we have that (a) p g = 0 if and only if the Kollár surface is rational. This happens when a i ≡ 1 or a i a i+1 ≡ −1 modulo w * for some i. (b) p g = 1 if and only if the Kollár surface is birational to a K3 surface.
We classify this situation in 8 cases (see Table 1 ). (c) For w * >> 0, the smooth minimal model S of a generic Kollár surface is of general type with K 2 S /e(S) → 1, where K S is the canonical class, and e(S) is the topological Euler characteristic.
Moreover we note that any p g is realizable by some Kollár surface (Proposition 6.2), and that given m > 0 there exists an N such that p g > m if w * > N (Lemma 6.7). At the end, we give explicit examples of Kodaira dimension 1 elliptic fibrations (Example 6.9) and surfaces of general type (Example 6.10), arising as Kollár surfaces for w * arbitrarily large.
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Kollár hypersurfaces
Kollár proves in [Ko08, Thm.39 ] the following.
Theorem 2.1.
(1) The weighted projective space P(w 1 , . . . , w n ) is well formed, and its singular set has dimension ≤ [n/2] − 1. (2) The hypersurface X(a 1 , . . . , a n ) is quasi-smooth, and P(w 1 , . . . , w n )\ X(a 1 , . . . , a n ) is smooth. (3) If w * = 1, then X(a 1 , . . . , a n ) is birational to P n−2 .
To prove (3) above, Kollár uses the linear system |x a 1 1 x 2 , x a 2 2 x 3 , . . . , x an n x 1 |. In general, this linear system defines a rational map
given by y i = x a i i x i+1 . Proposition 2.2. The rational map ψ defines the field extension
Proof. At the affine cover level, the field extension induced by ψ is
where the other variables x 2 , . . . , x n can be written using y 1 , . . . , y n , x 1 . The action of C * compatible with the map is: Given λ ∈ C * , y i → λ d y i and x i → λ w i x i . Then the rational map ψ is determined by
Notice that C(y 1 , . . . , y n ) C * = C(y 1 /y n , . . . , y n−1 /y n ), and that z = x d 1 /y w 1 n is a C * -invariant element such that z w * − f /y W 1 n = 0. Since geometrically the map ψ has degree w * , then
Corollary 2.3. The corresponding restriction map
is cyclic of degree w * totally branch along (y 1 · · · y n = 0) ⊂ P n−2 .
In this way, we can write down another normal projective model Y ′ of X(a 1 , . . . , a n ) using a w * -th root cover as described in [EV92] .
As in the introduction, let 0 < µ i < w * be such that
In P n−2 = {y 1 + . . . + y n = 0}, we write L i := {y i = 0}, and so
where
is the cyclic cover given by z w * − f /y W 1 n above. We want to consider the normalization of Y 0 . As in [EV92] , we define the line bundles L (i) on P n−2 as 1}, where [x] is the integer part of x. Then, the nor- EV92, Cor. 3.11] . Notice that gcd(µ i , w * ) = 1, and so this cyclic morphism is totally branch at the L i 's.
Corollary 2.4. There is a birational map X(a 1 , . . . , a n ) Y ′ .
In the next section we describe explicitly this birational map for n = 4. The numbers E 2 i = −b i are computed using the Hirzebruch-Jung continued fraction m q
We denote |[b 1 , . . . , b s ]| := m. This continued fraction defines the sequence of integers 0 = β s+1 < 1 = β s < . . . < q = β 1 < m = β 0 where β i+1 = b i β i − β i−1 . In this way,
is the integer such that 0 < q −1 < m and−1 ≡ 1(mod m)), and
These numbers appear in the pull-back formulas
and
Let X(a 1 , a 2 , a 3 , a 4 ) be a Kollár surface. Let Proposition 3.1. The surface X(a 1 , a 2 , a 3 , a 4 ) is normal, and it has only singularities of type
(w i+2 , w i+3 ) at the points p i when gcd(w i , w i+2 ) = 1, and of type
Proof. Here we follow the idea in [Ian00, §10.1]. Without loss of generality, it is enough to check the singularity at p 1 . Consider the affine cone C X ⊂ C 4 of X(a 1 , a 2 , a 3 , a 4 ) and the corresponding action of C * given by
Then to study the singularities around p 1 , we check how the action behaves when we restrict to (x 1 = 1). Notice that, when x 1 = 0,
so locally, by the Implicit Function Theorem, we can write x 2 as a function of x 3 and x 4 , which become local parameters. Then the action of C * restricted to (x 1 = 1) is
, where ζ 1 is a w 1 -th primitive root of 1. Therefore, after taking the quotient, the singularity is a cyclic singularity of type
If gcd(w i , w i+2 ) = h > 1, then there are elements which fix the axis (x 3 = 0), so they are quasi-reflections. We eliminate them by dividing w i = ht i and w i+2 = ht i+2 by h, obtaining that the singularity is
Assume that a i ≥ 2 for all i
1
. We have the following key configuration of curves on X(a 1 , a 2 , a 3 , a 4 ):
Figure 2. Key configuration of curves on a Kollár surface.
Proposition 3.2. The curves C 1 , C 2 are smooth and rational. The curve Γ i,j is rational, and it may only have a unibranch singularity at p j .
Proof. The curves C 1 , C 2 are obviously isomorphic to P 1 . To prove the assertion about Γ i,j , it is enough to do it for Γ 2,3 . Notice that this curve lives in (x 4 = 0) = P(w 1 , w 2 , w 3 ), and that it is possibly singular only at (0 : 0 : 1). Let us consider the Z/w 1 ⊕ Z/w 2 ⊕ Z/w 3 quotient map
given by (x : y : z) → (x w 1 : y w 2 : z w 3 ). Then the preimage of Γ 2,3 is
and so Γ 2,3 is rational since all irreducible components (branches at (0 : 0 : 1)) of Γ ′ 2,3 are rational curves. To see that Γ 2,3 is unibranch at (0 : 0 : 1), we will show that the (possible) branches of Γ ′ 2,3 form one orbit under the Z/w 1 ⊕ Z/w 2 ⊕ Z/w 3 action. We take the canonical affine chart at (0 : 0 : 1), where Γ ′ 2,3 = (x w 1 a 1 +y w 2 (a 2 −1) = 0). We consider the action of Z/w 3 given by (x, y) → (ζ k 3 x, ζ k 3 y) where k ∈ Z and ζ 3 = e 2πi w 3 . Notice that gcd(w 2 , w 1 ) = 1 and gcd(w 2 , a 1 ) = 1 by definition, and so we write a 2 − 1 = rb and w 1 a 1 = ra where gcd(a, b) = 1, to factor in branches
where ζ 2r = e πi r . Then we take y w 2 b − ζ 2r x a and apply (x, y) → (ζ k 3 x, ζ k 3 y) to obtain the branch y w 2 b − ζ 2r ζ
r , and so it goes to y w 2 b − ζ 2k+1 2r
x a . Therefore branches form one orbit, and the curve Γ 2,3 is unibranch at (0 : 0 : 1).
Proposition 3.3. Assume that a i > w * for some i. Then Γ i+2,i+3 is nonsingular.
Proof. We take a 1 > w * to prove that Γ 3,4 is nonsingular. For this we will compute the arithmetic genus of Γ 3,4 . Let P = P(w 2 , w 3 , w 4 ), and consider the exact sequence of sheaves 0
so we have to compute the number of nonnegative integer solutions of the equation w 2 x+w 3 y +w 4 z = a 2 w 2 −w 2 −w 3 −w 4 . As a 2 w 2 +w 3 = a 3 w 3 +w 4 , then our equation can be written as
and its solutions are
If x, y and z are nonnegative, then t < 0, so we will change the sign of t and assume that t > 0. Then from Equations (3.2) we obtain that a 2 z ≤ tw 3 − 1 and (a 3 − 1)z ≥ tw 2 − a 3 + 2. Hence we have that
Replacing with w 2 = 1 w * (a 3 a 4 a 1 − a 4 a 1 + a 1 − 1) and w 3 = 1 w * (a 4 a 1 a 2 − a 1 a 2 + a 2 − 1) we obtain
Because a 1 > w * and t ≥ 1, then t(a 1 −1) ≥ w * , so ta 4 a 1 −w * ≥ ta 4 a 1 −t(a 1 − 1). We have that both are positive, therefore the RHS of the system (3.3) is greater than the LHS, so the system has no solution. Hence the arithmetic genus of Γ 3,4 is zero and therefore nonsingular.
If gcd(w 2 , w 4 ) = h > 1, then p a (Γ 3,4 ) = h 1 (P, O P (−a 2 w 2 )). To compute it, we first have to consider the well formed weighted projective plane P ′ = P(t 2 , w 3 , t 4 ) ≃ P, where t 2 = w 2 /h and t 4 = w 4 /h, and following [Dolg82, Remarks 1.3 .2], we have that
, which is equivalent to the number of nonnegative integer solutions of the equation
The general solution of this equation is
with t ∈ Z. Then t < 0, and changing the sign of t as above, we have that the arithmetic genus is equal to the number of solutions of the system
but again, as a i > w * , then the RHS is greater than the LHS, so the arithmetic genus is 0.
Proposition 3.4. The map ψ is defined precisely in X(a 1 , a 2 , a 3 , a 4 ) \ {p 1 , p 2 , p 3 , p 4 }, and it contracts
4 ), and because x a 1 −1 1
4 over Γ 1,2 , then ψ| Γ 1,2 \{p 1 ,p 2 } = (−1 : 0 : 0 : 1). This gives the result for all curves Γ i,i+1 .
For C 1 , let x 4 = 1 and x 2 = b = 0. Then the equation of the surface with these restrictions is
The map is ψ(x 1 : b :
3 : x 1 ). We multiply every coordinate by (1 + bx
), and use the relation x 1 (1 + bx
), to write down ψ(x 1 : b : x 3 : 1) as (bx
3 (1+bx
(1+bx Remark 3.5. By Theorem 5.1, we know that any X(a 1 , a 2 , a 3 , a 4 ) has a birational model
From now on, we assume that gcd(w 1 , w 3 ) =gcd(w 2 , w 4 ) = 1. Now we want to study the behavior of ψ on a resolution of the singularities in X(a 1 , a 2 , a 3 , a 4 ). To do so, we need to write this map in terms of local coordinates in the resolution, which are described in the following theorem. 
where α i and β i are as defined at the beginning of Section 3. Then for each i = 0, . . . , s, let u i , v i be monomials forming the dual basis of M to z i , z i+1 ; that is,
Then X has a resolution of singularities Y → X constructed as follows:
The glueing U i ∪ U i+1 and the morphism Y → X are both determined by the definition of u i , v i and they consist of
It follows from the definition of the numbers α i and β i that u 0 = x m and v s = y m , and they satisfy the relations
Theorem 3.7. Let σ :X → X(a 1 , a 2 , a 3 , a 4 ) be the minimal resolution, and letX
, a 2 , a 3 , a 4 ) be the minimal log resolution of X together with the key configuration of curves. Then ψ • σ • ϕ is a birational morphism.
To prove the Theorem 3.7 we have to compute the strict transform of the curves Γ i,i+1 onX. Let E i,j be the components of the exceptional divisor over the point p i , let
(1, q i ), and let α i,j , β i,j and γ i,j the integers defined for the continued fraction of
. Recall from the proof of Proposition 3.1 that x i+2 and x i+3 are toric local coordinates at p i , so we have that E i,0 and E i,s i +1 are the strict transform of (x i+3 = 0) and (x i+2 = 0) at the open set (x i = 0). This means that E 1,0 = E 3,0 and E 2,0 = E 4,0 and correspond to the strict transform of C 2 and C 1 respectively. On the other hand, E i,s i +1 corresponds to the strict transform of the curve Γ i,i+1 . Then it remains to compute the strict transform of Γ i,i+1 around the point p i+1 , and without loss of generality, we will compute the strict transform Γ 3,4 at the point p 4 . As all the results will hold locally for Γ 3,4 , we can modify the following proofs for every Γ i,i+1 .
E 4,s4
x 1 = 0
Figure 3. Key configuration of curves on X(a 1 , a 2 , a 3 , a 4 ) and the curve configuration of the minimal resolutionX. (1, q 4 ) as defined in Theorem 3.6. Then the local equation of the strict transform of the curve Γ 3,4 restricted to the open set U 4,j is
Proof. We can assume that x 4 = 1 and x 1 = 0, so we must study the curve (x a 2 2 + x a 3 −1 3 = 0) ⊂ (x 4 = 0) ⊂ P(w 2 , w 3 , w 4 ). By Theorem 3.6, to find the total transform of Γ 3,4 in U i we replace x 2 and x 3 with u respectively, and so the total transform is (u
Recall that α 4,i < α 4,i+1 and β 4,i+1 < β 4,i , so
, obtaining what we wanted to prove.
Notice that Γ ′ 3,4 intersects the exceptional divisor if and only if
If a 2 α 4,i −(a 3 −1)β 4,i < 0 < a 2 α 4,i+1 −(a 3 −1)β 4,i+1 , then the curve intersects two components of the exceptional divisor, and if a 2 α 4,i − (a 3 − 1)β 4,i = 0 or a 2 α 4,i+1 − (a 3 − 1)β 4,i+1 = 0, then it intersects only one component.
Proposition 3.9. Let us say that Γ ′ 3,4 intersects the exceptional divisor over p 4 at the components E 4,j and E 4,j+1 with multiplicity m j and m j+1 respectively (possibly m j+1 = 0). Then a 3 − 1 = α 4,j m j + α 4,j+1 m j+1 and a 2 = β 4,j m j + β 4,j+1 m j+1 .
Proof. Let H be the restriction to X(a 1 , a 2 , a 3 , a 4 ) of a generator of the class group of P(w 1 , w 2 , w 3 , w 4 ). We have that
On the other hand,
, and σ * (w 2 H) = σ * (Γ 4,1 + C 2 ). Because the pull-back of a divisor has intersection zero with any component of the exceptional divisor, and using the pull-back formulas in (3.1) we have that
To simplify the computation of the second equality, we will restrict to the plane P(w 2 , w 3 , w 4 ), with L a generator of the class group. We can do this because at the point p 4 the singularity is the same as the one at the point (0 : 0 : 1) ∈ P(w 2 , w 3 , w 4 ), so locally σ does not change.
Then
and also
Corollary 3.10. If Γ ′ 3,4 intersects the exceptional divisor in one component, then it does it transversally.
Proof. Recall that in the open subset U 4,i , the exponents of the variables u i and v i of the strict transform of Γ 3,4 are ±(a 2 α 4,i+1 − (a 3 − 1)β 4,i+1 )/w 4 and ±(a 2 α 4,i − (a 3 − 1)β 4,i )/w 4 .
Suppose that Γ ′ 3,4 intersects E j with multiplicity m j . Then, using Proposition 3.9, we have that for all i
but the singularity at p 4 was unibranch, so it is locally irreducible. Therefore the exponents on the resolution must be relatively prime. Thus m j = 1. 3 + x 1 = 0). Then analytically the power series expansion of x 1 in terms of x 2 and x 3 is
3 + (higher order terms in x 2 and x 3 ). Therefore, at the open set U i
+(higher order terms).
and so
where ( * ) are terms in u i and v i of degree higher than (a 2 α 4,i+1 + β 4,i+1 + a 2 α 4,i + β 4,i+1 )/w 4 and (a 3 β 4,i+1 + a 3 β 4,i )/w 4 . Assume now that u i and v i are both nonzero. If a 2 α 4,i − (a 3 − 1)β 4,i < a 2 α 4,i+1 − (a 3 − 1)β 4,i+1 < 0, then we can factor out (u
. Repeating the same procedure for 0 < a 2 α 4,i − (a 3 − 1)β 4,i < a 2 α 4,i+1 − (a 3 − 1)β 4,i+1 , we obtain that restricted to that open set U i ,
Now we are left with the case a 2 α 4,i − (a 3 − 1)β 4,i ≤ 0 ≤ a 2 α 4,i+1 − (a 3 − 1)β 4,i+1 . Suppose first that the curve Γ ′ 3,4 intersect transversally the exceptional divisor, so we know that there is some j such that a 2 α 4,j − (a 3 − 1)β 4,j = 0, and by Corollary 3.10, a 2 α 4,j+1 − (a 3 − 1)β 4,j+1 = 1, and a 2 α 4,j−1 − (a 3 − 1)β 4,j−1 = −1. Then in U j−1 we can still factor out (u
so assuming that u j−1 and v j−1 are not zero, the maps looks like
Then we see that ψ • σ(
i=j+1 E 4,i ) = (0 : 0 : 1 : −1). Notice that v j−1 and u j are the coordinates of the charts of E j ≃ P 1 and that
So ψ•σ is an isomorphism from E j onto the line (y 1 = 0) ⊂ (y 1 +y 2 +y 3 +y 4 = 0) ⊂ P 3 y 1 ,y 2 ,y 3 ,y 4 . Therefore ψ •σ is defined at the exceptional divisor over p 4 , and it is totally branch over the line L 1 = (y 1 = 0) ⊂ (y 1 + y 2 + y 3 + y 4 = 0). Now, if Γ ′ 3,4 does not intersect transversally the exceptional divisor, then a 2 α 4,i − (a 3 − 1)β 4,i = 0 for all i, so we will have some j such that a 2 α 4,j − (a 3 − 1)β 4,j < 0 < a 2 α 4,j+1 − (a 3 − 1)β 4,j+1 , and we will not be able to define the map on the open set U j . This because we can factor out u a 3 β 4,j+1 j v a 2 α 4,j +β 4,j j from ψ • σ| U j , so the map will be
, and if u j = 0, we have (ψ • σ| U j )(u j , 0) = (0 : 1 : 0 : −1), and so it is not well-defined when u j = v j = 0.
Proposition 3.12. Assume that Γ ′ 3,4 does not intersect transversally the exceptional divisor, so it intersect it at the point (0, 0) of some affine open set U j . Let ϕ 1 : X 1 →X be the blowup over that point, let E Proof. This follows from the fact that the resolution was constructed as a toric variety, and the blowup of an affine variety defined by vectors v 1 and v 2 , is the variety associated to the fan generated by the Notice that if a 2 α 4,j − (a 3 − 1)β 4,j < 0 < a 2 α 4,j+1 − (a 3 − 1)β 4,j+1 , then
so we can use Proposition 3.8 to see that the strict transform of Γ ′ 3,4 in the blowup intersects at most two components of the exceptional divisor, and that the singularity of the curve is "better". Therefore the map ψ • σ • ϕ 1 is defined in one of the charts U (1,i) j , and if a 2 (α 4,j + α 4,j+1 ) − (a 3 − 1)(β 4,j + β 4,j+1 ) = 0, then it is defined in all the exceptional divisor on X 1 over p 4 .
Proof of Theorem 3.7. If all the curves Γ ′ i,i+1 intersect transversally the exceptional divisor onX, then the result follows from Theorem 3.11. If not, then consider the log resolution ϕ :X → X of all the curves Γ ′ i,i+1 . Proposition 3.12 shows that the relations of the new local coordinates are compatible with the previous ones, and as the strict transform of the curves Γ ′ i,i+1 intersect transversally the exceptional divisor, we can use the proof of Theorem 3.11 to show that the composition ψ • σ • ϕ is defined overX.
Corollary 3.13. The morphisms ψ • σ • ϕ :X → P 2 and Y ′ → P 2 (defined at the end of Section 2) factor through a birational morphismX → Y ′ which contracts precisely six chains of smooth rational curves in
each containing one of the proper transforms of C 1 , C 2 , Γ 1,2 , Γ 2,3 , Γ 3,4 , Γ 4,1 , and each contracting to the six cyclic quotient singularities in Y ′ .
Proof. First, by Theorem 3.7, we note that ψ • σ • ϕ :X → P 2 contracts precisely six chains of smooth rational curves in (σ • ϕ) * (C 1 + C 2 + Γ 1,2 + Γ 2,3 + Γ 3,4 + Γ 4,1 ), each containing one of the proper transforms of C 1 , C 2 , Γ 1,2 , Γ 2,3 , Γ 3,4 , Γ 4,1 . This was done locally when we proved definition of the map in Theorem 3.11 at a certain exceptional component over the p i . Each of these components maps to each of the 4 lines in P 2 . Therefore, the birational mapX Y ′ is defined over these components except possibly over the six singularities of Y ′ . Because there is a unique minimal resolution for normal two dimensional singularities, the 6 chains of curves inX mapping to the 6 nodes of the four lines in P 2 must contract to the 6 singularities of Y ′ .
Kollár surfaces are Hwang-Keum surfaces
We now study the case w * = 1. In this section, we allow gcd(w 1 , w 3 ) and gcd(w 2 , w 4 ) to be greater than 1.
In [Ko08, p. 231] , it is shown that the curves C 1 and C 2 are extremal rays of the K X(a 1 ,a 2 ,a 3 ,a 4 ) + (1 − ǫ)(C 1 + C 2 ) minimal model program if C 2 1 < 0 and C 2 2 < 0. They are both contractible to quotient singularities. In [HK12] they computed explicitly the type of these singularities. , a 2 , a 4 , 2, . . . , 2
respectively.
Let η : X(a 1 , a 2 , a 3 , a 4 ) → X ′ (a 1 , a 2 , a 3 , a 4 ) be the contraction of C 1 and C 2 . In [HK12, §4] they construct several examples of rational Q-homology projective planes with two cyclic singularities. In certain cases the singularities are the same as for X ′ (a 1 , a 2 , a 3 , a 4 ) when w * = 1.
The construction of Hwang-Keum is as follows. Let L 1 , L 2 , L 3 , L 4 be four general lines in P 2 and choose four points from the six intersection points, such that every L i passes through two of them. After blowing up each of these four points twice, we obtain the curve configuration
where • is a (−1)-curve and • is a (−2)-curve. We now blow up r i times the point E i ∩ L i to obtain the surface Z(a 1 , a 2 , a 3 , a 4 ), where a i = 2 + r i . The curve configuration on Z(a 1 , a 2 , a 3 , a 4 ) is shown in Figure 5 .
Let T (a 1 , a 2 , a 3 , a 4 ) be the surface obtained by contracting the two chains of rational curves corresponding to the white vertices. Then this surface is a rational Q-homology projective plane with two cyclic singularities. By Theorem 4.1, it has the same singularities as X ′ (a 1 , a 2 , a 3 , a 4 ) when w * = 1.
Theorem 4.2. Let X(a 1 , a 2 , a 3 , a 4 ) be a Kollár surface with w * = 1, and assume that a i ≥ 2 for all i. Then X ′ (a 1 , a 2 , a 3 , a 4 ) is the Hwang-Keum surface T (a 1 , a 2 , a 3 , a 4 ). To prove Theorem 4.2 we will show that we can find the same curve configuration of Z(a 1 , a 2 , a 3 , a 4 ) ( Figure 5 ) inX ′ the minimal resolution of X ′ (a 1 , a 2 , a 3 , a 4 ).
First of all, we prove that the rational map ψ is defined in the minimal resolution of X. For this we will use the following proposition.
Proposition 4.3. Let X be a surface with a cyclic quotient singularity at the point p, and let C ⊂ X be a curve passing through p. Then C is nonsingular at p if and only if the strict transform of C intersects transversally at one point only one component of the exceptional divisor of the minimal resolution of X.
Proof. See [GL97] .
By Proposition 3.3 we have that the curves Γ i,i+1 are smooth, so Proposition 4.3 says that the curves Γ ′ i,i+1 intersect transversally the exceptional divisor over p i+1 . If gcd(w 1 , w 3 ) = gcd(w 2 , w 4 ) = 1, then we already know that the map ψ is defined on the minimal resolution of X. Therefore we only need to check the same assertion when gcd(w 1 , w 3 ) > 1 or gcd(w 2 , w 4 ) > 1.
Proposition 4.4. The map ψ • σ :X → P 2 is a morphism.
Proof. We study the case over the point p 4 , with gcd(w 2 , w 4 ) = h > 1. The singularity at p 4 is 1/w 4 (w 2 , w 3 ) with toric coordinates x 2 and x 3 . From Proposition 3.1 we have that 1/w 4 (w 2 , w 3 ) ≃ 1/t 4 (t 2 , w 3 ), with toric coordinates x ′ 2 and x ′ 3 , and the relation x ′ 2 = x 2 and x ′ 3 = x h 3 . Then from Theorem 3.6 we have Y = U 1 ∪ · · · U s 4 in the resolution of p 4 , with u i , v i the local coordinates in U i , and the relation x Following the proof of Proposition 3.9, we have that the intersection number
and using the fact that the curve Γ ′ 3,4 intersects tranversally one component, we have that there exists β 4,j = a 2 and α 4,j = (a 3 − 1)/h. Therefore
Hence considering the compositioñ a 2 , a 3 , a 4 ) we have the hypothesis of Theorem 3.11, therefore the map is defined on the whole exceptional divisor.
Proposition 4.5. The curves C ′ 1 and C ′ 2 inX are (−1)-curves. To obtain the chain of curves
,s 3 we blowupX ′ on the intersection points of the curves with self-intersections −a 3 and −a 1 , and −a 2 and −a 4 respectively. Proof. We have the following commutative diagram
Then, to obtain the chain of curves K 1 we have to blowup on the exceptional divisor over the singularity 1 s 1 (w 2 , w 4 ). This is because if no blowup were needed, then C ′ 1 would be some of the curves in the exceptional divisor over the singularity 1 s 1 (w 2 , w 4 ), so we would have that w 2 ≤ a 4 − 1 or w 4 ≤ a 2 − 1, which can happen only if one of the a i is 1. Recall from Theorem 4.1 that the Hirzebruch-Jung continued fraction of the singularity 2, a 3 , a 1 , 2, . . . , 2] . Then we want to show that the blowups needed must be done between the curves with self-intersection −a 3 and −a 1 . For this, we will rule out every other possibility. Suppose first that the blowups are done on the point
then we would obtain that the continued fraction associated to the singularity at p 2 would have an β i such that
, a 3 , a 1 +1]| = w 2 +2+a 3 a 4 −2a 4 > w 2 , which is a contradiction.
If the blowups are done on the point
with e ≥ 0, we would have Therefore, the blowups to obtain the chain of curves K 1 desired have to be done at the point 
. This implies that β i,s i −(a 2 −1) = a 2 = β j . Therefore we have the curve configuration shown in Figure 6 .
Figure 6. Curve configuration onX ′ .
Proposition 4.6. The curves Γ ′ i,i+1 are (−1)-curves.
Proof. We have a birational morphism ψ • σ :X → P 2 , so it is a composition of blowups, which contracts (−1)-curves to reach P 2 . We start by contracting the curves from the proof of Proposition 4.5 to obtainX ′ with the curve configuration of Figure 6 . Recall from Theorem 3.11 that the image of the curves with self-intersection −a i are the four lines in general position in P 2 , so they cannot be contracted. Then, one of the Γ ′ i,i+1 is a (−1)-curve, say that it is Γ ′ 1,2 . We contract Γ ′ 1,2 and the chain of (−2)-curves connected to it, to obtain the diagram in Figure 7 .
Figure 7. Contraction of Γ ′ 1,2 and the chain of (−2)-curves.
By repeating the procedure, we obtain that all curves Γ ′ i,i+1 are (−1)-curves.
Proof of Theorem 4.2. From Proposition 4.5 and Proposition 4.6, we conclude thatX ′ and Z(a 1 , a 2 , a 3 , a 4 ) are obtained from the same sequence of blowups of P 2 . ThereforeX ′ ≃ Z(a 1 , a 2 , a 3 , a 4 ) and so X ′ (a 1 , a 2 , a 3 , a 4 ) ≃ T (a 1 , a 2 , a 3 , a 4 ).
Remark 4.7. Notice that if w * = 1, then the surface T (a 1 , a 2 , a 3 , a 4 ) does not correspond to a Kollár surface, so Kollár surfaces with w * = 1 and a i ≥ 2 are strictly contained in Hwang-Keum surfaces.
Finally, we check what happens when some a i = 1, say a 1 = 1.
Corollary 4.8. Let a 1 = 1. Then the point p 4 is smooth, and the map ψ is defined in the log resolutionX of the key curves. The curve Γ 3,4 is smooth, and ψ does not contract C 1 . The surfaceX is obtained by doing blowups from Z (1, a 2 , a 3 , a 4 ) . The curve C 1 ⊂ X(1, a 2 , a 3 , a 4 ) is contractible if and only if a 3 > a 2 .
Proof. If a 1 = 1, then w 2 = a 4 (a 3 −1) and w 4 = a 3 −1. Then by Proposition 3.1 we have that the point p 4 is smooth, and at the point p 2 the singularity is of type 2 +x 3 = 0) ⊂ A 2 , so it is smooth and to obtain the log resolutionX is necessary to do a 2 blowups. Now assume that all the other a i ≥ 2. Therefore C 2 is contractible, and by contracting it and all the other (−1)-curves inX we obtain the surfacê X ′ with the curve configuration shown in Figure 8 . If also a 2 = 1, then all the points are smooth but point p 2 with a singularity of type 1 a 4
(1, a 4 − 1), and we obtain the curve configuration onX shown in Figure 9 .
Following the proof of Proposition 4.6 we have that the curves Γ ′ i,i+1 are (−1)-curves, C ′2 1 = −a 3 and C ′2 2 = −a 4 . ThereforeX ′ ≃ Z(1, a 2 , a 3 , a 4 ), and
Figure 9. Curve configuration on X ′ n when a 2 = 1.
by contracting the (−1)-curve in the top chain along with the (−2)-curves to the right, we obtain that C ′2 1 = −a 3 + a 2 . Therefore C 2 is contractible if and only if C ′2 1 < 0, and this is equivalent to a 3 > a 2 .
Kollár surfaces as branch covers of P 2
We now consider the birational model a 2 , a 3 , a 4 ) , which was defined at the end of Section 2 as the w * -th root cover of (L
We recall that 0 < µ i < w * are µ 1 ≡ a 2 a 3 a 4 , µ 2 ≡ −a 3 a 4 , µ 3 ≡ a 4 , µ 4 ≡ −1 modulo w * , and that by definition gcd(µ i , w
form a plane curve with six nodes. We also recall that A X(a 1 , a 2 , a 3 , a 4 ) is birational to
Proof. By Corollary 2.4, the surface X(a 1 , a 2 , a 3 , a 4 ) is birational to Y ′ , and so for any t i ∈ Z ≥0 we have that X(a 1 , a 2 , a 3 , a 4 ) is birational to X(a 1 + t 1 w * , a 2 + t 2 w * , a 3 + t 3 w * , a 4 + t 4 w * ), as soon as w * =gcd(W ′Corollary 5.2. Let Y ′ be a n-th root cover of (L
Proof. If we multiply the µ i by a unit ξ of Z/nZ, then the n-th root cover does not change. So we take ξ such that ξµ 4 = −1. In this way, we have to solve the system a 2 a 3 a 4 ≡ ξµ 1 , −a 3 a 4 ≡ ξµ 2 , a 4 ≡ ξµ 3 , and a 1 a 2 a 3 a 4 ≡ 1 modulo n, which has a solution because ξ and the µ i are units in Z/nZ. Then, with those a i we can use Theorem 5.1 to find numbers a ′ i such that
is a Kollár surface with w * = n, and birational to Y ′ .
We want to compute the main numerical invariants of Y . For that we first define the following numbers.
Definition 5.3. Let n > 1 be an integer, and let a, b be integers coprime to n.
(1) We define the generalized Dedekind sum [HiZa74, p.94] as
(2) Let 0 < q < n be such that a + qb ≡ 0 modulo n. We define the HJ length l = l(a, b; n) as the length of the Hirzebruch-Jung continued fraction
Dedekind sums and Hirzebruch-Jung continued fractions relate as (see e.g. [Ba77] , [Urz10, Example 3.5 
where 0 < q −1 < n and−1 ≡ 1 modulo n.
Proposition 5.4. We have that π 1 (Y ) = 0, and
where s(1, 1; w * ) = Remark 5.5. Since the geometric genus p g (Y ) is a nonnegative number, we have 2s(1, 1; w * )+ i<j s(µ i , µ j ; w * ) ≥ 0, which can be rewritten using basic properties of Dedekind sums as
We will tell more on this expression in the next section.
Proposition 5.6. We have that e(Y ) = w * + 2 + i<j l(µ i , µ j ; w * ), and
Proof. See [Urz10, Prop. 3.6] and use Noether's formula.
Corollary 5.7. For X = X (a 1 , a 2 , a 3 , a 4 ) we have e(X) = w * + 4, π 1 (X) = 0, and p g (X) = 2s(1, 1; w * )− 4 i=1 s(1, a i ; w * )+s(1, a 1 a 4 ; w * )+s(1, a 1 a 2 ; w * ).
Corollary 5.8. Let gcd(w i , w i+2 ) = 1 for all i. Then
Proof. Let X = X(a 1 , a 2 , a 3 , a 4 ). We are going to compute p g (X) from X, and then the equality follows from p g (X) = p g (Y ). LetX → X be the minimal resolution of singularities. As in the proof of Prop. 3.4 in [Urz10], we have
and e(X) − e(X)
i w i and e(X) = w * + 4, then the formula
is a consequence of the Noether's equality 12χ(OX ) = K 2 X + e(X).
Theorems on geometric genus
In this section we prove results related to the geometric genus of Kollár surfaces. All our computations will be done in terms of Dedekind sums, and so we state the Reciprocity law.
Theorem 6.1 (see e.g. [HiZa74] , p.93). If n and k are relatively prime, then s(1, k; n) + s(1, n; k) = 1 12
Throughout this section, w * will be greater than 1. All equalities involving ≡ will be modulo w * , unless stated otherwise. The symbol q −1 will denote the inverse of q modulo w * . To avoid confusions, we will write 1 q when it corresponds to a number in Q.
Proposition 6.2. Any n ≥ 0 is realizable as the geometric genus of a Kollár surface.
Proof. We know that w * = 1 implies rational, and so p g = 0. Assume that n > 0, and let w * = 3n + 1 and a 1 ≡ 3 −1 , a 2 ≡ 3, a 3 ≡ a 4 ≡ w * − 1. This gives the w * -th root cover Y with µ 1 = 3, µ 2 = µ 3 = µ 4 = w * − 1. The geometric genus of Y is
6.1. p g = 0 surfaces are rational. Theorem 6.3. Let X = X(a 1 , a 2 , a 3 , a 4 ) a Kollár surface with w * > 1. Then the following are equivalent
Lemma 6.4. Let 0 < a < n be relatively prime. Then
Proof. First of all, using the Reciprocity law we have 2s(1, 2; n) = n 2 − 6n + 5 12n < s(1, 1; n) 3s(1, 3; n) ≤ n 2 − 7n + 10 12n < s(1, 1; n) 4s(1, 4; n) ≤ n 2 − 6n + 17 12n < s(1, 1; n) with gcd(n, 2) = 1, gcd(n, 3) = 1 and gcd(n, 4) = 1 respectively. Notice that s(1, 1; n) = (n − 1)(n − 2)/12n. In [Girs16, Thm.1] , the author describes how Dedekind sums s(m, n) grow for a fixed m, given a positive integer k. involved, and find an N such that if n > N , then s(1, 1; n)/2 > s(m, n) for ordinary numbers and nonordinary numbers with qd ≥ 3. The procedure to do so is shown by Girstmair in [Girs16, Thm. 2] , and for the case k = 2 such N is 132. The nonordinary numbers with qd ≤ 2 correspond to m ≡ 1, 2, 2 −1 , but the first case was ruled out in the proposition, and the inequality for 2 and 2 −1 was shown at the beginning of the proof. Therefore, we have (1) for n > 132, and using a computer we can check that it holds true for every n. For k = 3 and k = 4 we obtain similar results, with N = 320 and N = 630 respectively. The cases with qd ≤ 3 and qd ≤ 4 are the ones ruled out in the proposition, and using a computer we can check that (2) and (3) are true for n ≤ 320 and n ≤ 630.
Corollary 6.5.
(1) 2s(1, 1; n) − 2s(1, 2; n) + s(1, 4; n) − s(1, 3; n) + s(1, 2 · 3 −1 ; n) −s(1, 4 · 3 −1 ; n) > 0 for all n > 5; (2) 2s(1, 1; n)−s(1, 2; n)−s(1, 3; n)−s(1, 4; n)+s(1, 6; n)−s(1, 2·3 −1 ; n) +s(1, 4 · 3 −1 ; n) > 0 for all n > 7; (3) 2s(1, 1; n)−s(1, 2; n)−s(1, 3; n)−s(1, 5; n)+s(1, 6; n)+s(1, 2·5 −1 ; n) −s(1, 6 · 5 −1 ; n) > 0 for all n > 7.
Proof. Using the inequalities from 6.4 we see that to prove (1) it is enough to prove that
On the other hand, we have that s(1, 4; n) > 0 if n ∈ {7, 13, 19, 25, 31}, that s(1, −2 · 3 −1 ; n) < s(1, 1; n)/3 if n ∈ {5, 7} and s(1, 4 · 3 −1 ; n) < s(1, 1; n)/3 if n = 5. Therefore, if n is not one of those cases, then the inequality holds. We check the remaining cases and find that (1) is false only if n = 5. We repeat the same argument and prove that we have to check the cases when n ∈ {7, 11, 13, 19, 25, 31} for (2), and when n ∈ {7, 13, 19, 31} for (3). Both cases give us that (2) or (3) are false only if n = 7.
Proof of Theorem 6.3. By Corollary 5.7, we have that the geometric genus of X(a 1 , a 2 , a 3 , a 4 ) is
Assume that a i ≡ 1 and a i a i+1 ≡ −1 for all i. First, if a i ≡ 2, 2 −1 and a i a i+1 ≡ −2, −2 −1 for all i, then by Lemma 6.4,(2) we have that p g > 2s(1, 1; w * ) − 6 3 s(1, 1; w * ) > 0. Therefore it is enough to rule out the cases when a 1 ≡ 2 or a 1 a 2 ≡ −2 −1 . First suppose that a 1 ≡ 2, so
and we have to check the cases when we cannot use Lemma 6.4,(3). If a 3 ≡ 2 or a 3 ≡ 2 −1 , then a 1 a 2 ≡ −1 or a 4 ≡ 1 respectively, so they satisfy the hypothesis for p g = 0.
If a 2 ≡ 2 −1 , 2a 2 ≡ −2, 2a 4 ≡ −2, a 4 ≡ 3 −1 or 2a 2 ≡ −3, then one of the terms is equal to s(1, 1; w * ) or two of the terms cancel, so by Lemma 6.4,(1) we have that p g > 0.
If a 2 ≡ 2, 2a 2 ≡ −2 −1 or 2a 4 ≡ −2 −1 , then
and by Corollary 6.5,(1) p g > 0 when w * > 5. If w * = 5, then it satisfies the conditions for p g = 0.
If a 2 ≡ 3 or 2a 4 ≡ −3 −1 , then
and by Corollary 6.5,(2) p g > 0 when w * > 7. If w * = 7, then it satisfies the conditions for p g = 0.
If a 4 ≡ 3 or 2a 2 ≡ −3 −1 , then
and by Corollary 6.5,(3) p g > 0 when w * > 7. If w * = 7, then it satisfies the conditions for p g = 0.
These cover all the cases for a 1 ≡ 2. Now assume that a 1 a 2 ≡ −2 −1 , so
and we proceed as the previous case. If a 1 a 4 ≡ −2 or a 1 a 4 ≡ −2 −1 , then a 1 ≡ 1 or a 4 ≡ 1 respectively, so they satisfy the hypothesis for p g = 0.
If a 2 ≡ 3 −1 or a 3 ≡ 3, then two of the terms in the sum cancel, so by Lemma 6.4,(1) we have that p g > 0.
If a 4 ≡ 3 −1 or 2a 2 ≡ −3 −1 , then
If a 2 ≡ 3 or a 3 ≡ 3 −1 , then
These cover all the cases for a 1 a 2 ≡ −2 −1 .
(b) ⇒ (c): Notice that b) implies the existence of µ i and µ j such that µ i + µ j ≡ 0(mod w * ). Consider the trivial pencil of lines trough L i ∩ L j . Since µ i + µ j ≡ 0(mod w * ), this pencil defines a pencil of smooth rational curves in Y via pull-back. Therefore Y is rational, and so is X. Lemma 6.8. Let S be a smooth projective surface with p g = 1 and q = 0. Assume it has an effective connected divisor F with F 2 = 0 and p a (F ) = 1, and a (−2)-curve C such that F ·C = 1. Then S is birational to a K3 surface, and F is a fiber of an elliptic fibration S → P 1 , where C is a section.
Proof. Notice that F has the type of a non-multiple fiber of an elliptic fibration. We want to get such a fibration on S. By the Riemann-Roch inequality and
Therefore, there is a fibration S → P 1 with general fiber of genus 1 and F is a fiber. Let S ′ be the relative minimal model of this fibration. By the canonical class formula, K S ∼ (−2 + χ(O S ))F + i (m i − 1)G i + E where G i are the multiple fibers, and E is the exceptional divisor from S → S ′ . But there is a section C, and so G i = 0 for all i. Then S ′ has trivial canonical class, and so it is a K3 surface. Table 1 . List for p g = 1 X(a 1 , a 2 , a 3 , a 4 ) w * Total transform of key configuration X (7, 7, 15, 15) 4
X(8, 9, 14, 22) 5
X(11, 27, 10, 18) 7
X(17, 14, 42, 18) 11
X(20, 21, 43, 22) 13
X(26, 56, 39, 64) 17 (29, 30, 42, 32) 19
F 10 X(47, 51, 63, 91) 20
We now go case by case, showing what the support supp(F ) of F is and its type (using Kodaira's notation), and showing C. Here we are choosing F and C, there are other choices in general.
4) supp(F ) =
6 i=1 F i +L 1 +L 2 +L 4 +F 16 +F 17 +F 18 , type I 12 , C = F 7 . 5) supp(F ) = F 1 + F 16 + F 17 + L 4 , type IV , C = F 2 . 7) supp(F ) = F 1 + F 16 + F 17 + L 4 , type III, C = F 15 . 11) supp(F ) = F 6 + L 2 + F 17 + F 7 , type II, C = F 5 . 13) supp(F ) = F 1 + F 2 + L 4 + L 3 + F 8 + 15 i=10 F i , type III * , C = F 3 . 17) supp(F ) = L 2 + 9 i=7 F i + F 12 + L 3 + F 13 + F 16 , type IV , C = F 11 . 19) supp(F ) = F 4 + L 1 + F 5 + F 6 + F 7 + L 2 + F 15 , type II, C = F 3 . 20) supp(F ) = F 3 + L 1 + F 4 + F 5 + F 6 + L 2 + F 14 , type II, C = F 2 .
6.3. p g ≥ 2 generic surfaces are of general type. In this sub-section, we assume that p g ≥ 2. We recall that Kollár surfaces are simply-connected. By classification of algebraic surfaces, the Kodaira dimension of the associate surface Y is either 1 or 2. We first present families of explicit examples for each of the two possible Kodaira dimensions, and then we show the general picture for w * >> 0.
Let g : Y ′ → P 2 be the normal w * -th root cover branch on (L
3 L µ 4 4 = 0), and let f : Y → P 2 be g composed with the minimal resolution of singularities of Y ′ . Let p i,j = L i ∩ L j for i < j. Let E i,j,k be the k-th exceptional curve over p i,j . Then
where H is a line in P 2 , and so
where we are using notation and facts from the beginning of Section 3, and L ′ i ≃ P 1 is the (reduced, irreducible) pre-image of L i . Example 6.9. Let b ≥ 2. Consider w * = 4(b − 1), µ 1 = µ 2 = 1, and µ 3 = µ 4 = 2b − 3. Then, over p 1,2 and p 3,4 we have A w * −1 singularities in Y ′ , and over the rest of the p i,j we have 1 w * (1, 2b − 1). Notice that w * 2b−1 = [2, b, 2]. We have that L ′ 2 i = −2, and
2(E 1,2,k +E 3,4,k )+(E 1,3,k +E 1,4,k +E 2,3,k +E 2,4,k ) .
Therefore Y is a minimal surface with K 2 Y = 0 and e(Y ) = 3w * + 12, and so p g (Y ) = b − 1. The surface Y is K3 when b = 2, and Kodaira dimension 1 when b > 2. In fact, one can show that E 1,3,2 , E 1,4,2 , E 2,3,2 , E 2,4,2 are sections (and (−b)-curves) for an elliptic fibration Y → P 1 , and the complement of them in the support above of K Y give two I * w * singular fibers (using Kodaira notation).
Example 6.10. Let b ≥ 1. Consider w * = 28b + 1, µ 1 = 1, µ 2 = 2, µ 3 = 4, and µ 4 = 28b − 6. Then, over p i,j we have: One can verify that α i,j,k + β i,j,k > 4 for all i, j, k. Therefore, by the formula above, K Y can be written with positive coefficients supported in the configuration of curves, so that to obtain the minimal model Y ′′ of Y we only need to contract L ′ 3 since w * −4 4 > 1 (and see the figure) . We compute using the formulas above: K 2 Y ′′ = 7(3b − 1), e(Y ′′ ) = 63b + 19, and p g (Y ′′ ) = 7b. In this way, Y ′′ is of general type for any b.
We now consider prime numbers w * >> 0 and partitions µ 1 + µ 2 + µ 3 + µ 4 = w * with 0 < µ i < w * . Let S be the set of all partitions. Then, as we did before, there are smooth projective surfaces Y constructed as w * -th root covers Y → Y ′ → P 2 , and there are infinitely many Kollár surfaces X(a 1 , a 2 , a 3 , a 4 ) birational to each Y . Let X min be a minimal (smooth) model for Y (and so for all X (a 1 , a 2 , a 3 , a 4 ) ). The following is based on [Urz10, Urz15] .
Theorem 6.11. There is S ′ ⊂ S with S ′ /w * → 0 as w * >> 0 such that if {µ 1 , µ 2 , µ 3 , µ 4 } ∈ S \ S ′ , then X min is a simply-connected surface of general type with K 2 X min /e(X min ) → 1 as w * >> 0.
Proof. By Proposition 5.6, we have e(Y ) = w * + 2 + i<j l(µ i , µ j ; w * ), and K 2 Y = w * + 4 w * + 4 + i<j 12s(µ i , µ j ; w * ) − l(µ i , µ j ; w * ).
Notice that by Theorem 4.1 in [Urz15] , both e(Y ) >> 0 and K 2 Y >> 0. In particular Y is of general type by classification of algebraic surfaces. We also note that K Y ′ is ample since it is numerically (1 − 4/w * ) times the pull-back of the class of a line. Thus, by Theorem 4.3 in [Urz15] , the number of potential (−1)-curves to be contracted over w * tends to zero as w * approaches infinity, and so X min satisfies K 2 X min /e(X min ) → 1 as w * >> 0.
