Abstract Although stress is a common experience in everyday life, a clear understanding of how often an individual experiences and reports stress is lacking. Notably, there is little information regarding factors that may influence how frequently stress is reported, including which stress dimension is measured (i.e., stressors-did an event happen, subjective stress-how stressed do you feel, conditional stress-how stressful a stressor was) and the temporal features of that assessment (i.e., time of day, day of study, weekday vs. weekend day). The purpose of the present study was to conduct a coordinated analysis of five independent ecological momentary assessment studies utilizing varied stress reporting dimensions and temporal features. Results indicated that, within days, stress was reported at different frequencies depending on the stress dimension. Stressors were reported on 15-32% of momentary reports made within a day; across days, the frequency ranged from 42 to 76% of days. Depending on the cutoff, subjective stress was reported more frequently ranging about 8-56% of all moments within days, and 40-90% of days. Likewise, conditional stress ranged from just 3% of moments to 22%, and 11-69% of days. For the temporal features, stress was reported more frequently on weekdays (compared to weekend days) and on days earlier in the study (relative to days later in the study); time of day was inconsistently related to stress reports. In sum, stress report frequency depends in part on how stress is assessed. As such, researchers may wish to measure stress in multiple ways and, in the case of subjective and conditional stress with multiple operational definitions, to thoroughly characterize the frequency of stress reporting.
Introduction
Stress in daily life is a ubiquitous experience. Stress is the most common workplace health complaint (Workplace and Health Report, 2016) , and workplaces are increasingly attempting to implement interventions to reduce stress among employees (Gladwell & Brown, 2016; Klatt et al., 2017) . Stress is also a common symptom driving people to see physicians and therapists (Leger et al., 2016) . Results from a national probability sample of adults in the United States assessed for eight consecutive days suggest that at least some stress is reported on nearly 40% of days (Almeida et al., 2002) .
Measuring the frequency of stress occurrence is critical for understanding who to target for intervention, and when and how that intervention should be delivered to reduce stress and its negative health effects (Cohen et al., 2007 ). Yet, emerging work in this area increasingly suggests that our understanding of what stress is, and how to measure stress, may be limited (Epel et al., 2018; Smyth et al., 2018) . A recent review calls for a unified model of stress to better harmonize findings across studies and to consider how stress affects health across the lifespan (Epel et al., 2018) . Implicit in this domain of work is the idea that different methods used to measure stress could produce different findings. If so, then our current understanding of stress, including its antecedents, its effects, and how to intervene may be misguided. For example, researchers often focus on the causes of stress with the aim to identify possible situations and factors that either aggravate stress or buffer its effects, and then to inform or develop interventions using this information. Recent work in the area of ''just-in-time'' and related interventions take this logic further, applying interventions at moments of stress (Nahum-Shani et al., 2018; Smyth & Heron, 2016) , thus making precise and accurate measurement of stress essential. However, if the items, and/or when those items are delivered, used to assess stress can influence a person's reporting of stress frequency and intensity, then the results obtained from that research may produce bias that could lead to erroneous conclusions. Interventions may be designed and deployed based on certain assumptions that could limit the effectiveness of those interventions (e.g., people are equally stressed in the morning or at night, or on a weekday versus a weekend). Alternatively, if the methodological and temporal resolution of when stress is reported can be improved, it may be possible to discover novel associations with stress. Thus, the purpose of this paper is to examine two methodological factors that may be associated with the frequency of reporting stress: the dimension of stress that is measured (e.g., stressor vs. subjective stress) and the timing of those stress assessments (e.g., weekday vs. weekend day). To test whether these factors matter, we will conduct a coordinated analysis of five ecological momentary assessment (EMA) studies that assess frequency of stress across moments within days, as well as aggregating reports to assess day-to-day experiences of stress.
Ecologically valid assessment of stress
Ecologically valid sampling methods were developed in response to the growing recognition that global recall measures of mental process can be problematic (Csikszentmihalyi & Larson, 2014) . Primacy and recency biases, for example, might lead to recounting experiences that are heavily influenced by what happened at the initial reporting window or most recently (Smyth & Stone, 2003) . Other biases may lead people to remember and weigh particularly impactful or salient events more heavily. In the present paper, we report analyses of studies employing EMA methods that help to circumvent these concerns. EMA involves repeatedly measuring psychological processes in real time as they occur in the natural environment. Such an approach provides measurements that are believed to be more ecologically valid, and that reduce the impact of recall bias by asking people to report on experiences close in time to when they occur (Smyth & Heron, 2012; Smyth et al., 2017) . Importantly, research has suggested that measures of daily stress are independently related to distress compared to other more traditional measures, including assessing recent life stressors, levels of chronic stress, and childhood trauma (Wheaton & Montazer, 2010) .
Although EMA designs are likely to reduce memory biases, they still may be susceptible to methodological influences as retrospective surveys are. For example, in health-related domains, patients differentially rate the risk of a medical procedure depending on whether survival or death rates are provided (Reyna et al., 2009) . With regard to assessing stress, asking participants to reflect on different aspects of the stress process may elicit different information. In terms of stress, individuals may respond differently depending on contextual factors, such as the day of the week (Damaske et al., 2014) . In other words, although EMA can limit bias, it still relies on self-report of human interpretation and introspection to collect data. Yet less focus has been paid on considering how EMA measures of stress can be potentially biased (e.g., Epel et al., 2018) . Taken together, results of these previous studies suggest the importance of systematically examining methodological factors, including the dimension of stress assessed and temporal features, to determine whether they impact when people report the experience of stress.
Factors associated with frequency of stress reporting
In examining if the frequency of stress reporting is impacted by how it is measured, we consider aspects of both the dimension of stress and temporal features of measurement. For the dimensions of stress, we consider three possible dimensions that are among the most common ways stress is typically measured in EMA research.
(1) The first examines whether a person was exposed to some event that they considered stressful (herein called stressor). This could be asked generally in terms of whether they experienced any event, or specifically in terms of whether they experienced any of a series of potential stressors, such as having an argument or getting stuck in traffic. In measuring reported exposure, this item does not tap specifics about the stressor, including the severity of the experience; rather, it treats all stressors equivalently. (2) Next, we consider people's subjective ratings of how stressed they feel regardless of the explicit event (herein called subjective stress). Importantly, this item does not attempt to understand why someone reports feeling stressed at a particular moment. Subjective stress may be reported due to an event in the environment, due to stressful thoughts, or because of an unknown cause. Subjective stress is important to study as not all stress will be due to recognized and/or reported external events or stressors, yet these subjective appraisals may independently relate to outcomes. (3) Finally, we combine these two approaches and examine people's ratings of how stressful they perceived a stressor event to be (herein called conditional stress). Conditional stress attempts to assess how severe a stressor is, and the extent to which one feels subjectively stressed due to a stressor. Conditional stress is important to study because it does not inherently treat all stressors equivalently, allowing some (even within a stressor 'type') to have more of an impact than others. In sum, these three measures represent fundamental dimensions of the stress experience in daily life, including experienced events (stressor), general appraisals (subjective stress), and appraisals of events (conditional stress).
For temporal features, we consider three features commonly present in EMA (or other short duration intensive longitudinal assessment) studies that track people over time to characterize stress variation within and across days. (1) First, we consider the time of day, reflecting a temporal feature that varies within days. For example, those with a traditional work schedule must prepare for the coming day upon awakening, which may include a commute to work; then when people return home, they may have time, energy, and motivation to engage in physical activity and/ or leisure. Some preliminary work has shown that stress levels vary across the day, with lower levels in the evening compared to midday (Sarker et al., 2016) . (2) Next, we test study day (the current number of days a person has been in the study), which is a temporal feature that varies across days. People may go through an adjustment period when completing EMA protocols, at first being vigilant to one's surroundings and experiences but acclimating over time (e.g., Rowan et al., 2007; Shrout et al., 2018) . Given this potential for earlier days of measurement to differ from later days, a run-in period is often recommended for EMA studies in which people do the EMA measurement to get used to the protocol but for which the data are not analyzed (Stone & Shiffman, 2002) . (3) Finally, we examine day of week, specifically comparing weekdays and weekend days, which is a temporal feature that varies across days. People have different patterns of behavior on weekdays compared to weekend days (Bureau of Labor Statistics, 2014) . This pattern may translate to different stress states; for example, employed participants report better moods and more vitality on non-work compared to work days (Damaske et al., 2014; Ryan et al., 2010) .
The present study
To explore the importance of stress dimension and temporal features in the rates of reporting stress, the current study presents a coordinated analysis of five EMA studies. Coordinated analysis has the goal of conducting analyses separately across independent studies with some shared, and some systematically varying, characteristics, followed by a comparison of the results (see Hofer & Piccinin, 2009 ; in contrast to meta-analysis, which has a goal of averaging results across many prior studies to generalize that result to the population). Studies in coordinated analyses typically differ in terms of methods, including utilizing different samples, number of assessment occasions and days, and specific measures, thus precluding (or limiting) meta-analytic and integrated analysis approaches; yet, provided each study assesses the same underlying construct, a coordinated analysis can be conducted to explore commonalities. As such, if results replicate across these independent studies, results can be considered more robust and not due to any idiosyncratic features of one study.
The work presented here is part of the National Institute of Health's Science of Behavior Change program (https:// scienceofbehaviorchange.org/). The goal of this NIH program is to take an experimental medicine approach to studying behavior change, with the overarching goal of our research program being the examination of the effects of everyday stress responses on physical activity and sleep patterns in everyday life (Smyth et al., 2018) . For this work, we examine five EMA studies that each measured stress, but used different items, and used study designs that varied in terms of study duration (number of days) and density of measurement (number of assessments per day). These studies were strategically sampled as they comprised samples ranging from general community samples to fulltime employed adults to clinic-referred patients with chronic disease. Importantly, these studies are independent projects conducted by different investigators.
For this paper, we first to report on the frequency of stress at any particular moment within days, and then across days with the EMA data aggregated at the day level.
In reporting on frequencies within and across days, results will be presented across the differing stress dimensions. Second, we examined how temporal features within days (e.g., time of day) and across days (e.g., study day, weekday versus weekend day) are associated with the frequency of stress reporting. By testing whether the frequency of reporting stress varies as function of what stress dimension is assessed and when, these results have potentially important implications, including informing rigorous study design and facilitating empirically supported approaches to stress intervention work, especially just-in-time and adaptive interventions. For example, this work could be used to develop interventions to disrupt the bidirectional stress and physical activity link, either by encouraging individuals to exercise as a way to buffer against future stress that typically occurs for a person in a particular time and environment, or to engage in physical activity after a stressor to relieve its negative effects (Stults-Kolehmainen & Sinha, 2014) .
Method
These coordinated analyses drew from five EMA studies. See Table 1 for a general overview of sample characteristics and study designs. The Effects of Stress on Cognitive Aging, Physiology, and Emotions (ESCAPE) study examined whether repetitive thinking helps explain how stressors affect cognitive health over time (for details see Scott et al., 2015) . The Stress and Working Memory (SAWM) study examined relationships between stress and personality, health status, and working memory (for details see Mogle et al., 2019) . A third study-the Stress, Health, and Daily Experiences (SHADE)-examined how daily experiences relate to health and well-being among patients with asthma or rheumatoid arthritis (for details see Smyth et al., 2014) . A fourth study-Work and Daily Life (WDL)-examined how workplace stress is associated with health and well-being among full-time employed adults (for details see . Finally, the North Texas Heart Study (NTHS) examined social vigilance as a predictor of cardiovascular disease (for details see Ruiz et al., 2017) .
Samples

ESCAPE
Participants were recruited using systematic probability sampling of New York City Registered Voter Lists for the zip code 10475, an area of Bronx, NY. Exclusion criteria include being younger than 25 or over the age of 65, not ambulatory, not fluent in English, with a visual impairment, and not a resident of Bronx County. Participants (n = 241) ranged in age from 25 to 65 years (M = 46.8 SD = 10.9); women made up 66.4% of the sample. The sample was diverse in terms of racial and ethnic identity: 9.1% identified as Non-Hispanic White, 63.1% as Non-Hispanic 
SAWM
Participants were recruited from advertisements and flyers in a city in the Northeast U.S. Exclusion criteria consisted of the following: younger than 18 years of age or older than 80; being unable to operate a palm-top computer; and having a major cognitive impairment. Participants (n = 172) ranged in age from 20 to 79 years (M = 49.5, SD = 16.9); women made up 51.1% of the sample. More than half (57.9%) of the sample identified as Non-Hispanic White, 31.6% as Non-Hispanic Black, 3.5% as Hispanic Black, and 7.0% as other race or ethnicity.
SHADE
Participants were recruited via print media (e.g., flyers) and television and radio advertisements in a city in the Northeast U.S. for a study examining how daily experiences relate to the health and well-being of individuals diagnosed with chronic illness. Participants (n = 128) with a physician-confirmed diagnosis of RA (n = 97) or asthma (n = 31) completed the study. Of the total sample, 117 participants provided EMA data. Participants had a mean age of 44.2 (SD = 14.2) and were predominantly Caucasian (84%) and female (73%). Exclusion criteria consisted of the following: younger than 18 years of age; no clinically verified diagnosis of rheumatoid arthritis or asthma; current drug or alcohol abuse problems; receiving emergency room treatment (other than minor injury), having a medication or other treatment change, or receiving a diagnosis of a mental illness within the prior 3 months; or being unable to complete the EMA protocol (e.g., due to poor eyesight).
WDL
Participants (n = 122) were recruited in a city in the Northeast U.S. for a study measuring work parameters and health. Participants had a mean age of 41.2 (SD = 11.6) and were predominantly Caucasian (76.1%) and female (74.5%). Exclusion criteria consisted of the following: younger than 18 years of age; not currently employed Monday through Friday with regular working hours between 6:00 a.m. and 7:00 p.m.; employed on weekends; unable to come to the research laboratory on a Wednesday evening and the following Monday; not fluent in English; pregnant; and having a psychiatric therapy or drug treatment change within the prior 3 months. Of the total sample, 112 participants provided EMA data.
NTHS
A diverse community sample from the North Texas area was recruited through advertisements in local newspapers, flyers, community and university websites, and hospital postings. Participants (n = 300) were sampled as stratified by gender within age and race/ethnicity resulting in the following demographics: 150 men, 150 women; aged 21-70 (M = 42.4, SD = 12.8); 60% non-Hispanic Whites, 15% non-Hispanic Blacks, and 19% Hispanic/Latino/a. Exclusion criteria consisted of the following: unable to give informed consent, having a previous history of myocardial infarction, pregnancy within the past 12 months, and/or being a night shift worker.
Procedure
Across all studies, participants were initially screened by phone for eligibility and then set up an appointment for an initial session. At these initial sessions, participants provided informed consent and completed additional baseline questionnaires that are not relevant to the present study (see study-specific references for additional information on such measures).
ESCAPE
The initial session was completed in a research office. Participants were trained on how to use the provided smartphone to complete the EMAs. For the ensuing 16 consecutive days, of which the first two were a run-in period and next 14 were used for data analyses, participants completed five measurements a day with measurements occurring between two and 3 h apart. A maximum of 70 assessments per person was possible; participants averaged 57.9 (SD = 14.5; 82.7%) assessments. At the end of the fourteenth day participants returned the smartphones to the research office, completed some additional measures, and were debriefed.
SAWM
The initial session was completed in a laboratory setting. Participants were trained on how to use the provided palmtop computer to complete the EMAs. For the ensuing nine consecutive days, of which the first two were a run-in period and next seven were used for data analyses, participants completed five measurements a day with measurements occurring between 2 and 3 h apart. A maximum of 35 assessments per person was possible; participants averaged 31.7 (SD = 6.5; 90.6% of total possible). At the end of the seventh day participants returned the smart-phones to the lab, completed some additional measures, and were debriefed.
SHADE
The initial session was completed in a laboratory setting. Participants were trained on how to use the provided palmtop computer to complete the EMAs. For the ensuing seven consecutive days, participants completed five measurements per day with measurements occurring randomly within roughly 3-h intervals excluding the first and last 15 min of each interval. A maximum of 35 assessments per person was possible; participants averaged 26.1 (SD = 10.3; 74.6% of total possible). At the end of the seventh day participants returned the smartphones to the research office, completed some additional measures, and were debriefed.
WDL
The initial session was completed in a laboratory setting. Participants were trained on how to use the provided palmtop computer to complete the EMAs. For the ensuing three consecutive days (Thursday to Saturday), participants completed 6 measurements a day with measurements occurring randomly within roughly two and a half hour intervals excluding the first and last 15 min of each interval. A maximum of 18 assessments per person was possible; participants averaged 17.3 (SD = 1.2; 95.6% of total possible). At the end of the third day participants returned the EMA devices, completed some additional measures, and were debriefed.
NTHS
The initial session was completed in a community vascular medicine clinic on a Thursday morning; this visit also included a brief physical exam, completing a personal and family medical history, and providing a fasting blood draw. Participants were subsequently trained on how to use the provided cellphone to complete the EMAs. For the ensuing two consecutive days, participants completed an EMA in 45-min intervals with measurements occurring randomly within each interval. Due to differing study start times and sleep cycles each participant could complete a different number of assessments; participants averaged 27.2 assessments (SD = 8.2; 85% of likely possible). At the end of the second day participants returned the smartphones, completed some additional measures, and were debriefed.
Materials
See Table 2 for specific questionnaire items and scale endpoints for all items across studies relevant to the present paper.
ESCAPE
Participants indicated whether anything stressful occurred since the last survey (stressor) and how unpleasant the stressor was (conditional stress).
SAWM
Participants indicated whether anything stressful occurred since the last survey (stressor) and how unpleasant the stressor was when it happened (conditional stress).
SHADE
Participants indicated whether anything stressful occurred since the last prompt (stressor) and how stressful the stressor was (conditional stress).
WDL
Participants indicated whether any of a series of hassles had occurred since the last prompt (stressor), and how stressed they were at the time of the prompt (subjective stress).
NTHS
Participants indicated whether anything stressful occurred since the last prompt (stressor), how stressed they have been since the last measurement (subjective stress), and how stressful the stressor was (conditional stress).
Analytic plan for coordinated analysis
To examine the frequency of stress reporting, binary indicators were coded to reflect whether stress was present or not at any moment (0 indicated no stress, 1 indicated stress). For stressors, a 1 was coded if a participant affirmatively reported something stressful occurred in general, or if they reported any hassles from a provided list. To extend our approach of evaluating if stress was reported, and because it is often unclear what value of a continuous stress scale at a particular moment or day indicates the affirmative presence of stress, we recoded subjective and conditional stress into binary variables. We acknowledge that dichotomizing subjective and conditional stress can result in the loss of some information and statistical power (MacCallum et al., 2002) ; however, it is important to highlight that the dichotomizing process is consistent with an experimental medicine approach that often requires a clear cutoff value to trigger an intervention or treatment option (Budczies et al., 2012) . Also, the range of the scales across items and studies were different, thus making direct comparisons more difficult. The cutoff allows an easier understanding of when the results across studies converged or not.
To respect the complexity of this dichotomization process, we constructed three different indicators in line with previous theory and research (e.g., DeCoster et al., 2009 ). These approaches vary in the underlying assumptions (e.g., as to what they reflect) and may also serve as an empirical example for future research on potential ways to dichotomize stress reports if necessary (e.g., a cutoff value is needed). (1) An ''any stress'' measure was calculated in which the lowest value of the scale was coded as a 0 (the anchor for the lowest value was always not at all stressful) and all other values were coded as 1. Any stress thus takes an all-or-nothing approach to understanding subjective and conditional stress. Yet, this threshold may be too low as experiences close to zero are treated similarly as experiences at the other extreme. Thus, the subsequent alternative definitions calculated were an attempt to capture more moderate to highly stressful experiences. (2) A ''midpoint'' measure was calculated in which values below the midpoint of the scale were coded as zero and all values equal to and above the midpoint were coded as 1 (e.g., on a 0-100 scale, values 0-49 were coded as no stress and values 50-100 were coded as stress). This measure attempts to assess how frequently stress levels were reported to be high by using a common criterion across all participants-the item's scale. By selecting the midpoint, this ensures that more subjectively and conditionally stressful moments are reported. Yet, the accuracy of this definition is predicated upon all respondents using the item's scale equivalently and exhibiting similar variance in using the scale. (3) An ''above personal norm'' measure was calculated in which a standard deviation (SD) for each participant was calculated, and then all values that were less than one SD above the mean for that person were coded as 0 and values one SD or greater above the mean were coded as 1. In this way, the threshold is now centered to each person's own mean and identifies stressor moments as ones that are higher than normal for that person only (thus obviating the assumption of the midpoint approach described above). One SD was chosen because using this threshold should ensure sufficient variability on average within participants (* 16% of assessments as stress moments). Also, this approach creates personalized thresholds that may be more meaningful to an individual as their own typical levels of subjective and conditional stress are taken into account. Finally, a one SD cutoff limits the likelihood of an impossible criterion for those participants who report higher levels of subjective and conditional stress on average. Together, these three ways of coding subjective and conditional stress allow a testing of a range from modest to more severe stress experiences.
The frequency of stress was examined across three temporal features. First, within days, we tested whether time of day influenced the frequency of stress reporting. Time was coded based on the hour of assessment, ignoring minutes, using a military format (e.g., a measurement at 9:23 pm was coded as 21), starting at 0 for midnight. Second, across days, a consecutive count of the study day starting at one was used to examine whether the frequency of stress reporting differed across study day. Third, across days, we coded whether the study day occurred on a weekday (Monday to Friday) or weekend day (Saturday or Sunday) and tested the effect on the frequency of stress reporting.
Results first report the frequency of stress across study and by stress dimension. For the analyses within days, the percentages represent the frequency that stress was reported at any one particular moment (i.e., at each beep) across all available data from all participants. For the analyses across day, the percentages represent the frequency that was reported on any one particular day across all available data from all participants. For these analyses across days, data were aggregated from the momentary reports to dayspecific summaries. Within each day, if at any moment a condition was met in which stress was coded as being present, then that day was coded as a stress day.
Finally, analyses were conducted to examine temporal features. First, logistic regressions were conducted using PROC GLIMMIX in SAS. The temporal features of study hour (within days), study day (across days), and weekday versus weekend day (across days) were included as predictors of the likelihood of stress in separate models. For the analyses within days, two random intercepts were specified controlling for nesting at the subject level and day level (days within subjects). For the across-day analyses, a random intercept was specified controlling for nesting at the subject level. For the time of day and study day analyses, time-varying effect modeling (TVEM) also was conducted to investigate possible non-linear time trends. This approach estimates regression coefficients (corresponding to the estimated rates of stress and the associations between predictors and momentary report of a stress) as flexible functions across continuous time. This allows us to visualize the time trends in regression coefficients and the corresponding time-varying confidence intervals for each coefficient function (TVEM SAS Macro, 2015). The p-spline method was used, with an initial number of knots, or splitting points, of 5 specified for each coefficient function based on prior work (Li et al., 2015) .
Results
Frequency of momentary stress reports
We examined the frequency of occasions in which people reported stress (moment level) by each stress dimension. Results displayed in the top portion of Table 3 indicates that the frequency of stress reporting varied by stress dimension. Stressors reflect whether a person reported exposure to a stressful event at a particular moment. Across the datasets, stressors were reported between 14.7 and 31.7% of observed occasions (M = 20.4, SD = 7.1). Next, subjective stress assessed whether a person felt stressed at a particular moment regardless of what may have occurred in one's environment. In accordance with our different definitions, rates of reporting varied. Any stress-the all-ornothing approach-was reported most frequently (46.2-56.4%). Midpoint-the measure of if one reports a stressfulness rating at or above the midpoint of the scalewas less frequent than any stress (19.9-24.7%). Above person norm-that counted stress if one's stressfulness rating was one standard deviation above one's own meanwas least frequent (8.1-9.9%). Finally, conditional stress assessed whether a person rated an experienced stressor as stressful. Again, frequency of conditional stress depended upon how the variable was defined. Any stress (14.9-21.6%, M = 17.1, SD = 3.2) and midpoint (12.8-15.5%, M = 13.8, SD = 1.2) had similar frequencies as stressors, but above personal norm had lower frequencies (3.0-16.0%, M = 6.6, SD = 6.3).
Next, we tested whether frequencies in stress reporting varied as a function of time of day. As can be seen in the top portion of Table 4 , there was a statistically significant linear trend of time in which stress was reported less frequently over the course of the day for two of the five studies: NTHS and WDL. For example, for each additional hour, the odds of reporting a stressor decreased by 3% in both studies. The patterns of effects for time of day on reporting were similar across the other stress measures in these studies. No significant findings were observed for SHADE, SAWM, and ESCAPE. To further investigate the complexity of these time trends, TVEM analyses were conducted. Results are depicted for stressors in Fig. 1, but were similar for the other stress measures. In general, the pattern of results suggested a slightly higher reporting rate in stressors when measurements were in the morning for NTHS and WDL, which diminished across the day; a similar effect is seen in the early evening that drops off by nighttime. SHADE, SAWM, and ESCAPE showed relatively flat profiles.
Frequency of stress across days
This next set of analyses examined the frequency of days in which people reported stress (day level). Each moment was coded as a stress or non-stress moment; then days were coded as a stress day if it contained any moment in which stress occurred (coded separately for each stress measure). First, the extent to which stress was reported across days was examined by stress dimension. As can be seen in the bottom portion of Table 3 , the frequency of stress varied by stress dimension. Stressors were reported between 42.3 and 75.6% of days (M = 58.1, SD = 15.7). For subjective stress, rates of reporting were most frequent for any stress (87.2-90.4%), followed by midpoint (54.4-71.7%), and least frequent for above personal norm (39.8-57.8%). For conditional stress, any stress (41.1-72.5%, M = 52.8, SD = 14.7) and midpoint (36.1-8.5%, M = 47.1, SD = 14.8) had similar frequencies as stressors, but above personal norm stress had lower frequencies (11.0-47.6%, M = 27.5, SD = 17.7).
Next, we tested whether stress was more frequently reported on days early in the study compared to the end. As can be seen in the middle portion of Table 4 , there was a consistent linear trend of time in all but NTHS (likely attributable to having only 2 days of study). For WDL, SHADE, SAWM, and ESCAPE the trend indicated that daily stress was reported less frequently as the time in the study progressed. For example, each additional day in the study decreased the odds of reporting stressors between 4 and 56%. The pattern of effects were similar across the other stress measures. To ensure that study day did not follow a higher order trend, TVEM analyses were conducted. NTHS and WDL were excluded due to having too few days to analyze (only two and three, respectively). Results are depicted for stressors in Fig. 2 , but were similar for the other stress measures. All studies indicated that the frequency of reporting daily stress decreased throughout the first study week. SHADE and SAWM suggested a relatively linear pattern across the seven study days, with SAWM perhaps indicating a steeper decline over the first few days. Results from ESCAPE depicted a quick drop in frequency over the first 3 days that slowly declined for the rest of the study period of 14 days.
Finally, we tested whether the frequency of daily stress reporting differed on weekdays compared to weekend days. NTHS was excluded from this analysis as all data was collected on weekdays. As can be seen in the bottom portion of Table 4 , stress was reported significantly more frequently on weekdays compared to weekend days for WDL, SHADE, and ESCAPE. For example, individuals were between 36 and 72% less likely to report stressors on weekend days compared to weekdays. The pattern of effects were similar across the other stress measures. SAWM demonstrated a similar pattern as the other four studies, but results were not significant.
Discussion
The purpose of this coordinated analysis was to examine the frequency of stress reporting in people's everyday lives using ecologically-valid assessments, and then to test whether stress dimension and temporal factors influence the level of reporting. In general, there was a range of reporting frequencies across studies, with stressors being reported 15-32% of occasions within each day depending on the study. Across days, the frequency of reporting stressors ranged from about 42-76% of days depending on the study. The highest stressor frequency was achieved in the WDL study in which participants were prompted to report specific hassles compared to the other four studies that had similar frequencies to each other that asked in general whether anything stressful happened. In other words, in addition to which dimension of stress is measured as will be discussed, these results begin to suggest that even variations in the specificity in which questions are posed can influence the frequency of reports. Other factors, such as the sample characteristics, may also play into rates of reporting (discussed more below). As expected, how the cutoffs were defined influenced the rates of reporting. Subjective stress was most frequent affirmed of the stress dimensions, with 46-56% of moments and 87-90% of days reported as having stress when using the liberal measure that included all moments with any feeling of being stressed (''any stress''). In other words, participants reported at least some degree of stress on about one-half of all assessments, and on nearly every day. Notably, the patterns were largely consistent across samples suggesting that the relative observed rates are likely fundamental. When subjective stress was coded to measure more impactful moments, whether using a common criteria across participants based on the scale midpoint (''midpoint'') or using a personalized within-person value of one standard deviation above of one's average level (''above personal norm''), stress was reported about 54-72% of days for midpoint and 40-58% of days for above personal norm. Finally, the frequency of any stress and midpoint conditional stress followed a similar pattern as stressors, due to the inherent correlation between event reports and contingent ratings. These results are expected as midpoint and above personal norm place greater restrictions on what counts as stress compared to any stress. Yet, these different ratings have important implications, for example, if one was trying to determine when to deliver a stress reducing intervention. If the goal of an intervention was to act as often as possible with the aim of targeting any instance of stress, then these findings suggest that more specific item wording (e.g., which hassles did you experience versus did anything stressful happen) and a less restrictive cutoff (e.g., any stress versus midpoint) would be more appropriate. If the goal was to tailor an intervention specifically to a person to target only that individual's more extreme stress moments, the above personal norm approach would be more useful as a triggering value. Determining the appropriate cutoff could also matter if one was attempting to screen individuals for inclusion in a study or for further monitoring. Too liberal a screen (e.g. any stress), for example, may result in too many individuals being included. Finally, if one was to link stress reports to outcomes, it is possible that only a certain type or intensity of stress matters (i.e., a non-linear relationship), and that different thresholds may better reveal these relationships (Cohen et al., 2018) . For example, if linking stress to physical activity, it is important to note that engagement in exercise is not likely to occur more than once a day and not on all days over the course of a week (Lutz, Stults-Kolehmainen, & Bartholomew, 2010) . Thus, stress would need to be operationalized in a way that captures these daily patterns, which are likely to be different than periods of sedentary behavior that can occur at various points within a day. The timing of when stress was measured was also important, particularly across days. First, more stress was reported earlier in the study period than later (e.g., on the first versus fourth day). Four studies showed this pattern (WDL, SHADE, SAWM, and ESCAPE); the fifth study-NTHS-demonstrated no clear trend, likely due to having only 2 days of measurement. The TVEM analyses sug- Fig. 1 gested declines in frequency happened at least over the first 3 days. This pattern of results suggests some possible adjustment to measurement, at least in terms of reporting stress, yet it is unclear the manner in which the adjustment functioned (Shrout et al., 2018) . For example, participants may have been primed (either by doing a new task or the training provided) to think about stress and their environments and behavior; an effect that dissipates as participants acclimate to the repeated measurement or better learn how to self-monitor. This possibility would suggest that people were over-sensitized to the reporting stress initially. Yet, the reverse is also possible in which participants may be more accurate initially but then grow desensitized over time thus using shifting thresholds for identifying stress. One way this adjustment has been framed is in terms of reactivity-in which participants respond differently based on the fact of being observed-yet, the evidence for reactivity to EMA is mixed in other domains (for a review, see Barta et al., 2012) , and little work has systematically tested possibility desensitization. More research is needed to understand when reactivity or desensitization is present and what kinds of question types are more likely to produce changes in responding over time. Nevertheless, a run-in period may be advisable to help participants become more comfortable with the assessment and to produce more stable assessments. Such an approach has been used with the reporting of disordered eating via EMA among bulimia nervosa patients (Smyth et al., 2007) , and use of a run-in or training period is recommended more generally for capturing momentary, self-report data (Stone & Shiffman, 2002) . That said, some of the studies which showed these study day effects did have run-in periods (e.g., ESCAPE and SAWM used 2 days of training). Thus, it may be important to have a long enough time period to begin to acquire more stable estimates not due to time. Another potential implication is that when conducting analyses, any analysis linking momentary stress to momentary outcomes might also look at patterns detrended both at the moment (time of day) and day (study day) level, the latter which is less often done. NTHS did not show the trend of study day, but it only had 2 days of data collection (on Thursdays and Fridays) with high density of measurements per day (i.e., 2-3 times more than other studies). This study also had lower levels of reporting of subjective stress and stressors at any given moment, but higher frequencies when aggregated at the day level. If stress is evenly distributed across the day, then these results would suggest that shorter intervals do not gain an advantage in detecting stress (see discussion of measuring stress count below for considering if stress is not evenly distributed). A final explanation may be that with the high density of assessments participants raise their threshold for what counts as stress. That is, participants may be better able to track past responses and develop an internal baseline for themselves with such frequent assessments and thus self-screen whether stress at the next measurement is different or more severe enough to ''count''. More work is needed to examine over what timescale people are best able to provide accurate reports. Moreover, additional research is needed to understand the influence of ''mixed'' periods in which a stressor and a positive event might both occur.
Second, the day of the week influenced the frequency of stress reporting. Participants reported more stress on weekdays than weekends, in three of the four studies with weekday and weekend assessments (WDL, SHADE, and . This result makes some intuitive sense, as people tend to work less and engage in more leisure on weekends than weekdays (Bureau of Labor Statistics, 2014) . Moreover, people report better moods and less stress when they engage in leisure compared to moments without (e.g., Zawadzki et al., 2015) . Indeed, in the present study, the strongest effect of weekday versus weekend day was found in WDL that exclusively sampled working adults with work schedules comprising non-night shift Monday to Friday work. In order to determine whether specific features of work and leisure contexts account for the weekend differences or, if other psychological processes explain this observed pattern, future work may need to explicitly measure when an individual is working, including those who might work from home and work on weekends.
Within days, time of day had a mixed association with stress reports. For two studies-NTHS and WDL-stress was reported less frequently over the course of the day; no pattern was observed in SHADE, SAWM, and ESCAPE. There is some work to suggest that stress levels are lower in mornings and evenings (Sarker et al., 2016) , perhaps tied to working schedules as individuals are happier during nonwork moments (non-work evenings and weekends; Ryan et al., 2010) . As such, these effects may have been most pronounced in these two studies as they comprised only working days (NTHS) or focused exclusively on working adults (WDL). Given these associations, future research in daily life should be explicit in measuring whether an individual is currently employed, and if so, assessing that person's work schedules (i.e., whether one is at work, whether it is a workday), and modeling this information in understanding when individuals experience stress. If these temporal and contextual features are not taken into account, research might run the risk of overestimating the relationship between stress and outcomes that could also be influenced by these temporal and contextual features.
Finally, it is important to consider the samples on which these coordinated analyses were conducted. The greatest levels of stress reported at any moment were by full-time working adults (WDL) and patients with chronic disease (rheumatoid arthritis or asthma; SHADE). Based on these characteristics, these results suggest that certain individuals may be more likely to experience stress, such as the conflict that can arise among working adults due to competing demands between work and home (Grzywacz, 2000) . Other factors that may be important to consider are one's age, race, and gender. For example, although not explored in the present analyses, the studies had a wide age range. Prior research has suggested that experiences and perceptions of the world changes as people age, including that older adults are less likely to notice and attend to negative stimuli compared to younger adults (Isaacowitz et al., 2009) . Future research should continue to examine how sociodemographic factors impact the experience and reporting of stress.
Limitations and future directions
There are many approaches to measuring the frequency of stress in everyday life. The studies presented in this paper employed EMA strategies that involved multiple assessments close in time to the referent experiences. For the analyses that tested frequency across days, this required an aggregation of the data to determine if it was a stress day or not. An alternative design comes in the form of daily diary in which typically single measurements are taken, such as at the end of the day before bed, that asks a person to recall what the entire day was like. Many approaches have used daily diary to measure stress. For example, the Daily Inventory of Stressful Events (Almeida et al., 2002) has been developed and employed to assess a range of stressful events and their objective characteristics across the day. Most notably this inventory was employed in the National Study of Daily Experiences finding, for example, that stressful events tend to be reported on about 40% of days (Almeida et al., 2002 )-a rate that appears lower than the aggregated data in the five EMA studies presented here. This difference in frequency could represent random variation, sample characteristics, or it might suggest something systematically different between EMA and daily diary, including how the questions are asked and how often. Indeed, studies comparing EMA reports of coping with stress tend to have poor correspondence with daily diaries that asked about coping that was reported to have happened on that day (e.g., coping attempts reported in EMA were not reported at night with daily diary; Stone et al., 1998 ). Yet in other work, EMA and daily diary showed stronger correspondence when measuring mood terms, such as happiness (Dockray et al., 2010) and fatigue, depression, and anxiety (Kim et al., 2013) . Thus, more work is needed to understand if and when EMA and daily diary are capturing similar processes, particularly in relation to different ways of measuring stress. For example, reporting of stressors may show greater correspondence than subjective ratings that may be more likely to change as the stress intensifies or resolves over the course of the day.
Beyond frequency of reporting, a count of how many stressors people experience in a day may be important to consider. Models of chronic stress suggest that the number of stressor exposures are an important component of what makes stress change being acute to being chronic (e.g., McEwen, 1998; Smyth et al., 2013) . Moreover, the accumulation or pileup of exposures over time has been proposed as an independent factor associated with poor health behaviors and subsequent health (Smyth et al., 2018) . The methods used in the present study were unable to assess this count as the available datasets only asked if someone experienced an event over a given time period, not how often they experienced that event and whether other events also occurred. Moreover, this frequency is confounded with how often and for how long participants were asked to report on their stress. Future work may wish to more directly assess not just affirmative responses to whether an event occurred, but the amount (or number) of stressors one experiences to better test notions of stress pileup.
In addition to the methodology to assess stress, what counts as stress is important to consider as stress is a multifaceted construct (Smyth et al., 2013) . For example, subjective stress might constitute a kind of primary appraisal (e.g., How threatening is this event?) but secondary appraisals are also important (e.g., Do I have the resources to cope with this event?) (Lazarus & Folkman, 1984) . Also, one's physiological reaction may represent an important component of the fight-or-flight response to stress (Selye, 1956 (Selye, /1978 . Finally, stress can be both due to external events or internal processes, including perseverative cognitions such as rumination and worry (Brosschot et al., 2006; Smyth et al., 2018) . These internal processes can produce a similar set of reactions to external, everyday stressors (Ursin & Eriksen, 2004) . In the present datasets, a distinction between reported stress due to external events or internal processes was not made. Thus, future work may wish to explore the potential differential effects of externally and internally driven stressors, as well as other components of the stress process.
Finally, when measuring subjective and conditional stress as dichotomous (e.g., to align with a behavioral medicine approach that typically looks for cutoff values), we coded these constructs in multiple ways. The approach of categorizing stress as any non-zero rating may be overly liberal in its inclusion of what counts as stress. Midpoint assessments used the scale as a standard criteria and selected all moments at or above the middle rating, thus requiring more intense moments to count as stress. Yet, midpoint assessments also assumed that participants used the scale the same way. Above personal norm assessments only counted those moments that were one standard deviation above one's average thus restricting stress to only those most personally rated intense experiences. But such an approach may have been too conservative and missed other important stress moments (e.g., by definition, only a small percentage-distributionally 16%-of moments could count). At this point, it is unclear if there is an ideal way to define subjective and conditional stress; thus it is important to choose which operationalization best captures the stated conceptual model and research goals. It should be noted that these definitions are not fully redundant with each other, as correlations (not presented but available upon request) ranged in the moderately strong (i.e., for the relationships between above personal norm and any stress or midpoint assessments) to large (i.e., for the relationship between any stress and midpoint assessments) range. As such, each may hold unique predictive value and/or demonstrate associations with different outcomes.
Conclusion
The present study utilized a coordinated analysis of five independent EMA studies to examine a range of temporal and methodological factors that might influence the frequency of reporting stress. Relying on the coordinated analysis allowed comparisons across these studies to test if results generalize despite variations in samples and other factors across the studies (Hofer & Piccinin, 2009 ). In general, results indicated that people report stress frequently in life, but with important and consistent differences in that frequency based on how the item is phrased (e.g., subjective stress was reported most frequently), how stress is defined (e.g., any stress and midpoint were more frequent than above personal norm), and when participants reported their stress (e.g., weekdays had more reported stress than weekend days). Results have important implications for researchers looking to precisely and rigorously measure stress in daily life. research committee and with the 1964 Helsinki declaration and its later amendments or comparable ethical standards. Informed consent was obtained from all individual participants included in the study.
