This work proposes and assesses two numerical models for solving high-speed condensing flows in metastable conditions. Each model involves a set of governing equations (mass, momentum, and energy) 
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INTRODUCTION
Metastable condensation of transonic and supersonic flows is subject of abundant numerical and experimental research. The accurate characterization of homogeneous condensation, which occurs when liquid particles (nuclei) can durably form in a supersaturated high-speed vapor, is extremely relevant in a variety of industrial processes, whereby the release of latent heat produces unwanted fluid-dynamic penalties. Typical examples are homogeneous condensation in low-pressure steam turbines [1] or in converging-diverging nozzles [2] .
The numerical computation of condensing flows can be approached in three different ways [3] commonly classified in i) Eulerian-Lagrangian (EL) methods, ii) Eulerian-Eulerian (EE) methods, and iii) method of moments (MM). The key difference among them lies in the treatment of the additional transport equations used to describe the second (dispersed) phase. Notably, the EL and EE approaches model the entire spectrum of droplet sizes, while the MM accounts only for the low-order statistical moments of the size distribution.
A first comparison amongst the three models was performed in [3] . The study pointed out that the EL method features the highest accuracy at the expense of high computational cost. Moreover, the extension to unsteady simulations and flows characterised by slip between phases is particularly challenging. The full EE method has a similar accuracy compared to EL. However, it is affected by severe numerical instabilities that may compromise the convergence rate. Results showed that the cost of simulations with the EE was 50% more demanding than with the EL.
The MM, originally introduced by Hill [4] and increasingly adopted in many research studies [5, 6, 7] , exhibited substantial computational efficiency gain with respect to EL and EE methods, thus is deemed the most suitable model for multi-dimensional calculations in engineering applications. However, the accuracy obtained may be considerably lower, especially regarding the droplets dimension.
[3] reported a discrepancy of about 20% on the average droplets radius compared to experimental data.
In the context of MM, two formulations can be devised to describe the motion of the twophase mixture. The former, referred to as mixture formulation [8] , expresses the mass, momentum, and energy balance in terms of mixture properties, whereas the latter, referred to as continuum phase formulation, specifies the conservation laws in terms of vapor phase. For this last case, no examples are found in the literature, and this work refers to the framework devised in [9] for the EE method.
The aim of this work is to compare the two formulations in order to establish an efficient numerical framework for the resolution of multi-dimensional condensing flows. To this purpose, a quasi 1-D model is employed. The transport equations are discretized in space by a novel upwind scheme while the whole system of conservation laws is integrated in time using an implicit method to enhance the numerical stability as well as the convergence to steadystate. The results are carried out on a widely popular nozzle test case in which non-equilibrium condensation takes place.
The paper is structured as follows: the first section describes the governing equations and the necessary closure relations. The second section reports the numerical resolution adopted. Finally, the last section reports the validation of the models and debates the results of the MM against reference solutions obtained with the EL and the EE.
GOVERNING EQUATIONS
This work considers quasi 1-D condensing flows. In principle, eight governing equations are needed to obtain the averaged properties of the liquid and vapor phase, namely their thermodynamic states, the velocities, the liquid mass fraction and the droplet radius.
For condensing flows with limited liquid mass fractions, the following assumptions proved to be adequate: i) the liquid and vapor are in mechanical equilibrium, ii) no slip between the two phases, and iii) the temperature of the dispersed phase is determined through a capillarity model. As a result, three conservation laws supplemented by two transport equations for the dispersed phase properties are sufficient to characterize the mixture.
Conservation laws
The mass, momentum, and energy balance for the continuum phase are written as
where ρ c is the phase density, v c the velocity, P c the pressure, e o,c the total internal energy, h o,c the total enthalpy, A c is the cross sectional area and S c is the source term accounting for mass exchange through the liquid-vapor interface, defined as
in which R is the averaged droplet radius and Y is the liquid mass fraction. The mixture equations can be retrieved by substituting in eq.(1) the mixture properties and neglecting S c . For the sake of conciseness, mixture and the continuum phase approaches are referred to as model (a) and (b), respectively, hereafter. Important differences arise between the two models: model (b) may suffer from more severe stiffness due to condensation source terms. On the contrary, in model (a) the thermodynamic non-equilibrium of the vapor phase renders the computation of the mixture properties iterative [8] . This procedure entails an extra computational burden and may affect the solver robustness. Eventually, note that the validity of model (b) is restricted to vapors containing negligible liquid volume fractions [9].
Method of Moments
As aforementioned, the method of moments replaces the full droplet size distribution with its low-order statistical moments. The generic moment of order -j is defined as
where f is the distribution function, i.e. the radial derivative of the droplet number density, such that the total number of droplets N is equal to
As described in [5], the conservation law for each moment stems from the GDE (General Dynamic Equation) and eq.(5), obtaining
where G is the growth rate, R * the critical radius, and J the nucleation rate. These equations are usually solved through the method proposed in [4] . Nevertheless, though the model well correlates the experimental data for the continuum phase, as reported in [3], the method involves the resolution of four equations instead of the two theoretically required. Moreover, G can be only expressed as linear combination of R in the form
where k 1 and k 2 are two parameters depending on the thermodynamic properties of the two phases. As outlined in [3], [7] , the discrepancy between the experimental and numerical droplet averaged radius is larger than 20%. For these reasons, this work adopts a 2-equations method. Thus, the transport equations for the moments of order -0 and -3 are finally written as
where µ 0 and µ 3 are
The remaining terms in eq. (9) and (10), namely the growth rate G, the nucleation rate J, the critical radius R * , are taken from [7] .
Thermophysical model
The thermodynamic model used for the continuum phase is the polytropic Van der Waals EoS (Equation of State), that allows to account for metastabilities in the two-phase region. The enthalpy as well as the saturation temperature and pressure are taken from [11] , while the density and the capillarity model are as in [9] . Finally, the surface tension is given by [12] , whereas viscosity and thermal conductivity are determined through the Chung's model [13] .
The thermodynamic properties for the mixture can be retrieved following the procedure in [8] by using the quasi-Newton algorithm. Furthermore, the speed of sound of the mixture is estimated through the expression
Appendix A shows the procedure to obtain such relation.
NUMERICAL METHOD
The balance equations for either mixture or continuum phase are discretized using a cellcentered finite volume scheme of first order of accuracy [10] . The source terms are directly incorporated in the numerical flux without special treatment. On the contrary, the transport equations are discretized by using an upwind scheme specifically conceived in this study, which is further detailed in the following. The full set of governing equations is advanced in time by an implicit, segregated strategy. More precisely, at each iteration the mass, momentum, and energy equations are solved assuming frozen droplet properties.
Upwind scheme for transport equations
As can be observed, the last term of eq. (10) is a function of the radius R of the dispersed phase. Since R is in turn a combination of µ 0 and µ 3 through eq.(12) it can be readily incorporated in the left hand-side of eq.(10) by a simple algebraic manipulation as
The last integral is approximated as
where x inlet and x outlet are the inlet and outlet abscissas of the domain. Concisely, the 2 transport equations can be written as
where
The final up-wind flux is given by
in which the physical flux F is approximated for every cell -i as
Appendix B reports the spectral decomposition of A while Appendix C illustrates the derivation of the Jacobian.
VALIDATION AND ASSESSMENT OF THE NUMERICAL MODELS
In this section, the results of model (a) and (b) are compared with the experimental data reported in [3] and with existing numerical solutions obtained with more sophisticated methods. The selected test case is the well-established Moore nozzle A, which is representative of supersonic wet-steam flows occurring in turbine flow passages. The shape of the profile is reported in Appendix D. All the calculations are performed on a 1000-cells grid. Fig.1 shows the dimensionless pressure distribution along the nozzle for the present models, the Hill's method [5] and experimental observations. No significant differences are found, especially prior and after the onset of condensation. 
in which M is the mach number, T 0 is the total temperature, and γ the specific heat ratio. In the early stage of condensation, the dominant term of Eq.(22) is the total temperature increase which causes a sudden static pressure rise, usually referred to as condensation shock wave.
The flow then departs from metastable conditions to reach thermodynamic equilibrium. As the condensation proceeds, the nucleation rate J falls down, therefore the release of latent heat and the total temperature variation reduce correspondingly. The flow motion is thus mainly governed by the area variation dA c , which is positive for the given nozzle shape. Provided that the flow remains supersonic downstream of the shock, the expansion continues along the saturation line, as shown in both Fig.2 and 3 . of the droplets T d is few degrees higher than the vapor, according to the capillarity model. Therefore, it can be inferred that the dispersed phase expansion is located close to the saturation line, with a slight temperature difference with respect to the steam, as proved by fig.2 and 3 . Fig.7 shows that the major deviations between the various models are located in the condensation region. In particular, the Lagrangian and the Hill's method overestimate the pressure local maximum, whereas the Eulerian simulation predicts a higher degree of subcooling. Note however that the pressure slope between the two pressure extrema predicted by the three models is very similar, suggesting a fairly close value of nucleation rate. On the other hand, model (a) and (b) tend to underestimate the pressure bump. The reason can be partly attributed to the inaccuracy of the thermodynamic model adopted for the calculations. As anticipated, this work makes use of the polytropic Van der Waals EoS, arguably less accurate than the model devised in [3] .
The droplet averaged radius is recognized as remarkably challenging to detect for all twophase computational models. Fig.8 depicts the droplet radius along the nozzle. Unexpectedly, the results of model (a) and (b) are in good agreement with the experimental data, with an deviation of 5% (0.095µm diameter instead of 0.1µm nominal) for model (b) and much lower for model (a). Conversely, the discrepancy for the Hill's method has been found higher than 20% (with a diameter of 0.077µm) and even worse for the Eulerian approach, which features deviations larger than 30%.
A numerical study was conducted to assess the convergence rate of model (a) and (b). The benchmark is the so-called single phase simulation, where it is supposed the vapor expanding in the nozzle without inception of condensation. Despite this simulation has no physical meaning, it is commonly utilized as reference for examining the convergence properties of the various methods. The simulations were carried out by discretizing the nozzle with 400 cells and employing the Euler explicit integration scheme with CFL number equal to 1. Convergence was achieved after reducing the residuals of all equations by five orders of magnitude. Table 1 reports the final results. Notwithstanding comparable accuracy, model (a) is three times more demanding than model (b). The rationale of this difference has been found in the iterative A final analysis was carried out to investigate the numerical stability of both models. Several simulations were run on a mesh of 400-cells with the implicit method for progressively increasing CFL numbers. Table 2 lists the obtained results in terms of maximum allowable CFL number.
As expected, the maximum time step for the two-phase flow systems is significantly lower than for the benchmark. This is mainly due to the stiffness introduced by the onset of condensation which occurs at much faster time scale than wave propagation in the flow. On the other 
CONCLUSIONS
In this study, two flow models based on the method of moments for quasi-1D condensing flows were compared to more advanced approaches based on the lagrangian, the full eulerian, and the Hill's formulation. The governing equations were formulated in terms of mixture or vapor phase (alternatively called continuum phase) properties while the method of moments was used to characterize the liquid wetness fraction and droplets number. A novel upwind flux was proposed to solve for the additional transport equations. Implicit time integration was adopted to enhance convergence to steady-state.
Both models were tested on a reference nozzle case for which experimental data exist. The results showed that both models are capable to predict the pressure distribution along the nozzle with accuracy similar to that of the more sophisticated flow models. Remarkably, the computed diameter of the droplets resulted very close to the experimental evidences.
Lately, a numerical study was conducted to assess the computational cost as well as the numerical stability of the two models. It was inferred that the introduction of the up-wind flux for the moments relations provided high robustness to the underlying numerical method. However, the analysis revealed that the mixture model is approximately three times more demanding than continuum phase model if solved by adopting the same CFL number and up to six times less efficient for maximum CFL number warranting stability. The main motivation was found to be associated with the iterative procedure used to retrieve the mixture properties.
Envisaged steps forward to the current work will include i) the investigation of a more efficient iterative algorithm, ii) the coupling with more complex equations of state iii) the validation of the models against condensing steam flows at high-pressure and ii) the extension to multidimensions to be pursued in the framework of an existing open-source CFD solver. A Thermodynamic derivatives for a mixture
The speed of sound is defined as
The introduction of the continuum phase volume title α c and the use of the derivation properties allow to rewrite eq.(23) as
thus,
Two simplifications are made: i) the derivative of α c is neglected and ii) the two derivatives at s mix constant are approximated with the derivative of each phase, at constant s c and s d respectively. Furthermore, the volume title α c is defined as
Therefore, the final expression for the speed of sound is
B Numerical flux derivatives for moments equations
B.1 Spectral decomposition
The flux jacobian A is determined from eq.(19) as
in which
As A is lower triangular, the eigenvalues matrix Λ is equal to
The right and left eigenvector matrices R eig and L eig are
and
Therefore, |A| is written as
B.2 Boundary conditions
The number of boundary conditions that can be imposed is given by the eigenvalue analysis. From eq.(33), the first eigenvalue λ 1 is always positive. On the other hand, λ 2 may become negative. In this case, the condition on µ 3 must be imposed at the domain outlet, but no information are known a priori to set this value. It is worth pointing out that the expression for λ 2 in eq.(33) contains also an information related to the mesh, i.e. ∆x, and not to the thermodynamics itself.
Furthermore, from the physics of the problem, it is arguably reasonable to impose the liquid phase fraction at the domain inlet, and to extrapolate at the domain outlet the value coming from inside.
C Residual jacobian determination
Eq.(37) can be substituted in eq.(19) obtaining
Therefore, the flux derivatives are
The physical flux derivative has already been shown in eq.(29), thus
Despite of what happens for the conventional single phase, the physical flux F i depends also on U j , due to the summatory in eq.(19). Therefore
The last terms in eq.(39) are developed as
The same procedure for eq.(40) leads to
D Nozzle geometry
The nozzle area A c is given by 
