ABSTRACT Optoacoustic tomography (OAT) is an emerging imaging modality with ultrasonic imaging depth and optical contrast. The reconstruction of optoacoustic image is to recover the initial acoustic pressure distribution of the object from a set of ultrasound signals. The model-based optoacoustic tomography image reconstruction is an ill-conditioned inverse problem affected by factors such as limited detection angle, imperfect imaging model, and noise. Accounting for this, appropriate penalties should be incorporated into the reconstruction process to improve image quality. In this paper, we present a new dual-constraint OAT imaging model involving a combination of non-local means filtering and sparse coding, with the former to preserve image details by self-similarity and the latter to enforce sparsity. A two-step optimization algorithm and an iterative parameter tuning method were proposed to ensure accurate solution. By comparing to other existing regularization approaches in both numerical simulation and in vivo animal imaging studies, the new method showed improved image quality in terms of signal to noise ratio and contrast enhancement.
I. INTRODUCTION
Optoacoustic tomography (OAT), also named photoacoustic tomography (PAT), is a novel hybrid imaging modality that combines the high contrast of optical imaging and the deep imaging range of ultrasonic imaging [1] , [2] . The rich endogenous and exogenous contrast agents of OAT enable noninvasive molecular imaging [3] - [5] . For this unique advantage, OAT has a broad impact in preclinical medical and biological research [6] - [8] . Generally, the OAT signals are originated from optical absorption. The imaging process typically starts with a short laser pulse fired at biological tissues. As photons propagate through tissue, some are absorbed and their energy is partially converted into heat, which is then further converted to mechanical pressure waves propagating in tissue as ultrasound wave. The ultrasound wave is detected
The associate editor coordinating the review of this manuscript and approving it for publication was Ahmet M. Elbir. outside the tissue by an ultrasonic transducer or transducer array. An image that maps the original optical energy deposition inside the tissue can be reconstructed from the signals through computational approaches.
Image reconstruction is an essential step in optoacoustic imaging technology, and has a great influence on the quality of the generated images. Generally, the image reconstruction algorithms for OAT can be classified into two main categories: the analytical methods [9] - [12] and the model-based (MB) methods [13] - [16] . For the analytical methods, Lihong Wang's group first proposed a universal back-projection (UBP) algorithm for OAT image reconstruction [9] . The UBP algorithm is simple and computationally fast, but this algorithm cannot be easily generalized into realistic optoacoustic illumination-detection model, since it is based on an ideal description of the acoustic wave propagation and detection as well as on specific detection geometries. Besides, the images reconstructed by this method suffer from artifacts, such as streaking artifacts and negative value artifacts [17] , which limits the applications of the method for functional and molecular imaging [13] .
On the contrary, the model-based methods are not based on an analytical solution to the inverse problem. Instead, the OAT images are obtained by minimizing the error between the measured acoustic signals and the signals predicted by an imaging model, which is commonly depicted as a linear operator. More importantly, because the MB method works by iteratively seeking for a global-optimal solution to the inverse problem, it can suppress a variety of image artifacts associated with the conventional UBP algorithms, such as incomplete projection data and the loss of low-frequency information.
The other advantage of the MB method is that prior knowledge of the imaging scenario (including both the imaging geometry and the target object) could be incorporated into the reconstruction process as regularization terms, and produces images with much better quality [13] , [15] . Various regularization approaches have been proposed for the OAT image reconstruction problem, including the Tikhonov method [18] , [19] , the total-variation method [20] , [21] , and sparsity-based methods [22] - [26] . In these methods, the major enforced prior knowledge is the smoothness of the imaged object, or the sparsity on the solution space.
More recently, in clinical medical imaging systems such as computed tomography (CT), magnetic resonance imaging (MRI), and positron emission tomography (PET), approaches including the non-local means (NLM) filtering [27] and block matching with 3D filtering (BM3D) [28] , both of which exploit self-similarities within the image, have been used to improve imaging quality [27] - [31] . Not like previous approaches, these methods were built on patch-based image operations, and therefore could better preserve local structures. The patch-based NLM regularization approach has not yet been introduced to OAT image reconstruction.
In this paper, we propose a novel OAT image model that combines two now classical regularization techniques into a single framework: the non-local means method to image reconstruction explicitly exploits self-similarities in OAT images to average out the noise among similar patches, whereas sparse coding encodes optoacoustic image statistics by decomposing the image into a linear combination of a few elements from a basis set called a dictionary. We propose to extend and combine these two approaches by using a simple dual-constraint model, which can be efficiently solved by a tailored two-step optimization method based on gradient descent and iterative shrinkage-thresholding. To effectively determine the regularization parameters, a trialand-error method that learns the parameters from empirical fine-tuned samples was developed. To our best knowledge, this is the first time that the corresponding models of image self-similarities are explicitly used in a common setting with sparse coding in OAT imaging. Numerical simulation and in vivo animal imaging experiments were carried out to verify the proposed method, and the results show that our method has a better performance compared to using only NLM or sparse coding as a single regularization term.
The rest of the paper is organized as follows: In Sec. 2, we review the model-based OAT reconstruction framework and its regularization methods, and then introduce the dualconstraint imaging strategy and a tailored optimization procedure for the inverse problem. Section 3 describes the details of numerical, phantom and animal experiments. The results of simulations and experiments are presented in Sec. 4. Finally, discussion and conclusion are given in Sec. 5 and Sec. 6, respectively.
II. THEORY A. THE IMAGING MODEL OF OAT
In OAT, the generation and propagation of the optoacoustic signals can be expressed as:
where p ( r, t) denotes the acoustic pressure at position r and time t. c is sound speed. is the Grünesien parameter.
is the heating function that describes the energy deposition by the laser in unit volume and unit time. For impulse heating, we assume H t (t) ≈ δ (t), then (1) can be solved by using the Green function [7] :
where r d represents the detector position, V is the illuminated volume of the target object, and r is one point inside V . For cross-sectional OAT, the lower limit of the integral in (2) is changed from V to L, and L = | r d − r| = ct is a circular arc whose center is the detector location r d and radius is ct. The reconstruction of optoacoustic image is to recover the initial acoustic pressure distribution of the object from a set of measured signals p d ( r d , t). To do this, the UBP algorithm works by finding the analytical solution of (2) . The formulation of the UBP method in time domain writes:
where 0 is a solid angle of the whole detection geometry S ( 0 is a circle for planar geometries and thus 0 = 2π). The term d 0 / 0 is a weighing factor for the contribution of the detection elements, and it is characterized by the angular position of the transducer and the number of projections.
On the other hand, the MB methods for OAT reconstruction work by treating the pressure signals measured by the ultrasound sensors as a linear map from the energy deposition in a grid, which is located in the field of view of an OAT system. Such a linear map is referred to as a model matrix of the imaging system. This OAT forward model can be expressed as a discretized version of (2):
where x is a R N ×1 column vector representing the imaged object, p is a R M ×1 column vector denoting the projection data, W is a R M ×N forward model matrix. In this work, we used the Interpolated Model Matrix Inversion method in [13] to generate the model matrix. The inversion of (4) can be performed by solving the following minimization problem:
where · 2 2 is the L2-norm. With this, the image reconstruction process is to minimize the difference between the actual measured signals and the signals predicted by the model [13] , [14] , [32] . Generally, the inverse problem of OAT is ill-conditioned, and the solution to (5) may be incorrect and numerically unstable [33] . Therefore, appropriate priors or penalties are needed to improve the reconstruction result. This typically involves incorporating some prior knowledge in the form of a penalty function, which controls some desired property of an unknown deterministic or the prior probability distribution of an unknown random variable. In this way, the objective function is modified as:
where, λ ≥ 0 is the regularization parameter. J (x) is the regularization functional operator. In the context of conventional medical tomographic image reconstruction such as CT, MRI and PET, penalty functions are often chosen to enforce smoothness [18] , preserve edges [20] , promote sparsity [22] , [34] , or incorporate anatomical information [29] .
B. THE PROPOSED REGULARIZATION SCHEME
1) THE NON-LOCAL MEANS REGULARIZATION
The non-local means algorithm was first presented as an image denoising method [27] , it works by finding similar patches across the non-local regions within the image, and then performs weighted averaging operations for those patches according to their similarities. Traditionally, in the NLM scheme, given a discrete noisy image x = {x (i) |i ∈ I }, I is denoted as a discrete grid of pixels, the restored value NL(x(i)) for each pixel i is computed as a weighted sum of a function of neighboring pixels in the image domain [30] :
where, i is the coordinate index of the image x. S i is a search window centered at pixel i. ϕ is generally described as the potential function. The weight ω(i, j) quantifies the similarity between pixel i and pixel j; it can be expressed as follows:
where,
/h 2 is the normalizing factor, E i and E j are two similarity neighborhood (patch) centered at pixel i and j, x(E i ) and x(E j ) are the vectors of neighborhood pixel values in the patch-window E i and E j , respectively. The notation · 2 2,a denotes a Gaussianweighted Euclidean distance between two similarity patches, with a being the standard deviation of Gaussian function and h the parameter that controls the decay of the exponential function.
The NLM method shows very good performance in terms of edge-preserving for image restoration, and therefore has later been successfully applied to tomographic image reconstruction problems, which usually possess the following form:
in which, R(x) = i∈I NL (x (i)). In this way, the NLM is incorporated as a regularization term. The solution to this optimization problem can be found by using steepest descend algorithm, in which the gradient direction is the derivative of the potential function. Inspired by [29] , in our work, we chose the potential function ϕ as: (10) where, η was an empirical parameter. The derivative of this potential function was given by:
As shown in [29] , the authors had illustrated the preferable edge-preserving characteristic of this hyperbolic potential function.
2) THE SPARSITY BASED REGULARIZAITON
Based on the assumption that the clean signal can be approximated by a sparse linear combination of elements from a basis set (dictionary), the sparse coding implies that when the image x is sparse in a basis/dictionary D, i.e., x = Du, then u is a corresponding code with very few non-zero entries. A solution of the code u can be found by solving the following L1-norm minimization problem:
In a linear inverse problem such as the image reconstruction problem in OAT, the sparse coding mechanism can be incorporated as a sparsity regularization term:
If we find a basis D that could sparsely represent x, and express W in such a way that WD is a sparse matrix, then the image in that domain can be reconstructed by minimizing (13) . The optimization of (13) may be efficiently solved by a variety of methods, such as the iterative shrinkage-thresholding algorithm (ISTA) [35] . The final reconstruction is transferred back to the image domain using x = Du.
3) THE COMBINED NLM AND SPARSITY REGULARIZAITON SCHEME
The purpose of NLM-based regularization is to preserve the image smoothness using self-similarity. Rather than averaging neighboring pixels within a local window, it utilizes the non-local information across the image to perform denoising, so that the structure information, such as edges and textures, can be well preserved. On the other hand, for the sparse coding penalty, the major observation is that most signals are sparse under an appropriate basis. Thus, the sparsitybased regularization scheme is to enforce sparsity through recovering the clean signal via L1-norm-based minimization. Based on the above observations, we presented our regularization scheme involving a combination of non-local means and L1-norm-based sparse coding penalties. The purpose of the dual-constraint scheme was to find a method that could both suppress the streaking artifacts and preserve tissue details. The cost function we sought to minimize contained three parts-the data-fitting term, the NLM-based penalty term and the sparsity-based penalty term. The final objective function was defined as:
where, λ nlm and λ s were the regularization parameters. This simple dual-constraint model effectively connected the two classical regularization methods, and was named NLM+S. For the sparse coding term, various types of wavelets [36] have been used as the dictionary D for both natural and clinical tomographic images. In our work, we chose to stick to such wavelet-based dictionaries for prove-of-concept purpose, and D was chosen to represent four level bior6.8 wavelet transform. However, alternative sparse decompositions based on learned, possibly over complete dictionaries adapted to specific images may provide better results, as proven by other applications such as natural image processing [37] , [38] .
C. THE TWO-STEP ITERATIVE ALGORITHM
To solve the dual-constraint problem in (14) , a two-step iterative optimization method was developed. Our algorithm to the optimization problem was based on gradient descent and iterative shrinkage-thresholding [35] . To start with, the first step of the algorithm is to update the least-squares term and the NLM regularization term using gradient descent. A subobjective function L(x) is defined:
During each iteration, we update x k+1 as:
The second step is to optimize the L1-norm-based sparse coding regularization term based on the first step. An intermediate variable u is introduced, and by letting x = Du we could obtain another objective function of u:
By introducing the shrinkage-thresholding operator [35] :
where x ∈ R and ρ >0, then we could update u k+1 as:
Finally, by transferring u k+1 back to the image domain, we could obtain the updated image:
The iteration stops when the total error err = ||p-Wx k+1 || 2 is less than a predefined value ε, or when a maximum iteration number k is met. The two-step iterative algorithm for our dual-constraint image reconstruction scheme is summarized in Algorithm 1.
Algorithm 1 Two-Step Iterative Algorithm for NLM+S Regularized OAT Image Reconstruction
Input:
using:
. 
D. PARAMETER SETUP 1) THE TRIAL-AND-ERROR METHOD FOR CHOOSING THE REGULARIZATION PARAMETERS
In linear inverse problems, all regularization methods for computing stable solutions involved a trade-off between the regularization term J (x) and the data-fitting term p − Wx 2 2 . Therefore, the regularization parameters should be chosen carefully in order to avoid over-fitting or under-fitting.
A common method used to determine a suitable value of λ is the L-curve method [18] , [39] . The L-curve is a log-log plot of the norm of the regularization term and the norm of the data-fitting term. With this, the possible selection of a suitable regularization parameter lies in the corner of the L-curve. However, when the reconstruction is very smooth (such as in the case of OAT), the L-curve method will fail to find the optimal regularization parameter [39] . To address this, we herein propose a simple scheme, named the trial-anderror method, to determine the regularization parameters in our optimization problem.
To explain our trial-and-error method in a common framework, we take the single regularization problem as an example. We define a simple model:
where, λ is a regularization parameter, µ and σ 2 are the mean and variance of the initial image obtained by (5) without regularization, respectively. The purpose of the trial-and-error method is to learn the coefficients β (β = [β 1 , β 2 , β 3 ]) from a series of fine-tuned image reconstructions, such that when given a new image, the regularization parameter λ for this new image could be obtained by simply applying (21) . To estimate β, first, a series of images are acquired; then, two kinds of reconstructions are performed, one with empirically determined regularization parameters, and the other with no regularizations; after this, we would have a set of λ (used in the first kind of reconstruction), and a set of µ and σ 2 estimated from the second kind of reconstruction, and then a linear system λ = xβ can be established with x = [ones(size(µ), 1), µ, σ 2 ]; finally, the coefficients β are estimated from this linear system by multiple linear regression analysis.
To demonstrate this method, we have acquired a total of 30 in vivo cross-sectional images of a nude mouse at the head, the liver and the kidney sections (10 frames for each section). After performing the multiple linear regression analysis, we could obtain the initial coefficients β, where β 0 = 3.3957×10 The result of the regression is shown in Fig. 1 . The p value and the coefficient of determination R 2 of the regression were p = 3.4762×10 −14 and R 2 = 0.9325, therefore the model presented in (22) could be considered accurate.
For the dual-constraint problem, a two-step strategy is employed to estimate the two regularization parameters λ nlm and λ s . The first step is pre-estimation, where the trial-anderror method is used to obtain the reconstructions for only one regularization term included in the objective function (by letting other regularization parameters be zero). The result obtained by the first step is used as an original image to calculate the means and variances. The second step is correction, where the trial-and-error method is used again to find the regularization parameter of the second penalty term.
2) CHOOSING THE NLM PARAMETER
It is not a trivial task to determine the optimal NLM filter parameter. In this work, these parameters were empirically determined through extensive experiments by quantitative measures and visual inspection. We have found that an 11×11, search-window and a 7×7 patch size were adequate for suppressing streaking artifacts while retaining computational efficiency. As for the parameter h, we let h 2 = 2τ σ 2 0 |N i |, where σ 2 0 denotes the standard deviation of the reconstructed image, |N i | denotes the size of the search window, and τ is a scale parameter.
For the selection of regularization parameters in the experiments of present study, we first found the optimal regularization parameters of Tikhonov, NLM and wavelet method, respectively. Ideally, in the case of dual-constraint, the previous obtained optimal parameters of each constraint should be firstly applied to reconstruct an initial image, and then further fine-tune to find the best result. However, in our implementation, we have found that it was not necessary to adjust the regularization parameters of each single constraint because the initial results were already good enough. The actual values of the regularization parameters were presented in TABLE 1.
III. EXPERIMENTAL SETUPS AND METHODS

A. THE MULTI-SPECTRAL OPTOACOUSTIC TOMOGRAPHY SYSTEM
The simulation, phantom and in vivo animal imaging experiments were all based on a commercially available optoacoustic tomography platform: the multi-spectral optoacoustic tomography system (MSOT inVision128) by iThera Medical, Germany. The MSOT system is based on the design presented in [40] - [43] . Figure 2 (a) shows a photo of the imaging chamber where the transducer array and the fiber illumination ports are visible. The laser is separated into 10 bundles of fibers such that the laser energy is uniformly distributed on the surface of the imaged object. The pulse duration of laser is around 5 ns and the repetition rate is 10 Hz. During experiment, the imaging chamber was filled with water, and the imaged object was submerged in the water with a horizontal position in an animal holder. Figure 2 (b) shows the schematic of the ultrasound detection system geometry. The ring-shape transducer array is consisted of 128 elements and covers a 270 • span of projection angle with a radius of 40.5 mm. The transducer elements have a central frequency of 5 MHz and a 6-dB bandwidth of 100%. The signals of the transducers are acquired at a sampling frequency of 40 MHz. The laser wavelength is tunable from 680 nm to 980 nm. In our experiment, all the data were acquired with a laser wavelength of 760 nm and each slice was averaged 10 times.
B. SIMULATION SETUP
Simulation experiments were performed to validate the proposed dual-constraint approach. The detector geometry in the simulation was exactly the same as the MSOT experimental system described above. A numerical 2D phantom has been used as the reference image, as shown in Fig. 3 (a) . The size of the phantom image is 300×300 pixels. The performance of the dual-constraint scheme was compared with reconstructions obtained using no prior, the Tikhonov prior [18] , the NLM prior, and the wavelet prior. To avoid inverse crime [44] , the projection data was simulated with a 75 MHz sampling rate, and then resampled to 40 MHz. After adding a 10dB Gaussian noise to the original data, the final simulated pressure signal consisted of 1131 time points, equivalent to a 30mm×30mm field of view at 1500m/s sound speed. For all the algorithms used in the simulation experiments, the stopping criterion were ε = 1×10 −12 and Itermax=500. All the algorithms were implemented in MATLAB, on a desktop PC with a quad-core CPU and 8GB of memory.
C. EXPERIMENTS SETUP 1) PHANTOM EXPERIMENTS
Phantom experiments have been carried out to evaluate our method with the MSOT system. We employed a cylindricalshape phantom with a diameter of 2 cm. The phantom was created by 1.5% agar, 1% intra-lipid. Inside the phantom there were three cylindrical cavities of different diameters. These cavities were filled with light absorbing black Chinese ink to provide optoacoustic contrast. For the reconstruction, the speed of sound was set to 1500m/s, and all the 128 projections were used, each containing 1131 time-samples. The reconstruction images were consisted of 300×300 pixels.
2) IN VIVO ANIMAL EXPERIMENTS
Animal experiments were approved by Southern Medical University and carried out in accordance with institutional guidelines. In our study, we chose 8 weeks nude mice as experimental subjects. The subject was anesthetized using a mixture of 3% isoflurane and 100% oxygen during imaging. The anesthesia port was connected to the animal holder, as well as the scanner. The anesthetized nude mouse was placed in the animal holder with a thin layer of ultrasound gel around the circumference of the desired imaging region, and then the mouse was wrapped up using a plastic foil membrane. In the in vivo experiments, we chose the position of VOLUME 7, 2019 the head, the kidney, and the liver to acquire the experimental data. For image reconstructions in these experiments, each projection contained 1105 temporal samples, and the speed of sound in the medium was set to 1536 m/s. The reconstruction images were also consisted of 300×300 pixels.
D. THE PERFORMANCE METRICS
The quantitative performance metrics used to evaluate the reconstruction results were the root mean square difference (RMSD), the signal-to-noise ratio (SNR) and the contrastto-noise ratio (CNR). The RMSD is calculated between the theoretical image and the reconstructed images for different methods during numerical simulation. It is defined as:
where x n 1 and x n 2 are the n-th pixel value of the two images x 1 and x 2 , and N is the total pixel number of the image. The SNR is calculated as the ratio of the root mean square amplitudes of the target and background regions and the unit of SNR value is dB. It is defined as:
where A t is the root-mean-square amplitude value of the target region and SD b is the standard variance of the background region. The CNR is calculated as the mean value difference between the target region and the background region divided by the standard deviation of the background region, given by:
wherex t andx b are the mean value of the target region and the background region, respectively, and σ b is the variance of the background region. The structural similarity (SSIM) index between image x 1 and x 2 is defined as [45] :
where, µ x 1 and µ x 2 are the means of x 1 and x 2 , respectively. σ x 1 and σ x 2 are the variances of x 1 and x 2 , respectively. σ x 1 ·x 2 is the covariances of image x 1 and x 2 . The small constants C 1 , C 2 and C 3 are given by:
where, L is the dynamic range of the pixel values (L = 255 for 8 bits/pixel gray scale images),K 1 and K 2 are set as K 1 = 0.01 and K 2 = 0.03, respectively.
IV. RESULTS
A. SIMULATION RESULTS
In simulation studies, the testing OAT images were reconstructed with the NLM+S method and four other comparing methods. The comparing methods included the nonregularized model, the Tikhonov model, the NLM model, and the wavelet-based sparse coding model. The reconstruction results obtained from numerical simulation are shown in Fig. 3 . Figure 3 (a) is the original image used in the simulation. Figure 3 (b) is the image obtained without any regularization. Figure 3 (c) to Fig. 3 (f) are the images reconstructed by using the Tikhonov, the NLM, the wavelet, and the NLM+S regularizations, respectively. Figure 3 (f) clearly shows that the contrast of the image enhanced with the dual-constraint method. After subtracting the original image, the residual images are shown in Fig. 4 . The regions corresponding to the red box in Fig. 4 (a) are enlarged and showed in Fig. 4 (f) . It could be seen that the residual images of the sparsity-based prior and the NLM+S priors have similar error level, but the other images show much higher difference.
The RMSD values for all five methods are listed in TABLE 2. The dual-constraint images have the smallest error among all methods. Figure 5 (a) shows the intensity profiles in the reconstructed images obtained by different methods. The location of the profile is marked by a yellow dashed line in Fig. 3 (b) . As can be seen, our method had the lowest noise platform; and the profile of the NLM+S method conformed to the reference profile. Figure 5 (b) shows the RMSD values with respect to different iteration numbers. We can conclude that the dual-constraint method has a better convergence performance than all the other compared methods. 
B. EXPERIMENTAL RESULTS
1) PHANTOM
The OAT reconstruction results of the tissue-mimicking phantom are shown in Fig. 6 . As can be seen, the image obtained using the dual-constraint method showed sharp boundaries of the phantom and two inner cavities. Smooth and uniform pixel intensities were found inside the phantom and the cavities. For other methods, the streaking artifacts in the images were prominent in both outside and inside the phantom. Next, the SNR and CNR values for all the images were calculated and listed in TABLE 3. The regions labeled in the cyan dashed box and the yellow dashed box in Fig. 6 (b) represents the target and background regions respectively for obtaining the SNR and CNR. Our method had the highest SNR and CNR values compared to the other methods.
An additional phantom experiment was performed to validate the stability of our algorithm. We designed a phantom with two insertions: Indocyanine Green (ICG) and Chinese ink. The absorption coefficient of ICG is 1.9 cm −1 at 800 nm. We obtained OAT images of the phantom at 800 nm using different methods. The reconstruction results are displayed in Figure 7 . Because the OAT images were in arbitrary units, to perform quantitative comparison, the signal of ICG was chose as a reference to quantify the signal of ink by using the following equation:
where, P ink and P ICG are the pixels intensity of ink and ICG, respectively, which can be obtained by averaging the intensity within the corresponding region of interest (ROI) in the reconstructed images. µ ICG is the absorption coefficient of ICG whose value is 1.9 cm −1 . The µ ink is the absorption coefficient of ink of which the unit is cm −1 . Five pairs of ROIs were selected to calculate µ ink . The positions of the ROIs are showed in Fig. 7(b) 
2) ANIMAL
The image reconstruction and quantitative analysis of in vivo imaging study of the mouse head, kidney and liver regions were carried out. Figure 8 shows the reconstructed VOLUME 7, 2019 OAT images of the mouse head using different methods. The UBP reconstructions were also carried out for fair comparison. The regions enclosed by the red box and the blue box in Fig. 8 (a) are showed as enlarged views in Fig. 8 (g ).
Comparing these enlarged views, we could see that the image obtained using the dual-constraint method showed smooth head structure, and generated fewer streaking artifacts in both the head and background regions. Also, it could be seen that our method preserved sharp edges of the head surface, and produced a higher contrast. Figure 9 shows the results of the kidney OAT images. The regions enclosed by the red box and the blue box in Fig. 9 (a) are showed as zoomed-in views in Fig. 9 (g). The image obtained by the dual-constraint method showed well defined contours of different organs. The image is smooth and the detailed information is well preserved. When comparing the zoomed-in views enclosed by the red boxes in Fig. 9 (g), there are hardly any noticeable streaking artifacts in the image reconstructed by the dualconstraint method. However, the images obtained by the other methods show obvious streaking artifacts that blurred out the details. Figure 10 shows the image profiles of the kidney area. The location of the profile is marked by a yellow dashed line in Fig. 9 (b) . As can be seen, our method provides accurate boundary information without losing too much detail, and generates more accurate images than using the NLM or the wavelet regularization alone. Moreover, the reconstructed OAT images of the liver position are showed in Fig. 11 . The regions enclosed by the red box and the blue box in Fig. 11 (a) are showed as zoomed-in views in Fig. 11 (g) . As illustrated, the image obtained using the dual-constraint method provided significantly improved image quality. However, for the images obtained using the other methods, the noise and streaking artifacts are obvious both inside and outside the liver region.
As a quantitative comparison, Figure 12 shows the results of the SNR and CNR calculated in the in vivo studies. The regions labeled in the cyan dashed box and the yellow dashed boxes in Fig. 12 (a-c) represent the target and background regions for calculating the SNR and CNR respectively. The comparison results are presented in Fig. 12 (d) and Fig. 12 (e). Our method generated higher SNR and CNR values than all the other comparing methods, suggesting more superior performance of the dual-constraint scheme. Finally, the mean values of SSIM (MSSIM) are listed in TABLE 6. Our method scored the highest MSSIM values in all three animal studies.
V. DISCUSSION
In optoacoustic tomography, properly designed regularization methods to the original computed image reconstruction problem are desirable because it is inherently ill-conditioned. This work seeks to resolve this problem by introducing a new dual-constraint framework, our main contributions are: 1) we proposed, for the first time, a novel regularized OAT image reconstruction model by combining the non-local means and sparse coding algorithms. These two algorithms were coupled into the OAT inverse problem as two separate regularization terms, such that the overall goal of the optimization process was to find a solution that simultaneously preserved data fidelity, non-local self-similarities and structural sparsity; 2) to ensure stability and accuracy of the solution, a twostep iterative algorithm for the dual-constraint model, along with a trial-and-error method that efficiently determined the two regularization parameters, were developed; 3) Numerical simulation studies, as well as experimental imaging phantom and extensive in vivo small animal studies demonstrated the effectiveness of our method: comparing to the images obtained by applying single constraint, our approach achieved superior performance in terms of artifact removal, noise suppression and contrast enhancement, both qualitatively and quantitatively. Our method can be seamlessly extended to other preclinical and translational OAT imaging applications, and the superior performance of our approach offers great potential for image quality improvement on current OAT imaging systems.
The major limitation of our current implementation of the dual-constraint method is its computational complexity: the average reconstruction time required for each method is listed in TABLE 7. The reconstruction time of the NLM+S method was longer than all other methods, but was close to the NLM method, indicating that the long reconstruction time was mostly caused by the NLM regularization. To address this problem, previous studies [46] , [47] have shown that such patch-based image processing algorithm could be largely accelerated via various measures. Moreover, although not shown in our work, the NLM regularization has other unique advantages, including improving sparse angle imaging [48] and allowing for the incorporation of additional prior knowledge [29] . Even though these previous works were on other imaging modalities, the ideas behind them are directly applicable to our OAT imaging problem. Finally, further improvement to our current method could be potentially achieved by correcting for light influence [49] or sound speed heterogeneity [50] .
VI. CONCLUSION
This works tried to solve the regularized image reconstruction problem in optoacoustic tomography by proposing a new dual-constraint imaging framework. The two complementary constraints, namely the non-local means filtering and sparse coding, simultaneously preserve the detail and sparse structures in the OAT images. Experimental results showed that the proposed method outperformed other previous single constraint schemes, thus providing an alternative imaging strategy for image quality improvement in pre-clinical and clinical OAT applications.
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