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 The goal of this study was to revise the existing site period prediction map and to develop 
a shallow 3D shear wave velocity model of the Mexico City Basin. To accomplish this goal, an 
extensive literature review was performed to compile as much pertinent shear wave velocity and 
site period data for the region. In total, 75 sites were used to revise the site period prediction map 
and 40 sites were used to develop the shear wave velocity model. The 2004 Complementary 
Technical Standards of Mexico site period prediction map was adjusted with new site period 
measurements across the basin to develop an updated site period map. For the shear wave 
velocity model, the shallow (top 60 meters) subsurface structure was divided into five 
generalized soil layers with variation throughout the basin modeled using linear and exponential 
equations as a function of site period. The performance of both predictors was gauged by 
comparing the predicted values to the measured site period and Vs profiles to validate the results. 
Critiques and discussion on the deficiencies for both predictors were also included for 
transparency. Overall, the results from both predictors were determined to give accurate results, 
but the uncertainty in the model is high for areas with little available data. It is recommended that 
more shear wave velocity profiles and site period measurements are taken throughout the basin, 
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Chapter 1: Introduction  
Mexico City’s unique geologic setting and elevated seismic risk calls for a 
comprehensive understanding of the subsurface characteristics found in the region. Within the 
last 50 years, Mexico City has experienced four major seismic events, with the 1985 moment 
magnitude (Mw) 8.1 Mexico City Earthquake and the most recent 2017 Mw 7.1 Puebla-Mexico 
City Earthquake being among the most destructive (GEER 2018). As the population and 
infrastructure continues to rapidly expand in the region, it is critical that the seismic 
understanding of the region continues to advance. Shear wave velocity (Vs) and natural site 
period are of particular interest in seismic design and mitigation, so the ability to predict these 
properties across the basin is essential for good seismic design.  
Understanding the natural site period of a particular site is indispensable in the design of 
seismic resilient structures. During a seismic event composed of a broad range of frequencies, 
the seismic loading on the building will be dramatically increased if the natural site period of the 
site is equivalent to the resonant period of the structure (i.e., double resonates). This phenomenon 
was particularly observed in damage associated with the western edge of the Mexico City Basin 
during the 2017 Mw 7.1 Puebla-Mexico City Earthquake (Franke et al. 2019). Various site 
period prediction maps exist for Mexico City, but previous studies have shown that the natural 
site period is changing at a rapid rate due to soil consolidation from ground water extraction 
(Arroyo et al 2013, Wood et al. 2019). This further complicates and undermines the ability of 
engineers to design a seismically resilient structure. Providing a more current site period map 
and highlighting the areas where the site period is changing are some of the goals of this study. 
Another principal dynamic soil property in seismic design is the shear wave velocity (Vs) 
of the subsurface materials. The Vs has many uses such as natural site period estimation, wave 
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propagation modeling, site effects estimates, and determination of seismic site class. The Vs of 
any given site is most commonly given in the form of a Vs profile (i.e., variation of Vs with 
depth in the 1-dimension plane). Like the site period, the Vs profiles of the region are not 
constant from one location to another. Large changes are observed in Vs from the edge of the 
basin to the center of the basin in Mexico City. Moreover, the soil is becoming stiffer (increasing 
Vs) as it consolidates over time. This creates ambiguity and difficulty in predicting the Vs profile 
at a given site across the basin. Many studies have been conducted to gather Vs data for specific 
sites within the basin, but currently no such Vs prediction method exists in the region for shallow 
near-surface deposits (top 30-60 meters). The ability to model the Vs throughout the basin would 
bring numerous benefits to the seismic resiliency of the region. One of the goals of this study is 
to provide a 3D Vs model for the Mexico City Basin.   
 This thesis is organized in five chapters, with the following titles: Introduction, Literature 
Review, Methods, Results, and Conclusions. Chapter 2 contains the extensive literature review 
conducted for this study, which includes information on the general history of Mexico City, the 
geologic setting of the basin, and previous studies pertinent to this thesis conducted in the region. 
Chapter 3 contains the methods used in this thesis to develop a revised site period prediction map 
and a Vs prediction model for the basin. Chapter 4 contains both the finalized prediction models, 
and discussion on the performance of the models. Chapter 5 contains the conclusions developed 






Chapter 2: Literature Review 
2.1 Introduction  
 The intention of this literature review is to provide background information on the 
general history, geologic conditions, and previous geotechnical/geophysical investigations 
conducted in Mexico City, Mexico. A general history section is included to address the historic 
uniqueness of Mexico City and to explain the events leading up to this study. A brief description 
of the geologic setting is provided to emphasize the ambiguity of the soil structure and how these 
conditions attribute to the extreme seismic hazard of the area. A review of previous site period 
and shear wave velocity investigations is included to introduce the data used later in the study. 
 
2.2 General History  
Mexico City has a rich cultural and geological history which makes the region unique 
when compared to other metropolitan areas. The origin of present day Mexico City can be traced 
back to the construction of the ancient Aztec city of Tenochtitlan in the 1300s. Tenochtitlan was 
founded as the capital of the Aztec Civilization and is considered to be the most populous city in 
the Americas prior to the arrival of Christopher Columbus. The original city of Tenochtitlan was 
strategically built in the marshes of late Lake Texcoco to protect the city from foreign invasion. 
With the arrival of the Spanish in the 1500s, the city was of great economic interest to the 
Spanish and was conquered and renamed to the City of Mexico. Due to the city’s inconvenient 
location for trade and consistent flooding, the ancient Lake Texcoco was drained by the Spanish 
in 1789 via the Nochistongo Cut (O’Riordan 2017). Present day Mexico City was never 
relocated and is currently located within this drained lakebed.  
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The Mexico City metropolitan area is the one of the most populous in the world and is 
still experiencing rapid population growth. The latest census data provided by the Mexican 
Government was taken in 2009, with an estimated population of 11,000,000 (Government of the 
State of Mexico 2009). The United Nations estimates the current population of the Mexico City 
metropolitan area at 21,000,000 (U.N. 2020), this would make it the most populated city in the 
Western Hemisphere. As the population of Mexico City continues to grow, the city’s population 
continues to densify leading to more high-rise structures and denser urban construction.  
Mexico City has experienced several large-scale seismic events in the history of the city. 
One of the earliest documented destructive earthquakes occurred in 1787 and was named the 
New Spain Earthquake. This earthquake took place off the Pacific Coast of Mexico in the Cocos-
North American Plate subduction zone. The Earthquake was measured to be an 8.6 MW and is 
mostly known for the large tsunami it created off the Pacific coast of Mexico. Some damage was 
reported in Mexico City, but the extent of this damage was minimal. Due to low population 
density, the death toll is estimated to be very low. 
A similar Mw 7.6 earthquake occurred in 1957 along the same subduction zone as the 
New Spain Earthquake. Despite having a lower intensity, Mexico City experienced heavy 
damage and a greater death toll. The greater death toll can be attributed to the growth of the 
city’s population and the overall increase in development of the city.  
On September 19, 1985, a Mw 8.1 earthquake occurred in the Pacific Ocean about 20 km 
off the coast of the Mexican state of Michoacán. Damage near the epicenter was limited and the 
human causalities were low in that area (Lomnitz and Castaños 1985). In contrast, the seismic 
event caused significant damage and substantial loss of life in Mexico City despite being 350 km 
away from the epicenter. It is estimated that a total of 30,000 lives were lost (Press and Siever 
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1998) with a total of $5 billion in damages (Dĩaz-Rodrĩguez 2003). Buildings between 7 and 18 
stories, constructed of reinforced concrete, were among the most damaged (Flores-Estrella et al. 
2005). Peak ground accelerations (PGA) were recorded from 0.4-1.0 g at a period of 2 seconds 
(Seed et al. 1988). The long period composition of this event is the result of the subduction type 
fault and the large distance between the epicenter and the city. It is believed that the existence of 
a very soft lacustrine clay layer helped amplify the seismic waves within the city (Hiroshi et al. 
1989, Flores-Estrella et al. 2005, Dĩaz-Rodrĩguez 2003).  
The most recent strong seismic event occurred 120km southeast of Mexico City on 
September 19, 2017, with a Mw of 7.1 (GEER 2018). The frequency composition of this 
earthquake was primarily high frequency energy with periods between 0.8-1.6 s, which caused 
extensive damage to buildings ranging from 5-8 stories (Mayoral et al. 2019). The high 
frequency content of this event can be attributed to intraplate fault coupled with the relatively 
close proximity of the epicenter to the city (Wood et al. 2019).  It is also important to note that 
many of the heavily damaged buildings were located on the west side of the city (Franke et al. 
2019). It is believed that the presence of soft lacustrine clay amplified the seismic effects of this 
event (Wood et al. 2019). The concentration of building damage associated with the 2017 
Puebla-Mexico City Earthquake is presented in Figure 2.1 (GEER 2018). The map presented in 
Figure 2.1 is broken into “Zona”, which translates in English to “Zones”. These zones were 
created and included in the design criteria for the Mexico City Basin, which will be discussed in 
greater detail later in this thesis. 
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Figure 2.1 Collapsed buildings in Mexico City during the 2017 Puebla-Mexico City 
Earthquake (GEER 2018) 
 
2.3 Geologic Setting 
 The Mexico City Basin is located in a unique geologic setting which creates challenges 
and ambiguity in determining the seismic response of the region. To overcome these challenges, 
a basic understanding of the geology of the region must be developed. 
 The exact coordinates for Mexico City can be taken as 19.4326° N, 99.1332° W. Mexico 
City is located in central Mexico on a plateau within the Trans-Mexican Volcanic Belt. The 
Trans-Mexican Volcanic Belt is a volcanic/geologic feature which extends 160,000 km (99,000 
miles) from Mexico’s Pacific Coast in the west, to the Gulf of Mexico Coast in the east (Flores-
Estrella et al. 2005). The plateau that contains Mexico City is also known as the Mexico City 
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Basin. The Mexico City Basin is a self-contained watershed that covers approximately 9600 km2 
with the metropolitan area of Mexico City being the lowest in elevation (Birkle et al. 1998).  
As mentioned earlier, Mexico City was built over the ancient Lake Texcoco, which 
spanned over much of the basin. There were numerous other lakes present in the area such as 
Lake Xochilco and Lake Chalco in the south, and Lake Xaltocan and Lake Zumpango in the 
north (Figure 2.2). Some parts of the southern edges of the Mexico City Metropolitan area are 
built over Lake Xaltocan and Lake Zumpango in the south, but the outer limits of the city have 
not yet reached the northern lakebeds of Lake Zumpango or Lake Xaltocan. These former lake 
beds are composed of soft lacustrine clay deposits. These deposits are the direct result of fine 
volcanic sediment being washed down from the surrounding mountains and deposited slowly as 
the particles settled on the lakebed. The areas surrounding the ancient lake bed are known as the 
transition zone. The transition zone contains some lacustrine clay, but the thickness of this soil 
layer is marginally less compared to the central lake area. Figure 2.3 depicts the location of the 
lake bed and transition zones for the Mexico City area.  
This soft lacustrine clay layer is critical to understanding the seismic response of the 
basin. The shear wave velocity of this lacustrine clay layer is less than 100 m/s with an average 
velocity of 62 m/s (Woodfield 2020). This layer is located within the first 5 m and exists to a 
depth between 8-30 m. Below the soft lacustrine clay layer, a stiffer sand and gravel layer with a 
shear wave velocity of approximately 400 m/s exists. This stiffer sand layer acts as the governing 
impedance contrast and controls the fundamental site period. The fundamental site period of the 
basin is non-uniform and is heavily dependent on the location of the site within the basin. These 
varying site periods are the direct result of the basin’s past geologic history as an ancient 
lakebed. The longest site periods occur towards the center of the ancient lake bed, while the 
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shortest site periods occur towards the edges. The longest natural site periods occur in the middle 
of the lake bed because this is where the lacustrine clay layer tends to have the greatest thickness, 
which softens the overall soil profile.   
 





Figure 2.3 Lake bed Zone and Transition Zone over present day Mexico City (Mayoral et 
al. 2019) 
 
2.4 Previous Investigations 
The uniqueness of the site conditions in the Mexico City region has sparked international 
interest and has led to widespread research in the area. Research into the dynamic soil properties 
of the region is of particular interest for this thesis. This section focuses on studies which 




2.4.1 Natural Site Period Investigations 
The natural site period of the basin has been extensively investigated over the last 30 
years (Lermo and Chávez-García 1994, Hayashi et al. 2011, Arroyo et al. 2013, Wood et al. 
2019, Woodfield 2020). Figure 2.4 represents the 2004 Complementary Technical Standards of 
Mexico otherwise known as the NTC-2004 seismic zonation map, which was developed based 
on site period measurements in the basin. The map shows the region broken into six zones based 
on site period. Zones I and II have site periods less than 1 second, Zone IIIa has a site period 
between 1.0 and 1.5 seconds, Zone IIIb has a site period between 1.5 and 2.5 seconds, Zone IIIc 
has a site period between 2.5 and 3.5 seconds, and Zone IIId has a site period greater than 3.5 
seconds (Wood et al. 2019). This map was developed and included in the Federal Mexico 
building code in 2004. The map was created using the site period data presented by Lermo and 
Chávez-García in 1994, which was later confirmed by Gurler et al. in 2000. The map has not 
been updated since its creation in 2004. 
Figure 2.4 Site period zonation of Mexico City based on the NTC (Woodfield 2020) 
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Lermo and Chávez-García used data from 409 microtremor stations and 81 
accelerometers to create a site period map of Mexico City in 1994. The microtremor data was 
compiled from various other site period studies conducted in the area prior to 1994. The 
accelerometer data was sourced from the records of 81 seismic stations from strong seismic 
events that occurred from 1985 to 1990. According to the study, the microtremor and 
accelerometer data resulted in similar site periods for adjacent testing locations. The study’s 
main focus was to amend the 1987 version of the Mexico City Building Code. Figure 2.5 is the 
1987 building code map and Figure 2.6 was the revised map developed by Lermo and Chávez-
García in 1994. 
Figure 2.5 Dominant site period map included in the 1987 Mexico Building Code (Lermo 




Figure 2.6 Dominant site period map based on data from 409 microtremor measurements 
and 81 accelerometers (Lermo and Chávez-García 1994)  
 
In 2008, Hayashi et al. (2011) conducted three-component microtremor measurements in 
6 locations around Mexico City to determine the natural site period. The general layout of the 6 
locations of the sites used in their investigation are presented in Figure 2.7. The study also 
included a shear wave velocity investigation of the sites, but this will be discussed later in the 
literature review.  The recorded natural site periods of the sites Chapultepec, Almeda, Aragon, 
Texcoco No. 7, Texcoco TXC, and Texcoco No. 8 were 0.7 s, 1.5 s, 3.9 s, 3.3 s, 2.3 s, and 1.1 s, 




Figure 2.7 Locations of the sites used by Hayashi et al. in 2008, overlaid on the Lermo and 
Chávez-García 1994 site period map (Hayashi et al. 2008) 
 
In 2013, Arroyo et al. investigated the effect of groundwater extraction on the natural site 
periods of the region. According to the study, an estimated 89 m3/min of ground water is being 
drained from the surrounding aquifers, in return it has led to a ground level subsidence rate of 5-
40 cm/year (Lesser 1998). To measure the effects of the ground water withdrawal on the site 
period, a spectral analysis of 37 seismic events from 1985-2010 were used. The change in site 
period from 1985 to 2010 is presented in Figure 2.8. Figure 2.9 depicts the study’s interpolation 
for predicted site period zonation for the year 2050. When comparing the NTC site zonation map 
with the one developed by Arroyo et al. in 2013, it is apparent that some errors do exist in Zone 
IIIa through Zone IIId. The authors believe that the continued deficit of ground water withdrawal 
from the basin will continue to lower the overall site period of the region. These errors were 







Figure 2.8 The predicted change in natural site period in seconds from 1985 to 2010 









Figure 2.9 Predicted natural site period in seconds for Mexico City in 2050 (Arroyo et al. 
2013) 
 
In 2019, Wood et al. conducted research to expose inaccuracies within the NTC zonation. 
The study also was aimed at confirming the site period maps proposed by Arroyo et al. (2013) 
and Chávez-García (1994). The study conducted 31 horizontal-to-vertical spectral ratio (HVSR) 
measurements coupled with various earthquake derived site periods from the seismic records of 
the 2017 earthquake from multiple strong motion stations. These seismic record derived site 
periods can be taken as EHVSR measurements, and the microtremor measurements can be taken 
as MHVSR measurements. The study concluded that the NTC was the most accurate 
representation of the basin for natural site period, but still showed some disparities in the western 
half of the city. Errors between 30%-60% were found between the NTC and the HVSR 
measurements that were recorded. The estimated errors associated with each map versus the 
MHVSR measurements and EHVSR measurements are presented in Figure 2.8. The study also 
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concluded that the estimated change in site period, as a result of ground water withdrawal, could 
potentially be an underestimate.  
Figure 2.10 Comparison maps between the results from Wood et al. and the NTC, Arroyo 
et al. 2013, and Lermo and Chávez-García 1994 (Wood et al. 2019) 
 
 
In 2020, Woodfield conducted a shear wave velocity and site period survey of 25 sites 
throughout the western edge of the basin. The western edge of the basin was targeted since this 
area experienced the highest seismic damage during the 2017 Puebla-Mexico City Earthquake. 
The locations of all the sites and the sites’ respective site periods are presented in Figure 2.11 
and Figure 2.12, respectively. In both figures the sites are underlain by the NTC design map. 
These site period measurements were recorded using the MHVSR technique. Overall, the results 
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are in agreement with the NTC map but some errors do exist between the measured points 
especially within Zone IIIa. 
 
Figure 2.11 The 25 sites investigated by Woodfield in 2020 overlaid by the NTC zonation 













Figure 2.12 Natural site period of each overlaid by NTC zonation and site period ranges 
(Woodfield 2020) 
 
2.4.2 Shear Wave Velocity Investigations 
 The shear wave velocity of the subsurface has also been extensively studied throughout 
the Mexico City Basin (Díaz-Rodríguez et al. 1998, Stephenson et al. 2004, Hayashi et al. 2011,   
Mayoral et al. 2016, O’Riordan 2017, Wood et al. 2019, Woodfield 2020). The shear wave 
velocity of the soft lacustrine clay is of particular interest since it plays a key role in the seismic 
site effects for the region.  
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 In 1998, Díaz-Rodríguez conducted an investigation of Ramón López-Velarde Park 
(19.40° N, 99.15° W) with various testing methods. The geophysical cross-hole method is the 
most pertinent to this thesis, but the investigation also included a resistivity survey and a CPT 
sounding. The cross-hole test was conducted with two boreholes spaced 4 m apart to a depth of 
40 m. According to the results, the site had a stiff crustal layer with a shear wave velocity of 
~117 m/s to a depth of 4 m, followed by a soft layer with a shear wave velocity of ~78 m/s to a 
depth of 34 m, and terminating in a stiff layer with a shear wave velocity of ~120-145 m/s.  
 In 2004, Stephenson et al. conducted a SCPT investigation of the subsurface located at 
the Texcoco Strong Motion Array. For the purposes of this thesis the site will be referred to as 
“Texcoco Array Site” (19.49203°N, 98.97625°W). The purpose of this investigation was to 
gather additional shear wave velocity information and compare it to existing results in the area. 
The authors were also interested in the performance of SCPT and drilling to determine the shear 
wave velocity of the interbedded soft soil layer between 29 m-39 m. Seismic CPT coupled with 
drilling was deployed. The existence of a very stiff layer at a depth of ~25-30 m required drilling 
to protect the cone from damage. The shear waves were generated at the ground surface and 
measurements were made every 20 cm. At depths between 16.6 m-29 m the signal was lost due 
to a geophone-sidewall contact issues and external noise from the leakage of saline into the 
geophone’s preamplifier. Despite the signal problems, a final shear wave velocity profile was 
determined and is tabulated in Table 2.1. The shear wave velocity from 7 m to 17 m was 
interpolated and estimated based on the site conditions. The shear wave profile from this study 
are in general agreement with the inverted dispersion data acquired by Flores-Estrella (2004) 
near the site.  The results confirmed the potential use for SCPT and drilling to gather data in the 
crucial range of 29 m to 39 m in the Mexico City Basin. 
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Table 2.1 Shear wave velocity profile of Texcoco Strong Motion Array (Stephenson et al. 
2004) 
 
As mentioned previously, Hayashi et al. (2011) conducted three-component microtremor 
measurements in 6 locations around Mexico City to find the natural site period at each location. 
Shear wave velocity profiles were obtained for each site from the dispersion data using 
microtremor array measurements. The microtremor arrays consisted of triangular arrays whose 
diameters ranged from 25 m-650 m which obtain dispersion data between 0.3 Hz and 10 Hz. 
Table 2.2 includes the size of each array and the coordinates associated with each array. Shear 
velocity profiles were obtained by a joint inversion process (Suzuki and Yamanaka, 2010) of the 
H/V spectra and the dispersion curves. Only four of the six shear wave profiles are included in 
the paper. The four shear wave profiles and their respective sites are shown in Figure 2.13. The 
results have not been compared with other sites in Mexico City, rather they have been compared 
to other shear wave velocity profiles from other locations around the world to show the 
uniqueness of Mexico City’s soil structure.  
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Table 2.2- Site locations and array size from Hayashi et al. 2011 
 
Figure 2.13 Locations of the sites and their respective shear wave velocity profiles (Hayashi 





Beginning in 2008 and later in 2016, Mayoral et al. conducted various geotechnical site 
investigations using PS suspension logging at four sites within the Mexico City basin. The 2008 
study included the site known as “TXSO”, which is located at approximately 19.58020°N and 
99.01923°W, which is displayed in Figure 4.14. The name TXSO is derived from the name of 
the strong motion seismic station located in the vicinity of testing location. The main purpose of 
the 2008 study was to gather geotechnical and dynamic soil properties to aide in the design of a 
critical power station. The site investigation included nine CPT soundings, one SPT test, and one 
suspension PS log. The shear wave velocity profile of the site was determined and compared by 
two separate methods; it was derived from correlations between CPT and directly from the 
suspension logging. Both the PS logging measurements and the correlated CPT measurements 
produced similar results with a standard deviation of ~69 m/s. The results from the suspension 
logging will only be considered in this thesis. The shear wave velocity profile from the 
suspension logging test is presented in Figure 2.15.  
Later in 2016, Mayoral et al. investigated another three sites which are located within 
close proximity of each other. These three sites are displayed in Figure 2.14 by their respective 
names: TXS1 (19.49543°N, 98.97569°W), TXS2 (19.48996°N, 98.97945°W), and TX5B 
(19.49190°N, 98.97079°W). Like TXSO, these sites are strategically located next to a strong 
seismic station, which gives them their distinct names. PS Suspension logging was conducted at 
TXS1 and TXS2 but was not conducted at TXSO. The shear wave velocity profiles from TXS1, 
TXS2, and TX5B are depicted in Figure 2.16. The representative shear wave velocity profile for 
TXSO was derived from the results of the PS suspension logging conducted at TXS1 and TXS2.  
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Figure 2.14 Locations of sites TXSO, TXS1, TXS2, and TX5B (Mayoral et al. 2016) 



















Figure 2.16 Shear wave velocity profile for TXS1, TXS2, and TX5B (Mayoral et al. 2016) 
 
In 2017, O’Rioradan et al. conducted a geotechnical and geophysical investigation of a 
site in the northwestern corner of Mexico City (19.52107°N, 98.98670°W). This site was of 
particular importance since it was the proposed location of the new Mexico City International 
Airport (NAICM). The study presents the results of six PS suspension log taken in various 
locations within the site. The specific coordinates are not given for each logging, but the tests 
provide similar results. The shear wave velocity profile recorded by each suspension log is 
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presented in Figure 2.17. For the purpose of this thesis, the average of the six PS logs was taken 















Figure 2.17 Results from PS suspension logging at NAICM (O’Rioradan et al. 2017) 
 
As discussed earlier, Wood et al. (2019) conducted a study aimed at gathering additional 
dynamic soil property data across the Mexico City basin. In addition to the extensive natural site 
period investigation, the study also produced five shear wave velocity profiles. One of these 
shear wave velocity profiles was taken from the neighboring town of Puebla, Mexico, so this 
profile will not be considered in this thesis. The site names and locations for the four shear wave 
velocity profiles can be taken as: Parque España (19.41546°N, 99.17138°W), La Morena 
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(19.39861°N, 99.15873°W), Escocia (19.38744°N, 99.16342°W), and Hospital Gral Tlahuac 
(19.28735°N, 99.05354°W). The dispersion data obtained from each site was recorded using 
both active Multichannel Analysis of Surface Waves (MASW) and passive Microtremor Array 
Measurements (MAM) (Park et al. 1999, Tokimatsu et al. 1992). The dispersion data, H/V peak, 
and final shear wave velocity profile for each site is presented in Figure 2.18. According to the 
authors, these results match well with the borings provided by Arroyo et al. (2013) that show a 
stiff crustal layer followed by a very soft clay layer with a shear wave velocity of ~60 m/s in the 
Lake Texcoco lake bed and ~87 m/s in the Xochimilco-Chalco lake bed.    
Figure 2.18 Dispersion data, H/V peak, and shear wave velocity profile for each site (Wood 




 As mentioned previously, Woodfield 2020 conducted widespread testing of the western 
side of Mexico City in 2019. This study included both natural site period and shear wave 
velocity investigations for 25 sites. The shear wave velocity testing in this study was executed 
using both active and passive surface wave measurements. Figure 2.19 depicts an aerial 
photograph of a typical set up used in the study. For the purpose of keeping things concise, the 
shear wave velocity profiles for each site will not be included in this literature review, but will be 
used later in the thesis. Overall, the results of this study match well with profiles described 
earlier. The average shear wave velocity of the clay layer at each site is given in Figure 2.20. The 
average velocity of the clay layer matches well with Wood et al. (2019) and the borings 
associated with Arroyo et al. (2013). 
 



















Chapter 3: Methods  
 
3.1 Introduction 
 The objective of this chapter is to describe the methods used to derive the results of the 
revised site period prediction map and the shear wave velocity model. This chapter is broken into 
three main sections: Data Selection, Revision of Site Period Prediction map, and the Development 
of a Shear Wave Velocity Model. The Development of a Shear Wave Velocity Model is further 
broken up into three subsections. 
3.2 Data Selection 
After the completion of the literature review, all available site specific data was compiled 
and filtered based on the importance of the data to the study. In general, the sites were filtered 
based on how well their natural site periods and/or Vs profiles matched with other nearby sites. 
This step was taken to initially remove the influence of outliers in the preliminary steps of creating 
both the revised site period map and the shear wave velocity model. By the end of this process, a 
total of 75 sites were selected to create the revised site period map and a total of 40 sites were 
selected for the development of the shear wave velocity model. The distribution of the selected 
sites per each NTC-2004 defined Zone are presented in Table 3.1. The majority of the sites in the 
study are located in Zones II, IIIa and IIIb. The locations and data category for all of the selected 
sites are presented geospatially in Figure 3.1. Most sites in the study are located along the western 






Table 3.1 Distribution of sites used for the revised site period map and the Vs model for each 
NTC-2004 Zone 
Site Period Sites Vs Sites 
Zone  Number of Sites  Percent of Sites  Zone  Number of Sites  Percent of Sites  
Zone I 1 1.3% Zone I 2 5.0% 
Zone II 16 21.3% Zone II 9 22.5% 
Zone IIIa 18 22.7% Zone IIIa 14 35.0% 
Zone IIIb 22 30.7% Zone IIIb 12 30.0% 
Zone IIIc 9 12.0% Zone IIIc 1 2.5% 
Zone IIId 9 12.0% Zone IIId 2 5.0% 
 
Figure 3.1 Sites used in this study organized by data category underlain by the NTC-2004 
site period zonation map 
 
3.3 Revision of the Site Period Prediction Map 
 The revision of the site period prediction map for Mexico City was achieved by using the 
preexisting NTC-2004 site period zonation map and data compiled from other investigations 
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conducted in the region (Wood et al. 2019, Woodfield 2020, Hayashi 2011). A total of 34 
EHVSR and 41 MHVSR measurements were used. The name, location, natural site period, 
zonation, and source for the MHVSR and EHVSR sites are tabulated in Table 3.2 and Table 3.3, 
respectively. 
Table 3.2 MHVSR sites used for the revised site period prediction map 
Site Latitude Longitude Site Period (s) Zone Source 
Aragon 19.46228 -99.06756 3.90 Zone IIId Hayashi et al. (2011) 
Av Siren 19.28510 -99.05783 1.67 Zone IIIb Wood et al. (2019) 
Chapultepec 19.42294 -99.18256 0.70 Zone II Hayashi et al. (2011) 
Del Mar 19.28838 -99.06356 2.00 Zone IIIb Wood et al. (2019) 
Escocia 19.38744 -99.16342 0.93 Zone II Wood et al. (2019) 
H/V 1 19.41456 -99.17408 1.09 Zone II Wood et al. (2019) 
H/V 2 19.41294 -99.17477 1.04 Zone II Wood et al. (2019) 
H/V 3 19.41148 -99.17576 0.94 Zone II Wood et al. (2019) 
H/V 4 19.40897 -99.17729 0.91 Zone II Wood et al. (2019) 
Hospital Gral Tlahuac 19.28735 -99.05354 2.00 Zone IIIb Wood et al. (2019) 
La Morena 19.39861 -99.15873 1.28 Zone IIIa Wood et al. (2019) 
Parque España 19.41546 -99.17138 1.35 Zone IIIa Wood et al. (2019) 
Paseo las Galias 19.32139 -99.09711 1.09 Zone II Wood et al. (2019) 
Rancho 19.30449 -99.12294 1.00 Zone IIIa Wood et al. (2019) 
Ruta 1 19.31511 -99.09303 1.63 Zone IIIb Wood et al. (2019) 
Site 1 19.30445 -99.12917 0.89 Zone IIIa Woodfield (2020) 
Site 2 19.29454 -99.13322 0.94 Zone IIIa Woodfield (2020) 
Site 3 19.30957 -99.11674 1.27 Zone IIIa Woodfield (2020) 
Site 4 19.33081 -99.12665 1.25 Zone IIIa Woodfield (2020) 
Site 5 19.33493 -99.14232 0.93 Zone IIIa Woodfield (2020) 
Site 6 19.34186 -99.13422 1.09 Zone IIIa Woodfield (2020) 
Site 7 19.35220 -99.14198 0.99 Zone IIIa Woodfield (2020) 
Site 8 19.30234 -99.10560 2.08 Zone IIIb Woodfield (2020) 
Site 9 19.31441 -99.10928 1.59 Zone IIIa  Woodfield (2020) 
Site 10 19.30660 -99.12343 1.30 Zone IIIa Woodfield (2020) 
Site 11 19.33679 -99.12641 1.33 Zone IIIa Woodfield (2020) 
Site 12 19.34364 -99.12431 1.32 Zone IIIa Woodfield (2020) 
Site 13 19.33145 -99.11256 0.99 Zone II Woodfield (2020) 
Site 14 19.31407 -99.12635 1.09 Zone IIIa Woodfield (2020) 
Site 15 19.28992 -99.14285 0.78 Zone II Woodfield (2020) 
Site 16 19.32342 -99.15083 0.74 Zone I Woodfield (2020) 
Site 18 19.35633 -99.15094 1.01 Zone II Woodfield (2020) 
Site 19 19.34706 -99.15934 0.65 Zone II Woodfield (2020) 
Site 20 19.37187 -99.15643 1.09 Zone II Woodfield (2020) 
Site 21 19.39115 -99.14328 1.54 Zone IIIb Woodfield (2020) 
Site 23 19.40897 -99.10816 3.33 Zone IIId Woodfield (2020) 
Site 24 19.38944 -99.17750 0.55 Zone II Woodfield (2020) 
Site 25 19.40028 -99.14917 1.89 Zone IIIb Woodfield (2020) 
Texcoco No. 7 19.47883 -98.99748 3.33 Zone IIIc Hayashi et al. (2011) 
Texcoco No. 8 19.55757 -98.99228 1.13 Zone IIIa Hayashi et al. (2011) 




Table 3.3 EHVSR sites used for the revised site period prediction map 
Site Latitude Longitude Site Period (s) Zone Source 
AL01 19.43560 -99.14530 1.92 Zone IIIb Wood et al. (2019) 
AU46 19.38320 -99.16810 1.05 Zone II Wood et al. (2019) 
BA49 19.40970 -99.14500 2.33 Zone IIIc Wood et al. (2019) 
BL45 19.42530 -99.14810 1.72 Zone IIIb Wood et al. (2019) 
BO93 19.46620 -99.10506 2.93 Zone IIIc Wood et al. (2019) 
CA59 19.42677 -99.11884 2.56 Zone IIIc Wood et al. (2019) 
CCCL 19.44980 -99.13700 1.85 Zone IIIb Wood et al. (2019) 
CE23 19.46296 -99.06103 4.34 Zone IIId Wood et al. (2019) 
CI05 19.41860 -99.16530 1.39 Zone IIIb Wood et al. (2019) 
CJ04 19.40970 -99.15670 1.79 Zone IIIb Wood et al. (2019) 
DM12 19.43328 -99.09724 3.00 Zone IIId Wood et al. (2019) 
EO30 19.38850 -99.17720 0.61 Zone II Wood et al. (2019) 
GA62 19.43850 -99.14010 2.04 Zone IIIb Wood et al. (2019) 
GC38 19.31610 -99.10590 1.72 Zone IIIb Wood et al. (2019) 
GR27 19.47556 -99.18015 1.00 Zone II Wood et al. (2019) 
HJ72 19.42510 -99.13010 2.22 Zone IIIc Wood et al. (2019) 
JA43 19.40637 -99.12574 2.38 Zone IIIc Wood et al. (2019) 
JC54 19.31300 -99.12720 1.20 Zone IIIa Wood et al. (2019) 
MY19 19.34610 -99.04330 2.78 Zone IIIc Wood et al. (2019) 
N/A 19.45284 -99.02545 4.00 Zone IIId Wood et al. (2019) 
NZ20 19.39341 -99.00161 4.00 Zone IIId Wood et al. (2019) 
NZ31 19.41780 -99.02533 5.10 Zone IIId Wood et al. (2019) 
PD42 19.40636 -99.10003 4.00 Zone IIId Wood et al. (2019) 
PE10 19.39028 -99.13239 2.00 Zone IIIb Wood et al. (2019) 
RM48 19.43590 -99.12800 2.13 Zone IIIb Wood et al. (2019) 
SCT 19.39470 -99.14870 1.69 Zone IIIb Wood et al. (2019) 
SI53 19.37530 -99.14830 1.43 Zone IIIa Wood et al. (2019) 
TH35 19.27860 -99.00000 3.80 Zone IIId Wood et al. (2019) 
TL08 19.45000 -99.13360 1.72 Zone IIIb Wood et al. (2019) 
TL55 19.45360 -99.14250 1.75 Zone IIIb Wood et al. (2019) 
UC44 19.43370 -99.16540 1.45 Zone IIIa Wood et al. (2019) 
VC09 19.45478 -99.12277 2.10 Zone IIIb Wood et al. (2019) 
VM25 19.38154 -99.12531 2.27 Zone IIIc Wood et al. (2019) 
XP04 19.41980 -99.13530 2.33 Zone IIIc Wood et al. (2019) 
 
As stated in the literature review, Wood et al. (2019) determined that the NTC-2004 site 
period map was the best available map for predicting the natural site period throughout the basin, 
therefore it was chosen as the template for the development of a revised site period prediction 
map. Based on the geospatial nature of the data, ArcMap 10.5.1 was used to adjust the NTC-
2004 prediction map in accordance to the measured site periods compiled from the previous 
studies. To begin, all the site period measurements were entered into ArcMap based on the 
geospatial location of the site. To fill in the space between the measurements and to incorporate 
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the NTC-2004 as a template, a point grid was overlaid across the entire region. The point grid 
consisted of data points which were assigned site period values derived from the NTC-2004. 
Since the NTC-2004 was in the form of contours, and location specific values cannot be derived 
from a Shapefile, a raster layer for the NTC-2004 contour map was created. From this process, 
some error was introduced into the grid system as the development of a raster layer from a 
shapefile is an approximation from one contour line to the next. These errors are heavily 
concentrated in areas past the last contour line since an approximation cannot be executed with 
only one known point. To mitigate the influence of these errors, any points that were determined 
to be outliers were removed. The grid was also trimmed to allow ample space between the grid 
points and the actual measurements. All of the MHVSR and EHVSR data points were then 
stacked twice to create a ratio of 3:1 measured points to grid points. This was implemented to 
increase the influence of the measured points in relation to the NTC-2004 derived grid points. 
Once the grid points and the actual measurements were finalized, the ArcMap 
geostatistical function “Empirical Bayesian kriging” was utilized to create a finalized map. This 
function was chosen because it was the most suited geospatial technique available in ArcMap for 
the given data set. Empirical Bayesian kriging is an alternative geostatistical interpolation 
method to conventional kriging. Empirical Bayesian kriging differs from conventional kriging 
slightly, with the Empirical Bayesian kriging being a more automated process. Conventional 
kriging requires the user to manually adjust parameters and semivariograms to receive accurate 
results, whereas Empirical Bayesian kriging calculates these parameters through a process of 
subsetting and simulations (ESRI 2016). The data was less than ideal with large variations, non-
normalized distribution of values, and large distances between points, therefore Empirical 
Bayesian kriging was the only viable option to match these parameters with accuracy. 
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Furthermore, the map was refined by multiple iterations of the Empirical Bayesian kriging 
function with the removal and addition of some grid points. 
3.4 Development of a Shear Wave Velocity Model  
 The creation of the shear wave velocity model was achieved using a series of equations to 
model the shear wave velocity profile at any given site based on the site’s natural site period. A 
total of 40 sites were used in the development of the model. Table 3.4 contains the name, 
location, source, and data collection type for all the sites used to develop the Vs model. This 
section contains three subsections. Subsection 3.4.1 provides the methods used to gather the data 
to create the shear wave velocity model, subsection 3.4.2 includes a discussion of the data 
variability, and subsection 3.4.3 provides the methods used in the development of the modeling 
equations. 
3.4.1 Data Processing and Extraction 
 To begin, all the Vs profiles gathered from the 40 sites in the study were broken up into 
the following layers; crustal layer, clay layer, intermediate layer, impedance layer, final model 
layer, and bedrock layer. An example of four Vs profiles broken up into the generalized layers 
(denoted by color) are shown in Figure 3.2. Next, the termination depth of each layer and the 
average Vs of each layer were determined and tabulated. An example of the tabulated data from 
the four Vs profiles is also presented in Figure 3.2. 
The crustal layer can be defined as the layer of soil that extends from the surface of the 
Earth to a termination depth where the next major Vs change occurs. Examples of the crustal layer 
(denoted in yellow) are given for the four Vs profiles in Figure 3.2. In all the sites, the crustal layer 
begins at a depth of 0 m and terminates at the interface of the next major Vs change.  
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Table 3.4 Vs sites used for the Vs model 
Site Latitude Longitude Zone Source Data Collection 
Almeda 19.43585 -99.14497 Zone IIIb Hayashi et al. (2011) Surface Wave Testing 
Aragon 19.46228 -99.06756 Zone IIId Hayashi et al. (2011) Surface Wave Testing 
Chapultepec 19.42294 -99.18256 Zone II Hayashi et al. (2011) Surface Wave Testing 
Escocia 19.38744 -99.16342 Zone II Wood et al. (2019) Surface Wave Testing 
Hospital Gral Tlahuac 19.28735 -99.05354 Zone IIIb Wood et al. (2019) Surface Wave Testing 
La Morena 19.39861 -99.15873 Zone IIIa Wood et al. (2019) Surface Wave Testing 
NAICM 19.52107 98.98670 Zone IIIb O’Riordan (2017) PS Suspension Logging 
Parque Espana 19.41546 -99.17138 Zone IIIa Wood et al. (2019) Surface Wave Testing 
Ramón López-Velarde Park 19.40000 -99.15000 Zone IIIb Díaz-Rodríguez (1998) Crosshole Testing 
Site 1 19.30445 -99.12917 Zone IIIa Woodfield (2020) Surface Wave Testing 
Site 10 19.30660 -99.12343 Zone IIIa Woodfield (2020) Surface Wave Testing 
Site 11 19.33679 -99.12641 Zone IIIa Woodfield (2020) Surface Wave Testing 
Site 12 19.34364 -99.12431 Zone IIIa Woodfield (2020) Surface Wave Testing 
Site 13 19.33145 -99.11256 Zone II Woodfield (2020) Surface Wave Testing 
Site 14 19.31407 -99.12635 Zone IIIa Woodfield (2020) Surface Wave Testing 
Site 15 19.28992 -99.14285 Zone II Woodfield (2020) Surface Wave Testing 
Site 16 19.32342 -99.15083 Zone I Woodfield (2020) Surface Wave Testing 
Site 17 19.34824 -99.18268 Zone I Woodfield (2020) Surface Wave Testing 
Site 18 19.35633 -99.15094 Zone II Woodfield (2020) Surface Wave Testing 
Site 19 19.34706 -99.15934 Zone II Woodfield (2020) Surface Wave Testing 
Site 2 19.29454 -99.13322 Zone IIIa Woodfield (2020) Surface Wave Testing 
Site 20 19.37187 -99.15643 Zone II Woodfield (2020) Surface Wave Testing 
Site 21 19.39115 -99.14328 Zone IIIb Woodfield (2020) Surface Wave Testing 
Site 22 19.37806 -99.17889 Zone II Woodfield (2020) Surface Wave Testing 
Site 23 19.40897 -99.10816 Zone IIId Woodfield (2020) Surface Wave Testing 
Site 24 19.38944 -99.17750 Zone II Woodfield (2020) Surface Wave Testing 
Site 25 19.40028 -99.14917 Zone IIIb Woodfield (2020) Surface Wave Testing 
Site 3 19.30957 -99.11674 Zone IIIa Woodfield (2020) Surface Wave Testing 
Site 4 19.33081 -99.12665 Zone IIIa Woodfield (2020) Surface Wave Testing 
Site 5 19.33493 -99.14232 Zone IIIa Woodfield (2020) Surface Wave Testing 
Site 6 19.34186 -99.13422 Zone IIIa Woodfield (2020) Surface Wave Testing 
Site 7 19.35220 -99.14198 Zone IIIa Woodfield (2020) Surface Wave Testing 
Site 8 19.30234 -99.10560 Zone IIIb Woodfield (2020) Surface Wave Testing 
Site 9 19.31441 -99.10928 Zone IIIb Woodfield (2020) Surface Wave Testing 
Texcoco No. 7 19.47883 -98.99748 Zone IIIc Hayashi et al. (2011) Surface Wave Testing 
Texcoco Array Site 19.49200 -98.97625 Zone IIIb Stephenson et al. (2004) SCPT Testing 
TX5B 19.49190 -98.97079 Zone IIIb Mayoral et al. (2016) PS Suspension Logging 
TXS1 19.49543 -98.97569 Zone IIIb Mayoral et al. (2016) PS Suspension Logging 
TXS2 19.48996 -98.97945 Zone IIIb Mayoral et al. (2016) PS Suspension Logging 






Conversely, some sites did not contain a crustal layer, therefore the termination depth and Vs 
data could not be obtained. Generally, the Vs profiles without a crustal layer were recorded using 
testing methods which are unable to test the first 5 m of soil (i.e. PS suspension logging, SCPT). 
The crustal layer generally has a Vs of ~100-200 m/s and a termination depth of <5 m. 
 The clay layer can be defined as the layer, or multiple layers, in which the Vs was 
observed to be less than 100 m/s. The clay layer was located directly after the crustal layer in the 
majority of the shear wave velocity profiles, expect in a few cases where it was the first layer 
measured in the Vs profile. The clay layer (denoted in green) can be seen in all the sites in Figure 
3.2, with the Vs less than 100 m/s and following the crustal layer. If the clay layer contained 













                                             (3.1) 
where VS avg is the time average of the shear wave velocity, Hn is the thickness of each soil layer, 
and VSn is the corresponding shear wave velocity for each soil layer. Moreover, if the clay layer 
contained multiple soil layers, the depth was taken as the termination depth of the last layer. For 
example in Figure 3.2, Site 25 contains two soil layers which both fit the definition of the clay 
layer. The termination depth of the second layer (25.2 m) is taken and tabulated in the table as 
the termination depth of the clay layer, while the time Vs average (62.4 m) of the two layers was 
calculated and tabulated.  
 The intermediate layer is defined as the single soil layer, or the combination of soil 
layers, between the termination of the clay layer and the beginning of the impedance layer (i.e. 




Figure 3.2 Vs profiles from four used sites divided into the six defined layers and further 





                                                        (3.2) 
where H is the total thickness to the impedance boundary, VS avg is the time average Vs 
calculated using Equation 3.1, and TN is the predicted natural site period. Examples of the 
Site 19 Site 20 Site 18 Site 25
Depth Vs Depth Vs Depth Vs Depth Vs
(m) (m/s) (m) (m/s) (m) (m/s) (m) (m/s)
0 140 0.0 130 0.0 130 0.0 150
1.2 140 4.0 130 4.0 130 2.0 150
1.2 93 4.0 80 4.0 99 2.0 150
8.0 93 5.9 80 5.8 99 2.3 150
8.0 93 5.9 80 5.8 99 2.3 59
15.9 93 13.5 80 18.6 99 15.9 59
15.9 250 13.5 176 18.6 221 15.9 68
25.3 250 32.6 176 22.2 221 25.2 68
25.3 404 32.6 192 22.2 233 25.2 202
36.1 404 38.0 192 28.6 233 38.2 202
36.1 404 38.0 235 28.6 385 38.2 370
40.0 404 42.0 235 44.9 385 69.2 370
42.0 735 44.9 564 69.2 404
64.3 735 82.1 564 100.0 404
64.3 761 82.1 809
80.0 761 100.0 809
Vs Data
Site 19 20 18 25
Zone I II II IIIb
Site Period (s) 0.7 1.09 1.01 1.54
Vs Crust Layer (m/s) 140 130 130 150
Vs Clay Layer (m/s) 93 80 99 62
Vs Intermediate Layer (m/s) N/A 179 233 202
Vs Impedance Layer (m/s) 250 235 385 370
Vs Final Model Layer(m/s) 404 N/A 564 404
Vs Bedrock Layer (m/s) N/A 700+ 700+ N/A
Termination Depth Data
Site 19 20 18 25
Zone I II II IIIb
Site Period (s) 0.6 1.1 1.0 1.5
Termination Depth of Crust Layer (m) 1.2 4.0 4.0 2.3
Termination Depth of Clay Layer (m) 15.9 13.5 18.6 25.2
Termination Depth of Intermediate Layer (m) 15.9 38.0 28.6 38.2
Termination Depth of Impedance Layer (m) 25.3 42.0 44.9 69.2
Termination Depth of Final Model Layer (m) 40+ N/A 82.1 100+
Termination Depth of Bedrock Layer (m) N/A 80+ 100+ N/A
Vs Profiles to 















calculated impedance boundaries (denoted by a white line) are given for the four sites in Figure 
3.2. If a site did not have a recorded site period, the revised site period prediction map was used 
to estimate the site period. Examples of the intermediate layer (denoted in blue) are given in 
Figure 3.2 for Site 20, Site 18, and Site 25. The intermediate layer was not present in all sites, as 
the impedance layer directly followed the clay layer in some cases. For example in Figure 3.2, 
Site 19 does not have an intermediate layer since the clay layer terminates at the impedance 
boundary.  If the intermediate layer was determined to contain multiple adjacent soil layers, the 
time averaged Vs of the intermediate layer was calculated using Equation 3.1. For example in 
Figure 3.2, the intermediate layer for Site 20 and Site 18 contains multiple soil layers of differing 
Vs, therefore the time average was calculated and tabulated. Also, the termination depth values 
for the intermediate layer for these sites were taken as the termination depth of the second, or 
final, layer.  
 The impedance layer is defined as the soil layer, which directly follows the impedance 
boundary for the natural site period. This layer terminates at the end of the Vs profile, the 
beginning of the final model layer, or the beginning of the bedrock layer. If the Vs profile from a 
particular site ended with the impedance layer, the termination depth of the impedance layer was 
unable to be obtained. The impedance layer (denoted in purple) was present in all the sites shown 
in Figure 3.2. The impedance layers for Site 19, Site 18, and Site 25 all terminated at the 
beginning of the final model layer, while the impedance layer for Site 20 terminated at the 
beginning of the bedrock layer.  
 The final model layer can be defined as the single soil layer, or combination of soil 
layers, between the end of the impedance layer and the beginning of the bedrock layer. Like the 
intermediate layer, if the final model layer contained multiple soil layers, the time average of all 
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the layers was calculated using Equation 3.1. In many cases, the termination depth of the final 
model layer was beyond the termination depth of the Vs profile. For example in Figure 3.2, the 
Vs profile for Site 25 terminates at a depth of 100 m, which is not technically the end of the final 
model layer. Like the impedance layer, if the final model layer was the last layer in the Vs profile 
when it terminated, the depth of the final model layer was unable to be obtained.  
 The bedrock layer can be defined as the layer where the shear wave velocity approached 
or exceeded a value of 700 m/s. The bedrock layer did not contain a final termination depth value 
since it was the last defined layer for the model. In most cases the bedrock layer was not present 
in the Vs profiles for the sites located in Zone IIIb through Zone IIId. The bedrock layer (denoted 
in orange) can be seen in Site 20 and Site 18 in Figure 3.2. In Site 20, the bedrock rock layer 
begins at the end of the impedance layer, while Site 18 begins at the end of the final model layer. 
Since the bedrock layer was limited in data and the final layer in the system, termination depth 
and Vs data points were not derived for this layer. The bedrock layer was included to act as a 
depth boundary for the model and to help maintain accuracy in the stiffer Vs profile sites. 
 After a single Vs and termination depth value was determined for all the defined layers 
for each site, the natural site period measurements for each site were paired with the Vs and 
termination depth values. Examples of this process are given in the data tables included in Figure 
3.3. More specifically the clay layer for Site 18 had a site period of 1.01 s, a termination depth of 
18.6 m, and Vs value of 99 m/s, therefore these values were then paired with 1.01 s and tabulated 
in tables. Once the data points were paired with site period measurements, the data points for 
both the Vs and termination depth for each layer were then plotted separately. An example of the 


















































































































































Vs of Final Model Layer
Graphing of Data  
Term. Depth of Impedance Layer
Term. Depth of Intermediate Layer
Term. Depth of Final Model Layer
Site Period (s) Vs Crustal Layer (m/s) Site Period (s) Vs Clay Layer (m/s) Site Period (s) Vs Intermediate Layer (m/s)
0.7 140 0.7 93 0.7 N/A
1.09 130 1.09 80 1.09 179.3
1.01 130 1.01 99 1.01 233.0
1.54 150 1.54 62.4 1.54 202
Site Period (s) Term. Depth Crustal Layer (m) Site Period (s) Term. Depth Clay Layer (m) Site Period (s) Term. Depth Intermediate Layer (m)
0.7 1.2 0.7 15.9 0.7 15.9
1.09 4 1.09 13.5 1.09 38
1.01 4 1.01 18.6 1.01 28.6
1.54 2.3 1.54 25.2 1.54 38.2
Site Period (s) Vs Impedance Layer (m/s) Site Period (s) Vs Final Model Layer (m/s) Site Period (s) Vs Bedrock Layer (m/s)
0.7 250 0.7 404 0.7 N/A
1.09 235 1.09 N/A 1.09 700+
1.01 385 1.01 564 1.01 700+
1.54 370 1.54 404 1.54 N/A
Site Period (s) Term. Depth Impedance Layer (m) Site Period (s) Term. Depth Final Model Layer (m) Site Period (s) Term. Depth Bedrock Layer (m)
0.7 25.3 0.7 40+ 0.7 N/A
1.09 42 1.09 N/A 1.09 80+
1.01 44.9 1.01 82.1 1.01 100+
1.54 69.2 1.54 100+ 1.54 N/A
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 All of the depth and Vs data was then combined into plots of Vs and termination depth 
for each of the layers. The data was then trimmed and refined with the removal of outliers. The 
final data sets for the depth and Vs data for each layer is provided in Figure 3.4. The variability 
and development of the prediction model will be discussed in further detail in the next 
subsections. 

































































































































































































Vs of Final Model Layer
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3.4.2 Discussion of Data Variability and Trends 
To better understand the variability and the general trend of the data used in the shear 
wave velocity model, a statistical analysis was performed. The analysis targeted the variability 
for both the termination depth and Vs data points. Box and whisker plots of the Vs and 
termination depth data for each layer are presented in Figure 3.5 and Figure 3.6, respectively. 
The data is categorized by zone to highlight areas where the greatest variability of the input data 
is to be expected and to identify any trends in the data. A standard deviation was also calculated 
for the Vs and termination depth data sets for each layer located in each zone. The standard 
deviations were further normalized with respect to the median of the data. The results of the box 
and whisker plots and standard deviations are tabulated in Table 3.5 through Table 3.10.  
 In Figure 3.5 and Figure 3.6, if the site did not contain a measured site period, the 
revised site period prediction map was used to estimate the site period. Zone I and Zone II were 
combined as a result of the limited amount of data located in the zones. Likewise, Zone IIIc and 
Zone IIId were combined based off the limited data present in both of the zones. If the data set 
for either the depth or Vs data was limited to a single data point, it will appear in the figure as 
only a single average line. For example, the single average line is present in the crustal layer for 
Zones IIIc & IIId in both Figure 3.5 and Figure 3.6. A single average line does not allow for a 
comprehensive understanding of the variability of the source data for those particular zones, 
which can lead to difficulty in assignment of modeling equations.  
Overall, the general trend of the Vs data for every layer can be described as decreasing as 
the site period is increased, and the general trend of the termination depth data for every layer 
can be described as increasing as the site period is increased. These trends in the Vs and depth of 
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each layer are expected due to the softening of the subsurface from the edges to the center of the 
basin.  





Figure 3.6 Box and whisker plots for the depth data used in the Vs model categorized by 
zonation  
 
From Figure 3.5, the range and variability of the crustal layer Vs data is generally 
consistent between the zones, with no upward or downward trend in Vs with median values 
generally between 100 m/s and 150 m/s. The results from Figure 3.5 for the crustal layer Vs data 
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are tabulated in Table 3.5. From Table 3.5, the interquartile range (IQR) values range from 29 
m/s for Zone IIIa to 43 m/s for Zones I & II. The range in IQR for all the zones is small, alluding 
to a constant variability between all the sites. Furthermore, these variations become quite large 
when normalized to the medians for each zone. From Table 3.5, the normalized IQR ranges from 
20% for Zone IIIb to 35% for Zones I & II. A large percentage such as 35% suggests that the 
max variation for the crustal layer Vs data is large, hence less than ideal for the fitment for a 
modeling equation. From Table 3.5, the large standard deviations also allude to a variable 
dataset. The standard deviation ranges from 24 m/s for Zones IIIc & IIId to 34 m/s for Zones I & 
II and Zone IIIa. The standard deviations were further normalized with respect to the median and 
ranged from 16% for Zone IIIb to 29% for Zones I & II.  Like the normalized IQR values, the 
normalized standard deviation values show the most variability for Zones I & II and least 
variability in Zones IIIc & IIId. The limited data present in Zones IIIc & IIId results in less 
variability than the other layers. The differing variability of the data should not 
disproportionately affect the performance of a modeling equation in any single zone since the 
general range of the normalized standard deviations for all the zones is relatively close.   
Table 3.5 Results of the box and whisker plot for crustal layer Vs data 
Vs Crustal Layer Zones I & II Zone IIIa Zone IIIb Zones IIIc & IIId 
Minimum (m/s) 110.00 100.00 117.70 112.00 
First Quartile (m/s) 111.50 116.25 120.00 112.00 
Median (m/s) 120.00 130.00 150.00 112.00 
Third Quartile (m/s) 154.00 145.00 150.00 112.00 
Maximum (m/s) 211.00 220.00 175.00 112.00 
IQR (m/s) 42.50 28.75 30.00 N/A 
IQR ÷ Median (%) 35% 22% 20% N/A 
Standard Deviation (m/s) 34.38 33.79 23.93 N/A 
Standard Deviation ÷ Median (%) 29% 26% 16% N/A 
 
From Figure 3.6, the range and variability of the crustal layer depth data is generally 
consistent between the zones, with no upward or downward trends. Like the Vs data, there is an 
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apparent absence of a trend in the depth data with increasing site period. The results from Figure 
3.6 for the crustal layer termination depth data are tabulated in Table 3.6. From Table 3.6, the 
depth to the crustal layer is around 2.0 meters for each zone.  The IQR values range from 1 m for 
Zone IIIa and Zone IIIb to 2 m for Zones I & II. Similar to the crustal layer Vs data, the range in 
IQR for all the zones is small, alluding to a constant variability between all the sites. From Table 
3.6, the normalized IQR values range from 43% for Zone IIIb to 90% for Zones I & II. A value 
of 90% is extraordinarily large, thus these variations create a less than ideal dataset to fit a 
modeling equation. A reason for this unusually high normalized IQR for Zones I & II is from the 
termination depth data being more concentrated above the median line. From Table 3.6, the 
standard deviations are 1 m for all the zones. The standard deviations were further normalized 
with respect to the median, and ranged from 26% for Zone IIIa to 33% for Zone IIIb. The 
normalized standard deviation values show the most variability for Zone IIIb, but the values of 
the normalized standard deviations for all the zones are relatively close. With relatively constant 
normalized standard deviations and normalized IQR values for all the zones, the variability of 
the data should not disproportionately affect the performance of a modeling equation in any 
single zone.  
Table 3.6 Results of the box and whisker plot for the crustal layer termination depth data 
Term. Depth Crustal Layer Zones I & II Zone IIIa Zone IIIb Zones IIIc & IIId 
Minimum (m) 1.20 1.00 0.50 3.00 
First Quartile (m) 1.40 1.50 1.30 3.00 
Median (m) 2.00 2.00 2.30 3.00 
Third Quartile (m) 3.20 2.47 2.30 3.00 
Maximum (m) 4.50 4.00 4.00 3.00 
IQR (m) 1.80 0.97 1.00 N/A 
IQR ÷ Median (%) 90% 49% 43% N/A 
Standard Deviation (m) 1.23 1.06 1.31 N/A 




From Figure 3.5, the clay layer Vs data follows a downward trend as the site period 
increases moving towards the center of the basin. The downward trend of the clay layer Vs data 
is expected as the clay becomes less stiff as the site period increases. The results from Figure 3.5 
for the clay layer Vs data are tabulated in Table 3.7. From Table 3.7, the median Vs of the clay 
layer is generally between 50-65 m/s. The IQR values range from 6 m/s for Zones IIIc & IIId to 
16 m/s for Zone IIIb and the normalized IQR values range from 12% for Zones IIIc & IIId to 
26% for Zone IIIb. These values of the normalized IQR for the clay layer are less than the range 
in the crustal layer, suggesting the clay layer has a more suitable Vs data set. From Table 3.7, the 
standard deviation values range from 7 m/s for Zones IIIc & IIId to 13 m/s for all other sites. The 
standard deviation values were further normalized with respect to the median and ranged from 
11% for Zones IIIc & IIId to 17% for Zone IIIb. The general range of the normalized standard 
deviations and normalized IQR values for all the zones is relatively close, suggesting the data 
should not disproportionately affect the performance of a modeling equation in any single zone.  
 Table 3.7 Results of the box and whisker plot for the clay layer Vs data 
Vs Clay Layer Zones I & II Zone IIIa Zone IIIb Zones IIIc & IIId 
Minimum (m/s) 57 51 40 49 
First Quartile (m/s) 61 57 49 51 
Median (m/s) 64 59 62 52 
Third Quartile (m/s) 74 65 65 57 
Maximum (m/s) 93 99 78 62 
IQR (m/s) 13 8 16 6 
Normalized IQR (%) 20% 14% 26% 12% 
Standard Deviation (m/s) 13 13 13 7 
Normalized Standard Deviation (%) 14% 14% 17% 11% 
 
From Figure 3.6, the clay layer termination depth data follows an increasing trend as the 
site period increases moving towards the center of the basin. The increasing trend of termination 
depth data is expected as the thickness of the clay layer becomes greater as the site period 
increases. The results from Figure 3.6 for the clay layer termination depth data are tabulated in 
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Table 3.8. From Table 3.8, the median termination depths vary significantly (from 10 to 40 
meters) from the edge of the basin to the center.  The IQR values range from 3 m for Zone IIIa 
and Zones I & II to 6 m for Zone IIIb and the normalized IQR values range from 12% for Zones 
IIIc & IIId to 26% for Zones I & II. These values of normalized IQR are less than the normalized 
IQR values present in the crustal layer termination depth data, suggesting the clay layer has a 
more suitable termination depth data set. From Table 3.8, the standard deviation values range 
from 3 m for Zones I & II and Zone IIIa to 7 m for Zone IIIb and the normalized standard 
deviations range from 10% for Zones IIIc & IIId to 20% for Zone IIIb. The values of the 
normalized standard deviations and the normalized IQR values for all the zones are relatively 
close, suggesting the variability in the data is not concentrated in one singular zone.  
Table 3.8 Results of the box and whisker plot for the clay layer termination depth data  
Term. Depth Clay Layer Zones I & II Zone IIIa Zone IIIb Zones IIIc & IIId 
Minimum (m) 5 9 11 37 
First Quartile (m) 9 11 22 38 
Median (m) 10 13 25 40 
Third Quartile (m) 11 14 28 43 
Maximum (m) 16 19 34 46 
IQR (m) 3 3 6 5 
Normalized IQR (%) 26% 20% 23% 12% 
Standard Deviation (m) 3 3 7 5 
Normalized Standard Deviation (%) 19% 15% 20% 10% 
 
From Figure 3.5, the intermediate layer Vs data follows a decreasing trend as the site 
period increases moving towards the center of the basin. The decreasing trend of Vs is expected 
as the stiffness of the intermediate layer is reduced as the site period increases. The results of 
Figure 3.5 for the intermediate layer Vs data are tabulated in Table 3.9. From Table 3.9, the 
median Vs ranges from 234 m/s at the edge of the basin to 118 m/s toward the center. The IQR 
values range from 6 m/s for Zones IIIc & IIId to 92 m/s for Zone IIIa and the normalized IQR 
values range from 5% for Zones IIIc & IIId to 51% for Zone IIIa. In general, the normalized IQR 
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values for the intermediate layer are greater than the normalized IQR values for the crustal and 
clay, suggesting the intermediate layer has a less suitable Vs data set. From Table 3.7, the 
standard deviation values range from 9 m/s for Zones IIIc & IIId to 69 m/s for Zones I & II, and 
the normalized standard deviation values range from 7% for Zones IIIc & IIId to 20% for the 
other three layers. Like the Vs data from the clay layer, the normalized IQR values and 
normalized standard deviation values for Zones IIIc & IIId for the intermediate layer are far less 
than the values from the other zones. This is the result of limited data present in the Zones IIIc & 
IIId category. The Vs data present in Zone IIIa has a much higher normalized IQR and 
normalized standard deviation, therefore suggesting potential problems with the development of 
a modeling equation that will adequately fit the data. The variance in the Vs of the intermediate 
layer is likely the result of the generality of the definition used to define the layer. Based on the 
definition, the layer is defined by the depth in which it terminates versus the Vs in which it 
contains. For example, the intermediate layer can consist of a combination of layers from the end 
of the clay layer to the beginning of the impedance layer (i.e. the impedance boundary), and the 
time Vs average of the layers is taken as the Vs for the entire intermediate layer. Furthermore, 
one layer within that combination of layers can act as an outlier and dramatically influence the 
time Vs average for the intermediate layer.  
Table 3.9 Results of the box and whisker plot for the intermediate layer Vs data 
Vs Intermediate Layer Zones I & II Zone IIIa Zone IIIb Zones IIIc & IIId 
Minimum (m/s) 112 136 110 112 
First Quartile (m/s) 229 142 125 115 
Median (m/s) 234 179 134 118 
Third Quartile (m/s) 255 234 189 121 
Maximum (m/s) 343 288 242 124 
IQR (m/s) 26 92 64 6 
Normalized IQR (%) 11% 51% 48% 5% 
Standard Deviation (m/s) 69 57 48 9 




 From Figure 3.6, the intermediate layer termination depth data follows an increasing 
trend as the site period increases moving towards the center of the basin. The increasing trend of 
termination depth data for the intermediate layer is expected as the thickness of the clay layer 
and the depth to the impedance boundary becomes greater as the site period increases. The 
results from Figure 3.6 for the intermediate layer termination depth data are tabulated in Table 
3.10. From Table 3.10, the median termination depth varies significant from 25 m at the edge of 
the basin to 46 m at the center. The IQR values range from 4 m for Zone IIIb to 8 m for Zones I 
& II and the normalized IQR values range from 10% for Zone IIIb to 30% for Zones I & II. 
These values of normalized IQR are roughly equivalent to normalized IQR values present in the 
clay layer termination depth data, suggesting the termination depth data for the intermediate 
layer and clay layer have a similar level of variability. From Table 3.10, the standard deviation 
values range from 5 m for Zone IIIb to 8 m for Zones I & II and the normalized standard 
deviation values range from 12% for Zone IIIb to 21% for Zones I & II. The values of the 
normalized standard deviations and normalized IQR values are greater in Zones I & II and 
decreasing to Zone IIIb, alluding to increasing variability of the intermediate layer termination 
depth data zones in the lower site period zones. This is the result of the definition of the layer, as 
the termination depth of the intermediate layer is the impedance boundary. In the lower site 
period zones such as Zones I & II, the impedance boundary is more difficult to detect and 
estimate due to the uniformity of the stiffness of the subsurface. This difficulty led to more 
potential error in the exact location of the impedance boundary, or the termination depth of the 
intermediate layer. Moreover, the definition of the intermediate layer is very general, which can 




Table 3.10 Results of the box and whisker plot for the intermediate layer termination depth 
data 
Term. Depth Intermediate Layer Zones I & II Zone IIIa Zone IIIb Zones IIIc & IIId 
Minimum (m) 16 17 31 46 
First Quartile (m) 21 30 38 46 
Median (m) 25 33 40 46 
Third Quartile (m) 28 37 42 46 
Maximum (m) 39 41 44 46 
IQR (m) 8 7 4 N/A 
Normalized IQR (%) 30% 22% 10% N/A 
Standard Deviation (m) 8 7 5 N/A 
Normalized Standard Deviation (%) 21% 17% 12% N/A 
 
From Figure 3.5, the impedance layer Vs data follows a decreasing trend as the site 
period increases moving towards the center of the basin. The decreasing trend of Vs is expected 
as the stiffness of the impedance layer is reduced as the site period increases. The results of 
Figure 3.5 for the intermediate layer Vs data are tabulated in Table 3.11. From Table 3.11, the 
median Vs varies from 394 m/s at the edge of the basin to 349 m/s at the center. The IQR values 
range from 39 m/s for Zones I & II to 72 m/s for Zones IIIc & IIId and the normalized IQR 
values range from 10% for Zones I & II to 20% for Zones IIIc & IIId. In general, these values of 
the normalized IQR for the impedance layer are less than the normalized IQR values for the 
intermediate, clay, and crustal layers suggesting the impedance layer has a more suitable Vs data 
set. From Table 3.11, the standard deviations range from 32 m/s for Zones I & II to 75 m/s for 
Zones IIIc & IIId, and the normalized standard deviations ranged from 7% for Zones I & II to 
20% for Zones IIIc & IIId. Unlike the Vs data from the clay and intermediate layers, the 
normalized IQR and standard deviation values increase as the site period increases from Zones I 
& II to Zones IIIc & IIId. Like the intermediate layer, the variance in the Vs of the impedance 
layer is likely the result of the generality of the definition used to define the layer. The 
impedance layer is defined as the single layer following the impedance boundary which does not 
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specifically give guidance on the acceptable range of the Vs. Since the definition of the layer is 
not contingent on the Vs of the single layer, the generality of the definition will result is large 
variations in Vs from site to site.  
Table 3.11 Results of the box and whisker plot for the impedance layer Vs data  
Vs Impedance Layer Zones I & II Zone IIIa Zone IIIb Zones IIIc & IIId 
Minimum (m/s) 347 251 249 236 
First Quartile (m/s) 374 331 305 293 
Median (m/s) 394 369 360 349 
Third Quartile (m/s) 413 387 370 364 
Maximum (m/s) 443 466 413 379 
IQR (m/s) 39 56 65 72 
Normalized IQR (%) 10% 15% 18% 20% 
Standard Deviation (m/s) 32 58 53 75 
Normalized Standard Deviation (%) 7% 12% 13% 20% 
  
From Figure 3.6, the impedance layer termination depth data follows an increasing trend 
as the site period increases moving towards the center of the basin. The increasing trend of 
termination depth data is expected as the depth of the impedance layer becomes greater as the 
thickness of the clay layer expands with an increasing site period. The results from Figure 3.6 for 
the impedance layer termination depth data are tabulated in Table 3.12. From Table 3.12, the 
median termination depth for the impedance layer varies from 38 m at the edge of the basin to 
>60 meters at the center.  The IQR values range from 4 m for Zone IIIb to 15 m for Zone IIIa 
and the normalized IQR values range from 6% for Zone IIIb to 32% for Zone IIIa. These values 
of normalized IQR are roughly equivalent to normalized IQR values present in the intermediate 
layer and clay layer termination depth data, suggesting the termination depth data for the 
impedance layer has a similar level of variability as the clay layer and intermediate layer. From 
Table 3.12, the standard deviation values range from 7 m for Zones I & II and Zone IIIb to 9 m 
for Zone IIIa, and the normalized standard deviations range from 10% for Zone IIIb to 17% for 
Zones I & II. The normalized standard deviation values and the normalized IQR values are 
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roughly equivalent for Zones I & II and Zone IIIa, but are lower for Zone IIIb. The normalized 
IQR and normalized standard deviation values are lower for Zone IIIb as a result of limited data. 
Based on the increasing thickness of the clay layer, the depth of the impedance layer is often past 
the end of the Vs profile for the sites located in the larger site period regions. The large 
variability in Zone IIIb may lead to potential errors in the ability to accurately predict the 
impedance termination depth for a site located within that zone 
Table 3.12 Results of the box and whisker plot for the impedance layer termination depth 
data 
Term. Depth Impedance Layer Zones I & II Zone IIIa Zone IIIb Zones IIIc & IIId 
Minimum (m) 26 37 49 N/A 
First Quartile (m) 27 42 60 N/A 
Median (m) 38 48 60 N/A 
Third Quartile (m) 39 57 64 N/A 
Maximum (m) 42 60 69 N/A 
IQR (m) 12 15 4 N/A 
Normalized IQR (%) 31% 32% 6% N/A 
Standard Deviation (m) 7 9 7 N/A 
Normalized Standard Deviation (%) 17% 15% 10% N/A 
 
From Figure 3.5, the final model layer Vs data follows a decreasing trend as the site 
period increases, moving towards the center of the basin. The decreasing trend of Vs is expected 
as the stiffness of the final model layer is reduced as the site period increases. The results of 
Figure 3.5 for the final model layer Vs data are tabulated in Table 3.13. From Table 3.13, the 
median Vs of the final model layer varies from 480 m/s to 540 m/s. The IQR values range from 
40 m/s for Zones I & II to 132 m/s for Zone IIIa and the normalized IQR range from 7% for 
Zones I & II to 29% for Zone IIIa. In general, these values of the normalized IQR for the final 
model layer are similar normalized IQR values for the impedance layer, with the exception of the 
large normalized IQR value for Zone IIIa. From Table 3.13, the standard deviation values range 
from 57 m/s for Zones I & II to 85 m/s for Zone IIIa, and the normalized standard deviation 
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values range from 10% for Zones I & II to 15% for Zone IIIa. For both the normalized IQR and 
the normalized standard deviation, the data located in Zone IIIa shows a greater variability than 
the data located in other zones. The larger variability for the Vs data located in Zone IIIa is likely 
influenced by the definition of the final model layer. The final model layer is defined as the 
single layer, or combination of layers, following the impedance layer and terminates at the end of 
the Vs profile or the beginning of the bedrock layer. Since the definition of the layer is not 
contingent on the Vs of the single layer or combination of layer, the generality of the definition 
will result is large variations in Vs from site to site. For example, the final model layer can 
consist of a combination of layers from impedance layer to the beginning of the bedrock layer. 
Furthermore, one layer within that combination of layers can act as an outlier and dramatically 
influence the time Vs average for the entire final model layer.  
Table 3.13 Results of the box and whisker plot for the final model layer Vs data  
Vs Final Model Layer Zones I & II Zone IIIa Zone IIIb Zones IIIc & IIId 
Minimum (m/s) 500 396 406 N/A 
First Quartile (m/s) 520 399 455 N/A 
Median (m/s) 540 460 484 N/A 
Third Quartile (m/s) 560 531 509 N/A 
Maximum (m/s) 580 564 547 N/A 
IQR (m/s) 40. 132 54 N/A 
Normalized IQR (%) 7% 29% 11% N/A 
Standard Deviation (m/s) 57 85 59 N/A 
Normalized Standard Deviation (%) 10% 15% 11% N/A 
 
From Figure 3.6, the final model layer termination depth data follows an increasing trend 
as the site period increases moving towards the center of the basin. The increasing trend of 
termination depth data is expected as the depth of the impedance layer becomes greater as the 
thickness of the clay layer expands with an increasing site period. The results from Figure 3.6 for 
the final model layer termination depth data are tabulated in Table 3.14. From Table 3.14, the 
IQR values range from 9 m for Zones I & II to 20 m for Zone IIIa and the normalized IQR 
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values range from 23% for Zones I & II to 32% for Zone IIIa. These values of normalized IQR 
are greater than the IQR values present in the termination depth data for the other layers, 
suggesting the termination depth data for the final model layer has a greater level of variability. 
From Table 3.14, the standard deviation values range from 14 m for Zones I & II to 28 m for 
Zone IIIa and the normalized standard deviations range from 22% for Zones I & II to 34% for 
Zone IIIa. The values of the normalized standard deviations and normalized IQR values are 
slightly greater for Zone IIIa than Zones I & II, but the data in both these zones have a large 
variability. Because the variability parameters for Zones I & II and Zone IIIa are similar, the 
likelihood of biased errors in the prediction of the final model layer termination depth is 
minimal. 
Table 3.14 Results of the box and whisker plot for the final model layer termination depth 
data  
Term. Depth Final Model Layer Zones I & II Zone IIIa Zone IIIb Zones IIIc & IIId 
Minimum (m) 27 42 78 N/A 
First Quartile (m) 38 52 78 N/A 
Median (m) 39 62 78 N/A 
Third Quartile (m) 47 72 78 N/A 
Maximum (m) 65 82 78 N/A 
IQR (m) 9 20 N/A N/A 
Normalized IQR (%) 23% 32% N/A N/A 
Standard Deviation (m) 14 28 N/A N/A 
Normalized Standard Deviation (%) 22% 34% N/A N/A 
 
3.4.3 Creation of Modeling Equations 
 After the statistical analysis of the source data, modeling equations are created by using 
the data presented in Figure 3.4 and Table 3.4. In order to fit the Vs and termination depth data 
sets, multiple functional forms were explored with the most appropriate function chosen for each 
dataset. The following section contains the methods used to develop the Vs and termination depth 
modeling equations for each model layer. 
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 There was no observable trend in the Vs and depth data for the crustal layer as shown in 
Figure 3.7. Because both sets of data contained no trend, an average Vs and termination depth 
was calculated for both datasets and assigned across the entire basin. The constant trend lines for 
both the Vs and termination depth for the crustal layer are presented in Figure 3.7.  
Figure 3.7 Trend lines assigned to the Vs and depth data for the crustal layer. 
 The most suitable trend lines to fit the Vs and termination depth data for the clay layer 
were determined to be a power function and a linear function, respectively. The most appropriate 
modeling equation for the Vs data was determined to be a power function based off the rapid 
stiffening of the Vs profiles towards the low site period regions of the basin (i.e. outer edges of 
the basin).  The most suitable trend line for the termination depth data was determined to be a 
linear equation based on the strong linear correlation of the data. The finalized Vs and depth data 
with their respective trend lines are presented in Figure 3.8. The R2 for the Vs of the clay layer is 
























Vs of Crustal Layer
















Termination Depth of Crustal Layer
57 
 
0.20 and considered poor due to the only slight trend in the data. The R2 for the termination depth 
of the clay layer is 0.74 which is must better fit given the strong linear trend in the data. 
Figure 3.8 Trend lines assigned to the Vs and depth data for the clay layer. 
 The most suitable trend lines to fit the Vs and termination depth data for the intermediate 
layer were determined to be a power function and a two-part linear/power function, respectively. 
Like the clay layer, the Vs trend line was determined to be a power function to provide a more 
realistic prediction of the rapid changes in Vs in outer edges of the basin. The R2 of the trend line 
was 0.42, which indicates a moderate to poor fit. The termination depth trend line for the 
intermediate layer is more unique, being composed of a power function for site periods less than 
1.5s, and a linear function for site periods greater than 1.5 seconds. The two part approach was 
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termination depth of the intermediate layer in the shorter site period zones is very shallow and 
rapidly increased as the site period increased, hence the inclusion of the power function for 
shorter site periods. The rapidly increasing depth leveled off at a site period of 1.5 s, and no 
longer followed the projection of the power function. To avoid an over prediction of the 
termination depth to the impedance boundary, a linear trend line was fit to the data with a site 
period greater than 1.5 s. The finalized intermediate layer Vs and termination depth data with 
their respective trend lines are presented in Figure 3.9. The two trend lines have R2s of 0.28 and 
0.53, which indicate moderate to poor fits to the data. 
Figure 3.9 Trend lines assigned to the Vs and depth data for the intermediate layer. 
 The most suitable modeling equations to fit the Vs and termination depth data for the 
impedance layer were determined to be a power function and a linear function, respectively. The 
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power law trend line for the Vs data was determined based off the rapid stiffening of the 
impedance layer with increasing site period. The R2 for the trend was 0.28 which indicates a poor 
fit to the data. The most suitable trend line for the termination depth data was determined to be a 
linear equation, based on the strong linear correlation of the data. The R2 for the trend is 0.46 
which indicates a moderate to poor fit. The finalized Vs and termination depth data with their 
respective trend lines are presented in Figure 3.10. 
Figure 3.10 Trend lines assigned to the Vs and depth data for the impedance layer. 
 The most suitable modeling equations to fit the Vs and termination depth data for the 
final model layer were determined to be a power function and a linear function, respectively. 
Like the other layers, a power trend line was determined to be the best representation of the Vs 
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R2 for the trend is 0.10, which indicates a poor fit likely due to the lack of any trend in the data. 
Like the other layers, the most suitable trend line for the termination depth data was determined 
to be a linear equation, based on the strong linear correlation of the data. The R2 for the depth 
trend is 0.24, which indicates a poor fit likely due to the lack of any trend in the data. Both of 
trend lines were cut off at 3.0 s, since the final model layer was not commonly present in sites 
with a site period greater than 3.0 s. For sites with site periods greater than 3.0 s, the termination 
depth equation for the final model layer should still be used, but the Vs of the impedance layer 
should be continued. In return, this would effectively extend the termination depth of the 
impedance layer to the termination depth of the final model layer. The finalized Vs and 
termination depth data with their respective trend lines are presented in Figure 3.11.  
 As discussed previously, no data was gathered for the bedrock layer because of its 
limiting definition. Despite the bedrock layer having no data, it is still included after the end of 
the final layer to the desired termination depth of the predicted Vs profile. The Vs for the 
bedrock was taken to be 700 m/s based on the average used to define the layer. Based on the 
limited presence of the bedrock layer in sites with site periods greater than 0.8 s, it was 
determined that the bedrock layer should not exist for sites with a site period greater than 0.8 s. 
Like the final model layer, the last predicted layer should be extended in lieu of this layer. More 
specifically, for sites with a site period between 0.8 s and 3.0 s the Vs from the final model layer 
should be applied to this layer. For sites with a site period greater than 3.0 s the Vs of the 
impedance layer should be applied to this layer. 
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Figure 3.11 Trend lines assigned to the Vs and depth data for the final model layer. 
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Chapter 4: Results 
4.1 Introduction 
 The goal of this chapter is to detail the site period prediction map, shear wave velocity 
model developed in this study, and to provide an analysis of the performance of both items. The 
chapter is broken up into two main sections: Results of the Revised Site Period Prediction Map 
and Results of Shear Wave Velocity Model. The chapters are further broken up into subsections 
for organization. 
4.2 Results of the Revised Site Period Map 
4.2.1 Comparison of the Revised Site Period Map and NTC-2004 
In Figure 4.1A, a comparison between the NTC-2004 site period contour map and 
measured site periods from all the sites used within the study are presented. The percent error 
between each site’s measured site period and the NTC-2004 predicted site period are presented 




∗ 100               Equation 4.1 
where TNTC is the NTC-2004 predicted site period, and TM is the measured site period. If the 
error derived from this equation is positive, it represents a measured site period which is shorter 
than the NTC-2004 predicted value. From the figure, the positive percent errors are concentrated 
in the western edge of the basin between the 1.0 s contour and the 3.5 s contour (19.425, -
99.125). The positive percent errors match well with the results from Wood et al. (2019) and 
Arroyo et al. (2013), alluding to the consolidation and stiffening of the western edge of the basin. 
The points with a negative percent error tend to be concentrated along the western edge of the 
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basin between the 0.5 s-1.0 s contour lines (19.325, -99.125) indicating this area is softer than 
predicted by the NTC-2004 map. These areas represent locations where the site period contour 
map can be improved based on the new site period measurements. Errors likely still exist outside 
these areas. However, there is a lack of measured points to determine any trends beyond the 
areas discussed. 
 In Figure 4.1B, the site period contours from the NTC-2004 site period map (red) are 
compared with the site period contours developed in this study (black). The largest differences 
between the two maps are observed along the central-western edge of the basin (19.425, -99.125) 
and area between the two lake beds (19.325, -99.125). For the central-western edge, the area 
appears to be getting stiffer (i.e., shorter site periods) compared to the NTC-2004 map, while the 
area between the two lakes is softer (i.e., longer site periods). These two areas encompass the 
vast majority of the data used in this study. Areas away from the western edge of the basin have 
sparse data density, so the development of the site period relied heavily upon the NTC-2004 map 
resulting in little variability between the two maps.  
The differences between the predicted values from the NTC-2004 and the revised site 
period map are illustrated in Figure 4.1C to highlight the areas where significant differences are 
observed. This map was derived by subtracting the revised site period map from the NTC-2004 
map. The blue regions represent a difference in site period of more than +0.5 s, while the dark 
brown regions represent a site period difference of more than -0.5 s. The tan color represents an 
area where the NTC-2004 and the revised site period map are equivalent. Similar to Figure 4.2B, 
the most significant differences are observed along the western edge of the basin. The large blue 
area bordering the south-western edge of the map is the result of errors associated with the 
ArcMap subtraction processing between the two maps. 
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Figure 4.1 A., percent error between NTC-2004 predicted site period and measured site 
periods. B., NTC-2004 site period contours versus revised site period contours. C., site 
period difference between the NTC-2004 and revised site period prediction map. D., 




The finalized site period map from this study is presented in Figure 4.1D, with the 
locations of the measured site periods color coded according to the error between the measured 
and predicted values. It is noteworthy that there is little difference between measured and 
predicted values. Only two of the 75 site period measurements used have errors over 5%. While 
the site period map in the study improves the site period prediction for areas along the western 
edge of the basin, errors are likely to still exist in areas of the basin where there are little or no 
site period measurements available. Specifically, errors are more likely to exist along the central 
and eastern areas of the basin. 
4.2.2 Zonation Change for Sites 
In Table 4.1, the number of site period measurements which would be located in each 
seismic zone if the seismic zones were based on the NTC-2004 site period map and the site 
period map developed in this study are tabulated.  From Table 4.1, the number of sites in Zone 
IIIa and Zone IIIb is increasing from the NTC-2004 to the revised site period map with points 
moving from both Zones I & II and from Zones IIIc & IIId. In total, 20 of the 75 total sites 
would move to a different zonation under the revised site period map. This indicates the NTC-
2004 is generally accurate but does have areas to improve highlighted by the revised site period 
map. 




Zone  Sites NTC-2004 Sites Revised Map Percent Change  
Zone I 2 1 -50.0% 
Zone II 17 16 -5.9% 
Zone IIIa 19 23 21.1% 
Zone IIIb 30 33 10.0% 
Zone IIIc 9 6 -33.3% 
Zone IIId 9 7 -22.2% 
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4.3 Results of the Shear Wave Velocity Model  
The shear wave velocity model was developed using 40 shear wave velocity profiles 
taken from sites located in the Mexico City basin. The results of the final model are presented in 
Figure 4.2, where the trend lines are used to predict the shear wave velocity profile of any site 
located within the Mexico City Basin. This section will provide the final model and an analysis 
of the expected performance of the model.  
4.3.1 Discussion of Modeling Equations and Data Sets  
The model consists of eleven equations that are used to predict the shear wave velocity 
and the termination depth of the five generalized layers defined in Chapter 3. Each of the ten 
equations use site period as the input variable. If the site period for a given location cannot be 
measured, it is recommended that the revised site period map be applied to obtain the value. The 
equations were derived from the finalized data sets gathered from the shear wave velocity 
profiles from all the sites tabulated in Table 3.4 (located in Chapter 3). From Figure 4.2, it is 
clear that these equations can be easily manipulated with the removal and addition of data points, 
which creates ambiguity in the selection of the best combination of data points to create the most 
accurate equation.  
The final modeling trends along with their upper and lower standard deviations are 
presented in Figure 4.3. The upper and lower standard deviation modeling equations were 
developed using the maximum standard deviations from the source data for each layer, which are 
included in the tables located in Section 3.3.2 (Chapter 3). The standard deviation curves were 
included to provide an upper and lower bound curve to show reasonable range in which the 
predicted Vs and depths values could exist.  
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Figure 4.3 Upper and lower bound model equations for the shear wave velocity model for 


























Vs of Clay Layer
Depth = 11.6(To) - 6.9























































Termination Depth of Crustal Layer
Depth = 36.8(To)0.47
Depth = 19.1(To)0.97
Depth = 7.0(To) + 34.3

































































Vs of Impedance Layer
Depth = 16.7(To) + 16.5













Termination Depth of Impedance Layer
Depth = 29.6(To) + 52.0










































Vs of Intermediate Final Model Layer
69 
 
As stated in Chapter 3, the change in Vs and termination depth for the crustal layer were 
determined to be independent of site period, hence the average of the termination depth and Vs 
data points was assigned. Assigning one constant value for the termination depth and Vs of the 
crustal layer will result in some inherent issues with accuracy. Since the crustal layer is so small, 
these errors were considered to be marginal, therefore should not present a major problem with 
the validity of the model as a whole.   
The Vs modeling equation for the clay layer is based upon a power function, while the 
termination depth equation is based on a linear equation. The clay layer contains many points 
across the site period spectrum for both the termination depth and Vs modeling equations. More 
specifically, the data ranges from a site period of 0.65 s to 3.9 s for both the Vs and termination 
depth equations. Unlike the other layers, the clay layer was present at a majority of the sites. In 
addition, non-uniqueness in the surface wave analysis and variability in the Vs of the clay layer 
across the basin are likely to contribute to potential errors in the model. 
For the intermediate layer, the Vs prediction equation is presented as a power function, 
but unlike the clay layer, the termination depth prediction equation is presented as combination 
of a linear and power equation. As discussed in Chapter 3, the termination depth equation is a 
two-part equation where the termination depth of any site with a site period <1.5 s is predicted by 
the power function, and any site with a site period >1.5 s is predicted with the linear equation. 
This two-part equation was determined to be the best representation of the depth to the 
impedance boundary (i.e. beginning of impedance layer) for the Mexico City Basin. This two-
part equation performs better than a single equation based upon the rapid change in Vs profiles 
from the edges of the basin to the center of the basin. Similar to the clay layer, the data used to 
derive the modeling equations for the intermediate layer are based on a large spectrum of site 
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period measurements. The data ranges from a site period of 0.55 s to 3.9 s for the Vs equation, 
and 0.55 s to 3.1 s for the termination depth equation. The difference in range is due to the 
intermediate layer being the final layer in the Vs profile for the 3.9 s site, therefore a final 
termination depth value could not be obtained. From Figure 4.2, a diminishing presence of data 
occurs after a site period of 2.1 s for the termination depth equation, and 2.3 s for the Vs 
equation. The diminishing nature of the data in the larger site period zones leads to increased 
potential inaccuracies in the model. In addition, the intermediate layer can be a broad 
generalization of multiple soil layers based on its definition. The intermediate layer consists of 
all the soil stratums from the end of the clay layer to the impedance boundary, therefore 
elevating the variability in the data for the intermediate layer. This variability in data was 
discussed in more detail in Chapter 3. More variability in the source data alludes to a less 
accurate prediction model for this layer.  
The Vs prediction equation for the impedance layer is a power function, while the 
termination depth prediction equation is a linear equation. The impedance layer’s Vs modeling 
equations are based on a large spectrum of data, conversely the data in the termination depth 
modeling equation is limited. The distribution of data points for the termination depth modeling 
equation is relatively small, with data points limited between 0.78 s and 2.38 s. In return, this 
increases the likelihood of errors within the prediction for site period greater than ~2.4 s. This 
limitation of the termination depth data is brought about due to the impedance layer reaching a 
depth greater than 60 m for sites in the longer site period zones. The shear wave velocity data 
points are better distributed, with data ranging from 0.55 s to 3.33 s. Similar to the intermediate 
layer, the range of the Vs data for the impedance layer is greater than the range of the 
termination depth data due to some of the sites terminating within the impedance layer. Overall, 
71 
 
this layer is expected to have less error than the intermediate layer, but the Vs and termination 
depth equations would benefit greatly with the addition of more data points. 
The Vs modeling equation for the final model layer is in the form of a power function, 
and the termination depth modeling equation is in the form of a linear function. The final model 
layer’s modeling equations have a limited amount of data points for both the termination depth 
and Vs equations, especially when compared to the data sets for the other layers. As discussed in 
Chapter 3, the final model layer is not found in Vs profiles with a natural site period greater than 
3.0 s, so the range of the data is limited by definition. The site periods associated with the data 
for the Vs and termination depth equations range from 0.70 s to 2.4 s and 0.55 s to 1.7 s, 
respectively. Like the intermediate and impedance layers, the range of the Vs data is greater than 
the termination depth data due to some of the Vs profiles terminating before the bottom of the 
final model layer.   
Despite the absence of the modeling equations for the bedrock layer, it is important to 
discuss the possible errors associated with the layer in the model. As defined in Chapter 3, the 
bedrock layer began at the termination of the final model layer for sites with a site period less 
than 0.8s, therefore the predicted bedrock layer is only present in Zones I & II. According to the 
definition, the Vs of all the depths associated with this layer was taken to be 700 m/s. It is 
possible for the shear wave velocity of the bedrock layer to exceed 700 m/s, but the data was 
limited therefore a Vs prediction function was not obtained. Overall, it is hard to access the 





4.3.2 Comparisons between Measured and Predicted Vs Profiles  
The performance of the Vs model was analyzed visually with the creation of 
representative cross sections to show the change in Vs geospatially across the basin. The 
developed cross sections are presented in Figure 4.4. The cross sections depicted in Figure 4.4 
were developed using the Vs model and site periods derived from the revised site period map. A 
comparison between the measured and predicted Vs profiles for a sample of sites located along 
cross section A and B are presented in Figures 4.5 and 4.6, respectively. All the comparison plots 
for the measured and predicted Vs profiles for each site are provided in Appendix A. 
Figure 4.4 Example Shear Wave Velocity Cross Sections for the Mexico City Basin  
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Generally, the cross sections show many of the important characteristics of the basin that 
were predetermined by past studies. These characterizations include, but are not limited to, the 
following: an increase in the thickness of the clay layer with increasing site period and as one 
moves from the edge of the basin toward the center, a slight decrease in the clay layer’s shear 
wave velocity moving towards the center of the basin, an overall decrease in stiffness from all 
the layers towards the center of the basin (i.e. decrease in overall Vs), and a constant crustal layer 
throughout the entire basin.  
The locations of the cross sections were drawn with the intent of intersecting multiple 
sites to allow for comparisons between the predicted Vs profiles and the measured Vs profiles. 
The measured and predicted Vs profiles from sites located on Cross Section A and Cross Section 
B are presented in Figure 4.5 and Figure 4.6, respectively. Additionally, the comparison plots for 
all the used shear wave velocity sites are included in Appendix A. From Figure 4.5 and Figure 
4.6, it is clear that the model predicts the measured Vs profile accurately in some areas but 
struggles in others. It is important to uncover why these discrepancies occur and provide possible 
remediation strategies to resolve these errors.  
Due to the model’s structure, the prediction of the all the layers in certain zones are 
inevitable, even if the measured Vs profile does not contain all of the layers. For example in 
Figure 4.6, Site 4, Site 11, and Site 23 do not contain an intermediate layer, but the predicted Vs 
profile unavoidably includes this layer. Nevertheless, as the depth increases the model closely 
predicts the impedance layer for all of these sites. Another case of predicting a layer which does 
not exist is present in Figure 4.5 with Site 24, which is located in Zone II. Due to the location of 
Zone II being around the edges of the basin, the presence of the clay layer can diminish or 
completely vanish.  This diminishing clay layer can be seen in Figure 4.4 between 0 km and 2 
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km in both Cross Section A and Cross Section B. Nevertheless, the predicted Vs profile for Site 
24 contains a very small clay layer, but the model is unable to neglect this layer altogether. In an 
attempt to remove these types of discrepancies, layers were removed at certain site period 
thresholds (i.e. the bedrock layer and final model layer), but this was only performed if a 
majority of the sites under the threshold did not contain the layer. In the case of the clay layer, a 
majority of the sites in Zone I and Zone II contained a small clay layer, therefore it was not 
removed. 















































































































 Figure 4.6 Predicted and measured Vs profiles for sites located along cross section B 
In the sense of Site 24, the prediction of the clay layer is inevitable, and the generality of the 
model is unable to cope with the uniqueness of the site. This type of discrepancy is bound to 
happen all over the basin and is unavoidable with the current structure of the model. To resolve 
these discrepancies, a completely different more complex approach to the Vs model would be 















































































































Layer interface discrepancies occur when the model incorrectly predicts the depth of the 
bottom of one layer, causing some overlap between the predicted and measured layers. These 
discrepancies are easily visualized in Figure 4.5 and Figure 4.6. For example in Figure 4.6, Site 2 
predicts the bottom of the intermediate layer at a depth of 27m, but the measured profile does not 
show the bottom of the layer until 35 m. Nevertheless, the model accurately predicts the Vs of 
the intermediate layer and the impedance layer, therefore classifying this inaccuracy as a layer 
interface discrepancy. More examples of layer interface discrepancies are presented in Figure 4.5 
and Figure 4.6 with Site 1, Site14, and Site 25, at depths of 9 m, 37 m, and 25 m, respectively. 
Similar to the prediction of layers which do not exist, the simplicity of the model prohibits the 
flexibility for sites which present uniqueness from other sites with similar site periods. These 
inaccurate predictions are the result of the termination depth prediction equations and could be 
mitigated by the use of more data or the use of a more complex modeling method.  
Another problem associated with the ability of the model to accurately predict the Vs 
profile of a given site, is the overestimation or underestimation of the Vs of any given layer. For 
example in Figure 4.6, the predicted Vs profile for Site 14 estimates the Vs for the intermediate 
layer (depth=13m) to be 196 m/s, but the measured Vs of the intermediate layer is roughly 128 
m/s. Other examples of this type of inaccuracy are presented in Figure 4.5 and Figure 4.6 for Site 
23, TXS2, and Site 24, at depths of 50 m, 28 m, and 47 m, respectively. These errors are likely 
the result of the large variations in the source data used to derive the modeling equations. The 
model is unable to cope with large variability and uniqueness between sites with similar site 
periods. To mitigate this issue, more sites need to be included in the model to further fortify its 




4.3.3 Discussion of the Modeling Errors 
To better understand the performance of the model for predicting the in-situ Vs profile at 
any given location within the basin, normalized residuals between the predicted and measured Vs 
profiles were calculated for each site. Two separate plots were created with the original predicted 
and measured Vs profiles, and the time averaged predicted and measured Vs profiles for each 
site. The residuals for both the original and time averaged Vs profiles were then plotted versus 
depth. The results of the normalized residual plots are presented in Figure 4.7, with the original 
Vs profiles and time averaged Vs profiles presented in the left and right columns, respectively. 
These normalized residual plots are organized by zone, to further delineate areas where the 
model excels or needs improvement. Due to Zone IIIc & Zone IIId containing a combined total 
of three sites, these zones were excluded from the normalized residual plots. It was determined 
that these zones did not contain enough sites for a comprehensive understanding of the 
performance of the model for those zones.  
To develop the normalized residual plot for the original Vs profiles, the Vs model was 
used to predict the Vs profiles for each of the sites in the study. The modeled Vs profiles were 
then subtracted from the measured shear wave velocity profiles to obtain the residual versus 
depth profile. The residual profiles were then normalized with respect to the measured Vs profile 
from each site. The individual normalized residual profiles for each site are depicted with blue 
lines in Figure 4.7. To better understand the variability of the normalized residuals for all the 
sites in each zone, the standard deviation (σ), and median was calculated. The left column in 
Figure 4.7 contains the median normalized residual profile, along with two red dashed lines 
which represent one plus and minus standard deviation from the median profile.  
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The time averaged normalized residual profiles were then created from the original 
predicted and measured Vs profiles. To begin, the time averaged Vs profiles were developed 
using Equation 3.1 (see Chapter 3) to calculate the time averaged Vs profiles for the measured 
and predicted Vs profiles. For each site, the time averaged modeled Vs profile was subtracted 
from the time averaged measured shear wave velocity profile, to obtain the time averaged 
residual profile. The time averaged residual profile was then normalized with respect to the time 
averaged measured Vs profile. The standard deviation (σ) and the median time averaged residual 
profiles were then calculated for each depth. Similar to the normalized residual plots in Figure 
4.7, the time averaged residual plots contain the median versus depth profile, along with two red 
dashed lines for the plus and minus one standard deviation from the median line.  
Large spikes in the median normalized residual profile are present in both the original 
and time averaged profiles for the plots presented in Figure 4.7. For example, the normalized 
residual plots in Figure 4.7 contain a large spike in the median normalized residual profile at a 
depth of ~3m. These shallow spikes are the result of inaccuracies of the model for predicting the 
crustal-clay layer interface. Despite these large spikes not being present at other depths in the 
time averaged normalized residual median profiles, the large spikes occur at various other depths 
in the normalized residual median profiles. In Zones I & II, a series of large spikes in the median 
normalized residual profile are present at 2.5 m, 13 m, and 37 m, with a median normalized 
residual value of -0.37, 0.57, and 0.14, respectively.  In Zone IIIa, a series of large spikes in the 
median normalized residual profile are present at 1m, 15 m, 35 m, and 50 m, with a median 
normalized residual value of 1.09, -0.46, 0.40, and 0.25, respectively. In Zone IIIb, a series of 
large spikes in the median normalized residual profile are present at 3 m, 26 m, and 33 m with a 
median normalized residual value of 2.5, 0.24, and -0.27, respectively. The normalized residual 
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Figure 4.7 Normalized residuals plots between the predicted and measured Vs profiles by 
site period zone. The standard and time averaged normalized residual plots are depicted in 















































































































spikes are not sustained with depth, suggesting that these errors are localized to layer interface 
discrepancies.  
Based on the definitions of the layers and the modeling equations for each layer, the 
difference in Vs between any two adjacent layers is large. Furthermore, if the depth equation for 
a given layer overestimates the measured depth of the same layer, large normalized residuals that 
may be disproportionally high.  For example, the Vs of the clay layer is disproportionately low 
when compared to the crustal and intermediate layers (up to 2x lesser in Vs), therefore large 
jumps in residuals are expected in the crustal-clay layer interface. More specifically, if for one 
depth the predicted Vs is 135 m/s (predicted crustal layer velocity), yet the measured shear wave 
velocity is 50 m/s (clay layer velocity), a residual of 75 m/s is to be expected. Despite it being 
normalized to the measured value of 50 m/s, this would still leave a value of 1.5. This creates 
large jumps in normalized residuals, which is disproportional to any other area along the Vs 
profile. The large spike at 3 m in the time average normalized residual plots can also be 
attributed this disproportional behavior between the shear wave velocities of the two layers. 
Furthermore, the smoothing nature of the time average Vs profiles creates less Vs difference 
between layers, therefore removing the large spikes associated with layer interface discrepancies. 
The smoothing behavior of the time averaged Vs profiles are less effective at removing the 
crustal-clay layer discrepancy due to the shallow depth and drastic difference between the Vs of 
the two layers. The smoothing of the normalized residuals from the original Vs profile to the 
time averaged Vs profile can be observed when comparing the right and left columns in Figure 
4.7. More specifically, any depth past the 3 m spike in the time averaged normalized residuals 
plots show little to no deviation from zero in contrary to the normalized residual plots derived 
from the original profiles.  Based on this, the large spikes are more applicable to the crustal-clay 
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and clay-intermediate layer interface since the interfaces between the other layer interfaces have 
less extreme Vs differences. 
From Figure 4.7, the model is relatively accurate for all depths for Zones I & II, with the 
absolute values of the median normalized residual profile being less than 0.1 throughout most of 
the depths. In addition to the previously discussed spikes of normalized residuals at the depths of 
2.5 m, 13 m, and 37 m, sustained normalized residuals are present between the depths of 2.5 m-
6.5 m and 41 m-47 m.  The sustained median normalized residual for the depths between 2.5 m-
6.5 m is the result of inaccuracies in the modeling prediction of the clay layer Vs. A reason for 
high normalized residuals for the clay layer discrepancies for Zones I & II and can be attributed 
to the smaller thickness of the layer allowing for larger influences of layer interface 
discrepancies. Additionally, the sustained median normalized residual for the depths between   
41 m-47 m is the result of inaccuracies in the prediction of Vs of the final model layer. For all 
the zone categories, the median time averaged normalized residual profiles are equal to zero for 
most of the depths, but the underlying individual site profiles show the presence of many 
outliers. When compared to the other zones, the individual site time averaged residual profiles 
for Zones I & II have the most variation, alluding to more inaccuracy associated with the 
prediction of the Vs profiles in this particular layer. 
 Referencing Figure 4.7, the normalized residual plot for Zone IIIa contains larger 
residuals than the results from Zones I & II. The residuals for Zone IIIa are present in the four 
large spikes at 1 m, 15 m, 35 m, and 50 m for the normalized residual plots and at 3 m for the 
time average residual plots. As mentioned, these large spikes are the result of discrepancies in 
layer interfaces. Despite these interface induced errors, the plots are mostly centralized around 0, 
with limited cases of sustained error for multiple depths. This indicates that the model performs 
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generally well in predicting the Vs of each layer for Zone IIIa. Examples of sustained normalized 
error can be seen on the normalized residual plot at depths between 3 m-13 m, 30 m-41 m, and 
48 m-56 m. Like Zones I & II, these errors are associated with discrepancies in the predicted Vs 
for a specific layer at a given depth. For example, the sustained error between the depths             
3 m-13 m is the result of discrepancies between the predicted and measured Vs of the clay layer. 
The time averaged residual median profile for Zone IIIa is mostly zero, with the exception of the 
large spike at 3 m, although the normalized residual median profile show more error. When 
compared to Zones I & II, the under-laying time average residual profiles for each individual site 
show less data variation and a better concentration of values near or equal to zero. This is 
important because it suggests the model is capable of more accurately predicting the Vs profiles 
for any site located within this zone.  
 From Figure 4.7, Zone IIIb has a more variable distribution of normalized residuals with 
depth than the normalized residual profiles for the other zones. This variation is highlighted by 
the drastic change and range of the plus and minus one standard deviation profiles. Like the other 
zones, Zone IIIb contains a large spike in both the normalized residual profiles and time 
averaged residual profiles at ~2 m-~4 m. From the first spike, an increase in depth leads to the 
presence of a negative sustained normalized residuals to a depth of 25 m. The negative sustained 
residuals allude to the model slightly underestimating the Vs of the clay layer. The largest 
sustained spike in the median normalized residual profile takes places between 17 m-30 m, 
which would indicate an issue with the prediction accuracy of the clay-intermediate layer 
interface. In addition to the spikes in residual, large sustained residuals occurs from                  
~46 m to 60 m in the normalized residual plots. This sustained error is the result of the ability of 
the model to accurately predict the Vs of the final model layer. For Zone IIIb, the median time 
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averaged normalized residual profile is mostly equal to zero after the first spike at 5 m, but the 
range of the individual profiles is larger than that of Zone IIIa. The presence of a larger 
distribution of time average residuals in Zone IIIb, suggests the model performs better at 

























Chapter 5: Conclusions 
5.1 Introduction 
 The purpose of this chapter is to provide the final conclusions of the study and to include 
recommendations for future Vs and site period studies conducted in the Mexico City Basin. This 
chapter is broken into two sections: Conclusions of the Study and Future Research.  
5.2 Conclusions of the Study  
 This study has provided a revised site period prediction map and a shallow 3D Vs model 
for the Mexico City Basin. These models were developed using MHVSR and EHVSR 
measurements throughout the basin and Vs profiles generated from numerous researchers over 
the past several decades. 
 Using HVSR site period measurements, a revised site period map of the Mexico City 
basin was generated using the NTC-2004 map as a base map. The current site period prediction 
map for Mexico City is the NTC-2004, which is included in the Mexican Design Code. Due to 
the natural site period changes, it is necessary that the NTC-2004 site period prediction map is 
revised to restore accuracy. The revision of the site period prediction map for Mexico was 
achieved by using the preexisting NTC-2004 site period zonation map, and data compiled from 
other investigations conducted in the region. In total 75 sites with measured natural site periods 
were compiled and used in the revision of the NTC-2004. The revised site period prediction map 
was created within ArcMap, using the Empirical Bayesian Kriging function. Overall, it has been 
determined that the natural site period of the region is becoming shorter in portions of the basin. 
Arroyo et al. (2010) concluded that the shortening of the natural site period is the result of 
regional consolidation from ground water withdrawal. This shortening of the site period is 
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primarily occurring along the Western edge of the basin particularly between the 1.0 s and 3.5 s 
site period contours. The observed decrease in site period in the Western edge of the basin 
confirms the results of Wood et al. (2019) and Arroyo et al. (2013). Conversely, some areas 
where the NTC-2004 predicted site period was stiffer (shorter period) than the revised site period 
map was also observed. These areas are primarily located in the 0.5 s and 1.0 s site period 
contours on the western edge of the basin. The errors associated with the revised site period map 
and the measured natural site periods were calculated to be less than 5% for all but two locations 
(within 10% for those locations). While the site period map provided an excellent fit to the 
measured data, parts of the basin particularly the eastern edge may still have inaccuracies due to 
a lack of measurements in the area.  
 To understand the variation of Vs for the region, a shallow 3D Vs model was created in 
this study to provide future studies with a means to predicting a Vs profile for any site located in 
Mexico City. A total of 40 sites were used to develop the Vs prediction model. The Vs model is 
broken up into a termination depth and Vs modeling equations for five generalized layers. The 
general layers consist of the following: crustal layer, clay layer, intermediate layer, impedance 
layer, and final model layer. To maximize the applicability of the model, all of the modeling 
equations use site period as the input variable. Due to the generalization of the layers, there are 
inherit errors imbedded into the model. The most impactful errors include, but are not limited to, 
the following: layer interface discrepancies, inaccurate prediction of layer Vs, and the prediction 
of layers which do not exist. Overall, the Vs model is the most accurate at predicted the clay 
layer depth and Vs compared to other layers given it is the most consistent layer across the basin 
and is observed at almost all sites. Likewise, the model performs better in Zone II, and Zone IIIa. 
However, like the revised site period prediction map, the errors associated with the model are 
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more likely in areas where limited data is available. In general, these areas include the Eastern 
edge of the basin, Zone I, Zone IIIc, and Zone IIId.  
5.3 Future Research  
 To further reinforce the seismic knowledge of Mexico City, it is essential that additional 
studies are conducted to expand the available information in the region. Additional Vs profiles 
and site period measurements would benefit the refinement of both predictors. Moreover, the 
revised site period map and Vs model contained very little data in the Eastern edge of the basin, 
therefore it is recommended that more sites are explored in the area. Additional measurements 
could be used to verify the validity as well. To improve the Vs model, a more complex Vs model 
can be developed using more powerful computing techniques such as machine learning or 
supercomputing. This would allow for less generalization and potentially a much more accurate 
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Appendix A Modeled Vs Profiles versus Measured Vs Profiles Comparisons 
 
Figure A1 Measured Vs profile versus model predicted Vs profile for Almeda, Aragon, 





















































































































Figure A2 Measured Vs profile versus model predicted Vs profile for NAICM, Parque Espana, 























































































































Figure A3 Measured Vs profile versus model predicted Vs profile for Site 4, Site 5, Site 6, Site 7, 






















































































































Figure A4 Measured Vs profile versus model predicted Vs profile for Site 10, Site 11, Site 12, Site 























































































































Figure A5 Measured Vs profile versus model predicted Vs profile for Site 16, Site 17, Site 18, Site 






















































































































Figure A6 Measured Vs profile versus model predicted Vs profile for Site 22, Site 23, Site 24, Site 
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