This paper introduces a methodology for obtaining accurate continuous-time multiple-input, multiple-output models of nonlinear dynamic systems with Wiener characteristics. The models are obtained from complete reliance on experimental data, and this work demonstrates the effectiveness of optimal statistical design of experiments (SDOE) to fully obtain Wiener models. This method is evaluated on a highly nonlinear continuous stirred tank reactor, and its performance is compared to conventional discrete-time Wiener modeling (DTM) using a pseudo-random sequence design (PRSD) and the same SDOE as the proposed method. The proposed method greatly outperforms the DTM developed from PRSD and moderately outperforms the DTM based on SDOE. This paper introduces a methodology for obtaining accurate continuous-time multiple-input, multiple-output models of nonlinear dynamic systems with Wiener characteristics. The models are obtained from complete reliance on experimental data, and this work demonstrates the effectiveness of optimal statistical design of experiments (SDOE) to fully obtain Wiener models. This method is evaluated on a highly nonlinear continuous stirred tank reactor, and its performance is compared to conventional discrete-time Wiener modeling (DTM) using a pseudorandom sequence design (PRSD) and the same SDOE as the proposed method. The proposed method greatly outperforms the DTM developed from PRSD and moderately outperforms the DTM based on SDOE.
Introduction
Many processes in the chemical industry are nonlinear in nature. A review of modeling methods currently in practice reflects this as a shift from linear models to nonlinear models. A popular approach to nonlinear modeling is block-oriented modeling. In block-oriented modeling, inputs are transformed in blocks using nonlinear static gain equations or linear dynamic equations and outputs from blocks either are intermediate variables that input to other blocks or are final output responses. The arrangement of blocks defines the type of system. The most common block-oriented system is the Hammerstein system. It consists of two blocks for each output. The inputs enter the first block, and this block outputs an unobservable intermediate variable that is a static nonlinear function of the inputs. This function feeds the second block that consists of a linear dynamic function that outputs the observable response variable. A critical limitation of the Hammerstein system is its inability to treat systems with nonlinear dynamics. Methods that have been applied to nonlinear systems include (but are not limited to) nonlinear autoregressive moving average with exogenous inputs (NARMAX) modeling, 1 artificial neural networks 2 (ANNs), wavelets, 3 and Volterra series, 4 to name a few.
Discrete-time modeling has been the dominant approach to block-oriented dynamic modeling. Although the digital environment is a natural environment for discrete-time models (DTMs), 5 a strong reason for its popularity is its ability to predict future behavior from recent past behavior. In contrast, continuous-time models (CTM), even in the linear case, can require all or nearly all of the past values for high accuracy. On theother-hand, DTMs can predict poorly when sampling is nonconstant or infrequent. 6 Furthermore, because DTMs treat all inputs as a series of piecewise step functions, when inputs are not step functions, DTMs can perform poorly.
This paper proposes a multiple-input, multiple-output (MIMO) continuous-time modeling approach for the Wiener system that, similar to discrete-time modeling, can accurately predict process behavior using only recent input data. The Wiener system is shown in Figure 1 for a system with p inputs and q outputs. [Note that all variables in this paper are deviation variables (i.e., deviation from an initial steady state) unless otherwise noted.] As shown, each input, u j , has its own dynamic block and each output, y i , has its own set of blocks for the p inputs. The ability of each input to have its own linear dynamic function, g ij , is a critical advantage over the Hammerstein system, where all of the inputs are restricted to the same dynamic effect on the output. Also, as Figure 1 shows, each output, y i , can be a different nonlinear function [i.e., f i (v i )] of the dynamic intermediate variables (i.e., the v ij 's). Hence, through the nonlinear static functions [i.e., f i (v i )'s] of the v ij 's, the Wiener system is capable of modeling processes with nonlinear dynamics as well as nonlinear steady state (i.e., ultimate) response behavior. Mathematically, an example of a Wiener system with n poles and m zeros is given by eqs 1 and 2, where i ) 1, ..., q, j ) 1, ..., p, and v i T ) [v i1 , v i2 , ..., v ip ]. The Wiener system attributes of separate dynamic effects for each input (i.e., the v ij 's) and separate nonlinear dependence on these effects for each output [i.e., the f i (v i )'s] make it quite a modeling challenge. Existing methods have been mostly single-input, singleoutput (SISO). These have included works by Pearson and Pottman, 7 Fang and Chow, 8 and Kalafatis et al. 9 to name a few. In these works, either it was assumed that the single f(v) was known from prior knowledge, 7, 10 the single g was estimated first and then f(v) was estimated, 8, 11 or g and f(v) were estimated simulta-
neously. 9 Existing MIMO methods have recommended using simultaneous estimation of the static nonlinear and dynamic models 12 or using a two-stage approach where the g ij 's are obtained in the first stage by neglecting the f i (v i )'s and using pseudo-random input sequences for this identification. 13 Although the MIMO Wiener methods that we have found in the literature have shown excellent training performance, an excellent testing performance has not been widely demonstrated. 8, 9, 12 The challenge of MIMO Wiener modeling is to accurately model y i ) f i (v i ), given that the v ij 's are not observable. Our proposed methodology is capable of meeting this challenge using no prior knowledge of model forms but only experimentally designed data. The first step in the proposed procedure is to select and run an experimental design that will contain adequate information to estimate all significant terms in the model. We have found that selecting the design points from a statistical design of experiment (SDOE) and running them as a series of sequential step tests will provide adequate ultimate response and dynamic response data (with an adequate sampling rate). Because sequential step tests are run from steady state to steady state (or approximately so), it is important to keep the number of step tests (i.e., design points) to a minimum. Because SDOE is optimal in the number of design points, this number will be close to the number of effects (i.e., terms) to be evaluated (i.e., estimated) in f i (v i ). Next, the ultimate response data are used to obtain the forms of the f i (v i )'s and to estimate all of the ultimate response parameters. Because these functions for true Wiener processes are the same at steady state and during transition, they will be equivalent for physical systems that adequately approximate Wiener systems. Thus, a critical requirement of our approach is adequate ultimate response data to estimate the f i (v i )'s accurately using u in place of v i . We plot the responses from the sequential step tests to aid in selection of the form of the linear dynamic functions (i.e., the number of poles and zeros in each of the g ij 's). After estimating the f i (v i )'s, we estimate the g ij 's constraining the output responses to the ultimate response behavior determined previously. In the last step, we confirm model efficacy using output data from a test sequence of input changes. Our algorithm for predicting continuously over time uses only the most recent prediction of the outputs and the most recently sampled inputs. It is based on a novel exact solution of the Wiener system. For this reason we call the proposed approach the Wiener block-oriented exact solution technique or W-BEST. This approach extends the work of Rollins et al. 14 that developed the Hammerstein block-oriented exact solution technique (H-BEST) for SISO Hammerstein processes. Rollins et al. 15 extended H-BEST to MIMO processes. This paper will evaluate W-BEST using a simulated highly nonlinear continuous stirred tank reactor (CSTR) and compare it to conventional DTMs. The specific outline of this paper is as follows. Section 2 gives an overview of W-BEST. In section 3, the exact solution used by W-BEST for the Wiener system is presented along with a mathematical example. Section 4 gives the specific details of building a W-BEST model, and section 5 gives details of the CSTR used in the simulation study. The models for this study are developed in section 6, and the results are given in section 7. The final section gives a summary and concluding remarks.
Overview of W-BEST
The MIMO W-BEST method is a comprehensive model building approach that utilizes SDOE to provide optimal and complete information, uses a two-stage identification procedure, and exploits an exact solution to the Wiener system. The SDOE serves a twofold purpose: first, it is an optimal experimental design method that maximizes information 16 and, second, it provides the necessary information to accurately estimate all of the parameters (dynamic as well as ultimate response parameters) of the system. The selection of SDOE is based on the a priori assumptions about the nature of the static nonlinearities. For example, if one expects the static gain function to consist of quadratic terms, SDOE would aim to minimize the number of input changes or design points while maximizing the information to estimate these terms. Because the core of this method consists of an accurate estimation of the static gain function for each of the q output responses, we need a design that provides the required ultimate response data. Because the time between each design point should be large enough to allow the output to get close to its new steady state, it is imperative to keep the number of changes to a minimum to reduce the total experimental time. Therefore, the use of SDOE is not just a matter of preference, it is a necessity because those design points have to be carefully chosen. For example, if one tried to use a pseudo-random sequence design (PRSD) for this purpose, the experimental time would be unrealistically large because this approach uses a very large number of changes. Furthermore, because SDOE results in an orthogonal design space, it allows one to model causal relationships for the inputs and their products (i.e., interactions).
Theoretical analysis of optimal experimental design indicates that the ultimate response parameters are best estimated from ultimate response data and dynamic response parameters are best estimated from data during transition. 17 When the design points as specified by SDOE are run as a series of step tests, these properties exist in the collected data. SDOE richly provides ultimate response information as described above and dynamic response data by providing a number of transitional changes. If the dynamics are complex and fast, faster sampling will provide the required information to model dynamic parameters accurately, not more input changes as in a PRSD.
As mentioned above, the key idea behind W-BEST is two-stage modeling. In the first stage, the ultimate response data with the input changes are used to estimate the static gain functions, i.e., the f i [v i (t)]'s. Under the widely used assumption of second-order behavior, we prefer to use multiple linear regression (MLR) during this stage but any empirical modeling method may be used. We prefer to use MLR because of its strong model assessment capabilities in reducing the number of terms in the model to a significant set. Note that it would not be possible to obtain accurate ultimate response functions without ultimate response data distributed over the full input space. So, even if one wanted to use a suboptimal design approach, a significant number of full transitional changes would still be required to accurately obtain the f i [v i (t)]'s for this approach. Having obtained the f i [v i (t)]'s in the first stage, these functions are used in the closed-form W-BEST solution with the dynamic functional forms and all of the data to simultaneously estimate all of the dynamic parameters using nonlinear regression. Note that useful information for the form of the linear dynamic functions (i.e., the number of poles and zeros) is provided by visual inspection of the step tests. The next section gives the exact solution for the Wiener system that we use for output prediction.
Exact Solution to a Wiener System
For changes in the input vector u p×1 (t), a general, unrestricted, solution to the Wiener system described in Figure 1 can be expressed as where L -1 is the inverse Laplace operator,
, and v i (t) is a p × 1 vector with the rth element equal to v ir (t). Note that U j (s) is a growing sum of terms and grows with each input change. Hence, a drawback of this solution is its dependence on all previous input changes, i.e., U j (s). Therefore, this solution can require the evaluation of a prohibitively large number of terms. To overcome this drawback, we have obtained an alternative exact solution to the Wiener system that depends only on recent input changes with the following restrictions (see a mathematical proof in work by Rollins et al. 15 ): (1) Input changes are step changes. (2) The linear dynamic functions are physically realizable. (3) For process dynamics higher than first order, the process response reaches steady state between input changes.
For a series of input changes occurring at times t k , t k+1 , t k+2 , ..., for example, as in a SDOE, our restricted solution to the Wiener system in the interval t k < t e t k+1 is where τ is a vector of continuous-time dynamic parameters to be estimated. As shown by eq 5, the proposed solution (i.e., the W-BEST solution) depends only on the most recent input change, u j (t k ). Because W-BEST uses a series of step tests (note that step tests satisfy the three restrictions) in model building as specified by the chosen SDOE, we use eqs 3, 5, and 6 in developing a W-BEST model for a particular application. Note that this solution places no restriction on the form of the static gain function, i.e., eq 3.
We will now illustrate mathematically the W-BEST solution for a specific example for additional clarity. The Wiener system for this example has two inputs and one output. The static nonlinear function has exponential dependence on one of the inputs and the linear dynamic functions are fourth-order as given by eqs 7 and 8, where i denotes the output with i ) 1, j denotes the input with j ) 1, 2, y i (t) is the true value of the output i at time t, and all initial derivatives are zero. The parameter values are τ 11 ) 10, τ 12 ) 6, τ 13 ) 3, τ 14 ) 1, τ 21 ) 12, τ 22 ) 7, τ 23 ) 2, τ 24 ) 1, a 1 ) 5, and a 2 ) 2, and the time unit is minutes. Because there is only one output (i ) 1), for simplicity, the subscript i can be dropped. For this example, with an input step change occurring at time t k , the W-BEST solution in the interval t k < t e t k+1 is given by eqs 9-12
where and where j ) 1, 2. Figure 2 graphically gives solutions to this example for a series of input changes. The first one is a numerical solution to the actual system given by eqs 7 and 8. Another one is the W-BEST solution given by eqs 9-12. The two solutions are superimposed, thus illustrating their equivalence. Note that v j (t), i.e., eq 10, is a continuous function of time as a result of its dependence on the continuous function g j (t-t k ). In practice, the nonlinear static gain and the linear dynamic functions for a Wiener system will not be known. Thus, we rely on experimental data to accurately approximate these functions. Next we give our proposed procedure for developing approximate model forms for W-BEST. For the Wiener example in this section, we present, in section 4, accurate second-order approximations to the static gain function (eq 9) and the dynamic functions (eq 12) as an illustration of the usefulness and popularity of second-order approximations to higher order behavior.
W-BEST Model Development
This section describes the four basic steps we use in developing a W-BEST model for a particular application. The first step is the collection of experimental data including the selection of the SDOE. This selection of SDOE is based solely on assumptions about the static gain functions, i.e., the f i [v i (t)]'s. These assumptions involve the order of significant interactions and main effects (see work by Montgomery 18 for details). This step also involves running of the SDOE as a series of step tests until the process is close to steady state after each input change and collection of the data. The second step is the identification of the ultimate response (i.e., static gain) functions, f i (v i ), using the input changes and the ultimate response data (y i ∞ ) from the experimental runs. At steady state, eq 1 shows that v ij ) u j . Thus, at steady state, we see from eq 2 that
Therefore, we hypothesize that the function for f i in the ultimate response is the same as the function for f i in the dynamic response. In addition, W-BEST is constrained to give the fit of this function at steady state. Thus, even if the dynamic fit is poor, W-BEST will give good limiting behavior based solely on the accuracy of the fitted ultimate response model. After determination of the estimates for the f i 's, they are incorporated into eq 3. The third step determines linear dynamic functions [i.e., the g ij (t)'s] assuming their form using the fitted static gain function, and all of the data, with nonlinear regression to estimate the dynamic parameters in the g ij (t)'s. This step is repeated until acceptable g ij (t)'s are found. Note that preliminary selection of these forms can be made by visual inspection of the process reaction curves of the sequential step tests dictated by the SDOE. Also, plotting the fitted responses with the experimental data will give an informal (i.e., visual) evaluation of the acceptability of the fitted functions. In the final step, the accuracy of the fitted models is evaluated using an arbitrary input sequence and eq 3 with eq 4 or 5, whichever is appropriate. A complete application of this procedure will be illustrated using a simulated CSTR in section 6.
We applied the W-BEST model development procedure given in this section to the two-input, one-output Wiener system given previously in section 3. For space consideration, we will not show the model development details but give only the results of this work to illustrate the accuracy of the second-order approximations. More specifically, with added noise to the output data, we used 10 design points (i.e., 10 sequential step tests) in a factorial experimental design and obtained the following second-order approximations to eqs 9 and 12, respectively:
where j ) 1, 2, ˆ1 ) 4.98, ˆ2 ) 22.52, ˆ3 ) -22.64, τ 11 ) 10.06, τ 12 ) 10.07, τ 21 ) 11.01, and τ 22 ) 11.02. Figure  2 also includes the fit of this approximation to the arbitrary input test sequence used previously in section 3. As shown, this fit is excellent, justifying the adequacy of the second-order approximations in accurately fitting higher order behavior in the given operating region. However, if either or both second-order approximations are not adequate, one could fit higher order dynamic model forms or static gain model forms with more appropriate nonlinear behavior. With the knowledge of the true model forms, one could use the W-BEST model development procedure given in this section to estimate the model coefficients. Thus, the proposed procedure is not restricted to second-order behavior, but we emphasize second-order modeling as a starting point in the absence of a priori information on system behavior. In the next section, the details of the simulated CSTR used to demonstrate the W-BEST model development are presented.
Simulated CSTR Process
In this section we present the mathematical model of the simulated CSTR illustrated in Figure 3 . This example will be used to evaluate the ability of W-BEST to model nonlinear behavior of a physical system. The second-order exothermic reaction taking place in the CSTR gives it strong nonlinear and interactive behavior. A valve on the outlet stream makes the system selfregulating. The multicomponent CSTR offers a variety of input variables that can be independently varied.
Because an important objective of this paper is to demonstrate the ability of W-BEST to handle nonlinear and interactive effects in the ultimate responses in a MIMO setting, the process does exhibit these kinds of behavior as illustrated in Figure 4 .
Reactants A and B enter the CSTR as two different flow streams and form product C. The reaction rate is given by eq 15. Note that the rate constant, k, has Arrhenius temperature dependence. The process model consists of the overall mass balance (eq 16), component (A and B) mole balances (eqs 18 and 19), the energy balances on the tank contents (eq 21), and the jacket contents (eq 22). The contents of the reactor and the jacket are perfectly mixed, and there are no heat losses. All of the streams have the same density and heat capacity, which do not change with the stream compositions. The component as well as the energy balances take into account the changing tank volume. Furthermore, for the energy balances, the terms for reference temperature cancel out. The dynamic mole balance for C is included but not explicitly needed to describe the system. The nominal (steady-state) values for the variables are given in Table 1 . 
Training Phase
This section gives the sequential procedure used to obtain the W-BEST models (fitted static gain and dynamic models) as well as the DTMs for the CSTR.
W-BEST.
The procedure given here can be used to apply W-BEST to other predictive modeling problems, not just this CSTR. The first step is the collection of experimental data including selection of the design based on the a priori assumptions about the input variables. For this CSTR we expected the behavior of nonlinearity to be approximately second order over the input space, i.e., consisting of quadratic terms and twofactor interactions. This assumption seems to be supported by the behavior of C A shown in Figure 4 . The selection of inputs involves identifying the variables that affect the outputs and can be changed over time. For this process, the variables associated with the inlet streams that meet this requirement are the flow rates, the temperatures, and the concentrations. The input variables chosen for this study are the feed flow rate of A (q Af ), the feed temperature of A (T Af ), the feed concentration of A (C Af ), the feed flow rate of B (q Bf ), the feed temperature of B (T Bf ), the feed concentration of B (C Bf ), and the coolant flow rate (q c ) to the jacket. The output variables chosen for this study are the concentrations of species A-C in the reactor (i.e., C A , C B , and C C , respectively), the temperature in the tank (T), and the coolant temperature (T c ) in the jacket. Thus, in all, we have seven inputs and five outputs for this study.
For this system with seven inputs, there is a range of statistical designs that allows for the estimation of the main (linear) effects, quadratic effects, and interaction effects. Some examples include factorial designs, fractional factorial designs, central composite designs, and Box-Behnken designs (BBDs). Our goal is to choose a design that enables the testing and estimation of all of the significant effects using the minimum number of experimental trials. An experimental design meeting these criteria is a three-level Box-Behnken design with replicated center points. 18 Because, in this example, we use simulated data without noise, the replicated center runs are not needed. If one were dealing with a noisy situation, one of the design points (usually the center point) can be replicated to provide an estimate of the noise variance. The total number of experimental trials (i.e., runs) for this BBD is 56. The BBD consists of three levels for each input variable that we designate (i.e., code) from low to high as -1, 0, and 1. The lower and upper limits on the input variables are chosen so that they cover the complete input space. The physical values for each level for the seven inputs are given in Table 2 .
This step further consists of running the experimental design with the input variables changed as step changes from the values for the current run to the values for the next run after the output responses have approximately reached steady state. This information also comes from a priori knowledge of the time to reach the new steady state, from one input change to the next input change. This time is 5 min in this study. Thus, the input or training sequence based on this BBD with 56 runs lasted a total of 280 min. The outputs were sampled twice every minute over the course of the SDOE. The SDOE training sequence is shown in Figure  5 .
The second step is the identification of the static gain or the ultimate response function using multiple regression techniques. Only the steady-state data for each of the 56 runs (i.e., data collected at the end of each run at times 5, 10, 15, ..., 280 min) are used, and the general form of the static gain or ultimate response function we obtained for the ith output is given in eq 23, Table 3 for all of the outputs. Our third step consists of the identification of the dynamic model forms (i.e., the g ij 's) along with the estimation of the dynamic parameters. The form of the dynamic model is selected through trial and error following the procedure outlined below. For this purpose, we first rewrite eq 23 by substituting u j by v ij (t). More specifically, v i1 (t) replaces u 1 or q Af , v i2 (t) replaces u 2 or C Af , and so on, as shown in eq 24, v i2 (t) , ..., v i7 (t)] T . We then assume a form for each of the g ij (t)'s and the initial values for the dynamic parameters therein. A visual inspection of the dynamic responses of the outputs can provide reasonable guesses for this initial selection of the model forms for the g ij (t)'s. On the basis of these assumed dynamic models, for the kth input change occurring at time t k , the predicted values of the intermediate variables, v ij (t)'s, in the interval t k < t e t k+1 are computed using eq 25 (which is the same as eq 5).
For the SDOE used in this study, we have a total of 56 input changes (i.e., k ) 56), and times corresponding to those changes are 0, 5, 10, and 15 min and so on. The fitted values of the outputs, i.e., the ŷ i 's, are calculated by substituting the v ij (t)'s obtained from eq 25 into eq 24, and the estimates of the dynamic parameters contained in g ij (t-t k ) are computed by leastsquares analysis.
The fit of the dynamic model is evaluated for accuracy by visually (i.e., graphically) comparing the fitted predictions with observed output values. If the fit is not acceptable, a different dynamic model is selected and the above procedure for this step is repeated until acceptable g ij (t)'s are found. Note that, because in the limit as time goes to infinity the value of the dynamic function g ij (t) goes to unity, the steady-state value of the response y i (t) goes to y i ∞ as given by eq 23. In this study, all of the selected estimated dynamic models are second-order models with a lead term (i.e., two poles and one zero) and are given by eq 26, where τ a,ij , τ 1,i , and τ 2,i are the dynamic parameters associated with the dynamic block for the ith output and the jth input, i.e., g ij , with i ) 1, ..., 5 and j ) 1, ..., 7.
The values for the all of the dynamic parameters are given in Table 4 . The fit of the models identified for W-BEST is shown in Figure 6 for C A . As shown, the agreement of the fitted W-BEST model with the true response is quite high. All Figure 6 . True and fitted W-BEST responses for the concentration of species A to the training sequence shown in Figure 5 .
of the other responses have a similar degree of agreement between the true and fitted values, which can be quantitatively seen by the high multiple coefficient of determination, R 2 , values presented in Table 5 . The graphical true and fitted responses for the other outputs are not shown for space considerations. The final step is the evaluation of the accuracy of the estimated models using an arbitrary input test sequence, and the results of this step are presented in section 7.
DTMs.
This section describes the procedure we followed to obtain the DTMs for the comparison study. The DTMs developed in this study are analogous to NARMAX models. The conventional approach to system identification relies on a PRSD with multiple levels for each input. The DTM developed from PRSD will be referred to as DTM-PRSD. The PRSD used in this study for the identification of the DTM has three levels for each of the inputs and is shown in Figure 7 . The total time and the output sampling rate for the PRSD is the same as that for SDOE, i.e., 280 min, and two samples per minute, respectively. The levels for the PRSD were randomly selected from the choices of -1, 0, and 1 and cover the same input region as SDOE. In all of the cases, a switching probability of 20% was chosen: at every other sampling time (1-min interval), the input remained constant with probability 80% or switched to a new value with probability 20%.
Because one of the objectives of this study is to compare the performance of the DTM to that of W-BEST, the DTMs that we developed have model forms similar to those of W-BEST. The form of the DTM is given by eqs 27 and 28, where k denotes the current sampling instant, i refers to the output with i ) 1, ..., 5, j refers to the input with j ) 1, ..., 7, and δ, ω, and a are the parameter matrixes.
All of the parameters in eqs 27 and 28 for the DTM-PRSD case (i.e., the δ, ω, and a) are estimated simultaneously using nonlinear least squares and all of the data from the PRSD sequence. Note that the current value of the estimated output, ŷ i (k), depends only on the two most recent values of the input vector, i.e., u(k-1) and u(k-2). The fit of the DTM is shown only for C A in Figure 8 . As can be seen, the agreement between the true and fitted responses is excellent, with 98.3% of the variation explained by the fit (i.e., R 2 ) 98.3%). All of the other responses have a similar degree of agreement between the true and fitted values, as supported by the high R 2 values presented in Table 5 . Furthermore, because we also wished to demonstrate the impact of the experimental design on the information content of data and the subsequent accuracy of the models, we also developed DTM using the same SDOE as that in the W-BEST case and with model forms identical with eqs 27 and 28. These models will be referred to as DTM-SDOE in this work. However, the procedure for the estimation of the parameters for DTM-SDOE is different from that for DTM-PRSD. The ultimate response parameter matrixes (i.e., the a's) are estimated first using only the steady-state data from the SDOE. Thus, the estimates for the a's in this step are the same as those obtained for the 's in eq 23. Estimates for the dynamic parameters, i.e., the δ's and the ω's, are then obtained using nonlinear regression and all of the data and keeping the a's fixed. The results from the training of DTM-SDOE for all of the outputs are also summarized in Table 5 . All output predictions from W-BEST, DTM-SDOE, and DTM-PRSD for train- Figure 11 . True, W-BEST, DTM-PRSD, and DTM-SDOE responses for CB to the input sequences shown in Figure 9 . Figure 12 . True, W-BEST, DTM-PRSD, and DTM-SDOE responses for CC to the input sequences shown in Figure 9 .
ing and testing use only inputs and past predicted outputs. In the next section, we evaluate the prediction accuracy of W-BEST, DTM-PRSD, and DTM-SDOE models using an arbitrary input test sequence.
Testing Phase
In this section the accuracies of the predictions for W-BEST and DTM are compared for the five outputs considered in this study, which is the final step in W-BEST model development. All of the inputs are changed arbitrarily (i.e., randomly) as a series of step changes shown in Figure 9 . The predictions for C A , C B , and C C are given in Figures 10-12 , respectively, for W-BEST, DTM-PRSD, and DTM-SDOE. The predictions for the tank and coolant temperatures are given in Figures 13 and 14 , respectively, for W-BEST, DTM-PRSD, and DTM-SDOE.
The predictions from W-BEST more closely follow the process for all of the outputs. The performance of the DTM is clearly worse than that of W-BEST although DTM-SDOE is comparatively much more accurate than DTM-PRSD. To quantitatively assess the extent of agreement between the true response and the predicted Figure 13 . True, W-BEST, DTM-PRSD, and DTM-SDOE responses for tank temperature (T) to the input sequences shown in Figure 9 . Figure 14 . True, W-BEST, DTM-PRSD, and DTM-SDOE responses for coolant temperature (Tc) to the input sequences shown in Figure 9 .
responses, we define a term called the sum of squared prediction error (SSPE) given by eq 29,
where N is the total number of equally spaced sampling points used over the testing interval, y i is the true response, and ŷ i is the predicted response. For this study, N ) 600. The smaller the SSPE, the better the accuracy. The SSPE values for W-BEST and DTM are summarized in Table 6 .
The SSPE values for W-BEST are the lowest, which is also observed in the plots for W-BEST. The SSPE values for DTM-PRSD are 3 to almost 15 times larger than those for W-BEST, indicating a significantly worse performance for DTM-PRSD. The SSPE values for DTM-SDOE are on average about 40% higher than those for W-BEST but much better (i.e., lower) than those for DTM-PRSD. Hence, whether one uses our CTM or conventional DTM, the SDOE appears to greatly enhance modeling accuracy.
Because the PRSD does not allow the process responses to reach steady state for all changes, the prediction performance of DTM-PRSD shows major deviations from the true response in steady state. The responses from DTM-PRSD, however, are still able to capture the dynamic behavior of the process. We generated another test sequence with behavior similar to that of a PRSD (i.e., frequent input changes). The purpose of this exercise is to assess the predictive performance of DTM in conditions similar to those of its training and to determine if this situation would give an advantage to DTM-PRSD. This PRSD-like test sequence is shown in Figure 15 .
Again the C A predictions for W-BEST and DTM-SDOE are significantly more accurate than those of DTM-PRSD as seen in Figure 16 . The performances for the other outputs are summarized in Table 7 , where it can be seen that W-BEST and DTM-SDOE both outperform DTM-PRSD, whose relative SSPE values are about 3-5 times larger. This performance is, however, comparatively better than that for the test sequence shown in Figure 9 , where the changes are farther apart in time. Table 7 shows that, for this situation, on average, the performances of W-BEST and DTM-SDOE appear to be about equal.
Concluding Remarks
This work has sought to advance the modeling of nonlinear dynamic processes by improved information and technique. In this work, a new MIMO continuoustime modeling method, W-BEST, was introduced for Wiener-type processes, which have been almost exclu- Figure 16 . True, W-BEST, DTM-PRSD, and DTM-SDOE response for CA to the test sequence shown in Figure 15 .
sively modeled by discrete-time modeling methods. CTM has the advantage over DTM of not being limited to certain properties of sampling and accurate approximation of input behavior by piecewise step changes. The greatest challenge faced in modeling a Wiener structure is the accurate modeling of the nonlinear static gain functions of the intermediate variables. W-BEST is able to obtain these functions rather easily from ultimate response modeling in its first stage. In its second-stage fitting, the dynamic parameters are estimated simultaneously, with this second-stage fitting constrained to give the ultimate response behavior obtained in the first stage. A key to this two-stage process is an experimental design that provides adequate optimal ultimate response and dynamic response data. This need is fulfilled by using the design points provided by a SDOE (based on steady-state response behavior) as sequential step changes as shown in this work. However, even for DTM, SDOE was shown to be superior to the PRSD method, particularly when the process responses are close to steady state between input changes. Thus, we strongly recommend W-BEST for applications to a Wiener system in situations where DTM will have difficulty, and we also strongly recommend using SDOE over PRSD for all dynamic modeling applications.
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