Abstract-An adaptive beamformer that is robust to uncertainty in source direction-of-arrival (DOA) is derived using a Bayesian approach. The DOA is assumed to be a discrete random variable with a known a priori probability density function (pdf) that reflects the level of uncertainty in the source DOA. The resulting beamformer is a weighted sum of minimum variance distortionless response (MVDR) beamformers pointed at a set of candidate DOA's, where the relative contribution of each MVDR beamformer is determined from the a posteriori pdf of the DOA conditioned on previously observed data. A simple approximation to the a posteriori pdf results in a straightforward implementation. Performance of the approximate Bayesian beamformer is compared with linearly constrained minimum variance (LCMV) beamformers and data-driven approaches that attempt to estimate signal characteristics or the steering vector from the data.
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I. INTRODUCTION
A DAPTIVE beamforming is used for enhancing a desired signal while suppressing noise and interference at the output of an array of sensors. Adaptive beamforming has applications in fields such as radar, sonar, seismology, radio astronomy, medical imaging, speech processing, and wireless communications [1] - [16] . It is well known that adaptive beamformers can suffer significant performance degradation when the array response vector for the desired signal is not known exactly [17] - [27] . This degradation is especially noticeable at high signal-to-noise ratio (SNR). Imperfect knowledge of the array response vector may be due to uncertainty in the source direction-of-arrival (DOA) or sensor characteristics or improper modeling and variations in the propagation medium between the source and array. In this paper, we focus on DOA uncertainty.
Traditional approaches for increasing robustness to DOA uncertainty include linearly constrained minimum variance (LCMV) beamforming [28] - [37] , diagonal loading [38] , quadratically constrained beamforming [39] , [40] , and combinations of these [23] , [41] (see also [13] - [16] ). These techniques allow the desired signal to arrive from a region in the DOA space rather than just from a single direction and rely implicitly on assumptions about the strength of the desired signal and the interval over which the DOA can vary. In these techniques, robustness to DOA uncertainty is increased at the expense of a reduction in noise and interference suppression. A different approach is to use samples of the sensor data to estimate the signal DOA or the signal subspace. Direction-finding (DF)-based techniques [27] , [42] , [43] estimate the DOA of the desired and interference signals and proceed as if they are known. Subspace techniques [44] - [47] estimate the signal plus interference subspace to reduce mismatch. These data-driven techniques are more complex to implement but can have nearly optimal performance when the data is sufficient to yield good estimates of the DOA or subspace. However, they suffer significant performance degradation when these estimates are not reliable. Techniques that improve the robustness of data-driven beamformers in the presence of moving and spatially spread sources by incorporating additional linear constraints have also been proposed [48] .
In this paper, we develop an adaptive beamformer using a Bayesian approach based on [49] and [50] , which balances the use of observed data and a priori knowledge about the source DOA. In this approach, the DOA is assumed to be a discrete random variable with a known a priori probability density function (pdf) that characterizes the level of uncertainty about the source DOA. The resulting beamformer is a weighted sum of minimum variance distortionless response (MVDR) beamformers pointed at a set of candidate DOA's, where the relative contribution of each MVDR beamformer is determined from the a posteriori pdf of the DOA conditioned on observed data. A simple approximation to the a posteriori pdf allows for a straightforward implementation that is somewhat more complex than an LCMV beamformer but considerably less complex than the data-driven beamformers. Performance of the proposed Bayesian beamformer is compared with both LCMV and data-driven beamformers. It is shown to perform as well as or better than the other approaches in a variety of scenarios. This paper is organized as follows. Section II contains background material. The Bayesian beamformer is developed in Section III, and performance examples are presented in Section IV. A summary is given in Section V.
II. BACKGROUND
We use the standard narrowband beamforming model in which a set of narrowband plane wave signals with known center frequency impinge on an array of sensors, where Using complex envelope notation, the vector of received signals is given by (1) 0018-9286/00$10.00 © 2000 IEEE where are the source signal snapshots, is the array response vector in the direction , and are the vectors of additive white noise samples. The source and noise waveforms are assumed to be sample functions of zero-mean random processes, and successive snapshots of both the source and noise waveforms are assumed to be statistically independent.
We assume that one of the signals is the desired signal, say , and treat the remaining signals as interference. When is uncorrelated with the noise and interference, the data covariance matrix has the form (2) where is the desired signal power (3) and is the interference-plus-noise covariance matrix. The narrowband beamformer is a linear processor (filter) consisting of a set of complex weights. The output of the beamformer is an estimate of the desired signal and is given by (4) The weights are chosen to according to some optimization criterion, such as minimum mean square error (MMSE), minimum variance distortionless response (MVDR), and minimum power distortionless response [1] , [13] .
The MMSE estimator of is the conditional mean of the desired signal given the observations [51] (5) Under our assumptions, this reduces to (6) In general, the conditional mean estimator is not a linear estimator. If the estimator is constrained to be linear or the signals are Gaussian, the beamformer weights that minimize the mean square error are the spatial Wiener filter weights (7) and the optimal linear MMSE estimator is (8) For Gaussian signals and noise, the optimal MMSE estimator is also the maximum a posteriori (MAP) estimator [51] .
Using the minimum variance distortionless response criterion, the estimation error variance is minimized subject to an unbiased (distortionless) constraint. The weights are found from the solution to subject to (9) and are given by (10) This criterion is similar to the minimum power distortionless response criterion in which the weights are designed to minimize the output power of the beamformer subject to the constraint of a distortionless response in the direction of the desired signal. The weights have the same form as (10) with replaced by (11) When and are known exactly, the weights in (10) and (11) can be shown to be identical. Both forms are usually referred to as MVDR weights.
Both the spatial Wiener filter and the MVDR beamformer have the form (12) where is a scale factor. When , the weights correspond to the spatial Wiener filter, and when , the MVDR weights are obtained. The weight vector in (12) also maximizes the output signal-to-interference plus noise ratio (SINR). A beamformer having this form is often referred to as the "optimum beamformer." In practice, the second-order statistics and may be unknown and/or fluctuating, and the beamformer weights are computed adaptively using estimates based on data collected at the sensors [2] - [16] . Sequential adaptive algorithms such as least-mean-squares (LMS) [2] - [9] and recursive least squares (RLS) [10] , [11] update the beamformer weights each time a new sample of data is received. They have straightforward implementations, and many variations of these methods have been proposed that improve their computational efficiency, numerical stability, and rate of convergence. Block-adaptive methods such as sample matrix inversion (SMI) [5] , [12] collect a block of data, estimate and invert the sample covariance matrix, and update the beamformer weights each time a new block of data is received.
In this paper, we use the SMI method for adaptive beamforming, mainly for notational simplicity. The weights are updated every samples using the -sample covariance matrix (13) is the unstructured maximum likelihood estimate of and converges to as under stationary and ergodic assumptions. The SMI adaptive version of the MVDR weights in (11) become (14) To implement the Wiener filter weights in (7), the signal power is also required. A simple method for estimating is the value of the minimum variance (MV) spatial spectral estimate at [52] : (15) With this estimate, the Wiener filter and MVDR beamformers have the same adaptive implementation, which is given by (14) .
III. BAYESIAN BEAMFORMER
In this section, we develop an adaptive beamformer that is robust to uncertainty in source DOA using a Bayesian approach for signal waveform estimation based on [49] and [50] . We begin with the derivation and then discuss design parameters.
A. Derivation
We use the narrowband beamforming model outlined in Section II. Additionally, we assume that the source and noise waveforms are sample functions of stationary, zero-mean Gaussian random processes. This assumption leads to a linear MMSE estimator (the spatial Wiener filter) for when the DOA is known. Using a Bayesian approach, the DOA is assumed to be a discrete random variable with a priori pdf defined on a discrete set of points Let denote a collection of snapshots of the received data vector taken at times
The MMSE estimator of the desired signal is again the conditional mean of , given It can be written as (16) where is the a posteriori pdf of θ given the observations. For Gaussian signals, we have (17) where is the spatial Wiener filter defined in (7) pointed to Substituting (17) into (16), we have (18) Thus, the optimal MMSE estimator is a beamformer that has the form
The Bayesian beamformer is a weighted sum of spatial Wiener filters pointed at a discrete set of DOA's, which are combined according to the value of the a posteriori probability for each pointing direction.
For each , the a posteriori pdf is given by (20) where is the pdf of the data given (21) The determinant has the form
Expanding using the matrix inversion lemma, we have (23) Substituting (21)- (23) in (20), the a posteriori pdf is given by (24) where (25) and is a normalization factor independent of , which ensures that the pdf sums to one. When the SNR is high, is large, and , the a posteriori probability of the true DOA will approach one, whereas the a posteriori probabilities of the other DOA's will approach zero [49] , [53] . The Bayesian beamformer will reduce to a single spatial Wiener filter pointed to the true DOA. This is similar to MAP estimation of the DOA followed by a DF-based beamformer. MAP estimation was proposed in [54] and [55] to increase beamformer robustness to uncertainty in sensor characteristics as well as DOA uncertainty. In general, the actual DOA may not be one of the discrete set of values assumed in the model but will fall within a continuous interval. Since only contains a discrete set of DOA's, there will be some additional "binning" error [53] , which can be made small by choosing to have a dense set of points.
When the SNR is low and/or is small, the a posteriori pdf will be nearly the same as the a priori pdf, and the Bayesian beamformer will not try to pick the MAP DOA estimate and use a single Wiener filter but will average the individual Wiener filters over the a priori pdf. The resulting beamformer will have a wide main beam over the a priori range of DOA's. Averaging over a continuous a priori distribution was proposed earlier in [56] as a method of improving robustness. In between these two extremes, the Bayesian beamformer will combine the individual spatial Wiener filters in a manner that balances the knowledge acquired by observations with the a priori distribution.
B. Approximate Adaptive Bayesian Beamformer
To implement the beamformer adaptively, we substitute for and in place of in each spatial Wiener filter. The Bayesian beamformer is then a linear combination of adaptive MVDR beamformers weighted by the a posteriori pdf. Calculating the a posteriori pdf presents a bigger difficulty. The expression in (24) is difficult to implement because it is a function of , which is unknown and harder to estimate than and , especially when the desired signal DOA is unknown. Rather than increasing the complexity of the Bayesian beamformer by trying to estimate , we instead approximate the a posteriori pdf with a simpler expression. Consider first the terms and These terms are functions and and vary with via However, if there are no interferers within the region where the a posteriori pdf is evaluated, will be nearly constant and approximately equal to , which is the value obtained when Making this substitution and defining the constant (26) the a posteriori pdf is approximately given by (27) Now, note that is identical to the ideal MVDR weights in (10) . Hence, the term in the exponent is just the average power in the data vectors at the output of an ideal (known ) MVDR beamformer pointed at At high SNR, this term will tend to be largest near the desired signal's DOA, and at low SNR, it will be relatively constant over all DOA's in . The exponential function in (24) amplifies this behavior in a nonlinear but monotonic way so that will also have a peak at the desired signal DOA at high SNR but will revert to the a priori pdf at low SNR. Since is not known, we approximate the ideal MVDR weights with the adaptive version in (14) , and the term in the exponent becomes the MV spatial spectral estimate With this substitution, the approximate a posteriori pdf is given by (28) The adaptive Bayesian beamformer then has the form (29) with given by (28) and given by (14) . Finally, we have found that the adaptive beamformer performs best when diagonal loading is incorporated in sample covariance matrix estimates in the individual MVDR beamformers as well as the MV spatial spectral estimates, i.e., we substitute (30) for in (14) and (28) . Using sample matrix inversion, the approximate adaptive Bayesian beamformer has a straightforward and fairly efficient implementation. The same data covariance matrix estimate is used in each of the individual MVDR beamformers; therefore, it only needs to be computed and inverted once. Furthermore, the MV spatial spectrum is the scale factor in the individual MVDR beamformers so that computation of the approximate a posteriori pdf requires only an additional evaluation of the exponential function and a normalization. In summary, the adaptive processor performs the following steps to update the beamformer weights.
1) 2) for 3) 4)
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Earlier versions of this beamformer appeared in [57] and [58] . In [57] , a slightly different beamformer was derived using a linear combination of steering vectors, weighted by the a posteriori pdf for the white noise-only case. This was similar to beamformers derived in [59] and [60] , which combined steering vec- tors according to a more elaborate optimization rule. The beamformer developed in [58] is essentially the same as the beamformer presented here but without diagonal loading.
C. Design Parameters
In implementing the Bayesian beamformer, several parameters must be specified. Values must be chosen for the number of snapshots , the value of the constant γ, the set of discrete DOA's in , the a priori pdf , and the diagonal loading level Specifying values for these parameters involves performance tradeoffs, and the best choices for these parameters will depend on the specific scenario. In this section, we give a brief discussion of the issues involved in setting each parameter.
The number of snapshots is generally chosen as large as possible to get a good estimate of the data covariance matrix but small enough so that temporal fluctuations may be tracked.
The parameter γ is theoretically a function of SNR and controls the amplification of the MV spatial spectrum used in calculating the approximate a posteriori pdf. For high SNR situations, a large value of γ will amplify differences in the spatial spectrum so that one DOA will dominate the a posteriori pdf and the Bayesian beamformer will approach a single Wiener filter pointing to the dominant DOA. For low SNR situations, smaller values for γ will de-emphasize variations in the spectrum. This is desirable because the estimated spatial spectrum will have small variations that are artifacts of the estimation procedure rather than an indication of signal energy at a certain DOA. We have found that lower values for γ work well for a fairly large range of SNR.
The number of DOA's in should be small enough so that the complexity of the beamformer remains reasonable, but large enough so that so that degradation due to small pointing errors in the individual MVDR beamformers is minimal. The required number of DOA's will increase as both the number of sensors and SNR increase.
Diagonal loading helps control sidelobe levels in the adaptive MVDR beamformers, which may be high if a small number of snapshots are used to estimating the data covariance matrix. It also helps reduce sensitivity of the individual MVDR beamformers to small pointing errors. Diagonal loading helps reduce the effective SNR and allows for a wider spacing of DOA's and, hence, a less complex beamformer. Ideally, the diagonal loading level should be set to a value higher than the desired signal SNR but lower than the INR of each interferer. Using diagonal loading at a level of 10 dB allowed a reduction in from 33 in the examples in [58] to in the examples in the next section.
The a priori pdf represents prior knowledge about the source DOA. In many cases, it may be assumed that the source is known to be in some angular interval, such as within a beamwidth around some nominal DOA. A logical choice for the a priori pdf would be a uniform distribution over this interval. If the beamformer is implemented in a block adaptive manner, another logical choice would be the a posteriori pdf from the previous block.
IV. EXAMPLES
In Figs. 1-12 , performance of the proposed Bayesian beamformer is compared with an MVDR beamformer pointed to a presumed nominal DOA, an LCMV beamformer using directional constraints [30] , [31] , an LCMV beamformer using quiescent pattern constraints [37] , a DF-based beamformer, and a subspace beamformer [24] . The array is a uniform linear array (ULA) with half-wavelength spacing and elements. The a priori uncertainty in the DOA is over the region , which is the null-to-null beamwidth of the conventional beampattern. This a priori knowledge is used to design constraints in LCMV beamformers, to define the a priori pdf in the approximate Bayesian beamformer, and to restrict the range of DOA estimates in the DF-based beamformer.
The MVDR beamformer employs a single distortionless constraint at For the LCMV beamformers, a total of four constraints were used in each case. Directional constraints were imposed at with constraint values of 1. The quiescent pattern beamformer uses the quiescent weights (31) normalized so that as the first constraint. The remaining three constraints are chosen to protect the desired signal over the region , as described in [37] . The DF-based beamformer uses the MUSIC algorithm [61] for DOA estimation. The size of the signal (plus interference) subspace is assumed known, and the desired signal DOA estimate is chosen as the largest peak in the MUSIC spectrum in the range
The subspace beamformer estimates the signal plus interference eigenvectors as the eigenvectors corresponding to the largest eigenvalues of In the Bayesian beamformer, the set is composed of evenly spaced points at The a priori pdf is uniform with
The parameter γ is set to 0.3. In all of the beamformers, snapshots were used, and diagonal loading at a level of dB was incorporated.
We consider four scenarios involving point sources. The performance of the Bayesian beamformer for enhancing a spatially spread desired signal in the presence of spread interferers can be found in [62] .
In all of the scenarios, the desired source has DOA , which does not coincide with any of the points in or any of the constraint points in the directionally constrained LCMV beamformer. In the first two examples, there are two interferers outside the main beam, and performance is compared for a high SNR and a low SNR case. In the third example, a more difficult scenario with low desired signal SNR and seven strong interferers outside the main beam is examined. In the fourth example, a main beam interferer is added to the scenario in Example 1.
Three figures are shown for each example. Figs. 1, 4 , 7, and 10 show typical beampatterns of the different beamformers from five trials. Figs. 2, 5, 8, and 11 show the approximate a posteriori pdf used in the Bayesian beamformer, and Figs. 3, 6, 9, and 12 show histograms of the array gain (the ratio of output SINR to input SINR) of each beamformer obtained from 500 trials to demonstrate its variability from trial to trial. 
A. Example 1
In the first example, the desired signal has a high SNR of 0 dB. There are two uncorrelated interferers with DOA's and and interference-to-noise ratio (INR) of 20 dB. Performance is shown in Figs. 1-3 . The MVDR beamformer shows about 10 dB of degradation in array gain relative to the optimal value of 33 dB. The MVDR beamformer treats the desired signal as a main beam interferer and is trying to place a null on it. Diagonal loading prevents complete nulling of the desired signal but is not adequate by itself for improving robustness with such a large pointing error. At high SNR, the DF-based and subspace beamformers are able to accurately estimate the desired signal DOA and signal subspace. Their beampatterns are nearly optimal and point to the desired signal while nulling the two interferers. The array gain for both beamformers is relatively stable over all 500 trials and close to the optimal value. The LCMV beamformers also null the interference but have wider main beams, which result in lower array gains (between 25 and 30 dB). In the Bayesian beamformer,
has nonzero values at and , which are the two points closest to the true value of
The Bayesian beamformer therefore combines the two MVDR beamformers pointing to 0.1 and 0.167. The resulting beampattern is almost identical to the beampatterns of the DF-based and subspace beamformers with similar array gain.
B. Example 2
In the second example, the desired signal has a low SNR of 20 dB. The same two uncorrelated interferers with DOA's 0.5 and 0.6 and INR 20 dB are present. Performance is shown in Figs. 4-6 . The MVDR beamformer shows about 5 dB of degradation in array gain. Because the SNR is low, the beamformer does not try to place a null on the desired signal, but some gain is lost from not being at the peak of the main beam. The a posteriori pdf is nearly the same as the a priori pdf , implying that the observations provide little information about the source DOA. As a consequence, neither the source DOA nor the signal-plus-interference subspace can be accurately estimated. The DF-based beamformer does not always point at the desired signal, and the subspace beamformer has a random pattern. The histogram of array gain values for the DF-based beamformer shows that the DOA estimate is accurate enough to provide optimal performance only about half of the time and can be so inaccurate as to reduce array gain to below 5 dB. The subspace beamformer has even worse performance. The Bayesian beamformer is now more robust, with a wide beam covering the entire a priori interval. The array gain is stable near 30 dB, which is about the same as the LCMV beamformers.
These two examples demonstrate the ability of the Bayesian beamformer to balance observed data and prior knowledge about DOA. At low SNR, the Bayesian beamformer relies on the a priori knowledge about the DOA. Rather than trying to estimate the DOA, it forms a wide beam that is tolerant of DOA uncertainty similar to the LCMV beamformer. For high SNR, more emphasis is placed on the observations, and the beamformer has nearly the same performance as the more computationally complex DF-based and subspace beamformers.
C. Example 3
In the third example, we consider a difficult scenario in which the desired signal has a low SNR of dB, and there are seven uncorrelated interferers with DOA's and INR 30 dB. Performance is shown in Figs. 7-9 . Since the SNR is low, the DF-based and subspace beamformers are not able to accurately estimate the desired signal DOA or signal-plus-interference subspace, and the beampatterns do not always point at the desired signal. The seven interferers exceed the adaptive degrees of freedom available to the LCMV beamformers, and they have difficulty simultaneously suppressing the noise and interference. The directionally constrained LCMV beamformer is able to null the interference but has very high sidelobes. The quiescent pattern LCMV beamformer has much better performance, nulling interference and holding sidelobes to a more reasonable level. The MVDR beamformer does about as well as the LCMV quiescent pattern beamformer in this scenario. It has enough degrees of freedom to null the interference, and the reduction in gain to the desired signal is modest. The Bayesian beamformer performs the best by forming a wide beam to protect the desired signal while nulling the interferers and maintaining lower sidelobes than the LCMV beamformers. This is accomplished because each of the individual MVDR beamformers in the Bayesian beamformer employ only one directional constraint; therefore, adaptive degrees of freedom for interference suppression are not sacrificed as in the LCMV beamformers.
D. Example 4
In the fourth example, we use the scenario of Example 1, with an additional main beam interferer with DOA and INR 0 dB. The presence of an interferer within the a priori interval for the desired source violates the assumptions used in deriving the Bayesian beamformer and causes difficulty in identifying the desired versus interfering signal in all of the beamformers. This example is provided to illustrate how the different beamformers handle this situation. Note that in this example, the main beam interferer has the same power level as the desired signal. Performance is shown in Figs. 10-12 . In the MVDR and LCMV beamformers, the linear constraint(s) and diagonal loading prevent nulling of both the desired signal and the main beam interferer. The DF-based beamformer sometimes points to the desired signal while nulling the interferers but sometimes points to the main beam interferer and nulls the desired signal. The subspace beamformer appears to take the middle ground and cover both the desired and mainbeam interferer. In the Bayesian beamformer, the a posteriori pdf is high near the DOA of both the desired signal and interferer, and it tries to span both like the eigenspace beamformer. Not shown here are examples where the main beam interferer is stronger or weaker than the desired signal. For these cases, the MVDR and LCMV beamformer performance is about the same, whereas the DF-based and Bayesian beamformers tend to point to the stronger signal, and the subspace beamformer tends to point at the weaker signal.
V. SUMMARY
An adaptive Bayesian beamformer was developed to improve robustness to pointing error. By assuming the DOA is a discrete random variable with a known a priori pdf, the beamformer balances the use of observed data and a priori knowledge about the source DOA. A simple approximation to the a posteriori pdf allows for a straightforward implementation that is somewhat more complex than an LCMV beamformer but considerably less complex than the data driven beamformers. The main components of the approximate Bayesian beamformer are a set of MVDR beamformers and MV spatial spectral estimators. A sample matrix inversion implementation was discussed, but it can also be easily implemented using LMS or RLS.
Performance of the Bayesian beamformer was compared with MVDR, LCMV, and data-driven beamformers. For high SNR, the Bayesian beamformer places more emphasis on the observations, and it has nearly the same performance as the more computationally complex DF-based and subspace beamformers. At low SNR, the Bayesian beamformer relies on the a priori knowledge about the DOA interval. Rather than trying to estimate the DOA, it forms a wide beam that is tolerant of DOA uncertainty that is similar to the LCMV beamformers. However, since each of the individual MVDR beamformers in the Bayesian beamformer employ only one directional constraint, adaptive degrees of freedom for interference suppression are not sacrificed as in the LCMV beamformers.
