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Abstract
We consider pseudo-unitary quantum systems and discuss various properties of pseudo-
unitary operators. In particular we prove a characterization theorem for block-diagonalizable
pseudo-unitary operators with finite-dimensional diagonal blocks. Furthermore, we show
that every pseudo-unitary matrix is the exponential of i =
√−1 times a pseudo-Hermitian
matrix, and determine the structure of the Lie groups consisting of pseudo-unitary ma-
trices. In particular, we present a thorough treatment of 2 × 2 pseudo-unitary matrices
and discuss an example of a quantum system with a 2 × 2 pseudo-unitary dynamical
group. As other applications of our general results we give a proof of the spectral theorem
for symplectic transformations of classical mechanics, demonstrate the coincidence of the
symplectic group Sp(2n) with the real subgroup of a matrix group that is isomorphic to
the pseudo-unitary group U(n, n), and elaborate on an approach to second quantization
that makes use of the underlying pseudo-unitary dynamical groups.
1 Introduction
Past two years have witnessed a growing interest in pseudo-Hermitian Hamiltonians, [1] – [13].
Initially, the concept of a pseudo-Hermitian operator was developed to describe the mathe-
matical structure of (the possibly non-unitary) PT -symmetric quantum systems, [1, 2]. Then
it became clear that any diagonalizable Hamiltonian that admitted a symmetry generated by
∗E-mail address: amostafazadeh@ku.edu.tr
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an invertible antilinear operator was necessarily pseudo-Hermitian, [3, 9]. The intriguing spec-
tral properties of pseudo-Hermitian Hamiltonians generalize to the class of block-diagonalizable
Hamiltonians with finite-dimensional blocks [6], so does the connection with antilinear symme-
tries [10]. Among the most important outcomes of the study of pseudo-Hermitian Hamiltonians
is the recent solution of the old problem of constructing invariant positive-definite inner prod-
ucts on the solution space of the Klein-Gordon-type equations, [14, 15].
A quantum system with a (time-independent) pseudo-Hermitian Hamiltonian has neces-
sarily a pseudo-unitary evolution. Pseudo-unitary quantum systems with a two-dimensional
Hilbert space provide the simplest nontrivial examples of such systems. As shown in Ref. [14],
a classical simple harmonic oscillator is equivalent to a pseudo-unitary quantum system with a
two-dimensional Hilbert space. Recently Ahmed and Jain [11, 12] and Ahmed [13] have con-
sidered the application of certain 2× 2 pseudo-Hermitian matrices in statistical mechanics and
elaborated on the fact that they form a Lie algebra.
The purpose of this article is three fold. First, we use the method of Ref. [6] to obtain a
characterization of the block-diagonalizable pseudo-unitary operators having finite-dimensional
diagonal blocks. Next, we confine our attention to pseudo-unitary matrices and show that
they are obtained by exponentiating pseudo-Hermitian matrices. This is a nontrivial result,
because, for a fixed η, not every η-pseudo-unitary matrix is the exponential of i =
√−1 times
an η-pseudo-Hermitian matrix. Finally, we emphasize that unlike the set of η-pseudo-unitary
operators (with a fixed η), the set of all pseudo-unitary operators does not form a group. If the
Hilbert space in which these operators act is finite-dimensional, then the group of η-pseudo-
unitary operators is isomorphic to one of the groups U(n) or U(n,m) for some m,n ∈ Z+. For
example, the Lie algebra of the pseudo-unitary matrices constructed in Ref. [11] is isomorphic
to u(1, 1). This follows from the fact that the corresponding inner product is indefinite; there
is no need to go through the calculation of the structure constants as done in Ref. [11].
The article is organized as follows. In section 2, we present a brief discussion of some
basic properties of pseudo-unitary operators and their relevance to symplectic transformations.
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In section 3, we explore block-diagonalizable pseudo-unitary operators with finite-dimensional
diagonal blocks. In section 4, we use the results of sections 2 and 3 to study pseudo-unitary
matrices. In section 5, we offer a thorough discussion of the 2× 2 pseudo-unitary matrices. In
section 6, we study an application of our general results for a quantum system with a pseudo-
unitary dynamical group and elaborate on the relation between the choice of the dynamical
group and the issue of second quantization. Finally, in section 7, we provide a survey of our
main results and present our concluding remarks.
2 Pseudo-Hermitian and Pseudo-Unitary operators
By definition [1], a linear operator H : H → H acting in a Hilbert space H is said to be
pseudo-Hermitian if there exists a linear, invertible, Hermitian operator η : H → H such that
H† = ηHη−1. (1)
For a given pseudo-Hermitian operator H , the operator η satisfying (1) is not unique [7, 14].
Each choice of η determines a possibly indefinite inner product (a pseudo-inner product) on H,
namely
〈〈ψ, φ〉〉η := 〈ψ|ηφ〉, (2)
where ψ, φ ∈ H, and 〈 | 〉 is the original inner product of H. Conversely, every pseudo-inner
product on H has the form (2). As a result, η is sometimes called a metric operator.
If we make a particular choice for η, we say that H is η-pseudo-Hermitian. In this case,
it is Hermitian with respect to the inner product 〈〈 , 〉〉η. Therefore, the study of η-pseudo-
Hermitian operators is equivalent to the study of Hermitian operators in a vector space with an
indefinite metric [16]. The application of the latter in quantum physics dates back to the 1940s
[17]. See also [18, 19]. As emphasized in [19], there is an important distinction between the
concept of pseudo-Hermiticity, where one does not fix the inner product and has the freedom
of choosing it, and the well-studied notion of η-pseudo-Hermiticity.
We can express the defining condition (1) in the form H♯ = H where H♯ := η−1H†η is the
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η-pseudo-adjoint of H . Using the latter one can also define the notion of an η-pseudo-unitary
operator U : H → H by requiring that U satisfies U ♯ = U−1.
Definition: A linear invertible operator U : H → H is said to be pseudo-unitary if there
exists a linear, invertible, Hermitian operator η : H → H such that U is η-pseudo-unitary,
i.e.,
U † = ηU−1η−1. (3)
Similarly to the case of pseudo-Hermitian operators, η is not unique. If we make a choice for
η, we say that U is η-pseudo-unitary. In this case it is not difficult to show that U leaves the
pseudo-inner product 〈〈 , 〉〉η invariant. This is easily seen by writing (3) in the form
U †ηU = η, (4)
and using (2) and (4) to check that
〈〈Uψ, Uφ〉〉η = 〈〈ψ, φ〉〉η, ∀ψ, φ ∈ H. (5)
Given an η-pseudo-Hermitian operator H one can construct a one-parameter family of η-
pseudo-unitary operators, namely U(t) = e−itH with t ∈ R.
Proposition 1: Let ǫ ∈ R+, t ∈ (−ǫ, ǫ), H : H → H be a t-independent linear operator
acting in a Hilbert space H, U(t) := e−itH , and η : H → H be a t-independent Hermitian,
invertible, linear operator. Then H is η-pseudo-Hermitian if and only if U(t) is η-pseudo-
unitary for all t ∈ (−ǫ, ǫ).
Proof: Suppose that H is η-pseudo-Hermitian, then a direct application of Eqs. (1),
U(t)† = eitH
†
, and U(t)−1 = eitH shows that U(t) satisfies (3), i.e., it is η-pseudo-unitary.
Conversely, let U(t) be η-pseudo-unitary for all t ∈ (−ǫ, ǫ). Then substituting U(t) for U
in Eq. (3), taking the derivative of both sides with respect to t, and setting t = 0 in the
resulting expression, we find that H satisfies (1), i.e., it is η-pseudo-Hermitian. 
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Because U(t) may be identified with the evolution operator for a quantum system having H as
its Hamiltonian, a quantum system with a time-independent Hamiltonian has a pseudo-unitary
evolution if and only if the Hamiltonian is pseudo-Hermitian, [14].
The one-parameter family U(t) clearly forms an Abelian Lie group under composition. This
is indeed a subgroup of the group Uη(H) of all η-pseudo-unitary operators. The latter forms a
group because for any pair U1, U2 : H → H of η-pseudo-unitary operators,
(U−11 U2)
† = U †2(U
†
1)
−1 = ηU−12 η
−1(ηU−11 η
−1)−1 = ηU−12 η
−1ηU1η
−1 = η(U−11 U2)
−1η−1.
Therefore Uη(H) is a subgroup of the group GL(H) of all invertible linear transformations
acting in H. In [11], the authors considered this group for the case H = Cn. They call it
‘the pseudo-unitary group’. This terminology is rather misleading as it does not reflect the
important fact that a particular choice for η has been made. In fact, it is not true that the
product of any two pseudo-unitary operators V1 and V2 is pseudo-unitary. This is because they
may belong to Uη(H) with different η. This observation calls for a more careful study of the
structure of the set U(H) := ∪η Uη(H) of all pseudo-unitary operators acting in H.
In the remainder of this section we discuss two simple properties of pseudo-unitary operators
that will be of future use.
Proposition 2: Let η1 be a Hermitian, invertible, linear operator acting in a Hilbert
space H, A : H → H, U1 : H → H be invertible linear operators, U2 := A−1U1A and
η2 := A
†η1A. Then U1 is η1-pseudo-unitary if and only if U2 is η2-pseudo-Hermitian.
Proof: First note that the defining condition (3) may be written in the form Uη−1U †η =
I, where I is the identity operator. Then a simple calculation shows that
U2η
−1
2 U
†
2η2 = A
−1U1AA
−1η−11 A
−1†A†U1A
−1†A†η1A = A
−1(U1η
−1
1 U
†
1η1)A.
Therefore, U1η
−1
1 U
†
1η1 = I if and only if U2η
−1
2 U
†
2η2 = I. 
Proposition 3: Let U1 : H → H be a pseudo-unitary operator acting in a Hilbert
space H and u be an eigenvalue of U . Then 1/u∗ is also an eigenvalue of U . In other
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words, eigenvalues of U are either unimodular (|u| = 1) or they come in inverse-complex-
conjugate pairs (u, 1/u∗).
Proof: Let |u〉 be an eigenvector of U with eigenvalue u, i.e., U |u〉 = u|u〉. Acting both
sides of (4) on u−1|u〉, we find U †η|u〉 = u−1η|u〉. Because η is invertible, η|u〉 6= 0.
This in turn means that u−1 is an eigenvalue of U †. But the eigenvalues of U † are
complex-conjugates of those of U . Therefore, u−1∗ = 1/u∗ is an eigenvalue of U . If
u = 1/u∗, u is unimodular; otherwise (u, 1/u∗) is a pair of distinct inverse-complex-
conjugate eigenvalues. 
As a straightforward application of Proposition 3, consider the case that H = C2m, for some
m ∈ Z+, and endow C2m with the metric operator
η
J
:= iJ, (6)
where J : C2m → C2m has the following matrix representation in the standard orthonormal
basis of C2m.
J =
(
0m −1m
1m 0m
)
. (7)
Here 0m and 1m are respectively the m×m zero and identity matrices respectively. According
to (6) and (7), the operator η
J
has a Hermitian matrix representation in an orthonormal basis,
and η2
J
= 1. Hence η
J
is indeed a Hermitian invertible (metric) operator acting in C2m
Next, observe that the operator J restricted to R2m yields the usual symplectic form [20]
on R2m. The associated symplectic transformations coincide with real 2m × 2m matrices S
satisfying [20]
St J S = J, (8)
where St stands for the transpose of S. We can view the symplectic transformations S as linear
operators acting in C2p. Then the condition that they admit real matrix representations (in
the standard basis) takes the form
T S T = S, (9)
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where T is the (time-reversal) operator defined by ∀~z ∈ C2p, T~z = ~z∗. Making use of (6) and
the fact that T−1 = T and S† = St, we can respectively express the defining relations (8) and
(9) of the symplectic transformations S as
S†η
J
S = η
J
, (10)
[S, T ] = 0. (11)
Because T is an antilinear Hermitian invertible operator, according to Theorem 2 of Ref. [3],
Eq. (11) implies that S is a pseudo-Hermitian operator. Furthermore, Eq. (10) means that S
is in addition a pseudo-unitary operator.
In view of Proposition 3 and the spectral characterization theorem for pseudo-Hermitian
operators [1, Theorem 2], the fact that symplectic transformations are both pseudo-Hermitian
and pseudo-unitary leads to the following well-known spectral theorem for symplectic transfor-
mations [20].
Theorem 1: Let λ be an eigenvalue of a symplectic transformation S, then so are λ∗,
1/λ, and 1/λ∗.
Proof: Because S is pseudo-unitary 1/λ∗ is an eigenvalue. Because it is pseudo-Hermitian
λ∗ and (1/λ∗)∗ = 1/λ are eigenvalues. 
3 Block-Diagonalizable Pseudo-Unitary Operators with
Finite-Dimensional Diagonal Blocks
Consider an operator U : H → H acting in a Hilbert space H and having a discrete spectrum.
Then U is said to be block-diagonalizable with finite-dimensional diagonal blocks [6] if it can
be expressed in the form
U =
∑
n
dn∑
a=1
(
un
pn,a∑
i=1
|ψn, a, i〉〈φn, a, i|+
pn,a−1∑
i=1
|ψn, a, i〉〈φn, a, i+ 1|
)
, (12)
where n is the spectral label, un are the eigenvalues of U , dn is the geometric multiplicity of un,
a ∈ {1, 2, · · · , dn} is a degeneracy label, pn,a is the dimension of the Jordan block associated
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with the labels n and a (These are called the Jordan dimensions [6]), and {|ψn, a, i〉, |φn, a, i〉}
is a complete biorthonormal system satisfying
〈ψn, a, i|φm, b, j〉 = δmnδabδij ,
∑
n
dn∑
a=1
pn,a∑
i=1
|ψn, a, i〉〈φm, b, j| = 1. (13)
In view of (12) and (13),
U |ψn, a, 1〉 = un|ψn, a, 1〉, U †|φn, a, pn,a〉 = u∗n|φn, a, pn,a〉, (14)
i.e., |ψn, a, 1〉 are the eigenvectors of U and |φn, a, pn,a〉 are the eigenvectors of U †. Clearly, the
eigenvalues of U † are complex-conjugates of those of U , and if U is invertible the eigenvalues
un do not vanish.
Lemma 1: Let U : H → H be an invertible operator acting in a Hilbert space H and
z ∈ C− {0}. Then for all ℓ ∈ Z+,
kernel[(U−1 − z−1)ℓ] = kernel[(U − z)ℓ]. (15)
Proof: This identity follows by induction over ℓ. For ℓ = 1, we have
|ξ〉 ∈ kernel[U−1 − z−1] ⇔ (U−1 − z−1)|ξ〉 = 0
⇔ zU(U−1 − z−1)|ξ〉 = 0
⇔ (z − U)|ξ〉 = 0
⇔ |ξ〉 ∈ kernel[U − z], (16)
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where we have used the fact that zU is an invertible operator. (16) shows that (15) holds
for ℓ = 1. Now, suppose (15) holds for some ℓ = k ∈ Z+. Then
|ξ〉 ∈ kernel[(U−1 − z−1)k+1] ⇔ (U−1 − z−1)k(U−1 − z−1)|ξ〉 = 0
⇔ (U−1 − z−1)|ξ〉 ∈ kernel[(U−1 − z−1)k]
⇔ (U−1 − z−1)|ξ〉 ∈ kernel[(U − z)k]
⇔ (U − z)k(U−1 − z−1)|ξ〉 = 0
⇔ zU(U − z)k(U−1 − z−1)|ξ〉 = 0
⇔ (U − z)k(z − U)|ξ〉 = 0
⇔ |ξ〉 ∈ kernel[(U − z)k+1].
Therefore, (15) holds for ℓ = k + 1; by induction, it holds for all ℓ ∈ Z+. 
Theorem 2: Let U : H → H be an operator acting in a Hilbert space H and having a
discrete spectrum. Suppose that U is block-diagonalizable with finite-dimensional diag-
onal blocks so that (12) holds. Then U is pseudo-unitary if and only if the eigenvalues
un of U are either unimodular (i.e., |un| = 1) or they come in inverse-complex-conjugate
pairs (un, 1/u
∗
n) and that the geometric multiplicity and the Jordan dimensions for the
inverse-complex-conjugate eigenvalues coincide.
Proof: Suppose that U is pseudo-unitary. Then, according to Proposition 3 the eigenval-
ues of U are either unimodular or they come in inverse-complex-conjugate pairs. Suppose
that un and 1/u
∗
n form a pair of distinct inverse-complex-conjugate eigenvalues. In or-
der to show that they have the same geometric multiplicity and Jordan dimensions we
prove that for all ℓ ∈ Z+, kernel(U − un)ℓ and kernel(U − 1/u∗n)ℓ have the same (finite)
dimension. To see this, first note that U and U † have the same Jordan block structure; in
view of (12), for all ℓ ∈ Z+, kernel(U − un)ℓ and kernel(U † − u∗n)ℓ have the same (finite)
dimension. Hence they are isomorphic as vector spaces. Next, we use the fact that η is
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an invertible operator to establish the isomorphism between kernel(U † − u∗n)ℓ and
kernel[η−1(U † − u∗n)ℓη] = kernel[(η−1U †η − u∗n)ℓ]
= kernel[(U−1 − u∗n)ℓ]
= kernel[(U − 1/u∗n)ℓ].
Here we have made use of the defining relation (3) and the identity (15) of Lemma 1. This
completes the proof that for all ℓ ∈ Z+, kernel(U−un)ℓ is isomorphic to kernel(U−1/u∗n)ℓ.
Therefore, they have the same (finite) dimension.
Next, suppose that U has unimodular and/or inverse-complex-conjugate pairs of eigen-
values with identical geometric multiplicity and Jordan dimensions. Then U may be
expressed as
U =
∑
ν0
dν0∑
a=1

uν0
pν0,a∑
i=1
|ψν0, a, i〉〈φν0, a, i|+
pν0,a−1∑
i=1
|ψν0 , a, i〉〈φν0, a, i+ 1|

+
∑
ν
dν∑
a=1
[
pν,a∑
i=1
(
uν |ψν+, a, i〉〈φν+, a, i|+ 1
u∗ν
|ψν−, a, i〉〈φν−, a, i|
)
+
pν,a−1∑
i=1
(|ψν+, a, i〉〈φν+, a, i+ 1|+ |ψν−, a, i〉〈φν−, a, i+ 1|)
]
, (17)
where we have set n = ν0, ν+, or ν− depending on whether |un| = 1, |un| > 1, or |un| < 1
respectively, and used ν to denote the common value of ν+ and ν−. In order to show
that U , as given by (17), is pseudo-unitary we construct a Hermitian, invertible, linear
operator η satisfying (3) or equivalently (4). Consider the ansatz
η =
∑
ν0
dν0∑
a=1
pν0,a∑
i,j=1
zν0,a,i,j|φν0, a, i〉〈φν0, a, j|+
∑
ν
dν∑
a=1
pν,a∑
i,j=1
(
ζν,a,i,j|φν−, a, j〉〈φν+, a, i|+ ζ∗ν,a,i,j|φν+, a, i〉〈φν−, a, j|
)
, (18)
where zν0,a,i,j and ζν,a,i,j are complex coefficients and
z∗ν0,a,i,j = zν0,a,j,i. (19)
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The latter relation ensures that η is Hermitian. Now, impose the condition (4). Sub-
stituting (17) and (18) in (4) and using the biorthonormality and completeness relations
(13), we find after a quite lengthy calculation that zν0,a,i,j and ζν,a,i,j are solutions of the
following equations for u = uν0, p = pν0,a and u = uν , p = pν,a, respectively.
x1,i = xi,1 = 0, ∀i ∈ {1, 2, · · · , p− 1}, (20)
u xi−1,j + u
−1xi,j−1 + xi−1,j−1 = 0, ∀i, j ∈ {2, · · · , p}. (21)
It turns out that these equations have the following exact solution:
xi,j =


0 for i+ j ≤ p
∑i+j−p
k=1
(
i− k − 1
p− j − 1
)
(−1)i−kup+i−j−kxk,p for j < p < i+ j,
(22)
where for all r, s ∈ Z+ with r ≤ s
(
s
r
)
:=
s!
r!(s− r)! ,
and xk,p with k ∈ {1, 2, · · · , p} are arbitrary complex numbers. We have obtained the
solution (22) by a tedious inspection scheme and checked its validity by direct substitution
in (21); it clearly satisfies (20). It is important to note that according to (22), xi,j form
a p× p matrix x of the form
x =


0 0 0 · · · 0 0 x1,p
0 0 0 · · · 0 x2,p−1 x2,p
0 0 0 · · · x3,p−2 x3,p−1 x3,p
...
...
...
...
...
...
...
...
...
0 0 xp−2,3 · · · xp−2,p−2 xp−2,p−1 xp−2,p
0 xp−1,2 xp−1,3 · · · xp−1,p−2 xp−1,p−1 xp−1,p
xp,1 xp,2 xp,3 · · · xp,p−2 xp,p−1 xp,p


. (23)
In view of (22) all the entries of x are determined in terms of the entries in the last
column. For example, we have
xi,p−i+1 = (−1)i−1u2(i−1)x1,p, ∀i ∈ {1, 2, · · · , p}. (24)
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Moreover note that the determinant of x is up to a sign the product of the entries (24).
Therefore, x is an invertible matrix provided that x1,p 6= 0 and u 6= 0. Next, consider the
case that u is unimodular and seek for the solutions (22) that make x Hermitian, i.e., find
solutions for (20) and (21) subject to the condition
x∗i,j = xj,i. (25)
Imposing this condition on the solution (22) restricts the choice of the initially free entries,
namely xi,p. For example, setting i = p and j = 1 in (22) or alternatively setting i = p
in (24), we find xp,1 = (−1)p−1u2(p−1)x1,p. Now, using (25) which implies xp,1 = x∗1,p, we
find
x1,p = ±
√
(−1)p−1 u1−pρ, (26)
where ρ = |x1,p| is an arbitrary nonnegative real number. A similar analysis shows that
the condition (25) leads to similar restrictions on the choices of xi,p with i > 1. But these
restrictions do not lead to any contradictions, i.e., (25) can always be satisfied. Indeed
there are infinitely many solutions of the form (22) that fulfil (25). In particular, if we
choose |u| = 1 and ρ 6= 0, the matrix x is an invertible Hermitian matrix. Setting u = uν0,
we have a set of solutions zν0,a,i,j of (20) and (21) that respect the condition (19) and that
the matrices zν0,a formed out of zν0,a,i,j are invertible. Similarly, setting u = uν we have a
set of solutions ζν,a,i,j of (20) and (21) such that the matrices ζν,a formed out of ζν,a,i,j are
also invertible. The existence of these solutions is equivalent to the existence of a linear
operator η of the form (18) that satisfies (4) and is Hermitian and invertible. The inverse
of η is given by
η−1 =
∑
ν0
dν0∑
a=1
pν0,a∑
i,j=1
z˜ν0,a,i,j|ψν0, a, i〉〈ψν0, a, j|+
∑
ν
dν∑
a=1
pν,a∑
i,j=1
(
ζ˜ν,a,i,j|ψν−, a, j〉〈ψν+, a, i|+ ζ˜∗ν,a,i,j|ψν+, a, i〉〈ψν−, a, j|
)
, (27)
where z˜ν0,a,i,j are the entries of the matrix z
−1
ν0,a
, and ζ˜ν,a,i,j are those of ζ
−1†
ν,a . One can check
by direct calculation that η−1η = 1. This completes the proof of the pseudo-unitarity of
12
U . 
4 Pseudo-Unitary Matrices
According to Theorem 2, a square matrix U is pseudo-unitary if its eigenvalues are either
unimodular or they come in inverse-complex-pairs and that geometric multiplicity and the
Jordan dimensions of the latter are identical. A direct consequence of this observation is the
following.
Proposition 4: Every pseudo-unitary matrix U has a unimodular determinant, i.e.,
| detU | = 1.
Proof: This follows from the fact that in the Jordan canonical form of U the nonuni-
modular entries come is inverse-complex-conjugate pairs, (un, 1/u
∗
n). Hence their product
which yields detU is unimodular. 
According to this proposition the set U(Cn) of all n× n pseudo-unitary matrices is a subset of
the group
ΣL(n,C) := {g ∈ GL(n,C)| | det g| = 1}, (28)
of n × n matrices with unimodular determinant. We shall call ΣL(n,C) the pseudo-special
groups. As a subset of GL(n,C), ΣL(n,C) is the inverse image of the group U(1) under the
homomorphism det : GL(n,C)→ GL(1,C). Therefore, ΣL(n,C) is a subgroup of GL(n, C). In
fact, it is not difficult to show that ΣL(n,C) is isomorphic to the product group U(1)×SL(n,C).
Note however that not every element of the pseudo-special groups is pseudo-unitary. For
example let g be a 2 × 2 diagonal matrix with diagonal entries 2i and −i/2. Clearly, det g =
1 ∈ U(1), so g ∈ ΣL(2,C). But, (2i)−1∗ = i/2 6= −i/2. Hence the eigenvalues 2i and −i/2
are not inverse-complex-conjugates, and g is not pseudo-unitary. In general, U(Cn) is a proper
subset of ΣL(n,C).
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Next, consider the group Uη (Cn) for a fixed Hermitian invertible n× n matrix η. We recall
Sylvester’s law of inertia according to which η satisfies
η = A†ηp,qA, (29)
where A is some invertible n× n matrix and ηp,q is a diagonal matrix of the form
ηp,q = diag(−1,−1, · · · ,−1, 1, 1, · · · , 1), (30)
which has p negative and q := n− p positive entries.
Proposition 5: Let η be an n × n Hermitian and invertible matrix. Then the group
Uη(Cn) is isomorphic to the ‘pseudo-unitary’ group
U(p, q) :=
{
g ∈ GL(n,C)|g†ηp,qg = ηp,q
}
= Uηp,q (Cn),
for some p ∈ {0, 1, · · · , n} and q := n− p.1
Proof: Setting U2 = U , η2 = η, and η1 = ηp,q in Proposition 2, we see that U ∈ Uη (Cn)
if and only if U1 := AUA
−1 ∈ U(p, q). Hence, Uη (Cn) = A−1U(p, q)A. Because the
conjugation iA : GL(n,C)→ GL(n,C) defined by iA(g) := A−1gA is an automorphism of
the group GL(n,C) that maps Uη (Cn) onto U(p, q), the subgroups Uη (Cn) and U(p, q)
are isomorphic. 
According to Proposition 5, the pseudo-unitary groups Uη(Cn) are isomorphic to and ob-
tained from the classical groups U(p, q) (or U(n)) by conjugation; Uη(Cn) = A−1U(p, q)A for
some A ∈ GL(n,C). Therefore, the set U(Cn) may be viewed as the union of the orbits of
the subgroups U(p, q) under conjugation in GL(n,C). Obviously these orbits, which accord-
ing to Proposition 4 lie in the pseudo-special group ΣL(n,C), are not disjoint. For example,
eiH ∈ U(Cn) belongs to both Uη1(Cn) and Uη2(Cn), if H is both η1- and η2-pseudo-Hermitian.
The latter holds if and only if η2 = A
†η1A for some A ∈ GL(n,C) commuting with H , [7].
Another simple consequence of Proposition 5 is the following.
1Note that U(0, n) = U(n).
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Corollary: Let m ∈ Z+. Then the group Sp(2m) of symplectic transformations of
R2m is isomorphic to the real subgroup of (a matrix group that is isomorphic to) the
pseudo-unitary group U(m,m).
Proof: According to the argument given above Theorem 1, Sp(2m) may be identified
with the subgroup of Uη
J
(C2m) consisting of real matrices. It is not difficult to show that
the spectrum of η
J
consists of −1 and 1 each with multiplicity m. Hence according to
Proposition 5, Uη
J
(C2m) is isomorphic to U(m,m), and Sp(2m) is isomorphic to the real
subgroup of this group. 
Note also that according to the argument used in the above proof of Theorem 1 and the spectral
characterization theorems for pseudo-Hermitian and pseudo-unitary operators (i.e., Theorem 1
of Ref. [6] and Theorem 2 above), given an eigenvalue λ of a symplectic transformation S ∈
Sp(2m), the eigenvalues λ∗, 1/λ, and 1/λ∗ have the same geometric multiplicity and Jordan
dimensions as λ. This in particular proves the well-known fact that S has a unit determinant.
In particular, Sp(2m) may be identified with the real subgroup of (a matrix group that is
isomorphic to) SU(m,m).
Next, we state and prove the following lemma.
Lemma 2: Let p ∈ Z+, E ∈ C, and h be a p× p matrix of the Jordan form
h = E1p + ap, (31)
where 1p is the p× p identity matrix and ap is the p× p matrix2
ap :=


0 1 0 · · · 0 0 0
0 0 1 · · · 0 0 0
...
...
. . .
. . .
. . .
...
...
...
0 0 0 · · · 0 1 0
0 0 0 · · · 0 0 1
0 0 0 · · · 0 0 0


. (32)
2ap provides an irreducible representation of the annihilation operator for a parafermion of order p− 1, [21].
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Then eih has the following canonical Jordan form,
eiE1p + ap. (33)
Equivalently, eiE is the unique eigenvalue of eih with geometric multiplicity 1 and algebraic
multiplicity p.
Proof: Using the fact that app = 0, we can easily compute
eih = eiE
p−1∑
ℓ=0
iℓaℓ
ℓ!
.
This is an upper triangular matrix with a single eigenvalue (namely eiE) and a single (lin-
early independent) eigenvector. Therefore its geometric multiplicity is 1 and its algebraic
multiplicity is p. 
Theorem 3: Every pseudo-unitary matrix U may be expressed as eiH for some pseudo-
Hermitian matrix H .
Proof: Let U be an n× n pseudo-unitary matrix. Clearly, U ∈ GL(n,C). Now, because
the exponential map for the group GL(n,C) is onto [22], there is a square matrix H such
that U = eiH . We can perform a similarity transformation H → H˜ := A−1HA that maps
H into its Jordan canonical form H˜. We then have
U = AeiH˜A−1. (34)
In view of Proposition 2 and Lemma 2, eiH˜ is pseudo-unitary, and its eigenvalues are of the
form eiEn where En are the eigenvalues of H˜ . Moreover the geometric multiplicity and the
Jordan dimensions of (the canonical Jordan form of) eiH˜ coincide with those of H˜ . Now,
because eiH˜ is pseudo-unitary, Theorem 2 implies that the eigenvalues eiEn of eiH˜ are either
unimodular or they come in inverse-complex-conjugate pairs with identical geometric
multiplicity and Jordan dimensions. First we consider the unimodular eigenvalues which
we denote by eiEν0 . Because 1 = |eiEν0 |2 = eiEν0e−iE∗ν0 , we have Eν0 − E∗ν0 = 2πkν0 for
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some kν0 ∈ Z. But the left-hand side of this equation is imaginary while its right-hand
side is real. This implies kν0 = 0. Hence Eν0 is real. Next, consider the eigenvalues e
iEν
that are not unimodular. These are paired with their inverse-complex-conjugate, namely
eiE
∗
ν . eiEν and eiE
∗
ν have the same geometric multiplicity dν and Jordan dimensions pν,a.
Because eiE
∗
ν is an eigenvalue of eiH˜ , according to Lemma 2 there is an eigenvalue E ′ν of
H˜ such that
eiE
∗
ν = eiE
′
ν , (35)
and that E ′ν has the same geometric multiplicity and Jordan dimensions as e
iE∗ν . Hence
the geometric multiplicity and Jordan dimensions of E ′ν are respectively dν and pν,a.
Furthermore, Eq. (35) implies E ′ν = E
∗
ν + 2πkν for some kν ∈ Z. Now, let Eν+ and Eν−
respectively denote the eigenvalues of H˜ with positive and negative imaginary part. In
view of the preceding argument, for each Eν+ there is an eigenvalue Eν− = E
∗
ν+ +2πkν+.
Furthermore all the eigenvalues with negative imaginary part may be obtained from the
eigenvalues with positive imaginary part in this way. Now, let H˜ ′ be the matrix obtained
from H˜ by replacing the eigenvalues Eν− with E
′
ν− := Eν− − 2πkν+ = E∗ν+. Then, by
construction, H˜ ′ has real and/or complex-conjugate pairs of eigenvalues, the latter having
identical geometric multiplicity and Jordan dimensions. In light of Theorem 1 of Ref. [6],
this implies that H˜ ′ is pseudo-Hermitian. One can also check that
eiH˜
′
= eiH˜ . (36)
Next, let
H ′ := AH˜ ′A−1. (37)
Clearly, H˜ ′ is the Jordan canonical form of H ′. In particular, H ′ is also pseudo-Hermitian.
Combining Eqs. (34), (36), and (37), we finally have
U = AeiH˜A−1 = AeiH˜
′
A−1 = eiAH˜
′A−1 = eiH
′
.
This completes the proof of the fact that U is the exponential of i times a pseudo-
Hermitian matrix. 
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Corollary 1: A square matrix U is pseudo-unitary if and only if −i lnU is pseudo-
Hermitian, i.e., U = eiH for a pseudo-Hermitian matrix H .
Proof: If U is pseudo-unitary, then according to Theorem 3 it is of the form eiH for some
pseudo-Hermitian matrix. If U = eiH for a pseudo-Hermitian matrix H , then setting
ǫ = 2, t = −1 in Proposition 1 we find that U = U(−1) is pseudo-unitary. 
Corollary 1 is rather surprising, for it is well-known that the exponential map is not onto for
pseudo-unitary groups such as U(1, 1), [22]. This does not however contradict the statement of
Corollary 1, because when one speaks of a pseudo-unitary group one fixes the operator η. What
has been done in the proof of Theorem 3 is to show that for a given pseudo-unitary operator
U there is an η such that U is η-pseudo-unitary and H := − lnU is η-pseudo-Hermitian. This
is not equivalent to the erroneous statement that given an η, −i lnU is η-pseudo-Hermitian for
every η-pseudo-unitary matrix U . The exponential map for the pseudo-unitary group Uη(Cn)
is generally not onto, but the exponential map for the set of all pseudo-unitary matrices is
onto. This is another demonstration of the importance of the difference between the notions
of η-pseudo-Hermiticity (respectively η-pseudo-unitarity) and pseudo-Hermiticity (respectively
pseudo-unitarity) [19].
5 2× 2 Pseudo-Unitary Matrices
In this section we shall study the case n = 2 in more detail. The following corollary of Theorem 3
yields the general form of 2× 2 pseudo-unitary matrices.
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Corollary 2: A 2× 2 matrix U is pseudo-Hermitian if and only if U = A−1DA where A
is an invertible 2×2 matrix and D is a matrix assuming one of the following three forms:
D1 =
(
eiθ 0
0 ei(ϕ−θ)
)
, θ, ϕ ∈ R, (38)
D2 =
(
reiθ 0
0 eiθ/r
)
, r ∈ R+, θ ∈ R, (39)
D3 =
(
eiθ 1
0 eiθ
)
, θ ∈ R. (40)
Proof: Block diagonalizing U we find a matrix D which is either diagonal or has the
form
D =
(
u 1
0 u
)
, (41)
where u ∈ C. According to Proposition 2, D is also pseudo-unitary. This together with
Theorem 3 imply that
– if D is diagonal, its eigenvalues are either both unimodular, i.e., D is of the form
(38), or they are inverse-complex-conjugate, i.e., D is of the form (39);
– If D has the form (41), then it has a single eigenvalue u which is necessarily uni-
modular. That is D is of the form (40). 
In order to demonstrate the utility of Theorem 3, here we include a direct proof of Corollary 2.
This proof involves the calculation of the matrices η whose general form is given in the proof
of Theorem 2.
A Direct Proof of Corollary 2: First consider the case that U is diagonalizable, then
the canonical Jordan form D = AUA−1 of U is diagonal. Clearly detD = detU and
according to Proposition 4 detU ∈ U(1). Hence | detD| = 1. This implies that D must
have the form
D =
(
ζ 0
0 eiϕ/ζ
)
, (42)
19
where ζ := r eiθ ∈ C − {0} and eiϕ ∈ U(1), i.e., r ∈ R+ and θ, ϕ ∈ R. Next, note that
in view of Proposition 2, U is η-pseudo-unitary if and only if D is A−1†ηA−1-pseudo-
unitary. This reduces the problem to finding the necessary and sufficient conditions on ζ
(alternatively r, θ) and ϕ that make D pseudo-unitary. Using the general form
η =
(
a ξ
ξ∗ b
)
, a, b ∈ R, ξ ∈ C, ab 6= |ξ|2, (43)
of the Hermitian matrix η and the fact thatD is η-pseudo-Hermitian for some η of the form
(43), i.e., D† = ηD−1η−1 or D†ηD = η, we find that for ξ = 0: r = 1 and D = D1, and for
ξ 6= 0: eiϕ = eiθ and D = D2. Next, consider the case that U is not diagonalizable. Then
D has the form (41). Again because D is pseudo-unitary, detD ∈ U(1). This implies
u ∈ U(1), i.e., u = eiθ for some θ ∈ R. Substituting this expression and the general
form (43) of η in D†ηD = η, we find that this equation can always be satisfied without
restricting θ. Therefore, in this case D = D3. 
The above analysis also yields the form of η for each of the cases considered:
1) For D = D1, there are two possibilities.
1.a) eiϕ 6= e2iθ: In this case, ξ = 0 and η has the diagonal form
η = η1 :=
(
a 0
0 b
)
, a, b ∈ R− {0}. (44)
Because a and b may have arbitrary sign, the group Uη1(C2) is isomorphic to either
U(2) or U(1, 1).
1.b) eiϕ = e2iθ: In this case, D = eiθI where I is the 2 × 2 unit matrix. Hence, there is
no restriction on η; it has the general form (43), and Uη(C2) is isomorphic to either
U(2) or U(1, 1).
2) If D = D2 with r = 1 we recover the case 1.b. If D = D2 and r 6= 1, then a = b = 0 and
η has the off-diagonal form
η = η2 :=
(
0 ξ
ξ∗ 0
)
, ξ ∈ C− {0}. (45)
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Because η2 is an indefinite matrix, Uη2(C2) is isomorphic to U(1, 1).
3) If D = D3. Then η has the general form
η = η3 :=
(
0 ±ire−iθ
∓ireiθ 0
)
, r ∈ R+, θ ∈ R, (46)
and Uη3(C2) is isomorphic to U(1, 1).
We can check that the above expressions for η are consistent with the general form of η as
given in the proof of Theorem 2. Furthermore, we can obtain the explicit form of the operator
H := −i lnU . In view of the identity U = A−1DA, it is not difficult to see that if we obtain an
operator HD satisfying D = e
iHD , then H = A−1HDA will satisfy U = e
iH . The following table
gives the operators HD and η for D = D1, D2, D3. Note that in this table θ, ϕ ∈ R, r ∈ R+,
a, b ∈ R−{0}, ξ ∈ C−{0}, and that the trivial case where D is proportional to the unit matrix
is omitted.
i Di HDi ηi
1
(
eiθ 0
0 ei(ϕ−θ)
) (
θ 0
0 ϕ− θ
) (
a 0
0 b
)
2
(
reiθ 0
0 eiθ/r
) (
θ − i ln r 0
0 θ + i ln r
) (
0 ξ
ξ∗ 0
)
3
(
eiθ 1
0 eiθ
) (
θ θ(eiθ − 1)−1
0 θ
) (
0 ±ire−iθ
∓ireiθ 0
)
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6 Pseudo-Unitary Dynamical Groups and the Harmonic
Oscillator
Suppose that H is a 2× 2 pseudo-Hermitian matrix serving as the (time-independent) Hamil-
tonian for a quantum system, U(t) := e−itH is the corresponding evolution operator, EH is the
set of all invertible Hermitian 2× 2 matrices η satisfying (1), and
UH :=
⋃
η∈EH
Uη(C2), GUH :=
⋃
η∈EH
GUη(C2),
where GU η(C2) denotes the Lie algebra of Uη(C2). Then clearly iH ∈ GUH and for all t ∈ R
U(t) ∈ UH . This in particular means that for each η ∈ EH , Uη(C2) serves as a dynamical group
for the quantum system, [23]. If H is diagonalizable with a real spectrum then the dynamical
group may be taken to be (isomorphic to) either U(2) or U(1, 1) (or one of their subgroups).
If H has (nonreal) complex eigenvalues or if it is not diagonalizable, then the dynamical group
is necessarily (isomorphic to a subgroup of) U(1, 1).3
A concrete example is provided by the classical equation of motion for a simple harmonic
oscillator of frequency ω,
x¨+ ω2x = 0, (47)
As explained in Refs. [4, 14], this equation is equivalent to the Schro¨dinger equation,
i~
d
dt
Ψ = HΨ, (48)
where
Ψ =:
(
x+ iλx˙
x− iλx˙
)
, H =:
~
2
(
λω2 + λ−1 λω2 − λ−1
−λω2 + λ−1 −λω2 − λ−1
)
, (49)
and λ ∈ R+ is a time scale. Clearly H is a traceless matrix. It is also easy to check that
detH ∈ R if and only if ω2 ∈ R. Therefore, according to Theorem 3 of Ref. [6], H is a pseudo-
Hermitian matrix provided that ω2 ∈ R. Furthermore, H is diagonalizable unless ω = 0.
3The generalization of this statement to arbitrary block-diagonalizable pseudo-Hermitian Hamiltonians with
finite-dimensional blocks is immediate. If the Hamiltonian is not diagonalizable or has complex eigenvalues,
then the dynamical groups that the system admits are necessarily (isomorphic to a subgroup of) U(p, q) with
p 6= 0 6= q.
22
In the following we shall only consider the case ω2 ∈ R.
For ω 6= 0, we can easily solve the eigenvalue problem and diagonalize H . The corresponding
diagonal matrix has the form HD = ~ωσ3 where σ3 is the diagonal Pauli matrix diag(1,−1).
Comparing the expression for HD with the results given in the above table, we see that HD
is η-pseudo-Hermitian with respect to a diagonal metric operator η of the form (44) provided
that ω2 > 0. In this case the system admits both the dynamical groups U(2) and U(1, 1).
If ω2 < 0, H is η-pseudo-Hermitian with respect to an off-diagonal metric operator η of the
form (45) and the system only admits the dynamical group U(1, 1). Finally for ω = 0, H is not
diagonalizable; U = eiH has the Jordan canonical form D3; it is η-pseudo-unitary for a metric
operator η of the form (46) and the system admits the dynamical group U(1, 1).4
For the case ω2 > 0, the freedom in the choice of the dynamical group is equivalent to
the choice of a positive-definite or an indefinite inner product on the space of solutions of the
equation (47), [14]. This freedom does not exist if ω2 ≤ 0.
Now, consider changing the parameter ω2 from a positive value down to a negative value. If
one adopts an indefinite (but possibly ω2-dependent) inner product, one can keep H Hermitian
with respect to this inner product and view the evolution operator as tracing a curve in the
dynamical group U(1, 1). The best-known example is the Klein-Gordon inner product that
corresponds to the choice η = σ3, and therefore is independent of the value of the parameter
ω2. However, if one initially adopts a (possibly ω2-dependent) positive-definite inner product,
one cannot maintain the Hermiticity of H with respect to this inner product once ω2 crosses
zero. The dynamical group undergoes an abrupt transition from the group U(2) to the group
U(1, 1). This transition may be identified with the change of the signature of the metric
(operator).
For ω2 > 0, one may endow the Hilbert space (C2) with a positive-definite invariant inner
product. In this case the system has a U(2) dynamical group and is physically equivalent to the
two-level spin system [23], i.e., a spin 1/2 particle interacting with a fixed magnetic field. The
4It is interesting to observe that the noncompact dynamical group U(1, 1) arises for the case that ω2 < 0
where Eq. (47) admits unbounded solutions.
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time-evolution is clearly unitary. This equivalence is destroyed once ω2 becomes nonpositive.
In this case the dynamical group is U(1, 1) and the system does not admit a unitary evolution
with respect to any positive-definite inner product on C2. For the case that ω2 > 0 one could as
well choose an indefinite invariant inner product (this is precisely what was done historically).
But such a choice leads to a non-unitary quantum system with a two-dimensional Hilbert
space and a U(1, 1) dynamical group. As is well-known the corresponding quantum harmonic
oscillator also has a U(1, 1) (or rather SU(1, 1)) dynamical group, [23]. Therefore, as far as the
dynamics is concerned the non-unitary system describing the dynamics of the classical oscillator
is equivalent to the unitary quantum harmonic oscillator.
For the case ω2 > 0 there are therefore two alternatives. One is to choose a positive-definite
invariant inner product which corresponds to the dynamical group U(2). The other is to choose
an indefinite invariant inner product which leads to the dynamical group U(1, 1).
Now, suppose that one wishes to keep the same dynamical group but insists on being able to
describe the dynamics using a unitary quantum system. In the first alternative this is already
the case. But in the second alternative one needs to use an infinite-dimensional Hilbert space,
because being a noncompact Lie group U(1, 1) does not admit a finite-dimensional unitary
representation. Therefore it is the demand for unitarity that leads to the quantization of the
oscillator. The latter is however not unique because U(1, 1) has inequivalent unitary irreducible
representations. This does not lead to any problems, because the dynamics always takes place
in the dynamical group [23]. As a result the dynamical aspects of all possible quantum systems
associated with the classical harmonic oscillator are equivalent.5
The above two alternative are also available in describing free Klein-Gordon fields (or more
generally Klein-Gordon fields interacting with a stationary magnetic field). The second alter-
native applies more generally even to the cases of interacting fields. It corresponds to Dirac’s
method of second quantization that forms the foundations of quantum field theories. The first
5Note that here ‘quantization’ does not means the canonical quantization which is unique in the sense that
the Weyl-Heisenberg algebra has a unique irreducible (projective) representation. It means defining the Hilbert
space as the representation space of a unitary irreducible projective representation of the dynamical group, and
representing the Hamiltonian as an element of the Lie algebra of the dynamical group.
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alternative was noticed quite recently, [14, 15, 24].6 Its advantage is to provide a genuine prob-
ability interpretation for first quantized Klein-Gordon fields [26]. Its main application is in
quantum cosmology [15].
7 Conclusion
In this article, we explored various properties of pseudo-unitary operators and proved a spectral
characterization theorem for the class of block-diagonalizable pseudo-unitary operators with
finite-dimensional blocks. We applied our results to clarify the structure of pseudo-unitary
matrices paying attention to the role of the inner product and the fact that it is not unique.
We showed that the relationship between Hermitian and unitary matrices generalize to the
pseudo-Hermitian and pseudo-unitary matrices. Specifically every pseudo-unitary matrix is
the exponential of i times a pseudo-Hermitian matrix.
We showed that the symplectic transformations of classical mechanics are certain pseudo-
unitary and pseudo-Hermitian operators. This led to a proof of the spectral theorem for
symplectic matrices and to the identification of the symplectic groups Sp(2n) with the real
subgroups of a matrix group that is isomorphic to the pseudo-unitary groups U(n, n). The de-
scription of the symplectic transformations in terms of pseudo-unitary and pseudo-Hermitian
operators suggests the possibility of the application of the latter in classical mechanics.7
Furthermore, we derived the canonical forms of arbitrary 2×2 pseudo-unitary matrices, and
studied the pseudo-unitary system describing a classical harmonic oscillator. For real nonzero
frequencies, this system admits both the dynamical groups U(2) or U(1, 1). If one imposes
the condition of the unitarity of the evolution, then the choice U(2) identifies the dynamics
of the oscillator with that of a two-level quantum system, and the choice U(1, 1) leads to
a quantization of the oscillator. This picture provides a rather interesting link between the
demand for unitarity and the need for (second) quantization.
6See however Refs. [25] that were brought to the author’s attention after the completion of this project.
7For a related discussion see [27].
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