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On the Ultimate Independence Ratio of a Graph 
GEl~A HAHN, PAVOL HELL AND SVATOPLUK POLJAK 
We study the ultimate independence ratio I(G) of a graph G, defined as the limit, as k-~=,  
of the sequence of independence ratios of the powers G k. We prove that I(H) <~ I(G) if there is 
a homomorphism of G to H. This allows us to prove that 1/x(G )<.I(G)<~ 1/xf(G), where 
x(G) and x/(G) are the chromatic and the fractional chromatic numbers of G, respectively. 
From this result we derive a number of consequences: we construct graphs with I(G) strictly 
between 1/z(G ) and i(G) (answering a question from an earlier paper). We estimate I(G) for 
some classes of graphs and, in some cases, we compute the exact value of I(G). In particular, 
we show that I(G) = I/2 for all bipartite graphs G. 
1. INTRODUCTION 
In this paper all graphs are simple, i.e. have no loops. A homomorphism of a graph 
G to a graph H is a mapping f: V(G)---~ V(H) such that f(u)f(v) E E(H) for any 
uv E E(G). We will write G--->H if there is a homomorphism of G to H. We consider 
the product of two disjoint graphs G and H to be the so-called cartesian product; that 
is, the graph G [] H = (V(G) x V(H), E) with E = {(u, x)(v, y) E V(G) × V(H): either 
u=v and xy~E(H), or uvEE(G) and x=y}. It is well known--and easy to 
see--that his product is commutative and associative (up to isomorphism). We define 
G t =G and, for k>l ,  put G k= GDG k-t. We denote by a (G) the  independence 
number of G, and by z(G) the chromatic number of G. The independence ratio of G is 
the fraction i(G) = a(G)/[V(G)[, and the ultimate independence ratio of G is defined as 
I(G) = lira,__,= i(G k) (the limit is known to exist; see below). If S is a subset of the 
vertex set of a graph G, we denote by I(S), i(S), a(S), etc., the corresponding 
parameters of the subgraph of G induced by S. 
The study of the ultimate independence ratio can be viewed in the spirit of 
investigating the limiting behaviour of graph parameters under graph products. For 
other parameters, and for other products, we mention the work in [4, 6-9]. 
The ultimate independence ratio was formally introduced in [5]. It's study was 
motivated by some results from [2], and initiated (in a more general context) in [10] 
and [11]. In particular, it was shown in [5] that the sequence i(G k) is decreasing and 
remains between i(G) and 1/z(G); hence it has a limit, and the limit, I(G), is also 
between those bounds. In this paper, we improve the upper bound to 1/zr(G). The 
fractional chromatic number zI(G) satisfies 1/zI(G) ~< i(G), and it is easy to construct 
graphs which have I(G)= 1/z I (G)~s while i(G)~ r, for any fixed r and s, with 
0 < s < r < 1. Thus the improvement this yields is arbitrarily high. It also allows us 
exactly to determine the value of I(G) when z (G)=zf (G) ;  in particular, when 
z(G) = oJ(G) [4]. Hence we fred I(G)= ½ for all bipartite graphs G. Only partial 
results about bipartite graphs were previously known [5, 11]. 
In the process of proving this upper bound we show that if there is a homomorphism 
of G to H, then I(H) ~ I(G). It is interesting to compare this result with the so-called 
'no-homomorphism lemma' of [2], which states that if there is a homomorphism of G 
to H and if H is vertex-transitive, then i(H) ~ i(G). Thus the additional restriction of 
vertex-transitivity of H is eliminated at the cost of replacing the independence ratios by 
their ultimate versions. 
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We also apply these techniques to estimate, and in some cases to evaluate xactly, 
the ultimate independence ratio of various classes of graphs. In particular, we treat the 
wheels and some Cayley graphs. 
In [5] it was remarked that in all cases in which I(G) was known it was equal either 
to i(G) or to 1/x(G). Thus the authors uggested the problem of constructing a graph 
G with 1/x(G) < I(G) < i(G). We construct such graphs by exploiting the new results, 
which allow us to calculate I(G) for additional classes of graphs. In particular, if G and 
H are graphs which admit both a homomorphism of G to H and a homomorphism of H 
to G, then I (H)= I(G). For instance, the graph G, obtained from the pentagon by 
adding one vertex and one edge connecting it to an arbitrary vertex of the pentagon, 
has, like the pentagon, I (G)= ~. This is strictly between the value of i(G)= ½ and 
1/z(G ) = ½. In fact, z = 1/zf(G). Recently, X. Zhu [12] constructed a graph Z with 
1/z(Z) < I(Z) < 1/zf(Z). (He also gave a better lower bound for I(G), related to the 
star-chromatic number of G.) However, we do not know the exact value of I(Z). In 
fact, the only exact values of I(G) currently known are i(G), 1/z(G ) or 1/zf(G ). It 
would be interesting to develop techniques to evaluate I(G) in other cases. In 
particular, we would like to know whether I(G) is always a rational number. 
2. HOMOMORPHISMS 
THEOREM 2.1. I f  there is a homomorphism of G to H, then 
I(I ) 1(c). 
We shall begin by proving two lemmas of independent interest. 
LEMMA 2.2. Let G be a subgraph of H. Then I(H)<~I(G). 
PROOF. Without loss of generality, we assume in this proof, and throughout the rest 
of the paper, that V(G) ={1, 2 . . . . .  n} and V(H) ={1, 2 . . . .  , m} (with n <~m) are the 
vertex sets of G and H, respectively. For each k/> 1, consider the subset Sk of V(H k) 
defined by 
Sk = {x: x~ <~ n for some i = 1 , . . . ,  k}, 
that is, the set of those vertices x = (x l , . . .  ,xk) of H k for which at least one 
co-ordinate x~ belongs to V(G). We claim that i(Sk) <~ i(G). 
In order to prove the claim, we partition Sk into Sk, l U Sk.2 U . . .  O Sk,k, and show 
that i(Sk,~) <~ i(G) for each i = 1 . . . .  , k. We define Sk,1 = {x: xl ~< n}, and Sk.i = {x: xi ~< n 
and xj > n for j = 1 . . . .  , i - 1}, i = 2 . . . .  , k. In other words, x belongs to Sk,~ just if i is 
its first co-ordinate with x~ ~< n. 
Now observe that each Sk,~ is the disjoint union of sets of the form 
{xl, • • •, x~-l, y, Xi+l, • • •, Xk): y = 1 , . . . ,  n}, 
where x~ . . . . .  x~_~, xi+l . . . .  , Xk are fixed and xj > n for ] < i. Note that each of these 
sets induces, in H k, a graph isomorphic to the subgraph of H induced by V(G). Since 
this subgraph contains G as a spanning subgraph, we have i(Sk.i) <~ i(G) for each i, and 
hence also i(Sk)<-i(G). This proves the claim. 
Observe that the complement of Sk in V(H k) contains (m-  n) k vertices. Now, 
clearly, 
[v(Hk)ksk[~ . . . .  ( l _n )  k. i(H  i(sk) + 
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Thus I (H)  <~ i(G), by taking the limit as k ~ ~. Note that this holds whenever G is a 
subgraph of H; thus we also have I (H' )  ~ i(G'), for any positive integer , since G" is a 
subgraph of H r. It is easy to see that I (H)= I(H'),  and hence I (H)~ i(G r) for all r. 
The desired conclusion follows by taking the limit as r ~ ~. [] 
Let G be a graph on n vertices and let Pl, • • •, P, be positive integers. We say that a 
graph H is a (P l , . . . ,  pn)-multiple of G if it is obtained by replacing each vertex xi of G 
by a set xil . . . . .  xip, of new vertices with an edge between x0 and xi 7. iff there is an edge 
between xi and xr in G. It is clear that if H is a multiple of G then H ~ G. A multiple 
is said to be p-regular if pl = . . .  ,p ,  =p;  a p-regular multiple can be__viewed as the 
lexicographic (wreath) product G x Kp of G with the independent set Kp. 
LEMMA 2.3. Let H be a multiple of  a graph G. Then I (G) = I(H). 
PROOF. We prove the lemma in two steps. 
(i) Assume first that H is a p-regular multiple of G and let S be a maximum 
independent set of G k. Then 
S' = {(xlj~, x2j2,-.., x~jk): (xl, .. . , Xk) ~ S and 1 <~jl,. . . ,Jk <-P} 
is an independent set of H k of size pC ]S[. Hence 
i (H k) >! IS'll(np ) k = ISIIn k = i( Gk), 
and I (H)  >>- I(G). Combining this with I (H)  <~ I(G) obtained from Lemma 2.2 (since G 
is a subgraph of H), we obtain I (G)  = I (H) in this case. 
(ii) Let H be an arbitrary (Pl . . . . .  pn)-multiple of G, and let p be the maximum of 
Pl . . . . .  pn. Let F be the regular p-multiple of G. By the preceding lemma, we have 
I (F) <~ I(H) <~ I(G) 
since G is a subgraph of H, and H is a subgraph of F. We have already proved that 
I (F) = I (G) in part (i) and so we conclude that I (G)  = I (H) = I(F). [] 
PROOF OF THEOREM 2.1. Let fbe  a homomorphism from G to H. Let F =f (G)  be 
the image of G. Let W be a p-regular multiple of F with p sufficiently large (p = IV(G)I 
is enough). Now F is a subgraph of H and G is a subgraph of W and so, by Lemma 2.2, 
I (H)  <~ I(F) and I (W)  <- I(G). 
Using Lemma 2.3, we obtain I (F) = I (W),  and hence I (H)  <~ I(G). [] 
COROLLARY 2.4. For any graph G, 
I(G) <~ llto(G), 
where to(G) denotes the size of  a maximum complete subgraph of  G. 
PROOF. For any maximum complete subgraph K of G, there is a homomorphism 
from K into G, and I (K)  = 1/IV(K)I for a complete graph K. [] 
It follows that we can exactly evaluate I (G)  for perfect graphs G. In fact, we have 
the following: 
COROLLARY 2.5. Let to(G) = z(G) .  Then I (G)  = 1/to(G). In particular, I (G)  = ½ if 
G is bipartite. 
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PROOF. This.follows from Corollary 2.4 and the lower bound I (G)  >>- 1/z(G). [] 
3. FRACTIONAL COLOURINGS 
A fractional colouring of a graph G is an assignment of non-negative r al weights to 
the independent sets of G so that the sum of the weights of all independent sets 
containing a given vertex is at least one. The total weight of a fractional colouring is the 
sum of the weights of all the independent sets. The fractional chromatic number zI(G) 
is the minimum total weight of a fractional colouring of G. It is well known, see below 
(cf., e.g., [4]), that zy(G) may be computed by a linear program. 
THEOREM 3.1. For any graph G, 
I /z (G ) <~ I (G) <~ I / z f (G  ). 
PROOF. AS a consequence of Theorem 2.1 we have that 
l (G i  <~ inf i(H), 
where the infimum is taken over all graphs H which have a homomorphism into G. In 
fact, the infimum can be replaced by the minimum, since it can be computed by the 
following linear program (P): 
rain t 




x;>~0 i=1 . . . . .  n. 
If f :  H---~ G is a homomorphism, then t = i(H) and x; = [f-l(vi)l/ lV(H)l is a feasible 
solution of (P). Conversely, let t and x~ = pJq,  i = 1 . . . .  , n, be an optimal solution of 
(P). (We know that there always is a rational optimum solution.) Let H be the 
(Pl . . . .  ,pn)-multiple of G. Then H--->G, H has q vertices, and t equals ~,~sX~ for 
some independent set S of G. Therefore i (H) = t, and so inf{i(H): H--* G} is computed 
by the program (P). 
Let t* be the optimum value of (P). Clearly, t* > 0 since ~%1 x~ = 1. We claim that 
t* = 1/zI(G ). Let J be the set of all independent sets in G and let us consider the dual 
program (D) of the program (P), which reads as follows: 
max Z 




We may also add a constraint z >0 since we know that z* = t* from the duality 
theorem of linear programming and we have already observed that t* > 0. 
Now, for each S E ,¢, define y~ by 
Y's = Ys/ Z 
Ultimate dependence ratio 257 
and note that this gives 
1/z = ~, Y's. 
S¢.~ 
The program (D) can now be rewritten as 
rain ~ y~ 
SE~ 
~y's>~l  i= l , . . . ,n ,  S~¢ 
iES 
y's>~O S ~ 
which is a program to compute the fractional chromatic number of G. [] 
EXAMPLE. A wheel Wk is a graph consisting of a cycle on vertices {1 . . . .  , k} and an 
additional vertex 0 that is adjacent o all the vertices of the cycle. As an application of 
Theorem 3.1, we shall give a tight upper bound on I(Ws). 
C~IM. ¼ ~ l(Ws) <~ ~. 
The lower bound comes from the fact that the chromatic number of W5 is 4. 
Solving the linear program (P) for the case of 14:5 we obtain an optimal solution of 
value t* -- 2, with Xo = z, and x~ = 71, i = 1 , . . . ,  5. This gives I(Ws) <~ 3. This upper 
bound can be significantly improved when considering W 2 instead of Ws. 
There are exactly three types of vertices in W2; namely, T~ ={(0, 0)}, T2 = 
{(0, i), (i, 0): 1 ~ i ~< 5} and T3 = {(i, j): 1 ~ i, j ~< 5}. These three classes correspond to 
the orbits of the automorphism group of W 2. We may assume, without loss of 
generality, that the variables of (P) corresponding to vertices of the same type have 
identical values, say 
a := xoo ,  b :xo i  = Xio = Xio and c := x~j. 
With this we can classify the independent sets S of W 2 by the triples Ps = 
(Psi, PS2, PS3) where Psi is the number of vertices of type i (that is, Psi = IS t_J T/I ) in the 
independent set S). Let us call a triple Ps = (Psi, Ps2, Ps3) the profile of S. Let us 
further say that a profile p = (Pl,P2,P3) is maximal if there is no other profile 
q = (q~, q2, q3)  such that qi ~>P~, i = 1, 2, 3, and Y. q~ > Y.p~. Clearly, it is sufficient o 
consider only those constraints of (D) which correspond to the independent sets of 
maximal profiles. It is not difficult to discover that there are exactly four distinct 
maximal profiles of independent sets; namely, (1, 0, 10), (0, 2, 8), (0, 3, 6) and (0, 4, 5). 
The corresponding independent sets are depicted in Figure 1. 
Let us consider the linear program obtained from (D) by taking only the constraints 
corresponding to maximal profiles, and identifying variables X0o := a, x0t := X~o := b, and 
x# := c, 1 ~< i, j ~< 5, as suggested above. We obtain the following: 
mint 
a +10c<~t 
2b + 8c <~ t
3b + 6c<-t 
4b + 5c<-t 
a + lOb + 25c = 1. 
258 G. Hahn et al. 
5 • • • • • 5 " ° • • 
4 " • • " • 4 • • • • " 
3"  • • • • 3 .  • • • o 
2 " • • • 2 • • • • • 
1 • • • • 1•  . . . . .  
Oo  . . . . .  O .  • . . . . .  
0 1 2 3 4 5 0 1 2 3 4 5 
(a) (b) 
5 . . . . .  • 5 . . . . .  • 
4"  • • • • 4"  • • e .  
3 . . . . .  • 3 •  . . . . .  
2•  o .  • • 2•  • • 
l o  . . . . .  l o  . . . . .  
O" • • • O"  • • • 
0 1 2 3 4 5  0 1 2 3 4 5  
(c) (d) 
FIGURE 1. Profi les of independent  sets of W2s: (a) profi le (1,0, 10); (b) profi le (0, 2, 8); (c) profi le (0, 3, 6); (d) 
profi le (0, 4, 5). 
An optimal solution of this program is a = ~, b = ~, c = ~ and t = ~. Hence 
1(14/5) <~ i(W~) <~ ~. [] 
CONJECTURE 3.2• l(W~,+~) = 41 for every odd wheel W2k+l. 
We have made an earlier conjecture that I(G) = 1/z(G ) for any graph with a vertex 
adjacent to all other vertices. This would imply the above conjecture. However, X. Zhu 
[12] has recently provided a counter-example to this stronger conjecture, using his 
improved lower bound for I(G). 
4• STRONGER UPPER BOUNDS 
In certain cases the upper bound of 1/xf(G ) can be improved. We shall mention two 
improvements, one for vertex transitive graphs, and another one that applies when any 
two maximum independent sets intersect. The common thread to both these improve- 
ments is the use of the parameter ak(G); that is, the number of vertices in a largest 
k-colourable subgraph of G. Thus for k = 1, al(G) is the independence number of G. 
There is a natural generalization of I(G) to Ik(G) = limr__,= ak(G')/IV(G)r. The work 
in [10, 11] includes an investigation of these limits, as does recent work of K. L. Collins. 
THEOREM 4.1.  
~o(G) = k. Then 
Let G be a vertex-transitive graph with n vertices and suppose that 
I(G) <~ ak(O)/kn. 
PROOF. Let S be a maximum independent set of G 2= O11 G and let Si = S A 
({i} x V(G)), i = 1 , . . . ,  n. If {il . . . . .  ik} is a complete subgraph of G, then it is easy to 
see that Si, O. • • U S~, induces a k-colourable subgraph of G; hence 
IS,, u . .•  u S~,l ~ a , , (G)  = =k. 
Since G is a vertex-transitive, ach vertex of G belongs to the same number of 
complete graphs of size k. Noting that S = $1 U $1 U- • • O S, we obtain, by summing all 
of the above inequalities, that c [SI ~< akC, where C is the total number of complete 
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subgraphs of size k, and c is the number of those containing a fixed vertex. Finally, we 
see easily that C = nc/k. Thus I (G)  <- i(G 2) = [S[/n 2 <~ ak/kn. [] 
PROPOSrnON 4.2. Let G be a graph with n vertices in which any two maximum. 
independent sets of  G intersect. Then I (G) <<- (a(G)  - 1)/(n - 1). 
Note that the assumption of the proposition is equivalent to or2 ~< 2or - 1. 
PROOF. Consider G k= G k-j []G for any k t>2. Let us denote by a k the size of 
maximum independent set of G k. Suppose that S is a maximum independent set in G k. 
For any y ~ V(G k-l) we have that IS A ({y} × V(G))[ ~< a and if yy' ~ E(G k-l) then 
{x: (y, x) E S} tq {x: (y', x) ~ S} = 0. 
Since any two maximum independent sets in G intersect, the maximum number of 
y ~ V(G k-l) such that IS fq (y x V(G))] = a is ak-l. Thus 
This leads to 
Solving the recurrence gives 
and so 
Thus, I (G) <<- (a - 1)/(n - 1). 
ISI ~ '~" ak - i  + (~ - 1 ) (n  k - I  - ak-l). 
ak <~ (a -- 1)n k-1 + ak-1. 
n - -a  ct--1 
a k <<. -k - - n  k 
n-1  n -1  
m 
~ n  -k  + - -  i( Gk ) n- -  a a 1 
n - -1  n - -1  
[] 
REMARK. For a vertex-transitive graph G the upper bounds i (G) and 1/zf (G ) are 
easily seen to coincide. Of the other bounds, letting k = to(G), Theorem 4.1 yields 
(ak/n)(1/k),  an improvement over Corollary 2.4, which only gives 1/k. In some cases 
in which Proposition 4.2 applies, it gives a better value. (This happens iff a 2 = 2~ - 1.) 
For instance, for the Petersen graph P, i (P)= 1/z f (P  ) = 4/10, (ak /n) (1 /k )= ~o < ~, 
and (a - 1)/(n - 1) = ~, the actual value of I(P). Results in this direction were already 
obtained in [1], where each i(P k) was evaluated, and in [11], where it was pro~,ed that 
I (G)  = 1 /z (G  ) whenever ak(G) = ka(G)  - 1 for each k. [] 
5. CAYLEY GRAPHS 
It has been shown by Zhou [11] that I (G) = i(G) if G is a Cayley graph of an abelian 
group F, of. also [5]. We prove here the stronger statement that any Cayley graph G of 
an abelian group is horn-regular; that is, that G2-->G. (It is shown in [5] that this 
implies that I (G) = i(G).) We also extend the class of graphs for which it is known that 
I (G)  = i(G). On the other hand, it has been shown in [3] that there exist Cayley graphs 
G for which i(G 2) < i (G) and hence I (G)  ~ i(G). (M. Perles has independently proved 
that there exist Cayley graphs G with I (G)~ i(G).) 
THEOREM 5.1. Let F be a group and S its subset not containing the identity and such 
that for every g E F, g- lSg c_ S and g ~ S iff g- i  ~ S. Let G be the Cayley graph of  F 
with symbol S. Then G is horn-regular. 
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PROOF. Define a mapping f :G2- - ,G  by f (g ,h )=gh.  We claim that f is a 
homomorphism. For let (u, v) be an edge of G 2. If uv is of the form u = (g, h) and 
v = (g, hs), s E S, g, h E F, then its image ( f (u) , f (v))  = (gh, ghs) is an edge of G by 
definition. If uv is of the form u = (g, h) and v = (gs, h), s ~ S, g, h ~ F, then its image 
( f (u) , f (v ) )=(gh,  gsh)=(gh, ghs') is an edge of G since h- l~h=s '~S by our 
assumption, and hence gsh = ghs'. [] 
COROLLARY 4.2. Cayley graphs of  abelian groups are hom-regular. 
PROOF. Clearly, the condition g-IS(G)g c S for each g ~ F is satisfied by every 
abelian group. [] 
This theorem is useful, since the following are proven in [5]. 
PROPOSITION 5.3. I f  G is a horn-regular then I(G) = i(G) iff i(G 2) = i(G). [] 
PROPOSITION 5.4. A Cayley graph G of  an abelian group satisfies i(G 2) = i(G). [] 
The existence of a homomorphism from G 2 to G can be also established in some 
additional cases which are not covered by Theorem 5.1. 
EXAMPLE. Let Dn be a dihedral group with generators a and b satisfying aba = b, and 
a n = b 2 = e. Let S = {a, a -1, b, aab, (a3b)-l}. Let G be the Cayley graph of Dn and S. 
Here, the mapping (u, v) ~-~ uv is not a homomorphism, since the image of the adjacent 
pair (e, ab) and (a, ab) is not an edge of G. However, we can define a homomorphism 
G 2--* G by 
(a j, ai)~-->a j-j, (aJb, ai)~-->aJ-ib, (a j, aib)~-->aa+J-ib, (aJb, aib)~-->a j-i. [] 
We can do somewhat better than the last proposition. 
PROPOSITION 5.5. Let F be a group and let S be a set satisfying the conditions of 
Theorem 5.1. Let G be the Cayley graph of  a group F with symbol S. Then i(G 2) = i(G). 
PROOF. Let I be a maximum indepependent set of G. We claim that for a ~ F and 
s ~ S we have a lNas I  = 0.  For suppose not. Then there are g, h e I such that 
ag =ash; that is, g=sh.  Now, since k- lSk  cS  for any k, there is a t E S such that 
h- lg = h-lsh = t. This means that h and g were adjacent, which contradicts their being 
in L 
With this observation we can construct an independent set of size IFI ~,(G) as 
follows. Let I be a maximum independent set containing the identity (since G is a 
vertex-transitive, this is possible). Let 
12 = U {a} X a l  
aEG 
and note that if a and b are adjacent in G then al and bI are disjoint; hence 12 is 
independent. 
Thus i(G 2) = I/7 ct(G)/n 2 = ct(G)/n = i(G). [] 
COROLLARY 5.6. I f  G is a Cayley graph of  a group F with symbol S satisfying the 
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conditions of Theorem 5.1, then I(G)= i(G). In particular, Cayley graphs of abelian 
groups have I(G) = i(G). [] 
We know of no Cayley graph G with Gi+1---> G i without already having G2-----> G. 
(However, we were recently informed that such Cayley graphs were constructed by F. 
Laviolette, B. Larose and C. Tardif.) 
ACKNOWLEDGEMENTS 
This research was partially supported by grants from the National Science and 
Engineering Research Council of Canada, and the Advanced Systems Institute of 
British Columbia. We thank J. ~ir~i~i and X. Zhu for their interest and helpful 
discussions. 
REFERENCES 
1. M. O. Alberston and D. M. Berman, The chromatic difference of a graph, J. Combin. Theory, Ser. B 29 
(1980), 1-12. 
2. M. O. A]bertson and K. L. Collins, Homomorphisms of 3-chromatic graphs, Diser. Math. $4 (1985), 
127-132. 
3. G. Hahn and J. Sinih, A note on intersecting cliques in Cayley graphs, J. Combin. Math. Comb. Comp. 
in print. 
4. P. Hell and F. Roberts, Analogues of the Shannon capacity of a graph, Ann. Discr. Math. 12 (1982), 
155-168. 
5. P. Hell, X. Yu and H. Zhou, Independence ratios of graph powers, Discr. Math. 127 (1994), 213-220. 
6. S. F. Hwang and L. H. Hsu, Capacity equivalent class for graphs with fixed odd girth, Tamkang J. Math. 
20 (1989), 159-167. 
7. L. Lov~z, On the Shannon capacity of a graph, IEEE Trans. Inform. Theory IT-25 (1979), 1-7. 
8. M. Rosenfeld, On a problem of Shannon in graph theory, Proc. Am. Math. Soc. 18 (1967), 315-319. 
9. C. E. Shannon, The zero-error capacity of a noisy channel, IRE Trans. Inform. Theory 2 (1956), 8-19. 
10. H. Zhou, Homomorphism properties of graph products, Ph.D. thesis, Simon Fraser University, 1988. 
11. H. Zhou, The chromatic difference sequence of the cartesian product of graphs, Discr. Math. 90 (1991), 
297-311. 
12. X. Zhu, On the bounds for the ultimate independence ratio of a graph, Discr. Math. in print. 
Received 6 September 1991 and accepted in revised form 28 April 1994 
GEglA HAHN 
DEpartement d'Informatique etde Recherche OpErationnelle, 
UniversitE de MontrEal, C.P.6128, Succursale Centre-Ville, 
MontrEal, QuEbec, Canada H3C 3J7 
PAVOL HELL 
Department ofComputing Science, Simon Fraser University, Burnaby, B.C., Canada V2N 1S5 
SVATOPLUK POLIAK 
Department ofApplied Mathematics, Charles University, 
MalostranskE ntfm~ti 25 Praha 1, Czech Republic 
Present address: Faculty of Mathematics 
and lnformatics, University of Passau, 
lnnstrasse 33, 94036 Passau, Germany 
