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EFFECTIVE DYNAMICS OF SOLITONS IN THE PRESENCE
OF ROUGH NONLINEAR PERTURBATIONS
W. K. ABOU SALEM
Abstract. The effective long-time dynamics of solitary wave solutions of the
nonlinear Schro¨dinger equation in the presence of rough nonlinear perturba-
tions is rigorously studied. It is shown that, if the initial state is close to a
slowly travelling soliton of the unperturbed NLS equation (in H1 norm), then,
over a long time scale, the true solution of the initial value problem will be
close to a soliton whose center of mass dynamics is approximately determined
by an effective potential that corresponds to the restriction of the nonlinear
perturbation to the soliton manifold.
1. Introduction
In this paper, we rigorously study the long time dynamics of solitary wave
solutions of the nonlinear Schro¨dinger equation in the presence of spatially rough
nonlinear perturbations. Physically, nonlinear perturbations of the NLS equation
arise in inhomogeneous nonlinear optical media, and in Bose-Einstein experi-
ments where the scattering length, which determines the nonlinear coefficient in
the Gross-Pitaevskii equation, is modified using Feshbach resonances, such as in
experiments involving atomic soliton lasers, see [1] and references therein.
Consider the initial value problem,
(1) i∂tψ = −∆ψ − |ψ|2sψ + ǫf(x, ψ),
ψ(t = 0) = ϕ ∈ H1(RN ,C),
where t ∈ R denotes time, x ∈ RN denotes a point in configuration space, with
N ≥ 1, ∂t = ∂∂t the time derivative, ∆ =
∑N
i=1
∂2
∂x2
i
the N -dimensional Laplacian,
s ∈ (0, 2
N
), ǫ ∈ [0, 1) and f corresponds to a local nonlinear perturbation, which
is a mapping on (complex) Sobolev spaces
f : H1(RN ,C)→ H−1(RN ,C),
that is given by
(2) f(x, ψ) = λ(x)|ψ|2s˜ψ,
where s˜ ∈ [0, 2
N−2) (s˜ ∈ [0,∞) if N = 1, 2,), and λ ∈ L∞(RN). 1
1 Note that for a perturbation given by (2), (1) is globally well-posed in H1, see for example
Theorem 6.1.1 in [2]; and also [3].
1
2When ǫ = 0, (1) admits travelling soliton solutions, which are solutions of the
form
u(x, t) = eiγ+i
1
2
v·(x−a)ηµ(x− a),
where v ∈ RN is the velocity of the center of the soliton, a = a0+vt ∈ RN denotes
the center’s position, γ = γ0 +
v2
4
t ∈ R is a phase, µ ∈ R+, and ηµ satisfies the
nonlinear eigenvalue problem 2
(−∆+ µ)ηµ − η3µ = 0.
Starting with an initial condition which is close to a slowly travelling soliton,
we want to study the effective dynamics of the true solution of the initial value
problem if a rough nonlinear perturbation is switched on. We assume that ∃σ0 =
(a0, v0, γ0, µ0) ∈ RN × RN × [0, 2π)× R+ and fixed α ∈ (0, 1] such that
‖ϕ− ei(γ0+ 12v0(x−a0))ηµ0(x− a0)‖H1 < c ǫ
1
2
(1+α),(3)
‖v0‖ := (
N∑
i=1
v20,i)
1
2 ≤ c ǫα,
for some finite constant c independent of ǫ and α. We have the following theorem,
which is the main result of this paper.
Theorem 1. Consider the initial value problem (1), and suppose that the nonlin-
ear perturbation f is given by (2), and the initial condition ϕ satisfies (3). Then
there exists ǫ0 > 0, such that for all
ǫ ∈ [0, ǫ0), β ∈ (0, α), ν ∈ (0,min(β, α− β)),
there exists an absolute positive constant C, independent of ǫ, β, and ν, yet depen-
dent on the initial condition, such that, for times 0 ≤ t ≤ Cν|logǫ|/ǫmin(β−ν,1−α),
the solution of the initial value problem (1) is of the form
ψ(x, t) = ei(
1
2
v·(x−a)+γ)(ηµ(x− a) + w(x− a, t)),
with
‖w‖H1 = O(ǫ 12 (1+α˜)),
where α˜ = α− β− ν > 0, and the parameters a, v, γ and µ satisfy the differential
equations
∂ta = v +O(ǫ
1+α˜),
∂tv = −2√µ ∇aVeff,µ(a) +O(ǫ1+α˜),
∂tγ = µ+
1
4
v2 − 2−Ns + 2s˜
2−Ns Veff,µ(a)
+
s
2−NsBeff,µ(a) +O(ǫ
1+α˜),
∂tµ = O(ǫ
1+α˜),
2See for example [2], Chapter 8, and references therein, for an overview.
3where
Veff,µ(a) =
ǫµ
s˜
s
2 + 2s˜
∫
dxλ(
x+ a√
µ
)η2s˜+21 (x),
and
Beff,µ(a) =
ǫµ
s˜
s
2 + 2s˜
∇a ·
∫
dxλ(
x+ a√
µ
)η2s˜+21 (x)x.
We note that Veff,µ corresponds to the restriction of the nonlinear perturba-
tion to the soliton manifold, see Sect. 3. In other words, for initial conditions
close enough to a slowly travelling soliton, and for small enough nonlinear per-
turbations, the center of mass motion of the soliton is determined by Hamilton’s
(or Newton’s) equations of motion for a point particle in an external potential
corresponding to the restriction of the perturbation to the soliton manifold, up
to small errors due to radiation damping and the extended nature of the soliton.
The proof of this result relies on three basic ingredients: First, using a skew-
orthogonal decomposition, Subsect. 2.4, the true solution of the NLS equation is
decomposed into a part that belongs to the soliton manifold plus a fluctuation.
By exploiting the group strucuture of the soliton manifold, Subsect. 2.5, and us-
ing a Lyapunov-Schmidt mapping onto the tangent space of the soliton manifold,
(38) in Subsect. 3.1, it is shown that the dynamics of the part belonging to the
soliton manifold is approximately determined by the restriction of the NLS equa-
tion to the soliton manifold, Corollary 1 in Subsect. 3.1. As for the fluctuation,
its H1 norm is controlled over a long time scale using an approximate Lyapunov
exponent, Proposition 2 in Subsect. 3.2.
We now mention earlier results on solitary wave dynamics that are relevant to
our analysis. In the last few years, there has been substantial progress in un-
derstanding solitary wave dynamics of the NLS equation with time-independent
potentials in the semi-classical limit, [4, 5, 6, 7, 8, 9]. The latter analysis has
been extended in [10] to studying the interaction of a slow soliton of the cubic
nonlinear Schro¨dinger equation with a delta impurity in one dimension, and in
[11] to studying the effective dynamics of solitons in time-dependent potentials
in the space-adiabatic limit. The basic picture is that if the external potential
changes spatially slowly compared to the size of the soliton (or when it is small
in the case of a delta impurity), and if the initial condition is close to a solitary
wave solution, then, over a long time scale (related to the external potential and
the initial condition), the true solution of the initial value problem is close to a
soliton whose center of mass dynamics is approximately that of a point particle
moving in an effective external potential. The novelty in this paper is studying
the effective dynamics of solitons in the presence of spatially rough and nonlinear
perturbations, and also introducing in the analysis of soliton dynamics a useful
Lyapunov-Schmidt mapping that is based on the group structure of the soliton
manifold. We rely on extending different parts of the analysis in [8]-[11] to the
4case at hand, and also on other important developments in the theory of nonlin-
ear Schro¨dinger equations, [12, 13, 14, 15]; see [2, 3] for an overview. 3 We hope
that along the way, we clarify basic general concepts that are helpful in the study
of long-time dynamics of solitons. 4
The organization of this paper is as follows. We first recall useful general
properties of the nonlinear Schro¨dinger equation and the soliton manifold in Sect.
2. In Sect. 3, we prove the main result, Theorem 1.
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2. Some properties of the NLS equation and the soliton manifold
In this section, we recall some properties of the nonlinear Schro¨dinger equation
and the soliton manifold. We will use these properties in the following sections.
In what follows, we denote by
(4) g(u) := |u|2su, u ∈ H1(RN ,C),
where s ∈ (0, 2
N
) appears in (1), and we let the functionals G,F : H1(RN ,C)→ R
be such that G′ = g and F ′ = f, where the prime corresponds to the Fre´chet
derivative. The nonlinear Schro¨dinger equation is
(5) i∂tψ = −∆ψ − g(ψ) + ǫf(x, ψ).
2.1. Symplectic, Hamiltonian and Variational structure. The spaceH1(RN ,C) =
H1(RN ,R2) as a real space, and it has a real inner product (Riemannian metric)
(6) 〈u, v〉 := Re
∫
dx uv,
for u, v ∈ H1(RN ,C), where · stands for complex conjugation. 5 It is equipped
with a symplectic form
(7) ω(u, v) := Im
∫
dx uv = 〈u, iv〉.
3We note that the problem of soliton dynamics in a slowly varying time-independent potential
that was studied in [8] is revisited in [16] for the special case of a cubic NLS equation in one
dimension.
4We note that the analysis presented below can be directly extended to the case of more
general nonlinearities, such a sum of local and Hartree nonlinearities, and to more general
nonlinear perturbations, such as those with λ slowly varying with respect to the size of the
soliton, [17].
5The tangent space T H1 = H1.
5The Hamiltonian functional corresponding to the nonlinear Schro¨dinger equation
(5) is
(8) Hǫ(ψ) :=
1
2
∫
|∇ψ|2dx−G(ψ) + ǫF (ψ).
Using the correspondence
H1(RN ,C)←→ H1(RN ,R)⊕H1(RN ,R)
ψ ←→ (Reψ, Imψ)
i−1 ←→ J,
where J :=
(
0 1
−1 0
)
is the complex structure on H1(RN ,R2), the nonlinear
Schro¨dinger equation (5) can be written as
∂tψ = JH
′
ǫ(ψ).
In the following, we denote H1(RN) as either H1(RN ,C) or H1(RN ,R2). We note
that since the perturbation is time independent, the Hamiltonian functional Hǫ
defined in (8) is autonomous, and energy is conserved, i.e.,
(9) Hǫ(ψ(t)) = Hǫ(ψ(t = 0) = ϕ), t ∈ R.
Moreover, Hǫ is invariant under global gauge transformations,
Hǫ(e
iγψ) = Hǫ(ψ),
and the associated conserved Noether charge is the “mass” 6
(10) N(ψ(t)) :=
1
2
∫
dx |ψ(t)|2 = 1
2
‖ϕ‖2L2 , t ∈ R.
As mentioned in Sect. 1, when ǫ = 0, the nonlinear Schro¨dinger equation (5)
admits travelling soliton solutions that are of the form
u(x, t) = eiγ+i
1
2
v·(x−a)ηµ(x− a),
where v ∈ RN is the velocity of the center of the soliton, a = a0 + vt ∈ RN
denotes the center’s position, γ = γ0 +
v2
4
t ∈ R is a phase, µ ∈ R+, and ηµ ∈
L2(RN) ∩ C2(RN) is positive, spherically symmetric and satisfies the nonlinear
eigenvalue problem
(11) (−∆+ µ)ηµ − η3µ = 0,
such that
(12) ‖|x|3ηµ‖L2 + ‖|x|2|∇ηµ|‖L2 + ‖|x|2∂µηµ‖L2 <∞,
6See for example [2], Chapter 6, for a proof of (9) and (10).
6∀µ ∈ R+, and ηµ decays at∞ as e−
√
µ‖x‖. 7 Furthermore, the “mass” of the soliton
is
(13) m(µ) =
1
2
∫
dx η2µ = µ
1
s
−N
2 .
Note that
(14) ∂µm(µ) = (
1
s
− N
2
)µ
1
s
−N
2
−1 > 0
since s ∈ (0, 2
N
), which implies orbital stability, [14, 15]. We define
(15) Lµ := −∆+ µ− g′(ηµ),
which is the Fre´chet derivative of the map ψ → (−∆ + µ)ψ − g(ψ) evaluated at
ηµ. For all µ ∈ R+, the null space
N (Lµ) = span{iηµ, ∂xjηµ, j = 1, · · · , N},
see for example the Appendix in [8].
Orbital stability (14) implies that ηµ is a local minimizer of Hǫ=0(ψ) restricted
to the balls Bm(µ) := {ψ ∈ H1 : N(ψ) = m(µ)}, where m(µ) is given in (13), see
[14, 15]. They are critical points of the functional
(16) Eµ(ψ) := 1
2
∫
dx (|∇ψ|2 + µ|ψ|2)−G(ψ).
2.2. Symmetries. When ǫ = 0, the nonlinear Schro¨dinger equation (5) is in-
variant under spatial translations
T tra : ψ(x, t)→ ψ(x− a, t), a ∈ RN ,
spatial rotations
T rR : ψ(x, t)→ ψ(R−1x, t), R ∈ SO(N),
time translations
T tr : ψ(x, t)→ ψ(x, t− r),
gauge transformations
T gγ : ψ(x, t)→ eiγψ(x, t), γ ∈ [0, 2π),
and Galilean transformations (boosts)
T bv : ψ(x, t)→ e
i
2
v·xψ(x, t), v ∈ RN .
The conserved Noether quantities are the field momentum, angular momentum,
energy, mass, and center of mass motion,∫
ψ¯(−i∇)ψ,
∫
ψ(x∧−i∇)ψ, 1
2
∫
|∇ψ|2−G(ψ), 1
2
∫
|ψ|2,
∫
ψ¯(x+2it∇)ψ.
7See for example [2], Chapter 8, and references therein.
7Furthermore, when ǫ = 0, (5) is invariant under complex conjugation
T c : ψ(x, t)→ ψ(x, t)
and rescaling
T sµ : ψ(x, t)→ µ
1
2sψ(
√
µx, µt).
2.3. Soliton Manifold. We introduce the combined transformation
Tσ, σ = (a, v, γ, µ) ∈ RN × RN × [0, 2π)× R+,
which is given by
(17) Tσψ := T
tr
a T
b
vT
g
γ T
s
µψ = e
i( 1
2
v·(x−a)+γ)µ
1
sψ(
√
µ(x− a), µt),
where a, v ∈ RN , γ ∈ [0, 2π) and µ ∈ R+. We define the soliton manifold as
(18) Ms := {ησ = Tση1 : σ = (a, v, γ, µ) ∈ RN × RN × [0, 2π)× R+},
where η1 satisfies (11) with µ = 1. The tangent space to the soliton manifold Ms
at ησ0 ∈Ms is given by
Tησ0Ms = span{zt, zg, zb, zs},
where
zt := ∇aT tra ησ0 |a=0 = −∇ησ0
zg := ∂γT
g
γ ησ0 |γ=0 = iησ0
zb := 2∇vT bvησ0 |v=0 = ixησ0
zs := ∂µT
s
µησ0 |µ=1 = (
1
2s
+
1
2
x · ∂x)ησ0 .
In what follows, we denote
ei = −∂xi , ei+N = ixi, i = 1, · · · , N,(19)
e2N+1 = i, e2N+2 =
1
2s
+
1
2
x · ∂x.
The soliton manifold Ms inherits a symplectic structure from (H1, ω). For
σ = (a, v, γ, µ) ∈ RN × RN × [0, 2π)× R+,
Ω−1σ := J
−1|Tησ = PσJ−1Pσ,
where Pσ is the L
2 orthogonal projection onto TησMs. It can be shown that Ω−1σ
is invertible since ∂µm(µ) > 0, where the mass m(µ) =
1
2
∫
dx η2µ = µ
1
s
− 2
N , see
[8]. Explicitly,
(20)
Ω−1µ |{ekηµ} := (〈ejηµ, J−1ekηµ〉)1≤j,k≤2N+2 =


0 −m(µ)1 0 0
m(µ)1 0 0 0
0 0 0 m′(µ)
0 0 −m′(µ) 0

 ,
8where ekηµ, k = 1, · · · , 2N+2, are basis vectors of TηµMs, 1 is the N×N identity
matrix, and m(µ) = µ
1
s
−N
2 , m′(µ) = ∂µm(µ). Note that Ω−1σ is related to Ω
−1
µ
by a similarity transformation.
We note that the soliton ηµ breaks the translation and gauge symmetries of
the nonlinear Schro¨dinger equation, which leads to associated zero modes of the
Hessian Lµ, which is defined in (15). Differentiating E ′µ(T tra T gγ ηµ) = 0 with respect
to a and γ and setting the latter two to zero gives
(21) Lµzt = 0 , Lµzg = 0 ,
while a direct computation gives
(22) Lµzb = 2izt , Lµzs = izg.
2.4. Skew-Orthogonal Decomposition. Consider the manifoldM′s = {ησ, σ ∈
Σ0}, Σ0 = RN × RN × [0, 2π) × I0, where I0 ⊂ I\∂I and I ⊂ R+ is bounded.
We define the δ neighbourhood of M′s in H1 as
Uδ := {ψ ∈ H1, inf
σ∈Σ0
‖ψ − ησ‖H1 ≤ δ}.
Then, for δ small enough and for all ψ ∈ Uδ, there exists a unique σ(ψ) ∈
C1(Uδ,Σ) such that
ω(ψ − ησ(ψ), z) = 〈ψ − ησ(ψ), J−1z〉 = 0,
for all z ∈ Tησ(ψ)Ms. For a proof of this statement, we refer the reader to [8], see
also [18].
2.5. Group Structure. The action of the combined transformation Tσ=(a,v,γ,µ)
defined in (17) on elements of the soliton manifold Ms has a group structure
G/Z, where G corresponds to the semidirect product H2N+1 ⋉ R+, and H2N+1 is
the real Heisenberg group in 2N + 1 dimensions. The quotient with Z is taken
since γ is defined modulo 2π. This group structure has been first noted in [10] for
the case N = 1, but its generalization to higher dimensions is straightforward.
The action of G is given by
(a′, v′, γ′, µ′) · (a, v, γ, µ) = (a′′, v′′, γ′′, µ′′),
where
a′′ =
a√
µ′
+ a′, v′′ =
√
µ′v + v′
γ′′ = γ + γ′ +
1
2
√
µ′
v · a′, and µ′′ = µµ′.
9The anti-selfadjoint operators {ej}j=1,··· ,2N+2 defined in (19) form the generators
of the corresponding Lie algebra g. They satisfy the commutation relations
[ei, ej+N ] = −e2N+1δij, i, j = 1, · · · , N,(23)
[ei, e2N+2] =
1
2
ei, i = 1, · · · , N,
[ei+N , e2N+2] = −1
2
ei+N , i = 1, · · · , N,
and the rest of the commutators are zero. Note that it follows from (18) that
Ms is the orbit of G/Z, and given z ∈ TησMs, ∃! Yz ∈ g such that z = Yzησ. By
exponentiating, the group element
(24) Tσ=(a,v,γ,µ) = e
−a·∂xei
v·x
2 eiγelog(µ)(
1
2s
+ 1
2
x·∂x).
3. Proof of the main result
The proof of the main result is based on three ingredients, as discussed in the
introduction.
3.1. Reparametrized equations of motion. In this subsection, we use skew-
orthogonal projection to decompose the solution of (1) into a component that be-
longs to the soliton manifold plus a fluctuation. We then use the group structure
and a Lyapunov-Schmidt mapping to obtain effective equations for the parame-
ters characterizing the component belonging to the soliton manifold.
Given the initial value problem (1), let T be the maximum time such that the
skew-orthogonal decomposition, defined in Subsect. 2.4, holds for ψ(t), 0 ≤ t ≤ T,
for some δ > 0, i.e., there exists a unique σ(t) such that
ψ(t) = Tσ(t)η1 + w
′(t),
such that
ω(w′(t), Y Tσ(t)η1) = 0,
for all Y ∈ g. In what follows, we denote η1 by η. Let w(t) = T−1σ(t)w′(t). Then
(25) ψ(t) = Tσ(t)u(t), u(t) = η + w(t).
It follows from (23) and the Baker-Campbell-Hausdorff formula,
(26) eXY e−X = eadXY, adX = [X, ·],
forX, Y ∈ g, that TσY T−1σ ∈ g if Y ∈ g. Furthermore, it follows from translational
invariance that ω(Tσu, Tσv) = µ
1
s
−N
2 ω(u, v), for u, v ∈ L2, and hence
ω(w(t), Y η) = ω(T−1
σ(t)w
′(t), T−1
σ(t)(Tσ(t)Y T
−1
σ(t))Tσ(t)η)(27)
= µ−(
1
s
−N
2
)ω(w′(t), Y ′Tσ(t)η) = 0,
∀Y ∈ g, where Y ′ = Tσ(t)Y T−1σ(t) ∈ g.
10
We rewrite the nonlinear Schro¨dinger equation (5) as
(28) ∂t(Tσ(t)(η + w(t))) = −iH ′ǫ(Tσ(t)(η + w(t)),
where Hǫ is defined in (8) and the prime stands for the Fre´chet derivative.
Suppose that, for the interval [0, T ],
{σ(t) = (a(t), v(t), γ(t), µ(t))}t∈[0,T ]
is a differentiable path in RN × RN × R × R+. Then, differentiating Tσ(t) with
respect to t and using (23) and the Baker-Campbell-Hausdorff formula (26) gives
(29) ∂tTσ(t) = Tσ(t) X(σ(t))
where X(σ(t)) ∈ g is given by
(30) X(σ(t)) =
N∑
i=1
a˙i
√
µei +
N∑
i=1
v˙i
2
√
µ
ei+N + (γ˙ − a˙ · v
2
)e2N+1 +
µ˙
µ
e2N+2,
and the dot stands for ∂t.
Using (29), it follows that
∂t(Tσ(t)(η + w(t)) = Tσ(t)[X(σ(t))η +X(σ(t))w(t) + ∂tw(t)],
and, together with (28), this implies
(31) ∂tw(t) = −X(σ(t))η −X(σ(t))w(t)− iT−1σ(t)H ′ǫ(Tσ(t)(η + w(t)).
Using (8) and (17) in Sect. 2, a direct computation gives
T−1
σ(t)H
′
ǫ(Tσ(t)(η + w(t)) =
v2
4
(η + w(t))− µ[∆(η + w(t)) + |η + w(t)|2s(η + w(t))]
− i√µv · ∂x(η + w(t)) + ǫµ s˜sλ(x+ a√
µ
)|η + w(t)|2s˜(η + w(t)).
Substituting back in (31) and using (11) gives
(32)
∂tw = X˜(t)(η+w(t))−iµLw(t)−iǫµ s˜sλ(x+ a√
µ
)η2s˜+1+iµg˜(η, w)−iǫf˜(x+ a√
µ
, η, w),
where
X˜(t) := −X(σ(t)) +
N∑
i=1
vi
√
µei + (µ− v
2
4
)e2N+1
(33)
=
N∑
i=1
(vi − a˙i)√µei +
N∑
i=1
−v˙i
2
√
µ
ei+N + (−γ˙ + a˙ · v
2
− v
2
4
)e2N+1 − µ˙
µ
e2N+2,
and
L = −∆+ 1− g′(η)
11
the Hessian defined in (15), evaluated at η,
(34) g˜(η, w) = g(η + w(t))− g(η)− g′(η)w(t),
(35) f˜(x, η, w) = µ
s˜
sλ(x)[|η + w|2s˜(η + w)− η2s˜+1].
Note that it follows from (2), (4), (34) and (35) that
(36) ‖g˜(η, w)‖H−1 ≤ C‖w‖2H1
and
(37) ‖f˜(x, η, w)‖H−1 ≤ C‖w‖H1,
uniformly in t ∈ R, where C is a finite positive constant independent of ǫ.
We now introduce the Lyapunov-Schmidt mapping P : L2 → g given by
(38) P (·) :=
2N+2∑
α=1
Pα(·)eα,
where eα, α = 1, · · · , 2N + 2, are given in (19) in Sec. 2, and
Pi(·) := −1
m(µ = 1)
ω(·, ei+Nη) = −ω(·, ei+Nη), i = 1, · · · , N,(39)
Pi+N(·) := 1
m(µ = 1)
ω(·, eiη) = ω(·, eiη), i = 1, · · · , N
P2N+1(·) := 1
m′(µ = 1)
ω(·, e2N+2η) = 2s
2− sN ω(·, e2N+2η),
P2N+2(·) := −1
m′(µ = 1)
ω(·, e2N+1η) = − 2s
2− sN ω(·, e2N+1η).
This mapping is well-defined since it follows from (12) in Sec. 2 that Xη ∈ L2
for all X =
∑2N+2
α=1 Xαeα ∈ g such that ‖X‖ := supα∈{1,··· ,2N+2} |Xα| < ∞. Note
that for X ∈ g,
(40) P (Xη) =
2N+2∑
α,β=1
XαPβ(eαη)eβ =
2N+2∑
α,β=1
Xαδαβeβ = X.
For t ∈ [0, T ], we introduce Y (t) ∈ g that is given by
(41) Y (t) := X˜(t)− ǫµ s˜sP (iλ(x+ a√
µ
)η2s˜+1),
where X˜ is given in (33). The motivation for this choice of Y will become clear
below.
Proposition 1. Suppose ψ satisfies (5) such that ψ(t) ∈ Uδ, defined in Subsect.
2.4, for t ∈ [0, T ] and some δ > 0, and let w, η and Y be as defined above. Then,
for ‖w(t)‖H1 < c, c ∈ (0, 1) independent of ǫ, we have
‖Y (t)‖ ≤ C(ǫ‖w(t)‖H1 + ‖w(t)‖2H1),
12
where ‖Y ‖ := supα∈{1,··· ,2N+2} |Yα| and C is a positive constant independent of
t ∈ [0, T ] and ǫ.
Proof. It follows from (27) and (39) that
(42) P (w(t)) = 0,
and, since P is independent of t, P (∂tw(t)) = ∂tP (w(t)) = 0. Together with (32)
and (40), this implies
0 = P (∂tw(t))
(43)
= X˜(t) + P (X˜(t)w(t))− µP (iLw(t))− ǫµ s˜sP (iλ(x+ a√
µ
)η2s˜+1) + µP (ig˜(η, w))
− ǫP (if˜(x+ a√
µ
, η, w)).
Since L is selfadjoint, it follows from (21) and (22) in Sec. 2 and (27) that
ω(iLw(t), eαη) = −ω(w(t), iLeαη) = 0, α = 1, · · · , 2N + 2,
and hence
(44) P (iLw(t)) = 0.
Now, (41)-(44) imply
(45) Y (t) = −P (X˜(t)w(t))− µP (ig˜(η, w)) + ǫP (if˜(x+ a√
µ
, η, w)).
We want to find an upper bound for the absolute value of the right hand side of
(45). In what follows, we denote by C a positive constant that is independent of
ǫ, and this constant changes from one line to another.
It follows from Ho¨lder’s inequality and (12) in Sec. 2 that
|ω(Xw, eαη)| ≤ C‖X‖‖w‖L2, α = 1, · · · , 2N + 2,
and hence
(46) ‖P (X(t)w(t))‖ ≤ C‖X‖‖w(t)‖L2.
It also follows from (12) and (34) that
|ω(ig˜(η, w(t)), eαη)| ≤ C‖w(t)‖2H1, α = 1, · · · , 2N + 2,
and from (12) and (37) that
|ω(if˜(x+ a√
µ
, η, w(t)), eαη)| ≤ C‖w(t)‖H1, α = 1, · · · , 2N + 2.
Therefore, we have
(47) ‖P (ig˜(η, w(t))‖ ≤ C‖w(t)‖2H1, ‖P (if˜(
x+ a√
µ
, η, w(t)))‖ ≤ C‖w(t)‖H1.
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Now, (45)-(47) give
(48) ‖Y (t)‖ ≤ C(‖Y (t)‖‖w(t)‖L2 + ǫ‖w(t)‖H1 + ‖w(t)‖2H1),
and hence the claim of the proposition. 
We have the following corollary.
Corollary 1. Suppose that the conditions of Proposition 1 hold. Then, for t ∈
[0, T ],
∂ta = v +O(ǫ‖w(t)‖H1 + ‖w(t)‖2H1),
∂tv = −2√µ ∇aVeff,µ(a) +O(ǫ‖w(t)‖H1 + ‖w(t)‖2H1),
∂tγ = µ+
∂ta · v
2
− 1
4
v2 − 2−Ns+ 2s˜
2−Ns Veff,µ(a) +
s
2−NsBeff,µ(a)
+O(ǫ‖w(t)‖H1 + ‖w(t)‖2H1),
∂tµ = O(ǫ‖w(t)‖H1 + ‖w(t)‖2H1),
where
Veff,µ(a) :=
ǫµ
s˜
s
2 + 2s˜
∫
dxλ(
a+ x√
µ
)η2s˜+2(x),
and
Beff,µ(a) :=
ǫµ
s˜
s
2 + 2s˜
∇a ·
∫
dxλ(
a + x√
µ
)η2s˜+2(x)x.
Proof. It follows from (41) and Proposition 1 that
(49) ‖X˜(t)− ǫµ s˜sP (iλ(x+ a√
µ
)η2s˜+1)‖ ≤ C(ǫ‖w(t)‖H1 + ‖w(t)‖2H1),
for some positive constant C independent of ǫ and t.
Using (12), it follows by integration by parts that
ω(if˜(
x+ a√
µ
, η, w(t)),−∂xη) = 1
2s˜+ 2
µ
s˜
s∂a
∫
dxλ(
x+ a√
µ
)η2s˜+2(x),(50)
ω(if˜(
x+ a√
µ
, η, w(t)), (
1
2s
+
1
2
x · ∂x)η) = ( 1
2s
− N
2s˜+ 2
)µ
s˜
s
∫
dxλ(
x+ a√
µ
)η2s˜+2(x)
(51)
− 1
2 + 2s˜
µ
s˜
s∂a
∫
dxλ(
x+ a√
µ
)η2s˜+2(x)x.(52)
Furthermore, since λ and η are real,
ω(iλ(
x+ a√
µ
)η2s˜+1, ixη) = 0(53)
ω(iλ(
x+ a√
µ
)η2s˜+1, iη) = 0.(54)
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The proof follows directly from (33), (39) and (49)-(54). 
3.2. Control of the fluctuation. In this subsection, we use an approximate
Lyapunov functional and the coercivity property of the Hessian Lµ to obtain
an explicit control on the H1 norm of the fluctuation. Our approach is a slight
modification of that used in [12],[13], [8]-[11]. Recall that it follows from the
skew-orthogonal decomposition, Subsect. 2.4, that the solution of (5) can be
rewritten as
ψ(t) = Tavγ(ηµ(x) + w
′(t, x)) ≡ T tra T bvT gγ (ηµ(x) + w′(x, t)),
such that
ω(w′, Y ηµ) = 0, ∀Y ∈ g.
Here w′ = T sµw, where w appears in (25) in Subsect. 3.1. Let u
′ := ηµ + w′. We
define the Lyapunov functional
(55) C(ψ) := Eµ(u′) + ǫF (ψ)− (Eµ(ηµ) + ǫF (ηµ(x− a))),
where Eµ is defined in (16), Sect. 2, and F ′ = f, where f is given in (2), Sect. 2.
We proceed by estimating upper and lower bounds for C(ψ).
3.2.1. An upper bound for the Lyapunov functional. We have the following lemma.
Lemma 1. Suppose ψ satisfies (5) such that ψ(t) ∈ Uδ, for t ∈ [0, T ] and some
δ > 0, and let u′, w′, ηµ as above. Then, for ‖w′‖H1 < 1, there exists a constant
C independent of ǫ and t such that
(56) |C(ψ(t))| ≤ C(y20 + ǫyt + t(ǫzt + ǫy2t + ǫ2yt + y4t )),
where yt := sups∈[0,t] ‖w′(s)‖H1 and zt := sups∈[0,t] ‖v(s)‖.
Proof. We have
Eµ(u′) = 1
2
∫
dx|∇u′|2 + µ|u′|2 −G(u′)
= Hǫ(u
′) +
1
2
µ‖u′‖2L2 − ǫF (u′)
= Hǫ(T
−1
avγψ) +
1
2
µ‖T−1avγψ‖2L2 − ǫF (T−1avγψ).
By translational symmetry,
‖T−1avγψ‖2L2 = ‖ψ‖2L2.
Furthermore,
Hǫ(T
−1
avγψ) = Hǫ(ψ) +
1
8
v2‖ψ‖2L2 −
1
2
v · 〈iψ,∇ψ〉+ ǫF (T−1avγψ)− ǫF (ψ),
and hence
(57) Eµ(u′) = Hǫ(ψ) + 1
2
(
1
4
v2 + µ)‖ψ‖2L2 −
1
2
v · 〈iψ,∇ψ〉 − ǫF (ψ).
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Recall that since the perturbation f is time independent, energy is conserved,
(58) ∂tHǫ(ψ) = 0,
while the rate of change of momentum is
(59) ∂t〈ψ,−i∇ψ〉 = ǫ〈f(x, ψ),∇ψ〉+ ǫ〈∇ψ, f(x, ψ)〉.
Formally, (59), which is a statement of a generalized Ehrenfest Theorem, follows
from (5). To prove it, we introduce the regularizing operator Ih := (1 − h∆)−1.
For properties of Ih as h → 0, we refer the reader to Proposition 2.4.2 in [2].
Using (5), we have
∂t〈iψ,∇ψ〉 = lim
h→0
{〈Ihi∂tψ, Ih∇ψ〉 − 〈Ihψ,∇Ihi∂tψ〉}
= lim
h→0
{〈Ih(−∆ψ − g(ψ) + ǫf(x, ψ)), Ih∇ψ〉
− 〈Ihψ,∇Ih(−∆ψ − g(ψ) + ǫf(x, ψ))〉}
= ǫ{〈f(x, ψ),∇ψ〉+ 〈∇ψ, f(ψ)〉}.
We also have
∂t{1
2
(
v2
4
+ µ)‖ψ‖2L2 −
v
2
〈iψ,∇ψ〉} = −v
2
∂t〈iψ,∇ψ〉 − ∂tv
2
〈iψ,∇ψ〉+ v∂tv + 2∂tµ
4
‖ψ‖2L2
= −v
2
∂t〈iψ,∇ψ〉 − ∂tv
2
〈iw′,∇w′〉+ ∂tµ
2
(‖ηµ‖2L2 + ‖w′‖2L2),
where we have used in the first line the fact that ∂t‖ψ‖L2 = 0 (charge con-
servation), and in the last equality the facts that ψ = e
i
2
v·(x−a)+iγ(ηµ + w′),
〈i∇ηµ, w′〉 = 〈iw′,∇ηµ〉 = 0, and 〈iηµ, iw′〉 = 〈iw′, iηµ〉 = 0 (which follow from
skew-orthogonal decomposition). Furthermore, since ηµ is a minimizer of Eµ,
∂tEµ(ηµ) = 1
2
∂tµ‖ηµ‖2L2.
It follows that
∂tC(ψ) = ∂tHǫ(ψ)− 1
2
ǫv · {〈f(ψ),∇ψ〉+ 〈∇ψ, f(ψ)〉}
− 1
2
∂tv · 〈iψ,∇ψ〉+ 1
2
(
v∂tv
2
+ ∂tµ)‖ψ‖2L2 +
1
2
(
v2
4
+ µ)∂t‖ψ‖2L2
− 1
2
∂tµ‖ηµ‖2L2 − ǫ∂ta · ∇aF (ηµ(x− a))− ǫ∂tµ∂µF (ηµ(x− a))
= −1
2
ǫv · {〈f(ψ),∇ψ〉+ 〈∇ψ, f(ψ)〉} − ∂tv
2
〈iw′,∇w′〉
+
1
2
∂tµ‖w′‖2L2 − ǫ∂ta · ∇aF (ηµ(x− a))− ǫ∂tµ∂µF (ηµ(x− a))
Together with (12), Corollary 1, and the fact that ‖w‖H1 = ‖T sµ−1w′‖H1 ≤
C‖w′‖H1 , it follows that
(60) |∂tC(ψ)| ≤ C(ǫ‖v‖+ ǫ‖w′‖2H1 + ǫ2‖w′‖H1 + ‖w′‖4H1),
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where C is a positive constant independent of ǫ. Furthermore, by expanding
Eµ0(ηµ0 + w′0) around the minimizer ηµ0 , we have
(61) |Eµ0(ηµ0 + w′0)− Eµ0(ηµ0)| ≤ C‖w′0‖2H1 .
We also have
|F (ψ)− F (ηµ(x− a))| = |F (ηµ(x− a) + w′(t, x− a))− F (ηµ(x− a))|(62)
≤ C‖w′‖H1.
Now, (60) - (62) together with the fundamental theorem of Calculus imply the
claim of the lemma. 
3.2.2. A lower bound for the Lyapunov functional. In this subsection, we estimate
a lower bound for C(ψ). Let
Xµ := {w ∈ H1(RN) : ‖w‖H1 = 1, 〈w, J−1z〉 = 0, ∀z ∈ TηµMs}.
It follows from the coercivity property of Lµ that there exists a positive constant
(63) ρ := inf
w∈Xµ
〈w,Lµw〉 > 0.
We refer the reader to Appendix D in [8] for a proof of this statement.
Lemma 2. Suppose ψ satisfies (5) such that ψ(t) ∈ Uδ, t ∈ [0, T ], for some
δ > 0, and let u′, w′, ηµ be as defined as above. Then there exists a positive
constant C independent of ǫ such that, for ‖w′‖H1 < 1,
(64) |C(ψ(t))| ≥ ρ
2
‖w′(t)‖2H1 − C(‖w′(t)‖3H1 + ǫ‖w′(t)‖H1),
where ρ appears in (63), uniformly in t ∈ [0, T ].
Proof. Expanding Eµ(u′) around the minimizer ηµ, we have
(65) Eµ(ηµ + w′) = Eµ(ηµ) + 1
2
〈w′,Lµw′〉+R(3)µ (w′),
where
R(3)µ (w
′) = G(ηµ + w′)−G(ηµ)− 〈G′(ηµ), w′〉 − 1
2
〈G′′(ηµ)w′, w′〉.
The claim of the lemma follows from
|R(3)µ (w′)| ≤ C‖w′‖3H1 ,
|F (ψ)− F (ηµ(x− a))| ≤ C‖w′‖H1 .
and the coercivity property (63). 
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3.2.3. Bound on the fluctuation. In this subsection, we combine both the upper
and lower bounds on the Lyapunov functional and use a bootstrap argument to
obtain a bound on the H1 norm of the fluctuation.
Proposition 2. Consider the initial value problem (1), and suppose that the
nonlinear perturbation f is given by (2), and the initial condition ϕ satisfies (3).
Then, there exists ǫ0 > 0 that depends on the initial condition, such that, for all
ǫ ∈ [0, ǫ0), β ∈ (0, α) and ν ∈ (0,min(β, α − β)), there exists absolute positive
constants C,C ′, independent of ǫ, β, and ν such that, for times
0 ≤ t ≤ Cν |logǫ|
max(ǫβ−ν , ǫ1−α)
,
(66) ‖w′(t)‖2H1 ≤ C ′ǫ1+α−β−ν .
Proof. Suppose ψ(t) ∈ Uδ, t ∈ [0, T ], for some δ > 0, and let u′, w′, ηµ be as
defined as above. It follows from Lemmata 1 and 2 that, for yt < 1, there exists
a constant C independent of ǫ such that
(67) y2t ≤ C(y20 + ǫyt + y3t + t(ǫzt + ǫy2t + ǫ2yt + y4t ))
where yt = sups∈[0,t] ‖w′(s)‖H1 and zt = sups∈[0,t] ‖v(s)‖. It also follows from
Corollary 1 that
(68) zt ≤ z0 + Ct(ǫ+ y2t + ǫyt).
We choose β ∈ (0, α), where α appears in (3), and we define
(69) τt := min(
ǫα
ǫ+ y2t + ǫyt
,
ǫ1+α−β
ǫzt + ǫy
2
t + ǫ
2yt + y
4
t
).
For t ≤ τt, (67) and (68) imply that
y2t ≤ C ′(y20 + ǫyt + y3t + ǫ1+α−β)(70)
zt ≤ C ′(z0 + ǫα),
for some positive constant C ′ that is independent of ǫ and β. For ǫ small enough,
(3) and the first inequality in (70) imply that
(71) y2t ≤ C(y20 + ǫ1+α−β),
for some positive constant C that is independent of ǫ and β. It follows that
y2t ≤ C(y20 + ǫ1+α−β)(72)
zt ≤ C(z0 + ǫα),
for an absolute positive constant C > 1 that is independent of ǫ and β, uniformly
in t such that 0 ≤ t ≤ τt.
We now reiterate the above analysis. Consider the interval
[0, T ′] = [t0, t1] ∪ [t1, t2] ∪ · · · ∪ [tn−1, tn] ⊂ [0, T ],
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such that
0 = t0 < t1 < · · · < tn = T ′, (ti − ti−1) ≤ τti , i = 1, · · · , n.
Let
yi := sup
t∈[ti−1,ti]
‖w′(t)‖H1 , i = 1, · · · , n.
zi := sup
t∈[ti−1,ti]
‖v(t)‖.
Note that from (3), y0 ≤ C ′ǫ 12 (1+α) and z0 ≤ C ′ǫα, for some constant C ′ indepen-
dent of ǫ. Iterating (72) n times, we have
y2n ≤ (
n∑
j=1
Cj)C ′ǫ1+α−β ≤ Cn+1C ′ǫ1+α−β(73)
zn ≤ (
n∑
j=1
Cj)C ′ǫα ≤ Cn+1C ′ǫα.
We choose
(74) ν ∈ (0,min(β, α− β)).
Given ν and C, we choose n such that
(75) Cn+1 ≤ ǫ−ν .
This implies
n ≤ −ν log ǫ
logC
− 1.
It follows from (73) and (75) that
y2n ≤ C ′ǫ1+α−β−ν ,(76)
zn ≤ C ′ǫα−ν .(77)
We define
(78) τ ′ :=
1
4C ′
min(
1
ǫβ−ν
,
1
ǫ1−α
).
One can directly verify using (69), (74), (76) and (78) imply that that
τ ′ ≤ τti , i = 1, · · · , n,
for ǫ small enough. Therefore, ∃ǫ0 > 0 such that if ǫ < ǫ0, there exists absolute
constants C and C ′ independent of ǫ, β and ν such that
y2t ≤ C ′ǫ1+α−β−ν ,
zt ≤ C ′ǫα−ν ,
uniformly for t ∈ [0, νC| log ǫ|/ǫmin(β−ν,1−α)], and hence the claim of the proposi-
tion. 
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3.3. Proof of Theorem 1.
Proof. The proof follows directly from Corollary 1 and Proposition 2. 
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