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Cet article se veut un survol des re´seaux de tenseurs et s’adresse aux de´butants en la matie`re.
Nous y mettons l’accent sur les outils ne´cessaires a` l’imple´mentation concre`te d’algorithmes. Quatre
ope´rations de base (remodelage, permutation d’indices, contraction et de´composition) qui sont cou-
ramment utilise´es dans les algorithmes de re´seaux de tenseurs y sont de´crites. Y seront aussi couverts
la notation diagrammatique, intrication, les e´tats en produit de matrices (MPS), les ope´rateurs en
produit de matrices (MPO), e´tat projete´ de paires intrique´es (PEPS), l’approche par renormalisation
d’encheveˆtrement multi-e´chelle (MERA), la de´cimation par bloc d’e´volution temporelle (TEBD) et
le groupe de renormalisation de tenseurs (TRG).
I. INTRODUCTION
Les me´thodes exactes de re´solution de syste`mes quan-
tiques sont difficiles a` appliquer aux proble`mes de grande
taille. Il est alors ne´cessaire d’utiliser des me´thodes ap-
proximatives et les re´seaux de tenseurs figurent parmi
les me´thodes les plus utilise´es a` cet effet. Les me´thodes
des re´seaux de tenseurs se basent sur la se´paration d’une
fonction d’onde quantique en facteurs matriciels (ou ten-
soriels), un pour chacun des sites du syste`me e´tudie´. Le
premier exemple notable d’une telle se´paration est l’ap-
proche de la matrice de transfert pour la re´solution du
mode`le d’Ising [1–3].
Pour re´soudre de grands syste`mes a` l’aide de re´seaux
de tenseurs, nous devons conside´rer des repre´sentations
efficaces de la fonction d’onde. Pour obtenir une telle
repre´sentation, nous utilisons la troncature des tenseurs
pour re´duire le nombre de degre´s de liberte´ du re´seau et
ne conserver que les plus significatifs [4–7]. Cet approche
est en lien direct avec le groupe de renormalisation [8]
et se base sur l’intrication entre les sites. Ces me´thodes
de re´seaux de tenseurs sont applicables sur des syste`mes
classiques ou quantiques.
La formulation moderne de ces proble`mes se base sur
les e´tats de produits de matrices (MPS, Matrix Pro-
duct State) [5]. L’un des premiers exemples d’un tel ob-
jet fut l’e´tat de Affleck-Kennedy-Lieb-Tasaki (AKLT),
utilise´ pour de´crire un syste`me de spins [4, 9]. Depuis,
plusieurs algorithmes ont e´te´ de´veloppe´s, notamment le
groupe de renormalisation par matrice-densite´ (DMRG,
Density Matrix Renormalization Group) [10].
Dans cette revue des re´seaux de tenseurs, nous nous
concentrons sur les ope´rations de base ne´cessaires a` la
manipulation des tenseurs, plutoˆt que sur un ensemble
spe´cifique d’algorithmes. A` la sec. II, nous commenc¸ons
par une discussion de ce que sont les tenseurs. A` la
sec. III, nous introduisons une notation sche´matique
qui permet de simplifier le traitement analytique des
re´seaux de tenseurs. A` la sec. IV, nous pre´sentons quatre
ope´rations de base s’appliquant aux tenseurs. Dans la
sec. V, nous discutons de la connexion entre la the´orie de
l’information et les proprie´te´s d’intrication. A` la sec. VI,
nous re´sumons les formes de fonctions d’onde les plus
communes. Finalement, a` la sec. VII, nous pre´sentons
deux exemples d’algorithmes qui utilisent les concepts
pre´ce´dents pour trouver l’e´tat fondamental d’un syste`me
physique.
II. LES RE´SEAUX DE TENSEURS
Pour un proble`me de physique quantique donne´, nous
devons re´soudre l’e´quation de Schro¨dinger :
Hˆψ = Eψ, (1)
pour un hamiltonien Hˆ, une e´nergie E, ainsi qu’une fonc-
tion d’onde ψ. L’objectif principal est de trouver l’e´tat
fondamental du syste`me et son e´nergie.
Trouver la solution exacte d’un tel syste`me est
extreˆmement difficile. Les me´thodes standards qui sont
pre´sente´es dans un cours d’introduction a` la physique
quantique deviennent rapidement impraticables pour
des syste`mes plus complexes. Par exemple, la fac¸on la
plus directe de trouver l’e´tat fondamental d’un hamilto-
nien est par diagonalisation exacte. Pour ce faire, nous
repre´sentons le hamiltonien comme une matrice et nous
utilisons des me´thodes nume´riques pour trouver les va-
leurs propres. Cette me´thode est tre`s couˆteuse en termes
de me´moire et d’espace de calcul. C’est pourquoi nous ne
pouvons l’utiliser que pour de petits syste`mes.
Pour illustrer l’espace ne´cessaire a` la repre´sentation
d’un hamiltonien sur un ordinateur, nous conside´rons
une chaˆıne de spins (fig. 1). Ces syste`mes sont utilise´s
pour mode´liser le magne´tisme dans les mate´riaux. Les
e´lectrons peuvent subir des interactions d’e´change, meˆme
Figure 1. Une chaˆıne de spin est l’un des exemples les plus
couramment utilise´s pour illustrer les me´thodes de re´seaux de
tenseurs. Les fle`ches repre´sentent l’orientation des spins qui,
dans un syste`me re´el, peuvent eˆtre en superposition.
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2s’ils sont localise´s sur chaque atome. Un mode`le commun
est celui d’Ising [3], repre´sentant un syste`me de N spins
Hˆ = −J
N−1∑
i=1
Sˆzi · Sˆzi+1. (2)
Les spins adjacents interagissent selon leur composante
en z et, de fac¸on ge´ne´rale, il est possible d’avoir une
re´alisation de toutes les amplitudes de spins (s =
1
2 , 1,
3
2 , . . .). La constante J repre´sente l’interaction
d’e´change entre les spins. Un autre exemple commun de
hamiltonien est le mode`le de Heisenberg [11],
Hˆ = −J
N−1∑
i=1
Si · Si+1, (3)
ou` S = (Sˆx, Sˆy, Sˆz), un vecteur qui contient les matrices
de Pauli [11]. Ainsi, il y a 2s+ 1 e´tats quantiques dispo-
nibles pour ce spin et (2s+1)N pour un re´seau de N sites.
Comme le hamiltonien repre´sente l’interaction entre ces
spins, nous pouvons le repre´senter comme une matrice
carre´e de dimension (2s + 1)N × (2s + 1)N . Le nombre
de composantes du hamiltonien croˆıt exponentiellement
avec la taille du syste`me. De nos jours, le taille maxi-
male d’un syste´me re´solvable par diagonalisation exacte
est d’environ 50 sites [12].
Il existe des me´thodes pour trouver seulement les plus
petites valeurs propres de Hˆ, tel l’algorithme de Lanc-
zos [13]. Cependant, ces me´thodes sont limite´es par la
repre´sentation en me´moire de la fonction d’onde aussi.
Nous voulons de´composer un syste`me quantique en
facteurs afin de re´duire la complexite´ de la re´solution
du proble`me. Chacun de ces facteurs est repre´sente´ par
un tenseur. Pour cette revue, nous conside´rons un ten-
seur comme la ge´ne´ralisation d’une matrice, c’est-a`-dire
comme un tableau multidimensionnel de nombres com-
plexes1. Nous allons ainsi utiliser des re´seaux de tenseurs
qui ont une croissance line´aire avec le nombre de sites
du mode`le. Nous serons alors en mesure de re´soudre des
syste`mes de plusieurs milliers de sites. Une fois que le
syste`me quantique est de´compose´ convenablement, nous
pouvons concevoir des algorithmes qui agissent sur une
partie du syste`me a` chaque e´tape. Il est alors possible
d’obtenir la solution globale apre`s plusieurs ite´rations. En
plus d’une croissance en complexite´ raisonnable avec la
taille du syste`me, les me´thodes de re´seaux de tenseurs ont
e´galement l’avantage de ne pas pre´senter de proble`mes
de signe [15] qui sont communs avec les algorithmes de
Monte Carlo quantiques. Il y a cependant quelques li-
mitations a` l’utilisation des re´seaux de tenseurs. Notam-
ment, ces derniers performent beaucoup mieux lorsque
les interactions et les corre´lations sont a` courtes porte´e.
1. Pour une de´finition formelle des tenseurs, consulter ref. 14.
Figure 2. Un tenseur de rang un (vecteur, haut), deux (ma-
trice, milieu) et trois (bas), sont repre´sente´s respectivement
par tous leurs e´le´ments, par la notation indicielle et par la
repre´sentation en diagrammes.
III. REPRE´SENTATION GRAPHIQUE
Un tenseur peut eˆtre classifie´ par son rang. Le
rang d’un tenseur correspond au nombre d’indices qu’il
posse`de. Par exemple, un scalaire est un tenseur de rang
0, un vecteur est un tenseur de rang 1 et une matrice
est un tenseur de rang 2. Nous de´notons un tenseur T de
rang 3 avec les indices µ, ν, et η comme suit :
Tµνη. (4)
Chaque indice correspond a` une dimension du tenseur et
peut prendre diffe´rentes valeurs2.
E´crire les tenseurs de cette manie`re avec tous leurs
indices peut devenir tre`s complique´ dans le cadre d’un
re´seau de tenseurs complet. Pour e´viter cela, nous allons
introduire une repre´sentation par diagrammes comme
dans ref. 16. Dans la fig. 2, des tenseurs de rang un,
deux et trois sont repre´sente´s avec les diagrammes cor-
respondants. Nous y remarquons que les diffe´rents ten-
seurs sont repre´sente´s par un carre´ duquel sortent des
lignes, chacune repre´sentant un des indices. En ge´ne´ral,
dans un diagramme, les lignes ne sont pas explicitement
identifie´es par les indices qu’elles repre´sentent. Cette in-
formation peut eˆtre fournie arbitrairement.
Quand nous de´crivons une fonction d’onde, ψσ1σ2...,
par un tenseur, les lignes verticales du diagramme
prennent un sens pre´cis selon la convention. Chaque ligne
repre´sente un indice physique (σi) associe´ au spin de cha-
cun des sites du syste`me. Par exemple, un tenseur de rang
cinq e´quivalent a` la fonction d’onde d’un syste`me de cinq
sites est repre´sente´ avec cinq lignes verticales comme dans
la fig. 3.
Dans les sections suivantes, nous pre´sentons les
e´le´ments de base des re´seaux de tenseurs. Ces
2. Des indices en positions supe´rieures et infe´rieures sont parfois
utilise´s pour diffe´rencier des tenseurs covariants et contravariants.
Cependant, cette distinction n’est ge´ne´ralement pas ne´cessaire pour
les re´seaux de tenseurs.
3Figure 3. La repre´sentation d’un tenseur de rang 5.
e´le´ments se retrouvent dans les principales bibliothe`ques
nume´riques [17–31] et sont utiles pour la majorite´ des
algorithmes.
IV. OPE´RATIONS DE BASE
Tout comme pour les scalaires auxquels nous pouvons
appliquer certaines ope´rations (addition, multiplication,
etc.), nous pouvons appliquer certaines ope´rations aux
tenseurs. Les ope´rations introduites ici sont a` conside´rer
comme la base minimale indispensable pour comprendre
les re´seaux de tenseurs et les me´thodes algorithmiques les
utilisant. Certaines combinaisons de ces ope´rations appa-
raissent dans chaque algorithme. Toutes ces ope´rations
sont ge´ne´ralement disponibles et faciles a` utiliser dans
des langages de programmation de haut niveau tels Py-
thon et Julia.
Nous pre´sentons quatre ope´rations. Les deux premie`res
(remodelage et permutation) s’appliquent sur un seul
tenseur. Les deux autres ope´rations (contraction et
de´composition) impliquent plus d’un tenseur.
A. Remodelage
Nous pouvons changer le rang d’un tenseur en regrou-
pant certains de ses indices ou en subdivisant un indice.
Par exemple, le tenseur de rang trois de l’ eq. 4 peut eˆtre
remodele´ en regroupant les indices µ et ν pour obtenir le
tenseur de rang 2,
Tγη (5)
ou` γ = (µν). Un tenseur peut eˆtre remodele´ de fac¸on a`
joindre n’importe quelle combinaison d’indices. Dans la
Figure 4. Un remodelage sur un tenseur de rang quatre ou`
les troisie`me et quatrie`me indices sont fusionne´s.
Indice x y z
1 1 1 1
2 2 1 1
3 3 1 1
...
...
...
...
wx wx 1 1
1 + wx 1 2 1
2 + wx 2 2 1
3 + wx 3 2 1
...
...
...
...
2wx wx 2 1
1 + 2wx 1 3 1
...
...
...
...
wx + wx(wy − 1) wx wy 1
1 + wxwy(wz − 1) 1 1 wz
...
...
...
...
wx + wx
(
(wy − 1) + wy(wz − 1)
)
wx wy wz
Table I. Tableau repre´sentant le remodelage d’un tenseur
de rang 3 de format pre´de´termine´ (wx, wy, wz) en un vec-
teur (un tenseur de rang 1). Les valeurs a` gauche sont les
valeurs de l’indice du vecteur permettant de se re´fe´rer aux
e´le´ments. Les diffe´rents triplets de valeurs a` droite sont les
valeurs des indices du tenseur de rang trois se re´fe´rant aux
meˆmes e´le´ments. Nous nous re´fe´rons d’abord aux e´le´ments
du tenseur initial suivant une certaine re`gle d’ite´ration sur
ses indices (ici, en partant du premier, wx). Le remodelage
est toujours inversible. La valeur d’indice du vecteur pour un
certain e´le´ment selon ses coordonne´es (x, y, z) est donne´e par
x+ wx((y − 1) + wy(z − 1)).
figure 4, nous illustrons un tenseur de rang quatre remo-
dele´ en un tenseur de rang trois.
Pour remodeler un tenseur, une re`gle doit d’abord eˆtre
de´finie. Un exemple de re`gle est montre´ dans le tableau I
pour un tenseur de rang trois, de dimensions (wx, wy, wz)
remodele´ en un vecteur de taille wx×wy×wz. Le premier
indice est choisi pour eˆtre le premier incre´mente´. Au fur et
a` mesure que nous incre´mentons, un compteur (colonne
de gauche) indique la position dans le vecteur re´sultant.
En ge´ne´ral, nous pouvons remodeler un tenseur en un
autre tenseur de n’importe quel rang. La seule condi-
tion ne´cessaire est que ces deux tenseurs doivent conte-
nir le meˆme nombre d’e´le´ments. Par exemple, nous
pouvons remodeler un tenseur de rang 3 de dimen-
sions (10, 5, 20) en un tenseur de rang 5 de dimensions
(2, 5, 5, 10, 2). Nous pouvons e´galement remodeler ce ten-
seur sous forme d’un tenseur de rang 100, avec les dimen-
sions (1000, 1, 1, 1, 1, 1, 1, 1, . . .), comme celui-ci contient
toujours le meˆme nombre d’e´le´ments.
Le remodelage est une ope´ration mathe´matique re-
liant des tenseurs de rangs diffe´rents. Cependant, les
indices du tenseur re´sultant un sens physique lors de
la repre´sentation d’un syste`me quantique. L’ope´ration
4Figure 5. Une permutation d’indices pour un tenseur de rang
4 ou` le quatrie`me indice devient le premier.
de remodelage permet de distribuer la base d’e´tats sur
diffe´rents sites en un groupe a` gauche et un autre a` droite.
Un point nous reviendrons aux sections suivantes.
Le remodelage est une ope´ration au couˆt de calcul
ne´gligeable. Cela s’explique par le fait qu’un tenseur est
repre´sente´ dans la me´moire d’un ordinateur par un vec-
teur avec la dimension de chacun des indices. Seules les
valeurs des dimensions sont modifie´es lors du remode-
lage. Il existe d’autres fac¸ons de remodeler un vecteur,
mais cet exemple appuie le fait que le remodelage est
une ope´ration tre`s peu couˆteuse.
B. Permutation d’indices
Notez que dans le remodelage de l’eq. 5, nous ne pou-
vions pas remodeler les indices µ et η ensemble puisque
l’indice ν se situe entre les deux. Selon la re`gle de´finie au
tableau I, lors d’un remodelage, les e´le´ments d’un tenseur
sont re´fe´re´s selon l’ordre des indices (nous conside´rons
toutes les valeurs de x avant de faire varier y pour
re´ordonner les e´le´ments). De fac¸on ge´ne´rale, nous ne pou-
vons remodeler un tenseur qu’en ope´rant sur des indices
voisins, a` moins de permuter les diffe´rents indices (i.e.,
Tµνη → Tµην).
Analytiquement, la permutation d’indices ne demande
aucun effort de calcul. Nous pouvons simplement retracer
les pattes comme dans la fig. 5. Cependant, lors d’applica-
tions pratiques dans un algorithme, e´changer l’allocation
de la me´moire pour changer l’ordre des indices ne´cessite
une ope´ration spe´ciale. La permutation d’indices consiste
en la cre´ation d’un nouveau tenseur dans lequel l’informa-
tion du premier tenseur sera copie´e, en suivant le nouvel
ordre d’indices. Ge´ne´ralement, il est recommande´ d’e´viter
de faire cette ope´ration autant que possible, vu son couˆt
e´leve´.
C. Contraction
En plus de manipuler les indices d’un tenseur, nous
pouvons combiner et diviser les tenseurs. Afin de joindre
deux tenseurs, nous appliquons l’ope´ration de contraction
Figure 6. Une repre´sentation graphique du produit matriciel.
sur certains indices de ces deux tenseurs. Par exemple,
Cik =
∑
j
AijBjk (6)
repre´sente une contraction des tenseurs de rang 2
(matrices) Aˆ et Bˆ sur l’indice j commun aux deux.
L’ope´ration de contraction requiert une sommation sur
chacun des indices contracte´s. Graphiquement, nous
repre´sentons cette ope´ration par une ligne qui relie deux
sommets.
Nume´riquement, nous pouvons effectuer la contraction
de tenseurs par une se´rie de sommes sur chacun des
indices contracte´s. Cependant, il existe une alternative
consistant qu’est plus vite a` convertir le proble`me en un
produit matriciel, repre´sente´ sche´matiquement a` la fig. 6.
Les e´tapes ge´ne´rales permettant de transformer un ten-
seur arbitraire en une matrice sont d’appliquer une per-
mutation d’indices suivie d’un remodelage. Ce processus
est illustre´ plus en de´tail a` la figure 7, ou` des tenseurs
de rang quatre et cinq sont contracte´s sur certains in-
dices communs a` l’e´tape 1. L’e´tape 2 de la fig. 7 montre
que le premier tenseur subit une permutation plac¸ant les
Figure 7. En choisissant une certaine combinaison de permu-
tations et de remodelages, il est possible de convertir toute
contraction en produit matriciel. 1) Une contraction de deux
tenseurs sur deux indices. 2) Permutation des indices des deux
tenseurs afin que les indices non contracte´s soient au de´but
du tenseur de gauche et a` la fin de celui de droite. 3) Les ten-
seurs sont repre´sente´s avec le nouvel ordre de leurs indices.
Les indices contracte´s doivent suivre le meˆme ordre dans cha-
cun des tenseurs. 4) Un remodelage des tenseurs est applique´
pour obtenir des tenseurs de rang 2. 5) Le produit matriciel
est applique´. 6) Remodelage de la matrice re´sultante afin de
ramener les indices non contracte´s des tenseurs initiaux.
5indices contracte´s a` droite des autres. Le second tenseur
subit aussi une permutation plac¸ant les indices contracte´s
cette fois-ci a` gauche des autres. Les indices contracte´s
des deux tenseurs doivent suivre le meˆme ordre entre
eux. Les tenseurs peuvent eˆtre repre´sente´s selon le nou-
vel ordre de leurs indices, comme a` l’e´tape 3. A` l’e´tape
4, les tenseurs sont alors remodele´s de fac¸on a` combi-
ner les indices non contracte´s ensemble, puis les indices
contracte´s.
Les deux tenseurs sont alors sous forme de matrices.
Sur le tenseur de gauche, les indices non contracte´s com-
bine´s repre´sentent maintenant les lignes de la premie`re
matrice. Les indices connecte´s repre´sentent alors les co-
lonnes de la matrice. C’est le cas inverse pour la seconde
matrice. Apre`s le produit matriciel, nous obtenons une
matrice re´sultante (e´tape 5). Finalement, a` l’e´tape 6,
cette matrice est remodele´e de fac¸on a` retrouver les in-
dices non contracte´s des tenseurs initiaux.
Le couˆt de calcul pour appliquer une contraction est
de´termine´ par la taille de chaque indice des tenseurs
contracte´s. Dans notre cas, en supposant que chaque in-
dice est de taille χ, le nombre total d’indices ouverts (5)
et relie´s (2) entraˆıne que le couˆt de calcul est de O(χ7).
Le meˆme re´sultat s’obtient en de´butant par la de´finition
de la contraction ou` l’on fait la somme sur chacun des
indices contracte´s ; e´crit de manie`re mathe´matique :
Cαβγδ =
∑
ζη
AαζβηBγδηζ. (7)
Cela montre que deux sommes (sur η et ζ) contribuent au
couˆt de l’ope´ration. Cependant, pour assigner des valeurs
a` l’ensemble des e´le´ments du tenseur de rang 5, Cαβγδ,
nous ite´rons sur chacun des indices non contracte´s. Au
total, l’ope´ration nume´rique de contraction ne´cessite 7
boucles (une pour chaque indice sur lequel nous ite´rons),
chacune contribuant un facteur χ au couˆt de calcul.
D. De´composition de tenseurs et de matrices
En plus de combiner des tenseurs, il est souvent
ne´cessaire de de´composer un tenseur. De la meˆme
manie`re que la contraction de tenseurs peut eˆtre convertie
en un produit de matrices, la de´composition d’un tenseur
peut eˆtre convertie en une de´composition de matrices.
1. De´composition en valeurs propres
La de´composition en valeurs propres est bien connue en
physique. Celle-ci correspond a` la diagonalisation d’une
matrice. La matrice (tenseur de rang 2) se de´compose
alors en trois matrices :
Mˆ = Uˆ ΩˆUˆ† (8)
Deux de ces matrices (Uˆ et Uˆ†) sont lie´es par l’ope´rateur
adjoint (†) [11]. Ces deux matrices sont unitaires et sa-
tisfont Uˆ Uˆ† = Uˆ†Uˆ = Iˆ, ou` Iˆ est l’ope´rateur identite´. La
Figure 8. Une repre´sentation graphique de la de´composition
en valeurs singulie`res (SVD).
matrice ρˆ est diagonale et contient les valeurs propres de
m. Les matrices ρˆ et Uˆ ont les meˆmes dimensions. Nous
pouvons appliquer la de´composition en valeurs propres
seulement sur des matrices carre´es. Cependant, nous ne
pouvons pas ge´ne´raliser cette de´composition a` tous les
tenseurs.
2. De´composition en valeurs singulie`res
Nous pouvons se´parer un tenseur en trois autres ten-
seurs avec la de´composition en valeurs singulie`res (SVD
Singular Value Decomposition). La SVD de´compose une
matrice rectangulaire M en trois matrices :
Mˆ = UˆDˆVˆ †. (9)
Cette ope´ration est repre´sente´e graphiquement a` la fig. 8.
Les matrices Uˆ (rectangle jaune) et Vˆ † (rectangle bleu)
sont des isome´tries et leur produit est l’identite´ dans un
sens seulement. Si Mˆ est de dimensions (a, b), Uˆ†Uˆ =
Iˆa×a et Vˆ †Vˆ = Iˆb×b (voir fig. 9), mais Uˆ Uˆ† et Vˆ Vˆ †
ne correspondent pas a` une matrice identite´ comple`te
ge´ne´ralement.
Les dimensions des matrices Uˆ et Vˆ † sont lie´es aux di-
mensions de Mˆ . Le format de Uˆ sera de dimensions (a,m)
ou` m ≤ min(a, b) [4]. Le format de Vˆ † est alors (m, b). Il
existe d’autres formulations de la SVD ou` la dimension
inte´rieure de la de´composition est choisie diffe´remment
mais, par convention ici, cette dimension maximale cor-
respond a` la plus petite des dimensions exte´rieures.
Figure 9. Les ope´rateurs unitaires et les isome´tries
se contracter aux identite´s. Les branches re´sultantes
repre´sentent l’identite´ (haut : Iˆ, bas : Iˆ ⊗ Iˆ).
6Figure 10. Une de´composition d’un tenseur de rang quatre
peut eˆtre effectue´e en remodelant le tenseur et en appliquant
une SVD sur la matrice re´sultante. La proce´dure ressemble a`
celle effectue´e pour pre´parer un tenseur a` la contraction dans
la fig. 7.
Finalement, la matrice Dˆ (losange rouge) est une ma-
trice diagonale assignant un poids aux diffe´rents vecteurs
dans les matrices Uˆ et Vˆ † :
Dˆ =

λ1 0 0 · · · 0
0 λ2 0 · · · 0
0 0 λ3
. . . 0
...
... . . . . . .
...
0 0 0 · · · λm

. (10)
La matrice Dˆ exprime les plus importants e´tats de
base contenus dans Uˆ et Vˆ . Il est fre´quent que seules
quelques valeurs de Dˆ soient importantes. Les valeurs les
plus faibles de Dˆ peuvent tronquer [4]. Cependant, la
troncature des petites valeurs de Dˆ ne changera pas la
norme de la matrice beaucoup.
Pour effectuer une SVD, nous notons que MˆMˆ† =
UˆDˆ2Uˆ† et Mˆ†Mˆ = Vˆ Dˆ2Vˆ †. Toute matrice rectangu-
laire peut ainsi eˆtre multiplie´e par elle-meˆme pour don-
ner une matrice carre´e. Cette matrice peut alors eˆtre
de´compose´e par de´composition en valeurs propres pour
obtenir les diffe´rents e´le´ments de la SVD. Ce n’est pas
la seule fac¸on d’obtenir une SVD. En pratique, les ou-
tils standards n’utilisent pas la de´composition de MˆMˆ†
ou de Mˆ†Mˆ afin d’e´viter une perte de pre´cision venant
de la mise au carre´ des valeurs de Dˆ. Cependant, cette
me´thode met en e´vidence le lien e´troit entre la SVD et
la de´composition en valeurs propres.
Nous pouvons utiliser la SVD pour de´composer tout
type de tenseur. La fig. 10 illustre la proce´dure a` effec-
tuer. Nous y remodelons un tenseur de rang 4 en un ten-
seur de rang 2 avant d’appliquer la SVD et de remodeler
les tenseurs re´sultants afin de retrouver les indices appro-
prie´s. Cette approche est similaire a` la proce´dure de la
sec. IV C pour la contraction.
V. INTRICATION
La SVD n’est pas l’unique choix pour la de´composition
de tenseurs. Il existe en effet plusieurs me´thodes de
de´compositions matricielles pour les matrices rectangu-
laires : la de´composition QR [4, 13], par exemple. Comme
les choix sont multiples, nous allons de´montrer l’impor-
tance de la me´thode SVD dans le contexte des re´seaux
de tenseurs. L’explication est lie´e a` la the´orie de l’in-
formation qui e´tudie la manie`re dont deux objets com-
muniquent entre eux [32]. Dans le cas d’un re´seau de
tenseurs, l’ide´e est la meˆme : nous nous inte´ressons a` la
manie`re dont deux tenseurs interagissent. Une discussion
exhaustive de cette the´orie n’est pas ne´cessaire pour com-
prendre les bases des re´seaux de tenseurs, mais il doit tout
de meˆme eˆtre mentionne´ qu’elle joue un roˆle sous-jacent
dans le de´veloppement d’algorithmes.
La compre´hension de la SVD passe par la de´finition de
la matrice Dˆ. Tel qu’introduit dans la section pre´ce´dente,
la matrice Mˆ e´te´ de´compose´. Dans un syste`me phy-
sique, e´gale la fonction d’onde ψ. Notons que les valeurs
propres ρi de la matrice de densite´ de ψ, ρˆ = ψψ†, sont
inde´pendantes du choix de base de calcul. La matrice de
densite´ est donne´e par ρˆ = Uˆ ΩˆUˆ†, ou` Ωˆ est une ma-
trice diagonale contenant tous les e´le´ments ρi, et Uˆ (Vˆ )
contient les fonctions de base a` gauche (droite) du site
de ψ. Quand nous obtenons ψ de ρˆ(= Uˆ
√
ΩˆVˆ †Vˆ
√
ΩˆUˆ†),
nous trouvons ψ = UˆDˆVˆ † ou` Ωˆ = Dˆ2. La SVD contient
donc toutes les composantes ne´cessaires de la matrice de
densite´.
Une quantite´ inte´ressante relie´e a` cette se´paration est
l’entropie d’intrication, aussi appele´e entropie de von
Neumann [3],
S = −
∑
i
ρi log2 ρi. (11)
Certains cas spe´cifiques d’e´tats quantiques peuvent
eˆtre analyse´s en termes d’intrication. Nous pre´sentons ici
deux exemples illustrant les extremums d’intrication. Un
premier exemple est l’e´tat
|ψ〉 = (| ↑↑〉+ | ↓↑〉)/
√
2 =
( | ↑〉+ | ↓〉√
2
)
⊗ | ↑〉 (12)
qui a la SVD
UˆDˆVˆ † =
(
0 1
1 0
)(
1 0
0 0
)(
1 1
1 −1
)/√
2 (13)
ou` | ↑〉 = (1 0)T , | ↓〉 = (0 1)T et |ψ〉 ont e´te´ remo-
dele´s comme dans la fig. 11. Le symbole T repre´sente la
transpose´e. L’intrication entre ces deux spins est S = 0
Figure 11. Vecteur de´crivant un e´tat de deux particules de
spin 12 . Il peut eˆtre remodele´ sous forme de matrice. A` pre´sent,
chaque indice de la matrice repre´sente le spin de chacun des
sites.
7Figure 12. Un vecteur a` plusieurs sites peut eˆtre remodele´ et
divise´ par SVD plusieurs fois de manie`re a` ce que chaque site
soit repre´sente´ par un tenseur. Le dernier tenseur est le seul
pouvant eˆtre non unitaire, puisqu’il contient toute l’informa-
tion de la matrice Dˆ de la SVD subse´quente.
(nous conside´rons seulement les valeurs non nulles de Dˆ)
puisque nous n’avons qu’une valeur propre dans eq. 11.
Ces spins sont qualifie´s de non intrique´s.
En second exemple, conside´rons l’e´tat ;
|ψ〉 = (| ↑↑〉+ | ↓↓〉)/
√
2. (14)
Celui-ci est dit maximalement intrique´ puisque les va-
leurs propres de Dˆ sont toutes deux 1/
√
2. L’entropie est
maximale puisque toutes les valeurs de Dˆ sont e´gales.
Notons que l’e´tat singulet |ψ〉 = (| ↑↓〉 − | ↓↑〉)/√2 est
aussi maximalement intrique´ avec S = 1.
Dans un syste`me physique typique, la structure de
Dˆ donnera une intrication quelque part entre ces deux
exemples. Un point supple´mentaire est mentionne´ dans
l’Appendice A : la structure de Dˆ peut eˆtre classe´e glo-
balement en deux cate´gories pour un proble`me physique
donne´.
VI. E´TAT DE PRODUIT DE MATRICIES
Nous sommes enfin preˆts a` de´river un re´seau de ten-
seurs a` partir d’un syste`me quantique. Pour cela, nous
partirons d’une fonction d’onde comple`te puis nous ap-
pliquerons une se´rie de remodelages et de SVD pour ob-
tenir la repre´sentation site par site de la fonction d’onde,
illustre´e a` la fig. 12 (il est aussi possible d’aller de droite
a` gauche tel qu’a` la fig. 13). Notons que nous com-
menc¸ons a` partir d’une fonction d’onde pre´re´solue a` des
fins de de´monstration uniquement. En ge´ne´ral, la fonc-
tion d’onde sera de´rive´e d’un hamiltonien de´compose´
en re´seau de tenseurs. Ces deux algorithmes sont dis-
cute´s apre`s l’introduction d’un premier re´seau de ten-
seurs repre´sentant une fonction d’onde : l’E´tat de produit
de matrices (MPS, Matrix Product State).
Figure 13. Le MPS peut aussi eˆtre construit de droite a`
gauche.
Figure 14. Remodelage d’un index en pre´paration du premier
site a` se´parer.
A. Se´parer une fonction d’onde en un e´tat de
produit de matrices
Commenc¸ons par une fonction d’onde provenant d’une
diagonalisation exacte. La fonction d’onde comple`te peut
eˆtre remodele´e de manie`re a` isoler du reste les degre´s de
liberte´ d’un site, comme illustre´ a` la fig. 14. Pour ef-
fectuer cette taˆche, un programme est disponible dans
l’Annexe C en guise d’exemple. Les indices verticaux
d’une fonction d’onde sont appele´s indices physiques,
puisqu’ils expriment les degre´s de liberte´ physique de
chaque site (i.e.. Pour un syste`me de spin il s’agit de
σ =↑, ↓ tandis que pour le mode`le de Hubbard ce se-
rait |0〉, | ↑〉, | ↓〉, | ↑↓〉). Une SVD peut ensuite eˆtre ap-
plique´e telle que repre´sente´e a` la fig. 15. Il est important
de mettre un indice a` gauche et le reste a` droite : c’est ce
qui permet la se´paration de l’indice physique du premier
site. La matrice Uˆ , provenant de la SVD, peut eˆtre remo-
dele´e en tenseur repre´sentant le premier site du MPS. Un
indice additionnel est apparu au cours de la proce´dure,
il connecte les tenseurs gauche et droit. Ce type d’indice,
dessine´ a` l’horizontale sur la figure, est qualifie´ d’indice
de lien.
La meˆme ide´e peut ensuite eˆtre applique´e aux sites
restants de la fonction d’onde. Le tenseur restant qui
contient les autres degre´s de liberte´ doit eˆtre remodele´
afin que l’indice physique suivant soit combine´ a` l’indice
de lien pre´ce´dent. C’est ce qui est montre´ a` la fig. 16. La
matrice Uˆ peut encore une fois eˆtre remodele´e pour don-
ner un tenseur de la forme requise de la fig. 17 (la base
de l’indice de lien y est indique´e). La proce´dure peut
eˆtre re´pe´te´e jusqu’a` ce que chaque site soit repre´sente´
Figure 15. Il est possible d’effectuer une SVD sur la matrice
pre´ce´dente de manie`re a` ce que le tenseur Uˆ ge´ne´re´ repre´sente
localement notre premier site. La matrice Dˆ de´crivant le poids
de toutes les combinaisons de vecteurs peut eˆtre contracte´e au
reste de la fonction d’onde.
8Figure 16. Le reste de la fonction d’onde doit eˆtre remodele´
afin que l’indice physique suivant soit combine´ a` l’indice de
lien.
par un tenseur individuel. A` pre´sent, nous avons ob-
tenu une repre´sentation locale de chaque site du syste`me
ainsi qu’un premier exemple de fonction d’onde exprime´e
comme un re´seau de tenseurs.
Le couˆt associe´ a` la se´paration d’un tenseur est l’ajout
d’un nouvel indice, le meˆme qui apparaˆıt dans sec. IV D 2
lors de l’exe´cution de la SVD (voir fig. 8). Ce nouvel in-
dice contient l’information pour chaque site diffe´rent du
site actuel. La section suivante vise a` comprendre la signi-
fication de cet indice horizontal et comment il apparaˆıt.
B. Signification des indices horizontaux
Tout au long des diagrammes de la section pre´ce´dente,
nous avons pris soin d’exprimer les fonctions de base de
chaque indice, meˆme si elles ne sont normalement pas
affiche´es. Nous fournissons une analyse plus minutieuse
de ces e´tats dans cette section afin de pouvoir comprendre
ce que repre´sentent les nouveaux indices de lien.
Conside´rons les fonctions de base pour un exemple a`
deux sites. Nous pouvons joindre deux vecteurs de base,
chacun repre´sentant un site unique, a` l’aide d’un produit
de Kronecker (⊗, voir l’Annexe B). Cette ope´ration prend
tous les e´tats a` droite de l’ope´rateur et les joint aux e´tats
a` gauche. La fonction d’onde a` deux sites peut eˆtre e´crite
dans la base
(
| ↑〉
| ↓〉
)
⊗
(
| ↑〉
| ↓〉
)
=

| ↑↑〉
| ↓↑〉
| ↓↑〉
| ↓↓〉
 , (15)
Figure 17. Au centre d’un MPS, les fonctions de base sont
les produits de Kronecker de tous les e´tats de base a` gauche
ou a` droite (le moins e´leve´ des deux).
ou` le premier et le second vecteur repre´sentent respecti-
vement les e´tats possibles du premier et du second site.
Pour plusieurs sites, nous pouvons e´crire
| ↑↑↑↑↑↑↑ . . .〉
| ↓↑↑↑↑↑↑ . . .〉
| ↑↓↑↑↑↑↑ . . .〉
...
 =
N⊗
i=1
(
| ↑〉
| ↓〉
)
. (16)
Lorsque la base est remodele´e en un nouveau groupe
d’indices, les fonctions de base sont e´galement se´pare´es
selon ce regroupement. Par exemple, dans le cas de deux
sites, la fig. 11 montre une fonction d’onde a` deux sites
remodele´e. Si nous effectuons une SVD, nous se´parons
le syste`me en tenseurs repre´sentant les sites individuels,
se´parant les deux ensembles de fonctions de base.
Pour relier les fonctions de base aux indices de lien,
notons que chaque indice physique posse`de ses propres
fonctions de base, comme indique´ dans la fig. 14. Lorsque
la SVD est applique´e, le nouvel indice ge´ne´re´ doit pa-
rame´trer dans des combinaisons de la base (les lignes de
Uˆ ou des colonnes de Vˆ †). Entre deux sites quelconques,
les fonctions de base apparaissent (fig. 17) comme
min(NL,NR)⊗
i=1
(
| ↑〉
| ↓〉
)
, (17)
ou` le minimum est pris entre le nombre de sites a` gauche
(NL) et le nombre de sites a` droite (NR). Un coefficient
de poids de la fonction de base sur l’indice de liaison est
ne´glige´ par souci de clarte´. La ne´cessite´ de ce minimum
est due a` la manie`re dont nous avons de´fini la SVD.
La signification de l’indice de lien est la suivante : des
combinaisons des toutes les autres fonctions de base, a`
gauche et a` droite du re´seau, sont repre´sente´es par l’in-
dice de lien. Comme de´veloppe´ a` la section suivante,
il s’ave`re que seuls certains de ces e´tats seront perti-
nents physiquement et donc que beaucoup peuvent eˆtre
tronque´s.
C. Troncature
Lors de la de´composition d’une fonction d’onde
comple`te par utilisation de SVD successives (voir la
sec. VI), nous pouvons de´terminer la taille de l’indice
de lien entre chaque site en connaissant les dimensions
de la matrice sur laquelle nous applique la SVD. Pour
une chaˆıne de spins 12 , l’indice physique est toujours de
taille deux. Le premier indice de lien, reliant le premier
site au reste de la fonction d’onde, sera de taille deux, car
la matrice sur laquelle la SVD est applique´e est de format
2 × 2N−1. La taille de la matrice Dˆ correspond alors au
minimum des deux dimensions. Suivant la meˆme logique,
l’indice de lien suivant sera de taille quatre, puis huit,
seize, trente-deux, etc. A` un certain point, les indices de
lien rapetisseront, limite´s par la taille du second indice
9Figure 18. L’e´galite´ 〈ψ|ψ˜〉 = 〈ψ˜|ψ˜〉 (eq. 18) est ici justifie´e. La
fonction d’onde tronque´e par la SVD est repre´sente´e par des
tenseurs plus petits au haut du diagramme. ˜ˆV †Vˆ et ˜ˆU†Uˆ se
contractent alors en isome´tries qui ne lieront line´airement que
les valeurs de Dˆ conserve´es dans la fonction d’onde tronque´e.
Cette contraction est donc e´quivalente a` 〈ψ˜|ψ˜〉.
de la matrice a` de´composer, jusqu’a` atteindre une taille
de deux, a` l’autre extre´mite´ du MPS. L’indice augmente
ainsi de fac¸on exponentielle jusqu’a` l’indice situe´ au mi-
lieu de la chaine qui sera de dimension 2N/2. Ensuite, la
dimension de l’indice diminue de fac¸on syme´trique.
Cependant, cette croissance exponentielle de l’indice
de lien nous rame`ne pre´cise´ment au proble`me lie´ a` la
re´solution exacte de la fonction d’onde a` la sec. II, qui
justifiait l’utilisation des re´seaux de tenseurs. Heureuse-
ment, il est parfois possible de tronquer l’indice de lien
sans trop affecter la pre´cision de l’e´tat en utilisant la SVD
introduite a` la sec. IV D 2.
La matrice Dˆ est typiquement ame´nage´e en ordonnant
les valeurs singulie`res en ordre de´croissant sur la diago-
nale en partant du coin supe´rieur gauche de la matrice.
Nous pouvons se demander a` quel point la pre´cision de
notre repre´sentation du syste`me est affecte´e en tronquant
les valeurs les plus faibles. Une bonne fac¸on d’e´valuer
cette perte de pre´cision est d’e´valuer la norme de la
fonction d’onde approximative re´sultante (note´e avec un
tilde), |ψ˜〉. La diffe´rence entre la fonction d’onde tronque´e
(ou approxime´e) et la fonction d’onde comple`te est∥∥|ψ〉 − |ψ˜〉∥∥2 = 1 + δ − 2δ = 1− δ (18)
ou` δ = 〈ψ|ψ˜〉 = 〈ψ˜|ψ˜〉 = ∑mi=1 λ2i s’appelle l’erreur de
troncature. Cette e´galite´ (〈ψ|ψ˜〉 = 〈ψ˜|ψ˜〉) s’observe en
sche´matisant la SVD applique´e sur la fonction d’onde
comple`te et sa version tronque´e, comme illustre´ a` la
fig. 18. Nous remarquons alors que ˜ˆV †Vˆ et ˜ˆU†Uˆ se mul-
tiplient en isome´tries qui viendront tronquer les valeurs
de Dˆ non pre´sentes dans |ψ˜〉.
Afin d’illustrer l’impact de cette proce´dure sur les ob-
servables du proble`me, rappelons que l’e´nergie E, est lie´e
a` la matrice densite´ selon Tr(ρˆHˆ) ≡ E. En ne tron-
quant que de petits e´le´ments de ρˆ, l’e´nergie globale du
syste`me ne changera que tre`s peu. Heureusement, pour
plusieurs cas d’inte´reˆt, une grande partie des valeurs sin-
gulie`res sont faibles (voir annexe A). La taille de la ma-
trice Dˆ peut donc eˆtre grandement re´duite pour plusieurs
syste`mes physiques.
On peut lier le concept de troncature aux indices de
liens qui apparaissent naturellement dans la construc-
tion d’un MPS. Il en re´sulte que la troncature e´limine
les e´le´ments de la combinaison de la base d’e´tats associe´s
a` un poids faible dans la matrice densite´. Il s’agit la` d’un
concept fondamental aux re´seaux de tenseurs.
D. Mesures et jauges
Les mesures lie´es aux ope´rateurs locaux sont parfaite-
ment adapte´es a` un MPS. Rappelons que la SVD produit
deux tenseurs isome´triques (Uˆ et Vˆ †) ainsi que la ma-
trice Dˆ, seul objet qui associe un quelconque poids a` la
de´composition. Les tenseurs a` gauche du centre d’ortho-
gonalite´ (Uˆ) sont dits  normalise´s a` gauche  alors que
ceux de droite (Vˆ †) sont  normalise´s a` droite . Si deux
tenseurs normalise´s a` gauche sont contracte´s, le re´sultat
est e´quivalent a` l’identite´ (voir fig. 9). L’e´quivalent est
aussi vrai pour les tenseurs normalise´s a` droite. La pro-
prie´te´ ge´ne´rale selon laquelle toute l’information non uni-
taire d’un MPS est contenue dans un seul tenseur est
appele´e jauge [33]. Dans le cas d’une mesure locale, les
tenseurs n’ont pas tous besoin d’eˆtre e´value´s. Une appli-
cation pratique de cette proprie´te´ est montre´e ici.
Un exemple de mesure locale de l’ope´rateur Sˆz,
Sˆz =
(
1 0
0 −1
)
, (19)
sur un seul site est illustre´ a` la fig. 19. En appliquant la
meˆme mesure sur la fonction d’onde comple`te, il aurait
fallu e´crire Sˆz5 = Iˆ⊗ Iˆ⊗ Iˆ⊗ Iˆ⊗Sˆz⊗ Iˆ, qui est une matrice
bien plus grande que celle de l’e´quation (19).
Pour une mesure applique´e a` deux sites ou plus,
comme a` la fig. 20 (〈ψ|Sˆz3 Sˆz5 |ψ〉), l’orthogonalite´ n’est pas
conserve´e pour tous les sites. En contractant les tenseurs
normalise´s a` gauche, l’apparition d’un ope´rateur brise la
relation d’orthogonalite´. Les tenseurs se trouvant entre
les diffe´rents ope´rateurs ne se contractent donc pas a`
Figure 19. Les mesures locales peuvent eˆtre faites de manie`re
bien plus simple en utilisant le MPS. Ici l’ope´rateur est
e´quivalent a` une mesure locale de spin sur un seul site. L’ap-
plication de cet ope´rateur n’implique que trois tenseurs.
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Figure 20. Pour une mesure s’appliquant a` deux sites, le
proble`me se re´duit aux tenseurs des sites d’inte´reˆts et aux
tenseurs situe´s entre ceux-ci. Ceci est une conse´quence de la
brisure d’orthogonalite´ lors de la contraction par la gauche.
l’identite´. Comme le centre d’orthogonalite´ a e´te´ place´
sur le meˆme site que celui sur lequel s’applique l’autre
ope´rateur, le reste des tenseurs, tous normalise´s a` droite,
se contractent a` l’identite´.
Il n’existe pas un MPS unique repre´sentant une fonc-
tion d’onde. En effet, entre deux indices de lien, une iden-
tite´ peut eˆtre introduite sous forme d’un terme XˆXˆ−1.
En contractant Xˆ avec le tenseur du MPS a` sa gauche et
Xˆ−1 avec le tenseur a` sa droite, les deux tenseurs du MPS
en sont affecte´s. Comme cette ope´ration est e´quivalente
a` l’application d’une identite´, le MPS reste e´quivalent
a` l’e´tat original, comme a` la figure 21. Par conse´quent,
deux MPS peuvent avoir une structure diffe´rente tout en
menant aux meˆmes re´sultats.
E. Ope´rateurs en produit de matrices
Le MPS est une repre´sentation locale en termes
de tenseurs d’une fonction d’onde. Pour avoir une
repre´sentation comple`te d’un proble`me de me´canique
quantique en termes de re´seaux de tenseurs locaux,
il nous faut une construction e´quivalente pour les
ope´rateurs : l’ope´rateur en produit de matrices (MPO).
Par exemple, le hamiltonien du mode`le d’Ising peut
eˆtre construit avec le MPO suivant :
Hˆ(Ising)a,a′ =
 Iˆ 0ˆ 0ˆSˆz 0ˆ 0ˆ
0ˆ −JSˆz Iˆ
 . (20)
Comme les e´le´ments de cette matrice  sont eux-meˆmes
des ope´rateurs, il s’agit en fait d’un tenseur de rang 4
(voir fig. 22). Lorsque l’on contracte une chaˆıne de ces
matrices d’ope´rateurs pour former le hamiltonien d’un
Figure 21. Le MPS s’ave`re non unique, car il repre´sente tou-
jours une fonction d’onde comple`te apre`s l’introduction d’une
matrice et de son oppose´e entre deux tenseurs.
Figure 22. Ce diagramme est la valeur moyenne d’un
ope´rateur MPO dans en e´tat MPS, 〈ψ|Hˆ|ψ〉.
syste`me, celui-ci se trouve dans le coin infe´rieur gauche de
la matrice finale. Donc, pour un syste`me aux conditions
aux limites ouvertes, il faut terminer les extre´mite´s de la
chaˆıne avec deux vecteurs : (0, 0, 1) a` droite et (1, 0, 0)T
a` gauche.
Tout comme les MPS, la repre´sentation en MPO n’est
pas unique. Trivialement, des range´es et des colonnes de
ze´ro pourraient eˆtre ajoute´es aux matrices sans changer
l’ope´rateur repre´sente´.
Pour ajouter des termes couplant des sites plus dis-
tants, il faut augmenter la dimension des matrices
d’ope´rateurs. Par exemple, le mode`le d’Ising avec cou-
plage au premier et second voisin
Hˆ =
∑
i
(
−J1Sˆzi Sˆzi+1 − J2Sˆzi Sˆzi+2
)
(21)
ne´cessite le MPO
Hˆ(Ising)a,a′ =

Iˆ 0ˆ 0ˆ 0ˆ
Sˆz 0ˆ 0ˆ 0ˆ
0ˆ Iˆ 0ˆ 0ˆ
0ˆ −J1Sˆz −J2Sˆz Iˆ
 . (22)
Typiquement, pour chaque terme agissent a` un site donne´
du syste`me, une colonne et une range´e supple´mentaire
doivent eˆtre ajoute´es. Pour construire un MPO pour un
re´seau bidimensionnel, il faut choisir un chemin traver-
sant tous les sites du syste`me une seule fois. Ce chemin
de´finit un proble`me effectif en une dimension ; un exemple
est illustre´ a` la fig. 23. La porte´e effective du couplage
Figure 23. Un re´seau en deux dimensions peut eˆtre de´veloppe´
en une ligne. Le chemin utilise´ peut varier selon la situation.
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pour le MPO de´pend de la largeur du syste`me, et donc
la taille des matrices d’ope´rateurs est proportionnelle a`
la largeur du syste`me. Ceci compromet l’applicabilite´ des
MPO et MPS aux syste`mes de dimension supe´rieure a` un.
Certains couplages a` longue porte´e peuvent eˆtre e´crits
avec un MPO de petite dimension. Par exemple, un cou-
plage en exponentielle de la distance entre deux sites
Hˆ =
∑
i 6=j
e−
|i−j|
ξ Sˆzi Sˆ
z
j , (23)
couple tous les sites d’un syste`me entre eux. La MPO
ge´ne´rant ce hamiltonien s’e´crit comme suit
Hˆa,a′ =
 Iˆ 0ˆ 0ˆSˆz κIˆ 0ˆ
0ˆ Sˆz Iˆ
 (24)
ou` κ ≡ exp(−1/ξ). E´crire le MPO de ce syste`me avec
la me´thode de´crite pour l’eq. 22 aurait requis des ma-
trices de taille proportionnelle au nombre de sites dans le
syste`me. Trouver le plus petit expression en MPO pour
le hamiltonien d’un syste`me est critique a` la bonne per-
formance des algorithmes de MPS.
F. Limites de l’e´tat de produit de matrices
Quelle taille doit avoir une fonction d’onde pour
de´crire un syste`me donne´ ? Quelle quantite´ d’informa-
tion pouvons-nous tronquer et encore conserver les pro-
prie´te´s du syste`me que l’on veut re´soudre ? Cela de´pend
des syste`mes, mais il y a quelques proprie´te´s simples qui
s’appliquent a` tout syste`me physique d’inte´reˆt.
Grossie`rement, il y a deux cas qui vont diffe´rencier
la performance d’un re´seau de tenseurs et la tronca-
ture maximale ne´cessaire pour obtenir une solution ac-
ceptable. Dans le premier cas, il y un gap (ou espace-
ment) entre les deux e´nergies les plus faibles (voir an-
nexe. A). Dans l’autre cas, il n’y a pas de gap entre
les valeurs propres et elles forment un spectre continu.
Le MPS est bien adapte´ aux e´tats avec gap. De plus, si
l’interaction est locale, c’est-a`-dire si l’interaction s’e´tend
seulement a` quelques sites dans un chemin unidimension-
nel, alors le MPS peut eˆtre tronque´ sans sacrifier trop de
pre´cision [34]. Dans un exemple simple, comme le mode`le
de Heisenberg de 10 sites, 50 e´tats peuvent eˆtre conserve´s
sur le lien et nous obtiendrons encore une bonne pre´cision
en comparaison avec la diagonalisation exacte. Si nous
avons des interactions a` longue porte´e, alors l’indice de
lien doit garder plus d’information.
Nous pouvons toujours de´velopper un syste`me de di-
mension supe´rieure en un syste`me a` une dimension. Cela
fonctionne avec une efficacite´ variable, comme dans la
fig. 23. L’augmentation de la taille est le re´sultat de
l’augmentation de la porte´e de l’interaction, qui est in-
troduit dans la sec. VI E. La croissance du MPO avec
la dimension du mode`le se rapporte a` la loi de domaine
de l’intrication et prend son nom de l’e´tude des trous
noirs [35]. Dans le cas des proble`mes de physique de la
matie`re condense´e et l’utilisation de cet algorithme, il est
important de savoir que pour un proble`me unidimension-
nel le domaine entre le coˆte´ droit et gauche du syste`me
est ze´ro dimensionnel. Le domaine entre les coˆte´s droit
et gauche d’un proble`me en deux dimensions est unidi-
mensionnel. En ge´ne´ral, le domaine entre les deux coˆte´s
est d−1 dimensionnel pour un proble`me a` d dimensions.
Alors, augmenter la dimension du proble`me va augmenter
la quantite´ d’information d’un coˆte´ a` l’autre du syste`me.
G. Au-dela` de l’e´tat de produit de matrices
Le MPS n’est qu’une forme particulie`re de re´seau de
tenseurs pour repre´senter une fonction d’onde. Dans cette
section, nous pre´sentons ici deux formes additionnelles.
Toutes nos discussions jusqu’a` pre´sent portaient sur
des syste`mes ou` les coˆte´s droit et gauche sont aise´ment
identifiables (i.e., syste`me a` une dimension), et les MPS
fonctionnent mieux lorsque les corre´lations diminuent ex-
ponentiellement comme dans un syste`me avec gap avec
interactions locales. Pour un syste`me bidimensionnel, il
peut eˆtre avantageux d’utiliser la version bidimension-
nelle du MPS appele´ e´tat projete´ de paires intrique´es
(PEPS, Projected Entangled Pair State) [36, 37]. Les
PEPS utilisent des tenseurs de rang 5 (avec un indice
physique et 4 indices de liens) comme e´le´ments du re´seau
pour repre´senter les corre´lations. La taille de la dimen-
sion de lien peut eˆtre plus petite que dans le cas du calcul
d’un MPS sur deux dimensions en choisissant cette forme,
mais le rang de le tenseur est plus e´leve´.
Contracter comple`tement le re´seau de tenseurs dans le
PEPS est extreˆmement difficile [38]. Il n’y a pas d’algo-
rithme connu qui permet de contracter un tenseur arbi-
traire efficacement, cependant il existe des algorithmes
qui tentent de le faire de la meilleure fac¸on [39].
Pour une autre approche, rappelons qu’un MPS peut
aussi ge´rer les corre´lations sans gap, mais cela requiert
de conserver plus de valeurs singulie`res de la SVD. Nous
avons aussi la possibilite´ d’utiliser un autre re´seau de
tenseur nomme´ approche de renormalisation de l’intrica-
Figure 24. Le PEPS est une repre´sentation bidimension-
nelle de la fonction d’onde. Cela permet parfois une meilleure
repre´sentation des syste`mes bidimensionnels que le MPS.
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Figure 25. Repre´sentation d’un MERA.
tion multi-e´chelles (MERA, multi-scale entanglement re-
normalization ansatz) qui est spe´cifiquement conc¸u pour
repre´senter les corre´lations avec ou sans gap [40, 41]. Un
MERA est pre´sente´ dans fig. 25. Pour voir pourquoi le
MERA est meilleur pour les syste`mes sans gap, nous
re´fe´rerons a` l’appendice A.
Une proprie´te´ du MERA est qu’il posse`de un coˆne cau-
sal : seul les tenseurs a` l’inte´rieur de ce coˆne seront af-
fecte´s lorsque l’on alte`re le tenseur situe´ au sommet. Par
exemple, modifier le tenseur unitaire dans fig. 25 sur la
dernie`re ligne ne va pas affecter les unitaires a` gauche ou
a` droite. Tous les tenseurs plus hauts dans le re´seau dont
les indices sont relie´s a` ceux-ci, seront affecte´s par le chan-
gement. Puisque seulement quelques tenseurs sont alte´re´s
par l’inclusion d’un ope´rateur, cette proprie´te´ peut eˆtre
compare´e a` la jauge pour le MPS ; mais il s’agit d’une
proprie´te´ diffe´rente.
Notons qu’il existe aussi une version bidimensionnelle
du MERA [42]. Des MERA ont aussi e´te´ utilise´s pour
simuler des the´ories des champs conformes qui peuvent
eˆtre utiles dans l’e´tude de l’holographie, par exemple [43].
Une me´thode commune pour de´terminer les tenseurs
unitaires ou isome´triques dans un MERA est de maxi-
Figure 26. Un changement applique´ a` un tenseur du MERA
affectera seulement les tenseurs avec lesquelles il partage un
indice. Donc, tous les tenseurs dans le coˆne jaune seront af-
fecte´s.
Figure 27. Pour entraˆıner un tenseur du MERA, nous cre´ons
un environnement fait de la contraction de tous les autres
tenseurs du re´seau. Le tenseur re´sultant sera celui minimisant
la trace (voir texte).
miser la trace de l’ope´rateur quand il est applique´ sur
le re´seau. Par exemple, nous pouvons enlever l’un des
tenseurs du re´seau (voir fig. 27) et contracter tous les
autres indices. Cela produit un tenseur Γˆ. Pour ge´ne´rer
le bon tenseur unitaire (Wˆ ), la condition max Tr
(
Wˆ Γˆ
)
doit eˆtre satisfaite. Pour de´terminer comment maximi-
ser cette expression exactement, notons que Γˆ peut eˆtre
de´compose´ avec une SVD, Γˆ = UˆDˆVˆ †. Si nous choisis-
sons Wˆ = Vˆ Uˆ†, alors sous proprie´te´ cyclique de la trace,
la condition se re´duit a` la trace sur Dˆ. Cela est alors relie´
a` la maximisation de l’intrication du syste`me.
Dans le cas du MERA, il y a plusieurs fac¸ons de
repre´senter exactement un tenseur [44], mais ce n’est pas
la meˆme proce´dure que pour le MPS, tel que pre´sente´
dans sec. VI. Plus d’information a` propos de ces re´seaux
de tenseurs se trouve dans la re´f. 45.
VII. ALGORITHMES
Pour re´soudre un proble`me de me´canique quantique,
les tenseurs d’un re´seau sont transforme´s a` l’aide des
quatre ope´rations de base de la sec. IV. Les diffe´rents
algorithmes de re´seaux de tenseurs sont des utilisations
diffe´rentes de ses ope´rations.
A. E´volution temporelle
Il y a deux types d’algorithmes d’e´volution temporelle.
La premie`re utilise l’ope´rateur d’e´volution du syste`me
e−iHˆt, ou` t est l’intervalle de temps, pour simuler la dy-
namique d’un e´tat. L’autre utilise l’ope´rateur d’e´volution
en temps imaginaire e−βHˆ, ou` β est le temps imaginaire,
pour obtenir l’e´tat fondamental. Cet ope´rateur est en fait
la matrice densite´ du hamiltonien dans l’ensemble cano-
nique. Par application re´pe´te´e de e−βHˆ avec une valeur
finie de β sur un e´tat quelconque, l’e´tat fondamental du
syste`me peut eˆtre approche´e.
Pour appliquer ces ope´rateurs exponentiels sur un
MPS, il faut proce´der a` une factorisation qui nous per-
met d’agir localement sur le MPS. Il n’existe malheureu-
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sement pas d’identite´ exacte permettant d’accomplir ceci
pour les exponentielles de matrice. En pratique, nous uti-
lisons l’identite´ de Trotter-Suzuki [46] pour effectuer la
de´composition de fac¸on approximative :
e−i(HˆA+HˆB)t ≈ e−iHˆAte−iHˆBt. (25)
Cette expression commet une erreur de l’ordre de
t2[HˆA, HˆB ]. L’approximation est donc bonne pour des
temps suffisamment courts. Une solution pour un temps
Nt peut eˆtre obtenue en appliquant l’expression N fois
sur un e´tat.
L’e´volution temporelle compresse´e (TEBD) est une
me´thode pour simuler l’e´volution temporelle d’un MPS
[33, 47]. L’algorithme proce`de ainsi :
1. Nous appliquons au centre d’orthogonalite´ ainsi
qu’a` ses voisins pertinents tous les termes de l’expo-
nentielle qui agissent sur le centre d’orthogonalite´.
Suite a` cette e´tape, le centre et les voisins sur les-
quels nous venons d’agir sont combine´s en un seul
tenseur de rang supe´rieur.
2. Nous effectuons une SVD pour extraire le tenseur
du site qui e´tait le centre, et nous de´plac¸ons le
centre d’orthogonalite´ au premier site voisin.
3. Nous recommenc¸ons l’e´tape 1 jusqu’a` ce qu’on at-
teigne l’extre´mite´ du MPS, en s’assurant d’appli-
quer une seule fois tous les termes de l’ope´rateur
d’e´volution.
Une fois l’extre´mite´ du MPS atteinte, un pas temporel
est effectue´. Pour faire un autre pas, nous recommenc¸ons
dans la direction inverse.
B. Groupe de renormalisation de tenseurs
a. Syste`me classique.– Les re´seaux de tenseurs
peuvent aussi eˆtre utilise´s pour re´soudre des proble`mes
de physique statistique classique. Ces syste`mes sont
doublement inte´ressants a` cause du principe de
correspondance[48] qui nous dit qu’un syste`me quantique
en d dimensions a un analogue classique en d+ 1 dimen-
sions.
b. Groupe de renormalisation.– Kadanoff a intro-
duit en 1966 une me´thode de renormalisation pour les
syste`mes de spins [49]. Le principe de cette me´thode
est de regrouper les spins en domaines. Ces do-
maines forment alors les sites d’un re´seau avec un
pas plus grand. En effectuant cette ope´ration de re-
normalisation a` re´pe´tition sur un syste`me, nous attei-
gnons e´ventuellement un point fixe qui re´ve`le des ca-
racte´ristiques importantes du syste`me. Les algorithmes
de renormalisation de tenseur ont la meˆme proprie´te´ de
cre´er une se´quence de re´seaux avec des pas de plus en
plus grands, et l’e´tat des domaines est filtre´ avec une
de´composition aux valeurs singulie`res.
c. Mise en place du proble`me.– Le point de de´part
des algorithmes de re´seaux de tenseurs pour les syste`mes
classiques est la fonction de partition Z sous la forme
d’un re´seau de tenseurs locaux a` l’e´chelle microscopique :
Par exemple, la contribution d’un groupe de quatre
sites formant une plaquette a` la fonction de partition du
mode`le d’Ising sur un re´seau carre´ est :
Zijk` = e−βHˆijk` = exp
(
βJ(σiσj +σjσk +σkσ` +σ`σi)
)
(26)
ou` σi = ±1 est le spin au site i. Chacun des e´le´ments de
ce tenseur correspond a` une configuration diffe´rente de la
plaquette. La fonction de partition est alors donne´e par la
somme sur les configurations du produit de chacun de ces
tenseurs locaux : c’est la contraction d’un re´seau de ten-
seurs. Effectuer la contraction de ce re´seau exactement
n’est possible que pour de tre`s petits syste`mes. Pour les
autres, il faut faire appel aux ide´es du groupe de renor-
malisation pour extraire l’information la plus pertinente
a` chaque e´chelle.
d. Algorithme.– Le groupe de renormalisation de
tenseurs (TRG) [50] est un exemple de mise en applica-
tion des ide´es du groupe de normalisation aux re´seaux de
tenseurs. Les tenseurs locaux sont contracte´s, formant un
re´seau avec un pas plus grand, et une de´composition aux
valeurs singulie`res est utilise´e pour identifier les confi-
gurations les plus pertinentes et rejeter les autres. Nous
re´pe´tons ensuite ces e´tapes.
La premie`re e´tape est d’effectuer une se´quence de SVD
pour se´parer le tenseur initial :
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La matrice Dˆ de chacun des liens est factorise´e
√
Dˆ ·√
Dˆ et une racine est contracte´e avec les tenseurs Uˆ et
Vˆ † respectivement.
Apre`s avoir de´compose´ un site, les tenseurs sont
contracte´s de fac¸on a former un re´seau a` plus grande
e´chelle.
On contracte les tenseurs avec le patron pre´ce´dent
parce que l’on exploite l’invariance par translation du
syste`me. La figure ci-dessous montre les tenseurs du
re´seau et que leurs de´compositions me`nent bien au pa-
tron de contraction montre´ pre´ce´demment :
Le site a` l’e´chelle supe´rieure est forme´ d’une plaquette
de quatre tenseurs. A` chaque e´tape de renormalisation,
nous divisons le nombre de tenseurs pre´sent dans le
re´seau par quatre. Cet algorithme peut eˆtre utilise´ pour
des syste`mes finis ou infinis, et pour d’autres proble`mes
que les spins d’Ising sur un re´seau carre´. D’autres algo-
rithmes, telle la me´thode de renormalisation de re´seau de
tenseurs (TNR) [51–53], sont en mesure de re´soudre ces
syste`mes bidimensionnels classiques. La TNR est un raf-
finement de la TRG qui parvient a` re´soudre la fonction
de partition avec une meilleure pre´cision.
VIII. AUTRES APPLICATIONS DES RE´SEAUX
DE TENSEURS
Nous avons porte´ une attention particulie`re aux
me´thodes pour lesquelles il est ne´cessaire de conside´rer
l’intrication et les interactions entre les sites. Il existe
plusieurs autres applications de ces me´thodes.
Par exemple, en informatique quantique, il est possible
de repre´senter les portes logiques agissant sur les qu-
bits a` l’aide de diagrammes [54–57]. Ces portes peuvent
ge´ne´rer de l’intrication entre les qubits. Notons cepen-
dant qu’il n’est pas d’usage courant de faire la renor-
malisation en tronquant certaines valeurs dans la ma-
trice densite´. Les ope´rations pre´sente´es a` la sec. IV D 2
ne sont pas ne´cessaires puisque l’ensemble des portes lo-
giques sont unitaires. Pour des circuits classiques, la di-
mension de lien est fixe´e a` 1 pour tous les cas et aucune
intrication n’est ge´ne´re´e.
Pour les proble`mes ou` il n’est pas ne´cessaire de
conside´rer l’intrication pour effectuer la renormalisation,
il est parfois possible d’utiliser la notation graphique
pre´sente´e ci-haut. Entre autres, il est possible d’utili-
ser les re´seaux de tenseurs en apprentissage automa-
tique (re´seaux de neurones)[58, 59] ou en compression
d’image [60]. La repre´sentation graphique est e´galement
utile pour illustrer rapidement un proble`me. Notons que
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pour les me´thodes que nous avons pre´sente´es dans cette
revue, il est important de conside´rer l’intrication entre les
site, alors que ce n’est pas toujours le cas pour d’autres
contextes.
IX. CONCLUSION
Les me´thodes de re´seaux de tenseurs sont applicables
dans plusieurs situations et convergent rapidement pour
des proble`mes. Bien comprendre comment utiliser ces
outils permet de de´terminer de manie`re efficace les
proprie´te´s d’un syste`me quantique ou classique. Une
repre´sentation graphique est utilise´e et cette dernie`re per-
met d’appliquer les re´seaux de tenseurs a` d’autres do-
maines.
Nous avons effectue´ un survol des ope´rations de base
des re´seaux de tenseurs : le remodelage, la permutation
d’indices, la contraction et la de´composition. De plus,
nous avons montre´ le lien entre la de´composition en va-
leurs singulie`res et l’intrication entre deux parties d’un
re´seau. Pour mode´liser une fonction d’onde, nous avons
introduit l’e´tat de produit de matrices, qui repre´sente ef-
ficacement un syste`me avec un gap. La repre´sentation
en re´seau de tenseurs d’un hamiltonien, l’ope´rateur de
produit de matrices, peut eˆtre utilise´e de pair avec cette
repre´sentation de la fonction d’onde. Finalement, nous
avons pre´sente´ des algorithmes, dont l’e´volution tempo-
relle compresse´e et le groupe de renormalisation des ten-
seurs, qui utilisent ces outils pour trouver l’e´tat fonda-
mental d’un syste`me quantique et il est e´galement pos-
sible de le faire pour des syste`mes classiques.
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Annexe A: Plus de de´tails sur la diffe´rence entre un
MPS et un MERA
Le concept d’e´tat fondamental quantique avec intri-
cation peut eˆtre plus ge´ne´ralement reformule´ en termes
de corre´lations. Le concept de corre´lation est tre`s im-
portant en physique. Puisque la physique est l’e´tude
des conse´quences de l’interaction entre diffe´rents corps,
e´tudier les corre´lations (ou ce qui arrive aux autres par-
ties d’un syste`me lorsqu’une partie est perturbe´e) est
essentiellement l’e´tude de la physique elle-meˆme. Les
corre´lations peuvent apparaˆıtre dans plusieurs contextes
diffe´rents, mais nous allons e´tendre ce concept ici pour
illustrer autrement les diffe´rences entre le MPS et le
MERA.
Lorsqu’un syste`me est perturbe´, la perturbation peut
affecter d’autres sites e´loigne´s (voir fig. 28). L’effet
de´pend en ge´ne´ral de la distance et il n’y a que deux
types de corre´lations qui peuvent eˆtre pre´sentes dans un
syste`me (voir [61] pour une preuve mathe´matique). Si
le syste`me a un gap entre la premie`re et la seconde va-
leur propre, alors les corre´lations vont de´croˆıtre expo-
nentiellement. Si les valeurs propres n’ont pas de gap
entre les deux premiers e´tats (ou si les valeurs propres
sont vraiment tre`s proches les unes des autres), alors les
corre´lations de´croissent comme une loi de puissance. En
re´sume´, une corre´lation C peut prendre l’une des formes
suivantes :
C ∼
{
exp(−x/ξ) avec gap
(x/ξ)γ sans gap.
(A1)
En formant la matrice de transfert d’un MPS avec son
conjugue´ hermitien comme dans la fig. 29, nous pouvons
contracter une chaˆıne de ces ope´rateurs, en supposant une
chaˆıne suffisamment longue. Il est bien connu que multi-
plier des matrices en succession peut re´ve´ler la plus petite
valeur propre. Par exemple, chaque matrice de transfert
T peut eˆtre de´compose´e en une de´composition en valeurs
propres Uˆ ΛˆUˆ†. Un produit de celles-ci peut donner
N∏
i=1
Ti =
(
Uˆ ΛˆUˆ†
)(
Uˆ ΛˆUˆ†
)(
Uˆ ΛˆUˆ†
)
. . . = Uˆ ΛˆN Uˆ†.
(A2)
Figure 28. Repre´sentation de la de´croissance des corre´lations
apre`s une perturbation pour un syste`me gap (haut) et sans
gap (bas). Les corre´lations sans gap s’e´tendent plus loin que
la de´croissance exponentielle des interactions avec gap.
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Figure 29. Une se´rie de matrices de transfert.
La matrice Λˆ est diagonale et contient les valeurs propres
ou`
ΛˆN =

εN1 0 0 · · ·
0 εN2 0 · · ·
0 0 εN3
. . .
...
... . . . . . .
 . (A3)
S’il y a un gap entre les valeurs propres, la plus grande
valeur propre, en valeur absolue, (ε1) va apparaˆıtre beau-
coup plus grande que toutes les autres lorsqu’elle est
e´leve´e a` la puissance N . Par conse´quent, la seule valeur
dans eq. A3 qui est non-ne´gligeable est ε1.
La se´rie de matrices de transfert de´finie dans eq. A2
peut transporter l’information d’une perturbation d’un
site a` un autre situe´ N sites plus loin. Il est alors rai-
sonnable de se demander comment les deux sites sont
corre´le´s. Puisque nous savons que la structure de la
corre´lation est donne´e par eq. A1, nous voyons qu’une
corre´lation avec un gap peut eˆtre re´e´crite
exp
(
− Nln(ε1)−1
)
(A4)
d’ou` l’on peut clairement identifier la longueur de
corre´lation ξ−1 = ln(ε1). Cela montre comment la plus
petite valeur propre est caracte´rise´e par un MPS. Un
syste`me sans gap donnerait une somme de termes ex-
ponentiels qui deviendrait une loi de puissance.
Si nous formons une matrice de transfert pour un
MERA, nous pouvons le faire a` n’importe quel niveau.
Si nous choisissons un bon niveau, alors nous obtenons
le meˆme re´sultat que pour un MPS. Cependant, la ma-
trice de transfert e´quivalente forme´e au premier niveau
du MERA s’e´tend sur 4 sites plutoˆt que 2, le prochain ni-
veau s’e´tend sur 8 sites, etc. De cette manie`re, le MERA
permet d’exposer des corre´lations sur diffe´rentes e´chelles
de longueur. Ainsi, graˆce a` cette approche, nous pou-
vons encoder des corre´lations avec une porte´e beaucoup
plus grande, incluant celle d’un syste`me sans gap que le
MERA peut tre`s bien ge´rer.
Annexe B: Produit de Kronecker et somme directe
Le produit de Kronecker entre deux tenseurs, A ⊗ B,
est de´fini comme la multiplication de tous les e´le´ments
du tenseur B avec tous les e´le´ments du tenseur A. Par
exemple,
Aˆ⊗ Bˆ =
(
a11 a12
a21 a22
)
⊗
(
b11 b12
b21 b22
)
(B1)
=
(
a11Bˆ a12Bˆ
a21Bˆ a22Bˆ
)
(B2)
=

a11b11 a11b12 a12b11 a12b12
a11b21 a11b22 a12b21 a12b22
a21b11 a21b12 a22b11 a22b12
a21b21 a21b22 a22b21 a22b22
 (B3)
Le produit de Kronecker peut eˆtre conside´re´ comme la
cinquie`me ope´ration sur les tenseurs. Cependant, ce der-
nier est rarement utilise´ dans les algorithmes et n’a pas
e´te´ inclus dans la liste de la section sec. IV. Un raisonne-
ment similaire peut eˆtre utilise´ pour d’autres ope´rations
comme la somme directe Aˆ ⊕ Bˆ, de´finie pour deux ma-
trices Aˆ et Bˆ comme
Aˆ⊕ Bˆ =
(
Aˆ 0ˆ
0ˆ Bˆ
)
. (B4)
Annexe C: Exemple de code pour la construction
d’un e´tat de produit matrix
Ici, nous fournissons un code simple permettant d’ob-
tenir sous forme de MPS une fonction d’onde quelconque.
Ce code est re´dige´ dans le langage de programmation Ju-
lia.
1 #############################################################
2 #
3 # Conversion de fonctions d’onde en e´tats de produit matriciel
4 #
5 #############################################################
6 # Fait par T.E. Baker , S. Desrosiers , M. Tremblay et M.P. Thompson (2019)
7 # Voir la licence accompagnant ce programme
8 # Ce code est natif du langage de programmation Julia (v1.1.0)
9 #
18
10
11 using LinearAlgebra
12
13 # Cr e´ ation d’un vecteur d’e´tat normalis e´ al e´ atoire de taille N
14 physInd = 2 # Taille de l’indice physique
15 vect = rand(ComplexF64 , physIndˆN, 1) # Initialisation d’un e´tat al e´ atoire
16 vect /= norm(vect) # Normalisation de la fonction d’onde
17
18 function makeMPS(vect ,physInd ,N)
19 mps = []
20 Lindsize = 1 # Taille actuelle de l’indice de gauche
21
22 # Vecteur remodel e´ isolant le premier indice de taille 2
23 M = reshape(vect , physInd , physInd ˆ(N-1))
24
25 # Boucle de construction du MPS
26 for i=1:N-1
27 U, D, V = svd(M) # Application de la SVD
28 temp = reshape(U,Lindsize ,physInd ,size(D,1))
29 push!(mps , temp)
30 Lindsize = size(D,1)
31 DV = Diagonal(D)*V’
32 if i == N-1
33 temp = reshape(DV ,Lindsize [1],physInd ,1)
34 push!(mps ,temp)
35 else
36 Rsize = cld(size(M,2), physInd) #Division enti e`re , arrondit
37 M = reshape(DV,size(D,1)* physInd ,Rsize)
38 end
39 end
40 return mps
41 end
42
43 mps = makeMPS(vect ,physInd ,N)
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This article is intended as an overview of tensor networks for beginners looking to perform computations.
We focus on the tools necessary for the concrete implementation of algorithms. Four basic operations (resha-
ping, permutation, contraction, and decomposition) that are commonly used in tensor network algorithms
are covered. The article also briefly reviews diagrammatic notation, entanglement, matrix product states
(MPS), matrix product operators (MPO), projected entangled pair states (PEPS), multi-scale entanglement
renormalization ansatz (MERA), time evolution block decimation (TEBD), and tensor renormalization group
(TRG).
I. INTRODUCTION
Exact methods of solving quantum systems are difficult
to apply to large scale problems. It is necessary to use ap-
proximate methods, and tensor networks are among the
most widely used methods for this purpose. Tensor net-
work methods are based on the separation of a quantum
wave function into a series of sub-parts, one for each site
of the studied system. The first notable example of such
a separation is the transfer matrix approach which can
be used to solve the Ising model [1–3].
To solve large systems using tensor networks, we must
consider effective representations of a wave function. To
obtain such a representation, we truncate the tensors
of the tensor networks to reduce the number of degrees
of freedom and keep only the most relevant ones [4–7].
This approach is directly linked to the renormalization
group [8] and is based on the entanglement between the
sites. These tensor network methods are applicable to
classical or quantum systems.
The modern formulation of these problems is based
on Matrix Product States (MPS) [5]. One of the first
examples of such an object was the Affleck-Kennedy-
Lieb-Tasaki (AKLT) state, used to describe a spin sys-
tem [4, 9]. Since then, several algorithms have been de-
veloped, including the Density Matrix Renormalization
Group (DMRG) [10].
In this introduction to tensor networks, we focus on
the basic operations required to manipulate tensors, ra-
ther than on a specific set of algorithms. In Sec. II, we
start with a discussion of what tensors are. In Sec. III,
we introduce a diagrammatic notation that simplifies the
description of the tensor networks. In Sec. IV, we present
four basic operations that apply to tensors. In Sec. V,
we discuss the connection between information theory
and entanglement properties. In Sec. VI, we summarize
the most common wave function ansatzs. Finally, in the
Sec. VII, we present two examples of algorithms that use
previous concepts to find the ground state of a system.
II. WHY TENSORS ?
For a given quantum physics problem, we must solve
the Schro¨dinger equation,
Hˆψ = Eψ, (1)
for a Hamiltonian Hˆ, an energy E, as well as a wave
function ψ. The main objective is to find the fundamental
energy and the ground state of the system.
Finding the exact solution for such a system is extre-
mely difficult. Standard methods that are presented in an
introductory course in quantum physics quickly become
impractical for more complex systems. For example, the
most direct way to find the fundamental state of a Ha-
miltonian is by exact diagonalization. To do this, we re-
present the Hamiltonian as a matrix and use numerical
methods to find the eigenvalues. This method is very ex-
pensive in terms of memory and computing space, so it
is most commonly used for small systems.
To illustrate the space needed to represent a Hamilto-
nian on a computer, we consider a chain of spins (Fig. 1).
These systems are used to model atoms whose nuclei are
fixed in space. Electrons can experience exchange interac-
tions, even if they are localized and the atoms are distant.
A common model is the Ising model [3], representing a
system of N spins
Hˆ = −J
N−1∑
i=1
Sˆzi · Sˆzi+1. (2)
Adjacent spins interact according to their z-component
and, in general, it is possible to have any amplitude for
Figure 1. A spin chain is one of the most commonly used
examples to illustrate tensor network methods. The arrows
represent the orientation of the spin vectors that, in a real
system, can be superimposed.
2the spins (s = 12 , 1,
3
2 , . . .). The constant J represents the
exchange interaction between the spins. Another com-
mon example Hamiltonian is the Heisenberg model [11],
Hˆ = −J
N−1∑
i=1
Si · Si+1, (3)
where S = (Sˆx, Sˆy, Sˆz), a vector containing Pauli ma-
trices [11]. Thus, there are 2s+1 quantum states available
for this spin and (2s+1)N for a network of N sites. Since
the Hamiltonian represents the interaction between these
spins, we can represent it as a square matrix of dimen-
sion (2s+ 1)N × (2s+ 1)N . The number of Hamiltonian
components increases exponentially with the size of the
system. The upper limit for exact diagonalization is ap-
proximately 50 sites at present [12].
There are algorithms to find only the smallest eigenva-
lues of Hˆ, such as the Lanczos algorithm [13]. However,
these methods are again limited by the representation in
memory of the wave function.
We want to break down a quantum system into sub-
parts in order to reduce the complexity of solving the
problem. Each of these sub-parts is represented by a ten-
sor. For this review, we consider a tensor as the genera-
lization of a matrix, (i.e., as a multi-dimensional array
of complex numbers1). We will thus use tensor networks
that have a linear growth with the number of sites in
the model and solve systems with several thousand sites.
Once the quantum system is properly decomposed, we
can design algorithms that act on a sub-part of the sys-
tem at each step. It is then possible to obtain the global
solution after several iterations. In addition to growing in
reasonable complexity with the size of the system, tensor
network methods also have the advantage of not having
sign problems [15] that are common with quantum Monte
Carlo algorithms. However, there are some limitations to
the use of tensor networks. In particular, the latter per-
form much better when interactions and correlations are
short.
III. DIAGRAM REPRESENTATION
A tensor can be classified by its rank. The rank of a
tensor corresponds to the number of indices it has. For
example, a scalar is a tensor of rank 0, a vector is a tensor
of rank 1 and a matrix is a tensor of rank 2. We denote
a tensor T of rank 3 as with the indices µ, ν, and η :
Tµνη. (4)
Each index corresponds to a dimension of the tensor and
can take different values2.
1. For a formal definition of tensors, see Ref. 14.
2. Indices in upper and lower positions are sometimes used to
differentiate covariant and contravariant tensors. However, this dis-
tinction is generally not necessary for tensor networks.
Figure 2. A tensor of rank one (vector, top), two (matrix,
middle) and three (bottom), are represented respectively by
all their elements, by the Einstein index notation and by the
diagram representation.
Writing tensors in this way with all their indices can
become very complicated as part of a complete tensor
network. To avoid this, a diagram representation is in-
troduced as in Ref. 16. In the Fig. 2, tensors of rank one,
two, and three are represented with the corresponding
diagrams. It can be seen that the different tensors are
represented by a shape from which lines emerge, each
representing one of the indices. In general, lines are not
explicitly identified by the indices they represent in a
diagram. This information may be provided arbitrarily.
When describing a wave function, ψσ1σ2..., by a tensor,
the vertical lines of the diagram take on a precise mea-
ning according to the convention. Each line represents a
physical index (σi) associated with the spin of each site
in the system. For example, a tensor of rank five, equi-
valent to the wave function of a system of five sites, is
represented with five vertical lines as in the Fig. 3.
In the following sections, we present the basic elements
of tensor networks. These elements are used in the li-
braries for tensor network computation [17–31] and are
useful for most algorithms.
IV. BASIC OPERATIONS
Just as we can apply certain operations (additions,
multiplication, etc.) for scalars, we can apply certain ope-
rations to tensors. The operations introduced here are to
be considered as the minimum essential operations for
understanding tensor networks and the algorithmic me-
thods using them. Some combinations of these operations
appear in each tensor network algorithm. All these opera-
tions are generally available and easy to use in high-level
programming languages such as Python and Julia.
We present four operations. The first two (reshaping
and permutation) apply to a single tensor. The other
two operations (contraction and decomposition) involve
more than one tensor.
3Figure 3. Diagrammatic representation of a tensor of rank 5.
A. Reshaping
We can change the rank of a tensor by grouping or
ungrouping some of its indices. For example, the rank-3
tensor of the Eq. 4 can be reshaped by combining the µ
and ν indices to obtain the rank 2 tensor,
Tγη (5)
where γ = (µν). A tensor can be reshaped to join any
combination of indices. In Fig. 4, we illustrate a tensor
of rank four reshaped into a tensor of rank three.
To reshape a tensor, a rule must first be defined. An
example of a rule is shown in the Table I for a tensor
of rank three, of dimensions (wx, wy, wz) reshaped into a
vector of size wx × wy × wz. The first index is chosen to
be the first incremented index. As we increment, a coun-
ter (left column) identifies the position in the resulting
vector.
In general, we can reshape a tensor into another ten-
sor of any rank. The only necessary condition is that
these two tensors must contain the same number of ele-
ments. For example, we can reshape a tensor of rank
3 with dimensions (10, 5, 20) into a tensor of rank 5
with dimensions (2, 5, 5, 10, 2). We can also reshape this
tensor as a tensor of rank 100, with the dimensions
(1000, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, . . .), as it always contains
the same number of elements.
Reshaping is a mathematical operation that links ten-
sors of different ranks. However, the resulting tensor in-
dices will have a physical meaning when representing
a quantum system. The reshape operation allows us to
group basis states on different sites into a group on the
left and another group on the right. A point we will re-
turn to in later sections.
The cost to reshape a tensor should be considered as
a free operation. The reason for this is that a computer
Figure 4. Reshaping a tensor of rank four where the third
and fourth indices are merged.
Index x y z
1 1 1 1
2 2 1 1
3 3 1 1
...
...
...
...
wx wx 1 1
1 + wx 1 2 1
2 + wx 2 2 1
3 + wx 3 2 1
...
...
...
...
2wx wx 2 1
1 + 2wx 1 3 1
...
...
...
...
wx + wx(wy − 1) wx wy 1
1 + wxwy(wz − 1) 1 1 wz
...
...
...
...
wx + wx
(
(wy − 1) + wy(wz − 1)
)
wx wy wz
Table I. Table representing the reshape of a tensor of rank
3 of each value with position (wx, wy, wz) into a vector (a
tensor of rank 1). The values on the left refer to the index in
the vector. The different triplets of values on the right are the
values of the indices of the tensor of rank three referring to
the same elements. We first refer to the elements of the initial
tensor according to a certain iteration rule on its indices (here,
starting from the first, wx). The reshape is always reversible.
The index value of the vector for a certain element according
to its coordinates (x, y, z) is given by x+wx((y−1)+wy(z−1)).
will store the tensor as a vector instead of a more com-
plicated data structure. Stored with the elements of the
tensor contained is another meta-data vector with the di-
mensions of each index of the tensor. Only the accompa-
nying meta-data is changed on reshape. In general, there
are many ways to reshape a vector, but should reinforce
that reshaping is a very inexpensive operation.
B. Permute Dimensions
Note that in the reshape of the Eq. 5, we could not
reshape the µ and η indices together since the ν index
is inbetween them. According to the rule defined in the
Table I, during a reshape, the elements of a tensor are
referred according to the order of the indices (we consider
all values of x before varying y to re-order the elements).
Generally speaking, we can only reshape a tensor by ope-
rating on neighboring indices unless we change the order
of indices (i.e. , Tµνη → Tµην) first.
Analytically, the permutation of indices does not re-
quire any calculational effort. We can simply interchange
the indices as in the Fig. 5. However, in practical applica-
tions and algorithms, exchanging the memory allocation
to change the order of the indices requires a special ope-
4Figure 5. A permutation of indices for a tensor of rank 4
where the fourth index becomes the first.
ration. Permuting dimensions consists of creating a new
tensor of the required format in which the information
from the first tensor will be copied, following the new
order of indices. Generally, it is recommended to avoid
doing this operation as much as possible, given its high
cost.
C. Contraction
In addition to manipulating the indices of a tensor, we
can join and separate the tensors. In order to join two
tensors together, we apply the contraction operation on
certain indices of these two tensors. For example,
Cik =
∑
j
AijBjk (6)
represents a contraction of the tensors of rank 2 (ma-
trices) Aˆ and Bˆ on the j index common to both. The
contraction operation requires a summation on each of
the contracted indices. Graphically, we represent this
operation by an index that connects two vertices.
Numerically, we can contract tensors by a series of
sums on each of the contracted indices. However, there is
an alternative that is faster consisting of converting the
problem into a product of matrices, represented schema-
tically in Fig. 6. The general steps to transform an arbi-
trary tensor into a matrix are to apply a permutation of
indices followed by a reshape. This process is illustrated
in more detail in Fig. 7, where tensors of rank four and
five are contracted on some common indices in step 1.
Step 2 of the Fig. 7 shows that the first tensor under-
goes a permutation placing the contracted indices to the
right of the others. The second tensor is also permuted,
placing the indices contracted this time to the left of the
others. The contracted indices of the two tensors must
Figure 6. A graphical representation of the matrix product.
follow the same order between them. The tensors can be
represented in the new order of their indices, as in step 3.
In step 4, the tensors are then reshaped to combine the
non-contracted indices together and then the contracted
indices.
The two tensors are then in the form of matrices. On
the left tensor, the combined non-contracted indices now
represent the rows of the first matrix. The connected in-
dices then represent the columns of the matrix. The op-
posite is true for the second matrix. After the matrix
product, we obtain a resulting matrix (step 5). Finally,
this matrix is reshaped to find the uncontracted indices
of the initial tensors in step 6.
The cost of a contraction is determined by the size of
each index of contracted tensors. In our case, assuming
that each index is χ, the total number of open (5) and
common (2) indices implies that the computational cost
isO(χ7). The same result is obtained by starting from the
definition of contraction where the sum is calculated on
each of the contracted indices. Written mathematically,
Cαβγδ =
∑
ζη
AαζβBγδηζ. (7)
This shows that two indices (on η and ζ) contribute to
the cost of the operation. However, to assign values to all
the elements of the rank-5 tensor, Cαβγδ, we iterate on
each of the non-contracted indices. In total, the numerical
contraction operation requires 7 loops (one for each index
on which it is iterated), each contributing a factor of χ
to the computational cost.
Figure 7. By choosing a certain combination of permutations
and reshapping, it is possible to convert any contraction into
a matrix product. 1) A contraction of two tensors on two
indices. 2) Switch the indices of the two tensors so that the
non-contracted indices are at the beginning of the left tensor
and at the end for the right one. Tensors are represented with
the new order of their indices. The contracted indices must
follow the same order in each of the tensors. 4) A tensor
reshape is applied to obtain tensors of rank 2. 5) The matrix
product is applied. 6) Reshaping the resulting matrix to bring
back the uncontracted indices of the initial tensors.
5D. Decomposition of tensors and matrices
In addition to combining tensors, it is often neces-
sary to decompose a tensor. In the same way that tensor
contraction can be converted into a product of matrices,
the decomposition of a tensor can be converted into a
matrix decomposition.
1. Decomposition into eigenvalues
The decomposition into eigenvalues is well known in
physics. This corresponds to the diagonalization of a ma-
trix. The matrix (tensor of rank 2) is then broken down
into three matrices :
Mˆ = Uˆ ΩˆUˆ† (8)
Two of these matrices (Uˆ and Uˆ†) are linked by the dag-
ger operator (†) [11]. These two matrices are unitary and
satisfy Uˆ Uˆ† = Uˆ†Uˆ = Iˆ, where Iˆ is the identity operator.
The ρˆ matrix is diagonal and contains the m eigenvalues.
The ρˆ and Uˆ matrix have the same dimensions. We can
apply the eigenvalue decomposition only to square ma-
trices. However, we cannot generalize this decomposition
to all tensors and we must use another decomposition.
2. Singular Value Decomposition
We can separate a tensor into three other tensors
with the singular values decomposition (SVD). The SVD
breaks down a rectangular matrix M into three matrices :
Mˆ = UˆDˆVˆ †. (9)
This operation is graphically represented in the Fig. 9.
The Uˆ (yellow rectangle) and Vˆ † (blue rectangle) ma-
trices are isometries and multiply into an identity on
only one side. If the size of Mˆ is (a, b), Uˆ†Uˆ = Iˆa×a
and Vˆ †Vˆ = Iˆb×b (see Fig. 8), but Uˆ Uˆ† and Vˆ Vˆ † are not
the identity matrix generally.
Figure 8. Unitaries and isometries contract to the identity.
The resulting branches on the right represent identity (top :
Iˆ, bottom : Iˆ ⊗ Iˆ).
Figure 9. A graphical representation of the decomposition
into singular values (SVD).
The dimensions of the Uˆ and Vˆ † matrices are related to
the dimensions of Mˆ . The dimensions of Uˆ will be (a,m)
where m ≤ min(a, b) [4]. The dimensions of Vˆ † are then
(m, b). There are other SVD formulations where the inner
dimension of decomposition is chosen differently, but by
convention here, the maximal dimension corresponds to
the smallest of the outer dimensions.
Finally, the Dˆ matrix (red diamond) is a diagonal ma-
trix assigning a weight to the different vectors in the Uˆ
and Vˆ † matrices :
Dˆ =

λ1 0 0 · · · 0
0 λ2 0 · · · 0
0 0 λ3
. . . 0
...
... . . . . . .
...
0 0 0 · · · λm

. (10)
The Dˆ matrix expresses the most important basis
states contained in Uˆ and Vˆ . It is common for only a
few Dˆ values to be large. The lowest values of Dˆ can be
truncated [4]. However, truncation of the small Dˆ values
will not change the norm of the original matrix by much.
To perform a SVD, we note that MˆMˆ† = UˆDˆ2Uˆ† and
Mˆ†Mˆ = Vˆ Dˆ2Vˆ †. Any rectangular matrix can thus be
multiplied by itself to obtain a square matrix. This ma-
trix can then be decomposed by the eigenvalue decompo-
sition to obtain the different elements of the SVD. This
is not the only way to obtain a SVD, in fact, compu-
ter programs generally do not use the decomposition of
MˆMˆ† or Mˆ†Mˆ to avoid a loss of accuracy due to squa-
ring the Dˆ values. However, this method highlights the
close link between the SVD and the decomposition into
eigenvalues.
We can use the SVD to break down any type of ten-
sor. Figure 10 shows the procedure to be performed. We
Figure 10. A decomposition of a tensor of rank four can
be performed by reshaping the tensor and applying a SVD
to the resulting matrix. The procedure is similar to the one
performed to prepare a tensor for contraction in the Fig. 7.
6reshape a tensor of rank 4 into a tensor of rank 2 before
applying the SVD and reshaping the resulting tensors to
find the appropriate indices. This approach is similar to
the procedure in Sec. IV C for contraction.
V. ENTANGLEMENT
The SVD was not the only choice for tensor decom-
position. There are indeed several matrix decomposition
methods for rectangular matrices, for example the QR
decomposition [4, 13]. As there are many choices, we will
demonstrate the importance of the SVD method in the
context of tensor networks. The explanation is related
to information theory, which focuses on how two objects
communicate with each other [32]. In the case of a ten-
sor network, the idea is the same : we are interested in
how two tensors interact. An exhaustive discussion of this
theory is not necessary to understand the basics of tensor
networks, but it should still be mentioned that it plays
an underlying role in algorithm development.
The key to understanding SVDs is to understand what
the Dˆ matrix represents. In a physical system, the Mˆ
matrix of the previous section is the wave function ψ.
Note that if we want to form the density matrix from ψ,
ρˆ = ψψ†, then the eigenvalues of ρˆ, ρi, will be the same
regardless of the basis. Expressed in terms of the basis
functions to the left (right), stored in Uˆ (Vˆ ), of the site
that ψ occupies, the density matrix is ρˆ = Uˆ ΩˆUˆ† where
Ωˆ is a diagonal matrix containing all ρi. Solving for ψ
from ρˆ(= Uˆ
√
ΩˆVˆ †Vˆ
√
ΩˆUˆ†) , we find ψ = UˆDˆVˆ † where
Ωˆ = Dˆ2. So, the SVD gives us all necessary components
of a density matrix.
An interesting connection is the entanglement entropy,
also called the von Neumann entropy [3],
S = −
∑
i
ρi log2 ρi. (11)
Some specific cases of quantum states can be ana-
lyzed in terms of entanglement. We present here two
examples illustrating two extremes of entanglement. A
first example is the state ;
|ψ〉 = (| ↑↑〉+ | ↓↑〉)/
√
2 =
( | ↑〉+ | ↓〉√
2
)
⊗ | ↑〉 (12)
Figure 11. Vector describing a state of two spin particles a
half. It can be reshaped as a matrix. Each index in the matrix
represents the spin of each of the sites.
Figure 12. A multi-site vector can be reshaped and divided
by SVD several times so that each site is represented by a
tensor. The last tensor is the only one that can be non-unitary,
since it contains all the information in the Dˆ matrix of the
subsequent SVD.
which has the SVD ;
UˆDˆVˆ † =
(
0 1
1 0
)(
1 0
0 0
)(
1 1
1 −1
)/√
2 (13)
where | ↑〉 = (1 0)T , | ↓〉 = (0 1)T and |ψ〉 have been re-
shaped as in Fig. 11. The T symbol represents the trans-
pose. The entanglement between these two spins is S = 0
(we consider only non-zero values of Dˆ) since we have
only one eigenvalue in Eq. 11. These spins are called un-
entangled.
As a second example, let’s consider the state ;
|ψ〉 = (| ↑↑〉+ | ↓↓〉)/
√
2. (14)
This state is maximally entangled since the eigenvalues
of Dˆ are both 1/
√
2, and the entropy is maximal when
the values of Dˆ are equal. Note that the singlet state
|ψ〉 = (| ↑↓〉 − | ↓↑〉)/√2 is also maximally entangled
with S = 1.
In a typical physical system, the structure of Dˆ will
give an entanglement somewhere between these two
examples. An additional point is mentioned in Appen-
dix A, the Dˆ structure can be broadly classified into two
instances for a physical problem.
VI. MATRIX PRODUCT STATES
We are ready to derive a tensor network from a quan-
tum system. To do this, we will start from a complete
wave function and then apply a series of reshapes and
SVDs to obtain the site-by-site representation of the wave
function, illustrated in Fig. 12 (it is also possible to go
from right to left as in Fig. 13). Note that we start from
a pre-solved wave function for demonstration purposes
only. In general, the wave function will be derived from
a Hamiltonian that is broken down into a tensor network
representation. Algorithms are discussed after the intro-
duction of a first network of tensors representing a wave
function : the Matrix Product State (MPS).
Figure 13. The MPS can also be built from right to left.
7Figure 14. Reshaping an index in preparation for the first
site to be separated.
A. Separate a wave function into a matrix product
state
Let’s start with a wave function from an exact diago-
nalization. The complete wave function can be reshaped
to isolate the degrees of freedom of one site from the rest,
as shown in Fig. 14. To perform this task, a program is
available in Appendix C as an example. The vertical in-
dices of a wave function are called physical indices, since
they express the degrees of physical freedom of each site
(i.e., for a spin system it is σ =↑, ↓ while for the Hub-
bard model it would be |0〉, | ↑〉, | ↓〉, | ↑↓〉). A SVD can
be taken as represented in Fig. 15. It is important to put
an index on the left and the rest on the right : this is
what allows the separation of the physical indices from
the first site. The Uˆ matrix, resulting from the SVD, can
be reshaped to a tensor representing the first site of the
MPS. An additional index appeared during the proce-
dure, it connects the left and right tensors. This type of
index, drawn horizontally on the figure, is called a link
index.
The same idea can then be applied to the remaining
sites of the wave function. The remaining tensor contai-
ning the other degrees of freedom must be reshaped so
that the next physical index is combined with the pre-
vious link index. This is what is shown in Fig. 16. The
Uˆ matrix can once again be reshaped to have a tensor
of the required shape in Fig. 17. The procedure can be
repeated until each site is represented by an individual
tensor. Now, we have obtained a local representation of
each site in our system as well as our first example of a
wave function expressed as a tensor network.
Figure 15. It is possible to perform a SVD on the reshaped
wave function so that the tensor generating Uˆ represents lo-
cally our first site. The Dˆ matrix describing the weight of all
vector combinations can be contracted to the rest of the wave
function.
Figure 16. The rest of the wave function must be reshaped
so that the following physical index is combined with the link
index.
The price associated with separating a wave function is
the addition of a new index, the same one that appears in
Sec. IV D 2 when performing the SVD (see Fig. 9). This
new index contains information for each site that is not
the current site. The following section aims to unders-
tand exactly how this horizontal index appears and its
meaning.
B. Meaning of the horizontal indices
Throughout the diagrams in the previous section, we
have taken care to express the basis functions of each in-
dex, even if they are not normally displayed. We provide
a more detailed analysis of these states in this section in
order to understand what the new link indices represent.
Let’s consider the basis functions for a two-site
example. We can attach two basis vectors, each repre-
senting a single site, using a Kronecker product (⊗, see
Appendix B). This operation takes all the states to the
right of the operator and attaches them to the states on
the left. The two-site wave function can be written
(
| ↑〉
| ↓〉
)
⊗
(
| ↑〉
| ↓〉
)
=

| ↑↑〉
| ↓↑〉
| ↓↑〉
| ↓↓〉
 , (15)
where the first and second vector represent the possible
states of the first and second site respectively.
Figure 17. In the center of an MPS, the basis functions are
the Kronecker products of all the basic states on the left or
right (whichever is lower).
8For several sites, we can write
| ↑↑↑↑↑↑↑ . . .〉
| ↓↑↑↑↑↑↑ . . .〉
| ↑↓↑↑↑↑↑ . . .〉
...
 =
N⊗
i=1
(
| ↑〉
| ↓〉
)
. (16)
When the vector is reshaped, the basis functions are
also separated according to this grouping. For example,
in our case with two sites, Fig. 11 shows a reshaped two-
site wave function. If we perform a SVD, we separate
the system into tensors representing the individual sites,
separating the two sets of basis functions.
To connect the basis functions to the link indices, it
should be noted that each physical index has its own basis
functions, as shown in Fig. 14. When the SVD is applied,
the newly generated index is expressed in a combination
of the basis functions given in a column of Uˆ or row of
Vˆ †. Between any two sites, the basis functions appear
(Fig. 17) as
min(NL,NR)⊗
i=1
(
| ↑〉
| ↓〉
)
(17)
where the minimum is taken between the number of sites
on the left (NL) and the number on the right (NR). A
coefficient reflecting the relative weight of the basis func-
tion on the link index is neglected for clarity. The need
for this minimum is due to the way we have defined the
SVD.
The meaning of the link index can be explained as fol-
lows : combinations of all other basis functions, on the left
and right of the network, are represented by the link in-
dex. As developed in the next section, only some of these
states will be physically relevant and therefore many can
be truncated.
C. Truncation
When decomposing a complete wave function using
successive SVDs (see Sec. VI), the size of the link in-
dex between each site can be determined by knowing the
dimensions of the matrix on which the SVD is applied.
For a spin-1/2 chain, the physical index is always size 2.
The first link index, linking the first site to the rest of
the wave function, will be size two, because the matrix
to which the SVD is applied is 2× 2N−1. The size of the
Dˆ matrix then corresponds to the minimum of the two
dimensions. Following the same logic, the next link index
will be of size 4, then 8, 16, 32, etc. At some point, the
link indices will shrink, limited by the size of the second
index of the matrix to be decomposed, to a size of 2 at
the opposite end of the MPS.
However, this exponential growth in the link index pre-
cisely brings us back to the problem of the exact diago-
nalization of the wave function in Sec. II, which justified
Figure 18. Equality 〈ψ|ψ˜〉 = 〈ψ˜|ψ˜〉 (Eq. 18) is justified here.
The truncated wave function by the SVD is represented by
smaller tensors at the top of the diagram. ˜ˆV †Vˆ and ˜ˆU†Uˆ then
contract into isometries that will only truncated the Dˆ values
retained in the truncated wave function. This contraction is
therefore equivalent to 〈ψ˜|ψ˜〉.
the need for tensor networks. Fortunately, it is sometimes
possible to truncate the link index without affecting the
accuracy of the state too much by using the SVD intro-
duced in the Sec. IV D 2.
The Dˆ matrix is typically arranged by ordering the
singular values in descending order on the diagonal from
the upper left corner of the matrix. One may wonder how
much the accuracy of the system is affected by trunca-
ting lower values. A good way to evaluate this loss of
accuracy is to evaluate the resulting approximate wave
function (noted with a tilde), |ψ˜〉. The difference between
the truncated (or approximated) wave function and the
full wave function is ;∥∥|ψ〉 − |ψ˜〉∥∥2 = 1 + δ − 2δ = 1− δ (18)
where δ = 〈ψ|ψ˜〉 = 〈ψ˜|ψ˜〉 = ∑mi=1 λ2i is called the trun-
cation error. The equality (〈ψ|ψ˜〉 = 〈ψ˜|ψ˜〉) is observed
when the SVD was applied to the complete wave func-
tion and its truncated version, as shown in Fig. 18. We
notice then that ˜ˆV †Vˆ and ˜ˆU†Uˆ contract to isometries
which will truncate the Dˆ values not present in |ψ˜〉.
In order to show the impact of this procedure on the
observables of the problem, it should be recalled that the
energy E, is related to the density matrix according to
Tr(ρˆHˆ) ≡ E. By truncating only small elements of ρˆ,
the overall energy of the system will change very little.
Fortunately, for several cases of interest, a large part of
the singular values are low (see Appendix A). The size of
the Dˆ matrix can therefore be greatly reduced for many
physical systems.
The concept of truncation can be linked to the hori-
zontal indices that naturally occur in the construction of
a MPS. As a result, truncation eliminates the elements
of the basis states associated with a low weight in the
density matrix. This is a fundamental concept in tensor
networks.
9Figure 19. Local measurements can be made much easier by
using the MPS. Here, the operator is equivalent to a local spin
measurement on a single site. The application of this operator
involves only three tensors.
D. Measurements and Gauges
Measurements related to local operators are perfectly
adapted to a MPS. Remember that the SVD produces
two isometric tensors (Uˆ and Vˆ †) as well as the Dˆ matrix,
the only object that associates any weight to the decom-
position. The tensors on the left of the orthogonality cen-
ter (Uˆ) are called left-normalized while those on the right
(Vˆ †) are right-normalized. If two left-normalized tensors
are contracted, the result is equivalent to the identity
(see Fig. 8). The equivalent is also true for the right-
normalized tensors. The general property that all non-
unitary information of an MPS is contained in a single
tensor is called a gauge [33]. In the case of a local mea-
sure, not all of the network’s tensors need to be contrac-
ted explicitly. A practical application of this property is
shown here.
An example of a local measurement of the operator Sˆz,
Sˆz =
(
1 0
0 −1
)
, (19)
on a single site is shown in Fig. 19. Applying the same
measure to the full wave function, we should have written
Sˆz5 = Iˆ⊗ Iˆ⊗ Iˆ⊗ Iˆ⊗ Sˆz⊗ Iˆ, which is a much larger matrix
than the one in Eq. 19.
For a measurement applied to two or more sites, as
shown in Fig. 20 (〈ψ|Sˆz3 Sˆz5 |ψ〉), orthogonality is not main-
tained for all sites. By contracting the normalized tensors
on the left, the appearance of an operator breaks the or-
thogonality condition. The tensors between the different
operators do not therefore contract the identity. Since the
Figure 20. For a measurement applyied to two sites, the pro-
blem is reduced to the tensors of the sites of interest and the
tensors located between them. This is a consequence of the
orthogonality breakage when contracting from the left.
Figure 21. The MPS is not unique, as it always represents
a complete wave function after the introduction of a matrix
and its inverse between two tensors.
orthogonality center has been placed on the same site as
the other operator, the rest of the tensors, all normalized
on the right, contract to the identity.
There is no single MPS representing a wave function.
Indeed, between two link indices, an identity can be in-
troduced as a term XˆXˆ−1. By contracting Xˆ with the
MPS tensor to its left and Xˆ−1 with the tensor to its
right, both MPS tensors are affected. As this operation
is equivalent to the application of an identity, the MPS
remains equivalent to the original state, as shown in the
Fig. 21. As a result, two MPSs may have a different struc-
ture while achieving the same results.
E. Matrix Product Operators
The MPS is a local representation, in terms of tensors,
of a wave function. To have a complete representation of
a quantum mechanics problem in terms of local tensor
networks, we need an equivalent construction for opera-
tors : the matrix product operator (MPO).
For example, the Hamiltonian of the Ising model can
be constructed with the following MPO ;
Hˆ(Ising)a,a′ =
 Iˆ 0ˆ 0ˆSˆz 0ˆ 0ˆ
0ˆ −JSˆz Iˆ
 . (20)
As each of the elements of this “matrix” are themselves
operators, it is in fact a tensor of rank 4 (see Fig. 22).
When a chain of these operator matrices is contracted
to form the Hamiltonian of a system, it is located in the
lower left corner of the final matrix. So, for a system with
open boundary conditions, the ends of the chain are two
vectors : (0, 0, 1) on the right and (1, 0, 0)T on the left.
Figure 22. This diagram is the average value of a MPO ope-
rator in MPS state, 〈ψ|Hˆ|ψ〉.
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Like the MPS, the representation as a MPO is not
unique. Trivially, rows and zero columns could be added
to the matrices without changing the operator represen-
ted.
To add terms that couple more distant sites, it is ne-
cessary to increase the size of the operator matrix. For
example, the Ising model with coupling to the first and
second neighbour,
Hˆ =
∑
i
(
−J1Sˆzi Sˆzi+1 − J2Sˆzi Sˆzi+2
)
, (21)
requires the MPO
Hˆ(Ising)a,a′ =

Iˆ 0ˆ 0ˆ 0ˆ
Sˆz 0ˆ 0ˆ 0ˆ
0ˆ Iˆ 0ˆ 0ˆ
0ˆ −J1Sˆz −J2Sˆz Iˆ
 . (22)
Typically, for each term acting at a given site in the sys-
tem, an additional column and row must be added. To
build a MPO for a two-dimensional network, a path that
crosses all the sites of the system once must be chosen.
This path defines an effective problem in one dimension ;
an example is illustrated in Fig. 23. The actual bond
dimension for MPO depends on the width of the sys-
tem, and therefore the size of the MPO is proportional
to the width of the system. This limits the applicability
of MPOs and MPSs to the system in a dimension larger
than one.
Some long-distance couplings can be written with
small MPOs. For example, an exponential coupling of
the distance between two sites
Hˆ =
∑
i 6=j
e−
|i−j|
ξ Sˆzi Sˆ
z
j , (23)
couples all sites in a system to each other. The MPO
generating this Hamiltonian is written as follows
Hˆa,a′ =
 Iˆ 0ˆ 0ˆSˆz κ 0ˆ
0ˆ Sˆz Iˆ
 (24)
Figure 23. A two-dimensional network can be expressed in
one-dimension. The path used may vary depending on the
situation.
with κ ≡ exp(−1/ξ). Writing the MPO of this system
using the method described for Eq. 22 would have requi-
red matrices of size proportional to the number of sites in
the system. Finding the smallest MPO expression for the
Hamiltonian of a system is critical to the performance of
MPS algorithms.
F. Limitations of the Matrix Product State
What magnitude should a wave function have to des-
cribe a given system ? How much information can we
truncate and still retain the good properties of the sys-
tem we want to solve ? The answer is problem dependent.
However, there are a few simple common properties that
will apply to physical systems of interest.
Roughly, there are two cases that will differentiate the
performance of our tensor network ansatz and the maxi-
mum truncation necessary to get a good answer. In the
first case, there will be a difference between the two lo-
west energies (see Appendix A). In the other case, there is
a small difference between the eigenvalues and they form
a continuum. The MPS is well suited for states with a
gap between these states. Moreover, if the interaction is
local (i.e., the interaction extends only to a few sites in a
one-dimensional path), then the MPS can be truncated
without sacrificing too much precision [34]. In a simple
example, such as the 10-site Heisenberg model, 50 states
can be kept on the link index and we will still get a
good accuracy compared to the exact diagonalization. If
we have long-range interactions that span multiple sites,
then the link index should keep more information.
We can always unfold a higher dimensional system into
a one-dimensional system. It works with a varied effec-
tiveness, as in Fig. 23. The increase in size is the result
of the increase in interaction length, which is introduced
in Sec. VI E. The MPO’s growth with dimension refers
to the area law of entanglement and takes its name from
the study of black holes [35]. In the case of condensed
matter physics problems and the use of these algorithms,
it is important to know that for a one-dimensional pro-
blem the boundary between the right and left side of
the system is zero-dimensional. The boundary between
the right and left sides of a two-dimensional problem is
one-dimensional. In general, the range between the two
sides is d − 1 dimensions for a problem with d dimen-
sions. So, increasing the size of the problem will increase
the amount of information from one side of the system
to the other.
G. Beyond the Matrix Product State
The MPS is only one ansatz which can represent a
wave function. In this section, we present two additional
forms here.
All our discussions so far have been for systems where
the right and left sides are easily identifiable (i.e., one-
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Figure 24. The PEPS is a two-dimensional representation of
the wave function. This sometimes allows a better represen-
tation of two-dimensional systems than the MPS.
dimensional system), and MPS works better when cor-
relations decrease exponentially as in a gapped system
with local interactions. For a two-dimensional system, it
may be advantageous to use the two-dimensional version
of the MPS called the projected entanglement pair state
(PEPS) [36, 37]. PEPS uses rank 5 tensors (with a physi-
cal index and 4 link indices) as members of the network to
represent correlations. The size of the link index may be
smaller than in the case of calculating a two-dimensional
MPS by choosing this ansatz, but the rank of the tensor
is higher.
Completely contracting the tensor network in the
PEPS is extremely difficult [38]. There is no known algo-
rithm to contract an arbitrary tensor network effectively,
however there are algorithms that try to do this in the
best way [39].
To introduce the second ansatz, it should be remembe-
red that an MPS can also manage correlations without a
gap, but this requires keeping more singular values of the
SVD. We also have the possibility to use another tensor
network called the multi-scale entanglement renormali-
zation ansatz (MERA) which is specifically designed to
represent gapped and gapless systems [40, 41]. A MERA
is presented in Fig. 25. To see why MERA is better for
gapless systems, we will refer to the Appendix A.
A property of the MERA is that it has a causal cone,
only the tensors inside this cone will be affected when
another tensor is altered. For example, changing the ten-
Figure 25. Representation of a MERA.
Figure 26. A change applied to a MERA tensor will only
affect those tensors with which it shares an index. So, all the
tensors in the yellow cone will be affected.
sor in Fig. 25 on the last line will not affect the sites to
the left or right. All other tensors higher in the network
whose indices are connected to them, will be affected by
the change. Since only a few tensors are altered by the
inclusion of an operator, this property can be seen as si-
milar to the gauge for MPS, but it is a different property.
Note that there is also a two-dimensional version of
the MERA [42]. MERAs have also been used to simulate
conformal field theories that may be useful in the study
of holography, for example [43].
A common method for determining unitary tensors or
isometric tensors in a MERA is to maximize the opera-
tor’s trace when applied to the network. For example,
we can remove one of the tensors from the network (see
Fig. 27) and contract all the other indices. This produces
a tensor Γˆ. To generate the correct unitary tensor (Wˆ ),
the condition max Tr
(
Wˆ Γˆ
)
must be met. To determine
how to maximize this expression exactly, note that Γˆ can
be decomposed with a SVD, Γˆ = UˆDˆVˆ †. If we choose
Wˆ = Vˆ Uˆ†, then under cyclic property of the trace, the
condition is reduced to the trace on Dˆ. This then relates
to maximizing the entanglement of the system.
In the case of the MERA, there are several ways to
Figure 27. To solve for a MERA tensor, we create an envi-
ronment made of the contraction of all the other tensors in the
network. The resulting tensor will be the one that minimizes
the trace (see text).
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represent exactly one tensor [44], but it is not the same
procedure as for the MPS, as presented in Sec. VI. More
information about these tensor networks can be found in
Ref. 45.
VII. ALGORITHMS
To solve a quantum mechanics problem, the tensors of
a network are transformed using the four basic operations
of the Sec. IV. The different tensor network algorithms
are different uses of the basic operations.
A. Time evolution
There are two flavors of time evolution algorithms. One
uses the system evolution operator e−iHˆt, with t the time
interval, to simulate the dynamics of a state, the other
uses the imaginary time evolution operator e−βHˆ with β
the imaginary time to obtain the fundamental state. This
operator is in fact the density matrix of the Hamiltonian.
By repeated application of e−βHˆ with a finite value of β
on any state, the ground state can be approached.
To apply these exponential operators to an MPS, we
must carry out a factorization that allows us to act locally
on the MPS. Unfortunately, there is no exact identity to
accomplish this for matrix exponentials. In practice, we
use the identity of Trotter-Suzuki [46] to perform the
decomposition in an approximate way :
e−i(HˆA+HˆB)t ≈ e−iHˆAte−iHˆBt. (25)
This expression makes an error in the order of
t2[HˆA, HˆB ]. The approximation is therefore good for suf-
ficiently short times. A solution for a time Nt can be
obtained by applying the expression N times on a state.
Time evolving block decimation (TEBD) is a method
to simulate the time evolution of a MPS [33, 47]. The
algorithm does this :
1. All exponential terms acting on the orthogonality
center are applied to the orthogonality center and
the relevant neighbors. Following this step, the cen-
ter and the neighbors just acted on are combined
into a single tensor of higher rank.
2. A singular value decomposition is performed to ex-
tract the tensor from the site that was the cen-
ter, and moves the orthogonality center to the first
neighboring site.
3. Step 1 is repeated until the end of the MPS is rea-
ched, making sure to apply all the terms of the evo-
lution operator only once.
Once the end of the MPS is reached, one time step is
performed. To take another step, we start again in the
opposite direction.
B. Tensor Renormalization Group
Tensor networks can also be used to solve classical spin
statistical physics problems. These systems are doubly
interesting because of the correspondence principle [48]
which tells us that a quantum system in d dimensions
has a classical analog in d+ 1 dimensions.
Kadanoff introduced a renormalization method for spin
systems in 1966 [49]. The principle of this method is
to group spins into domains. These domains then form
the sites of a network at a coarser level. By performing
this repeated renormalization operations on a system, we
eventually reach a fixed point that reveals important cha-
racteristics of the system. Tensor renormalization algo-
rithms have the same property of creating a sequence of
networks with increasingly large steps, and the state of
the domains is filtered with a decomposition to singular
values.
a. Setting up the problem.– The starting point
for tensor network algorithms for conventional sys-
tems is the partition function Z in the form
of a local tensor network at the finest scale :
For example, the contribution of a group of four sites
forming a plaquette to the partition function of the Ising
model on a square lattice is :
Zijk` = e−βHˆijk` = exp
(
βJ(σiσj +σjσk +σkσ` +σ`σi)
)
(26)
where σi = ±1 is the spin at the i site. Each of the ele-
ments of this tensor corresponds to a different configu-
ration of the spins. The partition function is then given
by the sum of the configurations of each of these local
tensors : it is the contraction of a network of tensors.
To contract this network exactly is only possible for very
small systems. For others, it is necessary to use the ideas
of the renormalization group to extract the most relevant
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information at each scale.
b. Algorithm.– The tensor renormalization group
(TRG) [50] is an example of applying the ideas of the
renormalization group to the tensor network. The local
tensors are contracted together, forming a larger net-
work, and a decomposition with singular values is used to
identify the most relevant configurations and reject the
others. These steps are then repeated.
The first step is to perform a SVD sequence to separate
the initial tensor :
The Dˆ matrix of each of the links is factorized
√
Dˆ·
√
Dˆ
and only one tensor is contracted with the tensors Uˆ and
Vˆ † respectively.
After decomposing a site, the tensors are contracted to
form a larger network.
The tensors are contracted with the previous pattern
because the system is translationally invariant. Below,
we see in more detail the tensors of the network, and
that their decompositions lead to the contraction pattern
shown above :
The site at the topmost scale consists of a plaquette of
four tensors. At each step of renormalization, the number
of tensors present in the network is divided by four. This
algorithm can be used for finite or infinite systems, and
for other problems than Ising spins on a square network.
Other algorithms, such as the tensor network renorma-
lization (TNR) method [51–53], are able to solve these
classic two-dimensional systems. The TNR is a refine-
ment of the TRG that solves for the partition function
with greater accuracy.
VIII. OTHER APPLICATIONS OF TENSOR
NETWORKS
We have paid particular attention to methods for which
it is necessary to consider the entanglement and inter-
actions between sites. Although, there are several other
applications of these methods.
For example, in quantum computing, it is possible to
represent the logic gates acting on the qubits using dia-
grams [54–57]. These gates can generate entanglement
between qubits. It should be noted, however, that it is
14
not common practice to renormalize by truncating cer-
tain values in the density matrix. The operations presen-
ted in Sec. IV D 2 are not necessary since all the logic
gates are unitary. For classic circuits, the link dimension
is set to 1 for all cases and no entanglement is generated.
For problems where it is not necessary to consider en-
tanglement to perform renormalization, it is sometimes
possible to use the graphical notation presented. Among
other tasks, it is possible to use tensor networks in ma-
chine learning (neural networks) [58, 59] or in image com-
pression [60]. The graphical representation is also useful
for quickly illustrating a problem. It should be noted that
for the methods we have presented in this review, it is
important to consider the entanglement between sites,
whereas this is not always the case in other contexts.
IX. CONCLUSION
Tensor network methods are applicable in many situa-
tions and converge quickly for problems. Understanding
how to use these tools effectively determines the proper-
ties of a quantum or classical system. A graphical repre-
sentation is used which allows the tensor networks to be
applied to other areas.
We conducted an overview of the basic operations of
tensor networks : reshaping, index permutation, contrac-
tion, and decomposition. In addition, we have shown the
link between the singular value decomposition and the
entanglement between two parts of a network. To model
a wave function, we introduced the matrix product state.
The tensor network representation of a Hamiltonian, the
matrix product operator, can be used with this represen-
tation of wave function. Finally, we presented algorithms,
including time evolution and the tensor renormalization
group, that use these tools to find the ground state of a
quantum system or solve for classical systems.
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Appendix A: More details on the difference between
a MPS and a MERA
Expressing the quantum ground state with entangle-
ment can be more generally reformulated in terms of cor-
relations. The concept of a correlation is very important
in physics. Since physics is the study of the consequences
of the interaction between different bodies, studying cor-
relations (or what happens to other particles when one is
disturbed) is essentially the study of physics itself. Cor-
relations can occur in several different contexts, but we
will extend this concept here to illustrate the differences
between the MPS and the MERA in a different way.
When a system is disturbed, the disturbance can affect
other remote sites (see Fig. 28). The magnitude, in gene-
ral, depends on distance and there are only two types of
correlations that can be present in a system, and there
is a mathematical proof of this [61]. If the system has a
difference between the first and second eigenvalue, then
the correlations will decrease exponentially. If the eigen-
values have no difference between the first two states (or
if the eigenvalues are really very close to each other), then
the correlations decrease like a power law. In summary,
a correlation C can be one of the following forms :
C ∼
{
exp(−x/ξ) with gap
(x/ξ)γ gapless.
(A1)
By forming the transfer matrix of an MPS with its
Hermitian conjugate as in Fig. 29, we can contract a chain
of these operators, assuming a sufficiently long chain. It
is well known that multiplying matrices in succession can
reveal the smallest eigenvalue. For example, each transfer
matrix T can be decomposed by a decomposition into
Figure 28. Representation of the correlations after a dis-
turbance for a gap (top) and without gap (bottom) system.
Gapless correlations extend beyond the exponential decay in
gapped systems.
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Figure 29. A series of transfer matrices.
eigenvalues Uˆ ΛˆUˆ†. A product of these can give
N∏
i=1
Ti =
(
Uˆ ΛˆUˆ†
)(
Uˆ ΛˆUˆ†
)(
Uˆ ΛˆUˆ†
)
. . . = Uˆ ΛˆN Uˆ†.
(A2)
The Λˆ matrix is diagonal and contains the eigenvalues
with
ΛˆN =

εN1 0 0 · · ·
0 εN2 0 · · ·
0 0 εN3
. . .
...
... . . . . . .
 . (A3)
If there is a difference between the eigenvalues, the largest
eigenvalue, in magnitude, (ε1) will appear much larger
than all the others when it is raised to the power N .
Therefore, the only value in Eq. A3 that is not negligible
is ε1.
The series of transfer matrices defined in Eq. A2 can
carry information from one perturbed site to another that
is N sites further away. It is then reasonable to ask how
the two sites are correlated. Since we know that the struc-
ture of the correlation is given as in Eq. A1, we see that
a correlation can be rewritten
exp
(
− Nln(ε1)−1
)
(A4)
where we can clearly identify the coherence length ξ−1 =
ln(ε1). This shows how the smallest eigenvalue is charac-
terized by an MPS. A system without a gap would give
a sum of exponential terms that would become a power
law.
If we form a transfer matrix for a MERA, we can do
it at any level. If we choose the lowest level, then we get
the same result as for a MPS. However, the equivalent
transfer matrix formed at the first level of the MERA
extends over 4 sites rather than 2, the next level extends
over 8 sites, etc. In this way, the MERA allows correla-
tions to be exposed on different scales. Thus, with this
ansatz, we can encode correlations with a much greater
range, including that of a gapless system that MERA can
manage very well.
Appendix B: Kronecker product and direct sum
The Kronecker product between two tensors, Aˆ ⊗ Bˆ,
is defined as the multiplication of all tensor elements Bˆ
with all tensor elements Aˆ. For example,
Aˆ⊗ Bˆ =
(
a11 a12
a21 a22
)
⊗
(
b11 b12
b21 b22
)
(B1)
=
(
a11Bˆ a12Bˆ
a21Bˆ a22Bˆ
)
(B2)
=

a11b11 a11b12 a12b11 a12b12
a11b21 a11b22 a12b21 a12b22
a21b11 a21b12 a22b11 a22b12
a21b21 a21b22 a22b21 a22b22
 (B3)
Kronecker’s product can be considered as the fifth ope-
ration on tensors. However, the latter is rarely used in al-
gorithms and has not been included in the list in Sec. IV.
A similar reasoning can be used for other operations such
as the direct sum Aˆ⊕ Bˆ, defined for two matrices Aˆ and
Bˆ as
Aˆ⊕ Bˆ =
(
Aˆ 0ˆ
0ˆ Bˆ
)
. (B4)
Appendix C: Sample code for constructing a Matrix
Product State
Here, we provide a simple code to obtain any wave
function as an MPS. This code is written in the Julia
programming language.
1 #############################################################
2 #
3 # Converting wavefunctions into the matrix product state
4 #
5 #############################################################
6 # Made by T.E. Baker , S. Desrosiers , M. Tremblay , and M.P. Thompson (2019)
7 # See accompanying license with this program
8 # This code is native to the julia programming language (v1 .1.0)
9 #
17
10
11 using LinearAlgebra
12
13 # creating random normalized state vector of size N
14 physInd = 2 #size of the physical index
15 vect = rand(ComplexF64 , physIndˆN, 1) #we initialize a random state
16 vect /= norm(vect) #this normalizes the wavefunction
17
18 # reshaping into 2 * 2ˆN tensor
19 function makeMPS(vect ,physInd ,N)
20 mps = []
21
22 #reshaped vector isolating the first index of size 2
23 M = reshape(vect , physInd , physInd ˆ(N-1))
24
25 Lindsize = 1 #current size of the left index
26
27 # MPS building loop
28 for i=1:N-1
29 U, D, V = svd(M) # applying SVD.
30 temp = reshape(U,Lindsize ,physInd ,size(D,1))
31 push!(mps , temp)
32 Lindsize = size(D,1)
33 DV = Diagonal(D)*V’
34 if i == N-1
35 temp = reshape(DV ,Lindsize [1],physInd ,1)
36 push!(mps ,temp)
37 else
38 Rsize = cld(size(M,2), physInd) #integer division , round up
39 M = reshape(DV,size(D,1)* physInd ,Rsize)
40 end
41 end
42 return mps
43 end
44
45 mps = makeMPS(vect ,physInd ,N)
