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ABSTRACT 
A comprehensive description of how heat and temperature evolve on 
nanometer to submicron length-scales does not yet exist because of gaps in our 
fundamental understanding of interfacial thermal transport and nondiffusive thermal 
transport. In this dissertation, I address these gaps in fundamental understanding. 
Interfaces often dominate the thermal response in nanoscale systems. However, 
a microscopic description of how heat is transported across crystal boundaries 
remains elusive. I present time-domain thermoreflectance (TDTR) experiments that 
improve our fundamental understanding of interfacial thermal transport. I show that, 
for clean interfaces between the two crystals, G  derived from TDTR data usually 
lies in the range max max0.25 0.7G G G  , where maxG  is the maximum possible 
conductance predicted by simple theory. Notable exceptions are Al/Si0.99Ge0.01, and 
Al/Si0.2Ge0.8, where max0.25G G . Analyzing TDTR data of Al/SiGe alloys with either 
a two-channel diffusive model or a two-channel ballistic/diffusive model explains the 
unusually low thermal conductances. Both models predict a significant reduction in 
the effective thermal conductivity of semiconductor alloys near an interface as a 
result of disparate heat flux boundary conditions for different groups of phonons in 
combination with weak coupling between different groups of phonons in the near 
interface region of the crystal.   
i i i  
 
While it is well established that Fourier theory can break down in nanoscale 
thermal transport problems, various theories for how and why Fourier theory breaks 
down do not adequately describe existing experiments. I characterize the 
relationship between the failure of Fourier theory, phonon mean-free-paths, 
important length-scales of the temperature-profile, and interfacial-phonon scattering 
by TDTR experiments on nonmetallic crystals. When crystals are heated by a laser 
with a radius of less than two microns, Fourier theory overpredicts the materials 
ability to carry heat away from the heated region. The presence of the interface and 
the anisotropy of the temperature-profile results in an effective thermal conductivity 
tensor that is anisotropic. 
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CHAPTER 1 
INTRODUCTION 
 
1.1  Motivation 
The study of phonon propagation and scattering began over a century ago 
with the original proposal and rigorous formulation of the microscopic theory for 
thermal conduction in nonmetals by Debye and Peierls  [1,2]. Based on their work, a 
detailed microscopic theory of thermal conductivity exists [3-6]. The majority of a 
crystal’s thermal energy is contained by vibrational normal modes of the crystal 
lattice, i.e., phonons. Propagating phonons transport thermal energy between 
different regions of the crystal. Scattering events between propagating phonons and 
other phonons, crystal defects, and boundaries resist heat flow and bring phonons 
into local thermal equilibrium.  
The heat-current in the x-direction due to propagating phonons is 
,vx q q x q
q
J n  ,  (1.1) 
where ,vq x  is the group velocity in the x-direction of a phonon with wavevector q , 
  is the phonon frequency, and qn  is the deviation from thermal equilibrium of 
the phonon distribution of mode q . A complete microscopic understanding of the 
heat-current requires knowledge of how each phonon mode q  deviates from 
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equilibrium, which is determined by phonon scattering rates, 
q . However, currently, 
no experimental technique can directly probe 
qn .  
 An inability to directly probe 
qn  is unimportant for the vast majority of 
macroscopic heat conduction problems because the deviation from equilibrium can 
be linearized in the thermal gradient, 
q
q q
n
n T
T

  

, (1.2) 
,vq q x qT T   , (1.3) 
where T  is the local temperature that phonons are relaxing toward, q  is the 
relaxation time of mode q , and qn  is the Bose-Einstein distribution function. 
Plugging Eqs. (1.2) and (1.3) into (1.1) yields Fourier’s law 
J T  , (1.4) 
 
2
,
1
v v
3
q
q q x q
q
n
c d
T
    

  

  , (1.5) 
n
c d D d
T

   



, (1.6) 
where v   .  As long as the deviation from equilibrium of all heat-carrying 
phonons is accurately described by Eqs. (1.2-1.3), Fourier’s law correctly describes 
the heat-current. 
 Deviation from equilibrium is required for thermal transport. A noteworthy 
consequence of Eqs. (1.2-1.3) is the symmetrical deviation from equilibrium of 
phonons propogating in the positive and negative directions, q qT T   . 
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Therefore, a single local temperature can describe the directionally averaged thermal 
energy of all phonon wavevectors whenever Eqs. (1.2-1.3) are valid.   
 Two things must be true for Eqs. (1.2-1.3) to be an accurate approximation for 
the deviation from equilibrium of heat-carrying phonons. First, the solid needs to be 
homogenous on the length-scale of the phonon mean-free-path, i.e., 
q  needs to 
be independent of position over a length-scale of
q
.  Second, the temperature-
gradient cannot vary rapidly over the phonon mean-free-path because Eqs. (1.2) and 
(1.3) state that the temperature-profile is linear in space across the mean free path, 
q . 
In many nanoscale thermal transport problems, neither of these conditions are 
met. In nanoscale thermal transport problems, spacing between crystal boundaries is 
often small, e.g. < 1 µm, therefore q  varies with position. Additionally, 
temperature-gradients that vary rapidly over submicron length-scales are common, 
undermining the validity of Fourier’s law. For example, consider nanoscale thermal 
transport in SiGe alloys. Fourier theory predicts that periodic surface heating of a 
SiGe alloy at 10 MHz results in a  T z  whose gradient changes sign every z  1 
µm [7]. However, phonons with mean free paths longer than 1 µm carry significant 
heat in SiGe alloys [8].  
Accurately describing nanoscale thermal transport problems requires a much 
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more nuanced understanding of how 
qn  evolves in space and time than is 
required for macroscopic thermal analysis. In other words, understanding nanoscale 
thermal transport problems requires knowledge of phonon relaxation times, 
q . 
Throughout this thesis, I refer to transport problems where Eqs. (1.2-1.3) are 
not accurate approximations as nonequilibrium transport problems. In these 
problems, deviation from equilibrium of phonons propagating in the positive and 
negative directions will not, in general, be symmetrical, i.e., 
q qT T   . A single 
local temperature will not describe the directionally averaged thermal energy of all 
phonon modes; different frequency phonons will have different effective 
temperatures.  
The objective of this dissertation is to improve fundamental understanding of 
nonequilibrium thermal transport due to (1) interfaces between two crystals, and (2) 
temperature-gradients that vary rapidly on the length-scale of the phonon mean-
free-path.   
  
1.2  Prior Work on Interfacial Thermal Conductance 
Interfaces between crystals create a thermal resistance due to 
reflection/transmission of phonons at the boundary. This thermal resistance is 
typically described with a radiative boundary condition known as the interfacial 
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thermal conductance, G , that relates the heat-current across the interface to the 
temperature drop at the interface, J G T  . In other words, when dealing with 
interfacial transport instead of bulk transport, Eq. (1.3) is replaced with the 
approximation that on both sides of the interface, phonons are in equilibrium with 
each other, i.e., that 
qT T    at the interface. Then, Eq. (1.1) yields 
1
v
4
G t c d     . (1.7) 
Here, t , v , and c  are properties for phonons of frequency   on one side of 
the interface; t is the probability of transmission, v  is the group-velocity, and c
is the heat-capacity per frequency.  
 Measurements of the interfacial conductance G  date back to Kapitza’s 
observation in 1941 of an abrupt temperature drop at the interface between copper 
and liquid helium [9]. 74 years of research has not reconciled experimental 
observations with simple theory. 
At low temperatures, the measured interfacial thermal conductances between 
similar types of solids are in agreement with the predictions of the acoustic 
mismatch model. The acoustic mismatch model calculates t  using an acoustic 
version of Snell's law for elastic waves. However, the acoustic mismatch model 
under-predicts the conductance by as much as two orders of magnitude between 
dissimilar materials such as copper and liquid helium. Additionally, the acoustic 
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mismatch model typically under predicts the conductance between solids above 
cryogenic temperatures [9]. 
 Researchers proposed many other models to explain experimentally observed 
thermal conductances; these models include the diffuse mismatch model [9], the 
phonon radiation limit [10], and lattice dynamics models [11]. These models explain 
the interface conductance of some systems; however, none are consistent with all 
available experimental data. For example, the diffuse mismatch model predicts G for 
Pb/Diamond a factor of ten smaller than reported values  [12], but predicts G for Cr/Si 
and Cr/GaN a factor of six larger than reported values  [12]. 
 Recent studies demonstrate that a significant level of interfacial disorder [13-
15], interfacial roughness [16], and weak interfacial bonding [17-19] all dramatically 
effect the interfacial thermal conductance for a given sample. One implication of 
these studies is that the vast majority of reported interface conductance values are 
likely not intrinsic quantities, but instead determined by details of sample 
preparation. Very few studies have followed the example set by Costescu et al.’s 
characterization of epitaxial TiN/MgO interfaces [20] and focused on clean ordered 
interfaces where extrinsic factors such as weak interfacial bonding and 
contamination are unlikely to have a major impact on G .  
 An interesting yet to be answered question is whether a simple radiative 
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boundary condition like the one described in Eq. (1.7) is sometimes, always, or never 
a valid description of the physics. Equation (1.7) is predicated on the assumption 
qT T    for all heat-carriers. If heat-carriers are not in thermal equilibrium near 
the interface, J G T   will not accurately describe interfacial transport. Two 
studies have previously considered this problem, albeit for different kinds of systems.  
 In 2004, Majumdar and Reddy [21] theoretically considered how a breakdown in 
local equilibrium between electrons and phonons in a metal near a metal/dielectric 
interface should affect interfacial transport. Electrons in a metal near a 
metal/dielectric interface have an adiabatic boundary condition while phonons in the 
metal do not; this means local thermal equilibrium cannot exist between electrons 
and phonons in close proximity to a metal/dielectric interface that is subjected to a 
heat-current. Majumdar and Reddy predicted that the nonequilibrium between 
electrons and phonons creates a thermal resistance that adds in series with the 
interfacial thermal resistance.  
 In 2007, Highland et al. experimentally investigated whether qT T    was a 
valid assumption for phonon transport in an Al/GaAs:In/GaAs system [22]. Using 
time-resolved x-ray diffraction, they observed the average temperature rise of the 
GaAs:In layer in the time-domain following pulsed heating. By comparing the 
temperature rise of the GaAs:In layer to the temperature decrease in the Al film as 
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measured by time-domain thermoreflectance, Highland et al. concluded that more 
heat left the Al film than arrived in the GaAs:In film. To explain this result, they 
posited that 20% of the heat leaving the Al film was carried by ballistic phonons that 
did not thermalize in the GaAs:In film, i.e., that 20% of heat-carrying phonons are not 
in thermal equilibrium on the GaAs:In side of the Al/GaAs:In interface. 
 
1.3 Prior Work on the Limits of Fourier Theory 
Physicists, in an effort to advance fundamental science, have performed 
experimental and theoretical work on nondiffusive thermal transport in solids for 
many decades. For example, in 1988 Klitsner et al. performed extensive experimental 
measurements of radiative phonon transport in silicon at liquid helium temperatures  
[23]. Klistner’s work provides strong evidence that heat-carrying phonons scatter 
diffusively from boundaries. Mahan and Claro derived a nonlocal theory of phonon 
thermal conductivity in 1988 [24]. 
In the last decade, interest in the limits of Fourier theory has intensified, 
particularly in the thermoelectrics and nanoelectronics research communities. 
Ongoing efforts to improve the thermoelectric figure of merit of materials, ZT , are 
centered around controlling crystal defect densities in order to reduce the heat 
transported by phonons [25,26]. This challenging endeavor would be greatly assisted 
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by an experimental probe of mean-free-path distributions [26]. Observations of 
Fourier theory failure could offer such a probe [7,27].  
A breakdown Fourier theory has practical implications for thermal management 
in nanoelectronics and optoelectronics where heat sources with submicron 
dimensions are common. For example, the mean time to failure of semiconductor 
devices that deliver or modulate power is often governed by the operating 
temperature of components with micron or submicron dimensions. One approach 
for improving thermal performance of nanoelectronics is to bring high thermal 
conductivity heat spreaders, such as SiC or diamond, close to the active 
semiconducting regions that undergo significant self-heating [28,29]. Prior studies 
examining the potential of high thermal conductivity heat spreaders have used 
Fourier theory to predict potential benefits. However, whether Fourier theory can 
accurately describe thermal transport in these types of problems has not been 
considered. 
In 2007, Koh and Cahill performed TDTR measurements on semiconductor alloys  
[7]. They reported that the surface temperature of Al coated semiconductor alloys 
due to periodic surface heating is higher at MHz frequencies than Fourier theory 
predicts. To explain this observation, Koh and Cahill noted that the temperature-rise 
in the semiconductor alloy that results from periodic surface heating is confined to a 
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depth called the thermal penetration depth, 
pd .  The thermal penetration depth is 
determined by the material’s thermal diffusivity, C  , and the heating frequency, 
f , 
pd Cf  . (1.8) 
Koh and Cahill posited that phonons with mean-free-paths longer than the thermal 
penetration depth are ballistic. 
 Since Koh and Cahill’s work, many other pump/probe studies performed similar 
experiments and also observed that the temperature responses to heating deviate 
from the predictions of Fourier theory. For example, researchers observe deviations 
from Fourier theory that depend on (1) the width of the nickel heater lines in 
nanofabricated Ni/sapphire samples [30], (2) the diameter of the heating pump-
laser-beam, 02w , in time-domain thermoreflectance measurements of bulk Si 
between 30-100 K [27], (3) the frequency of periodic heating f , in broad-band 
frequency domain thermoreflectance (BB-FDTR) measurements of bulk Si between 
80-420 K [31], and (4) the spatial frequency of heating in laser-induced thermal 
grating (TTG) measurements of a 400 nm thick Si membrane at 300 K [32].  
 The most common way to interpret observations of Fourier theory failure is to 
derive an apparent thermal conductivity, A , by comparing data to the predictions 
of the heat diffusion equation [7,33] and then plot the value of A  as a function of 
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experimental length scale. Finally, 
A  is posited to be the collective contribution of 
heat-carrying phonons with phonons less than the experimental length-scale 
[7,27,31,34]. This analytical approach may qualitatively explain the data; however, it 
is far from rigorous because it involves analyzing the data with the heat-diffusion-
equation while simultaneously concluding that the heat diffusion equation is not 
valid. 
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CHAPTER 2 
EXPERIMENTAL METHODS 
 
 Parts of Sections 2.1 and 2.2 were published in supplementary information of 
“Anisotropic failure of Fourier theory in time domain thermoreflectance 
experiments,” R. B. Wilson and D. G. Cahill, Nature Communications 5 5075 (2014). 
Parts of Section 2.3 were published in “Thermoreflectance of metal transducers for 
optical pump-probe studies of thermal properties,” Optics Express 20, 28829 (2012).  
 
2.1  Time Domain Thermoreflectance (TDTR) 
In TDTR, the thermal response of a sample to a train of pump pulses 
periodically modulated at frequency f  is characterized by measuring temperature-
induced changes in the intensity of a reflected probe beam. The experimental data 
consists of the in-phase and out-of-phase voltages recorded by a Si photodiode 
connected to a radio-frequency lock-in that picks out the signal components at the 
pump modulation frequency f . Temperature oscillations that are in-phase with the 
pump beam, inT  , are to a good approximation the time-domain response to pulsed 
heating. Temperature oscillations that are out-of-phase with the pump beam, outT , 
are, to a good approximation, the out-of-phase thermal response of the sample at 
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frequency f [1]. Example TDTR data for Al/Si with a 10 µm laser spot-size are shown 
in Fig. 2.1. 
From TDTR data, I derive an apparent thermal conductivity for each 
measurement by fitting the data with an isotropic diffusive model that treats the   
of the crystal and interfacial thermal conductance between the metal and the crystal, 
G , as fitting parameters. A  is the value for   that produces the best-fit to the 
out-of-phase temperature response, outT . AG  is the value for G  that produces 
the best fit to the in-phase temperature response. 
A  will equal the bulk thermal conductivity when the thermal model used 
to interpret the data is an accurate description of the problem. However, if A  
varies with an experimental parameter such as f  or 0w , the diffusive thermal 
model does not accurately describe the problem. In these cases, the parameter A  
becomes a convenient proxy for my data that illustrates how strongly my 
observations deviate from my diffusive thermal model.  
A  can deviate from literature values because of interesting physics, e.g. 
nondiffusive thermal transport. This is the topic of chapters 5-7. However, 
experimental error and incorrect data interpretation also cause A  to deviate from 
literature values. Therefore, extensive control measurements are required. Choosing 
appropriate control experiments is crucial; getting the correct thermal conductivity 
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of SiO2 at room temperature does not ensure that TDTR will work for high thermal 
diffusivity crystals, particularly at low temperatures. In TDTR measurements of high-
diffusivity crystals, unlike TDTR measurements of low thermal diffusivity solids, the 
nature of diffusive heat flow changes dramatically with large changes in f  or 0w . 
For 
0pd w , heat diffuses only in the through plane direction and the surface 
temperature measured depends only on the sample’s thermal effusivity within 
pd  
of the surface. In the opposite limit of 
0pd w , the surface temperature depends 
only on the geometric mean of the through- and in-plane thermal conductivities, 
Z  and r . In the limit that 0pd w , the surface temperature oscillations are 45 
degrees out-of-phase with the periodic heating, while in the limit that 0pd w , the 
surface temperature oscillations are in-phase with the periodic heating [1].  In the 
next few paragraphs, I describe the control experiments I performed for my TDTR 
measurements of single crystals between temperatures of 30 and 300 K with spot-
sizes between 1 and 25 µm and frequencies between 1 and 18 MHz. 
Figure 2.2 shows the results of my TDTR measurements of Al coated single crystals 
of diamond, 6H-SiC, GaP, Ge, MgO, GaAs, and GaSb with a large laser spot size, 0w  = 
12 µm. For these crystals, my data agrees with literature values, demonstrating that 
TDTR can be a robust technique regardless of the magnitude of  . 
Figure 2.3 shows the results of control TDTR experiments as a function of f  
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and 
0w  of Cu, Ni, and a 105 nm thin-film of thermal SiO2 on a (100) Si substrate in 
comparison to literature values. The Cu and Ni substrates were single crystal 
substrates purchased from MTI with listed purities of 6N and 4N, respectively. Metal 
film thicknesses were derived from picosecond acoustics using a longitudinal speed 
of sound of 6.4 and 4.2 nm/ps for Al and Ta. For Al, an additional 3 nm was added to 
the thickness derived from picosecond acoustics. The variation of the TDTR derived 
  with f  and 0w  are less than the estimated error bars of 7% for all samples. 
Analysis of the data requires material properties such as heat-capacity to be 
precisely known. Therefore, low-temperature measurements require accurate 
knowledge of the ambient temperature because the material properties used as 
thermal model inputs are a strong function of temperature. To verify the accuracy of 
the temperature reading of the Oxford instruments Microstat He cryostat, I 
performed two tests. For the first test, I measured the thermal conductivity between 
40 and 300 K of a single crystal Al substrate purchased from MTI with a listed purity 
of 4N. My results are in reasonable agreement with literature values for 4N purity Al, 
although it is systematically ~20% lower across the entire temperature range. Since 
the difference is present even at room-temperature, it is not due to error in the 
cryostat temperature reading and likely due to real differences between the crystal I 
measured and the crystals measured in Ref. [2]. I observed no dependence of   for 
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Al on 0w  or f  at 59 K. For the second test of the cryostat’s temperature reading, I 
used Brillouin oscillations present in the inV  signal of TDTR measurements[3] of a 
20 nm SrRuO3/SrTiO3 sample in order to optically measure the [100] longitudinal 
speed of sound of a SrTiO3 single crystal substrate as a function of temperature. I 
observed a ~5% reduction at ~100 K, where a phase transition is known to occur.[4-6] 
I purchased the SrTiO3 substrate from MTI. Fig. 2.4 shows the results of both 
measurements. 
 Prior work extensively discusses a general approach for error analysis in TDTR 
measurements, see for example Ref. [7]. I do not repeat their detailed explanations 
of error analysis here. Instead, I outline several simple and common sense 
approaches for minimizing error in TDTR measurements of  . The control 
measurements shown in Figs. 2.2-2.4 were consistently successful only after I 
implemented these approaches. 
  An accurate TDTR measurement of thermal conductivity requires an accurate 
determination of the temperature-response that is out-of-phase with the heating 
pump beam. If the phase of the RF-lockin is not set properly, the out-of-phase signal 
will contain contributions from both the in-phase and out-of-phase temperature 
response of the sample. At zero-time delay, the in-phase signal changes by an 
amount proportional to the temperature rise in the metal film due to a single laser 
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pulse. Ideally, if the phase on the RF-lockin is set correctly, the out-of-phase signal 
will remain flat across zero delay time. The phase of the experiment is set by 
requiring the out-of-phase signal to remain as close to flat as possible. 
 An expression for the error due to the uncertainty in the phase is  
out
in
V
V

 

, (2-1) 
where outV  is the uncertainty in the out-of-phase signal and inV  is the jump in 
the in-phase signal at zero delay time delay. The standard deviation of the out-of-
phase signal is determined by the signal to noise ratio, e.g., the magnitude of the 
out-of-phase signal divided by the noise due to random intensity fluctuations in the 
probe beam. If the phase is set by eye, outV  is simply the standard deviation of the 
out-of-phase signal and the error due to uncertainty in the phase can be significant, 
e.g., 5- 10%, particularly at modulation frequencies lower than 1 MHz where the 
intensity fluctuations in the probe beam are large. However, by altering the 
procedure for setting the phase, and by collecting more data points before and after 
zero delay time, we can eliminate phase uncertainty. If the reference phase of the rf-
lockin is fixed by requiring the average value of outV  from -20 ps to -5 ps to equal 
outV  from 5 to 20 ps, outV  becomes the standard deviation of the mean.  The 
standard deviation of the mean scales with 1/ N  where N  is the number of 
data points used in the calculation of the mean. 
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 Uncertainty in the phase results in a random error. Systematic error can also 
occur due to spurious signals read by the rf-lockin at the reference frequency that 
are unrelated to the temperature excursions of the metal film. One source of 
spurious signal is coherent pickup of the reference frequency by the rf-lockin. A small 
percentage of the reference frequency used to drive the electro-optic modulator 
typically leaks into the circuit on the input of the rf-lockin. Typical levels of coherent 
pickup range from 1 to 10 μV.  Because coherent pickup is at the reference 
frequency, the rf-lockin cannot distinguish it from thermal signal. Similarly, any light 
from the pump beam that is collected by the photodiode will contribute to the signal 
read by the rf-lockin. 
 Mechanically chopping the probe at 200 Hz allows the thermal signal to be 
distinguished from other spurious signals at frequency f . Chopping at 200 Hz shifts 
the frequency of the thermal signal from f  to 200f  Hz. A computerized audio 
frequency lockin distinguishes spurious signals at f  from the signal of interest at 
200f  Hz. 
 Adding a 200 Hz component to the probe beam and using a second lock-in is 
usually an effective strategy for isolating the signal of interest. However, there are 
two cases I have observed where it fails because spurious signals also exist at 
200f  Hz. First, if the intensity of the pump beam entering the electro-optic-pump 
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beam is large, e.g., greater than 100 mW, the photodiode will collect a signal at 
200f  Hz that is spurious, i.e., a small signal level is read by the audio frequency 
lock-in even in the absence of a sample. The source of this spurious signal is unclear, 
but placing the pump beam optical filter in the pump beam path prior to the electro-
optic modulator eliminates it. The second source of spurious signal at 200f  Hz is 
due to the resonant circuit on the output of the photodiode. 
 The circuit at the output of the photodiode contains a resistance primarily due 
to the input impedance of the preamp, a capacitance intrinsic to the silicon 
photodiode, and an inductance due to an inductor placed in series with the 
photodiode. The resonance frequency of this RLC circuit serves to enhance the signal 
near f . Unfortunately, the capacitance of the detector is not constant. It changes 
slightly with the power of light incident on the photodiode. As a result, altering the 
power of the probe beam changes the phase difference between the signal read by 
the rf-lockin and the reference frequency, see Fig. 2.5.  
During a measurement, the probe beam is turned on and off at a rate of 200 Hz.  
This allows a small fraction of the spurious signal measured by the rf-lockin at f  to 
gain a 200 Hz component. I can estimate the magnitude of this effect from Fig. 2.5. 
For an average probe beam power of 3 mW at the photodiode (corresponding to a 
10 mW probe beam power prior to the objective lens with the chopper on), the 
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phase of the thermal signal shifts -0.1 radians relative to the pump beam. Therefore, 
10% of the spurious signal read by the rf-lockin at f  will contain a 200 Hz 
component.  
The nonlinearity of the photodiode will matter most for measurements with 
small signal levels. This includes measurements with small laser powers , 
measurements with metal transducers with small thermoreflectance such as Au, low 
temperature measurements where per-pulse heating limits the pump power, and 
measurements of high thermal diffusivity crystals with small laser spot-sizes where 
the out-of-phase temperature oscillations are small.  
Several actions can be taken to minimize the spurious signal. First, because of 
the detector circuit nonlinearity, all other things equal, it is better to have high pump 
powers than high probe powers. Second, the coherent pickup read by the rf-lockin at 
frequency f  needs to be minimized. Finally, moving the audio frequency chopper 
from the probe beam path to the pump beam path tests the importance of spurious 
signal. Putting the chopper on the pump beam path also shifts the signal of interest 
from f  to 200f  Hz while leaving the power on the photodiode constant. The 
down side of this approach is that 100% of leaked pump light collected by the 
photodiode will remain in the signal. Leaked pump light is not usually an issue as long 
as optical filters are used. 
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Finally, for measurements that require extensive signal averaging in order to 
increase signal to noise ratio, multiple measurements are better than increasing the 
lockin time constant. In theory, both are equivalent because the signal noise ratio is 
proportional to both 1/ N  and 1/ tc , where N  is the number of data points 
and ct  is the time-constant. However, in practice, performing twenty scans is better 
than performing one scan with a time-constant twenty times as long. Twenty scans 
minimizes systematic errors that result from the correct reference phase wandering 
over time. 
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Figure 2.1. Raw TDTR data for 80 nm Al on Si substrate with 5x objective. The in-
phase data can be viewed as the thermal response of the sample to pulsed heating. 
For high thermal conductivity materials, the decay rate of the in-phase is determined 
primarily by the interface conductance and heat-capacity per unit area of the metal 
film. The out-of-phase signal can be viewed as the thermal response of the sample to 
sinusoidal heating at the pump modulation frequency. The solid and dashed lines are 
the predictions of a diffusive thermal model with   = 140 W m-1 K-1 and G = 250 
MW m-2 K-1 for the in-phase and out-of-phase signals, respectively. 
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Figure 2.2. TDTR derived thermal conductivity of nonmetallic single crystals 
compared to literature values. In all cases, the measured thermal conductivity agrees 
with the literature value to within the experimental uncertainty of 7%. 
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Figure 2.3. Room temperature control time-domain thermoreflectance 
measurements. TDTR results as a function of frequency (a) and spot-size (b) for Cu, 
Ni, and a 105 nm SiO2 thin film on Si substrate. Dashed lines are literature values for 
6N purity Cu, 4N purity Ni, and SiO2. 
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Figure 2.4. Low temperature control measurements. Verification of the Microstat 
HeE cryostat temperature sensor reading. (a) TDTR measured  of Al single crystal 
with 4N purity. Solid lines are   measurements of 4N purity aluminum from Ref 
[2]. (b) [100] longitudinal speed of sound of SrTiO3 substrate derived from the TDTR 
measured Brillouin frequency of SrTiO3. Blue, green, black, and red curves are 
measurements from Supplementary Refs. [4], [5], [6], and [8], respectively. 
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Figure 2.5. Probe power dependence of the signal phase relative to the phase of the 
pump beam. The data was collected with the chopper on. The x-axis represents 
average power. The Q-factor of the resonant circuit approximately ten. 
  
2.2 In-plane Thermal Diffusivity Measurements with TDTR 
TDTR can probe the in-plane diffusivity by decreasing f  or decreasing 0w . To 
show this, I define the sensitivity of the measurement to parameter   as the 
logarithmic derivative of the measured data , - in out V V , with respect to  ,[9] 
in out ln( )
 ln(
d V V
S
d




  . (2-2) 
Figure 2.6 shows how sensitivities of in out V V  to various model parameters 
change as a function of f  and 0w  for an 80 nm Al/Si sample at 100 ps pump-
probe delay, assuming bulk thermal properties.  In the low frequency limit, 
0pd w , TDTR has significant sensitivity to r .  Accurate determination of the 
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laser spot-size is critical for low frequency or small spot-size measurements. It is 
important to keep in mind that while sensitivity to 
r  is made large by either using 
f  < 1 MHz or 0w  <  2 µm, these two measurements measure r  in different 
regions of the sample.  A TDTR measurement of Si with f  = 10 MHz and 0w  = 1 
µm is  sensitive to r  within 1.6 µm of the Si surface.  A measurement of Si with 
f  = 0.1 MHz and 0w  = 25 µm will be sensitive to r  within 16 µm of the Si 
surface. 
 Beam offset measurements also probe in-plane thermal transport [10,11].  
Beam offset measurements directly probe the in-plane temperature-profile that 
results from periodic heating of the surface and are therefore sensitive to the in-
plane thermal diffusivity. Fig. 2.7 shows the results of beam-offset measurements of 
Ni at 1.1 MHz and 0w  = 1.1 µm. Beam-offset measurements allow for the 
independent determination of z  and r  at a single spot-size and frequency if 
pd  is comparable to or larger than 0w . The differences between outV  vs. offset 
distance x , are small for different values of /r z    . However the only 
parameters that the FWHM of  out out( ) / V (0)V x  is sensitive to are C ,  r   and 
0w . (Since the value of r  is comparable to M  and the value of pd  is much 
larger than the metal film thickness, this measurement is not sensitive to the metal 
film thermal conductivity, M .) I measure 0w  by recording the inV  signal at 50 ps 
29 
 
pump-probe delay-time as a function of beam-offset distance[10]; therefore, any 
systematic errors in my calibration for offset distance cause a systematic error in my 
spot-size measurement. As a result, out 0 out( / ) / (0)V x w V  is more robust than 
out 0( )V w  because any error in x  is partially compensated by a corresponding error 
in 0w . Half a dozen separate measurements of Ni and Si conducted over the course 
of six weeks at 0  w   1 and 2.5 µm and f  = 9.8 and 1.1 MHz confirm that the 
value of r  derived from by a least-squares fit of the anisotropic diffusive model 
predictions to beam-offset measurements is repeatable to within 10%. 
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Figure 2.6. Measurement sensitivities. (a) Sensitivities to thermal properties of 80 
nm Al / Si sample a frequency of 1 MHz (dashed lines) and 10 MHz (solid lines), 
calculated with Supplementary Eq. 1 at a time delay of 100 ps. (b) Sensitivities to 
thermal properties of 80 nm Al / Si sample with a spot-size of 25 µm (dashed lines) 
and 1 µm (solid lines) at a time delay of 100 ps.  
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Figure. 2.7: Control beam-offset measurements. Amplitude of measured out-of-
phase temperature response of 80 nm Al / Ni sample at -100 ps delay time, 0w  = 
1.1 µm, and f  = 1.1 MHz. The y-axis is normalized by the amplitude of the out-of-
phase response at zero offset. Open circles are experimental data. Solid lines are the 
predictions of a diffusive thermal model with z  = r = 82 W m
-1 K-1 (red line) , 
z  = 66 W m
-1 K-1 and r = 103 W m
-1 K-1  (upper blue line), z  = 103 W m
-1 K-1 
and r = 66 W m
-1 K-1  (lower blue line). 
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2.3 Temperature Dependent Optical Constants of Metal 
Transducers 
The optical transducer is a critical consideration in the design of a TDTR or FDTR 
experiment. Physical and chemical properties of the transducer such as susceptibility 
to oxidation and corrosion, stability at high temperatures, thermal conductivity, 
specific heat, and adhesion to substrates can all be important factors. The process of 
choosing the best transducer for a particular experiment is complicated by the fact 
that the temperature dependence of the optical properties of most materials are not 
readily available in the literature. In TDTR and FDTR measurements, the signal strength 
depends on the product of the optical absorbance of the metal, which determines the 
temperature excursion from heating by the pump beam, and the temperature 
dependence of the optical reflectivity, which determines the change in the intensity of 
the reflected probe beam created by the temperature excursion.  
There have been numerous qualitative measurements of the thermoreflectance 
coefficient, dR dT , of metallic elements [12-15], however only a few studies report 
quantitative values at isolated optical wavelengths [16-19]. Furthermore, it is 
prohibitively difficult to predict the thermoreflectance of a metal from other material 
properties because the temperature dependence of the optical constants [13] of 
metals depend on several factors: changes in the electron bands created by thermal 
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expansion, changes in occupations of electron states near the Fermi level, and changes 
in the phonon population that alter electron scattering rates and perturb the electron 
energy bands through electron-phonon coupling. The dR dT of thin metal films is 
further affected by elastic strains that develop as a result of thermal expansion 
mismatch between the film and substrate [13]. The lack of quantitative values for 
dR dT  as a function of wavelength is an unnecessary constraint in the design of 
pump/probe experiments. 
In a standard TDTR or FDTR measurement the optical transducer is an opaque layer 
on the surface of the sample and the intensity fluctuations in the probe beam depend 
only on dR/dT of the transducer. Detailed knowledge of the temperature coefficients 
of the real and imaginary parts of the transducer’s index of refraction, dn/dT and dk/dT, 
is not necessary. If the transducer in a pump/probe measurement is not optically 
opaque or is not on the surface of a multilayered sample, than the probe beam is no 
longer interrogating only the optical properties of the transducer. Therefore, intensity 
fluctuations of the reflected probe will depend on the temperature field throughout 
the sample region that is interrogated by the probe, and the values of dn/dT and dk/dT  
of all materials therein. Components of the measured signal that arise from 
temperature excursions away from the transducer are typically are unwanted artifacts. 
While use of an opaque transducer on the sample surface prevents these artifacts, it 
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is a severely limiting constraint that would preclude the use of ultrafast thermal 
analysis as a technique for studying many geometries of interest.  
Two examples of such systems that partially motivate the present study are 
perovskite oxide interfaces and plasmonic nanomaterials. The well-ordered interfaces 
formed in oxide heterostructures make metallic perovskites enticing candidates as 
optical transducers for studies of interfacial thermal transport. However, the use of 
metallic perovskites as transducers is problematic because their small thermal 
conductivity produces a significant temperature drop in the transducer, thereby 
reducing experimental sensitivity to the thermal properties of the underlying sample. 
The thermal conductance of the transducer can be increased by making the transducer 
thinner, but this will result in the film becoming semi-transparent, and can produce 
unwanted signal artifacts from temperature excursions from the rest of the sample. 
Similar problems can arise in pump-probe studies of plasmonic nanostructures. The 
unique photothermal properties of plasmonic nanomaterials have motivated 
extensive research into how they exchange thermal energy with their surroundings 
[20]. But thermal analysis of pump-probe measurements that use plasmonic 
nanomaterials as the optical transducer are highly susceptible to the type of artifacts 
described above because the shape, strength, and optical frequency of the plasmonic 
resonance depends strongly on the material’s surrounding dielectric environment [21]. 
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Artifacts that result from non-opaque transducers can be minimized through careful 
experiment design. For example, the wavelengths of pump and probe beams can be 
chosen so that the artifact is minimized and the response of the transducer is 
maximized. However, this type of design necessitates quantitative values for dn/dT and 
dk/dT of the transducer as a function of optical wavelength; values that are not 
currently available in the literature. 
The work presented in this section accomplishes two goals. The first goal is to 
provide values of dR/dT of fifteen high purity bulk metals at the wavelength generated 
by Yb:fiber laser oscillators (1.03 μm). The second goal of the present work is to 
provide values for dR/dT of thin metal films of Pt, Ta, Al, Au, SrRuO3, and LaNiO3 across 
a wide wavelength range, 0.4<<1.6 μm, using variable-angle spectroscopic 
ellipsometry. The temperature dependent ellipsometry results validate my 
experimental approach of using TDTR as a quantitative probe of temperature 
coefficients. The ellipsometry results provide values across a wide wavelength range 
for dn/dT and dk/dT of the thin film samples of Pt, Au, SrRuO3, and LaNiO3. The values 
of dn/dT and dk/dT reported for Au and Pt will assist in the analysis and design of heat 
transfer studies of plasmonic nanomaterial systems. Similarly, the values of dn/dT and 
dk/dT reported for SrRuO3 and LaNiO3 will assist in using ultrafast thermal analysis as 
a tool for probing interfacial properties of oxide heterostructures. 
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The fifteen high-purity bulk metal samples are components of a commercially 
available element standard intended for calibration of x-ray emission intensity in 
analytical scanning electron microscopy. The Al metal film was deposited on a Si wafer 
and the Au, Pt, and Ta films were deposited on thermally oxidized Si wafers using dc 
magnetron sputtering. The thickness of thermal oxide on the Si wafers was 500 nm. 
The Pt, Al, and Au films were deposited at room temperature. Ta was deposited on 
substrates held at ≈700 ⁰C to form the  (bcc) phase [22] of Ta.  
Thin-films of SrRuO3 and LaNiO3 were grown via pulsed-laser-deposition using a KrF 
excimer laser in 100 and 250 mTorr of oxygen pressure from ceramic SrRuO 3 and 
LaNiO3 targets. Laser ablation during the SrRuO3 and LaNiO3 growths was performed 
with a fluence of 0.68 2J cm at a repetition rate of 14 and 5 Hz corresponding to a 
growth rate of 7 and 3 nm/min for the SrRuO3 and LaNiO3 films. The SrRuO3 film was 
grown on a SrTiO3 (001) substrate and the LaNiO3 film was grown on a LaAlO3 (001) 
substrate held at temperatures of 640 and 600 ⁰C, respectively. Both films were cooled 
to room temperature at 5 ⁰C/min in 760 Torr oxygen. The SrRuO3 and LaNiO3 film 
thicknesses were determined to be 49 and 60 nm, respectively, by x-ray reflectivity 
(XRR). (LaNiO3 and LaAlO3 have comparable densities making XRR difficult on a 
LaNiO3/LaAlO3 sample. Therefore a SrTiO3 (001) substrate was placed next to the 
LaAlO3 substrate during growth and XRR was performed on this sample.) 
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I use TDTR to measure dR dT  of the bulk and thin-film samples at 1.03 μm using 
a Yb:fiber laser that produces <200 fs pulses at a 100 MHz repetition rate. A schematic 
is shown in Fig 2.8. In TDTR, a train of laser pulses is split into pump and probe beams. 
The pump beam is modulated with a 50% duty cycle at 10 MHz by an electro-optical 
modulator. The probe beam is mechanically chopped with a 50% duty cycle at 200 Hz. 
A mechanical delay stage advances the arrival of the pump optical pulses relative to 
the probe optical pulses. A 20 objective lens with 70% transmission at 1.03 µm 
focuses both pump and probe beams on the sample with 21/ e radius spot size of 0w
= 3.8 μm. Pump and probe powers are measured by a calibrated germanium 
photodetector prior to the objective lens. Typical values for the pump and probe 
beams are 16 and 8 mW, respectively.  
The reflected probe beam is focused on an InGaAs photodiode with a 30 cm focal 
length lens. The output of the photodiode is sent through a preamplifier with a voltage 
gain of 5 and then measured by an rf lock-in amplifier synchronized to the modulation 
frequency of the pump beam (10 MHz). The rf lock-in amplifier incorporates a square 
wave mixer that is sensitive to unwanted odd harmonics of 10 MHz present in the 
probe signal (the signal includes components at odd multiples of 10 MHz because the 
pump beam is modulated with a square wave). Therefore, I add a low pass filter with 
a cutoff frequency of 21.4 MHz to attenuate higher odd harmonics. The output of the 
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rf lock-in is measured by two computer-based audio frequency lock-in amplifiers that 
are synchronized to the 200 Hz frequency of the mechanical chopper in the path of 
the probe beam. This removes background signals created by coherent rf pickup. 
To prevent diffusely scattered pump light from reaching the InGaAs detector, I use 
sharp edged optical filters to spectrally separate the pump and probe beams, making 
the TDTR setup a two-tint pump-probe experiment [23]. The Yb:doped fiber laser I use 
in my TDTR measurements has a broad spectral output centered at 1.03 μm with a 
spectral width of 0.03 μm. I use a 1.064 μm ultra-steep long-pass filter to split the laser 
output into the pump and probe beams. My setup contains a polarizing beam splitter 
prior to the long-pass filter; therefore the beam incident on the long-pass filter is S-
polarized. By setting the angle of incidence to 35⁰, the 50% transmission wavelength 
for S-polarized light is shifted to 1.03 μm. I use the transmitted spectral portion of the 
beam as the probe and the reflected portion as the pump. To block diffusely scattered 
pump light from reaching the InGaAs detector after being reflected from the sample I 
place two Semrock 1.064 μm dichroic beamsplitters immediately prior to the InGaAs 
detector. By setting the angles of incidence to ~55 and 56⁰  the 50% transmission 
wavelength of S- and P- polarized light is shifted near 1.03 µm. Two beam splitters are 
required to fully block the pump beam because the 50% transmission wavelengths for 
S- and P- polarized light differ by ~4 nm for a single angle of incidence.  
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I measure the temperature dependence of the optical constants of Au, Al, Ta, Pt, 
SrRuO3 and LaNiO3 thin-films as a function of wavelength by collecting variable angle 
spectroscopic ellipsometry (VASE) data at T = 25 ⁰C and T = 157 ⁰C. (For Ta, I used an 
upper temperature of 96 ⁰C to avoid possible problems created by oxygen 
incorporation in the Ta lattice.) I used a commercial Woolam ellipsometer to collect 
spectra in    at angles of incidence of 60  and 80  between 0.4 and 1.6 μm. 
The standard optical stage of the Woolam ellipsometer was replaced with a home-
built optical stage equipped with a small thermorelectric heater to enable the sample 
temperature to be raised. To obtain the optical constants of the four elemental metal 
films at the two temperatures from the raw ellipsometry data, I created Drude-Lorentz 
oscillator models for each set of ellipsometric data.  
The Au, Al, Ta, and Pt films are optically thick, i.e., transmission is negligible. The 49 
nm SrRuO3 and 60 nm LaNiO3 films are semitransparent and the index of refraction of 
the substrates impacts the ellipsometric spectra. Therefore, to obtain optical constants 
of SrRuO3 and LaNiO3 at the two temperatures, the ellipsometric spectra were 
analyzed with a thin-film model with parameters for film thickness, film index of 
refraction and extinction coefficient, and substrate index of refraction. The index of 
refraction as a function of wavelength of SrTiO3 and LaAlO3 substrates was measured 
separately and the SrRuO3 and LaAlO3 film thicknesses were determined using XRR. 
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(Accounting for changes in the thickness due to thermal expansion caused negligible 
changes in analysis).  
The free parameters of all models (Drude-Lorentz oscillator models for the 
elemental metals and thin-film models for the perovskite metals) were determined by 
fitting to the experimental data using regression analysis. I could not obtain a good fit 
to the ellipsometric data of Au between 0.4 and 0.8 μm with a Drude-Lorentz oscillator 
model. Therefore, in this spectral region, I calculate dR dT  from the pseudo-optical 
constants derived directly from the ellipsometry spectra taken at the two 
temperatures.  (Ellipsometric spectra were not collected between 1.34 and 1.42 μm 
due to an absorption band in the optical fiber of the ellipsometer.) 
To verify the accuracy of my ellipsometric measurements, I measured the index of 
refraction of a Si substrate with 3 nm of native oxide at 140 and 25 ⁰C. My measured 
values for Si of (1 )( )n dn dT  of 5.6, and 5.2 5 110 K   at 1.3 and 1.5 μm agree well 
with previously reported values [24] of 5.4 and 5.1 5 110 K  at these two wavelengths.   
The root-mean-square (rms) voltage measured by the rf lock-in amplifier at the -
modulation frequency of 10 MHz is related to the change in temperature from pump 
beam heating, )T t  , by 
 0
2
( ) ( ),
2
VG dR
V t T t
R dT
    (2-3) 
where G is the gain of the preamplifier, V0 is the average dc voltage read by the InGaAs 
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detector, and R is the optical reflectivity of the metal. The factor of two accounts for 
the reduction in the output voltage of the InGaAs detector created by audio frequency 
chopping of the probe beam. The signal output of the rf-lock-in that is measured by 
the computer-based audio frequency lock-in is a square wave at 200 Hz (due to the 
mechanical chopping of the probe) with a peak-to-peak voltage of V(t)×(10 Volt/S), 
where S is the sensitivity setting of the rf-lock-in amplifier. The computer-based audio 
frequency lock-in amplifier measures the amplitude of the 200 Hz harmonic 
component of this square wave output. Therefore, the audio frequency lock-in 
measures a voltage that is a factor of (4/π)×(5Volt/S) higher than ( )V t . I correct for 
this numeric factor in the data acquisition software. 
The temperature rise of the metal surface, ( )T t , is calculated using an analytical 
solution to the heat diffusion equation in cylindrical coordinates [1]. The temperature 
rise at the surface of the metal depends the average energy absorbed by the metal at 
10 MHz,    02 1fA R P  , where 0P  is the average power incident on the metal 
surface. The thermal conductivity and heat capacity of the bulk metals was taken from 
Ref. [25]. I use four-point probe measurements of the in-plane electrical conductivity 
and the Wiedemann-Franz law to estimate the thermal conductivities of the thin metal 
films. The thermal conductivity of the Al, Ta, Au, Pt films are 120, 55, 200, 55 -1 -1W m  K , 
respectively. In the case of the thin metal films, the temperature rise of the metal 
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surfaces at a delay time of 300 ps is only weakly dependent on the thermal 
conductivity because 300 ps is longer than the time it takes the metal films to 
thermalize. To calculate the power absorbed, I use previously reported reflectance 
values [26] for the bulk metals. For the thin-film samples I use the reflectance derived 
from the ellipsometry data at 1.03 µm.  
The in- and out-of-phase voltages measured by the rf lock-in for thin-film Al and 
bulk Ta and Ru as a function of delay time are shown in Fig. 2.8, along with the 
prediction of the right-side of Eq. 1. The rms voltages measured by the rf lock-in at 300 
ps delay time for the fifteen  metal standards and four thin metal films are shown in 
Fig 2.9(a). The corresponding values of dR/dT calculated from Eq. 1 are shown in Fig 
2.9(b). Al, Ta, Re, and Ru have high values of thermoreflectance at 1.03 µm, 
5 16 10dR dT K   . 
Uncertainties in the parameters required to derive   can cause significant 
uncertainties in the calculated value of dR dT . For highly reflective metals, such as 
Al and Au, a small error in reflectance can cause large uncertainties since (1 )R  . 
I estimate the uncertainty in my measured values of R  to be ~1%  based on the 
differences in my TDTR ratio makes it difficult to accurately set the phase of the 
reference channel of the rf lock-in and even small spurious electrical signals can cause 
a significant error. 
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If the reflectance is not too close to 1, and the signal not too small, the dominant 
source of error is the uncertainty in the 21/ e radius of the focused laser spot 
0w  
because 2
01 w . I characterize this parameter in two ways. First, I analyze the in-
phase voltage measured by the rf lock-in at 80 ps delay time as a function of the offset 
distance between focused pump and probe beams on the thin Ta film sample. The in-
phase voltage at short delay times is proportional to the convolution of the intensity 
profile of the pump and probe. Since the pump and probe beams have approximately 
equal spot sizes, the in-phase signal simplifies to  2 20expinV x   , where x is the 
linear offset between the center of the pump and probe beams. My second method 
for characterizing the laser beam radii is to analyze optical images of reflections of the 
focused pump and probe beams taken by a CCD camera. The spatial correlation and 
microscopic imaging measurements yield comparable values of 3.8 and 4  µm, 
respectively. I use the spatial correlation value in my analysis and estimate the 
uncertainty in the spot size as twice the difference in these two measurement 
techniques. Using an uncertainty of 10% in the value of 0w , 1% in the values of R used 
to calculate the temperature rise, and 0.2 μV in the measured in-phase rms voltage, 
then the uncertainties in dR/dT will be 80, 60, 35, and 25% for Rh, Au, Mo, and Al, 
respectively. These metals have large uncertainties because they have small values of 
either dR/dT or (1-R). All other metals have an uncertainty in dR dT  of ~20% arising 
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primarily from the uncertainty in 
0w . 
 The optical constants of the SrRuO3, and LaNiO3 metal films measured by 
spectroscopic ellipsometry are shown in Fig 2.10.  (I do not report the optical 
constants of the elemental metal films as these values have been reported previously 
[22].) The temperature coefficients of n and k of Pt, Au, SrRuO3, and LaNiO3 as a 
function of wavelength are shown in Fig. 2.11(a) and Fig 2.11(b). The temperature 
coefficients of n and k for Al and Ta are not reported because the values derived from 
the ellipsometric spectra are sensitive to the optical thickness of the native oxide layer, 
a value I do not know precisely.  
The absorbance, (1-R), of the Pt, Ta, Al, Au, SrRuO3, and LaNiO3 metal films 
measured by spectroscopic ellipsometry is shown in Fig. 2.12(a) and 2.12(b). The 
thermoreflectance as a function of wavelength of the Pt, Ta, Al, and Au films is shown 
in Fig. 2.12(b), and the thermoreflectance as a function of wavelength of SrRuO3 and 
LaNiO3 is shown in Fig. 2.12(c). While the metallic oxide films I studied are not optically 
thick, Fig. 2.12 shows the values of (1-R) and dR/dT calculated for optically thick films 
based on the assumption that the complex index of refraction of SrRuO3 and LaNiO3 is 
independent of film thickness. 
Fig. 2.12(b) includes TDTR measured values of /dR dT of the four elemental metal 
films at 0.785 µm and 1.03 µm for comparison. The agreement between the two 
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techniques validates the ability of TDTR to quantitiativley probe temperature 
coefficients. The absorbance and /dR dT  of the SrRuO3/SrTiO3 and LaNiO3/LaNiO3 
samples depend on the film thicknesses of 49 and 60 nm as well as the substrate index 
of refraction and are not intrinsic values of the materials SrRuO3 and LaNiO3. Therefore, 
I do not include TDTR measurements of these samples for comparison in Fig. 2.12. The 
TDTR apparatus I use to measure dR dT  at 0.785 µm has been described previously 
[16] and is nearly identical to that described above, but uses a Ti:sapphire laser with a 
fundamental wavelength of 0.785 µm.   
As expected, Au, Al, and Ta show large values of the thermoreflectance at 
wavelengths nearby in energy to band resonances at ≈0.5, 0.6, and 0.8 µm, 
respectively. The most commonly used optical transducer in TDTR experiments, Al, has 
a high thermoreflectance across most of the infrared (0.8<<1.6 µm) but is a poor 
choice as a transducer for  < 0.7 µm. The metallic oxides SrRuO3 and LaNiO3 both have 
high values of dR/dT across the infrared spectrum and are suitable transducers for 
TDTR and FDTR experiments in this spectral region.    
The optical properties of a metal that determine its merit as a thermometer depend 
on the source of noise in the measurement. Equation 1 predicts the signal for a fixed 
temperature change will be proportional to the average probe beam power pA  and 
dR/dT because
 0 p
V R A . If the dominant source of noise is the electronics (such as 
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Johnson noise from the detector) then noise is independent of probe power and the 
figure-of-merit as a thermometer is dR/dT. However, if the dominant source of noise 
is high frequency fluctuations in the intensity of the probe beam, then the noise scales 
with 
PRA  (the probe power incident on the detector) and the figure-of-merit as a 
thermometer is (1/ )( )R dR dT .  By this metric, Ta, Re, Ru, and V are the best 
thermometers at 1.03 mμ with 4 1(1/ )( ) 10  KR dR dT   .  Ta between 0.52 and 
0.65 µm, SrRuO3 between 0.49 and 0.59 µm and LaNiO3 between 0.85 and 1.3 µm are 
all exceptionally sensitive thermometers with 4 1(1/ )( ) 2.5 10  KR dR dT    . In 
many experiments, however, the additional sensitivity a transducer gains from a small 
reflectance will be negated by constraints imposed by large steady-state heating that 
can result from a large value of (1-R). 
My results are in good agreement with prior investigations. I observe a similar 
wavelength dependence for dR/dT of Ta, Al, and Au as previous qualitative 
thermoreflectance measurements of bulk crystals [13-15,17]. The magnitude of dn/dT 
and dk/dT measured for the Au film (Fig. 2.11) between 460 and 640 nm is in 
agreement with values reported by Ref. [18] for single crystal Au at 10 and 310 ⁰C, 
although Ref. 14 values predict a change in the sign of dR/dT at 0.54 µm as opposed to 
the 0.50 µm crossover I observe. A change in sign of dR/dT at 0.50 µm is consistent 
with other thermo-reflectance investigations of Au [13,15,17]. My measurements of 
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the optical constant temperature coefficients of LaNiO3 are in reasonable agreement 
with a previous ellipsometry study [27] of PLD-grown optically-thick LaNiO3 on a SrTiO3 
substrate at temperatures between 118 and 650 ⁰C.  
I expect the temperature dependence of the reflectance of Au and Al in the near 
infrared to be described well by a free electron Drude model that neglects inter-band 
transitions. The Drude model predicts that the temperature dependence of the 
electron scattering rate will be the only significant contribution to the 
thermoreflectance. While the Drude model under-predicts the absorbance of Au and 
Al in the near-infrared because of the anomalous skin-effect [28], the Drude model 
should provide an accurate description of the thermoreflectance because the  
temperature dependence of electron scattering rates at these frequencies will be 
dominated by changes in the phonon-population and therefore well described by the 
temperature dependence of the dc electrical conductivity. The Drude model predicts 
a thermoreflectance for Al and Au of 5 14.7 10 K   , and 5 11.9 10 K   , within 25% 
of my ellipsometry measurements for Al and Au at 1.6 µm of 5 13.5 10 K    and 
5 12.3 10 K   . 
In conclusion, I used TDTR to measure the values of dR/dT for fifteen bulk metallic 
elements at 1.03 µm and used spectroscopic ellipsometry to measure dR/dT of thin Pt, 
Ta, Al, Au, SrRuO3, and LaNiO3 films between the wavelengths of 0.4 and 1.6 µm. This 
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will aid experimentalists in the design of experiments for characterizing thermal 
properties on nanoscale length scales. 
 
 
Figure 2.8. (a) Thermoreflectance data as function of pump-probe delay time for a 80 
nm sputtered thin-film of Al on Si (circles, labeled Al-tf), high purity bulk Ta (squares) 
and high purity bulk Ru (triangles). The in-phase or real part of V(t) is plotted as solid 
symbols and the out-of-phase or imaginary part of V(t) is plotted as open symbols. 
The lines are the real and imaginary parts pre-dicted by the right hand side of Eq. 1 
with 5 1/ 6.4 10  KdR dT     , 
4 1/ 1.4 10  KdR dT     , and 4 1/ 1.5 10  KdR dT     
for Al, Ta, and Ru, respectively. (b) Schematic of the optical layout for the TDTR 
measurements at 1.03 µm. 
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Figure 2.9. (a) Absolute value of the signal detected by the rf lock-in in the TDTR 
measurements at a time-delay between pump and probe of t = 300 ps. The laser 
source is an Yb:fiber oscillator operating at a wavelength of 1.03 µm. The average 
pump and probe powers are 16 and 8 mW respectively. (b) Absolute value of the 
thermoreflectance based on the signal strength plotted in panel (a) in combination 
with Eq. (1). Filled circles denote negative values of /dR dT  and open circles denote 
positive values of /dR dT . Thin-film samples have the tag “-tf” added to the name of 
the element.  
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Figure 2.10. Room temperature real (solid lines) and imaginary (dashed lines) part of 
the index of refraction of SrRuO3 and LaNiO3 metallic oxide films as function of 
wavelength between 0.4 and 1.6 μm. 
 
 
Figure 2.11. Temperature coefficient of the real (a) and imaginary (b) part of the index 
of refraction for Pt, Au, SrRuO3 and LaNiO3 metal films. The triangles are data taken 
from Ref. 14, and the circles are data taken from Ref. 22. Filled symbols denote 
negative values and open symbols denote positive values. 
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Figure 2.12. Absorbance (a) and thermoreflectance measured by spectroscopic 
ellipsometry for Pt, Ta, Al, and Au metal films (b) and SrRuO3 and LaNiO3 metallic oxide 
films (c). Solid/dashed lines indicate positive/negative values. The circles, squares, up-
triangles, and down-triangles represent TDTR measured absorbance and 
thermoreflectance values for Pt, Ta, Al, and Au films at 0.785 and 1.03 µm. Filled/open 
symbols denote negative/positive thermoreflectance values. 
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CHAPTER 3 
MICROSCOPIC MODELS FOR PHONON TRANSPORT 
 
Parts of Sections 3.2 were published in supplementary information of 
“Anisotropic failure of Fourier theory in time domain thermoreflectance experiments,” 
R. B. Wilson and D. G. Cahill, Nature Communications 5 5075 (2014). 
 
3.1  Approximations for Phonon Dispersion 
 Heat is carried by a broad spectral distribution of phonons. Phonon group 
velocities and phonon density of states depend strongly on phonon frequency. 
Therefore, simple models for the thermal conductivity   and the interfacial 
thermal conductance G  require an accurate approximation for the phonon 
dispersion of the material of interest.  
 Here, I consider the accuracy of different approximations for the phonon 
dispersion relation. As a case study, I consider Au. I compare the predictions of four 
models: Debye, truncated Debye with two polarizations [1], quadratic with two 
polarizations [2] and a Born-von-Karman force constant model [3]. The Debye, 
truncated Debye, and quadratic models are approximations to the phonon 
dispersion, while, for the purposes of the current discussion, the predictions of the 
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Born-von-Karman force constant model are representative of the true phonon 
dispersion. Figure 3.1 compares neutron scattering data to the predictions of these 
four models [3].  
The spectral distribution of G  is proportional to    vc   , where  c   is 
the heat-capacity per unit frequency and  v   is the group velocity. The spectral 
distribution of the thermal conductivity is proportional to    
2
vc   . Therefore, 
calculations of G  need to accurately approximate    vc   , while calculations of 
  need to accurately approximate    
2
vc   . In general,  c   is weighted 
strongly towards high frequency phonons where the density of states is highest. In 
contrast,  v   decreases with increasing frequency.  
Figure 3.2 compares the predictions of the Debye, truncated Debye, and 
quadratic dispersion relation for the high temperature limit of  c  ,    vc   , 
and    
2
vc   . The quadratic approximation does a good job of approximating
   vc    and is suitable for calculations of G . Both the truncated Debye model 
and the quadratic dispersion are good approximations for    
2
vc    and are 
suitable for calculations of  .  
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Figure 3.1. Phonon dispersion curves of Au. Black circles are neutron scattering data 
[3]. The black curves are the predictions of a Born-von-Karman force constant model 
[3]. The red curves are the predictions of a quadratic phonon dispersion designed to 
approximate the phonon dispersion curves in the [100] direction.  The blue curves 
are the Debye model. The green curves are a truncated Debye model as described by 
Ref. [1]. 
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Figure 3.2. Predictions of the Debye, truncated Debye, and quadratic dispersion 
relation for the high temperature limit of  c  ,    vc   , and    
2
vc    of Au.  
The quadratic dispersion is a reasonably accurate approximation for the    vc    
predicted by the lattice dynamics calculation. Both the quadratic and truncated 
Debye are reasonably accurate approximations for the    
2
vc   . 
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3.2 Theoretical Limits of the Phonon Interfacial Thermal 
Conductance 
Here, I derive two limits for the phonon interface conductance. First, I consider 
the radiation limit, 
radG , which corresponds to the maximum conductance possible 
from elastic processes. Next, I consider the maximum conductance possible if 
inelastic processes are included, maxG . As I note in my derivation below, the 
expression for the radiation limit given in Ref. [4] is in error by a factor of two.  
Consider an interface that separates two solids at z = 0. The solid on the right 
(+z) has a small density of states at low frequency, e.g. diamond, while the solid on 
the left (-z) has a large density of states at low frequencies, e.g., Pb. 
The heat current, J  , due to modes with a frequency  max   , where 
max  is the maximum frequency of the solid on the left, is  
   
max
max
, , , , ,
, k)<
1
1 v ( )k j j k j k k j k j
j k
J R n T n T
V
 
 
  

      . (3-1) 
Here j  labels polarization, k  labels the wavevector, V  is volume, ,v j k  is the 
group velocity of the mode labeled by j  and k  , ,k jR  is the probability that a 
phonon, labeled by k  and j , impinging on the interface from the right side will 
reflect, n  is the Bose-Einstein distribution function, T  is the temperature to the 
left of the interface, and T  is the temperature to the right of the interface. I 
assume the temperature difference is small and that the temperature is constant on 
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either side of the interface. Therefore 
  ( )
n
n T n T T
T
 

  

, (3-2) 
and the maximum heat current occurs when 
, 0k jR  , 
max
max
,
, ,
, k)<
1
v
j k
j k j k
j k
n
J T
V T
 
 


 
  
 
  . (3-3) 
The radiative limit for the interface conductance is   
max
,
rad
, k)<
(1
v
k j
k
j k
n
G
V T 



 


   . (3-4) 
I note that  
 
2
2
(
1
x
B
x
k e xn
T e


 

 
. (3-5) 
where 
B
x
k T

 . 
If I assume a Debye solid that is isotropic with a constant speed of sound for all 
polarizations, vD , then: 
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where 
2
0 0
v v
cos sin
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


   . (3-7) 
Therefore 
rad max
v
(0 )
4
D
DebyeG C   , (3-8) 
where max(0 )DebyeC   is the Debye integral for the heat-capacity with an upper 
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limit of 
max  instead of the Debye frequency. 
In the low temperature limit 
3
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2
(0 )
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C k
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  
, (3-9) 
which is identical to the expression given for the low temperature phonon radiation 
limit originally derived in “Heat transport through Helium II: Kapitza conductance”, N. 
S. Snyder, Cryogenics, Vol. 10, Issue 2, pp. 89-95, April 1970, which, to my knowledge, 
is the first time radG  was ever discussed. 
Returning to Eq. (3-4), instead of assuming an isotropic and polarization 
independent speed of sound, I can generalize for isotropic longitudinal and 
transverse sound velocities vL  and vT .  Then 
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This is equal to twice the values for the radiative limit defined in Eq. 17 of Ref. [4]. 
In the high temperature limit of max/Bk T  , 1
xe x   and 
(
B
n
k
T


 


.  Then Eq. (3-10) becomes 
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which is identical to Eq. 1 in Ref. [5]. 
  In order to calculate the limit to the phonon interface conductance that 
includes the possibility of inelastic processes, I replace the sum over frequencies that 
are than max  in Eq. (3-3) with a sum over all frequencies yielding 
     
 
2
max
exp( )1
v
4 exp( ) 1
j j
B j
j j
x x
G k d
x
 

 . (3-12).  
This is equivalent to Eq. (1.7) with t  set equal to 1. As I have defined it here, maxG
is determined solely by the phonon dispersion relation of a single material and 
therefore is a material specific property, not an interface specific property. The 
maximum conductance for an interface between two specific materials is restricted 
by detailed balance to be less than or equal to the value of maxG that is lowest for 
the two materials. Values for maxG  are typically on the order of 1 GW m
-2 K-1 and are 
linearly correlated with the product of a material’s Debye velocity and volumetric 
heat capacity, Dv C . 
 In this thesis, I do not consider models for t  because all models for t , such 
as the DMM and its many relatives [6], have repeatedly failed experimental tests. 
Instead, I assume that the spectral distribution of the interface conductance is similar 
to the spectral distribution of maxG , which is proportional to    v / 4c  . The 
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hypothesis that    v / 4c   is a reasonable depiction of the spectral distribution 
of G  is supported by the best experimental evidence currently available. The 
experimental evidence indicates that (1) phonons with frequencies larger than 0.5 
THz scatter diffusely at boundaries [7], (2) the scattering probability of a phonon 
impinging on a boundary is either independent or weakly dependent on phonon 
frequency [8], and (3) inelastic processes can carry significant heat [5]. 
 
3.3 Model for the Phonon Thermal Conductivity 
Assuming an isotropic dispersion relation, i.e.    q q  , the spectral distribution 
of the thermal conductivity is 
       
21
c v
3
d d        ,  (3-13) 
where      c D n T T       , n  is the Bose-Einstein occupation number, 
v  is the group velocity, D  is the density of states,   is the phonon scattering 
time, and   is the phonon frequency. The frequency dependence of     is 
primarily determined by the product of    
2
vD    and    . The dependence 
of    
2
vD    on frequency is approximately quadratic. If the frequency 
dependence of the phonon scattering rate for heat-carrying phonons is 
approximated as   n   , then the frequency dependence of     is given 
by 2 nh n T    . The h n T   term is ≈ 1 for Bk T  (equipartition) and 
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then decreases monotonically with frequency.  If 2n  , the thermal conductivity is 
spectrally flat, i.e. all phonon frequencies of a given polarization branch carry a 
comparable amount of heat. A spectrally flat thermal conductivity corresponds to a 
thermal conductivity accumulation function that spans roughly two orders of 
magnitude, e.g. 50 nm to 4 µm in Si [9,10].  Alternatively, if 2n  , the spectrum is 
weighted towards higher frequency phonons and the accumulation function is 
narrower than two-orders of magnitude and shifted towards shorter mean-free-
paths than if 2n  . If 2n  , the spectrum is weighted towards lower frequency 
phonons and the thermal conductivity accumulation is broader than two-orders of 
magnitude and shifted towards longer mean-free-path phonons than if 2n  . 
 The spectral distribution the thermal conductivity determines a thermal 
conductivity accumulation function, which is the cumulative contribution to the 
heat-current from phonons with a MFP less than L  [10], 
     
B 0
1 1
v
3
L
j j
j
L d c 

 ,  (3-14) 
where j  sums over all three polarization branches, B  is the bulk thermal 
conductivity,   is the mean free path. A spectrally flat thermal conductivity 
corresponds to a thermal conductivity accumulation function that spans roughly two 
orders of magnitude, e.g. 50 nm to 4 µm in Si. Alternatively, if 2n  , the spectrum is 
weighted towards higher frequency phonons and the accumulation function will be 
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narrower than two-orders of magnitude and shifted towards shorter mean-free-
paths than if 2n  . If 2n  , the spectrum will be weighted towards lower 
frequency phonons and the thermal conductivity accumulation will be broader than 
two-orders of magnitude and shifted towards longer mean-free-path phonons than if 
2n  . Figure 3.3 shows an example calculation of the thermal conductivity 
accumulation function for diamond with different values of n . 
Now, I outline a relaxation time approximation (RTA) model for the thermal 
conductivity. In my relaxation-time-approximation (RTA) thermal conductivity model, 
I approximate the dispersion with a truncated Debye model that allows transverse 
and longitudinal phonons to have different group velocities. The thermal conductivity 
is  
   
0
1
v
3
b jk
j j j
j
c

    , (3-15) 
where j  labels polarization, v j  labels the group-velocity of the transverse and 
longitudinal phonons, bk  is the Boltzman constant,  is the reduced Planck 
constant, j  is the cutoff Debye temperature for the transverse and longitudinal 
branches, the heat capacity due to mode   is 
 
2 4
2 2 3 2
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2 vexp( ) 1
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j bb
k T
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k Tk T
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
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
, (3-16) 
and  
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vj j j  . (3-17) 
For calculations for Si based materials, I follow Ref. [1] and set 240 KT  , 
586 KL  , v 5840 m/sT  , and v 8440 m/sL   for Si.  For Ge, I set 114 KT  , 
343 KL  , v 4910 m/sT  , and v 3540 m/sL  . For the SiGe alloy calculations, I 
use a virtual crystal approximation. 
The relaxation time for the transverse branches, T , is  
1 1 1 1( ( ) (T
hpN I
T T       
           , (3-18) 
where (NT  is the phonon-phonon scattering rate of transverse phonons, (
hp   
is the hole-phonon scattering rate, and the mass-defect scattering rate is [11] 
1 2) D(
6
I V       , (3-19) 
and  
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i
i
i
m m
c
m
 
   
 
   , (3-20) 
where ic  is the fractional concentration of the thi  species, im  is the atomic 
mass of the thi species, and m  is the average atomic mass [12]. Here, D(  is 
the actual Si or Ge density of states predicted by a lattice-dynamics calculation [13], 
not the Debye approximation used to approximate the dispersion relationship and 
heat-capacities of heat-carrying phonons. Transitions between longitudinal and 
transverse branches are allowed in isotopic scattering events. Therefore, the isotopic 
scattering rate for both longitudinal and transverse phonons is proportional to the 
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total density of states. Models that assume the isotopic scattering rate for transverse 
phonons is proportional to the density of transverse states and that the isotopic 
scattering rate for longitudinal phonons is proportional to the density of longitudinal 
states, such as Ref. [1], are in error. 
In addition to the scattering terms in Eq. (3-18), I include Akheizer’s damping in 
my model by capping the life times of longitudinal and transverse phonons to 5 and 
20 ns, respectively [14]. The value of 20 ns for transverse phonons is a crude 
estimate based on the fact that the low-frequency transverse lifetimes are about four 
times longer than longitudinal lifetimes [15]. In practice, 20 ns simply serves as a cap 
that is computationally useful for ballistic/diffusive model calculations  presented in 
later chapters. 
The transverse/longitudinal hole-phonon scattering rate for a degenerately 
doped semiconductor is [16,17]  
2 2
1
/ 3
/
1
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v 1 exp( )2
hp D e
T L
T L b
E m V
k TM

 


 
       
, (3-21) 
where M  is the mass per atom, V  is that volume per atom, em  is the effective 
electron mass, and DE  is the deformation potential. For Si:B, I set 
319.11x10  kgem
 , and DE  = 0.48 eV, which reduces the value of   predicted 
by Eq. (3-15) from 143 to 115 W m-1 K-1. 
The relaxation time for the longitudinal branch, L , is  
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1 1 1 1( ( ) (
hpN I
L L L       
           , (3-22) 
where (NL  is the phonon-phonon scattering rate of longitudinal phonons. 
The expressions for the phonon-phonon scattering rates are 
 
1
2N N
T TB 

 , (3-23) 
 
1
2N N
L LB 

 , (3-24) 
where NTB  and 
N
LB are phonon-phonon scattering strengths for transverse and 
longitudinal phonons. I set the scattering strengths by requiring Eq. (3-15) predict the 
correct values of 158, 144, and 44 W m-1 K-1 for   of isotopically pure Si,[18] 
natural Si,[18,19] and Si alloyed with 0.9% Ge.[20] The values 173.5x10 sNTB
  and 
171.8x10 sNLB
  meet this requirement, although they are not unique. Any 
combination of scattering strength values that meet this requirement yield similar 
  accumulation functions and low-frequency phonon lifetimes. For my calculations 
for Ge, I multiply the phonon scattering rates by a factor of 2.5, consistent with the 
results of first-principles calculations.[21] For SiGe alloys with Ge content between 10 
and 90%, such as Si0.2Ge0.8, I assumed the anharmonic scattering rates were a factor 
of 2.5 larger than the values predicted from a virtual crystal approximation. Assuming 
anharmonic scattering rates are larger in SiGe alloys than pure crystals is justified 
because first-principles calculations have shown that anharmonic scattering rates 
increase in SiGe alloys [22,23]. 
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In first-principles calculations, the effect of Umklapp scattering is to prevent 
phonons near the Brillouin zone boundary from carrying significant heat. In my 
model, the Umklapp scattering time is not important because the truncated Debye 
model for the dispersion relationship sets the group velocity for modes near the 
Brillouin zone boundary to zero. 
Overall, my relaxation time approximation model predictions agree with the 
predictions of first-principles calculations for Si, see Fig. 3.4. The low-frequency 
scattering rates for the long MFP phonons are similar to the first-principles 
calculation recommended values of 172.5x10 sNTB
  and 171.6x10 sNLB
 -1 [21]. 
Since my model uses a Debye approximation for the Si phonon dispersion curves, 
rather than the actual phonon-dispersion relations for Si, simply using the 
recommended values from Ref. [21] does not result in thermal conductivity values 
that are in agreement with experimental values for Si, isotopically pure Si, or Si 
alloyed with 0.9% Ge. Figure 3.4 compares the predictions of my RTA model for Si 
and Si0.5Ge0.5 to the first-principles calculations by Garg et al. [22].  
My relaxation time approximation models can be extended to low 
temperatures by assuming the phonon-phonon scattering has a temperature 
dependence of exp( / 2T)jT   . This temperature dependence does a reasonably 
good job of matching experimental results for natural and isotopically pure Si at low 
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temperatures [1].  
 
 
 
 
 
 
Figure 3.3.  Relaxation time approximation model for the thermal conductivity 
accumulation function for diamond with three different assumptions regarding the 
frequency dependence of the phonon-phonon scattering time. The spectral 
distribution of the thermal conductivity [Eq. (3-13)] is correlated with the thermal 
conductivity accumulation function. 
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Figure 3.4. Relaxation-time-approximation model versus first-principle calculations. 
Spectral distribution of the thermal conductivity (normalized with respect to the bulk 
thermal conductivity) for Si0.5Ge0.5 and pure Si as predicted by first principles 
calculations from Ref. [22] (dashed lines), and the predictions of my RTA models. (I 
cut-off the x-axis at 3 THz because Ref. [22] only reported the frequency dependence 
of   up to 3 THz.) My relaxation time approximation model slightly over-predict 
the amount of heat carried by low-frequency phonons with long mean free paths in 
Si and SiGe alloys in comparison to the first principles calculations in Ref. [22]. 
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CHAPTER 4 
UPPER LIMITS TO THE INTERFACIAL THERMAL CONDUCTANCE 
 
Section 4.1 was published in “Experimental validation of the interfacial form of the 
Wiedemann-Franz law across Pd-Ir interfaces,” R. B. Wilson and David G. Cahill, 
Physical Review Letters 108, 255901 (2012). Parts of Section 4.2 was published in 
“Thermal conductance of strongly bonded metal-oxide interfaces,” R. B. Wilson, 
Brent A. Apgar, Wen-Pin Hsieh, Lane W. Martin, and David G. Cahill 91, 115414 
(2015). Parts of Section 4.2. was published in “Thermal conductance of metal-
diamond interfaces at high pressure,’ Gregory T. Hohensee, R. B. Wilson and David G. 
Cahill, Nature Communications 6, 6578 (2015). 
 
4.1  Electronic Thermal Conductance between Metals 
Numerous studies of phonon-mediated heat flow across metal-dielectric and 
dielectric-dielectric interfaces have been reported in the past two decades [1,2]. As a 
result, substantial progress has been made towards  both quantitatively and 
qualitatively understanding the impact that interfaces have on phonon transport [2]. 
However, in metallic systems, electrons are typically the dominant heat carrier, and 
the impact interfaces have on electron transport is important to understand. 
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Heat flow across metal-metal interfaces is also a significant issue for a number of 
technological applications. For example, the transport properties and thermal 
performance of metal multilayers have direct relevance to heat-assisted magnetic 
recording [3], spintronics [4], and magnetic sensors [5]. Furthermore, understanding 
the scattering mechanisms of electron-mediated heat flow across interfaces is critical 
for the emerging field of spin-caloritronics which aims to manipulate spin currents and 
magnetization using heat currents [6,7]. 
Because of the technological and scientific impact of heat flow in metallic 
structures, there have been numerous experimental investigations of the thermal 
conductivity of nanostructured thin films [8-10] and metal multilayers [11-13]. The 
standard approach has been to measure the thermal conductivity and in-plane 
electrical resistivity of a metallic thin film or metal multilayer, and derive an effective 
Lorenz number for the system, ( )L T , from the ratio of these two values. Depending 
on how ( )L T  compares with the Sommerfeld value of 8 22.45 10   W K   , 
different conclusions are drawn about the contribution of electrons, phonons, and 
magnons to thermal transport,[8,11,12] as well as the validity of the Wiedemann-
Franz (WF) law in these systems. Some studies have speculated that the WF law does 
not fully capture heat transport across metal-metal boundaries[10], suggesting 
electrons that are elastically reflected from metal-metal grain boundaries do not 
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contribute to charge transport but still facilitate heat transport via interactions with 
phonons at the boundary. Numerous other experimental [13,14] and theoretical 
[15,16] investigations suggest electrons scatter diffusely at metal-metal interfaces, at 
least in the case of sputtered multilayers. For example, theoretical calculations of the 
specific electrical resistance of metal-metal interfaces, AR ,  found that allowing 
phase coherence in scattering of electrons between adjacent interfaces hindered 
agreement with experimental measurements of metal multilayers.[14] The notation 
of writing AR to denote the specific electrical resistance is wide-spread in the literature 
and is equivalent to taking the product of the resistance R and area A of an interface. 
Gundrum et al. demonstrated that the temperature dependence of the thermal 
conductance of an Al/Cu interface is consistent with diffusive interfacial scattering, 
providing indirect evidence for the validity of the interfacial form of the WF law.[13] 
The interfacial form of the WF law[17] relates the specific electrical resistance of an 
interface, AR , and the thermal conductance per unit area, G  of an interface 
0
G AR
L
T

 , (4-1) 
where T is temperature, and 0L  is the Sommerfeld value of the Lorenz number, 
8 22.45 10    W K   . G is a linear transport coefficient that relates the heat flux J
crossing the interface to the temperature drop at the interface, J G  . 
Currently absent in the literature is a quantitative study that characterizes the impact 
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individual metal-metal interfaces have on both electrical current and heat flow 
perpendicular to the interface. This current study helps fill this gap by directly 
comparing measured values of the fundamental interfacial transport coefficients G , 
and AR , for sputtered Pd/Ir metal multilayers. This study experimentally validates 
the interfacial form of the WF law and is an important step towards a more complete 
understanding of electrical and thermal transport at the nanoscale.  
I measured G  of the Pd/Ir metal-metal interface using time-domain 
thermoreflectance (TDTR). These measurements were carried out on four samples 
that were part of a previous study by Acharyya et al.[18]. This previous study 
quantified AR  of the Pd/Ir interface at 4.2 K. With the assumption that AR  is 
independent of temperature, I find the measured values of ( )G T  and AR  of 
sputtered Pd/Ir interfaces to be consistent with the WF law for interfaces within 
experimental uncertainties. The measured values correspond to a Lorenz number that 
is within 10% of the Sommerfeld value of 8 22.45 10   W K    at all temperatures. 
Measurements of the current-perpendicular-to-plane total specific resistance of 
sputtered Pd/Ir multilayers were previously reported by Acharyya et al..[18] They 
found the specific electrical resistance for the Pd/Ir interface is 20.51 0.03 f  mAR    . 
The specific electrical resistance of the four multilayer samples used in my TDTR study 
was re-measured prior to my experiments to ensure the electrical properties had not 
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changed significantly since the original electrical measurements. Details concerning 
sample preparation and experimental methods used to measure the specific electrical 
resistance of the Pd/Ir interfaces have also been reported previously [19].  
The geometry of the metal multilayers is shown in Fig. 4-1. I measured the layer 
thicknesses of each sample using picosecond acoustics (Fig. 4-1b). The Nb and Cu 
thicknesses of 150 nm and 5 nm that I specify correct the values of 100 nm and 10 nm 
given by Acharyya et al.. These corrections were confirmed by rechecking the original 
lab notebooks at Michigan State University that recorded the sputter deposition 
conditions for these samples. Because the electrical measurements reported by 
Acharyya et al. were made at 4.2 K, where both the Nb and Cu (due to the proximity 
effect) are superconducting, these corrections do not affect their data or analysis. The 
correct Nb thickness is, however, important for my analysis.  
The effective thermal conductivity of Pd/Ir multilayers was measured using time-
domain thermoreflectance (TDTR). TDTR is a well-established optical pump-probe 
technique that measures the evolution of surface temperature with picosecond time 
resolution. TDTR uses a train of short pulses from a mode-locked Ti:sapphire laser that 
are split into pump and probe beams. The pump beam is used to heat the sample, 
while the temperature evolution of the surface is monitored by measuring small, 
temperature-induced changes in the intensity of the probe beam reflected from the 
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sample surface.  
The heat current is not directly measured in a TDTR experiment.  Instead, the 
TDTR approach is based on measuring how the temperature of the surface evolves as 
a function of time as heat flows from the top Nb layer, through the Pd/Ir multilayer , 
through the bottom Nb contact, and into the Si substrate. The thermal conductivity of 
the metal multilayer strongly affects the rate of thermal transport out of the top Nb 
film surface and therefore strong affects its temperature evolution. I use an analytical 
solution to the heat diffusion equation in cylindrical coordinates to extract the thermal 
conductivity of the Pd/Ir model[20]. The full thermal model includes parameters for 
the thermal conductivity, specific heat, and thickness of each layer in the sample. All 
input parameters for the thermal model are fixed from literature values or separate 
measurements (described below), except for the effective thermal conductivity of the 
metal multilayer. This value is determined by obtaining a best fit between the 
prediction of the thermal model and the experimental TDTR data. Uncertainty in the 
measured multilayer thermal conductivity is derived from uncertainties in the input 
parameters to the thermal model, and the sensitivity of the model to those parameters 
[13]. Further details of the experimental method and setup are described in Ch. 2. 
Instead of entering the Cu, Co, Pd, and Ir as separate layers in the thermal model, 
I treat the 390 nm thick metal multilayer as one layer with a uniform effective heat 
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capacity and a uniform effective thermal conductivity that includes the thermal 
resistance from the metal layers and metal-metal interfaces. The thermal 
conductivities used in the modeling are summarized in Fig. (4-2). The heat capacities 
at the 5 temperatures of 80, 115, 155, 207 and 298 K are 1.72, 2.22, 2.66, 2.78, and 
2.98 J cm-3 K-1, respectively. The conductance of the Nb/Si interface was not precisely 
known and instead estimated. The Nb/Si interface conductance was assumed to have 
a value of 150 MW m-2 K-1 at room temperature, and display the same temperature 
dependence as the heat capacity of Nb. This value and temperature dependence is 
characteristic to most sputtered metal / dielectric interfaces [1,2]. The exact value for 
the Nb/Si interface conductance is not critical as the sensitivity of the thermal model 
to this interface is small – at room temperature, a 40% error in the value of the 
interface conductance will cause a 1% error in the effective thermal conductivity of a 
multilayer.  
Our estimate of the thermal conductivity of the Nb film is based on the electrical 
resistivity of the Nb film and the WF law.  The electrical resistance of the Nb film was 
measured at room temperature using a four-point probe and found to be 
19.6  1.4  cm  , corresponding to a residual resistivity, r , of 4.9  cm . I 
assume the thermal resistance in the Nb film arises from a temperature independent 
electron-defect scattering rate and temperature dependent electron-phonon 
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scattering rate. I also assume the scattering rate from electron-phonon interactions in 
the film is equal to the electron-phonon scattering rate in defect-free single crystal 
bulk Nb. The WF law suggests the specific thermal resistance of the Nb film from the 
electron-defect scattering will be proportional to 0/r L T , while my second 
assumption implies that the specific thermal resistance from the electron-phonon 
scattering will be proportional to ( ) / ( ( ) )T L T T , where ( )L T  is the ratio of 
electrical resistivity to thermal conductivity for defect free bulk Nb[21], and ( )T  is 
the electrical resistivity of defect-free-bulk Nb[21]. These two thermal resistances will 
add in series. The thermal conductivity of the Nb films can then be expressed as  
1
0
( )
( )
Nb r T
L T L T T
 

 
   
 
.  (4-2) 
This equation assumes that defects in the Nb film will not strongly modify the 
function ( )L T . I cannot be confident of the accuracy of this assumption, as defects 
can alter phonon lifetimes, thereby altering the electron-phonon scattering rate. I 
expect elastic scattering by defects to reduce the difference between ( )L T  and 0L , 
causing Eq. (4-2) to converge towards the WF law. The WF law predicts a thermal 
conductivity that deviates a maximum of 10% from the value predicted by Eq. (4-2) at 
80 K. Uncertainty in the measured Nb resistivity introduces further uncertainty in the 
Nb thermal conductivity. Weighing these two factors, I assign a high uncertainty of 
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10% to the thermal conductivity of the Nb when calculating the uncertainty in the 
metal multilayer’s thermal conductivity. This is the primary source of uncertainty in my 
result. 
The effective thermal conductivities of the Pd/Ir multilayers as measured by 
TDTR are shown in Fig. (4-2) as a function of temperature and number of interfaces. 
To derive the thermal conductance of the Pd/Ir interface, I assume the scattering 
from one interface is not coherent with scattering from an adjacent interface and 
that electron-phonon and electron-defect scattering rates are not significantly 
modified by the interfaces. This second assumption is equivalent to stating that 
Mattheissen’s rule applies for scattering from defects, phonons, and interfaces. I 
believe that this is valid assumption as long as the interface density is not so high as 
to create a significant modification of the band structure[22]. These assumptions 
imply that for a constant heat flux, the gradient of the temperature within each layer 
is independent of layer thickness and that the temperature drop at each interface is 
also independent of layer thickness. This suggests a simple relation between 
multilayer thermal conductivity and thermal conductance of the Pd/Ir interface: 
0
/
390 nm
( )
( )
total
ML Pd Ir
n
R n R
n G
  

, (4-3)  
where totalR  is the total thermal resistance of a metal multilayer, ML is the effective 
multilayer thermal conductivity, 0R is the multilayer thermal resistance sans Pd/Ir 
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interfaces, and 𝑛 is the number of Pd/Ir interfaces in the sample. The electrical 
resistance analog of Eq. (4-3), which requires similar assumptions to derive[23], 
successfully describes the specific electrical resistance as a function of interfaces for a 
large variety of metal multilayer samples[14,18].  
The thermal conductance of the Pd/Ir interface is plotted as function of 
temperature in Fig. (4-3). At room temperature the thermal conductance of the Pd/Ir 
interface is 2 114 3 GW m  K  —the largest thermal interface conductance ever 
measured (the previous maximum thermal conductance of 2 14 GW m  K   was for an 
Al/Cu interface[13]). Using the interfacial form of the WF law [Eq. (4-1)], I derive the 
expected thermal interface conductance as a function of temperature using 
20.51 f  mAR   . In this derivation, I assume the interface specific resistance is 
independent of temperature; the value of AR  of these samples has only been 
measured at 4.2 K. Previous experimental studies of specific electrical resistance of 
metal-metal interfaces suggest AR  is usually only weakly temperature dependent 
between 4.2 and 293 K[14].  
The diffuse mismatch model (DMM) for thermal interface conductance is a 
commonly used tool for explaining the magnitude of phonon mediated thermal 
conductance. For electron-mediated transport[13] the DMM takes the form  
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where iZ  is given by the product of the electronic heat capacity per unit volume T
and the Fermi velocity f  of side i ; fZ T . This form of the DMM for electrons 
assumes the metals to be a degenerate electron gas. We further assume an electronic 
density of states independent of temperature and use low temperature 
measurements of   for both Pd and Ir. The Pd and Ir films have (111) texture, 
therefore I use the average Fermi-velocity in the [111] direction, calculated from the 
electronic energy dispersion relations[24,25]. Then, 0.46PdZ  , 0.3IrZ  , and 
0.041G T , where Z  and G  are in units of 2 1 m  KGW    The DMM result for 
the Pd/Ir thermal interface conductance is shown in Fig. (4-3). As is the case with the 
Al/Cu interface[13], the DMM for electrons does an excellent job describing the 
interface conductance, particularly considering the simplicity. 
In summary, I report the thermal interface conductance of sputtered Pd/Ir 
interfaces between 78 and 300 K . By comparing these values to previous 
measurements of the specific electrical resistance of the same samples (measured by 
Acharya et al.), I provide direct experimental evidence for the validity of the 
interfacial form of the WF-law for metal-metal interfaces. 
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Figure 4.1. (a) Geometry of metal multilayer samples. (b) Picosecond acoustics data 
of a 40 bilayer Pd/Ir sample. The y-axis is the change in the reflectivity of the top Nb 
film that is created by heating and acoustic waves generated by the pump. The x-axis 
is the delay time between pump and probe. The acoustic echoes are labeled by the 
interface that partially reflects the longitudinal acoustic wave generated by the 
pump. 
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Figure 4.2. Thermal conductivity of Pd/Ir samples with n=40, 80, 120, and 200 
interfaces plotted (a) as a function of temperature, and (b) as a function of n at 
selected temperatures.  The dashed lines represent the best fit of the data to Eq.(4-
3). The change in thermal resistance as a function of n yields the interfacial 
contribution to the thermal conductance. 
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Figure 4.3. Thermal conductance of the Pd/Ir interface as a function of temperature. 
Filled circles are derived from the time-domain thermoreflectance (TDTR) 
measurements shown in Fig. (4-2b). The dashed black line gives the expected value 
of the thermal interface conductance using the interfacial from of the Wiedemann-
Franz law and a temperature independent value of 20.51 f  m  for the specific 
electrical resistance, and the solid line gives the prediction of the diffuse-mismatch-
model (DMM) for electrons based on an estimate of the Fermi velocity and density of 
states for Pd and Ir. 
  
4.2 Phonon Thermal Conductance between Strongly Bonded 
Crystals 
According to Eq. (1.7), the maximum phonon interface conductance an isotropic 
material can possess with another material, maxG , occurs when all phonons that 
impinge on the interface transmit. maxG is limited by the rate that thermal energy in 
the material can impinge on a crystallographic plane. As I defined it in Chapter 3, 
maxG is determined solely by the phonon dispersion relation of a single material and 
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therefore is a material specific property, not an interface specific property. The 
maximum conductance for an interface between two specific materials is restricted 
by detailed balance to be less than or equal to the value of 
maxG that is lowest for 
the two materials. Values for 
maxG  are typically on the order of 1 GW m
-2 K-1 and are 
linearly correlated with the product of a material’s Debye velocity and volumetric 
heat capacity, Dv C , see Fig. (4.4). 
Previously reported values of the thermal conductance G  range between 
max max100 2G G G  , because the probability that a phonon of frequency   
transmits across the interface, t , is less than unity for a significant fraction of 
phonon frequencies in most real interfacial systems [26-36]. As noted in Chapter 1, 
factors that cause the average value of t  to be significantly less than unity have 
been well documented [26,28]. A significant level of interfacial disorder,[28-30] 
interfacial roughness [31], weak interfacial bonding [32,33,36], or drastic differences 
in the vibrational frequencies of the two constituent materials  [34], all result in 
values of G  that are significantly lower than maxG . Because the vast majority of 
reported interfacial thermal conductance values are for systems where some, or all, 
of these four factors are present, it remains unclear whether G  can ever approach 
or exceed maxG . In other words, the intrinsic limits to G  that result from material 
properties of the constitutive materials, such as phonon-dispersion, are not yet clear 
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because relatively few systems with clean and strongly bonded interfaces have been 
studied. The highest previously reported values of G  at room temperature are 620 
and 700 MW m-2 K-1 for the epitaxial GaN/AlN and TiN/MgO systems,[2,37] 
approximately 40% lower than 
maxG  for GaN and TiN (Fig. 4.4).  Progress toward a 
complete microscopic understanding of G  requires additional measurements of 
systems with strongly bonded interfaces. 
Here, I describe the results of two experiments that, in different ways, 
examine how closely G  can approach maxG . Both experiments focus on systems 
where the interfacial bonding can be expected to be strong.  
In my first set of experiments, I report the results of time-domain 
thermoreflectance (TDTR) measurements of G  for epitaxial SrRuO3/SrTiO3. Both 
the SrTiO3 and SrRuO3 possess perovskite crystal structures with alternating layers of 
SrO and TiO2 (for SrTiO3) and SrO and RuO2 (for SrRuO3) along [001]. Therefore, the 
SrRuO3/SrTiO3 system has strong interfacial bonds, a commensurate chemical 
structure and commensurate bonds on both sides of the interface, with a lattice 
mismatch of only 0.6% at room temperature [38-40]. Transmission electron 
microscopy studies demonstrate that pulsed laser deposited SrRuO3 thin-films can 
possess coherent and chemically abrupt interfaces with the underlying oxide 
substrate.[41,42]  In short, the SrRuO3/SrTiO3 system possesses a model interface. 
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 In the second set of experiments, which were performed by Wen-Pin Hsieh, 
the interface conductance for Al/MgO between 0 and 60 GPa was examined. High 
pressure measurements ensure stiff interfaces with strong atomic bonds.[43]  
Additionally, the reduction in lattice constant and stiffening of elastic constants with 
increasing pressure[44] allow us to systematically study how G  compares to maxG  
across a range of Dv C  values.   
 The values of G deduced from TDTR measurements of SrRuO3/SrTiO3 and 
Al/MgO at 60 GPa are the two highest interface conductance values reported to date.  
My TDTR measurements of SrRuO3/SrTiO3 samples are consistent with  G   0.8 
GW m-2 K-1, approaching my estimates of maxG  ≈ 0.8 and 1.3 GW m
-2 K-1 for SrRuO3 
and SrTiO3, respectively. For Al/MgO at 60 GPa Wen-Pin Hsieh finds G  ≈ 1 GW m-2 
K-1, within 40% of my estimate of maxG ≈ 1.7 GW m
-2 K-1  for Al at 60 GPa.  
Thin films of SrRuO3 with thicknesses between 8 and 170 nm were grown 
from a ceramic SrRuO3 target via pulsed laser deposition using a KrF excimer laser 
(LPX 205, Coherent). The SrRuO3 films were grown on etched and annealed,[42]  
TiO2-terminated SrTiO3 (001) substrates from Crystec GmbH, held at 600 °C in 100 
mTorr of oxygen pressure.  X-ray diffraction, X-ray reflectivity, spectroscopic 
ellipsometry, and four-point probe characterizations were performed on all SrRuO3 
films immediately following growth and immediately prior to the TDTR 
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measurements. The electrical resistivity of the SrRuO3 films varied between 220 and 
240 μΩ cm.  No correlation between film thickness and electrical resistivity was 
observed in the thickness range studied herein, indicating boundary scattering is not 
an important source of resistance in these SrRuO3/SrTiO3 samples.  Rutherford back 
scattering confirmed a Sr to Ru ratio of 1.0, with an experimental uncertainty of 3%.  
 The thermal transport properties of the SrRuO3/SrTiO3 samples were 
characterized with TDTR using the metallic SrRuO3 film as an optical transducer.[45]  
In TDTR, the thermal response of a sample to a train of pump pulses periodically 
modulated at frequency f  is observed by measuring temperature-induced changes 
in the intensity of a reflected probe beam. Experimental data consists of the in-phase 
and out-of-phase voltages recorded by a Si photodiode connected to an RF lock-in 
that picks out the signal components at the pump modulation frequency f . The 
measured signal is compared to the predictions of a thermal model that uses the 
thermal properties of the sample as inputs. Unknown thermal properties are 
adjusted until the predictions of the thermal model agree with the experimental 
data. In my analysis, the heat-capacity and thermal conductivity of SrTiO3 was fixed 
to 2.74 J cm-3 K-1 based on literature values and 11.5 W m-1 K-1 based on TDTR 
measurements of Al coated SrTiO3 substrates.[46,47] The thermal conductivity of 
SrRuO3 was fixed to 5.0 ± 0.5 W m-1 K-1 based on TDTR measurements of an Al coated 
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170 nm SrRuO3 film.  The product of the SrRuO3 film thickness and heat-capacity 
per unit volume,  hC ,  and the SrRuO3/SrTiO3 interface conductance,G , were 
treated as fitting parameters.  
 The standard thermal model for interpreting TDTR data assumes that the laser 
energy is deposited at the metal film surface and that the intensity fluctuations of 
the probe beam are proportional to the metal film’s surface temperature.[20]  Both 
of these assumptions are invalid for TDTR measurements that use the thin SrRuO 3 
films as the optical transducer because the optical penetration depth of SrRuO 3 is 50 
nm at the pump/probe wavelength of 785 nm,[45] which is larger than the film 
thickness. Therefore, I made several changes to the standard TDTR thermal model 
when analyzing the TDTR data collected from bare SrRuO3/SrTiO3 samples. First, 
instead of assuming that the measured signal is proportional to surface temperature 
of the metal film, I follow Ref. [48] and assume it is proportional to a weighted 
average of the temperature profile through depths below the surface. The weighting 
function is calculated from an optical model for the thermoreflectance /dR dT  vs. 
film depth using optical constants and thermo-optic coefficients measured via 
spectroscopic ellipsometry.[45]  Second, instead of assuming the heat was 
deposited at the metal surface, I used a bidirectional model that deposits the heat at 
a plane on the interior of the metal film some distance z from the surface.  A 
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description of how I adapt my thermal model to accommodate bidirectional heat 
flow from the heated plane can be found in the appendix of Ref. [49].  I then 
calculate the thermal response of the sample with  1 2 10z n h    for n   = 0 
to 9, where h  is the thickness of the SrRuO3 film.  Finally, I compare a weighted 
average of the thermal responses for n  = 0 to 9 to the experimental data, with the 
spatial derivative of the Poynting vector used as the weighting function. 
 For the measurements of the Al/MgO interface conductance at high pressure, I 
prepared a clean Al/MgO interface by coating an epi-polished MgO (001) crystal from 
SPI Supplies with an Al film via DC magnetron sputtering.  Prior to the in situ Al 
deposition, the MgO crystal was heated under high vacuum (< 5x10-8 Torr) for 30 
minutes to 1200 K in order to provide as clean an interface as possible. The TDTR 
measurements were performed in a symmetric piston-cylinder diamond anvil cell 
with Ar as a pressure medium.  Further details of the experimental and thermal 
modelling methods used for performing TDTR measurements in a diamond anvil cell 
can be found in Refs. [43] and [44]. 
 TDTR measurements of thick SrRuO3 films have small sensitivity to G  because 
at film thickness greater than 30 nm, the thermal resistance intrinsic to the SrRuO 3 
film is larger than the interfacial thermal resistance, SROh  >> 
1G .  
Unfortunately, for SrRuO3 films less than 30 nm the reflectance of the SrRuO3/SrTiO3 
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sample is sensitive to the optical constants of SrTiO3. To determine the minimum 
SrRuO3 film thickness required to prevent the temperature response of the 
underlying SrTiO3 substrate from affecting the TDTR signal, I performed TDTR 
measurements on bare SrRuO3/SrTiO3 samples with thicknesses between 8 and 49 
nm. 
 Representative TDTR data for a 16 nm SrRuO3 sample is shown in Fig. (4.5). At 
pump-probe delay times less than ten picoseconds, the measured signal is sensitive 
only to the thermal effusivity of the substrate and the heat-capacity per unit area of 
the metal transducer,  hC . At pump-probe delay times ranging from 50 
picoseconds to 2 nanoseconds, the decay rate of the signal is also sensitive to G  
and the thermal conductivity of the SrRuO3, see Fig. 2b.  In Fig. (4.6), I compare the 
TDTR derived value for  hC  of seven films between 8 nm and 49 nm to 
  XRR SRO1 x h C , where XRRh  is the film thickness via XRR measurements, SROC  
is the literature value for the heat-capacity of SrRuO3 of 2.86 J cm-3 K-1,[50] and 
 1 x  is a pin-hole correction factor. AFM scans of the 9, 12, 16, 23, 26, and 28 nm 
SrRuO3/SrTiO3 samples revealed pin-hole surface area coverages of x = 0.08, 0.03, 
0.02, 0.02, 0.003 and 0.003, respectively, which reduces the heat-capacity per unit 
area of these samples.  For film thicknesses larger than 12 nm, TDTR derived values 
of  hC  are in agreement with   XRR SRO1 x h C .  We conclude that for SrRuO3 
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film thicknesses larger than 12 nm, the thermal response of the SrTiO3 substrate is 
not an important contributor to the measured signal.  
 In order to determine G  from a TDTR measurement, I fixed  hC  to the 
TDTR derived value and calculated the mean square deviation between the 
prediction of my thermal model and my TDTR data for G  between 0.1 and 10 GW 
m-2 K-1, see Fig. (4.7a).  (I do not include the 49 nm film in this figure because the 
interface conductance is an insignificant thermal resistance in this sample.) In order 
to account for the fact that the sensitivity decreases with increasing G  and 
increasing h , I normalized the mean-square-deviation by the maximum sensitivity of 
   in out/V t V t  to G , see Fig. (4.7b).  For the calculation shown in Figs. 3b and 3c, 
since I am determining a lower bound for G , I fixed the thermal conductivity of the 
SrRuO3 film to SRO  = 5.5 W m
-1 K-1, the upper limit of my confidence interval. 
Considering the sensitivity weighted best-fit-values of G  for the 16, 23, 25, and 28 
nm SrRuO3 films, I estimate a lower limit for G  of 0.8 GW m-2 K-1. 
Any artifact in the signal caused by SrRuO3 transparency will be most severe 
for the thinnest films. The best-fit value for G  increases with increasing thickness. 
Therefore, I conclude that any artifacts due to transparency decrease the apparent 
G  and are not the source of the unusually large value of G  for SrRuO3/SrTiO3 that 
I observe.   
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 After performing TDTR measurements of the bare SrRuO3/SrTiO3 samples, I 
coated the 16 and 28 nm thick SrRuO3 films with an Al film approximately 80 nm 
thick and conducted additional TDTR measurements. Both sets of TDTR data for the 
Al coated samples are consistent with an interface conductance for Al/SrRuO 3 of 0.17 
GW m-2 K-1 ± 10%. The addition of the Al/SrRuO3 interfacial conductance to the heat-
transfer problem significantly reduces the impact of the SrRuO3/SrTiO3 interface 
conductance on the decay rate of the sample surface temperature in comparison to 
measurements of bare SrRuO3 films. For example, the maximum sensitivity of my 
TDTR data to the SrRuO3/SrTiO3 interface conductance is reduced by a factor of six 
for the 16 nm SrRuO3 sample, from 0.16 to 0.028. Therefore, the addition of the Al 
film makes my measurements an inferior probe of G  for the SrRuO3/SrTiO3 
interface. Our thermal model predictions are in agreement with the TDTR 
measurements of the Al coated SrRuO3 samples so long as the model input for the 
SrRuO3/SrTiO3 interface conductance exceeds 0.5 GW m-2 K-1. Using the same criteria 
as I used in Fig. (4.7b), the best fit occurs at 0.65 GW m-2 K-1.  
 In comparison to the SrRuO3/SrTiO3 data, interpretation of the Al/MgO TDTR 
data is relatively straightforward because the sensitivity to the interface conductance 
in a metal/MgO system is high and easily distinguishable from other thermal 
properties.[2]  Figure (4.8) shows the pressure dependence of G  for the Al/MgO 
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system.  For a range of pressure between 0 and 60 GPa, 
Dv C   for Al increases by 
a factor of 2.6 from 8.5 to 22 GW m-2 K-1 due to a factor of 2.2 increase in 
Dv  and 
factor of 1.2 increase in C . Between 0 and 10 GPa, the interface conductance of 
Al/MgO increases by over 40%, while 
Dv C  and maxG  for Al only increase by 30 and 
5 %, respectively.  From 20 GPa to 60 GPa, G  of Al/MgO increases by ≈25 %, while 
Dv C  and maxG  increase by 35 and 20 %, respectively. That G  increases much 
more rapidly with pressure than maxG  below 10 GPa suggests that the average 
transmission coefficient, t , is increasing due to an increase in interfacial bonding 
strength and stiffness.[43]  This result is mildly surprising since the MgO was heated 
to 1200 K under high vacuum immediately prior to Al deposition in order to remove 
surface contamination, suggesting that interfacial stiffness is an influential parameter 
for interfacial conductance even when the interface is relatively clean.  
 To estimate maxG  using Eq. (1), I approximated the group-velocity of the 
acoustic phonons as 
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,  (4-5) 
where j  labels either the longitudinal or transverse phonon branches, q  is the 
wavevector,  
1/3
2
D 6q n  where n  is the volumetric unit-cell density, and M  is 
the maximum frequency for a wavevector in the [100].  Equation (4-5) yields a 
dispersion relation that is a second-order polynomial that converges to M  near the 
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zone-boundary. Many of the materials in Fig. 4.4 that I calculate 
maxG  for have 
multiple atoms per unit cell. To predict the contribution of optic phonons to 
maxG , I 
assume a linear dispersion relation and calculate the group-velocity via a best-fit to 
the neutron-scattering measurements of the dispersion relation in high-symmetry 
directions. Table 4.1 provides the material properties used to calculate the values of 
maxG  shown in Fig. (4.4). 
To test how accurate of an approx. Eq.(4-5) is for cubic crystals, I calculated 
maxG  for Al and Au with several other dispersion relations.  Using a Born-von-
Karman force constant model[51,52] to calculate the phonon frequencies and group 
velocities across the entire Brillouin-zone results in maxG  for Al and Au of 1.3 and 
0.6 GW m-2 K-1, in good agreement with the values of 1.3 and 0.5 GW m-2 K-1 I derived 
using Eq. (4-5).  For comparison, a Debye approximation for the dispersion relation 
yields 2.1 and 1.1 GW m-2 K-1 for maxG  of Al and Au, a truncated Debye model of the 
type used in Ref. [53] yields 0.8 and 0.3 GW m-2 K-1 for maxG  of Al and Au, and a sine-
type dispersion of the type used in Ref. [54] yields 0.8 and 0.4 GW m-2 K-1 for maxG  
of Al and Au.  Finally, using separate sine-type dispersion approx. for the 
longitudinal and transverse branches yields 0.9 and 0.5 GW m-2 K-1  for maxG  of Al 
and Au. We conclude that Eq. (2) is an accurate approximation for the dispersion 
relation of acoustic phonons in cubic materials. 
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Our calculation of 
maxG includes all optic phonon branches. The value derived 
for 
maxG  is insensitive to whether I approximate the experimental dispersion 
relations of optic branches with linear curves, higher order polynomials, or 
numerically interpolated curves. However, for the SrTiO3 optic phonons, the isotropic 
assumption appears to be less robust than for acoustic phonons. For SrTiO 3, 
assuming isotropic dispersion relations for the optic phonons that replicate the 
dispersion curves in exclusively the [100], [110], or [111] yields maxG  values of  1.1, 
1.1, or 1.6 GW m-2 K-1, respectively. The linear approx. for the optic branches of 
SrTiO3 provided in Table 4.1 describes dispersion curves that split the differences 
between these three directions, therefore yielding a maxG  of 1.3 GW m
-2 K-1. 
 Experimental data for the phonon dispersion relation of SrRuO3 are not 
available, precluding us from confidently estimating maxG  for SrRuO3.  Given that 
the ratio of Dv C  for SrRuO3 to Dv C  for SrTiO3 is 0.6, a crude estimate for maxG  
of SrRuO3 is 0.8 GW m-2 K-1, corresponding to 0.6 of maxG  for SrTiO3; Dv  for SrTiO3 
is 5.7 nm/ps versus 3.5 nm/ps for SrRuO3 [50]. Alternatively, assuming the phonon 
dispersion relation of SrRuO3 at room temperature is well approximated by the [100] 
and [010] dispersion relations of SrRuO3 in its ferromagnetic ground state, as 
calculated by Miao et al. via first-principles,[55] yields a maxG value of 0.7 GW m
-2 K-1. 
  Despite large values of G  for SrRuO3/SrTiO3 and (Al/MgO)60 GPa that are near 
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maxG , I cannot conclude that the average interfacial transmission coefficient, t , 
approaches unity for the majority of heat carrying phonons because the derivation of 
Eq. (1.7) approximates the phonon occupation of all phonons with an equilibrium 
phonon distribution on both sides of the interface.[56,57] Equation (1) is only an 
accurate description of thermal transport across an interface at position z  if 
( ) ( )T z T z T      , where T  is the temperature drop at the interface and 
  is the average mean-free-path of a phonon of frequency  .[58]  In other 
words, maxG T is not the largest possible heat-current at the interface if a significant 
fraction of heat-carrying phonons ballistically traverse a significant temperature drop 
in the material prior to transmitting across the interface. The approximation 
( ) ( )T z T z T       is valid if   << KL , where the Kapitza length 
KL G   is the distance across which the temperature drop in the material will 
equal the temperature drop at the interface . For large values of G , i.e. G ≈ 1 GW 
m-2 K-1 ,   << KL  is likely unsatisfied for a significant fraction of heat-carrying 
phonons, meaning J may exceed v 4t c T    for a significant fraction of phonon 
frequencies.  
 The interfaces compiled in Fig. 1 can all be viewed as relatively clean. Preparing 
a clean interface results in a G  as large as a factor of four higher than if cleaning 
steps such as in-situ heating are not taken prior to metal deposition. Is the primary 
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source of the low interface conductance values for dirty interfaces due to weak 
interfacial bonding? Or does the chemical impurities associated with interfacial 
contaminants impact the interfacial thermal conductance? High pressure 
measurements of Al on diamond suggest that weak interfacial bonding is the primary 
effect of interfacial contamination. Fig. 4.9 shows data for the Al/diamond interface 
conductance as a function of pressure. The compression/decompression data was 
collected by Greg Hohenesee. The data for the clean Al/diamond interface was 
collected by myself. The value of G  vs. pressure is not reversible; increasing 
pressures to ~50 GPa results in an irreversible increase in the interface conductance. 
Upon returning to 0 GPa, the interface conductance is equal to G  measured for a 
clean Al/diamond interface that was prepared with a similar procedure as the Al/SiC 
interface. The convergence of G  for the Al/diamond samples supports my 
hypothesis that if the interface is clean, the measured G  is dominated by intrinsic 
effects. 
 In conclusion, identifying the limits to the interface conductance that are 
intrinsic to the constituent materials, and not intrinsic to properties of the interface, 
is an important step towards a complete microscopic understanding of interfacial 
thermal transport. We have defined a simple material property, maxG , that is a useful 
tool for estimating the interface conductance of strongly bonded systems, see Fig. 1.  
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In general, the TDTR measured conductances of the clean interfaces compiled in Fig. 
1 lie in a relatively narrow range, 0.25Gmax < G < 0.7Gmax. (Au is an exception, likely 
due to electron-phonon resistance near the interface.[49,59]) We characterized the 
thermal conductance of two strongly bonded interfaces, SrRuO3/SrTiO3 at ambient 
pressure and Al/MgO at high pressure. Both interfaces have unusually high thermal 
conductances. 
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Table 4.1. Material properties used to estimate the maximum conductance predicted 
by Eq. (1-7).  Acoustic longitudinal and transverse speeds of sound, vL and vT, are 
calculated from elastic constants using the averaging scheme outlined by Ref. [60].  
The zone-boundary acoustic and optic frequencies are taken from phonon dispersion 
data. For SrRuO3, vL  and vT  equal 6.31 and 3.08 nm/ps, respectively [50]. 
 Au Ge Al Si NiSi2 GaN SrTiO3 
Al  
(60 GPa) 
MgO TiN 
vL (km/s) 1.7a 3.4b 6.5c 9.6d 6.9e 8.6f 8.5g 15h 10i 10.4j 
vT (km/s) 3.3a 5.4b 3.3c 5.6d 3.1e 5.2f 5.2g 7k 6.4i 6.1j 
𝑓𝐿
 (THz) 4.5l 7m 10n 12m 7.5e 9o 4p 17h 13q 10r 
𝑓𝑇  (THz) 2.5
l 2.4d 6n 5m 4e 6.5o 3.6p 11h 8.6q 8r 
vO,L (km/s)  
-0.8 
 
 -1.6 1.2 -1.6 2, 2, 1.8 , -1  -2.5 1.2 
vO,T (km/s)  
-0.5 
 
 -1 -0.9 0 3.5, 2.3, 1.5, -1.5  0.7 0.7 
𝑓𝑂 ,𝐿(THz)  
7.4 
 
 13 11 23 8.7, 11, 17, 20  17 19 
𝑓𝑂 ,𝑇 (THz)  7.9  14 7.7 17 5.6, 10, 10, 14  13 17 
a Reference [61]. 
b Reference [62]. 
c Reference [63]. 
d Reference [64]. 
e Reference [65]. 
f Reference [66]. 
g Reference [67]. 
h Reference [68]. 
i Reference [69]. 
j Reference [70]. 
k Reference [71]. 
l Reference [51]. 
m Reference [72]. 
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Figure 4.4. Comparison between the highest reported thermal conductances for 
various materials (filled circles) to the theoretical maximum conductances predicted 
by simple theory (open squares). Interface conductance data is strongly correlated to 
the product of the Debye velocity and heat-capacity (x-axis).  
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Figure 4.5. Time-domain thermoreflectance (TDTR) measurement of SrRuO3/SrTiO3 
interface.  (a) Example TDTR data for the 16 nm SrRuO3 thin film along with the 
predictions of my thermal model.  (b) Corresponding sensitivity parameters as a 
function of delay time.  The peak sensitivity to G is -0.16 at a delay time of t=150 ps. 
This means that a 10% variation in G will produce a 1.6% variation in the ratio signal 
at t=150 ps. 
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Figure 4.6. Comparison of the TDTR derived value for the heat-capacity of the SrRuO3 
film per unit area, (hC), to the value derived from X-ray reflectivity measurements of 
film thickness. At thicknesses above 12 nm the two measures of the film heat-
capacity per unit area are in agreement, indicating the TDTR measurement is robust 
despite the fact that the SrRuO3 films are not optically opaque.  
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Figure 4.7. (a) Mean-square deviation between the predictions of the thermal model 
and the TDTR data as a function of G . (b) Normalized mean-square-deviation 
between thermal model predictions and TDTR data.  Each point on each mean-
square-deviation curve is normalized by the TDTR signal’s maximum sensitivity to G  
for that x-axis value of G . The curves were normalized in this way to account for the 
decreasing measurement sensitivity to G  with increasing G .  The dashed vertical 
line at 0.8 GW m-2 K-1 represents my estimate of the lower bound conductance that is 
consistent with my TDTR measurements. 
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Figure 4.8. Pressure dependence of the thermal conductance of an Al/MgO interface 
(measured by Wen-Pin Hsieh).  The top axis shows how the product of Debye 
velocity and heat capacity of Al increases with pressure. At pressures less than 10 
GPa, G  increases with pressure more rapidly than my prediction for maxG  of Al, 
suggesting an increase in the average phonon transmission coefficient due to the 
stiffening of interfacial bonding with pressure.  Above 10 GPa, G  increases at 
approximately the same rate as my prediction for maxG .  At 60 GPa, the 
conductance of Al/MgO is within 40% of the maximum predicted by Eq. (1-7). 
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Figure 4.9. Pressure dependence of the interfacial thermal conductance of an 
Al/Diamond sample where no steps were taken to clean the interface [73] (measured 
by Greg Hohensee). Open markers are compression measurements, filled markers 
are decompression. The interface conductance irreversibly increases after 
compression to high pressures. The red marker is for a different Al/Diamond sample 
where I took steps to prepare a clean interface. 
 
  
0 10 20 30 40
20
50
100
200
500
1000
 
In
te
rf
a
c
e
 C
o
n
d
u
c
ta
n
c
e
 (
M
W
 m
-2
 K
-1
)
Pressure (GPa)
107 
 
4.3 References 
[1] R. J. Stevens, A. N. Smith, and P. M. Norris, Journal of Heat Transfer 127, 315 
(2005). 
[2] R. M. Costescu, M. A. Wall, and D. G. Cahill, Phys. Rev. B 67, 054302 (2003). 
[3] W. M. Terry, J. Phys.: Condens. Matter 17, R315 (2005). 
[4] B. Jack and P. P. William, Jr., J. Phys.: Condens. Matter 19, 183201 (2007). 
[5] D. J.M, J. Magn. Magn. Mater. 192, 334 (1999). 
[6] J. Sinova, Nat Mater 9, 880 (2010). 
[7] J. Xiao, G. E. W. Bauer, K.-c. Uchida, E. Saitoh, and S. Maekawa, Physical Review B 
81, 214418 (2010). 
[8] F. Völklein, H. Reith, T. W. Cornelius, M. Rauber, and R. Neumann, 
Nanotechnology 20, 325706 (2009). 
[9] S. Yoneoka et al., Nano Lett. 12, 683 (2012). 
[10] Q. G. Zhang, B. Y. Cao, X. Zhang, M. Fujii, and K. Takahashi, Physical Review B 74, 
134109 (2006). 
[11] W. H. Soe, T. Kaizuka, R. Yamamoto, and T. Matsuhashi, J. Magn. Magn. Mater. 
126, 457 (1993). 
[12] Y. Yang, J. G. Zhu, R. M. White, and M. Asheghi, J. Appl. Phys. 99, 063703 (2006). 
[13] B. C. Gundrum, D. G. Cahill, and R. S. Averback, Phys. Rev. B 72, 245426 (2005). 
[14] W. P. Pratt Jr and J. Bass, Appl. Surf. Sci. 256, 399 (2009). 
[15] A. Shpiro and P. M. Levy, Physical Review B 63, 014419 (2000). 
[16] E. W. B. Gerrit, M. S. Kees, X. Ke, and J. K. Paul, J. Phys. D: Appl. Phys. 35, 2410 
(2002). 
[17] G. D. Mahan and M. Bartkowiak, Appl. Phys. Lett. 74, 953 (1999). 
[18] R. Acharyya, H. Y. T. Nguyen, R. Loloee, J. W. P. Pratt, J. Bass, S. Wang, and K. Xia, 
Appl. Phys. Lett. 94, 022112 (2009). 
[19] S. F. Lee et al., Physical Review B 52, 15426 (1995). 
[20] D. G. Cahill, Rev. Sci. Instrum. 75, 5119 (2004). 
[21] R. K. Williams, W. H. Butler, R. S. Graves, and J. P. Moore, Physical Review B 28, 
6316 (1983). 
[22] J. Bass, Advances in Physics 21, 431 (1972). 
[23] K. M. Schep, J. B. A. N. van Hoof, P. J. Kelly, G. E. W. Bauer, and J. E. Inglesfield, 
Physical Review B 56, 10805 (1997). 
[24] F. M. Mueller, A. J. Freeman, J. O. Dimmock, and A. M. Furdyna, Physical Review 
B 1, 4617 (1970). 
[25] S. P. Hörnfeldt, L. R. Windmiller, and J. B. Ketterson, Physical Review B 7, 4349 
(1973). 
108 
 
[26] D. G. Cahill et al., Applied Physics Reviews 1 (2014). 
[27] R. J. Stoner and H. J. Maris, Phys. Rev. B 48, 16373 (1993). 
[28] P. E. Hopkins, ISRN Mechanical Engineering 2013, 19 (2013). 
[29] T. Beechem, S. Graham, P. Hopkins, and P. Norris, Appl. Phys. Lett. 90 (2007). 
[30] W. Ih Choi, K. Kim, and S. Narumanchi, Journal of Applied Physics 112 (2012). 
[31] P. E. Hopkins, L. M. Phinney, J. R. Serrano, and T. E. Beechem, Phys. Rev. B 82, 
085307 (2010). 
[32] M. D. Losego, M. E. Grady, N. R. Sottos, D. G. Cahill, and P. V. Braun, Nat Mater 
11, 502 (2012). 
[33] P. J. O’Brien, S. Shenogin, J. Liu, P. K. Chow, D. Laurencin, P. H. Mutin, M. 
Yamaguchi, P. Keblinski, and G. Ramanath, Nat Mater 12, 118 (2013). 
[34] H.-K. Lyeo and D. G. Cahill, Phys. Rev. B 73, 144301 (2006). 
[35] D. Liu, R. Xie, N. Yang, B. Li, and J. T. L. Thong, Nano Letters 14, 806 (2014). 
[36] D. W. Oh, S. Kim, J. A. Rogers, D. G. Cahill, and S. Sinha, Advanced Materials 23, 
5028 (2011). 
[37] Y. K. Koh, Y. Cao, D. G. Cahill, and D. Jena, Advanced Functional Materials 19, 610 
(2009). 
[38] J. M. Albina, M. Mrovec, B. Meyer, and C. Elsässer, Phys. Rev. B 76, 165103 
(2007). 
[39] D. G. Schlom, L.-Q. Chen, X. Pan, A. Schmehl, and M. A. Zurbuchen, Journal of 
the American Ceramic Society 91, 2429 (2008). 
[40] L. W. Martin and D. G. Schlom, Current Opinion in Solid State and Materials 
Science 16, 199 (2012). 
[41] L. Äkäslompolo, A. M. Sánchez, Q. H. Qin, A. Hakola, T. Kajava, and S. van Dijken, 
Applied Physics A 110, 889 (2013). 
[42] G. Koster, L. Klein, W. Siemons, G. Rijnders, J. S. Dodge, C.-B. Eom, D. H. Blank, 
and M. R. Beasley, Rev. Mod. Phys. 84, 253 (2012). 
[43] W.-P. Hsieh, A. S. Lyons, E. Pop, P. Keblinski, and D. G. Cahill, Phys. Rev. B 84, 
184107 (2011). 
[44] D. A. Dalton, W.-P. Hsieh, G. T. Hohensee, D. G. Cahill, and A. F. Goncharov, Sci. 
Rep. 3 (2013). 
[45] R. B. Wilson, B. A. Apgar, L. W. Martin, and D. G. Cahill, Opt. Express 20, 28829 
(2012). 
[46] Y. Suemune, Journal of the Physical Society of Japan 20, 174 (1965). 
[47] Y. Touloukian and E. Buyco, Thermophysical Properties of Matter-the TPRC Data 
Series. Volume 5. Specific Heat-Nonmetallic Solids, 1970. 
[48] G.-M. Choi, R. B. Wilson, and D. G. Cahill, Phys. Rev. B 89, 064307 (2014). 
[49] R. B. Wilson, J. P. Feser, G. T. Hohensee, and D. G. Cahill, Phys. Rev. B 88, 144305 
109 
 
(2013). 
[50] S. Yamanaka, T. Maekawa, H. Muta, T. Matsuda, S.-i. Kobayashi, and K. Kurosaki, 
Journal of Solid State Chemistry 177, 3484 (2004). 
[51] J. W. Lynn, H. G. Smith, and R. M. Nicklow, Phys. Rev. B 8, 3493 (1973). 
[52] G. Gilat and R. M. Nicklow, Physical Review 143, 487 (1966). 
[53] D. T. Morelli, J. P. Heremans, and G. A. Slack, Phys. Rev. B 66, 195304 (2002). 
[54] C. Dames and G. Chen, Journal of Applied Physics 95, 682 (2004). 
[55] M. Naihua, C. B. Nicholas, X. Bin, J. V. Matthieu, and G. Philippe, Journal of 
Physics: Condensed Matter 26, 035401 (2014). 
[56] J. A. Katerberg, C. L. Reynolds, and A. C. Anderson, Phys. Rev. B 16, 673 (1977). 
[57] G. D. Mahan and F. Claro, Phys. Rev. B 38, 1963 (1988). 
[58] R. B. Wilson and D. G. Cahill, Nat Commun 5 (2014). 
[59] A. Majumdar and P. Reddy, Appl. Phys. Lett. 84, 4768 (2004). 
[60] O. L. Anderson, Journal of Physics and Chemistry of Solids 24, 909 (1963). 
[61] Y. A. Chang and L. Himmel, Journal of Applied Physics 37, 3567 (1966). 
[62] W. L. Bond, W. P. Mason, H. J. McSkimin, K. M. Olsen, and G. K. Teal, Physical 
Review 78, 176 (1950). 
[63] J. Vallin, M. Mongy, K. Salama, and O. Beckman, Journal of Applied Physics 35, 
1825 (1964). 
[64] H. J. McSkimin, W. L. Bond, E. Buehler, and G. K. Teal, Physical Review 83, 1080 
(1951). 
[65] F. Soyalp and G. Ugur, Phil. Magazine 91, 468 (2010). 
[66] A. F. Wright, Journal of Applied Physics 82, 2833 (1997). 
[67] A. G. Beattie and G. A. Samara, Journal of Applied Physics 42, 2376 (1971). 
[68] M. J. Tambe, N. Bonini, and N. Marzari, Phys. Rev. B 77, 172102 (2008). 
[69] K. Marklund and S. A. Mahmoud, Physica Scripta 3, 75 (1971). 
[70] T. Lee, K. Ohmori, C. S. Shin, D. G. Cahill, I. Petrov, and J. E. Greene, Phys. Rev. B 
71, 144106 (2005). 
[71] T. Soma, T. Itoh, and H. Kagaya, physica status solidi (b) 125, 107 (1984). 
[72] R. Tubino, L. Piseri, and G. Zerbi, The Journal of Chemical Physics 56, 1022 
(1972). 
[73] G. T. Hohensee, R. B. Wilson, and D. G. Cahill, Nat Commun 6 (2015). 
 
 
110 
 
CHAPTER 5 
NONEQUILIBRIUM BETWEEN HEAT CARRIERS NEAR AN 
INTERFACE 
 
Parts of Sections 5.1-5.3 were published in “Two channel model for 
nonequilibrium thermal transport in pump-probe experiments,” R. B. Wilson, Joseph 
P. Feser, Gregory T. Hohensee and David G. Cahill, Physical Review B 88, 144305 (2013).  
Parts of Section 5.4 were published in “Anisotropic failure of Fourier theory in time 
domain thermoreflectance experiments,” R. B. Wilson and D. G. Cahill, Nature 
Communications 5 5075 (2014). 
  
5.1  Two Channel Diffusive Model 
Local equilibrium often breaks down in multilayered systems due to 
boundaries. This is because different types of thermal excitations can have drastically 
different temperature and heat flux boundary conditions. For example, electrons in a 
metal near a metal/dielectric interface have an adiabatic boundary condition while 
phonons in the metal do not; this means local thermal equilibrium cannot exist 
between electrons and phonons in close proximity to a metal/dielectric interface 
that is subjected to a heat flux[1]. 
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Recent studies demonstrate the ability of pump/probe methods to reveal 
nonequilibrium energy flow in many different types of systems[2-7]. Quantifying the 
strength of coupling between different types of excitations, a key goal of condensed 
matter physics research, is more challenging. Recent studies demonstrate that time-
domain-thermoreflectance (TDTR) is sensitive to the strength of coupling between 
thermal excitations.[3,5,7] However, the interpretation of TDTR data where 
nonequilibrium effects are present is not straightforward because the experimental 
data are typically analyzed with a solution to the heat diffusion equation that 
assumes the local-equilibrium condition is satisfied. To extract quantitative values for 
the strength of coupling between thermal excitations, a model is needed that can 
accurately describe nonequilibrium heat flow .  
The goal of the present work is to provide a model for analyzing TDTR data 
that can accurately include some nonequilibrium effects. While a general treatment 
of nonequilibrium transport requires a solution of the Boltzmann transport 
equation[8], nonequilibrium heat flow is often well-described with a diffusive two-
channel model[7], which is the approach I take here. In this approach, different 
excitations are divided into channels and the heat diffusion equation is modified 
based on the microscopic transport properties of the carriers in each channel. 
Variations of the two-channel approach have been used to successfully model heat 
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flow in systems with multiple types of heat carriers such as low- frequency-ballistic-
phonons/high-frequency-diffusive-phonons[2], electrons/phonons[7], and 
magnons/phonons[9].  
The outline of this section is as follows. I present a solution for two-channel 
heat-flow in a semi-infinite one-dimensional system. Several simple expressions are 
derived that are useful for quantifying the time-scales, length-scales and thermal 
resistances associated with nonequilibrium effects. Next, I examine the effect of 
varying the coupling strength between channels on TDTR data and interpretation. I use 
the two-channel solution to analyze new TDTR measurements of Al/Cu and 
Al/Si0.99Ge0.01 systems, and compare with one-channel interpretations of the same. I 
find that nonequilibrium effects are negligible in the Al/Cu system, but significant in 
the Al/Si0.99Ge0.01 system. Weak coupling between high- and low-frequency phonons 
in the Si0.99Ge0.01 causes a nonequilibrium region within approximately 150 nm of the 
interface. This region has a reduced ability to transport heat and causes an apparent 
pump-modulation frequency dependence of the thermal conductivity and interface 
conductance if the TDTR data is analyzed with a s ingle channel model. Interestingly, 
the two-channel model also suggests the value of the Al/Si0.99Ge0.01 system’s measured 
interface conductance is not intrinsic to the interface itself, but largely caused by a 
mismatch between the heat carriers responsible for heat flow across the Al/Si0.99Ge0.01 
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interface and heat flow in the Si0.99Ge0.01. This type of contribution to the interface 
conductance is similar to the type predicted by Majumdar and Reddy for 
metal/dielectric interfaces due to weak electron-phonon coupling in the metal[1].  
5.1.1. TWO-CHANNEL PROBLEM IN 1-D 
In a two temperature model, thermal excitations are divided into separate 
channels. It is assumed the carrier distribution in each channel can be described by a 
single temperature that can be distinct from the other channel’s temperature[1,10-
12]. Energy transfer between channels is proportional to their temperature 
difference. In 1-D, the channel’s temperatures evolve in time according to the 
equations  
2
1 1
1 1 2
T T
C g
t z
 
   
 
 , (5-1) 
2
2 2
2 2 2
T T
C g
t z
 
   
 
, (5-2) 
where 1C  and 2C  are the specific heats of channels 1 and 2, 1  and 2  are the 
thermal conductivities of channels 1 and 2, 1 2T T   , and g is the energy transfer 
coefficient between channels that depends on the strength of coupling between 
carriers in different channels. I assume all thermal properties are independent of 
temperature, i.e. that Eq. (5-1) and Eq. (5-2) are linear. Therefore, my model will not 
apply when temperature excursions of either channel are large enough to invalidate 
this assumption. 
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Before solving Eq (5-1) and Eq (5-2) in the frequency domain, it is useful to 
look at the solution for 1 2T T    in the spatially uniform and steady state limits. 
These solutions are found by solving the differential equation that results from the 
subtraction of Eq. (5-2) from Eq. (5-1). In the spatially uniform limit, 2 2 0T z   , 
the temperature difference between channels decays exponentially with a time 
constant of 
 
1
1 2g C g C

    . (5-3) 
This is the thermal relaxation time of the two channels in the absence of heating. 
Values for relaxation times will range from tens of femtoseconds to hundreds of 
picoseconds depending on the type of carriers that make up each channel. Since the 
time scale for pump modulation in TDTR experiments is typically greater than 50 ns.  
Therefore, for the purpose of TDTR experiments the nonequilibrium between 
channels can be considered to be in the steady-state limit. 
In the steady state limit, 0T t   , the difference in temperature between 
the channels will decay exponentially on a length-scale of 
  
1
2
1 21 1d g

     . (5-4) 
Any thermal resistance caused by nonequilibrium effects will be distributed across 
this length. Typical values at room temperature will range from nanometers to 
hundreds of nanometers. 
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The values of d  and   are useful for determining if nonequilibrium effects 
in a TDTR experiment are distinguishable from other thermal parameters in the 
system. For example, often the value will be comparable to other time-scales in 
the problem, such as pump or probe pulse duration, the thermal relaxation time for a 
metal transducer,  2h C  , or the time constant for heat to diffuse across an 
interface[13],  hC G . Similarly, if d  is much less than other important length-
scales in TDTR experiments such as transducer thickness, metal/sample Kapitza 
length, thermal penetration depth, and laser spot size, then the nonequilibrium 
resistance may not be distinguishable from other thermal resistances.  
Because d  is often small compared to other important length-scales, the 
most common result of using a single channel model to describe a two channel 
system is to combine into a single effective value the thermal conductance 
associated with the nonequilibrium between channels and the interfacial thermal 
conductance. I follow Majumdar and Reddy’s derivation of an effective conductance 
that includes nonequilibrium effects for an electron-phonon system [1] and consider 
the steady state solutions to Eq. (5-1) and (5-2). However, I do not initially require an 
adiabatic boundary condition on one of the channels. I assume each channel has an 
interface conductance, 1G  and 2G  , that determines heat flow into that channel at 
the boundary:  
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 0i i iq G T T  , (5-5) 
where 0T  is the temperature of the single-temperature layer at the boundary and 
1, 2i  . The temperatures in each channel are then 
2
/d
1
1
z
b
gd
T a e az T   

, (5-6) 
2
/d
2
1
( 1) z b
gd
T a e az T    

, (5-7) 
1
2 1
2 1 1 1 2 2
1 1 1d d
dg G G G G


   
      
   
, (5-8) 
where a  and bT  are constants that depend on 0T . Assuming equilibrium between 
channel temperatures is equivalent to assuming the boundary temperature of both 
channels is bT  ( 0d  ). The effective conductance in this case is: 
 
 
1
1 21 2
eff
0 2 2 2 2 NE 1 2
1 1
1b
q q
G
T T dg G d G G G G

    
    
     
. (5-9)  
where NEG is defined as the nonequilibrium conductance. 
In many systems, one channel’s interface conductance is much lower than the 
others. For example, at a semiconductor boundary with a metal, the interface 
conductance for low- frequency phonons is small compared to high-frequency 
phonons because of their relative number of states[14]. (Heat flux across a plane due 
to a specific phonon is proportional to the difference in temperature on either side of 
the plane, the mode’s group velocity, and the mode’s number density.) In these 
situations the limiting case of an adiabatic boundary condition for one-channel, 
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1 0G  , is useful for quickly determining whether nonequilibrium resistances will be 
significant in the system. For the adiabatic case, the effective interface resistance 
simplifies to the sum of interfacial and nonequilibrium resistances,  
 
1
eff 2 2 1 2 2 NE
1 1 1 1d
G G G G

   
  
.  (5-10) 
In the limit that 2 1   , Eq.(5-10) predicts a nonequilibrium conductance of 
 2NE 2 1G d   , much larger than most interfacial thermal conductance values. A 
large conductance means a small resistance, and resistances combine additively. 
Therefore, in situations where a high-thermal conductivity channel has a large 
interface conductance, nonequilibrium effects can be safely ignored. In the opposite 
limit, 2 1   , Eq.(5-9) predicts a nonequilibrium conductance of 2 d , a value 
that is often comparable to measured interfacial conductance values [14,15]. For 
example, consider Au at room temperature with phonons as channel 2 and electrons 
as channel 1. Using a value of 3 W m-1 K-1 for the lattice thermal conductivity of Au 
(extrapolated form measurements below 100 K[16]) and a coupling strength of 
2.5×1016 W m-3 K-1 between electrons and phonons in Au[7], the above equations 
yield 10 nmd  and 2 1NE 300 MW m  KG
  , which is a conductance comparable to 
observed values for phonon-phonon interface conductance[14,15]. A similar analysis 
for Ag and Cu, again using values for the lattice thermal conductivity extrapolated 
from measurements below 100 K[17,18], and literature values for the electron-
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phonon coupling strength[7,19], yields 2 1 350 MW m  K   and 2 1 750 MW m  K  , 
respectively. In most other metals the nonequilibrium conductance will be much 
higher because of stronger electron-phonon coupling than is present in the group 1B 
metals[19]. I conclude that electron-phonon coupling is rarely a significant source of 
thermal resistance compared to phonon-phonon interfacial thermal conductance 
values. 
In semiconductors I can estimate the expected coupling constant between 
the low-frequency phonons, which carry significant amounts of heat, and high-
frequency phonons, which form the majority of the heat capacity, by assuming the 
minimum possible thermal relaxation time,  , is equal to the scattering times of 
low-frequency phonons (< 3 THz). Low-frequency phonons in semiconductors will 
nearly always have lifetimes greater than 10 ps; for example, estimates of the 
lifetimes of 3 THz phonons in Si range from 50 to 180 ps[20,21] . I estimate the heat 
capacity of low-frequency phonons to be on the order of 104 J m-3 K-1, and the 
thermal conductivity of the thermal reservoir as between 10 and 30 W m-1 K-1. Then, 
using Eq. (5-3), a reasonable estimate for the coupling constant between low- and 
high- frequency phonons is on the order of 1015 W m-3 K-1 and Eq. (5-10) predicts a 
nonequilibrium conductance on the order of 100 MW m-2 K-1. This is comparable to 
typical metal/semiconductor interface conductance values observed in TDTR 
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experiments[15] and suggests nonequilibrium effects are an important contribution 
to the observed interface conductance values in metal/semiconductor systems. 
In the frequency-domain equations, (1) and (2) become 
2
1
1 1 22
1
T g
T T
z


 
 
,  (5-11) 
2
2
2 2 12
2
T g
T T
z


 
 
, (5-12) 
where  1 1 11 i C g     and  2 2 21 i C g    . The differential equations in 
Eq. (5-11) and Eq. (5-12) can be solved as an algebraic eigenvalue problem by 
assuming a solution of the form zT ve . The general solution to Eq. (5-11) and Eq. 
(5-12) in matrix form is 
 
1 1
2 2
1 1 1
2 2 2
z z
z z
T B e B e
X
T B e B e
 
 
 
 
  
   
   
, (5-13) 
where 2  are the eigenvalues of the characteristic matrix 
1 1
2 2
g
g


  
   
 
and X  is the associated eigenvector matrix 
  1 2
1 2
v v
X
u u
 
  
 
. (5-14) 
For the case of a semi-infinite solid 0B   because there is no reflected thermal 
wave and therefore no wave propagating toward the surface. Applying a heat flux 
boundary condition  
0z
q dT dz

  to each channel gives the solution 
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 
1 11
22
qB
Y
qB



   
   
  
 , (5-15) 
where 
   1 1
2 2
0 0
0 0
Y X


   
       
. (5-16) 
Further details for generalizing Eqs. (5-11)-(5-16) for a radially symmetric multilayer 
problem and integrating the two-channel solution with the standard analytical 
techniques for TDTR analysis are given in section 5.1.2. 
Example calculations using Eqs. (5-11) to (5-16) are shown in Fig. 5.1 for Cu and 
Si0.99Ge0.01. For Cu, the phonons and electrons are divided into separate channels and 
oscillatory heating at the surface is restricted to phonons only. The Cu thermal 
properties used are 1 1
1 392 W m  K
   , 1 12 7 W m  K
   ,
4 3 1
1 3 10  J m  KC
    , 6 3 12 3.42 10  J m  KC
   , and 16 3 17.5 10  W m  Kg    . The 
out-of-phase temperature oscillations of Cu shows no significant deviation compared 
to a one-channel model calculation with bulk properties at frequencies below 20 
MHz, Fig. (5.1b). The out-of-phase signal in a TDTR measurement is dominated by 
the imaginary part of the frequency response at the pump-modulation 
frequency[22]. Therefore, any impact from the difference in temperature between 
channels in Cu will only appear in the in-phase temperature response of a TDTR 
experiment, which includes high- frequency components associated with pulse decay 
timescales[22].  
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For Si0.99Ge0.01, I divide the low-frequency phonons (< 3THz) and high-frequency 
phonons into separate channels with an adiabatic surface boundary condition 
imposed on the low-frequency phonons. The thermal properties of the channels in 
the Si0.99Ge0.01 layer are 1 11 30 W m  K
   , 1 12 12 W m  K
   , 
4 3 1
1 3 10  J m  KC
    and 6 3 12 1.62 10  J m  KC
    and 14 3 14 10  W m  Kg    . 
The division of the total thermal conductivity between channels 1 and 2 and the 
coupling strength g  are based on the experimental results presented in Section 4. 
The division of heat capacity between channels is calculated from the Si density of 
states[23]. The division frequency of 3THz was chosen so that only phonon-modes 
with linear dispersion and low-heat capacity are included in the low-frequency 
channel[23]. Unlike Cu, both the out-of-phase and the in-phase surface temperature 
oscillations of Si0.99Ge0.01 [Fig. (5.1b)] display a significant deviation from the single-
channel model’s prediction at all frequencies above 1 MHz. Thus, nonequilibrium 
between channels can be expected to influence TDTR experiments  through both the 
in-phase and out-of-phase signals of a TDTR experiment. 
The frequency dependence of the thermal response shown in Fig. (5.1) will be 
qualitatively similar to any two-channel system where the majority of heat is carried 
by thermal excitations with very little heat capacity, such as other metals[7] 
(electrons), semiconductor alloys[3] (low-frequency phonons) or spin-ladders[24] 
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(magnons). In 1D, solids with homogenous thermal properties will have in-phase and 
out-of-phase surface temperature oscillations that are equal in magnitude. The 
difference in amplitude between the in-phase and out-of-phase temperature 
oscillations for the two-channel systems in Fig. (5.1) indicates that the thermal 
properties of the system are not homogenous in the region of the system that is 
transporting heat, and that a single effective thermal conductivity cannot describe 
the system’s transient thermal response. 
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Figure 5.1. Calculated frequency response of 1D semi-infinite two-channel Cu and 
Si0.99Ge0.01 layers. For Cu, T1 and T2 are the temperature of the electrons and 
phonons, while in Si0.99Ge0.01, T1 and T2 describe the low- and high-frequency 
phonons. Thermal properties of both systems are described in the text. (a) Amplitude 
of temperature oscillations for each channel as a function of depth at a heating 
frequency of 20 MHz. The temperature rise of each channel is normalized with the 
prediction for surface temperature from a one channel model with bulk properties, 
TB(0). (b) Surface temperature of channel 1 as a function of heating frequency. Solid 
lines are the in-phase temperature and dashed lines are the out-of-phase 
temperature. A one-channel model predicts no difference in the in-phase and out-of-
phase temperature response. 
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5.1.2. TDTR ANALYSIS WITH TWO CHANNEL SOLUTION 
To interpret TDTR experiments, a thermal model that predicts the surface 
temperature of a radially symmetric multilayered system in response to surface 
heating is needed[22,25,26]. In the frequency domain, the intensity-averaged surface 
temperature response is[22] 
    2 2 2 20 1
0
T( =2 , exp / 2A G k k w w kdk   

    , (5-17) 
where A is the amplitude of heat absorbed by the sample surface, 0w and 1w  are 
the pump and probe spot sizes, and ( , )G k  is equal to ( , ) ( , )s sT k q k   where sT  
and sq are the temperature and heat flux at the system’s surface. To incorporate 
two-channel heat flow into a multilayered thermal model for TDTR analysis, it is 
necessary to modify the computation of ( , )G k  .  
The solutions generated for a 1D two-channel system are easily generalized to 
a 3D cylindrically symmetric layer. In cylindrical coordinates Eq. (5-1) and Eq. (5-2) 
become 
 
2
1 1 1 1
1 1 2 12
T T T
C g T T
t r r r z
     
      
     
, (5-18) 
 
2
2 2 2 2
2 2 1 22
T T T
C g T T
t r r r z
     
      
     
, (5-19) 
where 1  and 2  are the ratio of the thermal conductivities in the radial and z 
directions of channel 1 and 2. Taking the Hankel and Fourier transforms of Eq. (5-18) 
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and Eq. (5-19) results in differential equations nearly identical to Eq. (5-11) and Eq. 
(5-12), except with  2 21 1 1 1 11/ 4i C k g        , and
 2 22 2 2 2 21 4i C k g        . The temperature profile for any layer in the two-
channel multilayer will have the same form as Eq. (5-13).  
In standard TDTR experiments the surface layer is a metal film that serves as a 
transducer. The pump beam heats the metal’s electrons while the probe beam 
primarily interrogates the temperature of the metal’s phonons [27]. Assigning 
electrons to channel 1, and phonons to channel 2: 
1 1 2 2 1 1 2 2
11 1 1 12 2 2 11 1 1 12 2 2
( )
u B u B u B u B
G k
v B v B v B v B   
   
   
  

  
, (5-20) 
where mn m n   . 
To solve for the surface temperature of a layer in terms of the surface heat 
flux, it is necessary to relate the temperature profiles and heat currents between 
layers. This can be accomplished by applying thermal boundary conditions to each 
layer and requiring conservation of energy across boundaries, and then solving the 
resulting system of equations. I generalize this approach for an arbitrary number of 
layers by deriving an iterative expression, analogous to Eq. 14 in Ref.[22], that relates 
the unknown constants in Eq. (5-13),    1 2 1 2
T
B B B B B     to the values for 
 B  of the layer beneath it. To do this I need a matrix that relates a layer’s values of 
 B to the temperature and heat fluxes at the bottom of that layer, a matrix that 
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relates the temperatures and heat fluxes of two layers at a boundary, and a matrix 
that relates the surface temperature and heat fluxes of a layer to its values of  B .  
 The values of  B  can be expressed in terms of the temperatures and heat 
fluxes at the bottom of that layer with the expression:  
    1 2 1 2
T
z L
B M T T q q

 , (5-21) 
 
1
2
1
2
1 1
1 1
0 0 0
[ ] [ ]0 0 01
2 [ ] [ ]0 0 0
0 0 0
L
L
L
L
e
X Ye
M
X Ye
e




 
  

 
 
       
 
 
, (5-22) 
where L  is the layer thickness and  X  and  Y  are defined in Eq. (5-14) and Eq. 
(5-16). The temperatures and heat fluxes at a surface of a two-channel layer can be 
expressed as 
    1 2 1 2 0
T
z
T T q q N B

 , (5-23) 
 
   
   
X X
N
Y Y
 
  
 
. (5-24) 
Heat flow between layers at an interface can be described using four interface 
conductance values, 11G , 12G , 21G , 22G , where the subscripts denote the 
channels between whichG describes heat flow . Consider as an example the 
Al/Si0.099Ge0.01 system with low (< 3 THz) and high-frequency phonons grouped into 
channels 1 and 2. Then the 11G  and 22G  terms are related to the strength of 
coupling between the low- and high-frequency phonon reservoirs in the two layers. 
127 
 
The terms 12G  and 21G  relate the coupling of low-frequency Al phonons to high 
frequency Si phonons, and high-frequency Al phonons to low-frequency Si phonons. 
These terms will not be equal because selection rules that govern the probability of a 
three-phonon scattering event will be different for the two cases. In most systems, 
only one or two of these four conductance values will be needed in the calculation, 
because coupling between different types of carriers across an interface is often 
weak. 
The temperatures and heat fluxes at the bottom of layer n can be related to 
temperatures and heat fluxes at the surface of layer n+1 with the four interface 
conductance values: 
    1 2 1 2 1 2 1 2, 1, 0
T T
n z d n z
T T q q R T T q q
  
 , (5-25) 
 
22 21 22 21
12 11 12 11
22 2111 22 12 21
12 11
1
CG DG G G
CG DG G G
R
EG EGG G G G
FG FG
 
 
  
  
 
  
 
  
, (5-26) 
11 21C G G  , (5-27) 
12 22D G G  , (5-28) 
11 12E G G  , (5-29) 
22 21F G G  , (5-30) 
22 21 11 12EG G FG G   . (5-31) 
Using Eq. (5-21), Eq. (5-22), and Eq. (5-23) I can write an iterative expression for the 
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constant matrix  B : 
      
1n n
B M R N B

 . (5-32) 
For analysis of experiments in which the metal transducer is not on the 
surface of the multilayer stack, meaning heat is deposited and temperature is 
interrogated at a buried interface in the multilayer system, it is necessary to modify 
the above solution for ( )G k  to account for bidirectional heat flow from the 
transducer. In a bidirectional model the multilayered system can be split into two 
stacks: a forward stack consisting of all layers above the boundary where heat is 
deposited, and a backward stack that includes all layers below. The correct 
substitution for Eq. (5-20) can be derived by (a) noting energy conservation at the 
heated boundary, s f bq q q  , where fq is the heat flow into the forward stack, 
and bq  is heat flow into the backward stack, and (b) solving the system of equations 
that results from the separate application of Eq. (5-32) to the forward and backward 
stack.  
Often a single channel is sufficient to describe heat flow in a majority of the 
system’s layers and the formulation described by Eqs. (5-21) to (5-32) is 
computationally wasteful. A more computationally efficient but less general 
approach is to derive ( )G k for a hybrid multilayer, where some layers have two 
channels and some have one channel. This expression is easily derived for the 
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specific case of a one-channel multilayer on top of a semi-infinite two-channel layer. 
Applying interfacial conductance heat-flux boundary condition to the two-channel 
layer (Eq. 5-5), and substituting Eq. (5-13) into Eq. (5-15) yields a system of equations 
that defines the 
iB
  in terms of the bottom of the single-channel layer, SCT : 
       SCh T Y h X B
     ,  (5-33) 
where [ ]h  is a diagonal matrix that contains each channel’s interface conductance. 
By requiring conservation of energy at the surface of the semi-infinite two-channel 
layer, the total heat flux at the bottom of the single-channel multilayer can be 
expressed as: 
SC SCi ij j
i j i
q q Y B T     . (5-34) 
In standard TDTR analysis, the heat flux at the surface of the semi-infinite substrate is 
proportionally related to the its surface temperature, n n n nq u T  , where 
 2 24n n nu k i C    . The only change in TDTR analysis when replacing a one 
channel semi-infinite layer with a two channel semi-infinite layer is that n nu  is 
replaced by  : 
( )
D B
G k
A C


 
, (5-35)  
where and A , B , C  , and D  are defined in Eq-A8 in Ref [25]. 
5.1.3 ANALYSIS OF EXPERIMENTAL TDTR DATA WITH A TWO-CHANNEL MODEL 
Example calculations of TDTR data for a two-channel multilayer system are shown 
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in Fig. (5.2). The system consists of an 80 nm single-channel Al transducer on top of a 
semi-infinite two-channel Si0.99Ge0.01 layer. Low-frequency Si0.99Ge0.01 phonons (< 3 
THz) form channel 1, while high-frequency phonons make up channel 2. Thermal 
properties of the channels in the Si0.99Ge0.01 layer are the same as described in 
Section II for Fig. (5-1). The interface conductance values between the Al and 
Si0.99Ge0.01 channels are 2 11 30 MW m  KG
   and 2 12 320 MW m  KG
  . The total 
conductance was chosen based on the lattice dynamics calculation in Ref [28] with a 
= 0.2 nm, K’ = 2.5, M’ = 1 and an Al Debye temperature of 400 K. The conductance for 
the low-frequency phonons, 1G , was set to the phonon radiation limit value for 
phonons less than 3 THz [15]. Setting 1G  to a lower value will increase the thermal 
resistance due to non-equilibrium effects.  
I define an apparent thermal conductivity, A , and apparent interface 
conductance, AG  , as the values extracted by fitting TDTR signals using a one-
channel model[22]. I can calculate apparent thermal conductivity and conductance 
values for a hypothetical two-channel system by fitting TDTR signals generated using 
the two-channel model with a single-channel model. The value of A depends 
primarily on the magnitude out-of-phase TDTR signal, while AG depends primarily 
on the decay rate of the in-phase TDTR signal with the delay time between pump and 
probe pulses. Figure 5.2b and 5.2c show calculated A  and AG  values as a 
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function of coupling strength for the two-channel Al/ Si0.99Ge0.01 system described 
above. The pump-modulation frequency dependence observed in the A  and AG  
values is a result of assuming a homogenous Si0.99Ge0.01 thermal conductivity, thereby 
ignoring the reduced ability of the Si0.99Ge0.01 to transport heat within a length d  of 
the interface. The thermal resistance caused by the two-channels having different 
temperatures is independent of the pump-modulation frequency; it appears even at 
steady state, see Eq. (5-9). However, the sensitivity of the surface temperature to the 
thermal properties of the region near the interface is a function of pump-modulation 
frequency. At low pump modulation frequencies (< 1 MHz), nonequilibrium thermal 
resistance manifests as a significant reduction in AG  for the Al/Si0.99Ge0.01 system. 
At higher pump modulation frequencies (> 1 MHz), the out-of-phase temperature is 
more sensitive to the thermal properties of the region near the Al/Si0.99Ge0.01 
interface, thereby causing the nonequilibrium resistance to also appear as a 
reduction in A .  
Figure 5.3 show shows A  and AG  derived from room temperature TDTR 
measurements of Al/Cu and Al/Si0.99Ge0.01 samples, along with predictions of the 
two-channel model. The pump and probe 1/e2 spot-sizes for the TDTR measurement 
were 10.3 μm. The Ge content of the dilute Si alloy was determined to be 0.9% by 
Rutherford backscattering spectroscopy. The 80 nm Al metal films were deposited on 
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the Si0.99Ge0.01 and Cu substrates using dc magnetron sputtering in a high vacuum 
chamber. The substrates were temporarily heated to ~600 C under high vacuum and 
allowed to cool to room temperature prior to Al deposition in order to provide a 
cleaner interface.  
For the two-channel analysis of Cu, electrons are grouped into channel 1, 
phonons into channel 2, and the thermal properties for each channel are the same as 
defined in Section II for Fig. (5-1). I expect an adiabatic condition between the Al and 
Cu electrons as a result of the Cu native oxide, and set 1  0G  . The phonon-phonon 
interface conductance is treated as a fitting parameter and is adjusted so AG  
derived from the two-channel model matches AG derived from the experimental 
data. A value of 2 1
2 92 MW m  KG
   results in good agreement. This value is 
much less than the 2 14 W m  KG    conductance previously observed for clean 
Al/Cu interfaces[29], confirming my expectation of an adiabatic boundary condition 
on electrons. The nonequilibrium conductance calculated from Eq. (5-9) is 750 MW 
m-2 K-1 , much larger than the phonon-phonon conductance. The length-scale of the 
nonequilibrium calculated from Eq. (5-4) is only 10 nm, much less than the thermal 
penetration depth in Cu (> 2 μm). For these reasons, nonequilibrium effects are 
indistinguishable from the phonon-phonon conductance and the two-channel model 
is unnecessary for interpreting the results. 
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For Si0.99Ge0.01, the two-channel thermal properties are set to the previously 
described values, and g , 2  and 1 2   are adjusted until A  and AG  
calculated from the two-channel model match the experimental values. Values of 
14 3 14 10  W m  Kg    , 1 1
2 12 W m  K
    , and 1 11 2 42 W m  K
     result 
in excellent agreement. A coupling constant on the order of 14 3 110  W m  K   is 
expected based on the scattering times of low-frequency phonons in Si[20,21]. The 
total thermal conductivity of 42±4 W m-1 K-1 I find for Si0.991Ge0.009 is higher than the 
previously reported value of 30 W m-1 K-1 for a 1 μm thick thin film of Si0.99Ge0.01[30]. 
While thin-films often have reduced thermal conductivity values compared to the 
bulk, the prior TDTR study did not consider the possibility of a suppressed value due 
to the 10 MHz pump-modulation frequency used. The similarity between the value I 
obtain at 10 MHz of 32 W m-1 K-1 and the prior result of 30 W m-1 K-1 suggest the 
effect of using a high pump-modulation frequency may not have been negligible. 
However, because the 800 nm thermal penetration depth in Si0.99Ge0.01 at 10 MHz is 
comparable to the 1 μm film thickness, the error is likely small. 
 I observe frequency dependence in the apparent interface conductance of the 
Al/Si0.99Ge0.01 system [Fig (5-3)], a phenomena that has not been previously reported. 
The two-channel model suggests the frequency dependence is a result of (1) the in-
phase decay of the Al/Si0.99Ge0.01 system being sensitive to both the interface 
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conductance and the thermal effusivity within a distance d  of the interface; and (2) 
the magnitude of the out-of-phase signal being sensitive to the thermal effusivity of 
the SiGe within d of the interface. Previous reports of TDTR frequency-dependent 
A  have been for low thermal conductivity, high concentration alloys, where the in-
phase decay rate is primarily determined by the small effusivity of the sample, and 
therefore were not sensitive to this type of effect. Prior TDTR measurements of high 
thermal conductivity solids, such as Si, have revealed no frequency dependence in 
A  or AG . This is consistent with the two-channel model, since high diffusivity 
solids will have thermal penetration depths much larger than d  at the pump 
modulation frequencies accessible in TDTR experiments (< 20 MHz). FDTR can access 
higher pump modulation frequencies, but cannot independently determine A  
and AG  at a single frequency, and therefore all FDTR studies to-date have assumed 
AG  is a constant value[6,25]. 
Because TDTR is sensitive to thermal effusivity, it derives its sensitivity to the 
thermal parameters in the two-channel model indirectly based on how they effect 
 2T z , the temperature profile of the high heat capacity channel. As a result, A  
and AG  derived from the two-channel model do not depend on g , 2 , and 1G  
independently of each other and I cannot uniquely determine all parameters from 
the experimental data. The low-frequency TDTR measurements yield an approximate 
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values for 1 2   and effG . The frequency dependence of A  and AG  
provides information about the thermal resistance due to nonequilibrium between 
channels, i.e. it provides approximate values for NE1 G  and d . Any combination of 
parameters that results in 1 1
1 2 42 W m  K
     , 150 nmd  , and 
2 1
NE 200 MW m  KG
   will yield similar results. 
Although the nonequilibrium in surface temperatures is due to a difference in 
temperature between heat carriers, the effect can be closely approximated using a 
single channel model by inserting a low thermal conductivity film of thickness d  at 
the surface of the bulk solid. The thermal conductivity of the layer can be calculated 
by adding the a thermal resistance of NE1/G  to the intrinsic thermal resistance of 
the film,  1 2/d   . A single channel bilayer model with a thin-film of thickness
150 nmd  , heat capacity of 1.65 J cm-3 K-1, and thermal conductivity of
  
1
tf 1 2 NE1d d G

     1 117 W m  K  , on top of a semi-infinite Si0.99Ge0.01 
layer with bulk properties, yields nearly equivalent results as the two-channel model. 
Similarly, for the Cu system a single channel model for a 10 nm thick film with a 
thermal conductivity of 1 17 W m  K   on top of a semi-infinite Cu layer with bulk 
properties yields identical results to the two-channel model. The reason this thin-film 
approximation works is it predicts a temperature profile similar to the two-channel 
model’s prediction for the high heat capacity channel, 2 ( )T z .  
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Figure 5.2. (a) Calculated dependence of TDTR data on coupling strength, g, at fixed 
modulation frequency of 20 MHz and 1/e2 laser spot-size of 10µm for an 80 nm Al / 
Si0.99Ge0.01 two-channel system. The units of g are W m-3 K-1. The apparent interface 
conductance and thermal conductivity are defined as the values that result from 
analyzing the two-channel data with a single-channel model. The apparent interface 
conductance is primarily determined by the time decay of the in-phase signal, while 
the apparent thermal conductivity is primarily determined by the magnitude of the 
out-of-phase signal. (b) The apparent interface conductance GA vs. coupling strength. 
(c) The apparent thermal conductivity ΛA vs. coupling strength.  
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Figure 5.3. Apparent thermal conductivity and interface conductance from TDTR 
measurements of Al / Cu and Al / Si0.99Ge0.01 systems as a function of pump-
modulation frequency. Lines indicate the results of fitting TDTR signals generated by 
the two-channel model with a single-channel model. The units of g are W m-3 K-1. 
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justified; most of the low-frequency phonons have mean-free-paths larger than d , 
see Eq. (5-4). In this section, I address this issue and discuss how my two-channel, two-
temperature model relates to prior explanations of frequency-dependent thermal 
conductivity in TDTR measurements[3,31].  
Previous observations of frequency dependent thermal conductivity measured by 
TDTR, as well as the similar technique frequency domain thermoreflectance (FDTR), 
have been interpreted phenomenologically as a mean-free-path effect that results 
from nonlocal heat flow [3,6 ]. In this interpretation, phonons with mean-free-paths  
larger than the thermal penetration depth do not contribute to the experimentally 
measured thermal conductivity. The mean-free-path explanation is similar to the 
multiple-channel picture described here, but is not identical. In both interpretations, 
long lifetime phonons become decoupled from the thermal reservoir and do not 
contribute to the measured thermal conductivity when the thermal penetration depth 
is less than a given length-scale (mean-free-path or d ). Aside from the difference in 
length-scales, another important difference is that in the diffusive two-channel model 
it is the heat flux boundary conditions at the interface, rather than the nonlocal nature 
of the heat flow , that is solely responsible for the decoupling of high- and low-
frequency phonons[8].  
The impact of an interface on a nonlocal description of heat flow has not been 
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discussed in the prior TDTR and FDTR studies that have posited that nonlocal heat 
flow is the source of observed deviations from bulk-like behavior[3,5,6]. However, 
the temperature profile of a solid near interfaces has a strong curvature, and 
therefore nonlocal effects are likely to be important near boundaries. To better 
understand the role of interfaces in nonlocal transport, and to better understand the 
relationship between the diffusive two-channel model and nonlocal theory, I 
consider a simple model for steady-state ballistic heat flow in 1D. Heat flux across a 
plane, q , in a homogenous solid due to one type of thermal excitation is equal to 
product of the excitation’s volumetric number density, n , the excitation’s group 
velocity, v , and the difference in energy between excitations travelling in the 
positive and negative directions,  , i.e. v 2q n  . I assume the thermal energy 
of the excitation is determined by the temperature at the position at which it was 
last scattered. For small energy differences,  dE dT    and v 2q C T  , 
where T  is the average difference in temperature of the positions where 
excitations crossing the plane last scattered. If the temperature profile near the plane 
can be approximated with the local temperature gradient, i.e. 2T dT dz    , 
then heat flow is diffusive and  vq C dT dz  . When the temperature profile 
near the plane cannot be approximated by the local temperature gradient, meaning 
the temperature profile is not a linear function of position on the length-scale of the 
140 
 
mean-free-path, the ballistic heat flux, Bq , is 
    B
v
,
2
C
q T z T z     (5-36) 
   T(x) / exp ( ) / ,
z
T z z x dx

     (5-37) 
   T(x) / exp ( ) /  .
z
T z x z dx

     (5-38) 
To include the effect of an interface with another layer at 0z  ,  T z needs 
to be redefined to allow excitations to transmit or reflect at the boundary: 
   
    
0
0
0
T(x) / exp (z ) /
T(x) 1 T / exp ( ) /
z
T z x dx
R R x z dx

   
    


, (5-39) 
where R  is the probability of reflection, and 0T  is the temperature of the other 
layer, which I assume is constant. Figure 5.4 shows how a boundary with a constant 
temperature layer affects the steady-state heat flux for different mean-free-path 
thermal excitations. The long mean-free-path phonons have a lower heat flux near 
the interface. This is analogous to the low-frequency phonons in the diffusive two-
channel model having a small interface conductance. 
To compare the predictions of this simple description of ballistic heat flow to 
the results of the diffusive two-channel model, I consider a two-channel 
ballistic/diffusive model. Channel 1 is made up of ballistic phonons with a small heat 
capacity and constant inelastic scattering time  , and whose contribution to the 
heat current is given by Eqs. (5-36)-(5-39). This channel is analogous to the low-
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frequency phonon channel in the diffusive model. Channel 2 is made up of diffusive 
phonons with a large heat capacity whose contribution to the heat current is given 
by Fourier’s law. This channel is analogous to the high-frequency phonon channel in 
the diffusive model. In the ballistic/diffusive model there is only one temperature: 
the temperature of the thermal reservoir. This reservoir can transport energy 
through diffusion and by radiating and absorbing low-frequency phonons. This type 
of model has previously been used to interpret quasi-ballistic transport[21] and is 
justified physically because most three-phonon scattering events for low-frequency 
phonons include two high-frequency phonons. The mean free path of the ballistic 
phonons in the z-direction is . The total heat flux will be given by the solution to 
the integro-differential equation 2 Bq dT dz q   . A temperature profile of the 
form T( ) Hexp( z/z az     satisfies this equation. The surface temperature, H , 
and temperature decay length,  , can be found by requiring the total heat flow 
from diffusive and ballistic channels to be independent of z and by rejecting 
nonphysical solutions: 
1/2
2
1 2

 
  
  
.  (5-40) 
This is identical to the decay length, d ,  predicted by the diffusive two-channel 
model if   , where d  and  are defined in Eqs. (5-3) and (5-4).  
In the limit that the low-frequency phonons are adiabatic, 1R  , and   , 
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the nonlocal and diffusive models produce identical results, i.e. 2H T (0)  where 
2T  is defined in Eq. (5-7). A decrease in R increases the quantity of heat carried in 
the ballistic channel and reduces the surface temperature of the thermal reservoir, 
H . Similarly, for the diffusive two-channel model, an increase in 1G  increases the 
quantity of heat carried in the low-frequency phonon channel and reduces the 
surface temperature of the high-frequency phonon channel, 2 (0)T . However, away 
from the adiabatic limit, the two models do not predict identical results; the 
ballistic/diffusive model predicts a lower value for the surface temperature than the 
diffusive model. In the ballistic/diffusive model, the heat flow between layers and 
within a length   of the interface due to low-frequency phonons is related to 
 0 0T T  . In the diffusive two-channel model, the heat flow between layers, 
due to low-frequency phonons, is proportional to 0 1T T , and the heat flow in the 
solid, due to low-frequency phonons, is equal to 11
dT
dz
  . Despite this difference, 
the results of both models are similar because both require high- frequency phonons 
to carry the majority of heat diffusively near an interface, and both models have a 
parameter ( 1G  and R ) that adjusts how much heat is carried near the interface by 
the low-frequency channel.  
A key insight from the comparison of the two models is that when an interface 
is responsible for decoupling low- and high-frequency phonons, the important length-
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scale for deviation from Fourier’s law is   or d . This means that the low-frequency 
phonon channel having mean-free-paths longer than d  does not invalidate the use 
of the diffusive two-channel TDTR model for experimental analysis. Qualitative 
consideration of the ballistic/diffusive model in steady-state reveals why the ballistic 
mean-free-path is not the only important length-scale. Away from the interface, the 
temperature gradient is linear, and both the diffusive and ballistic channels carry 
significant heat. For steady-state heat flow q  is independent of position, therefore a 
reduced ability to transport heat ballistically near the interface results in an increase 
in the amount of heat that is carried diffusively near the interface. The quantity of heat 
the thermal reservoir carries diffusively depends on 2 . Therefore, the length-scale 
describing the deviation from Fourier’s law should depend on both the ballistic mean-
free-path and thermal conductivity of the thermal reservoir, as Eq. (5-40) predicts. A 
second important insight from both models is that elastic and inelastic scattering 
events do not have equivalent effects; only inelastic scattering is responsible for 
energy transfer between channels. The importance of distinguishing between elastic 
and inelastic scattering has been previously described in Ref. [31].  
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Figure 5.4. The ratio of heat flow for ballistic phonons, 
Bq  to the value predicted by 
Fourier’s law, 
F z zq Cv  , for steady-state conditions and a boundary that transmits 
and reflects phonons at z = 0. The curves were calculated with Eq. (5-36) for a linear 
temperature gradient at z > 0. The temperature is assumed to be continuous at z = 0, 
and constant at z < 0. Solid lines represent the radiation limit (R = 0) while dashed 
lines represent the adiabatic limit (R = 1).  
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is frequency dependent, and the interface conductance integrand is frequency 
dependent. To correct this oversimplification, I generalize my approach to allow the 
low-frequency channel to have N-temperatures. To limit the number of additional 
thermal property parameters in the model, I follow Ref. [21] and assume coupling 
between low-frequency phonons is negligible. Then, the two coupled differential 
equations in Eq. (5-11) and Eq. (5-12) become a system of N+1 coupled differential 
equations:  
2
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0 02
0
2
1 1
1 1 02
1
2
02
n
n
n
N N
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T g
T T
z
T g
T T
z
T g
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z
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 
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  (5-41) 
where  0 0 01 Ri C G    ,  1n n n ni C g     , R nnG g , 0T  is the 
temperature of the high-frequency phonon thermal reservoir, and 1T  to NT  
describe the temperature profiles of the N low-frequency channels. The value of RG
quantifies the rate of energy transfer from the high-frequency channel by radiation 
and absorption of low-frequency phonons[21]. The temperature profiles in Eq. (5-41) 
can be found in an identical manner to 1T  and 2T  in Eqs. 11 and 12. The only 
change is the matrices in Eq. (5-13)-(5-16) will have a rank of N+1 instead of 2.  
The characteristic polynomial for the eigenvalues is: 
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 
. (5-42) 
In the steady-state limit, n n ng   , and the length-scale of nonequilibrium 
between channels is given by 1  . Considering Eq. (5-42), I see that range of length 
scales describing nonequilibrium will be of order 0 RG  to M Mg , where M 
labels the channel with weakest coupling to the high-frequency thermal reservoir.  
In order to use an (N+1) temperature model to generate TDTR data, it is necessary to 
define (N+1) interface conductance values, thermal conductivities, heat capacities, 
and coupling parameters. To reduce the number of free parameters, I need 
frequency dependent expressions for these properties. For example, let channel i  
contain phonons with frequency   to   . Then its thermal conductivity can 
be approximated as  2( v ( 3i C         . The phonon-phonon scattering rate 
for low-frequency phonons can be approximated as 1 2
SB  
   , where SB  is 
the scattering strength. The low-frequency heat capacity can be approximated as 
 2 3 2( 3 2vBC k    . Assuming the low-frequency scattering time is equal to the 
thermal relaxation time between high- and low-frequency phonons allows the 
coupling constant of channel i  to be approximated as
 4 3 2( ) 3 2vi B Sg C k B           . Similarly, I can approximate the interface 
conductance of channel i  as  v 1 ( ) 4iG R C     . Now, the thermal 
parameters in the model are R , SB , v , Tot , TotC , and TotG . For Si0.99Ge0.01, 
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values of 176.5 10 sSB
  , 1 1Tot 44 W m  K
   , and 2 1Tot 260 MW m KG
  , 
0R  , v=6000 m/s , and 3Tot 1.65 J cmC
  result in excellent agreement between 
the (N+1) temperature model and experiment for N=20. In this calculation I included 
only phonons with frequencies between 0.5 THz and 3 THz in the low-frequency 
channel, and assumed modes with a frequency less than 0.5 THz do not carry heat 
because of Akhiezer damping[32]. I note that the value I derive for SB  depends on 
the value I assumed for R . A value of 176.5 10 sSB
   corresponds to 
14 1 13 10  W m  KRG
   , comparable to the value of 14 1 14 10 W m  Kg     derived 
using the two-channel model. 
 
5.4 N-Channel Ballistic/Diffusive Model 
In this section, I generalize the two-channel nonlocal model I derived in the 
prior section to N-channels and three dimensions.  The ballistic/diffusive model I 
define in this section will be relied on heavily for interpreting the experimental data 
in Chapter 6. 
The thermal response measured in TDTR experiments in heat-transfer problems 
where Fourier theory is invalid can be understood with a ballistic/diffusive model. By 
ballistic phonons I mean phonons with MFPs that are comparable to, or larger than, 
the important length-scales of the temperature-profile and therefore require a 
148 
 
nonlocal expression for the heat-current. By diffusive phonons, I mean phonons 
whose heat-current is well described by Fourier theory because their MFPs are 
shorter than the important length scales of the temperature-profile. The new 
ballistic/diffusive framework I describe here is based on the derivation presented in 
Aschroft and Mermin for   of a Drude metal,[33] and builds on my prior work in 
Ref. [34]. My ballistic/diffusive model draws on concepts outlined in two-fluid models 
for phonon transport described by Armstrong,[35] and more recently by Maznev et 
al..[21]  
High-wavevector phonons ( 0q q ), which contain the vast majority of the 
solid’s heat-capacity form a thermal reservoir.[21,35] In my model, the phonon 
wavevector that divides the high- and low- wavevector phonons, 0q ,  must meet 
the requirement that  0 0( )q w  and 0 p( )q d  so that all high-wavevector 
phonons are diffusive and the mean-occupation of all high-wavevector phonons at all 
positions is well described with a single temperature-profile,  ,T r z .  
The dominant inelastic scattering mechanism for low-wavevector phonons is 
three-phonon processes that involve two high-wavevector phonons[21,36] 
Therefore, I follow Maznev et al. and neglect coupling between low-wavevector 
phonons and assume that low-wavevector phonons are only coupled to high-
wavevector phonons. Then, the thermal reservoir transports heat both diffusively 
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and by radiating and absorbing the lower frequency phonons with
0q q  and the 
total heat-current at position   due to all phonons is 
   
0
0 NL( ( ),
j q q
J T J q  

    
, (5-43) 
where j  sums over polarizations, 0  is the total thermal conductivity due to 
phonons with 0q q  and  NL ( )J q  is the nonlocal heat-current due to phonons 
with a MFP  being radiated and absorbed from the thermal reservoir. The nonlocal 
heat-current across a plane, q , in a homogenous solid due to a low-wavevector 
phonon excitation is equal to the product of the difference in the number density of 
thermally excited phonons travelling in the positive and negative directions, 
    2n q D q , the excitation’s group velocity,  v q , and the difference in energy 
between excitations travelling in the positive and negative directions,  q , i.e. 
 NL v 2J nD q  , where n  is the Bose-Einstein occupation number and D  is 
the volumetric density of states. Here, the difference in thermally occupied states 
depends on the differences in temperature of the solid where and when the low-
wavevector phonons travelling in the positive and negative directions last scattered. 
Because the most important time-scale in my experiment, 1 / f , is much longer than 
phonon lifetimes, I can neglect any temporal lag when relating n  to T .Then, for a 
one-dimensional problem,[34] 
   NL
v
(q)
2
q
J C q T q 
.  (5-44) 
150 
 
Here, ( )T q is the average temperature difference between phonons with MFP 
( )q  travelling in the positive and negative direction.  
A physically intuitive approximation for T  at position   is[33]  
   (T T T        
,  (5-45) 
because, on average, phonons have traveled a distance  since last scattering.  A 
more general expression for T that also accounts for the probability of scattering 
at an interface is derived below. When the temperature profile near   can be 
accurately described by a first-order Taylor series,[33] i.e. 
( 2T T      , (5-46) 
the nonlocal expression in Eq. (5-44) for the heat-current reduces to the local 
expression known as Fourier’s law. In other words, Fourier’s law will accurately 
predict the heat-current due to phonon with wavevector q  provided Eq. (5-46) is a 
reasonable approximation. 
When the heat-transfer problem in a TDTR or FDTR experiment is purely 
diffusive, the distance heat can diffuse in one period of oscillation determines the 
through-plane length-scale of the temperature-profile and is known as the thermal 
penetration depth, pd Cf  .  In a ballistic/diffusive transport problem, this 
length-scale of the temperature-profile is decreased because ballistic phonons carry 
less heat than Fourier’s law predicts. Therefore, I can bound the through-plane 
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temperature-profile length-scale as less than 
pd  but larger than 
0
p 0d Cf  , 
where 
0  is the thermal conductivity of high-wavevector phonons. 
When the heat-transfer problem is not one-dimensional, I must integrate over 
all directions and Eq. (5-44) becomes 
 
 
 
2 2
1 1
,, , ' 'sin ' , ', ', , v
4
j
NL i j
j
C
J R i d d T R
 
 
      

    
. (5-47) 
where j  labels phonon polarization, 1 2 1,  ,  ,   and 2 are determined by 
direction i , R  is the probability of reflection for a Si phonon impinging on the 
metal/Si interface, and ,vi j  is the component of the group velocity of a phonon 
with polarization j  in direction i . In the radial direction , 1 0  , 2  , 
1     , 2 / 2  , and ,v v cos sini j j   . In the through-plane direction, 
1 0  , 2 / 2  , 1 0  , 2 2  , and ,v v cosi j j  . 
For the group of phonons that satisfy the limit pd  , Eq. (5-47) predicts the 
heat-current in through-plane direction is [37] 
  
M
1 v v
4
L L T TB
z
R C C
J T
 

 , (5-48) 
where LC  and TC  are the collective volumetric heat capacities of longitudinal and 
transverse phonons that satisfy pd , vL  and vT  are the average longitudinal 
and transverse group velocities of ballistic phonons, and MT  is the temperature of 
the metal transducer. In the r-direction, the heat carried by phonons with 0w  is 
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zero.   
Ballistic and diffusive phonons in my model are affected by the presence of a 
boundary in different ways. For the diffusive channel, I assume the boundary 
condition
0 0( 0)z zJ z G T    , is an adequate description of the effect of the 
interface on diffusive thermal transport. Here 0G  is the diffusive thermal 
conductance. For the ballistic channel, the heat-current across the interface is given 
by Eq. (5-47) with the exclusion of phonons travelling toward the metal surface, and 
can be viewed in terms of a ballistic conductance, ( 0)  z BJ z G T , where 
0(1 ) ( )v/4BG R C q q    is the conductance of ballistic phonons. Additionally, the 
presence of a boundary alters the heat carried by long MFP phonons in the substrate 
within a distance  of the interface, because the reflection and transmission of 
phonons alters T . I label this latter effect an interfacial nonequilibrium thermal 
resistance because the interface is preventing thermal equilibrium between phonons 
near 0z  .  
The expression for  NL ( )J q  in Eq. (5-47) converges to the Fourier theory 
prediction for the heat-current when ( )q  is much smaller than the length-scales of 
the temperature-profile. Therefore, the total heat-current predicted by Eq. (5-43) will 
not be sensitive to the value of 0q  chosen as long as Eq. (5-46) is satisfied for 
 0q q .  
153 
 
Self-consistent criteria for choosing the value of 
0
q for a given material can now be 
outlined. The requirement that Eq. (5-46) is valid for  0q  provides a restriction on 
how small 
0
q  can be. A restriction on how large 
0
q  can be is provided by my two 
assumptions that low-wavevector phonons have a negligible collective heat-capacity 
in comparison to high-wavevector phonons,    0 0C q q C q q   , and that the 
dominant scattering mechanism for low-wavevector phonons is absorption/emission 
from the thermal reservoir. The criterion that    0 0C q q C q q   will typically 
provide a stricter limit on the upper-bound of 
0
q  than the absorption/emission 
criterion because the spectral-distribution of the heat-capacity only depends on the 
density of occupied states, while the probability of a low-wavevector phonon 
scattering with two other phonons depends on both the density of occupied states 
and the three-phonon matrix element, and the three-phonon matrix element is 
larger for scattering events that involve high-wavevector phonons.[21] I set 0q   in 
all materials so that 0( ) (20 MHz) / 5pq d  for both longitudinal and transverse 
phonons, see supplementary Methods.  This satisfies the requirement that the total 
heat-current predicted by Eq. (5-43) is insensitive to 0q . Additionally, it leaves more 
than 90% of the total heat-capacity with the high-wavevector phonons in the 
materials I study here.  
5.4.1 Temperature of Ballistic Phonons 
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Calculations of the ballistic, i.e. nonlocal, heat-current with Eq. (5-47) requires 
an expression for the average temperature difference seen by phonons travelling in 
opposite directions with a MFP ,  , , , ,T R   . In this section, I derive an 
expression for  , , , ,T R   .  
The probability that a phonon scatters between time t  and t dt  is29 
exp( / )
dt
t 

 ,  (5-49) 
where   is phonon’s relaxation-time. Therefore, the probability that a phonon 
scatters between distance z  and z dz  is  
 exp( / v )
v
dz
z 

 , (5-50) 
where v  is the phonon group velocity. The energy of phonons with a MFP v z  at 
point z is determined by the temperature of the solid where these phonon last 
scattered.  In 1D with no interfaces, the average temperature of phonons travelling 
in the positive direction is3  
  
T( )
exp ( ) / v
v
z
z
z
x
T z x dx



   ,  (5-51) 
and the average temperature of phonons travelling in the negative direction is  
  
T( )
exp ( ) / v
v
z
zz
x
T x z dx


    . (5-52) 
The average temperature difference used in Eq. (5-47) is  
  , , , ,T R T T       . (5-53) 
In a TDTR or FDTR problem, the temperature-profile is not always one-dimensional, 
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so Eq. (5-53) needs to be generalized to three-dimensions. Supplementary Eqs. (5-51) 
and (5-52) in 3D at position   for phonons with MFP  become 
 
 0 0 0
0
', ', '
exp /
T x x y y z z
T x dx


  
  ,  (5-54) 
and 
 
 0 0 0
0
', ', '
exp /
T x x y y z z
T x dx


  
  .  (5-55) 
In the main text, temperature profile positions are labelled in cylindrical coordinates, 
0 0( , )r z  , due to the cylindrical symmetry of the temperature profile. Here, 
0 0y   and 0 0x r . Calculations with Eq. (5-47) are performed in spherical 
coordinates, and ' sin cosx x   , ' sin siny x   , 0 0z z , and ' cosz x  . 
I assume the scattering at an interface is specular, which simplifies the 
calculation computationally in comparison to the assumption that phonons scatter 
diffusely at the interface. However, both assumptions yield similar results. I also 
assume scattering at the interface is elastic, e.g. that one phonon impinges on the 
interface and one phonon reflect or transmits from the interface.  Therefore, 
interfacial-phonon scattering in my model is not thermalizing.   
To accommodate specular scattering at the interface when calculating the 
heat-current in the z-direction, the expression for T  , which represents the average 
temperature of phonons travelling away from the interface, needs to be modified to 
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     , , (1 ) ( )A B A C A B CT R R T T R T T T T T                   ,  (5-56) 
where 
 
 
0 /cos
0 0
0
', ', '
exp /
z
A
T x x y z z
T x dx


  
  , (5-57) 
    
  
1
M 0 0 0
0 0
/ cos sin cos , / cos sin sin
(1 )
exp / cos /
B
T x z z
T R
x z dx
     



   
  
   
 , (5-58) 
and 
 
 
  
0 01
0
0
0
/ cos sin cos ,
/ cos sin sin , cos
exp / cos /
C
x z x
T
z x xT R
x z dx
  
   



   
  
     
 
   
 . (5-59) 
Here, ( , )MT r z is the temperature of the bottom of the metal film at ( , )r z . The 
value of AT  is the average temperature of phonons that last scattered inelastically 
between the interface at 0z   and 0z .  The value of  
BT  is the average 
temperature of phonons that last scattered inelastically in the metal.  The value of 
CT  is the average temperature of phonons that reflected from the interface before 
arriving at 0z . I assume that the probability of phonons traversing the metal film and 
reflecting from the metal film’s surface and then reentering the substrate is zero 
because electron-phonon coupling and anharmonicity make phonon MFPs short in 
metals. In other words, I assume all phonons in the metal are in thermal equilibrium 
with each other. 
 Replacing the assumption of specular scattering with an assumption of diffuse 
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scattering adds an additional integral over   and   in the expression for CT , 
which is the temperature of  phonons travelling in the positive direction that 
reflected from the interface prior to their last thermalizing scattering event. Specular 
and diffuse assumptions yield similar results. Phonons travelling in the positive 
direction (away from the interface) that reflected from the interface prior to their last 
thermalizing scattering event will still have a similar temperature as phonons 
travelling in the negative direction (toward the interface). Therefore T  is small 
and the net heat carried by these phonons is small.  
To accommodate scattering at the metal/substrate interface when calculating 
the heat-current in the r-direction, ( 2)T    is given by Supplementary Eqs. 21-
24, and ( 2)T    is given by Eq. (5-54). The expression for ( 2)T     is 
 , 2 , A B CT R T T T            , (5-60) 
where 
 
 
0 /cos
0 0
0
sin cos , sin sin , cos
exp /
z
A
T x x x z x
T x dx

    

 
  , (5-61) 
    
  
1
Metal 0 0 0
0 0
/ cos sin cos , / cos sin sin
(1 )
exp / cos /
B
T x z z
T R
x z dx
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


  
  
   
  , (5-62) 
 
 
  
0 01
0
0
0
/ cos sin cos ,
/ cos sin sin , cos
exp / cos /
C
x z x
T
z x xT R
x z dx
  
   



   
  
     
 
   
 .  (5-63) 
For numerical efficiency, I replace   in the above integrals with 8  when 
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performing calculations.  
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CHAPTER 6 
ANISOTROPIC FAILURE OF FOURIER THEORY IN TDTR 
EXPERIMENTS 
 
Parts of this chapter were published in “Anisotropic failure of Fourier theory in 
time domain thermoreflectance experiments,” R. B. Wilson and D. G. Cahill, Nature 
Communications 5 5075 (2014). 
 
6.1  Introduction 
Heat transport is diffusive when heat carriers have mean-free-paths (MFP) 
shorter than important length-scales of the temperature profile. Heat transport is 
ballistic when heat carriers have MFPs comparable to, or larger than, important 
length-scales of the temperature-profile. In nonmetals, the dominant heat carriers 
are phonons that have a broad spectrum of MFPs and frequencies.[1,2] As a result, 
no single length-scale describes the transition from diffusive to ballistic thermal 
transport. Instead, as length-scales in a thermal transport problem decrease, Fourier 
theory has diminishing predictive power.[3-7]  
The breakdown of Fourier theory at small length-scales has implications for 
nanoelectronics [8] and nanostructured thermoelectric devices[9] and has received a 
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great deal of recent attention [1-7,10-14]. For example, deviations between Fourier 
theory predictions and experimental data have been reported to depend on (1) the 
width of the nickel heater lines in nanofabricated Ni/sapphire samples,[7] (2) the 
diameter of the heating pump-laser-beam, 02w , in time-domain thermoreflectance 
(TDTR) measurements of bulk Si between 30-100 K [4], (3) the spatial frequency of 
heating in thermal grating measurements of 400 nm thick Si membranes at 300 
K,[10] and (4) the frequency of periodic heating, f , in TDTR measurements of 
semiconductor alloys and some types of amorphous silicon between 80-420 K.[6,15]  
In TDTR, and the related technique of frequency-domain thermoreflectance (FDTR), 
f  sets the time-interval over which heat travels and, therefore, controls an 
important length-scale of the temperature-profile. When heat-flow is diffusive, this 
length-scale is known as the thermal penetration depth, pd Cf  , where   
is the thermal conductivity and C  is the volumetric heat-capacity. 
These experiments have greatly advanced understanding of thermal transport 
on nanometer to micron length-scales. However, unresolved issues preclude a 
complete picture of when and how Fourier theory will fail in a nanoscale thermal 
transport problem. For example, why do deviations between TDTR data and Fourier 
theory predictions sometimes depend on f  but not 0w  [6], and other times on 0w  
but not on f [4]?  
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All prior TDTR and FDTR studies have interpreted data that deviates from 
Fourier theory predictions as phenomena intrinsic to the phonon dynamics of the 
material being studied and have neglected the role of the interface. TDTR and FDTR 
experiments require samples be coated with a thin metal film to serve as an optical 
transducer, introducing a metal/sample interface to the heat-transfer problem. The 
interface causes a thermal resistance due to the reflection/transmission of phonons, 
i.e., interfacial-phonon scattering.[16] This thermal resistance is typically described 
with a radiative boundary condition on the heat-diffusion-equation, known as the 
interfacial thermal conductance.[17] This description implicitly assumes the 
temperature is well-defined at each side of the interface and that all phonons in the 
solid are in equilibrium with each other at all distances from the interface. Whether 
this assumption is justified in nanoscale thermal transport problems has long been 
controversial,[18] but it is particularly suspect in experiments where a significant 
fraction of heat-carrying phonons are ballistic. Despite this, experiments that cannot 
be explained using a radiative boundary condition for heat-transfer at the interface 
are rare.[5] 
Here, I report the results of three sets of experiments that examine how the 
failure of Fourier theory in TDTR experiments relates to the MFP distributions in 
solids and the transport properties of the metal/sample interface. In my first set of 
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experiments, I perform TDTR measurements of Si at room temperature with offset 
pump and probe beams, allowing for the independent determination of the through-
plane and in-plane thermal conductivities.[19] The beam-offset measurements 
demonstrate that varying 
0w  in a TDTR experiment more strongly affects the 
applicability of Fourier theory in the in-plane direction. In my second set of 
experiments, I perform TDTR measurements of Si, Si0.99Ge0.01, and Si heavily doped 
with boron (Si:B) as a function of 0w , f , and temperature. The Ge in Si0.99Ge0.01 
preferentially scatters high-frequency phonons due to mass disorder[20] while the 
boron in Si:B preferentially scatters low-frequency phonons due to hole/phonon 
scattering.[21] As a result, the MFP distributions are systematically different in Si, 
Si0.99Ge0.01 and Si:B, allowing us to relate differences in the phonon dynamics to 
differences in how Fourier theory fails. I posit that the thermal diffusivity of high-
wavevector phonons determines whether a failure of Fourier theory is observable in 
TDTR experiments as a function of f  or 0w . In materials whose high-wavevector 
phonons have a low thermal diffusivity, Fourier theory fails more readily as a function 
of f  than 0w .  In materials whose high-wavevector phonons have high thermal 
diffusivity, Fourier theory fails as a function of 0w . In my third set of experiments, I 
show treating interface transport with a radiative boundary condition on the heat-
diffusion-equation can be an inadequate description when length-scales of the 
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temperature-profile are comparable to phonon MFPs.   
A secondary goal of my work is to describe a ballistic/diffusive thermal model 
capable of explaining (1) why the failure of Fourier theory is anisotropic and (2) how 
interfacial-phonon scattering impacts the accuracy of Fourier theory predictions. 
Fourier theory fails in TDTR experiments because Fourier’s law is unable to predict 
the heat-current, J , due to long MFP phonons near temperature-profile minima 
and maxima (extrema). Fourier’s law fails near temperature-profile extrema because 
it uses a first-order Taylor-series approximation for the temperature-profile that is 
particularly inaccurate in proximity to locations where T  changes sign. 
  
6.2  Anisotropic Failure of Fourier Theory in Si 
For TDTR measurements of Si at room temperature with 0w  < 5 μm, I observe 
discrepancies between Fourier theory predictions and experimental data,[22] see Fig. 
(6-1). From my TDTR data I derive an apparent thermal conductivity, A , and an 
apparent interface conductance, AG , for each measurement by fitting the data with 
an isotropic diffusive model[19,23] that treats the   of Si, and interfacial thermal 
conductance between Al and Si, G , as fitting parameters. AG  is the value for G  
that produces the best-fit to the shape of decay of inT  with pump-probe delay-time, 
Dt . A  is the value for   that produces the best-fit to the out-of-phase 
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temperature response, 
outT . 
Beam-offset measurements, see Fig. (6-1b), suggest Fourier theory over-
predicts the thermal response of Si for a measurement with 
0w   1.05 μm and f  
= 9.8 MHz because Fourier theory over-predicts the in-plane component of the heat-
current, rJ . In other words, the solution of the heat-diffusion equation with an 
isotropic thermal conductivity of A  105 W m
-1 K-1 over-predicts the amplitude of 
the thermal response away from the center of the pump-beam. If I instead fit the 
data with an anisotropic model[19] that treats the through-plane and in-plane 
thermal conductivities, z  and r , as independent fitting parameters, I find z   
140 W m-1 K-1 and r   80 W m
-1 K-1.  The heat-current has two directional 
components, through-plane and in-plane, therefore I can only define apparent 
thermal conductivities for these directions. Adding additional fitting parameters 
cannot improve the fit because the fit is already excellent. 
That Fourier theory fails anisotropically helps resolve how prior TDTR studies 
of Fourier theory failure relate to each other. Prior studies that observed a 
dependence of A  on f  studied low   materials, such as semiconductor alloys 
and a-Si.[6,15]  These TDTR measurements observed a failure of Fourier theory in 
the through-plane direction because p 0d w , meaning the in-plane heat-current 
was negligible. On the other hand, the observation of Minnich et al. that A  of Si  
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depends on 0w  below 100 K was related to a failure of Fourier theory in the in-
plane direction.[4] That Fourier theory fails anisotropically has direct implications for 
the interpretations of prior experiments that assumed Fourier theory failed 
isotropically in 3D heat-transfer problems,[1,4,7,24]. 
  
  
167 
 
 
Figure 6.1. Anisotropic failure of Fourier theory. (a) Amplitude of measured in-phase 
and out-of-phase temperature response of 80 nm Al/Si at room temperature as a 
function of pump/probe delay time with 0w  = 1.05 and 10.3 µm (circles), and the 
prediction of an isotropic diffusive model with bulk thermal properties for Si and an 
Al/Si interface conductance of AG  = 250 MW m
-2 K-1 (lines). Bulk thermal properties 
for Si cannot explain the magnitude of outT  at 0w  = 1.05 µm; a thermal conductivity 
of A  = 105 W m
-1 K-1 is required to explain the data with an isotropic diffusive 
model (b) Amplitude of the measured out-of-phase temperature response at -100 ps 
delay time and 0w   = 1.05 µm, as function of offset distance between pump and 
probe beam centers. An anisotropic diffusive thermal model with r  = 80 and z  
= 140 W m-1 K-1 (red curve) is in good agreement with the data, while an isotropic 
value of A  = 105 W m
-1 K-1 (blue curve) over-predicts the amplitude of 
temperature oscillations away from the center of the pump beam. 
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6.3 Failure of Fourier Theory in Si, Si:B, and Si0.99Ge0.01. 
Comparisons between measurements of Si, Si:B and Si0.99Ge0.01 allows us to 
study how Fourier theory failure in TDTR experiments relate to differences in MFP 
distributions because hole/phonon and point-defect/phonon scattering produce 
controlled differences in the MFP distributions of these materials.[21] I quantify the 
impact of hole/phonon and point-defect/phonon scattering on the   of Si with 
thermal conductivity relaxation-time-approximation (RTA) models for Si, Si:B, and 
Si0.99Ge0.01 (see Supplementary Methods).[25] By RTA, I mean that I assume all 
scattering can be combined into a single frequency-dependent relaxation-time using 
Matthiessen’s rule, ignoring that normal phonon/phonon scattering is not resistive in 
isolation from other scattering mechanisms.[26] My relaxation time approximation 
models compare favorably to first-principles calculations [20,27,28], see Fig (6-2) and 
Fig. (3-4). 
The RTA model results for Si, Si:B, and Si0.99Ge0.01 are shown in Fig. (6-2) three 
ways: the thermal conductivity accumulation function , the heat-capacity spectral 
distribution, and the thermal conductivity spectral distribution. The thermal 
conductivity accumulation function is the cumulative contribution to the heat-
current from phonons with a MFP less than L ,[2] 
     
B 0
1 1
v
3
L
j j
j
L d c 

 ,  (6-1) 
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where j  sums over all three polarization branches, B  is the bulk thermal 
conductivity,   is the MFP, and v  is the group velocity. The heat-capacity 
spectral distribution is 
   
 
 v
dn q
c q dq D q q dq
dT
 , (6-2) 
where Bk  is Boltzmann’s constant,  D q  is the density of states, and  n q  is the 
occupation number. The thermal conductivity spectral distribution, )q , quantifies 
the heat carried by phonons with wavevector q ,  
     
21
v ( )
3
j j j
j
q dq dq c q q q  , (6-3) 
where  q  is the relaxation time. 
 In my discussion below, I refer to differences in )q  for high- and low-
wavevector phonons in different materials. I define high/low wavevector phonons as 
those with a q  larger/smaller than 0 max0.4q q  in Si and Si:B and 0 max0.25q q  in 
Si0.99Ge0.01. This definition of 0q  is chosen so that 0( )q  at room temperature is 
less than p(20 MHz) / 5d  so that all high-wavevector phonons have MFPs much 
shorter than the minimum length-scales of the temperature-profile. This definition 
for high/low wavevector phonons leaves the majority of the total heat-capacity (> 
90%) with high-wavevector diffusive-phonons [Fig. (6-2b)], meaning the mean-
occupation of the high-wavevector phonons defines the temperature-profile of the 
solid. I choose to frame my discussion in terms of high/low wavevector phonons 
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instead of short/long MFPs because several of my conclusions are based on 
comparing results for materials with controlled differences in  0q q   and 
 0q q  . 
 At room temperature, Fourier theory accurately predicts the thermal response 
of Si and Si:B up to f  17.6 MHz, but inaccurately predicts the thermal response of 
Si0.99Ge0.01, see Fig. (6-3a). (Fig. (6-3a) also includes measurements of A ( ) f for 
Si0.2Ge0.8 and Ge that are relevant to results presented in the next section but are not 
discussed here.) Phonons with  p 17.6 MHzd carry 50 W m-1 K-1 of heat in Si and 
30 W m-1 K-1 in Si0.99Ge0.01 [Fig. (6-2a)], making it difficult to explain the different 
behaviors for A ( )f  as only a length-scale effect. The most significant difference 
between Si and Si0.99Ge0.01 is  q  for 0q q   [Fig. (6-2c)]. Therefore, I suggest a 
second important factor in observing a failure of Fourier theory in the through-plane 
direction, aside from low-wavevector phonons with MFPs longer than experimental 
length-scales, is for high-wavevector phonons to have a small thermal conductivity,  
 
max
0
0
q
q
q dq   , and therefore small thermal diffusivity.  
Prior experimental studies that observed a dependence of A  on f  
emphasized the importance of temperature-profile length-scales being comparable 
to MFPs.[1,6,24] As I demonstrate in more detail in subsequent sections, another 
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factor causing 
A  to deviate from B  in the through-plane direction is interfacial-
phonon scattering. The interfacial-phonon scattering of long-MFP phonons reduces 
the effective thermal conductivity,      z z zK z J z T z  , of the sample near the 
interface, analogous to how boundary scattering reduces   of nanostructured 
materials.[2] (Here I use a different symbol for thermal conductivity, K  instead of 
 , to distinguish this effective property from the apparent values defined earlier.) 
The dependence of A  on f  is evidence that the interfacial thermal resistance is 
not isolated to the interface at 0z   as is assumed in standard analysis of TDTR and 
FDTR experiments.  
An equivalent way to consider the effect of the interface is as a boundary-
condition on the heat-current. The spectral distribution of the heat-current across 
the interface is proportional to    v q c q [17], while the spectral distribution of the 
heat-current in the solid is  q . This creates a spatial mismatch in the spectral 
distribution of the heat-current, resulting in a nonequilibrium between high- and 
low-wavevector phonons near 0z  . I label this effect an interfacial nonequilibrium 
thermal resistance, 1NEG
 . 1NEG
  quantifies the resistance between the high-
wavevector phonons that carry the heat across the interface and the low-wavector 
phonons that carry the heat in the solid.  
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In this context, the thermal diffusivity of high-wavevector phonons affects 
A ( ) f  two ways. A small value for  
max
0
0
q
q
q dq    corresponds to a larger  
1
NEG
 [3]. Additionally, a small thermal diffusivity increases the measurement 
sensitivity to 
zK  near 0z  , where the high- and low-wavevector phonons are not 
in equilibrium. The dependence of A  on f  occurs because the sensitivity to 
1
NEG
 , which is localized near 0z  , increases with increasing f  and shorter pd . 
The predictions of a ballistic/diffusive model (described in Ch. 5) that accounts for 
both shortened length-scales and interfacial-phonon scattering is in reasonable 
agreement with my data [solid lines in Fig. (6-3a)]. In my ballistic/diffusive model the 
heat-current from low-wavevector phonons is calculated with a nonlocal expression 
that reduces to Fourier’s law if MFPs are shorter than the temperature-profile length-
scales. The model makes no assumptions regarding how low-wavector phonon MFPs 
compare to temperature-profile length-scales. Fig. (6-4) shows how 
interfacial/phonon scattering and f  control the ( )zK z  predicted by my 
ballistic/diffusive model. I present further details of the ballistic/diffusive model 
calculations in Section 6.7. 
 At room temperature, Fourier theory does not accurately predict the 
thermal response of Si and Si:B for spot-sizes below 5 μm, see Fig. (6-3b). Beam-
offset measurements of Si:B and Si at f   9.8 MHz yield 74 10r    W m
-1 K-1  
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and 84 10r   W m
-1 K-1 at 0w  = 1 μm, respectively. Alternatively, I can resolve no 
dependence of 
A  on 0w  in Si0.99Ge0.01, despite   25 W m
-1 K-1 of heat being 
carried by phonons with 
0w   [Fig. (6-2a)]. For comparison, Si and Si:B have   
50 and 25 W m-1 K-1 of heat-carried by phonons with 
0w .  
The lack of a spot-size dependence for A  of Si0.99Ge0.01 suggests a second 
condition for an observable failure of Fourier theory in the in-plane direction, aside 
from low-wavevector phonons having 0w  , is for high-wavevector phonons to 
have a large 0 , and therefore high thermal diffusivity. TDTR measurements are 
more sensitive to      0 0 0r r rK r w J r w T r w      in high thermal 
diffusivity materials where the following condition is met: the magnitude of 
 0rJ r w  is comparable to the average magnitude of zJ  across p0 z d  . 
Making 0w  small enough to meet this condition in low thermal-diffusivity materials 
is challenging given diffraction constraints on 0w , but I expect A for Si0.99Ge0.01 
would be reduced at smaller spot-size. The predictions of my ballistic/diffusive model 
are in reasonable agreement with my data [solid lines Fig. (6-3b)].   
The temperature dependence of )q  in Si, Si:B and Si0.99Ge0.01 are 
systematically different. Therefore, varying the ambient temperature offers another 
avenue for relating Fourier theory failure in TDTR experiments to )q . In Si, both 
0 )q q   and 0 )q q   increase rapidly with decreasing temperature. In 
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Si0.99Ge0.01, mass disorder prevents a large increase in 0 )q q   with decreasing 
temperature. In Si:B, hole-phonon scattering prevents a large increase in 
0 )q q   
with decreasing temperature.  
Figure (6-5) shows measurements of 
A 0( )w  for Si, Si:B, and Si0.99Ge0.01 
between 40 and 300K. In Si, the spot-size dependence of A  is large, but the 
frequency dependence between 1 and 10 MHz is insignificant. I credit the increase in 
the spot-size dependence of A  as temperature decreases to large increases in 
both the thermal diffusivity of high-wavevector phonons and the MFPs of low-
wavevector phonons. The longer MFPs of low-wavevector phonons increases the 
percentage of ballistic phonons. The increase in thermal diffusivity increases 
measurement sensitivity to rJ  and decreases measurement sensitivity to zK  near 
the interface. In Si:B, A  is weakly dependent on 0w and has no observable f  
dependence because hole-phonon scattering prevents a rapid increase in 0 )q q  . 
The similarity in the temperature dependence of A  for Si vs. Si:B supports the 
hypothesis that when 0w  is small, Fourier theory is over predicting the heat-current 
from long-MFP phonons, as Minnich et al. posited.[4] 
In Si0.99Ge0.01, A  below 100 K does not approach the prediction of the RTA 
model for B  at any 0w   or f , indicating Fourier theory is grossly inaccurate for 
this heat-transfer problem because the majority of heat-carrying phonons have MFPS 
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longer than temperature-profile length-scales. I attribute the increase in spot-size 
dependence of 
A  for Si0.99Ge0.01 with decreasing temperature to a rapid increase 
of 
0 )q q  , along with the more slowly increasing thermal diffusivity of low-
wavevector phonons. 
Beam-offset measurements confirm the failure of Fourier theory is 
anisotropic at low temperatures. For example, fitting beam-offset data for Si at 77 K, 
9.8 MHz, and 0w  = 4.7 µm yields z   900 and r   300 W m
-1 K-1.  Similarly, 
fitting beam-offset data for Si0.99Ge0.01 at 120K, 1.1 MHz, and 0w  = 5 µm yields 
z   50 and r   30 W m
-1 K-1. 
My results for A  of Si agree with Ref. [4] if compared as a function of the 
root-mean-square of the pump and probe spot-sizes, but not if compared as a 
function of only pump spot-size. (My pump and probe spot-sizes are equal, but Ref. 4 
used different pump and probe spot-sizes.) In a linear heat-transfer problem, an 
exchange symmetry exists between thermometers and heaters. Therefore the TDTR 
measured thermal response must by symmetric to the exchange of the pump and 
probe beams. The exchange symmetry between thermometers and heaters exists 
because a linear problem can be solved with a Green’s function solution,
( , ; ' ')g t t  , where   demarks position, and Green’s functions possess the 
following symmetry: ( , ; ' ') ( ', '; , )g t t g t t      .[29] That the length-scale that 
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governs 
A  includes the probe spot-size is an important result, as any theoretical 
effort to derive MFP distributions from  A 0w  ignoring probe spot-size is 
incomplete.  
In addition to the experiments described above, I collected FDTR data for Si at 
room temperature between 1.1 and 17.6 MHz with 0w  = 2.55 and 4.7 μm. I derive a 
frequency independent value of A ( )f    120 W m
-1 K-1 for Si between 1 MHz and 
10 MHz with 0w   2.5 µm, while Regner et al. reported a A ( )f  for 0w   3.4 
µm that decreases from 125 to 90 W m-1 K-1  between 1 and 10 MHz. One possible 
source for this discrepancy is that while both TDTR and BB-FDTR measure the 
thermal response of the sample to periodic heating at frequency f , they do it by 
measuring different quantities. TDTR derives A from out| |T , while a BB-FDTR 
experiment derives A   from the phase lag between surface heating and surface 
temperature oscillations.[1] To test if this difference in measured quantities is the 
source of disagreement between my results and Regner et al., I collected FDTR of Al 
on Si data between 1.1 and 17.6 MHz for 0w  = 2.55 and 4.7 μm. As shown in Fig. (6-
6), my FDTR data are in agreement at all frequencies with the predictions of a 
thermal model using A  and G  derived from TDTR data collected at the same 
0w  and f   10 MHz. Therefore, the fact that BB-FDTR measures a phase lag, while 
TDTR measures out| |T  cannot not explain the large difference between my results 
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for 
A  of Si and those reported in Ref. [1].   
Instead, I propose that the large majority of the difference between my 
results and those reported in Ref. [1] is due to Ref. [1] neglecting the effects of weak 
electron-phonon coupling in Au in their data analysis. Because Au has weak electron-
phonon coupling, a significant amount of laser energy will be deposited in the Cr 
layer, not the surface of the Au layer [30]. Additionally, the weak electron-phonon in 
Au adds a nonequilibrium thermal resistance to the problem [30]. As a result, the 
assumptions made in Ref. [1] that heat is deposited and temperature is measured at 
the surface of the Au film, and that the Au/Cr bilayer has a negligible thermal 
resistance, are not justified.  
The effect of neglecting that the heat is deposited in a different location (Cr 
layer) from where the temperature is measured (Au layer) can be gauged by 
considering the magnitude of the three significant thermal resistances that exist in 
the BB-FDTR measurement of the Au/Cr/Si sample. First, the thermal resistance of 
the Au transducer and Au/Cr interface is  
1 1
Au Au Au/Cr Au AuR h g G h
     1.6 nm 
K W-1, where 162.2 10g   W m-3  K-1, Au  = 110 W m
-1 K-1, Auh  = 56 nm, and I 
estimate the electron-electron interface conductance between Au and Cr to be 
Au/CrG  = 4 GW m
-2 K-1.  This is the thermal resistance that exists between the Au 
surface, where the temperature is measured, and the Cr layer, where the heat is 
178 
 
deposited. Second, I estimate the thermal resistance due to the Cr film and Cr/Si 
interface to be 
Cr/SiR   3 nm K W
-1. Third, the thermal resistance across the thermal 
penetration depth of the Si is  Si Si/pR d f  .  At high frequencies, e.g. f  = 
100 MHz, 
SiR   3.5 nm K W
-1
.  Therefore, at  f  = 100 MHz, nearly 20% of the 
total thermal resistance in the heat-transfer problem is between the location where 
a significant fraction of heat is deposited (Cr film) and the location where 
temperature is measured (Au film), and neglecting that heat is deposited in a 
different location from where the temperature is measured will cause a considerable 
error. 
In Fig. (6-7), I compare the experimental data for the Au/Cr/Si sample 
reported in Ref. 1 to the predictions of a bi-directional two-channel thermal model 
that accounts for the effects of weak electron-phonon coupling in Au by splitting the 
electrons and phonons in the Au layer into different channels with distinct 
temperatures.[3] The bi-directional two-channel model assumes the energy from the 
laser is deposited in the middle of the 8 nm Cr layer, and that the temperature of the 
Au phonons is measured in the middle of the 56 nm Au layer. The BB-FDTR data 
agrees reasonably well with the predictions of the bi-directional two-channel model 
with a Si thermal conductivity of 130 W m-1 K-1.  Therefore, I conclude that the 
effect of weak-electron phonon coupling in the Au has an impact on the FDTR data 
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that is of comparable magnitude to any effect from Fourier theory failure. 
There are two other smaller issues that complicate TDTR vs. BB-FDTR data 
comparisons. First, a 56 nm Au film is not optically thick for a laser wavelength of 488 
nm, the pump wavelength used by Regner et al..  Approximately 5% of the laser 
energy will transmit through the Au/Cr film and be absorbed by the Si, which can 
also effect the measured signal and data analysis for the same reason that heat being 
deposited in the Cr layer matters. Second, a frequency independent value of AG  
and frequency-dependent set of values for A  cannot be uniquely derived from 
BB-FDTR measurements because the phase-lag is sensitive to both the interface 
conductance and thermal conductivity of the sample at all frequencies between 0.1 
and 200 MHz.  An experiment that collects only phase-lag information at N-
frequencies will have only N data points, which is not enough to uniquely determine 
N+1 parameters (N values for A ( )f  and 1 value for G ). 
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Figure 6.2. Thermal property spectra. Relaxation-time-approximation model 
predictions for the thermal transport properties of Si, Si0.99Ge0.01, and Si:B at room 
temperature [Eq. (3-15)]. (a) Thermal conductivity accumulation functions,  . First 
principles results from Ref. [27] and Ref. [28] for Si are included for comparison 
(green dashed and solid lines). (b) Spectral distribution of the heat-capacity. (c) 
Spectral distribution of the thermal conductivity. 
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Figure 6.3. Apparent thermal conductivities of Si, Si:B, and Si0.99Ge0.01. (a) Deviations 
between A ( )f  for Si, Si:B, Si0.99Ge0.01, Si0.2Ge0.8, and Ge (markers) and bulk thermal 
conductivity values (dashed lines). Solid lines are the predictions of a 
ballistic/diffusive model for thermal transport. (b) Deviations between A 0( )w  for 
Si, Si:B, and Si0.99Ge0.01 (makers) and their bulk thermal conductivity values (dashed 
lines). Solid lines are the predictions of a ballistic/diffusive model for thermal 
transport.   
  
a
b
1 2 5 10 20
5
10
20
50
100
200
Si:B
Si0.2Ge0.8
Si0.99Ge0.01
Ge
Si
 
 

A
(
W
 m
-1
 K
-1
)
frequency (MHz)
1 2 5 10 20
20
50
100
200
Si
0.99
Ge
0.01
Si
 
 

A

W
 m
-1
 K
-1
)
spot-size, w
0
 (m)
Si:B
182 
 
 
Figure 6.4. Ballistic/diffusive model predictions for through-plane effective 
properties. (a) Effective through-plane thermal conductivities of Si, Si0.99Ge0.01, Ge, 
and Si0.2Ge0.8 that are consistent with the predictions of my ballistic/diffusive model 
as a function of f . At low heating-frequency, the lower effective thermal 
conductivity near 0z   is the result of interfacial scattering reducing the heat-
current carried by long MFP phonons in comparison to Fourier’s law.  At high 
heating frequencies, the effective thermal conductivity is reduced further as the 
result of shortened length-scales. Included for comparison are bulk values derived 
from the time-domain response predicted by the ballistic/diffusive model [Fig. (6-
12)].  (b) Effective thermal conductance values for Si, Si0.99Ge0.01, Ge, and Si0.2Ge0.8 
that are consistent with the heat-current predicted by my ballistic/diffusive model as 
a function of f . The effective interface conductance decreases with increasing 
frequency because  0z   converges towards MetalT .  Included for comparison is 
AG  (dotted lines) derived from the time-domain response predicted by the 
ballistic/diffusive model [Fig. (6-12)]. 
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Figure 6.5. Low temperature apparent thermal conductivities of Si, Si:B, and 
Si0.99Ge0.01. Apparent isotropic thermal conductivity of Si (circles), Si:B (squares), and 
Si0.99Ge0.01 (down triangles) for 0w  = 5, 10, and 25 µm and f = 9.8 MHz, as a function 
of temperature. For Si0.99Ge0.01, A ( )T  at 1.1 MHz is also shown (up triangles). Solid 
lines are literature values for the thermal conductivity of bulk Si and a 3 µm thick 
thin-film of Si:B with a 1x1019 cm-3 doping level.[21,31] Dashed lines are the prediction 
of my RTA model for Si0.99Ge0.01, for which there are no prior low-temperature 
thermal conductivity measurements. The spot-size used to measure A  is indicated 
by color, red for 25 µm, black for 10 µm, and blue for 5µm. 
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Figure 6.6. Time-domain thermoreflectance versus frequency-domain 
thermoreflectance. (a) TDTR and (b) FDTR data with 0w  = 2.55 µm (red circles) and 
0w  = 4.7 µm (black circles) along with the predictions of a diffusive thermal model 
(lines). The two-techniques are in agreement. The values for the metal film thickness, 
77 nmh  , the heat capacity of Al, 3Al 2.42 J cmC
 , and the thermal conductivity of 
the Al film, 1 1Al 160 W m  K
   , in the diffusive thermal model were set based on 
picosecond acoustics, bulk values, and electrical resistivity measurements. The 
interface conductance, G = 250 MW m-2 K-1, and Si thermal conductivity, A , were 
chosen so that there was agreement between the TDTR measurement at 9.8 MHz 
and the model predictions. 
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Figure 6.7. Effect of weak electron-phonon coupling in Au/Cr transducer on BB-FDTR 
analysis. Comparison between BB-FDTR data from Ref. [1] (open circles) and the 
predictions of a bi-directional two-channel thermal model for a 56 nm Au / 8 nm Cr / 
Si system (solid black line). In this calculation, the Cr/Si interface conductance is set 
to G  = 300 MW m-2 K-1, the Si thermal conductivity is set to 130 W m-1 K-1, the Au 
electron thermal conductivity to 107 W m-1 K-1,[1] the Au phonon thermal 
conductivity to 3 W m-1 K-1,[3] the Au electron-phonon coupling constant to 2.2x1016 
W m-3 K-1,[30] the Cr thermal conductivity to 20 W m-1 K-1, the Au/Cr electron 
interface conductance to 4 GW m-1 K-1, the Au/Cr phonon-phonon interface 
conductance to 200 MW m-2 K-1, and the pump and probe spot-sizes were set to 0w  
= 3.4 µm. Included for comparison is the prediction of my standard multilayer 
thermal model that uses the same values for the thermal properties of Au, Cr, and Si, 
but neglects the thermal resistance due to weak-electron phonon coupling, and 
assumes heat is deposited at the sample surface instead of in the Cr layer, as was 
assumed by the authors of Ref. 1 (red dashed line). 
 
6.4 Role of the Interface 
Standard analysis of TDTR and FDTR data treats interfacial transport with a 
radiative boundary condition on the heat-diffusion-equation, 
   00 0zJ z G z    , where 0G  is the interface conductance of diffusive 
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phonons [17] , 
      0
1
1 v
4
j j j
j
G dq R q C q q 
.  (6-4) 
Here, 
jR  is the probability that a phonon with polarization j   impinging on 
the interface from the sample side reflects and is believed to be determined by 
interfacial bonding strength, interface disorder and morphology, and the vibrational 
properties of both the sample and metal-transducer.[16,32] Using Eq. (6-4) assumes 
that the thermal resistance from interfacial/phonon scattering is localized to 0z  , 
not spread across a finite length-scale determined by phonon MFPs. This assumption 
is overly simplistic; interfacial/phonon scattering should affect the heat-current over 
a length-scale comparable to the MFPs of the heat-carrying phonons.  
Measurements of AG  for Si, Si0.99Ge0.01, Si0.2Ge0.8, and Ge crystals coated with 
Al after native -oxide removal demonstrate that Eq. (6-4) is an inadequate description 
of interface transport for Al/Si0.99Ge0.01 and Al/Si0.2Ge0.8. The measurement results, 
shown in Fig. (6-8), have two features inconsistent with the description offered by  
Eq. (6-4): the dependence of AG  on f , and the significant differences between 
AG  of Si vs. Si0.99Ge0.01 and of Si0.2Ge0.8 vs. Ge. 
The dependence of AG  on f  for Si0.99Ge0.01 and Si0.2Ge0.8 is consistent with a 
reduced effective thermal conductivity of the sample, z z zK J T  , near the 
interface due to an interfacial nonequilibrium thermal resistance, 1NEG
  . For each 
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TDTR measurement, I have two pieces of data that determine 
AG  and A : the 
shape of decay of  
in D( )T t , and the magnitude of the out-of-phase thermal-
response, 
outT  [Fig. (6-1)]. The shape of the decay of  in D( )T t  depends on G  and 
 zK z  . Here,   is the distance heat travels in 3.5 nanoseconds, the maximum 
delay-time. outT , which determines A , depends on the average value of zK  over 
the distance heat travels in  1 / f ,  pzK z d . As f  increases, outT  becomes 
more sensitive to  zK z   because pd  decreases, and therefore A  decreases 
[Fig.(6-3)]. In the thermal model I use to derive A  and AG  [23], I assume solid 
  is homogenous, i.e. that    p z AzK z d K z      . If this is false, the only 
way the diffusive thermal model can still fit the frequency-independent shape of 
in D( )T t , which it must to fit the data, is for AG  to depend on f . Therefore, the 
dependence of AG  on frequency suggests an inhomogenous z ( )K z . AG  and A   
that increase and decrease, respectively, with increasing frequency suggests 
  AzK z     , and  0 AG G , consistent with the ballistic/diffusive model 
predictions, see Fig. (6-4).  
The large differences in the magnitude of AG  for Si, Si0.99Ge0.01, Si0.2Ge0.8, and 
Ge are consistent with my hypothesis that a 1NEG
   is related to observations of 
Fourier theory failure in the through-plane direction.[3]  In most TDTR experiments, 
pd  is much larger than the length-scale of the nonequilibrium near the interface,[3] 
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and therefore 1
NEG
  causes a reduced value of 
AG   in addition to any reduced 
value of 
A . My ballistic/diffusive model predicts 
1
NEG
  is largest, and therefore 
AG  will be smallest, for materials whose high-wavevector phonons have small 0 . 
This is consistent with my results: 
AG for Si0.2Ge0.8 is smaller than AG for either Ge 
or Si, AG  for Si0.99Ge0.01 is smaller than AG  for Si.  
To summarize, I explain the difference in magnitude and 
convergence/divergence of  AG f  for Si vs. Si0.99Ge0.01 and Ge vs. Si0.2Ge0.8 with a 
1
NEG
  whose length-scale and magnitude are largely independent of f . What 
changes with f  is measurement sensitivity. The magnitude of 1
NEG
  is included in 
the value of AG  of the alloys at low f  [Fig. (6-8)], but moves to A  at high f  
[Fig. (6-3)] because 
p
d  becomes comparable to the length-scale of nonequilibrium. 
Thus far, I have posited that interfacial-phonon scattering is related to 
observations of Fourier theory failure in the through-plane direction based on results 
for A and AG  of SiGe alloys. Now, I present another set of experiments that 
supports this hypothesis: measurements of A  for Si and MgO at low temperature 
with different metal-transducers and interface conditions. 
In Fig. (6-9), I show the impact of the interface on A  of Si at 300 K and 0w  = 
10.3 μm. For 0w   10.3 μm, r zJ J , and therefore A z   . TDTR 
measurements of Al/11nm SiO2/Si and Ta/2 nm SiO2/Si show A  values that 
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deviate outside my error bars from the bulk thermal conductivity value for Si of 142 
W m-1 K-1.[22,31]    
In Fig. (6-10), I compare the effect of the interface and spot-size for Si and MgO 
at 48, 83 and 144 K. The magnitude of transducer dependence of 
A  for both Si 
and MgO at these temperatures is on the order of 100 W m-1 K-1. In MgO, this is a 
~30% change, comparable to the effect of changing from a 25 μm to 5 μm spot-size. 
The large transducer-dependence in MgO is evidence that significant heat is carried 
by non-diffusive phonons, and that Ta serves as a better thermal sink for these 
phonons than Al does. 
I propose two possible factors for why Ta is a significantly better thermal sink 
for MgO phonons than Al. First, in its simplest form, the diffuse mismatch model  [17] 
(DMM) for interfacial phonon scattering posits that an MgO phonon of frequency   
impinging on an interface with a metal will have a reflection probability that equals 
the ratio of the phonon density of states in MgO at frequency   to the phonon 
density of states in the metal at frequency  . Ta has a higher density of states for 
low-frequency phonons than Al, therefore a DMM-type description of interfacial 
scattering predicts a smaller probability of R for the Ta/MgO sample than Al/MgO. A 
second possible factor is the measured interface conductance for Ta/MgO is lower 
than Al/MgO at all temperatures, and therefore the magnitude of the metal 
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temperature, 
MT , relative to the average temperature in the MgO is higher than in 
the Al/MgO system.  
 
 
 
Figure 6.8. Effect of mass-disorder on apparent interface conductance. Apparent 
interface conductance of Si (black squares), Si0.99Ge0.01 (red circles), Si0.2Ge0.8 (green 
circles) and Ge (orange squares) along with the predictions of a ballistic/diffusive 
model (solid lines). The value of AG   for Si shown here differs from the value 
reported in Fig. (6-1) because the data in Fig. (6-1) is for a sample that did not have 
the native oxide removed prior to Al deposition. The low thermal diffusivity of 
Si0.99Ge0.01 and Si0.2Ge0.8 results in a large interfacial nonequilibrium thermal 
resistance that effects the value of AG  at low f , resulting in a lower value of AG  
than is observed for Si or Ge. 
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Figure 6.9. Effect of interface on Si apparent thermal conductivity. Deviations of A
from B  = 142 W m
-1 K-1 for Al/Si and Al/ 11 nm SiO2 / Si (open markers), Ta / Si and 
Ta / 2nm SiO2 / Si (filled markers) at 0w  = 10.3 µm as a function of f . The solid and 
dashed lines are the predictions of a ballistic/diffusive model that assumes all low 
wavevector Si phonons that impinge on the interface reflect (R = 1) or transmit (R = 
0). 
 
 
 
Figure 6.10. Effect of interface on low temperature Si and MgO apparent thermal 
conductivity. Effect of spot-size and transducer/interface on A  for Si and MgO at 
48, 83, and 144 K. For comparison, I include the results of Ref. [4] plotted as a 
function of the root-mean-square of the pump and probe spot-sizes used in their 
experiment. In MgO, the interface has an effect on the value of A  comparable to 
that of 0w  . 
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6.5 Importance of Temperature Profile Extrema 
Here, I use my ballistic/diffusive model, described in Chapter 5 and Section 
6.7, to gain insight into the anisotropic failure of Fourier theory in TDTR 
measurements. The predictions of the ballistic/diffusive model support my 
conclusions that (1) the Fourier theory failure in TDTR experiments at small spot-sizes 
is due to an inability of Fourier’s law to accurately predict
r
J , and (2) zK  is lowered 
near the interface because of interfacial-phonon scattering.  
A simple approach for determining whether Fourier theory is accurate for a 
given heat-transfer problem is to compare the predictions of ballistic and diffusive 
expressions for the heat-current. In Fig. (6-11), I compare the predictions of diffusive 
and ballistic expressions for the heat-current (Fourier’s law and Eq. (5-47)) for the 
measurement of Al/Si shown in Fig. (6-1). For these calculations, I approximate the 
temperature-profile by solving the heat-diffusion-equation using an Al/Si interface 
conductance of 0G  = 250 MW m
-2 K-1 and thermal conductivity of Si of B = 142 W 
m-1 K-1. This represents the expected temperature-profile if Fourier theory did not fail 
at small 0w .  
Fourier’s law fails most significantly near temperature-profile extrema for 
three types of long-MFP sub-populations of the Si phonons [Fig. (6-11a)-(6-11d)]: (1) 
phonons travelling in opposite directions in the in-plane direction across 0r  , (2) 
193 
 
phonons travelling in opposite directions in the through-plane direction that reflect 
at the interface at 0z  , and (3) phonons travelling in opposite directions in the 
through-plane direction that transmit across the interface at 0z  . The first-order 
Taylor series approximation of the temperature-profile Fourier’s law uses is grossly 
inadequate for cases (1) and (2) due to the sign change of  dT dr  at 0r  and 
dT dz  at 0z  . (The plane of 0z   is a virtual extrema in the through-plane 
direction because reflected phonons see a mirror image of the temperature-profile.) 
As a result, Fourier’s law over-predicts the heat-current from phonons described by 
cases (1) and (2) . Fourier’s law is also inaccurate for phonons travelling in the 
through-plane direction that transmit at the interface, case (3). However, the under-
prediction of the heat-current is less than in cases (2) and (3), because this group of 
phonons still see a significant temperature difference, T . While Figs. (6-11b)-(6-
11d) only illustrates the failure of Fourier’s law for phonons with a MFP of 2 µm at 
two specific positions, the illustrations in Figs. (6-11b)-(6-11d) are representative of 
why Fourier theory fails near temperature-profile extrema. 
The illustrations in Fig. (6-11) qualitatively explain why the failure of Fourier 
theory is anisotropic in TDTR measurements of Si even when 0w  and pd  are 
comparable. The majority of phonons with MFPs longer than the in-plane length-
scale traverse the hot-region without scattering [Fig. (6-11b)], meaning these 
194 
 
phonons won’t carry significant heat. In contrast, a significant percentage of long 
MFP phonons, 1 R ,  travelling in the through-plane direction see the hot metal 
film, [Fig. (6-11d)], and will therefore carry significant heat.   
Because Fourier’s law over-predicts 
rJ  near 0r   [Fig. (6-11b)], and over-
predicts zJ  near 0z   for phonons that reflect from the interface [Fig. (6-11c)], 
the failure of Fourier theory is anisotropic, spatially inhomogeneous, and depends on 
the probability of phonons reflecting from the interface. I show this in Fig. 6.11(e-h) 
by comparing the average heat-current magnitude from phonons with a 1 µm MFP 
predicted by Fourier’s law to the predictions of my ballistic/diffusive model in the 
adiabatic ( 1R  ) and radiative ( 0R  ) limits.  
A key insight of the calculations shown in Fig. (6-11) is that the accuracy of 
Fourier’s law at predicting  ,J r z  depends on the proximity of  ,r z  to a 
temperature-profile extrema. Therefore, increasing f  or decreasing 0w  has 
multiple effects by altering both length-scales and sensitivities (see Supplementary 
Note 1). Shortening length-scales by increasing f  or decreasing 0w  increases the 
percentage of low-wavevector phonons that are not in local equilibrium with high-
wavevector phonons.[4,6] Additionally, increasing f  or decreasing 0w  alters the 
sensitivity of the measurement to the effective   near temperature-profile 
extrema, where a significant fraction of low-wavevector phonons are out of thermal 
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equilibrium with high-wavevector phonons because of the sign-change in   (Fig. 
(6-11b)-(6-11d).  
For example, decreasing 
0w  shortens the in-plane temperature-profile 
length-scale, causing Fourier’s law to be a poor approximation for a  larger percentage 
of phonons. Additionally, since the maximum in rJ  occurs at 0r w  (Fig. 6-11e), 
decreasing 0w  moves the maxima of the in-plane heat-current nearer the extrema 
at 0r   (Fig. 6-11h) where high- and low-wavevector phonons are never in thermal 
equilibrium.  Finally, decreasing 0w  increases rJ  in comparison to zJ , increasing 
the measurement’s sensitivity to r , Fig. (2-6). 
 Similarly, increasing f  has two effects. First, it shortens the temperature-
profile length-scale, which further reduces effK  across the measurement volume.  
Second, it increases the sensitivity of the measurement to the magnitude of effK  
near the interface where eff BK   because of the interfacial nonequilibrium 
thermal resistance. My ballistic/diffusive model predicts that eff ( )K z  is only weakly 
dependent on f , see Fig. (6-4), meaning that the primary effect of changing f is to 
alter the sensitivity to of the measurement to effK  near the interface. 
My qualitative explanation for my results can be summarized as follows: (1) 
interfacial-phonon scattering near 0z   and temperature-profile symmetry about 
0r  cause the spectral distribution of the through- and in-plane heat-currents to 
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differ from  q  (Eq. 6-3), (2) the length-scale across which the spectral 
distribution of the heat-current converges towards  q  is determined by phonon 
MFPs,  q , and (3) when the measured surface temperature depends on the heat-
current in regions where the spectral distribution differs from  q , deviations from 
Fourier theory are observed. I consider this qualitative description robust because it 
does not depend on the microscopic transport properties of long MFP phonons, i.e. I 
expect any transport model that makes similar predictions for the spectral 
distribution of the heat-current at the interface and away from the interface to yield 
similar predictions for  A f  and  AG f . For example, the predictions of my 
ballistic/diffusive model for Si0.99Ge0.01 are similar to the predictions of a simpler but 
less physically rigorous diffusive two-channel model. 
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Figure 6.11. Ballistic versus diffusive predictions for the heat-current. (a) Amplitude 
of temperature oscillations predicted by the heat-diffusion-equation for 80 nm Al/Si 
sample undergoing sinusoidal surface heating at  f  = 10 MHz and 
0w  = 1 μm. (b-
d) Qualitative comparison between the first-order Taylor series approximation of the 
temperature-profile used in Fourier’s law (red lines), 2 T  , and the temperature-
profile actually seen by 2 µm MFP phonons (black lines) with the trajectories 
illustrated by the arrows in (a). The first-order Taylor series that Fourier’s law uses  
[Eq.(5-46)] is a poor approximation for the temperature-profile seen by phonons that 
are (b) travelling in the in-plane direction across 0r  , and (c) travelling in the 
through-plane direction after reflecting from the interface at 0z  . (e) Average 
magnitude of Jr  and Jz  predicted by Fourier’s law for the temperature-profile in 
(a). The color-axis is normalized to the maximum value predicted by Fourier’s law, 
which occurs in the z-direction at 0r z  , and in the r-direction at 0z   and 
0r w . TDTR measurements are most sensitive to transport properties in the regions  
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(Fig. 6.11 continued) where the heat-current is largest. (f-g) Ratio of the average 
magnitude of Jz  and Jr  predicted by Eq. (5-47), to the predictions of Fourier’s law 
for 1 µm MFP phonons. The heat-current profiles shown in (f) assume all 1 µm mean-
free-path phonons reflect at the interface, 1R   (adiabatic limit). The heat-current 
profiles shown in (g) assume 1 µm MFP phonons transmit at the interface, 0R   
(radiation limit). (h) Magnitude of the heat-current predicted by Eq. (5-47) relative to 
Fourier’s law at two representative points. The red-curves are for 
rJ  at r = 1 μm and 
z = 150 nm. The blue curves are for the 
zJ  at r = 0 and z  = 500 nm. These two 
points are selected because they are representative of how Fourier’s law over-
predicts the heat-current in the regions the measurement is most sensitive to the 
effective thermal properties. Solid lines were calculated assuming 1R   (adiabatic 
limit), while the dashed lines were calculated assuming 0R   (radiation limit).  
 
6.6 Discussion 
My ballistic/diffusive model predicts that the spectral distribution of heat 
carried by low-wavevector ballistic phonons, NLJ , is not equal to  0q q   
within a length-scale of the interface comparable to  because of interfacial-
phonon scattering. For sufficiently short through-plane length-scales of the 
temperature-profile, TDTR is sensitive to this region where the spectral distribution 
of NLJ  is not equal to  0q q  , explaining the dependence of A  on f in 
alloys.  
Prior TDTR and FDTR studies have explained deviations between A  and 
B  by assuming phonons with MFPs longer than some experimental length-scale 
are ballistic and do not contribute to A .[1,6,11]  This is equivalent to the 
explanation offered by my ballistic/diffusive model in the limit that TDTR is 
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measuring ( )zK z  , i.e. the through-plane temperature-profile length-scale is less 
than ,  and the heat carried by diffusive phonons is much greater than the heat 
carried by ballistic phonons, 0 NLT J  , where 0  is the thermal conductivity 
of the high-wavevector diffusive-phonons.  
Whether the condition that 0 NLT J   is met depends on the phonon 
dynamics of the material being studied. The amount of heat carried by ballistic 
phonons in the through-plane direction near the interface,  NL 0J z  , depends 
on the spectral distribution of ( )v(q)c q  for low-wavevector ballistic-phonons [see 
Eqs. 9-10 in Methods], while 0  depends on )q  for high-wavevector diffusive-
phonons. For materials like Si0.2Ge0.8, where only phonons with max0.1q q  have 
MFPS longer than the length-scales of the temperature-profile, the assumption that 
0 NLT J   is reasonable since phonons with max0.1q q have little heat-
capacity [Fig. (6-2b)]. In materials such as Si, Si0.99Ge0.01, and MgO, where the 
majority of heat is carried by phonons with max0.1q q  , significant deviation from 
Fourier theory implies phonons with a non-negligible ( )v(q)c q  are ballistic. 
Therefore, NLJ  may or may not be negligible depending on 0  and R . 
My results are relevant for efforts to use TDTR and FDTR as a MFP 
spectroscopy technique.[1,4,24] Observations of Fourier theory failure in the 
through-plane and in-plane direction are both sensitive to the MFP distribution of 
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solids [Fig (6-11h)]. In materials where a measurement of 
r  is possible with laser 
spot-sizes on the order of microns, e.g. materials with a high thermal diffusivity, it 
will be simpler to extract information concerning MFP distributions from 
measurements of  0r w   rather than measurements of z  because rJ is less 
sensitive to interface effects than zJ . That rJ  is less sensitive to R  than zJ  can 
be seen in Fig (6-11f)-(6-11h). For example, the difference between the adiabatic and 
radiative limits for zJ  in Fig. (6-11h) is much larger than for rJ . That interfacial-
phonon scattering impacts rJ  less than zJ  is analogous to boundary-scattering 
having less impact on the in-plane   of a thin-film than on the through-plane .[2]  
My study provides insight into a long standing issue regarding the definition 
of temperature and phonon mediated heat-transfer across interfaces.[18] The 
concept of an interfacial thermal conductance implies an abrupt temperature-drop at 
crystal boundaries, which is consistent with molecular dynamics (MD) simulations 
that define the temperature of individual atoms with their kinetic energy. However, 
whether an equilibrium concept such as temperature can be rigorously defined on 
length-scales shorter than the MFPs of heat-carrying phonons has long been 
controversial.[18] My ballistic/diffusive framework offers insight into this dilemma. 
High-wavevector phonons are in thermal equilibrium with each other on short 
length-scales, and it is primarily the occupation of high-wavevector phonons that 
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determine the kinetic energy of atoms (Fig. 6-11b). MD simulations are measuring
eff 0z z
G J

  , which is different from AG   when AG  includes a significant 
interfacial nonequilibrium thermal resistance, 1
NEG
  , as is the case for SiGe alloys. 
 In conclusion, I performed TDTR experiments on Si, Si0.99Ge0.01, Si:B, and MgO 
as a function of 0w , f , and temperature. These experiments provide three insights 
into how Fourier theory fails in TDTR experiments. First, in measurements with small 
0w , the primary effect of the small spot-size is to cause a failure of Fourier theory in 
the in-plane direction. Second, the thermal diffusivity of high-wavevector phonons 
determines whether measurements can resolve a failure of Fourier theory in the in-
plane or through-plane directions for 20 MHzf   and 0 1 mw   at room 
temperature. Third, an interfacial thermal conductance is not adequate in a 
ballistic/diffusive heat-transfer problem. To accurately describe the effect of the 
interface on ballistic/diffusive heat-transfer problems, it is necessary to consider how 
the reflection and transmission of phonons prevents thermal equilibrium between 
heat-carrying phonons near the boundary (Fig. 6.11c-d). 
  
6.7 Ballistic/Diffusive Model Calculations 
For calculations with my ballistic/diffusive model (shown in Fig. 6-3 and 6-8), I 
divide the phonons with 0q q  into 40 channels (20 transverse channels and 20 
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longitudinal channels). Each channel has a different MFP and different heat-capacity 
that is determined by the RTA model.  The value of 
0  is set equal to the 
collective thermal conductivity predicted by my RTA model of phonons with 
0q q .  
I use Gauss-quadrature with twenty nodes to numerically solve the integrals derived 
in the preceding section. I set 0q  = 0.4 maxq  in Si, Ge, and Si:B , 0q  = 0.2 maxq  in 
Si0.99Ge0.01 for longitudinal phonons and 0q  = 0.27 maxq  for transverse phonons, and 
0q  = 0.12 maxq  in Si0.2Ge0.8 for longitudinal phonons and 0q  = 0.18 maxq  for 
transverse phonons.  These values of 0q  were chosen so that 0( )q  at room 
temperature for both longitudinal and transverse phonons in all materials is less than
(20 MHz) / 5pd  for that material. I fixed R=0 in these calculations, meaning these 
calculations correspond to the radiation limit. The diffuse mismatch model prediction 
for the probability of reflection of a Si phonon at an Al/Si interface is 0.23R  .  
Using this value instead of 0R   yields similar results with slightly reduced values 
of A  at high f . I fixed the interface conductance of the diffusive phonons to 0G  
= 225 MW m-2 K-1 for Si and 0G  = 175 MW m
-2 K-1 for Ge so that my 
ballistic/diffusive model would accurately predict the value of A (10MHz)G . In other 
words, I treat G0 as a fitting parameter for these two materials but not Si0.99Ge0.01 and 
Si0.2Ge0.8. I fix 0G  for Si0.99Ge0.01 and Si0.2Ge0.8 from the 0G  values for Si and Ge by 
assuming mass-disorder does not affect the probability of reflection. For Si0.99Ge0.01, I 
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set  
0G  300 MW m
-2 K-1.  The extra 75 MW m-2 K-1 of conductance in 0G  for Si-
0.99Ge0.01 in comparison to Si corresponds to the radiation limited conductance for 
phonons with wavevectors in the range 0.25 0.4q  , which was added in order to 
account for the fact that I set 
0q  to a lower value in Si0.99Ge0.01 than in Si, and 
therefore the diffusive channel in Si0.99Ge0.01 includes more phonons than it does for 
Si.  For the same reason, the value of 0G  for Si0.2Ge0.8 was set equal to  
225 MW m-2 K-1, 50 MW m-2 K-1 higher than the diffusive conductance I use for Ge.  
This accounts for the radiation limited conductance of Si0.2Ge0.8 phonons with 
wavevectors 0.15 0.4q   that are part of the diffusive channel in Si0.2Ge0.8 but not 
in Ge.   
To calculate the temperature evolution in the time-domain with my 
ballistic/diffusive model, I numerically calculate the time evolution of the 
temperature-profile following surface heating from a single pulse by using the finite 
difference expression 
 
( )
( )
t J t
T t t T t
C z
  
    
 
, (6-5) 
where J  is given by Eq. (5-43).  In this calculation I assume the in-plane 
temperature gradient is negligible, e.g. that the problem is one-dimensional in the 
through-plane direction.  This is justified because on nanosecond time-scales 
because the distance heat can travel is only a few hundred nanometers, much less 
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than the laser spot-sizes in my experiments. 
 I give the top 11.4 nm of the metal film an initial temperature of 1 K with an 
adiabatic surface boundary condition to s imulate the optical absorption of a laser 
pulse in my TDTR experiment. Additionally, I assume the temperature at z  > 2 µm 
in the substrate is zero.  Modifying this value to 4 µm made no appreciable 
difference in the result because 2 µm is larger than the distance heat can travel in 
two nanoseconds. The values I used for t  and z  were 0.2 ps and 11.4 nm.  
Figure S7 displays my results for the temperature-decay of the Al/Si, Al/Si0.99Ge0.01 , 
Al/Ge, and Al/Si0.2Ge0.8 samples.  
 The finite difference calculation for the temperature-response over 2 ns is 
computationally intensive, taking approximately 12 hours to calculate on a standard 
commercial PC. To compare to my experimental data, I need to be able to resolve 
time-scales on the order of 1 / f  , which are as large as 0.5 µs. Below I outline an 
approach for deriving effective thermal conductivities, z ( )K z and (z)rK , from my 
ballistic/diffusive model for a specific f  and 0w . These effective thermal 
conductivities result in a temperature-profile that is consistent with the 
ballistic/diffusive model’s predications for the heat-current.   
 My procedure for deriving these effective thermal properties is an iterative 
process with four steps: (1) I generate the temperature-profile predicted by the heat-
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diffusion equation with ( , ) (z)z zr z K   and  ( , ) ( )r rr z K z  , with a radiative 
boundary condition between the metal-transducer and sample 
eff( 0)zJ z G T   , 
where 
effG  is the effective interface conductance, (2) I calculate the average 
magnitude of ( , )zJ z r  and 0( , )rJ r w z  over one temperature oscillation that is 
predicted by Fourier’s law with (r, ) (z)z zz K   and  ( , ) ( )r rr z K z  , and that is 
predicted by my ballistic/diffuse model [Eq. (5-43)], (3) I increase or decrease 
( )zK z , effG , and rK  by the percentage that diffusive theory with the effective 
thermal properties over- or under-predicts ( , )zJ z r  and ( , )rJ r z , and (4) repeat 
until the predictions made by Eq. (5-43) and Fourier’s law with ( )zK z  and rK   for  
the average magnitude of ( , )zJ z r  and ( , )rJ r z  are within 5% of each other for 
the region defined by 1.5 pz d  and 01.5r w . Three to four iterations is sufficient. 
In step (1) of the first iteration of this process, I use B  as an initial guess for 
( )zK z  and rK  , and A (10 MHz)G  as an initial guess for eG  . Fig. (6-13) 
illustrates this process for Si at 1 MHz. I conducted this iterative procedure to derive 
effective interface conductances and effective through-plane thermal conductivities 
for Si, Si:B, Si0.99Ge0.01, Ge, and Si0.2Ge0.8 for f  between 0.5 and 20 MHz and 0w  = 
10 μm, and  effective in-plane thermal conductivities for Si, Si:B, and Si0.99Ge0.01 for
0w  between 1 and 25 μm at f  = 1 MHz.  I show the results for ( )zK z of  Si,  
Si0.99Ge0.01, and Si0.2Ge0.8 as a function of f   in Fig. (6-4), and 0( , )rK z w  for Si in 
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Fig. (6-14).   
In order to compare with the experimentally derived values of 
A  and AG  
shown in Figs. 6.3, 6.8, and 6.9, I use the effective thermal conductivities as inputs to 
my diffusive thermal model and generate hypothetical TDTR signals. I also include an 
additional thermal resistance at the bottom of the Al film to account for 
nonequilibrium between electrons and phonons,  
1/2
1
ep Al pG g

   , where 
17
Al 4.9 10g   W m
-3 K-1 [33], and I estimate the lattice thermal conductivity of Al to 
be 5p   W m
-1 K-1.  I use the thermal conductivity and interface conductance 
values derived by fitting the ballistic/diffusive model predictions in the time-domain 
[Fig. (6-12)] to generate the hypothetical values of the in-phase TDTR signals. I use 
the values of  zK z , ( )rK z , and effG  derived with my iterative procedure to 
generate hypothetical values of the out-of-phase TDTR signals. I then fit the 
hypothetical predictions for /in outT T   with the same thermal model I analyzed my 
experimental data with in order to derive model predictions for A  and AG  as a 
function of f  and 0w .  The A ( )f , A ( )G f  , and A 0( )w  curves derived in 
this manner are shown in Figs. 6.3, 6.8, and 6.9 as solid lines.  
To summarize how I fixed my model parameters, once 0q  is fixed so that all 
high wave vector phonons are diffusive, and the RTA models are used to fix the MFPs 
and heat-capacities of the short wavevector phonons, the only free parameters in 
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the ballistic/diffusive model are 
0G  and R .  I fixed 0R   for all samples and 
calculations with the exception of Figs. 6.9 and 6.11.  Figures 6.9 and 6.11 include 
both the adiabatic and radiative limits of my model’s predictions, and is 
representative of the effect that varying R has on the calculations. I fixed 0G  for Si 
and Si0.99Ge0.01 based on TDTR measurements of Si. I fixed 0G  for Ge and Si0.2Ge0.8 
based on TDTR measurements of Ge. Therefore, my model predictions for A  of Si, 
Ge, Si0.99Ge0.01, and Si0.2Ge0.8 involve no fitting parameters. My model predictions for 
AG  of Si and Ge involve one fitting parameter ( 0G ), and my model predictions for 
AG  of Si0.99Ge0.01 and Si0.2Ge0.8 involve no fitting parameters. The A  predicted by 
my ballistic/diffusive model is insensitive to 0q  and 0G ; for example, a 5% change 
in either results in less than a 0.2% change in A  predicted for Si0.99Ge0.01 at 10 
MHz.  AG  predicted by my model is sensitive to 0G ; for example, a 5% change in 
the value of 0G  results in a 3% change in AG  predicted for Si0.99Ge0.01 at 10 MHz.  
The accuracy of my ballistic/diffusive model predictions depends on four factors: (1) 
the accuracy of my RTA model’s predictions for the thermal conductivity spectral 
distribution  q , (2) the accuracy of my assumptions regarding interfacial-phonon 
scattering, (3) the accuracy of my assumption that only diffusive phonons store a 
significant amount of heat, and (4) the accuracy my nonlocal expression for the heat-
current [Eq. (5-47)]. Therefore, the accuracy of quantitative predictions could be 
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improved in future work with a more sophisticated model. For example, my model’s 
treatment of interfacial transport assumes, without rigorous justification that low-
wavevector phonons impinging on the interface from the nonmetal side have a 
constant reflection probability (usually zero), and that a radiative boundary condition 
is a valid description of interfacial transport for high-wavevector phonons.  My 
model’s requirement that the vast majority of a solid’s heat-capacity is due to 
phonons with MFPs much shorter then temperature-profile length-scales limits its 
applicability to problems where the vast majority of thermally-excited phonons do 
not require a nonlocal expression for the heat-current, precluding my 
ballistic/diffusive model from making predictions at low temperatures. My nonlocal 
expression for the heat-current does not distinguish between elastic and inelastic 
scattering, which should have different effects on the non-equilibrium length-
scale.[11] Finally, another weakness in my model predictions is that in order to 
predict the thermal response of my samples at 1 / f  time-scales, I used my 
ballistic/diffusive model to derive effective thermal properties, ( )zK z  and ( )rK z , 
as inputs for the heat-diffusion-equation. A fully rigorous calculation would be self-
contained by directly calculating the thermal response of the solid on 1 / f  
timescales. 
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Figure 6.12. Ballistic/diffusive model predictions for time-domain response. (a) 
Ballistic/diffusive model predictions for the time-decay of the Al/Si and Al/Si0.99Ge0.01 
surface temperature following a single heat pulse (black and red circles).  For 
comparison, I include the predictions a diffusive thermal model (dashed lines) with 
A  = 145 W m
-1 K-1 and AG  = 360 MW m
-2 K-1 for Si and A  = 44 W m
-1 K-1 and 
AG  = 330 MW m
-2 K-1 for Si0.99Ge0.01.  A best fit to the time-decay predicted by the 
ballistic/diffusive model with a diffusive thermal model (solid lines) gives A  = 125 
W m-1 K-1 and AG = 360 MW m
-2 K-1 for Si, and  A  = 21 W m
-1 K-1 and AG  = 330 
MW m-2 K-1 for Si0.99Ge0.01. (b) Ballistic/diffusive model predictions for the time-decay 
of the sample surface following a single heat pulse at the sample surface for Ge and 
Si0.2Ge0.8 (orange and green circles).  For comparison, I include the predictions a 
diffusive thermal model (dashed lines) with A  = 60 W m
-1 K-1 and AG  = 250 MW 
m-2 K-1 for Ge and A  = 9.5 W m
-1 K-1 and AG  = 225 MW m
-2 K-1 for Si0.2Ge0.8.  A 
best fit to the time-decay predicted by the ballistic/diffusive model with a diffusive 
thermal model (solid lines) gives A  = 52 W m
-1 K-1 and AG = 250 MW m
-2 K-1 for 
Ge, and  A  = 4.4 W m
-1 K-1 and AG  = 225 MW m
-2 K-1 for Si0.99Ge0.01. 
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Figure 6.13. Derivation of through-plane effective thermal conductivity with 
ballistic/diffusive model. (a) Effective thermal conductivity,  zK z , used in the 
diffusive thermal model to generate the temperature-profiles shown in (b).  (b) 
Temperature-profiles predicted with a diffusive thermal model at select times for the 
( )zK z curves shown in (a) and assuming a heat-flux boundary condition at the metal 
surface of Laser 0 cos(2 )J A ft  with f  = 1 MHz. (c) Heat-current predicted by the 
ballistic/diffusive model (solid lines) and Fourier’s law with B( )zK z   (dashed 
lines) for the temperature-profiles shown in (b) in black. When zK  used to generate 
the temperature-profile in the solid is set to B  (dashed lines), the 
ballistic/diffusive model predicts a heat-current that is lower than Fourier’s law near 
z  = 0.  (d) Heat-current predicted by the ballistic/diffusive model (solid lines) and 
Fourier’s law with ( )zK z  (dashed lines) for the temperature-profiles shown in (b) in 
red. For this case, the predictions of Fourier’s law with ( )zK z are in good agreement 
with the predictions of the ballistic/diffusive model at all times. 
  
0.1 1 10
0
50
100
150
200
 
 
K
z
(z
)
z (m)
0.1 1 10
-1
0
1
 
 
T
 (
K
)
z (m)
0.1 1 10
-40
-20
0
20
40
60
 
 
J
 (
M
W
 m
-2
)
z (m)
0.1 1 10
-40
-20
0
20
40
60
 
 
J
 (
M
W
 m
-2
)
z (m)
a b
c d
t=0
t=0.33/f
t=0.66/f
t=0
t=0.33/f
t=0.66/f
t=0
t=0.33/f
t=0.66/f
211 
 
 
 
Figure 6.14: Ballistic/diffusive model predictions for in-plane effective properties. 
(a) Effective in-plane thermal conductivity, ( )rK z  , of Al/Si for a measurement with 
a laser spot-size of 1.2 μm and f  = 1 MHz.  Included for comparison is the bulk 
thermal conductivity (dashed line).  (b) Average magnitude of the heat-current 
predicted by the ballistic/diffusive model (black lines) to the predictions of Fourier’s 
law with the ( )rK z  shown in (a) (red dashed lines). 
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CHAPTER 7 
LIMITS TO FOURIER THEORY IN HIGH THERMAL 
CONDUCTIVITY SINGLE CRYSTALS 
 
7.1  Introduction 
In Chapter 6, I showed that my observations for Si with a small laser spot-size are 
consistent with the predictions of a ballistic/diffusive model and a phonon-phonon 
relaxation rate of the form  
 
2
21
6
n
i BVK
M V
B c D
M

  

 
   
 
. (7-1)  
Here, BVKD  is a realistic phonon density of states as predicted by Born-von-Karman 
lattice dynamics models, ic  is the isotope concentration, V  is the volume per 
atom, 2n  , and B  is the scattering strength. 
In this chapter, I will use TDTR measurements of  A 0w  for other high thermal 
conductivity crystals to determine whether the mean-free-path distribution of heat 
carrying phonons in Si is typical or atypical. In other words, I will use TDTR to probe 
the mean-free-path distributions of other high thermal conductivity single crystals. I 
focus on SiC and diamond because of their potential use as a high thermal conductivity 
heat spreaders for improved thermal performance of nanoelectronics [1,2]. 
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I performed TDTR measurements on Al coated Diamond, 6H-SiC, GaP, Ge, MgO, 
GaAs, and GaSb single crystals with a wide range of laser spot size radii, 0.7 µm < 
0w  
< 12 µm. The TDTR data for all crystals are in agreement with predictions of Fourier 
theory with bulk thermal conductivity values when 
0w  ≈ 12 µm, see Chapter 2. 
However, significant differences between the predictions of Fourier theory and TDTR 
measurements of GaSb, GaAs, Ge, GaP, SiC, and diamond are observed for 
measurements with 0w  < 2 µm.  
My study accomplishes two goals. First, my study shows that with the 
exception of diamond, the deviations from Fourier theory are consistent with a 
model that assumes phonon scattering times that decrease quadratically with 
frequency. Second, I experimentally characterize the anisotropic failure of Fourier 
theory in SiC and diamond and show that deviations from Fourier theory do not, at 
the length scales considered here, need to be considered when analyzing the 
potential benefits of diamond as an improved heat-spreader in high power RF-
devices.  
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7.2  Results 
To examine whether the relaxation time defined in Eq. (7-1) can adequately 
explain  A 0w  of crystals other than Si, I define relaxation time approximation 
models for for GaSb, MgO, GaAs, Ge, GaP, and SiC. I use a quadratic function to 
approximate the phonon dispersion [3].  I fix the scattering strength of the 
transverse polarized phonons to twice the scattering strength of the longitudinal 
phonons because this ratio of scattering strengths in Si allows the model to accurately 
predict the effect of isotopic and Ge mass disorder on the thermal conductivity of Si 
(Chapter 3). I assume phonons with frequency less than 0.5 THz do not carry significant 
heat due to Akheizer’s damping [4] and Herring processes [5].  Finally, I fix the 
longitudinal scattering strength of each crystal with literature values for the thermal 
conductivity. For SiC, I use the root-mean-square of the thermal conductivities 
perpendicular and parallel to the c-axis to fix the scattering strength. Figure 7.1 shows 
the relaxation time approximation model predictions for the thermal conductivity 
accumulation function of each crystal.  
Multiple prior studies of diamond’s thermal properties suggest that mean-free-
path distribution of heat carrying phonons in diamond is narrower than in other 
crystals, e.g. Si. A first-principles calculation of diamond’s thermal conductivity 
predicts a narrow accumulation function [6]. Experimental studies report that carbon 
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isotopes reduce the thermal conductivity of diamond by 30%, while Si isotopes 
reduce the thermal conductivity of Si by only 9% [7,8]. Mass disorder preferentially 
suppresses the heat-carried by high frequency phonons, therefore a large isotope 
effect is consistent with a spectral distribution of the thermal conductivity weighted 
towards high frequency phonons. Finally, the thermal conductivity of polycrystalline 
diamond often closely approaches the thermal conductivity of single crystals [9]. If 
50% of the heat is carried by phonons with mean-free-paths in excess of 2 µm, grain 
boundaries would have a larger effect than is observed. For these reasons, I also 
define a model for diamond with n = 1 that predicts a narrower accumulation 
function, see Fig. 2.  The isotope effect predicted by our relaxation time 
approximation model for diamond increases from 9 to 24 % when n  is decreased 
from 2 to 1. With n = 1, my model predicts 80% of the heat is carried by phonons 
between 0.3 and 5 µm, in agreement with the first-principles prediction of 0.3  
to 5 µm [10]. 
Following the approach we outlined in Ch. 5 and 6, I use the RTA model for each 
material in combination with a ballistic/diffusive model to make theoretical 
predictions for  A 0w , see the solid lines in Fig. 7.2. The theoretical calculations of 
 A 0w  assume that Fourier’s law is an adequate description of the through-plane 
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transport in the crystal; i.e., Fourier’s law is only inaccurate when describing the in-
plane heat-current.   
The difference between  A 0 1 mw    and  A 0 12 mw   varies 
between 15% for GaAs and Ge to 25% for SiC, see Fig. 7.2. (
A  of MgO decreases 
~10% with decreasing 0w , however the decrease is comparable to our error bars of 
10%  at 0w  ≈ 1 µm.) For all of the single crystals but diamond, the predictions of 
the ballistic/diffusive model are consistent with the TDTR data, suggesting that any 
differences that exist between the mean-free-path distributions of SiC, GaP, Si, GaAs, 
Ge, MgO, and GaSb are not important for predicting heat transport in these crystals 
at the length scales I study here. 
 For diamond, I observe much smaller deviations from Fourier theory than my 
theoretical calculations predict with 2n  , indicating 2n . In other words, 
 A 0w  of diamond suggests the spectral distribution of diamond’s thermal 
conductivity is weighted towards high frequency phonons. Theoretical predictions 
based on an 1n   scattering rate are in better agreement with my TDTR 
measurements, see the dashed dotted line in Fig. 7.2. 
To better understand the deviation between my TDTR measurements of SiC 
and diamond and the predictions of Fourier theory, I performed beam-offset 
measurements and derived apparent in-plane thermal conductivity values for these 
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materials at several laser spot-sizes, see Fig. 7.3. The in-plane direction for the SiC 
measurement is the a-b plane of the hexagonal crystal. Consistent with my prior 
work on Si, the majority of the difference between  A 0 2 mw    and  
 A 0 12 mw    for SiC and diamond is due to a failure of Fourier theory in the in-
plane direction. At 0w  ≈ 1.2 μm, r ≈ 340 W m
-1 K-1 for SiC and  
r ≈ 1850 W m
-1 K-1 for diamond. 
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Figure 7.1. Relaxation time approximation model predictions for the thermal 
conductivity accumulation function of various high thermal conductivity single 
crystals. All models assume the phonon scattering rate increases quadratically with 
frequency, with the exception of the dashed dotted line for diamond which assumes 
the phonon scattering rate increases linearly with frequency. 
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Figure 7.2. Deviations between A 0( )w  for GaSb, MgO, GaAs, Ge, GaP, Si, 6H-SiC, 
and diamond (makers) and their bulk thermal conductivity values (dashed lines). 
Solid lines are the predictions of a ballistic/diffusive model for thermal transport. For 
diamond, the dashed dotted line assumed a phonon scattering time that increases 
linearly with frequency, while the solid line assumed a phonon scattering time that 
increases quadratically with frequency.  
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Figure 7.3. In-pane thermal conductivities of diamond and SiC derived from beam-
offset measurements. 
 
7.3 Discussion 
In chapter 6 I posited that a suppressed value for r  at small laser spot size is 
partially due to interfacial phonon scattering and partially due to spot-size effects [11]. 
The effect of interfacial phonon scattering should not depend strongly on 0w . 
Therefore, measuring r  with a large 0w  enables me to separate these two effects 
experimentally.  I was unable to do this for Si because my measurement lost 
sensitivity to r  of Si when 0w  > 3 µm. Here, the high thermal diffusivity of 
diamond allows me to measure a r  = 2100 W m
-1 K-1 at 0w  ≈ 5 µm. I conclude 
that, in diamond, ≈ 10% of the observed reduction in r  relative to the bulk thermal 
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conductivity is due to interfacial-phonon scattering, while the larger deviations 
observed at 
0w  <  5 µm are due to the dimensions of the heater becoming 
comparable to the dominant phonon mean-free-paths. 
 Finally, I conclude by discussing the implications of my study for ongoing efforts 
to use SiC and diamond as high thermal conductivity heat spreaders [12]. My results 
indicate that a breakdown of Fourier theory is not an important consideration for this 
thermal management problem for the following three reasons. First, the magnitude 
of the ballistic/diffusive effects will be smaller in CVD polycrystalline diamond than for 
single crystal diamond because phonon scattering by grain-boundaries reduces the 
amount of heat carried by long mean-free-path phonons. Second, at least for high 
electron mobility GaN devices, the substrate thermal conductivity is a major factor in 
thermal performance only when the active region undergoing self-heating has 
dimensions exceeding 1 μm [13].  When dimensions are less than 1 μm, thermal 
performance is largely determined by the thermal conductivity of the GaN [13].  
Finally, one motivator for making devices with submicron dimensions is to increase 
the density of devices. For a sufficiently high areal density of heat-sources, a significant 
in-plane temperature gradient will not exist. In the absence of an in-plane 
temperature gradient, the predictive power of Fourier theory in the in-plane direction 
is unimportant.   
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CHAPTER 8 
CONCLUSIONS 
 
Time-domain thermoreflectance is a powerful tool for probing nanoscale thermal 
transport. I have used this tool to make several significant discoveries. 
I provided the first experimental evidence indicating that the interfacial form of 
the Wiedemann-Franz law is valid by measuring G  of Pd/Ir metal-metal interfaces 
and comparing my results to measurements of the electronic interface resistance. 
I defined a simple material property, maxG , that is a useful tool for estimating the 
interface conductance of strongly bonded crystals. The conductances I have 
measured for systems with clean interfaces lie in a relatively narrow range, 0.25Gmax 
< G < 0.7Gmax. Identifying the limits to the interface conductance that are intrinsic to 
the constituent materials, and not intrinsic to properties of the interface, is an 
important step towards a complete microscopic understanding of interfacial thermal 
transport.  
 I have proposed a new and simple framework for understanding 
nonequilibrium thermal transport near an interface. The interface causes a spatial 
mismatch in the spectral distribution of the heat-current. As a result, local thermal 
equilibrium between phonons will not exist over a length-scale comparable to the 
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phonon mean-free-paths. My framework is consistent with the large differences I 
observe for 
AG  of Si and SiGe alloys. Standard theories for the interface 
conductance cannot explain the large differences I observe.  
In parallel with my work, several groups have also proposed theoretical models to 
explain the limitations of Fourier theory in TDTR and FDTR experiments. Ref. [1] 
proposes that deviations from Fourier theory can be explained with a spherically 
symmetric solution to the Boltzman transport equation that assumes a frequency 
independent mean-free-path. Ref. [2] explains the dependence of A   on heating 
frequency with a nonlocal model and concluded that A   doesn’t deviate from bulk 
values in single crystals such as Si because of a phase shift in the temperature 
oscillations caused by ballistic transport. My ballistic/diffusive model, which assumes 
effective thermal conductivities can adequately capture ballistic effects, cannot 
account for that type of deviation from Fourier theory. Ref. [3] has proposed that the 
dependence of A  on heating frequency in alloys is because heat flow is 
superdiffusive due to the strong frequency dependence of point-defect scattering. 
Ref. [4] solved the 3D Boltzman transport equation for a thin Al film on Si in the time-
domain using first-principles calculated mean-free-path distributions. They 
concluded that large deviations from Fourier theory should be observable in both the 
in-plane and through-plane direction in Si. However, because the sensitivity in a TDTR 
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experiment comes from the thermal response of the sample on 1 / f  time-scales, 
not nanosecond timescales, their results are not directly comparable to TDTR 
measurements. In order for the predictions of various theories for nondiffusive 
transport to be reconciled, validated, or invalidated, new experimental probes of 
temperature and heat flow are needed that can offer improvements in spatial and 
temporal resolution. 
 A significant benefit of analyzing the problem in terms of the spectral 
distribution of the heat-current is that the qualitative picture remains unchanged 
irrespective of model details. Regardless of whether the thermal transport near the 
interface is described with a two-channel model (Ch. 5), a ballistic/diffusive model 
(Chs. 5 and 6), a nonlocal model [2], a numerical solution to the Boltzman transport 
equation [4], or a superdiffusive model [3], the spectral distribution of the heat-
current cannot change abruptly. Therefore, a region of nonequilibrium near the 
interface must exist as the spectra distribution of the heat-current evolves.  
 Finally, I have demonstrated that when the laser spot-size is comparable to 
mean free paths of heat carrying phonons, the effective thermal conductivity tensor 
is anisotropic. TDTR measurements of Si with offset pump and probe beams allowed 
me to independently determine of the apparent through-plane and in-plane thermal 
diffusivities.  
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