Abstract. Segmentation of noisy or textured images remains challenging in both accuracy and computational efficiency. In this paper, we propose a new approach for segmentation of noisy or textured images that exist widely in real life. The proposed approach finds the mean values of different pixel classes more efficiently and accurately than the benchmark expectation maximization (EM) and K-means methods. With these mean values, the segmentation is achieved by clustering the pixels to its nearest mean. When too much noise is left for the presegmentation result or when textured objects are involved, we propose transforming the density distribution of labeled pixels into grayscale distribution by down-sampling the image with a bicubic function. An optimal threshold is automatically selected from the slope difference distribution of the histogram for the final segmentation. The extracted boundary is then refined by an energy minimization function with the detected edges when enough clear edges can be obtained. A large variety of images are used to validate the proposed approach, and the results verify its effectiveness in segmenting both noisy and textured images.
Introduction.
Image segmentation plays an important role in computer vision problems. Due to the variety and complexity of the images captured in the real world, robust segmentation of the objects from the background remains a bottleneck for many types of images, e.g., segmentation of the remote sensing images that are usually characterized as noisy or textured. Much of the past research work has been directed at stochastic modeling methods [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] . Usually, the stochastic modeling methods assume that the image is a Markov random field (MRF) which complies with Gibbs distribution [3] , [4] . The Gibbs distribution characterizes the interaction of the neighboring pixels. Thus, it belongs to the local property of the image. Markov chain Monte Carlo (MCMC) [6] , [13] is a popular way to estimate the parameters of the Gibbs distribution. Unfortunately, it does not converge to correct labeling in most cases for the segmentation. Thus, its application to segmentation problems is very limited. In addition, its effectiveness in estimating the Gibbs parameter is limited only to some specific textured images. In contrast to the local property, stochastic modeling methods assume different pixel classes complying with the Gaussian distribution [7] , [8] , which is the global property of the image. Usually, the expectation maximization (EM) algorithm [2] , [9] is used to estimate the means and variances of different pixel classes, and its effectiveness has been widely accepted. However, the computation complexity of EM is not satisfactory, which greatly limits its applications.
As the most representative stochastic modeling method, maximum a posteriori (MAP) combines the local property and global property of the image and tries to find an overall optimal estimation of the Gibbs parameters and the Gaussian parameters. However, its computation complexity becomes intractable with the increase of image resolution and the number of the pixel classes. To deal with the intractability of computation complexity, different methods have been proposed, e.g. iterated conditional modes (ICM) [3] , dynamic programming [4] , and maximization of local energy and global energy [6] . Unfortunately, none of these methods has achieved satisfying accuracy and computation complexity in segmenting noisy or textured images. An alternative research direction is to use the graph cuts method [14] to segment noisy or textured images. However, its poor performance does not make it attractive for segmenting noisy or textured images. Past research [7] has combined MAP and graph cuts to segment noisy images. Since those authors use just graph cuts to find the solutions of MAP, their approach can be classified as the MAP method.
Besides the above stochastic modeling methods, level set and active contour based methods [15] , [16] , [17] , [18] , [19] , [20] , [21] , [22] have been proposed to segment noisy images, and some of them are very effective in finding the fuzzy boundaries. However, their computational complexity becomes frustrating when the resolutions of the object and the image become large. In [23] , the authors tried to estimate the noise and then remove it by a nonlocal principal component analysis (PCA) method. However, they dealt only with MRI images, which have relatively low noise levels.
In this paper, we propose a new approach to segmenting noisy or textured images robustly and efficiently. This new approach computes the means of different pixel classes from the slope difference distribution of the histogram, which is more accurate and efficient than the EM method. The segmentation is acquired by clustering the pixels to the closest mean. Due to the noise and isolated textures, we propose a density-to-grayscale transformation method to unite the isolated textured parts or to remove the noise. To segment the transformed image, we also compute the optimal threshold from the slope difference distribution of the histogram. To refine the boundary of the segmented object, the energy function between the extracted boundary and detected edges is defined and minimized. This paper is organized as follows. Section 2 analyzes the image property of noisy or textured images and describes the proposed approach. In section 3, both synthesized images and real images are segmented to validate the proposed approach. Section 4 concludes the paper.
Methods.

Image analysis.
The property of the noisy or textured images includes (1) the local property, which is characterized by Gibbs distribution; and (2) the global property, which is characterized by Gaussian distribution [2] , [3] , [4] , [5] , [9] .
The Gibbs distribution characterizes the image as an MRF X = {X S }, which has a joint distribution 
where U (x) is the energy function and V c (x) is the potential function associated with clique c. Z is the normalizing partition function, which is defined over the whole lattice L. The potential function V c (x) for a non-single-site clique c is defined as (4) V c (x) = −β; all values are equal, β; else.
The parameter set θx which characterizes the neighborhood system can be written in the form θx = {β 1 , β 2 , β 3 , β 4 , β 5 , β 6 , β 7 , β 8 }. MCMC can be used to estimate the parameter set θx for some specific textures. Unfortunately, it fails in estimating the parameter set correctly for most images (both textured and nontextured). For example, it estimates θx as {0. 18 [6] , an iterative method based on the estimated parameter set is used to converge the segmentation result by EM. In this research work, the method in [6] is modified as a gradient descent iterative (GDI) method that iterates according to the following equation until it converges:
where I 1 (u, v) = I (u, v) denotes the pixel value at position (u, v) in the original image. l denotes the least iteration number to which (5) converges. The Gaussian distribution characterizes the image as random variables {Y n , 0 < n < MN +1} with the class labels {X n , 0 < n < MN + 1}. Each l x label takes on possible values and is denoted as X n ∈ {0, . . . , l x − l}. The conditional distribution of Y n given X n is formulated in the Gaussian format
where μ xn and σ 2 xn are the mean and variance of the class label x n . The marginal Gaussian distribution of y n is given by the equation
where π m is the probability that the class label takes on the value m. The distribution of the entire observed image sequence is {Y n , 0 < n < MN + 1}, formulated as follows: In [4] , [5] , [6] , and [9] , the EM algorithm was used to find the parameter set θy = μ 0 , σ 2 0 , . . . , μ lx−1 , σ 2 lx−1 , which maximizes the probability P (y). Its drawbacks are that (1) the convergence rate is very slow with the increase of the image resolution and the number of pixel classes, and (2) the accuracy is affected greatly by the magnitude of noise.
The MAP segmentation combines the local property (equation (1)) and global property (equation (8)) of the image and is characterized by the posteriori distribution
For computational simplicity, its logarithm format is usually used. Combining equations (1), (2) , (7), and (8), we get the MAP formulation with joint local property and global property, (10) ln
From the above equation, it is seen that it is intractable to maximize the parameters θx and θy at the same time. Hence, in [6] , a pseudo-MAP method is proposed to maximize the Gibbs distribution (the first two terms in equation (10)) and Gaussian distribution (the third term in equation (10)) independently. However, when the magnitude of noise is big or the textures are isolated far away from each other, MAP alone cannot segment the object as a whole, which will be illustrated in this paper.
Proposed approach.
As discussed in the above section, the EM method has obvious drawbacks in estimating the means of the pixel classes. In this section, we propose a new method to determine the pixel means for different classes. From the plot of Gaussian distribution, we see that the mean value occurs at the peak position of the Gaussian distribution, where the slope difference of the distribution reaches the global maximum. Hence, we calculate the slope difference distribution from the smoothed histogram distribution of the image. When multiple Gaussian distributions overlap, the means occur at the peaks of the slope difference distribution. The following steps are used to calculate the slope difference distribution.
Step 1. Compute the normalized histogram distribution P (x) of the image:
, (12) where N i denotes the frequency of the gray-level i and [ Step 2. Transform P (x) by the discrete Fourier transform (DFT) filter formulated as follows:
Choose the low frequency parts and eliminate the high frequency parts by the following equation:
We use the range as the bandwidth of the low pass filter based on testing a variety of images besides just the noisy or textured images. We then transform the image from the frequency domain back into space time domain by the following equation:
P (x) is the smoothed histogram distribution.
Step 3. For any point i on the histogram distribution, compute two slopes, one on the left and the other on the right, by fitting a line model with N adjacent points at each side. These adjacent points are selected beginning from the point i and decreasing uniformly with the gap distance 1 as (i − N + 1, . . . , i − 1, i) when they are on the left of point i. These adjacent points also begin from the point i but increase uniformly with the gap distance 1 as (i, i + 1, . . . , i + N − 1) when they are on the right of point i. The line model is formulated and computed as
T . (20) Two slopes at point i, a 1 (i) and a 2 (i), are then obtained from (18) . Then the slope difference, s (i), at point i is computed as (21) s Set the derivative of the slope difference distribution s (x) to zero:
Solving the above equation, we get the peaks P i ; i = 1, . . . , N P , and valleys V i ; i = 1, . . . , N v of the slope difference distribution. N P and N v denote the total number of peaks and valleys, respectively. The positions where the peaks occur are the candidate means and are sorted according to their magnitude. The number of the means is determined by the number of classes, and the means are selected as the peaks with the biggest magnitudes. For example, the first mean is selected as the peak with the biggest magnitude, and this peak is then removed from the rest of the peaks. The second mean is selected as the peak with the biggest magnitude in the rest of the peaks.
After all of the mean values, μ i ; i = 1, . . . , M, are selected, the image is segmented by the formulation
, where I (u, v) denotes the pixel value at position (u, v) in the image and denotes the segmentation result of the image. Please note that the peaks occurring at the leftmost side and rightmost side of the slope difference distribution, [1:20] and [235:255], are not considered for mean selection.
With (23), a presegmentation of the noisy or textured image could be achieved. However, in most cases, the segmentation of an object is divided into different isolated parts because of noise or texture, which makes the segmentation inaccurate. The human eye can distinguish the object from the background because of the differences in density distribution of the labeled pixels in the different labeled pixel regions. To make the problem more tractable, we proposed a method to transform the labeled pixel spatial density distribution into grayscale distribution by down-sampling the image by a bicubic function, (24) p
a ij denotes the 16 interpolation coefficients that are determined by 16 pixels. After the downsampling, the isolated parts are connected together into one object with a smaller image resolution. This object could be segmented again by a global threshold computed from the histogram distribution of the down-sampled image. As a result, the density distribution of the labeled pixels is transformed into the grayscale distribution. The threshold to segment the object from the background is computed automatically with the computed valleys V i ; i = 1, . . . , N v . It is similar to the process of computing the means which makes use of the slope difference distribution of the histogram based on the following two facts: (1) It is usually true that the gray-level of the object class varies gradually within an interval, and the gray-level of the background class also varies gradually within an interval; and (2) The point where the most abrupt variation occurs is the threshold point to separate the object from the background optimally which corresponds to one of the valleys V i of the slope difference distribution.
The slope difference distribution has two fundamental properties that are utilized by the mean selection and threshold selection process.
Property 1. The peaks of the slope difference distribution represent the pixel mean values of the objects or the background, while the valleys represent the thresholds that separate different objects and the background from each other.
Property 2. The valley positions of the slope difference distribution change monotonically with the number of the fitted points N in the line model, while the peak positions remain almost unchanged when the parameter N is changed gradually. This property holds only when the histogram is smoothed by the designed Fourier transformation based filter with the bandwidth calibrated and chosen properly. Compared to other filters, e.g., the finite impulse response (FIR) filter and the infinite impulse response (IIR) filter, the Fourier transformation based filtering is capable of removing the noisy high frequency components more effectively while maintaining the shape of the histogram. On the contrary, the FIR filter and the IIR filter will undesirably change the shape of the smoothed histogram. As a result, the peaks of the slope difference distribution will change nonuniformly.
The first property could be explained by the fact that the peaks of the histogram that correspond to the peaks of the slope difference distribution are isolated from each other. The second property could be explained by the fact that the valleys of the histogram that correspond to the valleys of the slope difference distribution are the intermingling parts of different pixel classes. Because of the two properties of the slope difference distribution, the proposed mean selection method is robust for each parameter N , while the proposed threshold selection method needs to be trained by finding the optimal parameter N for different types of images before segmentation. We compute the optimal parameter N based on the popular F-measure. First, we select either one typical image or several typical images from a specific type of images, and we know the manual segmentation results for these images in advance. Second, we vary the value of parameter N from 3 to 60 and compute the F-measure of the automatic segmentation result by the proposed method and the manual segmentation result. Lastly, we choose the parameter N that yields the largest F-measure. Please note that the default value of the parameter N is 15, and it is used for most experiments conducted in this paper.
After the object in the down-sampled image is segmented by the selected threshold, the down-sampled image is up-sampled back to the same resolution as the original image by (24) . This method is called density-to-grayscale transformation segmentation (DGTS). Then the boundary of the object is refined as follows.
We define the extracted boundary as B and the detected edges as E. We obtain the boundary features F by minimizing the energy function
, where j denotes the index of the corresponding points on the extracted boundary and is determined by the point index of inputted boundary B. The final boundary B f is computed by minimizing its energy function between the boundary features F ,
where α is the smoothing factor, and its default value is 0.5.
3.
Experimental results and discussion.
Results of segmenting synthesized images.
To control and understand the image property easily and intuitively, we synthesized different images to demonstrate the advantage of the proposed approach.
We illustrate the advantage of the proposed approach over EM in finding the means. We synthesized an image with θy = {50, 30, 100, 30, 150, 30}, and the computed mean values by EM are 54.1663, 119.3745, and 151.6683, respectively. Figure 1(b) shows the process of calculating the means or thresholds from the slope difference distribution. The peaks of the slope difference distribution are denoted by blue crosses, and the valleys of the slope difference distribution are denoted by blue circles. The blue line denotes the original histogram distribution, and the red-brown line denotes the smoothed histogram distribution. The redbrown line denotes the slope difference parts that are originally smaller than zero and are reversed to be greater than zero with a minor sign, and the dark brown line denotes the slope difference parts that are greater than zero. The green line denotes the derivatives of the slope differences, and their intersections with the horizontal axis are the positions where peaks or valleys occur. The positions of the detected peaks denoted by the blue crosses shown in Figure  1 (b) are 48, 105, 137, and 168, respectively. With the known number of pixel classes as 3, the computed mean values merge automatically based on their relative distances as 48, 105, and 153, which are more accurate than those parameters estimated by EM. Figures 1(c) and (e) show the respective presegmentation results by the proposed method and the EM method. Figures 1(d) and (f) show the final segmentations by the GDI method (equation (5)) on the two presegmentation results in (c) and (e), respectively. As can be seen, the GDI method achieves a better result on the presegmentation by the proposed mean value determination method.
We synthesized another image with a bigger magnitude of noise θy = {50, 50, 100, 50, 150, 50}, and the computed mean values by EM are 41.8904, 76.3151, and 130.4943, respectively. The positions of the detected peaks as shown in Figure 2 (b) are 52, 95, and 151, respectively. As can be seen, the proposed approach is more accurate than the EM method. Figures 2(c) and (e) show the respective presegmentation results by the proposed method and the EM method. Figures 2(d) and (f) show the respective GDI result.
It is seen that the GDI method could not achieve an acceptable result when the magnitude of noise becomes large. Hence, we use the proposed DGTS method to segment the presegmentations shown in Figures 2(c) and (e), respectively, and the results are shown in Figure 3 . Figure 3(a) shows the down-sampled image of the presegmentation in Figure 2 (c). As can be seen, the isolated labeled pixels are transformed into a grayscale image with a smaller resolution. Figure 3 computation, we find the maximum and the second maximum valleys denoted by blue circles between the maximum and second maximum peaks denoted by blue crosses. Then two thresholds corresponding to the positions of the two valleys are selected as 122 and 190 in the specific example. Figure 3(c) shows the results with these two thresholds. As can be seen, the DGTS method is significantly better than the GDI method in segmenting images with big magnitudes of noise. Similarly, the presegmentation in Figure 2 (e) is segmented by the DGTS method, and the results are shown in Figures 3(d)-(f) . The segmentation accuracy is better than that of GDI, while worse than that of DGTS, over the presegmentation in Figure  3 (c) by the proposed mean value determination method because errors accumulate on both the presegmentation stage and the final segmentation stage.
We synthesized a textured image with the parameters θy = {50, 10, 100, 10} and the center part with texture parameter θx = {2, 2, 2, 2, −1, −1, −1, −1}, as shown in Figure 4 (a). The detected peaks occur at 51 and 101 by the proposed approach, while the computed mean values by EM are 22.88 and 102.18, respectively. As can be seen, the proposed method is significantly better than the EM method in computing the means for textured images. Figures 4(c) and (e) show the respective presegmentation results by the proposed method and the EM method. Figures 4(d) and (f) show the respective GDI result. As can be seen, the textured object is not segmented as a whole. So we use the proposed DGTS method to segment the presegmentations again, and the results are shown in Figure 5 . Figure 5 The maximum peak occurs at 29 and is selected as the threshold automatically. Figure 5 (c) shows the segmentation with the threshold 29, and it is significantly better than the result in Figure 4 (d) by the GDI method. The results of DGTS on the presegmentation in Figure 4 (e) are shown in Figures 5(d)-(f) . As can be seen, the segmentation accuracy is worse than the result based on the proposed mean determination method, while it is better than the result of GDI. The effectiveness of the proposed mean determination method and the proposed DGTS method is verified further.
We synthesized another image with θy = {50, 10, 100, 10} and the center part with texture parameter θx = {0, 0, 0, 0, 3, −3, −3, 3}, as shown in Figure 6 (a). The means are determined as 51 and 101 by the proposed method, while the computed mean values by EM are 22.65 and 102.06, respectively. The superiority of the proposed method is validated again. Figures 6(c) and (e) show the respective presegmentation results by the proposed method and EM method. Figures 6(d) and (f) show the respective GDI result. GDI fails because the segmented object in the presegmentation contains too many zero labels.
We use the proposed DGTS method to segment the presegmentations again, and the results are shown in Figure 7 . Figure 7(a) shows the transformed image of the presegmentation in Figure 6 (c). Figure 7(b) shows the process of threshold selection, and the maximum peak on the left-hand side of the slope difference distribution is chosen as the threshold because the grayscales of the background are close to zero. presegmentation in Figure 6 (e) is segmented by the proposed DGTS method, and the results are shown in Figure 7 (d)-(f). As can be seen, the proposed DGTS method is significantly better than GDI method in segmenting textured images.
From Figures 4-7 , it is seen that the segmentation accuracy is image property dependent. For the images with different textures, the same segmentation method achieves different accuracies. Some methods perform better, while some methods perform worse, and the performance change is irregular and not monotonous. It indicates that segmentation methods are best at segmenting a class of images with some specific property.
From all of the above results, the proposed approach can find means more accurately and more efficiently than the EM method. The proposed DGTS method is significantly better than the GDI method in segmentation accuracy. The best segmentation was achieved when combining the proposed mean determination method and the proposed DGTS method. We tested the combined approach on synthesized images with different magnitudes of noises in Figure 8 . The images are synthesized as θy = {μ 0 = 50, S, μ 1 = 100, S} with μ 0 and μ 1 fixed, while S is varied as 30, 40, 50, 60, 70, 80, 90, and 100. As can be seen, the combined approach is capable of segmenting the object from the background with different magnitudes of noise.
Results of segmenting real images with severe noise.
In this section, we show the results of segmenting some noisy images by the proposed approach to verify its effectiveness. Figures 9 and 10 compared the performance of the proposed approach and the EM method in segmenting some remote sensing images. In Figure 9 , the segmentation based on the means computed by the EM method failed, while in Figure 10 which indicates that the performance of the EM method is not stable. On the contrary, the proposed approach achieves good segmentation results in both cases. Figures 11 and  12 compared the performance of the proposed approach and the EM method in segmenting some medical images. As can be seen, the segmentation results by the proposed approach are significantly better. Figures 13 and 14 show two examples of segmenting one single object from the background. Figure 13(b) shows the process of computing the means, and there are distinct peaks occurring at {65, 129, 192}, which implies three means. If only one object and one background exist, the nearest two means are merged into one by averaging them as {65, (129 + 192) /2}. Figure 13(e) shows the process of selecting the threshold for the transformed image in Figure 13 greatest peak, denoted by the blue cross, represents the center of the histogram distribution of the background. The greatest valley, denoted by the blue circle, on the right side of the greatest peak is selected as the threshold, and its value is 161. Figure 13(f) shows the final segmentation result. Figure 14(b) shows the process of computing the means, and three distinct peaks occur at {120, 143, 174}, implying three means. For single object segmentation, the nearest two means are merged into one by averaging them as {(120 + 143) /2, 174}. Figure 14(e) shows the process of selecting the threshold for the transformed image in Figure 14(d) . The greatest peak, denoted by the blue cross, represents the center of the histogram distribution of the background. The greatest valley, denoted by the blue circle, on the right side of the greatest peak is selected as the threshold, and its value is 227. Figure 14 
Results of segmenting real images with textures.
This section shows the results of segmenting the textured images by the proposed approach. Figures 15 and 16 show the results of segmenting either one zebra or three zebras from the background. The means are automatically computed based on the maximum interval principle as follows. The intervals between detected peaks are calculated, and the maximum interval is selected as the dividing line. The peaks on the left are averaged as the first mean, and the peaks on the right are averaged as the second mean. Figure 17 global minimizer (GM) [16] (which is reported to have accuracy similar to that of the proposed method in [20] ), region based active contour (RegionAC) [17] , distance regularized level set (Dis-LS) [18] , and Otsu's method [24] Figure 18 . As can be seen, ACnoedge achieved the best segmentation results among the level set and active contour based methods. However, it could not distinguish multiple objects as the proposed method does. Although the EM, K-means, and Otsu's methods could distinguish different objects, they are affected greatly by the noise.
For further comparison, we evaluate the proposed approach and state-of-the-art methods on a typical real image with one textured object, a typical real image with one object, and a typical real image with multiple regions. In addition to the above seven methods, we also compare the proposed approach with the normalized cut method [25] and the MumfordShah method [26] . The comparison results are shown in Figures 19, 20 , and 21, respectively. As can be seen, the proposed approach outperforms state-of-the-art methods significantly in segmenting the noisy or textured images.
For the quantitative comparison, we synthesized the set of images with the parameters θy = {μ 0 = 50, S, μ 1 = 100, S}, and S varies from 1 to 100. The resolution of the image is 128*128. We use the precision and recall described in [28] to evaluate the segmentation accuracy, and the results are shown in Figures 22(a) and (b) . As can be seen, the proposed approach is significantly more accurate in segmenting noisy objects than other methods.
We also compare the proposed approach with EM and K-means in finding mean values quantitatively with 200 synthesized noisy images with different parameter sets θy. The first set of synthesized images contains images with the θy = {μ 0 = 50, S, μ 1 = 100, S}, and S varies from 1 to 100. The errors caused by the EM, K-means, and proposed methods are shown in Figure 23 is much more stable. The quantitative comparison is shown in Table 1 . The second set of synthesized images contains 100 images with θy = {μ 0 = 50, S, μ 1 = 100, S, μ 2 = 150, S}, and S varies from 1 to 100. The errors caused by the EM, K-means, and proposed methods are shown in Figure 24 , and the quantitative comparison is shown in Table 2 To more fairly compare the performance of the proposed method with that of the EM and K-means methods, we denoise the synthesized noisy images with the proposed GDI method and again compare the accuracy of finding the mean values quantitatively. For the first dataset, the errors caused by the EM, K-means, and proposed methods are shown in Figure  25 . The quantitative comparison is shown in Table 3 . For the second dataset, the errors caused by the EM, K-means, and proposed methods are shown in Figure 26 , and the quantitative comparison is shown in Table 4 . As can be seen, the proposed approach is significantly more accurate than EM and K-means in calculating means for different pixel classes during image segmentation. The computation complexity of the proposed approach is O c 2 * N for least squares fitting with c = 2, and N equals 15 by the default value in a loop from 1 to 255. From the quantitative results in the four tables, it is seen that the proposed approach with the computation complexity O 255 * c 2 * N is not only more efficient than EM and K-means but also has better accuracy.
Conclusion.
The main contributions of this paper include the following: (1) A new approach is proposed to segment the noisy or textured images, and its effectiveness is verified by a vast variety of synthesized images and real images.
(2) The proposed approach calculates the means for different pixel classes more accurately and efficiently than the benchmark expectation maximum (EM) and K-means methods.
(3) The idea and method of transformation from labeled pixel spatial density distribution to grayscale distribution are proposed and defined. robustly and efficiently.
(5) The proposed gradient descent iterative (GDI) method could be used for denoising when the images are extremely noisy.
(6) The properties of the noisy or textured images are analyzed. For the image with different properties, the same segmentation method achieves different accuracies. In summary, the task of segmenting noisy or textured images is challenging due to the great variety of noisy or textured images with different magnitudes of noise, textures, and objects of interests. Most segmentation methods usually are best at segmenting a class of images with some specific property. However, it is desirable to come up with a robust approach that could segment a variety of images with different properties. The proposed approach is very promising in fulfilling this mission. 
