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Abstract 
We investigate spaces in which a homeomorphic image of the whole space can be found 
in every open set. Such spaces are called self-homeomorphic. Some modifications of this 
notion are also studied. 
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1. Introduction 
In this paper we investigate spaces in which small parts “look like” the whole 
space. In the literature such spaces were usually called self-similar but “look like” 
was meant in the metric sense. Because we are interested in topological properties, 
we discuss some formal topological definitions of “look like” and “small parts”, 
and we call spaces under consideration self-homeomorphic. We introduce four 
different types of self-homeomorphic spaces and investigate relationships between 
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them, establishing implications between the definitions. We also give examples 
which show that none of the proven implications can be reversed. 
Next we describe a method of constructing self-homeomorphic spaces as limits 
of convergent sequences F(A), F2(A>, F3(A>, . . . , where F is a mapping between 
hyperspaces of compact subsets, and A is any compact subset of a space X. The 
idea comes from [2, 3.7, pp. 80-851, and here we extend it in two ways. First, we 
consider construction of F as the union U t= ,f,(A), where f, : X+X are any 
mappings, while in [2] only finite unions were considered. Second, we prove that 
under some conditions on the f, the limit space is self-homeomorphic. 
We next consider the structure of the set of local cut points of self-homeomor- 
phic spaces. We show an example that in general this structure does not determine 
a self-homeomorphic space. Afterwards we study the set of points at which a 
self-homeomorphic space is pointwise self-homeomorphic. We prove that for 
continua this set is dense and uncountable, while in general it can be empty. 
Special attention is given to self-homeomorphic dendrites. We introduce a 
special class of self-homeomorphic dendrites, namely those having points of all 
orders of ramification on every arc. These dendrites are generalizations of univer- 
sal dendrites of a given order, so the results obtained generalize those for universal 
dendrites. In particular, their topological characterization is established. 
We end the paper posing some problems. 
Some basic definitions, which will be used throughout the paper, are necessary. 
By a continuum we mean a compact, connected metric space. A neighborhood of a 
point x in a topological space X is a set N satisfying x E int N. A point x EX is 
called a cut point of X [9, III, p. 411 if X\( } x is not connected. A point x EX is 
called a local cut point of X provided there is a connected neighborhood N of x, 
such that x is a cut point of N. Note that a local cut point is a point of local 
connectedness of the space X. We will, however, mainly use the notion of a local 
cut point in locally connected spaces anyway. For connected sets, this definition of 
a cut point is equivalent to the definition of a separating point in [9, III, 8, p. 581, 
and the definition of a local cut point is equivalent to that of local separating point 
in 19, III, 9, p. 611. 
Given a point x in a space X, we define the order of x in X as the number of 
arcs having x as their common endpoint and pairwise disjoint out of x. Points of 
order one are called endpoints and points of order three or more are called 
ramification points. This definition of order of a point does agree with the 
definition of order of a point in the sense of Menger-Urysohn (see e.g. [7, $51, I, 
p. 2741) for locally connected continua ([7, 051, I, 8. p. 277 and the remark below 
it]). 
For two real numbers x and y the symbol (x, y) denotes the point in R* with 
coordinates x and y, and (x, y) denotes an open interval of reals with endpoints x 
and y. 
If p and 9 are points of an arcwise connected space, the symbol pq stands for 
the arc with endpoints p and q. An arc pq is said to be free in a topological space 
if pq\(p, q} is an open set. For continua, this is equivalent to the condition that 
pq does not contain any ramification points or limit points of its complement. 
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2. Definitions and basic properties of self-borneomorphic spaces 
In this section we introduce four types of self-homeomorphic spaces and we 
discuss interrelations between them and some of their basic properties. 
Definition 2.1. A topological space X is called self-homeomorphic if for any open 
set U CX there is a set L’c_ ZJ such that V is homeomorphic to X. 
Definition 2.2. A topological space X is called strongly self-homeomorphic if for 
any open set U CX there is a set I/C U with nonempty interior such that I/ is 
homeomorphic to X. 
Definition 2.3. A topological space X is called pointwise self-homeomorphic at a 
point x EX if for any neighborhood U of x there is a set I/ such that x E I/ G U 
and V is homeomorphic to X. The space X is called pointwise self-homeomorphic 
if it is pointwise self-homeomorphic at each of its points. 
Definition 2.4. A topological space X is called strongly pointwise self-homeomor- 
phic at a point x EX if for any neighborhood U of x there is a neighborhood V of 
x such that x E V c U and V is homeomorphic to X. The space X is called 
strongly pointwise self-homeomorphic if it is strongly pointwise self-homeomorphic 
at each of its points. 
Recall that metric spaces X and Y are called similar if there is a surjection 
f: X-+ Y such that there is a constant c satisfying d(f(xI, f(y)) = cd(x, y>. Such 
a map f is called a similarity. If we replace the condition that V is homeomorphic 
to X in each of the above definitions by the condition that V is similar to X, we 
get definitions of self-similar spaces. Thus every (strongly, pointwise or strongly 
pointwise) self-similar space is (strongly, pointwise or strongly pointwise) self-ho- 
meomorphic, but not conversely. Of course we could consider any other class of 
mappings besides homeomorphisms or similarities. For example, if we use affine 
transformations we get analogous definitions of self-affine spaces. However, home- 
omorphisms and similarities seem to be the most interesting ones. 
An arc, an n-dimensional cube and a one-point union of two n-dimensional 
cubes with the identification point on the boundary of both of the n-dimensional 
cubes are examples of strongly pointwise self-homeomorphic continua. 
We note some basic properties of self-homeomorphic spaces. Easy proofs are 
omitted. 
Theorem 2.5. The following diagram of implications applies to the above definitions. 
(2.4) strongly pointwise self-homeomorphic 
u 
_ (2.3) pointwise self-homeomorphic 
u 
(2.2) strongly self-homeomorphic _ (2.1) self-homeomorphic 
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Fig. 1 
The examples below show that none of the implications in the above diagram 
can be reversed and that there is no relationship between strongly self-homeomor- 
phic and pointwise self-homeomorphic spaces. 
Example 2.6. The pseudo-arc can be defined as a chainable, hereditarily indecom- 
posable continuum (see [3, Theorem 1, p. 441 for the proof that all pseudo-arcs are 
homeomorphic). Thus, every subcontinuum of the pseudo-arc is again a pseudo-arc. 
This property was first proven by Moise in [8, Theorem 13, p. 5941. Therefore, the 
pseudo-arc is an example of a continuum that is self-homeomorphic and pointwise 
self-homeomorphic but not strongly self-homeomorphic and not strongly pointwise 
self-homeomorphic. Hence neither of the implications (2.4) j (2.3) and (2.2) * 
(2.1) can be reversed. Also (2.3) does not imply (2.2). 
Example 2.7. The Sierpinski triangle (see Fig. 1 and the description in Example 
3.9) is a strongly self-homeomorphic and pointwise self-homeomorphic, locally 
connected continuum. It does not have cut points, but it has local cut points. 
Hence it is not strongly pointwise self-homeomorphic and the implications (2.4) j 
(2.3) and (2.4) 3 (2.2) cannot be reversed. Moreover even (2.2) and (2.3) together 
do not imply (2.4). 
Example 2.8. There is a continuum which is strongly self-homeomorphic, but not 
pointwise self-homeomorphic. To construct the continuum let a,, = (l/n, 0) for 
y1 E {l, 2,. . .} and let a, = (0, 0). Denote by 1, the straight line segment with 
endpoints a, and t, where t = (0, 1) and II E {O, 1,. . .}. Then X, = U TSt,l, is the 
well-known harmonic fan (i.e., the cone over a harmonic sequence). 
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Now divide every arc ta,, n E (1, 2,. . . } into two parts. Let t, be the midpoint. 
Attach a harmonic fan with top t, having arc tnan as the limit arc. Similarly, attach 
a harmonic fan with the top t and the arc tt, as the limit arc. The obtained 
continuum is X, which is the second approximation of the continuum X. For the 
next approximation, divide each maximal free arc of X, into two equal parts and 
attach harmonic fans to each of them in the same manner. Then the closure 
cl( U E= ,XJ is the continuum X. 
Observe that for any ramification point r E X there is a homeomorphic copy of 
X with the point r as the image of the point t under the homeomorphism, and 
that this copy has nonempty interior. This shows that X is a strongly self-homeo- 
morphic continuum. On the other hand, small continua containing the point a, are 
arcs, so X is not pointwise self-homeomorphic. Hence (2.2) does not imply (2.3) 
and, together with Example 2.6, this shows that definitions (2.2) and (2.3) are not 
related. 
Proposition 2.9. A connected strongly pointwise self-homeomorphic space is locally 
connected. 
Note that none of the other types of self-homeomorphic continua are necessar- 
ily locally connected, as one can see in Examples 2.6 and 2.8. The next example is a 
continuum which is both pointwise self-homeomorphic and strongly self-homeo- 
morphic, but not locally connected. 
Example 2.10. Let X, be as in Example 2.8. Divide each arc ta,, n E (0, 1, . . . } 
into two parts. Let t, be the midpoint. Attach a harmonic fan with top t,, having 
arc t,,a,, as the limit arc. Similarly, attach a harmonic fan with the top t and the 
arc tt, as the limit arc. Note that this example is different from Example 2.8 in 
that harmonic fans are attached on the limit arcs as well as the free arcs. The 
obtained continuum is X, which is the second approximation of the continuum X. 
For the next approximation, divide each maximal arc without ramification points of 
each harmonic fan in X, into two equal parts and attach harmonic fans in the 
same manner. Then the closure cl( lJ x= ix,> is the continuum X. 
We close this section with an easy proposition on Cartesian products. 
Proposition 2.11. All four types of self-homeomorphic spaces are preserved under 
Cartesian products (of arbitrarily many factors). 
The converse of Proposition 2.11 is not true. If a Cartesian product is (strongly, 
pointwise or strongly pointwise) self-homeomorphic, then the factor space need 
not be self-homeomorphic. As an example, let X be a simple triod and let Y be a 
Hilbert cube. Then XX Y is the Hilbert cube again, so it is strongly pointwise 
self-homeomorphic, while X is not self-homeomorphic. 
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3. Methods of constructing self-homeomorphic spaces 
In this section we describe a method of constructing self-homeomorphic spaces. 
The method comes from [2, 3.7, pp. SO-853 and here we discuss it in details. 
Namely, for any given compact metric space X and for a set of contractive 
self-mappings {f,: i E I} we define a mapping F : 2x + 2x by F(A) = cl( U Ifi( 
i E I}). The mapping F has the only fixed set. Conditions are presented under 
which this fixed set is self-homeomorphic, or strongly self-homeomorphic or 
pointwise self-homeomorphic. Also some examples are described. 
Let us recall some common notations. For a given compact metric set X and a 
positive number r we put N(A, r) = {x EX: there exists a EA with d(a, x) < r}. 
For two nonempty compact subsets A and B of X we define the Hausdorff 
distance dist(A, B) = inf{r > 0: A cN(B, r) and B cN(A, r)}, and we denote by 
2x the hyperspace of all nonempty compact subsets of X equipped with the 
Hausdorff distance. 
If f : X t X is a mapping, then f: 2 x + 2x denotes the induced mapping 
defined by f(A) =f(A). 
Definition 3.1. Let (X, d) be a metric space. A map f : X + X is called contra&~ 
if there is a constant s satisfying 0 G s < 1 such that d(f(x1, f(y)) < sd(x, y) for 
every x, y E X. Any such number s is called a contractivity factor for f. 
Theorem 3.2. Let X be a compact metric space and let I denote any set. For any i E I 
let wi :2 x + 2x be a contractive mapping and assume all wi have a common 
contractivity factor s < 1. Define a mapping F :2x + 2x by F(A) = cl( U(w,(A): i E 
I}). Then F is contractive with contractivity factor s. 
Proof. Take A, B E 2x. We have to show that dist(F(A), F(B)) =G s dist(A, B). By 
assumption it is enough to show that F(B) GN(F(A), sdist(A, B) + F) for any 
& > 0. 
Take a point x E F(B). By the definition there is a sequence xk in U{wi(B1: 
i E I} with x = lim xk. Denote by i(k) the element of I such that xk E wick)(B) 
and observe that since w,(~) is contractive we have xk E N(w,,,,(A), s dist(A, B) + 
~/2) c N(F(A), sdist(A, B) + ~/2). Taking the limit for k + ~0 we get x E 
N(F(A), s dist(A, B) + E). 0 
Theorem 3.3. Let X be a compact metric space, and let I denote any set. For any 
i E I let fi : X+X be a contractive mapping and assume all fi have a common 
contractivity factor s < 1. Define a mapping F : 2x + 2x by 
F(A) =cl(U(L(A): iEZ}). (3.3.1) 
Then F is contractive with contractivity factor s. 
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Proof. Note that for each i E I the mappings fy are contractive with contractivity 
factor s by [2, Lemma 3, p. 801. Putting W, = f: in the previous theorem we get the 
conclusion. 0 
For any given compact metric space X and a set of contractive mappings {fi: 
i E I) having common contractivity factor s < 1, let F: 2x --f 2x be defined by 
(3.3.1). According to the Banach Contraction Mapping Theorem (see e.g. [2, 
Theorem 1, p. 761) there is exactly one fixed set under F, i.e., a set A E 2x such 
that F(A) =A. Such a set A can be obtained as the limit Lim F”(B) for any 
B E 2 x. Then we will write A = 9(X, { fi: i E I}). 
Now we present some conditions on mappings f, under which the set 9(X, (fi: 
i E I}) is self-homeomorphic. 
Theorem 3.4. Zf the mappings f, : X + X for i E Z are embeddings, then F(X, { fi: 
i E I}) is self-homeomorphic. 
Proof. Let A =9(X, (fi: i E I}) and fix an open in A set U CA. Note that 
f,(A) is homeomorphic to A for any i E I, and that U{fJA): i E I) is dense in 
A. By induction the set fi,<fi,_,<. . . fi$A). . . >> is homeomorphic to A and has 
its diameter not greater than s”diam(A). Moreover, their union, i.e., 
UCfi,Cfi,_$. . . f,,(A)...)): i,, i,,. . ., i, E Z} is dense in A. If II is sufficiently large 
one of the sets is contained in U. This finishes the proof. 0 
Theorem 3.5. Zf the mappings fi : X +X for i E Z are embeddings and satisfy 
int fi(X> f g and int f,(X>n int h(X) = fl for i, j E Z with i #j, then st(X, {fi: 
i E I)) is strongly self-homeomorphic. 
Proof. To prove the theorem it is enough to observe that the sets 
fi,<fi ~,<...f~fi,(A)...)) considered in the proof of Theorem 3.4 have nonempty 
interiors. 0 
Theorem 3.6. Zf the mappings f, : X +=X for i E Z are embeddings and the set Z is 
finite, then 9(X, If,: i E I)) p . IS omtwise self-homeomorphic. 
Proof. Let A = 9(X, 1 fi: i E I)), and fix a point x EA and an open (in A) set 
U CA. Note that, since Z is finite, we have A = IJ(f,(A): i E Z}. Choose i, E Z 
such that x E fil(A). Similarly, we can choose a sequence i,, i,, . . . of elements of Z 
such that x E fi,$ f, -,<. . . f,l(A). . . 1) and the considered sets are homemorphic to 
A and have their diameters tending to zero. So there is a number n such that 
flj fi,_,C . . . fisA). . . )I is contained in U. This concludes the proof. q 
The assumption of finiteness of the set Z is essential in the above result as it will 
be seen by the following example. The constructed continuum is the same as the 
one described in Example 2.8. 
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Example 3.7. Let X of Theorem 3.5 be the triangle with vertices a = (0, 0), c = 
(1, 0) and u = (0, 1) in the plane. Denote by a, the point (2-“, 0) and by b, the 
point (2-‘-l, i). Thus the points a,, b, and u are colinear. Similarly define 
~,,=(3.2-~-~, 0) and d, = (3.2-‘-*, i), so the points U, c,, d, are colinear 
and, for IZ~ # n2 the triangles a,,, b,!, c,, and a_, b_, c,,~ are disjoint, triangles 
anl, b,,, c,, and u, bnzY d,Z are disjomt, and triangles L’, b,,, d,, and U, bn2, d,, 
have only the point u in common. Denote by fzn, for n E 11, 2,. . .I, a linear 
homeomorphism of X onto the triangle a,, b,, c, such that f2,,(~j) = b,, f,,(a) = u, 
and f,,(c) = c,. Similarly define f2n_1 as a linear homeomorphism of X onto the 
triangle U, b,, d, satisfying f,,_,(u) = u, f,,_,(a) = b, and fznp,(c) = d,. Then 
the continuum A = P-(X, (fi: i E I}) is the one described in Example 2.8. Now it 
follows from Theorem 3.5 that A is strongly self-homeomorphic. This also shows 
that the assumption of Theorem 3.6 that Z is finite is essential there. 
Theorem 3.8. Under the assumptions of Theorem 3.6 the set 9(X, (fi: i E I)) either 
is a locally connected continuum, or is not connected. 
Proof. Assume A = st(X, if,: i E I)) is connected. Then, for a fixed n EN, 
A= U(fi~f,"__,<...fi,<A)...)): iI,..., i, E I} is a finite union of continua of diame- 
ter not greater than s”diam(A). Because s”diam(A) can be arbitrarily small for 
sufficiently large n, the conclusion is a consequence of the Sierpiiiski characteriza- 
tion of locally connected continua, see e.g. [9, I, (15.71, p. 231. 0 
To illustrate how to apply the above theorems we show constructions of the 
Sierpinski triangle and the Sierpinski universal plane curve. 
Example 3.9. To define f,, : Z2 + I * for n E {l, 2, 3} divide I2 into four isometric 
squares. Denote any three of these squares as A ,, A,, A,. Let f 1, fi and f3 be 
standard linear homeomorphisms of 1* onto At, A, and A, respectively. Then 
the set FU2, lfl, f2, fJ) is h omeomorphic to the Sierpinski triangle (see Fig. 1). 
It is strongly self-homeomorphic by Theorem 3.5 and pointwise self-homeomorphic 
by Theorem 3.6 and it is not strongly pointwise self-homeomorphic as observed in 
Example 2.7. 
Example 3.10. Divide I 2 into nine isometric squares, and define g, : I* + B,, 
where B1,..., B, are all of the squares except the middle one as standard linear 
homeomorphisms. Then Y(12, (g,, . . . , g,}) is the Sierpinski universal plane curve. 
It is strongly self-homeomorphic and pointwise self-homeomorphic by Theorems 
3.5 and 3.6 respectively, but it is also strongly pointwise self-homeomorphic as a 
consequence of the Whyburn characterization theorem (see [lo, Theorem 3, p. 
3221 or Theorem A at the beginning of Section 5 here). 
4. Points at which a space is pointwise self-homeomorphic 
In this section we study sets of points at which a given space X is pointwise 
self-homeomorphic or strongly pointwise self-homeomorphic. We denote these sets 
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by P(X) and PS(X) respectively. Note that PS(X) cP(X>. We start with the 
following theorem. 
Theorem 4.1. Let X be a compact self-homeomorphic space. Then P(X) is an 
uncountable dense set. 
Proof. First we show that P(X) contains a Cantor set, so it is uncountable. By the 
definition of self-homeomorphic spaces there are two disjoint homeomorphic 
copies X0 and X, of X with diam(Xi) < 1 for i E {O, 11. Since X0 and X, are 
homeomorphic to X, there are disjoint subsets X,,, X,,,, X,, and X,, such that, 
for i,, i, E {0, l}, each Xiliz LX,,, diam(X,,,J < i and XiLi, is homeomorphic to X. 
Continuing in this manner we can define by induction sets Xi,i,...ik, where 
ij E {0, l}, for j <k, and k E {l, 2,. . .} which are homeomorphic to X and satisfy 
the following conditions: 
xiliz...ik+l Gxiliz...ik’ (4.1.1) 
Xi,r2...ik0 nxl,i,...ikl = @T (4.1.2) 
(4.1.3) 
Then, for any infinite sequence i,, i,, . . . the intersection fl~,,X,,,,.,.,, is a 
one-point set (because of the compactness of X). Denote the union of all those 
intersections by A. The space X is pointwise self-homeomorphic at each point of 
A. The set A is homeomorphic to the Cantor set, so it is uncountable. Also, 
because we can start our construction in an arbitrarily small open set U, we can 
find such a set A c U, for any U. Therefore P(X) is dense and the proof is 
complete. 0 
The next example shows that the assumption of compactness is essential in the 
above theorem. 
Example 4.2. There is a strongly self-homeomorphic space which is not pointwise 
self-homemorphic at any point. 
Proof. Let a, = (l/n, O), for n E (1, 2,. . . 1, and let a, = (0, 0). Denote by Z, the 
straight line segment with endpoints a, and t, where t = (0, 1) and n E 10, 1,. . .). 
Then X, = U;=,Z, is the well-known harmonic fan. Let t,, for n E 11, 2,. . . } be 
the midpoint of the segment Z,. Attach a harmonic fan with the top a,, and having 
the arc tnan as the limit arc. Similarly, attach a harmonic fan with the top t, and 
having the arc tt, as the limit arc. The obtained continuum is X,. For the next 
approximation divide each maximal free arc of X, into two equal parts and attach 
harmonic fans to every such a part in the same manner, i.e., in the opposite 
direction than harmonic fans were attached in the previous step. The obtained 
continuum is X,. We construct X,, X5,. . . analogously, and the union U z= IXn is 
the space X. It is connected, but not compact. It is strongly self-homeomorphic by 
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its construction. To show P(X) = fl choose any point p EX. If p is not a 
ramification point, then small connected sets containing p are contained in an arc. 
If p is a ramification point, then small connected sets are contained in a harmonic 
fan with the top p. In any case it is not homeomorphic to X. 0 
Now we will prove, for strongly self-homeomorphic spaces, a stronger version of 
Theorem 4.1. 
Theorem 4.3. Let X be a strongly self-homeomorphic space. Then PS( X) is a residual 
G&-set. In particular, if X is topologically complete, then PS(X) is a dense G,-set. 
Proof. Define D,(X), for n E 11, 2, . . . ), to be the set of all points x of X such that 
there is a homeomorphic copy A of X with x E intA LX, and diam(A) < l/n. 
Thus D,(X) c D,(X) for m > n and every D,, is an open set in X. Moreover, by 
the definition of a strongly self-homeomorphic space, D,(X) is dense for every n. 
Now observe that PS(X) = n~=,D,<X>, so PS(X) is a residual G,-set and the 
proof is complete. 0 
We remark that because of the inclusion PS(X) cP(X) we have the following. 
Corollary 4.4. Zf the space X is topologically complete and strongly self-homeomor- 
phic, then P(X) is a residual set in X. 
Example 4.5. There is a self-homeomorphic continuum X such that P(X) is an 
F,-set of the first category. 
Proof. In order to construct the example we need to recall the following. If X is 
any continuum and p EX we can replace p by any continuum Y. Precisely, there 
is a continuum Z and a map f : Z -+X such that f-‘(p) = Y, Y is nowhere dense 
in Z, and f-‘(q) is a one-point set for q #p [l, Theorem, p. 351. 
Denote by F the Cantor fan, i.e., the cone over the Cantor set. Let (a,, a2,. . .) 
be a dense subset of F that does not include the top of F. Now replace a, by a 
Hilbert cube H, as in the statement above, so H, is nowhere dense in the new 
continuum Xi, and let fI : X, + F be the required mapping. Next, replace f;‘(a2) 
by a Hilbert cube H, which is nowhere dense in the new continuum X,, and 
define fi : X2 +-Xl as above. Continuing this process we can define an inverse 
fl f2 f3 
sequence F +X, +X, + . . . such that the inverse image of a point under f, is a 
point or a Hilbert cube. Let X be the limit of the inverse sequence. We can 
visualize X as replacing each point of the set (a,, a2, . . . } by a Hilbert cube, which 
gets smaller and smaller, are nowhere dense, and do not intersect. 
The continuum X is self-homeomorphic because each open set contains a 
Hilbert cube which, as a universal continuum, contains a homeomorphic copy of 
any continuum, in particular of X itself. 
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On the other hand, P(X) is a union of countably many nowhere dense Hilbert 
cubes, so it is an F,-set of the first category. q 
5. Structure of the set of local cut points 
Let us start recalling the Whyburn characterization theorem for the Sierpinski 
universal plane curve [lo, Theorem 3, p. 3221. 
Theorem A (Whyburn). A locally connected one-dimensional plane continuum with 
no local cut points is homeomorphic to the Sierpiriski universal plane curve. 
The above theorem leads one to ask whether the structure of the sets of local 
cut points completely determines any self-homeomorphic plane curve. We answer 
the question negatively by showing two curves constructed using the procedure 
described in Section 3 with the same structure of the set of local cut points. 
Let us precisely state the needed definition. Denote by LC(X) the set of all 
local cut points of a space X. 
Definition 5.1. We say that two continua X and Y have the same structure of the 
set of local cut points if there is a homeomorphism LY : LC(X) + LC(Y) such that a 
set A c LC(X) disconnects X if and only if a(A) disconnects Y and the number 
of components of X\A is the same as the number of components of Y\a(A). 
Example 5.2. There are two nonhomeomorphic plane curves U and H having the 
same structure of the sets of local cut points. 
Proof. To construct U divide Z2 into nine isometric squares. Consider all of the 
squares except the middle one and one above the middle one. Denote these seven 
squares by A,, A,, 
n E{l, 2,..., 
. . . , A,. Then U i=, A, forms the letter U. Let f, : I2 + A,, for 
7}, be the standard linear homeomorphism of Z2 onto A,. Then 
U = 9(12, if,, f2,. . . , f,l> (see Fig. 2). 
Similarly, divide Z2 into nine isometric squares and let B,, B,, . . . , B, be all of 
the squares except the middle upper square and the middle lower one, so U z = 1 B, 
forms the letter H. As before, let g, : Z2 + B, be the standard linear homeomor- 
phism of Z2 onto B,. Put H = F(Z2, (g,, g,, . . . , g,}) (see Fig. 3). Then U and H 
are strongly self-homeomorphic and pointwise self-homeomorphic curves by Theo- 
rems 3.5 and 3.6 respectively. We will show that they have the same structures of 
the sets of local cut points and that they are not homeomorphic. 
We start with the description of the homeomorphism LY as in Definition 5.1, 
which can be uniquely determined by the following conditions: 
if a((~, Y>) = (P, q), then X=P, (5.2.1) 
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and 
if y1 <yz and a((~, Y,>) = (x, ql), (.y((x, ~2)) = (x, q2), 
then q1 < qz. (5.22) 
One can check that such defined (Y is a homeomorphism of LC(U) onto LCW) 
and satisfies the required conditions. 
Fig. 3. 
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To see that U and H are topologically distinct assume there is a homeomor- 
phism h : U + H. Denote by A, the set of all points of U having the first 
coordinate equal to x, i.e., A, = U n ({x} X [0, 11). Similarly, B, = H n ({x} X 
[0, 11). First observe that A,,* and B,,* are one-point sets consisting of a cut point 
only, so h(A,,,) = B1,*. Now look at Al/h. It is a three-point set with the property 
that the component of U\A,,, that does not contain A1,2 contains no three-point 
set disconnecting U. There are two subset of H with the above property: B,,6 and 
B 5,6. Because of the symmetry of H we can choose h(A,,,) = B1,6. Since 
A l/2 “Al,, separates U into three components and h(A1,2) = B,,2 and h(A,,,) 
= B1,6, we have h(U n ([i, $1 x [O, 11)) = H n <[f, $1 x [O, 11). Further, A7,18 is 
the only three-point subset of U n ([i, i] X [O, 11) with the property that there is a 
component of U n <if, $1 x [O, lI>\A,,,, containing no three-point set disconnect- 
ing U. Thus h(A,,,,) = B7,,8. We can continue this process to prove that h(A,) = 
B, whenever A, is a three-point set disconnecting U. 
Now we consider nine-point sets which disconnect U. Among them Al,ls and 
A 17,18 are the only two with the property that there is a component of U\A1,,* or 
&%,/is containing no nine-point set disconnecting U. This fact together with the 
previously established images give that h(A,,,*) = B1,18 and H(A17& = B17,18. 
Continuing in this manner, we see that h(A,) = B, for any A, which is a 
nine-point set. We can repeat the above argument for 27-point sets, 81-point sets, 
and in general for each set A, containing 3” points, for n E (1, 2,. . .}, proving that 
h(A,) = B, for all such A,. Because lx: A, contains 3” points for some natural 
number n} is dense in [0, 11, we have, by continuity of h, that h(A,) = B, for all 
x E [O, 11. 
- {‘} x [O 11 and because h(A ) = B 
or 2TLA6$p 1 (I 1). ‘Choose x + L such’ihat 
we have h((i, 0)) = (3, 0) 
interva!ix,J X [Ot ‘il. Then endp&tsiof A 
k’“> 1 and A is the whole 
must b”e mapped or?0 endpoints of 
B, , so h((x,, 0)) = (xn, f) or h(( x,, 0)) 2 (x,, g). Hence lim, ,,h(( x,, 0)) = 
(+I 3) or lim x ,,h((x,, 0)) = (i, $). In either case lim, ,,h(( x,, 0)) is not equal 
to h(($, 0)). Thus h is not continuous. This contradiction finishes the proof. 0 
One can show that neither of the two curves is strongly pointwise self-homeo- 
morphic. The points at which they are not are common points of four copies of U 
or H. For example, the point (i, $) in U or (i, 4) in H. This leads to the 
question of whether an example analogous to Example 5.2 can be constructed 
which is strongly pointwise self-homeomorphic. More precisely we have the follow- 
ing problem. 
Problem 5.3. Assume X and Y are two strongly pointwise self-homeomorphic, 
planar, one-dimensional continua with the same structure of the sets of local cut 
points. Do X and Y have to be homeomorphic? 
Observe that an argument analogous to the one above shows that the only two 
homeomorphisms of U onto itself are the identity and the reflection about the 
vertical line containing the cut point. If we consider half of the space U, namely 
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U n ([O, 31 x 10, 111, then we get the example of a strongly self-homeomorphic, 
pointwise self-homeomorphic continuum with the identity as the only autohomeo- 
morphism. This shows that self-homeomorphic continua can be very different from 
homogeneous continua. 
6. Dendrites 
In this section we discuss self-homeomorphic dendrites. We introduce a subclass 
of dendrites of special interest, those having all orders of ramification points on 
every arc. These dendrites are generalizations of universal dendrites of a given 
order. 
By a dendrite we mean a locally connected continuum containing no simple 
closed curves. It is known that every subcontinuum of a dendrite is a dendrite, so 
dendrites are hereditarily locally connected. For a dendrite X, the order of a point 
x EX is the number of components of X\(x). It is denoted ord(x). If there are 
infinitely many components of X\{x] we say ord(x) = w, where o > n for every 
natural number n. The definition of order of a point in dendrites coincides with 
the Menger-Urysohn concept of order [7, Q.51, I, p. 2741, and with the definition of 
order of the point x as the number of arcs intersecting exactly in their common 
endpoint x. Points of order one are called endpoints, and points of order three or 
more are called ramification points. 
To prove the next theorem we need the following lemma. 
Lemma 6.1. LetA,, A, ,... and B,, B, ,... be two families of subsets of (0, 1) such 
that: 
and 
for each i E (1, 2,. . .I the sets Aj and Bi are both countable 
dense subsets of (0, 1) or are both empty, (6.1.1) 
fori#jwehaueA,nAAj=@ =BinBj. (6.1.2) 
Then there is a homeomorphism h : [0, l] + [0, l] with h(A,) = Bi for each i. 
Proof. For completeness we sketch a standard zig-zag proof of the lemma. Let 
U~C”=IAi=A={a,, a*,... } and lJ~~IBi=B=(b,, b*,...). We will rearrange the 
order of points in A and B in such a way that 
A={a;, a;,...) and B={b;, bi,...}, (6.1.3) 
aL <a; - b,!,,<b,!,, (6.1.4) 
a& EAT - b,EBi. (6.1.5) 
We start with a; = a, and b; = b,. Then let b; = b, and let a; be the first point in 
the sequence a,, a*, . . . satisfying (6.1.4) and (6.15) for m, n G 2. This is possible 
because of the density properties of the Ai. Assume we have defined a;, a;, . . . , aLk 
and b;, b;,..., b& satisfying (6.1.4) and (6.1.5). Let ahktl be the first point in the 
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sequence a,, a2,... not in the set {a;, a;, . . . , aik} and let b&+1 be the first point 
in the sequence b,, b,, . . . satisfying (6.1.4) and (6.1.5) for m, rz < 2k + 1. Then 
b ;k+2 is the first point in the sequence b,, b,, . . . not in the set {b;, b;, . . . , b;,,,) 
and a& is the first point in the sequence a,, a2,. . . satisfying (6.1.4) and (6.1.5) 
for m, n G 2k + 1. So aA and b,‘, are defined for all n. Now let h : [O, 11 ---f [O, 11 be 
the only homeomorphism satisfying h(aL) = bd. This finishes the proof of the 
lemma. 0 
The following theorem generalizes a fact observed in [5, (6) p. 4901 for the case 
when A is a one-point set. 
Theorem 6.2. Let A be a subset of I3, 4,. . . , w}. Let X and Y be the two dendrites 
such that : 
and 
if a is a ramification point of X or Y, then ord(a) E A, (6.2.1) 
for any arc I contained in X or Y, and for any n E A there 
is a ramification point a E I with ord(a) = n. (6.2.2) 
Then X and Y are homeomorphic. Moreover, the homeomorphism h : X + Y can be 
defined in such a way that for any distinct endpoints e,, e2 E E(X) and fl, f2 E E(Y) 
we have h(e,) = f, and h(e,) = f2. 
Proof. First observe that the condition (6.2.2) and the fact that X, as a hereditarily 
locally connected continuum, does not contain any continuum of convergence, 
imply that the set E(X) of endpoints of X is dense in X. Let (e,, e2,. . .) be a 
countable dense subset of E(X), and similarly, let If ,, f2,. . .} be a countable 
dense subset of E(Y). We will construct a homeomorphism h : X + Y. First, let 
h(e,) =fl and h(e,) =f2. Let I, be the arc e1e2. By Lemma 6.1 there is a 
homeomorphism h : e,e, + f 1 f2 such that the order of any ramification point 
r E ele2 in X is equal to the order of the image h(r) in Y. Also define J, = f, fz. 
Now let J, be the irreducible arc between f3 and J,. Let h-‘(f,) = e3 and let s, 
be the only common point of 1, and J,. Define rl = h-‘(s,) and I, = e3rl. Note 
that, by the construction of the homeomorphism h on e,e2, we have ord(r,) = 
ord(s,). Now we use the lemma again to construct the homeomorphism h on I2 so 
that h sends ramification points of I, onto ramification points of the same order 
on J,. The description of the next step is necessary. Let Z, be the irreducible arc 
between e4 and I, U I,, and let r2 be the only common point of I, and I, U I,. 
The position of r2 can vary. We can have r2 = rl or r2 E r,ei for some i E (1, 2, 3). 
Let s2 = h(r,) (h having already been defined on I, U Z,). Now define h(e,) to be 
the first point in the sequence f4, f5,. . . such that s2 is the only point in the 
intersection h(e,)s, n (I, uJ,). The existence of such a point is a consequence of 
the density of {fl, f2,. . .}. Let .I3 = h(f4)s2. We use the lemma to define h on I, 
in such a way that orders of ramification points are preserved. Now we define J4 as 
an arc in Y with one endpoint in J, U J, U J, and the other endpoint being the first 
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point of the sequence fi, f2,.. . which is not in the image of I, nI, n I,. We 
define h-’ on J4 so that it preserves orders of ramification points and such that 
the position of hP1(J,) = Z4 in X is the same as the position of J4 in Y. Then we 
define I,, J6, I,... and so on in the same manner. Now we have defined h on a 
dense subset of X. We know h preserves orders of ramification points, so it can be 
uniquely extended to a homeomorphism of X onto Y. This finishes the construc- 
tion of a homeomorphism between X and Y. 0 
Let us collect some of the consequences of Theorem 6.2. We start with a 
definition. 
Definition 6.3. For a given set A G (3, 4,. . . , w}, we denote by DA any dendrite 
satisfying (6.2.1) and (6.2.2). According to Theorem 6.2 the dendrite DA is 
topologically unique. If A = {n) for some number II, we write D,, instead of DInI. 
Theorem 6.4. For any A L {3, 4,. . . , w), the dendrite DA is strongly pointwise 
self-homeomorphic. 
Proof. Obviously one can find small neighborhoods of a point satisfying (6.2.1) and 
(6.2.2). q 
Corollary 6.5. There are uncountably many topologically different strongly pointwise 
self-homeomorphic dendrites. 
Now we will discuss some universality properties of DA. Recall that a space X is 
universal in a class E’ of spaces if X contains a homeomorphic copy of any 
member of E’. It is known that D,, is universal in the class of dendrites having 
orders of ramification points at most n. In particular D, is universal in the class of 
dendrites. Using this fact we can prove the following two theorems. 
Theorem 6.6. If w EA, then DA is universal in the class of dendrites. 
Theorem 6.7. Zf A is finite, and n is the greatest element of A, then DA is universal in 
the class of dendrites having orders of ramification points at most n. 
Using a similar embedding procedure as in the proof of universality of D,, the 
following theorem can be proven. The proof is left to the reader. 
Theorem 6.8. Zf A is an infinite set, w E A, then DA is universal in the class of 
dendrites having finite orders of ramification points. 
Recall that a mapping is called open if the image of an open set is open. 
Generalizing the ideas in [5, Theorem 2, p. 4921 we prove the following theorem. 
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Theorem 6.9. There is an open mapping of DA onto D, if and only if the sets A and B 
satisfy the following conditions: 
if A and B are finite then max A > max B, (6.9.1) 
min Aamin B, (6.9.2) 
if B is infinite then A is infinite, (6.9.3) 
UEA ifandonlyif WEB. (6.9.4) 
Proof. Assume there is an open mapping f of DA onto D,. Conditions (6.9.1) and 
(6.9.3) are consequences of the fact that open mappings do not increase the order 
of ramification points [9, VIII, (7.31) Corollary, p. 1471, and (6.9.4) follows from 
the fact that the image of a point of order w is again a point of order o 
[5, Lemma, p. 4891. 
To prove (6.9.2) denote by k the minimum of A, and assume orders of 
ramification points in D, are greater than k. Choose two points p and 9 of DA 
such that f(p) #f(q). Then one can find a copy C of D, in DA with p and q in C 
and such that endpoints of C are endpoints of DA. The image f(C) is a 
subcontinuum of D, having points of order not greater than k (in f(C)>, so it 
must be an arc or a point. Because endpoints of C form a dense subset of C, the 
image of the set of endpoints of C is a dense subset of f(C) composed of 
endpoints only. This implies that f(C) is a one-point set and contradicts the fact 
that f(p) #f(q). 
Now assume DA and D, satisfy conditions (6.9.1M6.9.4). Then we can define 
sequences n,, n2,. . . and m,, m2,. . such that A = (n,, n2,. . .}, B = {m,, m2,. . .}, 
and m, < ni for each i E 11, 2,. . . 1, ni = w if and only if mi = w, and every member 
of A and B appears infinitely many times in the appropriate sequence. We 
construct inverse sequences (Xi, fi) and (Y,, gi> such that DA is the inverse limit of 
(X,, f,) and D, is the inverse limit of (E;, gi). Let X, be the unit interval with 
midpoint xi. For n EA, n # w, let C, be a simple (n, - 2)-od with vertex u2 and 
length of each arc from L’~ to an endpoint equal l/4. If n1 = w, let C, be the w-od 
l_lE=,Z,, where Zk is an arc of length 1/(4k) for kE{l, 2,...) and all of the Z, 
intersect in a common endpoint c’~, called the vertex, and are otherwise disjoint. 
Let X, be the one-point union of C, and X, obtained by identifying x1 to u2. 
Define fI : X, +X, by letting f, I x, be the identity and fI(x) =x2 for any 
x E C,. Then X, is a dendrite with one ramification point of order n,. In a similar 
fashion we form X, by attaching copies of a simple (n2 - 2)-od (or o-od if n2 = w) 
C, to a midpoint of each maximal free arc in X,, so each attached (n, - 2)-od has 
arcs from the vertex to an endpoint of length l/16 each, and o-od has arcs of 
length 1/(16k) for k E (1, 2,. . .). Define f2 : X, +X, by letting f2 I x, be the 
identity and f2 mapping each copy of C, to its vertex. Continuing in this manner 
we obtain an inverse sequence of dendrites and surjective bonding mappings 
(Xi, f,> with inverse limit homeomorphic to DA. 
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We construct the inverse sequence (Y, fj> analogously using the sequence 
m1, m2,. . . in place of n,, n2,. . . . Note that because of the construction each Xi+ r 
contains a copy of Xi and each Y.+r contains a copy of Y. 
Let h, : X, + Yl be the identity mapping and extend h, to a map h, : X2 + Y, 
by mapping Cm, - 2) of the length-a arcs in C, identically onto the (m, - 2)od in 
Y2 and mapping the remaining (n, - m,) arcs of the length f in C, onto some arc 
of the Cm, - 2)-od in Y2. If m, = n1 = o we map the w-od in X homeomorphically 
onto the w-od in Y2. To extend the map h, to a map h, : X, + Ys choose (m2 - 2) 
arcs of the length l/16 in each copy of C, in X, and map them homeomorphically 
onto arcs of the (m2 - 2)od in Y3. Remaining (n2 - m,) arcs of the length l/16 in 
each copy of C, in X, are mapped onto some arc of the (n, - 2)-od in Y,. In this 
way we obtain the following commutative diagram. 
x, .flx, Ax3 
f3 
- ..+ e----D/, 
g3 
yl & Y, * Y3 - . . . - D, 
One can check that all the maps h, are open and that for any points x, EX~ and 
Y n+l E r,+, satisfying h,(x,) =gn(yn+l) we have h;:,(y,+,) cf;‘(x,). Thus all 
the assumptions of [6, Theorem 3, p. 581 are satisfied, and so the limit map h is 
open. This finishes the proof. 0 
Corollary 6.10. Open images of DA are homeomorphic to DA if and only if A is a 
nonempty subset of (3, w). 
Proof. First assume every open image of DA is homeomorphic to DA. Then 
A c 13, w} is a consequence of Theorem 6.9. 
Now assume that A is a proper subset of 13, o]. It was proven in [4] that an 
open image is homeomorphic to DA. 
Finally, suppose A = (3, w}, and assume we have an open mapping of DA onto 
a continuum Y. Because an open image of a dendrite is a dendrite [9, VIII, (7.71, 
p. 1481, open maps do not increase orders of ramification points [9, VIII, (7.31) 
Corollary, p. 1471, and images of points of order w are points of order w 
[5, Lemma, p. 4891, Y is a dendrite with ramification points of order 3 and w only. 
Points of order w must be on every arc, because they are on every arc in DA. 
Moreover, one can use the same argument as in the proof of (6.9.2) that points of 
order 3 must be on every arc in Y. Thus Y satisfies (6.2.1) and (6.2.21, so it is 
homeomorphic to DA. q 
Example 6.11. There is a strongly pointwise self-homeomorphic dendrite which is 
not of the form DA for some A c {3, 4,. . . , w}. 
Proof. The dendrite pictured in Fig. 4 has points of order four on vertical arcs and 
points of order three on some horizontal arcs, so it does not satisfy condition 
(6.2.2). One can check that it is strongly pointwise self-homeomorphic. 0 
W.J. Charatonik, A. Dilks /Topology and its Applications 55 (1994) 215-238 233 
Fig. 4. 
We next turn our attention to implications between different types of self-ho- 
meomorphic dendrites, i.e., we discuss whether we can add any implications to 
those in Theorem 2.5 under the additional assumption that X is a dendrite. 
Our next example for dendrites is analogous to Example 2.7. 
Example 6.12. There is a strongly self-homeomorphic and pointwise self-homeo- 
morphic dendrite which is not strongly pointwise self-homeomorphic. 
Proof. To describe the example, we start with a universal dendrite of order three, 
constructed in such a way that the longest arc lies on the x-axis of the plane. We 
attach vertical arcs going into the upper half of the plane and to these vertical arcs 
we attach horizontal arcs going to the right from the vertical arcs. Continuing in 
this manner, we build a homeomorphic copy of D, such that from every horizontal 
arc there are vertical arcs going upward, and from every vertical arc there are 
horizontal arcs going to the right. Denote the described dendrite by A. Now let A’ 
be the reflection of A across the x-axis. The union. A uA’ is a dendrite having 
points of order four on the arc contained in the x-axis and such that all other 
ramification points are of order three. 
At every endpoint of a horizontal arc of A uA’ we attach a copy of D, in such 
a way that all copies of D, are disjoint, the only point of intersection of any D, 
with A UA’ is the endpoint of the horizontal arc where it is attached, and that 
point is of order two. The dendrite so obtained is our example. 
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To show that X is strongly self-homeomorphic observe that every open set U 
contains a copy C of D, and that C is the one-point union, C, u C,, of two copies 
of D,. Now take a homeomorphism h that maps C onto C, and cl(X\C) onto C,. 
Then h(X) has nonempty interior. 
To show that X is pointwise self-homeomorphic, we need the following lemma 
and its corollary. The proof of the lemma is analogous to the proof of Theorem 
6.2. 
Lemma 6.13. Let P and Q be dendrites homeomorphic to D,, and let E = {e,, e2,. . .} 
and F = {fI, f2,. . . ) be dense subsets of endpoints of P and Q respectively. Then there 
is a homeomorphism h : P - Q such that h(E) = F and f<e,> = fl. 
Corollary 6.14. Let P and Q be constructed by attaching infinitely many copies of D, 
to D, in such a way that copies of D, are mutually disjoint, form a null sequence and 
are attached to an endpoint of D, in such a way that the intersection of D, and any 
copy of D, is a point of order two. Moreover, let e be a point in D, c P which is an 
endpoint in both D, and in P, and let f be a point in D, c Q which is an endpoint in 
both D, and in Q. Then there is a homeomorphism h : P - Q with h(p) = q. 
Proof of Example 6.12 continued. We are now ready to prove that X is pointwise 
self-homeomorphic. Let p be any point of X and let U be any neighborhood of p 
in X. Denote by C any copy of D, which is attached to some point of A or A’, is 
contained in U, and does not intersect the arc A nA’. Denote by a the common 
point of C and A uA’. Choose a point b of order two in (A uA’)\(A n A’). To 
construct the embedding h of X into U we start with h(b) = a. Let X, be the 
component of X\{b} which contains A n7A’. Then X, U {b} is a dendrite with 
orders of points not more than five, so we can define h I X, : X, * C so that h is 
continuous on X, U (b}. Denote by X, the other component of X\{b). Then 
X, U {b) is a dendrite satisfying the assumptions of Corollary 6.14, and we can find 
a dendrite Q satisfying the same conditions which is contained in U, contains 
points a and p, and is disjoint with h(X,). Therefore there is a homeomorphism 
hl x2 ” (b) : X, U {b} + Q with h(b) = a. This completes the construction of the 
embedding h which sends X into U and shows that X is pointwise self-homeo- 
morphic. 
Next we will prove that X is not strongly pointwise self-homeomorphic. Denote 
by Z the arc A n A’, and let p be a point of order four in I. Let U be a 
neighborhood of p in X not containing endpoints of I, and assume that there is 
an embedding h sending X into U with p E int h(U). Because p is in the interior 
of h(X), the order of p in h(X) is four, so the order of h-‘(p) is also four. This 
fact implies that h-‘(p) E I, because all points of order four are in I. Now, h(Z) is 
an arc in U having points of order two and four (in h(X)) only, and points of 
order four are dense in h(Z). Moreover, p E h(Z), so h(Z) cl since every arc 
containing p and going out of Z has some subarcs with points of order two and 
three only. Note that I, as a horizontal arc, has a copy of D, attached at each of its 
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endpoints. There are no such copies attached to h(I) in U and we have a 
contradiction. q 
In the investigation of self-homemorphic dendrites, we observe that for most of 
them, in particular for all DA, the required embedding can be chosen to have a 
given point, or even a given neighborhood, fixed. This could lead to a new 
property, stronger than being strongly pointwise self-homeomorphic. The next 
theorem states some equivalent definitions of the new property. 
Theorem 6.15. Let X be a dendrite. The following conditions are equivalent: 
for any point p of order two, any neighborhood U of p, and 
any (one of two) component K of X\(p) there is an 
embedding h:KU{p}+KU{p} with h(p)=p and h(Ku 
{ PII L u; (6.15.1) 
for any point p, any neighborhood U of p, and any component 
K of X\ (p} there is an embedding h : KU {p} -+ K U {p) with 
h(p) =p and h(K U {PI> L U; (6.15.2) 
for any point p, any neighborhood U of p, there is an 
embedding h : X + U with h(p) =p and p E int h(X); (6.15.3) 
for any point p and any neighborhood U of p there is a 
neighborhood V of p with V L U and an embedding h : X + U 
satisfying h I v = id,. (6.15.4) 
Proof. The sequence of implications (6.15.4) 3 (6.15.3) = (6.15.2) G. (6.15.1) is a 
simple consequence of definitions and each of the implications is true even without 
the assumption that X is a dendrite. Thus, it is enough to prove the implication 
(6.15.1) 3 (6.15.4). Toward this aim, assume a dendrite X satisfies (6.15.1) and let 
U be a neighborhood of a point p E X. Define V to be an open set containing p 
such that cl(V) c U and the boundary of V consists of finitely many points of order 
two, say bd V= {a,, a2,. . . , a,}. Now, for any point a, we denote by Kj the 
component of X\(aJ that does not contain the point p. According to our 
assumption, there is an embedding hi : Ki U (a,) + Ki u (a,} with hi(ai) = ai and 
hiCKi U {ail) c U. Define h : X+X by h I K, = h, and h I cl v= id,, V. One can now 
check that h satisfies the conditions required in (6.15.4). q 
The following proposition is a consequence of the definitions. 
Proposition 6.16. Let X be an arbitrary continuum. Then each of the conditions 
(6.15.3) and (6.15.4) implies that X is strongly pointwise self-homeomorphic. 
The next theorem shows that in general (without the assumption that X is a 
dendrite) condition (6.15.4) is a strong assumption. 
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Theorem 6.17. Assume a plane continuum X satisfies (6.15.4). Then X is a dendrite 
or X contains the Sierpiriski unitersal plane curue. 
Proof. Assume X is not a dendrite. Because X is locally connected it must contain 
a simple closed curve C. Let p be any point of C. Define A to be the set of all 
points x such that there is a simpIe closed curve C, containing x such that C, n C 
contains an interval with the point p in its interior. Because C, is the union of 
simple closed curves with p in its intersection, A is connected. The closure cl A is 
a continuum containing no cut points (in fact p is not a cut point, because p is an 
interior point of an arc contained in C, n C for any x). If cl A is a two-dimen- 
sional continuum, it contains a disk, and therefore it contains a Sierpinski universal 
plane curve. Thus we can assume cl A is one dimensional. In this case we will use 
Whyburn’s characterization (see Theorem A) to prove cl A is a Sierpinski universal 
plane curve. By the characterization it is enough to show that cl A does not 
contain local cut points. Assume the contrary. Choose a local cut point q of 
cl A, and let U be a neigborhood of q in X such that p 4 U and that q is a cut 
point of U n cl A. Suppose there is a neighborhood I/ of q and an embedding 
h : X + U satisfying (6.15.4). Choose two points a and b belonging to different 
components of (Vn cl A)\{q) and being close enough to q so there are arcs 
I, and It, joining a and q and b and q respectively with I, U lb G U. Then 
C, U C,, u Z, U Z,, is a continuum without cut points containing a, b, p and q. Its 
image under h must be a continuum contained in U, containing a, b, h(p) and q 
and without cut points. This contradicts the fact that a and b are in different 
components of Wn cl A)\{q}. 0 
Now we will show that Sierpinski universal plane curve satisfies (6.15.4). Toward 
this goal, we need a sligthly stronger version of Whyburn’s theorem. The proof of 
the stronger version is in fact in [lo, proof of Theorem 3, p. 3221. 
Theorem B (Whyburn). Let S and S’ be two Sierpinski universal plane curves with 
outer boundaries C and C’ respectively. Then any homeomorphism of C onto C’ can 
be extended to a homeorphism of S onto S’. 
As a corollary we can obtain an even more general result. 
Theorem 6.18. Let S and S’ be two Sierpiriski universal plane curves and let C and 
C’ be any two boundaries of components of the complements of S and S’ in the 
plane, respectively. Then any homeomorphism of C onto C’ can be extended to a 
homeomorphism of S onto S’. 
Proof. Embed S and S’ into the complex plane in such a way that the origin 
is inside C and C’. The inversion z * l/z is a homeomorphism on S and S’ 
and sends C and C’ onto outer boundaries. Now apply the Whyburn theorem 
above. 0 
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Theorem 6.19. The Sierpiriski uniuersal plane curve satisfies (6.15.4). 
Proof. Assume S is a Sierpinski universal plane curve embedded in R2. Let p be 
any point of S, and let U be any open in S neighborhood of p. Choose open 
connected neighborhoods U’ and V of p such that p E V c cl V L CT’ c cl U’ c U 
and U ‘\ V is connected. According to the Whyburn’s characterization (Theorem 
A) the sets S, = S\V and S, = cl U’\V are homeomorphic to S. Denote by C 
and D the simple closed curves that are the boundaries of the components of 
R2\S, and of R2\S2, respectively, containing V. Note that bd V G C n D. Let 
f : C --) D be any homeomorphism that is the identity on C n D. By Theorem 6.18 
there is a homeomorphism g : S, + S, such that g I c =f. Finally, define an 
embedding h : S + U by h(x) = g(x) for x E S, and h(x) =x for x E V and 
observe that h is the embedding satisfying (6.15.4) with X= S as required. This 
finishes the proof. 0 
We close this paper with posing some problems. The first four of them ask if 
there are any implications for dendrites in the diagram of Theorem 2.5 other than 
ones established there (compare Example 6.12). 
Problem 6.20. If X is a self-homeomorphic dendrite, is X strongly self-homeomor- 
phic? 
Problem 6.21. If X is a self-homeomorphic dendrite, is X pointwise self-homeo- 
morphic? 
Problem 6.22. If X is a pointwise self-homeomorphic dendrite, is X strongly 
self-homeomorphic? 
Problem 6.23. If X is a strongly self-homeomorphic dendrite, is X pointwise 
self-homeomorphic? 
Problem 6.24. In Theorem 6.17 can condition (6.15.4) be replaced by (6.15.3)? 
Problem 6.25. Does every strongly pointwise self-homeomorphic continuum (den- 
drite) satisfy (6.15.3) or (6.15.4)? 
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