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Abstract 
A formal scheme is proposed in order to mathematically describe some real features of the 
biological assembly. The assembly is considered to be a process of pairwise interactions of 
subunits leading to the creation of structures. If only one structure can be assembled according 
to the given interaction rules, it is called unique. Unique structures are interpreted as formal 
analogs of self-assembling biological structures. A criterion is found which can be used to 
develop an effective algorithm for recognizing the uniqueness of finite structures. Symmetry of 
finite and infinite unique structures is investigated. The relation is determined between the 
symmetry group of an infinite unique structure and its packing in space which enables 
classification of such structures in crystallographic terms. The applications of the formal scheme 
are discussed. 
1. Introduction 
In recent years, a lot of experimental work has been done on various aspects of the 
biological self-assembly. Regrettably, these studies have not found adequate support 
in theoretical modeling of self-assembling structures using basic physical and biolo- 
gical principles. An early attempt in this direction was undertaken by von Neumann 
in his investigations of self-reproducing automata [9]. His scheme of self-assembly of 
objects floating in a fluid medium was rather complex and did not inspire further 
research. Later Ulam used cellular automata to produce the configurations of self- 
assembling structures and noticed that despite the simplicity of the assembly rules it 
can be difficult to describe these structures in mathematical terms. More recently 
some theoretical aspects of self-assembly have been considered by Katz and Chow in 
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their attempt o find the differences between structures produced by self-assembly and 
templeting [7]. Computer models of self-assembly reflecting the peculiarities of real 
biological systems have been developed by Thompson and Goel [14]. We hope to 
contribute to this field of investigation by presenting a combinatorial formal scheme 
which could advance theoretical understanding of the self-assembly. An earlier ver- 
sion of the scheme has been published in preprints [IO, 12, 131. Now we present it in 
a more general and complete form with a full account of the results obtained. 
There are two principles of the biological self-assembly resulting from the mor- 
phological studies of viruses and other supermolecular structures [2,3] which play the 
key role in our work. These are: 
(1) self-assembly of a structure can be determined completely by the properties of 
macromolecules constituting this structure (any other information is irrelevant); 
(2) an in vivo self-assembling structure after being split down to subunits can be 
reconstructed in vitro by self-assembly under appropriate physical conditions. 
When constructing the formal scheme, we were trying to avoid the sophisticated 
physical aspects of macromolecular interaction. Our strategy was to represent protein 
molecules by simple geometrical objects and ascertain what basic properties need to 
be assigned to their assemblage to adequately describe a natural self-assembling 
structure. 
The formal scheme can be nonrigorously outlined as follows. Self-assembly is 
introduced as a special case of a more general notion of assembly. The assembly is 
considered as a process of pairwise interactions of the original constituents (subunits) 
resulting in the creation of solid figures in the 3-D Euclidean space. The final figure, 
the one that cannot any longer interconnect with other subunits according to the 
given assembly rules, is called a structure. To characterize self-assembling structures, 
we assume the following hypothesis which is a formalization of principle (2). 
If several identical self-assembling structures are split down to their constituents, 
the latter governed by the same assembly rules will assemble into copies of the original 
structures. 
The structures obeying this hypothesis are called unique and, if finite, are inter- 
preted as formal analogs of natural self-assembling structures such as capsids of 
helical viruses, microtubes, membranes, etc. 
In a previous paper [ll] we considered another formal scheme of self-assembly 
applied to linear structures. In that scheme the original constituents for the self- 
assembly were limited and reduced to the minimal quantity necessary to assemble 
exactly one structure. The parallel self-assembly has not been assumed. Though the 
present paper inherits some ideas of [ll], the formal scheme suggested here is quite 
different and is more adequate to the real biological situation. 
In Section 2 the main notions of the formal scheme will be described, in Section 3 we 
consider the recognition problem for finite unique structures, and in Section 4 we 
study the relation between uniqueness and symmetry for a special subclass of finite 
unique structures, the so-called structures with unambiguous neighborhoods of 
subunits. For this subclass, we will show the way to calculate the number of subunits 
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constituting a structure when its symmetry group is known. The infinite structures are 
investigated in Sections 5 and 6. The main result of Section 5 is that under some 
constraints infinite unique structures are symmetric and their symmetry groups are 
infinite. This manifests an essential difference between finite and infinite unique 
structures because the former can be both symmetric and asymmetric. Then, we 
describe the relation between the symmetry group of an infinite unique structure and 
its packing in space thereby classifying these structures in crystallographic terms 
(Section 6). Section 7 is devoted to the discussion of mathematical meaning of the 
results and their possible applications. 
2. Formal scheme 
In this section we give the main definitions and notations of the formal scheme of 
self-assembly and derive some simple corollaries which are frequently used below. 
All the objects to be defined, i.e. subunits, complexes and structures, are considered 
in the 3-D Euclidean space E 3. By a subunit we mean a homeomorphic image of 
a closed sphere having a finite set of specially chosen points on the surface. These 
points are referred to as bond sites. 
Definition 1. A finite or countable union A = ui Ui of subunits Ui (i = 1,2,. .) is called 
the complex if 
(1) A is a connected set; 
(2) the subunits aj and ak constituting A either do not intersect or have one common 
point which must be the bond site for both aj and ak; 
(3) any bond site is common to no more than two subunits. 
If a bond site belongs to only one subunit, this bond site is said to be free. 
Every subunit is a complex. If a complex is constituted of two subunits it is called 
elementary. Finite and injinite complexes are naturally defined as those constituted of 
a finite or infinite number of subunits. 
We shall say that complexes A and B are equivalent and write A - B if A can be 
transformed onto B by a proper motion in E 3 (also the bond sites of A and B must 
coincide). Considering a set of complexes, we shall always assume that these com- 
plexes are pairwise nonequivalent and that their particular position in E3 is not 
significant for us. The set of subunits constituting a complex A is always supposed to 
be finite. 
The relations between a complex and its parts are characterized by the following 
definitions. Let A and B be complexes such that B can be obtained from A by 
removing some subunits constituting A. In a degenerate case none of the subunits is 
removed. Then: 
(1) a certain position of B in A is called an uccurrence (due to this notion we can speak 
of different occurrences of B in A); 
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(2) if B is a proper part of A, we say that A is an extension of B; 
(3) the complex B, as well as any other complex C equivalent to B and situated in an 
arbitrary place of E jr are called subcomplexes of A. 
The interactions between subunits are introduced in the form of assembly rules. 
Definition 2. The elements of a finite set 9 of elementary complexes are called 
assembly rules. 
Let D(A) be the set of all elementary subcomplexes of a complex A. We say that 
CD(A) are the assembly rules generated by A. If 3 are assembly rules and D(A) c 33 we 
say that A can be assembled according to 3, in symbols 3 + A. Evidently, the 
information contained in D(A) is necessary and sufficient for the assembly of A. Fig. 1 
shows an example of a complex and the assembly rules generated by it. 
Definition 3. Let D + X. Suppose there is no extension Y of X such that 3 --f Y. Then, 
X is called a structure assembled according to a. 
The complex A shown in Fig.1 is really a structure assembled according to the 
assembly rules D(A). An example of a complex which is not a structure is given in Fig. 
2(e). 
(b) 
Fig. I. (a) Complex A and (b) assembly rules T\(A) 
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(e) 
Fig. 2. Situations arising when one attempts to extend complex X according to 3(A) 
Complexes and structures are interpreted as intermediate and final stages of the 
assembly process, respectively. The following consideration shows the difference 
between these notions more clearly. Let D + X (for illustrative purposes we put 
33 = B(A), where D(A) are presented in Fig. l(b)). Trying to extend X, we come across 
one of the following situations: 
(1) There are no subunits in X with free bond sites (Fig. 2(a)). 
(2) There are subunits in X with free bond sites but none of them can bind with a new 
subunit in order to form an extension of X that would be a complex assembled 
according to ID. This might be due to three kinds of drawbacks: 
(a) all free bond sites of X are also free in the elementary complexes of 3 (Fig. 
2(b)), these bond sites do not play any role in the assembly and therefore may 
be neglected; 
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(b) among the new elementary complexes appearing when X is binding with 
a new subunit not all are present in D (Fig. 2(c)); 
(c) new subunits cannot bind with X without violating the constraints imposed 
on the subunit contacts because there is not enough room for any extension of 
X according to 9 (Fig. 2(d)). 
(3) There is a subunit of X with a free bond site which can bind with a new subunit in 
such a way that all the arising elementary complexes are present in a, and the only 
points of intersection between the new subunit and X are bond sites (Fig. 2(e)). 
In the first two cases, X is a structure; the second case is characterized by the 
presence of free bond sites. In the third case X is not a structure. Given the assembly 
rules a, it is possible to extend X by binding it with a new subunit thus assembling 
a new complex Y which, in its turn, may or may not be a structure. 
We denote by a + b an elementary complex constituted of the subunits a and b. 
Strictly speaking, this notation is ambiguous because (a) it does not identify the 
interconnecting bond sites of the subunits, and (b) even when interconnecting bond 
sites are fixed the subunit can bind at “different angles” (Fig. 3). Nevertheless, we shall 
use this notation specifying a particular complex by the context. 
Let A be a complex. Consider a fixed occurrence of a subunit a in A. Suppose that 
there is an extension of A produced by binding a new subunit x with a. We denote this 
extension by A(a) + x and call it an elementary extension of A. The ambiguity of the 
operation + reasoned as above will be eliminated by the context. 
Now the main object of our study will be introduced. 
Definition 4. A structure X is called unique if D(X)-, Y implies that X N Y. 
Fig. 4 shows simple examples of a unique (X) and non-unique (Y) structures. The 
structure Y is not unique because D(Y) + X and Y is not equivalent o X. 
Unique structures are interpreted as formal analogs of biological self-assembling 
structures. 
Fig. 3. Ambiguity of operation + (a) In a + h, a subunit a contacts with h at different bond sites; (b) in 
c + d subunits c and d bind at different angles at the same bond sites. 
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(a) (b) 
Fig. 4. Unique (a) and non-unique (b) structures. The dash lines show the symmetry axes of a 
Since complexes may be finite or infinite, the same is true of structures. The 
following proposition states that given the assembly rules 3, there is at least one 
structure (finite or infinite) that can be assembled according to 3. 
Proposition 1. Let A be a complex and D -+ A. Then, there is a structure X such that 
9 -+ X and X is an extension of A. 
Proof. Fix the position of A in E 3 and choose a point 0. Extend A according to D by 
binding new subunits to available free bond sites wherever it is possible within 
a sphere of radius RI with 0 as the center. After a finite number of such elementary 
extensions a new complex Al will be produced. It can be extended analogously within 
a concentric sphere of radius R2 > RI producing a complex AZ. Continuing this 
process as Ri-* CO (i= 1,2,...), we obtain the finite or countable sequence of 
complexes A,, AZ, . . . . Their union X = UiAi must be a structure. Indeed, if a subunit 
could bind with X, it would contact with a complex A within a sphere of sufficiently 
big radius Rj. Hence, it should be included in Aj. q 
Corollary 1. A structure X is unique ifSany complex assembled according to D(X) is 
a subcomplex of X. 
Remark. It is expedient here to explain why we have to attract infinite structures to 
define unique finite structures. Fig. 5(a) shows an example of a structure X which is 
not unique. Evidently, there is another structure Y formed by the infinite chain of 
subunits b such that D(X) -+ Y (Fig. 5(b)). If we do not consider infinite structures, 
X would be unique. First, this seems to contradict the biological idea of self-assembly. 
Second, in this case Proposition 1 would be invalid as well as most of the following 
results which are based on it. Certainly, there may be some other definitions of unique 
structures equivalent to ours. Corollary 1 gives one of them. 
Now let us introduce some notions that will be useful in studying the symmetry of 
unique structures. By the symmetry group we mean the group of proper symmetry 
operations in E 3 that leave A invariant (unchanged). By definition, the asymmetric 
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(a) (b) 
Fig. 5. Non-unique structure X (a) and an infinite structure Y (b) such that ID(X)+ Y. 
Fig. 6. Two equivalent complexes (I, + h, and a2 + 
onto a,. 
h, which do not coincide when a, is transformed 
complex has the symmetry group of the first order. Note that a complex can be 
asymmetric due to both asymmetry of its geometrical form and asymmetric distribu- 
tion of bond sites. 
Lemma 1. Consider two equivalent elementary complexes a, + b, and a, + b2 con- 
stituted of asymmetric subunits a,, bI ,a2, b2. Let a, be transformed by a proper motion 
onto a2. Then, this motion will transform bt onto b2. 
The proof of this lemma is an easy corollary of elementary geometrical consider- 
ations of Adamar [l]. For symmetric subunits the statement of Lemma 1 can be false 
(see Fig. 6). To preserve Lemma 1 in the case of symmetric subunits, additional 
constraints should be imposed on the assembly rules. 
Below we shall restrict our considerations to the subunits with finite symmetry 
groups. Let us say that a bond site is axial if it belongs to an axis of rotational 
symmetry of a subunit. We assume that for any assembly rules I) the following is 
valid: if a + be3 and a is a symmetric subunit which has a common axial bond 
site with b then b is symmetric too and both a and b have the same n-fold axis of 
rotational symmetry passing through the axial bond site. If elementary complexes 
satisfy these conditions, the conclusion of Lemma 1 remains valid. These conditions 
are always supposed to be fulfilled below. This, in particular, gives the following 
corollary. 
Corollary 2. Let A he a complex and 5 + A. Fix a bond site in an occurrence of 
a subunit a in A. Also,_fix an elementary complex a + h E a. Then, there is no more than 
one elementary extension efthe kind B = A(a) $ h created,from A at the,fixed bond site 
hy using the assembly rule u + h. 
3. Uniqueness recognition 
In this section we study the problem of recognizing the uniqueness of finite 
structures and derive a criterion that can be implemented in an effective recognizing 
algorithm. First this problem will be considered for the structures without free bond 
sites. 
Consider a structure X. Let SC(X) be the set of all subcomplexes of X and P(X) be 
the set of all possible elementary extensions of the complexes from SC(X) produced by 
the assembly rules B(X). Denote V(X) = P(X)\%(X). From Corollary I we im- 
mediately obtain the following lemma. 
Lemma 2. The structure X is unique $f V(X) = 0. 
Lemma 2 yields a direct solution to the recognition problem. It is reduced to 
searching for the occurrences of all subcomplexes in X and producing their extensions 
according to B(X). Note that the number of subcomplexes to be searched may 
exponentially depend on the number of subunits in X. Theorem 1 below yields 
a recognizing algorithm which operates much faster due to a drastic reduction of the 
number of subcomplexes to be searched. 
To formulate the theorem, we need a special transformation of structures which is 
called substitution. 
Consider two different occurrences of a subunit a in a structure X. Let _Y and y be 
the subunits contacting with these occurrences of a at the same bond site (Fig. 7(a)). 
Assume that a + .Y is not equivalent to a + y. Substitute y for .x in the occurrence 
u + Y so that a + y would appear instead of a + .Y in X. To prevent illegal intersec- 
tions of 1’ with other subunits of X, this substitution may require removing some 
fgQ$&k& 
(a) (b) (c) 
Fig. 7. Substitution in a structure X. 
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subunits from X. We admit that only necessary removal should be made. It may result 
in splitting X into several subcomplexes. The one that contains the first of the 
considered occurrences of a is denoted by A(a) (Fig. 7(b)). The extension of A(a) 
according to the assembly rule a + y will give us a new complex B = A(a) + y. This 
complex is the result of the substitution of y for x in X (Fig. 7(c)). Certainly, x may be 
substituted for y as well. 
Let us say that the substitution is realizable if BESC(X). We assume that there is 
always a trivial realizable substitution, the one that leaves X unchanged. 
Theorem 1. The structure X is unique i&full the substitutions in X are realizable. 
Proof. The necessity follows from Corollary 1. To prove the sufficiency, let us admit 
the contrary, i.e. that X (Fig. 8(a)) is not unique. It follows from Lemma 2 that 
V(X) # 0; therefore there is a complex B = A(u) + y (Fig. 8(b)) such that A(u)ESC(X) 
but B I$ SC(X). Taking into account that there are no free bond sites in X, we can state 
that there is a subunit x such that A(u) + XESC(X). Hence, both elementary com- 
plexes a + x and a + y occur in X. Let a + x N a + y. Then, by Corollary 2, 
A(u) + x - A(u) + y and consequently BESC(X); contradiction. Let a + x and a + y 
be non-equivalent. Substitute y for x and denote the resulting complex by C. Since the 
substitution does not involve unnecessary removal of subunits in X, A(u) + y is 
a subcomplex of C (Fig. 8(c)). But CESC(X) because all the substitutions are realiz- 
able therefore again B = A(u) + y~Sc(x); contradiction. 0 
In order that Theorem 1 remains valid for the case of structures with free bond sites 
not much should be done. Let us extend the notion of substitution. Assume that there 
are two occurrences of a subunit a in a structure X such that in the second occurrence 
a contacts with a subunit y at a bond site ~1, and in the first occurrence the bond site 
a is free. Then, by substitution we will mean the case when y fills the “gap” beside CI in 
the first occurrence of a, just as it has been described for the substitution of y for x. 
Otherwise the reasoning remains the same. 
To recognize the uniqueness, Theorem 1 requires searching for only those com- 
plexes that can be produced by substitutions. It is easy to see that the number of such 
(a) (b) (c) 
Fig. 8. (a) Non-unique structure X with a subcomplex A(a); (b) complex B = A(a) + y; (c) complex 
C arising as a result of substitution in X. 
complexes does not exceed the value c2 n2, where n is the number of all the subunits in 
X and c is the maximal number of bond sites in a subunit. This fact can be used to 
obtain an efficient computer algorithm for recognizing the uniqueness of large 
structures constituted of hundreds of subunits. This algorithm must include the 
procedures of two types: 
(1) determination of the complexes resulting from substitutions; 
(2) search for the occurrences of these complexes in the structure. 
Certainly, their accurate formulation and complexity depend on the forms of the 
subunits involved. 
Assume that a structure is constituted of asymmetric subunits represented by 
spheres and is given as the list of center coordinates and bond site coordinates of the 
spheres. It is not difficult to show in this case that the upper bound for elementary 
computing operations needed to recognize the uniqueness is 0(n2), where n is the 
number of subunits in X. Actually, this estimation is very rough and it seems that the 
recognizing algorithm will work much faster in practice. 
To design a uniqueness recognizing algorithm for more complicated cases, subunits 
and complexes need to be set constructively. This means that one is able to determine 
which subunits of a complex intersect, contact and so on. If this is the case, under some 
reasonable restrictions on the complexity of subunit forms the above estimation will 
be retained. 
4. Symmetry and uniqueness 
In this section we consider finite structures without free bond sites and investigate 
the relation between the uniqueness and the symmetry for a special subclass of such 
structures. 
Let X be a structure. Fix a subunit u in X and a bond site CL of a. We say that a has 
an unambiguous neighhovhood at x if there is only one elementary complex 
a + x~a(X) such that a contacts with a subunit x at x. Otherwise, an ambiguous 
neighborhood is involved. Some examples of ambiguous neighborhoods are shown in 
Fig. 9. 
We say that X is a structure with unambiguous neighborhoods if all the neighbor- 
hoods of subunits in X are unambiguous. Denote the class of all such structures by 11. 
If XEU then all the substitutions in X are trivial. From Theorem 1 we have the 
following result. 
Proposition 2. If XEU then X is unique. 
Note that for structures with free bond sites this proposition is not valid. This is 
illustrated by Fig. 10. 
The starting point in describing the symmetry of the structures from II is the 
following lemma which is directly derived from Corollary 2. 
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E3 a X 
a X \CX_ 
Fig. 9. Two structures with ambiguous neighborhoods of a subunit U. 
Fig. 10. Structure X with free bond sites and unambiguous neighborhoods which is not unique: z\(X) + Y 
and X is not equivalent to Y. 
Lemma 3. Let X E If. Assume that there are two occurrences of a subunit a in X. Then, 
a proper symmetry operation in E3 which transforms one occurrence of a onto the other 
retains X invariant. 
Denote T(A) the maximal symmetry group of a complex A. Let XE II and 
a(X) -+ A. From Proposition 2 and Corollary 1 we see that there is an occurrence of 
A in X. Taking this into account, we obtain from Lemma 3 the following result. 
Corollary 3. Let X E U and B(X) -+ A. Then, T(A) is isomorphic to a subgroup ofT(X). 
For a finite structure X the group T(X) is a point group. In this case elements of 
T(X) must be axial rotations. As mentioned above, the symmetry group of a subunit is 
supposed to be finite. Hence, T(X) is a finite point group. From Lemma 3 we have the 
following result. 
Corollary 4. Suppose a complex A occurs in XEU. Then, the njbld symmetr~l avis 01 
A is the njbld symmetry axis qf X as well. 
It is known that a group of transformations of a set divides it into invariant 
non-overlapping subsets called orbits. Applying T(X) to the set of all subunits of X we 
obtain the orbits each being constituted of equivalent subunits. Locations of subunits 
in a structure from U are governed by the following theorem. 
Theorem 2. A structure X belongs to 11 @no equivalent subunits are located on d#trent 
orbits of T(X). 
Proof. NecessitJ1: Admit the contrary, i.e. that there are equivalent subunits on 
different orbits of T(X). By Lemma 3, these subunits can be transformed one onto the 
other by T(X). This means that these subunits are located on the same orbit; 
contradiction. 
S@iciency: Admit the contrary, i.e. that X 4 II. This means that there are non- 
equivalent elementary complexes a + x and a + y which realize ambiguous neighbor- 
hood at a fixed bond site c(. The locations of a in X determined by these elementary 
complexes give us two occurrences of II in X. From the given conditions of the 
theorem we know that the occurrences of a must be on the same orbit, i.e. that there is 
a symmetry operation in T(X) producing the coincidence of these occurrences. Since 
I and ~1 contact with u at the same bond site x, the coincidence of x and ~1 will be 
enforced too. This implies that a + x - a + y; contradiction. h 
Fig. 11 shows an example of a unique structure that does not belong to the class 
U and exhibits a 3-fold rotational symmetry. The subunit .Y has an ambiguous 
Fig. I I. A structure with ambiguous neighborhoods of a subunit x. this subunit locates on different orbits. 
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neighbourhood which enables it to locate on different orbits (the subunits x of one of 
the orbits are dotted). 
Theorem 2 can be used to calculate the number of subunits in a structure X E U. 
First, let us do it for the case of asymmetric subunits. It will be convenient o refer to 
equivalent subunits as being of one type and to non-equivalent subunits as being of 
different types. Since asymmetric subunits of X cannot be transformed one onto 
another by r(X), the number of subunits on every orbit of T(X) is equal to N, where 
N is the order of T(X) (see [15]). By Theorem 2, the subunits of each type occur in 
X exactly N times filling one of the orbits therefore the total number of subunits in 
X is kN, where k is the number of subunit types presented in X. 
Now consider the case when symmetric subunits can occur in X E U. By Corollary 4, 
if there is a symmetric subunit in X, its symmetry axis will be the symmetry axis of X. 
It is known (see [15]) that if an orbit of a group crosses a symmetry axis, the number 
of elements on the orbit is N/m, where N is the order of the group and m is the order of 
this symmetry axis. Thus, for X we have the following: 
(1) the number of asymmetric subunits in X is kN, where N is the order of T(X) and 
k is the number of types of asymmetric subunits in X; 
(2) the number of symmetric subunits in X is Xi”= I N/mi, where N is the order of r(X), 
s is the number of types of symmetric subunits in X, mi is the order of the 
symmetry group for the subunit of the ith type. 
5. Uniqueness and symmetry of infinite structures 
The main result of this section is Theorem 3. It states that an infinite unique 
structure without free bond sites has the symmetry group of infinite order. The idea of 
the proof can be outlined as follows. First it will be shown that each infinite unique 
structure contains the so-called “basic” finite complex, the one that can be extended to 
the structure by an unambiguous procedure (Proposition 4). Symmetry is a direct 
result of the existence of two occurrences of the basic complex in a structure (Lemma 
4). In fact, if an infinite unique structure contains a finite complex, it occurs in the 
structure in a countable number of copies and these copies are “uniformly” distributed 
over the structure (Proposition 5). 
It will be useful to begin with a special class of rather simple infinite unique 
structures without free bond sites with unambiguous neighborhoods (see Section 4). 
Let us give the necessary definitions. Consider a structure X and the assembly rules 
a(X) generated by X. Let A be a complex such that D(X) -+ A. Consider the 
extension of A which is produced by binding additional subunits to A wherever it is 
possible according to the assembly rules D(X). Such a complex is called a boundary 
extension of A and is denoted by A*. If there is only one boundary extension of A, then 
A is said to have unambiguous surroundings. 
If X is a structure with unambiguous neighborhoods and without free bond sites, 
every subcomplex of X has unambiguous surroundings. This follows immediately 
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Fig. 12. A structure with unambiguous neighborhoods and ambiguous surroundings of a subunit a. 
from Corollary 2. But when there are free bond sites in X, ambiguous surroundings 
may appear even if all the neighborhoods in X are unambiguous. This is illustrated by 
Fig. 12 where two surroundings of the subunit a are different (non-equivalent). 
Proposition 3. Let X be an infinite structure without free bond sites and with unambigu- 
ous neighborhoods. Then, X is unique and the maximal symmetry group ofX is infinite. 
Proof. Suppose that D(X) --) Y and a is a subunit of Y. Then, a is a subunit of X too. 
Let al and a2 be the occurrences of a in X and Y, respectively. Then, for the sequences 
of the boundary extensions of a, and a2 presented in X and Y, we have: al h a2, 
(a?)* N (a;)*, etc. Hence, X - Y and X is unique. Similarly, if aI and a2 are two 
occurrences of a in X, the proper symmetry operation that transforms a, onto 
a2 leaves X invariant. Since there is an infinite number of occurrences of some subunit 
in X, the maxima1 symmetry group of X is infinite. 0 
Now let us turn to the genera1 case. Consider a structure X. A finite subcomplex 
A of X is called a basic complex if the surroundings are unambiguous for both A and 
any finite extension of A produced according to the rules D(X). The following lemma 
is a direct corollary of this definition. 
Lemma 4. Let A be a basic complex of a structure X and Al, A2 be two occurrences of 
A in X. Then, the proper symmetry operation that transforms Al onto A2 leaves 
X invariant. 
Let X be a structure. Consider a class of structures {X,} where the index r runs 
through a set T and X, - X for all 7 E T. We shall call a bundle the following 
arrangement of the structures X, in E,: 
(1) there is a subunit a common to all X,; 
(2) if 71 # 72 then X,, does not coincide with X,, 
We denote a bundle by (X,) and refer to the common subunit a as the center of the 
bundle. From this definition we obtain the following lemma. 
Lemma 5. The set T of the indices in a bundle (X,) (7 E T) is finite or countable. 
Proposition 4. Let X be an injinite unique structure. Then, there is a basic complex in X. 













Fig. 13. The binary tree with complexes assigned to its nodes 
Proof. Assume the contrary. This means that for any finite subcomplex A of X there is 
a finite complex B such that B(X) + B, A occurs in B and the surroundings of B are 
ambiguous. We shall come to the contradiction by creating an uncountable bundle 
(X,), where X, - X, z E T, and T is the set of all binary sequences. 
Fix the position of a subunit a0 of X in E,, To form the bundle, consider an infinite 
binary tree with one root (Fig. 13). We shall assign a complex created according to 
D(X) to each node of the tree. Let us do this in the following way. 
The subunit a, is assigned to the tree root (the node of the layer 0). As has been 
assumed, there is a finite complex A which contains an occurrence of a, and whose 
surroundings are ambiguous. Therefore, two different boundary extensions AT and 
AZ can be produced from A. These complexes AT and Af are assigned to two nodes of 
the first layer. Let the assignment of the complexes be done to all the nodes till the 
layer (k - 1). Consider a node of this layer and a complex B0 that has been assigned to 
this node. According to the original suggestion, there is a finite complex B which 
contains an occurrence of B0 and whose surroundings are ambiguous. Two different 
boundary extensions BT and Bz of B are assigned to two nodes of the layer k which 
are connected with the considered node of the layer (k - 1). 
Let T be an arbitrary infinite binary sequence. Consider the infinite route down the 
tree that starts at the root and proceeds according to z. In the sequence of complexes 
(C,} (k = 0,1,2, . ..) assigned to the nodes of this route, each complex Ck is an 
extension of a complex Cck_ i) (k 2 1). If we form the complex C = UpzO Ck and 
extend it to a structure (Proposition I), this structure will be equivalent to X because 
X is unique. Assigning the index z to this copy of X we obtain the complex X, that 
corresponds to the sequence z. 
It is easy to see that if r1 # 52 then X,, does not coincide with X,,. Indeed, let the 
difference between z1 and r2 first appear in the kth term. Then, the complexes C,,! and 
C,’ which are formed according to r1 and r2 at the kth step will not coincide. Hence, 
the structures X,, and X,, will not coincide either. Thus, (X,) forms an uncountable 
bundle, and this contradicts Lemma 5. C 
To proceed, we must clear out what will be meant by the intersection between 
a complex and a sphere. Let R,(d) denote the sphere of a radius d with the center in <. 
Let 5 be a point of a complex A. Remove all those subunits of A that have points 
outside R,(d). As a result, A may be split into several complexes. Choose the one that 
contains i. This complex S is a subcomplex of A. We shall call it an intersection 
between A and R;(d) and denote by 
S = A ‘;: R&d). 
This definition immediately yields the following lemma which will be necessary to 
prove Proposition 5. 
Lemma 6. Let X he a structure without,free bond sites and A he ajnite subcomplex of 
X. There is a number d that depends only on the size of A such that if< E A and A occurs 
in X then X 7 R<(d) will be an extension of A*. 
Note that the absence of free bond sites is essential for this lemma to be valid. 
Lemma 7. Let X be a structure , {Akj. be an injinite sequence of complexes such that 
9(X)+ A, and A,,+,,= A: (k = 1,2,...). Let Y = u;Z1 Ak. Then, B(X)+ Y and 
Y is a structure. 
Proposition 5. Let X be an injnite unique structure without free bond sites, A be an 
arbitrary jinite subcomplex of X. Then, there is a number d such that the complex 
A occurs in X 7 R&d) for any 5 E X. 
Proof. The technique of the proof of this proposition is similar to the one used to 
produce infinite tilings [6]. 
Admit the contrary. This means that there is an infinite sequence of points (5, ) in 
E 3 and a sequence of numbers {dn} such that 
(1) <,gX; 
(2) d, -C d,, 1 and d, + CC ; 
(3) the complex A does not occur in any 
B, = X ‘;‘ R<(d) 
Using {B, 1 we create a sequence of extending finite complexes { Ai} by the following 
procedure. Consider the subunits {a,} such that 5, E a,,. Since the set of non-equiva- 
lent subunits in X is finite, there is a subunit a which is equivalent to an infinite 
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number of terms in {a,}. Denote the subsequence of these terms by {C,l }, where 
CL - a. We put Ai = a. Let C,l be located in B,‘, where {B,’ 3 is a subsequence of I&,}. 
According to Lemma 6, a boundary extension A T, of the complex Al must occur in 
the complex B,’ for all n greater than some no. Consider the sequence of these 
boundary extensions {AT,,}. Since the set of non-equivalent boundary extensions of 
A, is finite, there is a complex A2 which is equivalent to an infinite number of terms in 
{AT,,}. Denote the subsequence of these terms by {Ci}, where C: - AZ. Let the 
complex C,’ be located in B,2, where {Bi} is a subsequence of the sequence {B,’ }. 
Proceeding in the same manner, we determine a boundary extension A3 of the 
complex A, and the subsequence {B,3} of {Bi} that corresponds to AS, etc. 
Consider the sequence {Ai}. The procedure we used to create it implies that each 
Ai+ 1 is an extension of Ai according to the assembly rules a(X). Besides, the complex 
A does not occur in any Ai. By Lemma 7, Y = Uz, Ai is a structure. Evidently, 
A does not occur in Y. Since X is unique, we have X - Y and therefore A does not 
occur in X. But according to the original conditions, A must occur in X; contradic- 
tion Cl 
Theorem 3. Zf X is an injinite unique structure without free bond sites, the symmetry 
group of X is infinite. 
Proof. Apply Proposition 5 under the condition that the subcomplex A of the 
structure X is a basic complex. The existence of such a subcomplex is guaranteed by 
Proposition 4. Since A must occur in X in an infinite number of copies, the statement 
of Theorem 3 follows from Lemma 4. 0 
Note that Proposition 5 also shows that the occurrences of any finite subcomplex, 
in particular of a basic complex, are distributed over a unique structure “uniformly”. 
This fact will be used in the next section when describing the symmetry groups of 
unique structures. 
Though Proposition 4 states the existence of a basic complex in an arbitrary infinite 
unique structure, Theorem 3 have been proved only for structures without free bond 
sites. This is caused by the technique used upon proving Proposition 5. We have not 
succeeded in extending it to the case of structures with free bond sites. Nevertheless, it 
seems that Proposition 5 and hence Theorem 3 are valid for arbitrary infinite unique 
structures. 
6. Symmetry groups of infinite unique structures 
In this section we apply the results known for the symmetry groups to classify 
infinite unique structures without free bond sites. Note that since the symmetry group 
of any subunit is assumed to be finite (Section l), the symmetry group of a structure is 
discrete. The classification of discrete symmetry groups in E3 is well known. It 
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includes point groups Co, cylindrical (helical) groups Ci, groups of layers Cz, and 
space (Fedorov’s) groups K3. The description of these classes in terms of symmetry 
operations can be found, e.g., in the book [S]. 
We shall say that a structure X fills a region in E 3 if the distance from any point of 
the region to the nearest point of X does not exceed a fixed value d. 
Theorem 4. Let X be an infinite unique structure without free bond sites and r be its 
maximal symmetry group. Then, 
(1) r$QO; 
(2) r E 6, ifs X can be confined within an injinite cylinder; 
(3) I- E Cz if X can be conjined between two parallel planes jilling the region between 
them; 
(4) TEK~ ifsX$lls E3. 
Proof. (1) The groups in CO are all finite while as Theorem 3 shows, r is an infinite 
group. 
(2) Necessity: Let r E Ci and r be the axes of rotational symmetry. Fix a basic 
complex A in X (its existence is guaranteed by Proposition 4). Let d, be the radius of 
a cylinder with the axes r which confines A (note that the complex A is finite). The 
group r may include the following symmetry operations: translations, rotations, 
screw rotations around r, rotations of the second order around axes orthogonal to r. 
When applied to A, these operations preserve this complex within the cylinder of the 
radius d 1. Hence, by Lemma 4, all the complexes which are equivalent to A will be 
located in this cylinder too. Then, according to Proposition 5, the whole structure 
X will be located in the cylinder of a radius d = dI + d2 with the axis r, where d2 is the 
maximal distance from a point of X to the nearest basic complex. 
SuJiciency: If X is confined within a cylinder, then r 4 C& and r # ES because the 
groups from CT2 and C3 have two and three non-parallel translations, respectively. 
A multiple repetition of the translation which is not parallel to the axis of the cylinder 
would move X outside the cylinder. 
(3) Necessity: Let r E Kz. Fix a basic complex A in X. Looking through the 
symmetry operations of r in the same way as it has been done in (2) we can easily see 
that all the complexes which are equivalent to A will be located within a strip region 
between two parallel planes. Then, it follows from Proposition 5 that the whole 
structure X will be confined within a strip region between two parallel planes. The fact 
that the distance from any point of the strip to the nearest point of X does not exceed 
a constant follows from the presence of two non-parallel translations in r. 
Suficiency: Let X fill a strip region between two parallel planes. Then r 4 Q, 
because otherwise as it has been shown in (2) X would be confined within a cylinder. 
Also, r 6 CC3 because otherwise r would have three non-parallel translations. A mul- 
tiple repetition of at least one of them would move X outside the strip. 
(4) Necessity: Let r E Q. Then, X fills E3 because there are three non-parallel 
translations in r. 
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SufJiciency: Let X fill E,, then, r $6, and r 4 Kz because otherwise as it has been 
shown in (2) and (3) X would be confined within a cylinder or within a strip region 
between two parallel planes. I7 
7. Discussion 
Based on the known biological principles of self-assembly, this work presents 
a formal scheme of self-assembly which can be helpful for theoretical studies of this 
phenomenon. The main mathematical results of the work are given by Theorems l-4. 
Theorem 1 can be used for effective recognition of unique structures, Theorem 
2 allows one to calculate the number of subunits of different types in a structure 
with unambiguous neighborhoods. Theorem 3 shows that infinite unique structures 
are symmetric with the symmetry groups of infinite order. Thus, there is a significant 
difference between infinite self-assembling structures and infinite tilings because 
simple sets of tiles are known which can produce nonperiodic patterns on the plane 
(see [6]). Certainly, these tilings are not unique structures in the sense of our 
scheme. 
The symmetry of infinite unique structures is almost evident in case of unambigu- 
ous neighborhoods. Moreover, it is known from mathematical crystallography that 
the uniqueness of local surroundings in a point system implies that under some 
conditions the symmetry group for this point system will be infinite (see [4]). Theorem 
3 shows that the infinite symmetry group of a structure may arise as a consequence of 
not a local but a global property which is the uniqueness of the structure. From the 
biological point of view, it seems to be more realistic to postulate the uniqueness of 
a structure than the uniqueness of local surroundings of its subunits. 
Theorem 4 describes the relation between the symmetry group of an infinite unique 
structure and its packing in space. Note that this theorem contains two kinds of 
assertions, one of them is rather trivial, the other is not. For example, if a structure is 
confined within an infinite cylinder, it is clear enough that its symmetry group cannot 
belong to a2 or KS. One need not have the uniqueness for that. But let y E ai be 
a maximal symmetry group of an infinite structure X. If X is not unique, nothing can 
prevent X from filling the whole space E3. We can state that X is confined within an 
infinite cylinder only when X is unique and this can be proved by using the approach 
developed here. 
The results of this paper are mainly of theoretical and methodological interest. As 
far as applications are concerned, the results of Section 3 turned out to be useful for 
the analysis of the structure and rearrangements of polyenzyme complexes [S]. They 
helped to enumerate the variants of complex structures, to state the occurrence of 
symmetric subunits and to predict the symmetry groups of rearranged complexes. It 
would be interesting to find real biological structures with ambiguous neighborhoods. 
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