Motivated by recent results of A. Klyachko, we construct a probability preserving, isometric isomorphism from the Banach algebra
Introduction
Horn's conjecture on the description of the possible spectrum of sums of random Hermitian matrices with given spectra was recently proved by A. Klyachko [14] and A. Knutson and T.
Tao [17] in terms of the honeycomb model. More recently, Klyachko [15] [15] to transfer the honeycomb description to the possible singular spectrum of products of random matrices from SL(d, C) with given singular spectra. The singular spectrum of A ∈ SL(d, C) here means the spectrum of the positive definite matrix √ AA * . Klyachko noticed in [15] , but did not not explain that this connection can be explained in terms of hypergroups; his proof, however, relies on identities between the spherical functions of the Gelfand pair (SL(d, C), SU (d)) and characters of SU (d) and the Euclidean group H 0 d . One purpose of this paper is to explain the relationship between (SL(d, C), SU (d)) and H 0 d by using deformations of hypergroup convolutions by positive semicharacters as developed in [20] , [21] . It turns out that this concept explains this connection effectively as it only relies on explicit well-known explicit formulas for the spherical functions of (SL(d, C), SU (d)) which can be found, for instance, in Helgason [10] . Our approach even implies that the Banach algebra M b (SL(d, C) SU (d)) of all SU (d)-biinvariant signed measures on SL(d, C) with total variation norm is isometrically isomorphic to a certain Banach subalgebra of M b (H 0 d ), and this isomorphism also preserves probability measures. We shall show how it can be used to translate a strong law of large numbers for sums of independent random variables in the Euclidean setting H 0 d to a limit theorem for the singular spectrum of SU (d)-biinvariant random walks on SL(d, C) in a rather straightforward way. This strong law on SL(d, C) is closely related to a classical strong law of Fürstenberg and Kesten [5] .
The explicit construction of this isomorphism runs as follows: (3) The characters of the hypergroups (C, •) and (C, * ) are given by spherical functions of the corresponding symmetric spaces, and it is well-known that as functions on C, they differ by a known factor J −1/2 (x) > 0 (see [10] ). We prove that such a connection between the characters of two commutative hypergroup structures on C implies that their convolutions are related by a so-called hypergroup deformation which in particular means that the algebras of measures on C with compact support are isomorphic in a canonical way. This isomorphism, however, is not isometric and not probability preserving. To achieve this, a final correction is needed:
(4) Instead of looking at the Banach algebra M 
is a Banach algebra which is isometrically isomorphic to the Banach algebra (M b (C), •) corresponding to some deformation of (C, * ).
Putting all steps together (in particular (2) and (4)) one obtains the claimed probability preserving isometric isomorphism. For d = 2 this construction reflects the known close connection between the so-called Naimark hypergroup on [0, ∞[≃ SL(2, C)//SU (2) and the Bessel-Kingman hypergroup on [0, ∞[≃ (R 3 ) SO(3) ; see [1] , [12] , and [20] .
All results will be derived in the slightly more general setting of a complex connected semisimple Lie group G with finite center and a maximal compact subgroup K . We reformulate all major results for the most important case (G, K) = (SL(d, C), SU (d)) separately. We also mention that the topic of this paper is closely related to recent results on random walks and spherical functions on symmetric spaces in the complex case and their relations to hypergroups; see [4] , [6] , [7] , [22] , and references cited there.
The paper is organized as follows: In Section 2 we collect some relevant facts on commutative hypergroups and deformations of hypergroup convolutions. We hope that this section is also accessible to non-specialists. In Section 3 we then use the deformation results of Section 2 to show how the Banach algebras of all K -biinvariant bounded complex measures on G can be detected as Banach subalgebras of the Banach algebra of all bounded complex measures on some Euclidean space. The final section is then devoted to a strong law of large numbers for K -biinvariant random walks on G which can be obtained from these isomorphisms.
Deformations of commutative hypergroups
In this section we give a quick introduction to hypergroups with an emphasis on double coset and orbit hypergroups, which are needed for this paper. We in particular prove a general result on deformations of hypergroup convolutions in Proposition 2.6 which is crucial for step (3) of the construction. Moreover, step (4) of the construction will be worked out.
We first fix some notations. For a locally compact Hausdorff space X , M + (X) denotes the space of all positive Radon measures on X , and M b (X) the Banach space of all bounded regular complex Borel measures with the total variation norm. Moreover, M 1 (X) ⊂ M b (X) is the set of all probability measures, M c (X) ⊂ M b (X) the set of all measures with compact support, and δ x denotes the point measure in x ∈ X . The spaces C(X) ⊃ C b (X) ⊃ C 0 (X) ⊃ C c (X) of continuous functions are defined as usual. For details on the following subjects we refer to [1] and [12] .
Commutative hypergroups.
A hypergroup (X, * ) consists of a locally compact Hausdorff space K and a multiplication * , called convolution, on M b (X) such that (M b (X), * ) becomes a Banach algebra, where * is weakly continuous and probability preserving and preserves compact supports of measures. Moreover, there exists an identity e ∈ X with δ e * δ x = δ x * δ e = δ x for x ∈ X , as well as a continuous involution x → x on X such that for x, y ∈ X , e ∈ supp(δ x * δ y ) is equivalent to x = y , and δ x * δ y = (δ y * δ x ) − . Here for µ ∈ M b (X), the measure µ − is given by µ − (A) = µ(A − ) for Borel sets A ⊂ X .
A hypergroup (X, * ) is called commutative if and only if so is the convolution * .
We summarize that for a commutative hypergroup (X, * ), (M b (X), * , . − ) is a commutative Banach- * -algebra with identity δ e .
Examples.
(1) If G is a locally compact group, then (G, * ) is a hypergroup with the usual group convolution * .
(2) Let K be a compact subgroup of a locally compact group G. Then
is a Banach- * -subalgebra of M b (G) with identity dk where dk ∈ M 1 (G) denotes the normalized Haar measure of K embedded into G. Moreover, the double coset space G//K := {KxK : x ∈ G} is a locally compact Hausdorff space w.r.t. the quotient topology, and the canonical projection p : G → G//K induces a probability preserving, 
is a Banach- * -subalgebra of M b (V ) (with the group convolution), with identity δ 0 . Moreover, the space V K := {K.x : x ∈ R n } of all K -orbits in V is locally compact w.r.t. the quotient topology, and the canonical projection p : V → V K induces a probability preserv-
of Banach spaces and an associated so-called orbit hypergroup structure (V K , * ) such that p becomes a probability preserving, isometric isomorphism of Banach- * -algebras. The involution of this hypergroup is given by K.x = −K.x.
We next collect some important data of a commutative hypergroup (X, * ). By a famous result of R. Spector, there exists a (up to normalization) unique Haar measure ω ∈ M + (X) which is characterized by ω(f ) = ω(f x ) for all f ∈ C c (X) and x ∈ X, where we use the notation
Similar to the dual of a locally compact abelian group, one defines the spaces
The elements of X * and X are called semicharacters and characters, respectively. All spaces above are locally compact Hausdorff spaces w.r.t. the topology of compact-uniform convergence.
The Fourier transform on
X . Both transforms are injective, c.f. [12] . In the following, we consider different hypergroup convolutions on X , and we write χ(X, * ), ω * etc. in order to specify the relevant convolution.
Examples. (1) Assume that in the situation of 2.2(2), G//K is commutative, i.e., (G, K)
is a Gelfand pair. Then a K -biinvariant function ϕ ∈ C(G) with ϕ(e) = 1 is by definition a spherical function if
The multiplicative functions α ∈ χ(G//K) are in one-to-one correspondence with the spherical functions on G via α → α • p for the canonical projection p : G → G//K . In this way, the Fourier(-Stieltjes) transform on the hypergroup G//K just corresponds to the spherical Fourier(-Stieltjes) transform.
(2) In the situation of example 2.2(3), the functions
are continuous multiplicative functions of the orbit hypergroup (V K , * ) for λ ∈ V C , the complexification of V , where α λ ≡ α µ holds if and only if K.λ = K.µ. It is also wellknown (see [12] ) that
In [20] , positive semicharacters were used to construct deformed hypergroup convolutions.
More precisely, the following was proved there:
2.4 Proposition. Let α 0 ∈ X * be a positive semicharacter on the commutative hypergroup
extends uniquely to a bilinear, associative, probability preserving, and weakly continuous convo-
becomes a commutative hypergroup with the identity and involution of (X, * ). For µ, ν ∈ M c (X), one has
Note that by Eq.(2.1), the mapping µ → α 0 µ establishes a canonical algebra isomorphism between (M c (X), * ) and (M c (X), •) which usually -when α 0 is unbounded -cannot be extended to M b (X). The hypergroup (X, •) is called the deformation of (X, * ) w.r.t. α 0 . Clearly, many data of (X, •) can be expressed in terms of α 0 and corresponding data of (X, * ).
Proposition.
In the above setting, we have
t. the compact-uniform topology)
between (X, * ) * and (X, •) * , and also between χ(X, * ) and χ(X, •).
Proof.
(1) and the first part of (2) were observed in [20] ; the second part of (2) is completely analogous.
We next turn to the following converse statement of the preceding renormalization which turns out to be crucial for the main part of this paper:
2.6 Proposition. Let (X, * ) and (X, •) be commutative hypergroups on the same space X .
Assume there is a positive semicharacter α 0 of (X, * ) such that the spaces of multiplicative continuous functions for (X, * ) and (X, •) are related via
Proof. Let (X, ⋄) denote the deformation of (X, * ) via α 0 . Take β ∈ (X, •) ∧ . Then by our assumption and the proposition above, β is multiplicative w.r.t. ⋄ as well, and the Fourier-
By the injectivity of the Fourier-Stieltjes-transform on M b (X), we obtain δ x ⋄ δ y = δ x • δ y .
Thus the convolutions of (X, •) and (X, ⋄) coincide, and so do the involutions, because they are uniquely determined by the convolutions.
2.7 Example. It is well-known (see [1] , [10] , [12] , [18] , and references therein) that the double coset hypergroup SL(2, C)//SU (2) may be realized as a hypergroup (X, •) on X := [0, ∞[ with the multiplicative functions
Via the correspondence of β λ with λ, we have χ(X, •) ≃ C. On the other hand, the orbit hypergroup ((R 3 ) SO(3) , * ) may be realized as the so-called Bessel-Kingman hypergroup (X, * )
on X = [0, ∞[; the involution is the identity and the multiplicative functions are given by
see [1] , [12] , [13] , and references therein. Obviously,
is a positive semicharacter on this hypergroup, and we have β λ = α λ /α i for all λ ∈ C. Proposition 2.6 now implies the known fact that (X, •) is a deformation of (X, * ) w.r.t. α i , c.f. [20] .
We next give another class of examples which explains step (4) of the program in the introduction; it is similar to a construction in [21] . Let (V, . , . ) be a Euclidean vector space of finite dimension n, K ⊂ O(V ) a compact subgroup of the orthogonal group of V , and (V K , * )
and consider the continuous function
The additivity of e ρ with respect to the group addition on V easily implies that w.r.t. the corresponding group convolution, e ρ µ * e ρ ν = e ρ (µ * ν). Hence, M ρ,K c (V ) is a subalgebra of the Banach- * -algebra M b (V ). In particular, its norm-closure
becomes a Banach subalgebra of M b (V ). Notice that for ρ = 0 this algebra is not closed under the canonical involution on M b (V ); for instance, the n-dimensional normal distribution N ρ,I
with density (2π) −n/2 e −|x−ρ| 2 /2 is contained in M 2.8 Proposition. In the above setting, the following hold:
by taking image measures) a probability preserving isometric isomorphism of Banach algebras from
Proof. (1) α 0 is obviously well-defined, continuous, and positive. Moreover, for x, y ∈ V ,
Moreover, by condition (2.2) and the properties of the Haar measure of K ,
Therefore, α 0 is a positive semicharacter on (V K , * ). f dp(e ρ µ)
which proves that the diagram commutes. Therefore, as both horizontal mappings and the left vertical mapping are algebra isomorphisms, we conclude that the right vertical mapping is also a probability preserving isometric isomorphism of Banach algebras from acts on a as a finite reflection group, with root system Σ ⊂ a. Here and later on, a is always identified with its dual a * via the Killing form. We fix some Weyl chamber a + in a and denote the associated system of positive roots by Σ + . The closed chamber C := a + is a fundamental domain for the action of W on a. Later on we shall need the so-called half sum of roots,
We now identify C with the orbit hypergroup (p K , * ) where each K -orbit in p corresponds to its unique representative in C ⊂ p. Let . , . denote the Killing form on p. Then in view of example 2.3(2) above and Prop.IV.4.8 of [10] , the multiplicative continuous functions of (C, * ), considered as K -invariant functions on p, are given by
where λ runs through a C , the complexification of a. Moreover, ψ λ ≡ ψ µ if and only if λ and µ are in the same W -orbit. This is a special case of Harish-Chandra's integral formula for the spherical functions of a Cartan motion group. According to Theorem II.5.35 and Cor. II.5.36
of Helgason [10] , they can also be written as On the other hand, C can also be identified with the double coset space G//K where each x ∈ C corresponds to the double coset K(e x )K . Using this identification and the explicit formula for the spherical functions in Theorem IV.5.7 of Helgason [10] , we obtain that the multiplicative continuous functions on the commutative double coset hypergroup (G//K, •) = (C, •) are (as functions on a) given by
with λ ∈ a C . Thus in particular,
Notice that ψ −iρ is a positive semicharacter of (C, * ). By Weyl's formula ( [10] , Prop. I.5.15.), it can be written as (p) which is the total variation closure of
The probability preserving isometric isomorphism between M 
on which the Weyl group acts as the symmetric group S d in the usual way. We thus may take
The corresponding system of positive roots is Σ + = {e i − e j : 1 ≤ i < j ≤ d} where e 1 , . . . , e d denotes the standard basis of R d . The root system is of type A d−1 . In order to describe the probability preserving isometric isomorphism for this example explicitly, we realize the canonical
For A ∈ SL(d, C) define q(A) as the element x ∈ C such that the singular spectrum
∈ C just consists of the eigenvalues of B , ordered by size. We have
which implies that the Banach algebra M ρ,K b (p) above may be described as the closure of
As discussed above, the mappings p, q induce (by taking images of measures) probability preserving isometric isomorphism of the Banach algebras from
We now briefly discuss the further classical series of complex, noncompact and connected simple Lie groups with finite center (c.f. Appendix C in Knapp [16] .)
The further classical series of simple groups. (1)
The B n -case. For n ≥ 2 consider G = SO(2n + 1, C) with the maximal compact subgroup K = SO(2n + 1). In this case a may be identified with R n with standard basis e 1 , . . . , e n , and we may choose
with the corresponding system Σ + = {e i ± e j : 1 ≤ i < j ≤ n} ∪ {e i : 1 ≤ i ≤ n} of positive roots. The Weyl group W is isomorphic to the semidirect product S n ⋉ Z n 2 , and ρ = n − (2) The C n -case. For n ≥ 3 consider G = Sp(n, C) with the maximal compact subgroup K = Sp(2n + 1). In this case we again obtain a = R n with the same chamber C and the same Weyl group W as in the B n -case. On the other hand, we here have
and thus ρ = (n, n − 1, . . . , 1). Let us compare this with the B n -case. Eq. (3.2) shows that the spherical functions ψ λ of the orbit hypergroups p K are the same in both cases.
The preceding results on hypergroup deformations therefore imply the remarkable result that the double coset hypergroups Sp(n, C)//Sp(2n + 1) and SO(2n + 1, C)//SO(2n + 1)
are (up to isomorphism) deformations from each other with respect to certain positive semicharacters.
(3) The D n -case. For n ≥ 4 consider G = SO(2n, C) with the maximal compact subgroup K = SO(2n). In this case a = R n and we may choose
Strong laws of large numbers for biinvariant random walks
We now use the preceding section to translate a strong law of large numbers for random walks on R into a corresponding law for K -biinvariant random walks on G. We first sketch the method; then we present a concrete result for the general case (G, K) and for (SL(d, C), SU (d)).
4.1 Description of the method. Let (Z n ) n≥1 be a sequence on independent G-valued random variables with K -biinvariant distributions µ n ∈ M 1 (G||K) (n ≥ 1). Then (S n := Z 1 Z 2 . . . Z n ) n≥0 with the convention S 0 = e forms a K -biinvariant random walk on G. Using the canonical projection q : G → G//K ≃ C and the associated isomorphism q :
of Banach algebras, we show in Lemma 4.2 below that (q(S n ))) n≥0 is a Markov process on C with initial distribution δ 0 and transition probabilities
for n ≥ 1, x ∈ C , and Borel sets A ⊂ C . Such a Markov process will be called a random walk on the hypergroup (C, •) with transition probabilities (q(
On the other hand, if we consider the canonical projection p : p → p K ≃ C , we find unique
is a sequence on independent p-valued random variables with distributions (ν n ) n≥1 , we get a random walk (T n := n k=0 X k ) n≥0 on p whose projection (p(T n )) n≥0 is again a random walk on (C, •) with the same transition probabilities as (q(S n )) n≥0 ; see Lemma 4.2 below. This means that the discrete time processes (p(T n )) n≥0 and (q(S n )) n≥0 have the same finite dimensional distributions and therefore satisfy the the same strong limit theorems. We hence may take a known limit theorem for the random walk (T n ) n≥0 on p and translate it into a result for (p(T n )) n≥0 on C , thus obtaining a limit theorem for (q(S n )) n≥0 .
Here is an example. Assume the µ n are equal to some fixed µ (i.e., the random walks are time homogeneous) such that for the associated ν on p the first moment vector m := p x dν(x) ∈ p exists. Then, by Kolmogorov's strong law of large numbers, T n /n → m almost surely for n → ∞. This is equivalent to saying that T n = nm+o(n) a.s.. As the projection p : p → p K ≃ C is contractive and homogeneous of degree 1 (see below), it follows that p(T n ) = np(m) + o(n) and thus p(T n )/n → p(m) a.s.. We thus conclude that q(S n )/n → p(m) a.s. for n → ∞.
This strong law for (q(S n )) n≥0 still has the drawback that the constant p(m) is described above in terms of ν ∈ M K,ρ b (p) and not in terms of q(µ) ∈ M 1 (C). To overcome this, we introduce a suitable so-called first moment function m 1 : C → C such that for all probability
We shall show that there exists a unique m 1 satisfying (4.1) and give an explicit formula. This then allows to compute the constant for in the strong law for random walks on C directly in terms of the associated probability measures on C .
Let us now go into details.
Lemma.
(1) Let (Z n ) n≥1 be a sequence of independent G-valued random variables dis-
be the associated random walk on G. Then (q(S n )) n≥0 is a Markov process on C with transition probabilities
(2) Let (Z n ) n≥1 be a sequence of independent p-valued random variables with distributions
(p) and (T n := n k=0 X k ) n≥0 the associated random walk on p. Then (p(T n )) n≥0 is a Markov process on C with transition probabilities
Proof. The proofs for (1) and (2) are similar; we restrict to part (2) which is the more complicated one due to the additional exponential densities. Fix n ∈ N and Borel sets B 1 , . . . , B n+1 ⊂ C .
Assume that the random variables Z n are defined on the probability space (Ω, A, P). denote by P Zn be the distribution of Z n and by P T 1 ,...,Tn the common distribution of T 1 , . . . , T n . Let f : p → R be bounded and measurable. Then, by definition of the T n ,
with the positive measure
As this is true for all measurable B 1 , . . . , B n ∈ C , and as the function
is measurable, standard results on conditional expectations imply that ϕ is a representative of the conditional probability P (p(T n+1 ) ∈ B n+1 | p(T 1 ), . . . , p(T n )) and that in particular
a.e. for all n ≥ 1 and Borel sets B n+1 ⊂ C . This shows that (p(T n ))) n≥0 is a Markov process on C with the claimed transition probabilities.
We shall need the following properties of the projection p :
4.3 Lemma. Assume p and a carry the Euclidean norm given by the Killing form.
(1) p is homogeneous of degree 1, i.e., for t > 0 and x ∈ p, p(tx) = tp(x).
(2) For all x, y ∈ p, dist (K.x, K.y) = p(x) − p(y) .
Proof. Part (1) is obvious. For part (2), see [10] , Prop. I.5.18.
We next come to the first moment function on C . Motivated by claim (4.1) for probability
notice here that ψ −iρ (x) = K e k.x,ρ dk . The function m 1 is obviously K -invariant, continuous, and satisfies m 1 (x) ≤ x for x ∈ p with respect to the norm induced by the Killing form.
(2) For all x ∈ C ,
We proceed in two steps. First, we show that m 1 (x) ∈ a. The definition of m 1 and the Harish-Chandra formula (3.1) imply that for ζ ∈ p,
where ∂ ζ is the derivative in direction ζ w.r.t. the spectral parameter λ. Recall from [10] , Ch.II, 3.4.(vi) that the open Weyl chamber a + corresponding to C is an orthogonal transversal manifold for the adjoint action of K on p. This means in particular that the orthogonal complement a ⊥ of a in p coincides with the tangent space of the orbit K.ρ in
In order to check m 1 (x) ∈ C , we recall from Ch. 3 of [8] that
On the other hand, a simple rearrangement inequality for sums of products of sequences in their increasing order (see, for instance, Theorem 368 of [9] ) yields for z ∈ p and h ∈ W that g∈W z, g.ρ e z, g.ρ ≥ g∈W z, gh.ρ e z,g.ρ .
Thus for h ∈ W ,
Eq. (4.4) now shows that m 1 (x) ∈ C .
(2) The first identity is obtained by a straightforward computation from Eq. (4.3) and formula (p) be a probability measure and r > 0. We say that ν admits r -th moments if p x r dν(x) < ∞. An equivalent requirement is that for all directions ξ ∈ p, p | ξ, x | r dν(x) < ∞. This moment condition can be easily translated into a corresponding moment condition for the projection p(ν) ∈ M 1 (C). In fact, as K acts on p as a group of orthogonal transformations, we obtain that
Therefore, a probability measure ν ∈ M K,ρ b (p) admits r -th moments if and only if its projection p(ν) admits r -th moments. Taking Propos. 4.4 and m 1 (x) ≤ x for x ∈ p into account,
we also see that this condition for r ≥ 1 implies that the so-called modified moment vector C m 1 (y) dp(ν)(y) ∈ C exists. Moreover, as
we obtain from Propos. 4.4 that p x dν(x) ∈ C and hence, by (4.2),
as claimed in Eq. (4.1).
We are now in the position to state the following strong law of large numbers of MarcinkiewiczZygmund:
4.6 Theorem. Let r ∈]0, 2[ and µ ∈ M 1 (G||K) such that q(µ) ∈ M 1 (C) admits r -th moments. (2) The preceding method can be used to transfer further strong laws from an Euclidean setting to K -biinvariant random walks on G like strong laws of large numbers for independent, not identically distributed random variables or a law of the iterated logarithm. However, for this second moments on p as well as on C are needed. It turns out that the details of the transfer mechanism are more involved so that we postpone it to a forthcoming paper.
(3) There does not seem to exist a straightforward way to transfer the classical central limit theorem on p into a central limit theorem on C just by projection. Nevertheless, by asymptotic results for the involved spherical functions it is possible to derive a central limit theorem for the random walks on C of the form that 1 n 1/2 q(Z 1 · Z 2 · · · Z n ) − n · c tends in distribution to a normal distribution N (0, Σ) on a with an explicit formula for the covariance matrix Σ. Our approach is similar to that of Zeuner [23] who covers the rank one case (see also [1] ) and will be worked out in the follow-up paper mentioned above. It should be also noticed that there exist various central limit theorems for symmetric spaces; see e.g. the survey [6] for references.
(4) It is possible to derive further limit theorems on C directly without going back to limit theorems on a. For instance, using the concept of moment functions on hypergroups developed by Zeuner [24] (for further details see also [1] ) the strong law 4.6 can be derived a in different way.
