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Abstract
Given an n × n matrix, its principal rank characteristic sequence is a sequence of
length n + 1 of 0s and 1s where, for k = 0, 1, . . . , n, a 1 in the kth position indicates
the existence of a principal submatrix of rank k and a 0 indicates the absence of such
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1 Introduction
Given an n × n symmetric matrix A over some field F, the principal rank characteristic
sequence of A (abbreviated pr-sequence or pr(A)) is defined as pr(A) = r0]r1r2 · · · rn where
rk =
{
1 if A has a principal submatrix of rank k;
0 otherwise.
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Note that r0 = 1 if and only if A has a 0 diagonal entry. Brualdi et al. [3] introduced the
definition of a pr-sequence for a real symmetric matrix as a simplification of the principal
minor assignment problem as stated in [6]; see also [8]. In [3] there is also mention of the case
F = C and the complex Hermitian matrix case. Note that here we denote a pr-sequence by
r0]r1r2 · · · rn (rather than by r0r1r2 · · · rn as in [3]) to visually emphasize the special nature
of r0.
We use the following result to determine the rank, and hence to work with pr-sequences.
Here A[S|T ] denotes the submatrix of A in rows indexed by the set S and columns indexed
by the set T . If S = T , then we write A[S] for the principal submatrix lying in rows and
columns indexed by the set S.
Theorem 1.1. If A ∈ Fn×n is symmetric, or A ∈ Cn×n is complex Hermitian, then rankA =
max{|S| : det(A[S]) 6= 0} (where the maximum over the empty set is defined to be 0).
Proof. This is immediate from [5, Corollary 8.9.2] for symmetric matrices, and for A ∈
Cn×n Hermitian it follows from the equality of algebraic and geometric multiplicity of the
eigenvalue zero.
All matrices in this paper are square, and unless specified otherwise all matrices are sym-
metric. We are interested in which pr-sequences are attainable, i.e., can be attained by some
matrix, and also which sequences are forbidden, i.e., no matrix attains the sequence. The
case F = R was studied by Brualdi et al. [3], and in this paper we continue the investigation
into pr-sequences by considering the problem over different fields (Sections 2 and 3) and
extending the results of [3] over R (Section 4). In particular, in Section 3 we identify all
attainable pr-sequences of all orders over any field with characteristic 2. For some results
we use the (0, 1) adjacency matrix of a graph G, denoted by A(G), and in Section 5 we give
results for pr-sequences of such matrices with full rank.
2 Basic facts about pr-sequences
In this section we discuss basic facts about principal rank characteristic sequences over
various fields, and highlight some sequences that are forbidden, as well as indicate examples
of sequences that are always attainable. We let ri · · · rj indicate that the (complete) sequence
may be repeated as many times as desired (or omitted entirely).
2.1 Pr-sequences forbidden over all fields
1. 0]0 · · · is inconsistent (forbidden by definition), and 1]1 is also inconsistent for order 1.
2. 1]r10 · · · 1 is forbidden for symmetric matrices over all fields and for complex Hermitian
matrices [3, Theorem 4.1].
3. · · · 001 · · · is forbidden for symmetric matrices over all fields as well as for complex
Hermitian matrices (see Theorem 2.1 below).
Note that each instance of · · · is permitted to be empty. Statement 2 can be seen by
noting that there is a zero on the diagonal (r0 = 1) and this zero must in turn force the
corresponding row and column where it lies to be zero (r2 = 0), and so the matrix cannot
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have full rank (rn 6= 1). Statement 3 was established for F = R in [3, Theorem 4.4], but we
give here a simpler more general proof.
Theorem 2.1. The sequence · · · 001 · · · is forbidden for symmetric matrices over any field
and for complex Hermitian matrices.
Proof. Let A ∈ Fn×n be symmetric or A ∈ Cn×n be Hermitian, and suppose pr(A) =
r0]r1 · · · rn with rk = rk+1 = 0. Let B be a (k + 2)× (k + 2) principal submatrix of A, and
C be a (k+ 1)× (k+ 1) principal submatrix of B. By Theorem 1.1, rankC is the maximum
order of a nonzero principal minor of C. Since any principal minor of C is a principal minor
of A and rk = rk+1 = 0, then rankC ≤ k − 1. Since B is obtained from C by adding one
row and one column, rankB ≤ rankC + 2 ≤ k + 1. Thus every (k + 2) × (k + 2) principal
submatrix of A is singular, implying that rk+2 = 0.
2.2 Pr-sequences attainable over all fields
In the case n = 1, by definition the only attainable sequences over any field are 0]1 and 1]0.
From now on we assume that n ≥ 2, and give some pr-sequences for general n that can be
attained over any field.
1. 1]000 is attained by the n× n zero matrix On.
2. 0]111 is attained by the n× n identity matrix In.
3. 0]11 0 with k consecutive 1s is attained by Ik−1 ⊕ Jn−k+1 for 1 ≤ k ≤ n.
4. 1]1100 is attained by Ik ⊕On−k for 1 ≤ k < n.
5. 1]111 is attained by L2 ⊕ In−2 where L2 =
[
1 1
1 0
]
.
6. 1]0101 0 is attained by A(K2)⊕A(K2)⊕· · ·⊕A(K2)⊕On−2k, i.e., the adjacency matrix
for the graph consisting of k ≥ 1 disjoint edges and n− 2k isolated vertices.
2.3 Field dependent pr-sequences
The following pr-sequences can be attained over some fields, but not all. See Theorem 3.1
for all attainable sequences over a field of characteristic 2.
1. 1]011 is attainable over R by A(K3) where K3 is the complete graph on 3 vertices, but
is not attainable over a field with characteristic 2.
2. 0]10101 for n odd is attained by (A(Cn))
−1 for any field with characteristic not 2 where
Cn is the cycle graph on n vertices (see [3, Theorem 2.7] for the real field); it is not
attainable over a field with characteristic 2.
0]101010 (n even) is attained by appending 0 to sequence 0]10101 of length n − 1 [3,
Theorem 2.6]; it is not attainable over a field with characteristic 2.
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3. 1]01101 is forbidden for real symmetric matrices [3, Theorem 6.3] but attainable for
complex symmetric [3, Example 6.8] and complex Hermitian matrices [3, p. 2151].
Furthermore, any pr-sequence that contains 101101 as a subsequence is forbidden for
real symmetric matrices [3, Theorem 6.4].
4. The pr-sequence 0]110101 · · · is forbidden for real symmetric matrices [3, Theorem 7.2]
and complex symmetric matrices (Proposition 2.2 below) but 0]110101 is attained for
Hermitian matrices (Example 2.3 below).
Proposition 2.2 below extends [3, Theorem 7.2] to symmetric matrices over any field of
characteristic not 2. The proof uses the same key ideas but we have a simpler graphical
analysis. First we need some terminology. A loop graph is an undirected graph that allows
loops but not multiple edges. For an n × n symmetric matrix A = [aij] ∈ Fn×n define the
graph of A, G(A), to be the loop graph having vertices {1, . . . , n} with u and v adjacent if
and only if auv 6= 0. A spanning generalized cycle of a loop graph is a subgraph containing all
vertices in which each connected component is one of a cycle, an edge, or a loop. A loop graph
is combinatorially singular if it has no spanning generalized cycles. If G is combinatorially
singular, then detA = 0 for every matrix A such that G(A) = G.
Proposition 2.2. The pr-sequence 0]110101 · · · is forbidden for symmetric matrices over a
field of characteristic not 2.
Proof. Let F be a field of characteristic not 2. Because Theorem 2.1 is valid for symmetric
matrices over all fields, Lemma 7.1 in [3] is valid for symmetric matrices over all fields.
So as in the proof of [3, Theorem 7.2], it suffices to show that 0]110101 is forbidden over
F. Suppose not and let pr(B) = 0]110101. Then by the Inverse Palindrome Theorem ([3,
Theorem 2.7], see also Section 2.4 Statement 3 below), A := B−1 has pr(A) = 1]010111 and
G(A) is loop-free. Since A is symmetric and charF 6= 2, G(A) is triangle-free. Clearly G(A)
cannot be combinatorially singular. Every order 5 principal minor of A must be nonzero
because B has no zero entry on its diagonal, and hence no graph obtained by deleting a
single vertex from G(A) is combinatorially singular. A simple graph of odd order that is
not combinatorially singular must have an odd cycle. The only such order 5 graph that is
loop-free and triangle-free is the 5-cycle. There is no order 6 graph with the property that
the deletion of any one vertex produces the 5-cycle. Since there is no possible graph of A,
B cannot exist. Hence, 0]110101 is not attainable.
Example 2.3. Let
A =

0 i i 1 0 0
−i 0 i 0 i 0
−i −i 0 0 0 1 + i
1 0 0 0 i i
0 −i 0 −i 0 i
0 0 1− i −i −i 0
 .
Then pr(A) = 1]010111, and B = A−1 has pr(B) = 0]110101, which can be verified by
computing the minors.
The above examples show that the attainable pr-sequences for real, complex symmetric,
and complex Hermitian matrices are all different. Another field to consider is the rational
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numbers, and it is an open question whether the pr-sequences that are attainable for ratio-
nals differ from those attainable for reals. One possible candidate for such a difference is
1]0111101, which by an exhaustive computer search is not attainable for any adjacency ma-
trix, but is attainable for a real matrix with coefficients that come from roots of a particular
cubic (see the construction in [3, Example 6.7]). This sequence beginning with 1]0 answers
negatively an open question posed in [3] since it is achievable over the reals but not by the
adjacency matrix of any graph. From results of [3], seven is the smallest order for such an
example.
2.4 Forming pr-sequences
The following facts give generic information about some pr-sequences that are attainable,
and useful tools to extend, reverse, or to combine pr-sequences over all fields. They are
proved over R in [3, Theorems 2.3, 2.6, 2.7].
1. If pr(A) = r0]r1 · · · rn, then 1]r1 · · · rn0 is attained by A⊕O1.
2. If pr(A) = r0]r1 · · · rn, then r0]r1 · · · rn0 is attained by duplicating a row and column of
A. In particular, appending 0 to an attainable sequence results in another attainable
sequence.
3. (Inverse Palindrome Theorem). Suppose A ∈ Fn×n is an n×n nonsingular matrix with
pr(A) = r0]r1 · · · rn−11. Let pr(A−1) = r′0]r′1 · · · r′n−11. Then r′i = rn−i for each i with
1 ≤ i ≤ n− 1, and r′0 = 1 if and only if A has some principal minor of order n− 1 that
is zero. This is established using Jacobi’s identity; see, e.g., [7, p. 24].
Statement 2 shows that an attainable sequence can be extended by 0. However it should
be noted that if an attainable sequence ends with 0, then the ending 0 cannot always be
dropped to realize another attainable sequence. As an example of this, 1]101 is forbidden
over all fields (see Section 2.1), but 1]1010 is attainable over R by (J3 − 2I3) ⊕ O1, where
Jn is the n × n matrix of all ones. In fact 1]1010 is attainable over a field if and only if its
characteristic is not 2.
Let supp(A) = {i : ri = 1}; observe that, for a given A, supp(A) uniquely determines the
pr-sequence and vice-versa. Given two sets S and T , define S + T = {s + t : s ∈ S, t ∈ T}.
Then we have the following useful general result for a direct sum of two matrices.
Theorem 2.4. (Reducible Matrix Theorem) If A,B are complex Hermitian matrices or
symmetric matrices over a field F, then
supp(A⊕B) = ( supp(A) + supp(B)) ∪ supp(A) ∪ supp(B).
Proof. The principal submatrices of A ⊕ B can be grouped into three families: ones that
only use submatrices from A, ones that only use submatrices from B, and ones that use
submatrices from both A and B. For the first family, if this submatrix has full rank in A,
then it is also has full rank in A⊕B. Therefore if s ∈ supp(A), then s ∈ supp(A⊕B). For
the second family, a similar argument shows that if t ∈ supp(B), then t ∈ supp(A⊕ B). In
the third family, a submatrix has the form A′ ⊕ B′ where A′ and B′ are submatrices of A
and B, respectively. The principal submatrix corresponding to A′ ⊕ B′ has full rank if and
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only if the principal submatrices corresponding to A′ and B′ have full rank. In particular, if
A′ has full rank and order s and B′ has full rank and order t, then s ∈ supp(A), t ∈ supp(B)
implies that s+ t ∈ ( supp(A) + supp(B)).
3 Pr-sequences over a field with characteristic 2
The smallest field is Z2 (the integers modulo 2), and Section 2.3 has some examples showing
that pr-sequences over this field differ from those over R. Because Z2 is a finite field, we are
able to do exhaustive computer searches for small values of n to determine all attainable pr-
sequences. Table 1 gives the results for n ≤ 5. This table is highly suggestive about attainable
pr-sequences, and in this section we identify all attainable pr-sequences for matrices of all
orders over any field with characteristic 2.
Table 1: Attainable pr-sequences over Z2 for n ≤ 5, listed in lexicographic order.
n = 2 n = 3 n = 4 n = 5
0]10 0]100 0]1000 0]10000
0]11 0]110 0]1100 0]11000
1]00 0]111 0]1110 0]11100
1]01 1]000 0]1111 0]11110
1]10 1]010 1]0000 0]11111
1]11 1]100 1]0100 1]00000
1]110 1]0101 1]01000
1]111 1]1000 1]01010
1]1100 1]10000
1]1110 1]11000
1]1111 1]11100
1]11110
1]11111
Theorem 3.1. For n ≥ 2 over a field with characteristic 2, a pr-sequence is attainable if
and only if it has one of the following forms
0]1 1 0, 1]01 0, 1]1 1 0.
Namely, attainable sequences have one of the following forms:
1. 0 followed by a sequence of at least one 1 followed by a (possibly empty) sequence of
0s;
2. 1 followed by a (possibly empty) sequence of 01s followed by a (possibly empty) sequence
of 0s;
3. a sequence of at least two 1s followed by a (possibly empty) sequence of 0s.
Before proving this theorem we give two lemmas. The first shows that in a field with
characteristic 2 all terms in the pr-sequence except possibly r0 are preserved under congru-
ence.
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Lemma 3.2. Let F be a field with characteristic 2, let A be an n × n symmetric matrix
over F with pr(A) = r0]r1 . . . rn, and let E be an n × n invertible matrix over F. Then
pr(EAET ) = r′0]r1 . . . rn for some r
′
0 ∈ {0, 1}.
Proof. Without loss of generality, E is an elementary row operation matrix, and the result
is immediate except in the case where E adds a multiple of one row to another, without loss
of generality adding m times row n− 1 to row n. That is, it suffices to consider the case
E = In−2 ⊕
[
1 0
m 1
]
.
By the invertibility of E it suffices to show, for an arbitrary integer k in the range
1 ≤ k ≤ n, that if every k× k principal submatrix of A has determinant 0, then every k× k
principal submatrix of EAET also has determinant 0.
Congruence by the chosen E only affects the determinants of principal submatrices on
index sets including row and column n but not including row or column n− 1. Accordingly,
let S be a subset of {1, . . . , n−2} of cardinality k−1, and define a function M from matrices
of order n to matrices of order 2 as follows:
M(A, S) =
[
detA[S ∪ {n− 1}] detA[S ∪ {n− 1}|S ∪ {n}]
detA[S ∪ {n}|S ∪ {n− 1}] detA[S ∪ {n}]
]
.
By the multilinearity of the determinant, if
M(A, S) =
[
a b
b c
]
,
then
M(EA, S) =
[
a b
b+ma c+mb
]
and
M(EAET , S) =
[
a b+ma
b+ma c+ 2mb+m2a
]
=
[
a b+ma
b+ma c+m2a
]
(in characteristic 2).
In particular, if rk = 0 then a = 0 and c = 0, and by the generality of S every principal
submatrix of order k in EAET has determinant 0 as well.
The second lemma, a variation of a well-known result (see, for example, [4, page 426]), is
a canonical form under congruence for symmetric matrices over a field with characteristic 2.
Lemma 3.3. Let A be a symmetric matrix over a field F with characteristic 2. Then A is
congruent to the direct sum of a (possibly empty) invertible diagonal matrix D, a (possibly
empty) direct sum of A(K2) matrices, and a (possibly empty) zero matrix.
Note that if F is a finite field with characteristic 2, then the matrix D can be taken to
be an identity matrix, but not in general over an infinite field because in that case there can
be elements of F that are not squares.
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Example 3.4. Over Z2, let
A =
 1 1 01 1 1
0 1 0
 E =
 1 0 01 1 0
0 0 1
 .
Then EAET = I1 ⊕ A(K2). Here pr(EAET ) = 1]111 =pr(A).
Proof of Theorem 3.1. It was shown in Section 2.2 that each sequence in the theorem state-
ment is attainable. So assume that a certain sequence is attainable and let A be an n × n
matrix that attains it. Then by Lemma 3.3, A is congruent to a matrix B that is the direct
sum of an invertible diagonal matrix, several copies of A(K2) and a 0 matrix (some of these
summands may be empty). There are then two cases to consider.
Case 1: The diagonal summand is empty so that B = A(K2)⊕· · ·⊕A(K2)⊕O` for 0 ≤ ` ≤ n,
where there are k copies of A(K2) and ` + 2k = n. By Lemma 3.2, ri(A) = ri(B) for
i = 1, . . . , n. Since r1(A) = r1(B) = 0, every diagonal entry of A is 0, and r0(A) = 1 = r0(B).
Thus pr(A)=pr(B) = 1]0101 · · · 010 · · · 0, and the rightmost 1 is r2k.
Case 2: B = D ⊕ A(K2) ⊕ · · · ⊕ A(K2) ⊕ O` where D is an invertible diagonal matrix
of order j ≥ 1, there are k copies of A(K2) and j + 2k + ` = n. In this case pr(A)=
pr(B) = r0]1 · · · 10 · · · 0 where r0 can be 0 or 1 (0 if and only if k = ` = 0), and the rightmost
1 is rj+2k.
Therefore, only the pr-sequences listed in the theorem statement are attainable.
Note that in a field with characteristic 2, r0 in the pr-sequence need not be preserved
under congruence, as the next example shows.
Example 3.5. Suppose that F is a field with characteristic 2. Then
A =
[
0 1
1 1
]
∈ F2×2
has pr(A) = 1]11. Taking
E =
[
1 1
0 1
]
gives EAET = I2 and pr(I2) = 0]11.
In a finite field with characteristic 2 [9, Lemma 3] shows that if A is an n×n matrix with
pr(A) = 1]1r2 . . . rn, then there exists an invertible matrix E so that pr(EAE
T ) = 0]1r2 . . . rn.
Table 1 illustrates this for n = 2, . . . , 5.
Also note that in any field that does not have characteristic 2, the pr-sequence 0]101 can
be attained, as the next example shows.
Example 3.6. The matrix
A =
 1 1 11 1 −1
1 −1 1
 .
has pr-sequence 0]101 over any field of characteristic not 2 (detA = −4).
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An interesting problem is to determine what happens for other finite fields. As an exam-
ple, consider the field Z3: By an exhaustive search, every pr-sequence for matrices of order at
most 6 that is not forbidden over all fields is attainable over Z3 except for 0]11011, 0]110101,
0]110110 and 0]110111. Motivated by this, we have the following result.
Proposition 3.7. Over the finite field Z3, any sequence that begins with 0]1101 is of the
form 0]11010.
Proof. Suppose that for some matrix A over Z3, its pr-sequence begins with 0]1101 and
rk = 1 for some k ≥ 5. If r5 = 1, then there is a full rank 5 × 5 principal submatrix, call
it B. The matrix B inherits r0 = 0 and r3 = 0 (in general 0s are always inherited when
taking submatrices as well as 1s on both sides where applicable, i.e., to avoid 001), and so
B must have the pr-sequence 0]11011, which is ruled out by an exhaustive search. Now
suppose r5 = 0. Then r6 = 1 (to avoid 001), and by the same argument there is some 6× 6
principal submatrix that has the pr-sequence 0]110101, but this has also been ruled out by
an exhaustive search, giving a contradiction.
Whether for matrices of order ≥ 7 over Z3 there are any forbidden sequences or subse-
quences in addition to those ruled out by Proposition 3.7 and those forbidden over all fields
is unknown. Similarly, what happens over larger finite fields is also unknown.
4 Pr-sequences for order 7 symmetric matrices over R
Over the real number field the problem of determining which sequences are attainable for
order up through 6 was solved in [3]. We now determine all the pr-sequences of order 7
that can be attained by real symmetric matrices. The results are summarized in two tables.
Table 2 covers pr-sequences that cannot be attained by listing forbidden subsequences for real
symmetric matrices, as established in [3], and two additional sequences that cannot occur.
Table 3 lists all pr-sequences that can be attained except those of the form r0]r1r2r3r4r5r60
where r0]r1r2r3r4r5r6 is attainable. We show that this covers all order 7 pr-sequences.
Table 2: Forbidden (sub)sequences for real symmetric matrices. (Note that each instance of
· · · is permitted to be empty.)
Forbidden (sub)sequences Justification
· · · 001 · · · Section 2.1 Statement 3
· · · 101101 · · · Section 2.3 Statement 3
0]110101 · · · Section 2.3 Statement 4
1]10 · · · 1 Section 2.1 Statement 2
0]1010111 Proposition 4.1
1]1101011 Proposition 4.1
Proposition 4.1. The two sequences 0]1010111 and 1]1101011 are not attainable by real
symmetric matrices.
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Proof. By [3, Proposition 8.1], showing 0]1010111 is not attainable over R reduces to showing
by an exhaustive computer search that this sequence cannot be attained by a ±1 matrix with
1s on the diagonal and in every entry in the first row and column.
To show 1]1101011 is not attainable over R, first note that if a matrix A were to attain
this sequence, then pr(A−1) = r0]1010111 for some r0 by the Inverse Palindrome Theorem.
However, r0 = 0 gives the sequence just ruled out. On the other hand r0 = 1 gives a sequence
of the form 1]10 · · · 1, which is forbidden by Table 2.
Ignoring the inconsistent pr-sequences that begin 0]0, there are 192 = 3 · 26 pr-sequences
of order 7 to consider. The rules from Table 2 have been applied in the order they appear in
the table to systematically classify pr-sequences; supporting documentation is given in [1].
1. The subsequence · · · 001 · · · is forbidden over any field, and eliminates 105 pr-sequences,
leaving 87 pr-sequences.
2. The subsequence · · · 101101 · · · is forbidden for real symmetric matrices. This subse-
quence eliminates an additional 11 pr-sequences, leaving 76 pr-sequences.
3. The two pr-sequences 0]1101010 and 0]1101011 are forbidden for real symmetric ma-
trices, leaving 74 pr-sequences.
4. The family of forbidden pr-sequences 1]10 · · · 1 eliminates an additional 4 pr-sequences,
leaving 70.
5. The two additional pr-sequences 0]1010111 and 1]1101011 are forbidden by Proposition
4.1, leaving 68 pr-sequences of order 7.
Thus a total of 124 (defined) pr-sequences of order 7 are unattainable.
It remains to show that each of the remaining 68 pr-sequences is attainable. As estab-
lished in [3] (see Section 2.4 Statement 2), if any sequence r0]r1 · · · rn is attainable, then
r0]r1 · · · rn0 is also attainable. Since the 46 pr-sequences that are attainable for n = 6 are
listed in [3] (in Table 7.1 and in Tables 5.1-5.4, 6.1 by appending 0s), these can be used to
find 46 attainable pr-sequences for n = 7 by appending a 0. These pr-sequences are iden-
tified in the supporting documentation [1], together with the greatest k such that rk = 1
(so the sequence r0]r1 · · · rk is listed in [3] as an attainable sequence of order k). These
pr-sequences obtained by appending a 0 to an order 6 attainable sequence are omitted from
Table 3, which lists in lexicographic order the 22 remaining pr-sequences attainable by real
symmetric matrices of order 7, and matrices realizing these sequences.
Here we give an overview of the methods used to find these matrices. We conducted a
computer search of pr-sequences of adjacency matrices of graphs. This search found that,
with the exception of the pr-sequence 1]0111101 that is attained by a circulant matrix con-
structed in [3, Example 6.7], every other order 7 pr-sequence beginning with 1]0 that does
not have any of the forbidden subsequences and is not in the form of an order 6 attainable
pr-sequence with a 0 appended is attained by an adjacency matrix; two of the graphs used
are shown in Figure 1. Interestingly, G2 is the only 7-vertex graph whose adjacency matrix
attains the pr-sequence 1]0111011. The Inverse Palindrome Theorem (Section 2.4 Statement
3), the Reducible Matrix Theorem (Theorem 2.4), and additional results in [3] were also
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used to construct matrices. Certain pr-sequences beginning 1]1 are attainable by matrices
of the following form Q7,k(G) where
Q7,k(G) =

2k 1 1 1 1 1 1
1
A(G)
1
1
1
1
1

(where as usual A(G) is the adjacency matrix of the graph G); for these matrices used in the
table, the graph G is specified. This notation extends that of [3, Theorem 3.7]; we denote the
matrix Qn,k of [3] by Qn,k(kK2) (where kG means the disjoint union of k copies of G). The
fact that each matrix produces the claimed pr-sequence has been verified computationally.
(a) (b)
Figure 1: The graphs (a) G1, which is C6 with a subdivided equitable chord, and (b) G2,
which is G1 with an edge between the two degree 3 vertices of G1.
Theorem 4.2. There are exactly 68 attainable pr-sequences of order 7, namely the 22 se-
quences listed in Table 3 and the 46 sequences of the form r0]r1r2r3r4r5r60 with r0]r1r2r3r4r5r6
attainable.
In both [3] and in Table 3, for each order only the new pr-sequences of order n (e.g. for
order 7, those not of the form r0]r1r2r3r4r5r60 with r0]r1r2r3r4r5r6 attainable) are listed. It
is of interest to collect the actual number of attainable pr-sequences for each order, and this
is done in Table 4, with data taken from [3] and Theorem 4.2. We observe that the fraction
of (defined) pr-sequences that are attained is declining as n increases.
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Table 3: All pr-sequences for order 7 that can be attained by real symmetric matrices except
those of the form r0]r1r2r3r4r5r60 with r0]r1r2r3r4r5r6 attainable. The sequences are listed
in lexicographic order.
pr-Sequence Real matrix Comments
0]1010101 (A(C7))
−1
0]1011101 (A(G2))
−1 G2 is the graph in Figure 1(b)
0]1011111 J7 − 2I7
0]1101111 J7 − 3I7
0]1110101 (A(G1))
−1 G1 is the graph in Figure 1(a)
0]1110111 J7 − 4I7
0]1111011 J7 − 5I7
0]1111101 J7 − 6I7
0]1111111 I7
1]0101011 A(C7)
1]0101111 A(G1) G1 is the graph in Figure 1(a)
1]0111011 A(G2) G2 is the graph in Figure 1(b)
1]0111101 C C is the circulant matrix in [3, Example 6.7]
1]0111111 J7 − I7 = A(K7)
1]1010110 M ⊕O1 M = M0101011 in [3, p. 2153]
1]1011110 (J6 − 2I6)⊕O1
1]1101111 Q7,1(3K2) [3, Theorem 3.7]
1]1110101 (A(C5))
−1 ⊕ A(K2)
1]1110111 (Q7,1(P4∪˙K2))−1
1]1111011 Q7,2(3K2) [3, Theorem 3.7]
1]1111101 (A(K3))
−1 ⊕ A(K2)⊕ A(K2)
1]1111111 L2 ⊕ I5 L2 =
[
1 1
1 0
]
Table 4: Number of pr-sequences attained and fraction of (defined) pr-sequences attained
for n ≤ 7.
n new # attained total # % attained
1 2 2 2 100%
2 4 6 6 100%
3 4 10 12 83%
4 8 18 24 75%
5 11 29 48 60%
6 17 46 96 48%
7 22 68 192 35%
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The pr-sequence 0]1010111 from Proposition 4.1 is not attainable for real symmetric
matrices, but is attainable by a complex Hermitian matrix, as the following example shows.
Example 4.3. Let ω = e2pii/3, i.e., a complex cube root of unity (so ω¯ = ω2), and consider
the Hermitian matrix
A =

1 1 1 1 1 1 1
1 1 1 ω2 ω2 ω 1
1 1 1 1 ω ω ω2
1 ω 1 1 1 ω2 ω2
1 ω ω2 1 1 1 ω
1 ω2 ω2 ω 1 1 1
1 1 ω ω ω2 1 1

.
Since A is Hermitian and every off-diagonal entry has magnitude 1, every 2 × 2 principal
submatrix of A is singular. The principal submatrix A[2, 3, 4] has full rank. Every 4-tuple
in {1, . . . , 7} contains at least one of the following triples:
{1, 2, 3}, {1, 2, 7}, {1, 3, 4}, {1, 4, 5}, {1, 5, 6}, {1, 6, 7}, {2, 3, 6},
{2, 4, 5}, {2, 4, 6}, {2, 5, 7}, {3, 4, 7}, {3, 5, 6}, {3, 5, 7}, {4, 6, 7}.
Each of these triples gives a principal submatrix of rank 1, so every 4×4 principal submatrix
of A is singular. The 5 × 5 minors are all equal to 9, the 6 × 6 minors are all equal to -27,
and the determinant of A is 54, giving pr(A) = 0]1010111.
An open question is whether there is a pr-sequence attainable for complex symmetric
matrices but not attainable for Hermitian matrices.
5 A curious fact about adjacency matrices
We have previously mentioned that for order 7 there is no adjacency matrix that has pr-
sequence 1]0111101; this was established by an exhaustive computer search. This search was
extended for the next several orders and Table 5 lists all of the attainable pr-sequences for
adjacency matrices that have full rank (rn = 1) for 2 ≤ n ≤ 9. Observe that rk = 1 for each
k ∈ {2, 4, 6, 8} with k ≤ n ≤ 9. For larger graphs a similar result holds.
Theorem 5.1. Suppose A is the adjacency matrix of a graph G of order n with pr(A) having
rm = 1 with 3 ≤ m ≤ n. Then rk = 1 for each k ∈ {2, 4, 6, 8} with k ≤ m.
Proof. Let pr(A(G)) = r0]r1 · · · rn. Suppose first that m ≥ 10. Note that either r8 = 1 or
r9 = 1 (otherwise there would be an occurrence of 001, which is forbidden). Therefore the
graph G contains an induced subgraph with a full rank adjacency matrix of order either 8 or
9. In either case using Table 5, this subgraph in turn contains induced subgraphs of order 2,
4, 6, and 8 that have full rank adjacency matrices. Since an induced subgraph of an induced
subgraph of G is an induced subgraph of G, the result follows. The case that m ≤ 9 is
analogous, requiring rk = 1 for each even k ≤ m.
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Table 5: All pr-sequences attained by (real) full rank adjacency matrices for order ≤ 9.
n = 2 n = 3 n = 4 n = 5 n = 6 n = 7 n = 8 n = 9
1]01 1]011 1]0101 1]01011 1]010101 1]0101011 1]01010101 1]010101011
1]0111 1]01111 1]010111 1]0101111 1]01010111 1]010101111
1]011101 1]0111011 1]01011101 1]010111011
1]011111 1]0111111 1]01011111 1]010111111
1]01110101 1]011101011
1]01110111 1]011101111
1]01111101 1]011111011
1]01111111 1]011111111
Interestingly, this trend does not continue. In particular, Figure 2 shows a graph G of
order 11 that has pr(A(G)) = 1]01111111101. There are 15 graphs that have r11 = 1 and
r10 = 0 out of 1, 018, 997, 864 order 11 graphs (of which 728, 952, 205 have r11 = 1). Each of
these 15 has the pr-sequence of its adjacency matrix equal to 1]01111111101. Drawings of
these 15 graphs are given in [2].
1
2
4
5
6
7
8
9
10
11
3
A(G) =

0 0 0 0 1 0 0 1 0 0 0
0 0 0 0 1 1 0 1 1 0 0
0 0 0 0 1 1 1 1 1 1 0
0 0 0 0 0 1 1 1 1 1 1
1 1 1 0 0 0 1 1 1 0 0
0 1 1 1 0 0 0 1 1 1 0
0 0 1 1 1 0 0 0 1 1 1
1 1 1 1 1 1 0 0 0 0 0
0 1 1 1 1 1 1 0 0 0 0
0 0 1 1 0 1 1 0 0 0 0
0 0 0 1 0 0 1 0 0 0 0

Figure 2: A graph G with pr(A(G)) = 1]01111111101.
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