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Abstract
In this thesis, a new control design method is developed to achieve high performance
for a class of uncertain nonminimum phase systems. First, a new method called the
asymmetric order-doubling method is developed for the nominal system that gives
high speed of response. The presence of uncertainty is then shown to deteriorate
the estimation of states significantly. A robust filter is designed to improve the state
estimation, thereby improving the overall performance for both the nominal and
perturbed systems. The proposed method is implemented on an industrial coordinate
measuring machine (CMM) to demonstrate the effectiveness of the method.
The new asymmetric order-doubling method generalizes symmetric root locus
method of linear quadratic regulators to allow for asymmetric placement of additional
poles and zeros. Extensive simulations and experiments on an industrial coordinate
measuring machine revealed that the asymmetric order-doubling method has good
nominal performance for nonminimum phase systems. Other applications for which
this method could be used include numerically controlled machines, machine tools,
and robots. Presence of parametric uncertainties and mild nonlinearities degrade per-
formance of the system. Careful analysis indicated that large state estimation errors
is the prominent reason for poor performance due to uncertainty in these applications.
A robust filter was designed to improve the state estimation. The robust filtering
theory proposed, estimates the states of an uncertain, nonlinear system whenever
the uncertainties and nonlinearities are described in terms of integral quadratic con-
straints (IQC's). The robust filter derived using the S-procedure losslessness theorem
for shift-invariant spaces, was shown to be represented as a convex problem in terms
of linear matrix inequalities (LMI's). The robust filter was implemented on CMM
and was shown to improve both state estimation and performance for nominal and
perturbed systems.
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Title: Professor
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Chapter 1
Introduction
In this thesis, we consider a class of nonminimum phase systems that have zeros
close to the imaginary axis and address the problem of controlling such systems in
the face of uncertainty. This class of physical systems is rather important and is
quite common in a wide variety of practical applications. The research was mainly
motivated by studying a set of industrial machines like coordinate measuring machines
(CMM), numerically controlled (NC) machines, milling machines, digitizing machines,
laser cutting machines, drilling and boring machines etc. The two main important
features in the applications for which this thesis provides a satisfactory control design
method (from both theoretical and practical standpoint) are: firstly, the systems have
nonminimum phase zeros and secondly, there are uncertainties and nonlinearities that
degrade the performance of the system.
The first feature, namely, the presence of nonminimum phase zeros, is an un-
desirable feature of the system. These nonminimum phase zeros appear due to the
noncollocated location of sensors and actuators. For the several practical applications
listed earlier, these nonminimum phase zeros cannot be avoided because of our choice
of endpoint sensor. The study of such systems has been a topic of active research for
several decades both theoretically and practically. Recently, the control of nonmini-
mum phase systems has become increasingly important in many applications. This
has revived the subject of control design of nonminimum phase systems. Greater
emphasis has been given to the development of practical and implementable design
12
methods for such systems, that has a theoretical foundation as well. High speed
coordinate measuring machines or NC machines, for example, exhibit nonminimum
phase behavior due to the coupled rotation and translation of its gantry structure
and due to the noncollocated sensor/actuator configuration. Also, endpoint feedback
of machine tools and robots give rise to nonminimum phase control problems in many
situations. Due to the structural deflection, the endpoint dynamics often show a sig-
nificant undershoot. A large phase lag incurred in the endpoint feedback loop due to
this may destabilize the system. Despite these increasing needs, the control design
of nonminimum phase systems still remains as a difficult problem. The difficulty of
such systems is enhanced by the presence of inherent performance limitations for such
systems.
The second feature, namely, presence of uncertainties and nonlinearities that de-
grade the performance of the system, is an important issue in most practical applica-
tions. Over the last two decades, special attention has been given to the robustness
issues of such systems. Several theoretical developments leading to p-analysis (see [4])
and a generalization of it to include nonlinearities, called the integral quadratic con-
straints approach (see [24]) have been developed. The design methods developed,
however, are not quite satisfactory. They, typically, tend to decrease the gain of
the controller in order to achieve good robustness properties. This will decrease the
speed of response considerably. Hence, there is a compromise between high perfor-
mance and good robustness for such systems. It is, therefore, desirable to develop
a robust control method that does not decrease the gain of the system, yet provide
some robustness in the design.
There are a variety of applications which have both the above features. Some of
them are, as mentioned earlier, coordinate measuring machines, NC machines, dig-
itizing machines, laser cutting machines, milling and boring machines, arc welding
robots, etc (see Figure 1.1, 1.2 and 1.3). This thesis addresses all of these appli-
cations and provides a control design method that achieves very high performance
for such systems. In this thesis, we demonstrate the results not only through the
theoretical guarantees and simulation results, but also through experimental results,
13
by implementing the design method to an industrial coordinate measuring machine
shown in Figure 1.4. We also show a clear agreement of the theoretical results and
simulations with that of the experimental results thereby confirming the advantages
of the new control design method.
(a) 3-axis milling machine. (b) High speed milling machine.
Figure 1.1: Applications (Courtesy of SNK Co., LTD).
First, a new control design method is developed for the nominal system called
the asymmetric order-doubling method. For the nominal system, traditional pole
placement methods are often not suitable to obtain satisfactory controllers in dealing
with nonminimum phase zeros. Linear quadratic regulator (LQR), when combined
with Kalman filtering, provides a design procedure ([1, 11, 13, 16]) that is applicable
to nonminimum phase systems. But it is difficult to explore the entire class of optimal
state feedback gains that are parametrized by the weight matrices of the performance
index. Further, the robustness properties with respect to the various descriptions
of uncertainties are not well handled by these design methods. The symmetric root
locus method of LQR provides a class of optimal controllers parameterized by one
scalar weight p describing the relative magnitude of the regulation error to the control
input. Namely, the optimal state feedback gains are given by the stable part of the
symmetric root locus ([17]). This method is simple, easy to comprehend and allows
14
(a) Vertical drilling and boring machine. (b) Ultra sonic knife cutting machine.
Figure 1.2: Applications (Courtesy of SNK Co., LTD).
the designer to gain useful insights in the resulting control system (see Figure 1.5).
However, it exploits only a fraction of possible solutions ([2]). It is particularly
unsatisfactory when the given plant contains nonminimum phase zeros and unstable
poles close to the imaginary axis. These poles and zeros, when reflected to the mirror
image (to get the closed loop poles of LQR design), remain close to the imaginary
axis even at high control gains. They dominate the system behavior and slow down
the system response. The symmetric root locus, therefore, confines the optimal state
feedback gains within the symmetric mirror image, but other desirable solutions may
exist at asymmetric locations (like, for example, Figure 1.6).
In this thesis, we first generalize the symmetric root locus approach by allowing
asymmetry in the root locus with respect to the imaginary axis. Note that in Fig-
ure 1.5 the left half plane (LHP) is a mirror reflection of right half plane (RHP) unlike
Figure 1.6. This new approach is expected to be a practical and powerful design tool
for unstable and nonminimum phase systems. As mentioned earlier, this allows the
designer to pick the stable LHP portion with the dominant poles further away from
the imaginary axis (see Figure 1.6 and compare with Figure 1.5) giving a faster speed
of response. The effectiveness of this method will be demonstrated by applying it to
15
(a) Digitizing machine. (b) Laser cutting machine.
Figure 1.3: Applications (Courtesy of SNK Co., LTD).
a 3D-coordinate measurement machine, which exhibits nonminimum phase behavior
(see [30]). The new method is also shown to have good stability margins compared
to the LQG method.
The next objective is to achieve good robustness against parametric uncertainties
while maintaining the high performance achieved through asymmetric order-doubling
method. As mentioned earlier, the current robust control design methods like I-
synthesis decrease the gain of the system (compromising the performance) in order
to achieve good robustness. To achieve both good performance and good robustness
requires a detailed study of the various sources of uncertainty. It will be seen that
parametric uncertainty is an important source for the degradation of performance
in these systems. This source of uncertainty for the coordinate measuring machine
comes from the dynamics of the air bearing and variation of the belt stiffness. It will
be seen that the asymmetric order-doubling method does not have good robustness
with respect to this type of parametric uncertainty. From careful analysis through
simulations and experiments, it will be seen that the state estimation errors become
significantly large. This is the main reason for the degradation in the performance of
the perturbed system, although the nominal system has high performance.
16
Gantry
Belt C
y ~1Drie.
Linear Encoder
ArBearings
Figure 1.4: Overview of the coordinate measuring machine (Courtesy of SNK Co.,
Ltd)
From the Youla parametrization ([36]) of all stabilizing controllers for a given
system, it is apparent that any control problem has two important subproblems: full
information control problem and a state estimation problem. For a linear system,
there is a clear separation structure between these two subproblems i.e., solving both
the subproblems separately gives a solution to the original control problem. This,
however, is not true for an uncertain or an nonlinear system. Some form of iteration
between these two subproblems is required to obtain a satisfactory controller for such
systems. The asymmetric order-doubling control can be considered as an example of
full information control problem.
From the analysis, it will be seen that poor state estimation is responsible for
degradation in performance for the perturbed systems. We will rectify this situation
by designing a robust state estimator and will use the previously designed asymmetric
order-doubling control as the full information control subproblem. The objective of a
robust state estimator is to minimize the effect of disturbances and exogenous noise
on the state estimation errors. Figure 1.7 shows the setup for a robust state estimator
design. G(s) represents the plant, A the uncertainties and nonlinearities, H(s) the
estimator that we need to design, wo the exogenous noises and e the state estimation
17
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Figure 1.5: Symmetric Root locus of the LQR design
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Figure 1.6: Desired asymmetric root locus for the coordinate measuring machine
that gives good stability properties, high speed of response and other perfor-
mance/robustness properties.
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errors. The objective is to design H(s) such that the norm from the inputs wo to
the outputs e is minimized. In this thesis, we will consider the class of uncertainties
and nonlinearities that can be represented in terms of integral quadratic constraints
(IQC's). It has been shown that several uncertainties and nonlinearities like time-
varying gains, backlash, dead-zone, saturation, sector nonlinearities, norm bounded
uncertainties, rate limiters, etc have been represented as IQC's effectively (see [24]).
In this thesis, we use this framework and give a solution to the robust estimation
problem by representing it as linear matrix inequalities (LMI's). This LMI represen-
tation is convenient since the primal-dual algorithms solve these problems efficiently
in polynomial-time (see [26]). It will be shown experimentally that this approach not
only improves the state estimation errors but it also improves the performance of the
perturbed system for the CMM.
' yzz
W1 G(s) - H(s)
Il
A
Figure 1.7: Setup for robust estimation problem.
1.1 Organization of the Thesis
In Chapter 2, the asymmetric order-doubling control method is explained in detail.
The theoretical derivations of the basic asymmetric order-doubling method is de-
veloped first. As an application of the method, an industrial coordinate measuring
machine is considered. The new method was implemented on the machine and was
compared with the LQG method. Significant improvement in the speed of response
20
will be demonstrated. The robustness properties in terms of stability margins, sen-
sitivities, complementary sensitivities are discussed and compared with that of the
LQG method and will be shown to be quite similar.
In Chapter 3, the sources of parametric uncertainty is discussed. It will be shown
that the asymmetric order-doubling controller does not have good robustness prop-
erties in terms of uncertain parameters like belt stiffness, air bearing stiffness and
damping. It will be identified that the state estimation is degraded considerably due
to the uncertainty in the parameters. This will be shown to be the main source of
degradation of performance of the perturbed system.
In Chapter 4, a robust state estimator will be designed with an objective of im-
proving the state estimation for the perturbed system. The uncertainty description
considered is more general and allows for nonlinearities as well. More specifically, the
uncertainties and nonlinearities described in terms of integral quadratic constraints
is considered. A robust state estimator is designed and is shown to be a convex
optimization problem. A linear matrix inequality representation is derived to rep-
resent the convex optimization problem in a numerically tractable way. The robust
filter will then be shown to improve the state estimation considerably. Experimental
results will demonstrate the improvement of performance for both the nominal and
perturbed systems using the new robust filtering approach combined with asymmet-
ric order-doubling control. The experiments were conducted by changing the belt
stiffness and the air bearing pressure (which is reflected as changing the air bearing
stiffness and damping properties). For this perturbed system, the improvement of
performance as well as state estimation will be demonstrated.
21
Chapter 2
Asymmetric Order-Doubling
Control Design
2.1 Introduction
Control of nonminimum phase systems is becoming increasingly important in many
practical applications. High speed coordinate measuring machines, for example, ex-
hibit nonminimum phase behavior due to the coupled rotation and translation of its
gantry structure and due to the noncollocated sensor/actuator configuration. Also,
endpoint feedback of machine tools and robots gives rise to the nonminimum phase
control problems in many situations. Due to the structural deflection, the endpoint
dynamics often shows a significant undershoot. A large phase lag incurred in the
endpoint feedback loop due to this may destabilize the system.
Despite the increasing needs, the control design of nonminimum phase systems
still remains as a difficult problem. Traditional pole placement methods are often
not suitable to obtain satisfactory controllers in dealing with nonminimum phase
zeros. LQR, when combined with Kalman filtering, provides a design procedure
([1, 11, 13, 16]) that is applicable to nonminimum phase systems. But it is difficult
to explore the entire class of optimal state feedback gains that are parametrized by
the weight matrices of the performance index. This is a serious drawback in most of
the modern optimal control methods like H2 and H' designs. There are only a few
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guidelines to choose the weighting matrices in these optimal control methods in order
to get a good performance. These guidelines are not quite satisfactory for systems
with nonminimum phase zeros close to the imaginary axis. Further, the performance
specifications are usually expressed in frequency domain rather than time-domain
conditions like rise time, settling time etc.
The symmetric root locus method of LQR provides a class of optimal controls
parameterized by one scalar weight p describing the relative magnitude of the regu-
lation error to the control input. Namely, the optimal state feedback gains are given
by the stable part of the symmetric root locus ([17]). This method is simple, easy to
comprehend and allows the designer to gain useful insights in the resulting control
system. However, it exploits only a fraction of possible solutions ([2]). It is par-
ticularly unsatisfactory when the given plant contains nonminimum phase zeros and
unstable poles "close" to the imaginary axis. These poles and zeros, when reflected
to the mirror image (to get the closed loop poles of LQR design), remain close to the
imaginary axis even at high control gains. They dominate the system behavior and
slows down the system response. The symmetric root locus, therefore, confines the
optimal state feedback gains within the symmetric mirror image, but other desirable
solutions may exist at asymmetric locations.
In this chapter, we will generalize the symmetric root locus approach to a class of
asymmetric root loci using basic properties of "order-doubling" techniques. The new
method is expected to be a powerful design tool for unstable and nonminimum phase
systems. The effectiveness of the method will be demonstrated by applying it to
a 3D-coordinate measurement machine, which exhibits nonminimum phase behavior
(see [30]).
In Section 2.2, the basic concept of asymmetric order doubling will be introduced
by giving necessary definitions and properties. The new method will be compared
with other methods such as LQR and loop transfer recovery (LTR). In Section 2.3, the
underpinning theory for the asymmetric order-doubling method will be presented, and
a computational procedure for obtaining stable state feedback gains will be developed.
In Section 2.4, the control of a coordinate measuring machine will be considered as
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an application of this method. In Section 2.5, the experimental results comparing
regulation with that of the LQG method will be presented. Significant improvements
have been obtained in the speed of response, while using lower control inputs than that
of the LQG method. In Section 2.6, the performance and robustness characteristics of
this method will be discussed and will be shown to be comparable to that of the LQR
method. Furthermore, it will be shown that this method would improve the speed of
response while maintaining stability, nominal performance and robustness of that of
the LQR method, particularly for systems with nonminimum phase zeros close to the
imaginary axis. In addition, it will be demonstrated that this new method will use
smaller control inputs to achieve these objectives and will be easier to implement.
2.2 Asymmetric Order Doubling Method
Consider an n-th order multi-input, multi-output (MIMO) linear time-invariant (LTI)
system represented by
z(t) = Aix(t) + Biu(t), (2.1)
y(t) = Cix(t),
where [A1, B 1 ] is assumed to be stabilizable and [A1 , C1] to be detectable. The system
may be unstable and/or be of nonminimum phase.
The design procedure and basic properties of the asymmetric order-doubling
method will first be provided for single-input single-output (SISO) systems for the
sake of clarity and physical intuition. Later, these definitions will be extended to
MIMO systems.
Definition 2.1 Given an LTI system described by Equation (2.1), order-doubling
is defined as the procedure in which the same number of poles and zeros as that of the
open loop plant are added in such a way that the resultant order-doubled system has
the same number of poles and zeros in both the LHP and the RHP.
Definition 2.2 The standard root locus of an order-doubled system with the sign of
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the gain as (-1)d, where d = number of poles + number of zeros of the open loop
system, is termed as the root-squared locus of the original system. The parameter
along the root-squared locus is called the locus parameter, p; 0 ; p < oo.
Definition 2.3 If all the branches of the root-squared locus obtained by a suitable
order-doubling of the system do not cross the imaginary axis, then this particular
order-doubling procedure is said to satisfy the separability condition.
When separable, all the branches of the root-squared locus never cross the imag-
inary axis. As an analogy, in terms of these definitions, the root-squared locus of the
LQR design is separable and is symmetric with respect to the imaginary axis. Hence it
is called a symmetric root locus. It is a fact that in the LQR design, the root-squared
locus is always "separable" and that it is possible to extract only the LHP portion
of it as a unique positive semidefinite solution of a certain matrix Riccati equation.
The Schur method ([18]) is one of the numerically stable methods for determining
this solution. The corresponding control then becomes a stable state feedback. This
concept is used in the LTR procedure to create a model-based compensator which
allows the dynamics to be changed to some desired dynamics whenever the plant is
of minimum phase ([3, 33]).
The LQR design based on the symmetric root locus, however, may incur unde-
sirable behavior for a class of systems with nonminimum phase zeros. Consider the
pole-zero plot shown in Figure 2.1. Since a pair of nonminimum phase zeros are lo-
cated close to the imaginary axis, the branches of the symmetric root locus indicated
in Figure 2.2 tend to go close to the imaginary axis. Note that the two branches of the
root locus approach the "fictitious" zeros in LHP, which are the mirror image of "real"
nonminimum phase zeros. These zeros do not exist physically but were introduced
for the purpose of computational convenience. The closed loop poles approaching
the fictitious zeros are not attenuated by the real zeros and, therefore, exhibit a slow
oscillatory mode. To resolve this problem, the fictitious zeros must be placed further
from the imaginary axis. This makes the root-squared locus asymmetric, as shown in
Figure 2.3.
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Figure 2.1: Example of nonminimum phase system with zeros close to the imagi-
nary axis (Pole-zero plot of Coordinate Measuring Machine described in Sections 2.4
and 2.5).
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Figure 2.2: Symmetric root locus for the example system.
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In Figure 2.3, all the root locus branches in LHP are pushed away from the imag-
inary axis, making the dominant poles faster. The focus of this chapter is to obtain
conditions under which this asymmetric root locus provides a stable state feedback
control. The main part of the conditions is given by the separability condition stated
in Definition 2.3. It will be shown in the following section that, if the root-squared
locus is separable into LHP and RHP, there exists a stable state feedback control that
locates the closed loop poles on the LHP portion of the root-squared locus. Under
this separability condition, a modified algebraic Riccati equation will be solved to
obtain the stable controller.
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Figure 2.3: Asymmetric root-squared locus.
The general procedure for designing state feedback control based on this asym-
metric order doubling is as follows:
1. For the transfer function matrix of a given plant, plot the poles and zeros on
the complex plane.
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2. Perform order-doubling by placing the same number of poles and zeros as that
of the open loop system.
3. Obtain the root squared locus for this system.
4. If the root-squared locus is separable into the LHP and the RHP, each containing
n poles, then form a matrix Riccati equation, and solve it to get the state
feedback controller (as described in Theorems 2.1 and 2.4).
The underpinning theory for this procedure will be given in the next section and the
method will be applied to a practical system in Sections 2.4 and 2.5.
2.3 Theoretical Results
Let G'L(s) = C1(sI - A 1 ) - 1B 1 be the tranfer function matrix of the open loop plant
and G2OL s 2 (sI - A2)'B 2 the transfer matrix associated with the additional
poles and zeros. The asymmetric root-squared locus of the combined system can be
obtained by solving for the roots of the following equation:
det I + -G 21 L(-s)G =(s)) 0. (2.2)
For a SISO case, this reduces to the familiar root locus equation:
1 n2 (-s) ni(s) -o (2.3)
pd 2(-s) di(s)
where G' (s) = ni(s)/di(s) and G0(s) =n 2(s)/d 2(s).
This 2nth order system will be expressed as a product of two nth order systems.
Further, the two nth order systems will be chosen in such a way that one correspond
to the LHP and the other to the RHP, whenever possible. This decomposition would
allow us to compute the state feedback control inputs from the solution of a modified
Riccati equation. The stable LHP portion would then correspond to the closed loop
poles. The following theorem first introduces the modified algebraic Riccati equation,
the solution of which is required later to construct the state feedback control gain.
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Theorem 2.1 Let (A1, B 1, C1) be a minimal realization of an open-loop transfer func-
tion matrix Gb(s) C1(sI - A 1)-'B 1 . Let (A 2 , B2 ,C 2) be a minimal realization of
G2L(s) =2(sI - A 2) B 2 that is added to the original plant to generate an order-
doubled system. The condition that the matrix K is an arbitrary solution to the
Modified Algebraic Riccati Equation (MARE) given by
1
KA1 + A'K +C2C1 - -KB 1 BfK = 0, (2.4)2 ~ P 2
is equivalent to the decomposition condition given by
1
I + -GO L (-sGOL(s) = [I + GAO(-s)][I+ GAO(s)], (2.5)
p
where G10 (s) G1(sI - A 1)- 1 B1 and G2O(s) = G2 (sI - A 2 )-'B 2 with G1
(1lp)B'K and G' = (1/p)KB1.
Proof: Rewriting Equation 2.5 by substituting all the transfer matrices gives
1I + -B (-sI - A 1)-'C'C1(sI - A1)-'B1
[I + B (-sI - A)- 1 '2][I + G1(sI - A 1 )-1 B1 ], (2.6)
Expanding the right hand side of this equation and simplifying it,
1 1
RHS =I + -B (-sI - A 1-KB 1 + -BIK(sI - A 1 f)B 1 +
P P
1
- B(-sI- A') KB1B K(sI - A 1 'B 1 , (2.7)p
since G1 = (1/p)B'K and G' = (1/p)KB1. Cancelling the common terms on both
sides of Equation 2.6 and grouping the other terms together,
B (-sI - A') C C1 + KA 1 + A'2K - -KB1B K (sI - A 1)'B 1 = 0.
This must hold for any complex s, and hence Equation 2.4 is satisfied. The same
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steps can be carried out in the reverse order to complete the proof of the theorem. E
Note that the matrix K in the above theorem does not necessarily provide a
physically realizable, stable control. To obtain a stabilizing controller for the system,
a physically meaningful solution K of MARE should be solved whenever it exists.
To this end, the solutions of MARE must be examined in order to guarantee the
existence of such a solution. The following lemma is needed to represent the solution.
Lemma 2.1 The Hamiltonian matrix H defined by
H = (2.8)H -( 1 - A/
is similar to
SA1 - B 1 G1  --LB1B'
H = (2.9)
0 -( A2- B2G2)'
under the similarity transformation (i.e., HI = T-1HT)
I 0
T = (2.10)
(K I
when K is any solution to the modified algebraic Riccati equation given by Equa-
tion (2.4) and G1 = (1/p)B'K, G' = (1/p)KB1. Further, the closed loop poles, ob-
tained by choosing u(t) = -G1 x(t), are 'n' of the 2n eigenvalues of the Hamiltonian
H.
This lemma can be proven simply by calculating T- 1HT for T given in Equa-
tion (2.10). In the following theorem, all the solutions of MARE will be characterized
and this would generalize the results of Potter [29], Martensson [19] and Kucera [15].
Note that the previous works dealt with standard Riccati equations where matrices A1
and A 2 are the same, while in this chapter Ai / A2 due to the asymmetric nature of
the order-doubled systems. Here Ai $ A 2 is not just a mathematical generalization,
but is also conceptually revealing since it gives us infinite ways of stably inverting
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the plant dynamics as opposed to just one way, through the familiar loop transfer
recovery method. It also gives a systematic way of calculating the root locus branches
numerically for a large class of systems. The solutions K of the MARE are expressed
in terms of the eigenvectors of the Hamiltonian H.
Theorem 2.2 Let ti be the 2n-dimensional eigenvector of Hamiltonian H given by
Equation (2.8) corresponding to the eigenvalue Ai and let
ti =A
Lqi
(2.11)
where pi and qi are n-dimensional vectors. Then, every solution of Equation (2.4)
can be expressed as
K = [q1... q] [p1... pn]-- (2.12)
where the inverse of [p1 ... p,,] is assumed to exist for certain combinations of eigen-
vectors ti. Conversely, if [P1 ... pn] is nonsingular, then
K = [q1... q.][p1 ... pn]--
satisfies Equation (2.4).
Proof: Let K be a solution of Equation (2.4) and define
1Ac, = A1 - -B 1B1K
p
(2.13)
(this is the closed loop system matrix - see also Lemma 2.1). Premultiplying Ac, by
K gives
1
KAci = KA1 - IKB 1 B K,
P
(2.14)
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which from Equation (2.4) becomes
Let T be the transformation that takes Ac, into a
Define S = KT. Then
Jordan form J i.e., T 1AcT = J.
Ac, TJT ',
K = ST- 1.
(2.16)
Substituting these in Equations (2.13) and (2.15),
[J] A
L I-C2C 1
-
1 B1 B' T TP = H .
-A' S S
2p (2.17)
Let ti,... , tn be the columns of the 2n x n matrix
T
S
(2.18)
It follows from Equation (2.17) that these column vectors constitute the eigenvectors
of H and that the corresponding eigenvalues are also the eigenvalues of Ac,. Fur-
thermore, the above statement is true if the eigenvalues have multiplicities greater
than one (see [19]). In this case, all of the generalized eigenvectors are present in the
column vectors ti,... , tn. Finally, from Equation (2.16) we have (see Equation 2.11)
K = [q .. .qn][pI ... pn]-. (2.19)
The converse is proved by carrying out the steps above in the reverse order. This
completes the proof of the theorem.
Corollary 2.1 Let ti, i = 1, . . . , n be eigenvectors of H corresponding to A,, .. ,An.
If K = [q1 ... qn][p1 ... pn] 1 is a solution of Equation (2.4), then A,,... , An are the
eigenvalues of [A1 - (1|p)BIB'K] and p,... ,pn are the corresponding eigenvectors.
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KAcj = -A'2K - C C1 . (2.15)
The theorem below gives conditions for the solution K to be real, the proof of which
is along the same lines as Theorems 3 of Martensson [19]. These conditions for the
solution K to be real will be used to construct a physically realizable control input
that can stabilize the closed loop system.
Theorem 2.3 The necessary and sufficient conditions for a solution
K = [q1... q.] [p1... pn]-1 (2.20)
to be real are
(i) all eigenvectors t1,... , tn are real, or
(ii) if ti of rank k corresponding to the eigenvalue Ai, Im(Ai) / 0, is used to construct
the solution K, then ti (complex conjugate of ti) of rank k corresponding to Ai
(complex conjugate of Ai) must also be included in the solution.
The next main theorem provides conditions for the existence of a stable state feedback
control.
Theorem 2.4 (Separability): Under the assumptions stated in Theorem 2.1,
there always exists a solution K of the MARE such that the state feedback control
formed as u(t) = -(1/p)B'Kx(t) guarantees all the closed loop poles to lie in the
stable LHP whenever the separability condition is satisfied.
From the separability theorem, the closed loop poles are given by
1
1 + -B K(sI - A1 ) 'B 1 = 0. (2.21)
p
An alternative to solving the above equation is to obtain the eigenvectors of the
Hamiltonian H corresponding to the n LHP eigenvalues as stated in Theorem 2.2.
An important consequence of the above theorems is the following corollary which can
be used to prove the LTR asymptotic property for minimum phase systems. This
follows directly from the fact that the root-squared locus is separable.
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Corollary 2.2 If K exists as specified in Theorem 2.4 to Equation (2.4), then the
closed loop poles move as follows:
(i) As p -+ oo, the closed loop poles start at the stable open loop poles or at the
mirror image of the unstable open loop poles,
(ii) As p -- 0, the closed loop poles move to cancel the minimum phase zeros, go to
the mirror reflections of the nonminimum phase zeros or approach oo on either
side of the imaginary axis.
Next, the LTR asymptotic property that gives us a design procedure for stably in-
verting the dynamics of the plant when used with a model based compensator will
be discussed. This extends the well-known LQG/LTR method ([3, 33]) to a broader
class of systems. The proof is along the same lines as for the LQG/LTR method
described in [2].
Theorem 2.5 If C1(sI - A 1)-1 B1 is minimum phase, then
lim VI G1 W C1, (2.22)
for some orthogonal matrix W, i.e., WTW I.
In summary, the LQR controller sends the poles to the stable LHP portion by mirror
reflecting about the imaginary axis if necessary, whereas the asymmetric controller
sends the poles to any location in the LHP in an exactly analogous way. It is possible
to maintain most of the robustness properties of the LQR design by staying close to
the LQR solution.
Until now, all the results have been considered for SISO, even though the mathe-
matical derivations do not require to be SISO. To extend this naturally for both SISO
and MIMO systems, the definitions will be modified so that the theoretical results
will still hold. Definition 1 of order-doubling is applicable to MIMO systems without
any modification.
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Definition 2.4 Root-squared locus is termed as the locus of the roots of the order-
doubled system given by the following equation, when p changes from 0 to oc:
det [I +-G L(-s)Go'(s) = 0, (2.23)
where G'L(s) is the transfer function matrix of the original open loop plant and
G2L (s) is that for the additional poles and zeros added during order-doubling. The
parameter along the root-squared locus is termed as the locus parameter, p.
Definition 2.5 If none of the roots of Equation (2.23) lie on the imaginary axis for
all values of p in (0, oo), then this particular order-doubling procedure is said to satisfy
the separability condition: separated into LHP and RHP.
2.4 Application
2.4.1 The System
The control of a 3D-coordinate measuring machine (CMM) is considered as a practical
example of a nonminimum phase system. All experiments were conducted on the
CMM shown in Figure 2.4.
The large gantry shown in the figure is driven along the x-axis by a servo mo-
tor through pulleys and steel belts on both sides of the table. To reduce friction,
air bearings are used for supporting the gantry. Figure 2.4 shows the schematic of
the lumped parameter model of the x-axis drive system. Mass M with centroidal
moment of inertia, Ic, represents the gantry, while mass ma is the actuator-side
inertia including the effective inertia of the motor rotor and gearing. Drive force F
generated by the actuator is transmitted to the gantry M through two steel belts
modeled as stiffness ki, k2 and damping ci, c2, respectively. The stiffness on each side
of the steel belt may differ, since the stiffness significantly varies depending on the
belt tension. Also, the mass centroid of the gantry shifts along the y-axis depending
on the location of the y-axis moving part denoted by mass m. This asymmetrical
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Figure 2.4: Overview of the coordinate measuring machine (Courtesy of SNK Co.,
Ltd)
mass property along with the asymmetrical belt stiffness causes the gantry to rotate
when pushed by the belts. As a result, the motion of the gantry exhibits the behavior
of a nonminimum phase system, i.e., undershoot, when observed by a linear encoder
measuring the x-coordinate of point A or B, x 1 or x 2. Namely, a sudden rotation of
the gantry may instantaneously push either side of the gantry backward, hence an
undershoot occurs.
The equations of motion concerning the translation x and rotation 0 of the gantry
as well as the motion of the motor-side inertia, X3 , are given by
(M + m)i + (c1 + c2)± + (k1 + k2)x + (cll1 - c212)$ + (k1 1 - k2l2)0 =
(c1 + c2)i 3 + (ki + k2)X3 ,
IcmN + (c1l + c2 li) + (k1l? + k2li)9 ± (c2i1 - c212)± + (k1 1 - k2l2 )x =
(cili - c212 )i 3 + (kili - k22)3,
maia = F - (M + m)z - ci.
The output is the coordinate x2 given by x 2 = x - 120. Figure 2.6 shows the pole-
zero plot of the plant. Since the poles and zeros move as the location of the mass
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Figure 2.5: Schematic diagram of the x-axis drive system.
m is varied, their loci are shown as functions of the y coordinate. One interesting
observation to make is when the mass m is at the bottom. The center of mass is
then lower and the combined translation and rotation of the mass M causes it to
turn counterclockwise at the location B. In other words, the system tends to be a
nonminimum phase system as illustrated in Figure 2.6 (the zeros move into the right
half plane). When the mass m is in the middle, the applied force F is acting almost
at the center of mass. Therefore, the rotation of the mass M is not quite observable
at B. This causes a near pole-zero cancellation as shown in Figure 2.6. The situation
becomes more apparent if the spring stiffness on both sides are different.
2.4.2 Identification
Frequency response tests were performed in order to verify the analytical model ob-
tained above. The results are shown in Figure 2.7. At about 90 rad/sec, the magni-
tude plot shows that the slope is at -80 dB/decade while the phase plot shows that
the phase angle is about -270'. This implies that the magnitude and phase do not
correspond as they would for a minimum phase system. The pole-zero plot shown in
Figure 2.1 was that of the CMM, which illustrated the nonminimum phase behavior.
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Figure 2.6: Effect of change in location of mass m on the poles and zeros
2.5 Implementation and Experiments
2.5.1 Control Tuning
The asymmetric order doubling method was implemented on the CMM based on the
dynamic model obtained in the previous section. As described in Section 2, the first
step of control tuning is to plot the pole-zero map of the system and perform order-
doubling by placing the same number of additional poles and zeros. The question is
where to locate these additional poles and zeros. As initial locations of the poles and
zeros, we choose them to be that of the LQR design, i.e., the mirror image locations
of the plant's poles and zeros. This guarantees the separability condition to be always
satisfied. However, as emphasized earlier, this choice is not good for systems with
nonminimum phase zeros close to the imaginary axis since it gives a slower time
response. Hence, the zeros must be relocated further away from the mirror reflection
of the system zeros and also away from the imaginary axis. The poles can be placed
close to the mirror reflection of the system's poles to maintain the separability and
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Figure 2.7: Bode plot fit for the Coordinate Measuring Machine
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other features of the LQR design.
The root squared locus of this system is to be plotted next and checked whether
it crosses the imaginary axis i.e., whether the separability property holds. If it does
cross the imaginary axis, the previous step of order-doubling needs to be performed
again until separability property holds. Note that since the solution to the general
algebraic Riccati equation varies continuously depending on the location of poles and
zeros, the separability property would be satisfied in a small neighborhood around
the mirror reflection locations.
The root-squared locus for the CMM is shown in Figure 2.3. Note that all the
open-loop poles and minimum phase zeros are at the mirror image. Only the non-
minimum phase zeros have been relocated. The separability property is satisfied in
this case even though the location of the additional zeros are significantly far from
the imaginary axis. Hence, the transient response for the closed loop system would
be faster for high gain control as the dominant poles have faster dynamics. Compare
this root-squared locus with that of the LQR's, shown in Figure 2.2. The dominant
poles in LQR has slower dynamics even for high control gains.
Next, the modified algebraic Riccati equation must be solved numerically' and use
it to calculate the control gain G 1. The only sensor that was used for the endpoint
position measurement was an analog LVDT. Therefore, a Kalman filter observer needs
to be built to estimate the remaining states of the system. By using the estimates
of the states (t), the control input used was modified as u(t) = - Gi f(t). Since
these observer equations must be computed online, the necessary continuous-time to
discrete-time transformation using a zero-order or first-order hold was included in the
final design.
'To account for A 1 # A 2 , standard numerical methods, such as the are function in MATLAB,
may be slightly modified.
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2.5.2 Experimental Results
Regulation
Figure 2.8 shows the experimental results comparing the LQG method (since the
states are estimated using a Kalman filter) with the asymmetric order doubling
method. As expected, the dynamic response is very good for the asymmetric order-
doubling case, compared with the LQG approach. For larger values of p (low control
gains), both the methods tend to show a similar response, while for smaller values
of p (larger control gains), the asymmetric order-doubling approach has smaller over-
shoots and faster dynamics. We have used a prefilter in both the methods to avoid
overshoots due to high gain controllers for a sudden step change in reference value.
When we increased the gain of the LQG method, Figure 2.9 shows the response com-
paring LQG with asymmetric order-doubling method. Notice that, in the case of
LQG method, although the setting time has improved from 0.3 secs in Figure 2.8 to
about 0.25 secs in Figure 2.9, we begin to see an undershoot in LQG method due
to the increased gain and due to the nonminimum phase zero present in the system.
This is a disadvantage of the LQG method. So as we increase the gain of the LQG
method from the one shown in Figure 2.8, the response of the system begins to de-
teriorate. In this way, we see that the asymmetric order-doubling method has better
time response characteristics compared to the LQG method. This is primarily due
to the fact that the asymmetric order-doubling approach handles the nonminimum
phase zeros better than the traditional LQR based methods.
Figure 2.10 shows the control input used by both the LQG and the asymmetric
order-doubling method for p = 0.5. From the figure it is very clear that the asym-
metric order-doubling method uses much lower control efforts than the LQG method
in spite of the fact that the time response is significantly faster in asymmetric order-
doubling approach. It is a common notion that large control inputs give faster time
response. Such a notion does not apply to a nonminimum phase system, as demon-
strated here. In other words, we can improve the time response for a nonminimum
phase system compared to the LQG method using a lesser control input.
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Figure 2.8: Comparison of the endpoint position of LQG method with Asymmetric
order-doubling method.
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Figure 2.9: Comparison of the endpoint position of LQG method (with larger gain)
with Asymmetric order-doubling method.
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Figure 2.10: Control inputs used by LQR and Asymmetric order-doubling approaches
for p = 0.5.
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Figure 2.11 shows the experimental results of tracking control. Note that the asym-
metric order doubling approach outperforms the LQ based servo control. To modify
the regulator to do tracking, the states of the system were changed so that the output
is one of the state. The control gain matrix G has to be decomposed as G = [Gy I G,]
so that the control input u for the "regulator" becomes u = -Gzy - Gx,.. The same
G, and G,. obtained from the regulator problem will be used to design the controller
for the servo system.
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Figure 2.11: Comparison of tracking using asymmetric order-doubling and LQ servo
methods (p = 0.5)
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2.6 Robustness Margins
In this section, some of the robustness properties of the new method are examined
and compared with the LQR method. It has already been seen that the new method
is significantly better in terms of speed of response and the amount of control effort
used, compared to the LQR method. Although no a priori bounds were given to the
sensitivities and complementary sensitivities, they would be comparable to the LQR
bounds. Extensive simulations have been performed to corroborate this by using the
actual system parameters identified from the experiments.
2.6.1 Stability Margins
Figures 2.12 and 2.13 shows the Nyquist plots of the CMM control system using,
respectively, the LQR and the asymmetric order-doubling methods. Note that, in
Figure 2.12, the Nyquist plot does not enter the unit circle centered at (-1,0), hence,
the phase margin of LQR is larger than 60'. In the asymmetric order doubling
method, the same property holds at least for this particular situation. The gain and
phase margins can also be calculated from these Nyquist plots by looking at the unit
circle centered at the origin. The phase margin for the LQR method is 76.30 at
50.3 rad/sec compared to 76.260 at 33.5 rad/sec for the asymmetric order-doubling
method. Notice that the phase margins are very close to each other as can be directly
seen from Figures 2.12 and 2.13. The gain margins are infinite in both the methods
since there is an open loop pole at the origin. So, as remarked earlier, the stability
margins of our method are quite close to that of the LQR method, in spite of the
additional advantages of the new method in the speed of response and the amount of
control input expended.
2.6.2 Sensitivities
Figure 2.14 shows the maximum singular value of the sensitivity transfer function of
both LQR and the new method. Again, in the case of LQR, the sensitivity is always
below 0 dB for all w. This is a performance guarantee that the LQR method pro-
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Nyquist plot for the LQR method. Note that the plot doesn't enter
inside the unit circle centered at (-1,0).
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Figure 2.13: Nyquist plot for the Asymmetric order-doubling method.
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vides. Lower sensitivity, S(jw), gives good command following and good disturbance
rejection properties at low frequencies while lower complementary sensitivity, C(jw)
at high frequencies, is required so that the system is insensitive to sensor noise. The
asymmetric order-doubling method does have, in this case, low sensitivity at lower
frequencies although it is slightly higher when compared to the LQR method (see
Figure 2.14). Indeed, from Figure 2.15, the complementary sensitivity is below 0 dB
at high frequencies in both the methods, with the new method slightly better than
the LQR method.
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Figure 2.14: Comparison of Sensitivities of the LQR method
order-doubling approach.
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2.6.3 Robustness
We will now consider the robustness properties of the asymmetric order-doubling
method in terms of the complementary sensitivity function. It is well known that
50
-- Asym .. . Orrdu
- - -
-- -. ................
-20
the LQR method can tolerate multiplicative errors with omax [E(jw)] < 1/2. This
can be seen by looking at the maximum singular value of the complementary transfer
function, CLQ(jw), as shown in Figure 2.15. In the LQR method, o-max[CLQ(jw)] <; 2,
i.e., the complementary sensitivity function is always below 6 dB for all w. From
Figure 2.15, it can be seen that the asymmetric order-doubling method satisfies this
criteria, too. As a matter of fact, in this particular case, the new method can tolerate
multiplicative errors of larger magnitude than the LQR method. But that need not
be the case for any general physical system. However, it can be seen that this method
is quite robust to modeling uncertainties.
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Figure 2.15: Comparison of Complementary sensitivity funtions of the LQR method
and the Asymmetric order-doubling method.
In summary, the method presented in this chapter not only has good stability
margins, performance and robustness characteristics comparable to that of the LQR
method, but also has better time response characteristics in terms of speed of re-
sponse. Furthermore, this method uses significantly less control input compared to
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the LQR method. In general, staying close to the LQR solution would give good
performance and robustness characteristics while improving the time response signif-
icantly and guaranteeing stability. It should be noted once again that this method
is particularly suitable for nonminimum phase systems with the nonminimum phase
zeros close to the imaginary axis. For other systems, the difference may not be as
apparent as in the case of the CMM, even though it would give additional flexibility
in designing a better controller with better characteristics.
2.7 Summary
In this chapter, a new control design method called the asymmetric order-doubling
method has been introduced. The major contributions are:
9 Derived a new control design method for the class of nonminimum phase sys-
tems. The method required solving for a particular solution of the modified
algebraic Riccati equation in similar flavor to that of LQR design.
e The necessary theoretical results for the existence of solution to MARE were
derived. Other results that are required to extend the method to perform loop
transfer recovery and Kalman filter observer (when full state is not available for
feedback) were also derived.
9 The numerical procedure for solving MARE was obtained by modifying the
existing Schur algorithm for the solution of the LQR problem.
9 The new method was implemented on a coordinate measuring machine. This
method was shown to have faster speed of response while using lesser control
inputs compared to the LQG method in both regulation and tracking.
e Extensive simulations were performed to show that the new method has good
stability margins, performance and robustness features comparable to that of
the LQR method.
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In conclusion, this new method gives more opportunity and flexibility to design a
controller with very good time response, stability margins, performance and robust-
ness characteristics for the class of nonminimum phase systems where the existing
methods fail to satisfy all these criteria.
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Chapter 3
Uncertainty and Robustness
3.1 Introduction
In this chapter, we will discuss how the various sources of uncertainty can degrade the
performance of the system. In the previous chapter, we have designed an asymmetric
order-doubling controller for a class of nonminimum phase systems and we have seen
that the performance of this controller is significantly better than the conventional
optimal control methods. We have applied this new method to the case of a coordinate
measuring machine, both in simulations and experiments. The performance, when
expressed in terms of settling time due to a step input, was significantly improved.
However, the controller was designed assuming that there is no uncertainty present
in the system. Although sensor noises and plant disturbances were accounted for in
the Kalman filter estimate, there are several other sources of uncertainty that were not
included. These uncertainties not only degrade the performance of the controller but
also make the system unstable. Hence, estimating the states of the system assuming
a, possibly incorrect model (due to incorrect parameters and other uncertainties),
can result in unacceptable or even unstable behavior of the system. We will show in
both simulations and experiments that a bad estimation of the states gives very poor
performance and highly oscillatory behavior. We have already seen in Section 2.6 that
the asymmetric order-doubling controller has some inherent performance features in
terms of standard sensitivities, complementary sensitivities, gain and phase margins.
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However, there are several other sources of uncertainties that can either degrade the
performance or can make the system unstable. We will list some of the sources in the
next section.
3.2 Sources of Uncertainty
We will now discuss the several sources of uncertainty that can occur in the case of
a coordinate measuring machine (or, in general, machines that have large and heavy
gantry structures supported through air bearings like, for example, NC machine tools,
laser cutting machines, digitizing machines, 3-axis milling machines etc shown in
Chapter 1). This discussion will emphasize the need for robustness in a given control
design method. We will later show how the uncertainty will produce undesirable
effects on both stability and performance of the system. The following is a list of
sources of uncertainty in our applications:
9 The pressure at the air bearing is maintained accurately when the CMM is not
in motion. However, when the coordinate measuring machine is in motion, the
gap at the air bearings is changed due to, firstly, the compliance and secondly,
the uncertainty and disturbances. In order to still maintain the gap precisely, we
must be in a position to change the air pressure with almost the same time con-
stants as that of the dominant time constants of the system. However, we know
that fluidic systems are typically, orders of magnitude slower than mechanical
systems (which in turn are typically, orders of magnitude slower than electrical
systems). This, certainly, is the case in our current class of applications. This
can lead to some undesirable oscillatory behavior that is significantly amplified
at the endpoint because of a large lever arm. This uncertainty at the air bearing
is one of the most predominant source of uncertainty in the case of CMM or
the other machines described above which use the air bearings. Although there
are advantages in using the air bearings, one needs to take special care in de-
signing a controller to withstand uncertainties at the bearing. The advantages
of using an air bearing are, firstly, to reduce the friction and other nonlinear ef-
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fects, secondly, to use lesser control efforts i.e., lower powered motors, to achieve
the same desired performance. This reduces the cost of motors and amplifiers,
simplifies the design and also reduces the maintenance costs of the machine.
However, the disadvantages manifests by making the control problem signifi-
cantly harder. Some of the related issues in the control problem due to the air
bearings are: firstly, the damping is significantly lowered represented through
the poles being closer to the imaginary axis (i.e., an oscillatory response). Sec-
ondly, the nonminimum phase zeros present due to the combined translation
and rotation become more prominent and are also closer to the imaginary axis.
Thirdly, there is significant uncertainty in trying to maintain a precise gap at
the air bearing.
9 When the machine is in motion, or when there is motion in more than one
axis or direction, the parameters of the plant change. These changes in plant
parameters due to change in configuration, can sometimes be quite significant.
They can be represented as parametric uncertainty in state-space models or
in transfer function models. Simulation results shown in Figure 2.6 show that
the poles and zeros vary due to the change in configuration of the CMM. This
variation can be represented in either state-space form with linear uncertainty
in the plant matrices or in the transfer function form directly.
9 Unmodeled dynamics is another source of uncertainty and is different from
parametric uncertainty. Often, a low order, nominal model, which suitably
describes the low and mid frequency range behavior of the plant is available,
but the high-frequency plant behavior is uncertain. In this situation, even the
dynamic order of the actual plant is not known, and something richer than para-
metric uncertainty is needed to represent this uncertainty. The high frequency
flexible modes of the mechanical structure are ignored in the model description.
Rather, it is represented as a multiplicative uncertainty or additive uncertainty
with a weighting function and a nominal model.
e There is also uncertainty that occurs due to regular wear and tear. Contin-
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uous operation of the machine for sufficiently long periods of time introduces
some immediate plastic deformations (stretching of the belt drive, for exam-
ple), in addition to deformations due to normal wear and tear. This is a kind
of uncertainty that cannot be avoided, in general, although this is a rather slow
mechanism of uncertainty. This is, nevertheless, important in the case of CMM
because, over time, the belt stiffness can decrease causing the response to be
slower.
e There are also additional uncertainties that occur due to the regular mainte-
nance of the machine. It might happen that some part of the machine is broken
and is replaced by a equivalent part that has different properties than the one
previously used. Also, during regular maintenance, some of the nuts, bolts,
belts drives etc would be tightened which in turn change the stiffness and rigid-
ity of the structure. This can change the mechanical behavior of the system
considerably.
e Although the manufacturer builds several similar machines, the parameters are,
in general, quite different (the overall pattern of pole-zero locations might be
the same). It is usually expensive to perform extensive system identification
for each one of the machines and design a controller for the modeled system.
Rather, it is useful to design a single controller that includes the uncertainty
description into the system.
3.3 Representation of Uncertainty
In this section, we describe the linear fractional representation of uncertainty that
is now widely used in modern robust control theory. The basic idea in modeling an
uncertain system is to separate what is known from what is unknown in a feedback-like
connection, and bound the possible values of the unknown elements. This is a direct
generalization of the notion of a state-space realization, where a linear dynamical
system is written as a feedback interconnection of a constant matrix and a very
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simple dynamic element made up of a diagonal matrix of delays or integrators. This
realization greatly facilitates manipulation and computation of linear systems, and
linear fractional transformations provide the same capability for uncertain systems.
3.3.1 Linear Fractional Transformations (LFT's)
Linear Fractional Transformations (LFT) are a powerful and flexible approach to
represent uncertainty in matrices and systems. Consider first a complex matirx M,
relating vectors r and v as shown in Figure 3.1 as
v = Mr
If r and v are partitioned into a top part and a bottom part, then we can draw
V M r
Figure 3.1: Simple block diagram for M.
the relationship in more detail, explicitly showing the partitioned matrix M (see
Figure 3.2).
vi = M 1 1ri + M 12 r 2
V2 = M 21ri + M 22 r 2
Suppose a matrix A relates v2 to r2, as shown in Figure 3.3,
M 11 M 12
V2 M21 M2 r2
Figure 3.2: Partitioned representation of M.
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V2 = Ar 2
The linear fractional transformation of M by A interconnects these two elements, as
V2  A r
Figure 3.3: Block diagram for A.
shown in Figure 3.4. Eliminate v2 and r2, leaving the relationship between r1 and vi
M 11 M12
V'P M21 M22
Figure 3.4: Lower linear fractional representation of M and A.
vi = [M 11 + M 12A(I - M 22A)-'M 21 ] r1
F,(M,A)
= FL(M, A)r1
The notation FL indicates that the lower loop of M is closed with A. It is more tradi-
tional to write a block diagram with the arrows reversed and the choice of directions
is a matter of taste. We prefer to write as much as is convenient of a block diagram
with the arrows going right to left to be consistent with matrix and operator com-
position, which goes the same way. This simple convention reduces the confusion in
going between block diagrams and equations, particularly when blocks have multiple
inputs.
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If the upper loop of M is closed with Q, then we have the representation as shown
in Figure 3.5.
V2 =FU (M, Q)r 2
where
FU(M, Q) := [M22 + M210(I -Mu1)-1M12]
M- M12
V 1
Figure 3.5: Upper linear fractional transformation of M and Q.
3.3.2 Parametric Uncertainty
How do we use LFTs to represent an uncertain parameter? Suppose c is a parameter,
and it is known to take on values
1.0 ( c ; 3.0
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Write this as c = 2.0+6c where 6c E [-1,1]. This is a linear fractional transformation.
Indeed, check that
2 1
c FL , oc
(L1 0
So, everywhere the block c appears in a block diagram, simply replace it with the
block shown in Figure 3.6.
2 1
1 0'
Figure 3.6: LFT representation of uncertain parameter c.
If the gain c 1 also appears, the LFT representation can still be used, because
inverses of LFT's are LFT's (on the same 6). Note that
c-i _ 1
2 ± bc
1 - .1e
2 1-(-j1)6c22
=F 2 2 ,6e
So, everywhere the block appears in a block diagram, replace it with the block
shown in Figure 3.7.
The general case for inverses can be solved with the matrix inversion lemma.
Specifically, given a matrix H, there exists matrices HLI and HUI such that for all A
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Figure 3.7: LFT representation of an uncertain parameter c .
and Q
[FL(H, A)]- = FL(HLI, A), [Fu(H, Q)] 1 = Fu(Hur, Q)
In fact, with H = H1 H12 ,the formulas for HLI and HuI are just
H 2 1 H 22
HLI LHf1 -Hj 1H12
H 21Hf1Q H 22 - H 2 11H H12J
-
Hii - H12H2|H21 H12H 1]
-H42H21 HM1
3.4 Modeling, Simulation and Experiments
In this section, we will first discuss modeling of the coordinate measuring machine.
We will use CMM as an exemplary case study in this thesis. We will perform all
the experiments on an industrial coordinate measuring machine shown in Figure 1.4
to corroborate the design methods developed in this thesis. In this section, we will
also change the parameters of the model, which is identified through experiments
using frequency analysis, and simulate the system to identify the issues relating to
the control problem. We will, in effect, show that standard Kalman filter used to
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estimate all the states of the system is inadequate to achieve good performance in
the face of uncertain parameters of the system.
3.4.1 Model of y-axis motion of CMM
We now consider a model of y-axis motion of a coordinate measuring machine and
represent the uncertainty of the system in this model using the ideas from the previous
section. We will use the same asymmetric order-doubling controller that gave "best"
performance, from the previous chapter, and examine the robustness features of this
controller. We will vary some of the uncertain parameters to see if there is some
unacceptable behavior or if there is degradation in performance. We have already
seen that the asymmetric order-doubling controller has good robustness properties in
terms of complementary sensitivities, gain and phase margins, sensitivities etc. We
would like to see if this method also has good robustness to uncertain parameters.
Figure 3.8 shows the schematic of the lumped parameter model of the y-axis drive
system. The large mass M shown in the figure is driven along the y-axis by a servo
motor through pulleys and steel belts located on the gantry structure. To reduce
friction, air bearings are used for supporting the gantry for x-axis motion as well as
the y and z-axis motions. Mass M with centroidal moment of inertia, Ie, represents
the gantry, while mass m is the actuator-side inertia including the effective inertia of
the motor rotor and gearing. Drive force F generated by the actuator is transmitted
to the mass M through a steel belt modeled as stiffness k and damping c. The air
bearings are modeled as compliance elements with some damping (shown as ki, k2, c1
and c2 ). The stiffness of the steel belt may differ, since the stiffness significantly varies
depending on the belt tension. Also, the mass centroid of the mass M shifts along
the z-axis due to the motion of the heavy mass of structure along the z-axis. This
asymmetrical mass property causes mass M to rotate when pushed by the belt. As
a result, the motion of the mass M exhibits the behavior of a nonminimum phase
system, i.e., an undershoot, when observed by a linear encoder measuring the endpoint
position of the coordinate measuring machine. Namely, a sudden rotation of the mass
M may instantaneously push the endpoint backward, hence an undershoot occurs.
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Figure 3.8: Schematic diagram of the y-axis drive system.
The equations of motion concerning the translation x and rotation 0 of the mass
M as well as the motion of the motor-side inertia, 0m, are given by
(J + n2Jp)Nm + (b+ n2 bP + KbKT/R)#m +
n2kr 2om = nkr(x + 110) + (KT/R)V
Mi + c± + kx = -cle - k109 + krn~m + Fe - F,
IemN + [cli + (cI + c2 )ll]$ ± [kli + (k1 + k2)ll]O =
-cl15 - kl1x + nkrl1Om + Fdl2 - F,11 - Fel3
The stiffness and damping terms at the belt drives as well as the air bearings can be
considered as uncertain terms. The high frequency modes that were not modeled can
be considered as another source of uncertainty. The sensor noises and disturbances
are the other forms of uncertainty that can be included in the model as well.
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3.4.2 Simulation Results
Figure 3.9 shows the response of the endpoint position when we apply the asymmetric
order-doubling controller with standard Kalman filtering to the nominal system. We
also compare the actual measurement of the endpoint with that of the estimated
endpoint position using the Kalman filter. Notice that the error in the endpoint
estimation is very small.
Endpoint position and its Estimate (Nominal System - Kalman Filtering)
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Figure 3.9: Simulation of endpoint position of CMM for a nominal system using
asymmetric order-doubling with standard Kalman filter.
Figure 3.10 shows the states of the CMM and we compare them with that of the
state estimator results. We see that there is a good agreement in all of the states.
Figure 3.11 shows the state estimation errors. Note that the errors in almost
all of the state variables are very small. Note that since there is only one sensor
measurement, we would need to have the gain of the Kalman filter considerably high
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Figure 3.10: Simulation of states of CMM for a nominal system and comparison with
the state estimation results when we use asymmetric order-doubling with standard
Kalman filter.
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to estimate all the states of the system accurately.
State Estimation Error (Nominal System - Kalman Filtering)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
time (secs)
Figure 3.11: State estimation errors for a nominal CMM system when we use a
standard Kalman filter.
We now use the same controller, but change the parameters of the plant within the
admissible range and simulate the system. Figure 3.12 shows the endpoint position
when the pole-zero locations are changed by 10%. Notice that the endpoint position
has higher oscillations for the perturbed system than for the nominal system. These
oscillations are even larger when the uncertainty in the plant parameters are increased
further. This indicates that the asymmetric order-doubling controller is, although,
quite good for nominal system, does not have sufficient robustness with respect to
parametric types of structured uncertainty.
Figure 3.13 compares the states with that of the state estimation results. In these
simulations, we still use the same asymmetric order-doubling controller with standard
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Figure 3.12: Simulation of endpoint position of a perturbed CMM using asymmetric
order-doubling with standard Kalman filter.
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Kalman filter. However, the actual plant model parameters have been changed during
the simulations and the Kalman filter does not account for these changes.
States (Perturbed System - Kalman Filtering)
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Figure 3.13: Simulation of states of a perturbed CMM and comparison with the state
estimation results when we use asymmetric order-doubling with standard Kalman
filter.
Hence we see that the state estimation is considerably degraded which, therefore,
is responsible for the high oscillations in the endpoint position. Recall that the gain
of the Kalman filter was considerably high when we designed a high performance
controller for the nominal system. This high gain, therefore, amplifies the errors in
the plant parameters thereby causing the state estimation errors to be high. This
is clearly illustrated in Figure 3.14. Comparing with Figure 3.11, we see that the
errors in all the states have been magnified by almost a factor of 10. This clearly
indicates that we need a new different filter that is robust to parametric uncertainties
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and possibly other forms of uncertainties. This is the main theme of the next chapter
where we will develop a new robust filter that will estimate the states of a system
which have uncertainties and nonlinearities which are expressed in terms of "Integral
Quadratic Constraints".
State Estimation Error (Perturbed System - Kalman Filtering)
30 , I I i 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
time (secs)
Figure 3.14: State estimation errors for a nominal CMM system when we use a
standard Kalman filter.
3.4.3 Experimental Results
We have also performed experiments to illustrate the need for a robust filter design.
Figure 3.15 shows the experimental results of the "best" possible response, in terms of
settling time of the endpoint during regulation, using an asymmetric order-doubling
controller with standard Kalman filtering for the nominal system.
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Figure 3.15: Nominal system response during regulation using asymmetric order-
doubling and standard Kalman filter.
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We have physically increased the stiffness of the steel belt by tightening the belt.
We then used the same asymmetric order-doubling controller with standard Kalman
filter for the perturbed system. Figure 3.16 shows the experimental results of the
response of the endpoint for this perturbed system. We see significant oscillations
Endpoint Position
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E
e 10 - --- .. .. - .--- .----- .-.-.-.---- . -. --.-. -.-.- ---.--------- ------------ ---- .-- . ---
~0
CL
- 2 5 - - - -.. . ---. .. .. .----  --. .-- -. .-- .-.-.- -.- -- --.- -
0
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
time (secs)
Figure 3.16: Perturbed system response during regulation using asymmetric order-
doubling and standard Kalman filter.
before the endpoint settles to the final value. This clearly concurs with the simu-
lation results. This controller would potentially go unstable if the belt is tightened
even further, increasing the stiffness. From this class of applications, we see that
degradation in the filtering problem is one of the main cause of poor performance at
the endpoint. Recall that the asymmetric order-doubling controller was designed to
address the issue of nonminimum phase zeros close to the imaginary axis. We now
need a robust filter design in conjunction with asymmetric order-doubling to produce
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a controller that gives both satisfactory performance and good robustness features
for a wide variety of uncertainties and nonlinearities.
3.5 Summary
We have seen that the asymmetric order-doubling controller has very good nominal
performance features compared to standard H2 controller. We have also examined
that this method has good robustness features in terms of sensitivities, complementary
sensitivities, gain and phase margins. However, the robustness margin with respect
to multiple parametric uncertainty and unmodeled dynamics is satisfactory. This was
illustrated through both simulations and experiments by changing the stiffness and
damping parameters. We have observed in both simulations and experiments that
the Kalman filtering is not adequate when there is uncertainty in some of the plant
parameters. Further, we have seen that the poor performance is manifested through
the state estimation errors being significantly larger for the perturbed system. In
the next chapter, we will propose a new robust filter design and we will see that the
performance is not degraded when we use the asymmetric order-doubling controller
with robust Kalman filter.
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Chapter 4
Robust State Estimation
4.1 Introduction
In this chapter, we will consider the problem of estimating the states of a physical
system which is expressed as a linear time-invariant (LTI) system that has both
nonlinearities and uncertainties. Given a physical system, it is possible to model it
from first principles in terms of partial differential equations (PDE's). However, there
are very few analysis and design methods that were developed for the control of such
systems. The PDE description of the physical system, though quite precise, is not
convenient from a control perspective. One of the main reason is that there are only a
few PDE's for which there are exact solutions and in addition, the analysis methods do
not generalize that easily to include a big class of systems. It is therefore, important
to approximate these PDE's in such a way that both the error in approximation is
not too large and the mathematical analysis is simplified.
Several methods have been proposed in the past to address this issue which led to
the advancement in both linear and nonlinear control theory. The recent advancement
in the robust control theory for linear time-invariant systems and in convex optimiza-
tion have given new set of mathematical tools to address this issue satisfactorily for
a sufficiently large class of practical systems. The description of uncertainty in the
form of LTI perturbations has been the main focus in robust control theory in the late
1980's. These new developments under the name of t-analysis and the associated H'
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theory has been the main focus of research for the past 20 years. Recently the analysis
methods have also been extended to include several other forms of uncertainty and
nonlinearities using Integral Quadratic Constraints (IQC's). This gives the designer
even more flexibility to accurately characterize a given physical system and analyze
for stability. In this chapter, we will study the problem of estimating the states of a
given physical system whenever the system is described as an LTI system with the
uncertainty and nonlinearity represented in terms of IQC's.
Some of the earlier results in optimal linear stochastic state estimation were due
to Kolmogorov and Weiner in the 40's. Since then, there has been active research
in the linear filtering problem. The well known Kalman filter can be considered
as a "state-space" solution to a class of linear quadratic optimal filtering problems.
The development of H' theory has given another performance measure to study
disturbance rejection problem in nonstochastic situation. Later a corresponding HO
filter was developed when the expected exogenous signals were in an ellipsoid in the
space of square summable sequences. Both the Kalman filter and H filter gains
are designed without considering uncertainty or nonlinearity in the system. These
filter gains are usually large to get an accurate estimate of the state. However, if
the uncertainty or nonlinearity in the physical system cannot be ignored, then the
standard Kalman filter or the H' filter is not adequate. The large filter gains will
have an adverse effect on the estimation because the noises present in the system will
be amplified significantly. It is, therefore, important to design the filter that is robust
to both uncertainty and nonlinearity present in the system.
We now consider a suitable mathematical description that includes several type
of uncertainties as well as nonlinearities in a unified way. Recently, IQC's have been
shown to describe nonlinearities like backlash, delays, friction, hysteresis, slowly vary-
ing gains, fast varying gains, saturation, dead zones, etc and uncertainties like LTI
uncertainty, time varying uncertainty and others sufficiently well. We will now discuss
how to design robust state estimators when the uncertainties and nonlinearities are
described in terms of IQC's.
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4.2 Standard Filtering Problem
Before we formulate the robust filtering problem, it is instructive to look at the
standard filtering problem. We will use it to compare the two problem formulations
and will show that there are several significant differences between them. Consider
the following state-space description of the system:
S Ax + B1 w1 + B 2w 2  (4.1)
y = Cx + w 2  (4.2)
z = Fx (4.3)
Here wi is like the process noise and w2 is like the sensor noise. y is the actual sensor
measurements, z is the variable that we would like to estimate. Let w =[w w]'
be the combined disturbance vector. The filtering problem does not have control
input in the state equations. This is the fundamental difference between a filtering
problem and an output feedback problem. The stabilization of the plant is part of
the definition of the output feedback problem, while in the filtering problem, only the
error dynamics need to be stabilized.
Let us consider the generalized HO filter problem defined as follows: design a
filter H(s) represented in the state-space form as
X = Af + Bfy (4.4)
> = Cf + Dfy (4.5)
such that the following inequality
j z - z| 2dt ; yj w'Qwdt (4.6)
is satisfied for all w, z and in L 2 space and for z and 2 defined in Equation (4.3)
and (4.5) respectively with y E (0,1). The standard problem considered in most
references and text books is the case when Q = I, the identity matrix. The general
76
case when Q / I is needed when we generalize the H' filtering problem to the robust
H00 filtering problem. The solution to the generalized H' filter problem is itself new
and to the best of our knowledge, is not published yet.
If y is a fixed number, then the filter designed is called a suboptimal filter. If the
filter H(s) is found such that -y is as small as possible, then we have the optimal filter
(see Figure 4.1). If the following two problems are solved, then obtaining an optimal
filter very close to the optimal one is rather easy.
G(s) - H(s)
Figure 4.1: Setup for standard filtering problem.
Q1. Given a value of -y, does there exist a suboptimal filter that satisfies Equa-
tion (4.6) with this value of -y?
Q2. If a suboptimal filter exists for a given value of y, can we obtain a suboptimal
filter as specified by Equation (4.5)?
We can use the following simple method to find the optimal filter: Start with a
sufficiently large value of y and use the solution to Q1 to check if there exist a
suboptimal filter with this value of 7y. If the answer is no, then keep increasing the
value of -y until you find a value of y for which a suboptimal filter exists. If the answer,
however, is yes, then slowly decrease the value of 7y until you find the first value of -y
for which no suboptimal filter exist. This value of 'y is the close to the optimal value
of -y. We can use bisection algorithm to get a value of 7 as close to the optimal as we
want. Once we are satisfied with the value of -y that is close to the optimal value, we
use the solution to Q2 to obtain the desired suboptimal filter (which is "close" to the
optimal filter.
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We will now present the necessary and sufficient conditions for the existence of
solution to the generalized suboptimal HO filter problem (thereby answering question
Q2).
Theorem 4.1 Assume the pairs (A, B1) and (A', Ci) are controllable. Then
(i) the problem (4.3)- (4.6) has a solution for a given value of -Y if and only if the
Riccati equation given by
-P(A - B 2 C) - (A - B 2 C)'P + C'Q 22 C - F'F -
(4.7)
(PB 1 - C'Q 1'2 )Q1 (B'P - Q12C) = 0
has a positive definite stabilizing solution P = P' > 0;
(ii) if the condition in (i) is satisfied, a filter (4.5) satisfying (4.6) is given by
Af =A -LC, (4.8)
By = L, (4.9)
Cf = F, (4.10)
Df = 0, (4.11)
where
L = B2 - B1Ql'Q12 - P 1 C'(Q 22 - Q12Q 11Q12). (4.12)
The proof of the theorem is rather long. So we subdivide the proof into necessary
and sufficient conditions in separate subsections. The basic idea of the proof of the
necessity conditions in (i) is to consider some "worst case" wi and w2. For the filtering
problem, the "worst case" sensor noise makes the sensor measurments to be zero, i.e.,
W2 = -Cx. Since the input to the filter H(s) is the sensor measurement y = 0, the
output of the filter , the estimate of z, must be identically zero. The worst case wy
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is then chosen to minimize the quadratic integral
f{w'Qnlw 1 + w'Q 22w 2 + 2Re w'Q 12w 2 - |z- |2 }dt =
J00  (4.13)
{w'Qniw1 + (Cx)'Q 22(Cx) - 2Re w'Q12(Cx) - |FxI2 }dt
This leads to the Kalman-Yakubovich Lemma via LQ optimization. To formally
prove the result, we will need the following two lemmas (which are now considered as
very standard results in modern control theory, so we omit the proofs, see Zhou and
Doyle [37]).
Lemma 4.1 Let
G(s) = D + C(sI - A)-'B (4.14)
be a transfer matrix. The condition |IG| |o < 1 holds if and only if I dl < 1 and
|Cx + Du12 < U12 , (4.15)
for any complex vectors x, u and for any w E R such that
jwx = Ax + Bu, u / 0. (4.16)
Lemma 4.2 Let the pair (C, A) be detectable. Suppose there exists a matrix P
P' > 0 such that PA + A'P ; -C'C. Then A is a Hurwitz matrix.
The next lemma is of great importance in the modern control theory and is a re-
finement of the so-called Kalman-Yakubovich-Popov (KYP) lemma. The proof of
this result can be found in several textbooks (see, for example, Megretski [25]). The
formulation of the KYP lemma is in terms of the standard linear quadratic problem.
However, it can be shown that a variety of realistic problems such as the Kalman
filtering problem, LQ optimal disturbance rejection problem, as well as a number of
"technical" questions, such as the spectral factorization and the inner-outer factoriza-
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tion of transfer matrices, can be reduced to a detailed study of the basic LQ problem.
The result is sufficiently important that we state it in a separate subsection.
4.2.1 Kalman-Yakubovich-Popov Lemma
Let A, B, Q, F, R be given matrices (may be with complex entries) of sizes n x n, n x
m,n x n,n x m, and m x m respectively, such that Q = Q' and R = R'. Here
denotes Hermitian conjugation. Let X E C", U E Cm and
o-(X, U) = X'QX + 2Re(X'FU) + U'RU. (4.17)
The following problem will be called the basic linear-quadratic optimization problem
Problem 4.1 (Basic LQ problem) given a E C", find functions x(t) and u(t),
defined for t ; 0, such that
z(t) = Ax(t) + Bu(t), x(0) = a, (4.18)
j{IX(t)12 + IU(t)12}dt < oo, (4.19)
and the value of the integral
<((. ), u(.)) =-f0 o- (x(t), u (t)) dt (4.20)
is minimal.
REMARK. Formally speaking, x(t) and u(t) in Equation (4.18)- (4.20) are allowed
to be complex vectors. Clearly, the most important case of problem (4.18)- (4.20) is
when A, B, Q, F, R are matrices with real coefficients. In this case, it can be shown
that the optimal functions x and u, minimizing the functional <D subject to the con-
straints (4.18), (4.19) are aslo real-valued.
Theorem 4.2 (Kalman- Yakubovich-Popov Lemma) The following conditions are eq-
uivalent:
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(i) for any a E C", there exists a unique pair of functions (x(.), u(.)) which mini-
mizes the functional (4.20) under the constraints (4.18), (4.19);
(ii) the pair (A, B) is stabilizable, and there exists e > 0 such that
o-(X, U) ; (IX|2 + JUl 2 ), (4.21)
for any X E C", U E C"' such that
jwX AX + BU; (4.22)
(iii) the pair (A, B) is stabilizable, and there exists n x n matrix Po = PO such that
Q F POA+ A'Po PoB > 0; (4.23)
F' R B'Po 0]
(iv) R > 0, and there
the Riccati equation
exists n x n matrix P P' which is a stabilizing solution of
Q + PA + A'P = (PB + F)R-'(PB + F)', (4.24)
i.e., the matrix A A - BR-'(PB + F)' is a Hurwitz matrix;
(v) R > 0, and there exists n x n matrix P = P' and a m x n matrix K such that
o-(X, U) + 2Re{X'P(AX + BU)} = (U - KX)'R(U - KX), (4.25)
E C",U E CM, and = A + BK is a Hurwitz matrix;
the pair (A, B) is stabilizable, and the 2n x 2n Hamiltonian matrix
A - ' BR F'
H =
LQ - F R-'F'
BR-'B'
-A' + FR-1B'
does not have eigenvalues on the imaginary axis;
(vii) R > 0, the stable invariant subspace '+ of the matrix H in (4.26) has dimension
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for any X
(vi) R > 0,
(4.26)
n, and H+ n , = {}, where
E C2n : E C"}. (4.27)
If conditions (i)-(vii) are satisfied, then
(a) the matrices P, K in (v) are unique, and P is the same as in (iv); P is defined by
P = -[0102 -.. -On] [Xi2 -.. - 1 - ]1, (4.28)
where xj,4' E C",
(4.29)
is any basisin the subspace H+ C C2" defined in (vii); K is defined by
K - -R- 1 (PB + F)'; (4.30)
(b) the minimum of functional (4.20) under conditions (4.18), (4.19) is equal to a'Pa,
and the optimal pair (x, u) is defined by (4.18) and by
u(t) = Kx(t),
x(t) = eAta, u(t) = KeAta;
(4.31)
(4.32)
(c) if the matrices A, B, Q, F, R have real coefficients, then P from (iii) and xj, #j
from (a) can be chosen to be real (and therefore P, K and the optimal x, u are real);
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i. e.,
X1 X2 Xn
#1 02 On
(d) P >, P for any P such that
Q F
F' R
PoA + A'Po PoB ;0.L B'Po 0 (4.33)
In the next few sections, we will prove the necessary and sufficient conditions for
the standard filtering problem given in Theorem 4.1.
4.2.2 Necessary Conditions
Let E = E(s) be the transfer matrix from w1, w 2 to z -2. Since E(oo) = 0, we have
from the assumption of the theorem that
j{w 1 1Qw 1 + w Q22 w 2 + 2Re w1Q12w 2 - |z- 2dt > 0 (4.34)
for any w E R for any complex vectors wi,w 2 ,X,(|wil + |w21 / 0) satisfying the
equations
jwx = Ax + Biwi + B 2w 2 , (4.35)
(4.36)jw = Af + Bf(Cx +w 2 ).
In particular, taking
W2 := -C(jwI - A + B 2 C)-- 1 wi -C; (4.37)
yields
{w1Quii ± (Cx)'Q2 2 (Cx) - 2Re W'Q12 (Cx) - IFx| 2}dt > 0,
-oo Q1W C)'2(
(4.38)
for any wi, x (wi $ 0) such that
jwx = -(A - B 2 C)X - Biwi
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(4.39)
Thus the condition (ii) of Theorem 4.2 (the Kalman-Yakubovich lemma) is satisfied
for A:= -(A-B 2 C), B: -B 1 ,Q:= C'Q 22C-F'F, F: -C'Q'12, R := Qu. Hence,
by Theorem 4.2, there exists a stabilizing solution P = P' of the Riccati equation
given in (4.7).
By Theorem 4.2, for any a E R" there exist square summable vector functions
r, v (defined on [0, oo)) such that
r(0) = a,
{w'QuiW + (CX)'Q 22(CX) - 2Re w'Q12 (CX) - |Fx12}dt = a'Pa.
For these r, v define wi, w2 in Equation (4.3)- (4.5) by
wi(t) ={v(-t)
0
t < 0,
t>0
W2(0) ={Cr(-t)
0
Then
x(t) = r(-t), i(t) - 0, (t) = 0, z(t) = Fx(t) (4.43)
for t < 0. Hence
0 <] {'Y2 (w'1Q 1 W + w'Q 22 W2 + 2Re W1 Q12w 2 ) - z - |2}dt
_{12(w' 1 wi + (CX)'Q 22 (Cx) - 2Re W'Q12 (Cx)) - |Fx|2 }dt
-00
(4.44)
(w'Qulwi + (Cx)'Q 22 (Cx) - 2Re w'Qi2(Cx))dt.
Hence a'Pa < 0 implies v = 0, Cr = 0, which in turn (due to the detectability of the
pair (C, A)) implies a = 0. Hence P > 0.
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(4.40)
(4.41)
t < 0,
t>0.
(4.42)
/- = - (A - B2C0r- Biv,
= a'Pa - (1 - 7 2)
4.2.3 Sufficient Conditions
Let P = P' > 0 be a stabilizing solution of the Riccati equation given in Equa-
tion (4.7). We want to prove that the inequality given in Equation (4.6) is satisfied
for any x, & satisfying Equations (4.3)- (4.5) for any wi and w2 in L2
Multiplying both sides of the Riccati equation by Q := P-1, we can rewrite the
Riccati equation in terms of Q as
-(A - B2C)Q - Q(A - B 2C)' + Q(C'Q22C - F'F)Q -
(B1 - QC'Q'12)Q (B' - Q12CQ) = 0.
Rewriting the same equation by collecting terms of Q suitably, we get
-(A - B 2 C + B1 Q 1Q 12C)Q - Q(A - B 2 C + B 1 QjiQ 1 2 C)'
+Q(C'Q 22C - F'F - C'Q12)Q Q12C)Q = B1Q1 B'.
(4.45)
(4.46)
Define the dual H' problem as
(A' - C'BG + C'Q '2 Q B')xi + C'Q 1 2ui + F'u2 ± C'Q'2Q7 11 /2 u. (4.47)
It is easy to check using the dual Riccati equation given in Equation (4.46) that
12_2 - lu3 2 + Q- 1 / 2 B'xi12 - - Q1 2 CQx1|2 _ U2 + FQx1 |2
- jus + Qj ~/ 2Q12CQx1|2 + 2Re x'Q(A' - C'BG + C'Q' 2 Q B')x1
+ 2Re x' Q(C'Q1/ 2ui + F'u2 + C Q12Q 1/2 3),
for any complex vectors Xi, U1, U2, u3 . Hence
1u12 - -2 12-u 3 1 + IQ-1/ 2 B'x12}dt -
j {Ui - Q1 2CQxI2 - f 2 + FQx1 |2 - l 3+ Q-1/
2 Q12 CQx1|2}dt,
(4.48)
(4.49)
whenever x 1 (0) = 0 and the functions x1, u 1, u 2 , u3 satisfy the differential equation in
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Equation (4.47).
We now use the definition of A1 , B1 , Cf and Df from Theorem 4.1 to express the
estimator equations as
(4.50)
Define the error in state estimation as e = x - i, and subtracting Equation (4.50)
from Equation (4.3), we get the error dynamics as
(A - LC)e + Biwi + (B 2 - L)w 2, (4.51)
(4.52)6:= z - = Fe
Here L is the same as given in Equation (4.12) of Theorem 4.1. Let us define the
"dual" filter error equations as
ei = (A' - C'L')ei + F'v
61 = ( B'e1
(B2 - L')ei
(4.53)
(4.54)
Substituting the value of L from Equation (4.12) into the above equations, we get
e1(= { A' - C'B2 + C'Q12Q 1B' + C'Q22CQ - C'Q12Qj1Q2 CQ)e1 + F'v, (4.55)
where we used our definition that Q = P-. If we define
U1 = Q 2CQX1,
U = -Q 1/ 2 QCQx,
(4.56)
(4.57)
in the dual HO problem given by Equation (4.47), we get
21 = ( A' - C'B+ ± C'Q'12Q B' + C'Q 22CQ - C'Q12 Q1Q12CQ)X 1 + F'U2. (4.58)
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2 = Fi.
Notice the similarity between the Equations (4.55) and (4.58). In fact, they are
exactly identical if we choose ei = x1 and v= u2 . But we already have an equality
satisfied in terms of u 1, u 2, u3 and xi as given in Equation (4.49). Substituting for ui
and u3 from Equation (4.57) and rewriting the equality in terms of only u2 and xi,
we get
j{Qil2CQx1|2 - 1u2|2 _ Q-1 2QuCQx1| 2 +
Q1 B' x12}dt = - |u2 + FQx1 |2dt, (4.59)
Since the Equations (4.55) and (4.58) are identical, we can rewrite the above equality
in terms of ei and v as
j{Qi/2CQeI12 - Iv12 Q-1/ 2 QCQe12 +
IQ-1/ 2B'e1|2}dt v- j + FQe1|2 dt, (4.60)
i.e.,
jI1V12 -IQ11 2 CQei112 + IQi1/2QIiCQe112 _ IQ-1l/ 2 Bleil2}dt 0. (4.61)
We now claim that
1{V2 - 6'Q-161 }dt = j{V2 _ IQ12CQe1|2 +
IQ 112QuICQe12 _ Q-1/ 2B'e1 2}dt (4.62)
To prove the above equality, we will need to use the following lemma with Q21 = Q12-
Lemma 4.3 Let Q be an invertible matrix and let Q be partitioned as
Q Q 11 Q12 )(4.63)
Q21 Q22)
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Then, the inverse of Q is given by
P12
P22)
(1 QQ12
Q21 Q22!
Q1 + Q11
-(Q
Q12(Q22 - Q21QiQ12) 212
22 - Q21Q0i12)'Q211L
-Ql'12(Q22 - Q21Q2Q12)-]
(Q22 - Q21Qi 1Q2) 1
whenever the matrices Qn1 and (Q22 - Q21QlQ12) are invertible.
Note that 6'Q-'61 - e'B 1Pu1 B'e1 +2Re e'B 1P 12 (B -L')e1+e'(B 2 -L)P 22 (B -L')ei,
where P 11 , P 12 , P 22 are defined in Lemma 4.3. We will now write down expressions
for each one of the three terms as
e'BiPuB'ei = e'B1Qj1Blei
+ e'B1QlQl 2(Q22 - Q'12Q11 1Q 2) 1Q' 2Q B'ei, (4.64)
2Re e'B1P12 (B' - L')ei 2Re e'B1Q-lQ 2CQei
2e'BlQ-1 Q 2(Q 22 - Q'12Q11 Q12) '1B'e
and
e'1(B2- L)P 22(B' - L')ei = e'QC'(Q22 - Q12Q 1ll1 Q12 )CQei +
2Re e'B 1Q-lQ 2CQei + e'BiQ-1 Q 2(Q 22 - Q'12Q11 01Q2)Q'12Q B'ei.1
(4.65)
(4.66)
Adding these three terms, we get, after cancellation,
' Q-61 = e'BiQ B'ei + e'1QC'(Q22 - Q12 1 Q12 )CQei. (4.67)
Substituting this result into the left hand side (LHS) of Equation (4.62), we get, after
some simple manipulations, the desired right hand side (RHS) of Equation (4.62).
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Pii
P 21
Hence, we have (from Equations (4.62) and (4.61))
00jIV12 - 6f Q-161}Idt >, 0. (4.68)
Let us now define w = (w', w')'. Then for W E R, we have jwei = (A' - C'L')ei +
F'v, and jwe = (A - LC)e + Biwi + (B 2 - L)w2 from the state equations given
in Equations (4.53) and (4.51). Multiply the former equation by e' and the latter
equation by e' and take the Hermetian conjugate of the latter equation. Adding the
resulting two equations gives
6'V = 6'w. (4.69)
If we choose w = Q- 1/2v, then from the above relation we have 6 = Q-1/261. Hence,
rewriting the inequality in Equation (4.68) in terms of w and 6 using these relations,
we get
{w' Qw - 6'6}dt > 0, (4.70)
i.e.,
j{w' Qw- z - |2 }dt > 0. (4.71)
This proves the sufficiency of the Riccati equation.
4.3 Robust Filtering Problem
In the previous section, we have seen that the necessary and sufficient conditions
for the standard filtering problem is obtained by choosing a worst case sensor noise
that makes the output measurements zero. For the robust filtering problem, it is not
yet known if the optimal filter is such that the output measurements are zero for
some worst case noise. However, we will reduce the robust filtering problem to series
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of standard filtering problems (as described in the previous section) parametrized
by a few real numbers. We will also show that the resulting problem is a convex
optimization problem and later represent it in terms of linear matrix inequalities.
Figure 4.2 shows the setup for the robust filtering problem. We have two set of
variables wo and w1. The variables wo correspond to the external disturbances and
W1 G(s) - H(s)
Il
Figure 4.2: Setup for robust filtering problem.
sensor noises, while the variables wi correspond to the uncertainties and nonlineari-
ties. We will describe the uncertainties and nonlinearities in the system using integral
quadratic constraints (IQC's). There is quite a bit of similarity between the standard
filtering problem setup shown in Figure 4.1 and robust filtering problem setup shown
in Figure 4.2. However, the degree of difficulty of both the problems are considerably
different. If we try to use the exact description of the uncertainties and nonlinearities,
then the robust filtering problem can be viewed as a nonlinear estimation problem
that has uncertainty. The nonlinear estimation problem, even without uncertainty
is a very difficult problem and there has been no significant result yet toward the
solution of the problem. It has been an active research problem for at least 20 years.
While this nonlinear estimation problem is a difficult problem, including additional
uncertainty makes the problem significantly more difficult and intractable.
In other words, it is difficult to hope for a easy solution for the robust filter-
ing problem in its full generality. We will, therefore, consider only description of
nonlinearities and uncertainties in the form of IQC's. We will show that under this
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assumption, the problem can be reduced to the standard filtering problem. This re-
sult was possible only after a certain S-procedure losslessness theorem was proved
recently by Megretski and Treil [21]. This S-procedure result is of prime importance
in modern robust control theory, as it generalizes all the earlier p-analysis results,
Popov criteria, passivity theory, dissipativity theory etc and gives a unified treat-
ment. The solution of the robust filtering problem depends on this new S-procedure
result in an essential way as we will see.
4.3.1 Problem Formulation
Consider the following state-space description of the system as before:
± = Ax + Biwi + B2w 2  (4.72)
y = CX+w 2  (4.73)
z = Fx (4.74)
Here wi is like the process noise and w2 is like the sensor noise. y is the actual
sensor measurements, z is the variable that we would like to estimate. Let w =
[wi w']' be the combined disturbance vector and let B = [B1 B 2]. Unlike the standard
filtering problem where the noise is independent of the state vector, the robust filtering
problem has at least some variables depending on the state vector. This relation is
expressed in terms of, possibly several IQC's as
E = [do Fil(jw) J RJ [;(jw) ;v <, 0 (4.75)
-oo i(jw) F R (jw)
for j = 1,... ,n. The objective of robust HO filtering problem is to design a LTI
filter H(s) represented in the state-space form as
= Aft + Bfy (4.76)
Z=CX+Dfy (4.77)
91
that estimates the variable z. Let the exogenous noise level T be defined by
T = max Tj (4.78)
T j w(t)'Qjw(t)dt, for j = 1, ... , m (4.79)
Let us call filter (4.77) T - stable if there exist y such that the inequality
|z- s|2dt jy T (4.80)
holds for all x, 2, w, y, z and i satisfying conditions (4.74) and (4.77), in addition to the
relation between w and x given in Equation (4.75). For a T-stable filter (4.77), let us
define the estimation error measure F = r, as infimum of those - > 0 for which (4.80)
holds whenever conditions (4.75) are satisfied. The robust filtering problem can be
formulated as
Problem 4.2 Given A, B 1, B 2 , C,G = G ,F, Rj = R,Qj = Q'. and a set F of
admissible filters, the objective is to minimizer = F(F), on the set of admissible
T -stable filters, i.e., for a given - > 0, we want to find a T -stable filter F E F such
that F(F) < y (if there exists one).
4.3.2 Assumptions for the Robust Filtering Problem
We shall suppose that A, B1 , B 2 , C, G = G, Fj, Rj = Rj, Q = Q' are given and the
following conditions are satisfied:
(Al) Qj ; 0 for 1 < j < n. This condition is natural since w(t)'Qjw(t), intuitively,
equals the power of a noise component.
(A2) Gj ( 0 for 1 < j < m. This condition says that the noise input w can be
"turned off" at any moment, i.e., if the conditions (4.75) are satisfied on any
time interval to ( t ( ti, then by setting w(t) = 0 for any time t > t1 , we still
satisfy conditions (4.75) for any t > ti.
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(A3) A is a Hurwitz matrix. We assume that the filter is designed for a system that
is initially stable when w = 0. Although this condition is not satisfied in some
applications, usually the "non-stable" case can be reduced to a filtering problem
with this stability assumption satisfied (sometimes by choosing a controller that
stabilizes the plant).
(A4) There exist square integrable functions
i E L2 , z = (jwI - A)-Bfv (4.81)
such that
f+00 [(jw)l [C Flf4(jw)l
/+ I (jw) I F z(jW) d < 0 for 1 j < n. (4.82)
- [(jo) Fj R [(j)J
This condition simply says that the IQC conditions are strictly satisfied.
(A5) There exist aj > 0(1 < j < n) and 3 ; 0(1 j < m) such that the quadratic
form
n 
m
w - 0 a±(x'Gx +2Rex'Fw + w'Rw) +( w'Qjw dt (4.83)
is strictly positive definite on L2 whenever condition (4.82) hold. This condition
means that the exogenous noise level T is well-defined and that there exists a
T-stable filter. For example, if Qk > 0 for some k, then this condition holds for
aj = 0(1 < j < n), #ki= 1, f = O(j f s). (4.84)
This condition is usually satisfied in most applications if the problem is well-
formulated. The noise w has some components wa that are exogenous and
some other components Wb that come from uncertainties and nonlinearities. If
the problem is well-posed, then the variables Wa have energies that are strictly
positive definite. The positive-definiteness condition for the remaining variables
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wb are taken care through the IQC conditions. This would guarantee the strict
positive-definiteness in Equation (4.83).
(A6) Af is a Hurwitz matrix for any filter F in a chosen set of admissible LTI filters
F. This condition is the usual stability of admissible filters.
(A7) The set Z of linear operators L from w to z - ^ as F ranges over F, is a convex
set. This condition means that the set F of filters under consideration is not too
complicated. Note that if the set of filters satisfied assumption (A6), then Z is
obviously an affine space. More generally, assumption (A7) is usually satisfied
if the order of the filter is not fixed.
4.4 S-Procedure Losslessness Theorem
In this section, we shall formulate an important theorem which allow us to replace
certain systems of nonlinear inequalities by one parametrized inequality. Some of the
first few results along this direction were proved by Yakubovich in [35]. This theorem
can be formulated as
Theorem 4.3 (see [35]) Let o0 , o-1 be quadratic forms on a linear space C. Suppose
that o-1 is not negative semidefinite and o-0(l) < 0 for all 1 E L such that o-1 (l) > 0.
Then
]Ti E R : T >0, 0-o(l) + ri(l) < 0 V l E L. (4.85)
We can formulate a similar statement even in the general case:
if o- (0 < j < n) are functions on a set L such that
] 1 E L : 0-j(I) > 0(1 ( j < n), (4.86)
and
0-60(1) <, 0 V 1 E L : 0og (1) > 0 (1 <, j <, n) , (4.87)
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then
n
3T ry;; 0 (1 <, j <, n) : o-o (1) + r:Tyo-_j (1) <, 0 V 1. (4.88)
j=1
This statement, however, is not true in general, even in the case when o-j are
quadratic forms. It is easy to see that condition (4.88) implies condition (4.87). But
the converse is not necessarily true, in general. However, Theorem 4.3 shows that this
converse is true for a special form of oo and o and when n - 1. Yakubovich [35, 8] has
also shown that a similar theorem is true for n = 2 when C is assumed to be a complex
linear space. We say that the S-procedure losslessness theorem holds for the (n + 1)-
tuple (o-o, . . . , o-,) if (4.86) and (4.87) implies (4.88). For example, Theorem 4.3 says
that the S-procedure losslessness theorem holds for pairs of quadratic forms. It has
already been shown by Yakubovich [35, 8] that the S-procedure lossslessness theorem
is not true when o- 's are quadratic forms in real linear space C whenever n > 1 (and
when o-'s are Hermetian quadratic forms in complex linear space C whenever n > 2).
There is a geometric condition that was shown to be sufficient for a S-procedure
losslessness theorem to be true and the following result shows how to prove this.
Theorem 4.4 (see [35]) Let o-, (0 j < n) be functions on a set C such that the set
& = {(o0-o(l), ... , o-(l)) E Rn+1 : 1 E C}, (4.89)
is convex. Then the S-procedure losslessness theorem holds for (0-0,... , 0n).
If n = 1, C is a linear space and o-3 are quadratic forms, then & is convex by the
Hausdorff theorem. Similarly, when n = 2, C is a complex linear space and o-, are
Hermetian quadratic forms, then & is convex. Most of the applications of S-procedure
losslessness theorem in the absolute stability theory of nonlinear systems concentrated
on these two examples. In 1990, Megretski and Treil [20] have found a new class of
systems of inequalities for which the S-procedure losslessness theorem holds. It was
noticed in [20, 21] that the convexity of the set & in Theorem 4.4 can be replaced by
the weaker condition of convexity of the closure clos(&), and that this closure is convex
95
for any n, in the case when L is a shift-invariant subspace of L2 (7i) and o- are shift-
invariant continuous quadratic forms on L. The result of [20, 21] can be applied in
various problems of optimization of L 2-induced norm in uncertain nonlinear systems
described by several IQC's. Megretski [24] and others have studied the analysis of
systems using IQC's extensively.
We shall formulate one version of the S-procedure result that will be useful for
the robust filtering problem (see, Megretski [22]). Let L = L 2 (R), o- be continuous
quadratic functionals on L with shift-invariant quadratic forms, i.e.,
o-f(h) = h(jw)'63 (jw)h(jw)dw, (4.90)
where 6j are measurable bounded operator-valued functions on jw such that 03(jw) =
S(jw)'.
Theorem 4.5 (see [22]) For o-j defined by (4.90), the set & defined in Theorem 4.4
is convex, i.e., the S-procedure losslessness theorem holds for (o-o,... , o-) defined
by (4.90).
The main idea in the solution of the robust filtering problem is to replace the in-
equality (4.80) subject to constraints (4.75) into one single inequality by introducing
several multipliers, using the new S-procedure losslessness theorem given in Theo-
rem 4.5 (analogous to n + 1 inequality conditions in (4.87) being replaced by a single
condition (4.88)). We will now formulate this result, but first we need the following
definitions. Let us define the IQC's as
o-a ()- f (jw) F3  [ ( I dw for j = 1,... , n, (4.91)
-G(j)J [Fj RiJ G(jw)
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where z = (jwl - A)- 1 Biv. Let the quadratic form o-o be defined as
Obo(W) = Iz - || ,2
where z and 2 were defined earlier in (4.74) and (4.77). Let K be the set of all
(n + m)-tuples k = (ai,... , an,#1,... ,3m) such that a > 0,3j > 0, j_ 1 ,3j - 1.
Let
n
o-(k, w) = aj oa, (w) +
j=1
#,3 j 07,j (w).
j=1
L, = {w E L 2 : o- a, (W) < 0 V j = 1, . .. ,n}
K, = {k E K : c-(k,w) > 0 V w E L 2 }
Theorem 4.6 Let L., K, be nonempty. Then -yo = -, where
(4.94)
-yo = inf{7 : o-o(w) <; 7. max u, (w)
-, = inf inf{y : o-o(w) (; y.o(k, w)
kE/K*
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V W E L,},
V w E L 2 }.
Proof: For any w E L, we have
m
o-(k, w) <; Z # jo p (w) ; max o,3 (w).
i=1 1(j<m
Hence if > y,, then from the above equation, we have 7 yo i.e., -y > 7yo.
now prove 7, ; yo. If
(4.93)
Also let
(4.95)
(4.96)
(4.97)
(4.98)
(4.99)
Let us
oo(w) <; '. max op, (w) V w E L,
1Kj<m
(4.100)
then o-o(w) - -y < 0 for any w E L 2 such that
(4.101)
Therefore, from Theorem 4.5, there exists aq > 0,3 > 0 such that
71 m
oo(w) - y - yE a o,(w) + -y 1 (1 - op,(w)) 0
j=1
(4.102)
j=1
for any w. Note that 3 = L1O > 0, since oo 7 0. From (4.102), letting w = 0,
we get # < 1. Further,
<1 13 7 o-(k 0 , w) V w, (4.103)
where k0 = (ao/#,... , , /.. /#). Since K, is nonempty, there exists a
k, E K, such that o-(k,, w) > 0. Choosing, k, - (1 - T)kO + Tk,, for any T E (0,1),
we get,
-o(w) < yo(k, w) + y ( 1- 7-WC'(ko, w) + -r o (k,, w). (4.104)
Note that y(l - 3)/l > 0. It is now possible to choose a T E (0, 1) such that
(4.105)
since o(k, w) > 0. Hence
oo(w) < -u(k0 , w) + 7 ( 7-(k, w) + 1- o (k,, w)
-'o4-(1 - T)k+ Tk,, w],1-T
-o(w) < 7y a-(k,, w) V w,
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i.e.,
(4.106)
(4.107)
(4.108)
-0 (w) > 0 (1 < j < n) , 7Y(1 - o-, (W)) > 0 (1 <' j < m).
O-O(W) + 7Y (
-yo-(k,, w) > > 0,
1 - r #
where yr - (1 - r)-1 -+ y,k, E K,(T -- +0). Hence, we have y, ( y0. This
completes the proof of the theorem.
4.5 Robust Filtering
In this section, we will reduce the robust filtering problem to the standard filtering
case. We will use the idea from Theorem 4.5 to replace T in Equation (4.80) with
So-(k, w). If Y ( 0, then it is clear that T ( T. Hence if we prove that
j |z -I2dt (y Y (4.109)
for a given filter F, then we obviously we have l'(T) ('y. The converse follows from
Theorem 4.5 for some k E K. Moreover, this k can be chosen in such a way that the
quadratic form defined in assumption (A5) is strictly positive definite. Hence
i j Iw(t) - Kx(t)12dt, (4.110)
where an LQ problem is solved with objective o-(k, w) using the KYP-lemma given
in Theorem 4.2. Here K is obtained as given in (4.30). Here
n m
II = [c ajR + E #jQj. (4.111)
j=1 j=1
For k E K,, let us define w = w - Kx and rewrite the state equations as
=Ax+Bwi9, y=Cx+Dei9 z=Fx. (4.112)
Here
= A+BK, C =C+DK, B= [Bi B2 ],D = [0 I]. (4.113)
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The error condition then becomes
j z - r|2dt y j ?i'Tdt. (4.114)
Hence, for a fixed k E C,, the problem of finding a filter (4.77) such that inequal-
ity (4.114) holds is equivalent to the standard filtering problem described in Sec-
tion 4.2, if the state equations are changed to (4.112). Let F+ 1+(k) be the
infimum of F(T) in this modified problem for a fixed k E K,. We will prove that the
function IF+ is convex. Therefore, we can solve the original problem in the following
way: first minimize the convex function F+ on the finite-dimensional convex set K,
and then find the optimal (or suboptimal) filter in the modified problem defined for
the F+-optimal (or F+-suboptimal) k.
Let us give the formal statement of main results.
Theorem 4.7 Let assumptions (A1)-(A5) be satisfied and the filter F be defined
by (4.77) with Af a Hurwitz matrix. Then
inf inf{y : o(w) < -y.o(k, w) V w E L2 }. (4.115)
The proof of this theorem is a direct consequence of Theorem 4.5. In the next section,
we will show that the optimization problem in Equation (4.115) is convex. We could
then use standard convex optimization methods to find the optimal robust filter.
Later we show that this convex optimization problem can be reformulated as an
linear matrix inequality (LMI).
4.6 Convexity of Robust Filtering Problem
The next theorem shows that the problem of minimizing r+ can be solved using the
standard convex optimization methods.
Theorem 4.8 Let assumptions (A1)-(A7) be satisfied. Then F+ is convex on K,.
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Proof: Note that F+ is defined by
F+(k) = inf sup oC(, w)
LCL w=O o(kw)
(4.116)
where we have written oo(w) = -o( , w) explicitly as a function of the filter ..F with
L, Z is defined in assumption (A7). We will now prove that IF+(k) is convex whenever
oo > 0, o~ > 0, Z is a convex set, the function co is convex in L and the function o- is
concave in k, all of which are obviously satisfied for the functions under consideration.
Therefore, it is sufficient to show that if
(4.117)
then for any x1, x 2 > 0, X1 + x2 -1, there exists
,C = Yii + Y2-2 (Y1, Y2 > 0, Yi + Y2 = 1),
o-o(f, w) - (X1 Y1 + x2Y2) o(xiki + X2 k 2 , w) V w-
Let us define
Then
oo(L, w) < yio-o(Li, w) + y2o-o(E 2, w)
< y171o-(ki, w) + y 2 Y2 -(k2 , w)
xio-(ki, w)+ X20-(k 2 , W)
(X1/'Y 1 + X2/7 2)
from convexity of o-o
from (4.117)
from (4.120)
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such that
(4.118)
(4.119)
j = 1,2. (4.120)
(4.121)
(4.122)
(4.123)
o-o (ECj, w) -< 75j o- (kj , w) V w, 75j > 0, j = 1, 2,
y -= j X + , -I
7Yj \71 72/
(XI + X2 ) 2 ( (X1 1 + X2 2Y2 ) - + -.( 71 'Y2 
Y171 + Y2Y2 "X2) 1 X2 1 
X2) 1
+-> (1 +2) - + -1
2 '71 '72
+ X2) (X 1 + X 2 ) 2  since x 1 + X2 1
+ X 272 from (4.124).
(4.125)
(4.126)
(4.127)
We, therefore, get
o-o(, w) < xic(ki, w)±X 2 (k 2 ,W) from (4.123)
(z1/11+ X2/72)
( ± - -(xiki + x 2 k2 , w) from concavity of o- in k
(Yi171 + Y272) u(xiki + X2 k2 , w) from (4.125)
S(X1Y1 + X2 Y2 ) u(xiki + x2 k2 , w) from (4.127)
Hence we have proved the inequality (4.119) i.e., the desired convexity of I'+(k). e
4.7 LMI Formulation
In this section, we will represent the convex optimization problem as an LMI. Al-
though the robust filtering problem is convex, numerical solution is very efficient
only if we can represent it as an LMI. Recently, efficient interior point methods
have been developed to solve any general convex optimization problems, provided we
find a "good barrier function". There are both theoretical guarantees in terms of
polynomial-time complexity and numerical computational efficiency for convex opti-
mization problems. However, the choice of barrier function is not explicitly specified.
For a class of convex problems represented in terms of LMI's, efficient primal-dual
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Note that
Hence
(4.124)
algorithms and potential reduction methods have been developed. It would, there-
fore, be numerically efficient if we could represent the convex optimization problem
in Equation (4.115) as an LMI. We will use ideas similar to that used in [9] to obtain
the LMI formulation.
Consider the following general setup of the filtering problem:
x = Ax + B 1 w
z = Cix + D11w
y - C2x + D2 1w
(4.128)
(4.129)
(4.130)
The filter equations
Figure 4.2 as before.
z - z
are given in Equation (4.77).
The combined state equations
The problem setup is shown in
can be written as
( A 0 x B1
+ w
X B5 C2 A5 ) B5 D21)
C1 - D5C2 -C,5 + (Dn - D5D
x
(4.131)
(4.132)
We can now represent the combined equations as
-A~j± + Bclw, z - z = Cc ± +Da 1w,
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(4.133)
21)W
X
where
A 0 A 0
Aci==
B C2 Af 0 0)
B (B 1  B1  0
BfD 21 0 ) I
Ce (C 1 - DfC2 -Cf) = (C
De=Dn- DfD 21 =D- (0
We have combined all
later convenience, the
0 0 Af B5 0
1 0 Cf D5 C2
0 A5 B5 0
0 C5 D5 D21
0) - (0 I) ( )
C5 D5
)(Af B5 0
I)(C5 Df D 21
the filter matrices into one term. Let us
following matrices:
defir
I
0)
0 I
C2 0
ne, for the sake of
(4.134)
Using these matrices, we can rewrite
Aci = Ao + BOC, Bei = Bo + BED 2 1,
Cd - D 128C, De= - -128921.
(4.135)
The filter objective co(w) < 7-y(k, w) given in Equation (4.115) can be expressed as
||z - ||2 <y c(k, w). We will now assume, without loss of generality that Y = 1.
Notice that from Equation (4.94), we have
o-(kw) jQ00 x G (z) dt,
u~k )= o (W) F' R w) t (4.136)
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E) A5 B5 o A 0 B=0 0 1 =0 I
(C5 D5 0 0 I 0 )(C2 0
Bo = B10 Co = (C1 0) ,D21 = D 1 2 = (0 I).-
where
Fl
R_
n
j=1
1n
Z:aj~j
L j=1
n
I:aj F
i=1
n m
I:acjRj +E
j=1 j=1
The constraint in Equation (4.115) can be expressed as
ICi± + Delw||2 < 0L2 ( (IF1  2 dt,R1 w
G1
Fj
F1
R)
G 0 F
=~ 0 0 0
F' 0 R
4.7.1 Useful Results
We now list a few important results that play central role in our approach.
Lemma 4.4 (Schur Lemma) The LMI
Q S R
S' R
where Q = Q', R = R', is equivalent to
{R < 0Q - SR-'S' < 0
(4.139)
(4.140)
(4.141)
In the sequel, Q - SR 'S' will be referred to as the Schur complement of Q. The
next lemma is a direct consequence of the KYP-Lemma given in Theorem 4.2.
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(4.137)
where
(4.138)
.~
Lemma 4.5 Consider a continuous-time system with state-space realization x
Aajs + Bciw, y = Ca± + Dclw. The following statements are equivalent:
(i) Equation (4.138) is satisfied and Ac, is a Hurwitz matrix.
(ii) there exists a symmetric positive definite solution XCI to the LMI:
G1 XBc1 - F1
-R1,
Dc,
B'CIc - F'
C1
C,
D' < 0.
-I
(4.142)
Proof: Statement (i)
appropriate choice of
of this lemma is equivalent to (ii)
o-(X, U) as
of the KYP-Lemma with an
, F- |C cx + D cw |2 .
w F' R 1 w
This is equivalent to
G1 F1  XcjAcj + A'jXc1 XcBc C>0,
S RCJ B)) (Cc , D ) > 0,Fl' R 1 B'1XC1 0 Df
from (iii) of KYP-Lemma for Xc > 0. Using the above Schur lemma
we can rewrite this LMI as Equation (4.142).
The next result plays a very central role in our approach. For the sake of
we will repeat the proof of this lemma from [9].
(Lemma 4.4),
completeness,
Lemma 4.6 (see [9]) Given a symmetric matrix T C R"'x and two matrices P, Q
of column dimension m, consider the problem of finding some matrix E of compatible
dimensions such that
+ P'E'Q + Q'EP < 0 (4.145)
Denote by Wp, WQ any matrices whose columns form bases of the null bases of P and
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(4.143)
(4.144)
Q, respectively. Then (4.145) is solvable for e if and only if{ P <(4.146)
WQI*WQ < 0
Proof: Necessity of (4.146) is clear; for instance, PWp = 0 implies WpTWp < 0
when pre- and post-multiplying (4.145) by W, and Wp, respectively. For sufficien-
cyl, let UpQ be a basis of Ker Pn KerQ and introdure matrices Up, UQ such that
Wp := [UpQ, Up] and WQ := [UpQ, UQ] are bases of Ker P and Ker Q, respec-
tively. Let p and q denote the dimension of Ker P and Ker Q, respectively. Observ-
ing that [UpQ, Up, UQ] is then a basis of Ker P E Ker Q, complete it into a basis
T - [UpQ, Up, UQ, V] of R". The matrix T is nonsingular and therefore (4.145) is
equivalent to:
T'9T + (PT)'e'(QT) + (QT)'e(PT) < 0. (4.147)
Block-partition PT, QT and T'TT conformably to the partition [UPQ, Up, UQ, V] of
T. By construction, we have
PT = (0, 0, P1, P2 ); QT = (0, Qi, 0, Q2). (4.148)
Note that [P1 , P2 ] E R(k+P2)xP with p < k + p2, and [Q1, Q2] E R(k+m2)xq with q <
k + M 2 , and that both matrices have full column rank. With the notation
(P)' (Qi Q2) = (1 E Rp (4.149)
P2) ( 2 1 9 22
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and the partition
(4.147) becomes:
11
W12
1i3
'14
4112
P 22
T 2 3 + E11
24 + 6 2 1
P 1 3
T 23 +8'n
T 33
3i4 + 12
4 14
P 24 +0 21  <0.
P 3 4 + 6 12
T 44 + E22 + 822/
(4.151)
Here the E8j are arbitrary since E is arbitrary and [Pi, P2] and [Qi, Q2] have full
column rank. Specifically, given any E8j the matrix
P() + 1 ( 12 (Qj
P2' 621 922)
(4.152)Q2)
solves (4.149). Hence our problem reduces to finding conditions on the WI''s which
ensure feasibility of (4.151) for some E8;'s. By a Schur complement argument, (4.151)
is equivalent to
(il u P 12
fI IP 12 P 22
ly 13 AF23 +E8n1
1
P14
E 22 - V 24 +E2 1  H
'I' 3 4 + 6 12
12 3 + 11 < 0
P 3 3
( 14
1 24 +E 8 2 1 < 0.
+34 8 12
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T13
\4114
A12
A f23
24
T 13
S23
X33
934
1 4
T24 )
P 3 4
P 44
(4.150)
(4.153)
(4.154)
Given 011, 0 12 , and 0 21, we can always find 6 22 such that (4.154) is satisfied.
Hence (4.145) is feasible if and only if (4.153) is feasible for some 6 11 . Now, (4.153)
is equivalent to
0 0
1 0
0 1
1 0 0
L3i 0 1
< 0 (4.155)
ul
0
0
0
"22 - 411 21ii 1 I12
011 + A3 2
0
11 + A'2  < 0,
1q33 - 1
A3 2 := *23 - *'13"11 -1*12.
Since e11 is arbitrary, this is feasible if and only if
or equivalently, if and only if
I
'12 *22/
u1 < 0
I'22 - XF12T11 13 < 0
*33 - T*1-1 T 13 < 0
' 1 3
This last condition is exactly (4.146) upon recalling the definition of Wp, WQ and of
the Wi's. 0
Lemma 4.7 (see [27]) Suppose that X E C"'",Y C C"'x, with X = X' > 0, and
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i.e.,
where
(4.156)
(4.157)
(4.158)
(4.159)< 0.
HI3 1
Y Y' > 0. Let m be a positive integer. Then there exists matrices X 2 E Cnxm,
X3 e C"'m " such that X 3 = X3, and
X X2 0
X( X3
-1
X2 X23
if and only if X -Y- > 0, and rank (X - Y- 1 ) ; m.
4.7.2 Solvability Conditions
We will now use the lemmas in the previous subsection to obtain the following nec-
essary and sufficient conditions for the existence of suboptimal robust filters of order
k.
Theorem 4.9 Consider the robust filtering problem for a system with state equations
in (4.130) and assume (A1)-(A7). With the notation (4.135), define
P := (B', 0(k+m 2)xmi,DE1 2 ); Q := (C,'D 2 1, 0(k+P 2 )xPi)
and let Wp and WQ be two matrices whose columns span the null spaces of P and Q,
respectively.
Then the set of suboptimal robust filters of order k is nonempty if and only if there
exists some (n + k) x (n + k) positive definite matrix Xj such that:
Wy(bxWp < 0; W'TxjWQ < 0,
AoX71 + X,11 A - X& G1X-1 Bo
<x :=B - F'X-
CoXC
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(4.160)
where
(4.161)
- X-1F 1
-R1,
Dn,
X 1C
-I
(4.162)
XeBo - F1Xec Ao + A0 Xei - G1,
Vx : B'Xcj - Fl'
C1C 0
CO
DI (4.163)
Proof: From Lemma 4.5, there exists a kth-order suboptimal robust filter if and only if
Equation (4.142) holds for some Xcl > 0 in R(n+k) x (n+k). Using the expressions (4.135)
of Ac1, Be1, Cc1, Del, this LMI can also be written as:
G1 XeBo - F1
B6Xci - Fl'
Co
C6
DI +
-I)
'XcI XclBED 21
0DI 1 E'B'Xc
-D12)C
< 0, (4.164)
0
(XCLB\
"xYC + 0 e(C
-D12
D21 0) +
C'
D21
0
8' (B'Xci o - ' (4.165)
(4.166)Pxc + Q'8'Pxcl + Pxc8 EQ < 0,
where Tx, and Q are defined above, and
(4.167)
We now use Lemma 4.6 to eliminate E and obtain solvability conditions depending
only on Xcl and the plant parameters. Specifically, let WpC and WQ denote matrices
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i.e.,
i.e.,
PxCI : = (B'Xc1 , 0, D12) -
whose columns form bases of Ker Px, and Ker Q, respectively. Note, however, that
Xc
PxCI = P) 0
0
(4.168)
with P as in (4.160). Hence
0 0
I 0 W'p,
0 I
(4.169)
is a basis of Ker Pxc, whenever We is a basis of Ker P. Consequently, from Lemma 4.6,
Equation (4.166) is equivalent to
WX'IJ *XLWPX < 0;
X;
'Ixa 0
0
0 0
I 0
0 I
WAI'XdWQ < 0,
I
(4.170)
W'P = WbxaWp < 0; WQXCLWQ < 0,
0
The characterization given in Theorem 4.9 is not convenient because it involves
both Xcl and Xi'. The next theorem shows how to represent the necessary and
sufficient conditions in a LMI form.
Theorem 4.10 Under the same conditions given in Theorem 4.9, the following state-
ments are equivalent:
(i) the suboptimal robust filtering problem is solvable,
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i.e.,
Xc
WbPI 0
0
0 0
1 0
0 I
Xc
WPxa := 0
0
(ii) there exists pairs of symmetric matrices (R, 5) in R n such that
(?A + A'A - G
B'R - F'
W1 0 $A + A'S - G
W2 0 B$ - F'
0 I C1F
fB 1 -F
C -R W< 0 \
SB1 - F
-R
Du
C21 W1 0
D'n W2 0 < 0
-I 0 I
S>0; 5 > 0; 5 - ,
(4.171)
(4.172)
(4.173)
where (W', W2)' is nullspace of (C2, D 21). Moreover, the set of suboptimal filters of
order k is nonempty if and only if (i) holds for some R, which further satisfy the
rank constraint:
(4.174)
Proof: From Theorem 4.9, the set of suboptimal filters
and only if (4.161) holds for some Xc1 > 0. To express
parameters, partition Xc1 and X,-j1 as
$( N (-i
Xi N' * s M'
of order k is nonempty if
(4.161) in terms of plant
,) (4.175)
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Rank (5 - N) <; k.
*
where N, 5 E R"X" and M, N E R"'X. Consider the first constraint WADx,,Wp < 0.
With the partition above, <Dx, reads:
AA-1 + - 1A' - k-'GA-
M'A' - M'G'-1
B 1 - F'k-1
C1N-1
AM - A-GM
-M'GM
-F'M
C1 M
B 1 - N-F 1?1C
-M'F M'C{
-I-R Dill
Dul -I
From the definition of P,
1 0 0
0 0 -I
it follows that the bases of Ker P are of the form
I
0
0
0
0
0
I
0
Therefore, Wp<Dx, Wp < 0 becomes
+ ±- 1A' - A-1GA-1 B1 
- R-1F
-R)
i.e.,
0 (RA + A'R - G
I I B'k - F'
SAR-1
kB 1 - F
-R)
(i
0
< 0,
0
I)
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0
0
R-1
0
which is equivalent to Equation (4.171). We will now consider the other condition
W x' IXrWQ < 0 and show that it is equivalent to Equation (4.172). We had
0 I 0 0
C2 0 D21 0
and it follows that the bases of Ker Q are of the form
W1 0
0 0
WQ = ,
W2 0
0 I/
where (Wj, W2)' is any basis of the null space of (C2 , D 2 1 ). Using the partition of Xc1
from (4.175), we can express Tx, as
$A +A'$- G A'N SB 1 -F C'
N'A 0 N'B1  0
BIS - F' B'N -R D'n
C1  0 Du -I
Observing that the second row of WQ is identically zero, the condition WQ'Toxd WQ < 0
reduces to Equation (4.172). Hence Xc1 satisfies (4.161) if and only if N, S sat-
isfy (4.171)- (4.172). Moreover, Xc E R(n+k)x(n+k) and Xc1 > 0 is equivalent to R, S
satisfying (4.173) and (4.174) from Lemma 4.7.
In summary, if Xc > 0 of dimension n+k solves (4.161), then (4.171)- (4.174) hold
for the symmetric matrices N, S given by (4.175). Conversely, if the system (4.171)-
(4.174) admits a solution (N, 5), then Xc > 0 of dimension n+k can be reconstructed
from N, 5 via (4.175) using Lemma 4.7. From (4.171)- (4.172), this Xci further solves
the inequalities (4.161) and the proof is complete. o
Notice that if we are interested in obtaining a full order filter i.e., of order n,
then the rank condition given in Equation (4.174) is obviously satisfied. Therefore,
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condition (ii) of the Theorem 4.10 reduces to a set of linear matrix inequalities for
which efficient interior point methods [26] are available to solve them numerically (see
LMI toolbox of MATLAB). This also shows that the full order robust filtering problem
is a convex optimization problem. However, the more general problem of finding a
robust filter of order k is not convex because of the presence of rank condition (4.174).
This theorem suggests that there are indeed some lower order robust filters that are
suboptimal although this is not an easier optimization problem to solve (since it is
nonconvex).
4.7.3 Filter Reconstruction
The theorems in the previous sections are existence theorems and they do not address
the computation of the filter itself. We will again use ideas from [9] to obtain the filter.
If we compute some solution (N, 5) of the system of LMI's given in Theorem 4.10
along with the rank condition, then we can reconstruct the filter by first recalling that
R, S are related by (4.175) to solutions Xc1 of (4.175). We will compute a positive
definite matrix Xc1 compatible with (4.175). We will first compute two full-column-
rank matrices M, N E R"'x such that
MN' = I - . (4.176)
A suitable Xci is then obtained as the unique solution of the linear equation:
5 I I N-r
=Xc1 (4.177)
N' 0 )(0 M'
Note that the above equation is always solvable when 5 > 0 and M has full column
rank (see Lemma 4.7). It is now clear how to reconstruct the filter from a given R, 5.
First, compute Xcl > 0 from (4.176)- (4.177). Then, for this Xcl, Equation (4.142)
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becomes:
Xcj Acj + A'Xci - G1 XeBe1 -
BI Xei - Fl' -R1
C1
F1 C
D') =xa ± Qe'Px + p 4 < 0.
(4.178)
and solve this inequality for the filter parameters
E' A B
( Cf Df
(4.179)
Since (4.178) is an LMI in E, it can be solved by the same optimization algorithms.
4.7.4 Special Case
Consider now the special case of filtering problem where the plant disturbances and
sensor noises are independent i.e., the state equations are given by
t = Ax + Bwi,
z = Cix
y = C 2 x + w 2 .
(4.180)
(4.181)
(4.182)
where w = (w'i, w')' and wi is the disturbance, w 2 is the sensor noise. For this
special problem, we can write the LMI's given in Theorem 4.10 and give a physical
interpretation of the results.
Theorem 4.11 Under the same conditions given in Theorem 4.9, the following state-
ments are equivalent:
(i) the suboptimal robust filtering problem is solvable,
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(ii) there exists pairs of symmetric matrices (R, $) in R"*" such that
(RA + A'R - G
BIR - F'
RB1 - F < 0 (4.183)
A'S - G + F2 C2 + CF2 - CR 22 C2 + C{C1
B'S - F' - R 1 2 C2
SB - F1 - C2R'12
-Rnl
f > 0; S > 0; 5 - N R>0,
R= R1
R12
(4.185)
R12
R22
Moreover, the set of suboptimal filters of order k is nonempty if and only if (i) holds
for some R, S which further satisfy the rank constraint:
Rank (5 - R) ; k. (4.186)
Proof: This is a special case of Theorem 4.10. We will spimplify it by first deter-
mining W1 and W2 as given in Equation (4.172). First notice that
B 1 = [B 0]; D21 = [0 I];
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( A +
< 0
where
(4.184)
(4.187)
W2
Recall that (Wj, W2)' is the null space of (C2, D21) = (C2, 0, 1). Hence we see that
1 0
=, 0 I1.
W2 
-C2 0
(4.188)
Hence Equation (4.172) becomes
W1 0 SA + A'S -G SB1 -
W2 0 BS - F' -R
0 I C1 0
I 0 0 A
-C2I 0 (B 0)'$- (F1 F2 )'
C1
0 0 1
F CJ( W, 0
0 W2 0
-I 0 I
S(B 0) - (F1 F2 )
-R
0
This can rewritten as
0 0 SA+ A'$-G
I 0 B'$- F'
0 0 
-F'2
0 C1
B - F1 -F 2 C11
-Rn, 
-R 12  0
-R' 2  -R 2 2  0
0 0 -I
I
0
-C2
0
0 0
I 0
<0.
0 0
0 I
This can be simplified as
$A + A'S - G + F2 C 2 + C2F2 - C2R 22 C 2 $B - F1 - C R'2
B'$ - Fl - R 12 C2  -Rn
C1 0
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Ci
01
-I
I
0
-C2
0
0 0
I 0
< 0
0 0
0 I
I
0
-C2
0
C1
0 < 0.
-I
S
We now use the Schur lemma stated in Lemma 4.4 to simplify further as
$A + A'S - G + F2 C2 + C2F1 - C2R 2 2C 2 SB - F1 - C2R'
B'$ - Fl - R 1 2 C2  -R+
C 1 C 0) < 0. (4.189)0)
Adding the two terms in the above equation, Equation (4.189) can be rewritten as
the following LMI:
$A + A'S - G + F2 C2 + C2F2 - C2R 22 C2 + C(C1 SB - F1 - C2R2(< 0
B'S - Fj - R12C2 -Rn
(4.190)
This is one of the LMI stated in Theorem 4.11. The other LMI given in Equa-
tion (4.171) remains unchanged. This completes the proof of this theorem [.
If we are interested in obtaining a full order filter, then, as discussed earlier,
the rank condition given in Equation (4.174) is obviously satisfied. Therefore, the
equivalent conditions for obtaining a suboptimal filter are given by the set of LMI's
Equations (4.190), (4.171) and (4.173).
We now discuss the physical interpretation of these LMI's in terms of the original
filtering problem setup shown in Figure 4.3. This interpretation can be generalized
to the general case as well. Recall that the LMI's were derived for
Iz - ||2 <; o-(k, w) (4.191)
subject to the state and filter equations. Here
-(k,;w) = 0 x G F x dt. (4.192)
Remark 4.1 Equation (4.171) is equivalent to the following condition (which can be
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z e
Figure 4.3: Setup for robust filtering problem.
easily verified from condition (ii) and condition (iii) of the Kalman- Yakubovich-Popov
lemma stated in Theorem 4.2):
a(x, W) (z) > 0 (4.193)
w F' R w
for any x E C',w E C' such that
jwx Ax + Bw1  (4.194)
where B1 and w are defined earlier in Equation (4.187). Note that -1(x, w) in Equa-
tion (4.193) is the same as the integrand in o-(k, w) of robust filter condition stated
in Equation (4.192).
Remark 4.2 Equation (4.184) can be obtained by setting w2 in the output equation
y = C2x + w2 such that y = 0 i.e., by letting w2 = -C 2x. From Figure 4.3, we see
that i = 0. We can now form a quadratic inequality as in the previous remark.
1
0-2(X,w W) = x G F x - Cx|2 > 0 (4.195)
w F' R w
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for any x E C",w E C M such that
jwx = Ax + Bw1  (4.196)
Note that o2 (x, w) in Equation (4.195) is the same as the integrand in o-(k, w) - |z -
Z |12 of robust filter condition stated in Equation (4.191). We can again use condition
(ii) and (iii) of KYP-Lemma to prove this.
Theorem 4.10, now states that the LMI's are both necessary and sufficient for the
existence of a full order robust filter. In other words, the worst case sensor noise for
the filter is the one that makes the measurements y = 0. The worst case disturbances
are then chosen such that the filter condition is satisfied for this choice of sensor noise.
4.8 Application to Coordinate Measuring Machine
In this section, we will apply the robust filtering problem to the case of coordinate
measuring machine and show how the performance of the controller is improved. We
will show both the simulation and experimental results for regulation of the endpoint
of the CMM. We will compare it with the results shown in Chapter 2, using the
asymmetric order-doubling method with Kalman filtering.
The robust filtering problem was formulated by introducing uncertainty described
in the state-space form. We assume that the location of the poles are uncertain which
is reflected in CMM as the stiffness of the belt drives changed from their nominal
values. For the experiments, we have tightened the belts to take the uncertainty
into consideration. We will now discuss how to represent the given problem into the
robust filtering framework.
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4.8.1 Formulation
We consider the following description of the CMM system:
= Ax + B 11wi + B 12w 2 + B 1 3 w + B 2 u
y CX + W 2
u Kx + v
z = Kx,
(4.197)
(4.198)
(4.199)
(4.200)
where wi are due to disturbances, w2 are due to sensor noises, w3 are due to the
IQC's as shown in Figure 4.4. Here u is the control input and K is obtained using
y
zi
z2
Zm
4-
4-
4-
4-
4-
U
Wi
W
2
Wm
Figure 4.4: Linear System G,,.
the asymmetric order-doubling controller, say, from Chapter 2. y is the measurement
sensor. Here v is the error in estimating the control as Kx. The variable we want to
estimate is z = Kx. The parameters A, BuI, B 12, B 2, C are obtained from the system
identification results discussed in Section 2.4.2. K is chosen to be the asymmetric
order-doubling controller gain obtained from Section 2.5.2. The variables w 3 and B 13
are obtained from the description of uncertainty and will be discussed later. The
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state equations, then, become
x Ax + B11w1 + B 1 2 w2 + B 1 3w3 + B 2 (Kx + v), (4.201)
y = Cx + w2 , (4.202)
z = Kx. (4.203)
The formulation of the problem is, now, in the form of the robust filtering, since
the controller is chosen to be an asymmetric order-doubling controller. We have
introduced the error in the controller as a noise term and the objective is to design
a filter that is robust to all the noises wI, w2 and v in the system. The uncertainty
used for the CMM is an LTI uncertainty described in terms of the integral quadratic
constraints given by
{dIez 3s2 - le'W 3 |2 }dt > 0, (1 < j < n), (4.204)
where z3 = Mx is the input to the uncertainty block, w 3 is the output from the
uncertainty block, dj is the amount of uncertainty tolerated in the j-component of
z3 and ej is the standard unit vector in the j-direction. To show this result, consider
the following simple diagonal description of uncertainty
/ \ ~/Pi
qi 6 Pi
q 2 _ P2 A p, (4.205)
where 1j I < dj for some dj > 0, and A is the diagonal matrix consisting of 6j. Hence
the smaller the value of dj, the lesser the uncertainty in the j-variable. In other words,
we have
q7 = 6_5 p, j = 1,... ,n (4.206)
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This can be represented as an IQC as
j eq|2dt f jq1 2 dt = j |6|2 IpI 2dt < d |Ipj|2dt0 0 J 0 i dO Ie p|2dt,
for all 1 < j ; n i.e.,
d |ep| 2 _ jeqJ2 dt ;> 0,
o0
(1 <; j <; n).
Hence, p = z 3 = Mx and q = w 3 in Equation (4.204).
(4.207)
To obtain M and B 13 ,
we considered the linear state-space description of uncertainty. We considered an
uncertain state-space model as,
Sx(t) 1
y(t)_J
Ao
Co
m
+ ZEjAj
+Zici
Bo + 6Bi
Do + 6 oDji=m
-
x(t) 1Ey(t)J(4.208)
Ao B1
CO D
* Ai Bi x(t)
+ E o)I
i=1 Ci Di 
-y(t)-
Here the matrices
A Bi
Ci Di
(4.210)
are chosen such that they capture the specific uncertainty description in the poles
and zeros of the CMM. Let
ri := rank Ai B E R(n+nu) x(n+n,)
Ci D i
and factor each matrix (using syd, for instance in MATLAB) as
Ai Bi
CK D.
(4.212)= ] [Gi Hi],
LF
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(4.209)
(4.211)
where
E-
Fi
E R(n+ny) xri, [Gi Hi E Rri x (n+ny) (4.213)
Now, define a linear system G,, with extra inputs and outputs via the state equations,
Ao Bo E1
Co Do F
G 1 Hi 0
Gm Hm 0
as shown in Figure 4.4. The uncertain system in Equation (4.208) is represented as
an LFT around G,,, namely
y = FL (G, A) u, (4.215)
where A maps z --- w, and has the structure given as
A = {diag [61I, ... ,6mIrm] :6i E R} (4.216)
The optimal robust estimation problem is formulated as: Find a filter
= Af. + Bfy
= Cf + Dfy,
(4.217)
(4.218)
that achieves the minimal worst case gain i.e.,
l|z - i|| 2 ; -y max(I|wJ.112, ||w212, ||v|| 2), (4.219)
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y
z 1
zm
... Em
... Fm
0
0
x
y
Wi
Wm
(4.214)
for the 'Ho-case and
(4.220)max |z(t) - i(t)|2 ; j y max(|w1112, 1W212,|1 11v2),04tsoo0
for the 'H2-case (or robust Kalman filtering).
4.8.2 Simulation Results
We will now perform some simulations to demonstrate that a robust filter can improve
the performance of an uncertain system, thereby making them more appealing for
practical reasons. Recall that in Section 3.4.2, we have already seen that the standard
Kalman filter is not adequate for the case of CMM when there is uncertainty in
some of the parameters of the plant. We will now consider the same situation as in
Section 3.4.2 and we will simulate the system with a robust Kalman filter instead of
the standard Kalman filter.
Figure 4.5 shows the endpoint position of the nominal and perturbed system when
we use the robust Kalman filter approach as described in this chapter. Notice that
the performance of both systems are quite satisfactory.
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(a) Endpoint position and its estimate us-
ing the robust Kalman filtering approach
for the nominal system
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(b) Endpoint position and its estimate us-
ing the robust Kalman filtering approach
for the perturbed system
Figure 4.5: Endpoint position and its Estimate using robust Kalman filtering
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Compare these results with that of the standard filtering approach in Figures 3.9
and 3.12. Although the standard filtering approach is better than the robust filtering
approach in the nominal system, the results are considerably different in the perturbed
system. Since any real physical system, inherently, has several sources of uncertainty,
it is desirable to have satisfactory performance for a wide variety of uncertainty in
the system. Robust filtering approach clearly provides robustness to certain types of
uncertainties as shown here. Figure 4.6 compares the standard filtering and robust
filtering approaches for the nominal system.
Endpoint position (Nominal System)
5 1
0 ......... ..-.....
E
E
- 1 0 - ---.- .-- . .... ...-. . ..... ...-  .-- -.- -.-- --.-.-.-- .-.-.-.-.-.-- ---- .- .- . --. -. -
- 2 0 --.. ...  . - -- - -- - -. ---. ---. --. ---.-.-.--.-.- -.-.-.-
- - Standard Kalman Filtering
Robust Kalman Filtering
- 2 5 - -. -. . ---..- - - .--. -. -. --. ---.-.- --.-.-.- --.-- ------.-- ----.-
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
time (secs)
Figure 4.6: Comparison of standard filtering and robust filtering approaches for the
nominal system.
Figure 4.7 compares the endpoint position of standard filtering with robust fil-
tering for the perturbed system. As mentioned before, the robust filtering has lesser
oscillations than that of the standard filtering approach.
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Endpoint position (Perturbed System)
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Figure 4.7: Comparison of standard filtering and robust filtering approaches for the
perturbed system.
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We have already see in Section 3.4.2 in Figures 3.10 and 3.13 that the state
estimation was seriously effected by about a factor of 10 when we use the standard
filtering approach for the perturbed system as well. Figures 4.8 and 4.9 shows the
states and the state estimation results for both the nominal and perturbed system
using the robust filtering approach. We see that there is not much of degradation in
state estimation when we use a robust filter.
States (Nominal System - Robust Kalman Filtering)
rn0
- - -. ...- -. .. .. ...-- - - -- - --. - - -. ..-- -.-- - -- -.-- - -.-- - -. .-- - - - - - -.- -.-- --
-- - - - - - - - - - -
0 - - -- - 0 - - - -- --- -- - -. - -- ----- - .- .- - .- - -. --. -
- .
-.. -.... .........
0 0.1 0.2 0.3 0.4 0.5
time (secs)
State estimates
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time (secs)
0.6 0.7 0.8 0.9 1
0.6 0.7 0.8 0.9 1
Figure 4.8: States and state estimates of the nominal system using robust Kalman
filter.
Figures 4.10 and 4.11 shows the state estimation errors due to the robust filtering
approach for both the nominal and perturbed systems. Notice that the difference
between the state estimation errors in this case is only about a factor of 3, as opposed
to a factor of 10 degradation when we use the standard filtering approach. This
reflects in less oscillations at the endpoint as illustrated in Figure 4.7. Hence we
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Figure 4.9: States and state estimates of the perturbed system with robust Kalman
filter.
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clearly see the advantage of using a robust Kalman filter instead of standard Kalman
filter in the design of high performance robust controllers. In the next section, we
will show an exactly similar kind of behavior in the experiments thereby justifying
the use of robust Kalman filter both through simulations and experiments.
State Estimation Error (Nominal System - Robust Kalman Filtering)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
time (secs)
Figure 4.10: State estimation errors for nominal system using robust Kalman filter.
4.8.3 Experimental Results
In the previous subsection, we have shown how to represent the CMM into the robust
filtering framework. We will now show the experimental results applying both the
Kalman filtering and Robust Kalman filtering techniques.
Figure 4.12 shows the bode plot comparing the transfer functions of the robust
filter with that of the standard Kalman filter.
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State Estimation Error (Perturbed System - Robust Kalman Filtering)
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Figure 4.11:
filter.
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State estimation errors for a perturbed system using robust Kalman
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Bode Plot for Robust and Standard Filters
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Figure 4.12: Bode plots of robust Kalman filter and standard Kalman filter
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Notice that the bandwidth of the robust filter is significantly smaller than that of
the standard Kalman filter. This is to be expected in most robust designs because
the robust filter tends to be conservative as they account for several possible plants.
The standard Kalman filter therefore has higher gains and this can usually have
undesirable effects on the estimation if the plant parameters are changed considerably,
as we will demonstrate shortly. The noises in the system are amplified considerably
due to the high gains of the filter. The robust filter, on the other hand, will have lesser
errors in estimation even when the plant parameters are changed considerably as long
as they are accounted during the design of the robust filter. The lower robust filter
gains will produce a slightly slower response for the nominal system when compared
with the standard Kalman filter. However, the advantage of robust filter is that
the performance does not deteriorate even when the plant parameters are changed
significantly.
Figure 4.13 shows the "best" possible response, in terms of settling time of the
endpoint during regulation, using an asymmetric order-doubling controller with stan-
dard Kalman filtering for the nominal system. We have also compared with that of
the robust Kalman filtering approach in the same figure.
The nominal system is the one which has been identified experimentally using
a frequency analysis. The Bode plot for the nominal system was shown earlier in
Figure 2.7 in Chapter 2. We have observed that the nominal system is a nonminimum
phase system with the nonminimum phase zeros very close to the imaginary axis. The
pole-zero pattern for the identified system was shown in Figure 2.1. As described in
Chapter 2, we have used this identified model to build a compensator that gives
very high speed of response. We have observed that the asymmetric order-doubling
method allows us to design the controller that meets the specifications, relatively
easily compared to the other known methods. This controller has the feature that
both the control and estimation subproblems have been tuned to carefully to achieve
high performance.
From Figure 4.13, we see that the experimental results indicate that the settling
time is about 0.2 secs using the standard filtering approach. We have used a prefilter
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Figure 4.13: Nominal system response during regulation using asymmetric order-
doubling with (a) standard Kalman filter and (b) robust Kalman filter.
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to reduce the overshoots that are typically produced when we use high gain controllers
to produce a sudden step change.
For the robust filtering approach, we see that the settling time is about 0.25
secs. The response is slower than the standard filtering case. This, however, is to be
expected because the robust Kalman filter has lesser bandwidth and lower gains to
account for additional robustness in the design.
Figure 4.14 shows the response of the endpoint using asymmetric order-doubling
with standard Kalman filter and with robust Kalman filter for a perturbed system.
Endpoint Position - Perturbed System
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time (secs)
Figure 4.14: Perturbed system response during regulation using asymmetric order-
doubling with (a) standard Kalman filter and (b) robust Kalman filter.
We have changed the system properties to obtain a perturbed system. In particu-
lar, we have tightened the steel belt drives to increase the belt stiffness, and we have
changed the air pressure at the bearings to increase additional uncertainty. These are
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some of the simple common sources of uncertainty in the system and we use these
only to illustrate some of the advantages of the robust designs. The advantages of
the robust designs will be apparent just from these common uncertainties and the
presence of additional uncertainties will make these robust designs even more appeal-
ing. We see that the response is highly oscillatory when we use asymmetric design
with the standard Kalman filter. The model has changed considerably due to these
design modifications. These changes, however, were not accounted for in this design
and therefore the high gain in the estimation has resulted in undesirable oscillatory
behavior.
However, when we use the robust Kalman filter we clearly see that the response
of the perturbed system is comparable with that of the nominal system response.
The robust design, therefore, has good performance even in the face of significant
uncertainty in the plant. Figure 4.15 is the endpoint response for another perturbed
situation (with higher belt stiffness) comparing both the standard and robust filtering
approaches. It is clear that the standard filter case is highly oscillatory (it is nearly
unstable) for this perturbed system. The performance of robust filter, however, has
not deteriorated. These results certainly justify the use of robust Kalman filtering to
improve the system performance for a wide range of plant parameter uncertainty.
Figure 4.16 shows a plot of the standard Kalman filter approach for the nominal
system and two perturbed systems. We clearly see the degradation of performance as
the uncertainty in the system is increased. This is due to the fact that the uncertainty
in various parameters are not accounted for, during the design of the controller.
Figure 4.17 shows a plot of the robust Kalman filter approach for the nominal
system and two perturbed systems as before. Notice, however, that in this case
the performance does not deteriorate as the uncertainty in the system is increased.
One of the main reason is that the robust filter accounts for the uncertainty in the
system which we have seen through simulations, causes both poor estimation and poor
performance. In summary, the robust filter approach combined with asymmetric
order-doubling, achieves very high performance for a number of uncertain systems
without decreasing the gain of the controller.
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Figure 4.15: Another perturbed system response during regulation using asymmetric
order-doubling with both standard Kalman filter and robust Kalman filter.
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Figure 4.16: Comparison of standard Kalman filter for the nominal and two perturbed
systems.
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Chapter 5
Conclusions
In this thesis, we considered a class of nonminimum phase systems that had zeros close
to the imaginary axis and addressed the problem of controlling such systems in the
face of uncertainty. We have seen that this class of physical systems are quite common
in a wide variety of practical applications. The research was mainly motivated by
studying a set of industrial machines like coordinate measuring machines (CMM),
numerically controlled (NC) machines, milling machines, digitizing machines, laser
cutting machines, drilling and boring machines etc. The two main important features
of the applications for which this thesis provided a very satisfactory control design
method (from both theoretical and practical standpoint) were: firstly, the systems had
nonminimum phase zeros and secondly, there were uncertainties and nonlinearities
that degraded the performance of the system.
The first feature, namely, the presence of nonminimum phase zeros, is an un-
desirable feature of the system. High speed coordinate measuring machines or NC
machines, for example, exhibited nonminimum phase behavior due to the coupled
rotation and translation of its gantry structure and due to the noncollocated sen-
sor/actuator configuration. Also, endpoint feedback of machine tools and robots
gave rise to nonminimum phase control problems in many situations. Due to the
structural deflection, the endpoint dynamics often showed a significant undershoot.
In this thesis, the symmetric root locus approach of LQR was generalized to a
class of asymmetric root loci using basic properties of order doubling techniques. The
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new method turned out to be a practical and powerful design tool for unstable and
nonminimum phase systems. The effectiveness of the method was demonstrated by
applying it to a 3D-coordinate measurement machine, which exhibited nonminimum
phase behavior (see [30]). The speed of response was improved significantly when
compared with the LQG method. The new method also had very good stability
margins compared to the LQG method. In order to achieve good performance and
robustness properties, we first examined the various sources of uncertainty. The major
source of uncertainty for the coordinate measuring machine comes from the dynamics
of the air bearing, and the variation of belt stiffness.
It was shown in Chapter 3 that the parametric uncertainty is very prominent in
the CMM. The asymmetric order-doubling controller, although had good robustness
properties in terms of complementary sensitivities, robustness margins, etc, did not
have good robustness against parametric uncertainty. This was shown through simu-
lations and through experiments. It was, however, observed that the state estimation
was degraded considerably due to parametric uncertainty. This turned out to be the
main reason for the degradation of performance due to parametric uncertainty.
In Chapter 4, a robust filtering method was proposed to improve the state estima-
tion due to parametric uncertainty. The robust filtering theory proposed, estimates
the states of an uncertain, nonlinear system whenever the uncertainties and nonlinear-
ities are described in terms of integral quadratic constraints (IQC's). The robust filter
was derived using the S-procedure losslessness theorem for shift-invariant spaces. It
was shown that the robust filtering problem can be formulated as a convex optimiza-
tion problem. It was, however, not known whether it could be represented in terms
of linear matrix inequalities (LMI's) or not. After a careful study of the problem, a
LMI formulation for the convexity of robust filter was derived. The robust filter was
implemented on CMM through both simulations and experiments. It was first shown
to improve state estimation considerably. The experimental results showed that the
performance in terms of speed of response was slightly slower than the previous asym-
metric order-doubling method with standard Kalman filtering for the nominal system.
However, for the perturbed system, there was a significant improvement in perfor-
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mance using the robust filtering approach. The standard Kalman filtering approach
had unacceptable high oscillations for the perturbed system, whereas the robust fil-
tering approach had very good response with similar speed of response as for the
nominal system.
Hence we have seen that for a class of uncertain nonminimum phase systems like
coordinate measuring machines, NC machines, drilling and boring machine, milling
machines, digitizing machines, laser cutting machines, etc, this thesis provides a good
control design method. An asymmetric order-doubling control is designed that guar-
antees good nominal response and then a robust state estimator is designed that
maintains good response even for the perturbed system due to parameter uncertainty
in the system. This was demonstrated both in simulations and experiments on a
coordinate measuring machine.
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