Abstract. When expressed in terms of base-2 expanions, balanced words are majorized by other words of the same slope. Consequently they have smaller standard deviation and larger geometric mean than all words with given arithmetic mean (or slope), they can be expressed as a doubly stochastic average of any such word, and they can be derived from any such word by a finite number of transfers.
Introduction
This article is concerned with words 
Define the base-2 orbit I(w) = (I 1 (w), . . . , I m (w)) , where I i (w) := E 2 (O i (w)) for 1 ≤ i ≤ m .
The author was supported by an EPSRC Advanced Research Fellowship. 1 The lexicographic order on {0, 1} m is defined by: w < w if there exists j ∈ {1, . . . , m} with w k = w k for all k = 1, . . . , j − 1, and wj < w j , and w ≤ w if either w < w or w = w . 1 We shall be interested in certain quantities depending on the base-2 orbit I(w), for example the product
For all words w with a fixed length and 1-length, we shall compare the products P (w); it turns out (see Theorem 1.2 below) that P (w) is as large as possible when w is balanced. By a balanced word 2 we mean one with the property that, if z and z are cyclic subwords of w with |z| = |z |, then ||z| 1 − |z | 1 | ≤ 1. Clearly, w is balanced if and only if each of its cyclic shift iterates is balanced. Example 1.1. The word 0010101 is balanced, and P (0010101) = 21 × 37 × 41 × 42 × 74 × 82 × 84 = 681991597728 .
The unbalanced length-7 words with 1-length equal to 3 are 0000111, 0001011, 0001101, and 0010011, together with their cyclic shift iterates. The corresponding products are P (0000111) = 7 × 14 × 28 × 56 × 67 × 97 × 112 = 111850181632 , P (0001011) = 11 × 22 × 44 × 49 × 69 × 88 × 98 = 310471658112 , P (0001101) = 13 × 26 × 35 × 52 × 70 × 81 × 104 = 362747548800 , P (0010011) = 19 × 25 × 38 × 50 × 73 × 76 × 100 = 500707000000 , each of which is smaller than P (0010101).
More generally, if 1 ≤ p < q are coprime integers, let W p,q denote the set of all length-q words whose 1-length equals p. There are precisely q balanced words in W p,q , all of which are in the same orbit (see e.g. [9, 24] ), so if W p,q is defined to be the set of all orbits of words in W p,q , there is a unique balanced orbit in W p,q . Since I(w) only depends on the orbit of w, it will be notationally convenient to represent orbits by one of their components; for consistency we shall always use O 1 (w), the lexicographically smallest component. So for example the orbit (00101, 01001, 01010, 10010, 10100) will be represented notationally by 00101. Theorem 1.2. Suppose 1 ≤ p < q are coprime integers. For w ∈ W p,q , the product P (w) = q i=1 I i (w) is maximized precisely when w is balanced. Example 1.3. The simplest non-trivial instance of Theorem 1.2 is when (p, q) = (2, 5), in which case W 2,5 = {00011, 00101}, with 00101 the balanced orbit, and P (00011) = 3×6×12×17×24 = 88128 < 162000 = 5×9×10×18×20 = P (00101) .
More generally, the balanced orbit in W p,q can be compared to orbits of words w whose slope sl(w) := |w| 1 /|w| is equal to p/q. If w has length Q (necessarily a multiple of q) then any length-Q balanced word is the (Q/q)-fold concatenation 3 2 Finite balanced words, defined in [24] , constitute a subclass of the collection of Sturmian words (see e.g. [1, 4, 32] for more on Sturmian words, and on infinite balanced words).
3 In general the k-fold concatenation of a word w = w1 . . . wm is the length-km word w k whose i-th entry is w i (mod 1) .
b Q/q of a balanced word b ∈ W p,q . In particular, there is a unique length-Q balanced orbit of slope p/q. The following result is a generalisation of Theorem 1.2: Theorem 1.4. If the unbalanced word w ∈ {0, 1} Q has slope p/q, where 1 ≤ p < q are coprime integers, and b ∈ W p,q is balanced, then P (w) < P (b Q/q ). Example 1.5. The words 0011 and 001011 both have slope 1/2, as does the balanced word 01. The product P (0011) = 3 × 6 × 9 × 12 = 1944 is smaller than P (0101) = 5 × 5 × 10 × 10 = 2500 , while P (001011) = 11 × 22 × 25 × 37 × 44 × 50 = 492470000 is smaller than
An equivalent way of comparing words with the same slope but different length is to associate the vector
to w, where
and consider the corresponding geometric mean
A short calculation shows that the slope of a word w, a priori a purely symbolic notion, is actually equal to the arithmetic mean of the J i (w):
So Theorem 1.4 can be interpreted as relating arithmetic and geometric means: Theorem 1.6. For all orbits of a given arithmetic mean, the geometric mean is maximized precisely when the orbit is balanced.
Example 1.7. The words 01, 0011, 000111, 001011, and 001101 all have slope 1/2, and the corresponding geometric means are
Another quantity of interest is the standard deviation of an orbit around its arithmetic mean, defined as
It turns out that standard deviation is minimized by balanced orbits:
For all orbits of a given slope, the standard deviation is minimized precisely when the orbit is balanced.
Example 1.9. The unique balanced orbit of slope 1/2 is 01, with standard deviation
while standard deviations of some other orbits with slope 1/2 are:
Although it had previously been known that balanced words are characterised by various "extremal" properties 4 , the above results in terms of base-2 expansions are of a rather different nature. In fact they are all consequences of a more general result, Theorem 2.4, which is phrased in terms of majorization, and asserts that each W p,q is a poset whose minimal element is the balanced orbit. Majorization is a notion which is pervasive in various branches of mathematics 5 , and can itself be formulated in a number of different ways, each formulation leading to a different characterisation of balanced words which will be described in this paper. In order, these characterisations are in terms of: partial sums of the I i (w) ( §2), symmetric mean value inequalities ( §3), doubly stochastic matrices ( §4), and transfers ( §5). 4 Notably, their subword complexity is as small as possible: a length-q word has at most n + 1 length-n cyclic subwords for each 1 ≤ n ≤ q − 1 if and only if it is balanced. 5 The monograph [27] [36] . It is used as a measurement of inequality and diversity in a variety of contexts, for example in economics, to describe income distribution (if µ ≺ ν then the distribution ν is more equitable, see [11, 12] ). The partial order of majorization (see e.g. [27] for a general reference) is defined as follows:
Majorization and partial sum inequalities
and
We shall be interested in restricting majorization to vectors of the form I(w), for words w ∈ {0, 1} + . We write w ≺ w (respectively O(w) ≺ O(w )), and say that w majorizes w (respectively O(w ) majorizes O(w)), whenever I(w) ≺ I(w ). This defines a partial order on the set of orbits of words in {0, 1} + . Necessary conditions for two orbits to be comparable are that they have the same length and the same 1-length: the first condition is obvious, while the second follows from (4), because if w ∈ {0, 1} Q then Figure 1 ; here the partial sums are denoted by In particular, the balanced orbit 00100101 is seen to be the least element in (W 3,8 , ≺).
The extremal property of balanced orbits seen in Example 2.2 is quite general: Theorem 2.3. For any coprime integers 1 ≤ p < q, the unique balanced orbit b ∈ W p,q is the least element in (W p,q , ≺). In other words, for any w ∈ W p,q ,
As in §1, it turns out that balanced orbits are actually extremal among all orbits of a given slope: Theorem 2.4. Suppose w ∈ {0, 1} Q has slope p/q, where 1 ≤ p < q are coprime integers. If b ∈ W p,q is balanced then b Q/q ≺ w. In other words,
Proof. The majorization b Q/q ≺ w means precisely that I(b Q/q ) ≺ I(w), and by a classical result of Hardy, Littlewood & Pólya (see [17, 18] ) this is equivalent to
f (I i (w)) for all convex functions f : R → R .
hence equivalent to
for all convex functions f : (0, 1) → R, and by a simple approximation argument we may take f to be smooth. Now, for an arbitrary smooth convex function f : (0, 1) → R, we shall establish (8). If we define a(x) = (x + 1)/2 for x ∈ (0, 2J 1 (b)], and a(x) = x/2 for x ∈ (2J 1 (b), 1), and set
f (a n (t)) 2 n dt , then for w ∈ {0, 1} Q with slope p/q, the inequality (8) is clearly equivalent to
In fact we claim that (9) holds for any w ∈ {0, 1} + . To prove this, let h be the indefinite integral (unique up to an additive constant) of the bounded function t → n≥0 g (a n (t))/2 n . The function h is Lipschitz, and if
, and this constant, c say, is its minimum value (cf. [22, 23] ). It follows that
However, clearly
) for all v ∈ {0, 1} + , so (10) implies that (9) holds for all w ∈ {0, 1} + , as required.
Example 2.5. In the case of slope 1/2, the calculations below show that 01010101 is majorized by both 00110011 and 00101101, but that 00110011 and 00101101 are unrelated. Corollary 2.6. Suppose w ∈ {0, 1} Q has slope p/q, where 1 ≤ p < q are coprime integers, that w is not balanced, and that b ∈ W p,q is balanced. Then Proof. Since w is not balanced,
In particular,
Setting i = 1 and i = Q − 1 in (6) gives
so by (11) these inequalities are strict. This corresponds to strict inequality, in the lexicographic order, between the corresponding words, as required.
Remark 2.7. Corollary 2.6 was originally proved, via entirely different methods, by Bernhardt [3] ; an alternative proof is due to Gambaudo, Lanford & Tresser [14] . In all other cases 2 ≤ i ≤ Q − 2, the inequality (6) is new.
In fact it should be possible to replace (6) with strict inequalities (provided i = Q):
Conjecture 2.8. Under the hypotheses of Corollary 2.6,
Remark 2.9. In general it is possible for partial sums of distinct v and w to be equal: for example we saw above that if v = 00001101 and w = 00001011 then S 5 (v) = 262 = S 5 (w).
We can now prove the theorems which were stated in §1:
Proof of Theorems 1.2, 1.4, 1.6, 1.8. Suppose the non-balanced word w ∈ {0, 1} Q has slope p/q, where 1 ≤ p < q are coprime integers, and that b ∈ W p,q is balanced. The weak inequality (7) implies the strict inequality
whenever f : [0, 1] → R is strictly convex. In particular, the function f (x) = (x − p/q) 2 is strictly convex, so Theorem 1.8 follows.
If, on the other hand, f :
In particular f (x) = log x is strictly concave, so
From this we deduce Theorems 1.2 and 1.4, that the product P (w) = Q i=1 I i (w) is maximized precisely when w is balanced, as well as the formulation (Theorem 1.6) in terms of arithmetic and geometric means.
Symmetric means and Schur-convexity
The work of Hardy, Littlewood & Pólya [17, 18] on majorization was inspired by a theorem of Muirhead [30] on comparisons of so-called symmetric means. Before recalling the general form of Muirhead's theorem, we first state its consequences in our setting, when combined with Theorem 2.4. Let P m denote the set of permutations of {1, . . . , m}. for all (a 1 , . . . , a 5 ) ∈ R 5 + , with equality if and only if a 1 = . . . = a 5 . As usual, there is a more general version which applies to all words w ∈ {0, 1} + : Corollary 3.3. Suppose w ∈ {0, 1} Q has slope p/q, where 1 ≤ p < q are coprime integers. If b ∈ W p,q is balanced then 
for all (a 1 , a 2 , a 3 , a 4 ) ∈ R 4 + , with equality if and only if a 1 = . . . = a 4 . The general form of Muirhead's theorem (see [30] , or [27, Ch. 3.G]) asserts that if (x 1 , . . . , x Q ) ≺ (y 1 , . . . , y Q ), then
for all (a 1 , . . . , a Q ) ∈ R Q + , with equality if and only if a 1 = . . . = a Q . A quantity of the form 1
(note the normalisation factor 1/Q! in (15)) is known as a symmetric mean 6 (symmetric in the variables a 1 , . . . , a Q ). The best known examples of symmetric means are the arithmetic and geometric means: if (x 1 , . . . , x Q ) = (0, . . . , 0, 1) then
6 Sometimes this terminology is reserved for the case when x1 + . . . + xQ = 1.
The classical arithmetic-geometric mean inequality asserts that (16) is larger than (17) for all (a 1 , . . . , a Q ) ∈ R q + , with equality if and only if a 1 = . . . = a Q . So Muirhead's theorem can be seen as a generalisation of this well known inequality (note that clearly (1/Q, . . . , 1/Q) ≺ (0, . . . , 0, 1)).
In fact Muirhead's theorem can nowadays be viewed as a special consequence of Schur-convexity (named after the pioneering work of Schur [33] ). A real-valued function ϕ defined on a subset A of R Q is called Schur-convex if ϕ(x) ≤ ϕ(y) whenever x, y ∈ A are such that x ≺ y. In other words, the Schur-convex functions are precisely those which are isotonic with respect to the partial order of majorization. Another well-known sufficient condition for a function ϕ to be Schur-convex is that it be symmetric and convex (see e.g. [27, Prop. 3 
.C.2])
. Indeed for such a ϕ, if t 1 , . . . , t Q ∈ R then the function
is also Schur-convex [27, p. 86] , and the particular choices
which is precisely the quantity treated in Muirhead's theorem. In order to generalise Corollaries 3.1 and 3.3, our Theorem 2.3 may be combined with various functions which are known to be Schur-convex (see e.g. [27] for examples of such functions) in order to derive new characterisations of balanced words.
Doubly stochastic averages
A square matrix with non-negative entries is called doubly stochastic if each of its row and column sums is equal to one. Given vectors x, y ∈ R Q , we say that x is a doubly stochastic average of y if x = A y for some doubly stochastic matrix A.
Given v, w ∈ {0, 1} + , we say that v (respectively O(v)) is a doubly stochastic average of w (respectively O(w)) if I(v k ) is a doubly stochastic average of I(w l ) for some k, l ≥ 1.
If x is a doubly stochastic average of y, with doubly stochastic matrix A such that
whenever f is convex, by Jensen's inequality (which is applicable because j A(i, j) = 1 for each i). This simple argument, which seems to have first been articulated by Schur [33] , implies that x ≺ y whenever x is a doubly stochastic average of y, by the Hardy-Littlewood-Pólya characterisation of majorization used in the proof of Theorem 2.4. In fact Hardy, Littlewood & Pólya [17, 18] (see also [27, 28, 35] ) proved that the converse is true as well, so by Theorem 2.3 we have:
Corollary 4.1. Suppose w ∈ {0, 1} + has slope p/q, where 1 ≤ p < q are coprime integers. The unique balanced orbit in W p,q is a doubly stochastic average of w. 
the balanced orbit 01 is a doubly stochastic average of 000111.
Transfers
If x ≺ y then the doubly stochastic matrix A satisfying x = Ay is in general not unique; indeed little is known about the set of doubly stochastic matrices realising a given majorization (see [27, p. 40] ). One means of constructing A is provided by the following notion:
Definition 5.1. Given x ∈ Z Q + , a transfer is a linear transformation T : R Q → R Q such that, for some 1 ≤ i, j ≤ Q with x j > x i , the vector x := T (x) satisfies x i = x i + 1, x j = x j − 1, and x k = x k for k = i, j.
In other words, a transfer evens up the components of a vector, by simultaneously decreasing by 1 the value of a "large" component and increasing by 1 a "small" component 7 ; in [35] they are described as Robin Hood transformations. Transfers were employed by Muirhead [30] in the proof of his theorem (see §3), as well as by Hardy, Littlewood & Pólya [17, 18] , and Folkman & Fulkerson [13] . Transfers are also of interest in economics, in the theory of income distribution (see e.g. [11] ), their consideration in this context dating back to the work of Dalton [12] (see also [26, 31] ).
Explicitly, the linear transformation effecting the transfer in Definition 5.1 is given by the Q × Q (doubly stochastic) matrix A defined by
, and A(k, l) = δ kl for k, l ∈ {1, . . . , Q} \ {i, j} . Muirhead [30] (see also [27, p. 135] ) proved that if x ≺ y then x can be obtained from y by a (finite) number of transfers 7 This notion of transfer can obviously be generalised: the amount transferred between the two components need not equal 1, and the vectors involved could have real rather than integer components.
8 Clearly the converse also holds: a transfer is given by a doubly stochastic matrix, and a product of doubly stochastic matrices is again doubly stochastic, so Schur's calculation (19) , together with the Hardy-Littlewood-Pólya criterion of §2, implies the majorization. A natural idea is to define an operation which exchanges the position of some (cyclically) adjacent symbols 0 and 1. For example 0011 can be balanced by exchanging the middle letters, to get 0101, while 00011 can be balanced by swapping the 3rd and 4th letters, obtaining 00101. The word 000111 can be transformed to 001011 by swapping the middle two letters (note that 001011 ≺ 000111); then we swap first and last letters to obtain 101010, which is balanced. Of course these balancing operations can be reversed, in which case their effect is to unbalance rather than balance; therefore criteria for recognising which adjacent symbols should be swapped are necessary. Moreover, if this notion is to bear fruit then some refinement is necessary, since there exist unbalanced words which cannot be transformed to the balanced word via a sequence of such operations. For example if w = 00101101 then each of the six possible exchanges of adjacent 0 and 1 yields a word which either majorizes w, or is incomparable to w.
Balanced sequences
If the word w ∈ {0, 1} + is balanced, the (infinite) 0-1 sequence
is a particular example of a balanced sequence, i.e. a 0-1 sequence such that ||z| 1 − |z | 1 | ≤ 1 for any two finite subwords z, z with |z| = |z | (see e.g. [1, Chs. 9, 10], [4] or [32, Ch. 6] ). If ω = (ω i ) ∞ i=1 is any balanced sequence then its slope lim n→∞ |ω 1 . . . ω n | 1 /n is always defined. The sequence w ∞ has rational slope, but there exist balanced sequences with irrational slope, often called Sturmian sequences.
9
Indeed if ∈ (0, 1) is irrational then there are uncountably many balanced sequences with slope .
Although the results of this paper have natural analogues in the case of irrational slope, in order to make uniqueness statements it is more convenient to formulate these results in terms of balanced measures. For ∈ [0, 1], the balanced measure of slope is a probability measure on the set of all 0-1 sequences, invariant under the left shift map, and giving full measure to the set of all balanced sequences of slope . We will not elaborate on all of the irrational slope versions of the results in this paper (though the interested reader should be able to re-construct them in conjunction with [23] ), instead restricting attention to the following analogue of Theorem 1.8 (here by the slope of a general shift-invariant probability measure we mean the measure of the set of all 0-1 sequences ω whose first symbol ω 1 equals 1): Theorem 6.1. For each ∈ [0, 1], the balanced measure of slope has smaller standard deviation than any other shift-invariant probability measure of slope .
The standard deviation of the balanced measure of slope varies continuously with ; this is depicted in Figure 2 in the range ∈ [1/5, 1/2].
Clearly the smallest possible standard deviation of a balanced measure is 0: this occurs for the balanced measures of slopes 0 and 1, which are both concentrated on a single point. An open problem, however, is to determine the balanced measure 10 with largest standard deviation. 9 The terminology is unfortunately a little confused. Morse & Hedlund [29] considered what they called Sturmian trajectories (in our setting the term trajectory means a 0-1 sequence), and these correspond precisely to what we are calling balanced sequences. So, following [29] , it may seem more natural to talk of Sturmian sequences instead of balanced sequences, and indeed many authors adopt this convention (see e.g. [8, 9, 10, 21, 25, 34] ). However, many other authors reserve the term Sturmian sequence to denote a balanced sequence with irrational slope. The reason for this seems to stem from an emphasis on the irrational case, both initially (Morse & Hedlund were interested in examples of recurrent behaviour which was not periodic, see also [20] ), but also subsequently (various properties, for example the characterisation in terms of smallest subword complexity, are more conveniently formulated in the irrational case). Our use of the term balanced word throughout this article is consistent with [24] , and differs from the notion of a Sturmian word (see [24] for further discussion). We have carried out numerical computations related to this problem. Namely, for a large number of rational values of we have computed the standard deviation (2) of the balanced measure (in this case an orbit) of slope . The rational values in question correspond to higher levels of the Farey tree (see e.g. [19] ; the first four levels of the Farey tree are given below). The above computations suggest that a maximum standard deviation, slightly larger than 0 · 1838480279684, is attained when is close to 676/1761 ≈ 0 · 383873 (and, by symmetry, when is close to 1085/1761).
Remark 6.3. Hajek [16] has identified a class of functions, which he called multimodular, with the property that the balanced measure of slope has smaller ergodic average than other shift-invariant measures of slope . While the results in this paper are similar in spirit to [16] , their substance is very different: multimodular functions are simple functions defined on an abstract shift space in terms of multidimensional convex functions, whereas our convex functions are one-dimensional, and our results depend on base-2 expansions rather than on purely symbolic properties. In particular, the results of this paper cannot be deduced from those of [16] , nor the various multimodular generalisations (see e.g. [2] ).
