Using an improved estimator in the loop-cluster algorithm, we investigate the constraint effective potential of the magnetization in the spin 1 2 quantum XY model. The numerical results are in excellent agreement with the predictions of the corresponding low-energy effective field theory. After its low-energy parameters have been determined with better than permille precision, the effective theory makes accurate predictions for the constraint effective potential which are in excellent agreement with the Monte Carlo data. This shows that the effective theory indeed describes the physics in the low-energy regime quantitatively correctly.
Introduction
When a nonperturbative system of many strongly coupled degrees of freedom undergoes the spontaneous breakdown of a continuous global symmetry, massless Goldstone bosons arise as the relevant low-energy degrees of freedom. Despite the fact that the underlying microscopic system can usually only be studied numerically, the low-energy dynamics of the Goldstone bosons can be addressed analytically using a systematic low-energy effective field theory. The a priori unknown low-energy parameters of the effective theory can then be determined by matching the results of numerical simulations of the underlying microscopic system to analytic results of the effective field theory. Thanks to this interplay between numerical simulations and analytic effective field theory calculations, important insights have been gained into the Higgs sector of the Standard model [1, 2] and the dynamics of QCD as well as of magnetic systems, including the undoped precursors of high-temperature superconductors [3, 4] . The latter are described by a low-energy effective theory for magnons [5] [6] [7] [8] [9] -the Goldstone bosons of the spontaneously broken SU(2) spin symmetry. Using this theory, the shape of the constraint effective potential of the order parameter has been worked out in detail by Göckeler and Leutwyler [10, 11] . Their predictions for the shape of the constraint effective potential had already been tested against Monte Carlo simulations of classical 3-d O(3) and 4-d O(4) lattice models [12] . Recently, we have performed a high-accuracy investigation of the antiferromagnetic spin 1 2 quantum Heisenberg model on a square lattice [13] . In particular, we have employed a new improved estimator for the distribution of the staggered magnetization using the loop-cluster algorithm [3, 4, 14] . The very accurate Monte Carlo data were then compared with the analytic results of the magnon effective theory, resulting in a determination of the low-energy parameters with permille accuracy. In this paper, we extend this investigation to the (2 + 1)-d quantum XY model, which models quantum magnetism, as well as superfluidity of hard-core bosons and has a spontaneously broken U(1) symmetry. The analytic results of the effective field theory readily apply to the Goldstone bosons of superfluidity. In the present paper, however, we will use "magnetic" language throughout, having in mind quantum magnetism. After its low-energy parameters have been determined with better than permille precision, the effective theory makes unambiguous predictions for the constraint effective potential, which are in excellent agreement with the Monte Carlo data.
The rest of this paper is organized as follows. In section 2 we summarize the predictions of the low-energy effective field theory. In section 3 we present the results of our numerical simulations obtained with the loop-cluster algorithm, which are compared with the effective field theory predictions in section 4. Finally, section 5 contains our conclusions.
Effective Field Theory Predictions
In section 4 we will compare our very accurate Monte Carlo data with the effective field theory predictions of Göckeler and Leutwyler [10, 11] which are derived from a scalar 3-d O(N)-symmetric effective field theory. Here, we summarize those results that are relevant for our study. While these results were derived in the framework of a 3-d relativistic quantum field theory, they are readily applicable to the (2 + 1)-d quantum XY model, because at low energies its Goldstone boson has a linear "relativistic" dispersion relation. The Hamiltonian of the quantum XY model is defined as
where x and y are nearest-neighbor sites on a square lattice with spacing a, and J > 0 is a constant. Working in natural units in which = 1, the spin (2.
2)
The quantity B = (B 1 , B 2 ) is a uniform magnetic field in the XY plane that couples to the magnetization order parameter
In the infinite volume limit and at zero temperature, the vacuum expectation value of M is non-zero, signaling the spontaneous breakdown of the U(1) spin symmetry, which is generated by the 3-component of the total spin
It should be noted that, in contrast to the Heisenberg model which has an SU(2) spin symmetry, even at B = 0, here only the generator S 3 commutes with the Hamiltonian. It should also be pointed out that, on a bipartite lattice, in the absence of a magnetic field, both the antiferromagnetic and the ferromagnetic XY model describe the same physics, since they are related to each other by a unitary transformation.
At low energies, the relevant degrees of freedom are the Goldstone bosons resulting from the spontaneously broken global symmetry. In the present case of the XY model, the U(1) spin symmetry breaks completely, and we thus have one magnon (or superfluid Goldstone boson, depending on the physical interpretation of the quantum XY model). The low-energy effective field theory is formulated in terms of the magnetization order parameter field
where x = (x 1 , x 2 , t) is a point in Euclidean space-time. Up to higher-order corrections in a derivative expansion, the effective action takes the form 6) where ρ is the spin stiffness, c is the spin-wave velocity, and M is the magnetization density. The partition function is then given by
The dispersion relation of the magnon takes a "relativistic" form, where the velocity of light is replaced by the spin-wave velocity c. By introducing x 3 = ct, the effective action can thus be written in the manifestly Euclidean space-time rotation-invariant form
Since the underlying XY model does not exhibit Euclidean rotational invariance, the symmetry is accidental and exists only in the leading terms of the derivative expansion. Indeed, higher-order four-derivative terms in the effective action break Euclidean space-time rotation invariance down to the discrete rotation subgroup of the square lattice.
The system, described by the effective action (2.6), is considered in a periodic cubic space-time volume L × L × β with the inverse temperature fixed at β = L/c.
1
The space-time average of the magnetization is given by
In contrast to [10, 11] , we have included a factor 1 2 in the definition of Φ because the quantum spins of the underlying XY model have S = 1 2 , while the effective field e(x) is normalized to 1. The probability distribution of the mean magnetization Φ is obtained as a δ-function constrained path integral for the partition function
As a consequence of the U(1) symmetry, it only depends on the magnitude Φ = | Φ|. This distribution is normalized according to
One of the fundamental quantities in the present study is the constraint effective potential u(Φ). It represents the free energy density of the model which is obtained by computing the path integral over configurations constrained to a given fixed mean magnetization value Φ, and is determined by
The analytical expression for the normalization factor N , derived in [10] reads
where we have defined the magnetization per spin M = Ma 2 . The quantity β 0 is a shape-dependent coefficient characterizing the geometry of the space-time box. For the exactly cubical space-time volume considered here it is given by β 0 = 1.45385. In the infinite-volume and zero-temperature limit the constraint effective potential approaches the infinite volume effective potential which is known to be a convex function of Φ [15, 16] . In a finite volume, on the other hand, u(Φ) is not necessarily convex. We may define an extensive variant of the intensive quantity u(Φ) as
Within the effective field theory framework, the finite-size corrections to the constraint effective potential were systematically worked out by Göckeler and Leutwyler [10, 11] . Near its minimum the 1/L expansion of U(Φ) takes the form
The quantities U 0 (ψ) and U 1 (ψ) depend on L only through the rescaled variable
The leading order contribution to the constraint effective potential is given by the inverse Laplace transform
of the function
Again, the quantities β n are shape-dependent coefficients of the finite space-time box which are described in detail in appendix B of [17] . Remarkably, the function Γ(ix) is entirely kinematical and thus, unlike U 1 (ψ), the quantity U 0 (ψ) is universal, i.e. completely independent of the low-energy parameters [11] . Hence U 0 (ψ) is the same for all 3-d systems with a spontaneously broken U(1) symmetry, including the 3-d classical and the (2 + 1)-d quantum XY model. The 1/L correction to the leading contribution U 0 (ψ) is given by
with
Furthermore, k 0 appearing above is a low-energy constant which is given by
where h 1 and h 2 are the low-energy constants associated with the higher-order terms in the effective action
A non-zero magnetic field B in the XY plane turns the magnons into pseudo-NambuGoldstone bosons with a non-zero mass m determined at leading order by
The constant k 0 also appears in the B-dependence of the field expectation value
It should be noted that eq.(2.24) was derived in the p-regime of chiral perturbation theory in which mcL ≫ 1 while mc 2 , c/L ≪ 2πρ. In particular, in eq.(2.24) one cannot make B (and thus m) arbitrarily small, because one would otherwise enter the ǫ-regime in which mcL ≈ 1.
The low-energy constant k 0 can be determined either from U 1 (ψ) or | Φ (B)| by fitting the relevant Monte Carlo data to the corresponding theoretical predictions (eq.(2.19) and eq.(2.24)). As we will demonstrate later, the numerical values for k 0 obtained from U 1 (ψ) and | Φ (B)| are consistent.
Göckeler and Leutwyler have also worked out analytic predictions for the first and second moment of the probability distribution p(Φ) up to two loops. They obtained
where the additional shape-dependent coefficients for the cubic box considered here are given by β 1 = 0.225785 and β 2 = 0.010608 [17] .
Other physical quantities of central interest are the susceptibilities. First, one identifies the order parameter susceptibility
x is the first component of the magnetization. A second susceptibility refers to the U(1) conserved quantity M 3 and is defined as
x . Both χ 1 and χ 3 can be measured very efficiently with the loop-cluster algorithm using improved estimators [3] .
Another reference that provides analytic effective field theory results, which can be compared with our Monte Carlo data, is a paper by Hasenfratz and Niedermayer [9] . Using magnon chiral perturbation theory up to two-loop order, they obtained the finite-size and finite-temperature effects of χ 1 in the ǫ-regime
The quantity l = (βc/L) 1/3 determines the shape of an approximately cubic spacetime box of volume L × L × β, with βc ≈ L. The functions β i (l) are known shape-dependent coefficients [9, 17] . For an exactly cubical space-time volume (i.e. for l = 1) the result of eq.(2.28) agrees with eq.(2.25) since
The factor 2 arises due to the two components of the magnetization vector. Remarkably, up to two-loop order the analogous expression for χ 3 takes the simple form
which does not display any corrections of lower orders,
The above expressions have been used to determine the low-energy parameters by a fit of χ 1 and χ 3 to Monte Carlo data [18] 
In this very accurate study, the cubical geometry has been reached by tuning β until temporal and spatial winding numbers agreed. The spin-wave velocity has then been determined as c = L/β with fraction of a permille precision. The fitted magnetization density is consistent with the result M = 0.437(2)/a 2 obtained in [19] . For the 2-d spin 1 2 Heisenberg model, using the same method, the corresponding lowenergy parameters have recently also been determined with fraction of a permille accuracy in [20] .
Probability Distribution of the Magnetization
The quantum XY model can be simulated very efficiently with the loop-cluster algorithm [3, 4, 14] . In [21] the Kosterlitz-Thouless phase transition has been studied for the first time using the loop-cluster algorithm. The transition temperature T KT has been determined very precisely from the winding numbers, which was not possible before. By using the same improved estimator as introduced in [13] we extract the probability distribution of the magnetization. Every cluster contributes additively to the first component of the magnetization. The cluster size |C| (i.e. the number of lattice points in a given cluster) determines the first component of the magnetization of the cluster C, which is proportional to ±|C|. Under cluster flip the magnetization of a cluster changes sign. Starting from a given spin configuration, the distribution of the magnetization is recorded as a histogram which is built iteratively using one cluster after another. The initial histogram p 1 (m) (with m ∈ {−M, −M +1, ..., 0, ..., M −1, M}, where M is the number of space-time lattice points) is constructed from the first cluster as
The two entries of the initial histogram correspond to the two possible orientations of the first cluster, each arising with probability 
The final histogram after N steps is given by p N (m). In figure 1 we show examples of histograms p N (m) obtained for two individual spin configurations. In the left panel the example contains one cluster that is bigger than all the other clusters together. Therefore the region around m = 0 is not sampled. Additionally, there are two relatively large clusters that give rise to the multiple peaks in the distribution. On the other hand, in the example shown in the right panel, there are two clusters of similar size, such that the region around m = 0 is also sampled. The average of the histograms p N (m) for all configurations in the Markov chain generated by the cluster algorithm yields the final probability distribution of the first component of the magnetization
By construction, it is properly normalized as
The numerical effort to build the improved estimator is proportional to the number of lattice points M and, in addition, proportional to the number of clusters N. Since the number of clusters is proportional to the volume, the evaluation of the improved estimator requires a computational effort proportional to M 2 , and thus becomes rather time-consuming for large volumes. Still, the improved estimator increases the statistics by a factor of 2 N which is exponential in the volume. Therefore investing a polynomial effort M 2 should still be justified. Compared to [13] where the method had been implemented in a straightforward manner, we have been able to achieve substantial improvements. This allows us to investigate volumes as large as 64 2 while our original study of the Heisenberg model was limited to 24 2 lattices.
Remarkably, the computational effort to build the histograms can be reduced by a factor of order up to 1000 (for a volume 64
2 ) by several optimizations. First of all, it is obvious that one should evaluate eq.(3.2) only for
for the i-th iteration step. Therefore most of the zero values at the border of the partial histograms are not evaluated explicitly. By sorting the clusters by their sizes and building the histogram by starting with the smallest clusters and finishing with the largest, M i and therefore the computational effort per iteration grows as slowly as possible. Due to the time-discretization [3] (which has four Trotter steps), all cluster sizes |C i | are multiples of 2. Hence the cluster sizes can be divided by 2 when building the histograms. This halves memory usage and it also halves the loop sizes for evaluating equation (3.2) . A further optimization is to use two arrays for the partial histograms. One is the source and the other the destination for the new histogram. The roles alternate per iteration. This prevents some memory allocations, copy operations and initializations with zeros. The histogram is symmetric. So only the part for m ∈ {0, ..., M − 1, M} is held in memory and equations (3.1) and (3.2) are modified as
and
Generating a cluster size histogram for one configuration one observes a relatively large number of clusters with the same small cluster size. Hence, an improvement is to treat clusters of equal sizes in one iteration using the fact, that a histogram of an even number of clusters of only one equal size equals to
where n |C| is the number of clusters of size |C|. For odd n |C| the corresponding histogram equals to
A further improvement uses the fact that partial histograms built by eq.(3.1) always contain zero values either for odd or for even m. This holds for arbitrary cluster sizes |C i |. By tracking these two cases and using only the non-zero values one can further optimize the computational effort. All these optimizations do not influence the resulting histogram. For large volumes the computational effort is still growing with the square of the volume.
The final optimization is more delicate. We have found that it is possible to divide the cluster size by some volume-dependent factor larger than 2. The round off error is treated by an error propagation technique, which is currently not yet fully optimized. The division of the cluster size alters the resulting histogram. The dividing factor is chosen empirically, such that the resulting systematic error is smaller than the statistical error of the Monte Carlo data. For our simulations the dividing factor was proportional to L. The computational effort grew with a power of about 1.3 of the volume. This method could also be used for simulations in continuous time which result in non-integer cluster sizes.
The mean value of the first component of the magnetization Φ 1 corresponding to a given value of m is
The factor 2 arises because we are dealing with quantum spins 1 2 . Now one can identify the probability distribution of the first component of the mean magnetization as
It turns out that the non-zero entries of the histogram p(m) correspond to values of m which are multiples of 4. In order to eliminate artifacts of the Trotter decomposition, we perform a binning of the histograms p(m) with four consecutive points in each bin. This implies that
Altogether, we obtain 13) with m constrained to be a multiple of 4. By construction, in the Euclidean time continuum limit the resulting probability distribution is normalized as
Using the loop-cluster algorithm in its discrete-time variant [3, 14] , we have simulated the spin the first component Φ 1 of the magnetization has been obtained using the improved estimator described above. A typical distribution is shown in figure 2 . As we will see below, the information about the vicinity of the minimum of the constraint effective potential u(Φ) is contained in the region of Φ 1 where p(Φ 1 ) has its maxima.
Due to the U(1) symmetry of the Hamiltonian, the probability distribution of the magnetization p(Φ 1 ) depends only on the magnitude of the order parameter Φ. Consequently, the probability distribution p(Φ) can be expressed in terms of the probability distribution of the first component p(Φ 1 ) by using the relation
which can be cast into the form
The above relation is known as the Abel transform of the quantity p(Φ) and can be inverted, provided that both p(Φ) and its derivative p ′ (Φ) tend to zero faster than 1/Φ as Φ → ∞. For the probability distribution p(Φ) one then obtains
Hence, given the Monte Carlo data for p(Φ 1 ), the probability distribution of the magnitude of the magnetization can be extracted. With the above equations one readily checks that the probability distribution p(Φ) is properly normalized 18) provided that p(Φ 1 ) is normalized (see eq.(3.14)). We have determined the probability distributions p(Φ) from p(Φ 1 ) using eq.(3.17). In figure 3 some representative results for 2πΦp(Φ) are shown. The mean value of Φ decreases as the volume increases, and the width of the distribution p(Φ) becomes narrower. It should be pointed out that the distribution is not symmetric around its maximum. The distribution turns into a δ-function in the infinite volume limit, centered at Φ = M = 0.43561(1).
Furthermore, we compute the first and second centered moments Φ and (Φ − Φ )
2 of the distribution p(Φ). Once we have computed p(Φ) this can be done in a straightforward manner using the improved estimator which requires a computational effort proportional to M 1.3 . 
Comparison of Monte Carlo Simulations and Effective Theory Predictions
In table 1 the first and second centered moments Φ and (Φ− Φ ) 2 of the distribution p(Φ) are compared with the effective field theory predictions of eq.(2.25). The errors of the theoretical predictions are due to the uncertainties in the low-energy parameters of eq.(2.31) and due to neglecting higher-order corrections. For the first moment the agreement is very good for L/a ≥ 16. The absolute value of the second moment is very small and its statistical error is relatively large. Still, there are systematic discrepancies between the Monte Carlo data of the first moment for small L, the second moment, and the O(1/L 2 ) effective theory predictions of eq.(2.25). This discrepancy is well accounted for by additional O(1/L 3 ) corrections. Such corrections involve next-to-leading low-energy parameters which multiply higher-order terms in the effective action. At order O(1/L 3 ) we would also have to evaluate 3-loop graphs. This calculation, however, has not yet been worked out in the effective theory. Parameterizing the 3-loop terms with unknown coefficients α 1 and α 2 , i.e.
one obtains good fits to the Monte Carlo data for α 1 = −0.0013(2) and α 2 = −0.00061 (5) . This shows that the Monte Carlo data are described well by the theoretical predictions. One may conclude that precise calculations of the two moments, combined with 3-loop predictions of the effective theory, would allow the determination of some combination of sub-leading low-energy parameters.
Starting from the probability distribution p(Φ) one obtains the constraint effective potential u(Φ) by using the relation p(Φ) = N exp(−L 3 u(Φ)). The constraint effective potentials corresponding to the curves in figure 3 are displayed in figure  4 . With increasing volume the constraint effective potential approaches the effective potential, which is known to be a convex function. Using the rescaled variable ψ = (ρL/c)(Φ− M)/ M, one can also consider the extensive quantity U(ψ) = L 3 u(Φ) which is shown in figure 5 .
2 ), we have computed the universal part U 0 (ψ) by using Monte Carlo data for L/a between 8 and 64. Some values of the function U 0 (ψ) extracted from the numerical data are compared with the analytic result of eq.(2.17) in figure 6 . It should be pointed out that the observed agreement does not rely on any adjustable parameters. Even the normalization constant N of eq.(2.13), which fixes an additive constant in the constraint effective potential, is predicted by the effective theory. As quantified in table 2, in the interval ψ ∈ [0, 0.2], i.e. around the minimum of the constraint effective potential, the theoretical values of U 0 (ψ) and the numerical data agree remarkably well. To determine the low-energy constant k 0 , we have used the extracted data for U 1 (ψ) as well as their theoretical prediction of eq. (2.19) . A fit of the data to eq.(2.19) leads to k 0 = −0.0027 (2) . The result is illustrated in figure 7 . Furthermore, k 0 can also be determined from fitting the B-dependent field expectation values | Φ (B)| to their theoretical prediction of eq.(2.24). Since such an analysis provides a good check for the quantitative correctness of the numerical value for k 0 determined from U 1 (ψ), we calculate | Φ (B)| for several values of the magnetic field B and the box size L by using the technique of reweighting. Table  3 contains the results of | Φ (B)| obtained from reweighting. Using the data in table 3 as well as the corresponding theoretical prediction of eq.(2.24), we arrive at k 0 = −0.0026(3) which is in excellent agreement with k 0 = −0.0027(2) calculated from U 1 (ψ). The statistical consistency between k 0 = −0.0026(3) determined from table 3 and the k 0 -value obtained from U 1 (ψ) also demonstrates the reliability of the reweighting technique employed for the determination of the data in table 3. Indeed, we have observed consistency between the data in table 3 with the largest B-field for each L and the corresponding | Φ (B)| determined by switching on explicitly a uniform magnetic field in the Monte Carlo simulations. Since for each L, the largest B imposes the greatest challenge for the reweighting method, we conclude that all the data in table 3 obtained by reweighting are indeed quantitatively correct.
Conclusions
We have computed the probability distribution of the magnetization in the (2 + 1)-d XY model by using an improved estimator as first proposed in [13] . Substantial improvements in the implementation of the method have allowed us to reach spatial volumes as large as 64 2 (or even 96 2 to calculate | Φ (B)|). Using the improved estimator in a loop-cluster algorithm simulation, we have determined the first and 
