Introduction
Articular cartilage serves as the load-bearing material of diarthrodial joints, with excellent friction, lubrication and wear characteristics ͓1͔. Both the composition and structure of cartilage vary through the depth of the tissue ͓2-6͔. In normal articular cartilage, the water content decreases from more than 80% at the surface to 65% in the deep zone ͓7͔; the concentration of proteoglycans is relatively low in the superficial tangential zone and increases to a higher value in the middle zone ͓8,9͔; the thickness, density, and alignment of collagen fibrils/fibers also vary from the articular surface, where fibrils are oriented parallel to the articular surface, to the deep layer, where fibrils are perpendicular to the tidemark ͓10-14͔. Osteoarthritis may exacerbate these spatial variations. For example, proteoglycan loss from osteoarthritic cartilage may further lower its concentration near the surface ͓2,15͔.
The heterogeneous composition and structure of cartilage hints to the inhomogeneity and anisotropy of the tissue's mechanical properties ͓16,17͔. Accurate determination of these inhomogeneous properties has long been a challenging task in the field of cartilage mechanics ͓8,18 -35͔. Recently, the common material testing configuration of uniaxial compression ͑confined or unconfined͒ has been combined with video microscopy to acquire digital images of both undeformed and deformed tissue samples. Direct measurement of strains or strain distributions within individual samples was achieved by manual or semi-automated processing of the images ͓5,21,22,29,31,32͔, though the methods employed have generally proved to be tedious and potentially suboptimal. Nevertheless, video microscopy has provided a superior ability to observe strains within the loaded tissue, rather than relying on platen-to-platen displacement under loading.
In the current study, the application of an optimized digital image correlation technique is reported, which can achieve efficiency and accuracy in the measurement of two-dimensional deformation fields in cartilage. This technique relies on matching the random patterns recorded in images to directly obtain surface displacements and to get displacement gradients from which the strain field can be determined. Digital image correlation is a well developed technique that has numerous and varied engineering applications, including in soft and hard tissue biomechanics ͓36 -45͔. The specific objectives of this study are: 1͒ to validate optimized digital image correlation ͑DIC͒ for cartilage mechanics; 2͒ to describe the application of an automated approach that combines the optimized DIC with video microscopy to directly measure the two dimensional strain distributions within cartilage; 3͒ to apply this methodology for determining the depth-dependent apparent elastic modulus and a depth-dependent apparent Poisson's ratio for immature bovine articular cartilage. With respective to specific objective 3, based on recent theoretical findings regarding the role of cartilage tension-compression nonlinearity in its functional response ͓46,47͔, it is the hypothesis of this study that Poisson's ratio will be smallest near the articular surface and will
where F(x,y) is the pixel intensity ͑or grayscale͒ value at coordinate ͑x, y͒ for the reference image and G(xЈ,yЈ) is the intensity value at point (xЈ,yЈ) of the deformed image ͑Figs. 1͑a, b͒͒. The rectangular template surrounding the point P in the reference image whose displacement is sought is of size NϫM . The coordinates ͑x, y͒ and (xЈ,yЈ) are related by the deformation which occurs between acquisition of the two images. If the motion of the specimen relative to the camera is parallel to the image plane, then ͑x, y͒ and (xЈ,yЈ) are related to a first order by ͓48͔ 
where u and v are the displacements for the subset centers in the x and y directions respectively. The terms ⌬x and ⌬y are the distance from the template center to point ͑x, y͒. Including gradient terms in Eq. ͑2͒ signifies that the NϫM rectangular template surrounding point P can be stretched or compressed ͑as represented by the normal strain terms ‫ץ‬u/‫ץ‬x and ‫ץ‬v/‫ץ‬y͒, sheared ͑shear strain term (‫ץ‬u/‫ץ‬yϩ‫ץ‬v/‫ץ‬x)/2͒ and rotated ͑rotation term (‫ץ‬v/‫ץ‬xϪ‫ץ‬u/‫ץ‬y)/2͒ as the template is being optimally matched to the corresponding point PЈ in the deformed image. For digital images, no gray level information is available between pixels. If only pixel center coordinates are used for x, y, xЈ, Fig. 1 Images of cartilage sample surface before "a, c… and after loading "b, d…. All images were taken for the same sample using either fluorescence "a, b… or transmitted light "c, d… microscopy. The frames in the figure illustrate the template or subset used in optimized DIC. yЈ in Eq. ͑2͒, the displacements and gradient terms would not be independent. If this were the case, the deformation parameters would always have to be chosen such that xЈ and yЈ be a digitized pixel location. The nature of most problems to be studied is such that the displacement and gradient terms are independent. Therefore, an approximation of gray level values between pixels is needed. Bicubic spline interpolation to 1/16th pixel has been proved effective and was employed in this study ͓49͔. A quasiNewton algorithm, in which differential correction was determined using a line search paradigm and the Hessian matrix updated using the BFGS ͑Broyden, Fletcher, Goldfarb, Shanno͒ method ͓50͔, was used to maximize and estimate all six deformation parameters, (u,v,‫ץ‬u/‫ץ‬x,‫ץ‬u/‫ץ‬y,‫ץ‬v/‫ץ‬x,‫ץ‬v/‫ץ‬y), for each selected subset of NϫM pixels in the reference image. This particular algorithm ensured a global convergence given the highly nonlinear nature of the problem. Multiple subsets of images can be analyzed simultaneously using this optimized DIC to provide the deformation fields within the image plane of the specimen, making this technique amenable to parallel processing. In practice, the algorithm is applied on a sampled subset of points (x i ,y i ) (iϭ1,n) on the original image, yielding a discrete set of displacements (u i ,v i ).
Determination of Strain Fields. The partial derivatives obtained during the correlation analysis represent the average value for each subset and are strongly dependent on the local intensity variations. Therefore, it is more practical to apply smoothing algorithms to the u i and v i (iϭ1,n) fields to provide a continuous displacement field for performing strain analysis. Even though many different methods ͓51-56͔ can be used to smooth data, a technique that quantitatively chooses an unbiased, optimum smoothing parameter by utilizing the character of the noise to be eliminated is preferred. In this study, a thin-plate spline smoothing ͑TPSS͒ method ͓54,57͔ was used to smooth the noisy displacement data. One of the advantages of this algorithm is that the smoothing parameter, which controls the degree of smoothing, can be automatically and optimally determined by generalized crossvalidation ͑GCV͒ ͓58͔.
For a TPSS algorithm, the data model can be proposed as:
where the (x i ,y i ,u i ), iϭ1, . . . ,n, are observed data, f is an unknown function which is assumed to be reasonably smooth, and the i , iϭ1, . . . ,n, are independent, zero-mean random errors. A similar data model is used for v i . The smoothness of f is measured by the integral, over the entire plane of the square, of the partial derivatives of total order m,
Using this smoothness penalty, the TPSS algorithm estimates f , whose general form is given by Duchon ͓59͔, as the minimizer of
where is the smoothing parameter that is determined by generalized cross-validation. The minimizer f of S ( f ), with optimally determined , was solved by a modified version of GCV-PACK ͓57͔; mϭ2 was used in current study to ensure the continuities of all first order derivatives of f (x,y). The continuous displacement field functions u(x,y) and v(x,y) were determined using the smoothing algorithm for both u i and v i data sets. The Lagrangian strain tensor components were then determined Image Formation. The optimized digital image correlation requires a random pattern on the sample surface that can be readily identified in sequential images. For cartilage, this pattern may be created on the sample surface by suitable painting of the surface ͓29͔, or by appropriate illumination of the surface to highlight the roughness produced by the randomly distributed chondrocytes, or it may be based on fluorescently labeled cell nuclei. Chondrocytes, which are distributed throughout cartilage with a density of about 10 6 cells/ml, are essentially affixed within the dense extracellular matrix because they are three orders of magnitude larger than the effective pore size of the matrix ͓2,14͔. The movement of these cells thus can reflect the deformation of the sample within the imaging plane. Chondrocytes or fluorescently labeled cell nuclei have been used as fiducial markers to determine cartilage deformations, although the changes in marker positions have generally been tracked manually ͓5,21,22,26,33͔. Under microscopy, the visibility of these cells or cell nuclei under condensed transmission light ͑or under excitation if fluorescently labeled͒ and their relative positioning give rise to a random pattern on the sample surface ͑Fig. 1͒. This random pattern enables us to perform digital image correlation of sequential images that record the deformation of the sample. In this study, fluorescence images were used for optimized DIC unless otherwise specified.
An inverted microscope ͑Olympus IX70; Olympus America, Melville, NY, USA͒ equipped for transmission and epifluorescence microscopy with a 100-W xenon arc lamp, a DeltaRam high speed monochrometer, a DAPI filter cube, and a 0.3 NA U Plan Fluorite 10ϫ objective ͑Olympus America, Melville, NY, USA͒ was used for image acquisition in this study ͑Fig. 2͒. Images were recorded with a MicroMax 5-MHz interline transfer chip camera ͑Princeton Instruments, Trenton, NJ, USA; view 1300ϫ1030 pixels͒ and MetaFluor/MetaMorph imaging software ͑Universal Imaging Corporation, West Chester, PA, USA͒. The 1300ϫ1030 pixel image represented a 888 mϫ703 m sampling of the specimen focal plane at 0.683 m/pixel. Multiple overlapping images could be taken for one specimen in order to sample the full thickness or the whole cross section by controlling the movement of a motorized microscope stage ͑ProScan H128 Series; Prior Scientific, Rockland, MA, USA͒. These overlapping images were automatically combined in mosaics by image registration ͓60͔. Calibration Tests for Cartilage Measurements. Healthy carpometacarpal joints from 1-to 2-month-old calves were obtained from a local slaughterhouse 6 -10 hours post-mortem. A steel trephine with a 6 mm diameter core was used to harvest cartilage-bone plugs with the core axis perpendicular to the articular surface. Following harvesting, the plugs were rinsed with phosphate buffered saline ͑PBS͒ containing protease inhibitors ͑PI͒ and frozen at Ϫ80°C for storage until the day of use. On the day of testing, plugs were thawed to room temperature by immersion in freshly prepared PBSϩPI solution. Plugs were microtomed to remove residual subchondral bone and vascularized deep zone only, leaving the articular surface intact. 2 mm-diameter disks were cored out from each plug with a stainless-steel micro dissecting trephine ͑Biomedical Research Instruments, Rockville, MA͒. The disks were incubated in 1 ml of PBSϩPI with 5 g/ml Hoechst 33258 dye ͑Sigma Chemical, St. Louis, MO͒ for 1.5 hours at 24°C to stain cellular DNA. Before testing, each disk was cut into two semi-cylindrical specimens with a custom cutter.
An unconfined compression microscopy device was designed for this study, which incorporated two loading platens, each with a glass slide attaching to its free end to provide smooth, impermeable contact with the cartilage specimen ͑Fig. 2͒. One platen was rigidly connected to a precision miniature load cell ͑Model 31; Sensotec Inc., Columbus, OH, USA; range 0-50 grams͒ and the other to a differential screw micrometer ͑M-R-O Industrial Supplies, Manville, NJ; resolution 1 m͒. The semi-cylindrical cartilage sample was bathed in PBSϩPI in a testing chamber with a glass window at its bottom, sandwiched between the two loading platens with its rectangular cross section facing down toward the microscope objective ͓5͔. This custom loading device was mounted onto the motorized stage of the inverted microscope. The device was aligned so that the articular surface was perpendicular to one of the moving axes of the motorized stage. The microscope was focused on the rectangular cross-section, and all images were captured such that the image width contained the central region ͑0.7 mm͒ along the radial direction and the whole thickness (0.6 ϳ1.2 mm) of the cross section.
In a first set of calibration experiments, to determine the inherent minimum errors that could be expected from the system, images were acquired without deforming or displacing the sample. This baseline calibration test was run in two different ways. One utilized single image acquisition for each configuration, while the other utilized an averaged image from multiple acquisitions at each configuration. By using single image acquisition, the results would quantify errors from the optimized digital image correlation method as well as noise in the video acquisition system, whereas the multiple image acquisition and averaging procedure virtually eliminates the error introduced by random noise in the acquisition system. The averaged images were created from 15 images acquired over a two minute period. After the images were acquired, they were analyzed using the optimized DIC three times, each using subset size (NϫM ) of 20ϫ20, 40ϫ40 or 60ϫ60 pixels. The mean and standard deviation of the resulting displacement fields were determined for 400 points distributed over the entire imaging plane and used as measures of bias and random errors. Comparisons were performed using ANOVA with ␣ϭ0.05.
In a second set of calibration experiments, in order to determine the accuracy of the system in small rigid body displacement measurements, the motorized x-y translation stage ͑minimum step size 1 m͒ was used to translate and position the cartilage sample. A reference image was first acquired, followed by 8 additional images each acquired after automatically translating the sample by 1 m or 5 m increments along x or y direction. The maximum translation applied to the sample was 20 m. At the magnification of the system ͑0.683 m/pixel or 1.464 pixel/m͒, the image translation was 1.464 or 7.32 pixels. Optimized DIC ͑template size 40ϫ40 pixels͒ was performed using the analysis parameters described above, and the measured translations were compared to the actual motion using linear regression analysis.
In a final set of calibration tests, numerical experiments were performed to verify the accuracy of the optimized digital image correlation technique in measuring deformation of a cartilage sample and determine the optimal template size that balances accuracy and computational efficiency. Known displacement fields u(x,y) and v(x,y) were numerically applied to a reference image from a typical cartilage sample,
which generate inhomogeneous, linearly varying strain along the x-direction. The optimized DIC was applied to the pair of images and the resulting displacements fields compared to those in Eq. ͑7͒. The analysis was repeated for different template sizes (n ϫn,nϭ8,10, . . . ,120) and the accuracy of the displacement fields determined from optimized DIC was assessed along with the average running time of the optimization analyses.
Measurements of Depth-Dependent Equilibrium Elastic Properties of Cartilage. The technique described above was used in this study to measure the two-dimensional strain fields within semi-cylindrical cartilage samples at equilibrium, under unconfined compression. A relaxation period of 20-30 minutes was determined from preliminary control studies and parametric analyses using the biphasic theory to be sufficient to achieve mechanical equilibrium under unconfined compression, given the specific sample geometry used in this study. Twenty-one samples from six young bovine carpometacarpal joints were tested to measure the strain fields and extract inhomogeneous apparent material properties. Prior to any compressive loading, the initial thickness of each sample was measured microscopically. An image of the sample in its load-free reference state was first acquired. The displacements required to achieve nominal sample compression of 5, 10, 15 and 25% of the initial cartilage thickness were applied successively by manually advancing the moving platen via the micrometer, at approximately 0.05% per second. For 5, 10 and 15% compression, following each increment, the sample was allowed to equilibrate for 25 minutes and then was imaged. For 25% compression, this time was doubled to allow full relaxation of the sample.
Since a semi-cylindrical specimen geometry was employed in this study, the strain field was assumed to be axisymmetric, with the imaged surface representing a plane of symmetry; thus, a cylindrical coordinate system was used when describing the deformation and strain ͑Fig. 1͒. The images were analyzed using the optimized DIC technique to generate the displacement fields ͑u i and v i ͒, and the two-dimensional strain fields e ZZ (R,Z), e RR (R,Z), e RZ (R,Z) were determined from smoothed displacement fields ͑u(R,Z) and v(R,Z)͒ using Eq. ͑6͒. To determine depth-dependent apparent elastic properties of each sample from this uniaxial loading configuration, the strain components were averaged along the radial R-direction at each axial coordinate Z, to yield average strains ͑ē ZZ and ē RR ͒ that varied only along the axial or depth direction. Given the applied normal stress component ͑ S ZZ , second Piola-Kirchoff stress͒ acting on the loaded surfaces, the depth-dependent apparent Young's modulus (E Y a ) and depthdependent apparent Poisson's ratio (v a ) were then determined at all Z from
Importantly, in view of the assumed small-strain linear response inherent in these definitions, the apparent properties were determined from incremental stresses and strains, i.e., as acquired from each consecutive pair of images.
Results
The mean values of all six parameters of the DIC, obtained using single image acquisition per configuration, averaged over the entire sample, varied slightly with different template sizes (pϭ0.58ϳ0.94), Table 1a . The standard deviations decreased when using larger templates, while remaining at the levels of about 0.1 pixels for the displacements and 0.01 for the gradient terms. In contrast, the averaging of multiply-acquired images significantly lowered the standard deviations to levels of 0.04 pixels for the displacements and 0.004 for the gradient terms, with no significant differences introduced to the mean values ͑pϭ0.65 Ϫ0.91; Table 1b͒ . This outcome indicates that the errors introduced by the optimized DIC are negligible compared to other system errors. Since the correlation results with single image acquisition produced errors within acceptable limits for the purposes of the current study, all subsequent tests were performed using single image acquisition at each configuration.
For the second calibration test, which measured the displacement ͑u, v͒ accuracy of the entire procedure, linear regression analysis revealed a direct relationship with a slope of unity between the optimized DIC and actual translation stage displacements ͑u DIC ϭ1.0000 u actual Ϫ0.0011 pixels with R 2 ϭ0.9994, p ϭ0.00006, and v DIC ϭ0.9989 v actual ϩ0.0047 pixels with R 2 ϭ0.9978, pϭ0.00008͒. The error between the applied translation stage displacement and the measured displacement varied as a function of the magnitude of the displacement. For the smallest displacement of 1.09 m, the error was 0.094 m or 8.7%. For the largest displacement of 20.4 m the error was 0.39 m or 1.95%; thus good agreement was found between the actual translation and the correlation results.
For the third calibration test, the effects of template size on the accuracy and efficiency of the optimized DIC are presented in Fig.  3͑a͒ . It suggests that a 40ϫ40 pixel template size is optimal to achieve the desired accuracy and efficiency. The quadratic displacement distribution along the x direction ͑Eq. ͑7͒ where a 3 ϭϪ0.0001͒ recovered from the optimized DIC is displayed as data points against the imposed distribution shown as a rectangular mesh in Fig. 3͑b͒ (R 2 ϭ0.9997); the shaded surface represents the thin-plate smooth fitting spline of the optimized DIC displacement data. Comparison of the smoothed surface approximation and the imposed displacement distribution produced a correlation coefficient of R 2 ϭ0.9999. Upon differentiation, the resulting linear strain distributions determined from optimized DIC ͑the data points in Fig. 3͑c͒ and the smooth spline ͑shaded surface͒ correlated with the true distribution ͑the mesh͒ with R 2 values of 0.9990 and 0.9998, respectively.
Careful examination of the transmitted light images and the fluorescence images for the same cartilage sample under same loading revealed that the random patterns on the sample surface were formed by either shadows ͑transmitted light image͒ or fluorescence signals ͑fluorescence image͒ of chondrocyte nuclei ͑Fig. 1͒. The textures of both patterns can be readily identified in sequential images of the sample surface. The fluorescence images, however, possessed better contrast that was more favorable for digital image correlation. Figure 4 shows a comparison of the displacement fields within a typical cartilage sample measured through these two patterns using optimized DIC. No major differences could be observed from the two measurements, which correlated with R 2 ϭ0.99 for u and R 2 ϭ0.95 for v. However, the fluorescence images did generate lower noise level ͑coefficient of variation c v ϭ0.4504 for u and c v ϭ1.2980 for v; c v ϭ͉Standard Deviation/Mean͉͒ than the transmitted light images ͑c v ϭ0.4559 for u and c v ϭ1.4385 for v͒, especially when the displacements were small. The shaded surfaces in Fig. 4 represent the thin-plate smooth fitting splines for the displacement fields. Not surprisingly, those smoothing surfaces correlated each other very well with R 2 ϭ0.998 for u and R 2 ϭ0.978 for v. Furthermore, the correlation coefficients between the TPSS surface and the measured displacement are 0.998 for fluorescence images and 0.996 for the transmitted light images.
Although the optimized digital image correlation technique presented in this study can simultaneously determine all six deformation parameters (u,v,‫ץ‬u/‫ץ‬x,‫ץ‬u/‫ץ‬y,‫ץ‬v/‫ץ‬x,‫ץ‬v/‫ץ‬y) of the sample in the image plane, in the course of performing these calibration tests, it was observed that the accuracy of the displacement gradients (‫ץ‬u/‫ץ‬x,‫ץ‬u/‫ץ‬y,‫ץ‬v/‫ץ‬x,‫ץ‬v/‫ץ‬y) can be severely affected by factors such as image quality ͑contrast, focusing, etc.͒ and template size. These effects can introduce a high noise level that may make the data too ambiguous to interpret for small strain measurements. However, when the resultant strains from loading were above a certain threshold level ͑typically greater than 0.01͒, these gradient components could reveal some meaningful information about the strain distributions within the sample without having to resort to TPSS and differentiation. As an example, the axial strain distributions for a typical cartilage sample determined from optimized DIC and from smoothed displacement fields are compared in Fig. 5 . Reasonably good agreement could be observed between the results from the two approaches (R 2 ϭ0.86), though higher noise was observed in the DIC data in the region of lower strain magnitude.
Obviously, the platen-to-platen measurement can no longer accurately determine the strain distributions with an inhomogeneous and/or anisotropic tissue, even when the tissue is at equilibrium. Using the technique described in this study, the in situ strain distributions are displayed for a typical cartilage sample at equilibrium after being compressed 5, 10 and 15% of its initial thickness ͑Fig. 6͒. The amplitude of the ͑Lagrangian͒ strain is represented Table 1 "a… Baseline data for images with no averaging; and "b… baseline data for images averaged 15 times. by gray levels and contours. Although unconfined compression is considered a simple uniaxial loading configuration, the resultant strain distributions within the sample were not homogeneous. The axial normal strain changed primarily along the depth direction. The greatest compressive axial strain, which always happened near the articular surface, could be an order of magnitude higher than the axial strain in the deep layer. In contrast, the radial normal strains were always positive and much smaller ͑at least an order͒ in magnitude. The fact that the surface layer possesses the highest tensile stiffness did not prevent the highest tensile radial Fig. 3 The effects of template size on the optimized DIC procedures are presented in "a…. A 40Ã40 pixel template size represents a good compromise between the needs to achieve the desired accuracy and efficiency. Measured "the dots… and superimposed "the meash… axial displacement and displacement gradient for numerical experiment with quadratic displacement function are presented in "b… and "c…. The shaded surface in "b… represents the thin-plate spline smoothing "TPSS… surface of the measured results; the surface in "c… is generated from the derivation of the TPSS surface. All dimensions in the figure are pixels unless otherwise specified. strain from happening in this layer. The shear strains were of comparable magnitude as the tensile radial normal strains, but the predominance of the axial normal strains maintained the principal directions of normal strain within a few degrees of the axial and radial directions. All strain components changed nonlinearly with increasing load. For example, the radial tensile strain increased more slowly, while the shear strain increased faster as compression increased. It is noted that although the details of the strain fields might differ from sample to sample, the main features of these strain distributions remained the same. Both the apparent Young's modulus and the apparent Poisson's ratio varied through the depth of the tissue ͑Fig. 7͒. The modulus exhibited a slight decrease near the articular surface, then increased monotonically with depth. The magnitude of the modulus in the deep layer could be up to 10-fold higher than that in the surface layer. The apparent Poisson's ratio exhibited a very small value at the articular surface ͑0.01ϳ0.05, see the inset in Fig. 7͒ then increased with depth within the superficial zone; it remained relatively constant in the middle zone and resumed increasing in the deep zone to its highest value (0.15ϳ0.25). Both the magnitudes and the variations of these apparent properties were affected by increasing load ͑Fig. 7͒, with a statistically significant increase observed in the moduli between the 25% compression level and the 10% and 15% levels ͑pϭ0.028 and 0.036 respectively͒, and a statistically significant decrease in the apparent Poisson's ratio between the 10% and the 15% and 25% compression levels ͑p ϭ0.004 and 0.007 respectively͒. These observations were further emphasized when examining the average apparent properties determined from platen-to-platen measurements ͑Fig. 8͒. The average apparent Poisson's ratio decreased significantly from 0.133 Ϯ0.064 to 0.048Ϯ0.014 as the compression increased from 5% to 25%. The average apparent modulus remained unchanged at 10% and 15% compression, but increased significantly from 15% to 25% compression (pϭ0.033). It was of interest to notice that the stress-strain response exhibited a consistent strain-softening response at low strains, as indicated by the significant decrease in the average apparent modulus from 5% to 10% compression. Fig. 5 The axial strains measured using optimized DIC "the dots… and calculated from the smooth fitting spline "the surface…. Fig. 6 The strain fields inside a typical cartilage specimen under 5, 10, and 15% compression.
Discussion
In the present study, an automated approach for measuring in situ deformations and two-dimensional strains was validated for its application to cartilage mechanics. This digital image correlation technique relied on the ability to reveal sufficiently random patterns on microscopy images of cartilage surfaces and it was demonstrated that this can be achieved reliably by labeling chondrocyte nuclei fluorescently, as performed in the majority of tests reported above. In addition, it was shown that similar random patterns could be achieved simply using transmitted light ͑Figs. 1 and 4͒. Calibration tests were conducted which provided measures of the accuracies achievable by this methodology. It was shown that when using a single image exposure for each tested configuration, the measurement uncertainty ͑e.g., at the 95% confidence level, (mean 2 ϩ4SD 2 ) 1/2 ͒ ranged from 0.25 to 0.30 pixels for the displacement components, and from 0.017 to 0.032 for the DICdetermined gradients ͑Table 1a͒. Using multiple exposures, this accuracy could improve to 0.06 -0.14 pixels for the displacements, and to 0.0039-0.0085 for the gradients ͑Table 1b͒. These results demonstrate that sub-pixel accuracies can be easily achieved for measuring displacements with this methodology. Image averaging can be used to further improve the outcome when required; for example, if an experiment demonstrates that the measured cartilage displacements are on the order of 2 pixels only, the measurement uncertainty would be 15% with single image acquisition and 7% or better with multiple acquisition. For larger displacements, e.g., 20 pixels, the uncertainty would be improved considerably and single image acquisition may be sufficient. Note that the uncertainties for the gradient measurements apply to those determined directly from optimized DIC; in actual measurements of strain in cartilage, TPSS and differentiation were employed in this study to achieve a less noisy measurement of the gradients from the displacement data, as demonstrated in Fig. 5 .
The selection of the best template size in the optimized DIC method depends on the magnification of the image system, the nature of the tissue deformation and the required efficiency of the optimization analysis. At a magnification of 0.683 m/pixel, a 40ϫ40 pixel template was found appropriate based on the results ͑Table 1 and Fig. 3͑a͒͒ . This template size represents a good compromise between the need to have a sufficiently distinct texture represented within the template to uniquely identify the same region between pairs of images, the need to achieve a reasonable efficiency in the optimization procedures, and the need to minimize the template size such that the first-order expansion described in Eq. ͑2͒ remains accurate for inhomogeneous deformation.
The second calibration test confirmed the baseline estimates of displacement accuracy of the first study, by demonstrating that the actual rigid body displacement imposed on a sample of cartilage using the microscope translation stage could be recovered with the optimized DIC with a mean error of Ϫ0.14Ϯ0.38 pixels. From the linear regression analysis, the slope coefficients ͑1.0000 and 0.9989͒ were very close to unity and the intercepts ͑Ϫ0.0011 and 0.0047͒ were very close to zero, thus providing a quantitative statistical measure of the agreement between the imposed translations and the DIC measurements. The R-square values, which are close to unity, and the p-values, which are nearly zero, further supported this finding. The third calibration test demonstrated that combining the optimized DIC measurements with the thin plate spline smoothing can recover prescribed inhomogeneous strain fields with very good accuracy ͑Fig. 3͒. These calibration tests thus establish that the methodology employed in this study can be of practical value for the measurement of two-dimensional strain fields in articular cartilage. This methodology supplements that of earlier studies which employed optical techniques for measuring local strain fields within this tissue ͓e.g., ͓5,21,22,29͔͔, and can provide the necessary data for analyzing the effects of tissue inhomogeneity on the local environment of chondrocytes from theoretical modeling ͓61-63͔. Fig. 7 The depth-dependent apparent properties determined for 21 specimens at 10, 15 and 25% compression. ZÄ0 corresponds to the articular surface. Fig. 8 The average apparent properties determined from platen-to-platen measurements for all 21 specimens at 5, 10, 15, 25% compression. Statistics were performed using one-way ANOVA and Tukey HSD post hoc tests.
As noted above, the technique of digital image correlation has been applied to a variety of materials including biological tissues such as bone and tendon ͓e.g., ͓37,38,42-45͔͔. The specific enhancements of the current technique include the application of automated digital image correlation to measure deformation and strain in articular cartilage, the demonstration that strain measurements can be performed by using the natural texture of cartilage, the use of gradient terms in Eq. ͑2͒ to enhance the method's accuracy in the presence of inhomogeneous strain fields, and the use of thin-plate spline smoothing with generalized cross-validation to eliminate the uncertainty in the choice of smoothing parameters. The relationship between ͑x, y͒ and (xЈ,yЈ) in Eq. ͑2͒ has been commonly simplified to include the displacement terms only ͓e.g., ͓42,45͔͔. This simplification can significantly reduce the average computational time for correlating each image subset; it can still produce a displacement resolution of Ϯ1/2 pixel for pure translations or infinitesimal deformations. Finally, the effects of image contrast and refocusing errors ͑when out-of-plane deformations occur͒ were not investigated in this study because the abutment of the cartilage sample's imaged surface against a glass slide precluded such motion, but it has been reported that the contrast of the images and the loss of contrast due to refocusing would significantly affect the accuracy of digital image correlation ͓64͔, particularly with regard to the measurements of the gradient terms. Thus, in general, precautions must be taken to avoid outof-plane displacements in excess of several microns. It is noted that although the use of fluorescence labeling can help increase image quality, it also has potential disadvantages such as significantly increasing the duration of experiments, possibly altering tissue properties, restricting the environmental testing conditions, etc.
The unconfined compression study performed on cartilage specimens capitalizes on the usefulness of this methodology in characterizing two-dimensional strain fields. As others have demonstrated previously, cartilage exhibits significant inhomogeneity in its compressive modulus through the depth ͓5,21,22͔. The results of Figs. 6 and 7 confirm this finding, showing that the modulus is smallest near the articular surface and increases considerably with depth, in this immature bovine tissue. Interestingly, the representative two-dimensional strain fields in Fig. 6 show that a certain degree of inhomogeneity can also be found in the radial direction, though the variations along this direction are small compared to the axial direction. An added advantage of measuring two-dimensional strain fields in unconfined compression is the ability to extract an apparent Poisson's ratio, as shown in Fig. 7 . The properties reported here are labeled ''apparent'' because the inhomogeneity of the tissue strictly prevents the direct characterization of true or intrinsic properties from this testing configuration ͑classically, Young's modulus and Poisson's ratio can be characterized directly from uniaxial testing of homogeneous samples of materials͒; however, due to the predominance of the axial component of strain, it is likely that the estimated properties reported in this study provide a good measure of the intrinsic properties. It should be noted this study assumed that the strain in the cylindrical specimen is axisymmetric; therefore cutting the specimen in half produces a plane of symmetry on which the strain was measured. Using cubic specimens instead of semi-cylindrical specimens would alleviate this limiting assumption in future studies. In addition, the strain measured on the surface of the specimen was assumed to be representative of the strain inside the tissue.
Considerable insight into the mechanics of cartilage is gained from the observation that Poisson's ratio is smallest at the articular surface and increases with depth. In recent studies of the tensioncompression nonlinearity of cartilage ͓46,47͔, it has been suggested from theoretical analysis that the compressive Poisson's ratio of cartilage has an upper bound imposed by the ratio of tensile to compressive aggregate modulus, i.e., v Ϫ Ͻ(1 ϩH ϩA /H ϪA ) Ϫ1 ͓46͔; the higher this ratio of moduli, the lower Poisson's ratio would have to be. Since the tensile modulus of cartilage is known to be largest at the articular surface and decreases with depth ͓19,65͔, in opposition to the observed trend of the compressive modulus, the ratio H ϩA /H ϪA is highest at the articular surface and Poisson's ratio would have to be smallest there; this prediction is well supported by the experimental findings of the current study, which show the apparent Poisson's ratio nearly reaching the remarkable lower limit of 0.01 ͑Fig. 7, inset͒. This finding suggests that H ϩA /H ϪA can potentially be as high as ϳ100 near the articular surface. Furthermore, the behavior of cartilage is known to be nonlinear, with the tensile modulus increasing more rapidly with tensile strain ͓19,28͔ than the compressive modulus with compressive strain ͓66͔; in unconfined compression, higher compressive strains in the axial direction produce higher tensile strains in the radial and circumferential directions, which would likely lead to an increase in H ϩA /H ϪA with increasing compressive strain; this can explain the observed decrease in the apparent Poisson's ratio with increasing compressive strain in Fig.  7 . The results of Fig. 8 , which display properties averaged through the depth, further emphasize these findings, confirming the small variation in the modulus with compressive strain, and the decrease in apparent Poisson's ratio with increasing strain. These depthaveraged results can be compared to the studies of Jurvelin et al. ͓23͔ who reported an average equilibrium Poisson's ratio of 0.18 for 1-2 yr old bovine humeral head cartilage from direct, optical measurements; indirect measurements of Poisson's ratio for this type of tissue have also been reported in the range of 0.24 -0.40 for young skeletally mature bovine femoral knee cartilage ͓67͔. The difference in values between the present study and these previous reports can be attributed to a number of factors, including the source of cartilage, the age of the animals, and most likely, the measurement method. In the current study, despite the observation that Poisson's ratio was smallest near the surface, the radial strain was always found to be greater in the superficial zone than in the deep zone. At first, this observation may seem at odds with the ultrastructural organization of the cartilage matrix in the superficial zone, where the densely packed collagen fibers are woven in planes parallel to the articular surface; however, the theoretical framework for cartilage tension-compression nonlinearity suggests that it is the ratio of tensile to compressive stiffness which governs the response of the tissue in this loading configuration, not just the tensile stiffness. This theoretical framework also predicts that cartilage interstitial fluid pressurization increases with greater values of H ϩA /H ϪA ͓46͔. This result, which thus predicts the largest interstitial fluid pressurization at the articular surface, is consistent with the prediction that the friction coefficient of cartilage is smallest when interstitial fluid load support is greatest ͓68͔. Thus the inhomogeneity of cartilage through the depth appears to be optimized for its tribological function.
Finally, it is of interest to note the statistically significant strainsoftening response of the tissue at low strains ͑Fig. 8͒. Strainsoftening of cartilage has been reported in recent studies ͓21,69,70͔ and may result from the combined effects of osmotic swelling and tension-compression nonlinearity ͓70,71͔. The methodology introduced in this study also allows testing of very small cartilage cubic samples along three mutually perpendicular directions, from which anisotropic properties can be extracted ͓72͔. Strain-softening and anisotropic properties of cartilage will be addressed more extensively in companion studies.
