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ABSTRACT
The neighborhood discovery and its maintenance are very impor-
tant in wireless networks for any applications, especially for routing
and every self-∗ algorithm. Neighbor nodes are usually discovered
thanks to the use of the HELLO protocol. This makes this HELLO
protocol very important for wireless networks especially for self-
organizing the network. Most of layer-3 protocols assume an ideal
MAC layer. In such a case, HELLO protocol parameters have no
impact over the self-organization. But this is not the case when
considering realistic MAC and physical layers. In this paper, we
investigate the impact of the parameters of such a protocol over a
self-organization structure when considering realistic a MAC layer.
We analyze theoretically and by simulations, the joint effect of the
HELLO protocol parameters and of the MAC layer characteristics
over several network self-organizations.
Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Wireless commu-
nication
General Terms
Algorithms
Keywords
Clustering, MAC, Algorithms, Analysis, Simulations, Wireless Net-
works
1. INTRODUCTION
Ad hoc networks or wireless sensor networks (wireless multihop
networks) are composed of devices that communicate via wireless
interfaces. They require no fixed infrastructure and no human in-
tervention. Many layer-3 protocols have been proposed in the lit-
erature for wireless ad hoc and sensor networks. They range from
routing protocols such [17, 8] to clustering protocols [10, 15, 12]
by going through localization protocols [20]. All that protocols
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assume that nodes have and maintain exact knowledge about spe-
cially nearby network nodes (called their neighbors). This knowl-
edge is acquired thanks to small beacon messages (the well-known
HELLO messages). The principle is rather simple and may be
described as follows. Each network node regularly sends such a
HELLO message to advertise its presence. Due to the broadcast na-
ture of radio communications, each sufficiently close host receives
this message and may infer that it is a neighbor of the sender. All
nodes maintain a neighborhood table, and any localized protocol
may make decisions based on this table. Self-organization often
relies on a specific partition of the network, called clustering: the
terminals are gathered into clusters according to some criteria, each
cluster is identified by a special node called cluster-head. Many
clustering algorithms have been proposed in the literature. Most
of them are based on a metric which allows each node to elect its
cluster-head. This metric can be for instance the node identifier [9,
1], the node degree [10, 6, 15], a mobility value [2], a balanced
sum of all of them [4] or a link density value [12]. Among all
these clustering heuristics, oldest ones [9, 10, 2, 4] build overlap-
ping 1-clusters, e.g. where every node is at most 1 hop away from
its cluster-head. However, overlapping 1-clusters offer a structure
very weak towards mobility and link instability. Later, protocols
building k-clusters have been proposed. Some of them just extend
a protocol building 1-clusters like in [6]. Therefore, clusters are
still overlapping and remain unstable. Most of these protocols con-
strain clusters in terms of radius [1, 6] or number of nodes [16].
As far as we know, only two of them let clusters adapt the underly-
ing topology [15, 12] and produce unbounded clusters. This makes
them more robust towards the topology changes.
Nevertheless, to the best of our knowledge, none of these layer-3
protocols, either for routing or clustering, have taken into account
the importance of the reliability of these neighborhood tables on
which they all rely. Indeed, even in a static environment, some
HELLO packets may be lost because of collisions and delay oc-
curring at the MAC layer level. Therefore, the choice of the MAC
layer, the HELLO packet frequency and the time data are kept in
memory have importance in order to provide the nodes with a view
of their neighborhood as close to the physical one as possible. So,
neighborhood tables are not always reliable and since layer-3 pro-
tocols mainly rely on them, routing or clustering results are also
impacted.
In this paper, we are interested in investigating the impact of re-
alistic MAC and physical layers over a network self-organization.
We analyze how the parameters of the HELLO protocol, the choice
of the MAC layer protocol and the metric used for clustering may
overcome or worsen the effects of the propagation errors. To do so,
we study two clustering algorithms proved self-stabilizing, which
only differ by the metric used: DDR [15] and the density-based
algorithm [12]. We study their behavior over two different MAC
layer approaches: IEEE 802.111 and MadMac [18]. We provide a
theoretical analysis based on stochastic geometry and queue theory
to establish the more suitable parameters for the HELLO proto-
col (HELLO message frequency and data lifetime). We show that
these parameters can strongly impact the behavior of the clustering
protocols. We highlight that in a network without data commu-
nications, changing the MAC protocol does not affect the chosen
parameters of the HELLO protocol, contrarily to the metric used
for self-organizing the network, which can help to smooth down
the link failures occurring at the MAC layer.
The remaining of the paper is organized as follows. Section 2
briefly details the MAC protocols and the clustering algorithms we
use. Section 3 provides a theoretical analysis of the HELLO param-
eters. Section 4 describes our simulations and shows the results. At
last, Section 5 concludes by giving future works.
2. BACKGROUND
2.1 Models and Notations
For the sake of simplicity, let’s first introduce some notations.
We classically model a multi-hop wireless network, by a graph
G = (V,E) where V is the set of mobile nodes (|V | = n) and
e = (u, v) ∈ E represents a bidirectional wireless link between a
pair of nodes u and v if and only if they are within communication
range of each other. When two nodes share a bi-directional link, we
say that they are neighbors. d(u, v), u, v ∈ V 2 denotes the distance
inG (in number of hops) between nodes u and v. We noteH(u) the
cluster-head of node u and Γk(u) the set of k-neighbors of u, e.g
the set of nodes v such that d(u, v) ≤ k. δ(u) = |Γ(u)| = |Γ1(u)|
is the degree of u.
2.2 Periodic HELLO Protocol
The HELLO protocol was first described in OSPF version 2 [14].
It works as follows. Each node regularly sends a HELLO mes-
sage to signal its presence to close nodes and maintains an inter-
nal neighborhood table. The frequency of these messages is noted
fHELLO. When a node u receives such a message from a node v,
u adds v to its neighborhood table, or updates the timestamp of the
entry if v was already there. HELLO messages may include sev-
eral kinds of information (see Section 3) but must contain at least
the identifier of the sender. Since a neighbor may move or disap-
pear, deprecated entries of the table are regularly removed thanks
to a timer. An entry is deprecated when its associated timestamp
is too old (it is higher than a threshold AGEMAX ): this happens
when a neighbor has not signaled itself recently, or when the mes-
sage HELLO it sent has not been received.
2.3 MAC Layers
The two MAC layers we study are IEEE 802.11 and MadMac2 .
We study the network self-organization over IEEE 802.11 because
it is the widespread technology in the field of wireless ad hoc net-
works. Most of current wireless cards use the IEEE 802.11 MAC
protocol. Nevertheless, IEEE 802.11 has originally been designed
to be used with a base station. Thus its use in ad hoc environment
leads to some anomalies [5, 11]. Therefore, some alternative MAC
layers have been proposed to IEEE 802.11 like MadMac [18]. In
order to fairly study the impact of the MAC layer over the HELLO
1http://www.ieee802.org/11/
2In this section we only give a simplified definition of these proto-
cols. Please refer to 802.11 standard and [18] for more details.
protocol and then over the self-organization, we need also to eval-
uate the network behavior over an alternative MAC layer to IEEE
802.11.We thus evaluate the network self-organization over a Mad-
Mac layer too. MadMac has been shown to be fairer and less ag-
gressive than 802.11.
802.11 and MadMac are both based on CSMA access method.
Before transmitting a data packet, each node listens whether the ra-
dio channel is free. If so, the transmission can occur, otherwise, it
is deferred. The main difference between MadMac and 802.11 re-
lies in the time a node has to wait before triggering a transmission.
This time is much higher in MadMac when nodes are overloaded
or undergone collisions, that makes the protocol less aggressive. It
is worth noting that in both protocols, the broadcast packet are not
acknowledged at the MAC layer.
2.4 Self-Organization
In this section, we briefly describe the clustering algorithms we
study.For more details, please refer to the corresponding references.
DDR and the density-based algorithms are very similar. They
use the same construction algorithm and only differ in the met-
ric they use to take clustering decision. The algorithm they use
has been theoretically proved to be self-stabilizing [13]. It builds
non-overlapping k-clusters in a distributed fashion by needing only
local information (up to 2 hops away). Furthermore, the resulting
clusters are not constrained regarding their size neither in terms of
number of nodes nor in terms of cluster diameter. They simply
adapt the underlying topology. These features allow us to ana-
lyze whether a metric can smooth lower layers errors down. Our
idea is that when building overlapping clusters or/and 1-clusters,
the structure will be impacted faster and it will be more difficult to
distinguish the contribution of such or such metric.
DDR uses the node degree as the metric decision. The density-
based clustering algorithm is based on a metric called density. This
link density (noted ρ(u)) considers the ratio between the number
of links and the number of nodes in Γ(u) :
ρ(u) =
|{e = (v, w) ∈ E | w ∈ {u} ∪ Γ(u) and v ∈ Γ(u)}|
δ(u)
Both algorithms run as follows. Each node periodically com-
putes its degree (for DDR) or its density value (for the density-
based algorithm) and broadcasts it to its 1-neighbors e.g., using
HELLO packets. Each node is thus able to compare its metric (de-
gree or density) to its 1-neighbors’ and decides by itself whether it
joins one of them (the one with the highest value) or it wins and
elects itself as cluster-head. In case of ties, the node with the low-
est identifiers3 wins. In this way, two neighbors can not be both
cluster-heads. If node u has joined node w, we say that w is node
u’s parent in the clustering tree (noted P(u) = w). A node’s parent
can also have joined another node and so on. A cluster then extends
itself until it reaches another cluster.
3. MOTIVATIONS AND ANALYSIS
3.1 HELLO Packets Format
Each protocol of the literature assumes an ideal MAC layer and
consider the Unit Disk Graph model [7], i.e. nodes u and v are
neighbors if and only if the Euclidean distance from u to v (noted
|uv|) is lower than R, where R is the transmission range. Links are
thus bi-directional. But, when considering a realistic MAC layer,
links are not always bi-directional and/or may flap. In our study,
3Identifiers are supposed unique within the network.
since clustering algorithms are designed for bi-directional links,
nodes need to only consider bi-directional links. To make every
node aware of the bi-directionality of links, HELLO messages must
contain the neighborhood tables of the node. Indeed, if node u re-
ceives a HELLO message from node v which does not include node
u in the neighbor list, link (u, v) is uni-directional.
Moreover, including the neighborhood table in the HELLO mes-
sages in mandatory to compute the link density. Indeed, this allows
each node to know the neighbors of its neighbors and thus its 2-
neighborhood. By this way, a node discovers links between two of
its neighbors and then is able to compute its density value. Last, in
order to build clusters, HELLO packets sent by node u must also
contain the degree or the density value of u, u’s parent (P(u)) and
u’s cluster-head (H(u)). Table 1 gives the format of a HELLO
packet. This format is thus the same for both clustering protocols.
3.2 Motivations
When considering an ideal MAC layer as every clustering scheme
of the literature does, parameters such the HELLO packet frequency
and the time data is stored do not have any importance. Neverthe-
less, in a realistic environment, we have to take them into account
and measure their impact. Indeed, even in a static environment,
some HELLO packet may be lost because of interferences, fading,
shadowing and collisions occurring at the MAC layer level. There-
fore, the HELLO packet frequency (fHELLO) and the time an en-
try can remain in the neighborhood table without been refreshed
(AGEMAX ) have importance in order to provide a node u with a
view of its neighborhood as close to the physical one as possible.
Sending too few HELLO messages leads to obsolete tables while
sending too many of them may saturate bandwidth to the detriment
of data traffic. Estimating the value of AGEMAX is also a difficult
task. In most of the literature [17, 8], a node v is generally removed
from the neighborhood table of a node u if node u has not received
any HELLO packet from node v for 3 ∗ 1
fHELLO
s. If AGEMAX
is too short, node u consider less neighbors than in reality whereas
if the time out is too long, nodes remain in the neighborhood table
of node u while they might have disappeared or moved away from
yet a long time. In both cases, node u has a wrong view of its envi-
ronment. Moreover, in wireless ad hoc networks, nodes generally
have limited memory size. Thus, if AGEMAX is too high, node
memory may quickly be saturated. Hence, both AGEMAX and
fHELLO are very important parameters.
3.3 Clustering Analysis in the Ideal Case
In the ideal case, at each round, every node has successfully re-
ceived a HELLO packet from every of its neighbors. For the ideal
case, we consider the Unit Disk Graph model [7]. Therefore, in a
static environment and by considering an ideal MAC layer, param-
eters such AGEMAX and fHELLO do not have any impact on the
clustering scheme.
At the bootstrap step, every node is its own parent and its own
cluster-head. Its density value is 1, its degree is 0. Upon reception
of a HELLO packet, a node u updates these values. Its density and
degree are re-computed. Its parent is chosen among its neighbors
and node u takes as cluster-head the cluster-head of its parent.
At the end of the first round, every node knows its neighbor-
hood. At the end of the second round, every node learns its 2-
neighborhood. From it, it is able to detect whether links are bidi-
rectional and deduces its density value and its degree. At the end
of the third round, every node knows the density of their neighbors
and is thus able to elect its parent. It will then updates it cluster-
head as being the cluster-head of its parent. Before getting the right
cluster-head value, each node has to wait k− 1 more rounds where
r’
w
u vr
Figure 1: Scenario 1
k = d(u,H(u)). Table 2 sums up these informations.
3.4 Neighbor Discovery Analysis
In this section, we provide a theoretically analysis in order to bet-
ter understand the relation between each parameter of the HELLO
protocol. For it, we fist need to compute the probability for a node
to be discovered by its neighbors. Since, we run simulation un-
der the NS2 simulator, we compute this probability under the as-
sumptions of NS2 model. Nevertheless, the model we propose and
introduce in Section 3.4.2 holds for any model, as soon as the prob-
ability of detection is computed according to the assumptions of the
model.
3.4.1 Probability of detection
We first compute the probability for a node to be discovered by
its neighbors and deduce from it the mean degree of a node in our
simulation environment. First, let’s introduce some notations. Let’s
denote by Bv , the ball centered in v and of radius R. Let St be the
set of emitting node at time t. Let Pv(u) be the power received
at node v from node u. The analysis we perform in this paper are
evaluated over the NS2 simulator4 in its 2.27 version. Therefore,
let’s describe how NS2 simulates collisions and interferences at a
node. In NS2, Pv(u) is such that Pv(u) = Pe|uv|α where Pe is the
sending power and |uv| is the Euclidean distance between nodes u
and v. Every node of the network sends a message with the same
emission power Pe. A node v correctly receives a message from
node u at time t if one of the following conditions holds:
• Bv ∩ St = {u} u is the only sending node in Γ(v).
• ∀w ∈ Bv ∩ St, Pv(u)Pv(w) > K where K is a constant.
Let’s consider the scenario illustrated on Fig. 1. Nodes u, v and
w are such that |uv| = r < R (so u ∈ Γ(v)), w ∈ Γ(v) ∩ Γ(u).
In such case, if both nodes u and w send a message to v, node v
will successfully receive the message from A iff
Pv(u)
Pv(w)
> K ⇔ |wv||uv| >
α
√
K (1)
Since HELLO packets are broadcast5 and of small size, they
are sent without activating the RTS/CTS mechanism. Moreover, a
broadcast packet is not acknowledged so when a broadcast packet
is lost because of collisions or interferences, the sending node has
no clue about it and will not send the packet again. When a node
needs to send a message, it draws a random backoff time in [0, 32].
Thus, the probability that two neighbor nodes draw the same back-
off value is: P¯11 = 133 .
In order to avoid a totally synchronized network, in NS2, a node
triggers the transmission of its HELLO packet within the time inter-
val [1/fHELLO − 0.25, 1/fHELLO + 0.25] s. If two nodes u and
4http://www.isi.edu/nsnam/ns/
5In IEEE 802.11, broadcast packet are sent without RTS/CTS.
Id(u) δ(u) or ρ(u) P(u) H(u) Neighbor List
Table 1: Format of a HELLO packet
What a node u learns from its neighbors What it can then compute
Round 1 uni-directional 1-neighbors neighborhood table
Round 2 bi-directional 1-neighbors + 2-neighbors its bi-directional degree + its density
Round 3 bi-directional 1-neighbors + 2-neighbors + its neighbors’ density/degree its parent
Round k − 1 its parent’s cluster-head its cluster-head
Table 2: Sum up of exchanged information in the ideal case
v trigger their respective transmissions at time tu and tv , where
tv > tu, node v will hear u’s message on the carrier and will
not send its own message (CSMA principle). Before triggering
the HELLO packet transmission the time in NS2 is sampled every
0.05s. Therefore the probability that two nodes choose the exact
same time is: P¯12 = 111 . All this implies that any two HELLO
packets collide with the probability P¯1 (probability that two neigh-
bor nodes send their HELLO packet exactly at the same time):
P¯1 = P¯11 × P¯12 = 1
363
(2)
We are interested in the number of neighbors actually detected
in NS2. Therefore, we do not consider the whole network but
only a ”typical point” located at the origin of the plane and its
1-neighborhood. Our model is similar to the one implemented in
NS2. Let be a Poisson point process on B(0, R) of intensity λ > 0.
We consider a point 0 at the origin for which we study the detected
neighborhood (Palm distribution [19]). Let u be a point at distance
r (r ≤ R) from the origin. We fix the two points 0 and u and we
distribute the Poisson point process in B(0, R) independently of
these two points. From it, we study the probability P(r) that node
u is detected by node 0. Let’s introduce a random variable X which
counts the number of the points of the Poisson Point Process lying
in B(0, R). Then, the number of neighbors Eodetected detected by
node 0 after one exchange of HELLO packet is:
E
o
detected =
∫ R
0
λ2pirP(r)dr (3)
We have :
P(r) = P1 ∗ P2(r) (4)
where P1(r) is the probability that node u and node 0 do not send
a message at the same time, P2(r) is the probability that node u is
not disturbed by a communication in node 0’s neighborhood. As
already mentioned, according to NS2 assumptions (2), P1 is such
that:
P1 = 1− P¯1 = 362
363
(5)
As no RTS/CTS neither ACK mechanisms are used, probabilities
for drawing a backoff time are independent and the same for each
node. P2(r) is the probability that node u is not disturbed by a
communication in node 0’s neighborhood. This holds if no other
node w ∈ Γ(0) emits at the same time than u or if at least a node
w ∈ Γ(0) emits at the same time than node u but P0(w) is not
strong enough to disturb node u. The probability there is another
neighbor of node 0 which emits at the same time than node u will
depend on X. Thus:
P2(r) =
∞∑
n=0
P2n(r)P[X = n] (6)
where P2n(r) is the probability that a node at distance r from 0 is
detected by 0 knowing that X = n.
As shown by (1), if a node w emits at the same time than node
u, node u will not be detected only if w is such that |w0| > α√K ∗
|u0|. So, that means that, if d(u, 0) > Rα√
K
, node u can be detected
only if no other node in Γ(0) emits at the same time than itself. So,
if X = n, for r > Rα√
K
: P2n(r) = P
n
1 . Otherwise, if r < Rα√K ,
node u is detected even if k nodes in B(0, R) send a message at
the same time, as soon as each of these k nodes w is such that
|0w| > α√K ∗ r. We thus have, if X = n, for r < Rα√
K
:
P2n(r) =
n∑
k=0
(
n
k
)
P
n−k
1 (1− P1)k
(
piR2 − pi( α√Kr)2
piR2
)k
=
(
(1− P1)
(
1− (
α
√
Kr)2
R2
)
+ P1
)n
Then, we have :
P2n(r) =
{ (
(1− P1)
(
1− ( α
√
Kr)2
R2
)
+ P1
)n
if r < Rα√
K
P
n
1 otherwise.
Since nodes are distributed according to a Poisson Point Process of
intensity λ:
P[X = n] =
(λpiR2)n
n!
e−λpiR
2
We can now compute P2(r). If r < Rα√
K
,
P2(r) =
∞∑
n=0
(
(1− P1)
(
1− (
α
√
Kr)2
R2
)
+ P1
)n
(λpiR2)n
n!
e−λpiR
2
= e−λpi(
α
√
Kr)2(1−P1)
And if r > Rα√
K
, P2(r) =
∑∞
n=0 P
n
1
(λpiR2)n
n!
e−λpiR
2
= e−λpiR
2(1−P1)
.
Thus:
P2(r) =
{
e−λpi(
α
√
Kr)2(1−P1) if r < Rα√
K
e−λpiR
2(1−P1) otherwise.
(7)
Finally, we can compute the mean number of neighbors a node 0
detects:
E
o
detected =
∫ R
0
2λpirP1P2(r)dr
=
∫ Rα√
K
0 2λpirP1e
−λpi( α√Kr)2(1−P1)dr
+
∫ R
R
α√
K
2λpirP1e
−λpiR2(1−P1)dr
= P1
(
1−e−λpiR2(1−P1)
(1−P1)( α
√
K)2
+ λpiR2e−λpiR
2(1−P1)(1−
(
1
α
√
K
)2
)
)
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Figure 2: Probability for a node u to be detected by node 0 as a
function of d = |u0|
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Figure 3: Average number of neighbors detected per node
and the probability P˜ for a node to be detected by its neighbor:
P˜ =
E
o
detected
[λ]
λpiR2
= P1
(
1−e−λpiR2(1−P1)
(1−P1)( α
√
K)2(λpiR2)
+ e−λpiR
2(1−P1)(1−
(
1
α
√
K
)2
)
)
(8)
Fig. 2 and 3 plot the theoretical results for K = 16 and α = 4
(default parameters of NS2). One can notice that the higher the
nuber of neighbors to discover, the higher the imprecision.
Nevertheless, like already claimed, links can be uni-directional be-
cause of propagation errors. The node degree δ˜ only counts bi-
directional links and thus is the number of nodes detected by node
0 and which have also detected 0.
δ˜ =
∫ R
0
2λpirP(r)2dr
= P21
(
1−e−2λpiR2(1−P1)
(1−P1)(2 α
√
K)2
+ λpiR2e−2λpiR
2(1−P1)(1−
(
1
α
√
K
)2
)
)
Fig. 4 compares the node degree in an ideal case with the one ob-
served theoretically with MadMac or IEEE 802.11. Results clearly
show that a realistic MAC layer impacts the neighbor discovery and
the bi-directionality of wireless links.
3.4.2 Evaluating the parameters
In this section, based on the probability detection and the mean
effective node degree provided by Section 3.4.1, we try to theo-
retically capture the dynamic evolution of the neighborhood table
of each node based on HELLO packet parameters fHELLO and
AGEMAX . To do so, we model the neighborhood table of a node
with a M/M/c/c Markov chain by considering the Erlang formu-
las for birth and death process with c servers [3]. Let λf be the
frequency of HELLO packet reception at a node (note that when
propagation is error-free, λf = fHELLO), and µv the removal rate
of information for node 0 neighborhood (i.e. 1/AGEMAX).
A M/M/c/c chain captures the evolution of informations con-
tained in the neighborhood table of a typical node. We consider
number of discovered neighbors - 100 nodes
observed degree - 400 nodes
real number of neighbors - 400 nodes
real number of neighbors - 100 nodes
number of discovered neighbors - 400 nodes
observed degree - 100 nodes
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Figure 4: Comparison of the number of real neighbors and the
number of the ones discovered by a node in NS2
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Figure 5: M/M/c/c queue
node 0. The arrival rate of a HELLO packet is represented by a
Poisson Process of parameter λf . The departure rate of the infor-
mation contained in a HELLO packet in the neighborhood table
follows an exponential law with parameter µv . We chose an expo-
nential law for the sake of simplicity and tractability. The steady
state probability distribution of a M/M/c/c Markov chain is similar
to a M/G/c/c probability distribution[3]. In the latter one, the de-
parture distribution function can be a constant, that is similar to the
regular removal of entries in the neighborhood table. Our system
contains c servers (the information received from each neighbor
of node 0 is considered by node 0 like a client in the system). We
assume that the number of physical neighbors that has to be discov-
ered is known. When the system is full (every node is known), each
new arrival does not bring any new information, so the packet is not
useful. Thus, our system has a queue of length 0. Even if the num-
ber of neighbors is known, we do not consider a finite population
size. As there is no preemption in the queue policy management,
we make the assumption that each received packet (when the sys-
tem is not full) brings additional information to the observed node.
This assumption holds because we cannot distinguish the nodes.
This model assumes that there is no preemption when a packet is
received. In other words, when node 0 receives a packet from node
u, the information is stored in the node 0’s table during 1/µv and
can not be refreshed. Fig. 5 shows the graphical representation of
our chain. Such a chain represents the state of the neighborhood
table of node 0. If the system (node 0) is in state i, that means that
node 0 has discovered i nodes out of its c neighbors. Note that as
in every Markov chain, the probability of simultaneous events is
0, thus receiving simultaneous HELLO packets is impossible. At
steady state, the probability to be in state k is given by:
pi(k) = pk.
(
c
k
)
.pi(0)
where, p = λf
µv
and pi(0) = 1
1 +
∑c
i=1 p
i.
(
c
i
) .
We are interested in the probability for the system to remain in
state c, i.e., the probability pi(c). pi(c) is the probability for a given
node to have a complete knowledge of its neighborhood at a given
point of time. pi(c) is such that:
pi(c) =
cc
c!
.
pc∑c
i=0 p
i. 1
c!
λf is the correct packet arrival rate at node 0 (rate of successful
reception of a HELLO packet) and can be written as:
λf = fHELLO × P˜
where P˜ is the probability of successful reception at node 0 (see
Section 3.4.1). Fig. 6 and 7 plot the probability for the Markov
chain to be in state pi(i), depending on the number of neighbors.
The different curves show the influence of p (and so of the HELLO
protocol parameters). As expected, an increasing value of p in-
creases the probability to be in state pi(c). We can also see that
even for a high value of p, the probability for a node to have the
full knowledge of its neighborhood is not 1. For a higher degree,
the probability to have a complete knowledge is the same as with a
low degree for a fixed value of p. These values constitute a lower
bound, because of the non preemptive update of information in the
Markov chain, but they give a good intuition of the evolution of
the neighborhood table and of the impact of the HELLO protocol
parameters. One has also to notice that an increasing degree also
decreases the value of P˜ and thus reduces the value of p. Therefore,
in order to maintain the same probability pi(c), when the degree
changes, one has to increase the HELLO packet frequency and/or
to increase the value of AGEMAX .
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Figure 6: c = 10
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Figure 7: c = 30
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Figure 8: Comparison between analysis and simulation for
fHELLO = 1 and µv = 1/3
Fig. 8 shows the comparison between theoretical results and sim-
ulations by plotting the probability pi(i) for fHELLO = 1 and
µv = 1/3, considering the probability P˜ (8). For the simulations,
we run 100 simulations of 50 seconds each and we observed the
evolution of the neighborhood table of a given node. Figures show
the accuracy of the proposed model for different intensities and for
the observed node. From these results, we can say that to behave
correctly, protocols relying on the neighborhood discovery have to
deal with the inconsistent state of the neighborhood table at each
point of time. It is worth noting that this inconsistent state is worsen
by mobility and increasing the value of p is not suitable for mobil-
ity handling. The next step of this analysis is to include mobility
handling.
4. RESULTS
4.1 Simulation Model and Parameters
All simulations are performed over the NS2 simulator in its 2.27
version. The simulator has been modified to reflect the 802.11b
DSSS parameter. We have also modified the communication range
of each node to reflect 802.11b card based on the specification of
wireless card. Nodes are randomly deployed using a Poisson Point
Process in a 1000m×1000m square with various levels of intensity
λ. In such processes, λ represents the mean number of nodes per
surface unit. The communication range R is set to 150m in all tests.
Simulation are run during 30s. The results obtained are within a
95% - confidence interval. No mobility pattern is used.
Both clustering algorithms are evaluated over a 802.11 MAC
layer and a MadMac layer for each node distribution. Each result
is compared to the results obtained with the use of an ideal MAC
layer. The ideal MAC layer refers to a Unit Disk Graph model
with no interferences, no packet collisions, each message sent is
immediately and successfully received by each node within com-
munication range. Each association of protocols MAC-clustering
is evaluated for three values of fHELLO: 1/f1 = 1s, 1/f2 =
2s, 1/f3 = 3s (where when 1/fHELLO = x a node sends a
HELLO packet every x seconds). For each combination (MAC −
Clustering − fHELLO), we removed entries in data base older
than AGEMAX by using three values for AGEMAX : AGE1 =
1
fHELLO
, AGE2 =
2
fHELLO
and AGE3 = 3fHELLO .
Contrarily to the ideal MAC layer, links may become uni-directional
when using a realistic MAC layer. Since the clustering algorithms
require bi-directional links, a node will not consider uni-directional
link when computing its density.
4.2 Model Validation
To validate our NS2 code, we use a simple scenario depicted
in Fig. 9. In this scenario the lines represent the wireless links
between nodes. Table 3 gives the value computed by the nodes
during the simulation. Results validate our model.
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Figure 9: Validation scenario
4.3 Simulations Results
This section presents the simulation results of our proposed im-
plementation.
δ(u) ρ(u) H(u) P(u)
Node Theo. Simul. Theo. Simul. Theo. Simul. Theo. Simul.
0 4 4 8/4 2.00 0 0 0 0
1 3 3 5/3 1.66 0 0 0 0
2 3 3 5/3 1.66 0 0 0 0
3 3 3 5/3 1.66 0 0 0 0
4 3 3 5/3 1.66 0 0 0 0
Table 3: Validation
4.3.1 Neighbor discovery
As claimed earlier, the use of realistic MAC and physical lay-
ers greatly impacts the neighbor discovery. In this section, we run
simulations in order to validate the theoretical analysis provided in
Section 3.4.1. Fig. 10 plots the mean node degree, i.e. the mean
number of bi-directional neighbors for R = 150m and different
values of λ after one round of HELLO messages exchange. Re-
sults perfectly match.
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Figure 10: Mean node degree by theory and simulation as a
function of λ for R = 150
4.3.2 The influence of the timeout for data refresh
We show how the time data are stored influences the cluster-
ing protocols. Fig. 11 and 12 plot the number of clusters for the
two different clustering protocols as a function of the time with
fHELLO = f1. Results are plot here for λ = 100 but the cluster-
ing behaviors are similar whatever the number of nodes.
 8
 9
 10
 11
 12
 13
 14
 15
 5  10  15  20  25  30
# 
cl
us
te
rs
time
IDEAL 
AGE_1 -- 802.11
AGE_1 -- MadMac
AGE_2 -- 802.11
AGE_2 -- MadMac
AGE_3 -- 802.11
AGE_3 -- MadMac
Figure 11: Number of clusters obtained for λ = 100 and
fHELLO = f1 when using the density-based algorithm
We only present results for fHELLO = f1. But, results for
fHELLO = f2 and fHELLO = f3 present the same oscillations.
The lower the frequency, the more the system oscillates, the longer
it needs to stabilize, as we will show later in Section 4.3.3. Results
plotted here are thus the better behavior we can expect.
One can notice that depending on how fresh the data considered
are, the clustering algorithms converge toward different values, but
never aims at the one obtained in the ideal case. This can be ex-
plained by the theoretical analysis of Section 3.4. Indeed, as shown
by this analysis, the probability to detect every neighbor node in
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Figure 12: Number of clusters obtained for λ = 100 and
fHELLO = f1 when using DDR
only one round is very low, indeed, when AGEMAX = AGE1,
none node has an exact view of its neighborhood at any time. And,
to compute the degree or the density value, nodes need not only
their own neighborhood but also the neighborhood of their neigh-
bors. This explains that, when AGEMAX is close to the frequency
of HELLO packets, we observe a kind of oscillation in the num-
ber of clusters and algorithms have difficulty to self-stabilize. The
neighborhood table and data used for computing the density/degree
value computation changes frequently. We can see that this behav-
ior appears for both MAC layer protocols. In fact, the delay intro-
duced at the MAC layer modifies the status of each node. When
assuming a perfect but not instantaneous transmission of messages,
for example a TDMA scheduling where no collision occurs, every
message transmission has the same delay and the jitter is equal to
0. This behavior does not appear here, transmissions are thus not
perfect and some HELLO packets are lost. While considering a
random access method, the jitter varies because of contention. In
802.11 and MadMac, this aspect is worsen by the random backoff
algorithm used and this oscillation appears because there exists a
high probability that a HELLO packet sent by node u is not re-
ceived by all nodes in Γ(u) before the end of the AGEMAX pe-
riod. Increasing the frequency of HELLO packet or increasing the
AGEMAX of data validity is thus the solution to this problem. In-
deed, this amounts to increasing the value of µv in the analysis.
Fig. 11 and 12 show that having AGEMAX equal to twice the
fHELLO (thus p = 2P˜ from Section 3.4) is enough to avoid this
oscillation problem, whatever the clustering protocol and whatever
the network density. This confirms the theoretical results of Sec-
tion 3.4. By increasing the AGEMAX period, the clustering pro-
tocol behavior tends toward the ideal case. Moreover, we can no-
tice that the density-based algorithm oscillates less strongly than
DDR. This shows that the density metric allows to smooths the
small topology changes down and so, that the metric used in layer-
3 protocols may be useful to overcome the imperfections of the
lower layers. We can also notice that oscillations are stronger when
using 802.11 when AGEMAX 6= AGE1 as a MAC layer rather
than MadMac, whatever the clustering algorithm. This is due to
the fact that MadMac is fairer than 802.11 and that in average it
allows more nodes to access the channel. If at round 1, node u can-
not send its HELLO message, it is more likely to send its HELLO
packet at round 2 with MadMac than with 802.11.
4.3.3 The influence of HELLO frequency
In this section, we evaluate the influence of the HELLO fre-
quency. For it, we evaluate the different scenarii for several values
of fHELLO and by fixing AGEMAX . Fig. 13 and 14 show the
evolution in time of the number of clusters depending for AGE3
and λ = 100. We can see that when the HELLO packet frequency
decreases, the convergence time of the algorithm increases, which
was expected since the more often data are sent, the faster each
node updates its neighborhood table. We can see, as expected, that
the time needed for the algorithm to converge is roughly propor-
tional to the HELLO frequency. This behavior is the same whatever
the MAC layer protocol and whatever the metric used for cluster-
ing. Because of page restriction, we only show here the behavior
of the system for AGE3 and λ = 100 but results are the same for
other AGEMAX values and other intensity values. These observa-
tions confirm the analytical results where the value of p impacts the
network. Thus, for a fixed value of AGEMAX , the HELLO packet
frequency only influences the convergence time.
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Figure 13: Number of clusters, for λ = 100 and AGE3 when
using the density-based algorithm
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5. CONCLUSION AND FUTURE WORKS
In this paper, we analyzed the impact of a realistic protocol stack
over a self-organization depending of several parameters. We showed
that the choice of the MAC layer impacts only in small measures
the self-organization even if using MadMac instead of IEEE 802.11
as MAC layer protocol allows to discover nodes a little bit quicker.
We also showed that using the density metric instead of the degree
smooths local link failures down and gives more stability to the
self-organization. The main disturbance comes from the setting of
the neighbor discovery protocol. Indeed, we showed theoretically
and by simulation that even in the best case, a node never discovers
all its neighbors. We give a theoretical way to set the HELLO pro-
tocol parameters according to the discovery probability required.
The packet frequency fHELLO and the time information is stored
if not refreshed AGEMAX are linked and the parameter to set up
is the ratio of both of them. These first results show that studying
the HELLO protocol parameters is important when the informa-
tions in the HELLO packet are necessary for some other protocols.
The next step of this work is to optimize the HELLO protocol for a
specific (clustering, MAC) combination.
As future works, we intend to lead similar analysis when consid-
ering node mobility and the presence of traffic. We present some
preliminary results on the simple topology given in Fig. 9. In this
scenario, we try to include a saturated data traffic from node 1 to 0.
The results of a 30s simulation is given in Table 4 with a frequency
of HELLO packets equal to 1.s−1 and a valid data age of 3s.. The-
oretical results are the same as in Table 3. It is worth noting that
this does not mean that the clustering algorithm has converged cor-
rectly. At this point, nothing can be concluded except that when
some traffic is present in the network the clustering algorithm can
be strongly affect. More simulations and theoretical analysis are
needed to conclude anything and to understand the network behav-
ior in such cases. Indeed, introducing any kind of self-organization
into a network aims at bringing more advantages to the network
and just consists in a basis. If having some regular traffic totally
disturbs the self-organization, we have to study in what measures
the self-organization is useful to the network and does not harm it
and what the limits of the self-organization are.
ρ(u) H(u) P(u)
Node 802.11 MadMac 802.11 MadMac 802.11 MadMac
0 1 2.00 0 0 1 0
1 1.66 1.66 1 0 1 0
2 1 1.66 0 0 0 0
3 1.66 1.66 3 0 3 0
4 1 1.66 0 0 1 0
Table 4: Node values
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