One of the most practically important problems of computational aero-acoustics is the efficient and accurate calculation of flows around solid obstacles of arbitrary shapes. To simulate flows in complex domains, we combine two mathematical approaches, the Adaptive Wavelet Collocation Method, which tackles the problem of efficiently resolving localized flow structures, and the Brinkman Penalization Method, which addresses the problems of efficiently implementing arbitrary complex solid boundaries. This hybrid approach is applied to unsteady RANS simulations of compressible flows around bluff bodies. The preliminary results of URANS simulations are compared with the recent experimental and numerical results.
Nomenclature

I. Introduction
Aircraft noise at take off and landing has always been a concern for community living in the surrounding areas of the airports. As air traffic continues to grow, it is critical to research and develop new or improved methods and technologies that will significantly reduce aircraft noise levels. Historically, the noise produced by aircraft engines was considerably higher than the airframe noise.
1 Recent progress in the development of low-noise aircraft engines has made the level of engine noise comparable to those of the airframe at take-off and landing. As a consequence, the reduction of the airframe noise has become a focus of many recent theoretical and experimental investigations. In particular, much of the current research efforts have been put into understanding two major sources of airframe noise generation:
2 high-lift devices [3] [4] [5] [6] [7] [8] and undercarriage. 9, 10 Despite the tremendous progress made in these two areas, there are many important aspects of noise generation that require further investigation.
For an efficient method of noise reduction one requires a thorough understanding of the noise source as well as its propagation. Thus, there is a need for accurate time dependent numerical simulation of the flow around the geometry of a particular interest. Direct Numerical Simulations (DNS), Reynolds Averaged Navier-Stokes (RANS) 11 simulations, Large Eddy Simulations 12, 13 (LES), and hybrid RANS-LES simulations 14 can be used for that purpose. DNS simulations are prohibitively expensive for higher Reynolds number flows while LES or hybrid RANS-LES simulations are feasible but still expensive. The use of timeaccurate unsteady RANS simulation for noise prediction is a feasible alternative and was shown to be a good predictive tool for acoustic noise prediction of high-lift systems. 6, 8, 15 In this work the time-accurate unsteady compressible RANS simulations are to be used as a basis for calculation of airframe noise generated by high-lift devices.
One of the most practically important problems of computational aero-acoustics is accurate and efficient calculation of a flow around solid obstacles of arbitrary shape, possibly moving or deformable. One of the main challenges lies in the area of grid generation. The accuracy and the reliability of the acoustic calculations are very sensitive to the quality of the computational grid used for flow simulations. Ideally, one would like an automated strategy that resolves and automatically tracks all the important flow structures and generates the computational grid for a specified geometry. These requirements put great strain on most conventional numerical algorithms, since the re-meshing procedure is expensive. To achieve these goals, we combine two mathematical approaches to calculate compressible flows in complex domains, the adaptive wavelet collocation method [16] [17] [18] [19] and the Brinkman penalization method. 20 The adaptive wavelet collocation method tackles the problem of efficiently resolving localized flow structures (vortices) in complicated geometries (where grid resolution should depend both on time and location). The Brinkman penalization method addresses the problem of efficiently implementing arbitrarily complex solid boundaries. The adaptive wavelet collocation method then allows the computational grid to follow the obstacle, thus avoiding accelerating reference frames, or large areas of fine grids.
In this paper, a novel hybrid dynamically adaptive wavelet collocation -Brinkman penalization method is introduced. To demonstrate the strengths of this new approach, a turbulent flow around a cylinder at acoustic Reynolds number 10 6 is numerically simulated using unsteady RANS. The preliminary results of this simulation are compared with computational 21 and experimental 22 results.
II. Hybrid Adaptive Wavelet Collocation -Brinkman Penalization Technique
A. Dynamically Adaptive Wavelet Collocation Method
In this section we briefly describe a novel dynamically adaptive wavelet collocation method (DAWCM).
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Wavelets are ideally suited to model complex flows since they can adapt the numerical resolution to the localized structures of the solution. We use a wavelet collocation method that ensures a one-to-one correspondence between grid points and wavelets, simplifying the computation of nonlinear terms. The wavelet collocation method takes advantage of the wavelet compression properties. As a result, functions with localized regions of sharp transition are well compressed using wavelet decomposition. Compression, and thus grid adaptation, is achieved by retaining only those wavelets whose coefficients are greater than an a priori given threshold. Thus, high resolution computations are carried out only in those regions with sharp transitions. With this adaptation strategy, a solution is obtained on a near optimal grid for a given accuracy. Let us briefly outline the main features of the numerical method. For details we refer to Refs. 18, 19. In the wavelet collocation method there is a one-to-one correspondence between grid points and wavelets, which makes calculation of nonlinear terms simple and allows the grid to adapt automatically and dynamically to the solution by adding or removing wavelets. Very briefly, at each time step we take the wavelet transform of the solution, remove all wavelets with coefficient magnitude less than a threshold ǫ, and then reconstruct the solution. It can be shown that the L ∞ error of this approximation is bounded by ǫ. To account for the evolution of the solution over one time step we add the nearest neighbor wavelet coefficients in position and scale. Since each wavelet corresponds to a single grid point this procedure allows the grid to automatically follow the evolution of the solution in position and scale. The derivatives are calculated using finite differences at the appropriate scale. The method is based on second generation wavelets, 23 which allow the order of the wavelet (and hence of the finite differences) to be easily varied. The method has a computational complexity O(N ), where N is the number of wavelets retained in the calculation (i.e. those wavelets with coefficients greater than ǫ plus nearest neighbors).
Finally, it should be noted that there is an additional computational cost associated with the use of the adaptive multi-resolution wavelet methodology. In its current implementation, the cost per grid point is approximately three to five times greater than the per point cost of the standard non-adaptive computational methodologies. However the large compressions of the DAWC method 24 (up to 10 3 ) greatly outweigh this cost. In addition, memory savings associated with the use of an adaptive methodology allows higher resolution numerical simulations using the same computational resources.
B. Brinkman Penalization for Compressible Flows
Brinkman penalization, 25 originally proposed for use in incompressible flows, is a way of simulating the presence of arbitrarily complex solid boundaries. Boundary conditions can be enforced to a specified precision, without changing the numerical method (or grid) used to solve the equations. The main advantage of this method, compared to other penalization type methods, is that the error can be estimated rigorously in terms of the penalization parameter. It can also be shown that the solution of the penalized equations converges to the exact solution in the limit as the penalization parameter, η, tends to zero. 25 In this paper, we extend the Brinkman penalization to compressible flows.
For URANS, consider the compressible turbulent flow around a set of obstacles
26 is used. For general compressible turbulent fluid flows, the turbulence model equations, URANS, are written in terms of Favre mass-averaged quantities as follows:
where
ρ is the density of the fluid (gas), m j = ρu j is the mass flux, p is the pressure, µ is the coefficient of dynamic viscosity of the fluid, which is temperature dependent, e is the total energy density, T is the absolute
is the acoustic Reynolds number, and P r = µcp k is the Prandtl number. k is the turbulent kinetic energy, ω is the specific dissipation rate, µ T is the turbulent viscosity,τ ij is the sum of the molecular and Reynolds stress tensors, τ ij is the Reynolds stress tensor, S ij is the mean strain-rate tensor, q j is the heat flux vector, P r L and P r T are the laminar and turbulent Prandtl numbers respectively and α = 5/9, β * = 9/100, β = 3/40, σ = 1/2, and σ * = 1/2. On the surface of the obstacles, the velocity must satisfy the no-slip conditions, while temperature, turbulent kinetic energy, and specific dissipation rate of the obstacles are assumed constant,
where Re = M aRe a is the Reynolds number based on upstream velocity, U o and T o are the velocity and the temperature of the obstacle, respectively, and constant C = 800 is chosen to set the required resolution δh. Note that in contrast to classical RANS methods where the grid is specified a priori, our approach uses an automatically adaptive computational mesh. To specify these conditions on the obstacles O i without explicitly imposing (6), we follow the work of Angot et al. 27 by adding penalty terms into momentum, energy, turbulent kinetic energy, and specific dissipation rate equations. The resulting non-dimensional Brinkman-penalized unsteady RANS equations with Wilcox's k − ω model 26 can be written as The variables of velocity, length, time, energy, density, pressure, viscosity, thermal conductivity, and temperature, turbulent kinetic energy, and turbulent dissipation rate are respectively nondimensionalized by the reference speed of sound c 0 , characteristic length L, L/c 0 , c 
This volume penalization has been implemented in a dynamically adaptive wavelet collocation compressible solver. In addition, the nonreflecting outflow boundary conditions of Poinsot and Lele 28 are used to minimize the reflection of the acoustic waves from the computational boundaries.
The volume penalization has been implemented in a dynamically adaptive wavelet collocation compressible solver. Preliminary results for URANS simulations around the cylinder at Re a = 10 6 are discussed in Section IV. The main difficulties associated with URANS are initial conditions, singularity of dissipation rate near solid walls, and very thin boundary layer around the cylinder.
Although Brinkman penalization is a very flexible and simple method, the presence of Brinkman penalization terms in the equations results in a stiff system of equations. In contrast to an incompressible solver, the compressible solver does not need to solve Poisson's equation every time step. For that reason, the compressible wavelet collocation solver uses the stiffly stable Krylov subspace time-integration algorithm of Edwards et al. 29 The main motivations for using the Krylov time-integration algorithm are the following: first, the Krylov time integration method is stiffly stable (for the linear part of the equation), uses an adaptive time step, and allows the order of the time integration to be adjusted easily by changing the dimension of the Krylov sub-space. Secondly, the Krylov time integration algorithm does not require explicit construction of the discretized linear operator, but rather evaluation of its action. The latter property is particularly important, since the wavelet collocation algorithm calculates derivatives directly without construction of discrete spatial derivative operators.
III. Flow Solver
Currently, new implementation of the solver that makes uses of the adaptive tree-like data structure is under development. This new solver would allow high resolution numerical simulations without substantial computational overhead. Unfortunately, the new version of the solver was not ready in time to be used for the simulations reported in this paper. Instead, the previous version of the solver was used. Since the older solver has an inefficient memory management scheme and is not parallel, the URANS simulations reported in this paper were limited to relatively small computational domain Ω = 
IV. Results and Discussion
In this section preliminary results of the unsteady Reynolds Averaged Navier-Stokes simulation of the compressible turbulent flow around a single cylinder at an acoustic Reynolds number Re a = 10 6 and Mach number M a = 0.1632 are presented. These results are compared with the results of the URANS computations reported in Ref. 21 and experimental measurements reported in Ref. 22 . To force a faster transition to asymmetric vortex shedding regime, the cylinder was forced to oscillate for two periods with the amplitude The contour plots of the instantaneous fields for URANS simulation are shown in Fig. 2 . The results are normalized using upstream quantities. Important flow features, such as boundary layer, flow separation, and formation of vortex street are clearly depicted in these figures. Note that the instantaneous fields for turbulent kinetic energy, turbulent dissipation rate, and turbulent viscosity have a structure similar to the vorticity field. This is a consequence of the improved k − ω model 30 adopted in the reported URANS simulations. We recall that in this model the group S ij S ij in the production terms of Eqs. (10) and (11) is replaced by the square of vorticity magnitude Ω 2 , resulting in high correlation of k and ω with the instantaneous vorticity field.
A typical computational mesh at different levels of resolution is shown in Fig. 3 . Note that the high resolution grid is concentrated in the vicinity of the cylinder boundary and in the high-gradient regions, resulting in high compression. This highlights the fact that once the new solver is available, high resolution simulation will be feasible.
The contour plots of the time-averaged fields for the URANS simulation are shown in Fig. 4 . As expected the time averaged results are almost symmetric with respect to the centerline. The small asymmetry is due to relatively short time averaging interval used in the current simulations. Note that for the unsteady RANS simulations the total turbulent kinetic energy consists of two parts: modeled turbulent kinetic energy, k, and resolved turbulent kinetic energy, k resolved = (hereafter referred to as KCJM results). Both current and KCJM results show reasonable agreement with the experimental measurements. 22 To highlight the similarities between the experimental and current results, the streamwise and transverse profiles of mean velocity components, streamwise turbulent intensity, and turbulent kinetic energy are shown in Fig. 5 . The observed differences are mostly due to the insufficient spatial resolution, the reasonably small size of the computational domain, the lack of three dimensional effects, and the use of transition strips in the experiment.
V. Conclusion
In this paper, a novel hybrid dynamically adaptive wavelet collocation -Brinkman penalization method is presented. The Brinkman penalization, originally proposed for incompressible flows, is extended to compressible flows. The computational capabilities of the method are demonstrated for the unsteady Reynolds Averaged Navier-Stokes simulations of the compressible turbulent flow around a cylinder at an acoustic Reynolds number Re a = 10 6 and Mach number M a = 0.1632. The results demonstrate the feasibility of the hybrid dynamically adaptive wavelet collocation -Brinkman penalization approach for compress- ible turbulent flow simulations in complex geometries. Despite reasonable agreement with experiment, the observed differences call for higher resolution (possibly three-dimensional) URANS simulations in a larger computational domain.
