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Abstract. The problem of estimating the software size in the early stage of a software project is important because a 
software size estimate is used for predicting the software development efforts, including open-source PHP-based apps. 
The purpose of the work is to increase the prediction accuracy of early software size estimation of open-source PHP-
based apps. The object of study is the process of estimating the software size of open-source PHP-based apps. The subject 
of study is the three-factor nonlinear regression models with various factors to estimate the software size of open-source 
PHP-based apps. To build the three-factor nonlinear regression models we use the technique based on the multivariate 
normalizing transformations and prediction intervals. These models are constructed based on the Johnson four-variate 
normalizing transformation for SB family of the non-Gaussian data set from 44 apps hosted on GitHub. The data set 
was obtained using the PhpMetrics tool (https://phpmetrics.org/). The three-factor nonlinear regression models are built 
around the metrics of class diagrams: the number of classes, the average number of methods per class, the sum of average 
afferent coupling and average efferent coupling per class, DIT (depth of inheritance tree) mean per class. To compare the 
prediction accuracy of the three-factor nonlinear regression models we used the well-known prediction accuracy metrics 
such as a multiple coefficient of determination R2, a mean magnitude of relative error MMRE, and prediction percentage 
at the level of magnitude of relative error of 0.25, PRED(0.25). The nonlinear regression model constructed around the 
number of classes, the average number of methods per class, DIT mean per class has the larger PRED(0.25) value and 
about the same values of R2 and MMRE that the model in which the third factor is the sum of average afferent coupling and 
average efferent coupling per class. The scientific novelty of obtained results is that the three-factor nonlinear regression 
model for estimating the software size of open-source PHP-based apps has been improved by introducing a new factor – 
the DIT mean per class. This allowed us to increase the PRED(0.25) value by 8%. The practical importance of obtained 
results is that the software realizing the constructed model is developed in the sci-language for Scilab.
Key words: software size estimation; PHP-based app; nonlinear regression model; normalizing transformation; 
non-Gaussian data.
Анотація. Проблема оцінювання розміру програмного забезпечення (ПЗ) на ранній стадії програмного про-
екту є важливою, оскільки оцінка розміру програмного забезпечення використовується для прогнозування 
трудомісткості розробки ПЗ, включаючи PHP-застосунки з відкритим кодом. Метою роботи є підвищення 
точності оцінювання розміру PHP-застосунків з відкритим кодом. Об’єктом дослідження є процес оцінювання 
розміру PHP-застосунків з відкритим кодом. Предметом дослідження є трьох-факторні моделі нелінійної 
регресії з різними факторами для оцінювання розміру PHP-застосунків з відкритим кодом. Для побудови трьох-
факторних моделей нелінійної регресії ми використовуємо метод, заснований на багатовимірних нормалізуючих 
перетвореннях та інтервалах прогнозування. Ці моделі побудовані на основі чотирьох-вимірного перетворенні 
Джонсона для сімейства SB негаусового набору даних із 44 застосунків, розміщених на GitHub. Набір даних був 
отриманий за допомогою інструмента PhpMetrics (https://phpmetrics.org/). Трьох-факторні моделі нелінійної 
регресії побудовані за метриками діаграми класів: кількість класів, середня кількість методів на клас, сума 
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середнього аферентного та еферентного зв’язків на клас, середнє значення DIT (глибина дерева успадкування) 
на клас. Для порівняння точності прогнозування трьох-факторних нелінійних регресійних моделей ми вико-
ристовували відомі показники точності прогнозування, такі як множинний коефіцієнт детермінації R2, середня 
величина відносної похибки MMRE та відсоток прогнозування на рівні величини відносної помилки 0,25, 
PRED(0,25). Нелінійна регресійна модель, що побудована навколо кількості класів, середньої кількості методів 
на клас, середнього значення DIT на клас, має більше значення PRED(0,25) та приблизно однакові значення R2 
та MMRE, що і модель, в якій третім фактором є сума середнього аферентного та еферентного зв’язків на клас. 
Наукова новизна отриманих результатів полягає в тому, що удосконалена трьох-факторна нелінійна регресійна 
модель для оцінювання розміру PHP-застосунків з відкритим кодом шляхом введення нового фактору – серед-
нього значення DIT на клас. Це дозволило збільшити значення PRED(0,25) на 8%. Практична значимість отри-
маних результатів полягає у розробці ПЗ, що реалізує побудовану модель, sci-мовою для Scilab.
Ключові слова: оцінювання розміру програмного забезпечення; PHP застосунок; нелінійна регресійна модель; 
нормалізуюче перетворення; негаусові дані.
ПОСТАНОВКА ЗАДАЧІ
Як відомо, PHP – це популярна мова сценаріїв 
загального призначення, яка особливо підходить для 
веб-розробки (https://www.php.net/). Однак ця мова 
дозволяє не тільки швидко писати веб-сторінки, що 
динамічно генеруються, але і робити набагато біль-
ше, включаючи різні фреймворки, конвертери та інші 
програмні застосунки.
Задача оцінювання розміру програмного забез-
печення (ПЗ) на ранній стадії програмного проекту 
є важливою, оскільки оцінка розміру ПЗ використо-
вується для прогнозування трудомісткості розроб-
ки ПЗ за допомогою математичних моделей, таких 
як COCOMO II [1; 2]. Для цього потрібні відповід-
ні моделі у тому числі і регресійні для оцінювання 
розміру ПЗ, включаючи PHP-застосунки з відкритим 
кодом [3–6].
АНАЛІЗ ОСТАННІХ ДОСЛІДЖЕНЬ  
І ПУБЛІКАЦІЙ
Незважаючи на достатньо велику кількість існу-
ючих на сьогодні різноманітних методів і моделей 
для оцінювання розміру ПЗ [3–16], роботи в цьому 
напрямі не припиняються. Це пов’язано в першу чергу 
з низькою точністю оцінювання розміру ПЗ на ранніх 
етапах його розробки. Один із шляхів вирішення цієї 
проблеми полягає в побудові відповідних моделей для 
оцінювання розміру ПЗ, яке розробляється як певною 
мовою програмування [3–6; 8; 11], так і для певного 
типу застосунків [3–6; 9; 15]. Крім того, для оцінюван-
ня розміру ПЗ на ранніх етапах його розробки вико-
ристовуються метрики UML діаграм, в першу чергу 
діаграми класів [3–6; 10; 11; 13]. Також, як це зазна-
чено в [5; 6], покращити точність оцінювання розміру 
ПЗ на ранніх етапах його розробки можна за рахунок 
відповідних математичних моделей, зокрема неліній-
них регресійних моделей, які будуються за допомогою 
багатовимірних нормалізуючих перетворень та інтер-
валів передбачення. На відміну від одновимірних, 
використання багатовимірних нормалізуючих пере-
творень дозволяє врахувати кореляцію між залежною 
і незалежними змінними, що і призводить до підви-
щення точності оцінювання залежної змінної за допо-
могою відповідної нелінійної регресійної моделі [17].
ВІДОКРЕМЛЕННЯ НЕ ВИРІШЕНИХ 
РАНІШЕ ЧАСТИН ЗАГАЛЬНОЇ ПРОБЛЕМИ
В [5] нелінійна регресійна модель для оцінюван-
ня розміру інформаційних PHP-систем з відкритим 
кодом була побудована із застосуванням чотиривимір-
ного перетворення Джонсона сім’ї SB на основі трьох 
метрик діаграми класів, що і в [3; 4]: загальна кількість 
класів, загальна кількість зв’язків та середня кількість 
атрибутів на клас. Але для PHP-застосунків з від-
критим кодом, що не є інформаційними системами, 
наприклад, таких як різноманітні фреймворки та кон-
вертори, регресійні моделі можуть залежати в тому 
числі від інших метрик. Тому в [6] було запропоновано 
нелінійну регресійну модель для оцінювання розміру 
PHP-застосунків з відкритим кодом, що не є інфор-
маційними системами, в залежності від трьох факто-
рів: кількості класів; суми середньої кількості класів, 
на які впливає даний клас (Average Afferent Coupling) 
і середньої кількості класів, з яких даний клас отримує 
ефекти (Average Efferent Coupling), та середньої кіль-
кості методів. Зазначена модель також була побудована 
на основі чотиривимірного нормалізуючого перетво-
рення Джонсона сім’ї SB, що дозволило підвищити 
достовірність оцінювання залежної змінної нелінійної 
регресії у порівнянні з використанням одновимірних 
нормалізуючих перетворень. Але для цієї моделі від-
соток прогнозованих результатів, для яких величини 
відносної помилки менші за 0,25, PRED(0,25) дорів-
нював всього 68,3%. Це веде до необхідності подаль-
шого удосконалення відповідної моделі для оцінюван-
ня розміру PHP-застосунків з відкритим кодом, що не 
є інформаційними системами.
МЕТОЮ ДОСЛІДЖЕННЯ
Підвищення точності оцінювання розміру 
PHP-застосунків з відкритим кодом.
МЕТОДИ, ОБ’ЄКТ ТА ПРЕДМЕТ 
ДОСЛІДЖЕННЯ
Об’єктом дослідження є процес оцінювання роз-
міру PHP-застосунків з відкритим кодом. Предметом 
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дослідження є трьох-факторні нелінійні регресійні 
моделі з різними факторами для оцінювання розміру 
PHP-застосунків з відкритим кодом. Для побудови 
трьох-факторних нелінійних регресійних моделей 
ми використовуємо метод, заснований на багатови-
мірних нормалізуючих перетвореннях та інтервалах 
передбачення [17]. Суть цього методу [17] є такою. 
На першому етапі початкові дані перевіряються на 
наявність викидів і, якщо останні знайдено, то вони 
відкидаються. Для цього використовується критерій 
на основі квадрату відстані Махаланобіса для норма-
лізованих даних із 0,005 рівнем значущості. На дру-
гому етапі будується нелінійна регресійна модель із 
використанням відповідного методу на основі норма-
лізуючих перетворень [5]. На третьому етапі визна-
чаються границі інтервалу передбачення нелінійної 
регресії для рівня значущості, що дорівнює 0,05, за 
відповідним методом [5]. На останньому четвертому 
етапі перевіряють, чи є серед даних, за якими будува-
лася нелінійна регресійна модель такі, що виходять за 
границі інтервалу передбачення. Та, якщо відповідні 
дані знайдено, то вони відкидаються, і ми повторює-
мо знову всі етапи, починаючи з першого, для нових 
даних. Якщо таких викидів не було, то повторення 
етапів завершується, відповідна нелінійна регресійна 
модель побудована. Як і в [5, 6, 17], у якості багато-
вимірного нормалізуючого перетворення ми застосо-
вуємо чотирьох-вимірне перетворення Джонсона для 
сімейства SB.
ОСНОВНИЙ МАТЕРІАЛ
Для досягнення зазначеної мети ми брали емпі-
ричні дані з метрик 44 PHP-застосунків з відкритим 
кодом, що наведені в [6]. Ці дані були доповнені зна-
ченнями ще однієї метрики – це середнє значення DIT 
(глибина дерева успадкування) на клас. Для побудо-
ви трьох-факторних нелінійних регресійних моделей 
для оцінювання розміру PHP-застосунків з відкритим 
кодом в залежності від різних факторів було засто-
совано метод покращення нелінійних регресійних 
моделей на основі багатовимірних нормалізуючих 
перетворень та інтервалів передбачення [17]. Трьох-
факторні моделі нелінійної регресії були побудовані 
за такими метриками діаграми класів: кількість класів 
X1, середня кількість методів на клас X2, сума серед-
нього аферентного та еферентного зв’язків на клас X3, 
середнє значення DIT на клас X4. Ми побудували три 
таких моделі в залежності від трьох різних факторів: 
першу – в залежності від X1, X2 та X3, другу – в залеж-
ності від X1, X2 та X4, і третю – в залежності від X1, 
X3 та X4.
Спочатку ми перевірили наші чотиривимірні дані 
на наявність багатовимірних відхилень. Але перед 
цим ми перевірили нормальність цих багатовимір-
них даних, оскільки добре відомі статистичні мето-
ди (наприклад, виявлення багатовимірних викидів на 
основі квадрату відстані Махаланобісу) використову-
ються для виявлення викидів у багатовимірному набо-
рі даних за умови, що дані є гаусовими. Ми застосува-
ли тест на нормальність багатовимірних даних, засно-
ваний на вимірах багатовимірних асиметрії та ексцесу 
[18]. Згідно з цим тестом розподіл чотиривимірних 
даних не є гаусовим, оскільки статистика тесту на 
багатовимірну асиметрію цих даних перевищує зна-
чення квантилю розподілу χ2 , що становить 45,31 для 
20 ступенів свободи та 0,001 рівень значущості. Ана-
логічно, статистика тесту для багатовимірного ексцесу 
перевищує значення квантилю Гауса, який становить 
30,46 для середнього і вибіркової дисперсії, що дорів-
нюють відповідно 24 і 4,36, та 0,001 рівня значущості. 
Ці результати вказують нам на необхідність подаль-
шого застосування методу для визначення багатови-
мірних викидів у багатовимірних негаусових даних на 
основі багатовимірних нормалізуючих перетворень. 
Що ми і зробили далі згідно з [17].
Також майбутні фактори ми перевірили на наяв-
ність мультиколінеарності. Наявність мультиколі-
неарності ми визначали за коефіцієнтами впливу 
дисперсії (VIFs) серед майбутніх факторів в моделі 
множинної лінійної регресії. Для моделі множин-
ної лінійної регресії з k-факторами Xi, i k= 1 2, , ,
, VIFs – це діагональні елементи оберненої коваріа-
ційної матриці k k×  k-факторів [19]. Значення VIFs 
більше за 10 часто сприймаються як сигнал, що дані 
мають проблеми з мультиколінеарністю. Для наших 
даних значення VIFs знаходяться у межах від 1 до 5, 
тому мультиколінеарності немає.
Нелінійна регресійна модель для оцінювання роз-
міру PHP-застосунків у тисячах строк коду в залеж-
ності від факторів X1, X2 та X3 має вигляд [5]
( )[ ] 1ˆˆˆ1ˆˆ −ηγ−ε+−+λ+ϕ= YYYZYY eY              (1)
де 3322110 ˆˆˆˆˆ ZbZbZbbZY +++= ; ε – випадкова величина 
з розподілом Гаусу, ε ∼ ( )2,0 εσN  з оцінкою середньо-
квадратичного відхилення εσ̂  =0,1571; Z j  – випадко-








η+γ= ln , 
jjjj X λ+ϕ<<ϕ , 3,2,1=j ; 
оцінки параметрів є такими: 00̂ =b , 1,006031̂ =b , 
0,5335142̂ =b , 0,0326053̂ −=b , 3,01458ˆ =γY , 2,87815ˆ1 =γ , 
16,5902ˆ 2 =γ , 0,710304ˆ 3 =γ , 0,698176ˆ =ηY , 0,652161ˆ 1 =η , 
2,322625ˆ 2 =η , 0,878073ˆ 3 =η , 0,086857ˆ =ϕY , 0,063309ˆ 1 −=ϕ , 
1,48156ˆ 3 =ϕ , 1,48156ˆ 3 =ϕ , 707,4161ˆ =λY , 6959,670ˆ 1 =λ , 
11672,248ˆ 2 =λ  і 11,5940ˆ 3 =λ .
Зауважимо, нелінійна регресійна модель (1) для 
оцінювання розміру PHP-застосунків у тисячах строк 
коду в залежності від факторів X1, X2 та X3 отримана 
за три ітерації, при чому було три викиди. Тобто ця 
модель побудована за 41 точками даних.
Нелінійна регресійна модель для оцінювання роз-
міру PHP-застосунків у тисячах строк коду в залеж-
ності від факторів X1, X2 та X4 також має вигляд (1) 
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лише з тією різницею, що в (1) індекс 3 потрібно замі-
нити на 4, а відповідні оцінки є такими:
εσ̂ =0,1533, 00̂ =b , 1,0508051̂ =b , 0,4901402̂ =b , 
0,0117834̂ −=b , 1,99105ˆ =γY , 2,230711ˆ1 =γ , 18,2818ˆ 2 =γ , 
8,560105ˆ 4 =γ , 0,612132ˆ =ηY , 0,618562ˆ 1 =η , 1,710109ˆ 4 =η , 
1,710109ˆ 4 =η , 0,113140ˆ =ϕY , 0,214048ˆ 1 −=ϕ , 3,303081ˆ 2 −=ϕ , 
0,900ˆ 4 =ϕ , 240,494ˆ =λY , 3099,972ˆ 1 =λ , 17083,878ˆ 2 =λ  
і 62,6318ˆ 4 =λ .
Зауважимо, нелінійна регресійна модель (1) для 
оцінювання розміру PHP-застосунків у тисячах строк 
коду в залежності від факторів X1, X2 та X4 отримана 
за дві ітерації, при чому було два викиди. Тобто ця 
модель побудована за 42 точками даних.
Нелінійна регресійна модель для оцінювання роз-
міру PHP-застосунків у тисячах строк коду в залеж-
ності від факторів X1, X3 та X4 також має вигляд лише 
з тією різницею, що в (1) індекси 2 і 3 потрібно замі-
нити на 3 і 4, а відповідні оцінки є такими:
εσ̂ =0,3882, 00̂ =b , 0,8856051̂ =b , 0,02271263̂ −=b , 
0,1909754̂ −=b , 1,474052ˆ =γY , 2,364047ˆ1 =γ , 
0,875184ˆ 3 =γ , 6,287214ˆ 4 =γ , 0,519960ˆ =ηY , 
0,728907ˆ 1 =η , 0,953635ˆ 3 =η , 1,631979ˆ 4 =η , 
0,210403ˆ =ϕY , 7,908353ˆ 1 −=ϕ , 1,450813ˆ 3 =ϕ , 0,900ˆ 4 =ϕ , 
181,2127ˆ =λY , 2739,2845ˆ 1 =λ , 12,3043ˆ 3 =λ  і 20,7263ˆ 4 =λ .
Зауважимо, нелінійна регресійна модель (1) для 
оцінювання розміру PHP-застосунків у тисячах строк 
коду в залежності від факторів X1, X3 та X4 отримана 
за дві ітерації, при чому був лише один викид. Тобто 
ця модель побудована за 43 точками даних.
Для порівняння точності оцінювання розміру 
PHP-застосунків за допомогою побудованих трьох-
факторних нелінійних регресійних моделей в залеж-
ності від різних факторів ми використовували відомі 
показники точності прогнозування, такі як множинний 
коефіцієнт детермінації R2, середня величина віднос-
ної похибки MMRE та відсоток прогнозування на рів-
ні величини відносної помилки 0,25, PRED(0,25). Ці 
показники зазвичай використовуються для оцінювання 
якості прогнозування за допомогою регресійних моде-
лей і в інженерії програмного забезпечення [20; 21]. 
Допустимі значення MMRE і PRED(0,25) складають 
не більше 0,25 і не менше 0,75 відповідно. Прийнятне 
значення R2 приблизно також ж дорівнює 0,75.
Нелінійна регресійна модель, що побудована 
навколо кількості класів, середньої кількості методів 
на клас, суми середнього аферентного та еферентно-
го зв’язків на клас, має наступні значення R2, MMRE 
та PRED(0,25): 0,9776, 0,1795 та 0,6829 відповідно. 
Значення R2 та MMRE для цієї моделі є кращими 
у порівнянні з іншими моделями.
Нелінійна регресійна модель, що побудована 
навколо кількості класів, середньої кількості мето-
дів на клас, середнього значення DIT на клас, має 
наступні значення R2, MMRE та PRED(0,25): 0,9754, 
0,1831 та 0,7381 відповідно. Ця модель має на 8% 
більше значення PRED(0,25) та приблизно однакові 
значення R2та MMRE (з різницею у 0,22% та 2% від-
повідно), що і попередня модель, в якій третім фак-
тором є сума середнього аферентного та еферентного 
зв’язків на клас.
Нелінійна регресійна модель, що побудована навколо 
кількості класів, суми середнього аферентного та ефе-
рентного зв’язків на клас, середнього значення DIT на 
клас має найгірші значення R2, MMRE та PRED(0,25), 
які дорівнюють 0,8646, 0,5659 та 0,2558 відповідно. Зна-
чення MMRE та PRED(0,25) для цієї моделі вказують на 
погану точність оцінювання залежної випадкової величи-
ни Y. Лише значення R2 є добрим і говорить про можли-
вість використання цієї моделі (1) для оцінювання вибір-
кового середнього величини Y, коли ε прямує у нуль.
Підкреслимо, що для нелінійної регресійної 
моделі, що побудована в залежності від факторів X1, 
X2 та X4, а саме – кількості класів, середньої кількос-
ті методів на клас, середнього значення DIT на клас, 
ширина інтервалу передбачення кількості тисяч строк 
коду для PHP-застосунків з розміром понад 40 KLOC 
(thousand lines of code) є суттєво меншою у порівняні 
з моделлю, що побудована в залежності від факторів 
X1, X2 та X3. Так, для застосунку 1 за даними, що наведе-
ні в [6, таблиця 2], – X1=2075, X2=4,809 та X3=6,425 для 
моделі, що побудована в залежності від факторів X1, 
X2 та X3, маємо такий інтервал передбачення залежної 
змінної Y: [126,334; 267,189]. Причому актуальне зна-
чення Y для цього застосунку (а це Symfony-master), 
яке було отримано за допомогою PhpMetrics, дорів-
нює 174,927 KLOC. Для цього ж застосунку 1 за зна-
ченнями факторів X1=2075, X2=4,809 та X4=1,25 для 
моделі, що побудована в залежності від факторів X1, 
X2 та X4, маємо такий інтервал передбачення залеж-
ної змінної Y: [145,090; 199,384], ширина якого на 
86% менша за ширину відповідного інтервалу для 
моделі, що побудована в залежності від факторів X1, 
X2 та X3. Подібний результат ми маємо і для дові-
рчого інтервалу. Так, для значень зазначених вище 
факторів застосунку 1 для моделі, що побудована 
в залежності від факторів X1, X2 та X4, маємо такий 
довірчий інтервал вибіркового середнього змінної Y: 
[163, 733; 186, 529], ширина якого на 58% менша за 
ширину відповідного інтервалу для моделі, що побу-
дована в залежності від факторів X1, X2 та X3, якій 
є таким [162, 487; 217, 004]. Зменшення ширин від-
повідних інтервалів також вказує на підвищення точ-
ності оцінювання розміру PHP-застосунків з відкри-
тим кодом понад 40 KLOC за допомогою нелінійної 
регресійної моделі, що побудована в залежності від 
кількості класів, середньої кількості методів на клас, 
середнього значення DIT на клас.
ОБГОВОРЕННЯ ОТРИМАНИХ РЕЗУЛЬТАТІВ
Отримані результати свідчать про таке. До фак-
торів, які найбільшим чином впливають на точність 
оцінювання розміру PHP-застосунків з відкритим 
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кодом, насамперед потрібно віднести кількість кла-
сів. У найбільшому впливі цього фактору можна 
пересвідчитися порівнявши за абсолютною вели-
чиною значення оцінок параметрів bj: значення 1̂b  
є найбільшим для всіх моделей. Другим за впливом 
фактором є середня кількість методів на клас. Зазна-
чимо, що неврахування цього фактору у моделі, що 
була побудована в залежності від факторів X1, X2 та X4, 
призводить до поганої точності оцінювання залеж-
ної випадкової величини Y, на що вказують значення 
MMRE та PRED(0,25) для цієї моделі. Тому для підви-
щення точності оцінювання розміру PHP-застосунків 
з відкритим кодом, кількість строк якого буде пере-
вищувати 40 KLOC, на наш погляд, може використо-
вуватися нелінійна регресійна модель, що побудована 
в залежності від факторів X1, X2 та X4, а саме – кількос-
ті класів, середньої кількості методів на клас, серед-
нього значення DIT на клас. А у разі, коли кількість 
строк коду PHP-застосунку буде менше за 40 KLOC 
може бути застосована нелінійна регресійна модель, 
що побудована в залежності від факторів X1, X2 та X3, 
а саме – кількості класів, середньої кількості методів 
на клас, суми середнього аферентного та еферентного 
зв’язків на клас. У випадку, коли ми заздалегідь не 
знаємо, чи буде розмір PHP-застосунку більше або 
менше за 40 KLOC, то, на нашу думку, слід вико-
ристовувати трьох-факторну нелінійну регресійну 
модель, що побудована в залежності від кількості 
класів, середньої кількості методів на клас та серед-
нього значення DIT на клас тому, що ця модель має на 
8% більше значення PRED(0,25) та приблизно одна-
кові значення R2 та MMRE, що і попередня модель, 
в якій третім фактором є сума середнього аферентно-
го та еферентного зв’язків на клас.
ВИСНОВКИ
У роботі удосконалена трьох-факторна неліній-
на регресійна модель для оцінювання розміру PHP-
застосунків з відкритим кодом шляхом введення 
нового фактору – середнього значення DIT на клас. 
Це дозволило підвищити точність і достовірність 
відповідного оцінювання у порівнянні з наявними 
трьох-факторними нелінійними регресійними моде-
лями. У подальшому планується побудова нелінійної 
регресійної моделі залежно від чотирьох факторів 
для оцінювання розміру PHP-застосунків.
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