In this paper some of the solvability results of Granas, Guenther and Lee for various homogeneous boundary value problems for the equation 
Introduction. In this paper we establish the existence (in some cases constructive) of a classical solution x in C 2 ([0, T]) for certain y in C([0, T]) for the second order ODE's of the form (A)
x"(t) = /(*, *, *', x") -y(t) 9 0<t<T, subject to either Dirichlet, Neumann, periodic, Sturm-Liouville, or antiperiodic boundary conditions, where the continuous nonlinearity /: [0, T] X R 3 -> R is required to satisfy a new and a rather general growth condition of the form (I) . Similar notation is used for the other problems.
The type of growth condition on / imposed in (B) is motivated by a recent paper of Granas, Guenther and Lee [8] and the earlier paepr by S. Berstein 
(E) \f(t,x,r)\<A(t,x)r 2 + C(t 9 x) forr e R with A, C as in (B).
Using the topological transversality theorem of Granas [9] , the authors of [8] presented a generalization of the Berstein theorem (which permits the treatment of equations such as x" = x 3 + x' 2 + 1 to which the original result does not apply) and they have also shown that Berstein's result for Eq. (C) can be extended to other boundary conditions stated above. Thus, for example, it was shown in Theorems 4.1 and 6.1 in [8] (C), subject to various boundary conditions, was also treated in [8] under some additional conditions on /(/, x, r). In particular, it was shown there that if, in addition to (E) and (F), f x and f r exist, are bounded, and f x > 0, then the Dirichlet problem for Eq. (C) has a unique solution in C 2 ([0,1]). Let us add that the approach used in [8] to obtain the a priori estimates on the solutions x to Eq. (C) is not applicable if the inequality in (F) is reversed.
It should be noted that the problem dealing with the solvability of Eq. (C) subject to various boundary conditions of the form (I) to (V) has been studied earlier by many authors under various conditions on /(/, x, r) and using different methods. For numerous references dealing with these problems see, for example, the books [25] , [7] , [23] , and the recent articles in [4] , [10] and others.
The puφose of this paper is to present an extension of a number of existence and/or uniqueness results obtained in [8] for Eq. (C) to the more general equations (A) (which permits the treatment of equations such as x" = x 3 + x a + 1 4-αsinx" -y for any fixed a e (0,1) to which the reuslts in [8] do not apply) and to show that in some cases the solution x e C 2 ([0, T]) to Eq. (A) can be obtained as a strong C 2 -limit of the finite dimensional Galerkin type computable approximations x n e X n c Xj = {x e C 2 ([0, T]): J = I, II, III, IV, or V}. The latter constructive results are new even when / is independent of x" and the conditions on f(t, x 9 r) ensuring the uniqueness are those imposed in [8] when treating Eq. (C). In our study of problems (I) to (V) (associated with Eq. (A)) we use the abstract continuation type theorem of the author [14, Theorem 1.1] for semilinear equations involving ^4-proper mappings and the approach of [8] for obtaining the a priori bounds for solutions x to problems (I) to (V). For the purposes of comparison, we state as an example the following extension of the existence Theorems 4.1 and 6.1 in [8] Then each of the problems (I) to (V) has at least one solution x £ Xj. If x is unique for a given j in 7, then x is the strong C 2 -limit of the Galerkin approximates x n £ X n .
Some sufficient conditions on f(t,x,r,q) which ensure the uniqueness are given in § §2 and 3. We note in passing that when / in Eq. (A) is independent of x", then the growth conditions (B) and (E) are the same and condition (i) always holds since X s is compactly imbedded into C x ([0,Γ]). Thus, in this case our Theorem 2.1 includes the existence results of [8] when a = b = 0.
Let 
Note that condition (j) of (H) is weaker than (jj) and that it is of the same type so far as the one-sided inequality is concerned at least when / is independent of x". However, condition (jj) of (H), which is opposite in sign to that of (j), has no comparable analogue when / has a quadratic growth in r (as in (B)) and the approach of [8] is used to get the a priori bounds even when / is independent of x". The above remark is particularly transparent when a = b = 0. We add that the method used in [15, 16] required the additional condition (G) and depended on the linear growth of /. For the earlier results for problems (I) and (III) see [5] when / has a linear growth and [6, 17] when / has a semilinear growth and some further conditions are assumed. The sublinearity of / was essential in the method used in [6, 17] .
Our discussion proceeds as follows. In §1, we state some relevant definitions and the abstract (essentially constructive) continuation theorem of the author [14, Theorem 1.1] concerning the solvability of semilinear equations (at resonance) involving A -proper mappings. This result and the approach used in [8] for obtaining a priori bounds are then used in §2 to establish the existence (sometimes constructive) of solutions x in C 2 ([0,Γ]) for certain given y in C([0, T]) for the problems (I) to (V). In §3 we discuss some special cases of the boundary value problems studied in §2. In particular, we study the solvability of the generalized Lienard equation
under various boundary conditions. Some of our results obtained in this paper for the periodic boundary value problem for equation (J) are related to some of the results for this problem obtained in [15] .
It should be added that Eq. (J) appears in various parts of mechanics, mathematical physics and other fields. The case when / = III and h is independent of x", and especially when h is independent of x'\ and x\ has been studied by many authors. For the earlier literature and results see [25] and for the more recent ones where functional analytic methods are used to study these problems see [7, 23] , [4, 10] , [11, 12] and others listed there. Other examples which appear in mechanics and other fields will also be considered. In particular, we treat the periodic BV Problem x'(0) = which apears in the study of the dynamics of wires and which for some special functions a(t) and b(t) has been studied by Stoppelli [26] and others (see [3, 24, 18] 
can be improved.
1. In this section we introduce the relevant definitions and state an abstract result of [14, Theorem 1.1] which we shall use and which deals with the solvability of the semilinear equations with respect to some admissible scheme Γ, which for the sake of simplicity we take to be a projective scheme. We recall that if {X n } c X and (7 n }c Fare sequences of finite dimensional oriented spaces and Q n : Y -> Y n is a linear projection for each n G Z + , then the scheme Γ = {X n9 Y n , Q n ) is said to be admissible for maps from X to Y provided that ai\mX n = <XιmY n for each «, dist(jc, X n ) = inf{ | | JC -υ\\ x : v e X n ) -* 0 as n -> oo for each x in X, and Q n y -> y for each y in Y 9 where " -• " denotes the strong convergence. 
has a solution x n G D n for each n>N y such that x n -> x e D in X (resp. JC M -^JCGD) and 7* = j>. It was shown by the author in [19] that for (1.2) to be α-solvable w.r.t a given scheme Γ the operator T: D c X -» Y has essentially to be Approximation-proper (A-proper, for short) w.r.t. Γ, where the latter notion was defined in [19] (see also [20] for historical development of the theory) by:
is continuous for each n e Z + and if {x π |x n eΰ B .} is any bounded sequence in X such that T n (x n ) -> g for some g in Γ, then there is a subsequence {x n j oί {x n } and x ^ D such that JC ΛΛ -> x in X and Γx = g.
It is by now well known that the class of A -proper maps is quite general and useful. It includes compact, ball-condensing and P γ -compact vector fields, maps of type (S) and (Ks) as well as operators of strongly monotone and accretive type and their perturbations by compact and even by &-ball-condensing maps for small k > 0. Thus, the study of Λl-proper maps provides a unified approach to the study of these special classes of maps. It should be noted that the theory of A -proper maps is applicable to certain differential equations to which no other abstract theory applies. Moreover, the ^l-properness is intimately connected with the constructive solvability of abstract and differential equations.
For subsequent use we shall state here the following special case of [14, Theorem 1.1] whose proof is essentially based on the properties of the generalized degree for A -proper mapings developed by Browder and Petryshyn [2] . To state this result, which is used here to establish thê -solvability of problems (I) to (V) (and, in particular, the existence of solutions in Xj), we first note that, since L e Φ 0 (X, 7), there exist closed subspaces X x c X and
, and dimN(L) = dim7 2 . In what follows, we let Q be the linear projection of Y onto Y 2 and assume that there exists a continuous bilinear
(X, Y) and suppose there exists a bounded open setGaX
with
ΓΛen £"ήr. REMARK 1.1. In Theorem 2.1 it is assumed that L is ^4-ρroρer. However, it was shown by the author in [17] that if L e Φ 0 (X, Y) and in [21] when L is unbounded, then one can always construct an admissible
is a homeomorphism of X onto Y" and choosing {X n } c X such that y w = #(^J for n e Z + one shows that Γ L Ξ= {jr n , 7 n , β n ) is admissible and L is yl-proper w.r.t. Γ L . Thus it is not necessary to assume that L is A -proper if we choose the scheme Γ more judiciously; consequently, it suffices to assume in (a) that L -XN is only ^4-proper w.r.t. Γ L for each λ e (0,1]. It was shown in [21] that the latter is the case if, for example, N is A -ball constructive with k > 0 sufficiently small and, in particular, where N is compact (i.e., O-ball-contractive). 
which is particularly convenient in actual applications of the Galerkin type method to Eq. (1.1).
2. In this section we use Theorem A to establish the α-solvability and, in particular, the existence of solutions in C 2 ([0, T]) to the BV Problems (I) 
to (V) for some y e C([0, T]) under suitable conditions on the nonlinearity f(t,x,r,q).
Some concrete examples of the above boundary value problems will be given in §3.
The following four lemmas whose proofs follow the approach of [8] will be used to establish the a priori bounds in the C 2 -norm for the solutions to problems (I) to (V) (i.e., under suitable conditions on f(t, x, r, q) we establish the existence of the set G = 2?(0, r) in Xj used in Theorem A for which conditions (a) to (d) hold). For the convenience of the reader we give the detailed proofs of these lemmas here to expand on the approach used in [8] and also because our problems and conditions are more general than those studied in [8] . 
and \x(t)\ does not achieve its maximum at t = 0 or t = T, then \x(t)\ <M forte [0,Γ].
Proof. Under the conditions of Lemma 2.1, | JC| must achieve a positive maximum at some point t 0 e (0, T). We claim that |JC(* 0 )| < M. If not, then |jc(ί o )| > M. Assume first that x(t 0 ) > M. Then x'(t 0 ) = 0 and *"(*o) < 0 ^y ^e second derivative test and, therefore, since x is a solution of (2.1), the condition (a) implies that
Hence y M > a, in contradiction to the last assumption in (a). If x(t 0 ) < -M, then x\t Q ) = 0 and x"(t 0 ) > 0 by the same test and so (a) implies that
i.e., y m < b, in contradiction to the last assumption in (a). Thus, |x(/ 0 )| < M and Lemma 2.1. is proved. (II) . Suppose next that x is a solution of problem (III). If JC'(O) = x\T) Φ 0, then it follows from x(0) = x(T) that x cannot achieve its maximum at t 0 = 0 or t 0 = Γ. Since, by (i), \x(t)\ is assumed to achieve its maximum for t Q = 0 or t 0 = Γ, we must have x'(0) = 0. Then x satisfies problem (II) and thus |x(0)| = \x(T)\ < M by what has been proved above. This proves (i) for problem (III). As was noted in [8] , for problems (V), (IVd), (IVe), (Vί) and (IVg), the assertion (i) holds by essentially the same argument. Thus (i) and Lemma 2.1 yield a priori bounds on solutions for these problems. This proves Lemma 2.2. 
and thus integrating the last inequality from μ to t and using the fact that \x{t)\ < M, we get
The last inequality implies that 
Proof. The bounds for x λ9 x' λ and Xχ satisfying (2.5) are established by using Lemmas 2.1 and 2.3 with λf replacing / and λy replacing y.
To state the main solvability result for problems (I) Let {Y n ,Q n } be a projectionally complete scheme for y, and let {ίjc^be such that Y n = K c {X n ) for each n G Z + . Then g n j -> j; for each y in y, dist(x, jf n ) = inf{ | JC -υ\ 2 \ v G Z n } -» 0 as n -> oo for each JC G A}, the scheme Γ L s {X n , Y n9 Q n ) is admissible for maps from Xj to y, and L: X s -> y is ^4-proper w.r.t. Γ L (see [17] ). It is easy to prove that the map N: Xj -> y, defined by (Nx)(t) = f(t,x,x\x") for / G [0, T] and x G X j9 is continuous and maps bounded sets in X 3 into bounded sets in Y.
We are now in the position to use Theorem A and Lemmas 2.1 to 2.4, to prove the following solvability results for problems (I) to (V) which, as we shall show below, extend to Eq. (2.1) subject to boundary conditions Bj the basic existence results of [8] for the equation (C) subject to the same boundary conditions Bj. The relation of our present results for problems (I) to (V) to some of the earlier results obtained by other authors will also be indicated. THEOREM Lx n = Q n Nx n -Q n y (n > N v ) 9 which is of practical importance when one applies the method to concrete applications. From the numerical analysis point of view such schemes are very appropriate.
Uniqueness. The last assertion of Theorem 2.1 shows that it is important to find conditions on the nonlinearity / which would ensure the uniqueness of a solution x in X 3 for a given boundary condition / and a given y in Y.
We will discuss the uniqueness for problems (I) to (V) under the following differentiability assumption: .7) and the maximum principle (see [22] ) that the following lemma is true (cf. [8] Suppose that f(t,x,r,q) satisfies condition (Al). Then each of the problems (I), (IVa), (IVb), and (IVc) has at most one solution.
Proof. For problems (I) , (IVa), (IVb) and (IVc) the boundary conditions (defined above) imply that x assumes its extreme values in the interior of (0, Γ). If x(t) & 0, then Lemma 2.1 implies that JC is a constant. This constant must be zero, a contradiction. Thus, x(t) s 0 and uniqueness is proven.
Combining Theorem 2.1 with Theorem 2.2 we have the following constructive result. THEOREM 
Suppose that y e Y and f(t,x,r,q) satisfy conditions (i), (ϋ) and (ϋi) of Theorem 2.1. Suppose further that f satisfies condition (Al). Then each of the problems (I), (IVa), (IVb) and (IVc) is strongly a-solvable w.r.t. Γ L , i.e., for each of the above problems there exists an integer N y e Z
+ such that the equation
has a solution x n e X n Π 5(0, r) for each n > N y9 x n -» x as n -> oo in the C 2 -norm y and x is the unique solution of the problem (I), (IVa), (IVb), or (IVc).
It is known that uniqueness need not hold for Neumann, periodic, and some of the other boundary value problems. However, as in [8] we note that under some additional conditions on / we can prove The proof of Theorem 2.4 is based on the following slight extension of Lemma 5.4 in [8] whose proof follows the argument of [8] . This lemma will also be used to obtain a uniqueness theorem for remaining boundary value problems. The above discussion implies that either x(t) = x(0) or x assumes a positive minimum value strictly less than x(0) at some point t 0 e (0, T). In the latter case, JC(/ 0 ) < x(0) and x\t 0 ) = 0 = x\ϋ). This is impossible by the argument just used when applied to the interval [0, t 0 ]. Hence x(t) Ξ~ Λ;(0), a constant, and the first part of Theorem 2.5 is proved for problem (II) . Next assume that x = x λ -x 2 is the difference of two solutions to the periodic problem (III). If JC^O) Φ 0, then x must assume either a positive maximum or a negative minimum in (0, T). Then, by Lemma 2.5, x{t) is a constant. On the other hand, if x'(0) = 0, x satisfies problem (II) , and x(t) is a constant by what has just been proved. Thus, if x = x λ -x 2 is the difference of two solutions to problem (II) or problem (III), then x(t) is a constant on [0, Γ]. Similar argument shows that if x = x λ -x 2 is the difference of two solutions to the antiperiodic problem (V), then x must be a constant just as in the periodic case; however, this constant must be zero because x(0) = -x(T). This proves the first part of Theorem 2.5. Now, if x = x λ -x 2 is the difference of two solutions to problem (II) or problem (III), then by the first part of Theorem 2.5 the function x is a constant and the differential equation (2.7) satisfied by x reduces in this case to 0 = f x x. Since, by additional condition, f x (t 0 ,x,r,q) > 0 for some t 0 e (0, Γ), it follows that x(t) = 0. This completes the proof of Theorem 2.5. D
When we now combine the assertions of Theorem 2.1 with those of Theorems 2.4 and 2.5, we obtain the following constructive result (i.e. the applicability of the Galerkin method) for the other BV Problems not included in Theorem 2.3. 3. Special cases. Before we discuss some special cases of Eq. (A), we first make the following useful observation.
A simple argument shows that our Theorem 2.1 and the proofs of Lemmas 2.1 to 2.4 imply the validity of the following new results for the generalized Lienard boundary value problems:
which has been studied in [15] when / = III and in [16] when / = II. We now make some relevant comments on the hypothesis (i) used in Theorem 2.1 and other theorems in §2. This will allow us to indicate some special cases of Theorem 2.1 and Theorems 2.3 and 2.6 and relate those to earlier results obtained by other authors.
When the function / in Eq. (A) (or Eq. (2.1)) is independent of x" 9 i.e., / is of the form f(t,x,x') 9 then the map N: X s -» Y given by Nx = /(/, x, x') for t e [0, T] and Λ: e X J9 is completely continuous since Xj is compactly imbedded into C Then the boundary value problem 
orV).
For an extensive literature dealing with the solvability of Eq. (3.5) when / = III (i.e. periodic BV Problem for (3.5)) under various conditions on g and h see the books [25] , [7] , [23] , the recent articles in [4, 10, 11 ] and the literature listed there. Now, when the function /(/, x, x', x") in Eq. (A) or (2.1) is such that x" cannot be eliminated from /, then the following simple analytic condition on / leads to the conclusion that L -\N: Xj -> Y is A -proper w.r.t. Γ L for each λ e (0,1] (a condition (i) required in Theorems 2.1 and others with Lx = x" and Nx = /(*, x, x', x") for x e X s ) whose proof is given here in detail (for short outline see [15] ).
Before we prove our next result, we first recall some notions. Given any bounded set gel, the ball-measure of noncompactness β 2 (Q) of Q is given by β 2 (Q) = inf{r > 0\Q c U [21] , to prove Lemma 3.1 it suffices to show that Nx = /(/, x, x r , x") is fc-ball-contractive with k appearing in (3.7).
To prove the latter, let V: XX X-> Y be defined by V(x,u) = f(t, x, x', w") and note that N(x) = F(x, x) for x e X and iV: X -» Y is continuous. We now claim that N: X -> 7 is /:-ball-contractive, i.e. D Consequently, all theorems in §2 are valid when condition (i) is replaced by the assumption (3.7) for a given T > 0 and η = supj|gj| with k small depending on Γ, η and the boundary conditions /.
As an illustration of Theorem 2.3, we consider the following BV Problem mentioned in the Introduction for any fixed a e (0,1) to which the results in [8] do not apply but Theorem 2.3 does because of Lemma 3.1. Thus, we consider the BVP (3.8)
x" = x 3 + x' 1 + 1 + αsinx" -y(t) 9 0 < / < 1, 
t. T L for eachy e C([0, T]).
As our next and applicatively important example, we consider the following periodic BV Problem the existence of a classical solution to (3.10)-(3.11) (which is Γ-periodic if a(t), b(t) and y(t) are Γ-periodic) was established by Stoppelli [26] . The same problem for sufficiently small constants a and c has been solved in [3] . Recently the problem (3.10)-(3.11) (formulated as a BV Problem in the L 2 (0, T) space) has been treated by Sanchez [24] and by the author [18] under the additional condition that a(t) is Lipschitz continuous in [0, T] and a(0) = a(T), but with y e L 2 (0, T) and i,cG L°°(0, T). Using Corollaries 3.1 and 3.2 we get the following extension of the result in [26] (and in [3] ) which, in addition, is constructive if b{t) < 0 for PROPOSITION 
Let a(t), b(t), c{t) be continuous functions on [0, T] and such that a(t) satisfies the condition (3.12). Then the BV Problem

