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Interacting Brownian Particles 
and Thesis Sununary 
The technique of dynamic light scattering has been used in the past 
to investigate the dynamical properties of macromolecules in solution. 
The interpretation of the experimental results is only straight forward 
at low concentrations where the particles move without interaction. In 
many instances it is of interest to extend these investigations to higher 
concentrations where the particles begin to interact. There are several 
types of interactions that may be important, however, the repulsive 
screened Coulomb interaction is of particular interest in suspensions of 
latex spheres. These Coulombic forces can cause an ordering of the 
charged particles over distances much larger than the average interparti-
cle spacing. 
Light scattering is a useful tool to investigate colloidal suspen-
sions like this because the size of the particles and the interparticle 
spacing is of the order of 100 - lOOOA and lOOOA - 1.0 µm, respectively. 
The configuration of the system depends on several parameters, including 
the temperature and the interaction range. The interaction range, or 
the strength of the interaction, can be altered by changing the amount 
of counter-ions shielding the Coulomb potential. t..fuen the interaction 
1 
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range is much greater than the mean interparticle spacing, the Brownian 
particles exhibit a crystalline structure. As the interaction range is 
reduced, the colloidal crystals "melt" and the Brownian particles exhibit 
a liquid-like form. 
Experiments in the liquid-like phase show that the dynamic structure 
factor, or the intermediate scattering function, is not a single expon-
ential as it is for non-interacting particles. The initial decay rate, 
for times much smaller than the typical collision time, satisfies the 
relation 
2 -
Dk /S (k) (1.1) 
where S(k) is the static structure factor, k is the scattered wave vec-
tor and Dis the infinite dilution diffusion coefficient. This was 
found experimentally by Brown, PuseY, Goodwin and Ottewill (1975) and 
Schaefer and Ackerson (1975) and supported by the theoretical results of 
Pusey (1975) and Ackerson (1976). The interpretation of this short time 
response is that the initial decay is determined by the independent 
Brownian motion of the particles. 
Although the short time behavior seems to be well understood, the 
long time behavior is not understood. An expression for the time de-
pendence of the intermediate scattering function has been derived from 
the Smoluchowski equation using 
s (k, t) - K1S(k,t) + l/S(k) f: dt'M(k,t-t')S(k,t') (1.2) 
where M(k,t) is called the memory function. It has been shown, assuming 
pairwise additive interaction, that in the limits k < < k and k >> k , 
m m 
where k is the value of the scattered wave vector where the static 
m 
structure factor shows its first peak, that S(k,t) should be a single 
exponential. Thus M(k,t) must be zero in these limits. In general, 
however, a finite memory function will lead to a nonexponential decay. 
Gruner and Lehmann (1979, 1980) have made extensive measurements 
of the intermediate scattering function for suspensions of polystyrene 
spheres in water at five different concentrations. At the concentra-
tions they used multiple scattering was a problem for which severe cor-
rections had to be made. After correcting the correlation function the 
time decay was analyzed using the Siegart relation and a multiple 
exponential fitting routine 
3 
s (k, t) = La. exp(- r.t) (1. 3) 
i l. l. 
with the constraint Z a. 
i l. 




M' (k ,O) 
00 
= f dt M(k,t) .. 
0 
= 1- (l:a./f.)(i:a.r.) 
i l. l. i l.l. 
(1.4) 
They plotted this function against k/k and as expected M' (k,O) 
m 
approached zero in the limits k << k and k >> k . 
m m 
They also found the 
surprising result that for all the concentrations studied, M' (k,O) 
seemed to lie on a universal curve. 
The cause for this nonexponentiality was not understood at that 
time. Explanations were sought in the frequency dependence of the 
hydrodynamic interactions (Berne, 1977) and in the dynamics of the 
4 
counterions (Altenberger, 1980). These explanations are ruled out be-
cause their typical relaxation frequencies are much larger than the 
experimentally determined first cumulant. The deviation from a single 
exponential must be due to processes that occur on a slower time scale. 
Although the memory function accounts for the nonexponential 
behavior, the question remains as to the physical significance of the 
memory function. Hess and Klein (1981) used a phenomenological Navier-
Stokes equation with an external friction force for the "Browian parti-
cle fluid" to suggest that in the limit of small wavevectors, k + o, 
the memory function is related to the intrinsic longitudinal viscosity 
of the Brownian particles 
= 
lim c kBT oo 
k 2 f dt M(k,t). 
+o (Dk )2 o 
(1.5) 
The longitudinal viscosity is identified as n 11 = 4/3 ns + nB with ns 
the shear viscosity and nB the bulk viscosity of the Brownian particles. 
The particle density or concentration is denoted by c. In order to 
reach this regime, light scattering experiments must be performed in the 
extreme forward direction which is very difficult to do. 
The connection between the viscosity and the memory function seemed 
to be a step in the right direction, so the next move was to generalize 
this result to larger scattering wavevectors. Hess (198la) solved the 
problem for a system of particles that obeyed the Smoluchowski equation 
and again showed the relationship between the longitudinal viscosity of 
the particles and the memory function. Questioning the restrictions of 
the Smoluchowski equation for strongly interacting systems, he also 
investigated the problem for a system that obeyed the more general 
5 
Fokker-Planck equation (Hess, 198lb). In both cases he found the effect 
could be understood as a visco-elastic relaxation of the longitudinal 
component of the stress due to the strong interactions between the parti-
cles. The problem can only be solved by introducing a frequency and 
wavevector dependent longitudinal viscosity. He found in both cases 
that the memory function was related to this longitudinal viscosity and 
that the result of the Fokker-Planck approach reduced to that of the 
Smoluchoski approach in the appropriate limit (see Chapter II). Then 
this Fokker-Planck result, coupled with a mode-mode coupling calculation 
of the intrinsic longitudinal viscosity based on the experimentally de-
termined static structure factor of Gruner and Lehmann (1979b) showed 
qualitatively good agreement between theory and experiment. 
While everything seems to work well, the existence of a universal 
curve for the reduced memory function is puzzling. It would seem that 
as the interactions increased in strength that the viscosity should also 
increase and this increase should be seen in the memory function. One 
cause for the universal behavior could be that the ratio of the inter-
action range to the mean interparticle spacing remained constant at all 
the concentrations studied. However, this seems highly unlikely. A 
second cause might be in their method of correcting for multiple scat-
tering. If there was a systematic error in the method, then it could 
cause a systematic error in their results. 
The purpose of the thesis is: 
1. To investigate multiple scattering in interacting systems and 
devise a more precise method of correcting for multiple scattering or 
to suppress its effects. 
2. To measure the memory function for a suspension of latex 
spheres at different strengths of interactions. In so doing determine 
if the reduced memory function increases as the ionic strength of the 
suspension increases. 
Correlation Functions 
As most of this thesis deals with correlation functions of one 
6 
kind or another it is useful to give a brief and general description of 
them. Martin (1968) gives a good and complete review of these functions 
as well as their applicability to many situations. The reader is direct-
ed to his book for a more thorough discussion. 
Time dependent correlation functions have been familiar for a long 
time in the theory of noise and stochastic processes. These functions 
provide a concise method for expressing the degree to which two dynamical 
properties are correlated over a period of time. Here we will discuss 
some of their basic properties that will help in the understanding of 
the remainder of the thesis. 
Consider a property A that depends on the positions and momenta of 
all the constituent particles in the system. The particles are con-
stantly in motion due to their thermal excitations so their positions 
and momenta are constantly changing. The property A then is also con-
stantly changing. Although the particles are moving according to New-
ton's equations, their vast number cause the motion to appear randomly 
thus, the property A changes randomly and resembles a noise pattern 
(Figure 1) . 
If we wished to measure this property, we would take many measure-
ments over a period of time and average them. Thus, the measured bulk 
property for an equilibrium system is defined as the time average 
7 





lim l/T f o T+oo t dt A(t) (1.6) 
0 
where t is the time when the measurement is initiated and T the length 
0 
of ti~ over which the property is averaged. We introduce the limit T+00 
to ensure that the averaging takes place over a time much longer than 
the period of the fluctuations. 
Under certain general conditions, the system is metrically indecom-
posable or ergodic, so that the infinite time average is independent of 
the time in which the measurement was initiated. This property is 
referred to as stationarity and allows us to set t 
0 
0 in Eq. (1.6). 
A(o) lim ! fT dt A(t) 
T~ T o (1.7) 
Referring again to Figure 1 and for simplicity setting <A> = 0, we 
see that in general A{t) ~ A(t+t'). However, fort' very small compared 
to the average fluctuation time, the two values of A will be very close. 
As t' grows the deviation of A(t+t') from A(t) also grows. Thus, we can 
say that A(t+t') is correlated with A(t) when t' is small but this cor-
relation is lost as t' grows large compared to the typical fluctuation 
time of A. 
A measure of this correlation is the autocorrelation function of A 
which is defined as 
<A(t)A(o)> = lim T+oo ! fT dt' A(t')A(t+t') T o (1.8) 
Fort= O this becomes <A2 (0)> and is always positive. For other values 
oft, the product A(t')A{t+t') is negative at certain values of t' and 
9 
positive at other values. There is some cancellation between these pos-
itive and negative terms in the averaging process. This implies that 
2 
<A (O)> ~ <A(t)A(O)> (1.9) 
Thus, if A is a constant of the motion, the autocorrelation function re-
mains constant in time, otherwise it decays from its initial value which 
is a maximum. For a nonconserved, nonperiodic property we expect that 
for t very large compared to the typical fluctuation time that A(t') and 
A(t+t') will become totally uncorrelated. This enables us to write 
lim <A(t) A(O)> t-')<.O <A(t)> <A(O)> 
2 
<A(O)> ( 1.10) 
2 2 
Therefore the time correlation function of A decays from <A > to <A> . 
In most cases, spectroscopy measures a time averaged correlation 
function whereas most theoretical calculations deal with the ensemble 
averaged correlation function. Birkhoffs ergodic theorem (Uhlenbeck and 
Ford, 1963) say that these two correlation functions are identical if 
the systems studied are ergodic. Although it has never been proven that 
real systems are ergodic, the predictions of the ensemble theory have 
been so consistent with experiment that the equivalence of the time 
averaged and ensemble averaged correlation functions is assumed. We, 
therefore, define the equilibrium ensemble averaged time correlation 
function as 
<A(t)A(O)> far p A(f,t)A(f,O). 
0 
(l. ll) 
Here r is the state of the system and is dependent on the position and, 
momenta of the constituent particles, p 0 is the equilibrium probability 
10 
distribution of the particles and the property A is dependent on the 
state of the system. Thus, A(f,O) is the value of the property A when 
the system is in its initial state f(O) and A(f,t) is the value at time 
t when the system is in the state f(t). 
Light Scattering 
The main experimental technique involved in this work is dynamic 
light scattering, sometimes called quasi-elastic light scattering. For 
this reason a brief outline of light scattering theory is given in this 
section, along with some examples of the information that can be deter-
mined from it. In order to simplify the discussion, the following 
assumptions are applied. 
1. The scattering volume contains a large number of particles so 
that the amplitude of the scattered electric field is a complex gaus-
sian random variable. 
2. The intensity of the scattered light from the liquid and small 
ions is negligible compared to the light scattered from the particles. 
3. The particles are small, spherical, and identical so that their 
individual scattering amplitudes are independent of time. 
4. The incident light is polarized perpendicular to the scattering 
plane and the scattered light has the same polarization. 
5. The suspension is sufficiently transparent so that the Born 
approximation can be applied. 
by 
Under these assumptions the electric field at the particle is given 
E 
p 
E s exp(ik ·r1-iwt) o I 
( 1. 12) 
11 
Here E is the amplitude of the incident wave with frequency, w, and 
0 
wavevector k = 2~n/A. The wavelength in vacuum is A, the polarization 
I 
is s and index of refraction in the liquid is n. The position of the 




p " - - -
i:: exp(iks · (r 2-r1 ) 




Now if r 2 >> r 1 , which is generally true, then r 2 ~ ks or r 2 and ks 
are in the same direction. This enables us to write the vector differ-
ence 
= (1.14) 




Elastic scattering implies that no energy change occurs in the 
scattering process, hence lk1 j = lk8 1. We can now define the scattered 
wave vector as 
-
k (1.16) 
and the amplitude of k is given by 
2kI sin(8/2) (1.17) 
-
where 8 is the angle between kI and ks Using this the scattered elec-
12 
tric field is simplified to 
= ( 1.18) 
Now consider all the N particles in the scattering volume and write 









The photomultiplier tube is insensitive to high frequency oscillations 
so that the term exp(-iwt) can be neglected. In most experimental situ-
ations the distance r 2 is approximately the same for all particles. 
This means that the detector will see the relatively slowly varying 
envelope caused by the motions of the particles. 
We can now define a normalized electric field autocorrelation func-
ti on 
g(l) (t) S(k,t)/S(k) ( l. 20) 
with the dynamic structure factor given by 
s (k, t) = (l. 21) 
and the static structure factor 
s (k) = _(l.22) 
where the constant C 
The static structure factor is identified as the average scattered 
intensity. Using Eq. (1.19) for a system of uniform identical scatterers 
13 
the static structure factor reduces to 
s (k) (1.23) 
This factor can also be written in terms of the pair correlation func-
tion, g(r) (Hanson and McDonald, 1976). 
00 
S(k) = 1 + 4TIC/k f dr[g(r)-1] rsin(kr) 
0 
(1.24) 
In the absence of interactions the cross terms in Eqs. (1.19) and 
(1.23) are zero, and 
( 1. 25) 
and 
<exp[ik· (r(t) - r(O})]> ( 1. 26) 
The superscript I indicates the ideal or noninteracting case. 
With this brief background we can now make a few statements about 
the high and low k limits. From Eq. (1.24) we see that in the high k 
regime, the rapid oscillations in sin(kr) will cause the second term to 
be zero so that S(k) = 1. This is the same as neglecting the cross 
terms in Eq. (1.23) and implies that S(k) = s1 (k}. Applying the same 
arguments to S(k,t) yields 
S(k,t) s 1 ck,tl = <exp[ik·<r<t>-r<o)J]> (1.27) 
Thus in the high k limit dynamic light scattering measurements will pro-
vide information on the self diffusion of the particles, even in strongly 
interacting systems. 
14 
In the low k limit dynamic light scattering probes large scale low 
motions in the suspension. When investigating these fluctuations of 
large spatial extent, it is useful to write the dynamic structure factor 
in the form 
s (k, t) <a(k,t)a(-k,O)> ( 1. 28) 
where a(k,t) is the spatial Fourier transform of the particle number den-
sity 




.E 1 exp[ik·~. (t) J 1= 1 ( 1. 30) 
Thus in the low k limit, light scattering directly measures the particle 
concentration fluctuations. The time correlation of the particle con-
centration in this limit is calculable from hydrodynamics. As an 
example the temperature diffusion mode in a simple liquid behaves like 
<a(k,t)a(-k,O)> a exp[- T/cC k 2t] 
p 
(1.31) 
where T is the thermal conductivity, c the average particle concentra-
tion and C the specific heat. Thus dynamic light scattering enables 
p 
one to measure either the specific heat of the thermal conductivity of 
the sample, depending on what is known. 
Another example is the diffusion of particles. In this case the 
correlation function is ensemble averaged to obtain 
15 
<exp[ik· (r(t) - r(O))]> f dr(t)dr(O) P(r(t),r(O)) exp[ik·(r(t) - r(O))] 
(1. 32) 
where P(r(t) ,r(O)) is the probability that a particle will be at the pos-
ition r(t) at time t given that it was initially at r(O). In diffusion 
the position dependencies in the probability distribution function appear 
only in the form lr(t)-r(O) I, see Eq. (1.36). This enables us to 
simplify Eq. (l.32) to 
<exp[ik• (r(t)-r(O))]> = f dr P(r,t) exp(ik,r) = P(k,t) 
(1.33) 
Thus the correlation function measured in dynamic light scattering is 
the spatial Fourier transform of the probability P(r,t). 
To find this in terms of the particle properties we go to the dif-
fusion equation 
P (r, t) 
2 -= DV' P(r,t) ( 1. 34) 
where D is the infinite dilution diffusion coefficient given by the 
Stokes-Einstein relation for independent diffusing particles 
D = k T/6'rrna 
B 
(1. 35) 
Here a is the particle radius and n is the viscosity of the system. 
The fundamental solution to this equation is 
- -P(r(t),r(O)) = [ - - 2 J 3/2 exp -(r(t)-r(O)) /4Dt /(4~Dt) (1. 36) 
However, the Fourier transform of this function is measured in DLS. 
DLS = dynamic light scattering. The easiest way to determine the 
16 
Fourier transformed probability function is to take the Fourier trans-
form of the diffusion equation (1.34). 
P(k,t) 
2 
-Dk P(k,t) (1.37) 
The solution to this equation is easily found to be 
P(k,t) 
2 
exp(-Dk t) (1.38) 
Thus with dynamic light scattering we can measure the diffusion coeffi-
cient and hence the particle size or viscosity of the fluid. 
These are but two examples of the many uses of dynamic light scat-
tering but they demonstrate the wide applicability and usefulness of the 
technique. 
Thesis Overview 
With this brief background we can proceed with the main purpose of 
the thesis. In Chapter II we present the theory connecting the memory 
function to the viscosity of the colloidal particle fluid. It is pri-
marily a review of the work of Hess (198la, 198lb). We also review some 
of the techniques and theorems that are used in the theory. 
Chapter III is dedicated to the study of multiple scattering. It 
begins with a review of Sorensen, Mockler and O'Sullivan's (1976, 1978) 
work on noninteracting systems. This multiple scattering theory is 
then extended to all available polarizations and also to interacting 
systems. The extension to interacting systems shows the difficulties 
involved in separating the effects of interactions from the effects of 
multiple scattering. We also present a method to reduce multiple 
17 
scattering to a minimum. 
The experimental lore is given in Chapter IV along with data 
analysis techniques and a brief description of the problems inherent in 
the study of colloidal suspensions. 
The last chapter, Chapter V, gives the experimental results 
obtained. It contains a brief discussion of them as well as further work 
that should be done in this area. 
CHAPTER II 
THEORY OF INTERACTING PARTICLES 
Introduction 
With the advent of the laser, dynamic light scattering has become a 
very useful technique to study many body interactions, particularly in 
suspensions of charged colloidal particles. Different formalisms have 
been developed to connect the intermediate scattering function, the 
quantity measured by dynamic light scattering, with the "hydrodynamic" 
properties of the system under study. The purpose of this chapter is to 
present a review of one of the more useful formalisms used to accomplish 
this. 
We begin with a brief review of Liouville space and linear response 
theory. This includes the general form of the fluctuation-dissipation 
theory as discussed by Kubo (1966) . A classical example of a particle 
undergoing Brownian motion is used to demonstrate the fluctuation-dissi-
pation theorem. Projection operator techniques are then used on the 
same example to find an exact solution and to elucidate the assumptions 
involved in both cases. These same techniques are then used on a dis-
tribution function that obeys the Smoluchowski equation (SE) , the equa-
tion that is generally used for interacting Brownian particles. Next 
the microscopic expression for the longitudinal stress tensor in a 
liquid is used to make a connection between the memory function of the · 
18 
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previous discussion and the longitudinal intrinsic viscosity. Finally 
the results obtained by starting with the complete Fokker-Planck equa-
tion (FPE) from which the SE is derived in perturbation, are given as 
well as a discussion of the differences. A connection is also made 
between the parameters actually extracted in a typical experiment with 
the longitudinal intrinsic viscosity. These last two sections are 
meant to be a brief review of the work of Hess (198la, 198lb) and one 
should go to these papers for a more complete discussion. 
Linear Response and the Fluctua-
tion-Dissipation Theory 
Much of this section deals with the Liouville operator, hence, it 
is helpful to give a brief review of this operator and the Liouville 
space. The state of an N-particle system is specified by a vector 
- - - - - -
f(q1 ,q2 , ... qN,p1 ,p2 , ... pN), where the q's are the generalized position 
vectors andthe p's are the corresponding conjugate momenta. The state 
of the system is represented as a point in the 2N-dimensional phase 
space. The state, f, evolves in time according to the canonical equa-






oq. (2 .1) 
l. l. 
The state r must obey the equation 
r = 
N 
• L: l 
i= 
or . ar .:. (-.- - + -.- p. ) 
oq- q. op. i 
1 l. l. 
<or o~ _ 







r = (2.2) 
where [f,H] is the Poisson bracket off with the Hamiltonian, H. The 
Liouville operator, L is defined as 
iLf = (f ,H] (2. 3) 
This operator is a linear partial differential operator, that is also 
Hermitian. Equation (2.2) can be written in terms of the Liouville 
operator as 
r iLf (2. 4) 
with the formal solution 
A -r Ct) exp(iLt)f(O) ( 2. 5) 
The propagator, exp(iLt), is a time evolution operator that defines a 
mapping in phase space. 
We now consider a mechanical property of the system, A(p. ,q.). As 
1. 1. 
-
the state of the system changes the mechanical property A also changes. 
The property A is an implicit function of time through its phase depend-
ence. Therefore, we can write the equation of motion of A as 
. 
A = iLA ( 2. 6) 
with the solution 
A (f It) exp(iLt)A(f,O) ( 2. 7) 
The time correlation function of property A is defined as the 
ensemble average of the product of the property A at some initial time 
and at a later time 
- -<A(t+t' )A(t') > = fdf t A(t+t') A(t') 
0 
~ -
fdf t A(f,t') exp(iLt)A(f,t'} 
0 
21 
( 2. 8} 
where t is the equilibrium distribution function. The correlation 
0 
function may be identified as a scalar product and has the following 
properties: 
1. <A B>* - -<B A> (2.9) 
- -
2. if A = Cl Al + C2A2 where cl and c2 are constants, then 
- - - - -<B A> = C <B A > + C <B A > , and (2.10) 1 1 2 2 
c*<A. i3> * - -<A B> = + C <A B> 
1 1 2 2 
3. <A A> 2: 0 (2.11) 
-
The equality holds only in the case A = O. All functions of finite 
nonn, I IA.I I ~ = <AA> , that obey the above definitions define a Hilbert 
space. This space is denoted Liouville space because the Liouville 
operator generates motion in this space. 
Some of the properties of time correlations include: 
1. They are stationary, or 
6 
ot' <X(t+t')Y(t')> = 0, or 
<X(t+t'}Y(t')> = <X(t)Y(O)> (2.12) 
2. They are real if X and Y are real. 
3. <X Y> = <Y X>, thus <X(t)Y(O)> <Y(-t)X(O)> (2.13} 
22 
or in particular <X(t)X(O)> = <X(-t)X(O)>. 
Consider a suspended mirror that is turned by an electromagnetic 
device. The motion is slowed by a frictional force due to impacts with 
the air molecules. Although the collisions are random, a number of the 
collisions produce a systematic effect proportional to the angular 
velocity of the mirror. The randomness of the collisions can be seen 
when the mirror simply hangs with no external force applied. The col-
lisions cause a small and eratic random motion of the mirror. 
These random impacts generally cause two different results. They 
act as a random driving force to maintain the incessant irregular motion 
of the mirror, and they also give rise to a systematic frictional force 
in forced motion. Kubo (1966) noted that these two parts must be re-
lated as they arise from the same source. This relationship between the 
systematic and random parts of microscopic forces is called the fluctua-
tion-dissipation theorem. 
To determine the general form of this theorem linear response 
theory will be used. Consider a system to which an external force, K(t), 
is applied in the infinite past, t = - 00 , when the system was initially 
in equilibrium. The total Hamiltonian can be written 
H + H 
ext 
HT H - AK(t) 
(2.14) 
where A is the dynamical quantity conjugate to the applied external 
force. The equation of motion for the distribution function, p, is 
~ 
p = = iLp + iL p ext 
(2.15) 
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where the L.'s are the Liouville operators associated with the corres-
i 
ponding Hamiltonians. The equilibrium distribution function, p , must 
0 




where S is the Boltzmann factor, l/k8T • 
( 2 .16) 
To the first order in the external force, the distribution becomes 
p (t) (2.17) 
where 
Lip ( t) ft dt' exp[i(t-t')L]"iL (t')p 
-oo ext o 
( 2 .18) 
-
Consider now the reaction of a physical quantity of the system, B, 
to the external force. Its response is 
LIB ( t) f df B (q,p) Lip (t) (2.19) 
With the use of Eqs. (2.14) and (2.19) and partial integration, the re-
sponse of B can be written 
Ll.B (t) ft dt' Jar K(t')p [A(O)B(t-t')] 
-oo 0 
( 2. 20) 
Here B(t) exp(iLt)B(O) and [A(O) ,B(t)] is the Poisson bracket. The 
response function is defined as 
<jlBA ( t) = fdf P [i(o) ,B(tl] 
0 
< [A. (O),B (tl ]> (2.21) 
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Therefore, the response of B can be written as 
6B (t) = ft dt' K(t') ¢ (t-t') 
-oo BA 
( 2. 22) 
-
This shows that the response, 6B, is linear in the external force 
and a superposition of the delayed effects. The response function $BA 
represents the response of the system at time t to an impulsive force, 
K(t) ~ o(t), exerted at time t = O. To demonstrate this let the external 
force K(t) = o(t). The change in momentum of particle i is then 
ft 









6 A (0) 




Thus, the resulting change in the quantity B can be written 
= [A(O), B (t)] (2.25) 
The response function $BA is just this change averaged over the initial 
distribution of the phase. The response function means the effect of an 
-
impulsive force conjugate to quantity A on another quantity B at a later 
time. 
This is the main result of linear response theory. The response of 
a system to an external force can be related back to the equilibrium 
25 
properties of the system. 
We now consider a periodic force, K(t) 
iwt 
Re(K e ). The response 
0 
of quantity B can be written 
t.B 
where the admittance 








= f 0 dt ~BA exp(-iwt) 
co 
= f dt <[A(O)B(t)]> exp(-iwt) (2.28) 
0 
To obtain the true form of the fluctuation-dissipation theorem this 
admittance should be separated into dissipative and non-dissipative 
parts. However, the fluctuation-dissipation theorem may be used in a 
wider sense to include the non-dissipative parts of the admittance. In 
this form one makes use of the time correlation function and we may 
regard Eqs. (2.21) or (2.28) as the exact expression of the fluctuation-
dissipation theorem. Although the formalism may cloud the significance 
of this theorem, it says that dissipative properties of a system can be 
related to fluctuations in the microscopic forces acting on the system. 
It has been shown that linear response theory results in the fluct-
uation-dissipation theorem. Guided by the fluctuation-dissipation 
theorem we will show how the theorem manifests itself in a system of 
Brownian particles suspended in a fluid. 
Consider the forces on a particle in a quiescent fluid. A particle 
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undergoing Brownian motion is randomly moving around in the fluid. This 
random motion is caused by impacts of the fluid molecules with the parti-
cle. These impacts are described by a random force, f(t). It is also 
known that a particle moving through a medium experiences a drag force 
that is proportional to the velocity of the particle. The proportional-
ity constant, Y, is understood to be a drag or friction coefficient. 
With these forces we can now use Newton's second law to write down the 
equation of motion for the particle 
mv(t) - Yv(t) + f(t) . (2.29) 
Here m is the mass of the particle. 
The fluctuation-dissipation theorem says that the friction coeffic-
ient should be related to the fluctuations in the random force. This 
at first appears strange. The forces that cause the motion also slow it 
down. However, after more thought it is seen that the drag is caused by 
impacts with the fluid molecules just as the motion is caused by impacts 
with the fluid molecules. Since the two effects have the same source, 
they must be related. Led by this we want to see if 
00 
Y ~ J dt <f(t)f(O)> 
0 
(2.30) 
To start, Equation (2.29) is solved for the random force. This is 
then substituted into Eq. (2.30) to obtain 
00 
J dt <f(t)f(O)> 
0 
= m2 J00 dt <~(t)~(O)> + Y2 J00 dt <v(t)v(O)> 
0 0 
. . 




Recall that correlation functions have the property of stationarity or 
0 
ot' <v(t+t')v(t')> = 0 
and 
<v(t+t')v(t')> + <v(t+t')v(t')> 0 
Note that in v(t+t'), t' shows up only in the form oft+ t' so 
d~' v(t+t') d v(t+t') dt 
Hence in the limit as t' goes to zero 2.32 becomes 
<v(t)v(O}> + <v(O)v(t)> = o 
Thus the integrand of the third term in 2.31 is zero. 
(2.32) 
(2.33) 
( 2. 34) 
Next consider the correlation of the particle velocities. To de-
termine this the solution of the equation of motion (2.29) is needed. 
The solution is 
v(t) v(O) exp(- Yt/m) + l/m ft dt' f(t') exp[- Y(t-t')J 
o m 
(2.35) 
Using this expression for the velocity, the velocity correlation function 
is written as 
<v(t)v(O)> 
- 2 t [ y ( t-t I) J -
<v(O) >exp(- Yt/m) + l/m f dt' exp - <f(t'}v(O)> 
o m 
( 2. 36) 
Normally when thinking of Brownian motion one envisions a particle 
that is much larger than the surrounding molecules. Then the force 
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imparted by a single impact has a very short duration. This means that 
the random force on a particle and the particle's velocity should be 
uncorrelated or 
<f(t)v(O)> = 0 (2.37) 
Using this noncorrelation, the velocity correlation function reduces 
to the simple form 
<v(t)v(O)> 
2 
= <v(O) >exp[- Y/m t] 
Doing the integration over time, the second term in 2.31 becomes 
Y2 J00 dt <v(t)v(O)> 
0 
2 
mY <v(O) > 
(2.38) 
(2.39) 
This is what was expected. This term is proportional to the friction 
coefficient, Y. 
The determination of the acceleration correlation function is left. 
To solve this, note that stationarity allows this term to be rewritten 
as 
2 00 
m J dt <v(t)v(O)> = 
0 
2 00 d 
m Jo dt <dt v(t+t') v(t')> 
Exchanging the order of integration yields 
m2 < /" d[v(t+t')] v(t')> 
0 
2[ . . J m <v(oo)v(t')> - <v(O)v(t')> 
(2.40) 
( 2. 41) 
The term <v(00 )v(t')> must be zero because this function should have a 
finite correlation time and eventually decay to zero. 
To find an expression for the second term we multiply 2.29 by v(O) 
29 
and ensemble average. Making use of the non-correlation of the force and 
velocity discussed earlier, we find 
2 . 2 
- m <v(O)v(t')> =ml <v(O} > 
2 00 
= rn J dt<v(t)v(O)> 
0 
(2.42) 
This term is also proportional to the friction coefficient. Using 
2.31, 2.39 and 2.42, we can solve for the friction coefficient to find 
y 1 00 ~~~-2- J dt<f(t)f(O)> 
2m<v(O) > 0 
(2.43) 
The fluctuation-dissipation theorem holds true in this case. The 
friction coefficient, or the drag force, is indeed related to the random 
forces on the particles. More exactly, the friction coefficient is re-
lated to the fluctuations in the random forces that cause the Brownian 
motion. However, this is true only under the assumptions made in the 
derivation. These were: 
1. The system is in equilibrium so that the stationarity condition 
holds. 
2. The random force on the particle and the particle velocity are 
on two different time scales and they are uncorrelated. 
The first assumption causes no problems, but the second assumption seems 
to limit the result to specific cases. 
The problem can be solved using a more elegant formlaism to shed 
some light on these assumptions. To do this projection operator tech-
niques are employed. The Liouville equation for the velocity of the 
Brownian particle is the appropriate starting place. 
A 
v(t) = iL v(t) (2.44) 
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The solution to this equation is 
A 
v (t) exp(iLt) v(O) ( 2. 45) 
Using this result the Liouville equation is rewritten as 
v( t) exp(iLt) iL v(O) ( 2. 46) 
Using operator identities and Laplace transforms, the time propaga-
tor exp(iLt) is written as 
exp(iLt) = exp(i01Lt) + 1: dt' exp(iLt') io2£ exp[i61 (t-t'lL] (2.47) 
..... ..... " .... 
where o1 and o2 are any two operators that have the property o1 + o2 1. 
One of the operators is chosen to be the projection operator P, which 




- 2 <v (0) > 
v(O) (2.48) 
A 
The other operator is Q 1-P. Q is also a projection operator because 
A2 
it is Hermitian and has the property Q Q. Using the definitions of P 
and Q it is seen that 
<QA·;(O)> = <(1-P)A v(O)> 
<A v(O)> 2 
= <Av(O)> - _ 2 <v (O)> 
<v (O)> 
( 2. 49) 
or <QA·v(O)> = o. Therefore, Q projects onto a vector orthogonal to 
the initial velocity. The projection operators have the following 
properties: 
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QV(O) = o 
i?v<oJ = v(o) 
(P + Q)v(O) = v(O) 
A A 
Choosing Q = o1 and P = o2 , the time propagator becomes 
exp(iLt) exp(iQLt) +ft dt' exp(iLt') (iPL) exp[iQL(t-t')] 
0 
(2.50) 
Recalling that P + Q = 1, 2.46 is rewritten as 
v(t) = expCiLt)Pi£ v<o> + exp(iLt)Qi£ v(o) (2.51) 








<v2 (0) > 
v<t) (2.52) 
As in the previous example the discussion is limited to an equilibrium 
situation so that the stationarity condition (2.12) holds. This means 
<v(O) v(O)> = 0 and the first term in 2.51 is zero. 
Using the expansion for the time evolution operator (2.50), the 
particle acceleration is 
. 
vCtl = exp(iQf.t)Qi£ v(o) +ft at• exp(iLt'lii?£ exp[iQLCt-t'>] Qi£ v(o) 
0 
(2. 52) 
Note that the velocity in this expression only appears in the form 
QiLv(O), so we define the quantity 
G(O) QiLv(O) 
-Now G evolves in time according to 
G(t) = QiLv(t) = exp(iLt)G(O) 
With this definition 2.53 simplifies to 




( 2. 55) 
(2.56) 
It is seen that the propagators in this expression are not exp(iLt) but 
rather exp(QiLt) so another vector incorporating this propagator is de-
fined 
F(t) = exp(QiLt)G(O) (2.57) 
This vector should not be confused with the vector G(t) as in general 
F(t) ~ G(t) except at t=O where F(O) = G(O). Examine this vector a little 
closer. 
A2 A 
Using the property Q = Q and the expansion of an exponential it 
A A 
is easy to show that exp(QiLt)Q = Qexp(QiLt)Q. Applying this to.the defi-
nition of F(t) we find 
F(t) exp(QiLt)QiLv(O) = Qexp(QiLt)QiLv(O) 
or F (t) = QF (t) (2.58) 
This means that F(t) is a vector orthogonal to the initial velocity so 
that <F(t) v(O)> = O. 
Using these results 2.56 is rewritten as 
. 




- -By the position of F in this equation, it is suspected that F is a force. 
With a little insight it is recognized as the random force on the parti-
cles. Although F is defined strictly in the mathematical formalism and 
its definition doesn't look like a force, the fact that it stands alone 
in the equation of motion strongly suggests that it is indeed a force. 
A 
Now examine the term iPLF(t-t'). Using 2.58 and the definition of P 
this term is written as 
iPL F (t) iPLQ F (t) = <iLQF v(O)> -2 
<v (O)> 
v (0) (2.60) 
Since L and Q are both Herrnitean operators, the ensemble average becomes 
<iLQF v(O) > - <F(t}QiL v(O}> - <F(t)F(O)> 
Equation 2.60 becomes 
iPL F(t) .l_ Y(t-t')v(O) 
m 
where the function Y(t-t') is defined as 
- -




The equation of motion (2.59) becomes 
. 
mv(t) = 1t dt' Y(t-t')v(t'> + F1(t> 
0 
(2.61) 
( 2. 62) 
( 2. 6 3) 
(2.64) 
where F' (t) mF(t) and m is the particle mass. This is recognized as 
the generalized Langevin equation and is very similar to the equation 
we found intuitively (2.29). The only assumption we used in arriving at 
this equation is that the system is in equilibrium so that the stationar-
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ity condition holds. We found mathematically that the random force and 
the particle velocity are uncorrelated regardless of particle size. This 
was assumed in the intuitive case based on the particle being much larger 
than the fluid molecules. This neglect of particle size results in a 
time dependent frictional coefficient and a superposition of all previous 
effects. The system seems to have a "memory" of past impacts that con-
tribute to the drag force. Thus an equation of this form is sometimes 
referred to as a memory function equation. 
We can arrive at the results obtained earlier by imposing the condi-
tion that the particle is large compared to the surrounding fluid parti-
cles. Under this condition the correlation time of the random forces 
should be very small or 
<F(t)F(O)> a:c5(t) 
Using this the friction coefficient can be written as 
'Y ( t) 'Y 0 ( t) 
0 
Equation 2.64 is integrated to obtain 




( 2. 6 7) 
This is the equation we found using Newton's second law. Equation 2.67 
holds only when the condition of large particles in a suspension of 
small fluid particles also holds. 
Now that linear response theory and the fluctuation-dissipation 
theorem have been demonstrated, we move on to aspects more relevant to 
the study of interacting colloidal suspensions. Consider a quantity 
measured in dynamic light scattering, the intermediate scattering func-
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tion. For an N-particle system, this function has the form 
s (k' t) <a(k,t)a(-k,O)> ( 2. 68) 
The static structure factor is defined as the t O limit of the in-
termediate scattering function, 
- -s (k) = <a(k,O)a(-k,O)> ( 2. 69) 
Here a(k,t) is the spatial Fourier transform of the particle number den-
sity at time t 
a(k,t) ( 2. 70) 
The Liouville operator scheme discussed earlier works well for 
Brownian particles in the limit of short times, times of the order of 
velocity fluctuations. However, DIS probes the intermediate scattering 
function at longer times; times of the order of the decay time for con-
centration fluctuations. Thus it seems reasonable that one should use 
the same projection operator techniques with an equation of motion 
applicable to intermediate times. The Smoluchowski equation, (SE), is 
just such an equation and is generally used in the study of interacting 
Brownian particles. The N particle SE has the form 
p (R,R It) 
N o 
N [ -2 
.El D'il. PN - SDV, ·:F. (R)P J 
i= i l l N 
(2. 71) 
where P (R,R ,t) is the probability of finding N particles at the posi-
N o 
tions R = (r1 ,r2 , ..• rN) at time t given their initial positions, R0 . D 
is the diffusion constant for the particles at infinite dilution, S is 
the Boltzmann factor, and F. (R) is the force on particle i due to the 
l 
other Brownian particles as well as any other forces on the particle. 
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This equation is sometimes written as 
0 p 
N 
( 2. 7 2) 
with the Smoluchowski time advancing operator defined as 
(2. 73) 
A 
The operator O is not Hermitean, in contrast to the Liouville opera-
tor. Therefore, the time evolution operator is not the same operator O. 
However, the time evolution operator has been found (Ackerson, 1978; 
Deitrich and Peschal, 1979) and has ~he form 
6 = .~1 [D~~ +SD~. (R) -~.] l= l l l ( 2. 7 4) 
The potential U(R) is defined to contain any particle interactions 






The equilibrium correlation function between two dynamical variables 
is writ ten as 
<A(O)B(t)> l/Z f dR exp[-Su(R l]B(R,O) exp(Ot)A(R,O) 
0 
( 2. 76) 
where Z, the partition function, normalizes the initial distribution 
exp[-SU(R )]. 
0 
As the particle number density is the only conserved quantity and 
fluctuates on the time scale of interest, we choose as the projection 




S {k) a(k) ( 2. 77) 
The equation of motion for the intermediate scattering function is writ-
ten as 
S(k,t) = :t [<a(-k)exp(~t)a(k)>] ( 2. 78) 
Using the same projection operator techniques described earlier a 
memory function equation similar to 2.64 is obtained. 
S(k,t) = -µ 1S(k,t) + l/S(k) f: dt'M(t-t')S(k,t) 
Here µi is the first cumulant defined as 
= 
The memory function is identified as 
2 -
Dk /S (k) 
M (k, t) <f(-k,O)exp(QOt)f(k,O)> 
where 
A~ -
f(k,O) QOa (k) 
( 2. 79) 
( 2. 80) 
( 2. 81) 
( 2. 82) 
and the generalized random force is related to the force in the SE by 
f (k,O) 
This is another manifestation of the fluctuation-dissipation theorem. 
We see that the memory function is related to the correlation of the 
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generalized random forces. After the previous example we also suspect 
that the memory function should be related to a dissipative property of 
the colloidal suspension, so the microscopic properties of a simple 
liquid will be investigated next. 
Microscopic Expressions for a Simple Liquid 
We would like to connect the memory function above to the properties 
of a suspension of interacting Brownian particles. We start by looking 
at some of the properties of a simple liquid. The longitudinal component 
of the stress tensor is defined as 
CJ 11 (k) 
- = - 2 
k•CJ•k/k ( 2. 84) 
From hydrodynamic arguments (Schofield, 1968; Eselstaff, 1967), it 
can be shown that the microscopic description of the stress tensor is 
given by 
CJ 11 (k) ( 2. 85) 
with m being the particle mass and p. the momentum of particle i. In an 
]. 
overdamped system of Brownian particles, the momentum is assumed to vary 
rapidly on the time scale of the fluctuations of the particles positions. 
Hence, 2.85 can be averaged over the momenta, as only their mean values 
will contribute on this time scale. Doing this enables the stress tensor 
to be written as 
CJ 11 (k) = ( 2. 86) 
Schofield shows that the stress in a liquid may be decomposed into 
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the local osmotic pressure and a fluctuating nonequilibrium component. 
The local osmotic pressure follows the concentration fluctuations instan-




N I .2: exp(-ik·r.l 
T J=l J 
= [SS(k)T 1 .~ exp(-ik·r.) (2.87) 
J=l J 
The fluctuating part is now written as 
x exp (ik· r.) 
J 
( 2. 88) 
Comparing this with the generalized random force in the Smoluchowski 
representation (2.83), it is noted that 
f(k) 
2 f -
-DSk 0 11 (k) 
The memory function can now be written as 
M (t) = (Dk
2S)2 f - A~ f -<o 11 (-k)exp(QOt)o11 (k)> 
( 2. 89) 
(2.90) 
This is very similar to the response function discussed earlier. 
Recall Equation 2.21 
qiBA ( t) <A(e)exp(iLt)B(O)> 
-Instead of having the full time evolution operator, O, the reduced opera-
tor, Q O, determines the dynamics of the memory function. 
We would like to find the origin of this response. P. c. Martin 
(1965) has shown that outside the hydrodynamic limit the k-w dependent 
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transport coefficients are related to the response of the system to the 
local screened field rather than the externally applied field. Hess 
(1981) uses operator properties and linear respons~ theory, to find the 
memory function in tenns of a response to the externally applied velocity 
field. One is directed to his paper for the mathematical details. He 
finds the memory function can be written as 
M(k,w) = 2 2 } k
2 
(Dk ) S X [l+-0 -Jx - -
f 'iJ - S(k) a,V·v 
crll' •ve e 
( 2. 91) 
-
where X - -
A IJ·v , e 
is understood to be the response of A to the longitudinal 
gradient of the external velocity field. This has the form of a screened 
response, where the response of the stress fluctuations is screened by 
the concentration fluctuations. Thus the local velocity field is differ-
ent from the external velocity field. In a system that obeys the SE, 
the velocity is not an independent variable so the local velocity field 
can be considered as a functional of the external field and the concentra-
tion fluctuations. The local state is determined by the slow variable 
or the concentration fluctuations. To linear order, the change in the 
gradient of the local velocity field can be written 







Without concentration fluctuations the local velocity field should 
equal the external field so that 





Therefore, the admittance becomes 
X- -IJ·v (k,t) ,v·v (k1t'l 
cS v ·vi Ck • tJ 





( 2. 94) 
£ e 
The local velocity is defined by the continuity equation 
a(k,t) = - c9·vQ,(k,t) 
where c = <a(k,t)>. Using these expressions and the Smoluchowski' time 
A A 
evolution operator, 6 + 66, where 60 is the additional term due to the 
externally applied velocity field, the gradient of the local velocity 
field is written as 
- l/c(o + oo)a(k,t) ( 2. 95) 
Applying the projection operators P + Q 1, this is rewritten as 
A A 
i;c[P(o + 66>a<k,tl + Q<6 + o6Ja<k,t>] ( 2. 96) 
A 
Since Q projects onto a vector orthogonal to the concentration fluct-
uations, the last term will not contribute when differentiated with re-
spect to the concentration fluctuations and may be ignored. Using the 
definition of P we obtain 
ov'-v Q, (k,t> 
cSa(k,t) 
- l/c 6(k) <a(-k) (0 + o6)a(k)> 
The external field is now turned off so that 'il·v 
e 
Equation 2.97 becomes 
( 2. 9 7) 
A 
O and 66 0. 
o~·vQ, (k,t) 
oa(k,t) 





Thus the response of the longitudinal gradient of the local field to the 
longitudinal gradient of the external field is 
x - - -
'i/•v 'i/ ·v 
!}, I e 
2 
(1 +Dk /cS(k)]X ~ -
a, ·v e 
Substituting this expression into 2.91 the memory function becomes 
M(k,w) = 
c 
( 2. 99) 
(2.100) 
We see that the memory function is dependent on the response to the local 
-
velocity field and not the external field. Therefore, a k-w dependent 
longitudinal viscosity is defined as the response of the fluctuating corn-
ponent of the longitudinal stress to the change in the local velocity 
gradient 
nll (k,w) = (2.101) 
The friction coefficient for a suspension of colloidal particles is 





nll (k ,w) k /c~ (2.102) 
Hence the normalized memory function is proportional to the ratio of the 
longitudinal viscosity of the Brownian particles to a "friction density" •. 
Using 2.101 and the definition of the admittance given earlier we 
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can write the longitudinal viscosity as 
= = (2.103) 
This is the familiar fluctuation dissipation theorem. The viscosity is 
related to fluctuations in the local stress on the system. 
Thus the Fourier transformed memory function equation (2.79) can be 
written 
S(k,w) (2.104) 
The SE is derived from the Fokkar Planck equation (FPE) using the 
inverse friction coefficient as a small parameter. This expansion has 
been questioned recently (Hess, 198lb) for systems with strong interac-
tions. Although this derivation is only assymptotically valid, it has 
been widely accepted for experimentally used frequencies and systems in 
which wm/s<<l. Thus expansions in l/s seem reliable. Wilemski (1976) 
and Titulaer (1978) have shown that the corrections to the SE are of the 
2 - -order of {M/s dF(r1)/dr1 }. For an harmonic system with spring constant 
a, this becomes ma/s 2 • Thus corrections for strongly interacting systems 
may be important. 
Led by this Hess (l98lb) has used projection operator techniques 
similar to those used in the SE approach on the FPE. He arrives at an 
expression for the Fourier transform of the intermediate scattering func-
tion which is 
S(k,w) S(k) (2.105) 2 -1 
iw +~~k) [1 + n11 (k,w)k2 /cs] 
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To arrive at this result, the assumption that the system is strongly 
overdamped is used. For the frequency range of interest (w < 106s- 1 ) 
this is a valid assumption. 
It is noted that to arrive at the SE result not only must the system 
be 
2 
overdamped, but n11k /c~ << 1. This condition may not hold for 
strongly interacting systems as the longitudinal viscosity is an intrinsic 
property of the system under study. The experimental data of Gruner and 
Lehmann (1979) show that at k k , where k is the wave vector where 
m m 
S (k) has its first maximum, n11 k~/c~ = 1. Thus this condition does not 
hold and the SE should not be used. 
The projection operator techniques used to obtain the results are 
rather complicated and may tend to cloud them. The results can be formu-
lated in a rather simple way using the continuity equation 
. - - - -a (k, t) cik•V Q, (k,t) ( 2 .106) 
and the linear Navier-Stokes equation with an additional external friction 
force density 
. 
me v Q, (k, t) = (2.107) 
This friction force density is due to the interactions with the 
fluid particles. In a system of Brownian particles, the friction term 
is much greater than the acceleration term so that 2.107 may be written 
as 
- ++ -
= ik · all (k,t) (2.108) 
The longitudinal component of the stress tensor is again separated into a 
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pressure and fluctuating terms. The local velocity becomes 
v 2 (k,t) = D/cS(k) ik a(k,t) + ik:;;-il (k,t) (2.109) 
The fluctuating stress tensor is written in general form. In terms 
of the viscosity and the strain rate tensor it is 
~ -
(J~f3 (k, t) (2.110) 
2 -
Here s (k,t) is the spatial Fourier transform of the local strain rate 
tensor 
(2.111) 
It is possible to use linear response theory to find expressions for 
the components of the viscosity tensor, but we are only interested in 
finding the longitudinal component in terms of the concentrations fluctu-
ations. Solving 2.106, 2.108-2.111 and 2.78 for the concentration fluct-









+ nll(k,w)k /~c] 
( 2.112) 
This expression is exactly the same as that found using the FPE and 
projection operator techniques, so that everything seems consistent. 
Connection With Experimentally Determined Parameters 
The reason for experimentation in this area is now evident: to use 
46 
a non-perturbative method to measure the viscosity in a "fluid". Gruner 
and Lehmann (1979) have studied several systems of interacting colloidal 
particles. They analyzed the nonexponentiality of the intermediate 
scattering function in terms of the inverse first cumulant, µ 1 , and a 
mean relaxation frequency, v1 . Using these they can calculate a "reduced 










Using these definitions and the expressions for the correlation 
functions (2.104, 2.105), the reduced memory function becomes 
MI (k) 








Thus by measuring the correlation function for a strongly interacting 
colloidal system of particles, the reduced memory function can be 




Many problems arise in the analysis of dynamic light scattering 
(DLS) data. Among those most often encountered in the study of colloidal 
suspensions are polydispersity and multiple scattering. Multiple scatter-
ing is a major problem when investigating interacting systems. This is 
due to the large particle size and a high concentration of particles 
needed to cause the suspensions to interact. Since we are trying to mea-
sure the nonexponentiality of the intensity autocorrelation function that 
is produced by the interactions we need to be able to resolve the effects 
caused by multiple scattering from those caused by the interactions. The 
multiple scattering problem is therefore of great concern. 
A number of papers concerning multiple scattering from suspensions 
of particles undergoing Brownian motion have recently been published 
(Sorensen, Mockler and O'Sullivan, 1976, 1978; Boe and Lohne, 1978; Siano, 
Berne and Flynn, 1978; Colby, Narducci, Bluemel, and Beer, 1975). These 
papers have mainly been concerned with non-interacting point particles. 
Sorensen et al. (1976) have developed a procedure for determining the double 
scattered field exactly. They have also proposed (Sorensen et al. 1978) 
an approximation to determine the effects of the full multiple scattered 
field on the average scattered intensity and the first cumulant. These 
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procedures pertain only to non-interacting systems. Our interest, how-
ever, lies in the effects interactions have on the multiple scattered 
field and on the measured intensities and first cumulants. 
In this chapter we will review the procedures of Sorensen and present 
some experimental data that agrees rather well with their predictions. We 
also extend their procedure for the double scattered field to include the 
effects of interactions. Experimental data is presented to detail the 
problems in analyzing data obtained on interacting colloidal suspensions. 
We also investigate the thin film cell as a method of reducing the effects 
of multiple scattering to a negligible level. 
Non-interacting Particles 
We first envision an experiment where light is scattered from inde-
pendent uncorrelated particles. The incident light is scattered by a 
particle in the system to a second particle. The light scattered by the 
second particle is then directed into the detector. Since the two parti-
cles are uncorrelated, the double scattered correlation function is 
expected to be equal to the product of two single scattered correlation 
functions. Although the far field approximation has not yet been men-
tioned, one might expect this result would only hold if the conditions 
for the far field approximation are also met. 
The total scattered field for a system of particles can be written 
(3.1) 
where E denotes an electric field that has been scattered n times with 
n 
a wave vector k(n). 
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For the processes with which we are concerned, the full electric 
field autocorrelation function must be evaluated. This function is de-
fined as 
The lowest ordered term in the series is the single scattered correlation 
-* - - -function <E1 (r1 ,t)E1 (r1 ,o)>. This is a totally "polarized" term as its 
polarization will be in the same direction as the polarization of the 
incident beam. 
The next higher order term is the correlation of the single scattered 
* - -field with the double scattered field, <E 1 (r1 ,t)E2 (r1 ,0)>. This term is 
-* - - -also totally polarized as will be any term of the form <E1 (r1 , t) Ej (r 1 ,o) >, 
because of the inner product with the single scattered field. 
If the condition of independent uncorre.lated particles is used, the 
individual scattering events are uncorrelated and all terms of the form 
-*-<E E > for j~i are zero. This is a result of the fact that there are j-i 
i j 
- - -extra uncorrelated events in E. than there are in E .• Hence E. and E. 
J l l J 
are uncorrelated. With these arguments the double scattered correlation 
function can be considered the lowest order contribution to the multiple 
scattered field. 
Single Scattered Electric Field 
The derivation is started by evaluating the single scattered term. 
This term has been well studied, but the assumptions needed and the 
formalism used will help illuminate the procedures and assumptions used 
to evaluate the higher order terms. Consider the geometry shown in 




Figure 2. Single Scattering Geometry 
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(3.3) 
-+-;- - ++ 
With T (r12> as the electric dipole field propagator and a(r2 ,t) as the 
polarizability tensor. The incident electric field E is written as a 
0 




( 3. 4) 
If the polarizability of the medium is isotropic, the induced moment 
is parallel to the incident field. Thus the polarizability can be writ-
ten as the diad 
* -a.(.r,t) acr,t)ss ( 3. 5) 
We now examine the far field approximation. In most scattering ex-
periments the detector is far removed from the scattering volume, so· that 
Hence 
To first order this gives 
so that 
and k' 





( 3. 7) 
With this approximation, the electric dipole field propagator takes on 
the form 
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= ( 3. 8) 
++ 
where I is the unit tensor. The single scattered electric field can now 
be simplified to 
E1 (r,t) = E0 (k 12 ) exp(-iwt) (r1x(sxr1)] f dr2 a(r2 ,t) exp(i(k0 -k') ·r2] 
( 3. 9) 
This is the usual result for the single scattered field, with the 
proper polarization requirements and the l/r and l/A 2 dependencies. 
If the derivation is limited to a system of small scattering parti-
cles with a radius much less than A, then the particles will scatter 
isotropically in the plane perpendicular to the incident polarization. 
With this restriction the amplitude of the polarizability becomes 
a ( r, t) 
N 
= cr .2: o[r-r. (t)] 
i=l l 
(3.10) 
where cr is the electric field scattering cross section for one particle. 
The electric field autocorrelation function in the scattering plane, the 
plane perpendicular to the incident polarization, can now be written as 
x exp(i(k-k')•r.(O)]> 
0 J 
( 3 .11) 
Now the condition of no interparticle correlations is imposed so 
that the ensemble average is zero unless i=j. For identical particles 
all i=j terms are equal, so the correlation function simplifies to 
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<exp[i(k -k'l·(r (o)-r <tll]> 
0 2 2 
(3.12) 
This is the standard result for the single scattered electric field auto-
correlation function. In the case of freely diffusing Brownian particles 
with diffusion constant D, the ensemble average reduces to 
<exp[i(k -k')·(r IO) - r (t))]> 
0 2 2 
[ - - 2 J exp -D(k -k') t 
0 
(3.13) 
and the correlation function becomes 
= ( 3 .14) 
This is the well documented result for freely diffusing Brownian 
particles. There is a constant amplitude that is exponentially damped 
by a single exponential. The decay rate is dependent on the diffusion 
constant of the particles. 
Double Scattered Electric Field 
With the results given previously for single scattering, it is a 
fairly simple process to determine the double scattered field. As 
stated earlier the double scattered field is expected to be a product of 
two single scattering events, however, the approximations used and the 
conditions under which they apply need to be examined. Sorenson et al. 
(1976) has shown that the double scattered field may be written 
( 3. 15) 
where r 3 is the position of the first scatterer, r 2 is the position of 
the second scatterer, and r 1 is the position of the detector. The 
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scattering wave vectors are shown in Figure 3. As was seen above it is 
+-r -
possible to use the far field approximation for T(r12). However, we 
must justify the approximation for the scattering from particle 1 to 
particle 2. In order to do so the following assumptions are made: 
1. Jr -r lk' >> 1, or the interparticle spacing is much greater 
3 2 
than the wavelength of the scattered field. 
2. Ir I » Ir I 2 3 
Assumption 1 is easy to satisfy by adjusting the k-space in which 
the experiments are done. Assumption 2 can be satisfied by choosing 
the origin arbitrarily close to the first scatterer. It should also be 
noted that the particles must move slowly enough so that this condition 
holds true for times of the order of the correlation time. This assump-
tion holds true for aqueous suspensions of colloidal particles under-
going Brownian motion. Hence the far field approximation can also be 
+-r -
used for T(r23 ). 
Since k" is the scattered wave vector to the second particle, it 
- -
must be parallel to r 2-r3 . By the far field approximation 
and k" 
The double scattered field can then be written 
E 
0 







Figure 3. Double Scattering Geometry 
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Here E' is the polarization of the double scattered wave vector and is 
given by [rlx(E"xr2)]. In this expressions" is the polarization of the 
intermediate scattered wave vector, e" = [~2x(sx;2 )]. The derivation is 
again limited to the case of small isotropic scatters. The double scat-
tered electric field then reduces to 
exp(ik 1 r 1) 2 
E ------ exp(-wt) (k'k") 
o r 1 
N 
x exp(i(k"-k')·r2i(t))]. £~1 exp[i(ko-k")·r3.£.(t)] ( 3. 17) 
As expected this has the form of two independent successive scatter-
ing events. The assumptions implicit in this result are: the far field 
approximation holds for both scattering events, the polarizability is 
isotropic, and the particles are small, isotropic scatterers. 
The double scattered electric field autocorrelation function 
* - -<E 2 Cr1 ,tlE 2 Cr1 ,o)> is now evaluated. As was done for the single scat-
tered field, the condition of a noncorrelative, identical particle sys-
tem is invoked. This allows us to do two things: 
1. The single ensemble average of the phase terms can be written 
as the products of the ensemble average of the first and second scatter-
ing phase terms, or 
<.I. ( )l () exp[i(k"-k') · (r21.(0)-r2J.(t))] 0Em i,J r 2 i O r 2 j t ,, 
<.I. ( )l () exp[i(k"-k') · Cr21.(0)-r2J.(t))]> i,J r 2 i o r 2 j t 
( 3 .18) 
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2. The ensemble averages are zero unless i=j or l=m respectively. 
The sum also becomes N times the summand. 
The double scattered field correlation function can now be written 
as 
--1-- <exp [i (k"-k') 
2 <r > 
2 
• (;<ol-r<tl>]> · <exp[i<k -k")·<r<ol-r<tll]> 
0 
(3.19) 
Again the form of two distinct, independent scattering events is 
noted. Each event modulates the incident wave and the resultant waves 
correlation function is the product of two individual correlation func-
tions. 
For a system of particles undergoing Brownian motion, the ensemble 
averages in 3.19 reduce to exp(-Djk"-k' 12t) and exp(-Dlk0 -k" j 2t), 
respectively. Here D is Stokes Einstein diffusion coefficient. The 
electric field correlation function then reduces to the simple form 
= 
x (3.20) 
Integration Over Intermediate Scattered 
Wave Vector 
We now need to extend this result into what one would observe in a 
real experiment on a system of identical particles. The final scattered 
wave vector, k', is determined by the positioning of the detector and 
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the incident beam, however the intermediate scattered wave vector may 
assume any direction. Therefore, 3.19 must be integrated over all pos-
sible orientations of k" . In doing this we will assume a spherical 
symmetry of second scatters about the first scatter. The final scat-
tered wave vector will be taken to be in the scattering plane. Figure 
4 defines the four different polarizations schemes that apply to this 
system and the geometries used for the integration procedures. The 
scattered wave vectors can now be defined as 
k" 
A A A 
= r 2 = i sine" cos¢" + j sine" sin$" - k cos6" 
A 
k' = rl = i cos¢' + j sin¢' (3.21) 
A 
k = j 
0 
For vertical incident polarization, the polarization vector t: = k. 
To determine the polarization of the final scattered field we must 
first determine the polarization of the intermediate scattered field, 
t:". It is 
[k" x cexk") J i[-sine" cos¢" cos8"] + 3[-sine" sinq,n case"] 
A 2 
+ k(sin 6") ( 3. 22) 
The final polarization is then 
~· = [k' x (~" x ~·>] i sine" cos6" cos¢' [cos(¢'-¢")-l] 
A 
+ j sin8" cos8" [sin¢' cos(¢ 1 -¢ 11 )-cos¢ 1 ] 
' 2 












Figure 4. Definition of Polarization Schemes (a} and Integration Para-meters (b} 
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Thus for the vertical incident polarization, we find the polariza-
tion factors to bee:~ = sin46" for the W polarization and e:~ = 
sin2e11 cos 2e" sin2 (<1>'-<j>") for the VH polarization. The same procedures 
may be followed to find the polarization factors for horizontal incident 




[sin26" cos<j>" sin(<j>'-<j>") - sin<j>•J 2 
The assumption of quasi-elastic scattering is now applied. This 
allows us to use the approximations 
ik I - ikl - ik" l -
0 
Thus, ik -k"l 2 = 2k2 (1-sin6" sin<j>") (3.24) 
0 0 
ik"-k' 12 = 2k2[1-sin6" 
0 
cos ( $ ' -<I>" ) J 
When these results are substituted into 3.20, a rather complex 
relationship is obtained that is not easily integrated over k". How-
ever the first cumulant and the average scattered intensity can be de-
termined. To find the average scattered intensity the integrals are 





A f4rr dQ" E'2 
0 
( 3. 25) 
(3.26) 
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Performing the integral for the four different polarizations the 
double scattered intensities are 
I (2) = 
w 
I ( 2) = 
VH 








41T A [1+7 sin2 ~·] 
15 
(3.27) 
We see that both the "depolarized" components (IVH, IHV) are equal 
and constant, independent of scattering angle. The VV polarized compon-
ent is also independent of scattering angle. The double scattered 
(2) (2) . depolarization ratio, the ratio of I h to I , is 1/8. However, the 
v vv 
HH polarization is dependent on the scattering angle. For forward and 
backward scattering the intensity is equal to the W polarized compon-
ent. As you move away from these extremes the intensity decreases until 
at 90° it becomes equal to the depolarized components. 
The double scattered first cumulant, the initial slope of the 
double scattered correlation function is defined as 
-* -
K (2) -lim 
d 
<E 2(r,t)E2 (r,O)> 
1 t-+Q cit -* -<E2 (r,O)E2 (r,O)> 
K (2) 
D !41T dQ" E; I 2 [Ck -k") 2 + (k 11 -k 1 ) 2] 
0 0 or = 
1 14rr dQ" ,2 e:; 
0 
Performing the integrals for all polarizations schemes gives 
::; K( 2) 
lvh = 
K ( 2) 
lhv 







Thus for non-interacting pointlike particles we find that the 
double scattered first cumulant is independent of both scattering angle 
and polarization. In addition it is twice the decay rate of single 
scattering at 90°. 
Higher Order Scattering 
At the concentrations we are using, higher order scattering should 
also be present. Following Sorensen et al. (1978) we proceed theoreti-
cally by considering independent scattering events in succe-ssion for 
the nth order scattered correlation function. However, for n > 2, this 
becomes quite complex and integ.ration over the n-1 intermediate scattered 
wave vectors is difficult. Instead a qualitative procedure will be 
introduced based on the results of the double scattering problem. 
As noted earlier, the double scattered first cumulant was twice 
that of single scattering at 90°. This may be understood by visualizing 
that each event may scatter at any angle between o0 and 180°. For 
pointlike particles the scattering is isotropic and any angle is equally 
likely. This results in an average scattering angle of 90°. On the 
average each scattering event would contribute a decay rate equal to a 
single scattering event at 90°. Hence two events should give a decay 
rate twice that of single scattering at 90° which was found when the 
double scattering problem was solved exactly. 
Generalizing to higher order scattering, we look at n scattering 
events. Each event will contribute a decay rate equal to single scat-
tering at 90°. The single scattered first cumulant at 90° is Kil) (90) 
and is the nth scattered first curnulant. As with double scatter-
ing is expected to be independent of scattering angle. The first 
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cumulant for the nth order scattered light can be written simply as 
= K
(l) 
n 1 (3.31) 
To investigate the additive effects of higher order scattering, 
consider the scattering to be a random process. Then each scattering 
event is independent of the next. Although the probability of each 
event is small, there are many possible events so that the average num-
ber of scattering events is finite. The Poisson distribution describes 
these random processes. The probability of having n scattering events 
is 
P (n) = 
-n -n exp(-n) 
n! 
(3.32) 
where n denotes the average number of scattering events. 
The intensity of the nth order scattered light should be propor-
tional to the probability of n scattering events or 
I a: P(n) 
n 
(3. 33) 
Thus any measured first cumulant will be an average of the correlation 
times with the average weighted by the Poisson distribution. All events 
will be characterized by the average number of scattering events, n. To 
determine ~. a depolarization ratio is defined, 
00 I (n) I L 
vH n=l vH 
( 3. 34) R = -- = 00 I I (n) vv L 
n=l vv 
I(n) and I(n) denote the VH and VV polarized components of the nth order vH vv 
scattered light respectively. Also 
I(n) + I(n) a: P(n) 
vv vH 










It was seen that this ratio is .125 for n=2 and Sorensen et al. (1978} 
has estimated that R3 = .266. One would suspect that R = 1 for n 
n >> 1 as the polarization should be completely random after many 
scattering events. 
Gruner and Lehmann (1980) have suggested a method for determining 
the higher order depolarization ratios. The procedure begins by noting 
that the double scattered intensity should be proportional to the single 
scattered intensity, the proportionality constant depending on the con-
centration of scatterers, 
= n Cl) 
The double scattered intensity is split as 
8/9 Yr(l}; I( 2 ) 
vH 
(3.37) 
= 1/9 YI(l) ( 3. 38) 
Assuming the same splitting and the same proportionality constant, the 
triple scattered intensity is 
= 8/9 Y I( 2) + l Yr( 2 ) vv 9 vH = 
65/81 2 ( l) y Il ( 3. 39) 
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8/9 Yr( 2) + !:_ YI( 2 ) 
vH 9 vv 
16/81 ir(l) ( 3. 39) 
The depolarization ratio, R3 = .246, obtained in this method is 
in good agreement with Sorensen's value. The higher order values ob-
tained in this manner are shown in Table I. It should be noted that 
although we followed the same procedure as Gruner and Lehmann to find 
these ratios, we arrived at different values. 
TABLE I 






















With these defintions we can proceed to write the nth order 
intensity components as 
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In ~ l/(l+R ) P(n) 
vv n 
( 3. 40) 
In ~ R /(l+R ) P(n) • 
vH n n 
The full depolarization ratio is then given by 
R = 
00 
( 3. 41) 
n~l l/Rn +l P (n) 
This expression can be evaluated numerically to find R as a function of 
n. Thus, an experimentally measured depolarization ratio can be used to 
determine n for a given situation. It is then possible to predict the 
measured first cumulant for that experimental situation. The measured 
first cumulant is written as 
-K = lxy 
-
'f I(n) K(n) 
n=l xy 1 
E I (n) 
n=l xy 
(3.42) 
where the bar over K denotes the measured value and the subscripts lxy 
x,y denote the polarization. Using 3.31 and the expressions for the 
nth order intensities (3.40) 3.42 becomes 
00 
K(l)(90°) 
l: n/l+R P (n} - (90°) n=l n K = lvv 1 00 l: l/l+R P (n) 
n=l n 
( 3. 43) 
n R 
n 
00 -- P(n) 
- 0 K(l) (90°) n~l l+Rn Kl (90 ) = VH 1 R (3. 44) 
00 n l: l+R p (n) n=l 
n 
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Hence knowing n, we are able to predict the effects of multiple 
scattering on systems of non-interacting particles. Through careful 
experimentation it is possible to obtain information from a concentrated 
system of particles. 
Interacting Particles 
The next step is to determine the effects of multiple scattering in 
systems of interacting particles. Sorensen et al. have given a good pro-
cedure to look at non-interacting particle systems, so we will extend 
the procedure to interacting particle systems. 
To achieve this we need to make the following assumptions: 
1. The sample is composed of many correlated regions which are 
statistically independent from one another. 
2. The double scattered field is a result of two successive single 
scattering events in different regions. Any double scattering within a 
single region is neglected. 
The last assumption may be neglecting significant terms as the in-
tensity of multiple scattered light depends on the separation distance 
of the two regions. In double scattering, light double scattered within 
a single region and light scattered from two separate regions seem to be 
of the same order in intensity. We neglect the single cell double 
scattered terms because we have no knowledge of the many body correla-
tion function necessary to evaluate them. 
Under these assumptions we can proceed in the same manner as before 
by exchanging the independent particles with independent correlation 
regions. 
The double scattered electric field is written as 
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N 1 
€I . Ll ( ) 
i= r 2i t 
x exp[i(k"-k')•r2i (t)] (3.45) 







<.I:. exp(i (k"-k') • (r. (O)-r. (t)) ]> 
1.,J 1. J 
x < I: exp[i (k -k") • (r (O)-r (t)) ]> 
Z-m o Q. m 
(3.46) 
The separation of the average over a 4 point correlation function into 
the product of pair correlation averages is done because we have two 
separate correlation regions. These pair correlation averages are de-
fined as dynamic structure factors, 
s (k, t) <.I:. exp[ik·(r.(0)-r.(t))]> 
1.,J 1. J 
( 3. 4 7) 
The static structure factor is defined as the t=O limit of the 
dynamic structure factor or 
S(k) = <.:E. exp[ik"(r. (0) - r.(t))]> 
1.,J 1. J 
(3.48) 
Using these expressions the double scattered electric field corre-
lation function is given by 
= S(k"-k' ,t) s (k -k" ,t) 
0 
(3.49) 
The intensity of the double scattered field, the t=O limit of the 
correlation function, is 
E; I 2 




S(k -k") ( 3. 50) 
0 
In a liquid the static structure factor depends only on the magni-
tude of the difference in the scattered wave vectors lk"-k' I = 2k 
0 
sin(y/2), where Y' is the angle between k" and k'. It is also known 
that the dynamic structure factor has the form at least initially 
(Ackerson, 1976), 
S (k It) S(k) exp[-DK24/S(k)] 
Using 3.28, 3.49 and 3.50, the double scattered first cumulant is 
where A is defined as 
A 
If Y is defined as the angle between k and k" and y" as the angle 
0 
( 3. 51) 
(3.52) 
between k" and k', the assumption of elastic scattering allows us to 
write 
(k -k") 2 2 = 2k (1-cosY) 
0 0 
- - 2 2 
(3. 53) (k"-k') = 2k ( 1-cosY' ) 
0 
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Using these expressions, the first cumulant is simplified to 
s• 2 [s(k -k") (1-cosY') + S(k"-k') (1-cosY)] 
0 
(3.S4) 
with the intensity given by 
( 2) 
I = A s• 2 S(k"-k') S(k -k") 
0 
(3.SS) 
We again need to integrate these expressions over k" to find what 
one observes in an actual experiment. This is not easily done as the 
structure factor can in general be a complicated function. However, 
they can be numerically integrated to determine the properties of the 
double scattered field. 
We have done this for the non-interacting case, S(k)=l, and for 
several different static structure factors. All the results for the 
more complicated structure factors had the same general features, so 
thus the discussion is limited to the most interesting one, an experi-
mentally determined structure factor for an aqueous suspension of inter-
acting latex spheres. The static structure factor and the double scat-
tered intensities for a non-interacting particle system as well as the 
experimental system are shown in Figures S and 6. Figure Sa shows the 
static structure factor for a noninteracting system. This structure 
factor was input into 3.SS and numerically integrated. The resulting 
intensities are shown in Figure Sb. We find that I vH 
One 
should also note that I 
vH 
Gruner and Lehmann (1980). 
ization ratio, R2 = .12S. 
IHH (90°) , in contrast to the assumption of 
Both I and I are constant with depolar-
vv vH 
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Figure 5. Static Structure Factors and 
Double Scattered Intensities 
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Figure 6. Static Structure Factor and 
Double Scattered Intensi-





angular dependence that follows the equation 
(I -I )cose +I 
vv HH vH 
( 3. 56) 
For the experimental system the average scattered intensity for a 
system of interacting latex spheres was measured. The spheres were of 
. . 2 12 . I radius .055 µm at a concentration, c = 2.41 x 10 particles ml. 
Multiple scattering was present in the sample, however, corrections 
were made using the method of Gruner and Lehmann (1980). The measured 
intensity is shown in Figure 6a. The double scattered intensities 




the oscillating features of the structure factor, however, the main 
peak is now at 60° compared to 30° for the single scattered intensity. 
The cause for this can be understood in the following manner. If the 
single scattering is strongest at a particular angle, then the double 
scattered intensity should be strongest at double that angle because the 
double scattered electric field is written as two successive single 
scattered events. IHH shows an angular dependence, yet still obeys 3.56 
if the angular dependencies are included in I and I 
vv vH 
The structure factors and double scattered intensities for two 
other model systems, a delta function on a background and a highly con-
centrated system, are shown in Figures 7 and 8. These systems show the 
same general characteristics as the system discussed above. 
The normalized double scattered correlation time, T 
c 
l/K1 , de-
termined by 3.54 for the different systems are shown in Figures 9 and 10. 
The correlation time for noninteracting systems is independent of scat-
tering angle and polarization and is shown as the solid line at 
2 
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Figure 7. Static Structure Factor and Doubles Scattered 
Intensities for a Model System of a Delta 
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Figure 8. Static Structure Factor and Double Scattered 
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Figure 9. Normalized Correlation Times for the Interacting Col-
loidal System (a) and the Highly Concentrated Model 
System (b) . The Correlation Time for Non-interacting 
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polarization dependence is seen in the correlation times. In all three 
cases the VH polarization shows the least angular dependence. This 
component is relatively constant (~ 5%) in all but the delta function. 
The VH polarized correlation time never mimics the VV polarized correla-
tion time. The correlation time in the HH polarization and the VV 
polarization are similar, but the HH component exhibits a slightly 
stronger structure. 
These points depict the difficulty in working with multiple scat-
tering samples. The VH polarized component is the only polarization 
that can be measured free of single scattering. Trying to determine the 
multiple scattered components in the other polarizations from the mea-
sured VH component introduces a significant error. 
Experimental Observations 
To test the theoretical results, the intensity time correlation 
function and average scattered intensity for aqueous suspensions of 
latex spheres was measured. Although support for this theory has been 
reported for non-interacting particles (Sorensen et al. 1976, 1978), 
more information should be extracted for these systems, and in interac-
ting systems, the possibility of determining the effects of interactions 
needed to be investigated. Two systems of polystyrene latex spheres 
suspended in water were used. The latex spheres were of radius .055 µm 
and very monodisperse (see Chapter IV) so there were no polydispersity 
problems. The spheres were suspended at a concentration of 2.42 x 1012 
particles/ml in doubly distilled water and contained in each of two 
quartz scattering cells with dimensions .1 cm x 1 cm x 4.5 cm. One of · 
the cells also contained ion exchange resin. The exchange resin removes 
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excess salt ions from the suspension and allows the suspension to inter-
act (for further comments on exchange resin, see Chapter IV). The 
focused beam (gauss beam diameter - 0.2 mm) of an Argon-ion laser oper-
0 
ating at wavelength, A= 4880A was directed lengthwise through the .1 
cm side. The optical arrangement is shown in Figure 11. The polarizers 
' -5 
are Glan-Thomson prisms with an extinction ratio of 5 x 10 . Both 
prisms were adjustable to pass either vertical or horizontal polariza-
tions. The scattering cell was suspended in a water bath for refractive 
index matching purposes. The remainder of the apparatus is discussed 
in Chapter IV. 
The calculations presented earlier dealt with the electric field 
correlation function. In our experiments the intensity correlation func-
tion is measured. These two correlation functions are related in a 
simple manner, the Siegart relation, if the scattered electric field 
is Gaussian (Pike, 1974). Since the scattering results from many dif-
ferent pairs of scattering events, this assumption should be satisfied 
for multiple scattering. This point has been discussed by Kelley (1973) 
and found experimentally true by Colby, Narducci, Bluemel and Beer 
(1975). 
The polarizers were checked both before and after each experiment 
to insure proper polarizations. This was done by measuring the inten-
sity as a function of the polarizer angle. A typical experimental run 
is shown in Figure 12. The depolarization ratio was then measured at a 
scattering angle of 90°. The average scattered intensity was then 
measured in both polarizations as a function of scattering angle. The 
depolarization ratio was remeasured to insure sample stability. It 
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Figure 12. Intensity Passed by Polarizer P2 
in the Vertical (a) and Hori-
zontal (b) Polarizations 
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correlation function was measured next, first in the VV polarization and 
then in the VH polarization. 
For the noninteracting sample the depolarization ratio was deter-
mined to be R = .01765 ± 2%. This corresponds to an average number of 
scattering events, n = .3. The average scattered intensities (Figure 
13) is constant within experimental error at all scattering angles. 
The correlation data was fit to the following functional form: 
4 
i~l ai exp(-fit) (3.57) 
The a. 's represent the relative intensity of the ith scattered component 
i 
with decay rater .. Figure 14 shows the resulting decay rates in the 
i 
VV polarization. The solid lines are calculated using Equation (3.31) 
for i = 2-4. The solid line for single scattering is calculated using 
2 
K1 = 2Dk . The figure shows that the experimental results agree well 
with the predictions from the multiple scattering theory. Figure 15 
shows the decay rates in the VH polarization and again the agreement 
with theory is quite good. Some of the error is probably due to a small 
amount of depolarization caused by dust, fingerprints or stresses in the 
lenses and scattering cell. When the VH polarized correlation function 
was analyzed using a sum of five exponentials, a small amount (<3%) of 
the total scattered intensity was due to single scattering. 
Table II shows the relative intensities of the four components 
obtained from the analysis. From these values and the depolarization 
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Figure 15. Decay Rates in the VH Polarization for a Non-





RELATIVE INTENSITIES OF THE FOUR COMPONENTS OF THE SCATTERED LIGHT 
i 
(i) I (i) I vv vh 
1 .8712 ± 2% ----------
2 .1060 ± 13% .616 ± 5% 
3 .0154 ± 13% .253 ± 9% 
4 • 0074 ± 15% .116 ± 9% 










Using this equation we find 
R2 = .103 ± 14% 
R3 = .290 ± 15% 
R4 = .276 ± 17% 
The value for R2 is lower than the calculated value of .125 and R3 is 
higher than the calculated value of .260. These discrepencies are 
attributed to the slight depolarizations mentioned above, the finite 
size of the particles, and a non-spherical scattering volume. Since 
multiple scattering is dependent on the scattering volume in general, 
and the calculated values are based on a spherical scattering geometry, 
these differences are not unrealistic. The value of R4 is low but this 
is caused by the relative insensitivity of the fitting routine to the 
fourth order component, as well as the reasons listed above. The good 
agreement between our experimental values and the theoretical values 
lends strong support to the theory of multiple scattering in non-inter-
acting particle systems. 
The scattering cell with the ion exchange resin was allowed to 
"cure" for two weeks. By that time it was strongly interacting. The 
average scattered intensity was monitored for two days to insure that 
the sample was stable. Once stability was assured the same procedure 
that was used for the noninteracting sample was followed. 
The measured depolarization ratio was R = .03566, which corresponds 
88 
to an n = .6. This higher value must be attributed to the interactions, 
and R is not constant nor truly defined for interacting systems. 
n 
Figure 16 shows the intensity for both polarizations. The inten-
sity in the VV polarization is high due to multiple scattering. Gruner 
and Lehmann (1980) suggest correcting the intensity using the relation 
Icor ( e) 
vv 
= ( 3. 59) 
We did not use this correction because the depolarization ratio, R, has 
an angular dependence. 
The intensity in the VH polarization shows a slight downward slope 
and is caused by high order multiple scattering. The theoretical 
results for double scattering show a 5% increase at small angles and we 
suspect higher order effects will increase the slope of the depolarized 
intensity. 
The intensity correlation functions were fit to a sum of four ex-
ponentials as in the non-interacting system. However, there didn't seem 
to be any pattern to the decay rates extracted. This made the separa-
tion of the multiple scattering effects from the interaction effects 
extremely difficult, if not impossible. However, the first cumulant can 
be extracted. Recall the first cumulant is defined as 
= lim t-+o 
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Figure 16. Measured Average Scattered Intensities for 
an Interacting Colloidal Sample 
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Figure 17 shows the normalized correlation times for both polariza-
tions. We see in the VV polarization the liquid-like structure expected. 
It is somewhat reduced at the lower scattering angles and enhanced at 
the larger angles due to the effects of the multiple scattered field. 
To understand this consider the noninteracting particle system previous-
ly discussed. The single scattered first cumulant varies according to 
= 
( 2) 2 
The double scattered first cumulant is constant at K1 = 4Dk0 . If the 
intensity of the double scattered component is 10% of the total inten-
sity, the measured first cumulant can be written 
or 
where 8 is the scattering angle. Thus as 8 ~ o, we see the greatest 
deviation from the expected value. 
In the VH polarized correlation time a slight peak is noticed at 
50°. This angular position is double the single scattered main peak 
position and could be due to double scattering. The presence of this 
peak is not predicted by the double scattering theory for interacting 
particles in the calculations. The absence of it in the calculations 
may be due to the neglect of double scattering within a single correla-
tion region. However, we do note a slight concavity in K · which is 
lvH 
seen in the calculations. 
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theory, no reliable method for separating the effects of the interactions 
from the effects of multiple scattering could be found. 
Thin Film Cell 
The problem of multiple scattering in interacting systems is diffi-
cult to resolve. It was shown that the nonexponentiality of the inten-
sity correlation function is due to two things: multiple scattering and 
interactions, and that these two effects cannot be reliably separated. 
The question remains as to what can be done so that concentrated inter-
acting particle systems can be analyzed reliably. 
Recently several papers have been published that suggest ways to 
minimize multiple scattering (Phillies (1981); Siano, Berne and Flynn, 
1978; Hurd, 1981). Siano, et al. performed an experiment using a coni-
cal cell containing a strongly scattering colloical suspension. They 
investigated the effects of sample volume on the amount multiple 
scattering present in the scattered beam. The incident laser beam was 
directed along the axis of the cone and correlation measurements made 
at various heights on the axis. 
Multiple scattered light was dominant toward the base and the decay 
rate was 75% greater than expected for single scattering. The discre-
pancy decreased as measurements were made at smaller cell radii. Thus 
multiple scattering is less troublesome when the cell's dbnensions are 
reduced. They concluded that when the sample dimensions are much less 
than the mean free path of a photon, multiple scattering is negligible. 
This finding led Hurd (1981) to try a thin film cell to reduce the 
multiple scattering problem. He constrained the colloidal sample in a 
thin fluid film between optical windows such that one dimension of the 
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scattering cell was smaller than the photon mean free path. A strongly 
scattering colloidal sample was placed in the cell and illuminated with 
a laser beam. The depolarization ratio approached .125 asymptotically 
for large gap spacings. At a spacing equal to the mean free path of the 
photon in this sample the depolarization ratio reduced to R = .025. 
Once assured that multiple scattering was no longer a factor, he used 
the thin film cell to investigate the lattice dynamics of colloidal 
crystals. 
This method was chosen to reduce multiple scattering to a minimum 
in the systems we studied. The scattering cell is similar to that of 
Hurd and is discussed in Chapter IV, as well as a method for determining 
the gap spacing. To insure that multiple scattering was indeed negligi-
ble in the cell, light scattering measurements were performed on a non-
interacting particle system. 
After the cell was assembled, the gap was measured to be .162 mm ± 
2%. The cell was filled with a suspension of .109 µm diameter latex 
spheres. The intensity autocorrelation function was measured as a func-
tion of scattering angle, at two different particle concentrations, 
c = 5.67 x 1012 and c = 2.10 x 1013 . The correlation function was 
analyzed using a two cumulant fit, 
(3.61) 
Figure 18 shows the first cumulant as a function of k 2 for the highest 
concentration. It exhibits linear behavior as expected for noninterac-
ting particles. A least squares fit was made to determine the best 
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Figure 18. Measured First Cumulant for a Non-interacting Sample 
in the Thin Film Cell 
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particles was determined. The diameter was found to be .111 µm ± 2% for 
both concentrations. 
2 
The normalized second cumulant K2/2K1 = .025 ± 10%. Thus non-
exponentiality is small and negligible even for the concentrations used. 
Thus multiple scattering is no longer considered a problem. There are 
several other problems, however, such as cleanliness and nonexponential 
effects due to interactions with the walls. These and other problems 
are discussed in Chapter IV. 
Conclusions 
The model of multiple scattering presented here works well for non-
interacting systems. It was shown that the multiple scattered components 
can be separated from the single scattered component as well as being 
able to distinguish between the different higher order scattered compon-
ents. This means that the multiple scattered field's contribution to 
the intensity correlation function may be subtracted and information from 
the single scattered field obtained. When interactions are present the 
honexponentiality due to the multiple scattered field and the interac-
tions become convoluted and cannot be resolved. Qualitative results may 
be obtained (Gruner and Lehmann, 1979, 1980), but any quantitative 
results will be in error. 
Thus, to obtain quantitative results, multiple scattering should be 
reduced to a minimum. We tested a thin film cell and found it easy to 
use. It also minimized multiple scattering to a satisfactory level. 
CHAPTER IV 
EXPERIMENTAL APPARATUS AND DATA ACQUISITION 
Introduction 
This chapter describes the thin film cell, its construction and 
constraints. A relatively fast and accurate method of determining the 
gap spacing is presented, as well as the importance of cleanliness. 
The next section deals with the sample preparation. A brief sum-
mary of the chemistry of latex spheres along with references for a more 
complete description of their chemistry is given. A discussion on the 
use of ion exchange as a method of cleaning the latex suspension is 
also included. 
The next two sections are required to aid the understanding of the 
experiment and the data analysis. Two causes of nonexponentiality, 
wall effects and polydispersity are examined and shown to be negligible. 
The optical arrangement as well as a description of the apparatus is 
included. Finally, a discussion of methods of data analysis is given. 
Thin Film Cells 
Construction 
The thin film cell was constructed as shown in Figure 19. The 
casing is made of anodized aluminum. The windows are quartz optical 





Figure 19. The Thin Film Cell 
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windows must satisfy two criteria: 
1. A large range of scattering angles is desired, so large windows 
are needed. 
2. Cleanliness, which is limited by surface leaching and the dif-
fusion of impurities to the exchange resin calls for small windows. 
We used l" diameter optical flats for the solution containment 
region and glued a 1/2" diameter flat to one of the larger flats to make 
the thin film region. With this arrangement, it was possible to probe 
0 0 
scattering angles in the range of 30 to 120 . 
The 0-ring also must serve several purposes. It acts as a spring 
to press against the optical flat and holds the cell at a constant 
spacing. It also forms the wall around the perimeter of the cell and 
must seal effectively against evaporation. We tried a Buna-n rubber 
0-ring first. This 0-ring made a good seal and was resilient enough to 
keep a constant spacing. However, the rubber leached substantial 
amounts of impurities into the sample. This caused an instability which 
could not be tolerated. Next a silica rubber 0-ring was tried. It had 
a higher resiliency than the Buna-n ring and with proper cleaning didn't 
appear to leach many impurities. Samples made with this o-ring have 
remained stable over long periods of time. 
Gap Measurement 
The gap was measured before the colloidal suspension was added to 
the cell. The measurement is made using a technique developed by Hurd 
(1981). A collimated laser beam enters the parallel plate cell at an 
angle 8 as shown in Figure 20. Although reflections occur at every 














The optical path length difference between ray 1 and ray 2 for this 
air gap is AB + A/2. The extra A/2 accounts for a phase shift suffered 
by ray 1 when it enters the region with lower index of refraction, the 
air gap. The length AB = 2Lcos8 so the total path length difference is 
2Lcos8 + A/2. Destructive interference occurs when this difference is 
a half-odd integer number of wavelengths. This leads to the relation 
n (2L/A)cos8 ( 4. 1) 
where n is the order of interference. 
The cell is rotated so that 6 increases. Destructive interference 
will not occur again until 8 increases enough that the next lower order 
of interference is found. To increase the accuracy of the measurement 
the cell should be rotated through several fringes. Knowing the initial 
and final angles of incidence, ei and ef respectively, and the number of 
fringes passed, 6n, Equation (4.1) can be used to determine the gap 
spacing, L. The gap spacing is found to be 
( 4. 2) 
After finding L, it is reinserted into 4.1 to find the actual order 
of the interference. The order number is constrained to the nearest 
integer and the gap spacing is adjusted accordingly. The uncertainty 
in the measurements is determined by the precision to which the angles 
are determined. We are able to measure the angles to within .1°, so the 
relative error is about 1%. Using this procedure a very accurate mea-
surement of the gap spacing can be made in a few minutes. 
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Cleanliness 
Of great concern in sample preparation is the scattering cell 
cleanliness. The walls of the sample container constantly leach ionic 
impurities. In order to reduce the impurities care must be taken in 
cleaning the sample cell. The parts of the cell that come into contact 
with the colloidal suspension are boiled in a solution of distilled 
water and Micro cleaning fluid for one hour. After cooling, the pieces 
are removed using tongs and rinsed in doubly distilled water. The 
pieces are then rinsed in spectral grade ethanol to remove any remaining 
water. 
Several other methods of cleaning have been published that require 
a more vigorous cleaning procedure and more time. We have found the 
above procedure to be less time consuming and provide sufficient clean-
liness to enable the colloidal suspension to interact within a short 
period of time. The suspensions also remain stable for long periods of 
time. 
Sample Preparation 
The latex spheres are purchased commercially from Dow Diagnostics. 
The ones used in this work have a diameter of .109 ± .0027 µm. The 
spheres are highly charged when dissolved in water with a typical surface 
2 charge density of about 3µ ckrn . The spheres also carry many ionic 
impurities, probably from the emulsifier and initiator chemicals. These 
impurities must be removed in order to increase the Debye length and 
hence, cause them to interact. For details on the manufacture and clean-
ing of latex, see Mccarvill and Fitch, 1978. 
- -------
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The easiest way to clean latex is by ion exchange. There are three 
types of commercially available ion exchange resins: cationic, anionic, 
and mixed bed. They are normally small (500 µm) polystyrene beads that 
have been surface treated to allow the resin to bind either cations or 
anions. The ion exchanger releases a H+ or OH into solution depending 
on the type of resin involved. Most of the released ions will bind 
together to form non-ionic H20. 
We have only used monobed resins that have been prepared using 
the recipe of Mccarvill and Fitch (1978). Before the resin is used it 
is run through a polystyrene sieve (.508 pore size) to remove bead frag-
ments which cause problems when using a thin film cell. The two types 
of resins are then mixed to form a mixed bed resin. 
The latex suspension is prepared and ion exchanged in the following 
manner. The latex is diluted to a concentration of 5.673 x 1012 parti-
cles/ml with water that has been doubly distilled in a quartz still. A 
small amount (- 5% by volume) of prepared ion exchange resin is added 
to the cleaned sample container. The container is then assembled and 
the gap spacing measured. The gap spacing in these studies was .149 mm. 
The cell is filled using a needle and syringe to pierce the rubber 
0-ring through a hole in the aluminum casing. The cell is filled as 
full as possible to minimize contact with the air. 
After filling the sample cell it was laid on its side to maximize 
contact with the ion exchange resin. Many people suggest agitating the 
sample to further increase contact with the resin and speed up the 
cleaning process. We used a smaller amount of resin than normally 
recorrrrnended and did not agitate the sample so that the interaction 
strength would increase at a slower rate. This enabled us to study the 
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sample at four different interaction strengths without changing the con-
centration, temperature, or any other experimental condition. 
Measurements 
After two days the suspension exhibited a liquid-like structure 
so autocorrelation measurements were made. After seven days an even 
stronger structure was seen and measurements were made at this interac-
tion strength. The last time measurements were made was three weeks 
after the initial filling of the scattering cell. By this time the 
sample had begun to crystallize and was as close to solid-liquid coex-
istence obtainable while remaining in the liquid-like state throughout 
the gap. 
Intensity autocorrelation measurements were made as a function of 
scattering angle at each of the interaction strengths listed above. 
During the measurements, the normal to the windows of the scattering 
cell bisected the angle at which the scattered light was detected. This 
constrained the scattering wave vector, k, to be parallel to the win-
dows, so only particle motions parallel to the windows contributed to 
the signal. This is beneficial for two reasons: to reduce flares from 
the interfaces and to reduce wall effects. 
Wall Effects 
Wall effects are discussed in detail by Hurd (1981). We deal here 
only with the portions relevant to our experiment. Hurd shows that the 
amount of the wall effect is characterized by the ratio of the gap 
spacing to the particle radius, L/a. The effect is less than 5% and is. 
approaching 0% for L/a ~ 100. With our gap and particle size the ratio 
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is L/a = 2300, so wall effects should be minimal. The number of spheres 
close to the walls will contribute less than 2% of the total scattered 
intensity. Thus, any effects caused by interactions with the walls of 
the scattering cell are negligible. In Chapter III it was shown that 
the measured diffusion constant for a highly concentrated noninteracting 
particle system in the thin film cell differed by less than 2% from the 
calculated free diffusion constant. The nonexponentiality was also very 
small indicating that wall effects were minimal. 
Polydispersity 
Polydispersity can be a major concern in dynamic light scattering. 
Pusey (1983) has studied the problem intensively. He investigates 
scattering power polydispersity and size polydispersity for suspensions 
of hard-spherical particles. He concludes that for relatively high 
volume fractions and fairly narrow distributions, the intensity corre-
lation function should be composed of two independent modes with well 
separated decay rates. The faster decaying mode describes collective 
diffusion and is present even for monodisperse systems. The slower 
decaying mode describes the exchange of different species. 
The measured correlation function and intensity, neglecting inter-
actions, can be described as 
m -s (k' t) A exp[-D k2t] +A 
c c e 
2 
exp[-D k t] 
e 
( 4. 3) 
(4. 4) 
where A and A are the relative mode amplitudes for the collective dif~ 
c e 
fusion (D ) and exchange diffusion (D ) modes respectively. For 
c e 
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interacting systems, the decay becomes more complicated. In the low-k 
limit the effects of polydispersity are greatest because the static 
structure factor is small. In this limit the static structure factor 
for a monodisperse suspension of hard sphere particles is 
SI (0) = (4.5) 
where ¢ is the volume fraction of particles in the suspension. For a 
polydisperse system in which the particle size distribution is narrow, 
the measured structure factor, to second order in the deviation in 
sizes, a = oa/a, is given by 
= 
2 
SI (O) [l + 3cr ¢ (4-¢) J 
(1-¢) 2 





This shows that for even narrower distributions, polydispersity 
can have a significant effect. To see this, consider an example where 
the deviation, a= .1 and the volume fraction, ¢ = .4. The measured 
structure factor is then Sm(O) = l.12S1 (o) and the diffusion mode 
amplitudes are A = .936 s1 (0) and A 
c e 
I = .189S (0). This means that the 
exchange mode amplitude is 16% of the total amplitude and definitely 
has a measurable effect on the intensity and autocorrelation function. 
In our studies the volume fraction is ¢ 
-3 
3.95 x 10 and the 
standard deviation in the particle size is 0 2.48 x 10- 2 . Using 
these values we find that the measured structure factor equals the 
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m I 
freely diffusing monodisperse structure factor or S (0) = S (0). There-
fore, polydispersity effects are negligible on the average scattered 
intensity. The amplitude of the collective diffusion mode is 
I 
A .994S (0). Thus the amplitude of the slow exchange mode is less 
c 
than 1% and is undetectable in our experiment. 
All unwanted causes of non-exponentially in the autocorrelation 
data have been eliminated. Multiple scattering was reduced by using 
the thin film cell, wall effects, generated by the thin film cell are 
negligible, and polydispersity is not a problem. 
Apparatus 
The scattering apparatus is shown schematically in Figure 21. A 
15 mW Spectra-Physics He-Ne laser is used as the incident beam. The 
beam is focused by lens Ll onto the gap of the scattering cell. The 
scattered light is collimated by a set of two pinholes to reduce the 
problem of flares from the interfaces. Pinhole Pl has a diameter of 
.5 mm and pinhole P2 has a diameter of .38 µm. The pinholes are sepa-
rated by a cylindrical tube 40 cm long made of aluminum. The tube 
eliminates stray light entering the collection optics. A telescope is 
contained in the apparatus after the second pinhole to enable viewing 
of the scattered light. This allows an easy adjustment of the sample 
to insure that flares are not present. 
2 
The scattered light is directed onto the 1 mm cathode of the PMT-
discriminator assembly. The output of the discriminator is fed into a 
4-bit 64 channel autocorrelator. The autocorrelator has an analog 
output that allows a monitoring of the correlation function on an 
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Figure 21. Dynamic Light Scattering Apparatus and 




minicomputer. The autocorrelation function is stored on magnetic disks 
for later analysis. 
The scattering cell is suspended in a beaker that had been painted 
black over half of its inside perimeter. This reduces backward scatter-
ing to a minimum and allows the cell to be immersed into a variety of 
refractive index matching media. The medium extends the k-space avail-
able for observation. We found that water gave us a good range in 
k-space and the other media (mineral oil and air) did not significantly 
extend this range because of the scattering cell design. With water we 
5 -1 were able to look at a range of k values from k = .7 x 10 cm to 
2.2 x 105 cm-l The scattering cell holder is designed to straddle 
the beaker and the collection optics. It allows a rotation of the cell 
and has a Vernier scale which is accurate to .1°. 
Data Analysis 
The intensity autocorrelation functions were originally analyzed 
using a cuinulant fitting routine. The cumulants are defined as 
= ( 4. 8) 
where K is the mth order cumulant. For noninteracting monodisperse m 
systems K = 0 for m ~ 2 and corresponds to a single exponential. 
m 
Thus the k 's give us a measure of the nonexponentiality of the decay. 
m 
The reason for using this methid was to obtain a good measure of K1 by 
fitting the correlation function to two cumulants. In pra~tice it is 
difficult to extract higher order cumulants and attempting to do so 
increases the error in K1 and K2 (Chu, 1983; Koppell, 1972). In this 
particular case, the two cumulants did not fit the data well as 
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evidenced by the pattern in the residuals. The residuals are defined as 
the deviation of the fitted function from the measured data. Since the 
function did not fit the data well, a different procedure was needed to 
measure the first cumulant. A three exponential fitting routine was 
tried next. It should be noted that this routine also converts the 
intensity autocorrelation function to the electric field autocorrelation 
function using the Siegart relation 
<I*I> 2 = 1 + <E*E> 
Electric field correlation function was analyzed using 
(4.9) 
(4.10) 
using the relative amplitudes, a., and the decay rates, r., the first 
l l 
cumulant can be extracted. The first cumulant is given by (Chapter 
III) 
with the condition E a. = 1. 
i 
3 
.~ 1 a.r. i= l i 
We found that a sum of three exponential 
decays fit the data much better than the cumulant fit. The three 
exponential fitting routine was tested on several sets of data. A 
sample set of data was fit using three different sets of initial values 
for the amplitudes and decay rates. In all of the trials an analysis 
of the residuals indicated a good fit to the data. The actual values 
of the parameters returned by the routine differed between the fits, 
yet the first cumulant varied less than 2%. Thus this is the procedure. 
that was chosen to extract a reliable first cumulant. 
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Several methods were also tried to determine the area under the 
correlation function, A. The first and most obvious way was to use the 
results of the three exponential fit. The area is an interaction of the 
electric field correlation function over all time. For a sum of 
exponentials the area is 
A = 
~ 3 
f dt'[ E a. exp(-f.t) 
0 i=l l l 




.E 1 a./r. i= l l (4.11) 
This method appeared to work well and was also the choice of Gruner 
and Lehmann (1979), but the area found in this manner is very sensitive 
to the amplitudes and decay rates. Slight changes in the values of 
these parameters caused variations in the area of about 10-15% although 
no change was seen in Kl. The problem lies in the weighting of the 
data. The short times are weighted heavier due to the increased noise 
as the background is reached. The fitting routine is less sensitive to 
changes in the slow decays. The slow decays, although a minor component 
in the first cumulant, are a major component in the area calculations. 
Therefore, a more reliable way of determining the area is needed. 
A straight forward integration of the electric field correlation 
function was then used to determine the area. The integration is done 
numerically using a 3-point Langrangian interpolation procedure. Using 
the first cumulant obtained from the three exponential fit, the area is 
corrected to include t=O. It is difficult, however, to correct for the 
long time end. It is better to make sure the data extends well into the 
background. Doing this causes a greater error in the initial decay, but 
this problem is resolved by taking data over a range of delay times. 
This insures an accurate measure of both the first cumulant and the area. 
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The area measured in this manner differed at most 10% from the values 
obtained using the three exponential fit. As a check of the numerical 
integration procedure, it was used on a noninteracting particle system. 
In a system of noninteracting particles the electric field autocorrela-
tion function should decay as a single exponential and the product of 
the area and the first cumulant should equal 1. This held true to 
within 5%. Thus this procedure is 'the best procedure to accurately de-
termine both the first cumulant and the area. 
CHAPTER V 
RESULTS AND CONCLUSIONS 
The main purpose of this thesis is to measure the memory effects on 
systems of interacting particles. The electric field correlation func-
tion was measured at three different interaction strengths. The three 
different strengths are denoted system 1-3 where system 1 is the weakest 
interacting system and system 3 is the strongest. 
Figure 22 shows the static structure factors, S(k), for the three 
systems. The structure factor was calculated from the first cumulant 
using the relation 
Dk2/S(k) ( 5 .1) 
where D is the diffusion coefficient at infinite dilution and k the 
scattering wave vector. We notice a slight shift in the peak between 
system 1 and system 2. A small shift like this has been seen in molecu-
lar dynamics calculations as the volume fraction of hard spheres is 
increased. The peak in system 2 is also higher and narrower than that 
in system 1. The peak in system 3 is somewhat taller and narrower indi-
cating an even stronger interaction than that present in system 2. 
The reduced memory functions were determined for the three inter-
acting particle systems as well as a non-interacting particle system. 











Measured Static Structure Factqrs for the Three 
Interacting Systems. 0 is System 1, Q is 












Figure 23. Reduced Memory Functions for the Experimental 
Systems. 6 is Noninteracting Sample,[] is 
Sample 1, Q is Sample 2, and O is Sample 3 
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system should decay as a single exponential and thus have no memory 
function. By measuring this it gives some idea of the error involved in 
the determination of M'. M' always appears to be too high which indi-
cates that our determination of the area is always a little high. The 
average error is about .05 and this value is used for the error bars in 
the other systems. 
The reduced memory function increases as the strength of interaction 
increases, as expected. M' shows some structure as the interactions 
strengthen. The reason for this structure is not understood. In Figure 
24 the reduced memory function of system 2, representative data of 
Gruner and Lehmann (1979) and a mode-mode coupling calculation of M' 
based on Gruner and Lehmann's data (Hess, 198lb) is shown. Instead of a 
peak at k ~ k as seen in Gruner and Lehmann's data, we find a minimum. 
m 
We suspect that the maximum at this point was caused by multiple 
scattering in Gruner and Lehmann's sample. This is understood by noting 
that the single scattered first cumulant is small at k = k , whereas the m 
multiple scattered first cumulant is still large (see Chapter III). Thus 
the measured first cumulant will see the effects of multiple scattering 
most when the single scattered first curnulant is small. Hence, the error 
in the measured first cumulant will be greater at the peak in the struc-
ture factor than in the surrounding points. This in turn causes the 
measured M' to be higher at this point than the surrounding points as 
well as higher than M' in the absence of multiple scattering. 
Although Hess's calculation does not have a maximum at k/k ~ 1, 
m 
neither does it have a minimum. Qualitative agreement is seen between 
his theoretical and our experimental results. The mode-mode 







o 1.0 2.0 
k/k 
M 
Figure 24. Comparison of Experimental Reduced Memory Function 
With Theory. 0 is System 2, [] is Representative 
Data of Gruner and Lehmann (1979) and the Solid 
Line is the Theoretical Prediction of Hess (198lb) 
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experimentally but with a different "frequency". These differences could 
be caused by not using the static structure factor of system 2 in the 
calculation as well as deficiencies in the mode-mode coupling model. 
The reason for a minimum in M' at k/k "' 1 is still not clear. To 
m 
get a better view of the system, the longitudinal viscosity is found 
using the FPE result 
M' = 
2 
n11 k /c~ 
2 
1 + n11 k /c~ 
( 5. 2) 
The reason for using the FPE result rather than the SE result is that 
Hess suggests the SE approach is only valid for M' << 1. In Figure 25 
the viscosity, n11 is plotted on a logarithmic scale. The viscosity is 
a minimum at k "' k • This may be because the particles want to be at 
m 
this position and small thennal excitations are relatively easy near the 
minimum in the potential of mean force. Larger movements should be 
dampened and is seen as a rise in viscosity around this point. 
The results presented here, although in great contrast to that of 
Gruner and Lehmann, provide some insight into systems of interacting 
particles and the structure of liquids. The longitudinal viscosity in-
creases as the "liquid" approaches crystallization but the structure is 
as yet not understood. Our data improves on that of Gruner and Lehmann 
in that the effects of multiple scattering have been eliminated. Also 
the three experimental systems studied differ only in the strength of 
the interactions. 
We were unable to reach the main peak in M' due to restrictions 
imposed by our apparatus. An attempt was made to reach the peak by 
increasing the concentration of colloidal particles. However, thesamples 
Q 
(..) -
Figure 25. Intrinsic Longitudinal Viscosity for the Three 
Interacting Systems. [J is Sample 1, Q is 
Sample 2 and O is Sample 3 
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were not sufficiently stable in the liquid-like state and crystalized 
quickly. We feel, however, that the peak should occur before k/k = .5. 
m 
From this point it should go to zero as k/k goes to zero. 
m 
Recently, the FPE results for the intermediate scattering function, 
S(k,w), Eq. (2.11), have been questioned. When the SE is corrected so 
2 
that the assumption n11 k /c~ << 1 is no longer needed, there should 
appear a correction to the first curnulant. It becomes 
= Dk2/S(k) (l+A) (5.3) 
where A is the correction. This correction is not seen in the results 
of Hess (198lb). However, the disparity can be resolved if under the 
assumptions used by Hess the longitudinal viscosity can be decomposed 
into the sum of a constant and a k-w dependent function so that 
n11 (k,w) = (5.4) 
In this case the first curnulant would agree with that of the corrected 
0 
SE with A~ n11 . If this is true and the correction is small, then the 
results presented here are valid. 
This gives us an idea as to what further work needs to be done in 
this area. Theoretical models need to be investigated in order to find 
an explanation for the structure in the longitudinal viscosity. Experi-
mentally, the procedure and apparatus used in this study needs to be 
improved so that the region k/k m 
.1 - .7 can be reached. The averaged 
scattered intensity should also be measured and compared to the static 
structure factor obtained from the first curnulant. This would give a 
measure of the correction factor A and possibly n~1 . 
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Thus there remains a great deal to be done to better understand 
the physics of simple liquids and the method of dynamic light scattering 
used on aqueous suspensions of latex spheres appears to be a very promis-
ing approach. 
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