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Abstract 
It is shown that the elementary principles Count(q) and Count(p) are logically independent in 
the system ZAo(a) of Bounded Arithmetic. More specifically it is shown that Count(q) implies 
Count(p) exactly when each prime factor in p is a factor in q. 
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1. The logic of elementary counting 
“She loves me, she loves me not, she loves me,. .” The final answer does not depend 
on the order in which the leaves are pulled off. Every child who is familiar with the 
process of counting knows that. The underlying logical principle states that a set A 
has a well-defined cardinality modulo 2. Yet, the Count(2) principle can fail in quite 
strong systems of Arithmetic [2, 31. Similarly, for the counting principle modulo p 
(=Count(p)) where she can be in p states of mind. 
In 1962 Cohen invented the famous technique of forcing. He used the method to 
show the independence of the continuum conjecture. Inspired by these ideas Ajtai [2] 
showed that the elementary pigeon-hole principle fails in certain models of the arith- 
metical fragment IA,(f). There is an essential equivalent way of stating this result 
(Ajtai). Let T be the theory which contains the basic axioms in Peanos Arithmetic, but 
which are modified so there exists a largest element c in the universe (with c = c + 1, 
UC = c, etc.). Then there exists a model M + T in which the pigeon hole principle 
(stated by use of an unspecified function symbol) fails. Ajtai’s result came as a major 
breakthrough. It became clear from Ajtai’s work (combined with the work of Paris 
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and Wilkie [18]) that there is a close link between provability in Bounded Arithmetic 
(i.e. arithmetical systems where the induction axiom scheme is restricted to formulas 
where all quantifiers appear in the context Vy d t(x). . . or 3y < t(x). . .) and the neces- 
sary length of proofs of tautologies in the systems’ propositional calculus. The main 
novelty in Ajtai’s work (in [2]) was the mixture of forcing and powerful probabilistic 
techniques. 
The Count(p) versus Count(q) problem has various formulations and variants. One 
formulation due to Ajtai (given in [lo]) concerns the question whether for different 
primes q and p there exist arithmetical models M, which satisfy the Count(q) principle 
(stated as a Ao-axiom scheme), but which does not satisfies the Count(p) principle? It 
was clear from Ajtai’s initial work that methods from the theory of circuit complexity 
(especially the method of collapsing circuits by use of random evaluations) would play 
a role in any solution to the problem. 
In the first part of the paper we reduce Ajtai’s question to a purely combinatorial 
problem. Actually (by elaborating on the ideas in [15]) it is shown that such a reduction 
(to a nice and purely combinatorial problem) is possible even in the case of composite 
numbers, and in the case where the underlying axiom system has considerably more 
power than that of la,(f). 
In the second part of the paper we solve the combinatorial problem. 
1.1. A forest containing 16821302548060 trees 
The first main result in the paper links the Count(p) versus Count(q) questions to 
a class of purely combinatorial problems. 
Suppose TI, Tz, . . . , T, is a collection of specially labelled trees (i.e. a forest). Sup- 
pose that each type of branch appears 0 moduloq times. Does q divide U? This of 
course depends on the underlying labelling set and the specific rules of how the trees 
are labelled. We consider labellings which are determined by two numbers p and n. 
A naive conjecture states that for each (q, p, n) (excluding trivial counter examples) 
there are only such forests when q divides the number (=u) of trees in the forest. 
It turns out that there exist “exceptional” forests which violate this naive conjecture. 
As an example when q = 2 and p = 4, I show that for each n 29 (not divisible by 4) 
there is a forest where each type of branch appears an even number of times, while the 
forest contains an odd number of trees. I give a concrete non-trivial example (n = 10) 
which contains 635 trees. When q = 3 and p = 9 there are also exceptional forests for 
each n a28 (not divisible by 9). In these, each type of branch appears 0 modulo 3 
times, yet the number of trees is not divisible by 3. The non-trivial cases appear when 
n = 3 modulo 9 or n = 6 modulo 9. The smallest concrete (non-trivial) forest I have 
found for q =3 appears when p=9 and n = 30. It is a curious fact (not needed for 
our general results) that it seems that the smallest such forest contains 16821302548060 
trees when the trees are broken down to a special normal form. 
The first main result in the paper shows that the existence of such exceptional 
forests and the existence of (non-trivial) implications between Count(q) and Count(p) 
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are two sides of same coin. The two examples correspond to the fact that Count(2) 
implies Count(4) and that Count(3) implies Count(9). We show that Count(q) implies 
Count(p) in systems of Bounded Arithmetic when all prime factors in p appears in q. 
According to the first main result, a priori there must exist exceptional forest for all 
such q and p. In the paper it is shown how one can construct such forests. Furthermore, 
it is shown how one can obtain proofs (in systems of Bounded Arithmetic) of Count(p) 
from Count(q) by use of these forests. 
Early in this research the exceptional forests caused a major complication. At that 
stage all my attempts to collapse forests to particularly nice normal forms failed. 1 
applied various probabilistic arguments which however did not quite work. Essentially 
the exceptional forests was the only obstacle. First when I managed to isolate these 
asymptotically, I was able to complete the analysis. 
At present I do not have a complete picture of all exceptional forests. However, it 
turns out that the asymptotic classification in this paper is sufficiently strong to provide 
a complete solution of the Count(p) versus Count(q) problem in the base-case (i.e. 
when the terms in underlying language have polynomial growth rate). 
1.2. Motivution 
The counting principles themselves are of course trivial. Or, more specifically, they 
hold in the category of finite sets. There are various reasons to examine these elemen- 
tary counting principles. 
First of all they play an important role in Bounded Arithmetic. These are systems 
where the induction principle is restricted to properties of a certain (well-defined) 
computational complexity. Thus it is not surprising that Bounded Arithmetic provides 
a very natural and important interface between mathematical logic and computational 
complexity. 
An important (but apparently very difficult) research project is to understand which 
parts of number theory hold in models of Bounded Arithmetic? This type of ques- 
tion was first studied by J. Paris and A. Wilkie. As pointed out by Macintyre [16], 
Paris et al. [ 171 and Berrarducci and Intrigila [7], many basic number theoretical facts 
are provable in a system of Bounded Arithmetic. Other facts require new proofs. It 
seems not unreasonable to expect that the provability (in specific systems of Bounded 
Arithmetic) of elementary number theoretical statements often will turn out to be in- 
timately linked to deep number theoretical problems/theorems. At present there are 
only sporadic suggestions of this. One such (which follows as a corollary to Buss’ 
main result in [S]) is that if a certain fragment (often denoted by &‘) proves that 
the set of prime numbers is in NP (this can be proved in ordinary Arithmetic), then 
the prime numbers must actually be polynomial time recognisable. At present this is 
only known conditionally by assuming the validity of the General Riemann Hypothe- 
sis [16]. A stronger fragment (often denoted Sz) is needed to show the infinitude of 
the set of prime numbers. This fact goes hand in hand with Sylvester’s prime number 
Theorem [ 171. Besides this, consider the quantifier elimination phenomenon (the 
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strength of eliminating logic!). Clearly, Bounded Arithmetic does not have quanti- 
fier elimination. However, one might still be able to eliminate many of its logical-like 
features. Perhaps, it is possible to get our hands on the underlying unification features 
arising from the induction schema. It is not unreasonable to expect Bounded Arithmetic 
to be tied up with the prestigious discipline of number theory (see [ 161 for a further 
discussion). 
The work by [ 171 and later [7] show that the elementary counting principles play 
a cental role in Bounded Arithmetic. In general, the status of the elementary counting 
principles in models of Bounded Arithmetic seems to be a very deep problem. This 
problem could also be linked to deep questions and conjectures in classical number 
theory. 
This paper considers the special case where all terms of the underlying language 
have polynomial growth rate, and contain at least one unspecified function or relation 
symbol. The presence of an unspecified function (or relation) symbol softens up the 
general problem. It also removes the problem from number theory and move it into a 
domain where methods from logic (forcing) is very powerful. 
Second, systems of Bounded Arithmetic are linked to “low complexity reasoning”. 
One fundamental problem is to clarify the relation between automated versus intelligent 
reasoning. It seems natural to suggest that automatic reasoning (when this is imple- 
mented in practice) is only able to give a proper representation of objects of low com- 
plexity. The elementary process of counting introduces unpleasantly high complexity. 
A computation involving a counting task might (asymptotically) require exponentially 
many steps as a function of the length of the input. In practice, this very soon becomes 
intractable for computers. Thus, in a low complexity world, we cannot assume that we 
will be able to count. In order to verify (purely computationally) that the cardinality 
of a set A is unique, we would have to show that all bijections f : A --t {1,2,. . . , m} 
require the same m. This is computationally intractable even for quite small sets A. 
Finally, another (related) problem is to examine the efficiency of propositional proof 
systems. This type of problems has already been studied intensively in the literature 
[2, 3, 11, 15, 18, 20, 231. In [l l] it was shown that the efficiency of propositional 
proof systems is a natural way of studying the NP versus co-NP problem. Later, Paris 
and Wilkie [ 181 linked these problems to Bounded Arithmetic. And then Ajtai [2] 
showed that the problems are also tied up with methods and problems from circuit 
complexity. Recently, a fascinating ‘ultra filter construction’ by Razborov [21] even 
suggests links to higher set-theory. In any case, the study of the complexity of ele- 
mentary counting provides some of the strongest known results in the field of circuit 
complexity. 
1.3. The main results 
In the following discussion let L be a countable first order language, Assume that 
L contains fnnction symbols for the basic arithmetical operations ‘+’ and ‘-‘. Also 
assume that the behaviour of terms and (the specified) relations are specified through 
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a suitable set YL of purely universal axioms. And assume that L contains at least one 
unspecified relation symbol. 
An axiom system (=ZAe(L) or just ZAc when L is clear from the context) of 
Bounded Arithmetic consists of the axioms YL together with the celebrated induc- 
tion axiom schema, (0(O) A Kc (0(x) + 0(x -t 1))) -+ Vz e(z). However, in Bounded 
Arithmetic (unlike in ordinary Arithmetic), we require all quantifiers in each U to be 
bounded by terms in the language L. More specifically, each quantifier is required to 
appear in the context Vx(x<t -t . . . or 3x(x <t A . 
The elementary pigeon-hole principle (=PHP,; p E N) states (in one of its many 
formulations) that for no n does there exist a bijection from { 1,2,. . . , a} onto { 1,2,. _ . , 
nf p}. More specifically, the Ao-PHP, axiom schema states (for each bounded formula 
&x,y)) that, Vz (lVxj,z3!ydz + p &x,y,z) V -b’yj,z + p3!x<z &x,y,z)). A weak 
form of the pigeon-hole principle is obtained by only considering monotone bijections. 
It is not hard to show that this form of the pigeon hole principle is equivalent to the 
usual induction principle. 
The Count(p) principle (for a fixed number p E N) states that if { 1,2,. , n} is 
divided into disjoint subsets each containing exactly p elements, then p divides n. More 
specifically, the Aa-Count(p) principle is the schema, Vz((Vx, <El!x2,. . . ,xp <Z(XZ < 
x3< “’ <XpAO(X,,X~ )...) Xp)AlX] =x2A.‘.P! 1x1 =xp))+3yy.p=z), %9(x ,,..., xp) 
E A,. In this section I show, 
Theorem(Pitassi and Beame [20], Riis [23]). Assume that ~32. Let L be any lan- 
guage where all terms have sub-exponential growth rate. Then there exists a model 
M’ in which 
(1) the Count(p) principle fails; 
(2) all Ao-pigeon-hole principles hold. 
A similar result was proved by Ajtai in [3], but only in case where all terms was 
assumed to have polynomial growth rate. 
In Section 2, we construct the model M’. And in the next two sections it is shown 
that M* has the required properties. Actually in Section 4 it is shown that, 
Theorem. Besides (1) and (2) the model M* satisfies the Ac-Count(q) principle ex- 
actly (under some weak extra assumptions) when there are no forests T,, T2, . , T, of 
( p, n)-labelled trees where all branches appear 0 modulo q times, but u # 0 mod&o q. 
The precise formulation of the result links the growth rate of terms in the un- 
derlying language L to an extra condition on the asymptotic height of the trees. 
In Section 5 we develop a general method to produce exceptional forests. It is shown 
that exceptional forests exist (for q and p) when all prime factors in p divide q. 
Furthermore, the construction of such forests can be carried out inside any model of 
Bounded Arithmetic, so we get the following positive part of the classification. 
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Proposition. Let M* be a model of Bounded Arithmetic in which the Ac-Count(q) 
principle holds. If all prime factors in p divide q, then M” satisjes the Ac-Count(p) 
principle. 
In Section 6 we return to the main problem. This is to show that Count(p) is not 
a logical consequence of Count(q) when p contains a prime factor not in q. This is 
shown (in the case all terms have polynomial growth rate) by showing 
(1) For each exception q-forests I-1, T,, . . . , T, of (p, n) trees, one can construct an 
exceptional q-forest T:, Ti, , T:, of labelled trees related to the PHP,I -principle. No 
tree in this new forest has height higher than any tree in the old forest. 
(2) Suppose that T{, Ti,. . , T:, is an exceptional q-forest of decision trees for the 
PHP,I-principle. Then at least one of the trees has height 3 k. 
Combining this we get, 
Theorem. Suppose that q and p are fixed. Suppose that p contains a prime factor 
which does not divide q. For each h there exists an nh such that for each n >, nh there 
are no exceptional q-forests of (p,n)-labelled trees which all have height <h. 
Finally, in Section 7, I combine this result with Theorem 1.3 and Proposition 1.3. 
This gives the full classification, 
Main Theorem (formulation 1). Let Y be any system of Bounded Arithmetic over 
some countable language L. Suppose that L in addition to containing the language 
of arithmetic also contains at least one undefined relational symbol, Suppose that all 
terms t in L have polynomial growth rate. Then for all q, p EN the following are 
equivalent: 
(a) There exists a model M of F in which Count(q) holds and Count(p) fails. 
(b) There exists a prime factor in p which does not appear in q. 
The result has various essentially equivalent formulations. 
Main Theorem (formulation 2). Let ACAtoP be the following modification of the 
celebrated system ACA. As ACA the system ACAtoP has the full arithmetical com- 
prehension. And it is equipped with the full induction axiom for sets. The “only” 
dtrerence between this system and the normal second order Arithmetic is that the 
basic universal axioms are modijied so that the universe contains the largest (unspec- 
ified) number c. All basic operations are modtfied (e.g. c + 1 = c). Any list of purely 
universal axioms might also be added. Suppose that the axiomatisation is non-trivial 
e.g. allows an infinite model. Then the following are equivalent: 
(a) Count(p) holds in all structures which satisfy ACAloP and the Count(q) 
principle. 
(b) All prime factors in p appear in q. 
S. Riisl Annals of Pure and Applied Logic 40 11997) I-56 
Another formulation states that, 
Main Theorem (formulation 3). Let 9’ be one of the usual textbook systems in 
Hilbert style propositional logic. Let Count Sc eme(q) h denote the substitution axiom 
scheme which arises from the canonical Booleanisation of the Count(q) principle. Let 
9’ := 9 + CountSchema( Then there are polynomial-size bounded depth 9’-proofiT 
of Count(p) exactly when all prime factors in p divide q. 
In all formulations the negative part of the classification has a heuristic explanation. 
The analysis shows that when k becomes large, it becomes arbitrarily difficult’ (but 
as it turns out never impossible) to show PHP,I from Count(q). On the other hand, 
if p contains a prime factor not in q it is uniformly (in k) easy to show PHP,I from 
Count(p). So in this case Count(p) is not a consequence (a bounded depth polynomial- 
size consequence in formulation 2) of Count(q) in this case. This line of research is 
developed further in [24]. 
Finally, we mention the recent and independent developments in [4, 61. 
2. Constructing the model 
2.1. Translating formulas into circuits 
Let M be a countable non-standard model of Th(N) over a countable first order 
language L (which extends the language of arithmetic). Let p E w, ~32 and let Z := 
{ 1,2,. , n} C M, n E M\cc, be fixed. Here w denotes the set of standard integers in M. 
As usual a set A & M is said to be M-definable if there exists a formula I&X, 6) with 
parameters b’ from M such that A = {a E M: M + $( a, g)}. For bounded sets A (i.e. 
sets where for some m for all a E A: a < m) this definition is language independent. 
More specifically, a set A GM is M-definable if and only if there exists a c EM such 
that a E A exactly when a belongs to the sequence coded by c. 
Definition 2.1.1. For each A &I with IAl = p we introduce a variable PA. The set of 
all such variables is denoted by VAR,,,. 
Definition 2.1.2. A (Boolean) circuit 7-c (with input variables in X) of size s(n) and 
depth d(n) is defined inductively as follows: 
(a) The constants ‘0’ and ‘ 1’ are circuits with s( ‘ 1’) = s( ‘0’) = d( ‘ 1’) = d( ‘0’) = 1. 
(b) Each p E X is a circuit with s(p) = d(p) = 1. 
(c) If 71 is a circuit, then 77~ is a circuit with S(W) =s(z)+ 1 and Q!(X) = d(n)+ 1. 
(d) If n~,~(z,...,nr are circuits, then & nj and v, Xj are circuits with s(& n,) = 
s(V, 71,) = 1 + C, s(nj) and d(Aj Zj) =d(v, n,/) = 1 + maxjd(nj). 
’ Measured by the height of the corresponding forest. 
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Definition 2.1.3. Let B&C) denote the (Boolean) circuits x with input variables X of 
depth d(z) 6d. Let B,,(X) := lJdEw B@). 
Definition 2.1.4. For $EB,,(VAR~,~) and p:VAR1,, -+ {O,l} (neither ij or p are 
required to be M-definable), we define the truth-table evaluation II/P inductively as 
follows: 
(a) ‘O’p=O, ‘l’P=l. 
(b) pz = 1 iff p(p~) = 1. 
(c) (7rc)P = 1 iff 7rp = 0. 
(d) (,$ rcZ)P = 1 iff 7~; = 1 for all j. 
(e) (Vi 7rj)P = 1 iff 7cjp = 1 for some j. 
Let LM be L extended by a constant c, for each a E M. Let L,(P) be &J extended 
with an p-ary relation symbol. There exists a canonical translation of Bounded &r(P)- 
sentences into circuits in B,,(VAR,,): 
Definition 2.1.5. For each sentence $ELM(P) we define E$ EB,,(VARI,~) induc- 
tively as follows: 
(a) For any k-ary relation symbol (f P): ER(~,,..,,~~) := ‘1’ if M k R(al,. . ., ak), ‘0’ 
otherwise. 
(b) c~(a,,...,a,) := pA ifA={ai,...,aP}cZ and IAI=p, ‘0’ otherwise. 
(C) E,, := lEn. 
(4 Envn’ := En v E,I 
(C) &VW := E, A &,I 
(f) %(xgu/\o(x,u)) := V a<u Wa,u). 
(8) Wx,(xgu --+ s(x,u)) := A a<u %v+ 
Notice that if $ ELM(P) has 6d quantifiers, all bounded by t E M, and $ contains 
k logical connectives, then s(&$)<ktd and d(&$)<d + k. 
Lemma 2.1.6. Suppose that P is a partitioning of { 1,2,. . . , n} into disjoint classes 
each containing exactly p elements. Let pp : VARI,, + (0, I ) be defined by A E P +-+ 
pp(pA) = 1. Then for $ EL,(P) the following statements are equivalent: 
(a) (WP) I= ti. 
(b) (E$)p’ = 1. 
Proof. Induction on the number of logical constants in ICI. 0 
2.2. The forcing set up 
As above let M be a countable non-standard model of Th(N) over a countable first 
order language L which extends the language of arithmetic. We have fixed p 22 and 
Z := {1,2 ,..., n}cM, n E M\o. Let LM and L,(P) be defined as above. 
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Definition 2.2.1. We say that p is a partial p-partitioning if 
(a) WEp ACI. 
(b) VA E p IAl = p. 
(c) VA,BE~ A # B+AnB=@. 
Let Set(p) := U,,, A CZ. 
Definition 2.2.2. For k E N let 
Ypk(Z) := {p: p is a partial p-partitioning of I and (n - lSet(p)l)k3n}. 
We define Y(Z) := UkEN Ypk(Z). The elements in P(Z) are ordered under inclusion. 
An element p E P(Z) is called a Cforcing) condition. We use letters &,&?, %‘, to 
denote subsets of .9’(Z). When Z is clear from the context we let 9’k := Ypk(Z) and let 
.Y := .9(Z). 
Notice that 91 & 9’15 . ‘2 Yr C . .5 9, for each r E co. The idea is to use (Y, c ) 
as the set of forcing conditions. As in [22]: 
Definition 2.2.3. We say that 9 C 9 is dense if Vg E 93h t 62’ h 2 g. 
We say that 9 is quasi-dejnable if there exists a formula O(x) ELM(&) such that 
Y := {wzEM:M + O(m)} (th e relation R, is defined by R,(a) H a E CO). 
Example 2.2.4. 9 is dense and quasi-definable. ;P is not LM-definable. 
Definition 2.2.5. We say that po & 9 is a generic _fifter if 
(i) V’ccEp~VflEg flcu-/?Ep~. 
(ii) vCt,flEp~IyEp~ y>rAy>fi. 
(iii) For B 2 9 dense and quasi-definable pG n 9 # 0. 
We use the abbreviation PIG := UrEpc CC. 
2.3. Generic objects 
Lemma 2.3.1. If PG C 9’ is a generic ,filter, then bG dejines a partition of { 1,2,. , n} 
into disjoint p-subsets. 
Proof. The only problem is to show Set(&) =I. For an arbitrary u EZ let Y, := 
{x E 9: u E set(a)}. It is straightforward to show that gU is dense and quasi-definable so 
QU flpG #@. Thus for each u EZ there exists ~1, E 9%1, flpc, and thus u E 
Set(&). 0 
Lemma 2.3.2. For each po E 9 there exists a generic jilter pG c .Y such that po E pG. 
Proof. Recall that both M and L are assumed to be countable, so there are only 
countably many quasi-definable dense sets. Let these be GJl,G&,. According to the 
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definition of denseness there exists a sequence of conditions p, c p2 c . . . E p with 
pjEL%jZlj, j=1,2,... and pi > PO. Clearly p0 E PG := {p: p C Pk for some k E w} is a 
generic filter. 0 
Definition 2.3.3. For a sentence $ ELM(P) we define the forcing relation IF by letting 
p IF t+b iff (M, &) + $ for all generic filters po 3 p. 
Lemma 2.3.4. If (M, jTG) b $ f or a generic filter pG, then there exists p. E pG s LP 
such that p. II- 1+4. 
Proof. By use of induction on the logical complexity of a general formula $(x’), it 
is not hard to show that {(a’,,~) E M’ x 9’: p IF $(~a)} is quasi-definable. Continuing 
this argument for each &r(P)-sentence $, 9 := {p E .C?? p IF Ic/ V p IF+} is both quasi- 
definable and dense. For the required po take any po E pG f’ 9. 0 
Definition 2.3.5. For 8, $ E B,,(VAR1,,) and p E 8, ti+,$ if BEG = lc/bG for each 
generic filter pi 3 p. 
For 8 EB,,(VAR~,,) and p E .CJ’ we say that p forces 0’ = 1 (eP = 0) if for all 
generic pc 3 p, @G = 1 (@G = 0). This is written p JH3’ = I (p It-BP ~0). 
The next lemma shows how each appearance of 7 can be eliminated. 
Lemma 2.3.6. Suppose that io EA, A G Z, I A I = p. 
Suppose that nl := 7pA and ~2 := v, pB, where B runs through all B C I with 
lBI =p, A#B and ioEB. Then z1--prc2 for all PEP’. 
Proof. Let fiG 3 p be a generic partition. According to Definition 2.1.4 and Lem- 
ma 2.3.1, (nr)@~ = 1 M (-PA)” = 1 @ p? = 0 ++ A#fiGH3B#AioEBABE&++ 
(&+A pBjPG=l @(7c2) 6% = ‘. q 
Lemma 2.3.7. For any Boolean circuit 8 E B~(VARI,*), there exists a negation-free 
circuit 8 E Bd(VAR,,,) such that 0 =,e” for any p E 8. Furthermore, s(6) <s(e). (:I:). 
Proof. First notice that 7 Vi xi ~0 Ai lrti, and that 1 Ai xi -_I Vi lrti. SO without IOSS 
of generality we can assume that negations appear only in front of the input vari- 
ables. For each input variable PA pick io E A and replace each appearance of 7pA 
with VB: ioEBAB#A J’ B According to Lemma 2.3.6 0 =(D 8. This new circuit 8, still has . 
depth d. Furthermore, s(8) <s( 0) . maxi,,(s(V B, 2o EB,B#A PB>> =s(e> (;::). n 
Lemma 2.3.8. For each bounded $ ELM(P), p It- I// iff p IF (Q)’ = 1. 
Proof. Induction on the number of logical constants in 3. 0 
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Definition 2.3.9. Two conditions CI and /l are incompatible (a i p) if 
~AE&BEP A#BnAnB#@. 
Two conditions Y and fl are compatible (x // 1) if 
VA’AEVBEP A#B-AnB=B. 
Definition 2.3.10. &I C 9 is orthogonal if V’a, p E .9 r # /3 + x i p and is complete if 
vp E 9% E ,%p 112. 
A Basis is a collection :G? s 9 which satisfies both these conditions (i.e is both 
orthogonal and complete). 
Definition 2.3.11. 11 8 11 := maxg& ISet(P)I), 
Lemma 2.3.12. Suppose that I/ 3? Ilk c n for all k E w (or in short-hand notution 
~I.#‘/ <rz’:“‘). Then ~~~E~B,~JBE~~/~~-PuBE.~P~+,. 
Proof. Assume that p E :?k. Thus (n - ISet(p)l)” 3~. Also assume that /? E .#, where 
// .)A 11 <n’,““. Clearly ISet(/?)i2k <n. If p 11 /3 we notice that (n - lSet(p~p)l)~+’ >(n - 
Seth - lSet(P)l)k+’ >(n1ik-n”2k)k+’ 3(n’l”)k+‘(l-(~)‘!2k)k+’ >n(n’.‘k(f)“+‘)>n. 
The last inequality follows because n 22 (k+‘)k for any kEw. Thus PUpE,yk_ll. i’ 
The next lemma shows an important technical point in Ajtai’s choice of 9. In effect 
the lemma allows us to repeat estimates in a scaled down version. More specifically 
it allows us to assume that 0 IF Ic/ in cases where pa IF $ for some pa E 9. This is 
because the lemma allows us to replace 1:={1,2,...,n) by 1’:={1,2,...,n’} where 
n ‘:=n - ISet(pa)( and then smoothly pass from r?(I) to .Y(l’). 
Lemma 2.3.13 (Scaling down). Fix p E 8, /et J := /\Set(p) and let n’ :=I J /. De- 
fine .?k(J) := {j: 5 is a partial p-partition of J and (n’ - ISet(i7)l)k>n’}. Let 
Y(J) := UkElr, .9x_(J). Then .9(J) = W, where .P := {p: j3 is u partial p-partition 
of’J and fi u p E Y}. 
Proof. First we show PQ C P(J). Suppose that ,6~ P. There exists k0 E CO such 
that n’dn<(n - lSet(FUp)l)“” =(n - Set(p)1 - lSet(p)l)kn =(n’ - ISet(p)/)kcj. So 
/7 E .&,1(J) c .4(J). 
Second, we show that P(J) C P. Suppose that /? E .Y(J). There exists k E ~0 such 
that n’<(n’ ~ ISet(p)l)k. As p E 3’ there exist 1 E o such that (n - lSet(p)l)‘>n. By 
combining this we get that (n - ISet(p~p)l)~‘=(n - ISet - ISet(p)l)kl=(n’ - 
iset(P)I)“‘~(n’)‘=(n- ISet(p)l)‘>n. Thus PUpE.?’ and PEP’. q 
Lemma 2.3.14. Suppose that 53 is a basis for ,Y and -I? C 2. Suppose ulso thut 
11 .#I /I < n’,“‘. Then 
(a) P IF (VhE x h)’ = I isf p is incompatible with all conditions h’ E .S\.X. 
(b) dW4& h)P= 1 $7~ . IS incompatible with UN conditions h’ E Xc. 
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Proof. (a) +: Suppose that p IF (VhEX II)~ = 1, but p is compatible with h’ E 9\Z?. 
By use of Lemma 2.3.12 p’: = p Uh’ E 8. By using property (a) of a basis 
(Definition 2.3.10) h’ is incompatible with all conditions in 2. Clearly p’ >h’ so p’ is 
also incompatible with all conditions in 2. But then (VhEz h)Fc = 0 for each generic 
filter po 3 p’ (which exists by Lemma 2.3.2). This contradicts p IF (V,,, h)’ = 1. 
(a) + : Assume that p is incompatible with all h’ E 99\&?. Let po 3 p be any generic 
filter (which exists by Lemma 2.3.2). Let 
9: = {p’ E 9: @‘is compatible with some h’ E 8) or (p’ is incompatible with p)}. 
By Definition 2.3.10, 9 C 9 is dense. Also 9 is quasi-definable. By Definition 2.2.5(iii) 
there exists CI E 9 n pi, so there exists h E ~9 with h & tl G &. 
(b)+/(b) + are proved as (a)+/(a) +. 0 
Lemma 2.3.15. Let ~1, ~2,. . , Ed, u E M, be an M-deJinable sequence of Boolean cir- 
cuits, each of the form Ej :S VhE.$ h. Let S?l,. , LB,, be an M-definable sequence and 
suppose that t c n’i” such that 
(a) for each j= 1,2,... u &9j c 9, is a basis for 9”, 
(b) for each j = 1,2,. . . , u 1) gj Ij < t, 
(c)for each j=1,2 ,..., u, Ir;“jcCj. 
Then for every generic jilter pG either 
(a) for all jE{1,2 ,..., u}, @=O, or 
(b) there exists jo du such that ET: = 1 and E/PC = 0 for each j < jo. 
Proof. Let 
9:= PEP: 
i ( 
3j03/IE@0~I/pAt/yE U*ply or V’yE U*p_Ly . 
j<.io ) ( j<u 
Clearly, 9 is quasi-definable. For each po E 9, if pa is compatible with some /? E Uj 3, 
then there must be a smallest je such that po is compatible with some /3 E Xj,,. 
Here we uses that the least number principle is valid in M. Now p := h U po E 9 
(by Lemma 2.3.12), and thus p E 9. So 9 is dense. By Definition 2.2.5(iii) there ex- 
ists p E pG fI 9. This condition p is incompatible with all h E 3, j < jo. As pG > p 2 
h E q0 clearly (V,,, h)EG = 1. 0 
2.4. The key lemma 
Recall that M is a countable non-standard model of Th(N) over a countable 
first order language L. As above we have fixed p E co\{ l}, and I := { 1,2,. , n} 2 M, 
n E M\u. As above the set 9 of forcing conditions consists of partial p-partitions p 
of I with ISet( bn - n’i” for some k E o. 
Lemma 2.4.1 (key lemma). Let &,&,. . . , 0, be an M-definable sequence of depth 
<d E o circuits with Cy=, s(@) <n’ for some t < nliw (i.e. tk < n for all k E o). 
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Let po E 9. There exists p > po, p E P and an M-definable sequence ~1, ~2,. , E, 
of circuits together with an M-dejinable sequence 991,982,. , B,, such that 
(a) for j=1,2 ,..., u, each Bj is a basis for 9, 
(b) for j= 1,2,..., u, each Ej is of the form vhE,% h for some 3 2 B,, 
(c) for each j = 1,2,. . ,u, 0, -p&j (see Dejinition 2.3.5) 
(d) for some sdw for each j= 1,2,...,u 11%; 11 ds. 
If we combine the key lemma with Lemma 2.3.15 we get: 
Corollary 2.4.2. Ij” d,,&,.. ., @, is an M-definable sequence of depth d E w circuits 
with Cy=, s($) dn’ for some t <n ‘jw then for any qeneric Jilter pG C ,Y either , 
(a) for all j<u 0?=1, or 
(b) there exists jo d u, such that 02 = 1 and 0: = 0 for all j < jo. 
Before we prove the key lemma, we need to do some preparatory work. 
2.5. Random conditions 
My aim is to add a suitable probability distribution p on the space .Y of forcing 
conditions. 
The next lemma in effect states that a randomly chosen condition p E 9k which 
happens (and this is un-typical) to be compatible to some small fixed and given con- 
dition h, by far is most likely to ‘capture’ h (i.e. p > h). 
Lemma 2.5.1. For k32pf 1, kEN, and$x m<n such that (n-m)ki’ >n>(n- 
m)“. Let psyrn be the symmetrical probability distribution (perceived from inside M) 
on the set {p E P: ISet(p)l =m}. For each h E B with / h I < n’!“, Pr(h Cp) > n”’ 
Wh II P A l(h C P)). 
Proof. Notice that for fixed J C I with IJI = m the number n(m, p) of partial p- 
partitions p with Set(p) = J is 
I 
y(m’ ‘) = (p! )m/Y(m/p)! 
when m is divisible by p and 0 otherwise. The set {p E .Y: lSet(p)l= m} contains 
(,?$ . n(m, p) elements. If h’ E 9, ISet(h’)l= up and fix J CI\Set(h’) with I J I = h. 
Then 
Pr(h’ C p A J fSet(p) = 0) 
= (“,u”;;,“) r(m - up, P) (n - up - b)!(n - m)!(p!)“(“)! P 
= (i) rl(m, p) n!(n -m - b)!(y - u)! ’ 
Now suppose n -n ‘lk <m < n - n’l(k+‘), and b, u < n’i”‘. There exists a suitable real (in 
the sense of M) c E [0, l] such that Pr(h C p r\J f? Set(p) = 0) = ( l/n)*(P-‘)+b(l-‘(k+r)). 
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Here we use the fact that a sufficiently strong part of real analysis can be developed 
inside M so that we obtain a strict identity. Now 
U-l 
Pr(h 1) p A -(A 2 p)) = C C Pr(h’ C p A (Set(h)\Set(h’) n Set(p) = 0)) 
j=O k/&k, Ik’l=j 
_F c 
(p/(k+c)-l)j+pu(l-l:(k+c)) 
j=O k’ck,lk’l=j 
(i) 
1 W@+c)l- 1 )i+w(l -_[llfk+c)l) 
= g (3 (J . 
In general, c,“sb (,“)aj = (a+ l>” -8. Let a := nl--[p~(k+c)l, and notice that xJ:i (;)a’ 
Q 2ua”-* . Thus 
U 
1 (pi(k+c)-l)j+pu(l~[l!(k+c)l) 
go0 
1 P(~-_[~l(k+c)l) 
j ii 
=2u - 
0 n 
=2u. 1 
0 
(p--l)u+(l-_[p/v+c)l) 
n 
1 (I-[P/@+c)l) 
= Pr(hsp).2u n 
0 
d Pr(h C p). 
1 112 
0 
; 
when k 3 2p + 1. In all estimates c denotes an error term, which in all cases can be 
chosen as a suitable real number in [0, 11. 0 
Lemma 2.5.2. Fix k EN. Also J?X t < n liw Then there exists a (global) probability . 
distribution pglo on the M-dejinable set consisting of all partial p-partitions, such 
that for each h E 9 with 1 h 1 <t 
(i) If C(p) is a monotone property (i.e. C(p) A p C p’ + C(p’)), then 
WC(p)1 h II P> 3 $ Pr(Q)l h II P A 3h C P>>, 
(ii) there is s E M\u such that Pr(p @9& V (p @ $?\sk)) 3 1 - exp(n-“). 
Proof. Notice that in general Pr(C I B1 V B2 V . . V Bk)<maxjPr(C I Bj), so if h := 
lJIEF {A;}, it suffices to construct a suitable pai0 which besides (ii) has Pr(C ( AiEf 
4 E P> 3WC I (AiccA E P> A (//jcF\G Set(p)nAj=0)) for any GGF. Let A:E 
/jiEF(4 E p), B := /j&AZ E p) IY (//iEF,C(Ai n Set(p) = 0)), C = C(p), and for I= 0, 
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1,2,..., let Dj:=lpl=l. Let pl:-Pr(Dl), and let g:=IGI. We choose pal,, symmet- 
ric on each set {p: Dl}. We define pLg10 by choosing suitable numbers po, pl,. , pu 
with Cj pi = 1. Notice that any pg10 defined this way, for any I = / h 1 - g, / h j - g + 
I,...,u has Pr(C(A ~01)3Pr(CjB~D~_,~l+~). To see this notice that any mono- 
tone property C can be written as a disjunction V,(S & p). We have to show that 
Pr(C 1 A) > i . Pr(C 1 B) for a suitable choice of PO, p] = , For 1 < lo let p/+1 := 
2”‘pl. For lo < I let p~+l :=2-‘/l pl. Now mindp/+,/p~) =min(pJpr+,) = i. 
Notice that Pr(Dl 1 A) = Pr(DI 11 p / 3 / h I). For 13 / h 1 a rough estimate shows that 
i p/ < Pr(D[ /A) < 2pj. A similar estimate shows that ipf < Pr(D/ 1 B) < 2pl when 
(<n- /hI+g. Now Ih/-y<t so 
Thus Pr(C I A) 3 i .Pr(C 1 B) and (i) holds. Furthermore notice that if (TI- ~1~)~ >n > 
(n - ~10)‘~’ then the probabilities are sufficiently concentrated around lo to ensure 
that (ii) is satisfied. q 
The factor $ can be replaced by any standard rational q < 1. Also notice that there 
are many other choices of the distribution PO,. . . , pu. One can for instance choose 
the binomial distribution with a suitable mean lo. The point is that minl(pi+t/pl) 
minj(pl/p,+t) is not too small, while at the same time the probability distribution tails 
off sufficiently fast. 
Notice that a phenomenon reminiscent of the complementary principle, is involved. 
If palo is focussed on some Ypk then (i) cannot hold. On the other hand if ps10 is 
unfocussed and global (ii) cannot hold. As an example of the first claim consider the 
property C(p) :=36(/6) = 10 - j h I + 1 A Set(s)fl Set(h) = 0 A 6 5 p). If pi0 = 1 (and 
pi=0 for jfla) then Pr(CIhcp)=O while Pr(Clh lip A -(h&p))= 1. This is a 
violation of condition (i). 
Corollary 2.5.3. For k 32~ + 1, k E N and t < TZ’~‘” there exists a M-definable prob- 
ability distribution p on Pdk, such that 
(l),for each hE9 with Ihl <t, Pr(hcp)>n”“.Pr(hIIpA+hCp)), 
(2) ,for each monotone property C(p) 
Pr(C(p) V P 692k I h II P) 3 $ WC(p) V P @ :ypZk I h 11 P A -(h C_ P>>. 
Proof, Let ,U be the (normalised) probability distribution obtained by restricting pato 
to :Ydk, By (2) in Lemma 2.5.2 p approximates palo very well (with a factor 
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standardly close to 1). For (1) combine this with Lemma 2.5.1. For (2) combine it 
with Lemma 2.5.2 with C(p) replaced by the monotone property C(p) V p @.!t&k. q 
We need the following elementary fact: 
Lemma 2.5.4. Foreachnumberw, Pr(AjBAC)>w.Pr(AIB) ifandonly ifPr(ClA~ 
B)>w.Pr(CjB). 
Proof. Both sides holds iff Pr(A A B A C)Pr(B) 3 w . Pr(A A B)Pr(B A C). 0 
Corollary 2.5.5. Zf u is chosen on .!?& such that condition (1) and (2) in Corol- 
lary 2.5.3 hold, then 
Proof. Let A := (hi G p),B := hi II p and let C = (plh’)r\. ..A(plhj-‘)Vp $!9)2k. The 
lemma now follows by applying Lemma 2.5.4 to condition (2) in Coro- 
llary 2.5.3. q 
2.6. Collapse of circuits 
In order to prove the key lemma (Lemma 2.4.1) we prove that: 
Lemma 2.6.1. Suppose that O:ET(V,,~.~ h) where s(g)<n’ for some t <r~‘/~. Let 
s < nliw. Suppose that u is a probability distribution satisfying (1) and (2) in 
Corollary 2.5.3 on g4)4k for some k32p + 1, k E cc). Then there exists an M-dejinable 
set % C p!k such that %? 2 {p E .!??&I 12 C 9, II s#’ II d ps such that 0 -p Vh,_% h with 
s(V,,~~ h) dn’} and such that 
Corollary 2.6.2. Let EI,EZ ,..., E, be an M-dejinable sequence of depth <d circuits 
with Cj s(&j)<n’ for some t < nllo. Let po E 9. There exists p > po, p E P and an 
M-definable sequence E:, . . . , EL of depth <d - 1 (when d 3 3) circuits, with cj s(E$) 
<n’ such that s(.$) <s(&j) j = 0,1,2,. . . . When d = 2 there exists an M-dejnable 
sequence E{ ,~4,. , . , EL of depth <2 circuits of the form E; :E VhEH, h. Furthermore, 
each set 3 C 9 contains conditions h which have all ISet 1 d ps for some s with 
s > cc) . t, and s < n’iw. 
Proof. (Lemma 2.6.1 + Corollary 2.6.2). By use of Lemma 2.3.7 we can assume 
ElrE2,...,& are all negation-free. There is an M-definable sequence E”i, . . . , &, of depth 
<d - 1 circuits, where all ‘input nodes’ are depth < 2 circuits. Let rc1,7-c2,. . ,T-C,. be 
the M-definable sequence of these. Clearly r <n’. Without loss of generality, each rci 
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is either a ‘disjunction of conjunctions’ or is a ‘conjunction of disjunctions’. Notice 
xi s(rci)< fir. According to the Scaling down phenomena (Lemma 2.3.13) Lemma 2.6.1 
also holds when the underlying set I is replaced by I’ := I\Set(pa)). So for some fixed 
k 32~ + 1, for each j <r there exists an M-definable sequence %I,. , (8,. C yk each 
with 
(ks-2ps)i2k 
P(‘R,)al - 
( 
1 
n - lWp)l ) 
such that for j = 1,2,. , . , r and all p E %j nj sP VhEH, h if nj is a disjunction of con- 
junctions, and rri fpl( VhEH, h) if rr, is a conjunction of disjunctions. 
Now P(G~~ n @Y2 n . n U,) 2 1 - Y. ( ;)(ks--2J’s)‘2k > 0 (when s 2 2kt). So there exists 
p E GCi n n 44, with p > pa. Replace each depth < 2 ‘input circuit’ with a suitable 
depth 62 circuit. q 
Repeated use of this corollary (applied at most d times) reduces problem of proving 
the key lemma to that of proving Lemma 2.6.1. 
2.7. The switching lemmu 
Definition 2.7.1. For i E I let 
b;(h) := {h’: h’ > h A Set(h’) >Set(h) U {i} A j h’ ) < 1 h j + l} 
Definition 2.7.2. We say that X2 C 9 is an atomic tree-like refinement of -% C 9, 
(.#I +~ra&2) if 3hEZj3iEZ A$=(# U&i(h))\(h). 
We say that J? is a tree-like rejinement of %‘,(.P --+~Rz@‘) if there exists an 
M-definable sequence (X0, yi”l,. . , Iri”,) such that PO = 2, .Pr = Ii! and such that 
~??, -‘_dr~J’?j+l for each j <r. 
Definition 2.7.3. .B C 9 is a tree-like basis if {tii} --+TR.B. 
Lemma 2.7.4. Suppose that 59 C P is M-dejinable and that 11 B II < nf for some fixed 
t < l/to. If 39 is a tree-like basis, then 93 is a basis for 9. 
Proof. First we show that ‘v’or, p E 99 tl # fi -+ zl/?. If B = 8 there is nothing to prove. 
Suppose that .g := (@ U 8i(h))\{h} and that VCX,~ E 99’ cc f-p +a-L/?. For B E B’\(h) 
and /3 E &i(h) (which implies fi > h) clearly alg. For r,B E &i(h) we must have 
~~#/3+al./3. Thus ‘Ja,p~99 a#fl+crlp. 
Second we show Vp E 9’ 3/3 E 99 p 11 p. Suppose contrarily that pa E 9 is incompatible 
with all /3 E 8, Let (go,. . . , Br) be an M-definable sequence with 990 := (81, .%9, := &’ 
and where $?j +~~&?i9j+~ for j = 0, 1,. . , Y - 1. M satisfies the least number principle SO 
there must be a smallest ja such that po is incompatible with all /I E Bj,,. There exists 
8’ E 98j0-t compatible with po. As 1 set@‘)1 <n’jw by Lemma 2.3.12 p = po U /?’ E 9. 
Let ia EZ such that Bj,, =(BjO_t U6?,,(/Y’))\{p”}. 
18 S. Riisl Annals of Pure and Applied Logic 90 (I 997) l-56 
Now p 2 po (like ~0) must be incompatible with all conditions in &?jO, /?’ &I BjO 
and thus b’ =/I”. We get the required contradiction by noticing that p E 9 must be 
compatible with some /I”’ E Si,(p’) 2 @jO. 0 
Definition 2.7.5. For Z C 9 and for p E 9 let Xp := {h’ E !Y(I\Set(p)) :=h’ = k\p 
for some k ~2 with k 11 p}. W e say that !?8 refines A? if for each /I E &J and each 
k E X if /? 11 k, there is k’ E A? such that k’ & /?. 
For k, p E 57 we define the restriction kP E Y(Z\Set(p)) as k\p if k 11 p and let it be 
undefined if klp. 
Lemma 2.7.6. If 98 is a basis which rejnes S’, and 8% := {p E B’: 3h E ST /? > h} 
then VhEW h -0 VfiE%# P. 
Proof. First notice that for any generic ,& there exists PO E @ such that /?o > PO. 
This is because 9 := {p E 9: 38 E Bp > B} is both quasi-definable and dense. Accord- 
ing to Definition 2.7.5 3’ refines 2 so 3h E %k II PO if and only if 3k E 2 PO 2 h. 
Thus <V,,,e hlpG =l H 3hES &>k w &,>p,,r\3hEX &>h H &>Po.A 
(ZlhEZ &>h A k[lBo) @ &2/30 A 3hEX Bo>h @ &>Po A PoEx% * 
(V/jEJYjg PP = 1. 0 
Lemma 2.7.7. Let 9 C 9 be a M-dejinable collection of conditions with \\z?// <n’ 
for some fixed t < n”O. Let PO E 4, k E w, and let p be a probability distribution 
on ~4rV\Wp0)) (f or some 1 E w with 122~ + 1) which satisfies the conditions in 
Corollary 2.5.3. 
If p E P41(I\Set(po)) is chosen randomly according to the probability distribution 
p, then for each s < nllW, with probability > 1 -(l/n - ISet(po)l)(ks-2ps)/2k there exists 
a tree-like basis &4? which refines YP such that 11911 <ps. 
This lemma immediately implies Lemma 2.6.1. To see this fix s < nljW and let 
%? := {p: 3.93 a tree-like basis which refines X and ()BlI <ps}. Notice that V is 
M-definable. According to Lemma 2.7.6, the 8 in Lemma 2.6.1, has 8 -p VhEx3 h 
where .Za := (/? E 5% 3 h E SF’ ,9 2 h}. Thus to show the key lemma (Lemma 2.4.1) 
it suffices to show Lemma 2.7.7. 
2.8. Some games involving forcing 
As above assume M to be a countable non-standard model. Assume also that 
PEN\(~) and Z:={1,2,..., n}LM, with nEM\w be fixed. Let gr CY2g...C$ 
c... C 9, r E w, be the stratification of the set 9 of forcing conditions defined in 
Definition 2.2.2. Our aim is to show Lemma 2.7.7. 
The ideas behind this part of the proof is similar to the ones first developed by 
Krajicek et al. [15]. The proof also bears a reminiscent of some ideas by Pitassi et al. 
[19]. Our presentation is, however, slightly less formal and I recommend the reader 
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who is interested in working out the most optimal constants to consult either [ 1.51 
or [19]. 
We first define a two person game with full information. We then show that any win- 
ning strategy for player I are very useful in collapsing formulas (essentially the content 
of Lemma 2.8.3). To show that player I actually have a winning strategy it is shown 
(in the spirit of [ 151) that any randomly picked strategy with high probability guarantee 
player I a win (Theorem 2.8.4). The probabilistic estimates are simplified by consid- 
ering a different (but similar) game (Theorem 2.8.6, Lemma 2.8.7 and Lemma 2.8.8). 
Lemma 2.7.7 follows by combining Lemma 2.8.3 with Theorem 2.8.4. 
Definition 2.8.1. Suppose that t <<s where s < n,:“’ (e.g. t,s are small) and let (h’,h2, 
. , A”) E M, u E M be a sequence of conditions with ISet( <t, j < u. Suppose also 
that {h’,h2 ,..., h”} is complete for 9 (i.e. V’p~3 Elj<vp//hi). The game G(n,k,t,s, 
(h’,h2,.. .,A”)) is played by two players I and II as follows: 
Round 0: Player I selects a condition p E pk. 
Round 1: Consider the first i<v where h, := h” is compatible with p (which exists 
because the collection {h’ , . . . , h’} is assumed to be complete for Y). 
If p > h, player I wins and the output of the game is 0. 
If Set(h,)\Set(p)#0 let a, :=min(Set(h,)\Set(p)) E 1. Player II selects an p- 
element set .4 C I such that 
(1 ) {A} is compatible with p ({A} 1) p). 
(2) either (2a) or (2b), 
(2a) {A} is incompatible with h, ({A} -L h, ), 
(2b) {A} is compatible with h, ({A} /I h,). 
(3) a, EA. 
In case of (2b) the game terminates. The output of the game is any 6, 3A where 
‘vB E 6, B n Set(h,) # 0 and Set(h,) c Set(G,). 
In case of (2a) let 6, := {A} and proceed to the next round. 
Round j+ 1: Consider the next condition hj+, := A’!+‘, i,+l > ii compatible with pU6j 
(according to Lemma 2.3.12 such exists because pUhj E 9 when j ds, and {A’, . , h’ } 
is complete for Y). 
If p U 8, > h,+l player I wins and the outpuf of the game is hj. 
If Set(h,+,)\Set(p) # 0 let a,+, := min(Set(h,+, )\Set(p)) E I. Player II selects 
a p-element set A C: I such that 
(1) A n Set(p) = 0. 
(2) either (2a) or (2b), 
(2a) {A} is incompatible with A,+,. 
(2b) {A} is compatible with A,,,. 
(3) Q.~+I EA. 
In case of (2b) the game terminates. The output of the game is any a.,+, 3 A where 
VBE~;,+~ BnSet(hi+,)#0 and Set(hj+,)CSet(Gj+,). 
In case of (2a) let jj.i+, :=&j U {A), and proceed to the next round. 
Round s + 1: If this round is reached, player II wins and the game is terminated. 
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Notice that player I does not influence the game after the choice of p. The strategies 
of player I can thus be identified with the conditions in 9,. 
Definition 2.8.2. We call p E 9,. a winning strategy for player I, if player wins irre- 
spectively of what player II chooses. 
Lemma 2.8.3. Suppose that Y?= ~60 u Xl is complete for 9 (i.e. suppose that Vp E 9 
3h~X”pIIh). Suppose that #o:={h’,..., h”} and %l:={hU+’ ,..., h”},u~u~M. 
Consider the game G(n, k, t,s, (h’, h2,. . . , h”)), and suppose that p E 9’k is a winning 
strategy for player I. Let 98 be the set of possible outputs (when player II varies 
his/her possible plays). Then 59 is a tree-like basis in P(I\Set(p)). Furthermore, 
@ refines Xl and has /1.%?11 <ps. 
Proof. We are given a winning strategy p for player I. We have to show that B is 
a tree-like basis. We view each 6 constructed at a certain stage in an actually played 
game, as a (uniquely defined) ‘situation’. Let S(6) denote the situations which can be 
reached from 6. We want to construct @ as a sequence 
(01 +ATR gl --+ATR ’ -‘ATR @j -‘ATR e@j+l 4 ” + g. 
Suppose that 9$ has been constructed. Pick any situation 6’ which has not been reached 
so far, but which can be reached from a situation corresponding to a 6 E C#j which has 
already been considered. Let CBj+i := (Bj U ~9~(6))\{6) where a := min(Set(h)\Set(p)). 
Here h denotes the next h’ compatible with p in the situation corresponding to 6. 
As p was assumed to be a winning strategy for player I, this procedure terminates, 
and all /I E 93 get ISet(/3)I dps. 
Finally we show that 28 refines 3,. We have to show that if h (I/? for some h E Xl 
and /I E 2?, then there exists h’ E yi”o” such that h’ C 8. So suppose /I is compatible 
with (h’)P E {(h’)P,(h2)J’ , . . . , (h”)“}. If the game terminated when considering this hj 
clearly /I >(hj)Q and we are done. If the did terminate for another hi’ the game which 
produced /I, must have terminated before hj and so j’ < j. This is only possible if 
(hj’)p Cp. As the sequence h’,h2 ,..., h”,huf’ , . . . , h” had all the elements from 20 
listed in the beginning, (hj’)P E Xl. Cl 
The next theorem shows that almost all (in the sense of p) strategies p are winning 
strategies for player I. More specifically: 
Theorem 2.8.4. Consider the game G(n, k, t,s, (h’, h2,. . , h”)). Let Wt C $T?dk be the set 
of winning strategies for player I (we only consider M-definable strategies). Zf n is a 
probability distribution on 6??4k which satisjies condition (1) and (2) in Corollary 2.5.3, 
then , @--2psWk 
I*(fi)21- ; 0 
Notice that t does not enter the estimate as long as t < n’lU. 
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We show Theorem 2.8.4 by comparing the game G(n,k, t,s, (h’,h2,. ..,h”)) with 
another game G’(n, k, t, s). 
Definition 2.8.5. The game G’(n, k, t,s) is played by two players I and II as follows 
(all sets etc. are M-definable). 
Player II selects J C I, with 1JI < ps, and selects a sequence h’, h2,. . , h’ of condi- 
tions each with Set(h’) CI\J, and ISet( 6 t. 
Player I then selects a condition p E pk. Consider the first condition h := d compat- 
ible with p (if there is no such player I wins). If h 2 p player I wins, otherwise player 
II wins. 
In this game player II makes the choices before player I. Clearly, player I always 
has a winning reply (just choose p 2 h’). We claim almost all player I’s replies are 
winning: 
Theorem 2.8.6. Let Y&(z) be the set (M-definable) of replies p which ensure u win 
for player I after player II made a choice z. Then if p is a probability distribution 
which satisfies conditions (1) and (2) in Corollary 25.3, 
Proof. First notice 
According to Lemma 2.5.4 and condition (2) in Corollary 2.5.3 for any j 
Pr(h’EpIh-‘IIpA(pIh’)A...A(pIhj-’))bPr(h’Cpl hjllp) 
(let A E (hi C p), B E hj II p and C E p I h’ A . A p l. hj-‘). But by condition (1) 
in Corollary 2.5.3 
Pr(hj C p I h’ 11 p) = 
Pr(hj C p> 
112 
Pr(hj C p) + Pr(N I/ p A 7(hj C p)) 
al- 1 0 n 0 
Lemma 2.8.7. Suppose that p satisfies condition (1) and (2) in Corollary 2.5.3. Let 
w = max&(#,(z)). Then for each strategy v of player II in the first game 
,U(#+))>l - (1 - w)s>l - ; 
si2 
0 
Proof. The task for player II to survive round 1 of the game G’(n,k, t,s) (if player I 
selects the reply p randomly) is “easier” than the task of surviving any specific round 
j of the game G(n,k,t,s,(h1,h2 ,..., h”)). More formally the probability Pr(survives 
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round k 1 history of the game) is 
~minjPr(hjCpId)IpA(pIh’)A...A(pIhj-’)) 
aminjPr(G 2 p ( hj 11 p). q 
Lemma 2.8.8. 
when k>Zp + 1. 
Proof. The number of strategies for player II in the first game is <npsik. 0 
This completes the proof of Theorem 2.8.4. Lemma 2.7.7 follows by combining 
Lemma 2.8.3 and Theorem 2.8.4. 
2.9. Some consequences 
Suppose that M is a countable non-standard model of Th(N) in some countable first 
order language L. Suppose L extends the language of Arithmetic. Let pb2, p E co and 
let n f M\u. Assume that n not is divisible by p. Let Lp be the L extended by an 
unspecified p-ary relation symbol P. Let 
M,* := {m EM: t(n) > m for some term t EL}. 
So far we are able to prove: 
Theorem 2.9.1 (weak version). Zf all terms t E L have sub-exponential growth rate, 
then for each generic$lter pG (M,“,$,) k lCount(p). On the other hand (Mz,&) 
satisfies induction for bounded Lp-formulas. As above bG := UolEpc u. 
In the next two sections I strengthen this result. I show that the the model (M;,pG) 
satisfies the Count(q) principle exactly when certain exceptional forests do not exists. 
Proof (Outline). The argument is very similar to the argument in [Z] so we only 
outline the argument. 
It suffices to show that the least number principle is valid for bounded Lp-formulas 
with parameters in M,“. Now translate each instance of the least number principle into 
a Boolean circuit of the form LNP,(nl,n2,...,n,):=71, V (VjGu(‘Zj A (Akcjzk))). 
According to the general collapsing result from Section 1, each 711 can be replaced 
(and this can be done simultaneously) by disjunction of small positive conjunctions 
(or by negations of disjunctions of small positive conjunctions). According to the 
key lemma (Lemma 2.4.1) for any generic filter po if (71,);~ = 0 there exists ja <U 
with (ZjO)‘c = 0 and with (zj)fic = 1 for all j < jo. A simple argument shows that 
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LNP,(n,, . . . , TT,)J~G = 1. But then according to Lemma 2.1.6 (M,*, fit) must satisfies 
induction for bounded Lp-formulas with parameters in M,“. 0 
3. Forests of decision trees 
The specially labelled trees we are going to consider can also be viewed as decision 
trees. In our case the decisions concern a (hypothetical) partitioning of a finite set 
I := { 1,2,. . , rz} into disjoint p element subsets. To avoid meaningless statements we 
always assume that n is larger than p times the height of the trees. All trees are 
rooted and finite (in later parts of the argument “finite” in the sense of a non-standard 
model of first order Arithmetic). When we follow a branch from the root towards the 
leafs we make successive decisions building up (parts of) some mathematical object. 
In this case (which we refer to as an (p,n)-labelling) the mathematical object is a 
partitioning of I into disjoint p-element subsets. At each vertex zi, except at the leafs, 
there is assigned a “question” i, E I. At the vertex v we are asked to decide which p 
element subset A C I the element i, belongs to. All possible answers which concerning 
the partitioning at i, have to be represented. Thus we require that there is a one to one 
correspondence between possible answers (at i,) and the sons from i,. The label 2 of 
a branch is identified with the final object (here a partial partitioning) which has been 
constructed. 
Suppose that we are given a forest 7’1, T2, , T,, of decision trees. If each object 
(label on branch) appears 0 moduloq times, does q divide u‘? If there exists a global 
object (in this case when p divides n) the answer is always positive (as illustrated by 
Theorem 3.1.3). 
This type of problem has not previously been considered in the literature. For almost 
any mathematical structure, it is possible to define such decision trees. They specify 
the local diagrams. In Section 6 our analysis naturally leads us to consider another type 
of decision trees. Now let us focus on (p,n)-labelled trees as just defined. Notice first 
that each (p,n)-labelled tree is a graphical representation of a tree-like basis. Because 
of this, the concepts from Section 2 (like conditions and restrictions) will keep their 
obvious meaning. 
Our aim is to show that we have the following characterisation. 
Theorem. Let q, p 22 and h E N. Suppose that h > q. Then the following statements 
always hold simultaneously. 
(a) All prime factors in p divide q. 
(b) There exists an no such that for all n > no which are not divisible by p there 
is a (p, n)-labelled forest T1, T2, . . . , T,, such that 
(i) All trees have height dh. 
(ii) Each type of branch appears 0 moduloq times. 
(iii) u # 0 module q. 
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Later we also discuss the general case where there are less restrictions on the (asymp- 
totic) height of the trees. 
3.1. Some easy results 
First let me illustrate the definition with a few trivial examples and observations. 
A subdivision argument shows that Count(p) always holds in models in which Count 
(rp) holds. According to my analysis (Section 4) this a priori ensures the existence 
of a forests Ti,..., T, of (p, n)-labelled trees where each branch appears 0 modulo q 
times, but where u # 0 module q. 
Example 3.1.1. Suppose that q =rp and that p does not divide n. Consider the 
forest 9 which contains r copies of the (p, n)-labelled trees: 
f 
l? 2? 
An edge for each of the (;I:) posible answers. 
n? 
Each branch of the form { {il, i2,. . . , iP}} appears in each of the r copies of the 
trees il?, iz?, . . . , iP?. Thus each such branch appears in exactly rp( = 0 modulo q) trees. 
However the forest Y contains rn trees which # 0 modulo q (when n # 0 modulo p). 
Example 3.1.2. Another trivial example arrises when q divides p and n # 0 modulo q. 
In this case the forest 9 := 9 contains n (p,n)-labelled trees ( # 0 moduloq) trees. 
Each branch appears exactly p(= 0 moduloq) times. This example corresponds to the 
fact that Count,(uq) (where n # 0 modulo q) holds in the same models as Count(q). 
The type of forests in these two examples are so simple that we do not consider 
them as exceptional. 
Here are two easy cases where there are no exceptional forests. 
Theorem 3.1.3. Suppose that p divides n. Suppose that Tl, T2,. . . , T, is a (p, n)- 
labelled forest where each branch appears 0 module q times. Then u = 0 module q. 
Proof. According to the assumption p divides n so there exists a partitioning pglobat of 
{1,2,..., n} into disjoint sets Al, AZ,. . . , A,,/,., C { 1,2,. . . , n} each containing p elements. 
The partition psi&al extends exactly one branch from each tree. Clearly, &t&a] allows 
us to define a partitioning of the trees T,, T,, . . . , T, into disjoint classes each containing 
exactly q trees. 0 
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Using a similar idea we notice 
Theorem 3.1.4. Suppose that Tl, Tz,. . . , T, is a forest of (p,n)-labelled trees. Suppose 
that the sum of the heights of all trees is smaller than n/p. If all branches appear 
0 module q times, then u = 0 module q. 
Proof. Select a branch /?I := ~(1 from the tree T,. The branch must be compatible 
with at least one branch ~(2 E T,. Let /& := p1 U 1x2. This branch (=condition) must be 
compatible to at least one branch ~(3 E Tj. Eventually we construct a condition p which 
extends exactly one branch in each tree. I7 
One can try to elaborate on this type of argument. A (very naive) strategy is to try 
to choose short branches from each tree. It is not hard to see that this method breaks 
down when u > n. 
In [23] I presented a graph theoretical argument. I developed this argument in coop- 
eration with P. Pudlak. It used a generalisation of a well-known theorem from graph 
theory. This theorem states that if in a graph G all vertex have degree at least as large 
as f 1 Gveriex /, then G contains a Hamiltonian circuit. This type of argument breaks down 
even when u is significantly smaller than n 2. This illustrates that the main difficulty is 
to understand the cases where u is large compared to n. Early in this research it was 
clear that even the cases where u < n2 have considerable depth. 
It was also clear that results relevant for Bounded Arithmetic all would require 
techniques which at least would be able to deal (when n tends to infinity) with the 
case where u > nk for arbitrarily fixed k. 
3.2. Breaking down trees 
Let T be a (p,n)-labelled tree. Consider the following equation which holds mod- 
ulo q. 
TI T2 TV 
I, II ____I! 
+----- +$+Fq +--&q 
\ ./ / 
1 - u modulo q 
copies of To. 
Notice that both sides of the equation contains 1 moduloq tree. Also that each branch 
appears the same number of times (moduloq) on each side of the equation. 
Suppose that F:={T,,..., T,,} is any forest. Repeated application of the identity 
allows us to break down the trees in 6. Eventually all trees can be brought on a 
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normal form of the following type: 
Let us call such trees perfectly unbalanced (=PU). Clearly we have, 
Lemma 3.2.1. Fix q32, qEN. Let F:={T, ,..., T,} be any forest. There exists a 
forest 9-l := {T,‘, Ti,. , T:,} in which each (type of) branch counted module q appears 
the same number of times as in F. Each tree in 9’ is a PU-tree and furthermore the 
number u’ of trees in 8’ equals (moduloq) the number u of trees in the forest 9. 
Notice that the PU-trees have a very simple representation. Each PU-tree can in 
a canonical fashion be represented by expressions of the form, 
where ui,j E I. 
Example 3.2.2. The PU-trees 
7? 
II 
Answer : {4,5,6} W 
4? 
II ___ 
2 
Answer : {1,2,3} v 
l? 
and 
. v 
Answer : {4,5,6] 
have the representation 
and 
3.3. Bringing the forest on normal form 
(47 (57 61) (1) 
It turns out that there are various usefkl identities between collections of PU-trees. 
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Example 3.3.1. ConsiderthePU-trees r:=(4,{5,6})(1,{2,3})(7) and T/:=(1,(2,3}) 
(4, {5,6})(7). Notice that T and T’ contain the same branches of length 3. The branch 
P:={{l,2,3},{4,5,6}} d oes not appear in T and T’. Except for the branch @ the tree 
T contains the same branches of length < 2 as the tree (4, {5,6})( 1). Also, except 
for the branch p the tree 7” contains the same branches of length ~2 at the tree 
(1,{2,3})(4). Th’ 1s can be expressed by the equation, 
v 
7? 
4 
Am: {1,2,3} 
l? 
i--i v 
7? 
Ans: {1,2.3} 
II 
j$Ans: {4.5,6} /$A s: ~4 5$ 
4? 
iins: {~,2,31 1’1 R . ’ 4? 
or equivalently in our more compact notation by the equation, 
(1~{2,3~)(4,~5,6~)(7)=(4,{5,6})(~,~2,3})(7)+(1,{2,3})(4)-(4,{5,6})(~). 
The equation expresses the fact that both sides of the identity contain 1 tree (counted 
with signs). And it expresses the fact that both sides contain exactly the same set of 
branches. 
Here is another identity. 
Example 3.3.2. (2, { 1,3})(4) = (1, {2,3})(4) - (1) -t (2). 
The identities from the examples can be expressed generally. 
Lemma 3.3.3. We have the following identities: 
(wI,WI)(W~,W~)...(~,B)(~,A)...(~~) 
=(WI,WI)(W~,W~)...(~,A)(~,B)...(~~)-_(WI,W~)(W~,W~)...(~) 
+tw, Wl>(W,, W2)...(b). 
(w1,Wi)(w~,W2)...(a2,{al,a3,...,a,})...(~h) 
= (wl,w1>...(a1,{a2,a3,...,a,,})...(wk) 
-(Mil,Wl)...(a2)+(WlrWl)...(al). 
(1) 
(2) 
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The equations gives high flexibility in ordering the elements below the top-level. 
Repeated use of the equations gives the following lemma. 
Lemma 3.3.4. Let 8’ := {T{, . . . , TL,} be a forest where all trees are PU-trees. Then 
there exist a forest 9” := {T,“, . . . T$) where all trees are of the form 
where u1,1 < ~2,~ < . . <uh_l,l,andwhereui,l <Ui,2< ... <ui,,fori= I,2 ,..., h-l. 
Furthermore, 
(i) The forests 9”’ and 9-,--lr contain the same number of trees (moduloq). 
(ii) Each (type of) branch appears the same number (moduloq) of times in the 
forests 9’ and 9,--l’. 
We will come back to this normal form later. 
4. The first main result 
4.1. Reducing the count(p) versus Count(q) problem 
Suppose that M is a countable non-standard model of Th(N) over a countable first 
order language L, which extends the language of Arithmetic. Suppose that p Z 2 and 
1:={1,2,..., n} 5 M for some n EM \ CO. Assume that n is not divisible by p. As 
above, let M,’ := {m E M: t(n)>m, for some term t E L}. Let LM;(P) be L extended 
with a constant c, for each a EM,* together with an p-ary relation symbol P. 
Theorem 4.1.1 (Main result). Suppose that all terms t EL have sub-exponential 
growth rate. Then for each generic jilter po (see Definition 2.2.5), 
(a) (M),*,ijo) I= ~Count(p). 
(b) (M,*, fiG) saris-es induction for bounded LM; (P)-formulas. 
(c) (M,*,p,) satis$es (all versions of) the pigeon-hole principle for bounded 
LM; (P)-formulas. 
Furthermore, there exists a sequence sk(x), k E cc) of (arithmetical) functions (which 
depend on the exact growth rate of the terms in L), such that (under the harm- 
less extra assumption that the underlying language L might need an extension) the 
following are equivalent: 
(i) (Mi,pG) satisjies the Count(q) principle. 
(ii) Each forest TI, T2,. . . , T, of (p, n)-labelled trees in which all trees have height 
<Sk(n) for some k E o and in which each branch appears 0 modulo q times, has u = 0 
modulo q. 
(iii) As (ii) but for (p, n)-labelled PU-trees. 
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Suppose that all terms in L have (at most) polynomial growth rate. Then Sk(x) :== k
gives the required characterisation. 
In general Q(X) can be chosen such that (Sk(n))’ <n for all 1 E N. 
Our overall question is when systems of Bounded Arithmetic extended by an axiom 
scheme for the Count(q) principle, are able to prove Count(p). The first main result, 
links this to an understanding of the structure of exceptional forests. Furthermore, it 
shows that the asymptotic height of the trees in the minimal exceptional forests is 
directly linked to the strength of the underlying axiom system. 
We have already proved (a) and (b). The implication (iii) + (ii) follows immedi- 
ately from Lemma 3.2.1. To show (i) + (iii) assume that there is a forest ,F which 
violates (iii). Assume that the language contains a suitable relation symbol which al- 
lows us to define the forest and a partitioning of each type of branches into disjoint 
q-element subsets by a Bounded formula (this is the harmless extra assumption). I 
claim that the Count(q) principle fails in (M,*,i,). To see this, notice that there is 
a Bounded Lp-formula with parameters in M,’ which defines (by use of @o) a parti- 
tioning of the trees in the forest 97 And this in such a way that each class contains 
exactly q trees. But by assumption 9 contains trees Tr, T,, , T,, for some u with 
u # 0 modulo q. 
The implication (ii) + (i) is difficult. As it turns out our proof of (c) provides a 
first step in showing this implication. 
Lemma 4.1.2. Suppose that for some a EM,‘, some bounded LM; (P)-formula H( ., .) 
defines a bijrction from a to b. Let po E pG be given. Then there exist M-deJinahle 
sequences 8.j and ?3i,j, (i, j) E a x b such that for some p > PO, p E 9: 
(i) for all (i, j) E a x b, 23i.j is a tree-like basis for Y(Z \ Set(p)), 
(ii) for all (i, j) E a x b, IlBi,jll <t f or some fixed t <nA = (n - /Set(p) ). 
(iii) for all (i, j) E a x b, A$ & 97l.j. 
(iv) for each &a: BT := Uj.,b ,Y$, is a basis ftir Y(Z \ Set(p)), \ 
(v) for each jo<b:99jO:= U,<, A& is a basis for Y(Z \ Set(p)). 
Proof. Suppose that some Bounded LM:(P)-formula e(., .) defines a bijection from 
h:{1,2 ,..., a} onto {1,2,. . . , b} for a # 6. According to Lemma 2.1.5 there exists d E w 
and t EM,* and a M-definable sequence of circuits Bi,, (i, j) E a x b, such that each 
(ei,)p~ = 1 exactly when (M, fiG) k O(i, j) (by Lemma 2.1.6). That is exactly when 
(M,*, PC) + Q(i, j) because 8 is bounded and thus downward persistent. Now according 
to the key lemma (Lemma 2.4.1) there exists p > PO, p E 9, an M-definable sequence 
al,, (i, j) E a x b where each gi,j is a tree-like basis, and an M-definable sequence 
x,j (I .%Yi,j (i, j) E a x b such that for each (i, j) E a x b: 0l.j E(, vhEx,, h. 
We claim that the sequences &9i,, and .%Yi,, satisfy (i)-(v). By use of the fact that h 
is an injective function it is straightforward to show that for each i <a the conditions 
in S,+ must be pairwise incompatible. The fact that h is a (mono-valued) function 
ensures that for each j < b the conditions in 99; are pairwise incompatible. 
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The only problem is to show that each 99,” and each 98; are complete for 9(1 \ 
Set(p)) (see Definition 2.5.3). We can simplify the notation by assuming that p = 0. 
This simplification is possible by the scaling down lemma (Lemma 2.3.13) which 
allows us to replace I by I \ Set(p). 
Suppose that p’ E .P is incompatible with all conditions in !?8,7 for some fixed id a. 
Let PG be a generic filter (without the simplification we assume PC 3 p). Now for 
each j < b, GG is incompatible with all conditions in &$, so by use of Lemma 2.3.14 
62 = 0 for all j,<b. This is in contradiction with Lemma 2.3.4 which ensures that 8 
(or p in the unsimplified case) forces h to be total i.e. to take a value j< b. 
The completeness of the conditions in each $ follows by use of the assumption 
that h was forced onto. 0 
4.2. Using u combinatorial phenomenon 
At this stage our aim is to show that (i)-(v) in Lemma 4.1.2 can be only satisfied 
when a = b. First we show 
Lemma 4.2.1. Suppose that for some a, b E M,* there exist M dqfinable sequences 
5Yi,j and A$,j (i, j) E a x b. Furthermore suppose they satisfy condition (i)-(iii) in 
Lemma 4.1.2 as well as. 
(iv)’ For each &<a: B&’ := UjQh Xi,,.j is u tree-like basis. 
(v)’ For each jo <b : gjo := UiGa &?,,jo is u tree-like basis. 
Then a = b. 
Proof. First, notice that we can assume that all conditions h, h’ E $,j have IhJ=lh’l. 
Otherwise make suitable tree-like refinements. Second, notice that 9 (the set of forcing 
conditions), has the property that the number N(n, p, c) of conditions in a tree-like basis 
where all conditions h have Ihl=c, only depends on n, p and c. Now UC = C, <.,Ig’,” I = 
Cl<a,j<bIZ,/I = C,<bI$I = bc, ‘0 a=b. 0 
Suppose that we could replace “is a basis for 9” with “is a tree-like basis” in 
Lemma 4.1.2. Then according to Lemma 4.2.1 this would ensure that the pigeon-hole 
principle could never be forced false. So if a basis BJ for 9 in general would be 
tree-like, we would be done. Unfortunately, the reality is more complex. 
Example 4.2.2 (By .I. Krajicek). The converse of Lemma 2.7.4 does not hold in gen- 
eral. The collection ~:={{{1,2~~,~{1,3}},{{2,3}}, {{ l i>, {2,j}, {3,k}}i,j,k~4~l{i,j,k}/=3} 
is a basis for 9’. However B’ is not a tree-like basis (there is no io E I such that all 
/I E 99 has io E Set(p)). 
Observation 4.2.3. Consider Example 42.2. Let 69’ := (BU~~(((2,3}})\ { ({2,3)}}, 
so 9 -+TR 98’. Notice that 59’ is a tree-like basis. To see this, notice that @ can be 
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obtained from (8) by the atomic tree-like refinements based on: 
. 
~~({{~,~},{~,~}}~,~~j({{~,~},{~,~}}),..~~~~~{{~~~~.{~~~ - 111). 
This observation is part of a general phenomenon. It turns out (and this was one of the 
combinatorial discoveries which made my general approach possible), that any basis 
8 for 9 has a tree-like refinement to a tree-like basis. 
Lemma 42.4. Assume that 29 is a basis jar 9, and that u E I. Then there exists a 
tree-like rejinement 3’ of 23 suclz that for all fi’ E 3’ u E Set@‘). 
Proof. Let 9’ := U PEs (G(B)\ {PI). N o ice that this is actually a tree-like refinement t’ 
of 3, and that 99’ has the required properties. C 
Definition 4.25 For U C I, we let %?c denote the tree-like basis (K VA E CY 34 E U u E 
A A Set(x) > U}. We say &? is a tree-like basis on Cl C I if for each a E % b, there 
exists /I E 98 with fl> x. 
Lemma 4.2.6. Suppose that &I is a basis for 9, and U C I with Ii7 <n’~“‘. There is 
a tree-like rejinement 99!’ of .“A, such that .B’ is a tree-like basis on U. 
Proof. Let U = {ul, ~2,. . . , u,}. According to Lemma 4.2.4 there exists a sequence 
.#I = & -rR 8, -rR . . . +TR <%,, such that for all /cI E C%j uj E Set(p). Let ti’:= .‘/A,. 
We have to show that for each IX E %” there exists /j E a’, p > cr. Now by use of a 
calculation similar to the one in the proof of Lemma 2.3.12, 9’ is a basis for Y, so 
each r E %, is compatible with some ,!I E &I’. Now as Set( 8) > U actually p > z. 0 
Lemma 4.2.7. Suppose that IIgl/ <t for some t <nl.w, Also suppose that the condi- 
tions in 28 are pairwise incompatible. Then 99 is a basis for .Y tf and only if’ each 
condition p E 91 is compatible with some fi E 2. 
Proof. Repeated application of Lemma 4.2.6. 0 
Lemma 4.2.8. Zj’ B’ is a basis for .9, and 11$I[1< t for some t <n’l”‘, then there exists 
a tree-like basis .& such that ii%ll < pt(t + 1) and such that .B +TR &. 
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Proof, First we construct a’. Pick a set V C I such that V := Set(p) for some p E g. 
According to Lemma 4.2.6 there exists a tree-like refinement 9Jl of %9 such that 9Jl 
is tree-like on V. Now fix y E WV and consider !%T C 9(1\ V). It is not hard to show 
&?y is a basis for 9(1\ V). Now by use of Lemma 4.2.7 we notice that we can prove 
the lemma by use of induction after t inside M. This is because we according to 
Lemma 4.2.7 can replace 9 (which not is M-definable) by the M-definable set 91. 
Let al(y) := {fl: /?fly = /?, 8’ E &?T}. Notice that %?I(?) is a tree-like refinement of y. 
Finally let B:= U,gl(y). By induction after t we have I]&$\ < ISet(y)j + p(t - I)t. 
Now ISet(y)l < pt, from which the required inequality follows. [7 
In our applications Lemma 4.2.8 can strictly speaking be avoided. Instead we can 
‘hit’ Z?J by a randomly chosen condition p. Now a priori the claim must hold with 
probability exponentially close to 1. More specifically the proof of Lemma 2.8.3 shows 
that for a randomly chosen p with high probability there exists a tree-like basis & (in 
Y(Z \ Set(p))) which is a tree-like refinement of 9@‘. Lemma 4.2.8 shows more than 
this. It shows that there exist such extensions for an arbitrary basis 9J with absolute 
certainty (and not just in the probabilistic sense when G5’ is hit by a random restriction). 
We actually use a two-dimensional version of Lemma 4.2.8. 
Lemma 42.9. Suppose that there exists an M-dejinable “generic system”. That is a 
sequence z,j, (i, j) E a x b such that 
(i) for each i<a 998,” := UjCb z,j is a basis for Pp; 
(ii) for each j<b 49: := Ui,‘u z,j is a basis for 9; 
(iii) maX(i,j)Eaxbll~,j,jl[dt for some f<n’l”. 
Then there exists an M-definable “tree-like generic system”. That is a sequence 
*,j (i, j) E a x b such that 
(i)’ for each i<a@T := UjGb %,j is a tree-like basis; 
(ii)’ for each j< b&j := Uiga *,j is a tree-like basis; 
(iii)’ maX(i,j)Eaxb IlZ+$,jlldp3(t+ 1)4. 
Proof. Fix i da. According to Lemma 4.2.8 there exists a tree-like refinement ai’ 
of 9#,“, which is a tree-like basis. For each j< b this procedure induces a tree-like 
refinement &,> of z,j. This way we get an M-definable sequence &,>, (i, j) E a x b, 
so (i)‘, (ii) and Ilq,>ll d pt(t + 1). 
Now fix j< b. Again according to Lemma 4.2.8 there exists a tree-like refinement 
&j of G?;J, which is a tree-like basis. For each i<a this procedure induces a tree- 
like refinement $,j of %,>. Now notice that 3’ remains tree-like basis, and thus 
the M-definable sequence z,], (i, j) E a x b satisfies (i)‘, (ii)‘. Clearly also (iii)’ holds 
because II2,jII dp(pt(t + 1) + l)(pt(t + 1))<p3(t + 1)4. 0 
This immediately shows (c) in Theorem 4.1.1, in the case of the bijective pigeon- 
hole principle. The other versions of the pigeon-hole principle are treated with minor 
changes. 
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4.3. The hard implication 
The implication (ii) =+ (i) in Theorem 4.1.1 follows by the same type of argument. 
Lemma 4.3.1. Suppose that ~(x~,xz,.. ,x,) is a bounded L(P)-formula with q free 
variables, and all its parameters in (MC,/?,). Suppose that Q de$nes a partition of 
Z,:={1,2 ,.._, a}, a E M,* into disjoint q-element subsets (a # 0 module q). Then there 
exists an M-dejinable map A + &, which to each q-subset A of I, assigns a collection 
of conditions C%A C 9 such that for some t < n’lW, max,( llXA /I ) d t. Furthermore, ,fbr 
each u E I,, 8, := U, z,,,,A,_q vE A ~6 is u basis for 9. 
Proof. Suppose that some bounded L(P)-formula H(x~,_x~, . _ ,xq) defines a partition of 
{ 1,2,. . , a} into disjoint q-subsets, and q does not divide a. According to 
Definition 2.1.5 and Lemma 2.1.6 there exists d E o, t <n”“’ and an M-definable se- 
quence of circuits 8” ,,._., L,q, 01,. . . , vq E I,, such that 0:: ,.,, iii = 1 exactly when (M,*, jG) /= 
g(i,, . , i,). Now according to the key lemma (Lemma 2.4.1) there exists p > p() 
(for any given ps), and an M-definable sequence 9r,,,,,,L’B cl,. . ,uy E I, where each 
:s L ,r,,,.C ‘, C 9 is a (tree-like) basis with ll@Br ,,,,,, L,,/I <t. Furthermore, there exists a M- 
definable sequence yi”,,, L’z, . . .. + C %, , ._., cy such that for each ~1,. , vq E I,, H,.,,,: ,..., L,( fp 
V hE.K, z2. _,‘I h. Fix u E I, and consider <BU := U, c [,, 1: t A yi”A. For x, fl E .gL., c( # p 
we claim al/J. To see this notice that otherwise there would exist p > 2 U /l, and 
p E 9 would force both 0, ,,.,., I+ and H,;,, .,,, I true. Now c~{vl,..., vq} n (2;; ,..., $} 
so this is only possible when (~1,. . . , sq} =)L‘;, . . . , ui}. Thus both a and ,8 belong to 
&,3 ..,, lil c: 9, I,..., +,. As % ,,.._, cq is a (tree-like) basis it is orthogonal and a i fi. 
It remains to show that gc, v E I, is complete for Y({ 1,2,. ,n} \ Set(ps)). As- 
sume for the simplicity of the notation that p. = 0. According to the scaling down 
lemma (Lemma 2.3.13) this assumption is harmless. We have to show that no p E .‘Y 
is incompatible with all the conditions h E BE-. Now using Lemma 2.3.14 each generic 
filter PG contains some h E g’o,,...,L’y for each ~‘1, ~2,. , Go E I,. But this contradicts the 
assumption that po (in our case 0) forces (9 to define a total partition of Z, into disjoint 
q subsets. 0 
We want to that Count(q) is never forced false when p contains a prime factor 
which does not appear in q. To show this it suffices to show that if .%A is an M- 
definable assignment as in Lemma 4.3.1, then q must divide a. The following example 
shows that this trivially holds when a << n. 
Example 4.3.2. Suppose that a << II. Consider Z,:={1,2,...,a}. Pick pr Q& 
. C pa such that for each v,<a there is a c(, E 99” such that ~1, c pL.. This is pos- 
sible whenever pu E 9, v = 1,2,. . ,a (which is the case when a < n). Notice that pu 
induces an M-definable partition of I,, into disjoint q-subsets. As M shares its first 
order properties with N this is only possible when q divides a. 
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A major step in solving the Count(p) versus Count(q) problem is to show that 
the conclusion in Lemma 4.3.1 can be strengthened by replacing ‘each g’u is a basis 
for P’, with ‘each gV to be a tree-like basis’. 
Lemma 4.3.3. Let t <nliw , a E M. Let 9 be the set of forcing conditions (Definition 
2.2.2). Suppose that A ----f XA is an M-dejnable map which assigns a collection of 
conditions *ui~ & 9, to each q-subset A of I,., = { 1,2,. . . , a} such that 
6) ma74(IIX4II)Gt, 
(ii) @u := UA~I,,,A, =q,uEA 2~ is a basis for 9 (v = 1,2,. . . ,a). 
Then there exists a M-definable map A -+ *A which assigns a tree-like rejnement 
%A of XA, to each q-subset A of I, := { 1,2,. ,a} such that 
6)’ maxA(jI% iI> 6qpt(t -t 1). 
(ii)’ g9,:= U AGI,,,A,_q,vGA *A is a tree-like basis (v= 1,2,.. .,a). 
As a first attempt of a proof consider the following argument. According to 
Lemma 4.2.8 there exists a tree-like basis @” which is a tree-like refinement of 
gt := &A yi”A. This refinement induces tree-like refinements %A +rs Xi” for each 
A Cl,, IAl = q (when 1 $! A, %jl) = 2~). For each v E Z, let 99~~‘) := lJvEA Sil). 
Again by Lemma 4.2.8 there exists a tree-like basis 9If’ which is a tree-like refine- 
ment of &9$“. This refinement induce a tree-like refinement Xj” +r~ Xi*’ for each 
A C I,, IAl = q (when 2 4 A, Xj*’ = %$I’). For each u E Z, let &?’ := UuEA Y?i2’. 
Eventually (again using Lemma 4.28) there exists a tree-like basis gf’ which 
is a tree-like refinement of 99’Ip-“. This refinement induces a tree-like refinement 
&&-‘I -+r~ Z-S?:’ for each A C I,, IAl = q (when a 4 A, Xj”’ = &$“-“). For each v E I, 
letA S@’ := UaEA Xj”. 
Let Z& := S(‘). We claim that each B’, := UDEA $(a)A is a tree-like basis. To see 
this notice a, = B?). By construction each 69t’ is a tree-like basis. Now 
BP’ +r~ S?f+l) +rR . . . -+TR Bf’ 
so $3:’ is a tree-like basis. 
This argument has to be adjusted. We have to ensure that all conditions h are small 
throughout the construction. To this end we need some more lemmas. 
Definition 4.3.4. For 2, S’ & P let 2 x ~-9’ := {h U h’: h E X, h’ E 2’). 
Lemma 4.3.5. Let A + xA and A -+ XA’ be two M-definable maps. Suppose that 
(i) for each condition in 2~ is compatible with some condition in yi”A’ and vice 
versa. 
(ii) for A, B with A # B and A n B # 0, all conditions in &$A are incompatible with 
all conditions in yi”B’ and vice versa. 
Suppose that both the maps A -+ yi”A and A + ZAf satisfy conditions (i) and (ii) 
in Lemma 4.3.3. Then the M-dejinable map A -+ %A x tii ensures that (i) and (ii) 
remain valid with t replaced by 2t. 
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Proof. Direct verification. 0 
Lemma 43.6. Suppose that 280 is a basis for Y. If both B, and Bl are tree-like 
rc$nements of 930, then 981 x & is a tree-like rejnement of both 5Yl and 291. 
Proof. Proved by induction on the number of atomic tree-like refinements needed to 
get from 290 to 39, added to the number of atomic tree-like refinements needed to get 
from 930 to 292. 
It suffices to show that i and j are tree-like refinements in the following diagram: 
4 
TR 
4 
c 
4 x 4 
TR 
4 
As the first step in the induction argument notice that i and j are tree-like refinements 
in the diagram: 
Now each next step in the induction argument is shown by noticing (by use of the 
induction assumption) that i and j are tree-like refinements, and by noticing (again by 
use of the induction assumption) that k and 1 are tree-like refinements: 
B’xB,=B’x(B,xB,) 
As the notion of being a tree-like refinement is transitive we are done. Cl 
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The following proof simplifies an argument in an earlier and preliminary version of 
this paper. 
Proof of Lemma 4.3.3. Let A-+ yi”A be an M-definable map which satisfies (i) and 
(ii). For each u E 1, consider 9?” := UA3” Ye,. According to Lemma 4.2.8 there exists a 
tree-like refinement 9?” Ai 5?“(u) for some tree-like basis 9&(v) with ~~L%(i(u))~~ < pt
(t + 1). This induce tree-like refinements %A +i(v) Y&(i(u)) where %(i(v)) = UA3” 
yinA(i(n)). 
* I claim that the M-definable map A 4 2 := HA(i(ul)) x XA(i(a2)) x . . . x &(i 
(as)) satisfies (i)’ and (ii)’ (A={al,..., a,}). The first claim follows because [[$‘I/ 
<q max, lIti; (1 <qpt(t + 1). To show the second claim we need to show that a, := 
UA3” yi”A is a tree-like basis. To see this notice that for each A 2 la where A = {u, ~2, ~3, 
. . ..a.} we have %?” +ra S?Ji(a2)) x . . . x 3?‘v(i(uq)) (by Lemma 4.3.6). This refine- 
ment induces a tree-like refinement yi”A +r~ yin(i(u2)) x . . x rinA(i(q)). This tree- 
like refinement extend to a tree-like refinement GC9’u = UA_ XA + UA3&%(i(u2)) x 
SA(i(u3)). . . Ye,(i(uq)) (where A:= {u,uz,u~, . . , u,}). Thus i2 in the following dia- 
gram is a tree-like refinement. 
TR 
where A := {u,u~,u~, . . . , ug}. By assumption (i) G9” is a basis. We used Lemma 4.2.8 
to construct the tree-like refinement il := i(v). And this could be done such that 
10) +TRa"* Now adi( x Ua2<a,<...<aqE~,\{vj (&(i(a2)) x .~.%(i(a,)))= 
U .,<,,<,..<,,(yi”A(i(v)) x SA(i(uz)) x . ..ti~(i(u~)))= &“, so by Lemma 4.3.6 both 
i3 and id are tree-like refinements. So (8) ----t TRZ?, + TR&~ and thus &, is a tree-like 
basis. q 
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Combining Lemmas 4.3.1 and 4.3.3 it is not hard to show (ii)+(i) in Theorem 4.1.1. 
5. The positive part 
5.1. Count(2) imply Count(4) 
Assume that the As-Count(2) principle is valid in M. What is the status of the 
Ao-Count(4) principle? Is it possible that there exists n’ EM such that the ordered 
set {1,2,..., 4n’ + Y} 2 M of “numbers” can be divided (in a As-definable way) into 
disjoint 4-element subsets, and Y E { 1,2,3}? 
Consider the following informal argument: We want to show (reasoning inside M) 
that a set of numbers of the form { 1,2,. . . , rz} can be divided into a collection of 
disjoint 4 element subsets only when n is divisible by 4. Suppose that on the contrary 
some interval { 1,2,. ,4n’ + r}, Y E { 1,2.3} can be divided into a collection 9 of 
disjoint 4 element subsets. The case where r = 1 or r = 3 can be excluded for trivial 
reasons. To see this sub-divide each 4-element subset into two 2-element subsets. This 
induces a partitioning of { 1,2,. . . ,4n’ + r} into disjoint 2-element subsets violating the 
Count(2) principle. 
The case where r =2 require a more involved argument. Consider all pairs of 
{ 1,2,. . . ,4n’ + 2). It only requires a quite weak part of arithmetic to prove that these 
pairs are in l- 1 correspondence with { 1,2,. , (“z2 ) }. And even less Arithmetical as- 
sumptions to show that (4nF2 ) is an odd number. To get a contradiction (by violating 
the Count(2) principle) it suffices to show that the partitioning 9 induces a partition- 
ing 9 of all pairs of { 1,2,. . . ,4n’ + 2) into disjoint 2 element sets. Consider the pair 
{vt ,122). If both ut and u2 belongs to the same 4-element subset {ut, ~‘2, ~3, ~4) E 9 let 
{{u~,u~},{u~,u~}}E~~?. Otherwise suppose u~E{w~,w~,w~,w~}E~ and u~E{G~,GJ~, 
$3, %4} E 9. All elements are listed after size. So there are unique i, j<4 such that VI = 
W, andv2 = Gj. Ifi#jlet {{Ut,n2},{G~,wj}}EB. Ifi=jlet {{~‘~,u~},{w~~,~~~}}E~~ 
where 1’ = 2, 2’ = 1, 3’ = 4 and 4’ = 3. This completes the argument. 
To summarise: We considered a structure Sr constructed from I := { 1,2,. . , n}. 
In this concrete case the structure consisted of all pairs of { 1,2,. . ,4n’ + 2). This 
structure S, had the property that partial partitions of { 1,2,. . ,4n’ + 2) into 4 element 
subsets induced (in a flexible way) pairings of the elements in SI. And crucially the 
structure S, contained an odd number of elements. One could try to modify the type 
of argument to the case where for example q = 2 and p = 3. At an early stage in this 
research J. Krajicek showed me some ingenious constructions attempting show that 
Count(3) was a consequence of Count(2). However, as J. Krajicek pointed out, care- 
ful calculations always seem to give the wrong parities. Irrespective of the ingenuity 
however clever the structures S was constructed, it always seemed to end up contain- 
ing an even number of elements. So it seemed that strong and unknown forces wanted 
Count(2) and Count(3) to be independent. 
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In retrospect this is of course a simple consequence of the negative part of the clas- 
sification which is developed in the next section. The first Main result (Theorem 4.1.1) 
shows that only forests of specially labelled trees are relevant as structures S. 
5.2. Count(q . s) imply Count(q’ . s) 
In this subsection we show how a reminiscence of the ‘Count(Z) implies Count(4)’ 
argument above can be used to construct exceptional forests for various general q, p 
and n. More specifically, we will show: 
Lemma 5.2.1. Suppose that q >2,s, v and n are given numbers with n # 0 modulo 
q’.s, naqzv+‘. 
Then there exists a(n exceptional) forest T,, T2,. . . , T, of (q”+’ s, n)-labelled trees, 
where each branch appears 0 module q u s times, and where u # 0 module q li . s. 
By use of the first Main result (Theorem 4.1.1) the existence of these forests gives 
us the main ingredient in the positive part of the classification. 
Corollary 52.2. Suppose that q > 2, s, v are given numbers. 
Then the A*-Count(qv+’ .s) axiom scheme follows from the Ao-Count(q”‘s) axiom 
scheme. 
Definition 5.2.3. By [il, . . . , ill, we denote the (p, n)-labelled trees which contain all 
the branches CI of the form M = {Al,. ..,A,} where Ai CZ, IAil =p, j = I,2 ,..., r and 
where Aj fl Ak = 0 for j # k. Besides that we require that, 
(a) Ajn{il,iz,..., ir}#0 for j=1,2 ,..., r, 
(b) Vk<l 3jGr ik EAj. 
Definition 5.2.4. Let p, q 2 2. The forest PP,Tr,n consists of all the trees [il, i2,. . , ir]p 
where il<i2<...<i,.<n. 
Definition 5.2.5. By Ap,l,r we denote the number of ways it is possible to select r 
elements from the sets { 1,2,. . . , p}, {p + 1, p + 2,. . . ,2p}, . , { pl - p + 1, pl - p + 
2,. . . , pl}, such that at least one element is chosen from each of the p elements sets. 
Lemma 5.2.6. The forest 9P,:r,n of (p,n)-labelled trees, contains (r) trees. Each 
branch c1 with Ial = 1 appears in A*,I,~ trees. 
Proof. Clearly 1 Fpyr, n I = (f). Suppose that a = {{i:,ii,. ,iL}, {if,. . . ,is}, . . ., {ii,& 
. . . . i;}} where ii<if<...<il and where if<i,/<...<ij for j=1,2 ,..., 1. Now 
there is a one to one correspondence between the r element subsets of Set(a), which 
contains at least one element from each member in CL, and the trees in gP*,. n which I > 
contain a. q 
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Proof of Lemma 52.1. Let q 22, s, L: and IZ >q 2r+’ be given. Let .p be the forest 
which contains q”-’ copies of the forest ppyr,n where p := q”+’ ‘s, Y :=q’. The critical 
cases (the only non-trivial cases) are when n = q’+‘n’ + u q’, u = 1,2,. , q - 1. The 
forest ,F contains q”-’ (,“C) trees. Now (,“,) = [(q’+‘n + uq’)...(qL+‘n’ + uqc ~- q’ 
+1)1/q’!. The factor q appears exactly q(qO - l)/(q - 1) times in both numerator and 
denominator. Thus (4:) = k modulos q” and thus 9 contains k . q”-’ modules q’ 
trees for some k which is not divisible by q. 
Each branch of length 1 appears exactly q’-’ .Aqi .I~, l,qS = q”-’ . ("'i:') = 0 modules’ 
ql’ times. In general (T) = 0 modulos . q’ (when i < q”) so longer branches appears 
4 I-r . A4<-lsJq:. = (l/l!)Ci,.i2 ,,,,, i (~)(~)...(~)=O modulos.4. 0 
This gives the positive part of the classification: 
Corollary 5.2.7. IJ’ p,q> and all prime factors in p appears in q then the A,- 
Count(p) axiom scheme follows from the Ao-Count(q) axiom scheme. 
Proof. Assume that q := p1 p2 . , pk s and assume that p := p’, pi’ p:. 
According to Corollary 5.2.2 the claim holds when q := qc.s and p := qL+’ .s. Repeated 
application of this show that the Ao-Count( p’,’ . p; . pz ) axiom scheme follows 
from the Ao-Count(pi . p2 . pk) axiom scheme. This scheme in turn follows from 
the &-Count( p1 . p2 . . . . . pk . s) axiom scheme. 0 
5.3. Some examples 
Before we turn our attention on the negative part of the classification it is instructive 
to examine the structure of the exceptional forests when these are on the PU-form. 
Each (irreducible) exceptional forest g of PU-trees I have found can be derived from 
the forests given in Definition 5.2.4. 
Example 5.3.1. Let q = 2, p = 4 and n = 4n’ + 2, n’ 3 2. Consider the forest cp2,4,n of 
(4,n)-labelled PU-trees which contains: 
All PU-trees of the form (ii, WI )(iz ) where ir < i2 < n and where IV, C { 1,2, , n} 
has 3 elements. The PU-trees ( 1 ), (3), (5), . . , (4n’ + 1). 
Each branch of length 2 appears 16 times. A branch {ji,js,j~, jd} of length 1, 
appears in mod(ji,2) + mod(jz,2) + mod( js,2) + mod(j4,2) trees of height 1. And 
the branch appears in (“i2) - 4n + 6 + ji + j2 + js + j4 trees of height 2. 
The forests Fz,~,~ contain (‘;) (“i’) + 5 t. Tees. This is always an odd number. When 
n’ = 2 the forests contain 2525 trees. 
Example 5.3.2. Let n = 4n’ + 2. For each n’>2 there exists a 2-exceptional forest of 
(4,n)-labelled trees. The forest contains all trees: 
(jr, {j2,js7j4} )(j,) where jr < j2 <js < j4 and where ji < js < j2 or j3 <j5 < jq. (1 ), (3 I, 
( (4n’ + 1). 
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Each branch of length 2 appears an even number of times. 
The branch {{i,,iz,i3, id}, {i5,i6,i~,ig}} appears a number of times depending on the 
number of vertical lines in the following kind of figure: 
-- -- - - - 
1 I 1 I I 1 
- - -- 
Y + + + 
The branch {{il,i2, i3, in}} appears in all trees (of height 2) except (i2 - ii) + (id - ij) 
which counted modulo2 is il + i2 + i3 + i+ This is the same number (modulo2) it 
appears in trees of height 1. 
When n’ =2 this is a forest of 635 trees. I conjecture that for q =2 this is the 
smallest exceptional forest of PU-trees. 
Both examples resembles the fact that Count(2) implies Count(4) in models of I&. 
The next example is derived from Lemma 5.2.6. 
Example 5.3.3. Let q = 3, p = 9 and n = 9n’ + 3, n’ 2 3. Consider the forests .F~,s.~ 
which contain the (9, n)-labelled PU-trees: 
(1) The trees of the form (it, WI )(iz, W, )(ij ) where il < i2 < i3 6 n and where WI, W2 
are two disjoint S-element subsets of (1,2,. . . ,n}\{il, i2, i3). 
(2) Two copies of each tree of the form (ir, WI)(&) where i2 = 1 modulo 3 and 
il <i2 <n. 
(3) Each tree of the form (it, Wl)(i,) where iz =2 modulo3 and it <iz. 
(4) Each tree of the form (il) where (“ii’) = 1 modulo3. 
(5) Two copies of each tree of the form (it) where (“ii’) =2 modulo3. 
A careful checking shows that each branch appears 0 modulo 3 times. The forests 
contain 1 modulo 3 trees. In the smallest case (i.e. when n’ = 3) the forest contains 
trees. This is a forest of 681259986982585 trees. This is not the smallest exceptional 
forest for q = 3. 
Example 5.3.4. Consider the forest 9 which contains: 
tcopiesofeachtree(il,{i2,i3,...,i9})(jl,{j2,...j9})(k) whereil<i2<... <i9, il< 
ji , jl < j2 < . < j9 and if i, <k =c i,+ 1 and j, < k c j,, 1 then r + s = t modulo 3. 
t copies of each tree (ii, {is,. . . i,})(j) where il <iz < . <ig and if i, <j <&+I then 
t=r modulo3. 
t copies of each tree (i) where t = i modulo 3. 
I claim (without proof) that each branch appears 0 modulo3 times. However for 
each n=9n’+3 n’33191#0 modulo3. More specifically, IFI= +. (g)(“,‘) .(n-- 18). 
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In the case when n’ = 3, 9 only contains 16821302548060 PU-trees. I conjecture that 
this is the smallest exceptional forest for q = 3. 
Examples 5.3.3 and 5.3.4 resemble the fact that Count(3) implies Count(9) in models 
of Ina. From the examples we notice a general feature. The trees of maximal height h 
are very homogeneously organised and easy to describe. The trees of height h - 1 are 
still quite regular but each such tree’s frequency 0 d v < q is slightly more complicated 
to describe. The collection of trees of height 1 have the frequencies which are the most 
complicated to calculate. 
In the next section it is shown that all exceptional forests asymptotically (when 
n + o and the height of all trees is bound by a constant) can be assumed to have the 
same feature. 
6. The negative part 
6.1. Forests of (D, R)-lubelled trees 
The negative part of the classification states that Count(q) does not imply Count(p) 
when p contains a prime factor which is not in q. We consider the case where all 
terms in the underlying language L have (at most) polynomial growth-rate. By the first 
main result Theorem 4.1.1 it suffice to show that for each h E N asymptotically (when 
n + x, and h(9) <h) there are no q-exceptional forests T1, Tz, . . , T, of (p, n)-labelled 
trees. 
This is shown by considering forests T{, Ti,. . , T’,’ of specially labelled trees corre- 
sponding to the PHP,I versus Count(q) problem. 
Definition 6.1.1. A (D,R)-labelled tree T is a decision tree for constructing a partial 
bijection ,f : D + R. We always assume that D n R = 8. Each vertex v E T corresponds 
to a certain stage fL, in the construction of f. At the root v,,,~ we have .f,.,,,,, = 0. 
At each vertex v (except the top node) there is a assigned a question, i.e. an ele- 
ment u E D U R\(dom( fu) U ran( ft)). The possible answers correspond to the sons of ZI. 
If u E D, there is an edge to a son, for each r E R\ran(fV). Each of these edges lead to 
a vertex o’ in which fur > ft, and fut(u)==r (and IfVjI = lfcl + 1). Similarly if II E R. 
In this case there is an edge for each d E D\dom(fr). Each of these edges lead to a 
vertex v’ in which ,fil( > fL, and f,{(d) = u (and ) fp ( = 1 ft.1 + 1 ). 
T’ne type of a branch through T is identified with the partial map fi> constructed at 
the leafs c. 
Definition 6.1.2. The height h(F) of the forest ,B denotes the maximal height of a 
tree T E 8. 
Definition 6.1.3. A (D,R)-labelled tree T is a PU-labelled tree (=on PU-form) if at 
each level all but possible one vertex is a top node. 
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Observation 6.1.4. A (D,R)-labelled tree T on PU-form can be written of the form: 
(ui, 24:) (UT, u;) . . . (24-l, u;-‘)(d). 
Zf ui ED then ui ER and tf’ui ER then USED (i= 1,2,...,1 - 1). The element ut 
belongs to either D or R. We will mainly consider PU-labelled trees where ati ED for 
i = 1,2,. . ,I - 1. We say such a tree is of D-type tf u’ ED and of R-type zf u’ E R. 
As an example consider the following (obvious) proposition: 
Proposition 6.1.5. Suppose that 9 is a forest which solely consists of (D,R)-labelled 
trees of D-type. Suppose also (as usual) that IDI < IRl. Suppose that each branch cx 
in 9 appears 0 moduloq times. Then the forest 9 contains 0 module q trees, 
Proof. Let p: D + R be an (total) injection. Each tree T E 9 contains exactly one 
branch z with 2 C p. Thus p induces a partitioning of the trees in ,p into disjoint 
classes which each contains 0 moduloq trees. 0 
If the forest 9 contains trees of both D-type and R-type the situation becomes more 
complicated. 
Example 6.1.6. Let q EN. Consider the following forests 9 of (D,R)-labelled trees. 
For each d ED they contain (q - 1) copies of (d), and for each r E R they contain the 
tree (r). 
These forests 9 contain lR( - JDI moduloq trees. Each type of branch appears 0 
moduloq times. So trivially if IRI # IDI moduloq, there exists a forest 9 in which all 
branches appear 0 modulo q times, but IYl# 0 modulo q. 
This type of forest is trivial. It corresponds to the obvious fact that Count(q) implies 
PHP, when p # 0 modulo q. 
Definition 6.1.7. A forest 9 of (D,R)-labelled trees is called (q, Q-exceptional if 
(i) each type branch appears 0 modulo q times; 
(ii) IRI = IDI + q’; 
(iii) the number of trees in F is not divisible by q. 
Example 6.1.8. Suppose /RI-(DI=4p’ + 2 for some p’ EN. Assume that [RI is an 
odd number. Let p denote the (D,R)-labelled forest which contains the following 
PU-trees: 
(1) All trees of the form (d, r1 )(rz) where d ED and ri >rz when Ir-1 - r2l is odd, 
and rr <rz when jr1 - r2 I is even. 
(2) All trees of the form (dl,r)(dz) where PER and dl <d2. 
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Each branch appears an even number in .9. However, the forest 9 contains 
trees which is always an odd number. The smallest example of this form is when 
(Dl= 5 and lRI= 7. In this case F contains 175 trees. I claim without proof that this is 
the smallest (2.1 )-exceptional forest. The forest resemble the fact that Count(2) implies 
PHP2. 
Our general machinery allow us to prove that there exists exceptional forest (without 
explicit constructing them!). More specifically there are (q, I)-exceptional forests for 
each q, 1 EN. q # 1 (we do not need this fact). This follows by combining: 
(1) A version of Theorem 4.1 .l for the PHP,I versus Count(q) problem. 
(2) That PHP, follows from Count(q) 
(3) That PHP,; follows from PHP, (according to [23]). 
This argument is non-constructive (in so far the forcing construction is non- 
constructive). However it turns out that the existence of (q, I)-exceptional forests can 
be proved by constructing them explicitly along the same lines as the constructions in 
Section 5. 
6.2. Projecting jbrests 
Let T be a (p, n)-labelled tree. Suppose n = pn’ + q’ for q E N\{ 1) and I E N. Then 
we can transform it to a (D,R)-labelled tree by the following procedure. 
First divide I := { 1,2,. . ,n} into p disjoint sets D1, Dz,. , D[,_, and R such that 
ID,1=/D2(= ... =IDp-,l= n’ and lRI=n’+q’. Let D:=D,. Forj=1,2 ,..., p- I 
choose bijections _J/ : D, ---) D. Let us call a subset { il, i2,. , ip} C: I for regufur if i, E R, 
~/ED/, j= 1,2 ,..., p-l and yl(il)=.vz(i2)= ... =_~~,_l(i,_l). A branch {Al ,..., A,.} 
is regulur if each Aj, j = 1,2,. , r is regular. By use of this definition it is straight 
forward to show that: 
Lemma 6.2.1. Let T be a (p, n)-labelled tree. Suppose that n = pn’ + q’ und let 
D1, , DI,- 1 and R be given as aboce. Then the .vet sf regular branches in T form u 
new tree T’ which is (D, R)-labelled. Furthermore, h( T’) <h(T). 
Furthermore, f T is on PU-form, then T’ will also be of PU-form. If T, in addition, 
hus the j&m of the trees in Lemma 3.3.4 and R:-{n - lR( + 1,n - IRl +2,...,n} 
then T’ \\,ill he a tree of either D-type or R-type. 
Instead of projecting a single tree we can project forests. The important point is 
that the projection of an q-exceptional forest of (p, n)-labelled trees produces an (q, l)- 
exceptional forest of (D, R)-labelled trees. 
Corollary 6.2.2. Let B :={ T,, T2, . , Tu} he u @rest qf (p, n)-labelled trees. Suppose 
.B is an q-e.weptional forest. Or more speci$cally suppose that each branch in .P 
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appears 0 module q times, but u # 0 module q. Suppose also that n = pn’ + q’. The 
projection of the trees Tl, . . . , T, gives an (q, I)-exceptional (D, R)-labelled forest 9’ 
(with lDl=n’ and (RI=n’ + 9’). Furthermore, if F in on the normalform obtained 
by Lemma 3.3.4, and R:={n - /RI + l,n - [RI +2,...,n} then 9’ consists olely of 
trees of D-type and R-type. In all cases h($@) d h(4). 
The condition that n = pn’ + q’ might not in general be satisfied for a given n. 
However, usually we do not lose any generality by assuming n is of this form. To see 
this consider the following procedure: 
Definition 6.2.3. Suppose that p is a partial partition of I := { 1,2,. . . , n} into disjoint 
p-element subsets. Consider a (p, n)-labelled tree T. For each branch (=condition) c( 
through T consider the following procedure. If LX is incompatible with p remove it. 
Otherwise replace it by /?:=~\p. 
Suppose that p’ is a partial bijection from D to R. Consider a (D,R)-labelled tree T. 
For each branch (=condition) a’ through T consider the following procedure. If CI’ is 
incompatible with p’ remove it. Otherwise replace it by /?’ := c~‘\p’. 
Lemma 6.2.4 (Stability). Suppose that T is a (p, n)-labelled tree. Let p be a partial 
partition of1={1,2,..., n) into disjoint p-element subsets. Suppose that p. (h(T) + 
IpI) <n. Then the collection of all branches 0 which are produced from some c( E T (as 
described in the jirst part of Dejinition 6.2.3) can be organised into a (p, n’)-labelled 
tree TP where n’=n - p/p/. 
Suppose that T’ is a (D,R)-labelled tree. Let p’ be a partial bijection from D to R. 
Suppose that h(T) + lp’l tn. Then the collection of all branches p’ which are produced 
from some a’ E T (as described in the second part of Definition 6.2.3) can be organised 
into a (D’,R’)-labelled tree T’P’ where D’ := D\dom(p’) and R’ := R\ran(p’). 
If T (T’) is a PU-tree then TP (T’P’) is a PU-tree. 
Proof. It suffice to show the lemma when IpI= 1. Suppose that p := { {il, i2,. . . , $}}. 
Let V be the set of vertex in T which have assigned u E {iI,. . , iP}. Let El denote 
the set of edges in T which has assigned p-subset A C: I with non-trivial intersection 
with {il,..., iP} (i.e. # 0 and #A). Let El1 be the set of edges which have assigned 
A= {iI,& ,..., iP}. 
For each vertex (= question) in V all edges (but exactly one) edge (= answer) 
belongs to El. Remove all these edges (and the sub-tree above this). Then contract 
the edge in Eli. Finally, after having exhausted this procedure, remove all edges in El 
(and the sub-tree above this). The condition that p(h(T) + Jpl)<n is exactly what in 
general is required to ensure that TP actually becomes a properly labelled tree. The 
second part of the lemma is showed similarly. The last claim is also straight forward 
to check. q 
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The lemma is one of many stability results which are important for the overall 
argument. In short it shows that trees (PU-trees) remains on this form when they are 
“hit” by a restriction p. 
The following main lemma gives us an understanding of the asymptotic behaviour 
of exceptional (D, R)-labelled trees. 
Lemma 6.2.5 (Main lemma). Let q he a prime number. Let k, 1 EN. There exists 
do EN such that for any (qk, I)-exceptional forest of (D,R)-labelled trees, \t,here 
dodID(bIRI, we have h(F’)3q’-k. 
Corollary 6.2.6. Let p be any prime number which does not appear in q = q;1’qT 
q:‘. Fix h E N. There exists no such that for each n >no each forest .P := {T,, 
r,,..., T,} of (p, n)-labelled trees never simultaneously satis$es: 
(1) All branches appears 0 module q times. 
(2) h(S=) < h. 
(3) u # 0 module q. 
Proof. Suppose that ( 1) and (3) hold. Choose i E { 1,2,. , r} such that u # 0 module 
4;‘. According to the assumptions 9 is an q,“‘-exceptional forest of (p, n)-labelled 
trees. By Lemma 6.2.4 we can assume that n = pn’ +qj for any 1 given in ad- 
vance (of course 1 has to be reasonable i.e. q’ < n etc). Choose 1 such that q:.-“’ > h. 
By Corollary 6.2.2 the projected forest .F’ is (q,“, I)-exceptional and h(F’)<h(.P). 
According to Lemma 6.2.5 h(F’)>,q’-“1 >h. Now h(.P)<h(P) so this 
contradicts (2). 0 
6.3. Creating order among trees of maximal height h 
At this stage we have in broad terms shown that we only need to consider forests in 
which the individual trees are on a quite nice normal form. More specifically we have 
shown (see Corollary 6.2.2) how to transform an exceptional forest of (p,n)-labelled 
trees into an exceptional forest of (D,R)-labelled trees such that each tree either has 
D-type or has R-type. Our next step is to show that the forest (as a whole) can be 
brought onto a special normal form. In this section we show how this can be achieved 
for the subforest consisting of the trees of maximal height h. 
Lemma 6.3.1. Fix 9 E N\{ l}, and fix 1, h E N. For each do EN with do 2 h, there 
exists (a very large) dl E N such that for each forest 9 = { T1, T2,. . , T,} of (D, R)- 
lubelled trees with /RI = IDI +q’, h(P)<h and jDI >dl the following is true: 
There exists a partial bijection p: D --t R, such that the forest FJ’ := { T[, T{, . , 
T{} of (D’, R’)-labelled trees, with D’ = D\dom(p) and R’ = R\ran(p), satisfies: 
(1) For each h- 1 element subset {dl,d2,...,dh_l}CD’ with dl <dl< ... <dh_l 
and for each permutation rc : { 1,2,. , h} --+ { 1,2,. . , h} the number (modzdo 9) of 
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trees (in the forest 9p) of the form 
does not depend on the elements t-1 <r;? < <F-J, in R’. 
(2) For each (h - I)-element subset {dl,d2,...,dh_-]}CD’ (where dl <d2< ... < 
dh-I), for each element dt, ~D’\{dl,d~,...,dt,_l}, and for each permutation 71: 
{1,2,...,h- 1}+{1,2,...,h- l} the number (moduloq) of trees of theform 
does not depend on the elements ~1 tr2 -C . . ’ -crh-1 in R’. 
(3) ID’1 ado. 
Proof. Let D, CD be a subset with ID11 >db for some db much larger than do. 
The size of d; can be expressed in terms of the estimates arising from the sec- 
ond part of the argument (where we ensure the validity of property (3)). For each 
h - 1 element subset {dl , d2,. , dh_ I} C DI with dl < d2 < . < dh_ 1 and for each per- 
mutation rr:{1,2 ,..., h}+{1,2 ,..., h} we define a map F(dl,dz,. .,dh_l; n) which 
maps h-element subsets of R to the set {0,1,2,. . . ,q - l}. It is defined by letting 
F(d,,dz,...,dh-,;~)({r,,r2,..., rh}) (where rl < r2 < . . <rh) denote the number (mod- 
uloq) of the PU-trees 
(dl,r,(l))(dz,r~(2))...(d~--l,r,(h-1))(r,(h)) (*> 
These maps induce a map P to which each h-element subset {q, r2,. . . , rt,} CR takes 
one of q(j:jl’!)h! -values. This value expresses uniquely for each (h - I)-element subset 
of D1 and each permutation z : { 1,2,. , h} + { 1,2,. . , h}, the number (modulo q) of 
PU-trees of the form (*). 
Now by Ramsey’s theorem if Q is sufficiently large (not depending on 9) there 
must be a set RI 2 R with IRlI3 IDI l+qt and which is homogeneous for the “colouring” 
p:. By making RI slightly smaller we can ensure that ID\Dl / = IR\RI I. Choose a partial 
bijection p : D + R such that dom( p) = D\Dl and ran(p) = R\Rl . This ensures that the 
new restricted forest satisfies property (1). 
This procedure is now repeated (with db replaced by do so that (3) is satisfied) 
such that property (2) is fulfilled. Notice that application of a new p’ does not destroy 
property (1) (see Lemma 6.3.3 if necessary). 0 
Definition 6.3.2. Two tuples (rl,r2,. ., r-h) and (ri,r&. . . ,ri) have the same order 
structure if for the same permutation z we have that m(l) <rn(2) < . . . <r,(h) and 
r&r;(2)< .'. et(h). 
Lemma 6.3.3 (Stability). Suppose that 9 := {TI, T2,. . . , TU} is a forest of (D, R)- 
labelled PU-trees. Suppose all trees of maximaf height h satisfy (1) and (2) in 
Lemma 6.3.1. For any partial bijection p : D 4 R, with h + IpI < IDI, the forest 9’ := 
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{ Tp, TJ, , T{} of (D’, R’)-labelled trees (D’ := D\dom( p), R’ := R\ran( p)) also sat- 
i.$ks ( 1) and (2). 
Proof. By the second part of Lemma 6.2.4, we only have to check that (1) and (2) 
in Lemma 6.3.1 will be satisfied. To show (1) we have to prove that the PU-trees 
and 
appear the same number of times (moduloq) when d, -cd2 < <dh-,, when d’, cd; 
< . <d;_,, and when the order type of (r, , r2, . , rh) and (ri,r$,. ,rA) are the same. 
This follows from the fact that none of the representations could have been altered 
byp. q 
6.4. Creating order among trees of height h’<h 
Let 9 be a forest of (D,R)-labelled trees of PU-form. Write J as the union 
.pi U 32 U U <Ft,, where the sub-forest Yh;h’, 1 d h’ d h contains all trees of height h’. 
Suppose that we have already achieved that all trees in .Fhf~ (h’ <h” <h) satisfy con- 
ditions (1) and (2) in Lemma 6.3.1. By the same Ramsey type of argument as in 
Lemma 6.3.1 there exists a restriction p (i.e. a partial bijection) such that all trees in 
:9$ satisfy (1) and (2) in Lemma 6.3.1 with h replaced by h’. 
Consider the trees in .pP of height 6; h’<& < h. In general, there will be a flux 
of restricted trees TJ’ which originate from some T E ,Fh,l with i <h” 6 h. However, 
it turns out that if we choose y in a suitable way (there are various choices) the 
number (moduloq) of productions of a tree (d’,r’)(d2,r2)...(dh’-,,rh’-‘)(rh’) (or 
(d’,r’)(d*,r’). (dh’-’ , rh’-’ )(dh')) can be expressed as a polynomial in d’, d2,. . 
d”‘-’ and r’,r2,...,r h’ modulo qhph’ (when these elements are enumerated according 
to their size in D’ := D\nom( p) and R’ := R\Ran( p)). In other words, suppose that 
we have already achived that all trees in ph,, (h’ <h” f h) satisfy the conditions ( 1 ) 
and (2) in Lemma 6.3.1. Then without loss of generality we can assume that all trees 
in ,FJ~,J (h’ <h” <h) satisfy conditions (1) and (2) in Lemma 6.3.1. 
Definition 6.4.1 (Strong normal form). A forest J := {T,, T2,. , Tu} of PU-trees is 
on strong normal form if for each h’ <h: 
(1) For arbitrary d, <dZ< ... <C&L, and for each permutation 71: { 1.2, 
. h) 4 { 1,2,. , h} the number (moduloq) of trees of the form 
(d,,V,(l))(d2,r,(2))...(dh~,,r~(h’~l))(r~(h’)) 
only depends on residue classes moduloqh-h’ of the elements r, <i-2 -c . < !‘h and 
d, <d2 < <d/+,. 
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(2) For arbitrary 4 <dZ < . . . <dhr_-l, for each dht ED\{d,,dZ,...,dh,_l} and for 
each permutation rc:{1,2,...,h’ - I}-{1,2,...,h’ - I} the number (moduloq) of 
trees of the form 
(Q,r,cl,)(d2,m(2))...(dh~-l,rn(h~--l))(dh~) 
only depends on residue classes modulo qhPh’ of the elements rl <r2 < . . . <~-h._~ and 
Q <d2< ‘.. <d+l and dh/. 
Definition 6.4.2. For each permutation n of { 1,2,. . . , h’} let 9$(x; cl, c2,. . . , Ch’; s) de- 
note the block of trees of the form (dl,r,(,,)(d2,rzC2)). (dh,--l,r,(h,-l))(r,(h,)) where 
dl <d2 < . . . <dh,-1, r-1 <r2 < . . <rh’ and rl = cl modulo s, r2 = c2 modulo s, . . . , 
rh’ = c,,’ modulo S. 
Similarly for each k E (0, 1, . ..,A’-1) and for each permutation rt of {1,2,...,h’-1) 
we let F/(7t,k;c1,c2,.. ., ch’__I;s) denote the block of trees of the form (d,,r,,,,) 
(d2,r,(2))...(dh’--l,r~(h’--l))(drr(h’)) where 4 <d2< ... <dhf-1, dk<dh/ <dk+l, rl < 
r2 < . . . < rh’ and rl = cl modulo s, r-2 = c2 modulo s, . . . , rhl-_l = chl-l modulo s. 
Notice that a forest on strong normal form can be got as a union (repetitions might 
appear) of blocks qR(rr; cl, ~2,. . . , cj; qh-j) and qD(rc, k; cl, ~2,. . . , cj_1; qh-j). 
We are now ready to show that the regularity among the trees of height 1 (for 
suitable restrictions p) get inherited by the collection of trees of smaller height. 
Lemma 6.4.3 (Stability). Suppose d’, d and h are given numbers such that d’ <d - h. 
Let p be a restriction where dom( p) = { 1,2,. . . , d’} CD, where d = IDI and where 
Vr,r’ E Ran(p): jr-r’1 = 0 modulo qh. Assume p is monotone i.e. that for all i, j E Dom 
(p) with i < j we have p(i) <p(j). Suppose that F is a forest on strong normal form 
and suppose that each tree in F have height d h. Then 9-P remain on strong normal 
form. 
Proof. The restriction p is of the following form: 
P -l undefined 
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This choice of p is somewhat arbitrary. The main point of the choice is that the num- 
ber of productions of a tree (d1,r’)(d2,r2)...(dJ-‘,rj-‘)(ri) (or (d’,r1)(d2,r2)... 
(di-‘,rj-‘)(d,‘)) can be expressed as a (low-degree) polynomial (moduloq”) in the 
elements d’, d2,. ,dJ, r’, r2,. , rj (when these elements are enumerated according to 
their size in D’ := D\Dom( p) and R’ := R\Ran( p)). 
That this can be obtained is not surprising because the number of elements between 
any neighbours r and r’ (in R’ := R\Dom( p)) is - 1 modulo q’ for some r = v(r, r’) 3 h. 
In order to avoid unreasonably heavy notation we illustrate the point by consider- 
ing a few typical examples. The first diagram shows how the PU-trees of the form 
(d’,r1)(d2,r2)(r3) can arrive. 
In the first case dx:=d’, q:=r’, dd:=d2, r4:=r2 and rg:=r3. The bar indicates that 
p is defined for this element. There is one such tree for each F’, 72 (with (d’, 7’) E p 
and (22, F2) E p), which exists in the relation for r’, r2 and r3 which is specified by 7t. 
This relation could, for instance, require that F’ < F2 and that r’ ~7’) F2 <r3. Now this 
number a depends on s :=r3 - r’ - 1 - IR’n {r’ + 1,r’ + 2,. ,r3 - 1}1 the number 
of possible choices of i-1 and 72. Let i3 and i’ denote the values of r3 and r’ in 
the enumeration of R’ when these elements are listed according to size. Then clearly 
s=r3 -r1-(F3 - F’). In the example ‘3 = (i) = ()‘-r’-?(‘3-“)). Now we assumed that 
r3 = r’ modulo qh so a (modulo q) only depends on the values of p3 and r^’ modulo q2 
(actually modulo q except when q = 2). In other words (in general) if the elements 
in R’ are enumerated according to size, the flux SI modulo q only depends on the 
values of r’, r2 and r3 modulo qh’ in the new enummeration. In the second case 
(where we consider the flux fl) d2 :=d’, r2 :=r’, d3 :=d2, r3 :=r2 and t-4 :=r3. There 
is one such tree for each F’ which stand in the relation to r’,r2 and r3 which is 
specified by n. The numbers p (moduloq) of such trees only depends (after having 
re-enumerated the elements in R\Ran( p) according to their size) on the values of r’, r2 
and r3 modulo qh’ (h’ = 3) in the new enumeration. The third case (where we consider 
the flux y) d’ := d’, r’ := r’, d2 := d2, r2 := r2 and r3 := r3. There is exactly one such 
tree for each such three in the original block. 
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The next diagram shows how the PU-trees of the form (d’, r’)(d2,r2)(d3) can arrive. 
iii 
CY: (dl,rl)(dz,rz)(d3rr3)(d4,~4h)(ds?rs). 
: B: (dl,rl)(dz,rz)(d3,r3)(~4) 
(d1,r’)(dZ,rZ)(d3) (-; y : (dl,fl)(dz,rz)(d3rii3)(r4) 
In the first case d2 :=d’, r2 :=r’, d 3 := d2, rg := r2 and d4 := d3. The bar indicates that 
the element either belongs to the domain or range of p. Furthermore, (ai, Fi) E p. Again 
the number a (modulo q) of such trees are purely determined by r1 and r2 modulo qh’ 
in the reenumeration (where h’ = 3 in this example). In the second case, dl :=d’, 
rl :=r’, d2 :=d2, r 2 :=r* and d3 :=d3. The bar on 74 (and lack of bar on r-3) indicates 
that 74 belongs to Ran(p). The number p (modulo q) of such trees is purely determined 
by Y’ and r* modulo qh’ in the reenumeration. The third case is treated similarly. 
The case of 6 is very interesting. Here d2 :=d’, r2 :=r’, d3 :=d2, r3 :=r* and 
d4 := d3. The element d; belongs to Dam(p) and (di,Yi) E p. The number of values 
by ars depends on di. It is either ai -1, d2-dl, d3-d2, dd-dj or JDom(p)l-dq. For 
each di cd’ there is such a contribution. Thus the number 6 is either i(d’ - l)(d’ -2) 
or d’ .d2 - id’(d’ - 1) or just d2 -d’, d3 -d2 or IDom(p)l -d3. So in all cases the 
number 6 (moduloq) only depends on d’,d2 and d3 (moduloq’). 
From these examples it should now be clear that the number of productions of a tree 
(d1,r1)(d2,r2)...(dj-‘,rj-1 )(rj) (or (d1,r1)(d2,r2). . . (dj-‘,r’-‘)(dj)), in general, 
can be expressed as a polynomial (modulo qh) of degree d h - j in the elements 
dl, d*, . , dj, rl, r2, . . , d (when these elements are enumerated according to their size 
in D’ := D\Dom( p) and R’ := R\Ran( p)). In the general argument it is worth noticing 
that (5) = (5) modulo q whenever s = s’ modulo qj (whether q is a composite number 
or is a prime number). Thus 9 remains on strong normal form when it is “hit” 
byp. 0 
If we combine this lemma with Lemmas 6.2.4 and 6.3.3 we get: 
Lemma 6.4.4 (Strong normal form). Fix q EN\{ 1). For all h, 1 EN there exists d E N 
such that the following hold: 
Suppose that 9:={Tl,T2,..., T,} is a (D, R)-labelled forest of PU-trees where all 
trees have height <h and where /RI = IDI + q’. Then there exists a partial bijection 
p:D+R such that Pp:=(Tp,T,P,...,TUp) is a forest of (D’, RI)-labelled trees (where 
D’ := D\dom( p) and R’ := R\ran( p)) on the strong normal form. 
Furthermore, if 9 is (q, I)-exceptional, then P’-P is (q, I)-exceptional. 
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Now we are ready to show the main lemma (Lemma 6.2.5) 
Proof. By a similar reducing procedure as the one behind Lemma 3.2.1 we can as- 
sume that all trees in 9 are PU-trees. According to Lemma 6.4.4 we lose no gen- 
erality by assuming that 9 is in a strong normal form. Also we can assume that 
IDI =0 module q k+’ For each ci E D and r E R we can consider the branch { (d, Y) } 
of length 1. It appears 0 modulo q’ times so we have the identity: 
(1) ((d, *> \+ 1 - I(d,r) - ( + l(d)1 + I(r)1 = 0 module qk. 
Here (Ii, *) -+ is the collection of PU-trees (counted with multiplicity) of the form 
(d,vl)(u:,u:)“‘(uf-‘,u:~‘)(u’). 
Similarly, (u’.~) ‘.+ is the collection of PU-trees of the form 
(d) the collection of copies of the tree (d), and (r) is the collection of copies of 
the tree (Y). The forest 9 is on strong normal form so cdl(d)1 = 0 module qx and 
c, I(r)1 = 0 modulo qmin(k,‘) where IR( - ID( =q’. Later we assume l>k so the number 
u of trees in .p’ is given by 
(2) I* = Cc&Cd, *) \yf I + Cd,J(d)l + CrERl<l-)i = CdED I(d, *I ’ -* 1. 
Now for each d ED consider dl, d3,. . . d/-l, d,. Consider the set of trees of the form 
(d,v,f(dz,vzf.-.(d/-l,vl-I)(ri) or (d,uI)(d2,r2)...(d - I ~,r_l )(df) where ri ,Q,. . .r-l 
belongs to a certain type (expressed by the relative size of ~1, , Y/, but also taking their 
residue classes modulo q/-h into account). The number of such trees is 0 modulo q’-h 
provided JR] = IDI + ql. But then: 
(3) l(d, *) -+ I= 0 module qk for each d ED. 
Thus u = EdED I(d, *) -yt I = 0 modulo qk. C1 
6.5. Brief discussion of the general problem 
The method provided in this paper gives only an asymptotic classification of excep- 
tional forests. This is good enough for a complete classification of the Count(p) versus 
Count(q) problem in the case of polynomial growth rate. 
The fact that forests of the strong normal form remain in this form when ‘hit’ by a 
(randomly chosen?) restriction is very important. And it is very promising for the full 
classification (when n is large). The critical question is whether we can create order 
fast enough‘? Is it possible to create sufficiently much regularity before we have used 
the elements in 1={1,2,...,n}? 
In the first version of this paper I applied a different strategy to transform a hypo- 
thetically given exceptional forest 9 into an exceptional forest of a normal form. This 
was done by selecting a suitable collection G of group actions on 9. For each M t G, 
1 defined a forest gg containing the same number of trees as 9. Then, by a suitable 
choice of G (so U. IG! # 0 modulo q), the forest UqEc F” remains exceptional. By a 
proper choice of G it was argued that the resulting forest would get efficiently closer 
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to the normal form. This idea did not a priori require any strong assumptions on the 
height of the forest. However the argument was incomplete and the revised version 
settled for a weaker (but sufficiently strong) version of this claim. 
7. Some applications 
There are various alternative formulations of the classification. It is well known that 
complexity theory can be viewed as a recursion theory performed within a finite set 
of unspecified size. The levels in arithmetical hierarchy correspond to the levels in 
polynomial hierarchy [8]. It can be argued that low complexity reasoning is reasoning 
which can be formalised within (arbitrarily large) finite structures. Suppose that the 
universe is such an unspecified finite set. Although this is almost impossible to picture 
it is consistent. Such an “axiomatic finite” universe can be axiomatised in various ways. 
Its models (which are highly non-recursive) are of course not really finite. 
As an example consider the following axiomatisation over second order logic. Sup- 
pose that we have the full Arithmetical comprehension axiom schema, 
vz 3x i&z) tf x E x. 
Here II/ is any first order formula. We allow $ to contain set-variables. And assume 
that we have the usual induction axiom 
OEXAVn (nEX-+n+lEX)+Vn nEX. 
If the underlying universe was not assumed to be finite this would be the celebrated 
and powerful system ACA of analysis. If the underlying universe is axiomatically finite 
(e.g. satisfies the pigeon-hole principle) we denote the axiom system by ACAtoP. For 
this system 
Theorem 7.0.1. Count(p) holds in all structures of ACAtoP + Count(q) exactly when 
all prime divisors in p appear in q. 
Proof (Outline). Combine the conservation results in [22, 231 with results for Bounded 
Arithmetic. By these results ACAtoP has the same deductive strength as rAc(cr). By 
use of the usual coding methods the system is able to handle terms of polynomial 
growth rate. Thus the positive part of the classification must remain valid if IA,,(a) is 
replaced by ACAtoP. q 
It is also possible to link the result to length of proofs in propositional logic. This 
type of link was first pointed out by J. Paris and A. Wilkie in [18]. 
Definition 7.0.2. A Boolean formula is a Boolean circuit where for each disjunction 
vj rtj and for each conjunction Aj nj a particular bracketing is specified. The size and 
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the depth of a Boolean formula is defined in the obvious way. In the calculation of 
the depth, disjunctions VjXj and conjunctions AjXj are chosen maximally. 
Definition 7.0.3. A general propositional proof system P consists of: 
(1) A finite number of substitution schemes. 
A substitution scheme is a Boolean formula 8 which only contains special variables 
(substitution variables). A substitution instance of 8 is obtained by substituting the 
substitution variables yr ) . . . ) yk by Boolean formulas VI). ) ?,k. 
(2) A finite number of deduction rules. 
A deduction rule w where Or,. . . , 19k and 0 are substitution schemes. A sub- 
stitution instance is obtained by substituting the substitution variables y,, , yk by 
Boolean formulas ~1, . , y]k. 
A P-proof (in Hilbert style) of g is a sequence ~1,. . , vu = q of Boolean formu- 
las, such that each ylr, j = 1,2,. . . , u is either a substitution instance of a substitution 
scheme, or there are it,. . . , ik <j such that “I ;;‘“‘” is a substitution instance of a de- 
duction rule. 
We only consider general propositional proof systems which are consistent and prove 
the usual tautologies. 
The size s of a propositional proof 
maxj 4v.j 1. 
is s :=Cjs(qj), and the depth d is d:= 
Definition 7.0.4. A Frege proof system (or a textbook proof system) is a general 
propositional proof system, where modus ponens y’, 7 y’vyz is the only deduction rule. Y2 
Definition 7.0.5. Let Count,(p) denote the tautology: 
i 
v v v 0) v (ilp.J 
i<n {A: EA} {B: iEBAA#B} 
where the sets A and B run through the p subsets of { 1,2,. , n}, 
Theorem 7.0.6. Fix p E N. Let ~4 be the collection of all substitution schemes of 
the Count(q) principle for q EN which contain all prime factors of p. Let P be any 
general proof system to which all the schemes in s(~ are added. Then the tautologies 
Count,,(p), do not have bounded depth polynomial size P-proofs. 
Proof. Suppose that for arbitrarily large n EN, there exists a P-proof of depth ,<d 
and size <exp(n”(“)). Let R be a suitable relation with domain N’, r E CO, which codes 
these proofs. Let M be a countable non-standard model of Th(N) over some countable 
language L which extends the language of Arithmetic and contains R. By overspill 
there exists a non-standard number n E M which is not divisible by p, and there exists 
an M-definable sequence 19,) t12,. . , B,, of formulas, which (within M) is a general 
propositional P-proof of Count,(p). Furthermore, we can assume that the depth of 
the proof is <d, and that the size of the proof is < exp(n’) for some t < l/w (the 
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map E : N --+ Q+ can without loss of generality be assumed to be L-definable, because 
otherwise L can be extended with a relation which defines E). 
Now choose a generic truth-table evaluation PG. Such an evaluation exists according 
to Lemma 2.3.2. Consider the sequence 01,. . . , 8, (considered as circuits) and notice 
that (&)g~ = (Count,(p)); = 0. According to Corollary 2.4.2 there exists jo d u such 
that (QjO)b~ = 0 but (0j)‘G = 1 for all j <jo. Now each substitution instance 0, of a 
substitution scheme has (0j)” = 1 for each general truth-table evaluation p. If 0’j is 
obtained from a deduction rule then (0,)p = 1 provided that all the premises also have 
truth-value 1. 
Finally, we claim that a11 substitution instances of the Count(q) principle also get 
truth-value 1. Now if it got the truth value 0, then by the work in Section 4 there 
would be a M-definable generic system. By our refinement technique this would 
imply the existence of a specially labelled (1, p)-forest in which all branches appear 
0 moduloq times. And the forest would contain a number of trees not divisible by q. 
According to the combinatorial results in Section 6 this (first order) statement fails in 
the standard universe. We chose M to be a model of first order arithmetic, so this is a 
contradiction. 0 
Theorem 7.0.7. Let M be a countable non-standard model of Th(N) over a count- 
able jirst order language L which extend the language of arithmetic. Suppose that 
p E N, p >,2 and I := ( 1,2,. . . , n} C M for some n E M\w not divisible by p. Let 
M,* := {M E M: t(n) > m for some term t EL}. 
For any generic filter pi the partition fit (see DeJinition 2.2.5) partitions I into 
disjoint classes, each containing exactly p elements. If the terms t EL all have poly- 
nomial growth rate 
(a) W,*,PC) k lCount(p). 
(b) (IV,*, PC) satisfies induction for bounded L(P)-$ormulas. 
(c) (M,*,Pc) k Count(q)f or a 11 q which contains all prime factors in p. 
Proof. It suffices to show that the least number principle is valid for bounded L(P)- 
formulas with parameters in M,‘. Now each instance of the least number principle gets 
translated into a Boolean circuit (or Boolean formula if we specify the bracketing) 
of the form LNPn(rri,. . . ,TC,) := z,V(V~<~( 1 XjA(/\k,jZk))). Furthermore, according 
to earlier observation, each translated instance gets depth <4 and size < exp(n’) for 
some t < n’iw. According to the key lemma (Lemma 2.4.1) for any generic filter PG if 
(TC~)~G = 1, there exists js 6 u with (nj, )’ = 1 and (rtj)’ = 0 for j < ja. A simple argu- 
ment shows that LPN,(ni, . . , TC,)~G = 1. Using Lemma 2.1.6 (M, FG) satisfies induction 
for bounded L(P)-formulas with parameters in M,‘. 
Again all Count(q) much be forced true when p contains a prime factor not in q. 
If not there would exist an M-definable generic system. And thus by the refinement 
argument there would be an (I, p) forest with # 0 moduloq trees, in which each (type 
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of) branch appears 0 moduloq times. This is a contradiction when p contains a prime 
factor which does not appear in q. n 
Theorem 7.0.8. Suppose that all terms in L have polynomial growth rate, und con- 
tains at least one unspecijed relation symbol. Then I&(L)+Count(qj prove Count(p) 
exactly when all prime factors in p divide q. 
Proof. (M,*,fi,) + ZA,(Lj + 7 Count(p) + Count(q). a 
8. Final remarks 
The first version of this paper contained the complete reduction of the Count(p) 
versus Count(q) problem. This reduced the problem to a purely combinatorial prob- 
lem. The revised version of the paper solves this problem explicitly (in the case of 
polynomial growth-rate). In addition the revised paper develops the underlying theory 
in more details. 
To end I would like to thank P. Beame, J. Krajicek, A. Macintyre, P. Pudlak, A. 
Razborov and A. Wilkie for many helpful remarks and comments. Independent of this 
paper it has been shown that the topic is related to Hilbert’s Nullstellensatz [6], as 
well as related to the representation theory of the symmetrical groups [4]. I hope these 
links will be further clarified and developed in the future. 
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