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Abstrakt 
Tato bakalářská práce pojednává o detekci obličejů ve videu. Jsou postupně popsány metody detekce 
lidské kůže v obraze, nejprve parametrické a následně pomocí Gaussova rozložení pravděpodobnosti. 
Následně jsou popsány metody detekce obličejů pomocí invariantních rysů i  pomocí metod 
využívajících strojové učení. Zvláštní důraz byl kladen na detekci obličejů pomocí detektoru Viola-
Jones, využívajícího algoritmu AdaBoost. V práci je také popsána praktická realizace detektoru 
obličejů, která byla implementována v jazyce C++ za použití knihovny OpenCV.  V závěru práce 
jsou popsané metody zhodnoceny a rozebrán další možný vývoj projektu. 
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Abstract 
This bachelor's thesis describes detection of faces in video. Methods for human skin detection are 
described, both using the parametric approach and using the Gaussian distribution. The following 
is an analysis of face detection methods using the invariant features and using the machine learning 
methods. A particular emphasis was placed on face detection using the Viola-Jones detector using 
AdaBoost algorithm. The thesis also describes a practical implementation of the face detector, which 
was implemented in C++ using OpenCV library. Finally, the described methods are evaluated 
and the future project development is analyzed. 
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1 Úvod 
 
Zadáním této práce je prozkoumat a popsat metody detekce obličejů ve videu v reálném čase. Metody 
detekce jsou zkoumány a popisovány na samostatných obrázcích, protože video je vlastně sada na sebe 
navazujících snímků. Samotná detekce obličejů ve videu je zvláště v poslední době poměrně důležitou 
a progresivně se rozvíjející oblastí grafiky. V poslední době nastává velký rozmach digitálních 
fotoaparátů, využívajících funkci automatického ostření na lidský obličej viz. Obr. 1.1, nebo i jiných 
zařízení pro detekci obličejů ve videu např. detekce podezřelých osob z průmyslových kamer apod. I pro 
zájem o tyto oblasti výpočetní techniky a počítačové grafiky jsem se rozhodl pro toto téma bakalářské 
práce. Jádro práce je rozděleno do tří základních částí.  
 
 
Obr. 1.1: Ukázka detekce obličejů fotoaparátem Nikon [11] 
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V první části jsou rozebrány metody detekce lidské kůže v obraze. Jsou upřesněny pojmy jako barva 
kůže nebo barevný model. Jsou zmíněny a popsány základní modely používající se pro detekci lidské kůže 
jako jsou RGB nebo YCbCr modely. Následně jsou přiblíženy metody klasifikace pixelů odpovídajících 
lidské kůži. Zvláště důkladně je popsána metoda klasifikace pixelů odpovídajících lidské kůži pomocí 
Gaussova pravděpodobnostního  rozložení. 
V další kapitole jsou popsány metody samotné detekce obličejů v obraze. Podrobněji je rozebrána 
metoda využívající invariantních rysů lidské tváře. Jsou popsány základní invariantní rysy jako je detekce 
kůže, obličejové oblasti a nakonec také obličejových elementů jako jsou oči nebo ústa. Dále jsou 
rozebrány metody využívající strojové  učení. Jsou krátce popsány metody využívající neuronových síti 
a metoda Support Vector Machine. Detailněji je popsána metoda detekce obličejů pomocí detektoru 
představeného P. Violou a M. Jonesem, využívající algoritmu AdaBoost. Jsou zde vysvětleny základní 
pojmy tohoto detektoru, jako je integrální obraz, Haarovy příznaky nebo samotný AdaBoost algoritmus. 
Ve třetí části je popsána praktická realizace detektoru. Detektor byl naimplementován 
v programovacím jazyce C++ a využívá knihovnu openCV. Jsou zde popsány implementované funkce 
i celé realizované řešení detektoru. 
V závěru jsou rozebrané metody zhodnoceny, jsou popsány výsledky této práce a je nastíněn možný 
další vývoj. V přílohách práce jsou také ukázány výsledky realizovaného detektoru. 
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2 Metody detekce lidské kůže v obraze 
Kvalitní detekce lidské kůže v analyzovaném snímků má zásadní vliv pro výslednou detekci lidské tváře. 
Pokud je kůže v obraze chybně označena, detekce obličeje poté vychází z tohoto nekvalitního snímku, 
a má proto zkreslené výsledky. V této kapitole budou popsány některé ze známých metod detekce kůže 
v obraze, ovšem nejedná se o všechny známé metody.  Stěžejní částí detektoru kůže je transformace 
vstupního obrázku do vhodného barevného prostoru, kde je provedena samotná detekce oblastí lidské 
kůže a jejich následné označení. Popis těchto metod je naznačen v následujících podkapitolách. 
2.1 Barva kůže 
Barva kůže je velmi charakteristickým rysem při hledání obličejů v obraze. Jedná se o relativně 
jednoduchý postup vyfiltrování ploch s kůží z obrazu, proto se tento postup velice často používá. Vychází 
se z faktu, že především při převodu obrázku do vhodného barevného modelu, má lidská kůže velice 
charakteristickou barvu.  
Vhodnými modely jsou především ty, které mají oddělenou jasovou složku (např. YCbCr), protože 
lidská kůže zde není tak závislá na osvětlení a jiných  okolních podmínkách viz. Obr. 2.5. Další 
nespornou výhodou je nezávislost na tvaru obličeje, překrývajícími se obličeji, obličeji s vousy a brýlemi,  
je zkrátka detekována všechna kůže na obrázku. Toto může v sobě skrývat tu nevýhodu, že při detekci 
veškeré kůže na obrazu, jsou označeny opravdu všechny části, a ne jen obličeje, proto se při následné 
detekci musí hledat plochy, které skutečně jsou obličejem a vyloučit ty, které jsou jinými částmi těla. 
Stejně tak, pokud se v obraze nachází místa, mající barvu kůže, které ale nejsou lidskou kůží, jsou 
označeny za lidskou kůži. I tyto plochy musí být vyloučeny v dalších fázích detekce [4].  
2.2 Barevné modely 
Důležitým aspektem pro kvalitní a úspěšnou detekci kůže ze snímku je zvolení správného barevného 
modelu. Vstupní obrázek detektoru je realizován v modelu RGB, tento model ovšem nemá oddělenou 
jasovou složku, a proto se hodí pouze pro detekci za stálých světelných podmínek. Proto je vhodnější 
použít některý z modelů s oddělenou jasovou složkou, jako je například YCbCr nebo některý z modelů 
HSL, HSB nebo HSV. Hlavním důvodem pro vznik barevných modelů, bylo především zjednodušení 
uchovávání informace o barvě, protože při přesném zobrazení barvy, by bylo nutné pro každý pixel 
stanovit spektrální křivku. O tom, že barevné modely mají v oblasti vědy a zobrazení svůj význam svědčí 
i to, že jejich tvorbou a výzkumem se v minulosti zabývala řada známých vědců, jedněmi nejznámějších 
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byli: Aristotelés, Isaac Newton, Johann Heinrich Lambert, Johann Wolfgang Goethe, James Clerk 
Maxwell a mnoho dalších.  Barevný model tedy specifikují především soubor barev modelu, způsob 
míchání jednotlivých barev a další charakteristiky daného modelu [2]. Právě způsob míchání barev, lze 
realizovat dvěma základními postupy:   
Sčítací míchání (aditivní):  
Tento postup je použit například v monitorech, a různých jiných zobrazovacích zařízeních. Princip 
vychází ze skládání barev světla, tedy základní barvou je černá a přidáváním jednotlivých barev se obraz 
zesvětluje. Při dosažení maximální intenzity jednotlivých barevných složek se dosáhne bílé barvy. Tento 
princip je použit například u barevného modelu RGB, tedy bude v dalších částech této práce důležitý. 
Princip míchání barev je možno vidět na obrázku Obr. 2.1. 
Odčítací míchání (subtraktivní):  
Jedná se o opačný postup než u aditivního systému. Výchozí barvou je zde bílá postupným nanášením 
barevných složek se výsledný snímek ztmavuje až se nakonec dosáhne černé barvy viz. Obr. 2.1. Tento 
model je využíván hlavně u tiskáren, kde to plyne z logiky postupu, protože  vstupním obrazem je bílý 
papír. Tento princip míchání pro tuto práci nebude až tak důležitý. V problematice detekce lidské kůže nás 
budou zajímat především dva barevné modely a to model RGB a model YCbCr. Tyto modely budou blíže 
specifikovány v dalších kapitolách. 
 
 
 
 
 
 
 
Obr. 2.1: Příklad aditivního a subtraktivního míchání barev 
2.2.1 Model RGB 
RGB je základním barevným modelem, je realizován 3 základními barvami. Jedná se o červenou (Red), 
zelenou (Green) a modrou (Blue), odtud název RGB, tento model lze reprezentovat graficky viz. Obr. 2.2. 
Jedná se o aditivní model, tudíž výsledná barva zde vzniká smícháním těchto 3 základních barev, oproti 
subtraktivnímu míchání barev, viz Obr. 2.1. Černá barva je realizována nulovým zastoupením všech 
barevných složek RGB, naopak bílá barva je realizována maximálním zastoupením těchto složek. S tímto 
Subtraktivní míchání 
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modelem pracuje například monitor při zobrazování barev. Rozlišujeme několik barevných hloubek. 
V našem případě se budeme zabývat systémem s 24-bitovou barevnou hloubkou. Tedy každá ze 3 barev 
je reprezentována 8 bity (24/3), tudíž každá barva má intenzitu v rozsahu 0-255, podle vztahu 23=256. 
 
 
                                   
 
 
 
 
Normalizovaný RGB 
Pro zjednodušení může být použit tzv. normalizovaný RGB. Vztahy pro výpočet jednotlivých složek jsou 
popsány ve vzorci (2.1).  
BGR
R
r
++
=    
BGR
Gg
++
=   
BGR
Bb
++
=                                                 (2.1) 
Normalizovaný RGB má oproti klasickému RGB tu vlastnost, že součet jeho tří složek je roven 1, 
platí tedy R + G + B = 1.  Tento vzorec nám poskytuje tu možnost, že lze jednu z barev vypustit, protože 
ji můžeme podle tohoto vztahu snadno dopočítat. Tato vlastnost zajišťuje redukci barevného prostoru. 
2.2.2 Model YCbCr 
Pro detekci lidské kůže v obraze je však vhodnější použít model YCbCr, protože v tomto modelu mají 
všechny odstíny kůže podobnou barvu a je tedy relativně snazší určit práh hodnot, které ještě jsou kůže 
a které už jsou okolí. Tento model je oproti modelu RGB, reprezentován dvěma složkami Cb  a Cr a také 
složkou Y, která nese informaci o jasu. Grafická reprezentace tohoto modelu může být realizována krychlí 
viz. Obr. 2.3. 
 
 
 
 
 
Obr. 2.3: Grafická reprezentace modelu YCbCr [10] 
Obr. 2.2: Grafická reprezentace modelu RGB 
Modrá 
(0,0,255) 
Zelená 
(0,255,0) 
Červená 
(255,0,0) Žlutá 
(255,255,0) 
Černá 
(0,0,0) 
Azurová 
(Cyan) 
(0,255,255) 
Purpurová 
(Magenta) 
(255,0,255) Bílá (255,255,255) 
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Ukázka transformace mezi modely RGB a YCbCr je vidět na obrázcích Obr. 2.4 a Obr. 2.5. Převod 
hodnot mezi těmito dvěma modely je také relativně snadný,  je realizován podle vzorce (2.2).  
 
 
 
Tento model je používán převážně  pro video nebo tvorbu digitálních fotografií [1]. 
 
                  
         Obr. 2.4: Obrázek v modelu RGB                         Obr. 2.5: Obrázek převedený z RGB do YCbCR 
 
2.2.3 Ostatní barevné modely 
V praxi známe ještě další typy barevných modelů, ovšem tyto modely se buď nehodí pro rozpoznání 
lidské kůže nebo nepřináší větší užitek oproti zmiňovaným RGB nebo YCbCr.  
CMY(K) 
Známe například model CMY(K), tento model je v podstatě obráceným RGB, barvy zde vznikají 
subtraktivně, oproti RGB, kde vznikají aditivně. Zkratka CMY(K) znamená počáteční písmena základních 
barev tohoto modelu, C (cyan) je tyrkysová, M (magenta) je purpurová, Y (yellow) je žlutá, nakonec 
K (black) označuje černou barvu, která se občas používá při tisku samostatně, protože při smíchání 
         Y = 0,299 * R + 0,587 * G + 0,114 * B 
         Cb = -0,1687 * R  - 0,3313 * G + 0,5 * B + 128 
         Cr = 0,5 * R  - 0,4187 * G  - 0,0813 * B + 128 
 (2.2) 
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ostatních tří složek nevznikne úplně černá barva.  Vzhledem k tomu, že se tento model používá především 
v oblasti tisku a polygrafie, není tento model pro účel detekce kůže až tak důležitý. 
HSI, HSV(HSB) 
Dalšími barevnými modely jsou modely HS (I/V/L). Jedná se o třísložkové modely, jejichž složky nejsou 
základními barvami modelu, ale znamenají Hue (barevný tón), Saturation (sytost) a třetí složku, 
Intensity/Value (jas). Model HSV může být někde též nazýván jako HSB. Princip složení barvy je takový, 
že barevný tón určuje převládající spektrální barvu, sytost udává příměs ostatních spektrálních barev a jas 
příměs bílého světla (bílé barvy).  Zobrazení barev systému HSV lze demonstrovat na šestibokém jehlanu 
viz. Obr. 2.6 [2]. 
HLS 
Tento systém představuje vylepšení systému  HSV a odstraňuje některé jeho nedostatky. Uvedla jej firma 
Tektronix. Zkratka L(lightness) zde určuje opět jas, ostatní dvě složky jsou shodné se systémem HSV. 
Se systémem HSV si je velice podobný, ovšem místo jehlanu jsou použity dva kužely viz. Obr. 2.7, 
což více odpovídá lidskému vnímání barev [2]. Jak model HSV, tak model HLS mají oddělenou jasovou 
složku, což znamená, že nejsou tak náchylné na změny světelných podmínek a jde je tedy použít pro 
detekci kůže, stejně jako model YCbCr. 
 
 
 
 
 
 
 
 
 
 
 
 
  
       Obr. 2.6: Grafická reprezentace modelu HSV                   Obr. 2.7: Grafická reprezentace modelu HLS 
Jas (V) 
Sytost (S) 
Tón (H) 
   Světlost (L) 
Sytost (S) 
Tón (H) 
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2.3 Klasifikátor pixelů kůže 
Klasifikace pixelů je proces, kdy z daného barevného modelu vybereme ty pixely, které budou označeny 
jako kůže a ty, které budou brány jako okolí. Způsob klasifikace se liší podle zvoleného barevného 
modelu. 
Klasifikátor RGB modelu 
Pro detekci kůže při použití barevného modelu RGB můžeme použít vztah (2.3). Tento způsob detekce 
z barevného RGB modelu se však v praxi při testování ukázal jako poměrně nepřesný [3]. 
 
 
 
 
Klasifikátor YCbCr modelu 
Vlastní detekce kůže z obrázku převedeného do tohoto modelu probíhá tak, že jsou stanoveny meze pro 
jednotlivé hodnoty Y, Cb a Cr, přičemž když pixel spadá do těchto mezí, je označen za lidskou kůži 
a když do těchto mezí  nespadá, je brán jako okolí. Tyto parametry byly stanoveny experimentálním 
testováním a nejlépe se osvědčily intervaly, popsané vztahem (2.4). 
  
 
 
 
2.3.1 Gaussovo pravděpodobnostní rozdělení 
Při použití modelu RGB a nastavení vhodného intervalu barvy kůže, je možné dosáhnout relativně 
kvalitních výsledků detekce kůže. Tato detekce je ale velmi závislá na osvětlení a jasových podmínkách. 
Při relativně malé změně podmínek osvětlení, může selhat celý cyklus detekce kůže. Z tohoto důvodu bylo 
ve finální realizaci detektoru kůže použito Gaussovo pravděpodobnostní rozdělení, pro obrázek v modelu 
YCbCr.  
Nejprve byla sestavena množina testovacích ploch s barvami kůže, tato množina je znázorněna 
na obrázku Obr. 2.8.  Při vytváření této množiny byla snaha, aby v modelu nebyly jiné části než lidská 
kůže, což by zmenšovalo přesnost a kvalitu této množiny. Dále byl brán ohled na detekci osob bílé pleti, 
tudíž v modelu nejsou zahrnuty osoby černé a dalších pletí. Tento fakt sice zúžuje možné použití 
           (R > 95) && (G > 40) && (B > 20) && 
 (max{R,G,B} − min{R,G,B} > 15) &&   
           (|R − G| > 15) &&  (R > G) &&  (R > B) 
 
10   <  Y  < 220 
130 < Cr < 180 
70   < Cb < 130  
(2.4) 
(2.3) 
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detektoru, ovšem je tak daleko přesnější pro bílou kůži. Dalším možným zpřesněním by bylo zrobustnění 
obrázku o další vzorky lidské kůže, ovšem pro tyto účely tento obrázek postačuje. 
 
 
Obr. 2.8: Testovací množina s plochami obsahujícími lidskou kůži 
 
Tato množina je nejprve převedena z modelu RGB do modelu YCbCr. Následně je procházena pixel 
po pixelu a hodnoty Cb a Cr jsou ukládány do matice, tyto hodnoty jsou v rozmezí <0, 255>, tedy 
výsledná matice má rozměry 256×256. Tato matice tedy obsahuje četnosti jednotlivých hodnot barevných 
složek Cb a Cr. Graf těchto četností (tzv. histogram) je patrný na obrázku Obr. 2.9. 
 
 
Obr. 2.9: Graf četností pixelů hodnot Cr Cb 
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Nyní, když je sestaven graf četností (tzv. histogram), může být spočtena průměrná hodnota složky 
Cr a složky Cb. Tato průměrná hodnota byla spočtena pomocí vzorce (2.5). Tato průměrná hodnota nám 
určuje střed Gaussovy křivky, tedy místo, které s největší pravděpodobností odpovídá lidské kůži. Z výše 
uvedené vstupní množiny, byl vypočten střed Gaussovy křivky jako Cb = 111 a Cr = 152. 
 
∑
=
=
n
j
yj
n
yE
1
1)(                   (2.5) 
 
Následně může být vypočtena kovarianční matice. Tato kovarianční matice určuje šířku a natočení 
výsledné Gaussovy křivky. Matice je symetrická podle hlavní diagonály a obsahuje čtveřici prvků, 
můžeme ji vypočítat podle vztahu (2.6). Námi vypočtená matice vyšla 





=
398227
227257
C . 






−−−−
−−−−
= )))((*))((()))((*))(((
)))((*))((()))((*))(((
22221122
22111111
xExxExExExxExE
xExxExExExxExE
C           (2.6) 
 
Nyní, když je stanovena kovarianční matice, může být realizován samotný výpočet Gaussova 
rozdělení pravděpodobnosti. Tento výpočet je realizován pro každý pixel v matici o rozměrech 256×256, 
s hodnotami intenzit Cb, Cr. Výpočet pravděpodobnosti je realizován podle vzorce (2.7)[3]. 
 




−−−=
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2
1),( 1 µµ
pi
xCx
C
CrCbP T                          (2.7) 
 
V tomto vzorci je:  P(Cb,Cr) je pravděpodobnost pixelu o daných souřadnicích Cb-Cr k náležitosti  
lidské kůži,  
C je již dříve vypočtená kovarianční matice, 
C  je determinant konvarianční matice,  
x je aktuální hodnota Cb-Cr vektoru,  
µ
 
je dříve vypočtený střed Gaussovy křivky. 
 
Při aplikaci vzorce (7) je matice o rozměrech 256×256 vyplněna hodnotami pravděpodobnosti, 
že daný pixel hodnot Cb a Cr náleží lidské kůži. Při zanesení této matice hodnot do grafu, je patrné, jak 
bude vypadat Gaussova křivka, použitého histogramu četností. Graf křivky je vidět na obrázku Obr. 2.10. 
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Obr. 2.10: Gaussova pravděpodobnostní křivka pro náš histogram četností 
 
2.3.2 Klasifikace pixelů pomocí Gaussova rozložení 
Nyní je již hotova pravděpodobnostní matice a může být zahájena samotná detekce kůže z analyzovaného 
obrázku. Analyzovaný obrázek je nejprve převeden do barevného modelu YCbCr. Následně je realizován 
průchod obrázkem pixel po pixelu, pro každý pixel je zjištěna hodnota Cb a Cr, tyto hodnoty slouží jako 
souřadnice do pravděpodobnostní matice. Na souřadnicích v pravděpodobnostní matici je uložena hodnota 
pravděpodobnosti, že tento pixel odpovídá lidské kůži. Analyzovaný obrázek je následně převeden 
do šedotónového pomocí této pravděpodobnosti, která je v rozsahu <0,1>. Pravděpodobnost 
0 je ve výsledném obrázku černá barva a pravděpodobnost 1 je bílá barva, hodnoty mezi 0 a 1 jsou 
příslušné odstíny šedi. Ukázka klasifikace pomocí Gaussova rozložení je ukázána na obrázku Obr. 2.11.  
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Obr. 2.11: Vzorový obrázek v modelu RGB (vlevo), Obrázek po klasifikaci pixelů (vpravo) 
 
Nakonci klasifikace pixelů je stanoven práh, který určí jaké pixely budou definitivně brány za lidskou 
kůži. Po aplikaci tohoto prahu budou hodnoty, nacházející se pod tímto prahem automaticky převedeny 
na černou barvu. Práh je zde aplikován především proto, že jak z testovací množiny, tak z výsledného 
“zaoblení“ Gaussovy křivky, je patrné, že pixely s pravděpodobnostmi blížícími se 0 mohou být šum 
a neodpovídat lidské kůži, jak je to patrné i z obrázku Obr. 2.11. Porovnání šedotónového obrázku 
a šedotónového obrázku, kde byl aplikován práh 0,4, pro hodnoty s pravděpodobností větší než 40% 
je vidět na obrázku Obr. 2.12.  
 
                   
Obr. 2.12: Šedotónový obrázek bez prahování (vlevo), Obrázek po prahování, práh=0,4 (vpravo) 
2.4 Zhodnocení detekce kůže 
I při použití velice kvalitního detektoru kůže, se stává, že jsou za kůži označeny pixely, které 
ve skutečnosti kůží nejsou a naopak některé oblasti, které náleží lidské kůži označeny nejsou, například 
vlivem velmi malého osvětlení apod. Tento fakt je způsoben především tou situací, že detektor kůže 
pracuje bezkontextově, přistupuje ke každému pixelu zvlášť a nezávisle na okolí,  tudíš neřeší jev, 
že postava stojí například před zdí, která má pleťovou barvu. Proto tyto oblasti, které byly označeny 
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za kůži nesprávně, musí být vyloučeny v další fázi detekce, při detekci obličeje. Na obrázku Obr. 2.13 
je ukázáno srovnání použití dvou metod detekce a klasifikace kůže.  
Pro výslednou aplikaci byl vybrán princip detekce a klasifikace pixelů pomocí Gaussova 
pravděpodobnostního rozložení, protože vykazuje nejlepší výsledky i ve scénách s horším osvětlením.  
V prvním řádku jsou zobrazeny vzorové obrázky, na kterých byla detekce prováděna, na druhém řádku je 
provedena parametrická detekce pomocí filtru RGB, na třetím řádku je detekce provedena pomocí 
Gaussova pravděpodobnostního rozložení. Na čtvrtém řádku je ukázána pravděpodobnost náležitosti 
lidské kůži, pomocí Gaussova pravděpodobnostního rozložení. 
 
         
        
        
        
Obr. 2.13: Ukázka srovnání detekce pomocí parametrické RGB a metody Gaussova rozložení 
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3 Metody detekce obličeje v obraze 
Metody detekování oblasti obličeje jsou další částí této práce. Jedná se o proces, který za ideálních 
podmínek (konstantní pozadí, konstantní osvětlení) není až tak složitý, ovšem existuje celá řada vlivů, 
které detekci obličeje ztěžují a činí ji složitější a algoritmy pro tuto detekce robustnějšími. Mezi tyto vlivy 
patří například: 
 
• Různorodost osvětlení 
• Různorodost pozadí a okolí obličejů 
• Překrývající se a různě natočené obličeje 
• Obličeje překryté vlasy, brýlemi, vousy apod. 
• Výrazy ve tváři jako jsou zavřené oči, různé úšklebky apod. 
 
Detekci obličejů v obraze lze realizovat celou řadou postupů, přičemž každý z těchto postupů se dá 
použít pro určitou oblast detekce, určité podmínky okolí a pro určitou přesnost detekce. Principů dělení 
těchto metod je více, můžeme je rozdělit například takto: 
 
• Metoda neměnných rysů (resp. invariantní metoda): Tento postup využívá znalost základních rysů 
obličeje, a také následný výpočet plochy, kterou zabírají tyto části. Těmito rysy jsou například barva  
kůže obličeje, poloha očí, nosu a úst a další. Tyto rysy obvykle nepodléhají velkým změnám a bývají 
pro konkrétní obličeje většinou neměnné (invariantní). Důležitým aspektem je sledování a korekce 
okolních podmínek při hledání těchto rysů, těmito podmínkami jsou například osvětlení, šum atd. Tato 
metoda je celkem často používaná pro relativně snadnou implementaci a dobré výsledky výsledné 
detekce obličeje.  
 
• Znalostní metoda: Tato metoda hledá průměrný obličej, který by měl vyhovovat všem obličejům, 
které jsou s tímto obličejem testovány. Tedy jsou stanovena pravidla popisující tento typický obličej. 
Tato pravidla jsou hlavně geometrického charakteru rysů tváře, například, že obě oči jsou ve stejné 
výšce, symetricky mezi nimi se nachází nos a pod ním ústa. Algoritmus tedy  musí vyextrahovat tyto 
rysy z tváře, což je implementačně náročné, tudíž bude vysoká výsledná složitost tohoto algoritmu. 
Vyskytují se zde také problémy s různě natočenými tvářemi, tudíž musejí být přidány další pravidla, 
pro detekci například tváří v profilu atd. I fakt, že při použití striktních pravidel, je mnoho obličejů 
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z detekce vyřazeno a naopak, při použití mírných pravidel, jsou označovány za obličeje oblasti, které 
obličeji nejsou, dělá tuto metodu složitou. 
 
• Srovnávání šablon obličejů: Tato metoda porovnává analyzovanou fotografii s připravenými 
šablonami obličejů nebo jenom jejich částí. Tento postup je velice pracný a náročný, protože zmíněné 
šablony musíme obvykle tvořit ručně a musíme je mít uloženy někde v paměti počítače.  
 
• Vzorových obličejů: Tento postup porovnává možné obličeje v obraze s databází skutečných 
obličejů. Je známý například z televize, kde počítač fotografii s obličejem porovnává s databází 
fotografií a hledá podobné obličeje. Tento postup je relativně jednoduchý na implementaci, 
při vhodných parametrech porovnávání je schopen vykazovat celkem uspokojivé výsledky. Ovšem 
nevýhodou je nutnost uchovávat databázi obličejů, což může být paměťově náročné. 
 
• Zjevy obličeje:  Je velice podobná metodě vzorových obličejů, avšak neporovnává fotografii s celou 
databází obličejů. Z databáze obličejů je vytvořeno několik průměrných modelů, které vykazují 
podobné výsledky. Analyzovaná fotografie je pak porovnávána s těmito vzory [1]. Tyto metody 
využívají učení z trénovací množiny. 
 
 
Vzhledem k tomu, že je již extrahována z analyzovaných obrázků oblast kůže, budou dále probírány 
především metody neměnných rysů. Které z této detekce nepřímo vycházejí. Dále budou zmíněné 
i některé z metod vzhledu a zjevu obličeje, protože výsledný program pro realizaci detektoru obličejů byl 
realizován pomocí algoritmu AdaBoost, který využívá metodu strojového učení. 
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3.1 Metoda neměnných (invariantních) rysů 
Jak již bylo řečeno výše, tato metoda využívá neměnné rysy v obličeji, které jsou nadále porovnávány 
a korelovány. Těmito rysy jsou zejména poloha očí, nosu a úst nebo například barva kůže. Vzhledem 
k tomu, že po detekci kůže již máme na obrázku vyznačeny kandidátské oblasti kůže, bude tato metoda 
navazovat a využívat detekci lidské kůže, a proto se touto metodou budu nadále zabývat.  
 
3.1.1 Detekce lidské kůže 
Detekce lidské kůže v obraze je stěžejním krokem v detekci obličeje v obraze, proto se tomuto kroku 
věnuje celá kapitola 2 Metody detekce lidské kůže v obraze. Výstupem detektoru kůže mohou být podle 
potřeby dva typy obrázků, buď obrázek černobílý, kde bíle je označena kandidátská plocha náležící lidské 
kůži, černou barvu má okolí (vše ostatní mimo kůži). Druhým typem výstupu je šedotónový obrázek, 
kde intenzita odpovídá pravděpodobnosti příslušnosti lidské kůži. Tento obrázek může být samozřejmě 
upraven pro další detekci obličejových částí, například načtení původních částí obrázku na místa, 
detekována jako lidská kůže viz Obr. 3.1 nebo další podobné úpravy. 
 
                
Obr: 3.1: Vzorový obrázek (vlevo), Ukázka filtrace oblastí neodpovídajících lidské kůži (vpravo) 
 
3.1.2 Detekce hlavy 
Obvykle je prvním krokem pro detekování možného obličeje. Detekce  hranice hlavy je proces, kdy 
algoritmus zkouší na snímku najít oblast zájmu. Tato oblast zájmu je následně zvýrazněna a zaznamenána 
pro pozdější zkoumání, pozn. těchto oblastí může být na snímku hned několik. Pro detekci této oblasti 
zájmu se velice často využívá metoda neměnných rysů, ale je možnou použít i  jinou z možných. Pomocí 
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metody neměnných rysů se rovnou zjistí umístění významných bodů na obličeji, jako jsou nos a oči, 
následně může být určeno i natočení hlavy, které může být různé. Velkým problémem je závislost 
na podmínkách osvětlení, na pozadí a dalších jevech. Tyto jevy můžeme částečně odstranit při kvalitní 
detekci kůže [1]. 
Detekce kandidátní oblasti může být realizována například pomocí sumace černých a bílých pixelů 
v obrazu. Postup je takový, že nejprve je obrázek převeden na černobílý, pomocí detektoru kůže, 
kde černá barva označuje okolí a bílá barva označuje potenciální lidskou kůži. Takto převedený obrázek 
je poté postupně procházen a pro každý jeho řádek je spočítána suma pixelů černé a bílé barvy. Tento 
postup je poté zopakován i pro každý sloupec. Následně dojde k odstranění šumu, toto je realizováno tak, 
že jsou stanoveny hranice minimálního počtu bílých pixelů, když suma bílých pixelů překročí tuto hranici, 
může se jednat o obličej. Nakonec je na základě průsečíků potencionálních oblastí z řádků i sloupců 
stanoven potencionální obličej. Tento postup je vidět na obrázku Obr. 3.2. Obrázek úplně vlevo značí 
vzorový obrázek, na prostředním obrázku jsou označeny sumy pixelů a hranice. Na obrázku úplně vpravo 
je ukázána samotná detekce obličejové části na základě těchto sum. 
 
   
Obr. 3.2: Ukázka detekce oblasti hlavy v obraze 
 
3.1.3 Určení obličejových elementů, jako jsou oči a ústa 
Za předpokladu, že již proběhlo extrahování kandidátských oblastí, které by mohli odpovídat lidské kůži, 
jak je vidět například na obrázku Obr. 3.1, musí být označeny oblasti, které opravdu odpovídají lidskému 
obličeji. Toho můžeme docílit například detekcí očí a úst na analyzovaném obrázku. 
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Detekce očí 
Pro lokalizaci očí vyjdeme ze vzorce (3.1). Pro realizaci a výpočet “Mapy očí“, je nutné, aby byl vstupní 
obrázek převeden do barevného modelu YCbCr. Tento vzorec využívá především té vlastnosti, že barva 
bělma a zornice většiny očí je podobná [5].  Ukázka převedení obrázku na šedotónový pro detekci očí 
je vidět na obrázku Obr. 3.3.  
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Obr. 3.3: Vzorový (vlevo) a převedený obrázek na “Mapu očí“ (vpravo) [4] 
 
Detekce úst 
Pro určení a lokalizaci úst se používá tzv. FLD transformace. Tato FLD transformace muže být popsána 
podle vzorce (3.2) [5]. 
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Tato transformace vychází z předpokladu, že lidská ústa obsahují velkou intenzitu červené barvy 
a poměrně nízkou intenzitu modré barvy. Ovšem tento předpoklad není vždy splněn, barva lidských rtů 
je někdy odlišná, proto se používá ještě podpůrná transformace r a g (3.3), která FLD transformaci 
doplňuje. Vzhledem k faktu, že r transformace má pouze malý rozptyl, nebude nutné tuto transformaci 
provádět [5].  
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Po provedení obou transformací jsou binární obrazy těchto transformací sloučeny, a vzniká výsledný 
model detekce úst. Obrázek převedený do šedotónového odstínu a připravený na následnou detekci úst 
je vidět na obrázku Obr. 3.4. 
 
   
Obr. 3.4: Vzorový (vlevo) a převedený obrázek pro detekci úst (vpravo) [4] 
 
3.1.4 Zhodnocení detekce pomocí metody neměnných rysů 
Pro svou relativně snadnou implementaci je tato metoda poměrně hojně využívaná. Když již není použita 
tato metoda jako celek, používá se velice často jako doplněk složitějších detektorů, například 
pro vyfiltrování kůže z obrazu nebo pro určení kandidátních oblastí obličeje. Samostatně využívaná 
je hlavně u jednodušších detektorů. 
Velice dobrých výsledků dosahovala tato metoda při neměnných podmínkách, což bylo kvalitní 
pozadí, dobré osvětlení podobně. Ovšem problémy se vyskytnou při velice špatném osvětlení, při pozadí 
odpovídajícím lidské kůži nebo při špatném vyvážení barev. Toto je způsobeno hlavně tím, že tento 
postup vychází hlavně z barevné informace obrázku, proto je nemožné detekovat obličeje například 
z černobílých obrázků. 
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3.2 Metody detekce využívající strojové učení 
Jedná se obvykle o metody založené na zkoumání zjevu. Tyto metody používají schopnost „učení“ což 
znamená, že se nejdříve naučí, co a jak mají hledat a pomocí naučených poznatků, realizují detekci 
v praxi. Tyto metody využívají tzv. Strojové učení (kapitola 3.2.1), pro naučení se postupů detekce. 
V současné době jsou tyto metody velice populární a dosahují kvalitních výsledků při detekci, proto 
se jimi budu zabývat v této kapitole 3.2. 
 
3.2.1 Strojové učení 
Jedná se o podoblast umělé inteligence. V anglických textech je možné strojové učení nalézt pod názvem 
Machine learning. Je to vlastnost, která umožňuje algoritmu nebo jinému postupu, schopnost učit se. 
V detekci objektů je to postup, kdy nejdříve algoritmus naučíme co má hledat a jak to má hledat, on uloží 
své poznatky z tohoto „učení“ a následně je aplikuje na ostrých datech. Proces učení se obvykle provádí 
na testovací množině dat. V praxi známe čtyři základní způsoby učení algoritmu a to: 
 
• Strojové učení s učitelem (Supervised learning):  Při učení s učitelem se algoritmu předloží 
sada vstupních dat a k nim i odpovídající sada výstupních dat. Algoritmus se naučí jak 
namapovat vstupní data na výstupní a určí mapovací funkci tohoto převodu, tato funkce 
se může nazývat klasifikátor. Tento typ učení vykazuje v oblasti detekce velice dobré výsledky 
a je i relativně často využíván. 
• Strojové učení bez učitele (Unsupervised learning): Tento postup není často využíván, 
protože algoritmus nemá k dispozici správné výsledky pro konkrétní vstupní data. Proto 
se postupuje obvykle metodou statistických jevů, kdy jsou vstupní data například zprůměrována 
a je stanoven odpovídající výstup, což nemusí v oblasti detekce přinést požadovaný výsledek. 
• Kombinace učení s učitelem a bez učitele (semi-supervised learning): Jak již název 
napovídá, jedná se o kombinaci prvních dvou způsobů učení algoritmu. 
• Zpětnovazebné učení (en:reinforcement learning): Jeho využití je hlavně v Markovských 
procesech a dynamickém programování. Pro problematiku detekce není tento postup extra 
důležitý. 
 
V problematice detekce objektů v obraze má největší význam Strojové učení s učitelem. Důležitým 
prvkem jsou Klasifikátory, které při učení specifikují převod vstupních dat na výstupní. Klasifikátorů 
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existuje celá řada, v této práci budou zmíněny klasifikátory typu Support Vector Machine (SVM) a také 
klasifikátory Neuronových sítí. 
3.2.2 Support Vector Machine (SVM) 
Jedná se o jeden z typů klasifikátoru. Tato metoda přistupuje k datům a klasifikuje je pomocí nadroviny. 
Nadrovina dělí trénovací data do dvou kategorií. Algoritmus hledá nadrovinu, nejvíce vzdálenou od obou 
množin trénovacích dat, která nejlépe rozdělí  tato data v prostoru [8].  
Na obrázku Obr. 3.5 jsou znázorněna data dvou tříd (červená třída a modrá třída). Čerchovaná čára 
označuje dělící plochu, plné čáry označují plochy rovnoběžné s dělící a dotýkající se nejbližších prvků 
dané třídy. Z obrázků A a B je patrné, že pro stejné rozmístění prvků dvou tříd může existovat více 
možných dělících ploch. Je také vidět, že plocha vyznačená na obrázku B je výhodnější, protože splňuje 
vlastnost, že je co nejdále od množin dat. Na obrázku C jsou vidět dvě množiny dat, které nelze lineárně 
klasifikovat, proto je potřeba provést převod do vyšší dimenze, kde bude možno provést toto rozdělení, 
jak je vidět na obrázku D. 
 
Obr. 3.5:  Ukázky klasifikace pomocí metody Support Vector Machine [8] 
 
Jedná se o lineární metodu klasifikace, která je v praxi poměrně často používaná. 
3.2.3 Umělé neuronové sítě 
Jedná se o další typ klasifikátoru. Tento klasifikátor vychází ze skutečné neuronové sítě lidského 
nervového systému. Jejich použití je hlavně pro komplexní a těžké úlohy. Nejčastěji se používají právě 
pro klasifikaci objektů, je to hlavně kvůli tomu, že jsou schopné zobecňování, a proto je pro ně klasifikace 
přirozená. Dalšími možnostmi použití jsou například rozpoznávání vzorů, aproximace dat, řízení a filtrace 
signálů. Zkoumání těchto sítí bylo započato v polovině 40. let 20. století. V této době byl publikován první 
model neuronu (Pittsův — McCullochův model) viz. Obr. 3.6 a také první neuronová síť Preceptron. Tato 
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první síť měla zpočátku nevýhody a nebylo možné ji dostatečně využít, až v 80. letech se opět začalo 
s touto sítí experimentovat a tím byl odstartován rozvoj neuronových sítí [9]. 
Neuronové sítě využívají učení s učitelem, tedy potřebují testovací množinu známých řešení, na 
kterých je prováděno učení. Jednotky neuronů viz. Obr. 3.6 mohou být spojovány pomocí různých 
struktur do sítí. Tyto sítě mohou mít jednu, či více skrytých vrstev, mohou mít úplné propojení nebo 
mohou být i jiného typu. Nejznámější jsou sítě s dopředným šířením signálu viz. Obr. 3.7. Tyto sítě 
využívají různých typů učících algoritmů, jako je Backpropagation, Levenberg-Marquardtův algoritmus, 
Pruningův algoritmus nebo gradientní metody[9]. 
 
 
 
 
 
 
 
 
Obr. 3.6: Model neuronu 
 
Model neuronu na Obr. 3.6 je matematický model neuronu, jedná se o nejjednodušší model 
klasifikátoru, který má n vstupních příznaků, jednu přenosovou funkci a jeden výstup. Neuron má 
libovolné množství vstupů, tyto vstupy jsou v jádru neuronu sčítány. Každý vstup tohoto neuronu má svou 
váhu, váha0 určuje práh neuronu, f(∑) představuje přenosovou funkci. Tato funkce může být různého typu, 
používají se např. funce sigmoidální, signum, skokové a další. Matematicky můžeme tento model popsat 
rovnicí (3.4). 
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Obr. 3.7: Model jednoduché neuronové sítě 
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Na obrázku Obr. 3.7. je vidět model jednoduché neuronové sítě. Tato síť obsahuje dvojici vstupů 
(X1 a X2), dvojici výstupů (Y1 a Y2) a jednu skrytou vrstvu. Jak již naznačuje orientace šipek v obrázku, 
jedná se o síť s dopředným šířením signálu. 
 
3.2.4 Detektor Viola-Jones (AdaBoost) 
 
Tato kapitola byla napsána po nastudování materiálů [6] a [7]. 
Tento detektor pracuje s obrázky v šedotónovém spektru. Byl předveden roku 2001 pány Violou 
a Jonesem v jejich práci Robust Real-time Object Detection[6]. Hlavními přednostmi tohoto detektoru 
jsou rychlost, relativní nezávislost na osvětlení a také jeho spolehlivost. V praxi je velice často používán, 
hlavně při detekci obličejů a také pro velké množství jeho možných modifikací. 
Samotný detektor obsahuje tři hlavní části: 
 
• Klasifikační algoritmus AdaBoost 
• Haarovy příznaky 
• Integrální obraz 
 
O značné rozšířenosti  a používanosti tohoto algoritmu svědčí i jeho implementace a použití v knihovně 
OpenCV, která se mimo jiné zabývá právě detekcemi objektů v obraze.  
 
AdaBoost algoritmus 
Celý název tohoto algoritmu je Adaptive Boosting. Je to klasifikační algoritmus. Jeho předností je rychlá 
konvergence. V základu vychází z metody boosting.  Tento algoritmus tedy používá množinu slabých 
klasifikátorů. Tyto klasifikátory jsou vybrány z celkové množiny klasifikátorů, která obsahuje všechny 
klasifikátory. Složením těchto slabých klasifikátorů tedy vznikne jeden silný klasifikátor. Aby mohl 
algoritmus AdaBoost fungovat, potřebuje na vstupu množinu, která obsahuje dvě položky (x,y): 
• x - hodnota příznaku 
• y – třída, do které se má klasifikovat, obvykle je dána vztahem (3.5)   
 
{ }1;1−∈y                   (3.5) 
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Hlavní výhodnou oproti základnímu algoritmu boosting, je vážení trénovací množiny vahami. Váhy 
jsou nejprve u jednotlivých klasifikátorů nastaveny stejně.  Algoritmus nyní iteruje následovně: 
 
• Provede se výběr slabého klasifikátoru s nejmenší chybou klasifikace při současných váhách 
• Provede se test, jestli chyba klasifikátoru nepřekročila hodnotu 0,5 
• Vypočte se koeficient tohoto slabého klasifikátoru 
• V trénovací množině jsou aktualizovány jednotlivé váhy 
 
Testování, zda chyba nepřekročila hodnotu 0,5 se provádí kvůli tomu, že u dvouhodnotových 
klasifikátorů je hodnota náhodného pokusu právě 0,5. Tedy klasifikátor s touto nebo větší chybou 
by nemusel konvergovat. Aktualizace vah je prováděna hlavně proto, že v iteracích se špatnou klasifikací 
se váha zvýší a u měření s dobrou klasifikací se naopak váha sníží. Tedy v následné iteraci bude mít 
přednost slabý klasifikátor, který bude lépe klasifikovat tato špatná měření. 
Boosting 
Jedná se o proces, kdy je z velkého množství slabých klasifikátorů sestaven jeden silný klasifikátor. Tyto 
slabé klasifikátory nemají velkou míru přesnosti. Obvykle, pokud jsou dvoustavové, tak mají obvykle 
přesnost jen o něco málo vyšší než 50%, což je přesnost odhadu. Právě složením velkého množství těchto 
slabých klasifikátorů vznikne jeden silný klasifikátor. Tomuto procesu se říká zesílení klasifikace, neboli 
boosting. 
Klasifikátor 
Je to jednoduchá podmínka, vyjádřená například funkcí, preceptronem nebo jednoduchým prahem, která 
je obvykle binární. Tedy výsledek nabývá jedné ze dvou hodnot (-1,+1). Rozlišujeme slabé a silné 
klasifikátory. Důležitou vlastností slabého klasifikátoru je ta vlastnost, že chyba musí být menší než 0,5. 
Kdyby byla chyba 0.5 tak tento klasifikátor nemá žádnou vypovídající hodnotu a je to čistě náhodná 
funkce. Lineární kombinací slabých klasifikátorů vzniká silný klasifikátor. 
 
Haarovy příznaky 
Důležitým prvkem klasifikace objektu v obraze jsou příznaky. Množina těchto příznaků je vlastně 
vstupem klasifikačního algoritmu. Tento detektor využívá velké množství jednoduchých příznaků 
(slabých klasifikátorů), které jsou výpočetně poměrně nenáročné, ovšem po spojení do jednoho (silného 
klasifikátoru) tvoří velice silný celek. Ukázka Haarových příznaků je vidět na obrázku Obr. 3.8.  
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Hranové příznaky 
 
 
 
 
Čárové příznaky 
 
 
 
 
Středové příznaky 
 
 
 
Obr. 3.8: Ukázky Haarových příznaků 
 
Hodnoty příznaků z tohoto obrázku jsou počítány jako součet hodnot pixelů bílé plochy, od níž  
se odečítá hodnota pixelů odpovídající černé ploše. Pro vstupní obraz jsou postupně vypočteny hodnoty 
těchto příznaků pomocí integrálního obrazu. Okno s předpokládaným obličejem, který je převeden 
na šedotónový a je z něho vytvořen jeho integrální obraz, je postupně procházeno a jsou hledány 
jednotlivé příznaky. Tento postup je nastíněn na obrázku Obr. 3.9. 
 
 
Obr. 3.9: Ukázka aplikace Haarových příznaků v plovoucím okně [6] 
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Integrální obraz 
Integrální obraz byl zaveden hlavně z důvodu zvýšení efektivity a rychlosti výpočtu  hodnot jednotlivých 
příznaků. Vzhledem k tomu, aby nemusel být pro každou hodnotu příznaku počítán součet hodnot jeho 
pixelů, je tento obraz převeden na integrální obraz. Hodnotu bodu, který odpovídá součtu předchozích, 
v tomto obrazu vypočteme podle rovnice (3.6) . 
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               (3.6) 
 
Ukázka výpočtu je patrná z obrázku Obr. 3.10. V tomto obrázku h určuje výšku žlutého okna 
a w určuje jeho šířku. Vzorec ve žlutém okně určuje vypočet sumy pixelů v tomto okně. Ve zkratce 
by se dalo říci, že je to součet sum intenzit v bodech 1,2,3,4 podle vzorce (3.7). 
 
Integral_okna = (1+4)-(2+3)                (3.7) 
 
 
 
 
 
 
 
 
 
 
Obr. 3.10: Ukázka výpočtu integrálního obrazu [7]  
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4 Realizované řešení 
Tato kapitola stručně popíše výslednou realizaci praktického detektoru, princip, jakým byly jednotlivé 
funkce implementovány a také použití těchto funkcí. 
4.1 Realizace detektoru kůže 
Samotný proces detekce lidské kůže použitý v programu popisovaném v této práci, může být popsán 
vývojovým diagramem z obrázku Obr. 4.1, červená šipka v diagramu značí možný výstup z detektoru. 
Pro detekci lidské kůže byly vytvořeny  3 funkce: 
• void Gauss_matice(Tmatrix *Matice) 
• IplImage* RGB_do_YCbCr(IplImage* obrazek) 
• IplImage* Detekce_kuze(Tmatrix *Matice, IplImage* obrazek, int priznak, int 
prah); 
 
Funkce Gauss_matice() načte testovací sadu vzorků lidské kůže, převede jí pomocí funkce 
RGB_do_YCbCr() do modelu YCbCr. Následně vytvoří histogram četností jednotlivých pixelů Cb a Cr. 
Provede výpočet středu Gausovy křivky a sestavení celé Gaussovy křivky. Tuto Gaussovu křivku zapíše 
do struktury matice, která byla funkci předána v parametrech. Křivka je normalizována do rozsahu 0-255, 
kde 255 je střed Gaussovy křivky. Tato matice má tvar 2D, oba rozměry mají rozsah 0-255 a odpovídají  
položkám Cb a Cr. Tato funkce je automaticky zavolána při spuštění programu, aby došlo k naplnění 
pravděpodobnostní matice. 
Funkce RGB_do_YCbCr() provede pouze převedení přiloženého obrázku z modelu RGB 
do modelu YCbCr. Obrázek v tomto modelu také vrací zpět. 
Funkce Detekce_kuze() provede samotnou klasifikaci pixelů kůže. Důležitým rozhodovacím 
elementem je třetí parametr priznak. Tento parametr je typu int a může nabývat 6 možných hodnot: 
• 0 =  pomocí RGB klasifikátoru převede obrázek na binární masku (bíla = kůže, černá = okolí) 
• 1 =  pomocí RGB klasifikátoru začerní okolí a oblast kůže nechá v původní barvě 
• 2 =  pomocí YCbCr klasifikátoru převede obrázek na binární masku (bíla = kůže, černá = okolí) 
• 3 =  pomocí Gaussova rozložení  převede obrázek na binární masku 
• 4 =  pomocí Gaussova rozložení  převede obrázek na šedotónový, podle pravděpodobnosti kůže 
• 5 =  pomocí Gaussova rozložení  začerní okolí a oblast kůže nechá v původní barvě 
 33 
Podle příznaku je rozhodnuto, jakou metodou bude klasifikace kůže probíhat a také jaký je požadovaný 
výstup z detektoru. Parametr prah je používán při detekci pomocí Gaussova pravděpodobnostního 
rozdělení a slouží k určení, jaké hodnoty budou ještě považovány za lidskou kůži a jaké již jako okolí. 
Postup detekce kůže je možno vidět na obrázku Obr. 4.1. 
 
Podrobný  popis těchto metod byl rozebrán v kapitole 2 Metody detekce lidské kůže v obraze. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Transformace do modelu YCbCR 
Start a inicializace detektoru kůže 
Načtení a vyhodnocení množiny ploch s lidskou kůži 
Načtení  vstupního obrázku v RGB barevném modelu 
Obr. 4.1: Postup detekce lidské kůže ze snímku 
Začernění okolí pomocí RGB klasifikátoru 
Převod na černobílý pomocí RGB klasifikátoru 
Převod na černobílý pomocí YCbCr klasifikátoru 
Klasifikace pixelů na základě  
Gaussova rozložení 
Začernění okolí a ponechání kůže 
Převod na šedotónový obrázek pomoci 
pravděpodobnostní matice 
Převod na černobílý pomocí pomocí prahu 
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4.2 AdaBoost face detektor  
Implementace detektoru obličejů využívajícího algoritmus AdaBoost je implementována v souboru 
AdaBoost.h. Samotná realizace detektoru obličejů se skládá ze dvou základních fází. První fází 
je trénování klasifikátorů. Druhou fází je procházení analyzovaného snímku a samotná detekce obličeje. 
4.2.1 Trénování 
Důležitým krokem pro realizací kvalitního detektoru obličejů je použití dobrého klasifikátoru. Použít lze 
buď již hotový soubor, který je dostupný například v knihovně OpenCV nebo lze tento klasifikátor 
vygenerovat a trénování provést pomocí realizovaného programu.  
Při tvorbě vhodného souboru s klasifikátory je nutné nejprve načíst sadu vzorových obrázků, 
na kterých bude realizováno samotné trénování. Sady vzorových obrázků jsou dvě. Použity byly sady 
z databáze BioID [12]. První sada obsahuje tzv. pozitivní vzory, ukázka několika vzorů je vidět 
na obrázku Obr. 4.2, to znamená vzory, na kterých je obličej, klasifikátory nalezené na těchto vzorech 
jsou označeny jako kladné. Druhá sada obsahuje tzv. negativní vzory, tedy obrázky, na kterých není 
obsažen lidský obličej viz. Obr. 4.3. Klasifikátory natrénované z této sady jsou označeny jako negativní. 
Obě tyto sady musí obsahovat co největší počet snímků, v našem programu byly použity sady obsahující 
cca 1500 pozitivních a cca 6000 negativních vzorů. Obrázky jsou také převedeny na jednotnou velikost, 
která byla stanovena na 24×24 pixelů. U obrázků je také proveden převod na integrální obraz, na kterém 
jsou poté trénovány klasifikátory.  
 
          
Obr. 4.2: Sada pozitivních trénovacích vzorů [12] 
 
         
Obr. 4.3: Sada negativních trénovacích vzorů  [12] 
 
Po načtení sad trénovacích obrázků je u sady pozitivních obrázků provedeno trénování a z tohoto 
trénování jsou uloženy získané klasifikátory. Trénování probíhá tak, že každý obrázek je postupně 
procházen a testován pomocí Haarových příznaků. Použity jsou základní hranové příznaky viz. kapitola 
3.2.4 Haarovy příznaky. Tento postup je následně použit i pro negativní příznaky s tím rozdílem, 
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že negativní vzory nejsou použity jako celek, ale jsou z nich vytvořeny náhodné výřezy, na kterých je toto 
trénování uskutečněno.  
Při trénování jsou klasifikátorům přiděleny váhy. Hodnota vah je na počátku trénování nastavena 
rovnoměrně, avšak s postupnými iteracemi klasifikačního algoritmu AdaBoost, se u klasifikátorů jejich 
váha mění. Na konci trénování máme seznam vah klasifikátorů s jejich pozicemi v pozitivním 
a negativním snímku. Tento seznam vah je nakonec seřazen, podle hodnot vah od největší po nejmenší. 
Tento seznam je nakonec uložen do xml souboru config.xml, ukázka souboru je vidět na obrázku 
Obr. 4.4. 
 
Obr. 4.4: Ukázka souboru config.xml 
4.2.2 Detekce obličeje ve snímku 
Byly vytvořeny dvě funkce: 
• std::vector<IplImage*> Pyramida(IplImage* obrazek, float krok) 
• int Proved_detekci(void) 
Samotná detekce obličejů je realizována tak, že je nejprve načten analyzovaný snímek s potenciálními 
obličeji. Tento snímek je poté převeden do stupňů šedi. Následně je z tohoto snímku vytvořena obrázková 
pyramida, což je vidět na obrázku Obr. 4.5. Tato pyramida jej v cyklu postupně zmenšuje, pomocí funkce 
cvResize() z knihovny OpenCV, vždy o 20%, až do doby dokud není obrázek menší než 24×24 
pixelů. Tento postup je realizován funkcí Pyramida(). 
 
Obr. 4.5: Obrázková pyramida snímku 
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Následně je každý z těchto snímků obrázkové pyramidy procházen plovoucím oknem o rozměrech 
24×24 pixelů. V každém z těchto oken je obrázek testován klasifikátory z načteného xml souboru 
config.xml, který byl vytvořen při procesu trénování. Klasifikační funkce na základě klasifikátorů 
z xml souboru stanoví, zda je scéna v plovoucím okně označena za obličej.  Pokud je označena za obličej, 
je toto okno na výsledném snímku označeno čtvercem, vytvořeným funkcí cvRectangle().  
Při detekci se velice často stává, že jeden obličej je označen na více snímcích vedle sebe. Tento jev je 
jednak nežádoucí, protože nechceme, aby bylo kolem jednoho obličeje vykresleno více obdélníků, 
na druhou stranu nám to může pomocí k ověření, že se na daném místě obličej opravdu nachází. Tento 
fakt řeší tzv. shluková analýza, která seskupuje detekce do shluků, pokud mají středy pozitvně 
detekovaných oblastí mezi sebou malou vzdálenost jsou zařazeny do shluku. Pokud je prvků ve shluku 
více než n, je teprve tento prostor označen za obličej. Tento postup je implementován funkcí 
proved_detekci(). Vývojový diagram postupu a propojení obou fází detekce, což je trénování 
a detekce obličeje je vidět na obrázku Obr.4.6. 
 
 
Obr. 4.6: Blokové schéma procesu detekce obličejů [7]   
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4.2.3 Implementace detektoru do videa 
Jak již bylo zmíněno výše, celá detekce obličejů je realizována na jednotlivém snímku. Aby byl splněn cíl 
této práce, což je detekce obličejů ve videu, bylo nutné detekci obličejů na jednotlivých snímcích 
implementovat do videa. Pro tento účel bylo vybráno video z web kamery, za využití knihovny OpenCV. 
Tento postup je také implementován ve funkci: 
• int Proved_detekci(void)  
Zachytávání obrázků z kamery je provedeno pomocí struktury CvCapture. Obrázky jsou 
po zachycení přidány do fronty pomocí funkce cvQueryFrame() a z této fronty jsou obrázky postupně 
vybírány k dalšímu zpracování. Je na nich provedena detekce obličeje a nakonec jsou zobrazeny 
do připraveného okna pomoci funkce cvShowImage(). Načítání videa z kamery a samotný program 
je možno ukončit pomcí klávesy q.   
 
4.2.4 Implementace pomocí OpenCV 
Detektor obličejů byl také implementován pomocí knihovny OpenCV. Byly vytvořeny dvě funkce: 
• IplImage* Detektor_Obliceje(IplImage* obrazek) 
• IplImage* Detektor_Oci(IplImage* obrazek) 
Tyto funkce využívají klasifikátor, dostupný v knihovně openCV. Jedná se o soubor 
haarcascade_frontalface_default.xml pro obličeje a haarcascade_eye.xml pro detekci očí. 
Následně je pomocí funkce cvHaarDetectObjects() provedena samotná detekce. Nakonec 
je procházen seznam nalezených detekcí a pomocí funkce cvRectangle() jsou vytvořeny obdélníky na 
místech nalezených obličejů. Ukázka výsledné podoby detektoru je patrná na obrázku Obr. 4.7. 
 
 
 
 
 
 
 
 
 
 
Obr. 4.7: Výsledná podoba detektoru obličejů 
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5 Závěr 
Úkolem této práce bylo prostudovat a popsat algoritmy zpracování obrazu a detekce objektů v obraze, 
zvláště pak obličejů. Následně pak prostudovat tyto metody a jejich optimalizace. Dále potom navrhnout 
knihovnu pro detekci obličejů, pracující v reálném čase a implementovat tuto navrženou knihovnu 
s důrazem na použitelnost. K této knihovně měla být implementována jednoduchá demonstrační aplikace. 
V závěru práce mají být zhodnoceny dosažené výsledky a zmíněny možnosti budoucího vývoje. 
V práci byly postupně rozebrány metody detekce lidské kůže v obraze, po doporučení vedoucího 
práce byl zvláštní důraz kladen na metodu Gaussova pravděpodobnostního rozložení. Výsledná 
implementace detektoru kůže byla realizována jak touto metodou, tak i parametrickými metodami 
vycházejícími z určených barevných modelů. Po analýze dosažených výsledků detekce kůže bylo zjištěno, 
že metoda Gaussova pravděpodobnostního rozložení vykazuje při detekci nejlepší výsledky. Tyto 
výsledky jsou lepší oproti ostatním metodám i v horších podmínkách (osvětlení, atd.), ovšem 
se zhoršujícími se podmínkami se úspěšnost i této metody silně snižuje. 
Další část práce se věnovala samotným metodám detekce objektů v obraze, hlavní důraz pak byl 
kladen na detekci obličejů. Nejprve byly popsány metody neměnných rysů. Výsledný detektor ovšem 
nebyl realizován pomocí těchto metod, protože tyto metody jsou velice závislé na okolních podmínkách, 
zvláště pak na osvětlení scény a na barevnosti pozadí scény. Na doporučení vedoucího práce byl hlavní 
důraz kladen na metody využívající strojové učení, zvláště pak na metodu AdaBoost a na detektor obličejů 
představený pány P. Violou a M. Jonesem. Byly pochopeny a popsány metody převodu obrázku 
na integrální obraz, použití Haarových příznaků a samotné klasifikace pomocí algoritmu AdaBoost. Tato 
metoda byla použita a implementována ve výsledné aplikaci detektoru obličejů. 
Realizace výsledného detektoru byla vytvořena v programovacím jazyce C++ při použití knihovny 
OpenCV. Tento program může být rozdělen do tří fází. V první fázi byla provedena detekce lidské kůže 
ve snímku. Ve druhé fázi bylo provedeno trénování klasifikátorů. Výsledkem tohoto procesu je soubor 
typu xml, s uloženými klasifikátory a jejich vahami. Vzhledem k tomu, aby bylo trénování co nejpřesnější, 
musela být použita co největší sada testovacích obrázků. Pro vytvoření výsledného souboru s klasifikátory 
byla použita sada s 1520 pozitivními vzory a 6027 negativními vzory. Jak je již patrné z tohoto počtu, obě 
sady mají velkou náročnost na kapacitu paměti na disku. Další komplikací při trénování byla velká časová 
náročnost. Natrénování sady klasifikátorů na výše zmíněné sadě trvalo 3 hodiny a 11 minut. Toto 
trénování ovšem není nutné při každém spuštění programu, protože výsledný xml soubor již byl 
vygenerován. Ve třetí fázi byla provedena samotná detekce obličejů za použití tohoto xml souboru. 
Jednotlivé snímky videa byly převedeny na obrazovou pyramidu, postupně procházeny plovoucím oknem 
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a testovány příslušnými klasifikátory. Pokud byla část v plovoucím okně uznána jako obličej, bylo toto 
okno označeno jako obličej, vráceno do původní velikosti a zobrazeno.  
Jak již bylo zmíněno, implementovaný detektor obličejů je funkční, ale má poměrně vysokou 
frekvenci falešných pozitivních detekcí. Toto by se dalo opravit použitím dalších Haarových příznaků, 
zejména s více obdélníky (OpenCV používá příznaky se dvěma a třemi obdélínky), případně 
implementací pokročilejší formy algoritmu AdaBoost. Proto byl výsledný detektor implementován také 
pomocí knihovny OpenCV. Knihovna OpenCV poskytuje kvalitní klasifikátor a také kvalitnější a hlavně 
rychlejší funkce pro detekci obličejů ve videu. Ukázky detekcí jsou přiloženy v příloze A. 
Z hlediska budoucího vývoje tohoto projektu mám snahu ještě vylepšit xml soubor s klasifikátory. 
Na kvalitě tohoto souboru závisí úspěšnost detekce obličejů, jak již bylo zmíněno. Zkvalitnění 
vygenerování tohoto souboru je možné zejména přidáním většího množství Haarových příznaků. 
A to nejen hranových příznaků, které jsou naimplementovány teď v programu, ale i příznaků čárových 
a středových. Dalším možným způsobem, jak zkvalitnit tento soubor, by bylo zvětšení sady testovacích 
obrázků a to jak pozitivních, tak negativních. Možnou nevýhodou těchto vylepšení by byla i podstatně 
větší časová náročnost celého trénování. 
Další možnou cestou budoucího vývoje by mohlo být zrychlení celého procesu samotné detekce 
obličejů, aby se přiblížila detekci v reálném čase. Tato skutečnost by se dala realizovat například 
paralelizací procesů do více jader procesoru. 
Co se týče samotné detekce, do projektu by bylo možné zakomponovat například detektor očí, 
eventuelně detektor úst, pracující na stejné bázi jako detektor obličejů, který využívá AdaBoost  
algoritmus. Při realizované detekci očí a úst, by mohl být tento detektor rozšířen a přetvořen na detektor 
konkrétních obličejů. Byla by vytvořena databáze konkrétních obličejů a tyto obličeje by mohli být 
ve videu rozpoznány a označeny konkrétní osoby. 
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