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Paul Le´vy et l’arithme´tique des lois de probabilite´s
Jean Bertoin∗
Abstract
Ce court texte reprend un expose´ donne´ le 15 De´cembre 2011 au Laboratoire de Proba-
bilite´s et Mode`les Ale´atoires, lors d’une journe´e en hommage a` Paul Le´vy. On y rappellera
comment des conside´rations sur l’arithme´tique des lois de probabilite´s ont conduit Le´vy
a` e´tudier les processus a` accroissements inde´pendants.
Ce texte repose en grande partie sur la seconde e´dition du livre de Paul Le´vy: The´orie
de l’addition des variables ale´atoires parue en 1954, la premie`re datant de 1937 e´tant moins
comple`te sur le sujet. On pourra consulter e´galement les articles originaux de Le´vy dont les
oeuvres ont e´te´ re´e´dite´es par Gauthier-Villars, ainsi que des travaux relatifs de de Finetti,
Kolmogorov, Khintchine, Linnik, et un me´moire de D. Dugue´.
La terminologie du titre tire ses racines du the´ore`me fondamental de l’arithme´tique qui
e´nonce que tout nombre entier n ≥ 1 admet une de´composition comme produit fini de facteurs
premiers, n =
∏k
i=1 pi, et que cette de´composition est unique a` une permutation de ces facteurs
pre`s. L’arithme´tique des lois de probabilite´s s’inte´resse elle aux de´compositions d’une loi µ,
disons pour simplifier sur R, en produit de convolution
µ = ν1 ∗ ν2 ∗ · · ·
ou` le nombre de facteurs peut e´ventuellement eˆtre infini. Dans ce cas, il faut comprendre un
tel produit infini comme une limite de produits finis, i.e. µ = limk→∞ ν1 ∗ · · · ∗ νk, au sens de
la convergence e´troite des lois de probabilite´s.
De fac¸on e´quivalente, il s’agit de repre´senter une variable ale´atoire X de loi µ comme somme
de variables ale´atoires inde´pendantes
X = Y1 + Y2 + · · · ,
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ou encore la fonction caracte´ristique Φµ de µ
Φµ(a) = E(eiaX) =
∫
eiaxµ(dx) , a ∈ R
comme produit de fonctions caracte´ristiques
Φµ = Φν1 × Φν2 × · · · .
Cette somme de variables ale´atoires, respectivement ce produit de fonctions caracte´ristiques,
peut e´ventuellement contenir un nombre infini de termes. Dans ce cas, la somme infinie est
prise au sens de la convergence presque suˆre, i.e. X = limk→∞(Y1 + . . .+ Yk) p.s., et le produit
infini au sens de la convergence simple, i.e. Φµ(a) = limk→∞Φν1(a)× · · · ×Φνk(a) pour chaque
a ∈ R. En effet, des re´sultats bien connus duˆs a` Paul Le´vy e´noncent d’une part qu’une se´rie
de variables ale´atoires inde´pendantes converge en loi si et seulement si elle converge presque
suˆrement, et d’autre part que la convergence e´troite des lois de probabilite´s est e´quivalente a`
la convergence simple des fonctions caracte´ristiques.
Dans ce cadre, l’analogue de la notion de nombre premier est celle de loi inde´composable,
c’est-a`-dire telle que les seules de´compositions d’une v.a. X de loi µ en somme de v.a.
inde´pendantes soient de la forme
X = (X − a) + a ,
ou` a est de´terministe. Par exemple la loi de Bernoulli est inde´composable, et d’une fac¸on
ge´ne´rale, les lois a` support fini le sont souvent, mais pas toujours (e´videmment, la loi binomiale
de parame`tre (n, p) avec n ≥ 2 et 0 < p < 1 ne l’est pas).
Si le paralle`le avec l’arithme´tique des nombres est naturel et a priori inte´ressant, en fait il
tourne court assez vite. D’abord, on remarque facilement qu’une de´composition en facteurs
inde´composables n’est pas ne´cessairement unique. Par exemple, si on note UF une variable
ale´atoire de loi uniforme sur un ensemble fini F , on a
U{0,1,2,3,4,5}
(loi)
= U{0,1,2} + U{0,3}
(loi)
= U{0,1} + U{0,2,4}
ou` l’on suppose implicitement que les sommes font intervenir des variables inde´pendantes.
Ensuite, une de´composition peut impliquer un nombre infini de facteurs inde´composables. Par
exemple, si U[0,1] de´signe une variable de loi uniforme sur [0, 1], on a
U[0,1]
(loi)
=
∞∑
i=1
2−iεi
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ou` les εi forment une suite i.i.d. de variables de Bernoulli a` valeurs dans {0, 1}. Notons en
passant qu’on a aussi
U[0,1]
(loi)
=
∞∑
j=1
3−jηi
avec cette fois ηi une suite i.i.d. de variables distribue´es comme U{0,1,2}. On peut e´videmment
trouver beaucoup d’autres de´compositions similaires.
D’autre part, il existe des lois qu’on ne peut tout simplement pas de´composer en produit
meˆme infini de lois inde´composables. L’exemple le plus connu est celui de la loi gaussienne,
puisque le ce´le`bre the´ore`me de Le´vy-Cramer e´nonce que si X est gaussien et X = Y +Z avec Y
et Z inde´pendants, alors Y et Z sont e´galement des variables gaussiennes. Raikoff a de´montre´
un peu plus tard un re´sultat similaire pour la loi de Poisson.
Ces conside´rations conduisent naturellement a` la notion de loi inde´finiment divisible:
On dit que la loi d’une variable X est inde´finiment divisible (ou plus simplement que X est
inde´finiment divisible) si pour tout  > 0, il existe un entier n et des variables inde´pendantes
Y1, . . . , Yn telles que
X = Y1 + · · ·+ Yn et P(|Yi| > ) ≤  pour i = 1, . . . , n.
Il faut noter que cette de´finition est en apparence plus faible que celle commune´ment adopte´e
de nos jours, a` savoir qu’on suppose maintenant que les variables Yi ont toutes la meˆme loi (on
devrait parler plutoˆt de loi dont on peut prendre la racine a` n’importe quel ordre; noter aussi
que la seconde condition est alors automatiquement remplie). Cependant, on peut montrer que
les deux de´finitions sont en re´alite´ e´quivalentes.
En de´pit des diffe´rences profondes entre l’arithme´tique des nombres et l’arithme´tique des
lois de probabilite´s, il existe cependant un analogue partiel du the´ore`me fondamental de
l’arithme´tique des nombres, duˆ a` Khintchine: toute loi de probabilite´s sur R peut eˆtre con-
side´re´e comme le produit d’une loi inde´finiment divisible et d’un produit, e´ventuellement infini,
de lois inde´composables. Le´vy e´crit dans son livre que le re´sultat est presque imme´diat par un
argument de compacite´, mais personnellement l’assertion ne me paraˆıt pas si simple. Quoiqu’il
en soit, l’inte´reˆt du re´sultat est limite´ par le caracte`re non-canonique de cette de´composition.
En effet, Le´vy a donne´ des exemples de lois inde´finiment divisibles qui peuvent e´galement
s’exprimer comme produit de lois inde´composables.
A` l’instar de Le´vy, et apre`s des contributions fondamentales de Khintchine, mais aussi Kol-
mogorov et de Finetti, inte´ressons nous maintenant de plus pre`s aux lois inde´finiment divisibles
et a` leur structure. Il y a un adage en ge´ome´trie qui dit que parfois, le plus court chemin pour
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re´soudre un proble`me sur la droite consiste a` travailler dans le plan ou dans l’espace. Ici, nous
allons e´tudier un proble`me portant sur des lois unidimensionnelles en conside´rant un processus
stochastique, c’est-a`-dire un objet infini-dimensionnel.
Dans le chapitre VII de son livre intitule´ Inte´grales a` e´le´ments ale´atoires inde´pendants, Le´vy
introduit la notion de Processus a` Accroissements Inde´pendants (PAI), c’est a` dire d’un
processus (Xt)t≥0 tel que pour tous s, t ≥ 0, l’accroissement Xt+s − Xt est inde´pendant de la
famille des variables (Xr)0≤r≤t. L’ide´e implicite est que la valeur en un temps T fixe´ d’un tel
processus doit eˆtre une variable inde´finiment divisible, et que re´ciproquement toute variable
inde´finiment divisible peut eˆtre construite de cette manie`re. De fac¸on informelle (et Le´vy
ne donne d’ailleurs pas de de´tails), si µ est une loi inde´finiment divisible, on de´finit d’abord
X0 = 0 et XT = µ, puis pour  > 0 fixe´ et n entier assez grand, on de´compose µ sous la
forme µ = ν1 ∗ · · · ∗ νn avec νi({|x| > }) < . Puis on se donne des temps 0 < t1 < · · · <
tn = T de manie`re arbitraire, et enfin on construit des variables Xt1 , . . . , Xtn de sorte que les
accroissements Xti+1 −Xti soient inde´pendants et aient pour lois νi+1. Plus rigoureusement, il
faudrait probablement faire appel au the´ore`me de Kolmogorov pour justifier l’existence d’un
tel processus.
Le´vy observe d’abord qu’on peut e´liminer les discontinuite´s de´terministes d’un PAI en le
repre´sentant sous la forme Xt = X
′
t + f(t) avec f fonction de´terministe et X
′ processus dont
les lois marginales admettent des limites a` droite et a` gauche en tout temps. Bien suˆr X ′ reste
un PAI. Puis dans une seconde e´tape, il e´limine les discontinuite´s qui apparaissent a` temps
fixes, sur un ensemble de´terministe au plus de´nombrable. Pour cela, il utilise de fac¸on habile
la notion de valeur me´diane.
L’intuition qui guide Le´vy est que c’est la re´gularite´, ou plutoˆt l’irre´gularite´ des trajectoires
de X qui va re´ve´ler sa structure. Dans cette direction, il montre tout d’abord que si le processus
X a des trajectoires continues p.s., alors c’est ne´cessairement un processus gaussien. Pour cela,
il s’appuie sur un de ses propres re´sultats sur les sommes de variables inde´pendantes qu’il e´nonce
de la manie`re suivante:
Pour que la somme S = ξ1 + · · · + ξn de variables inde´pendantes de´pende d’une loi tre`s peu
diffe´rente de celle de Gauss, il suffit que le plus grand de ses termes soit ne´gligeable.
Puis, en conside´rant la variance σ2(t) de Xt, Le´vy observe que X doit eˆtre un mouvement
brownien change´ de temps, ce qu’il e´crit e´galement sous la forme
Xt =
∫ t
0
ξ(τ)
√
dσ2(τ)
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ou` ξ(τ) est une variable ale´atoire de loi N (0, 1) et pour des valeurs diffe´rentes de τ on a des
variables inde´pendantes les unes des autres (sic). Il e´tablit en passant un re´sultat de´sormais
classique sur le module de continuite´ du mouvement brownien.
Le´vy s’inte´resse ensuite au roˆle de ce qu’il appelle les discontinuite´s mobiles (c’est-a`-dire
des sauts en des temps ale´atoires), et insiste sur l’importance de la loi de Poisson. Il de´crit
le processus de Poisson en observant que pour chaque intervalle de temps tre`s petit dt, la
probabilite´ de l’existence d’un saut brusque est sensiblement dt. Cette probabilite´ se re´partit
de manie`re continue sans qu’il y ait de probabilite´ positive en aucun point donne´. Il montre que
tous les sauts sont de taille 1 en notant que la probabilite´ d’un accroissement d’au moins 2 est
de l’ordre de dt2, et donc la probabilite´ totale infiniment petite. Il propose une construction du
processus de Poisson conditionne´ par sa valeur au temps T , XT = n, en re´partissant de fac¸on
uniforme les n instants de sauts sur [0, T ].
Le´vy construit alors par ge´ne´ralisations successives les PAI a` partir du processus de Poisson.
Une premie`re extension simple consiste a` re´partir les discontinuite´s de manie`re non-homoge`ne,
puis une seconde, plus importante, a` rendre variable la hauteur des sauts. Autrement dit,
Le´vy conside`re des processus de Poisson compose´s. Leur exposant caracte´ristique, c’est-a`-dire
le logarithme de leur fonction caracte´ristique, est de la forme
logE (exp(iuXt)) =
∫
[0,t]×R
(eiuz − 1)dtduN(t, u)
ou` N est la copule, i.e. la fonction de distribution cumulative d’une mesure finie sur la bande
[0, t] × R qui de´crit l’intensite´ des sauts du processus de Poisson compose´. Si on note n(u) =
N(T, u), on a donc
ΨT (z) =
∫
R
(eiuz − 1)dn(u)
ou` ΨT de´signe l’exposant caracte´ristique de XT .
Le´vy s’attache ensuite a` e´tendre la construction a` des situations ou` l’intensite´ totale peut
eˆtre infinie. Il observe que la mesure dn(u) doit ne´cessairement ve´rifier la condition inte´grale∫ +1
−1 u
2dn(u) < ∞. Puis en utilisant des re´sultats de type compensation qui permettent de
rendre presque-suˆrement convergentes des se´ries de variables ale´atoires inde´pendantes presque-
suˆrement divergentes par addition a` chaque terme d’une quantite´ de´terministe, il montre que
si cette condition inte´grale est ve´rifie´e et de plus n(R\[−1, 1]) <∞, alors on peut associer a` N
un PAI dont la valeur au temps T a pour exposant caracte´ristique
ΨT (z) =
∫
R
(
eiuz − 1− iuz
1 + u2
)
dn(u).
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Il a alors tous les outils pour e´noncer le
The´ore`me (Formule de Le´vy-Khintchine): Le logarithme de la fonction caracte´ristique d’une
loi inde´finiment divisible est de la forme
Ψ(z) = imz − σ
2
2
+
∫
R
(
eiuz − 1− iuz
1 + u2
)
dn(u)
ou` m ∈ R, σ2 ≥ 0 et n est une fonction de´croissante sur ] − ∞, 0[ et sur ]0,∞[, telle que∫ +1
−1 u
2dn(u) <∞.
Les deux premiers termes de la somme correspondent a` un mouvement brownien de variance
σ2 avec une de´rive m. L’inte´grale de´crit quant a` elle une composante de sauts (qui sont en
partie compense´s), dont l’intensite´ totale est repre´sente´e par la mesure dn, qu’on appelle depuis
la mesure de Le´vy.
Le´vy observe qu’on peut revenir maintenant sur des proble`mes d’arithme´tique des lois de
probabilite´ en se restreignant au cadre des lois inde´finiment divisibles: Si on ne cherche que
les de´compositions en facteurs inde´finiment divisibles d’une loi inde´finiment divisible µ, disons
de coefficient gaussien σ2 et de mesure de Le´vy dn, on obtient tous les facteurs en prenant
un coefficient gaussien majore´ par σ2 et une mesure de Le´vy dn′ majore´e par dn. C’est une
caracte´risation particulie`rement e´le´gante.
Il y a un certain nombre d’e´le´ments frappants lorsqu’on relit cette partie classique de l’oeuvre
de Paul Le´vy. Tout d’abord, d’un point de vue assez scolaire, le niveau de rigueur mathe´matique
des arguments de Le´vy laisse parfois a` de´sirer; on n’est pas toujours certain de bien comprendre
les e´nonce´s, et les preuves sont souvent loin d’eˆtre comple`tes. Un des me´rites de K. Itoˆ a e´te´ de
reprendre les travaux de Le´vy dans ce domaine et de leur donner toute la rigueur ne´cessaire; voir
notamment son cours a` Aarhus. En revanche, on ne peut qu’eˆtre impressionne´ par la profondeur
de l’intuition de Le´vy qui explique et de´crit tre`s pre´cise´ment le roˆle des sauts (toutefois sans
jamais avoir seulement sugge´re´ que les trajectoires des PAI pouvaient eˆtre suppose´es ca`dla`g)
et de la compensation. Meˆme si ces e´le´ments sont devenus classiques de nos jours, il faut se
souvenir que quand Le´vy a entrepris ces travaux, les outils auxquels on faisait habituellement
appel en the´orie des probabilite´s venaient essentiellement de l’analyse de Fourier et des fonctions
entie`res, et ce n’est pas un des moindres apports de Paul Le´vy que d’avoir compris que pour
re´soudre un proble`me en apparence unidimensionnel, la bonne approche faisait appel a` de
l’analyse stochastique infini-dimensionnelle via le processus des sauts. Meˆme si les arguments
de Le´vy manquent parfois de rigueur, il faut souligner que 80 ans plus tard, c’est toujours le
meˆme sche´ma de preuve qui est utilise´ en cours de Master pour e´tablir la formule de Le´vy-
Khintchine.
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Pour conclure, je voudrais revenir sur la proble´matique qui a motive´ Le´vy, celle de l’arith-
me´tique des lois de probabilite´s. De nos jours, disons le clairement, c’est un proble`me de´suet,
e´loigne´ des de´veloppements modernes de la the´orie des probabilite´s. D’autre part, nous avons
vu que meˆme si le questionnement pouvait eˆtre a priori naturel, le paralle`le avec la the´orie
des nombres tourne court assez vite. Ne´anmoins, c’est en se laissant guider par une sorte
de fil d’Ariane que Le´vy de´gage des concepts et des re´sultats qui sont toujours d’une grande
modernite´. Je crois qu’il s’agit la` d’un e´le´ment clef de la recherche. On peut de´buter un travail
en espe´rant re´soudre un proble`me qui au final se re´ve´lera peut eˆtre moins important que ce que
l’on espe´rait; mais le fait de chercher permet parfois – he´las pas toujours – de mettre la main
sur ce fil d’Ariane qui conduit vers des domaines nouveaux et plus inte´ressants. Un dernier
point enfin, une petite correction. J’ai qualifie´ de de´sue`te la proble´matique de l’arithme´tique
des lois de probabilite´, c’est bien suˆr un peu se´ve`re. Le re´sultat de Le´vy sur l’arithme´tique
des lois inde´finiment divisibles est par exemple la clef de l’approche de Greenwood et Pitman
de la factorisation de Wiener-Hopf pour les processus de Le´vy. Il s’agit d’un sujet toujours
d’actualite´, et je recommande vivement a` ceux que cela inte´resse d’aller lire ce superbe article,
il donne des frissons.
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