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Rangiranje z upoštevanjem negativnih povezav
Povzetek
Naslov mojega dela pri predmetu Diplomski seminar je bil Rangiranje z upošte-
vanjem negativnih povezav. Namen seminarske naloge je bil predstaviti delovanje
PageRank algoritma in razširiti njegov način delovanja na PageTrust algoritem, algo-
ritem, ki pri rangiranju spletnih strani upošteva tudi negativne povezave. PageRank
algoritem velja za enega izmed osnovnih algoritmov delovanja Googlovega spletnega
brskalnika. Na Googlovi spletni strani je bilo napisano, da je PageRank algoritem
srce njihove programske opreme. Algoritem sta leta 1998 izumila danes zelo znana
Larry Page in Sergey Brin.
V prvem delu seminarske naloge sem najprej opisal delovanje PageRank algoritma,
utemeljeno s teorijo, definicijami ter dokazi, potrebnimi za razumevanje delovanja
algoritma. Opisal sem probleme, ki se pojavljajo pri algoritmu in njihove najboljše
rešitve, na koncu prvega dela diplomske naloge pa sem za lažje razumevanje celotni
PageRank algoritem predstavil še na preprostem primeru.
V drugem delu seminarske naloge sem delovanje PageRank algoritma razširil na de-
lovanje algoritma PageTrust, katerega sem prav tako utemeljil s potrebnimi definici-
jami, trditvami in dokazi ter na koncu vse skupaj povzel še na preprostih primerih.
Bralec te seminarske naloge se mora zavedati, da sta algoritma v današnjih časih ob-
stoja spletnih brskalnikov zelo pomembna, tako da prihaja do vsakdanjih optimizacij
delovanja in izboljšav obeh algoritmov.
How to rank web pages when negative links are allowed?
Abstract
The title of my work of the Diplomski Seminar course was How to rank web pages
when negative links are allowed? The purpose of my work was to explain to the
readers how PageRank algorithm works and how its expansion to PageTrust algori-
thm is implemented. PageTrust algorithm is an algorithm, which includes negative
links during the computation of ranking vector pi. PageRank algorithm is regarded
to be as one of the basic algorithms for Google’s search machine. Google’s engineers
present it as a heart of Google’s software. PageRank algorithm was invented by
Larry Page and Sergey Brin in 1998.
In the first part of my diploma I wrote how PageRank algorithm works. I described
theorems and definitions required for understanding the background of algorithm’s
ideas and proved them. I described problems which happen during the computation
of power method on Google matrix, wrote about convergence issues and concluded
every topic with a discusion on best solutions to those problems. At the end of the
first part PageRank algorithm is described through a simple example on directed
graph with 6 nodes. In the second part of my diploma I made expansion to Page-
Trust algorithm with all the definitions, theorems and proofs made for understanding
the algorithm. Reader must be aware that both algorithms, PageRank and Page-
Trust, are very popular nowadays, beacuse of fast improvements of computational
technologies.
Math. Subj. Class. (2010): 60J10
Ključne besede: usmerjen graf, potenčna metoda, markovska veriga, naključni
sprehod, konvergenca potenčne metode, stohastična matrika, ireducibilna matrika,
Perron-Frobeniusov izrek
Keywords: directed graph, power method, Markov chain, random walk, conver-
gence of the power method, stochastic matrix, reducible matrix, Perron-Frobenius
Theorem
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1. Ideja delovanja PageRank algoritma
PageRank algoritem predstavlja algoritem rangiranja spletnih strani na podlagi
vnešenih izrazov v spletni brskalnik. Spletne strani razvrsti od bolj pomembne
do manj pomembne. Pomembnost določene spletne strani je določena s številom
linkov iz drugih spletnih strani, ki kažejo na posamezno spletno stran. Ideja je,
da linki iz bolj pomembnih spletnih strani pripomorejo več k rangu spletne strani
na katero kažejo, linki iz manj pomembnih spletnih strani pa naj imajo manj teže.
Pomembnost linka iz katerekoli spletne strani naj bi bila uravnavana s številom
spletnih strani, na katero posamezne spletna stran kaže. Celoten svetovni splet si
lahko predstavljamo kot gromozanski graf z usmerjenimi povezavami, kjer vozlišča
predstavljajo spletne strani, povezave pa linke med spletnimi stranmi.
Sedaj lahko rang r(P) dane spletne strani P definiramo kot:
r(P ) =
∑
Q∈BP
r(Q)
|Q| ,(1)
kjer je BP = množica spletnih strani, ki kaže na P in |Q| = število izstopajočih
povezav iz Q.
Vidimo, da definiranje ranga določene spletne strani predstavlja rekurzivno defini-
cijo.
Za n spletnih strani P1, P2, ..., Pn, določimo začetni rang r0(Pi) = 1/n, nato pa
dodelamo
rj(Pi) =
∑
Q∈BPi
rj−1(Q)
|Q| , za j = 1, 2, 3, ...
Če definiramo piTj = (rj(P1), rj(P2), ..., rj(Pn)), dobimo sistem piTj = piTj−1P , kjer
je P matrika z elementi
pij =
{
1
|Pi| , če Pi kaže na Pj
0, sicer.
Notacija |Pi| predstavlja število izstopajočih povezav iz spletne strani Pi. Vidimo,
da smo z definiranjem zgornjih pojmov dobili potenčno metodo. Če limita obstaja,
potem PageRank vektor definiramo kot piT = limj→∞ piTj .
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2. Markovski model spleta
Na začetku tega razdelka najprej definirajmo nekaj pojmov, katere bomo upora-
bljali v sledečem razdelku.
Definicija 2.1. Naj bo S števna množica, ki jo poimenujemo množica stanj, njene
elemente s ∈ S pa stanja. Slučajni proces je zaporedje slučajnih spremenljivk
X0, X1, . . . , Xn, . . . katerih zaloga vrednosti leži v S.
Definicija 2.2. Slučajni proces z markovsko lastnostjo P (Xn = sn|X0 = s0, X1 =
s1, ..., Xn−1 = sn−1) = P (Xn = sn|Xn−1 = sn−1) imenujemo markovska veriga.
Definicija 2.3. Prehodna martika U velikosti n× n markovske verige je definirana
kot: U = [uij]ni,j=1 , kjer je uij = P (Xn = sj|Xn−1 = si) imenovana prehodna
verjetnost. X0, X1, . . . , Xn, . . . je zaporedje slučajnih spremenljivk, s ∈ S pa stanja
iz množice stanj. Prehodna matrika markovske verige ima lastnost, da so njeni
koeficienti neengativni, vsota vsake vrstice pa je enaka 1. Tem matrikam pravimo
stohastične matrike.
Iz zgoraj navedenih definicij opazimo, da naša prehodna matrika P ne zadostuje
pogojem prehodne matrike markovske verige. Želimo namreč lastnost, da je naša
matrika P, z nenegativnimi elementi matrike, desno stohastična (vsota elementov
vsake vrtice matrike je enaka 1), saj v tem primeru PageRank iteracija predstavlja
evolucijo markoske verige. Bolj precizno, ta markovska veriga predstavlja naključen
sprehod v grafu definiranem s strukturo povezav spletnih strani v Googlovi bazi.
Najprej preuredimo matriko P tako, da vrsticam s samimi ničelnimi elementi prište-
jemo vektor eT/n, kjer e predstavlja n × 1 vektor enic. Vrstice s samimi ničelnimi
elementi predstavljajo vozlišča brez izstopajočih povezav, katerih pa naj bi bilo v
grafu spleta okoli ene četrtine. Z zgornjo posodobitvijo ničelnih vrstic sedaj Goo-
glova matrika postane desno stohastična matrika. Očitno iz zgornjih definicij matrike
P sledi, da so vsi elementi matrike P neničelni. Sedaj PageRank iteracija predstavlja
evolucijo markovske verige, ki predstavlja naključni sprehod v grafu spleta. Element
Pij matrike P pa predstavlja verjetnost premika iz strani i do j v enem koraku.
Naredimo zgled matrike P, ki pripada določenemu grafu. Za dan graf:
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1 2
3
4 5
6 matrika P izgleda
P =

0 1
2
1
2
0 0 0
1
2
0 1
2
0 0 0
0 1
2
0 1
2
0 0
0 0 0 0 1
2
1
2
0 0 1
2
1
2
0 0
0 0 0 0 1 0

Sedaj je ključna zadeva PageRank iteracije sledeča:
Izrek 2.4. Dominantna lastna vrednost vsake stohastične matrike A je λ = 1.
Posledično, če PageRank iteracija piTj = piTj−1P konvergira, potem konvergira k
normaliziranem lastnem vektorju piT , ki zadošča
piT = piTP, piT e = 1, (e stolpec enic velikosti n),(2)
kar je stabilno stanje markovske verige.
Torej vidimo, da računanje PageRank vektorja predstavlja reševanje preprostega
homogenega linearnega sistema piT (I − P ) = 0 z piT e = 1. Vendar nastopi problem,
saj je matrika P velikosti reda 109 × 109. Izkaže se, da je potenčna metoda edini
ustrezen pristop za reševanje problema.
Sedaj naredimo še dokaz in se prepričajmo, da je dominantna lastna vrednost za
vsako stohastično matriko U enaka λ = 1.
Dokaz izreka 2.4. Dokazovanja te trditve se lahko lotimo takole:
Naj bo A = (aij) desno stohastična matrika velikosti n×n z nenegativnimi elementi,
torej aij > 0 in ai1 + ai2 + ...+ ain = 1 za vsak 1 6 i, j 6 n. Sedaj dokažimo:
a) Desno stohastična matrika A ima lastno vrednost 1.
b) Absolutna vrednost katerekoli lastne vrednosti desno stohastične matrike A je
manjša ali enaka 1.
a) Opazimo:
a11 a12 a13 . . . a1n
a21 a22 a23 . . . a2n
...
...
... . . .
...
an1 an2 an3 . . . ann


1
1
...
1
 =

a11 + a12 · · ·+ a1n
a21 + a22 · · ·+ a2n
...
an1 + an2 · · ·+ ann
 = 1 ·

1
1
...
1

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Opazimo, da je 1 lastna vrednost matrike A in

1
1
...
1
 njej pripadajoči lastni vektor.
b) Naj bo λ lastna vrednost desno stohastične matrike in v njen pripadajoči lastni
vektor, se pravi Av = λv.
i-ta vrstica zgornjega sistema izgleda:
ai1v1 + ai2v2 + . . .+ ainvn = λvi, za i = 1, . . . , n
.
Naj bo |vk| = max(|v1|, |v2|, . . . , |vn|). Vemo, da je |vk| > 0, saj bi imeli drugače
v = 0, kar pa bi nasprotovalo lastnostni, da je lastni vektor neničeln vektor.
Sedaj za i = k iz zgornje enačbe za i-to vrstico dobimo:
|λ| · |vk| = |ak1v1 + ak2v2 + . . .+ aknvn|
6 ak1|v1|+ a22|v2|+ . . .+ akn|vn|
6 ak1|vk|+ a22|vk|+ . . .+ akn|vk|
= (ak1 + ak2 + . . .+ akn)|vk| = |vk|
Ker je |vk| > 0, sledi |λ| 6 1. 
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3. Prilagoditev matrike P
Ko s pomočjo strukture povezav v spletni mreži (grafu) sestavimo prehodno ma-
triko P, to pripelje do nekaterih problemov. Prvi, že zgoraj omenjeni problem, je
ta, da matrika P ni nujno stohastična, saj v spletu obstajajo spletne strani brez
istopajočih povezav. Torej obstajajo vrstice matrike P s samimi ničelnimi elementi.
Vendar je ta problem enostavno rešiti: vrstice matrike P s samimi ničelnimi elementi
zamenjamo z vrsticami eT/n in tako dobimo matriko P ∗. Sedaj dobimo desno sto-
hastično matriko z dominantno lastno vrednostjo 1.
Drugi problem, ki pa se pojavi, pa je, da je matrika P ∗ lahko reducibilna matrika,
saj je njena pripadajoča veriga reducibilna. Reducibilne verige so tiste, ki vsebujejo
množice stanj, v katerih se lahko veriga ujame. To, da je matrika P ∗ reducibilna,
pomeni, da se jo da s sočasno menjavo vrstic in stolpcev preoblikovati v zgornje
trikotno bločno matriko :
S1 S2[ ]
T11 T12 S1
0 T22 S2
kjer sta T11 in T22 kvadratni matriki.
To pomeni, da ko je enkrat doseženo stanje v množici S2, se ne moremo več vrniti
v stanja množice S1.
Na primer: če spletna stran Pi vsebuje povezavo samo do spletne strani Pj in spletna
stran Pj vsebuje samo povezavo do spletne strani Pi, to implicira, da ko enkrat
brskalec po spletu zadane eno od teh dveh spletnih strani, bo postal ujet samo med
ti dve spletni strani, med katerimi bo skakal.
Zato definirajmo ireducibilno markovsko verigo:
Definicija 3.1. Markovska veriga je ireducibilna, če je vsako stanje prej ali slej
dosegljivo iz vsakega drugega stanja. Z drugimi besedami, obstaja pot od vozlišča i
do vozlišča j za vse i, j.
V našem primeru to pomeni, da je graf povezan.
Ireducibilnost je željena lastnost za Perron-Frobeniusov izrek, ki nam pove, da v na-
šem primeru naša markovska veriga vsebuje enoličen pozitiven porazdelitveni vektor
piT = piTP .
Izkaže se, da je struktura svetovne spletne mreže takšna, da je matrika P ∗ skoraj
zagotovo reducibilna. Zato Larry Page in Sergey Brin zagotovita obstoj ireducibil-
nosti z idejo, da je vsako stanje direktno dosegljivo iz katerega koli drugega stanja.
Najprej sta to dosegla s prištevanjem perturbacijske matrike E = eeT
n
in skalarjem
α ∈ (0, 1), tako da dobimo P ∗∗ = αP ∗ + (1− α)E. Vendar pa sta nato zaradi reali-
stičnih in demokratičnih razlogov za perturbacijsko matriko vzela matriko E = evT ,
kjer je vT > 0. V nekaterih člankih piše, da skalar α nekako predstavlja verjetnost,
da pešec v sprehodu obišče potomca vozlišča i, (1− α) pa predstavlja verjetnost za
skok nakjučno drugam. Verjetnosti, na katero drugo vozlišče skoči pa so podane z
vektorjem v. Danes je matrika P ∗∗ imenovana Googlova matrika, njej pripadajoči
stacionarni vektor piT pa PageRank vektor.
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Opomba :
Izrek 3.2. Konveksna kombinacija dveh stohastičnih matrik A in B je stohastična
matrika C.
Dokaz izreka 3.2. Dokazovanja te trditve se lotimo takole:
Naj bo C = (1− γ)A+ γB, kjer sta A in B stohastični N ×N matriki, γ ∈ (0, 1).
Sedaj je treba dokazati, da ima matrika C prav tako lastnosti stohastične matrike.
a) Elementi matrike C so nenegativni.
b) Vrstice matrike C se seštejejo v ena.
Točka a) je očitna. I- ta vrstica matrike C izgleda: cij = (1 − γ)aij + γbij, kjer aij
in bij predstavljata (i, j)-ti element stohastičnih matrik A in B. Vidimo torej, da iz
enačbe sledi, da so elementi cij nenegativni, saj sta matriki A in B po predpostavki
stohastični in γ ∈ (0, 1).
b) Zapišimo enakost:
∑n
j=1 cij =
∑n
j=1((1 − γ)aij + γbij) = (1 − γ)
∑n
j=1 aij +
γ
∑n
j=1 bij = (1− γ) + γ = 1.

4. Red konvergence
Izkaže se, da je red konvergence potenčne metode določen z razliko med dominan-
tno in najbližjo subdominanto lastno vrednostjo. V našem primeru to pomeni:
spekter matrike P ∗ je enak σ(P ∗) = 1, µ2, ..., µn , spekter matrike P ∗∗ pa je σ(P ∗∗) =
1, λ2, . . . , λn, kjer velja λk = αµk za k = 2, 3, . . . , n, (enakost sledi iz vira [4], stran
147). Struktura povezav med spletnimi stranmi določi µ2 ≈ 1. Torej za izbran
α = .85, je (λ2)114 = (0.85)114 < 10−8, kar pomeni, da je že po 114-ih iteracijah
PageRank algoritma dosežena natančnost reda 10−8. Kar pa je v resnici več kot
zadostna natančnost.
Z drugimi besedami to pomeni, da ko potenčna metoda aplicirana na ireducibilni
stohastični matiki P ∗∗ skonvergira k enoličnemu dominantnemu lastnemu vektorju
matrike P ∗∗ - stacionarnem vektorju piT za markovsko matriko, je red konvergence
odvisen od tega, kako hitro gre αk → 0 (sledi iz dejstva, da je λ2 = αµ2 ≈ α). S
tem dejstvom o redu konvergence potenčne metode pa so sedaj Googlovi inženirji
postavljeni pred delikatno odločitveno nalogo. Opazimo, da manjša kot je α hitrejša
je konvergenca, vendar istočasno manjša kot je α, manjše je nanašanje rezultatov na
dejansko strukturo povezav v grafu. Torej nam že majhna sprememba parametra α
spremeni PageRank. V primeru ko α pošiljamo proti ena, se nam red konvergence
drastično upočasni, prav tako pa se nam začnejo pojavljati drugi občutljivostni pro-
blemi.
V člankih poročajo, da naj bi bil parameter α v resnici nastavljen okoli 0.85 in da
naj bi bila zadostna ocena vektorja piT za matriko P reda 322.000.000 dobljena že
po 50-ih korakih iteracije.
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5. Posodabljanje PageRanka
Posodabljanje PageRanka danes povzroča precej zanimanja in preglavic med in-
ženirji. Problem izvira iz dejstva, da je izračunavanje vektorja piT zelo potratna
naloga, tako da je PageRank posodobljen le vsake toliko tednov. To Googlovim
inženirjem postavlja vprašanje na koliko časa posodobiti PageRank, da bodo izra-
čunani podatki še relevantni.
Prihaja do problema, da je izračunan PageRank iz predhodnega obdobja za dana-
šnje obdobje skoraj neuporaben, tako da je potrebno potenčno iteracijo vedno začeti
znova. Bile so narejene raziskave kako naj bi uporabili predhodno izračunani Page-
Rank in ga uporabili v zdajšnjem obdobju. Vendar pa se večino raziskav nanaša le
na probleme, ko se spreminja strutura grafa, se pravi, ko se dodajajo povezave med
spletnimi stranmi, odstranjujejo povezave med spletnimi stranmi ali pa se povezave
spreminjajo. Problem nastane, ko v zakup vzamemo še dodajanje novih spletnih
strani oziroma njihovo izumiranje. Spreminjanje števila spletnih strani (vozlišč v
grafu) nam spreminja velikost matrike P, kar pa povzroča bistveno težje probleme
za posodabljanje.
Posodabljanje markovske verige je sicer že star problem in obstaja nekaj algoritmov
za posodobitev, vendar noben ne deluje na algoritmu PageRank oziroma zahtevajo
več časa, kot pa bi zahtevala ponovna potenčna iteracija od začetka.
Danes torej posodabljanje PageRanka s hkratnim upoštevanjem spreminjanja voz-
lišč in povezav predstavlja aktivno področje raziskav.
6. Primer delovanja algoritma PageRank
V prejšnjem razdelku pojasnjen algoritem naj bi izgledal takole:
Izberi parameter α ∈ (0, 1). Naj bo piT0 = eT/n, kjer je n velikost matrike P ∗ in
iteriraj piTk+1 = αpiTk P ∗ + (1− α)vT , dokler zaželjen red natančnosti ni dosežen.
Sedaj si poglejmo primer delovanja PageRank algoritma na začetnem grafu s šestimi
vozlišči:
1 2
3
6 5
4
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Pripadajoča matrika P izgleda:
P =

0 1
2
1
2
0 0 0
0 0 0 0 0 0
1
3
1
3
0 0 1
3
0
0 0 0 0 1
2
1
2
0 0 0 1
2
0 1
2
0 0 0 1 0 0

Ker je vozlišče 2 brez izstopajočih povezav, moramo posodobiti matriko P. Ko
drugi vrtici matrike P prištejemo eT/6, dobimo desno stohastično matriko P ∗.
P ∗ =

0 1
2
1
2
0 0 0
1
6
1
6
1
6
1
6
1
6
1
6
1
3
1
3
0 0 1
3
0
0 0 0 0 1
2
1
2
0 0 0 1
2
0 1
2
0 0 0 1 0 0

Matrika P ∗ je sedaj desno stohastična matrika, vendar je reducibilna, zato nima
enoličnega pozitivnega lastnega vektorja. Za obstoj ireducibilnosti izberemo α = 0.9
in pripravimo P ∗∗ = αP ∗ + (1− α) eeT
n
=
1
60
7
15
7
15
1
60
1
60
1
60
1
6
1
6
1
6
1
6
1
6
1
6
19
60
19
60
1
6
1
6
19
60
1
60
1
60
1
60
1
60
1
60
7
15
7
15
1
60
1
60
1
60
7
15
1
60
7
15
1
60
1
60
1
60
11
12
1
60
1
60

Matrika P ∗∗ je sedaj stohastična in irreducibilna, njen PageRank vektor je
piT = (.03721 .05396 .04151 .3751 .206 .2862).
Opomba: Delovanje Googlovega brskalnika je sestavljeno iz več faz, ena izmed njih
je računanje PageRanka spletnih strani. Sedaj vstopimo v fazo, ko pogledamo v
dokument izrazov, ki nam pove, kateri dokumenti se nanašajo na določen izraz.
Sedaj v brskalnik vnesemo izraz 1 in izraz 2.
Dokument izrazov zgleda takole:
izraz 1→ dok.1 , dok.4, dok.6
izraz 2→ dok.1, dok.3
.
Primerna množica za iskana izraza 1 in 2 so torej vozlišča {1,3,4,6}. PageRank teh
strani izgleda:
pi4 = .3751
pi6 = .2862
pi3 = .04151
pi1 = .03721
Vidimo, da je dokument 4 najbolj relevanten za iskana izraza, dokument 1 pa
najmanj. Če zamenjamo želene izraze, je ustreznostna množica hitro dobljena.
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7. Razširitev iz PageRank na PageTrust algoritem
V drugem delu seminarske naloge bomo PageRank algoritem razširili na Page-
Trust algoritem. PageTrust algoritem predstavlja nadgradnjo PageRank algoritma,
pri katerem upoštevamo tudi negativne povezave. To pomeni, da neka vozlišča ne
zaupajo nekim drugim vozliščem, tako da med njimi poteka usmerjena negativna
povezava. Zaradi tega pogoja postane netrivialno kako uporabljati zgoraj opisane
metode za iskanje stacionarnega vektorja, saj so prisotne tudi negativne povezave
med vozlišči.
Opomba: Za lažjo preglednost bomo pri PageTrust algoritmu na novo definirali
oznake z drugačnimi simboli, da ne bo prihajalo do zapletov zaradi ponavljanja
oznak.
Naj bo G(N,L+, L−) usmerjen graf, kjer N predstavlja množico vozlišč, L+ mno-
žico pozitivnih povezav, L− pa množico negativnih povezav. Kot vozlišča si pred-
stavljamo spletne strani, povezave med vozlišči pa predstavljajo linke med sple-
tnimi stranmi. Graf Gpos(N,L+) naj bo predstavljen z matriko sosednosti A+, graf
Gneg(N,L
−) pa naj bo predstavljen z matriko sosednosti A−. Z di označimo število
pozitivnih izstopajočih povezav iz vozlišča i, α naj bo parameter iz (0, 1), z pa naj
bo nenegativen vektor velikosti n × 1 z ∑ni=1 zi = 1. Parameter α si lahko pred-
stavljamo kot verjetnost, da pešec v vozlišču i v naslednjem koraku izbere potomca
vozlišča i, torej (1 − α) predstavlja verjetnost, da pešec v vozlišču i v naslednjem
koraku skoči na katerokoli drugo vozlišče, ki ni potomec vozlišča i. Vektor z nam
pove verjetnosti, s katerimi skoči na ta vozlišča, ki niso sosede vozlišča i. Iz zgoraj
vpeljanih oznak iz prvega razdelka vemo, da je Googlova matrika sedaj predstavljena
kot: Hij = α A+ji/dj + (1- α) zi.
8. Matrika nezaupanja B
V tem poglavju bomo definirali matriko nezaupanja B, ki je glavni ključ delo-
vanja PageTrust algoritma. Če si predstavljamo, da imamo v našem grafu G, ki
predstavlja model spleta, nekaj naključnih pešcev, ki se premikajo v grafu (kot pri-
mer naključnega sprehoda), bo pristonost negativnih povezav v grafu pomenila, da
vsak naključni pešec v grafu v vsakem vozlišču prejme mnenje o ostalih vozliščih.
Se pravi vsak zaupa ali pa ne zaupa neki množici vozlišč. Natančnejša dinamika o
njihovem mnenju bo predstavljena v sledečih poglavjih. Predpostavimo, da je delež
pešcev v vozlišču i, ki ne zaupajo vozlišču k za katerakoli vozlišča i, k ∈ N dano in
ostaja konstantno. Ta delež označimo kot Bik. To nam sedaj definira matriko B
velikosti n×n, pri čemer nam diagonala matrike B pove delež pešcev, ki ne zaupajo
vozlišču v katerem se nahajajo. Za take pešce bomo predpostavili, da bodo zapustili
graf. Torej opazimo, da (1− Bii) predstavlja delež ostalih pešcev v vozlišču i ∈ N .
Sedaj iz zgornjega sklepanja lahko posodobimo iteracijo ranga vozlišča i z enačbo:
x
(t+1)
i = (1− Bii)[α
∑
j,(j,i)∈L+
x
(t)
j /dj + (1− α)zi], za vsak i ∈ N.
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Kakor pri PageRank algoritmu, vektorju x vsako komponento najprej nastavimo
na 1/n, da je njegova prva norma enaka 1. Posledično vemo, da nam bo vektor
x skonvergiral k lastnemu vektorju pi, ki nam bo dal Trust Rank. Če vse skupaj
zapišemo v matrični obliki, potenčna iteracija izgleda:
x(t+1) = DB ·Hx(t)/(1T ·DB ·Hx(t)),
kjer je 1 vektor enic velikosti n×1, DB pa diagonalna matrika, ki vsebuje diagonalo
matrike (I - B).
Opazimo, da bodo manjši elementi v matriki Dp zmanjšali pripadajoče elemente
vektorja x(t+1) oziroma z drugimi besedami, večji elementi Bii, bodo zmanjšali rang
pii. Kar se nam zdi povsem logično, saj večji elementi Bii predstavljajo večje neza-
upanje v vozlišče i, tako da bo rang vozlišča i na koncu posledično manjši.
8.1. Posodabljanje matrike nezaupanja B. Z naslednjim grafom si bomo po-
magali kako posodobiti matriko B v naključnem sprehodu. Recimo, da imamo graf:
i j k
verjame verjame
ne verjame
V tem primeru grafa vidimo, da vozlišče i zaupa vozlišču j in recimo, da priporoči
naključnemu pešcu, naj obišče vozlišče j. Sedaj vidimo, da j zaupa vozlišču k in bo
priporočilo pešcu naj obišče vozlišče k. Vendar opazimo, da vozlišče i ni zaupalo vo-
zlišču k. Torej, če predpostavimo, da si bo pešec v vozlišču i zapomnil to negativno
informacijo, to pomeni, da ko bo odšel iz vozlišča i in obiskal vozlišče j, sedaj ne bo
smel obiskati vozlišča k.
Zgornji zgled nam pokaže tri principe posodabljanja matrike B, ki vsebujejo delež
pešcev z mnenji o vozliščih (zaupa ali ne zaupa).
Opišimo gibanje enega posameznega pešca v grafu in predpostavimo, da je število
peščev neskončno. Sledi:
1) Pešec se premika v grafu kot naključni pešec v PageRank algoritmu in si zapomni
svoja mnenja (sledeča enakost 3).
2) Pešec v vozlišču i ∈ N si avtomatično prisvoji negativna mnenja vozlišča i in si
ta vozlišča doda v seznam negativnih vozlišč (sledeča enakost 4).
3) Pešec, ki ne zaupa vozlišču k, zaposti graf takoj, ko obišče vozlišče k (sledeča
enakost 4).
To pripelje do treh posodobitev matrike B. Sedaj je matrika B odvisna od časa, tako
da B(t)ik predstavlja delež pešcev v vozlišču i ∈ N, ki ne zaupajo vozlišču k ∈ N ob
času t. Sledi enakost :
(3) B˜(t+1) = T (t) · B(t),
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kjer T predstavlja prehodno matriko (T (t)ij delež pešcev v vozlišču i, ki so bili ob
času t v vozlišču j):
T
(t)
ij = αA
+
jix
(t)
j /dj + (1− α)zix(t)j /(α
∑
k,(k,i)∈L+
x
(t)
k /dk + (1− α)zi)
za vsak i, j ∈ N .
Na koncu pa posodobimo še elemente matrike B po naslednji enakosti 4 :
(4) B(t+1)ij =

1, če (i,j) ∈ L−
0, če i = j
B˜
(t+1)
ij , sicer
za vse i, j ∈ N.
Sedaj je iteracija na vektorju x in matriki B podana v dveh korakih:
Najprej je posodobljen vektor x iz enačbe x(t+1) = DB ·Hx(t)/(1T ·DB ·Hx(t)), kjer
uporabimo diagonalo matike ˜B(t) namesto B. Nato pa je matrika B posodobljena
po zgornjih enakostih 3 in 4, z začetnimi vrednostmi B(0) = B˜(0) = A−.
Posledično vektor x konvergira k PageTrust vektorju pi, ki je dominanten lastni
vektor matrike DB˜∞ · H, kjer diagonalna matrika DB˜∞ predstavlja diagonalni del
matirke B˜(t) ob koncu konvergence.
9. PageTrust interpretacija
Predstavljajmo si ne samo enega naključnega pešca v grafu, ampak števno mnogo
enakomerno razporejenih naključnih pešcev v grafu. Vsak od teh pešcev v vozlišču j
ob času t z verjetnostjo α izbere potomca vozlišča j ali pa skoči na katerokoli drugo
vozlišče z verjetnostjo (1 − α). Recimo, da pristane v vozlišču i. Tako se obnašajo
vsi pešci v grafu, vsak s svojim seznamom nepriljubljenih vozlišč. Delež pešcev, ki
ne zaupajo vozlišču k ∈ N, je podan z zvezo 3 z B˜(t+1)ik . Posledično delež pešcev, ki
ne zaupa seznamu vozlišč S =i1, i2, ..., id, je dan z:∏
k∈S
B
(t+1)
ik ·
∏
k∈N S
(1− B(t+1)ik ).
Torej pešec, ki ne zaupa vozlišču i zapusti graf, ostane (1 − B˜(t+1)ii ) pešcev, torej
ta člen je uporabljen v zvezi x(t+1) = DB · Hx(t)/1T · DB · Hx(t). Nato ti ostali
pešci vzamejo v zakup negativne povezave vozlišča i, enakost 4, in izberejo potomca
vozlišča i ali pa skočijo drugam, itd. V tem naključnem sprehodu, x(t)i predstavlja
delež pešcev v vozlišču i, ki zaupajo vozlišču i ob času t.
9.1. Binarni parameter M. Vpeljimo binarni parameter M ∈ {0, 1}, ki nam
pove ali si pešci zapomnijo mnenje negativnih povezav po skoku na naključno drugo
vozlišče. Torej, če je M = 1, to pomeni, da si zapomnijo mnenje. V nadaljevanju
bomo videli, da M = 0 pomeni znižanje vpliva negativnih povezav.
Parameter M nam posodobi prehodno matriko T v:
T
(t)
ij = α · A+jix(t)j /dj +M(1− α)zix(t)j /(α ·
∑
k,(k,i)∈L+
x
(t)
k /dk + (1− α) · zi),
za vsak i, j ∈ N.
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9.2. Stopnja prepričanja β. Sedaj vplejimo še drugi parameter β > 0. Ta nam
pove s kakšnim vplivom pešci, ki so zapustili vozlišče i, negativno prepričajo ostale
pešce v vozlišču i. Torej delež ostalih pešcev v vozlišču i postane (1 − B˜(t)ii )β. Za
β = 0, pešci nimajo vpliva in PageTrust algoritem postane kar PageRank algoritem.
Večji kot je parameter β, večji vpliv imajo negativne povezave. Ko je β zelo velik, je
dovolj, da lahko en sam pešec prepriča vse prisotne pešce v vozlišču i. To posodobi
vektor x v enačbi (4): x(t+1) = Dβ
B˜(t)
· Hxt /( 1T · Dβ
B˜(t)
* Hxt), kjer je 1 n × 1
vektor enic, DB pa diagonalna matrika (I - B).
10. PageTrust algoritem
Sedaj, ko imamo definirane že vse potrebne parametre, lahko napišemo PageTrust
algoritem v končni obliki. Algoritem izgleda sledeče:
Algorithm 1 Končni PageTrust algoritem s parametroma β in M
Require: Graf Gr(N, L+, L−), α ∈ [0,1], z > 0, M ∈ 0,1, β >= 0;
Ensure: rangirni vektor pi in matrika nezaupanja B.
Inicializacija x(0), B(0), B˜(0) in t = 0;
Naredi Googlovo matriko H;
while max(x(t+1) - x(t)) >  do
for i = 1 do |N| do
x
(t+1)
i := (1− B˜(t)ii )β
∑
k∈N Hikx
(t)
k ;
Naredi prehodno matriko T (t);
for j = 1 do |N| do
B˜
(t+1)
ij :=
∑
k∈N T
(t)
ik B
(t)
kj ;
if (i,j) ∈ L− then
B
(t+1)
ij := 1;
else if i=j then
B
(t+1)
ij := 0;
else
B
(t+1)
ij := B˜
(t+1)
ij
end if
end for
end for
x(t+1) := x(t+1)/1T x(t+1);
t := t+1;
end while
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11. Primeri PageTrust algoritma pri različnih parametrih β in M
V tem poglavju si bomo na konkretnih primerih pogledali, kako spremembe pa-
rametrov β in M vplivajo na spremembo rangov posameznih vozlišč. Povedali smo,
da nam parameter M pove ali naključni pešec obdrži ali izgubi mnenje o vozliščih,
potem, ko pride do skoka na neko drugo vozlišče (verjetnost je (1- α)), ki ni potomec
predhodnega vozlišča v naključnem sprehodu. Se pravi, če mnenje izgubi (M = 0),
bo zmanjšan vpliv negativnih povezav.
Torej parameter M nam v kombinaciji s parametrom α določa moč negativnih po-
vezav.
Poglejmo si primer na naslednjem grafu, kjer smo parameter β nastavili na 1 in
negativno povezavo obarvali z rdečo barvo.
1
2
3 4 5
Pripadajoči rezultati za zgornji graf so :
α = .9 α = .5
PR M = 0 M = 1 PR M = 0 M = 1
1 .18 .24 .31 .18 .19 .30
2 .18 .19 .20 .18 .19 .21
3 .27 .36 .49 .26 .28 .45
4 .18 .10 0 .18 .17 0
5 .18 .11 .01 .19 .18 .04
Opazimo, da v obeh primerih, ko je α = 0.9 in α = 0.5, parameter M = 0 ob-
čutno zmanjša vpliv negativne povezave. Če si ogledamo odebeljeno vrstico vozlišča
4 v tabeli, opazimo, da je rang vozlišča 4 po koncu iteracije pri parametru M = 0
občutno višji, a vseeno nižji kot pri PageRank algoritmu, kjer negativne povezave ne
upoštevamo. Prav tako pa lahko opazimo, da negativna povezava posredno priza-
dane tudi potomca vozlišča 4. Ker je v primeru upoštevanja negativnih povezavah
verjetnost, da bomo v vozlišču 4, manjša kot v primeru, ko ni negativnih povezav,
je verjetnost, da bomo v primeru negativnih povezav pristali v vozlišču 5, prav tako
manjša, saj ima vozlišče 5 edino vstopajočo povezavo iz vozlišča 4.
Večina izgubljenega ranga vozlišč 4 in 5 v primeru negativnih povezav, je tako prido-
bljenega s strani vozlišč 1 in 3, saj ti dve vozlišči nimata nobene vstopajoče povezave
s strani vozlišč 4 in 5. Tako vozlišči 1 in 3 negativne povezave nič ne prizadanejo.
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Sedaj si oglejmo še primer delovanja parametra β na istem grafu.
Pridobljeni rezultati za različne β so prikazani v spodnji tabeli:
β = 0 β = 1 β = 2 β = ∞
PR
1 .18 .24 .30 .31
2 .18 .19 .20 .20
3 .27 .36 .47 .49
4 .18 .10 .01 0
5 .18 .11 .02 .01
Iz zgornje tabele rezultatov, kjer smo privzeli α = 0.9 in M = 0, opazimo, da večji
kot je parameter β, večji vpliv imajo negativne povezave. Pri vrednosti parametra
β = ∞, je že en pešec dovolj, da negativno prepriča vse ostale pešce. Tudi v tem
primeru se rang izgubljen pri vozliščih 4 in 5, prišteva v vozlišči 1 in 3, rang vozlišča
2 pa ostaja skoraj nespremenjen.
Zagotovo se nam sedaj, ko razumemo vpliv negativnih povezav poraja vprašanje ali
so mogoče kakšne prevare z uporabo negativnih povezav, ki bi škodoželjno vplivale
na konkurenčna vozlišča. Slednje bomo predstavili v naslednjem poglavju.
12. Odpornost do škodoželjnega obnašanja
Zagotovo bi bilo idealno, da bi bil PageTrust algoritem neobčutljiv na napade s
strani negativnih povezav. Dva možna napada z uporabo negativnih povezav sta
zvišanje lastnega PageTrust ranga ali pa znižanje ranga tekmečevih vozlišč.
Ker je PageTrust rang vozlišča i lahko interpretiran kot delež pešcev v vozlišču i,
ko je stabilno stanje doseženo, bi ena strategija lahko bila, da bi poizkušali s pomo-
čjo negativnih povezav zvabiti pešce nazaj v vozlišče i. S pozitivnimi povezavami
je ideja jasna. Optimalna strategija za vozlišče i bi bila, da s pozitivno povezavo
kaže na svojega očeta, tako da bodo pešci spet zmožni priti v vozlišče i. Vendar z
negativnimi povezavami takšna strategija ni povsem očitna.
Očitna strategija vozlišča i v primeru z negativnimi povezavami bi bila usmeritev
negativnih povezav na vozlišča, ki pešce odganjajo stran od vozlišča i.
Poglejmo si primer na spodnjem grafu:
1 2 3
4
5
6
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Zgornja strategija vozlišča i z usmeritvijo negativnih povezav na vozlišče, ki od-
ganja pešce stran od vozlišča i za naš graf ne deluje. Označimo vozlišče, ki odganja
stran od vozlišča i z j. Namreč v tem primeru, se pešec, ki bo obiskal vozlišče j, ne
bo odločal med ostalimi povezavami (povezavo (3,2) v našem grafu), ampak bo raje
zapustil graf. Torej ta stratregija za vozlišče i ni primerna. Na primeru zgornjega
grafa, bi v tem primeru večinoma ranga, ki je izgubljen s strani vozlišča 3, pridobili
vozlišči 5 in 6.
Kljub temu, da si vozlišče i ne more nujno povečati svojega ranga, pa lahko zniža
rang vozlišč, katerim ne zaupa. In to postane zanimivo, ko sta npr.vozlišči i in j
primerjani v istem rangirnem listu (primerna množica za določeni iskani izraz sta
tako vozlišči i kot j).
Razumljivo ukrepanje, da se izognemo takšnemu ravnanju je, da privzamemo nega-
tivne povezave v obe smeri. Se pravi, brž ko vozlišče i vzpostavi negativno povezavo
na vozlišče j, vozlišče j vzpostavi negativno povezavo na vozlišče i. To ravnanje pa
ni zanimivo niti za vozlišče i niti za vozlišče j.
Spodnja tabela predstavlja rezultate, ko obstaja obojestransko negativno zaupanje
med vozliščema i in j.
L− = ∅ L− =(1,3),(3,1)
PR β = 1 β = 2
1 .09 .04 .01
2 .18 .13 .11
3 .18 .17 .18
4 .18 .21 .22
5 .18 .22 .23
6 .18 .23 .25
Opazimo, da se rang v slednjem primeru zmanjša prav tako vozlišču i, kot tudi
vozlišču j. Izgubljeni rang vozlišč i in j pridobijo vozlišča 4, 5 in 6.
13. Lokalna matrika zaupanja
Do tod, nam je PageTrust algoritem dovoljeval, da dobimo globalno matriko za-
upanja v obliki vektorja pi. Z besedo globalna matrika zaupanja mislimo meritev
zaupanja, ki ni odvisna z vidika nobenega uporabnika. To je zanimivo kadar upo-
rabniki nimajo vnaprejšnjega zaupanja o vozliščih grafa G, se pravi, da v primeru
svetovnega spleta nekatere spletne strani niso že vnaprej bolj zaželjene. To začetno
zanimanje za nekatera vozlišča je sicer lahko korelirano s strani vektorja z, ki nam
razporedi začetno zaupanje v vsako vozlišče.
V nasprotju z globalno matriko zaupanja, pa se lokalna matrika zaupanja nanaša
na začetno priviligiranje določenega vozlišča, recimo vozlišče i. Naravna ideja, pred-
stavljena z PageRank algoritmom je, da nastavimo zi na 1, vse ostale komponente
vektorja z pa na 0. To bi pomenilo, da bi naključni pešci začeli sprehod v vozlišču
i. Torej je verjetnost (1- α), da se bodo pešci še kdaj vrnili nazaj v vozlišče i. V
tem smislu vozlišče i ostane referenca in nobeno vozlišče, kateremu i ne zaupa, ne
bo obiskano.
Na naslednjem grafu z obojestranskim nezaupanjem med vozliščema 1 in 4 si bomo
ogledali, kako izgleda rang vozlišč grafa, če za začetno vozlišče privzamemo vozlišče
2 oziroma vozlišče 5.
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12
3 4 5
Pripadajoči rezultati so:
α = 0.5, β = 1, M = 0
vozlišče 2 vozlišče 5
1 .23 .13
2 .30 .20
3 .34 .20
4 .06 .16
5 .06 .31
Opazimo, da vozlišče, ki ga preferiramo na začetku, bistveno vpliva na končne verje-
tnosti, da se bomo nahajali v določenem vozlišču. Rezultati dobljeni pri preferiranju
vozlišča 2, so namreč precej drugačni, kot če na začetku preferiramo vozlišče 5.
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14. Zanimivosti
14.1. Povezovanje na spletu. V tem podpoglavju si bomo pogledali, kako izgle-
dajo povezave v realnosti in kako se jih napravi.
Izraz ”hyperlink” je prvič uporabil Ted Nelson v projektu Xanadu. V različnih
knjigah, objavljenih med leti 1964 in 1980, je opisal svoje pojmovanje omrežja do-
kumentov. Opisal je, kako bralec pušča sled v omrežju z povezovanjem dokumentov
skupaj.
Prvi sistem združevanja posameznih dokumentov s pomočjo hiperlinkov oNline Sy-
stem (NLS) je razvila raziskovalna ekipa z Douglasom Engelbartom na čelu. Pred-
hodnik današnjega sistema WWW pa je bil program Enquire, ki ga je leta 1980
v Cernu izdelal Tim Berners-Lee. Služil mu je za shranjevanje in pridobivanje in-
formacij o strukturi sistema, kot so recimo zveze med ljudmi, programi in idejami.
Struktura povezav je omogočala avtorju definirati zvezo med dvema dokumentoma.
Kasneje je Tim Berners-Lee razširil svoj program in razvil HTTP protokol in jezik
HTML za svetovni splet.
V jeziku HTML, element <a> ustvari link, atribut href pa navede destinacijo linka.
Preprost primer bi lahko zapisali kot:
<a href = "URL"naslov = ”a hover box text” > opis linka</a>
Čeprav ni vnaprej določenega poimenovanja linkov, ustvarjalci spletnih strani pona-
vadi uporabijo kratek opis le teh. Spletni brskalniki namenijo veliko teže izrazom,
ki so uporabljeni za opis linkov. Googlov brskalnik bo rangiral neko spletno stran
x višje, če bodo vsi linki spletnih strani, ki linkirajo na spletno stran x imeli iste
izraze v kratkem opisu.
Problem, ki nastaja pri kratkih opisih je, da sistemi računalnikov danes še niso do-
volj razviti, da bi prepoznavali ali je avtor kratek opis napisal resnično, ali pa je
hotel ravnati škodoželjno drugim spletnim stranem.
14.2. Maksimiziranje PageRanka z izstopajočimi povezavami. V tem raz-
delku si bomo ogledali optimalno strategijo iztopajočih povezav množice spletnih
strani F, s katero maksimiziramo vsoto njenega PageRanka. Privzemimo, da avtor
te množice spletnih strani lahko določa le hiperlinke iz teh spletnih strani, ne pa
tudi hiperlinke iz ostalih spletnih strani. Glede na današnjo popularnost spletnega
brskalnika Google, je povsem razumljivo, da avtorji spletnih strani želijo povečati
PageRank svojih strani, da bi pridobili čim več ogledov s strani obisovalcev sple-
tnega brskalnika.
Lempel in Morel sta v svojem članku [7] dokazala, da PageRank ni povsem stabilen
in da že majne spremembe v strukturi povezav med spletnimi stranmi, lahko pov-
zročijo drastične spremembe v rangiranju spletnih strani.
Povsem očitno je, če se v grafu doda samo usmerjena povezava iz vozlišča i v vozlišče
j, da se posledično rang vozlišča j poveča. Vendar, v realnosti to avtorjem spletnih
strani ne pomaga prav dosti, saj nimajo vpliva na vstopajoče povezave, razen če ne
plačajo drugemu avtorju, da doda hiperlink na njihovo spletno stran.
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Za matematičen opis optimalne strategije, moramo najprej definirati oznake:
Naj bo G = (N,E) graf spleta, kjer N predstavlja množico vozlišč, E pa mno-
žico povezav. Za množico vozlišč F ⊆ N, definiramo:
EF = {(i, j) ∈ E : i, j ∈ F} množica povezav med vozlišči F,
Eout(F ) = {(i, j) ∈ E : i ∈ F, j /∈ F} množica izstopajočih povezav iz F,
Ein(F ) = {(i, j) ∈ E : i /∈ F, j ∈ F} množica vstopajočih povezav v F,
EF0 = {(i, j) ∈ E : i, j /∈ F} množica povezav izven vozlišč F.
Želimo izbrati množico povezav med vozlišči F, EF ⊆ F × F in množico izstopajo-
čih povezav iz F, Eout(F ) ⊆ F × F0, tako, da bomo maksimizirali vsoto PageRankov
spletnih strani v množici F. Pri iskanju optimalne strukture povezav, bomo predpo-
stavili:
Predpostavka 1. Vsaka spletna stran iz množice F, mora imeti dostop do vsaj ene
spletne strani v množici F0 .
Glavna ideja optimalne strategije je, da določimo prepovedane vzorce za opti-
malno strategijo in ugotovimo edino možno strukturo, ki jo lahko ima optimalna
strategija. Z drugimi besedami, privzemimo, da imamo obliko povezav, ki nam da
optimalen PageRank vozlišč F
piT eF =
∑
i∈F
pii,
kjer eF predstavlja vektor enic na mestih vozlišč v F in ničlami drugod. Nato do-
kažemo, da ob pojavitvi določenega vzorca v optimalni strukturi, lahko napravimo
drug graf, za katerega bo veljalo p˜iT eF ≥ piT eF .
Z izrekom 14.1 bomo najprej določili obliko optimalne množice izstopajočih pove-
zav F, Eout(F ), ko je množica povezav med vozlišči F, EF , že dana. Nato bomo z
izrekom 14.2 ob dani Eout(F ) določili možno optimalno strutkuro EF . Na koncu pa
bomo izreka 14.1 in 14.2 združili v izrek 14.3, ki nam bo dal optimalno strategijo
izstopajočih povezav množice F ob danima Ein(F ) in EF0 .
Na tem mestu definirajmo še vektor u = (I−αP )−1eF , kjer privzamemo iste oznake
α in P kot iz prvega poglavja o PageRank algoritmu, U = argmaxj∈F0uj.
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Izrek 14.1. Optimalna struktura Eout(F ).
Naj bodo EF , Ein(F ) in EF0 dane. Naj bodo D1, . . . , Dr končni razredi podgrafa
(F,EF ) in naj bo Eout(F ) taka, da je PageRank piT eF maksimalen pod Predpostavko
1.
Potem ima Eout(F ) strukturo:
Eout(F ) = Eout(D1) ∪ . . . ∪ Eout(Dr),
kjer je za vsak s = 1, . . . , r,
Eout(Ds) ⊆ {(i, j) : i ∈ argmink∈Dsuk in j ∈ U}.
Velja še več:
Za vsak s = 1, . . . , r, za katerega je EDs 6= ∅, velja | Eout(Ds) |= 1.
Opomba : Množica vozlišč D ⊆ N je končni razred grafa G = (N,E) , če je
podgraf (D,ED) povezan in Eout(D) = ∅.
Izrek 14.2. Optimalna struktura EF .
Naj bodo Eout(F ), Ein(F ) in EF0 dane. Naj bo L = {i ∈ F : (i, j) ∈ Eout(F ) za
nekatere j ∈ F0} množica vozlišč v F, ki odganja pešce stran od vozlišč v F in naj
bo nL = |L| število teh vozlišč, ki odganjajo stran. Naj bo EF tak, da je PageRank
piT eF maksimalen pod Predpostavko 1.
Potem obstaja taka permutacija indeksov, da je F = {1, 2, . . . , nF}, L = {nF −
nL + 1, . . . , nF}, u1 > . . . > unF−nL > unF−nL+1 ≥ . . . ≥ unF . EF ima strukturo
ELF ⊆ EF ⊆ EMF , kjer je
ELF = {(i, j) ∈ F × F : j ≤ i} ∪ {(i, j) ∈ (F )× F : j = i+ 1},
EMF = E
L
F ∪ {(i, j) ∈ L× L : i < j}.
Če združimo izreka 14.1 in 14.2, dobimo izrek 14.3, ki nam pove kakšna je opti-
malna struktura povezav množice F.
Izrek 14.3. Optimalna struktura povezav množice F.
Naj bosta Ein(F ) in EF0 dani. Naj bosta EF in Eout(F ) taki, da je PageRank piT eF
maksimalen pod Predpostavko 1.
Potem obstaja taka permutacija indeksov, da je F = {1, 2, . . . , nF}, u1 > . . . >
unF > unF+1 ≥ . . . ≥ un in EF in Eout(F ) imata strukturo:
EF = {(i, j) ∈ F × F : j ≤ i ali j = i+ 1},
Eout(F ) = {(nF , nF + 1)}.
Dokazi izreka 14.1, izreka 14.2 in izreka 14.3 so dostopni v viru [8].
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V primeru da je podgraf (F,EF ) povezan, torej, če lahko iz poljubne spletne strani
v F pridemo v poljubno spletno stran v F, potem lahko izrek 14.1 razumemo kot:
Izrek 14.4. Naj bodo EF , Ein(F ) in EF0 dane. Predpostavimo, da je podgraf (F,EF )
povezan in EF 6= ∅. Potem vsaka optimalna struktura Eout(F ) vsebuje samo eno
povezavo na določeno stran izven množice F.
V primeru, da obstaja samo eno vozlišče v F, ki odganja stran od vozlišč v množici
F, torej kaže na vozlišče v F0, lahko izrek 14.2 razumemo kot:
Izrek 14.5. Naj bodo Eout(F ), Ein(F ) in EF0 dane. Predpostavimo, da obstaja samo
eno vozlišče v množici F, ki odganja stran od vozlišč v množici F, torej kaže na
vozlišče v F0. Potem optimalna struktura EF vsebuje usmerjeno pot med vozlišči
znotraj F, z možnostjo skoka iz vsakega vozlišča znotraj poti na katerokoli predhodno
vozlišče v tej poti.
Ko združimo izreka 14.4 in 14.5 dobimo izrek 14.6, ki nam poenostavljeno pred-
stavi optimalno strukturo povezav.
Izrek 14.6. Naj bosta Ein(F ) in EF0 dani. Potem optimalna struktura EF vsebuje
usmerjeno pot med vozlišči znotraj F, z možnostjo skoka iz vsakega vozlišča znotraj
poti na katerokoli predhodno vozlišče v tej poti, Eout(F ) pa vsebuje samo eno povezavo
z začetkom v zadnjem vozlišču poti v množici F.
Primer optimalne strategije povezav za množico F = {1, 2, 3, 4, 5} s petimi vozli-
šči:
1 2 3 4 5
6
V tem poglavju smo torej opisali splošno obliko optimalne strukture povezav za
spletne strani F, ki maksimizirajo vsoto svojih PageRankov. Dobljena oblika se si-
cer ne zdi povsem intuitivna, saj se v topologiji za najpogostejše oblike med stranmi
omenjajo klike in pa grafi, ki imajo obliko zvezde oziroma prstanov.
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