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Abstract
We consider an inverse problem arising from the semi-definite quadratic programming (SDQP) problem. We represent this
problem as a cone-constrained minimization problem and its dual (denoted ISDQD) is a semismoothly differentiable (SC1) convex
programming problem with fewer variables than the original one. The Karush–Kuhn–Tucker conditions of the dual problem
(ISDQD) can be formulated as a system of semismooth equations which involves the projection onto the cone of positive semi-
definite matrices. A smoothing Newton method is given for getting a Karush–Kuhn–Tucker point of ISDQD. The proposed method
needs to compute the directional derivative of the smoothing projector at the corresponding point and to solve one linear system per
iteration. The quadratic convergence of the smoothing Newton method is proved under a suitable condition. Numerical experiments
are reported to show that the smoothing Newton method is very effective for solving this type of inverse quadratic programming
problems.
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MSC: 90C20; 90C22
Keywords: Semi-definite quadratic programming; Inverse optimization; Smoothing Newton method
1. Introduction
A typical optimization problem is a forward problem, in which there are usually parameters associated with
decision variables in the objective function and constraints. When solving the typical optimization problem, the values
of these parameters usually are available and we need to find an optimal solution to it. An inverse optimization problem
is to find values of parameters which make the known solutions optimal and which differ from the given estimates as
little as possible.
The interest in inverse optimization problems was initiated by the paper [5] dealing with an inverse shortest
path problem. In the past few years, a variety of inverse combinatorial optimization problems have been studied by
researchers, see, for example, the survey paper [8] and the references [1,2,4,6,20], etc. But for continuous optimization,
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there are just a few papers on their inverse problems, except for linear programming [18,19] and for quadratic
programming [21].
In this paper, we consider a semi-definite quadratic programming problem of the form
SDQP(G, c,A, B)
min f (x) := 1
2
xT Gx + cT x
s.t. x ∈ ΩP := {x ′ ∈ Rn | Ax ′  B},
(1.1)
where G ∈ Sn+, Sndenotes the space of n×n symmetric matrices, Sn+ denotes the cone of n×n positive semi-definite
symmetric matrices. For any C, D ∈ Sn , denote Tr(C) the trace of C , 〈C, D〉 = Tr(CT D), ‖C‖F = √〈C,C〉, C  D
if and only if C − D ∈ Sn+. A : Rn → Sm is a linear operator and A∗ : Sm → Rn is the adjoint of A, c ∈ Rn and
B ∈ Sm . we define A by
Ax :=
n∑
j=1
x j A j , ∀x ∈ Rn,
then A∗ is defined by
A∗(X) :=

〈A1, X〉
〈A2, X〉
...
〈An, X〉
 , ∀X ∈ Sm,
where Ai ∈ Sm for i = 1, . . . , n. For simplicity of notations, we introduce “SOL” as a mapping whose variables are
problems, we denote SOL(P) to be the set of optimal solutions to a problem (P).
Given a feasible point x0 ∈ ΩP , which should be the optimal solution to Problem SDQP(G, c,A, B) and a pair
(G0, c0) ∈ Sn × Rn which is an estimate to (G, c). The inverse semi-definite quadratic programming (ISDQP)
considered in this paper is to find a pair (G, c) ∈ Sn+ × Rn to solve
ISDQP(A, B)
min
1
2
‖(G, c)− (G0, c0)‖2
s.t. x0 ∈ SOL(SDQP(G, c,A, B)),
(G, c) ∈ Sn+ × Rn,
(1.2)
where ‖ · ‖ is defined by ‖(G ′, c′)‖ :=
√
Tr(G ′T G ′)+ c′T c′ for (G ′, c′) ∈ Sn × Rn .
Problem (1.2) is a cone-constrained optimization problem with a quadratic objective function. The scale of this
problem will be quite large when n is a large number as the number of its decision variables is n + n(n + 1)/2. Our
main idea in this paper is that, instead of dealing with Problem (1.2) directly, we focus on solving its dual problem.
The reason for doing this is that the dual is a SC1 convex programming problem with fewer (≤ n) decision variables
than the original inverse quadratic problem, and its feasible set is a SDP cone. We consider the smoothing Newton
method, developed by [17], for getting a Karush–Kuhn–Tucker point of the dual problem.
Throughout this paper the following notations will be used. We denote the symmetric square root of X by X
1
2 . Let
|X | := (X2) 12 and ΠSn+(X) := (X + |X |)/2 for any X ∈ Sn . The Hadamard product of X and Y is denoted by X ◦ Y ,
namely (X ◦ Y )i j := X i j Yi j . Let I be the identity matrix of appropriate dimension.
This paper is organized as follows. In Section 2, we give some results from nonsmooth analysis which shall be used
in our convergence analysis. Section 3 is devoted to deriving the dual of the inverse quadratic programming problem.
In Section 4, we describe the smoothing Newton method for problem (3.9) and prove the global convergence and the
quadratic convergence rate. Numerical results implemented by the smoothing Newton method are given in Section 5.
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2. Preliminary
In this section, we recall some results on semismooth mappings and properties of some smoothing functions, which
will be used in what follows. Let X and Y be two finite-dimensional real vector spaces. Let O be an open set in X
and Ψ : O ⊆ X → Y be a locally Lipschitz continuous function on the open set O. By Rademacher’s theorem, Ψ is
almost everywhere Fre´chet-differentiable in O. We denote by DΨ the set of Fre´chet-differentiable points of Ψ in O.
Then, the Bouligand-subdifferential of Ψ at x ∈ O, denoted by ∂BΨ(x), is
∂BΨ(x) :=
{
lim
k→∞JΨ(x
k)|xk ∈ DΨ , xk → x
}
,
where JΨ(xk) denotes the Jacobian ofΨ at xk . Clarke’s generalized Jacobian ofΨ at x is the convex hull of ∂BΨ(x),
i.e.,
∂Ψ(x) = conv {∂BΨ(x)} .
The following concept of semismoothness was first introduced in [10] for functionals and was extended in [11] to
vector-valued functions.
Definition 2.1. Let Ψ : O ⊆ X → Y be a locally Lipschitz continuous function on the open set O. We say that Ψ is
semismooth at a point x ∈ O if
(i) Ψ is directionally differentiable at x ; and
(ii) for any ∆x ∈ X and V ∈ ∂Ψ(x +∆x) with ∆x → 0,
Ψ(x +∆x)−Ψ(x)− V (∆x) = o(‖∆x‖).
Furthermore, Ψ is said to be strongly semismooth at x ∈ O if Ψ is semismooth at x and for any ∆x ∈ X and
V ∈ ∂Ψ(x +∆x) with ∆x → 0,
Ψ(x +∆x)−Ψ(x)− V (∆x) = O(‖∆x‖2).
Let K be a closed convex set in Y . For instance, the convex set K will be chosen as the convex cone Sn+ or Rp+
in the following sections. It is well known [22] that the metric projector ΠK (·) for each element of Y is Lipschitz
continuous with the Lipschitz constant 1. Then for any y ∈ Y , ∂ΠK (y) is well defined. Below is a lemma showing the
general properties of ∂ΠK (·).
Lemma 2.1 ([9, Proposition 1]). Let K ⊆ Y be a closed convex set. Then, for any y ∈ Y and V ∈ ∂ΠK (y), it holds
that
(i) V is self-adjoint.
(ii) 〈d, V d〉 ≥ 0, ∀ d ∈ Y .
(iii) 〈V d, d − V d〉 ≥ 0, ∀ d ∈ Y .
As our method needs to use the projection onto S p+, in addition to the above lemma about the projection on a
general closed convex set K , we should know more properties about ∂BΠS p+(·). Let Z ∈ S p and Z+ := ΠS p+(Z).
Suppose that Z has the following spectral decomposition
Z = PΛPT ,
where Λ is the diagonal matrix of eigenvalues of Z and P is a corresponding orthogonal matrix of the orthonormal
eigenvectors. Then
Z+ = PΛ+PT ,
where Λ+ is the diagonal matrix whose diagonal entries are the nonnegative parts of the respective diagonal entries of
Λ. Define three index sets of positive, zero, and negative eigenvalues of Z , respectively, as
α := {i |λi > 0}, β := {i |λi = 0}, γ := {i |λi < 0}.
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Write
Λ =
Λα 0 00 0 0
0 0 Λγ
 and P = [ Pα Pβ Pγ ]
with Pα ∈ Rp×|α|, Pβ ∈ Rp×|β|, and Pγ ∈ Rp×|γ |. Let Θ be any matrix in S p with entries
Θi j ∈ [0, 1] if (i, j) ∈ β × β,
Θi j = max{λi , 0} +max{λ j , 0}| λi | + | λ j | otherwise.
(2.1)
The projection operator ΠS p+(·) is directionally differentiable everywhere in S p [3] and is a strongly semismooth
matrix-valued function [15]. For any H ∈ S p, we have
Π ′S p+(Z; H) = P

P
T
α H Pα P
T
α H Pβ Θαγ ◦ PTα H Pγ
P
T
β H Pα ΠS |β|+ (P
T
β H Pβ) 0
P
T
γ H Pα ◦Θγα 0 0
 PT ,
where “◦” denotes the Hadamard product [15], and Θαγ is the submatrix of Θ formed by the elements of the first |α|
rows and the last |γ | columns, and Θγα has a similar meaning.
The following lemma on ∂BΠS p+(Z) is from [16].
Lemma 2.2. Let Θ ∈ S p satisfy (2.1). Then W ∈ ∂BΠS p+(Z) if and only if there exists W0 ∈ ∂BΠS |β|+ (0) such that
W (H) = P
 P
T
α H Pα P
T
α H Pβ Θαγ ◦ PTα H Pγ
P
T
β H Pα W0(P
T
β H Pβ) 0
P
T
γ H Pα ◦Θγα 0 0
 PT , ∀ H ∈ S p . (2.2)
Let Q be the set of all orthogonal matrices of order |β| × |β|. Let
P := {P ∈ Rp×p | P = [Pα Pβ Pγ ] = [ Pα (PβQ) Pγ ], Q ∈ Q}.
Note that all P ∈ P have the same Pα and Pγ . From the definition of ∂BΠS|β|+ (0) and [7, Lemma 4.7], we know that
if W0 ∈ ∂BΠS|β|+ (0), then there exist matrices Q ∈ Q and Ω ∈ S
|β| with entries Ωi j ∈ [0, 1] such that
W0(D) = Q(Ω ◦ (QT DQ))QT , ∀D ∈ S |β|.
Thus, by using Lemma 2.2 we obtain the following useful lemma, which does not need further explanation.
Lemma 2.3. For any W ∈ ∂BΠS p+(Z¯), there exist two matrices P ∈ P and Θ ∈ S p satisfying (2.1) such that
W (H) = P(Θ ◦ (PT H P))PT , ∀H ∈ S p. (2.3)
Finally we discuss the properties of an important function defined as follows: for ε ∈ R and X ∈ Sn , the square
smoothing function Φ : R× Sn → Sn , see [17], is defined by
Φ(ε, X) := (ε2 I + X2)1/2, ∀(ε, X) ∈ R× Sn . (2.4)
Then, Φ is continuously differentiable at (ε, X) unless ε = 0 and for any Y ∈ Sn ,
Φ(ε, X)→ |Y |, as (ε, X)→ (0, Y ).
For any X ∈ Sn , let L X be the Lyapunov operator:
L X (Y ) := XY + Y X, ∀ Y ∈ Sn,
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with L−1X being its inverse (if it exists at all), i.e., for any Y ∈ Sn , L−1X (Y ) is the unique Z ∈ Sn satisfying
X Z + Z X = Y . The following result is proved in [17, Lemma 2.3, Theorem 2.5 and Proposition 3.1].
Lemma 2.4. For (ε, X) ∈ R×Sn , assume that there exist an orthogonal matrix P and a matrixΛ = diag(µ1, . . . , µn)
of eigenvalues of X such that X = PΛPT , the following statements hold.
(1) If ε2 I + X2 is nonsingular, then Φ is continuously differentiable at (ε, X), where JΦ(ε, X) satisfies the following
equations
JΦ(ε, X)(τ, H) = L−1Φ(ε,X)(L X (H)+ 2ετ I ), ∀ (τ, H) ∈ R× Sn,
and for i, j = 1, . . . , n,
(PT JΦ(ε, X)(τ, H)P)i j =

(PT H P)i j (µi + µ j )
(ε2 + µ2i )1/2 + (ε2 + µ2j )1/2
, if i 6= j,
µi (PT H P)i i + ετ
(ε2 + µ2i )1/2
, otherwise.
(2) Φ is strongly semismooth at (0, X).
(3) For (0, H) ∈ R× Sn and V ∈ ∂BΦ(0, X), it holds that
V (0, H) = P(Ω ◦ PT H P)PT ,
where Ω ∈ Sn has entries
Ωi j =
t ∈ [−1, 1], if µi = µ j = 0,µi + µ j|µi | + |µ j | , otherwise.
3. The dual problem
From the conventional duality theory, if G ∈ Sn+, then x0 ∈ SOL(SDQP(G, c,A, B)) if and only if there is a
matrix Ω ∈ Sm such that
c + Gx0 +A∗(Ω) = 0, Ω ∈ Sm+ , Ax0  B, 〈Ω ,Ax0 − B〉 = 0.
Let Z0 := Ax0 − B, then problem (1.2) can be equivalently expressed as follows
min
1
2
‖(G, c)− (G0, c0)‖2
s.t. c + Gx0 +A∗(Ω) = 0,
〈Ω , Z0〉 = 0,
(G, c,Ω) ∈ Sn+ × Rn × Sm+ .
(3.1)
Let r := rank Z0. Assume that Z0 has the following spectral decomposition
Z0 = [Pr , Pr¯ ]
[
Λr 0
0 0
] [
PTr
PTr¯
]
,
where P := [Pr , Pr¯ ] ∈ Rm×m is an orthogonal matrix with Pr ∈ Rm×r and Pr¯ ∈ Rm×(m−r), Λr = diag 1≤i≤r (λi ),
where λi < 0, i = 1, . . . , r are r nonzero eigenvalues of Z0. Define Mˆ := PT M P for M ∈ Sm with
Mˆ =
[
Mˆrr Mˆrr¯
MˆTrr¯ Mˆr¯ r¯
]
, Mˆrr = PTr M Pr , Mˆrr¯ = PTr M Pr¯ , Mˆr¯ r¯ = PTr¯ M Pr¯ .
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Then problem (3.1) is equivalent to
min
1
2
‖(G, c)− (G0, c0)‖2
s.t. c + Gx0 + Aˆ∗(Ωˆ) = 0,
Ωˆi i = 0, i = 1, . . . , r,
(G, c, Ωˆ) ∈ Sn+ × Rn × Sm+ ,
(3.2)
where Aˆ∗(Ωˆ) := (〈 Aˆ1, Ωˆ〉, . . . , 〈 Aˆn, Ωˆ〉)T .
Noticing that relations Ωˆ ∈ Sn+, Ωˆi i = 0, i = 1, . . . , r imply Ωˆrr = 0 and Ωˆrr¯ = 0, we have that Ωˆ has the
following form[
0 0
0 Ωˆr¯ r¯
]
.
Thus problem (3.2) is equivalent to
ISDQP(A, B)
min
1
2
‖(G, c)− (G0, c0)‖2
s.t. c + Gx0 + Aˆ∗¯rr¯ (Ωˆr¯ r¯ ) = 0,
(G, c, Ωˆr¯ r¯ ) ∈ K := Sn+ × Rn × Sm−r+ ,
(3.3)
where Aˆ∗¯rr¯ (Ωˆr¯ r¯ ) := (〈( Aˆ1)r¯ r¯ , Ωˆr¯ r¯ 〉, . . . , 〈( Aˆn)r¯ r¯ , Ωˆr¯ r¯ 〉)T . As the dimension of the above problem is n(n+ 1)/2+ n+
(m − r)(m − r + 1)/2, quite big when n is large, it would be helpful to consider its dual. Since problem (3.3) is a
convex programming problem and the generalized Slater constraint qualification obviously holds for (3.3). So, by the
classical duality theory for convex programming [13, Theorems 17 and 18], there is no duality gap between problem
(3.3) and its dual. Let L : Sn × Rn × Sm−r × Rn → R be the Lagrangian of problem (3.3), defined by
L(G, c, Ωˆr¯ r¯ , y) := 12‖(G, c)− (G
0, c0)‖2 + yT (c + Gx0 + Aˆ∗¯rr¯ (Ωˆr¯ r¯ )).
The (Lagrange) dual problem of (3.3) is
sup
y∈Rn
υ(y) := inf
(G,c,Ωˆr¯ r¯ )∈K
L(G, c, Ωˆr¯ r¯ , y). (3.4)
Lemma 3.1. The function υ(y) defined in (3.4) has the following expression
υ(y) =
{
−1
2
‖y‖2 + c0T y − 1
2
‖ΠSn+(G¯(y))‖2F +
1
2
‖G0‖2F , if Aˆr¯ r¯ y  0,
−∞, otherwise,
(3.5)
where G¯(y) := G0 − yx0T+x0 yT2 and Aˆr¯ r¯ y :=
∑n
i=1 yi ( Aˆi )r¯ r¯ .
Proof. From the definition of υ, we have
υ(y) = inf
(G,c,Ωˆr¯ r¯ )∈K
{
1
2
‖c − c0‖2 + yT c + 1
2
‖G − G0‖2F + yT Gx0 + yT Aˆ∗¯rr¯ (Ωˆr¯ r¯ )
}
=

inf
(G,c)∈Sn+×Rn
{
1
2
‖c − c0‖2 + yT c + 1
2
‖G − G0‖2F + yT Gx0
}
, if Aˆr¯ r¯ y  0,
−∞, otherwise,
=

inf
c∈Rn
{
1
2
‖c − c0‖2 + yT c
}
+ inf
G∈Sn+
{
1
2
‖G − G0‖2F + yT Gx0
}
, if Aˆr¯ r¯ y  0,
−∞, otherwise.
(3.6)
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As the unconstrained quadratic programming problem
min
c∈Rn
1
2
‖c − c0‖2 + yT c
takes its minimum at
c∗(y) = c0 − y, (3.7)
we have that
inf
c∈Rn
{
1
2
‖c − c0‖2 + yT c
}
= −1
2
‖y‖2 + c0T y.
From the following expression
inf
G∈Sn+
{
1
2
‖G − G0‖2F + yT Gx0
}
= inf
G∈Sn+
{
1
2
[
‖G − G¯(y)‖2F + 2
〈
G0,
yx0T + x0 yT
2
〉
−
∥∥∥∥ yx0T + x0 yT2
∥∥∥∥2
F
]}
,
we know that the minimum value is reached at
G∗(y) = ΠSn+(G¯(y)), (3.8)
and thus
inf
G∈Sn+
{
1
2
‖G − G0‖2F + yT Gx0
}
= 1
2
[
‖G¯(y)−ΠSn+(G¯(y))‖2F − ‖G¯(y)‖2F + ‖G0‖2F
]
,
= −1
2
‖ΠSn+(G¯(y))‖2F +
1
2
‖G0‖2F .
Therefore, the function υ(y) has the expression (3.5). 
For the simplicity of notations, we let Hi = PTr¯ Ai Pr¯ , for i = 1, . . . , n. Moreover, we define a linear operator H
by
Hy :=
n∑
i=1
yi Hi , ∀y ∈ Rn,
then its adjoint H∗ is given as
H∗(X) :=

〈H1, X〉
〈H2, X〉
...
〈Hn, X〉
 , ∀X ∈ S p,
where p = m − r . Then it follows from (3.5) that the dual problem of (1.2) can be written as
ISDQD(A, B)
min υ0(y)
s.t. Hy  0, y ∈ Rn,
(3.9)
where
υ0(y) := 12‖y‖
2 − c0T y + 1
2
‖ΠSn+(G¯(y))‖2F −
1
2
‖G0‖2F ,
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Define By := yx0T+x0 yT2 , then G¯(y) = G0 − By. Obviously, B : Rn → Sn is an linear operator and its adjoint
B∗ : Sn → Rn is given by B∗G = Gx0. The function υ0 is continuously differentiable with
∇υ0(y) = y − c0 + J G¯(y)∗ΠSn+(G¯(y))
= y − c0 − B∗ΠSn+(G¯(y)).
Since the mapping ΠSn+(·) is a strongly semismooth mapping, then υ0(·) is a SC1 function, and we can derive an
inclusion relation on the generalized Hessian of υ0(·) in the following lemma.
Lemma 3.2. The function υ0(y) is continuously differentiable and strongly convex. ∇υ0(y) is strongly semismooth,
and the generalized Hessian of υ0(y) satisfies
∂2υ0(y) ⊂ I + B∗∂ΠSn+(G¯(y))B. (3.10)
Lemma 3.3. There exists a unique solution to Problem ISDQD(A,B). Let y∗ be the unique solution to ISDQD(A, B),
then
(G∗, c∗) = (ΠSn+(G¯(y∗)), c0 − y∗) (3.11)
solves the original problem (1.2).
Proof. As υ0 is strongly convex and the constraint set of ISDQD(A, B) is given by a linear SDP constraint, Problem
ISDQD(A, B) has a unique solution. Noticing that there is no duality gap between (3.3) and its dual, we obtain that if
(G∗, c∗, Ωˆ ∗¯rr¯ ) uniquely solves the following problem
min
{
L(G, c, Ωˆr¯ r¯ , y∗) : (G, c, Ωˆr¯ r¯ ) ∈ K
}
,
{(G∗, c∗, Ωˆ ∗¯rr¯ )} solves ISDQP(A, B). From (3.7) and (3.8), we have that
c∗ = c∗(y∗) = c0 − y∗ and G∗ = G∗(y∗) = ΠSn+(G¯(y∗)).
The proof is completed. 
4. Smoothing Newton method
This section focuses on the convergence analysis of the smoothing Newton method for getting a
Karush–Kuhn–Tucker point of problem (3.9). As υ0 is strongly convex and the constraint set of ISDQD(A, B) is
a SDP cone, the Karush–Kuhn–Tucker conditions are necessary and sufficient conditions for the solution to Problem
(3.9). The Lagrangian of the problem ISDQD(A, B) is
L(y,Ξ ) := v0(y)+ 〈Ξ ,Hy〉
and its gradient is
∇y L(y,Ξ ) = y − c0 − B∗ΠSn+(G¯(y))−H∗Ξ ,
where Ξ ∈ S p is the Lagrange multiplier. The Karush–Kuhn–Tucker optimality conditions for the problem
ISDQD(A, B) are
∇y L(y,Ξ ) = 0,
Ξ  0, Hy  0, 〈Ξ ,Hy〉 = 0,
which can be equivalently reformulated as
∇y L(y,Ξ ) = y − c0 − B∗(G¯(y)+ |G¯(y)|)/2−H∗Ξ = 0,
Hy −ΠS p+(Hy − Ξ ) = 0.
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Define F : Rn × S p → Rn × S p as follows
F(y,Ξ ) =
[
y − c0 − B∗(G¯(y)+ |G¯(y)|)/2−H∗Ξ
Hy −ΠS p+(Hy − Ξ )
]
.
Then the Karush–Kuhn–Tucker conditions are equivalent to F(y¯, Ξ¯ ) = 0 ∈ Rn × S p. The smoothing Newton
method is based on a smoothing approximation to F , it requires the nonsingularity of elements in ∂F(y¯, Ξ¯ ). For this
purpose, the following constraint nondegeneracy condition is needed. Let Γ¯ := H y¯ − Ξ¯ have the following spectral
decomposition
Γ¯ = QΛQT ,
and define three index sets of positive, zero, and negative eigenvalues of Γ , respectively, as
α := {i |λi > 0}, β := {i |λi = 0}, γ := {i |λi < 0}.
Then write
Λ =
Λα 0 00 0|β| 0
0 0 Λγ
 , Q = [Qα Qβ Qγ ],
and let Qα¯ := [Qβ Qγ ] and t := |β| + |γ |.
Assumption 4.1. Let the set of vectors
q
T
i H1q j
...
qTi Hnq j
 |1 ≤ i ≤ j ≤ t
 (4.12)
be linear independent, where qi , i = 1, . . . , t is the i th column of Qα¯ .
Proposition 4.1. Let Assumption 4.1 be satisfied. Then every element of ∂F(y¯, Ξ¯ ) is nonsingular.
Proof. Let W be an arbitrary element in ∂F(y¯, Ξ¯ ). Assume that there exist (∆y,∆Ξ ) ∈ Rn × S p such that
W (∆y,∆Ξ ) = 0.
Then, we can find a U ∈ ∂ΠSn+(G¯(y¯)) and a V ∈ ∂ΠS p+(H(y¯)− Ξ¯ ) such that
W (∆y,∆Ξ ) =
[
∆y + B∗U B∆y −H∗∆Ξ
H∆y − V (H∆y −∆Ξ )
]
= 0. (4.13)
Let ∆B := H∆y, then ∆B = V (∆B −∆Ξ ). Define ∆B˜ := QT∆B Q,∆Ξ˜ := QT∆Ξ Q. We have the equality
∆B˜ =
 ∆B˜αα −∆Ξ˜αα ∆B˜αβ −∆Ξ˜αβ Θαγ ◦ (∆B˜αγ −∆Ξ˜αγ )∆B˜Tαβ −∆Ξ˜ Tαβ V0(∆B˜ββ −∆Ξ˜ββ) 0
ΘTαγ ◦ (∆B˜Tαγ −∆Ξ˜ Tαγ ) 0 0
 ,
where V0 ∈ ∂ΠS|β|+ (0), Θαγ = (Θi j )i∈α, j∈γ with
Θi j = |λi ||λi | + |λ j | , (i, j) ∈ α × γ. (4.14)
Then obviously we have
∆B˜γ γ = 0, ∆B˜βγ = 0, ∆Ξ˜αα = 0, ∆Ξ˜αβ = 0,
and
∆B˜ββ = V0(∆B˜ββ −∆Ξ˜ββ), ∆B˜αγ = Θαγ ◦ (∆B˜αγ −∆Ξ˜αγ ). (4.15)
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From (4.14) and (4.15) we have that
∆B˜i j = − |λi ||λ j |∆Ξ˜i j , (i, j) ∈ α × γ.
Noting the first equality of (4.15), we have from (iii) of Lemma 2.1 that
〈∆B˜ββ ,−∆Ξ˜ββ〉 = 〈V0(∆B˜ββ −∆Ξ˜ββ), (∆B˜ββ −∆Ξ˜ββ)− V0(∆B˜ββ −∆Ξ˜ββ)〉 ≥ 0.
Therefore, we obtain that
〈∆B,−∆Ξ 〉 = 〈∆B˜,−∆Ξ˜ 〉
= 2 Tr(−∆B˜αγ∆Ξ˜αγ )+ 〈∆B˜ββ ,−∆Ξ˜ββ〉
≥ 2 Tr(−∆B˜αγ∆Ξ˜αγ )
≥ 0. (4.16)
The first equality of (4.13) implies
〈∆y,∆y〉 + 〈∆y,B∗UB∆y〉 − 〈∆y,H∗∆Ξ 〉 = 0
or equivalently
−〈∆y,∆y〉 − 〈B∆y,UB∆y〉 = 〈H∆y,−∆Ξ 〉.
Therefore, from (ii) of Lemma 2.1 and (4.16), we have ∆y = 0, and (4.13) leads to V (∆Ξ ) = 0,H∗∆Ξ = 0. From
the definition of V and V (∆Ξ ) = 0 we have
QTα∆Ξ Qγ = 0, QTα∆Ξ Qβ = 0, QTα∆Ξ Qα = 0. (4.17)
Let the (i, j)-element of QTα¯∆Ξ Qα¯ be ζi j , where α¯ = β ∪ γ = {1, . . . , t}. Namely,
QTα¯∆Ξ Qα¯ =
∑
1≤i< j≤t
(ei e
T
j + e j eTi )ζi j +
p∑
i=1
ζi i ei e
T
i ,
where ei is the i th unit of Rp. It follows from (4.17) that
0 = H∗∆Ξ
=
〈H1,∆Ξ 〉...
〈Hn,∆Ξ 〉

=
〈Q
T H1 Q, Q
T∆Ξ Q〉
...
〈QT Hn Q, QT∆Ξ Q〉

=
〈Q
T
α¯ H1 Qα¯, Q
T
α¯∆Ξ Qα¯〉
...
〈QTα¯ Hn Qα¯, QTα¯∆Ξ Qα¯〉

=

∑
1≤i< j≤t
2ζi j qi H1qTj +
p∑
i=1
ζi i qi H1q
T
i
...∑
1≤i< j≤t
2ζi j qi HnqTj +
p∑
i=1
ζi i qi Hnq
T
i

X. Xiao et al. / Journal of Computational and Applied Mathematics 223 (2009) 485–498 495
=
∑
1≤i≤ j≤t
ζˆi j
q
T
i H1q j
...
qTi Hnq j
 ,
where
ζˆi j =
{
2ζi j , i 6= j,
ζi i , i = j.
It follows from Assumption 4.1 that ζi j = 0, 1 ≤ i ≤ j ≤ t , which implies QTα¯∆Ξ Qα¯ = 0. Therefore, combining
with (4.17), we have QT∆Ξ Q = 0 and ∆Ξ = 0. The nonsingularity of W is proved. 
Then we consider a smoothing Newton method for solving F(y,Ξ ) = 0. Let G : R× Rn × S p → Rn × S p be a
smoothing approximation mapping defined by
G(ε, y,Ξ ) =
y − c0 −H∗Ξ − 12B∗(G¯(y)+
√
G¯(y)2 + ε2 I )
1
2
(Hy + Ξ −
√
(Hy − Ξ )2 + ε2 I )
 .
Obviously limε→0 G(ε, y,Ξ ) = F(y,Ξ ). The smoothing Newton method is based on solving
E(ε, y,Ξ ) :=
[
ε
G(ε, y,Ξ )
]
= 0
and uses the merit function φ(Z) := ‖E(ε, y,Ξ )‖2 for the line search, where Z = (ε, y,Ξ ). Let ε¯ > 0 and η ∈ (0, 1)
be such that ηε¯ < 1. Define an auxiliary point Z¯ by Z¯ := (ε¯, 0, 0) ∈ R× Rn × S p and θ : R× Rn × S p → R+ by
θ(Z) := ηmin{1, φ(Z)}. The smoothing Newton method, proposed by [12,17], can be described as follows:
Algorithm 4.1. Step 1. Select constants δ ∈ (0, 1) and σ ∈ (0, 1/2). Let ε0 := ε¯, (y0,Ξ 0) ∈ Rn × S p be an
arbitrary point. Then let the initial point Z0 = (ε0, y0,Ξ 0) and k = 0.
Step 2. If E(Z k) = 0, then stop; otherwise, let θk := θ(Z k).
Step 3. Compute ∆Z k := (∆εk,∆zk,∆Ξ k) ∈ R× Rn × S p by
E(Z k)+ J E(Z k)(∆Z k) = θk Z¯ . (4.18)
Step 4. Let lk be the smallest nonnegative integer l satisfying
φ(Z k + δl∆Z k) ≤ (1− 2σ(1− ηε¯)δl)φ(Z k). (4.19)
Define Z k+1 = Z k + δlk∆Z k .
Step 5. k := k + 1, go to Step 2.
To show that Algorithm 4.1 is well defined, we need the following important conclusion which characterizes the
nonsingularity of J E(ε, y,Ξ ).
Proposition 4.2. For ε 6= 0 and any (y,Ξ ) ∈ Rn × S p, the F-derivative J E(ε, y,Ξ ) is nonsingular.
Proof. The smoothing function Φ is defined by (2.4). Assume that for any (∆ε,∆y,∆Ξ ) ∈ R× Rn × S p, we have
J E(ε, y,Ξ )(∆ε,∆y,∆Ξ ) = 0, namely
∆ε
∆y −H∗∆Ξ + 1
2
B∗B∆y − 1
2
B∗ JΦ(ε, G¯(y))(∆ε,−B∆y)
1
2
[H∆y +∆Ξ − JΦ(ε,Hy − Ξ )(∆ε,H∆y −∆Ξ )]
 = 0,
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which implies
∆ε = 0
∆y −H∗∆Ξ = 1
2
B∗ JΦ(ε, G¯(y))(0,−B∆y)− 1
2
B∗B∆y
H∆y +∆Ξ = L−1Φ(ε,Hy−Ξ )(L(Hy−Ξ )(H∆y −∆Ξ )).
(4.20)
Assume that (Hy − Ξ ) has the spectral decomposition as follows
Hy − Ξ = QΛ1 QT ,
where λi , i = 1, . . . , p are the eigenvalues of (Hy − Ξ ) and Λ1 = diag(λ1, . . . , λp). Let ∆T = H∆y,
∆Tˆ = QT∆T Q, ∆Ξˆ = QT∆Ξ Q and Ωε ∈ Rp×p be defined by
(Ωε)i j = −
λi + λ j +
√
λ2i + ε2 +
√
λ2j + ε2
−λi − λ j +
√
λ2i + ε2 +
√
λ2j + ε2
, for i, j = 1, . . . , p.
Obviously (Ωε)i j < 0, i, j = 1, . . . , p when ε 6= 0.
Suppose there exist an orthogonal matrix P and a matrix Λ2 = diag(µ1, . . . , µn) of eigenvalues of G¯(y) such that
G¯(y) = PΛ2 PT , then from Lemma 2.4, we have for i, j = 1, . . . , n,
(PT JΦ(ε, G¯(y))(0,−B∆y)P)i j =

(−PTB∆y P)i j (µi + µ j )
(ε2 + µ2i )1/2 + (ε2 + µ2j )1/2
, if i 6= j,
µi (−PTB∆y P)i i
(ε2 + µ2i )1/2
, otherwise.
Define Υ ∈ Sn by
Υi j =

−(µi + µ j )
(ε2 + µ2i )1/2 + (ε2 + µ2j )1/2
, if i 6= j,
−µi
(ε2 + µ2i )1/2
, otherwise,
then PT JΦ(ε, G¯(y))(0,−B∆y)P = Υ ◦ (PTB∆y P). As Υi j < 1, i, j = 1, . . . , n, we have that
〈PTB∆y P, PT JΦ(ε, G¯(y))(0,−B∆y)P〉 ≤ ‖B∆y‖2F . (4.21)
The third equation of (4.20) can be rewritten as
Φ(ε,Hy − Ξ )(H∆y +∆Ξ )+ (H∆y +∆Ξ )Φ(ε,Hy − Ξ )
= (Hy − Ξ )(H∆y −∆Ξ )+ (H∆y −∆Ξ )(Hy − Ξ )
or equivalently as
(Λ2 + ε2 I )1/2(∆Tˆ +∆Ξˆ )+ (∆Tˆ +∆Ξˆ )(Λ2 + ε2 I )1/2 = Λ(∆Tˆ −∆Ξˆ )+ (∆Tˆ −∆Ξˆ )Λ,
which can be expressed as ∆Tˆ = Ωε ◦∆Ξˆ .
From the second equation of (4.20) and (4.21) we have
〈∆y,∆y −H∗∆Ξ 〉 = 〈∆y,B∗ JΦ(ε, G¯(y))(0,−B∆y)− B∗B∆y〉
= 〈B∆y, JΦ(ε, G¯(y))(0,−B∆y)− B∆y〉
= 〈PTB∆y P, PT JΦ(ε, G¯(y))(0,−B∆y)P〉 − 〈B∆y,B∆y〉
≤ 0 (4.22)
and
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Table 1
Numerical results of Problem 5.1
n p cpu time Iter. Func. Res0. Res∗.
10 10 1.4 s 5 22 3.41×102 1.12 ×10−10
50 20 54.2 s 6 37 3.20×104 3.90 ×10−8
50 50 2 m 24.5s 6 21 3.35×104 2.53 ×10−12
50 100 1 m 21.0 s 6 16 3.28×104 8.54 ×10−6
50 500 12 m 48.8 s 2 3 3.37×104 8.00 ×10−14
100 20 5 m 28.1 s 32 172 2.58×105 5.04 ×10−7
100 100 7 m 25.1 s 7 29 2.57×105 5.25 ×10−8
100 500 13 m 53.0 s 2 3 2.56×105 3.65 ×10−10
100 1000 1 h 1 m 56.4 s 2 3 2.54×105 1.10×10−14
〈∆y,∆y −H∗∆Ξ 〉 = 〈∆y,∆y〉 − 〈H∆y,∆Ξ 〉
= 〈∆y,∆y〉 − 〈∆T˜ ,∆Ξ˜ 〉
= ‖∆y‖2 − 〈Ωε ◦∆Ξ˜ ,∆Ξ˜ 〉
≥ 0. (4.23)
We have from (4.22) and (4.23) that ∆y = 0 and ∆Ξ = 0. Therefore J E(ε, y,Ξ ) is nonsingular. 
The following theorem gives the global convergence for Algorithm 4.1.
Theorem 4.1. As Algorithm 4.1 is well defined, the sequence {Z k} generated by Algorithm 4.1 converges to the
solution of E(Z) = 0.
Proof. From (4.19), we know that
∞ >
∞∑
k=0
(φ(Z k)− φ(Z k+1)) ≥
∞∑
k=0
(2σ(1− ηε¯)δl)φ(Z k)
and φ(Z k) is strict monotone decreasing, then we have {φ(Z k)} converges to 0, which, together with the fact that
E(Z) = 0 has a unique solution, implies {Z k} converges to the solution of E(Z) = 0. The proof is completed. 
We now state the quadratic convergence of Algorithm 4.1 in the following theorem. It is immediate from [17,
Theorem 4.2].
Theorem 4.2. Let Assumption 4.1 be satisfied. Since the sequence {Z k} generated by Algorithm 4.1 converges to the
solution of E(Z) = 0 and each element of ∂F(Z∗) is nonsingular, then
‖Z k+1 − Z∗‖ = O(‖Z k − Z∗‖2)
and
εk+1 = O((εk)2).
5. Numerical experiments
In this section, we report our numerical experiments of Algorithm 4.1 carried out in Matlab(R2007a) running on a
PC Intel Pentium IV of 2.80 GHz CPU. In Step 3, as J E(Z k) is nonsymmetric and its explicit form is complicated,
we use CGS method (conjugate gradient square method) [14] to solve (4.18). We test the following class of problems:
Problem 5.1. Let G0 and c0 be a random n × n symmetric matrix and a random n × 1 vector, respectively.
H1, H2, . . . , Hn are n random p × p symmetric matrices. For convenience, we set the elements of x0 all 1.
In our numerical experiments, we choose the initial point y0 with entries all zero and Ξ 0 as an identity matrix. The
stopping criterion is Tol. := Φ(Z k) < 10−5. We set other parameters in the algorithm as η = 0.5, σ = 0.3, δ = 0.5.
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Our numerical results are reported in Table 1, where Iter., Func., Res0. and Res∗. stand for, respectively, the number
of iterations, the number of function evaluations, the residual Φ(·) at the starting point and the residual Φ(·) at the
final iterate of implementation.
The numerical results reported in Table 1 indicate that our approach is highly effective. For example, when testing
the problem with n = 100, p = 1000, we should solve a linear equation of almost 5 × 105 unknowns at each step.
Considering both the scale of the problem and the cpu time spent, we think the result is satisfying.
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