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Abstract 
Null Placement of array antenna can eliminate certain direction interference. A Cross-Entropy method which uses the 
importance sampling strategies is presented to create nulls. The population samples of the method are selected from a 
parameterized probability distribution and updated during the optimization procedure, so the diversity of the samples 
and samples set is approach to optimization results. Null placement to six elements of array antenna is simulated by 
the method, and some parameters of CE method are analyzed. Numerical results indicate that it is presented more 
effective method to array antenna optimum design. Both the premature phenomenon is overcome effectively and the 
computing speed is accelerated rapidly. 
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1. Introduction 
To eliminate the impact from the sources of interference and guarantee certain sidelobe level and 
mainlobe width, Array Antenna should make the pattern form a null-point with certain depth levels at 
certain direction. There are three general methods including amplitude control [1, 2], phase control, 
complex weight control and unit position control [3].The technology of null steering by controlling only 
the current phases is easy to be implemented, and it’s no additional overhead [4].In Literatures [5-8], 
intelligent optimization algorithms to phase control are now widely used in engineering and get better 
results than traditional algorithms. Since Genetic Algorithm (GA) is Unity and exclusiveness on the search 
target, it is possible to fall into local optimal solution. As Immune Algorithm (IA) uses distributed and 
independent of the target search method, it gets lower calculation speed. This article proposes null steering 
method by controlling only the current phases based on cross entropy theory. The method offers a new try 
for getting optimal solution efficiently and accurately. 
© 2011 Published by Elsevier B.V. Selection and/or peer-review under responsibility of ICAPIE Organization 
Committee. Open access under CC BY-NC-ND license.
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2. Cross-Entropy Method 
Cross-Entropy (CE) is general stochastic optimization technology based on a fundamental principle of 
information theory called cross entropy (or Kullback-Leibler).In 1997, CE was first introduced by Reuven 
Y.Rubinstein [9] as an adaptive importance sampling for estimating probabilities of rare events and was 
extended soon thereafter to include both combinatorial and continuous optimization.  
The CE method involves an iterative procedure [10] where each iteration can be broken down into two 
steps: 
1) Generate a random data sample (trajectories, vectors, etc.) according to a specified mechanism. 
2) Update the parameters of the random mechanism based on the data to produce a “better” sample in 
the next iteration. 
Let X=（X1,…Xn）be a random vector taking values in some space χ .Let { );( v⋅f } be a family of 
probability density functions (pdfs) on χ , with respect to some base measure υ .Here υ  is a real-valued 
parameter(vector).For any (measurable) function H, Thus 
∫= χ υ )(),()()]([ xvxxX dfHHE        (1) 
Where, ][⋅E  is mean operation,υ is either a counting measure or the Lebesgue measure. Assume 
xx dd =)(υ  for simplicity. 
Let S be some real-valued function on χ . It is interested in the probability that )(XS  is greater than 
or equal to given real number γ ，under );( μ⋅f .This probability l can be expressed as 
][))(( })({ γγ ≥=≥= Xμμ X SIESPl         (2) 
Where, }{⋅I is shown as a set 
A straightforward way to estimate l is to use Crude Monte-Carlo simulation: Draw a random sample 
from );( μ⋅f ; then an unbiased estimator of l is  
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Where, N is sample number. 
If l is very small, say less than 510− , })({ γ≥XS is called rare event. In that case a large numbers 
simulation effort is required in order to estimate l accurately, i.e., with small Relative Error (RE) or a 
narrow confidence interval. The Importance Sampling（IS）technology[11] is presented by Rubinstein to 
solve the questions above. 
Multi-level method can overcome the difficulty above. The main idea is constructing the sequence of 
reference parameters }0,{ >ttv and level sequence }1,{ >ttγ ，then making tv and tγ  update iteration 
at the same time. 
Summed up the above analysis, program flow graph and iteration steps to CE method for rare event are 
presented, as shown in Figure.1. 
1446  Li Bian / Physics Procedia 24 (2012) 1444 – 14513 Author name / Physics Procedia 00 (2011) 000–000 
Concrete steps are: 
1) Initialize parameters 
Set initial 0vˆ , sample select coefficient ρ , set population size K, smoothing constantα and set iteration 
counter t=1. 
2) Adaptive update tγ  
Given 1ˆ −tv ,let tγ be the )1( ρ− -quintile of )(XS satisfying  
ργ ≥≥
−
))((
1ˆ t
SP
t
Xv , ργ −≥≤− 1))((1ˆ tSP t Xv  
Where X~ )ˆ;( 1−⋅ tf v and )ˆ;( 1−⋅ tf v  choose normal distribution. 
According to the random sample X1,…,XN which are produced by )ˆ;( 1−⋅ tf v ,calculate )( iXS for 
i (=1,…N）and arrange )( iS X from small to large: 
)()1( ... NSS ≤≤ ,then the updated value of tγ  is ⎡ ⎤))1((ˆ Nt S ργ −= ,where ⎡ ⎤⋅ means rounding. 
3) Adaptive update tv  
Given 1ˆ −tv  determine tv  by solving the CE programs by setting the updating value of 1ˆ −= tvω  
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4) Optimization of tv  
To accelerate the speed of convergence rate of CE method, the smoothing coefficient α  is used to 
optimize tv ,where 1)1( −−+= tvvv tt αα （ 10 <<α ）. 
5）When 1+= tt ，repeat step 2）to 4）until it fits standard of the loop stops.  
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Figure 1. Program flow graph and iteration steps 
3. Mathematical models 
To the end-fire array antenna, which antenna elements is N, distance is d , and amplitude is nI , assume 
the elements factor is 1, 1=nI , then the normalized direction function is 
∑
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Where, nδ is the phase to the antenna element n, πδπ 22 ≤≤− n ; λ
π2=k ,which λ  refers to 
wavelength; ϕcos=u ,which ϕ  refers to the angle between the axis and the radiation direction, 
πϕ ≤≤0 .  
Typically it is desired to place placement while radiation pattern properties such as mainlobe peak, 
maximal sidelobe power and beamwidth remain unchanged. The null depth levels meet to given NLVL in 
the given directions in which iϕ ( i = 1, 2,…, M ),so the optimization target function is, 
∑
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i
i NLVLuAFScoref
1
)(             （6） 
4. Design examples 
A six element, uniformly spaced x-axis linear array with element spacing d=0.5λ is considered with 
symmetric phase-only weighting coefficients applied to elements 1, 2, 5 and 6 as shown in Figure 2. 
 
Figure 2. Six elements uniform linear array model 
This goal of this example is to place nulls at specific angular locations in the azimuthal plane of the 
array radiation pattern by solely controlling the phase of elements 1, 2, 5 and 6. The degrees of freedom 
available in this example are the two phase coefficients; δ1and δ2.This example was adopted from [12] in 
which a Genetic Algorithm was employed to solve the same problem. This particular scenario is a good 
exercise for a number of reasons. 
1) Only two phase coefficients, δ1, δ2 are considered, the cost surface is two-dimensional and can be 
easily visualized.  
2) The application of phase-only weights is typical in antenna array synthesis, since often times the 
amplitude weights are fixed and operate at full power to maximize the total radiated power of the array. 
3) The non-linearity of phase weights makes using traditional techniques difficult, whereas amplitude 
weights can be solved with conventional linear programs. 
In this example it is desired to minimize the value of the array factor in the x-y plane for three 
particular angles of interest: φ = 31.8o, 69.5o, 120o. By finding the minimum value of the target function, 
nulls are being introduced into the radiation pattern. The target function is plotted in Figure 3. 
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Figure 3. Target function for placing nulls in array pattern 
The initial parameters of the distribution are μ (0) = [π, π], σ2 (0) = [100,100] for both variables δ1, δ2, 
respectively. The initial values for the means are arbitrary for reasons previously discussed, but by setting 
their values to π (rad) the initial results are biased far away from the optimal solution. The population size 
is set at K = 100 with worst elite sample selection parameter, ρ set equal to 0.1.Alpha smoothing is 
employed with smoothing parameter α=0.7.The global minimum γ* is valued at 0.1162 for phase values 
[δ1*, δ2*] = [–0.8122, –1.5299]. The final optimized array factor is showed in Figure 4.  
This makes sense since the global minimum of the cost surface is greater than zero, therefore it could 
not be expected that all nulls at the desired angles would have zero value.  
 
Figure 4. Optimized array factor for null placement example 
5. Parameter analyses  
The results of the CE optimization procedure are shown in Figure 5. Mean μ and Variance σ2of 
Gaussian distribution is converged toward optimal solution after 20 iterations in the Figure 5(a). The 
convergence criteria is again set to max (σ2) < 2.2204×10–16.Best and average population score iteration 
procedure are shown as Figure 5(b).It depicts that the final optimized values of the CE procedure ware [δ1*, 
δ2*] = [–0.8122, –1.5299] with the estimate of the global minimum valued at γ= 0.1172. 
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(a) Mean and Variance of Gaussian distribution 
 
(b) Best and average population target 
Figure 5. CE method parameter analysis results 
Initially, the best sample of the population is close to the optimal solution and makes small adjustments 
over time, whereas the worst sample is far away and makes large adjustments at first. As the procedure 
arrives in the neighborhood of the optimal solution, the probability distribution converges towards one with 
unit mass about the respective means of each phase. In this small neighborhood, the CE procedure 
oscillates about the global minimum before degenerating to a solution which is close to the optimal 
minimum. Eventually both the best and worst samples converge to the same value which is indicative of 
the pdf converging to a unit mass. 
6. Conclusions  
To eliminate the impact of interference, zero steering comprehensive technology on the specific direction 
is very important. This article use CE method to study pattern zero steering technology which only phase 
controls. Simulation results show that the algorithm mentioned in the article is more efficient to get the 
simulation results, the average zero depth levels are deeper. Since the high speed of this algorithm in 
convergence, it has broad application prospects in the integrated areas of large array antenna. Using this 
algorithm to integrate the parameters of mainlobe level or side lobe level of antenna pattern would be the 
further job of our study. 
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