Abstract-The current Internet architecture allows malicious nodes to disguise their origin during denial-of-service attacks with IP spoofing. A well-known solution to identify these nodes is IP traceback. In this paper, we introduce and analyze a lightweight single-packet IP traceback system that does not store any data in the network core. The proposed system relies on a novel data structure called Generalized Bloom Filter, which is tamper resistant. In addition, an efficient improved path reconstruction procedure is introduced and evaluated. Analytical and simulation results are presented to show the effectiveness of the proposed scheme. The simulations are performed in an Internet-based scenario and the results show that the proposed system locates the real attack path with high accuracy.
I. INTRODUCTION
Denial-of-service (DoS) attacks are currently the fifth major cause of financial loss due to cybercrime [1] . Originally, these attacks were launched using one or a small number of hosts to flood the victim with spoofed service requests. The goal was to deplete its resources with bogus traffic, leaving no bandwidth for legitimate traffic. These attacks, however, require that the attacking hosts send a huge volume of traffic towards the victim, which could be easily traced using simple traffic analysis techniques [2] , [3] . Currently, distributed DoS (DDoS) attacks composed of 1.5 million computers are already a reality [4] . If a large enough number of hosts is used to disable a common victim, each attacking host may generate only a tiny amount of traffic. The aggregate traffic is then responsible for wasting the victim's resources and disabling its services. This strategy makes it much harder to trace the true generators of traffic and still keeps the anonymity of the attackers.
Another particular attack that also challenges currently available defense techniques is the single-packet DoS attack [5] - [9] . Instead of flooding the victim with lots of service requests, such attacks are based on specific vulnerabilities triggered by a carefully crafted packet. As a result, they are much easier to be conducted than flooding-based attacks, since only one packet must be generated to deny the victim's service. Therefore, ideal defense techniques must be effective against both small-flow and single-packet attacks.
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One defense approach is to inhibit DoS attacks from even happening. These incidents only happen because it is possible for attackers to hurt the victims and still remain anonymous. For instance, distributed DoS attacks are usually conducted using multiple "zombie" machines remotely controlled by the attacker. Zombies rely on spoofed source addresses to properly disguise their true origin [10] . Spoofed source addresses add an extra layer of protection for the attacker without any additional cost. If, however, the network is capable of tracing each packet back to its true source, zombies can be easily identified.
Other techniques, such as stepping-stone detection [11] , must then be applied to actually identify the computer used to launch the attack. Once the network can trace each packet back to its true originator, attacks can no longer be conducted anonymously and legal actions can finally be taken.
We address in this paper the identification of computers that directly generate attack traffic, regarded as the IP traceback problem [12] . Tracing an attack back to its source is essential in any kind of attack that uses spoofing techniques. Singlepacket attacks, however, are very hard to trace and most of the proposed traceback schemes assume that attacks are composed of large flows [2] , [3] , [12] - [15] . The basic idea of such schemes is to encode path information in the attack packets themselves to allow the victim to identify the generators of traffic. They take advantage of large flows to distribute the path information among the different packets of the flow and therefore reduce the per-packet overhead. These schemes, however, perform poorly in small-scale distributed attacks [16] and can not trace single-packet DoS attacks, since the path information is divided among different packets.
In order to trace a single packet, we must choose from two basic options. We can either have each packet storing the complete information about the path taken or have each router storing information about every forwarded packet [3] , [17] . The tradeoff here is to have either additional overhead in the packet header or to keep per-packet state at routers.
The main challenge is to design a single-packet IP traceback scheme that is suitable for high-speed networks. In order to fulfill the requirements of these networks, practical traceback schemes must meet two basic criteria. First, little processing overhead should be added to routers. Increasing the per-packet processing time directly affects the router throughput and, therefore, it should be kept as low as possible. Secondly, no information must be stored in the network core [18] . As the speed of the network increases, the volume of auditing data may become too large to be stored even for a small time period. As a consequence, network routers should not keep any per-packet state. Our proposal deals with both problems in a clever way.
In this paper, we present a light-weight and stateless approach to the IP traceback problem. Our proposal has the advantage of tracing an attack by extracting the path information from a single packet without any state in the network core. In our proposal, the additional processing overhead for routers is composed of only two bitwise logical operations. The proposal consists of using a Bloom Filter [19] integrated into the packet header to store the IP addresses of traversed routers in a compact form. Later, the victim initiates a path reconstruction procedure to identify the actual attack source. In order to prevent the attacker from interfering with the tracing, we propose a generalization of Bloom Filters and use it in the packet header to store the traversed routers. The key idea of the so-called Generalized Bloom Filters (GBF) is to use hash functions that also reset bits during element insertions. The tradeoff cost is that false negatives are introduced with the proposed generalization. A false negative in the path reconstruction procedure means not detecting a router actually traversed by the packet.
In a companion paper [20] , we sketched the initial idea of our design and primary results were derived. In this paper, we extend our previous work by providing an improved path reconstruction procedure that completely eliminates the false negatives introduced by the Generalized Bloom Filter. Additionally, we also show that we locate the attacker with very high accuracy during simulations in an Internet-based topology and that no false negatives happen with the proposed reconstruction procedure. This paper is organized as follows. The proposed IP traceback system is introduced in Section II. The analysis of our generalization of Bloom Filters is briefly explained in Section III. The improved reconstruction procedure is introduced in Section IV. We present simulation results of the new reconstruction procedure in an Internet-based topology in Section V. Section VI details the related work and conclusions are finally presented in Section VII.
II. NODE DIGESTING
In this section, we present our stateless single-packet IP traceback system. The proposal is based on a packet-marking technique to avoid storing state at routers. In summary, each node inserts a mark into routed packets to notify the victim of its presence on the path. Upon receiving an attack packet, the victim uses the node-made markings to reconstruct the entire path. Route auditing is performed by inserting only the digests of IP addresses into the packets rather than IP addresses themselves. A built-in Bloom Filter [19] is used to reduce the required per-packet space and keep the size of the information inserted into the packet constant. The size limitation is important to avoid both the appending processing overhead and packet fragmentation. We also introduce the socalled Generalized Bloom Filter to prevent the attacker from forging node digests and causing backtracing failures.
The packet-marking procedure for this scheme is quite simple. Just before forwarding a packet, the router inserts the IP address of its output interface into the Bloom Filter of the packet. One important advantage of this marking procedure is its low additional processing overhead. In fact, no hash calculations need to be made on a per-packet basis. The hashes of the IP addresses of every router interface may be calculated in advance and stored in a series of so-called "mask" registers. These registers can be seen as Bloom Filters with only one element inserted: the IP address of the interface. When a packet is about to be forwarded, the filter of the packet is simply updated by taking the result of a bitwise OR of itself and the output-interface "mask" register.
To reconstruct the attack path, the following procedure is performed. First, the victim tests the membership of all neighbor routers in the Bloom Filter of the received attack packet. The one recognized by the filter is identified as the upstream router and integrated into the attack path. Then, this upstream router receives the respective Bloom Filter from the victim to continue the reconstruction procedure. It then checks which neighbor router is also recognized by the filter, identifying the next upstream router. This procedure is recursively repeated on each router to reconstruct the actual path traversed by the packet. When no neighbor router is recognized, the procedure stops and the router performing the tests is considered the source of the attack. Fig. 1 depicts a path reconstruction procedure starting at a victim V towards an attacker A. First, the attacker sends a packet to the victim that traverses the path (R 5 , R 4 , R 2 , R 1 ). Upon receiving the attack packet, the victim initiates the reconstruction procedure by testing R 1 against the filter of the received packet (1). Since R 1 passes the test, it receives the filter from V and continues the reconstruction procedure. Accordingly, R 1 tests the membership of R 2 and R 3 in the received filter (2) . Since only R 2 is recognized, the filter is sent to R 2 which performs the same test with its neighbor R 4 (3). The router R 4 is also recognized and it checks the membership of R 3 and R 5 (4), but only R 5 is a legitimate element. Finally, R 5 tests the membership of R 7 in the filter (5) . A negative response is returned and the reconstruction procedure is complete. A message is then sent from R 5 back to V . Remarkable advantages come from the adoption of this approach. First, the complete route of each packet can be individually determined. This is the goal of an ideal IP traceback system since it allows the system to be as scalable as possible and to identify each source of a distributed or singlepacket attack. Additionally, the proposed stateless approach guarantees that no information at all is stored in the network infrastructure. All traceback data is stored at the victim, who chooses to hold it or not according to the local security policy. Moreover, the proposed system not only avoids the appending processing overhead and packet fragmentation, but also introduces very low additional overhead to the forwarding procedure. In fact, only a per-packet bitwise OR operation is needed. Another advantage is the ability of tracing an attack long after it is over and without any help from network operators. The whole reconstruction procedure can be fully automated and independent of manual intervention.
On the other hand, this approach suffers the same drawbacks of other approaches [12] - [17] . First, as with any traceback system, routers are required to cooperate in packet marking. If few routers do not mark the packets, gaps in the reconstructed route are likely to occur and the attack source might not be found. Techniques such as expanding-ring search, however, could be employed in the reconstruction procedure to overcome this issue at the cost of a few additional false positives. Further, the attacker himself is not identified by the system; in fact, only the router closest to the attacker is exposed. After identifying the attacking router, further efforts are required to reveal the interface from which the attack traffic comes. Finally, the adoption of a Bloom Filter introduces false positives into the attack path. During the reconstruction procedure, a false positive implies the incorrect integration of a router into the attack path. If this probability is small enough, the occurrence of false positives does not significantly impact on the reconstruction. There would be some concurrent routes for the same packet but the number of possible attackers would still be small. Nevertheless, since the attacker controls the initial content of the packet, he can fill all the filter bits with 1. By saturating the filter, every router is integrated into the attack path during the reconstruction procedure, making impossible to distinguish the real path. We define this technique as an all-one attack.
Therefore, in order to minimize misleading techniques and to make the system less dependent on the initial content of the filter, we propose a generalization of the Bloom Filter. The basic idea of the so-called Generalized Bloom Filter (GBF) is to employ both hash functions that set and hash functions that reset bits. In the GBF, the false-positive probability is upper bounded and it does not depend on the initial condition of the filter. On the other hand, false negatives, which do not exist in standard Bloom Filters, are now introduced with this generalization. We note however that the false-negative probability of the GBF is also upper bounded and do not depend on the initial content of the filter. In Section III, the GBF is briefly described and its main results are summarized.
III. THE GENERALIZED BLOOM FILTER
The Generalized Bloom Filter (GBF) is a data structure used to represent a set S = {s 1 , s 2 , . . . , s n } of n elements in a compact form. It is constituted by an array of m bits and by k 0 + k 1 independent hash functions
. . , h k1 whose outputs are uniformly distributed over the range {0, 1, . . . , m − 1}. The GBF is built in a similar way to the standard filter. Nevertheless, the initial value of the bits of the array is not restricted to 0 anymore. In the GBF, these bits can begin with any value. The proportion of bits initialized to zero in the GBF is defined as p 0 . For each element s i ∈ S, the bits corresponding to the positions g 1 (s i ), g 2 (s i ), . . . , g k0 (s i ) are reset and the bits corresponding to the positions h 1 (s i ), h 2 (s i ), . . . , h k1 (s i ) are set. In the case of a collision between a function g i and a function h j within the same element, we arbitrate that the bit is always reset. The same bit can be set or reset several times without restrictions. After inserting the elements, membership queries can be easily made. To check if an element x is in S, we check if the bits of the array corresponding to the positions g 1 (x), g 2 (x), . . . , g k0 (x) are all reset and if the bits h 1 (x), h 2 (x), . . . , h k1 (x) are all set. If at least one bit is inverted, then x ∈ S with high probability. In the GBF, it is possible that an element x ∈ S may not be recognized as an element of the set, creating a false negative. Such anomaly happens when at least one of the bits
is set or one of the bits h 1 (x), h 2 (x), . . . , h k1 (x) is reset by another element inserted afterwards. On the other hand, if no bit is inverted, then x ∈ S also with high probability. In fact, an element x ∈ S may be recognized as an element of the set, creating a false positive. A false positive occurs when the bits g 1 (x), g 2 (x), . . . , g k0 (x) are all reset and the bits h 1 (x), h 2 (x), . . . , h k1 (x) are all set due to other actually inserted elements or to the initial condition of the array.
A. Application
In the proposed IP traceback system, the elements inserted into the GBF of the packet are in fact the IP addresses of traversed routers. Therefore, the number of elements n represents the number of routers traversed by the attack packet. Moreover, the size of the bit array m is precisely the number of bits preallocated in the packet header for the GBF. Further, k 0 and k 1 are the number of hash functions that reset and set bits on each hop, respectively. These hash functions must be the same on every router to allow path reconstruction later. At last, p 0 represents the initial fraction of bits reset in the GBF. This parameter is in control of the attacker, who is responsible for creating the attack packet and setting the initial content of the filter.
The previous router implementation slightly changes with the adoption of a GBF. Bits now are set and reset and therefore a single bitwise OR operation is not enough to update the filter. Instead, we need a bitwise OR operation followed by a bitwise AND operation to set and reset the indicated bits, respectively. Accordingly, two "mask" registers are required per router interface. To configure the "mask" registers, the interface IP address is used as the input of the hash functions. The first register is filled with zeros and the bits indicated by the functions h j are set; the second register is filled with ones and the bits indicated by the functions g i are reset. When the packet is about to be forwarded, its GBF field is initially updated with the result of a bitwise OR of itself and the first output-interface register. A bitwise AND operation of itself and the second output-interface register follows to complete the update.
The order of the operations is a result of the adopted priority. In fact, if one decides to give precedence to the functions h j over the functions g i , the bitwise AND operation must be done before the bitwise OR operation.
B. Upper-bounded False Positives and False Negatives
A complete discussion of the Generalized Bloom Filter and the analytical expressions of the false-positive and falsenegative probabilities is presented in [21] . For now, it is sufficient to say that the both the probability of false positives and the probability of false negatives of the GBF are upperbounded. These bounds depend solely on the number of hash functions used, k 0 and k 1 , and on the relative size of the filter m/n. Since the only parameter the attacker can interfere with is the initial condition of the GBF p 0 (and not the other predefined parameters k 0 , k 1 , and m/n), the action of an attacker in creating false positives and false negatives is limited. This property is important to avoid the all-one attack to which standard Bloom Filters are susceptible (see Section II).
In constrast, the standard Bloom Filter does not provide any bound on the false-positive probability and simply initializing it to all ones disrupts the reconstruction procedure. An advantage of standard Bloom Filters, however, is that it does not yield false negatives.
IV. IMPROVED RECONSTRUCTION PROCEDURE
While using a GBF limits the action of the attacker in generating false positives, it also introduces false negatives (even though limited) in the path reconstruction procedure. A false negative means not detecting a router actually traversed by the attack packet. For instance, let router R 4 be a false negative during the reconstruction procedure depicted in Fig. 1 . That is, R 4 is not recognized as an element of the filter during the membership test made by R 2 (2). In that case, routers R 3 and R 5 are not even checked (3) since R 4 was not integrated into the attack path. As a consequence, router R 5 is not integrated into the attack path either. Therefore, just one false negative is enough to stop the reconstruction procedure and avoid finding the real attack path.
One way to solve this problem is to increase the size of the GBF until we get a reasonable maximum false-negative probability. The problem with this approach is that the filter size may become so large that it is better to carry the IP addresses themselves instead of a compact GBF. We take a different approach that takes advantage of the GBF while still reducing the header overhead.
A. Overview
To address the high false-negative rates, we introduce an improved reconstruction procedure that eliminates false negatives at the cost of a higher false-positive probability. The proposed procedure is based on the following reasoning. During the network traversal of the attack packet, subsequent routers might invert bit markings of previous routers and cause false negatives. In the previous example, during the traversal of the attack packet through the path (R 5 , R 4 , R 2 , R 1 ), either R 1 or R 2 inverts a bit previously marked by R 4 . As a consequence, the GBF received by the victim does not recognize R 4 during the reconstruction procedure. To avoid this drawback, we propose that along with the GBF each router sends additional information to upstream routers during the reconstruction. This information summarizes the bit markings made by the router itself and by downstream routers in the reconstruction procedure. Therefore, it is now possible to know whether a downstream router inverted a bit marked by an upstream router. Fig. 2 depicts the improved reconstruction procedure. For simplicity, let k 0 = k 1 = 1. First, the victim V recognizes R 1 in the GBF of the received attack packet and, therefore, V sends the GBF to R 1 (1). Along with the GBF, V also sends two other bit arrays of the same size, m 0 and m 1 , initialized to all zeros as shown in (a). Router R 1 then updates m 0 and m 1 according to the interface from which the reconstruction request comes. Accordingly, the bits reset by that interface during the packet-marking procedure are set to 1 in m 0 and the bits set by that interface during the marking procedure are set to 1 in m 1 . The updated arrays are found in (b). Later on, R 1 performs membership tests with each of its neighbors. The neighbor checking procedure slightly changes due to the additional information passed. Whenever a neighbor fails the test, R 1 does not directly discard the neighbor. Instead, R 1 checks first if it inverted a bit marking of this neighbor during the traversal of the packet through the network. To accomplish this checking, the additional bit arrays are inspected. Accordingly, R 1 checks if the inverted bits of this neighbor are set in either m 0 or m 1 , depending if the neighbor's bit is 1 or 0, respectively. If the neighbor's inverted bits were overwritten, the neighbor is integrated into the attack path and discarded otherwise. In the sequence, router R 1 recognizes R 2 . Router R 1 then sends the GBF along with the two updated bit arrays to R 2 (2). In its turn, router R 2 updates these arrays according to the interface from which the request comes, as shown in (c). After that, router R 2 tests the membership of R 4 in the GBF. In this case, a bit of R 4 is inverted: a bit that should be 0 is in fact 1. Nevertheless, this bit is also set in m 1 , which means that it was overwritten by either R 1 or R 2 during the traversal of the packet. Therefore, router R 4 is no longer a false negative and it is integrated into the attack path. Router R 2 then sends the GBF and the two additional bit arrays indicating the bit markings made by itself and by R 1 (3). Next, router R 4 performs the same procedure with its neighbor R 5 (4). We can see in (d) the bit arrays updated by R 4 . In this case, it is easy to see that the bit set in both m 0 and m 1 was reset by R 4 and overwritten later by R 2 during the traversal of the packet through the network.
An important advantage of the improved reconstruction procedure is that false negatives do not happen anymore. Since overwritten bits now can be checked at each hop, actually traversed routers are always integrated into the attack path. Therefore, the actual attack path is always present in the reconstructed attack graph. On the other hand, the falsepositive probability increases as a router is tested further from the victim and closer to the attacker. It happens because the fraction of bits set in m 0 and m 1 increases with the number of integrated routers. Accordingly, upstream routers are recognized as components of the attack path with higher probability. With an increasing false-positive probability, other routers are also identified as possible attacking routers and it is harder to distinguish the actual one. Nonetheless, simulation results presented in Section V show that such identifications is possible with well-chosen system parameters.
B. False Positives
The false-positive probability of the improved reconstruction procedure is calculated in a direct fashion. First, we calculate the probability that a specific bit is set in m 0 at a particular router during the reconstruction. Let q 0 be the probability that a specific bit is reset and q 1 be the probability that the bit is set during an element insertion in the GBF. Analytical expressions for q 0 and q 1 are presented in [21] . Note that a bit of m 0 being set at a router does not necessarily mean being set by that router. Either a downstream router or even the router itself can set the bit. This event happens with probability q 0 since setting a bit in m 0 is equivalent to resetting a bit in the GBF. Therefore, the probability s 0 (i) that a specific bit of m 0 is set at a router i hops away from the victim is the probability that at least one downstream router or the router itself set the bit. Accordingly, the probability s 0 (i) is
Likewise, the probability s 1 (i) that a specific bit of m 1 is set at a specific router i hops away from the victim is the probability that at least one downstream router or the router itself set the bit. The probability of such event is q 1 since setting a bit in m 1 is equivalent to setting a bit in the GBF. Therefore, the probability s 1 (i) is
Since the same calculation can be made to every bit of both arrays, on average, a fraction of s 0 (i) bits is set in m 0 and a fraction of s 1 (i) bits is set in m 1 at a router i hops away from the victim.
Accordingly, a bit is interpreted as zero in the membership tests of this router if the bit is reset in the GBF or if it is set in both m 1 and the GBF. Let p represents the fraction of bits in zero of the GBF received by the victim (see [21] for the analytical expression of p). The fraction t 0 (i) of bits that are interpreted as zero in the membership tests made by a specific router i hops away from the victim is then
Similarly, the fraction t 1 (i) of bits interpreted as one is
From (3) and (4), the probability of a false positive f p (i) for a specific router i hops away from the victim in the improved reconstruction procedure is calculated as
where we note that we need k 0 bits considered "zeros" and k 1 bits considered "ones" to have a false positive.
C. Analytical Results
Fig . 3 depicts the false-positive probability of a GBF as a function of i, according to (5) . For every curve, the worst-case initial fraction of bits set is assumed. The worst value for the initial condition is calculated in the companion paper [20] , where we show that it happens when
For simplicity, let k = k 0 = k 1 . It can be seen that increasing the number of hash functions is beneficial until a certain value. In fact, for each size of bit array, an optimal value for k 0 and k 1 exists. The corresponding tradeoff is that a larger number of hash functions implies a larger fraction of bits set in m 0 and m 1 on every hop and, therefore, a higher falsepositive probability. On the other hand, when using more hash functions, it is more likely that we find an inverted bit in the GBF that is not set in m 0 nor in m 1 and, therefore, a lower false-positive probability is expected. 4 shows the false-positive probability of a GBF as a function of i, for different initial conditions of the filter. Accordingly, the action of the attacker increasing the falsepositive probability is also limited. This constraint is caused by the same reasons that limited the attacker in the regular reconstruction procedure. For a false positive to occur, we need both bits reset and bits set and, if they are proportionally distributed as (6) states, the false-positive probability increases. 
V. SIMULATION RESULTS
In order to analyze the behavior of the improved reconstruction procedure in a Internet-based topology, we developed a C++ simulator. Additionally, we used the nem [22] topology generator, which is based on Internet map sampling. The nem generator randomly extracts a sub-graph of a network map, keeping its original properties, such as node degree, mean distance, mean eccentricity, and topology diameter. Magoni and Pansiot [22] show that the topologies generated by nem respect the power laws established on real Internet maps. Our topology is sampled from a real Internet map and consists of 10,000 routers. Once generated the topology, we arbitrarily choose an attacker from a set of border routers. This reflects the assumption that the core routers are not compromised and that the attacker is more likely to be in a local network out of the main Internet backbone. We then define a random loop-free attack path starting in the chosen border router. Next, we simulate the transmission of an attack packet by marking a GBF according to the routers that compose the attack path. The initial content of the GBF is always set to the worst case according to (6) . Once the GBF is properly marked, the reconstruction procedure starts at the victim. Two reconstruction procedures are used. The first is the regular procedure in which only the GBF is used during the neighbor membership tests. The second is the improved reconstruction procedure described in Section IV. For every measured point, we calculated the confidence interval for a 95% confidence level, represented by vertical bars. Fig. 5 shows the simulation results of the regular path reconstruction procedure for a typical path with 15 routers. In the figure, the length of the reconstructed path is shown as a function of the number of hash functions used in the GBF. For simplicity, we consider the same number of hash functions that set and reset bits; accordingly, k = k 0 = k 1 . From the results, it can be seen that the regular reconstruction procedure presents a reconstructed path much smaller than the original path. For attack paths of 15 routers, only 7 routers were approximately traced. This behavior is a result of having false negatives in the reconstruction procedure. In the case of a false negative, an actually traversed router is ignored and the reconstruction procedure is prematurely interrupted. To reduce the probability of a false negative, however, a significant increase in the size of the filter is necessary, which increases the per-packet overhead. Additionally from Fig. 5 , it can also be seen that by increasing k the size of the reconstructed path decreases. It happens because the false-negative probability increases with the number of hash functions. Accordingly, the probability of interrupting the reconstruction procedure at a router closer to the victim is even higher. The improved reconstruction procedure of Section IV do not present false negatives and, as a consequence, the actual attack path is always found. Nevertheless, other paths leading to innocent routers are also found due to false positives. Therefore, in order to evaluate the performance of the proposed procedure, the mean number of traced attackers is used as metric. In theory, the path reconstruction procedure should lead to only one attacker, the real one. Fig. 6 shows the mean number of attackers traced by the improved reconstruction procedure as a function of the number of hash functions used. From the figure, it can be realized that the number of traced attackers is reduced to less than four for the 192-bit filter. Further, this number is very close to the ideal case, where only the real attack path is found, if larger filter sizes are employed. In addition, a tradeoff between the number of hash functions and the number of traced attackers can be noticed in Fig. 6 . We can see that for small values of k the number of attackers is large. The same happens if the value of k is too large. Such tradeoff is a direct result of having false positives in the reconstruction procedure. With few hash functions, few bits set and reset need to be found for a false positive to occur. On the other hand, with too many hash functions, the fraction of bits set in m 0 and m 1 increases on each hop of the reconstructed path and causes a higher false-positive probability. In both cases, a larger number of false positives leads to more routers being recognized as components of the attack path and, as a consequence, a higher number of traced attackers. The number of traced attackers as a function of the length of the attack path is seen in Fig. 7 . It can be noticed that the number of traced attackers increases with the length of the attack path. It happens because the false-positive probability increases as routers are tested further from the victim. As a consequence, more routers are recognized as components of the attack path and more attackers are found. With only 192 bits, we get only 3.5 candidate attackers. Using only 192 bits instead of 480 bits represents a space saving of 60% in the packet header if we were to store the complete route. We can still find a number of traced attackers closer to unity depending on the filter size.
VI. RELATED WORK
Savage et al. [12] introduce an auditing-based system, where the required traceback information is located at the victim. In summary, routers overload the Identification field of the IP header to notify the victim of their presence in the attack path. Every router probabilistically inserts partial information about itself in the packets routed to the victim. After receiving enough attack packets, the victim can reconstruct the entire route. To reduce router overhead and required perpacket space, sampling and encoding techniques are employed. Although innovative, this proposal requires high computational effort during reconstruction and generates several false positives even in small-scale distributed attacks [16] .
Bellovin [14] proposes a similar system for IP traceback. Whenever routing a packet, routers probabilistically send to the victim an ICMP packet with information about themselves and their adjacent routers. For a long packet flow, the victim can use the received data to reconstruct the attack path. Nevertheless, since auditing information is sent in additional router-generated packets, the attacker can send spoofed ICMP packets to disrupt path reconstruction. Therefore, messages must be authenticated to avoid spoofing. In this case, a publickey infrastructure (PKI) is necessary for victims to authenticate the out-of-band packets sent by the routers.
Dean et al. [13] considers probabilistic and algebraic techniques to trace IP packets. Their basic idea is that each packet carries a result of a well-known polynomial, whose unknown variables are the router IP addresses. If the victim receives enough packets from the same route, an equation system can be derived and solved with unique solution. Different from the system proposed by Savage et al. [12] , however, this system presents no error detection code to reduce the probability of accidentally deriving an equation system by combining equations from different paths. As a consequence, even more false positives are expected to occur for small-scale distributed attacks.
Yaar et al. [23] propose a path identification scheme to filter DoS packets. The basic idea is that routers mark the forwarded packets with a very small "signature" of 1 or 2 bits. As the packets traverse the network, a common signature is marked on the packets that take the same path. It is worthy noticing that classifying packets with regard to their traversed paths and identifying the real source of a packet are two different problems. Although effective in distinguishing packets that take the same path, this system was not designed to trace packets back to their origin. As a result, all the victim can do is only filter the attack traffic and wait for the attack to cease. Additionally, since upstream routers can not be identified, filtering can only be made at the victim or at the nearby routers.
Another approach consists of storing auditing information in the network infrastructure. In order to reduce the amount of stored information in routers, Bloom Filters [19] can be used. Recently, these filters have been widely used in computer networks [24] , [25] . Snoeren et al. [17] propose a scheme that traces an attack from a single IP packet. In addition, the backtracing is done without storing all routed traffic. Instead, routers store only packet digests in Bloom Filters. Periodically, saturated filters are stored for future queries and replaced by new ones. To later determine if a packet traversed the router, its filter is simply checked. A recursive procedure is executed by each router to reconstruct the packet path to its true origin. The only disadvantage of such system is to keep state in the network core.
Most of the above-mentioned packet marking schemes rely on overloading the limited 16-bit Identification field of the IP header to carry path information. Although these systems impose no additional overhead to packets, they are not able to trace single-packet attacks. In order to determine the source of a single packet without storage in the network core, the whole path information must be contained in the packet itself. As a result, it is unlikely that only 16 bits are enough to accurately identify the packet's source. Our approach is different since it allows tracing a single packet back to its source and does not require per-packet state in the network core. The tradeoff cost is the additional per-packet overhead required to carry the complete path information.
VII. CONCLUSION
In this paper, we present an innovative approach to packetmarking IP traceback that is convenient for high-speed networks. The proposed system is able to trace an attack back to its approximate source by analyzing a single packet. Thus, our approach scales and fits well to trace sources of distributed DoS attacks. Additionally, our scheme is said to be stateless since no traceback information is storaged in the network infrastructure.
When traversing the network, packets are marked with node digests instead of full IP addresses. Upon receiving a packet, the victim disposes of a representation of the entire attack path. We introduced the Generalized Bloom Filter (GBF) to store the IP address of traversed routers. In contrast to the standard Bloom Filter, the GBF has an upper-bounded false-positive probability. The tradeoff cost is the introduction of false negatives in membership queries. False negatives are harmful because they may prematurely interrupt the reconstruction procedure. In our simulations using 15-hop routes, only 7 routers were approximately identified due to false negatives. The effect of false negatives, however, is also upper bounded and depends only on the number of hash functions, k 0 and k 1 , and on the m/n ratio.
A few interesting tradeoffs could be observed with the simulation results of the improved reconstruction procedure. First, we show that there is an optimal number of hash functions that minimizes the false-positive probability and therefore the mean number of traced attackers. Besides, there is an interesting relation between the size of the filter and the size of the route being traced. For larger routes or higher accuracy, a larger filter is needed whereas for smaller routes or lower accuracy a smaller filter is enough. For instance, using k 0 = k 1 = 6 and 192 bits for a 15-hop route, we were able to reduce the number of candidate attackers to only 3.5 nodes.
