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論文概要
Abstract
In recent years, touch devices such with vibration actuators have become popular.
it is expected that application development that incorporates texture expression us-
ing vibration will become more common. When developing the app, it is necessary
to convey the texture intended by the designer to the user. However, it is difficult
for designers to develop applications that incorporate texture presentation using vi-
bration in terms of design, display, and augmentation of texture. Thus, this research
has developed three technologies related to the design, presentation, and augmen-
tation of texture. Regarding design, we developed a vibration design technology
that can generate vibrations intuitively, using a vibration generation model as the
core technology. we constructed a vibration generation model that takes material
types and images as inputs of material information. This made it possible for the
application developer to intuitively design the vibration corresponding to the ma-
terial. Regarding display, we proposed a vibrator transparent system that absorbs
the frequency characteristics of vibrators between different vibrators and outputs
the same vibration when the same control signal is used. The output vibration
of this system does not depend on the change of the frequency characteristics of
the vibrator in the presentation environment, but can depend only on the input
signal. In other words, in this system, even if the vibrator at the time of design
and the vibrator at the time of presentation are different, the output vibration can
be reproduced only by reusing the input signal designed in the past. Regarding
augmentation, we developed a texture augmentation technology that augments the
texture perception by vibration using visuo-haptic interaction. With the technology,
the texture perception can be changed using only vibration, and thus, it is possible
to emphasize the texture expression using vibration after designing the vibration,
and to use expressions that cannot be originally presented with vibration.
論文概要
近年，振動アクチュエータ付きのタッチパネルやタッチスクリーン等のタッチ端
末が登場し普及しつつある．現在は，入力操作に対するON/OFFなどの記号的な
フィードバックに留まっており，振動による質感提示を取り入れたアプリの開発は
限定的である．しかし，今後は振動による質感表現を取り入れたアプリ開発が盛ん
になると想定される．そのアプリ開発時には，設計者の意図した質感がユーザに伝
達されることが必要である．しかしながら，振動による質感提示を取り入れたアプ
リケーション (アプリ)の開発環境が整備されているとは言い難く，振動による質感
提示の設計および提示における以下の 3つの問題により，設計者の意図する質感が
エンドユーザに伝わらない．
1つ目の問題は，アプリに適した振動の設計が困難であることである．本研究で
は振動設計という用語を，アプリ内のコンテンツの素材の質感に適合するような振
動波形を定義すること，として用いる．既存の代表的な設計方法として，現実感の
ある質感を表現できる振動の設計のため，実物の素材をなぞる・叩く時の加速度を
収集する方法がある．しかし，実物素材を手元に用意するのに時間がかかることや
チューニングが困難であることといった欠点がある．一方，別の設計方法としてタ
イムライン上で波形を編集する方法がありツールが整備されているが，素材を表現
する複雑な波形を人工的に設計するのは難しい．
2つ目の問題は，特定の振動子に対してチューニングした設計振動を，異なる振
動子で提示すると意図した振動が出力されないことである．現状，振動設計時には，
特定の振動子を用いて設計が行われるため，設計された振動はその振動子の周波数
特性に依存する．ところが設計時と提示時で，振動子の種類が変更になることや，振
動子を内蔵する外側のケースが変更となることがある．このような場合には，振動
子の周波数特性が設計時と提示時で異なってしまう．周波数特性が異なる環境間で，
設計時の制御用信号を再利用すると，提示時に意図した振動が出力されない．
3つ目の問題は，振動で表現可能な質感が限定的であることである．質感の主要
な次元のうちで，粗さ感は振動で提示しやすい一方で，摩擦感は紙面接線方向の力
提示が必要になるため，振動のみでは表現が困難である．そのため，多様な質感を
提示するために，振動だけでなく摩擦などを提示できる別のハードウェアを合わせ
て活用することが従来行われてきた．しかしながらデバイスサイズやコストの観点
で，摩擦提示用のハードウェアを追加するのが困難なケースが存在する．
本研究では上記の 3つの問題に対し，振動提示機能つきのタッチパッドとタッチ
スクリーンを提示対象としたアプリ開発向けに，質感の設計・提示・拡張に関する
3つの技術を開発した．
1つ目の問題に対して，素材の質感を表現する振動の生成が可能な，振動の生成
モデルを核とした振動設計技術を開発した．従来，素材単位でユーザのペンの動き
に対応した振動をモデル化する試みがなされてきた．しかしこのモデルだと素材ご
との個別の振動しか出力できず，アプリに適した素材の振動を設計する用途には適
用できない．そこで本研究では素材の種類について横断的に扱う振動の生成モデル
を構築した．具体的には，素材の種類や画像を入力として，これから連想される振
動を生成するモデルを構築した．これにより、素材に対応した振動をアプリ開発者
が設計可能とした．本モデルを使うことにより，データセット内の振動と区別でき
ない振動が生成されることや，その振動が，素材種類や素材画像から想起される振
動と類似することを示した．また，データセットに存在しない画像に対して，妥当
な振動が生成されることを示した．さらに，2つの素材種類間の中間的な振動の中
間度合いを調整して生成可能であることを示した．
2つ目の問題に対して，異なる振動子間の振動子の周波数特性を吸収し，同じ制
御用信号を用いた場合には同じ振動を出力するための振動子透過システムを提案し
た．この振動子透過システムは，振動子ごとの周波数特性の情報に基づき，2つの異
なる振動子環境の周波数特性の違いを内部で吸収する．振動子の周波数特性を予め
測定しておけば，この透過システムの内部で、入力信号を設計時と提示時の周波数
特性に適応させる処理が自動的に実行される．このシステムの出力振動は、提示環
境の振動子の周波数特性変化に依存せず、入力信号のみに依存することとなる．す
なわち、このシステムでは、設計時の振動子と提示時の振動子が異なっていた場合
にも，過去に設計した入力信号を再利用するだけで、出力振動を再現できる．この
システムの有効性を検証するため、客観的指標と被験者実験の両方を用いて，異な
る振動子環境間での出力振動の再現性を検証した．その結果，提案システムは、幅
広い振動子と入力信号に対して、従来のシステムと比較して振動の再現性を改善可
能であることが示された．
3つ目の問題に対し，振動による質感表現を視触覚間相互作用を用いて拡張する
質感拡張技術を開発した．近年，視覚を用いて触覚の知覚を変化させる視触覚間相
互作用が盛んに研究されている．特に，pseudo-hapticsと呼ばれる現象が近年注目
を集めている．pseudo-hapticsは身体運動（触覚）と身体運動を反映する物体の位
置や速度（視覚）のズレにより生起される擬似的な触知覚のことである．そこで本
研究では，振動による表現が困難質感次元として摩擦次元を対象に，pseudo-haptics
による表現を検討した．具体的には，静止摩擦を含めた摩擦感の表現手法，および
様々な提示環境（タッチパッド・タッチスクリーン）での摩擦感の表現手法を提案・
評価しその有効性を示した．また，本研究では振動を質感提示に用いるため，振動と
pseudo-hapticsを組合せた場合の知覚現象についても検討した．具体的には，振動
による粗さ感提示の pseudo-hapticsによる強調手法および，振動による粗さ感提示
と pseudo-hapticsによる摩擦感提示の統合手法を提案・評価しその有効性を示した．
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第 1章 序論 15
1.1 本研究の背景
近年，バーチャルリアリティ（VR）関連デバイスの普及が進んできている．デ
バイスの普及に伴い，今後はエンターテイメントやトレーニング向けのサービスが
身近なものになると考えられる．五感の中でも特に，ヘッドマウントディスプレイ
（HMD）等による視覚情報提示や立体音響ヘッドフォン等による聴覚情報提示は日
常に溶け込みつつある．
視覚や聴覚と併用して触覚をユーザに提示することができれば，より豊かなユー
ザ体験を提供できるはずである．例えば，amazon.com [1]等でのオンラインでの商
品購買時には，現状視覚情報のみがユーザに提供され，それに基づきユーザが商品
を購入するかを判断している．しかし，商品を触った際の質感を確かめなければ購
入を決断しづらいケースが存在する．例えば，カーテンやカーペットなど，商品を
触った質感がユーザにとって重要であるケースでは，オンラインの購買時にも，一度
サンプルで質感を確かめてから，ユーザが購入する，というやり取りが行われてい
る [2,3]．このように視覚情報や聴覚情報だけでなく，触覚情報の重要性が高いケー
スが存在する．
しかしながら，触覚情報提示（以下，触覚提示）技術は，視覚提示や聴覚提示技術
に対して，相対的に進展が遅れている．その理由の 1つとして，触覚提示には対象
を正しく表現できることを示す忠実性だけでなく，機構の小型軽量化も合わせて求
められることがあると考えられる．視覚や聴覚提示には大々的な装置が必要であっ
たとしてもリモートで鑑賞することが可能である一方で，触覚の場合には人の肌に
直接作用させなければ感覚を提示することが困難なため，装置を人に装着させる必
要がある．そのため，日常的に利用されるような触覚提示装置は，機構をいかに小
型・軽量化できるかが鍵となる．
近年，振動提示機能つきのタッチパッドやタッチスクリーンが登場しつつある．現
状このようなアクチュエータ付きの製品は限定的であるが，将来的には普及が見込
まれる．振動提示機能をコンパクトに収容しており，日常的に身につけることも大
きな負担とならない．もしこれらの振動提示機能を活用して物体の質感を表現する
ことができれば，ユーザに対して新たな価値を提供することができる．
今後の振動による質感表現を取り入れたアプリ開発に向けて，質感の設計からエ
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ンドユーザへの提示までのプロセスを考えた際に，本研究では，図 1.1に示す 3つ
の問題に着目した．
図 1.1: Three problems related to the design and presentation of tactile information.
1つ目の問題は，表現したい素材の質感に対し，振動の設計を行うのが困難である
ことである．本研究では振動設計という用語を，アプリ内のコンテンツの素材の質
感に適合するような振動波形を定義すること，として用いる．コンテンツとは例え
ば，アプリ画面上に表示される製品等である．現状では，現実感のある質感を振動
で表現するための振動データの設計時に，実物の素材をなぞる・叩く時の加速度を
収集することや，触覚提示用の振動データセットから選定することが行われる．し
かし，実物素材を手元に用意するのに時間がかかることや，振動データセットに存
在する振動データが限定的であることから，設計の最適化が困難な状況である．
2つ目の問題は，特定の振動子に依存して行った設計振動を，異なるへ振動子で
提示すると意図した振動が再現されないことである．現状，振動設計時には，特定
の振動子の周波数特性に依存して設計が行われる．ところが設計時と提示時で，振
動子の種類が変更になったり，振動子を内蔵する外側のケースが変更となることが
ある．このような場合には，振動子の周波数特性が設計時と提示時で異なってしま
う．そのような周波数特性が異なる場合において，設計時の制御用信号を再利用す
ると，提示時に意図した振動が出力されないという問題がある．
3つ目の問題は，振動で表現可能な質感が限定的であることである．質感の主要
な次元のうちで，粗さ感は振動で提示しやすい一方で，摩擦感は紙面接線方向の力
提示が必要になるため，振動のみでは表現が困難である．そのため，多様な質感を
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提示するために，振動だけでなく摩擦などを提示できる別のハードウェアを合わせ
て活用することが従来行われてきた．しかしながらデバイスサイズやコストの観点
で，摩擦提示用のハードウェアを追加するのが困難なケースが存在する．
1.2 研究の目的と全体像
上記の 3つの問題に対応して本研究では，質感の設計・提示・拡張に関する 3つ
の技術を開発し，図 1.2に示す，設計から提示までの枠組みを提案する．これらの
技術開発にあたっては，振動提示機能つきのタッチパッドとタッチスクリーンを提
示対象とすることを前提とする．さらにユーザの触り方としては，このようなタッ
チ端末で通常想定されるスワイプやタップなどの数種類のジェスチャ [4]を対象と
する．次に各技術の概略を順に述べ，最後に全体の枠組みについて述べる．
図 1.2: Overview of the thesis and relations of three developed technologies and the
framework.
1つ目の問題に対して，素材の質感を表現する振動を生成可能な，振動の生成モデ
ルを核とした振動設計技術を開発する．具体的には，様々な素材種類の表現が可能な
振動を生成するモデルを構築する．様々な種類の素材の見た目をしたコンテンツや
UI部品（ボタンやスライダー等）に触れる際のフィードバックとして振動を提示す
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るために，アプリケーション開発者がこのモデルを使って生成した振動を活用する
ことを想定している．例えば，スマートフォン画面上でのボタンアイコンとして金
属や木材などの見た目をしたものがあるが，これらをタップする際に素材に対応し
た振動を提示できれば，ボタンにより現実感をもたせることができる．近年，高次元
データのモデル化方法として深層生成モデルが注目を集めている．特に，Generative
Adversarial Networks(本稿ではGANと呼称)という学習フレームワーク [5]は画像
生成や画像変換などのタスクにおいて従来の機械学習モデルを上回る成果を残して
いる．例えば，GANは属性 [6,7]などで条件付けて，画像を生成するように学習す
ることができる．そこで本研究ではアプリケーション開発者向けにGANを活用し
て，素材の種類および素材の画像を入力として，振動を出力するモデルを構築する．
ユースケースとして，開発者が所望の素材の属性値に見当がついている場合には，
素材の種類をモデルに入力して生成振動を取得してもらうことを想定している．一
方，素材の種類は見当がつかないが，アプリケーションで用いる素材画像が手元に
ある場合には，その画像をモデルに入力して生成振動を取得してもらう想定である．
モデルをアプリケーション開発時の触覚デザインのこのようなユースケースに対し
て活用することで，触覚提示に用いる振動設計を実現する．
2つ目の問題に対して，異なる振動子間の振動子の周波数特性を吸収し，同じ制
御用信号を用いた場合には同じ振動を出力するための振動子透過システムを提案す
る．このシステムは，振動子ごとの周波数特性の情報に基づき，2つの異なる振動子
環境の周波数特性の違いを内部で吸収する．振動子の周波数特性を予め測定してお
けば，この透過システムの内部で、入力信号を設計時と提示時の周波数特性に適応
させる処理が自動的に実行される．その結果，システムの出力振動は、提示環境の
振動子の周波数特性変化に依存せず、入力信号のみに依存することとなる．すなわ
ち、このシステムでは、設計時の振動子と提示時の振動子が異なっていた場合にも，
過去に設計した入力信号を再利用するだけで、出力振動を再現できる．このシステ
ムの有効性を検証するため、客観的指標と被験者実験の両方を用いて，異なる振動
子環境間での出力振動の再現性を検証し，幅広い振動子と入力信号に対して、提案
システムは従来のシステムと比較して振動の再現性を大幅に改善可能であることを
示す．この振動生成モデルによる質感設計技術と振動子透過システムによる質感提
示技術により，素材の粗滑・硬軟については表現可能である．
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3つ目の問題に対し，振動による質感表現を視触覚間相互作用を用いて拡張する
質感拡張技術を開発する．近年，視覚を用いて触覚の知覚を変化させる視触覚間相
互作用が盛んに研究されている．しかし，これまでは力覚提示への活用を中心に検
討されており，質感提示に対しては検討が進められていなかった．そこで本研究で
は，振動による質感提示と視触覚間相互作用を組み合わせて，提示することを検討
する．具体的には，タッチパネル入力時に振動で表現された粗さの知覚を視覚情報
で調整可能とする技術や，振動で表現困難な摩擦を補完して提示することを可能と
する技術を開発する．摩擦感の提示に関しては，タッチパネルだけでなくタッチス
クリーン環境においても，視触覚間相互作用による摩擦提示を検討する．以上の技
術では，振動のみによる質感提示に対して視覚による質感制御を行えるため，振動
による質感表現を振動設計後に強調することや，振動では本来提示できない表現を
可能とする．
以上の 3つの技術を統合して，本研究では図 1.2に示す枠組みを構築した．この
枠組みでは設計時に，粗滑・硬軟を表現する振動を振動生成モデルによる質感設計
技術を用いて設計するとともに，視触覚間相互作用の効果を踏まえて摩擦感・凹凸
感を表現する視覚パラメータを設計する．またその際，振動による粗さを視触覚感
相互作用により強調する視覚パラメータも設計可能である．次に，提示時に振動子
透過システムにより再現度の高い振動を提示し，さらに視覚刺激と合わせて提示す
ることで振動のみでは表現が提示できない摩擦や凹凸を含めて提示を行う．
1.3 本論文の構成
本論文は全 6章から構成される．以下に各章の概要を述べる．
第 1章「序論」では，本研究の背景と目的，及び本論文の構成を述べた．
第 2章「触覚に関する知見」では，本研究で扱う触覚における質感のベースとな
る知見を整理した．後の第 3章以降のいずれの章にも関連する触覚の生理学的知見，
振動の知覚特性，振動アクチュエータ特性について整理した．
第 3章「振動の生成モデルによる質感設計」では，まず，素材感を提示する質感
提示のニーズを整理した．そのようなニーズを振動で満たす場合の，振動設計のプ
ロセスを整理し課題を抽出した．次に，課題を解決するための振動設計ツールに求
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められる要件を定義し，既存の設計手法の問題点を明らかにした．深層生成モデル
を比較評価し，その中で本研究で用いるGANの先行研究を整理した．以上を踏ま
えて，提案する振動生成モデルのコンセプト，構成や学習方法を示した．構築した
モデルに対する評価として，生成された振動の妥当性を客観指標による評価とユー
ザテストにより示した．また，チューニング性についても同様に，客観指標による
評価とユーザテストを実施した．最後に，学習に用いていない画像入力時の生成振
動の妥当性をユーザテストにより示した．
第 4章「振動子透過システムによる質感提示」では，まず背景として，設計時と
提示時に振動子が異なるユースケースを整理し，課題を抽出した．課題に対して従
来手法を整理し問題点を明らかにした．この問題点を踏まえて，振動子透過性のコ
ンセプトとワークフローを検討した．この振動子透過性の評価として，異なる振動
子間での再現性を客観的指標とユーザテストにより評価した．
第 5章「視触覚間相互作用による質感拡張」では，まず背景として，質感の知覚
特性や，振動により表現可能な質感の制限を整理した．また，視触覚間相互作用お
よび pseudo-hapticsの概念について整理した．以上を踏まえて，振動による表現が
困難質感次元として摩擦次元を対象に，pseudo-hapticsによる表現を検討した．具
体的には，静止摩擦を含めた摩擦感の表現手法，および様々な提示環境 (タッチパッ
ド・タッチスクリーン）での摩擦感の表現手法を提案し有効性を評価した．また，本
研究では振動を質感提示に用いるため，振動と pseudo-hapticsを組合せた場合の知
覚現象についても検討した．具体的には，振動による粗さ感提示の pseudo-haptics
による強調手法および，振動による粗さ感提示と pseudo-hapticsによる摩擦感提示
の統合手法について提案し有効性を評価した．
第 6章「結論」では，本論文を通して得られた結果をまとめ，本論文で提案した
質感設計・提示・拡張手法の適用性や今後の展望について述べた．
第2章
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本章では，まず触覚に関する生理学的知見をまとめ，その後，本研究で実刺激と
して用いる振動の知覚および振動アクチュエータの知見を整理する．
2.1 触覚の生理学的知見
人が皮膚で感じる感覚を皮膚感覚といい，骨格筋・腱・関節等で感じる感覚を深
部感覚（固有感覚）という．皮膚感覚は，触覚，温度感覚，痛覚に分けられる．以
降では皮膚感覚を取り上げて知見を整理する．
2.1.1 皮膚と皮膚感覚器
人の皮膚は無毛部と有毛部に分けられる [8]．無毛部は，指・掌などの部分であ
る．有毛部は，毛穴の存在する部分であり，皮膚の大部分を占める．無毛部・有毛
部ともに，皮膚の表面から内側へ，表皮（Epidermis）・真皮（Dermis)・皮下組織
（Subcutis）の 3層に分けられる（図 2.1） [9]．
図 2.1: Vertical section through the skin of the human hand. Quoted from [10]
皮膚感覚の機械受容器は，表皮と真皮の境界から皮下組織にかけて分布する．皮
膚無毛部に存在する機械受容器は，マイスナー小体（Meissner’s corpuscle），パチニ
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小体（Pacinian corpuscle），メルケル触盤（Merkel’s disk），ルフィニ終末（Ruffini
ending）の 4種類存在する．有毛部にはマイスナー小体がなく，毛の根部に神経線
維が巻き付いた手包受容器が存在する．また，有毛部のメルケル触盤は，集合して
ドーム状の触覚盤を形成する．
2.1.2 皮膚機械受容単位
機械受容器とそれに連なる神経線維を併せて一つの単位ととらえ，機械受容単
位（mechanoreceptive unit）と呼ぶ．人の無毛部の機械受容単位は，受容野の形態
と機械的刺激への神経発射特性から 4種類に分類される [11]．速順応 I型単位（fast
adapting type I unit: FAI），速順応 II型単位（fast adapting type II unit: FAII），遅
順応 I型単位（slowly adapting type I unit: SAI），遅順応 II型単位（slowly adapting
type II unit: SAII）の 4つである．FAIと SAIの受容野は直径数mm程度で小さく，
受容野の境界ははっきりしている [10]．それに対して，FAIIと SAIIの受容野は大
きく，受容野境界は不鮮明となっている．
表 2.1: Response characteristics of the four mechanoreceptor units. Quoted from [12]
神経発射の特性の観点では，FAIは，刺激強度が変化する部分，すなわち刺激の
速度成分に対して神経発射する．FAIIは刺激の加速度成分に対して神経発射する．
SAIは加えられた機械的刺激の変位および速度成分に対して神経発射する．SAIIは
機械的刺激の変位刺激に対して神経発射する．
分布の観点では，皮膚部位により各機械受容単位の分布密度が異なることが知ら
れている [13]．図 2.2にその分布の密度の違いを示す．指腹部が高密度であり，手の
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ひらに向かって密度が減少する．機械受容単位ごとに見ると，FAIと SAIがこの傾
向が顕著であることがわかる．
図 2.2: Distribution of mechanoreceptive unit. Quoted from [13]
機械受容単位と機械受容器の対応としては，FAIはマイスナー小体が対応し，FAII
はパチニ小体，SAIはメルケル触盤，SAIIはルフィニ終末が対応する．
2.2 振動の知覚
本節では，振動の知覚の知見について述べる．
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2.2.1 絶対閾
振動の絶対閾（Detection threshold）は，初めて近く可能な最小の振動刺激に相
当するものである [14]．絶対閾は刺激周波数に依存して変化することが知られてい
る．各機械受容ユニットによる発火の絶対閾は周波数によって異なる．ある振動周
波数に対して，最も閾値が低い機械受容ユニットが，全体の絶対閾を決める．もし
振動刺激が複数の機械受容ユニットの絶対閾を超えている場合は，それら全てのユ
ニットが知覚に寄与する [15].
有毛部において，100 Hz以下の周波数は SAIが支配的となり，それ以上の高周波
振動では FAIIが支配的になる．全体の中で閾値が小さいのは 150Hzから 300Hzの
間である．SAI単体では周波数に非依存の閾値曲線となる．一方FAIIは，U形状の
閾値曲線を持っている．
ただし絶対閾は，他の触知覚特性と同じく，刺激部位や刺激範囲，刺激時間，刺
激波形，印加する力など様々な要素に影響を受ける．例えば，刺激範囲や刺激時間
が増えると，FAIIの閾値は小さくなることが知られている [16].
2.2.2 弁別閾
弁別閾（Difference threshold）は，2つの異なる刺激の違いを弁別できる最小の刺
激間隔に相当するものである．弁別閾に関する知見として，ウェーバーの法則 [14]
がある．基準となる刺激強度と弁別閾の比（ウェーバー比）が，基準となる刺激強
度の大きさに依存せず常に一定であることを示した．この法則は振動に対してもあ
る程度適用できる．例えば，振動の刺激強度に関するウェーバー比は 10%から 30%
の範囲に存在することが知られている．また周波数に対するウェーバー比は，15%
から 30%の範囲に存在する [17].
2.2.3 強度知覚
振動の感じられる大きさ（強度の知覚）に関しては，スティーブンのべき法則が
適用できる．ある物理量 Iとして定義される刺激がとして人に提示され，それが絶
対閾を越えていたときに，その大きさが ϕ(I)と知覚されるとすると，その関係は
第 2章 触覚に関する知見 26
ϕ(I) = kIe (2.1)
となることが知られている [14]. 指数 eは知覚強度の変化率を定義するものであ
り，振動刺激の場合には 0.35から 0.86までの範囲である [18]. この指数は刺激条件
に影響されることが知られており，特に周波数に依存する [18]. つまり，大まかに
いうと知覚強度は刺激強度と周波数の関数になっているといえる．
2.2.4 知覚のタイミング
振動知覚のタイミングに関してはある程度正確であると考えられている．例えば，
5 msの短いタイミングで連続する振動パルスを区別できる [19]. このタイミングの
正確性は視覚（25 ms）よりも良いが，聴覚（0.01 ms）よりは劣る [16].
さらに，振幅を徐々に変化させることでできる包絡線によって，リズムを提示で
きる．人はリズムの違いに敏感であることも知られている [20, 21].
2.3 振動アクチュエータ
本節では，振動アクチュエータの仕組みとして代表的な 3つの方式について順に
述べる．
2.3.1 偏心回転モータ方式
偏心回転モーター（Eccentric Rotating Mass: ERM）方式では、偏りがある錘を
モータで回転させることで，非対称の遠心力が生まれ，振動が生成される．機構が
シンプルなため安価で，普及している．
欠点として，入力から振動が開始するまでの応答性が低さが挙げられる．例えば
市販されているものでは 100ms程度かかる．また振動と周波数を独立に制御できな
い．周波数を上げると振幅も増える．
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2.3.2 ボイスコイル方式
ボイスコイル方式では，交流電圧に駆動されたコイルが永久磁石と相互作用するこ
とで振動する．原理はスピーカーと同じである．波形を生成し入力する必要がある．
Moving Coil型とMoving Magnet型の 2種類がある．Moving Coil型では，磁石
がつくる地場の中でコイルのみが動く．しかしコイルの巻数を増やせないため，出
力エネルギーに制約があり，低周波振動を生成しにくい．一方Moving Magnet型で
は，低周波領域でもロバストに振動生成可能である．
Linear Resonating Actuators(LRAs)はVCA方式の一種であり，Moving Magnet
型の質量をバネに接続し，共振周波数で振動することを意図されている．共振周波
数では電力効率がよい．さらに偏心モータ方式と違い、振幅と周波数を独立に制御
可能であるが，共振点をはずれると振幅の低下が著しい．市販されているものでは
応答性は高い (10-20ms程度で最大振幅に達する)．
2.3.3 ピエゾ方式
ピエゾ方式のアクチュエータは，電気エネルギを印加すると，機械エネルギを生
み出す逆圧電効果を利用したデバイスである．例えば，厚さ 1mmの圧電セラミクス
板に，1000V程度の電圧を印加する場合，1 µmの変位を得られる．低駆動電圧の場
合に大変位を発生させるための方式として，バイモルフ方式と積層方式がある．こ
れらを順に述べる．
バイモルフ方式では，数 100µmの厚みになるよう加工した圧電セラミクス板で金
属板を挟む構造となっている．上記の圧電セラミクスの板に逆電位を印加する，板
に反りが発生し大きな変位が生み出されるが，大きな力は取り出せない．
積層方式では，約 100µm程度のセラミクス膜と数 µmの電極膜を，多数層積層成
形後一体焼結したもので，セラミックコンデンサと同じ構造となっている積層方式
は，1層ごとのセラミクス膜の厚みを薄くできるため低電圧での駆動ができること
や，金属板を介さず，セラミクス本来の物性として歪や剛性を活用可能である．し
たがって，バイモルフ方式と比較して，高い変位精度，大きな発生力，高速な応答
が可能である．しかしながらこれらの 2つの方式のいずれも，前述の偏心モータ方
式やボイスコイル方式のモータに比べて，高価である．
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以上を踏まえると，3つの方式を比較すると，ピエゾ方式が最も応答性等の特性
がよいが高価である．一方，偏心モータ方式やボイスコイル方式は安価で既に普及
しつつある．偏心モータ方式やボイスコイル方式の中では周波数応答や振動と周波
数の独立制御が可能という点でボイスコイル方式が優れている．
本研究では普及が見込まれる振動子に対して振動設計・提示・拡張の議論を行う
ため，評価ではボイスコイル方式の振動子を対象とした．
第3章
振動の生成モデルによる質感設計
第 3章 振動の生成モデルによる質感設計 30
3.1 背景
本節では，以下の順序で情報を整理する．
• 質感提示のニーズの整理と課題抽出（3.1.1節)
• 質感設計プロセスに基づく課題抽出（3.1.2節）
• 振動生成モデルの要件の整理（3.1.3節）
• 既存の振動設計手法の当該要件への対応可否（3.1.4）
• 本研究で用いる深層生成モデルの代表手法の比較（3.1.5）
• Generative Adversarial Networkの関連研究の整理（3.1.6）
3.1.1 素材に対応した質感提示のニーズ
質感とは，辞書では「材質がもつ，視覚的・触覚的な感じ．表面の肌合い」[22]や
「材料の性質から受ける感じ．材料が持っている感じ」[23] と示されている．本研究
ではこのうち，触覚として感じられる質感に焦点を当てる．以降では「質感」とい
う用語を，触覚として感じられる質感に限定して使用する．
人は木材や岩などの素材表面をペンや指でなぞった際に，その素材表面の微細な
質感を区別することができる．このとき，ペンと素材の界面で生じる振動の情報を
頼りに細かい質感を知覚している．このことから逆に，現実にはその場にない素材
表面の質感を，ペンを通じてその振動を提示することにより，ユーザにバーチャル
に伝達できるはずである．実際，研究としては粗滑等の質感知覚について，振動を
使って提示可能であることが示されている [24]．
最近では，振動アクチュエータが組み込まれたスマートフォン等のタッチ端末の
登場がしつつある．その振動アクチュエータの種類としても，偏心モータ方式だけ
でなく，ボイスコイル方式やピエゾ方式のアクチュエータが組み込まれているもの
もあり，高い応答性や多様な振動周波数および振幅制御が実現できるものも存在す
る．現状このようなアクチュエータ付きの製品は限定的であるが，将来的には普及
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が見込まれ，振動による素材の質感提示を表現として取り入れたアプリの登場が期
待される．
本節では，このような素材の質感を取り入れるアプリを開発する際の，振動設計
を促進するための振動生成モデルを開発する．その際，一体どのような種類の素材
の質感が提示できればよいかを考察する．例えば，インテリア用の椅子の購入検討
者向けに，木材のサンプルとして触感提示するwebアプリケーションを想定すると，
椅子の素材として木材種類だけで数十種類触感サンプルに対応しなければならない．
上記は一例であり，どの程度の素材に対応すべきかはアプリ依存だが，多数のア
プリ開発時に共通利用可能な振動生成のツールとしては少なくとも 100種類以上の
素材への対応が必要と考えられる．このような「多様な素材に対応して振動を生成
できること」が本研究で開発する振動生成モデルの要件の 1つである．別の要求と
して，ある素材と別の素材の中間の素材に対応する振動が欲しい，というものがあ
る [25].
3.1.2 振動設計プロセスに基づく課題抽出
本節では，振動を用いた質感設計プロセスに焦点を当てて述べる．Schneider et
al. [26]はブラウザで振動設計可能なツールを用いて設計プロセスを研究した．この
ツールではタイムライン上のインタフェースで波形を編集できる．ツールを用いた設
計を行った被験者群を観察したところ，設計プロセスは事前準備（ [26]ではPrepare
と呼称），初期設計（ [26]では Initial designと呼称），チューニング（ [26]では
IterateおよびRefineと呼称）のステップから構成されることが判明した．以下に各
ステップでの設計者の行ったアクティビティを述べる．
• 事前準備では，ツールの使い方を学習するために設計例を観察した．設計例と
しての波形をいくつか観察した後（平均では 6.75個の波形を観察した），初期
設計に移った．
• 初期設計では，設計例をベースにするかもしくはゼロベースで設計に取り掛
かっていた．
第 3章 振動の生成モデルによる質感設計 32
• チューニングでは，振動を再生させながら設計を見直した．このステップでは，
大きな変更を行うフェーズ（Iterateと [26]では呼称）とその後の小さな変更
を行うフェーズ（Refinementと [26]では呼称）が存在した．
図 3.1: Log visualizations showing design process. Quoted from [26]
図 3.1に，設計開始から修了までの設計プロセスの各ステップに要した時間が可
視化されている．これはあくまで一例ではあるものの，チューニングが全行程の半
分以上の時間を占めている．すなわち，もしチューニングを効率化することができ
れば，全体の開発効率にも寄与すると考えられる．
3.1.3 振動設計ツールの要件定義
以上を踏まえると，振動設計ツールに対する要件を本研究では以下の 2つに設定
する．
要件 1 ツールが入力された素材情報に対応した振動生成が可能であること
要件 2 ツールへ入力する素材情報の変更による振動のチューニングが可能である
こと
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3.1.4 既存の設計手法の比較
本節では，既存の振動の設計手法を，波形編集型・素材収集型・モデリング型の
3つに分類し，それぞれの概要と上記 2つの要件を満たすかどうかを述べる．
波形編集型
振動波形を編集できるオーサリングツールは様々開発が行われてきた [26–32]．そ
のうちのいくつかを抽出して概要を紹介する．
Ryu et al. [31]は posVibEditorを開発した．posVibEditorの編集画面を図 3.2に
示す．タイムライン上で線を引いて波形を描いていくことができる．XML形式での
インポート・エクスポート機能を備え設計の再利用が可能となっている．またイン
タラクティブに波形の再生が可能なため，振動のテストがその場でできる．複数の
チャンネルに対応した振動設計が行えるのもそれまでにはない特徴である．
図 3.2: Editor window of posVibEditor. Quoted from [31]
Schneider et al. [26]はウェブブラウザベースの編集環境であるMacaronを開発し
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た．図 3.3にMacaronの編集画面を示す．Macaronでも posVibEditorと同じく包絡
線をキーフレームを操作して編集できる．ブラウザベースのため，ブラウザにアク
セスできれば編集可能というアクセシビリティの点でそれまでのツールに比べて優
れている．
図 3.3: Editor window of Macaron. Quoted from [26]
これらの研究は，タイムライン上で波形を直接操作する低レベルでインターフェ
イスを提供した．波形レベルでの低レベルでの編集が可能であるため，波形の振幅
や周波数を意識しなければいけない設計時に適している．例えば，牽引力錯覚に用
いる非対称振動の設計 [33]などに適している．
しかし，振動の振幅や周波数を意識した設計により，素材の印象を表現するよう
な高レベルの設計は困難である．
素材収集型
素材収集型の設計手法では，実際の素材を用いて振動を収集する．素材を手元に
取り寄せた上で，加速度センサやマイクロフォンなどで，素材をなぞる・叩く等す
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る際の振動を記録することを行う．近年では，振動記録ツール [34,35]として廉価な
ものが登場しつつある．
TECHTILE toolkit [34]は，マイク，振動子 [36]とアンプからなる小型な記録・再
生ツールを提供した．図 3.4にツールを示す．このツールは，安価な汎用品のみで
構成できるため，質感の設計体験を誰でも試すことができる．ワークショップを通
じてツールを用いた質感設計体験を提供しながら，コミュニティの拡大をめざして
いる．
図 3.4: TECTILE TOOLKIT. Quoted from [34]
Zhao et al. [35]もTECHTILE toolkitと類似の構成でツールを構築した．左右の
2つのオーディオチャンネルを活用して，2つの振動を一度に体験できるようになっ
ている．これらのツールを使うことで，実際の素材の接触面で発生した振動をその
まま再生すると，ユーザに高いリアリティを提示することができる [34].
ただし，この素材収集型のアプローチは振動の収集に時間を要する．設計者は手
元に素材を準備する必要があり，素材をなぞったり叩いたりして振動を記録する必
要がある．さらに，もし記録された振動が要件を満たさない場合には，設計者は異な
る素材を見つけて手元に収集する必要がある．また，ある素材Aと別の素材Bの中
間にあたる素材の振動を設計したいというときに，このアプローチでは困難である．
一方，近年，触覚提示用の振動データベースが整備されつつある [37,38]．例えば，
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LMT Haptic Texture Database [37]は，全部で 108種類の素材に対応した振動を提
供している．このようなデータセットの振動は，実際の素材から収集されているた
め，提示すれば素材を高いリアリティで表現できる見込みがある．しかし現在のと
ころ，素材数が多いデータセットであっても 100種類程度に留まっており，所望の
素材に対応する振動が見つかる可能性は高くない．
モデリング型
振動が必要となった際に都度収集するという上記のアプローチではなく，振動を
データドリブンにモデル化しておくというアプローチもある．近年のデータドリブ
ンな振動モデリングでは，インタラクション時のペンの状態に対する振動出力のマッ
ピングを学習させる研究が主に行われてきている．Okamuraら [39]は空間的な周期
性をもつテクスチャを，ペンの速度と印加力をパラメータとして減衰する三角波で
モデル化した．Guruswamyら [40]も無限インパルス応答モデルでモデル化した．自
己回帰モデル [24]やニューラルネットワーク [41]に学習させる研究もある．これら
の従来研究のモデルは，ペイントアプリなど，ペンの速度や印加される力に大きな
変動があるインタラクションに適している．
しかしながら，これら従来研究のモデル構築方式では，単一のモデルが出力する
振動は単一の種類の素材に限定される．もし仮に複数の種類の素材に対応する振動
を生成したい場合には，その分のモデルを用意する必要がある．しかしながら実世
界に無数に存在する素材の種類すべてに対して，専用の生成モデルを用意するのは
現実的には不可能である．様々な素材に対応する振動を収集・選定するという用途
にはそのまま適用できない．
従来研究のまとめ
以上を踏まえて，既存の設計手法の特徴を表 3.1に整理した．
表の列に挙げた，2つの要件に対応可能な既存の設計手法は存在しない．そこで
本研究ではこの 2つの要件に対応するような振動の生成モデルを構築する．
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表 3.1: The summarization of previous vibrotactile design methods.
設計手法
〇
△
（素材のレベルの IF はないが波形編集は可能）×
×
（その都度、素材収集が必要）
×
（素材ごとのモデル化が必要）〇
素材感のある振動の設計 振動のチューニング性
波形編集型
素材収集型
モデリング型
3.1.5 深層生成モデルの比較
本研究では，近年盛んに研究が進められている深層生成モデルを用いてモデルを
構築する．そこで本節では，生成モデルの比較を行う．
近年代表的とされる生成モデルとしては，Autoregressive Model(ARモデル) [42,
43]，Variational Auto Encoder(VAE) [44,45]，Generative Adversarial Network(GAN) [7,
46]の 3つがある．以下に 3つの生成モデルに関する利点と欠点を表 3.2に整理し比
較する．
表 3.2: The summarization of generative models.
生成モデルの種類
・モデルを定量評価できる
（対数尤度）
・推論に長時間かかる
・生成画像の解像度が低い
（変分下界を最大化するため）
・生成画像の解像度が高い
・推論が短時間で終わる
・推論が短時間で終わる ・学習が不安定
・モデルの定量評価が困難・生成画像の解像度が高い
・学習が安定
・モデルを評価できる
（変分下界）
・学習が安定
利点 欠点
Autoregressive Model
Variational Auto Encoder
Generative Adversarial Network
いずれのモデルも潜在変数に対するデータの分布を学習，推論 (サンプリング)
可能である．しかしARモデルは，学習と推論に対して時間がかかる．例えば，文
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献 [42]では数秒の時系列データを生成するのに数時間かかる．質感デザインに対し
て用いるモデルでは，振動生成から振動評価までの試行錯誤のサイクルを高速に行っ
てチューニングできる必要があるため，振動生成一度に時間かかるARモデルの適
用は難しい．
一方，VAEはARモデルと異なり推論自体は短時間で終わる．加えて，学習が安
定していることやモデルを定量評価できる点が利点となる．しかしながら，VAEで
は近似的な事後分布を最適化し，真の事後分布を再現できない．そのため，例えば
画像生成時の生成画像は輪郭がボケて解像度が小さいという特徴がある．もしVAE
を用いて振動データを生成すると，時間・周波数分解能が小さいデータが生成され
てしまう．
GANは，VAEと同様に推論が短時間で終わる．また，画像生成時にはARモデル
と同様に解像度の高い生成画像がサンプリングできる．例えば振動データを生成す
ると時間・周波数分解能が比較的大きいデータが生成されることが期待される．一
方，欠点として学習が不安定であることやモデルの定量評価が困難であることが挙
げられる．本研究では，学習に用いる振動データを二次元構造として学習し，二次
元構造である画像に対する学習の知見を活用して，学習の困難性の問題を回避する
こととした．
3.1.6 Generative Adversarial Networkの概要と先行研究の整理
GANの学習フレームワーク
近年，画像などの高次元のデータ分布からサンプル可能なGANが注目を集めて
いる．画像変換 [47]，画像の高解像度化 [48]等，その用途も幅広い．
GANは Goodfellowら [5]によって提案された学習フレームワークであり，内部
の構成要素のネットワークとしてGeneratorとDiscriminatorを持つ．Generatorと
Discriminatorの学習は互いに競い合うように進められるという特徴がある．訓練
データの分布が与えられると，Generatorは乱数シード zをもとにデータを生成す
る．この生成データが訓練データを模擬するようGeneratorは学習していく．一方で
Discriminatorは訓練データと生成データを区別できるように学習していく．GAN
は学習が終了した段階で，Generatorが乱数シード zに基づいて生成したデータは，
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Discriminatorが区別不可能な程度に訓練データを模擬しているという仕掛けとなっ
ている．GeneratorとDiscriminatorがともに誤差を最小化するように学習しようと
するが，お互いが相手の誤差を大きくすることになるため，ナッシュ均衡を安定的
に見つけるのが難しい．それを緩和するための学習テクニックが多く開発されてき
たが，それらはこれまでGANで学習対象とされてきたデータ構造が主に画像等の 2
次元構造に依存しているため，1次元データである時系列データの学習には直接活
かすことが困難なもの多い．そのため本研究ではGANの生成対象として，1次元の
振動の時系列データではなく，時間-周波数表現の 2次元のデータ構造を対象とする
ことで，既存のGANの学習テクニックを活かすねらいがある．
GANの生成データを制御する条件付きGAN [6]として幾つかの変種が考案されて
いる．その中でもAC-GAN [46]が条件付きGANの代表例である．AC-GANでは，
属性ラベル cと乱数シード zに基づいて generatorがデータを生成し，discriminator
が生成されたデータの属性ラベル cを区別するタスクも解くというフレームワーク
となっている．学習後のAC-GANは，属性ラベル cを指定するとその属性に対応し
たデータを生成することができる．
3.1.7 GANによる時系列データのモデル化
当初GANによるモデル化対象は画像等の 2次元データであったが，最近では音
響分野を中心に時系列データに対してもGANによるモデル化が試みられつつある．
音声合成 [49]や音響合成 [50, 51]，声質変換 [52]など多彩な応用が盛んに検討され
ている．例えば，[50]の研究では，GANにより音響データをモデル化する際に，1
次元の時系列データと 2次元の時間-周波数表現でのモデル化結果を比較している．
その結果，2次元の時間-周波数表現でデータを扱った場合の方が，GANの標準的な
指標である Inception scoreで好成績であることが確認された．
一方，触覚分野において振動データをGANでモデル化する方法は本研究がはじ
めてである．上記の研究 [50]と同様に，本研究でも 2次元の時間-周波数表現で振動
データを扱うこととした．ただし，上記の研究では音声・音響の合成や変換など単
一のモーダルを対象としてモデル化が行われているのに対し，本研究では画像から
振動というクロスモーダルな変換を含むモデルの構築をめざしている．
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3.2 振動生成モデル
3.2.1 コンセプト
本研究では，素材の情報を入力として振動を生成するモデルを構築する．このモ
デルは入力として素材のベクトル値もしくは画像をとる．質感デザインの際に次の
2つの方法で用いられることを想定している．
(1) アプリケーション開発者が手動で属性値をモデルへ入力し，モデルが出力した
振動を得る．
(2) 素材の画像が手元にある場合には，その画像をモデルへ入力し，モデルが出力
した振動を得る．
出力振動が所望のものでなかった場合は，(1)(2)におけるモデルへの入力を微調
整することや出力振動を直接編集し微調整することを想定している．
3.2.2 モデル全体像
まず推論時のモデルの全体像を示し，続いて次節にて学習時のモデルの全体像を
述べる．
推論時のモデル全体像
material
vector
Inference
or
c
z
generated
spectrogram
vibrotactile
signal
Encoder
Generator
texture
image
図 3.5: Architecture of the inference model. c⃝2020 IEEE
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我々の提案する振動生成モデルの推論時のアーキテクチャの全体像を図 3.5に示す．
質感デザインの際にはこのアーキテクチャのモデルを用いて振動を推論する．推論時
のモデルは構成要素として内部にEncoderとGeneratorの2つのネットワークをもつ．
EncoderとGeneratorはそれぞれ別々に学習させた後で結合する．特にGeneratorは
前述のGANのフレームワークで学習する．Encoderは画像分類器としてはたらき，
入力された素材表面の画像を素材ベクトル cにエンコードする．Generatorは画像生
成器としてはたらき，素材ベクトル cと乱数ベクトル zを入力としてスペクトログ
ラムを生成する．各ネットワークの学習の詳細については次節以降で述べる．
次に，推論時のモデル内部のデータフローをステップごとにデータ視点で説明す
る．推論時のモデルへの入力は，素材の属性を示す素材ベクトル cや素材の画像で
ある．素材の属性を示す素材ベクトルとは例えば，(c木材 A, c金属 B, c布 C ,
· · · ) = (0.3, 0, 0.1, · · · ) として指定する．前文の例では素材ベクトルの基底を木材，
金属，布等と設定したが，ある大まかな属性の素材（例：木材）にスコープを限定
して，その中で細かく基底（木材A，木材B，木材C等）を設定してもよい．また，
素材そのものをベクトルの基底に設定せずに，素材を別の観点で表現した基底とし
てよい．例えば粗滑や硬軟等のテクスチャの知覚次元で表現した基底としてもよい．
本稿で構築したモデルでは，使用したデータセット [37]の素材のクラスを素材ベク
トルの基底としてそのまま利用した．一方，素材の画像が入力された場合は，素材ベ
クトル cがEncoderを介して画像から抽出される．例えば，木材Aと金属Bの中間
の画像を入力すると Encoderは (c木材 A, c金属 B, · · · ) = (0.5, 0.5, · · · )を素材ベクトル
として出力し，画像を素材ベクトルに変換する．次に，素材ベクトル cはGenerator
に入力される．Generatorは素材ベクトル cと乱数ベクトル zを結合し，その結合ベ
クトルをスペクトログラムに変換する．生成されたスペクトログラムはGriffin-Lim
アルゴリズム [53]で位相復元し加速度へと変換される．このGriffin-Limアルゴリ
ズムは音響信号の位相復元に一般的に用いられる．また音響分野においてGANと
組み合わせてGriffin-Limアルゴリズムを用いた例も存在する [54]．そしてその加速
度が振動アクチュエータを介してユーザの皮膚に伝達される．このモデル全体を使
うことで，アプリケーション開発者は素材の属性や素材の画像を入力として，振動
情報を得ることができる．
本研究では加速度を振動データとして用いている．提案モデルを学習させる際に，
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素材属性・画像・加速度データが組になっているLMT Haptic Texture Database [37]を，
データセット作成者の許可を得た上で利用した．同種のデータセットであるPENN
Haptic Texture Databaseは様々なペンの速度やペンに印加する力のばらつきのある
状態で加速度が記録されているのに対して，LMT Haptic Texture Database（以降，
データセットと呼称）はペン速度やペンへの印加力の制御下における加速度信号を
提供している．本データセットには 9種の素材カテゴリ（1. Meshes，2. Stones，3.
Blank glossy surfaces，4. Wood Types, 5. Rubbers，6. Fibers，7. Foams，8. Foils
and Papers，9. Textiles and Fabrics）が存在し，さらに各カテゴリ内に複数の素材
クラスが属している．例えば，4. Wood Typesカテゴリには，BeechクラスやLarch
クラスなどの素材クラスが存在する．各カテゴリの素材クラスを合わせると 108ク
ラスの素材クラスが存在する．クラスごとに画像や加速度データが用意されている．
3軸 (x軸, y軸, z軸)加速度データが用意されているが，本研究では紙面法線方向の
z軸の加速度データを活用した．また，訓練データセットとテストデータセットも
予め分けて用意されており，本稿でも学習時には訓練データを用い，テスト時には
テストデータをそのまま用いた．訓練データ，テストデータともに各素材クラスに
対して 10サンプルずつ提供されている．
学習時のモデル全体像
我々の提案する振動生成モデルの学習時のアーキテクチャを図 3.6に示す．学習時
にはEncoderとGeneratorを別々に学習する．Generatorの学習時のアーキテクチャ
を図 3.6(a)に示している．この図にあるようにGeneratorとDiscriminatorを組み合
わせて学習を進める．しかし，推論時にはDiscriminatorは取り除かれ，Generator
のみ活用される．一方，Encoderの学習時のアーキテクチャを図 3.6(b)に示してい
る．こちらはEncoder単体で素材から素材ベクトルを推定するように学習が進めら
れる．
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図 3.6: Architecture of the model for training. c⃝2020 IEEE
3.2.3 モデル学習
Encoderの学習
Encoderは素材表面の画像を素材ベクトルcへエンコードする役割を担う．素材ベク
トル cの次元数は108である．Encoderのアーキテクチャとして，画像分類器としてデ
ファクトスタンダードとなっているdeep residual network（ResNet-50）[55]を採用し
た．学習は，ネットワークの重みを初期化して開始するのではなく，ImageNet [56]を
用いて事前学習しておいたResNet-50の全層をファインチューニングする．Optimizer
としてはAdamを用い，ミニバッチサイズは 64とする．学習率は 1e-3から開始し，
誤差関数が平坦になるたびに 0.1倍していく．この学習率の調整は，文献 [55]で行
われているものと同様である．
データセットで提供されている素材表面の画像は 320 × 480であった．各素材に
対して 10サンプルずつ存在している．この画像に対して次のようなデータ拡張を
行った上で Encoderに入力する．画像をランダムに 1倍から 1.3倍に拡大し，その
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後ランダムな範囲で 128× 128に切り抜き，水平方向・垂直方向にランダムに反転さ
せ，最後にランダムな角度で回転させた．また上述の標準的なデータ拡張に加えて，
Random erasing [57]とMixup [58]も合わせて実施し性能向上を図った．Random
erasingは画像上のランダムな領域をマスクするものである．Mix upは 2つの訓練
データをベータ分布からサンプリングした値に基づいて混ぜて新たな訓練サンプル
を作成するというものである．これらにより訓練データが少ない場合にも強い正則
効果が得られることが知られている．
Encoderの学習の結果，データセットに含まれる 108クラスの素材属性の分類精
度はテストデータに関しても 95%以上を達成した（図 3.7）．
図 3.7: The accuracy of encoder. c⃝2020 IEEE
Encoderの学習後，最終層の 1つ手前の層が素材ベクトルと同じ次元を保持して
いるため，その層の出力結果をGeneratorの入力層へ順伝播させる構成として推論
用のモデル構成 (図 3.5)に結合している．
GeneratorとDiscriminatorの学習
Generatorは素材ベクトル cと乱数ベクトル zの結合ベクトルをもとに，スペクト
ログラムを生成する役割を担う．GeneratorはGANのフレームワークに則って学習
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させる．学習時には，図 3.5には記載していないDiscriminatorと合わせてGenerator
を学習させる．GeneratorとDiscriminatorのアーキテクチャを図 3.8に示す．
図 3.8: Architecture of Generator and Discriminator. c⃝2020 IEEE
Generatorはデータ x = G(z, c)を生成する．Discriminatorはデータセット内のス
ペクトログラムもしくはGeneratorの生成したデータ x = G(z, c)を入力とし，xが
データセット内のデータであると判断した確率D(x)と入力されたデータの素材ベ
クトルを推定した P (x)の 2つを出力する．学習後に，Discriminatorは取り除かれ，
Generatorのみが推論用のモデルの中で活用される．GeneratorとDiscriminatorの
詳細なアーキテクチャは，[59]を参考にし，その構造は SRResNet [48]をベースに
構築し，誤差関数はDRAGAN [60]およびAC-GAN [46]を参考にして構築した．
素材面法線方向の加速度をGeneratorで生成するが，これまでのところ，GANを
使って時系列データを生成する例は少ない．GANの生成データの質はDiscriminator
の学習精度に依り，画像認識のテクニックをDiscriminatorに取り入れることでGAN
は発展してきたという背景があるため，GANは 2次元の画像を生成するのは得意
だが，相対的に 1次元連続データを生成するのは不得意であり，学習が困難である．
そこで，我々は加速度のデータを 2次元のパターンとして表現するスペクトログラ
ムに着目し，これをGANで生成することを考えた．加速度データは素材表面をな
ぞった際のものを用いた．データセットから加速度データを切り出した．訓練デー
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タは各素材ごとに 4.8秒間の振動データが 10サンプル提供されている．サンプリン
グ周波数は 10kHzである．短時間フーリエ変換（サンプル点 512，ハミング窓サイ
ズ 512，ホップサイズ 128）によりスペクトログラムを生成した．スペクトログラム
を対数スケールに変換し，1.628秒 × 256Hzに相当する 128 × 128のデータを 4.8
秒の中からランダムに抽出した．このスペクトログラムがDiscriminatorに入力され
る．0から 1までの値の範囲に収まるように正規化も施した．なお，テストデータ
も 10サンプル提供されており同様の処理を施して活用している．データセットで提
供される全 108の素材クラスに対応するため 108の素材属性をモデル学習に用いた．
そのため素材ベクトル cの次元は 108となる．一方乱数ベクトル zの次元は 50とし
た．Encoderの学習と同じく optimizerはAdamを用いた．ミニバッチサイズは 64
である．学習率は 2e-4で固定にした．
以上で示した学習方法により適切にGANによりモデル学習が行われたかについ
て，評価を行いたい．しかし，GANの学習が適切に行われたかについて一般的な
評価フレームワークの適用は難しい．GANの定量評価は通常は Inception score [61]
やその改良版のFréchet Inception Distance (FID) [62]が用いられるが，今回のケー
スにはこれらは適用できない．なぜなら Inception scoreや FIDを適用できるのは，
CIFAR-10などの標準データセットを用いた場合に限られ，今回のようなカスタム
データセットに対しては適切な評価を得ることができないためである．そこで本研
究では，評価の観点を絞って要件 1に相当する，「入力素材情報に対するの生成振動の
妥当性」と，要件 2に対応する，「チューニング性」の観点で評価を行うこととした．
3.2.4 触り方への対応方針
本節にて説明したモデルは，スワイプやタップなどの触り方のうち，それぞれ単
一の触り方にのみ対応している．すなわち，複数の触り方に対応する場合には，個
別にモデルを構築する必要がある．そのため，対応すべき触り方の数が多い場合に
は，モデル構築の労力が増大する恐れがある．しかしながら，本研究の対象とする
提示環境であるタッチパッドやタッチスクリーンへの入力方法は，基本的な数種類
の触り方に分解できると考えられるため，それらのみ対処すればよいと考えられる．
実際，Appleではアプリ開発者に対してスワイプやタップなど 8種類の入力ジェス
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チャのみを用いるガイドラインを設けているため，すべての入力はこれらの予め規
定された入力ジェスチャに分解可能となることが期待される [4]．
一方，単一の触り方のうちで，触る速度や力はその時々で変化すると考えられる．
さらに，文献 [63]では，提示される振動が速度変化に応じて変化しない場合に，ユー
ザが振動に感じるリアリティは低減してしまうことが示されている．本研究での触
る速度や印加される力の変化への対応方針としては，モデルの生成した振動に対し
てユーザに提示する際に，ユーザの入力する速度や力をセンシングしておきそれに
基づいて振動を変換する処理を追加することを考えている．
なお以降で述べる評価においては，ユーザの触り方はスワイプに限定し，さらに
スワイプ速度も一定とした．
3.3 入力された素材情報に対する生成振動の妥当性検証
本節では，学習済モデルが要件 1を満たすかどうかを検証するため，以下の項目
を実施した．
• 生成振動に対する Spectral Dissimilarityによる客観評価（3.3.1節)
• 生成振動に対するユーザテスト（3.3.2節）
3.3.1 客観評価
Generator単体に対する客観評価
Generator単体に対する評価を実施した．具体的には，ある素材クラスを指定し
て生成した振動が，テストデータセット内の同一素材クラスの振動に類似している
かを調べた．
素材クラスは図 3.9の 9つを用いた．この 9つは，データセット [37]に存在する
9つのカテゴリから 1つずつ選択したものである．Generatorによる生成の際の素
材の指定は，例えば図 3.9の素材 “Squared Aluminum Mesh”を指定する場合には，
(cSquaredAluminumMesh,
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cGraniteTypeV eneziano, · · · ) = (1, 0, 0, · · · )と，対象素材の成分だけ 1とした素材ベクト
ル cをGeneratorに入力することで行う．
図 3.9: Material name and image． c⃝2020 IEEE
これらの素材クラスに対応する，テストデータセットに含まれる加速度のスペク
トログラムと，Generatorの生成したスペクトログラムを図 3.10に示す．GANの
フレームワークでは，Discriminatorがテストデータと生成データを区別できなくな
るまで学習を続ける．そのため学習に成功した場合には，図 3.10の生成データを見
るとわかるように，Generatorはテストデータに類似したスペクトログラムを生成
する．
一般的にGANの生成物を定量的に評価することは難しいとされている．GANの
定量評価は通常は Inception score [61]やその改良版の Fréchet Inception Distance
(FID) [62]が用いられるが，今回のケースにはこれらは適用できない．なぜなら In-
ception scoreや FIDを適用できるのは，CIFAR-10などの標準データセットを用い
た場合に限られ，今回のようなカスタムデータセットに対しては適切な評価を得る
ことができないためである．代わりに，触覚提示用振動の乖離度の指標である以下
の spectral dissimilarityを用いた:
DS1,S2 =
∑
f |PS1(f)− PS2(f)|
1
2
∑
f |PS1(f) + PS2(f)|
(3.1)
ここでDは spectral dissimilarityを表し，PS(f)は信号 Sのある周波数における
パワー fを表す．周波数のレンジとして 1から 500 Hzまでを用いた．Dは 0（2つの
振動が完全に一致）から 2（完全に不一致）までの値をとる．この指標は文献 [64,65]
にて提案されたもので，人の振動を知覚する機械受容器の周波数特性に基づいてお
り，テクスチャの識別評価実験の結果とよく近似することが知られている．触覚提
示用振動の評価に対し，文献 [66, 67]などで用いられてきた実績がある．
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図 3.10: The spectrogram for each class label in test dataset and the one generated
by generator. c⃝2020 IEEE
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図 3.9に示した 9種類の素材クラスの，各クラス 10個のテストデータ（合計 90
個）と 10個の生成データ（合計 90個）間の全組合せに対して spectral dissimilarity
を計算した．
あるクラスの生成データがどのクラスのテストデータと乖離しているかを混同
行列で図 3.11に示す．spectral dissimilarityの値を行列中の各セルに示している．
色が濃青の場合は振動どうしが類似していることが示されている．例えば Squared
Aluminum Meshクラスの生成データとテストデータ間の spectral dissimilarityは
0.64であった．
図 3.11: Confusion matrix of spectral dissimilarity between generated data and test
data in terms of class. c⃝2020 IEEE
また，テストデータ内での全組み合わせについても spectral dissimilarityを計算
した．以上を踏まえて，以下の 3種の spectral dissimilarityに関して，図 3.12にク
ラスごとに示す．
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• (ア)テストデータ内で同一クラスの場合の spectral dissimilarity（青色）
• (イ)テストデータと生成データ間で同一クラスの場合の spectral dissimilarity
（緑色）
• (ウ)テストデータと生成データ間で異なるクラスの場合の spectral dissimilarity
（橙色）
クラスごとに (ア) (ウ)の 3者間に平均値の差があるかを調べるため，対応のない
t検定をクラスごとに独立に行った．その結果，いずれのクラスにおいても（イ)(ウ)
間に有意差があった（p < 0.01)．これにより，あるクラスの生成データが，テスト
データ全体よりも特定のクラスのテストデータに対して spectral dissimilarityが低い
ことが明らかになった．また，いずれのクラスにおいても（ア)(イ)間には有意差が
なかった（p > 0.05)．つまり，生成データの同一クラス内での spectral dissimilarity
は，テストデータの同一クラス内での spectral dissimilarityと，分布として差がな
いという仮説は否定されなかった．
図 3.12: Spectral dissimilarity for each class (in the case of generator model)
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End-to-Endモデルに対する客観評価
Encoderの学習結果のモデルをGeneratorと結合することで，素材画像から振動
へのEnd-to-endの変換が行える．本稿ではEncoderとGeneratorを結合したモデル
全体をE2E（End-to-End）モデルと呼称する．図 3.13に特定の 9つの素材クラスに
関して，テスト画像から生成したスペクトログラムとテストデータのスペクトログ
ラムを示す．両者を比較すると，画像からもテストデータに類似したスペクトログ
ラムを生成できていることがわかる．
図 3.13: The spectrogram for each class label in test dataset and the one generated
by E2E network. c⃝2020 IEEE
前節と同様に Spectral dissimilarityによる生成データとテストデータ間の混同行
列を図 3.14に示す．
さらに前節と同様に，Spectral dissimilarityを乖離度の指標として，以下の 3種の
spectral dissimilarityを図 3.15に示す．
• (ア)テストデータ内で同一クラスの場合の spectral dissimilarity（青色）
• (イ)テストデータと生成データ間で同一クラスの場合の spectral dissimilarity
（緑色）
• (ウ)テストデータと生成データ間で異なるクラスの場合の spectral dissimilarity
（橙色）
クラスごとに 3者間に平均値の差があるかを調べるため，対応のない t検定をク
ラスごとに独立に行った．その結果，いずれのクラスにおいても（イ)(ウ)間に有意
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図 3.14: Confusion matrix of spectral dissimilarity between generated data and test
data in terms of class.
差があり（p < 0.01)，また（ア)(イ)間には有意差がなかった（p > 0.05)．以上の
結果により，E2Eモデルの場合にも，あるクラスの生成データが，テストデータ全
体よりも特定のクラスのテストデータに対して spectral dissimilarityが低いことが
明らかになった．さらに，生成データの同一クラス内での spectral dissimilarityは，
テストデータの同一クラス内での spectral dissimilarityと，分布として差がないと
いう仮説は否定されなかった．
3.3.2 ユーザテスト
本実験では，我々の提案モデルの 2つの使い方を想定した 2つの実験を行った．そ
れぞれ，Generator単体を用いて素材ベクトルから生成した振動を評価対象とする
Generator実験と，E2Eモデルを用いて素材画像から生成した振動を評価対象とす
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図 3.15: Spectral dissimilarity for each class（in the case of E2E model)
るE2Eモデル実験と呼称する．このGenerator実験とE2E実験では，アプリ開発者
による 2つの入力（素材属性または素材画像）に対して生成された振動の妥当性を
ユーザテストにより確かめた．具体的には，ユーザがテストデータと生成データを
触覚として区別できるかどうかと，生成データに対してユーザがリアリティを感じ
るかを評価項目とした．本稿では振動に対して感じるリアリティを「素材情報から
想起される経験的振動との類似性」と定義し呼称する．
実験参加者は 22歳から 25歳までの男女 10名（男性:8名，女性:2名）で，全参加
者は右利きであった．
実験システム
本実験での参加者のタスクは，タブレット端末の表示画面上で，ペン型デバイス
から振動提示を受けつつ表面をなぞることである．実験システムは，タブレット端
末（Apple Inc.， iPad Pro 9.7inch)，アンプ（Lepai Inc.，LP-2020A+)，および振
動子付きペン型デバイスの 3つから構成される（図 3.16）．ペン型デバイスは自作
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したものである．
図 3.16: Experimental system. c⃝2020 IEEE
ペン型デバイスは重量約 20g，長さ約 140mm，把持部の直径は約 10mmである．
ペンの先端には導電性材料を装着した．先端と把持部を接続するように，導電性シー
トを巻いて静電容量式タッチスクリーンと反応するようにした．ペン型デバイスの
把持部（ぺンの先端から 20mmの位置）に振動子（ALPS社，HAPTIC Reactor）を
組み込んだ．振動子は小さく（35.0mm × 5.0mm × 7.5mm），軽い（約 5g）ため，
参加者がペンを動かすのを阻害するものではない．参加者がタブレット上にペンを
接触させてなぞると，振動用信号がタブレットのイヤホンジャックから出力され，ア
ンプを経由して振動として参加者の指に伝わる．
なお参加者はノイズキャンセリングヘッドフォンを装着し，音を遮断した状態で
実験を行った．
タスク設計
本実験は参加者内計画で行った．ある素材クラスのクラス名または素材画像が画
面上部に表示されておりそれを見ながら (図 3.17左)，参加者は，テストデータ内の
振動またはモデルが生成した振動を提示されつつ，ペン型デバイスを画面上を左か
ら右へ約 100mmの距離を一定速度で動かした．移動速度を一定にするために画面上
に延伸するバーが表示されるので，このバーの延伸スピードに合わせて参加者はペ
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ンを動かす．バーの延伸スピードは 1.6秒で約 100mmを移動し終える設定となって
いる．次に同じくテスト用の振動もしくは生成振動を受けながら，所定の経路上で
ペン型デバイスを動かした．画面上の 2つの経路上（図 3.17左）で順にペンを動かし
た後，どちらの振動が生成されたものと感じたかを画面上のボタンを押して答える．
加えて，2つの振動刺激のリアリティについてもそれぞれをVAS（Visual Analogue
Scale)評定法 [68]に従って評価する（図 3.17右）．100mmの長さの線分が画面上
に表示されており，この線分のどこかを参加者は感じたリアリティの程度を評価す
るためチェックをつける．線分の左端は”全くリアリティを感じない”ことを意味し，
線分の右端は”とてもリアリティを感じる”ことを意味している．
Generator実験では，参加者に提示する振動は図 3.9に示した 9つの素材のうちの
1つに対応する素材ベクトルをGeneratorに入力することで生成したものと，同一の
素材に対応するテストデータとしてデータセットに備わる振動を用いた．Generator
実験で視覚提示する素材の情報はその素材のクラス名である．E2E実験では，参加
者に提示する振動は図 3.9に示した素材のうちの 1つに対応する画像をデータセッ
トから抽出しE2Eモデルに入力することで生成したものと，同一の素材に対応する
テストデータとしてデータセットに備わる振動を用いた．E2E実験で視覚提示する
素材の情報はE2Eモデルに入力した素材画像である．なお，参加者からするとテス
トデータおよび生成データのいずれも初見である．テストデータの振動と生成振動
の提示順序は 1試行の中でランダムになっている．
図 3.9に示されている 9種類の素材に対応する生成振動とテストデータの振動が本
実験では用意された．生成振動は毎試行，モデルから新たに生成して用意した．テ
ストデータの振動は，該当する 9つの素材としてデータセットに予め用意されてい
るテストデータの振動の中からランダムに抽出して使用した．参加者ごとに各素材
10試行ずつ行った．Generator実験とE2E実験での試行を合わせると 1人の参加者
につき 180試行行ったこととなる．全参加者ともGenerator実験，E2E実験の順で
行い，疲労の影響を避けるため両実験は同日に行わず二日に分けて行った．提示す
る素材種類の順序はカウンターバランスするよう割当を行った．
第 3章 振動の生成モデルによる質感設計 57
Yardstick of a Moving speed
Texture’s name (Generator Ex.) or image (E2E Ex.)
Moving start point Moving end point
You feel reality of A
Which do you feel generated data?
You feel reality of B
Definitely not
Definitely not Extremely
Extremely
Moving the pen device (about 100 mm)
VAS scale (100mm)
図 3.17: Experimental window. Left: The material class name or material image
is visualized on upper side of the screen. Right: Users evaluated the realism of the
vibration and identify which is the generated one by pushing buttons. c⃝2020 IEEE
図 3.18: Percentage of identifying which stimuli were generated one out of two.
c⃝2020 IEEE
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結果
図 3.18に，参加者に提示された振動が生成されたものか，データセットから提供
されたテストデータかを参加者が正しく回答した確率（正答率）を素材種類ごとに
示す．横軸が素材種類で，縦軸が素材ごとの正答率を示している．正答率が 50%に
近い場合，参加者がテストデータと生成データを区別できなかったことを示してい
る．Generator実験の場合の全素材に対する正答率の平均は，47.7± 1.49%であり，
E2E実験の場合は，48.2±2.49%であった．各実験の各素材に関して，正答率が 50%
から離れているかを検証するためカイ二乗適合度検定を行ったところ，E2E実験の
際の素材 Carpet（p < 0.01）と素材 Fine Foam（p < 0.05）の条件に関してのみ正
答率が有意に 50%より低かった．
一方，図 3.19に，提示振動に対して感じるリアリティを素材種類ごとに示す．Gen-
erator実験におけるテストデータの振動に対するリアリティの評価値の平均は 72.9±
1.49であり，生成振動に対する評価値の平均は 73.1± 2.93であった．E2E実験にお
けるテストデータの振動に対するリアリティの評価値の平均は 71.4 ± 2.04であり，
生成振動に対する評価値の平均は 70.3 ± 1.81であった．Studentの t検定をテスト
データと生成データ間の平均値に対して行ったところ，Generator実験における素材
Bamboo(p = 0.025)とE2E実験における素材 Squared Aluminum Mesh(p = 0.026)，
Bamboo(p = 0.025)，Cardboard(p = 0.025)に関して有意差があった．テスト振動
全体と生成振動全体の間では有意差は見られなかった．
考察
提示振動が生成されたものか，テストデータの振動か正しく回答した確率（正答
率）を確認すると，殆どの条件においてほぼ 50%であり，参加者はテストデータの
振動と生成振動を区別できていなかった．実験後の自由記述では，全参加者がテス
トデータの振動と生成振動に違いがなかったと回答していた．したがって，我々の
提案モデルは，素材の属性や画像をもとに実際の振動を高い水準で模擬できたと言
える．E2E実験における素材Carpetと素材Fine Foamの正答率は 50%より小さかっ
た一方で，リアリティに関してはどちらの素材でも，テストデータの振動と生成振
動間で違いがなかった．このことから，生成物であると見破られやすい振動であっ
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図 3.19: Felt realism for test signals and generated ones. c⃝2020 IEEE
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たといっても，リアリティとして劣る振動ではなかったことがわかる．
リアリティに関しては，殆どの条件において 60を超えており，かつ生成振動全体
の平均とテストデータ全体の平均間で違いがなかった．このことから，提案モデル
は概してテストデータ相当のリアリティのある振動を生成できていることがわかる．
素材の種類ごとに見ていくと，Generator実験とE2E実験間でリアリティに違いが
ある種類があることがわかる．
Generatorのモデル自体はGenerator実験とE2E実験で同一のものを用いており，
かつ 3.2節で明らかにしたように Encoderの分類精度が 95%以上と高いことを考え
ると，この違いは主に，実験時に参加者がリアリティを評価する際に見る素材のク
ラス名と画像から受ける印象が異なることに起因するものであると考えられる．例
えば，Generator実験において実験画面に表示される”Carpet”という文字列と，素
材”Carpet”に対応する素材画像間で，参加者が想起するものに乖離が生じていたの
ではないかと考えた．実際，10名中 4名の参加者が実験後の自由記述にて，画像と
クラス名からイメージするものが異なることや，特に素材”Bamboo”にて顕著に異な
ることを述べていた．また別の自由記述にて，特定のクラスにおいて，クラス名か
ら素材表面を想像するのが困難である旨の記述も見られた．これらを踏まえて，今
後はEncoderに入力するベクトルを素材そのものの表現ではなく，人が解釈しやす
い軸で表現する必要があることがわかった．例えば，テクスチャの知覚の軸である
硬軟や粗滑などや，もしくは触感のオノマトペなどへ再設計するなどを検討する必
要がある．
3.4 チューニング性の検証
本節では，学習済モデルが要件 2を満たすかどうかを検証するため，以下の項目
を実施した．
• 生成振動に対する主成分分析（3.4.1節)
• 生成振動に対するユーザテスト（3.4.2節）
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3.4.1 客観評価
設計振動をチューニングするフェーズでは，質感デザイナは素材ベクトルをわずか
に変化させてGeneratorに入力することを行うと想定している．このときGenerator
は，変化した入力素材ベクトルに応じて，連続的に変化する生成振動を出力する必
要がある．本節では，生成モデルを用いたチューニングの簡単なケースとして，質
感デザイナが 2つの異なる特定の素材を表現する素材ベクトル c1と c2の間で補間さ
れた素材ベクトル cinterpolationを次のように，Generatorにさまざまに変化させて入
力するケースを想定して評価を行った．
cinterpolation = c1 · (1− α) + c2 · α (3.2)
たとえば，デザイナーが素材「Jeans」と「Aluminum」の中間の振動を得たい場
合，cJeansと cAluminumを混合して素材ベクトルを合成し，Generatorに入力する．次
に，設計者は中間振動を微調整するために αをわずかに変更して繰り返し微調整す
る．そのような場合に発生する一連の振動を評価する．
評価の事前準備として，108種類の素材に対応する素材ベクトルから生成したス
ペクトログラムに対して，PCAを行った結果を図 3.20に示す．108の異なる素材を
直接表す素材ベクトルから生成される振動は，異なる色でプロットされている．横
軸は第 1主成分に対応し，縦軸は第 2主成分に対応する．図のプロット間の距離は，
生成された振動間の距離を示している．たとえば，「Teak」素材の生成信号は，2つ
の主成分について他の素材の信号とは距離が離れている．
次に，素材のペアをいくつか選択して，ペアの素材ベクトルを c1および c2とし
て用いて中間振動を生成する．本節では c1の素材として「Teak」を選択し，c2の素
材として 5つの素材「Fine Artificial Grass Fibers」「Ceramic Plate」「Glitter Paper
Version1」「Core Beech」「Larch」を選択した．これらの素材名は図 3.20に示されて
いる．これらの素材を選択した理由は，PCAでそれらの位置関係が明確であり，観
察が用意であったためである．今回用いる c1と c2のペアは同じカテゴリに含まれる
ため類似度が高いもの（Teakと Core Beech）から，異なるカテゴリに含まれるた
め類似度が低いもの (TeakとCeramic Plate)まで含まれており，本節での結果は他
のペアにも適用できると考えている．6つの素材に対応する生成された信号は，図
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図 3.20: Results of the principle analysis. c⃝2020 IEEE
3.20に示されている．
これらの素材のペアから合成した素材ベクトルに基づき，生成したスペクトログ
ラムを図 3.21に示す．左端の列は，c = c1 = cTeakに基づいて生成されたスペクト
ログラムを示している．右端の列は，c = c2のときに生成されたスペクトログラム
を示している．中央の列は，cが c1と c2の中間の場合に生成されるスペクトログラ
ムを示している．
cが cTeak と c2の間で補間されたときに，生成されたスペクトログラムを前回の
PCAの 2次元空間にマップした（図 3.22）．αは 0.05の間隔で増加し，cTeakと c2
の各ペアに対して 200個のスペクトログラムが生成される．中間のスペクトログラ
ムは，αがゼロで c = cTeakの場合，「Teak」の位置にある（青色でプロット）．αが
1で c = c2の場合，赤でプロットされる．αが増加するにつれて，青から赤への連
続的な遷移し，生成された中間信号の連続的な遷移を示している．
AC-GANの学習が失敗するパターンの 1つとしてmode collapse(離散的なデータ
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図 3.21: Spectrograms generated from intermediate material vectors. c⃝2020 IEEE
しか出力しない現象) [69]が考えられるが，本研究では複数素材の中間振動を連続
的に変化し生成可能であることからこのmode collapseが発生していないと考えら
れる．
以上をまとめると，PCAの第 1および第 2主成分に関して，生成された中間信号
は c1と c2の間の中間特性を持っていることが示された．さらに，青色の点が赤色
の点に連続的に変化するため，生成された振動は連続的に分布することが示された．
これは，設計者が素材ベクトルを変更することで振動を連続的に調整できることを
示している．
3.4.2 ユーザテスト
本節では，前節で評価したGeneratorが生成する振動が単調に変化するかを人の
知覚の観点から評価する．参加者の数は 10人（男性 8人，女性 2人）で，22歳から
25歳だった．すべての参加者は右利きだった．
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図 3.22: Spectrograms generated from intermediate material vectors are mapped on
the PCA two-dimensional spaces. c⃝2020 IEEE
実験システムは，節 3.3と同様のものを用いた．
振動刺激
本節での評価結果を可能な限り多様な素材に適用可能とするため，次のような考
え方で評価対象とする 4つのペアのベース素材を選択した．ベース素材のペアは，1）
同じ素材，2）類似の素材，3）類似の素材ではないが，中間的な素材はユーザーに
馴染みがある，または 4）中間素材が存在しない全く異なる素材のいずれかである．
選択された 4組のベース素材は次のとおりである．
1. c1: “Squared Aluminum Mesh”, c2: “Aluminum Plate”
(同じ素材だが，異なる表面形状を持つ)
2. c1: “Carpets”, c2: “Jeans”
(類似した素材)
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3. c1: “Aluminum Plate”, c2: “Granite Type Veneziano”
(異なる素材)
4. c1: “Jeans”, c2: “Granite Type Veneziano”
(異なる素材で実世界に混合物が存在しない)
3）と 4）の違いを補足すると，中間素材が存在する確率が異なる．「Aluminum
Plate」と「Granite Type Veneziano」の間の中間材料は，合金または鉱石鉱物とし
て存在できる．対照的に，「Jeans」と「Granite Type Veneziano」の混合物は存在し
ない．
ベース素材の素材ベクトル c1と c2のペアを用いて，式（3.2）により中間素材ベ
クトル cを合成した．αを 0.0，0.2，0.4，0.5，0.6，0.8，および 1.0に設定して，素
材ベクトル cのバリエーションを合成した．αがゼロに近い場合，素材ベクトル cは
c1に近くなる．αが 1に近いと，素材ベクトル cは c2に近くなる．
タスク設計
Answer
Button
Participants 
move on
three paths
Yardstick of
a movement speed
図 3.23: Experimental window. c⃝2020 IEEE
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この実験は，被験者内計画に従って実施した．参加者は，画面（図 5.26）に表示
される 3つの異なる経路（図 5.26ではA,B,Cと表示)に沿ってペン型デバイスを移
動させた．経路Aでは，参加者は素材ベクトル c1と c2のいずれか一方から生成さ
れた振動を提示された．経路Bでも，経路Aで提示されなかった方の振動が提示さ
れた．経路Cでは，補間された素材ベクトル cから発生する振動を提示された参加
者に割り当てられたタスクは，経路C上で提示された振動が，経路A，Bで提示さ
れた振動のどちらに類似しているかを判断することだった．
結果
図 3.24: Percentage of answers that said the intermediate vibration was close to
the vibration generated from the material vector c1. The error bar represents the
standard error computed from the average percentage of participants. c⃝2020 IEEE
図 5.11は参加者が，中間振動が素材ベクトル c1から生成した振動に近いと判断し
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た確率を示している．いずれの素材ペアの場合にも，αの遷移に従って，この確率
が連続的にかつ単調に変化していることがわかる．
考察
(1-4)の全てのペアに関して，回答の確率は単調に変化した．これは，生成された
中間振動が２つのベース素材の間を αの値で制御できることを示している．これに
よりこのモデルを，デザイナが中間振動を素材 “A”と素材 “B”間でαの値を調整し
て生成するようなケースで活用可能であることを示している．例えば一度，αの値
を 0.5に設定して生成振動を試し，少し “A”寄りの振動に変更したいというときに，
αを少し小さくして 0.4などにすればよく，反対に “B”により近い振動に変更した
い場合には，αの値を 0.6など大きく変更すればよい．
図 5.11では，いずれの折れ線も単調に変化しているが，c1の c2 選ばれる確率が
50%となるαは，2)の “Carpets”と “Jeans”のペアと 4)の “Jeans”と “Granite Type
Veneziano”のペアの場合にはαの値が 0.5からずれていた．すなわち，αを 0.5にし
ても，ペアによって生成される振動は中間になるとは限らないことがわかった．
2)の “Carpet”と “Jeans”にみられるずれの理由は，参加者にとって “Carpet”の
方が “Jeans”よりも振動を想像しやすかったことに起因すると考えられる．そのと
きに，参加者が “Jeans”を αが 0.5のときにも選ぶ傾向が合ったと考えられる．
4)の “Jeans”と “Granite Type Veneziano”にみられるずれの理由は，それぞれの
素材の振動の特徴が異なることに起因すると考えられる．“Granite Type Veneziano”
は岩のような素材で低周波が特徴的である．低周波振動を感じたときには被験者が
“Granite Type Veneziano”を選ぶ頻度が大きくなる傾向につながったのではないか
と考えられる．一方，反対に “Jeans”は特定の周波数帯域の特徴をもたないため，手
がかりが少なく結果的に “Jeans”よりも “Granite Type Veneziano”を選びやすかっ
た可能性がある．
以上を踏まえると，αの設定により所望の中間度合いの振動が一意に定義される
というわけではないため，チューニングの際には αを反復的に操作して，所望の振
動を連続的に変化させることが必要であることがわかった．
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3.5 学習していない素材画像に対する生成結果の検証
3.5.1 ユーザテスト
本節では，学習に用いていない素材画像をE2Eモデルへ入力した際に生成される
振動の妥当性について評価する．
本節の実験では，特定の素材画像を視覚提示し，その素材画像に対して最も適切
な振動を，連続して触振動提示した生成振動群の中から選ばせた．視覚提示した素
材画像が，選ばれた生成振動の振動生成時にE2Eモデルへ入力したソースとなる素
材画像と同一となることを期待しての実験である．
実験参加者は 22歳から 25歳まで男女 16名（男性:12 名，女性:4 名）で，参加者
は全員右利きであった．
タスク
図 3.25: Material images fed into the E2E model and generated signals. c⃝2020
IEEE
本実験では素材画像を見ながら，その画像に適した振動を特定するというタスク
を参加者に課すため，まず素材画像として区別が可能であり，かつ素材画像を見た
際に画像ごとに異なる振動を参加者が想起可能となるように明らかに異なる素材カ
テゴリに分類される画像を収集した．このような基準を満たす 3つの素材画像 (図
3.25．左から「布タイプ」，「金属タイプ」，および「岩タイプ」の素材画像と呼称)
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をweb上から抽出した．これらの素材画像を E2Eモデルへ入力し生成振動を得た．
実験時には，これらの素材画像を視覚提示し，また生成振動を触覚提示した．
本実験では，前節と同様にタブレット (Apple Inc.,iPad Pro 9.7 inch)，把持部に
振動子 (ALPS Inc., HAPTIC Reactor)を組み込んだペン型デバイスおよびアンプ
(Lepai Inc., LP-2020A)を用いた．
次に述べる手続きを 1試行とし参加者に繰り返させた．参加者はタブレット画面
上で表示される，3つの素材画像のうちの 1つの素材画像を見る（図 3.26左画面の上
部)．参加者は，3種類の生成振動のうちのいずれか 1つを触覚提示されながら，ペ
ン型デバイスを画面上の所定の経路に沿って左から右へ約 100mmの距離を一定速
度で動かした (図 3.26左画面の下部)．移動速度を一定にするために画面上に延伸す
るバーが表示されるので，このバーの延伸スピードに合わせて参加者はペンを動か
した．バーの延伸スピードは 1.6秒で約 100mmを移動し終える設定となっていた．
参加者の指に対して振動を直接触覚提示するために，参加者はペンの振動子が組み
込まれた把持部を持つよう指示されていた．所定の経路は 3つあり，3種類の生成
振動がそれぞれ割り当てられていた．1度，3つの所定経路上でペン型デバイスを動
かした後に，任意の所定経路上でペンを左から右へ所定速度で繰り返し動かすこと
は許容されていた．参加者は，どの経路上の振動が画面上に表示された素材画像の
ものであるかを識別し，回答ボタンをタップして回答した（図 3.26右画面)．以上が
一試行における手順であり，一試行が終わると，画面上の素材画像が別の素材画像
に差し替えられた．いずれの試行においても，3つの経路に対する生成振動の割当
は同一とした．つまり上中下に位置する 3つの経路それぞれの生成振動は毎回固定
となっている．
この実験では参加者は 3つの素材画像について，2回ずつ回答しており，1参加者
あたり全部で 6回回答した．画像表示順序は参加者間でカウンターバランスするよ
う調整されていた．
結果と考察
結果を表 3.5.1の混同行列に示す．各行に素材画像に対する全 32回答（参加者 16
名 × 2回答/1名)中の，各生成振動への回答回数が示されている．また，最も右の
列に各素材画像に対する正答率が示されている．全体として，83.3%の確率（正答
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Which stimulus matches the image?
図 3.26: Experimental window. c⃝2020 IEEE
率）で生成振動が正しく選択された．素材ごとに見ると，1つ目と 3つ目の素材画
像の正答率は 78.1%であり，2つ目の画像は 93.8%であった．
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表 3.3: Confusion matrix which shows the accuracy for each material image. c⃝2020
IEEE
2つ目の「金属タイプ」の素材画像の正答率は 93.8%であり，3つの素材画像の中
で最も高かった．実験後の自由回答にて，16名中 12名の参加者が，「この金属タイ
プの素材に対応する振動は，他の 2種類の振動に対して区別しやすかった．その理
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由は，金属表面を擦ったときの高周波の振動が際立って感じられたためである」と
いうようなコメントを残していた．実際，2つ目の素材画像から生成したスペクト
ログラムを確認すると，このコメントに合致するような周波数成分が見られる．
1つ目の「布タイプ」の素材画像と 3つ目の「岩タイプ」の素材画像の正答率は，
2つ目の素材画像よりも低かった．4名の参加者が，振動の強さだけを頼りに「布
タイプ」と「岩タイプ」の素材画像の振動を区別しようとしていたが，簡単ではな
かったとコメントしていた．一方，1名の参加者は「岩タイプ」の素材画像の振動
は「布タイプ」の素材画像の振動よりも硬かったとコメントしていた．「布タイプ」
より「岩タイプ」の方が硬い質感を提示する振動を生成できたとすれば，意図的に
そのような質感を設計せずにデータドリブンに学習をさせた結果，提案モデルが素
材に適した振動を生成できた可能性を示唆している．
本実験では，提示振動に適した素材画像を参加者に選択させるタスクを課し，結
果として，提示振動に対してE2Eモデルへ入力された素材画像が高い確率で選択さ
れた．この結果は，E2Eモデルを用いた振動生成時に，参加者が素材画像を見て想
起する振動と実際に生成された振動のギャップが小さいことを示しており，学習に用
いていない素材画像を入力した際におけるE2Eモデルの一定の有効性を示している．
本実験では，異なる素材カテゴリ (「布タイプ」，「金属タイプ」，およ び「岩タイ
プ」)に分類される画像を用いて生成振動を評価した．単一素材カテゴリにおける
より細かい素材の違いについてE2Eモデルによる生成振動でどの程度表現されるか
については今後の課題である．
3.6 モデルの制約
本節ではモデルの制約について述べる．1点目は入力種類への対応である．
本モデルはタップやスワイプなどの複数の入力方法に対して，単一のモデルは単
一の入力方法のみに対応してモデル化が行われる．したがって，複数の入力方法に
対応する必要がある場合には，個別にモデルを構築する必要がある．ただし，タッ
チパッドやタッチスクリーンへの入力は基本的な数種類の入力方法に分解できると
考えられる．実際Apple はアプリケーション開発者に対しては，スワイプやタップ
など 8種類のシンプルな入力ジェスチャ以外を制限するガイドライン [4]を設けて
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いる．
2点目は入力時の速さへの対応である．提案モデルはペンの運動状態を入力とし
てとらないため，提案モデル単体では運動状態に対応した振動を生成できない点が
制約となる．ただし，各入力方法において運動状態は静的であると仮定してもよい
という見方ができる．これは，これらの入力がスワイプなどに分解できるとすると，
それぞれ短時間で入力が終わるため，速さは静的とみなすことができると考えられ
るためである．一方，ペイントアプリなどペンの速さに大きな変動があるインタラ
クションに対して，本モデルの機能を用いたい場合がある．そのような場合におい
ても，文献 [63]により，振動がペンの速さに応じて変化しなければ，ユーザが振動
に感じるリアリティは低減するとされている．そのため，本モデルで生成した振動
をベースにペンの速度に応じて周波数変調を施すだけで十分である可能性がある．
3点目は入力時の方向への対応である．本モデルでは方向を入力にとらないため，
どのような方向に入力したとしても同一の振動が得られる．すなわち等方性の素材
のみに対応している．異方性への対応のためには，本モデルを拡張し，Generatorの
条件として速さベクトルを加える必要がある．
4点目は，E2E モデル固有の問題に関してであるが，スケールについての対応で
ある．E2Eモデルの利用者は，モデルに入力する画像のスケールについて注意する
必要がある．本方式で構築した E2E モデルでは，ある一定距離から素材を撮影さ
れた画像という前提で対応する振動が生成されるようになっている．例えば，同じ
サンドペーパを遠くから撮影した画像（目が細かい）と近くから撮影した画像（目
が粗い）では，異なる振動が生成される．逆に考えると，素材画像のスケールを変
化させて，生成される振動を細かく調整するような使い方をすることもできるとい
える．
3.7 まとめ
本章では，振動生成モデルに基づく質感設計技術を開発した．このモデルはユー
ザインタフェースとして，素材クラスや素材画像を入力として受け取り，適切な振
動を生成するものである．従来の設計手法の課題であった，素材感のある振動の設
計や，チューニング性の観点についてモデルを評価し，以下を示した．
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• 指定した素材クラスや素材画像に対し，適切な振動が生成されることをSpectral
dissimilarityの指標により示した
• 指定した素材クラスや素材画像に対し，リアリティが感じられることおよび，
テストデータと生成データを人が区別できないことをユーザテストにより示
した
• 複数素材間の中間素材に対応する生成振動の，中間度合いを連続的かつ単調に
変化させられることを主成分分析およびユーザテストにより示した
• 学習に用いていない素材画像を入力した際に，生成振動と入力した素材画像を
紐付けられることを示した
第4章
振動子透過システムによる質感提示
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4.1 背景
背景として，以下の順序で本章に関連する情報を整理する．
• 設計時と提示時で振動子の異なるユースケースの整理と課題抽出（4.1.1節)
• 従来手法の問題点の整理（4.1.2節)
4.1.1 設計時と提示時で振動子の異なるユースケースと課題
第 3章では，デザイナによる振動設計時を想定し，特定の振動子を用いて振動を
出力して設計振動を評価した．この評価結果は，もしエンドユーザの振動子も同一
であれば，そのままエンドユーザ向けにも適用できる．しかし，一般的には，振動
の設計時と提示時で振動を出力する振動子が異なるケースが考えられる．典型的な
例を以下に示す（図 4.1）．
1つ目の例は，開発初期のプロトタイプ時では，振動子を内蔵するケースの仕様
が決まっておらず，振動子のみで設計していたが，量産時ではケースが装着される
ケースである．ケースの形状や材質などの仕様の想定が困難な状況の中であっても，
開発期間圧縮のため振動子の仕様が決定した時点で振動設計開始を行うような場合
に相当する（図 4.1 上）．2つ目の例は，開発初期のプロトタイプ時と量産時の間で，
製品仕様が変化し内蔵される振動子が変化するケースである（図 4.1 下）．コスト
やデバイスサイズなどの問題により振動子の仕様が変化する可能性はある．3つ目
の例は，振動を活用するアプリケーションが多種のデバイスで扱えるようになって
いるケースである．例えば，スマートフォンのアプリでは iOSデバイスとAndroid
デバイスのマルチプラットフォーム対応だとすると，2つの端末に入っている振動
子は異なる．このとき，Appleの端末にはTaptic Engineが入っており，Androidに
は別の振動子が入っていると想定される．また，タッチスクリーンとタッチパッド
で操作する場合で同一アプリを共用することも考えられる．このようなタッチスク
リーンを直接指で操作する場合と，タッチパッドをタッチペンで操作する場合にお
いても同一の質感を伝えるために，同一の振動がユーザに伝わることが望ましい．
異なる振動子は異なる周波数特性を持つ可能性がある．例として，図 4.2にHaptic
Reactor（図中ではNintendoと表記） [70]とL5 [71]の周波数特性の違いを示す．L5
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図 4.1: Usecases where the vibrators are different between design time and presen-
tation time.
は約 80Hzにピークが有り，500Hzまで広くカバーしている．一方，Haptic Reactor
の方は 2つピークを持ち，その他の周波数帯域では応答が小さい．
図 4.2: The difference in the frequency response among vibrators. Quoted from [72]
このように周波数特性の違いが存在する場合には，同一の制御用信号を振動子へ
入力したとしても，出力される振動が変化してしまうという問題がある．図 4.3に
その問題を図示する．本研究では，この問題が発生するような，入力信号だけでな
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く振動子の周波数特性にも応じて出力振動が変化するシステムを “vibrator opaque
system（振動子依存システム）”と呼称する．この振動子依存システムでは，予め
質感デザイナが特定の振動子に依存して設計した振動が，提示時に異なる振動子を
用いると再現されない．
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図 4.3: The problem of the vibrator opaque system. The vibration cannot be repro-
duced when the vibrator changed between the design and presentation time. c⃝2020
IEEE
前章で振動生成モデルによるチューニングを検討したが，一度チューニングした
としても出力振動が再現されないとなれば，再設計が必要となってしまう．そこで
本章では，振動子が設計時と提示時間で異なる場合でも，同じ制御用信号を使うだ
けで再現性の高い出力振動を得ることを目的とする．もしこれが可能になれば，過
去の設計資産を再利用することができる．
4.1.2 従来手法の課題
設計資産の再利用を目的とするのではなく，入力波形と出力波形を近づけること
を目的にした研究が行われてきた [33,66,73]．MacMahan et al. [66]は，ある振動子
をモデル化し，システムのモデルを反転させてフィードフォワード補償することで，
システム全体の周波数特性をフラット化した．この技術は，振動設計時に出力波形
を入力波形で再現したい場合に必要である．主たるユースケースは，非対称振動で
牽引力錯覚を提示するための出力非対称振動波形の設計時 [33, 73]や，心理物理実
第 4章 振動子透過システムによる質感提示 78
験において振動波形を厳密に制御したい場合などである．
ところが，産業用やエンターテインメント向けの振動設計を考えると，入出力波
形を同一にして設計する必要性は薄く，出力波形のみを意識して設計していると考
えられる．その一つの証拠として，現状の振動設計ツールやライブラリにおいて，シ
ステムのモデルを反転させて周波数特性をフラット化する機能が備わっているもの
が存在しないことが挙げられる．例えば，TECHTILE TOOLKIT [34]は，最も普
及している振動設計ツールの一つであるが，マイク・アンプ・振動子のみから構成
され，入力信号を周波数特性に応じて較正する機能はない．別の例として，振動子
の一つである [74]では，振動子に追加するアタッチメントを多数用意し，周波数特
性を変化させるサポートを用意している．この場合，設計された振動はその際に振
動子に追加したアタッチメントに依存することになる．このように，現状のツール
や開発環境では設計時の振動子環境の周波数特性のフラット化は想定されていない．
そのため我々は，設計時にはフラットでない環境で設計された振動であっても，提
示時に振動を再現させられるシステムを構築することとした．
追加で先行研究との差分を述べると，MacMahan et al.などの先行研究 [33,66,73]
では，振動子システムの構成を明らかにしてモデル化を行う方式（ホワイトボック
スモデリングと呼称）が実施されている．その際には，構成要素のパラメータを同
定し，そのシステムの逆変換を入力の制御用信号にかけ合わせることでフラット化
を実現している．しかしこの方法は，未知の振動子には適用できない．もし適用し
ようとすれば，分解し構成要素を明らかにしなければならないが，部品点数が多い
場合など正確にモデル化するのは困難である．さらにモデル化が誤りであった場合
には，最終的にエンドユーザに提示される振動の再現性は低くなってしまう．
プロトタイプ時に振動子の構成要素を明らかにするよりはブラックボックスのま
ま設計ができたほうが望ましいはずである．そこで我々はブラックボックスなモデ
ル化で目的を実現することを考えた．
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4.2 振動子透過性
4.2.1 コンセプト
本研究では用語として，設計時に用いる振動子を「レファレンス振動子」，提示時
に用いる振動子を「ターゲット振動子」と呼ぶ．提案する振動子透過システムは，同
じ制御用信号が入力されると，常に同じ振動が出力されるシステムと定義する（図
4.4）．
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図 4.4: The vibrator transparent system equalizes the output vibration with respect
to the same input signal between different vibrators. c⃝2020 IEEE
このコンセプトを実現し，出力振動をレファレンス振動子とターゲット振動子間
で等しくするには，システム内でレファレンス振動子・ターゲット振動子に応じて
入力信号が変換されなければならない．この変換フローで以下の図 4.5に示す．
まず入力信号は，レファレンス振動子の伝達関数に基づいて変換される．次に，
ターゲット振動子の伝達関数の逆関数に基づき変換される．本研究ではこの 2つの
伝達関数の席を適合化フィルタ（図では adaptation filter）と呼ぶ．もしレファレン
ス振動子もしくはターゲット振動子が変更された場合には，その箇所の伝達関数の
み変更すればよい．
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図 4.5: Adaptation of input signals to the reference and target vibrator. c⃝2020
IEEE
4.2.2 自動化可能なワークフロー
開発時にこのコンセプトを実行するワークフローを具体化した（図 4.6）．全プロ
セスの中でシステム同定を振動子に対して一度行う以外のステップは自動化可能で
ある．以下に各ステップを順に説明する．
振動子のシステム同定
このステップでは，M系列信号 [75]や swept-sine波 [76]により振動子の伝達関数
を特定する．このシステム同定方法は，ホワイトボックスモデリングを必要とする
以前の研究 [66]とは異なり，ブラックボックスな振動子に適用できる．同定された
伝達関数の定義情報は，振動子透過システムで使用するために収集される．このス
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図 4.6: The workflow during adaptation. c⃝2020 IEEE
テップは，センサーをバイブレーターに取り付けるなどの手作業を必要とする唯一
のステップである．以降のステップは自動化できる．
適合化フィルタの計算
どのようなレファレンス振動子およびターゲット振動子を用いるかの設定情報に
基づいて，伝達関数定義が取得される．ターゲット振動子の伝達関数を反転し．，レ
ファレンス振動子の伝達関数と乗算して，適合化フィルタを計算する．振動子の伝
達関数は低周波領域でで不安定な高ゲインを持つことが知られているため， [66]で
行われた方法に倣って，適合化フィルターを 4次バターワースハイパスフィルター
と畳み込むこととする．
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入力信号の適合化
適合化フィルタを使用して，既存の制御用信号から取得した入力信号を変換する．
適合化フィルタは，特定の周波数帯域内でかなり大きな値を持つ場合がある．その結
果，変換後の信号値が大きくなりすぎて，特定の信号形式（たとえば，PCM16ビッ
トの.wav形式）の範囲をオーバーフローする可能性がある．オーバーフローする場
合，適合化信号を予めスケーリングし，スケーリング設定を保存しておく．適合化
信号を再生するときに信号をスケーリング補正するためにスケーリング設定値を使
用する．
適合化信号の再生
このステップでは，スケーリング設定値に基づいて適合化信号を再生する．
4.3 客観評価
本節では，振動子透過性システムが従来のシステムに比べ出力振動の再現性が向
上するかを検証する．汎用的に用いられる 5つの振動子と，データセット [37]から
抽出した信号群を入力信号を題材とした．
まずは，前節で述べたワークフローに沿って，どのように適合化が行われるかを
中間出力データなどを用いて説明する．そして，適合化された信号を振動子に出力
し再現性の評価を行う．
4.3.1 ワークフローの実行
振動子のシステム同定
システム同定環境を用意した（図 4.7左)．この環境では入力信号の再生および加
速度のセンシングができる．PC (Windows 10 Intel Core-i9 3.3GHz)上の pythonプ
ログラムが，マイコン (Teensy3.6 ARM Cortex-M4 180MHz)へセンシングをトリガ
する同期信号を送る．同期信号を送ったタイミングでM系列信号を再生する．511Hz
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までサポートする 1023の長さのM系列信号を用いた．アンプがM系列信号を増幅
し，振動子へ信号が入力される．
振動子のフラットな面に 3軸加速度センサ (MPU-6050)が取り付けられている．こ
の加速度センサは 400kHzで動作する．振動子自体は天井部から糸で空中に吊られ
ている（図 4.7右)．このシステムで同定される対象は振動子だけではなく，アンプ
やセンサも含むシステム全体である．振動子のメインの振動軸に沿った加速度がPC
にマイコン経由で送信される．振動子の出力振動の平均二乗和が 0.2Gになるよう予
めアンプが調整された．
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図 4.7: Left: Data flow through experimental system for measurement including
microcontroller, amplifier, vibrator, and acceleration sensor. Right: Side view of
the vibrator and acceleration sensor hanging in the air. c⃝2020 IEEE
今回以下の 5つの振動子を評価に用いた．同定した伝達関数を以下の図 4.8に示す.
#1: Haptuator Mark II TL002-09-C (Tactile Labs)
#2: Haptuator MM3C (Tactile Labs)
#3: Force Reactor (Alps Alpine)
#4: VibroTransducer VP2 (Acouve Laboratories)
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#5: TacHammer (NANOPORT TECHNOLOGY)
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図 4.8: Measured transfer function for vibrators. c⃝2020 IEEE
同定システムが誤りでないことを確認するため，念の為，正弦波を 0から 500Hz
まで 5Hzのステップ幅で増加させ，各周波数において振幅を記録したところ，共振
周波数は図 4.8と同等となった．そのため，システム同定は誤りでないと判断した．
適合化フィルタの計算
計算した適合化フィルタの例として，レファレンス振動子を Force Reactorとし，
ターゲット振動子をHaptuator Mark IIもしくはTacHammerとした場合を図 4.9に
示す．両方の適合化フィルタは 250から 400Hzまでの範囲で高いゲインを保持して
いる．これはForce reactorが他の振動子に比べてこの周波数範囲で高いゲインを持
つことに起因する（図 4.8参照）．2つの適合化フィルタは 50から 100Hzまでの範
囲で異なっている．これは TacHammerが Haptuator Mark IIよりも高いゲインを
持っていることに起因する．
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図 4.9: Adaptation filter from Force Reactor to Haptuator Mark II and TacHammer.
c⃝2020 IEEE
入力信号の適合化
文献 [37]で提供される入力信号を活用した．この信号は硬い素材表面上でスタイ
ラスをなぞった場合の加速度を 1秒間分 3kHzで記録したものである．他の詳しい
仕様は文献 [37]に掲載されている．表 4.1に，データセットに存在する素材クラス
名とサブクラスの数を示している．今回は各サブクラスから信号を 1つずつ抽出し
て用いた．合計で 33個の信号を用いた．
表 4.1: Class names and the number of subclasses in the dataset. c⃝2020 IEEE
class name number of subclass#
C1
C2
C3
C4
Wood 5
3
5
3
Biodegradable
Polymers
Ceramics
C5
C6
C7
C8
Glasses 2
6
4
5
Stones
Metals
Composites
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適合化信号の再生
再生した際の振動波形を可視化する．振動子依存システムの振動波形（図 4.10上）
と振動子透過システム（図 4.10下）を比較する．振動子はレファレンス振動子が
Force Reactorでターゲット振動子がHaptuator MM3Cの場合である. 入力信号は
素材クラス C1の一つ目のサブクラスのものを用いた．この図によると，振動子透
過システムは振動の再現性を向上することが 1例にて示されている．
reference vibrator (Force Reactor)
target vibrator (Haptuator MM3C)
reference vibrator (Force Reactor)
target vibrator (Haptuator MM3C)
図 4.10: Top: vibration waveforms of vibrator opaque system. Bottom: those of
vibrator transparent system． c⃝2020 IEEE
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4.3.2 再現性の客観評価
評価指標
振動の再現性を評価するため，spectral dissimilarity [64,65]を用いた．
この指標は値が低いほど振動が類似していることを示す．完全に 2つの信号が一
致するときには 0となり，異なる場合には 2となる．
表 4.2: Three approaches compared in this evaluation. c⃝2020 IEEE
approach# vibrators input signal to
target vibrator
1 baseline same -
reference and 
target vibrators
2 adapted signal
reference and 
target vibratorsvibrator transparent
3
same as
reference vibrator
vibrator opaque
output
vibration
input
signals
output
vibration
dataset target vibrator
reference vibrator
F(ω)
F(ω)
H(ω)
1/H(ω)
#1
baseline
#3
vibrator
opaque
#2
vibrator
transparent
図 4.11: The relationship between three approaches. c⃝2020 IEEE
表 4.2の 3つの異なるアプローチを比較した．このアプローチを入力信号と振動
子を用いて図解したものが図 4.11である．比較するアプローチの中にベースライン
を含めているが，これは同じ入力信号を同じ振動子に入力したケースである．一方，
異なる振動子に信号を入力するケースが振動子透過システムと振動子依存システム
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である．振動子透過システムでは，入力信号をレファレンス振動子とターゲット振
動子に適合させて振動子に入力する．振動子依存システムは，同じ入力信号を何も
せずに振動子に入力する．
結果
図 4.12: Comparison of approaches on spectral dissimilarities across all input signals
for all pairs of vibrators. c⃝2020 IEEE
図 4.12は全ての入力信号と全ての振動子のペアを用いた際の，アプローチごとの
spectral dissimilarityの平均値を示している．アプローチによる平均値の差が有意で
あるか調べるため，一要因分散分析を行った．分散分析の結果，アプローチによる
主効果が認められた (F = 1941.5, p = 1.0 × 10−7). さらにTukey HSD testを行い，
各アプローチ間の多重比較を行った．その結果，全てのアプローチの組の間で有意
な差があった (p<0.01).
振動子に着目し振動子透過性の汎用性を検証するため，レファレンス振動子に着
目して spectral dissimilarityの比較を行った (図 4.13). レファレンス振動子とアプ
ローチによる spectral dissimilarityに対する二要因分散分析を行った．その結果，レ
ファレンス振動子 (F (4, 2155) = 94.8, p < 1.0 × 10−5) とアプローチ (F (2, 2155) =
2859.3, p < 1.0 × 10−5) の両方による主効果が見られた．また交互作用も見られた
(F (8, 2155) = 82.1, p < 1.0 × 10−5). 各レファレンス振動子の種類による効果の違
いを見るために，Tukey HSD testにより多重比較を行った．その結果，いずれのレ
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ファレンス振動子においても振動子透過システムの方が有意に spectral dissimilarity
が小さいという結果となった (p < 0.01).
続いて，ターゲット振動子に着目して spectral dissimilarityの比較を行った (図
4.14). ターゲット振動子とアプローチによる spectral dissimilarityへの二要因分散
分析を行ったところ，ターゲット振動子 (F (4, 2155) = 202.3, p < 1.0×10−5)とアプ
ローチ (F (2, 2155) = 2822.3, p < 1.0× 10−5) の両方よる主効果が認められた．また
交互作用も見られた (F (8, 2155) = 23.3, p < 1.0× 10−5). 次に，各ターゲット振動子
において，振動子透過システムと振動子依存システムの差を検証するため，Tukey
HSD testを行った．その結果，いずれのターゲット振動子においても振動子透過シ
ステムの方が有意に spectral dissimilarityが小さいという結果となった (p < 0.01).
図 4.13: Comparison of spectral dissimilarities with respect to reference vibrator.
c⃝2020 IEEE
次に，入力信号の素材クラスに対する振動子透過性の効果を見るため，各素材ク
ラスに着目して分析した (図 4.15). 入力信号の素材クラスとアプローチによる二要
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図 4.14: Comparison of spectral dissimilarities with respect to target vibrator.
c⃝2020 IEEE
因分散分析を実施した．その結果，入力信号の素材クラス (F (7, 2146) = 2.67, p =
0.9× 10−2)とアプローチ (F (2, 2146) = 1986.4, p < 1.0× 10−5)の双方に主効果が認
められた．また交互作用も確認された (F (14, 2146) = 3.74, p < 1.0× 10−5). さらに
Tukey HSDにより，各素材クラスにおいて，振動子透過システムの場合の方が振動
子依存システムよりも spectral dissimilarityが小さいという結果となった (p < 0.01).
一方，Tukey HSDによる振動子透過型システムの場合に入力信号間の差は見られな
かった．
考察
アプローチに対する，分散分析と多重比較の結果（図 4.12）により，提案する振
動子透過システムが spectral dissimilarityが小さくなり，異なる振動子間で振動の
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図 4.15: Comparison of spectral dissimilarities with respect to input signals. c⃝2020
IEEE
再現性が向上することが明らかとなった．spectral dissimilarityは，人の弁別タスク
の精度とよく一致することが経験的に知られていることを踏まえると，この結果は
人が振動を触れた際にも再現性が向上して感じられると想定される．次節にて行っ
た，人に振動を提示する実験によりこの想定を検証する．
また，振動子透過性の汎用性についても確認した．振動子の種類によらず，振動
子透過性が振動子依存システムより再現性を向上させることがわかった（図 4.13と
図 4.14参照). ターゲット振動子がHaptuator MM3Cのときに振動子透過システム
が最も効果的であった．この理由は，Haptuator MM3Cの制御性が他の振動子より
も高かったことに起因すると考えられる．このHaptuator MM3Cの高い制御性は，
baselineのアプローチにおいて他の振動子よりも spectral dissimilarityが低いことに
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現れている．
他の例として，Force reactorがレファレンス振動子の場合には，振動子依存システ
ムにおいて最も spectral dissimilarityが大きいことが観察された（図 4.13と図 4.14).
この要因の 1つは，Force reactorの周波数特性が他の振動子と顕著に異なっている
ことが挙げられる．図 4.8では Force reactorが 50Hzから 170Hzで他の振動子より
もゲインが低く，250から 400Hzでゲインが高かった．
4.4 ユーザテスト
本節では，振動子透過システムと振動子依存システムの再現率の違いを人が認識
可能であるかどうかを検証した．
4.4.1 実験環境と条件
被験者は左右のいずれかの手の親指と人差し指でレファレンス振動子を持った（図
4.16）．一方の手の親指と人差し指でターゲット振動子を持った．
図 4.16: Experimental environment. c⃝2020 IEEE
本実験では，Haptuator Mark IIをレファレンス振動子として用いた．その理由は，
前節の図 4.13において，レファレンス振動子群を比較したときに平均的なパフォー
マンスであったためである．ターゲット振動子は Haptuator Mark II以外の 4つの
振動子とした．
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また，入力信号に関しても前節の，入力信号間の多重比較で差がなかったため，今
回は素材クラスC1とC2に属する信号のみを用いた．振動の平均二乗和を 0.2Gに
予め調整した上で実験を行った．参加者はノイズキャンセリングヘッドフォンから
ホワイトノイズを流して，外部の音響を遮断した．参加者は右利きの 8人（平均 22.4
歳，2人の女性を含む）であった．
4.4.2 タスク
参加者の一試行でのタスクを述べる．
1. レファレンス振動子で振動を提示される．
2. ターゲット振動子で振動子透過システムもしくは振動子依存システムを用いて振
動を提示される．
3. レファレンス振動子で振動を提示される．
4. 2.で用いられていないシステムから振動を提示される
5. 1と 2間の類似度と，3と 4間の類似度を比較し，近い方を回答する．
1. 4.でソースなる入力信号は同一である．各参加者は 160試行を実施した（4つ
の振動子 × 2つの入力信号 × 20試行）上記の 2.と 4.における振動子透過システム
と振動子依存システムの割当はランダム化した．入力信号やターゲット振動子およ
び右手と左手への振動子の割当もランダム化した．
4.4.3 結果と考察
表 4.3に，参加者が振動子透過性の方が選択された回数と確率を示す．この値は，
振動子透過性システムの方がレファレンス振動子とターゲット振動子の出力振動の
類似度が高いと判断した回数と確率である．表のセルに対応する各条件に対してカ
イ二乗適合度検定を行い，「参加者が２つのシステムを等しく 50%で選択する」とい
う仮説を帰無仮説として検定を行った．帰無仮説が全ての条件（表中の 8条件に相
当）において否定された．これにより，参加者は振動子透過システムの方が振動の
再現性が高いと判断したことが示された．
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表 4.3: Number of times and probability that the vibration played by the vibrator
transparent system was selected. c⃝2020 IEEE
input signal classes
ta
rg
e
t 
v
ib
ra
to
r Haptuator Mark II
Force Reactor
Vibro Transducer VP2
TacHammer
C1
134/160 (83%)
130/160 (81%)
114/160 (71%)
115/160 (72%)
C2
145/160 (91%)
133/160 (83%)
122/160 (76%)
110/160 (69%)
4.5 まとめ
本章では，振動子透過システムに基づく質感提示技術を開発した．振動子透過シ
ステムの基本的な考え方と，自動化可能なワークフローを定義した．これにより，振
動設計時に周波数特性を気にせず振動子に依存した振動を設計したとしても，振動
提示時に異なる振動子で再現度の高い振動を出力することができる．この振動子透
過システムの評価として，振動の再現性を評価し，以下の結果を得た．
• 客観的な指標として振動の乖離度を示す spectral dissimilarityを用いて，振動
子等化システムを用いることで幅広い振動子・入力信号に対して汎用的に再現
性を高められることを示した
• 主観的な評価として，ユーザに振動子透過システムを用いることで，振動の再
現性が有意に高まることが明らかになった．
これにより，振動子透過システムによって，本研究で対象とするタッチスクリー
ンやタッチパッドの環境の差異や，さらに内蔵される振動子の差異がある場合にお
いても振動再現性を向上させることができることが示唆された．
第5章
視触覚間相互作用による質感拡張
第 5章 視触覚間相互作用による質感拡張 96
5.1 背景
本節では，以下の順序で関連情報を整理する．
• 質感知覚の知見の整理（5.1.1節)
• 振動による質感提示の知見の整理（5.1.2節）
• 視触覚間相互作用の知見の整理（5.1.3節）
• pseudo-hapticsの知見の整理 (5.1.4節)
5.1.1 質感の知覚
質感とは，辞書では「材質がもつ，視覚的・触覚的な感じ．表面の肌合い」[22]や
「材料の性質から受ける感じ．材料が持っている感じ」[23] と示されている．本研究
ではこのうち，触覚として感じられる質感に焦点を当てている．人が物体に触った
際の質感に対して，硬さ感・湿り感・弾性感など複数の軸での表現が可能である．さ
らに，日本語に限定すると「つるつる」「ざらざら」などのオノマトペで質感に関す
る細かい表現が可能である [77–81].
以上のように多様な表現が可能な質感を構成するための，基本的な次元を明らか
にするための研究が古くから行われてきた [82–94]. 例えば，Lyne et al. [82]は複数
種類の紙片に対し 40人の被験者が乖離度を評価し，その結果にMulti Dimensional
Scaling（MDS）を適用した．その結果，柔らかさ，剛性，粗さの 3つの次元が抽出さ
れた．一連の研究で抽出された質感次元の例を表 5.1に示す．これらの研究を整理し，
Okamoto et al. [95]は共通的な次元として，粗滑（Fine roughness/Smoothness）・硬
軟（Hardness/Softness）・冷温（Coldness/Warmness），凹凸（Macro roughness），
摩擦（Friction）の 5つを抽出した（図 5.1)．以降の節では，この 5つの質感次元を
ベースにして先行研究を整理する．
5.1.2 振動による質感提示
本節では振動による質感提示を試みた過去の研究を整理する．
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表 5.1: Tactile dimensions for texture in the studies. Quoted from [95]
図 5.1: Principle five dimensions of tactile textures. Quoted from [95]
粗さ感提示
物体表面の粗さを表現するためには，ピンアレイを振動させて物体表面の凹凸を
直接表現する方式 [96, 97]や振動モータつきのスタイラスで物体表面をスキャンし
たときの凹凸を表現する方式 [24]が提案されてきた．ピンアレイによる駆動方式で
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は，ピンアレイの存在する物理的範囲にのみ提示可能であるという欠点があり，ま
た現時点で普及の見込みは得られていないため，本研究では振動モータで物体表面
をスキャンして細かい凹凸を表現する方式に着目する．例として，周期的な微細凹
凸のある物体表面を提示する例を示す．例えば，以下の図 5.2のような正弦波で表
現される物体表面は次式で表現できる．
y1(t) = A1 sin(2π
x(t)
λ
) (5.1)
図 5.2: Principle five dimensions of tactile textures. Quoted from [98]
この式に基づくと，波長 λや振幅Aを大きくすることで，粗さを大きく感じさせ
られる．逆に波長や振幅を小さくすることで，粗さを小さく感じさせられる．
硬さ感提示
人は物体をタップしその振動情報を用いてその硬さを判断することができる [99]．
そのため，振動子による振動を用いて硬さ情報を提示することもできる [100, 101]．
提示されたときの硬さ感の度合いは，周波数や振幅，時定数によって変化すること
が知られている [102–104]. その中でも周波数による影響が最も大きく，高周波振動
は硬さの知覚に寄与する．
その他の次元の提示
質感の 5つの次元のうち，上記のように粗滑軸や硬軟軸は振動で提示可能である．
一方，凹凸，摩擦，冷温は振動で提示するのが難しい．
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5.1.3 視触覚間相互作用
従来は，視覚・触覚などの五感情報を提示するために，五感それぞれを個別に提
示するための装置を用意し，それらをボトムアップに組み合わせることを目指して
きた．こうした，いわゆるマルチモーダルな感覚情報提示は，バーチャルリアリティ
における臨場感や没入感を生むための基本的なアプローチであった．しかしながら，
このアプローチに沿って開発された感覚提示装置は未だ実用に至っていない．一方，
複数の感覚の相互作用を活用することで，特定の感覚に対する刺激を提示していな
いにも関わらず，その感覚と同等の効果を感じさせるトップダウンの情報提示手法
が登場するようになっている．このようなクロスモーダルな感覚情報提示は，従来
よりも簡易な機構を使いつつも豊かな体験をユーザに得させることができる可能性
があるため，五感情報の提示において注目を集めている．触覚に関しても，他の感
覚知覚に対して支配的な影響を持つ視覚への刺激により，触覚の知覚を変化させる
手法が広く研究されている．
たとえば，Rock et al. [105]は実験において，ユーザが立方体オブジェクトに触れ
る際に，視覚と触覚に矛盾のある状態を作り出した．レンズによってキューブの見
える大きさを変化させながらユーザにキューブを触らせると，同じキューブを触っ
ているにも関わらず，その大きさが変化したように感じられることを報告した．
5.1.4 pseudo-haptics
視触覚間相互作用の1種として，pseudo-haptics [106]が知られている．このpseudo-
hapticsは，ユーザの身体の動きを反映する投影物 (ポインタ)に対するの動きの情
報 (位置や速度)を変化させて，擬似的な触力覚を感じさせる方法である．pseudo-
hapticsにおいて，ユーザの身体の動きとポインタの動きのマッピングを最もシンプ
ルに関係付けるものとしてControl/Display比（CD比） [107]がある．CD比が 1の
とき，ポインタは入力部位と全く同じ距離を動く．CD比が 1より大きいとき，ポイ
ンタは入力部位よりも大きく動く．反対に，CD比が１より小さいとき，ポインタ
は入力部位よりも小さく動く．CD比は，入力装置の敏感さとしても捉えることも
できる [108]．
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Human-Computer Interaction（HCI）の文脈において，このCD比はもともと，目
標物選択のパフォーマンス向上のために扱われてきた．ここでのパフォーマンス向上
のための基本的なアイデアは，ポインタ位置と目標選択物の位置関係に応じて，CD
比を動的に変化させるというものである．ポインタが目標物に近づいた場合，CD
比を小さくする事で入力を鈍くさせて，目標物の上で正確かつ素早くポインタを停
止させる．もしポインタが目標物を通り過ぎた場合，CD比を通常の値に戻すとい
うことをおこなう．カーソル操作時のユーザがこの挙動を観察することで，ユーザ
は目標物を”sticky”に感じるという報告がある [109] [110]．目標物を”sticky”に知覚
させる上記の手法以外にも，目標物の中心方向の変位をポインタの動きに追加して，
擬似的な”force field”を生成する手法があり，メニュー選択 [111] [112]や，整列タス
ク [113]において有効である．ポインタが目標物に引き寄せられる動きから，ユー
ザはポインタに牽引力を知覚する，と報告されている [109, 114]．このバーチャル
な力は，Optically simulated haptic feedback [115]や VisualHaptics [116]，そして
pseudo-hapticsとも呼ばれ，触覚分野で近年注目を集めている．
pseudo-hapticsによる力覚提示
Lécuyer et al. [106]は，ディスプレイ内の床面上に置いてある物体を，マウスもし
くは Spaceballデバイスを用いて操作する場合に，立方体を加速，もしくは減速させ
ることで，立方体と床面との間の摩擦力を触力覚ディスプレイなしで表現できること
を明らかにした．さらに，ユーザにアイソメトリックなデバイスである，Spaceball
デバイスにつながったピストンを押すタスクを課した．このときにピストンの変位
に応じて収縮するバーチャルなバネの映像を，視覚刺激としてユーザに提示した．こ
の研究では，バーチャルなバネの変形量を映像中で変化させることによって，ユー
ザの知覚するバーチャルなバネの硬さ知覚の制御が可能であることが確かめられた．
他の例として，Pusch et al.は hand-displacement-based pseudo-haptics（HEMP)
というシステムを提案している [117]．このシステムはヘッドマウントディスプレイ
(HMD)を用いたビデオシースルー環境において，ユーザの手の位置を変調して表示
するものである．ユーザは，バーチャルな風の吹く映像とその中でユーザの手の位
置がずれていく映像を重畳した視覚刺激を受ける．これにより，ユーザはバーチャ
ルな風から圧力を受けて，手が動いたように錯覚する．このように映像中の手を位
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置をずらして，現実世界の映像に重畳したMR環境においても pseudo-hapticsが生
じることを示した．
5.2 本章の検討方針
この pseudo-hapticsを用いて本研究では質感拡張を試みた．実施した 2つの検討
内容を以下に示し，概要を記載する．
• 振動で提示が困難な質感次元に対する，pseudo-hapticsによる表現手法の検討
（5.3節, 5.4節, 5.5節)
• 振動と pseudo-hapticsを組み合わせた時の知覚変化についての検討
（5.6節, 5.7節, 5.8節)
第一に，振動による表現が難しい質感次元に対して pseudo-hapticsを適用し質感
を表現できないか検討した．5.1.2節を踏まえ，質感次元のうちで振動による質感提
示が困難な凹凸感・摩擦感に焦点を絞り検討した．第二に，振動と pseudo-haptics
を組み合わせた場合に起きる現象について検討した．本研究の質感設計・提示の枠
組みでは振動提示を基軸とするため，基本的には振動が刺激として存在する．その
ため，振動と pseudo-hapticsを組み合わせた場合に，どのような知覚効果が得られ
るかを予め検討する必要がある．
以降ではこの 2つの検討内容を順に記載する．
5.3 振動による提示困難な質感次元に対するpseudo-haptics
適用の検討方針
5.3.1 先行研究でのpseudo-hapticsによる凹凸感・摩擦感の表現
質感次元のうち，粗さ感 [116]，凹凸感 [118,119]，摩擦 [106,120–122]，硬軟感 [123,
124]，に関しては pseudo-hapticsによる提示が試みられている．このうち本節で対
象とする凹凸感・摩擦感に対して詳細に述べる．
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凹凸感に関し，画面に映る平面上にポインタによる視覚提示のみを用いて凹凸を
表現する手法が検討されている [118,119]．例えば，Lecuyer et al. [118]はマウスと
ポインタのCD比を変化させることで，凹凸があるように感じられることを発見し
た．凸の形状を表現する際には，凸の頂点に向かう際にはCD比を小さくし，凸の
頂点から下りる際には CD比を大きくする．凹の形状を表現する際には，CD比の
考え方を逆転させる．さらにそのCD比の変化のさせ方を変えることで，凹凸の傾
斜の形状が異なるように感じさせられることも示した．
また凹凸感を表現するための手段としてCD比だけでなく，カーソルサイズ [116,
119]による表現手段も検討されている．例えば，Watanabe et al. [116]は凸の頂点付
近ではカーソルサイズを大きくすることで凸を表現した．逆に凹の形状の場合には
カーソルサイズを小さくする．Argelaguet et al. [119]も同様の表現手法を検討した．
上記の凹凸感の表現手法はマウスやタッチパッドの入力だけでなく，タッチスク
リーン環境でも検討されている [125].
一方，摩擦感に関しては，限定的な検討のみなされている．Lecuyer et al. [106]
は，物体表面をポインタでなぞるときに，CD比を変化させると動摩擦感が変化する
ことを示した．一方で，静止摩擦の表現については特に検討されていない．そのた
め，静止摩擦係数が大きい物体表面の質感を提示するのが現状だと pseudo-haptics
では不可能である．質感表現の幅を広げるという意味で，物体表面の多様な動摩擦
係数と静止摩擦係数の両方を提示できると望ましいと考えられる．また，マウスや
タッチパッドにおける摩擦は表現手法が検討されているものの，タッチスクリーン
における摩擦感は検討が進められていない．
5.3.2 本研究の位置づけ
以上を踏まえ，先行研究において凹凸感・摩擦感に対する pseudo-hapticsによる
提示検討の状況を表 5.2に整理した．
本章では，pseudo-hapticsによる質感拡張として摩擦感の表現を取り上げる．さ
らにその中でも静止摩擦を含めた摩擦感表現手法（5.4節），およびタッチスクリー
ンにおける摩擦感の表現手法の検討（5.5節)を行う．
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表 5.2: 先行研究における凹凸感・摩擦感に対する pseudo-hapticsによる提示検討
質感次元
×（提示困難）
振動による提示 pseudo-haptics による提示
摩擦
凹凸 ×（提示困難） 〇 (Lecuyer et al. 等により様々なユースケースで検討済 )
△（検討が限定的であり以下の重要なユースケースが未検討）
　・動摩擦だけでなく静止摩擦を含めた提示
　・様々な端末 ( タッチパッド・タッチスクリーン ) への適用
5.4 pseudo-hapticsによる摩擦感提示
本節では，静止摩擦を pseudo-hapticsにより表現する手法に関する検討内容を記
載する．
5.4.1 コンセプトと仮説
図 5.3: The concept of a method to present a static frictional sensation using pseudo-
haptic sensation. c⃝2020 IEEE
本節では stick-slip現象に着目した．stick-slip現象は，2つの接触面間で stick状
態と slip状態が繰り返される現象である．stick時には，2つの接触面は静止摩擦力
により一体化する．slip時には，2つの接触面は相対的に移動し，動摩擦が抵抗力と
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してはたらく．ペン操作を考えると，人が実世界のにおいて，静止摩擦係数の大き
い素材表面上でペンをなぞらせ始めるとき，接線方向の力が働き，最大静止摩擦力
を越えたら，ペンは滑り出す．
これを踏まえて，タッチペン等の入力デバイスでポインタ操作を行う際に，実際
には入力デバイスが滑っていたとしても，ポインタが接触点で固着しているように
見えると，その視覚-触覚間のズレにより静止摩擦力に相当する感覚を感じさせられ
るのではないかと仮説（仮説 H1）を立てた．図 5.19にこのコンセプトを示す．ま
た，図 5.4に，可視化された接触点と実際の接触点間のモデルを示す．
図 5.4: Model of stick-slip phenomenon. c⃝2020 IEEE
図 5.5に stick時の視触覚間のズレ量を示す．図は一定速度で入力デバイス動いて
いるとき（青線）に，ポインタが stickと slipを繰り返す様子を示している．stick時
には視触覚間のズレ量は増加していく．
視触覚間のズレ量の最大値は，stick-slipモデルの他の変数を固定すると静止摩擦
係数に依存する．一方，先行研究 [106,122]では，pseudo-hapticsでは視触覚間のズ
レ量が，pseudo-hapticsの知覚強度に影響を及ぼすことが示されている．この知見に
基づくと本研究において，この静止摩擦係数の大きさで決まる最大のズレ量により，
pseudo-hapticsで表現される静止摩擦感が変化するのではないかと仮説（仮説H2）
を立てた．すなわち，静止摩擦係数が大きいときには静止摩擦感が大きく感じ，逆
に静止摩擦係数が小さいときには静止摩擦感が小さく感じるのではないかと考えた．
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図 5.5: The movement between the visualized and actual contact points. c⃝2020
IEEE
stick時の問題
上記コンセプトの実現にあたり 1つ問題が存在する．stick時に入力デバイスの動
きがポインタに反映されないことを，ユーザがシステムの故障と勘違いしてしまう
ことである．このような誤認識があると，pseudo-hapticsが発生しにくいと考えら
れる．
この問題を回避するため，先行研究でも用いられている「バーチャルな紐」 [122]
を用いて，stick時にもユーザがポインタを操作中であることを示すこととした．具
体的には stick時に，入力デバイス移動量に応じて，バーチャルな紐をポインタ位置
から伸長させる．この紐の伸長によりユーザの操作が反映されていることを示しつ
つ，ポインタ自体は stickしているという状態をユーザに認識させる．
real 
contact point (not visualized)
visualized
contact point
virtual
string
図 5.6: If the user moves the input device at the stick phase, the virtual string is
extended. c⃝2020 IEEE
本節での仮説を整理すると以下のようになる．
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• 仮説H1 ユーザは，入力デバイスを動かしているにも関わらず，ポインタが
stickしているのを観察すると，静止摩擦力が大きいように感じる．また，バー
チャル紐の存在有無がその静止摩擦力の知覚確率に影響を与える．
• 仮説H2 静止摩擦係数の設定が大きくなると，静止摩擦力の知覚強度も大き
くなる．
5.4.2 実装例
上記仮説を検証するシステムを構築した．このシステムとユーザ間のデータフロー
を以下の図 5.22に示す.
proposed system
pointer
movement
stick-slip
simulator
controller
touch
stick-slip
status
information
pointer
movement
vision
users
図 5.7: Data flow between the user and the system. c⃝2020 IEEE
本節ではユーザがタッチペンを用いてポインタ操作を行う状況を想定している．
タッチのタイミングや位置情報はシステムに送信される．システムは stick-slip現象
をシミュレーションし，その結果をポインタ位置として可視化する．このシステム
は，stick-slipシミュレータ機能とポインタ制御機能の 2つの機能を保持する．
stick-slipシミュレータ機能は，ペンと表面のインタラクションをシミュレーショ
ンする．タッチ情報に基づいて，stick・slip状態を更新しポインタ制御機能に状態
を送信する．ポインタ制御機能は，ポインタ位置を stick・slip状態に基づいて可視
化する．
stick-slipシミュレータ機能
本研究ではクーロン摩擦モデル [126]を用いた．摩擦モデルはバーチャルなペン
(質量m)，バネ (バネ係数 k), ダンパ (ダンパ係数 c)を含む（図 5.4). バーチャルな
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ペンは床面に対して垂直抗力N = mgを加え,摩擦力 F はペンに床面からかかって
いる．ユーザのバーチャルなペンは位置 xにある. この位置 xはペンとバネおよび
ダンパで接続されている．
slip時には，ペンの動きは以下のように表現される．
mẍ+ cẋ+ kx = Fk, if ẋ < 0, (5.2)
mẍ+ cẋ+ kx = −Fk, if ẋ > 0 (5.3)
ここで xはペンの位置であり，バネの自然長は 0とした．動摩擦力はFk = µk ·mg
となる. slip時には slip状態から stick状態への遷移がペンの速度 ẋが 0となったと
きに起きる.
stick時には ẍ = ẋ = 0である．stick状態から slip状態への遷移は kx > Fsmaxで
あるときに発生する．ただし Fsmax = µs · mgである．この遷移時にポインタは動
き出しポインタが本来ある位置へ移動する．本研究では，このときに臨界減衰とな
るようにパラメータを調整した．質量mをダンパ係数 cとバネ係数 kから定義して
いる．
ポインタ制御機能
ポインタ制御機能は，stick-slipシミュレータ機能からの出力結果に基づいてポイ
ンタ位置を制御する．さらに，バーチャル紐 [122]を導入しているため，stick時に
は stickしている位置から，本来のポインタ位置まで紐が伸長する．非公式の予備実
験により，本研究ではバーチャル紐の長さ lをヒューリスティックに l = Cl
√
Fsと定
義した.
5.4.3 仮説H1に対する検証
本節では仮説H1を検証する．すなわち，stickするのを観察すると静止摩擦力を
感じるかについてと，バーチャル紐の有無が知覚確率に寄与するかについてである．
参加者は 22歳から 25歳までの右利きの 10人（男性 8人，女性 2人）であった．
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図 5.8: Window used in the experiment. c⃝2020 IEEE
図 5.9: Experimental system. c⃝2020 IEEE
実験環境
参加者はタッチペンをタッチパッド上で動かし画面上のポインタを操作した．実
験画面を図 5.25に示す. 黒いポインタが画面中央にあり，70 pixel分中央から右に操
作する．ポインタ位置は前述のポインタ制御機能により可視化制御される．バーチャ
ル紐を可視化する条件としない条件が存在する．実験装置はラップトップPC(Apple
Inc., MacBookPro)で付属のディスプレイ (2880 pixel x 1800 pixel, retinal display)
を用いた（図 5.9）. 参加者はノイズキャンセリングヘッドフォンを装着し，ホワイ
トノイズを聞いて外界の音響から遮断された．
摩擦モデルでのパラメータは次のものを用いた：g = 9.8m/s2, k = 0.1N/m, µk =
0.1, and Cl = 2000. シミュレータは 100 Hzで動作した．
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タスク設計
実験は丁度可知差異（Just Noticeable Difference：JND）を評価する方法で行わ
れた [127]. 参加者は各試行において標準刺激と比較刺激を比較し，どちらが摩擦力
が強かったかを回答する．静止摩擦係数の条件は，標準刺激と比較刺激で異なって
設定された．標準刺激の場合 µsは 0であり，stick状態には遷移しない．一方，比較
刺激の場合 µsは 0.0, 0.2, 0.4, 0.6, 0.8, もしくは 1.0のいずれかであった.
各試行は標準刺激がまず提示され，次に比較刺激が提示される．各試行の開始時
にポインタは画面中央に位置している．µsが 0でないときには stick状態から開始
する．参加者が 70 pixel分ポインタを移動させたら，比較刺激に遷移し同様の操作
を行う．その後，どちらが摩擦感を感じたかを，画面上のボタンを押して評価する．
もし，どちらか判断がつかない場合にはランダムに選択するように教示された．
静止摩擦係数 µsは 6種類条件が存在した．またバーチャル紐あり条件となし条件
の 2種類条件が存在した．各条件に対して，参加者は 10回ずつ試行を実施した．提
示順序は全条件がランダム化された．
結果および考察
図 5.10にバーチャル紐あり条件となし条件の結果として，参加者が比較刺激のほ
うがより大きな摩擦を感じた確率を示す．心理物理曲線として f(x) = 1
1+exp(−A·(x−B))
を用いてフィッティングした．AおよびBの値は，バーチャル紐あり条件では 0.068
と 4.9であった．一方，バーチャル紐なし条件では 0.25と 2.1であった．また JNDは，
バーチャル紐あり条件だと 0.29であり，バーチャル紐なし条件だと 0.77であった.
図 5.10によると，静止摩擦係数 µsが一定の閾値を超えると，pseudo-hapticsによ
る静止摩擦力を感じられることがわかった．また，バーチャル紐あり条件の方が，よ
りロバストに提示可能であることも明らかになった．得られた JNDの値を確認する
と，バーチャル紐あり条件では µs = 0.29であれば静止摩擦力を感じられるのに対
し，バーチャル紐なしでは感じられないことがわかった．実験後の参加者による自
由記述では，4人がバーチャル紐の有無で感覚に違いがあったと回答した．また 1人
がバーチャル紐なしだとタスクが難しかったと回答したバーチャル紐あり条件では，
静止摩擦係数が 0.4から 1.0のときには, 90%以上の確率でロバストに感じられるこ
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図 5.10: The probability that participants felt the comparative stimulus resulted in
greater friction. c⃝2020 IEEE
とを明らかにした．
5.4.4 仮説H2に対する検証
本節では仮説 2の検証内容を記載する．すなわち，pseudo-hapticsの知覚強度が
静止摩擦係数の設定により変化するかを検証についてである．前節によりバーチャ
ル紐あり条件の方が，バーチャル紐なし条件よりも pseudo-hapticsの生起確率が大
きかったため，バーチャル紐あり条件のみを対象とした．
参加者は 22歳から 25歳までの右利きの 10人（男性 8人，女性 2人）であった．
実験環境
実験環境は前節と同一である．
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タスク設計
ユーザはタッチペンを左から右へ動かし，画面上のポインタを操作する．各試行
において最初に標準刺激が提示され，次に比較刺激が提示される．前節の実験結果
から，静止摩擦力が感じられる静止摩擦係数の範囲としてµsが 0.4から 1.0の範囲の
設定値を用いた．このうち標準刺激を µsが 0.7とし，比較刺激を µsが 0.4, 0.5, 0.6,
0.7, 0.8, 0.9,もしくは 1.0とした．
一試行での手続きは前節と類似している．唯一の違いは，回答方法である．今回は，
標準刺激の知覚強度に対する比較刺激の知覚強度の比を答えた．このタスク設計は
文献 [128]の方法を模擬した．参加者は知覚強度の比をボタンを押して回答した．ボ
タンの種類は”大きく減少 (-0.10)”, ”減少 (-0.05)”, ”微減 (-0.01)”, ”微増 (+0.01)”,
”増加 (+0.05)”, or ”大きく増加 (+0.10)” とした．初期値は 1.0に設定されている.
各試行における回答の時間制限は設定されていなかった．
比較刺激の条件は 7種類存在し，各条件を 5回ずつ行った．全試行は 35回である．
比較刺激の提示順序はランダム化された．
結果
図 5.11に結果を示す．横軸は比較刺激の静止摩擦係数を示し，縦軸は比較刺激/
標準刺激の知覚強度の比を示す．静止摩擦係数による知覚強度への効果を検証する
ため，繰り返しの一要因分散分析を実施した．分散分析の結果によれば，静止摩擦
係数は知覚強度への主効果が認められた (F (6, 54) = 4.22, p = 0.0012). Tukeyの多
重比較を全てのペアについて実施したところ，µsのペアが 0.4と 1.0間 (p<0.01), 0.5
と 1.0間 (p<0.05), そして 0.6と 1.0間 (p<0.05)で有意差があった. このタスクはマ
グニチュード推定法に従っていたため，スティーブンの冪等則 ϕ(µs) = kµβs にフィッ
ティングしたところ，kと βはそれぞれ 1.12と 0.204であった．
考察
分散分析と多重比較の結果 (図 5.11)，静止摩擦係数の設定は知覚強度に寄与する
ことが示された．すなわち，静止摩擦係数が大きいと，pseudo-hapticsによる静止摩
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****
** : p< 0.01
p< 0.05:*
φ(μs) =1.12 * μs 0.204
図 5.11: The ratio of the subjective intensity between the comparison and standard
stimuli. The standard error for each plot and the fitting curve to Steven’s power
function are also shown. c⃝2020 IEEE
擦力が大きく感じられた．これは仮説H2を立証するものである．これにより，もし
静止摩擦力を制御して提示したい場合には静止摩擦力を調整すればよいこととなる．
静止摩擦係数µsが 0.4のときには，標準刺激に対する比較刺激の知覚強度比は 0.94
であり，µsが 1.0のときには，その比は 1.16であった．その比の比は 1.23であった
こととなる．これは，µsを 0.4から 1まで増加すると，約 23%知覚強度を変化させ
られることを示している．
5.5 タッチスクリーン環境での摩擦感提示
本節では，従来実現されてこなかったタッチスクリーン環境での摩擦感提示の検
討内容を記載する．
5.5.1 コンセプトと仮説
タッチスクリーンの環境では，視覚提示部の上にユーザの指が覆いかぶさるよう
に置かれるため，指でポインタが隠れてしまい（fat finger problem [129])，ポイン
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タ操作が困難となる．また，CD比を 1以外に設定すると，指とポインタがずれて
しまうという問題がある．
そこで本研究では，指に隠れやすい小さいポインタではなく，画面全体である背
景の動きに対する操作を扱うこととする．これにより，指でポインタが隠れる fat
finger problemの問題は起きない．また，背景と指は常に接触しているため，ズレ
の問題は発生しない．背景に対しなぞり動作を行う場合に，指の移動量に対する背
景の移動量（CD比）を 1よりも小さく設定すると，ユーザは対象物と指先との間
に生じる摩擦現象を想起して，擬似的な摩擦抵抗感を知覚すると仮説（仮説H1)を
立てた．
図 5.12: CD ratio during Swipe gestures onto the background image. c⃝2020 IEEE
タッチスクリーン上のなぞり動作は，繰り返し行うことが想定される．こうした
繰り返し同じ動作を行う反復動作は，擬似触力覚の知覚を鋭敏化させる可能性があ
る．先行研究 [130]では，ダンベルの上げ下ろし実験において重量知覚を操作し，物
体の重量を軽く感じさせることで，同一の疲労度で行うことができる物体の最大上
げ下ろし回数を約 9%向上させることに成功した．重量を 2%軽く感じさせる技術を，
反復動作に適用することでより効果的に利用している．本研究においても，タッチ
スクリーン上でのなぞり動作を反復する pseudo-hapticsがより生起されやすいと仮
説（仮説H2）を立てた．
仮説を整理すると以下のようになる．
仮説H1 タッチスクリーン上のなぞり動作において，ユーザは摩擦 (抵抗)感を知覚
する．
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仮説H2 なぞり動作が反復的に繰り返されると摩擦 (抵抗)感の知覚確率が増加する．
5.5.2 実験
本実験では上記仮説H1および仮説H2に対する検証を行った．CD比を変化させ
た場合の擬似抵抗感の認識率について評価し，さらに認識率のなぞり動作の反復に
よる変化も評価した．
実験参加者は 10人（22歳から 24歳までの男性 8人と女性 2人）であった．全て
の参加者は右利きであり，実験においても右手で背景に対するなぞり動作を行った．
実験環境
システムは iPad Air2(Apple inc.)に swiftにより実装した．フレームレートは60fps
で安定的に動く．ディスプレイ上にはドットパターンがスクリーン全体に表示され
ている（図 5.14）. ユーザはこのディスプレイ上で，指でなぞる動作をして画面を
スクロールする．同一のシームレスなテクスチャが 5枚用意してあり，この 5枚の
テクスチャが画面外で入れ替わる．そのためユーザは，切れ目のないランダムドッ
トパターンを際限なくスクロールすることができる．規則的なドットパターンの表
示された背景を，指でなぞってスクロールさせた場合に起きる画面のちらつきを避
けるため，ドットのパターンをある程度ばらつかせた（図 5.13）．
図 5.13: Dot patterned image. c⃝2020
IEEE
図 5.14: Dot patterned image displayed on
touchscreen. c⃝2020 IEEE
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指の入力からディスプレイの更新までに，遅延が存在する．この遅延をハイスピード
カメラ（CASIO EXILIM EX-F1, 1200Hz)によって 20回測定したところ，47.7ms(標
準偏差 7.59ms)であった．本章で記述する実験では，この 47.7msの遅延が常に挿入
されている．商用のタッチスクリーンは，約 50-100msの遅延があることを考慮する
と [131]，遅延時間が 50ms以下の本システムは十分高速な条件であるといえる．
このシステムでは，ディスプレイ上での指の移動量（Control)と背景の移動量（Dis-
play）の比を任意の値に設定することができる．
タスク設計
実験は研究室内で行われた．iPad Air2が机上に置かれ，その前に実験参加者が
座って操作する（図 5.15）．
図 5.15: The appearance of touchscreen on the desk. c⃝2020 IEEE
参加者のタスクは，2つの背景のうちより抵抗感を感じる方を 2肢強制選択する
（2AFC）ことである．
具体的な実験手順を以下に示す．まず，参加者は背景を上から下にスクロールす
るためにスクリーンをなぞる動作を 1回か，一定回数反復する．この背景は常にCD
比 1.0であり標準刺激となっているが，参加者にはそのことを知らせない．次に，CD
比が切り替わり，比較刺激の背景となる（0.1, 0.4, 0.7, 0.9, 1.0, 1.1, 1.3, 1.6, 1.9）．
参加者は背景をなぞり動作を背景を上から下にスクロールする．このスクロールが
終わると，どちらの背景に擬似的な抵抗感を感じたかを選択する．ボタンが視覚提
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示部の左端に表示されるので，それを左手の指で押下して回答する．比較刺激のCD
比は，カウンタバランスの順になっている．
本実験は 9試行 1セットで，計 10セット行われた．なぞり動作の反復回数は 1回と
5回の 2種類用意された．疲労の影響を避けるため，5回反復する条件の場合，セッ
トごとに 30秒の休憩をとる．反復回数の順序もカウンターバランスになっている．
つまり，ある参加者が 1回なぞり動作の試行を 10セット終えた後に，５回なぞり動
作の試行を 10セット行う．逆に 5回なぞり動作を 10セット終えた後に，1回なぞり
動作を行う参加者も同数居る．手首の固定は行っていない．ただし安定したデータ
を取得するために，参加者には一定のペースでなぞるように指示した．また，実験
1と同様に，指を弾いたりして行うフリック操作や，あまりにも過度に速い動きは
禁止した．参加者は全ての試行を終えた後，実験の感想を自由に記述した．
結果
擬似的な抵抗感の弁別評価の結果を図 5.16に示す．X軸がCD比を表し，Y軸が
CD比 1の場合と比較して「抵抗感が強い」と回答した割合である．全ての参加者
のデータをに関して平均し，正規累積分布関数を用いてフィッティングしている．
f(s, σ, µ) =
1
σ
√
2π
∫ s
−∞
e
(x−µ)2
2σ2 dx
回答割合が 50%となる主観的等価点（PSE）のCD比は 1回動作で 1.05, 5回動作
で 0.93であった．75%となる上弁別閾（UT）の CD比は，1回動作で 0.34, 5回動
作で 0.79であった．25%となる下弁別閾（LT）のCD比は，1回動作で 1.75, 5回動
作で 1.05であった．上弁別閾と下弁別閾の大きさ（LT-UT）で算出される「標準刺
激と比較対象刺激との区別が不確実な範囲」を表す不確定帯（IU)は，1回動作で，
1.41，5回動作で 0.26であった．「判断回数の 50%の信頼率で弁別される 2刺激間の
最小差異」を表す JNDは，恒常法の場合 IUの半分の値で表されるものにより算出
する．JNDの値は，1回動作で 0.71, 5回動作で 0.13であった．
これらの結果をまとめると表 5.3のようになる．
グラフが示すように，CD比が大きい背景をなぞる動作を行う場合に，擬似的な
抵抗感を小さく感じた．反対に，CD比が小さい背景を操作する場合には，擬似的
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図 5.16: Probability of answer that the perceived friction. c⃝2020 IEEE
反復回数 LT PSE UT IU JND
Single condition 1.75 1.05 0.34 1.41 0.71
5 times repeated condition 1.05 0.93 0.79 0.26 0.13
表 5.3: The number of times of answers with regard to the repetition. c⃝2020 IEEE
な抵抗感を大きく感じた．さらに，反復回数が大きい場合のほうが JNDの値が小さ
いことから，擬似的な抵抗感の弁別をしやすいことがわかる．
考察
図 5.16の上弁別閾（75%）と下弁別閾（25%）を見ると，反復によって弁別能力
が上昇していることがわかる．この結果は，先行研究（ [130]）と矛盾しない．この
知見を用いると，擬似的な抵抗感の有無を，反復動作の回数で切り替えることが出
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来る．たとえCD比が一定であっても，動作の反復回数で擬似的な抵抗感を知覚さ
せるか，させないかを制御できる．たとえば，ユーザに抵抗感を知覚させたい場合
には，ユーザに背景を反復的になぞらせるよう誘導すればよい．
振動提示で困難な質感次元に対する pseudo-hapticsによる表現手法の検討を以下
の表 5.4にまとめる．
表 5.4: 振動提示で困難な質感次元に対する pseudo-hapticsによる表現手法の検討に
おいて本研究で得られた知見
5.6 振動とpseudo-hapticsの統合提示の検討方針
本研究の枠組みでは，振動と併用して pseudo-hapticsを活用する．もし，振動と
組合せた際に pseudo-hapticsにより質感知覚の変化が起きるのであれば，その変化
を踏まえて質感設計を行う必要がある．また，質感提示に活かすことができる．そ
こで振動と組合せた際に pseudo-hapticsによりどのような質感知覚の変化が起きる
かを検討する．
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5.6.1 先行研究における振動とpseudo-hapticsの統合提示
これまで，振動と pseudo-hapticsを組み合わせた際の質感知覚の変化に関する検
討は，凹凸感 [124]や硬軟感 [124]に対して行われている．
Hachisu et al. [124]は凹凸感をより強く感じさせるため，視覚提示するポインタ
移動速度の加減速に加えて，触覚提示する正弦波振動の波長を増減させることを組
み合わせることを提案した．例えば，凸がある場合には，ポインタを減速させつつ，
振動の波長を小さくすることで傾斜を感じさせる（図 5.17）．
図 5.17: Combination of pseudo-haptics and vibrotactile feedback to present macro
roughness. Quoted from [124].
また，同じくHachisu et al. [124]は硬軟感を強調するため，ポインタがバーチャ
ルな壁に衝突するときの，減衰振動提示と併せてポインタの跳ね返りの視覚提示方
法を変化させることで，硬さ感を変化させる方法を提案した（図 5.18）．
一方，粗さ感や摩擦感での観点での，pseudo-hapticsと振動提示を組み合わせる
統合提示の検討はこれまで行われていない．
5.6.2 本研究の位置づけ
以上を踏まえ，先行研究における振動と pseudo-hapticsの統合提示の検討状況を
表 5.5に整理した．表では，検討済で提示可能であることが示されている場合には
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図 5.18: Combination of pseudo-haptics and vibrotactile feedback to present stiff-
ness. Quoted from [124].
「⃝」，検討済みで提示が困難であることが示されている場合には「×」，未検討の
場合には「?」が記載されている．本研究では表中に「?」と記載されている箇所に
対し検討する．
表 5.5: 先行研究における振動と pseudo-hapticsの統合提示の検討状況
質感次元
〇 (Okamura et al. 等 ) ？（未検討）
？（未検討）
〇 (Okamura et al. 等 )
×
×: 提示困難〇: 提示可能 ？ : 未検討
振動による提示 振動と pseudo-hapticsによる統合提示
粗さ
摩擦
硬軟
凹凸 ×
〇 (Hachisu et al.)
〇 (Hachisu et al.)
すなわち，振動による粗さ感のpseudo-hapticsと組合せた際の強調効果と，Pseudo-
hapticsによる摩擦感と振動の粗さ感の統合提示した際の人による認識性能を取り上
げて検討する．
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5.7 振動による粗さ感のpseudo-hapticsによる強調
本節では，振動による粗さ感を pseudo-hapticsで強調効果を検討する．
5.7.1 コンセプトと仮説
図 5.19: Our proposed method uses a pseudo-haptic effect to modulate the fine
roughness perception of vibrational tactile textured surfaces. c⃝2020 IEEE
実世界においてペンで粗い素材表面をなぞると，ペンと素材のインタラクション
の結果，ペン先が前後左右に振動するのを観察できる．これを踏まえて，ユーザが
振動触覚を提示されながら，ユーザが操作するポインタが前後左右に過度に振動す
るのをユーザが視認する場合に，振動による粗さ感が強調して感じられるのではな
いかと仮説を立てた（図 5.19）
本研究では視覚提示される振動を，「視覚的振動」と呼称する．図 5.20に例を示す．
この例では，ユーザは直線状にポインタを操作しているが，ポインタがランダムな
方向に振動しているように可視化される様子が示されている．
さらに，ポインタの視覚的振動の振幅が，強調される粗さ感に影響を及ぼすと仮
説を立てた．例えば，振幅が小さいときには強調効果は小さく，振幅が大きいとき
には強調効果は大きいと考えた．図 5.21に，視覚的振動の振幅設定と，可視化され
た軌道のイメージを示す．
本節での仮説を以下にまとめる．
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original pointer
(not visualized)
visualized pointer
t
図 5.20: An example of a state in which the pseudo-haptic effect. c⃝2020 IEEE
trajectories of oscillation
size of
visual oscillation
large
small
図 5.21: Differences in visual oscillation trajectory according to the configuration of
the vibration size. c⃝2020 IEEE
仮説H1 ユーザが前後左右に振動するポインタを観察しながら振動を触覚提示され
ると，振動触覚で表現される粗さ感が強調される（より粗く感じる）．
仮説H2 視覚的振動の振幅が大きい場合には，粗さ感の強調効果が大きくなる．
5.7.2 実装例
上記仮説を評価するためシステムを実装した．このシステムとユーザとの相互作
用時のデータフローを図 5.22に示す．本実装では，ユーザはペン型の振動子内蔵デ
バイスを持ち，バーチャルな表面をで探索するケースを想定している．このペン型
デバイスはタッチペンに反応する．タッチのタイミングや位置等の情報は，システ
ムに送られる．システムはタッチの情報を更新し，ポインタを可視化するとともに
振動を触覚提示する．
このシステムは，ポインタ制御機能と振動生成機能を備える．振動生成機能は，
ユーザのタッチ情報に基づき振動を生成する．本節では矩形波を生成する．
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図 5.22: Data flow during the interaction between the user and the system. c⃝2020
IEEE
ポインタ制御機能は，ユーザのタッチ情報に基づいてポインタ位置を制御する．ポ
インタの位置は以下の式に基づいて更新される．
Xvis = Xorigin +Xdelta (5.4)
Yvis = Yorigin + Ydelta (5.5)
Xdelta = C ∗ α ∗ random(−1, 1) ∗ abs(V ) (5.6)
Ydelta = C ∗ α ∗ random(−1, 1) ∗ abs(V ) (5.7)
ここで，Xoriginは本来ポインタがあるべき位置の x座標で，Yoriginは y座標であ
る．x軸，y軸は画面上の縦横に対応する．Xvisと Yvisは可視化されたポインタ位置
である．Xdeltaと Ydeltaは変位であり，移動速度 V と係数 αと-1から 1までの値を
とる一様分布からサンプリングした値と定数Cの積となる. 移動速度 V が掛けられ
ている理由は，視覚的な粗さは，一定時間に通過した凹凸の数に比例すると考えた
ためである．毎サイクル，ユーザのペンのタッチ位置を計測し，Xvisと Yvisを計算
し描画する. 係数 αは，視覚的振幅のサイズと定義する．αが大きい，もしくは移
動速度 V が大きい場合，変位量は大きくなる．これらのパラメータの関係を図 5.23
に示す．
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original pointer
(not visualized)
visualized pointer
(Xorigin,Yorigin)
users move
pen at 
velocity V
(Xvis,Yvis)
(Xdelta,Ydelta)
図 5.23: The relations between the original and the visualized pointers. The position
of the visualized pointer is determined based on the position and speed of the original
pointer. c⃝2020 IEEE
5.7.3 仮説H1に対する検証
本節では仮説H1を検証する．視覚 4条件×振動 3条件の参加者内計画で実験し
た．視覚条件による粗さ感への効果を検証する．参加者は 22歳から 25歳までの 10
人（男性 8人，女性 2人)であった全参加者は右利きであった．
実験環境
図 5.24: An experimental system is shown. In this system, the user moved the pen-
shaped device on the touchpad surface while receiving vibrational tactile feedback
via the pen c⃝2020 IEEE
参加者のタスクは振動子内蔵のペン型デバイスをタッチパッド上で動かすことで
あった（図 5.24). 参加者はポインタを 2つの長方形領域で動かした（図 5.25)．2つ
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Left Right
Two rectangle area where users move the pointer
Virtual pointer
Elonging bars at 10.4 mm/s
Radio button
図 5.25: UI window used in the experiment. c⃝2020 IEEE
の領域で提示した振動は同一であったが，視覚的振動は異なっていた．このときに
参加者はどちらが粗いか答えた．
Experimental pen-devices
実験環境はラップトップ PC (Apple Inc., Mac Book Pro 15 inch, 220ppi) と付属
のタッチパッドと付属ディスプレイ（2880 x 1800 pixels retinal display），アンプ
(Lepai Inc., LP-2020A ), そしてペン型デバイスであった．ペン型デバイスは 3章で
用いたものと同一である．
ポインタ制御機能の設定値
前節で述べた係数 αがこの実験の変数であり，0, 1.5, 2, 2.5, もしくは 3のいずれ
かであった．左右どちらかの領域の αは 0にセットされており，この領域を「視覚
的振動なし領域」と呼称した．もう一方の αは 1.5, 2, 2.5,もしくは 3のいずれかに
セットされていた．この領域を「視覚的振動あり領域」と呼称した．この視覚的振
動あり領域の αを視覚条件と呼称する．
事前の非公式実験で，視覚的振動が大きすぎず小さすぎない値としてCを設定し
た．この値は，ペンの移動速度が 10.4 mm/s (90 pixels/s) でαが 2のとき, Xdeltaと
Ydeltaが-0.21 mm (1.8 pixels)から 0.21 mm (1.8 pixels)から一様にサンプルされる
ように設定された. αが 3のとき, Xdeltaと Ydeltaは-0.3 mm (2.7 pixels)から 0.3mm
第 5章 視触覚間相互作用による質感拡張 126
(2.7 pixels)の一様分布からサンプルされる．整数値のみサポートされるため，実際
には小数値は四捨五入された．
振動生成機能の設定値
本実験では次にような式で表される，波長 λの矩形波を用いた．
y(t) = A sgn(sin(2π
V (t)
λ
+ φ)) (5.8)
振動の周波数はペンの移動速度 V に依存している．この実験では λの値は 1/3,
1/5, もしくは 1/7に設定された. λが 1/5のときに，ペンの移動速度V が 10.4 mm/s
(90 pixels/s)とすると，周波数は 9 Hzであり，波長は 1.15 mm (10 pixels)であった.
振動の条件を振動条件と呼称する．Aは振幅を表し，φは位相を表す．この実験で
は振幅Aは一定であった．振幅Aは電圧により定義される．λが 1/5でペンの移動
速度が 10.4 mm/sのときの振動子にかかる peak-to-peak電圧は 4.67 Vであった.
まとめると，視覚条件は 4種類で振動条件は 3種類で計 12種類であった．参加者
は各条件 10回行い，合計で 120回実施した．視覚的振動あり領域と視覚的振動なし
領域の割り当ては左右ランダムであった．また条件の提示順もランダム化された．
タスク設計
参加者の一試行のタスクを述べる．参加者は一定速度 (10.4 mm/s)で左から右へ
２つの領域を横切るようにポインタをペンを動かす．画面上には，ペンの移動速度
の目安を示すバーが伸長するアニメーションが流れた．参加者はどちらの領域が粗
く感じられたを画面上のボタンを押下して回答した．
参加者には注意点として，以下の項目が伝えられた．粗さを回答する際には，視
覚的なポインタの動きではなく，振動の粗さを回答すること．また，どちらの領域
とも判断つかない場合はランダムにどちらかを選ぶこと．
結果
「回答が視覚的振動あり領域と視覚的振動なし領域で等しく選択される」ことを
帰無仮説として，カイ二乗適合度検定が各条件に対して実施された (表 5.6). 表 5.6
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は視覚的振動あり領域が選択された回数が各条件に対して記されている．全条件に
おいてチャンスレベル (50%)から有意に差が認められた (p<0.01)．これは，今回使
用された 1.5から 3までの αであれば,参加者は αが 0の場合よりも，振動が粗く感
じられたことを示している．すなわち，全条件において仮説H1が示された．
表 5.6: The number of answers for each condition the result of statistical analysis.
c⃝2020 IEEE
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1.5
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2.5
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31.4
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1.1e-11
6.0e-13
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7
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parameter
λ: α: visual oscillation 
parameter of 
oscillatory area
The # of oscillatory
area was selected df
χ2 p
次に，振動条件と視覚条件が独立であるかを示すため，カイ二乗独立性検定を行っ
た．両者が独立である，という帰無仮説に対して検定したところ，帰無仮説は棄却
されなかった (χ2 = 1.95, df = 6, p = 0.92).
どのような触感に感じたかを自由記述で回答した参加者がおり，1人の参加者は
表面がより岩っぽく粗く感じたと回答した．また，視覚的振動がない場合には人工
的な粗さに感じたと答えた参加者も 1人いた．参加者の 1人は，視覚的な振動が大
きすぎる場合にはと違和感を覚えたと述べた．
考察
カイ二乗適合度検定の結果により，本実験で用いた設定値の範囲では仮説 H1は
立証された．すなわち，振動による粗さ提示は，視覚的振動により強調されること
が明らかになった．視覚的振動により粗く感じられた確率は約 80%であった．
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提案手法は，この実験で使用したαやλの範囲内での有効性を示した．しかし，今
回は確認されなかったものの，提案手法が有効な振動条件と視覚条件の範囲は存在
すると推測している．もしポインタの振幅設定が過大である場合，参加者は触覚提
示される振動と視覚的振動を関連づけられず，振動の粗さへの影響は小さいと想定
される．一方，視覚的振動のサイズが小さすぎると，参加者は視覚的振動に気付か
ず，知覚される粗さに違いが現れないと考えられる．また振動条件の観点では，周
波数が小さすぎると振動と視覚的振動が同期せず，参加者は違和感を覚え，周波数
が高すぎると粗さを感じることができず，参加者は振動と視覚振動の間に違和感を
覚えると想定される．
5.7.4 仮説H2に対する検証
本節には仮説H2に対する検証内容を記載する．
ファインな粗さ知覚のメカニズムには，皮膚を動かした際の刺激の強さ（振幅）で
粗さを認識する intensive coding [132,133]と周波数によって粗さを認識する temporal
codingの 2種類が存在する．これらのメカニズムを踏まえ，もし視覚的振動により表
面が粗く感じているとすると，振幅もしくは周波数が大きく感じられる可能性が考
えられる．そこで本節では，2つの実験（「振幅実験」および「波長実験」）を行った．
どちらの実験でも，前節の実験と同様に参加者は 2つの領域の粗さを比較した．一
方が視覚的振動あり領域で，もう一方が視覚的振動なし領域である（表 5.7).
振幅実験では，参加者は視覚的振動なし領域における矩形波の振幅を調整し，双
方の領域で知覚される粗さを等価にする．視覚的振動なし領域の矩形波の振幅が，
視覚的振動あり領域よりも高く設定されることを期待した．評価のため，振動子に
かかる peak-to-peak電圧を計測し，視覚的振動あり領域となし領域で比較した．
一方，波長実験では，参加者は視覚的振動なし領域の波長を調整した．参加者が，
視覚的振動なし領域の矩形波の波長を長く設定することを期待した．
参加者は 22歳から 24歳までの 10人（男性 7人，女性 3人）で全て右利きであった．
実験装置
実験に用いた装置は前節と同様である．
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表 5.7: The experimental conditions in the experiments. c⃝2020 IEEE
wavelength
experiment
amplitude
experiment
・vibration wavelength λ
   is constant
・vibration amplitude A
   is constant
・amplitude of visual 
   oscillation α is variable
A
A
λ
・λ is same as oscillatory area
・λ is target of adjustment
・A is target of adjustment
target of
adjustment
target of
adjustment
・A is same as oscillatory area
・α is 0
・α is 0
Oscillatory area
(left)
Non-oscillatory area
(right)
λ
ポインタ制御機能の設定値
本実験では視覚的振動あり領域の αは 0.5, 1.0, 1.5, 2.0, 2.5,もしくは 3.0であっ
た. 視覚的振動なし領域の αは 0であった．
振動生成機能の設定値
前節と同じく矩形波 y(t) = A sgn(sin(2π V (t)
λ
+ φ))を用いた．前節で振動条件と
視覚条件が独立であることが示されたため，本実験では λの値は固定で 1/5とした．
また視覚的振動あり領域の振幅Aも固定である．視覚的振動あり領域の λが 1/5で，
ペンの移動速度が 10.4mm/sのとき，振動子に印加された peak-to-peak電圧を計測
したところ 4.67Vであった．振幅実験では視覚的振動なし領域の振幅が変数であっ
た．波長実験では視覚的振動なし領域の波長が変数であった．
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タスク設計
本実験でも参加者は，前節と同じく 2つの領域上をポインタを左から右へペンを
移動させた（図 5.26). 参加者のタスクは 2つの領域の粗さを等価にするように，パ
ラメータを調整することであった．
Oscillatory area Non-oscillatory area (Participants adjusted vibration of this area)
Virtual pointer
Elonging bars at 90 pixel/s
Slider showing the adjusted value
図 5.26: Experimental window. c⃝2020 IEEE
参加者の 1試行での手続きを以下に記載する．参加者は 1.15 mm/sの一定速度で
ペンを左から右へ動かした．システムは動かす速度の目安をバーを伸長させるアニ
メーションで参加者に伝えた．参加者は 2つの領域を通過した後，視覚的振動なし
領域の振幅もしくは波長を「減少」「微減」「微増」「増加」の 4つのキーを選択して
調整した．初期値は視覚的振動なし領域と視覚的振動あり領域で等しく設定されて
いた．すなわち振幅Aは 4.67Vに相当し，波長 λは 1/5であった．画面上のグレー
のバーは値の調整の参考値として表示されていた．調整可能な最小値は初期値の 1/5
倍の値であり，最大値は 5倍の値であった．調整後のパラメータは初期値と 10(S/100)
の積で表現され，初期状態では S = 0であった．参加者が「増加」させた場合，S
は 6大きくなる．「減少」させると 6小さくなる．参加者が「微増」させた場合，S
は 3大きくなる．「微減」させると 3小さくなる．調整のため時間制限はなく反復操
作可能であった．
視覚的振動あり領域の αの値 0.5, 1.0, 1.5, 2, 2.5, もしくは 3から選択された．振
幅実験もしくは波長実験が終わったら，被験者は一方の実験に移行した．どちらの
実験が先に行われるかは参加者ごとにカウンターバランスするように事前に設定さ
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れた．参加者は各条件を 5試行行った．そのため全て合わせて 60試行行った．条件
の提示順はランダム化された．視覚的振動あり領域は常に左に配置され，視覚的振
動なし領域は右に配置された．
結果
図 5.27に振幅実験の結果を示す．横軸は視覚条件を示し，縦軸は振幅調整時の視
覚的振動なし領域の peak-to-peak電圧の，視覚的振動なし領域の電圧に対する比を
示す．図 5.28に波長実験の結果を示す．横軸は視覚条件を示し，縦軸は視覚的振動
なし領域の，視覚的振動あり領域に対する調整後の波長の比を示す．
両方の実験において，視覚条件による縦軸値への効果を検証するための，一要因
分散分析を実施した．結果，振幅実験においては視覚条件の主効果が確認された
(p = 0.019)．一方，波長実験においては主効果は確認されなかった (p = 0.47)．
振幅実験に対して Tukeyによる視覚条件間の多重比較を実施した．その結果，α
が 0.5と 3.0間において差が認められた (p<0.05). 同じく αが 1.0と 3.0の間におい
ても差が認められた (p<0.05).
考察
分散分析と多重比較（図 5.27)の結果によれば，視覚条件が振動の振幅の知覚に
影響を及ぼすことが明らかになった．これは，視覚的振動の振幅が大きいと，触覚
提示される振動の振幅が大きく感じられるということに相当する．粗さ知覚のメカ
ニズムにおける intensive codingの先行研究 [132,133]によれば，振動の振幅は粗さ
知覚に寄与するという．これを踏まえると，参加者は視覚的振動の振幅が大きくな
るに応じて，表面が粗く感じるということとなる．すなわち仮説H2は立証された．
この結果は，視覚的振動の振幅を制御すれば，触覚提示する振動粗さの感じ方を
制御可能であることを示唆している．ユースケースとしては例えば，もし意図した
粗さが触覚提示で表現できなくても，視覚的振動でチューニングすることができる．
この実験によれば 5%程度の調整が可能であることがわかった．
図 5.28は波長実験の結果を示している．事前の予測では，波長実験で参加者の調
整により，波長が大きく調整されると想定していた．しかし分散分析では，視覚条件
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図 5.27: The ratio of the tactile-vibrational voltage of the the non-visually-
vibrational region to the vibrational voltage of visually-vibrational region.
は調整後の波長の比には主効果なしという結果が得られた．この理由の一つは，視
覚的振動の振幅を αで制御したため，触覚提示される振動の波長ではなく振幅に効
果が出たと考えられる．例えば，視覚的振動のランダム性を制御するなど別の視覚
提示の仕方をすれば，波長に効果が現れる可能性はありうる．
5.8 振動による粗さ感とpseudo-hapticsによる摩擦感
の統合提示
本節では，振動による粗さ感と pseudo-hapticsによる摩擦感の統合提示の検討内
容を記載する．
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図 5.28: The ratio of the adjusted tactile-vibrational wavelength of the non-
vibrational region to that of the vibrational region. c⃝2020 IEEE
5.8.1 コンセプトと仮説
簡易な実装で粗さと摩擦の双方を提示する手法を提案する（図 5.29）．前節でも
扱った stick-slip現象に着目した．stick時には前節で検証したように，pseudo-haptics
による静止摩擦力を提示する．slip時に，振動による粗さを提示する．このように
交互に pseudo-hapticsによる摩擦と振動による粗さを提示する（図 5.30)．
本節では以下の仮説を検証する．
• 仮説H: ユーザはCross-modal textureの手法で提示された粗さと静止摩擦を
ともに認識可能である
5.8.2 実装例
本手法の実装システムの例を示す．このシステムとユーザ間のインタラクション
のデータフローを図 5.31に示す．
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図 5.29: We propose a framework that conveys both friction and roughness sensa-
tions to users. Top: Pseudo-haptic feedback provides users with a sense of static
friction force. Bottom: Vibrotactile feedback provides users with surface roughness
information. c⃝2020 IEEE
本システムは stick-slipシミュレータ機能と振動生成機能を持つ．前節で記述した
機能と同等である．
5.8.3 実験
本節では，提案手法により粗さと摩擦を認識可能であるかを検証する．参加者は
22歳から 24歳の 10人（男性 8人，女性 2人）で全員右利きであった．
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図 5.30: Transitions between the stick and slip phases. c⃝2020 IEEE
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図 5.31: Data flow between users and the system. The concept is simply imple-
mented with vibrators and visual displays. c⃝2020 IEEE
実験環境
参加者はポインタを見ながら振動子内蔵ペンをタッチパッド上で動かした (図5.32)．
実験環境はラップトップPC(Apple, MacBookPro 13.3 inch, 2560 x 1600 pixels), ア
ンプ (Lepai Inc., LP-2020A), 振動子内蔵ペンからなる (図 5.32).
実験画面を図 5.33に示す．黒いポインタが可視化され，4つの領域A，B，C，D
上でポインタを動かす．それぞれの領域に対して 4つの振動条件（#1から#4)と視
覚条件（#1から#4)が各試行でランダムに割り当てられる. 例えば，振動条件が
A:#1, B:#3, C:#4, D:#2と割り当てられ，視覚条件がA:#4, B:#3, C:#2, D:#1と
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Amplifier
Pen equipped with vibrator
図 5.32: Image of a participant using the experimental system. Participants moved
the pen on the touchpad while watching the pointer on the screen. c⃝2020 IEEE
図 5.33: The experimental window. c⃝2020 IEEE
割り当てられる．
振動波形は矩形波を用いた．振幅と波長を制御して振動条件を区別する．振動条
件#1–#4の振幅と波長を表 5.8に示す. はじめにカバーすべき振幅と波長を定義し，
それらが感覚的に等分されるように設定した．
視覚条件としての静止摩擦係数 µsを表 5.9に示す.
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表 5.8: The spatial frequency and amplitude of four vibrational conditions. c⃝2020
IEEE
vibrational condition
#1 #2 #3 #4
2.8 1.3 0.2 0.01
2.5 5 10 20
Input
Voltage [V]
Spatial
Frequency
[1/mm]
表 5.9: The static friction coefficient of four visual conditions. c⃝2020 IEEE
visual condition
#1 #2 #3 #4
0 0.4 0.8 1.2
Static
Friction
Coefficient
タスク設計
参加者は画面上の A,B,C,Dの領域で振動刺激と視覚刺激を提示された．そして，
粗さの大きい順と摩擦の大きい順を回答した．回答時間に制限はなく，またどのよ
うにポインタを動かすかの指示は与えられなかった．図 5.33に示されるように画面
下部でのボタンで回答した.
結果
表 5.10: Correct ranking of the order of stimuli in terms of surface roughness for
each vibrational and visual condition. c⃝2020 IEEE
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: 80~90
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粗さ感の認識に関して表 5.10に各視覚条件および振動条件のときの正しく認識し
た確率を示す．正しく順序を指定できた確率の平均値は 86.5%であった．各条件に
対して，チャンスレベル (= 25%)から乖離しているかどうかを検定するため，カイ
二乗適合度検定を行った．視覚条件・振動条件の 16の組み合わせ条件に対していず
れも有意差が見られた (p<0.01).
摩擦感に関しても同様に検証する．表5.11に摩擦の観点で正しく認識できた確率を
示す．平均の認識確率は 80.6%であった. 各条件に対して，チャンスレベル (= 25%)
から乖離しているかどうかを検定するため，カイ二乗適合度検定を行った．視覚条
件・振動条件の 16の組み合わせ条件に対していずれも有意差が見られた (p<0.01).
表 5.11: The percentage of correctly identified sequences of stimuli in terms of surface
static friction for each vibrational and visual condition. c⃝2020 IEEE
visual condition
#1
#2
#3
#4
#1 #2 #3 #4
97.2 67.6 70.8 88.5
73.3 90.3 88.5 63.6 : 90~100
: 80~90
: 70~80
: 60~70
83.9 95.0 75.7 81.3
69.7 82.9 78.8 86.2v
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考察
表 5.10と表 5.11により，参加者は振動による粗さ表現と pseudo-hapticsによる摩
擦表現により，それぞれの度合いの区別が可能であることが示された．これらの刺
激を 80%以上の確率で区別に成功した．知る限り，本提案が最も簡易に粗さおよび
摩擦を同時に提示できる方法である．
本研究では粗さと摩擦の相対的な知覚強度が区別可能であることがわかった．今
後は，特に pseudo-hapticsによる摩擦表現に関して，絶対的な摩擦の知覚強度との
主観的等価点を評価する予定である．また別の研究計画として，実世界の素材に対
して，パラメータを設定して摩擦と粗さを模擬した際に，どの程度正確に模擬でき
るかを検証する．
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振動と pseudo-hapticsを組合せて提示した際の知覚変化についての検討を以下の
表 5.12にまとめる．
表 5.12: 振動と pseudo-hapticsを組合せて提示した際の知覚変化についての検討に
おいて本研究で得られた知見
5.8.4 まとめ
本章では，視触覚間の相互作用による質感拡張技術を検討した．第一に，振動に
よる提示困難な質感次元に対する pseudo-haptics適用の検討を行った．質感次元の
うちで振動による質感提示が困難な凹凸感・摩擦感に焦点を絞り検討した結果，以
下の知見が得られた．
• pseudo-hapticsによる静止摩擦を含めた摩擦感表現手法として，stick-slip現象
において，入力デバイスを動かしているにも関わらず，ポインタが stickして
いるのを観察すると，静止摩擦力が大きいように感じることを示した．また，
バーチャル紐の存在有無がその静止摩擦力の知覚確率に影響を与えることを示
した．さらに静止摩擦係数の設定が大きくなると，静止摩擦力の知覚強度も大
きくなることを示した．
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• タッチスクリーンにおける pseudo-hapticsによる摩擦感表現手法として，タッ
チスクリーン上の背景に対するなぞり動作において，指の移動量に対する背景
の移動量の比（CD比）を小さくすると摩擦抵抗感が生起することを示した．
また反復的になぞり動作を行う場合には，そのCD比が小さくても生起するこ
とを示した．
第二に，振動と pseudo-hapticsを組み合わせた場合に起きる現象について検討し
た．本研究の質感設計・提示の枠組みでは振動提示を基軸とするため，基本的には
振動が刺激として存在する．そのため，振動と pseudo-hapticsを組み合わせた場合
に，どのような知覚効果が得られるかを検討し，次の知見が得られた．
• 振動で提示される粗さ感に対し pseudo-hapticsによる粗さ知覚の変化が起き
るかについて検討し，ユーザが前後左右に振動するポインタを観察しながら振
動を触覚提示されると，振動触覚で表現されるバーチャルな表面が粗く感じる
ことを示した．また，視覚的に提示される振動の振幅が大きい場合には，粗さ
感の強調効果が大きくなることを示した．
• pseudo-hapticsによる摩擦感と振動による粗さを統合して提示する際の認識性
能の調査を行った．stick-slip現象に着目し，stick時に pseudo-hapticsにより
静止摩擦を提示し，slip時に振動提示による粗さを提示することで，4段階の
粗さと 4段階の静止摩擦を 80 % の確率で認識可能であることを示した．
第6章
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6.1 結論
本研究では，振動による質感提示を取り入れたアプリ開発を問題点を解決するた
めに，質感の設計・提示・拡張に関する 3つの技術を開発した（図 6.1．再掲）．各
技術に関して得られた知見を述べる．
図 6.1: Overview of the thesis and relations of three developed technologies.
3章「振動の生成モデルによる質感設計」では，まず，多様な素材の質感を表現
することのニーズを議論した．また，質感表現を振動で実現する場合の，振動設計
のプロセスを整理し設計に関する課題を抽出した．これらの課題を踏まえて，振動
設計ツールの 2つ要件を整理した．これら 2つの要件は，入力された素材情報を表
現する振動を生成可能であること（要件 1）と，ツールへ入力する振動情報の変更
による振動のチューニングが可能であること（要件 2）である．既存の設計手法を
波形編集型・素材収集型・モデリング型に分類し，これら 2つの要件を既存の設計
手法が満たしていないことを明らかにした．次に本研究で活用する深層生成モデル
について，代表的な手法としてAuto Regressive Model，Variational Auto Encoder,
Generative Adversarial Network(GAN)の 3つを比較評価した．さらに，その中で本
研究で用いるGANの先行研究を整理し，本研究の位置付けを明らかにした．
以上を踏まえて，提案する振動生成モデルのコンセプトやネットワークの構成，学
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習方法を示した．構築したモデルが 2つの要件を満たすことを評価した．まず要件
1について，生成振動の妥当性を客観指標による評価とユーザテストにより示した．
客観的な指標として Spectral dissimilarityを用いて，生成データとテストデータ間
の乖離度が，素材の種類（以降素材クラスと呼称）が同一である場合に異なる場合
よりも近いことを明らかにした．ユーザテストにより，人がデータセット内の振動
と生成振動を区別できないことや，その振動が，素材種類や素材画像から想起され
る振動と類似して感じられることを示した．これにより要件 1が満たされることが
示された．次に，要件 2のチューニング性について，2つの素材種類間の中間的な振
動の中間度合いが連続的に変化することを主成分分析により示した．さらにユーザ
テストにより，その中間度合いは単調に変化することを明らかにした．これにより
要件 2が満たされることが示された．最後に，学習に用いていない画像入力時の生
成振動の妥当性をユーザテストにより示した．
4章「振動子透過システムによる質感提示」では，振動の設計時と提示時で振動
子の異なるユースケースを整理した．ユースケースとして例えば，振動の設計時に
はケースがないが，開発後期もしくはエンドユーザへの提示時にはケースが付与さ
れるケースが存在する．そのような振動子が異なるケースにおいては振動子間の周
波数特性が異なるため，過去に設計した入力信号を再利用した際に，出力振動が変
化してしまうという問題を明らかにした．
以上を踏まえて，異なる振動子間の振動子の周波数特性を吸収し，同じ制御用信
号を用いた場合には同じ振動を出力するための振動子透過システムを提案した．こ
の振動子透過システムを実現するワークフローを整理した．このワークフローでは
振動子の周波数特性を予め測定しておけば，この透過システムの内部で、入力信号
を設計時と提示時の周波数特性に適応させる処理が自動的に実行される．このシス
テムの有効性を検証するため、客観的指標と被験者実験の両方を用いて，異なる振
動子環境間での出力振動の再現性を検証した．その結果，提案システムは、幅広い
振動子と入力信号に対して、従来のシステムと比較して振動の再現性を改善可能で
あることが示された．
5章「視触覚間相互作用による質感拡張」では，人の質感知覚する主要次元につ
いて整理し，振動による質感提示の課題として摩擦感を振動のみで提示することの
難しさを議論した．また，視触覚間相互作用やその中でも特に pseudo-hapticsの概
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念について整理した．pseudo-hapticsは身体運動（触覚）と身体運動を反映する物
体の位置や速度（視覚）のズレにより生起される擬似的な触知覚のことである．
そこで本研究では，振動による表現が困難質感次元として摩擦次元を対象に，pseudo-
hapticsによる表現を検討した．具体的には，静止摩擦を含めた摩擦感の表現手法，
および様々な提示環境（タッチパッド・タッチスクリーン）での摩擦感の表現手法
を提案・評価しその有効性を示した．静止摩擦を含めた摩擦感の表現手法に関して，
丁度可知差異を調査する実験し，滑る入力デバイス (触覚)とポインタの固着 (視覚)
の矛盾により，静止摩擦を知覚することを明らかにしたまたマグニチュード推定法
に基づく実験により，摩擦モデルの静止摩擦係数の設定に応じて，静止摩擦の知覚
強度が変化することを明らかにしたさらにタッチスクリーンにおいて，なぞり動作
時の指の移動量に対する背景の移動量の比を小さくすることで摩擦感が知覚される
ことを明らかにした．反復的になぞり動作を行うと，その比が小さくても摩擦感が
知覚されることを明らかにした．
また，本研究では振動を質感提示に用いるため，振動とpseudo-hapticsを組合せた
場合の知覚現象についても検討した．具体的には，振動による粗さ感提示の pseudo-
hapticsによる強調手法および，振動による粗さ感提示と pseudo-hapticsによる摩擦
感提示の統合手法を提案・評価しその有効性を評価した．振動による粗さ感のpseudo-
hapticsによる強調手法に関して，ユーザが前後左右に振動する (視覚的振動)ポイ
ンタを観察しながら振動を触覚提示されると，振動触覚で表現される表面がより粗
く感じられることを示した．また，視覚的振動の振幅が大きい場合には，粗さの強
調効果が大きいことを示した．Pseudo-hapticsによる摩擦感と振動の粗さ感の統合
提示に関して，Stick時に pseudo-hapticsにより静止摩擦を提示し，slip時に振動に
より粗さを提示する際に，4段階の粗さと 4段階の摩擦をそれぞれ個別に 80%程度
の確率で認識可能であることを示した．
6.2 今後の展望
本節では，質感設計・質感提示・質感拡張のそれぞれに関する展望を順に述べる．
質感設計に関して，本研究では振動の生成モデルを初めて提案し，モデルが生成
する振動の観点において有効性を示した．一方で，振動設計のユーザビリティの観
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点では，検討の余地があると考えている．本研究の生成モデルの入力は，素材種類を
示すベクトルとして 108個の素材の成分に相当する．この素材種類の 108個という
数字は，学習に用いたデータセットの素材種類に由来している．振動生成モデルの
学習としては問題ないものの，振動設計のユーザビリティの観点では，代表的な素
材種類に限定した入力を，設計者向けのインターフェースとした方が望ましいと考
えられる．さらには，素材種類等の素材に関する情報を入力とするのではなく，質
感そのものを表現するオノマトペの活用も考えられる．ただし，その場合にもゼロ
からモデル構成や学習方法を検討する必要はなく，本研究で構築したモデルの入力
部に追加でオノマトペと素材種類を変換部をスタックすればよいと想定される．な
お，このユーザビリティの議論を推進するためには，実プロジェクトへ適用し，熟
練者や初心者にとっても設計が容易に行えるか，設計の工数が削減されるかの評価
を行う必要があると考えている．
質感提示に関して，本研究では異なる振動子間で入力信号を再利用した際の再現
性を向上するコンセプトと有効性を示した．しかし，再現性は従来手法より向上し
たものの，同一振動子で同じ入力信号から出力される場合の再現性に及んでいない
ことも明らかになった．振動子の非線形性が 1つの要因と考えられるため，今後改
善方式を検討する必要がある．また，本研究で示したコンセプトを実現するワーク
フローでは，事前に計測した周波数特性が固定であれば，自動的に振動を振動子に
適合することができる．例えば，特定の個人の肌に一定の方法で固定した場合には，
肌と振動子を含むシステムの周波数特性は変化しないため，本研究の提案システム
が有効であると考えられる．しかし，振動子の人の肌への固定度合いや人の肌その
ものの特性にばらつきがあると考えると，システムの周波数特性は変化することと
なり，事前の周波数特性計測ではなく，人の肌に振動子を付けた後の周波数特性の
計測が本来は望ましい．今後は，いかに人に気づかれずにかつリアルタイムに周波
数特性を特定する技術の開発が必要となると考えている．
質感拡張に関して，本研究では，バーチャルな物体表面の質感の摩擦感や粗さ感
を表現する手段として pseudo-hapticsを適用することを検討した．ところが本研究
での評価したコンセプトは，バーチャルな物体表面だけでなく，実物体を触る際に
も適用可能である可能性がある．そこで今後は，指やペンで実物素材をなぞるケー
スにおいての適用検討を行う．また，本研究では視覚のみを用いて触知覚を変化さ
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せる視触覚間相互作用を対象に議論したが，視覚ではなく聴覚を用いる手法につい
ても検討を行いたいと考えている．
謝辞
謝辞 148
本論文は，著者が株式会社日立製作所 横浜研究所在籍中に，電気通信大学情報
理工学研究科情報学専攻博士後期課程において挙げた研究成果をまとめたものです．
指導教員である広田光一教授，野嶋琢也准教授，梶本裕之教授には，本論文の構成
にあたって多大なるご指導をいただき，深く感謝申し上げます．また副査である坂
本真樹教授，柳井啓司教授には，審査を通じて本論文へのご指導をいただき，深く
感謝申し上げます．櫻井翔特任助教をはじめとする広田研・野嶋研の皆様には本論
文に関する研究について，研究会などを通じてご助言をいただき感謝申し上げます．
東京大学大学院新領域創成科学研究科の伴祐樹助教には，本論文執筆のきっかけ
を与えてくださるとともに，研究の指針や技術課題に対して多大なるご指導をいた
だき，深く感謝申し上げます．また東京大学情報理工学系研究科の廣瀬研の皆様に
は，学会などを通じてご助言をいただき，感謝申し上げます．
株式会社日立製作所の職場の皆様には，業務と直接結びつかない活動であるのに
も関わらず，さまざまな面でサポートいただき深く感謝申し上げます．最後に，本
論文の執筆にあたり，常に生活を支えてくれた妻に感謝いたします．
2020年 9月 30日
参考文献
参考文献 150
[1] Amazon.com. https://www.amazon.com/. (Accessed on 01/02/2020).
[2] 床材・ラグ・カーペット専門店 スタイルダート. https://www.a-yuka.com/
shop/sample.html. (Accessed on 01/02/2020).
[3] Rug and more!ラグとカーペットの専門店. https://www.rug-andmore.com/
?mode=f4. (Accessed on 01/02/2020).
[4] Human interface guidelines. https://developer.apple.com/ios/
human-interface-guidelines/user-interaction/gestures/. (Accessed
on 01/02/2020).
[5] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-
Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio. Generative Ad-
versarial Nets. In Proceedings of Advances in Neural Information Processing
Systems, pp. 2672–2680, 2014. http://arxiv.org/abs/1406.2661v1.
[6] Mehdi Mirza and Simon Osindero. Conditional Generative Adversarial Nets.
In Proceedings of CoRR, 2014. http://arxiv.org/abs/1411.1784.
[7] Scott Reed, Zeynep Akata, Xinchen Yan, Lajanugen Logeswaran, Bernt
Schiele, and Honglak Lee. Generative Adversarial Text to Image Synthesis. In
Proceedings of International Conference on Machine Learning, pp. 1060–1069,
2016. https://arxiv.org/abs/1605.05396.
[8] Robert F Schmidt. Fundamentals of Sensory Physiology. Springer, 1980.
[9] Kenneth Johnson. Neural Basis of Haptic Perception. Stevens’ Handbook of
Experimental Psychology, 2002.
[10] Roland S Johansson and Åke B Vallbo. Tactile Sensory Coding in the Glabrous
Skin of the Human Hand. Trends in Neurosciences, Vol. 6, pp. 27–32, 1983.
[11] Ake B Vallbo, Roland S Johansson, et al. Properties of Cutaneous Mechanore-
ceptors in the Human Hand Related to Touch Sensation. Hum Neurobiol,
Vol. 3, No. 1, pp. 3–14, 1984.
参考文献 151
[12] Jeremy M Wolfe, Keith R Kluender, Dennis M Levi, Linda M Bartoshuk,
Rachel S Herz, Roberta L Klatzky, Susan J Lederman, and DM Merfeld.
Sensation & Perception. Sinauer Sunderland, MA, 2006.
[13] Roland S Johansson and AB Vallbo. Tactile Sensibility in the Human Hand:
Relative and Absolute Densities of Four Types of Mechanoreceptive Units in
Glabrous Skin. The Journal of Physiology, Vol. 286, No. 1, pp. 283–300, 1979.
[14] George A Gescheider. Psychophysics: the Fundamentals. Psychology Press,
2013.
[15] Miyuki Morioka and Michael J Griffin. Thresholds for the Perception of Hand-
transmitted Vibration: Dependence on Contact Area and Contact Location.
Somatosensory & Motor Research, Vol. 22, No. 4, pp. 281–297, 2005.
[16] Lynette A Jones and Susan J Lederman. Human Hand Function. Oxford
University Press, 2006.
[17] Ali Israr, Hong Z Tan, and Charlotte M Reed. Frequency and Amplitude
Discrimination Along the Kinesthetic-cutaneous Continuum in the Presence
of Masking Stimuli. The Journal of the Acoustical Society of America, Vol.
120, No. 5, pp. 2789–2800, 2006.
[18] Jonghyun Ryu, Jaehoon Jung, Gunhyuk Park, and Seungmoon Choi. Psy-
chophysical Model for Vibrotactile Rendering in Mobile Devices. Presence:
Teleoperators and Virtual Environments, Vol. 19, No. 4, pp. 364–387, 2010.
[19] George A Gescheider, John H Wright, and Ronald T Verrillo. Information-
processing Channels in the Tactile Sensory System: A Psychophysical and
Physiological Analysis. Psychology press, 2010.
[20] Jan BF van Erp and Michiel MA Spapé. Distilling the Underlying Dimensions
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