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Krylov-subspace methods are very effective solvers for linear systems generated
from partial differential equations if a suitable preconditioner is used. We pro-
pose, describe and test Schur-based block preconditioners for block centered finite
difference method of Darcy-Forchheimer model. Bounds and clustering behavior
of the preconditioned matrix eigenvalues will be studied and analyzed. Extensive
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تستخدم في محاكاة حركة الزيت والغاز في مكامن النفط ذات المسامية الوسط.  معادلة دارسي فوركيمر
في هذا البحث سنطبق طريقة الفروق المحدودة المتوسطة حيث سينتج لنا أنظمة خطية ذات عدد هائل 
من المجاهيل؛ ولحل هذا النظام فإنه يتطلب منا الكثير من الحسابات التي تستغرق الكثير من الوقت 
ها باستخدام الخوارزميات الحاسوبية. وفي هذا البحث سنقترح عدة أنواع من المحسنات القطرية إلنهائ
لهذه األنظمة الخطية وبالتالي تقليل الوقت المطلوب لحلها. ايضا سنقوم بدراسة وتحليل الحدود للقيم 






































































arises. The system (1.1) is called the generalized saddle point system [1]. Saddle
point problems arise naturally in many fields such as:
 Discretization of the Darcy problem [2].
 Approximating the solution of partial differential equations using mixed fi-
nite element. [3]
 Computational fluid dynamics. [4]
 Optimal control problems. [5]
1
 Constrained optimization problems. [6]
 Image reconstruction problems. [7]
In this dissertation, we consider the saddle point system which arises from the
discretization of the Darcy-Forchheimer problem. The coefficient matrix of the
resulting linear system is symmetric and indefinite. This means that the matrix
has some positive eigenvalues and some negative eigenvalues. Also, the coefficient
matrix has a high condition number and a large size. The condition number
increases as the number of blocks along the x-axis ( 1
mesh size
) increases as shown
in Figure 1.1.
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Figure 1.1: Condition number vs Number of blocks along the x-axis.
The huge size of the coefficient matrix has made solving the linear system dif-
ficult using the direct methods. This is because the direct methods require O(n3)
arithmetic operations where n is the order of the coefficient matrix. Hence, it is
preferable to use iterative schemes based on Krylov subspace methods; for instance
the generalized minimum residual method (GMRES)[8], the minimum residual
method (MINRES)[9] and the conjugate gradient method (CG)[10]. However,
2
these iterative methods are very slow in terms of convergence and are sensitive
to the condition number of the coefficient matrix. To overcome this problem, we
propose several preconditioners to reduce the number of iterations for the Krylov
subspace methods and hence accelerate the convergence. These preconditioners
are based on Schur complement block diagonal or block tri-diagonal matrices. In
the following section, we present some important properties for the saddle point
system which will be studied in this dissertation.
1.2 Saddle Point Matrices and Their Properties
In this section, we give some properties of the coefficient matrix A in (1.1) where
A ∈ Rn×n, B1, B2 ∈ Rm×n, and C ∈ Rm×m with m ≤ n .
1.2.1 Block Factorizations



























































































where S = −B2A−1BT1 − C is called the Schur complement of the (1, 1) block, A
in A.
1.2.2 Solvability Conditions
In this subsection, we discuss the solvability conditions for the system (1.1). In
the factorizations (1.2-1.4), we assume that A is nonsingular. Moreover, if S is
invertible then A is also invertible. However, for the invertibility of S, we need to
put some conditions on the matrices A,B1, B2 and C.
Theorem 1.1 ([1], theorem 3.1) Let A be symmetric positive definite, C be
symmetric positive semidefinite and B1 = B2 = B. If ker(B
T ) ∩ ker(C) = {0},
then the matrix A is invertible.
Corollary 1.1.1 Let A be symmetric positive definite, C = 0 and B1 = B2 = B
with full rank. Then the matrix A is invertible and hence S = BA−1BT is also
invertible.
Proof. The invertibility of A follows directly from theorem (1.1). We will show
the invertibility of S. Let 0 6= x ∈ Rm.
Since A ( and therefore A−1) is symmetric positive definite, we have
xTSx = xTBA−1BTx = yTA−1y > 0 where y = BTx
Now we need to show y = BTx 6= 0 whenever x 6= 0. Assume not, that is BTx = 0
for some x 6= 0. Then x ∈ null(BT ). Using the rank-nullity theorem for BT , we
4
get
rank(BT ) + nullity(BT ) = m
that’s nullity(BT ) = 0 since rank(BT ) = rank(B) = m. Hence x = 0 which leads
to a contradiction.
For the case of a symmetric positive semidefinite matrix A, we have the following
theorem.
Theorem 1.2 ([1], theorem 3.2) Let C = 0, A be symmetric positive semidefi-
nite, and B1 = B2 = B with full rank. Then the saddle point matrix A is invertible
if and only if ker(A) ∩ ker(B) = {0}.
Note that we can relax the condition that A be positive semidefinite. We only
need A to be definite on ker(B). (see the proof of theorem 3.2 in [1]). For more
discussions, we refer to [1].
1.2.3 Inverse of Saddle Point Matrices
Assume that A is invertible, and the Schur complement matrix S = −C −
B2A
−1BT1 is invertible, then the saddle point matrix A is invertible. A−1 is given



























For the case (A is singular, C is invertible), we can find similar formula for A−1,
see [1] for details.
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1.2.4 Eigenvalues for Saddle Point Matrices
In this subsection, we study the eigenvalues of the saddle point matrix A in (1.1.
We begin by the definition of inertia.
Definition 1.1 (Inertia) For a symmetric matrix A, we mean by the inertia,
the triplet of nonnegative integers (n, z, p) where n, z, and p denote the number of
negative, zero, and positive eigenvalues of A respectively.
Theorem 1.3 (Sylvester Law of Inertia [11], Theorem 8.1.5) Let A ∈
R
n×n be symmetric and D ∈ Rn×n be nonsingular, we say that the matrices A
and D are congruent if A and DTAD have the same inertia. i.e. they have the
same number of negative, zero, and positive eigenvalues.
Now, we study the eigenvalues for the saddle point matrix A in (1.1). Here,
we consider the standard saddle point matrix A where A is symmetric positive
definite, C is symmetric positive semidefinite (could be zero) and B1 = B2 = B

































































. Therefore, by Sylvester’s Law of Inertia,
6
the saddle point matrix A has n positive and m negative eigenvalues (as A is
symmetric positive definite with n positive eigenvalues and S is negative definite
with m negative eigenvalues). In other words, A is indefinite.
Now, we present two important theorems which will be used in this research.

























where M and S = BM−1BT are symmetric positive definite matrices (SPD). Let
0 < µ1 ≤ µ2 ≤ ... ≤ µn, 0 < σ1 ≤ σ2 ≤ ... ≤ σm be the eigenvalues of M and

































. Let 0 < µ1 ≤ µ2 ≤ ... ≤ µn be the eigenvalues of M and let
0 < τ1 ≤ τ2 ≤ ... ≤ τm be the singular values of B. Then the eigenvalues of A are
7



























1.3 Krylov Subspace Iterative Methods
The Krylov subspace associated with the matrix A and vector b is defined by
Kn(A, b) = span{b, Ab, A2b, ..., An−1b}. (1.9)
For the linear system Ax = b, Krylov subspace methods compute the iterated
solution xn such that:
xn − x0 ∈ Kn(A, r0), n = 1, 2, ..., (1.10)
where x0 is the initial guess corresponding to the residual vector r0 = b− Ax0.
In general, for i ≥ 0, ri = b−Axi is called the residual vector associated with xi.
From (1.10), we obtain




ir0, αi ∈ R( scalers ). (1.11)
Or xk =x0 + p(A)r0, (1.12)
8




Now, multiply (1.12) by A then subtract the result from b to obtain
b− Axk =b− Ax0 −Ap(A)r0. (1.13)
Or equivalently rk =r0 − Ap(A)r0 = Q(A)r0, (1.14)




Equation (1.14) defines all Krylov subspace iterative methods. The orthogonality
properties of the matrix A characterize the Krylov subspace methods.
For instance, if A is symmetric positive definite, then the suitable Krylov subspace
method is the conjugate gradient method (CG) [10]. The CG method minimizes
the A-norm of the error ‖x− xk‖A over the Krylov subspace and it requires only
one matrix-vector multiplication by A .
For the case of a symmetric indefinite matrix A, we cannot define a norm since
uTAu takes both negative and positive values. Then the suitable Krylov subspace
method is the minimum residual (MINRES) method [9]. MINRES requires one






For the case of a non-symmetric matrix A, we don’t have an obvious Krylov sub-
space method to use. In fact, there are many Krylov subspace methods which are
used in this case. The most popular one is the generalized minimal residual (GM-
RES) method [8, 14]. GMRES minimizes the Euclidean norm of the residual and
it requires lots of computations and storage at each iteration. Hence, we can say
9
that GMRES is a good method if we need few iterations to achieve convergence.
This would be the case if we implement a good preconditioner.
Any Krylov subspace iterative method computes a sequence of vectors x1, x2, ...
which converges to the solution x of the system Ax = b. For the case of ill-
conditioned linear systems, these methods are very slow in terms of convergence.
To overcome this problem, we implement a suitable preconditioner, see for exam-
ple [14, 15, 16, 17, 18, 19, 20, 21]
1.4 Preconditioning Techniques
1.4.1 Idea of a Preconditioner
To illustrate the idea of preconditioning, consider a preconditioner matrix P for
the linear system
Ax = b, (1.15)
which is equivalent to the following linear system:
P−1Ax = P−1b, (1.16)
but (1.16) may be faster than (1.15). A good preconditioner P reduces the num-
ber of iterations and at the same time does not increase significantly the CPU
time in each iteration. The preconditioner P should be easy to construct and
invert. Also, the preconditioned matrix P−1A should have clustered eigenvalues.
10
Moreover, a preconditioned matrix P−1A with few distinct eigenvalues guarantees
few iterations needed for convergence.
1.4.2 Literature Review
To use Krylov subspace iterative methods efficiently, we need to implement an
appropriate preconditioner. According to [22, 23], we are not sure who introduced
the term ”preconditioning” for the first time. It appears that Turing used it for
the first time in his paper in 1948 [24]. Evans used the term of preconditioning
with iterative methods in his paper [25], see [23]. Cesari, for the first time, used
preconditioning to reduce the condition number and to improve convergence of
some iterative methods in his paper [26], see [23].
Several preconditioners are developed for general saddle point problems which



































where A ∈ Rn×n is nonsingular, B,C ∈ Rm×n with m < n are of full rank, and
D ∈ Rm×m.
Murphy, Golub and Wathen [27] considered the case D = 0 and proposed the
11



































. Thus, if a suitable preconditioned Krylov subspace method is used, then
the method will terminate after at most 3 steps.



































. Hence, convergence is assured after at most 3 steps if a suitable precondi-
tioned Krylov subspace method is used.
12


















































and showed that H−1+ A has two distinct eigenvalues ±1 while H−1− A has only one
eigenvalue 1. Hence, a suitable preconditioned Krylov subspace method will con-
verge after at most two iterations in either of the two preconditioner matrices.
For specific problems such as the fluid problems, several preconditioners are pro-
posed and analyzed in (Silvester and Wathen [30], Fairag and Wathen [31], Stoll
and Wathen [32]).
For the Darcy problem, block preconditioning techniques for Krylov subspace
methods have been studied by several authors, for example by Powell and Sil-
vester [33, 34] using discrete divergence matrix, Fairag, Alshahrani and Tawfiq
[2] using non-standard inner product and Axelsson, Blaheta, Byczanski, Karatson
and Ahmad [35] using regularized weight matrix.
For the Darcy-Forchheimer problem, we developed two preconditioners for the






In this section, we will introduce the Darcy’s flow problem in porous medium.
This problem is important in many fields such as oil recovery and the modeling
of groundwater pollution. The Darcy law is given by the following equation:
µK−1u+∇p = ρg̃∇H̃. (2.1)
The unknowns are the pressure p the velocity u. While µ,K, g̃, ρ and H̃ denote
the viscosity coefficient, the permeability tensor, the gravitational constant, the
density of the fluid and the domain depth, respectively. In this research, we take
K = kI, where k ≥ 0 and I denotes the identity matrix.
14
As we can see from (2.1), there is a linear relationship between the pressure gra-
dient and the velocity. This relationship is verified by experiments done by Darcy
in 1856. He considered small porosity, small permeability and low velocity. How-
ever, this relationship is not valid if the velocity is high. In fact, the relationship
between the pressure gradient and the velocity will be nonlinear in this case as
Forchheimer proposed in 1901. He introduced the term βρ|u|u to obtain the
revised equation. The Forchheimer law is
µK−1u+ βρ|u|u+∇p = ρg̃∇H̃, (2.2)
where β represents the Forchheimer number.
2.2 Problem Statement and Notation









u+∇p = g, in Ω,
∇ · u = f, in Ω,
u · n = 0, on ∂Ω,
(2.3)
with the compatibility condition
∫
Ω
f dxdy = 0.
The unknowns are the pressure p and the velocity u = (u1, u2). Here n denotes
the outward normal unit vector to ∂Ω and |.| denotes the Euclidean norm where
|u|2 = u · u. The function f ∈ L2(Ω) where f = f(x) represents the sink of the
15
system while g = ρg̃∇H̃ .
Before we drive the Block-Centered Finite Difference Method (BCFDM) for our




≤ C2, C1 ≤ βρ ≤ C2. (2.4)
In this study, we consider the domain Ω = (0, 1)× (0, 1) and we use the partition
δx × δy as in [36] where
δx : 0 = x1/2 < x3/2 < ... < xNx−1/2 < xNx+1/2 = 1,
δy : 0 = y1/2 < y3/2 < ... < yNy−1/2 < yNy+1/2 = 1.










k = yj+1/2 − yj−1/2,
Ωi,j = (xi−1/2, xi+1/2)× (yj−1/2, yj+1/2),
Ωi+1/2,j = (xi, xi+1)× (yj−1/2, yj+1/2),
Ωi,j+1/2 = (xi−1/2, xi+1/2)× (yj, yj+1).
16
Along this research, we take Ny = Nx.
For a function v(x, y), let vs,t denote v(xs, yt) where s takes the values i, i + 1/2
for i ≥ 0 and t takes the values j, j + 1/2 for j ≥ 0.















2.3 Two Dimensional Discretization
In this section, we discretize the Darcy–Forchheimer problem in two dimensions










u2 + py = g2, x ∈ Ω (2.6)
u1,x + u2,y = f, x ∈ Ω (2.7)
u · n = 0, x ∈ ∂Ω (2.8)




, α2 = βρ. (2.9)
17
and assume that α2 is a positive constant.
For a vector (V,W ), define the norm function
R(V,W ) =
√
V 2 +W 2, (2.10)













































To apply the block-centered finite difference method (BCFDM), we start by fix-
ing the mesh size h = 1
Nx
and we discretize the problem (2.3) by dividing Ω
into Nx × Nx square cells each of length h. The block-centered finite difference
method (BCFDM) approximates the pressure at the center of each cell while the
x-component and the y-component of the velocity are approximated along the
midpoints of the sides as shown in Figure 2.1 for the 4× 4 mesh.
18
Figure 2.1: Mesh 4 × 4.
Applying the BCFDM for the Darcy-Forchheimer problem yields :
(
α1,i+1/2,j + α2[QxU ]i+1/2,j
)
U1,i+1/2,j + [dxP ]i+1/2,j = g1,i+1/2,j,
for i = 1, ..., Nx − 1, j = 1, ..., Nx. (2.13)
(
α1,i,j+1/2 + α2[QyU ]i,j+1/2
)
U2,i,j+1/2 + [dyP ]i,j+1/2 = g2,i,j+1/2,
for i = 1, ..., Nx, j = 1, ..., Nx − 1. (2.14)
[DxU1]i,j + [DyU2]i,j = fi,j , for i, j = 1, ..., Nx. (2.15)
19
with the boundary conditions
U1,1/2,j = U1,Nx+1/2,j = U2,i,1/2 = U2,i,Nx+1/2 = 0, for i, j = 1, 2, ..., Nx. (2.16)
2.4 Darcy Problem
If β = 0, then the problem (2.3) is reduced to the Darcy problem. Hence, equations
(2.13-2.15) become
hα1,i+1/2,jU1,i+1/2,j + Pi+1,j − Pi,j = hg1,i+1/2,j ,
for i = 1, ..., Nx − 1, j = 1, ..., Nx. (2.17)
hα1,i,j+1/2U2,i,j+1/2 + Pi,j+1 − Pi,j = hg2,i,j+1/2,
for i = 1, ..., Nx, j = 1, ..., Nx − 1. (2.18)
U1,i−1/2,j − U1,i+1/2,j + U2,i,j−1/2 − U2,i,j+1/2 = −hfi,j ,
for i, j = 1, ..., Nx. (2.19)
with the boundary conditions (2.16).
20
2.5 Darcy Matrices
In this section, we will assemble the resulting linear system of equations. Equa-
tions (2.17-2.19) give us the following linear system with size (n +m) × (n +m)





































































































































































































































































































































































































































































































































diagonal matrix with (A1)k,k = hα1,i+1/2,j ,






diagonal matrix with (A2)k,k = hα1,i,j+1/2,
where j = 1, ..., Nx − 1, i = 1, ..., Nx and k = i+ (j − 1)Nx.
B1 and B2 are of size m× n2 with:
B1 = INx ⊗E and B2 = E ⊗ INx , (2.23)
22
where ⊗ represents the Kronecker product of matrices , INx represents the Nx×Nx


















−1 0 0 0
1 −1 0 0
0 1
. . . 0
0 0
. . . −1



















Remark 1 The linear system (2.20) has rank n + m − 1. Thus, the pressure p
and its approximation P are determined up to a constant. We use the following
condition to find them uniquely
p(x1,1) = P1,1 = 0. (2.24)
23
2.6 Darcy-Forchheimer Problem
























+ Pi+1,j − Pi,j























+ Pi,j+1 − Pi,j
− hg2,i,j+1/2 = 0 for i = 1, ..., Nx, j = 1, ..., Nx − 1, (2.26)
U1,i−1/2,j − U1,i+1/2,j + U2,i,j−1/2 − U2,i,j+1/2 = −hfi,j for i, j = 1, ..., Nx,
(2.27)
with the boundary conditions (2.16).
24





































Note that bl, tl, br and tr denote the bottom left, top left, bottom right and
top right corners respectively. These four corners are used to approximate the
Euclidian norm of the velocity, see Figure 2.2.
Figure 2.2: Corners.
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Qx,bl +Qx,tl +Qx,br +Qx,tr
)







Qy,bl +Qy,tl +Qy,br +Qy,tr
)
+ Pi,j+1 − Pi,j = 0, for i = 1, ..., Nx, j = 1, ..., Nx − 1, (2.29)
T3,i,j :=U1,i−1/2,j − U1,i+1/2,j + U2,i,j−1/2 − U2,i,j+1/2 + hfi,j = 0
for i, j = 1, ..., Nx. (2.30)
Remark 2 The pressure p and its approximation P are determined up to a con-
stant. To determine them uniquely, we set
p(x1,1) = P1,1 = 0. (2.31)
2.7 Darcy-Forchheimer Matrices
In this section, we will assemble the resulting nonlinear system of equations. Equa-
tions (2.28-2.30) give us the following non-linear system with size (n+m)×(n+m)
26









A1(U1, U2) 0 B
T
1


























































diagonal matrix such that:




Qx,bl +Qx,tl +Qx,br +Qx,tr
)
,






diagonal matrix such that:




Qy,bl +Qy,tl +Qy,br +Qy,tr
)
,
where j = 1, ..., Nx − 1, i = 1, ..., Nx and k = i+ (j − 1)Nx. (2.34)
2.8 Derivation of the Jacobian











































where (T1 − T3) are defined in (2.28-2.30). To solve the non-linear system (2.32),
we use the Newton’s Method. Hence, we need to solve the sequence of linear
systems:
































































where U1, U2, P and F are defined in (2.21). K1, K2 and K3 are defined in (2.28-





(0))T is taken to be the Darcy solution. We





































































































































































































































































































matrix which comes from
∂T2
∂U1
. The matrix M3 can be defined by
the following algorithm:
v(s, t) = (t− 1)(Nx − 1) + (s− 1/2), index for red.
w(s, t) = (t− 3/2)(Nx) + s, index for black.
for j = 1 to Nx − 1 do
for i = 1 to Nx do
Define
col = i+ (j − 1)Nx,
ROWtl = v(i− 1/2, j + 1), ROWtr =v(i+ 1/2, j + 1),




























2.9 The (1,1) Block Matrix M in J














Jacobian matrix J explicitly.
Note that for j = 1, ..., Nx, i = 1, ..., Nx − 1














































































































































Also, for j = 1, ..., Nx − 1, i = 1, ..., Nx






































































































where Lj , Vj are (Nx − 1)×Nx matrices such that:



































































































































The aim of using preconditioning is to reduce the number of iterations for the
Krylov subspace methods and hence accelerate the convergence. A good precon-
ditioner P reduces the number of iterations and at the same time does not increase
significantly the CPU time in each iteration. Moreover, a preconditioned matrix
P−1A with few distinct eigenvalues guarantees few iterations needed for conver-
gence. In this research study, we develop two preconditioners for the linear system
(2.36). These preconditioners are based on Schur complement block diagonal or
37







































3.1 The Exact Preconditioner PE
In this section, we state the bounds for the eigenvalues of the preconditioned
























with M ∈ Rn×n is symmetric positive definite , B ∈ Rm×n(m < n) is of full rank.









is due to Murphy, Golub and Wathen [27]. For the importance of this result, we
will include its proof.























, M is symmetric
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Note that the system (3.2) is invertible since M is symmetric positive definite and
B has full rank (see theorem (1.1.1)). Hence we consider the nonzero eigenvalues.




BT y = 0
Bx = BM−1BTy
.
BTy = 0 implies y ∈ null(BT ) and using the rank-nullity theorem for BT , we get
rank(BT ) + nullity(BT ) = m (3.3)
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since rank(BT ) = rank(B) = m, then nullity(BT ) = 0. So, y = 0 which implies
Bx = 0 hence x ∈ Null(B). Using the rank-nullity theorem for B, we get
rank(B) + nullity(B) = n (3.4)
since rank(B) = m then nullity(B) = n−m. Therefore, there exist n−m linearly











is an eigenvector associated with λ = 1.
So λ = 1 is an eigenvalue repeated n−m times.
For λ 6= 1, multiplying the first equation in (3.2) on the left by λBM−1 implies
λBx+ λBM−1BTy = λ2Bx.
Using the second equation in (3.2), we get
λBx+Bx = λ2Bx,
hence
(λ2 − λ− 1)Bx = 0.





Note that Bx 6= 0. If not, then by the second equation in (3.2), we get
λBM−1BT y = 0. (3.5)
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So, either λ = 0 or Sy = 0 where S = BM−1BT . But λ 6= 0 since the system (3.2)
is invertible. Also, if Sy = 0 then y = 0 since S is invertible by theorem (1.1.1).
Hence by the first part of (3.2), we get λ = 1 which leads to a contradiction.
3.2 Schur Complement Approximation Based
Preconditioner PS




























with M ∈ Rn×n is symmetric positive definite , B ∈ Rm×n(m < n) is of full rank
and Md = diag(M). The bounds will be given in two theorems.
Theorem 3.2 Let M and S = BM−1BT be symmetric positive definite ma-


























. Let 0 < z1 ≤ z2 ≤ ... ≤
zm be the eigenvalues of S
−1
















































































































Bx = λBM−1d B
Ty
. (3.6)
Note that the system (3.6) is invertible since M is symmetric positive definite and
B has full rank (see theorem (1.1.1)). Hence we consider the nonzero eigenvalues.




BT y = 0
Bx = BM−1d B
Ty
.
Now, BTy = 0 implies y ∈ null(BT ) and using the rank-nullity theorem for BT ,
we get nullity(BT ) = 0 since rank(BT ) = rank(B) = m. So, y = 0 which implies
Bx = 0 hence x ∈ null(B). Using the rank-nullity theorem for B, we get
rank(B) + nullity(B) = n (3.7)
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since rank(B) = m then nullity(B) = n−m. Therefore, there exist n−m linearly











is an eigenvector associated with λ = 1.
So λ = 1 is an eigenvalue repeated n−m times.
For the case λ 6= 1, multiplying the first equation of (3.6) on the left by BM−1
yields:
Bx+BM−1BTy = λBx. (3.8)
Using the second equation in (3.6) yields :
λSdy + Sy = λ
2Sdy,
Sy = (λ2 − λ)Sdy.
Multiplying the last equation on the left by S−1d gives
S−1d Sy = (λ
2 − λ)y.
Let zi be the eigenvalues of S
−1
d S where i = 1, 2, ..., m. Or in other words,
zi = λ
2
i − λi. (3.9)






, i = 1, 2, ..., m. (3.10)
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Since we have the ± sign, we get the rest 2m values for λ.
Now, to estimate λi for i = 1, 2, ..., m, we start by noticing that z1 ≤ zi ≤ zm
which implies
√
1 + 4z1 ≤
√
1 + 4zi ≤
√
1 + 4zm . (3.11)
Now, we need to consider the following two cases.
Case 1: (λi > 0)

























which establishes an upper and a lower bound for the positive eigenvalues.
Case 2: (λi < 0)

























which establishes an upper and a lower bound for the negative eigenvalues.
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. Let 0 < µ1 ≤ µ2 ≤ ... ≤ µn, 0 < σ1 ≤
σ2 ≤ ... ≤ σm, 0 < z1 ≤ z2 ≤ ... ≤ zm be the eigenvalues of M,S = BM−1BT






















Proof. First, we need to transform P−1S A to the saddle point form. Note that











































































































































d S are similar matrices
= z1,
similarly, σ̃m = zm.









d are well de-
fined because PS, M and S are positive definite matrices.
Remark 4 Similar bound to (3.12) can be obtained using the Rusten-Winther
estimate (1.5). The proof is given below.
Proof. After we express P−1S A in a saddle point form as in the proof of theorem








µ̃1 = µ̃n = 1,



























d S are similar
= z1,
similarly, τ̃ 2m = zm.
3.3 Mass Matrix and Schur Complement Ap-
proximation Based Preconditioner PM,S




























Here Md = diag(M). The bounds will be given in the following two theorems.
47

























. Let 0 < µ1 ≤ µ2 ≤ ... ≤ µn, 0 < w1 ≤
w2 ≤ ... ≤ wn, 0 < z1 ≤ z2 ≤ ... ≤ zm be the eigenvalues of M,M−1d M and S−1d S























Proof. First, we need to transform P−1M,SA to the saddle point form. Note that

































































































































































d M are similar
= w1,




















d S are similar
= z1,
similarly, σ̃m = zm.












d are well de-
fined because PM,S,Md and S are positive definite matrices.

























. Let 0 < µ1 ≤ µ2 ≤ ... ≤ µn , 0 <
w1 ≤ w2 ≤ ... ≤ wm be the eigenvalues of M,M−1d M respectively. Then for
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Proof. After we express P−1M,SA in a saddle point form as in the proof of theorem






























d M are similar
= w1,
similarly, µ̃n = wn,
τ̃ 21 = min
i
λi(B̃B̃


















d ) = mini
λi(Im) = 1,




In this section, we execute numerical experiments to test the performance of the










u+∇p = g, in Ω = [0, 1]× [0, 1],
∇ · u = f, in Ω,
u · n = 0, on ∂Ω,
(4.1)
with the compatibility condition
∫
Ω
f dxdy = 0.
We take µ = 1, ρ = 1, k−1 = 1+ c(x2 + y2) with c = 105. For large values of c, the
problem (4.1) is very challenging, see Figure 4.1.
All Numerical experiments were carried out using a Laptop, Intel(R) Core i3
M370, CPU @2.39 Ghz, 3.0 GB memory (RAM), Windows 7 Ultimate (32 bit)
operating system, and MATLAB R2015b.
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Figure 4.1: Contour of the function
1
1 + c(x2 + y2)
with c = 1000.
4.1 Eigenvalues Clustering
In this section, we present the eigenvalue bounds for the preconditioned matrix
P−1A where P is one of the developed preconditioners PS or PM,S. We consider
the Darcy-Forchheimer problem (4.1) with β = 0.00005 and we apply the block-
centered finite difference method (BCFDM) with h =
1
32
to get the linear system
whose coefficient matrix A is in the saddle point form. The eigenvalue bounds for
the preconditioned matrix P−1A are reported in Tables 4.1-4.2.
Preconditioner Theorem Bound
Computed [−0.7802,−0.5276] ∪ {1} ∪ [1.5276, 1.7802]
PS (3.2) [−0.7802,−0.5276] ∪ {1} ∪ [1.5276, 1.7802]
(3.3) [−0.7802,−0.5276] ∪ [1, 1.7802]
Table 4.1: Eigenvalue bounds for P−1S A with h = 1/32, β = 0.00005.
Here in Table 4.1, the computed row denotes the computed eigenvalue bounds
using the built-in MATLAB eig function. Note that the computed row and theo-




Computed [−0.7013,−0.5555] ∪ [0.7089, 1.8154]
PM,S (3.4) [−0.8467,−0.4741] ∪ [0.6774, 2.1694]
(3.5) [−0.7171,−0.5376] ∪ [0.6774, 1.8602]
Table 4.2: Eigenvalue bounds for P−1M,SA with h = 1/32, β = 0.00005.
Also in Table 4.2, the computed row denotes the computed eigenvalue bounds
using the built-in MATLAB eig function. Notice that theorem (3.5) bounds are
better than theorem (3.4) bounds.
4.2 Preconditioners Efficiency
In this section, we compare the efficiency of the developed preconditioners PS and
PM,S by several tables and graphs. We consider the Darcy-Forchheimer problem




p(x, y) = x2(x− 1)2 + y2(y − 1)2
u(x, y) = −∇p(x, y) = −
(
2x(x− 1)(2x− 1), 2y(y − 1)(2y − 1)
)T
. (4.2)
The functions f and g are determined according to the analytical solution as
follows:














ĝ(x, y) = 1− k−1 − 2β
√
x2(x− 1)2(2x− 1)2 + y2(y − 1)2(2y − 1)2,
with
k−1 = 1 + c(x2 + y2).
f(x, y) = −12x2 + 12x− 12y2 + 12y − 4.
Now, we apply (BCFDM) with h =
1
32
for this test problem to obtain the lin-
earized system with symmetric indefinite coefficient matrix. To solve this system,
we use the built-in MATLAB MINRES function with tolerance 10−6 and the
maximum number for MINRES iterations is taken to be 3000. We implement the
preconditioner matrices PS and PM,S into MINRES to have faster convergence.
The iteration counts for MINRES in each Newton’s step with different Forch-
heimer numbers β and different preconditioners are reported in Tables 4.3-4.4.





Table 4.3: Number of MINRES iterations for different preconditioners
with h = 1/32, β = 0.005.
For example, in Table 4.3, if PS is implemented into MINRES as a pre-
conditioner, then MINRES needs 15 iterations in the first Newton’s step , 17
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iterations in the second and third Newton’s step and so on. While if there is no
preconditioner being implemented into MINRES (P = I), then MINRES needs
2334 iterations in the first Newton’s step , 2356 iterations in the second Newton’s
step and 2640 iterations in the third Newton’s step and so on. This shows that
the developed preconditioners are efficient in the sense of great reduction of
MINRES iterations.





Table 4.4: Number of MINRES iterations for different preconditioners
with h = 1/32, β = 0.00005.
Also, in Table 4.4, if PS is implemented into MINRES as a preconditioner, then
MINRES needs 19 iterations in the first Newton’s step , 21 iterations in the second
and third Newton’s step and so on. While if there is no preconditioner being
implemented into MINRES (P = I), then MINRES will reach the maximum
number of iterations (3000 iterations) without convergence. In Table 4.5, for
different mesh sizes, we compare the CPU time for solving the resulting linear
system using the built-in MATLAB MINRES function with the preconditioners
PS , PM,S and Incomplete LU factorization (ILU) for the exact preconditioner.
Also, we compare their CPU time to that CPU time of solving the system using
the built-in MATLAB backslash (\) command.
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Number of blocks
along the x-axis (Nx =
1
h
) PS PM,S ILU Backslash (\)
4 0.78 0.78 0.78 0.71
8 0.94 0.95 1.09 0.89
16 2.04 2.02 10.06 2.12
32 40.46 40.05 565.03 47.41
Table 4.5: CPU time (in seconds) comparison with β = 0.005 and different mesh
sizes.
Note that if the number of blocks along the x-axis (Nx) is small, for ex-
ample Nx = 4, then the backslash solver is better than the preconditioned
MINRES (with PS or PM,S) in terms of CPU time. But, if Nx gets large, then the
preconditioned MINRES (with PS or PM,S) is better than the backslash solver.
The plot of the relative preconditioned residual
‖P−1rn‖
‖P−1r0‖
versus the number of
iterations are presented in Figures 4.2-4.3 on a semi-log scale.
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Figure 4.2: Residual vs Number of iterations with h = 1/32, β = 0.005.
In Figures 4.2-4.3, we note that the preconditioned MINRES with PM or PM,S
converge faster than the unpreconditioned MINRES (P = I). This is due to the
eigenvalue clustering for the preconditioned matrix P−1A.
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Figure 4.3: Residual vs Number of iterations with h = 1/32, β = 0.00005.
4.3 Quality of the Computed Solution
In this section, we will make a comparison between the exact pressure and Darcy-
Forchheimer pressure using the developed preconditioners PS and PM,S. We con-
sider the Darcy-Forchheimer problem (4.1) with the same analytical solution de-




pressure and Darcy-Forchheimer pressure are presented in 3D surface plots in
















Figure 4.4: Exact Pressure
















Figure 4.5: Darcy–Forchheimer Pressure



































Figure 4.7: Exact Pressure


































Figure 4.9: Darcy–Forchheimer Pressure
with P = PM,S, h = 1/32, β = 0.00005.
Note that Figures 4.4-4.6 are almost identical. Also, notice that Figures 4.7 -
4.9 are almost identical. This shows that the developed preconditioners PS and





%%%%%%%%% Main file %%%%%%%%%%%%%%%%%%





















%P_matrix = speye(n+m-1,n+m-1); %P=I No preconditioner
%The Exact preconditioner





























%%%%%%%%%%%%%%%%%%%%%%% end of main file %%%%%%%%%%%%%%%
%%%%%%%%%%%%% All functions %%%%%%%%%%%%%%%%%%%%%%%%
%here we list all functions
h = 1/Nx; h2 = h/2;
p_exact_e = @(x,y)(x.*(x-1)).^2+(y.*(y-1)).^2;
p_exact = @(x,y) p_exact_e(x,y) -p_exact_e(h2,h2);
u1 = @(x,y) -2*x.*(x-1).^2 - 2*x.^2.*(x-1) ;
u2 = @(x,y) -2*y.*(y-1).^2 - 2*y.^2.*(y-1) ;
u_exact = @(x,y) [ u1(x,y) ; u2(x,y) ];








c = 100000; kfun = @(x,y)1+c*(x.^2+y.^2);
kinv = @(x,y)1./kfun(x,y);
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g_fun_1 = @(x,y) ( xmu * kinv(x,y) + (xbeta*rho) *
Euclid_u(x,y) - 1) .* u1(x,y);
g_fun_2 = @(x,y) ( xmu * kinv(x,y) + (xbeta*rho) *










%here we calculate the right hand side function f for
%the Darcy Forchheimer system







%here we calculate the right hand side function g for
%the Darcy Forchheimer system










%here we calculate the right hand side function g for the
%Darcy system











%here we compute the Darcy solution
function [U,P,MD,Bnew,B1,B2]=darcy_sol(Nx,n,m,xmu,f_fun,
g_fun_1,g_fun_2,par);





































%here we generate the matrix A1
function [A1] = generate_A1(Nx,U,par)








R = @(x,y) sqrt( x.^2 + y.^2 );
vd = @(ih,j) (j-1)*(Nx-1) + (ih-1/2); % index for red
wd = @(i,jh) (jh-1/2-1)*(Nx) + i; % index for black
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A1 = sparse(nred,nred);
for i=1:Nx-1 for j=2:Nx-1













%here we consider the case j=1 ,we don’t have bottom
for i=1:Nx-1; for j=1:1;










%here we consider the case j=Nx ,we don’t have top
for i=1:Nx-1; for j=Nx:Nx;










%here we generate the matrix A2
function [A2] = generate_A2(Nx,U,par)
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R = @(x,y) sqrt( x.^2 + y.^2 );
vd = @(ih,j) (j-1)*(Nx-1) + (ih-1/2); % index for red
wd = @(i,jh) (jh-1/2-1)*(Nx) + i; % index for black
A2 = sparse(nblk,nblk);
for i=2:Nx-1 for j=1:Nx-1














%here we consider the case i=1 ,we don’t have left
for i=1:1 for j=1:Nx-1









%here we consider the case i=Nx ,we don’t have right
for i=Nx:Nx for j=1:Nx-1











%here we generate the matrix M1
function [M1] = generate_M1(Nx,U,par)








R = @(x,y) sqrt( x.^2 + y.^2 );
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vd = @(ih,j) (j-1)*(Nx-1) + (ih-1/2); % index for red
wd = @(i,jh) (jh-1/2-1)*(Nx) + i; % index for black
M1 = sparse(nred,nred);
for i=1:Nx-1 for j=2:Nx-1














%here we consider the case j=1 ,we don’t have bottom
for i=1:Nx-1; for j=1:1;
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%here we consider the case j=Nx ,we don’t have top
for i=1:Nx-1; for j=Nx:Nx;












%here we generate the matrix M2
function [M2] = generate_M2(Nx,U,par)








R = @(x,y) sqrt( x.^2 + y.^2 );
vd = @(ih,j) (j-1)*(Nx-1) + (ih-1/2); % index for red
wd = @(i,jh) (jh-1/2-1)*(Nx) + i; % index for black
M2 = sparse(nblk,nblk);
for i=2:Nx-1 for j=1:Nx-1















%here we consider the case i=1 ,we don’t have left
for i=1:1 for j=1:Nx-1











%here we consider the case i=Nx ,we don’t have right
for i=Nx:Nx for j=1:Nx-1











%here we generate the matrix M4
function [M4] = generate_M4(Nx,U,par)
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R = @(x,y) sqrt( x.^2 + y.^2 );
vd = @(ih,j) (j-1)*(Nx-1) + (ih-1/2); % index for red
wd = @(i,jh) (jh-1/2-1)*(Nx) + i; % index for black
M4 = sparse(nred,nblk);
for i=1:Nx-1 for j=2:Nx-1





M4(row,col_BL) = a24h * v(row) * w(col_BL)
/ R(v(row),w(col_BL));
M4(row,col_BR) = a24h * v(row) * w(col_BR)
/ R(v(row),w(col_BR));
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M4(row,col_TL) = a24h * v(row) * w(col_TL)
/ R(v(row),w(col_TL));
M4(row,col_TR) = a24h * v(row) * w(col_TR)
/ R(v(row),w(col_TR));
end; end;
%here we consider the case j=1 ,we don’t have bottom
for i=1:Nx-1; for j=1:1;
row = vd( i+1/2 , j);
col_TL = wd(i,j+1/2);
col_TR = wd(i+1,j+1/2);
M4(row,col_TL) = a24h * v(row) * w(col_TL)
/ R(v(row),w(col_TL));
M4(row,col_TR) = a24h * v(row) * w(col_TR)
/ R(v(row),w(col_TR));
end; end;
%here we consider the case j=Nx ,we don’t have top
for i=1:Nx-1; for j=Nx:Nx;




M4(row,col_BL) = a24h * v(row) * w(col_BL)
/ R(v(row),w(col_BL));




%here we generate the Jacobian matrix
function [J,Bnew,rhs,M,M1,M2,M4,Md]=Jacbianmatrix(Nx,n,m,par,
U,P,f_fun,g_fun_1,g_fun_2)
a2 = par.a2 ;
xmu = par.xmu ;
xbeta = par.xbeta ;





















































%here we plot the exact pressure
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