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In this paper the Duffing-type equation (d 2xdt2)+x2n+1+ p2n (t) x2n+ } } } +
p1 (t) x+ p0 (t)=0 is studied where the pj ’s are 1-periodic. It is shown that all
solutions of this equation are bounded, provided that the pj (t) (0 jn) are of
bounded variation in [0, 1] and that the derivatives of pj (t) (n j2n) are
Lipschitzian. It is also shown that there exist pj ’s being discontinuous everywhere
such that all solutions of the equation are bounded. This implies that the continuity
of pj ’s is not necessary for the boundedness of solutions of the equation.
 2000 Academic Press
1. INTRODUCTION AND RESULTS
Moser [6, 7] pointed out that the boundedness of solutions (Lagrange
stability) for (d 2xdt2)+:x+;x3= p(t) could be shown by his twist
theorem where p(t) # C(S 1), S1=RN, :0, and ;>0. The first bounded-
ness result is due to Morris [5] who showed that all solutions of
(d 2xdt2)+x3= p(t) are bounded, with p(t) # C(S 1). Subsequently, Morris’
result was extended to a wider class of systems by Dieckerhoff and
Zehnder [1], who showed the boundedness of all solutions for
d 2x
dt2
+x2n+1+ :
2n
j=0
pj (t) x j=0, n1, (1.1)
with pj (t+1)= p(t) and pj # C and who asked whether or not the boun-
dedness phenomenon is related to the smoothness of pj (t). Several authors
have made attempts in order to answer the question. Liu [3, 4] showed the
boundedness of solutions for (d 2xdt2)+x2n+1+a(t) x+ p(t)=0 with
a(t), p(t) # C0 only. For the general case of Eq. (1.1), Laederich and
Levi [2] relaxed the smoothness requirement of pj ’s to C5+= with =>0.
Yuan [9, 10] relaxed further the requirement to C2. In this paper we make
some refinements of the results in [10]. By modifying proofs in [1] and
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using some approximation techniques,we show that the continuity of pj ’s,
to say nothing of the smoothness, is not necessary for the boundedness of
solutions of Eq. (1.1). In fact, there exist pj ’s being discontinuous
everywhere such that all solutions of Eq. (1.1) are bounded.
The main results are the following theorems.
Theorem 1. All solutions (in the sense of Caratheodory) of Eq. (1.1) are
bounded, under the following conditions:
v the functions pj (t) (0 j2n) are 1-periodic;
v the functions pj (t) (0 jn) are of bounded variation in [0, 1];
v the derivatives of the functions pj (t) (n j2n) are Lipschitzian.
Theorem 2. Let pj ’s be those functions in Eq. (1.1). Assume
(A1) Every pj (t) (0 j2n) is 1-periodic and Lebesgue measurable;
(A2) For any =>0 and every pj (0 jn), there exists a function
pj, = : R  R of period 1, of bounded variation in [0, 1] such that the varia-
tion, BV( pj, = ; [0, 1]), is bounded by some constant Cj independent of = and
|
1
0
| pj (t)& pj, = (t)| dt<=, 0 jn;
(A3) For any =>0 and every pj (n j2n), there exist a function
pj, = : R  R of period 1 such that dpj, = dt is Lipschitzian with Lipschitz con-
stant Cj independent of = and
|
1
0
| pj (t)& pj, = (t)| dt<=, n+1 j2n.
Then there is a (large) |0>0 such that for every irrational number |>|0
satisfying
}|&pq}
1
2
|q|&52 for all 0{q, p # Z, (1.2)
the time 1 map P : (x, x* )t=0  (x, x* )t=1 of Eq. (1.1) possesses an invariant
circle with rotation number |. In particular, the solutions starting from the
circle are quasiperiodic with frequencies | and 1 and every solution x(t) of
Eq. (1.1) is bounded, i.e., it exists for all t # R and
sup
t # R \ |x(t)|+ }
dx(t)
dt }+<.
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Proof of Theorem 1. The functions pj, = ’s required in the assumptions
(A2) and (A3) can be picked by pj, =(t)= pj (t) for any =. Hence, Theorem
1 is a corollary of Theorem 2. K
Example 1. Let
pj (t)={1,0,
t # Q (or R"Q),
t # R"Q, (or Q),
0 j2n.
Then the results of Theorem 2 hold true. It is interesting to observe that
the pj ’s are discontinuous everywhere.
Example 2. If 1-periodic functions pj (t)(0 jn) are piecewise con-
stant in [0, 1], then it follows from Theorem 1 that all solutions of
(d 2xdt2)+x2n+1+ pn(t) xn+ } } } + p1(t) x+ p0(t)=0 are bounded. If pj (t)
(n+1 j2n) are piecewise constant functions, the instability of Eq. (1.1)
can occur. Recently, Levi and You [11] proved that the equation
d 2x
dt2
+x2n+1+ p(t) x2j+1=0, 2jn+1,
possesses an unbounded solution where p(t)=k[t] mod 2 for some constant
0<k<1.
2. APPROXIMATION TECHNIQUE
It is well known that for a function g # L1[0, 1] there is a smooth func-
tion g= such that &g& g=&<= under some conditions, where & }& is L1
norm. In general, the bound of the derivative (dg=(t)dt) is dependent on =.
The aim in this section is to prove that there is a constant C independent
of = such that the L1 norm of dg=(t)dt is bounded by C under some condi-
tions. The main results are Propositions 2.4 and 2.5, which are used in the
fifth section. In what follows, we denote by C or Cj ( j=1, 2, etc.) a univer-
sal constant independent of =.
Lemma 2.1. Let f: [a, b]  R be of bounded variation and f (a){ f (b).
Then for any =>0 and 1i2 there exists a piecewise constant function
fi, = : [a, b]  R such that
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| f (t)& fi, =(t)|<=, (2.1)
f1, =(a)= f (a), f2, =(b)= f (b), (2.2)
BV( f i, = ; [a .b])Ci , i=1, 2, (2.3)
where BV( fi, = ; [a .b]) is the bounded variation of fj, = in [a, b].
Proof. We can assume that f (a)=0 and f (b)=1, otherwise we consider
f (t)=( f (t)& f (a))( f (b)& f (a)). By Jordan decomposition theorem we
can assume further that f (t) is monotone increasing in [a, b] without the
loss of generality. For any =>0, let N=N(=)=[1=]+1 where [1=] is the
integer part of 1=. Set
E(l, =)={t # [a, b] } l&1N  f (t)<
l
N= , 1lN. (2.4)
Let
f1, = (t)= :
N
l=1
l&1
N
/E(l, =) (t), t # [a, b], (2.5)
where /E(l, =) (t) equals 1 as t # E(l, =) and 0 otherwise. Note that a # E(l, =)
by f (a)=0. Thus f1, =(a)=0. It is obvious that f1, = : [a, b]  R is a
piecewise constant function satisfying
| f (t)& f1, = (t)|
1
N
<=, (2.6)
BV( f1, = ; [a, b]) :
N
l=1
1
N
=1. (2.7)
The function f1, = is now what we need. Similarly, set
E*(l, =)={t # [a, b] } l&1N < f (t)
l
N= , 1lN. (2.8)
The function f2, = we need is defined by
f2, =(t)= :
N
l=1
l
N
/E*(l, =) (t), t # [a, b]. (2.9)
Lemma 2.2. Let f : [0, 1]  R is of bounded variation and f (0)= f (1).
Then for any =>0, there is a piecewise constant function f= : [0, 1]  R such
that BV( f= ; [0, 1]) is no more than some constant independent of = and
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f=(0)= f= (1) and | f (t)& f= (t)|<= for any t # [0, 1]. Besides, f= can be
extended into a 1-periodic function which is continuous in t=0.
Proof. If f (t)= f (0) for all t # [0, 1], the results are trivial. Assume
therefore that f (t*){ f (0) for some t* # (0, 1). By Lemma 2.1 there is a
piecewise constant function f1, = : [0, t*]  R such that BV( f1, = ; [0, t*])
C1 , f1, =(0)= f (0) and | f (t)& f1, = |<= for all t # [0, t*]. By Lemma 2.1
again, there is a piecewise constant function f2, = : [t*, 1]  R such that
BV( f2, = ; [t*, 1])C2 , f2, = (1)= f (1) and | f (t)& f2, = |<= for all t #
[t*, 1]. The function f= : [0, 1]  R is defined by
f= { f1, = ,f2, = ,
t # [0, t*],
t # [t*, 1].
(2.10)
Lemma 2.3. Let f: R  R be of period 1 and of piecewise constant in
[0, 1] and of continuity in t=0. Then for any =>0 there is a differentiable
function f = : R  R of period 1 such that
| f =(t)| max
t # [0, 1]
| f (t)|, (2.11)
|
1
0 }
d
dt
f = (t)} dtBV( f; [0, 1]), (2.12)
|
1
0
| f (t)& f = (t)| dt<=. (2.13)
Proof. Let 0<a1<a2< } } } <ak<1 be those discontinuous points of
f (t) in [0, 1]. And let E0=(0, a1), Ek=(ak , 1) and Ei=(ai , ai+1)(1
ik&1). Since f is a piecewise constant function in [0, 1], we can assume
that
f (t)= :
k
i=1
:i/Ei (t), t # _ Ei . (2.14)
For any $>0, set
f$ (t)=
1
2$ |
t+$
t&$
f (s) ds, t # R. (2.15)
Since f is of period 1, so is f$ . It is a well known fact that for any =>0
there is a 0<$=$(=)<(14) min[a1 , ai+1&ai , 1&ak] such that
|
1
0
| f$ (t)& f (t)| dt<=. (2.16)
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By (2.15),
| f$ (t)|\ 12$ |
t+$
t&$
ds+ } maxs # R | f (s)|= maxt # [0, 1] | f (t)|. (2.17)
Since f is continuous almost everywhere (a.e.) on [0, 1], f$ is differentiable
almost everywhere and
d
dt
f$ (t)=
1
2$
( f (t+$)& f (t&$)), a.e. [0, 1]. (2.18)
If t&$<0 (or t+$>1) we regarded it as 1+t&$ (or t&1+$) for f is
of period 1. If t # (ai+$, ai+1&$), then (t&$, t+$)/(ai , a i+1)=Ei . By
(2.14) and (2.18)
d
dt
f$ (t)=
1
2$
(:i&: i)=0, t # (ai+$, ai+1&$), 0ik&1. (2.19)
If t # (ai&$, ai+$), then t+$ # Ei , t&$ # Ei&1 . By (2.14) and (2.18),
d
dt
f$ (t)=
1
2$
(:i&: i&1), t # (a i&$, ai+$), 1ik. (2.20)
In view of (2.19) and (2.20), we have
|
1
0 }
d
dt
f$ (t)} dt= :
k
i=0
|
ai+$
ai&$ }
d
dt
f $ } dt
 :
k
i=0 }
1
2$
(:i&:i&1) } mes(ai&$, ai+$)BV( f ; [0, 1]). (2.21)
Finally, let
f = (t)=
1
2$* |
t+$*
t&$*
f$ (s) ds, t # R, (2.22)
where $*>0 is small enough. Since f$ : R  R is (absolutely) continuous in
R, f = is differentiable in R. By the same arguments as those of (2.16) and
(2.17), we have that f = (t) satisfies
|
1
0
| f$ (t)& f = (t)| dt<=, (2.23)
| f$ (t)| max
t # [0, 1]
| f$ (t)|. (2.24)
99DUFFING-TYPE EQUATIONS
Combining (2.16), (2.17), (2.23) and (2.24), we conclude that f =(t) satisfies
(2.11) and (2.13). Rewrite (2.22),
f =(t)=
1
2$* |
$*
&$*
f$ (t+s) ds, t # R. (2.25)
Since f$ is absolutely continuous,
d
dt
f = (t)=
1
2$* |
$*
&$*
d
dt
f$ (t+s) ds. (2.26)
Hence
|
1
0 }
d
dt
f = (t)} dt 12$* |
1
0
|
$*
&$* }
d
dt
f$ (t+s) } ds dt
=
1
2$* |
$*
&$*
|
1
0 }
d
dt
f$ (t+s)} dt ds

1
2$* |
$*
&$*
BV( f; [0, 1]) ds=BV( f; [0, 1]), (2.27)
where we have used Fubini’s Theorem and (2.21). This implies that f =
satisfies (2.12). The proof is now ended.
Proposition 2.4. Let pj (t), (0 jn), satisfy the assumptions (A1) and
(A2) in the first section. Then for any =>0 there are differentiable functions
p^j, = : R  R of period 1 such that
| p^j, = (t)| max
t # [0, 1]
| pj (t)|, t # R, (2.28)
|
1
0 }
d
dt
p^ j, = (t)} dtCj , (2.29)
|
1
0
| pj (t)& p^j, = (t)| dt<=. (2.30)
Proof. This is a corollary of Lemmas 2.2 and 2.3.
Proposition 2.5. Let pj (t), (n+1 j2n), satisfy the assumptions
(A1) and (A3) in the first section. Then for any =>0 there are 2 times
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continuously differentiable functions p^j, = : R  R of period 1 such that for all
t # R
| p^j, =(t)|, } ddt p^j, = (t)} , }
d 2
dt2
p^j, = (t)}C, (2.31)
| pj (t)& p^j, = (t)|<=. (2.32)
Proof. For any =>0, we define a kernel
q=(t) :={A=\1&
t4
=4+
4
0,
|t|=,
|t|>=,
(2.33)
where the positive constant A= is determined by
|
+
&
q= (t) dt=1. (2.34)
Let pj, = , (0 j2n), be those functions defined in the assumption (A3).
Define
p^j, = (t) :=|
+
&
q= (t&s) pj, = (s) ds, t # R (2.35)
It is easily verified that the p^j, = ’s are what we need.
3. ACTION-ANGLE VARIABLES
Here we introduce the action-angle variables as done by Dieckerhoff and
Zehnder [1]. Consider the equation
d 2x
dt2
+x2n+1=0. (3.1)
Setting dxdt= y, we have the field
Xh* :
dx
dt
=
h*(x, y)
y
,
dy
dt
=&
h*(x, y)
x
, (3.2)
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where
h*(x, y)=
1
2
y2+
1
2n+2
x2n+2. (3.3)
It is well known that all nonzero solutions of Eq. (3.2) are periodic.
Suppose that (x0(t), y0(t)) is the solution of Eq. (3.2) satisfying the initial
conditions (x0(0), y0(0))=(1, 0). And let T0 be its minimal positive period.
It follows from (3.2) that x0(t) and y0(t) possess the following qualities:
(i) dx0 (t)dt= y0 (t) and dy0(t)dt=&(x0 (t))2n+1;
(ii) y0 (t+T0)= y0 (t), and x0 (t+T0)=x0 (t);
(iii) (n+1)( y0 (t))2+(x0 (t))2n+2=1;
(iv) x0 (&t)=x0 (t), and y0 (&t)=&y0 (t).
The action-angle variables are now defined by the mapping
90 : R+_S1  R2[0], where(x, y)=90(*, %) with *>0 and %(mod. 1)
being given by the formula
x=c:*:x0 (%T0)
90 { y=c;*;y0 (%T0) (3.4):= 1
n+2
, ;=1&:, c=
1
:T0
.
We claim that 90 is a symplectic diffeomorphism from R+_S 1 onto
R2[0](see [1] for the proof). Equation (1.1) has its Hamiltonian function
in the (x, y)-plane
h(x, y, t)=
1
2
y2+
1
2n+2
x2n+2+ :
2n
j=0
1
j+1
pj (t) x j+1, (3.5)
Under the symplectic transformation 90 , it is therefore transformed into
H(*, %, t)=
1
2n+1
c2; } *2;+ :
2n
j=0
1
j+1
pj (t) * j+1n+2(x0 (%T0)) j+1. (3.6)
In the following arguments, we will omit the constant (12n+1) c2;
without the loss of generality.
4. SYMPLECTIC TRANSFORMATIONS
We introduce a function space Fm which is much similar to that in [1].
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Definition 4.1. For a given constant r and a given nonnegative integer
m, we call f (*, %, t) # Fm(r) if f : R+_S 1_S 1  R is C  in (*, %) and Cm
in t and, for any nonnegative integer k with 0km and all nonnegative
integer j and l,we have
sup
**j, l
(%, t) # S 1_S1
(* j&r |( j*)(
l
%)(
k
t ) f (*, %, t)| )cj, l ,
where *j, l and cj, l are some positive constants.
We summarize some properties readily verified from the definition.
Lemma 4.2. (i) If r1<r2 then Fm (r1)/Fm (r2);
(ii) if f # Fm (r) then (D j*) f # Fm (r& j);
(iii) if f # Fm (r) and km then (Dkt ) f # Fm&k (r);
(iv) if f1 # Fm (r1) and f2 # Fm (r2) then f1 } f2 # Fm (r1+r2);
(v) if f # Fm (r) satisfies | f (*, } , } )|c*r for *>*0 where *0 and c
are positive constants, then (1 f ) # Fm (&r);
(vi) if f # Fm (r), u # Fm (r1) and v # Fm (r2) with r1<1 and r2<0 and
f *(+, ,, t) :=f (++u(+, ,, t), ,+v(+, ,, t), t) then f * # Fm (r);
(vii) if f # Fm (r1) and *=*(\) # Fm (r2) and f *(\, %, t) :=f (*(\), %, t)
then f * # Fm (r1r2).
For f # Fm (r) we denote the mean value over the % variable by [ f ],
[ f ](*, t) :=|
1
0
f (*, %, t) d%.
If *0>0, the 1*0 /R
+_S1_S 1 denotes the annulus
1*0 :=[(*, %, t) | **0 and (%, t) # S
1_S1].
Lemma 4.3. Let
H=*a+!(*, t)+’(*, %, t) (4.1)
with ! # Fm (c) and ’ # Fm(b) where we regard !(*, t) as a constant function
in variable %. Assume a>1, b<a, c<a and m1. Then there is a symplectic
diffeomorphism 9 depending periodically on t, of the form
9: {*=++u(+, ,, t)%=,+v(+, ,, t) (4.2)
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with u # Fm (1&(a&b)) and v # Fm (&(a&b)) such that 1++ /9(1+0)/
1+& for some large +&<+0<++ . Moreover, the symplectic diffeomorphism
9 transforms the Hamiltonian function H into H of the form
H =+a+!1 (+, t)+’1 (+, ,, t)+#1 (+, ,, t), (4.3)
where !1 # Fm (c1) with c1=max[c, b], is given by !1 (+, t)=!(+, t)+
[’](+, t) and ’1 # Fm (b&(a&b)) and #1 # Fm&1 (1&(a&b)).
Proof. The argument is similar to that of Proposition 1 of [1].
However we should note the loss of the differentiability with respect to time
t. Here we give an outline of the proof.
Set
!0 (+, t) :=+a+!(+, t), (4.4)
&=&(+, %, t) :=
[’](+, t)&’(+, %, t)
+ !0 (+, t)
. (4.5)
Define a generating function
S(+, %, t) :=|
%
0
&(+, %, t) d%. (4.6)
The required transformation 9 is implicitly defined by
9: {
*=++

%
S(+, %, t)
,=%+

+
S(+, %, t).
(4.7)
The transformed Hamiltonian function H is expressed in the variable
(+, %, t) instead of (+, ,, t),
H (+, %, t)=!0 (++&, t)+’(++&, %, t)+tS(+, %, t). (4.8)
By Taylor’s formula and (4.4) and (4.5) we can write
H (+, %, t)=+a+!(+, t)+[’](+, t)+R(+, %, t), (4.9)
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where
R(+, %, t)=

t
S(+, %, t)+|
1
0
(1&{) 21!0 (++{&, t) &
2 d{
+|
1
0
1’(++{&, %, t) & d{ (4.10)
with &=&(+, %, t) and 1 standing for the derivative in the first variable of
!0( } , } ) or ’( } , } , } ). Now the proof will follow from the following claims.
Claim 1. Let S be defined by (4.6). Then the formula (4.7) defines a
symplectic diffeomorphism 9 depending periodically on time t, of the form
9: { *=++u(+, ,, t)%=,+v(+, ,, t), (4.11)
with u # Fm (1&(a&b)) and v # Fm (&(a&b)).
Proof of Claim 1. Noting that !0 and ’ are m times continuously dif-
ferentiable functions with respect to t and +!0(+, t) 12 a+
a&1 for all t # S 1
and sufficiently large +, we have &(+, %, t) is Cm function in time t. So
S(+, %, t) is C m function in time t. Define v=v(+, ,, t) by the equation
v=&(+) S(+, ,+v, t). Then define u(+, ,, t) :=&(+, ,+v, t). The further
proof is similar to that of Lemma 2 of [1].
For the transformed Hamiltonian function H , now expressed in the
variable (+, ,, t), we have in view of (4.9) and (4.10),
H (+, ,, t)=+a+!(+, t)+[’](+, t)+R1+R2+R3 , (4.12)
where
R1=tS(+, ,+v, t), (4.13)
R2=|
1
0
(1&s) 21!0 (++su, t) u
2 ds, (4.14)
R3=|
1
0
1’(++su, ,+v, t) u ds (4.15)
with u=u(+, ,, t), v=v(+, ,, t) defined by (4.11) and 1 standing for the
derivative in the first variable of !0( } , } ) or ’( } , } , } ).
Claim 2. (i) R1 # Fm&1 (1&(a&b)), (ii) R2 # Fm (b&(a&b)), (iii) R3 #
Fm (b&(a&b)).
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Proof of Claim 2. Observe that S(+, %, t) is C in (+, %) and is Cm in
t and v(+, ,, t) is Cm in t, we have R1 (+, ,, t)=tS(+, ,+v, t) is C m&1 in
t. Similarly, we have R2 (+, ,, t) and R3 (+, ,, t) are Cm in t. The further
proof is the same as that of Lemma 3 of [1].
In view of Claims 1 and 2, the proof of Proposition 4.3 is finished by
setting ’1=R2+R3 and #1=R1 .
Because of #1 # Fm&1 (1&(a&b)), the application of Lemma 4.3 leads
the loss of the differentiability in time variable. However, ’1 is still m times
continuously differentiable in time t by ’1 # Fm(b&(a&b)). This observa-
tion is of importance to the following lemma.
Lemma 4.4. Let
H=*2n+2n+2+!(*, t)+’(*, %, t), (4.16)
where ! # F2 (2n+1n+2) and ’ # F2 (2n+1n+2). Then there is a symplec-
tic diffeomorphism 91 depending periodically on time t, of the form
91 : { *=++u(+, ,, t)%=,+v(+, ,, t) (4.17)
with u # F1(n+1n+2) and v # F1 (&(1n+2)) such that 1++ /9(1+0)/
1+& for some large +&<+0<++ . Moreover, the symplectic diffeomorphism
9 transforms the Hamiltonian function H into H , of the form
H =+2n+2n+2+! (+, t)+’^(+, ,, t), (4.18)
where ! # F1 (2n+1n+2) and ’^ # F0(1n+2)
Proof. Step 1. By application of Lemma 4.3 to the Hamiltonian H
defined by (4.16), there is a symplectic diffeomorphism
91*: { *=+1+u1(+1 , ,1 , t)%=,1+v1 (+1 , ,1 , t) (4.19)
with u1 # F2 (n+1n+2) and v1 # F2(&(1n)) such that H is transformed
into
H1 :=+2n+2n+21 +!1 (+1 , t)+’1 (+1 , ,1 , t)+#1, 1 (+1 , ,1 , t) (4.20)
with
!1 # F2 (2n+1n+2), ’1 # F2 (2nn+2), #1, 1 # F1 (n+1n+2). (4.21)
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Let
f1=+2n+2n+21 +!1 (+1 , t)+’1 (+1 , ,1 , t). (4.22)
By the application of Lemma 4.3 to f1 , there is a symplectic dif-
feomorphism
92*: { +1=+2+u2 (+2 , ,2 , t),1=,2+v2 (+2 , ,2 , t) (4.23)
with u2 # F2 (nn+2) and v2 # F2 (&(2n)) such that f1 is transformed into
f2 :=+2n+2n+22 +!2 (+2 , t)+’2 (+2 , ,2 , t)+#1, 2 (+2 , ,2 , t) (4.24)
with
!2 # F2 (2n+1n+2), ’2 # F2 (2n&1n+2), #1, 2 # F1 (nn+2).
(4.25)
Let #$1, 1 (+2 , ,2 , t) :=#1, 1 (+2+u2 , ,2+v2 , t). By Lemma 4.2 (vi),
#$1, 1 (+2 , ,2 , t) # F1 (n+1n+2). Let #2, 2 (+2 , ,2 , t) :=#1, 2 (+2 , ,2 , t)+
#$1, 1 (+2 , ,2 , t). By Lemma 4.2 (i), #2, 2 (+2 , ,2 , t) # F1(n+1n+2). The
Hamiltonian H1 is now transformed by 9 2* into
H2 :=+2n+2n+22 +!2 (+2 , t)+’2 (+2 , ,2 , t)+#2, 2 (+2 , ,2 , t) (4.26)
with
!2 # F2 (2n+1n+2), ’2 # F2 (2nn+2), #2, 2 # F1 (n+1n+2).
(4.27)
By n successive applications of Lemma 4.3, there are n symplectic dif-
feomorphisms 91*, 9 2*, } } } , 9 n* such that H is transformed by 9 1* b 9 2* b
} } } b 9n* into
Hn :=+2n+2n+2n +!n (+n , t)+’n (+n , ,n , t)+#n, n (+n , ,n , t) (4.28)
with
!n # F2 (2n+1n+2), ’n # F2 (n+1n+2), #n, n # F1 (n+1n+2).
(4.29)
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Step 2. Let ’n* :=’n+#n, n , then ’n* # F1 (n+1n+2) by ’n # F2 (n+
1n+2), #n, n # F1 (n+1n+2) and F2 (n+1n+2)/F1 (n+1n+2). Hence
Hn :=+2n+2n+2n +!n (+n , t)+’n*(+n , ,n , t) (4.30)
with
!n # F1 (2n+1n+2), ’n* # F1 (n+1n+2). (4.31)
By the same trick as that of Step 1, there are n symplectic diffeomorphisms
9*n+1 , 9*n+2 , ..., 9*2n such that Hn is transformed by 9*n+1 b 9*n+2 b } } } b
9*2n into
H2n :=+2n+2n+22n +!2n (+2n , t)+’2n (+2n , ,2n , t)+#2n, 2n(+2n , ,2n , t) (4.32)
with
!2n # F1 (2n+1n+2), ’2n # F1 (1n+2), #2n, 2n # F0 (1n+2). (4.33)
Let
91=91* b 92* b } } } b 9n* b 9*n+1 b 9*n+2 b } } } b 9*2n , (4.34)
and let ! =!2n, ’^=’2n+#2n, 2n , +=+2n , ,=,2n . By Lemma 4.2 (vi). It is
easy to verify that 91 is of the form of (4.17) and that H is transformed by
91 into
H :=H2n=+2n+2n+2+! (+, ,, t)+’^(+, ,, t) (4.35)
with ! # F1(2n+1n+2) and ’^ # F0(1n+2). This ends the proof.
Lemma 4.5. Let
H=*2n+2n+2+!(*, t)+’(*, %, t), (4.36)
where ! # F1 (2n+1n+2) and ’ # F0 (n+1n+2) and
|k* 
l
%t ’(*, %, t)|Ck, l*
(n+1n+2)&k | p(t)|, for all k0, l0 (4.37)
with a summable function p(t): R  R of period 1. Then there is a symplectic
diffeomorphism 92 depending periodically on t, of the form
92 : { *=++u(+, ,, t)%=,+v(+, ,, t) (4.38)
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with u # F0 (1n+2) and v # F0 (&(n+1n+2)) such that 1++ /92(1+0)/
1+& for some large +&<+0<++ . Moreover, the symplectic diffeomorphism
92 transforms the Hamiltonian function H into H of the form
H =+2n+2n+2+!1 (+, t)+’1 (+, ,, t)+#1 (+, ,, t), (4.39)
where !1 # F0 (2n+1n+2), ’1 # F0 (1n+2) and
|k* 
l
%#1 (+, ,, t)|Ck, l+
(1n+2)&k(C+| p(t)| ), for all k0, l0.
(4.40)
Proof. Set
!0 (+, t) :=+2n+2n+2+!(+, t), (4.41)
&=&(+, %, t) :=
[’](+, t)&’(+, %, t)
+ !0 (+, t)
. (4.42)
Define a generating function
S(+, %, t) :=|
%
0
&(+, %, t) d%. (4.43)
By ! # F1 (2n+1n+2) and (4.41), C1 +nn+2t +!(+, ,, t)C2+nn+2.
By applying k* 
l
%t to (4.43),
|k* 
l
%tS(+, %, t)|C+
(1n+2)&k(C+| p(t)| ). (4.44)
The remaining proof is the same as that of Lemma 4.3.
5. PROOF OF THEOREM 2
Let pj (t)(0 j2n) be those functions in Eq. (1.1) which satisfy the
assumptions (A1), (A2), and (A3) in Theorem 2. Let us go back to the
third section. The Hamiltonian of Eq. (1.1) has been transformed into (3.6).
Let p^j, = (t)(0 jn) and p^j, = (t)(n+1 j2n) be those functions defined
by Propositions 2.4 and 2.5, respectively. Let
H1 (*, %, t, =)= :
2n
j=n+1
1
j+1
* j+1n+2(x0(%T0)) j+1 p^ j, =(t), (5.1)
H2 (*, %, t, =)= :
n
j=0
1
j+1
* j+1n+2(x0 (%T0)) j+1 p^ j, =(t), (5.2)
H3 (*, %, t, =)= :
2n
j=0
1
j+1
* j+1n+2(x0(%T0)) j+1 ( pj (t)& p^ j, =(t)). (5.3)
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Then the formula (3.6) can be rewritten
H(*, %, t, =)=*2n+2n+2+(H1+H2+H3)(*, %, t, =). (5.4)
In what follows, we still denote by C or Ck, l a universal constant inde-
pendent of =. By Propositions 2.5 and 2.4, we have for t # S 1, % # S 1, 0
i2, 0k, 0l,
| it
k
*
l
%H1 (*, %, t, =)|Ck, l *
(2n+1n+2)&k, (5.5)
|k* 
l
%H2(*, %, t, =)|Ck, l *
(n+1n+2)&k, (5.6)
|k* 
l
%t H2(*, %, t, =)|Ck, l *
(n+1n+2)&k :
n
j=0 }
d
dt
p^ j, = } , (5.7)
|k*
l
%H3 (*, %, t, =)|Ck, l *
(2n+1n+2)&k :
2n
j=0
| pj (t)& p^j, =(t)|. (5.8)
|
1
0
:
n
j=0 }
d
dt
p^j, = } dtC, (5.9)
|
1
0
:
2n
j=0
| pj (t)& p^j, =(t)| dt<=. (5.10)
:
2n
j=0
| p^j, =(t)|C. (5.11)
We call f (*, %, t, =) # Fm(r) uniformly if f (*, %, t, =) # Fm (r) with =
regarded as a parameter and the constants cj, l ’s in Definition 4.1 are
independent of =.
Lemma 5.1. There is a symplectic diffeomorphism 91 depending peri-
odically on t, of the form
91 : { *=++u(+, ,, t, =)%=,+v(+, ,, t, =) (5.12)
with u # F1 (n+1n+2) and v # F1 (&(1n+2)) uniformly such that 1++ /
91(1+0)/1+& for some large +&<+0<++ . Moreover, the symplectic dif-
feomorphism 91 transforms the Hamiltonian function H (defined by (5.4))
into H of the form
H =+2n+2n+2+! (+, t, =)+(H 1+H 2+H 3)(+, ,, t, =), (5.13)
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where ! # F1 (2n+1n+2), H 1 # F0 (1n+2), H 2 # F0(n+1n+2) uniformly,
and
|k+
l
,t H 2 (+, ,, t, =)|Ck, l +
(n+1n+2)&k :
n
j=0 \C+ }
d
dt
pj, =(t)}+ , (5.14)
|k+
l
,H 3 (+, ,, t, =)|Ck, l+
(2n+1n+2)&k :
2n
j=0
| p j (t)& pj, = (t)|. (5.15)
Proof. In view of (5.5), H1 # F2(2n+1n+2) uniformly. By the applica-
tion of Lemma 4.4 to
h1 :=*2n+1n+2+!(*, t, =)+H1 (*, %, t, =)
with !#0 and = regarded as a parameter, there is a symplectic dif-
feomorphism 91 depending periodically on time t and satisfying (5.12) with
u # F1(n+1n+2) and v # F1(&(1n+2)) uniformly such that h1 is trans-
formed into
h 1=+2n+1n+2+! (+, t, =)+H 1 (+, ,, t, =) (5.16)
with
! # F1 (2n+1n+2), H 1 # F0(1n+2), uniformly. (5.17)
Let
4j (+, ,, t, =)=
1
j+1
(++u) j+1n+2 (x0((,+v) T0)) j+1, 0 j2n.
(5.18)
By u # F1 (n+1n+2) and v # F1 (&(1n+2)) (uniformly) and Lemma 4.2
(vi) and (i),
4j (+, ,, t, =) # F1 ( j+1n+2) (uniformly). (5.19)
By (5.18), (5.2), and (5.3),
H 2 (+, ,, t, =) :=H2 (++u, ,+v, t, =)= :
n
j=0
4j (+, ,, t, =) p^ j, =(t), (5.20)
H 3 (+, ,, t, =) :=H3 (++u, ,+v, t, =)= :
2n
j=0
4j (+, ,, t, =)( p j (t)& p^j, =(t)).
(5.21)
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Then the Hamiltonian H is now transformed into (5.13), and
|k+
l
,tH 2 |= } :
n
j=0
(k+
l
,t4j) p^j, =(t)+ :
n
j=0
(k+
l
,4j)
d
dt
p^j, =(t)}
Ck, l +(n+1n+2)&k \C+ } ddt p^j, =(t) }+ , (5.22)
where we have used (5.11) and (5.19). This ends the argument of (5.14).
Finally, (5.15) and H 2 # F0(1+nn+2) are proven similarly.
Lemma 5.2. There is a symplectic diffeomorphism 92 depending peri-
odically on t, of the form
92 : { +=\+u*(\, {, t, =),={+v*(\, {, t, =) (5.23)
with u* # F0 (1n+2) and v* # F0 (&(n+1n+2)) uniformly such that
1\+ /92 (1\0)/1\& for some large \&<\0<\+ . Moreover, the symplec-
tic diffeomorphism 92 transforms the Hamiltonian function H (defined by
(5.13)) into H of the form
H =\2n+2n+2+! (\, t, =)+(H 1+H 2+H 3)(\, {, t, =), (5.24)
where ! # F0(2n+1n+2) and H 1 # F0(1n+2) uniformly, and
|k\
l
{H 2 (\, {, t, =)|Ck, l \
(1n+2)&k :
n
j=0 \C+ }
d
dt
pj, =(t)}+ , (5.25)
|k\
l
{H 3 (\, {, t, =)|Ck, l \
(2n+1n+2)&k :
2n
j=0
| pj (t)& pj, =(t)|. (5.26)
Proof. In view of (5.14) and H 2 # F0(n+1n+2), by the application of
Lemma 4.5 to h2 :=+(2n+1n+2)+! (+, t, =)+H 2(+, ,, t, =), there is a sym-
plectic diffeomorphism 92 depending periodically on time t and satisfying
(5.23) with u* # F0(1n+2) and v* # F0(&(n+1n+2)) uniformly such
that h2 is transformed into
h 2=\2n+1n+2+! (\, t, =)+’1(\, {, t, =)+H 2(\, {, t, =), (5.27)
where ! (\, t, =) # F0 (2n+1n+2), ’1(\, {, t, =) # F0(1n+2) and H 2
satisfies (5.25). Let
H 1(\, {, t, =) :=H 1(\+u*, {+v*, t, =)+’1(\, {, t, =), (5.28)
H 3 (\, {, t, =) :=H 3(\+u*, {+v*, t, =). (5.29)
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Noting that H 1 # F0 (1n+2) by Lemma 5.1 and using Lemma 4.2(vi) (let-
ting m=0) to (5.28), we have H 1 # F0 (1n+2). Again by using Lemma
4.2 (vi) to (5.29) and by (5.15), we finish the proof of (5.26).
Here are the equations corresponding to Hamiltonian H :
XH : {
d
dt
\=&

{
(H 1+H 2+H 3)(\, {, t, =)
d
dt
{=
2n+2
n+2
\nn+2+

\
! (\, t, =)+

\
(H 1+H 2+H 3)(\, {, t, =).
(5.30)
In following arguments, we omit the coefficient 2n+2n+2 without the
loss of generality. Define a diffeomorphism 93 : (\, {) [ (r, {) by r=\nn+2
and {={, which transforms (5.30) into
{
d
dt
r=( f1+ f2+ f3)(r, {, t, =)
d
dt
{=r+ g0(r, t, =)+(g1+ g2+ g3)(r, {, t, =),
(5.31)
where
fi (r, {, t, =) :=&
n
n+2
r&(2n)

{
H i (rn+2n, {, t, =), 1i3;
{g i(r, {, t, =) := \ H i (rn+2n, {, t, =), 1i3; (5.32)g0(r, t, =) := \ ! (rn+2n, t, =).
Lemma 5.3. For k0, l0, r>>1, { # S1, t # S 1,
|kr 
l
{ f1 |Ck, lr
&(1n)&k,
|kr 
l
{g1 |Ck, lr
&1&(1n)&k, |kr g0 |Ckr
1&(1n)&k, (5.33)
|kr 
l
{ f2(r, {, t, =)|Ck, lr
&(1n)&k :
n
j=0 \C+ }
d
dt
pj, =(t)}+ , (5.34)
|kr 
l
{g2(r, {, t, =)|Ck, lr
&1&(1n)&k :
n
j=0 \C+ }
d
dt
pj, =(t)}+ , (5.35)
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|kr 
l
{ f3(r, {, t, =)|Ck, lr
2&(1n)&k :
2n
j=0
| p j (t)& p j, =(t)|, (5.36)
|kr 
l
{g3(r, {, t, =)|Ck, lr
1&(1n)&k :
2n
j=0
| p j (t)& p j, =(t)|. (5.37)
Proof. We give the proof of (5.35) only. The remaining proof is similar
to that. For k=0 and l0, (5.35) holds true obviously by (5.25). Let k1.
By the application of kr 
l
{ to (5.32) (for i=2), 
k
r 
l
{g2(r, {, t, =) is a sum of
these terms,
(s+1\ 
l
{H 2 (r
n+2n, {, t, =)) } (rn+2n) ( j1) } } } (rn+2n) ( js), (5.38)
with 1sk and 1 j1 , ..., jss and j1+ j2+ } } } + js=k. By (5.25),
(5.38) is bounded by
Cr(n+2n)((1n+2)&(s+1))r(n+2n) s&( j1+ } } } + js) :
n
j=0 \C+ }
d
dt
pj, =(t)}+
Cr(1n)&(n+2n)(s+1)+((n+2n) s&k) :
n
j=0 \C+ }
d
dt
pj, =(t)}+
Cr&1&(1n)&k :
n
j=0 \C+ }
d
dt
pj, =(t)}+ .
This ends the proof of (5.35).
Lemma 5.4. The solutions (r(t), {(t)) of Eqs. (5.31) with (r(0), {(0))=
(r0 , {0) do exist for 0t1 if (r0 , {0) # [", "+1]_S1, =="&2, ">>1. And
the time 1 map 81 of the flow of 8t of Eq. (5.31) is of the form
91 : {{1={0+r0+‘(r0)+ f (r0 , {0)r1=r0+ g(r0 , {0) (5.39)
with
‘(r0)=|
1
0
g0(r0 , s, =) ds, (5.40)
|kr0 
l
{0 f (r0 , {0)|"
&(12n)&k, |kr0 
l
{0 g(r0 , {0)|"
&(13n)&k. (5.41)
Proof. Equations (5.31) with (r0 , {0)=(r0 , {0) are equivalent to the
following integrating equations
{r(t)=r0+
t
0 ( f1+ f2+ f3)(r(s), {(s), s, =) ds
{(t)={0+ t0 (r(s)+ g0(r(s), s, =)+(g1+ g2+ g3)(r(s), {(s), s, =)) ds.
(5.42)
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Let
{
r(t)=r0+B(r0 , {0 , t)
(5.43)
{(t)={0+r0 t+‘*(r0 , t)+A(r0 , {0 , t).
‘*(r0 , t)=|
t
0
g0(r0 , s, =) ds.
Then Eqs. (5.42) are equivalent to
{
B=|
t
0
( f1+ f2+ f3)(r0+B, {0+r0 s+‘*(r0 , s)+A, s, =) ds
(5.44)A=|
t
0
Bds+|
t
0
|
1
0
rg0(r0+’B, s, =) d’ds
+|
1
0
(g1+ g2+ g3)(r0+B, {0+r0 s+‘*(r0 , s)+A, s, =) ds
Denote by C[0, 1] the space of all continuous functions in [0, 1]. Set
C [0, 1]=[x(t) # C[0, 1] | | |x| | := max
t # [0, 1]
|x(t)|1].
Define an operator T : C [0, 1] _C [0, 1]  C[0, 1] _C[0, 1] by T(x, y)=
(T1(x, y), T2(x, y)) where
T1(x, y)=|
t
0
T2(x(s), y(s)) ds+|
t
0
|
1
0
rg0(r0+’y, s, =) d’ ds
+|
1
0
(g1+ g2+ g3)(r0+ y, {0+r0 s+‘*(r0 , s)+x, s, =) ds,
T2(x, y)=|
t
0
( f1+ f2+ f3)(r0+ y, {0+r0 s+‘*(r0 , s)+x, s, =) ds.
It is obvious that (A, B) is a pair of the solutions of Eq. (5.44) if and only
if it is a fixed point of T. For any x, y # C [0, 1] and ">>1,
| |T2(x, y)| ||
1
0
( | f1 |+| f2 |+| f3 | )(r0+ y, {0+r0s+‘*(r0 , s)+x, s, =) ds
(Lemma 5.3)C"&(1n)+|
1
0
C"&(1n) :
n
j=0 \C+ }
d
ds
p j, =(s)}+ ds
+|
1
0
C"1&(1n) :
2n
j=0
| pj (s)& pj, =(s)| ds
((5.9), (5.10))C"&(1n)+C"&(1n)+C"1&(1n)=
"&(12n)1, (5.45)
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where we have used =="&1 and ">>1 and we have used the fact that the
constant C is independent of =. Similarly,
&T1(x, y)&"&(13n)1. (5.46)
Hence T is an operator from C [0, 1] _C [0, 1] to C [0, 1] _C [0, 1] . By Lemma
5.3 and the argument similar to that of (5.45), we can easily verify that T
is an contraction operator. So T has a fixed point (A(r0 , {0 , t),
B(r0 , {0 , t)). This implies that the solutions of Eq. (5.31) do exist for
0t1 if r0 is sufficiently large. Let ‘(r0)=‘*(r0 , 1), f (r0 , {0)=
A(r0 , {0 , 1) and g(r0 , {0)=B(r0 , {0 , 1). Then 81 is of the form of (5.39).
Observe that (5.45) and (5.46) have shown that (5.40) hold true for
k=0, l=0. The further estimates required can inductively be verified from
(5.44) in view of Lemma 5.3.
Lemma 5.5. The map 81 has the intersection property on the domain
0"=[(r0 , {0) # [", "+1]_S1, ">>1],
i.e., if C is an embedded circle in the domain homotopic to a circle r0=Const.
in the domain, then 81(C) & C{<
Proof. This is a well-known fact. See [1] for instance.
Proof of Theorem 2. It follows from Lemma 5.4 and Lemma 5.5 that 81
satisfies the conditions of Moser’s twist theorem [68]. 81 has therefore at
least one invariant closed curve Z" with the rotation number | satisfying
(1.2) on the domain 0" . The solutions of Eq.(5.31) starting at time t=0 on
the invariant closed curve determine a 1-periodic cylinder in the space
(r, {, t) # 0"_R. Hence, the solutions are quasiperiodic with frequencies |
and 1. Since Eq. (5.31) is time-periodic, the phase space is 0" _S1. Noting
that the radius of Z" tends + as "  , we have that, in the original
coordinates, every (x, y) # R2 is in the interior of some invariant curve of
the time 1 map of the flow of Eq. (1.1). The solution starting from (x, y)
is therefore confined in the interior of the time periodic cylinder above the
invariant curve and hence is bounded.
Note added in proof. Wang [12] proved that there exists a function p # C(S 1) such that
equation (d 2xdt2)+x2n+1+ p(t) x2n=0 possesses an unbounded solution.
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