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ABSTRACT 
 
Milling of roll compacted ribbons is a commonly used unit operation in the pharmaceutical 
industry to improve the manufacturability of fine powders. In this thesis, two computational 
techniques, the Discrete Element Method (DEM) and the Population Balance Modelling 
(PBM), are combined into a coupled DEM-PBM framework, to investigate the micro-
mechanics of ribbon breakage in milling. The effects of interfacial energy and porosity on the 
mechanical properties of ribbons and the effects of interfacial energy, impact velocity and 
abrasion velocity on ribbon fragmentation during impact and abrasion tests are explored. 
On the effects of interfacial energy and porosity on the mechanical properties of ribbons, it is 
found that the tensile strength of the ribbon is a linear function of the interfacial energy and 
an exponential function of the porosity. An equation to evaluate the ribbon’s tensile strength, 
from both the porosity and the interfacial energy is then derived. The proposed equation, 
which is similar to the Ryshkewitch-Duckworth (RD) formula that considers only the 
porosity, can be considered as an extension of the RD equation to consider the interfacial 
energy effect.  
On the impact and abrasion tests, mathematical models are derived to describe the 
dependency of the number of large fragments and the fraction of fines (small fragments), 
resulting in DEM ribbon impact and abrasion tests on the interfacial energy, the impact 
velocity and the abrasion velocity. It is found that these models, when used as input for PBM, 
in a multiscale DEM-PBM modelling framework, reasonably well predict the experimental 
data for the impact tests and are in good agreement with the experimental data for the 
abrasion tests. 
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CHAPTER 1: Introduction 
 
1.1 Background 
The pharmaceutical industry, exemplified by the companies Merck and Pfizer, is currently 
experiencing a rapid proliferation of poorly permeable and poorly soluble drug-like 
compounds, resulting from drug-discovery strategies which strongly influence aqueous 
solubility and permeability. Despite the success of these drug discovery approaches, poor 
permeability and solubility limit the absorption of the drugs, reducing the therapeutic drug 
response (Lipinski, 2000). To enhance solubility, drug dissolution and absorption of poorly 
water-soluble drugs, several techniques can be adopted, such as the usage of co-solvents and 
hydrophilic agents, or chemical modification of the drug molecules. An alternative solution is 
represented by milling, a unit operation in the manufacture of solid dosage forms, which 
consists of mechanical size reduction of coarse particles into smaller ones (Loh et al., 2015), 
also known as “comminution”. As demonstrated for several drugs, finer particles improve the 
therapeutic efficacy of drugs, and they are therefore desired (Allen et al., 2012). For example, 
milling has improved the dissolution of griseofulvin, an anti-fungal drug, theophylline, an 
anti-asthma product, nitrofurantoin, an anti-infective drug for the urinary system, ibuprofen, 
etc (Allen et al., 2012; Loh et al., 2015). During milling, the surface area of the particles 
grows, increasing the rate of dissolution, according to the Noyes–Whitney equation, and the 
solubility, according to the Ostwald-Freundlich equation (Khadka et al., 2014). A significant 
increase of the drug solubility occurs for a reduction of the particle size below 1 𝜇𝑚. 
Aqueous solubility and dissolution rate (and other factors such as permeability) influence the 
bioavailability of drugs (Krishnaiah, 2010). In particular, Aulton (2002) reports: “Many drugs 
are hydrophobic and have very limited solubility in water. Owing to the limited aqueous 
solubility of such drugs, the rate at which they dissolve (slow dissolution rate) can result in 
only a small percentage of the administered drug actually being available to the patient (low 
bioavailability).” Therefore, milling is considered a technology which promotes the 
bioavailability of poorly soluble drugs (Khadka et al., 2014). 
Prior to milling, most methods of pharmaceutical manufacture use an agglomeration or size 
enlargement step - granulation process - to achieve a uniform distribution of a powder mix, 
preventing segregation of the individual components and improving the flow and compaction 
characteristics of the powder mix (Aulton, 2002). Granulation is classified as dry or wet. One 
of the agglomeration methods in dry granulation is roll pressing or roller compaction, which 
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is attractive for his ease of process control, compared to slugging (an alternative method in 
dry granulation), and for its shorter procedure, compared to wet granulation. Indeed, unlike 
wet granulation, preparation of binder solution and drying are not required in dry granulation, 
making the process faster. In roller compaction, powder is compacted between two counter 
rotating rolls, resulting in agglomerate strips or ribbons. Compressing the powder into 
ribbons increases the bulk density, flowability and uniformity of the material for the final 
product (Pérez Gago et al.; Yu et al., 2012a). This Thesis focuses on milling of roll 
compacted ribbons. 
Although milling is beneficial for the pharmaceutical industry, favouring bioavailability of 
drugs and granule homogeneity, it is a complex, inefficient, and not fully understood process 
(Loh et al., 2015; McKenzie et al., 2006; Powell and Morrison, 2007). Complexity of milling 
arises from the variety of grinding mechanisms which occur during the comminution and 
from the material and process parameters involved. Furthermore, a fine-tuning of the process 
variables is often required to obtain the desired product (Loh et al., 2015). Different milling 
techniques can be used based on the grinding mechanisms, such as cutting (or shearing), 
compression (or crushing), impact and attrition (Clement and Purutyan, 2002; Friedrich, 
2001; Parrott, 1986). Several influencing parameters in milling depend on the equipment. For 
example, in hammer mills, they are milling speed, screen design, and residence time; in pin 
mills, they are clear space between rotating and stationary pins, mill size, mill speed and solid 
feed rate (Seibert et al., 2010).  
To improve the milling process, much research was conducted to enhance understanding of 
the basic mechanisms of breakage and attrition, in breakage in granulation (Reynolds et al., 
2005). Several tests were performed on single particles, with focus on impact breakage. This 
basic knowledge of the failure modes of single particles could be then be transferred to 
milling, improving the process design and product quality (Bentham et al., 2004; Ghadiri et 
al., 2007; Vogel and Peukert, 2005). Experimentally, the effects of impact velocity, impact 
angle, agglomerate size and structure, humidity conditions, particle size, number and size of 
macro-voids inside the agglomerate, were explored (Boerefijn et al., 1998; Cheong et al., 
2004; Cheong et al., 2003; Salman et al., 2003; Salman and Gorham, 2000; Salman et al., 
1995; Samimi et al., 2003; Subero and Ghadiri, 2001). Through numerical simulations carried 
out with the Discrete Element Method (DEM), the influence of impact velocity, primary 
particle and agglomerate sizes, surface energy (bond strength), solid fraction, contact density, 
impact site location, impact angle, agglomerate shape and limiting contact pressure (related to 
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yield stress) were investigated (Kafui and Thornton, 2000; Liu et al., 2010; Liu et al., 2016; 
Mishra and Thornton, 2001; Moreno-Atanasio and Ghadiri, 2006; Moreno et al., 2003; 
Thornton et al., 1999). 
The DEM approach is deterministic and mechanistic, in which the motion and interaction of 
primary particles is tracked. It is therefore highly computationally intensive, and often 
unsuitable for process scale (or industrial) applications. At large scales, a common numerical 
method to investigate comminution processes is Population Balance Modelling (PBM), an 
empirical or semi-empirical based approach. To take advantage of both DEM and PBM, these 
two computational techniques can be integrated, forming DEM-PBM multiscale modelling 
frameworks. The DEM-PBM coupling was investigated so far mainly for wet granulation, 
where the particle flow information extracted with DEM, such as particle velocity, collision 
frequency, particle residence time, were transferred to PBM, to estimate the particle size 
distribution during the process (Barrasso et al., 2015a; Barrasso and Ramachandran, 2015; 
Barrasso et al., 2014; Bouffard et al., 2012; Capece et al., 2014a; Freireich et al., 2011; Gantt 
et al., 2006; Gantt and Gatzke, 2006; Wang et al., 2012). Very little literature examining the 
coupled DEM-PBM modelling for size reduction processes, as milling, was found. 
In this study, a multiscale DEM-PBM modelling framework for the size reduction of 
pharmaceutical agglomerates (ribbons) was developed, along with a modelling of granular 
strength (through a numerical three-point bending test). The breakage of three-dimensional 
cuboidal agglomerates was modelled for impact and abrasion processes, and the effects of 
interfacial energy (bond strength) and impact and abrasion velocities were investigated.  
1.2 Objectives 
The overall aim of this study is the exploration of the fundamental microscopic mechanisms 
of agglomerate breakage, using a coupled DEM-PBM integrated technique. A summary of 
the objectives is here presented: 
1. To prepare virtual cuboidal agglomerates of spherical primary particles, using a 
cohesive particle model with interfacial energy, representing pharmaceutical ribbons. 
2. To explore the effect of interfacial energy and porosity on the mechanical properties 
of ribbons, especially the bending strength. 
3. To explore the effect of interfacial energy and impact velocity on ribbon damage, as a 
consequence of undergoing impact (orthogonally to a flat surface) during milling. 
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4. To explore the effect of interfacial energy and abrasion/shearing velocity on ribbon 
damage, as a consequence of undergoing abrasion during milling. 
5. To develop a hybrid multiscale DEM-PBM modelling framework for comminution of 
pharmaceutical ribbons, with experimental validation. 
1.3 Layout of the thesis 
Chapter 1 provides a brief introduction to the background, objectives and thesis structure. 
Chapter 2 presents the state-of-the art on the comminution and milling process, from both 
experimental and numerical perspectives. The fundamentals and types of milling, the failure 
mechanisms involved in milling, along with the computational techniques of DEM and PBM 
and their applications to milling, are reviewed.  
Chapter 3 illustrates the preparation process of virtual pharmaceutical ribbons in DEM and 
investigates the effects of interfacial energy and porosity on the tensile strength of the 
ribbons, undergoing a virtual three-point bending test. A strong correlation between the 
bending strength with the interfacial energy and the porosity is found. Specifically, the tensile 
strength is found to be a linear function of the interfacial energy and an exponential function 
of the porosity. A model describing these relationships is thus proposed.  
Chapter 4 investigates the effects of interfacial energy and impact velocity on the 
agglomerate damage in single particle impact tests, with DEM. Mathematical models are 
proposed to describe the number of large fragments and the fraction of fines resulting from 
the agglomerate breakage, as function of the interfacial energy and the impact velocity. Those 
mathematical relationships are then used as input for PBM, in the development of a 
multiscale DEM-PBM model for impact-dominated ribbon milling. An experimental 
validation is also shown. 
Chapter 5 discusses the effects of interfacial energy and impact velocity on ribbon damage in 
single particle abrasion tests, in DEM. Similarly to Chapter 4, mathematical models 
describing the number of large and fine fragments produced in abrasion tests are proposed 
and employed in developing a coupled DEM-PBM model for abrasion-dominated ribbon 
milling. The DEM-PBM simulations are validated with experimental data. 
Chapter 6 recaps and summarises the findings of this thesis, proposing possible future 
developments. 
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CHAPTER 2: Literature Review 
 
2.1 Comminution and milling in the pharmaceutical industry 
2.1.1 Background 
 
Comminution is a size reduction process of large solid unit masses into small unit masses, 
and it is considered as a vital process in numerous industries, including pharmaceutical, 
chemical, food and mining (Patel et al., 2008). When the size reduction occurs by mechanical 
means, the process is called milling (Parrott, 1974). This operation leads to the formation of 
new surfaces in the material (Parrott, 1986), through a combination of body fragmentation 
and surface damage, caused by the action of external forces (Ghadiri et al., 2007). The main 
purpose of milling, in most cases, is to control the particle size, meeting the industrial 
specifications of maximum and minimum size limits or size distribution (Fisher, 2006; 
Parrott, 1974). Although this mechanical operation of size reduction is one of the oldest and 
mostly used industrial processes (Kanda and Kotake, 2007; Neikov, 2009; Prasher, 1987), it 
is still poorly understood (McKenzie et al., 2006; Powell and Morrison, 2007). 
 
In pharmaceutical solid dosage form manufacturing, the control of particle size is crucial for 
the production of formulated medicines and in their following administration (when the drug 
is released). Indeed, the particle size influences flow and packing properties in tablet and 
capsule manufacturing, and the pharmacological effects of the drug (Neikov, 2009; Parrott, 
1974). The particle size reduction increases the specific surface area (surface area per unit 
weight) and therefore the contact area between the solid medicinal compound and the 
dissolving fluid. This leads to a higher dissolution rate (Noyes–Whitney equation), better 
absorption by the body and, hence, to higher bioavailability of poorly soluble drugs 
(Liversidge and Cundy, 1995; Parrott, 1986). Other properties of the compounds can be 
modified by milling, such as the crystal form of the active pharmaceutical ingredient (API). 
Through the impact and compression forces in milling, the API crystal form can be converted 
into an amorphous form (Balani et al., 2010; Fisher, 2006). The amorphous solids are more 
desirable than the crystal solids, since the former have higher solubility, faster dissolution 
rate and enhanced bioavailability, even though they are physically and chemically unstable, 
tending to re-crystallize (Balani et al., 2010; Fisher, 2006; Lu and Rohani, 2009). Mechanical 
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particle size reduction may also facilitate the mixing of powders and the production of 
suspensions (Neikov, 2009), influence taste and rheology of oral suspension  (Parrott, 1974; 
Parrott, 1986), favour the production of micronized particles for inhaled drug delivery (Pilcer 
and Amighi, 2010), and affect the content uniformity of dosage forms (Poska et al., 1993; 
Rohrs et al., 2006). 
 
In pharmaceutical manufacturing of solid dosage forms, the active drug (active 
pharmaceutical ingredient, API) and the excipient, such as sorbitol, lactose, mannitol and 
microcrystalline cellulose (MCC) (Ohrem et al., 2014; Rogers et al., 2013), undergo a 
transformation into tablets, pills and capsules (Jarvinen et al., 2013). The process starts with 
the feeding of the raw materials (API and excipient) in hoppers, followed by a number of unit 
operations including blending, granulation, milling and compression (see Figure 2.1) (Rogers 
et al., 2013). Milling is an unit operation in tablet manufacturing which occurs in two phases: 
1) between the feeding and the blending in order to delump or reduce the size of the as-
received powder (especially API), and 2) after granulation in order to reduce the granules size 
(Rogers et al., 2013).  
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Figure 2.1 illustration of the solid dosage form manufacturing process in pharmaceutical 
industry (Rogers et al., 2013). 
The first milling stage after feeding is generally operated using a conical screen mill 
(Comill), which consists of a cone shaped screen and a rotating impeller inserted in the 
centre, which compresses the particles against the screen (see Figure 2.2). The compressive 
action of the impeller causes deagglomeration, delumping and breakage of the powder (Deng 
et al., 2015), resulting in smaller particles that leave the mill, flowing through the holes of the 
screen (Rogers et al., 2013). The delumped powder is then mixed in a blender to enhance the 
distribution uniformity of the API (Aulton and Taylor, 2013), and granulated (creating 
agglomerates of powder blend) to improve flow properties, content uniformity and 
compatibility (Faure et al., 2001; Kleinebudde, 2004). As illustrated in Figure 2.1, 
granulation can be dry, performed with a roll compactor, or wet, where the granules are 
formed by addition of a liquid binder into a powder bed, under the action of an impeller (high 
shear granulator), screw (twin screw granulator) or air (fluid bed granulator).  
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Figure 2.2 Conical screen mill (courtesy of Hanningfield). 
 
The second milling stage in tablet manufacturing occurs after the granulation, in order to 
reduce the granule size before the tableting (Rogers et al., 2013). Therefore, dry milling or 
wet milling could be selected depending on the grinding media and on the physical and 
chemical properties (and stability) of the particles (Seibert et al., 2010). Dry milling is 
preferred for mechanical micronization of drugs, when the API particles isolated by 
crystallisation are larger than the target particle size distribution (PSD), and to avoid 
corrosive processes, due to incompatibilities between a processing solvent and the wet 
milling equipment (Fisher, 2006; Seibert et al., 2010). Wet milling is less time and energy 
consuming than dry milling, and being an isolated operation, it is a dust free process (Bartos 
et al., 2016). Wet milling can also be chosen when the material to be milled shows unwanted 
physical properties or phase changes at high temperatures (Seibert et al., 2010). Since the size 
reduction process results in particles of varying sizes, the size-reduced particles are then 
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passed through sieves to get fractions of narrow size range. The process in which particles of 
desired size are separated from other fractions is called Size separation (or classification). 
 
2.1.2 Fundamentals of milling and types of mills 
 
Mills are composed of three basic components: feeding chute or hopper, where the unmilled 
material is delivered, a mill chamber, in which size reduction takes place, and a discharge 
chute or receiver (Parrott, 1986). Mills can be classified based on the grinding mechanism 
which depends on the way in which the forces are applied (see Figure 2.3): (1) forces exerted 
by two surfaces on a particle, as crushing, attrition, shearing and crushing in a particle bed, 
(2) impact of a particle on a surface or impact between two particles, (3) shear mechanism 
exerted by the medium which surrounds the particle, (4) non-mechanical energy supply to a 
particle, as thermal shock or explosive shattering (thermal, electrical or chemical energy) 
(Rumpf, 1965). These mechanisms can be summarised with four terms: compression (or 
crushing), shearing (or cutting), attrition and impact (Clement and Purutyan, 2002; Friedrich, 
2001; Parrott, 1986). Depending on the size reduction methods, the milling process can be 
divided into classes: shear milling, compression milling, impact milling and attrition milling. 
The largest particles are produced in shear milling, followed by compression milling, impact 
milling, and attrition milling where the particles size is typically the smallest one (Friedrich, 
2001).  
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Figure 2.3 Mechanical stresses on particles (Rumpf, 1965). (a) to (c): forces exerted by two 
surfaces on a particle. (d) and (e): impact of a particle on a surface or impact between two 
particles. (f): shear mechanism due to the surrounding medium, without contact with a solid 
surface. 
Based on the principle of operation and on the desired product size, several types of mills can 
be chosen, as shown in Table 2.1 (Patel et al., 2008) and in Table 2.2 (Naik and Chaudhuri, 
2015). These two tables extracted from the literature are not perfectly consistent, but they 
give a rough idea about the selection process of the milling equipment. The most common 
dry mills in pharmaceutical manufacturing are the hammer and pin mills (impact milling), 
rotary cutter mill (cutting milling), fluid-energy mills, also called jet mills (impact and 
attrition milling), roller mill (compression milling), conical screen mill, oscillating 
granulators, rotating sieve mills (compression and attrition milling) (Abdel-Magid and Caron, 
2006; CDER, 1999; Parrott, 1986). Some types of mills are shown in Figure 2.4. The most 
common wet mill are toothed rotor-stator mill, colloid mill and media mill (attrition and shear 
milling) (Seibert et al., 2010).  
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Grinding Mechanism Mill 
Approximated product 
particle size (𝝁𝒎) 
Cutting 
Scissor 
Shear 
Cutter mill 
100 − 80,000 
Compression 
Roller mill 
Pestle-Mortar 
50 − 10,000 
Impact 
Hammer mill 
Disintegrator 
50 − 8,000 
Attrition 
Colloidal mill 
Roller mill 
1 − 50 
Impact and Attrition Fluid 
Energy Mill 
Ball mill 1 − 2,000 
 
Table 2.1 Various types of mills and their correspondent stress mechanisms and product sizes 
as reported by Patel et al. (2008). 
 
Grinding Mechanism Mill 
Approximated particle size 
(𝝁𝒎) 
Compression Conical Screen Mills 500 − 1,000 
Impact 
Hammer mill 
Pin mill 
10 − 1,000 
Attrition Jet mill 1 − 50 
Impact and Attrition  Ball mill 1 − 50 
 
Table 2.2 Various types of mills and their correspondent stress mechanisms and product sizes 
as reported by Naik and Chaudhuri (2015). 
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(a) Hammer mill 
 
(b) Pin mill 
 
(c) Fluid energy mill 
 
(d) Conical screen mill 
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(e) Cutting mill 
 
(f) Ball mill 
Figure 2.4 Schematic representation of different types of mill (Aulton and Taylor, 2013). 
 
2.1.2.1 Hammer mill 
 
Hammer mills (see Figure 2.4a) are the most versatile and common mills in solid dosage 
form manufacturing (Ahmed et al., 2013). Hammer mills (Aulton and Taylor, 2013; Parrott, 
1986) comprise a rigid metal case (housing) and a horizontal central shaft rotating element 
(rotor), on which a series of four or more hammers are mounted. The material is fed at the top 
or centre through a series of spinning hammers, which swing out radially from the rotating 
central shaft. The impact with hammers or with mill internals (breaker plates or housing) 
determines the particle size reduction. Usually, for size separation of the final product, 
perforated grates are set at the lower part of the housing, allowing only adequately 
comminuted particles to pass through. The key parameters in controlling the size reduction 
are the mill speed, the screen design (screen opening size), hammer type and the residence 
time of the feeding material (Seibert et al., 2010). The rotational speed of the grinding rotor is 
the main variable to control the final product quality (Nakach et al., 2004). A relationship 
between the average final particle diameter and the screen opening size was found 
(Carstensen, 2000). Due to their versatility, hammer mills became popular in pharmaceutical 
industry, being used to mill dry materials, wet filter-press cakes, ointments, and suspensions 
(Parrott, 1974; Parrott, 1986). Hammer mills can enhance mixture homogeneity (Yeung and 
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Hersey, 1979) and are not suitable for milling of abrasive and highly elastic materials (Seibert 
et al., 2010). 
 
2.1.2.2 Pin mill 
 
Pin mills (see Figure 2.4b)  are high speed impact mills, consisting of two rotating disks, 
parallel to each other, with concentric rings of hardened steel pins. Both disks can rotate in 
counter-direction, or only one rotates (rotating pins) and the second still (stationary pins). The 
grinding mechanism is achieved when the feed material impacts the pins, which rotates at 
high speed between the stationary pins (Lan and Mahapatra, 2007; Saravacos and 
Kostaropoulos, 2002). Pin mills work similarly to hammer mills but at higher speed regimes 
and with a smaller gap between the rotating and stationary pins (Burcham et al., 2008). The 
parameters to control the particle size distribution are similar to hammer mills: the clearance 
between rotating and stationary pins, rotational mill speed, residence time of the material, 
size of the mill, and solid feed rate (Seibert et al., 2010). Pin mills are not suitable for 
pharmaceutical materials susceptible to thermal degradation, since milling can generate a 
temperature around 40 − 60℃ (Fisher, 2006).  
 
2.1.2.3 Fluid energy mill 
 
Fluid energy mills (also called jet mills, see Figure 2.4c) represent an alternative to hammer 
or pin mills and are used for micronization, to reduce powder to an average mean diameter 
< 10 𝜇𝑚 (Clement and Purutyan, 2002; Dobson and Rothwell, 1969). In fluid energy mills, 
the material is suspended and conveyed at a high velocity by compressed air or inert gas, in a 
grinding chamber. The high-pressure air jets produce turbulences in the chamber, causing the 
particle size reduction, mainly through particle-particle impacts, but also with some attrition 
(Aulton and Taylor, 2013; Clement and Purutyan, 2002; Morales et al., 2012). Examples of 
fluid energy mills are spiral jet mills, fluidized bed jet mills and loop jet mills. Fluidised bed 
jet mills are used for comminution of hard materials (Mohs scale hardness up to 10), while 
spiral mills are suitable for soft materials (Mohs hardness less than 3) (Clement and Purutyan, 
2002). The key parameters to control the final product in a fluid bed jet mill are: the residence 
time in the mill, total gas flow rate, nozzle diameter (from which the gas is injected in the 
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grinding chamber), chamber pressure (grinding gas pressure) and solids feed rate (Seibert et 
al., 2010). Additionally, fluid bed jet mills can have a rotating classification wheel 
(classifier), to avoid the exit of unmilled materials from the grinding chamber. In the fluid 
bed air jet mill with an integral classifier, Nakach et al. (2004) found that the specific surface 
Δ𝑆𝑠𝑝 of the final product was proportional to the ratio between the air pressure at the grinding 
nozzles 𝑃 and the speed of rotation of the classifier (turbo selector) 𝑁. They observed the 
quality of the final product was mainly controlled by the rotational speed of the turbo 
selector. For spiral jet mills, Midoux et al. (1999) showed that the specific surface of the final 
product depended essentially on the nozzle grinding pressure and the solid feed rate. The 
specific surface increases with the pressure, and with a decrease of the solid feed rate. Also 
the mill residence time is a typical parameter to control the particle size in spiral jet mills 
(Seibert et al., 2010). 
 
2.1.2.4 Conical screen mill 
 
Conical screen mills (see Figure 2.4d) are compressive mills and are used for powder 
delumping or size reduction of coarse particles. The reduction process occurs in a grinding 
chamber, where a rotating impeller and a conical screen are housed. The rotating impeller 
exerts a compressive action on the material, forcing it through a perforated conical screen. 
The processed material is then discharged through the screen apertures (Murugesu, 2008). 
The milled material depends on screen aperture size, screen type, impeller (milling rotor) 
speed, impeller shape. A combined study on the effects of three milling variables, i.e. milling 
speed, screen aperture size and impeller shape, was conducted by Motzi and Anderson 
(1984a). They performed experiments on a pharmaceutical material (aspirin with 10% starch) 
and showed that the effect of the three milling variables could not be considered 
independently, but they should be evaluated in combination . The same authors also reported 
(Motzi and Anderson, 1984b) a method to predict the particle size distribution resulting from 
the comminution of aspirin, in a conical screen mill. The grinding of pharmaceutical material 
in a conical screen mill (Comill) observed in Bauer-Brandl and Becker (1996) was partially 
in contrast with the findings of  Motzi and Anderson (1984a, 1984b). Studying the efficiency 
of a Comill for deagglomeration of spray-dried lactose and MCC, Bauer-Brandl and Becker 
(1996) noticed an increase in particle size for the lactose, probably due to the compression 
force of the impeller on the screen, which led to particle compaction. However, the effect of 
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enlargement of lactose particles was in the range of variability of the different batches of the 
same material. For MCC , no increase in particle size was recorded. The experiments of 
Bauer-Brandl and Becker (1996) were conducted by varying the milling speed, the impeller 
shape (round and square), the material (spray-dried lactose and MCC Avicel) and screen hole 
size. They found that (i) round impellers produced smaller quantities of fines than square 
impellers, (ii) larger screen aperture size resulted in larger particles for lactose and (iii) none 
of the possible combinations of the milling variables led to severe alterations of the final size 
distribution. Byers and Peck (1990) also explored the effects of milling speed, screen hole 
size and impeller type on the grinding of  aspirin with 10% starch. They found that the most 
important parameter was the screen aperture hole. Independently of the impeller shape, the 
screen with the smallest hole size produced the largest granule size reduction. They also 
demonstrated the importance of the impeller shape, comparing impellers with rounded, flat 
face and angled face side-arms. 
 
 Verheezen et al. (2004) investigated the  influence of screen shape, screen size, milling speed 
and formulation on agglomerates of lactose, 10% corn starch, and 2% of binder 
(Hydroxypropylcellulose or HPC) in conical screen mills. They quantified the degree of 
milling and the effect of each mill parameter with the size reduction ratio (SRR), which was 
defined as the ratio between the median of the granule size distribution before and after the 
milling. They showed the SRR as a function of the screen bore width for different particle 
sizes, impeller speeds and screen shapes (round-shaped and rasp-shaped screens). The size 
reduction decreased with the increase of the screen bore size, about linearly for bore size 
greater than 0.8 mm. The slope of the linear relationship between SRR and bore size raised 
with the granule size, indicating that the effect of the bore size increased with coarser 
granules. About the screen type, round screens resulted in a larger size reduction than the rasp 
screens. The granule discharge is favoured by rasp screens and hindered by round screens. 
Consequently, in round screens, the material held inside is subject to further impacts 
(multiple impacts), resulting in a finer milled product. The impeller speed did not affect much 
as the other milling parameters. The screen bore size was identified as the most important 
parameter. Regarding the formulation, Verheezen et al. (2004) compared three types of 
lactose with different average particle sizes and strengths, observing an increase of SRR for 
weaker and larger granules of the feed material. About the strength of the material, they 
suggested that the mechanism of size reduction of weak granules was impact. About the 
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particle size, they proposed a correlation between their observations on the SRR of different 
formulations, and the theory of crack branching of Subero and Ghadiri (2001).  
 
The screen type (round or rasp) effect and the main grinding mechanism (impact) described 
in Verheezen et al. (2004) were observed also by Schenck and Plank (2008), who explored 
wet and dry milling across a range of operating conditions using conical screen mills. They 
showed that wet milling reduced the level of large agglomerates into moderately sized 
agglomerates, while dry milling produced mostly fine particles. They identified a 
fragmentation-like mechanism for wet milling and an impact attrition mechanism for dry 
milling, as proposed by Ghadiri and Zhang (Ghadiri and Zhang, 2002; Zhang and Ghadiri, 
2002). The equation for the impact attrition estimates the volumetric wear rate 𝑉, depending 
on the granule size 𝑑𝑔 and impact velocity 𝑈 (Ghadiri and Zhang, 2002): 
 
 𝑉 ∝
𝜌𝑃𝑈
2𝑑𝑔𝐻
𝐾𝑐2
 (1) 
 
where 𝜌𝑃 is the particle density, 𝐻 the hardness and 𝐾𝑐 the fracture toughness. The linear 
dependency of the wear rate on the feed material diameter and the quadratic dependency on 
the impact velocity, as observed by Schenck and Plank (2008) in their experiments, led them 
to consider the impact attrition as the main mechanism governing dry granule breakage. They 
also conducted experiments without the screen, to establish the role of the mill screen in 
agglomerate breakage. They demonstrated that the screen served as classifier, which 
increased the residence time of the granules and the therefore the number of impacts, without 
contributing to the breakage. Reynolds (2010) developed a mechanistic model of conical 
screen mill which could be used to predict the milled granule size distribution, as a function 
of the milling processes. His model was consistent with the findings of  Schenck and Plank 
(2008); Verheezen et al. (2004): (i) that the primary mechanism of granule breakage was the 
impact and (ii) larger feeding material led to finer milled product (size reduction paradox). 
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2.1.2.5 Grinding mill 
 
Grinding mills consist of a cylindrical steel vessel filled with a charge of crushing bodies 
(grinding media), which comminute the feed material by impact and attrition. Grinding mills 
are called tumbling mills when the cylindrical shell rotates on its horizontal longitudinal axis 
and the motion is imparted to the charge by the rotating mill shell. When the hollow cylinder 
is stationary and the charge motion is due to a rotating internal stirrer, the mills are called 
stirrer mills. Tumbling mills are classified based on the grinding media: ball mills, rod mills 
(see Figure 2.5), Autogenous Grinding (AG) and Semi-Autogenous Grinding (SAG) mills. 
AG mills are so-called due to the self-grinding of the raw material (ore in mineral processes). 
SAG mills are AG mills with grinding balls (Wills and Finch, 2016). In ball mills, the most 
important operating variable is the rotational mill speed. At low speeds the size reduction is 
ineffective due to a little motion of the balls, while at high speeds the charge is pushed 
towards the grinding chamber (mill walls) by centrifugal force and no size reduction occurs 
(Aulton and Taylor, 2013). All the mills should be rotated below the critical velocity, which 
is defined as the speed at which the charge centrifuges (Gupta and Yan, 2006). Around two 
thirds of the critical velocity, a cascading action of the balls inside the mill chamber is 
produced, causing the size reduction of the raw material (Aulton and Taylor, 2013). 
Tumbling mills, such as SAG/AG mills and ball mills, are typically employed in the mineral 
industry for primary grinding (Wills and Finch, 2016). Ball mills and High Pressure Grinding 
Rolls (HPGR) are suitable for cement and clinker grinding, while stirred mills (e.g. Isamill) 
and centrifugal mill (e.g. HICOM mills) are designated to very fine grinding (Cleary and 
Owen, 2016).  
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Figure 2.5 Grinding mechanisms in two types of tumbling mills: ball mill and rod mill (Gupta 
and Yan, 2006). 
 
2.1.3 Understanding the failure mechanisms: granule breakage and strength 
 
Breakage (and attrition) is considered as one of the main mechanisms to describe the 
granulation processes, together with wetting, nucleation, consolidation and growth (Iveson et 
al., 2001). In a loading event, the breakage of particles occurs when the external forces 
exceed the maximum stress of the material, often called the ultimate tensile strength, or 
tensile strength or ultimate strength. The strength of a material could be defined as the 
maximum stress that a material can withstand while being stretched or pulled, before failing 
or breaking (Cheong et al., 2007). The tensile strength, or the material strength, used to 
describe the strength of continuum solid particles, can be employed also for granular solids, 
i.e. clusters of small particles held together by interparticle bonds. This is supported by the 
observations of Goldenberg and Goldhirsch (2005), who reported similar stress responses 
between continuum and granular systems, under certain conditions. Studying the strength of 
granular limestone systems in compression tests, Kapur and Fuerstenau (1967) noticed that 
the interparticle bonds sheared apart in the region where the load was applied, before the 
stress could be transmitted through all the assembly. Such a behaviour observed in a granular 
system was typical for homogeneous elastic systems. Therefore, they concluded that the 
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granule strength depends on the nature and distribution of interparticle bonds, rather than the 
single particles forming the assembly.  
 
Regarding the nature of the interparticle bonds in granular systems, Rumpf (1962) classified 
the bonding mechanisms in five classes: (i) forces and capillary pressure in mobile liquid 
bridges, (ii) adhesive forces in immobile bonding bridges, (iii) attractive forces between solid 
particles (van der Waals, electrostatic, magnetic forces), (iv) solid bridges (through chemical 
reactions, binder solidification, recrystallisation), and (v) mechanical interlocking effects due 
to irregularities in the shape of solid particles. The contribution of interparticle bonding 
forces 𝐹𝑎 to the granule tensile strength 𝜎𝑇 was included in many mathematical models of 
agglomerate strength, as a direct proportionality 𝜎𝑇 ∝  𝐹𝑎 (Schubert, 1975).  
 
In general, predictive models for the granule strength were developed following principally 
two approaches: (Knight, 2001): the simultaneous rupture of the bonds along the fracture 
plane proposed by Rumpf (1962), and the crack propagation from fracture mechanics of 
Kendall (1988). Experimentally, the tensile strength of granules could be measured by impact 
or free fall tests, abrasion, compression and bending tests, as shown in Figure 2.6 (Schubert, 
1975). The unconfined uniaxial compression test was considered by Bika et al. (2001) as the 
easiest one to calculate the tensile strength. Probably for this reason the compression test was 
a popular technique and often used. Nevertheless, in comminution problems where the impact 
conditions become relevant for the industrial processes, impact tests were more appropriate 
(Salman et al., 2003). Free fall tests were generally classified in multi-particle tests and single 
particle tests. The first ones were suitable to predict direct applications in realistic scenarios, 
but they were empirical in nature, while the single particle tests could give an accurate 
description of the impact conditions, revealing the basic failure mechanisms (Bemrose and 
Bridgwater, 1987; Boerefijn et al., 1998; Salman et al., 2003). The basic knowledge on the 
failure modes of single particles could be then transferred to milling, improving the process 
design and product quality of milling (Bentham et al., 2004; Ghadiri et al., 2007; Vogel and 
Peukert, 2005). 
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Figure 2.6 Agglomerate strength experiments (Schubert, 1975). 
 
2.1.3.1 Single particle impact tests. 
 
Single particle impact tests with 5.15 mm aluminium oxide spheres were performed by 
Salman et al. (1995), investigating the failure probability and the fracture patterns under 
normal and oblique impacts. The experiments were carried out with a continuous flow gas 
gun, shown in Figure 2.7a. They described the particle failure by an exponential law related 
to the Weibull distribution, 𝑁0 = 100 𝑒
−(𝑣𝑖 𝑐⁄ )
𝑚
, where 𝑁0 is the number of unbroken 
particles, 𝑣𝑖 is the impact velocity, 𝑐 and 𝑚 constants. For impact angles between 90
° and 
50°, the curves of the unbroken particles partially overlapped, indicating that the oblique 
impact results were similar to that for the normal impacts. About the failure patterns, a 
conical region of compression and fragmentation, due to compressive and shear forces, was 
often found in proximity of the contact area. From this region meridian plane cracks 
propagated along the entire volume, as illustrated in Figure 2.7b. At low velocities, four types 
of failure patterns were observed in normal and oblique impacts: (i) two hemispheres, (ii) one 
hemisphere and two quadrants, (iii) three identical segments, (iv) four quadrants (Figure 
2.7c). These primary forms of failure in impact tests were compared to the breakage patterns 
for static compression experiments, showing that the strongest particles were breaking into 
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three equal segments, and the weakest particles into two halves. At high velocities, secondary 
cracks and fractures were formed in addition to the aforementioned four primary forms.  
 
(a)  Single particle impact apparatus. A continuous flow gas gun. 
 
(b)  Main damaged region. 
 
(c)  Four patterns detected in impact tests at low velocities. 
Figure 2.7 Experimental rig and fracture patterns in Salman et al. (1995) 
Single particle impact experiments with weak 𝛼 −lactose agglomerates formed of adhesive 
(Van der Waals) primary particles using an impact apparatus  (see Figure 2.8) were 
conducted by Boerefijn et al. (1998). They investigated the effects of agglomerate size (two 
sizes, ranging 250 to 710 𝜇𝑚) and humidity conditions (dry agglomerate and agglomerate 
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kept in a humid environment) on the extent of breakage after the impact 𝜉 = 𝑀𝑑𝑒 𝑀𝑓⁄ , 
defined as the ratio between the mass of debris, 𝑀𝑑𝑒 (material passing through a sieve at the 
end of the impact process), and the mass of the agglomerate fed to the impact test apparatus, 
𝑀𝑓.  Regarding the sample size, larger extents of breakage were found in smaller 
agglomerates, for both wet and dry agglomerates. This observed trend was in contrast to the 
previous work of Ghadiri and Zhang (1992) for semi-brittle particulates, and it was attributed 
to different structures in the two agglomerate sizes. About the humidity effect, wet 
agglomerates exhibited a semi-brittle failure mode with a few chips and a small deformation 
during the impact, while dry agglomerates showed a ductile failure mode with a large 
quantity of small fragments and a strong deformation at the first stages of the impact. The 
samples which were maintained in a humid environment showed greater resistance to 
breakage than dry samples. The humidity effect was attributed to a change of the interparticle 
bonding mechanism. A good agreement between the experiments and the numerical 
predictions of Ning et al. (1997) was found. The extent of breakage for dry agglomerates 
depended on the square of the impact velocity. 
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Figure 2.8 Impact test rig in Boerefijn et al. (1998). 
Impact and compression experiments with soda-lime glass spheres of diameters between 0.4 
and 12.7 mm, were performed by Salman and Gorham (2000), varying particle size and 
velocity of impact. They found that the failure mechanisms and patterns depended on size 
and velocity. At low  velocities, independently of the particle size, the formation of Hertzian 
cone cracks (propagating from a ring crack) occurred, as observed in Arbiter et al. (1969). 
Only in small particles a meridian plane crack propagating from the contact area (impact site) 
was observed. At high velocities, several oblique and radial cracks divided the particle, 
producing fragments from the conical central region of crushed and compacted material (see 
Figure 2.9). 
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Figure 2.9 Failure pattern for high impact velocities (Salman and Gorham, 2000). 
Normal impact tests for glass ballotini agglomerates, with different structures (different 
number and size of macro-voids inside the assembly), at various impact velocities, were 
conducted by Subero and Ghadiri (2001). They identified two patterns of agglomerate 
breakage. For low impact velocities and small number of macro-voids, a localised damage 
with particle disintegration was recorded in the region close to the impact area. This pattern 
was called local disintegration. For high velocities and in presence of several macro-voids, a 
distributed damage followed the local disintegration, due to the crack propagation through the 
agglomerate’s body. In the second pattern, also called fragmentation, three different crack 
patterns were observed: (i) oblique cracks, leading to detachment of small clusters from the 
side of the impact zone, (ii) large meridian cracks, splitting in two (or few) large fragments, 
(iii) large meridian and cracks followed by secondary additional cracks, causing multiple 
fragmentation. All the failure patterns of the agglomerates are illustrated in Figure 2.10. In 
addition, contrary to the previous compression tests of limestone agglomerates (Kapur and 
Fuerstenau, 1967) and impact tests with sand-cement agglomerates (Arbiter et al., 1969) and 
alumina agglomerates (Salman et al., 1995), the compression cone close to the impact area 
was not observed by Subero and Ghadiri (2001). 
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Figure 2.10 Breakage patterns of glass ballotini agglomerates (Subero and Ghadiri, 2001). 
An experimental study on the effects of impact velocity, agglomerate size (three sizes, 
ranging 0.6 to 2 mm) and structure, impact angle, fatigue (number of impacts), humidity and 
temperature on the breakage of detergent agglomerates under normal impact tests was 
performed by Samimi et al. (2003). Using the same formulation but different manufacturing 
processes (not specified), two types of agglomerates were produced and comminuted in a 
single impact apparatus, showed in Figure 2.11. To quantify and compare the different effects 
on the agglomerate breakage, they used the extent of breakage as defined in Boerefijn et al. 
(1998). It was found that the extent of breakage had a linear relationship with the product 
𝑢2𝑑, where 𝑢 is the impact velocity and 𝑑 the particle size. The extent of breakage increased 
with increasing of the impact velocity and agglomerate size but in a different way, depending 
on the agglomerate structure (which derived from the manufacturing process employed). 
Also, the influence of the agglomerates size on the extent of breakage was observed. Large 
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agglomerates increased the effect of repeated impacts on the breakage extent. It was also 
found that low temperatures (~20℃) increased considerably the extent of breakage more 
than the impact angle (45° inclined impact target) and humidity condition. Humidity 
decreased the agglomerate strength. 
 
Figure 2.11 Impact test rig used by Samimi et al. (2003). 
Salman et al. (2003) performed single particle impact tests on fertiliser granules (30% 𝑁, 
20% 𝑃2𝑂5, 20% 𝐾2𝑂), showing breakage patterns similar to Salman et al. (1995) at low 
impact velocities (Figure 2.7c), and to Salman and Gorham (2000) at high impact velocities 
(Figure 2.9). Salman et al. (2003) also analysed the probability of failure for the granules 
using the same two-parameter Weibull function in Salman et al. (1995), and the fragment size 
distribution.  The Weibull function fitted the experimental data of the fertilisers, showing a 
small variation in the failure probability function between 90° and 50° (impact angles) as in 
Salman et al. (1995) for the aluminium oxide.  From the volume-based probability 
distribution of the fragments (volume density distributions), Salman et al. (2003) showed two 
distinct regions of breakage behaviour at low and high velocities. They also expressed the 
difficulty to develop a mathematical modelling for the fragment size distribution, due to the 
extreme complexity of the process.  
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The effects of impact velocity and impact angle (from 15° to 90°, where 90° is the normal 
impact) on the failure of soda-lime glass spheres, in impact tests, were explored by Cheong et 
al. (2003). A pressurised gas gun, similar to that one in Figure 2.7 (Salman et al., 1995), was 
used to break spherical glass specimens, with diameter ranging from 1 to 12.7 mm. They 
characterised the volume-based fragment size distribution 𝑄3 with a two-parameter Weibull 
distribution (Shih, 1980) 𝑄3 = 1 − 𝑒
−(𝑥 𝑣𝑐⁄ )
𝑚
, where 𝑥 is the fragment size, and the fitting 
parameters 𝑥 and 𝑚 represent the volume-based mode size and the distribution width, 
respectively. At low velocities and small impact angles, the elastic failure prevailed and the 
quantity of breakage was limited to chipping and small debris from the impact region. At 
high velocities and large impact angles, severe local damage was produced at the impact zone 
and the sphere was split into large fragments, due to inelastic deformation which led to 
oblique and radial cracking. Both the Weibull parameters decreased with the increase of 
impact velocity and impact angle. The same two-parameter Weibull distribution was used 
also in Cheong et al. (2004) to determine the fragment size distribution of glass spheres, 
undergoing impact test. 
 
2.1.3.2 Fragment size distribution in milling 
 
When the milling commences, the starting material is reduced initially in a few relatively 
large fragments and several small fines. Later, during milling, the large fragments are 
comminuted into more numerous and smaller particles, whereas the quantity of fines 
increases without a significant change in the size. Therefore, the particles in different size 
ranges undergo different amounts of breakage and the particle size distribution becomes 
narrower, with a smaller average particle diameter (Aulton, 2002). This effect of size 
reduction on the particle size distribution was observed and demonstrated experimentally by 
Heywood for coal (Aulton, 2002; Heywood, 1950-2; Richardson et al., 2002), who showed 
that a mono-modal size distribution of the starting material turned into a bi-modal distribution 
during the initial phase of milling. The first or large mode represented the coarse fragments, 
which decreased in magnitude during milling, while the second or small mode referred to fine 
particles, which was increased in magnitude. If milling continued, the bi-modal size 
distribution turned into a mono-modal distribution, until the first mode completely 
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disappeared. Unlike the experiments of Heywood (1950-2) on coal, Rubinstein and Gould 
(1987) did not observe the same behaviour for commercial rocksalt and the pharmaceutical 
materials investigated, i.e. acacia, cinnamon bark, gentian root and sucrose. Although a bi-
modal distribution appeared at the initial stage of the grinding as in Heywood (1950-2), the 
coarse mode did not disappear completely in the advanced phases of milling.  
 
Additonally, the feature of particle size distribution obtained by grinding pharmaceutical 
materials was analysed. Steiner et al. (1974) performed milling tests on several mixtures of 
lactose and starch, showing that the final particle sizes could be normal, log-normal, Weibull, 
or bimodal distributed, depending on the mixture and on the milling conditions (sieve used). 
Carstensen and Patel (1974) provided a theoretical explanation on why the milling produces 
log-normally distributed particles sizes, as observed in the experiments of monodisperse 
granulations by Steiner et al. (1974). In many cases, the particles produced in industrial 
processes follow the log-normal distribution or the Rosin-Rammler distribution (Allen, 1990; 
Perry et al., 1997; Saravacos and Kostaropoulos, 2002). 
 
2.2 Discrete Element modelling of milling 
 
2.2.1 The Discrete Element Method 
 
The micromechanics of breakage and attrition of particulate systems can be simulated with a 
numerical method called Discrete Element Method (DEM), initially developed by Cundall 
and Strack (1979) for two-dimensional granular media. According to the Guo and Curtis 
(2015) review on DEM for complex granular flows, the principal DEM models to simulate 
the particle breakage and attrition are the Bonded Particle Model (BPM), the Fragment 
Spawing (FS) and the Attrition Prediction (AP). These three approaches are illustrated in 
Figure 2.12. In the Bonded Particle Model, a particle or grain (sphere, square, polygon) is 
composed of children rigid particles connected by bonds, through which the forces and 
moments are transmitted. The bonds, which can represent the real cement between grains in 
sedimentary rocks, break when the bond stress exceeds the material strength (Potyondy and 
Cundall, 2004). BPM was implemented in DEM to investigate the breakage of elongated 
particles (needle-shaped) in uniaxial compression tests (Grof et al., 2007), and the attrition of 
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squared particles in shear cell simulations (Potapov and Campbell, 1997a). Although the 
internal stress distribution and the fracture propagation between the sub-particles can be 
solved in BPM, this method is limited by the finite number of sub-particles forming each 
grain, implying a limited fragment size distribution. The Fragment Spawing method was 
therefore proposed to avoid a limited fragment size distribution (as in BPM)  (Guo and 
Curtis, 2015). In FS, a mother particle is replaced by smaller siblings particles when the 
particle breakage occurs, and the number and size of the daughter fragments is decided by a 
breakage function. Despite the successful application of FS to pneumatic conveying and jet 
mills, this method strongly depends on empirical breakage functions and can be applied only 
to spherical mother particles (not yet to non-spherical particles) (Brosh et al., 2011). The third 
computational model of particle breakage, called Attrition Prediction, was presented by Hare 
et al. (2011) to predict the particle attrition (a small quantity of material worn down from the 
particle surface), in agitated particles beds. From DEM the stress and strains distributions of 
the bed could be estimated and then combined to an empirical relationship between extent of 
attrition and the prevailing stresses an strains. This empirical correlation was derived 
experimentally in shear cell tests (Ghadiri et al., 2000; Neil and Bridgwater, 1994). The AP 
approach is restricted to narrow particle size distributions of the bed, and should be applied 
only to systems with a relatively small extent of attrition, since the particle change during the 
process is not considered. In their DEM review, Guo and Curtis (2015), do not consider the 
cohesive particle models as computational modelling of particle breakage, but they cover that 
topic separately. The cohesive forces depend on the separation distance between the particles 
and become relevant for particle size less than 100 𝜇𝑚. The principal sources of particle 
cohesion are liquid bridges (capillary forces and viscous forces), electrostatic (Coulomb’s 
forces) and Van der Waals forces (expressed through interfacial or surface energy) and can be 
added in DEM as contact forces between particles. In this thesis, the Van der Waals forces 
are used to produce virtual agglomerates in DEM and their effect on the particle breakage is 
investigated. 
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Figure 2.12 Three major DEM models for particle breakage and attrition (Guo and Curtis, 
2015). 
The DEM code used in this study derives from the Cundall and Strack (1979) model of two-
dimensional granular media, which was extended to three-dimensional spherical assemblies 
and named TRUBAL (Cundall, 1988). Later, the TRUBAL program was further extended at 
the Aston University to simulate particle agglomerates and it was re-named GRANULE. This 
software was able to model elastic, frictional, adhesive or non-adhesive spherical particles, 
with or without plastic deformation. Particles were treated as indestructible discrete entities 
and were capable to interact among themselves and with other elements, such as walls. The 
particle interactions were based on theories of contact mechanics. The frictional elastic 
particle interactions were described by the contact laws of Hertz (1882a) (Johnson, 1985) to 
model the normal force-dispalcement relationship. The Mindlin and Deresiewicz (1953a) 
theory was employed to model the non-linear tangential force-displacement relationship 
(Thornton, 1999). In presence of adhesive forces , the JKR theory (Johnson et al., 1971) used 
as extension of the Hertz (1882a) theory for frictional adhesive contacts. The tangential 
interactions in presence of adhesion were modelled combining the models of Savkoor and 
Briggs (1977) and Mindlin and Deresiewicz (1953a). A detailed description of the 
implementation of these models into DEM can be found in Thornton and Barnes (1986); 
Thornton and Ning (1998); Thornton and Randall (1988); Thornton and Yin (1991). A brief 
summary of the Hertzian model and the JKR model are presented here.  
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Considering two interacting particles, 1 and 2, with elastic moduli 𝐸1 and 𝐸2, with Poisson 
ratio 𝜈1 and 𝜈2, radii 𝑅1 and 𝑅2, the normal force-displacement relationship, 𝑃 − 𝛼 is given 
by: 
 𝑃 =
4
3
𝐸∗(𝑅∗)1 2⁄ 𝛼3 2⁄  (2) 
 
where 
1
𝐸∗
=
1−𝜈1
2
𝐸1
+
1−𝜈2
2
𝐸2
 and 
1
𝑅∗
=
1
𝑅1
+
1
𝑅2
 and 𝛼 is called the relative approach and it is 
related to the contact radius 𝑎 through the equation:  
 𝑎 = (𝛼𝑅∗)1 2⁄  (3) 
 
In case of autoadhesive particles, the JKR model provides a relationship between the contact 
force and the relative approach. The contact radius can be written as: 
 𝑎 = (
3𝑅∗𝑃′
4𝐸∗
)
1 3⁄
 (4) 
 
where 𝑃′ is called effective Hertzian force. This quantity is related to the adhesive force 𝑃𝑐 
and to the applied force 𝑃: 
 𝑃′ = 𝑃 + 2𝑃𝑐 ±√4𝑃𝑃𝑐 + 4𝑃𝑐2 (5) 
 
The adhesive force is also called pull-off force and can be written as follows: 
 𝑃𝑐 =
3
2
𝜋Γ𝑅∗ (6) 
 
where Γ is the work of adhesion, often expressed with the Dupré equation, Γ = 𝛾1 + 𝛾2 −
𝛾12, where 𝛾1 and 𝛾2 are the surface energies of the two solids and 𝛾12 is the interface energy 
(Israelachvili, 2011). For the same material, 𝛾1 = 𝛾2 = 𝛾 and Γ = 2𝛾. From the contact area 
𝑎 it is possible to derive the relative approach of the two spherical particles 𝛼, with the 
following relationship: 
 𝛼 =
𝑎2
𝑅∗
−√
2𝜋Γ𝑎
𝐸∗
 (7) 
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An increment in the relative approach Δ𝛼 corresponds to an increment in the normal force 
ΔP: 
 ΔP = 2𝐸∗𝑎 [
3√𝑃 − 3√𝑃𝑐
3√𝑃 − √𝑃𝑐
] Δ𝛼 (8) 
 
2.2.2 The application of DEM in milling 
 
Using DEM, the most investigated type of mill is the tumbling mill (Abd El-Rahman et al., 
2001; Agrawala et al., 1997; Ashrafizadeh and Ashrafizaadeh, 2012; Bian et al., 2017; 
Capece et al., 2015; Cleary, 2001a, b, 2006, 2009, 2015; Cleary and Morrison, 2011, 2012; 
Cleary and Morrison, 2016; Cleary et al., 2003; Cleary and Owen, 2015; Cleary and Owen, 
2016; Cleary et al., 2006; de Carvalho and Tavares, 2013; Delaney et al., 2013; Djordjevic, 
2005; Djordjevic et al., 2006; Djordjevic et al., 2004; Dong and Moys, 2001, 2002; Feng et 
al., 2004; Govender et al., 2001; Hare et al., 2016; Herbst, 2004; Hlungwani et al., 2003; 
Iwasaki et al., 2010; Jiang et al., 2009; Kalala et al., 2008; Kalala et al., 2005a; Kalala et al., 
2005b; Kano et al., 2000; Khanal and Jayasundara, 2014; Kiangi et al., 2013; Kwan et al., 
2005; Metzger and Glasser, 2013; Mio et al., 2004a; Mio et al., 2002, 2004b; Mishra, 2003a, 
b; Mishra and Murty, 2001; Mishra and Rajamani, 1992, 1994a; Mishra and Thornton, 2002; 
Monama and Moys, 2002; Mori et al., 2004; Morrison and Cleary, 2004; Morrison et al., 
2007; Owen and Cleary, 2015, 2016; Owen and Cleary, 2014; Pérez-Alonso and Delgadillo, 
2012; Powell et al., 2008; Powell and McBride, 2004, 2006; Powell et al., 2011; 
Radiszewski, 1999; Rajamani R. K. et al., 2000; Rajamani Raj K. et al., 2000; Rosenkranz et 
al., 2011; Sato et al., 2010; Venugopal and Rajamani, 2001; Wang et al., 2012; Weerasekara 
et al., 2016; Yahyaei et al., 2015; Zhang J. et al., 2014), followed by centrifugal mill  (Cleary, 
2000; Cleary and Hoyer, 2000; Hoyer, 1999; Inoue and Okaya, 1996; Lee et al., 2010), 
stirred mill (Bracey et al., 2016; Cleary et al., 2015; Gudin et al., 2007; Jayasundara et al., 
2010; McElroy et al., 2012; Santhanam and Dreizin, 2012; Santhanam et al., 2013; Sinnott et 
al., 2006; Sinnott et al., 2011; Yamamoto et al., 2012a, b, 2014; Yang et al., 2006), pin mill 
(Moreno et al., 2003), cutting mill (Naik et al., 2013), roller mill (Patwa et al., 2016), crusher 
(Cleary and Sinnott, 2015; Cleary et al., 2017; Delaney et al., 2015; Patwa et al., 2016), and 
hammer and crusher together (Sinnott and Cleary, 2015). Hereafter a review of DEM 
simulation for tumbling mills will be shown. The pioneering DEM modelling of two-
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dimensional ball mills was conducted by Mishra and Rajamani (1992, 1994a, 1994b) to 
simulate the motion of ball charge and the liner effect (rectangular and triangular liner cross-
sections). Then, the charge behaviour, torque and power draw were investigated by Cleary 
(1998) in 2D. A considerable improvement was done by Cleary (2001b) who presented an 
analysis of the power draw and liner wear rates for 3D models of SAG mills. Govender et al. 
(2001) used DEM to track the trajectory of particles by varying the mill speed and lifter 
configuration (90 degree and curved lifter profiles) in a 3D tumbling ball mill. Cleary 
(2001a); Djordjevic (2003); Hong and Kim (2002) showed the significant influence of the 
mill operating parameters (mill speed, lifter condition, lifter shape, lifter pattern, charge fill 
level) and the charge properties (ball fraction, ball and rock shape, ball type, ball size 
distribution) on the behaviour of the ball motion, the power draw and the mode of energy 
consumption. Cleary et al. (2003) compared 2D and 3D models of ball mills (including 
circular particles or non-circular particles) with experimental data of the correspondent mill 
models. The 3D model showed better accuracy than the 2D one in capturing the critical 
physics of the particle flow. The 2D model under-estimated the shoulder, toe and vortex 
centre positions of the particle flow in the ball mill. It was found the particle shape 
significantly affected the particle flow pattern predictions and the mill power draw. 
Hlungwani et al. (2003) compared two lifter profiles, trapezoidal and square lifters, over a 
range of rotational mill speed using a 2D DEM software, Millsoft (provided by Rajamani). 
DEM successfully predicted the experimental power draw and load behaviour with both lifter 
profiles, although the trapezoidal lifters drew more power than the square ones. Powell and 
McBride (2004) showed that several quantities characterising the grinding action in rotary 
mills were poorly and ambiguously defined in the literature, and proposed an improved and 
consistent set of descriptions and definitions of the charge motion (e.g. equilibrium surface, 
centre of circulation, angle of repose, rate of circulation, shoulder, bulk toe, impact toe). 
DEM was used to investigate the mill liners/lifters by Kalala et al. (2008); Kalala et al. 
(2005a); Kalala et al. (2005b). Kalala et al. (2005b) measured the normal and tangential 
forces exerted by the mill charge on the liners/lifters, finding a good agreement with the 
experimental results. Kalala et al. (2005a) modelled the evolving lifter profile due to wear 
mechanisms. They measured the quantity of material removed from the lifters, finding a good 
correlation between the worn out and the simulated lifter profiles. Kalala et al. (2008) 
investigated the influence of lifter wear on the shoulder and toe position, power draw and 
impact spectral energy. With the increase of liner wear, they observed an increase of high 
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impact energy events and a decrease of low impact energy event, and a lower should position, 
in agreement with the experimental results. 
 
Powell et al. (2008) proposed the concept of unified comminution model (UCM) with the aim 
to develop a fully predictive mechanistic model of breakage, for any comminution machine 
and breakage mode (impact, chipping, abrasion, shearing, compression, etc.). UCM was 
defined as an integration of the breakage process with the mechanical environment of the size 
reduction device, to predict the breakage produced. UCM was described mathematically with 
a population balance modelling (PBM) and the mechanical environment was obtained using 
DEM, or other computational techniques as computational fluid dynamics (CFD), smoothed 
particle hydrodynamics (SPH), discontinuous discrete analysis (DDA) and the discrete finite 
element method (DFEM). Rezaeizadeh et al. (2010) developed a model to predict the wear of 
liner base on several milling operation conditions (mill charge filling, mill speed, lifter face 
angle, lifter height, friction conditions and material hardness). A good agreement with the 
industrial results of a SAG mill was found. Powell et al. (2011) proposed a liner wear model 
to correlate the liner profile to the grinding rate (breakage rate) and mill performance for a 3D 
ball mill. The grinding rate was evaluated for different liner configurations from the 
frequency and magnitude of every ball collision event (impact/collision rate). This approach 
was slightly different from the previous work where the grinding rate was calculated directly 
from the impact energy and the force distributions  (Tavares and de Carvalho, 2009; 
Weerasekara et al., 2016). Morrison et al. (2011) identified five comminution mechanisms in 
SAG/AG mills: single impact (occurs in tumbling mills, but quite infrequent in SAG mills), 
incremental breakage (due to accumulated damage after several collisions), attrition or 
abrasion, rounding and chipping. Wang et al. (2012) investigated three types of energy 
distributions in tumbling ball mills: collision energy, dissipated energy and maximum impact 
energy. These three different energies were compared in predicting the product size 
distribution of the mill by using a population balance approach as proposed by Datta and 
Rajamani (2002). It was observed that the collision energy was more directly connected to 
the particle breakage, than the other two forms of energy, which required parameter 
adjustments. Maleki-Moghaddam et al. (2013) improved a DEM software, called GMT 
(Grinding Media Trajectory) (Yahyaei and Banisi, 2010), which predicts the charge motion 
of SAG/AG mills. GMT was based on the theoretical analysis performed by Powell (1991), 
who estimated the motion of an isolated ball in rotary mills. His method did not account for 
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the interaction between the single ball and the grinding elements, which may lead to incorrect 
ball motion predictions. New relationships were proposed by Maleki-Moghaddam et al. 
(2013), who improved the predicted shoulder and toe positions, charge shape (spatial 
distribution of the charge inside the mill) and charge impact point. Cleary and Morrison 
(2016) proposed a computational method to model and implement in DEM five breakage 
mechanisms postulated by Morrison et al. (2011). They quantified the contributions of energy 
consumption and energy dissipation of the five breakage mechanisms, observing that the 
single impact (body breakage) was a weak comminution mechanism, and much of the size 
reduction was due to the incremental damage. Rounding and chipping significantly 
influenced the particle shapes. Weerasekara et al. (2016) also investigated the energy 
dissipation, varying the charge particle size distribution and the mill size. They observed that 
the charge particle size distribution strongly affected the distribution of the energy within the 
different regions of the tumbling charge. They also noted that, independently of the mill size, 
most of the mill energy was drew by the mid-size charge particles, and the collision energy 
increased with the increase of the mill size.  
 
2.2.3 DEM simulations of single particle impact tests 
 
One of the first DEM simulations of agglomerate impacts were performed by Kafui and 
Thornton (1993), who investigated the effects of the surface energy (bond strength), impact 
velocity, primary particle and agglomerate sizes on the breakage of three-dimensional 
regularly-packed agglomerates. They simulated three agglomerates: one body-centered cubic 
(BCC) agglomerate composed of 3,897 spherical particles, and two face-centered cubic 
(FCC) agglomerates with 7,912 and 992 spheres, respectively (see Figure 2.13). To represent 
the breakage propagation they introduced a quantity called damage ratio, 𝐷, defined as the 
ratio between the number of broken contacts 𝐶 and the total number of initial contacts 𝐶0 
(before the impact). velocities and surface energies. The Weber number was defined as: 
 𝐷 = 𝐶 𝐶0⁄  (9) 
 
The damage ratio was then expressed as function of the Weber number for a range of impact 
velocities and surface energies. The Weber number was defined as: 
 𝑊 = (𝜌𝑉2𝑅 Γ⁄ )1/2 (10) 
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where 𝑉 is the impact velocity, 𝜌 and 𝑅 are solid density and radius of the primary particles, 
Γ is the work of adhesion, often expressed with the Dupré equation, Γ = 𝛾1 + 𝛾2 − 𝛾12, 
where 𝛾1 and 𝛾2 are the surface energies of the two solids and 𝛾12 is the interface energy 
(Israelachvili, 2011). Plotting the damage ratio versus the Weber number, the curves 
corresponding to the surface energy between 0.1 𝐽 𝑚2⁄  and 1 𝐽 𝑚2⁄  where found unified. 
Although the simulation results were generally consistent with the free-fall impact 
experiment of sand-cement spheres of Arbiter et al. (1969), it was noticed that the fracture 
and fragmentation in DEM occurred at lower impact velocities than the experimental 
observation. 
 
Figure 2.13 Face-centred cubic (FCC) agglomerate, simulated by Kafui and Thornton (1993)  
(before the impact). 
Numerical impact tests with two-dimensional spherical random mono-dispersed 1000 
particles agglomerate were conducted by Thornton et al. (1996), who investigated the effects 
of initial impact velocity and surface energy. By varying the impact velocity, 0.04 m s⁄ , 
0.1 m s⁄  and 1 m s⁄ , they identified three regimes of failure. For each regime, the 
agglomerate deformation and damage, the evolution of the target-wall force and the 
agglomerate kinetic energy were explored. At low velocities, the assembly behaved as a 
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single elastic sphere, bouncing, with a small damage near the impact zone, but without 
formation of cracks. At intermediate velocities, plastic deformation was observed, due to the 
propagation of a compression wave which induced the contacts to slide and break. The 
agglomerate deformed plastically in a small localised region close to the impact area, from 
which the cracks initiated and propagated as in semi-brittle fractures. At high velocities, an 
extensive plastic deformation of the agglomerate was followed by the tail-end of the 
compressive wave, leading to a larger number of broken contacts than the intermediate 
velocity regime. The fragmentation pattern at high velocities was defined as shattering. For 
all the three velocity regimes, the force of the target wall showed a steeply grew at the early 
stages of the impact, followed by a dramatic decrease, after a peak of maximum force was 
reached. The kinetic energy followed a reverse trend to the wall force, decreasing when the 
wall force increased and vice versa. The minimum kinetic energy occurred at the same time 
of the maximum wall force for the smallest impact velocity, slightly after the maximum of 
the force-time curve at moderate velocities and slightly before the maximum wall force for 
the highest velocity. The damage of agglomerates was expressed in terms of the damage 
ratio, which increased as the impact velocity increased and the surface energy decreased. The 
damage ratio was related to the modified Weber number 𝑊∗, defined as: 
 𝑊∗ = (𝑉 − 𝑉0) (𝜌𝑅 𝛾⁄ )
1/2⁄  (11) 
 
where 𝑉0 is a threshold velocity below which no significant damage occurs. It was shown that 
the damage ratio adequately scaled with the modified Weber number, in a range of surface 
energy between 0.3 𝐽 𝑚2⁄  and 3 𝐽 𝑚2⁄ . The damage patterns observed in the simulations 
were consistent with the experimental results of Arbiter et al. (1969), with similarities 
between the simulated failure zone and the conical region shown by Arbiter et al. (1969). 
Despite these similar trends, the simulations were restricted to two-dimensional 
monodispersed systems. 
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Figure 2.14 Example of agglomerate fracture shown in Thornton et al. (1996). 
DEM simulations of the breakage of autoadhesive polydisperse spherical dry lactose 
agglomerates under normal impact with flat walls were presented by Ning et al. (1997). The 
effect of impact velocity on the agglomerate breakage was explored. The assembly consisting 
of 2,000 primary particles, with an overall size of 300 μm, was considered as a weak 
agglomerate where only weak surface forces (Van der Waals forces) were keeping the 
particle together. The term weak agglomerate was used to distinguish from the high strength 
agglomerates and solid particles. Examples of breakage of solid particles are in Ghadiri et al. 
(1991); Salman et al. (1995) (experiments) and in Potapov and Campbell (1994, 1997b) 
(simulations) (Boerefijn, 1998). The adhesive inter-particle forces were calculated with the 
(Johnson et al., 1971) model, by using an interface energy 𝛾 = 0.5 𝐽 𝑚2⁄ , although the 
interface energy of lactose crystals reported in Roberts (1991) varied from 0.2 𝐽 𝑚2⁄  to 
42 𝐽 𝑚2⁄ . The dynamic behaviour of weak agglomerates were dissimilar from solid particles 
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(Ning, 1995) and brittle agglomerates (Arbiter et al., 1969; Kafui and Thornton, 1993, 1994). 
The failure of the weak agglomerate presented the same characteristics of a ductile fracture 
with extensive plastic deformation during the collision process, even at low impact velocities, 
and no crack propagation (see Figure 2.15). The agglomerate disintegration was observed at 
high velocities. For the impact wall force, large fluctuations were observed at any impact 
velocity, indicating that a static equilibrium of the process could be reached slowly. The drop 
to zero of the wall force, typical of solid particles when they bounce off the target wall, was 
not observed for weak agglomerates. The relationship between the wall force and the (weak) 
agglomerate deformation was dependent on the impact velocity. This was different from solid 
particles where the loading curve at early impact times does not depend on the velocity 
(Ning, 1995). For the extent of breakage, similar behaviour was found for both solid particles 
and strong agglomerates, and it changed with the square of impact velocity. It was found very 
difficult to clearly characterise the failure mechanisms of weak assemblies and additional 
work was required to relate the failure modes to the rupture of the single bonds. Also, the 
literature concerning the failure modes of weak agglomerate was scarce.  
 
Figure 2.15 Impact of a weak agglomerate at 10 𝑚 𝑠⁄ , at time 𝑡 = 10.6 𝜇𝑠 (a), and at time 
𝑡 = 17.7 𝜇𝑠 (b)  (Ning et al., 1997). 
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Similar impact simulations to Ning et al. (1997), on autoadhesive polydisperse spherical 
agglomerates (see Figure 2.16), were reported by Thornton et al. (1999). Impact tests on 
4000-primary-particle  agglomerates, with average diameter 1.11 mm, were conducted to 
investigate the effect of the impact velocity (0.1 m s⁄ , 0.2 m s⁄  and 0.3 m s⁄ ). The 
simulations were restricted to the effect of impact velocity, while the impact of the interface 
energy (bond strength) was ignored. At each velocity, the wall force, kinetic energy, damage 
ratio and debris ratio were analysed. At the smallest velocity, 𝑖. 𝑒. 0.1 m s⁄ , the agglomerate 
rebounded without any fracture. Only a small quantity of debris was created adjacent to the 
impact zone. The behaviour of the agglomerate was considered similar to an elasto-plastic 
solid sphere. At moderate velocities, 0.2 m s⁄  and 0.3 m s⁄ , a fracture into few large 
segments was observed together with a little debris production in the lower half of the 
agglomerate. To observe the formation of the large fragments during the impact process, the 
velocity field of the particles was monitored. After the last peak of the wall force curve, it 
was observed that the velocity vectors belonging to the same fragment were aligned radially 
outwards, in a different radial direction for each large fragment. The fracture planes shown 
were consistent with the experimental findings of Arbiter et al. (1969), even if no direct 
comparison between simulations and experiments was reported. The highest impact velocity, 
0.3 m s⁄ , caused an extensive bond breakage, leading to agglomerate shattering, with a few 
medium-sized surviving fragments and a significant production of debris.  
 
Figure 2.16 Agglomerate fracture in Thornton et al. (1999). 
54 
 
The effect of the surface energy and impact velocity on impact of three-dimensional 
autoadhesive polydisperse spherical agglomerates with random packing, was studied 
numerically by Subero et al. (1999). The damage ratio defined in Eq.(9), cumulative mass 
fraction undersize, visual agglomerate damage and modified Weber number given in Eq.(11), 
were shown. As reported in Thornton et al. (1996) for two-dimensional random 
agglomerates, and in Kafui and Thornton (1993) for three-dimensional regularly-packed 
agglomerates, the damage ratio increased with increase of impact velocity and decrease of 
surface energy, from 5 𝐽 𝑚2⁄  to 0.5 𝐽 𝑚2⁄ . The cumulative size distribution increased with 
the impact velocity increase and showed two different regions, distinguishable by a sudden 
change of slope of the cumulative size curves. The two regions were attributed to the 
formation of debris, called complement, and large fragments, called residue. The slope of the 
curve in the complement region was similar to the experimental data. The effect of the 
surface energy on the cumulative size distribution was greater at a low velocity, 4 m s⁄ , than 
at a high velocity, 8 m s⁄ . About the breakage mode of the agglomerate, for a surface energy 
value 0.5 𝐽 𝑚2⁄ , the agglomerate disintegrated at a high velocity, 6 m s⁄ , and produced 
fragments for a low velocity, 0.8 m s⁄ . The high velocity impact was characterised by an 
extensive plastic deformation in proximity of the impact zone, without any planar cracking, 
confirming the numerical results of Ning et al. (1997) for weak lactose agglomerates. This 
failure mode was named expanded disintegration. As in Kafui and Thornton (1993), the 
effect the damage ratio was a function of the impact velocity. The evolution of the damage 
ratio with the modified Weber number showed a good unification between the data for all the 
surface energy values investigated. This indicated the validity of the modified Weber number 
in correlating the kinetic energy with the bond strength. Nevertheless, in the analysis of the 
agglomerate damage during the impact, the influence of structural properties was not 
considered.   
Re-examining the results in Kafui and Thornton (1993), Kafui and Thornton (2000) proposed 
an updated study on the effects of impact velocity and bond strength (interfacial energy) on a 
three-dimensional crystalline agglomerate undergoing normal impact (see Figure 2.17). The 
spherical agglomerate, with an overall diameter 0.461 mm, was composed of 7,912 
autoadhesive elastic primary particles, ordered in face-centred cubic arrays. The velocities 
investigated ranged from 1 m s⁄  to 10 m s⁄ , while the interfacial energy Γ = 2𝛾, where 𝛾 is 
the surface energy, varied from 0.2 𝐽 𝑚2⁄  to 4 𝐽 𝑚2⁄ . Wall force, kinetic energy, proportion 
of initial bonds broken, damage ratio, agglomerate microstructure and cumulative mass 
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fraction undersize were explored. Increasing the impact velocity, the wall force and kinetic 
energy and the proportion of initial bonds broken increased. As the surface energy was 
increased, only the wall force increased, while the kinetic energy and the breakage of initial 
bonds decreased. The damage ratio was approximated as in Thornton et al. (1996) by the 
equation 𝐷 = 𝛼 ln (
𝑉
𝑉0
), where 𝑉 is the impact velocity and 𝑉0 is a threshold velocity below 
which no any damage occurs. The threshold velocity was expressed as function of the 
interfacial energy: 
 
 𝑉0 = 0.17 Γ
1.5  (12) 
 
The damage ratio scaled reasonably well with ln (
𝑉
Γ1.5
) for all the simulation data, except for 
the those ones corresponding to Γ = 0.2 𝐽 𝑚2⁄ . The cumulative mass fraction undersize, 𝑓, 
was expressed with the Gates-Gaudin-Schumann double logarithmic plot, as a function of the 
ratio between the mass of a cluster 𝑚 and the mass of the initial agglomerate 𝑀: 
 𝑓 ∼ (𝑚 𝑀⁄ )𝑛 (13) 
 
where 𝑛 is the function exponent. Similarly to Arbiter et al. (1969), at any impact velocity 
and interfacial energy, the cumulative mass fraction undersize showed two regions, one 
corresponding to the debris (small fragments) and a second one was attributed to the residue 
(large fragments). The exponent for the residue decreased as the impact velocity increased. 
For debris, the exponent depended on the interfacial energy, but not on the impact velocity. 
The exponent decreased with the raise of interfacial energy. Low values of the exponent were 
found in strong agglomerates, which showed fracture and a production of fine debris. High 
values of the exponent were measured for weak agglomerates, where fracture planes were 
less clear and defined. Consistently with Arbiter et al. (1969), the mass fraction distribution 
for debris was reported as: 
 𝑓 = 𝜆𝑉2 (
𝑚
𝑀
)
𝑛
  (14) 
 
where 𝜆 is a constant of proportionality. The coefficients 𝜆 and 𝑛 were approximated as 
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𝜆 = Γ−2 and 𝑛 = 0.25Γ−0.2. Combining 𝜆 and 𝑛 into Eq.(14), the mass fraction distribution 
becomes: 
 𝑓 = Γ−2𝑉2 (
𝑚
𝑀
)
0.25Γ−0.2
  (15) 
 
About the crystalline structure of the agglomerate, it was observed that the internal 
microstructure influenced the formation of fractures. Nevertheless, no direct comparison with 
the experiments was shown. 
 
Figure 2.17 Three examples of agglomerate fragmentation with same interfacial energy, 
0.2 𝐽 𝑚2⁄ , but different impact velocity. Left: 𝑣 = 0.1𝑚 𝑠⁄ . Center: 𝑣 = 0.1𝑚 𝑠⁄ . Right: 
𝑣 = 0.5𝑚 𝑠⁄  (Kafui and Thornton, 2000). 
Emphasis on the effects of solid fraction, contact density and impact site was given by Mishra 
and Thornton (2001) in their three-dimensional impact simulations of polydisperse spherical 
agglomerates. Four values of solid fraction, 𝜑 = 0.537, 𝜑 = 0.571, 𝜑 = 0.583, 𝜑 = 0.602, 
were selected to investigate the breakage modes of the agglomerate, composed of 5000 
autoadhesive primary particles. For each solid fraction, four impact velocities were 
employed, from 0.5 m s⁄  to 2 m s⁄ . The interfacial energy was kept constant at 1 𝐽 𝑚2⁄ , for 
all cases. At the highest impact velocity, decreasing the solid fraction the number of large 
fragments reduced. For 𝜑 = 0.602 numerous large/medium fragments were produced, while 
for 𝜑 = 0.537, only one large fragment survived, with several fine debris around 
(disintegration). A double logarithmic plot was used to show the cumulative mass fraction 
undersize as a function of the normalised mass. As in previous studies (Kafui and Thornton, 
2000; Subero et al., 1999), the cumulative mass fraction undersize exhibited a bilinear 
behaviour, where the residue region could be distinguished from the debris region. The 
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amount of debris increased as the impact velocity increased and the solid fraction decreased. 
For debris, the exponent of the cumulative mass function, Eq.(13), did not depend 
significantly on the impact velocity and on the solid fraction. For residue, the exponent 
decreased as the impact velocity grows. The effect of the impact velocity on the cumulative 
size fraction was in good agreement with the experimental results of Arbiter et al. (1969). 
The results from all the sixteen simulations showed that below a threshold velocity no 
(significant) damage occurred, while at high velocities the agglomerate resulted in 
disintegration or fracture. For high solid fraction values (dense agglomerate) the breakage 
mode was fracture, and for low solid fraction values (loose agglomerate) the agglomerate 
disintegrated. This evidence suggested that a threshold solid fraction could exist among the 
different breakage modes. Fracture was always observed in densest agglomerates and 
disintegration was always exhibited by the loosest agglomerates, independently on the impact 
site location. The proposed fracture analysis was restricted to cases of intergranular fracture 
and small systems, due to unaffordable computational efforts. In addition, theanalysis was not 
useful to describe strongly bonded particles (more than sandstone).  
The effects of the impact angle in the breakage of spherical agglomerates were explored by 
Moreno et al. (2003). The assembly, consisting of 3,000 autoadhesive spheres, had an overall 
radius of 0.907 mm, with an isotropic uniform mass distribution described by 𝑀 ∝ 𝑅3, where 
𝑀 and 𝑅 are mass and radius of the agglomerate. The damage ratio was reported for impact 
velocities between 1.5 𝑚 𝑠⁄  and 3.4 𝑚 𝑠⁄  and impact angles ranging 30° and 90°, where 90° 
represents the normal impact. The damage ratio increased with an increase of both impact 
velocity and impact angle, from 30° to 90°. The normal component of the impact velocity 
was found to be the main factor determining the damage ratio and the contact breakage. Also 
the tangential component of the impact velocity influenced the breakage process. However, 
additional work should be performed to clarify the tangential component effect on the 
breakage patterns. The impact angle did not change significantly the damage ratio, but 
influenced the spatial distribution of the broken contacts. A more uniform spread of broken 
contact was observed with large impact angles (90°), than small angles (30°). The 
examination of the cumulative mass fraction undersize revealed that the production of debris 
decreased as the impact angle decreased. The three breakage modes identified by Subero et 
al. (1999), local disintegration, fragmentation and shattering, were observed. For an equal 
damage ratio (same number of broken contacts), the impact angle influenced the breakage 
patterns. The effect of the impact angle on the breakage patterns is shown in Figure 2.18. 
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Also for this study, the experimental validation was not performed due to the lack of 
experimental data for oblique impacts of agglomerates. 
 
Figure 2.18 Effect of the impact angle on the agglomerate breakage (Moreno et al., 2003). 
Thornton and Liu (2004) attempted to answer the question: “How do agglomerate break?”, 
describing the principal mechanisms governing the agglomerate failure. They classified 
different breakage modes. Fracture was used for the breakage patterns where clean and 
defined fracture planes or cracks occurred. In this scenario large fragments were produced, 
together with small debris. By increasing the impact velocity, the collision with a target wall 
induced the shattering, resulting in smaller fragments (or clusters) than the previous case. A 
third kind of breakage mode was called disintegration, when no fracture occurred, the lower 
half of the initial agglomerate was reduced into tiny clusters or singlets (individual particles) 
and only one large central fragment survived in the upper half of the initial agglomerate. A 
term total disintegration was attributed to an extensive disintegration, in which also the large 
central cluster was dramatically reduced. Previous simulations on polydisperse spherical 
agglomerates showed that “dense” or strong agglomerates exhibited fracture (Thornton et al., 
1999) and “loose” or weak agglomerates displayed always disintegration (Ning et al., 1997). 
These different breakage behaviours on the same kind of agglomerate were explained by 
analysing the microstructure of the agglomerate and the force transmission through the 
discrete chains of particles from the impact site. Depending on the microstructure adjacent to 
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the impact zone and the stability of the particles (constrained particles in strong agglomerates 
and loosen particles in weak agglomerates), the force could be transmitted through strong 
pathways, leading to fractures, or through weak pathways, inducing disintegration. The 
propagation of strong forces along the agglomerate was identified as the cause? for the 
formation of fractures. During the impact, the force orientation determines which particles are 
decelerated (the chains of particles where the force is transmitted) and which ones are not 
involved in the force propagation. The strong velocity discontinuity between loaded and 
unloaded particles leads to localised shear deformation, bond breakage and to the creation of 
shear-induced weakened planes. At the end of the impact, some of those weakened planes 
become fracture planes.  
The robustness of the previous agglomerate damage models, based on the damage ratio and 
the Weber number, was assessed for different ranges of surface energy, 0.1 to 1.0 𝐽 𝑚2⁄  
(Kafui and Thornton, 1993), 0.3 to 3.0 𝐽 𝑚2⁄  (Thornton et al., 1996) and 0.5 to 5.0 𝐽 𝑚2⁄  
(Subero et al., 1999). As reported by Moreno-Atanasio and Ghadiri (2006), the analysis of the 
modified Weber number was not successful when the surface energy was covering two orders 
of magnitude, 0.35 to 35.0 𝐽 𝑚2⁄ . They therefore proposed a phenomenological model, 
introducing a dimensionless number: 
 Δ =
𝜌𝐷5 3⁄ 𝐸2 3⁄ 𝑉2
Γ5 3⁄
 (16) 
 
where 𝜌 is the particle density, 𝐷 the particle diameter, 𝐸 the elastic modulus, 𝑉 the impact 
velocity and Γ the interface energy. The number Δ described the effects of the surface energy 
on the agglomerate damage, and it can be written as the product of the Weber number, 
𝑊 =
𝜌𝐷𝑉2
Γ
, and a dimensionless group, called elastic adhesion index, 𝐼𝑒 =
𝐸𝐷
Γ
. The damage 
ratio calculated for the impact of spherical mono-dispersed randomly packing agglomerates 
was shown as a function of the dimensionless number Δ. The data corresponding to the three 
values of surface energy investigated appeared adequately unified for low values of Δ. 
However, the data unification was clear for large values of Δ and need more investigation 
(see Figure 2.19). 
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Figure 2.19 Damage ratio versus the dimensionless number 𝛥, eq.(16), for three values of 
surface energy. For large 𝛥, the data unification is not satisfying (Moreno-Atanasio and 
Ghadiri, 2006). 
Non-spherical agglomerates were investigated by Liu et al. (2010), who performed a study on 
spherical, cuboidal and cylindrical assemblies, composed of 10,000 autoadhesive 
polydisperse elastic spherical particles with a normal particle size distribution. Keeping the 
interface energy fixed 𝑎𝑡 1 𝐽 𝑚2⁄  and the impact velocity 𝑎𝑡 1 𝑚 𝑠⁄ , the agglomerate 
breakage was explored for normal impacts, varying the agglomerate shape and the impact site 
location. Corner, edge and face impacts were chosen as impact sites for the cuboidal 
agglomerate. Side, rim (edge) and circular end (face) impacts were established for the 
cylindrical agglomerate. Fracture and fragmentation were reported for the spherical 
agglomerate, for face impacts of cuboidal and cylindrical agglomerates, and for side impact 
of the cylindrical agglomerate. No fracture was observed for edge and corner impacts in the 
cuboidal agglomerate and for the rim impact (edge impact) of the cylindrical agglomerate. 
The time evolution of the damage ratio was analysed for all the seven cases of impact and 
two behaviours were distinguished. The cuboidal face impact and the cylindrical end and side 
impacts, exhibited an asymptotic damage ratio around 0.3. The cuboidal edge and corner 
impacts, and the cylindrical rim impact resulted in an asymptotic value of damage ratio about 
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0.2. The impacts resulting in a damage ratio of 0.3 were called Group A, to distinguish by the 
impacts with damage ratio of 0.2, named Group B. Data corresponding to the spherical 
agglomerate impact were used as the reference to compare the behaviour between spherical 
and non-spherical agglomerates. The damage ratio for the spherical agglomerate was found 
close to the Group B but slightly higher. For both Groups, the number of primary particles in 
contact with the wall, the wall force and the cumulative mass fraction undersize were 
reported. The number of wall contacts for the Group A increased monotonically reaching an 
asymptotic value equal or greater than the spherical agglomerate one. For the Group B, the 
number of wall contacts peaked at early times and then decreased to a stable value, smaller 
than the spherical agglomerate one. The trend of the wall force for the Group A was similar 
to the spherical agglomerate one, while the peaks of the wall forces for the Group B delayed 
the spherical wall force peak. For the fragment size distribution, two regions were identified: 
one for the debris and one for the residue. The Group A impacts showed higher cumulative 
mass fraction for debris than the Group B. Therefore, the amount of small fragments was 
dependent on the impact site location and agglomerate shape. Nevertheless, the exponent of 
the cumulative mass fraction function did not depend on impact site and agglomerate shape. 
This investigation was limited to only one value of surface energy and impact velocity. In 
addition, the shapes of the cylindrical and cuboid agglomerates were not exact, with rounded 
edges, as illustrated in Figure 2.20, which could have some impact on the breakage 
behaviour. 
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Figure 2.20 Cuboidal and cylindrical agglomerates simulated by Liu et al. (2010). 
The effect of elastic-plastic plastic on the normal impact of a cuboidal agglomerate, 
consisting of 10,000 autoadhesive mono-disperse spheres (see Figure 2.21) were examined 
by Liu et al. (2016). The interface energy was maintained constant during the simulations, 
Γ = 1 𝐽 𝑚2⁄ . Two values of impact velocity, 2 𝑚 𝑠⁄  and 1.5 𝑚 𝑠⁄  and five values of limiting 
contact pressure 𝑝𝑦, 1.5 GPa, 1.8 GPa, 2.0 GPa , 2.3 GPa, 2.5 GPa, were considered. The 
limiting contact pressure was defined as 𝑝𝑦 = 2.5𝜎𝑦 , where 𝜎𝑦 is the yield stress. A 
comparison between an elastic agglomerate and the elastic-plastic agglomerates was 
conducted, monitoring the evolution of wall force, kinetic energy, damage ratio and 
cumulative mass fraction undersize. Three cases were analysed, (i) elastic-plastic 
agglomerate with 𝑝𝑦 = 2.3 GPa and 𝑉 = 2 𝑚 𝑠⁄  was compared to an elastic agglomerate 
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with 𝑉 = 2 𝑚 𝑠⁄ , (ii) elastic-plastic agglomerate with 𝑝𝑦 = 2.3 GPa, with two different 
impact velocities, 1.5 𝑚 𝑠⁄  and 2 𝑚 𝑠⁄ , and elastic agglomerate with 𝑉 = 2 𝑚 𝑠⁄ , (iii) all the 
values of limiting contact pressure for the elastic-plastic agglomerate. For the first case the 
elastic agglomerate fractured completely, but not the elastic-plastic one. The plastic 
deformation inducing extra dissipation of kinetic energy was attributed to the partial fracture 
in the agglomerate. A higher peak in the wall force curve was observed in the impact of the 
elastic-plastic agglomerate, than in the elastic one. This could be explained with a delay in 
the shockwave transmission along the assembly, which could not release quickly the kinetic 
energy. The damage ratio of elastic-plastic agglomerates was less than the elastic one at early 
stages of the impact, but slightly higher later. The kinetic energy decrease over time in the 
elastic-plastic systems was faster than in the elastic ones. For the second case, the elastic-
plastic agglomerate with lower velocity, 1.5 𝑚 𝑠⁄ , showed a wall force curve similar to the 
elastic agglomerate, a smaller production of debris and an intermediate kinetic energy 
decrease, than the other two types of agglomerates. For the third cases studied, it was 
observed that the damage ratio increased with the increase of limiting contact pressure (at 
𝑉 = 2 𝑚 𝑠⁄ ). For the fragment size distribution, it was showed that the quantity of debris 
produced depended on the limiting contact pressure, and the disintegration was the dominant 
mechanism of breakage (than fracture) in elastic-plastic agglomerates. Nevertheless, a direct 
comparison between the experimental fragment size distribution and the simulated one was 
not performed. Also, this study was limited to only one value of interfacial energy and two 
values of impact velocity. 
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Figure 2.21 Agglomerate just before the impact (Liu et al., 2016). 
2.2.4 DEM-PBM coupling 
 
Population balance modelling (PBM) is a process modelling tool to track the number of 
particles with a given set of properties, when undergo aggregation or breakage processes 
(Ramkrishna, 2000a, b). PBM appeared around the sixties of the last century in the papers of 
Hulburt and Katz (1964) and Randolph (1964), and over the years, especially from 1984 and 
2013, this method grew quite constantly, as reported by (Ramkrishna and Singh, 2014). PBM 
applications spanned different areas from engineering, as agricultural, biomedical, civil, 
environmental, and pharmaceutical engineering, to biology, and from astrophysics to 
telecommunication (Ramkrishna and Singh, 2014). In pharmaceutical engineering, PBM was 
successfully employed to describe industrial processes as granulation, milling, mixing and 
dissolution (Naik and Chaudhuri, 2015). A general form for the population balance equation 
is (Ramkrishna, 2000b, c): 
 
𝜕𝑓
𝜕𝑡
+ ∇𝒛 ∙ ?̇?𝑓 = ℎ(𝒛, 𝑡) (17) 
where 
𝜕𝑓
𝜕𝑡
 represents the temporal evolution of 𝑓 = 𝑓(𝒙, 𝒓, 𝑡), the number density of the 
particles in a system, ∇𝒛 ∙ ?̇?𝑓 represents the variation of the particles properties, and ℎ(𝒛, 𝑡) 
accounts for the birth 𝐵(𝒛, 𝑡) and death of particles 𝐷(𝒛, 𝑡). The vector of internal coordinates 
𝒙 = (𝑥1, 𝑥2, … , 𝑥𝑛) represents the properties of the particles, as particle size, liquid content, 
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gas content, etc. The vector of the external coordinates 𝒓 = (𝑟1, 𝑟2, 𝑟3) indicates the spatial 
coordinates of the particle. The internal and external coordinates can be grouped in a state 
vector 𝒛 = (𝒙, 𝒓) and their time derivatives can be indicated with the field 
?̇? = [?̇?(𝒙, 𝒓, 𝑡), ?̇?(𝒙, 𝒓, 𝑡)]. The term ?̇?𝑓 can be therefore decomposed in ?̇?𝑓 and ?̇?𝑓, which 
represent the particle flux through the internal coordinate space and the particle flux through 
the physical space, respectively. Focusing just on the internal coordinates (neglecting the 
external coordinates), the dimensionality of the PB equation is given by the size of the vector 
𝒙 = (𝑥1, 𝑥2, … , 𝑥𝑛). A simple case is the one-dimensional PB equation, in which the 
dimension can be, for example, the particle size 𝑥1 = 𝑥 (the diameter, considering spherical 
particles): 
 
 
𝜕𝑓(𝑥, 𝑡)
𝜕𝑡
+
𝑑
𝑑𝑥
[
𝑑𝑥
𝑑𝑡
𝑓(𝑥, 𝑡)] = 𝐵(𝑥, 𝑡) − 𝐷(𝑥, 𝑡) (18) 
 
The birth and death rates of the particles are due to granulation mechanisms as nucleation, 
agglomeration and breakage. The birth and death rates include the nucleation, agglomeration 
and breakage rates, which are usually estimated in empirical or semi-empirical ways. PBM 
can capture the behaviour of a large amount of particles for long process times, offering an 
alternative solution to DEM, but is based on empirical or semi-empirical relationships 
(Freireich et al., 2011). On the other hand, DEM is a deterministic and mechanistic approach, 
used to investigate particles dynamics. But it is unsuitable for the process-scale problems, 
being computationally intensive. To address the lack of mechanistic micro-information in 
PBM, and the limited applicability of DEM to small systems, a multiscale DEM-PBM 
modelling was proposed by many researchers (Barrasso et al., 2015a; Barrasso and 
Ramachandran, 2015; Barrasso et al., 2014; Bouffard et al., 2012; Capece et al., 2014a; 
Freireich et al., 2011; Gantt et al., 2006; Gantt and Gatzke, 2006; Wang et al., 2012). 
A coalescence kernel and a size-dependent rate of compaction for high-shear granulation 
were derived by Gantt et al. (2006), employing a soft-sphere DEM model in parallel to the 
Coalescence model of Liu et al. (2000). The particle motion and interactions were tracked 
with DEM while the Liu et al. (2000) coalescence criteria were used to determine when wet 
and deformable granules coalesced (during the DEM simulation). The coalescence kernel, 
which is a typical quantity in PBM to describe the agglomeration mechanism in granulation, 
was represented as a product of the collision rate and the coalescence efficiency, as proposed 
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by Tan et al. (2004). These two quantities were then estimated employing the 
DEM/coalescence model data. The collision frequencies calculated with DEM were 
expressed as a collision rate function and compared with some collision rate equations found 
in Literature, as the size-independent kernel (SIK), the equi-partition of kinetic energy kernel 
(EKE), the perikinetic or brownian motion kernel (PK) and the orthokinetic or induced shear 
kernel (ISK). It was found that the induced shear kernel best fitted the particle collision rates 
obtained in DEM. The collision information related to the coalescence model was employed 
to derive the coalescence efficiency, through a linear regression method. Two DEM 
simulations with 5000 particles were performed, exploring the effect of the binder viscosity. 
One simulation was run with a low viscosity binder, water, and the second with a high 
viscosity binder, silicon oil. It was observed that the coalescence efficiency was not 
significantly affected by the binder viscosity. In summary, the authors proposed a 
multidimensional coalescence kernel for PBM, but without performing any coupled DEM-
PBM simulations. 
A multiscale model for high-shear granulation, where DEM and a multidimensional PBM 
were integrated, was presented by Gantt and Gatzke (2006). The term multidimensional refers 
to the physical state present in the granulation, as solid, liquid or gas. While a one-
dimensional PBM accounts for the time evolution typically of the granule size (solid), a 
multidimensional PBM reports the temporal variation of each multidimensional quantity 
(solid, liquid, gas). This study was based on the Gantt et al. (2006) work, where DEM and the 
Coalescence model of Liu et al. (2000) were employed to derive a multiscale coalescence 
kernel for PBM. The population balance equation, including the coalescence kernel obtained 
from DEM/coalescence model, was then solved with a constant number Monte-Carlo 
technique. As a case study to validate the Monte-Carlo solution, the experimental high-shear 
granulation of pharmaceutical materials (lactose, starch and HPC) reported by Sanders et al. 
(2003) was considered. The granule size distribution obtained with the multiscale DEM-PBM 
approach was in good agreement with the experimental data. It was also observed that the 
granulation process followed a rapid-growth regime (also called non-inertial regime) before a 
growth limit was reached (with a constant granule size distribution), as described in Adetayo 
and Ennis (2000).  However, the coupling between DEM and Monte-Carlo Method was not 
an easy task and several unknown parameters had to be estimated. 
A multiscale DEM-PBM modelling framework for wet granulation, combined with a multi-
zonal approach, called Compartment Model (CM), was proposed by Freireich et al. (2011). 
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The CM is used when the particle flow in a vessel is strongly heterogeneous and it aims to 
partition the vessel into regions, within which the flow is well-mixed. As a case study, the 
DEM-PBM-CM model was applied to a dual axis, counter rotating, paddle mixer, to 
investigate and predict the particle residence times in the different regions of the mixer. As 
shown in Figure 2.22 the mixer was divided into two zones, the spray region, where the 
particles were sprayed inside the vessel, and the bed region, where particles were not sprayed. 
Each region represents a compartment of CM. The DEM was used to extract the flow-scale 
information as particle velocities and volume flow rates. From the DEM data the probability 
distribution (PD) of a single visit residence time (SVRTD), i.e. the PD of the time spent by a 
particle to visit a single region of the vessel, was calculated per each region, and fitted with 
mathematical functions. The fitting equations, one for the spray zone and one for the bed 
region, represented the CM models. The SVRTD in the spray area followed an exponential 
equation, while the SVRTD in the bed region resulted in an oscillating exponential decrease. 
The exponential trend of SVRTD was interpreted as a well-mixed particle motion, and the 
oscillations in the SVRTD were associated to the paddle rotations. As last step, the CM 
equations were inserted in a PB system of equations. One PB equation for each compartment. 
The complete DEM-PBM framework is illustrated in Figure 2.23. A good agreement between 
the SVRTD derived from DEM-PBM-CM and the SVRTD measured in mixing experiments 
was found, especially for the spray region. It was also showed that the computational time of 
the proposed DEM-PBM-CM framework decreased by 80% than DEM alone and gave better 
predictions of the particle residence times in the spray zone than the well-mixed PBM 
(without the Compartment Model). The suggested framework becomes useless and is not 
recommended when the time to obtain statistically significant SVRTD is similar or greater 
than the real time of the process investigated. Other situations where the DEM-PBM-CM 
framework should not be applied is for multidimensional PBM models or when there is a 
significant time dependency between two or more regions of the vessel. Those cases require a 
more complex framework and the computational time can increase significantly. 
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Figure 2.22 Compartment Modelling (CM) for a paddle mixer (Freireich et al., 2011). 
 
 
Figure 2.23 One-Way multiscale DEM-PBM modelling framework (Freireich et al., 2011). 
A DEM-PBM coupling to predict the particle size distribution in tumbling ball mills was 
presented by Wang et al. (2012). Their approach was based on the analysis and usage of three 
forms of energy inside the mills, the collision energy, the dissipated energy and the maximum 
impact energy. These energies were calculated for three types of mills, with different 
dimensions and rotation speed. Two mills, indicated as Mill-A and Mill-B were modelled 
similarly to those ones in Datta and Rajamani (2002), to have comparable experimental data. 
Mill-A operated at 55 rpm, while the Mill-B at 41 rpm (see Figure 2.24). The third mill was 
larger than the first two, with a varying rotation speed, from 22 to 67 rpm. Once these forms 
of energy were calculated in DEM, they were used to estimate the breakage and selection 
functions in PBM. Then the PBM was solved, predicting particle size and the breakage 
behaviour of the milling process. The selection and breakage kernels proposed by Datta and 
Rajamani (2002) were used in this work. The results can be organized into three groups: (i) 
dynamics of particle flow, (ii) prediction of particle size and (iii) effect of operation 
conditions. About the first group of results, Mill-A and Mill-B were compared on the 
collision energy among different sized particles, i.e. small-small, large-small and large-large 
particles collisions, and on the distribution of the three forms of energy. It was shown that the 
Mill-B produced higher average and total collision energy than Mill-B and for both mills, the 
largest contribution on the collision energy came from large-small particles collisions. The 
frequency of particles interaction decreased rapidly with the increase of energy, for any form 
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of energy and type of mill investigated. The collision energy distribution was found to be the 
largest, followed by the dissipated energy and the maximum impact energy distributions. 
About the prediction of the particle size, the cumulative size distributions obtained with 
DEM-PBM were in a discrete agreement with the experiments of Datta and Rajamani (2002), 
for both Mill-A and Mill-B. For Mill-A, after 4 minutes of grinding time, the predictions 
based on the collision energy underestimated the quantity of fine particles (from 0.5 to 1 
mm), and the predictions based on the maximum impact energy overestimated the amount of 
medium particles (from 0.8 to 1.7 mm). For Mill-B, after 4 minutes of grinding, the 
predictions of medium and large particles were overestimated employing the collision energy. 
Using the maximum impact energy, the predictions of fines was underestimated, while the 
large particles were overestimated. Regarding the operation conditions effects, increasing the 
mill rotation speed from 22 rpm to 45 rpm the particle flow changed, from a cascading 
regime to a cataracting regime. This regime change was characterised by an increase of the 
collision energy. Between 45 rpm and 67 rpm the collision energy dropped steeply. Similarly 
to the average collision energy, also the breakage rate increased from 22 rpm to 45 rpm, and 
decreased for higher mill rotation speed, up to 67 rpm. The optimal rotation speed for milling 
could be between 36 and 67 rpm, but further work is necessary to determine it more 
precisely. Also the effect of the loading of grinding balls and ground material on the grinding 
process was explored. It was observed that the grinding performance increased significantly 
increasing the grinding ball loading (up to 40%), and decreasing the loading of ground 
material.  
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Figure 2.24 Steady-state particle flows of the Mill-A at 55 rpm (a), and the Mill-B at 41 rpm 
(b) (Wang et al., 2012).  
A multiscale DEM-PBM model for wet granulation, integrated to a Compartment Model 
(CM) which accounted for the heterogeneous flux of particles, was developed by Bouffard et 
al. (2012). The multiscale modelling was applied to a specific granulator called spheronizer, 
illustrated in Figure 2.25. The particle flow occurred inside the toroidal vessel, with a 
different flow behaviour in three regions of the torus, the wetting zone, the bulk zone and the 
shear zone (see Figure 2.25). Each region was associated to a compartment of the CM model 
and to a different granulation mechanism, the wetting mechanism for the wetting zone, 
coalescence and breakage for the bulk and shear zones. DEM was employed to calculate the 
particle motion of the particles, especially the particle residence time in each region (wetting, 
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bulk and shear region) and the probability of transition of the particles through the different 
zones. It should be noted that the DEM results here used and discussed were obtained in 
another work of Bouffard et al. (2013), on the DEM modelling of a spheronizer. These 
quantities were then passed to the PBM algorithm, an Event-Driven Monte-Carlo method 
(EDMC), to predict the particle size distribution in presence of particle motion. Eventually, 
the PBM without particle motion was compared to the PBM with particle motion, i.e. the 
DEM-PBM, and the granulation experiments of pharmaceutical excipients (MCC Avicel PH-
101 and Lactose monohydrate, with water as binder). The PBM simulations without and with 
particle motion (DEM-PBM) were performed using two values of the spray rate, for a total of 
4 cases considered. For the low spray rate cases, the accuracy of the predicted particle size 
distribution was improved by adding the particle motion (DEM-PBM), and the difference 
between the PBM without and with particle motion became significant for the 90
th
 percentile 
𝐷90.  Probably due to the tendency of large particles to visit more the wetting zone, than 
smaller particles. For the high spray rate cases, similar trends were observed for both variants 
of the simulations, PBM without particle motion and DEM-PBM. Also, both the predicted 
and the experimental particle size distributions for the high spray rate are higher than the low 
spray rate cases. Despite the promising framework, some typical features of the granulation 
were not considered, such as the capillary forces in DEM, or the flow dynamics changes 
during the process. 
 
Figure 2.25 The spheronizer (left) and the three compartments used in the DEM-PBM 
modelling (right)  (Bouffard et al., 2012). The black arrow inside the spheronizer indicates 
the particle motion. 
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A multiscale and bi-directional DEM-PBM modelling framework for granulation processes, 
was reported by Barrasso and Ramachandran (2015), exploring the effect of the particles size 
on the collision frequency. The term bi-directional refers to the coupling approach between 
DEM and PBM, where PBM was implemented within the DEM simulation. A 2-dimensional 
population balance equation was used to track the simultaneous variation of the particles size 
distribution (PSD) and the liquid content (LC). The PBM equation contained two rate 
processes, the liquid addition rate and the aggregation rate. The liquid addition was simulated 
directly in DEM. The aggregation rate was calculated through the aggregation kernel, which 
was expressed as the product of the collision frequency and the collision efficiency, as in 
Gantt et al. (2006). The bi-directional DEM-PBM coupling started with the calculation of the 
collision frequency in DEM, as illustrated in Figure 2.26. First, the number of collisions 
occurring in a DEM simulation was recorded and the collision frequency evaluated. Then, the 
DEM data were transferred to the PBM equation where the variation of the number of 
particles ∆𝐹 (updated PSD) was calculated. Lastly, ∆𝐹 was passed back to DEM to update 
the PSD. For positive ∆𝐹, one particle was created and for negative ∆𝐹 one particle was 
destroyed in DEM. The reason to perform a bi-directional DEM-PBM modelling, instead of a 
one-way DEM-PBM coupling, was to account for the effect of the particle size distribution 
on the collision frequency. Indeed, it was showed that the particle size distribution influenced 
the collision frequency, and therefore the agglomeration kernel too. This sort of loop between 
DEM and PBM was simulated for 10 seconds of physical time, corresponding to around 6 
hours of computational time (real time). During the 10 seconds of simulations two regimes 
were identified, a liquid addition period between 0 and 5 second, and a wet massing period 
between 5 and 10 seconds. It was observed that the average particle size increased during 
both periods, while the average liquid fraction increased during the liquid addition period, but 
decreased during the wet massing period, due to aggregation between wet and dry particles. 
Over these 10 seconds of simulation (the curve representing) the Particles Size Distribution 
(PSD) moved from small particles to larger particles. However, at 10 seconds the PSD 
indicated that many small dry particles were still present, because particles were not able to 
aggregate, due to the heterogeneous distribution of the liquid content. Some consistency 
between the simulated and the experimental granulation trends were observed, although no 
explicit and direct comparison was performed and showed by the authors. Additional work 
should be done to include nucleation and a more mechanistic expression for the collision 
efficiency. Also, the current framework is restricted to small systems. For larger industrial 
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systems, optimization techniques, as reduced order models (e.g. artificial neural network), 
should be employed. 
 
Figure 2.26 Bi-directional coupling of PBM with DEM via collision frequencies (Barrasso 
and Ramachandran, 2015). 
 
A breakage rate kernel (in PBM) for ball milling was proposed by Capece et al. (2014a). That 
was based on the fracture model of Vogel and Peukert (2003) and the impact energy 
distribution obtained in DEM. The expression for the breakage rate kernel 𝑘(𝑡), valid for all 
the milling times and all particle sizes, was written as: 
 𝑘(𝑡) = 𝑓𝑀𝑎𝑡𝑥𝑖∑𝑓𝐶𝑜𝑙𝑙,𝑖,𝑙,𝑧(𝐸𝑚,𝑙 − 𝐸𝑚,𝑚𝑖𝑛,𝑖)
𝐿
𝑙=1
 (19) 
 
where 𝑓
𝑀𝑎𝑡
 is the material strength parameter, 𝑥𝑖 is the particle diameter (particle size of size 
class 𝑖), 𝑓
𝐶𝑜𝑙𝑙
 is the collision/impact frequency, 𝐸𝑚,𝑙 is the mass specific impact energy and 
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𝐸𝑚,𝑚𝑖𝑛,𝑖 is the threshold impact energy. The subscript 𝑖 is the size class index, 𝑙 is the impact 
energy index, while 𝑧 is the time index. Both 𝑓
𝑀𝑎𝑡
 and 𝐸𝑚,𝑚𝑖𝑛 are material properties. The sum 
was defined as the mass specific impact energy rate ?̇?𝑚,𝑖,𝑧 = ∑ 𝑓𝐶𝑜𝑙𝑙,𝑖,𝑙,𝑧(𝐸𝑚,𝑙 − 𝐸𝑚,𝑚𝑖𝑛,𝑖)
𝐿
𝑙=1 . 
According to the authors, Equation (19) represented a major novelty, since the material 
properties (𝑓
𝑀𝑎𝑡
 and 𝐸𝑚,𝑚𝑖𝑛) were separated by the milling environment, described by ?̇?𝑚. 
Rotating ball mills were simulated in DEM (see Figure 2.27), reproducing the experimental 
milling geometry and the operating specifications described in Kotake et al. (2002). From 
DEM, the dissipated energy 𝐸𝑑 was calculated (as in Wang et al. (2012)) and used to define 
the impact energy 𝐸𝑚, i.e. 𝐸𝑑 = 𝐸𝑚. Then the material properties 𝑓𝑀𝑎𝑡 and 𝐸𝑚,𝑚𝑖𝑛 were 
inferred by fitting the eq.(19), with the calculated impact energy 𝐸𝑚, to the experimental data 
of Kotake et al. (2002). From the impact energy distribution and the material properties, the 
impact energy rate ?̇?𝑚 was evaluated and used to analyse the breakage kinetic during the 
milling process. The effects of grinding media, feed size distribution (initial PSD), milling 
time, and evolution of the PSD on the breakage kinetic were explored. About the grinding 
media, four media sizes were employed in the DEM simulations, 5, 10, 20 and 30 mm, with a 
constant size for the feed material of 3 mm. Observing the collision frequency distribution as 
function of the dissipation energy 𝐸𝑑 (or impact energy 𝐸𝑚), three trends were found. At high 
impact energies (say > 5 × 10−5𝐽), larger media caused most of the collisions. At 
intermediate impact energies, (10−6 − 10−5𝐽), smaller media produced the highest collision 
frequency. At low impact energies (< 10−6𝐽), the collision frequency was independent of the 
grinding media size. Moreover, the comparison between the proposed breakage kernel in 
DEM, Eq.(19), and the experimental breakage kernel of Kotake et al. (2002) showed an 
excellent agreement for all the four grinding media sizes. Regarding the feed size distribution 
effect (polydispersity effect), five size distributions were employed in the DEM simulations: 
from the so called Feed-1, the narrowest distribution and similar to that used by Kotake et al. 
(2002), to Feed-5, the broadest distribution. By increasing the width of the feed distribution, 
from Feed-1 to Feed-5, the collision frequency of low energy impacts (≤ 10−7𝐽) increased. 
However, these low energy impacts were not responsible for the breakage of the 3 mm 
particles. Therefore their effects on the impact energy rate and on the breakage rate should be 
minimal or negligible. The collision frequency of high energy impacts (> 10−7𝐽) resulted 
insensitive to the feed distribution variation. Also, the total impact energy contributing to the 
breakage (calculated with the impact energy rate ?̇?𝑚) and the individual contribution of the 
feed on the impacts were found independent of the different feed size distributions. These 
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results showed that the impact energy rate ?̇?𝑚 and the breakage rate 𝑘 ∝ ?̇?𝑚, were not 
affected by the polydispersity effect of the feed size distribution, indicating that the milling 
process was governed by a first-order breakage kinetics. Similarly to the effect of the feed 
size width, the increasing of the milling time determined a rise in the collision frequency of 
the low energy impacts. It was also shown that the total impact energy contributing to the 
breakage of ground material (calculated with the impact energy rate ?̇?𝑚) slightly decreased 
over the milling time, for a negligible amount. The breakage rate 𝑘 ∝ ?̇?𝑚 was therefore time-
independent, confirming the validity of the first-order breakage kinetics, 𝑘𝑖(𝑡) = 𝑘𝑖. Lastly, 
the authors proposed (but not used) a two-way coupled DEM-PBM modelling framework, as 
shown in Figure 2.28. The coupling should start with the calculation of the impact energy rate 
?̇?𝑚 in DEM, and the breakage rate 𝑘 ∝ ?̇?𝑚. Then, 𝑘 should be employed to solve the PBM 
equation, and calculate the PSD. Eventually, the resulting and updated PSD should be given 
to DEM, closing the DEM-PBM loop. However, this framework was not used and evaluated.  
 
76 
 
 
Figure 2.27 Rotating ball mill simulated in DEM by Capece et al. (2014a). 
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Figure 2.28 Bidirectional DEM-PBM coupling proposed by Capece et al. (2014a). 
A bi-directional reduced order model including PBM and Artificial Neural Networks (ANN), 
i.e. PBM-ANN model, to replace the high fidelity, but computationally intensive DEM-PBM 
models for granulation, was developed by Barrasso et al. (2014). The reduced Order Models 
(ROM), as the ANN, are computational techniques aiming the decrease of computational 
time or complexity in numerical simulations. With DEM, a batch granulator with a rotating 
four-blade impeller was simulated, recording the collision information among the particles. 
DEM data were then passed to ANN, which related particle size, size distribution and 
impeller speed, to the collision frequencies, with a back-propagation training algorithm 
(Levenberg-Marquardt algorithm). After that, ANN was coupled to PBM and the resulting 
model was compared to a fully coupled DEM-PBM, to estimate computational time saving 
and accuracy of the proposed PBM-ANN model. Both frameworks are illustrated in Figure 
2.29 (∆𝐹 represents the updated number of particles). The DEM-PBM coupling technique 
and the agglomeration kernel in PBM were implemented as in Barrasso and Ramachandran 
(2015). Except the collision efficiency of the agglomeration kernel which was assumed 
constant and size-independent. This choice for the collision efficiency permitted to focus on 
the collision frequency, but it is an approximation. The collision frequency from DEM, the 
predictability of ANN, the comparison between the uncoupled PBM and PBM-ANN model, 
and between DEM-PBM and PBM-ANN were analysed. Results gathered from DEM showed 
that the collision frequency was influenced by impeller speed, particle size and size 
distribution. High collision frequencies occurred with larger particles, than smaller particles. 
The collision frequency increased with the increase of impeller speed and the widening of the 
particle size distribution. A trend similar to DEM results was found also for the collision 
frequency evaluated by ANN, confirming the correctness of the ANN approach in predicting 
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the collision frequency. A comparison between the uncoupled PBM and the PBM-ANN, 
showed that the PBM-ANN model slightly better predicted the aggregation behaviour than 
the uncoupled PBM. The PBM-ANN simulations showed a final particle size distribution 
similar to DEM-PBM, with the great advantage of a drastic reduction of the computational 
time, from hours to a few seconds (to solve 10 seconds of physical time). However, no 
experimental validation was reported.  
 
Figure 2.29 Top: the bi-directional coupled PBM-DEM model. Bottom: the reduced order 
PBM-ANN model (Barrasso et al., 2014). 
Barrasso et al. (2015a) extended the bi-directional hybrid DEM-PBM model of Barrasso and 
Ramachandran (2015) to the granulation mechanisms of aggregation, breakage and 
consolidation, along with the liquid addition. This multiscale model was applied to a twin 
screw wet granulator (TSG) to predict the effects of process parameters, material properties 
and geometry of the vessel on the granulation process. A two-dimensional PBM was used to 
track the evolution of particle size (volume) and the liquid content inside the granulator. The 
agglomeration kernel in PBM was written as the product of the collision frequency and the 
collision efficiency, as in Gantt et al. (2006) and in Barrasso and Ramachandran (2015). The 
collision frequency was determined by DEM and the collision efficiency was derived by the 
Stokes number analysis as reported in Liu et al. (2000). Also the breakage kernel in PBM was 
evaluated with the Stokes criterion, while the consolidation term was treated with the lumped 
parameter method reported in Barrasso and Ramachandran (2012). The bi-directional DEM-
PBM coupling (shown in Figure 2.30) started with DEM, where a motion of spherical 
particles, representing lactose, was simulated inside a three-dimensional twin screw 
granulator. Two types of screw elements were modelled: feed screw elements and mixing 
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elements (see Figure 2.31). Then, the resulting collision and velocity data gathered in DEM, 
i.e. the average particle velocity for each size/liquid class, the standard deviation of the 
particle velocity, the impact frequency of each particle size class and the collision frequency 
of each pair of particle size classes, were calculated and exported to PBM. Once the PBM 
was solved, DEM received the updated number of particles in each class and the number of 
classes from PBM. This information exchange between DEM and PBM stopped once the 
batch time was reached. DEM-PBM simulations showed that aggregation was the dominant 
mechanism, compared to breakage, and the granules continued to coalesce also after the 
liquid addition period was over. During the entire simulation, the porosity decreased and the 
total volume of the external liquid increased almost monotonically. A small decrease was 
indeed observed just after the period of liquid addition, and it was attributed to the filling of 
pores in the forming agglomerates. After that, the total volume of the external liquid started 
again to increase, due to the mechanism of consolidation, where the internal liquid was 
squeezed outside. It was observed that the DEM-PBM simulations were sensitive to the 
equipment geometry, binder viscosity, maximum pore saturation fraction and the liquid-to-
solid ratio. Using the screw feed, the collision rates, the particle velocities, the granule growth 
(average particle diameter) and the degree of consolidation were smaller than in mixing 
elements. Smaller granules resulted from the increase of the maximum pore saturation 
fraction and the binder viscosity. The authors claimed that the high rate of consolidation for 
the mixing elements and the relationship between low liquid-to-solid ratio and smaller 
particles were consistent with the experimental work of Dhenge et al. (2012). However, no 
direct comparison between DEM-PBM simulations and experiments was reported in this 
work. Besides the coupling between DEM and PBM, a characterization of the (uncoupled) 
DEM was performed to understand the effects of size distribution, liquid content, particle 
porosity, equipment geometry and screw speed on the granulation behaviour. About the size 
distribution effect, the increase of the median diameter led to an increase of the impact 
frequency for the small particles. This trend was opposite for large particles. Regarding the 
liquid content and particle porosity, no significant effect on the impact frequency was 
observed. Except for larger particles, where the impact frequency and the collision frequency 
decreased as the particle wetness increased. About the equipment geometry, the mixing 
elements resulted in greater average particle velocities, impact frequency and collision 
frequency than the feed screw elements. This work was restricted to the mechanisms of 
aggregation, breakage, consolidation and liquid addition, without considering nucleation and 
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layering. Also, fine particles were not considered, nor the spatial compartments, which can 
make the predictions more realistic. 
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Figure 2.30 Bi-directional coupling between DEM and PBM described by Barrasso et al. 
(2015a). 
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Figure 2.31 Two types of screw elements for a twin screw granulator. Feed screw elements 
on the left (a) and mixing elements on the right (b) (Barrasso et al., 2015a). The arrows 
indicate the screw elements motion. 
2.3 Summary 
Understanding the fragmentation mechanisms plays a critical role in optimizing the milling 
process in the pharmaceutical industry, and although several efforts have been made, is still 
not completely achieved. 
In this chapter, the processes of comminution and milling were introduced, along with the 
principles of operation and the types of mills. The basic failure mechanisms and governing 
factors were described, focusing on the single impact tests. 
A numerical technique called Discrete Element Method (DEM), was employed to simulate 
the interactions of particulate systems at the microscopic scale, to better understand the 
milling process and the failure mechanisms, at the macroscopic scale. The DEM and its 
applications to milling were summarised, with particular attention to the numerical single 
impact tests. 
A second numerical approach called population balance modelling (PBM), used to describe 
large and industrial processes and systems, was introduced and the applications of the 
integrated DEM-PBM frameworks were reviewed.  
Although several aspects and process parameters were investigated with DEM or DEM-PBM, 
to predict the granule properties in milling, no study reports any DEM-PBM modelling 
83 
 
framework for the breakage of particles agglomerates. In addition, the application of DEM-
PBM in analysing ribbon milling was not reported.  
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CHAPTER 3: Three Point Bending Test1 
 
Abstract 
 
Understanding the dependence of the strength of agglomerates on material properties, 
interfacial properties and structure of the agglomerate is critical in many processes involving 
agglomerates. For example, in the manufacturing of pharmaceutical tablets and pellets with 
dry granulation, understanding the relationship between the ribbon properties and the 
properties of the granules is critical in controlling the granulation behaviour, and the ribbon 
properties (e.g. tensile strength and density distribution) is determined by the material 
properties of the feed powders, interfacial properties between particles and the process 
condition, which determine the structure of the ribbons. This study aims to investigate the 
effect of the surface energy and porosity on the bending strength of pharmaceutical ribbons, 
for which three-dimensional discrete element modelling with a cohesive particle model based 
upon the JKR theory was performed. Simulations were carried out using specimens of 
various porosities and surface energies. The dependence of the bending strength on the 
surface energy and the ribbon porosity was examined. It was found that there is a strong 
correlation between the bending strength with porosity and surface energy. In particular, the 
bending strength is proportional to the surface energy and is an exponential function of the 
porosity.  
 
3.1 Introduction 
 
In pharmaceutical technology, ribbons and flakes are the intermediate products in the 
manufacturing of tablets and pellets, which are produced through roll compaction of feed 
powders and then fragmented into granules using mills. The microscopic and mechanical 
properties of ribbons and flakes are hence of fundamental importance in controlling the 
granular properties. A common test to characterise the mechanical properties of ribbons is the 
                                                          
1
Submitted to Powder Technology as “Loreti, S., Wu, C.-Y., (2017) Three-dimensional 
discrete element modelling of three point bending tests: the effect of surface energy on the 
tensile strength”. 
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three-point bending test (3 −PBT) that measures the bending strength 𝜎𝑇 (Osborne et al., 
2013).  
 
In recent years the discrete element method (DEM) was employed to simulate the bending 
test for several purposes: calibration of material properties (Hare et al., 2016; Tan et al., 
2009; Zhang W. et al., 2014), modelling of mechanical behaviour of beams (Tan et al., 2009; 
Wolff et al., 2013; Zhang W. et al., 2014), and investigation of the fracture process in 
bending tests (Gao et al., 2015; Tarokh and Fakhimi, 2014). In these studies, the bonded-
particle model (BPM) was generally used. For instance, Zhang W. et al. (2014) used the 
bonded-particle model, proposed by (Potyondy and Cundall, 2004), and modelled the 
3 −point bending test and the single edge-notch bending test (SENB), in order to calibrate the 
SiC ceramic material. When the Particle Flow Codes, i.e. PFC2D and PFC3D (Itasca 
Consulting Group, (2014); Potyondy and Cundall, 2004) were used, numerical calibration of 
material properties is generally required to derive microscopic parameters that were difficult 
to measure experimentally (Ding et al., 2014). In this process, microscopic parameters are 
first assigned in numerical simulations that mimic real small-scale experiments. Then, 
through an iterative trial-and-error process, these parameters are tuned until the numerical 
simulations produce the same macroscopic quantities measured in the experiments, such as 
Young’s modulus or Poisson’s ratio. Through numerical calibration, Zhang W. et al. (2014) 
derived the material properties of SiC ceramic to be employed in modelling SiC-C laminates, 
i.e. the Young’s modulus 𝐸, the Poisson’s ratio 𝜈, the bending strength 𝜎𝑇, the fracture 
toughness 𝐾𝐼𝐶, the unconfined compression strength 𝜎𝑐, and the Brazilian tensile strength 𝜎𝑡. 
They also simulated three-point bending tests of SiC-C laminates with weak interfaces of 
graphite, and examined the process of the crack growth under various test conditions. 
Varying the number of weak interfaces and the bond strength between the particles, they 
observed an increase of the bending strength with the increasing number of weak interfaces. 
They referred this effect to as the “toughening mechanism”. In addition, they found that the 
fracture energy of the SiC-C laminates increased monotonically as the number of weak 
interfaces increased. However, in their study, the crack propagation was only examined 
qualitatively from two dimensional DEM simulations. Calibration of poly-crystalline SiC 
with the bonded particle model (BPM) was also performed by Tan et al. (2009), who 
modelled different tests, such as the unconfined compressive test, the Brazilian test, the 
3 −point bending test and SENB, using PFC2D. They calibrated the mechanical properties of 
86 
 
polycrystalline SiC, such as the Young’s modulus, the Poisson's ratio, the bending strength 
and the fracture toughness, and then simulated the scratching test and the cutting process of 
ceramics using the calibrated parameters. In order to calibrate the material properties of 
agglomerates of bonded particles, Hare et al. (2016) performed the three-point bending test 
experimentally and numerically. In their study, the numerical simulations were performed 
using the software EDEM, in which an inter-particle bonded contact model described in 
Brown et al. (2014) was employed. They considered two ribbon formulations: one with 
density 4,000 𝑘𝑔 𝑚3⁄  and a second one with a density 7,000 𝑘𝑔 𝑚3⁄ . Both formulations had 
a Poisson ratio of 0.25 and a shear modulus of 0.1 𝐺𝑃𝑎. The bond strength and the Young’s 
modulus in DEM were calibrated by comparing the numerical results of the three-point 
bending simulations with the corresponding experimental measurements. Ribbons with the 
calibrated bond strength were then employed to explore the size reduction process in milling 
dominated by impact and shearing. Wolff et al. (2013) modelled the mechanical behaviour of 
ceramic beams in 3 − and 4 −point bending tests using DEM. They prepared cuboid beams 
of randomly distributed ceramic particles bonded together using the BPM model (Brown et 
al., 2014). Beams with an average packing density of 63% were considered. The Hertz-
Mindlin-Tsuji contact law was used for the contact modelling, while a linear-elastic solid 
bond was introduced to model the polymeric binder between the particles. They investigated 
how the loading speed, the loading scheme and the bond stiffness affected the modulus of 
elasticity and observed that the modulus of elasticity varied almost linearly with the bond 
stiffness, but did not depend on the loading speed nor the position of the supports. Tarokh and 
Fakhimi (2014) investigated the development of fractures in quasi-brittle materials with 
specific localized micro-cracks. They examined the effect of particle size on the width of the 
fracture process zone that was this region of damage around the crack tip from the two-
dimensional 3 −point bending simulations.  In their study, the BPM was also used and a 
tension softening contact bond model was introduced to mimic the behaviour of the fracture 
process zone in quasi-brittle materials like rocks (sedimentary rocks as sandstone) or 
concrete. The grains were represented as rigid circular particles interacting through normal 
and shear springs. The “tension softening” parameter is represented by the ratio 𝐾𝑛 𝐾𝑛𝑝⁄ , 
where 𝐾𝑛 is the normal stiffness and 𝐾𝑛𝑝 is the slope of the softening line. Tarokh and 
Fakhimi (2014) analysed different materials ranging from perfectly brittle (𝐾𝑛 𝐾𝑛𝑝⁄ = 0) to 
less brittle (𝐾𝑛 𝐾𝑛𝑝⁄ = 100) and found that the width of the process zone was a function of 
both the specimen and particle size. They showed that DEM with the tension softening 
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contact bond model could be used to explore the crack propagation (in loading condition) and 
the effect of particle size on the width of the fracture process zone of quasi-brittle materials. 
Nevertheless, only a two-dimensional discrete element model with circular particles was 
used. 
 
In the above-mentioned investigations, the bonded-particle model (BPM) was generally used, 
in which artificial bars were introduced to connect a pair of particles and could transmit force 
and torque between particles. A model calibration is generally required in order to ensure the 
numerical modelling can represent the mechanical response of a given material. Even so, the 
importance of the interfacial properties (such as the surface energy) and the structure of the 
ribbons cannot be explored. In this study, a different inter particle contact model will be used. 
The particles are connected through attractive forces induced by the interfacial surface energy 
and the classical JKR theory was used to describe the cohesive interactions. Furthermore, 
according to Etzler and Pisano (2015), the direct role of the surface energy in determining the 
Ryshkewitch-Duckworth equation is not understood yet. Therefore, the aim of this study is to 
examine how the interfacial energy and porosity affect the mechanical properties of ribbons, 
especially the bending strength. 
 
3.2 DEM model 
 
In this study, to model a 3-point bending test, a cuboid shaped agglomerate was created using 
spherical particles in DEM, in which contact laws based on the Hertz-Mindlin-Deresiewicz 
models for frictional-elastic particles (Hertz, 1882b; Mindlin and Deresiewicz, 1953b) the 
JKR-Thornton models for the autoadhesive particles (Johnson et al., 1971; Thornton and Yin, 
1991) were used. The detailed description of the implementation of these models into DEM 
can be found in (Thornton and Barnes, 1986; Thornton and Yin, 1991). Only adhesive 
contacts without plastic deformation were considered. An agglomerate made of 1460 
polydispersed spheres was created with material properties of Mannitol Pearlitol SD 200 used 
in (Mirtič and Reynolds, 2016) (see Table 3.1); the spheres are of sizes between 77 𝜇𝑚 and 
312 𝜇𝑚 mimicing the particle size distribution (PSD) measured in experiments and showed 
in Figure 3.1. This PSD was divided into five segments accordingly to the empirical 68–95–
99.7 rule, also called the three sigma rule (Pukelsheim, 1994), to create a polydisperse 
system. For each segment, the weighted arithmetic mean diameter was taken as the 
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representative diameter and used in the DEM modelling. Table 3.2 lists the five 
representative diameters and the corresponding number of spheres in each segment used in 
the DEM modelling.  
 
Material Type Young’s Modulus (GPa) Poisson’s Ratio Density (kg/ m3) Friction 
Mannitol-200SD 12.2 0.30 1,470 0.30 
Walls (Steel) 210 0.30 7,850 0.30 
Table 3.1 Material Properties for Mannitol-200SD and walls used in DEM. 
 
 
Figure 3.1 The particle size distribution for Mannitol-200SD. 
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𝑺𝒆𝒈𝒎𝒆𝒏𝒕 𝒊 𝜱𝒊 (𝝁𝒎) 𝑽𝒊  (𝝁𝒎
𝟑) 𝑸𝒊 (%) 𝑵𝒊 
1 76.882 2.379e+05 0.037 443 
2 126.509 1.060e+06 0.167 454 
3 189.095 3.540e+06 0.641 521 
4 261.635 9.377e+06 0.113 35 
5 311.589 1.584e+07 0.042 7 
 
Table 3.2 Representative particle diameters 𝛷𝑖  and number of particles 𝑁𝑖 for each segment i 
used in the polydisperse system in DEM. 
The parallelepiped agglomerate was constructed using confining walls in the following two 
steps: i) consolidation and ii) relaxation. During consolidation, spherical particles were 
generated in a region limited by walls (see Table 3.1), gravitational forces were then applied, 
making particles settle to the bottom of the region. Once the particles deposited, a piston 
moved downwards to compress the spheres to form the agglomerate. During consolidation, 
no adhesive bonding at the contacts was introduced, i.e. the surface energy was zero, while 
particle-particle and particle-wall friction were considered. To complete the agglomeration 
preparation, the particles deformation was recovered during relaxation, where two of the four 
vertical lateral walls containing the agglomerate were released, while the other two lateral 
walls and the horizontal ones were fixed. The surface energy was introduced at the beginning 
of the second step to make the particles into adhesive contact, with a high initial value 
𝛾 = 300  𝐽 𝑚2⁄ . The surface energy was gradually reduced to 𝛾 = 0.01 𝐽 𝑚2⁄  during 
relaxation. The entire process of agglomeration production, i.e. consolidation and relaxation, 
was performed with 11 piston displacements to obtain agglomerates with different porosities. 
The piston height was varied from ℎ = 1.193 𝑚𝑚 to ℎ = 0.623 𝑚𝑚, leading to an increase 
of the pressure on the agglomerate and a decrease of porosity from 𝜖 = 0.369 to 𝜖 = 0.088. 
For clarity, the process of relaxation can be illustrated using the temporal evolution of the 
assembly porosity as shown in Figure 3.2. The symbols represent the values of porosity at 
each computational iteration, with the 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 0 representing the moment when two of 
the four vertical lateral walls were released and the relaxation commenced. The different 
colours and symbols in Figure 3.2 indicate different cases of consolidation, which can be 
defined as the pressure 𝑃 exerted from the piston on the assembly at the 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 0 (see 
the legend of Figure 3.2). For all cases considered, the evolution of the porosity during the 
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phase of relaxation was similar. When the lateral vertical walls were removed, the assembly 
expanded rapidly, leading to a dramatic increase in the porosity (about 10% − 15% for each 
case) before a peak was reached. Then, the porosity gradually decreased and stabilized after 
around 1.0 × 107 iterations. As mentioned previously, the surface energy was introduced at 
the 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 0 and gradually decreased to obtain ribbons with different values of surface 
energy (see the top x-axis in Figure 3.2). The variation of the porosity during the relaxation 
can be explained with the balance between the elastic resistance, which tends to keep apart 
the particles under loading, and the surface energy, which holds them together. Immediately 
after the release of the lateral walls, the elastic resistance was dominant over the surface 
energy, leading to the assembly expansion and a rapid increase of the porosity. The porosity 
increase continued until the elastic force was balanced by the adhesive force between the 
particles, i.e. a steady state (i.e. an almost constant porosity) was reached. For each case of 
consolidation, the representative values of porosity used in the present study were calculated 
as the average among the porosities in the range between 1.0 × 107 and 3.0 × 107 iterations. 
The simulated assembly dimensions were proportional to the one experimentally used for the 
three-point bending test in (Mirtič and Reynolds, 2016), but scaled down by a factor 𝑓𝑠 = 5, 
i.e. L = 3 𝑚𝑚, 𝑏 = 1.2 𝑚𝑚 and ℎ = 1.193 ~ 0.623 𝑚𝑚. 
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Figure 3.2 Evolution of the porosity during the relaxation.  
The different cases of consolidation are indicated by the piston pressure P 
at 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 0. 
 
Once the agglomerate was prepared, 3 −PBT simulations were performed by removing the 
confining walls and introducing two supports and a loading beam, as illustrated in Figure 3.3. 
The distance between two supports was set as 𝑙 = 2.4 𝑚𝑚. The bending tests were simulated 
by lowering gradually a loading beam, to compress the specimen until the agglomerate 
breaks. The tensile strength 𝜎𝑇 was calculated from the maximum normal force of the loading 
beam 𝐹𝑃, as follows (Mirtič and Reynolds, 2016): 
 
 𝜎𝑇 =  
3𝐹𝑃𝑙
2𝑏ℎ2
 (20) 
 
In this study, the virtual 3 −point bending test was performed with specimens produced using 
11 porosities and 13 values of surface energy, i.e. a total of 143 cases were simulated. It 
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means that for each value of porosity, the 3 −PBT was repeated 13 times by varying the 
surface energy.  
 
 
 
 
Figure 3.3 The three-point bending system used in the DEM simulations. L 
is length, h is height and b is thickness of the agglomerate. 
 
3.3 Results and Discussion 
 
3.3.1 Breakage patterns 
 
Figure 3.4 shows typical force evolution curves for specimens of the same porosity (0.271) 
but different interfacial energies during the 3-point bending tests. All the curves with a 
surface energy from 𝛾 = 20  𝐽 𝑚2⁄  to 𝛾 = 200  𝐽 𝑚2⁄  show a peak, after a steep increase of 
the loading force, while the variations for the curves 𝛾 = 0.1  𝐽 𝑚2⁄  and  𝛾 = 1  𝐽 𝑚2⁄  are 
too small to be visible in Figure 3.4a, therefore they are plotted in Figure 3.4b. Once the 
agglomerate breaks, the force drops down to zero. The peaks represent the maximum loads 
required to break the specimen, they are higher and sharper for specimen with a higher 
surface energy and they are used to calculate the tensile strength using Equation (20).  
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Figure 3.5a and 3b show the front and top view of the specimen (𝜖 = 0.271) before the 
loading, respectively. Figure 3.5c shows the front view of the agglomerate when the 
maximum loading force is reached, while Figure 3.5d illustrates the front view of a typical 
breakage pattern. Two failure planes are developed in proximity to the supports, resulting in 
three large daughter fragments.  
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(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
(b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.4 Typical time evolution of the loading beam force for a ribbon  
with a porosity of ϵ = 0.271. 
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(a)  Before loading (Front View). 
 
(b)  Before loading (Top View). 
 
(c)  𝛾 = 1 𝐽 𝑚2⁄ . Maximum loading force. 
 
(d) 𝛾 = 1 𝐽 𝑚2⁄ . Breakage at time 4 ms. 
 
(e)  𝛾 = 0.1 𝐽 𝑚2⁄ . Maximum loading force. 
 
(f)  𝛾 = 0.1 𝐽 𝑚2⁄ . Breakage at time 4 ms. 
Figure 3.5 Typical breakage pattern for ribbon with porosity 𝜖 = 0.271 
and surface energy 𝛾 = 1 𝐽 𝑚2⁄ . 
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3.3.2 Relationship between the tensile strength, the porosity and the surface energy 
 
The variation of the tensile strength with the porosity is shown in Figure 3.6 for various 
surface energies. For the simulations with the same value of surface energy, the tensile 
strength decreases with the increase of porosity. For example, when the surface energy 
𝛾 =  200 𝐽 𝑚2⁄ , the tensile strength decreases from 𝜎𝑇 = 43 𝑁 𝑚𝑚
2⁄  at the porosity 
𝜖 = 0.088 to 𝜎𝑇 = 10 𝑁 𝑚𝑚
2⁄  at the porosity 𝜖 = 0.38. While for the specimen with the 
same porosity, the tensile strength increases with the increase of surface energy. A re-plot of 
the data shown in Figure 3.6 in a semi-logarithmic scale is shown in Figure 3.7. It can be seen 
that the tensile strength varies approximately four orders of magnitude between 𝜎𝑇 =
10−2  𝑁 𝑚𝑚2⁄  and 𝜎𝑇 = 10
2  𝑁 𝑚𝑚2⁄  for the surface energies considered. It is interesting to 
note that the data shown in Figure 3.7 can be approximated with straight lines. In order to 
infer the relationship between the tensile strength 𝜎𝑇 and the porosity 𝜖 for each value of 
surface energy, a non-linear regression was applied. The best fitting functions for all datasets 
are superimposed in Figure 3.7 using black solid lines. These functions have the same 
exponential form as the Ryshkewitch-Duckworth equation (Duckworth, 1953): 
 
 𝜎𝑇(𝝐) = 𝜎0𝑒
−𝐾𝝐 (21) 
 
where 𝜎0 is the tensile strength of the material at zero porosity (i.e., 𝜖 = 0) and 𝐾 is a 
constant representing the “bonding capacity”. When the tensile strength 𝜎𝑇 is plotted against 
the surface energy, as shown in Figure 3.8. It is clear that it is proportional to the surface 
energy, i.e., 
 
 𝜎𝑇(𝜸) ∝ 𝑎𝜸 (22) 
 
This is in broad agreement with the Rumpf (1962) and Kendall (1988) models. The Rumpf 
(1962) theory of agglomerate strength was based on the van der Walls force 𝐻 between two 
identical spherical particles of diameter 𝑑. Summing these forces among the particles in the 
agglomerate, he proposed a relationship between tensile strength, porosity and the van der 
Walls force: 
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 𝜎𝑇 =
9
8
(
1 − 𝜖
𝜖
)
𝐻
𝑑2
 (23) 
 
Equation (23) implies that the tensile strength 𝜎𝑇 is proportional to the van der Walls force 𝐻. 
  
Kendall (1988) derived a model for the agglomerate strength by summing the total fracture 
energy, i.e. the total energy required for fracture, instead of the total force used by Rumpf 
(1962). The Kendall (1988) theory was based on fracture mechanics analysis of agglomerates 
composed of smooth adhesive elastic spheres. His model relates the tensile strength to the 
fracture energy Γ𝑐, the interfacial energy Γ, the assembly porosity, the diameter of the spheres 
and the macroscopic flaw in the assembly of length 𝑐, from which the fracture starts when 
 
 𝜎𝑇 =
15.6(1 − 𝜖)4Γ𝑐
5/6Γ1/6
(𝑑𝑐)1/2
 (24) 
 
The main difference between these two models is the failure mechanism: Rumpf (1962) 
assumed the failure occurs simultaneously along the agglomerate, while in Kendall (1988) 
theory the failure is dominated by crack propagation. Equations (23) and (24) can be 
expressed using different bonding forces 𝐹𝐵 between particles, like van der Walls adhesion, 
capillary liquid bridge, JKR adhesion, viscous liquid bridge, and solid bridge (Litster, 2013). 
The equation of the Rumpf (1962) model can be rewritten to consider the bonding force as 
follows (Litster, 2013): 
 
 𝜎𝑇 =
9
8
(
1 − 𝜖
𝜖
)
𝐹𝐵
𝑑2
 (25) 
 
while the equation representing the Kendall (1988) model can be given as (Litster, 2013): 
 
 𝜎𝑇 = 3.75(1 − 𝜖)
4
𝐹𝐵
𝑑2
 (26) 
 
Since the simulations in the present study were performed with the JKR contact model 
(Johnson et al., 1971), Equations (25) and (26), representing the Rumpf (1962) and Kendall 
(1988) models, can be calculated with the bond force 𝐹𝐵 from the JKR adhesion theory: 
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 𝐹𝐵 =  
3𝜋𝑑𝑊𝐴
8
 (27) 
 
Therefore the tensile strength 𝜎𝑇 in Equations (25) and (26) is linearly proportional to the 
surface energy expressed with the work of adhesion 𝑊𝐴 = 2𝛾, for particles of the same 
material. It is clear from Eqs (25)-(27) that both Rumpf (1962) and Kendall (1988) models 
predict that the tensile strength 𝜎𝑇 is proportional to the surface energy 𝛾, as illustrated in Figure 
3.8.  
 
Substituting Equations (22) into (21), the tensile strength 𝜎𝑇 can be written as a function of the 
porosity 𝜖 and the surface energy 𝛾, i.e.   
 
 𝜎𝑇(𝝐, 𝜸) = 𝑎𝜸𝑒
−𝐾𝝐 (28) 
 
Since Equation (21) was proposed by Ryshkewitch (1953)  and Duckworth (1953) as an 
empirical relationship between the tablet tensile strength and the tablet porosity, some 
attempts were made to give a theoretical explanation to the equation’s parameters 𝜎0 and 𝐾 
(Andersson, 1996; Etzler and Pisano, 2015). Andersson (1996) provided an analytical basis to 
Equation (21), showing the exponential constant, i.e. the bonding capacity, has a strong 
dependency on the pore shape and the orientation of the pores. He also found the exponential 
constant is independent of the pore size, but the surface energy was not considered in the 
theoretical expression. Etzler and Pisano (2015) derived a model to predict the tensile 
strength of binary mixtures from the Ryshkewitch-Duckworth parameters, starting from a 
principle of the adhesion science, i.e. the tensile strength of a material is dependent on the 
surface energy (Adamson, 1990). However, their model did not show any relationship with 
the surface energy but, they argued that the surface energy played a role in the tensile 
strength. A direct link between the tensile strength and the surface energy was indicated by El 
Gindy and Samaha (1982) and Luangtana-Anan and Fell (1990). El Gindy and Samaha 
(1982) explored the correlation between the tensile strength of pharmaceutical compacts and 
the surface energy of seven powders and demonstrated there was a direct relationship 
between the tensile strength of the compact and the surface energy: the compact becomes 
stronger with the increase of the surface energy, based upon their experimental data (see 
Figure 3.9). Luangtana-Anan and Fell (1990) explored the effect of adhesive forces of seven 
different materials in the form of tablets, and examined the relationship between the tensile 
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strength of tablets and the Hamaker constant, which is related to the surface energy. They 
showed that the van der Walls forces contributed significantly to the tensile strength of 
tablets. The studies of Etzler and Pisano (2015), El Gindy and Samaha (1982) and Luangtana-
Anan and Fell (1990) showed a correlation between the tensile strength of tablets and the 
surface energy. Nevertheless, no mathematical expression was proposed to relate the tensile 
strength 𝜎𝑇, nor the tablet porosity.  
 
Nevertheless, Equation (28) obtained from the present DEM simulations gives a direct 
mathematical relationship between the tensile strength and the surface energy as well as the 
porosity. Furthermore, the bonding capacity for the Ryshkewitch-Duckworth equation can be 
obtained, and the parameters 𝜎0 can be related to the surface energy as follows: 
 
 𝜎0 = 𝑎𝜸 (29) 
 
To verify Equation (28), the tensile strength shown in Figure 3.6-Figure 3.8 was divided by 
the surface energy and the quantity 𝜎𝑇 𝛾⁄  was plotted against porosity for different materials 
in Figure 3.10. It is evident that that a unified curve can be obtained for most of the surface 
energies considered, except for 𝛾 = 0.01 𝐽 𝑚2⁄ , the lowest surface energy considered in this 
study. The coalescence of all data into a master curve indicates that the parameters 𝑎 and 𝐾 in 
Equation (28) only depend on material properties. 
 
100 
 
 
Figure 3.6 Tensile strength vs. porosity. 
 
 
Figure 3.7 Tensile strength vs. porosity in semi-logarithmic scale. Six 
values of surface energy are shown, with the correspondent exponential 
fitting. 
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Figure 3.8 The variation of tensile strength with surface energy. 
 
Figure 3.9 Tablet tensile strength versus surface energy of 5 pharmaceutical materials (El 
Gindy and Samaha, 1982). 
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Figure 3.10 The variation of tensile strength with porosity. The black lines 
represent the fitting of simulation data. 
3.3.3 Experimental validation 
 
Equation (28) was used to describe various single-component powder systems, i.e. 
microcrystalline cellulose (MCC), hydroxypropylmethyl cellulose (HPMC) and starch, 
described in (Wu et al., 2005), and mannitol (Pearlitol SD 200) employed in Mirtič and 
Reynolds (2016). The experimental data of tensile strength evaluated by Mirtič and Reynolds 
(2016); Wu et al. (2005) were hence fitted with Equation (28) (see Figure 3.11) using the 
multivariate fit and the resulting parameters 𝑎, 𝐾 and 𝛾 were estimated for each material. The 
obtained parameters are presented in Table 3.3, together with the literature values of surface 
energy for all the materials considered. The values of surface energy reported in literature 
are: 37.6 𝑚𝐽 𝑚2⁄  for MCC Avicel PH101 (Steele et al., 2008), 48.4 𝑚𝐽 𝑚2⁄  for HPMC 
(Rowe, 1989a, b), 58.7 𝑚𝐽 𝑚2⁄  for starch (Rowe, 1989a, b) and 72.07 𝑚𝐽 𝑚2⁄  for mannitol 
(Sovány, 2010). In Steele et al. (2008), the surface energy of MCC was measured with the 
Inverse Chromatography technique, in Rowe (1989a, 1989b),  the surface energy of starch 
(surface tension of the binder) was measured with a “Du Nouy” tensiometer and calculating 
the contact angle between the binder solution (starch) and the substrate (paracetamol). The 
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surface energy of mannitol 200SD was measured by Sovány (2010) with a Dataphysics OCA 
20 optical contact angle tester. Using the empirical equation (Eq.(28)), the surface energy 
appears overestimated significantly. This implies that Van der Waals forces (that directly 
related to the surface energy) are not the only mechanism governing the bonding strength of 
agglomerates, as discussed by Rumpf (1962). For the bonding dominated by Van der Waals 
forces, the obtained empirical equation can be used to approximate the correlation between 
the tensile strength with surface energy and porosity. 
 
 
Figure 3.11 Fitting of Equation (28) of the tensile strength measured experimentally for 
several materials. Black lines represent the fitting of Equation (28) for each material. 
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Material Type a K 𝜸𝒔𝒊𝒎𝒖𝒍.(𝑱 𝒎
𝟐⁄ ) 𝜸𝒍𝒊𝒕𝒆𝒓𝒂𝒕.(𝒎𝑱 𝒎
𝟐⁄ ) 
MCC 2.4095 6.8347 10.5238 37.6 
HPMC 3.6433 8.7205 3.6311 48.4 
starch 2.9610 10.5344 3.0119 58.7 
mannitol 4.8637 8.5721 5.1183 72.07 
Table 3.3 Parameters estimated using Equation (28) for various powders. 
 
 
 
3.3.4 Agglomerate strength models comparison 
 
The DEM model, Equation (28) and the Rumpf and Kendall models, Equations (25) and (26), 
were compared for Mannitol-200SD made ribbons. For the DEM model, the parameters 𝑎, 𝐾 
and 𝛾𝑠𝑖𝑚𝑢𝑙. in Table 3.3 for Mannitol were employed. About the Rumpf and Kendall models, 
an approximation should be considered, since the Equations (25) and (26), describe the 
strength of a monodisperse agglomerate, while the virtual ribbon created in DEM is a 
polydisperse system. For this reason the particle diameter 𝑑 in Equations (25) and (26) was 
chosen as the average value of the particle size distribution of the virtual ribbon, i.e. 𝑑 =
 𝑑50 ~ 200 𝜇𝑚. Due to the presence of adhesive forces in the DEM model, described by the 
JKR theory, the bond force 𝐹𝐵 from the JKR adhesion theory was considered in Equations 
(25) and (26). Therefore the Equation (27) was employed in both Equations (25) and (26), 
and the work of adhesion was chosen as 𝑊𝐴 = 2𝛾, with 𝛾 = 𝛾𝑙𝑖𝑡𝑒𝑟𝑎𝑡. for mannitol, as in Table 
3.3. For all the three mathematical models the value of porosity was ranging from 𝜖 = 0.01 
to 𝜖 = 0.4. As shown in Figure 3.12, the Rumpf and Kendall models, described by the 
Equations (25) and (26), are unable to predict the tensile strength of mannitol made ribbons. 
Despite the difference between the 𝛾𝑠𝑖𝑚𝑢𝑙. and the 𝛾𝑙𝑖𝑡𝑒𝑟𝑎𝑡., the DEM model in Equation (28) 
results in agreement with the experimental data. 
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Figure 3.12 Comparison between the DEM model Equation (28) and the Rumpf and Kendall 
models of agglomerate strength, Equations (25) and (26). The comparison of the three 
mathematical models was performed for the case of Mannitol-200SD made ribbon.     
 
3.4 Conclusions 
 
A three-dimensional discrete element model (DEM) for autoadhesive particles was used to 
model ribbons with a wide range of porosity and to perform three-point bending tests. The 
three-point bending test was used to obtained the correlation between the tensile strength 𝜎𝑇, 
porosity 𝜖 and the surface energy 𝛾 of the particles. An empirical equation was obtained, 
which is in the similar form to the Ryshkewitch-Duckworth equation but considered the 
effect of both porosity and the surface energy. The Ryshkewitch-Duckworth equation with 
the estimated parameters 𝑎, 𝐾 and 𝛾𝑠𝑖𝑚𝑢𝑙. is in broad agreement with the experimental data 
reported in the literature , in Wu et al. (2005). The obtained empirical equation can be used to 
obtain the surface energy of various materials. However, it shows that this approach 
significantly overestimated the surface energy value, implies that the van der Waals forces 
are not the only mechanisms in governing the tensile strength of the agglomerates. 
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Alternatively, the overestimation of the surface energy values in the DEM model could be 
due to the inadequacy of DEM. For example, an elastic contact model has been considered 
here in this study and not an elastic-plastic model. This could determine the overestimation of 
the surface energy in DEM.  
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CHAPTER 4: Impact dominated milling2 
 
Abstract 
 
Ribbon milling is a critical step in dry granulation using roll compaction as it determines the 
properties of granules, and subsequently the properties of final products. During ribbon 
milling, fragmentation of ribbons or flakes (i.e. compressed agglomerates from dry powders) 
are induced by either impact or abrasion. Understanding these fragmentation mechanisms is 
critical in optimising ribbon milling processes. In the current study, the discrete element 
method (DEM) was used to model fragmentation at the microscopic level, providing a 
detailed insight into the underlying breakage mechanism. In DEM modelling, virtual ribbons 
were created by introducing an appropriate interfacial energy using the cohesive particle 
model. A set of three-dimensional parallelepiped ribbons with solid fraction 𝜑 = 0.7422 and 
surface energies ranging from 𝛾 = 0.03 𝐽 𝑚2⁄  and 𝛾 = 2 𝐽 𝑚2⁄  were created and then 
fractured during impacts with a plane at various impact velocities, in order to model impact 
dominated milling.  The fragmentation rate, and the number and size of fragments (i.e. 
granules) resulting from the breakage of a ribbon during the impact were determined. The 
DEM simulations showed that the granules size distribution had a bimodal pattern and there 
was a strong correlation between the size of fines generated from fragmentation during 
impact and the size of the feed powder (i.e. the size of the primary particles in this study), 
which was consistent with the observation from physical experiments. Two quantities were 
calculated from the DEM simulations: the number of fragments p and the fraction of fines z 
for each breakage event which can be used as input parameters for population balance models 
(PBM) to develop a DEM-PBM modelling framework.  
 
4.1 Introduction 
 
In pharmaceutical manufacturing, ribbons or flakes are produced through roll compaction of 
feed powders, which is an intermediate step in the production of tablets and pellets (Patel et 
al., 2010). The ribbons and flakes are generally fragmented into granules using mills, which 
                                                          
2
 Published as “Loreti, S., Wu, C.-Y., Reynolds, G., Mirtič, A., & Seville, J. (2017). DEM–
PBM modeling of impact dominated ribbon milling. AIChE Journal, doi:10.1002/aic.15721” 
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is referred to as the ribbon milling process. Understanding ribbon milling processes is 
important to achieve a desired granule size distribution for a better manufacturability.   
 
Milling or particle size reduction is dominated by various grinding mechanisms including 
impact, attrition, compression and shear. According to Naik and Chaudhuri (2015) the milling 
equipment can be classified into impact dominated mills, such as pin mills and hammer mills, 
attrition dominated mills (e.g. jet mills), impact and attrition dominated mills (e.g. ball mills) 
and compression dominated mills (e.g. conical screen mills). Investigating the milling of wet 
and dry agglomerates in a conical screen mill, Schenck and Plank (2008) found that the 
impact was the primary mechanism in the granule breakage. They showed a strong 
correlation between fines generation with impeller speed squared, which indicates that the 
agglomerates break during impacts with the impeller. Verheezen et al. (2004) reached a 
similar conclusion, from the study on the effects of the material properties and the mill 
settings on the particle size distribution in a conical screen mill. They found that the most 
important parameter affecting the size-reduction was the screen size. A smaller size of the 
screen bores entailed an increase of the residence time in the mill for the granules, which 
were therefore subject to more impacts with the impeller. Regarding the materials, they used 
three types of milled lactose monohydrate differentiated by the size distribution and different 
amount of Hydroxypropylcellulose (HPC). The three grades of lactose were 100M, 200M and 
450M, to indicate the median particle size of starting material (volume based), respectively, 
𝑑50 = 149 𝜇𝑚, 𝑑50 = 75 𝜇𝑚 and 𝑑50 = 38 𝜇𝑚. Observing the post-impact behaviour of the 
agglomerates with different materials, they argued that it could be explained with the theory 
of crack branching by Subero and Ghadiri (2001). This theory describes various breakage 
patterns of agglomerates by single impact, identifying two main types of breakage: i) the 
localised damage only, with shattering into fine debris of the impact zone; ii) both localised 
damage and fragmentation, i.e. local disintegration of the impact region from where large 
cracks propagate into the body of the agglomerate, resulting in large fragments. Verheezen et 
al. (2004)  found that localised damage was dominant for agglomerates made of lactose-
200M, while multiple fragmentation for lactose-450M agglomerates. The theory of Subero 
and Ghadiri (2001) also states that the extent of local damage and the frequency of 
fragmentation increase with the size and number of macro-voids. According to this theory, 
the lactose-100M, should show the most intense formation of fines since the largest median 
particle size 𝑑50, the larger the size of macro-voids, the higher the amount of fines. 
Surprisingly it was not the case as the lactose-200M produced the largest amount of fines 
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among the materials considered. 
 
Mechanistic modelling is essential to identify the critical process parameters in ribbon milling, 
in order to achieve a desired granule size distribution for improving manufacturability.  
Mechanistic modelling of size reduction can be performed using the population balance model 
(PBM), the discrete element method (DEM) , or a combination of these methods. PBM 
describes the temporal evolution of particles and granules at the process level, and requires 
detailed information on breakage at the microscopic scale. On the other hand, DEM provides 
detailed information at the particle level but it is very compute intensive and unsuitable for 
industrial applications at the process level, such as design, optimization and control involving 
large number of particles.  Hence, a multi-scale modelling approach that can predict the 
evolution of particle populations and consider their interactions and the breakage at the 
particle scale is necessary for understanding the milling processes. 
 
DEM was used to simulate single impact of agglomerates by various researchers. Thornton et 
al. (1996) explored the effect of the impact velocity on the breakage of 2-dimensional 
spherical agglomerates. They identified three failures modes corresponding to the impact 
velocity. Impacts at a high velocity produced extensive shattering of the agglomerate. At a 
moderate impact velocity, they observed a plastic deformation adjacent to the impact region 
and then a crack formation towards the boundary of the agglomerate. A semi-brittle fracture 
occurred at a low impact velocity with only localised plastic deformation close to the loading 
zone, without crack propagation being observed, and the agglomerate rebounded as a single 
entity. Thornton et al. (1999) modelled spherical polydisperse agglomerates impacting a 
target wall. A range of velocities were considered resulting in agglomerate rebound, fracture 
or shattering. They found two main processes corresponding to impact loading and 
unloading. During the loading a damage zone was observed. The unloading stage showed 
fractures along half-meridian planes. Mishra and Thornton (2001) simulated impacts of 
spherical polydisperse agglomerates, with a target flat wall. They examined the effect of 
impact velocity, contact density, solid fraction, and local arrangement of the particles on the 
breakage mode. They identified four different failure modes with increasing impact velocity: 
fracture, shattering, disintegration and total disintegration. 
 
A combined numerical (with DEM) and experimental method to analyse the impact and 
shearing conditions, and predict the size reduction of compacted dry ribbons in rotary ball 
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mills, was proposed by Hare et al. (2016). The experimental part of the their study included 
three experiments: (i) impact tests, where the ribbons were manually dropped by a certain 
height, (ii) shearing tests (attrition shear cell), where the fragments collected after the impact 
tests were sheared and sieved and (iii) the three-point bending test, to determine DEM 
parameters.  The impact test and the shearing test were used to mimic the ribbon fall inside 
the mill and ribbon-rotating bars shearing, respectively. In DEM, Hare et al. (2016) mimicked 
the ribbon milling by reproducing and dropping virtual ribbons inside a horizontally-aligned 
hemi-cylinder, which were then sheared by 4 horizontally-aligned rotating cylindrical bars. 
Ribbons were generated as single layers of contacting (but not overlapping) spheres, 
employing two methods: the rigid clumped spheres method in LIGGGHTS, to determine the 
initial impact conditions inside the mill, i.e. the ribbons impacts distribution and ribbons 
impact velocity distribution, and the bonded spheres method in EDEM, to determine the bond 
strength parameters of the ribbon, i.e. the stresses and strains experienced by the ribbons 
inside the mill and the ribbon breakage (the bonds can be broken). It was found that the 
rotational speed of the mill bars (50 rpm and 65 rpm), the ribbon formulation/material 
properties (two formulations considered) and the ribbon length (50 mm and 100 mm) did not 
clearly influence the impact distribution of the ribbons and the impact velocity distribution 
(little variation with the milling parameters). The strength parameters of the bonds employed 
in the DEM mill simulations (bonded spheres method), were derived by a three point bending 
test. The breakage force of a numerical three point bending test was calculated, for several 
combinations of the Young modulus and the bond strength, and then compared to the 
breakage force of an experimental three point bending test. The bonding parameters (bond 
strength and Young’s modulus) resulting in a match between the numerical and experimental 
breakage forces were used for the DEM bonded spheres method. The maximum shear stress 
and the velocity distributions derived by DEM (with both clumped and bonded spheres 
methods) were then employed as conditions for the ribbon shearing experiments. A good 
agreement was observed between the predicted size distribution in DEM and the 
experimental data (plant data) for one of the two ribbon’s formulations. However, the authors 
complained a scarce availability of experimental material, which thus limited the 
investigation of the mill conditions. 
 
PBM is a semi-empirically rate-based modelling approach, which can predict the evolution of 
particle size distributions (PSD) by considering discrete and convective particle 
transformation mechanisms. This method involves solving a set of integro-partial differential 
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equations. For modelling particle size reduction, these equations include a selection function 
that describe the rate of breakage and a fragment distribution function, also called breakage 
function, that describes  the resultant fragment size distribution for particles in each size 
class, as shown below (Randolph and Larson, 1988): 
 
 
𝜕𝑛(𝑣, 𝑡)
𝜕𝑡
= ∫ 𝑏
∞
𝑣
(𝑣, 𝑢)𝑆(𝑢)𝑛(𝑢, 𝑡)𝑑𝑢 − 𝑆(𝑣)𝑛(𝑣, 𝑡) (30) 
 
where 𝑛 is the number density function, 𝑆 is the selection or breakage rate kernel, 𝑏 is the 
fragment distribution function, 𝑣 is the granule size and 𝑡 is the time.  
 
Many studies were performed to explore the correlation between the breakage rate kernel and 
the impact energy distribution obtained from DEM modelling or generated in collisions 
among particles and grinding media. The impact energy distribution indicates how many 
impacts in a mill are distributed in a range of impact energy. Datta and Rajamani (2002) 
investigated batch grinding using DEM and determined the breakage rate based on the energy 
and frequency of collisions. In their study the charge motion in grinding mills was first 
analysed using DEM, from which the impact energy distribution due to particle collisions 
was determined. The impact energy spectrum obtained from DEM was used as the input for 
the PBM model and also compared with the experimental collision energy distribution from 
drop-ball tests. The other two inputs for PBM, i.e. the broken mass in the particle bed at a 
given impact energy and the energy-based breakage function, were obtained experimentally. 
Moreover, it was assumed that all the impact energy was converted into the energy for the 
particle breakage. This appears to be an oversimplified assumption. Capece et al. (2014a) 
investigated ball milling of silica glass and determined the size-discrete specific breakage rate 
kernel based on the fracture model of Vogel and Peukert (2003). This specific breakage rate 
kernel is time-dependent. They proposed a DEM-PBM framework to predict the evolution of 
the PSD using an iterative approach. They used DEM to generate the initial PSD at time 𝑡 
and solved the PBM to determine the PSD at time 𝑡 + ∆𝑡. Then they updated the PSD in 
DEM.  In this continuous update between the DEM and PBM outputs, DEM was used to 
determine the impact energy distribution and calculate the specific breakage rate kernel. The 
specific breakage rate kernel was then used in PBM to calculate the PSD. Lee et al. (2010) 
conducted experimental and DEM analysis of a centrifugal milling. Using DEM, they 
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calculated the impact energy distribution and attempted to correlate it with the PBM breakage 
rate kernel, i.e. the specific rate of breakage. The DEM-PBM framework was established by 
assuming a linear relationship between the impact energy and the specific rate of breakage. In 
addition, they found a scale-up function for centrifugal mills through analysing the impact 
energy under various operation conditions: by varying the  mill size, rotational speed, ball 
loading, ball media diameter, density and gyration mill diameter ratio. As an alternative 
approach to the DEM-PBM model, a reduced order model (ROM) was developed by 
Barrasso et al. (2015b) to substitute the intensive DEM calculations, for which the artificial 
neural network (ANN) was chosen as one of the ROM data fitting techniques to develop 
empirical process models. DEM data were used to train the ANN in order to relate the 
particle size, the size distribution and the impeller speed to the collision frequency. The ANN 
prediction was then used to develop a coupled PBM-ANN model. They showed that the 
computational time using the PBM-ANN model was considerably shorter than that with 
DEM-PBM. The above mentioned studies on DEM-PBM frameworks did not consider 
agglomerates of particles and their breakage, but only systems of individual particles 
interacting amongst each other (Barrasso et al., 2015b; Capece et al., 2014a; Datta and 
Rajamani, 2002; Lee et al., 2010). 
 
Localised disintegration and multiple fragmentation, described by Subero and Ghadiri (2001) 
and observed in (2001; 1999; Thornton, 1996), were  considered by Reynolds (2010) to 
establish a mechanistic PBM model for a conical screen mill. This model, which considers 
the agglomerate impact breakage and the milled granule size distribution, is based on two 
hypotheses: 
 
1. Once the milled granule is sufficiently small to pass through the screen bores, it 
leaves the mill without any other breakage. This assumption can be expressed with a 
Heaviside function 𝐻 that multiplies a size dependent selection rate kernel:  
 
 𝑆(𝑙) = 𝑆0𝐻(𝑙 − 𝑙𝑐) = {  
0            𝑖𝑓 𝑙 < 𝑙𝑐
𝑆0          𝑖𝑓 𝑙 ≥ 𝑙𝑐
 (31) 
 
where 𝑙 is the particle size, 𝑙𝑐 is the critical size for breakage kernel and 𝑆0 is the 
selection rate constant. 
2. The proposed fragment distribution 𝑏(𝑣, 𝑢) considers both the localised disintegration 
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and multiple fragmentation in the impact breakage. The function 𝑏(𝑣, 𝑢) shown in 
(Reynolds, 2010) is a combination of the fragment distribution illustrated in 
(Hounslow et al., 2001), which considers volume conservation and the Hill-Ng 
daughter distribution proposed by Diemer Jr et al. (2005), and describes the breakage 
regimes, i.e. chipping/erosion and fragmentation. The proposed fragment distribution 
is given as 
 
 
 
𝑏(𝑢, 𝑣) =  
𝑢𝑧
3𝑘𝑣
1/3
𝑣5/3
 ×∑
2Α𝑖C𝑖
√2𝜋 ln 𝜎𝐺𝑖
2
𝑖=1
+ (1 − 𝑧)
𝑝
𝑢
(𝑣 𝑢⁄ )𝑞−1(1 − (𝑣 𝑢⁄ ))
𝑟−1
𝐵(𝑞, 𝑟)
 
(32) 
 
where  
 
 𝐴𝑖 =
𝑒
−(
ln(𝑣1/3 𝑘𝑣
1/3
𝜇𝐺𝑖⁄ )
√2𝜋 ln𝜎𝐺𝑖
)
2
1 + 𝑒𝑟𝑓 (
ln(𝑢1/3 𝑘𝑣
1/3
𝜇𝐺𝑖⁄ )
√2𝜋 ln 𝜎𝐺𝑖
)
          𝑎𝑛𝑑         
C1 = 𝜁
C2 = (1 − 𝜁)
𝑟 = 𝑞(𝑝 − 1).
  (33) 
 
In Eqs (32) and (33), 𝑧 is the volume fraction of fine material for one breakage 
event/impact, i.e. when a granule/ribbon breaks, (1 − 𝑧) is the volume fraction of the 
large fragments for one breakage event/impact,  𝑝 is the number of large daughter 
fragments for one breakage event/impact. 𝑞 relates to fragment size dependence, i.e. 
for large 𝑞, the distribution tends towards fragmentation, for small 𝑞, the distribution 
tends towards erosion or a chipping mechanism. 𝐵 refers to the Beta function, 
𝑘𝑣 = 𝜋 6⁄ .  𝜇𝐺𝑖 and 𝜎𝐺𝑖 represent geometric mean and standard deviation for fines 
(𝑖 = 1) and coarse modes (𝑖 = 2), associated to the bimodal lognormal size 
distribution. 𝜁 is a parameter which appears as part of the bimodal lognormal 
distribution of the primary material (initial powder blend) in Reynolds (2010). It is 
also defined as the volume fraction of the small mode in the initial powder blend 
distribution (primary particles distribution). The initial powder blend distribution (a 
bimodal lognormal distribution) was used by Reynolds to approximate the fine 
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disintegration mode of the fragment distribution, Eqs (32). This means that he used 
the initial powder blend distribution parameters (𝜇𝐺𝑖, 𝜎𝐺𝑖 and 𝜁) as parameters in the 
fragment distribution, Eqs (32), while 𝑧 and 𝑝 were estimated by fitting a population 
balance equation to experimental milling data (Eq. 20 in Reynolds (2010)). 
 
The first assumption defines the selection rate kernel as a constant, making the PBM Eq. (31) 
independent of the selection function, so only the fragment distribution needs to be 
calculated. In Reynolds (2010), the fragment distribution function has eight variables to be 
estimated, but can be reduced to five independent parameters. They are the geometric mean 
𝜇𝐺, the geometric standard deviation 𝜎𝐺 of the log-normal distribution fitting the PSD, the 
volume fraction of the small mode 𝜁, the volume fraction of fines per breakage event 𝑧 and 
the number of large daughter  fragments per breakage event 𝑝. Reynolds determined the last 
two parameters, p and z, by minimizing a function: 
 
 𝜒
2(𝑝, 𝑧) =  ∑[𝑃𝑚,𝑖 − 𝑃𝑠,𝑖]
2
𝑖
 (34) 
 
where 𝑃𝑖 represents the volume fraction in size class 𝑖, while the subscripts “m” and “s” 
indicate, respectively, the experimental milled granule size distribution and the fixed point 
solution of the population balance Eq.. Reynolds graphically depicted the parameter p as a 
function of the impeller tip speed, showing a similar level of fragmentation (number of large 
fragments) at different speeds. However the estimation of p above the value 50 was 
inaccurate, showing a large error bar. He also considered the relationship between the size 𝑑0 
of a particle which breaks into p uniform fragments, and the resultant average fragment size 
𝑑𝑓: 
 
 𝑑𝑓 =
𝑑0
𝑝1 3⁄
 (35) 
 
According to Eq.(35), a small change of p above the value 30 does not affect significantly 𝑑𝑓, 
i.e. the resultant fragment distribution and hence 𝜒2(𝑝, 𝑧). Due to the inaccuracy of p 
estimated at different impeller tip speeds and to the insensitivity of 𝑑𝑓 for large values of p, 
Reynolds (2010) selected the average constant value 40 for the parameter p, but pointed out 
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that the fragmentation mode does not always consist of exactly 40 large fragments. Reynolds 
(2010) also estimated the parameter z per breakage event versus the impeller tip speed, 
noticing two possible trends, one for screen aperture size smaller than 1 mm, one for screens 
near and above 1 mm. The estimation for screen sizes smaller than 1 mm would be contrary 
to the observations of Schenck and Plank (2008), i.e. the screen size does not affect 
sensitively the fraction of fines. It was also suggested that the selection rate kernel 𝑆(𝑙) shall 
be more accurately determined experimentally or numerically whenever possible.  
 
The uncertainty on the parameter estimation performed by Reynolds (2010) motivated the 
investigation of more precise estimation, and the development of predictive methodology for 
modelling size reduction processes in impact dominated ribbon milling. The aim of this study 
is to use DEM to estimate the five above mentioned parameters, i.e. 𝑝, 𝑧, 𝜇𝐺, 𝜎𝐺, 𝜁, so they 
can be used as the input in PBM for the breakage function. In contrary to previous DEM 
studies that were focused on the calculation of the selection rate kernel in PBM , this work 
concerns the use of DEM to estimate the parameters of the fragment distribution function in 
PBM. 
 
4.2 Experimental Methods 
 
As described in Mirtič and Reynolds (2016), an Alexanderwerk BT120 (Alexanderwerk, 
Germany) roll compactor was used to produce ribbons with Mannitol (Pearlitol 200SD, 
Roquette), a typical pharmaceutical excipient. The roll compactor has two counter-rotating 
rolls of a width of 25 mm and a smooth roll surface. Ribbons with a range of solid fractions 
were produced by varying the roll force. The solid fraction of the ribbons was measured using 
a Geopyc (Micromeritics Ltd., US).  Granules were then produced by milling these ribbons 
using an OscilloWitt screen mill (Frewitt, Switzerland) and their size distributions were 
measured using a QicPic (Sympatec, Germany). 
 
4.3 DEM Model Setup 
The translational and rotational motions of each particle are governed by the Newton’s 
second law equations: 
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 𝑚𝑖
𝑑𝑣𝑖
𝑑𝑡
= 𝐹𝑐𝑖 +𝑚𝑖𝑔  (36) 
 
 𝐼𝑖
𝑑𝜔𝑖
𝑑𝑡
= 𝑇𝑖 (37) 
 
where 𝑚𝑖, 𝐼𝑖, 𝑣𝑖, 𝜔𝑖 are the mass, moment of inertia, translational velocity, angular velocity, 
respectively, while 𝐹𝑐𝑖 and 𝑇𝑖 are the contact force and torque acting on the 𝑖 − 𝑡ℎ particle. 
The letter 𝑔 represents the gravitational acceleration. In the GRANULE code, without the 
particle adhesion, the contact force 𝐹𝑐𝑖 for elastic spherical particles would be described by 
the contact laws of Hertz (1882a) (Johnson, 1985), for the normal force-dispalcement 
relationship, and by the Mindlin and Deresiewicz (1953a) theory, for the (non-linear) 
tangential force-displacement relationship (Thornton, 1999). In this study, the adhesive 
interactions among the particles (Van der Waals forces) were considered, and the contact 
force 𝐹𝑐𝑖 was modelled with the JKR theory (Johnson et al., 1971). In this theory, the normal 
component of the contact force 𝐹𝑐𝑖 contains the adhesive force 𝑃𝑐, also called pull-off force: 
 𝑃𝑐 =
3
2
𝜋Γ𝑅∗ (38) 
 
where Γ is the work of adhesion, often expressed with the Dupré equation, Γ = 𝛾1 + 𝛾2 −
𝛾12, where 𝛾1 and 𝛾2 are the surface energies of the two solids and 𝛾12 is the interface energy 
(Israelachvili, 2011). For the same material, 𝛾1 = 𝛾2 = 𝛾 and Γ = 2𝛾. The adhesive force is 
also called “pull-off” force, with which the two adhesive particles can be separated. The 
GRANULE code does not include dashpot forces as part of the contact force 𝐹𝑐𝑖, but they are 
added to the normal and tangential contact forces. The dashpot forces are given by the normal 
damping force and by the tangential damping force: 
 
 𝐹𝑛
𝐷𝑎𝑚𝑝𝑖𝑛𝑔 = 2𝛽√𝑚∗𝐾𝑛
∆𝛼
∆𝑡
 (39) 
 
 𝐹𝑠
𝐷𝑎𝑚𝑝𝑖𝑛𝑔 = 2𝛽√𝑚∗𝐾𝑠
∆𝛿
∆𝑡
 (40) 
 
where 𝛽 = 𝑓𝐴 2𝜋𝑓𝐵⁄  is called the stiffness damping constant, 𝑓𝐴 is the fraction of critical 
damping at the modal frequency 𝑓𝐵. The values of 𝑓𝐴 are 0.05 for the particle-to-particle 
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contact and 0.1 for the particle-to-wall contact. For both contacts, 𝑓𝐵 = 0.5. Therefore, 
𝛽 = 0.0159 for the particle-to-particle contact and 𝛽 = 0.0318 for the particle-to-wall 
contact. 𝑚∗ is the reduced mass, 
1
𝑚∗ 
=
1
𝑚𝐴
+
1
𝑚𝐵
, where 𝑚𝐴 and 𝑚𝐵 are the masses of the 
colliding particles. 𝐾𝑛 and 𝐾𝑠 are the normal and tangential stiffness, respectively, while ∆𝛼 
and ∆𝛿 are the normal and tangential displacement, respectively. The damping is specified in 
terms of the Rayleigh damping parameters, and in this study, the mass-proportional (global) 
damping parameter is set to zero. Only the stiffness-proportional (contact) damping is 
calculated. 
 
The virtual ribbon was created using the properties of Mannitol-200SD. In order to reproduce 
a good representation of the ribbon, the particle volume distribution ("p3") for Mannitol-
200SD was used to generate the primary particles. The experimental volume based 
distribution ("p3") is here reported in  
Table 4.1, along with the particles size distribution ("size class"), the range of each size class 
("range") and the number based distribution ("p0"). The particle size distribution was 
measured using a QicPic (Sympatec), which images were processed using an EQPC 
(diameter of a circle that has the same area as the projected area of the particle) calculation 
mode. In  
Table 4.1, the size class values 𝑆𝑐𝑙 correspond to the geometric mean size, calculated as: 
 
 𝑆𝑐𝑙 = (∏𝑤𝑖
𝑛
𝑖=1
)
1/𝑛
= √𝑤1𝑤2⋯𝑤𝑛
𝑛
 (41) 
 
where 𝑛 is a dataset of 𝑛 −numbers, {𝑤1, 𝑤2, ⋯ ,𝑤𝑛}. In this case 𝑛 = 2, and 𝑤1 and 𝑤2 are 
the lower and upper limits for each size class (the two numbers in the column "range"). The 
particle volume distribution was divided into five segments to create a poly-disperse system 
in DEM. The different “size class” segments used in DEM are shown in Figure 4.1 as shaded 
areas in different colours, which lower and upper boundaries (left and right limits) are 
indicated both in the tick labels of the 𝑥 −axis (in Figure 4.1) and as light blue shades in  
Table 4.1. In addition, for a sake of clarity, all the "p3" data in  
Table 4.1 are indicated in Figure 4.1 as black balls.  The representative particle diameter 𝛷𝑖 in 
DEM was calculated as weighted arithmetic mean diameter of the particles in each size 
segment, by using the particles size distribution ("size class 𝑆𝑐𝑙") and particle volume 
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distribution ("p3") in  
Table 4.1, i.e. 𝛷𝑖 =
∑ (𝑆𝑐𝑙𝑗∗𝑝3𝑗)𝑗
∑ (𝑝3𝑗)𝑗
. The subscript 𝑖 indicates the segment (number of the 
representative particle in DEM), while the subscript 𝑗 indicates the "size class 𝑆𝑐𝑙" in each 
segment. Exact calculation of each representative particle diameter 𝛷𝑖 in DEM is shown in 
Appendix. 
 
Size class 𝑆𝑐𝑙  (μm) Range (μm) 𝐩𝟑 (%) 𝐩𝟎 
7.071 5 – 10 0.0001 0.22586 
11.021 10 – 12 0.0003 0.21034 
13.386 12 - 15 0.0001 0.033564 
16.258 15 - 18 0.0003 0.054838 
19.746 18 - 22 0.0005 0.057904 
23.984 22 - 26 0.0007 0.04808 
29.130 26 - 32 0.0011 0.040665 
35.380 32 - 39 0.0014 0.029517 
42.972 39 - 47 0.0022 0.024802 
52.193 47 - 58 0.0028 0.017761 
63.393 58 - 70 0.0045 0.016182 
76.996 70 - 85 0.0097 0.019245 
93.517 85 - 103 0.0259 0.02872 
113.580 103 - 125 0.0746 0.046161 
137.96 125 - 152 0.1589 0.054873 
167.56 152 - 185 0.2321 0.044743 
203.51 185 - 224 0.2468 0.026551 
247.18 224 - 272 0.1647 0.0098908 
300.22 272 - 331 0.0617 0.0020682 
364.64 331 - 402 0.0105 0.00019689 
488.22 402 - 550 0.0011 0.00001174 
 
Table 4.1 Particle size distribution of Mannitol-200SD. The light blue shades indicate the 
limits of the “size class” segments, i.e. the coloured regions in Figure 4.1. 
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Figure 4.1 The particle size distribution if Mannitol-200SD. The black balls represent the 
“p3” volume percentage data in Table 4.1. The coloured areas represent the “size class” 
segments used in DEM. 
 
Using the representative particle diameter 𝛷𝑖, the corresponding particle's volume 𝑉𝑖 for each 
dispersed size class segment (i.e. the coloured region) was obtained using: 
 
 𝑉𝑖 = (4 3⁄ ) ⋅ 𝜋 ⋅ (𝛷𝑖 2⁄ )
3 (42) 
 
where 𝑖 = 1, . . . ,5. The number of particles 𝑁𝑖 in the segment i can be determined from the 
ratio of the agglomerate's total volume to the particle volume of the segment i: 
 
 𝑁𝑖 = (𝑄𝑖 ⋅ 𝑉𝑟) 𝑉𝑖⁄  (43) 
 
where 𝑉𝑟 is the volume of the ribbon (with same porosity of 𝑉𝑖), 𝑄𝑖 is the volume percentage 
of the segment i and it was calculated with the trapezoidal numerical integration (function 
“trapz” in MATLAB). According to this numerical integration, the total area under a curve 
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can be approximated by dividing the total area into trapezoids and then summing the area of 
each trapezoid. Therefore, the limits/boundaries of each trapezoid need to be defined. The 
("size class") values in  
Table 4.1 were chosen to define the width of each trapezoid (𝑥 −axis direction in Figure 4.1), 
while the "p3" data in  
Table 4.1 (also indicated in Figure 4.1 as black balls) were used to limit the trapezoids 
vertically (𝑦 −axis direction in Figure 4.1).  
 
The virtual ribbon was then treated as an autoadhesive agglomerate using a polydisperse 
system composed of 1460 primary particles of five different sizes, ranging between 77 𝜇𝑚 
and 312 𝜇𝑚, as illustrated in Table 3.2.  The agglomerate had a similar shape to the ribbon 
pieces used in the ribbon milling experiment, i.e. a rectangular cuboid with sizes proportional 
to the real ones, but scaled down by a factor of 5. The ribbon dimensions used in the 
simulations were length 𝐿 = 3 𝑚𝑚, width b = 1.2 𝑚𝑚 and height h = 0.8 𝑚𝑚. These 
quantities were used for the calculation of 𝑉𝑟 = 𝐿 ⋅ b ⋅ h in Eq. (43). The corresponding 
material properties were given in Table 4.2. DEM ribbons were created in the following two 
steps: consolidation and relaxation. During consolidation, the primary particles were 
generated initially inside a space confined by walls made of steel, then a gravitational force 
was introduced to deposit the particles toward the bottom of the space.  Once the particles 
were deposited, a piston was moved downwards to consolidate the particle system into an 
agglomerate. In this process, the surface energy was not considered but particle-particle and 
particle-wall friction were. The second phase in agglomeration preparation is called 
relaxation, where two of the four lateral vertical walls were released, keeping the other walls 
fixed. In this phase, the stress was horizontally removed from the specimen, keeping ribbon 
height and width constant and the particles could return to the original shape since no plastic 
deformation occurred. In addition, during relaxation the surface energy was gradually 
decreased from 𝛾 = 200  𝐽 𝑚2⁄  to 𝛾 = 0.01  𝐽 𝑚2⁄ . The advantage of this method is to 
produce ribbons with specified height and thickness to achieve a certain solid fraction. In this 
work, ribbons with an unique value of solid fraction, 𝜑 = 0.7422, and seven values of 
surface energy were created: 𝛾 = 0.03, 0.1, 0.3, 0.5, 1, 1.5, 2 𝐽 𝑚2⁄ . Impact simulations 
were performed to model the fall of a ribbon inside a mill, mimicking the real breakage event. 
23 different impact velocities in the range between 𝑣𝑖 = 0.1𝑚 𝑠⁄  and 𝑣𝑖 = 11𝑚 𝑠⁄  were used 
to explore the effect of impact velocity on fragmentation behaviour. 
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Material Type 
Young’s Modulus 
(GPa) 
Poisson’s 
Ratio 
Density  
(kg/m3) 
Friction 
Coefficient 
Mannitol-
200SD 
12.2 0.30 1,470 0.30 
Steel 210 0.30 7,850 0.30 
Table 4.2 Material properties for Mannitol-200SD and steel used in DEM. 
 
The ribbon fragments were detected using the breadth-first search algorithm proposed by 
(Moore, 1959) and Lee (1961), which was originally developed for detecting clusters (see 
Appendix A). The process mainly consists in a loop where all the particles are analysed to 
check their contacts. Initially, the algorithm creates a membership group, representing a 
fragment, where the first examined sphere and those ones in contact with it are added into the 
group. At each iteration the algorithm checks if the following spheres are in contact with at 
least one particle of the first fragment. If yes, the current sphere is added into the first group, 
otherwise, if the sphere has no contact with the previous particles of the first cluster, a new 
group is created. The process of assignment of a particle to an existing fragment or to a new 
one ends when the last particle is analysed. Once the all fragments were detected, their size 
was calculated by summing the mass of each sphere composing the fragment. The total mass 
was used to derive the sphere’s diameter with equivalent mass, i.e. the mass equivalent 
diameter was adopted. 
 
The fragment distribution, i.e. Eq. (32), requires the estimation of eight parameters, four of 
them are the geometric mean 𝜇𝐺 = exp (𝜇)  and the geometric standard deviation 𝜎𝐺 =
exp (𝜎) for fines and coarse modes (and 𝜎 are the mean and standard deviation of the 
distribution). These parameters were obtained by Reynolds (2010) by fitting both the milled 
granule size distribution and the initial powder blend distribution with a bimodal lognormal 
distribution, deriving the corresponding geometric means. Reynolds (2010) noticed that the 
geometric mean of milled fines was similar to the geometric mean of the initial powder blend. 
He then used the bimodal lognormal geometric moment, fitted to the initial powder blend 
distribution, as approximated parameters to calculate the fragment distribution of milled 
granules, see Eq. (32). This approach was also employed in this study, but a unimodal 
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lognormal distribution was used. Since the similarity between the geometric means of the 
milled and initial size distributions observed by Reynolds (2010) was only for the small mode 
(fines), the lognormal fitting was applied only on the fines mode generated with impact 
simulations, using a unimodal lognormal distribution. The same unimodal lognormal 
distribution was also employed in fitting the initial particle volume distribution for Mannitol-
200S. The geometric moments obtained from fitting both the distribution of fines and the 
initial powder distribution were then compared to check the Reynolds hypothesis, i.e. that 
fines produced during milling are similar to the initial powder material used to create 
granules. Once the hypothesis was checked, the bimodal lognormal distribution fitting was 
performed only on the initial powder distribution to derive the corresponding geometric 
moments to use them as approximated values of 𝜇𝐺 and 𝜎𝐺 in Eq. (32). The lognormal 
distribution and the bimodal lognormal distribution employed in this work are expressed as 
follows, respectively (Mood et al., 1974): 
 
 𝑦(𝑥 | 𝜎, 𝜇) =
𝜁3
𝑥√2𝜋 𝜎
𝑒
−(
ln𝑥−𝜇
√2 𝜎
)
2
 (44) 
 
 𝑦(𝑥 | 𝜎1, 𝜎2, 𝜇1, 𝜇2) =∑
𝜁𝑖
𝑥√2𝜋 𝜎𝑖
𝑒
−(
ln𝑥−𝜇𝑖
√2 𝜎𝑖
)
22
𝑖=1
 (45) 
 
 
where 𝑥 is the particle size, 𝜇 the mean particle size, 𝜎 the deviation standard and 𝜁 a scale 
parameter. In probability theory the scale parameter defines the “scale” of a distribution. The 
larger the scale parameter, the more spread out the distribution (Everitt & Skrondal, 2010). 
 
A definition of coarse granules and fines is utilised in this study to distinguish the daughter 
fragments produced during impact, in order to calculate the corresponding parameters p and 
z. Mirtič and Reynolds (2016), in their milling experiments with ribbons made of mannitol, 
considered fines as the  particles of size less than 360 μm, “based on consideration of the 
unprocessed material size” (Mirtič and Reynolds, 2016). The same value was also chosen to 
distinguish coarse from fines in this study: 
 
 Coarse granules are daughter fragments with 𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 𝑚𝑎𝑠𝑠 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 >
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 360 𝜇𝑚. 
 Fines are daughter fragments with 𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 𝑚𝑎𝑠𝑠 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 ≤  360 𝜇𝑚. 
 
Consequently, p is the number of fragments with 𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 𝑚𝑎𝑠𝑠 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 >  360 𝜇𝑚, 
whilst z is the volume fraction of fragments with 𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 𝑚𝑎𝑠𝑠 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 ≤  360 𝜇𝑚. 
 
4.4 Population Balance Model 
The population balance model, Eq.(30) , was solved using the parameters p and z determined 
using DEM simulations in order to predict the resultant granule size distribution.  The model 
was solved using the cell-averaged technique (Kumar et al., 2008) as described in Reynolds 
(2010).  The model was solved using Matlab (R2014b, The Mathworks). 
 
4.5 Results and Discussion 
 
4.5.1 Breakage patterns 
 
Typical breaking and fragmentation behaviour is shown in Figure 4.2. Figure 4.2a and Figure 
4.2b show the front and top views the parallelepiped ribbon with 𝛾 = 0.1  𝐽 𝑚2⁄  before 
impact with a flat surface. Figure 4.2c & Figure 4.2d illustrate the breakage pattern at 
vi = 0.5 m s⁄ , where the fracture planes are perpendicular to the impact surface (meridian 
planes) and the daughter fragments spread radially outwards. Two meridian planes, 
orthogonal to each other, are clearly visible in Figure 4.2d, from which it can be identified 
that granules split into three groups, one central and two peripheral. Figure 4.2e & Figure 4.2f 
show the impact breakage at a higher velocity vi = 1.0 m s⁄ . At this velocity most of the 
contacts are broken, small clusters of primary particles are produced and the number of small 
agglomerates or singlets is increasing around the contact area. According to the failure modes 
classification by Mishra and Thornton (2001), this breakage pattern represents a cluster 
shattering. Meridian planes, along which crack propagate, are still apparent in the central part 
of the impact zone. The fracture patterns obtained in this numerical study show an interesting 
analogy among the breakage patterns observed by (Kafui and Thornton, 2000). 
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(a) Before Impact (Front View) 
 
(b) Before impact (Top View) 
 
(c) After Impact at 𝑣𝑖 = 0.5 𝑚 𝑠⁄  (Front View) 
 
(d) After  Impact at 𝑣𝑖 = 0.5 𝑚 𝑠⁄  (Top View) 
 
(e) After Impact at 𝑣𝑖 = 1.0 𝑚 𝑠⁄  (Front View) 
 
(f) After Impact at 𝑣𝑖 = 1.0 𝑚 𝑠⁄  (Top View) 
Figure 4.2 Impact of an agglomerate with 𝛾 = 0.1  𝐽 𝑚2⁄ . 
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4.5.2 Mass fraction distributions 
 
Fragments produced in impact simulations were sorted by their equivalent diameters into 15 
exponentially spaced size classes, ranging from 74.3 𝜇𝑚 to 8,000 𝜇𝑚. The same size 
intervals were used for the particle size distributions in the experimental analysis of Mirtič 
and Reynolds (2016). Then, the mass fraction of the fragments was plotted against the 
equivalent diameter as shown in Figure 4.3 for three surface energies, 
𝛾 = 0.1, 0.5 𝑎𝑛𝑑 1  𝐽 𝑚2⁄ . The corresponding cumulative mass fraction distribution are also 
presented. Similar to the experiments in Mirtič and Reynolds (2016), the DEM simulations 
show a bimodal granule size distribution. For all surface energies and velocities considered, 
the peak of the minor mode always lies at the 4th size class, i.e. 203 μm, while the peak of the 
major mode varies from 1077 μm to 2101 μm, depending on the surface energy and the 
impact velocity. When the impact velocity is 0.1𝑚 𝑠⁄ , the mass fraction peak of the minor 
mode is around zero, while the peak of the major mode is around one, independently of the 
surface energy. It means just a few single particles may detach from the agglomerate. When 
the impact velocity is 11𝑚 𝑠⁄ , the mass fraction peak in the minor mode is always around 
0.65, independently of the surface energy. At that velocity only fines are produced, no coarse. 
For each case of surface energy, with decreasing the impact velocity from 11𝑚 𝑠⁄  to 
0.1𝑚 𝑠⁄ , the mass fraction peak of the minor mode decreases from 0.65 to 0, i.e. less fines 
are produced, while the mass fraction peak of the major mode raises from 0 to 1 and moves 
from the 9th to the 11th size class. Considering the same impact velocity for all cases of 
surface energy, less fines are produced when a higher surface energy is used. 
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(a) 𝛾 = 0.1  𝐽 𝑚2⁄ . 
 
(b) 𝛾 = 0.1  𝐽 𝑚2⁄ . 
 
(c) 𝛾 = 0.5  𝐽 𝑚2⁄ . 
 
(d) 𝛾 = 0.5  𝐽 𝑚2⁄ . 
 
(e) 𝛾 = 1.0  𝐽 𝑚2⁄ . 
 
(f) 𝛾 = 1.0  𝐽 𝑚2⁄ . 
Figure 4.3 Mass fraction and cumulative mass fraction distributions for various surface 
energies. 
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4.5.3 Parameter estimation: 𝝁𝑮, 𝝈𝑮 and 𝜻. 
 
The lognormal fitting procedure used in analysing experimental data by Reynolds (2010) was 
also applied to the DEM analysis of fines generated after the impact. The unimodal 
lognormal distribution in Eq. (44) was employed in fitting both the initial particle distribution 
and the fines distributions. For each velocity, the size distribution of fines was derived and 
fitted using the lognormal distribution, from which the correspondent geometric mean was 
estimated. The relative distribution parameters were then estimated and illustrated in Figure 
4.4. The geometric mean of the initial powder size distribution was indicated with a red star, 
while the geometric means for fines were represented as circles, with different colours 
indicating the velocity (see the colorbar in each plot of Figure 4.4). We could observe that for 
the lowest value of surface energy, 𝛾 = 0.03  𝐽 𝑚2⁄ , the geometric mean is almost insensitive 
to the velocity, since all the geometric means for fines have a similar value, around 200 μm 
(see the region indicated by a red circle, under the red star symbol). Increasing the surface 
energy, from 𝛾 = 0.1  𝐽 𝑚2⁄  to 𝛾 = 1.5  𝐽 𝑚2⁄ , the geometric means for fines become 
dependent on the velocity, especially for low velocities, spanning a range of values from 
around 150 μm to around 350 μm. A common feature for all the surface energy values, is that 
the geometric means for fines, for the highest velocities, are always around 200 μm, and a 
standard deviation around 0.2. This is indicated by a red circle under the red star. The 
geometric mean for the initial particle size distribution is 201.5 μm and the average values of 
the geometric mean obtained with DEM are presented in Table 4.3. These values are close to 
the geometric mean for the initial PSD of the feed powder. This fact demonstrates the validity 
of the Reynolds hypothesis also for DEM, i.e. the powder blend distribution is consistent with 
the small mode in the milled granule distribution (Reynolds, 2010). In this study, the fitting 
with the bimodal lognormal function in Eq. (45) gives 𝜇𝐺1 = 227.92 𝜇𝑚, 𝜇𝐺2 = 184.38 𝜇𝑚, 
𝜎𝐺1 = 1.24, 𝜎𝐺2 = 1.34  and 𝜁1 = 12.03, 𝜁2 = 24.27, where the subscript 1 represents the 
“fines mode”, while the subscript 2 represents the “coarse mode”. The volume fraction of the 
small mode is 𝜁 =
𝜁1
𝜁1+𝜁2
= 0.33. The fitting to the initial powder distribution with both 
unimodal and bimodal lognormal distributions is plotted in Figure 4.5. 
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(a) 𝛾 = 0.03  𝐽 𝑚2⁄  
 
(b) 𝛾 = 0.1  𝐽 𝑚2⁄  
 
(c)  𝛾 = 0.3  𝐽 𝑚2⁄  
 
(d) 𝛾 = 0.5  𝐽 𝑚2⁄  
 
(e) 𝛾 = 1.0  𝐽 𝑚2⁄  
 
(f) 𝛾 = 1.5  𝐽 𝑚2⁄  
Figure 4.4 Standard Deviation vs. Geometric mean for various surface energies. 
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𝜸 (𝑱 𝒎𝟐⁄ ) 0.03 0.1 0.3 0.5 1 1.5 2 
𝝁𝑮 (𝝁𝒎) 215.9 212.5 213.4 211.4 205.6 221.6 216.5 
Table 4.3 Average geometric mean for seven values of surface energy. The geometric means 
were derived from lognormal fitting of the granule size distribution. 
 
Figure 4.5 Unimodal and bimodal lognormal distribution fitting to the initial particle size 
distribution of Mannitol 200-SD (experiments). 
4.5.4 Parameter estimation: p and z. 
 
The parameter p, i.e. the number of fragments per breakage event and the parameter z, i.e. the 
fraction of fines per breakage event, were determined from DEM analysis. Figure 4.6 
illustrates the variation of 𝑝 with the impact velocity, showing a distribution-like trend for all 
the surface energies. At low impact velocities the ribbon breakage results in a few debris and 
a few large fragments (low 𝑝). By increasing the impact velocity, the number 𝑝 gradually 
increases, up to a maximum (high 𝑝). Once the impact velocity is further increased, a 
considerable detachment of particles from the ribbon occurs for the high initial kinetic energy 
involved, resulting in a large production of fines and few large fragments (low 𝑝). This 
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distribution-like behaviour of 𝑝 was not observed by Reynolds (2010). In his parameter 
estimation of 𝑝, he stated that “there is perhaps some indication that the extent of 
fragmentation increases with increasing impeller tip speed”,  which could correspond to the 
“left part” of the distribution-like trend observed in DEM (Figure 4.6), i.e. from low impact 
velocities with a few large fragments (low 𝑝), to intermediate impact velocities with a large 
production of large fragments (high 𝑝). However, the estimation of the number 𝑝 in Reynolds 
(2010) was affected by large error bars, for values 𝑝 > 50, and only 4 impeller tip speeds 
were considered, making difficult draw sure conclusions on the behaviour of 𝑝 against the 
impeller tip speed. Hence, the Reynolds (2010)’s choice to consider an average value 𝑝 = 40 
in his PBM model.  
 
Also the fraction of fines depended on the velocity and the surface energy but followed a 
sigmoid function, as shown in Figure 4.7. A multiple non-linear regression was performed to 
derive the most likely functions for p and z, which both depend on two independent variables: 
 
 𝑝 = 𝑝(𝑣𝑖, 𝛾) (46) 
 
 𝑧 = 𝑧(𝑣𝑖, 𝛾) (47) 
 
Two models for each parameter are here proposed: the Weibull and Gaussian functions for p, 
the Gompertz and the Logistic functions for z. The Weibull distribution (Weibull, 1951) is a 
continuous probability distribution firstly applied in comminution problems by Rosin and 
Rammler (1933) to describe the particle size distribution and then by Weichert (1992) to 
develop a fracture mechanics model. Salman et al. (2003) employed this distribution in 
experimental single impact tests of fertiliser granules, to describe the breakage probability for 
different impact velocities and angles. Also Vogel and Peukert (2003; 2005) derived the 
probability of particle breakage in experimental single-particle impact tests by using the 
Weibull distribution. Cheong et al. (2004) proposed the cumulative Weibull distribution to 
describe the fragment size distribution of glass spheres in experimental single impact tests. 
The probability density function (PDF) and the cumulative distribution function (CDF) of a 
Weibull random variable 𝑥 are, respectively (Papoulis and Pillai, 2002): 
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 𝑓(𝑥 | 𝜆, 𝑘) =  {
𝑘
𝜆
(
𝑥
𝜆
)
𝑘−1
𝑒−(𝑥 𝜆⁄ )
𝑘
         𝑖𝑓 𝑥 ≥ 0 
 0                                     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (48) 
 
 
 
 
𝐹(𝑥 | 𝜆, 𝑘) =  { 1 − 𝑒
−(𝑥 𝜆⁄ )𝑘          𝑖𝑓 𝑥 ≥ 0 
 0                           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (49) 
where 𝜆 is the scale parameter and 𝑘 is the shape parameter. In probability theory and 
statistics, a scale parameter is responsible for stretching/shrinking a distribution, while a 
shape parameter is a numerical parameter which affects the shape of a distribution (in a sense 
distinct from location and scale) (Everitt and Skrondal, 2010). The Gaussian (or Normal) 
distribution is a continuous probability distribution, one of the most commonly used in 
several fields of science. A random variable 𝑥 (or 𝑦) is Gaussian distributed when the PDF 
and CDF take these forms (Papoulis and Pillai, 2002): 
 
 𝑓(𝑥 | 𝜇, 𝜎2) =
1
√2𝜋𝜎2
𝑒−(𝑥−𝜇)
2 2𝜎2⁄   (50) 
 
 𝐹(𝑥 | 𝜇, 𝜎2) = ∫
1
√2𝜋𝜎2
𝑒−(𝑦−𝜇)
2 2𝜎2⁄ 𝑑𝑦
𝑥
−∞
  (51) 
 
where 𝜇 is the distribution mean, 𝜎 is the standard deviation and the normalization constant 
√2𝜋𝜎2 maintains the area under 𝑓(𝑥 | 𝜇, 𝜎2) to be unity. The Gompertz and Logistic 
functions (or curves) belong to the family of S-shaped (sigmoid) growth curves (Shukla et al., 
2015; Welham et al., 2014), which are used to describe and predict growth, transfer and 
diffusion phenomena (Banks, 1994a). The Logistic function is solution of the differential 
logistic equation, firstly proposed by Verhulst (1838) as a population growth model, and it 
can be written as follows (Banks, 1994a): 
 
 𝑁(𝑡) =
𝑁∗
1 + 𝑒−(𝑡−𝑡𝑖)
 (52) 
 
where 𝑁 is the magnitude of a growing quantity, 𝑡 is the time and 𝑁∗ is the carrying capacity. 
As stated in Banks (1994a), Eq. (52) corresponds in form to the cumulative distribution of the 
logistic equation, i.e. the statistical logistic distribution function (LDF): 
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 𝐹(𝑥 | 𝜇, 𝑠) =
1
1 + 𝑒−(
𝑥−𝜇
𝑠 )
 (53) 
 
where 𝑥 is a random variable, 𝜇 the mean and 𝑠 a scale parameter. The Gompertz growth 
curve, known as the law of human mortality (Gompertz, 1825), can be written as (Banks, 
1994a): 
 
 
 𝑁(𝑡) = 𝑁∗𝑒𝑥𝑝 (−
𝑎0
𝑘
𝑒−𝑘𝑡) (54) 
 
in which 𝑎 is the growth coefficient, with initial condition 𝑎(𝑡 = 0) = 𝑎0, 𝑘 is the decay 
coefficient of the growth coefficient, while 𝑁,𝑁∗, 𝑡 have the same meaning as in the Logistic 
function, Eq. (52). The main feature of the Gompertz curve is the incorporation of an 
exponentially decreasing growth coefficient (Banks, 1994a). Despite similar properties 
between the Logistic and the Gompertz functions, there is an important difference regarding 
the inflection point: the Logistic curve is symmetrical about its central point of inflection, i.e. 
this point lies at midway between the asymptotes, while the Gompertz curve is asymmetrical, 
i.e. the inflection point lies in the early part of the growth, i.e., around the 35% of the total 
growth (Winsor, 1932). The above mentioned distributions and functions were selected as 
best fits in multiple non-linear regression of 𝑝 and 𝑧 data, in order to establish mathematical 
relationships among 𝑝, 𝑧, the surface energy and the impact velocity . The next equation here 
presented for 𝑝, i.e. the Weibull and the Gaussian ones, have not to be meant as statistical 
distributions like Eqs (48), (49), (50), (51), since the areas underneath the PDFs are not equal 
to one, but as simple mathematical functions, similar in form to distributions. In addition, in 
the next Equations, the surface energy and the impact velocity are independent variables, not 
random ones as in statistical distributions. About the Logistic and Gompertz functions used in 
this work to describe the behaviour of 𝑧, they can be meant as the Eqs (52) and (54), where 
𝑁(𝑡), the magnitude of a growing quantity as function of time, corresponds to the growing 
amount of fines as function of the impact velocity, 𝑧(𝑣𝑖). 
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Figure 4.6 Number p vs. velocity for various surface energies. 
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Figure 4.7 Fraction of fines as a function of impact velocity. 
 
The Weibull surface well describes the distributions in Figure 4.6 with a good fit given by the 
R-squared value, 𝑅2 =  0.93. This function for one independent variable, i.e. the impact 
velocity, can be written as: 
 
 𝑝(𝑣𝑖) = (
𝐶1𝐵1
𝐴1
) (
𝑣𝑖
𝐴1
)
𝐵1−1
𝑒
−(
𝑣𝑖
𝐴1
)
𝐵1
 (55) 
 
where the coefficient 𝐴1 represent the scale parameter, 𝐵1 the shape parameter and 𝐶1 a 
vertical scaling factor of the Weibull distribution. These coefficients need to be estimated. 
This can be achieved by looking for a relationship among the coefficients and the second 
independent variable, i.e. the surface energy. These relationships were calculated with a best 
coefficient fitting (see Figure 4.8), resulting in power laws for all the coefficients 𝐴1, 𝐵1 and 
𝐶1: 
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 {
𝐴1 = 𝑎1𝛾
𝑏1
𝐵1 = 𝑐1𝛾
𝑑1
𝐶1 = 𝑔1𝛾
𝑓1
 (56) 
 
where 𝑎1, 𝑏1, 𝑐1, 𝑑1, 𝑓1 and 𝑔1 are new coefficients. Substituting Eqs (56) into (55), Eq. (46) 
becomes: 
 
 
𝑝(𝒗𝒊, 𝜸) = (
𝑔1𝑐1
𝑎1
) (𝜸)𝑓1+𝑑1−𝑏1 (
𝒗𝒊
𝑎1𝜸𝑏1
)
𝑐1𝜸
𝑑1−1
𝑒
(−(
𝒗𝒊
𝑎1𝜸𝑏1
))
𝑐1𝜸
𝑑1
 
(57) 
 
which coefficients are (with 95% confidence bounds): 
 
 
{
 
 
 
 
𝑎1 = 3.207
𝑏1 = 0.598
𝑐1 = 7.198
𝑑1 = 0.091
𝑔1 = 11,364
𝑓1 = 1.229
 (58) 
 
The Weibull model can be simplified into: 
 
 
𝑝(𝒗𝒊, 𝜸) = 𝐷1(𝜸)
𝐸1 (
𝒗𝒊
𝑎1𝜸𝑏1
)
𝑐1𝜸
𝑑1−1
𝑒
(−(
𝒗𝒊
𝑎1𝜸𝑏1
))
𝑐1𝜸
𝑑1
 
(59) 
 
with 𝐷1 = (
𝑔1𝑐1
𝑎1
) and 𝐸1 = 𝑓1 + 𝑑1 − 𝑏1. In Eq.(59), the impact velocity 𝒗𝒊 appears twice in 
a power form, with exponents (𝐵1 − 1) = (𝑐1𝜸
𝑑1 − 1), and 𝐵1 = 𝑐1𝜸
𝑑1 in the natural 
exponential function (with the Euler number). According to Figure 4.8, the values of 𝐵1 range 
from 2.5 to 3.6, which means the impact velocity in the natural exponential function has a  
power form greater than 𝒗𝒊
2, which is the kinetic energy. This could be due to the presence of 
residual stresses, which have not been completely released during the phase of relaxation, 
when the ribbon was created. However, the first power form of the velocity, with (𝐵1 − 1), 
has an exponent ranging between 1.5 to 2.6, which could be reasonably averaged around 2. 
This would give a reasonable agreement with 𝒗𝒊
2 (the kinetic energy). 
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The data presented in Figure 4.6 can also be approximated using a Gaussian surface function: 
 
 𝑝(𝑣𝑖) = (
𝐶2
𝐵2√2𝜋
) 𝑒
−
(𝑣𝑖−𝐴2)
2
2𝐵2
2
 (60) 
 
where 𝐴2 is the mean, 𝐵2 the deviation standard of the distribution and 𝐶2 a vertical scale 
factor. 
As in the previous model, the coefficients 𝐴2, 𝐵2 and 𝐶2 were calculated using a best 
coefficient fitting (see Figure 4.8): 
 
 {
𝐴2 = 𝑎2𝛾
𝑏2
𝐵2 = 𝑐2𝛾
𝑑2
𝐶2 = 𝑔2𝛾
𝑓2
 (61) 
 
Combining Eqs (61) and (60) leads to: 
 
 𝑝(𝒗𝒊, 𝜸) = (
𝑔2
𝑐2
) (
𝜸𝑓2−𝑑2
√2𝜋
)𝑒
−
(𝒗𝒊−𝑎2𝜸
𝑏2)
2
2(𝑐2𝜸𝑑2)
2
 (62) 
 
The coefficients are: 
 
 
{
 
 
 
 
𝑎2 = 2.972
𝑏2 = 0.606
𝑐2 = 1.024
𝑑2 =  0.479
𝑔2 =  53.72
𝑓2 = 0.639
 (63) 
 
The Gaussian mode can be rewritten in this way: 
 
 𝑝(𝒗𝒊, 𝜸) = 𝐷2 (
𝜸𝐸2
√2𝜋
) 𝑒
−
(𝒗𝒊−𝑎2𝜸
𝑏2)
2
2(𝑐2𝜸𝑑2)
2
 (64) 
 
where 𝐷2 = 𝑔2 𝑐2⁄  and 𝐸2 = 𝑓2 − 𝑑2. Eqs (59) and (54), representing the Weibull and the 
Gaussian models, are plotted in Figure 4.9 and Figure 4.10, respectively, together with the 
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number of large fragments 𝑝 produced in the simulations. 
 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
(f) 
Figure 4.8 Weibull and Gaussian coefficients as function of surface energy. 
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Figure 4.9 Parameter estimation of 𝑝 = 𝑝(𝛾, 𝑣𝑖) using the Weibull model. 
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Figure 4.10 Parameter estimation of 𝑝 = 𝑝(𝛾, 𝑣𝑖) using the Gaussian model. 
 
 
The simulations trend shown in Figure 4.7 appear as sigmoid curves, which can be 
approximated with  Logistic and Gompertz functions. The Logistic function for one 
independent variable is described by the following equation: 
 
 𝑧(𝑣𝑖) =
𝐴3
1 + 𝑒−𝐵3(𝑣𝑖−𝐶3)
 (65) 
 
where 𝐴3 is the curve’s maximum value, 𝐵3 is the steepness of the curve and 𝐶3 is the x-value 
of the sigmoid’s midpoint. A best coefficient fitting, showed in Figure 4.11, produced the 
following result: 
 
 {
𝐴3 = 𝑐𝑜𝑛𝑠𝑡.
𝐵3 = 𝑎3𝛾
𝑏3 + 𝑐3
𝐶3 = 𝑑3𝛾
𝑔3 + 𝑓3
 (66) 
 
Hence, the Logistic surface can be derived with a satisfactory goodness as 𝑅2 = 0.997: 
 
 𝑧(𝒗𝒊, 𝜸) =
𝐴3
1 + 𝑒−(𝑎3𝜸
𝑏3+𝑐3)(𝒗𝒊−(𝑑3𝜸𝑔3+𝑓3))
 (67) 
 
As showed in Figure 4.11, the coefficient 𝐴3 does not change significantly with the surface 
energy and  can be considered as a constant; therefore, the Logistic surface depends on six 
parameters instead of seven. The correspondent coefficients are: 
 
 
{
  
 
  
 
𝐴3 = 0.949
𝑎3 = 3.123
𝑏3 = −0.311
𝑐3 = −1.420
𝑑3 =  3.413
𝑔3 =  0.537
𝑓3 = −0.225
 (68) 
 
The second model, which better fits the quantity z, is the Gompertz function, with 𝑅2 =
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0.999: 
 
 𝑧(𝑣𝑖) = 𝐴4𝑒
−𝐵4𝑒
−𝐶4𝑣𝑖  (69) 
 
The best coefficient fitting, employed for the previous models, was then performed in 
calculating  the coefficients 𝐴4, 𝐵4 and 𝐶4 (see Figure 4.11): 
 
 {
𝐴4 = 𝑐𝑜𝑛𝑠𝑡.
𝐵4 = 𝑎4 ln(𝑏4𝛾)
𝐶4 = 𝑐4𝛾
𝑑4
 (70) 
 
𝐴4 represents the upper asymptote of the Gompertz function, as 𝐴3 does in the Logistic 
model. The Gompertz function depends on two independent variables as follows: 
 
 𝑧(𝒗𝒊, 𝜸) = 𝐴4𝑒
−(𝑎4 ln(𝑏4𝜸))𝑒
−𝑐4𝜸
𝑑4𝒗𝒊  (71) 
 
Five parameters describe the equation with the following values: 
 
 
{
 
 
 
 
𝐴4 = 0.958
𝑎4 = 3.896
𝑏4 = 87.32
𝑐4 = 1.033
𝑑4 = −0.504
 (72) 
 
The Eqs (67) and (71), i.e. the Logistic and Gompertz models, are plotted in Figure 4.12 and 
Figure 4.13, respectively, together with the fraction of fines generated in the simulations. The 
Logistic and Gompertz models are depicted as grey, smooth and semi-transparent surfaces in 
a three dimensional plot, which axes represent the surface energy, the impact velocity and the 
fraction of fines. Also the simulations data are showed in the same graphics as coloured 
markers, for a visual comparison between simulations and derived models. Simulations with 
the same value of surface energy but different impact velocity are indicated with the same 
coloured marker (and same shape). 
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
(f) 
Figure 4.11 Logistic and Gompertz coefficients as function of surface energy. 
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Figure 4.12 Parameter estimation of 𝑧 = 𝑧(𝛾, 𝑣𝑖) using the Logistic model. 
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Figure 4.13 Parameter estimation of 𝑧 = 𝑧(𝛾, 𝑣𝑖) using the Gompertz model. 
 
 
4.5.5 PBM using resolved DEM fragmentation model 
 
The PBM was solved using p and z values determined using the Weibull (Eq (59)) and 
Gompertz (Eq (69)) models, respectively.  Granule size distributions were generated for 
different impact velocities, selected to match the tip speed used in the milling experiments 
with an oscillating mill.  In addition, an ideal classification was used in the simulations to 
model the influence of different screen apertures (1, 1.5 and 2 𝑚𝑚, indicated in Figure 4.14). 
An estimated surface energy of 𝛾 = 0.12 𝐽 𝑚2⁄  was used to generate the predicted fines level 
shown in Figure 4.14. The surface energy was estimated as best fitting to the experimental 
surface energy of mannitol, 𝛾 = 0.072 𝐽 𝑚2⁄ . For the range of impeller tip speed considered, 
the simulated fraction of fines is increasing with the impeller tip speed.  At low impeller tip 
speed (up to 0.35 m/s), the simulations indicate a weak dependence of the fraction of fines on 
the impeller speed, while at high impeller tip speed, a relatively strong dependence of the 
fraction of fines on the impeller speed is observed. The strong dependence on the impeller 
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speed observed for high impeller tip speeds in the simulations is contrary to the experimental 
trend observed in Astrazeneca, where the fraction of fines has a little dependence on the 
impeller tip speed. The primary breakage mechanism for ribbons in the type of oscillating 
mill is likely to be dominated by shear or abrasion between the impeller and screen, rather 
than by direct impact with the impeller blades, which could explain the discrepancy between 
the simulations and the observed experimental trend.  Hence, the DEM-PBM simulations 
results suggest that future DEM simulations need to explore shear or abrasive breakage, as it 
is likely that in practise ribbons will experience both types of breakage depending on the mill 
geometry and configuration.  
 
 
Figure 4.14 Predicted granule fraction of fines using the PBM model with 𝛾 = 0.12  𝐽 𝑚2⁄  
compared with measured ribbon milling data. 
4.6 Conclusions 
 
In this paper, the breakage process of three-dimensional parallelepiped autoadhesive elastic 
agglomerates, impacting orthogonally with a target wall, was modelled with DEM. The 
fragments resulted from the impact simulations were sorted in size classes and then analysed 
following the approach proposed in Reynolds (2010). The DEM simulations have showed 
similar bi-modal granules size distributions and similar correlation between the size of fines 
and the size of powder to that observed experimentally (Mirtič and Reynolds, 2016; 
Reynolds, 2010). To couple DEM with PBM, seven quantities obtained from DEM were 
estimated and can be used to develop a DEM-PBM framework. These quantities are the 
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number p, i.e. the number of fragments per breakage event and the number z, i.e. the fraction 
of fines per breakage event, the geometric moments of the bimodal lognormal distribution for 
small and large modes, i.e. 𝜇𝐺1, 𝜇𝐺2, 𝜎𝐺1, 𝜎𝐺2 and the volume fraction 𝜁. To describe the 
dependence of parameter p on the impact velocity and the surface energy, two models were 
derived, i.e. the Weibull and the Gaussian models, which satisfactorily fit the simulations 
data. The same procedure was applied in describing the parameter z as function of the impact 
velocity and the surface energy. The inferred models are the Logistic and the Gompertz 
functions, which accurately describe the parameter z. 
 
Appendix 
Exact calculation of each representative particle diameter 𝛷𝑖 in DEM: 
𝛷1
=
[
(7.071 ∗ 0.0001) + (11.021 ∗ 0.0003) + (13.386 ∗ 0.0001) + (16.258 ∗ 0.0003)
+(19.746 ∗ 0.0005) + (23.984 ∗ 0.0007) + (29.130 ∗ 0.0011) + (35.380 ∗ 0.0014)
+(42.972 ∗ 0.0022) + (52.193 ∗ 0.0028) + (63.393 ∗ 0.0045) + (76.996 ∗ 0.0097)
+(93.517 ∗ 0.0259)
]
[
0.0001 + 0.0003 + 0.0001 + 0.0003 + 0.0005 + 0.0007 + 0.0011
+0.0014 + 0.0022 + 0.0028 + 0.0045 + 0.0097 + 0.0259
]
 
 = 76.882 𝜇𝑚  
 
𝛷2 =
[(93.517 ∗ 0.0259) + (113.58 ∗ 0.0746) + (137.96 ∗ 0.1589)]
[0.0259 + 0.0746 + 0.1589]
 
 = 126.51 𝜇𝑚  
 
𝛷3 =
[(137.95 ∗ 0.1589) + (167.56 ∗ 0.2321) + (203.51 ∗ 0.2468) + (247.18 ∗ 0.1647)]
[0.1589 + 0.2321 + 0.2468 + 0.1647]
 
 = 189.09 𝜇𝑚  
 
𝛷4 =
[(247.18 ∗ 0.1647) + (300.22 ∗ 0.0617) ]
[0.1647 + 0.0617]
 
 = 261.63 𝜇𝑚  
 
𝛷5 =
[(300.22 ∗ 0.0617) + (364.64 ∗ 0.0105) + (442.88 ∗ 0.0011) ]
[0.0617 + 0.0105 + 0.0011]
 
 = 311.59 𝜇𝑚  
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CHAPTER 5: Breakage due to Shear Deformation3 
Abstract  
In dry granulation, fine cohesive powders are compacted into large multi-particle entities, i.e., 
briquettes, flakes or ribbons. The powder compaction is generally followed by milling, a size 
reduction process, which is crucial to obtain the desired granule size or properties. Abrasion 
and impact are two primary mechanisms of comminution in ribbon milling, but they are not 
completely understood. The aim of this paper was hence to investigate numerically the 
fragmentation process induced by abrasion during ribbon milling. The discrete element 
method (DEM) was employed to simulate abrasion tests, for which three-dimensional 
parallelepiped ribbons were generated using auto-adhesive elastic spheres. The fragmentation 
rate, and the fragments size and number were determined for various surface energies and 
abrasive velocities. The DEM results showed that the mass-equivalent fragment size 
distributions were bi-modal, similar to the experimental observations and the numerical 
results for impact-dominated ribbon milling reported in the literature. In addition, two 
quantities were determined from the DEM analysis, i.e. the number of large fragments and 
the fraction of fines, which was then integrated into the population balance models (PBM) so 
that a DEM-PBM multiscale modelling framework was developed to predict the granule size 
distribution during ribbon milling. The DEM-PBM results were compared with the 
experimental results reported in the literature, and a broad agreement was obtained, implying 
the proposed DEM-PBM can be used to analyse the ribbon milling behaviour. 
5.1 Introduction 
Abrasion is referred to as the material loss due to a relative motion between two surfaces in 
contact, when one surface is significantly harder than the other one. Abrasion was identified 
as one of the comminution mechanisms in various mills, besides impact fragmentation and 
cleavage (Varinot et al., 1997). It was found that the principal size reduction mechanism in 
autogenous mills was abrasion (Loveday and Naidoo, 1997; Yekeler, 2007), while in ball and 
rod mills the impact was dominant (Yekeler, 2007). In oscillating mills, the main grinding 
mechanism depends on the impeller speed: the abrasion was dominant at low milling speed, 
while at high rotational speeds the impact regime prevailed (Yu et al., 2012b).  
                                                          
3 Submitted to AIChE Journal as “Loreti, S., Wu, C.-Y., Reynolds, G., & Seville, J. (2017). 
DEM–PBM modeling of abrasion dominated ribbon milling” 
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Several numerical studies with the discrete element method (DEM) were conducted recently 
to model the abrasion process (Cleary and Morrison, 2016; Le Bouteiller and Naaim, 2011; 
Ocampo et al., 2014), to estimate the abrasion rate of milling media (Sato et al., 2010) and to 
explore the effect of milling conditions on the agglomerate properties (Khanal and Morrison, 
2008; Nguyen et al., 2014). Using DEM, Cleary and Morrison (2016) explored the 
mechanisms of particle surface erosion, i.e. chipping, rounding and abrasion, and the 
mechanism of incremental breakage in tumbling milling. They modelled an Autogenous 
(AG) and a Semi-Autogenous (SAG) grinding mill with various mill charges of rocks and 
balls: AG with 30% of charge (53 rocks), AG with 20% of charge (46 rocks), SAG with 10% 
rocks and 10% steel balls. In the DEM, rocks were represented as non-spherical super-
quadric particles, as well as moderately rounded cubical particles (Cleary, 2004). The 
abrasion (or attrition) and rounding mechanisms were defined as forms of mass loss at the 
surface of rounded and non-rounded rocks, respectively. In rounding, the corners and the 
edges of blocky particles were abraded. Chipping was characterised as the loss of a small 
pieces around the corners and edges in irregular particles. The mass loss rate of milling, i.e. 
the amount of mass lost by particles during collisions, and the energy consumption of a mill, 
i.e. the distribution of energy used by each size reduction mechanism, were determined for 
every mechanism of comminution. Cleary and Morrison (2016) employed a linear spring-
dashpot contact law with a dissipative component, and they modelled the mass loss rate of 
chipping, rounding and abrasion by using the dissipated energy in a collision. The dissipated 
energy was defined as the energy lost by inelastic collision of two particles as proposed by 
Capece et al. (2014b), and was calculated as the integral of the dot product of the dissipative 
force components with the contact velocity vector. The mass rate of abrasion and rounding 
was chosen to be proportional to the tangential component of the energy dissipation, whilst 
the mass rate of chipping was chosen to be proportional to the normal component of the 
energy dissipation. Their model was able to predict the mass loss rates from chipping, round 
and abrasion, but not the size distribution of fragments. In addition, the incremental breakage 
(or incremental damage) mechanism was introduced by the authors and referred to as the 
breakage of particles due to accumulated damage after several weak collisions. 
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Cleary and Morrison (2016) modelled the incremental breakage in DEM based on the 
following hypothesis: at collision energies 𝐸𝑖 lower than a specific threshold energy 𝐸0 no 
damage occurs, but only elastic deformation takes place; while for collision energies 𝐸𝑖 
higher than 𝐸0 an incremental damage is accumulated by the particles, leading to breakage. 
Here the collision energy was defined as the kinetic energy at the impact of two particles 
(Capece et al., 2014b). The quantity 𝐸𝑖 − 𝐸0 was used in DEM to calculate the probability of 
breakage event as proposed by Vogel and Peukert (2004), and the severity of breakage, i.e. 
degree of breakage which occurs after several impacts (leading to body breakage) as 
proposed by Shi and Kojovic (2007). The fragments resulting from a breakage event in DEM 
simulations were then determined from the spline fitting using the equation of the breakage 
severity proposed by Shi and Kojovic (2007). It was shown that the collisions occurred 
mainly at the corners and edges of the particles. Therefore the superficial erosion was 
concentrated on the most exposed regions of the particles (asperities), leading to a rounding 
process of the corners. Comparing the final mass rock distribution of the three test conditions 
with the experiments, the case 30% AG load showed a better agreement with the experiments 
than the 20% AG load, while for the SAG mill the best agreement was achieved, but only 
with the largest particles. In every case, the DEM simulations over-predicted the final mass 
distributions of the rock, comparing to the experimental results. Since the experiments 
showed only the effects of the erosion mechanisms, i.e. chipping, rounding and abrasion, it 
was argued that the size reduction was partly due to the erosion effect and partly to the 
incremental breakage. Therefore, the mass loss performed by the incremental breakage was 
greater with 30% AG load than with 20% AG load. In SAG, the large rocks were too large to 
exceed the threshold level 𝐸0, i.e. accumulating damage, therefore only the surface erosion 
was responsible for the size reduction of large particles. Moreover, the addition of steel balls 
in SAG increased the mass loss rate of rocks. Attrition or abrasion was responsible for the 
reduction in the particle size by radially reducing them to the size range where the body 
breakage occurred, and consumed around 5% of the total energy input of the mill. The 
energy used for the incremental breakage was found being 2% of the input energy, while 
43% of initial energy was used to remove corners or edges from the particles, i.e. for 
chipping and rounding. The mechanisms of abrasion and chipping increased over time during 
milling in the AG mill than in SAG, where the chipping was essentially constant.  
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A DEM model was developed by Le Bouteiller and Naaim (2011) to describe the degree of 
breakage of particles agglomerates. The failure of two-dimensional agglomerates was 
simulated for both normal impacts and shear loading (abrasion), and the extent of breakage or 
superficial damage was quantified using the damage ratio, i.e. the ratio between the number 
of bonds broken and the initial number of bonds. They assumed that the damage ratio was a 
function of the ratio of incoming energy 𝐸𝑖, i.e. the energy provided to the system, to the 
bonding energy 𝐸𝑏 = 𝑐
2 2𝑘⁄ , i.e. the energy required to break a bond, where 𝑘 and 𝑐 
represent the stiffness and the cohesiveness of the bonds between the particles. The incoming 
energy was provided to the system as kinetic energy 𝑚𝑣2 2⁄  for impact and as frictional 
energy 𝜇𝑃𝑣∆𝑡 for shear loading, where 𝑚 is the mass of the whole agglomerate, 𝑣 is the 
impact velocity, 𝜇 is the coefficient of friction, 𝑃 is the weight force, 𝑣 and ∆𝑡 are the shear 
loading velocity and time, respectively.  Ocampo et al. (2014) developed a 2D DEM model 
for fracture and abrasion of granular materials. They represented the failure mechanisms, i.e. 
fracture and abrasion, using a replacement strategy where mother particles were replaced by 
smaller daughter particles. For breakage, the whole particle was partitioned into new small 
particles, while for abrasion, only the abrasion area divided into small particles. The proposed 
failure model firstly evaluated numerically the tensile stress on each particle from the stresses 
induced by the neighbouring particles. The maximum amount of tensile stress that a particle 
could bear before failure, i.e. the tensile strength in a particle, was then calculated using a 
modified function of the Weibull’s theory as first proposed by Ocampo and Caicedo (2010). 
From the tensile strength, a quantity called particle damage was derived and employed to 
estimate the amount of particle’s area removed by abrasion and the time of fracture. To 
validate the particle failure model, Ocampo et al. (2014) performed simulations and 
experiments of the gyratory compaction test, comparing the resulting grain size distributions. 
Numerical data were in good agreement with the experiments with small discrepancies, 
probably due to the limited number of particles employed in simulations. 
 
The phenomena of ball abrasions in a planetary ball mill were investigated using DEM by 
Sato et al. (2010). The ball abrasion, i.e. the mutual friction between pot and ball, was 
considered responsible for the formation of worn powder, which contaminates the milling 
product and influences negatively the product quality. They attempted to relate the ball 
abrasion rate (or wear rate), estimated from the experiments, to the ball impact energy 
calculated with DEM. They conducted experiments using only stainless steel balls, without 
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the sample powder, to better understand the effect of the worn powder. The mass of the worn 
powder 𝑀𝑐, i.e. the difference between the masses of the milling devices (pot and balls) 
before and after milling, was calculated during the milling process, and its dependence on the 
rotational speed, balls diameter and ball-filling ratio was examined. It was shown that 𝑀𝑐 
increased (almost) linearly over the milling time, but with different slopes, depending on the 
rotational speed, ball diameter and ball-filling ratio. The growth rate of 𝑀𝑐 (slope), defined as 
the wear rate constant 𝐾𝑐, was then compared to the impact energy of the balls 𝐸𝑖 calculated 
with DEM.  A linear correlation between 𝐾𝑐 and 𝐸𝑖 was found, indicating that the wear rate 
constant 𝐾𝑐 could be predicted with DEM. In addition, DEM simulations revealed that 𝐸𝑖 
increased with the increase of the rotational speed and the ball-filling ratio. The ball impact 
energy was found stable for ball diameters between 6.3 and 10.2 mm. 
 
Khanal and Morrison (2008) simulated the abrasion of rock particles in three-dimensional 
tumbling mills internally lined with lifting plates using DEM. They investigated the effects of 
mill diameter, particle diameter and number, and particle-mill friction on the abrasion. 
Simulations were performed in mills of different sizes ranging from 0.2 𝑚 to 1.1 𝑚 wide, 
with the number of particles from 4 to 76 and the particle size distribution ranging from 
26.5 𝑚𝑚 to 90 𝑚𝑚. Collisions of spherical particles with asperities, i.e. irregular edges, 
were simulated using the Hertz-Mindlin (no slip) contact law. It was found that the release 
height, i.e. the maximum height where the lifter can take the particles before they fall into the 
mill for gravity, increased with the decrease of the particle size. This evidence was supported 
by experiments (Djordjevic et al., 2006). In addition, increasing the number of particles 
inside the mill, the number of collisions increased, especially for the inter-particle collisions. 
While in simulations with a small number of particles, the major contribution of abrasion 
came from the particle-wall collisions, as observed experimentally (Loveday and Dong, 
2000). Regarding the effect of the mill size, more particle collisions were observed in smaller 
mills than larger ones. In order to relate experiments to simulations of abrasion milling, 
Khanal and Morrison (2008) assumed that the number of collisions in simulations could be 
compared with the experimental mass loss of particles. They validated this hypothesis using 
the observation that the number of collisions in simulations increased with the increase of the 
particles mass loss. 
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The processes of abrasion and breakage of agglomerates in a tumbling powder mixer was 
investigated using DEM by Nguyen et al. (2014). Cubic monodisperse agglomerates were 
prepared with 500 fine particles of radius 𝑟 = 30 𝜇𝑚 using the Bonded Particle Model 
(DEMSolutions, 2012a; Potyondy and Cundall, 2004). Rod-shaped fillers were created by 
overlapping larger particles of radius 𝑟 = 70 𝜇𝑚. All the particles without bonds interacted 
with the Hertz-Mindlin (no slip) model (Di Renzo and Di Maio, 2004). Numerical blending 
tests were performed by varying the agglomerate properties, i.e. bond spring constant, bond 
critical stress and agglomerate fracture strength, and the process conditions, i.e. mixer size, 
mixer rotational rate and size of the filler particles. The effects of agglomerate properties on 
the blending outcome were analysed using two quantities: the “agglomerate size reduction”, 
i.e. the ratio between the number of particles in the agglomerate at a certain time 𝑁𝑝(𝑡) and 
the initial number of particles inside the agglomerate at time zero 𝑁𝑝(𝑡0), and the “bond 
based agglomerate size reduction”, i.e. the ratio between the number of intact bonds at a 
certain time 𝑁𝑏(𝑡) and the initial number of bonds at time zero 𝑁𝑏(𝑡0). By comparing the 
agglomerate size reduction 𝑁𝑝(𝑡) 𝑁𝑝(𝑡0)⁄  and the bonded based agglomerate size reduction 
𝑁𝑏(𝑡) 𝑁𝑏(𝑡0)⁄  at the early times of blending, it was found that these two quantities matched 
(overlapped) in strong agglomerates, but not in weak agglomerates. The same rate of size 
reduction for bonds and particles observed in strong agglomerates was attributed to the 
phenomenon of agglomerate abrasion. Indeed the same size reduction rate for bonds and 
particles was possible on the surface of agglomerates, where particles adhere typically with 
one bond to the agglomerate. Approximately, for every bond broken on the surface of the 
agglomerate a particle was separated, therefore bonds broke at the same rate of the particles 
separation. Different size reduction rates for bonds and particles obtained in weak 
agglomerates were attributed to the agglomerate breakage (fragmentation). It was found that 
internal bonds in the agglomerate broke before the agglomerate fragmented. It could occur 
since internal particles have more bonds than those on the agglomerate surface and since all 
the bonds have to break before the particle detaches from the agglomerate. About the effects 
of process conditions, the authors found that the abrasion rate increased with the increase of 
the rotation speed, the mixer size and the filler particle size.  The effects of the mixer rotation 
speed and the mixer size on abrasion were consistent with experiments (Llusa et al., 2009). In 
addition, it was found that the Stoke number, defined as the ratio between the kinetic energy 
density of a powder bed and work of fracture of an agglomerate, was  proportional to the 
abrasion rate, as observed in the experiments (Willemsz et al., 2012; Willemsz et al., 2013). 
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The DEM approach allows to simulate complex comminution processes but it is 
computationally expensive and often not applicable to industrial scale processes, where a 
large number of particles are involved. Alternatively, size reduction processes can be 
modelled with the population balance method (PBM) which simulates the rate processes 
taking place in comminution. While DEM tracks particles individually, PBM calculate the 
change in the number of particles per each size class, but cannot account for the material 
properties or process parameters. The PBM has been used extensively over recent years in 
different areas, such as crystallisation, deposition, granulation, aggregation, drying and 
mixing  (Ramkrishna and Singh, 2014), as well as the milling process (Barrasso et al., 2013; 
Bilgili and Scarlett, 2005; Datta and Rajamani, 2002; Reynolds, 2010). 
 
The general form of a PBM equation representing the milling process is characterised by a 
breakage rate kernel 𝑆(𝑢) for a particle of size 𝑢, which describes the rate of fragment 
formation, and a breakage function 𝑏(𝑣, 𝑢), which represents the probability for a particle of 
size 𝑣 to reduce to a size 𝑢, as shown below (Randolph and Larson, 1988): 
 
 
𝜕𝑛(𝑣, 𝑡)
𝜕𝑡
= ∫ 𝑏
∞
𝑣
(𝑣, 𝑢)𝑆(𝑢)𝑛(𝑢, 𝑡)𝑑𝑢 − 𝑆(𝑣)𝑛(𝑣, 𝑡) (73) 
 
where 𝑛 is the number density function and 𝑡 the time. To solve equation (73), several 
unknown parameters in the breakage rate kernel and in the breakage function must be 
evaluated (Chaudhury et al., 2016), but due to their uncertain nature, they were estimated 
only empirically (Barrasso et al., 2013; Capece et al., 2011; Reynolds, 2010). Reynolds 
(2010) developed a mechanistic model of a conical screen mill using the population balance 
modelling, Eq (73). He proposed the breakage function, based on the localised disintegration 
and multiple fragmentation modes of the Subero and Ghadiri (2001) breakage theory, as 
follows (same equations (32) and (33)) 
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𝑏(𝑢, 𝑣) =  
𝑢𝑧
3𝑘𝑣
1/3
𝑣5/3
 ×∑
2Α𝑖C𝑖
√2𝜋 ln 𝜎𝐺𝑖
2
𝑖=1
+ (1 − 𝑧)
𝑝
𝑢
(𝑣 𝑢⁄ )𝑞−1(1 − (𝑣 𝑢⁄ ))
𝑟−1
𝐵(𝑞, 𝑟)
 
(74) 
where  
 
 𝐴𝑖 =
𝑒
−(
ln(𝑣1/3 𝑘𝑣
1/3
𝜇𝐺𝑖⁄ )
√2𝜋 ln𝜎𝐺𝑖
)
2
1 + 𝑒𝑟𝑓 (
ln(𝑢1/3 𝑘𝑣
1/3
𝜇𝐺𝑖⁄ )
√2𝜋 ln 𝜎𝐺𝑖
)
          𝑎𝑛𝑑         
C1 = 𝜁
C2 = (1 − 𝜁)
𝑟 = 𝑞(𝑝 − 1).
  (75) 
 
Equations (74) and (75) consist of eight adjustable unknown parameters to be determined: the 
volume fraction of fines per breakage event 𝑧,  the number of large daughter fragments per 
breakage event 𝑝,  the geometric mean and standard deviation for fines 𝜇𝐺1 and 𝜎𝐺1 and 
coarse modes 𝜇𝐺2 and 𝜎𝐺2, associated to the bimodal lognormal granule size distribution. The 
number 𝑞 indicates the fragment size dependence, 𝜁 is the volume fraction of the small mode 
in the initial powder blend distribution (primary particles distribution). 𝐵 refers to the Beta 
function, and 𝑘𝑣 = 𝜋 6⁄ .  
 
Reynolds (2010) empirically estimated the parameters in Equations (74) and (75), but 
emphasized the necessity to determine them accurately. To address this challenge, Loreti et 
al. (2017) developed a predictive DEM-PBM framework for the parameter estimation 
through the integration of two mechanistic modelling techniques, i.e. DEM and PBM. The 
DEM-PBM simulations were performed for impact dominant ribbon milling, and compared 
with the experimental results. It was revealed that there was a discrepancy between the 
numerical and experimental results. In particular, the experiment data showed a little 
dependency on the impeller tip speed, while the DEM-PBM results were strongly dependent 
on the impeller speeds. This was attributed to the fact that in the experiments both abrasion 
and impact mechanisms were involved. By ignoring the milling due to abrasion, the DEM-
PBM overestimated the fines generated at high impeller speeds, while underestimated at low 
impeller speeds. Our recent study highlighted that it is necessary to considered abrasion 
dominant ribbon milling, in order to more accurately predict the ribbon milling behaviour 
using the developed DEM-PBM. Therefore, in the current study, ribbon milling dominated by 
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abrasion is considered using the approach developed by Loreti et al. (2017). 
 
5.2 DEM Model Setup 
Three-dimensional simulations of abrasion test were performed using DEM, in which a 
polydisperse cuboidal agglomerate with 1460 elastic spherical particles was modelled. The 
virtual agglomerate was created with the same initial particles size distribution, material 
properties (see Table 5.1) and the same technique as presented in Loreti et al. (2017). The 
size distribution of the spheres used was 443 spheres with diameter 76.8 𝜇𝑚, 454 spheres 
with diameter 126.5 𝜇𝑚, 521 spheres with diameter 189.1 𝜇𝑚, 35 spheres with diameter 
261.6 𝜇𝑚 and 7 spheres with diameter 311.6 𝜇𝑚, which mimics the particle size distribution 
of the feed powder used in the experimental study. Also the values of solid fraction and 
surface energy used in this study are identical to that used in (Loreti et al., 2017), i.e. 
𝜑 = 0.7422 and 𝛾 = 0.03, 0.1, 0.3, 0.5, 1.5, 2 𝐽 𝑚2⁄ , respectively. The abrasion test 
apparatus employed in this study is presented in Figure 5.1a. The agglomerate was placed 
between two half boxes of same dimensions made of three walls, one large and two small 
ones. The smaller walls had a vertical height equals to the 𝑑50 value of the particle size 
distribution. During the simulations, the upper half box was translated horizontally to mimic 
the shearing performed by the mill blades, while the lower half box remained stationary, as 
showed in Figure 5.1b. The upper half box stopped once it had surpassed entirely the bottom 
half box. All the walls composing the box were restrained to move vertically.  The upper half 
box was moved at 37 different (linear) abrasion velocities ranging from 𝑣 = 0.1 𝑚 𝑠⁄  to 
𝑣 = 21 𝑚 𝑠⁄ . With 7 different values of surface energy used, the total number of simulations 
in this study was 259 (𝑖. 𝑒, 7 × 37).  
 
The fragments resulting in abrasion were calculated with an a breadth-first search algorithm 
discovered independently by (Moore, 1959) and Lee (1961) and implemented in our in-house 
code by Loreti et al. (2017). By summing each particle mass composing the fragment, the 
size of each fragment was estimated.  From the total mass of the fragment, the diameter of the 
sphere with equivalent diameter was calculated, i.e. the mass equivalent diameter. In order to 
distinguish coarse granules from fines, adopting the convention proposed by Mirtič and 
Reynolds (2016) for their experiments, coarse granules were defined as fragments with 
𝑚𝑎𝑠𝑠 𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 > 360 𝜇𝑚 and fines were defined as fragments with 
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𝑚𝑎𝑠𝑠 𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 ≤ 360 𝜇𝑚. According to this convention, the number 𝑝 in 
Equation (74) is the number of fragments with 𝑡ℎ𝑒 𝑚𝑎𝑠𝑠 𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 > 360 𝜇𝑚, 
while the number 𝑧 in Equation (75) is the fraction of fragments 
𝑚𝑎𝑠𝑠 𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 ≤ 360 𝜇𝑚. 
 
Material Type Young’s Modulus (GPa) Poisson’s Ratio Density (kg/ m3) Friction 
Mannitol-200SD 12.2 0.30 1,470 0.30 
Wall (Steel) 210 0.30 7,850 0.30 
Table 5.1 Material properties for Mannitol-200SD and steel walls used in DEM. 
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(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(b) 
Figure 5.1 Abrasion test of an agglomerate in a three dimensional view.  
(a) Initial state, (b) Shearing. 
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5.3 Results and Discussion 
 
5.3.1 Breakage patterns 
 
Figure 5.2 and Figure 5.3 show the typical breakage patterns of a ribbon induced by abrasion 
from the lateral view and from the top view, respectively, with the subplots (a)-(d) showing 
the particle patterns at various stages of the abrasion process. In both figures, the subplot (a) 
shows the initial state where the specimen is contained in a stationary box. At this stage only 
the large top and bottom walls are in contact with the ribbon. Subplots (b)-(c) illustrate the 
horizontal movement of the upper half box, with a stationary bottom half box. Due to the 
relative motion between the top and bottom boxes, the side walls exert a force on the ribbon 
and lead to shear deformation. It is clear in subplot (b)-(c) that the ribbon deforms, fragments 
and produces small fragments. Once the upper half box overtakes completely the bottom half 
box, as shown in subplot (d), the abrasion is complete and the fragments number and size are 
determined. For this particular case, the ribbon results in severe fragmentation with a large 
number of fines generated. In all the pictures from Figure 5.2 to Figure 5.5, the ribbon 
particles are coloured in blue and red, forming vertical stripes, to better visualise the breakage 
evolution in abrasive wear. 
 
Figure 5.4 and Figure 5.5 illustrate the breakage patterns of a ribbon with a high surface 
energy, i.e. 𝛾 = 1 𝐽 𝑚2⁄ , but at the same abrasion velocity of 𝑣 = 0.5𝑚 𝑠⁄ . Both Figures 
represent the same process of abrasive wear from a lateral view and from a top view. 
Comparing to the case shown in Figure 5.2 and Figure 5.3, the quantity and size of fragments 
produced are quite different. With a higher value of surface energy, 𝛾 = 1 𝐽 𝑚2⁄ , the 
breakage results in less fines but more large fragments.  
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 5.2 Deformation and breakage patterns in the abrasion test for an agglomerate with 
surface energy 𝛾 = 0.1 𝐽 𝑚2⁄ . Velocity of the top box 𝑣 = 0.5𝑚 𝑠⁄  (Front View). 
(a) Initial state, (b-c) Abrasion, (d) End of abrasion. 
 
159 
 
 
(a) 
 
(b) 
 
(c) 
 
 
       (d) 
Figure 5.3 Top View of Figure 5.2. (a) Initial state, (b-c) Abrasion, (d) End of abrasion. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 5.4 Deformation and breakage patterns in the abrasion test for an agglomerate with 
surface energy 𝛾 = 1 𝐽 𝑚2⁄ . Velocity of the top box 𝑣 = 0.5𝑚 𝑠⁄  (Front View). 
(a) Initial state, (b-c) Abrasion, (d) End of abrasion. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 5.5 Top View of Figure 5.2. (a) Initial state, (b-c) Abrasion, (d) End of abrasion. 
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5.3.2 Mass fraction distribution 
 
Similar to the experimental analysis of Mirtič and Reynolds (2016) and the numerical 
analysis of Loreti et al. (2017) for impact tests, the produced fragments were analysed by 
dividing the equivalent diameter into 15 size classes, between 74.3 𝜇𝑚 and 8000 𝜇𝑚. Figure 
5.6 shows the mass fraction and the cumulative mass fraction of the fragments produced by 
abrasion for the surface energy of 𝛾 = 0.1, 0.5 𝑎𝑛𝑑 1 𝐽 𝑚2⁄ . For each surface energy, the 
mass fraction was showed for 7 different abrasion velocities considered, ranging 𝑣 =
0.1 𝑚 𝑠⁄  and 𝑣 = 11 𝑚 𝑠⁄ . It is interesting to note that the bi-modal distribution of the 
fragments, as described in previous work (Loreti et al., 2017; Mirtič and Reynolds, 2016), 
was also obtained in this current study on the abrasion, with the small mode centred at the 4
th
 
size class, corresponding to fines, and the large mode between the 8
th
 and 10
th
 size classes, 
representing the coarse granules. For all surface energyies considered, the maximum peak of 
the small mode with a value of mass fraction around 0.65 was obtained with an abrasion 
velocity 𝑣 = 11 𝑚 𝑠⁄ ,. The maximum peak of the large mode was obtained at low velocities 
of abrasion with the mass fraction value ranging from 0.3, for 𝛾 = 0.1 𝐽 𝑚2⁄ , to 0.9, for 
𝛾 = 1 𝐽 𝑚2⁄ . For each surface energy, increasing the abrasion velocity leads to a decrease in 
the peak of the large mode, i.e. less large fragments are produced by the abrasion, while the 
peak of the small mode increased, with a correspondent increase in the production of fines.  
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(a) 𝛾 = 0.1  𝐽 𝑚2⁄ . 
 
(b) 𝛾 = 0.1  𝐽 𝑚2⁄ . 
 
(c) 𝛾 = 0.5  𝐽 𝑚2⁄ . 
 
(d) 𝛾 = 0.5  𝐽 𝑚2⁄ . 
 
(e) 𝛾 = 1.0  𝐽 𝑚2⁄ . 
 
(f) 𝛾 = 1.0  𝐽 𝑚2⁄ . 
Figure 5.6 Mass fraction and cumulative mass fraction distributions for various surface 
energies. 
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5.3.3 Parameter estimation  
 
In the experimental analysis, Reynolds (2010) attempted to find a correlation between the 
initial powder size distribution and the size distribution of fines after the milling process. He 
proposed that the fines resulting in milling were similar to the initial powder employed to 
create the granules. This hypothesis can be verified by fitting a lognormal distribution to both 
the initial material size distribution and the fines size distribution resulting at the end of the 
milling. The lognormal distribution is usually written as follows (Mood et al., 1974): 
 
 𝑦(𝑥 | 𝜎, 𝜇) =
𝜁3
𝑥√2𝜋 𝜎
𝑒
−(
ln𝑥−𝜇
√2 𝜎
)
2
 (76) 
 
where 𝑥 is the particle size, 𝜇 the mean particle size, 𝜎 the deviation standard and 𝜁 a scale 
parameter. Since every lognormal distribution can be described by the geometric mean 
𝜇𝐺 = exp (𝜇) and the geometric standard deviation 𝜎𝐺 = exp (𝜎), Reynolds (2010) compared 
the values of the geometric means of both initial and final size distributions, and obtained 
similar values for the respective geometric means, validating his hypothesis. Similarly, Loreti 
et al. (2017) investigated the Reynolds hypothesis for numerical impact tests, and found this 
hypothesis valid also for the impact tests simulated using DEM. In the current study, the 
lognormal distribution of Equation (76) was employed to fit the simulation data of abrasion to 
the initial size distribution of the particle system used and the final size distribution of fines 
produced. The initial size distribution was identical to that described in (Loreti et al., 2017), 
with a geometric mean equals to 201.5 𝜇𝑚, while the average geometric means evaluated 
with DEM, for each case of surface energy, are presented in Table 5.2. The values of 
geometric mean obtained with DEM for abrasion, 𝜇𝐺
𝐴, were compared to those obtained for 
impact simulations (Loreti et al., 2017), denoted with 𝜇𝐺
𝐼 . As showed in Table 5.2, except for 
the surface energy 𝛾 = 0.03 𝐽 𝑚2⁄ , the geometric mean of impact and abrasion tests are quite 
similar, but the values of geometric mean evaluated in DEM for abrasion simulations are 
generally much higher than the geometric mean of the initial powder, indicating the Reynolds 
hypothesis is not applicable for abrasion.  
 
The effect of the abrasion speed on the geometric mean was investigated and showed in 
Figure 5.7. In these graphics, the geometric standard deviation was plotted against the 
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geometric mean for various surface energies. The geometric mean of the initial powder size 
distribution was indicated with a red star, while the geometric means for fines were 
represented as circles. For each abrasion velocity, the size distribution of fines was derived 
and fitted using a lognormal distribution, from which the correspondent geometric mean was 
estimated. At low velocities of abrasion, the geometric means were between 250 𝜇𝑚 and 
350 𝜇𝑚,  but decreased to values close to 200 𝜇𝑚 at high velocities. Also the geometric 
standard deviation decreased from a maximum value of 𝜎𝐺 = 0.45 to a minimum of 𝜎𝐺 =
0.2, when the abrasion velocity increased, except for surface energies 𝛾 = 1 𝑎𝑛𝑑 1.5 𝐽 𝑚2⁄ . 
From Figure 5.7, it was found that at a certain critical velocity the geometric mean values 
were stabilising around values close to 200 𝜇𝑚, ,as shown in the circled red region. An 
average geometric mean was then determined by averaging only those values of the 
geometric mean at a velocity higher than the critical velocity.  Those critical velocities 𝑣𝑐 and 
the corresponding average geometric means 𝜇𝐶
𝐴, were listed in Table 5.2. It is clear that for 
lower surface energies within 𝛾 = 0.5 𝐽 𝑚2⁄ , the geometric mean of the produced segments 
is similar to that for initial powder. But at higher values of surface energy, the geometric 
mean increases as the surface energy increases. 
 
𝜸 (𝑱 𝒎𝟐⁄ ) 0.03 0.1 0.3 0.5 1.0 1.5 2.0 
𝝁𝑮
𝑰  (𝝁𝒎) 215.9 212.5 213.4 211.4 205.6 221.6 216.5 
𝝁𝑮
𝑨 (𝝁𝒎) 218.3 224.8 233.5 246.5 267.1 292.9 300.3 
𝒗𝒄 (𝒎 𝒔⁄ ) 0.6 0.9 1.0 1.5 1.2 3.0 3.5 
𝝁𝒄 
𝑨  (𝝁𝒎) 206.9 208.3 211.7 224.9 235.2 240.1 242.1 
 
Table 5.2 Average geometric mean 𝜇𝐺
𝐴 estimated in DEM, for seven values of surface energy. 
The average values of geometric mean for impact tests 𝜇𝐺
𝐼  were derived in Loreti et al. 
(2017).  
5.3.4 Parameter estimation of p and z. 
 
The number of large fragments p and the fraction of fines z were calculated for each abrasion 
velocity and surface energy value. The number of large fragments 𝑝 was plotted against the 
abrasion velocity 𝑣 in Figure 5.8, while the fraction of fines 𝑧 as a function of the abrasion 
velocity was illustrated in Figure 5.9, for various surface energies considered. As illustrated 
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in Figure 5.8, the number 𝑝 followed a truncated distribution. During the abrasion test, 
regardless of the surface energy employed, at the low abrasion velocities, there will be always 
at least two daughter fragments, since the upper part of the abrasion box is removing a layer 
of particles, resulting in two or more large fragments, depending of the surface energy. The 
maximum of the number 𝑝 is reached for the surface energy 𝛾 = 0.03 𝐽 𝑚2⁄  at an abrasive 
velocity of 𝑣 = 0.2 𝑚 𝑠⁄ . As general trend, the number 𝑝 gently grows with the velocity, or 
is almost constant, for low abrasion velocities. At higher abrasion velocities, the upper part of 
the box damages dramatically the specimen and the number of large fragments decreases 
with the velocity. Therefore the number 𝑝 follows a truncated bell-shaped distribution which 
is narrow for small surface energies and becomes wider, with a larger standard deviation (or 
variance), as the surface energy increases. 
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(a) 𝛾 = 0.03  𝐽 𝑚2⁄  
 
(b) 𝛾 = 0.1  𝐽 𝑚2⁄  
 
(c)  𝛾 = 0.3  𝐽 𝑚2⁄  
 
(d) 𝛾 = 0.5  𝐽 𝑚2⁄  
 
(e) 𝛾 = 1.0  𝐽 𝑚2⁄  
 
(f) 𝛾 = 1.5  𝐽 𝑚2⁄  
Figure 5.7 Standard Deviation vs. Geometric mean for various surface energies. 
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Figure 5.8 Number p versus velocity for various surface energies. 
 
Figure 5.9 Fraction of fines versus velocity for various surface energies. 
 
The variation of the fraction of fines 𝑧 with the abrasion velocity shown in Figure 5.9 follows 
a sigmoidal curve for all surface energies considered. The surface energy value is related to 
the curve position along the x-axis (the axis of velocity). The curve representing the fraction 
of fines against the velocity shifts rightwards with the increase of surface energy. Since a 
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graphical description of the fragment production, as shown in Figure 5.8 and Figure 5.9, was 
not sufficient to define the parameters 𝑝 and 𝑧 for the fragment size distribution 𝑏(𝑢, 𝑣) used 
in the population balance modelling (see Eq.(74)) two functions were derived: one for the 
number of large fragments and one for the fraction of fines. These functions depend on both 
the surface energy and the abrasion velocity, i.e. 𝑝 = 𝑝(𝛾, 𝑣) and 𝑧 = 𝑧(𝛾, 𝑣) and they were 
obtained by a multiple non-linear regression. The number of large fragments p was modelled 
with a Gaussian distribution (Papoulis and Pillai, 2002): 
 
 𝑓(𝑥 | 𝜇, 𝜎2) =
1
√2𝜋𝜎2
𝑒−(𝑥−𝜇)
2 2𝜎2⁄   (77) 
 
where 𝑥 is the independent variable, 𝜇 is the distribution mean, 𝜎 is the standard deviation 
and the normalization constant √2𝜋𝜎2. The distribution used to describe the number 𝑝 
should be a distribution in form and not a statistical distribution, since the area under 
𝑓(𝑥 | 𝜇, 𝜎2) is not the unity. The fraction of fines z was modelled with a Gompertz function, 
usually employed to describe growth phenomena (Banks, 1994b): 
 
 𝑁(𝑡) = 𝑁∗𝑒𝑥𝑝 (−
𝑎0
𝑘
𝑒−𝑘𝑡) (78) 
 
where 𝑁 is the magnitude of a growing quantity, 𝑡 is the time, 𝑁∗ is the carrying capacity, 𝑎 
the growth coefficient, with initial condition 𝑎(𝑡 = 0) = 𝑎0 and 𝑘 is the decay coefficient of 
the growth coefficient.  
 
The Gaussian distribution employed to approximate the number of large fragments p in  
Figure 5.8 includes a vertical scale factor and can be written as: 
 
 𝑝(𝑣) = (
𝐶1
𝐵1√2𝜋
) 𝑒
−
(𝑣−𝐴1)
2
2𝐵1
2
 (79) 
 
where 𝑣 is the independent variable, representing the abrasive velocity, 𝐴1 is the mean, 𝐵1 the 
deviation standard of the distribution and 𝐶1 a vertical scale factor. These coefficients 𝐴1, 𝐵1 
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and 𝐶1 were estimated using a best coefficient fitting, and presented in Figure 5.10(a)-(c). It is 
found that they follow the power law, i.e. 
 
 {
𝐴1 = 𝑎1𝛾
𝑏1
𝐵1 = 𝑐1𝛾
𝑑1
𝐶1 = 𝑔1𝛾
𝑓1
 (80) 
 
Combining Eqs (80) and (79) leads to a Gaussian model with two independent variables, i.e. 
the abrasion velocity and the surface energy, with an 𝑅2 = 0.923: 
 
 𝑝(𝑣, 𝛾) = (
𝑔1
𝑐1
) (
𝛾𝑓1−𝑑1
√2𝜋
)𝑒
−
(𝑣−𝑎1𝛾
𝑏1)
2
2(𝑐1𝛾𝑑1)
2
 (81) 
 
The coefficients are: 
 
 
{
 
 
 
 
𝑎1 = 3.432
𝑏1 = 0.798
𝑐1 = 3.326
𝑑1 =  0.698
𝑔1 =  118.5
𝑓1 = 0.619
 (82) 
 
The Gompertz model used to approximate the fraction of fines data in Figure 5.9 contains the 
abrasion velocity as an independent variable: 
 
 𝑧(𝑣) = 𝐴2𝑒
−𝐵2𝑒
−𝐶2𝑣
 (83) 
 
The coefficients 𝐴2, 𝐵2 and 𝐶2 were evaluated with a best coefficient fitting, as for the 
previous model. As showed in Figure 5.10(d)-(f), those coefficients are a function of the 
surface energy as follows:  
 
 {
𝐴2 = 𝑐𝑜𝑛𝑠𝑡.
𝐵2 = 𝑏2𝛾
𝑐2 + 𝑓2
𝐶2 = 𝑑2𝛾
𝑔2
 (84) 
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Combining Equations (83) and (84) results in a Gompertz model for two independent 
variables, i.e. the abrasion velocity and the surface energy, with 𝑅2 = 0.995: 
 
 𝑧(𝑣𝑖 , 𝛾) = 𝐴2𝑒
−(𝑏2𝛾
𝑐2+ 𝑓2)𝑒
−𝑑2𝑣𝑖 𝛾
𝑔2
 (85) 
 
The parameters were estimated as follows: 
 
 
{
 
 
 
 
𝐴2 = 0.953
𝑏2 = 380.4
𝑐2 = 0.001
𝑑2 = 0.411
𝑔2 = −0.625
𝑓2 = −376.7
 (86) 
 
Equations (81) and (85) were represented graphically as smooth grey surfaces in Figure 5.11 
and Figure 5.12, respectively. The simulations results were also superimposed as coloured 
markers in different shapes, to show graphically the differences between simulations data and 
their mathematical approximation with the functions 𝑝 = 𝑝(𝛾, 𝑣) and 𝑧 = 𝑧(𝛾, 𝑣). Equations 
(81) and (85) can be used directly in the fragment distribution function 𝑏(𝑢, 𝑣), i.e. Equations 
(74) and (75), to solve the PBM equations.  
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
(f) 
Figure 5.10 Gaussian and Gompertz coefficients as function of surface energy. 
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Figure 5.11 Parameter estimation of the number of large fragments, using the Gaussian 
model. 
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Figure 5.12 Parameter estimation of the fraction of fines, using the Gompertz model. 
5.3.5 Comparison between abrasion and impact 
 
Although abrasion and impact are two mechanisms in milling, the virtual agglomerates and 
the models used to describe 𝑝 = 𝑝(𝛾, 𝑣) and 𝑧 = 𝑧(𝛾, 𝑣) in the current study and in Loreti et 
al. (2017) were similar. Therefore it is worth comparing them to understand differences and 
similarities. The comparison is possible since the two systems have the same initial kinetic 
energy 𝐸𝑘 =
𝑀𝑣2
2
, where 𝑀 = ∑𝑚𝑝 is the mass of the whole agglomerate as sum of the mass 
of all the particles 𝑚𝑝, and 𝑣 is the relative initial velocity between the agglomerate and the 
wall (impact wall for the impact test or shearing walls for the shearing test). For the shearing, 
𝑣 is the initial translational velocity of the upper walls (upper half box) moving against the 
agglomerate, but this is can be thought as the initial translational velocity of the agglomerate 
moving against the upper walls. Regarding the number of large fragments, the Gaussian 
models for abrasion and impact, were graphically presented in Figure 5.13. The red surface 
indicated the Gaussian model for abrasion, shortly named as Gaussian abrasion, while the 
grey surface represented the Gaussian model for impact, abbreviated with Gaussian impact. 
As showed in Figure 5.13(a), between 𝛾 = 0.5 𝐽 𝑚2⁄  and 𝛾 = 2 𝐽 𝑚2⁄ , the variance of the 
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Gaussian model for the impact is smaller than the variance of the Gaussian model for 
abrasion. This means that the Gaussian model for the impact is a higher and narrower 
distribution than the Gaussian model for the abrasion. In other words, the impact process 
results in a higher number of large fragments than the abrasion and the large fragments are 
produced in a narrow range of kinetic energies, up to about 𝐸𝑘 = 0.21 𝑚𝐽 (velocities up to 
about 𝑣 = 10 𝑚 𝑠⁄ ) for the highest surface energy 𝛾 = 2 𝐽 𝑚2⁄ . The large fragments in 
abrasion were produced up to around 𝐸𝑘 = 0.85 𝑚𝐽 (corresponding to 𝑣 = 20 𝑚 𝑠⁄ ) for the 
highest surface energy. Figure 5.13(b) shows the maxima values of the Gaussian models on 
the kinetic energy – surface energy plane. The maximum number of large fragments shifts 
towards high kinetic energies (high velocities), when increasing the surface energy from 
𝛾 = 0 𝐽 𝑚2⁄  to 𝛾 = 2 𝐽 𝑚2⁄ . In the interval 𝛾 = 0 𝐽 𝑚2⁄  to 𝛾 = 0.5 𝐽 𝑚2⁄ , the maximum 
number of large fragments produced in abrasion and in impact are almost identical, where the 
blue and green curves overlap. By increasing the surface energy from 𝛾 = 0.5 𝐽 𝑚2⁄  to 
𝛾 = 2 𝐽 𝑚2⁄ , the maximum number of 𝑝 in abrasion moves towards higher kinetic energies 
(higher velocities) than in the impact. It means that the maximum production of large 
fragments in abrasion occurs at higher velocities than that for the impact.  
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Figure 5.13 Comparison between the Gaussian model for Abrasion and Impact. 
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The fraction of fines was compared between the abrasion presented in this study and the 
impact study reported in Loreti et al. (2017). Figure 5.14 illustrates the differences between 
the Gompertz model for the abrasion, abbreviated as Gompertz abrasion and indicated by a 
grey surface, and the Gompertz model for impact, shortly called Gompertz impact and 
depicted as a red surface. Regardless of the surface energy, the fraction of fines resulting in 
the abrasion grows gradually with the increase of kinetic energy (velocity), while the fraction 
of fines produced during the impact increases dramatically. In both Gompertz models, the 
fraction of fines eventually reaches an asymptotic state. The two surfaces intersect in a region 
indicated by a yellow line in Figure 5.14, i.e. where the distance between the fraction of fines 
produced in abrasion and the fraction of fines produced in impact is the minimum, 
𝑚𝑖𝑛(𝑧𝑖𝑚𝑝𝑎𝑐𝑡 − 𝑧𝑎𝑏𝑟𝑎𝑠𝑖𝑜𝑛). The intersection line lies in the range around Ek = 0.002 mJ 
(corresponding to 𝑣 = 1 𝑚 𝑠⁄ ) to Ek = 0.05 mJ (corresponding to 𝑣 = 4 𝑚 𝑠⁄ ) and it 
decreases gradually from 𝑧 = 0.4 to 𝑧 = 0.2, when the surface energy is creased  from 
𝛾 = 0 𝐽 𝑚2⁄  to 𝛾 = 2 𝐽 𝑚2⁄ . The intersection line indicates that the fraction of fines resulting 
in abrasion is equal to the fraction of fines resulting in impact. At low kinetic energies (low 
velocities), before the intersection line is reached, the fraction of fines produced by abrasion 
is higher than in the impact, the abrasion is the dominant mechanism. Increasing the kinetic 
energy (increasing the velocity), beyond the intersection line, the scenario is the opposite, i.e. 
more fines are produced by impact than by abrasion, and hence the impact becomes the 
dominant process. The maximum difference between the fraction of fines resulting in impact 
and in abrasion, 𝑚𝑎𝑥(𝑧𝑖𝑚𝑝𝑎𝑐𝑡 − 𝑧𝑎𝑏𝑟𝑎𝑠𝑖𝑜𝑛) is indicated with a blue surface in Figure 5.14. 
This surface lies in the impact dominated region between Ek = 0.002 mJ (corresponding to 
𝑣 = 1 𝑚 𝑠⁄ ) and around Ek = 0.1 mJ (corresponding to 𝑣 = 6.8 𝑚 𝑠⁄ ). 
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Figure 5.14 Comparison between the Gompertz model for Abrasion and Impact. 
5.3.6 PBM solved with the DEM parameters 
 
PBM were solved by combining Equations (81) and (85), i.e. the Gaussian and the Gompertz 
models for abrasion with Equations (74) and (75). Results from DEM-PBM simulations are 
presented in Figure 5.15. The DEM-PBM results are slightly dependent on the impeller 
speed, less dependent than the DEM-PBM simulations of the impact tests in Loreti et al. 
(2017). Since the observed experimental results (not shown here) indicated a neglecting 
dependency on the impeller tip speed, this implies that the primary breakage mechanism in 
oscillating mills at low impeller speeds is likely dominated by the shear or abrasion.  
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Figure 5.15 Comparison between the granule size fraction of fines estimated with DEM-PBM 
with 𝛾 = 0.14 𝐽 𝑚2⁄  and the experimental milling data. 
 
5.4 Conclusions 
 
Numerical simulations of abrasion tests with three-dimensional auto-adhesive cuboidal 
agglomerates were reported. It was shown that the fragments resulting in abrasive tests 
followed a bi-modal distribution, similarly to the experimental and numerical impact tests 
(Loreti et al., 2017; Mirtič and Reynolds, 2016). Through the analysis of the fragments, six 
parameters of the breakage function 𝑏(𝑣, 𝑢) were derived, which can be used to develop a 
DEM-PBM framework. The six parameters were the fraction of fines per breakage event 𝑧,  
the number of large daughter fragments per breakage event 𝑝, the geometric mean and 
standard deviation for fines 𝜇𝐺1 and 𝜎𝐺1 and coarse modes 𝜇𝐺2 and 𝜎𝐺2. Based on the 
calculation of the geometric mean and standard deviation, the Reynolds hypothesis 
(Reynolds, 2010) i.e. the strong correlation between the initial powder size distribution and 
the milled size distribution of fines, was investigated for abrasion dominated milling. 
Contrary to the impact tests (Loreti et al., 2017; Mirtič and Reynolds, 2016), the Reynolds 
hypothesis was showed not valid for abrasion. The parameters 𝑝 and 𝑧 were described as 
functions of the abrasion velocity and the surface energy, and modelled using the Gaussian 
and the Gompertz distributions, respectively. The models proposed for 𝑝 and 𝑧, for the 
abrasion in this study and for the impact in Loreti et al. (2017), were compared. It was 
showed that the maximum production of large fragments occurred in impact simulations, for 
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surface energy values greater than 𝛾 = 0.5 𝐽 𝑚2⁄ . Regarding the fraction of fines, 
independently of the surface energy, two regions were identified: at low velocities the 
abrasion is the dominant mechanisms, while for higher velocities the impact was the 
dominant process. This finding confirmed the hypothesis of Yu et al. (2012b), i.e. the main 
grinding mechanism in oscillating mills depends on the impeller speed. Lastly, the DEM-
PBM simulations were compared to the experimental milling data, showing a good 
agreement.  
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CHAPTER 6: Conclusions and Future Work 
6.1 Conclusions 
In this study, the breakage behaviour and strength of autoadhesive cuboidal agglomerates, 
representing pharmaceutical ribbons, was investigated, employing two numerical techniques, 
Discrete Element Method (DEM) and Population Balance Modelling (PBM). Three-
dimensional parallelepiped agglomerates, composed of autoadhesive spherical primary 
particles, were produced numerically with DEM, and used to perform (virtual) single particle 
tests, i.e. bending, impact and abrasion tests. In the three-point bending test, the effects of 
interfacial energy (Van der Waals forces) and porosity on the bending strength were 
examined. In impact and abrasion tests, the effects of interfacial energy and the impact and 
abrasion velocities on the failure behaviour were explored. Subsequently, the results from 
DEM were employed as input for PBM, in developing a multiscale DEM-PBM modelling 
framework of ribbon milling. For each numerical test, the numerical results were compared 
with experimental data. The main findings are here summarised: 
In the three-point bending test performed with DEM, the tensile strength of the ribbon was 
found to be a linear function of the interfacial energy and an exponential function of the 
porosity. An equation to estimate the tensile strength, similar to the Ryshkewitch-Duckworth 
(RD) formula, was derived, but including both the porosity and the interfacial energy (the RD 
equation considers only the porosity). Therefore the equation proposed in this study clarifies 
the role of the interfacial energy in the RD equation, which was addressed as an unsolved 
problem by Etzler and Pisano (2015). The numerical data were found to be largely in 
agreement with the data in the literature and the derived equation could be used to estimate 
the interfacial energy of several materials. Nevertheless, this technique overestimates the 
value of the interfacial energy, suggesting that the van der Waals forces are not the only 
mechanism responsible for the ribbon tensile strength. Alternatively, the DEM contact model 
could be inadequate. 
In impact-dominated ribbon milling, the uncertainty on the parameter estimation performed 
by Reynolds (2010) i.e. the number of fragments and the fraction of fines per breakage event, 
motivated the investigation of a more precise estimation, which was performed in DEM. The 
agglomerate damage was therefore quantified and expressed as the number of large fragments 
and the fraction of fines, per breakage event, according to the experimental approach of 
.Mirtič and Reynolds (2016) and Reynolds (2010). It should be noted that, although 
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numerous approaches have been used to describe the agglomerate damage, such as the 
damage ratio and the Weber number (Kafui and Thornton 1993; Kafui and Thornton, 2000; 
Moreno-Atanasio and Ghadiri, 2006; Moreno et al., 2003; Thornton et al., 1999; Thornton et 
al., 1996), the mass-based extent of breakage (Boerefijn et al., 1998; Ning et al., 1997), the 
volume-based fragment size distribution (Cheong et al., 2004; Cheong et al., 2003), the 
number of unbroken particles (probability of failure) (Salman et al., 2003; Salman et al., 
1995), the fractional loss per impact (Ghadiri and Zhang, 2002), no approaches for 
estimating the parameters p and z for both impact and abrasion/shearing were reported in the 
literature. Two mathematical models, the Weibull and the Gaussian models, were derived to 
describe the dependency of the number of large fragments on the interfacial energy and the 
impact velocity. Two other models, the Logistic and the Gompertz models, were derived to 
relate the fraction of fines to the interfacial energy and the impact velocity. These models, 
which satisfactorily fitted the simulation data, were then integrated into PBM, in order to 
predict the granule size distribution. It was shown that the combined DEM-PBM framework 
could reasonably well predict the experimental granule size distribution in impact-dominated 
ribbon milling, although other mechanisms should be considered (such as abrasion). 
Similarly to the approach used for impact-dominated ribbon milling, abrasion tests were 
performed in DEM and the ribbon damage was quantified with the number of large particle, 
p, and the fraction of fines, z. The Gaussian and Gompertz models were employed to describe 
p and z as functions of the interfacial energy and the abrasion velocity. Then they were used 
as input for the PBM, coupling the two numerical techniques in a multiscale DEM-PBM 
framework. Good agreement was observed with the experimental data. The resulting models 
for abrasion (Gaussian and Gompertz models) were then compared to the corresponding ones 
for impact derived by Loreti et al. (2017). It was found that that the maximum production of 
large fragments occurred in impact simulations. Also, for the fraction of fines, at low 
velocities abrasion was found to be dominant, while at high velocities impact was observed to 
be the dominant breakage mechanism.   
6.2 Future Work 
The study presented in the previous chapters has limitations, which could be overcome in 
future works. A list of possible improvements follows: 
1. In order to perform the numerical tests in reasonable times, the ribbons dimensions 
were modelled smaller than the real ones (but proportional and with the same primary 
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particle sizes), reducing the quantity of particles and therefore the computational 
efforts. DEM simulations with larger ribbons (closer to the real ones), and therefore 
with higher number of primary particles, could be performed to investigate the scaling 
effects on the resulting fragments and the overall performance of the DEM-PBM 
framework. 
2. The impact between two or more agglomerates could be considered in further DEM 
simulations, as in real milling. 
3. In DEM, a study could be carried out into how more complex milling geometries and 
configurations affect the comminution of ribbons. 
4. Conservation of angular momentum could be implemented in DEM, as described in 
Appendix B, and conclusions could then be drawn on when it is important for this to 
be included. 
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CHAPTER 7: Appendix A 
The following fortran90 program was implemented to detect the connected network 
components (ribbon fragments). This program, called networkComponents, is a variant of the 
Daniel Larremore’s algorithm (larremor@hsph.harvard.edu, http://danlarremore.com), which 
belongs to the class of the breadth-first search algorithm proposed by (Moore, 1959) and Lee 
(1961). 
 
 
program networkComponents 
 
! ::::: Input Example ::::: 
! 
! nParticles: 
! 17 
!   
! nContacts: 
! 6 
!   
! Input Contact Array: 
! 1 1 1 12 15 16 
! 2 3 4 8 9 13 
! 1 1 1 1 1 1 
 
 
! ::::: Correspondent Output ::::: 
! 
! Number of components: 
! 11 
! 
! Fragments components: 
!  1  2  3  4 
!  5 
!  6 
!  7 
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!  8 12 
!  9 15 
! 10 
! 11 
! 13 16 
! 14 
! 17 
 
 
! ::::: Matlab correspondent matrix :::::  
!i = [ 1 1 1 12 15 16 17]; 
!j = [ 2 3 4 8 9 13 17]; 
!w = [ 1 1 1 1 1 1 0]; 
!S = sparse(i,j,w); 
!A = full(S); 
 
 
integer :: i, j, k, q, ptr, N, count1, nComponents, nContacts, biggest_component ! length_member ! 
NOT USED --> count2 
integer,dimension(:),allocatable :: nbrs(:), isDiscovered(:), newNbrs(:) 
integer,dimension(:,:),allocatable :: spare, adj 
!integer ::   adj(17,17), spare(6,3)  
  
  
 
 integer,dimension(:,:),allocatable :: sizes 
  
  
type myarray 
  integer,allocatable :: lev(:) 
  integer,allocatable :: tmp_lev(:) 
endtype myarray 
 
type(myarray),dimension(:),allocatable :: members 
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WRITE(*,*) 'nParticles:' 
READ(*,*)  N 
allocate(adj(N,N)) 
WRITE(*,*) ' '  
 
 
WRITE(*,*) 'nContacts:' 
READ(*,*)  nContacts 
allocate(spare(nContacts,3)) 
WRITE(*,*) ' '  
WRITE(*,*) 'Input Contact Array:'   
READ(*,*)  (spare(i,1), i = 1, nContacts) 
READ(*,*)  (spare(i,2), i = 1, nContacts) 
READ(*,*)  (spare(i,3), i = 1, nContacts)   
 
! Example 1: 
!spare(:,1) = (/ 1, 1, 1, 12, 15, 16/) 
!spare(:,2) = (/ 2, 3, 4, 8, 9, 13/) 
!spare(:,3) = (/ 1, 1, 1, 1, 1, 1/) 
 
! Example 2: 
!spare(:,1) = (/ 1, 1, 1, 2, 2, 3, 5, 5, 5, 6, 6, 7, 7/) 
!spare(:,2) = (/ 2, 3, 4, 3, 4, 4, 6, 7, 8, 7, 8, 8, 8/) 
!spare(:,3) = (/ 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1/) 
 
write (*, '( /,1x,a)' )    'sparse matrix' 
do k = 1, size(spare,1) 
write (*, 1) spare(k, 1:3) 
1 format(3i3) 
enddo 
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write (*, '( /,1x,a)' )    ' ' 
write (*, '( /,1x,a)' )    'full matrix' 
adj = 0 
do k = 1, size(spare,1) 
    if (spare(k, 3) == 1) then 
 i = spare (k, 1) 
 j = spare (k, 2) 
 adj (i, j) = 1 
 adj (j, i) = 1 
 endif 
enddo 
 
 
do k = 1, N 
adj(k, k) = 0; 
enddo 
 
adj = adj + transpose(adj) 
write (*, 3) adj 
3 format(9i3) 
 
write (*, '( /,1x,a)' )    ' ' 
write (*, '( /,1x,a)' )    'isDiscovered' 
allocate(isDiscovered(N)) 
isDiscovered = 0 
write (*, 4) isDiscovered 
4 format(9i3) 
 
 
write (*, '( /,1x,a)' )    ' ' 
write (*, '( /,1x,a)' )    'nbrs' 
nbrs = pack([(ix,ix=1,size(adj(1,:)))],adj(1,:)==2) 
write (*, 5) nbrs 
5 format(9i3) 
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allocate(members(N)) 
 
 
! NOT USED --> count2 = 1 
nComponents = 0 
 
do q=1,N 
     if ((isDiscovered(q)) == 0) then 
 
        write (*, '( /,1x,a)' )    '||||||||||||||||| if ((isDiscovered(q)) == 0) ' 
        write (*, '( /,1x,a)' )    'nComponents'         
        nComponents = nComponents + 1 
        write(*,*) nComponents 
         
        allocate (members(nComponents)%lev(1)) 
        members(nComponents)%lev(1)=q 
     write (*, '( /,1x,a)' )    'Initial length_members'  
     length_members = size(members(nComponents)%lev) 
  write(*,6) length_members 
  6 format(9i3) 
   
   
         
        write (*, '( /,1x,a)' )    'isDiscovered' 
        isDiscovered(q) = 1 
  write (*, 7) isDiscovered 
  7 format(9i3) 
        !% set the ptr to 1 
        ptr = 1; 
        write (*, '( /,1x,a)' )    'ptr' 
        write(*,*) ptr 
        write (*, '( /,1x,a)' )    '||||||||||||||||| if ((isDiscovered(q)) == 0) ' 
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        do while (ptr <= length_members) 
            write (*, '( /,1x,a)' )    '--------------------------------' 
   write (*, '( /,1x,a)' )    'do while length_members' 
            write(*,*) length_members 
            !write (*, '( /,1x,a)' )    ' -------------  members(nComponents)%lev(ptr)'  
   !which_element = members(nComponents)%lev(ptr) 
   !write(*,30) which_element 
   !30 format(9i3) 
             
     
            !% find neighbors 
            ! OLD - NOT TO USE! --> nbrs = pack([(ix,ix=1,size(adj(count2,:)))],adj(count2,:)==2) 
            nbrs = 
pack([(ix,ix=1,size(adj(members(nComponents)%lev(ptr),:)))],adj(members(nComponents)%lev(ptr),:
)==2)            
            write (*, '( /,1x,a)' )    'nbrs' 
            write (*, 8) nbrs 
   8 format(9i3) 
    
    !% here are the neighbors that are undiscovered 
    write (*, '( /,1x,a)' )    'size(nbrs)' 
    write (*, *) size(nbrs)  
 
    count1 = 0 
    do i = 1, size(nbrs) 
         if ((isDiscovered(nbrs(i))) == 0) then 
          count1 = count1 + 1 
         endif 
    enddo 
    write (*, '( /,1x,a)' )    'count1' 
    write (*, *) count1 
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    allocate(newNbrs(count1)) 
 
    j = 1 
    do i = 1, size(nbrs) 
         if ((isDiscovered(nbrs(i))) == 0) then 
          write (*, '( /,1x,a)' )    'i, isDiscovered(nbrs(i))' 
          write (*, 9) i, isDiscovered(nbrs(i)) 
      9 format(9i3) 
          newNbrs(j) = nbrs(i) 
          j = j + 1 
         endif 
    enddo 
     
       write (*, '( /,1x,a)' )    'newNbrs' 
       write (*, 10) newNbrs 
       10 format(9i3) 
        
    isDiscovered(newNbrs) = 1 
    write (*, '( /,1x,a)' )    'isDiscovered' 
    write (*, 11) isDiscovered 
    11 format(9i3) 
     
    if (size(newNbrs) /=  0 ) then 
       
      allocate 
(members(nComponents)%tmp_lev(SIZE(members(nComponents)%lev) + size(newNbrs))) 
     
 members(nComponents)%tmp_lev(1:SIZE(members(nComponents)%lev(:))) = 
members(nComponents)%lev(:) 
      deallocate(members(nComponents)%lev) 
     
 allocate(members(nComponents)%lev(size(members(nComponents)%tmp_lev(:)))) 
      members(nComponents)%lev(:) = 
members(nComponents)%tmp_lev(:) 
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      deallocate(members(nComponents)%tmp_lev) 
      write (*, '( /,1x,a)' )    'nComponents' 
      write (*,*)  nComponents 
      WRITE(*,12) members(nComponents)%lev(:) 
      12 format(9i3) 
       
       
      j = 1 
      do i = (length_members + 1), (length_members + 
size(newNbrs)) 
         
members(nComponents)%lev(i)=newNbrs(j) 
         j = j + 1 
         enddo 
      write (*, '( /,1x,a)' )    'members' 
      write(*,13)members(nComponents)%lev(:) 
      13 format(9i3) 
          
    else  
      write (*, '( /,1x,a)' )    'members = [empty]' 
    endif 
 
 
    deallocate(newNbrs) 
    write (*, '( /,1x,a)' )    'end do while length_members'  
                length_members = size(members(nComponents)%lev(:)) 
                write(*,14) length_members 
    14 format(9i3) 
 
 
    write (*, '( /,1x,a)' )    'Fragments components:' 
    do i = 1, nComponents 
     write(*,15)members(i)%lev(:) 
     15 format(9i3) 
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    enddo 
 
    !% increment ptr so we check the next member of this component 
    ptr = ptr + 1; 
    ! NOT USED --> count2 = count2 + 1 
    write (*, '( /,1x,a)' )    'ptr' 
    write(*,*) ptr 
        enddo 
    endif 
enddo 
 
 
write (*, '( /,1x,a)' )    "Number of components:" 
    write(*,16) nComponents 
 16 format(9i3) 
 
write (*, '( /,1x,a)' )    "Fragments components:" 
do i = 1, nComponents 
 write(*,17)members(i)%lev(:) 
 17 format(1500i3) 
enddo 
 
 
! open(unit=1,file='members.dat',status='replace') 
! do i = 1, nComponents 
! write(1,17)members(i)%lev(:) 
! 17 format(9i3) 
! enddo 
! close(1) 
 
 
 
 
 !write (*, '( /,1x,a)' )    "Sizes:" 
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 ! ! compute sizes of components 
  allocate(sizes(nComponents,2)) 
  do i = 1, nComponents 
   sizes(i,1) = i 
   sizes(i,2) = size(members(i)%lev(:))  
 !  write(*,18) sizes(i,:) 
 ! 18 format(10i8) 
  enddo 
 !  
 !write (*, '( /,1x,a)' )    "Biggest Component:" 
 ! biggest_component = maxval(sizes(:,2)) 
 !write(*,*) biggest_component 
 
 
 CALL  Sort(sizes, nComponents) 
 !WRITE(*,*) 
 !WRITE(*,*) "Sorted Array:" 
 !DO i = 1, nComponents 
 ! WRITE(*,19) sizes(i,:) 
 ! 19 format(10i8) 
 !enddo 
 
 
 write (*, '( /,1x,a)' )    "Sorted Fragments components (Sorted Sizes):" 
 do i = 1, nComponents 
  write(*,20) members(sizes(i,1))%lev(:) 
 20 format(1500i3) 
 enddo 
 
 
 write (*, '( /,1x,a)' )    "Biggest Fragment:" 
  write(*,21) members(sizes(1,1))%lev(:) 
 21 format(1500i3) 
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deallocate(sizes) 
deallocate(members) 
 
 
 
 
CONTAINS 
 
! INTEGER FUNCTION  FindMinimum(): This function returns the location of the minimum in the 
section 
! between Start and End. 
INTEGER FUNCTION  FindMinimum(x, Start, End) 
 IMPLICIT  NONE 
 INTEGER, INTENT(IN)       :: x(End,2) 
 INTEGER, INTENT(IN)                :: Start, End 
 INTEGER                            :: Minimum 
 INTEGER                            :: Location 
 INTEGER                            :: i 
 
 Minimum  = x(Start,2)  ! assume the first is the min 
 Location = Start   ! record its position 
 DO i = Start+1, End  ! start with next elements 
  IF (x(i,2) > Minimum) THEN !   if x(i) less than the min? 
   Minimum  = x(i,2)  !      Yes, a new minimum found 
   Location = i                !      record its position 
  END IF 
 END DO 
 FindMinimum = Location         ! return the position 
END FUNCTION  FindMinimum 
 
 
! SUBROUTINE  Swap(): This subroutine swaps the values of its two formal arguments. 
SUBROUTINE  Swap(a, b) 
 IMPLICIT  NONE 
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 INTEGER, INTENT(INOUT) :: a(1,2), b(1,2) 
 INTEGER                :: Temp(1,2) 
 
 Temp = a 
 a    = b 
 b    = Temp 
END SUBROUTINE  Swap 
 
 
! SUBROUTINE  Sort(): This subroutine receives an array x() and sorts it into ascending order. 
SUBROUTINE  Sort(x, Size) 
 IMPLICIT  NONE 
 INTEGER, INTENT(IN)                   :: Size 
 INTEGER, INTENT(INOUT)     :: x(Size,2) 
 INTEGER                               :: i 
 INTEGER                               :: Location 
 
 !write(*,*) 'x' 
 !DO i = 1, Size 
 ! WRITE(*,1) x(i,:) 
 ! 1 format(10i3) 
 !enddo 
 DO i = 1, Size-1  ! except for the last 
  Location = FindMinimum(x, i, Size) ! find min from this to last 
  !CALL  Swap(x(i,2), x(Location,2)) ! swap this and the minimum 
  !CALL  Swap(x(i,1), x(Location,1)) ! swap this and the minimum 
  CALL  Swap(x(i,:), x(Location,:)) ! swap this and the minimum         
 END DO 
END SUBROUTINE  Sort 
end program networkComponents 
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CHAPTER 8: Appendix B 
This section reports a letter sent by Simone Loreti to Colin Thornton the 8
th
 July 2016, about 
the angular momentum conservation in the GRANULE software (DEM). During his studies, 
Loreti found that the angular momentum was not conserved during the interaction of the 
particles, in the GRANULE software. The angular momentum is important since it is 
"responsible" for the angular velocity in a system composed by two or more particles, stuck 
together by the surface energy. Loreti, therefore, proposed a solution which could be 
implemented in the code, in a future work. The proposed solution was related to a two-
dimensional case, where two disks collided and stuck together during the collision, thanks to 
the surface energy. The linear velocity of the centre of mass and the angular velocity of the 
system were derived. The solution is here presented: 
“First, a brief overview of the GRANULE code as described in K.K.Yin’s PhD Thesis (1992) 
(the same notation of K.K.Yin’s PhD Thesis (1992) will be used here). Let us consider the 
interaction of two circular particles, A and B (see Figure 8.1). 
 
Figure 8.1 Interaction of two disks. ?̇? and ?̇? are the linear and angular velocities of the single 
particles A and B. The global reference frame is indicated with the symbol . 
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The kinematic at the contact point is: 
 ?̇?𝐶𝑖 = (?̇?𝐵𝑖 − ?̇?𝐴𝑖) − (?̇?𝐴𝑅𝐴 − ?̇?𝐵𝑅𝐵)𝑡𝑖 (87) 
 
 ?̇? = ?̇?𝐶𝑖𝑛𝑖 (88) 
 
 ?̇? = ?̇?𝐶𝑖𝑠𝑖 (89) 
 
Rewriting eqs.(87), (88) and (89) we get: 
 ?̇? = (?̇?𝐵𝑖 − ?̇?𝐴𝑖)𝑛𝑖 (90) 
 
 ?̇? = (?̇?𝐵𝑖 − ?̇?𝐴𝑖)𝑡𝑖 − (?̇?𝐴𝑅𝐴 − ?̇?𝐵𝑅𝐵)𝑡𝑖 (91) 
 
The vectors ?̇? and ?̇? are illustrated in Figure 8.2. 
 
Figure 8.2 Vectors ?̇? and ?̇?. 
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Then, the displacement increments and the force increments can be calculated: 
 ∆𝑛 = [(?̇?𝐵𝑖 − ?̇?𝐴𝑖)𝑛𝑖]∆𝑡 (92) 
 
 ∆𝑛 = [(?̇?𝐵𝑖 − ?̇?𝐴𝑖)𝑡𝑖 − (?̇?𝐴𝑅𝐴 − ?̇?𝐵𝑅𝐵)𝑡𝑖]∆𝑡 (93) 
 
 ∆𝐹𝑛 = 𝐾𝑛∆𝑛 (94) 
 
 ∆𝐹𝑠 = 𝐾𝑠∆𝑠 (95) 
 
And the force updated: 
 𝐹𝑛 = 𝐹𝑛 + ∆𝐹𝑛 (96) 
 
 𝐹𝑠 = 𝐹𝑠 + ∆𝐹𝑠 (97) 
 
Eq. (96) lies in subroutine NHERTZ, while eq. (97) is in subroutine TMANDD. The normal 
and tangential forces at the contact are depicted in Figure 8.3. 
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Figure 8.3 Normal and tangential forces at the contact. 
The above calculation is for one contact, but the code performs the calculation for all the 
contacts, for every sphere. From the Yin’s Thesis (1992): “When the program has updated all  
the contact forces in an assembly of particles and new out-of-balance forces and moments 
have been obtained for each particle, the program moves to subroutine MOTION to update 
the particle positions and velocities.” The calculation cycle in DEM is illustrated in Figure 
8.4. 
 
Figure 8.4 The main calculation in DEM. 
The calculations in the Yin’s Thesis (1992) do not consider the conservation of angular 
momentum when two or more particles interact. Using the same notations as in Yin’s Thesis 
(1992), I calculated a two-dimensional completely inelastic collision (due to surface energy) 
between two disks, but it could be extended to three-dimensional case, with spheres. Let me 
consider a simple case where ?̇?𝐵 = ?̇?𝐴 = ?̇?𝐵 and the global frame attached to the disk B, as in 
shown in Figure 8.5: 
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Figure 8.5 Inelastic collision of two disks. 
 
The centre of mass for a system of two particles is: 
 𝑥𝐶𝑀 =
𝑚𝐴𝑥𝐴 + 𝑚𝐵𝑥𝐴
𝑚𝐴 + 𝑚𝐵
 (98) 
 
If the global reference frame  has the origin in O as in Figure 8.5, then 𝑥𝐵 = 0 and:  
 𝑥𝐶𝑀 =
𝑚𝐴𝑥𝐴
𝑚𝐴 + 𝑚𝐴
=
𝑥𝐴
2
=
𝑅𝐴 + 𝑅𝐵
2
 (99) 
 
The components of the centre of mass are: 
 𝑥𝐶𝑀,1 = 𝑥𝐶𝑀 sin 𝛼 =
𝑅𝐴 + 𝑅𝐵
2
sin 𝛼 (100) 
 
 𝑥𝐶𝑀,2 = 𝑥𝐶𝑀 cos 𝛼 =
𝑅𝐴 + 𝑅𝐵
2
cos 𝛼 (101) 
 
where the angle 𝛼 is the impact angle. The conservation of linear momentum in inelastic 
collisions along the 1-axis and along the 2-axis is:  
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 𝑚𝐴?̇?𝐴,1 +𝑚𝐵?̇?𝐵,1 = (𝑚𝐴 +𝑚𝐵)?̇?𝐶𝑀,1 (102) 
 
 𝑚𝐴?̇?𝐴,2 +𝑚𝐵?̇?𝐵,2 = (𝑚𝐴 +𝑚𝐵)?̇?𝐶𝑀,2 (103) 
 
Since we consider the case with ?̇?𝐵,1 = ?̇?𝐴,2 = ?̇?𝐵,2 = 0, the velocity of the system centre of 
mass is:  
 ?̇?𝐶𝑀,1 =
𝑚𝐴?̇?𝐴,1
𝑚𝐴 + 𝑚𝐵
 (104) 
 
 ?̇?𝐶𝑀,2 = 0 (105) 
 
If 𝑚𝐴 = 𝑚𝐵: 
 ?̇?𝐶𝑀,1 =
?̇?𝐴,1
2
 (106) 
 
 ?̇?𝐶𝑀,2 = 0 (107) 
 
The conservation of the angular momentum 𝐿 in the centre of mass of the system is: 
 𝐿𝐶𝑀
𝐼𝑛𝑖𝑡𝑖𝑎𝑙 = 𝐿𝐶𝑀
𝐹𝑖𝑛𝑎𝑙 (108) 
 
If 𝑚𝐴 = 𝑚𝐵, we obtain: 
 𝐿𝐶𝑀
𝐼𝑛𝑖𝑡𝑖𝑎𝑙 = 𝑚𝐴𝑑?̇?𝐴 = 𝑚𝐴𝑥𝐶𝑀,2?̇?𝐴 = 𝑚𝐴
𝑅𝐴 + 𝑅𝐵
2
cos 𝛼 ?̇?𝐴 (109) 
 
 𝐿𝐶𝑀
𝐹𝑖𝑛𝑎𝑙 = (
3
2
𝑚𝐴𝑅𝐴
2 +
3
2
𝑚𝐴𝑅𝐴
2)𝜔 =
3
2
𝑚(𝑅𝐴
2 + 𝑅𝐴
2)𝜔 (110) 
 
The equivalence 𝑑 = 𝑥𝐶𝑀,2 in eq. (109) is explained in Figure 8.6. The term 
3
2
𝑚𝐴𝑅𝐴
2 in eq. 
(110) results from the inertial moment of a disk, described in Figure 8.7. 
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Figure 8.6 Explanation of 𝑑 = 𝑥𝐶𝑀,2. 
 
 
 
 
Figure 8.7 Inertia moment of a disk. 
 
Now, we can obtain the angular velocity of the system composed of two disks: 
 𝜔 =
𝑚
𝑅𝐴 + 𝑅𝐵
2 cos 𝛼 ?̇?𝐴
3
2𝑚
(𝑅𝐴
2 + 𝑅𝐴
2)
=
1
3
𝑅𝐴 + 𝑅𝐵 cos 𝛼 ?̇?𝐴
(𝑅𝐴
2 + 𝑅𝐴
2)
 (111) 
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If 𝑅𝐴 = 𝑅𝐵, the angular velocity of the system becomes: 
 𝜔 =
cos 𝛼 ?̇?𝐴
3𝑅
 (112) 
 
Summarising, the surface energy between two disks permits to stick them together when they 
collide. In inelastic collisions the linear and angular momenta are conserved unless external 
forces are applied, while the kinetic energy is not conserved. Once two particles stick 
together, due to surface energy, the centre of mass of the system after the collision keeps an 
uniform linear motion with velocity ?̇?𝐶𝑀. At the same time the disks rotate around the center 
of mass of the system with angular velocity 𝜔.” 
 
Here following, the Colin Thornton reply on July, 22
nd
 2016: 
“Dear Simone 
Generally you are correct to suggest that the conservation of momentum is not satisfied in our 
code. It is in the CFD part but not in the DEM part. DEM originally was applied to quasi-
static deformation for which the velocities are very small. Even when applied to more 
dynamic problems I would guess that there are very few codes that consider momentum. 
However, in your simulations of ribbon agglomerate impacts I do not think that it is 
important. I assume that, to prepare an agglomerate, you compress the particle system into a 
dense state and then introduce interface energy. As a simplified approximation the primary 
particles do not rotate, using the no-spin condition. Hence, regarding primary particles, 
momentum is not an issue. The agglomerate rotation is solely due to the reaction forces with 
other bodies. 
regards,  Colin” 
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