Formally exact series expressions are derived for the entropy (information content) of a time-series or signal by making systematic expansions for the higher order correlation functions using generalised Kirkwood and Markov superpositions. Termination of the series after two or three terms provides tractable and accurate approximations for calculating the en- 
Abstract
Formally exact series expressions are derived for the entropy (information content) of a time-series or signal by making systematic expansions for the higher order correlation functions using generalised Kirkwood and Markov superpositions. Termination of the series after two or three terms provides tractable and accurate approximations for calculating the entropy. Signals generated by a Gaussian random process are simulated using Lorentzian and Gaussian spectral densities, (exponential and Gaussian covariance functions), and the entropy is calculated as a function of the correlation length. The validity of the truncated Kirkwood expansion is restricted to weakly correlated signals, whereas the truncated Markov expansion is uniformly accurate; the leading two terms yield the entropy exactly in both the limits of weak and of strong correlations. The concept of entropy for a continuous signal is explored in detail, and it is shown that it depends upon the level of digitisation and the frequency of sampling. The limiting forms are analysed for a continuous signal with exponentially decaying covariance, for which explicit results can be obtained. Explicit results are also obtained for the binary discrete case that is isomorphic to the Ising spin lattice model. frequently occurring data strings by shorter code strings, ideally entails no loss of information, and hence the efficiency and limitation of the process may be gauged by measuring the latter. It was Shannon [1] who formulated the mathematical theory of communication and founded it upon a particular measure of information that is closely connected with the thermodynamic quantity entropy; both measure order and predictability. Shannon's formula already occurred in Gibbs' treatment of statistical mechanics, and even earlier the particular example given by Boltzmann had provided the microscopic basis for thermodynamics. The equivalence of information and entropy is epitomised in Jaynes' maximum entropy formulation of statistics and statistical mechanics [2] .
We formally consider a signal to be a sequence of N symbols that come in L types. For a continuous signal this is the result of sampling at N nodes and digitising into L levels. Hence there are L N possible distinct signals, and we suppose that the probability of each is ℘ i . That is, we imagine the signal to be drawn from an ensemble of similar signals with certain common characteristics, each signal in the ensemble being replicated according to the distribution ℘ i . Shannon defined the entropy of a signal as S = − i ℘ i ln ℘ i , and the entropy per node as s = S/N.
As in statistical mechanics, this formal definition is of limited practical use, since for large N the number of possible distinct signals is astronomical, and collecting statistics for each one rapidly becomes prohibitive. As an alternative, Shannon provided a prescriptive formula that uses the probabilities of the sub-sequences of symbols that appear in a given signal. That is, from a frequency histogram of the signal, one cal-
for each of the L n possible sub-sequences of n consecutive symbols. This is the probability that an arbitrarily chosen run of n symbols of the signal will be the ith sub-sequence. The signal has entropy per node s = − lim n→∞ n
Whether or not it is actually feasible to use this recipe to calculate the information content of a particular signal depends upon the degree to which the signal is correlated.
For almost random signals, in which successive symbols are almost uncorrelated, the formula rapidly converges. But for highly correlated signals, in which successive symbols are predetermined and can be accurately predicted, large cluster sizes are required before the entropy expression converges. In this case the number of possible clusters can actually exceed the length of the signal, and the statistics are insufficient to evaluate the entropy. The problem with estimating the entropy from the probability of the occurrence of sub-sequences is that it treats each sub-sequence as independent. It is not until the length of the sub-sequences exceeds the correlation length of the signal that this becomes a good approximation. As discussed above this limits its usefulness to weakly correlated signals, which unfortunately are those that have the least potential for compression. What is desirable is a way of calculating the information entropy that includes successively higher order correlations in a systematic fashion.
In this paper we explore formally exact expansions for the information entropy in terms of correlation functions. Similar expansions are well known in liquid state statistical mechanics, and here we show that they can be developed for information theory applications. We show that in some cases the expansions are rapidly converging and that it is feasible to calculate the first few terms. We test the expansions for
Gaussian random signals and show that the particular Markov expansion that we develop works well for both uncorrelated and highly correlated signals.
In setting out the paper we have deferred the derivation of the entropy expansions until after a discussion of the generation of a correlated random signal, which immediately follows. In that first section we also discuss the two-state levelling that was used and the simulation method. In the second section we derive expansions for the entropy from a Kirkwood and from a Markov superposition formula. We discuss these expansions in the limits of extreme correlations, and we test them against the simulation results for exponential and for Gaussian covariance functions. The third section is concerned with the entropy of a continuous signal and its dependence upon the sampling and the digitisation. A uniformly sampled signal with exponential covariance is shown to have Markov continuum correlations, and an exact analytic result for the entropy is obtained and analysed in the infinite sampling and digitisation limits.
A similar analysis is carried out for a binary model in which the digital correlations are Markovian, which turns out to be just the Ising spin lattice model of statistical mechanics. We conclude with a summary of the main results and a discussion of the prospects for generalising the Markovian approximation to more than one dimension.
I. CORRELATED RANDOM SIGNAL
We have in mind a general treatment of communication and data storage, but to be specific we shall formulate the problem as if it were a one-dimensional signal or time series. Moreover we imagine that the signal is already sampled so that it comprises N data, We shall also digitise the signal into L levels; the total number of possible distinct signals is then L N . We shall speak of the probability of the occurrence of a signal or of a sequence of data. By this we mean two things. We can imagine that the signals are taken from a large collection of signals that share similar characteristics, and the probability of a particular signal refers to the frequency with which that signal occurs in the collection, and similarly for a particular data sequence. Second we can imagine that the signal is very long and that we can measure the frequency of the occurrence of particular data sequences along its length, assuming that the signal is homogeneous in a statistical sense. These two interpretations of the probability of data sequences essentially correspond to the ergodic hypothesis of statistical mechanics, namely that ensemble averages and time averages are equivalent. In the present context this equivalence implies that in a statistical sense the signal is stationary or homogeneous in time.
A. Gaussian Random Signal
Suppose we sample a continuous signal at points r 1 , r 2 , . . . , r N , and that each measurement yields s i ∈ (−∞, ∞). We focus on the probability density, which is proportional to the probability that at r 1 the signal is between s 1 and s 1 + ds 1 , and that at r 2 the signal is between s 2 and s 2 + ds 2 , . . . , and that at r N the signal is between s N and s N + ds N . The signal represents a Gaussian or normal random process if the probability density is of the form
where s N T = (s 1 , s 2 , . . . , s N ) is the transpose of the column vector s N , and K N is the N-dimensional covariance matrix. As usual we define reduced probability densities ω (n) (s n ; r n ), which are obtained by integrating out the remaining N − n samples. This corresponds to projecting the covariance matrix onto an n-dimensional subspace, and hence ω (n) is also Gaussian with covariance matrix K n . The elements of the covariance matrix are in general 2) and they take the form {K} ij = K(r i , r j ) = K(r ij ), r ij = |r i − r j | for a stationary process. For the Gaussian process the signal is symmetric about its mean, which without loss of generality we take to be zero,
and following convention we scale the signal such that
One way to generate a normal distribution is from the superposition of random waves,
Here each phase φ n is randomly selected from a uniform distribution on [0, 2π] and each wave vector k n is randomly selected from a specified spectral distribution f (k), which we assume to be normalised. Hence the average of a function that depends upon
(1.6)
In particular, 8) and
(1.9)
We see that the covariance or height-height correlation function is just 2π times the inverse Fourier transform of the spectral distribution of the waves. Finally, the signal generated by this superposition of random waves is indeed Gaussian,
(1) (t − t ′ ; r), (1.10)
where we have exhibited the dependence on the number of waves explicitly. Taking the Fourier transform of the convolution integral we obtain
(1) (q; r) =ω 12) and henceω
Inverting this we have
which is the desired normal form. This argument can be generalised to show that ω
itself is Gaussian.
B. Binary Digitisation
The continuous Gaussian random signal is digitised by assigning the measured value at a node to a cell indexed by an integer. That is, the probability densities are converted to probabilities by integrating them over the level widths. For the numerical tests we consider only the binary problem, L = 2, in which the states correspond to whether the signal at a particular time is positive or negative. The singlet probability for a positive signal is
which is independent of r because we are dealing with homogeneous signals.
The pair probability depends upon the spectral distribution of the signal via K(r).
Inverting the covariance matrix we have
The probability that two measurements separated by r are both positive is [3, 4] 
and the pair correlation function is
where
It is also possible to give an analytic expression for the triplet correlation function [3, 4] ,
To obtain benchmark results to test the entropy expansions we simulated correlated Gaussian signals by the superposition of random waves. The details of the simulation and the estimation of the entropy have been described by Marčelja [5] . We used a Lorentzian spectral distribution,
which has exponential covariance function
We also used a Gaussian spectral distribution, In the case of the Lorentzian we used the discrete Fourier transform for the simulations. For sampling on a grid of N points of uniform spacing ∆ r such that r n = n∆ r ,
where k n = 2πn/N∆ r . For the Gaussian model we approximated its discrete Fourier transform by evaluating the continuous function on the grid points, f n = f (k n ). of the simulation system size and the number of realisations.
The entropy was calculated in a fashion similar to that used by Shannon to estimate the redundancy of the English language [1] . First the signal is levelled at each sampling point so that it has a binary value. Clusters of m sites are analysed, and the probability of each of the 2 m possibilities is evaluated from the number of times it recurs in the process. The entropy of clusters of this size is simply 
II. ENTROPY EXPANSIONS A. Generalised Kirkwood Superposition Expansion
We cast the digitised, sampled signal as a spin lattice model in statistical mechanics.
We consider a lattice of N sites, each site occupied by a spin variable with L possible levels:
Each configuration of the spins corresponds to a particular signal. There is no constraint on the value of the total spin: in the language of the lattice gas this is an (L − 1)-component open system. We will denote a configuration of a subset of n-sites by (σ n ; r n ), which means σ 1 at r 1 , σ 2 at r 2 , . . . , and σ n at r n , where r i is a particular lattice site. We let ℘ (N ) (σ N ; r N ) be the probability of a particular configuration of the system occurring. Shannon [1] showed that the information entropy is
The sum is over the L N possible configurations of the system. Henceforth we shall set the constant k = 1. Although formally exact this expression cannot be used in this form because in general one does not know the probability of all of the configurations of the system. If all configurations were equally likely then
Correlations imply that some configurations are more likely than others, which makes the system predictable to some extent and consequently reduces the entropy,
We will now formally expand the entropy in terms of correlation functions. First we define the n-site probability, which is the probability that a particular subset of n sites will have a specific set of spins, irrespective of the spins at the remaining sites,
where the Kronecker-δ appears. Perhaps most important is the singlet probability,
; for a homogeneous system this is independent of the site r, in which case we denote it by ρ(τ ). We shall also define a correlation function g (n) , which is just the probability normalised by the singlet probabilities,
The pair correlation function is the most familiar of these; for a homogeneous system this only depends upon the (lattice) separation of the two sites, g (2) (τ 1 , τ 2 ; r 12 ). The departure of g (n) from unity measures the correlation between the subset of sites; if the sites are independent of each other then g (n) = 1. We shall be concerned with systems with finite-ranged correlations, which means in the limit that one site is far from the rest we have
Note that because we are dealing with an open system the asymptotic limit is precisely unity.
We can use the asymptotic behaviour of the correlation functions to define a generalised Kirkwood superposition expansion. For n ≥ 3 we define
where the inner product is over the n C s different ways of choosing s sites from the n sites. This expression formally defines the remainder ∆ (n) ; the generalised Kirkwood superposition approximation is to take ∆ (n) = 1, (c.f. Ref. [6] ). Reiss [7] derived the generalised superposition expression using a variational argument, and it can be shown to be the only superposition approximation that is consistent with the asymptotic behaviour of the correlation functions [8] . For the triplet correlation function we have (using an obvious abbreviated notation)
Setting ∆ (3) = 1 yields the Kirkwood superposition approximation [9] . For the quadruplet we obtain
Setting ∆ (4) = 1 yields the superposition approximation given by Fisher and Kopelovitch [10] . By induction it follows that
We can now use this formal expression for the N-particle correlation function in the expression for the entropy. We write
Using the definition of the reduced probability functions the entropy becomes
For the homogeneous problem, and in the limit N → ∞, this becomes
Note that these are distinct site probabilities, so that ℘ (n) (σ n ; r n ) = 0 if any r i = r j .
This then is a formally exact expansion for the entropy in terms of successively higher order correlation functions, S/N = s 1 + s 2 + . . .. An approximation for the entropy can be obtained by neglecting s n and higher order terms, which corresponds to setting ∆ (n) = 1. Such correlation function expansions for the entropy are well known in liquid state theory (see Ref. [11] and references therein); the present derivation follows that of Wallace [12] .
B. Generalised Markovian Expansion
The superposition approximation given above is generally applicable. But for a one-dimensional lattice it is possible to do better by exploiting the order inherent in the geometry. Specifically the correlation between three sites i, j, and k, ordered along the line such that r i < r j < r k , is largely determined by the correlation of the terminal sites with the central site,
This Markovian approximation for the triplet correlation function has been previously exploited in theories for chain polymers [8, 13] . It has the correct asymptotic behaviour as r k → ∞, namely that only the correlation between sites i and j remains. For the quadruplet case we can generalise this by taking
where (r i < r j < r k < r l ). The denominator corrects for the double counting of the shared pair. This may be seen since as r l → ∞,
, which cancels with the denominator leav-
as required. Extending this
to the general case, we define ∆ (n) as the ratio of the n-site correlation function to its generalised Markovian superposition approximation, and we have the formal definition
where r i j < r i k if j < k.
The entropy is a functional of g (N ) , which because of the ordering involves all N sites consecutively. We denote consecutive site probabilities by P (n) , and consecutive site correlations by G (n) , and exhibit the location of only the first site. Hence we have
and consequently the entropy is
In the limit, N → ∞, (so that N −1 can be replaced by N etc), and for an homogeneous system, (℘(σ, r i ) = ℘(σ) ≡ ρ(σ)), the entropy per site is
Notice that compared to the generalised Kirkwood superposition approximation, which sums correlations over all sites with an appropriate combinatorial factor, this expression only involves correlations between consecutive sites.
C. Limit of Large and Small Correlations
A guide to the accuracy of the approximations obtained by truncating the expansions is given by examining the limits of extreme correlations. In the low correlation limit we have
and the entropy is
In this limit all the correlation functions are unity, g (n) (σ n ; r n ) = 1, n = 2, . . . , N.
Consequently both the Kirkwood and the Markov generalised superposition approximations are exact, ∆ (n) (σ n ; r n ) = ∆ (n) (σ n ; r n ) = 1, n = 3, . . . , N, and only the first term contributes to the entropy expansion, giving the exact result in both cases.
In the opposite fully correlated regime, where there is a distribution of the spin amongst the different systems of the ensemble, but the spins of any one system in the ensemble are identical, we have
The entropy is
which no longer scales with the size of the system. In this limit the probability is
, and hence the correlation functions for identical spins are g (n) (σ . . . σ; r n ) = ρ(σ) 1−n , n = 2, . . . , N. Now in the case of the generalised Kirkwood superposition approximation the remainder is
The exponent is
which gives
Using this the generalised Kirkwood superposition approximation for the entropy yields (replacing the sums over particle positions by
This is certainly the exact result, but it required the precise cancellation of all the terms. In general if the expansion is truncated after a few terms n < ∼ N/2 an error of order N n will be made. This completely dominates the exact entropy, which is of order unity. We conclude that the generalised Kirkwood superposition approximation is not a good expansion for highly correlated systems.
The generalised Markov superposition approximation is much better behaved in this regard since the remainder is
Accordingly only the first two terms in the entropy expansion are non-zero,
which is the exact result. In this case we see that any truncation of the Markovian expansion for n ≥ 3 will still yield the exact entropy in the completely correlated limit.
D. Numerical Results
Results for the Lorentzian and for the Gaussian models are given in Tables I and   II , respectively. For both the generalised Kirkwood superposition approximation and the Markov superposition approximation we give the two-and three-term expansions.
It can be seen that in the latter case two terms are already good, and that the third term gives a minor but consistent improvement. In general the entropy per node is a maximum for the random signal (small correlation length) and goes to zero as the correlation length increases. The sigmoidal character of the entropy as a function of the inverse correlation length is more apparent for the Gaussian signal than for the Lorentzian (c.f. Fig. 4 ).
Although both asymptote to s ∼ ln 2 for correlations not extending beyond nearest neighbours, they approach the opposite highly correlated limit s = 0 at different rates.
The Gaussian already appears asymptotic by the time the correlation length is 100 nodes or so, whereas the Lorentzian entropy is still noticeably non-zero even with a correlation length of 1000. This is no doubt due to the influence of the high frequency spectral components in the latter model.
The Markov approximation will work well for a broad class of signals. We also carried out tests for periodic signals by using a model with sinusoidal covariance and exponentially decaying amplitude. The performance of the Markov approximation was similar to the above, except for signals with long period oscillations, and even longer correlation length. The entropy for these highly correlated signals tended to be overes-timated by both the simulations and by the Markov approximation; the deterministic changes of sign were perceived as random by both. We have not shown these results because the cluster sizes required to estimate reliably the entropy from the simulations was intractably large in this regime.
III. THE ENTROPY OF A CONTINUOUS SIGNAL
The analysis and results that were obtained above applied to a signal that had already been sampled and digitised. We now address the question of whether it is meaningful to speak of the entropy of a continuous signal, and we explore the relationship between the probability and the probability density, and between the corresponding digital and the analogue entropies.
In Section IIIA we distinguish between the formally exact expression for the discrete entropy and an approximate expression that is applicable to continuous signals, and we
give the criteria that sets the regime of validity of the latter ( §IIIA.1). In Section IIIB we explore the example of an exponentially covariant continuous Gaussian random signal, which yields to exact analysis. In §IIIB.1 it is shown that the correlation functions of the model are Markovian, which allows us to obtain explicitly the results for the approximate entropy. The validity of the digitisation approximation is derived in §IIIB.2, and the entropy in the limits of infinite sampling and digitisation is obtained explicitly in the general case ( §IIIB.3), and for binary digitisation ( §IIIB.4). The results of this section make clear the sense in which the entropy of a continuous signal depends upon the degree of sampling and digitisation. In Section IIIC.1 we give an example of a binary digitised signal that has Markovian correlations, which means that the entropy can be calculated exactly. This turns out to be equivalent to the one dimensional Ising spin lattice model with nearest neighbour interactions.
A. Exact and Approximate Entropies
In practice a continuous signal has to be sampled and digitised, by measuring it at regular intervals, and by assigning each measurement one of a discrete set of values.
This is appropriate and consistent with using entropy to measure information content, because entropy itself is only defined for discrete probabilities. The question we address here is the dependence of the value of the entropy on the process of sampling and digitisation.
We imagine that the continuous signal s(r) has been sampled at regular intervals, so that s n = s(r n ) and r n = n∆ r , where s ∈ (−∞, ∞) is real variable, and we now wish to digitise it, and to convert the probability densities Ω (n) to probabilities P (n) . We define an integer variable σ that indexes the cell in which the measured signal falls. For simplicity we take the cells to be of uniform width ∆ s . (It is straightforward to replace this constant width by a function ∆ s (s), if desired.) The discretisation is accomplished by means of a coarse-grained δ-function,
where the Heaviside step function is θ(x) = 1, x > 0, θ(x) = 0, x < 0. This is more closely related to the Kronecker-δ rather than the Dirac-δ, which is important because we shall use the property Θ ln Θ = 0. With this the discrete probability for n consecutive sites is defined to be
The entropy is the functional of the discrete probability that has been used throughout. Accordingly this definition of the discrete probability determines uniquely the entropy of the continuous signal,
Here we have explicitly indicated that the value of the entropy of the continuous signal depends upon the degree of sampling and upon the level of digitisation; it is not possible to speak of an entropy independent of these. It is emphasised that this defines the entropy of the continuous signal. This definition, and that for the probability, are formally exact, and as such they are always valid.
It is possible to make a useful approximation to these exact expressions that becomes increasingly valid as the level of digitisation is refined. We approximate the integral by a trapezoidal sum to obtain an approximation for the consecutive site probability,P
≈ P (n) , wherẽ
This is a valid approximation for the discrete probability when the integrand is slowly varying over the range of the discrete cells. We obtain the criteria for the validity of the approximation below.
We may also define an entropy that is an integral of the probability densities,
The reason for choosing this particular definition is that within the validity of the digitisation approximation,
Hence this has the same appearance as the formal definition of entropy, and in so far
There is no way of avoiding the appearance of the cell size ∆ s in the defining expression forS, as dimensional considerations make clear. In many applications entropy differences with the same level cuts are the main concern, in which case as an additive constant the width of the levels does not contribute.
Validity of the Digitisation Approximation
In practice a guide to the permitted size of the level spacing ∆ s for the digitisation approximation to be valid may be obtained by analysing the singlet and neighbour correlation function. For Gaussian signals we expect that the width of the levels should be small compared to the variance, and indeed this is essentially the criteria that we derive. Perhaps the most straightforward way to proceed is to note that if the probability density is slowly varying over the cell width, than the probability of adjacent levels must be similar,
errors in the tail of the distribution are unimportant, so that we only need apply this criterion in the region of maximum probability,
This alone is not sufficient because we are also concerned with effects of correlations on the digitisation. The most important correlation is between neighbour nodes. Again we insist upon a gradual variation in the neighbour probability,
The worst case scenario is clearly s 1 = s 2 = 0, and the criterion becomes
B. Example: Exponential Covariance
Markovian Factorisation of the Correlation Densities
The aim of this section is to solve a specific continuum model in which the approximate entropy can be obtained analytically, and to exhibit the continuum limits of this model explicitly. We consider a Gaussian random signal with exponential covariance, (this is the same as the model with Lorentzian spectral distribution considered numerically above),
where s(r) ∈ (−∞, ∞). If the signal is sampled at regular intervals, so that s n = s(r n ) and r n = n∆ r , then the covariance is
where x ≡ e −γ∆r .
We now focus upon consecutive nodes. The covariance matrix for n consecutive nodes is
By induction it follows that the inverse is the tridiagonal matrix
That is, entries on the main diagonal equal 1 + x 2 , except for the first and the last, which equal 1, and entries immediately above and below the main diagonal equal −x.
Again by induction we can show that the determinant of the consecutive covariance matrix is
The usual Gaussian probability density for n consecutive sites,
has an exponent that in this case simplifies to
We introduce the consecutive site correlation function
where the single site probability density is, as usual,
and the neighbour probability density is
The exponential covariance function is important because it gives a Markovian consecutive site correlation function. We exploit this fact in evaluating the approximate entropy, whose correlation function expansion terminates after two terms. The Markovian character follows because the exponent of the n-site probability density may be written
and consequently
In other words
which is the Markovian factorisation. This exact result for the Gaussian probability density is peculiar to an exponential covariance function and equally spaced sampling points.
The exact P (n) does not preserve the Markovian character of the consecutive site correlations. However the approximationP (n) = ∆ n s Ω (n) remains Markovian, and hence the approximate entropy can be calculated directly from the first two terms of the Markovian expansion, (3.22) assuming that N − 1 can be replaced by N.
This result is a particular example of the general result for a Gaussian probability density obtained by Shannon [1] . In the present language the general result would be
The advantage of the present analysis is that it makes clear the relationship between the exact and the approximate entropies; Shannon would have considered his expression forS to be the entropy of the signal, not just an approximation. In addition the factor arising from the width of the levels, ∆ −N s , would have been neglected, and the entropy would have appeared to be independent of the sampling and of the digitisation. The present model allows all steps of the derivation to be exhibited, and a final analytic expression for the entropy because the determinant of the covariance matrix has been obtained explicitly. We now use these explicit results to evaluate the continuum limits.
The Regime for Digitisation
We now need to digitise the continuous signal to obtain a result for the exact entropy. The formal expressions for P (n) and S(∆ s , ∆ r ) were given above, but the present signal does not yield analytic results for them. Analytic results were obtained
, and here we evaluate the criteria for the validity of these approximations.
The first criterion was based on the singlet probability density,
. For the present normal distribution this reduces to
The criterion based on neighbour correlations was |Ω (2) 
. In the present case the digitisation is valid when
Since in general x < 1, this supersedes the bound established by the singlet probability.
Notice that these bounds limit the width of the levels to be much less than the variance of the signal.
Continuum Limits
The expression for the entropy of the digitised, sampled, continuous signal,
is formally exact, and we want to explore its behaviour in the continuum limits ∆ r → 0 and ∆ s → 0. The expression for
, is an approximation that is valid in the limit ∆ s → 0. For the present exponentially covariant signal,
, where x = exp[−γ∆ r ]. We have thatS = S when ∆ s ≪ 2(1 − x 2 ). The entropy is also a function of the number of sample points N, and of the number of levels L, and in addition to the limits ∆ r → 0 and ∆ s → 0, we shall consider the limits N → ∞ and L → ∞. Of these 16 possible combinations of limits the three most important will be the one with N∆ r fixed, and the one with L∆ s fixed, and the combination of these two.
We begin with continuous digitisation with fixed sampling, ∆ s → 0 and L → ∞, with L∆ s , N, and ∆ r fixed. This is the limit where the digitisation approximation is valid, and
which is just the uncorrelated limit. This is expected, since if the variance of successive samples is large compared to the spacing between the levels, then the continuum nature of the signal is lost and it is indistinguishable from a random signal. The quantity S − N ln L will approach a finite limit as ∆ s → 0, L → ∞, and hence may be regarded as an effective continuum entropy that may be used as a practical indicator of the sufficiency of the digitisation.
A related limit is L → ∞, with ∆ s fixed. In this case the extra levels beyond
Hence in this particular limit S → constant. Henceforth we shall assume that the limits are taken with ∆ s L fixed.
The infinite sampling limit is γ∆ r → 0, or x → 1. We cannot simply insert this into the expression for the digitised entropy because that would giveS → −∞,
which cannot be correct since the entropy should be bounded below by zero. The problem is the violation of the digitisation criterion, and we must simultaneously take
r , and L → ∞ with L∆ s fixed. In view of this we can define the continuum limit of the entropy as
This result holds whether N → ∞ or whether it is fixed. Now consider the infinite sampling limit ∆ r → 0, with ∆ s fixed. Obviously ∆ s ≫ √ 4γ∆ r and the digitisation approximation is not valid. In this case we can't useS, since it is not a valid approximation to the true entropy, and instead we must calculate S and P directly. The first and easiest case is with fixed N, so that N∆ r → 0.
For a continuous signal s(r + ∆ r ) = s(r) + O(∆ r ), and hence almost everywhere
The entropy in this limit reduces to
The limiting result is independent of x and so the criterion for the validity of the digitisation approximation now depends only uponP (1) (σ), namely ∆ s ≪ √ 2. If this holds we can explicitly evaluate the entropy,
In both cases we see that in the infinite sampling limit with fixed level spacing the entropy no longer scales with the number of sample nodes. In essence, as the nodes get closer together they become so highly correlated that consecutive nodes almost always are in the same state.
The second, more realistic, infinite sampling limit has ∆ r → 0, N → ∞, with N∆ r fixed and ∆ s fixed. In this case we obtain the functional form of the limiting result by considering correlations at the pair level. For a continuous signal we expect successive closely spaced nodes will almost certainly be in the same state, so that 
where a ≡ σ∆ s + ∆ s /2. As ∆ r → 0, x → 1, and the integrand is dominated by the region t 1 < ∼ √ 1 − x 2 and t 2 < ∼ √ 1 − x 2 . In this region the integrand is of order unity, and hence the double integral has value O(1−x 2 ). Since the numerator of the prefactor is proportional to P (1) (σ), we conclude that (3.33)
Since in this particular limit ∆ r ∝ 1/N, we conclude that
The reason that we cannot give the numerical value of the constant prefactor is that we did not explicitly evaluate the double integral above. In addition we neglected ǫ ′ , the calculation of which would involve the correlation function for three consecutive sites. Nevertheless we have obtained the functional form of the entropy, and in this continuum sampling limit we conclude that the entropy per node goes to zero. This is because the additional sites provide little new information. The results for the entropy in the various continuum limits are summarised in Table III .
Binary Digitisation
The last continuum limit above, (N → ∞, N∆ r , ∆ s fixed), can be explicitly confirmed for the binary levelled wave with exponential covariance function. Using an asymptotic expansion for small γ∆ r , we have
To linear order in y ≡ √ 2γ∆ r /π, the neighbour pair correlation function is
and the neighbour triplet correlation function is
Keeping only the first three terms, the Markov entropy expansion is
Expanding the pair term to linear order we obtain
Similarly the triplet term becomes
The neglected higher order terms in the Markovian entropy expansion contribute the numerical value of the constants a and b. We note that if the total sampling time is fixed, then ∆ r ∝ N −1 , and the entropy of the signal goes like S ∼ N 1/2 ln N, N → ∞, which agrees with the analysis given above for a multilevelled signal. That the entropy per sampling node should go to zero is quite reasonable since we can increasingly predict the state of the next sample the nearer it is to the present measurement.
C. Example: Markovian Digital Correlations
The main virtue of the exponentially covariant model that was solved above was that the correlation densities were Markovian, which meant that it was possible to obtain explicit analytic results for the approximate entropy,S. The drawback was that this Markovian character was not preserved by the digitisation process, and hence the exact entropy could only be evaluated in certain continuum limits, namely ∆ s → 0.
Hence in the binary digitised signal we could not obtain an explicit expression for the exact entropy because the Markov expansion does not terminate, as can be seen from the fact that s 3 = 0. The digitisation destroys the Markov character of the the original continuous signal, as can be seen already at the three site level. Recall that the pair correlation function is
where σ i = ±1, and that the triplet correlation function is
Evidently this can only be expressed as a Markov superposition for consecutive equally spaced sites if the covariance function obeys certain properties, namely
The expression holds to first order for exponential covariance as γ → 0, (highly correlated limit), and also for a Gaussian covariance function to second order in the same limit. Even if this expression is satisfied there is no guarantee that Markovian correlations will occur for n > 3.
Binary Digitisation
Rather than digitising a known continuous signal, in this section we seek the digitised covariance function that will give a Markovian digital signal. For a binary digitised signal, σ i = ±1, a Gaussian probability for consecutive sites in Markov form is
No pure quadratic terms are included here because σ 2 i = 1 for all configurations. It is evident that this is just the one-dimensional Ising model with nearest neighbour coupling parameter −zk B T . The normalisation constant follows from the reduction formula
Hence A n = A 1 A 1−n , where A = 2 cosh z, and
By construction the consecutive site correlation function has Markovian factorisation,
What is the digital covariance function that corresponds to the Markovian probability distribution? We have
. . .
Now if σ n−1 = +1 the final sum is 2 sinh z, and if σ n−1 = −1 the final sum is −2 sinh z, which gives
Hence an exponential digital covariance function K(n∆ r ) = exp[−γ∆ r |n|] will give a Markovian consecutive site correlation function for a binary digitised signal, where the decay length is related to the Markovian decay parameter z by
Note that in the continuum limit γ∆ r → 0, z → − ln √ γ∆ r → ∞. In this limit 
CONCLUSION
We have addressed two main issues in this paper: the value of the entropy of continuous signals, and the use of expansions for the information entropy. For a continuous signal we pointed out that sampling and digitisation are fundamentally intertwined with the measurement process, which is consistent with the essential dependence of the information entropy on discrete probabilities. The nuance of our analysis was to distinguish between on the one hand the formally exact entropy sum that uses the discrete probabilities of a sampled, digitised signal, and on the other hand the approximation that sets the probability simply proportional to the probability density, and that approximates the entropy as an integral of the latter. Although the latter procedure generally yields to analytic evaluation, and is increasingly accurate as the widths of the digitisation levels is decreased, it must be stressed that it is an approximation to the true entropy of the signal. In both cases the information entropy is a function of the sampling and the digitisation, and it is not possible to speak of 'the' information content of a continuous signal independent of the value of these. The analysis of the continuum limit (infinite sampling and digitisation) was carried out for the exponentially covariant Gaussian random signal, but the results are likely qualitatively applicable in general.
By expanding the many-site correlation functions as a product of lower order functions and a correction factor, we obtained formally exact expansions for the information entropy. When we set the remainders beyond a certain order to unity we obtained a superposition approximation for the higher order correlation functions, which in turn truncated the expansion for the entropy at the same order. We explored two superposition approximations: a generalisation of the Kirkwood superposition approximation that is common in liquid state statistical mechanics, and a Markov superposition that is ideally suited for one-dimensional signals and time-series. We compared with Monte Carlo simulations of a binary-levelled correlated random signal, using exponential and
Gaussian covariance, and we showed that the Markov approximation was superior, and that only two or three terms of the entropy expansion sufficed for accurate results over the whole regime from low to highly correlated signals. The Markov approximation will work well for a broad class of signals, including periodic or quasi-periodic ones, except possibly in the case of long-period, highly correlated signals.
The success of the Markov approximation is likely due in large part to the onedimensional nature of the signals that we examined here, since it is formulated to take full advantage of the order inherent in this particular geometry. In considering higher-dimensional problems, such as image processing or tomography, it is possible in principle to treat them as a one-dimensional problem resulting from serial sampling, and the Markov expansion could simply be applied. Such an approach is unlikely to yield good results because the mapping to one dimension induces long-range correlations with period equal to the length of the scan line, and it would be inaccurate to apply the superposition approximation to correlations of lower order than this. We conclude that the generalised Kirkwood superposition expansion will have an advantage for higher dimensional systems. However as we pointed out in the text the generalised Kirkwood superposition approximation fails for highly correlated systems because it overcounts the correlations. What we require is a Markov-type approximation that generalises the notion of order to higher dimensions. For example one could approximate the three site correlation function as the product of the two most highly correlated pair functions, which in practice means the two closest pairs of sites, and analogously for the higher order correlation functions. The utility of this or other approximations in higher dimensions remain to be explored. Tables   Table I. The entropy per site for the Lorentzian model as a function of inverse correlation length. Table III .
Continuum limits of the entropy of the exponentially covariant continuous signal. Correlated random signals with Lorentzian (a), and Gaussian (b) spectral densities.
The result of binary digitisation and regular sampling of the signal is shown as symbols.
The correlation length is 5 nodes in both cases. The entropy per site was obtained from the simulations by extrapolation, using the probability distribution of sub-sequences of size n. This is an example of the procedure for the Lorentzian model with γ∆ r = 0.5. Test of the generalised Markov superposition approximation for the Lorentzian model.
The symbols are the simulation data, the dashed curve is the two-term series, and the full curve includes the first three terms. The Gaussian model. The symbols are the simulation data, the dotted and dashed curves are the two-and three-term generalised Kirkwood superposition approximation, respectively, and the full curve is the three-term generalised Markov superposition approximation, which on this scale is indistinguishable from the two-term version.
