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Abstract
The Lp Minkowski problem in the plane has been the object of a number of recent inves-
tigations. Here we present various existence results for 0p − 2. In the case 0>p>− 2, a
necessary and sufﬁcient condition for the solvability of the problem is given.
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1. Introduction
Geometrically, the Lp Minkowski problem asks: For each ﬁxed p, what are the
necessary and sufﬁcient conditions on a Borel measure on Sn−1 to guarantee that it is
the Lp surface area measure of a convex body.
Analytically, the Lp Minkowski problem is equivalent to the following Monge–
Ampere equation on the standard sphere Sn−1 in Rn:
det (%ij u + eij u) = g(x)up−1, (1)
where (eij ) is the standard Riemannian metric on Sn−1.
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When p = 1, this is the well-known classical Minkowski problem which deals
with existence, uniqueness, regularity, and stability of closed convex hyper-surfaces
whose Gauss curvature is preassigned. Major contributions to this problem were made
by Minkowski [M1,M2], Aleksandrov [A1,A2,A3], Fenchel and Jessen [FJ], Lewy
[Le1,Le2], Nirenberg [N], Calabi [Ca], Cheng and Yau [ChY], Caffarelli et al. [CNS],
and others.
The Minkowski problem arises naturally in the classical Brunn–Minkowski theory
(see [Schn]). In [L1], Lutwak showed that there is a natural Lp extension classi-
cal Brunn–Minkowski theory. Since its birth a short decade ago, this Lp Brunn–
Minkowski theory has been rapidly developing (see e.g., [CG1,CG2,GL,HuMaSh,HLYZ,
Lud1,Lud2,Lud3,L1,L2,LO,LYZ1,LYZ2,LYZ3,LYZ4,LYZ5,LYZ6,MeWe,RyZv ,SchWe1,
SchWe2,St,St1,U2])
As Lutwak showed, within the Lp Brunn–Minkowski theory, the Lp Minkowski
problem is the natural Lp extension of the classical Minkowski problem. The Lp
Minkowski problem, as given by Lutwak, connects a number of problems that have
not been previously regarded as related. Special cases of the Lp Minkowski problem
have been the object of a number of past investigations. For example, for constant
data g, the special case p = −n of the Lp Minkowski problem is nearly 100 years
old. It was studied by Loewner and Nirenberg [LN] and later solved by Cheng and
Yau [ChY]. Solutions to this problem are the self-similar solutions to Gauss curva-
ture ﬂows. Other efforts include those by e.g., Hug, Lutwak, Oliker, Yang, Zhang,
Stancu, Umanskiy, Gage, Li, Andrews, Ai, Chou, Wei, Wang, Guan, and Lin (see e.g.,
[HLYZ,L1,LO,LYZ5,St,St1,U1,U2,An,GgL,GgL1,ACW,CW,GL]).
In the case n = 2, Eq. (1) is reduced to the nonlinear ODE:
u′′() + u() = g()up−1, 02. (2)
Yet, much of the problem still presents a real challenge when p < 1. The very recent
work of Andrews [An] settled the problem for all real p when the data is constant.
Gage and Li [GgL,GgL1] studied the case p = 0 with smooth data. Umanskiy treated
the case when p = 2 [U1] or when g is a periodic function of period T < 1 [U2].
Stancu [St,St1] solved the case when p = 0 and when the data are a discrete measure.
To obtain the existence of a solution of (2), one can use a variational approach by
maximizing the functional
J (u) =
{∫ 2
0
g()upd
}− 2
p
∫ 2
0
[u2 − (u′)2] d. (3)
To estimate the functional, the well-known Blaschke–Santalo inequality is a criti-
cal tool. Unfortunately, this inequality was proved geometrically under the convexity
condition
u′′ + u0. (4)
W. Chen /Advances in Mathematics 201 (2006) 77–89 79
With this restriction, it is very difﬁcult to carry out a variational scheme, since one
needs to ensure that the critical point satisﬁes u′′ + u > 0. To ensure this, technical
considerations force the artiﬁcial assumption that the given function g(x) be strictly
positive.
In [CHLYZ], a general afﬁne isoperimetric inequality was established without con-
dition (4) via analytical methods (see Section 2 for more details). After getting rid of
the convexity condition (4), we are now able to carry out a variational scheme and to
obtain a series of existence results for not necessarily positive data g(). The following
are our main results.
Theorem 1 (For p = 0). Assume that g is -periodic, bounded, and
∫ 2
0
g() d > 0. (5)
Then the equation
u′′ + u = g()
u
(6)
has at least a positive solution.
Theorem 2 (For −2 < p < 0). Assume that g is continuous and -periodic. Then
Eq. (2) has a positive solution if and only if g > 0 somewhere.
Theorem 3 (For p = −2). Assume that g is continuous and 
k
-periodic for some
integer k > 1. Then the equation
u′′ + u = g()
u3
(7)
has a positive solution if
∫ 2
0
g() d > 0.
The more general equation (1) was studied by Guan and Lin [GL], and Chou and
Wang [CW]. Guan and Lin considered the case where p > 1. They used a continuity
method to obtain the existence of solutions. Chou and Wang used a variational approach,
but under the convexity restriction:
det (%ij u + eij u)0. (8)
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Due to the limitation of their methods, in both papers, as well as in the previous
mentioned papers of Andrews [An], Gage and Li [GgL,GgL1], Umanskiy [U1,U2],
and Stancu [St,St1], all the authors required the data g be positive. In this sense, our
Theorems may be view as somewhat a breakthrough.
In Section 2, we introduce two lemmas; and in Section 3, we prove the Theorems.
2. Preliminaries
In this section, we introduce two lemmas, which are the key ingredients in the proofs
of our theorems.
Let S be the unit circle parameterized by angle . Let H 1(S) be the Hilbert space
equipped with the usual norm
‖u‖ =
{∫
S
[(u′)2 + u2] d
} 1
2
.
Lemma 2.1 (A generalized Blaschke–Santalo inequality by Chen et al. [CHLYZ]).
Assume that u ∈ H 1(S) and satisﬁes the orthogonality condition:
∫
S
1
u3()
sin  d = 0 =
∫
S
1
u3()
cos  d. (9)
Then
{∫
S
[u2 − (u′)2] d
}{∫
S
1
u2
d
}
42. (10)
Equality holds if and only if
u() = k
√
2 cos( − ) + 1
2
sin2( − )
for any constant k, , and .
This inequality is a special case of our more general afﬁne isoperimetric inequality
obtained in [CHLYZ]. Here, since the traditional convexity condition u′′ + u0 is
removed, it becomes a powerful tool in the variational approaches to obtain the existence
of the solutions, as one will see in the next section.
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Lemma 2.2. Assume that u ∈ H 1(S) and u has at least one zero.
(i) If u is -periodic, then
∫
S
[u2 − (u′)2] d0. (11)
(ii) If u is 2
k
periodic for some integer k > 2, then
∫
S
[u2 − (u′)2] d < 0. (12)
This lemma can be derived from the well-known facts on eigenvalues ( for example,
see [HLP, p. 185]). Actually, one can see it from the simple fact that the smallest
non-zero eigenvalue of the eigenvalue problem
{−u′′ = u on [a, b],
u(a) = 0 = u(b)
is 1 = [/(b − a)]2.
3. Existence of solutions
Proof of Theorem 1. The proof consists of two steps: (1) First, for each 0 <  < 1,
and  > 0, we solve the equation
u′′ + u = g()
u1+
. (13)
Fixing , and letting  → 0, we show the existence of a solution of the limiting
equation
u′′ + u = g()
u
. (14)
(2) Then we let  → 1, and obtain the solution of the desired equation
u′′ + u = g(x)
u
. (15)
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Step 1: Consider the functional
J,(u) =
{∫
S
g()
u
d
} 2

∫
S
[u2 − (u′)2] d,
in the set
G =
{
u ∈ H 1(S)
∣∣∣∣u > 0, -periodic, and
∫
S
g()
u
d > 0
}
.
We ﬁx  in this step.
Since g is bounded, it is easy to derive from the Holder inequality and the Blaschke–
Santalo inequality (10) that J, is bounded from above. Through a standard argument,
one can also see that J, is weakly upper semi-continuous in H 1(S).
(a) For each ﬁxed 12 >  > 0, we maximize J, in G. Let {uk} ⊂ G be a
maximizing sequence of J,. Noticing that J,(tu) = J,(u), we can replace uk by
uk‖uk‖ if needed, and hence we may assume that ‖uk‖ = 1. Then along a subsequence,
uk ⇀ u0 in H 1(S).
Here “⇀” means “converges weakly”. It follows that
J,(u0) sup J,J,(1) = 2
(∫
S
g() d
) 2

> 0. (16)
Also, by Sobolev imbedding, we have
uk → u0, in C ∀ < 12 .
This and (16) imply immediately that u0 is -periodic, and∫
S
g()
u0
d > 0. (17)
We can also show that
u0 > 0. (18)
Otherwise, if u0(0) = 0 for some 0, then by Lemma 2.2, we would have∫
S
[u20 − (u′0)2] d < 0,
which contradicts with (16).
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Now from (17) and (18), we see that u0 is in the interior of G. Since J, is
weakly upper semi-continuous, u0 is a maximum of J, in G. Therefore, u0 solves
the equation
u′′0 + u0 =
a0g()
u1+0
(19)
for some constant a0.
(b) Take a sequence k → 0. For each k , let uk be a solution of (19) with corre-
sponding ak , and with ‖uk‖ = 1:
u′′k + uk =
akg()
u
1+k
k
. (20)
For each k, from (16) and (17), we have
J,k (uk) > 0, and
∫
S
g()
u
k
k
> 0. (21)
Now, along a subsequence, uk ⇀ u0 in H 1(S). We claim that
u0 > 0. (22)
Otherwise, if u0(0) = 0 for some 0, then by Lemma 2.2, we would have
∫
S
[u20 − (u′0)2] d < 0,
which implies that for large k,
∫
S
[u2k − (u′k)2] d < 0.
This is a contradiction with (21).
From Eq. (20), we have
ak =
{∫
S
[u2k − (u′k)2] d
}{∫
S
g()
u
k
k
d
}−1
.
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We will show that {ak} is bounded. In fact, from (22), one can see that there exist
constants m and M, such that
0 < m 1
uk
M.
Consequently
(
1
uk
)k
→ 1 uniformly.
It follows that
∫
S
g()
u
k
k
d →
∫
S
g() d > 0.
Hence {ak} is bounded. Then there exists a subsequence converging to a number a0.
Now u0 solves
u′′0 + u0 =
a0g()
u0
. (23)
Step 2: In this step, we take a sequence k → 1. Assume that uk is a solution of
(23) associated with k , i.e
u′′k + kuk =
akg
uk
(24)
with ‖uk‖ = 1. Then for a subsequence, uk ⇀ u0 in H 1(S). We show that u0 > 0.
To this end, we ﬁrst estimate ak . Let k = infS uk and vk = uk − k . Obviously, vk
has at least one zero. By virtue of Lemma 2.2, we have
∫
S
[v2k − (v′k)2]0.
It follows that
ak =
{∫
S
ku
2
k − (u′k)2]
}{∫
S
g()
}−1
Ck. (25)
for some constant C. Here we have used the assumption that
∫
S
g() > 0.
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Now (24) and (25) imply that {uk} is bounded in C2(S), and hence along a subse-
quence
uk → u0 in C1+(S) with 0 <  < 1.
From here we can conclude that u0 > 0. Otherwise, there would exist k and 0, such
that u0() = k| sin( − 0)|. This contradicts with the fact that u0 ∈ C1+(S).
Finally, u0 solves the equation
u′′0 + u0 =
a0g
u0
.
Then a constant multiple of u0 is a solution of Eq. (6). This completes the proof of
theorem 1. 
The Proof of Theorem 2. The necessary part can be seen from integrating both sides
of Eq. (2).
We now prove the sufﬁcient part. Consider the functional
J (u) =
{∫
S
g()up
}− 2
p
∫
S
[u2 − (u′)2]
in the set
G =
{
u ∈ H 1(S)
∣∣∣∣u > 0, -periodic, and
∫
S
g()up > 0
}
.
Due to the fact that g is bounded, by the Holder inequality, then the Blaschke–Santalo
inequality, one can verify that J (·) is bounded from above.
To see that the set G is nonempty, take a sequence of support functions of ellipses
which concentrates at the maximum value of g, say at  = 0 with g(0) = max g > 0.
That is, let
() =
√
2 cos2  + 1
2
sin2 .
Then for  sufﬁciently small, one can verify that
∫
S
g()[()]p > 0. (26)
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This shows that G is non-empty. One can also verify that
∫
S
[2 − (′)2] = 2.
It follows that
J () > 0, for  sufﬁciently small. (27)
Let {uk} be a maximizing sequence of J in G, with ‖uk‖ = 1. Then along a
subsequence,
uk → u0 in L2(S) and in C(S) ∀ < 12 .
If u0 = 0 at some point, say at  = 0. Then by Lemma 2.2 and (27), we must have
∫
S
[u20 − (u′0)2] = 0.
It follows that
u0() = 1√
2
| sin |. (28)
Again, let k = inf uk , and let vk = uk − k . Then a similar argument as in the proof
of theorem 1 leads to
∫
S
[u2k − (u′k)2]Ck, (29)
for some constant C.
Write q = −p and ak =
∫
S
[u2k − (u′k)2]. We have, by the -periodicity of uk , for
any  > 0,
J (uk)  C1
{∫ 2
0
1
u
q
k
} 2
q ∫
S
[u2k − (u′k)2] = C1 · 2
2
q ·
{∫ 
0
1
u
q
k
} 2
q
· ak
 C2 · ak ·
{∫ 
0
1
u
q
k
+
∫ 
−
1
u
q
k
+
∫ −

1
u
q
k
} 2
q
= C2 · ak · [I1 + I2 + I3]
2
q . (30)
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First applying the Holder inequality, and then the Blaschke–Santalo inequality, we
have
a
q
2
k · IiC3
2−q
2 , i = 1, 2. (31)
Notice that {uk} is bounded away from 0 on the interval [,  − ], we have
I3C(), (32)
where C() is a constant depending on .
By (29)–(32), for each ﬁxed , letting k → ∞, we arrive at
sup
G
J C4
2−q
q .
Since  > 0 is arbitrary, we conclude that
sup
G
J 0.
This is a contradiction with (27), and we therefore complete the proof of
theorem 2. 
The Proof of Theorem 3. Consider the functional
J (u) =
∫
S
g()
u2
·
∫
S
[u2 − (u′)2]
in the set
G =
{
u ∈ H 1(S)
∣∣∣∣u > 0, k -periodic, and
∫
S
g()
u2
> 0
}
,
where k is an integer greater than 1.
It is easy to see that G is not empty, since 1 ∈ G. Again by the Blaschke–Santalo
inequality (10), J is bounded from above in G. Let {uk} be a maximizing sequence of
J in G with ‖uk‖ = 1. Then passing to a subsequence, uk ⇀ u0 in H 1(S). Obviously,
u0 is k -periodic. What left to show is that u0 > 0. Otherwise, if u0 = 0 at some point,
then by Lemma 2.2, we must have
∫
S
[u20 − (u′0)2] < 0.
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This contradicts with the fact that
J (u0) = sup
G
J > J(1) = 2
∫
S
g() > 0.
This completes the proof of the theorem. 
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