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 The production of uniformly sized functional nanoparticles for applications including 
pharmaceuticals, pesticides, and cosmetics is a problem of great interest. The macroscale multi-
inlet vortex reactor (macro-MIVR) was developed for nanoparticles manufacturing using flash 
nanoprecipitation technique due to its ability to achieve rapid mixing and high efficiency. A 
thorough experimental investigation was conducted to characterize and optimize the turbulent 
mixing of the macro-MIVR. The planar laser induced fluorescence (PLIF) was first used to acquire 
the instantaneous concentration fields of the passive scalar. Data were collected in three 
measurement planes located at different heights from the reactor bottom (¼, ½, and ¾ of the reactor 
height) for Reynolds numbers of 3290 and 8225 based on the reactor inlet velocity and hydraulic 
diameter. The instantaneous fields were used to quantify the pointwise statistics such as the 
mixture fraction mean, variance, and one-point concentration probability density function. These 
revealed that, near the reactor center, the fluid was nearly homogeneously mixed at a mixture 
fraction of 0.5. Away from the reactor center, the unmixed fluid formed the spiral arms structures 
of high concentration gradients.   
    The full revelation of the underlining turbulent mixing mechanisms in the macro-MIVR 
was achieved using the mixing parameters such as turbulent viscosity, turbulent diffusivity, 
turbulent Schmidt number, linear stochastic estimates, and conditional averages. Such quantities 
were obtained by performing the simultaneous measurements of instantaneous velocity and 
concentration fields using stereoscopic particle image velocimetry (stereo-PIV) and PLIF.  In the 
free vortex region for the radial position (r) greater than 20 percent of the reactor radius (Ro), the 
turbulent viscosity was nearly constant. Near the center of the reactor in the forced-vortex region 
(r/Ro < 0.1), the turbulent viscosity significantly increased, with peak values occurring near the 
xii 
 
center. The turbulent viscosity and Reynolds shear stress were highest near the reactor exit at the 
¾ plane. The dominance of high turbulent fluxes and low concentration gradients near the reactor 
center led to high turbulent diffusivity. Away from the center, the turbulent diffusivity was reduced 
because of large concentration gradients and low turbulence intensity in the spiral arm region. The 
turbulent Schmidt numbers were also found to correlate with concentration gradients. The 
turbulent Schmidt number values were found to vary from 0.1 to 1.2. The highest spatial variation 
in the turbulent Schmidt number was observed in the spiral arms region, where the concentration 
gradients are also the highest. This spatial variation in Schmidt number contrasts with the common 
assumption of constant turbulent Schmidt number in Reynolds-averaged CFD models.  
 To gain further understanding of the correlation between the concentration and velocity 
fields and potentially offer useful information needed to achieve a closure in the conditional 
moments closure methods (CMC), the conditional mean velocity and concentration profiles were 
extracted at various locations on a streamline passing through significant concentration gradients.  
Two mathematical models (i.e. the linear approximation and PDF gradient diffusion model) were 
also validated using experimental results.  The results of the velocity conditioned on the mixture 
fraction proved that the linear model works well in a low turbulence region away from the reactor 
center. Nevertheless, near the center of the reactor, an acceptable agreement was found within 
± 2Ф𝑟𝑚𝑠 (mixture fraction root mean square). The PDF model with an isotropic turbulent 
diffusivity predicted inadequately the tangential and axial conditional velocities. A modified 
version of the PDF model that considers all components of the turbulent diffusivity produced better 
agreement with experimental data, especially in regions of considerable concentration gradients. 
Furthermore, the mixture fraction conditioned on the velocity tensor components (〈Ф|𝜔𝑖〉) showed 
a more linear behavior near the reactor center, where the probability density function (PDF) of the 
xiii 
 
mixture fraction is a Gaussian distribution. As the concentration gradients became prominent away 
from the reactor, 〈Ф|𝜔𝑖〉 also deviated from the linear pattern.  This was especially remarkable for 
the mixture fraction conditioned on the tangential velocity. The overall prediction Ф|𝜔𝑖 showed 
an improvement at higher Reynolds number as the fluid mixing was enhanced.  
 Moreover, the coherent structures were investigated using a technique of linear stochastic 
estimation (LSE). The linear stochastic estimation of the velocity fields were computed directly 
from the two-point spatial correlations for various basepoints located in regions of high 
concentration gradients. The correlations were found to be elliptical in shape, inclined, and peaked 
at the basepoints. The estimated instantaneous conditional velocity fields revealed obliquely 
oriented counter-rotating vortical structures that stir the fluid in the direction normal to the mean 
flow. Finally, these flow structures weakened when the Reynolds number was decreased from 








CHAPTER 1. GLOBAL INTRODUCTION 
 
  Turbulence occurs in numerous transport phenomena that affect our everyday life. For 
instance, weather and climate involve turbulent fluid phenomena such as winds, currents, 
tornadoes, and hurricanes. In creating more comfortable and safer living conditions, engineers 
predict and optimize the turbulent airflow conditions around and inside commercial and residential 
buildings [1, 2].  The study of turbulent boundary layers on wind turbines is important for 
maximizing the amount of energy harvested [3-5].  
The main properties of turbulence are three-dimensional flow, unsteady, strong vorticity, 
unpredictability, and a broad spectrum of spatial scales [6]. As a result, turbulent flow is very 
complex and not entirely understood. The coherent structures, which dominate the turbulent flow, 
are chaotic and swirling motions of different sizes also known as eddies. Turbulent eddies arise 
when the kinetic energy sources responsible for the fluid flow is high enough to overcome viscous 
forces. Viscous forces play a major role in slowing down and stabilizing the fluid motion by 
damping some of eddies’ energy. Figure 1.1 illustrates how eddies develop in a turbulent liquid jet 
and enhance the passive scalar mixing.  
 Optimal mixing is essential for numerous engineering applications such as food processing, 
combustion for power generation, chemical manufacturing, to name just a few. Furthermore, these 
mixing processes depend strongly on turbulent flow conditions or structures. For example, a 
controlled turbulent boundary layer is critical for an optimal air/fuel mixing in combustion [7].  
The fluid-structure interaction generally results in a formation of a turbulent wake behind the solid 
structure. This turbulent wake greatly enhances the mixing [8-10]. Uni or multidirectional fluid 
jets impingement creates a highly turbulent reaction zone with rapid mixing [11-13].  
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One structure which creates enormous turbulent momentum diffusion and drastically 
enhances the mixing is the turbulent swirling vortex.  In their study of turbulent mixing in chemical 
reactors with sudden area expansion, Hallett and Günther [14] confirmed that the swirl intensity 
was directly proportional to the tracer gas mixing level. A turbulent swirl can improve flame 
stability as a result of the formation of toroidal recirculation zones that reduce combustion lengths 
by producing high rates of entrainment of the ambient fluid and fast mixing [15].  Freitag et al. 
[16] used the direct numerical simulation (DNS) and experimental techniques (i.e Laser Doppler 
Velocimetry (LDV) and Raman scattering) data to quantify the swirl number.  They concluded 
that higher swirl numbers corresponded to the creation of recirculation zones and improved 
mixing. However, the instability in the vortex led to the inhomogeneity of instantaneous scalar 
field.  
Mixing in turbulent flow is particularly important for flash nanoprecipitation (FNP), a 
chemical process used to manufacture uniformly sized functional nanoparticles (FN) for 
agricultural, energy, and pharmaceutical applications. In FNP, a supersaturated solution forms by 
the rapid mixing of a stream containing a molecularly dissolved solute and stabilizing molecule 
with an opposing stream containing a miscible solvent, which acts as a non-solvent for the solute 
and stabilizer. FN precipitate out of the solution and grow until inhibited by a block copolymer 
[17].  To achieve the fast mixing necessary for FNP, a microscale multi-inlet vortex chemical 
reactor (micro-MIVR) was developed. The geometric configuration of the micro-MIVR is such 
that four inlets are tangentially connected to a reaction chamber with one common outlet [18-20]. 
The flow in the micro-MIVR swirls toward the center of the reaction chamber and forms a highly 
turbulent vortex.  In addition to achieving rapid mixing, the micro-MIVR provides the possibility 
to control and vary the flow rates through its inlets. This is not possible for other mixers, such as 
3 
 
the confined impingent jets mixers (CIJ) [21, 22], which requires equal inlets fluid momenta. 
However, the micro-MIVR mixing efficiency is limited by its small size and inability to support 
higher Reynolds numbers (Re) flows. Shi et al. [23] reported unsatisfactory mixing even at the 
highest Reynolds number (Re = 240) investigated. Aiming to improve the efficiency in the mass 
production of FN, Liu et al. [24] scaled up the micro-MIVR 16 times to make the macroscale 
multi-inlet vortex reactor (macro-MIVR).  
 
 Figure 1.1: Passive Scalar mixing in a turbulent liquid jet [25]. 
The complexity and importance of turbulent mixing motivated the development of several 
powerful numerical simulation models.  The DNS has been used to solve a wide range of turbulent 
mixing problems such as passive scalar mixing in homogenous isotropic turbulence [26], polymer-
induced drag reduction in turbulent boundary layer [27], and round turbulent jets in crossflow [28].  
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Habibi et al. [29] used the Reynolds-averaged Navier-Stokes equations (RANS) to investigate the 
axisymmetric, nonluminous turbulent jet diffusion flames. RANS was also utilized by Tominaga 
and Stathopoulos [30] to analyze the turbulent Schmidt number variation in different flow fields.  
In addition to DNS and RANS, there are other several numerical simulation models which are 
capable of handling varied turbulent mixing phenomena. These include but not limited to large 
eddy simulation (LES) [31, 32], detached eddy simulation (DES) [33], delayed detached eddy 
simulation (DDES) [34].  Although these numerical techniques can render useful information 
about the flow fields and help design complex engineering systems, validating their accuracy is 
imperative. For this reason, researchers have developed numerous experimental techniques to 
supplement and authenticate numerical simulations models.  
 Experimental techniques such as pitot tubes [35, 36], laser Doppler velocimetry [37], and 
hot wire anemometer [38] have been utilized to measure the flow parameters such as the velocity, 
passive scalar concentration, pressure, and temperature. Unfortunately, these are single point 
measurement techniques and that implies their inability to reveal the full scope of the flow field.  
Over the recent decades, advanced non-intrusive optical techniques have been developed and allow 
for the instantaneous measurements over an entire flow field.  The most common working principle 
of such techniques is that the fluid flow is seeded with very fine solid particles (order of micro-
meter in diameter) for velocity measurement and with a fluorescent substance such as dye or smoke 
for concentration measurement. The seeding substance causes minimum disturbances to the flow 
and interacts with a thin laser light sheet to produce an optical signal relatable to the quantity being 
measured. Such advanced techniques include laser speckle velocimetry (LSV), planar laser 
induced fluorescence (PLIF), particle image velocimetry (PIV), and so on.  
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Laser speckle velocimetry is based on the measurement of the displacement of speckle 
patterns [39]. For the PLIF, a fluorescent molecule has broad absorption and fluorescence 
(emission) spectra. When excited, an outer electron jumps from the ground state to the singlet state 
and emits light with a higher wavelength [40]. The intensity of the emitted light correlates with 
the flow quantity (i.e. concentration, temperature).  Particle image velocimetry determines, by 
means of scattering, the velocity vector by measuring the displacement of numerous fine particles 
that faithfully follow the motion of the fluid. The ability of PIV to render a qualitative and 
quantitative flow visualization of the global velocity field is equally valuable, both to fundamental 
research such as the study of coherent structures in turbulent flow and to applied research and 
development [41]. When instantaneous three-dimensional (3D) velocity vectors are measured 
using PIV in a planar region, it is referred to as stereoscopic PIV (stereo-PIV) measurement 
approach. This is achieved by capturing images of the fluid motion from two oblique viewing 
angles and deducing motion perpendicular to the laser sheet from image parallax.  
When these techniques were first developed, numerous turbulent mixing studies were 
performed using either PIV [42-44] or PLIF [44, 45] separately. While the capability and high 
resolution of PIV velocity and PLIF concentration measurements are unquestionable, performing 
these techniques simultaneously allows for the quantification of turbulent mixing parameters (i.e. 
turbulent diffusivity, turbulent Schmidt number, spatial correlations, and conditional averages) 
which are unobtainable by performing PLIF and PIV separately. Other recent studies have 
combined PIV and PLIF to simultaneously acquire instantaneous velocity and scalar concentration 
fields in turbulent jets mixing [46-49]. Unfortunately, there is lack of similar studies that apply 




The work presented in this dissertation aims at performing simultaneous stereo-PIV and 
PLIF to measure the instantaneous 3D velocity and passive scalar concentration fields in the 
macro-MIVR. Acquired data will be utilized to compute turbulent statistics (i.e. turbulent 
diffusivity, turbulent Schmidt number, spatial correlations, and conditional averages).  These 
turbulent statistics are crucial for fully characterizing and optimizing the mixing performance 
within the macro-MIVR. Furthermore, the findings of this study will offer key information for 
validating computational fluid dynamic models (i.e. Reynolds-averaged Navier-Stokes and Large-
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CHAPTER 2. TURBULENT MIXING IN THE CONFINED SWIRLING FLOW OF A MULTI-
INLET VORTEX REACTOR 
 
A paper modified from a publication in AICHE Journal1 
Abstract 
Turbulent mixing in the confined swirling flow of a multi-inlet vortex reactor (MIVR) was 
investigated using planar laser induced fluorescence (PLIF). The investigated Reynolds numbers 
based on the bulk inlet velocity ranged from 3290 to 8225, and the Schmidt number of the passive 
scalar was 1250. Measurements were taken in the MIVR at three different heights (¼, ½ and ¾ 
planes). The mixing characteristics and performance of the MIVR were investigated using 
instantaneous PLIF fields and pointwise statistics such as mixture fraction mean, variance, and 
one-point concentration probability density function (PDF). It was found that the scalar is stretched 
along velocity streamlines, forming a spiral mixing pattern in the free-vortex region. In the forced-
vortex region, mixing intensifies as the turbulent fluctuations increase significantly there. The 
mixing mechanisms in the MIVR were revealed by identifying specific segregation zones. At 
Re=8225 the mixing in the free-vortex region was dominated by both large-scale structures and 
turbulent diffusion, while in the forced-vortex region mixing is dominated by turbulent diffusion.  
2.1. Introduction 
 
Turbulent mixing of passive scalars is important in the chemical process industry, as it 
affects chemical reactions, precipitations, etc. Although the transport of a passive scalar is 
 
1 Liu, Z., Hitimana, E., Olsen, M. G., Hill, J. C., & Fox, R. O. (2017). Turbulent mixing in the 
confined swirling flow of a multi‐inlet vortex reactor. AIChE Journal, 63(6), 2409-2419 
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governed by the convection-diffusion equation, which is linear in the scalar concentration, mixing 
of passive scalars in turbulent flows is far from simple, as a wide range of scales are involved and 
the cascade paradigms used for the velocity field often fail when applied to the scalar [1]. For 
flows with high Schmidt number (Sc) (the ratio of momentum diffusivity to mass diffusivity), the 
Batchelor scale characterizing the smallest scalar eddies is much smaller than the Kolmogorov 
scale (i.e., the smallest turbulent scale) so that the scalar field contains much more fine-scale 
structure than the velocity field [2]. The existence of fine-scale structures makes experimental 
resolution and direct numerical simulation of turbulent mixing in liquids difficult [3]. It is found 
that a sheet-like topology can be sustained in the scalar dissipation rate field while line-like 
structures must decay exponentially in time [4]. All of the molecular-scale mixing occurs in the 
sheet-like structures and such structures suggest a degree of universality in the fine structure [5]. 
In addition to the study of turbulent mixing at small scales so that some universal features can be 
identified, investigations may also focus on practical applications of turbulent mixing where the 
distribution of concentration regarding time and location is of importance.  
The study of turbulent mixing has benefited greatly from developments in laser-based flow 
diagnostic techniques such as Planar Laser Induced Fluorescence (PLIF). Compared to traditional 
pointwise measurements, PLIF can provide the two-dimensional mixing structure of a scalar field. 
The non-intrusive nature of PLIF also makes it a suitable tool to provide high-quality 
measurements of scalar transport in turbulent flows. In a typical PLIF experiment, the 
concentration field of fluorescent dye is determined through measuring its fluorescence intensity 
using CCD cameras. A detailed review on PLIF in liquids can be found in the review paper by 
Crimaldi [6] where the principles, set-up and applications of PLIF are explained. PLIF has been 
widely applied in our group to investigate turbulent mixing in turbulent shear flows [4, 7, 8], 
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confined impinging jet flows [9, 10] and other geometries. Much of the progress in the study of 
turbulent mixing has been confined to canonical flows such as grid/isotropic turbulence, channel 
flow and free-shear flow [3].  There are relatively few studies focusing on turbulent mixing of 
swirling flow at high Schmidt number. Turbulent swirling flow is common in industrial 
applications and streamline curvature in the swirling flow can significantly modify the turbulence 
field [11]. This unique feature of turbulent swirling flows compared to other canonical flows makes 
the investigation of its mixing process of interest. Swirling flow has long been used in combustion 
applications to enhance mixing and stabilize the flame [12].  
The idea of enhancing mixing by confining swirling flow has been adopted to develop a 
novel continuous reactor called the multi-inlet vortex reactor (MIVR) for nanoparticle production 
[13]. In the MIVR, swirling flow is formed by four tangential jets entering a short cylindrical 
reactor, and high turbulence intensity is generated near the reactor center by confining outflow 
with a small outlet [13]. Unlike the mixing in most combustion applications, mixing of the swirling 
flow in the MIVR occurs in a contracted geometry without a sudden expansion section [14]. Thus, 
the commonly observed vortex breakdown in combustion applications does not exist in the 
swirling flow of the MIVR, and random vortex wandering is found near the reactor center [11, 14]. 
Mixing of the swirling flow in the MIVR occurs in the liquid phase, which has a much higher 
Schmidt number than for gas flow; thus, requiring much higher resolution for fully resolving its 
smallest length scales. Investigating turbulent mixing of swirling flow in the MIVR can benefit its 
application in Flash Nanoprecipitation (FNP) [15] as the MIVR has been widely used in the FNP 
process to produce functional nanoparticles due to its ability to provide rapid mixing of solvent 
and anti-solvent [16]. Thus, studying turbulent mixing of a passive scalar in the MIVR is of both 
fundamental and practical importance.  
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The presence of swirl can enhance mixing drastically. Mixing in swirling flow with a 
sudden expansion is found to be equally fast at all levels of swirl while measured fluctuation 
intensities indicate a much higher unmixedness at low swirl. The mixing process can be 
decomposed into two components: coarse-scale mixing by precession and large-scale eddy 
shedding, and fine-scale mixing due to turbulence in the flow [17]. The study of a swirling 
recirculating flow with 1Sc   shows that the vortex region forms large coherent structures which 
lead to a pronounced inhomogeneous scalar field, and the mixing process is strongly modified by 
the precessing vortex core [18]. Mixing of swirling flow in the MIVR was first investigated by Liu 
et al.13 using computational fluid dynamics (CFD) and competitive fast reactions where only global 
mixing efficiency can be obtained. The mixing pattern in the MIVR was also qualitatively 
visualized using the reaction of iron nitrate and potassium thiocyanate [19]. Shi et al. [20] used 
laser induced fluorescence with a confocal laser scanning microscope to study mixing in a 
microscale MIVR under laminar flow conditions. Mixing in the MIVR has also been investigated 
through coupling CFD with the quadrature-based moments method [13, 21, 22]. Previous 
experimental and computational work has contributed greatly to understand the mixing of swirling 
flow in the MIVR. However, there is still no quantitative local concentration field available for the 
turbulent mixing regime and validating the local mixing behavior predicted by CFD with 
turbulence models has not yet been possible.    
In the current work, turbulent mixing of swirling flow in the MIVR is quantitatively 
investigated using PLIF. Using the measurement, instantaneous concentration fields, mixture 
fraction mean and variance, and single point probability density function have been analyzed for 
three different measurement planes inside the MIVR at four different Reynolds number. These 
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results provide abundant information for understanding the physics of turbulent mixing in this 
confined swirling flow as well as data for future CFD model validation.   
2.2 Experimental Setup and Measurement Method 
 
Figure 2.1 shows the experimental apparatus, which is designed to provide four 
independent inlet steams to the MIVR. The MIVR is made of transparent acrylic so that the 
illuminating laser sheet can pass through it. The working fluid is deionized water at room 
temperature. Flow from two supply tanks is pumped into the four inlets of the MIVR where the 
flow rate can be adjusted using four automatic control valves (Fisher Inc.). A detailed description 
of the apparatus can be found in Liu et al. [14] The flow in the chamber of the MIVR is illuminated 
by a double-pulsed Nd:YAG laser (New Wave Research Gemini). The thickness of the laser sheet 
is 1 mm. One 12-bit CCD camera (LaVision Imager Intense) was used to capture images at a 
frequency of 8 Hz through the bottom of the MIVR. A Nikon lens with 50 mm focal length was 
used for the CCD camera and f-number of the lens is set to be 5.6. A long-pass optical filter that 
blocked light with wavelength shorter than 542 nm was mounted in the camera lens, so that 
reflected and scattered laser light did not interfere with the fluorescence measurement.  
Figure 2.2 shows the setup of the PLIF experiment and the measurement locations. The 
dimensions of the MIVR are also presented in the figure 2.2. The fluorescent dye Rhodamine 6G 
was used as the passive scalar. Two inlets were fed with water while the other two were fed with 
water containing Rhodamine 6G with a concentration of 45 µg/L. The concentration level of 
Rhodamine 6G was carefully selected so that the local intensity of the fluorescent light was 
proportional to the local intensity of the excitation source and the local concentration of the 
fluorescent dye [8].  Because the fluid in each experimental run passes through the reactor only a 
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single time before the tanks must be refilled, new dye was used for each experimental run, and 
thus photo bleaching of the dye was not a concern. 
 
Figure 2.1: Schematic of experimental setup. 
Figure 2.2: PLIF setup and geometry of MIVR. (a) Top view. (b) Side view. 
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Deionized water was used in each experiment, and the water was examined before each experiment 
to confirm the absence of chlorine that could potentially damage the dye. The shot–to-shot 
variation of the laser power was found to be approximately 2% [23]. Thus, it was not necessary to 
calibrate the PLIF images based on the shot-to-shot laser power variation. Each PLIF image was 
calibrated to eliminate the non-uniform energy distribution of laser sheet based on the procedure 
described by Feng et al. [8] The three PLIF measurement planes were located at the ¼, ½ and ¾ 
height of the chamber along the z-direction. The investigated Reynolds number is defined based 
on the bulk velocity of one inlet, as all four inlets have the same flow rate. [14] Hydraulic diameter 
of single inlet is used as characteristic length scale for Reynolds number. Four Reynolds numbers 
were investigated in the experiment ranging from 3290 to 8225. For each case, 5000 instantaneous 
PLIF images were captured for analysis.  
The smallest length scale of turbulent mixing is known as the Batchelor scale and can be 
estimated as /=B Sc  , where   is the Kolmogorov scale. Rhodamine 6G has a Schmidt 
number of approximately 1250 in water [24]. The Kolmogorov length scale   can be estimated 
based on previous stereoscopic Particle Image Velocimetry measurements [14]. Figure 2.3 shows 
the estimated Batchelor scale at the ½ plane for different Reynolds numbers. The other two 
measurement planes were found to have similar results as the ½ plane and are thus not reported 
here. For all four Reynolds number cases, the estimated value of B  was found to be between 
0.25 m  and 2.0 m . Based on the calibrated image size and pixel size of the CCD camera, the 
in-plane spatial resolution of the PLIF measurement was found to be30 m , and the diffraction-
limited spot size for the optical system was8.89 m . Moreover, the spatial resolution in the z-
direction was determined by the laser thickness which is1.0mm . Thus, the final resolution of the 
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PLIF measurements was determined to be 30 m  in the measurement plane and 1.0 mm in the z-
direction.  
 
Figure 2.3: Estimated Batchelor scale at ½ plane at different Reynolds number 
Overall, the PLIF measurement resolution is much larger than the Batchelor scale of scalar 
field, and thus the smallest mixing scales cannot be fully resolved. The measured results thus 
represent a spatial filtering of the total scalar field. The mixture-fraction mean should not be 
affected by the limited resolution, while the measured variance will be slightly lower than the 
actual variance and the instantaneous mixing structure will be less sharp. A model scalar spectrum 
can be used to estimate the sub-grid scalar variance [2] and it is found to be approximately 10% of 




2.3 Results and Discussions 
 
2.3.1 Visualization of passive scalar field 
 
The mean velocity of turbulent swirling flow in the MIVR can be described using a 
Batchelor Vortex Model [14]:  
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where the model can be viewed as the combination of two Batchelor Vortices. 1 1,  R V  and 1U are 
the characteristic values of one vortex, and 2 2,  R V  and 2U are for the other vortex. 0U  depends on 
the inlet flow rate, and 1 2 1 2, , , .U U R R  Based on the mean velocity fields, the turbulent swirling flow 
in the MIVR can be divided into two regions, i.e., a free-vortex region (r/R0 > 0.2) and a forced-
vortex region (r/R0< 0.1) where R0 is the radius of MIVR chamber and r is the distance from the 
reactor center [25]. The turbulence intensity in the forced-vortex region is much higher than in the 
free-vortex region [2]. As passive scalar transport is strongly dependent on the turbulence field, it 
is natural to describe the scalar field separately in these two regions. Figure 2.4 shows typical 
results for the instantaneous passive scalar from the ½ plane where several interesting features can 
be identified. First, a large-scale vortical structure can be identified in the scalar field within which 
fluid of different concentrations mixes spirally in the free-vortex region, while an almost 
homogeneous scalar field without apparent unmixed regions forms in the forced-vortex region. It 
is observed that unmixed fluid is stretched into thin layers as the flow spirals towards the reactor 
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center and some of these layers preserve their shape well until they enter the forced-vortex zone. 
As the Reynolds number increases, the local unmixed region in the free-vortex region is reduced 
from large bulk shapes at Re=3290 to thin-strip shapes at Re=8225. It is expected that the size of 
the local unmixed scalar in the free-vortex region could be further reduced at even higher Reynolds 
number. As would be expected, the instantaneous scalar field clearly shows that the swirling flow 
has a much better mixing performance in the forced-vortex region than in the free-vortex region. 
The passive scalar is expected to be well mixed as it approaches the reactor outlet located in the 
forced-vortex region. Both the turbulence field and the vortex wandering motion contribute to the 
enhanced mixing in the forced-vortex region.  
Figure 2.5 shows some interesting local structures of the instantaneous scalar field in the 
½ plane (Re=8225). The grids in figure 2.5 indicate the in-plane resolution of the measurement 
(30 m ). It should also be noticed that the out-of-plane resolution will be the laser thickness 
(1 mm), which is much larger than the in-plane resolution. Regions of unmixed fluid exist in the 
free-vortex region, but they are short lived and tend to decay as they approach the reactor center. 
These unmixed fluid strips undergo numerous mixing mechanisms [26-28], such as engulfment 
(figure 2.5a), stretching (figure 2.5b) and penetration by surrounding fluid (figure 2.5c). In the 
free-vortex region, the passive scalar field is far from homogeneous and isotropic because of the 
low turbulence intensity there, and most of the mixing is due to advective mechanisms of laminae 
folding and stretching. However, in the forced-vortex region, the local unmixed regions nearly 
disappear (figure 2.5d) due to the high turbulence intensity and vortex wandering motion present 











Figure 2.5: Zoomed views of typical local mixing structures at ½ plane for Re=8225: (a) 
engulfment, (b) stretching, (c) penetration, (d) uniform. 
 
2.3.2 Mixture-fraction mean and variance 
 
Mixture fraction mean is an important statistical feature in the study of inhomogeneous 
passive scalar mixing as many closure models are based on the gradient of the mixture fraction 
mean. The typical profile of ensemble-averaged mixture fraction mean   of the swirling flow 
in the MIVR is presented in figure 2.6 for Re=8225. The mixture-fraction mean is based on an 
ensemble of 5000 instantaneous images. In our previous study, the velocity field inside the MIVR 
has already been measured by using stereoscopic particle image velocimetry [14]. Using these 
stereo-PIV data, the mean velocity field is plotted in front of the mixture fraction mean field as 
streamlines. The mixture fraction mean is aligned with the mean velocity streamlines fairly well. 
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This can be explained by the fact that the convection term of the passive scalar transport is 
dominant in the free-vortex region as the turbulence intensity there is low. The mixture fraction 
mean contour in figure 2.6 provides a clear picture of the mixing structure in the MIVR. A spiral 
structure of the mixture fraction mean is observed at all three planes as the passive scalar swirls 
towards the center. A large gradient of mixture fraction mean exists in the free-vortex region, while 
a near uniform mean is found in the forced-vortex region. This mean structure indicates that flow 
from different inlets of the MIVR does not fully mix until it reaches to the center.  
Figure 2.7 shows the mixture fraction variance 2  at Re=8225. Compared to the mixture 
fraction mean contour, the mixture fraction variance in the MIVR is symmetric around the center 
of the swirling flow. The magnitude of mixture fraction variance decreases moving from the free-
vortex region to the forced-vortex region. When a passive scalar is perfectly mixed, the mixture 
fraction variance approaches zero. This trend further confirms that the mixing level in the MIVR 
increases as the flow approaches the center. Mixing level also increases from the ¼ plane to ¾ 
plane as the ¾ plane has the largest low variance region. The main reason that mixing level 
improves from the ¼ to the ¾ plane is that much of inlet flow is displaced towards the bottom of 
the reactor before it enters the center area of the reactor [14]. The passive scalar tracer is advected 
by the velocity field so fluid in planes near the reactor bottom, such as the ¼ plane contain more 
unmixed scalar (and thus higher variance) than planes near the top of the reactor such as the ¾ 
plane, because the unmixed scalar near the reactor bottom becomes more well mixed by the 
turbulence at the center of the reactor as it rises towards the reactor exit, thus the variance will 
decrease as fluid travels to planes closer to the outlet such as the ¾ plane. Again, the results of 
both mixture fraction mean and variance only represent the resolved scales and their accuracy can 




Figure 2.6:  Mixture fraction mean contours at ¼, ½ and ¾ planes (bottom views) for Re=8225, 
streamlines are based on mean velocity field measured by previous experiment [14]. 
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Considering the symmetrical shape of the mixture fraction variance, its value can be 
represented by using data from one-dimensional profiles taken through the center of the 
measurement domain. In this way, the variance at different Reynolds numbers can be easily 
compared. Figure 2.8 shows the comparison of scalar variance at different Reynolds numbers. 
When the Reynolds number reaches 6580, the measured mixture fraction variance becomes 
Reynolds number independent, indicating that further increasing Reynolds number should not 
improve the mixing significantly. A similar trend was observed in a study on mixing in a micro-
scale MIVR, where the mixing is not improved beyond Reynolds numbers larger than 1600 [13]. 
The reason for this is that mixing in the MIVR is controlled by both macro-mixing and micro-
mixing [21]. Micro-mixing is related to turbulence level; thus, it can be improved by increasing 
Reynolds number.  However, macro-mixing is controlled by the geometry of reactor and will not 
improve due to the change of Reynolds number. In current experiment, it is noticed that when 
Reynolds number is larger than 6580, further increasing Reynolds number does not improve 
mixing level significantly, indicating that macro-mixing becomes dominant and determines the 
threshold of mixing in the MIVR.  The dashed lines in Fig. 8 further highlight the difference in 
mixing in the forced-vortex and free-vortex regions. In the forced-vortex region (r/R0< 0.1) the 
variance can be represented by a line with slope equal to zero. In the free-vortex region (r/R0 > 
0.2) a line with slope equal to -0.135 is found to represent the trend of variance observed in all 
three measurement planes well.   
At high Reynolds number, a separation of mixing scales generally exists. The large-scale 
motions are mainly influenced by the geometry of the reactor while the small-scale motions are 
determined by the energy dissipation rate and viscosity [13]. Large-scale segregation (LSS) in the 






   = −                                                                                                                   (2.3) 
where   is the average mixture fraction after complete mixing, which is equal to 0.5. Here we 
define different segregation zones based on the value of the LSS variance 2
LSS
  and scalar 
variance 2  as following:  
2 2
LSS
    and 
2 2     [Large-scale segregation (LSS) zone] 
2 2
LSS
    and 
2 2    [Small-scale segregation (SSS) zone] 
2 2
LSS
    and 
2 2    [LSS&SSS zone] 
The cut-off standard deviation  0.045= , is defined as the distance in mixture fraction space from 
the end of the reactions to complete mixing [13]. In the present study, 0.045=  was found 
suitable to describe the segregation zones. This cut-off value is used as a starting point for 
determining a new, more appropriate value. The final value is then chosen so that the segregation 
zone can be clearly observed.  Figure 2.9 presents the segregation zones at three planes for Re = 
8225. The red contour represents the SSS zone and the blue contour represents the LSS&SSS zone. 
No LSS zone was found present in the measurement plane, indicating that mixing in the MIVR is 
controlled by both macro-mixing and micro-mixing. Another reason that no LSS zone is observed 
is that current PLIF measurements only cover the center area of the MIVR, where the turbulence 
intensity is higher, and mixing is better. In regions away from the reactor center, LSS zone should 
exist, as far from the reactor center, turbulence intensities are much lower. As Reynolds number 
primarily tends to improve micro-mixing level, at lower Reynolds numbers the SSS zone will 
become smaller. This can be clearly shown in figure 2.10, a plot of segregation zones for Re = 
27 
 
3290. This helps to explain the better mixing observed at Re = 8225 compared to the lower 
Reynolds number. This distribution is consistent with the results from Liu et al. [13] In the reactor, 
mixing of swirling flow in the forced-vortex region is determined mainly by turbulent diffusion 
where the energy dissipation rate and viscosity play important roles. In the free-vortex region, the 
mixing of swirling flow is determined by both the large motions imposed by the geometry of the 
reactor in addition to weaker turbulent diffusion, and relatively poorer mixing can be observed.  
 





Figure 2.8: Comparison of mixture fraction variance profiles at ¼, ½ and ¾ planes (from top to 










Figure 2.10:  Distribution of segregation zones defined by 0.045 =  at ¼, ½ and ¾ planes for 
Re = 3290. 
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2.3.3 One-point composition PDF 
 
The one-point concentration probability density function (PDF) provides information on 
the distribution of the passive scalar within the flow, quantifying the time-independent mixing 
properties and local statistical information. Thus, it is important to study the PDF for the turbulent 
mixing of the swirling flow. As there are over one million points available in the measurement 
plane (the pixels in the CCD camera image), it is convenient to limit analysis to a few 
representative points. The first step in selecting representative PDF points is to check if symmetric 
locations in the flow generate similar PDFs. If such symmetry exists, then PDFs at points along 
one line in the flow field could be sufficient to represent the whole measurement plane. Figure 
2.11 shows the comparison of PDFs at typical symmetrical locations. The locations of the selected 
points are shown in the same figure. It is found that the PDFs at symmetrical points 
( , , , , ,b b f f g g   ) are almost identical to each other, demonstrating that symmetrical locations in 
the flow field do indeed yield similar PDFs. 
Based on this symmetry, the PDFs at five points (point a-e) along the radius in the x-axis 
direction are presented in figure 2.12 for measurements at the ½ plane for Re=8225. Figure 2.12 
shows that as the distance from the center of the reactor increases, the shape of the PDF becomes 
broader. A broad distribution indicates a higher fluctuation of the passive scalar field and less 
complete mixing. The observed features of the PDFs with respect to location are as expected, i.e., 
the passive scalar is better mixed in the forced-vortex region than the free-vortex region.  
 In previous mixing studies in other geometries, [23, 30] a beta function was found to 
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To determine if the beta function accurately models mixing in the swirling flow in the MIVR, the 
beta function based on the mixture fraction mean and variance is compared with the measured 
PDFs in figure 2.12. It is seen that the beta function can generally represent all the PDFs quite 
well, especially for the PDF at point a. It is believed that the performance of the beta function 
depends on the dominant mixing mechanisms, and it works best when turbulent diffusion 
dominates. It has been shown in previous sections that the forced-vortex region is dominated by 
turbulent diffusion, while mixing in the free-vortex region has contributions from both turbulent 
diffusion and large-scale structure. The importance of the large-scale structures to mixing in the 









Figure 2.12: Probability distribution function (PDF) and fitted beta function at different 






Planar laser induced fluorescence (PLIF) was used to visualize and quantify passive scalar 
transport in the turbulent swirling flow of a multi-inlet vortex reactor (MIVR). Two flow regions 
can be identified in the turbulent swirling flow, i.e., a free-vortex region (r/R0 > 0.2) and a forced-
vortex region (r/R0 < 0.1). Scalar statistics including mixture fraction mean, variance, and 
probability density function (PDF) were calculated based on ensembles of instantaneous passive 
scalar images. The mixing structure of the swirling flow within the MIVR was found to consist of 
a spiral motion of the passive scalar in the free-vortex region and a nearly homogenous mixing 
region in the forced-vortex region. Mixing in the free-vortex region is controlled by both turbulent 
diffusion and large-scale flow structures. In the forced-vortex region, mixing is dominated by 
turbulent diffusion, and here overall better mixing level is observed. The beta function based on 
the measured mean and variance was found to represent the measured PDFs quite well, especially 
in the forced-vortex region. These data represent the first passive scalar measurement of turbulent 
mixing in this swirling flow and could be valuable in validating CFD simulations for turbulent 
mixing in the MIVR.  
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CHAPTER 3.  EXPERIMENTAL CHARACTERIZATION OF TURBULENT MIXING                     
PERFORMANCE USING SIMULTANEOUS STEREOSCOPIC PARTICLE IMAGE 
VELOCIMETRY AND PLANAR LASER INDUCED FLUORESCENCE 
 
A paper modified from a publication in Experiments in Fluids Journal2 
 
Abstract 
Simultaneous measurements of velocity and concentration using stereoscopic particle 
image velocimetry (stereo-PIV) and planar laser induced fluorescence (PLIF) were used to 
investigate the mixing performance of a scaled-up multi-inlet vortex reactor (MIVR).  Data were 
collected in three measurement planes located at different heights from the reactor bottom (¼, ½, 
and ¾ of the reactor height) for Reynolds numbers of 3250 and 8125 based on the reactor inlet 
velocity and hydraulic diameter. The collected data were analyzed to determine turbulent flow 
statistics such as turbulent viscosity, turbulent diffusivity, and turbulent Schmidt number. When 
analyzed across 16 different azimuth angles and radial positions (r) normalized by the reactor 
radius (Ro), the turbulent viscosity was found to be nearly axisymmetric. In the free vortex region 
(r/Ro > 0.2), the turbulent viscosity results were nearly constant. Near the center of the reactor in 
the forced-vortex region (r/Ro < 0.1), the turbulent viscosity significantly increased, with peak 
values occurring near the center. The turbulent viscosity and Reynolds shear stress were highest 
near the reactor exit at the ¾ plane. The dominance of high turbulent fluxes and low concentration 
gradients near the reactor center led to high turbulent diffusivity. Away from the center, the 
turbulent diffusivity was reduced because of large concentration gradients and low turbulence 
 
2 Hitimana, E., Fox, R. O., Hill, J. C., & Olsen, M. G. (2019). Experimental characterization of 
turbulent mixing performance using simultaneous stereoscopic particle image velocimetry 




intensity in the spiral arm region. The turbulent Schmidt numbers were also found to correlate with 
concentration gradients. The turbulent Schmidt number values were found to vary from 0.1 to 1.2. 
The highest spatial variation in 𝑆𝑐𝑡  was observed in the spiral arms region, where the concentration 
gradients are also the highest. This spatial variation in Schmidt number contrasts with the common 
assumption of constant 𝑆𝑐𝑡 in Reynolds-averaged CFD models.  
3.1 Introduction 
Turbulent mixing is a complex yet fundamental part of numerous engineering applications 
such as chemical processing, pharmaceuticals and pesticides manufacturing, and air-fuel mixing 
in combustion, to name just a few. The efficiencies of processes involving turbulent mixing are 
dependent on the effectiveness of the mixing. Accordingly, numerous flow geometries and 
methods that aim to enhance mixing have been extensively studied. Examples of mixing-
enhancing geometries include confined co-flow [1-3] and crossflow jets [4, 5], rotating geometries 
such as rotary kilns [6, 7] and mixing tabs [8-10] among many others.  
One process where turbulent mixing plays a crucial role is flash nanoprecipitation (FNP), 
a technique used to manufacture uniformly sized functional nanoparticles [11-14]. In FNP, 
nanoparticles form when the rapid mixing of a supersaturated solvent and an antisolvent produces 
a supersaturated solution. Nanoparticles then precipitate out of the solution and aggregate until 
growth is inhibited by a blocking co-polymer [12, 15, 16]. The overall success of FNP depends on 
rapid mixing of the solvent and non-solvent.  
The microscale Multi Inlet Vortex Reactor (micro-MIVR) has been developed for use in 
FNP due to its excellent mixing properties. The geometry of the MIVR, as can be seen in figures 
3.1 and 3.2, is such that four identical square inlets are tangentially connected to a central 
cylindrical mixing chamber with one common outlet. The MIVR allows for easy variation and 
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control of the fluid flow through its four streams and creates a complex, turbulent, swirling flow 
with a strong central vortex that contributes to its strong mixing performance. The MIVR 
eliminates the requirement of equal inlet stream fluid momentum found in other mixers such as 
Confined Impingement Jet Reactors (CIJR). Moreover, averaging the two concentration streams 
in the CIJR to obtain the final concentration of the effluent may compromise the particle stability 
in FNP [1].  
The desire for a thorough understanding of the mixing mechanisms in the micro-MIVR 
motivated previous experimental investigations. Cheng et al. [12] and Shi et al. [17] utilized 
microscopic particle image velocimetry (micro-PIV) to investigate the flow characteristics in the 
micro-MIVR. Subsequent investigations using laser induced fluorescence by Shi et al. [18] 
discovered that the micro-MIVR does not achieve a complete mixing even at the highest inlet 
channel Reynold number (240) investigated.  
Increased efficiency in the large-scale production of functional nanoparticles can be 
achieved by scaling up the reactor. For this reason, previous investigators have also studied fluid 
flow and mixing in the macroscale MIVR (macro-MIVR), which is a scaled-up version of the 
micro-MIVR. Because the macro-MIVR is 16 times larger than the micro-MIVR, higher flow rates 
can easily be achieved. Bensaid et al. [19] utilized large eddy simulation (LES) and Reynolds-
averaged Navier-Stokes k-ɛ models to simulate micro and macroscale mixing efficiency of the 
MIVR. They observed satisfactory mixing to achieve molybdenum sulfide nanoparticle 
precipitation at a high Reynolds number (Re = 8320). Liu et al. [15] used stereoscopic particle 
image velocimetry (stereo-PIV) to investigate the turbulent velocity field in the macro-MIVR and 
used these results to estimate the micro-mixing times within the reactor. They found that the 
integral time scale ranges from 5 to 50 micro-seconds for Re = 3290 and decreases significantly 
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with increasing Reynolds number. The micro-mixing time also increases as the distance away from 
the reactor center increases. Liu et al. [20] utilized planar laser induced fluorescence (PLIF) to 
measure passive scalar concentration and characterized the mixing in the macro-MIVR. They 
observed that in the forced-vortex region near the center, the mixing is dominated by turbulent 
diffusion, and therefore a nearly homogenous mixing is achieved.  
While PIV can provide intricate details of the turbulent velocity field, and PLIF can yield 
mean concentration and concentration variance, performing these techniques simultaneously is 
required to quantify the flow statistics such as turbulent diffusivity and turbulent Schmidt number 
(𝑆𝑐𝑡), which are important in the development and validation of the turbulent mixing models. 
Several researchers have used PIV and PLIF in other turbulent mixing flows to simultaneously 
measure in-plane velocity and scalar concentration fields. Examples of the canonical flows that 
have been extensively studied using this technique are turbulent jet mixing and combustion in 
turbulent jets [21-25].  However, there is a lack of similar investigations in complex swirling 
geometries such as the MIVR.  
The objective of the present investigation is to utilize stereo-PIV and PLIF to 
simultaneously measure three components of the turbulent velocity field and passive scalar 
concentration in the macro-MIVR. The acquired data will be used to further quantify the mixing 
performance by determining turbulent statistical parameters such as turbulent fluxes, turbulent 
diffusivities, and turbulent Schmidt numbers that cannot be obtained by non-simultaneous 





3.2 Experimental set up and methodology 
3.2.1 Experimental apparatus 
 
 A schematic of the experimental set up is presented in figure 3.1. A close-up of the macro-
MIVR plexiglas test section is shown in Figs. 2(a) & (b). The macro-MIVR test section consists 
of four 25.4 mm diameter square independent inlets connected to a cylindrical reaction chamber 
of radius Ro = 50.8 mm and one cylindrical outlet. The outlet has a radius of 25.4 mm (or 0.25 
when normalized by the reaction chamber radius) and is 1000 mm long. The height of the 
cylindrical reaction chamber is 25.4 mm. To generate the swirling flow within the reactor, the inlet 
streams are attached tangentially to the mixing chamber. Plexiglas was chosen as the material for 
the macro-MIVR due to its excellent optical properties, as it is transparent with 92% total visible 
light transmittance in wavelengths of the visible light that fall between approximately 400 and 700 
nanometers in the electromagnetic spectrum [26]. The laser used for the current study is New Wave 
Research model that produces laser pulses of 532 nm wavelength and up to 120 mJ of energy per 
laser pulse.   
 Water, which is the working fluid, is stored in two 500 gallon (1893 liter) capacity feed 
tanks. The fluid flow is powered by two pumps (Mach Pumps Inc.) and regulated by four 
programmable control valves (Fisher Inc.) coupled to Coriolis flow meters (Fisher Inc.). Upstream 
of each inlet is a 110 mm long flow conditioner section with 3.175 mm cell size honeycomb and 
screen grids whose purpose is to reduce turbulence and ensure steady flow into the reactor 
chamber. The fluid exiting the reactor is collected into two tanks of the same capacity as the feed 
tanks.  
 Two different inlet flowrates (0.08 and 0.2 l/s), which were investigated, represent the flow 
through each of the individual inlets. Thus, the overall flowrate through the reactor is four times 
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this. These investigated flowrates are equivalent to Reynolds numbers of 3250 and 8125 based on 
inlet hydraulic diameter, mean inlet stream velocity, and water properties (density and viscosity) 
at room temperature. To obtain macro-MIVR mixing performance data at different heights in the 
reactor, measurements were performed at three different planes within the reactor. The planes (i.e. 
¼, ½, and ¾) are defined by the relative height from the reactor chamber bottom (see figure 3.2 
(b)).   
 
Figure 3.1: Experiment set up. 
 





2.2 Data acquisition 
 Simultaneous measurements of velocity and concentration were performed using stereo-
PIV and PLIF. For the stereo-PIV measurements, the fluid in both feed tanks was seeded with 
hollow glass spheres of diameter 11.7 μm at a concentration of 5.88 g/m3. For the PLIF 
measurements, the fluorescent dye (Rhodamine 6G) was mixed into one of the feed tanks at a 
concentration of 45 μg/L. Previous PLIF measurements have demonstrated that at this dye 
concentration, the PLIF signal was not degraded by reabsorption of the light emitted by the dye 
[27, 28]. The local concentration can be related to laser intensity by the equation 
 
𝐼𝑖,𝑗 = 𝜔1,(𝑖,𝑗)𝐶𝑖,𝑗𝑒
(−𝜔2,(𝑖,𝑗)𝐶𝑖,𝑗),                                  (3.1)    
 
where 𝜔1,(𝑖,𝑗) is a local coefficient related to the experimental parameters and 𝜔2,(𝑖,𝑗) is a 
coefficient which takes into consideration the effects of absorption. At the low dye concentration 
used in the presented experiments, the exponential term can be Taylor expanded which, by keeping 
Figure 3.3: Laser sheet formation. 
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the lowest order term, leads to a linear relationship between mean fluorescence intensity and tracer 
concentration [29], 
 
𝐼𝑖,𝑗  ≈ Ѱ1,(𝑖,𝑗).                                                           (3.2) 
  The inlet flows were configured such that two opposite inlets contained both fluorescent 
dye and seed particles, while the other two inlets contained only seed particles.  
As shown in figure 3.3, a series of cylindrical lenses and mirrors were used to form the laser beam 
into a sheet with a thickness of approximately 1.5 mm.  The stereo PIV cameras were arranged in 
forward-backward scattering mode, and the angle between their axes was approximately 90 
degrees. The lenses had a numerical aperture (f#) of 8. Furthermore, the Scheimplug criterion [30] 
was fulfilled by tilting the camera lenses by a small angle. A 12-bit CCD camera (LaVision Imager 
Intense) was used for the PLIF measurements. To maximize the field of view and focus, the ideal 
position of the PLIF camera should be perpendicular to the laser sheet. However due to limited 
optical access and the complex nature of the experiment, the PLIF camera was tilted by a small 
angle to have the same field of view as the stereo-PIV cameras. The tilting was corrected by a 
calibration that was performed by using a two-level calibration plate (LaVision GmbH).  
The camera lenses were fitted with optical filters such that each of the cameras received 
the proper light signals. Because the fluorescent dye emits light with a longer wavelength than that 
of the illuminating laser (560 nm for Rhodamine 6G emission vs. 532 nm for the Nd:YAG laser), 
a long-pass filter was placed in front of the PLIF camera lens to block laser light scattered by seed 
particles and allow the PLIF camera to image only the fluorescence light from the dye.  Similarly, 
the stereo PIV cameras were fitted with band-pass filters centered around 532 nm that filtered out 
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the light emitted by Rhodamine 6G so that these cameras only image the scattered light from the 
seed particles.  
For each Reynolds number and reactor location investigated, 5000 instantaneous stereo 
PIV and PLIF image sets were simultaneously recorded. These ensembles were analyzed to 
provide statistical flow quantities.  A multi-pass interrogation technique with decreasing window 
size was used to compute instantaneous, mean, and rms velocity fields.  The final window size 
was 32 by 32 pixels with 50% overlap between adjacent windows.  
 To correct any in-plane laser intensity irregularity, each PLIF image was normalized by a 
mean image with the homogenous dye concentration. Therefore, the final normalized 
concentration or mixture fraction was on a scale of 0 to 1.  
3.3 Results and Discussion 
 
  3.3.1 Overall flow field 
 
 In previous studies, stereo-PIV [15] and passive scalar PLIF measurements [20] were 
performed independently of each other in the macro-MIVR reactor (i.e., they were not performed 
simultaneously). These measurements were used to characterize the flow and mixing within the 
reactor. In the present study, these measurements are supplemented by simultaneous stereo-
PIV/PLIF measurements that can provide flow quantities unobtainable by independent 
measurements.   
To gain greater insight about the accuracy of the stereo-PIV/PLIF measurements, 
Kolmogorov and Batchelor length scales were computed and gauged against the PLIF resolutions. 
While the Kolmogorov length-scale (𝜂) represents the smallest eddy size in the turbulent flow, the 
Batchelor length scale (𝜂𝐵 = 𝜂/√𝑆𝑐) represents the passive scalar size that can diffuse as the 
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turbulent energy of an eddy of size 𝜂 is dissipated [20, 31].  The Kolmorogov length scale was 
found be in the range of 20-60 μm for Re = 8125 and 38-95 μm for Re  = 3250. Furthermore, the 
Batchelor length scale was found be in the range of 0.6-1.7 μm for Re = 8125 and 1.1-2.7 μm for 
Re = 3250. Due to the consistency of the stereo-PIV/PLIF measurements, these estimates are for 
one plane located at ½ reactor height. The in-plane spatial resolution of the current PLIF 
measurements was found to be about 17 μm based on the calibration and image size. The stereo-
PIV measurements resolution was 1.45 mm. This was estimated based on the camera resolution 
(1280 X 1024 pixels), interrogation window size (32 X 32 pixels), and magnification factor of 22 
pixel/mm.  Despite of a good accuracy of our measurements, it is difficult to fully resolve the 
passive scalar concentration to the smallest turbulent mixing scale, because 𝜂𝐵 is smaller than the 
PLIF resolution. Previous investigations of the turbulent passive scalar mixing also encountered 
this challenge [2, 20].  
Figure 3.4 shows an example of instantaneous realization of the simultaneous stereo-
PIV/PLIF measurements for Re = 8125 at the three measurement planes in the reactor. Note that 
only in-plane velocity components are shown in figure 3.4. These display similar and persistent 
features at all three reactor heights. The instantaneous concentration results are shown in color and 
suggest that the mixing is improved at higher elevations in the MIVR. Near the bottom at the ¼ 
plane, the fluid is unmixed even near the center. At the ½ and ¾ planes, the fluid mixing is more 
complete, especially near the center where the mixture fraction is nearly homogeneous at 0.5. 
However, these are only instantaneous results, and the mixing behavior in the reactor can be better 
understood by examining the statistical flow quantities within the macro-MIVR.  
Ensemble averaging of the stereo-PIV/PLIF instantaneous velocity fields can provide 
details about the overall characteristics of the flow, namely that the flow in the macro-MIVR is a 
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complex swirling vortex.  To provide greater details on the magnitudes of the velocity components, 
the profiles of the mean tangential, radial, and axial velocities for Re = 3250 and 8125 are shown 
in figure 3.5. Each velocity component is normalized by the inlet channel longitudinal velocity (Uj 
= 0.124 m/s for Re = 3250 and 0.31 m/s for Re = 8125). Note that the mean velocity field in the 
reactor is found to be axisymmetric, and thus each mean velocity profile represents the ensemble 
average of 16 individual velocity profiles taken at equally spaced azimuthal angles about the 
reactor center. 
One key feature of the velocity field is the recirculating backflow region at the center of 
the reactor as shown on figure 3.5. However, this recirculating backflow weakens at ¾ reactor 
height as the fluid accelerates toward the reactor exit. Also, near the reactor center, the swirling 
vortex is unsteady and wanders within a region of about 5 percent of the reactor radius. The 
wandering motion of vortex can introduce artificial fluctuations in the flow field also known as 
pseudofluctuations [15, 29]. To avoid these pseudofluctuations, for each instantaneous stereo-
PIV/PLIF measurement, the vortex center was located and considered the origin of all calculations.   
The mean flow field in the macro-MIVR can be divided into two primary regions, a free-
vortex region (r/Ro > 0.2) and a forced-vortex region (r/Ro < 0.2) [20]. The forced-vortex region 
is characterized by high vorticity strength and turbulence intensity. Vorticity strength and 
turbulence intensity are much smaller in the free-vortex region; therefore, the mixing is more 





Figure 3.4: A typical stereo-PIV/PLIF simultaneous instantaneous measurement for Re = 8125. 
The color and vectors represent the instantaneous mixture fraction and in-plane velocity field, 




Figure 3.5: Components of mean velocity magnitude as a function of the reactor radius. (a) ¼ 
plane. (b) ½ plane. (c) ¾ plane.  
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The presence of turbulent fluctuations greatly enhances the mixing. Figure 3.6 shows the 
mean mixture fraction at the reactor center plane for both Re = 3250 and 8125. One of the 
prominent features of the mean concentration field is the presence of “arms’ of unmixed fluid 
spiraling towards the center. Near the edges of figure 3.6 (i.e. far from the center), these spiral 
arms of unmixed fluids are more easily observed, but they do persist even near the center. The 
formation of the concentration spiral arms follows the counter-clockwise direction of the fluid 
swirling motion. As the spiral arms approach the center, the mean mixture fraction in these arms 
approaches the fully-mixed mixture fraction of 0.5. However, the fluid is not completely mixed 
even at the center. Evidence of this can also be seen in figure 3.7 which plots mixture fraction 
variance as a function of the radial position in the reactor taken along chosen profiles. As shown 
in figure 3.6, profiles A and C pass through high gradients in the spiral arms, while B and D pass 
through a more mixed region. If the fluid were truly completely mixed, the mixture fraction at the 
center would be uniformly 0.5 with zero variance. The presence of a non-zero variance suggests 
that the fluid is not yet completely mixed. Note that at the center, the mixture fraction variance is 
greater for Re = 3250 than 8125 for all four profiles, suggesting that the mixing performance 
increases with increasing Reynolds number. Furthermore, as expected profiles that pass through a 
more mixed region display lower mixture fraction variances compared to those that pass through 




Figure 3.6: Mean mixture fraction at ½ plane. (a) Re =8125. (b) Re = 3250.  
 
 
Figure 3.7: Mixture fraction variance at ½ plane along profiles A and B (Re = 8125) and  
           profiles C and D (Re = 3250). 
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  3.3.2 Turbulent kinematic viscosity 
 
As the flow spirals towards the reactor center, the dominant direction of the fluid motion 
is in the tangential direction. Indeed, the mean tangential velocity magnitude is as high as fifty 
times larger than the radial velocity magnitude.  As a result, one can consider the tangential 
velocity to be the streamwise direction and the radial velocity to be the transverse direction, and 
then apply the gradient diffusion model to determine an eddy (or turbulent) viscosity. This eddy 
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, equation (4) was 
used in lieu of (3).  











                                                                                                                              (3.4) 
Previous stereo-PIV measurements have shown that the mean velocity and turbulent fluctuations 
are nearly axisymmetric about the center of the reactor [15]. Thus, in calculating the turbulent 
viscosity, mean velocity and Reynolds shear stress profiles are calculated at 16 different azimuthal 
angles, and these profiles are used to calculate the turbulent viscosity profiles, which are then 
ensemble averaged. A comparison of the Reynolds shear stress normalized by the inlet velocity at 
the ½ plane for both Re = 3250 and Re = 8125 is shown in figure 3.8 (a). The Reynolds shear stress 
54 
 
is greatest near the center of the reactor and decreases with increasing distance from the center of 
the reactor. When normalized, Reynolds shear stresses for both Re = 3250 and Re = 8125 are 
similar in magnitude. This is because the ratio between the Reynolds shear stresses is 
approximately 6.25 which is the same as that between the squared inlet velocities for both 
Reynolds numbers.   
The Reynolds shear stress at the three reactor heights for 8125 is shown in figure 3.8 (b). 
For r/Ro > 0.05, the Reynolds shear stress is nearly the same at all three reactor levels.  Variation 
in Reynolds shear stress is observed for r/Ro < 0.05, with the highest Reynolds shear stress 
observed at the ¾ plane, with a smaller Reynolds shear stress observed at the ½ plane, and a further 
decrease observed at the ¼ plane.  In both figure 3. 8 (a) and 8 (b), the error bars represent the rms 
variation in Reynolds shear stress among the 16 individual profiles calculated at different 
azimuthal angles and provide a measure of the axisymmetric nature of the flow.  
Since the Reynolds shear stress and mean velocity gradient vary with radial position in the 
reactor, the turbulent viscosity is also expected to vary with radial position. Figure 3. 9 (a) shows 
the turbulent viscosity scaled by the product of the inlet velocity and reactor radius for both Re = 
3250 and 8125 at the ½ reactor height. For both Reynolds numbers, at r/Ro greater than 0.1 the 
scaled ʋ𝑡 is nearly constant with values of approximately 0.01. Near the center of the reactor, r/Ro 
< 0.1, the scaled ʋ𝑡 greatly increases. This corresponds to the region of the maximum Reynolds 
shear stress as seen in Figure 3.9. ʋ𝑡 also increases with Reynolds number. 
The turbulent viscosity at various heights in the reactor for Re = 8125 is shown in figure 
3.9 (b).  For r/Ro > 0.1, ʋ𝑡 is nearly independent of height in the MIVR. Near the center, ʋ𝑡 
increases for all three heights investigated and was higher than for r/Ro > 0.1. For r/Ro < 0.1, there 
is some variation in viscosity among the three reactor heights. A maximum peak in the scaled 
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turbulent viscosity of about 0.2 is observed at ¾ reactor height. At this height, the turbulence 
intensity further increases near the center as the flow accelerates toward the reactor exit.  
 
Figure 3.8:  Mean Reynolds shear stress as a function of reactor radius. Error bars represent the 





Figure 3.9: Mean turbulent kinematic viscosity (ʋ𝑡) as a function of reactor radius.  Error bars 
represent the root mean square (rms) variation in Reynolds shear stress.  (a) ½ plane. (b) For Re = 
8125 at different planes. 
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3.3.3 Simultaneous stereo-PIV/PLIF results 
 
3.3.3.1 Turbulent diffusivity 
 
 The simultaneous measurements of velocity and concentration allow for characterization 
of turbulent scalar diffusion in the macro-MIVR, where the turbulent scalar diffusion can be 
quantified by the turbulent diffusivity.  Turbulent diffusivity is defined as the ratio of the turbulent 
flux to the scalar concentration gradient. As defined by equation (3.5), the turbulent flux and mean 
concentration gradient in the radial direction are used to calculate the turbulent diffusivity. This is 
because the most dominant concentration gradient is in the radial direction. 





                                                                                                                             (3.5) 
where 〈𝑢𝑟
′  ?́?〉 and 
𝑑𝐶̅
𝑑𝑟
 represent the ensemble average of radial turbulent flux and the mean scalar 
concentration gradient, respectively. Because the mean concentration is not axisymmetric, 
turbulent flux, turbulent diffusivity, and turbulent Schmidt number will also not be axisymmetric. 
Thus, in presenting the results for turbulent diffusivity and turbulent Schmidt number, pointwise 
statistics were extracted along a streamline profile drawn based on the mean in-plane velocity field.  
The streamline path better illustrates the physical behavior of a turbulent swirling jet and captures 
the mixing process as the fluid is convected towards the reactor center. As shown in figure 3.6, a 
potentially insightful streamline is the one that originates and passes through a high gradient 
region. 
The radial turbulent flux at various locations along the streamline is presented in figure 
3.10. Although, the turbulent flux is everywhere positive in the reactor, the total flux (〈𝑈𝑟𝐶〉) is 
mostly negative due to the inward radial fluid flow. The results of the streamwise turbulent 
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diffusivity as a function of the radial position for ½ reactor height are shown in figure 3.11(a). Like 
the turbulent viscosity, turbulent diffusivity was also scaled by the product of the inlet stream 
velocity and the reactor radius. The turbulent diffusivity is greatest in the central region of the 
reactor. High turbulent diffusivity near the center is a consequence of high turbulent flux (see 
figure 3.10) coupled with small radial concentration gradients. The turbulent diffusivity also 
increases with Reynolds number. Note that both turbulent flux and turbulent diffusivity curves 
display secondary minimum and maximum. The secondary minimum occurs at a radial position 
corresponding to the edge of the reactor outlet (r/Ro = 0.25). The secondary maximum is observed 
at about r/Ro = 0.45. In this region, there is an increase in concentration fluctuations as the 
streamlines pass near by the edge of the spiral arm in the top left corner of the field.    
Figure 3.11 (b) compares turbulent diffusivity for Re = 8125 at the three reactor heights. 
Note that only streamlines X and Y for ½ reactor height are shown in figure 3.6. Streamlines for 
¼ and ¾ reactor heights were carefully chosen so that they pass through similar concentration 
features as streamlines for ½ reactor height. The shapes of the turbulent diffusivity curves are 
similar in magnitudes. However, at ¾ reactor height, turbulent diffusivity decreases nearly 








                Figure 3.10: Turbulent flux along the streamline X (Re = 8125) and streamline Y (Re = 
3250) at ½ plane.  
     
3.3.3.1 Schmidt number 
 
 The turbulent Schmidt number, defined in equation (3.6), is the ratio between turbulent 
eddy kinematic viscosity and turbulent diffusivity, 
𝑆𝑐𝑡 =  
ʋ𝑡
𝛤𝑡
.                                                                                                                                         (3.6) 
The turbulent Schmidt number plays a key role in turbulent mixing, especially in Reynolds-
averaged models for the scalar concentration field.  For simple flows and geometries such as 
turbulent jets, a constant turbulent Schmidt number is often assumed, although experiments have 
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shown that turbulent Schmidt number can vary throughout the flow field. For example, He et al. 
(1999) investigated the effect of using a constant Schmidt number on modeling turbulent scalar 
mixing of a jet in cross-flow by using Reynolds-averaged Navier-Stokes equations with the 
standard k-ɛ turbulence model. They recommended a Schmidt number of 0.2 for best agreement 
with experiment data. 
 
Figure 3.11: Turbulent diffusivity along the streamlines as a function of the radial position. (a) at 
½ plane for both Reynolds numbers. (b) All planes for Re = 8125. 
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Feng et al. (2007) performed simultaneous velocity and concentration field measurements 
of passive-scalar mixing in a confined rectangular jet. They found an average turbulent Schmidt 
number of 0.8 based on the transverse turbulent diffusivity. However, they also observed spatial 
variations in turbulent Schmidt number ranging from 0.3 up to 1.6. These variations were most 
pronounced in the developing region of the turbulent jet. As the mixing became more homogenous, 
the variations decreased, and the turbulent Schmidt number approached 0.8. Similar findings were 
observed by Feng et al. [31] in an investigation of turbulent mixing in a confined rectangular wake 
using simultaneous PIV and PLIF. In this investigation, spatial variations in turbulent Schmidt 
number with an average of 0.8 were also observed, although the variations were smaller for the 
wake than for the jet. These findings make sense, because the mixing in the confined wake was 
observed to be more homogeneous than in the confined jet flow.  
In their investigation of turbulent Schmidt numbers for CFD analysis with various types of flow 
fields, Tominaga and Stathopoulos [32] concluded that the turbulent Schmidt number depends 
largely on the local flow characteristics, and they recommended that it should be determined by 
considering the dominant flow structure in each case. Flesch et al. [33] experimentally measured 
turbulent Schmidt numbers of trace gas emissions. They found a mean 𝑆𝑐𝑡 of 0.6 with a large 
standard deviation of 0.31. In all, these investigations demonstrate that turbulent Schmidt number 
can vary greatly throughout a mixing flow, and thus caution must be exercised in assuming a 
constant turbulent Schmidt number in performing numerical simulations.   
The turbulent Schmidt numbers along streamline X for Re = 8125 and streamline Y for 
Re = 3250 in the MIVR for ½ reactor height are plotted in figure 3.12(a). Despite the difference in 
Reynolds numbers, the turbulent Schmidt numbers for both cases are similar. 𝑆𝑐𝑡 is seen to vary 
with radial position, with values ranging on average from 0.1 to 1.2. The highest spatial variation 
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in 𝑆𝑐𝑡 occurs for r/Ro > 0.5. As can be seen in figure 3.6, this region has large concentration 
gradients, because the streamlines for both Reynolds numbers pass through well-defined mean 
concentration spiral arms. Closer to the reactor center for 0.1 < r/Ro < 0.5, the concentration is 
more homogeneous, with small concentration gradients and fluctuations, and the resulting 
turbulent Schmidt number is also small. However, as can be seen in figures 3.12 (a) & (b), higher 
Schmidt numbers are found for r/Ro < 0.1.  This is simply a consequence of the mean concentration 
gradient being very small at the reactor center, and thus the calculation for the turbulent Schmidt 
number at this location involves dividing by a near-zero value. 
As shown in figure 3.12 (b), the turbulent Schmidt numbers for Re = 8125 display 
similarity in magnitudes at ½ and ¾ reactor heights. This is expected, because both turbulent 
viscosity and turbulent diffusivity are also similar at these heights for Re = 8125. However, at ¼ 
reactor height, 𝑆𝑐𝑡 displays some secondary peaks as the fluid is not well mixed near the bottom 
of the reactor and becomes more mixed as it rises towards the reactor exit. 
3.4 Summary and Conclusions 
 
Simultaneous measurements of velocity and concentration using stereoscopic particle 
image velocimetry (stereo-PIV) and planar laser induced fluorescence (PLIF) were used to 
investigate the mixing performance of a scaled-up multi-inlet vortex reactor (MIVR).  Data were 
collected in three measurement planes located at different heights from the reactor bottom (the ¼, 
½, and ¾ heights) for Reynolds numbers of 3250 and 8125. The collected data were analyzed to 
determine turbulent flow statistics such as turbulent viscosity, turbulent diffusivity, and turbulent 
Schmidt number.  
The flow field within the MIVR was found to be a complex three-dimensional swirling 
flow. The fluid spirals toward the center, forming a large vortex. The flow accelerates as it spirals 
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towards the center, increasing the turbulence intensity. Away from the center, where the fluid is 
less mixed, the unmixed fluid forms counter-clockwise concentration spiral arms, resulting in large 
concentration gradients.  
The turbulent viscosity was found to be axisymmetric. In the free vortex region 
(r/Ro > 0.2), the turbulent viscosity was nearly constant. However, a radial spatial variation in the 
turbulent viscosity was observed in the forced vortex region (r/Ro < 0.1). The turbulent viscosity 
also varied with Reynolds number, with higher turbulent viscosity at the higher Reynolds number 
investigated. This was especially true near the center of the reactor, where the viscosity 
significantly increased, with the peak value occurring near the center. It is in this region where the 
tangential velocity and Reynolds shear stress also peak. The turbulent viscosity was highest at the 
¾ reactor height and lower at the ¼ and ½ reactor heights.  
The presence of high turbulent fluxes and low mean concentration gradients near the center 
result in high turbulent diffusivities. Away from the center, turbulent diffusivity was greatly 
reduced because of the large mean concentration gradients and lower turbulence intensity in the 
spiral arm region. Turbulent Schmidt number values were found to vary from 0.1 to 1.2. The non-
uniformity turbulent Schmidt number is consistent with previous investigations which also 
observed spatial variations in turbulent Schmidt number of approximately one order of magnitude. 
This finding of spatial variation in turbulent Schmidt number also runs counter to the common 
assumption of using a constant turbulent Schmidt number in Reynolds-averaged models of 
turbulent mixing, and thus offers key information for using computational fluid dynamic models 






Figure 3.12:  Turbulent Schmidt number along the streamline as a function of reactor radius. 
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CHAPTER 4. EULERIAN CONDITIONAL STATISTICS OF TURBULENT FLOW IN A 
MACROSCALE MULTI-INLET VORTEX CHEMICAL REACTOR 
 
A paper under review in Physics of Fluids Journal3 
 
Abstract 
The conditional velocity time averages (〈𝑈𝑖|𝜉〉) and the conditional mixture fraction time 
averages (〈Ф|𝜔𝑖〉) were computed based on the Eulerian approach from experimental data 
measured in a macroscale multi-inlet vortex chemical reactor (macro-MIVR).  The conditioning 
events were determined by equally sized intervals of the sample space variable for the mixture 
fraction (𝜉) and velocity vector (𝜔𝑖). The experimental data, which consisted of the instantaneous 
velocity and concentration fields for two Reynolds numbers (Re = 3250 and 8125), were acquired 
using the simultaneous stereoscopic particle image velocimetry (stereo-PIV) and planar laser 
induced fluorescence (PLIF) techniques. Two mathematical models, the linear approximation and 
PDF gradient diffusion, were used to predict and compare with experimental results. The results 
of the velocity conditioned on the mixture fraction demonstrated that the linear model works well 
in a low turbulence region away from the reactor center. Near the reactor center, high velocity 
gradients coupled with low concentration gradients reduce the accuracy of the linear model 
predictions. Nevertheless, excellent agreement was found for conditional events within ± 2Ф𝑟𝑚𝑠 
(mixture fraction root mean square). Due to lower concentration gradient in the tangential 
direction, the linear model predicted 〈𝑈Ɵ|𝜉〉 better at all locations investigated. The PDF model 
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with an isotropic turbulent diffusivity performed inadequately for the tangential and axial 
conditional velocities. A modified version of the PDF model that considers three components of 
turbulent diffusivity produced better agreement with experimental data, especially in regions of 
considerable concentration gradients. Furthermore, the mixture fraction conditioned on the 
velocity vector components showed a more linear behavior near the reactor center, where the 
probability density function (PDF) of the mixture fraction is a Gaussian distribution. As the 
concentration gradients became prominent away from the reactor, 〈Ф|𝜔𝑖〉 also deviated from the 
linear pattern.  This was especially remarkable for the mixture fraction conditioned on the 
tangential velocity. The overall prediction of 〈Ф|𝜔𝑖〉 improves at higher Reynolds number as the 
fluid mixing is enhanced.  
4.1 Introduction 
The development of accurate numerical techniques to investigate turbulent flow is a 
challenging problem that has attracted many researchers. Some of the most investigated numerical 
techniques include Direct Numerical Simulation (DNS) [1, 2], Large Eddy Simulations (LES) [3-
5], Reynolds Averaged Navier Stokes (RANS) simulations [6], and Dynamic Delayed detached 
eddy Simulation (DDES) [7]. While these methods can often provide adequate prediction of the 
turbulent flow field, they must include additional mixing and reaction models to handle the 
complexities of nonlinear turbulent reacting flows. Turbulent reacting flows occur in numerous 
chemical processes such as flash nanoprecipitation for producing uniformly sized functional 
nanoparticles [27], combustion [3, 13, 18], and chemical vapor deposition [28], among others.   
Klimenko [8] and Bilger [9, 10, 11] introduced the conditional moment closure (CMC) 
method for modeling nonlinear turbulent reactive flows. In conditional moment closure, the 
closure is obtained by modeling higher-level moments in terms of lower moments. First moments 
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are means or averages, second moments are variances and covariances of the fluctuations about 
the averages, and third moments are triple correlations between the fluctuations [11].  The CMC 
model is derived by averaging the conserved and reactive transport equations conditioned on a 
value of the conserved scalar [12].  An example of a CMC method for predicting turbulent jet 
flames during combustion is defined in equation (4.1) [11], 
𝜕〈𝑌𝛼|𝜉〉
𝜕𝑡
+ 〈𝑈|𝜉〉. ∇〈𝑌𝛼|𝜉〉 − 〈𝑁|𝜉〉
𝜕2〈𝑌𝛼|𝜉〉
𝜕𝜉2
= 〈𝑊𝛼|𝜉〉,                                                                         (4.1) 
where 〈𝑌𝛼|𝜉〉 is the mean mass fraction of species 𝛼 conditioned on the mixture fraction, 〈𝑈|𝜉〉 is 
the conditional mean velocity, 〈𝑁|𝜉〉  is the conditional mean scalar dissipation, and 〈𝑊𝛼|𝜉〉 is the 
conditional mean rate of formation of species α per unit mass of the mixture.  However, in Eqn. 
(1), 〈𝑈|𝜉〉  and 〈𝑁|𝜉〉 are unclosed terms and need to be calculated separately. These unclosed 
terms can be modeled from information already existing on the velocity and mixing fields [11].  
The experimental techniques can be used to produce large amount of data necessary for modeling 
the conditional means in turbulent flows. However, such techniques are often complex and 
expensive. To address this problem, simple analytical methods, which rely on smaller data sets, 
have been developed to predict the conditional mean field. These methods include: the linear 
approximation of Kutznetzov and Sabelnikov [13], the Li and Bilger model [14], and Pope’s 
gradient diffusion model [15]. 
The linear model defined in equation (4.2) is used to compute the conditional mean 
velocity. This is derived based on the assumption that the joint probability density function (PDF) 
of the conserved scalar and velocity is a Gaussian distribution.  
 






                                                                                                        (4.2)   
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In equation (4.2), 〈Ф〉 is the unconditional mean mixture fraction, ξ is the sample space variable 
for Ф, 〈𝑈𝑖|ξ〉 is the velocity conditioned on Ф, Ф
′ is the mixture fraction fluctuation, 〈𝑈𝑖〉 is the 
unconditional mean velocity, 〈𝑢𝑖
′Ф′〉 is the turbulent scalar flux, and the index i is either r for radial, 
ɵ for tangential, or z for the axial component of the velocity in cylindrical coordinates. Note that 
the multi-inlet vortex reactor has a cylindrical geometry, thus cylindrical coordinates are used 
throughout the work presented here.  Previous investigations [14, 16, 17] of passive scalar mixing 
have shown that the accuracy of the linear model predictions is closely related to the local mean 
mixture fraction in physical space. Near the local mean mixture fraction, a linear relationship exists 
between the conditional mean transverse velocity and the mixture fraction fluctuations [14]. 
However, the prediction of the mean transverse velocity becomes poor as the mixture fraction 
fluctuation increases due to the non-Gaussian and nonlinear distribution of the mean mixture 
fraction profile [14].  In their study of the passive scalar mixing in a confined rectangular turbulent 
jet and wake flow, Feng et al. [16, 17] confirmed the latter two findings of Li and Bilger [14]. 
However, Feng et al. [16, 17] also showed that the conditional mean streamwise velocity is poorly 
predicted by the linear model.  
The Li and Bilger model [14], defined in equation (4.3), was derived from the dimensional 
analysis of experimental data by using a mixing length argument to address some of the limitations 
of the linear model. This model is defined by the expression 
 〈𝑈𝑖|𝜉〉 = 〈𝑈𝑖|𝜉 = 〈Ф〉〉 + 𝛼
𝑈𝑟𝑚𝑠
𝛿
(𝑌 − 𝑌𝜉),                                                                                     (4.3) 
where Y is the transverse location of interest, and 𝑌𝜉 is the location where the local mean mixture 
fraction is equal to 𝜉. 𝛿 is defined as the distance from where the mean mixture fraction is 0.1 to 
where it is 0.9 [16].  𝛼 is a constant of order unity [12].        
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Pope’s gradient diffusion model presented in equation (4.4) and its formulation is based on 
the PDF of the scalar and its gradient [15].  





 ,                                                                                                                   (4.4) 
where Ɒ𝑇 is the turbulent diffusivity, r is the radial position (the transverse location in a cylindrical 
swirling flow), and 𝑃Ф is the PDF of the conserved scalar. 𝑃Ф is approximated by a beta 






(1 − 𝜉)𝑏−1,                                                                                                   (4.5)   
 where 𝛤  is the gamma function. The parameters a and b can be determined from the mixture 
fraction mean and variance using the following expressions [16, 18]        





), and                                                                                                                    (4.6) 
 𝑏 = 𝑎
1−〈Ф〉
〈Ф〉
.                                                                                                                                   (4.7)        
          The PDF gradient diffusion model has been used by several researchers to evaluate the mean 
conditional velocity and concentration terms [12, 15-19].  In their studies of turbulent jet and wake 
flows, Feng et al. [16, 17] further noted that by using a non-isotropic turbulent diffusivity tensor 
in equation (4.4), the prediction of both transverse and streamwise conditional mean velocities can 
be greatly improved.  
Numerous studies [14-19] on conditional statistics in turbulent mixing have been done. 
However, there is still a lack of similar studies concerning more complex turbulent mixing reactors 
with swirling flows such as the macroscale multi-inlet vortex reactor (macro-MIVR). The 
objective of the current study is to compare the experimental data with the predictions of the linear 
and PDF gradient diffusion models. These experimental data that were obtained using the 
simultaneous stereoscopic particle image velocimetry (stereo-PIV) and planar laser induced 
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fluorescence (PLIF) include the components of the mean velocity vector conditioned on mixture 
fraction and the mean mixture fraction conditioned on velocity vector at various streamline 
locations within the reactor.  
4.2 Overview of Experimental Methodology 
The simultaneous measurements of instantaneous velocity and concentration fields in the 
macro-MIVR were obtained using stereo-PIV and PLIF. These measurement techniques are 
thoroughly explained in our previous investigation of the turbulent mixing performance of the 
macro-MIVR [23]. Thus, the reactor and experimental techniques are only briefly summarized 
here.  
The macro-MIVR reactor consists of four-square inlet channels that are tangentially 
connected to a cylindrical mixing chamber and one common cylindrical outlet. The reactor 
dimensions are provided on figure 4.1.  The experimental data were taken in three measurement 
planes located at different heights in the reactor (¼, ½, ¾ heights). Each of the four inlets water 
streams was regulated at either 0.08 or 0.2 l/s.  The two investigated Reynolds numbers of 3250 
and 8125 are based on a single inlet flowrate and hydraulic diameter.  
The flow field was seeded with hollow glass spheres with a nominal diameter of 11.7 μm 
at a concentration of 5.9 g/m3 for stereo-PIV measurements and with Rhodamine 6G at a 
concentration of 45 mg/L for PLIF measurements. The illumination was provided by a double-
pulsed Nd:YAG laser that emits two independent light pulses of 532 nm wavelength and a 
maximum of 120 mJ energy. Images were captured by 12-bit charge-coupled device (CCD) 
cameras at a frequency of 4 Hz. The spatial resolution of the PLIF measurements was found to be 
about 17 μm and the spatial resolution was 1.45 mm for the stereo-PIV measurements.  
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Figure 4.1:  Test section.  (a) Bottom view; (b) Side view (adapted from Fig. 2 of Hitimana et 
al.[23]). 
4.3 Results and Discussion 
4.3.1 Dominant Flow Structures in the macro-MIVR 
 
The geometry of the macro-MIVR allows for the fluid to swirl from the inlets towards the 
reactor center forming a tornado-like turbulent vortex. Figure 4.2 presents a sample of a typical 
realization of the instantaneous stereo-PIV/PLIF results for Re = 8125 at ½ reactor height. The 
results show that the passive scalar mixing is rapid near the center of the reactor. Consequently, 
the concentration is nearly homogenous there with a mixture fraction of 0.5. However, previous 
studies have shown that the fluid is not completely mixed at the center, as the mixture fraction 
variance was found to be non-zero [23, 24]. Away from the reactor center (r/Ro > 0.2), the vortex 
and turbulent diffusion weaken. As a result, the fluid is less mixed there, and spiral arms of 
unmixed fluid with significant concentration gradients are observed. 
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 To better visualize the spiral arms of the concentration, the mean concentration is plotted 
in figure 4.3(a) for Re = 8125 and 3(b) for Re = 3250. These means were produced by ensemble 
averaging the instantaneous flow fields of 5000 individual realizations. The greatest mixing is 
expected to occur in the high concentration gradient regions, and the observed gradients may allow 
for the mixing to be accurately described using conditional statistics models. Moreover, figure 4.3 
shows the streamlines that pass through high gradient regions of interest. These streamlines will 
be used to pick the basepoints for the conditional velocity and concentration mixture fraction 
profiles. 
 
Figure 4.2:  A typical instantaneous stereo-PIV/PLIF realization for Re = 8125 at ½ reactor 
height. The vectors represent the velocity, whereas the mixture fraction of the passive scalar is 




Figure 4.3:  Mean concentration contour at ½ reactor height. The streamline basepoints locations 
(A, B, C) are shown in red color. (a) Streamline X for Re = 8125. (b) Streamline Y for Re = 3250. 
 
To gain further insight into the flow behavior, profiles of the unconditional means of the 
three velocity components for Re = 8125 at ½ reactor height are presented in figure 4.4. These 
were obtained by ensemble averaging the mean velocity profiles across 16 different Azimuth 
angles. Note that our previous works concluded that the velocity field in the reactor is 
axisymmetric for the range of radii presented in figure 4. 4.  All three velocity components peak 
in the vortex core region near the center of the reactor. It is in this region where the vorticity 
strength and turbulent intensity are also the highest. Note that the axial mean velocity is negative 
nearest the center of the reactor. This is due to a backward, recirculating flow that exists at the 
vortex center near the reactor bottom wall [23, 26]. As expected for a swirling flow, the tangential 
velocity is the most dominant component. Previous investigation of the flow characteristics within 
the macro-MIVR has shown that the tangential velocity can be modeled using the Batchelor vortex 
model [25].  
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Figure 4.4:  The unconditional mean velocity fields for Re = 8125 at ½ reactor height. (a) 
Tangential component, UƟ. (b) Axial component, UZ. (c) Radial component, Ur.  
  
4.3.2 Probability Density Function of the Passive Scalar Concentration 
 
Probability density functions (PDFs) of the passive scalar concentration were calculated 
from the experimental data at various basepoint locations. To determine the PDFs, the mixture 
fraction (Ф) of the concentration was divided into a defined number of intervals or bins. These 
bins were also used to define the conditional mixture fraction events for the conditional statistics. 
The mixture fraction values fall within the interval of 0 - 1. To produce the PDF results presented 
in figure 4.5, 20 bins of 0.05 size were used. The probability distribution of the experimental data 
were fitted with both Gaussian distributions and beta-PDF curves. These smooth curves were used 
to minimize the noise when the PDFs were differentiated to determine the predictions of the 
gradient PDF model. The results presented in figure 4.5 show that both experimental data and beta-
PDF profiles approach the Gaussian (normal) distribution for the streamline point A picked near 
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the reactor center. However, away from the reactor center, the mixture fraction deviates from a 
Gaussian distribution as a result of high concentration gradients. The results also suggest that the 
beta-PDF provides the most adequate experimental data approximation away from the reactor 
center (figures 4.5b&c), and thus the beta-PDF was used in the gradient diffusion model.  
 
Figure 4.5: The probability density function of the mixture fraction fitted with Gaussian 
distribution and beta-PDF curves for Re = 8125 at ½ the reactor height. (a) For Basepoint A. (b) 
For basepoint B. (c) For basepoint C.  
 
4.3.3 Prediction of the Velocity conditioned on the mixture fraction 
 
4.3.3.1 Linear model 
 
 The linear model, previously defined in equation (4.2), is one of the simplest mathematical 
tools used to predict the conditional time averages from smaller data sets as opposed to computing 
such quantities directly from experimentally measured data.  
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The simultaneous stereo-PIV and PLIF measurements of the instantaneous velocity and 
concentration fields provide the data needed to validate the accuracy of the linear model for the 
swirling flow in the macro-MIVR.  
The results of the three components (tangential, radial, axial) of the velocity conditioned 
on the mixture fraction (Ф) at ½ reactor height are presented in figure 4.6 for Re = 8125 and figure 
4.7 for Re = 3250. These show that for the mixture fractions within ± 2Ф𝑟𝑚𝑠 of the local mean, 
the linear model can accurately predict the conditional velocity for basepoint A located in the 
vortex core region near the center of the reactor (r/Ro = 0.1). In this region, the fluid is nearly (but 
not completely) homogeneously mixed and the probability density function of the mixture fraction 
is a Gaussian distribution (figure 4.5a).  As previously noted, near the reactor center, the turbulence 
intensity is also the greatest. However, the conditional velocity tends to deviate from the linear 
predictions for the mixture fractions values far from the local mean. This trend agrees with Li and 
Bilger’s[14] suggestion that the linear model is most accurate nearest the local mean mixture 
fraction in physical space. Moreover, the tangential or streamwise conditional velocity is found to 
better agree with the linear prediction because of lower concentration gradients in the streamline 
direction compared to radial and out of plane (axial) directions. This is also consistent with the 
results of the study on conditional statistics for passive-scalar mixing in a confined rectangular 
turbulent jet and wake by Feng et al. [16, 17].   
For basepoints B & C away from the reactor center, the linear model predictions of the 
velocity tensor components improve. The experimentally measured conditional velocities are more 
closely clustered around the linear predictions, and except for the conditional axial velocity which 
exhibits a deviation from the predictions for mixture fraction events more than ± 3Ф𝑟𝑚𝑠. Of 
80 
 
course, events greater than three standard deviations from the mean are extremely rare and have 
probabilities of only 0.25%.  
 
Figure 4.6:  Comparison between experimental conditional velocity time averages with the linear 
model prediction for Re = 8125 at ½ reactor height. The streamline basepoints locations are 
indicated by capital letters (A, B, C). (a) 〈UƟ|𝜉〉 at basepoint A.  (b) 〈Ur|𝜉〉 at basepoint A.  (c) 
〈UZ|𝜉〉 at basepoint A.  (d) 〈UƟ|𝜉〉 at basepoint B.  (e) 〈Ur|𝜉〉 at basepoint B.  (f) 〈UZ|𝜉〉 at basepoint 





Figure 4.7:  Comparison between experimental conditional velocity time averages with the linear 
model prediction for Re = 3250 at ½ reactor height. The streamline basepoints locations are 
indicated by capital letters (A, B, C). (a) 〈UƟ|𝜉〉 at basepoint A.  (b) 〈Ur|𝜉〉 at basepoint A.  (c) 
〈UZ|𝜉〉 at basepoint A.  (d) 〈UƟ|𝜉〉 at basepoint B.  (e) 〈Ur|𝜉〉 at basepoint B.  (f) 〈UZ|𝜉〉 at basepoint 




4.3.3.2 Gradient PDF model 
 
 The Pope gradient diffusion model previously defined in equation (4.4) was also used to 
predict the conditional velocity time averages. The results presented in figure 4.8 show that 
predictions are inadequate for the tangential and axial velocity components. This is because the 
radial component of the turbulent diffusivity was used in the PDF model for all velocity 
components predictions. However, the three-dimensional complexity of the flow within the macro-
MIVR results in varying turbulent scalar flux and turbulent diffusivity in all three spatial 
directions. Therefore, equation (4.4), which assumes an isotropic turbulent diffusivity may not 
suitable for predicting all three components of the conditional velocity time averages. Instead, 
equation (4.8) was used.  





                                                                                                                                                (4.8)    
This is a modified version of equation (4.4) that accounts for three-components of the turbulent 
diffusivity tensor. Note that the streamline was approximated to be roughgly a circle for calculating 





). Therefore, the concentration gradient in the radial 
direction was used. Previous research by Feng et al. [16, 17] demonstrated that equation (4.4) is 
not accurate for predicting both transverse and streamwise velocities in confined rectangular jets 
and wakes.  
Figures 4.9 and 4.10 present the results of the comparison between experimental data and 
the transported PDF gradient model predictions of the velocity conditioned on the mixture fraction 
(𝜉) at basepoints (A, B, C) for Re = 8125 and 3250 at ½ reactor height. This modified version of 
the gradient PDF model peforms better than the model based on isotropic assumption of the 
turbulent diffusivity.  For streamline points B and C that are located at the edge of the concentration 
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spiral arms, the modified gradient PDF model shows a good agreement with experimental data. 
However, for basepoint A located in the turbulence core region near the reactor center, the 
prediction accuracy of the PDF model is reduced.  
 
Figure 4.8:  Comparison between experimental conditional velocity time averages with the simple 
gradient PDF model prediction for Re = 8125 at ½ reactor height. The streamline basepoints 
locations are indicated by capital letters (A, B, C). (a) 〈UƟ|𝜉〉 at basepoint A.  (b) 〈Ur|𝜉〉 at 
basepoint A.  (c) 〈UZ|𝜉〉 at basepoint A.  (d) 〈UƟ|𝜉〉 at basepoint B.  (e) 〈Ur|𝜉〉 at basepoint B.  (f) 
〈UZ|𝜉〉 at basepoint B.  (g) 〈UƟ|𝜉〉 at basepoint C.  (h) 〈Ur|𝜉〉  at basepoint C.  (i) 〈UZ|𝜉〉  at basepoint 
C.   
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As we have shown in the previous study[23], because the fluid is nearly homogenously mixed in 
this region, the mean concentration gradient is very small. Consequently, the turbulent diffusivity 
appears to be artificially high  and noisy due to dividing the turbulent scalar flux with a very small 
value.                         
 
Figure 4.9: Comparison between experimental conditional velocity time averages with the 
modified PDF model prediction for Re = 8125 at ½ reactor height. The streamline basepoints 
locations are indicated by capital letters (A, B, C). (a) 〈UƟ|𝜉〉 at basepoint A.  (b) 〈Ur|𝜉〉 at 
basepoint A.  (c) 〈UZ|𝜉〉 at basepoint C.  (d) 〈UƟ|𝜉〉 at basepoint B.  (e) 〈Ur|𝜉〉 at basepoint B.  (f) 
〈UZ|𝜉〉 at basepoint B.  (g) 〈UƟ|𝜉〉 at basepoint C.  (h) 〈Ur|𝜉〉  at basepoint C.  (i) 〈UZ|𝜉〉  at basepoint 





Figure 4.10: Comparison between experimental conditional velocity time averages with the 
modified PDF model prediction for Re = 3250 at ½ reactor height. The streamline basepoints 
locations are indicated by capital letters (A, B, C).  (a) 〈UƟ|𝜉〉 at basepoint A.  (b) 〈Ur|𝜉〉 at 
basepoint A.  (c) 〈UZ|𝜉〉 at basepoint A.  (d) 〈UƟ|𝜉〉 at basepoint B.  (e) 〈Ur|𝜉〉 at basepoint B.  (f) 
〈UZ|𝜉〉 at basepoint B.  (g) 〈UƟ|𝜉〉 at basepoint C.  (h) 〈Ur|𝜉〉  at basepoint C.  (i) 〈UZ|𝜉〉  at basepoint 




4.3.4 Prediction of the mixture fraction conditioned on the velocity 
 
In a manner like the conditional velocity time averages, the mixture fraction can be 
conditioned on the velocity components (Uϴ, Ur, Uz). This analysis will only consider such 
conditional mixture fractions predicted by the linear model.  
To compute the conditional mixture fraction from experimental data, individual 
realizations of each component of the measured velocity are sorted into 20 bins of equal sizes. 
These velocity bins are then used as the conditioning events. The predictions of the conditional 
mixture fraction were calculated from the linear model defined in equation (4.9). This is analogous 
to equation (4.2) of the conditional velocity.  





                                                                                                      (4.9) 
In equation (4.9), 〈Ф|𝜔𝑖〉 is the mixture fraction conditioned on the velocity, 〈Ф〉 is 
unconditional mixture fraction mean, 〈𝑢𝑖
′Ф′〉 is the turbulent scalar flux, 〈𝑈𝑖〉 is the mean of the 
velocity component of interest, 〈𝑢′𝑖
2〉 is the velocity fluctuation variance, 𝜔𝑖 is the sample space 
variable for the velocity vector, and i indicates the direction of the velocity vector component (ϴ, 
r).  
The results for the mixture fraction conditioned on velocity at ½ reactor height are 
presented in figures 4.11 and 4.12. These show that predictions using the linear model agree well 
with the experimental data near the center of the reactor at streamline point A. Recall that it is at 
this location that the PDF of the mixture fraction is most accurately modeled as a Gaussian 
distribution, and the linear model is derived using the assumption that the relevant PDFs are 
Gaussian.  For basepoints B and C, the experimental data deviate more from the predictions of the 
linear model; nevertheless, a good agreement is still found for velocities within ±2𝑈𝑟𝑚𝑠 of the 
mean. Because the tangential velocity is the most dominant component and has greater variations 
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at the location of interest, the linear model produces a better prediction for the mixture fraction 
conditioned on 𝜔𝑟 as compared to when Ф is conditioned on 𝜔Ɵ. Moreover, the overall prediction 
improves at higher Reynolds number as the fluid mixing is enhanced. 
 
Figure 4.11:  Conditional mixture fraction time averages at ½ plane for Re = 8125. The streamline 
basepoints locations are indicated by capital letters (A, B, C). (a) 〈Ф|ωƟ〉 at basepoint A. (b) 
〈Ф|ωr〉 at basepoint A. (c) 〈Ф|ωƟ〉 at basepoint B. (d) 〈Ф|ωr〉 at basepoint B. (e) 〈Ф|ωƟ〉 at 




Figure 4.12:  Conditional mixture fraction time averages at ½ plane for Re = 3250. The streamline 
basepoints locations are indicated by capital letters (A, B, C). (a) 〈Ф|ωƟ〉 at basepoint A. (b) 
〈Ф|ωr〉 at basepoint A. (c) 〈Ф|ωƟ〉 at basepoint B. (d) 〈Ф|ωr〉 at basepoint B. (e) 〈Ф|ωƟ〉 at 




4.4 Summary and Conclusions 
 
 The simultaneous measurements of velocity and concentration fields were performed in 
the swirling flow of a macroscale multi-inlet vortex chemical reactor (macro-MIVR) using 
simultaneous stereoscope particle image velocimetry (stereo-PIV) and planar laser induced 
fluorescence (PLIF). Probability density functions of the mixture fraction were determined at 
various locations in the reactor and were fitted by a beta distribution. From the experimental data, 
the ensemble averages of velocity conditioned on the mixture fraction (〈𝑈𝑖|𝜉〉) and the mixture 
fraction averages conditioned on velocity (〈Ф|𝜔𝑖〉) were computed based on the Eulerian 
approach. Because the flow within the macro-MIVR is swirling, basepoints on a streamline passing 
through significant concentration gradients were chosen to extract the conditional profiles. The 
conditional statistics (〈𝑈𝑖|𝜉〉 and 〈Ф|𝜔𝑖〉) from experimental data were compared with predictions 
of two well-known mathematical models. These models are the linear approximation of 
Kutznetzov and Sabelnikov13 and Pope’s gradient diffusion model [15]. 
 The results suggest that the linear model provides a good prediction for all three conditional 
velocity components for locations away from the reactor center. In this region, the velocity 
gradients are small and micro-mixing time is the highest [26]. Near the reactor center, the radial 
(transverse) and axial (out of plane) velocity components tend to deviate from the linear model 
predictions for concentration events greater than two standard deviations from the mean.  
The transported PDF gradient model with an isotropic turbulent diffusivity was also used 
to predict the velocity conditioned on the mixture fraction. Due to variable turbulent diffusivity in 
all directions, the simple PDF model performed inadequately for the tangential and axial 
conditional velocities. Therefore, a modified version of the PDF model that considers all 
components of the turbulent diffusivity was used. It was found that this modified model produces 
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better agreement with experimental data, especially for basepoints B&C picked in regions of 
considerable concentration gradients.  
Finally, the mixture fraction conditioned on the velocity components showed a good 
agreement near the center of the reactor, where the PDF of concentration is a Gaussian distribution. 
Away from the center, significant concentration gradients cause a deviation from the linearity. A 
better agreement was also found in the radial direction compared to the tangential direction. 
Finally, the overall prediction of 〈Ф|𝜔𝑖〉 improves at higher Reynolds number as the fluid mixing 
is enhanced.  
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CHAPTER 5. SWIRLING FLOW COHERENT STRUCTURES IDENTIFICATION USING 
THE TECHNIQUE OF LINEAR STOCHASTIC ESTIMATION 
 
 





Improving the efficiency of the mass production of uniformly sized functional 
nanoparticles using the Flash Nanoprecipitation technique for pharmaceutical and agricultural 
applications has been a problem of great interest. The macroscale multi-inlet vortex Reactor 
(macro-MIVR) could potentially be used for this purpose due to its ability to achieve the rapid 
mixing necessary for the Flash Nanoprecipitation. In the presented work, the coherent structures, 
a key contributor to turbulent mixing, were investigated.  The two-point spatial correlations of 
velocity and concentration fluctuations at various basepoints were computed from instantaneous 
velocity and concentration fields measured using simultaneous stereoscopic particle image 
velocimetry (stereo-PIV) and planar laser induced fluorescence (PLIF). The basepoints locations 
were chosen in the middle and at the edge of the non-fully mixed concentration spiral arms. The 
correlations were found to be elliptical in shape, inclined, and peaked at the basepoints. A region 
near the basepoint was positively correlated and was surrounded by negatively correlated regions. 
Linear stochastic estimation was used to interpret the coherent structure features that would result 
in the observed spatial correlations. The linear stochastic estimates of the velocity fields were 
computed directly from the cross-correlations of the tangential velocity fluctuations with the 
concentration fluctuations. The estimated instantaneous conditional velocity fields revealed 
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obliquely oriented counter-rotating vortical structures that stir the fluid in the direction normal to 
the mean flow. These flow structures were observed to be weaker when the Reynolds number was 
decreased from 8125 to 3250.  
5.1 Introduction 
 Turbulent swirling flow is essential for many engineering applications. For instance, 
turbulent swirling flow is encountered in gas recirculation zones at the entrance of gas turbine 
combustors [1], the draft tube flow of a Francis turbine runner [2], reverse flow in gas cyclones 
separators [3], flash nanoprecipitation in macroscale multi-inlet vortex reactors (macro-MIVR) [4, 
5], flow behind a sphere, flow in reciprocating engines, flow downstream of a pipe sudden area 
change, and so on. The major characteristic of a turbulent swirling flow is the formation of a large 
vortex accompanied by numerous small-scale coherent structures (CS). 
Coherent structures are usually defined as flow structures whose size is comparable to the 
spanwise dimension of the flow and whose evolution highly depends on the initial conditions [6]. 
Coherent structures within turbulent swirling flows are particularly important in enhancing fluid 
mixing. Paschereit et al. [7] reaffirmed the great significance of CS in combustion and heat release 
processes by controlling the mixing between fuel and air or between fresh fuel/air mixture and hot 
combustion products.  
  Numerous experimental and computational methods have been used to visualize and 
quantify the swirling flow structures. Some examples of such methods are planar laser induced 
fluorescence (PLIF) [5, 8], particle image velocimetry (PIV) [4, 8], large eddy simulation (LES) 
[10], partially averaged Navier–Stokes (PANS) simulations [11], among others. Because CS are 
typically embedded in a chaotic and random field, one challenge for both experimentalists and 
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computational fluid dynamic (CFD) investigators is to separate them from the turbulent 
background [6].  
One simple technique that can be used to identify coherent structures is linear stochastic 
estimation (LSE) [12-14].  This technique deduces conditionally averaged velocity fields based on 
defined conditional events. This event, or signal, can be selected from any of the flow parameters 
such as velocity or concentration fluctuation [15, 16], the deformation tensor [17, 18], pressure 
fluctuation [19], and so on. 
First introduced by Adrian [20-22], LSE has since been used by many researchers to 
analyze a wide range of fluid flows. For instance, Feng et al. [15] and Kong et al. [16] combined 
PIV-PLIF and LSE with the concentration fluctuation as the triggering event to characterize large-
scale structures produced by the mixing of confined rectangular jets. Using the deformation tensor 
as an event, Olsen and Dutton [17] discovered interesting structural behaviors within 
incompressible mixing layers. They found out, that the mixing layer growth and fluid entrainment 
is dominated by elliptically oriented rollers and obliquely oriented braids structures.  Their results 
confirm Roshko [23] and Dimotakis [24] findings.  They performed a similar analysis on weakly 
compressible mixing layers [17, 18].  Hall and Ewing [19] reconstructed the three-dimensional 
velocity field of a square wall jet by using LSE with pressure fluctuation as the signal.  
For flows that involve simultaneous measurements of more than one parameter (e.g. 
pressure, temperature, velocity, or concentration), the accuracy of LSE highly depends on the cross 
correlations between the measured flow parameters. This is in accordance with Verfaillie et al. [6] 
findings, where LSE accuracy was sensitive to the pressure and velocity correlation. 
While conventionally obtained conditional averages require a large amount of data to be 
sifted through for a given event, the stochastic estimates of the same event can be obtained from 
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smaller data sets, since the conditional averages are constructed using two-point spatial 
correlations [12].  The fact, that LSE can be used to infer conditional averages and reconstruct 
conditional flow fields without relying on very large experimental data sets, makes it an excellent 
choice for investigating coherent structures in turbulent swirling flows in complex geometries such 
as the macro-MIVR.  
The objective of the present study is to utilize spatial correlations of velocity and 
concentration fluctuations and LSE to investigate coherent structures in the turbulent swirling flow 
inside the macro-MIVR. Because the central region of the reactor (r/Ro < 0.2) is dominated by a 
large forced vortex, the mixing there is rapid and well defined. However away from the reactor 
center (r/Ro > 0.2), the mixing is slower and characterized by numerous randomly distributed small 
vortices. It is in this region where coherent structures are often embedded. Proper understanding 
and characterization of the flow structures in outer region is one of the keys to optimize the mixing 
performance. The collected data can also be used for validation of computational fluid dynamics 
modeling techniques such as large eddy simulation, where instantaneous velocity and 
concentration fields can be extracted from the simulation results in a manner like the data collected 
using PIV and PLIF.  Comparison of the experimental and simulation cross-correlations, as was 
performed in Nielsen et al. [25] in a study of turbulent mixing in a confined jet, can provide model 
and simulation validation beyond a simple comparison of pointwise velocity and concentration 
statistics. 
5.2 Experimental set up and methodology 
 The experimental data used to compute the two-point spatial correlations and linear 
stochastic estimates for this study were obtained using simultaneous stereoscopic particle image 
velocimetry (stereo-PIV) and planar laser induced fluorescence (PLIF). A detailed description of 
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the experimental set up and data acquisition for these stereo-PIV and PLIF measurements has been 
presented in a previous publication [26]. Thus, only information specific to coherent structures 
identification will be presented in this section, and the reader is referred to this previous publication 
for greater details of the experimental apparatus and procedure.  
The macro-MIVR test section, shown in figures 5.1(a) &(b), consists of four 25.4 mm 
diameter square independent inlets connected to a cylindrical reaction chamber of radius Ro = 50.8 
mm and one cylindrical outlet. The outlet has a radius of 25.4 mm (or 0.5 when normalized by the 
reaction chamber radius) and is 1000 mm long. The height of the cylindrical reaction chamber is 
25.4 mm. To generate the turbulent swirling flow within the reactor, the inlet streams are attached 
tangentially to the mixing chamber. 
The measurements were performed in three planes located at different reactor chamber 
heights as shown in figure 5.1 (b). A volumetric calibration was performed by using a two-level 
calibration plate (LaVision GmbH).  This calibration, which is based on a third-order mapping 
function, ensured that both SPIV and PLIF cameras have the same view area and minimized the 
measurement error. Two Reynolds numbers based on inlet hydraulic diameter and mean inlet 
velocity which were investigated. For each Reynolds number, ensembles of simultaneous stereo-
PIV and PLIF measurements consisting of 5000 instantaneous velocity and concentration fields 
were collected at a frequency of 4 Hz (note that this at this low frequency, the realizations are 





Figure 5.1:  Test section.  (a) Bottom view; (b) Side view (adapted from Fig. 2 of Hitimana et al. 
[26]). 
5.3 Results and Discussion 
5.3.1 General flow patterns 
 
As the fluid spirals toward the reactor center, a highly turbulent vortex is formed at the 
center of the reactor. This central region (r/Ro < 0.2) that is dominated by the vortex was referred 
to by Liu et al. [5] as the forced-vortex region. Away from the center (i.e., for r/Ro > 0.2), the 
strength of the vortex and the turbulence intensity become much weaker. Liu et al. [4] referred to 
this region as the free-vortex region. Previously presented PLIF [5] and simultaneous stereo-PIV 
and PLIF [26] measurements have shown that in the forced-vortex region, the fluid is nearly mixed 
with a resulting 0.5 mean mixture fraction near the reactor center. In the free-vortex region, the 
unmixed fluid spirals toward the reactor center forming arm-like features. As can be seen in figure 
5. 2, two types of spiral arms can be observed. One type of spiral arm has a high dye concentration, 
whereas the other type has a low dye concentration.  This mixing behavior is persistent for all 
Reynolds numbers measured.  In these experiments, the two opposite inlets carry pure water 





Figure 5.2:  Mean concentration contour at ½ reactor height. The basepoint locations are indicated 
by arrows. (a) For Re = 8125. (b) For Re = 3250.  
 
5.3.2 Two-point spatial correlation 
 
The simultaneous measurement of concentration and velocity facilitate the quantification 
of spatial correlations of turbulent fluctuations of velocity and concentration and subsequently the 
determination of the conditional averages using stochastic estimation. These conditional averages 
can help interpret the observed spatial correlations and therefore lend insight into the features of 
coherent structures present in the flow. For a given measurement plane and Reynolds number, the 
two-point spatial correlation tensor components can be defined based on velocity (i.e. radial, 
tangential, and axial component) or concentration fluctuation chosen at a precise location of 
interest within the flow field. The spatial cross-correlation of a velocity fluctuation with 
concentration fluctuation is presented in equation (5.1). Each cross-correlation can be defined 
based on its corresponding velocity fluctuation component. 




                                                                                             (5.1)                         
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where, 𝑢𝑖 is either the radial (𝑢𝑟) or tangential velocity fluctuation (𝑢𝜃), (Xo, Yo) is the coordinate 
of the basepoint around which the spatial correlation is calculated; and (x, y) represents the 
coordinates of various locations inside the area expressed as distance from the basepoint around 
which the spatial correlations were computed. As shown in figure 5.2, basepoints were selected at 
the edge and in the middle of spiral arms of the high and low concentrations. The points at the 
outer edges of the spiral arms are chosen because they have high concentration gradients. It is in 
these regions of high concentration gradients where fluid mixing is greatest. The points at the 
center of the spiral arms have lower concentration gradients, and these points are chosen for 
comparison. The other quantity in the cross-correlation equation,∅, is the concentration fluctuation 
at the basepoint.  
The results shown in figure 5.3 represent the spatial cross-correlation of the tangential 
velocity fluctuations with the concentration fluctuations centered about each of the chosen 
basepoints. In each figure, the vector represents the mean direction of flow at the basepoint. The 
correlation fields around the basepoints at the edges of the spiral arms (points B and B’) are 
elliptical in shape with the major axis oblique to the direction of flow. For basepoints located in 
the middle of the concentration spiral arm (A and A’), the spatial correlation ellipses are less 
inclined compared to those with basepoints picked at the edges of the spiral arm. In all the cross-
correlations, the peak value of the normalized correlation is approximately 0.4.  This is consistent 
with the peak values of similar cross-correlations obtained by Feng et al. [15] in their investigation 
of turbulent mixing in a confined rectangular jet.  The observed variation in the inclination of the 
cross-correlations could be due to differences in concentration gradients and velocity gradients at 
the basepoint locations. In the middle of the spiral arm, the inclination angle is small due to the 
fact, that the concentration is nearly uniform and therefore the concentration gradient is very small.  
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Fluid is just as likely to be entrained from either the top of the spiral arm, where velocity is lower 
or the bottom of the spiral arm, where velocity is higher. Therefore, this flow pattern results a small 
inclination angle of the spatial correlation. At the edge of the spiral arm, specifically points B and 
B’, fluid is primarily entrained from closer to the center of the reactor, where the velocity is higher.  
This results in the entrained fluid being sheared by the velocity gradients, resulting in the observed 
oblique cross correlations. Such behaviors are consistent with the findings of Olsen and Dutton 
[17] and Feng et al. [15].  
The two point spatial cross-correlations between the tangential and radial velocity 
fluctuations can reveal further information necessary for interpreting and analyzing large scale 
structurs in the flowfield. To compute these correlations, equation (5.2) was derived by replacing 
the concentration fluctuation in equation (5.1) with the radial velocity fluctuation at corresponding 
basepoints. 




                                                                                            (5.2) 
 Figure 5.4 represents the two-point sptatial correlations between the tangential and radial 
velocity fluctuations at the previously defined basepoints (i.e., those basepoints shown in figure 
5.3).  Analogous to 𝑅𝑢𝜃∅, 𝑅𝑢𝜃𝑢𝑟 are also elliptical and symmetrical  with respect to the basepoint. 
𝑅𝑢𝜃𝑢𝑟 are also positive nearest the basepoint, but they are less inclined compared to 𝑅𝑢𝜃∅ . This is 
because the location in the macro-MIVR, where the basepoints were picked, has low velocity 
fluctuations and gradients. The two negatively correlated regions around the baspoints reaffirm the 
chaotic nature of the coherent structures. The vortex at the basepoint is surrounded by counter-
rotating vortices of random sizes.  These structual behaviors of the flow were also revealed by 




To understand the influence of the Reynolds number on the spatial correlations, figures 5.3 
a&c are compared with 5.5 a&c and figures 5.4 a&c are compared with 5.5 b&d. Figures 5.3 a&c 
and 5.5 a&c represent the two-point spatial correlations of the tangential velocity fluctuation with 
concentration fluctuation for Re = 8125 and 3250, respectively. Similarly, figures 5.4 a&c and 5.5 
b&d represent the spatial cross-correlation of the tangential velocity fluctuation with the radial 
velocity fluctuation for Re = 8125 and 3250, respectively. These two comparisons show a little 
influence of the Reynolds number on spatial correlations.   
 
Figure 5.3:  Contours of Two-point correlation for Re = 8125 at ½ plane. The arrow shows the 
direction of the local mean velocity vector at the basepoint.  (a) 𝑅𝑢𝜃∅ at basepoint A. (b) 𝑅𝑢𝜃∅ at 






Figure 5.4:  Contours of Two-point correlation for Re = 8125 at ½ plane. The arrow shows the 
direction of the local mean velocity vector at the basepoint.  (a) 𝑅𝑢𝜃𝑢𝑟 at basepoint A. (b) 𝑅𝑢𝜃𝑢𝑟 at 
basepoint 𝐴′.     (c) 𝑅𝑢𝜃𝑢𝑟 at basepoint B. (d) 𝑅𝑢𝜃𝑢𝑟 at basepoint 𝐵
′.  
 
It is anticipated that a very large change in Reynolds numbers (e.g in the order of tens of 
thousands) is required to significantly affect the spatial correlation coefficients trend. However, 
for a large increase in Reynolds number beyond those investigated here may not greatly affect 
mixing in the macro-MIVR, where the mixing was observed to be nearly (but not entirely) 
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complete for Reynolds numbers ranging from 6500 to 8000. Beyond this range of Reynolds 
numbers, the change in concentration and micro-mixing time (Kolmogorov time scale) is small 
especially in the central region of the reactor [4].   
 
Figure 5.5:  Contours of Two-point correlation for Re = 3250 at ½ reactor height. The arrow shows 
the direction of the local mean velocity vector at the basepoint.  (a) 𝑅𝑢𝜃∅ at basepoint A . (a) 𝑅𝑢𝜃𝑢𝑟 
at basepoint A. (c) 𝑅𝑢𝜃∅ at basepoint B.  (b) 𝑅𝑢𝜃𝑢𝑟 at basepoint A.     (d) 𝑅𝑢𝜃𝑢𝑟 at basepoint B.  
 




𝑅∅′∅′(𝑥, 𝑦: 𝑋𝑜 , 𝑌𝑜) =  
〈∅′(𝑥,𝑦) ∅′(𝑋𝑜,𝑌𝑜)〉
√〈∅′(𝑥,𝑦)2〉〈∅′(𝑋𝑜,𝑌𝑜)2〉
 ,                                                                                      (5.3) 
 
where 〈∅′(𝑥, 𝑦) ∅′(𝑋𝑜 , 𝑌𝑜)〉 is the conditional concentration variance at the basepoint, 〈∅
′(𝑥, 𝑦)2〉 
is concentration variance at a given location in the reactor, and 〈∅′(𝑋𝑜, 𝑌𝑜)
2〉 is the concentration 
variance at the basepoint. The autocorrelations shown in figure 5. 6 are also elliptical in shape and 
stretch along the fluid stream.  
 
Figure 5.6:  Contours of two-point sptatial autocorrelation for Re = 8125 at ½ plane. The arrow 
shows the direction of the local mean velocity vector at the basepoint.  (a) 𝑅∅′∅′ at basepoint A. 
(b) 𝑅∅′∅′  at basepoint 𝐴




5.3.3 Linear Stochastic Estimation 
 
Linear Stochastic Estimation (LSE) is a mathematical tool used to determine the 
instantaneous conditional flow field corresponding to a defined event at some location Xo within 
the flow. One advantage of LSE compared to direct computation of conditional averages is that by 
using LES, conditionally averaged flow fields can be determined directly from the spatial 
correlations of the turbulent fluctuations. Therefore, a far smaller experimental data set is required 
for determining conditional averages than computing directly from the data sets.  Another 
advantage of LSE is the fact that it allows for interpreting the underlying flow features that are 
responsible for observed spatial correlations. Furthermore, LSE acts as a low-pass filter, 
effectively removing small scale turbulent features from the flow field and making it easier to 
identify and analyze large-scale turbulent coherent structures that can be obscured in instantaneous 
velocity fields by the presence of small-scale structures.  
5.3.3.1 Linear Stochastic Estimate Formulation 
 
In deriving the formulation for calculating a linear stochastic estimate, the instantaneous 
velocity field is first decomposed into mean and fluctuation components by Reynolds 
decomposition  
𝑢𝑖 = 〈𝑈𝑖〉 + 𝑢𝑖
′                                                                                                                                   (5.4) 
where,𝑢𝑖,〈𝑈𝑖〉, 𝑢𝑖
′ are the instantaneous, ensemble averaged, and fluctuation velocity components, 
respectively. Since the ensemble-averaged velocity field can be determined from experimental 
data, the main task is to estimate the velocity fluctuation field conditioned on some defining event.  
In the present work, this event (Φ(𝑋𝑜, 𝑌𝑜)) is based on the concentration root mean square (rms). 
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Equation (5.5) describes the general mathematical expression of a polynomial stochastic 
estimation. 
〈𝑢′(𝑥, 𝑦)|Φ(𝑋𝑜, 𝑌𝑜)〉 = 𝐴(𝑥) + 𝐵(𝑥, 𝑦)Φ(𝑋𝑜, 𝑌𝑜)    + ∅(𝑥, 𝑦)Φ(𝑋𝑜, 𝑌𝑜)
2 + ⋯                             (5.5)                                                          
 Dropping all but the first two terms on the right-hand side results in a linear estimation. In 
fact, it has been shown that the contribution of higher order terms on the right-hand side are 
negligible [21, 27].  Thus, for a linear estimate, equation (5.5) is reduced to (5.6).  
〈𝑢′(𝑥, 𝑦)|Φ(𝑋𝑜, 𝑌𝑜)〉 = 𝐴(𝑥, 𝑦) + 𝐵(𝑥, 𝑦)Φ(𝑋𝑜, 𝑌𝑜)                                                                 (5.6)                                                                
 Coefficients A and B vary spatially and must be determined in a way that minimizes the 
root mean square error of the estimated velocity field compared to the actual velocity field [15, 
17].  By setting A to zero, the final form of the linear equation (5.7) is obtained.  
〈𝑢′(𝑥, 𝑦)|Φ(𝑋𝑜, 𝑌𝑜)〉 = 𝐵(𝑥, 𝑦)Φ(𝑋𝑜, 𝑌𝑜)                                                                                  (5.7)                                   
The un-normalized spatial correlations, 〈𝑢𝑖(𝑥) ∅
′(𝑋𝑜)〉 denoted ?̂?𝑢𝑖
′∅′, are used to compute 
the coefficient B. 





                                                                                                      (5.8) 
To determine the stochastic estimate of a velocity field corresponding to a specific 
concentration fluctuation event, the velocity fluctuation field is first determined.  The radial and 
tangential velocity fluctuation fields corresponding to a positive 2∅𝑟𝑚𝑠 event at basepoint B are 
presented in figures 5.7 (a) and (b), respectively. Like the two-point spatial correlations, these 
estimated velocity fluctuations are also elliptical in shape and oriented in the direction of the 
corresponding mean velocity component. Such pattern reaffirms the anticipated strong cross-
gradient of the velocity. For instance, the major variation in the tangential velocity fluctuation is 
in the radial direction. The overall velocity fluctuation field at basepoint B is shown as vectors in 
figure 5.7 (c). The estimated instantaneous conditional velocity field, shown in figure 5.7(d), was 
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obtained by adding the estimated velocity fluctuation field to the mean flow field. As displayed by 
the velocity vectors near the basepoint, there is a vortical structure stirring the fluid. However, this 
structure is obscured, since its intensity is smaller compared to the mean flow. To resolve the 
obstruction and better visualize the flow structures, the mean velocity at the basepoint (also known 
as the convective velocity) is subtracted from the estimated velocity field. As a result, obliquely 
oriented counter-rotating vortices are revealed in figure 5.7(e).  
The thorough understanding of the mixing behavior in the weak turbulence region (i.e. 
spiral arms) of the macro-MIVR requires characterizing the flow structures at various locations. 
As noted previously, the symmetrical flow within the macro-MIVR is such that two adjacent spiral 
arms have low concentration, whereas the other two adjacent have high concentration (figure 5.2).  
Moreover, the outer edge of a spiral arm has a significantly higher concentration gradient than its 
inner region. Therefore, similarly to spatial correlations, the estimated velocity fields are for 
basepoints located in the middle and at the edge of one spiral arm of high concentration and another 
of low concentration. Figure 5.8 shows that the counter-rotating vortices exist for all the basepoints 
investigated. Furthermore, as also revealed by the velocity cross-correlations (figure 5.4), these 
vortices have tendency to stir the fluid in the direction normal to the mean flow. Note that for all 
the basepoints, one vortex appears to be stronger than its counterparts. According to the previous 
researchers, the flow instabilities, especially in a shear layer region, can result in the structures of 
different sizes. The large spanwise vortical structures are also known as rollers. The secondary 
small instabilities with a negative vorticity peak, which can arise around the rollers, are often 
referred as braids [15, 17, 28].  
 The existence and persistence of the flow structures in Fig. 8 can be validated by varying 
the stochastic event. Figure 5.9 was obtained using a similar methodology and at the same 
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basepoints as in figure 5.8 but with a negative event (Φ(𝑋𝑜, 𝑌𝑜) = −2∅𝑟𝑚𝑠).  A comparison 
between the two figures can reveal that the counter-rotating structures are nearly similar except 
that directions are opposite. These opposing directions are due to the fact the event sign was 
changed from positive to negative while the magnitude remained the same.   
 
Figure 5.7:  Linear stochastic estimates for Re = 8125 at ½ reactor height at basepoint B. The arrow 
indicates the direction of the mean velocity at basepoint.  Φ(𝑋𝑜, 𝑌𝑜) = 2∅𝑟𝑚𝑠.   
(a) 〈𝑢𝑟
′ (𝑥, 𝑦)|Φ(𝑋𝑜, 𝑌𝑜)〉. (b) 〈𝑢𝜃
′ (𝑥, 𝑦)|Φ(𝑋𝑜, 𝑌𝑜)〉 . (c) Velocity fluctuations vector field.  
(d) Estimated velocity vector field without subtracting the convective velocity 




Figure 5.8:  Linear stochastic velocity estimates for Re = 8125 at ½ reactor height. The arrow 
indicates the direction of the mean velocity at basepoint. Φ(𝑋𝑜, 𝑌𝑜) = 2∅𝑟𝑚𝑠  . (a) Basepoint A. (b) 




Figure 5.9:  Linear stochastic velocity estimates for Re = 8125 at ½ reactor height. The arrow 
indicates the direction of the mean velocity at basepoint. Φ(𝑋𝑜, 𝑌𝑜) = −2∅𝑟𝑚𝑠(a) Basepoint A. 
(b) Basepoint 𝐴′. (c) Basepoint B. (d) Basepoint 𝐵′. 
 
As shown by figure 5.10 and 5.11, if the Reynolds number is changed from 8125 to 3250 
while maintaining the same stochastic conditions as in figure 5.8 and 5.9, the vortical flow 
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structures persist but with reduced sizes. This is as intended, since decreasing the Reynolds number 
results in reduced turbulence intensity and subsequently weaker turbulent eddies.  
 
 
Figure 5.10:  Linear stochastic velocity estimates for Re = 3250 at ½ reactor height. The arrow 
indicates the direction of the mean velocity at basepoint. Φ(𝑋𝑜, 𝑌𝑜) = 2∅𝑟𝑚𝑠 . (a) Basepoint A. 







Figure 5.11:  Linear stochastic velocity estimates for Re = 3250 at ½ reactor height. The arrow 
indicates the direction of the mean velocity at basepoint. Φ(𝑋𝑜, 𝑌𝑜) = −2∅𝑟𝑚𝑠 . (a) Basepoint A. 
(b) Basepoint 𝐴′. (c) Basepoint B. (d) Basepoint 𝐵′. 
 
5.4 Summary and Conclusions 
  
 Linear stochastic estimation (LSE) was used to investigate the coherent structures within 
the swirling flow of a macroscale multi-inlet vortex reactor (macro-MIVR).  
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The stochastic estimates of the velocity fields were computed directly from the two-point spatial 
cross-correlations of velocity fluctuation with concentration fluctuation. These correlations were 
calculated from the instataneous velocity and concentration fields measured using simulatenous 
streoscopic particle image velocimetry (stereo-PIV) and planar laser induced fluorescence (PLIF).  
The complex flow within the macro-MIVR, which was described in details in our previous 
study [27], is characterized by a strong swsirling vortex that dominates the central region of the 
reactor (r/Ro < 0.2). In this region, the turbulence intensity is high and the flow mixing is nearly 
homogeneous. As the main vortex and turbulence weaken away from the center (r/Ro > 0.2), the 
mixing becomes slow and the spirling stream of the unmixed fluid forms arm-like features. The 
basepoints, around which the spatial correlations and linear stochastic estimates were computed, 
were picked in the middle and at the edges of the concentration spiral arms for Reynolds numbers 
of 3250 and 8125.  
 The two-point spatial cross-correlations between the tangential velocity and concentration 
fluctuations (𝑅𝑢𝜃∅) and between the radial and tengential velocity fluctuations (𝑅𝑢𝜃𝑢𝑟) were found 
to be elliptical in shape, inclined, centered and peaked at about the basepoint. The autocorrelations 
of the concentration fluctuations were also elliptical, inclined, and stretched in the direction of the 
fluid stream. 
  The linear stochastic estimates of the instantaneous conditional velocity fields revealed 
obliquely oriented counter-rotating vortical structures that stirr the fluid in the direction normal to 
the mean flow. These type of vortices are consistent with the positively and negatively correlated 
regions that were found in spatial correlation fields. Overall, the flow structures became weaker 
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CHAPTER 6. GENERAL CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS 
 
6.1 General Conclusions 
 
 The primary objective of this study was to develop a fundamental understanding, 
characterize, and optimize the turbulent mixing in a scaled-up multi-inlet vortex chemical reactor 
using noninvasive optical measurement techniques (i.e. planar laser induced fluorescence (PLIF) 
and combined PLIF/stereoscopic particle image velocimetry (stereo-PIV)).This study also aimed 
at producing experimental results to support and validate computational fluid dynamic (CFD) 
models used to investigate complex flows.  Due to its ability to achieve a rapid mixing, this reactor 
geometry was initially developed at the microscale for use in nanoprecipitation processes for 
producing uniformly sized functional nanoparticles for pharmaceutical, agricultural, and cosmetic 
applications. To increase the mixing efficiency, our laboratory scaled up the microscale reactor 16 
times to make a macroscale version of the multi-inlet vortex reactor (macro-MIVR).  
 In the first part of this study presented in Chapter 2, PLIF was utilized to measure the 
instantaneous concentration fields in three measurements planes (¼ reactor height, ½ reactor 
height, and ¾ reactor height) for Reynolds numbers ranging from 3290 to 8225. The instantaneous 
fields were used to quantify pointwise statistics (i.e. mixture fraction mean, variance, and one-
point concentration probability density function). These results revealed that the fluid is nearly 
(but not completely) homogenously mixed in the high turbulence region near the reactor center. 
The mixing away from the reactor center was dominated by arms-like large-scale structures of 
high concentration gradients. The mixture fraction variance was found to be smaller for the highest 
Reynolds number and elevation in the reactor suggesting an enhanced mixing.  
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 The second and most integral part of the study is covered in Chapters 3 through 5. Here, 
further investigation of the turbulent mixing performance of the macro-MIVR was performed 
using combined stereo-PIV and PLIF for simultaneous measurements of the instantaneous velocity 
and concentration fields. From these data, turbulent mixing parameters (i.e. turbulent viscosity, 
turbulent diffusivity, turbulent Schmidt number, conditional averages, and linear stochastic 
estimates) were computed.  As presented in Chapter 3, the turbulent viscosity was found to be 
nearly constant in the weak turbulence region away from the reactor center (r/ Ro > 0.1). As the 
flow spiraled toward the reactor center, a highly turbulent and three-dimensional vortex is formed. 
Consequently, the turbulent viscosity also became the highest near the reactor center. Turbulent 
viscosity also increased with increasing Reynolds numbers and elevation in the reactor. Turbulent 
diffusivity was also found to be highest near the reactor and decreased away due to low turbulent 
flux coupled with high concentration gradients. Contrary to common assumptions of constant 
turbulent Schmidt numbers in CFD models, a spatial variation of turbulent Schmidt and its strong 
dependence of concentration gradients were revealed. On average, turbulent Schmidt number 
varied between 0.1 and 1.2 with no significant influence of Reynolds number.  
 Chapter 4 focused on measuring conditional statistics which are not only useful for 
characterizing the correlation between the velocity and concentration fields, but also for achieving 
a closure in conditional moment closure models. The conditional mean velocity and concentration 
profiles were extracted at various locations on a streamline passing through significant 
concentration gradients.  A comparative analysis between experimental results and the predictions 
of the two mathematical models (i.e. the linear approximation and PDF gradient diffusion model) 
was then conducted.  The results of the velocity conditioned on the mixture fraction demonstrated 
that the linear model works well in the low turbulence region away from the reactor center. Near 
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the reactor center, high velocity gradients coupled with low concentration gradients reduced the 
accuracy of the linear model predictions. Nevertheless, an acceptable agreement was found for 
mixture fraction events within ± 2Ф𝑟𝑚𝑠 (mixture fraction root mean square) of the local mean. 
Due to lower concentration gradient in the tangential direction, the linear model better predicted 
the tangential velocity at all locations investigated. The PDF model with an isotropic turbulent 
diffusivity performed inadequately for the tangential and axial conditional velocities. A modified 
version of the PDF model that considers all components of the turbulent diffusivity produced better 
agreement with experimental data, especially in regions of considerable concentration gradients. 
Furthermore, the mixture fraction conditioned on the velocity tensor components showed a more 
linear behavior near the reactor center, where the probability density function (PDF) of Ф is a 
Gaussian distribution. As the concentration gradients became prominent away from the reactor, 
the conditional mixture fraction (Ф|𝜔𝑖) also deviated from the linear pattern.  This was especially 
true for the mixture fraction conditioned on the tangential velocity. The overall prediction of Ф|𝜔𝑖 
showed an improvement at higher Reynolds number as the fluid mixing was enhanced.  
 Finally, the coherent structures, which have been shown to be important in turbulent 
mixing, were investigated in Chapter 5 using linear stochastic estimation (LSE). The two-point 
spatial correlations of velocity and concentration fluctuations at various basepoints were first 
computed from the instantaneous velocity and concentration fields. The basepoints were chosen 
in the center and at the edge of the unmixed concentration spiral arms located in a weak turbulence 
region (r/Ro > 0.2). The correlations were found to be elliptical in shape, inclined, and peaked at 
the basepoints. A region near the basepoint was positively correlated and was surrounded by 
negatively correlated regions. The linear stochastic estimates of the velocity fields were computed 
directly from the cross-correlations of the tangential velocity fluctuations with the concentration 
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fluctuations. The estimated instantaneous conditional velocity fields revealed obliquely oriented 
counter-rotating vortical structures that stir the fluid in the direction normal to the mean flow. 
Finally, these flow structures weakened when the Reynolds number was decreased from 8125 to 
3250.  
6.2 Future Directions 
There are several possible ways to expand the topics addressed in this study, but the 
following four subjects are most relevant to the vortex mixing reactors and applications of laser-
based diagnostics and should be further investigated.  
1. Advanced CFD models with mixing terms can be utilized to simulate the turbulent 
mixing in the macro-MIVR and instantaneously produce the simultaneous velocity and 
concentration fields. Such data can then be used to quantify the mixing parameters (i.e. 
turbulent diffusivity, turbulent Schmidt, linear stochastic estimates) which would be 
validated by experimental results of this study. 
2. With the flow conditions for achieving the optimal turbulent mixing known, further 
experiments can be performed in the macro-MIVR with an actual chemical reaction 
between an organic solvent and anti-solvent to better characterize the flash 
nanoprecipitation process. Most importantly, the conditional averages (i.e. velocity, 
concentration, temperature) can be quantified and used to supplement the CMC 
methods. 
3. Performing more advanced optical techniques such as tomographic particle image 
velocimetry can reveal more about the three-dimensional nature of the flow within the 
macro-MIVR. This could also help with the cross-gradients analysis.  
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4. The techniques used in this study could also be applied to other complex flows of 
interest (i.e. cavitation, atomization, fluidized beds, and air-fuel mixing) for 
applications such as spraying, coating, carbon sequestration, thermal management, 
energy efficiency optimization, etc.  
5. The macro-MIVR can be redesigned to enhance and expand the central vortex.  
 
