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Abstract 
Automated Condition Monitoring (ACM) has become a necessity for modem day electro-
mechanical systems. It is used not only to increase the efficiency of a system but also to 
avoid costly unscheduled breakdowns. Communication systems play a fundamental role 
in the implementation of ACM. At present, there are a number of different types of 
communication systems that are used for this purpose. 
Since its introduction, the popularity of Internet has been increasing at an extraordinary 
rate. It has found its way into all fields of life including ACM. The number of Internet 
based Condition Monitoring (e-CM) systems are increasing due to various advantages of 
Internet such as universal access, openness and easy implementation. 
However, the integration of Internet with various communication systems raises various 
issues. This includes identifying, parsing and processing of data from different 
communication system data formats. In addition, in distributed e-CM systems, sharing of 
data between different communication systems is a major issue. The already available 
solutions do not properly address these problems. These solutions are either proprietary 
or provide limited functionality. 
A scheme is proposed in this thesis that uses various open standards including Extensible 
. Markup Language (XML) and Object Oriented Design (000) to convert the data from 
different communication systems into a single data format. The data format provides a 
common defmition of sensor and process level information. This greatly facilitates the 
access of data from different communication systems via Internet. It also provides a way 
for communication systems to share data amongst themselves. 
Initially, an Object Oriented Model of the proposed data format in Unified Modelling 
Language (UML) is created. This provides an implementation free representation of the 
proposal. This model is then converted into an XML document model for the practical 
implementation of the scheme. The scheme is implemented in some of the most 
commonly available communication systems. A distributed system implementation of the 
scheme is also presented. The results demonstrate that by using this scheme, the 
integration of Internet with different communication systems and between different 
communication systems themselves will be more efficient and less complex. 
The thesis has made several contributions to knowledge including the layout of a typical 
e-CM strategy, an architecture to integrate Internet with different communication systems 
as well as to integrate different communication systems with each other, a standard data 
format for sensor information and UML & XML models for the proposed data format. 
Keywords: Communication Systems, Condition Monitoring, Data Integration, 
Distributed Systems, Internet, Object Oriented Design, Open Systems, XML. 
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CHAPTER 1 - Introduction 
1.1 Overview 
This chapter aims to give a background for this research by briefly describing Condition 
Monitoring (CM) and communication systems, their history and their importance, the 
difficulty associated with integrating various communication systems with International 
Network (mternet) for Intemet based Condition Monitoring (e-CM) applications and the 
proposed solution to overcome this difficulty. Finally, this chapter presents an overview 
of the thesis. 
1.2 Research Background 
1.2.1 Condition Monitoring 
CM is the measurement and interpretation of sensor data in order to assess the condition 
of a system (BSI, 1993). This assessed condition is then used to detect faulty conditions 
and forecast maintenance requirements (Symonds, 2005). 
Maintenance is the combination of all technical and administrative actions that are taken 
to either keep or restore a system to a state in which it can perform its required function. 
Various maintenance strategies can be implemented for this purpose including corrective 
maintenance, preventive maintenance and proactive maintenance. Maintenance based on 
CM is called Condition Based Maintenance (CBM). These strategies are collectively 
known as maintenance management. The selection of the appropriate strategy depends on 
I' 
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various factors including system requirement (Rajan and Roylance, 2000), cost of 
inspection and cost offailure (Chelbi and Ait-Kadi, 1998). 
CM is essential as systems do fail. These failures can occur due to various reasons 
including design faults, failure of an item or human fallibility (Versicherungs-AG, 1978). 
Whatever the reason, these failures result in losses that can have direct as well as indirect 
consequences (Nishida, 1992)., Direct consequences include possible damage to the 
system, any accidents involving humans and all associated costs. mdirect consequences 
, 
include morale decline, damage to image and loss of business. CM is also implemented 
because of external factors such as legislation and consumer demands (Upshall, 1990). 
The complexity of modem systems also requires implementation of CM. 
Maintenance is a huge industry. The European Union (EU) spends up to £110 billion 
every year in maintenance. In the United Kingdom (UK) alone, this expenditure is around 
£14 billion a year (Jones, 2001). For each plant, this expenditure comes out to be 10% of 
the total capital cost (Hu et al., 2001). Although CM is now being implemented to save a 
major portion of this money, it is still only being done to 10-20% of its full potential 
(Starr and Ball, 2000). 
It is not only failure but also reduced efficiency that can be tackled by CM. Systems with 
reduced efficiency consume extra energy. This in turn costs money and has a negative 
effect on the enviroument as well. Improving the efficiency of systems can save millions 
of pounds every year and help protect our enviroument. 
Although the initial implementation of CM can cost up to 2% of the total equipment cost 
of the system and its running cost can be quite high as well (Barron, 1996), the net 
savings and benefits are huge enough to justifY its implementation. Various studies and 
implementations have also confmned the usefulness of CM' , 
'. 9 
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1) The French postal service La Poste saved 95% of their previous maintenance costs by 
implementing CM. A study conducted by them showed that, in general, industries 
could save 15% to 60% of the maintenance costs by implementing CM (Salvan, 
2004). 
2) A government sponsored study showed that CM achieved 75% decrease in 
unscheduled breakdowns and 50% decrease in breakdown labour costs (Barron, 
1996). Unscheduled breakdowns can be very costly. In the UK, Royal Mail spends 
£2.6 million a year replacing unscheduled bearing failures in their mail processing 
machines (Salvan, 2004). 
3) A study in the United States of America (USA) showed that, in general, 25-45% 
savings can be made in maintenance costs by employing CM. 
4) A petroleum refinery in Texas, USA saved $20 million by implementing vibration 
CM (Sharif and Grosvenor, 1998). 
Other benefits of CM include increased system availability, greater output, improved 
safety, improved quality, improved morale, improved image and increased system life 
(Chapman et al., 2001). 
CM has come a long way since its inception. It was first implemented along with the 
early mechanical systems. At that time, there were no processing devices so CM had to 
be done manuaIly. Operators combined their human senses such as sight, smeIl, sound 
and feel as weIl as the experience gained through these senses for the job. Some very 
basic instrumentation like pressure gages were also used. Since the systems were not 
complex, manual CM proved sufficient for them. Analogue instruments like record 
meters, tape recorders and frequency analysers were later used to measure and record 
sensor data. However, analysis of this data was still done manuaIly. 
------------------.......... ... 
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As the systems became more and more complex, manual CM became unfeasible. 
Operators were overloaded with the amount and complexity of information. Analysis of 
this information took time and it was becoming difficult to operate systems within safe 
limits. As a result, Automated Condition Monitoring (ACM) was implemented. ACM 
brought various advantages over manual CM, such as (GrimmeIius et al., 1999) '" 
1) The number of operators decreased. 
2) CM became more accurate. 
3) It was possible to design systems with faster response times. 
4) It was possible to design systems with much smaller tolerances. 
Since the implementation of the initial ACM, a lot of development has taken place in this 
area. Presently, there are three types of ACM in use (Rzevski, 2003) 
I) Conventional ACM: Conventional ACM is only able to perform pre-programmed 
functions. Any inputs from the system that are not pre-programmed give rise to 
unexpected results. ill order to incorporate a response to these new inputs, 
conventional ACM has to be re-programmed. This may even require costly shutdown 
of the system. 
2) illtelligent ACM: Intelligent ACM can operate and achieve its required function 
under conditions of uncertainty as well. Intelligent ACM is flexible in the sense that it 
can respond to changes without the need of being pre-programmed or re-
programmed. It uses Artificial illtelligence (AI) techniques such as Expert Systems 
and Artificial Neural Networks (ANN) for CM purposes. 
~In~tr~o~d~u~ct~io~n~ ______________________________________________ .S 
3) Intelligent ACM network: The Intelligent ACM network was developed to monitor 
distributed systems. This network consists of various intelligent ACM modules 
interconnected by a communication system. These modules are self-organising and 
are able to add or subtract functionality according to the requirements of the system. 
ACM may not be suitable for every system especially for systems that operate at low 
level of activity and there is enough time for inspection and maintenance. ACM also has 
little use in places where operators can use their senses and skills to monitor and maintain 
a system. Such systems produce output mostly or entirely by manual work rather than by 
automated machinery (Neale, 1979). 
1.2.2 Communication Systems 
A communication system provides a common link for the interconnection of sensors and 
processing devices (G1anzer and Cianfrani, 1996) for implementing ACM and 
maintenance strategies. 
Communication systems have been with us since the time when smoke signals were used 
to send messages. The era of electronic communication systems started in 1841 with the 
development of Morse code. However, the sensors developed afterwards had pneumatic 
output (3-15psig) and it was not until 1955 when the first electronic output (4-20mA) 
sensors were introduced. These sensors were quickly adopted worldwide and thus 
provided interoperability between sensors manufactured by various vendors. Although 
the 4-20mA standard was universally used, it was not until 1970 that it became an official 
standard as BS3586 (Jordan, 1995). 
For monitoring purposes, each of the 4-20mA output sensors in the system was connected 
by a point-to-point link to a remote Direct Digital Control (DDC) processing device 
(Clarke, 2000). DDC also had each actuator connected to it by a point-to-point link. This 
arrangement caused several problems. Long cables and slow centralised monitoring were 
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the most prominent. ill response to this, HoneywelJ introduced the first distributed 
architecture in 1975 (Jordan, 1995). This architecture allowed distributed hierarchical 
monitoring and reduced the length of cables from the sensors to the processing devices. 
Although an overalJ centralised monitoring device still existed, the monitoring of sub-
systems was handed over to processing devices at the lower levels of the hierarchy. 
The two processing devices specifically developed for this architecture were Distributed 
Control Systems (DCS) (Berge, 2004) and Programmable Logic ControlJers (PLC) (La 
Fauci, 1997). DCS were introduced as powerful proprietary systems ready to tackle 
complex system monitoring applications that required greater security and reliability. 
PLC, on the other hand, were marketed without any inbuilt functionality and had to be 
programmed by the user. 
During the late 1970s and the complete part of 1980s, a huge amount of progress was 
made in the field of digital electronics and communication. This led to several prominent 
simultaneous developments including the folJowing 
I) Personal Computer (PC) and rnicrocontrolJer based embedded systems were 
introduced. Data Acquisition (DAQ) boards were created to interface sensors to the 
PC. Various internal paraIJel PC buses like 8-bit bus, illdustry Standard Architecture 
(ISA) and Peripheral Component illterconnect (PCI) were used to interface DAQ 
boards to a PC. A detailed discussion of these buses is given in (Finkelstein and 
Weiss, 1999). MicrocontrolJer based embedded systems were the cheapest amongst 
aIJ the developed processing devices. Even being the lowest priced devices, they still 
had inbuilt peripheral support (Campelo et al., 1999) and the ability to monitor real-
time applications (Correa and Awad, 2003). 
2) Although the first digital serial communication system, i.e. RS232, was introduced in 
1968, it was only suitable for a point-to-point communication between two devices. 
ill contrast to the 4-20mA analogue standard that only aIJows the transfer of sensor 
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data, digital communication systems also allow other infonnation to be sent over the 
same cable. This includes infonnation like sending commands and receiving status 
reports. MUlti-point digital serial communication protocols such as Controller Area 
Networks (CAN) and Ethemet were introduced during this era. These networks are 
also called fieldbuses (Thomesse, 1999) or Local Area Networks (LAN). They allow 
multiple processing devices to be intercounected by a single link and thus provide 
several advantages over point-to-point analogue and digital networks including the 
following 
a) At least 25% saving in the cost of wiring. 
b) Communication between multiple processing devices. 
c) Plug and play capability. 
d) Modularity. 
e) Better enterprise-wide CM and maintenance. 
f) Ease of connection. 
g) Faster response. 
Due to its extensive use, the 4-20mA standard was not abolished altogether (Blevins 
and Wojsznis, 1996). A protocol called Highway Addressable Remote Transducer 
(HART) (Helson, 1996) was developed that allowed 4-20mA output sensor to send 
digital data as well (Cobb, 1996). 
3) The operator interface allows a single operator to monitor parts of the system from a 
single location. The Human Machine mterface (HMI) initially used for this purpose 
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was a control room consisting of gauges, chart recorders and push buttons. During 
this era, HMI was linked with processing devices and communication systems to give 
rise to Supervisory Control and Data Acquisition (SCADA) systems. These systems 
consist of remote processing devices caIled Remote Terminal Units (RTU) that 
coIlect sensor data from parts of the system. This data is then sent through a 
communication system to a central processing device caHed Master Terminal Unit 
(MTU). The MTU sends the data to a software programmed HMI for display on a 
screen. Various input devices like keyboards are used for user inputs. 
Since the early 1990s, another era of dramatic simultaneous developments has taken 
place. This includes the foHowing 
1) The computational power and communication capability of processing devices has 
increased phenomenaHy. According to the Moore's law, the computational power of 
these devices is expected to keep on doubling every 18 to 20 months (Rzevski, 2003). 
DCS, PLC and microcontroIler based embedded devices are being marketed with 
Real Time Operating Systems (RTOS) like Real Time Linux (RT-Linux) and 
Microsoft Windows CE. The use of microcontroIler based embedded devices is 
becoming extremely common (Al-Dhaher, 2001). New processing devices like Field 
Programmable Gate Array (FPGA) and Field Programmable Analogue Array (FP AA) 
have been introduced. 
2) Faster internal paraHel PC buses like PCI Express have emerged. 
3) Smart sensors and most recently intelligent sensors are being developed and 
implemented. These sensors have embedded computational and communication 
capabilities. Micromachining and nanotechnology is being used to create smaIler 
versions of these sensors (Kanoun and Trankler, 2004). 
~------------------ ----- - ---- - --- ------
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4) Wireless communication systems like Bluetooth and Zigbee are finding their way into 
CM and maintenance. These systems are ideal for places where wiring is difficult or 
is unfeasible e.g., harsh and hazardous environment (Bucci and Landi, 2003). 
However, wireless systems still have some shortcomings (Yang et al., 2003) to take 
care of before they can replace wired networks 
a) Reduced bandwidth. 
b) Less stable connection. 
c) Less predictability of the availability of the connection. 
d) Higher latency. 
e) Security of data. 
5) Faster versions of the old digital serial communication systems have emerged. 
Various new and faster digital serial communication systems like Foundation 
Fieldbus have also emerged. Communication systems supporting distributed 
monitoring are being implemented. 
6) Internet is being increasingly utilised for CM and maintenance applications. The 
processing devices are being shipped with in-built Internet functionality. SCADA is 
also utilising Internet as its primary communication system. 
1.3 Research Motivation 
Internet is the combination of a nnmber of protocols and networks. Since its birth in the 
1960s, it has developed at an exceptional rate (Feng et aI., 2002). By the end of Nov 
2005, its number of subscribers worldwide was 972 million (internetworldstats, 2006). 
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The internet has found its usage in all fields of life including education (Parkin et al., 
2002), medical (Hou et al., 2003) & (Laird et al., 2003), CM (Hui et al., 2001), 
manufacturing (Lee et al., 2000) & (Bailey, 1995), management (Viswanadham and 
Gaonkar, 2001), robotics (Sgouros and Gerogiannakis, 2003) & (Wang et al., 2003) and 
research (Ko et al.; 2001). 
The popularity of intemet is due to the combination of various factors 
1) It is an open standard. 
2) Its protocols can be used for a variety of purposes including multimedia information 
sharing and email. 
3) It can be accessed easily and cheaply at anytime and from anywhere in the world 
(Han et al., 2001). 
4) The internet protocols are simple to program. This is also helped by the fact that the 
support for internet and its protocols is even embedded in devices without any OS 
such as microcontroller based embedded systems (Privar, 2000). 
5) A working form of intemet protocols can be created in around 30kB of memory 
(Maciel and Ritter, 1998). 
6) Its existing protocols use 32-bit addressing that can be used to access 4.3xl09 unique 
devices worldwide. With the development of the Next Generation Internet Protocol 
(IPng or IPv6) this number will increase to 3.4xl038• Not only that but also each of 
these devices can be subnetted to connect even more devices. This allows for every 
device on the planet to be connected to the intemet and uniquely identified. 
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Teleoperated systems allow humans to move about, monitor and operate systems at a 
distance by using a teleoperator (Sheridan, 1995). Teleoperated systems have been very 
useful for monitoring hostile envirouments that are dangerous for humans to work in. 
This includes environments like nuclear power plants, undersea, space and toxic areas 
(Hong et al., 1998). Internet is now being integrated in teleoperated systems (Luo et al., 
2001). This integration allows systems to be teleoperated worldwide. It also allows them 
to be used for various new applications such as telesurgery. 
The integration of wireless communication, mobile devices and the mternet is on the 
increase. The progress in this area is, however, slower than expected (Bianchi et al., 
2003). The following shortcomings of mobile devices (Sgouros and Gerogiannakis, 2003) 
contributes to this slow progress 
1) Limited CPU power. 
2) Limited system resources. 
3) Small screen. 
4) Power source problems. 
Even with these problems the dream of' any data, anytime and from anywhere seems 
much closer. The popularity of internet access from mobile devices can be seen from the 
fact that by the end of 2004 nearly 50% of intern et access in the USA originated from 
mobile devices (Ko et al., 2001). The development of High Definition Markup Language 
(HDML), Wireless Access Protocol (W AP), Wireless Markup Language (WML) and 
Mobile mtemet Protocol (Mobile IP) (Pissinou et al., 2003) are also proof of the interest 
that this field is generating. A new form of CM i.e. mobile CM (m-CM) is beginning to 
make its mark. 
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Communication systems have been continuously evolving since their initial inception. 
There are, at present, more than 100 different wired and wireless systems in 
implementation. An unfortunate consequence of this technological development is that 
there is no standard to facilitate communication between them. Such a standard is an 
important requirement. This is mainly because, in a system, different communication 
systems may have to share information to achieve overall CM and maintenance. 
Internet allows systems based on different communication systems to be monitored from 
a single location. However, sending information under different communication formats 
across the intemet has several disadvantages including 
1) The volume of data required to be sent across the intemet is huge and consumes 
network bandwidth. 
2) The computation required at the central processing device to identify, parse and 
process different communication system formats is huge and increases latency and 
decreases efficiency of CM. 
3) The unavailability of required information in some communication systems for 
example unavailability of timestamp in CAN. This information is important in 
synchronising sensor data in distributed systems. 
The problem of data exchange amongst communication systems and between 
communication systems and intemet is clear from the diagram presented in Figure 1-1 
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ETHERNET 
BLUETOOTH 
Other data 
networks 
Figure 1-1 Existing Scenario for Sharing Data between Communication Systems 
For the end users of an e-CM system, the main importance and requirement is to get the 
information from across the Internet. The implementation details have to be transparent 
to the user in such a way that it is possible to build all e-CM functionality with a single 
set of software tools (Rahkonen, 1995). The Institute of Electrical & Electronic Engineers 
(IEEE) has defined the requirements of such a solution in detail. This includes the 
following (Warrior, 1998) 
1) It allows systems based on different communication systems to be efficiently 
monitored from the Internet. 
2) It provides a way for different communication systems to share data between one 
another. 
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3) It is based on open standards. This is mainly because of economic reasons (Maciel 
and Ritter, 1998). Open standards are freely available to anyone interested in their 
implementation. 
4) It provides a standard format for sensor information. 
5) It allows information to be displayed on any data display device. 
6) It facilitates smart and intelligent sensors. 
7) It must be modular and, therefore, based on Object Oriented Design (000). 
8) It must be portable so that it can be easily implemented on different types of 
platforms. 
9) It must be scalable so that its functionality can be increased or decreased (Thomesse, 
1999). 
10) It must be safe. 
11) It must be dependable. 
1.4 Research Proposal 
A scheme is, therefore proposed that converts the sensor data from different 
communication systems to a single format. The format has the necessary information 
incorporated in it for all types of CM application. This information will allow them to 
easily share data between one another. It will also provide a standard definition of sensor 
information, including smart and intelligent sensors, thus greatly facilitating access of 
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data from different communication systems via the Internet. This in turn increases data 
fusion. 
The scheme is based on open standards like Ethemet, Internet and XML. In an intranet, 
the scheme uses Ethemet to provide data sharing between different communication 
systems. The use of Ethernet for this purpose will not be a big problem because of the 
following reasons 
1) It is already being used at the highest level of communication systems hierarchy for 
implementing maintenance strategies .. 
2) It is increasingly being used for CM applications. 
3) It provides a seamless connection to Internet. 
4) Many existing communication system developers have already implemented their 
Ethernet based versions. 
The scheme will also allow e-CM applications to cope with only one format. It will 
greatly reduce the complexity of the data exchange problem as is clear from Figure 1-2. 
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Figure 1-2 Proposed Data Sharing and Integration Architecture 
1.5 Research Methodology 
This research deals with a new scheme for retaining useful sensor information for data 
sharing and e-CM applications. Two main subjects are integrated in this research work: 
modelling and testing of the scheme. 
The modelling part will look to model the OOD of the scheme. The technique to convert 
this model into the XML domain will also be explored. The aim is to model the necessary 
information for the proposed format. Since there is a great wealth of available 
communication systems, all of them cannot be explored in the available time. Only a 
range of the more common communication systems will be chosen for exploration. 
The testing of the proposal can be split in two parts. Initially, the selected communication 
systems will be integrated with internet to test the proposal. Sensor data will be acquired 
through these systems. This data will be converted into the proposed format and sent 
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across the illtemet. A successful reception of data will prove that the proposal is suitable 
for e-CM applications. 
ill the second stage, the proposal will be tested for distributed applications. Request of 
data from a processing device will be sent to another processing device. Upon receiving 
the request, the second device will respond by sending the required data. A middleware 
technology will be used for this purpose. Successful reception of requested data will 
ensure that the scheme is not only suitable for distributed e-CM applications but also for 
distributed data sharing in an intranet. 
1.6 Overview ofthe thesis 
The research work was broadly divided into the following four phases 
1) Literature review 
2) Proposed format design and modelling 
3) Test rig design and testing 
4) Reportage 
The thesis is organised into ten chapters 
Chapter 1: describes the background on the research. Project motivation and the outline 
of the proposed scheme are also presented. 
Chapter 2: is the first of the chapters on literature review. It discusses e-CM and its 
components. 
I' 
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Chapter 3: continues the literature review by discussing topics related to internet. The 
chapter then investigates the problem facing e-CM applications. 
Chapter 4: proposes a solution to the problem by keeping the industry requirement in 
perspective. 
Chapter 5: presents the object oriented model of the proposed format. Conversion of the 
model into XML domain is also given. 
Chapter 6: describes the practical implementation of the proposal on several data 
networks. 
Chapter 7: continues the practical implementation work and implements the proposal on 
distributed systems. 
Chapter 8: gives the discussion of the research work. The advantages and limitations of 
the new method are also discussed. 
Chapter 9: presents the conclusions of the research work. It also identifies several 
possible areas of further research. 
Appendices: Several appendices follow the main content. 
1.7 Summary 
1) ACM is an integral part of the modern electro-mechanical systems. 
2) The communication systems play a fundamental role in the implementation of ACM. 
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3) The Internet is being increasingly used for CM purposes. This is because it provides a 
cheap and global way to monitor systems, especiaIIy spatiaIIy dispersed distributed 
systems. 
4) Due to the huge number of existing communication systems being used for CM, a 
solution is required that would provide seamless integration of these communication 
systems with Internet and amongst themselves. 
5) The outline of the proposed solution presented in this chapter identified that Ethernet, 
Internet and a common format for data in XML wiII be used for its purpose. 
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CHAPTER 2 - Literature Review on e-
CM 
2.1 Introduction 
The first chapter established a context to help the reader understand how this research fits 
into a wider field of study. This is now followed by the background information and a 
review of previous research on this field of study. Due to the technical diversity of this 
thesis, the Iiterahrre review requires two separate chapters. Chapter 2 presents the 
necessary knowledge on e-CM. This knowledge is fundamental to the understanding of 
the issues related to Internet and the integration of Internet with other data 
conununication systems. Chapter 3 discusses these issues in detail. 
2.2 e-CM 
Fundamentally, e-CM is the use ofInternet to transfer the data for C~ purposes. 
There is no such thing as a standard e-CM strategy. This is because every application and 
its requirements are different. Over the years, there have been different configurations of 
the e-C~ strategy implemented. However, the layout of a typical e-C~ strategy can be 
realised from these variations. Figure 2-1 shows this layout 
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Figure 2-1 The layout of a typical e-CM strategy 
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The flow of data in an e-C~ starts with the system that has to be monitored. Sensors are 
used to measure the required parameters of the system. The output of these sensors is pre-
processed to a suitable format for use in the later stages in the following two ways 
I) It may be used for monitoring the condition of the system. This monitored condition 
is then post-processed so that it is suitable for display to the user. 
2) It may be directly post-processed for display purposes. 
Although actuators are considered not to be a part of the e-C~ strategy, the layout shows 
the position of actuators to help in understanding the relationship between e-C~ and 
control. This relationship is extremely important for the continuous automatic closed-
loop operation of a system. 
The layout also shows some of the major components of the e-C~ strategy. A discussion 
of these components is given below 
2.2.1 Monitored System 
A system is the integration of various sub-systems and items. These sub-systems may 
have sub-systems of their own and so on. However, at the lowest level of hierarchy these 
sub-systems are also composed of items. The system may also consist of various software 
components (Hewit, 1996). 
An item is, therefore, the unique indivisible entity of a system used for e-C~. This can be 
a bearing, a valve or a belt etc. The e-C~ of these items is used to detect normal as well 
as faulty conditions e.g.; unbalance, misalignment, bad bearing and mechanical 
looseness. These conditions are detected by initially measuring various parameters like 
temperattrre, pressure, displacement and sound (Sharif and Grosvenor, 1998). Afterwards, 
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the relationship between these parameters and the condition of the item is used for C~ 
purposes. 
It is possible to monitor the condition of all the items of a system. However, this is 
neither logical nor desirable. The condition of only those items is monitored which have 
economic and safety implications on their failure (El-Shtewi et al., 2001). This means 
that only critical items of a syst~ are selected for e-C~ purposes (Neale, 1979). 
Choosing the right items is essential for the success of e-C~ (Courtney, 2001). 
A system can have its items located physically close to one another or as is the case in 
several e-C~ applications, they may be spatially dispersed. Therefore, e-C~ may range 
from simple to extremely complex applications. The simplest e-C~ application may 
involve the monitoring of the state of an on-off device. On the other hand, extremely 
complex e-C~ applications can be implemented by using distributed AI. 
The e-C~ application can be real-time or non real-time (Feng et al., 2002). Non real-time 
applications are not constrained by time. However, real-time applications have to be 
monitored deterministically. Real-time applications are of two types 
1) Hard real-time or Time critical applications 
2) Soft real-time applications 
In hard real-time applications, each sample of the parameter is taken after a deterministic 
time. If this does not happen then proper monitoring of the system cannot be guaranteed. 
Soft real-time applications are not very strict on the timing of the acquired sample. These 
applications allow sample times to exceed the required time constraint. 
The monitoring of a system can be done continuously or intermittently. This depends on 
the operating condition or requirement of the system. A system that can develop faults 
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sparingly or a system that is operating close to being in a faulty condition should be 
monitored continuously. 
A system can also be monitored in-line, on-line or off-line (Day, 2001). In in-line 
monitoring, sensors are embedded within the system. Samples of the parameter are taken 
without shutdown or dismantling the system. In on-line monitoring, the samples are taken 
from the outside of the system's working boundary. A minor shutdown or dismantling of 
the system may be required. However, a major system shutdown or dismantling is 
required for off-line monitoring. 
(Huggett, 2005) has shown that in-line continuous monitoring is better than on-line 
continuous monitoring and so on. Off-line intermittent monitoring is the least effective. 
2.2.2 Sensors 
A sensor is an entity that is used to measure the parameters of the system. These 
parameters act as an input to the sensors. 
Digital sensors produce a digital representation of the measured parameter. Examples of 
these sensors include switches and position encoders. Analogue sensors produce 
analogue output of the parameter. Examples of such sensors include microphones and 
accelerometers. The output variable of the sensor can be current or voltage etc. Since 
most processing devices use voltage as the input variable, these different output variables 
are converted into a voltage signal. 
Sensors are becoming an important part of e-C~, as the application areas of sensors are 
increasing. Areas from every field of life including manufacturing, home appliances, 
health and automobiles are incorporating sensors (Luo et al., 2002). Even all stages of 
product development including pre-process inspection, production, assembly and post-
process inspection have implemented sensors. 
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2.2.2.1 Smart Sensors 
Conventional sensors are dwnb sensors. They do not provide any information other than 
raw sensor output. This is not very useful in distributed systems. For such applications, 
smart sensors are used to provide more information about the sensor and the 
measurement. 
A smart sensor consists of the following embedded components (Privar, 2000) 
1) Processor. 
2) ~emory. 
3) Sensor. 
4) Communication system interface. 
Using these components, the following capabilities are incorporated in smart sensors 
1) Self-identification (Lee and Schneeman, 2000) is the fIrst property that converts a 
dwnb conventional sensor into a smart sensor. This means that the sensor is able to 
identify itself. For this purpose, it uses any details that can be used to identify it. This 
includes identification nwnber, serial nwnber, manufacturer, type and the rest of its 
specifications. 
2) The smart sensor contains calibration data for self-calibration purposes. The sensor 
can perform calibration tests to correct raw sensor output anomalies. This test is done 
by the sensor itself or on the request of the user. 
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3) The smart sensor is self-communicating as it able to send the available data itself. It is 
also able to send this data on user request. 
4) The smart sensor also has the functionality to convert raw sensor output into 
engineering units. 
A smart sensor proTIdes all of its information in digital form. Therefore, digital 
communication systems are used to implement these sensors. Since there are a huge 
number of digital communication systems available, interfacing such smart sensors to all 
of these networks and supporting their protocols requires enormous effort and money. It 
is also not feasible to create a smart sensor for each network. 
The IEEE has proposed a family of interface standards IEEE 1451 to make it easier for 
smart sensors to be interfaced to data communication systems (Sveda and Vrba, 2003). 
The standard can also be used to make existing dumb sensors smart. The proposed IEEE 
1451 model of the smart sensor is shown in Figure 2-2 (IEEE, 2006) 
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Figure 2·2 IEEE 1451 Model of the Sniart Sensor 
The proposed model consists of a sensor Smart Transducer Interface 110dule (STTh1). 
This module contains logic to implement the sensors and any associated signal 
conversion or signal conditioning. It consists of Analogue to Digital Converter (ADC) to 
convert analogue signals to digital form. It also consists of Digital Input (DI) for discrete 
digital output sensors. The STill also consists of a Transducer Electronic Data Sheet 
(TEDS). The TEDS is an extensible lookup table that contains extensive information 
about the sensor and the measured value in a predefmed format. The raw sensor output 
and the information in TEDS are then stored in memory registers. 
The STill, then, sends this information to Network Capable Application Processor 
(NCAP). NCAP is a processing device on the communication system. It consists of a 
STill driver that communicates with the sensor STill, parses the TEDS & sensor data 
and converts this sensor data into engineering units. After conversion, the TEDS and 
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sensor data are integrated into the IEEE 1451.1 object model to be sent across the 
communication system. 
The IEEE Instrumentation and ~easurement Society has proposed the following set of 
IEEE 1451 standards for implementing smart sensors 
1) IEEE P1451.0 standard proposes a common set of commands and TEDS for smart 
transducers. 
2) IEEE 1451.1 standard proposes a common object model and communication model 
for smart transducers. 
3) IEEE 1451.2 standard proposes a transducer to NCAP interface and a TEDS for 
point-to-point communication systems. 
4) IEEE 1451.3 standard proposes a transducer to NCAP interface and a TEDS for 
distributed systems. 
5) IEEE 1451.4 standard proposes a mixed mode interface for systems with analogue 
and digital sensors. It also proposes templates for various sensors including 
accelerometers ~d microphones. 
6) IEEE P1451.5 standard proposes a transducer to NCAP interface and a TEDS for 
wireless transducers. 
7) IEEE P1451.6 standard proposes a transducer to NCAP interface and a TEDS for 
CANopen network. 
Only 1451.1, 1451.2 and 1451.4 have yet been accepted as official standards (IEEE, 
2006). The rest of the standards are still under development. 
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TEDS is the heart and soul of the standard. It has three major portions as discussed below 
1) Basic TEDS is the first portion of the TEDS and contains basic identification 
information about the sensor. 
2) Standard and Extended TEDS contain information needed to configure the electrical 
interface and to convert the raw measurement into engineering units.· It consists of the 
complete 'data sheet' information about the sensor. 
3) User TEDS is the last portion of the TEDS and accommodates custom user data that 
can be used for any purpose. 
The basic strucnrre of the TEDS with two examples is shown in Figure 2-3 (NI, 2006) 
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TEDS ExampleA. ExampleB. 
STRUCTURE IEPE Accelerometer Bridge (mVIV) Load Cell 
Manufacnrrer 43 Manufacnrrer 21 
ID ID 
BasicTEDS Model ID 7115 Model ID 19 
Version Letter B Version Letter D 
Serial Number 00731F Serial Number 0008451 
Calibration Jan 29,2000 Calibration Date .Feb 10,2001 
Date 
Sensitivity 1.094E+03mV/g Measurement ± 100lbf 
Standard and @ref range 
Extended Reference freq 1000Hz Electrical output ±3.01 mVN 
TEDS (fields Reference 23°C Bridge 3500 
will vary temp impedance 
according to Measurement ±50g Excitation, 10VDC 
transducer range nominal 
type) Electrical ±5V Excitation, 7VDC 
output minimum 
Quality factor 300 E-3 Excitation, 18VDC 
maximum 
Temp -0.48%/oC Response time 5ms 
coefficient 
Sensor Strut 3A-p2 Sensor Location R32-1 
User Area location 
Calibration April 15, 2002 Calibration 543.01.23 
due date record ID 
Figure 2-3 IEEE 1451 TEDS with examples 
2.2.2.2 Intelligent Sensors 
Distributed systems require enhanced information sharing between processing devices on 
a network. Such information sharing is beyond the capability of a smart sensor because of 
its limited functionality. A sensor with greater functionality is, therefore, required. Such a 
sensor is referred to. as an intelligent sensor. In addition to having the capabilities of a 
smart sensor, this sensor also has the following extended capabilities (Tian et al .• 2000) 
I 
I 
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1) These sensors are able to evolve as they can add and subtract infonnation and 
functionality. This is the most useful of all capabilities as it allows the sensor to 
change communication protocols and functionalities. 
2) An intelligent sensor also has the capability to request infonnation from other smart! 
intelligent sensors and processing de~ces on the communication system (Tian, 2001). 
3) An intelligent sensor is also capable of self-diagnosis. 
4) Intelligent sensors also help to reduce the data traffic on data networks 
(Pietruszkiewicz et al., 2001). This is achieved by implementing C~ techniques on 
the local processing de~ce (Pietruszkiewicz et al., 2001). By using C~ techniques, 
intelligent sensors can send the analysis of sensor data instead of sending the actual 
sensor data across the communication system. 
The layout of an intelligent sensor is presented in Figure 2-4 based on the text stated in 
points 1-4 
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Figure 2-4 The layout of an intelligent sensor 
The output of an intelligent sensor is dissimilar to a smart sensor. Intelligent sensors give 
measmement data ordata quality/ analysis index as output. 
Smart and intelligent sensors seem to provide the solution to the requirements of 
distributed monitoring systems. However, there are some issues related to these sensors 
that must be considered 
I) The failme in processing in these sensors is difficult to compensate at later stages of 
the e-C~ strategy. 
2) It costs more to introduce redundancy with these sensors. 
3) These sensors are less reliable as they fail more often. Sensors may be mounted on 
places where cooling or anti-vibration cannot be provided. Since these sensors have 
more components, th~e is a greater chance of failme in these environments. 
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4) They require more maintenance. 
2.2.3 Network Node 
A network node is a group of components that can be administered as a single entity on a 
communication system. A network node can be created by individually selecting and 
interfacing components. Such a node mayor maynot have sensors attached to it. If 
sensors are attached to this node, then it has similar components and functionality to an 
intelligent sensor (Rzevski, 2003). 
It is more flexible to make a processing device a smart! intelligent node and then connect 
dumb sensors to it than using smart! intelligent sensors (Edwards and G1eaves, 1997). 
The flexibility achieved is in the design of the e-C~ strategy and the selection of 
processing devices. It also allows easier and cheaper implementation of redundancy. 
Redundancy in such a design can also be used to implement multitasking capability (Li et 
ai.,2001). 
The processing devices that are used to create a network node can be broadly divided into 
two types (Feng et al., 2002) 
1) Low to moderate performance devices like microcontollers. 
2) High performance devices like PC. These devices are capable of processing large data 
at high speeds. 
Both of these types can have RTOS like RT-Linux on them (Olive et al., 2000). 
With the advance of distributed systems, network nodes are being used for both 
monitoring and control purposes (Starr et al., 2002). It is faster and more reliable to 
process sensor data and then send control signals to actuators from the same node. 
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Integrating C~ and control like this has several benefits (Pietruszkiewicz et al., 2001) 
such as 
1) The same sensors can be used for C~ as well as control strategies. Similarly, the 
same actuators can be used for control and requested C~ tests. This reduces the 
amount of hardware required. 
2) Single communication medium. 
3) System compatibility. 
4) No data transformations. 
5) Increased safety, reliability and productivity. 
2.2.4 e-CM Communication System 
The e-C~ communication system can be divided into three main parts 
1) On-site communication system. 
2) Internet. 
3) A device! technique to integrate on-site communication system with internet. 
The purpose of e-C~ communication is not only to provide a communication link 
between spatially dispersed nodes but also to transfer data between .them. This data 
includes monitoring, control and administrative data. The system also makes sure that the 
data is distributed to the relevant destination. 
--------------- - ~--~- - - --------------
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Figure 2-5 shows the layout of the e-C~ communication system 
User 
Internet 
Integrating 
Device! Technique 
On-site Communication Systems 
Physical System 
Figure 2-5 Layout of the e-CM Communication System 
A discussion on Internet and integrating devices! techniques is given in chapter 3. In the 
remaining part of Section 2.2.4, infonnation concerning on-site communication systems 
will be presented. 
On-site communication systems can be classified in three ways 
1) Communication Hierarchy 
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2) Physical ~edia Access Protocol 
3) Network Topology 
2.2.4.1 Communication Hierarchy 
The flow of information in on-site communication systems is horizontal as well as 
vertical. In case of vertical flow of information, hierarchical architecnrre is implemented. 
The information flows vertically between tiers of different communication systems. In 
case of horizontal flow ofinformation, one of the following architecnrre is implemented 
1) A single communication system in which the information flows within itself. 
2) ~ultiple communication systems working independently or sharing information 
amongst themselves. 
The hierarchical architectures used in industry are as follows 
1) Five Tier Architecnrre: The most elaborate is the five tier hierarchical architecnrre 
presented in Figure 2-6 (Liptak, 2002) 
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Figure 2-6 Five Tier On-Site Communication Architecture 
This architechrre consists of five levels of communication hierarchy 
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a) Field level: The field level comprises of sensors and actuators. At this level, 
sensor signals are sent to the Input /Output (I/O) level and actuator signals are 
received from I/O level. 
b) I/O level: The main purpose of this level is to collect and route sensor and 
actuator information. Sensor information from various sensors is collected and 
sent to the control level. Similarly actuator signals for multiple actuators are 
received from control level. Examples of communication systems installed at this 
level include ~ODBUS and AS-i. 
c) Control level: At the control level, sensor information from I/O level is processed 
by a processing device. The commands for the actuators are then sent to the I/O 
level. Communication systems implemented on this level include ControlNet and 
DeviceNet. 
d) Plant ~anagement level: The main purpose of this level is to collect information 
from the processing devices at the control level. ~anagement and SCADA 
programs are implemented at this level. An example of communication systems at 
this level includes Ethemet. 
e) Enterprise level: At the enterprise level, information from plant management level 
is received and then used for Enterprise Resource Planning (ERP) functions 
including billing and ordering of equipment. Production targets are sent to plant 
level for execution. Ethemet is again used at this level. 
This five tier architecture is being replaced by the three tier architecture due to the 
development in processing devices and data networks 
2) Three Tier Architecture: The three tier architecture in presented in Figure 2-7 
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Figure 2-7 Three Tier On-Site Communication Architecture 
This architechrre consists of three levels of communication hierarchy 
a) Device level: At this level, communication systems are used to connect sensors, 
actuators and processing devices. The processing devices are used for monitoring 
and control purposes. 
b) Cell level: This level is used to monitor and control the operation of processing 
devices at the device level. Several processing devices at the device level may be 
monitored! controlled by a single processing device at the cell level. 
----------
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c) Plant level: At this level, communication systems are used for ERP purposes. 
In the three tier architechrre communication systems are not classified to any specific 
level because they are used at both device level and cell level. However, Ethernet is 
still the only choice for Plant level implementation. 
3) This architechrre is now being replaced by the two tier architechrre as presented in 
Figure 2-8 (Bucci and Landi, 2003),(Sink, 2001) 
User 
Intranet level (Tier 2) 
Fieldbus level (Tier 1) 
Physical 
System 
Figure 2-8 Two Tier On-Site Communication Architecture 
This architechrre consists of two levels of communication hierarchy 
a) Fieldbus level: At this level, the communication systems are used to connect 
sensors, actuators and processing devices. Processing of the sensor data and the 
determination of actuator commands are also done at this stage. 
b) Intranet level: This level is used for maintenance management and ERP functions. 
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All types of communication systems are used at the fieldbus level. However, Ethernet 
is still the only choice for Intranet level implementation. 
There are several reasons for the shift to the two tier architechrre. This includes the 
following 
a) The use of Ethernet at the cell level (Kunes and Sauter, 2001), (~aciel and Ritter, 
1998) 
b) The support of Ethemet based protocols by various communication systems e.g., 
~ODBUS introduced ~ODBUSITCP to support Ethernet protocols with 
~ODBUS. This enables a single communication system to support both tiers of 
the architechrre. 
c) The use of smart and intelligent devices facilitating distributed monitoring and 
control. 
Due to several aspects such as determinism, Ethernet is still not being widely used at 
the fieldbus level. 
As Ethernet and Internet support similar types of protocols, it is very easy to connect 
the two tier architechrre to Internet as shown in Figure 2-9 
~-------------.- _ .. _- -
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Figure 2-9 Connection of two tier architecture with Internet 
Since Internet can perform all the functions of Ethernet, this architectille can be 
flattened to the one shown in Figure 2-10 
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Figure 2-10 Internet based fieldbus access architecture 
Like Ethernet, there are various factors that are hindering the all-out use of Internet in 
the fieldbus tier. These factors include non-detenninisrn and security. An ideal e-CM 
architectme is achieved when Internet is used at fieldbus level. This architectme is 
shown in Figme 2-11 
User 
Internet level (Tier 1) 
Physical 
System 
Figure 2-11 Ideal Architecture for Internet based monitoring 
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2.2.4.2 Physical Media Access Protocol 
The second way to classify communication systems is by the approach used for physical 
~edia Access Control (~C) protocol (Hong, 2001). ~C is the process of deciding as 
to which node takes control of the communication system at a particular time. This 
includes the following 
1) ~aster/Slave: This approach is also referred to as the single or mono master 
approach. In this approach, only one node acts as a master node. The remaining nodes 
act as slaves. All the communication in this approach is initiated by the master node. 
The slave nodes can only communicate when the master allows them to do so. Even 
in this case the slaves cannot communicate directly with one another. They have to 
send messages to each other through the master node. 
The simplest implementation of this approach is also referred to as the scheduled 
master/slave approach. In this implementation, the master polls each slave in turn for 
required data. The slaves reply with the requested data in a fixed message length. The 
main benefit of this approach is that the data can be updated in precise cycle times. 
However, there are some negative aspects of this approach as well, including the 
following 
a) The overall access time can be very high especially if the number of nodes and/or 
the message length is high. 
b) Every slave is polled in each cycle, even if its data is not required. 
There are some variations to this approach as well. The main purpose of these 
variations includes the following 
a) Increase in communication efficiency. 
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b) Immediate communication of priority messages. 
c) Adjusting the approach according to the requirement of the system. 
The variations of the protocol include the following 
a) The message length of the slave nodes is varied. 
b) The communication schedule of the master node is varied. 
c) The role of the nodes is changed by a technique called 'floating master'. Using 
this technique, any node can temporarily become a master. 
d) Temporary multiple master nodes are allowed. 
Although these variations help to sort out some of the problems, they do pose issues 
of their own including the following 
a) Complexity of the approach. 
b) Unpredictability of the access time. 
2) Multi-master: In this approach, multiple nodes act as masters. However, only one of 
these master nodes can take control of the communication system at one time. This 
approach is particularly used in distributed systems, where every node can request 
and share data. Various techniques are used to allow these multiple masters to share 
the control of a communication system. These techniques include the following 
a) Link Scheduler: One of the nodes or a collection of nodes. called the link 
schedulers manage the schedule by which the control of communication in the 
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communication system is given to one of the master nodes. ~ultiple link 
schedulers are configured in a logical ring, and each scheduler executes its part of 
the schedule in a sequential manner. Tokens are passed to the mast~ nodes. The 
master node with the token becomes the active master node. Communication 
systems like Foundation Fieldbus use this technique. 
b) Time Locked Token Rotation: In this technique, the token is passed between the 
master nodes in a sequential manner in fixed intervals of time. The ControlNet 
communication system uses this technique. 
c) Carrier Sense ~ultiple Access (CS~): In this technique, each node can start 
communication. However, before starting to communicate each node listens for 
activity on the communication system. If there is no activity on the 
communication system, the node starts to transmit data. The only problem is that 
multiple nodes can start communicating at the same time and data collisions can 
occur. In ord~ to avoid collisions, various techniques are used. This includes 
techniques like Collision Detection (CD) and Collision Avoidance (CA). 
Communication systems like Ethemet and Zigbee use this technique. 
An example of a communication system using both single and multiple masters is 
Bluetooth. A Bluetooth network with single master is called Piconet, while a Bluetooth 
network with multiple masters is called Scattemet (Chan et al., 2003). 
2.2.4.3 Network Topology 
The third way to classify data networks is through their topology (Sun 2006). Topology is 
the physical arrangement of the nodes. 
1) Point-to-Point Topology: In this topology only two nodes connect with one another 
thorugh a physical medium as shown in Figure 2-12 
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Node 1 Node 2 
Figure 2-12 Layout of the Point-to-Point Topology 
2) Bus Topology: In the bus topology, a common physical medium is used for 
connecting nodes. The same medium is used for communication between nodes as 
weII. This topology is shown in Figure 2-13. This topology is the easiest to install. 
This is a passive topology that means that there are no active components that move 
data from one node to the other. The failure of one node does not mean the failure of 
the whole network. CAN uses this topology to connect its nodes. 
Node 1 Node 3 
! I 
! Physical medium 
Node 2 
Figure 2-13 Layout of the Bus Topology 
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3) Star Topology: In this topology, the nodes are connected to a common central node. 
This topology is the most extensible. The topology is shown in Figure 2-14. This is an 
active topology as the common node in this topology is an active component moving 
data from one node to the other. The failure of the common node means the failure of 
the communication system. Ethemet uses this topology to connect its nodes. Various 
star networks can be connected to form a tree topology. 
The form of star topology used in wireless networks is called infrastructure topology. 
In this topology one of the nodes in the network acts as the access point. This is the 
common node of the network. Other nodes communicate through this node. 
Node 1 Node 2 
Physical medium 
Common Node 
Node 3 Node 4 
Figure 2-14 Layout of the Star Topology 
4) Ring Topology: This topology consists of a series of nodes connected to each other to 
form a closed loop as shown in Figure 2-15. This topology requires each node to have 
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two active ports. The failure of any node means the failure of the whole network. 
INTERBUS uses this topology to connect its nodes. 
Node 1 Node 2 
Physical medium 
Node 3 Node 4 
Figure 2-15 Layout of the Ring Topology 
5) ~esh Topology: This topology is used in wireless networks. In this topology every 
network has a direct/indirect link (or multiple links) to every other node in the 
network. There is no access point and the communication is handled by every node. 
Figure 2·16 shows the layout of the mesh topology. Communication systems like 
Zigbee use this topology. 
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Figure 2-16 Layout of the ~esh Topology 
Various combinations of these topologies are also used. These combinations can also be 
hierarchical in nanrre. Various communication systerus like Foundation Fieldbus can use 
multiple topologies to counett nodes. 
2.2.5 Data Processing 
The sensor data has to go through various processes before it can be of any use in e-C~. 
These processes are performed in three stages. A discussion of these stages is presented 
below 
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2.2.5.1 Pre-Processing 
The following tasks maybe perfonned in the pre-processing stage (Grimmelius et al., 
1999) 
1) Take sensor readings: The sensor readings are collected in one of the three ways 
(Hong, 2001) 
a) Time Critical Data: The data is measured and collected on the highest priority in 
the shortest possible interval of time. 
b) Regular Data: The data is measured on medium priority basis e.g., pmodic data. 
c) Time Available Data: The data is measured on the least priority basis i.e. 
whenever the time allows. 
The method selected sets the priority given to each sensor for data collection. This 
priority can be static, dynamic or adaptive (Unger et al., 1999) and depends upon the 
C~ technique used and the condition of the item. 
2) Detect sensor faults: Sensors can fail in the same order of magnitude as the other 
components of the e-C~ strategy. It is essential that sensor faults be detected at the 
earliest stage. Only after making sure that the data is reliable should it be processed 
any further. Faulty data produces faIse assessment of the condition of the system. 
This leads to bad control (Clarke, 2000) that consequently affects the operation of the 
system. Some of the methods used to detect failure in the sensor readings 
(Grimmelius et al., 1999) are presented below 
a) Direct methods: These methods use the actual sensor readings to detect sensor 
failure. ~ethods include· 
,--------------- -~ --~ ~- - _. -----------
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i) Range checking: This method checks the actual values of the sensor within its 
operating range. 
ii) Off period value checking: This method checks the off period values of the 
sensor. 
iii) Sensor redundancy: In this method, redundant sensors are used to detect 
sensor failure. This method requires three or more sensors to be installed for a 
single parameter. 
b) ~odel Based ~ethods: These methods use theoretical infonnation about the 
monitored system to calculate an analytical sensor redundancy. ~ethods include 
i) Observer based sensor monitoring: Various operators analytically calculate 
the value of the sensor. These values act as the redundant sensor values. 
ii) Sensor fault analysis: For every type of sensor failure, specific patterns are 
calculated. These patterns are then checked with actual values. 
~uItiple and unknown sensor faults can occur as well (Li et al., 2001). (Simani et al., 
2000) and (Isennann, 1997) have presented a detailed description on sensor fault 
detection techniques. 
The main idea behind sensor fault detection is redundancy. Single sensors are more 
susceptible to bringing about false data and hence false analysis (Hu et al., 2001). 
Using multiple sensors can have other benefits as well like timeliness, 
complementarity and reliability (Luo et al., 2002). However, selecting appropriate 
sensor locations for multiple sensors can be a problem. Various experimental and 
analytical techniques may be used to find optimum sensor locations (Reynier and 
Abou-Kandil,1999). 
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~ultiple sensors also have problems of their own. Sensor faults like Common Cause 
Failure (CCF) and Common ~ode Failure (C~F) occur in systems with multiple 
sensors (Hanks, 1998). C~F faults occur due to any event that causes failure in 
multiple sensors. CCF faults are due to the inability of sensors to perform because of 
some underlying defect or physical phenomena. 
Recently Self Validating (SEVA) sensors have emerged in the market that perform 
self sensor fault analysis as well. A. SEVA not only provides sensor data but also 
gives an indication on the validity of the data by classifying it in terms such as 'clear', 
'blurred' and 'blind'. SEVA also provides a validating value to correct the sensor data 
for the identified fault. An estimate of the correctness of the validating value is also 
presented (Desforges et al., 2002). 
3) Convert sensor readings to a suitable format for further processing: It is often the case 
that sensor output is incompatible with the hardware that uses this output. In order to 
overcome this incompatibility, sensor signal must be conditioned. This can involve 
various techniques. Some of these techniques are listed below 
a) If the output signal amplitude is too small to make any meaning out of the data 
then it must be amplified before it is digitized by the AID converter. 
b) If the sensor signal is beyond the digitizer input range then it is attenuated. 
c) A filter may be used to attenuate noise signals. 
d) The signals may have to be electrically isolated from the processing device. 
e) ~ultiple signals may have to be measured by using a single digitizer. 
f) Simultaneous sampling may be required. 
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Once the signal is converted into digital form, some further processing techniques 
like normalization, scaling, discretization etc. may also be used 
2.2.5.2 Condition Monitoring 
Condition ~onitoring is the stage where the condition monitoring technique is applied to 
the data to detect faults and distinguish between normal and faulty conditions. 
Some of the commonly used condition monitoring techniques are as follows 
1) First Principles ~ethods (Grimmelius et al., 1999) or Logical ~ethods (Sharif and 
Grosvenor, 1998): These methods use mathematical models based on the physics of 
the system to assess its condition. 
2) Algorithm ~ethod (Sharif and Grosvenor, 1998): This method uses manufachrrer 
manual troubleshooting logic for the purpose of C~. 
3) Statistical ~ethods (Sharif and Grosvenor, 1998): These methods use statistical 
properties of sensor data like mean value, standard deviation etc. for C~. 
4) State Transition Diagrams (STD) (Sharif and Grosvenor, 1998): These methods are 
suitable for applications that involve sequence of events like in PLC. Current and 
following states of the system are known and compared against the actual ones. An 
example of STD is a petrinet. 
5) AI ~ethods (Grimmelius et al., 1999),(Sharif and Grosvenor, 1998): The use of AI 
techniques is referred to as Intelligent C~ while other techniques are called classical 
e-C~. Intelligent C~ techniques try to emulate human problem solving behaviour. 
They use intelligent pattern matching and recognition (Jones, 1990) to assess the 
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condition of a system. The most common techniques used are ANN, Knowledge 
Based Systems (KBS) and Expert Systems (Czachur et al., 1997). 
(Grimmelius et al., 1999) has given a detailed discussion of some of these methods. 
This stage may also involve condition monitoring based on data from multiple sensors. 
Sensor data fusion is the process of combining sensor data from different sensor sources 
for improved condition monitoring. Data fusion can be done at raw data level, C~ level 
or at the decision level. (Starr et al., 2002) has given a comparison and application of the 
techniques used at various levels of data fusion. 
2.2.5.3 Post-Processing 
The following tasks may be performed in this stage 
1) Data Storage: The amount of data generated by e-C~ can be very huge. This data 
may need to be stored for various purposes including documentation and future 
analysis. In e-C~, data storage is done in two ways 
a) The data maybe directly sent to the local site for storage. This storage is called 
real time data storage. 
b) The data could be stored on the remote site to create a temporary partial database. 
This data can later be sent to the local site for storage. This data is referred to as 
downloaded history (Deming and Xiaodong, 2001). 
There are various issues that should be considered while storing data 
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a) Large data files should not be created. Such files are difficult to handle (Turner et 
al., 2001). Various data management techniques including data batching and data 
alignment may be used for this purpose. 
b) In order to store large amounts of data, various storage techniques including 
Storage Area Network (SAN) may be used. 
c) A database ·server may be implemented. This server may be based on 
commercially available relational databases (Snodgrass, 1988) including Oracle. 
A distributed database may also be created with this arrangement (Turner et al., 
2001). 
Once the data is stored, data mining techniques can be applied. These software 
techniques are semi-autonomous and are applied to extract patterns from large 
multiple data files. Data mining techniques have been found useful in C~ in various 
aspects including the following 
a) Discovering new features to extract new faults. 
b) Discovering the cause for an incorrect analysis. 
2) Data Presentation: Data presentation is an important aspect of e-C~ (~cEwan, 
1991). In this stage, data is presented to the user. This includes the following 
a) Past and present sensor data. 
b) Assessment of the condition of the system. 
c) Future prediction of the condition of the system. 
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Display of data is done through an H~U GUI (Graphical User Interface). Design of 
H~U GUI is important (Su and Amin, 2001) so that the required information is 
properly conveyed to the us~. This information may be statically or dynamically 
presented. 
3) Data Utilisation: Data Utilisation combines the C~ output with maintenance and 
enterprise level decisions. According to Boyd Control Loop the utilisation of data is a 
part of the iterative data processing loop that consists of the following stages 
a) ~easurement. 
b) Interpretation. 
c) Decision. 
d) ~aintanance and Control. 
At the data utilisation level, C~ output is integrated with the overall business of the 
enterprise, other systems of the enterprise and the people involved. ERP systems use 
this integration for operations, management and strategic planning functions. Some of 
these functions are 
a) Plant Auomation. 
b) Plant ~anagement. 
c) Enterprise Assett ~anagement. 
d) E-comm~ce maintenance, repair and operations procurement system. 
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This integration leads to the optimisation of the system and ultimately to profit. 
2.2.6 Intelligence 
Intelligence is used for the overall regulation of the e-C~ strategy (Van der Veen, 2002). 
Intelligence may be divided into two parts 
1) Local intelligence handles functions on the local site. 
2) Remote intelligence handles functions on the remote site. 
These functions include the following 
1) Handling communication. 
2) Handling data flow. 
2.2.7 Power Supply 
This is an important part of the e-C~ strategy (Van der Veen, 2002). Without power 
there can be no measurement and processing. The source of power may extend from 
mains to rechargeable batteries and solar power. The selection of the power source 
depends upon the application and the location of e-C~ components. A backup power 
source, which can be different from the primary power source, may also be used. There is 
a lot of demand for developing Iow power sensors (Tang et al., 2002) and communication 
protcols. 
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2.3 Levels of e-CM 
The e-C~ strategy is implemented in a hierarchical manner (Desforges et al., 2002). The 
two main levels of the hierarchy are discussed below 
2.3.1 Sensor Level Monitoring 
Sensor level e-C~ is used when the sensor values are required to be displayed to the 
user. These values are mostly required for maintenance purposes. 
2.3.2 Process Level Monitoring 
The aim of process level monitoring is to introduce a hierarchical monitoring 
architecture. Process level e-C~ is used to identify the status of the system or the sub-
system. It doesnot display the sensor data but rather displays the performance of the 
overall system or the sub-system. Process level e-C~ is ideal for managers who are not 
interested in the sensor data, but need to know the status of the system. 
It must be noted that a system can still keep on working within acceptable limits even if a 
sensor fails (Bayart, 2003). In such situations, if the process level e-C~, at the higher 
level of hierarchy, shows normal operation of the system then there is no need to shut 
down the system. In case of the failure of a sub-system, the e-C~ is shifted to the next 
higher level of process monitoring. 
Once a problem has been identified then the first task is to identify and isolate the faulty 
component. It must then be analysed whether the fault is permanent or not by trying to 
recover the component. A complete or partial recovery of the component can be 
attempted by various techniques including resetting, self checking circuitry and error 
detecting codes. In some cases, downloading diagnosis and repair code may be required 
(Coyle et al., 2004). Recovery tests are important as faults are not always permanent. 
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Temporary faults like intermittent or transient faults can also occur. Intermittent faults are 
infrequent faults linked to a specific system state, while transient faults are random faults 
that occur due to external factors. 
The process level output can be one of the following 
I) Normal, warning, alarm and critical/ failure level (Timashev, 2000). 
2) Yes! No, Ok! Not Ok. 
3) 0 to 10, -100 to +100. 
4) An increment! decrement value based on some value based on some theory. 
5) Custom formula. 
6) %age of performance. 
2.4 Summary 
1) The implementation of e-C~ for a particular application requires proper selection of 
the components of the e-C~ strategy. 
2) Dumb sensors, smart sensors, intelligent sensors and network nodes provide the data 
required for e-C~ purposes. 
3) The on-site communication systems are implemented in a hierarchical manner 
comprising of up to five tiers. 
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4) VariOllS pre-processing, condition monitoring and post-processing techniques are 
used in the e-C~ strategy. 
5) The e-C~ strategy is implemented in a hierarchical manner consisting of sensor level 
and process level monitoring. 
6) The layout of a typical e-C~ strategy presented in this chapter is a contribution to 
knowledge. 
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CHAPTER 3 - Internet and its 
Integration 
3.1 Introduction 
The previous chapter was the first of the two chapters on literature review and presented 
detailed information on e-CM and its implementation hierarchy. This chapter now 
completes this review by discussing various aspects of Internet and the integration of 
mternet with data communication systems. It also presents the various existing 
approaches available to overcome this problem. Finally, it discusses why the existing 
solutions are not considered the solution to the problem in discussion. 
3.2 Internet 
3.2.1 Internet Hardware Architecture 
The mternet hardware architecture consists of various levels of operation as shown in 
Figure 3-1. 
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Internet Access Device 
Internet Access Equipment 
Customer Presence Equipment 
, 
ISP Point of Presence 
ISP Backbone 
Internet Backbone 
Figure 3-1 The layout of Internet hardware architecture 
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An explanation of these levels is as follows 
1) Internet Access Device and Access Equipment: This level consists of the device and 
the equipment used by this device to access Internet. These may be integrated 
together in a single unit or connected to each other as separate units. Examples of 
Internet access device include PC and mobile devices. Ethernet card, cable modem, 
Wireless LAN (WLAN) card and satellite modem are examples of Internet access 
equipment. 
2) Customer Presence Equipment: This level consists of the communication medium and 
any associated equipment that is used to connect the Internet access device/equipment 
to the local loop carrier. This includes phone line, electrical power line, LAN and 
WLAN. 
3) Local Loop Carrier: This level consists of the communication medium that is used to 
extend the communication line from the user to the Internet Service Provider (ISP). 
Example of local loop carrier includes cable, wireless, power line, mobile base 
station! mobile switching centre and phone line. 
4) ISP Point of Presence: This level consists of the device that is used to connect and 
authenticate users to an ISP. For this purpose, local loop carrier and dedicated leased 
lines from the user connect to the ISP point of presence. W AP gateway servers and 
HDML gateways for mobile access to the Internet are also connected at this level. 
5) ISP Backbone: The ISP backbone level is used to interconnect multiple points of 
presence of an ISP and to provide various ISP related services. This level is also used 
to connect different ISP to each other by a direct connection or through an Internet 
exchange point. Multiple levels of ISP can also exist at this level. Finally, an Internet 
exchange point is used to connect the ISP backbone to the Internet backbone. 
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6) mternet Backbone: The Internet backbone is located at the top most level of the 
mternet hardware architecture. There is no single mternet backbone in the world. m 
fact, different companies provide separate segments of the mternet backbone. These 
segments can be local to a country/continent or may run across different continents in 
undersea fibre optic communication lines. Companies like AT&T, TeleGlobe and 
MCI provide mternet backbone lines. These lines are connected to each other by 
Internet exchange points. 
There are various issues related to the hardware architecture of the mternet including the 
following ., 
1) The data throughput of the communication lines used for mternet architecture 
increases from the bottom level to the top level. The bottom level may have a very 
low throughput mternet connection. This depends on·· the communication 
infrastructure within every country and can be as low as a few kbps. On the other 
hand, the mternet backbone's data transfer rate can be very high. MCI 
(Verizonbusiness, 2006) for example is providing an mternet backbone with the 
capacity of 1 Tbps connecting United States, Europe, Africa and Asia. 
2) m addition to the various communication lines, the mternet is also composed of 
various components including repeaters, hubs, bridges and gateways. Devices like 
switches and routers are used not only to route the mternet data but also to provide 
various services like ISP point of presence and mternet exchange point. 
3) Different levels of Internet architecture are used to transfer data at different distances 
e.g., all levels of mternet architecture are used if the data is to be transferred across 
countries/continents. Sharing data iuside an organisation only requires the data to 
flow to and back from the customer presence equipment level. 
------------........... 
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3.2.2 Monitoring Techniques on Internet 
In order to monitor a system across the Intemet, various e-CM techniques are used. These 
techniques are defined by various characteristics including the following 
1) Specific Task Completing Performance (Luo and Chen, 2000): This characteristic 
defines how well the monitoring task can be completed by a particular technique. It 
depends on various factors including the level of autonomy & functionality of the 
server. 
2) Transparency (Elhajj et al., 2001): The systems being monitored bye-CM may be 
physically located across the globe. It is, therefore, essential that e-CM be done in 
such a transparent way that the user does not become aware of this fact. /' 
3) Learning Capability (Luo and Chen, 2000): This characteristic defines the capability 
of the monitoring technique to modify its functionality. Changing the sensor 
monitoring priority is an example of this characteristic. 
If a system is monitored as well as controlled across the Internet, then the monitored data 
and the control output have to be synchronized. This synchronization has a direct effect 
on the stability of the control logic and eventually on the system (Munir and Book, 2002). 
The e-CM techniques can be divided into three categories 
3.2.2.1 Direct Monitoring 
This is also referred to as real-time or time critical tele-monitoring. In this technique, the 
system is monitored directly from across the Internet. This means that data is sent in real-
time across the Internet for e-CM purposes. 
--------------......... .... 
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Direct monitoring is not a feasible solution for several real-time applications because of 
the unpredictable size of the inherent Internet time delay as wen as its variability (Bucci 
and Landi, 2003). This delay is the time taken by the data to go from one location on 
Internet to the other. 
The time delay between sending a request and receiving a response i.e. a round trip 
consists of the following components 
. 1) The time taken by the client to process the request for data. 
2) The time taken by Internet to route the data to the required server. 
3) The time taken by the server to process the request and arrange an appropriate 
response. This also includes the time taken by on-site communication system to 
arrange the required data. 
4) The time taken by Internet to route the data back to the client. This time and the route 
taken are different to the one in step 2. 
5) Finally, the time taken by the client to process the response. 
Based on these components, the size and jitter of the time delay can be characterized by 
the following factors 
1) Computational speed at the client and the server. 
2) Computational speed of each router and any other device involved in the process. 
3) Load ofIntemet traffic on each router/ switch. 
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4) The amount of data being sent. 
5) The type of data traosfer protocol used for sending data across mtemet. There are two 
types of protocols used for this purpose. 
The Transmission Control Protocol (TCP) is a guaraoteed way of sending data. Once 
the data is received by the client, ao acknowledgement message is sent to the server 
informing that the data has been received. Any data whose acknowledgement is not 
received is re-delivered. 
The User Datagram Protocol (UDP) is a non-guaraoteed way of sending data across 
the mtemet. The server sends the data aod forgets about it. This is why it is also 
known as the "Fire aod Forget Protocol". If the client receives the data then it is used 
for monitoring purposes. However, no acknowledgement messages are sent. If no 
data is received then no effort is made to re-request or resend the data. 
Since TCP requires multiple trips of the mtemet, it is slower thao UDP. Because of 
this slowness, UDP is better for direct real-time monitoring thao TCP (Liu et al., 
2003). The reason for this argument is that if a data is not received at a particular 
instaoce of time· then there is no point in acquiring that data because the time for 
using that data has already passed away. 
Figure 3-2 shows the difference between the time delay taken by TCP aod UDP in a 
typical data traosfer between two locations on the mtemet (Liu et al., 2003) 
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Figure 3-2 A graph showing the difference between TCP and UDP time delays· 
A study conducted by (Paxson, 1999) showed further reasons for not using TCP in 
direct monitoring applications. The study traced 20,000 TCP packet transfers across 
35 Internet sites. Some of the observations made by this study are as foIlows 
a) Packet re-ordering occurs in the data. This is because of the reason that each data 
transfer uses different route for transferring data and hence takes different time to 
reach the destination. A data sent earlier than the other data may reach later at the 
destination. However, since every packet contains a sequence number, they can 
easily be re-ordered. 
b) Packet replication can also occur but is extremely rare. 1 in 20,000 (Le. 0.005%) 
of transfers were replicated. However, this packet was replicated more than one 
time. The observed figure ranged from 9 to 65. It was also noted that unnecessary 
retransrnissions also take place. 
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6) The same study also made some observations common to both TCP and UDP packet 
transfers 
a) Packet corruption occurs. 1 in 5000 (i.e. 0.02%) of the transfers were corrupted. 
One interesting observation was that the packet corruption was not only caused on 
noisy slow connections but also on faster and better connections. It was suggested 
that packet corruption might be occurring within the routers. 
b) Bottlenecks were found in data transmission. These bottlenecks were due to the 
slow links used in the mternet hardware architecture. The bottlenecks put an 
upper limit on the transfer rate even though some links of the mternet architecture 
might be very fast. 
c) Packet loss of up to 5.2% occurred in Internet transfers. It was also observed that 
packet loss could occur in bursts. This is referred to as loss bursts. However, UDP 
based data transfers have less packet loss percentage than TCP based data 
transfers (Liu et al., 2003). 
7) The use of CSMA as the MAC protocol by the devices on the Internet. m order to 
stop multiple nodes from delivering data at the same time, random time limits are 
allotted to each node before they can start retransmitting. This randomness also 
induces variability in the mtemet time delay. On a 10Mbps connection, the initial 
random time can be as high as 102.4 /.ls. On a 100Mbps connection, this could be up 
to 10.24 /.ls. If the retry fails, then the wait time is doubled for the next try. This wait 
time keeps on doubling for 10 'tries. After the 10th try, another 6 tries at the same wait 
time are allowed. However, after 16 unsuccessful tries, an error message is generated. 
The mtemet time delay increases with the increase in the physical distance between the 
client and the server. This is due to the fact that as the distance increases so does the 
number of devices such as routers. The time delay also varies with each data transfer. 
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This variability can be seen in Figure 3-2 and is also shown by (Han et al., 2001), (Oboe, 
2001), (Lee et al., 2000) and (Kharnis et al., 2003). 
Various solutions have been tried to overcome the size and variability of internet time 
delay. Some of these. solutions are presented below 
1) The use of Internet traffic analysis software to check the performance of mternet 
transfer between two sites. This analysis is then used to select the appropriate e-CM 
strategy. The problem here is that extensive analysis is required for this purpose. 
However, even this does not guarantee that the maximum mternet time delay will be 
equal to or less than the maximum time delay evaluated from the analysis. 
2) Some efforts have been made to model and simulate the time delay (Riedi et al., 
1999) and (Leland et al., 1994). Simulation is an extremely useful tool that could help 
to not only characterize the behaviour of mternet but also to plan possible changes by 
looking at the impact made by these changes (Floyd and Paxson, 2001). However, 
due to the heterogeneity and rapid change in the mternet infrastructure, successful 
modelling and simulation of internet has yet not been possible (Elhajj et al., 2001). 
Another reason is the fact that observations made during a particular point in time 
cannot be used to predict the condition of the mternet for all situations. Simulation is 
also difficult because of other factors including the variability of the type of mternet 
links, dynamic routing and asymmetricism (Kress et al., 2001). 
3) Reducing the amount of data sent through mternet. mstead of sending large raw data 
for analysis, small analysis data should be sent. Some other techniques like using a 
coded data exchange technique can be used to reduce the amount of delivered data 
(Belousov, 2002) and (Safaric et al., 2001). 
4) In case of systems being controlled via mternet, if the control signals are delayed then 
instead of normal execution speed these delayed signals are executed as fast as the 
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system physically allows under safe limits (Han et al., 2001). However, the sequence 
of control signals is maintained. 
5) Predicting the behaviour of systems being controlled via mternet (Munir and Book, 
2003). 
6) Achieving faster processing and better bandwidth by implementing better 
components and· infrastructure (Lee et al., 2000). This is also used in removing 
bottlenecks. 
7) Buffering mechanism for data, especially streaming data (Oboe, 2001). Caches, pre-
fetching and proxy servers can be used to good effect as well. 
8) Quality of Service (QoS) models are used to improve and gnarantee the perfonnance 
of mtemet data transfer for a particular application. These models are used to 
guarantee that time delay, variability of time delay, bandwidth and packet loss 
(Khamis et al., 2003) between two locations on the Internet stay under a limit as 
required by a particular application. Different Protocols including ReSerVation 
Protocol (RSVP) have been developed for this purpose. The main feature of this 
protocol is that it makes reservation of resources at each routing device used in 
transferring data between two locations across the Internet. The same route is then 
used repeatedly for further data transfer between the two locations. Development is 
underway to provide multiple routing capabilities to the protocol. 
9) Development of real-time data transfer protocols including Real-time Transport 
Protocol (RTP) (Hou et al., 2003). This protocol introduces timing infonnation to 
allow the reconstruction of data. However, QoS guarantee is provided by another 
protocol called RTP Control Protocol (RTPCP). 
,---- - - -- --
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These solutions may be suitable for some specific applications but they cannot be 
generally applied to all types of applications. It is therefore suggested that in general the 
mtemet is only suitable. for those hard real-time applications that permit a time delay 
equal to or more than the maximum time delay given by the mtemet for that particular 
connection. However, all non real-time applications are suitable for monitoring via 
mtemet. 
It is also suggested that the server should have some sort of minimum functionality so 
that if the data cannot be sent to the client for monitoring purposes, the server can take 
appropriate action. Similarly, in case of control applications some sort of minimum 
functionality at the server is required, so that if the control signals are not received from 
the mtemet,. server can autonomously take appropriate action. However, the design, 
troubleshooting and implementation effort required for this purpose must be considered 
(Wilson and Neal, 2001). This effort increases as the server is shifted towards more and 
more autonomy. The effort must be balanced by the work done by the autonomous 
system. The amount of human intervention, if needed, must also be considered. 
3.2.2.2 Supervisory Monitoring 
This is also referred to as tele-programmed monitoring. It is the most commonly used 
monitoring technique (Parkin et al., 2002). In this technique, the server is pre-
programmed for known conditions of system's operation. However, when unknown 
situation is encountered the server requests for assistance from the client. The client then 
sends the appropriate signals to the server . 
. The supervisory signals may not be sent only on the request of the client. The server can 
itself initiate the sending of the supervisory data to the client. Supervisory monitoring can 
also be requested on the generation of certain events on the client or the server. 
-------------------:;-- - ----- ---- --------
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This type of monitoring has various uses such as the following (Sheridan, 1995) 
1) To plan the monitoring of systems. 
2) . To teach the server so that it can add functionality to its monitoring capabilities and 
be able to work in unplanned situations. 
3) To monitor the performance of the server. 
4) To intervene in the decisions made by the server and direct it accordingly. 
5) To learn from the server. 
3.2.2.3 Learning Monitoring 
This is also known as tele-simulated monitoring. In this technique, a set of monitoring 
tasks are sent to the server for execution. These tasks are first simulated at the client. This 
is why this technique is also known as "simulation and planning display" (Conway et al., 
1990). The server is programmed with enough capability to work on these tasks in an 
autonomous manner. The simulation of the monitoring tasks is performed to avoid 
unsatisfactory monitoring of the system (Ikeura and Inooka, 1994). 
Another problem related with the e-CM monitoring techniques is the inherent insecurity 
of Internet. The intemet provides access to everyone to systems which would otherwise 
be used only by specific personnel. This can cause various security problems (Baltatu et 
al., 2000). These problems can be broadly divided into two categories (Sauter and 
Schwaiger, 2002) and (Pianegiani et al., 2003) 
------------------------............ . 
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1) Security of the server. This includes issues like security of the stored data and the 
access to the server. 
2) Security of the data in transit. Once the data is sent through the mternet, it can be 
accessed by anyone who can find a way into the physical medium through which the 
data is being transferred. This is especially important in the case of wireless 
transmission. 
Different methods have been used to implement security to the server and the data in 
transit. Some of these methods are as follows 
1) Authentication of the users by usi~g the security related data from the server or from 
smart cards attached to the server (Sauter and Schwaiger, 2002). 
2) A frrewall is used to isolate the server from external attacks by filtering incoming 
packets of data. FirewaIl filters can be used for JP filtering or access filtering. 
3) The use of digital signatures and digital keys to secure the data in transit. 
4) The development of various protocols including Security Architecture for mtemet 
Protocol (JPsec) (IETF, 2006) and Secure Sockets layer (SSL). 
! • An important point to note is that the implementation of security increases time delay and 
its variability. This may not be the preferable choice for certain applications. It can be 
argued that the decision for implementation of security must be made in context with the 
type of application for which it is being implemented. Certain monitoring applications 
may not need any sort of security at all, because of the uselessness of the data for the 
public. However, the fact cannot be ignored that some members of the public do hack 
into systems just for fun. It is also argued that there is no security technique that cannot 
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be breached. However, the security layout can be made complex enough to deter most of 
the hackers. 
3.3 Integrating Devicesffechniques 
mtegrating devices/techniques are used to provide a point of access to the devices for 
accessing a system via Internet. They are also used by the system to gain access to the 
Internet. The transfer of data between Internet and other communication systems is also 
handled by these devices. 
3.3.1 Internet Access Points 
3.3.1.1 Hardware Architecture 
There are four types of hardware architectures that can be associated with Internet access 
points. A description ofthese architectures is as follows 
1) The first type of architecture supports applications that need a single point of Internet 
access. These applications also require only one active access device to monitor the 
system. The layout of the architecture is shown in Figure 3-3 
--------------------------............. . 
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Figure 3-3 Point of access hardware architecture type 1 
2) The second type of architecture supports applications that also need a single point of 
access to the mternet. However, these applications require multiple active access 
devices to mouitor the system. Such applications are also termed as collaborative 
monitoring applications. The layout of the architecture is shown in Figure 3-4 
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Figure 3-4 Point of access hardware architecture type 2 
3) The third type of architecture supports applications that need multiple points of access 
to the mtemet. However, these applications require only one active access device to 
monitor and control the system. This architecture is nonnaIIy used by data fusion 
applications. The layout of the architecture is shown in Figure 3-5 
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Figure 3-5 Point of access hardware architecture type 3 
4) The fourth and fmal type of architecture supports applications that require multiple 
points of access to the mternet. These applications also require multiple active access 
devices to monitor the system. This architecture is used by distributed applications. 
The layout of the architecture is shown in Figure 3-6 
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Figure 3-6 Point of access hardware architecture type 4 
3.3.1.2 Software Implementation 
The hardware architectures presented in the previous section allow the use of various 
software access techniques. These techniques can be divided into three main categories 
(SiegeJ,2001) 
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1) Hosted Technique: m this technique, the request of data from the client is made to 
the server. The server then serves the data to the client. This type of hosted 
technique is also referred to as the PULL technique. 
2) Publish-Subscribe Technique: This technique is also referred to as the PUSH 
technique. m this technique, the clients that are interested in receiving the data 
from the server subscribe themselves to the server. Whenever the data is 
available, the server publishes the data to the subscribed clients. If the data is sent 
to more than one client then it is called multicasting. Sending the data to all 
possible clients is called broadcasting. 
3) Peer-to-Peer Technique: m this technique, a one-to-one connection is made 
between the client and the server. Once the connection is made it is kept until all 
the data has been exchanged. 
The following two types of approaches are used to implement these software access 
techniques (Han et al., 2001) 
1) Application based Approach: In this approach, various applications are used to 
implement software access techniques. One part of the application is executed on 
the client while the other part of the application is run on the server. The two parts 
of the application create a virtual TCPIIP connection between themselves to share 
data. A web browser and a web server is the classical example of this approach. 
The web browser is implemented on the client while the web server is 
implemented on the server. The web browser is used to send the request for data 
to the web server. According to the request, the web server takes appropriate 
action and replies with the response to the web browser. The web server can also 
automatically send the data to the web browser. A web server is also able to 
process multiple simultaneous web browser requests. ,Some other combinations of 
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such applications include File Transfer Protocol (FTP) client & server and Telnet 
client & server. 
2) TCP/IP Socket Programming Approach: Instead of using various applications, a 
TCP/IP connection can also be created by using socket programming in any 
programming language. One part of the program is executed on the client while 
the other part is executed on the server. A TCPIIP socket client can also be used 
to connect to the server side of the application based approach e.g., web server. 
An mtemet application can have multiple mternet connections. These multiple 
connections are used in two ways (Sepe and Short, 2000) 
1) If all the connections use the same IP address then this arrangement is called 
Internet clustering. Internet clustering is used in applications that have to handle a 
large amount of requests or have to send enormous amount of data. m mternet 
clustering, all the connections perform the same function. However, depending on 
the load, single or mUltiple connections are used. 
Multiple connections can also be used to send different data for different types of 
requests (Tian, 2001). 
2) Multiple connections can have different IP addresses as well. This can be useful 
in situations where different connections send different types of data. (Luo and 
Chen, 2000) has presented an application where one connection exchanges 
commands while the other connection is used to transmit images. 
The most commonly used method for mternet access is the combination of web browser 
and the web server. Web servers normally serve static data. However, in e-CM 
applications dynamic sensor data is required. Different technologies are used to achieve 
this task. These technologies can be divided into two categories 
~----------~---- - - - - -
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1) Client Side Technologies: Since the client side technologies are implemented on the 
web browser side, their scope is very limited. The layout of the implementation of 
these technologies is shown in Figure 3-7. 
HTTP Response 
with instructions for 
Client Side Technology 
Web Browser ~ 
Client Side 
Technology Engine 
INTERNET 
Web Server 
HTTP Request 
Figure 3-7 The layout of the implementation of client side technology 
The web browser uses Hyper Text Transfer Protocol (HTTP) Request to send request 
to web server for data. The web server processes the request and sends the data and 
any instructions for client side technologies in the form of HTTP Response. 
These technologies cannot be used to incorporate dynamic data from the monitored 
system. Rather they are used for other purposes including the following 
~-----~-~~ --
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a) User mterface 
b) Static data display 
Client side technologies include the following 
a) Dynamic Hyper Text Markup Languae (DHTML) 
b) ActiveX controls 
c) Client Side Scritping 
2) Server Side Technologies: The server side technologies are applied on the server side. 
These technologies are ideal for e-CM applications as they can be used to execute 
instructions on the server side. The layout of the implementation of these 
technologies is shown in Figure 3-8. 
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Figure 3-8 The layout of the implementation of server side technology 
The response from the web server can include instructions for client side technologies 
as well. The main purpose of server side technologies includes the following 
a) To access dynamic infonnation from the system. 
b) To process dynamic information. 
c) To incorporate the dynamic infonnation into the server side response. 
,------------ - -- -
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d) To perfonn other functions including 
i) Data storage 
ii) Data retrieval 
iii) Incorporating security 
Server side technologies include the following 
a) Common Gateway mterface (CGI) 
b) Active Server Pages (ASP) 
c) Personal Home Pages (PHP) 
d) ColdFusion 
e) Java Server Pages (JSP) 
3.3.1.3 Software Architecture 
The design of the overall software architecture is an important aspect to consider. 
Software architecture is the highest level of structure of a software implementation. This 
allows the software implementation to be viewed as a whole. The architecture is 
responsible for providing the necessary functionality required of the system. This 
functionality includes all aspects of software implementation including monitoring 
techniques, security, reliability and extensibility. There are four types of software 
architectures in implementation as discussed below 
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I} Functional Decomposition Architecture: This is the oldest of the software 
architectures. ID this approach, the working of the software system is divided into a 
set of functions. Each ,function is responsible for a part of the working of the system. 
The problem with this approach is that the cooperation between functions is 
sequential in nature. In order to respond to a situation, the system has to pass through 
all functions sequentially before reaching the desired function. This is undesirable as 
it makes the system response slow. 
2} Reactive Behaviour Functional Architecture: ID order to overcome the shortcoming in 
the first approach, Brook presented an architecture in which it was emphasized that 
functions should be based on reactive behaviours (Brooks, 1986). 
3) Generic/Centralised Architecture (Noreils and Chatila, 1995): This approach uses 
three levels of functionality 
a) The bottom level also known as the functional level includes all the system 
functionalities including monitoring functionalities. 
b) Just above the functional level is the executive level. This level controls and 
coordinates the execution of functions. 
c) The highest level of the architecture also known as the decision level produces the 
overall plan. 
4) Decentralized Architecture (Simmons, 1994): This architecture is based on the 
approach that the dependency on a centralized software control should be broken. The 
approach requires the software architecture to be broken down in multiple 
independent components able to communicate with one another. A number of such 
architectures are discussed by (Campelo et al., 1999). 
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A combination of these architectures can also be implemented. Various software design 
approaches including procedure oriented approach, 00 approach, agent based approach 
and event driven approach are used to implement these architectures. These software 
design approaches are implemented by various programming languages including 
procedure-oriented languages and 00 languages such as C, C++ and Java. 
3.3.2 Existing Solutions 
A discussion of the existing solutions for integrating devices/techniques is presented 
below 
1) Gateways: The most commonly used solution is the gateways. Gateways are used to 
convert data from one communication protocol to another communication protocol. 
The layout for the implementation of gateways is shown in Figure 3-9 
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Internet 
Gateway 
Communication System 
Physical System 
Figure 3-9 The layout for gateway implementation 
The gateways work by mapping the data from a communication system protocol to 
common registers or shared memory. This data is then encapsulated into the 
communication system protocol to which the data is being converted (Saleh and 
Jaragh, 1998). 
The good thing about gateways is that they are simple to implement. They do not 
require any extensive changes in the hardware or the software architecture of the e-
CM system. 
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However, the functionality of gateways is very limited. A gateway can only convert 
data between protocols for which the manufacturer has provided support. Gateways 
also do not provide full benefits of Internet. They cannot act as monitoring data 
servers or devices that can receive and process monitoring requests. An additional 
processing device is needed for this purpose. fu short, true e-CM of the system cannot 
be achieved by using gateways. Gateways also do not add any meaning to the data 
that they are converting. The data is simply passed from one protocol to the other. 
2) Add-on Network Modules: The. add-on modules are attached to the processing 
devices through interfaces such as Serial Peripheral interface (SPI), as shown in 
Figure 3-10. 
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Figure 3-10 The layout for add-on network module implementation 
These modules have similar capabilities to that provided by the gateways. However, 
since the modules require a hardware connection to the processing devices, they need 
considerable changes in the hardware architecture of the system. Extensive changes in 
the software architecture are also required, as the software has to be modified so that 
it can communicate with the module. 
3) Protocol Stacks: Software programs for protocol conversion are also available. These 
are used in the case of devices that only provide hardware support for the Internet and 
one other communication system e.g. CAN. Software programs are used to convert 
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data between the two. The capability of this approach is also similar to that of the 
add-on network modules. 
4) Modelling Techniques: Some efforts have been made in industry to model the 
specifications and functionalities of sensors. 
The main reason behind using this approach was that by equating the specifications 
and functionalities of the sensors, integration between different communication 
systems would be achieved. However, the models for sensors of a particular 
application area were found to be different from the models of sensors of another 
application area. This led to the discontinuation of this approach for integration 
purposes. 
Another effort made was to model and equate the protocols of communication 
systems. Again, the models were found to be different from one another. 
One of the latest efforts in this approach has been the introduction of smart sensors. It 
was thought that by providing a standard output format for different sensors, 
integration would be achieved. However, this did not happen as the TEDS data 
required to be handled by communication systems decrease their throughput. Another 
problem is that extensive software alterations are required to implement this design in 
every communication system. The solution also required that the existing applications 
be shut down. 
5) Ethemet Protocol mtegration: One of the most recent solutions presented by industry 
is the inclusion of Ethemet specific protocols and/or connectivity in their existing 
communication protocols e.g., Foundation Fieldbus, LonTalk and Modbus. 
The good thing is that with this approach the various communication protocols can 
now use all the Ethemet related protocols. Building on the existing communication 
~In~te~rn~&~a~n~dwi~tsLI~n~te~w~a~t~io~nL-____________________________________ 93 
protocols means that they can now be transparently. integrated with Ethernet and 
hence Internet. It also means that these protocols can now be easily supported by 
standard off-the-sheIf devices as most of the devices do provide Ethernet support. 
It also introduces some commonaIity between protocols as Ethemet related functions 
are now supported by all of them. However, since every communication system has 
stilI kept the data in the original format, data integration between. these protocols is 
stilI not possible. 
Even the standards issued by international organisations to overcome this problem do 
not specify a single communication system as the single standard. The European 
Committee for Electro-technical Standardisation (CENELEC) has issued standards 
including EN50170, EN50254 and EN50325 that has identified various 
communication systems as standards. The International Electro-technical 
Commission (IEC) in its standards including IS61158 has also identified several 
communication systems as standards. 
An example of such as protocol is presented below. 
Foundation Fieldbus: Foundation Fieldbus requires a two level architecture as shown 
in Figure 3-11. 
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Figure 3-11 The layout for Foundation Fieldbus architecture 
The low-level is referred to as the HI level. This level is used for interconnecting 
field devices and works at 31.25 Kbps. The second level of the architecture is referred 
to as the High Speed Ethemet (HSE) level. This level is used to connect processing 
devices for higher level e-CM functions and works at 100 Mbps. 
The communication between Foundation Fieldbus devices is done through function 
blocks that provide basic and advanced functions including discrete VO and PID 
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control. Since the function block approach is different from the approach used in 
other communication systems include ProfiNet and EthemetlIP, no integration can be 
achieved. 
6) OPC: Object Linking and Embedding (OLE) for Process Control (OPC) is a software 
based standard that allows data exchange between different communication systems. 
Although a number of companies support OPC, the main disadvantage is that it is 
based on various Microsoft based technologies including OLE, Component Object 
Model (COM) and Distributed COM (DCOM). This makes OPC dependent on 
Microsoft and hence does not fulfil the requirement for a truly open standard based 
system. The problem of depending on proprietary technologies is clear from the fact 
that COMIDCOM has now been discontinued in favour of .Net technologies. 
OPC is divided into two parts namel~ OPC Data Access (DA) and OPC Data 
Exchange (DX). 
The OPC DA is also divided into two parts namely OPC DA client and OPC DA 
server. The OPC DA client is implemented on the client side while OPC DA server is 
implemented on the server side. The OPC DA provides a set of COMIDCOM 
functions for the monitoring and control of systems from one or more OPC DA 
servers. The OPC DA servers can be based on any communication system. This 
technique is used for integration between communication systems, at the plant floor 
level. Figure3-12 shows the layout ofOPC DA 
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Figure 3-12 The layout for ope DA 
The OPC DX consists of only the OPC DX server part. The client part is handled by 
OPC DA client. The OPC DX can be considered as an extension of OPC DA and is 
used for exchanging data between Ethernet available protocols as shown in Figure 3-
13. 
There are some other similar techniques as well that use information sharing 
mechanism similar to OPC. However, they are based on a particular application area. 
An example of such a technique is Machinery Information Management Open System 
Alliance (MIMOSA) that is looking at ways to integrate machinery data from various 
plants for Machine Information Management Systems. 
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Figure 3-13 The layout for ope DX 
It is clear from the discussion on existing solutions that no existing solution satisfies the 
requirements presented in Section 1.3. Therefore, the need to develop such a solution still 
remains. 
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3.4 Summary 
1) mtemet is not feasible for direct monitoring of hard real-time applications that require 
a time delay less than the inherent intemet time delay. However,. supervisory and 
learning monitoring techniques can be used to some extent for this purpose. 
2) The solutions implemented to overcome the size and variability of the intemet time 
delay are only suitable for specific applications and no solution exists that can be 
applied for all types of applications. 
3) mtemet hardware and software architectures are combined together to form the 
overall e-CM strategy. 
4) The integrating device or the internet point of access is the device that integrates 
intemet with communications systems. A similar device is also used to integrate 
different communication systems with each other. 
5) The existing solutions to the research problem have various shortcomings such as 
non-openness and missing required fimctionalities. 
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CHAPTER 4 - Hypothesis 
4.1 Introduction 
The previous chapter completed fue literature review by concluding fuat a solution to 
integrate Internet and data communication systems is still needed. This chapter now 
presents fue proposed solution. The chapter initially looks at the International Standards 
Organization's (ISO) Open System Interconnection (OSI) communicatio!l model and fue 
layer of fuis model at which this integration should take place. It fuen presents fue 
sensor/process level information fuat is used for this integration. The hardware and 
software architecture for implementing fue solution are also shown. Finally, various 
techniques to test fue solution are discussed. 
4.2 Integration Layer 
4.2.1 ISO 051 Model 
The ISO OS! model is a reference framework for fue design and implementation of 
communication systems. The model comprises of seven layers wifu each layer being 
responsible for implementing a specific set of tasks for this purpose. 
It is also a conceptual model fuat describes how information from one communication 
system can be exchanged wifu anofuer communication system. The OSI model divides 
the tasks involved in exchanging information between devices within a communication 
system itself and between different communication systems into groups. Each group of 
tasks is handled by a layer of fue model. 
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The development of OSI model was necessary as many different communication systems 
and different related devices were being developed. Because of this development, many 
challenges were being faced especially in the area of connectivity, flexibility and overall 
management of the communication systems. The OSI model was introduced to overcome 
such problems. 
In the broader sense, the OSI seven layer model can be divided into two categories 
I) Data Transportation: The tasks within this category are mainly concerned with the 
sending and receiving of data. OSI layers 1,2, 3 and 4 take care of these tasks. 
2) Data Application: The primary function of the tasks within this category is concerned 
with making sense of the data. OSI layers 5, 6 and 7 handle these tasks. 
The layout of the ISO OSI model is shown in Figure 4-1 
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Application (Layer 7) 
Presentation (Layer 6) 
Session (Layer 5) 
Transport (Layer 4) 
Network (Layer 3) 
Data Link (Layer 2) 
Physical (Layer 1) 
. Figure 4-1 ISO OSI Communication Model 
The tasks specified by every OSI layer are as follows 
1) Physical Layer: The tasks mentioned in this layer are concerned wiili ilie physical 
transmission and reception of information. This layer supports tasks iliat are used to 
transmit information in raw electrical signals over ilie physical medium. The layer 
also supports tasks iliat are used to receive iliese electrical signals and make sense of 
them at ilie physical level. 
The information in iliis layer is transmitted and received in the form of bits of data. 
Devices such as repeaters and hubs operate at this level. 
2) Data Link Layer: This layer contains tasks for interpreting electrical signals into 
useful information such as transmitted information, error checking and physical 
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addressing. The layer also supports tasks for inserting this useful information to be 
later transmitted as electrical signals by the physical level. This layer can be divided . 
into two parts 
a) Logical Link Control Layer: This is the upper part of the division. It supports 
tasks that are used for flow control, acknowledgement and error recovery. 
b) Media Access Control Layer: This layer contains tasks for inserting source and 
destination MAC address, control of access to the physical media, inserting start 
and end of frame and inserting a checksum for error checking. It also contains 
tasks that are used to recognise the destination address of the message, look at 
checksum for errors and to find out the start and end of frame. 
The data transmitted in this layer is referred to as a frame. 
Devices such as Bridges and Switches operate at this level. 
3) Network Layer: The tasks in the third layer of the OSI model deal with the routing of 
messages through a network. These tasks also define how to deal with network issues 
such as flow control and segmentationldesegmentation. 
The data transmitted in this layer is referred to as packets. 
Devices such as routers operate at this level. 
4) Transport Layer: The tasks mentioned in this layer are used to provide a reliable end-
to-end connection between devices on the network. 
The data transmitted in this layer is referred to as a segment. 
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5) Session Layer: This layer contains tasks iliat provide management and synchronization 
of data. The connection created by the transport layer is managed by iliis layer. This 
connection can be maintained until ilie complete transfer of data takes place even if it 
requires multiple transfers. The data transfer could also be connectionless for a one 
off transfer. 
The data transmitted in this layer is referred to as data or a message. 
6) Presentation Layer: The sixili layer of ilie OS! model contains tasks iliat deal wiili data 
format conversion, compression and security. 
The data transmitted in this layer is also referred to as data or a message. 
7) Application Layer The topmost layer of ilie OS! model contains tasks for 
accomplishing specific applications over ilie network including file transfer and 
email. 
The data transmitted in iliis layer is again referred to as data or a message. 
After discussing ilie individual functionality of each layer, it seems appropriate at this 
stage to discuss how OS! model is used to transfer data between two devices. Figure 4-2 
shows the layout for ilie transfer of data from one device i.e. Device 1 to anoilier device 
i.e. Device 2 
! -------c--.- - -- --
-- --------------------------------------------------------------------------
a~ D (M essage 
I > Head I DATA I Tail I >1' Application (Layer 7) Application (layer 7) 
Data (Me .. ge) . 
I > I > Presentation (layer 6) Head ApplicalionDATA Tail Presentation (Layer 6) 
Data (Message) 
I > I > Session (layer 5) Head Presentati., DATA Tail Session (Layer 5) 
Segment 
Transport (Layer 4) I > Head SeadonDATA Tail I > Transport (Layer 4) 
Pide! 
Network (Layer 3) ~ Head T I1JIsport Segment Tail ~ Network (Layer 3) 
Frame 
Data link (layer 2) ~ Head Network pidet Tail ~ Data link (Layer 2) 
'7 Bits 
Physical (Layer 1) ~ Data linkFl1IIl' ~ Physical (Layer 1) 
Physical Medium 
Device I ======:;> Data Transrer Device 2 
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The transfer of data takes place in ilie following sequence 
1) The data is encapsulated at ilie application layer of Device 1. This encapsulation 
contains infonnation about the application level protocol. The data is then sent to ilie 
presentation layer. 
2) The encapsulated data from the application layer is encapsulated by ilie presentation 
layer. The presentation layer infonnation is incorporated in iliis encapsulation. This 
data is ilien sent to ilie session layer. 
3) The presentation layer data is encapsulated by ilie session layer to insert session layer 
infonnation. The data is then sent to ilie transport layer. 
4) The session layer data is encapsulated by ilie transport layer. This encapsulated 
segment contains infonnation about ilie transport layer. This data segment is ilien sent 
to ilie netwc:>rk layer. 
5) The data segment from ilie transport layer is encapsulated by the network layer. The 
network layer infonnation is incorporated in iliis data packet. The data packet is then 
sent to ilie data link layer. 
6) The network layer packet is encapsulated by ilie data link layer to insert data link 
layer infonnation. This data frame is ilien sent to ilie physical layer. 
7) Finally the data link frame is sent by ilie physical layer in ilie fonn of bits. These bits 
are received ilie physical layer of Device 2. 
8) The physical layer bits are sent to ilie data link layer that takes out ilie data link 
encapsulation to extract data link layer infonnation from ilie frame and then perfonn 
tasks based on this information. The remaining packet is sent to ilie network layer. 
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9) The network layer takes out fue network layer encapsulation in order to understand 
fue network layer information and to perform appropriate tasks. The remaining 
segment is sent to fue transport layer. 
10) The transport layer extracts fue transport layer encapsulation in order to take out fue 
transport layer information and to perform tasks based on this information. The 
remaining data is sent to fue session layer. 
11) The session layer takes out fue session layer encapsulation to extract session layer 
information from fue data and to perform appropriate tasks. The remaining data is 
fuen sent to fue presentation layer. 
12) The presentation layer extracts fue presentation layer encapsulation in order to 
understand fue presentation layer information and to perform tasks based on fuis 
information. The remaining data is sent to fue application layer. 
13) The application layer takes out fue application layer encapsulation. According to this 
information, appropriate tasks are performed on fue data. 
Some key points emerge from this data transfer 
1) The data travels from the top layer to fue bottom layer of fue sending device. 
Encapsulation of data takes place at every level. 
2) The data travels from fue bottom layer to fue top layer of the receiving device. 
Extraction of data takes place at every level. 
3) Sharing of data takes place at all layers of fue OSI model between sending and 
receiving device. 
, 
• 
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4.2.2 051 Model for Communication Systems 
The OS! reference model is not followed in its entirety by any data communication 
system. Only the bottom two layers of the OS! model are implemented as shown in 
Figure 4-3. 
Application (Layer 7) 
Presentation (Layer 6) . 
Session (Layer 5) Not used 
Transport (Layer 4) 
Network (Layer 3) 
Data Link (Layer 2) 
Physical (Layer 1) 
Figure 4-3 Implementation of the OSI model for communication systems 
There are two main reasons for this 
I) The first reason is that the functionality supported by the remaining layers i.e. layers 
3, 4, 5, 6 and 7 of t?e OS! model is not required by the communication systems. The 
bottom two layers are sufficient to describe the behaviour of the communication 
systems (Fuertes et al., 1999). An example is the functionality provided by the layer 3 
of the OS! model i.e. the network layer. This layer contains tasks· that are used to 
transfer data across large complex multiple networks. However, this functionality is 
\ 
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not needed in the communication systems, as the data is not required to be transferred 
across multiple networks. Sending the data within the network is easily handled by 
the MAC subdivision of the data link layer. 
2) The second main reason is that it takes more time to process more layers of the OSI 
model i.e. to encapsulate them with layer specific information and. then extract this 
information. Therefore, only as many layers of the OS! model were implemented that 
could fulfil the required functionality of the communication systems. By 
implementing lesser number of layers of the OS! model, the efficiency of the 
communication protocol is increased. This means that the number of transferred 
messages per second increased. 
As with other communication systems, CAN also uses the two layer implementation of 
the OS! model. The physical layer is specified by the CAN physical layer specification 
while the data link layer is specified by the CAN data link layer specification. 
Recently, application layer has found its way into the communication . systems. This is 
because devices such as smart & intelligent sensors and the devices used in distributed 
systems work at a higher level of functionality than conventional devices. Three layers of 
the OS! model are now being used to define the behaviour of communication systems as 
shown in Figure 4-4 
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Physical (Layer 1) 
Figure 4-4 Recent Implementation of the OSI model for communication systems 
The addition of the application layer allows ilie communication systems to add 
commands and profiles to ilieir protocol. An example of application layer based protocol 
is DeviceNet iliat is based on CAN physical and data link layers. 
4.2.3 OSI Model for Internet 
Internet implements all layers of ilie OSI model. Some of the examples of protocols used 
for Internet at each layer of ilie OSI model are given below 
Physical Layer: 10BaseT. 
Data link Layer: Eiliemet. 
Network Layer: IP. 
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Transport Layer: TCP, UDP. 
Session Layer: TCP. 
Presentation Layer: SSL. 
Application Layer: HTTP, FTP, Telnet. 
4.2.4 OSI Model for Integration 
The implementation of ilie OSI model for communication systems as well as Intemet has 
been presented. In order to integrate ilie two, ilie layer of ilie OSI model at which iliis 
integration can take place should be sorted out. The main iliing to note here is iliat since 
ilie physical layer of ilie communication systems and ilie Internet are not ilie same, 
therefore iliey cannot be directly connected to each other. This integration has to take 
place through an integrating device as shown in Figure 4-5 
; 
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Application (Layer 7) Application (Layer 7) 
Presentation (Layer 6) Presentation (Layer 6) 
Session ·(Layer 5) Session (Layer 5) 
Transport (Layer 4) Transport (Layer 4) 
Network (Layer 3) Network (Layer 3) 
Data Link (Layer 2) Data Link (Layer 2) 
~ 
Integrating f.---. Physical (Layer 1) Device Physical (Layer 1) 
Communication Systems Internet 
Figure 4-5 Implementation of the OSI model for integrating Internet and 
Communication Systems 
A discussion of fue various possibilities of integrating Internet and communication 
systems through an integrating device is as follows 
4.2.4.1 Physical Layer 
Figure 4-6 shows fue layout for integrating Internet and communication systems at fue 
physical layer. 
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Application (Layer 7) Application (Layer 7) 
Presentation (layer G) Presentation (Layer 6) 
Session (lCiyer 5) Session (layer 5) 
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TransPOrt (layer 4) Transport (Layer 4) 
Network (Lflyer 3) Network (Layer 3) 
Data Link (Layer 2) Data Link (Layer 2) 
Physical (Layer 1) ~ I Physical I I Physical I f.-. Physical (Layer 1) 
Integrating Device 
Communication Systems Internet 
Figure 4-6 Integrating Internet and commnnication systems at physical layer 
As discussed earlier the physical layer is used to send or receive fue data in fue form of 
bits. Alfuough higher layer information from fue sending device is present in the bits of 
data, no effort is made to extract fuis information at fue physical layer of fue receiving 
device. Therefore, at fuis layer, fue data cannot be redirected to anofuer device. Hence, 
fue data can only be sent on the same link to the same device for which it was initially 
intended for. 
Repeaters are used at fuis layer to increase fue physical range of fue communication 
system. They receive fue data at their receiving end in fue form of bits and send fue 
amplified data through fueir output end in the form of bits. However, fuey can be used to 
connect different physical medium of fue same communication system e.g., copper wire 
and fibre optic cable. These devices can also be used to change the transmission rate of 
fue data. However, fue transmission rate at the output is delayed by at least one bit. Since 
fuey operate at such as basic level, any corrupt message received is simply propagated. 
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Hubs (multi-port repeaters) send the receiving data to all of ilie output ports. Aliliough 
the data is sent to multiple devices, it is only intended for ilie device for which it was 
originally sent. 
One option could be to introduce an integrating device that can change the bit level 
information from one communication system to anoilier. Such a device would send ilie 
same bit of information that it receives but would just change ilie transmission technique 
to suit the receiving communication system. The problem is iliat the format of the data 
link frame received at ilie receiving device would be of ilie sending device. This frame 
will be useless as ilie receiving device is only able to process a data link frame in its own 
format. In addition, a separate device would be needed for every transmission conversion. 
Such a solution would be impractical. 
It is clear from ilie argument iliat integration between Internet and communication 
systems at ilie physical layer is not possible. 
4.2.4.2 Data Link Layer 
Figure 4-7 shows the layout for integrating Internet and communication systems at ilie 
data link layer. 
---------------------------------------
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Figure 4-7 Integrating Internet and communication systems at data link layer 
The only advantage of using data link layer for integration is iliat the destination address 
of ilie receiving device is known. However, since data link layer uses MAC addresses for 
identifying devices ilie data can only be routed wiiliin ilie different segments of the same 
communication system. 
Bridges are used to connect different segments of ilie same communication system. They 
only pay attention to ilie destination address in ilie frame so that ilie message passes to ilie 
segment where it is required. They can also check ilie physical integrity of each message 
and prevent invalid. messages from being passed on. These devices also look at ilie 
remaining data link layer infonnation to performed required tasks. Switches are also used 
at fuis layer but iliey only act as multi-port bridges. 
Routers operate at ilie network layer of the OS! model. Since network layer can be used 
to address devices across different networks, routers can be used to integrate different 
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communication systems. However, these communication systems must support the 
network layer. It was mentioned earlier that communication systems do not support 
network layer, therefore, routers cannot be used for integration purposes. 
One option could be to use the integrating device to insert unused higher layer 
information itself when sending data from the communication systems to Internet. 
Similarly, the integrating device can extract this higher layer information from the data 
coming from Internet to the communication systems. This way the communication 
systems using two layers of the OSI model e.g., CAN can be integrated with Internet. 
However, the data received from the communication system at the application layer of 
internet would have no meaning. A separate routine is required to make sense of this data 
i.e. to find the purpose of each part of the data. The problem here is that each 
communication system would require a separate routine for this purpose. A similar 
problem is encountered when data from Internet is sent to the communication system. 
Even sharing data between similar communication systems requires routines for this 
purpose. 
It is clear from this argument that although integration can be achieved in a way at this 
layer but it cannot be universally used. Every communication system would require a 
separate implementation, which renders this option impractical. 
4.2.4.3 Application Layer 
Figure 4-8 shows the layout for integrating Internet and communication systems at the 
application layer. 
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Figure 4-8 Integrating Internet and communication systems at application layer 
The only difference between ilie data link layer integration and application layer 
integration is that ilie data sent through application layer is in ilie form of predefined 
commands or profiles e.g., Foundation Fieldbus uses application layer commands such as 
READ data and WRITE data. Using application layer simplifies data sharing between 
wiiliin ilie same communication system (Cena et al., 2001). However, every 
communication system operating at iliis level has its own commands and profiles. The 
profiles and commands defined by DeviceNet are different from iliose defined by 
Foundation Fieldbus. In case of integration between Internet and communication systems, 
interpretation of ilie profiles and commands from every communication system has to be 
made. 
There are some data communication systems called Industrial Eiliernet protocols iliat 
support all layers of ilie OSI model. EiliernetJIP is an example of such a protocol iliat 
uses CAN physical & data link layer. It also uses Internet protocols from layer 3 to layer 
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6. Finally, it uses ControlNet or DeviceNet layer 7. Aliliough integrating these protocols 
wiili Internet is very easy, ilie problem still remains that ilie commands and profiles are 
very different for every protocol. These protocols also loose some of ilieir non-Ethemet 
protocol functionality e.g., EiliemetlIP does not support hard real-time detenninism of 
ControlNet. 
Gateways are used at this layer to integrate different communication system wiili one 
anoilier and with Internet. 
It is clear from ilie discussion iliat this solution is possible but not flexible. 
4.2.4.4 User Layer 
The discussion from ilie data link layer integration and application layer integration 
concludes iliat if ilie data at the application layer can be made common to all 
communication systems ilien a universally acceptable solution can be achieved. However, 
ilie interpretation of data would still be required to be made. An extra layer at the top of 
ilie application layer is required for this purpose. This layer is referred to as the user 
layer. However, it is not a part of ilie 081 model. The user layer will ensure iliat the data 
transferred from any communication system can be understood equally by all. This data 
will be of a standard definition iliat could be easily interpreted by all communication 
systems. 
The integrating device will add and extract ilie application and user layer information for 
ilie communication systems iliat do not have iliese layers in ilieir protocols. The same 
layer can be used for integrating different data communication systems wiili each oilier. 
Figure 4-9 shows ilie layout for integrating Internet and communication systems at the 
user layer. 
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Figure 4-9 Integrating Internet and communication systems at user layer 
4.3 Integration Data 
It was concluded in the last section that a. user layer would be required to integrate 
communication systems & Internet. It was also concluded iliat a standard defmition of 
integration data would also be needed. It will now be discussed as to what information 
should be included in iliis data. The standard defmition of data should separate device 
and implementation from ilie actual data. It should also support both sensor and process 
level information. 
The communication systems work on 80120 rule iliat suggests iliat 80% of information is 
ilie same in all communication systems. The oilier 20% of information consists of 
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configuration, parameters and diagnostic data that is specific to every communication 
system. Although this is not needed to run a system, it adds value to the basic data. 
4.3.1 Sensor Level 
The following sensor level information is proposed for integration purposes. 
4.3.1.1 Sensor Identification 
The first information required for integration is the sensor identification value. The 
problem here is that every communication system has its own way of identifying a 
sensor. Different communication systems use different number of bit values to uniquely 
identify every sensor. 
There are two main problems associated with such identification methods 
I) Since every communication system has its own identification method, no single 
method can be universally used. 
2) Communication system identification methods cannot be used to physically identify 
any sensor. This is extremely important as sensors in an e-CM application are not 
only installed in different communication systems but are also spatially dispersed. 
A physical identification method is, therefore suggested. This will simplify system 
implementation, maintenance and modification. Such identification methods are already 
being used by industry. The only problem is that although every device in an application 
will use the same physical identification method, different applications may use different 
identification methods. These methods are based on the type of system on which they are 
installed including the following 
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1) Local stationary system 
2) Remote stationary system 
3) Local dynamic system 
4) Remote dynamic system 
Based on iliese system types, ilie physical identification can be one of ilie following 
1) Static or dynamic position based on a geospatial system 
2) Static or dynamic position based on an engineering system 
3) Static or dynamic position within a user defined system e.g., grid 
These identification values can also be relative to ilie value of a base device. 
4.3.1.2 Sensor Value 
The sensor value is ilie second important piece of information for sensor level integration. 
The sensor value may be one of ilie following (Liptak, 2002) 
I) Graphic value 
2) Data value 
These values can be in one of ilie following sizes 
1) Bit 
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2) One or multiple bytes 
3) One or multiple data packets 
4) Streaming data 
The sensor data value can be in one ofilie following formats 
I) Digital value 
2) Scientific value 
3) Digitally processed value 
It is ilierefore, suggested that ilie sensor value should not only contain the associated 
value but also ilie type of value as well. 
4.3.1.3 TimeStamp 
The time at which a sensor value is taken is the iliird important piece of information 
required for sensor level integration. The format of ilie date & time data, adopted by 
World Wide Web Consortium for Internet applications is presented in ilie ISO 
8601:1998(E) standard (ISO, 1998). 
This standard has six levels of presentation iliat are dependent on ilie following 
components in ilie sequence presented 
I) YYYY four digit year 
2) MM two digit monili 
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3) DD two digit day 
4) T letter T separating date from time 
5) hh two digit 24 hour clock hour 
6) nun two digit minute 
7) ss two digit second 
8) letter . separating seconds from fractions of seconds 
9) s none to multiple digits for fractions of a second 
10) Z or ±hh:nun Z if Coordinated Universal Time (UTC) is used or if local 
time is required then use zone offset from UTC. 
The levels of presentation are as follows 
1) YY¥Y 
2) YY¥Y-MM 
3) YY¥Y-MM-DD 
4) YY¥Y-MM-DDThh:mmZ 
5) YY¥Y-MM-DDThh:nun:ssZ 
6) YY¥Y-MM-DDThh:nun:ss.sZ 
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4.3.1.4 Sensor Value Quality Status 
The [mal important piece of information is the sensor value quality status. This gives us 
an indication on the validity of the data. The quality status is directly linked with the 
sensor fault detection techniques. The following quality status values are recommended 
to be used for this purpose (BSI, 2005) 
GOOD 
BAD 
UNCHECKED 
UNCERTAIN 
This means that the value may be used for monitoring 
purposes. 
This means that the value may not be used for monitoring 
purposes. 
This means that the value is not checked remotely. It might 
be checked at the user side. 
This means that the quality of the value is not up to 
the normal standard, but the value may still be useful. 
4.3.2 Process Level 
The following process level information is used for integration purposes. 
4.3.2.1 Process Identification 
This is the same as discussed in section 4.3.1.1. 
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4.3.2.2 Process Value 
The process level value, as discussed in section 2.3.2, is recommended to be used for this 
purpose. Aliliough iliere are different types of techniques that can be used in different 
applications, all process level devices within an application would use the same process 
level values. 
4.3.2.3 TimeStamp 
This is ilie same as discussed in section 4.3.1.3. 
4.3.2.4 Process Value Status 
This is ilie same as discussed in section 4.3.1.4 
The data selected for integration is mostly dynamic data. Static data about ilie sensor or 
the process need not be included, as iliis data can be stored anywhere. This includes data 
such as "manufacturer ID", "calibrated by" and "installed by". 
4.4 Integration Architecture 
Figure 4-10 presents ilie hardware and software architecture for ilie implementation of ilie 
proposed solution. This architecture is used to integrate Internet and communication 
systems. 
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The architecture keeps the existing communication systems and allows integration with 
Internet at ilie same time. This is opposed to some of ilie existing solutions like 
Foundation Fieldbus iliat require existing systems to shift to their system. Keeping 
already installed communication systems has advantages such as ilie following 
1) People are already familiar wiili ilie existing communication systems 
2) Communication Systems are already working satisfactorily and they cannot be 
stopped for a complete changeover that would require a lot of time, effort and 
money. 
The data integration information missing in a communication system is added by the 
integrating device. A similar architecture can be used or integrating different 
communications via Eiliernet. 
The most common medium until now for the transport of data on Internet has been 
HTML. However, XML is becoming the choice for information transport over Internet. 
Data being sent using XML can be divided into user defined data elements iliat can be 
understood by applications and used for data exchange (Thurston, 2001). The XML has 
oilier uses as weIl (Li, 2000) 
1) XML has been accepted by World Wide Web Consortium as the basis of the 
architecture of Internet (w3c, 2006). 
2) XML is text based and hence extremely suitable for exchange of data, yet it is 
powerful enough to support even ilie most complex distributed functions such as 
Remote Procedure CaIls (RPC). 
3) XML supports 000. 
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XML can also be described as a set of standards that allows users to create their own 
mark-up languages. Unfortunately, it does not have means to include dynamic data, 
therefore server side technologies have to be used. 
One of the most important technologies related with XML is the Extensible Stylesheet 
Language Transformation (XSLT). This can be used to transform XML output into any 
other format including HTML, WML etc. so that it can be displayed on any device that 
the user is accessing the data with. 
4.5 Testing 
Testing is an important aspect of any communication system related development. 
Testing is a part of the development process that consists of the following phases 
(Dougall, 1997) 
1) Develop hardware and software logic. 
2) Install hardware and software. 
3) Test the system and re-develop the logic as required until required functionality is 
achieved. 
Testing of a communication system related development could be done in three ways 
(Thomesse, 1999) 
1) Active Testing: This type of testing is also known as dynamic testing (Thane and . 
Hansson, 2001). It is the best way to test the proposed architecture. Other techniques 
that are discussed later do not give good results. It is because dynamic testing takes 
interactions and multitasking problems into account. This technique is also ideal for 
testing hard real-time tasks that require the testing of functional as well as temporal 
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features. In dynamic testing, a specific device on the network called ilie observer tests 
ilie system functionality. The data generated for testing is continuously updated. 
2) Passive testing: This type of testing is also known as static testing. It also consists of 
ilie observer device to test ilie system functionality. However, ilie data is not sent 
continuously but is sent one at a time at ilie request of ilie observer device. 
3) Theoretical Testing: This type of testing involves ilieoretical simulation and testing. 
4.6 Summary 
1) The integration between Internet and communication systems is only feasible at ilie 
user layer. The same layer can also be used to integrate different communication 
systems wiili each oilier. 
2) The data for integration, at the user layer, consists of boili sensor level and process 
level information. This information is not only relevant but also necessary for 
integration purposes. 
3) The proposed architecture for ilie integrating device presents ilie implementation of 
ilie solution presented in iliis chapter. 
4) Testing of ilie proposed architecture would require a device on ilie internet to verify 
ilie reception of dynamic data from ilie monitored system. 
5) The proposed architecture for integrating Internet wiili different communication 
systems and the proposed standard defmition of sensor information presented in iliis 
chapter are ilie major contributions to knowledge. 
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CHAPTER 5 - Theoretical Modelling 
5.1 Introduction 
This is the second of the two chapters that discuss the theoretical aspects of the proposed 
solution. The previous chapter presented the hypothesis of the proposed solution. This 
chapter now completes the theoretical discussion by presenting the theoretical model 
based on this hypothesis. The theoretical model consists of the 00 model and the XML 
document model. Finally, the chapter presents some examples of the XML documents 
that satisfy these models. 
5.2 Object Oriented Design 
Since the 1980s, 000 has been the most dominant strategy for designing physical and 
conceptual systems. 000 is based on the concept of objects. In general terms, an object 
is a thing that can be used to represent any physical or conceptual entity within a system. 
In technical terms, an object is a thing that has a state, behaviour and an identity. These 
properties are defined as below 
1) The state of an object is basically defined by the values of the data being held by an 
object. 
2) An object also acts to messages sent to it. This action is referred to as the behaviour 
of an object. 
3) Every object is also unique in the way that it can be individually identified and 
referenced. An object remains the same object even ifit changes its state. 
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The concept of objects brings the following advantages to the system design 
1) Modularity 
2) Re-usability 
3) Flexibility 
4) Reliability 
5) Affordability 
6) Availability 
These properties of objects bring the following features to the overall 000 
1) Encapsulation of data: This means that data can be contained within the objects. This 
data can be made public or kept private. 
2) Inheritance: This feature allows the creation of a new object from the old one. The 
new object can· then be extended in its properties although it contains all the 
properties of its parent object. 
3) Polymorphism: This means that an object can have different properties based on 
different command line parameters of the same message interacting with the object. 
4) Dynamic Binding: This feature allows different piece of code to be executed based on 
the object being selected for operation. This object can be selected from a group of 
objects belonging to the same class. A class is a convenient way of describing obj ects 
that have similar properties. 
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5.2.1 Object Oriented Modelling 
A theoretical model is a representation of a theoretical design. This representation can be 
done in two ways 
1) Visual diagrams: A modelling language is used to produce these visual drawings. 
These drawings consists of a collection of model elements that represent elements in 
the theoretical design. 
2) Text based: The representation can also be text based. In this case, elements of the 
theoretical design are represented by a sentence made up of lines of words. 
The main advantage of a modelling language is that it is not tied to any particular 
implementation. These models are also useful in looking at the theoretical design, 
simulating them and to see if there are any problems with them. 
Visual modelling languages give a better representation of the theoretical model as they 
are easy to comprehend. There are a number of visual modelling languages for 000. The 
most popular were the following 
1) Grady Booch's 000 
2) James Rumbaugh's OMT 
3) Ivar Jackobson's OOSE and objectory 
However, these three were later combined to create UML. This is now the most widely 
used visual modelling language for 000 as it has been adopted by the Object 
Management Group (OMG). 
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UML uses different diagrams to represent the design . 
1) Static models that describe the elements of the system and their behaviour to show the 
static structure of the design. This includes the following 
a) Class models that identify objects and classes in the system and their relationship 
b) Use case models that document the behaviour of the system from the point of 
view of various users 
2) Dynamic models that describe the behaviour of the system over time. This includes 
the following 
a) Interaction diagrams that are used to show how objects interact to perform a 
required task 
b) Sequence diagrams that show the sequence of interaction between objects and 
users to perform a required task 
c) State diagrams that show the state of an object and its reaction to messages 
d) Activity diagram that show how different activities are coordinated 
For the purpose of this thesis, only the static class model is required. The remaining 
models are only required when a practical implementation of the model is implemented 
and the static model has to interact with other components of the design. 
- -- --- - - - --------------------------------
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5.2.1.1 Sensor Level 
The static class Unified Modelling Language (UML) model presented in Figure 5-1 is 
for the sensor level information. 
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Figure 5-1 Static Class UML model for Sensor Level information 
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In order to understand the model, it seems logical that the model is broken down into four 
parts with each part representing a piece of information given in Section 4.3 .1. 
1) The UML model contains a central UML class definition of the 'Sensor'. A class in 
UML defines three important characteristics about it with each characteristic being 
represented sequentially from top to bottom by a compartment of the class icon 
a) The name of the class. In this case, the name of the class is 'Sensor'. 
b) The attributes of the class. These attributes represent the state of the class. The 
'Sensor' class does not have any attributes of its own. 
c) The list of operations that represent the behaviour of the class. Since this is only a 
static class model of 'Sensor', no operations are listed. 
For the first piece of information, the 'Sensor' class is linked with the 'ID' class. The 
'ID' class represents the identification value of the sensor. The italic class names of 
these classes and the rest of the classes in the model merely represent that these 
classes are abstract classes and are only used as templates to create further classes. 
The link between the 'Sensor' and the 'ID' class is represented by a line with a solid 
diamond on the 'Sensor' class association end. Such a link is referred to as 
composition. This means that the 'ID' class is contained within the 'Sensor' class and 
that the 'ID' class cannot exist without the 'Sensor' class. In other words, it also 
means that the 'ID' class is a member of the 'Sensor' class. 
The 'ID' class also contains another sub-class called 'String'. This class basically 
represents the data type string. It means that 'ID' class is represented by a string data 
type. The link between the 'ID' class and the 'String' class is represented by a line 
with an arrowhead on the 'ID' class association end. Such a link is referred to as 
,----------------- -
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generalization or inheritance. This means that the 'ID' class is a generalization of the 
'String' class and everything that the 'ID' class represents is also represented by the 
'String' class. 
2) The second piece of information that the 'Sensor' class is linked with is the 'Data' 
class. The 'Data' class is then linked with two sub-classes i.e. the 'Value' class and 
the 'Type' class. The 'Value' class represents the actual value of the sensor while the 
'Type' class represents the type of the actual sensor value. Both of these classes are 
contained within the 'Data' class, which is itself contained within the 'Sensor' class. 
The values of the 'Value' class are represented by a 'vtype' variable. This variable 
represents all data types, array types and multimedia types supported by a particular 
implementation. The values of the 'Type' class are represented by a 'vstring' 
variable. This variable represents fixed values of NUMERIC and GRAPHIC. 
3) For the third piece of information, the 'Sensor' class is linked with the 'Quality' class. 
The 'Quality' class represents the sensor value quality status. This class is represented 
by a 'Qstring' variable, which only allows fixed values of GOOD, BAD, 
UNCHECKED and UNCERTAIN. 
The 'Quality' class also has a multiplicity specification of '0 .. 1', which is shown on 
the class icon. The multiplicity specification for 'ID' and 'Data' class are not shown. 
These use a default value of' 1'. The multiplicity specification for 'Sensor' class for 
all links also uses a default value of '1'. This specification shows that for each 
'Sensor' class there must be one 'ID' and 'Data' class. However, the 'Quality' and 
'Time' class may not exist (because of the value of '0') and if they are to exist only 
one instance of these cart exist (because of the value of '1'). This means that these 
classes mayor may not be implemented in the final XML document. 
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4) The last piece of infonnation that the 'Sensor' class is linked with the 'time' class. 
The 'Time' class represents the timestamp vruue of the sensor. The 'Time' class is 
linked with seven sub-classes, Six of these classes are represented by a string data 
type, while the 'Z' class is represented by a float data type. 
The 'Time' class also contains a 'Pattern' attribute. This attribute lists the allowed 
fonnats of the 'Time' class by using the values of the seven sub-classes. 
5.2.1.2 Process Level 
The only difference between the sensor level and the process level model is in the 
'Value' class. The 'vtype' variable that represents the value of the 'Value' class only 
allows 'all data types' data types for its implementation. 
The Static Class UML Model for process level infonnation is presented in Figure 5-2. 
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" 
s 
r-~ ~ 
Qstring 
OOOD Float Integer Integer Integer Integer 
Vtype BAD w1ue: float value: Int value: Int value: Int value: Int UNCHECKED 
All Data Types UNCERTAIN 
~--------------------------............ 
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5.2.2 XML Modelling 
As mentioned earlier that XM:L is a set of standards that allows to create markup 
languages. These languages are also known as X11L applications. One of the most 
important features of X11L is that it provides a way to defme these applications in a 
formal way. This process of defining is also known as document modelling. 
Document modelling defines the grammar for X11L applications. This assures that all 
X11L documents within an X11L application conform to a document model. Any X11L 
document that does not conform to the document model is considered as faulty and is not 
processed. 
Document models also serve the following two purposes 
I) It restricts the possibility of errors 
2) It assures that all elements of an X11L application are present and have proper 
dependencies 
The document model can be included within an X11L document or it could be stored 
where X11L documents are validated. The problem with document models is that they 
require processing time and hence consume resources. It is because of this reason that in 
a real application a document model mayor may not be used. 
Whether a document model is used in an application or not it is logical to present the 
design of an X11L application in the form of a document model instead of presenting all 
possible X11L documents. This way anyone can understand the complete design of the 
X11L application by just looking at the document model. 
There are two types of document models in use 
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1) Document Type Definition (DTD): Due to the inflexibility of this model it is no 
longer used. 
2) XML Schema 
The UML model is, therefore, converted into XML schema document model. 
5.2.2.1 Sensor Level 
The first step in converting a UML model to XML schema model is the selection of a 
root class for the XML tree. It is obvious that 'Sensor' class is the only choice for root 
class. 
All the UML classes including the 'Sensor' class are mapped to XML complex type. This 
allows the classes to be used as templates for XML elements. 
Initially, a root element for the schema model is defined with the name 'Sensor' and 
element type 'Sensor'. The schema model of the 'Sensor' element is a sequence of all its 
elements, which represents attributes and other sub-classes that it contains. This sequence 
of elements has to exist, even if child elements mayor may not exist depending on the 
value of the multiplicity specification. 
Once the root element is modelled, then all the elements representing U~L classes are 
also modelled in the same way. The user defined data types such as 'Qstring' etc. are 
modelled as a 'simple type' at the end. These can be equated to built-in X~L data types. 
The X~L Schema Document ~odel for sensor level information is shown in Figure 5-
3(a) and Figure S-3(b). 
r--------------------------------------------- - -- -- -
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<xs:element name = "Sensor" type = "Sensor"/> 
<xs:compJexType name="Sensor"> 
<xs:all> 
<xs:element name="Sensor.lO" minOccurs="1"/> 
<xs:element name="Sensor.Oata" minOccurs="1"> 
<xs:complexType> 
<xs:element ref='Value"/> 
<xs:element ref="Type"/> 
</xs:complexType> 
</xs:element> 
<xs:element name="Sensor.QuaJity" minOccurs="O" maxOccurs="1"/> 
<xs:element name="Sensor.Time" minOccurs="O" maxOccurs="1"> 
<xs:complexType> 
<xs:element ref="YYYY"/> 
<xs:element ref="MM"/> 
<xs:element ref="HH"/> 
<xs:element ref="hh"/> 
<xs:element ref="mm"/> 
<xs:element ref="ss"/> 
<xs:element ref="s"/> 
<xs:element ref="Z"/> 
</xs:complexType> 
</xs:element> 
</xs:all> 
</xs:complexType> 
<xs:element name="JD" type="xs:string"/> 
<xs:eJement name="Data" Iype="Data"/> 
<xs:complexType name="Oata"> 
<xs:all> 
<xs:element name="Oata.Value" type="xs:vlype"/> 
<xs:element name="Oata.Type" type="xs:tstring"/> 
</xs:all> 
</xs:complexType> 
Figure 5-3(a) XML Schema Document Model for Sensor level Information 
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<xs:element name="Quality" type="xs:Qstring"/> 
<xs:element name="Time" type="Time"/> 
<xs:complexType name="Time"> 
<xs:pattem value="YYYY"/> 
<xs:pattem value="YYYY-MM"/> 
<xs:pattem value="YYYY-MM-DD"/> 
<xs:pattem value="YYYY -MM-DDThh:mmZ"/> 
<xs:pattem value="YYYY-MM-DDThh:mm:ssZ"/> 
<xs:pattem value="YYYY -MM-DDThh:mm:ss.sZ"/> 
<xs:all> 
<xs:element name="Time.YYYY" type="xs:int"/> 
<xs:element name="TIme.MM" type="xs:int"/> 
<xs:element name="Time.DD" type="xs:int"/> 
<xs:element name="Time.hh" type="xs:int"/> 
<xs:element name="Time.mm" type="xs:int"/> 
<xs:element name="Time.ss" type="xs:int"/> 
<xs:element name="Time.s" type="xs:int"/> 
<xs:element name="Time.Z" type="xs:float"/> 
</xs:all> 
</xs:complexType> 
<xs:simpleType name ="vtype"> 
<xs: restriction base="xs:AII Data Types"> 
<xs:restriction base="xs:AII Array Types"> 
<xs: restriction base="xs:AII Multimedia Types"> 
</xs:restriction> 
</xs:simpleType> 
<xs:simpleType name="tstring"> 
<xs:restriction base="xs:string"> 
<xs:enumeration value="NUMERIC"> 
<xs:enumeration value="GRAPHIC"> 
</xs:restriction> 
</xs:simpleType> 
<xs:simpleType name="Qstring"> 
<xs:restriction base="xs:string"> 
<xs:enumeration value="GOOD"> 
<xs:enumeration value="BAD"> 
<xs:enumeration value="UNCHECKED"> 
<xs:enumeration value="UNCERTAIN"> 
</xs:restriction> 
</xs:simpleType> 
Figure 5-3 (b) XML Schema Document Model for Sensor level Information 
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5.2.2.2 Process Level 
A process similar to the one used for sensor level information is also used here. The 
XML Schema Document ~odel for process level information is presented in Figure 5-
4(a) and Figure 5-4(b) 
<xs:element name = "Process" type = "Process"/> 
<xs:complexType name="Process"> 
<xs:all> 
<xs:element name="Process,IO" minOccurs="1 t1/> 
<xs:element name="Process.Data" mlnOccurs="1"> 
<xs:complexType> 
<xs:element ref="Value"/> 
<xs:element ref="Type"/> 
</xs:complexType> 
</xs:element> 
<xs:element name="Process,Quallty- minOccurs="O" maxOccurs="1"/> 
<xs:element name="Process,Time" minOccurs="O" maxOccurs="1"> 
<xs:complexType> 
<xs:element ref="YVYY"'> 
<xs:element ref="MM"/> 
<xs:element ref="HH"/> 
<xs:element ref="hh"/> 
<xs:element ref="mm"/> 
<xs:eJement fef="ss"l> 
<xs:element rer-"s"'> 
<xs:element ref="Z"/> 
</xs:complexType> 
</xs:element> 
<!xs:all> 
</xs:complexType> 
<xs:element name="IO" type="xs:strlng"!> 
<xs:element name="Oata" type="Oata"/> 
<xs:complexType name="Data"> 
<xs:all> 
<xs:element name="Data.Value" type="xs:vtype"/> 
<xs:element name="Data.Type" type="xs:string"/> 
</xs:all> 
</xs:complexType> 
Figure 5-4 (a) XML Schema Document Model for Process level Information 
~--------------------------............. 
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<xs:element name="Quality" type="xs:Qstring"/> 
<xs:eJemenl name="Time" Iype="Time"/> 
<xs:complexType name="Time"> 
<xs:pattern value="YYVY"/> 
<xs:pattern value="YYYY-MM"/> 
<xs;pallern vaJue="YYYY-MM-OO"/> 
<xs;pallern vaJue="YYYY-MM-ODThh;mmZ"/> 
<xs:pallern value="YYYY-MM-OOThh:mm:ssZ"/> 
<xs:pattern value="YYYY-MM-OOThh:mm:ss.sZ"/> 
<xs:all> 
<xs:element name="Time.YYVY" type="xs:int"/> 
<xs;eJemenl name="Time.MM" Iype="xs;inl"/> 
<xs;eJemenl name="Time.OO" Iype="xs;inl"/> 
<xs;eJemenl name="Time.hh" Iype="xs;inl"/> 
<xs;eJemenl name="Time.mm" Iype="xs;inl'/> 
<xs;eJemenl name="Time.ss" Iype="xs;inl"/> 
<xs;eJemenl name="Time.s" type='xs;int"/> 
<xs;eJemenl name="Time.z" type='xs;floal'/> 
</xs:all> 
</xs:complexType> 
<xs:simpleType name ="vlype"> 
<xs;resiriction base="xs:AJJ Data Types"> 
</xs:restriction> 
</xs:simpleType> 
<xs:simpleType name='Qstring"> 
<xs:restriction base="xs:string"> 
<xs:enumeration value='GOOO'> 
<xs:enumeration value="SAO"> 
<xs:enumeration value="UNCHECKED"> 
<xs:enumeration value="UNCERTAtN"> 
</xs:restriction> 
</xs:simpleType> 
Figure 5-4 (b) XML Schema Document Model for Process level Information 
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5.2.2.3 XML Documents 
Based on the XML schema document model of sensor and process level integration a 
number of valid XML documents can be created. A couple of examples of valid XML 
documents are presented in Figure 5-5 
1) 
<Sensor> 
<ID> value </ID> 
<Data> 
<Value> value <Nalue> 
<Type> value </Type> 
</Data> 
</Sensor> 
2) 
<Process> 
<ID> value </ID> 
<Data> 
<Value> value <Nalue> 
<Type> value </Type> 
</Data> 
<Quality> value </Quality> 
<Time> 
<YYYY> value </yYYY> 
<MM> value </MM> 
<DD> value <100> 
<hh> value <hh> 
<mm> value </mm> 
<ss> value </ss> 
<s> value <Is> 
<Z> value </Z> 
</Time> 
</Process> 
Figure 5-5 Two Examples of Valid XML Documents 
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5.3 Summary 
1) The static class UML model is used to create the 00 model for the proposed sensor 
level and process level integration information. Other UML models are only required 
when an 00 application, based on the static model, is to be created. 
2) The X11L document model is created from the static class UML model by using an 
element to element conversion technique. 
3) The X11L document model is used for validating the X11L documents and ensuring 
that XML documents conform to the document model. 
4) Various X11L documents can be validated by a single document model. 
5) The UML ~odels, X11L Schema ~ode1s and the XML documents presented in this 
chapter are some of the contributions to knowledge made in this thesis. 
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CHAPTER 6 - Experimental Work 
6.1 Introduction 
The previous chapter completed the theoretical discussion by presenting the theoretical 
models of the proposed solution. This chapter now presents the practical implementation 
of the proposed architecture and the proposed theoretical models. The chapter initially 
looks at the monitored system used for experimental work. It then presents the hardware 
layout, software layout and the working of the implemented systems. 
6.2 Monitored System 
The research proposal is required to be tested on communication systems to verify its 
practicality. Although there are a large number of communication systems in existence, 
only a few most commonly used communication systems can be implemented in the 
available time. Unfortunately, it is not possible to gain access to these communication 
systems in the industrial environment. 
The monitored system used for implementing communication systems is an Ingersoll 
Rand SS M75 single stage rotary screw air compressor. The transfer of monitored data 
from the compressor, across the Intemet, in the proposed format is required to verify the 
research proposal. 
Rotary machines have been one of the most commonly used machines for ACM. 
Compressors make a major portion of rotating machinery. Amongst compressors, the 
rotary screw compressors are the most popular source of compressed air for industrial 
applications. 
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The selected compressor supplies compressed air to a number of workshops in the 
Mechanical & Manufacturing Engineering Department at the Loughborough University, 
UK. The workshops run different shifts and the load on the compressor varies frequently 
from no load to a near maximum load situation. 
At present, a scheduled manual maintenance strategy is used to routinely log the various 
parameters of the compressor. In case of a breakdown, the load is shifted to the standby 
compressor. However, with the increasing demand of compressed air, both compressors 
are expected to be running simultaneously soon. This scenario requires that an e-CM 
strategy is developed that can be used to forecast compressor breakdowns, so that 
maintenance can be done in time. Since this thesis is only concerned with the transfer of 
data, no effort is made to analyse this data. This analysis will be done later on. 
In case of a rotary screw compressor, the most important aspect to look for is the bearing 
failure. For this purpose vibration monitoring is done close to the main bearings of the 
motor and compressor driveline. There are twin bearings on the shaft ends of the airend 
section of the compressor. For vibration analysis, the twin bearings are treated as a single 
bearing. The recommended locations for installing sensors to measure data for vibration 
analysis are shown by arrowheads in Figure 6-1 
Meshing Screws 
MOTOR 
Bearings 
Figure 6-1 Recommended Locations for Installing Vibration Monitoring Sensors 
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The measured data is used to detect various faults including unbalance. misalignment. 
looseness and bearing problem. A KistIer 8630CSO piezobeam accelerometer is used for 
measuring vibration of this compressor. The actual installation of the accelerometer is 
shown in Figure 6-2 
Figure 6-2 Location of the Installed Accelerometer 
Developer boards are already available to implement e-CM with some commonly used 
communication systems. Since the available developer boards require an analogue input 
in the range of 0-5V. the output of the accelerometer (in mY) is conditioned to logic 
levels ofO-5V by using a KistIer 5118B2 signal conditioner as shown in Figure 6-3 
----------------------------........... . 
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Figure 6-3 Signal Conditioner for Kistler Accelerometer 
6.3 Graphical User Interface 
VV eb Browsers offer an option to access the data from the compressor. For the user of the 
e·CM system, the interface of the web browser can be cumbersome. The quality of this 
interface can be improved by implementing a client side tecimology. Such an option 
would work fme if a reasonably small interface were to be done. However, to create a 
complex e-CM software system such an option would not be viable. 
An interface using Microsoft Visual Basic (VB) was developed. This interface would 
request the data from the web server in the implemented systems. The interface will then 
display this data on the screen. Figure 6·4 shows the main screen of the interface 
---------------------- - ----------
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Figure 6-4 A Screeushot of the e-CM Interface 
The interface is used to request and process both sensor level as well as process level 
information. 'Sensorl' refers to the accelerometer while 'Processl' refers to the CM data 
of the sensor. The data within the sensor and process level information is selectable by 
using checkboxes. Only the selected data is saved in the user entered file. However, the 
'ID' and 'Value' data are permanently selected by default. The interface only implements 
the actual sensor level information. A .fixed 'process value' in the process level 
information is added for testing purposes, as no CM of the data is implemented. 
The data is received in the form of XML documents. In order to process the XML 
documents and to integrate them into the VB interface, an XML parser is required. The 
parser's job is to translate XML document into individual elements. VB provides 
Application Program Interface CAP!) support for two types of parsers 
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I) The Simple API for XML (SAX) is an event driven approach for parsing, which 
provides a 'serial access' to the XML document. Events occur at various stages of 
this access like 'start of an element', 'finding an attribute' and 'finding a text'. As 
each event occurs, VB calls the appropriate event handler. The problem with this 
approach is that a fault in the document cannot be detected until the entire document 
has been processed. In addition, multiple elements have to be tracked at every event. 
2) The tree-based approach called the XML Document Object Model (DOM) requires 
that the XML document is first completely loaded into memory. Then a standard set 
of commands are used to extract the data out of the document to present them in the 
form of objects. 
The XML DOM parser is selected for processing the XML document because it is not 
only less complex, less resource intensive but also more suitable for the application. The 
Microsoft XML Parser (Msxml.dll) is used for this purpose. 
The compressor is located at around half a mile away from the Mechatronics Research 
Lab where the GUI is implemented. Both the locations are inside the Loughborough 
University and are connected through the University Intranet. Internet ptotocols are used 
for communication between the two locations. The lab is also used for progranuning the 
developer boards. This development and GUI system setup is shown in Figure 6-5 
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Figure 6-S The Development and GUI System Setup 
All the important software listings related to this section and to the rest of the thesis are 
presented in Appendix A. 
6.4 Implemented Communication Systems 
In this section, the development and testing of the e-CM system for various common 
communication systems is presented. 
6.4.1 CAN Implementation 
The implemented system consists of three separate componmts all under the control of 
the e-CM interface software 
1) Access Device with e-CM interface software 
2) Monitored system 
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3) CAN system with Internet access point I integrating device 
Figure 6-6 shows the schematic of the implemented CAN system with all the major 
components identified 
Access Device (a-CM Interface) 
Ethernet 
Ethernet 
Axis Device Server 
(Integrating Device) 
lensys GP Board 
CAN 
.-__ -10 
tenays GP Board 
Compressor 
Figure 6-6 Layout of the CAN System 
The working of the CAN system involves the following steps 
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1) The request of data. This involves taking the following actions 
a) Selecting the process or the sensor from where the data is required 
b) Entering the filename in which the data will be saved 
c) Selecting the required variables. The 'ID' and 'Value' variables are selected by 
default. 
d) Actually requesting the data by pressing the 'Acquire_Data' command button. 
~en this button is pressed, an HTTP request is sent to the required web server. 
All of these actions are performed on the e-CM interface. 
2) The HTTP request is received by the Boa web server on the Axis device server board. 
The board acts as the point of access I Integrating Device. The device server by Axis 
Communication has embedded Linux OS and Ethemet connectivity. It also has two 
RS232, two 8-bit parallel and one RS485 interface. The board, however, has no 
analogue input channels and no AID converter. This board is shown in Figure 6-7 
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Figure 6-7 The Axis Device Server Board 
A CGI program written in C, and running on the device server board, parses the 
HTTP request and rnkes out the infonnation entered at the e-CM interface. Since only 
transferring the data across the Internet in the proposed fonnat is required, 
functionalities like XSLT are not programmed. 
A part of the CGI program sends the request for data, through RS232, to the General 
Purpose (GP) microcontroller based board A030601. This board, from Intelligent 
Engineering Systems (Iensys) Limited, has CAN support. The board is based on a 
Microchip PIC18F458 microcontroller. It has 8 analogue input channels and a IO-bit 
resolution AID converter. 
This GP board is programmed to act as a CAN master. The board is shown in Figure 
6-8 
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Figure 6-8 The Iensys A030601 GP board 
3) The CAN master relays the request to the second Jensys GP board that is programmed 
to act as a CAN slave. 
4) The CAN slave receives the request through the CAN communication system and 
starts acquiring the data from the compressor. Since the sensor output is analogue, the 
NO converter is used to convert this output into a digital value. The CAN slave stops 
accepting data whoo it receives the stop message from the e-CM interface. The CAN 
slave receives the data and inserts it into the CAN data frame. This data frame is then 
sent to the CAN Master for further processing. 
5) The CAN Master receives the data in CAN data frame. The data is then extracted 
from the data frame and sent to the Axis Device Server via RS232. 
6) The Axis Device Server receives the data via RS232. The data is then encapsulated in 
the XML document by a CGI program. This XML documoot is then served by the 
web server to the e-CM interface. 
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7) The XML document received by the e-CM interface is parsed by the XML parser. 
This data is not only stored in the file but also displayed on the interface. A snapshot 
of the acquired data is shown in Figure 6-9 
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Figure 6-9 A Snapshot of the Measured Data 
Some of the major tasks performed by the software on each major hardware component 
are shown in Figure 6-10 
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. 
VB e-CM Interface VB e-CM Interface receives HTTP 
sends HTTP Response and Request Displays Data 
InterneV IntraneV 
Ethemet 
Receive Request I Convert Data to XML for Data or STOP document and send 
Send Request for Receive Data Data or STOP 
Web Server with 
CGI application 
RS232 
~ecelve t<eque~ 
for Data or STOP I Send Data I 
+ I Send Request I 
I Receive Data 1 for Data or 
STOP 
CAN 
I Send Data I ~ecelve t<eque~ 
for Data or STOP 
_1 Receive Data I 
Compressor 
I 
Access Device 
Axis Device Server 
(Integrating Devicel 
Internet point of 
access) 
lensys GP Board 
(CAN Master) 
lensys GP Board 
(CAN Slave) 
Figure 6-10 Software Flowchart for CAN System 
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Once the data was received in the required file, it proved the working' of the proposed 
solution for CAN. Appendix B contains some of the information that can be used in 
relation with this section. It includes a brief introduction to HTTP (Sun, 2006), a brief 
introduction to CAN (CAN-CIA, 2006), Axis Device Server board datasheet (Axis, 
2006), PICI8F458 specifications and its CAN related functions (Microchip, 2006). 
Further details on these topics can be seen at the respective references. 
6.4.2 Bluetooth Implementation 
The target system consists of three separate components all under the control of the e-CM 
interface software 
I) Access Device with e-CM interface software 
2) Simulated monitored system 
3) Bluetooth system with Internet access point! integrating device 
Figure 6-11 shows the schematic of the Bluetooth system with all the major components 
identified. 
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Access Device (a-CM Interface) 
Ethemet 
RS232
r 
__ -i 
lensys 
GP board 
o 
Ethernet 
000 • o 
DD 00000 
Axis Device Server 
(Integrating Device) 
Intlum Proml-ESD-Zig Developer Board 
(Bluetooth Master) 
~ooth 
RS232 
Intium Promi-ESD-Zig Developer Board 
(Bluetooth Slave) 
Figure 6-11 Layout of the Bluetooth System 
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The working of the Bluetooth system involves the following steps 
I) The request of data. This involves taking the following actions 
a) Selecting the process or the sensor from where the data is required 
b) Entering the filename in which the data will be saved 
c) Selecting the required variables. The 'ID' and ~Value' variables are selected by 
default. 
d) Actually requesting the data by pressing the 'Acquire_Data' command button. 
VVhen this button is pressed, an HTTP request is sent to the web server. 
All of these actions are perfonned on the e-CM interface. 
2) The HTTP request is received by the Boa web server on the Axis Device Server 
board. A cm program written in C parses the HTIP request and takes out the 
infonnation entered at the e-CM interface end. 
A part of the cm program sends the request of data to the lnitiurn Prorni-ESD-Zig 
developer board. This board is shown in Figure 6-12 (Initiurn, 2006) 
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Figure 6-12 The Initium Promi-ESD-Zig Developer Board 
The two Initium developer boards create a Bluetooth bridge for the received data. 
This enables the data sent on one end of the bridge to come out of the other end of the 
bridge. The request for data, received by the Bluetooth Master, is sent to the Iensys 
GP board by the Bluetooth bridge. Similarly, the data received by the Bluetooth slave 
is sent to the Axis device server by the Bluetooth bridge. The working of the bridge is 
seamless as the developer boards come pre-programmed from the manufacturer. 
3) The Axis Device Server receives the data via RS232. The data is then encapsulated in 
the required XML document by using the CGI program. This XML document is then 
served by the web server to the e-CM interface. 
The Iensys GP board stops accepting data when it receives the stop message from the 
e-CM interface. 
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4) The XML docwnent received by the interface is parsed by the XML parser. This data 
is not only stored in the file but also displayed on the interface. 
Some of the major tasks performed by the software on each major hardware component 
are shown in Figure 6-13 
- --- - _._-------
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Figure 6-13 Software Flowchart for Bluetooth System 
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Once the data was received in the required file, it proved the working of the proposed 
solution for Bluetooth. Appendix B contains some of the information that can be used in 
relation with this section. It includes a brief introduction to B1uetooth (Bluetooth, 2006) 
and the Initium Promi-ESD-Zig developer board datasheet (Initium, 2006). Further 
details on these topics can be seen at the respective references. 
6.4.3 Ethernet Implementation 
The target system consists of three separate components all under the control of the e-CM 
interface software 
1) Access Device with e-CM interface 
2) Monitored system 
3) Ethemet system with Internet access point / integrating device 
Figure 6-14 shows the schematic of the Ethernet system with all the major components 
identified. 
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Figure 6-14 Layout of the Ethernet System 
The working of the Ethemet system involves the following steps 
1) The request of data. This involves the following actions 
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a) Selecting the process or the sensor from where the data is required 
b) Entering the filename in which the data will be saved 
, 
c) Selecting the required variables. The 'ID' and 'Value' variables are selected by 
default. 
d) Actually requesting the data by pressing the 'Acquire_Data' command button. 
~en this button is pressed, an HTTP request is sent to the web server. 
All of these actions are perfonned on the e-CM interface. 
2) The HTTP request is received by the Boa web server on the Axis Device Server 
board. A CGI program written in C parses the HTTP request and takes out all the 
infonnation ootered at the e-CM interface end. 
A part of the CGI program sends the request to the Jensys GP board to start acquiring 
data. The acquired data is sent to the device server via RS232. The device server 
encapsulates this data in the required XML document by using a CGI program. This 
XML document is then served by the web server to the e-CM interface. 
The Jensys GP board stops accepting data when it receives the stop message from the 
e-CM interface. 
3) The XML document received by the interface is parsed by the XML parser. This data 
is not only stored in the file but also displayed on the interface. 
Some of the major tasks perfonned by the software on each major hardware component 
are shown in Figure 6-15 
,----------- -- -
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Figure 6-15 Software Flowchart for Ethernet System 
Once the data was received in the required file, it proved the working of the proposed 
solution for Ethemet. In relation with this section, Appendix B contains a brief 
--------- - -- -- -- -- - --------- -
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introduction to Ethemet (Cisco, 2006). Further details on this topic can be seen at the 
respective reference. 
6.4.4 One Wire Implementation 
The target system consists of three separate components all under the control of the e-CM 
interface software 
1) Access Device with e-CM interface 
2) One VVire monitored system 
3) One VVire system with Internet access point I integrating device 
Figure 6-16 shows the schematic of the One VVire system with all the major components 
identified. 
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Figure 6-16 Layout of the One Wire System 
The working of the system involves the following steps 
1) The request of data involves taking the below mentioned actions 
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a) Selecting the process or the sensor from where the data is required 
b) Entering the filename in which the data will be saved 
c) Selecting the required variables. The 'ID' and 'Value' variables are selected by 
default. 
d) Actually requesting the data by pressing the 'Acquire_Data' command button. 
~en this button is pressed, an HTTP request is sent to the web server. 
Ail of these actions are performed on the e-CM interface. 
2) The HTTP request is received by the Boa web server on the Axis Device Server 
board. A CGI program written in C parses the HTTP request and takes out the 
information entered at the e-CM interface end. 
A part of the CGI program starts acquiring the data from the one wire system. ~ithin 
the one wire system, the data comes through the One ~ire bus and eventually RS232. 
The data is then encapsulated in the required XML document by using a CGI 
program. This XML document is then served by the web server to the e-CM interface. 
3) The XML document received by the interface is parsed by the XML parser. This data 
is not only stored in the file but also displayed on the interface. 
Some of the major tasks performed by the software on each major hardware component 
are shown in Figure 6-17 
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Figure 6-17 Software Flowchart for One Wire System 
The One ~ire system used for monitoring purposes is a test system for heat patches as 
shown in Figure 6-18 
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Figure 6-18 The one wire heat patch system 
The test system has a surface that simulates the human skin surface. The purpose of the 
system is to keep the temperature of the simulated skin surface to the required 
temperature. The Iensys GP board is used for this purpose. The heat patch test system is 
placed in a temperature and humidity controlled environment. The GP board monitors the 
humidity and the temperature of the controlled environment as well as the temperature of 
the simulated skin surface. The simulated skin temperature is measured by using a 3x3 
grid of Dallas Semiconductor DS 18S20 one wire bus temperature sensors. 
A snapshot of the monitored temperature value is shown in Figure 6-19 
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Figure 6-19 A snapshot of the monitored temperature value 
Once the data was received in the required file, it proved the working of the proposed 
solution for One \vire. In relation with this section, Appendix B contains a brief 
introduction to One \vire (Maxim, 2006). Further details on this topic can be seen at the 
respective reference. 
6.4.5 Zigbee Implementation 
The Zigbee system consists of three separate components all under the control of the e-
CM interface software 
1) Access Device with e-CM interface 
2) Monitored system 
3) Zigbee system with Internet access point I integrating device 
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Figure 6-20 shows the schematic of the Zigbee system with all the major components 
, 
identified. 
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Figure 6-20 Layout of the Zigbee System 
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The working of the system involves the following steps 
1) The request of data. This involves taking the following actions 
a) Selecting the process or the sensor from where the data is required 
b) Entering the filename in which the data will be saved 
c) Selecting the required variables. The 'ID' and 'Value' variables are selected by 
default. 
d) Actually requesting the data by pressing the 'Acquire_Data' command button. 
VVhen this button is pressed, an HTIP request is sent to the web server. 
All of these actions are performed on the e-CM interface. 
2) The HTTP request is received by the Boa web server on the Axis Device Server 
board. A CGI program written in C parses the HTIP request and takes out the 
information entered at the e-CM interface end. 
A part of the CGI program sends the request of acquiring the data to the Microchip 
Zigbee board. This board is shown in Figure 6-21 (Axis, 2006) 
,--------- -- --
• 
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Figure 6-21 The Microchip PICDEM Zigbee Developer Board 
The Zigbee board is based on a Microchip PIC18LF4620 microcontroller. The board 
has 8 analogue input channels with a IO-bit NO converter. 
The Zigbee master sends the request of data to the Zigbee slave through the Zigbee 
communication system. The Zigbee slave acquires the data and converts it into a 
digital value. This data is then sent back to the Zigbee master. The Zigbee master 
sends the data to the Axis Device Server via RS232. 
3) The Axis Device Server receives the data via RS232. The data is then encapsulated in 
the required XML document by using a CGI program. This XML document is then 
served by the web server to the e-CM interface. 
The Zigbee Slave stops accepting the data when it receives the stop message from the 
e-CM interface. 
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4) The XML document received by the interface is parsed by the XML parser. This data 
is not only stored in the file but also displayed on the interface. 
Some of the major tasks performed by the software on each major hardware component 
are shown in Figure 6-22 
r--------------------------------------------------------------------------------------
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Figure 6-22 Software Flowchart for Zigbee System 
Once the data was received in the required file, it proved the working of the proposed 
solution for Zigbee. Appendix B contains some of the information that can be used in 
relation with this section. It includes a brief introduction to Zigbee (Zigbee, 2006), 
Microchip PICDEM Z developer board datasheet, PIC18LF4620 specifications and its 
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Zigbee related functions (Microchip, 2006). Further details on these topics can be seen at 
the respective references. 
6.5 Summary 
1) The proposed architecture and the proposed theoretical models can only be tested on 
a few most commonly used communication systems. It was also not possible to test 
these communication systems in an industrial environment. However, already 
available systems were used to implement and verify the research proposals. 
2) An e-CM interface software written in VB is used to request and process the 
monitored data. The Axis Device Server with a web server is used as the integrating 
device/ internet point of access. 
3) The research proposal only requires that the monitored data is sent across the Internet, 
in the proposed format. 
4) Five most commonly used communication systems are used to implement the 
research proposal. 
5) The successful reception of data from all the communication systems, at the e-CM 
interface, verified the feasibility of the proposed solution. 
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CHAPTER 7 - Distributed e-CM 
7.1 Introduction 
The previous chapter was the first of the two chapters on experimental work. This chapter 
now completes this work by presenting an implementation of the proposed solution in a 
distributed system. The chapter initially describes distributed systems and the middleware 
technologies that make the distributed systems work. It then looks at the hardware and 
the software layout of the implemented distributed system. Finally, this chapter presents 
the working of the system. 
7.2 Middleware Technology 
An Internet based distributed system consists of a number of processing devices that 
exchange data with one another. Distributed systems can react efficiently and quickly to 
situations, as they are much closer to the actual monitored systems. Distributed systems 
are the most popular systems for the implementation of ACM systems. 
Middleware is the connecting software that allows applications on processing devices to 
interact with each other as shown in Figure 7-1. 
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Figure 7·1 The Use of Middleware Software In Distributed Systems 
The middleware provides a standard interface to tbe applications. Because of this 
standard interface, applications need only to talk to tbe middleware. The middleware then 
acts as a translator between tbese applications. 
Different applications on different processing devices and different Operating Systems, 
developed by different people, interact in different ways. If middleware is not used to 
provide interaction between tbese applications tben each application will require 
additional code telling it how to communicate witb tbe otber application. Such a code 
will be required for every otber application tbat is required to be interacted witb. 
Middleware works at layer 6 and 7 of the OSI model and its main purpose is to 
standardise the messaging in a distributed system. 
There are two types oftbe middleware technologies 
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I) Binary Middleware Technology: This type of middleware technology uses binary 
files to exchange data between applications. The problem is that these technologies 
are not implementable on processing devices with low resources. In addition, some of 
these technologies are proprietary. Examples of such technology include Microsoft's 
COM, DCOM, and OMG's Common Object Request Broker Architecture (CORBA). 
2) Text based Middleware Technology: This type of middleware technology uses text 
data to perform middleware functionality. It can even be easily implemented on 
processing devices with low resources. Since this technology is text based it is also 
human readable thus providing easy troubleshooting of the code. Text based 
middleware technology also do not have any firewall problems that are associated 
with binary technology. The only downsize is that text based middleware takes longer 
to process than binary middleware. Examples of this technology include XML-RPC 
and Simple Object Access protocol (SOAP). SOAP has been accepted as the 
middleware standard for Internet application by the World Wide Web consortium 
(w3c,2006). 
Since SOAP is based on XML, it becomes a natural choice as a middleware technology 
for this thesis. Another reason for using SOAP is that it integrates very well with the 
" HTTP protocol. This is due to the fact that the HTTP protocol is more suitable for 
transferring text based information rather than binary information. 
7.3 Distributed System Implementation 
In this section, the development and testing of the demonstrator for a distributed system 
is presented. 
The target system consists of three separate components all under the control of the e-CM 
interface software 
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1) Access Device with e-CM interface 
2) Monitored system 
3) Distributed system with Internet access point / integrating device 
Figure 7-2 shows the schematic of the distributed with all the major components 
identified 
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Figure 7-2 Layout of the Distributed System 
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The working of the demonstrator system involves the following steps 
1) The request of data. This involves taking the following actions 
a) Selecting the process or the sensor from where the data is required 
b) Entering the filename in which the data will be saved 
c) Selecting the required variables. The 'ID' and 'Value' variables are selected by 
default. 
d) Actually requesting the data by pressing the 'Acquire_Data' command button. 
When this button is pressed, a SOAP request within an HTTP request is sent to 
the web server. 
All of these actions are performed on the e-CM interface. 
2) The HTTP request is received by the Boa web server on the Axis Device Server 
board. Initially the HTTP request is handled and the SOAP request is extracted from 
the HTTP request. A car program, written in C, uses two freeware libraries namely 
'libxml2' and 'csoap' to process the SOAP request. 
a) 'libxml2' is the XML parser used by 'csoap'. This parser is mostly used in 
embedded applications. 
b) 'csoap' is a SOAP library used to implement embedded SOAP applications. The 
purpose of this library is to extract the SOAP request and the SOAP data. The 
request and data are then presented as variables or objects. 
,------------ - - -
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The CGI program uses these libraries to extract the SOAP request for data or to stop 
receiving data. It then associates the SOAP request with a variable. This variable is 
then used by the CGI program for further processing. 
A part of the CGI program starts acquiring the data from the system via RS232. The 
data is then encapsulated in the required XML document by a CGI program. This 
XML document is then encapsulated into a SOAP response. The easy thing about 
these encapsulations is that no library is needed for this purpose. These 
encapsulations can be easily perfonned even by a text editor. This SOAP response, 
encapsulated in the HTTP response, is then served by the web server to the e-CM 
interface. 
The Iensys GP board stops accepting data when it receives the stop message from the 
e-CM interface. 
3) The SOAP response received by the interface is parsed by the XML parser. The XML 
parser is also able to handle SOAP responses and presents the data in the form of 
objects. This data is not only stored in the file but also displayed on the interface. 
Some of the major tasks perfonned by the software on each major hardware component 
are shown in Figure 7-3 
~D~is~m~'b~u~te~d~e~-C~M~ _______________________________________ 187 
VB e-CM Interface VB e-CM Interface receives and processes SOAP sends SOAP Res~onse and Request Disp ays Data . 
InterneV IntraneV 
Ethernet 
Send as HTTP 
Receive HTTP Request Response 
Encapsulate XML 
Extract SOAP Request document In SOAP 
for Data or STOP Respone 
Extract other information Encapsulate Data in XML 
using DOM parser document 
... 
T Send Request for I 
Data or STOP I Receive Data I 
Web Server with 
CGI application 
RS232 
I Send Data I 
Receive Request for 
Data or STOP 
-1 Receive Data I 
Compressor 
Access Device 
Axis Device Server 
(Integrating 
Devicel internet 
point of access) 
lensys GP Board 
Figure 7-3 Software Flowchart for Distributed System 
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Once the data was received in the required file, it proved the working of the proposed 
solution for a distributed system. In relation with this section, Appendix B contains a 
brief introduction to SOAP (w3c, 2006). Further details on this topic can be seen at the 
respective reference. 
Various other libraries can also be used in embedded applications to process other XML 
technologies. A library called 'libxslt' can be used to process XSLT transformations, 
while a library called 'libgdome' can be used to implement DOM parsing. These two 
libraries in conjunction with the already mentioned libraries can be used to implement 
SOAP requests and responses entirely on embedded systems. 
7.4 Summary 
1) Distributed systems are the most effective systems for implementing industrial e-CM 
systems. 
2) Text based middleware technologies are more compatible with HTTP protocol than 
binary middleware technologies. 
3) SOAP has been accepted as the standard middleware technology for Internet based 
applications. SOAP and XML are totally compatible with each other. 
4) The successful reception of data, at the e-CM interface, verified the feasibility of the 
proposed solution for distributed systems. 
---- ------------
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CHAPTER 8 - Discussion 
8.1 Proposed Scheme 
The objectives of this thesis outlined in section 1.3 define a number of key aims. These 
are as follows 
1) Develop a scheme for efficiently monitoring different data communication systems 
from Internet 
2) The scheme should allow data exchange between different communication systems 
3) The scheme must be based on open standards 
4) The scheme must be portable, scalable and modular 
5) The scheme must be dependable and safe 
A discussion of how the proposed scheme, as described in chapter 4 and chapter 5, fulfils 
the above-mentioned aims is presented below 
1) The scheme provides an efficient way to integrate Internet and different 
communication systems. This is achieved because of the following reasons 
a) The scheme provides a common data format for sensor as well process level 
information. This is beneficial in various ways 
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i) A single set of e-CM software tools can be used to access and then process 
this data. In case of data coming in different communication system data 
formats, a driver for each communication system would have to be 
implemented. This will increase the amount of processing required to figure 
out from which communication system the data is coming from. It can be 
argued that only those communication system drivers should be implemented 
that are a part of that e-CM system. This way the e-CM software would only 
have to deal with a fixed number of communication system data formats. 
There are two ways to implement this solution. One is to write custom system 
drivers. This is not desirable as drivers written for one e-CM system will be 
different from drivers written for another e-CM system. The second way is to 
write drivers for every communication system that are based on a standard. 
This way a standard driver for each communication system data format would 
be created. However, this brings us back to the problem, as data exchange 
between communication systems will still not be possible. Also, such a 
solution is already available in the industry in the form of Industrial Ethemet 
protocols; 
ii) The data coming from different communication is not entirely the same. Some 
communication systems also lack some of the information required for certain 
applications. The common data format ensures that all the important 
information is included and any information not present in a communication 
system data format is added to it. 
iii) In case of sending information in different communication system formats, an 
e-CM software system has to process two data frames for each implemented 
communication system. This would increase the amount of data being 
transferred through Internet. 
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iv) A connnon data format for both data and sensor level information ensures that 
the e-CM software can deal with all levels of CM strategy. A connnon data 
format for process level information also ensures that CM data from different 
connnunication systems can also be handled by a single set of e-CM software. 
v) The implementation of e-CM software is also transparent, as no information 
about the connnunication system is needed. 
b) The proposed connnon data format is in textual form. This ensures easy transfer 
of information across the Internet with Internet protocols. It is also readable by 
humans and thns provides an easy troubleshooting tool. Sending data in binary 
form requires that the binary data be processed at both ends of the data transfer. It 
also requires that the applications at both ends understand the binary file format. 
This can be a real issue in case of applications residing on different OS and 
processing devices. 
c) The proposed scheme does not make the existing ACM systems redundant. In 
fact, it allows existing ACM systems to be used with the proposed scheme. This 
means that existing ACM systems can keep on working while Internet access is 
being added to them. It can be argued that such a scenario may not give ample 
time for the e-CM software to be tested. However, simulated data and partial 
system conversion can be used for smooth transfer. Even in the case of a problem, 
the system can be easily shifted back to its previous running state. 
d) The data as well as the interpretation of data is used for integration purposes. This 
makes it easier for e-CM software to process the information. It may be argued 
that interpretation of data be done across the Internet. However, that would still 
require that the data be formatted in some way for the application, across the 
Internet, to understand. 
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e) The use of XML for the data fonnat has several benefits. It is not only the base for 
the architecture of Internet but also all Internet related applications including web 
servers and web browsers support XML tags. These applications also provide 
standard API to process XML tags and thus create XML applications or Markup 
languages. Such features cannot be achieved if the data is sent in a user defined 
fonnat. 
XSL T can be used to display the XML document on any device by converting the 
XML document in any required format. Such a feature, however, does consume 
resources and time. Implementing such a feature with a user-defined fonnat 
would be extremely difficult and impractical. 
An XML document model is used to validate the XML documents sent across the 
Internet. However, if the XML document is transformed into some other display 
fonnat then a document model cannot be used for validation. XML document 
models are huge and sending the model with every data value is impractical for 
various applications. The document model, however, can be kept at the e-CM 
interface end for validating every received XML document. Another approach is 
to use the document model only when an error in the processing of the XML 
document is found. 
f) The proposed fonnat also facilitates smart and intelligent sensors. 
2) The same scheme can be used to provide data integration between different 
communication systems. However, this requires that Ethemet be used as the 
integrating medium. This is not a problem in applications where Ethemet is already 
being used in the. communication hierarchy. However, in applications that do not have 
Ethemet installed in their communication hierarchy, adding another communication 
system may not be preferred. In such cases, direct conversion between different 
communication systems may seem to be the better option. However, the advantages 
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of using Ethernet may still outweigh the direct conversion option. Ethernet not only 
allows implementation of ERP functions but also provides seamless integration with 
Internet, if required in future. 
3) The scheme is based on open standards including 000, UML, XML, Internet, 
TCP/IP, Ethernet, SOAP and standard infonnation interfaces (Su and Amin, 2001). 
An argument against open standards could be that these standards are not made and 
tested to the levels of commercially available standards and products. The application 
of the scheme in industrial environment enforces this argument and requires that any 
scheme implemented in such an environment is extremely robust. At this point, it is 
important to mention that there are two types of open standards. The open standards 
used here are the ones that are recommended by consortiums of commercial 
organisations and are tested to the required levels. 
4) The scheme is extremely portable as it can be implemented on any OS and on any 
platfonn. The reason is that the open standards used for this purpose are text based 
and are therefore implementation independent. However, the software written to 
process these standards are not portable. An example of such a scenario is the VB 
interface written in this thesis to process the data. This interface cannot be ported to 
other OS and platfonns, as it is based on Microsoft Windows. However, Java 
language can be used for this purpose to provide OS and platfonn independent 
interface. 
The use of 000 and the support of XML for such a design ensures that the scheme is 
scalable and modular. Any functionality or infonnation can be easily added or 
subtracted to the scheme. The use of an 00 language like Java will ensure that the 
interface is also scalable and modular. 
5) XML and SOAP do not have any security related capabilities. However, this does not 
stop them from being used with the already available security methods that are used 
1""'""'----------------- ~---
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both for server security as well as for the security of data in transit. The scheme can 
be seamlessly used with any available security method. In fact, text based data poses 
less security problems than binary data. Binary data is not welcomed by any web 
server, as it can be used to execute any unwanted code on the serVer. Firewal\s are 
routinely implemented to block binary data. Complex security techniques have to be 
used to provide route to friendly binary data, through the firewal\s. This increases the 
complexity of the system and hence the cost. It can be argued that simple HTIP 
protocols can be used to execute code on the server. Therefore, some sort of security 
mechanism may still be required to be implemented. 
The dependability of the scheme can be seen from two angles. One is the required 
dependability that the open standards, on which the scheme is based, are available in 
the future. This has been ensured by the fact that the open standards used are not only 
recommended but also implemented by commercial organisations in their products. 
The second aspect of dependability is the dependability on the correctness of data 
received at the e-CM interface. The scheme uses standard protocols and security 
techniques to ensure this dependability. 
An option could have been to design a scheme that would provide common format for 
sensor and process level information within the existing communication systems. 
However, it will increase the amount of data flowing within the communication systems 
and decrease their throughput. It will also affect their real-time characteristics. Most 
importantly, it would require al\ communication systems to change their protocols. In a 
real world scenario, such an approach is not practical. 
The theoretical model presented in chapter 4 and chapter 5 only implements the most 
important sensor and process level information required for the required purpose. No 
attempt is made to share error messages between communication systems. Such a task 
would not only require an enormous amount of effort but is also impractical. Therefore, 
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any recovery techniques implemented on the integrating device! access point are based on 
the requirements of the application and are not a part of the proposed scheme. 
For communication systems that do not have timestamp information in their protocol the 
proposed scheme requires that such information should be added at the integrating 
device. This, however, does not give an accurate timestamp to the data. The reason is that 
the delay within the data communication system is not catered for. An approximate 
adjusting value could be added to the timestamp value, based on the theoretical or 
experimental analysis of the data communication system. However, for several 
applications this adjusting value would be very small and therefore neglected. 
For clarity, the theoretical model dermes a separate object for every data value. However, 
efficient transfer of data across the Internet can be achieved by using some variations 
1) .The use of multiple data values within the same XML root element. An example of 
such a document is as follows 
<sensor> 
<id> .. <lid> 
<type> .. <ltype> 
<Value> .. <lValue><Quality> .. <lQuality><Time> .. <!rime> 
<Value> .. <IV alue><Quality> .. <lQuality><Time> .• <!rime> 
<Value> .. <IV alue><Quality> .. <lQuality><Time> .• <!rime> 
<Value> .. <IV alue><Quality> .. <lQuality><Time> .. <!rime> 
<lsensop 
2) The use of multiple data in a single Ethernet frame. 
3) The use of XML mini tags. These tags can be used to minimise the amount of text 
data being sent. However, the tags will not be very readable. Multiple UML and 
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XML Schema models can also be generated for presentation and conceptual 
encoding. The presentation encoding based model will be ideal for web browsers and 
human reading. On the other hand, conceptual or content encoding models will be 
used for software programs. 
4) HTIP compression or content encoding schemes can be used to compress textual 
information. Techniques such as 'gzip' can be used for this purpose. 
8.2 Implemented System 
The monitored systems described in chapter 6 and chapter 7 demonstrate that an 
integration system can be built to provide the proposed solution. Although the research 
proposal could not be tested in an industrial environment, the implemented systems have 
shown that the proposed concept can be made to work to the required aims. 
The testing of the monitored systems merely requires the data to be transferred to the 
client. In commercial applications such an approach will not work. Commercial 
applications will require a more comprehensive active, passive or theoretical system for 
testing the scheme. 
The work undertaken has also highlighted the fact that the scheme cannot be used for 
certain hard real-time applications. Because of this fact, no effort is made to measure the 
Internet time delay for the data being sent across the Internet. However, such an approach 
could be implemented, if required. It could also be used to assess the performance of the 
particular Internet link. 
Synchronization is an extremely important characteristic of distributed systems. A simple 
program can be built into the integrating devices to routinely adjust their internal clocks 
by sending requests to Network Time Protocol (NTP) or Simple NTP (SNTP) servers. 
These servers can also be used to synchronize the clocks to any device on the distributed 
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system. A standard such as IEEE 1588 can also be used for clock synchronization for 
distributed monitoring systems. This standard requires that all devices- on the network, 
that are required to be synchronized, have a 1588 standard based clock and 'a small 
microprocessor. Implementing synchronisation is also necessary as it takes time for data 
to flow from the application/user layer of one communication protocol to the 
application/user layer of the other communication protocol. A correct estimate of the time 
taken by this data can only be made if the clocks on both communication systems are 
synchronised. 
The system implemented in chapter 6 and chapter 7 uses RS232 as the communication 
medium between the integrating device and the on-site communication system devices. 
This created a bottleneck, as the transfer rate of RS232 supported by these boards is far 
less than the transfer rate supported by the implemented communication systems. The 
sampling rate of data acquisition had to be reduced to compensate for this problem. On-
site storage could have been used to some extent to overcome this problem. However, a 
better way would have been to use some synchronous serial communication technique. 
Another option would have been to use an integrating device that has on-board support 
for the communication system for which it is being implemented. Any future 
implementation of the architecture would use one of these options. 
The implemented systems could not be accessed from outside the university Intranet. 
This was due to restriction put by the university on any server side technology. In order 
to implement access from outside the university, a security protocol would have to be 
implemented. This would have also required a thorough inspection of the integrating 
device and the CGI code so that all security loopholes are removed. This was not required 
for the purpose of the thesis, but any industrial implementation would have to take this 
aspect into consideration. 
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The architecture presented in chapter 5 was not implemented to the full extent. This was 
due to the reason that some aspects of the architecture for example XSLT were not 
required to be tested to prove the feasibility of the research proposal. However, these 
aspects can be easily added for an industrial application. 
--------------------.......... ... 
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CHAPTER 9 - Conclusions and Further 
Work 
9.1 Conclusions 
1) The work undertaken to investigate the integration of Internet and data 
communication systems has highlighted the fact that the existing solution~, do not 
fulfil the necessary requirements. Only a limited amount of integration is achieved 
and even then the solutions are not applicable for data sharing between data 
communication systems. The problem is exacerbated by the fact that most of the 
solutions are proprietary or require existing ACM systems to be re-implemented on 
their communication systems. 
2) Theoretical models have been developed that can provide efficient integration of data 
communication systems with the Internet. These models are also applicable for data 
sharing between data communication systems. The development of the UML model 
has facilitated in visualising the 000 of the proposed scheme. The XML Schema 
models provide validation facility to the XML documents. These models have been 
useful in providing building blocks for the XML documents. 
3) The testing of the practical implementation, although limited, has shown that the 
models perform the required aims. Most importantly, it has shown that the proposed 
scheme can be used to integrate any data communication system with Internet and to 
provide data sharing between data communication systems. 
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4) The contribution to knowledge made by this thesis includes the layout of a typical e-
CM strategy, an architecture for integrating Internet with different communication 
systems and to integrate different communication systems with each other, a standard 
data format for sensor and process level information, UML & XML Schema Models 
for this information and the related XML documents. 
9.2 Further Work 
1) Extending the scheme is a major challenge and could be the main emphasis on any 
further work done on this subject. Producing a complete SCADA system involves the 
development of a complete CM and control application. Detailed research in the 
following areas is required 
a) Creating UML model and XML Schema models for control data 
b) Implementing the complete set of distributed messaging 
c) Developing XSLT transformation files for transforming XML document into 
formats that can be displayed on any type of access device 
2) Implementing functionality so that the control data and the monitoring data can be 
saved in a database. This could be a local database or a relational database server on 
the Internet. 
3) Implementing the scheme in other communication protocols especially Industrial 
Ethemet protocols. In fact, a complete open standard can be published that shows the 
implementation of the scheme for various scenarios. 
4) The UML model created for the scheme is just a static class model of the proposal. In 
order to make the scheme universally acceptable, dynamic UML models have to be 
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created. These models should show how the scheme interacts with other components 
of the software applications. 
5) An XML namespace would be an ideal way to advertise the scheme. A namespace is 
a collection of names of elements and attributes, identified by a web address. A user 
can include the namespace address in his document to provide validation and 
conformance to the scheme. 
6) The use of Really Simple Syndication (RSS)/Resource Description Framework 
(RDF) feeds can be used for better data serving. This will be useful in complex 
distributed applications where diff~ent applications require different formats of 
available data. A separate feed channel for each fonnat of data can be created. Since 
RSSIRDF are based on XML, they can be very incorporated into the proposed 
scheme. 
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Appendix A: Program Listings 
This Appendix describes the tasks of the important custom routines developed during this 
research. The routines written in VB were developed, under Microsoft VB, for e-CM 
interface. The remaining routines were developed and compiled under the development 
environments provided by the manufacturers of the respective developer boards. 
1) The following routine is a part of the progrrun installed on the e-CM interface. This 
routine is used to setup the TCP/IP connection, send the HTTP Request, receive the 
HTTP response and perform DOM parsing. The routine is used in communication 
system implementations presented in section 6.4.1, 6.4.2, 6.4.3, 6.4.4 and 6.4.5. The 
HTTP request data and the XML DOM Parsing are different for different 
implementations. 
Set objParser = CreateObject("Microsoft.XMLDOM") 
Public Sub cmdSendClick() 
Dim xmldoc AS MSXML.DOMDocument 
Set xmldoc = New MSXML.DOMDocument 
Xmldoc.validateOnparse = FALSE 
, if a document model is required to be used then it has to be 
, mentioned in the XML document and the validateOnparse property 
, has to be set TRUE 
Xmldoc.async = False 
If xmldoc.Load(http://158.125.57.245/cgi/srvxml?'') Then 
, all the checkbox values are sent after the ? symbol 
, XML document parsing is done here 
Else 
, Display Error Message 
End If 
Set xmldoc = Nothing 
End Sub 
, the following routine parses nodes from the XML document 
Public Sub Node (SyRef nodes As MSXML.IXMLDOMNodeList, ByVal indent 
As integer) 
Dim xmlNode As MSXML.IXMLDOMNode 
Indent = indent + 2 
For each xmlNode in Nodes 
If xmlNode.nodetype NODE TEXT then 
-------------------_._--
-------- ---
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Debug.Print Space$(Indent) & xmlNode,parentNode.nodeName 
& ":" & xrnlNode.nodeValue 
End If 
If xmlNode.hasChildNodes then 
DisplayNode xmlnode.childNodes, Indent 
End If 
Next 
End Sub 
2) The following routines are the part of the CGI program installed on the Axis Device 
Server. These routines are used to initialize, open, read, write and close the RS232 
port. The same routines are used for all communication system implementations and 
the illstributed system implementation presented in sections 6.4.1, 6.4.2, 6.4.3, 6.4.4, 
6.4.5 and 7.3. The read buffer size in read..'port routine and the commands sent in 
write "'port routine are different for different implementations. 
#define FALSE ° 
#define TRUE 1 
Volatile int STOP=FALSE; 
void set_port(int fds) 
( 
) 
struct termios oldtio,newtio; 
tcgetattr(fds,&oldtio); 
bzero(&newtio,sizeof(newtio»; 
newtio.c_cflag = B19200 I CS8 I CREAD I CLOCAL; 
newtio.c if1ag = IGNPAR I ICRNL; 
newtio.c=lflag = ICANON; 
newtio.c oflag = 0; 
tcflush(fds,TCIFLUSH); 
tcsetattr(fds,TCSANOW,&newtio); 
int open-port(void) 
( 
int fdo; 
fdo = open(oo/dev/ttySO°O, 0 RDWR 
fcnt1(fdo, F_SETFL,O); 
return (fdo); 
void read-port(int fdr) 
( 
int res; 
char buf(255); 
while (STOP == FALSE) 
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res = read(fdr,buf,255); 
buf[res] = 0; 
void write-port(int fdw) 
( 
} 
unsigned char cmd[2]; 
cmd[O] = 'R'; 
cmd[l] = '\0'; 
write(fdw,cmd,2); 
close-port(int fdc) 
( 
close (fdc) ; 
3) The following routine is a part of the CGI program installed on the Axis Device 
Server. This routine is used to receive and parse the HTTP request. The same routine 
is used for all communication system implementations and for the distributed system 
implementation presented in the sections 6.4.1, 6.4.2, 6.4.3, 6.4.4, 6.4.5 and 7.3. 
int Parse_data () 
{ 
data = getenv ("QUERY STRING"); 
; all the checkbox names and values are now stored in the 'data' 
; variable and are easily parsed by using C functions 
return 0; 
} 
4) The following routine is a part of the CGI program installed on the Axis Device 
Server. This routine is used to send the HTTP response with a sample XML 
document included in it. The same routine is used for all communication system 
implementations and also the distributed system implementation presented in sections 
6.4.1,6.4.2,6.4.3,6.4.4,6.4.5 and 7.3. 
int Send ~xm1 Cl 
( 
printf("Content-Type:text/xm1\n\n"); 
printf ("<?xrn1 version=\" 1. 0\" encoding=\ "150-8859-1 \" ?>\n") ; 
printf("<sensor>\n\t"); 
printf ("<id>") ; 
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printf ("%d", sensorl->id) ; 
printf ("</name>\n"); 
printf ("<value>") ; 
printf("%d",sensorl->value); 
printf("</value>\n"); 
printf("</sensor>"); 
return 0; 
) 
5) The following routines are a part of the program installed on the Iensys GP board. 
These routines are used to initialize, open, read and write to the RS232 port. The 
same routines are used for all conununication system implementations and the 
distributed system implementation presented in sections 6.4.1, 6.4.2, 6.4.3, 6.4.4 and 
7.3. 
ser_init 
movlb Oxoo 
movlw Ox80 
movwf TRISC 
movlw Ox5F 
movwf SPBRG,O 
movlw Ox24 
movwf TXSTA 
movlw Ox90 
movwf RCSTA 
clrf LATC 
return 
ser_send 
btfss TXSTA,TRMT 
bra ser_send 
movf data,w 
movwf TXREG 
return 
ser_rec 
btfss PIR1,RCIF 
bra ser rec 
movff RCREG,data 
return 
6) The following routines are a part of the program installed on the Iensys GP board. 
These routines are used to receive CAN messages. The same routines are used in the 
CAN Master and the CAN Slave in the CAN implementation presented in section 
6.4.1. 
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try can rx 
- movlb 
btfsc 
bra 
btfsc 
bra 
OxOf 
RXBOCON,7 
rx messO 
RXB1CON,7 
rx mess1 
movlb 0,,00 
return 
;look for mess in can rx ° 
;copy message in bufferO 
;look for mess in can rx1 
;copy message in bufferl 
;read from buffer ° using FSRO and save in circ buffer using FSRl 
rx messO 
- movlw low(RXBOSIDH) ;pointer to ID 
movwf FSROL 
bra rx_mess 
;read from buffer 1 
rx messl 
- mov1w low (RXB1SIDH) 
movwf FSROL 
bra rx mess 
;copy buffers 
rx mess 
- movlw O"Of 
movwf FSROH 
movff can_r,,_iptr,FSR1L 
movlw can_r"_buf 
movwf FSR1H 
movlw OxOd 
movwf can et 
copy next 
- movf POSTINCO,w 
movwf INDF1 
incf FSR1L,f 
decfsz can_ct,f 
bra copy_next 
;clear rx flag and move pointer 
movlw O"Oe 
subwf FSROL,f 
bcf INDFO,7 
movlb 0,,00 
movlw O"Od 
addwf can_rx_iptr,f 
return 
;point at receive data 
;point at can rx circ buffer (RAM) 
; set count 13 
;copy all bytes 
;point at RXBnCON 
;move pointer (13 bytes) 
7) The following routines are a part of the program installed on the Iensys GP board. 
These routines are used to send CAN messages. The same routines are used in the 
CAN Master and the CAN Slave in the CAN implementation presented in section 
6.4.1. 
try can ready 
- movlb OxOf ;talk to CAN regs 
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ready 
movf TXBOCON,w 
btfss TXBOCON,TXREQ 
bra go_can_tx 
movlb OxOO 
return 
go can tx 
- movlb OxOO 
movff can_tx_optr,FSROL 
movlw can tx buf 
movwf FSROH -
movlw OxOf 
movwf FSRIH 
movlw low(TXBOSIDH) 
movwf FSR1L 
mov1w OxOd 
movwf can_ct 
movf INDFO, w 
incf FSROL,f 
movwf POSTINC1 
decfsz can ct 
bra send_nxt 
movff FSROL,can_tx_optr 
movlw low(TXBOCON) 
movwf FSR1L 
mov1w Ox08 
movwf INDFl 
return 
;check if CAN output buffer is 
isend message 
;wait while busy 
;point at data to send 
;point at can regs to load 
;13 bytes 
:move 13 
;move on buffer ptr 
;point to TXBOCON buffer 
;B'00001000' 
;TXBOCON - send priority 0 
8) The following routines are a part of the programs installed on the Iensys GP board. 
These routines are used for NO conversion. The same routines are used for all 
communication system implementations and the distributed system implementation 
presented in sections 6.4.1. 6.4.2.6.4.3.6.4.5 and 7.3. 
getadc 
call delay 
bsf ADCONO, GO 
wait 
btfsc ADCONO, 2 
goto wait 
return 
delay 
movlw dIll 
movwf del hi 
outer 
movlw d'10' 
movwf de1_lo 
;wait for acquisition time 
;start ADC 
;wait till finished 
;return with AID conversion value in ADRESH 
;software delay for AID conversion 
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inner 
decfsz del_lo, 1 
goto inner 
decfsz del_hi, 1 
goto outer 
return 
9)· The foIJowing routines are a part of the program instaIJed on the Microchip Picdem Z 
developer board. These routines are used for AID conversion and to send Zigbee data. 
The routines are used in communication system implementation presented in section 
6.4.5. 
#include "zigbee.-h" 
#include "SNDOnEndDevice.h" 
#include "Console.h" 
#include "Debug.h" 
#define 
#define 
#define 
MAX SW RETRY COUNT 
- - -EP SND 
EP_HANDLE hSND; 
typedef enum _SM_STATE 
( 
SM_IDLE = 0, 
SM_UPDATE, 
SM_WAIT 
SM_STATE; 
SM_STATE sndState; 
BYTE sndValue; 
BYTE sndRetryCount; 
(3 ) 
(1) 
(0) 
static ROM 
static ROM 
static ROM 
static ROM 
char * const 
char * const 
char * const 
char * const 
SNDRetryMsg = "Retrying seding data ..• \r\n"; 
SNDUpdateMsg = "Sending data .•• \r\n"; 
SNDConfirmMsg = "Confirmed data sent.\r\n"; 
SNDRetriesExhaustedMsg = 
"Exhausted sending 
void SNDlnit(void) 
( 
retries; ... \r\n"; 
hSND = APLOpenEP(EP_SND); 
sndState 
sndValue 
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BOOL SNDTask(void) 
( 
TRANS_ID transID; 
Volatile unsigned current ad value; 
TRISAbits.TRISAO 1; II Make PORTA RAO input, for AID conversion 
ADCON2bits.ADCSO 1; 
ADCON2bits.ADCS1 1; 
ADCON2bits.ADCS2 1; 
ADCON1 = Ob00001110; 
ADCONObits.ADON = 1; 
APLSetEP(hSND); 
switch (sndState) 
( 
case SM IDLE:. 
while (1) 
{ 
Delay100TCYx (2); 
ADCONObits.GO = 1; 
While (ADCONObits.GO); 
current_ad_value = ADRES; 
sndValue = current_ad_value; 
sndRetryCount = MAX_SW_RETRY_COUNT; 
sndState = SM_UPDATE; 
case SM UPDATE: 
if (APLIsPutReady() ) 
{ 
ConsolePutROMString(SNDUpdateMsg); 
APLSendKVPIndirect( transID, MY PROFILE ID, 
PICDEMZ_CLUSTER_ID, - -
EP_SND, 0, NULL, GENERATE_TRANS_ID, TRANS_SET, 
TRANS_NO_DATA, (WORD)sndVa1ue ); 
sndRetryCount--; 
sndState = SM_WAIT; 
break; 
case SM WAIT: 
if ( APLIsConfirmed() 
{ 
} 
sndState = SM_IDLE; 
ConsolePutROMString(SNDConfirmMsg); 
APLRemoveFrame(); 
return TRUE; 
else if ( APLIsTimedOut() 
{ 
II Remove previuos frame from queue 
APLRemoveFrame(); 
if ( sndRetryCount == 0 
( 
sndState = SM_IDLE; 
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else 
( 
break; 
ConsolePutROMString(SNDRetriesExhaustedMsg); 
return TRUE; 
sndState = SM UPDATE; 
ConsolePutROMString(SNDRetryMsg); 
return FALSE; 
10) The following routines are a part of the program installed on the Microchip Picdem Z 
developer board. These routines are used to receive Zigbee data. The routines are 
used in communication system implementation presented in section 6.4.5. 
#include "zigbee.h" 
#include "Console.h" 
If Private copy of handle to endpoint. 
EP HANDLE hadval; 
Volatile unsigned adval; 
void advallnit(void) 
II Open endpoint. 
hadval = APLOpenEP( EP adval ); 
BOOL advalTask(void) 
WORD_VAL attribID; 
BYTE transID; 
BYTE transTag; 
APLSetEP(hadval); 
if ( APLIsGetReady() ) 
II Get KVP detail. 
transID = APLGet(); 
transTag = APLGet(); 
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attribID.byte.LSB = APLGet(); 
attribID.byte.MSB = APLGet(); 
if ( transTag == (TRANS_SET TRANS_NO_DATA) 
adval attribID.Val; 
II After processing, discard current data packet. 
APLDiscardRx () ; 
II Task is complete. 
return TRUE; 
11) The following routine is a part of the program installed on the e-CM interface. This 
routine is used to send the SOAP request. The routine is used in rustributed system 
implementation presented in section 7.3. 
Public sub cmd click() 
Dim objHTTP As-New MSXML.XMLHTTPRequest 
Dim strEnvelope As String 
objHTTP.open "post", ''http://158.125.57.245/cgi/srvxml'' 
objHTTP.setRequestHeader "Content-Type", "text/xml" 
objHTTP.setRequestHeader "SOAPMethodName","GetData" 
objHTTP.send strEnvelope 
End sub 
12) The following routine is a part of the program installed on the e-CM interface. This 
routine is used to receive and parse the SOAP response. The routine is used in 
distributed system implementation presented in section 7.3. 
Set obj Parser = ServerCreateObj ect ("Microsoft. XMLDOM") 
Public sub data_rec() 
data = objHTTP.responseBody 
objParser.Load Request ' the data is parsed after this 
End sub 
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13) The following routine is a part of the COl program installed on the Axis Device 
Server. This routine is used to send SOAP response. The routine is used in distributed 
system implementation presented in section 7.3. 
Typedef struct _SoapEnv 
{ 
xmlNodeptr root; 
l<ITI1Nodeptr cur; 
}soapEnv; 
int Send_soap {} 
{ 
soapEnv *env = ctx->env; 
soap_envyush_item<env, "Sensor"); 
soap_env_add_item(env, "id", id, sensorl->id); 
soap env add item(env, "value", %d, sensor->value)i 
soap=env:pop=item{env, }; 
return 0; 
14) The following routine is a part of the COl program installed on the Axis Device 
Server. This routine is used to receive SOAP request. The routine is used in 
distributed system implementation presented in section 7.3. 
int main(int argc, char *argv[)) 
{ 
SoapRouter *routeri 
soap_server_init_args(argc,argv}; 
router = soap router new(}; 
soap_server_register::::router(router, "158.125.57.245/cgi/srvxml"} 
soap router register service {router, Send_soap, method, urn}; 
soap=server::::run(); -
return 0; 
} 
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Appendix B: Technical Data 
This Appendix contains the following tecruncal data related with this thesis, in the 
following order 
1) Necessary Information on HTTP (related with sections 6.4.1, 6.4.2, 6.4.3, 6.4.4, 6.4.5 
and 7.3) 
2) Axis Device Server developer board data Sheet (related with sections 6.4.1, 6.4.2, 
6.4.3,6.4.4,6.4.5 and 7.3) 
3) PIC18F458 Specifications (related with sections 6.4.1, 6.4.2, 6.4.3,6.4.4 and 7.3) 
4) Necessary Information on CAN (related with section 6.4.1) 
5) PIC18F458 CAN related information (related with section 6.4.1) 
6) Necessary Information on Bluetooth (related with section 6.4.2) 
7) Intium Promi-ESD-Zig developer board data sheet (related with section 6.4.2) 
8) Necessary Information on Ethemet (related with section 6.4.3) 
9) Necessary Information on One Wire (related with section 6.4.4) 
10) Necessary Information on Zigbee (related with section 6.4.5) 
11) Microchip PICDEM Z developer board data sheet (related with section 6.4.5) 
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12) PlC 18LF4620 specifications (related with section 6.4.5) 
13) PIC18LF4620 Zigbee related functions (related with section 6.4.5) 
14) Necessary Infonnation on SOAP (related with section 7.3) 
HyperText Transfer Protocol (HTTP) 
INTRODUCTION 
The HyperText Transfer Protocol (HTTP) Is a protocol (a set of rules that describe 
how Information Is exchanged on a network) that allows a web browser and a 
web server to "talk" to each other using the ISO Latln1 alphabet, which Is ASCII 
with extensions for European languages. 
HTTP is based on a request/response model. The client connects to the server 
and sends a request to the server. The request contains the following: request 
method, URI, and protocol version. The client then sends some header 
information. The server's response includes the return of the protocol version, 
status code, followed by a header that contains server Information, and then the 
requested data. The connection Is then closed. 
HTTP REQUEST 
A request from a client to a server Includes the following Information: 
• Request method 
• Request header 
• Request data 
A client can request Information using a number of methods. The commonly used 
methods Include the following: 
• GET-Requests the specified document 
• HEAD-Requests only the header information for the document 
• posT-Requests that the server accept some data from the Client, such as 
form input for a CGI program 
• PUT-Replaces the contents of a server's document with data from the 
client 
The client can send header fields to the server. Most are optional. Some 
commonly used request headers are shown In Table A.1. 
, Table A 1 Common reguest headers 
III Request I Description ! header 
, 
![Accept I[ The file types the client can accept. 
:1 Authorization 
:1 
Used If the client wants to authenticate Itself with a server; 
Information such as the username and password are Included. 
1I User-agent I The name and version of the client software. 
IReferer liThe URL of the document where the user clicked on the link. 
IIHost I The Internet host and port number of the resource being 
requested. 
- ----
- If the client has made a POST or PUT request, it can send data after the request 
I 
, 
1 
header and a blank line. If the client sends a GET or HEAD request, there Is no 
data to send; the client waits for the server's response. 
HTTP RESPONSE 
The server's response Includes the following: 
• Status code 
• Response header 
• Response data 
When a client makes a request, one Item the server sends back Is a status code, 
which Is a three-digit numeric code. There are four categories of status codes: 
• Status codes In the 100-199 range Indicate a provisional response. 
• Status codes In the 200-299 range Indicate a successful transaction. 
• Status codes In the 300-399 range are returned when the URL can't be 
retrieved because the requested document has moved. 
• Status codes In the 400-499 range Indicate the client has an error. 
• Status codes of 500 and higher Indicate that the server can't perform the 
request, or an error has occurred. 
Table A.2 contains some common status codes. 
Table A 2 Common HTTP status codes • r;:-"'.- --i~;~~~:._IM_::."ing 
- .. --- .- . -
--- -
__ •• __ . ,_, __ • ._"._'.'".'._" _ •• '--'0-'" 
-_.-.' 
11 200 I OK; successful transmission. This Is not an error. 
E] Found. Redirection to a new URL. The original URL has moved. This Is i not an error; most browsers will get the new page. i 
304 Use a local copy. If a browser already has a page In Its cache, and the 
i page Is requested again, some browsers (such as Netscape Navigator) 
i relay to the web server the "last-modified" tlmestamp on the browser's 
cached copy. If the copy on the server Is not newer than the browser's 
copy, the server returns a 304 code Instead of returning the page, , 
reducing unnecessary network traffic. This Is not an error. I lE] Unauthorized. The user requested a document but didn't provide a valid i 
I . username or password. I 
!1:03 11 Forbidden. Access to this URL Is forbidden. 
: i also be sent If the server has been told to protect the document by , 
i telling unauthorized people that It doesn't exist. i 
I:J Not found. The document requested Isn't on the server. This code can 
, ____ __ __. • •• 0 •• " •• ' 
lE] Server error. A server-related error occurred. The server administrator should check the server's error log to see what happened. 
The response header contains Information about the server and Information about 
the document that will follOW. Common response headers are shown In Table A.3. 
Table A.3 Common response headers 
2 
, 
i Response I Description I header . 
il nate liThe current date (In Greenwich Mean TIme). 
:[~~.~~.-~~~ified l[ji1e date when the document was last modified. 
it Expires liThe date when the document expires. 
i 
! Content- The length of the data that follows (in bytes). 
i length 
11~~ntent-tYPe liThe MIME type of the following data. I~====~~============================ I www- Used during authentication and Includes Information that tells 
i
l 
authenticate the client software what Is necessary for authentication (such 
as username and password). 
The server sends a blank line after the last header field. The server then sends 
the document data. 
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AX1S 82+ & 83+ 
Developer Board & Device Server 
Deploy your own embedded 
Linux applications 
The AXIS 82+ Developer Board and AXIS 83+ Device Server art 
intended for the deployment of your own embedded Unu. 
applications. With a sturdy industrial design, the hardwar< 
fits most deployment r<quir<ments. 
Complete 'ready-ta-use' product 
Supplied as a single printed circuit board as the AXIS 82+ 
Developer Board, or packaged within a durable aluminum 
casing In the AXIS 83+ Device Server, these otherwise 
identical products art equipped with extemal connectors 
for dual" 100 MBit Etherne~ USB, COM1, COM2, and 
RS-485 connection. They art also equipped with internal 
connectors that accommodate one parallel port and an 
additional serial port. 
Enclosed in a black aluminum casing, the AXIS 83+ Device 
Server is compliant with immunity, ~mission and safety 
standard~ and is r<ady for immediate deployment into 
ind~strial and other environmentally hostile environments. 
Improve your time to market 
The AXIS 83+ Device Server is shipped as a r<ady-to-use 
device, which means that you spend no time at all 
on hardwar< developmen~ authority approval testing, 
purchasing, or programming Eth"net addresses. Once your 
application is complete, the softwar< is simply flash-loaded 
to the Device Server Platform, using FTP (Rle Transfer 
Protocol). With the AXIS 82+183+ you ar< fr<e to completely 
customize all software, including the Unu. kernel. 
"Two Etllemd ports: FuU 100 MBit Etlltmet with SttOndlilY 
Ethtmd port nmlled to 12. Mait. 
If your application is successful and you then want to 
progr<ss to building your own produ~ Axis also supplies 
the ETRAX chip for use in your own custom product designs. 
Partnership Development 
Axis is committed to open-source development and 
fully supporting its customers. Advanced technical 
support 15 available, as well as open discussion forums 
to facilitate good communication between the wide 
range of ETRAX system developers. Refer<nce designs 
art available upon request. 
• Programmable Device Server with Unux 2.4/2.6 
• 100 MIPS performance 
• Full source code available 
• Certified for industrial use 
AXIS~ 
COMMUNICATIONS 
--------------------------_._--
AXIS 82+ Developer Board I AXIS 83+ Device Server 
Technical Overview 
• Product-ready device server platform based 
on the AXIS ETRAX 100l)( MCM 4+16 chip. 
The product ships with a pre-installed Unux 
operating system and pre-programmed 
Ethemet address. Full source code is 
available for all applications and drivers at 
developer.axis.com 
~.!!!~.meLt:Jetwork Connecti",o",n __ 
• Primary Physical n~twork connection on 
10BaseT Ethe:met or 1008a5el)( Fast Ethernet 
networks using RJ4S twisted pair cable 
• Secondary Physical network connection on 
108a5l:1 Ethemet or 100BaselX Fast Ethemet. 
but limited in speed to 12 MBitls since It 
RS485/422 Terminal Block 
• One RS485/422 serial port supported on a 
single screw terminal block. Supports baud 
rates up to 1843200 bps 
Is connecttd through an internal USB port. 
Actual routing speed is 4.5 MBit between the 
two Interfaces Parallel port El General purpose I/O 
Serial Connection 
• Two RS232 serial ports terminated with 9 pin 
MALE D-SUB connectors. both ports support 
RXD, !XD, RTS, CTS, DSR, DTR, RI (not on 
COMl) and CD at baud rates up to 115200 bps 
rlnout: " 'I\, 
1 CD Carrier detect (Input) 
2, RxD Rea:ive Data (Input) 
3, TxD Transmit Data (Output) 
4; DTR Data Terminal Ready (Output) 
,5'\ GNO Ground 
ajDSR Data Set Ready (Input) 
;1< RTS Request To Send (Output) 
8. CTS Clear To Send (Input) 
g, RI Ring Indicator (Input) 
• One additional serial port is located on pin 
headers on the board and may be used for 
debugging 
• An onboard I/O port. located on pin headers. 
can be used as either a standard parallel data 
port, or as a general purpose I/O control port 
USB 1.1 Port 
• Compliant USB t.1 (host) port for connection 
to USB cameras, Barcode scanners, Bluetooth. 
WiR, etc. 
• The port can provide +5.0 VOc. 500 mA to 
the devia: 
Application Flash-loading 
• The customer's Unux application can be flash 
loaded to the Device Server Platform over the 
network using FTP{FileTransfer ProtocoQ 
Hardware 
• CPU: 32 bit RISC proC!55or 
(AXIS ETRAX 100l)( MCM 4+16) 
• Rash memory: 8 Mbytes (4.5 Mbytes available 
for applications in default configuration). 
• RAM: 32 Mbyt .. 
~~~er ~E.~e~ ___ ., ______ _ 
• Power: 9-24 VAC (or DC), 9.6 VI., via 
external power supply (Induded) or on 
screw terminal block 
• Power consumption typically between 
2.8 VA and 3.2 VA, With load on USB Vbu~ 
between 5.0 VA and 7.2 VA 
Operating Environment 
• Temperature: +5·C to +50·C 
• Humidity: 8-8~ RHO. non-condensing 
Product Warranty 
• A one-ytar warranty is included 
More information: developer.axis.com 
e:zOO3 AxIs Commllniationl AB. The AxIs CGmmllnlatlOnl ",type b I rq!rtel!d tndernIrk of AxIs Communitltfonl AB. 
All othtr c:ompeny IIIma ,nd productS lit tMtmlrb or rqlrtered tradtmlrb of their rtspHtl¥t compenkf. We rtStrvt the right to 
Introdu~ modif\cltlonl without notl~ AXIS~ 
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MICROCHIP PIC18FXX8 
28/40-Pin High-Performance, Enhanced Flash 
Microcontrollers with CAN 
High-Performance RISC CPU: 
• Linear program memory addressing up to 
2 Mbytes 
• Unear data memory addressing to 4 Kbytes 
• Up to 10 MIPS operation 
• DC - 40 MHz clock Input 
• 4 MHz-10 MHz oscillator/clock Input with 
PLLactlve 
• 16-bn wide Instructions, 8-blt wide data path 
• Priority levels for Interrupts 
• a x a Single-Cycle Hardware Multiplier 
Peripheral Features: 
• High current sink/source 25 mA/25 mA 
• Three external Interrupt pins 
• limerO module: B-bIV18-bit timer/counter with 
a-bit programmable prescaler 
• limer1 module: 16-bll Ilmerlcounler 
• limer2 module: B-bit timer/counter with B-bit 
period register (time base for PWM) 
• limer3 module: 16-bll timer/counter 
• Secondary oscillator clock option -limer1mmer3 
• CaptureJCompare/PWM (CCP) modules; 
CCP pins can be conflgured as: 
Capture Input: 16-blt, max resolution 6.25 ns 
Compare: 16-bi~ max resolution 100 ns (Tcv) 
PWM output: PWM resolution Is 1 10 10-bll 
Max. PWM Iraq. @:8-bllresolutlon= 156 kHz 
10-bit resolution = 39 kHz 
• Enhanced CCP module which has all the features 
of the standard CCP module, but also has the 
following features for advanced motor control: 
1, 2 or 4 PWM outputs 
- Selectable PWM polartty 
- Programmable PWM dead lime 
• Master Synchronous Serial Port (MSSP) with two 
modes of operation: 
- :lowlre SPI'" (Supports all 4 SPI modes) 
- 12C'" Masler and Slave mode 
• Addressable USART module: 
Supports Interrupt-on-address bit 
4) 2004 Miaochip Technology Inc. 
Advanced Analog Features: 
• 10-bn, up to 8-channel Analog-le-Digital Converter 
module (AID) with: 
- Conversion available during Sleep 
- Up to B channels available 
• Analog Comparator module: 
- Programmable Inpul and output multlplexlng 
• Comparator Voltage Reference module 
• Programmable L""",VoJJage Detection (LVD) module: 
- Supports Interrupt-on-Low-Voltage Detection 
• Programmable Brown-out Reset (BOR) 
CAN bus Module Features: 
• Complies with ISO CAN Conformance Test 
• Message bit rates up to 1 Mbps 
• Conforms to CAN 2.0B Active Spec with: 
- 29-bit Identifier Fields 
- 8-byte message length 
- 3 Transmit Message Buffers with prloritlzation 
- 2 Receive Message Buffers 
- 6 full, 29-blt Acceptance FlJters 
- Prlorltlzation of Acceptance FlJters 
- Multiple Receive Buffers for High Priority 
Messages to prevent loss due to overflow 
- Advanced Error Management Features 
Special Mlcrocontroller Features: 
• Power-on Reset (POR), Power-up limer (PWRT) 
and Oscillator Start-up limer (OST) 
• Watchdog limer (WDT) with its own on-Chip RC 
osellJator 
• Programmable code protection 
Power-saving Sleep mode 
Seleclable oscillator options, Indudlng: 
- 4x Phase Lock Loop (PLL) of primary oscillator 
- Secondary Oscillator (32 kHz) clock Input 
• In-Circult Serial Programming no (ICSPlM) via two pins 
Flash Technology: 
• Low-power, high-speed Enhanced Flash technology 
• Fully static design 
• Wide operating voltage range (2.0V to 5.5V) 
• Industrial and Extended temperature ranges 
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Controller Area Network (CAN) 
INTRODUCTION 
CAN (Controller Area Network) is a serial bus system, which was originally developed for 
automotive applications in the early 1980's. The CAN protocol was Internationally 
standardized in 1993 as ISO 11898-1 and comprises the data link layer of the seven layer 
150/051 reference model. CAN, which Is by now available from around 40 semiconductor 
manufacturers in hardware, provides two communication services: the sending of a message 
(data frame transmission) and the requesting of a message (remote transmission request, 
RTR). All other services such as error signaling, automatic re-transmission of erroneous 
frames are user-transparent, which means the CAN chip automatically performs these 
services. 
The equivalent of the CAN protocol in human communication are e.g. the Latin characters. 
This means a CAN controller is comparable to a printer or a type writer. CAN users still have 
to define the language/grammar and the words/vocabulary to communicate. 
CAN provides 
• a multi-master hierarchy, which allows building intelligent and redundant systems. If 
one network node is defect the network is still able to operate. 
• broadcast communication. A sender of information transmits to all devices on the bus. 
All receiving devices read the message and then decide if it Is relevant to them. This 
guarantees data integrity as all devices in the system use the same information. 
• sophisticated error detecting mechanisms and re-transmission of faulty messages. 
This also guarantees data integrity. 
The Controller Area Network (CAN) serial bus system is used in a broad range of embedded 
as well as automation control systems. It usually links two or more micro-controller-based 
physical devices. 
The main CAN application fields include: 
• Passenger cars 
• Trucks and buses 
• Off-highway and off-road vehicles 
• Passenger and cargo trains 
• Maritime electronics 
• Aircraft and aerospace electronics 
• Factory automation 
• Industrial machine control 
• Lifts and escalators 
• Building automation 
• Medical equipment and devices 
• Non-industrial control 
• Non-industrial equipment 
Controller Area Network (CAN) - Protocol 
The CAN protocol is an International standard defined in the ISO 11898. Beside the CAN 
protocol itself the conformance test for the CAN protocol is defined In the ISO 16845, which 
guarantees the interchangeability of the CAN chips. 
Principles of data exchange 
CAN is based on the "broadcast communication rnechanlsm", which Is based on a message-
oriented transmission protocol. It defines message contents rather than stations and station 
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addresses. Every message has a message identifier, which is unique within the whole 
network since it defines content and also the priority of the message. This is important when 
several stations compete for bus access (bus arbitration). 
As a result of the content-oriented addressing scheme a high degree of system and 
configuration flexibility is achieved. It is easy to add stations to an existing CAN network 
without making any hardware or software modifications to the present stations as long as the 
new stations are purely receivers. This allows for a modular concept and also permits the 
reception of multiple data and the synchronization of distributed processes. Also, data 
transmission is not based on the availability of specific types of stations, which allows simple 
servicing and upgrading of the network. 
Real-time data transmission 
In real-time processing the urgency of messages to be exchanged over the network can differ 
greatly: a rapidly changing dimension, e.g. engine load, has to be transmitted more frequently 
and therefore with less delays than other dimensions, e.g. engine temperature. 
The priority, at which a message is transmitted compared to another less urgent message, is 
specified by the identifier of each message. The priorities are laid down during system design 
in the form of corresponding binary values and cannot be changed dynamically. The identifier 
with the lowest binary number has the highest priority. 
Bus access conflicts are resolved by bit-wise arbitration of the identifiers involved by each 
station observing the bus level bit for bit. This happens in accordance with the wired-and-
mechanism, by which the dominant state overwrites the recessive state. All those stations 
(nodes) with recessive transmission and dominant observation lose the competition for bus 
access. All those "losers" automatically become receivers of the message with the highest 
priority and do not re-attempt transmission until the bus is available again. 
Transmission requests are handled in order of their importance for the system as a whole. 
This proves especially advantageous in overload situations. Since bus access is prioritized on 
the basis of the messages, it is possible to guarantee low individual latency times in real-time 
systems. 
Message frame formats 
The CAN protocol supports two message frame formats, the only essential difference being in 
the length of the identifier. The "CAN base frame" supports a length of 11 bits for the identifier 
(formerly known as CAN 2.0 A), and the "CAN extended frame" supports a length of 29 bits 
for the identifier (formerly known as CAN 2.0 8). 
CAN base frame format 
A CAN base frame message begins with the start bit called "Start Of Frame (SO F)", this is 
followed by the "Arbitration field" which consist of the identifier and the "Remote Transmission 
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Request (RTR)" bit used to distinguish between the data frame and the data request frame 
called remote frame. The following "Control field" contains the "IDentifier Extension (lDE)" bit 
to distinguish between the CAN base frame and the CAN extended frame, as well as the 
"Data Length Code (DLC)" used to indicate the number of following data bytes in the "Data 
field". If the message is used as a remote frame, the DLC contains the. number of requested 
data bytes. The "Data field" that follows is able to hold up to 8 data byte. The integrity of the 
frame is guaranteed by the following "Cyclic Redundant Check (CRC)" sum. The 
"ACKnowledge (ACK) field" compromises the ACK slot and the ACK delimiter. The bit in the 
ACK slot Is sent as a recessive bit and Is overwritten as a dominant bit by those receivers, 
which have at this time received the data correctly. Correct messages are acknowledged by 
the receivers regardless of the result of the acceptance test. The end of the message is 
indicated by "End Of Frame (EOF)". The "Intermission Frame Space (IFS)" is the minimum 
number of bits separating consecutive messages. Unless another station starts transmitting, 
the bus remains idle after this. 
CAN extended frame format 
The difference between an extended frame format message and a base frame format 
message is the length of the Identifier used. The 29-bit identifier is made up of the 11-bit 
identifier ("base identifier") and an 18-bit extension ("identifier extension"). The distinction 
between CAN base frame format and CAN extended frame format is made by using the IDE 
bit, which is transmitted as dominant in case of an 11-bit frame, and transmitted as recessive 
in case of a 29-bit frame. As the two formats have to co-exist on one bus, it is laid down which 
message has higher priority on the bus in the case of bus access collision with different 
. formats and the same Identifier I base Identifier: The 11-bit message always has priority over 
the 29-bit message. 
The extended format has some trade-offs: The bus latency time is longer (in minimum 20 bit-
times), messages in extended format require more bandwidth (about 20 %), and the error 
detection performance Is lower (because the chosen polynomial for the 15-bit CRC is 
optimlzed for frame length up to 112 bits). 
CAN controllers, which support extended frame format messages are also able to send and 
receive messages in CAN base frame format. CAN controllers that just cover the base frame 
format do not Interpret extended frames correctly. However there are CAN controllers, which 
only support the base frame format but recognize extended messages and ignore them. 
Detecting and signalling errors 
Unlike other bus systems, the CAN protocol does not use acknowledgement messages but 
instead signals errors Immediately as they occur. For error detection the CAN protocol 
implements three mechanisms at the message level: 
• Cyclic Redundancy Check (CRC): The CRC safeguards the information in the frame 
by adding a frame check sequence (FCS) at the transmission end. At the receiver this 
FCS is re-computed and tested against the received FCS. If they do not match, there 
has been a CRC error. 
• Frame check: This mechanism verifies the structure of the transmitted frame by 
checking the bit fields against the fixed format and the frame size. Errors detected by 
frame checks are designated "format errors". 
• ACK errors: Receivers of a message acknowledge the received frames. If the 
transmitter does not receive an acknowledgement an ACK error is indicated. 
The CAN protocol also implements two mechanisms for error detection at the bit level: 
• Monitoring: The ability of the transmitter to detect errors Is based on the monitoring of 
bus signals. Each station that transmits also observes the bus level and thus detects 
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differences between the bit sent and the bit received. This permits reliable detection 
of global errors and errors local to the transmitter. 
• Bit stuffing: The coding of the individual bits is tested at bit level. The bit 
representation used by CAN Is "Non Retum to Zero (NRZ)" coding. The 
synchronization edges are generated by means of bit stuffing. That means after five 
consecutive equal bits the transmitter inserts a stuff bit Into the bit stream. This stuff 
bit has a complementary value, which is removed by the receivers. 
If one or more errors are discovered by at least one station using the above mechanisms, the 
current transmission is aborted by sending an "error frame". This prevents other stations from 
accepting the message and thus ensures the consistency of data throughout the network. 
After transmission of an erroneous message that has been aborted, the sender automatically 
re-attempts transmission (automatic re-transmission). Nodes may again compete for bus 
access. 
However effective and efficient the method described may be, In the event of a defective 
station it might lead to all messages (including correct ones) being aborted. If no measures for 
self-monitoring were taken, the bus system would be blocked by this. The CAN protocol 
therefore provides a mechanism to distinguish sporadic errors from permanent errors and 
local failures at the station. This is done by statistical assessment of station error situations 
with the aim of recognizing a station's own defects and possibly entering an operation mode 
in which the rest of the CAN network is not negatively affected. This may go as far as the 
station switching itself off to prevent other nodes' messages erroneously from being 
recognized as incorrect. . 
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19.0 CAN MODULE 
19.1 Overview 
The Controller Area Network (CAN) module Is a serial 
Inlerface, useful for communicating with other peripher· 
als or mlcrocontroller devices. This Interface/protocol 
was designed to allow communications within noisy 
environments. 
The CAN module Is a communication controlier. 
implementing the CAN 2.0 AIB protocol as defined in 
the BOSCH specification. The module w11i support 
CAN 1.2. CAN 2.0A. CAN 2.0B Passive and CAN 2.0B 
Active versions of the protocol. The module Implemen-
tation is a fuli CAN system. The CAN specification Is 
not covered within this data sheet. The reader may 
refer to the BOSCH CAN specification for further 
details. 
The module features are as follows: 
• Complies with ISO CAN Confonnance Test 
• Implementation of the CAN protocol CAN 1.2, 
CAN 2.0A and CAN 2.0B 
• Standard and extended data frames 
• o-S bytes data length 
• Programmable bit rate up to 1 MbiUsec 
• Support for remote frames 
• Double·buffered receiver with two prioritized 
reoaived message storage buffers 
• 6 full (standard/extended identifier) acceptance 
filters, 2 associated with the high priority receive 
buffer and 4 associated with the low priority 
reoaive buffer 
• 2 full acceptance filter masks, one each 
associated with the high and low priority receive 
buffers 
• Three transmit buffers with application specified 
priorltizatlon and abort capability 
• Programmable wake-up functionality with 
integrated low·pass filter 
• Programmable Loopback mode supports self·test 
operation 
Slgnallng via intemupt capabilities for all CAN 
receiver and transmitter error states 
Programmable clock source 
Programmabie link to timer module for 
time-stamping and network synchronization 
• Low·power Sleep mode 
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PIC18FXX8 
19.1.1 OVERVIEW OF THE MODULE 
The CAN bus moduie consists of a protocol engine and 
message buffering and control. The CAN protocol 
engine handies all functions for receiving and transmit-
ting messages on the CAN bus. Messages are 
transmitted by first ioading the appropriate data 
registers. Status and errors can be checked by reading 
the appropriate registers. Any message detected on 
the CAN bus is checked for errors and then matched 
against filters to see if it should be received and stored 
in one of the 2 receive registers. 
The CAN module supports the following frame types: 
Standard Data Frame 
Extended Data Frame 
Remote Frame 
Error Frame 
• Overioad Frame Reception 
• Interframe Space 
CAN module uses RB3/CANRX and RB2ICANTXliNT2 
pins to interface with CAN bus. In order to configure 
CANRX and CANTX as CAN interface: 
• bit TRISB<3> must be set 
• bit TRISB<2> must ba cleared. 
19.1.2 TRANSMIT/RECEIVE BUFFERS 
The PIC1SFXXS has three transmit and two receive 
buffers, two acceptance masks (one for each receive 
buffer) and a total of six acceptance fiiters. Figure 19-1 
is a block diagram of these buffers and their connection 
to the protocol engine. 
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FIGURE 19·1: CAN BUFFERS AND PROTOCOL ENGINE BLOCK DIAGRAM 
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RXM1 , t 
~ Acceptance Finer I TXREQ TXBO 
TXABT RXM2 
TXLARB MESSAGE f- Accept , t 
TXERR I Acceptance Mask ~ j..i- Acceptance filter I 
TXBUFF RXMO RXF3 , t , t 
TXREQ TXB1 I Acceptance FI.... ~ !-+f Acceptance Filler-I TXABT ~ RXFO RXF4 TXLARB MESSAGE i t , t TXERR 
TXBUFF ~I Accep:;:Fllter·~ !-+f Acceptance Filter ~ RXF5 
TXREQ TXB2 
Message TXABT ~ TXLARB MESSAGE I f. Y I Request TXERR RXBD RXBl TXBUFF 
Data and Dataa~ .+-Message 
Queue Identifier Identifier Identifier Identifier 
Control 
1 transmit Byte Sequencer l Message Assembly Buffer I 
• ------ ----- -------- -----------
• 
PROTOCOL 
ENGINE 
I Transmit Shift I ReceIve Shift I 
I I ~ RXERRCNT Comparator 
I CRe Register I f-.. Bus-Oll 
Bltl1mlng 
Generator 
Transmit Protocol I-+- E"-P •• 
LogIc FSM 
Bltl1mlng 
logic 
Transmit ReOOI~ I ~ TXERRCNT E ..... Error 
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TABLE 19·1: CAN CONTROLLER REGISTER MAP 
Name Address 
"""."""------, 
Address 
FSFh 
F5Eh 
F5Dh 
F5Ch 
F5Bh 
F5Ah 
F59h 
F58h 
F57h 
F56h 
F55h 
F54h 
F53h 
F52h 
F51h 
F50h 
F4Fh 
F4Eh 
F4Dh 
F4Ch 
F4Bh 
F4Ah 
F49h 
F48h 
F47h 
F46h 
F45h 
F44h 
F43h 
F42h 
F41h 
F40h 
Name 
-
CANSTATR01(2) 
RXB1D7 
RXB1D6 
RXB1D5 
RXB1D4 
RXB1D3 
RXB1D2 
RXB1Dl 
RXB1DO 
RXB1DLC 
RXB1EIDL 
RXB1EIDH 
RXB1SIDL 
RXB1SIDH 
RXB1CON 
-
CANSTATR02,2 
TXBOD7 
TXBOD6 
TXBOD5 
TXBOD4 
TXBOD3 
TXBOD2 
TXBODl 
TXBODO 
TXBODLC 
TXBOEIDL 
TXBOEIDH 
TXBOSIDL 
TXBOSIDH 
TXBOCON 
Address 
F3Fh 
F3Eh 
F3Dh 
F3Ch 
F3Bh 
F3Ah 
F39h 
F38h 
F37h 
F36h 
F35h 
F34h 
F33h 
F32h 
F31h 
F30h 
F2Fh 
F2Eh 
F2Dh 
F2Ch 
F2Bh 
F2Ah 
F29h 
F28h 
F27h 
F26h 
F25h 
F24h 
F23h 
F22h 
F21h 
F20h 
Name 
-
CANSTATR03(2) 
TXB1D7 
TXB1D6 
TXB1D5 
TXB1D4 
TXB1D3 
TXB1D2 
TXB1Dl 
TXB1DO 
TXB1DLC 
TXB1EIDL 
TXB1EIDH 
TXB1SIDL 
TXB1SIDH 
TXB1CON 
-
CANSTATR04,Zj 
TXB2D7 
TXB2D6 
TXB2D5 
TXB2D4 
TXB2D3 
TXB2D2 
TXB2Dl 
TXB2DO 
TXB2DLC 
TXB2EIDL 
TXB2EIDH 
TXB2SIDL 
TXB2SIDH 
TXB2CON 
PIC18FXX8 
Address 
F1Fh 
F1Eh 
F1Dh 
F1Ch 
F1Bh 
F1Ah 
F19h 
F18h 
F17h 
F16h 
FISh 
F14h 
F13h 
F12h 
F11h 
F10h 
FOFh 
FOEh 
FODh 
FOCh 
FOBh 
FOAh 
F09h 
F08h 
F07h 
F06h 
F05h 
F04h 
F03h 
F02h 
F01h 
FOOh 
Name 
RXM1EIDL 
RXM1EIDH 
RXM1SIDL 
RXM1SIDH 
RXMOEIDL 
RXMOEIDH 
RXMOSIDL 
RXMOSIDH 
RXF5EIDL 
RXF5EIDH 
RXF5SIDL 
RXF5SIDH 
RXF4EIDL 
RXF4EIDH 
RXF4SIDL 
RXF4SIDH 
RXF3EIDL 
RXF3EIDH 
RXF3SIDL 
RXF3SIDH 
RXF2EIDL 
RXF2EIDH 
RXF2SIDL 
RXF2SIDH 
RXF1EIDL 
RXF1EIDH 
RXF1SIDL 
RXF1SIDH 
RXFOEIDL 
RXFOEIDH 
RXFOSIDL 
RXFOSIDH 
Note 1: Shaded reglstel$ are available In Access Bank low area whilelhe rest are available In Bank 15. 
2: CANSTAT register Is repeated In these locations to simplify application flrmware. Unique names ere given 
for each Instance of the CANSTAT register due to the Microchip Header file requirement. 
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BLUETOOTH 
INTRODUCTION 
Bluetooth wireless technology is a short-range communications technology 
intended to replace the cables connecting portable and/or fixed devices while 
maintaining high levels of security. The key features of Bluetooth technology 
are robustness, low power, and low cost. The Bluetooth specification defines 
a uniform structure for a wide range of devices to connect and communicate 
with each other. 
Bluetooth technology has achieved global acceptance such that any Bluetooth 
enabled device, almost everywhere in the world, can connect to other 
Bluetooth enabled devices in proximity. Bluetooth enabled electronic devices 
connect and communicate wirelessly through short-range, ad hoc networks 
known as piconets. Each device can simultaneously communicate with up to 
seven other devices within a single piconet. Each device can also belong to 
several piconets simultaneously. Piconets are established dynamically and 
automatically as Bluetooth enabled devices enter and leave radio proximity. 
A fundamental Bluetooth wireless technology strength is the ability to 
simultaneously handle both data and voice transmissions. This enables users 
to enjoy variety of innovative solutions such as a hands-free headset for voice 
calls, printing and fax capabilities, and synchronizing PDA, laptop, and mobile 
phone applications to name a few. 
Core Specification Versions 
• Version 2.0 + Enhanced Data Rate (EDR), adopted November, 2004 
• Version 1.2, adopted November, 2003 
Specification Make-Up 
Unlike many other wireless standards, the Bluetooth wireless specification 
gives product developers both link layer and application layer definitions, 
which supports data and voice applications 
Spectrum 
Bluetooth technology operates in the unlicensed industrial, scientific and 
medical (ISM) band at 2.4 to 2.485 GHz, using a spread spectrum, frequency 
hopping, full-duplex signal at a nominal rate of 1600 hops/sec. The 2.4 GHz 
ISM band is available and unlicensed in most countries 
Interference 
Bluetooth technology's adaptive frequency hopping (AFH) capability was 
designed to reduce interference between wireless technologies sharing the 
2.4 GHz spectrum. AFH works within the spectrum to take advantage of the 
available frequency. This is done by detecting other devices in the spectrum 
and avoiding the frequencies they are using. This adaptive hopping allows for 
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more efficient transmission within the spectrum, providing users with greater 
performance even if using other technologies along with Bluetooth 
technology. The signal hops among 79 frequencies at 1 MHz intervals to give 
a high degree of interference immunity 
Range 
The operating range depends on the device class: 
• Class 3 radios - have a range of up to 1 meter or 3 feet 
• Class 2 radios - most commonly found in mobile devices - have a 
range of 10 meters or 30 feet 
• Class 1 radios - used primarily in industrial use cases - have a range 
of 100 meters or 300 feet 
Power 
The most commonly used radio is Class 2 and uses 2.5 mW of power. 
Bluetooth technology is designed to have very low power consumption. This is 
reinforced in the specification by allowing radios to be powered down when 
inactive 
Data Rate 
1 Mbps for Version 1.2; Up to 3 Mbps supported for Version 2.0 + EOR 
BENEFITS 
Why Choose Bluetooth wireless technology? 
Bluetooth wireless technology is the simple choice for convenient, wire-free, 
short-range communication between devices. It is a globally available 
standard that wirelessly connects mobile phones, portable computers, cars, 
stereo headsets, MP3 players, and more. Thanks to the unique concept of 
"profiles," Bluetooth enabled products do not need to install driver software. 
The technology is now available in its fourth version of the specification and 
continues to develop, building on its inherent strengths - small-form factor 
radio, low power, low cost, built-in security, robustness, ease-of-use, and ad 
hoc networking abilities. Bluetooth wireless technology is the leading and only 
proven short-range wireless technology on the market today shipping over 
five million units every week with an installed base of over 500 million units at 
the end of 2005. 
Globally Available 
The Bluetooth wireless technology specification is available free-of-charge to 
our member companies around the globe. Manufacturers from many 
industries are busy implementing the technology in their products to reduce 
the clutter of wires, make seamless connections, stream stereo audio, transfer 
data or carry voice communications. Bluetooth technology operates in the 2.4 
GHz, one of the unlicensed industrial, scientific, medical (ISM) radio bands. 
As such, there is no cost for the use of Bluetooth technology. While you must 
subscribe to a cellular provider to use GSM or COMA, with Bluetooth 
technology there is no cost associated with the use beyond the cost of your 
device. 
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Range of Devices 
B/uetooth technology is available in an unprecedented range of applications 
from mobile phones to automobiles to medical devices for use by consumers, 
industrial markets, enterprises, and more. The low power consumption, small 
size and low cost of the chipset solution enables B/uetooth technology to be 
used in the tiniest of devices. Have a look at the wide range products made 
available by our members in the B/uetooth product directory and the 
component product listing. 
Ease of Use 
B/uetooth technology is an ad hoc technology that requires no fixed 
infrastructure and is simple to install and set up. You don't need wires to get 
connected. The process for a new user is easy - you get a B/uetooth branded 
product, check the profiles available and connect it to another B/uetooth 
device with the same profiles. The subsequent PIN code process is as easy 
as when you identify yourself at the ATM machine. When out-and-about, you 
carry your personal area network (PAN) with you and can even connect to 
others. 
Globally Accepted Specification 
B/uetooth wireless technology is the most widely supported, versatile, and 
secure wireless standard on the market today. The globally available 
qualification program tests member products as to their accordance with the 
standard. Since the first release of the B/uetooth specification in 1999, over 
4000 companies have become members in the B/uetooth Special Interest 
Group (SIG). Meanwhile, the number of B/uetooth products on the market is 
multiplying rapidly. Volumes have doubled for the fourth consecutive year and 
are likely to reach an installed base of 500 million units by the close of 2005. 
Secure Connections 
From the start, B/uetooth technology was designed with security needs in 
mind. Since it is globally available in the open 2.4 GHz ISM band, robustness 
was built in from the beginning. With adaptive frequency hopping (AFH), the 
signal "hops" and thus limits interference from other signals. Further, 
B/uetooth technology has built-in security such as 128bit encryption and PIN 
code authentication. When B/uetooth products identify themselves, they use 
the PIN code the first time they connect. Once connected, always securely 
connected. 
WORKING 
B/uetooth wireless technology is a short-range communications system 
intended to replace the cables connecting portable and/or fixed electronic 
devices. The key features of B/uetooth wireless technology are robustness, 
low power, and low cost. Many features of the core specification are optional, 
allowing product differentiation. 
The Bluetooth core system consists of an RF transceiver, baseband, and 
protocol stack. The system offers services that enable the connection of 
devices and the exchange of a variety of data classes between these devices. 
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Overview of Operation 
The Bluetooth RF (physical layer) operates in the unlicensed ISM band at 
2.4GHz. The system employs a frequency hop transceiver to combat 
interference and fading, and provides many FHSS carriers. RF operation uses 
a shaped, binary frequency modulation to minimize transceiver complexity. 
The symbol rate is 1 Megasymbol per second (Msps) supporting the bit rate of 
1 Megabit per second (Mbps) or, with Enhanced Data Rate, a gross air bit 
rate of 2 or 3Mb/s. These modes are known as Basic Rate and Enhanced 
Data Rate respectively. 
During typical operation, a physical radio channel is shared by a group of 
devices that are synchronized to a common clock and frequency hopping 
pattern. One device provides the synchronization reference and is known as 
the master. All other devices are known as slaves. A group of devices 
synchronized in this fashion form a piconet. This is the fundamental form of 
communication for Bluetooth wireless technology. 
Devices in a piconet use a specific frequency hopping pattern which is 
algorithmically determined by certain fields in the Bluetooth specification 
address and clock of the master. The basic hopping pattem is a pseudo-
random ordering of the 79 frequencies in the ISM band. The hopping pattern 
may be adapted to exclude a portion of the frequencies that are used by 
interfering devices. The adaptive hopping technique improves Bluetooth 
technology co-existence with static (non-hopping) ISM systems when these 
are co-located. 
The physical channel is sub-divided into time units known as slots. Data is 
transmitted between Bluetooth enabled devices in packets that are positioned 
in these slots. When circumstances permit, a number of consecutive slots 
may be allocated to a single packet. Frequency hopping takes place between 
the transmission or reception of packets. Bluetooth technology provides the 
effect of full duplex transmission through the use of a time-division duplex 
(TDD) scheme. 
Above the physical channel there is a layering of links and channels and 
associated control protocols. The hierarchy of channels and links from the 
physical channel upwards is physical channel, physical link, logical transport, 
logical link and L2CAP channel. 
Within a physical channel, a physical link is formed between any two devices 
that transmit packets in either direction between them. In a piconet physical 
channel there are restrictions on which devices may form a physical link. 
There is a physical link between each slave and the master. Physical links are 
not formed directly between the slaves in a piconet. 
The physical link is used as a transport for one or more logical links that 
support unicast synchronous, asynchronous and isochronous traffic, and 
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broadcast traffic. Traffic on logical links is multiplexed onto the physical link by 
occupying slots assigned by a scheduling function in the resource manager. 
A control protocol for the baseband and physical layers is carried over logical 
links in addition to user data. This is the link manager protocol (LMP). Devices 
that are active in a piconet have a default asynchronous connection-oriented 
logical transport that is used to transport the LMP protocol signaling. For 
historical reasons this is known as the ACL logical transport. The default ACL 
logical transport is the one that is created whenever a device joins a piconet. 
Additional logical transports may be created to transport synchronous data 
streams when this is required. 
The link manager function uses LMP to control the operation of devices in the 
piconet and provide services to manage the lower architectural layers (radio 
layer and baseband layer). The LMP protocol is only carried on the default 
ACL logical transport and the default broadcast logical transport. 
Above the base band layer the L2CAP layer provides a channel-based 
abstraction to applications and services. It carries out segmentation and 
reassembly of application data and multiplexing and de-multiple~ing of 
multiple channels over a shared logical link. L2CAP has a protocol control 
channel that is carried over the default ACL logical transport. Application data 
submitted to the L2CAP protocol may be carried on any logical link that 
supports the L2CAP protocol. 
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<Dimension of Proml-DBS> 
NOTE: 
Before to start, after Installing Proml-ESD or Proml-ESD-02 on the developer 
board, Power button should be pressed. Please confirm that Power LED Is ON In 
Red color_ 
Promi-ESD Developer Board 
User Manual- Preliminary version. www.initium.co.kr 
1. With Promi-ESD 
Promi-ESD is Class 1 Bluetooth OEM board, with external cable and stub antenna. 
1.1 How to install 
. ~ I----
-6 D ~ ,. ' A2.0 
M In ! 
! • 0 
t1; NC DCD DSR DTR IRST GND 
~J' -,r-=tiIUHllulllllluliiuu 000000 I. 7 o 100(!)®®®~1 0 
OJ®00®® 000000 
r ~so.m .. ch I GND TXD RXD RTS CTS VDD 
<Pin Assignment of Proml-ESD> 
Promi-ESD Developer Board 
User Manual- Preliminary version. www.initium.co.kr 
------------------------------------- -
Pin no. Pin name Direction Description Signal Level 
1 GND I Power Ground Ground 
2 TXD 0 UART data out TTL 
3 RXD I UART data input TTL 
4 RTS 0 UART Ready to Send TTL 
5 CTS I UART Clear to Send TTL 
6 VDD I DC Input (3.0 - 3.3V input) Power 
7 NC I No Connection TTL 
8 DCD 0 Data Carrier Detect TTL 
9 DSR I Data Set Ready TTL 
10 DTR 0 Data Terminal Ready TTL 
11 IRST I Reset (Active Low) TTL 
12 GND I Power Ground Ground 
1.2 LED Operation with Promi-ESD 
LED operation of Developer Board with Promi·ESD, Class 1, as follows: 
Status Power TxD RxD DeD DTR* 
When Power is supplied and power ON OFF OFF OFF OFF 
button is pressed 
When the counter device is sending a ON Blinking OFF ON ON 
signal or 
OFF 
When the Proml-ESD installed is ON OFF Blinking ON ON 
sending a signal or 
OFF 
During Bluetooth connection only ON OFF OFF ON OFF 
During Bluetooth connection ON OFF OFF ON ON 
& Application software by counter part or 
(ex. HyperTerminal) is operating. OFF 
* Note: About DTR LED, if the counter part device is Promi-SD10l, which does 
not have DTRlDSR lines, DTR LED on the board will not be lit. 
Promi·ESD Developer Board 
User Manual· Preliminary version. www.lnitium.co.kr 
2. With Promi-ESD-02 
Promi-ESD-02 is Class 2 Bluetooth OEM board, with chip antenna. 
DTRlDSR lines are not available with this model. 
2.1 How to install 
I AN11l'JNA I 
-
-0 0) 
0) 0 2 0 
1117 0 ® 
(3) CD 
S4mm p.ch 
Promi-ESD Developer Board 
User Manual- Preliminary version. www.initium.co.kr 
Pin no. Pin name Direction Description Signal Level 
1 GND I Power Ground Ground 
2 VDD I DC input (3.0 ~ 3.3V input) Power 
3 STATUS 0 Status TTL 
4 IRST I Reset (Active low) TTL 
5 CTS I UART Clear to Send TTL 
6 RTS 0 UART Ready to Send TTL 
7 TXD 0 UART data out TTL 
8 RXD I UART data input TTL 
<Pin Assignment of Promi-ESD-02> 
2.2 LED Operation with Promi·ESD-02 
LED operation of Developer Board with Proml-ESD-02, Class 2, as follows: 
Status Power TxD RxD DCD DTR· 
When Power is supplied and power ON OFF OFF ON OFF 
button is pressed 
When the counter device is sending a ON Blinking OFF· ON OFF 
signal 
When the Promi-ESD installed is ON OFF Blinking ON OFF 
sending a signal 
During Bluetooth connection only ON OFF OFF OFF OFF 
Promi-ESD Developer Board 
User Manual- Preliminary version. www.initium.co.kr 
3. How to Reset 
. Reset 
Button 
Press the Rest button for about 3-4 seconds to RESET the Installed Proml-ESD/Proml-
ESD-02. 
4. Other Technical Questions: 
Please em ail to support@initium.co.kr for full technical support. 
Promi-ESD Developer Board 
User Manual- Preliminary version. www.initlum.co.kr 
Ethernet 
Background 
The term Ethernet refers to the family of local-area network (LAN) products 
covered by the IEEE 802.3 standard that defines what is commonly known as 
the CSMAlCD protocol. Three data rates are currently defined for operation 
over optical fiber and twisted-pair cables: 
• 10 Mbps-10Base-T Ethernet 
• 100 Mbps-Fast Ethernet 
• 1000 Mbps-Gigabit Ethernet 
10-Gigabit Ethernet is under development and will likely be published as the 
IEEE 802.3ae supplement to the IEEE 802.3 base standard. 
Other technologies and protocols have been touted as likely replacements, 
but the market has spoken. Ethernet has survived as the major LAN 
technology (it is currently used for approximately 85 percent of the world's 
LAN-connected PCs and workstations) because its protocol has the following 
characteristics: 
• Is easy to understand, implement, manage, and maintain 
• Allows low-cost network implementations 
• Provides extensive topological flexibility for network installation 
• Guarantees successful interconnection and operation of standards-
compliant products, regardless of manufacturer 
Ethernet-A Brief History 
The original Ethernet was developed as an experimental coaxial cable 
network in the 1970s by Xerox Corporation to operate with a data rate of 3 
Mbps using a carrier sense multiple access collision detect (CSMAlCD) 
protocol for LANs with sporadic but occasionally heavy traffic requirements. 
Success with that project attracted early attention and led to the 1980 joint 
development of the 10-Mbps Ethernet Version 1.0 specification by the three-
company consortium: Digital Equipment Corporation, Intel Corporation, and 
Xerox Corporation. 
The original IEEE 802.3 standard was based on, and was very similar to, the 
Ethernet Version 1.0 specification. The draft standard was approved by the 
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802.3 working group in 1983 and was subsequently published as an official 
standard in 1985 (ANSIIIEEE Std. 802.3-1985). Since then, a number of 
supplements to the standard have been defined to take advantage of 
improvements in the technologies and to support additional network media 
and higher data rate capabilities, plus several new optional network access 
control features. 
Throughout the rest of this chapter, the terms Ethemet and 802.3 will refer 
exclusively to network implementations compatible with the IEEE 802.3 
standard. 
Ethernet Network Elements 
Ethernet LANs consist of network nodes and interconnecting media. The 
network nodes fall into two major classes: 
• Data terminal equipment (DTE)-Oevices that are either the source or 
the destination of data frames. OTEs are typically devices such as PCs, 
workstations, file servers, or print servers that, as a group, are all often 
referred to as end stations. 
• Data communication equipment (DCE)-Intermediate network devices 
that receive and forward frames across the network. DCEs may be either 
standalone devices such as repeaters, network switches, and routers, or 
communications interface units such as interface cards and modems. 
Throughout this chapter, standalone intermediate network devices will be 
referred to as either intermediate nodes or DCEs. Network interface cards will 
be referred to as NICs. 
The current Ethernet media options include two general types of copper 
cable: unshielded twisted-pair (UTP) and shielded twisted-pair (STP), plus 
several types of optical fiber cable. 
The Basic Ethernet Frame Format 
The IEEE 802.3 standard defines a basic data frame format that is required 
for all MAC implementations, plus several additional optional formats that are 
used to extend the protocol's basic capability. The basic data frame format 
contains the seven fields shown in the following Figure. 
• Preamble (PRE)-Consists of 7 bytes. The PRE is an alternating pattern 
of ones and zeros that tells receiving stations that a frame is coming, and that 
provides a means to synchronize the frame-reception portions of receiving 
physical layers with the incoming bit stream. 
• Start-of-frame delimiter (SO F)-Consists of 1 byte. The SOF is an 
alternating pattern of ones and zeros, ending with two consecutive 1-bits 
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indicating that the next bit is the left-most bit in the left-most byte of the 
destination address. 
• Destination address (DA)-Consists of 6 bytes. The DA field identifies 
which station(s) should receive the frame. The left-most bit in the DA field 
indicates whether the address is an individual address (indicated by a 0) or a 
group address (indicated by a 1). The second bit from the left indicates 
whether the DA is globally administered (indicated by a 0) or locally 
administered (indicated by a 1). The remaining 46 bits are a uniquely 
assigned value that identifies a single station, a defined group of stations, or 
all stations on the network. . 
• Source addresses (SA)-Consists of 6 bytes. The SA field identifies the 
sending station. The SA is always an individual address and the left-most bit 
in the SA field is always O. 
• LengthlType-Consists of 2 bytes. This field indicates either the number 
of MAC-client data bytes that are contained in the data field of the frame, or 
the frame type ID if the frame is assembled using an optional format. If the 
LengthfType field value is less than or equal to 1500, the number of LLC 
bytes in the Data field is equal to the LengthfType field value. If the 
LengthfType field value is greater than 1536, the frame is an optional type 
frame, and the LengthfType field value identifies the particular type of frame 
being sent or received. 
• Data-Is a sequence of n bytes of any value, where n is less than or equal 
to 1500. If the length of the Data field is less than 46, the Data field must be 
extended by adding a filler (a pad) sufficient to bring the Data field length to 
46 bytes. 
• Frame check sequence (FCS)-Consists of 4 bytes. This sequence 
contains a 32-bit cyclic redundancy check (CRC) value, which is created by 
the sending MAC and is recalculated by the receiving MAC to check for 
damaged frames. The FCS is generated over the DA, SA, LengthlType, and 
Data fields. 
Figure: The Basic IEEE 802.3 MAC Data Frame Format 
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Whenever an end station MAC receives a transmit-frame request with the 
accompanying address and data information from the LLC sublayer, the MAC 
begins the transmission sequence by transferring the LLC information into the 
MAC frame buffer. 
• The preamble and start-of-frame delimiter are inserted in the PRE and 
SOF fields. 
• The destination and source addresses are inserted into the address fields. 
• The LLC data bytes are counted, and the number of bytes is inserted into 
the LengthlType field. 
• The LLC data bytes are inserted into the Data field. If the number of LLC 
data bytes is less than 46, a pad is added to bring the Data field. length up to 
46. 
• An FCS value is generated over the DA, SA, LengthlType, and Data fields 
and is appended to the end ofthe Data field. 
After the frame is assembled, actual frame transmission will depend on 
whether the MAC is operating in half-duplex or full-duplex mode. 
The IEEE 802.3 standard currently requires that all Ethernet MACs support 
half-duplex operation, in which the MAC can be either transmitting or 
receiving a frame, but it cannot be doing both simultaneously. Full-duplex 
operation is an optional MAC capability that allows the MAC to transmit and 
receive frames simultaneously. 
Half-Duplex Transmission-The CSMAlCD Access Method 
The CSMAlCD protocol was originally developed as a means by which two or 
more stations could share a common media in a switch-less environment 
when the protocol does not require central arbitration, access tokens, or 
4 
assigned time slots to indicate when a station will be allowed to transmit. Each 
Ethernet MAC determines for itself when it will be allowed to send a frame. 
The CSMNCD access rules are summarized by the protocol's acronym: 
• Carrier sense-Each station continuously listens for traffic on the medium 
to determine when gaps between frame transmissions occur. 
• Multiple access-Stations may begin transmitting any time they detect 
that the network is quiet (there is no traffic). 
• Collision detect-If two or more stations in the same CSMNCD network 
(collision domain) begin transmitting at approximately the same time, the bit 
streams from the transmitting stations will interfere (collide) with each other, 
and both transmissions will be unreadable. If that happens, each transmitting 
station must be capable of detecting that a collision has occurred before it has 
finished sending its frame. 
Each must stop transmitting as soon as it has detected the collision and then 
must wait a quasirandom length of time (determined by a back-off algorithm) 
before attempting to retransmit the frame. 
The worst-case situation occurs when the two most-distant stations on the 
network both need to send a frame and when the second station does not 
begin transmitting until just before the frame from the first station arrives. The 
collision will be detected almost immediately by the second station, but it will 
not be detected by the first station until the corrupted Signal has propagated 
all the way back to that station. The maximum time that is required to detect a 
collision (the collision window, or "slot time") is approximately equal to twice 
the signal propagation time between the two most-distant stations on the 
network. 
This means that both the minimum frame length and the maximum collision 
diameter are directly related to the slot time. Longer minimum frame lengths 
translate to longer slot times and larger collision diameters; shorter minimum 
frame lengths correspond to shorter slot times and smaller collision diameters. 
The trade-off was between the need to reduce the impact of collision recovery 
and the need for network diameters to be large enough to accommodate 
reasonable network sizes. The compromise was to choose a maximum 
network diameter (about 2500 meters) and then to set the minimum frame 
length long enough to ensure detection of all worst-case collisions. 
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I·WIRE® DEVICES MEASUREMENT CIRCUITS 
SWITCHES AND MULTIPLEXERS 
TEMPERATURE SENSORS 
Application Note 1796: Dec 03, 2002 
Overview of I-Wire Technology and Its Use 
This article presents an overview of J·Wire® technology and describes. in parlicu/ar, ils networking and 
measurement/sensing abilities, including measuring events, vGltages, current, temperature, position, elc. The 
j·Wire chips presented herein enable the construction a/sensors that measure a host a/environmental 
parameters on a single twisted-pair cable. Examples include humidity, barometric pressure, wind direction. 
solar radiance, and temperature through a thermocouple. The/ollowing I· Wire chips are used/or the above 
sensing circuits: DS2409, DS2406, DS2423, DS2438, DS2450, and the DS2760. 
Dallas SemiconductorlMaxim provides a technology called I·Wire®, that uses a single wire (plus ground) to 
accomplish both communication and power transmission. A single bus master can feed multiple slaves over a 
single twisted·pair cable. An important aspect of this technology is that every slave has a globally unique digital 
address. This article discusses the protocol and introduces a variety of applications. 
What is the 1-Wire Net? 
The I·Wire net is a low·cost bus based on a PC or microcontroller communicating digitally over twisted'pair 
cable with I ·Wire components. The network is defined with an open·drain (wired·AND) master/slave multidrop 
architecture that uses a resistor pull·up to a nominal5V supply at the master. A I·Wire net·based system consists 
of three main elements: I) a bus master with controlling software such as the TMEXTM iButton® viewer; 2) 
wiring and associated connectors; and 3) I-Wire devices. The system permits tight control because no node is 
authorized to speak unless requested by the master, and no communication is allowed between slaves except 
through the master. 
The I ·Wire protocol uses conventional CMOSnTL logic levels with operation specified over a supply voltage 
range of2.8V to 6V. Both master and slaves are configured as transceivers permitting bit sequential data to flow 
in either direction, but only one direction at a time, with data read and written least significant bit (LSB) first. An 
economical DS9097U COM port adapter interfaces the RS·232 to the net. A DS2480 serial I ·Wire line driver 
chip is also available to generate the proper signals and programmable waveforms that maximize performance. 
Data on the I .. Wire net is transferred by time slots. For example, to write a logic one to a slave, the master pulls 
the bus low for 15"s or less. To write a logic zero, the master pulls the bus low for at least 60"s to provide 
timing margin for worst·case conditions. A system clock is not required, as each I· Wire part is self·c1ocked by 
its own internal oscillator synchronized to the falling edge of the master. Power for chip operation is derived 
from the bus during idle communication periods when the DATA line is at 5V by including a half·wave rectifier 
on each slave. 
Whenever the data line is pulled high, the diode in the half·wave rectifier turns on and charges an on·chip 
capacitor. When the voltage on the net drops below the voltage on the capacitor, the diode is"reverse biased, 
which isolates the charge. The resulting charge provides the energy source to power the slave during the 
intervals when the net is pulled low. The amount of charge lost during these periods is replenished when the data 
line returns high. This concept of "stealing" power from the net using a half·wave rectifier is referred to as 
"parasite power",1I 
When communicating, the master resets the network by holding the bus low for at least 480"s, releasing it, and 
then looking for a responding presence pulse from a slave connected to the line. If a presence pulse is detected, it 
then accesses the slave by calling its address, controlling the information transfer by generating time slots and 
examining the response from the slave. Once this handshake is successful, the master issues necessary device· 
specific commands and performs any needed data transfers between it and the slave. The master can select a 
single slave from many on the net because of its unique digital address. 
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A Unique Address for Every Part? 
Within each I-Wire slave is stored a lasered ROM section with its own guaranteed unique, 64-bit serial number 
that acts as its node address_ This globally unique address is composed of eight bytes divided into three main 
sections. Starting with the LSB, the first byte stores the 8-bit family codes that identifY the device type. The next 
six bytes store a customizable 48-bit individual address. The last byte, the most significant byte (MSB), contains 
a cyclic redundancy check (CRC) with a value based on the data contained in the first seven bytes. This allows 
the master to detcnnine if an address was read without error. With a 248 serial number pool, conflicting or 
duplicate node addresses on the net are never a problem. 
Because I-Wire devices can be formatted with a file directory like a floppy disk, files can be randomly accessed 
and changed without disturbing other records. Information is read or written when the master addresses a device 
connected to the bus, or anjButton is touched to a probe somewhere along the [-Wire net. The inclusion of up to 
64k of memory in [-Wire chips allows standard information such as employee name,lD number, and security 
level to be stored within the device. Maximum data security can be provided by [-Wire chip implementation of 
the US government-certified Secure Hash Algorithm (SHA-I). 
Historically, the I-Wire net was envisioned as a single twisted pair routed throughout the area of interest with 1-
Wire slaves daisy-chained where needed. However, if the network is heavily loaded, it may be preferable or even 
necessary to separate the bus into sections. This has the added benefit of providing information about the 
physical location ofa I-Wire device on the bus, which facilitates troubleshooting. By using one section as the 
main "trunk" and adding or removing segment "branches" with a DS2409 as needed, a true t -Wire net is created. 
This also reduces the load seen by the bus master to that of the trunk and those segments connected to it by 
activated DS2409s. 
Consequently, the DS2409 MicroLANTM coupler is a key component for creating complex I-Wire nets. [t 
contains MAIN and AUX transmission-gate outputs and an open-drain output transistor (CONT), each of which 
can be remotely controlled by the bus master. A simple I-Wire branch with DS2430 EEPROM connected to 
label the node provides tagging information specific to that particular node such as location and function. The 
LED attached to the CONT output provides visual indication of the specific branch being addressed and can be 
blinked by software for extra visual impact. 
General-Purpose 1-Wire Net Example 
Combining the DS2409 with its DS240610w-side cousin builds a general-purpose I-Wire net. Figure I shows 
two DS2409s used to select an arbitrary row, while one DS2406 dual low-side switch is used to select an 
arbitrary column. As shown, they form a simple 2 x 2 array with LEDs to visually indicate the specific 
intersection addressed by the bus master. The array can be easily expanded in either the X or Y direction by the 
addition of more DS2409s andlor DS2406s.ln this manner an M by N atTay of arbitrary size may be 
implemented, limited only by net loading. 
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Figure 1. Two DS2409s and a DS2406 help form a general-purpose 1-Wire net with visual indicators. 
In operation, the master selects both the AUX output ofthe 082409 that controls the row of interest and the 
column output of the corresponding 082406 intersecting that row at the required position. For example. if the 
AUX output ofthe top 082409 and the B output ofthe 082406 are both turned on. the position in the upper 
right-hand corner of Figure I is selected (as highlighted with heavy lines). This connects the iButton probe at the 
intersection ofthe selected row and column to the master so the serial number of the I-Wire device (if any) at 
that point can be read. To indicate which intersection is addressed. the master switches the selected 082409 from 
its AUX output to its main output. By default this causes the CONT pin to turn on, grounding the gate of the 
associated PM08 transistor and turning it on. With the pass transistor on. power is supplied to the LED at the 
selected intersection and turns it on. If desired, the 082409 can be switched repeatedly between main and AUX 
outputs causing the LED to blink for greater visual effect. I f the main outputs of all 082409s are turned on, the 
LEOs in the entire column of the selected 082406 turn on. Alternately. ifthe outputs of all 082406s are turned 
on. the LEOs in the entire row of the selected 082409 turn on. Consequently. turning on all column and row 
switches illuminates the entire array, which serves as a convenient test to verify that the system is fully 
functional. While a 089092 iButton probe is shown in the example. solder-mount I-Wire devices could be used 
as well. 
Addressable Digital Instruments 
In addition to the 082406 and 082409 I-Wire control chips, several digital functions such as temperature 
sensors and analog-to-digital converters (AOCs) are available. These ICs measure a wide variety of physical 
properties over the I-Wire net. A distinct advantage of I-Wire instruments is that all communicate using I-Wire 
protocol regardless of the particular property (for example. voltage. current, and resistance) being measured. 
Other methods employ a variety of signal-conditioning circuitry such as instrumentation amplifiers and voltage-
to .. frequency converters, which out of necessity makes their outputs different and often requires separate cables 
for each sensor. 
The unique ID address of each device is the key for the bus master to interpret what parameter a particular 1-
Wire instrument is measuring. Several examples of 1· Wire instrumentation for environmental measurement are 
presented later in this article. Note that all circuit examples use a BAT548 dual 8chottky diode and input 
capacitor to provide a local source of power. The remaining 8chottkY diode in the package is connected across 
DATA and GNO and provides circuit protection by restricting signal excursions that go below ground to 
approximately -O.4V. Without this diode. negative signal excursions on the bus in excess ofO.6V forward bias 
the parasitic substrate diode and interfere with chip function. 
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Our first example uses the 082423 counter, which has inputs that respond to logic-level changes or switch 
closures. This makes it suitable to implement a variety oflally or rate sensors. A circuit example using 
magnetically actuated reed switches is shown in Figure 2. In the circuit, an extemallMO pull-down resistor is 
used from the inputs to ground to prevent generating spurious counts during tumoOn and to minimize noise pick-
up. With lithium backup, this circuit is used to build a I-Wire rain gauge and a hub-mounted wheel odometer. In 
those applications, a small permanent magnet moves past the reed switch each time a tipping bucket fills and 
empties or the wheel rotates one full turn, respectively. This momentarily closes the reed switch, incrementing 
the counter to indicate O.Olin of rain fall or one revolution. The circuit is also used in a I-Wire weather station to 
measure wind speed. 
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Figure 2. The basic DS2423 counter circuit uses a reed switch as an input. 
Measuring Humidity on the 1-Wire Net 
Humidity is an important factor in many manufacturing operations and also affects personal comfort. With the 
proper sensing element, it can be measured over the 1 .. Wire net. The sensing element specified here develops a 
linear voltage versus relative humidity (RH) output that is ratiometric to supply voltage. That is, when the supply 
voltage varies, the sensor output voltage follows in direct proportion. This requires measuring both the voltage 
across the sensor element and its output voltage. In addition, calculating true RH requires knowing the 
temperature at the sensing element. Because it contains all the necessary functions for calculating, the 082438 
with its two ADCs and a temperature sensor makes an ideal choice for constructing a humidity sensor. In Figure 
3, the analog output of the HIH-3610 humidity-sensing element is converted to digital by the main ADC input of 
a D82438. The bus master first has U I, the D8243 8, report the supply voltage level on its V DD pin, which is also 
the supply-voltage for U2, the sensing element Next, the master has Ul read the output voltage ofU2 and 
reports local temperature from its on-chip sensor. Finally, the master calculates true RH from the three 
parameters supplied by UJ. 
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Figure 3. A DS2438 with paraSite power is ideal to construct a humidity sensor. 
Measuring Barometric Pressure on the 1-Wire Net 
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Barometric pressure is another important meteorological parameter that can be measured over a I-Wire net using 
the DS2438. By selecting a ratiometric pressure sensor that contains comprehensive on-chip signal-conditioning 
circuitry, the circuit is very straightforward. You must know both the output voltage representing atmospheric 
pressure and the supply voltage across the element to accurately calculate barometric pressure. Because the 
MPXA411S pressure sensor can require as much as IOmA at SV. an external power source is needed. Note that 
external power should also be connected to the DS2438's power pin. This allows the DS2438 to measure the 
supply voltage applied to the pressure-sensing element. Flexible tubing can be routed to sample the outside air 
pressure and avoid unwanted pressure changes (noise) caused by doors and windows opening and closing or 
elevators moving inside the building. 
Measuring Wind Direction on the 1-Wire Net 
The original I-Wire weather station used DS240ls to label each of the eight magnetic reed switches in its wind 
direction sensor. as shown in Figure 4. A single DS24S0 quad ADC can perform the same function with five 
resistors. As the wind rotates the wind vane, a magnet mounted on a tracking rotor opens and closes one (or two) 
of the reed switches. When a reed switch closes, it changes the voltages seen at the input pins ofUl. the 
DS24S0. For example. if the magnet is in a position to close SI (north). the voltage seen on pin 7 changes from 
V cc to 112V cc. or approximately from SV to 2.SV. Since all 16 wind vane positions produce unique 4-bit signals 
from the ADC. it is only necessary to indicate north. or specifY which direction the wind vane is currently 
pointing to initialize the sensor. 
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Figure 4. A DS2450 quad ADC-based wind-direction sensor measures 16 compass points. 
Because two reed switches are closed when the magnet is midway between them, just eight reed switches 
indicate 16 compass points. Referring to the schematic and position 2 in Table I. which lists the voltages seen at 
the ADC inputs for all 16 cardinal points. Observe that when SI and S2 are closed 3.3V is applied to ADC inputs 
Band C. This occurs because the parallel combination of pull up resistors R2 and R3 act as a single resistor half 
their value connected in series with RI to form a voltage divider with O.66Vcc across RI. Note that this 
condition occurs twice more at switch positions 4 and 16 generating 3.3V at those cardinal points also. 
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Measuring Solar Radiance on the 1-Wire Net 
The amount of sunlight and its duration are additional parameters easily measured with I-Wire sensors. The 
amount is a measure of air and sky conditions, while duration is related to the equinoxes and the length of the 
day. Although the mechanical and optical implementations tend to be complex, the electronics can be easily 
created using a DS2438. Figure 5 illustrates a solar-radiance sensor built using a sense resistor connected in 
. series with a photodiode. Light striking the photo diode generates photocurrents that develop a voltage across the 
sense resistor that is read by the ADC. Optical filters can be added to control both the wavelength and optical 
bandpass to which the sensor responds. 
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Figure 5. The amount of sunlight available can be easily measured with a photdiode and a DS2438. 
Measuring a Thermocouple on the 1-Wire Net 
One can also measure extreme temperatures using conventional thermocouples (TC) that are directly digitized at 
the cold junction using a DS2760 multifunction I-Wire chip. The twisted-pair cable of the I-Wire net covers the 
distance between the TC and bus master, effectively replacing the expensive TC extension cable normally used. 
Because of its unique ID address, multiple smart TCs can be arbitrarily placed where needed along the net, 
greatly minimizing the positioning and cost ofan installation. With an LSB ofI5.625I1V, the chip can directly 
digitize the millivolt-Ievel output produced between the hot and cold junctions of the typical TC as its on-chip 
temperature sensor continuously monitors the temperature at the cold junction of the TC. It contains user-
accessible memory for storage of sensor-specific data such as TC type, location, and the date it was placed into 
service. This information minimizes the probability of error due to the mislabeling of sensors. Thus, a DS2760 
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can be used with any TC type because the bus master's calculations are based on the stored data and the 
temperature ofthe cold junction, as reported by the on-chip temperature sensor. Figure 6 illustrates both the 
simplicity and ease with which a DS2760 can be used to convert a standard thermocouple into a smart sensor 
with multidrop capability. Adding RI allows VDD to be measured, which is useful in troubleshooting to veritY 
that the voltage available on the I-Wire net is within acceptable limits. 
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Figure 6. A D82760 can convert a conventional re into a smart sensor with multidrop capability. 
Summary 
I-Wire technology made possible the combination of electronic communication and instrumentation based on 
positive identification of individual nodes on a single self-powered net. Continued development of the 
technology has increased the array of I-Wire chips able to interface with the environment, measuring events, 
voltage. current, temperature, position, etc. In turn, these chips enabled the construction of sensors that measure 
a host of environmental parameters on a single twisted-pair cable as described within this article. 
Including ROM, EPROM, and EEPROM in I-Wire slaves in a stainless-steel case called an iButton further 
enabled a personal electronic authentication. Personal and data security advanced with the creation ofSHA-I-
based I-Wire chips iniButtons for use with monetary transactions. Whether housed in an armored stainless-steel 
lButten or standard le packages, I-Wire communication uses a noncritical two-contact interface. I-Wire 
technology is now used for transportation tokens, identification badges, entry security, and after-market control. 
New applications are continually being added. Visit www.ibutton.com/solutions to learn more about commercial 
ventures using I-Wire technology. 
I-Wire and iButton are registered trademarks of Dallas Semiconductor. 
TMEX is a trademark of Dallas Semiconductor. 
MicroLAN is a trademark of Dallas Semiconductor. 
MORE INFORMATION 
082406: OuickView -- Full (PDE> Data Sheet (288k) 
082409: OuickView -- Full (PDFl Data Sheet (352k) 
082423: OuickView -- Full (PDFl Data Sheet (344k) 
DS2438: OuickView -- Full (PDFl Data Sheet (352k) 
DS2450: OuickView -- Full (PDF) Data Sheet (504k) 
DS2760: OuickView -- Full (PDF) Data Sheet (288k) 
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Zigbee: "Wireless Control That Simply Works" 
William C. Craig 
Program Manager Wireless Communications 
ZMD America, Inc. 
I. INTRODUCTION 
There are many wireless monitoring and control applications for industrial 
and home markets which require longer battery life, lower data rates and less 
complexity than available from existing wireless standards. These standards 
provide higher data rates at the expense of power consumption, application 
complexity and cost. What these markets need, in many cases, is a standards-
based wireless technology having the performance characteristics that closely 
meet the requirements for reliability, security, low power and low cost. This 
standards-based, interoperable wireless technology will address the unique 
needs of low data rate wireless control and sensor-based networks. 
For such wireless applications, a standard has been developed by the 
IEEE [1]: 'The IEEE 802.15 Task Group 4 is chartered to investigate a low data 
rate solution with multi-month to multi-year battery life and very low complexity. It 
is intended to operate in an unlicensed, international frequency band". Potential 
applications are home automation, wireless sensors, interactive toys, smart 
badges and remote controls. The scope of the task group is to define the 
physical layer (PHY) and the media access controller (MAC). An overview of the 
specification can be found in [2]. A graphical representation of the areas of 
responsibility between the IEEE standard, Zig8ee Alliance, and User is 
presented in Figure 1. The definition of the application profiles is organized by 
the Zig8ee ™ Alliance [3]. 
ZlgBee 
Alliance 
Figure 1 -IEEE 802.15.4 Stack 
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Since total system cost is a key factor for industrial and home wireless 
applications, a highly integrated single-chip approach is the preferred solution of 
semiconductor manufacturers developing IEEE 802.15.4 compliant transceivers. 
The IEEE standard at the PHY is the significant factor in determining the RF 
architecture and topology of ZigBee enabled transceivers currently sampling. 
Generally, CMOS is the desired technology to integrate both analog circuitry and 
high gate count digital circuitry for lower cost with the challenge being RF 
performance. 
For these optimized short-range wireless solutions, the other key element 
above the Physical and MAC Layer is the Network/Security Layers for sensor 
and control integration. The ZigBee Alliance is in the process of defining the 
characteristics of these layers for star, mesh, and cluster tree topologies. The 
performance of these networks will complement the IEEE standard while meeting 
the requirements for low complexity and low power. 
This paper will describe the characteristics of the IEEE 802.15.4 standard, 
RF design considerations ofthe PHY, ZigBee network topologies, and present a 
representative ZigBee application. 
11. IEEE 802.15.4 OVERVIEW 
The IEEE 802.15.4 standard defines two PHYs representing three license-
free frequency bands that include sixteen channels at 2.4 GHz, ten channels at 
902 to 928 MHz, and one channel at 868 to 870 MHz. The maximum data rates 
for each band are 250 kbps, 40 kbps and 20 kbps, respectively. The 2.4 GHz 
band operates worldwide while the sub-1 GHz band operates in North America, 
Europe, and Australia/New Zealand, Table 1. The IEEE standard is intended to 
conform to established regulations in Europe, Japan, Canada and the United 
States. 
Frequency Channel Spreading Parameters Data Parameters PHY Band Numbering Chip Rate Modulation Bit Rate Symbol Modulation Rate 
868/915 MHz 868-870 MHz 0 300 kchip/. BPSK 20 kb/s .20 kbaud BPSK 902-928 MHz 1 to 10 600 kchip/s BPSK 40 kb/s 40 kbaud BPSK 
2.4 GHz 2.4-2.4835 GHz 11 to 26 2.0 Mchip/. Q.QPSK 250 kb/s 62.5 kbaud 16-ary Orthoaonal 
Table 1 - Frequency Bands and Data Rate 
Both PHYs use Direct Sequence Spread Spectrum (DSSS). The 
modulation type in the 2.4 GHz band is O-QPSK with a 32 PN-code length and 
an RF bandwidth of 2 MHz. In the sub-1 GHz bands, BPSK modulation is used 
with a 15 PN-code length and operates in an RF bandwidth of 600 kHz in Europe 
and 1200 kHz in North America. 
2 ZMD America, Inc. 
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Ill. RF DESIGN CONSIDERATIONS 
A representative sub-1 GHz transceiver is shown in Figure 2. The IC 
contains a 900 MHz physical layer (PHY) and portion of the media access 
controller (hardware-MAC). The remaining MAC functions (software-MAC) and 
the application layer are executed on an extemal microcontroller. All PHY 
functions are integrated on the chip with minimal external components required 
for a complete radio. A low-cost crystal is used as a reference for the PLL and to 
clock the digital circuitry. To optimize energy consumption in sleep mode while 
still keeping an accurate time base, a Real Time Clock reference can be used. 
ZMD44101 Appllclt10n Specific 
Controller/Sen.or 
Figure 2 - Sub-1 GHz Transceiver Block Diagram 
The analog portion of the receiver converts the desired signal from RF to 
the digital baseband. Synchronization, despreading and demodulation are done 
in the digital portion of the receiver. The digital part of the transmitter does the 
spreading and baseband filtering, whereas the analog part of the transmitter 
does the modulation and conversion to RF. The three main analog blocks - the 
direct-conversion receiver, direct-conversion transmitter, and fractional-N PLL, 
are discussed as follows. 
The choice of the receiver architecture is mainly a compromise between 
performance, cost (considering both silicon area and external components), and 
power consumption [4]. A direct-conversion receiver (OCR) architecture (or 
Zero-IF architecture) was selected as there is no image frequency and IF filtering 
required. Further advantages are that the channel select filters are low-pass 
filters, instead of band-pass filters, and the baseband frequency is the lowest 
possible. The OCR architecture provides the additional benefits of lower cost, 
complexity, and power consumption [5]. 
The transmitter architecture is also direct-conversion. Since BPSK 
modulation is used, only one baseband path is required. A differential 
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architecture was used to minimize common mode noise. The output can be 
single-ended or differential. The single-ended output was selected for the 
advantages of lower cost, an on chip TR switch, and eliminates the requirement 
for an external balun. 
Table 1 shows the channel allocation in the sub-1 GHz bands of the IEEE 
standard which sets the required bandwidth and frequency resolution. This had 
major impact on the PLL topology. The goal was one PLL circuit for the 868/915 
MHz bands using a fixed crystal frequency. To meet these requirements, a 
fractional-N PLL architecture was chosen. An additional benefit is the software 
controlled fractional-N PLL provides the adaptability to meet future worldwide 
spectrum expansion in the range of 860 to 930 MHz. [6] 
IV. ZIG8EE NETWORK CONSIDERATIONS 
In the interest of brevity, many network specific features of the IEEE 
802.15.4 standard are not covered in detail in this paper. However, these are 
necessary for the efficient operation of Zig8ee networks. These features of the 
PHY include receiver energy detection, link quality indication and clear channel 
assessment. 80th contention-based and contention-free channel access 
methods are supported with a maximum packet size of 128 bytes, which includes 
a variable payload up to 104 bytes. Also employed are 64-bit IEEE and 16-bit 
short addressing, supporting over 65,000 nodes per network. The MAC provides 
network association and disassociation, has an optional superframe structure 
with beacons for time synchronization, and a guaranteed time slot (GTS) 
mechanism for high priority communications. The channel access method is 
carrier sense multiple access with collision avoidance (CSMA-CA). 
Zig8ee defines the network, security, and application framework profile 
layers for an IEEE 802.15.4-based system. Zig8ee's network layer supports 
three networking topologies; star, mesh, and cluster tree as shown in Figure 3. 
Star networks are common and provide for very long battery life operation. Mesh, 
or peer-to-peer, networks enable high levels of reliability and scalability by 
providing more than one path through the network. Cluster-tree networks utilize a 
hybrid star/mesh topology that combines the benefits of both for high levels of 
reliability and support for battery-powered nodes. 
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• PAN coordinator 
• Full Function Device 
e Reduced Function Device 
Figure 3 - ZigBee Network Topologies 
To provide for low cost implementation options, the Zig8ee Physical 
Device type distinguishes the type of hardware based on the IEEE 802.15.4 
definition of reduced function device (RFD) and full function device (FFD). An 
IEEE 802.15.4 network requires at least one FFD to act as a network coordinator. 
The description of each Physical Device type is found in Table 2. [7] 
Reduced Function Device Full Function Device 
Limited to star toooloav Can function in any topology 
Cannot become network coordinator Capable of being Network coordinator 
Talks only to network coordinator (FFD) Capable of being a coordinator 
Simple implementation - min RAM and ROM. Can talk to any other device (FFD/RFD) 
GenerallY batteredDowered GeneraiiV line powered 
. Table 2 - ZlgBee Physical DeVice Types 
An RFD is implemented with minimum RAM and ROM resources and 
designed to be a simple send and/or receive node in a larger network. With a 
reduced stack size, less memory is required, thus a less expensive IC. Zig8ee 
RFDs are generally battery powered. RFDs can search for available networks, 
transfer data from its application as necessary, determine whether data is 
pending, request data from the network coordinator, and sleep for extended 
periods of time to reduce battery consumption. RFDs can only talk to an FFD, a 
device with sufficient system resources for network routing. The FFD can serve 
as a network coordinator, a link coordinator or as just another communications 
device. Any FFD can talk to other FFD and RFDs. FFDs discover other FFDs 
and RFDs to establish communications, and are typically line powered. 
The Zig8ee Logical Device type distinguishes the Physical Device types 
(RFD or FFD) deployed in a specific Zig8ee network. The Logical Device types 
are Zig8ee Coordinators, Zig8ee Routers, and Zig8ee End Devices. The Zig8ee 
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Coordinator initializes a network, manages network nodes, and stores network 
node information. The ZigBee Router participates in the network by routing 
messages between paired nodes. The Zig8ee End Device acts as a leaf node in 
the network and can be an RFD or FFD. ZigBee application device types 
distinguish the type of device from an end-user perspective as specified by the 
Application Profiles. 
Zig8ee's self-forming and self-healing mesh network architecture permits 
data and control messages to be passed from one node to other node via 
multiple paths. This feature extends the range of the network and improves data 
reliability. This peer-to-peer capability may be used to build large, geographically 
dispersed networks where smaller networks are linked together to form a 'cluster 
tree' network. ZigBee provides a security toolbox to ensure reliable and secure 
networks. Access control lists, packet freshness timers and 128-bit encryption 
protect data transmission and ZigBee wireless networks. (8) 
V. ZIGBEE APPLICATIONS 
ZigBee networks consist of multiple traffic types with their own unique 
characteristics, including periodic data, intermittent data, and repetitive low 
latency data. The characteristics of each are as follows: 
• Periodic data - usually defined by the application such as a wireless 
sensor or meter. Data typically is handled using a beaconing system 
whereby the sensor wakes up at a set time and checks for the beacon, 
exchanges data, and goes to sleep. 
• Intermittent data - either application or extemal stimulus defined such as a 
wireless light switch. Data can be handled in a beacon less system or 
disconnected. In disconnected operation, the device will only attach to the 
network when communications is required, saving significant energy. 
• Repetitive low latency data - uses time slot allocations such as a security 
system. These applications may use the guaranteed time slot (GTS) 
capability. GTS is a method of QoS that allows each device a specific 
duration oftime as defined by the PAN coordinator in the Superframe to 
do whatever it requires without contention or latency. 
For example, an automatic meter reading application represents a periodic 
data traffic type with data from water or gas meters being transmitted to a line 
powered electric meter and passed over a powerline to a central location. Using 
the beaconing feature of the IEEE standard, the respective RFD meter wakes up 
and listens for the beacon from the PAN coordinator, if received, the RFD 
requests to join the network. The PAN coordinator accepts the request. Once 
connected, the device passes the meter information and goes to sleep. This 
capability provides for very low duty cycles and enables multi-year battery life. 
Intermittent traffic types, such as wireless light switches, connect to the network 
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when needed to communicate (i.e. tum on a light). For repetitive low latency 
applications a guaranteed time slot option provides for Quality of Service with a 
contention free, dedicated time slot in each superframe that reduces contention 
and latency. Applications requiring timeliness and critical data passage may 
include medical alerts and security systems. In all applications, the smaller 
packet sizes of ZigBee devices results in higher effective throughput values 
compared to other standards. 
ZigBee networks are primarily intended for low duty cycle sensor networks 
«1 %). A new network node may be recognized and associated in about 30 ms. 
Waking up a sleeping node takes about 15 ms, as does accessing a channel and 
transmitting data. ZigBee applications benefit from the ability to quickly attach 
information, detach, and go to deep sleep, which results in low power 
consumption and extended battery life. 
VI. SUMMARY 
This paper has combined the characteristics of the IEEE 802.15.4 
standard with the maturing ZigBee specification in defining the wireless profiles 
for low data rate monitoring and control applications. The capabilities of both will 
result in the availability of a technology tailored specifically for the low power, low 
cost, and low complexity applications in the industrial, residential, and home 
today and in the future. 
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PICDEMTM Z 
ZigBee™ Technology Demonstration Kit 
~ . 
Summary 
The PICDEMTM Z demonstlatlon board Is an easy-to-use 
ZlgBee TM Technology wireless communication protocol 
development and demonstration platform. The 
demonstlation kit Includes the ZigBee protocol stack and 
two PICDEM Z boards, each with an RF daughter card. 
The demonstration board Is also equipped with a &pIn 
modular connector to Interface directly with Microchip'S 
MPLABo ICD 2 In-circuit debugger (DV164005). With 
MPLAB ICD 2, the developer can reprogram or modify the 
PIC18 MCU Rash memory and develop and debug 
application code ali on the same platform. Microchip 
MPLAB IDE software Is available for download on the 
Microchip web site at no charge. 
Features 
Key features of the PICDEM Z Demonstration Board 
Include: 
• ZigBee software stack supporting RFD (Reduced 
Function Device), FFD (Full Function Device) and 
Coordinator 
• PIC18LF4620 MCU featuring nanoWatt 
Technology, 64 KB Rash memory and robust 
integrated peripherals 
• RF transceiver and antenna Interface via daughter 
card for flexibility 
• Supports 2.4 GHz frequency band via Chipcon 
CC2420 RF transceiver 
• ICSpTM and MPLAB ICD 2 Interface connector 
• R5-232 Interface 
• 9V DC to 3.3V DC regulator 
• Temperature sensor (Microchip TC77), LEDs and 
button switches to support demonstration 
Package Contents 
• Two PICDEM Z demonstlatlon boards each with an RF 
transceiver daughter card 
• ZigBee protocol stack source code (on CD ROM) 
• PICDEM Z User's Guide (on CD ROM) 
ZlgBee Protocol Stack Availability 
The ZigBee software stack Is available from Microchip 
under a nCH:ost license agreement. The source code and 
license are available for down load from the Microchip web 
site at www.mlcrochlp.com. 
Host System Requirements 
• PC{:ompatlble system with an Intel Pentlum" class or 
higher processor, or equivalent 
• A minimum of 32 MB RAM, 128 MB recommended 
• A minimum of 85 MB available hard disk space 
• Microsoft Windows· 98 Second Edition, Windows ME, 
Windows 2000 or Windows XP 
• CD ROM drive 
• One serial port 
~ 
MICROCHIP 
Development Systems 
Microchip Technology Incorporated 
" 
~ 
MIC:ROC:HIP PIC18F2525/2620/4525/4620 
28/40/44-Pin Enhanced Flash Microcontrollers with 
to-Bit AID and nanoWatt Technology 
Power Managed Modes: 
o Run: CPU on, peripherals on 
o Idle: CPU off, peripherals on 
o Sleep: CPU off, peripherals off 
o Idle mode currents down to 2.5 pA typical 
o Sleep mode current down to 100 nA typical 
o T1merl Oscillator. 1.8 pA, 32 kHz, 2V 
o Watchdog l1mer. 1.4 pA, 2V typical 
o Two-Speed Oscillator Start-up 
Flexible Oscillator Structure: 
o Four Crystal modes, up to 40 MHz 
o 4x Phase Lock Loop (PLL) - available for crystal 
and Intemal oscillators) 
o Two External RC modes, up to 4 MHz 
o Two External Clock modes, up to 40 MHz 
o Intemal oscillator block: 
- 8 user selectable frequencies, from 31 kHz to 
8MHz 
- Provides a complete range of clock speeds 
from 31 kHz to 32 MHz when used with PLL 
- User tunable to compensate for frequency drift 
o Secondary oscillator using T1merl @ 32 kHz 
o Fall-Safe Clock Monitor 
- Allows for safe shutdown W peripheral dock stops 
Peripheral Highlights: 
o Hlgh-current sink/source 25 mN25 mA 
o Three programmable extemallnterrupts 
o Four Input change Interrupts 
o Up to 2 CaptureJCompareJPWM (CCP) modules, 
one with Auto-Shutdown (28-pin devices) 
o Enhanced Capture/Compare/PWM (ECCP) 
module (40/44-pln devices only): 
- One, two or four PWM outputs 
- Selectable polarity 
- Programmable dead time 
- Auto-Shutdown and Auto-Restart 
Device 
Peripheral Highlights (Continued): 
o Master Synchronous Serial Port (MSSP) module 
supporting 3-wlre SPI'" (all 4 modes) and I'C'" 
Master and Slave modes 
o Enhanced Addressable USART module: 
- Supports RS-485, RS-232 and UN 1.2 
- RS-232 operation using Internal oscillator 
block (no external crystal required) 
- Auto-Wake-up on Start bit 
- Auto-Baud Detect 
o 10-blt, up to 13-channel Analog-to-Dlgltal 
Converter module (NO): 
- Auto-acquisition capability 
- Conversion available during Sleep 
o Dual analog comparators with Input multlplexing 
o Programmable 16-level High/Low-Voltage 
Detection (HLVD) module: 
- Supports Interrupt on HighILow-VoItage Detedlon 
Special Mlcrocontroller Features: 
o C complier optlmlzed architecture: 
- Optional extended Instruction set designed to 
optlmlze re-entrant code 
100,000 eraselwrlte cycle Enhanced Flash 
program memory typical 
1,000,000 eraseJwrlte cycle Data EEPROM 
memory typical 
FlashlData EEPROM Retention: 100 years typical 
Self-programmable under software control 
Priority levels for Interrupts 
8 x 8 Single Cyde Hardware Multiplier 
Extended Watchdog l1mer (WOT): 
- Programmable period from 4 ms to 131s 
Single-supply 5V In-Circuit Serial 
Programming'" (ICSP"') via two pins 
In-Circuit Debug (ICD) via two pins 
o Wide operating voltage range: 2.0V to 5.5V 
Programmable Brown-out Reset (BOR) with 
software enable option 
ccp/ I---.::::r.:"-:'-I 
ECCP M t SP1TM as er (PWM) t'C'" 
TImers 
Comp. a/16-blt 
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SOURCE FILE ORGANIZATION 
The Microchip Stack consists of multiple source files. 
For compatibility with other Microchip applications, files 
that are common to multiple application notes are 
stored In a single directory. ZigBee protocol Stack 
specific flies are stored In another directory. Each demo 
application Is stored In its own directory. Table 3 shows 
the directory structure: 
TABLE 3: SOURCE FILE DIRECTORY STRUCTURE 
Directory Name Contents 
Common Source files common to the Microchip Stack for the ZigBee ™ protocol and other Microchip 
application notes. 
DemoCoordinator Source code for a demonstration ZlgBee protocol coordinator application, plus a template 
for creating other ZigBee protocol coordinator applications. 
OemoRFD Source code for a demonstration ZigBee protocol RFD application, plus templates for 
creating other ZlgBee protocol RFD and FFD end device applications. 
DemoRouter Source code for a demonstration ZlgBee protocol router application, plus a template for 
creating other ZigBee protocol router applications. 
Documentation Microchip Stack for ZigBee protocol documentation. 
TempDemoCoord Source code for a demonstration ZlgBee protocol coordination application utilizing the 
PICDEMTM 2 Demonstration Board's temperature sensor. 
TempDemoRFD Source code for a demonstration ZigBee protocol RFD application utilizing the 
PICDEM 2 Demonstration Board's temperature sensor. 
ZigBeeStack Microchip Stack for the ZigBee protocol source files. 
The Stack files contain logic for all supported types of 
ZigBee protocol applications; however, only one set of 
logic will be enabled based on the preprocessor 
definitions In the zigbee.def file created by ZENA 
software. You may develop multiple ZlgBee protocol 
node applications using the common set of Stack 
source files, but Individual zigbee.def files. For 
example, each of the demonstration applications has 
Its own zigbee. def file (and myZigBee. c file) In Its 
respective directory. 
This approach allows the development of multiple 
applications using common source files and generates 
unique hex files depending on application-specific 
options. This approach requires that when compiling an 
application project, you provide search paths to Include 
!l files from the application. Common, and ZigBeeStack 
source directories. The demo application projects 
supplied with this application note Include the 
necessary search path information. 
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SOAP Version 1.2 Part 0: Primer 
W3C Recommendation 24 June 2003 
INTRODUCTION 
SOAP is fundamentally a stateless, one-way message exchange paradigm, 
but applications can create more complex interaction patterns (e.g., 
request/response, request/multiple responses, etc.) by combining such one-
way exchanges with features provided by an underlying protocol and/or 
application-specific information. SOAP is silent on the semantics of any 
application-specific data it conveys, as it is on issues such as the routing of 
SOAP messages, reliable data transfer, firewall traversal, etc. However, 
SOAP provides the framework by which application-specific information may 
be conveyed in an extensible manner. Also, SOAP provides a full description 
of the required actions taken by a SOAP node on receiving a SOAP message. 
A SOAP message is fundamentally a one-way transmission between SOAP 
nodes, from a SOAP sender to a SOAP receiver, but SOAP messages are 
expected to be combined by applications to implement more complex 
interaction patterns ranging from request/response to multiple, back-and-forth 
"conversational" exchanges. 
SOAP MESSAGES 
The SOAP message contains two SOAP-specific sub-elements within the 
overall env:Envelope, namely an env:Header and an env:Body as shown 
below 
<?xml version='l.O' ?> 
<env:Envelope xmlns:env=''http://www.w3.org/2003/05/soap-envelope''> 
<env:Header> 
</env:Header> 
<env:Body> 
</env:Body> 
</env:Envelope> 
A SOAP header is an extension mechanism that provides a way to pass 
information in SOAP messages that is not application payload. Such "control" 
information includes, for example, passing directives or contextual information 
related to the processing of the message. This allows a SOAP message to be 
extended in an application-specific manner. 
The SOAP body is the mandatory element within the SOAP env:Envelope, 
which implies that this is where the main end-to-end information conveyed in 
a SOAP message must be carried. This contains both the request of data as 
well as the response of data. 
1 
SOAP AND HTTP 
HITP has a well-known connection model and a message exchange pattern. 
The client identifies the server via a URI, connects to it using the underlying 
TCP/IP network, issues a HITP request message and receives a HITP 
response message over the same TCP connection. HITP implicitly correlates 
its request message with its response message; therefore, an application 
using this binding can chose to infer a correlation between a SOAP message 
sent in the body of a HITP request message and a SOAP message returned 
in the HITP response. Similarly, HITP identifies the server endpoint via a 
URI, the Request-URI, which can also serve as the identification of a SOAP 
node at the server. 
HITP allows for multiple intermediaries between the initial client and the 
origin server identified by the Request-URI, in which case the 
request/response model is a series of such pairs. 
SOAP makes use of two message exchange patterns that offer applications 
two ways of exchanging SOAP messages via HITP: 1) the use of the HITP 
POST method for conveying SOAP messages in the bodies of HITP request 
and response messages, and 2) the use of the HITP GET method in a HITP 
request to return a SOAP message in the body of a HITP response. The first 
usage pattern is the HTTP-specific instantiation of a binding feature called the 
SOAP reguest-response message exchange pattern, while the second uses a 
feature called the SOAP response message exchange pattern. 
The purpose of providing these two types of usages is to accommodate the 
two interaction paradigms which are well established on the World Wide Web. 
The first type of interaction allows for the use of data within the body of a 
HITP POST to create or modify the state of a resource identified by the URI 
to which the HITP request is destined. The second type of interaction pattern 
offers the ability to use a HITP GET request to obtain a representation of a 
resource without altering its state in any way. In the first case, the SOAP-
specific aspect of concern is that the body of the HITP POST request is a 
SOAP message which has to be processed (per the SOAP processing model) 
as a part of the application-specific processing required to conform to the 
POST semantics. In the second case, the typical usage that is foreseen is the 
case where the representation of the resource that is being requested is 
returned not as a HTML, or indeed a generic XML document, but as a SOAP 
message. That is, the HITP content type header of the response message 
identifies it as being of media type "application/soap+xml". 
An example of the SOAP request with HITP GET Request is shown below 
GET /travelcompany.example.org/reservations?code=FT35ZBQ HTTP/l.l 
Host: travelcompany.example.org 
Accept: text/html;q=O.5. application/soap+xml 
2 
An example of the SOAP request with HTTP POST Request is shown below 
POST /Reservations HTTP/!.! 
Host: travelcompany.example.org 
Content-Type: application/soap+xml; charset="utf-S" 
Content-Length: nnnn 
<?xml version='l.O' ?> 
<env:Envelope xmlns:env=''http://www.w3.org/2003/0S/soap-envelope'' > 
<env:Header> 
</env:Header> 
<env:Body> 
</env:Body> 
</env:Envelope> 
The SOAP response to these two messages is shown below 
HTTP/I.! 200 OK 
Content-Type: application/soap+xml; charset="utf-S" 
Content-Length: nnnn 
<?xrnl version='l.O' ?> 
<env:Envelope xmlns:env=''http://www.w3.org/2003/0S/soap-envelope''> 
<env:Header> 
</env:Header> 
<env:Body> 
</env:Body> 
</env:Envelope> 
3 
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1) The first publication is a conference paper. This paper was presented in the 7th 
Biennial ASME conference on Engineering System Design and Analysis. The 
conference was held from 19-22 July, 2004, in Manchester, UK. 
2) The second publication is also a conference paper. This paper was presented in the 
IEEE conference on Mechatronics and Robotics. The conference was held from 13-15 
Sep, 2004, in Aachen, Germany. 
3) The third publication is again a conference paper. This paper was presented in the 8th 
International Conference on Mechatronics Technology. The conference was held 
from 8-12 Nov, 2004, in Hanoi, Vietnam. 
4) The fourth pUblication is a journal paper. This paper was published in the Proceedings 
of IMechE Part I: Journal of Systems and Control Engineering. The paper was 
published in 2005, Vo!. 219, pp283-293 . 
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ABSTRACT 
Automated Condition Monitoring (ACM) has become a 
necessity for complex modem day systems. The advent and 
ever increasing popularity of Internet has given a new 
dimension to ACM. Many Internet Based Condition 
Monitoring (IBCM) solutions have since been implemented. 
There are many types of Industrial Networks that are used in 
the industry to implement ACM. The protocols and information 
sent through these networks are very different from one 
another. Sharing infonnation between industrial networks and 
presenting it for consolidated monitoring can be a daunting 
task. This paper describes -a novel way for extracting sensor 
information from different industrial networks into a single 
standard format using Extensible Markup Language (XML). 
Implementation of the solution with an Industrial Network, 
Controller Area Network (CAN), is also shown. The results 
demonstrate that by using this approach communication 
between automated systems and mechatronic devices will 
become more integrated, more efficient and less complex. 
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INTRODUCTION 
Condition Monitoring uses sensor readings to assess the 
condition of a system in order to avoid costly unscheduled 
breakdowns and to achieve optimum operating conditions. 
Initially Condition Monitoring was a manual process and was 
done by people by combining their senses and experience for 
the purpose. However. as the systems became more complex. 
ACM solutions were developed and implemented. ACM 
solutions help systems to [I) 
1. Increase safety, reliability and throughput and 
2. Decrease operating and maintenance costs 
Data acquisition for ACM started with analog systems. 
The emphasis was then shifted to digital systems. 
Programmable Logic Controllers (PLC), Distributed Control 
Systems (DCS), Data Acquisition (DAQ) boards and high· 
speed serial industrial networks were developed. The industrial 
networks provided various advantages over other data 
acquisition methods like 
1. Ease of connection and 
2. Plug & play capability 
These networks have since been continuously evolving and 
different networks have found their way in a particular field or 
Copyright © 2004 by ASME 
geography. An unfortunate consequence of this technological 
development is that there is no single standard to facilitate 
communication between these networks. 
There is a growing realization that there needs to be an 
open system that can at least communicate with these networks 
if not replace all of them as a single standard. IEBB defines an 
open system as one that has capabilities to provide 
interoperability between platfonns from multiple vendors. Such 
a system must be based on standards and should have 
specifications that are freely available to anyone interested in 
its implementation [2]. Some efforts have been made in this 
direction but they are either vendor specific or provide limited 
interoperability. This problem has become more important as 
wireless networks and smart sensor are finding their way in 
ACM. A typical ACM may consist of a number of different 
industrial networks. 
Because of this need a prominent and visible shift in the 
industry is the move towards open standards like TCPIlP, 
Linux and XML. Bthemet is fining its way into ACM and is 
being preferred because of its low implementation & 
connection costs, ease of use and openness. According to the 
Automatic Research Corporation (ARC), a highly reputed think 
tank and consulting group in the area of industrial automation, 
several commonly used networks are likely to be replaced by 
Bthemet in the next few years [3]. 
The Internet has got tremendous popularity because of the 
simplicity of its protocols [4]. IBCM has become a new 
realization and it is now possible to interconnect every 
computing device. An added advantage with IBCM from other 
ACM is that data from different locations can be accessed, 
analyzed and compared at a single location [5], thus greatly 
facilitating data fusion. IBCM has also been found to be more 
cost effective than other ACM solutions [6], especially in the 
situations where 
I. ACM is critical to the system 
2. System operates with a known fault 
3. System may operate beyond its original design and 
4. System is to be accessed remotely 
A typical IBCM based on the basic ACM and Control 
solution [7] is shown in Fig. 1. In some cases, it might be 
desirable to do signal processing and even post-processing on 
the local ACM before sending it through Internet 
Figure 1 
System 
INTERNET 
User tput r-l 
Data 
Anal sis 
A Typical Internet Based Condition 
Monitoring and Control System 
It is necessary that IBCM be responsive enough so that a 
clear idea about the condition of the system can be made. 
However, because of various inherent problems [8] Internet has 
still not been successfully used for real time and direct 
monitoring and control situations. These problems include 
1. Round trip delay 
2. Non-detenninistic response of Ethemet which induces 
variations in delay time. aJso called jitter and 
3. Loss of Bthemet packets during transmission 
This paper looks at a novel way to share and integrate data 
between different Industrial Networks using open standards. 
DATA INTEGRATION MODEL 
In the currently available solutions. protocol conversion 
routines or protocol conversion hardware is needed to share 
data between Industrial Networks. The complexity of the 
situation is clear from the diagram presented in Fig. 2. 
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Figure 2 
ETHERNET 
Present Scenario for Sharing Data between 
Different Industrial Networks 
An architecture is proposed for integrating infonnation 
between Industrial Networks especially for IBCM. This 
architecture is able to integrate infonnation from wired, 
wireless and smart sensor networks. Data from different 
networks is converted into a single standard :KW.. document. 
The architecture reduces the complexity of the currently 
available solutions, as shown in Fig. 3. It also provides a single 
standard fonnat to define sensors and their information. In this 
way applications have to cope with only one fonnat regardless 
of the network on which the sensors are located. 
CANbu. 
Figure 3 
aIhEN' wired, 
wireless and 
smart sensor 
--
Data Sharing Scenario with Proposed 
Architecture 
World Wide Web Consortium (W3C) [9], a group of 
around 400 member organizations from all over the world. is 
the organization that controls the development of Internet. The 
future architecture of the Internet, presented on their website, is 
built on XML. It became an official recommendation in 1998 
and is currently on the third edition of Version 1.0. All web 
browsers now support XML. In its broadest sense, XML, is a 
specification for. handling information. However, it is most 
suitable for exchange of data across the web and elsewhere. It 
is easy to learn and implement yet flexible enough to 
incorporate even the most complex applications. XML fulfills 
the goals of openness and interoperability. 
EXPERIMENTAL WORK 
The developed system involves the extraction of data from 
embedded sensors for IBCM solution. The data is sent via 
Internet to a centre, where it will be analyzed and a CBM 
strategy developed. The system being monitored is an Ingersoll 
Rand SSR M75 single stage rotary air compressor. 
Accelerometers and microphones are used as sensors to 
monitor the vibration of the system. The microphones are 
YOGA EM-012 electret type and have a frequency response 
range of 50Hz to 18kHz. This provides acoustic data for non-
contact based vibration analysis. For comparison with contact 
based vibration analysis, KISTLER 8630C50 pielObeam 
accelerometers with a frequency response range of 1Hz to 6kHz 
are used The purpose of using different types of sensors is to 
compare their performance and results. 
Rotating machinery has been one ofthe most sought after 
machines for ACM. Compressors comprise a major portion of 
rotating machinery. There are various types of compressors 
including reciprocating. centrifugal, seroIl and screw. However, 
rotary screw compressors are the most popular source for 
compressed air solution for industrial applications, because of 
its single compression concept [10]. 
After entering the chamber of the compressor, the air gets 
trapped between two rotating screws. As the screws rotate. the 
volume of the air is reduced and the pressure is increased to the 
required level. This mode of operation allows the rotary screw 
air compressor to operate at low temperatures. 
Several ACM techniques have been implemented on air 
compressors. These include vibration analysis. oil analysis, 
pressure monitoring. temperature monitoring, motor running 
current monitoring and air flow monitoring. Sensors like 
ultrasonic sensors. vibration sensors, displacement sensors, 
accelerometers and acoustic sensors have been used for these 
techniques. Particular sensors have to be instal1ed on a 
particular area of the compressor to get the desired sensor data. 
Locations including bearings, valves, pipes and power circuits 
are used for installing sensors. 
Vibration measurements are taken close to the main 
bearings or shafts of the motor and compressor drive line. The 
data can be used to detect faults like unbalance, misalignment, 
looseness, bearing problem etc. Each of these faults can be 
traced at a different frequency range. The most important 
aspect in the case of rotary screw compressor is to guard 
against bearing failure. There are twin bearings on the shaft 
ends of the compressor airend section. For vibration analysis 
these twin bearings are treated as a single bearing. The 
recommended locations for installing sensors to measure data 
for vibration analysis are shown by arrowheads in Fig. 4. 
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Figure 4 
Meshing S<:rewt 
Recommended Locations for Installing 
Vibration Monitoring Sensors 
The Ingersoli Rand rotary air compressor, used for ACM 
for this paper, supplies compressed air to a number of 
workshops that use compressed air tools. The workshops run 
different shifts and the load on the compressor varies frequently 
from no load to near maximum load. This situation requires that 
the compressor must be kept in running condition all the time 
and any problems should be dealt with before breakdown 
occurs. 
Accelerometers are attached pennanently on the 
compressor airend section using a stud. However, the 
microphones are fixed to the airend section with clamps. Both 
types of sensors were placed close to each other so that they 
would get data from the same location. The placement of the 
sensors is shown in S . 
... --.,~ 
Figure 5 Locations of Instalied Vibration 
Monitoring Sensor 
The developed IBCM architecture is based on a developer 
board by Axis Communication Sweden [11] called the Axis 
Developer Board LX. The board has embedded Linux OS and 
Ethernet connectivity. The board also has two RS232, two 
parallel and one RS485 interface. 
The sensor readings are, initially conditioned to logic 
levels of O·5V. The sensor data is then gathered by a 
PICI8F458 microcontrolier [12] based developer board, which 
has an NO converter. This developer board is developed by 
lensys Ltd [13] and is connected to CAN. Another similar 
developer board, also connected to CAN, receives the sensor 
data sent by the first evaluation board. This data is then sent to 
the Axis Developer board through RS232. The Axis board then 
converts the data into a standard XML document for 
transferring it across the Internet. The components of the 
system are presented in Fig. 6. 
MONITORED DATA 
Rotary AIr Compressor 
with Sensors 
PIC18F4S80eveloper 
Boerd. 
CANbU$ 
A,d.Oeyelope, 
Burd LX 
Figure 6 Components of the IBCM system 
The PIC18F458 based developer boards were used for 
data acquisition and CAN connectivity. The CAN frames 
received by the second developer board were passed on to the 
Axis developer board in the same format. A CAN transceiver 
and CAN protocol could have been implemented directly on the 
Axis developer board but the use of PICI8F458 developer 
boards reduced the development time. 
CAN was developed to enable robust serial 
communication. CAN links all the nodes of a system and 
enables them to communicate to one another. For 
communication CAN uses a data format in which a group of 
bytes are sent at one time. Every node listens to every CAN 
frame. There is an identifier field in every CAN frame that is 
used to assess if the message is to be accepted or rejected Only 
up to 8 data bytes per frame are allowed which makes it 
suitable for communication of small amounts of information. 
Complete details on the CAN protocol can be seen at [14]. 
The sensor information in the CAN frame is converted to 
a XML document. The XML document contains information 
about the sensor. Information like up-ta-date sensor value, 
maximum allowed sensor value, minimum allowed sensor 
value, location of the sensor, type of actuator to which sensor is 
attached etc. is included. 
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Various types of XML documents were created. One 
XML document only contains the sensor value. Such document 
was found to be suitable for maintenance engineers who are 
interested in troubleshooting the sensor. Another xtvIL 
document created contained decisions based on sensor values 
like whether sensor is working within acceptable range or not. 
This infonnation was found to be appropriate for supervisors 
who were only interested to know whether the system is 
working right or not. It was found that creating various XML 
documents was desirable. Based on the JP address, from where 
the request for information is coming from, appropriate XML 
document can be sent. This will ensure that minimum and only 
relevant information is sent across the Internet. 
In order to send the data through the Internet, two options 
were used. The Axis developer board has a web server, and an 
JP address, supporting COl. So the fIrst option was to create 
XML documents on the fly using COl program written in C. 
Dynamic data from the sensors was incorporated in the XML 
document using XSLT stylesheet. The second option used was 
the creation of TCP/IP sockets. The data, from the sensors, was 
saved on the remote computer for later analysis. 
RESULTS 
Fig. 7 presents an example of the data saved on the remote 
computer. The data was displayed using National Instrument 
Lab View software. 
Figure' A Snapshot of Monitored Raw Data from 
Vibration Monitoring Sensors 
The sensor data from different Industrial Networks can be 
processed in a similar way. All of this data would arrive at the 
remote computer in a single XML standard document. Analysis 
of the data will be presented later. 
CONCLUSIONS 
A novel method to extract data from Industrial Networks 
for ACM applications was presented. The proposal was 
implemented on an ACM system for a rotary screw air 
compressor. The IBCM system provided sensor data across the 
Internet. The results show that data from various industrial 
networks can be converted into the same XML standard. Such a 
system could also be implemented on a non-Internet based 
ACM solution. By having such a system a central data-
collection and analysis strategy can be easily implemented. 
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Abstract 
Heat Patches are finding an increased popularity as a 
drug free method of obtaining pain relief from muscle 
cramps, sprains, etc. It is clearly necessary for 
healthcare products to undergo some rigorous form of 
Quality Assurance testing. This paper describes such a 
QA system which can be sued to perform a variety of 
tests on sample products to examine the heat release 
patterns of Heat Patches over an extended period. The 
experimental apparatus may be controlled locally or 
remotely via Internet. The paper presents the rationale 
behind the system and presents typical results. 
1. Introduction 
Heat patches are gaining high reputation and becoming 
available worldwide in the international market. They 
are utilised to provide drug free pain relief by producing 
warmth which restores essential blood supply and 
removes cell waste. It is being used for the relief of 
many kinds of pain including arthritis, menstrual pains, 
circulation problems and sports injuries. Figure 1 
presents an example of the use of such heat patches. 
Heat patch 
Figure 1: Typical applications of heat patches. 
The reason for the popularity of these disposable, self-
heating patches is that they do not involve the use if 
drugs and the thin, flexible design allows the user to 
wear them comfortably and discreetly beneath their 
clothes whilst continuing with everyday activities. 
The self-heated patches are made possible through an 
exothermic chemical reaction. This heat patch includes 
basically an air-permeable sheet-like bag containing an 
exothermic agent. The exothennic agent contains iron 
powder of 30 to 50 wt. %, active carbon, vermiculite, 
NaCl, and water of20 to 24 wt.%. [I]. 
It is important to provide a Quality Assurance (QA) 
system for testing the quality and consistency of the 
heat patches to provide the essential heat level for 
customers without compromising the safety of their skin 
due to possible irregularities of heat patterns. lensys 
Ltd with collaborative work with the Mechatronics 
research centre at Loughborough University have 
produced a novel system for testing heat patches and 
provide the necessary data for the manufacturer or the 
distributor to precisely characterise the performance of 
their products. 
2. Monitoring & Control via Internet 
Internet Based Condition Monitoring and Control 
(IBCMC) is a new dimension of Automated Condition 
Monitoring and Control (ACMC). With IBCMC we can 
send and receive data from anYWhere, anytirne. All of 
this data can be accessed and processed at a single 
location, thus greatly improving data fusion. 
There are three main types oflBCMC methods 
1. Direct Method. 
2. Supervisory Method. This can either be user 
requirement based or event based. 
3. Job Scheduling Method. 
The direct method requires a system to be monitored 
and controlled in real-time. For such a method the 
system should be responsive enough so that the 
condition of the machine as well as the control can be 
completed within the closed loop control time. A very 
consistent and deterministic control loop time is, 
therefore, required. The problem with Internet is that it 
has a non-deterministic response time due to various 
inherent reasons including packet loss, packet re-
transmission, different route for every transmission, 
packet collision etc. Due to this non-deterministic 
response Internet cannot be used for systems where the 
control loop time is less than the expected maximum 
Internet delay time, as it will make the system unstable. 
There is another aspect to the direct method and that is 
the use of either Transport Control Protocol (TCP) or 
Vser Datagram Protocol (VDP) to transmit and receive 
the data over the Internet. TCP is a connection based, 
reliable way of sending information via the Internet. 
Any information that is lost is re-sent. This is 
undesirable in for real-time systems as if the 
information is not received in time there is no need to 
re-send it, as the time for receiving that particular 
information has already passed. The time for sending 
new information has now arrived. Another problem with 
TCP is that the data might be received out of sequence. 
This is where VDP comes in. VDP is a non-connection 
based, non-guaranteed way of sending information. In 
VDP data is sent but no effort is made to check if the 
data reached its destination or not. This makes VDP 
transmission faster than TCP transmission. With VDP 
data is also received in sequence. Because of this UDP 
is preferred for control information in fast response real-
time systems while TCP is the preferred choice for slow 
response systems. The system should also have enough 
local intelligence so that it could, at least, handle 
emergency situations. 
Keeping this fact in mind the supervisory method was 
developed. This is the preferred method used in IBCMC 
systems is the supervisory method. The supervisory 
method requires that the system should have enough 
local intelligence to handle emergency situations or 
perform some basic tasks. Whenever the system comes 
across a situation, in which, it does not know what to do 
it sends a message via the Internet to the user to help it 
out. The user then sends it information that it can use to 
negotiate this situation. This is referred to as event-
based supervisory control. If the local controller is a 
knowledge-based control then it can learn from the user 
input. Such a control will not require user input the next 
time it comes across the same situation. 
In the user requirement based supervisory method the 
user sends required command to the local controller. 
The local controller then manages the system to achieve 
the target. In the job scheduling method the user can 
teach the local controller to perform a task by sending it 
a sequence of commands. The local controller then uses 
the local intelligence to perform those tasks. 
Bearing in mind the diversity of methods it was decided 
to implement the user requirement based supervisory 
method and the direct method. The direct method was 
used because the heat patch system is a slow response 
system and Internet delay will not have any affect on the 
control. This will also help in implementing various 
control strategies. The supervisory method was 
implemented so that the control can be left to the local 
controller in case the controller performing direct 
control needs to be freed for other processes. 
3. System Architecture 
The test system for heat patches with all the system 
components for Internet based monitoring and control is 
shown in Figure 2. The main components of the system 
include the following 
I. A controlled heating system to raise the 
temperature to representative initial skin 
temperature 
2. A micro controller board to monitor the temperature 
and humidity for controlling the temperatures to 
better than O's°C 
3. A developer board for intemet connectivity 
4. A PC with MATLAB & internet connectivity for 
data acquisition and control 
< MONITORED OAT~ 
Computer wl MATLAB 
Controlled EnYiromlent 
Hell PlIch 
CONTROl SIGNALS 
===:> 
INTERNET 
lensys 
MJcrocontroller Board 
AmbienITemepnI ...... =====t=~ Hu idity • 
Figure 2: Schematic of the Internet based monitoring 
and control system. 
4. Local Controller 
The controller used in this instance was a General 
Purpose Controller A03060 I, provided by lensys 
(Intelligent Engineering Systems) Lld [2]. The 
controller has a PlC 18F458 micro-controller [3] with 
on board RS232, CANBus and a Dallas" I wire bus 
with a DS2438Z [4] battery monitoring chip providing a 
unique device address. The controller is shown in 
Figure 3. The PlC 18F458 micro-controller is used in 
the lensys board of its capabilities and cost. It has up to 
8 channels of IO-bit AID conversion, and it complies 
with ISO CAN Conformance Test. The lensys 
controller monitors the surface temperature of the 
simulated skin in two places (resolving to 1116 0c) and 
applies PWM control to a Hyco resistive heating pad .. It 
also monitors the temperature of the skin/device 
interface (a grid pattern of 3 x 3 sensors - see Figure 4). 
, 
It also monitors the temperature and humidity of the 
controlled environment. With other sensors used for 
safety purposes this gives a requirement of 13 
temperature sensors (Dallas Semiconductor OS I 8S20 
[5]) and Humidity (Honeywell HIH-36IO [6]). 
Figure 3: Iensys GP Controller Board 
5. Internet Interface Board 
For Internet connectivity a developer board called the 
Axis Developer Board 82 by Axis Communications 
Sweden [7) is used. The board has an embedded Linux 
OS and Ethernet connectivity. The board also comprises 
of two RS232, two parallel and one RS485 interface. 
The board is shown Figure 5. The Axis developer board 
also has a web server and an IP address. The web server 
supports CGI (Common Gateway Interface) for 
incorporating dynamic data. 
The request for sensor data is received through Internet 
by a CGI program written in C. An XML document is 
created on the fly. Dynamic data from the sensors, 
attached to the micro-controller board, is received 
through the RS232. This data is then incorporated in the 
XML document. The XML document contains 
information for every sensor including current sensor 
value, maximum allowed sensor value, minimum 
allowed sensor value, location of the sensor, type of 
actuatorldevice to which sensor is attached. This 
document is then sent to the user for further processing. 
The control signals are also received through Internet by 
the CGI program. These signals contain the target 
temperature value andlor the target PWM value 
according to the method of control being used. These 
values are then sent to the micro-controller board for 
appropriate action. 
Figure 5: Axis Communications Type 82 Dev Board 
6. Data Acq uisition Software 
The Data Acquisition software is written in MATLAB. 
It is designed to control the test system by either using 
the control strategy on the micro-controller board or 
using the one implemented in MATLAB. Control 
signals, depending on the control method selected, are 
sent to the developer board through Internet. The 
software also captures all the necessary data from the 
heat patch test system via Internet, for both of the 
control strategies. 
The data acquisition software has the following 
specifications 
1. Graphical presentation of the captured data 
2. Automatic saving of captured data 
3. The option to change the target skin temperature 
4. The possibility to change sampling period 
5. The option to switch between MA TLAB based and 
micro-controller based control strategy 
6. Error messages regarding the test system and the 
data acquisition and control process 
7. Status messages regarding the test system and the 
data acquisition and control process 
8. The option to start and stop the data acquisition 
process as required 
In addition to the various temperatures used for safety 
and control purposes, the system also provides dynamic 
infra-red imaging of the heat patch [8). 
7. Results 
Tests were carried out by using both the MA TLAB and 
the local controller based control strategy. Both the 
control strategies were kept similar in order to compare 
the two as well as to assess the impact ofInternet. The 
time period for the capture of data, in both methods, was 
set to 5sec. 
During the local controller based strategy the data 
acquisition software sends the desired temperature set 
point (in O.5·C units) to the Axis developer board. This 
board then sends the value to the controller via RS232. 
The controller then uses the control strategy 
implemented on it. The control strategy calculates the 
desired value of PWM. This PWM value is then sent to 
the heating pad to move the test platens to the desired 
temperature. When the system is thermally stable the 
software informs the user that a heat patch can now be 
loaded. At this point the test for heat patch is initiated. 
This test lasts for 6 to 12 hours. 
With the MA TLAB based control the desired 
temperature set point (again in O.5·C units) is sent to the 
MA TLAB based control strategy. This control strategy 
calculates the PWM value. The PWM value is sent to 
the Axis developer board. This board then sends the 
PWM value to the local controller via RS232. The value 
is eventually sent to the heating pad to achieve the 
desired temperature. Again, when the system is 
thermally stable the control informs the user to load the 
test heat patch. After this the test continues for the same 
amount of time. 
The test rig was calibrated against a type K 
thermocouple system to 0.1 ·C. The surface 
temperature was successfully controlled to within 0.25 
·C for both remote and local control strategies. A 
typical result from the IRISYS (9) Infra Red imager is 
shown in Figure 6. 
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Figure 6: Test Result from IR Imager 
The top graph of Figure 7 presents the average 
temperature of the heat patch measured using the 
infrared imager. The bottom graph represents the 
contact temperature between the skin and the patch 
using the central embedded temperature sensor. In order 
to represent the difference in temperature between 
different areas of a heat patch, Figure 8 presents the 
standard deviations of the same test. Notice that at the 
end of the life of the patch, the edges start cooling down 
faster than the central areas and that causes the standard 
deviations to increase. 
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Figure 7: Examples of Test Results 
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Figure 8: The standard deviations of a heat patch during 
testing. 
Figure 9 presents snap shots of the animation that can 
be produced by the analysis software for qualitative 
analysis. Figure 9-a presents the heat patch in the initial 
heating process, Figure 9-b, presents the heat patch 
almost at the end of its operating life and Figure 9-c 
presents the heat patch after the cooling down process. 
The Heat Patch Monitoring System is found very useful 
in detecting normal heat patches from ones with 
inefficient performance. Figure 10 present a normal 
patch when tested in the monitoring system. Figure 11 
present a heat patch with localised inactive region. 
Figure 12 presents a heat patch with localised warm 
temperature. 
8. Discussion 
The heat patch monitoring system was found useful in 
acquiring the data that would be helpful in assessing the 
performance of heat patches. The data from all the 
temperature sensors can be used for statistical analysis 
for performance characterisation of heat patches. 
Implementing the monitoring and control of heat 
patches over Internet proved very successful. This will 
enable the manufacturers to test their patches remotely, 
as well as to test their own control strategies. 
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The similarity in the result of both controllers is 
basically due to the fact that the system does not have a 
fast response and, therefore, the variable Internet delay 
has no effect on the control strategy. 
The analysis software has worked well in practice being 
able to identify heat patch deficiencies such as uneven 
heat patterns with localised cool or hot spots. 
9. Conclusion 
The heat patch monitoring system described in the paper 
has worked very well. The temperature of the platens is 
able to be maintained to within +/- 0.25 ·C. 
Temperature monitoring via OSI8S20 temperature 
sensors and an infra-red multi point radiometer has 
proved highly successful with strongly repeatable 
results. 
Figure 11: localised cool area. 
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Figure 12: localised warm area. 
The control strategy for internet use with the ability to 
switch between a remote and local controller on demand 
has proved most efficacious. 
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Abstract - Heat Patches 8fe becoming Increasingly popular 
because of their selr-heating property. They are being used to 
provide drug free relief from many kinds of pain. Due to the 
nature of the beat patches it Is essential to provide a Quality 
Assurance (QA) system for their testing. This paper describes 
the design of such a system. It also details the experimental 
work performed by using this system to study the thermal 
behaviour of beat patches. The study was conducted by 
implementing similar control strategies locally as well as via the 
Internet. The Internet has found its way Into Automated 
Condition Monitoring & Control and Is preferred because of its 
low implementation & connection costs, ease of use and 
openness. However, time critical systems are not implemented 
using the Ioternet due to unpredicted transmission delays. This 
paper also presents the comparison between the local and 
Internet based control strategies, for the heat patch QA system, 
in order to look at the impact of Internet on these strategies. 
1. INTRODUCTION 
Heat has been used by mankind as a treatment for pain for 
a very long time. Putting something warm on the affected 
area relaxes the muscles and increases the blood flow. This 
helps in easing the pain. The increased blood flow also 
removes cell waste and helps the heat to travel beyond the 
applied area giving a general sense of relaxation. 
Warm clothes, hot water bottles, ointments, electric heat 
.. - patches and some other methods are used to provide heat to 
the affected area. However, these methods are not popular 
because of various reasons including the following 
I. Require frequent application and hence user attention 
2. Restrict the user to a constrained environment as they 
require continuous supply of resources such as electricity 
and hot water 
The recent design of heat patch has eliminated all of these 
problems. The main aspect of this design is the self-heating 
property of the patches. This self-heating is provided through 
a chemical reaction. All of the chemical ingredients for the 
chemical reaction are stored inside an air-permeable bag. The 
patches are very slim, flexible, light-weight and economical. 
The heat patch stays on the place where it is attached because 
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of the adhesive provided on one of its sides. This allows the 
user to keep up with his or her daily life while treating the 
effected area at the same time. 
The self-heating of the patches takes place because of an 
exothermic chemical reaction. The main chemicals for the 
reaction include iron powder, water, vermiculite, NaCI and 
activated carbon [I). Once the patch is taken out of the 
packing, air enters the air-permeable bag and makes contact 
with the chemicals. These chemicals react with the oxygen in 
the air and the exothermic chemical reaction starts. It takes 
around 20min for the reaction to provide the maximum low-
level heat (approx. 3S°C). Once this value is reached, it is 
steadily supplied for 6 to 12 hours. The patch is then thrown 
away. 
Heat Patches are used to relieve the user from a variety of 
pains including back pain, neck pain, abdominal pain, 
menstrual pain, arthritis etc. Some other conditions like 
stiffuess, sports injuries and circulation problems can also be 
treated by heat patches. Fig.1 shows the heat patch applied 
on the upper arm of a user. 
Fig. I. A typical application of the heat patch. 
It is very important to maintain the heat level provided by 
the heat patch as irregularities can be unsafe for the skin of 
the user. It is, therefore, essential to provide a system that can 
be used for testing the quality and consistency of the heat 
patches. Iensys Lld in collaboration with the Mechatronics 
Research Centre at Loughborough University have come up 
with a novel design for testing the heat patches. This will 
help in providing the data necessary to assess the 
performance of a heat patch. 
As stated earlier the heat patch test system will be used to 
test the heat patches. Since the heat patches are applied on 
the skin, which has an average temperature of around 33'C, 
the skin simulator in the test system must also be maintained 
at this temperature. A tolerance of a maximum of O.S'C is 
allowed. A control strategy will keep the simulated skin 
temperature within this tolerance. This control strategy is 
implemented locally as well as via the Internet. The Intemet 
aspect will be especially useful for companies that want to 
use this test system, remotely, to assess the performance of 
their products. Once the skin temperature is maintained the 
heat patch will be put into the system. The heat patch, being 
at higher temperature i.e. 38'C, will start transferring heat to 
the simulated skin. This will increase the temperature of the 
simulated skin. However, the control strategy will bring the 
temperature of the simulated skin back to around 33'C and 
within the required tolerance. 
2. MONITORING & CONTROL VIA THE INTERNET 
Intemet has grown phenomenally during the past few 
years. This popularity of Internet has been mainly due to 
several reasons including the low implementation & 
connection costs, ease of use and openness. 
Internet Based Condition Monitoring and Control 
(IBCMC) is the new dimension of Automated Condition 
Monitoring and Control (ACMC). With IBCMC we can send 
and receive data from anywhere, anytime. All of this data can 
be accessed and processed at a single location, thus greatly 
improving data fusion. 
There are three main types of IBCMC methods 
I. Direct Method. 
2. Supervisory Method. This can either be user requirement 
based or event based. 
3. Job Scheduling Method. 
The direct method requires a system to be monitored & 
controlled in real-time. For such a method the system should 
be responsive enough so that the condition of the machine as 
well as the control can be completed within the closed loop 
control time. A very consistent and deterministic control loop 
time is, therefore, required. The problem with Internet is that 
it has a non-deterministic response time due to various 
inherent reasons including packet loss, packet re-
transmission, different route for every transmission, packet 
collision etc. Due to this non-deterministic response Intemet 
cannot be used for systems where the control loop time is 
less than the expected maximum Internet delay time, as it 
will make the system unstable. 
There is another aspect to the direct method and that is the 
use of either Transport Control Protocol (TCP) or User 
Datagram Protocol (UDP) to transmit and receive the data 
over the Internet. TCP is a connection based, reliable way of 
sending information via the Internet. Any information that is 
lost is re-sent. This is undesirable in for real-time systems as 
if the information is not received in time there is no need to 
re-send it, as the time for receiving that particular 
information has already passed. The time for sending new 
information has now arrived. Another problem with TCP is 
that the data might be received out of sequence. 
This is where UDP comes in. UDP is a non-connection 
based, non-guaranteed way of sending information. In UDP 
data is sent but no effort is made to check if the data reached 
its destination or not. This makes UDP transmission faster 
than TCP transmission. With UDP data is also received in 
sequence. 
Because of this UDP is preferred for control information in 
fast response real-time systems while TCP is the preferred 
choice for slow response systems. The system should also 
have enough local intelligence so that it could, at least, 
handle emergency situations. 
Keeping this fact in mind the supervisory method was 
developed. This is the preferred method used in IBCMC 
systems is the supervisory method. The supervisory method 
requires that the system should have enough local 
intelligence to handle emergency situations or perform some 
basic tasks. Whenever the system comes across a situation, in 
which, it does not know what to do it sends a message via the 
Internet to the user to help it out. The user then sends it 
information that it can use to negotiate this situation. This is 
referred to as event-based supervisory control. If the local 
controller is a knowledge-based control then it can learn from 
the user input. Such a control will not require user input the 
next time it comes across the same situation. 
In user requirement based supervisory method the user 
sends required command to the local controller. The local 
controller then manages the system to achieve the target. 
In job scheduling method the user can teach the local 
controller to perform a task by sending it a sequence of 
commands. The local controller then uses the local 
intelligence to perform those tasks. 
Keeping in view the diversity of methods we decided to 
implement user requirement based supervisory method and 
the direct method. The direct method was used because the 
heat patch system is a slow response system and Internet 
delay will not have any affect on the control. This will also 
help in implementing various control strategies. The 
supervisory method was implemented so that the control can 
be left to the local controller in case the controller 
perfonning direct control needs to be freed for other 
processes. 
3. THE OVERALL SYSTEM 
The test system for heat patches with all the system 
components for Internet based monitoring and control is 
shown in Fig. 2. The main components of the system include 
the following 
1. A controlled heating system to raise the temperature to 
representative initial skin temperature 
2. A microcontroller board to monitor the temperature and 
humidity for controlling the temperatures to better than 
O.5°C 
3. A developer board for internet connectivity 
4. A PC with MATLAB & internet connectivity for data 
acquisition and control 
4. THE MICRO-CONTROLLER BOARD 
The micro·controller board used is a General Purpose 
micro-controller Board A03060I by Iensys (Intelligent 
Engineering Systems) Lld [3]. The board is based on a 
Microchip PICI8F458 microcontroller [4]. It has 8 analogue 
input channels and a 10-bit resolution AID converter. 
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Fig. 2. Schematic of the Internet based monitoring and 
control system. 
The controller has CAN support as well which complies 
with the ISO CAN confonnance test. The board has RS232 
support and Dallas® 1 wire bus with embedded DS2438Z [5] 
battery monitoring chip. This chip is used for monitoring 
board temperature, DC input voltage to the board and the 
regulated DC voltage for self-diagnosis purposes. The board 
is shown in Fig. 3. 
The heat patch test system is placed in a temperature and 
humidity controlled environment. The system has a 
simulated skin surface. The controller monitors the simulated 
skin temperature in two places and resolves it to 111 6°C. The 
average of these two temperatures is referred to as the actual 
temperature of the skin. If the temperature difference 
between the two is large an error signal is generated. The 
temperature of the simulated skin is brought to the required 
skin temperature by sending appropriate PWM values to a 
Hyco resistive heating pad. 
The system monitors the humidity (using Honeywell HIH-
3610 [7] humidity sensor) and the temperature of the 
controlled environment as well as the temperature of the 
skin/heat patch interface (a grid of 3x3 temperature sensors) 
using Dallas Semiconductor DSI8S20 [6] 1 wire bus 
temperature sensors. The controller converts all the 
temperature and humidity readings simultaneously. 
The heat patch test system can be controlled in two ways 
by sending the appropriate command through the RS232 
interface. . 
If the desired temperature value is sent to the controller, 
along with the instruction for the local controller to take over, 
then the control strategy implemented on the controller takes 
over. This strategy calculates the PWM value for the heating 
element in order to keep the actual temperature as close to 
the desired temperature as possible. 
Fig. 3. The Jensys A030601 micro-controller board. 
The second method to control the system is to send PWM 
values to it, along with the instruction to the local controller 
that the control values will be sent via RS232. The PWM 
values are based on the desired and actual temperature 
readings. By using this method different control strategies 
can be implemented. 
The controller can be programmed and debugged by using 
a Microchip ICD2 (In-Circuit Debugger). The development 
environment used for programming and debugging is the 
Microchip MPLAB and assembly language. 
5. THE DEVELOPER BOARD 
For Internet connectivity a developer board called the Axis 
Developer Board LX by Axis Communications Sweden [8] is 
used. The board has an embedded Linux OS and Ethemet 
connectivity. The board also comprises of two RS232, two 
parallel and one RS48S interface. The board is shown Fig.4. 
The Axis developer board also has a web server and an IP 
address. The web server supports CGI (Common Gateway 
Interface) for incorporating dynamic data. 
The request for sensor data is received through Internet by 
a CGI program written in C. An XML document is created 
on the fly. Dynamic data from the sensors, attached to the 
micro-controller board, is received through the RS232. This 
data is then incorporated in the XML document. 
The XML document contains information for every sensor 
including current sensor value, maximum allowed sensor 
value, minimum allowed sensor va1ue, location of the sensor, 
type of actuator/device to which sensor is attached. This 
document is then sent to the user for further processing. 
The control siguals are also received through Internet by 
the CGI program. These signals contain the target 
temperature value and/or the target PWM value according to 
the method of control being used. These values are then sent 
to the micro-controller board for appropriate action. 
6. THE DATA ACQUISITION SOFTWARE 
The Data Acquisition software is written in MA TLAB. It 
-, is designed to control the test system by either using the 
control strategy on the micro-controller board or using the 
one implemented in MA TLAB. Control signals, depending 
on the control method selected, are sent to the developer 
board through Internet. 
The software also captures all the necessary data from the 
heat patch test system via Internet, for both of the control 
strategies. Fig.S shows the GUI of a simple data acquisition 
software. The GUI shows the local controller maintaining the 
actual temperature close to the desired temperature. 
Fig.4. Axis Developer Board LX. 
The data acquisition software has the following 
specifications 
I. Graphical presentation of the captured data 
2. Automatic saving of captured data 
3. The option to change the target skin temperature 
4. The possibility to change sampling period 
S. The option to switch between MATLAB based and 
micro-controller based control strategy 
6. Error messages regarding the test system and the data 
acquisition and control process 
7. Status messages regarding the test system and the data 
acquisition and control process 
8. The option to start and stop the data acquisition process 
as required 
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Fig.S. The Data Acquisition Software 
7. THE RESULTS 
Tests were carried out by using both the MATLAB and the 
local controller based control strategy. Both the control 
strategies were kept similar in order to compare the two as 
well as to assess the impact of Internet. The time period for 
the capture of data, in both methods, was set to Ssec. 
During the local controIler based strategy the data 
acquisition software sends the desired temperature set point 
(in OSC units) to the Axis developer board. This board then 
sends the value to the controller via RS232. The controller 
then uses the control strategy implemented on it. The control 
strategy calculates the desired value of PWM. This PWM 
value is then sent to the heating pad to move the test platens 
to the desired temperature. When the system is thermally 
stable the software informs the user that a heat patch can now 
be loaded. At this point the test for heat patch is initiated. 
This test lasts for 6 to 12 hours. 
With the MA TLAB based control the desired temperature 
set point (again in O.soC units) is sent to the MATLAB based 
control strategy. This control strategy calculates the PWM 
value. The PWM value is sent to the Axis developer board. 
This board then sends the PWM value to the local controller 
via RS232. The value is eventually sent to the heating pad to 
achieve the desired temperature. Again, when the system is 
thermally stable the control informs the user to load the test 
heat patch. After this the test continues for the same amount 
oftime. 
Fig.6 presents a graph with the desired temperature as well 
as the result of both the control strategies. The desired 
temperature is visible by the straight horizontal line. It can be 
seen that both the controllers performed nearly similar. Both 
the strategies successfully maintained the simulated skin 
temperature to within O.4°C of the desired temperature, 
which was better than the required tolerance ofO.SoC. 
8. DISCUSSION 
The heat patch monitoring system was found useful in 
acquiring the data that would be helpful in assessing the 
performance of heat patches. The data from all the 
temperature sensors can be used for statistical analysis for 
performance characterisation of heat patches. 
Implementing the monitoring and control of heat patches 
over lntemet proved very successful. This will enable the 
manufacturers to test their patches remotely, as weIl as to test 
their own control strategies. 
The similarity in the result of both controllers is basically 
due to the fact that the system does not have a fast response 
and, therefore, the variable Internet delay has no effect on the 
control strategy. 
Fig.6. Example of Test Result 
The test system can be configured according to the heat 
patch size as well as its expected characteristics. 
9. CONCLUSIONS 
The heat patch test system performed to a very high 
accuracy. Both the control methods proved to be reliable and 
simple to program. MATLAB was found to be very 
appropriate for Internet based monitoring and control. 
In short, the heat patch test system, proved to a reliable 
system for manufacturers of heat patches in order to assess 
the performance of their products. 
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Abstract: In engineering. combining a number of solutions and technologies can result in more 
effective systems than using only one approach on its own. In particular. it has been shown that in 
condition monitoring (CM). smarter maintenance systems may be obtained by integrating various 
sensors together. This paper extends this idea by integrating various non-homogeneous technologies 
horizontally. The proposed system is an internet-based condition monitoring (e-CM) prototype that 
can identify abnormal tension in moving belts. It is shown that by applying a classification technique. 
known as novelty detection. it is possible to decide the status of belt tension by processing the 
belt vibration signals from an optical sensor (Le. an indirect sensing approach). A novel method for 
industrial network communication using XML to create a single standard format for sensor information 
is also used to link the sensor to the process controller via the internet using the flexible CAN bus 
technology; this is used together with low-cost microcontrollers with a built-in ethemet link for data 
acquisition and transmission. The resulting integrated approach is more efficient because: (a) it can 
reduce waste by minimizing process interruptions caused by direct belt inspection methods while 
obtaining high detection accuracy (99.67 per cent) and (b) it can provide on-line remote CM that is 
cost-effective. simple. standardized. and scalable across a wide area and for a relatively large number 
of sensors. This improvement is especially important when applied to bottleneck processes and critical 
components. 
Keywords: condition monitoring. indirect sensing. novelty detection. belt, XML 
1 INTRODUCTION 
The fierce competition to gain secure and stable 
market positions is the driving force behind the move 
for lower costs. faster and more stringent control. 
and minimization of human operator involvement. 
This phenomenon is ever more present in all types 
of industry. including manufacturing as well as the 
service sector. 
Royal Mail. which is one of the largest service pro-
viders in the United Kingdom. is no exception to the 
above observation. The importance of prompt delivery 
of mail items (letters and parcels alike) dictates that 
all operations including the automated mail sorting 
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plants maintain reliable and uninterrupted process 
runs. This is especially true during the peak times 
when the volume of mail to be processed is so high 
that process delays can result in severe delivery delays. 
increased mail backlogs. and associated redistribution 
and reprocessing costs. and occasionally high fines 
imposable by the government-appointed regulating 
bodies. 
In most of the mail sorting centres (a total of 75 
such centres throughout the UI<) there are a number 
of different types of automated mail processing 
machinery. In particular. one group of these machines. 
i.e. the integrated mail processing (IMP) units. can 
process up to 40000 letters per hour each. Typically. 
most mail centres have two or three IMPs, each of 
which consists of approximately 700 rolling element 
bearings and 300 conveyor belts of different sizes and 
specifications (e.g. see Fig. 1). The importance of 
reliable belts and bearings operation is even easier 
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Fig. 1 Extensive deployment of rolling element bear· 
ings and belts for transporting mail items within 
the processing machinery 
to understand if the above component figures are 
scaled up to cover the entire set of mail sorting plants 
nationally in the UK. 
A belt·based motion transmission system possesses 
a number of possible failure modes. These include 
wear or contamination of the surface of the belt 
Oeading to slippage and reduced power transmission 
capacity), tension layer faults (such as non·uniformity 
of elastic modulus and non· uniformity of tension 
distribution). the embedment or adhesion of an 
object on the belt surfaces. and pulley misalignment. 
Previous studies of belt faults have shown that 
belt failure modes affect the characteristics of belt 
vibration. It has been shown that changes in the 
Fourier decomposition of belt vibration occur in 
response to an increase in slippage [IJ. Belt joints 
and other forms of tension layer non· uniformity 
affect characteristics of belt vibration [2-4J. In refer· 
ence [5J the focus of study consists of the effect on 
the characteristics of belt vibration of the presence 
of an object. in the form of a weld. on the layer of a 
metal belt that contacts the system pulleys. It has 
been, shown that all the failure modes mentioned 
affected vibration on a pulley mounting [6J. Since 
coupling mechanisms between pulley mountings 
and belts exist. then the work referred to also pro· 
vides additional evidence that various belt fault 
modes affect belt vibration. 
Condition monitoring (CM) diagnoses faults by 
continuously obtaining and analysing signals from 
a process. CM. in general. has been identified as 
an effective maintenance strategy for Royal Mail's 
Proc. IMechE Vol. 219 Part I: J. Systems and Control Engineering 
automated mail processing plants as it can provide 
machine fault information. either in advance or 
before a machine or its components reach critical 
conditions. in order to allow timely and appropriate 
maintenance actions to be taken [7J. In particular. 
efficient and effective monitoring of the moving belts 
is one of the several vital routes of implementing a 
CM strategy at Royal Mail. This study focuses on the 
CM of belts with respect to their tension variations. 
Engineering and science are evolving in all 
directions. As in most areas of engineering. new 
techniques for condition monitoring are emerging 
and it is difficult to keep abreast of all these develop· 
ments. Many agencies have been active in committing 
personnel and financial resources in programmes to 
develop better and smarter diagnostic systems in 
order to monitor process deterioration and predict 
its failure [8J. Combining a number of solutions 
and technologies can often result in more effective 
systems compared with situations when only one 
approach is used on its own in order to improve 
an existing system. In particular. it has been shown 
that in CM. smarter maintenance systems may be 
obtained by integrating various sensors together 
(see. for example references [9J and [10]). This 
paper extends this idea by integrating various non· 
homogeneous technologies horizontally in order to 
achieve smarter CM. 
It is shown here that by intelligently combining a 
number of different techniques. e.g. novelty detection 
for data modelling. with some of the evolving tech· 
nologies such as the internet. together with the exist· 
ing condition monitoring methods (e.g. belt vibration 
measurement). a smarter maintenance system can be 
obtained. The resulting system will be more efficient 
and flexible than the ones obtained through the 
prevailingly isolated introduction of new approaches 
to CM. 
2 DETECTING CHANGES IN BELT TENSION 
2.1 Belt tension measurements 
The tension in the spans of a stationary belt (known 
as 'the initial tension') is an important factor when 
designing and maintaining belt drives. If the initial 
tension is too high then components connected 
to the drive may be damaged due to exposure to 
excessive stress (11). If the initial tension Is too low 
then this limits the maximum power that can be 
transmitted by a belt drive, which may lead to 
the occurrence of excessive slippage (12). Slippage 
accelerates belt surface wear and also affects the 
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energy efficiency of the belt drive. In order to execute 
the condition-based maintenance of belt drives. it is 
necessary that non-negligible changes in belt-drive 
variables. such as the initial tension. are detectable. 
Once such changes are detectable maintenance tasks 
can be scheduled accordingly. 
It has been shown that characteristics of the trans-
verse vibration of a belt drive are affected by various 
variables [2. 13). One such characteristic is the reson-
ance frequency of a belt drive. which is dependent 
on initial belt tension (among other variables). This 
is the case in both stationary belt spans and belt spans 
of a drive that is transmitting mechanical power. 
Various methods have been developed to assist in 
both the assembly and maintenance of belt drives. 
For example. a device for measuring the resonance 
frequency of a stationary belt [14] was developed in 
order to facilitate the accurate measurement of the 
initial belt tension. This method requires that the 
resonance frequency of a belt is excited. Excitation 
of the resonance frequency of a belt span may be 
achieved by subjecting the span to an approximation 
of a unit impulse. The unit impulse approximation is 
generated through a collision between the span and 
an object. such as the reciprocating element of a 
solenoid. When a belt is in motion transverse 
vibration of the belt spans is produced through 
mechanisms such as parametric excitation [15]. 
2_2 Collecting transverse vibration signals 
The following equations constitute the basic equations 
of motion for a string coupling two fixed pulleys 
(Fig. 2) and travelling at a constant velocity [16] 
d'y d'y ,d'y d'y 
-_.- -- = c' ----. - v - ... - 2v -.. _---
dt' dx' dx' dx dt 
( d
Y dY) d4y 
-r dt+vdx +dx4 
c=(~r 
(I) 
(2) 
The right-hand side of the equation (1) includes 
(respectively) terms that take into account the 
v 
To 
Fig_ 2 Diagram of a two-pulley belt system 
influence of tension in the transverse direction. 
Coriolis force. centrifugal force. damping. and the 
bending stiffness of the string. Table 1 provides a 
list of the dependent and independent variables of 
equations (1) and (2). 
A test rig was constructed that consisted of a 
two-pulley belt-based power transmission system 
(see Fig. 3). The initial tension (To) of the belt in the 
rig was adjustable via a screw/slide mechanism that 
altered the distance between the driven and driving 
pulleys. Belt tension was measured through the 
application of a model relating belt span resonance 
frequency to belt tension as defined in equation (2). 
The value of the mass per unit length of the belt was 
obtained from manufacturers data. Belt vibration 
data were acquired from the belt under the following 
six conditions: To = 98. 138. 198.255.315. and 374 N. 
Vibration data sets were acquired from the centre of a 
span of the belt when the belt was travelling at 3 m/so 
In order to measure the magnitude of belt trans-
verse vibration an infrared-based vibration sensor 
was applied. This sensor converted the magnitude of 
the distance of a vibrating belt from the sensor by 
measuring the level of non-coherent infrared light 
reflected from the surface of the belt. The source of 
the infrared light is contained within the transducer 
and consists of a light emitting diode whose output 
is modulated in order to minimize the effect of back-
ground infrared radiation on the vibration measure-
ment. The level of the reflected infrared radiation -is 
measured by the sensor through the application of 
a photodiode that is sensitive to light within the 
frequency range of the light emitted by the emitting 
Table 1 The list of dependent and independent variables 
t Time seconds 
To Initial tension Newtons 
y Horizontal position within a two-dimensional Cartesian coordinate system metres 
x Vertical position within a two-dimensional Cartesian coordinate system metres 
m Mass per unit length kilograms/metre 
r Damping coefficient 
v String velocity metres/second 
c Wave velocity metres/second 
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Screw/Slide 
Fig. 3 The test rig mimicking a typical mail belt drive with its mechanism for tension adjustment 
shown inside the ellipse 
diode. The sensor is sensitive to belt vibration within 
the frequency range of 10-100 Hz. Table 2 provides 
typical measured values for the resonance frequen~ 
of the belt. These frequencies were measured m 
a stationary belt span. They were acquired from a 
belt span in which the resonance frequency of the 
span was excited through the application of an 
approximation of a unit impulse. The unit impulse 
approximation was generated by tapping ~he. belt 
with an object according to manufacturers guldelmes. 
The output ofthe vibration transducer was converted 
to a digital signal through the application of an 
analogue-to-digital (AID) converter with a maximum 
sampling rate of 500 Hz and a resolution of 12 bits. 
Figure 4 is a plot of the transverse motion. of the 
centre of a moving belt span measured With the 
optical vibration sensor. The belt velo?i~ was 3 ml.s. 
Further information regarding the belt IS given later m 
Table 4. Figure 4 consists of a plot of a 3 s segment of 
vibration from an element of the set of vibration data 
processed to train the novelty detector as described 
in section 3. Apparent from visual inspection of the 
signal is the fact that the signal is amplitude modu-
lated and consists of multiple sinusoidal components 
of significant amplitude. A quantitative analysis of 
the characteristics of such belt vibration signals may 
be found in reference [21. 
Table 2 Typical resonance frequencies 
for a stationary belt 
Tension 
375 
314 
255 
196 
136 
90 
Resonance frequency (Hz) 
20.2 
16.6 
16.8 
14.8 
12.4 
10 
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2.3 Sensitivity of belt vibration to changes In 
tension 
If certain characteristics of the transverse vibration 
of a moving belt are sensitive to changes in the initial 
tension, then by only monitoring changes in those 
characteristics it may be possible to detect changes in 
tension indirectly. However, currently most of these 
characteristics are either unknown or not sufficiently 
understood. Although the resonance frequency of a 
belt span is known to be dependent on the tens~on 
of the span, monitoring tension in a belt span usmg 
vibration requires the excitation of vibration in the 
belt span at the resonance frequency. This is the case 
for both stationary and moving belts, but in the 
case of a moving belt, vibration of a frequency other 
than the resonance frequency of a belt span may be 
present also, such as the rotational frequency of the 
system pulleys. Therefore, novelty detection (NO) is 
used in the absence of such knowledge in order to 
establish whether the belt vibration signal itself is 
sensitive to changes in the initial belt tension. The 
NO-based approach circumvents the need to intro-
duce a source of excitation other than that which 
occurs in the system during the operation of the 
belt and can hence reduce the interference with belt 
drives during the execution of condition-based 
maintenance. The next section demonstrates how 
this may be achieved. 
3 NOVELTY DETECTION TO IDENTIFY TENSION 
CHANGES IN MOVING BELTS 
In this section NO is applied in order to explore 
the feasibility of the notion of detecting a change 
in initial tension by obtaining and processing the 
JSCE92 (!) IMethE 2005 
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Fig. 4 Plot of a segment of data from an element of the set of vibration data with an initial belt 
tension of 90 N 
transverse vibration of a moving belt span without 
applying a unit impulse to the span. 
3.1 Novelty detection and Its applicability for 
process control In general 
In recent years neural networks (NNs) have been 
increasingly used to classify the present process states 
into various known normal or abnormal conditions. 
The abnormal conditions that NNs are trained to 
recognize are pre·specified and in limited numbers. 
. Most NNs require examples from more than one 
class in order to group their results into one of those 
classes. However, one major difficulty with such 
NNs is that it is impossible to know all the possible 
classes of abnormality a priori. Processes and systems 
can exhibit abnormal conditions that have never 
occurred before. However, it is still important that 
any abnormal condition is detected quickly. Novelty 
detection has been receiving increasing attention 
as an effective method of detecting abnormal con· 
ditions in process control and condition monitoring 
applications (e.g. see references [17] and [18]). This 
is because NO is able to identify a great range of 
abnormal conditions without ever requiring any 
a priori training examples other than those associated 
JSCE9Z I!) IMechE 2005 
with the commonly found and easily available 
examples from normal conditions. NO provides a 
practical solution in the face of the unpredictability 
and the sheer size of the possible number of variations 
for abnormal events. 
In essence, NO is able to create models of a labelled 
subspace (training class or data) within a given 
problem space. Any new data from the problem 
space is compared against the NO model to check 
its similarity or difference, which ultimately results 
in the new data being classed as either 'novel' (mean· 
ing not from the training subspace) or 'non·novel' 
(meaning from the same subspace as the training 
data). References [19] and [20J provide extensive 
reviews of the techniques for implementing NO in 
general. 
3.2 The experimental set·up and the results 
The vibration data associated with a given tension 
at normal operating conditions for a specific type 
of belt while in motion (Le. at a given length and 
speed) was used to train various NO models. Several 
factors were taken into consideration when selecting 
the initial sampling rate. These factors include the 
Nyquist criterion, the roll·off rate of the low·pass 
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Table 3 The results of testing the trained ND with 7000 example windows at different window 
sizes and at various belt tension (To) values for the same belt 
NO parameters 
Window size Desired sampling rate (Hz) T. = 138 
10 22.14 6.41 
20 44.29 10.01 
35 77.50 75.00 
45 99.64 58.00 
45' 99.64 82.08 
55 121.79 99.75 
·Number of training examples = 5000. 
element of the frequency response of the vibration 
transducer, and data storage requirements. However, 
since different window sizes were applied to the initial 
samples the desired sampling rates were recalculated 
based on each window size. The vibration signals 
sampled at various frequencies were presented as 
time-series windows for input to NDs that were 
implemented as Gaussian mixture models (e.g. see 
pages 79 and 168 of reference [21)). The training 
windows thus created from belt vibration data at 
a constant tension of 90 N were used to create 
probability models to represent the normal initial 
tension of a moving belt. Vibration data related to 
six different tension settings (i.e. 90, 138, 198, 255, 
315, and 374 N) for the same belt were used to test 
the trained ND models (see Table 3). Figure 5 shows 
examples of time-series windows for signals collected 
at tensions of 90 and 374 N respectively, where the 
window for 374 N represents a non-negligible change 
in the normal belt tension of 90 N. Details of the 
training procedure used and available methods may 
be found in reference [22]. Table 4 describes the 
training parameters. 
u 
'£l 
·c 
~ 
I! 
J!! 
u 
c 
i 
> 
Detection accuracy of ND (%) 
T. -198 T.=255 T. = 315 T.=374 
3.35 1.86 11.07 12.87 
18.751 7.8 65.76 67.60 
74.55 64.70 100 100 
70.00 62.4 100 100 
89.00 89.58 100 100 
98.71 99.88 100 100 
Table 4 Training parameters for novelty detection 
Belt length 1.4 m 
Belt speed 3 m/s 
Normal belt tension 90 N 
Training examples 3000 
Gau5sian centres 5 
Type] error (= 100 - accuracy on previously unseen 0.3% 
normal data) 
In these experiments a type I error refers to a 
detection error occurring when the vibration signals 
are obtained from the belt at the same initial belt 
tension value as that with which ND was trained, 
i.e. at To = 90 N. When signals are related to To = 90 N 
and are mistakenly rejected as if being associated 
with belt tension at Significantly different To values 
then a type I error has occurred. ND thresholds were 
set so that the type I error on all the ND models were 
closely similar. In this way. all the models were shown 
to provide approximately 99.7 per cent accuracy 
when tested with previously 'unseen belt vibration 
Signals at an initial belt tension of90 N. This arrange-
ment provided a sound basis for comparing the 
-+-90N 
--O-374N 
~ ~ Q ~ ~ ~ ~ m M ~ ~ ~ m M ~ ~ N N N M M ~ ~ ~ ~ 
nme serle. elements 
Fig. 5 Examples of input windows tested by novelty detection 
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accuracy performance of different models. Any input 
window that plotted at or below the threshold was 
regarded as 'novel' (i.e. abnormal) and otherwise as 
non-novel or normal. 
As shown in Table 3, increasing the input window 
size resulted in an overall improvement on accuracy 
performance in detection of tension changes. This 
was especially true when the amount of tension 
change was high. The window size of 55 provided the 
best accuracy results (average 99.67 per cent for both 
normal and abnormal conditions). The associated 
sampling rate was at 121.79 Hz. 
The experiments proved that ND was capable of 
providing high accuracy to detect changes in the belt 
tension for the moving belt without applying any unit 
impulse to the span. The ideas for an on-line indirect 
sensing are embodied in the system outlined in 
section 4. 
4 INTEGRATED SYSTEM FOR AN INTERNET-
BASED CONDITION MONITORING 
The proposed system, as outlined in Fig. 6, is an 
internet-based condition monitoring (e-CM) proto-
type that has successfully identified abnormal tension 
in moving belts. The signal obtained from an optical 
sensor describes the vibration of belts used for trans-
porting letters in automated mail sorting machines. 
It is shown that tension changes in moving belts can 
Alds 0..,.'",,", 
eo.IIII.)( 
NTERNET 
' •• sya 
"'0, ... _0011., e .. d 
"-sy. Maocontrol., Board 
(CAN~ ... ) 
"011' 
t.taocon'rol., eoa'" 
(CAN~ ... ) 
(CANM .. t.., 
Flg.6 A schematic diagram of the Internet-based condition monitoring system proposed for 
implementation in automated mail processing plants 
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be detected without needing to apply the existing 
techniques that require exciting the belts to their 
natural frequencies. Thus, unlike the existing tech-
niques, which interfere with the monitored moving 
belt, the proposed approach allows the belts to 
remain in motion. This is obtained by applying NO 
to decide the status of belt tension by examining the 
signal from an optical sensor. As for linking the 
system components, processors, data acquisition 
boards, and sensors, a novel method for industrial 
network communication that uses XML to create a 
single standard format for sensor information is 
used. This arrangement allows sensors to be linked 
with the process controller via the internet. Again, 
this is in contrast to the dominantly non-standardized 
and complicated local communication and control 
strategies. It also requires much less cabling to con-
nect sensors to the personal computer that runs the 
NO software. Finally, in order to reduce costs further, 
a new general-purpose low-cost microcontroller 
board with a built-in CAN capability is used for data 
acquisition, while another low-cost microcontroller 
board with a built-in ethernet link is used for direct 
transmission through the internet. 
The main components of the system include the 
following. 
1. Sensors for monitoring the tension in the belts. 
2. Microcontroller boards for acquiring and pre-
processing sensor values. 
3. A microcontroller board for connection to the 
internet. 
4. A PC pre-loaded with MATLAB software, a soft-
ware implementation of the novelty detection 
algorithm, and connection to the internet. 
The microcontroller board, model A03060l, by 
Intelligent Engineering Systems (lENSYS) Limited 
UK, is a general-purpose board for data acquisition 
and control. The board is based on the Microchip 
[23] PIC18F458 microcontroller. The microcontroller 
has up to eight analogue input channels and a IO-bit 
resolution AID converter. The board which has 34 
digital input/output (110) pins also includes RS232 
and CAN support, which complies with the ISO CAN 
conformance test. The microcontroller can be pro-
grammed using a microchip in-circuit debugger 
(ICD2). The development environment is microchip 
MPLAB [23] and the programs can be written in 
Assembly or C language. The board also has a 
Dallas® one-wire bus and an embedded one-wire 
Dallas DS2438Z [24) battery monitoring chip. The 
board uses this chip to monitor its temperature, 
d.c. input voltage, and the regulated d.c. voltage for 
self-diagnosis purposes. 
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The other microcontroller board, called the axis 
developer board LX by Axis Communications Sweden, 
is used for internet connectivity with an embedded 
Linux operating system. The board comprises two 
RS232, two parallel, and one RS485 interface and 
comes with a webserver that supports a common 
gateway interface (CG!) for incorporating dynamic 
content. 
The MATLAB program sends the request for the 
sensor data through the internet. A CGI program 
written in C in the developer board receives this 
request and gets the sensor data from the CAN 
master, which collects the sensor data from the CAN 
slaves via RS232. Once all the sensor data (see Fig. 7) 
is updated it is incorporated in an XML document 
(see Fig. 8) by the CGI program. XML is used to 
describe the features of a sensor, which is impossible 
to do with HTML. An advantage of the system is 
that even if the system is switched to some other 
industrial network, the same XML document will be 
created. This means that the only change that will 
be needed will be at the data acquisition part, while 
the remaining software and hardware' will remain 
the same. 
Once ready, the XML document is then sent to the 
MATLAB program to be parsed so that the sensor 
data is extracted and fed to the NO algorithm for 
further processing (as described in section 3.2). The 
program flowchart for the CGI program is shown in 
Fig. 9 and the program code written to implement 
the last box in the flowchart is given in Fig. 10. 
IDENTIFICATION 
TYPE 
INSTALLED_LOCATION 
SENSOR 
MEASURED_VALUE 
REQUIRED_VALUE 
MIN ALLOWED_VALUE 
MAX_ALLOWED_VALUE 
ACTUATOR 
Fig. 7 A basic representation of a sensor and its 
features 
<SENSOR> 
<ID> Id <110> 
<TYPE> type <!TYPE> 
<LOC> lac </LOC> 
<VAL> vsl <NAL> 
<REQ> req <JREQ> 
<MIN> mln <JMIN> 
<MAX> max <IMI\)(> 
<ACT> act <lACT> 
<JSENSOR> 
Fig. 8 XML tags for the basic representation of a sensor 
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Open Serial Port 
1 
Send Request to CAN Master for sensor 
data 
Receive the sensor data from CAN 
Master 
j 
Extract the sensor data from the CAN 
frame 
j 
Create an HTTP Response header 
I 
Create the XML document and embed the 
recent sensor values in it 
Fig. 9 The flowchart for the XML document generator 
prlntf ("<sensor>\n\t,") 1 
printf ("<Ld>'" I 
pr1ntt("\d",.enaor->ldJ; 
print!("</ld>\n"); 
printt('I<t:(pe>'" I 
prlntf(a'd",sen$or->typ&), 
printf(ft</eype>\n") I 
pt:1ntfC"<loc)") I 
printf (t"d" ,lIen30r->loc) , 
pr1nt.tC"</loc>\n") I 
printfC"<val>'" I 
printf ("'Cl" ,.sensor->val); 
pdntf{"<lval>\n-) , 
printf("<req>'" ,. 
pdntt C"'d" ,sensor->req) I 
prlntfC"</req>\n"} I 
printf C"<rnin>-) I 
print.! (lI\dll , sen,sor->mln) ; 
print! (t'</mln>\n"); 
printt("<ma)t>"] ; 
printf ("'4", stm,or->malt) I 
pIintfC"</Max>\n") I 
pdntf("<act,>'" , 
printf ("'d" ,s&nsor->act) , 
prlntf(~<Jlct>\n"); 
prinU(II<J.sensor>") I 
Fig. 10 Using the C code an XML document is created 
each time the client requests the sensor data. 
Instead of the variables sensor- > val. etc .• the 
recent value of the sensor is embedded and 
sent to the client 
If the request is sent by a web browser then the 
response on the web browser will be similar to the 
snapshot shown in Fig. 8. The only difference would 
be that the variable shown in italics in Fig. 8 will be 
replaced by actual recent values. 
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5 DISCUSSION 
5.1 XML and e-CM 
Numerous industrial networks can be used to 
implement automated condition monitoring and 
control. e.g. CAN. Profibus. etc. Unfortunately, all 
these networks have different protocols. and hence 
they cannot communicate with each other. There is 
a growing realization in industry that there must be 
an open standard that can enable interoperability 
between different industrial networks. The solutions 
already available in the market provide limited 
functionality and support. XML is used here as a 
solution for the integration of information between 
various industrial networks. especially for e-CM. With 
this approach sensor data from different industrial 
networks can be converted into a single standard 
XML document in order to define sensors and the 
information that they provide. 
A very visible shift in the industry is that more and 
more people are moving towards open standards. 
These standards are preferred as their specifications 
are freely available to anyone interested in their 
implementation. Open standards used in this project 
include TCP/IP, Unux. and XML. 
Ethernet and internet are building inroads into the 
field of condition monitoring and control because of 
various advantages. such as low implementation costs. 
ease of use. worldwide application. and openness. 
An added advantage with e-CM is that data from 
spatially and/ or geographically dispersed locations 
can be accessed. analysed. and compared at a single 
location. This increases data fusion capabilities to a 
great extent. 
e-CM has been found to be extremely effective in 
situations where a system operates with a known 
fault or may operate beyond its· original design 
limitations. It is most effective in situations where a 
system has to be remotely accessed. It must. how-
ever. be made certain that the e-CM system is 
responsive enough so that a clear idea about the 
condition of the system can be made. 
The future architecture of the internet. presented 
on the website of the World Wide Web Consortium 
(W3C). is based on XML. W3C is a group of around 
400 member organizations from all over the globe 
controlling the development of the interne!. XML 
is extremely suitable for exchanging data across 
the internet and elsewhere. It is easy to learn and 
implement yet is powerful enough to handle even 
. the most complex of applications. XML fulfils the 
goals of openness and hence interoperability. Unux is 
also becoming popular because of its openness and 
Proc. IMechE Vol. 219 Part I: J. Systems and Control Engfneerlng 
292 F Zorrlassatine, B Ashrar, L Notlnl, R M Parkin, M R Jackson, and J Coy 
stability. The use of Linux OS is steadily increasing. 
especially in embedded applications. 
The immediate implication for UK's Royal Mail. 
with its large network of mail processing plants. 
is the ability to obtain automatic and continuous 
condition monitoring of large numbers of belts at 
critical or bottleneck areas within its various types of 
automated mail processing machinery. 
5.2 Novelty detection and feature extraction for 
belt CM 
As explained in section 3.2. a time window from the 
vibration signal was used as input to the novelty 
detection model. The use of belt vibration features 
other than a window of time domain data as the 
input of a novelty detector could circumvent the 
need to select a specific length of time window 
in the following sense: the use of certain statistical 
features as the input to a novelty detector can result 
in independence between the dimensionality of the 
feature that forms the input to the novelty detector 
and the length of the data window from which 
extraction of the feature occurs. However. the use of 
statistical features as the input of a novelty detector 
would still result in having to undertake the process 
of selecting an appropriate time window. albeit at 
a different stage in the design cycle of a novelty 
detector. For example. if the chosen statistical feature 
consisted of a discretized Fourier decomposition of 
belt vibration then the frequency resolution of the 
decomposition would have to be selected. If the 
chosen feature consists of a second-order moment. 
higher-order moment. or indeed any other statistical 
feature. then it would be necessary to select the 
length of the data window from which to extract 
such a feature so that appropriate minimization of 
the bias/variance or. at the very least. the variance 
of the estimate of the feature for a particular fault 
mode occurs (assuming the ergodicity of the feature). 
Assuming that excitation of an appropriate magni-
tude of the resonance mode of the belt span occurs 
during the acquisition of belt vibration data. then one 
such frequency domain feature could consist of the 
energy dissipated at the resonance frequency of the 
belt. The general criterion for identifying frequency 
domain features or any other characteristics/features 
of the belt vibration data consists of the result of 
evaluating the features in terms of the distance 
between points in the feature space when a change 
in tension occurs. A knowledge of the belt vibration 
features that maximizes or results in a significant 
distance between points in the feature space after a 
change in belt tension has occurred could facilitate 
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the design of conceptually and computationally 
simpler condition classification algorithms than NO. 
However. such knowledge is yet to be obtained and 
NO has been shown to provide an effective solution 
in its absence. 
6 CONCLUSION 
An e-CM system capable of providing alarms when 
unacceptable belt tensions occur has been outlined 
and demonstrated. The system uses various new 
technologies for e-CM. such as embedded Linux OS. 
distributed monitoring system. novelty detection. 
and XML. The existing condition-based monitoring 
systems for belts require direct measurement relying 
on expensive. inflexible. and manual data collection. 
The application of novelty detection for processing 
transverse vibration of a moving belt span without 
eXCiting the natural frequency of the belt span has 
been proven. By smartly combining appropriate 
vibration sensor. vibration features. novelty detection. 
low-cost data acquisition. and the XML standard 
for communication. a cost-effective maintenance 
solution has been obtained. The resulting integrated 
approach is more efficient because: (a) it can reduce 
waste by minimizing process interruptions caused by 
direct belt inspection methods while obtaining a high 
detection accuracy (99.67 per cent) and (b) it can 
provide on-line remote CM that is cost-effective. 
simple. standardized. and scalable across awide area 
and for a relatively large number of sensors. This 
improvement is especially important when applied 
to bottleneck processes and critical components. . 
Future work can provide graded novelty detection 
in order to reduce sensitiviry of NO when the belt 
tension changes are not significant enough to pose 
any threat to the health of the components in the 
belt drive system. 
If a fault mode affects characteristics of belt 
vibration then the occurrence of that fault mode 
causes a change in the characteristics of the belt 
vibration. Since novelty detection detects changes 
in characteristics of belt vibration. an appropriately 
trained novelty detector could detect such fault 
modes. This conclusion has not been tested 
empirically for all possible fault modes; the testing 
of this conclusion with respect to particular fault 
modes could constitute a possible future direction 
for this work. 
Finally. during system improvement exercises it is 
not easy to select and use the optimum combination 
of the available technologies. This difficulry may 
explain why engineers who are looking for better 
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solutions to the existing problems tend to experiment 
with new off-the-shelf solutions that are usually very 
expensive. Ever-increasing completion requires the 
engineers to examine several new approaches con-
currently in order to address different parts of a given 
problem while adopting a holistic evaluation of their 
choices. Committed collaboration with researchers 
in technical universities can bear fruit towards such 
goals. as demonstrated by this paper. 
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