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Abstract: We address the problem of the segmentation of cerebral white matter structures from
diffusion tensor images (DTI). DTI produces, from a set of diffusion-weighted MR images, tensor-
valued images where each voxel is assigned with a 3 × 3 symmetric, positive-definite matrix.
This second order tensor is simply the covariance matrix of a local Gaussian process, with zero
mean, modeling the average motion of water molecules. As we will show in this article, the
definition of a dissimilarity measure and statistics between such quantities is a non trivial task
which must be tackled carefully. We claim and demonstrate that, by using the theoretically well-
founded differential geometrical properties of the manifold of multivariate normal distributions,
it is possible to improve the quality of the segmentation results obtained with other dissimilarity
measures such as the Euclidean distance or the Kullback-Leibler divergence. The main goal of
this work is to prove that the choice of the probability metric, i.e. the dissimilarity measure, has a
deep impact on the tensor statistics and, hence, on the achieved results. We introduce a variational
formulation, in the level-set framework, to estimate the optimal segmentation of a diffusion tensor
image according to the following hypothesis: Diffusion tensors exhibit a Gaussian distribution in
the different partitions. We must also respect the geometric constraints imposed by the interfaces
existing among the cerebral structures and detected by the gradient of the diffusion tensor image.
We show how to express all the statistical quantities for the different probability metrics. We
validate and compare the results obtained on various synthetic data-sets, a biological rat spinal
cord phantom and human brain DT images.
Key-words: Diffusion tensor MRI, Segmentation, Probability metric, Riemannian Geometry, In-
formation geometry, Fisher information matrix, Kullback-Leibler divergence, Level set
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Segmentation d’Images du Tenseur de Diffusion
par Évolution Statistique de Surface
Résumé : Nous considérons le problème de la segmentation des structures de la matière blanche
cérébrale à partir d’images du tenseur de diffusion (DTI). Le DTI fournit, depuis un ensemble
d’images IRM pondérées en diffusion, des images à valeur tensorielle où chaque voxel recoit une
matrice symétrique définie positive. Ce tenseur d’ordre 2 n’est autre que la matrice de covariance
d’un processus Gaussien local, de moyenne nulle, modélisant le mouvement des molécules d’eau.
Comme nous le montrerons dans cet article, la définition d’une mesure de dissimilarité et de statis-
tiques entre de telles quantités est une tâche difficile. Nous affirmons et montrons que, grâce aux
propriétés différentielles géométriques de l’espace des lois normales multivariées, il est possible
d’améliorer la qualité des segmentations obtenues avec d’autres mesures de dissimilarité telles
que la distance Euclidienne ou la divergence de Kullback-Leibler. Notre but est de prouver que
le choix de cette mesure de dissimilarité a d’importantes conséquences sur les statistiques entre
tenseurs et donc sur les résultats obtenus. Nous introduisons une formulation variationnelle, basée
sur la méthode des ensembles de niveaux, afin d’estimer la segmentation optimale d’une image de
tenseurs de diffusion selon les hypothèses suivantes: Les tenseurs suivent une distribution Gaus-
sienne dans les différentes partitions. Nous devons aussi respecter les contraintes géométriques
imposées par les interfaces entre structures cérébrales et détectées par le gradient de l’image de
tenseurs de diffusion. Nous montrons comment exprimer les statistiques pour les différentes me-
sures de dissimilarité. Nous validons et comparons les résultats obtenus sur divers jeux de données
synthétiques, un fantôme biologique réalisé à partir de moelles épinières de rats et des images de
cerveaux humains.
Mots-clés : IRM du Tenseur de Diffusion, Segmentation, Distance entre densités de probabi-
lité, Géométrie Riemannienne, Géométrie de l’information, Matrice de l’information de Fisher,
Divergence de Kullback-Leibler, Ensembles de niveaux
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1 Introduction
Diffusion magnetic resonance imaging is a relatively new modality [7], [42] able to quantify the
anisotropic diffusion of water molecules in highly structured biological tissues. As of today, it is
the only non-invasive method that allows to distinguish the anatomical structures of the cerebral
white matter such as the corpus callosum, the superior longitudinal fasciculus or the corticospinal
tract. These are examples of commissural, association and projection neural pathways, the three
main types of fiber bundles, respectively connecting the two hemispheres, regions of a given hemi-
sphere or the cerebral cortex with the basal ganglia and the cerebellum.
In 1994, Basser et al.[5] proposed to model the local probability density function of the three-
dimensional molecular motion by a Gaussian distribution whose covariance matrix is given by the
diffusion tensor. The estimation of these tensors requires the acquisition of diffusion weighted
images in different sampling directions. Numerous algorithms have been proposed to perform a
robust estimation and regularization of these tensors fields [65], [41], [64], [60], [63], [19], [58],
[8], [17], and [38].
Diffusion MRI is particularly relevant to a wide range of clinical investigations related, for exam-
ple, to brain ischemia detection [56], stroke, Alzheimer disease, or schizophrenia [1]. It is also
extremely useful in order to identify the neural connectivity patterns of the human brain [44], [6],
[12], [35].
Most of the existing techniques addressing this last issue work on a fiber-wise basis. In other
words, they do not take into account the global coherence that exists among fibers of a given tract.
Recent work by Corouge et al [18] has proposed to cluster and align fibers by local shape parame-
terization so that a statistical analysis of the tract geometrical and physiological properties can be
carried out. This work relies on the extraction of a set of streamlines from diffusion tensor images
by the method proposed in [44] which is known to be sensible to noise and unreliable in areas of
fiber crossings.
For these reasons, we propose to directly perform the segmentation of diffusion tensor images in
order to extract neural fiber bundles. While many techniques have been proposed to classify the
gray matter, white matter and cephalo-spinal fluid from T1-weighted MR images (see [69] for ex-
ample), the literature addressing the segmentation of white matter structures from DTI is still new.
We hereafter draw a quick state of the art of the diffusion tensor images segmentation problem:
Zhukov et al. [71] defined an invariant anisotropy measure in order to drive the evolution of a
level-set and isolate strongly anisotropic regions of the brain. The reduction of the full tensor to a
single scalar value can result in a relatively low discrimination capability, potentially yielding the
segmentation of mixed structures. Alternatively, Wiegell et al. [66], Feddern et al. [24, 25], Rous-
son et al. [54], Wang et al. [61] and [62], Lenglet et al. [36] and Jonasson et al. [31] use or propose
different measures of dissimilarity between diffusion tensors. In [66], [61] and [54], the authors
use the Frobenius norm of the difference of tensors (i.e. the Euclidean distance). A k-means algo-
rithm with a spatial coherence constraint and an active contour model with a regularity term were
respectively used by the first two methods ([66], [61]) to perform the segmentation of different
cerebral structures such as the thalamus nuclei or the corpus callosum. The third method [54] used
a region-based surface propagation. In [61], a generalization of the region-based active contours
INRIA
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to matrix-valued images is proposed. However, it is restricted to the two-dimensional case and
obviously limited when it comes to three-dimensional brain data. In [24, 25], partial differential
equations based on mean curvature motion, self-snakes and geodesic active contour models are ex-
tended to two-dimensional and three-dimensional tensor-valued images by generalizing the notion
of structure tensor to matrix-valued data. This method still relies on the Euclidean metric between
tensors. The authors apply this framework to the regularization and segmentation of diffusion
tensor images. In [31], the authors introduce a geometric measure of dissimilarity by computing
the normalized tensor ‘scalar product’ of two tensors, which can be interpreted as a measure of
overlap. Finally, the methods exposed in [62] and [36] rely on the symmetrized Kullback-Leibler
divergence to derive an affine invariant dissimilarity measure between diffusion tensors.
Contributions:
Our contributions are threefold: First, we recast the DTI segmentation problem into a unified
statistical surface evolution framework. We also make use of the tensor field gradient to detect
boundaries between various structures of the white matter. This framework can be implemented
with different probability metrics. This is done for the Euclidean distance, Kullback-Leibler di-
vergence and geodesic distance on the manifold of multivariate normal distributions. The second
contribution is related to the development of a rigorous differential geometrical framework, as pre-
sented in [39], rooted in the information geometry and used to express a Gaussian law between
diffusion tensors. We overcome the classical hypothesis considering covariance matrices as a lin-
ear space and define relevant statistics to model the distribution of diffusion tensors. To that end,
we also extend the methods proposed in [62] and [36] by showing how to compute the covariance
matrix, associated to the Kullback-Leibler divergence, of a set of tensors. Finally, we demonstrate
that the properties of the geodesic distance lead to its superiority, for our segmentation task, over
the other two dissimilarity measures. This is achieved by presenting results on both synthetic and
real data-sets as well as on a biological phantom, for which only this method succeeds by compar-
ison with the ground truth or neuroanatomical knowledge.
Organization of the paper:
Section 2 describes how to approximate a Gaussian distribution between diffusion tensors, in other
words how to compute a mean tensor and a 6× 6 covariance matrix. It also presents how to evalu-
ate the norm of a tensor field spatial gradient, needed for the implementation of the boundary term.
These three quantities are derived for the three dissimilarity measures of interest. Section 3 sets
up the Bayesian formulation of the segmentation problem that will be used throughout this paper.
Section 4 presents and discusses experimental results on synthetic data-sets, a biological phantom
and human brain DT images .
2 Statistics and Gradient of Diffusion Tensor Fields
We would like to define the notions of Gaussian distribution between diffusion tensors as well as
the norm of a diffusion tensor image spatial gradient. We denote such an image by Σ : Ω 7→ S+(3)
so that for all x ∈ Ω, Σ(x) is a diffusion tensor belonging to S+(3), the space of 3 × 3 real, sym-
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Figure 1: Tangent space at p of a Riemannian manifoldM
metric, positive-definite matrices. Ω is a bounded and regular region of interest, i.e. the acquisition
grid which is a subset of R3.
We now introduce a few concepts from differential geometry needed for the following. As we
will see in the last part of this section, it is indeed natural to consider S+(3) as a differentiable
manifold. In effect, it is a 6-dimensional submanifold of R6 which can be endowed with a Rie-
mannian metric. This general characterization of S+(3) will be very useful to derive statistics on
diffusion tensors based on different probability metrics.
2.1 Riemannian geometry basics
2.1.1 Metric, geodesics, distance
For an n-dimensional manifold M, a Riemannian metric is a collection of inner products 〈., .〉p
defined for every point p ofM. These inner products are defined on the tangent space TpM ofM
at p and provide a natural way to measure the lengths of vectors tangent toM at location p. We
call tangent vector an element of a tangent space which is simply a vector space (a copy of Rn)




of a curve γ : I = [t0, t1] ⊂ R 7→ M passing through γ(t0) = p (figure 1).
It is possible to introduce a map ϕ : M 7→ U ⊂ Rn, known as a coordinate chart, that defines a





, · · · , ∂
∂xn
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〉p define an n × n symmetric, bilinear and positive-definite form
G = gij known as the local representation of the Riemannian metric. The inner product of two
tangent vectors u and v is then expressed as
〈u, v〉p = u
T Gv
(the reference to the location p is usually discarded in notation gij).
Equipped with these notions we can now define the concept of geodesic on a Riemannian mani-
foldM. It is the equivalent of straight line in Euclidean spaces and defined as the locally length-
minimizing curve γ : I ⊂ R 7→ M. The tangent vector γ̇(t) defines the instantaneous speed of the
curve and its norm |γ̇(t)| = 〈γ̇(t), γ̇(t)〉1/2γ(t) is the instantaneous velocity. Integrating |γ̇(t)| along
INRIA
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Finally, taking I = [0, 1] for simplicity, it is possible to show, under certain assumptions that
will be met in the following, that a geodesic γ : [0, 1] 7→ M is uniquely defined by its starting
point γ(0) and its initial velocity γ̇(0) ∈ Tγ(0)M. The endpoint γ(1) can be easily computed by
applying the exponential map at γ(0) to γ̇(0): γ(1) = expγ(0)(γ̇(0)). A detailed presentation of




˙γ(0)), yields the unique tangent vector γ̇(0) if we know the two endpoints
of the curve. Moreover, it can be proved that
D(γ(0), γ(1)) = 〈γ̇(0), γ̇(0)〉
1/2
γ(0)
In this paper, we will use the fact that the velocity γ̇(0) can be computed from the gradient of the
squared geodesic distance with respect to γ(0). In other words, we have
γ̇(0) = −∇γ(0)D
2(γ(0), γ(1))
Using this definition, we can now define the notions of mean and covariance matrix on a Rieman-
nian manifold. They will play a central role in the variational formulation (equations (19) and
(21)) of the segmentation problem to be detailed in the section 3. We also show how to compute
the norm of the spatial gradient of a tensor field which will be useful to introduce a boundary term
in our segmentation energy (equation (20)).
2.1.2 Statistics
As defined by Fréchet in [28] and used by Pennec in [49], the empirical mean of a set of N random
elements {pi}, i = 1, ..., N ofM, such as diffusion tensors, is defined as the minimizer p = p of
the variance σ2p ({pi}) of the pi with respect to p:











The empirical covariance matrix of the set {pi}, with respect to the mean p is defined as the
expected value of the quantity βi.βTi and denoted by Λp. As depicted on figure 2, βi is the initial
velocity γ̇i(0) of the ith geodesic joining γi(0) = p to pi and expressed in local coordinates, i.e. it
is taken to be the n-dimensional vector of coordinates ϕ (γ̇i(0)) and not the tangent vector γ̇i(0)







ϕ (βi) ϕ (βi)
T with βi = −∇pD
2(p, pi) (2)
where ϕ is the coordinate chart introduced in section 2.1.1 and also used in sections 2.2.1, 2.2.2
and 2.2.3. In section 2.2, we will apply these definitions to the Euclidean, Kullback-Leibler and
RR n° 5843
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Figure 2: Definition of the covariance matrix Λp
geodesic probability metrics in order to approximate Gaussian distributions of diffusion tensors
based on these dissimilarity measures. In particular, we will show how the gradient of the squared
distances can be computed and used to estimate the associated covariance matrices (equation (2))
as well as the empirical mean tensor. We will then evaluate and compare their respective virtue for
our segmentation purpose.
2.1.3 Spatial gradient
We recall that we are interested in images Σ associating to each location of a regular sampling Ω







2 (Σ(x), Σ(x + sek))
)
where the ek, k = 1, 2, 3 denote the canonical basis of R3 and are used to access the neighbors of
Σ(x) on the grid Ω. s is either +1 or −1 and denotes the forward and backward approximation of
the gradient. ∇−e1Σ(x) is, for example, the initial tangent vector of the geodesic joining Σ(x) and
Σ(x− |e1|(1, 0, 0)
T ).



















D2(Σ(x), Σ(x + sek))
where the 1
2
factor arises from the fact that we use 3× 3× 3 neighborhoods.
We now use the fact that statistics and gradient norm can be computed from the distance D and its
gradient. We endow the space S+(3) with different probability metrics (i.e. distances) and derive
the associated statistics and gradient norms which will be used in section 3 respectively to model
the distribution of tensors within a subset of a DT image and to detect the interface between white
matter structures.
INRIA
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2.2 Derivations of statistics and gradient norms
As we will see shortly, the manifoldM of three-dimensional normal distributions with zero mean
can be identified with the manifold S+(3) of 3 × 3 real, symmetric, positive-definite matrices
which provides a natural means of parameterizing those probability density functions. Ultimately,
we will use the fact that the Fisher information matrix corresponds to the Riemannian metric on
this manifold (see [23] for example) and induces a geodesic distanceDg. However, other distances
between parameterized normal distributions (i.e. between covariance matrices and, hence, diffu-
sion tensors) have been introduced. We will first use the Euclidean distance De, then exploit the
properties of the symmetrized Kullback-Leibler divergence Dj , also known as the J-divergence
[29], and finally describe the geometry of S+(3) equipped with a metric derived from the Fisher
information matrix.
2.2.1 Euclidean probability metric
We consider S+(3) with the simple Euclidean metric. In this case, the dissimilarity measure be-
tween diffusion tensors is given by the Frobenius norm of the difference such that for all A,B ∈
S+(3), we have







where tr denotes the trace operator. Using the fact that ∇Xtr (XY ) = Y T for X,Y ∈ GL(n), it
is easy to see that:
∇AD
2
e(A,B) = A−B (4)
In other words, we find that the gradient of the squared Euclidean distance corresponds to the
usual difference tangent vector. This is a symmetric matrix which can be used to compute the 6×6
covariance matrix (2) of a set of N diffusion tensors.
























The map ϕ : S+(3) 7→ R6 associates to each symmetric matrix βi = Σi − Σe its 6 independent
components. In this Euclidean setting, we can define a Gaussian distribution between diffusion













T Λ−1e ϕ (βi)
2
)
with βi = Σi − Σe (5)
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We will use this expression, in the Euclidean case, for the probability distributions pin/out in equa-
tion (19) of section 3.3. Finally, the squared norm of the spatial gradient of a diffusion tensor















and is used in the distribution pb defined by equation (20) for the Euclidean case.
2.2.2 J-divergence probability metric
We now adopt a more information-theoretic point of view and consider another dissimilarity mea-
sure between Gaussian probability densities known as the Kullback-Leibler divergence Dkl or
relative entropy. This probability metric has the desirable property of being invariant under affine
transformation of the density parameters, hence it is invariant under congruence transformations
such that




, ∀A,B ∈ S+(3), X ∈ GL(3) (7)
This property does not hold for the Euclidean distance previously introduced. The Kullback-
Leibler divergence is defined for parametric as well as non-parametric densities. In equation
(7), A and B actually stand for the covariance matrices of three-dimensional normal distributions








We recall that diffusion tensors are indeed the parameters of Gaussian distributions P modeling
the local displacement r of water molecules.
It turns out however that the Kullback-Leibler divergence is not symmetric and hence not a true












As we will see in the next section, the J-divergence is closely related to the squared geodesic
distance on S+(3) induced by the Fisher information matrix but only coincides with the latter for





(Dkl (A,B) +Dkl (B,A))
As stated in [67] and used in [62], the expression of this distance is particularly simple when P is





tr (A−1B + B−1A)− 6 (8)
We have the following proposition:
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Proposition 2.2.1. The gradient of the squared distance D2j between three-dimensional normal














= B−T = B−1 and that
∇Atr (A
−1B) = − (A−1BA−1)
T
= −A−1BA−1
From this result, we are able to compute the covariance matrix (2) of a set of diffusion tensors. We
just need to define the empirical mean diffusion tensor (1) associated to the distance Dj (8). This
was already proposed in [62] as the following theorem:
Theorem 2.2.1. The empirical mean diffusion tensor of a set of N tensors {Σi}, i = 1, ...N is
given by













with U = 1
N
∑N














ϕ (βi) ϕ (βi)
T








its 6 independent components. In this information-theoretic setting, we now define a Gaussian













T Λ−1j ϕ (βi)
2
)











We will use this expression, in the J-divergence case, for the probability distributions pin/out in
equation (19) of section 3.3. Finally, we can easily obtain the squared norm of the spatial gradient




















and use it in the distribution pb of equation (20) for the J-divergence case.
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2.2.3 Geodesic probability metric
We introduce, as in [39], a last dissimilarity measure between diffusion tensors, which we claim
to be more natural and powerful for the comparison of three-dimensional normal distributions. Its
superiority will be demonstrated through the numerical experiments presented in section 4.
Following [51] and [10], it is possible to define a Riemannian metric on S+(3) in terms of the
Fisher information matrix. The Fisher information is a popular measure of the amount of in-
formation carried by the realizations of a random variable about the unknown parameters of the
underlying probability density. This is classically used to derive maximum likelihood estimators of
density parameters. Once again, we use the natural chart ϕ of S+(3) such that for all A ∈ S+(3),
we have ϕ (A) = (x1,x2,x3,x4,x5,x6)T . The tangent space TAS+(3) at A ∈ S+(3) coincides
with S(3), the space of 3× 3 real, symmetric matrices. Its basis is denoted by (∂1, ..., ∂6).
We now detail the fundamental properties of S+(3) and propose an original formulation for a
Gaussian law on this manifold. The fundamental tools needed to derive our numerical schemes
were detailed in [46], [55], [9], [23], [11], [27], [43], [37], and [40]. Other recent works, such as
[50] and [26] do not employ the information geometry associated with the Fisher information ma-
trix but rather consider S+(3) as the quotient space GL+(3)/SO(3) to derive statistical or filtering
tools on tensor fields.









takes the following form for S+(3):
Theorem 2.2.2. The Riemannian metric for the space of three-dimensional normal distributions
with zero mean, S+(3) is given, for all A ∈ S+(3) by








i, j = 1, ..., 6















3) with I and diag () denoting the identity and diagonal matrices. They correspond
to a locally isotropic diffusion process and to the more general case of an anisotropic diffusion,




3 , whose principal axes coincide with the coordinate frame of the
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1/2 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1/2 0 0
0 0 0 0 1 0


























































It is obvious from these examples that the second, third and fifth diagonal terms of the metric ten-
sor receive contributions from cross-terms of the diffusion variances. Hence the factor 1/2 in the
first, fourth and sixth diagonal terms.
We recall that, if γ : t 7→ γ(t) ∈ S+(3), ∀t ∈ [0, 1] denotes a curve segment in S+(3) be-
















As stated for example in [43], the geodesic starting from γ(0) = A ∈ S+(3) in the direction
γ̇(0) ∈ S(3) is given by:
γ(t) = A1/2 exp (tA−1/2γ̇(0)A−1/2)A1/2 ∀t ∈ [0, 1] (12)
We recall that the geodesic distance Dg between any two elements A and B is the length of the
minimizing geodesic between these points:
Dg(A,B) = inf
γ
{L(γ) : A = γ(0), B = γ(1)}
It is given by the following theorem, whose original proof is available in an appendix of [2] but
different versions can also be found in [55] and [27].
Theorem 2.2.3. (S.T. Jensen, 1976)
Consider the family of multivariate normal distributions with common mean vector but different
covariance matrices. The geodesic distance between two members of the family with covariance
















where ηi denote the 3 eigenvalues of the matrix A−1/2BA−1/2.
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Apart from being a true distance, hence being positive, symmetric and verifying the triangle in-
equality (see [27] although no complete proof of the triangle inequality was provided by the au-
thors), this distance is also invariant under congruence transformation (i.e. affine invariant) as well
as under inversion.
It is interesting, at this stage, to study the relationship between this geodesic distance and the
J-divergence. As summarized in [3], given suitable technical conditions on two nearby densi-
ties P(r|A) and P(r|A + dA), the zeroth and first order terms of a Taylor expansion of the
Kullback-Leibler divergence around P(r|A) vanish. Assuming second-order differentiability of



















which can be shown to reduce to











(if the partial derivatives commute with the integral) and which is precisely half of the squared
geodesic distance between A and A + dA. Consequently it is easy to see that the J-divergence
coincides, up to the second order, with half of the squared geodesic distance between two nearby
diffusion tensors. Whenever the tensors are not infinitesimally close, the two distances become
inconsistent. This is another reason supporting our claim that diffusion tensors statistics based on
the geodesic distance should improve the quality of DTI segmentation results.
It was shown in [43] that the gradient of the squared geodesic distance writes:
∇AD
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Based on this result and on the following method for the computation of the mean tensor in our
Riemannian setting, we will be able to estimate the covariance matrix (2) of a set of diffusion ten-
sors {Σi}, i = 1, ..., N and, finally, approximate a Gaussian distribution on S+(3). As presented
in [40], a closed-form expression for the empirical mean (1) cannot be obtained but a gradient de-
scent algorithm was proposed. It estimates a quantity, known as the Riemannian barycenter, which
exists and is unique for manifolds of non-positive sectional curvature (see [32]) like S+(3). The
algorithm is based on the minimization of the variance of the Σi. It can be shown that this boils
down to evolving an initial guess of the mean (like the identify matrix I) along the geodesics of





















where M denotes the evolving mean tensor. After a few iterations of this procedure, M converges
toward the mean tensor Σg. We describe this procedure in the Algorithm 1.
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Algorithm 1 Riemannian estimation of the mean diffusion tensor
Require: {Σi} ∈ S+(3), i = 1, ...N and nit, the number of iterations
Ensure: Σg, the mean tensor
1: M ← I
2: for k = 1 to nit do
3: V ← O {3× 3 zero matrix}
4: for i = 1 to N do





7: V = 1
N
MV














ϕ (βi) ϕ (βi)
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and ϕ associates to each βi its 6 independent components. The
notion of Gaussian distribution was generalized to random samples of primitives belonging to a
Riemannian manifold in [49] where more details can be found regarding this particular point. From
this work, we have proposed in [40] a definition of the Gaussian law between diffusion tensors














and the concentration matrix is Γ ' Λ−1g − R/3,
with R the Ricci tensor at the mean Σg. The computation of the Ricci tensor R can be performed
on the basis of closed-form expressions for the metric and the Riemann tensor provided in [55]
and simply involving traces of matrix products. As we will point out in section 4, our numerical
experiments have shown that the Ricci tensor exhibits a difference of at least 2 orders of magnitude
with the inverse of the covariance matrix. Hence we can approximate Γ by Λ−1g .
We will use pg, in the geodesic case, for the probability distributions pin/out in equation (19) of






















and subsequently used in the distribution pb of equation (20) in the geodesic case.
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2.2.4 Summary and numerical examples
We summarize, in table 1, the expressions of the squared distance, its gradient, and of the mean
tensor for the Euclidean, J-divergence and geodesic cases. The evaluation of the squared distance
and its gradient for the matrices A1 and B1 given below shows a good coherence (although the
Euclidean distance is quite larger than the other two) and, more importantly, illustrates the fact that














D2e(A1, B1) = 0.010158 , ∇A1D
2






D2j (A1, B1) = 0.002526 , ∇A1D
2






D2g(A1, B1) = 0.005050 , ∇A1D
2






On the contrary, if we consider the matrices A2 and B2, which are much more different than A1














D2e(A2, B2) = 1.111446 , ∇A2D
2






D2j (A2, B2) = 0.329119 , ∇A2D
2






D2g(A2, B2) = 0.621560 , ∇A2D
2






Now, in order to compare the statistics derived from each distance, we have manually segmented
the genu of the corpus callosum on a DTI data-set used in the last section of this paper. This is
a well-known region of the brain white matter (figure 3) where fibers are essentially aligned in a
right-left fashion, i.e. along the x1 axis on an axial slice. Consequently, the tensors in this region
are very anisotropic with a major eigenvector close to (1, 0, 0)T . This resulted in a set {Σi} of
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Figure 3: Statistics in the genu of the corpus callosum (R:right, L:left)
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with U = 1N
∑N
i=1 Σi






Table 1: Squared distances and their gradient for A,B ∈ S+(3), mean tensor.
N = 614 tensors. The ellipsoids presented in the bottom-right corner of figure 3 represent the
mean tensor respectively computed, from left to right, with the Euclidean distance, J-divergence
and geodesic distance (the color encodes their relative fractional anisotropy). Visually, we can
see that the Euclidean mean is somehow more oblate than the other two ellipsoids. This can be
explained by the fact that Euclidean averaging is blind to the spectral components of the tensors
(eigenvalues and eigenvectors) and has a tendency to mix them. We now present the estimated
statistics for each distance (We scaled by a factor 2 the values obtained for the J-divergence to
make the comparisons easier).
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2.8685 −0.2261 0.0589 0.6690 0.0892 0.2083
−0.2261 0.0178 −0.0046 −0.0527 −0.0070 −0.0164
0.0589 −0.0046 0.0012 0.0137 0.0018 0.0042
0.6690 −0.0527 0.0137 0.1560 0.0208 0.0485
0.0892 −0.0070 0.0018 0.0208 0.0027 0.0064






















0.0369 0.0075 −0.0015 0.0139 −0.0105 0.0816
0.0075 0.0692 0.0035 0.0137 −0.0051 0.0236
−0.0015 0.0035 0.0413 −0.0135 0.0019 −0.0142
0.0139 0.0137 −0.0135 0.4958 −0.0405 0.5147
−0.0105 −0.0051 0.0019 −0.0405 0.0432 −0.0552






















0.7706 −0.0297 0.0207 −0.0003 −0.0267 0.1970
−0.0297 0.3156 0.0431 −0.0461 −0.0016 −0.0041
0.0207 0.0431 0.1332 −0.0113 −0.0086 0.0073
−0.0003 −0.0461 −0.0113 0.4592 0.0094 0.3010
−0.0267 −0.0016 −0.0086 0.0094 0.0276 0.0068







tr (Λg) = 2.0370
It is clear that there are important differences between these three approaches. They are hard
to interpret though on such a simple example but their effect on the segmentation results will be
outlined in the section 4.
In the next section, we set up a unified Bayesian formulation of the segmentation problem that
will be used throughout this paper. It relies on the different possible estimates of the mean Σ
and covariance matrix Λ (equation (2)) to evaluate the likelihood of a diffusion tensor to belong
to a given subset of the DTI data-set. This will be used in equation (19). We recall that we will
consider 3 different cases associated to the Euclidean distance (3), the J-divergence (8) and the
geodesic distance (13). Within these 3 different frameworks, we have shown how to approximate
a Gaussian distribution between diffusion tensors (see equations (5), (10) and (15)) by using the
information provided by the gradient of the squared geodesic distance (see equations (4), (9) and
(14)). We will also exploit the information provided by the norm of the tensor field spatial gradient
(see equations (6), (11) and (16)) to localize the boundaries between structures of the brain white
matter and avoid mixing them through the boundary term (20) in our energy (21).
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3 Statistical Segmentation by Surface Evolution
We recall that our goal is to compute the optimal 3D surface separating an anatomical structure
of interest from the rest of a DTI data-set. The statistical surface evolution, as developed in [52],
is a well-suited framework for our segmentation problem. We hereafter summarize the important
notions of this technique.
3.1 Bayesian formulation for image partitioning
Following general works on image segmentation [34], [70], [4], [48], we seek the optimal partition
of the image domain Ω by maximizing the a posteriori frame partition probability p(P(Ω) |Σ) for
the observed diffusion tensor image Σ. The Bayes rule allows to express this probability as:
p(P(Ω) |Σ) ∝ p(Σ | P(Ω))p(P(Ω)) (17)
This formulation yields a separation of the image-based cues from the geometric properties of the
boundary given by P(Ω). While being valid for any number of regions, we restrict this formu-
lation to binary partitions: the structure of interest and the background. The image partition can
be represented as the zero-crossing of a level-set function φ [20], [21], [47],[16]. Noting B the





φ(x) = 0, if x ∈ B
φ(x) = D(x,B), if x ∈ Ωin
φ(x) = −D(x,B), if x ∈ Ωout
where D(x,B) stands for the Euclidean distance between x and B. Hence, the optimal partition
is obtained by maximizing: p(φ|Σ) ∝ p(Σ|φ)p(φ). At this stage, these two terms still need to be
defined. For this purpose, several assumptions on the structure of interest need to be introduced. In
the following, a smoothness constraint is imposed with the term p(φ) while p(Σ|φ) expresses the
likelihood of the diffusion tensors to be inside, outside or on the boundary of the structure. This
yields an optimization criterion similar to the Geodesic Active Regions presented in [48].
3.2 Smoothness constraint
The second term of equation (17) expresses the probability of the interface to represent the structure
of interest and can be used to introduce prior shape knowledge. For the segmentation of diffusion
tensor images, we have no high level prior information but we can use this term to impose shape
regularity. Such a constraint can be obtained by favoring structures with a smaller surface |B| with
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3.3 Data term
To further specify the image term p(Σ|φ), we introduce some hypothesis. First, for a given level-
set φ, we can classify the voxels into three classes: inside, outside or on the boundary. Then, we
can define the probability density functions of a diffusion tensor for each class: pin, pout and pb.
Assuming the diffusion tensors to be independent and identically distributed realizations of the











This gives two different types of probability distributions: region-based with pin/out and boundary-
based with pb. pin and pout are given by the Gaussian distributions on tensors introduced in section
2.2 pe (equation (5)) pj , (equation (10)) and pg (equation (15)). The parameters of these laws may
be known a priori but in the absence of such information, they are introduced as unknown param-
eters.
Regarding pb, the probability should be close to one for high gradients of the diffusion tensors
field and around zero for small variations. This leads to:
pb(Σ(x)) ∝ exp (−gα(|∇Σ(x)|)) (20)
with gα(u) = 1/(1 + uα). This type of boundary term is the basis of several works referred to as
active contours [15] and, often, α = 1 or 2 is chosen. For the sake of readability, we will use the
short notation gα(Σ(x)). |∇Σ(x)| will be computed by using equation (6) for the Euclidean case,
equation (11) for the J-divergence case, or equation (16) for the geodesic case.
3.4 Energy formulation
Maximizing the a posteriori segmentation probability is equivalent to minimizing its negative log-
arithm. Integrating the regularity constraint (18) and the image term (19), we end up with the
following energy:















The boundary term of this energy corresponds to the Geodesic Active Contours [15] and naturally
includes a regularization1 on the interface. Following [33], [53], an alternate minimization is em-
ployed to perform the optimization for the two types of unknown parameters. For given statistical


















1The regularity term (18) could be included in pb by replacing gα by gα,ν = ν + gα.
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while the statistics can be updated after each evolution of φ from their empirical estimates, as
described in section 2.2. More details on this level-set based optimization can be found in [16],
[53], where different applications were considered.
The right-hand side of equation (22), between parenthesis, corresponds to the magnitude of the
velocity used to deform each point of the evolving surface B along its normal at that point. The
purpose of the next section will be to evaluate the influence of the choice of the density function
p, which can be taken in its Euclidean version pe (equation (5)), J-divergence version pj (equation
(10)) or geodesic version pg (equation (15)). We will describe several numerical experiments in
order to evaluate the respective performances of each probability metrics for our DTI segmentation
task. We demonstrate that the Riemannian statistical tools presented in section 2.2 achieve the best
results.
4 Results and Validation
We begin our numerical experiments with three different synthetic data-sets of increasing com-
plexity in order to emphasize the respective virtue of the Euclidean, Kullback-Leibler and geodesic
probability metrics. We then apply our algorithm to a biological rat spinal cord phantom. Finally,
we consider real DTI data-sets on which we perform the segmentation of the corpus callosum.
In practice, there are a few important points that must be carefully addressed when implement-
ing and running our segmentation algorithm: When dealing with real DTI data, we use a mask
of the brain so that tensors statistics of Ωout are not corrupted by the signal from the outside of
the brain. Regarding the initialization, we noticed and will demonstrate that our method is very
robust. We will show that the geodesic distance is indeed the only metric capable of representing,
through the associated Gaussian distribution, a smoothly varying tensor field with relatively high
variability. Next, there are two parameters that have to be chosen: The first one is the value of ν
in equation (18). It constrains the smoothness of the surface and is usually set in the range 1 to
10. The second parameter arises from the very definition of the Gaussian distribution on S+(3)
presented in section 2.2.3. The main hypothesis for this definition to be valid is that the trace of
the covariance matrix Λg should be small and this means that we restrict ourselves to concentrated
distributions. Hence, we set a threshold for the variance which, whenever reached, induces the end
of the update for the statistical parameters. We then let the surface evolve while using a fixed mean
and covariance matrix to model the distributions of the tensors in Ωin/Ωout. The threshold is cho-
sen in the range [0.01, 0.1] for tensors with components around 1.0. We noticed that the variance,
after a few iterations of increase at the very beginning of the algorithm, keeps decreasing as the
segmentation process converges. Consequently, a careful selection of this parameter is not critical.
Finally, we improved the computational efficiency of the method using the geodesic distance by
noticing and experimentally verifying that, in equation 15, the term involving the 6×6 Ricci tensor
R/3 can be neglected since we have found, in our numerical experiments, a difference of at least
2 orders of magnitude between Λ−1g andR/3.
Regarding the computational cost of the method, we should point out that it is fairly efficient since
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the results presented on figure 19 and 20 were respectively obtained, on 128 × 128 × 64 images,
in 5 and 10 minutes on a 1.7 GHz Pentium M processor with 1 Gb of RAM.
4.1 Synthetic examples
Each of the three synthetic data-sets consists of a 40× 40× 40 3D tensor field with a main pattern
and a background. The tensors follow the shape of the pattern so that, as the shape becomes more
twisted, the tensors variability increases and makes it more difficult for the algorithm to recover
the entire shape. The regularity factor ν is set to 1 for all the experiments. The initialization is
done by the means of one or two little spheres (see figures below). Finally, the mean tensor and














0.0885 −0.0568 −0.0260 0.0119 −0.0394 0.0035
−0.0568 0.0701 0.0039 −0.0070 0.0122 −0.0112
−0.0260 0.0039 0.0183 −0.0023 0.0218 0.0095
0.0119 −0.0070 −0.0023 0.0078 −0.0113 0.0010
−0.0394 0.0122 0.0218 −0.0113 0.0416 0.0118







4.1.1 On the generation of Gaussian noise in S+(3)
The generation of random tensors, i.e. Gaussian noise in S+(3), is usually addressed by simply
building symmetric matrices with i.i.d. normally distributed components and then enforcing their
positivity. The main drawback of this approach is that it leaves no grasp on the actual distribution
of tensors. We proposed in [40], to use the equation 15, to generate random tensors with a known
mean Σ and covariance matrix Λ.
Algorithm 2 Generation of Gaussian noise in S+(3)
Require: Σ and Λ, mean tensor and covariance matrix
Ensure: Σi, N normally distributed elements of S+(3)
1: for i = 1 to N do
2: Λ = HHT {Cholesky decomposition of the covariance matrix}
3: Create a random vector Z ∈ R6, with zero mean and unit variance













The method, described in the algorithm 2, is fairly simple since all we need to do is to randomly
choose the initial velocities {βi}, i = 1, ..., N of the geodesics in S+(3) joining the imposed mean
tensor Σ to the random elements Σi. In practice, this operation is performed in local coordinates
so that we only need to draw random samples of the ϕ (βi) ∈ R6 with zero mean and covariance
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4.1.2 The Y tensor field
We start with a simple example composed by a diverging tensor field and a background of isotropic
tensors (figure 4). Within the Y shape, tensors fractional anisotropy decreases as we get away from
the center-line. This example is relatively simple since the tensors variability stays low and the
segmentation procedure succeeds with the three probability metrics. One important difference
must be noted though: By comparison with the Euclidean distance, which requires 45 iterations to
segment the Y structure, the process converges faster when the J-divergence is used (30 iterations),
and relatively faster with the geodesic distance (28 iterations). This is easily explained by the fact
that the velocity of the evolving surface, at location x of the image Σ, is directly related to the
likelihood of tensor Σ(x) to belong to Ωin or Ωout. It is hence a first argument in favor of our claim
that the geodesic probability metrics yields more adequate tensor statistics.
4.1.3 The torus tensor field
Next, we consider another example where the tensors follow the tangent of the center-line of a
torus (figure 5) and share the same eigenvalues. This yields a higher orientational variability of the
tensors. A direct consequence of this increased variability is the failure of the segmentation process
when we use the Euclidean probability metric. The evolution is presented on figure 7. The initial
sphere is setup so that it covers half of the torus and contains the part of the background situated
‘inside’ the torus. The surface evolution falls into a local minimum and is unable to recover the
desired shape. On the contrary, the J-divergence and geodesic distance behave consistently and
succeed to segment the complete torus (figure 8). We notice, as in the previous example, that the
segmentation using the geodesic distance converges faster (20 iterations) than the one relying on
the J-divergence (27 iterations). The result presented for the Euclidean metric on figure 7 is the
final state after 600 iterations.
4.1.4 The helix tensor field
The last synthetic data-set that we consider is the helix tensor field presented on figure 6. It is
composed of a background with anisotropic tensors aligned on the x1 axis of the 3D field and an
helix containing tensors oriented along the tangent of its center-line. The fractional anisotropy of
the helix tensors varies around each spire. Moreover, the tensors orientation spans a broader range
of possibilities than in the torus case since it changes along the x1, x2 and x3 axes. This is certainly
an example on which it is desirable for our segmentation algorithm to succeed since this tensors
variation pattern is fairly realistic and may be found in real DT images. As a matter of fact, only
the statistics computed with the geodesic distance enable our segmentation framework to achieve a
correct extraction of the helix. The initialization consists of 2 small spheres overlapping the helix
and the background. As we can see on figure 9 and 10, the surface evolution quickly stops when it
uses the Euclidean distance or the J-divergence, even though the latter propagates further than the
former as we could have expected. The local minima are respectively reached after 130 and 80 iter-
ations. Using the geodesic distance, the complete helix is recovered (figure 11) after 300 iterations.
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Figure 4: Segmentation of the Y tensor field. Top row: Axial slice of the original and noisy data-set.
Middle and bottom rows: Evolution of the segmentation (color map indicates FA)
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Figure 5: Axial slice of the original and noisy torus tensor field
Figure 6: Axial, coronal and sagittal slices of the original and noisy helix tensor field
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Figure 7: Failure of the torus segmentation with the Euclidean distance (bottom right: final state
after 600 iterations)
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Figure 8: Successful segmentations of the torus with the J-divergence and geodesic distances
(bottom right: final state after 27 iterations with the J-divergence or 20 iterations with the geodesic
distance. The evolutions are similar.)
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Figure 9: Failure of the helix segmentation with the Euclidean distance
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Figure 10: Failure of the helix segmentation with the J-divergence
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Figure 11: Successful segmentation of the helix with the geodesic distance
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Figure 12: Segmentation of the rat spinal cords phantom. [1st row] Axial slice of the data-set
(left) and final segmentation using the geodesic distance (right). [2nd row] Segmentation process
with the geodesic distance and large sphere initialization. [3rd row] Segmentation process with
the geodesic distance and small sphere initialization. [4th row] Segmentation process with the
geodesic distance and initialization at one end of a cord.
This last example undoubtedly demonstrates the superiority of the Riemannian framework over
the statistics derived from the Euclidean or Kullback-Leibler dissimilarity measures.
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Figure 13: Comparison of the rat spinal cords phantom segmentation results with the 3 distances
(colors as on figure 18)
4.2 Biological phantom data-set
We tested our algorithm on a biological phantom produced by J. Campbell et al. at the McConnell
Brain Imaging Center and Montreal Neurological Institute [13, 14] and was created from two ex-
cised Sprague-Dawley rat spinal cords embedded in 2% agar. Diffusion weighted images (DWI)
were acquired along 90 gradient directions with b value = 1000 s.mm−2 on a 1.5 Tesla Siemens
Sonata scanner using a knee coil. Diffusion tensors are computed by using the method proposed
in [38]. It relies on the minimization of an energy functional derived from the linearized Stejskal-
Tanner equation [57] while ensuring to remain in S+(3). An axial slice of the resulting DT image
is presented in the first row of figure 12 together with a 3D surface modeling the spinal cords.
This data-set is well suited to evaluate the robustness to the initialization of our segmentation
framework as well as to demonstrate the importance of the Riemannian framework to achieve
good segmentation results.
The second, third and fourth rows of figure 12 illustrate the evolution of the segmentation process,
using the geodesic distance, for 3 very different initializations: One large sphere and one small
sphere centered at the cord crossing, and one small sphere placed at one end of a cord. These
three examples yield the same final result, thus experimentally showing the non-dependence of our
method on the initialization. Finally, figure 13 displays, on top of the Apparent Diffusion Coeffi-
cient image, the three final segmentation results obtained by using the Euclidean distance (blue),
J-divergence (green) and geodesic distance (red). We can see that the most accurate result is ob-
tained with the latter. Especially, it is interesting to note that, in the upper right part of the image
where the two cords are very close to each other, only the geodesic distance is able to distinguish
between the two structures. This is another example of the better properties of the Riemannian
statistics to model the distribution of the diffusion tensors.
In the next section, we will show that the Riemannian statistical approach also performs better on
human brain diffusion tensor images.
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4.3 Real DTI data-sets
4.3.1 Method and tensors estimation
Diffusion weighted images were acquired at the Center for Magnetic Resonance Research, Uni-
versity of Minnesota, on a 3 Tesla Siemens Magnetom Trio whole-body clinical scanner. Mea-
surements were made along 12 gradient directions. Acquisition parameters were: b value = 1000
s.mm−2, TE = 92 ms and TR = 1.7 s. The images were obtained on 64 evenly spaced axial planes
with 128×128 pixels per slice. The voxel size is 2×2×2 mm. As for the biological rat spinal cord
phantom, diffusion tensors are computed by using the method proposed in [38]. An example of
the resulting DT image is presented on figure 14. It uses a red-green-blue color scheme to encode
the tracts orientation. Following [59] and [30], we indicate the names of major fiber bundles.
4.3.2 Performance of the probability metrics
In order to further compare the performance of the three probability metrics, within our segmen-
tation framework, we have experimented with the extraction of the corpus callosum from a given
DTI data-set. This important structure corresponds to the so-called callosal radiations which con-
nect homologous areas of each hemisphere. It can be roughly divided into three main parts known
as the genu (gcc), body (bcc) and splenium (scc). The genu radiates into the prefrontal, orbital and
inferior premotor areas to form the forceps minor. The body of the corpus callosum radiates into
the premotor, motor and supplementary motor cortical areas. Finally, the splenium radiates into
the inferior/superior temporal, occipital and posterior parietal regions to form the forceps major.
It turns out that, near the midsagittal plane, all the fibers follow the same right-left orientation pat-
tern making it quite easy to extract this structure from anatomical MRI (see figure 15 [left]). This
has been used in group studies [45] to investigate architectural variability of the corpus callosum in
relation with pathologies like schizophrenia. However, as we can see on figure 15 [right], once we
get away from the midsagittal planes the callosal radiations quickly merge within the white matter
and cannot be segmented anymore. We show that our Riemannian segmentation framework is able
to provide more accurate segmentations of the corpus callosum.
The initialization is obtained either by a quick and approximate delineation of the genu and sple-
nium on only 2 axial slices (figure 16) or by a simple sphere of radius 8 voxels centered in the
middle of the body of the corpus callosum. In both cases, results are identical and presented on
figure 18 and 19. It is obvious that there is a clear improvement of the segmentation quality (es-
pecially in the region of the splenium, figure 18) when moving from the Euclidean distance to the
J-divergence and it is much better when the statistics are computed with the geodesic distance.
The splenium of the corpus callosum is almost entirely recovered by the Riemannian approach
while it is barely visible with the Euclidean method and only partially extracted when using the
J-divergence. We noticed moreover than the Euclidean approach has a tendency to misclassify
some tensors from the ventricles. This means that the statistics are not enough discriminant and
even take over the boundary term at some locations. The geodesic distance definitely yields the
best results.
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Figure 14: Axial (A,B) and coronal (C,D) DT images color map and major fiber bundles. acr =
anterior region of the corona radiata, alic = anterior limb of the internal capsule, bcc = body of
the corpus callosum, ec = external capsule, gcc = genu of the corpus callosum, ilf = inferior lon-
gitudinal fasciculus, ifo = inferior fronto-occipital fasciculus, pcr = posterior region of the corona
radiata, plic = posterior limb of the internal capsule, scc = splenium of the corpus callosum, scr
= superior region of the corona radiata, sfo = superior fronto-occipital fasciculus, slf = superior
longitudinal fasciculus, tpt = tapetum
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Figure 15: Corpus callosum on a midsagittal (left) and sagittal (right) slice from a T1 MRI
Figure 16: Initialization of the corpus callosum
segmentation by an approximate delineation of
the genu and splenium
Figure 17: Initialization of the corpus callosum
segmentation with added tensors from the supe-
rior region of the corona radiata
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Figure 18: Segmentation results in the region of the splenium (blue: Euclidean distance, green:
J-divergence, red: geodesic distance)
4.3.3 Multiple fiber bundles segmentation
We conclude our numerical experiments on human brain DTI by trying to also recover fibers from
the corona radiata, which is known to merge with the corpus callosum. The initialization is pre-
sented on figure 17 and is meant to include some tensors from the superior part of the corona radiata
(scr). To that end we simply added tensors of the scr on 2 coronal slices. It turns out that, with the
Euclidean distance and J-divergence, these new tensors quickly disappear from the segmentation
and the final results are the same as those presented on figure 19. This is not suprising and proves
that the associated statistics do not constitute accurate descriptors of the tensors distribution. On
the other side, the statistics computed with the geodesic distance make it possible to perform the
desired segmentation, as presented on figure 20. This is a very interesting result since the superior
part of the corona radiata is partially recovered. But more importantly, fiber tracts which are known
to mingle with the callosal radiations are also segmented. It is indeed well-known that the corpus
callosum merges with association and projection fibers as its gets toward the cortex. We can see
on figure 20 that the tapetum, the posterior region of the corona radiata and a part of the superior
longitudinal fasciculus are extracted since they fuse with the splenium of the corpus callosum. The
posterior limb of the internal capsule (essentially the corticospinal tract) is equally segmented since
it intersects with the corpus callosum and with the superior longitudinal fasciculus in the region of
the centrum semiovale. All these results contribute to clearly validate our claim that the proposed
Riemannian framework achieves the best segmentation results.
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Figure 19: Segmentation of the corpus callosum using the Euclidean distance (top left), J-
divergence (top right), and geodesic distance (bottom)
RR n° 5843
38 Lenglet et al.
Figure 20: Segmentation of the corpus callosum and intermingling fiber tracts
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5 Conclusion
We have presented a unified statistical surface evolution framework for the segmentation of dif-
fusion tensor images. Since a diffusion tensor can be understood as the covariance matrix of
a three-dimensional normal distribution with zero mean, we have introduced various probability
metrics (Euclidean distance, J-divergence and geodesic distances), i.e. dissimilarity measures be-
tween probability density functions, to derive statistics on DT images. These statistical parameters
(mean and covariance matrix) allowed us to define a notion of Gaussian density for diffusion ten-
sors, depending on the probability metric, which was used to model the distribution of a set of
tensors. Finally, we have shown how to estimate the norm of the spatial gradient of a DT image in
order to detect boundaries between structures of the white matter. By fusing these statistical and
geometrical information within a variational framework, we derived a powerful level-set based
DTI segmentation technique. At this point, our claim was that the special properties of the space
of 3 × 3 diffusion tensors (symmetry and positivity) were naturally handled by working in the
Riemannian framework. It must consequently yield more adequate tools to deal with tensors than
the Euclidean or J-divergence approaches. The former, by seeing S+(3) as a linear space is com-
pletely blind to its curvature. The latter was shown to be equivalent to the geodesic distance only
for infinitesimally close tensors. The Riemannian framework was proposed to derive the proper
tools to work within the space of 3× 3 diffusion tensors while taking into account its special prop-
erties.We proved that the choice of the probability metric, i.e. the dissimilarity measure, has a deep
impact on the tensor statistics and, hence, on the segmentation results.
Through numerical experiments on synthetic data-sets, a biological rat spinal cord phantom, as
well as on human brain DT images, we could experimentally demonstrate the superiority of the
geodesic probability metric over the J-divergence which, in turn, performed better than the Eu-
clidean distance. This order was found on synthetic data-sets with increasing complexity and for
which, ground truth being known, it was very easy to undoubtedly evaluate the quality of the seg-
mentations. The biological phantom data-set, because of its known and relatively simple geometry,
allowed to test the robustness to the initialization of our algorithm and, again, to demonstrate on a
single realistic data-set that the best results were obtained with the geodesic distance. Finally, on
human brain DTI data-sets, the Riemannian approach was the only one capable of correctly seg-
menting highly variable tensor fields. It achieved better results than the other metrics (Euclidean
distance and J-divergence), by comparison with neuroanatomical knowledge, for the segmentation
of the corpus callosum or the corticospinal tract.
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