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PETROV-GALERKIN METHOD FOR APPROXIMATION OF SOLUTIONS
TO OPERATOR EQUATIONS IN POSITIVE AND NEGATIVE BANACH
SPACES.
W.G. LITVINOV
Abstract. The Galerkin method, in particular, the Galerkin method with ¯nite elements
(called ¯nite element method) are widely used in numerical solving of di®erential equations.
The Galerkin method allows us to obtain approximations of weak solutions only. However,
a rich variety of problems arise in applications, where approximations of smooth solutions
and solutions in negative spaces have to be found. This paper is devoted to the employment
of the Petrov-Galerkin method for solving such problems. General results on convergence
of the Petrov-Galerkin approximations of solutions to operator equations are obtained. The
problem on construction of the subspaces, which ensure the convergence of the approximations,
is investigated. By way of example, we consider two{and{three-dimensional problems of the
elasticity, a parabolic problem, and a nonlinear problem of the plasticity.
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1. Introduction
Let U be a separable re°exive Banach space and Uk be a ¯nite-dimensional subspace of U .
Let A be a mapping from U to the dual space U¤ of U .
Consider the problem: Find u 2 U such that
A(u) = 0: (1.1)
A function uk 2 Uk that satis¯es the condition
(A(uk); h) = 0; h 2 Uk; (1.2)
is said to be the Galerkin approximation of a solution u to the equation (1.1).
Once m(k) is the dimension of Uk, and '1; '2; : : : ; 'm(k) is a basis of Uk, we have uk =Pm(k)
i=1 ai'i, and (1.2) is represented in the form³
A(
m(k)X
i=1
ai'i); 'j
´
= 0; j = 1; 2; : : : ;m(k): (1.3)
The Galerkin method and the ¯nite element approximation, that originates from the Galerkin
method, are widely used for solving numerically and exploring the solvability of di®erential
equations.
However, the condition A is a mapping from U to U¤ is a strong restriction on A. The
Galerkin method allows us to approximate weak solutions of elliptic equations. The Faedo-
Galerkin method, that is a modi¯cation of the Galerkin method, which reduces the original
problem to a system of ordinary di®erential equations, is used for approximation of weak
solutions of nonstationary problems.
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On approximation of smooth solutions to di®erential equations and solutions of di®erential
equations in negative spaces, we consider that A maps the space U to a space V other than
U¤, see [10, 17]. The Galerkin method is unusable for such problems.
Problems on approximation of smooth solutions and solutions in negative norms appear,
in particular, in the theory of optimal control for partial di®erential equations, see [12]. The
investigation of the strength of a structure involves the computation of values of a function of
the components of the stress tensor, see e.g. [21]. The values of this function should not exceed
some magnitude at each point of the domain occupied with the structure. Since the stresses
are de¯ned by derivatives of the function of displacement, smooth solutions should only be
used in such problems.
The optimization of the structure is associated with the searching of a solution to a conjugate
problem in a negative space.
Where the operator A maps the space U into a space V , the Petrov-Galerkin method can
be used advantageously. Let Uk and V ¤k be k-dimensional subspaces of U and V
¤, V ¤ being
the dual space of V .
A function uk 2 Uk that satis¯es the condition
(A(uk); h) = 0; h 2 V ¤k ; (1.4)
is said to be the Petrov-Galerkin approximation of a solution u to the problem A(u) = 0.
In the special case that V = U¤, we can take V ¤k = Uk. Then the Petrov-Galerkin method
is transformed into the Galerkin method.
Below in Section 2, we consider the case where the operator A is a linear continuous and
one-to-one mapping of U onto V . A statement on the convergence of the Petrov-Galerkin
approximations uk in U to the solution u of the problem Au = f is proved. In Section 3, we
treat a problem on construction of the subspaces Uk and V ¤k , which ensure the convergence
of the Petrov-Galerkin approximations in the case that, A is a one-to-one mapping of U onto
V . The convergence of the Petrov-Galerkin approximations in the case, where the kernel and
the defect of A are ¯nite-dimensional subspaces of U and V , is investigated in Section 4. In
Section 5, we consider two-and-three-dimensional problems of the elasticity theory and prove
the existence of solutions to these problems in the space W 2p (­)
n, where p ¸ 2, n = 2 or 3,
and in W 2+®p (­)
n, ® 2 (0; 1). The Petrov-Galerkin method for the problems of the elasticity
theory is expounded in Section 6. In Section 7, the Petrov-Galerkin method is applied to the
approximation of the solution of a parabolic problem.
In Section 8, we consider a class of nonlinear operator equations, whose operators are re-
strictions of operators which map Banach spaces to Banach spaces in a one-to-one manner. In
particular, restrictions of strongly monotone operators are contained in this class.
Under some assumptions, we prove existence and uniqueness of smooth solutions to these
operator equations, and the convergence of the Petrov-Galerkin approximations to the exact
solutions. Here the approximations are computed by the modi¯ed Newton method, and in
doing so, we change the spaces V ¤k in the Newtonian iterations.
By way of example, we consider in Section 9 approximation of the smooth solution to a
nonlinear problem of the plasticity theory.
We mention that the Petrov-Galerkin method for linear elliptic operators in positive Hilbert
spaces was considered in [3].
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2. Convergence of the Petrov-Galerkin approximations I.
We use the following notations: We denote the space of linear continuous operators mapping
a normed space X to a normed space Y by L(X;Y ). If A 2 L(X;Y ), the adjoint of A operator
is symbolized by A¤, and the inverse of A, if it exists, by A¡1. The dual of X space is denoted
by X¤, and by (h; f) the duality between X and X¤, where h 2 X and f 2 X¤. In particular, if
f 2 L2(­) or f 2 L2(­)n, then (h; f) is the scalar product in L2(­) or in L2(­)n, respectively.
If y is a point of X and G a set of X, we denote the distance between y and G by ½(y;G),
½(y;G) = inf
z2G
jjy ¡ zjjX :
R+ is the set of nonnegative numbers. The sign * denotes weak convergence in a Banach
space. If M is a subspace of a normed space X, we denote by X=M the quotient space of X
by M .
We assume that the following conditions are satis¯ed:
(C2.1): U and V are separable re°exive Banach spaces.
(C2.2): A is a linear continuous and one-to-one mapping of U onto V .
Let fUkg, fVkg, and fV ¤k g be sequences of ¯nite-dimensional subspaces of U , V , and V ¤ such
that
lim
k!1
inf
h2Uk
jjv ¡ hjjU = 0; v 2 U; (2.1)
Vk = A(Uk); V ¤k = (A(Uk))
¤: (2.2)
Let f be a given function of V . It follows from (C2:2) that there exists a unique u satisfying
u 2 U; Au = f: (2.3)
The Petrov-Galerkin approximations uk of u are de¯ned by
uk 2 Uk; (Auk; h) = (f; h); h 2 V ¤k : (2.4)
Let m(k) be the dimensions of Uk and V ¤k , and '1; '2; : : : ; 'm(k) and Ã1; Ã2; : : : ; Ãm(k) be bases
of Uk and V ¤k . Then uk =
Pm(k)
i=1 ai'i, and (2.4) is represented in the form³
A(
m(k)X
i=1
ai'i); Ãj
´
= (f; Ãj); j = 1; 2; : : : ;m(k): (2.5)
Let P ¤k be an operator of projection of V
¤ onto V ¤k , and Pk be the adjoint operator of P
¤
k , that
projects V onto Vk = V ¤¤k , where V
¤¤
k is the dual space of V
¤
k ,
Vk = fvjv 2 V; (v; g) = 0; g 2 N (P ¤k )g; (2.6)
where N (P ¤k ) is the null-space of P ¤k , see [5], VI, 3.3, VI, 9.18, VI, 9.19, [8], I, 3.4, III, 3.4.
There exists in¯nitely many projections which map V ¤ onto V ¤k . A projection can be de¯ned
as follows:
Let ®1; ®2; : : : ; ®m(k) be elements of V such that (®i; Ãj) = ±ij , where ±ij =
(
1 if i = j
0 if i 6= j ¢
Then
P ¤k e =
m(k)X
i=1
(®i; e)Ãi; e 2 V ¤:
In this case P ¤k = P
¤
kP
¤
k .
The projections P ¤k and Pk are uniquely de¯ned, when V is a Hilbert space.
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It follows from (2.5) that
(Auk ¡ f; P ¤k h) = 0; h 2 V ¤:
That is, (2.5) is represented in the form
PkAuk = Pkf: (2.7)
Since V ¤k = (A(Uk))
¤, the assumption (C2:2) implies the existence of a constant °k > 0 such
that
jjPkAwjjV ¸ °kjjwjjU ; w 2 Uk; k 2 N: (2.8)
Therefore,
jj(PkA)¡1jjL(Vk;Uk) ·
1
°k
; k 2 N: (2.9)
For an arbitrary y 2 U , we denote the best approximation of y in Uk by bky. It is de¯ned as
follows:
jjy ¡ bkyjjU = inf
w2Uk
jjy ¡ wjjU : (2.10)
There exists a function bky that satis¯es (2.10), and such function is unique, when the norm
of U is a strictly convex functional.
Theorem 2.1. Suppose that the conditions (C2:1), (C2:2), (2.1), and (2.2) are satis¯ed. Let
also f 2 V . Then for any k there exists a unique solution uk to the problem (2.4), and uk * u
in U , where u is the solution to the problem (2.3). If
lim
k!1
1
°k
jju¡ bkujjU = 0; (2.11)
then uk ! u in U . Furthermore, if there exists ° > 0 such that °k ¸ ° for all k, then
jjuk ¡ ujjU · c inf
h2Uk
jju¡ hjjU ; (2.12)
where c is independent of k.
Proof. The existence of a unique solution to the problem (2.5) for any k follows from
(C2.2) and (2.2). By (C2.2), (2.1), (2.2), and (2.4), we obtain Auk * f in V . Therefore,
uk * A
¡1f = u in U .
By (2.7) and (2.3), we get
PkAuk = Pkf = PkAu: (2.13)
(2.8) and (2.13) imply
jjuk ¡ bkujjU · 1
°k
jjPkA(uk ¡ bku)jjV = 1
°k
jjPkA(u¡ bku)jjV · c1
°k
jju¡ bkujjU :
(2.14)
Therefore,
jju¡ ukjjU · jju¡ bkujjU + jjbku¡ ukjjU · (1 + c1
°k
)jju¡ bkujjU : (2.15)
(2.15) implies that uk ! u in U , if (2.11) is realized, and if °k ¸ ° > 0 then (2.12) with
c = 1 + c1° holds. ¤
Remark 1. Suppose that the conditions (C2.1), (C2.2), (2.1), and (2.2) are satis¯ed. Let
f 2 V and uk be the solution to the problem (2.4). Let U^ be an arbitrary Banach space such
that U ½ U^ , and the embedding U ! U^ is compact. Let A^ be an extension of A such that
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A^ is an isomorphism of U^ onto V^ , and also V ½ V^ . Then the function u, that is the solution
to the problem (2.3), also is the unique solution to the problem A^u = f , and the Theorem 2.1
implies uk ! u in U^ :
Remark 2 (Second variant). Suppose that the conditions (C2.1) and (C2.2) are satis¯ed.
Let ·U and ·V be Banach spaces such that ·U ½ U , the embedding ·U ! U is compact. Let also
·V ½ V , f 2 ·V , and ·A be a restriction of A such that ·A is an isomorphism of ·U onto ·V . Let
·u be the solution to the problem ·A·u = f . Then ·u is also the unique solution to the problem
Au = f .
Let f ·Ukg; f ·Vkg, and f ·V ¤k g be sequences of ¯nite-dimensional subspaces of ·U , ·V , and ·V ¤
such that
lim
k!1
inf
h2 ·Uk
jjv ¡ hjj ·U = 0; v 2 ·U; (2.16)
·Vk = ·A( ·Uk); ·V ¤k = ( ·A( ·Uk))
¤: (2.17)
Let also ·uk be the solution to the problem
·uk 2 ·Uk; ( ·A·uk; h) = (f; h); h 2 ·V ¤k : (2.18)
Then by Theorem 2.1, we obtain
·uk * ·u in ·U; ·uk ! u in U: (2.19)
Consider the case that A 2 L(U;U¤), i.e. V = U¤. Suppose that there exists a constant
® > 0 such that
(Au; u) ¸ ®jjujj2U ; u 2 U: (2.20)
Then by Lax-Milgram theorem, there exists a unique solution u to the problem (2.3) for any
f 2 U¤. The Galerkin approximations uk of u are de¯ned by (1.2), that is
uk 2 Uk; P ¤k Auk = P ¤k f; (2.21)
where P ¤k is the adjoint operator of Pk that projects U onto Uk.
Let w 2 Uk. Taking (2.20) into account, we obtain
jjP ¤k AwjjU¤ jjwjjU ¸ (P ¤k Aw;w) = (Aw;Pkw) = (Aw;w) ¸ ®jjwjj2U : (2.22)
Therefore,
jkP ¤k AwjjU¤ ¸ ®jjwjjU : (2.23)
We apply Theorem 2.1. Taking (2.21) into account and remarking that V = U¤ and Pk is the
projector of U onto Uk, we obtain.
Corollary. Let U be a separable re°exive Banach space. Let A 2 L(U;U¤), f 2 U¤, and
the conditions (2.1), (2.20) be satis¯ed. Then, for any k, there exists a unique solution uk to
the problem (2.21) and uk ! u in U , moreover (2.12) is satis¯ed.
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3. Spaces Uk and V ¤k .
Let f'ig1i=1 be a sequence of elements of U which satisfy the following condition:
(C3.1): '1; '2; : : : ; 'k are linearly independent for any k 2 N, the union of all ¯nite linear
combinations
P
ci'i, ci 2 R, is dense in U .
For any j 2 N, we denote the linear span of the elements of the set f'ig1i=1 n f'jg by ¤j .
We assume that there exists a constant ¯ > 0 such that
½('j ;¤j) = inf
z2¤j
jj'j ¡ zjjU = ¯j ¸ ¯; j 2 N: (3.1)
Consider the case where U is a Hilbert space. By the Schmidt orthogonalization (see e.g. [8],
I, 6.3 ), we can construct a sequence f'0ig1i=1 such that, the functions '0i are linear combinations
of '1; '2; : : : ; 'i, and '0i are orthonormal with respect to the scalar product in U . Let ¤
0
j be
the span of the elements of the set f'0ig1i=1 n f'0jg.
Then we have
½('0j ;¤
0
j) = inf
z2¤0j
jj'0j ¡ zjjU = 1; j = N:
Therefore, the functions '0i meet the conditions (C3:1) and (3.1) with ¯j = 1.
Theorem 3.1. Suppose that the conditions (C2:1), (C2:2), (C3:1) and (3.1) are satis¯ed.
Then there exists a sequence fÃig1i=1 ½ V ¤ and a positive constant ³ such that
jjÃijjV ¤ = 1; (A'j ; Ãi) = ³i±ij ; i; j 2 N; ³i = ½(A'i; A(¤i)) ¸ ³: (3.2)
The elements Ãi are de¯ned uniquely by the conditions
jjÃijjV ¤ = 1; (A'j ; Ãi) = 0; at i 6= j; (3.3)
and the linear span of the set fÃig1i=1 is dense in V ¤.
Let Uk and V ¤k be the linear spans of the elements '1; : : : ; 'k and Ã1; : : : Ãk. Then the
condition (2.2) is satis¯ed and
jjPkAwjjV = jjAwjjV ¸ jjA¡1jj¡1L(V;U)jjwjjU ; w 2 Uk; k 2 N; (3.4)
that is
jj(PkA)¡1jjL(Vk;Uk) = jjA¡1jjL(V;U); k 2 N: (3.5)
Proof. By (C2:2) and the Banach theorem on inverse operator, see [22], II, 5, there exists
the inverse A¡1 of the operator A and A¡1 2 L(V;U). For an arbitrary " > 0, there exists
z" 2 ¤i satisfying
½(A'i; A(¤i)) = jjA'i ¡Az"jjV ¡ ":
Therefore,
½(A'i; A(¤i)) ¸ jj'i ¡ z"jjUjjA¡1jjL(V;U)
¡ " ¸ ½('i;¤i)jjA¡1jjL(V;U)
:
From here and (3.1), we obtain
³i = ½(A'i; A(¤i)) ¸ ¯ijjA¡1jjL(V;U)
¸ ¯jjA¡1jjL(V;U)
= ³: (3.6)
It follows from the known result, see e.g. [7], V, 7, that for any i there exists an element Ãi
which satis¯es (3.2). In view of (C2:2) and (C3:1), the elements Ãi are uniquely de¯ned by
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(3.3). On the strength of (C2:2) (C3:1) and (3.2), the spaces V ¤k meet the condition (2.2), and
the linear span of the set fÃig1i=1 is dense in V ¤.
Let
w =
kX
i=1
ci'i: (3.7)
Taking (3.3) into account, we obtain
jjAwjjV = sup
jjP1i=1 biÃijjV ¤=1
³
A(
kX
i=1
ci'i);
1X
i=1
biÃi
´
= sup
jjPki=1 biÃijjV ¤=1
³
A(
kX
i=1
ci'i);
kX
i=1
biÃi
´
= jjPkAwjjV : (3.8)
Therefore, (3.4) and (3.5) are satis¯ed.
Remark. Suppose that the conditions (C2.1) and (C2.2) are satis¯ed. Let Uk be a ¯nite-
dimensional subspace of U and f'igm(k)i=1 be a basis of Uk. Let ~Pk be a projection of U onto
Uk, and Mk = (I ¡ ~Pk)U , where I is the identical operator in U . Suppose that there exists a
sequence f'ig1m(k)+1 ½Mk such that the linear span of the set f'ig1i=1 is dense in U , and (3.1)
with ¯ > 0 is satis¯ed
Let also fÃigm(k)i=1 be a set of elements of V ¤ such that
jjÃijjV ¤ = 1; (A'j ; Ãi) = ³i±ij ; ³i > 0; i; j = 1; 2; :::;m(k): (3.9)
Let V ¤k be the linear span of the elements Ã1; :::; Ãm(k), and P
¤
k be a projection of V
¤ onto
V ¤k . Then (3.5), where Pk = P
¤¤
k and Vk is the linear span of the elements A'1; :::; A'm(k), is
satis¯ed.
Consider the case where (3.9) is not satis¯ed. In this event we have
inf
jjPm(k)i=1 ci'ijjU=1 jjPk
m(k)X
i=1
Aci'ijjV
= inf
jjPm(k)i=1 ci'ijjU=1 supjjPm(k)i=1 biÃijjV ¤=1
³m(k)X
i=1
Aci'i;
m(k)X
i=1
biÃi
´
= inf
jjPm(k)i=1 ci'ijjU=1 supjjPm(k)i=1 biÃijjV ¤=1
m(k)X
i;j=1
cibj(A'i; Ãj): (3.10)
4. Convergence of the Petrov-Galerkin approximations II.
We do not assume here that A is a one-to one mapping of U onto V ; instead, we suppose
(C4.1): A is a linear continuous mapping of U into V , A has a ¯nite-dimensional kernel
N , N = fuju 2 U; Au = 0g,
and the operator A¤ adjoint to A, that is de¯ned as
(Au; v) = (u;A¤ v); u 2 U; v 2 V ¤,
has a ¯nite-dimensional kernel N¤, N¤ = fvjv 2 V ¤; A¤v = 0g.
(C4.2): The image of A, ImA = A(U), is a closed subspace of V .
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Theorem 4.1. Let U and V be separable re°exive Banach spaces. Let also the conditions
(C4:1) and (C4:2) be satis¯ed. Then the operator A is an isomorphism of U=N onto ImA, and
ImA = ff jf 2 V; (f; v) = 0; v 2 N¤g: (4.1)
Indeed, (C4:2) and the Banach theorem on inverse operator imply that the operator A is an
isomorphism of U=N onto ImA. The relation (4.1) follows from (C4:2), see e.g. [7], XII, 2.2.
Let ·P be a projection of U onto N . Then we have the decomposition U =
±
U
L
N , where
±
U = (I ¡ ·P )(U), I being the identity operator in U .
Let also P^ be a projection of V ¤ onto N¤. Then V ¤ =
±
V ¤
L
N¤, where
±
V ¤ = (I1 ¡ P^ )(V ¤),
and I1 is the identity operator in V ¤. (4.1) implies that
±
V ¤ = (ImA)¤, where (ImA)¤ is the
dual of the space ImA.
Let f
±
Ukg and f
±
V ¤k g be sequences of ¯nite dimensional subspaces of
±
U and
±
V ¤ such that
lim
k!1
inf
h2
±
Uk
jjz ¡ hjjU = 0; z 2
±
U; (4.2)
±
V ¤k = (A(
±
Uk))¤: (4.3)
Consider the problem: Given f 2 ImA, ¯nd u satisfying
u 2
±
U; Au = f: (4.4)
By virtue of Theorem 4.1, there exist a unique solution to the problem (4.4) and a positive
constant c such that
jjujjU · cjjf jjV ; f 2 ImA: (4.5)
The Petrov-Galerkin approximations uk of u are de¯ned by
uk 2
±
Uk; (Auk; h) = (f; h); h 2
±
V ¤k : (4.6)
Let P ¤k be an operator of projection of
±
V ¤ onto
±
V ¤k and Pk be the adjoint of P
¤
k operator, that
projects ImA onto
±
V k =
±
V ¤¤k = A(
±
Uk),
±
V k = ff jf 2 ImA; (f; g) = 0; g 2 N (P ¤k )g; (4.7)
where N (P ¤k ) is the null-space of P ¤k .
(4.6) is represented in the form
PkAuk = Pkf: (4.8)
Since
±
V ¤k = (A(Uk))
¤, there exists a constant °k > 0 such that
jjPkAwjjV ¸ °kjjwjjU ; w 2
±
Uk; k 2 N: (4.9)
By analogy with the proof of Theorem 2.1, we obtain.
Theorem 4.2. Let U and V be separable re°exive Banach spaces. Suppose that the conditions
(C4:1), (C4:2), (4.2) and (4.3) are satis¯ed. Let also f = ImA. Then for any k there exists a
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unique solution to the problem (4.6) and uk * u in U , where u is the solution to the problem
(4.4). If
lim
k!1
1
°k
jju¡ bkujjU = 0; (4.10)
where bku is the best approximation of u, that is de¯ned by (2.10) at Uk changed for
±
Uk, then
uk ! in U . If, in addition, there exists ° > 0 such that °k ¸ ° for all k, then
jjuk ¡ ujjU · c inf
h2
±
Uk
jju¡ hjjU ; (4.11)
where c is independent of k.
The subspaces
±
Uk of U can be formed as follows: Let fUkg be a sequence of ¯nite-dimensional
subspaces of U that satisfy the condition (2.1). Let f'ikgGki=1 be a basis of Uk.
Set
±
'ik = (I ¡ ·P )'ik; i = 1; : : : ; Gk: (4.12)
We de¯ne
±
Uk as the span of the nonzero elements
±
'ik. Then the spaces
±
Uk satisfy the condition
(4.2).
The nonzero elements
±
'ik may be linearly dependent. Let Mk be the dimension of
±
Uk. It is
obvious that Gk ¡ n ·Mk · Gk, where n is the dimension of N .
5. Problems of the elasticity theory.
5.1. Governing equations and a weak solution. Let ­ be a bounded domain in R2 oc-
cupied by an elastic body. We suppose that the boundary S of ­ consists of two connected
components S1 and S2, S1 is the interior boundary, S2 the exterior boundary, S1
T
S2 = ;.
The components of the stress tensor ¾ij(u) are de¯ned by
¾ij(u) = aijlm"lm(u); i; j; l;m = 1; 2: (5.1)
Here u = (u1; u2) is the vector-function of displacements, "lm(u) are the components of the
strain tensor
"lm(u) =
1
2
³ @ul
@xm
+
@um
@xl
´
; (5.2)
aijlm are the coe±cients of elasticity, depending on x = (x1; x2) 2 ­. In (5.1) and below the
Einstein convention on summation over repeated index is applied.
The coe±cients of elasticity have properties of symmetry
aijlm = ajiml = almij ; (5.3)
and of positive de¯niteness
aijlm °ij °lm ¸ ®°ij °ij ; ® = constant > 0; °ij = °ji 2 R: (5.4)
The equations of equilibrium have the form.
¡ @¾ij(u)
@xj
= Ki in ­; i; j = 1; 2; (5.5)
10 W.G. LITVINOV
that is
¡ @
@xj
(a1jlm"lm(u)) = K1 in ­; j; l;m = 1; 2; (5.6)
¡ @
@xj
(a2jlm"lm(u)) = K2 in ­; j; l;m = 1; 2: (5.7)
Here K1 and K2 are the components of the volume force vector K.
We assign the displacements on S1 and the surface forces on S2, i.e.
ui = u^i on S1; ¾ij(u)ºj = Fi on S2; i = 1; 2; (5.8)
where u^i and Fi are the components of the prescribed displacements u^ = (u^1; u^2) and surface
forces F = (F1; F2), ºj the components of the unit outward normal º = (º1; º2) to S2.
Let
U = fvjv 2 H1(­)2; vjS1 = 0g: (5.9)
By virtue of the Korn inequality, the expression
jjvjj1 =
³Z
­
"ij(v)"ij(v) dx
´ 1
2 (5.10)
de¯nes a norm in U that is equivalent to the main norm of H1(­)2.
We suppose that
K = (K1;K2) 2 U¤; u^ = (u^1; u^2) 2 H 12 (S1)2; F = (F1; F2) 2 H¡ 12 (S2)2;
(5.11)
aijlm 2 L1(­); i; j; l;m = 1; 2: (5.12)
We also assume that the boundary S = S1
S
S2 of ­ is Lipschitz continuous. Since u^ 2
H
1
2 (S1)2, there exists a function w such that
w = (w1; w2) 2 H1(­)2; wjS1 = u^: (5.13)
De¯ne the following bilinear form on U £ U
b(v; h) =
Z
­
aijlm "lm(v) "ij(h) dx; v; h 2 U: (5.14)
We consider the following problem: Find u0 satisfying
u0 = (u01; u
0
2) 2 U; (5.15)
b (u0; h) = (g; h); h 2 U; (5.16)
where
(g; h) = (K;h) + (F; hjS2)¡
Z
­
aijlm "lm(w) "ij(h) dx: (5.17)
By (5.12), (5.3) and (5.4), the bilinear form b is continuous, symmetric, and positive de¯nite
in U . It follows from (5.11), (5.13), and (5.17) that g 2 U¤. Because of this, the Riesz theorem
implies that, there exists a unique solution u0 to the problem (5.15), (5.16).
Applying the Green formula, it is easy to verify that the function u = u0 + w is a weak
solution to the problem (5.6), (5.7), (5.8).
This solution is unique. If w1 is another function that satis¯es (5.13) and u1 is the solution
to the problem
u1 2 U; b(u1; h) = (g1; h); h 2 U;
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where g1 is de¯ned by the right-hand side of (5.17), in which w is changed for w1, then
u0 + w = u1 + w1.
Therefore, the following assertion is valid:
Theorem 5.1. Let ­ be a bounded domain in R2 with a Lipschitz continuous boundary S =
S1
S
S2, where S1 and S2 are connected components of S. Suppose that the conditions (5.3),
(5.4), (5.11), and (5.12) are satis¯ed. Then there exists a unique weak solution u to the problem
(5.6), (5.7), (5.8). The function u is presented in the form u = w + u0, where w satis¯es the
condition (5.13) and u0 is the solution to the problem (5.15), (5.16). There exists c > 0 such
that
jjujjH1(­)2 · c
³
jjKjjU¤ + jju^jj
H
1
2 (S1)2
+ jjF jj
H¡
1
2 (S2)2
´
: (5.18)
Restrictions on sti®ness and strength are imposed on solutions of the problems of the theory
of elasticity, see [12], [21]. These restrictions may be taken in the form
max
x2­
ju(x)j · c1;
max
x2­
((¦ij¾ij(u))(x) + (¦ijlm¾ij(u)¾lm(u))(x)) · 1; (5.19)
where ¦ij and ¦ijlm are the components of the strength tensors.
It follows from here that the solution u to the problem (5.6), (5.7), (5.8) should be of the
class C1(­)2. Because of this, we will now deal with such solution to this problem.
5.2. Regular solutions and the solution to the conjugate problem. We suppose that
aijlm 2 C1(­); i; j; l;m = 1; 2; (5.20)
K = (K1;K2) 2 Lp(­)2; u^ = (u^1; u^2) 2W
2¡ 1
p
p (S1)2; F = (F1; F2) 2W
1¡ 1
p
p (S2)2; p > 1;
(5.21)
(C5.1): ­ is a bounded domain in R2, the boundary S of ­ consists of two connected
components S1 and S2, such that S1
T
S2 = ;, S1 and S2 are of the class C2.
De¯ne an operator A as follows:
A = (A1; A2); A1 = (A11; A12); A2 = (A21; A22); u = (u1; u2); (5.22)
A11u = ¡ @
@xj
(a1jlm"lm(u)); A12u = ¡ @
@xj
(a2jlm"lm(u)) in ­; (5.23)
A21u = u on S1; A22u =
½
¾1j(u)ºj
¾2j(u)ºj
¾
on S2: (5.24)
We consider the following problem: Find u satisfying
u =W 2p (­)
2;
A1u =
½
A11u
A12u
¾
= K in ­; A21(u) = u^ on S1; A22(u) = F on S2: (5.25)
Theorem 5.2. Suppose that the conditions (5.3), (5.4), (5.20), (5.21), and (C5:1) are satis¯ed.
Then there exists a unique solution to the problem (5.25), and
jjujjW 2p (­)2 · c
³
jjKjjLp(­)2 + jju^jj
W
2¡ 1p
p (S1)2
+ jjF jj
W
1¡ 1p
p (S2)2
´
: (5.26)
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The operator A = fA1 = (A11; A12); A2 = (A21; A22)g is an isomorphism of W 2p (­)2 onto
V = Lp(­)2 £W
2¡ 1
p
p (S1)2 £W
1¡ 1
p
p (S2)2:
Remark. Since W 2p (­) ½ C1(­) at n = 2 and p > 2, the components of the stress tensor
¾ij(u) belong to the space C(­), when u 2 W 2p (­)2 with p > 2. In this case the restrictions
(5.19) have sense.
Proof of Theorem 5.2. By (5.3) the operator A1 is represented in the form
A11u = ¡ @
@xj
³
a1jlm
@ul
@xm
´
; A12u = ¡ @
@xj
³
a2jlm
@ul
@xm
´
: (5.27)
The matrix b(x; ») with elements
bil(x; ») = aijlm(x)»j»m (5.28)
is associated with the principal part of the operator ¡A1 and the vector » = (»1; »2), see [1],
[17], [19]. In this case
bil(x; »)´l = aijlm(x)"j´l»m; bil(x; »)´l´i = aijlm(x)´i»j´l»m; ´ = (´1; ´2) 2 R2:
(5.29)
Following the Lemma 3.2 from [15], let us show that
L(x; ») = det jjaijlm(x)»j»mjj 6= 0 for » 6= 0; x 2 ­: (5.30)
Taking (5.3) and (5.4) into account, we obtain
aijlm(x)´i »j ´l »m =
1
4
aijlm(x)(´i»j + ´j»i)(´l»m + ´m»l) ¸ 14 ®
2X
i:j=1
(´i»j + ´j»i)2:
(5.31)
If aijlm(x)´i »j ´l »m = 0, then
´i»j + ´j»i = 0; i; j = 1; 2:
We suppose that » 6= 0. Multiplying each of these equations by ´i»j and summing over i
and j , we obtain j´j2j»j2 + j´i»ij2 = 0; that is ´ = 0. Thus, for any » 6= 0 and x 2 ­,
aijlm(x)´i »j ´l »m > 0 for ´ 6= 0, and (5.30) holds.
It follows from (5.30) and (5.20) that there exists a positive constant ¹ such that
¹¡1j»j4 · jL(x; »)j · ¹j»j4; x 2 ­; » 2 R2: (5.32)
Consequently, the operator A1 is uniformly elliptic.
L(x; ») is a polynomial of fourth degree with respect to » with real coe±cients. Because of
this, for every pair of linearly independent vectors » = (»1; »2) and »1 = (»11 ; »
1
2) from R2, the
polynomial L(x; »+ ¿»1) in the complex variable ¿ has two roots with positive imaginary part.
Therefore, the supplementary condition on L is satis¯ed.
The complementing boundary condition is also satis¯ed, because there is no a constant c
such that (5.18) holds, if the complementing boundary condition is violated, see [1].
Now it follows from [1, 19] that if a solution u of the problem (5.25) belongs to W 2p (­)
2,
then there exists ~c > 0 such that
jjujjW 2p (­)2 · ~c
³
jjKjjLp(­)2 + jju^jj
W
2¡ 1p
p (S1)2
+ jjF jj
W
1¡ 1p
p (S2)2
+ jjujjLp(­)2
´
:
From here and the Peetre lemma, see [10], Chapter 2, Section 5.2, [16], it follows that the image
of the operator A is a closed subspace in V and the kernel of A is a ¯nite-dimensional subspace
of W 2p (­).
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Denote the kernels of the operators A and the adjoint of it A¤ by N and N¤, respectively. It
follows from Theorem 5.1 that the problem Au = 0 has zero solution only. Therefore, N = f0g.
Let v and h be two smooth vector-functions given in ­. By applying the Green formula, we
obtain Z
­
aijlm "lm(v) "ij(h) dx = ¡
Z
­
³ @
@xj
(aijlm "lm(v))
´
hi dx
+
Z
S
aijlm "lm(v)ºjhi ds = ¡
Z
­
³ @
@xj
(aijlm "lm(h))
´
vi dx
+
Z
S
aijlm "lm(h)ºjvi ds: (5.33)
Taking into account that S = S1
S
S2, we obtain from (5.33) thatZ
­
³ @
@xj
(aijlm "lm(v))
´
hi dx+
Z
S1
viaijlm "lm(h)ºj ds¡
Z
S2
aijlm "lm(v)ºjhi ds
(5.34)
=
Z
­
³ @
@xj
(aijlm "lm(h))
´
vi dx+
Z
S1
hiaijlm "lm(v)ºj ds¡
Z
S2
aijlm "lm(h)ºjvi ds:
Therefore, the operator A is formally selfadjoint, and hence N¤ = f0g.
Thus, A is a one-to-one mapping of W 2p (­)
2 onto V , and (5.26) follows from the Banach
theorem on inverse operator. Hence, A is an isomorphism of W 2p (­) onto V . ¤
Consider the problem (5.25) provided that
aijlm 2 C1;1(­); i; j; l;m = 1; 2; (5.35)
K = (K1;K2) 2W®p (­)2; u^ = (u^1; u^2) 2W
2+®¡ 1
p
p (S1)2;
F = (F1; F2) 2W
1+®¡ 1
p
p (S2)2; ® 2 (0; 1); p > 1: (5.36)
The next result follows from the proof of Theorem 5.2 and Theorem 10.1.1 in [17].
Theorem 5.3. Suppose that the conditions (5.3), (5.4), (5.35), and (5.36) are satis¯ed. Let
also the connected components S1 and S2 of the boundary S be of the class S2;1. Then there
exists a unique u 2W 2+®p (­)2 that is the solution to the problem (5.25).
Solving problems on optimization and optimal control systems, depicted by partial and
ordinary di®erential equations, is directly associated with solving problems for the operator,
that is adjoint to the one that governs the process under consideration, see [11, 12].
Let us consider the boundary value problem for the operator A¤, that is adjoint to A de¯ned
by (5.22){(5.24).
We have
(Ah; v) = (h;A¤ v); h 2W 2p (­)2; v 2 V ¤; A¤ 2 L(V ¤; (W 2p (­)2)¤);
(5.37)
where
V ¤ = Lq(­)2 £W
¡2+ 1
p
q (S1)2 £W
¡1+ 1
p
q (S2)2; q =
p
p¡ 1 ; p > 1: (5.38)
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Theorem 5.4. Suppose that the operator A is de¯ned by (5.22), (5.23), (5.24), and the condi-
tions (5.3), (5.4), (5.20), and (C5:1) are satis¯ed. Then for an arbitrary g 2 (W 2p (­)2)¤, there
exists a unique v 2 V ¤ such that A¤ v = g, that is
(Ah; v) = (g; h); h 2W 2p (­)2: (5.39)
The operator A¤ is an isomorphism of V ¤ onto (W 2p (­)2)¤.
Indeed, since the operator A is an isomorphism of W 2p (­)
2 onto V , there exists the inverse
operator A¤¡1 of A¤, and A¤¡1 2 L((W 2p (­)2)¤; V ¤), A¤¡1 = A¡1¤, see e.g. [8], Chapter III,
Theorem 5.30. Therefore, for any g 2 (W 2p (­)2)¤, there exists a unique v 2 V ¤ such that
A¤ v = g, and the operator A¤ is an isomorphism of V ¤ onto (W 2p (­)2)¤. The equality (5.39)
follows from (5.37).
5.3. Problem with forces on S1 and S2.
5.3.1. Weak solution. Let us consider the case where the boundary operator A2 = (A21; A22)
has the following form:
A21 u = faijlm "lm(u)ºjg2i=1 on S1; A22 u = faijlm "lm(u)ºjg2i=1 on S2:
(5.40)
We deal with the problem: Find u satisfying,
A1 u =
½
A11 u
A12 u
¾
= K in ­; A2 u =
½
A21 u
A22 u
¾
=
½
F 1
F 2
¾
: (5.41)
Here the operator A1 is de¯ned by (5.23), K, F 1, and F 2 are given functions of volume and
surface forces.
De¯ne an operator
±
A 2 L(H1(­)2; (H1(­)2)¤) by the relation
(
±
Av; h) =
Z
­
aijlm "lm(v) "ij(h) dx; v; h 2 H1(­)2: (5.42)
The kernel N of the operator
±
A consist of all functions v such that
v 2 H1(­)2;
Z
­
aijlm "lm(v) "ij(h) dx = 0; h 2 H1(­)2: (5.43)
By (5.4) we obtain from (5.43) that "lm(v) = 0, l;m = 1; 2. Therefore, N is the space of the
rigid displacements, which has the following form:
N = fvjv = (v1; v2); v1 = a1 + a3x2; v2 = a2 ¡ a3x1; a1; a2; a3 2 Rg: (5.44)
It follows from here that the functions
w1 = (1; 0); w2 = (0; 1); w3 = (x2;¡x1) (5.45)
form a basis of N .
The space H1(­)2 is represented in the form
H1(­)2 = U
M
N: (5.46)
Here the subspace U can be de¯ned so that the spaces U and N are mutually orthogonal with
respect to the scalar product of H1(­)2 or L2(­)2. We consider that U and N are mutually
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orthogonal with respect to the scalar product of L2(­)2. It follows from (5.45) and the Korn
inequality, see [12], 1.7, that the expression
jjvjj1 = (
±
Av; v)
1
2 +
ÃµZ
­
v1 dx
¶2
+
µZ
­
v2 dx
¶2
+
µZ
­
(x2v1 ¡ x1v2) dx
¶2! 12
(5.47)
de¯nes a norm in H1(­)2 that is equivalent to the main norm of H1(­)2. The ¯rst, second,
and third integrals in (5.47) being the projections of v onto the basis functions w1, w2, w3 with
respect to the scalar product of L2(­)2. Therefore, the expressions (
±
Av; h) and (
±
Av; v)
1
2 de¯ne
a scalar product and a norm in the factor space H1(­)2=N and in U .
We suppose that
K = (K1;K2) 2 (H1(­)2)¤; F 1 = (F 11 ; F 12 ) 2 H¡
1
2 (S1)2;
F 2 = (F 21 ; F
2
2 ) 2 H¡
1
2 (S2)2; (5.48)
(K;wi) + (F 1; wijS1) + (F 2; wijS2) = 0; i = 1; 2; 3: (5.49)
By (5.48) and (5.49), the functional J de¯ned as
(J; h) = (K;h) + (F 1; hjS1) + (F 2; hjS2); h 2 H1(­)2;
belong to the space (H1(­)2=N)¤.
Consider the problem: Find u satisfying:
u 2 U ; (
±
Au; h) = (K;h) + (F 1; hjS1) + (F 2; hjS2); h 2 U : (5.50)
Bearing in mind (5.33), we can see, that if u is a solution to the problem (5.50), then u is a
weak solution to the problem (5.41).
By using the Riesz theorem, we obtain the following result:
Theorem 5.5. Suppose that the conditions (5.3), (5.4), (5.12), (5.48), and (5.49) are satis¯ed.
Then there exists a unique solution u to the problem (5.50), and
jjujjH1(­)2 · c
³
jjKjj(H1(­)2)¤ + jjF 1jjH¡ 12 (S1)2 + jjF
2jj
H¡
1
2 (S2)2
´
; (5.51)
the operator
±
A is an isomorphism of U onto U¤.
5.3.2. Regular solutions. At the conditions (5.20) and (C5:1), the operator A = (A1; A2),
de¯ned by (5.22), (5.23), and (5.40), is a linear continuous mapping of W 2p (­)
2 into
V = Lp(­)2 £W
1¡ 1
p
p (S1)2 £W
1¡ 1
p
p (S2)2; p > 1: (5.52)
By (5.33) the operator A is formally self-adjoint, the kernel N of A is de¯ned by (5.44), and
the kernel N¤ of the operator A¤ has the form
N¤ = fRjR = (R1;R2;R3); R1 = (a1 + a3x2; a2 ¡ a3x1) in ­;
R2 = (a1 + a3x2; a2 ¡ a3x1) on S1;R3 = (a1 + a3x2; a2 ¡ a3x1) on S2; a1; a2; a3 2 Rg:
(5.53)
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De¯ne the following set:
±
V = f(K;F 1; F 2)j(K;F 1; F 2) 2 V;
Z
­
Ki dx+
Z
S1
F 1i ds+
Z
S2
F 2i ds = 0; i = 1; 2;Z
­
(K1x2 ¡K2x1) dx+
Z
S1
(F 11 x2 ¡ F 12 x1) ds+
Z
S2
(F 21 x2 ¡ F 22 x1) ds = 0g:
(5.54)
We consider the functions w1,w2,w3, which are de¯ned by (5.45), as elements of L2(­)2.
Let
~w1 =
ÃµZ
­
dx
¶¡ 1
2
; 0
!
; ~w2 =
Ã
0;
µZ
­
dx
¶¡ 1
2
!
;
~w3 =
w3 ¡
P2
i=1 (w3; ~wi) ~wi
jjw3 ¡
P2
i=1 (w3; ~wi) ~wijjL2(­)2
: (5.55)
The family f ~wig3i=1 is a basis of N , that is orthonormal with respect to the scalar product in
L2(­)2.
We denote the projection of L2(­)2 onto N by ·P
v 2 L2(­)2; ·Pv =
3X
i=1
(v; ~wi) ~wi: (5.56)
Since W 2p (­)
2 ½ L2(­)2, we have
W 2p (­)
2 =
±
U
M
N;
±
U = (I ¡ ·P )fW 2p (­)2g; (5.57)
I being the identity operator.
Theorem 5.6. Suppose that the conditions (C5:1), (5.3), (5.4), and (5.20) are satis¯ed. Then
for an arbitrary (K;F 1; F 2) 2
±
V , there exists a unique u 2
±
U that is the solution to the problem
(5.41), and
jjujjW 2p (­)2 · c
³
jjKjjLp(­)2 + jjF 1jj
W
1¡ 1p
p (S1)2
+ jjF 2jj
W
1¡ 1p
p (S2)2
´
; (5.58)
the operator A = (A1; A2) is an isomorphism of W 2p (­)
2=N onto
±
V .
The proof of this theorem is closely similar to the proof of the Theorem 5.2. Because of this,
we present a sketch of the proof.
It follows from the proof of the Theorem 5.2 that the operator A1 is uniformly elliptic and the
supplementary condition on L is satis¯ed. By (5.51) the complementing condition is ful¯lled.
Now it follows from [1], [19], that if a solution to the problem (5.41) u belongs to W 2p (­)
2,
then the following inequality holds:
jjujjW 2p (­)2 · c1
³
jjKjjLp(­)2 + jjF 1jj
W
1¡ 1p
p (S1)2
+ jjF 2jj
W
1¡ 1p
p (S2)2
+ jjujjLp(­)2
´
:
(5.59)
(5.59) and the Peetre Lemma imply that the image of the operator A is a closed subspace in
V . Therefore, there exists a solution to the problem (5.41) if (K;F 1; F 2) 2 V and
(K;h) + (F 1; hjS1) + (F 2; hjS2) = 0; h 2 N¤;
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see e.g. [7], XII, 2. These conditions exactly mean that (K;F 1; F 2) 2
±
V . Thus, for any
(K;F 1; F 2) 2
±
V , there exists a unique u 2
±
U , that is a solution to the problem (5.41) and
(5.58) is satis¯ed. The operator A is an isomorphism of W 2p (­)
2=N onto
±
V .
The next theorem follows from the proof of Theorem 5.6 and Theorem 10.1.1 in [17].
Theorem 5.7. Suppose that the conditions (5.3), (5.4), and (5.35) are satis¯ed, and the com-
ponents S1 and S2 of the boundary S are of the class C2;1 Let also
K = (K1; K2) 2W®p (­)2; F 1 = (F 11 ; F 12 ) 2W
1+®¡ 1
p
p (S1)2;
F 2 = (F 21 ; F
2
2 ) 2W
1+®¡ 1
p
p (S2)2; (5.60)
and (5.54) holds. Then there exists a unique u 2 W 2+®p (­)=N that is the solution to the
problem (5.41).
5.4. Three-dimensional problems. We consider two problems of the elasticity theory in a
three-dimensional domain ­. We suppose
(C5.2): ­ is a bounded domain in R3 with a boundary S of the class C2.
Let u = (u1; u2; u3) be a vector-function of displacements. The components of the stress tensor
¾ij are de¯ned by (5.1), where i; j; l;m = 1; 2; 3, and "lm(u) are determined by (5.2). De¯ne
an operator A as follows:
A = (A1; A2);
A1 = (A11; A12; A13); A1iu =
@
@xj
(aijlm"lm(u)) in ­; i = 1; 2; 3; (5.61)
A2 = (A21; A22; A23); A2iu = ui on S; i = 1; 2; 3: (5.62)
We consider the following problem: Find u satisfying
u 2W 2p (­)3; A1u = K in ­; A2u = u^ on S: (5.63)
Here, we assume that
K = (K1;K2;K3) 2 Lp(­)3; u^ = (u^1; u^2; u^3) 2W
2¡ 1
p
p (S)3; p > 1: (5.64)
Theorem 5.8. Suppose that the conditions (5.3), (5.4), (5.64), and (5.20), where i; j; l;m =
1; 2; 3, are satis¯ed. Let also (C5:2) is valid. Then there exists a unique solution to the problem
(5.63), and there exists c > 0 such that
jjujjW 2p (­)3 · c
³
jjKjjLp(­)3 + jju^jj
W
2¡ 1p
p (S)3
´
: (5.65)
The operator A is an isomorphism of W 2p (­)
3 onto V = Lp(­)3 £W
2¡ 1
p
p (S)3.
The proof of this theorem is closely similar to the proof of Theorem 5.2. Because of this, we
will dwell on some steps of the proof.
By repeating the arguments of the proof of Theorem 5.2, we obtain that the operator A1 is
elliptic and the supplementary condition is satis¯ed. The Dirichlet boundary condition (5.62)
is complementing, see [1].
It follows from here that the image of the operator A is a closed subspace of V and the kernel
of A is a ¯nite-dimensional subspace of W 2p (­)
3.
Let v 2W 2p (­)3 and Av = 0, that is A1v = 0, v = 0, on S.
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From here and (5.4), we obtain
0 = ¡
Z
­
³ @
@xj
(aijlm"lm(v))
´
vi dx =
Z
­
(aijlm"lm(v)"ij(v) dx ¸ ®
Z
­
3X
i;j=1
("ij(v))2 dx:
(5.66)
The Korn inequality and (5.66) yield v = 0, that is N = f0g, where N is the kernel of A.
It follows from (5.33) thatZ
­
³ @
@xj
(aijlm"lm(v))
´
hi dx+
Z
S
viaijlm"lm(h)ºj ds
=
Z
­
³ @
@xj
(aijlm"lm(h))
´
vi dx+
Z
S
hiaijlm"lm(v)ºj ds: (5.67)
Therefore, the operator A is formally self-adjoint, and the kernel of the adjoint operator A¤
contains zero element of V ¤ only. Thus, A is an isomorphism of W 2p (­)3 onto Lp(­)3 £
W
2¡ 1
p
p (S)3, and (5.65) holds.
Consider the problem, where surface forces are prescribed on S. In this case, the boundary
operator A2 is de¯ned by
A2 = (A21; A22A23); A2iu = aijlm"lm(u)ºj on S; i = 1; 2; 3; (5.68)
where ºj are components of the unit outward normal º = (º1; º2; º3) to S.
We consider the problem: Find u such that
u 2W 2p (­)3; A1u = K; A2u = F; (5.69)
where A1 is de¯ned by (5.61).
Taking (5.4) into account, we obtain from (5.33), that the kernel N of the operator A =
(A1; A2) consists of functions v such that "ij(v) = 0, i; j = 1; 2; 3. Therefore,
N = fvjv = (v1; v2; v3); vi = ai + bikxk; ai; bik 2 R; bik = ¡bki; i; k = 1; 2; 3g:
(5.70)
It follows from (5.33) that the kernel N¤ of the operator A¤ is de¯ned as follows:
N¤ = fBjB = (B1;B2); Bj = fBjig3i=1; j = 1; 2;
B1i = ai + bikxk in ­; B2i = ai + bikxk on S; ai; bik 2 R; bik = ¡bki; i; k = 1; 2; 3g:
(5.71)
The following functions zi form a basis of N :
z1 = (1; 0; 0); z2 = (0; 1; 0); z3 = (0; 0; 1);
z4 = (x2;¡x1; 0); z5 = (x3; 0;¡x1); z6 = (0; x3;¡x2); (5.72)
and the functions yi, de¯ned as
yi = (yi1; yi2); yi1 = zi in ­; yi2 = zi on S; i = 1; 2; : : : ; 6; (5.73)
form a basis of N¤.
We set
W = f(K;F )j(K;F ) 2 Lp(­)3 £W
1¡ 1
p
p (S)3 = V; p > 1; (K;h) + (F; hjS) = 0; h 2 N¤g:
(5.74)
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The condition (K;h) + (F; hjS) = 0, h 2 N¤ is equivalent to the following equations:Z
­
Ki dx+
Z
S
Fi ds = 0; i = 1; 2; 3;Z
­
(K1x2 ¡K2x1) dx+
Z
S
(F1x2 ¡ F2x1) ds = 0;Z
­
(K1x3 ¡K3x1) dx+
Z
S
(F1x3 ¡ F3x1) ds = 0;Z
­
(K2x3 ¡K3x2) dx+
Z
S
(F2x3 ¡ F3x2) ds = 0: (5.75)
By analogy with the proof of Theorem 5.5, we obtain
Theorem 5.9. Let the operator A = (A1; A2) be de¯ned by (5.61), (5.68). Suppose that the
conditions (5.3), (5.4), and (5.20), where i; j; l;m = 1; 2; 3, are satis¯ed. Assume also that
(C5:2) holds and (K;F ) 2 W . Then there exists a solution to the problem (5.69), and the
operator A is an isomorphism of W 2p (­)
3=N onto W .
6. The Petrov-Galerkin method for the problems of the elasticity theory.
6.1. Spaces Uk. Let [a; b] be a segment in R and ¢ be a partition of it
¢ : a = y0 < y1 < ¢ ¢ ¢ < yk = b:
We denote by S3i(¢; [a; b]) the space of cubic splines consisting of functions w such that w 2
Ci([a; b]), i = 1 or 2, and on each subsegment [yj ; yj+1], the function w is a polynomial of the
degree 3. The space S31(¢; [a; b]) is said to be the Hermite cubic splines.
Bases of the spaces S3i(¢; [a; b]) are formed by corresponding cardinal splines, whose sup-
ports have the minimal length, see [2, 23].
Let ­1 be a rectangular domain such that
­1 = fxjx = (x1; x2); a1 < x1 < b1; a2 < x2 < b2g; ­ ½ ­1;
where ­ is the domain of the problem (5.25).
Let f¢jk = ¢jk1 £¢jk2 g1k=1 be a sequence of partitions of the rectangle ­1 = [a1; b1]£ [a2; b2],
j = 1; 2 and
¢jk1 : a1 = x
jk
10 < x
jk
11 < ¢ ¢ ¢ < xjk1Mjk = b1; Mjk !1 at k !1;
¢jk2 : a2 = x
jk
20 < x
jk
21 < ¢ ¢ ¢ < xjk2Njk = b2; Njk !1 at k !1: (6.1)
We set
¦jk1 = max
0·i·Mjk¡1
(xjk1(i+1) ¡ xjk1i ); ¦jk1 = min0·i·Mjk¡1 (x
jk
1(i+1) ¡ xjk1i );
¦jk2 = max
0·i·Njk¡1
(xjk2(i+1) ¡ xjk2i ); ¦jk2 = min0·i·Njk¡1 (x
jk
2(i+1) ¡ xjk2i );
¦jk = max(¦jk1 ;¦
jk
2 ); ¦
jk = min(¦jk1 ;¦
jk
2 ): (6.2)
We suppose that there exists a positive constant ¾ such that
¦jk
¦jk
· ¾; k 2 N; j = 1; 2: (6.3)
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De¯ne spaces W jk as follows:
W jk = S3i(¢
jk
1 ; [a1; b1])
O
S3i(¢
jk
2 ; [a2; b2]); j = 1; 2; i = 1 or 2; (6.4)
the symbol
N
denoting the tensor product.
The space W jk consists of all functions h such that
h(x1; x2) =
X
l
ul(x1)vl(x2); ul 2 S3i(¢jk1 ; [a1; b1]); vl 2 S3i(¢jk2 ; [a2; b2]):
We mention that W jk ½W 2p (­1), p > 1, and the following condition is satis¯ed:
lim
k!1
inf
h2W jk
jjv ¡ hjjW 2p (­1) = 0; v 2W 2p (­1); j = 1; 2; (6.5)
see [23], II, 9, III, 7.
De¯ne spaces Uk as follows:
Uk is the space of restrictions of the elements of W k =W 1k £W 2k to ­:
(6.6)
Let f°ljkgJjkl=1 be the basis of W jk that is formed by the multiplication of the one dimensional
cardinal splines of the spaces S3i(¢
jk
1 ; [a1; b1]) and S3i(¢
jk
2 ; [a2; b2]). Since the supports of some
functions °ljk and ­ are mutually disjoint, the dimension of the space Uk can be signi¯cantly
less than the dimension of W k, especially at large k.
Taking (6.5) and [23], III, 3 into account, we obtain.
Lemma 6.1. Let ¢jki be de¯ned by (6.1) and the condition (6.3) be satis¯ed. Then
lim
k!1
inf
h2Uk
jjv ¡ hjjW 2p (­)2 = 0; v 2W 2p (­)2; p > 1: (6.7)
If i = 2 in (6.4) then
lim
k!1
inf
h2Uk
jjv ¡ hjjW 2+®p (­)2 = 0; v 2W 2+®p (­)2; ® 2 (0; 1): (6.8)
6.2. Approximation of the solution to the problem (5.25). The operator A, that is given
by (5.22){(5.24), is an isomorphism of W 2p (­)
2 onto
V = Lp(­)2 £W
2¡ 1
p
p (S1)2 £W
1¡ 1
p
p (S2)2:
The dual space V ¤ is de¯ned by (5.38).
The spaces V ¤k ½ V ¤, that satisfy the condition (2.2), could be formed by step-functions,
given in ­ and on S1, and S2. Let fÃrkgGkr=1 be a basis of V ¤k .
The Petrov-Galerkin approximation of the solution to the problem (5.25) is de¯ned by
uk 2 Uk; (Auk; Ãrk) = (f; Ãrk); r = 1; : : : ; Gk; (6.9)
that is
PkAuk = Pkf: (6.10)
Here f = (K; u^; F ) and Pk is the adjoint of the operator P ¤k that projects V
¤ onto V ¤k .
Since Ãrk are step-functions, (Auk; Ãrk) takes the form of scalar product in L2(­)2£L2(S1)2£
L2(S2)2, and we have not to calculate fractional derivatives.
It follows from [4], Section 26.3 that the embeddings W 2+®p (­) ! W 2p (­) and W 2p (­) !
W 2¡®p (­), ® 2 (0; 1); p > 1 are compact. Because of this, applying Theorem 2.1, Remarks 1
and 2 from Section 2, and Lemma 6.1, we obtain
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Theorem 6.1. Suppose that the conditions of Theorem 5.2 are satis¯ed. Let the spaces Uk
be de¯ned by (6.6), and (6.3) be ful¯lled. Let also V ¤k = (A(Uk))
¤, k 2 N and (K; u^; F ) 2 V .
Then there exists a unique solution uk to the problem(6.9) and uk * u in W 2p (­)
2, uk ! u
in W 2¡®p (­)2, where u is the solution to the problem (5.25) and ® 2 (0; 1). If, in addition,
the conditions (5.35) and (5.36) are satis¯ed, S is of the class C2;1, and i = 2 in (6.4), then
uk ! u in W 2p (­)2.
6.3. The Petrov-Galerkin method for the operator A¤. We consider the following prob-
lem:
Given g 2 (W 2p (­)2)¤, ¯nd v 2 V ¤ such that
A¤v = g; (6.11)
where A¤ is the adjoint of the operator A, that is speci¯ed by (5.22){(5.24), V ¤ is given by
(5.38).
The Petrov-Galerkin approximation of the solution to the problem (6.11) is de¯ned as follows:
vk 2 V ¤k ; (Ah; vk) = (h; g); h 2 Uk; (6.12)
where V ¤k and Uk are ¯nite-dimensional subspaces of V
¤ and U =W 2p (­)2.
The spaces Uk, which satisfy the condition (6.7), were de¯ned above in 6.1. The spaces
V ¤k = (A(Uk))
¤ can be formed by step-functions. Then, by analogy with the above, we obtain
that vk * v in V ¤.
6.4. Approximation of a solution to the problem (5.41). Let Uk be de¯ned by (6.6).
Let f'lkgGkl=1 be the basis of Uk, that is formed by the multiplication of the one-dimensional
cardinal splines.
In line with (5.56) and (5.57), we set
±
'lk = 'lk ¡ ·P'lk = 'lk ¡
3X
i=1
('lk; ~wi) ~wi; l = 1; : : : ; Gk: (6.13)
De¯ne
±
Uk as the span of the functions
±
'lk. Since N ½ Uk, the functions
±
'lk are linearly
dependent, and the dimension of the space
±
Uk equals Gk ¡ 3.
At the conditions of Lemma 6.1, the spaces
±
Uk satisfy the condition (4.2). The spaces±
V ¤k = (A(
±
Uk))¤ ½
±
V ¤ can be formed by step-functions. Let fÃrkgGk¡3r=1 be a basis of
±
V ¤k .
The Petrov-Galerkin approximation of a solution to the problem (5.41) is de¯ned as
uk =
Gk¡3X
l=1
cl
±
'lk; (Auk; Ãrk) = (f; Ãrk); r = 1; : : : ; Gk ¡ 3; (6.14)
where A = (A1; A2), f = (K;F 1; F 2).
Applying the Theorem 4.2, we obtain.
Theorem 6.2. Suppose that the conditions of Theorem 5.6 and Lemma 6.1 are satis¯ed. Let
±
Uk be the span of the functions
±
'lk, which are de¯ned (6.13). Let fÃrkgGk¡3r=1 be a basis of±
V ¤k = (A(
±
Uk))¤. Then for an arbitrary k there exists a unique solution uk to the problem (6.14)
and uk * u in W 2p (­)
2, and uk ! u in W 2¡®p (­)2, where u 2
±
U is a solution to the problem
(5.41) and ® 2 (0; 1). If, in addition, the conditions of Theorem 5.7 are satis¯ed and i = 2 in
(6.4), then uk ! u in W 2p (­)2.
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By analogy with the set forth above, we can approximate solutions of three-dimensional
problems of the elasticity theory. In this case, the space W 2p (­)
3 is approximated by the
restriction to ­ of the spaces W 1k £W 2k £W 3k, where
W jk = S3i(¢
jk
1 ; [a1; b1])
O
S3i(¢
jk
2 ; [a2; b2])
O
S3i(¢
jk
3 ; [a3; b3]);
j = 1; 2; 3; i = 1 or 2; ­ ½ [a1; b1]£ [a2; b2]£ [a3; b3]:
The spaces V ¤k could be constructed by step-functions.
7. The Petrov-Galerkin method for a parabolic problem.
7.1. Parabolic problem. We consider an operator A1, that is given by
A1u =
@u
@t
+
2X
i;j=1
aij
@2u
@xi@xj
+
2X
i=1
ai
@u
@xi
+ au in Q = ­£ (0; T ): (7.1)
We suppose that T <1 and
aij 2 C(Q); ai; a 2 L1(Q); (7.2)
¹1j°j2 · aij(x; t)°i°j · ¹2j°j2; (x; t) 2 Q; ° = (°1; °2) 2 R2; (7.3)
¹1 and ¹2 are positive constants.
We also assume that
(C7.1): ­ is a bounded domain in R2 with a boundary S of the class C2.
De¯ne a boundary operator and an operator of initial data as follows:
A2u = u on ST = S £ (0; T ); A3u = u on ­£ ft = 0g: (7.4)
We consider the problem: Find u satisfying
A1u = f in Q;
A2u = u^ on ST ;
A3u = u0 on ­: (7.5)
Set
V1 = fgjg = (f; u^; u0) 2 Lp(Q)£W
2¡ 1
p
;1¡ 1
2p
p (ST )£W
2¡ 2
p
p (­); p ¸ 2g;
V = fgjg = (f; u^; u0) 2 V1; u0jS = u^jt=0g: (7.6)
It follows from the embedding results, see [4], Chapter 5, Section 24, that if wn ! w in
W
2¡ 2
p
p (­), hn ! h in W
2¡ 1
p
;1¡ 1
2p
p (ST ), p ¸ 2, and wnjS = hnjt=0, then wjS = hjt=0. Therefore,
the set V , provided with the norm
jj(f; u^; u0)jjV = jjf jjLp(Q) + jju^jj
W
2¡ 1p ;1¡ 12p
p (ST )
+ jju0jj
W
2¡ 2p
p (­)
; (7.7)
is a Banach space.
The next result follows from [9], IV, 9.
Theorem 7.1. Suppose that the conditions (C7:1), (7.2), and (7.3) are satis¯ed. Then for
any triple (f; u^; u0) 2 V , there exists a unique u 2 W 2;1p (Q) that satis¯es the conditions (7.5)
and there exists c > 0 such that
jjujj
W 2;1p (Q)
· cjj(f; u^; u0)jjV ; (f; u^; u0) 2 V: (7.8)
The operator A = (A1; A2; A3) is an isomorphism of W
2;1
p (Q) onto V .
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7.2. Spaces Uk, V¤k and the Petrov-Galerkin approximations. Let ­1 be a rectangular
domain in R2 such that
­1 = fxjx = (x1; x2); a1 < x1 < b1; a2 < x2 < b2g; ­ ½ ­1;
where ­ is the domain of the problem (7.5).
Let f¢k = ¢k1 £¢k2g1k=1 be a sequence of partitions of the rectangle ­1, where
¢k1 : a1 = x
k
10 < x
k
11 < ¢ ¢ ¢ < xk1Mk = b1; Mk !1 at k !1;
¢k2 : a2 = x
k
20 < x
k
21 < ¢ ¢ ¢ < xk2Nk = b2; Nk !1 at k !1: (7.9)
Let also f¢kt g1k=1 be a sequence of partitions of the segment [0; T ],
¢kt : 0 = t
k
0 < t
k
1 < ¢ ¢ ¢ < tkLk = T; Lk !1 at k !1: (7.10)
We set
¦k1 = max
0·i·Mk¡1
(xk1(i+1) ¡ xk1i); ¦k1 = min
0·i·Mk¡1
(xk1(i+1) ¡ xk1i);
¦k2 = max
0·i·Nk¡1
(xk2(i+1) ¡ xk2i); ¦k2 = min
0·i·Nk¡1
(xk2(i+1) ¡ xk2i);
¦k3 = max
0·i·Lk¡1
(tki+1 ¡ tki ); ¦k3 = min
0·i·Lk¡1
(tki+1 ¡ tki );
¦k = max(¦k1;¦
k
2;¦
k
3); ¦
k = min(¦k1;¦
k
2;¦
k
3): (7.11)
We assume that there exists a positive constant ¾1 such that
¦k
¦k
· ¾1; k 2 N: (7.12)
De¯ne a space Xk in the form
Xk = S3i(¢k1; [a1; b1])
O
S3i(¢k2; [a2; b2]); i = 1 or 2: (7.13)
Denote
Y k is the set of restrictions of the elements of Xk to ­: (7.14)
Let S1(¢kt ; [0; T ]) be the space of splines of the ¯rst degree, that consists of functions w such
that w 2 C([0:T ]), and on each subsegment [tki ; tki+1], the function w is a±ne, i.e. it is a
polynomial of the ¯rst degree.
We de¯ne subspaces Uk of W
2;1
p (Q) as follows:
Uk = Y k
O
S1(¢kt ; [0; T ]): (7.15)
Let felkgEkl=1 be the basis of Yk that is formed by the multiplication of the one-dimensional
cardinal splines. Let fzikgJki=1 be the basis of S1(¢kt ; [0; T ]), which is formed by the cardinal
splines. The dimension of the space S1(¢kt ; [0; T ]) is equal to the number of points of partition
of [0; T ], i.e. Jk = Lk + 1, see (7.10).
The set of functions
elk(x)zik(t); l = 1; : : : ; Ek; i = 1; : : : ; Jk (7.16)
is a basis of Uk.
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De¯ne functions 'jk, j = 1; : : : ; JkEk as follows:
'jk(x; t) =
8>>><>>>:
ejk(x)z1k(t) at 1 · j · Ek;
ej¡Ek(x)z2k(t) at Ek + 1 · j · 2Ek;
: : : : : : : : : : : : : : : : : : : : : : : : : : :
ej¡(Jk¡1)Ek(x)zJkk(t) at (Jk ¡ 1)Ek + 1 · j · JkEk:
(7.17)
Theorem 7.2. Suppose that the condition (7.12) is satis¯ed and the spaces Uk are de¯ned by
(7.15). Then the functions 'jk de¯ned by (7.17) form a basis of Uk, and
lim
k!1
inf
h2Uk
jjv ¡ hjj
W 2;1p (Q)
= 0; v 2W 2;1p (Q); p ¸ 2: (7.18)
Proof. Let Q1 = (a1; b1) £ (a2; b2) £ (0; T ). Denote the set of continuous in Q1 functions,
which have continuous derivatives in Q1 up to the third order with respect to x and the second
order with respect to t, by C3;2(Q1). The space C3;2(Q1) is tightly embedded in W
2;1
p (Q1),
p ¸ 2.
Let y 2 C3;2(Q1) and the function S(y) 2 Xk
N
S1(¢kt ; [0; T ]) interpolates y on the grid
¢k1 £¢k2 £¢kt , according to the orders and the defects of the one-dimensional splines, see [23],
II, 1, II, 2, II, 9, III, 7. Then we have
jjy ¡ S(y)jj
W 2;1p (Q1)
· c¦k; k 2 N; (7.19)
where c depends on y but independent of k.
Since C3;2(Q1) is tightly embedded in W
2;1
p (Q1), we obtain (7.18) from (7.19). ¤
The dual space of V1 is de¯ned by
V ¤1 = fwjw = (w1; w2; w3); w1 2 Lq(Q); w2 =
³
W
2¡ 1
p
;1¡ 1
2p
p (ST )
´¤
; w3 2
³
W
2¡ 2
p
p (­)
´¤
;
q =
p
p¡ 1 ; p ¸ 2g: (7.20)
The spaces
³
W
2¡ 1
p
;1¡ 1
2p
p (ST )
´¤
and
³
W
2¡ 2
p
p (­)
´¤
can be determined as the completion of
L2(ST ) and L2(­) in the norms
jjvjj1 = sup j(v; h)L2(ST )j; jjhjj
W
2¡ 1p ;1¡ 12p
p (ST )
= 1;
jjzjj2 = sup j(z; e)L2(­)j; jjejj
W
2¡ 2p
p (­)
= 1:
Therefore, the set of the products of step-functions given in Q and on ST and ­ is dense in
V ¤1 , and ¯nite-dimensional subspaces V ¤k = (A(Uk))
¤ can be formed by step-functions. Let
fÃrkgJkEkr=1 be a basis of V ¤k .
Approximate solution to the problem (7.5) is de¯ned by
uk =
JkEkX
j=1
cj'jk; (Auk; Ãrk) = (g; Ãrk); r = 1; : : : ; JkEk; (7.21)
where g = (f; u^; u0), A = (A1; A2; A3).
Applying the Theorems 2.1, 7.1, and 7.2, we obtain.
Theorem 7.3. Suppose that the conditions of the Theorem 7.1 are satis¯ed and (f; u^; u0) 2 V .
Let the spaces Uk be de¯ned by (7.15) and (7.12) holds. Let also V ¤k = (A(Uk))
¤ for all k.
Then for an arbitrary k there exists a unique solution uk to the problem (7.21) and uk * u
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in W 2;1p (Q) and uk ! u in W 2¡®;1¡
1
2
®
p (Q); ® 2 (0; 1), where u is the solution to the problem
(7.5).
8. Nonlinear problems.
8.1. Operators and problems under consideration. We suppose that A is a nonlinear
mapping of U to V , U and V being separable re°exive Banach spaces, and the following
conditions are satis¯ed.
(C8.1): A is a Fr¶echet continuously di®erentiable mapping of U to V . At an arbitrary
point v 2 U , the Fr¶echet derivative A0(v) is invertible, i.e. there exists the inverse
operator (A0(v))¡1 of A0(v), and (A0(v))¡1 2 L(V;U). There is u0 2 U such that
A(u0) = 0.
(C8.2): A is a restriction of an operator ~A which is a one-to-one mapping of W to W 1,
where W and W 1 are separable re°exive Banach spaces such that U ½W , V ½W 1; in
this case,
A(u) = ~A(u); u 2 U:
We consider the problem. Given f 2 V , ¯nd u satisfying
u 2 U; A(u) = f: (8.1)
Theorem 8.1. Suppose that the condition (C8:1) is satis¯ed. Then for an arbitrary f 2 V ,
there exists a solution to the problem (8.1). If, in addition, the condition (C8:2) holds, then
the operator A is a homomorphism of U onto V .
Proof. For a given f 2 V , we de¯ne a mapping M : [0; 1]£ U ! V as follows:
M(e; v) = A(v)¡ ef: (8.2)
We consider the problem: Given e 2 [0; 1], ¯nd ue 2 U such that
M(e; ue) = 0: (8.3)
Then the problem (8.1) is represented in the form
M(1; u1) = 0; (8.4)
i.e. the element u = u1 is a solution to the problem (8.1).
At an arbitrary ¯xed e 2 [0; 1], the partial derivative
@M
@v
(e; v) = A0(v) (8.5)
is an isomorphism of U onto V , and M(0; u0) = A(u0) = 0. This enables us to use the implicit
function theorem, see e.g. [18], Chapter 3, Section 8. Then we obtain, that there is "1 > 0 such
that for any e 2 [0; e1] there exists a unique ue 2 U that satis¯es (8.3). Moreover, the function
g : e! g(e) = ue is a continuously di®erentiable mapping of [0; e1] into U .
The mapping @M@v (e1; ue1) = A
0(ue1) is an isomorphism of U onto V . Therefore, the solution
to the problem (8.3) can be prolonged to a point e2 > e1. In the same manner, the solution of
the problem (8.3) can be prolonged up to e = 1.
Therefore, there exists a solution to the problem (8.1) for any f 2 V . If the condition (C8:2)
holds, then any solution to the problem (8.1) also is a solution to the problem ~A(u) = f , and
hence, the solution to the problem (8.1) is unique.
Thus, A is a bijection of U onto V .
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De¯ne a mapping g1 : (U £ V )! V as follows:
g1(u; f) = A(u)¡ f: (8.6)
For any f there exists a unique u(f) such that g1(u(f); f) = 0. Since the operator
@g1
@u
(u(f); f) = A0(u(f)) (8.7)
is invertible, we obtain from the implicit function theorem that f ! u(f) is a continuous
mapping of V to U . Therefore, A is a homomorphism of U onto V . ¤
8.2. Approximation of the solution to the problem (8.1). We apply the modi¯ed Newton
method for computing the Petrov-Galerkin approximations of the solution to the problem (8.1).
Let U1 and V 1 be a pair of separable re°exive Banach spaces which satisfy the condition
U ½ U1 ½W; V ½ V 1 ½W 1; each space is dense
in the consequent, the embedding V ! V 1 is compact: (8.8)
We suppose
(C8.3): A is a twice Fr¶echet continuously di®erentiable mapping of U to V and U1 to
V 1, and at arbitrary points of U and U1, the Fr¶echet derivatives are invertible, i.e.
(A0(u))¡1 2 L(V;U); u 2 U; (A0(w))¡1 2 L(V 1; U1); w 2 U1:
The functions u ! jjA0(u)jjL(U;V ) and u ! jjA00(u)jjL2(U;U ;V ) are bounded in any ball
of U , and A(0) = 0.
Let fUkg be a sequence of ¯nite-dimensional subspaces of U , which satisfy (2.1). Let fV ¤k0g1k=1
be a sequence of subspaces of V ¤ such that V ¤k0 = (A
0(0)(Uk))¤. Let P ¤k0 be a projection of V
¤
onto V ¤k0 and Pk0 = P
¤¤
k0 . Then we have
jj(Pk0A0(0))¡1jjL(Vk0;Uk) · °; ° > 0; k 2 N; (8.9)
where Vk0 = A0(0)(Uk), and ° depends on V ¤k0.
We also have
Pk0A(0) = 0: (8.10)
Taking (C8.3), (8.9), and (8.10) into account, we obtain from [7], XVIII, 1.5 that there exists
"1 > 0 such that for any n there is a unique solution to the problem
u0k(n+1) 2 Uk; Pk0A0(0)(u0k(n+1) ¡ u0kn) = ¡Pk0(A(u0kn)¡ "1f); u0k0 = 0;
(8.11)
and u0kn ! u0k, where u0k is the solution to the problem
Pk0A(u0k) = "1Pk0 f; k 2 N: (8.12)
Next, we have to prolong the Petrov-Galerkin approximation (8.12) by using the modi¯ed
Newton method. By (8.9) we can consider that at small "1, there exists °0 > 0 such that
jj(Pk0A0(u0k))¡1jjL(A0(u0k)(Uk);Uk) · °0: (8.13)
However, we cannot estimate °0, it may be smaller as well as larger than °. If °0 is very large,
it is desirable to ¯nd V ¤k1 ½ V ¤, and u1k0 ½ Uk, such that
(A(u1k0)¡ "1f; P ¤k1 h) = 0; h 2 V ¤; (8.14)
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where P ¤k1 is a projection of V
¤ onto V ¤k1, and
jj(Pk1A0(u1k0))¡1jjL(Vk1;Uk) · °1; °1 < °0; k 2 N; (8.15)
where Pk1 = P ¤¤k1 and Vk1 = A
0(u1k0)(Uk).
Thus, we face the following problem:
Problem B: Given the subspace V ¤k0 ½ V ¤ and u0k 2 Uk, which satisfy (8.12) and (8.13),
where Pk0 = P ¤¤k0 and P
¤
k0 is a projection of V
¤ onto V ¤k0. Find V
¤
k1 ½ V ¤ and u1k0 2 Uk such
that (8.14) and (8.15) hold.
There exists a solution to the problem B that can be computed, see Subsection 8.3 below.
It follows from [7], XVIII, 1.5 that there exists "2 > 0 such that there is a unique solution
to the problem
u1k(n+1) 2 Uk; Pk1A0(u1k0)(u1k(n+1) ¡ u1kn) = ¡Pk1(A(u1kn)¡ ("1 + "2)f);
n = 0; 1; 2; : : : ; "1 + "2 · 1; (8.16)
and u1kn ! u1k, where u1k is the solution to the problem
u1k 2 Uk; Pk1A(u1k) = ("1 + "2)Pk1f: k 2 N: (8.17)
We mention, that if °0 is not very large, then we take Pk1 = Pk0 in (8.16), and we obtain (8.17)
with Pk1 = Pk0.
By analogy, at some ¯nite l, we obtain
uk 2 Uk; PklA(uk) = Pklf; k 2 N: (8.18)
Theorem 8.2. Suppose that the operator A satis¯es the conditions (C8:2) and (C8:3), and
also (8.8) holds. Let f 2 V and fUkg be a sequence of ¯nite-dimensional subspaces of U which
comply with (2.1). Let also fukg be a sequence of solutions to the problem (8.18). Then uk ! u
in U1, where u is the solution to the problem (8.1)
Proof. Since A0(w) is an isomorphism of U onto V for any w 2 U , and (2.1) holds, we
obtain from (8.18) that
lim(A(uk); h) = (f; h); h 2 V ¤; (8.19)
that is
A(uk)* f in V: (8.20)
(8.8) yields
A(uk)! f in V 1: (8.21)
It follows from Theorem 8.1 that the operator A is a homomorphism of U onto V and U1 onto
V 1. Because of this, (8.21) implies
uk ! u in U1; limA(uk) = A(u) in V 1: (8.22)
and
A(u) = f: (8.23)
As f 2 V , we obtain u 2 U . ¤
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8.3. To the problem B. We consider a more extended problem than the problem B. Let
f'ikgNki=1 be a basis of Uk, and fÃ0ikgNki=1 be a basis of V ¤k0. We can reckon that
jjÃ0ikjjV ¤ = 1; (A0(0)'jk; Ã0ik) = ³0ik±ji; ³0ik > 0; i; j;= 1; : : : ; Nk: (8.24)
De¯ne the following set:
G¯ = fÃjÃ = fÃikgNki=1; jjÃikjjV ¤ = 1; (A0(0)'jk; Ãik) = ³ik; ±ij ;
® · ³ik · ~³ik; j³ik ¡ ³0ikj · ¯g; (8.25)
where ® and ¯ are small positive constants, and
~³ik = sup
h2Wik
(A0(0)'ik; h); (8.26)
where
Wik = fhjh 2 V ¤; jjhjjV ¤ = 1; (A0(0)'jk; h) = 0; j = 1; : : : ; i¡ 1; i+ 1; : : : ; Nkg:
(8.27)
The metric in G¯ is de¯ned as follows: If Ã1 = fÃ1ikgNki=1 and Ã2 = fÃ2ikgNki=1 are elements of
G¯ , then the distance is given by
½(Ã1; Ã2) = max j³1ik ¡ ³2ikj; i = 1; : : : ; Nk; (8.28)
where
³ lik = (A
0(0)'ik; Ãlik); l = 1or 2: (8.29)
For a given Ã 2 G¯ , we de¯ne a mapping gÃ : [0; 1]£ Uk ! RNk as follows:
gÃ(¸; u) =
8><>:
(A(u)¡ "1f; ¸Ã1k + (1¡ ¸)Ã01k)
: : : : : : : : : : : : : : : : : :
(A(u)¡ "1f; ¸ÃNkk + (1¡ ¸)Ã0Nkk):
(8.30)
We consider the problem: Find a pair ¸, u¸ satisfying
gÃ(¸; u¸) = 0; ¸ 2 [0; 1]: (8.31)
In the same way, that was used in the proof of Theorem 8.1, we obtain by the implicit function
theorem, that at small ¯, there exists a unique solution to the problem (8.31) for any ¸ 2 [0; 1],
and the operator @gÃ@u (1; u1) is invertible.
The function u1 depends on Ã. Because of this, we denote
u(Ã) = u1: (8.32)
It is apparent that u(Ã) is the solution to the problem
u(Ã) 2 Uk; (A(u(Ã))¡ "1f; Ãik) = 0; i = 1; : : : ; Nk: (8.33)
Let V ¤kÃ be the span of the elements Ã1k; : : : ; ÃNkk. Let P
¤
kÃ be a projection of V
¤ onto V ¤kÃ
and PkÃ be the adjoint of P ¤kÃ.
It follows from (8.33) that
PkÃ(A(u(Ã))¡ "1f) = 0: (8.34)
We de¯ne a functional ª of the form
ª(Ã) = jj(PkÃA0(u(Ã)))¡1jjL(VkÃ ;Uk); Ã 2 G¯ ; (8.35)
where VkÃ = A0(u(Ã))(Uk).
The functional ª is well-de¯ned at a small ¯.
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We consider the problem: Find ~Ã satisfying
~Ã 2 G¯ ; ª( ~Ã) = min
Ã2G¯
ª(Ã): (8.36)
The set G¯ , being supplied with the metric (8.28), is a compact, and ª is continuous mapping
of G¯ into R. Therefore, there exists a solution to the problem (8.36).
The element ~Ã can be considered as a solution to the Problem B. We can also obtain a
better solution to the problem B by using the above computations in which Ã0 = fÃ0ikgNki=1 is
changed for ~Ã = f ~ÃikgNki=1 and A0(0) is changed for A0( ~Ã) in the above formulas.
9. A problem on deformation of an elastoplastic body.
9.1. Main equations. Operators A and ~A. At small deformations, the components of the
stress tensor in an elastoplastic body are de¯ned by the following formula, see [12], 5.12.
¾ij(u) = ¯"(u)±ij + 2G(I(u))eij(u); i; j = 1; 2; 3: (9.1)
Here u = (u1; u2; u3) is the vector of displacements, ¯ the compression modulus,
"(u) =
1
3
div u; (9.2)
eij(u) are the components of the deviator of the strain tensor
eij(u) = "ij(u)¡ "(u)±ij ; (9.3)
"ij(u) are the components of the strain tensor that are de¯ned by (5.2), I(u) is the second
invariant of the deviator of the strain tensor
I(u) =
3X
i;j=1
(eij(u))2; (9.4)
G is plasticity modulus, which depends on I(u).
The equations of equilibrium are de¯ned by (5.5), where i; j = 1; 2; 3. Considering (9.1) and
(9.2), these equations take the form
A1i(u) = ¡13 ¯
@
@xi
div u¡ 2 @
@xj
(G(I(u))eij(u)) = Ki in ­; i = 1; 2; 3; (9.5)
where Ki are components of the volume force vector K = (K1;K2;K3).
We prescribe displacements q on the boundary S of ­,
A2(u) = ujS = q: (9.6)
We suppose
(C9.1): The function G is a four times continuously di®erentiable mapping of R+ into
R+ and there exist positive numbers a1 ¡ a4 such that, at any y 2 R+ the following
inequalities hold:
a2 ¸ G(y) ¸ a1; (9.7)
G(y) + 2
dG
dy
(y)y ¸ a3; (9.8)¯¯¯dG
dy
(y)y
¯¯¯
· a4: (9.9)
30 W.G. LITVINOV
The inequality (9.7) indicates that the plasticity modulus is bounded above and below by
positive constants. The estimate (9.8) implies that under a simple shear, the stress increases
as the strain increases. The inequality (9.9) is a restriction on dGdy (y) for large values of y. The
inequalities (9.7){(9.9) are natural from the physical viewpoint.
We also suppose
(C9.2): ­ is a bounded domain in R3 with a boundary S of the class C3.
¯ is a positive constant: (9.10)
We denote
A1 = (A11; A12; A13); A = (A1; A2); (9.11)
where A1i and A2 are the operators de¯ned in (9.5), (9.6).
We consider that the operator A has the following domain of de¯nition
D(A) =W 2+®p (­)3; ® 2 (0; 1); ®p > 3: (9.12)
The norm in W l+®p (­), l being a positive integer, is given by
jjhjjW l+®p (­) =
³
jjhjjp
W lp(­)
+
X
jkj=l
Z
­
Z
­
jDk h(x)¡Dk h(y)jp
jx¡ yj3+p® dx dy
´ 1
p
: (9.13)
Let ~A = ( ~A1; ~A2) be an extension of the operator A = (A1; A2) such that
D( ~A) = H1(­)3; ~A(v) = A(v); v 2W 2+®p (­)3: (9.14)
9.2. Problem for the operator ~A. .
We assume that
K = (K1;K2;K3) 2 H¡1(­)3; (9.15)
q = (q1; q2; q3) 2 H 12 (S)3: (9.16)
Theorem 9.1. Let ­ be a bounded domain in R3 with a Lipschitz continuous boundary S.
Suppose that the condition (C9:1) and (9.10), (9.15), and (9.16) are satis¯ed. Then there
exists a unique u such that
u 2 H1(­)3; ~A1(u) = K; ~A2(u) = q: (9.17)
Proof. It follows from (9.16) that there exists a function w satisfying
w 2 H1(­)3; wjS = q: (9.18)
We de¯ne a mapping L: H10 (­)
3 ! H¡1(­)3 in the form
(L(v); h) = 3¯
Z
­
"(v) "(h) dx+ 2
Z
­
G(I(v + w)) eij(v + w) eij(h) dx;
v; h 2 H10 (­)3: (9.19)
Consider the problem: Find g such that
g 2 H10 (­)3; (L(g); h) = (K;h)¡ 3¯
Z
­
"(w) "(h) dx; h 2 H10 (­)3: (9.20)
Taking account that,
eij(h)±ij =
3X
i=1
³@hi
@xi
¡ 1
3
div h±ii
´
= 0; (9.21)
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we obtain by the Green formula, that if u is a solution to the problem (9.17), then g = u¡ w
is a solution to the problem (9.20). On the contrary, if g is a solution to the problem (9.20),
then u = g + w is a solution to the problem (9.17).
Under the conditions (C9:1) and (9.18), the operator L is a strongly monotone, coercive, and
continuous mapping of H10 (­)
3 to H¡1(­)3, see [13]. Therefore, there exists a unique solution
to the problem (9.20). If w1 is another function that satis¯es (9.18), and g1 is a solution of the
problem (9.20) in which w is changed for w1, then g + w = g1 + w1.
Therefore the solution of the problem (9.17) is unique. ¤
9.3. Two lemmas.
Lemma 9.1. Suppose that the conditions (C9:1), (C9:2), and (9.10) are satis¯ed. Then the
operator A is a twice Fr¶echet continuously di®erentiable mapping of W 2+®p (­)
3 into W®p (­)
3£
W
2+®¡ 1
p
p (S)3, where ® 2 (0; 1), ®p > 3. The derivatives of A are de¯ned by
A01(v) = (A
0
11(v); A
0
12(v); A
0
13(v)); (9.22)
A02(v)h = hjS ; v; h 2W 2+®p (­)3; (9.23)
A01i(v)h = ¡
1
3
¯
@
@xi
div h¡ 2 @
@xj
[G(I(v))eij(h)]
¡ 4 @
@xj
hdG
dy
(I(v))ekm(v) eij(v) ekm(h)
i
in ­; i; j; k;m = 1; 2; 3; (9.24)
A002(v) = 0; (9.25)
A001i(v)(h; z) = ¡4
@
@xj
hdG
dy
(I(v))ekm(v) eij(h)ekm(z)
i
¡ 8 @
@xj
hd2G
dy2
(I(v))elr(v) ekm(v) eij(v) ekm(h) elr(z)
i
¡ 4 @
@xj
hdG
dy
(I(v))(eij(v) ekm(h) ekm(z) + ekm(v) ekm(h) eij(z))
i
;
v; h; z 2W 2+®p (­)3; i; j; k;m; l; r = 1; 2; 3: (9.26)
The functions
v ! jjA01(v)jjL(W 2+®p (­)3;W®p (­)3);
v ! jjA001(v)jjL2(W 2+®p (­)3;W 2+®p (­)3;W®p (­)3)
are bounded in any ball of W 2+®p (­)
3, and A(0) = 0.
Proof. It follows from the embedding theorem that
W®p (­) ½ C¸(­); 0 < ¸ < ®¡
3
p
at ®p > 3: (9.27)
Taking (9.13) and (9.27) into account, we obtain
the function f; g ! fg is a bilinear continuous mapping of W 1+®p (­)£W 1+®p (­) into W 1+®p (­);
(9.28)
the function f; g ! fg is a bilinear continuous mapping of W 1+®p (­)£W®p (­) into W®p (­):
(9.29)
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It is not di±cult to verify that
lim
°!0
(A1i(v + °h))(x)¡ (A1i(v))(x)
°
= (A01i(v)h)(x); x 2 ­;
v; h 2W 2+®p (­)3; i = 1; 2; 3; (9.30)
where A01i is given by (9.24).
(9.27){(9.29) imply that A01i 2 L(W 2+®p (­)3;W®p (­)) and
v ! A01i(v) is a continuous mapping of W 2+®p (­)3 into L(W 2+®p (­)3;W®p (­)):
(9.31)
Let v; h 2 W 2+®p (­)3 and ° 2 R, j°j is small. By using the mean value theorem [18], III, 5,
Corollary 1, we obtain ¯¯¯¯¯¯A1i(v + °h)¡A1i(v)
°
¡A01i(v)h
¯¯¯¯¯¯
W®p (­)
· sup
»
jjA01i(v + »h)¡A01i(v)jjL(W 2+®p (­)3;W®p (­))jjhjjW 2+®p (­)3 ;
0 < » < ° if ° > 0; 0 > » > ° if ° < 0: (9.32)
By (9.31) the right-hand side of (9.32) tends to zero, when ° tends to zero. Therefore, A01i(v)
is the Ga^teaux derivative of A1i at the point v, and by (9.31) it is the Fr¶echet derivative, and
the mapping v ! A(v) is Fr¶echet continuously di®erentiable in W 2+®p (­)3.
By analogy, we prove that the function v ! A0(v) is Fr¶echet continuously di®erentiable in
W 2+®p (­)
3, and its derivative is de¯ned by (9.25) and (9.26).
Taking (C9:1), (9.24), (9.26), and (9.27) into account, we obtain that the functions
v ! jjA01(v)jjL(W 2+®p (­)3;W®p (­)3);
v ! jjA001(v)jjL2(W 2+®p (­)3;W 2+®p (­)3;W®p (­)3)
are bounded in any ball of W 2+®p (­)
3. It follows from (9.5) and (9.6) that A(0) = 0.
Our lemma is proved.
Lemma 9.2. Suppose that the conditions (C9:1), (C9:2), and (9.10) are satis¯ed. Then for
any v 2 W 2+®p (­)3, where ® 2 (0; 1), ®p > 3, the operator A0(v) is invertible, and it is an
isomorphism of W 2+®p (­)
3 onto W®p (­)
3 £W 2+®¡
1
p
p (S)3.
Proof. Let v 2 W 2+®p (­)3 and h; y be two functions from H2(­)3
T
H10 (­)
3. We multiply
the equation (9.24) by yi sum over i, and integrate over ­. Taking the Green formula and
(9.7){(9.9) into account, we obtain
(A01(v)h; y) = (A
0
1(v)y; h); (9.33)
(A01(v)h; h) ¸
1
3
¯
Z
­
(div h)2 dx+ ¹
Z
­
I(h) dx; (9.34)
where ¹ = min(2a1; 2a3).
(9.2){(9.4) and (9.21) imply thatZ
­
3X
i;j=1
("ij(h))2 dx =
Z
­
(I(h) +
1
3
(div h)2) dx: (9.35)
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(9.34), (9.35), and the Korn inequality yield, see [13],
(A01(v)h; h) ¸ cjjhjj2H10 (­)3 ; c > 0: (9.36)
We also have
j(A01(v)h; y)j · c1jjhjjH10 (­)3)jjyjjH10 (­)3): (9.37)
Therefore, the operator A01(v) is uniformly elliptic. For the Dirichlet boundary conditions
(9.6), the complementing boundary condition is satis¯ed, see [1]. By (9.36) the kernel of A0(v)
contains zero only. By using the Green formula, we can see that the operator A0(v) is formally
selfadjoint. Therefore, the kernel of the adjoint operator (A0(v))¤ contains only zero element
of the space (W®p (­)
3)¤ £W¡2¡®+
1
p
q (S)3; q = pp¡1 .
Now it follows from [17], [19] that for any (K; q) 2 W®p (­)3 £W
2+®¡ 1
p
p (S)3, there exists a
unique w 2 W 2+®p (­)3 such that A0(v)w = (K; q). For any v 2 W 2+®p (­)3, the operator A0(v)
is an isomorphism of W 2+®p (­)
3 onto W®p (­)
3 £W 2+®¡
1
p
p (S)3. ¤
9.4. Approximation of the solution to the problem (9.5), (9.6). The ensuing theorem
follows from theorems 8.1, 9.1 and Lemmas 9.1 and 9.2.
Theorem 9.2. Suppose that the conditions (C9:1), (C9:2), and (9.10) are satis¯ed. Let also
(K; q) 2 W®p (­)3 £W
2+®¡ 1
p
p (S)3, where ® 2 (0; 1), ®p > 3. Then there exists a unique u 2
W 2+®p (­)
3 that satis¯es (9.5) and (9.6), and the operator A is a homomorphism of W 2+®p (­)
3
onto W®p (­)
3 £W 2+®¡
1
p
p (S)3.
Let fUkg be a sequence of ¯nite dimensional subspaces of W 2+®p (­)3 such that
lim
k!1
inf
h2Uk
jjv ¡ hjjW 2+®p (­)3 = 0; v 2W 2+®p (­)3: (9.38)
A sequence of subspaces Uk, which satisfy the condition (9.38), can be constructed in the
manner presented in 6.1. In this case we use cubic splines which are twice continuously di®er-
entiable.
Let uk be a sequence of solutions to the problem
uk 2 Uk; PklA(uk) = Pkl(K; q); k 2 N; (9.39)
where Pkl in the projection speci¯ed in Subsection 8.2.
Theorem 9.3. Suppose that the conditions (C9:1), (C9:2), (9.10) and (9.38) are satis¯ed. Let
also (K; q) 2 W®p (­)3 £W
2+®¡ 1
p
p (S)3, where ® 2 (0; 1), ®p > 3. Let also uk be a sequence of
solutions to the problem (9.39). Then uk ! u in W 2+®1p (­)3, where u is the solution to the
problem (9.5), (9.6), and ®1 2 (0; ®).
Indeed, the embedding of W®p (­) into W
®1
p (­) and W
2+®¡ 1
p
p (S) into W
2+®1¡ 1p
p (S) are com-
pact at ®1 2 (0; ®). Bearing in mind Lemmas 9.1 and 9.2, we obtain Theorem 9.3 by applying
Theorem 8.2.
Remark. By analogy with the above, we can construct approximations of smooth solutions
of nonlinear operators, which are restrictions of strongly monotone operators, such that, they
are twice Fr¶echet continuously di®erentiable in corresponding spaces of smooth functions, and
their ¯rst derivatives are invertible.
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