Lipschitz constant for bi-Lipschitz automorphism on Moran-like sets  by Guo, Qiu-Li et al.
J. Math. Anal. Appl. 336 (2007) 937–952
www.elsevier.com/locate/jmaa
Lipschitz constant for bi-Lipschitz automorphism
on Moran-like sets ✩
Qiu-Li Guo a,b, Min Wu c, Li-Feng Xi a,∗
a Institute of Mathematics, Zhejiang Wanli University, 315100 Ningbo, China
b School of Mathematics and Computer Science, Hubei University, Wuhan 430062, China
c School of Mathematical Sciences, South China University of Technology, 510641 Guangzhou, China
Received 13 November 2006
Available online 21 March 2007
Submitted by B. Bongiorno
Abstract
This paper proves that if F ⊂ R1 is a complete set equipped with some suitable Moran-like structure,
then there is a constant c0 > 1 such that for any bi-Lipschitz bijection f :F → F ,
blip(f ) = 1 or blip(f ) c0,
where lip(g) = supx =y |g(x)−g(y)||x−y| and blip(g) = max{lip(g), lip(g−1)}.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Suppose A ⊂ Rn is a compact set. We say f :A → A is Lipschitzian, if lip(f ) =
supx,y∈A,x =y(|f (x)−f (y)|/|x−y|) < ∞. Furthermore, a bijection f is said to be a bi-Lipschitz
automorphism on A if
blip(f ) = max{lip(f ), lip(f−1)}< ∞ [6].
✩ Supported by the Natural Science Foundation of China (Nos. 10301029, 10571063, 10671180, 10631040).
* Corresponding author.
E-mail addresses: guoqiuli@zwu.edu.cn (Q.-L. Guo), wumin_scut@mail.edu.cn (M. Wu),
xilifengningbo@yahoo.com (L.-F. Xi).0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2007.03.039
938 Q.-L. Guo et al. / J. Math. Anal. Appl. 336 (2007) 937–952Here blip(f ) 1 since lip(f ) lip(f−1) lip(f ◦ f−1) = 1.
Bi-Lipschitz mapping and bi-Lipschitz equivalence are studied by Falconer and Marsh [2–4],
Lyapina [6], Xi [7] and etc. In particular, Lyapina [6] discussed the bi-Lipschitz automorphism:
If f is a bi-Lipschitz automorphism on the Cantor ternary set C ⊂R1, then
blip(f ) = 1 or blip(f ) 74/39 [6].
[6] also considered the invariant set of T1(x) = rx and T2(x) = rx + (1 − r).
In papers [1] and [5] self-similar sets are discussed in R1. Suppose {Si}Ni=1 are similitudes
with contractive ratios {ri}Ni=1 such that {0,1} ⊂
⋃N
i=1 Si([0,1]) ⊂ [0,1] and {Si([0,1])}Ni=1 are
pairwise disjoint. Let {δi}N−1i=1 be the lengths of connected components in [0,1] \
⋃N
i=1 Si([0,1]).
It is proved in [1] that if E is the invariant set of {Si}Ni=1 with (mini δi)/(maxi δi · maxi ri) > 1,
then there is a constant c > 1, which can be calculated directly from {Si(0), Si(1)}Ni=1, such that
for any bi-Lipschitz automorphism f on E,
blip(f ) = 1 or blip(f ) c [1].
In this paper, we will deal with Moran-like sets in R1 as follows.
Suppose for each k  0, F (k) is a collection of finitely many closed intervals in R. We say
{F (k)}∞k=0 is a Moran-like structure, if the following conditions (H1)–(H4) hold:
(H1) F (0) = {[0,1]} and the closed intervals in F (k) are pairwise disjoint;
(H2) For any I ∈F (k+1), there is a unique J ∈F (k) with I ⊂ J ;
(H3) Given I ∈F (k), there are distinct subintervals I ′, I ′′ ∈F (k+1) of I ;
(H4) Given I ∈F (k), ∂I ⊂⋃J∈F (k+1), J⊂I ∂J . Here ∂[a, b] = {a, b}.
Definition 1. If {F (k)}∞k=0 is a Moran-like structure, then we call F =
⋂
k
⋃
I∈F (k) I a Moran-
like set. Each element of F (k) is called an interval of rank k of F . G is called a gap of rank k
of F, if G ⊂ I with I ∈F (k−1) and G is a connected component of I \ (⋃J∈F (k),J⊂I J ). Denote
G(k) = {G: G is a gap of rank k of F } and |A| is the diameter of the set A. Write
δk = min
I∈F (k−1)
G∈G(k),G⊂I
|G|/|I |, γk = sup
I∈F (k−1)
G∈G(m),G⊂I,mk+1
|G|/|I | and c∗ = inf
k1
δk
γk
.
For numbers a, b > 0, let Θ(a,b) = max(a,b)
min(a,b) . If max{b1, b2, . . . , bm} > 1, let min∗{b1, b2,
. . . , bm} = min{bi, bi > 1}.
Suppose F = {Ii}Ni=1 is a collection of pairwise disjoint closed intervals. Assume Ii = [ai, bi]
for each i with a1 < b1 < a2 < · · · < bN−1 < aN < bN. Let Gj = (bj , aj+1) for 1 j N − 1.
We can define
g(F) = min
2iN−1
|Gi−1| + |Ii | + |Gi |
max{|Gi−1|, |Gi |} ,
s(F) = max
(
max
2iN+1
Θ
(|Ii |,|IN+1−i |), max
2jN
Θ
(|Gj |, |GN−j |)). (1.1)
Given k  1, let sk = s(F (k)) and g¯k = g(F (k)).
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exists I ′ ∈ F (k−1) such that G, I ⊂ I ′ and G ∩ I = ∅, where G is the closure of G. Denote
d(A,B) = infx∈A,y∈B |x − y|. Let
gˆk = min
I∈F (k)
min
G
k∼I
|G| + |I | − |I (G)|
|G| for k  1, (1.2)
where I (G) ⊂ I is the farthest from G in F (k+1), i.e., I (G) ∈ F (k+1) such that I (G) ⊂ I and
d(I (G),G) = maxJ⊂I, J∈F (k+1) d(J,G).
Throughout the paper, we assume c∗ > 1 and infk1 gˆk > 1. Let
c0 = min∗
{
sup
k1
min(sk, g¯k), inf
k1
gˆk, c
∗}> 1. (1.3)
For the empty set ∅, write min∅ = +∞. Let
gk = min
I∈F (k)
min
G
k∼I,G′ k∼I
G=G′
|G| + |I | + |G′|
max{|G|, |G′|} .
For the Cantor ternary set, gk = +∞ for all k. The main result of the paper can be stated by
using c0.
Theorem 1. Suppose F =⋂k⋃I∈F (k) I is a Moran-like set with c∗ > 1 and infk1 gˆk > 1. Then
for any bi-Lipschitz automorphism f :F → F , blip(f ) = 1 or blip(f )  c0, where constant
c0 > 1 is defined by (1.3).
Any bounded and complete set F ⊂ R1 without interior can be equipped with a Moran-like
structure. But one cannot guarantee that the conditions c∗ > 1 and infk1 gˆk > 1 hold. We give
some applications of Theorem 1 to homogeneous Cantor sets, and also pose an example with
infk1 gˆk = 1 for which Theorem 1 is invalid. Here the condition infk1 gˆk > 1 cannot be can-
celed, please see Example 3.
Notice blip(f ) = 1 if f (x) ≡ x or f (x) ≡ 1 − x.
To obtain Theorem 1, it suffices to prove the following Propositions 1–2.
Proposition 1. Suppose F is a Moran-like set with c∗ > 1 and infk1 gˆk > 1. If sk = 1 for all k,
then F is symmetrical with center 1/2 and for any bi-Lipschitz automorphism f on F , one of the
following conclusions holds:
(1) f (x) ≡ x for all x ∈ F ;
(2) f (x) ≡ 1 − x for all x ∈ F ;
(3) blip(f ) c0 where c0 > 1 is defined by (1.3) and c0 = min(infk1 gˆk, c∗).
Proposition 2. Suppose F is a Moran-like set with c∗ > 1 and infk1 gˆk > 1. If supk1 sk > 1,
then for any bi-Lipschitz automorphism f on F , one of the following conclusions holds:
(1) f (x) ≡ x for all x ∈ F ;
(2) blip(f ) c0, where c0 > 1 is defined by (1.3).
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orem 1. In Section 3, we state Lemmas 1–5 and prove them except Lemma 3, because the proof
of Lemma 3 is too technical and long. In Section 4, applying Lemma 1–5, we prove Proposi-
tions 1–2, as a result Theorem 1 follows. Finally, in Section 5 we give the proof of Lemma 3.
2. Examples
Example 1 (Self-similar set). For the self-similar set in [1] mentioned in Section 1, we have
c∗ = (mini δi)/(maxi δi · max ri) and infk1 gˆk = gˆ1 > 1. Then
c0 min∗
(
min(s1, g¯1), gˆ1, c∗
)= min∗(s1, gˆ1, c∗),
since g¯1 = g1 > gˆ1 (furthermore, gk > gˆk > 1 for all k). Therefore, if c∗ > 1, then for any
bi-Lipschitz automorphism f on this self-similar set,
blip(f ) = 1 or blip(f )min∗(s1, gˆ1, c∗)> 1.
This estimation is better than that of [1].
Example 2 (Homogeneous Cantor set). (See [8].) Suppose F = E([0,1], {nk}, {ck}) is a homo-
geneous Cantor set on R with nk  2 and nkck ∈ (0,1) for all k. This means F =⋂k⋃I∈F (k) I ,
where F (k) is a collection of closed intervals pairwise disjoint such that for each I ∈ F (k−1),
there are nk intervals, with length ck|I |, of F (k) uniformly distributed in I (see Fig. 1).
Here ck < 1/2 since nk  2 and nkck < 1. Let αk = c1 · · · ck−1 1−nkcknk−1 be the length of gaps of
rank k, and βk = c1 · · · ck the length of intervals of rank k. For any k, we have δk = αk/βk−1 and
γk = supmk+1(αm/βk−1). Thus
c∗ = inf
k
δk
γk
> 1 ⇔ inf
k
αk
supmk+1 αm
> 1 ⇔ inf
k
αk
αk+1
> 1
⇔ inf
k
(nk+1 − 1)(1 − nkck)
ck(nk − 1)(1 − nk+1ck+1) > 1. (2.1)
That means c∗ = infk αkαk+1 if c∗ > 1. Here we always have sk ≡ 1, and thus supk min(sk, g¯k) = 1.
We also have
gˆk = αk + βk − βk+1
αk
= 1 + (nk − 1)ck
1 − nkck (1 − ck+1). (2.2)
Here nk/2 (nk − 1) nk and 1/2 (1 − ck+1) 1. Therefore
inf
k
gˆk > 1 ⇔ inf
k
nkck
1 − nkck > 0 ⇔ infk nkck > 0. (2.3)
Fig. 1. Homogeneous Cantor set.
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infk (nk+1−1)(1−nkck)ck(nk−1)(1−nk+1ck+1) > 1, then for any bi-Lipschitz automorphism f on F,
f (x) ≡ x or f (x) ≡ 1 − x or blip(f ) c0,
where
c0 = min
(
inf
k
(nk+1 − 1)(1 − nkck)
ck(nk − 1)(1 − nk+1ck+1) ,1 + infk
(nk − 1)ck
1 − nkck (1 − ck+1)
)
> 1.
Example 3 (A counter example with infk gˆk = 1). In this example, we construct a Moran-like
set F with infk1 gˆk = 1 in which Theorem 1 is invalid, i.e., there is a family {fi}i of bi-Lipschitz
automorphism on F such that limi→∞ blip(fi) = 1 and blip(fi) > 1 for all i.
Suppose F is generated by the following process.
Firstly, take a sequence {nk}∞k=1 of positive integers with limk→∞ nk = ∞ and minknk  4.
Let
Jk,1 =
[
0,
1
3nk
]
, Jk,2 =
[
2
3nk
,
1
nk
]
,
Jk,3 =
[
1
2
− 1
2nk
,
1
2
− 1
6nk
]
, Jk,4 =
[
1
2
+ 1
6nk
,
1
2
+ 1
2nk
]
,
Jk,5 =
[
1 − 1
nk
,1 − 2
3nk
]
, Jk,6 =
[
1 − 1
3nk
,1
]
.
Notice that |Jk,i | = 1/3nk for each i.
Let {Sk,m}6m=1 be a family of contractive similitudes with Sk,m([0,1]) = Jk,m and S′k,m =
1/3nk . Given an interval I , denote by SI the similitude satisfying S′I > 0 and SI ([0,1]) = I.
Let F (0) = {[0,1]}. And we can define F (k+1) inductively
F (k+1) =
⋃
I∈F (k)
6⋃
m=1
(SI ◦ Sk+1,m)
([0,1]). (2.4)
Now, a Moran-like set F =⋂k⋃I∈F (k) I is defined.
For k  1, denote
ak = 1/
[
(3n1)(3n2) · · · (3nk)
]
, uk = ak and vk = ak−1
(
1
2
− 3
2nk
)
. (2.5)
Since nk  4, we have vk > uk. Furthermore,
lim
k→∞uk/vk = 0. (2.6)
Then |I | = ak for any I ∈F (k), and
min
G∈G(k)
|G| = uk, max
G∈G(k)
|G| = vk. (2.7)
We have δk = min(uk, vk)/ak−1 = 13nk and
γk = sup
[
max(um, vm)/ak−1
]= uk+1/ak−1 = 13nk
(
1
2
− 3
2nk+1
)
. (2.8)mk+1
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c∗ = inf
k
δk/γk = inf
k
1/(3nk)
(1/3nk)[1/2 − 3/(2nk+1)] = 2 > 1. (2.9)
On the other hand,
gˆk = min
(
uk + ak − ak+1
uk
,
vk + ak − ak+1
vk
)
= vk + ak − ak+1
vk
= 1 +
1
3nk (1 − 13nk+1 )
1
2 − 32nk+1
,
which implies
inf
k
gˆk = 1. (2.10)
Given an integer n, fix an interval I ∈ F (n). Let K3 = (SI ◦ Sn+1,3)([0,1]) and K4 =
(SI ◦Sn+1,4)([0,1]). Denote Tn(x) = dI −x, where dI is the center of I. Hence Tn(K3) = K4 and
Tn(K4) = K3. We define
fn(x) =
{
Tn(x) if x ∈ K3 ∪K4,
x if x ∈ F \ (K3 ∪K4). (2.11)
Here blip(fn) > 1.
For x, y ∈ K3 ∪K4, we have |fn(x)−fn(y)| = |x−y|. For x, y ∈ F \(K3 ∪K4), we also have
|fn(x)−fn(y)| = |x−y|. Without loss of generality, assume x ∈ K3 ∪K4 and y ∈ F \(K3 ∪K4),
then |x − y| vn+1, |Tn(x)− x| 3un+1, and thus∣∣fn(x)− fn(y)∣∣/|x − y| (|x − y| + |Tnx − x|)/|x − y|
 1 + 3un+1/vn+1 → 1 as n → ∞,
due to (2.6). Therefore, lip(fn) 1 + 3un+1/vn+1. As f−1n = fn, we have
lim
n→∞ blip(fn) = 1.
3. Some lemmas
In order to prove Propositions 1 and 2, we give the following lemmas.
Lemma 1. Suppose I ∈ F (k−1) and I ′ ∈ F (k) with I ′ ⊂ I. If distinct points x, y ∈ F ∩ I ′,
there exist points x0, x1, . . . , xm ∈ F ∩ I ′ with x0 = x, xm = y, such that |xi − xi−1|  γk|I |
(i = 1,2, . . . ,m).
Proof. Define an equivalence relation firstly. For u,v ∈ F ∩ I ′, we denote u ∼ v, if there are
points w0, . . . ,wn ∈ F ∩ I ′ with |wi −wi+1| γk|I | such that w0 = u, wn = v.
Suppose x < y, we need only to verify x ∼ y. For the compact set F ∩ [x, y], we get a finite
covering
⋃l
i=1 B(zi,
γk
2 |I |) with zi ∈ F ∩ [x, y], where B(a, r) is the open ball centered at a
with radius r. Without loss of generality, we assume z1 < z2 < · · · < zl . Then x ∈ B(z1, γk2 |I |)
and y ∈ B(zl, γk2 |I |), and thus x ∼ z1 and y ∼ zl. Now, it suffices to show zi ∼ zi+1 for all i.
If B(zi, γk |I |)∩B(zi+1, γk |I |) = ∅, then |zi − zi+1| γk|I |. As a result, zi ∼ zi+1.2 2
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such that |u − v| = d(B(zi, γk2 |I |) ∩ F,B(zi+1, γk2 |I |) ∩ F). Then (u, v) ∈ G(t) with t  k + 1,
which implies |u−v| γk|I |. Consequently, u ∼ v. Since u ∼ zi and v ∼ zi+1, we get zi ∼ zi+1.
Given a Moran-like set F, let D∗ = {bi-Lipschitz automorphism f on F : for any k and any
I ∈F (k), f (F ∩ I ) = F ∩ J with some J ∈F (k)}.
Lemma 2. Suppose f :F → F is a bi-Lipschitz automorphism on a Moran-like set F with
c∗ > 1. If blip(f ) < c∗, then f ∈D∗.
Proof. By induction, suppose f (F ∩ I ) = F ∩ J with I, J ∈F (k−1). Without loss of generality,
we assume |I |  |J |, otherwise we will replace f by f−1. Since f |F∩I is bijective, we need
only to prove that for any I ′ ∈ F (k) with I ′ ⊂ I, there exists J ′ ∈ F (k) with J ′ ⊂ J such that
f (F ∩ I ′) ⊂ F ∩ J ′.
Given x, y ∈ F ∩ I ′, let f (x) ∈ F ∩ J ′ with J ′ ∈ F (k). It suffices to verify f (y) ∈ F ∩ J ′.
In fact, by Lemma 1, there exist points x0, x1, . . . , xm ∈ F ∩ I ′ with x0 = x, xm = y and
0 < |xi − xi−1|  γk|I | (i = 1,2, . . . ,m). We need only to prove that f (xi) ∈ F ∩ J ′ for all
i = 1,2, . . . ,m. Otherwise, there exist J ′′ ∈ F (k) with J ′ = J ′′ and i0 ∈ {0,1, . . . ,m} such that
f (xi0) ∈ F ∩ J ′ and f (xi0+1) ∈ F ∩ J ′′. Since |I | |J | and∣∣f (xi0)− f (xi0+1)∣∣ d(J ′, J ′′) δk|J |,
we have
lip(f ) |f (xi0)− f (xi0+1)||xi0 − xi0+1|
 δk|J |
γk|I |  c
∗.
This contradicts blip(f ) < c∗, and thus f (F ∩ I ′) ⊂ F ∩ J ′. 
Given a collection F of finitely many closed intervals, the following Lemma 3 characterizes
the permutation among intervals and the estimation of Lipschitz constant in terms of g(F).
Lemma 3. Suppose F = {[ai, bi]}Ni=1 with a1 < b1 < a2 < · · · < bN−1 < aN < bN. Let τ be a
permutation on {1,2, . . . ,N}. Assume there are mappings f1, f2 :⋃Ni=1{ai, bi} →⋃Ni=1[ai, bi]
with f1(ai), f1(bi) ∈ [aτ(i), bτ(i)] and f2(ai), f2(bi) ∈ [aτ−1(i), bτ−1(i)]. Then one of the follow-
ing conclusions holds:
(a) τ(i) = i for all i;
(b) τ(i) = N + 1 − i for all i;
(c) There exist i such that x = bi, y = ai+1 such that
max
{ |f1(x)− f1(y)|
|x − y| ,
|f2(x)− f2(y)|
|x − y|
}
 g(F).
Here g(F) is defined by (1.1).
Since the proof of Lemma 3 is long and technical, we give its proof in Section 5.
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If f (x) ≡ x for x ∈ F and f (F ∩ I ) = F ∩ I for each I ∈F (1), then
blip(f ) inf
k1
gˆk.
Proof. Since f (x) ≡ x, there exists the largest positive integer k0 such that f (F ∩I ) = F ∩I for
each I ∈ F (k) (1 k  k0) and f (F ∩ J ) = F ∩ J for some J ∈ F (k0+1). Suppose J ⊂ I˜ with
I˜ ∈ F (k0). From the left to the right, we arrange the closed intervals {J ′: J ′ ∈ F (k0+1), J ′ ⊂ I˜ }
as {[ai, bi]}Ni=1. Define
f1 = f |⋃N
i=1{ai ,bi }, f2 = f
−1∣∣⋃N
i=1{ai ,bi }.
Since f ∈D∗, and f |I˜ (F ∩ I˜ ) = F ∩ I˜ , it follows from Lemma 3 that one of the following
conclusions holds:
Case (1). f (F ∩ [ai, bi]) = F ∩ [ai, bi] for all i;
Case (2). f (F ∩ [ai, bi]) = F ∩ [aN+1−i , bN+1−i] for all i;
Case (3). There exist two points x, y ∈⋃Ni=1{ai, bi} such that
max
{ |f1(x)− f1(y)|
|x − y| ,
|f2(x)− f2(y)|
|x − y|
}
 g
(
N⋃
i=1
[ai, bi]
)
.
Case (1) implies f (F ∩ J ) = F ∩ J, which is a contradiction.
Case (3) implies blip(f ) g(⋃Ni=1[ai, bi]) gˆk0+1  infk1 gˆk.
For Case (2), take an interval I ∈ F (k0) and a gap G ∈ G(k0) such that G k0∼ I and G k0∼ I˜ (see
Fig. 2). Without loss of generality, we assume that I is on the left of I˜ . Let x be the right endpoint
of I and y = a1 the left endpoint of I˜ . Then f (x) ∈ I and f (y) ∈ [aN,bN ]. Therefore,
blip(f ) |f1(x)− f1(y)||x − y|
 aN − x
a1 − x =
|G| + |I˜ | − |I˜ (G)|
|G|
 gˆk0  inf
k
gˆk. 
Lemma 5. Let F = ⋂k⋃I∈F (k) I be a Moran-like set. Given an integer k, arrange F (k) as
Ik,1, Ik,2, . . . , Ik,nk from the left to the right. If f ∈D∗ is a bi-Lipschitz automorphism on F such
Fig. 2. Case (2).
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blip(f ) s
(F (k))= sk.
Proof. Arrange G(k) as Gk,1, . . . ,Gk,nk−1 from the left to the right. Let Ik,i = [ai, bi] for all i.
Then Gk,i = (bi, ai+1).
(1) Suppose |Ik,i | |Ik,nk+1−i |, take x = f−1(ank+1−i ) ∈ Ik,i and y = f−1(bnk+1−i ) ∈ Ik,i ,
then we have
blip(f ) |f (x)− f (y)||x − y| 
|Ik,nk+1−i |
|Ik,i | = Θ
(|Ik,i |, |Ik,nk+1−i |). (3.1)
(2) Suppose |Gk,i | |Gk,nk−i |, take x = bi , y = ai+1, then |f (x) − f (y)| |Gk,nk−i |, then
we have
blip(f ) |f (x)− f (y)||x − y| 
|Gk,nk−i |
|Gk,i | = Θ
(|Gk,i |, |Gk,nk−i |). (3.2)
The lemma is proved by using (3.1) and (3.2). 
4. Proof of Propositions 1 and 2
Proof of Proposition 1. If blip(f ) c∗, then blip(f ) c∗  c0 and Proposition 1 follows. So
we need only to consider the case of blip(f ) < c∗. Then it follows from Lemma 2 that f ∈D∗.
From the left to the right, we arrange F (1) as I1, I1, . . . , In1 , and G(1) as G1, . . . ,Gn1−1. We
define
f1 = f |⋃
I∈F(1) ∂I and f2 = f−1
∣∣⋃
I∈F(1) ∂I
.
Since f ∈D∗, there exists a permutation τ on {1,2, . . . , n1} such that f (F ∩ Ii) = F ∩ Iτ(i).
By Lemma 3, it suffices to consider the following three cases.
Case (1). τ(i) = i for all i. That means f (F ∩ Ii) = F ∩ Ii for all i. By Lemma 4, we have
f (x) ≡ x or blip(f ) inf
k1
gˆk  c0.
Case (2). τ(i) = n1 + 1 − i for all i. That means f (F ∩ Ii) = F ∩ In1+1−i for all i. Since
supk1 sk = 1, the set F is symmetric with center 1/2. Let h(x) ≡ 1 − x. Then blip(h) = 1 and
h ∈D∗ as sk = 1 for all k.
Denote f˜ = h ◦ f . Then f˜ ∈ D∗ is a bi-Lipschitz automorphism on F. We conclude that
blip(f ) = blip(f˜ ). In fact, lip(f˜ ) lip(h) lip(f ) = lip(f ) and lip(f ) = lip(h−1 ◦ f˜ ) lip(f˜ ).
Now, f˜ (F ∩ Ii) = F ∩ Ii for each i, by Lemma 4, we have
f˜ (x) ≡ x or blip(f˜ ) inf
k1
gˆk  c0.
Because blip(f ) = blip(f˜ ), we have
f (x) ≡ 1 − x or blip(f ) c0.
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max
{ |f1(x)− f1(y)|
|x − y| ,
|f2(x)− f2(y)|
|x − y|
}
 g1 > gˆ1  c0.
Therefore,
blip(f )max
(
lip(f1), lip(f2)
)
 c0.
The proof of Proposition 1 is completed. 
Proof of Proposition 2. We will focus on the case of blip(f ) < c∗, which implies f ∈D∗.
Since blip(f ) < c∗, it suffices to verify that for each k0 with sk0 > 1,
f (x) ≡ x or blip(f )min
(
sk0 , g¯k0, inf
k
gˆk
)
.
In fact, given k0  1 with sk0 > 1, from the left to the right, we can arrange F (k0) as
Ik0,1, Ik0,2, . . . , Ik0,nk0 and G(k0) as Gk0,1,Gk0,2, . . . ,Gk0,nk0−1. Define
f¯1 = f |⋃
I∈F(k0) ∂I
, f¯2 = f−1
∣∣⋃
I∈F(k0) ∂I
.
Then there is a permutation λ on {1,2, . . . , nk0} such that f (F ∩ Ik0,i ) = F ∩ Ik0,λ(i). By
Lemma 3, it suffices to consider the following cases.
Case (1). λ(i) = i for all i. That means f (F ∩ Ik0,i ) = F ∩ Ik0,i for all i. From Lemma 4, we
have
f (x) ≡ x or blip(f ) inf
k
gˆk.
Case (2). λ(i) = nk0 + 1 − i for all i. That means f (F ∩ Ik0,i ) = F ∩ Ik0,nk0+1−i for all i. It
follows from Lemma 5 that
blip(f ) sk0 .
Case (3). There exist two points x, y ∈ F such that
max
{ |f¯1(x)− f¯1(y)|
|x − y| ,
|f¯2(x)− f¯2(y)|
|x − y|
}
 g¯k0 .
Therefore blip(f )max(lip(f¯1), lip(f¯2)) g¯k0 .
The proof of Proposition 2 is completed. 
Theorem 1 follows immediately from Propositions 1 and 2.
5. Proof of Lemma 3
Before the proof of Lemma 3, we recall Lemma 3 as follows.
Lemma 3. Suppose F = {[ai, bi]}Ni=1 with a1 < b1 < a2 < · · · < bN−1 < aN < bN. Let τ be a
permutation on {1,2, . . . ,N}. Assume there are mappings f1, f2 :⋃Ni=1{ai, bi} →⋃Ni=1[ai, bi]
with f1(ai), f1(bi) ∈ [aτ(i), bτ(i)] and f2(ai), f2(bi) ∈ [aτ−1(i), bτ−1(i)]. Then one of the follow-
ing conclusions holds:
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(b) τ(i) = N + 1 − i for all i;
(c) There exist i such that x = bi , y = ai+1 such that
max
{ |f1(x)− f1(y)|
|x − y| ,
|f2(x)− f2(y)|
|x − y|
}
 g(F).
Proof. Let Ii = [ai, bi] and Gj = (bj , aj+1).
Assume that (a) does not hold. Then following sets are not empty:
ΩL =
{
i: τ(i) > i
}
, ΩR =
{
j : τ(j) < j
}
.
Denote i0 = maxi∈ΩL i, j0 = minj∈ΩR j.
We have the following conclusions:
ΩL = [1, i0] ∩N or (c) holds; (Conclusion 1)
ΩR = [j0,N ] ∩N or (c) holds. (Conclusion 2)
To prove Conclusion 1, suppose ΩL = [1, i0] ∩ N, then there is an integer i < i0 such that
τ(i)  i. That means there exists i′ with i′ < i0 such that τ(i′)  i′ but τ(i′ + 1) > i′ + 1.
Choose x = bi′ , y = ai′+1, then f1(x) bi′, f1(y) ai′+2, and thus
|f1(x)− f1(y)|
|x − y| 
ai′+2 − bi′
ai′+1 − bi′ =
|Gi′ | + |Ii′+1| + |Gi′+1|
|Gi′ |  g(F),
which implies (c) holds. Conclusion 1 is proved. Similarly, we also get Conclusion 2.
Without loss of generality, we assume that
ΩL = [1, i0] ∩N and ΩR = [j0,N] ∩N with i0 < j0. (5.1)
Therefore, we will distinguish two cases:
|i0 − j0| 2 (Case A) or |i0 − j0| > 2 (Case B).
Case A. |i0 − j0| 2.
In this case, τ(i0 + 1) = i0 + 1 when |i0 − j0| = 2.
We say that i and j are exchangeable, if τ(i) = j and τ(j) = i.
Assume (b) does not hold. Then we can define
m0 = min{m 0: i0 −m and j0 +m are not exchangeable}.
In fact, m0 is well defined, since τ(i0 + 1) = i0 + 1 when |i0 − j0| = 2 and (b) does not hold.
We will distinguish two cases:
m0  1 (Case A-1) or m0 = 0 (Case A-2).
Case A-1. m0  1.
In this case, let i∗0 = i0 − m0 and j∗0 = j0 + m0. Then we get distinct integers (i∗0 + 1) and
(j∗0 − 1), which are exchangeable.
Since i∗ and j∗ are not exchangeable, we shall distinguish three sub-cases:0 0
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(
i∗0
)= j∗0 , τ(j∗0 ) = i∗0 ;
Case A-1-2. τ
(
i∗0
) = j∗0 , τ(j∗0 )= i∗0 ;
Case A-1-3. τ
(
i∗0
) = j∗0 , τ(j∗0 ) = i∗0 .
Case A-1-1. τ(i∗0 ) = j∗0 and τ(j∗0 ) = i∗0 . Here τ(j∗0 ) < i∗0 .
Considering τ−1(i∗0 ), we have two cases:
τ−1
(
i∗0
)
< i∗0 (Case A-1-1-1) or τ−1
(
i∗0
)
> j∗0 (Case A-1-1-2).
Case A-1-1-1. τ−1(i∗0 ) < i∗0 .
Let i′ = τ−1(i∗0 ) < i∗0 .
Take x = bi∗0 , y = ai∗0+1, then f2(x) bi′ , f2(y) aj∗0 −1 (see Fig. 3). Since (j∗0 −1)− i′  3,
by the definition of g(F), we have
|f2(x)− f2(y)|
|x − y| 
aj∗0 −1 − bi′
ai∗0+1 − bi∗0

|Gi∗0 | + |Ii∗0 +1| + |Gi∗0 +1|
|Gi∗0 |
 g(F),
which implies (c) holds.
In figures of the paper, an arrow is drawn from Ii to Ij if τ(i) = j.
Case A-1-1-2. τ−1(i∗0 ) > j∗0 .
Let j ′ = τ−1(i∗0 ) > j∗0 . Take x = bj∗0 −1, y = aj∗0 , x˜ = bi∗0 , y˜ = ai∗0+1. Now f1(x)  ai∗0 +1,
f1(y) bi∗0−1, f2(x˜) aj ′ and f2(y˜) bj∗0 −1 (see Fig. 4).
Then we have
|f1(x)− f1(y)|
|x − y| 
ai∗0+1 − bi∗0 −1
aj∗0 − bj∗0 −1
,
|f2(x˜)− f2(y˜)|
|x˜ − y˜| 
aj ′ − bj∗0 −1
ai∗0+1 − bi∗0
.
Here j ′ − (j∗0 − 1) 2 and j∗0 − 1 < j∗0 < j ′. Thus
Fig. 3. Case A-1-1-1. τ−1(i∗0 ) < i∗0 .
Fig. 4. Case A-1-1-2. τ−1(i∗0 ) > j∗0 .
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|x − y| 
ai∗0+1 − bi∗0−1
aj∗0 − bj∗0 −1
 g(F)
ai∗0 +1 − bi∗0
aj∗0 − bj∗0 −1
;
|f2(x˜)− f2(y˜)|
|x˜ − y˜| 
aj ′ − bj∗0 −1
ai∗0+1 − bi∗0
 g(F)
aj∗0 − bj∗0 −1
ai∗0 +1 − bi∗0
.
Since max{t, 1
t
} 1 for any real number t > 0, we have
max
{ |f1(x)− f1(y)|
|x − y| ,
|f2(x˜)− f2(y˜)|
|x˜ − y˜|
}
 g(F)max
{
ai∗0+1 − bi∗0
aj∗0 − bj∗0 −1
,
aj∗0 − bj∗0 −1
ai∗0 +1 − bi∗0
}
 g(F),
which implies (c) holds.
Case A-1-2. τ(i∗0 ) = j∗0 , τ(j∗0 ) = i∗0 .
As in the proof of Case A-1-1, we can prove that (c) holds.
Case A-1-3. τ(i∗0 ) = j∗0 , τ (j∗0 ) = i∗0 .
In this case, we have τ(i∗0 )  j∗0 + 1, τ (j∗0 )  i∗0 − 1. Take x = bj∗0 −1, y = aj∗0 , x˜ = bi∗0 ,
y˜ = ai∗0+1. Then f1(x) ai∗0 +1, f1(y) bi∗0−1, f1(x˜) aj∗0 +1 and f1(y˜) bj∗0 −1 (see Fig. 5).
Therefore,
max
{ |f1(x)− f1(y)|
|x − y| ,
|f1(x˜)− f1(y˜)|
|x˜ − y˜|
}
max
{
ai∗0+1 − bi∗0−1
aj∗0 − bj∗0 −1
,
bj∗0 +1 − aj∗0 −1
ai∗0+1 − bi∗0
}
 g(F)max
{
ai∗0+1 − bi∗0
aj∗0 − bj∗0 −1
,
aj∗0 − bj∗0 −1
ai∗0 +1 − bi∗0
}
 g(F),
which implies (c) holds.
Case A-2. m0 = 0.
In this case, i0 and j0 are not exchangeable. We will discuss two sub-cases:
|i0 − j0| = 1 (Case A-2-1) or |i0 − j0| = 2 (Case A-2-2).
Case A-2-1. |i0 − j0| = 1.
Fig. 5. Case A-1-3.
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Fig. 7. Case A-2-1(iii).
(i) If τ(i0) = j0, τ(j0) = i0, then τ(j0) i0 − 1.
Take x = bi0 , y = aj0 , then f1(x) aj0, f1(y) bi0−1 (see Fig. 6), we have
|f1(x)− f1(y)|
|x − y| 
aj0 − bi0−1
aj0 − bi0
 g(F),
which implies (c) holds.
(ii) If τ(j0) = i0, τ(i0) = j0, then (c) holds as in the discussion above.
(iii) If τ(j0) = i0, τ(i0) = j0, then τ(j0) i0 −1 and τ(i0) j0 +1. Take x = bi0 , y = aj0 , then
f1(x) aj0+1, f1(y) bi0−1 (see Fig. 7). Since
|f1(x)− f1(y)|
|x − y| 
aj0+1 − bi0−1
aj0 − bi0
 g(F),
which implies (c) holds.
Case A-2-2. |i0 − j0| = 2.
(i1) If τ(i0) = j0, τ(j0) = i0 and τ−1(i0) < i0, then τ(j0) i0 − 1. Let i′ = τ−1(i0) < i0. Take
x = bi0 , y = ai0+1, then f2(x)  bi′ , f2(y)  ai0+1 (see Fig. 8), we have |f2(x)−f2(y)||x−y| 
ai0+1−bi′
ai0+1−bi0  g(F), which implies (c) holds.
(i2) If τ(i0) = j0, τ(j0) = i0 and j ′ = τ−1(i0) > j0, then τ(j0) i0 − 1. Take x = bi0+1, y =
aj0 , x˜ = bi0 , y˜ = ai0+1, then f1(x) ai0+1, f1(y) bi0−1, f2(x˜) aj ′ , f2(y˜) bi0+1 (see
Fig. 9), we have
max
{ |f1(x)− f1(y)|
|x − y| ,
|f2(x˜)− f2(y˜)|
|x˜ − y˜|
}
 g(F)max
{
ai0+1 − bi0
aj0 − bi0+1
,
aj0 − bi0+1
ai0+1 − bi0
}
 g(F).
Consequently, (c) holds.
(ii) If τ(j0) = i0, τ (i0) = j0, then (c) holds as in discussion of (i1), (i2).
Fig. 8. Case A-2-2(i1).
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Fig. 10. Case A-2-2(iii).
(iii) If τ(j0) = i0, τ (i0) = j0, then τ(j0) i0 − 1 and τ(i0) j0 + 1.
Take x = bi0+1, y = aj0 , x˜ = bi0 , y˜ = ai0+1, then f1(x)  ai0+1, f1(y)  bi0−1, f1(x˜) 
aj0+1, f1(y˜) bi0+1 (see Fig. 10). Thus (c) holds, since
max
{ |f1(x)− f1(y)|
|x − y| ,
|f1(x˜)− f1(y˜)|
|x˜ − y˜|
}
 g(F)max
{
ai0+1 − bi0
aj0 − bi0+1
,
aj0 − bi0+1
ai0+1 − bi0
}
 g(F).
Case B. |i0 − j0| > 2. We will show that (c) holds.
In fact, τ(l) = l for all i0 < l < j0. There are four sub-cases as follows.
Case B-1. τ(i0) = j0, τ(j0) = i0.
Take x = bj0−1, y = aj0 , x˜ = bi0 , y˜ = ai0+1, then f1(x)  aj0−1, f1(y)  bi0 , f1(x˜)  aj0,
f1(y˜) bi0+1 (see Fig. 11). And thus (c) holds, since
max
{ |f1(x)− f1(y)|
|x − y| ,
|f1(x˜)− f1(y˜)|
|x˜ − y˜|
}
max
{
aj0−1 − bi0
aj0 − bj0−1
,
aj0 − bi0+1
ai0+1 − bi0
}
Fig. 11. Case B-1.
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 g(F)max
{
ai0+1 − bi0
aj0 − bj0−1
,
aj0 − bj0−1
ai0+1 − bi0
}
 g(F).
Case B-2. τ(i0) = j0, τ(j0) = i0. Here τ(j0) i0 − 1.
Take x = bj0−1, y = aj0 , x˜ = bi0 , y˜ = ai0+1, then f1(x) aj0−1, f1(y) bi0−1, f1(x˜) aj0,
f1(y˜) bi0+1 (see Fig. 12). Similarly, we have
max
{ |f1(x)− f1(y)|
|x − y| ,
|f1(x˜)− f1(y˜)|
|x˜ − y˜|
}
max
{
aj0−1 − bi0−1
aj0 − bj0−1
,
aj0 − bi0+1
ai0+1 − bi0
}
 g(F)max
{
ai0+1 − bi0
aj0 − bj0−1
,
aj0 − bj0−1
ai0+1 − bi0
}
 g(F).
Case B-3. τ(i0) = j0, τ(j0) = i0.
We can prove (c) holds as in discussion of Case B-2.
Case B-4. τ(i0) = j0 and τ(j0) = i0.
We also have τ(j0)  i0 − 1, τ(i0)  j0 + 1. As in Case B-2, we take x = bj0−1, y = aj0 ,
x˜ = bi0 , y˜ = ai0+1, then f1(x)  aj0−1, f1(y)  bi0−1, f1(x˜)  aj0+1, f1(y˜)  bi0+1, and
thus (c) holds.
The proof of Lemma 3 is completed. 
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