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Abstract
Over the past two decades, Support Vector Machine (SVM) has been a popu-
lar supervised machine learning model, and plenty of distinct algorithms are
designed separately based on different KKT conditions of SVM model for classifi-
cation/regression with the different losses, including the convex loss or non-convex
loss. In this paper, we propose an algorithm that can train different SVM models in
a unified scheme. Firstly, we introduce a definition of the LS-DC loss and show
that the most commonly used losses in the SVM community are LS-DC loss or
can be approximated by LS-DC loss. Then based on DCA (difference of convex
algorithm), we propose a unified algorithm, called UniSVM that can solve the
SVM model with any convex or non-convex LS-DC loss, in which only a vector is
computed especially by the specifically chosen loss. Particularly, for training robust
SVM models with non-convex losses, UniSVM has a dominant advantage over all
the existing algorithms, because it has a closed-form solution per iteration while the
existing ones always need to solve an L1/L2-SVM per iteration. Furthermore, by
the low-rank approximation of the kernel matrix, UniSVM can solve the large-scale
nonlinear problems with efficiency. Finally, to verify the efficacy and feasibility of
the proposed algorithm, experiments on large benchmark data sets with/without
outliers for classification and regression are investigated. UniSVM can be easily
grasped by users or researchers since its core code in Matlab is less than 10 lines.
1 Introduction
Over the past two decades, Support Vector Machine (SVM) [22, 23], based on Structural Risk
Minimization, has become a computationally powerful machine learning method for supervised
learning. It is widely used in classification and regression tasks [23, 11, 15], such as disease diagnosis,
face recognition, and image classification, etc.
Assuming that a training data set T = {(xi, yi)}mi=1 is drawn independently and identically from a
probability distribution on (X ,Y) with X ⊂ Rd and Y = {−1,+1} for classification or Y = R for
regression, SVM model aims at solving the following optimization problem:
f∗ = arg min
f∈H
λ‖f‖2 + 1
m
m∑
i=1
`(yi, f(xi)), (1)
where H is a reproducing kernel Hilbert space induced by a kernel function κ(x, z) = 〈φ(x), φ(z)〉
with a feature mapping φ : Rd 7→ H, `(·, ·) is a margin-based loss with different choices, and f is
parameterized byw as f(x) = 〈w, φ(x)〉. Here we take the form without offset for f as these papers
[14, 9, 16] did. The offset can also be considered by adding an extra attribute 1 to every sample x or
to its feature mapping φ(x).
For nonlinear problems, the model (1) can not be solved efficiently because φ(·) is always a high-
dimensional mapping, even infinite. By applying the representer theorem [12, 11, 15] or duality
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[23, 1], there exists a vector α ∈ Rm such that the solution of (1) admits f∗(x) = ∑mi=1 αiκ(xi,x).
Hence, (1) is equivalent to solving the following finite dimensional optimization problem,
min
α∈Rm
λα>Kα+
1
m
m∑
i=1
`(yi,Kiα). (2)
Many scholars studied different SVM models based on different loss functions. The typical works
[23, 18, 9, 29, 16, 28, 30, 27] are focused on SVM models with convex loss, such as L1-SVM with
the hinge loss, L2-SVM with the squared hinge loss, and LS-SVM with the least squares least loss.
The algorithms based on convex losses are sensitive to outliers, where “outlier” refers to the contami-
nated samples being far away from the majority instances with the same labels [7] which may emerge
by mislabelling. It is because in this case those contaminated data have the largest weights (support
values) to represent the output function.
There have been many researchers using non-convex loss function to weaken the influence of outliers.
For example, Shen et al. [13], Collobert et al. [4], and Wu and Liu [25] study the robust SVM with
the truncated hinge loss; Tao et al. [20] study the robust SVM with the truncated hinge loss and the
truncated squared hinge loss. Based on DCA (difference of convex algorithm) procedure [21, 26], all
those studies have given algorithms to iteratively solve L1/L2-SVM to obtain the solutions of their
proposed non-convex models. By introducing the smooth non-convex losses, Feng et al. [5] propose
the robust SVM models which solve a re-weighted L2-SVM many times.
All the robust SVM algorithms mentioned above have double-layer loops. The inner loop is to solve
a convex problem with parameters adjustable by the outer loop, and the outer loop adjusts those
parameters to reach the solution of the non-convex model.
However, the inner loop of these algorithms is computationally expensive. For example, in Collobert
et al. [4], Wu and Liu [25], Feng et al. [5], Tao et al. [20], they solve a constrained quadratic
programming (QP) defined by L1/L2-SVM or re-weighted L2-SVM, and all state-of-the-art methods
for those quadratic programming require lots of iterations. In Tao et al. [20], some efficient techniques
based on the coordinate descent are given to reduce the cost of the inner loop, but it still needs to
solve L1/L2-SVM maybe with a smaller size.
There are three weaknesses to the existing algorithms of the robust SVM models. First is that the
total computational complexity is high so the training time is long, which limits the algorithms to
process large-scale problems. The second is that most of the existing algorithms are only suitable
for classification problems and require complicated modifications when applying for regression
problems. The third is that all the existing algorithms are designed separately based on the special
kinds of losses, thus costing much effort for the readers or users to learn the different algorithms
before making use of them.
Recently, Chen and Zhou [3] propose the robust LSSVM based on the truncated least squares
loss, which partly resolves the first two weaknesses (without inner loop and solving classification /
regression task similarly). To extend this benefit to all the other losses, by defining an LS-DC loss,
we propose a unified solution for different models with different losses, named as UniSVM.
Our contributions in this work can be summarized as follows:
• We define a kind of loss with a nice DC decomposition, called LS-DC loss, and show that
all the commonly used losses are LS-DC loss or can be approximated by LS-DC loss.
• The proposed UniSVM can deal with any LS-DC loss in a unified scheme, including convex
or non-convex loss, classification or regression loss, in which only one vector is dominated
by the specifically chosen loss.
• UniSVM has low computational complexity, even for non-convex models, because it just
solves a system of linear equations, which has a closed-form solution per iteration. Hence
the inner loop disappears.
• By the efficient low-rank approximation of the kernel matrix, UniSVM can solve the large-
scale problem efficiently.
• In view of the theories of DCA, UniSVM converges to the global optimal solution of the
convex model, or to a critical point of the non-convex model.
The notations in this paper are as follows. All the vectors and matrices are in bold styles like v,xi
orK, and the set or space is noted as M,B, Rm etc. The scalar vi is the i-th element of v, the row
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vectorKi is the i-th row ofK, andKB is the submatrix ofK with all rows in the index set B. The
transform of the vector v or matrix K is noted as v> or K>. I is an identity matrix with proper
dimensions, t+ := max{t, 0} and 1a = 1 if the event a is true otherwise 0.
The rest of the paper is organized as follows. In Section 2, we review the DCA procedure and the
related SVM models. In Section 3 we define an LS-DC loss which has a nice DC decomposition and
reveal its properties. In Section 4, we propose a UniSVM algorithm that can train the SVM model
with any different LS-DC loss based on DCA. In Section 5, we verify the effectiveness of UniSVM
by experiments and Section 6 concludes the papers.
2 The review of the related works
We review the DCA procedure and some SVM models based on the convex and non-convex loss.
2.1 DC programming and DCA
As an efficient nonconvex optimization technique, DCA, first introduced in Tao and Souad [19]
and recently reviewed in Thi and Dinh [21], has been successfully applied in machine learning
[4, 26, 20, 3]. A function F (x) is called a difference of convex (DC) function if F (x) = H(x)−G(x)
with H(x) and G(x) being convex function. Basically, DC programming is to solve
min
x∈X
F (x) := H(x)−G(x) (3)
where H(x) and G(x) are convex functions and X is a convex set.
DCA is a kind of majorization-minimization algorithm [10], which works by optimizing a sequence
of upper-bounded convex functions of F (x). For the current approximated solution xk and vk ∈
∂G(xk), since G(x) ≥ G(xk) + 〈x−xk,vk〉, H(x)−〈vk,x−xk〉−G(xk) is an upper-bounded
convex function of F (x). Thus, to solve the DC problem (3) with an initial point x0, DCA iteratively
obtains a new solution by
xk+1 ∈ arg minH(x)− 〈vk,x〉. (4)
It has a convergence guarantee [21].
2.2 SVM models with convex losses and non-convex losses
The common SVM model with convex loss for classification [23, 9, 29, 16, 28, 30] is the following:
L1SVM : min
0≤β≤Ce
1
2β
>K˜β − e>β, or L2SVM : min
0≤β
1
2β
>
(
K˜ + 1C I
)
β − e>β, (5)
where K˜i,j = yiyjKi,j , L1SVM is based on the hinge loss, and L2SVM is based on the
squared hinge loss. With the solution β∗, all the output classification functions are f(x) =∑m
i=1 yiβ
∗
i κ(x, xi).
To improve the robustness of model (5), the hinge loss (1 − yt)+ is truncated as the ramp loss
min{(1− yt)+, a} with a > 0 and decomposed as a DC form (1− yt)+− (1− yt− a)+ [4, 25, 20];
the squared hinge loss (1 − yt)2+ is truncated as min{(1 − yt)2+, a} and decomposed as DC form
(1− yt)2+ −
(
(1− yt)2+ − a
)
+
[20]. Based on DCA, they propose algorithms to obtain the solution
of the SVM models (2) with the non-convex losses by iteratively solving L1/L2-SVM. For example,
in the ramp loss case [4], the constraint of β in the L1SVM in (5) is replaced by −vk−1 ≤ β ≤
Ce− vk−1 with vk−1 satisfying vk−1i = C11−K˜iβk−1>a. Although Tao et al. [20] propose some
improving skills based on coordinate descent, the given algorithms are still solving an L1/L2-SVM
per iteration.
In contrast, Feng et al. [5] propose robust SVM model based on smooth non-convex loss
`a(y, t) = a
(
1− exp (− 1a (1− yt)2+)) , (6)
where a > 0 is a scale parameter. By Taylor expansion, it is approximated to the squared hinge loss
(1− yt)2+ when a→ +∞. After analysis the KKT conditions of the given model, Feng et al. [5] put
forward the algorithm by solving the following re-weighted L2-SVM iteratively
βk ∈ arg min
β≥0
1
2β
>
(
K˜ + 1C diag(ω
k)−1
)
β − e>β (7)
where ωk satisfies ωki = ψ
′
(
(1− K˜iβk−1)2+
)
with ψ(u) = a
(
1− exp(− 1au)
)
.
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All those algorithms for robust SVM models [4, 25, 20, 5] need to solve a constrained QP (L1/L2-
SVM or re-weight L2-SVM) in the inner loops, which result in the long training time.
Based on the decomposition of the truncated least squares loss min{(1− yt)2, a} ) as (1− yt)2 −
((1− yt)2 − a)+, Chen and Zhou [3] propose an algorithm by solving
αk+1 ∈ arg min
α∈Rm
λα>Kα+ 1m
m∑
i=1
(1− yiKiα)2 − 1m 〈Kvk,α〉, (8)
with vk as vki = −2yi(1− yiKiαk)1|1−yiKiαk|>√a. Clearly, (8) has a closed-form solution, hence
it can be solved with efficiency. Also, it can be applied to regression problem.
In order to extend this benefit to all the other losses, we define LS-DC loss in Section 3 and propose a
unified algorithm in Section 4.
3 LS-DC loss function
Here, we first define a kind of loss called LS-DC loss and then show that most popular losses are
LS-DC loss or can be approximated by LS-DC loss.
For any loss `(y, t) of SVM, let ψ(u) satisfy ψ(1−yt) := `(y, t) for classification loss or ψ(y−t) :=
`(y, t) for regression loss. To obtain a nice DC decomposition of the loss `(y, t), we propose the
following definition.
Definition 1 (LS-DC loss). We call `(y, t) a least squares type DC loss, shorted as LS-DC loss if
there exists constant A (0 < A < +∞) such that ψ(u) has the following nice DC decomposition:
ψ(u) = Au2 − (Au2 − ψ(u)), (9)
The essence of the definition demands Au2 − ψ(u) to be convex.
Theorem 2. If the loss ψ(u) is second-order derivable and ψ′′(u) ≤ M , then it is an LS-DC loss
with parameter A ≥ M2 .
This is obvious since g(u) = Au2 − ψ(u) is convex when g′′(u) ≥ 0. Next, we will show that the
most used losses are LS-DC loss or can be approximated by LS-DC loss.
Proposition 3 (LS-DC property of classification loss). The commonly used classification losses are
LS-DC loss or can be approximated by LS-DC loss. We enumerate them as follows.
(a) The least squares loss `(y, t) = (1− yt)2 is an LS-DC loss with A = 1.
(b) The truncated least squares loss `(y, t) = min{(1− yt)2, a} is an LS-DC loss with A = 1, as
Au2 − ψ(u) = (u2 − a)+ is a convex function.
(c) The squared hinge loss `(y, t) = (1 − yt)2+ is an LS-DC loss with A ≥ 1, as u2+ = Au2 −
(Au2 − u2+) with (Au2 − u2+) is a convex function.
(d) The truncated squared hinge loss `(y, t) = min{(1− yt)2+, a} is an LS-DC loss with A ≥ 1, as
min{u2+, a} = Au2 − (Au2 − u2+ + (u2+ − a)+) where the last item is convex.
(e) The hinge loss `(y, t) = (1− yt)+ is not an LS-DC loss. To keep Au2 − u+ being convex, we
should set A = +∞. However, if we approximate the hinge loss as 1p log(1 + exp(p(1− yt)))
with a finite p (In experiments, 1 ≤ p ≤ 100 is enough), we get an LS-DC loss with A ≥ p/8.
(f) The ramp loss `(y, t) = min{(1 − yt)+, a} is not an LS-DC loss. However, we can give two
smoothed ramp losses:
`a(y, t) =
2
a (1− yt)2+ · 11−yt≤ a2 +
(
a− 2a (a− (1− yt))2+
) · 11−yt> a2 , (10)
`(a,p)(y, t) =
1
p log (1 + exp(p(1− yt)))− 1p log (1 + exp(p(1− yt− a))) . (11)
The first one has the same support set as the ramp loss, and the second one is derivable with any
order. The loss (10) is an LS-DC loss with A ≥ 2/a and (11) is an LS-DC loss with A ≥ p/8.
(g) The non-convex smooth loss (6) proposed in [5] is an LS-DC loss with A ≥ 1.
(h) Following the loss (6), we can propose its generalized version as (a, b > 0, c ≥ 2)
`(a,b,c)(y, t) = a
(
1− exp (− 1b (1− yt)c+)) , (12)
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which is also an LS-DC loss with the parameter A ≥ M(a,b,c)2 (see (20)) in Appendix A. When
a = b and c = 2, it is just (6). Here we introduce two more parameters to make it more
flexible. The parameter a, which is the limitation of the loss function if yt → −∞, describes
the effective value (or saturated value) of the loss function for large inputs. The parameter b,
which characterizes the localization property of the loss functions, describes the rate of the loss
functions saturated to its maximum and minimum. By uncoupling a and b apart, we improve the
flexibility of the robust loss. For example, the inflection point of (6) is yt = 1−√a/2, which is
directly controlled by the saturated value a, and the inflection point of (12) is yt = 1−√b/2 if
c = 2, which is only controlled by the parameter b. In experiments, by simple adjusting a, b, and
c, we can obtain better performance.
Proposition 4 (LS-DC property of regression loss). The commonly used regression losses are LS-DC
loss or can be approximated by LS-DC loss. We enumerate them as follows.
(1) The least squares loss and the truncated least squares loss are all LS-DC losses with A = 1.
(2) The ε-insensitive loss `ε(y, t) := (|y − t| − ε)+, mostly used for SVR, is not an LS-DC loss.
However, we can smooth it as
`(ε,p)(y, t) :=
1
p log(1 + exp(−p(y − t+ ε))) + 1p log(1 + exp(p(y − t− ε))), (13)
which is LS-DC loss with A ≥ p/4.
(3) The absolute loss `(y, t) = |y − t| is not an LS-DC loss. However, it can be smoothed by LS-DC
losses. For instance, Hubber loss `δ(y, t) = 12δ (y− t)2 · 1{|y−t|<δ} + (|y− t| − δ2 ) · 1{|y−t|≥δ}
which approximates the absolute loss, is an LS-DC loss with A ≥ 1/(2δ); Setting ε = 0 in (13)
we obtain another smoothed absolute loss, which is an LS-DC loss with A ≥ p/4.
(4) The truncated absolute loss min{|y − t|, a} can be approximated by the truncated Hubber loss
min{`δ(y, t), a}, which is an LS-DC loss with A ≥ 1/(2δ).
Some losses functions and their DC decompositions are plotted in Figure ?? in Appendix B.
4 Unified algorithm for SVM models with LS-DC losses
Let `(y, t) be any LS-DC loss discussed in Section 3, and let ψ(u) satisfying ψ(1 − yt) = `(y, t)
(for classification) or ψ(y − t) = `(y, t) (for regression) have the DC decomposition as (9) with
parameter A > 0. Then the SVM model (2) with any loss can be decomposed as
min
α∈Rm
λα>Kα+
A
m
‖y −Kα‖2 −
(
A
m
‖y −Kα‖2 − 1
m
m∑
i=1
ψ (ui)
)
. (14)
where ui = 1− yiKiα (for classification) and ui = yi −Kiα (for regression).
Owing to DCA procedure (4), with an initial point α0, a stationary point of (14) can be iteratively
reached by solving
αk+1 ∈ arg min
α∈Rm
λα>Kα+ Am‖y −Kα‖2 +
〈
2
mK
(
A(y − ξk) + γk
)
,α
〉
, (15)
where ξk = Kαk and γk = (γk1 , γ
k
2 , · · · , γkm)> satisfies
γki =
1
2yiψ
′
(
1− yiξki
)
(for classication) or γki =
1
2ψ
′
(
yi − ξki
)
(for regression). (16)
Related losses and its derivatives for updating γk in (16) are listed in the Table 4 in Appendix A.
The KKT conditions of (15) are(
λm
A K +KK
>
)
α = K(ξk − 1Aγk). (17)
By solving (17), we propose a unified algorithm that can train SVM models with any LS-DC loss.
For different LS-DC losses (either classification loss or regression loss), we just need to calculate the
different γ by (16). We address the algorithm as UniSVM.
The new algorithm possesses the following advantages:
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• It is suitable for training any kind of SVM models with any LS-DC losses, including the
convex loss or non-convex loss. Its training process for classification problems is also
the same as it for regression problems. So the proposed UniSVM is definitely a unified
algorithm.
• For non-convex loss, unlike the existing algorithms [4, 25, 20, 5] that must iteratively solve
L1/L2-SVM or reweighted L2-SVM in the inner loops, UniSVM is free of the inner loop
because it solves a system of linear equations (17) with a closed-form solution per iteration.
• According to the studies on LSSVM in [27], the problem (17) may have multiple solutions
including some sparse solutions ifK has low rank1. This is of vital importance for training
large-scale problems efficiently. Details will be discussed in Subsection 4.1.
• In experiments, we always set ξ0 = y and γ0 = 0 instead of giving an α0 to begin the
algorithm. It is equivalent to start the algorithm from the solution of LS-SVM, which is a
moderate guess of the initial point.
In Subsection 4.1, we propose an efficient method to solve the KKT conditions (17) for the proposed
UniSVM, even the full kernel matrix is unavailable. In Appendix C, we also present an easy grasped
version in case that the full kernelK is available, and the code in Matlab is also given.
4.1 Solving UniSVM for large-scale training
For large-scale problems, the full kernel matrix K is always unavailable because of the limited
memory and the computational complexity. Hence, we should manage to obtain the sparse solution
of the model, since in this caseK is always low-rank or can be approximated by a low-rank matrix.
To obtain the low-rank approximation ofK, we can use the Nyström approximation [17], a kind of
random sampling method, or the pivoted Cholesky factorization method proposed in [27] that has a
guarantee to minimize the trace norm of the approximation error greedily. The gaining approximation
of K is PP>, where P = [P>B P
>
N ]
> with P B ∈ Rr×r (r  m) is a full column rank matrix
and B ⊂ {1, 2, · · · ,m} is the index set corresponding to the only visited r columns ofK. Both the
algorithms meet that the total computational complexity is within O(mr2), andKB, the rows ofK
corresponding to set B, can be reproduced exactly as P BP>.
Replacing K with PP> in (17), we have P (λmA I + P
>P )P>α = P (P>(ξk − 1Aγk)), which
can be simplified as (
λm
A I + P
>P
)
P>α = P>(ξk − 1Aγk), (18)
because P is a full column rank matrix. By the simple linear algebra, if let α = [α>B α
>
N ]
> be a
partition of α corresponding to the partition of P , then we can set αN = 0 to solve (18). Thus (18)
is equivalent to
(
λm
A I + P
>P
)
P>BαB = P
>(ξk − 1Aγk). Then we have
αk+1B = QP
>(ξk − 1Aγk). (19)
whereQ =
(
(λmA I + P
>P )P>B
)−1
, ξk = PP>Bα
k
B, and γ
k is updated by (16).
Notice that we only need to calculateQ in the first iteration. The cost of the algorithm is O(mr2) for
the first iteration, and O(mr) for the iterations after. Hence, UniSVM can be run very efficiently.
5 Experimental Studies
In this section, we present some experimental results to illustrate the effectiveness of the proposed
unified model. All the experiments are run on a computer with an Intel Core i7-6500 processor and a
maximum memory of 8GB for all processes; the computer runs Windows 7 with Matlab R2016b.
Our aim is to show UniSVM can quickly train the convex and non-convex SVM models with a
comparable performance using a unified scheme. We only choose state-of-the-arts SVM tools
LibSVM [2](including SVC and SVR) as the comparator, rather than other robust SVM algorithms
in papers [4, 25, 20, 5], because these algorithms must run L1/L2-SVM many times and their cost
must be higher than LibSVM (and much higher than the proposed UniSVM).
1K is always low rank in computing, for there are always many similar samples in the training set, leading
the corresponding columns of the kernel matrix to be (nearly) linear dependent.
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To implement the UniSVM for larger training data, we use the pivoted Cholesky factorization method
proposed in Zhou [27] to approximate the kernel matrixK, and the low-rank approximation error is
controlled by the first matched criterion trace(K − K˜) < 0.001 ·m or r ≤ 1000, where m is the
training size and r is the upper bound of the rank.
We select 4 classification tasks and 3 regression tasks form the UCI database to illustrate the perfor-
mance of the related algorithms. The detailed information of the data sets and the hyper-parameters
(training size, test size, dimension, λ, γ) are given as follows:
Adult: (32561, 16281, 123, 10−5, 2−10), Ijcnn: (43500, 14500, 9, 10−5, 20),
Shuttle: (49990, 91790, 22,10−5, 21), Vechile: (78823, 19705, 100, 10−2, 2−3);
Cadata: (10640, 10000, 8, 10−2, 20), 3D-Spatial: (234874, 200000, 3, 10−3, 26),
Slice: (43500, 10000, 385, 10−9, 2−5).
Here the classification tasks have the default splitting [27], and the regression tasks are split randomly.
The λ (regularizer) and γ (for Gaussian kernel κ(x, z) = exp(−γ‖x− z‖2)) are roughly chosen by
the grid search. As for other parameters of loss functions, we simply use the default value (be given
next). Of course the fine-tuning of all parameters will improve the performance further.
The first set of experiments is to show that the proposed UniSVM can train SVM models with the
convex or non-convex loss for classification problems. The results in Table 1 are obtained on the
original data sets and Table 2 on the contaminated data sets where the labels of training data are
flipped with a rate of 20%. The chosen losses for UniSVM1 to UniSVM10 are listed as following:
UniSVM1: least squares loss, UniSVM2: smoothed hinge (p = 8),
UniSVM3: squared hinge loss, UniSVM4: truncated squared hinge (a = 1),
UniSVM5: truncated least squares (a = 1), UniSVM6: loss (10) (a = 1),
UniSVM7: loss (11) (p = 8), UniSVM8: loss (12) (a = b = c = 2),
UniSVM9: loss (12) (a = b = 2, c = 4), UniSVM10: loss (12) (a = 2, b = 3, c = 4).
Table 1: Classification tasks I–Test accuracies and the training time of the related algorithms on the
benchmark data sets. All results are averaged over ten trials with the standard deviations in brackets;
The first four lines are based on convex losses and the others are based on non-convex losses.
Test accuracy (%) Training time (CPU seconds)
Algorithm Adult Ijcnn Shuttle Vechile Adult Ijcnn Shuttle Vechile
LibSVM 84.65(0.00) 98.40(0.00) 99.81(0.00) 84.40(0.00) 51.49(0.07) 23.02(0.63) 4.75(0.16) 1091(175)
UniSVM1 84.56(0.02) 94.65(0.07) 98.80(0.04) 85.24(0.01) 0.44(0.02) 18.24(0.15) 0.34(0.02) 34.77(0.44)
UniSVM2 84.68(0.04) 97.07(0.05) 99.81(0.01) 84.42(0.00) 0.98(0.04) 38.51(0.32) 2.44(0.10) 36.66(0.62)
UniSVM3 85.13(0.02) 98.22(0.03) 99.82(0.00) 85.23(0.01) 0.62(0.03) 35.40(0.28) 2.03(0.06) 35.34(0.39)
UniSVM4 84.75(0.04) 98.25(0.04) 99.82(0.00) 84.72(0.00) 1.13(0.04) 38.56(0.53) 2.47(0.06) 37.20(0.42)
UniSVM5 83.32(0.05) 94.59(0.08) 98.81(0.04) 84.71(0.00) 0.58(0.03) 19.18(0.35) 0.38(0.02) 36.81(0.52)
UniSVM6 84.82(0.02) 98.20(0.03) 99.82(0.00) 84.70(0.00) 1.08(0.03) 40.11(0.44) 2.72(0.10) 36.65(0.34)
UniSVM7 84.20(0.02) 97.13(0.05) 99.82(0.00) 84.43(0.00) 1.38(0.04) 40.40(0.51) 2.71(0.06) 37.61(0.35)
UniSVM8 84.75(0.02) 97.84(0.04) 99.82(0.00) 84.53(0.00) 0.97(0.04) 38.13(0.26) 2.40(0.11) 36.10(0.45)
UniSVM9 85.09(0.02) 98.46(0.04) 99.83(0.00) 85.34(0.00) 1.15(0.05) 36.95(0.29) 3.30(0.11) 36.69(0.44)
UniSVM10 85.16(0.03) 98.36(0.03) 99.82(0.00) 85.49(0.00) 0.84(0.03) 33.92(0.22) 2.90(0.15) 36.47(0.55)
Table 2: Classification tasks II–Test accuracies and the training time of the related algorithms on
the benchmark data sets with flipping 20% labels of training data. All results are averaged on ten
trials with the standard deviations in brackets; The first four lines are based on convex losses and the
others are based on non-convex losses.
Test accuracy (%) Training time (CPU seconds)
Algorithm Adult Ijcnn Shuttle Vechile Adult Ijcnn Shuttle Vechile
LibSVM 78.25(0.00) 93.80(0.00) 98.89(0.00) 84.28(0.04) 104.0(0.8) 191.7(1.2) 82.28(1.52) 1772(123)
UniSVM1 84.55(0.02) 93.90(0.08) 98.71(0.04) 85.19(0.00) 0.44(0.06) 18.34(0.33) 0.35(0.02) 34.76(0.43)
UniSVM2 82.27(0.06) 93.72(0.04) 99.01(0.10) 84.25(0.00) 0.65(0.07) 20.56(0.39) 0.60(0.04) 36.99(0.43)
UniSVM3 84.55(0.02) 93.95(0.08) 98.72(0.04) 85.19(0.00) 0.45(0.06) 18.74(0.34) 0.38(0.02) 34.94(0.44)
UniSVM4 84.26(0.03) 97.36(0.05) 99.81(0.00) 84.37(0.00) 1.23(0.09) 40.23(2.85) 2.52(0.09) 37.53(0.46)
UniSVM5 82.62(0.03) 93.96(0.03) 98.81(0.02) 84.34(0.00) 0.60(0.05) 20.25(0.48) 0.39(0.02) 37.50(0.48)
UniSVM6 84.25(0.02) 97.59(0.04) 99.81(0.00) 84.46(0.00) 1.14(0.08) 48.74(2.55) 2.72(0.14) 37.19(0.42)
UniSVM7 83.80(0.04) 96.05(0.04) 99.67(0.06) 84.28(0.00) 1.52(0.08) 46.14(1.77) 2.67(0.11) 38.14(0.44)
UniSVM8 84.38(0.04) 94.76(0.05) 99.25(0.10) 84.39(0.00) 0.76(0.07) 23.32(0.48) 0.99(0.05) 36.53(0.44)
UniSVM9 85.09(0.02) 97.68(0.04) 99.80(0.00) 85.31(0.00) 1.06(0.07) 44.67(2.99) 4.29(0.22) 36.55(0.48)
UniSVM10 84.83(0.02) 95.77(0.09) 99.44(0.05) 85.46(0.00) 0.56(0.06) 21.26(0.47) 0.81(0.04) 35.69(0.46)
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From the results in Table 1 and Table 2, we conclude the following findings:
• UniSVMs with different losses work well using a unified scheme in all cases. They are all
faster than LibSVM with comparable performance. The training time of LibSVM in Table
2 is notable longer than its training time in Table 1 because the flipping process increases
a large number of Support Vectors. However, owing to the sparse solution of (19), this
influence on UniSVMs is quite weak.
• Compared with the training time (including the time to factorize the kernel matrix K) of
UniSVM1 (least squares) with others, it is clear the proposed UniSVM has a very low cost
after the first iteration, as other UniSVMs always run UniSVM1 in their first iteration.
• All the UniSVMs with non-convex loss are working as efficiently as those with convex
loss. Particularly, the UniSVMs with non-convex losses maintain high performance on
the contaminated data sets. The new proposed loss (12) with two more parameters always
achieves the highest performance.
In Appendix D, the experiments with UniSVMs on two very large data sets (up to millions of samples)
are given in Table 5, which reveal the similar findings, where LibSVM cannot accomplish the tasks
because of its long training time.
The second set of experiments is to show the performance of the UniSVM for solving regression
tasks with the convex and non-convex losses. The experimental results are listed in Table 3. The
chosen losses for UniSVM1 to UniSVM6 are listed as follows:
UniSVM1: least squares loss, UniSVM2: smoothed ε-insensitive loss (13) (p = 100),
UniSVM3: Hubber loss (δ = 0.1 ), UniSVM4: smoothed absolute loss (p = 100)
UniSVM5: truncated least squares (a = 1), UniSVM6: truncated Hubber loss (δ = 0.1, a = 1).
Table 3: Regression task–Test RMSE (root-mean-square-error) and the training time of the related
algorithms on the benchmark data sets. All results are averaged over ten trials with the standard
deviations in brackets; The first four lines are based on convex losses and the rest are based on the
truncated non-convex losses.
Test RMSE Training time (CUP seconds)
Algorithm Cadata 3D-Spatial Slice Cadata 3D-Spatial Slice
LibSVM 0.314(0.000) 0.464(0.000) — 3.38(0.04) 4165(2166) > 3hr
UniSVM1 0.314(0.000) 0.455(0.000) 6.725(0.101) 1.06(0.06) 96.3(5.0) 25.40(0.08)
UniSVM2 0.307(0.000) 0.459(0.000) 6.753(0.100) 1.38(0.07) 118.9(4.2) 44.75(1.05)
UniSVM3 0.310(0.000) 0.463(0.000) 6.870(0.103) 1.31(0.09) 112.8(3.8) 60.82(1.70)
UniSVM4 0.308(0.000) 0.464(0.000) 6.765(0.100) 1.44(0.08) 123.3(4.3) 50.89(1.25)
UniSVM5 0.315(0.000) 0.454(0.000) 6.868(0.116) 1.10(0.06) 99.6(4.1) 83.75(13.30)
UniSVM6 0.312(0.000) 0.465(0.000) 6.775(0.105) 1.32(0.07) 121.5(4.9) 75.72(4.45)
From the results in Table 3, it is again observed that UniSVMs with different losses work well by
a unified scheme. All of them are more efficient than LibSVM with comparable performance. For
example, LibSVM costs very long training time on the second task 3D-Spatial because of too many
training samples, and LibSVM can not finish the task on the last Slice data set maybe because of too
many Support Vectors. In two cases, all UniSVMs work well with comparable performance mainly
owing to the efficient low-rank approximation of the kernel matrix. It is also noted that the UniSVMs
with non-convex losses are working as efficiently as those with convex loss.
6 Conclusion
In this work, we firstly define a kind of LS-DC loss, who has a nice DC decomposition. Then based
on the DCA procedure, we propose a unified algorithm (UniSVM) for training SVM models with
different losses for classification problems and for the regression problems. Particularly, for training
robust SVM models with non-convex losses, UniSVM has a dominant advantage over all the existing
algorithms, because it always has a closed-form solution per iteration while the existed ones need
to solve a constraint programming per iteration. Furthermore, UniSVM can solve the large-scale
nonlinear problems with efficiency after the kernel matrix has the low-rank matrix approximation.
Several experimental results verify the efficacy and feasibility of the proposed algorithm. The most
prominent advantage of the proposed algorithm is that it can be easily grasped by users or researchers
since its core code in Matlab is less than 10 lines (See Appendix C).
In the future, we should carry out more experiments to evaluate the proposed methods, especially on
the robust models with non-convex losses.
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A The list of some related losses and their derivatives
The most related losses and their derivatives for updating γk by (16) are listed in Table 4. The LS-DC
parameters of the LS-DC losses are also given in last column, where the LS-DC parameter A of the
new proposed loss (12) is proven as Theorem 5. In experiments, we always use the lower-bound
of the parameter. The plots of the losses and their DC-decompositions are plotting in Figure 1 in
Appendix B.
Table 4: The list of the losses and their derivatives (partly).
Classification loss: `(y, t) = ψ(1− yt) and ∂∂t` (y, t) = −yψ′(1− yt).
Loss name ψ(u) ψ′(u)
lower-bound
of A
Least squares
loss
ψ(1)(u) := u2 ψ′(u) := 2u 1
Truncated
Least squares
loss
ψ
(2)
a (u) := min{u2, a} ψ′a(u) := 2u1{|u|<√a} 1
Squared hinge
loss
ψ(3)(u) := u2+ ψ
′(u) := 2u+ 1
Truncated
squared hinge
loss
ψ
(4)
a (u) := min{u2+, a} ψ′a(u) := 2u+10<u<√a 1
Hinge loss ψ(5)(u) := u+ NOT LS-DC loss, smoothed by ψ(6).
Smooth Hinge
loss
ψ
(6)
p (u) := u+ +
log(1+e−p|u|)
p ψ
′
p(u) :=
min{1,epu}
(1+e−p|u|)
p
8
Ramp loss ψ
(7)
a (u) := min{u+, a} NOT LS-DC loss, smoothed by ψ(8) and ψ(9).
Smoothed
ramp loss 1
ψ
(8)
a (u) :=
2
au
2
+1{u≤ a2 } + (a− 2a (a− u)2+1{u> a2 } ψ′a(u) := 4au+1{u≤ a2 } + 4a (a− u)+1{u> a2 } 2a
Smoothed
ramp loss 2
ψ
(9)
(a,p)(u) :=
1
p log
(
1+epu
1+ep(u−a)
)
ψ′(a,p)(u) :=
e−p(u−a)−e−pu
(1+e−p(u−a))(1+e−pu)
p
8
smoothed
nonconvex
loss (12)
ψ
(10)
(a,b,c)(u) := a
(
1− e− 1b uc+
)
(a, b > 0, c ≥ 2) ψ′(a,b,c)(u) := acb uc−1+ e−
1
bu
c
+
1
2M(a, b, c)
See (20)
Regression loss: `(y, t) = ψ˜(y − t) and ∂∂t` (y, t) = −ψ˜′(y − t).
Least squares ψ˜(1)(u) := u2 ψ˜′(u) := 2u 1
Truncated
least squares
ψ˜
(2)
a (u) := min{u2, a} ψ˜′a(u) := 2u1{|u|<√a} 1
ε-insensitive ψ˜
(3)
ε (u) := (|u| − ε)+ NOT LS-DC loss, smoothed by ψ˜(4).
smoothed
ε-insensitive
ψ˜
(4)
(p,ε)(u) :=
log((1+e−p(u+ε))(1+e−p(ε−u)))
p ψ˜
′
(p,ε)(u) :=
1
1+e−p(ε−u) − 11+e−p(ε+u) p4
Absolute loss ψ˜(5)(u) := |u| NOT LS-DC loss, smoothed by ψ˜(6) and ψ˜(7).
Huber loss ψ˜
(6)
δ (u) :=
1
2δu
21{|u|<δ} + (|u| − δ2 )1{|u|≥δ} ψ˜′δ(u) := 12δu1{|u|<δ} + sgn(u)1{|u|≥δ} 12δ
Smoothed Ab-
solute
ψ˜
(7)
p (u) :=
1
p log((1 + e
−pu)(1 + epu)) ψ˜′p(u) :=
min{1,epu}−min{1,e−pu}
1+e−p|u|
p
4
Truncated
Hubber loss
ψ˜
(8)
(δ,a)(u) := min{ψ˜(6)δ (u), a} ψ˜′δ(u) := 12δu1{|u|<δ} + sgn(u)1{δ≤|u|≤a} 12δ
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Theorem 5. The maximum of the second-order derivative of the loss (12) is
M(a, b, c) :=
ac
b2/c
(
(c− 1)(h(c))1−2/c − c(h(c))2−2/c
)
e−h(c), (20)
where h(c) :=
(
3(c− 1)−√5c2 − 6c+ 1) /(2c). Hence, the loss (12) is an LS-DC loss with
parameter A ≥ M(a,b,c)2 .
Proof. To maximum of the second-order derivative of the loss (12), we only consider u > 0.
Let g(u) := a
(
1− e− 1b uc
)
, then g′′(u) = acb
(
(c− 1)uc−2 − cbu2c−2
)
e−
1
bu
c
, and g′′′(u) =
ac
b u
c−3e−
1
bu
c
(
c2
b2 u
2c − 3c(c−1)b uc + (c− 1)(c− 2)
)
. Letting g′′′(u) = 0, we have two roots in
(0,+∞). The maximum of g′′(u) reaches at the smaller one, which satisfies (u∗)c = b h(c).
In (20), if c = 2, h(c) = 0, we have M = 2ab . In our experiments, we use M(2, 2, 2) = 2,
M(2, 2, 4) ≈ 4.5707 < 5, M(2, 3, 4) ≈ 3.7319 < 4.
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B The plots of some losses and their DC decompositions
The plots of some losses and their DC decompositions.
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(l) Truncated Hubber loss
Figure 1: The plots of some LS-DC losses and their DC decompositions. In the plots, the DC
decomposition of the losses are “ Red curve = Blue curve−Green curve” and the Black curve (if
exists) is the plot of the original non-LS-DC loss; The loss name ψ(·) or ψ¯(·) is corresponding to the
notations in Table 4; All the LS-DC parameters A are chosen the lower bounds in Table 4 (Increasing
the value of A can make the Blue curve more "smoother"); The last three are regression losses and
the others are classification losses.
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C Solving (17) with full kernel matrix available
If the full kernel matrixK is available and λmA I +K can be inverse cheaply, then we can prove that
αk+1 = (λmA I +K)
−1(ξk − 1Aγk) (21)
is one solution of (17). It should be noting that we only need to calculate
(
λm
A I +K
)−1
once.
Hence, after the first iteration αt+1 will be reached within O(m2).
Furthermore, if K is low rank and can be factorized as K = PP> with a full-column rank
P ∈ Rm×r (r < m), the cost of the process can be reduce with two skills. One is by SMW identity
[6], in which we take the cost O(mr2) to compute the inversionQ =
(
λm
A I + P
>P
)−1
once and
within O(mr) to update αk+1 per iteration as
αk+1 = Aλm
(
I − PQP>
)
(ξk − 1Aγk) (22)
The other is the method in the subsection 4.1 to obtain a sparse solution of (17).
Matlab code for solving UniSVM with the full kernel matrix available is listed as following, and see
the notes for other cases.
0: function [alpha] = UniSVM_small(K, y, lambda, A, eps0)
1: %K-kernel matrix; y-targets; lambda-regularizer; A-parameter of LS-DC loss.
2: m=length(y); v_old = zeros(m,1);
3: Q=inv(K+lambda*m/A*eye(m));alpha = Q*y; %This is the LS-SVM solution.
4: while 1
5: Ka = K * alpha;
6: v= -2*max(1-y .* Ka,0); %for squared hinge;
7: if norm(v_old - v) < eps0, break; end
8: alpha = Q * (Kx - v *(0.5/A)) ; v_old = v;%
9: end
return
Note:
1) v=-2*max(1-y.*Ka,0).*(1-y.*Ka<=a) for truncated squared hinge loss;\\
v=-2(y-Ka).*(abs(y-Ka)<=a) for truncated least squares loss; For other
losses, see the table in Appendix A.
2) For large scale training problem, given input P (K=P*P’) and index set B,
Line 3 is changed as:
Q=inv((lambda*m/A*eye(length(B)) + P’*P)*P(B,:)’);alpha = Q*(P’*y);
Line 5 is changed as:
Ka = P*(P(B,:)’*alpha);
Line 8 is changed as:
alpha = Q*(P’*(Kx - v *(0.5/A))); v_old = v.
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D Experimental results on two large classification tasks
In this section, we list the experimental results of two classification tasks on the very large data sets:
• Covtype: It is a binary class problem with 581012 samples, and each example has 54
features. We randomly split it into 381012 training samples and 200000 test samples. The
parameters used are γ = 2−2 and λ = 10−8.
• Checkerboard3M: It is based on the noisy free version of 2-dimensional Checkerboard
data set (4 × 4-grid XOR problem), which was widely used to show the effectiveness of
nonlinear kernel methods. The data set was sampled by uniformly discretizing the regions
[0, 1] × [0, 1] to 20002 = 4000000 points and labeling two classes by 4 × 4-grid XOR
problem, and was then split randomly into 3000000 training samples and 1000000 test
samples. The parameters used are γ = 24 and λ = 10−7.
Those two data sets are also used in [27]. Because of the limited memory of our computer, the
kernel matrix on Covtype is approximated as PP> with P ∈ Rm×1000, and the kernel matrix on
Checkerboard3M is approximated PP> with P ∈ Rm×300, where m is the training size. The
experimental results are given in Table 5, where LibSVM cannot accomplish the tasks because of its
long training time. The losses used in the algorithms are the same as those in Table 1 and Table 2.
Table 5: Classification III–Test accuracies and the training time of the related algorithms on two
very large data sets Covtype and Checkerboard3M, where all results are averaged on five trials with
the standard deviations in brackets. The first four lines are based on convex losses and the others are
based on non-convex losses.
Test accuracy (%) Training time (CPU seconds)
Algorithm Covtype Checkerboard3M Covtype Checkerboard3M
UniSVM1 81.11(0.02) 98.04(0.08) 183.68(11.80) 37.94(2.68)
UniSVM2 80.80(0.03) 98.05(0.18) 205.92(12.77) 77.28(2.73)
UniSVM3 81.14(0.02) 98.07(0.08) 188.40(12.17) 40.72(2.67)
UniSVM4 83.15(0.12) 99.94(0.01) 540.00(84.54) 634.54(45.18)
UniSVM5 81.46(0.04) 97.99(0.07) 224.34(15.00) 42.53(2.87)
UniSVM6 83.25(0.14) 99.94(0.01) 449.73(42.14) 574.43(4.22)
UniSVM7 82.90(0.10) 99.83(0.03) 405.50(11.54) 545.35(3.81)
UniSVM8 82.19(0.09) 99.90(0.01) 282.55(16.65) 580.34(3.76)
UniSVM9 83.40(0.05) 99.95(0.01) 409.71(44.09) 693.48(4.30)
UniSVM10 81.89(0.03) 99.94(0.02) 269.06(10.15) 777.14(8.63)
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