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Abstract- Based on the eigensystem {X,, 4,) of -A, multiple solutions of nonlinear problem 
Au + 2~~ = 0 in R, u = 0 on dR are approximated. A new method called the search extension 
method (SEM) composed of three steps is proposed. Numerical examples in a square and the unit 
circle are presented to show the efficiency of our method. @ 2004 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Nonlinear elliptic equations 
au + f(x, u) = 0, in R, IL = 0, on 80, (1) 
where R is a bounded domain in R'" with a regular boundary dR, arise naturally in physics, 
biology, energy, and engineering and have attracted the attention of many pure and applied 
mathematicians and physicists. Some assumption about regularity and growth of f(x,t) are 
given as follows 
(Al) f(z, t) is locally Lipschitz continuous in a x R, 
(A2) there are constants Cr and Cz such that 
where 0 < p < (N + 2)/(N - 2) for N 2 3. If N = 1, (A2) can be dropped. For N = 2, 
it suffices that 
l.f(x, t)/ 5 C3 exp(+lr(t)L 
where $(t)/t2 --f 0 as t + 00 and C’s is a constant. 
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With these assumptions, it is known that the functional J : Hi(Q) --f R defined by 
J(u) = s, (; IVu12 - JYT u)) k 
where F(z, u) = s: f(z, t) dt, is continuously Prkchet differentiable, i.e., J E C1(Hi(fl), R). It is 
easy to verify that the critical point of J(u) corresponds to a weak solution of (1) and is also in 
cyq. 
Although most of the works corresponding to (1) are emphasized on the existence and multiplic- 
ity of solutions (see [l-3] and the references therein), some efficient numerical algorithms have 
been established during the past two decades. In [4], Brebb ia and Walker applied a straight- 
forward iterative formula and boundary element method to solve (1). Sometimes this scheme 
happens to obtain a nice numerical result. Unfortunately, for some “strong” nonlinearity it fails 
to converge in general. Another numerical method introduced by Sakakihara in [5] was based on 
the monotone iterative scheme [6-81 and the boundary element and worked more efficiently than 
that in [4] if a supersolution and subsolution can be obtained. However, analysis of convergence 
and error for the discrete problems were missing as the regularity for several singular integral 
operators was unknown. As the direct approach was applied, the procedure of computation was 
complicated. To overcome these shortcomings, also on the basis of the monotone iterative scheme 
and the boundary element method, Deng, Chen, Ni and Zhou [9] applied an indirect approach 
which is more advantageous than the direct approach above as it bypassed a large amount of 
numerical quadrature. Moreover, it obtained an exponentially fast rate of convergence for error 
estimates which had not been analyzed in early studies. However, in [5,9], the availability of a 
supersolution and a subsolution serving as the initial guesses is necessary. On the other hand, the 
monotone iterative scheme can mainly produce the stable solutions with Morse index MI = 0 and 
fails to be implemented to find the unstable solutions with higher Morse index MI > 0. Actually, 
the unstable solutions are more important than the stable ones in practice. 
By using a deformation approach, Ambrosetti and Rabinowitz [1] proved the mountain pass 
theorem which basically states the existence of the solutions with Morse index MI = 1. In 
addition, to Assumptions (Al) and (A2), we assume that 
(-43) fho) = 0, 
(A4) there are constants p > 2 and M > 0 such that for It] 2 M, 
Assumption (A3) implies that (1) has the trivial solution u = 0. And it is easy to prove that 
this trivial solution is a local minimum of J(u). Assumption (A4) implies that F(x, t) grows at 
a “superquadratic” rate and f(~,t) at a “superlinear” rate as t -+ co. Thus, problem (1) is a 
superlinear Dirichlet problem. With Assumptions (Al)-(A4), t i can be verified easily [lo] that J 
satisfies the Palais-Smale condition. Then, by using the mountain pass theorem after suitable 
truncations on f(z, t), one can show that problem (1) has at least two mountain pass solutions, 
one of which is positive and the other is negative. 
By studying the mountain pass theorem carefully and applying an idea of Aubin and Eke- 
land Ill], Choi and McKenna [12] proposed an ingenious numerical algorithm called mountain 
pass algorithm (MPA) to compute mountain pass solutions of semilinear elliptic equations. In 
general, this algorithm can only find the solutions of mountain pass type of Morse index 1 or 0. 
When the domain R is symmetric about the hyperplanes in R” and f(5, t) is odd in t (called an 
odd nonlinearity), MPA may also give some sign-changing solutions of (1) through the symmetry 
properties in R. Since 1993, MPA was widely used to solve other PDEs. Choi, McKenna and 
Roman0 [13] employed a dual variational formulation and MPA to obtain the multiple numerical 
periodical solutions of a semilinear string equation, utt - u,, + g(u) = f(z, t). By improving 
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MPA, Humphreys [14] f ound the large amplitude solutions for the well-known suspension bridge 
equation, utt + u,,,, + bu+ = 1 + ~h(~,t). It is the first time when MPA was applied to a 
higher-order PDE. Later, Chen and McKenna in [15] used MPA to find travelling solutions for 
nonlinear suspension equation, utt +zL,,,, + bu+ = W(X) +E~(x, t). Also, the combination of the 
dual variational formulation and MPA implied large amplitude periodic solutions to a nonlinear 
spring equation in [16]. The MPA takes the maximization over an affine line starting from 0 
which is the local minimum of J(u) to el satisfying J(er) < 0 and applied the steepest descent 
search to look for a local minimum at the second level. Conversely, the mountain pass theorem 
requires a maximization on every continuous path connecting 0 and el at the first level and then 
a global minimization at the second level. So, the MPA cannot be justified by the mountain pass 
theorem. Under some assumptions which are stronger than (Al)-(A4), Ni [17] characterized a 
mountain pass solution as a minimax solution that required a local maximum on each affine line 
starting from 0 at the first level and a global minimization at the second level. So, Ni’s result 
can only be viewed as a partial justification for MPA. 
It is known [2] that (1) h as infinitely many pairs of solutions if f(~, t) is an odd nonlinearity 
and F(z, t) > 0 for It] 2 M. When the odd nonlinearity is slightly perturbed, it can be proved by 
Morse theory that (1) h as infinitely many solutions (see [2] and the references therein). Without 
assuming that f(~,t) 1s an odd nonlinearity, the study of the multiple solutions becomes more 
challenging. Under some stronger assumptions, to our knowledge, the sharpest result so far was 
obtained by Wang [18] who used linking and Morse type arguments to verify that (1) has at 
least three nontrivial solutions. In more recent papers by Castro et al. [19] and Bartsch and 
Wang [20], it was further proved that the third nontrivial solution claimed in [18] was a sign- 
changing solution with Morse index 2. But, MPA fails to compute numerically the sign-changing 
solutions of (1) without any symmetry assumption on the domain or oddness on the nonlinearity 
and cannot obtain solutions as many as possible for (1) even if f(z, t) is odd in respect to t. 
To obtain some sign-changing solutions of (l), D ing, Costa and Chen [21] established a high 
linking algorithm (HLA) h’ h w ic was based on the high linking method implemented in [18]. The 
HLA needs some knowledge about the local behavior of the functional J(u) at the known critical 
points to obtain an ascent direction and a descent direction. Actually, the local behavior of 
the functional J(u) at a positive and a negative mountain pass solution has been shown in [18]. 
Numerically, these mountain pass solutions and the ascent and descent directions can be obtained 
by MPA. By implementing these crucial elements, one forms a triangle as a “local link” and finds 
a maximum point on this triangle. If this maximum point is inside the triangle, go to the next 
step, otherwise, deform the triangle such that this point is an interior point of a new triangle 
and continue to search for a maximum point until it is inside a triangle. Next, alter the triangle 
along the steepest descent direction v of the interior maximum point and deform the triangle till 
some w satisfies ]]wl] < E. This method uses constrained maximizations at the first level and a local 
minimization at the second level. Since in the original version of the high linking theorem, it never 
leaves the mountain pass solution and a global minimization is required at the second level, the 
theorem itself cannot serve as a justification of HLA. Accordingly, the theoretical justification is 
very difficult. Furthermore, the numerical experiment in [al] shows that HLA can obtain at most 
two nodal solutions of (1) in general because the search for these nodal solutions is dependent on 
the two mountain pass solutions with some behaviors needed by HLA. The remarks in [21] imply 
that one must get some knowledge about the nodal solutions with higher Morse index to compute 
some new solutions. However, so far no methods are developed to give a practical way to obtain 
these crucial behaviors. If one can compute more solutions for (1) without assuming the oddness 
of f(z, t) and the symmetry about the domain, it is helpful for the mathematicians to prove that 
there are more solutions of (1) besides the three solutions suggested in [18]. Certainly, this work 
will be original. 
In [22], Li and Zhou designed a new minimax algorithm (MNA) for finding critical points 
with general Morse index. First, they proposed a minimax theorem [22, Theorem 2.11 which 
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needed only an unconstrained maximization at the first level and a local minimization at the 
second level. So, it is more constructive in numerical computation than the traditional minimax 
theorem. And this theorem allows multiple local maxima to exist rather than to avoid this 
common fact by imposing some artificial conditions and uses a peak selection to pick one local 
maximum point among all multiple local maximum points. This peak selection composes the 
solution manifold on which all numerical computation will be done. Similar to that in [12,21], 
the steepest descent method is applied to search for the local minimum point. Nevertheless, this 
direction is computed by the boundary element method rather than by the finite-element method 
as in [12,21]. On the other hand, [22] establishes a mathematical justification for MPA and HLA 
under some stronger conditions than (Al)-(A4). But, the peak selection which has to satisfy some 
continuous and separated conditions in Theorems 2.1 and 2.2 [22] is not easy to determine and 
perhaps is not unique. How can this minimax algorithm do if one fails to find such peak selection 
solely? There is no affirmative answer to this question. Due to the multiplicity, degeneracy, 
and instability of the critical points with higher Morse index, the convergence analysis of MPA, 
HLA and MNA encounter inherent difficulties and is truly challenging. Even if the convergence 
analysis is accomplished, the convergence rate is expected to at most be linear as the steepest 
descent search is used in all of them. 
To our best knowledge, there are no algorithms to compute the infinite number of solutions 
of (1) even if the nonlinearity f(~, t) is odd. When the nonlinearity is not odd, in general, it seems 
that no one succeeds in obtaining more than four solutions of (1) numerically. Moreover, the fact 
that MPA, HLA, and MNA need some information about Morse index, to some extent, prevents 
one from developing more efficient and facile algorithms. As (1) h as a strong physical background, 
physicists and engineers with less mathematical knowledge are more interested in some feasible 
algorithms. By incorporating with some physicists in the research of laser transmission, we find 
the special case of (l), 
Au + u3 = 0, in 0, u = 0, on do, (4 
is very important. Based on this equation, we develop our algorithm called search extension 
method (SEM) [23]. W e will apply SEM to compute the solutions of (1) with general nonlinearity 
or in irregular domain in our subsequent papers. We also hope the connection between SEM and 
Morse index can be established someday. 
Throughout this paper, aT, bT, . . . is the transposition of a, b, . . . . 
2. SEARCH EXTENSION METHOD 
Denote a subspace S = {U E HI(R), u = 0 on aa}. Problem (1) associates with a nonlinear 
functional 
J(u) = J/I(U) - ; b u4 dz, u E S, (3) 
where JA(u) = (1/2)A(u, u), A(u, U) = (VU, VW). By the general theory of critical points, there 
exist an infinite number of nonzero solutions for (1). However, it is not clear what the structure 
and distribution of these solutions are and it is still difficult to calculate them. If trying to 
calculate the solutions of (2) in the same way as described in mountain pass theorems in general 
framework, one has to search for solutions in general infinite sets, just as looking for a needle in 
a bundle of hay. Though MPA, HLA, and MNA can be used to obtain several solutions of (a), 
there exist some difficulties in implementing them as described in Section 1 above. 
By some numerical experiments, we find that the nonlinear eigenexpansion, combining with 
some new tricks, still is an efficient tool in solving the nonlinear problem (2). It is observed 
that some solutions of (2) can be approximated by a few parameters quite well. This fact 
makes us search for the possibility to calculate the desired multiple solutions and describe their 
structure and distribution. In the following, we propose a new algorithm, i.e., the search extension 
method (SEM). 
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Consider the eigenvalue problem 
-acpj = xjf#Q, in R, 4j = 0 on dQ, (4) 
where{Xj,dj},j=1,2,3 ,..., are its eigenpairs. Assume that 0 < Xi 5x2 <...<X, <... 4 co 
and the corresponding eigenfunctions {4j},F f orm a complete normalized orthogonal system, i.e., 
(&,dj) = &j, A(c#J~, &) = X,&j. Denote SN = span{di,&, . . . ,4~}, Sc = {0}, and S = S,. It 
is well known that the eigenfunction & minimizes the following quadratic functional: 
i.e., & makes JA(u) attain the nth energy level. As the integral &z~~dz does not contain the 
derivative of u E H1, it possesses some compact property. Therefore, in the special subspace S, 
with N large enough, the solution of (2) can be approximated by the following series: 
N 
+) = -&$j(Z) E SN. (6) 
j=l 
To determine these Fourier coefficients a = a(N) = [al, az, . . . , u,lT, insetting (6) into (3), we 
obtain 
whose critical points satisfy 
F = F,(a) = Xzai -g,(a) = 0, i-h(a) = i-1,2,3 ,..., N. (7) 
z 
This is a complicated algebraic system of cubic equations. Note that, if u is a solution of (2), 
so does --u. Thus, the number of the nonzero solutions of (7) is even. We may think that all 
nonzero solutions Q(Z) are arranged in the order of eigenvalues Xl. If a is a solution of (7), 
CE, &a: = (u3, CL1 aj&) = (u~,u) and J(u) t a k es a critical value J(q) = (l/4) CE, &a!$, 
which is the energy level attained by the solution ~1. Below, we shall look for the approximate 
solution ~1 in a specific finite dimensional subspace SN. The first and key step is how to determine 
a rough position of the solution and then provide a good initial approximation of ul. The main 
difficulty is that the general iteration method (e.g., Newton iteration) converges only in a small 
neighborhood of some true solution and possibly diverges if the initial guess is far from the exact 
solution. To overcome this difficulty, we propose a search extension method (SEM) composed of 
three steps in three level subspaces SI, c S, c SN as follows. 
SEM Algorithm 
STEP 1. Search the initial values in a certain large range. If Xl is a k-ple eigenvalue and the 
corresponding eigenfunctions 41, &+i, . . ,&+k-r span subspace Sk, we first insert the Ith level 
approximate solution ur = C:zt-l aj~j into (7) and obtain a cubic algebraic equation system 
of k unknown a(k) = [al, al+l,. . . ,ul+k-llT, i.e., 
hi = gi(a(k)), i=l,l+1,..., l+k-1. (8) 
If Ic is not large, all its nonzero solutions a’(k) = [a:, a:+, , . . . , ay+k-l]T can be searched out. 
Therefore, we get a rough initial approximation ~1 z w Cy=F-’ ay$j for each root a”(k), where 
332 C. M. CHEN AND 2. Q. XIE 
w E (0.5,1] can be chosen in computation corresponding to the different solutions of equation (2). 
Actually, we always take w = 1 at first, it will do if the numerical results are convergent. Other- 
wise, we will reduce w gradually until the results are convergent. If Xl is a single root, we directly 
have a: = &ql, where ql = m, Cl = & & dx. If Xl is a double eigenvalue, the choice of these 
initial values is slightly complicated. In Section 3, the cases corresponding to the k-ple eigenvalue 
Xl, k = 1,2,3,4, in a square domain are discussed and altogether. xi=, 2jCi = (2 + 1)” - 1 
distinct nonzero roots a’(k) for (8) are found. In the case of general domain, we have to use the 
search method for the initial guesses. The purpose of this step is to separate all Ith level solutions 
and determine their rough positions. 
STEP 2. Further, approximate some solution UI E S, by use of the extension method (i.e., 
homotopy method). We take more parameters a = a(n) = [al, a2, . . . , a,lT to be determined and 
get another nonlinear system of equations 
hi = gi(a(n)), i=1,2 ,..., n, (9) 
with the initial value a’(n) = w[O,. . . ,O,a~,a~+,,. . . ,a:+,-,,O,. . . ,OIT, where a:, j = 1,l + 
1 T”‘, 1 + k - 1 are determined in Step 1. Equation (9) can be solved approximately (not nec- 
essarily exactly) by some global methods, such as the numerical extension Newton iteration. 
Denote vector function F(a(n)) = [Fl(a(n)), Fz(a(n)), . . . , F,(a(n))lT and DF(aO(n)) its deriva- 
tive matrix at the initial point a(n) = a’(n). Construct a simple linear vector function 
G(a(n)) = DF (a’(n)) (a(n) - a”(n))T. (10) 
Obviously, so(n) always satisfies G(a’(n)) = 0. N ow, we define an extension vector function 
H(a, t) E tF(a) + (1 - t)G(a), o<t<1, (11) 
and solve the equation H(a, t) = 0 by use of the numerical extension Newton iteration. 
To solve (ll), we take a subdivision to = 0 < tl < tz < ... < t, = 1, where ti = i/m, 
i = 0, 1,2,. . . , m and m is large enough, and solve successively each nonlinear problem 
P, : H(a(n, b), b) = 0, s=1,2 ,..., m. (12) 
To solve problem P,, the Newton method is used taking the approximate solution for P,-l as its 
initial guess except that the initial guess is so(n) for problem P 1. In solving each subproblem (12) 
with s = 1,2,. . . ,m-1, we use Newton iteration several times till la(p)(n, t,)-a(p-l)(n, ts)l < ~0, 
for some p 2 2. Finally, we solve P, with s = m, i.e., equation (9) by Newton method with a 
pretty good initial guess till 
,(P)(,, 1) - a(P-l) (n, 111 < a, (13) 
where ~1 is much less than ~0. 
This step is very essential to get a better approximation a*(n) = [a;, a;, . . . , a:]’ to the exact 
solution of (9). It is necessary to emphasize that the simple Newton iteration for (9) converges 
only in a small neighborhood of some true solution and possibly diverges in the general case. 
Therefore, the extension and subdivision process mentioned above is necessary. 
We see that Step 2 looks like a mountain pass method along a specific path toward some critical 
point of (9). What remains is to get a more exact approximation of the solution of (2). 
STEP 3. Solve the target equation (7) by Newton iteration method with the good initial value 
a’(N) = [a;,a$ ,..., a;,0 ,... , OIT obtained in Step 2. When the stopping criteria 
I,(p)(N) - a(p-l)(N)I < E, (14 
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with a prescribed tolerance E small enough is attained, the iteration stops and the desired solu- 
tion ul is obtained. 
REMARK 2.1. With the increase of the level number 1, more parameters aj are needed to obtain 
more accurate approximation to the solutions. As a result, the computation in Steps 2 and 3 
will become more and more complicated. To overcome this difficulty, we strongly recommend 
combining the finite-element method and the numerical extension method to solve the corre- 
sponding problems in which the initial values are still determined in Step 1 of SEM algorithm. 
In Section 3, we will show the illustrations of some solutions of equation (2) in a square obtained 
with the finite-element method and numerical extension method. 
In the theoretical analysis of SEM, there are three open problems. 
(1) How many solutions does the cubic algebraic equation system (8) have? This is a special 
algebraic geometry problem. By Bezout’s theorem, system (8) has 3” complex roots. 
However, in our numerical experiment for symmetric domains, it will have 3” - 1 distinct 
nonzero real roots. 
(2) We wonder whether the interaction between the eigenfunctions corresponding to different 
eigenvalues will produce new multiple solutions. If it does, then the structure and dis- 
tribution of multiple solutions will be more complicated. To investigate this, in Step 1, 
we should search all the approximate solutions ~1 in a whole space 5’~ spanned by all 
eigenfunctions corresponding to Xj, j = 1,2, . . . , 1. Obviously, the search will get more 
difficult. 
(3) What conditions can ensure that the mapping H(a, t) is nonsingular, i.e., the sign of the 
determinant det(DH(a, t)) is not changed when t E [O, l]? 
As the eigenpairs Xj, & of -A for a square domain (symmetric domain) are known, the nu- 
merical tests in Section 3 will be established on it to show the efficiency of our algorithm. These 
results will lead to the following important conjecture. 
If Xi is a k-ple eigenvalue of -A, corresponding to it, there exist at least 3” - 1 distinct nonzero 
solutions ZL~ for (2) and can be obtained by use of SEM. But, it is not clear whether there exist 
other nonzero solutions. 
It is necessary to point out that if high accuracy is demanded or fl is a general domain, we have 
to use finite-element methods on the coarse and fine meshes. For general semilinear problem (l), 
it is known that the interpolated coefficient finite-element method [24,25] is the most economical 
and efficient algorithm and has superconvergence. In our sequent papers, we will combine SEM 
algorithm with the finite-element method and the interpolated coefficient finite-element method 
to calculate the multiple solutions of (2) and (1) where the domain is irregular or ~(z,u) is 
generally semilinear. 
3. NUMERICAL EXAMPLES IN A SQUARE 
Consider (2) in a square R = (0 < Z, y < 7r). Their eigenpairs are X,, = p2 + q2 and 
& = sinpz sin qy. We look for the approximate solution 
%jdij(x,Y) E SN. 
~+.IIN 
(15) 
The Case Corresponding to the Single Eigenvalues 
As a typical case, we consider the first single eigenvalue Xii = 2 and the corresponding positive 
solution u~:‘(x, y) with the main part ~11 = ~11411, the initial value ai1 - o 4&!/3 = 1.88562 and 
w = 1. Because of the symmetry with respect to z and y, aij = a+ and all coefficients aij = 0 
when i or j are even. We have calculated three cases with N = 2,8,10, whose nonzero coefficients 
are listed in Table 1. 
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Table 1. The approximate solution ~11 with N = 2,8,10. 
N a11 a13, a31 a15r a51 a33 a35, a53 a55 a17r a71 a37r a73 a19, a91 
2 1.88562 
8 1.68587 ‘-0.17410 0.01737 0.05094 -0.00779 -0.00169 
10 1.68543 -0.17436 0.01764 0.05112 -0.00796 0.00198 -0.00184 0.00103 0.00024 
2.5 
u, ,= a, ,smxsmy+ . . . . . . 
Figure 1. The solution of equation (2) m a square with the main part a11~#~11. 
The solution is symmetric with respect to the lines z = 7r/2, y = n/2 (see Figure 1). At 
the center x = y = 7r/2, the maximums of u~Y’ are ~1:’ = 2.13871 and u!?’ = 2.14467, which 
have four and six digit accuracy, respectively. 
Corresponding to the multiple eigenvalue, problem (2) has more nonzero solutions and the new 
different structures appear. 
The Case Corresponding to the Double Eigenvalues 
Consider the double eigenvalue Xi, = Xji = i2 + j2 and their corresponding eigenfunctions 
&j = sin ix sin jy and $ji = sin jx sin iy where i # j. Inserting the main part u = a&j + b4ji 
into (8), we get two equations 
16X+2 = 9a3 + 12ab2, 16&b = 12a2b + 9b3, (16) 
which form a cubic algebraic equation system of two unknowns and have 32 - 1 = 8 nonzero 
solutions according to Bezout’s theorem. In fact, a = &qij, b = 0, and a = 0, b = hqij, where 
4 zj = dm, are four solutions of (16). Besides, eliminating the common factors a and b 
in two equations, respectively, we get two equations 16&j = 9a2 + 12b2, ‘l6Xij = 12a2 + 9b2, 
with four solutions, i.e., a = b = fq&, a = -b = &q&, where q& = dm. According to 
Step 1 of the SEM algorithm, the facts above imply eight approximate solutions of (2), whose 
initial approximate expressions are u Z &qij&j, hqijdji, iqij@ijr fq&+ji, respectively, where 
@ij = dij + & and @ji = & - dji and a factor w may be multiplied according to SEM 
algorithm. 
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As an example, below we consider the least double eigenvalue Xrs = Xsi = 5 of -A and 
construct their corresponding approximate solutions of (2) by SEM algorithm. Because of the 
symmetry of the eight solutions with the initial expressions described above, we only calculate 
two solutions in the following. 
First, compute the solution ~12 for i + j 5 N = 11, with the main part ~12 M ur&z, the 
initial value aF2 = n = 80 9 2.98142 and w = 1. Its nonzero coefficients are listed in Table 2. 
The solution 1~12 is symmetric with respect to the line z = 7r/2. Its maximum is ur2(7r/2,7r/4) = 
3.45257 (see Figure 2). 
Table 2. The nonzero coefficients of ~12 with N = 11. 
~1 
u12=a,pinxsin2y+ . . . 
2. 
1. 
0. 
-1 . 
-2. 
-3. 
Figure 2. The solution of equation (2) in a square with the main part ~~124112. 
Table 3. The nonzero coefficients of uT2 with N = 11 
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4, 
3. 
2, 
1, 
0. 
-1 , 
-2, 
-3. 
-104 
4 
Figure 3. The solution of equation (2) in a square with the main part al2(+12+&1) 
2 2.5 
0 0 
Figure 4. The solution of equation (2) in a square with the main part al5415 and 
w = 0.75 (quadratic element). 
Next, consider the new bases which are established in the following way: $12 and $21 are 
replaced by <PI2 = 1#q2 + $21 and &I = 412 - ~$21, respectively, and the remaining base functions 
are the same as before. We search for the solution uT2 for i + j < N = 11 with the main part 
uT2 M a&q2, the initial value ai = d%?@i = 1.84998 and w = 1. 
Its nonzero coefficients are listed in Table 3. 
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Figure 5. The solution of equation (2) in a square with the main part als(&5 +~$51) 
and w = 0.85 (quadratic element). 
The solution u;z is symmetric with respect to the line 2 = y. We can get its maximum 
z& = 3.73176 at 5 = y = 0.94688 (see Figure 3). 
In the numerical examples above, we always take w = 1. Actually, there exist cases in which 
we have to take w E (0.51). As examples, we show the solutions ~15 and u& with the main 
part ars&s and a&(&s + &,I), respectively, which correspond to another double eigenvalue 
26 = l2 + 52 in Figures 4 and 5. To simplify the calculation, we implement the finite-element 
method based on the quadrilateral quadratic element and the numerical extension method as 
shown in Remark 2.1. In either of these two cases, the numerical results diverge when taking 
w = 1. Actually, the numerical tests show that the algorithm still diverges when taking w = 0.8 
in calculating ~15, but converges to the same solution when taking w = 0.75 and 0.65. 
The Case Corresponding to the Triple Eigenvalues 
Consider the typical triple eigenvalue X17 = X71 = X55 = 50 = X and its corresponding 
eigenfunctions 417 = sin 2 sin 7y, d7r = sin 72 sin y and &s = sin 52 sin 5y. Inserting the main 
part ‘u = a&7 + b&r + ~$55 into (8), we get three equations 
16Xa=3a (3a2 + 4b2 + 4c2) , 16Xb=3b (3b2 + 4a2 + 4c2) , 16Xc=3c (3c2 f 4a2 + 4b2) . (17) 
Obviously, b = c = 0, a = fcu, where o = &20&/3 = 9.428094, are two solutions of (17). By 
transposition, we have six solutions. Besides, a = 0, b = A$, c = ip, where /3 = 1Om = 
6.172134, are four solutions of (17). By transposition and combination, we have 12 solutions. 
Finally, we can take a = fy, b = It-y, c = $7, where y = 1Om = 4.92366. By the 
linear combination of them, we have eight solutions. Thus, we can consider the solutions of (2) 
corresponding u M f-a&7, &o&i, *a455, P(+#J174=471), /3(~&7~455), P(h471*455)> Y(*h7* 
471 * 4~5)~ respectively, and also a factor w may be multiplied according to SEM algorithm. 
Accordingly, there are 2Ci + 4C,2 + SC3” = (2 + 1)3 - 1 = 26 nonzero approximate solutions. 
What remains is to get a more exact approximation by the SEM algorithm. 
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As examples, we shall show the illustrations of the solutions of equation (2) with the main 
Put 4417 + 471), ~‘(417 + &,), and a”(&7 + 455 + &I), respectively, which correspond to the 
eigenvalue 50 in Figures 6-8. The finite-element method based on the quadrilateral quadratic 
element and the numerical extension method are applied to simplify the calculation as show in 
Remark 2.1. 
10. 
5, 
0. 
-5, 
-10. 
0 0 
Figure 6. The solution of equation (2) in a square with the main part a(417 + 471) 
and w = 0.8 (quadratic element). 
15, 
10. 
5. 
0. 
-5. 
-10. 
-15J 
4 
2 
2.5 
Figure 7. The solution of equation (2) in a square with the main part a($17 + 415) 
and w = 0.55 (quadratic element). 
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'3.5 
Figure 8. The solution of equation (2) in a square with the main part ~~($17 + 455 i 
4~71) and w = 0.8 (quadratic element). 
The Case of Quadruple Eigenvalues 
Considering a typical quadruple eigenvalue X47 = X,4 = Xis = Xsi = 65 = X and inserting the 
main part u = ~$47 + b&d + c&s + c&i into (8), we get four equations (B = a2 + b2 + c2 + d2) 
16Xa = 12Ba-3a3, 16Xb = 12Bb-3b3, 16Xc = 12Bc-3c3, 16Xd = 12Bd-3d3. (18) 
Denote Q: = dm = 10.7497, /3 = dm = 7.0373, y = J?%@% = 5.6138, 6 = 
dm = 4.8074. Similarly, we can derive the following nonzero solutions with the initial 
approximate expression XIX& (2 x 4 = 8 solutions), P(zIx& * 4kl) (4 x 6 = 24 solutions), 
y(k&*djirt&) (8 x 4 = 32 solutions), and b(f&~L&~f&+&) (16 solutions), respectively, 
and also an appropriate factor w may be multiplied. Altogether, there are 2Ci + 4C,2 + SC: + 
16C,” = (2 -t 1)4 - 1 = 80 nonzero solutions. 
Note that, there are also more multiple eigenvalues, such as Xi5,io = Xic,is = Xs,i7 = XiT,s = 
Xr,is = Xis,i = 325 and so on. The computation of multiple solutions corresponding to them will 
be more complicated. 
4. NUMERICAL EXAMPLES IN A UNIT CIRCLE 
In a polar coordinate system, problem (1) in a unit circle R becomes 
(7-u’)’ + 7x3 = 0, 0 < r < 1, U(1) = 0, (19) 
whose corresponding nonlinear functional is J(U) = (l/2) Jo1 ~‘~rdr - (l/4) so1 u4r dr in Sc = 
{u E Hl(O,l)+(l) = O}. Th e el en ‘g p airs of the operator -a are (Jo(z) is zero-order Bessel 
function) 
&(r) = J,,(kg-), Xj = k;, j = 1,2,3 1.“) (20) 
in which the eigenfunctions form an orthogonal system with a weight T and all the eigenvalues 
are single. Moreover, 
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where Jr(r) is an one-order Bessel function. Similar to Section 3, we will calculate the approxi- 
mate solutions of (19), i.e., 
(21) 
j=l 
where a = [al, a~, . . . , UN]~ satisfies a system of nonlinear algebraic‘equations, i.e., 
(22) 
First, we calculate the numerical approximation of the first solution ur with the main part 
u1 x ulqSl(r). W e h ave calculated four cases with N = 1,3,5,15, whose coefficients are listed in 
Table 4. When N = 15, the corresponding coefficients ej, j = 11,12,. . . ,15, is less than lo-‘, 
we skip it. The last row corresponds the finite-element solutions at T = 0 on n meshes using 
one-dimensional linear elements. 
The corresponding illustration of ur is shown in Figure 9. From Table 4 and Figure 9, numer- 
ically we draw the following conclusions. 
(1) The series i~r(r)I = 1 Ego ejdj(r)l < cg, lejj converges very fast as aj = O(cxj) where 
cy z l/6. Thus, the accuracy for N = 5 is of 10e4. 
(2) For N = 1,3,5,15, respectively, the approximate curve Us is successively swelled in the 
neighbourhood of T = 0 and looks like an umbrella rather than a bell. 
Table 4. The approximate solution u1 with N = 1,3,5,10. 
N Uloa a1 
1 3.197815 3.197815 
3 3.552022 2.852634 
a2 
0.596447 
a3 
0.102942 
a4 a5 
5 3.573424 2.851007 0.597830 0.105331 0.016670 0.002586 
15 3.573901 
n-meshes n=8 
FEM, ~(0) 3.653481 
2.851005 0.597832 0.105335 0.018878 0.002802 
as = 3.80e-4 a, = 6.0e-5 as = 7.3e-6 ag = 1.7e-6 aI0 = 0 
n = 16 n = 32 n = 64 n = 128 n = 256 
3.599292 3.581550 3.576135 3.574540 3.574082 
Figure 9. The illustration of u1 in a unit circle. 
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Table 5. The approximate solution ul with I = 2,3,4 with N = 15 
64-meshes w(O) w(O) u3 (0) u4(0) 
FEM 3.576135 12.35328 24.40105 39.3258 
-10' I 
0 0.2 0.4 0.6 0.8 1 
Figure 10. The illustration of uz in a unit circle 
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30 \ 
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Figure 11. The illustration of ug in a unit circle. Figure 12. The illustration of 2~4 in a unit circle. 
Next, we calculate the approximate solutions of ~1 with the main part ~1 = al&, 1 = 2,3,4, 
respectively. Their corresponding coefficients with N = 15 are listed in Table 5 and the corre- 
sponding illustrations are shown in Figures 10-12, respectively. 
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From Table 5, we observe that the approximation of the Ith level solution ‘~11 gets worse when 
the level number 1 increases. As a result, more parameters are needed to obtain a more accurate 
approximation: Therefore, it makes the whole calculation become more complicated. In this 
case, we strongly recommend the finite-element method. 
It should be pointed out that problem (19) is singular at T = 0 and the convergence rates of 
these approximations at T = 0 are damaged by the singularity compared with the regular problem 
in Section 3. 
Another important topic is whether problem (19) has other nonzero solutions. To answer 
this question, we adopted a further search of computation in larger zone and no other solutions 
were found. This seems to imply that all solutions of (19) can be found by our method above. 
Though we still wonder this conclusion holds for general semilinearity and domain, we believe 
the combination of SEM algorithm and the interpolated coefficient finite-element methods can 
calculate the infinite number of solutions of (1) when f(z, U) satisfies some conditions. 
We have also calculated the approximate solutions of (2) in two different domains. 
CASE 1. R = [O,l]. 
CASE 2. R is a unit ball. 
In Case 2, (2) can be transformed into a problem in an one-dimensional interval, i.e., [O,l]. 
The eigenpairs corresponding to Cases 1 and 2 are also known. Therefore, their approximate 
solutions can be calculated in the same strategy as that in a unit circle. Indeed, the fact that the 
eigenpairs of -A in the interval [0, l] and a unit ball are simpler than those in a unit circle makes 
the whole calculation much simpler. The convergence of our algorithm corresponding to Cases 1 
and 2 is very fast and the corresponding numerical results are quite reasonable. For simplicity, 
we skip these numerical results and their illustrations. 
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