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HARMONICS FOR DEFORMED STEENROD OPERATORS
FRANC¸OIS BERGERON, ADRIANO GARSIA AND NOLAN WALLACH
Abstract. We explore in this paper the spaces of common zeros of several deforma-
tions of Steenrod operators.
Contents
1. Introduction 1
2. Dual operators and hit-polynomials 3
3. q-Steenrod operators and q-harmonics 4
4. Tilde-Harmonics and Hat-Harmonics 6
5. More on q-harmonics 9
6. The Kernel of Dk 12
7. Some explicit harmonic polynomials 14
8. More dimension estimates 15
9. A new regular sequence and a universal dimension bound 17
10. Last Considerations 25
References 27
1. Introduction
In recent years many authors have studied variations on a striking classical result of
invariant theory holding for any finite group W of real n × n matrices generated by
reflections. Roughly stated, this result asserts that there is a natural decomposition
R[x] ≃ R[x]W ⊗ R[x]W (1.1)
of the ring of polynomials R[x], in n variables x = x1, x2, . . . , xn, as a tensor product of
the ring R[x]W of W -invariant polynomials, and the “W -coinvariant-space” R[x]W . This
last is simply the space obtained as the quotient of the ring R[x] by the ideal generated by
constant-term-freeW -invariant polynomials. One of the many interesting reformulations
of (1.1) goes through the notion of W -harmonic polynomials, i.e.: the polynomials f(x)
that satisfy all partial differential equations of the form
p(∂1, ∂2, . . . , ∂n)f(x) = 0, (1.2)
with p(∂x) = p(∂1, ∂2, . . . , ∂n) varying in the set of differential operators obtained by
replacing each variable xi by the derivation with respect to this variable, here denoted
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∂i, in constant-term-freeW -invariant polynomial. Indeed, one can show that the solution
set of (1.2) is isomorphic as aW -module to R[x]W . Further striking facts about the space
HW of W -harmonic polynomials are that
(a) HW has dimension equal to the order of W .
(b) HW is the span of all partial derivative (of all orders) of the single polynomial
∆W (x) := det
(
∂fj(x)
∂xi
)
1≤i,j≤n
(1.3)
where the fj’s vary in any n-set of algebraically independent generators of the
ring of W -invariant polynomials.
In the special case of W equal to the symmetric group Sn, the conditions in (1.2) are
equivalent to f(x) being a solution of the system
(∂1 + . . .+ ∂n)f(x) = 0
(∂21 + . . .+ ∂
2
n)f(x) = 0
...
(∂n1 + . . .+ ∂
n
n)f(x) = 0
(1.4)
Observe that the second equation corresponds to the vanishing of the laplacian of f(x).
Hence solutions of (1.4) are indeed harmonic functions in the usual sense. However, the
extra conditions appearing in (1.4) clearly make for a stronger notion. It follows that, in
the symmetric group case, the polynomial ∆Sn is simply the Vandermonde determinant
∆Sn(x) =
∏
i<j
(xi − xj).
The purpose of this work is to study twisted versions of system (1.4). More precisely,
instead of ∂k1 + . . .+ ∂
k
n, we will rather consider operators of the form
Dk :=
n∑
i=1
ai,kxi∂
k+1
i + bi,k∂
k
i , (1.5)
with some parameters ai,k and bi,k. We then consider the solution set Hx of the system
of partial differential equations
Dkf(x) = 0, k ≥ 1. (1.6)
The index x, inHx, is to underline that we are dealing with polynomials in the n variables
x = x1, . . . , xn. Observe that the operators Dk are homogeneous. We say that they are
of degree −k since they lower degree of polynopmials by k. It follows that Hx is graded
by degree, and that it has the direct sum decomposition
Hx =
⊕
d≥0
πd(Hx),
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with πd denoting the projection onto the homogeneous component of degree d. In par-
ticular, it makes sense to talk about the Hilbert series
Hn(t) :=
∑
d≥0
td dim(πd(Hx)), (1.7)
of the space Hx. Clearly the right-hand side of (1.7) depends only on n, the number
of variables, rather than on the actual set variables. It also implicitly depends on the
choice of the parameters ai,k and bi,k. Recall that the Hilbert series of the space HSn,
of Sn-harmonic polynomials (which corresponds to setting ai,k = 0 and bi,k = 1) is the
classical t-analog of n!:
[n]!t :=
n∏
k=1
1− tk
1− t
= (1 + t)(1 + t + t2) · · · (1 + t + . . .+ tn−1). (1.8)
As we will see later, this is a “generic” value for Hn(t).
2. Dual operators and hit-polynomials
Before going on with our discussion, let us consider an interesting dual point of view.
Following a terminology of Wood [5], we shall say that a polynomial is a hit-polynomial
if it can be expressed in the form
f(x) =
∑
k
D∗k gk(x), (2.1)
for some polynomials gk(x), with D
∗
k standing for the dual operator of Dk with respect
to the following scalar product on the ring of polynomials.
For two polynomials f and g in R[x], one sets
〈f, g〉 := f(∂x)g(x)
∣∣
x=0
. (2.2)
In other words, this corresponds to the constant term of the polynomial resulting from
the application of the differential operator f(∂x) to g(x). A straightforward compution
reveals that, for two monomials xa and xb, we have
〈xa,xb〉 =
{
a! if, xa = xb,
0 otherwise,
where, as is now almost usual, a! stands for a1!a2! · · · an!. This observation makes it clear
that (2.2) indeed defines a scalar product on R[x]. Moreover, the dual of the operator
∂ki is easily checked to be multiplication by x
k
i . It follows that
D∗k =
n∑
i=1
ai,k x
k+1
i ∂i + bi,k x
k
i .
From general basic linear algebra principles, it follows that the space of Hx, of general
harmonic polynomials, is orthogonal to the space of hit-polynomials. Moreover, since
the subspace of hit-polynomials is homogeneous, the corresponding quotient C of R[x],
by this subspace, is isomorphic to Hx as a graded space.
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For a composition α = (α1, α2, . . . , αm), let us set
D∗α = D
∗
α1D
∗
α2 · · ·D
∗
αm
Note that the operator D∗α, as it acts on polynomials, increases degree by
|α| := a1 + a2 + · · ·+ am.
We write α |= n, whenever α is a composition of n, i.e.: |α| = n. We shall refer to |α| as
the degree of D∗α. Clearly partitions are special instances of compositions. Recall that
write λ ⊢ n to say that λ is a partition of n. We denote λ(α) the partition obtained by
rearranging the parts of a composition α in decreasing size order. This given we have
Proposition 1. Let the operators D∗k be such that
[D∗k, D
∗
j ] = ck,jD
∗
k+j, (2.3)
for some constants ck,j. Then, for all d ≥ 1 the family of operators
{D∗λ}λ⊢d,
spans the vector space spanned by the collection {D∗α}α|=d.
Proof. We show recursively that any composition α |= d can be expanded as
D∗α =
∑
µ
γα,µD
∗
µ (2.4)
assuming that such an expansion exists when α has less than m parts or less than r
inversions. Evidently, when α has 0 inversions, or just one part, it is a partition and we
have nothing to show. When α has r inversions and m parts, suppose that one of its
inversions occurs at the ith part of α. This is to say that we have αi < αi+1, and we can
use (2.3) in the form
D∗αiD
∗
αi+1
= D∗αi+1D
∗
αi
+ cαi,αi+1 D
∗
αi+αi+1
to rewrite D∗α = AD
∗
αi
D∗αi+1 B as
D∗α = AD
∗
αi+1
D∗αi B + cαi,αi+1 AD
∗
αi+αi+1
B (2.5)
with A := D∗α1 · · ·D
∗
αi−1
and B := D∗αi+2 · · ·D
∗
αm . We need only observe that the first term
of the right-hand side of (2.5) corresponds to a composition with less than r inversions,
while the second term has less than m factors. We thus need only apply the induction
hypothesis to each term to complete the proof. 
3. q-Steenrod operators and q-harmonics
For our first exploration of the spaces Hx, we consider the special case corresponding
to setting
ai,k = q, and bi,k = 1,
for all i and k. The resulting space is henceforth denoted Hx;q. An element ofHx;q is said
to be a q-harmonic (polynomial). Observe that for q = 0 we get back the more classical
notion of Sn-harmonic polynomials. In other words Hx;0 = HSn . The space Hx;q has
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been introduced by Hivert and Thie´ry (in [3]) as a generalisation of spaces considered
by Wood in [5]. Using the notation
Dk;q :=
n∑
i=1
q xi∂
k+1
i + ∂
k
i ,
it is interesting to observe (as did Hivert and Thie´ry) that
[Dk;q, Dj;q] = q(k − j)Dk+j;q, (3.1)
where [A,B] stands for the usual Lie bracket AB−BA of operators. Indeed, this operator
identity readily implies that, whenever q 6= 0, Hx;q is simply characterized as the solution
set of just the two equations:
D1;qf(x) = 0, and D2;qf(x) = 0,
since all other equations, with k > 2, follow from successive applications of (3.1), whose
left-hand side involves operators with lower values of k.
Recall that the ring of polynomials R[x] can be considered as a Sn-module for the
action that corresponds to permutation of the variables. This action restricts to a natural
Sn-action on the space Hx;q, since the operators Dk;q are symmetric. It is classical that
HSn = Hx;0 is isomorphic, as a Sn-module, to the regular representation of Sn. A
conjecture of Hivert and Thie´ry, states that this is also the case for Hx;q.
Conjecture 1 (Hivert-Thie´ry). As Sn-modules, the spaces Hx;q is isomorphic to HSn,
when q > 0. In particular, this implies that the Hilbert series of Hx;q is [n]!t.
Formula (1.8) is but a shadow of a finer formula describing the decomposition of each
homogeneous component of Hx;q into irreducible representations. As is well known,
such decompositions can be expressed in a nice compact format for all graded invariant
Sn-modules
V =
⊕
d≥0
Vd,
through the graded Frobenius characteristic:
FV(t) :=
∑
d≥0
1
n!
∑
σ∈Sn
χVd(σ)pλ(σ).
Here χVd stands for the character of the homogeneous invariant subspace Vd, and λ(σ)
is the partition of n corresponding to the cycle decomposition of the permutation σ.
Moreover, as in Macdonald [4], pλ denotes the power sum symmetric function. Recall that
one recovers the required graded irreducible decomposition of V through the expansion
of FV(t) in the Schur function basis:
FV(t) =
∑
λ⊢n
nλ(t) sλ.
The coefficient of sλ in FV(t) is the series (or polynomial, when V is of finite dimension)
nλ(t) =
∑
d≥0
nλ,d t
d,
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such that nλ,d is the multiplicity of the irreducible representation indexed by λ in the
homogeneous component Vd.
It follows from (1.1) and conjecture 1 that the graded Frobenius characteristic Fn(t)
of Hx;q (and HSn) is
Fn(t) = [n]!t (1− t)
n
∑
λ⊢n
n∏
k=1
1
dk!
(
pk
k (1− tk)
)dk
, (3.2)
where dk = dk(λ) is the number of size k parts of λ. Thus, for n = 3, we get
[3]!t(1− t)
3
(
1
3!
(
p1
1− t
)3
+
p1
1− t
p2
2(1− t2)
+
p3
3(1− t3)
)
=
p31
6
(1 + t)(1 + t+ t2) +
p1p2
2
(1− t)(1 + t + t2) +
p3
3
(1− t)2(1 + t)
which expands as
s3 + t(1 + t)s21 + t
3 s111,
in term of Schur functions. In other words, the space HS3 contains one copy of the
trivial representation (encoded by s3) in its 0 degree homogeneous component, one of
the sign representation (encoded by s111) in its degree 3 component, and one s21 encoded
representation in both its degree 1 and 2 components.
The graded Frobenius characteristic Fn(t) of the harmonics of Sn can also be written
(see [4]) in the form
Fn(t) =
∑
λ⊢n
sλ
∑
τ∈ST (λ)
tco(τ) (3.3)
where the inner sum is over all standard Young tableaux of shape λ, and co(τ) stands
for the cocharge of a tableau τ . If nλ stands for the number of standard Young tableaux
of shape λ, then formula (3.3) and a classical symmetric function identity, gives
Fn(1) =
∑
λ⊢n
nλ sλ
= sn1 .
Recall that there is a natural indexing of irreducible representations of Sn, by partitions
λ of n, such that the dimension of the irreducible representation indexed λ is nλ.
4. Tilde-Harmonics and Hat-Harmonics
We now consider another interesting special case that is somewhat dual to that of the
last section. Namely, we suppose that all bi,k’s vanish, and all ai,k’s are equal to 1. In
formula, we consider the space of common zeros of the operators
D˜k := x · ∂x
k+1 =
n∑
i=1
xi ∂
k+1
i ,
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which is called the space of tilde-harmonics, and denoted H˜x. Notice here our use of
dot-product notation between the “vectors” x and ∂x = (∂1, . . . , ∂n). It will reappear
below. Just as for (3.1), we easily check that
[D˜k, D˜j] = (k − j)D˜k+j, (4.1)
hence H˜x is also simply the set of common zeros of the two equations
D˜1f(x) = 0, and D˜2f(x) = 0.
Once again, H˜x affords a natural action of the symmetric group since the operators D˜k
are symmetric. The associated graded Frobenius characteristic is denoted F˜n(t).
Computer experimentations reveal a number of surprising facts about this space. Let
us denote H˜n(t) the associated Hilbert series, so that
H˜2(t) = 1 + 2t + t
2 + t3,
H˜3(t) = 1 + 3t + 3t
2 + 4t3 + 2t4 + 2t5 + t6,
H˜4(t) = 1 + 4t + 6t
2 + 10t3 + 9t4 + 11t5 + 9t6 + 6t7 + 5t8 + 3t9 + t10.
Specializing t = 1, we get the global dimension of H˜x for which it is not to hard to guess,
after more explicit computations, that we apparently have
dim H˜x =
n∑
k=0
n!
k!
. (4.2)
Of course, the Hilbert series of H˜x has to have some t-analogue of this. More experiments,
and a result present below, suggest that the right candidate should be
H˜n(t) =
n∑
k=0
(
n
k
)
tk[k]t!. (4.3)
Indeed, modulo one further natural conjecture, this follows from a very explicit descrip-
tion of H˜x outlined below. To state it we need one more family of operators and yet
another version of harmonic polynomials. For each k ≥ 1 consider the operator
D̂k := ∂
k+1
x · x =
n∑
i=1
∂k+1i xi (4.4)
which are alternatively described as
D̂k =
n∑
i=1
xi∂
k+1
i + (k + 1) ∂
k
i .
Now, we introduce the space
Ĥx :=
{
f(x) ∈ R[x] | D̂kf(x) = 0, ∀k ≥ 1
}
,
whose elements are said to be “hat-harmonics”. We will soon relate the two notions of
tilde and hat harmonics. Experimentation suggest that Ĥx has dimension n!, and that
even more precisely we have the following.
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Conjecture 2. As a graded Sn-module, Ĥx is isomorphic to the space of Sn-harmonics.
Now, for any given k-subset y of the n variables x, let us consider the space Ĥy, and
write
ey :=
∏
x∈y
x,
for the elementary symmetric polynomial of degree k in the variables y. As usual, we
define the support of a monomial to be the set of variable that appear in it, with non-zero
exponent. Clearly, ya has support y if and only if ya = ey y
b, for some b. We can now
state the following remarkable fact.
Theorem 2. The space of tilde-harmonics has the direct sum decomposition
H˜x =
⊕
y⊆x
eyĤy, (4.5)
if we consider that hat-harmonics for y = ∅ are simply the scalars.
Proof. Let us first observe that any polynomial f in R[x] decomposes uniquely in the
form
f =
∑
y⊆x
eyfy (4.6)
with fy in R[y]. This decomposition is simply obtained by collecting terms with respect
to support. If all fy are chosen to respectively lie in Ĥy, then f is in H˜x. Indeed, we
can easily check the operator identity
D˜k ex = ex D̂k, (4.7)
where ex stands for the operator of multiplication by ex. Observe that, for all k, we get
(x · ∂x
k+1) f =
∑
y⊆x
(y · ∂y
k+1) eyfy
=
∑
y⊆x
ey (∂y
k+1 · y) fy.
Hence f is in H˜x, if and only if each fy lies in Ĥy. In other words, we get⊕
y⊆x
eyĤy = H˜x, (4.8)
thus finishing the proof. 
Note that this argument goes through, exactly in the same maner, if we consider the
more general case of operators ak D˜k and ak D̂k, with the ak’s equal to 0 or 1. The intent
here is to restrict the set of equations considered to those k for which ak takes the value
1. The corresponding spaces are denoted H˜ax and Ĥ
a
x, with similar convention for the
corresponding Hilbert series and graded Frobenius characteristics. It follows that, even
in this more general context, we have
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Corollary 3. For all choices of ak,
H˜an(t) =
n∑
k=0
(
n
k
)
tk Ĥak(t). (4.9)
In particular, if conjecture 2 holds then (4.3) holds, and this immediately implies (4.2).
There is an even finer corollary of Theorem 2.
Corollary 4. The graded Frobenius characteristic of H˜ax is given by the symmetric func-
tion
F˜ an (t) =
n∑
k=0
tkF̂ ak (t) hn−k(z) (4.10)
Proof. Let x = y + z (disjoint union), and denote Sx the group of permutation of the
variables x. Recall that, if f(y) is a polynomial which under the action of Sy generates
an irreducible module with character χλ (for some λ ⊢ k), then under the action of Sx
it will generate an Sx-module whose character is obtained by inducing, from Sy × Sz
to Sx, the product of χ
λ by the trivial character of Sz. In particular it follows that the
Frobenius characteristic of the Sx-module generated by f(y) will simply be sλ hn−k. It
follows that the Frobenius characteristic of the direct sum⊕
y⊆x
eyĤ
a
y
is given by the polynomial in (4.10). 
Observe that conjecture 2 implies that F̂k(t) is equal to Fk(t), the graded Frobenius
characteristic of the harmonics of Sn given by formula (3.3) (or equivalently (3.2)).
A conjecture of Wood [5, conjecture 7.3] is thus partially addressed. It states that
a part of the quotient C˜ of the ring R[x], by the subspace of hit-polynomials for the
operators D˜k, affords as a basis the (equivalence classes of) monomials x
a, with a =
(a1, . . . , an) such that 1 ≤ ai ≤ i. In fact, our discussion suggests that the full basis
is given as the set of monomials ya, with a = (a1, . . . , ak) such that 1 ≤ ai ≤ i. Here
y varies in all k-subsets of x (with induce order on variables), and k goes from 0 to n.
Thus, for n = 3 we would get the basis
1, x1, x2, x3, x1x2, x1x
2
2, x1x3, x1x
2
3, x2x3, x2x
2
3,
x1x2x3, x1x
2
2x3, x1x2x
2
3, x1x
2
2x
2
3, x1x2x
3
3, x1x
2
2x
3
3.
In view of Theorem 2, Wood’s conjecture is a consequence of Conjecture 2 and the fact
that C˜ is isomorphic to H˜x as a graded Sn-module.
5. More on q-harmonics
We will now link the study of harmonics of the D˜k to further our understanding of
the common zeros of the operators Dk:q, in the case when q is considered as a formal
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parameter. Our point of departure is the following important fact. Let us denote ∇k the
generalized Laplacian
∇k :=
n∑
i=1
∂ki ,
thus we have
Dk:q = qD˜k +∇k.
Then
Theorem 5. Up to a power of q, every q-harmonic polynomial f may be written in the
form
f = f0 + qf1 + q
2f2 + · · ·+ q
mfm (5.1)
with fi ∈ R[x], and such that for all k ≥ 1 we have
(a) ∇kf0 = 0
(b) ∇kfi = −D˜kfi−1, for all i = 2, . . . , m− 1,
(c) D˜kfm = 0.
(5.2)
In particular, it follows that for any r ≥ 0, and any choice of k1, k2, . . . , kr ≥ 1, the
element
∇k1∇k2 · · ·∇krfr (5.3)
is a Sn-harmonic polynomial in the usual sense.
Proof. Clearly (5.1) can be obtained by expanding the given element in powers of q.
The identities in (5.2) are then immediately obtained by equating powers of q in the
identity
∇kf = −q D˜kf
In particular we see that f0 must necessarily be harmonic, and this shows the case r = 0
of (5.3). We can thus proceed by induction and assume that (5.3) is harmonic for r− 1.
This given, it follows that, for any k1, k2, . . . , kr and k ≥ 1, we have
A [∇ks, D˜ℓ]B fr−1 = ksA∇ℓ+ks B fr−1
= 0
with A standing for the operator∇k1 · · ·∇ks−1 , and B for∇ks+1 · · ·∇kr . This may further
be rewritten as
A∇ksD˜ℓB fr−1 = AD˜ℓ∇ks B fr−1
which implies that
∇k1∇k2 · · ·∇krD˜ℓfr−1 = D˜ℓ∇k1∇k2 · · ·∇krfr−1 (5.4)
But the inductive hypothesis gives
D˜ℓ∇k1∇k2 · · ·∇krfr−1 = 0
and thus (5.4) combined with (5.2) becomes
−∇k1∇k2 · · ·∇kr∇ℓfr = 0
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this completes the induction and our proof. 
This brings us in a position to recall the following basic result of Hivert-Thie´ry
Theorem 6 (Hivert–Thie´ry). Let K denote the field R(q) of rational fractions in q, and
set
I := (e1, e2, . . . , en)K[x] (5.5)
The vectors spaces Hx:q and I are complementary. Therefore the Hilbert series of Hx:q
is a sub-polynomial of the Hilbert series of Sn-Harmonics with coefficients in K. That is∑
d=0
dim πd(Hx:q)t
m ≪ [n]t!, (5.6)
with “≪” denoting coefficient wise inequality.
Let us reformulate the expansion of (5.1) in the form
f = qr(f0 + qf1 + · · ·+ q
mfm) (with each fi ∈ R[x], fi 6= 0)
We call f0 the first term of f and denote it “FT(f)”. Analogously we say that fm is the
last term of f and denote it “LT(f)”. The integer m will be called the length of f . We
also set
HFx := L[FT(f) | f ∈ Hx:q] and H
L
x := L[LT(f) | f ∈ Hx:q] (5.7)
to respectively stand for the span of first terms of q-harmonics and last terms. Theorem 6
has the following remarkable corollary.
Theorem 7. The three spaces HFx , H
L
x and Hx;q are equivalent as graded Sn-modules
and therefore they are all isomorphic to a submodule of the Harmonics of Sn.
Proof. Since Hx;q is an Sn-module, it follows that it has a direct sum decomposition of
the form
Hx;q =
⊕
λ
⊕
1≤i≤mλ
Mλ,i (5.8)
with λ varying in the set of partitions of n, and mλ yielding the multiplicity of the
irreducible character χλ (associated to the irreducible representation having dimension
nλ). in the character of Hx;q. Moreover since Hx;q is a graded Sn-module. Each of the
components Mλ,i can be chosen to consist of homogeneous elements of Hx;q the same
degree. This given, from elementary representation theory it follows that each Mλ,i is
generated (under the action of the group algebra A(Sn)) by any one of its elements.
Thus, we can select an element ϕ ∈Mλ,i from which we get a basis of Mλ,i in the form
{ϕ, θ2 · ϕ, θ3 · ϕ, . . . , θnλ · ϕ}
for suitable elements θ2, θ3, . . . , θnλ ∈ A(Sn). Moreover, up to a re-normalization of ϕ
by a power of q, we can suppose that ϕ is of the form
ϕ(x; q) = ϕ0(x) + q ϕ1(x) + · · ·+ q
mϕm(x),
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with ϕ0(x) and ϕm(x) non vanishing. This will imply that all the other elements ψ ∈M
λ,i
will have a q-expansion of the form
ϕ(x; q) = θ · ϕ0(x) + q θ · ϕ1(x) + · · ·+ q
mθ · ϕm(x) (for some θ ∈ A(Sn))
with θ · ϕ0(x) and θ · ϕm(x) also non-vanishing. The reason for this is that the irre-
ducibility of Mλ,i forces the element ψ(x; q) itself to generate Mλ,i and if any of these
two components of θ · ϕ(x) where to vanish then the corresponding component of ϕ(x)
would also have to vanish. This establishes explicit graded Sn-modules isomorphisms
between Hx;q and each of the spaces H
F
x and H
L
x . Since each element in the space H
F
x is
an harmonic polynomial (by virtue of (5.2.a)) the proof is completed. 
In view of (5.8), this result expresses the dimension of Hx:q in the form
dimHx:q =
∑
λ⊢n
mλnλ ≤
∑
λ⊢n
n2λ = n! (5.9)
thus the single equality dimHx:q = n! would imply that Hx:q affords the regular repre-
sentation of Sn. In particular this would yield that H
F
x is none other than the space of
harmonics of Sn. Since Hx:q is isomorphic to H
F
x , as a graded Sn-module, it would follow
that Hx:q itself is isomorphic to the space of harmonics of Sn (as a graded Sn-module).
Thus the Hivert-Thie´ry conjecture may simply be proved by showing that (5.9) is in fact
an equality.
6. The Kernel of Dk
The compute the general space Hx of harmonic polynomials, we need to find common
solutions of the differential equations
n∑
i=1
ai,kxi∂
k+1
i + bi,k∂
k
i f(x) = 0. (6.1)
We begin by studying the space of solutions of just one such equation. It develops that
the corresponding kernel of the operator Dk may be given a precise explicit description
whenever ai,k d + bi,k 6= 0, for all d ∈ N. Since we will work with a fixed value of k, we
will lighten the notation by writing simply ai instead of ai,k.
The case k = 1 illustrates all aspects of the method. We construct a set
{yr +Ψ1(y
r)}r∈Nn−1 (6.2)
which is a basis of the solution set of (6.1), for k = 1. Here, Ψ1 is a linear operator
described below. Let us start with an adapted and reformulated observation of Hivert
and Thie´ry [3, Proposition 18]. Simply writing x for xn, and y for the set of variables
x1, . . . , xn−1, we expand f ∈ R[x] as polynomials in x:
f =
∑
d
fd
xd
d!
, with fd ∈ R[y]. (6.3)
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The effect of D1 can then be described in the format
D1
(∑
d
fd
xd
d!
)
=
∑
d
[D1(fd) + (d an + bn)fk+1]
xd
d!
. (6.4)
Setting a := an and b := bn, we now assume that a d + b 6= 0, for all d ∈ N. Then, the
right-hand side of (6.4) vanishes if and only we choose f to be such that
fd+1 =
−1
a d+ b
D1(fd), (6.5)
for all d ≥ 0. Unfolding this recurrence for the fd’s, we find that every element of the
kernel of D1 can be written as f0 +Ψ1(f0), if we define the linear operator Ψ1 as
Ψ1(g) :=
∑
m≥1
(−1)m
Dm1 (g)
[a; b]m
xm
m!
, for g ∈ R[y]. (6.6)
Here we use the notation
[a; b]m := b (a+ b) (2 a+ b) · · · ((m− 1) a+ b).
This leads to the following theorem.
Theorem 8. The collection of polynomials yr + Ψ1(y
r) is a basis for the kernel of D1.
In fact, given any polynomial f in the kernel of D1, its expansion in terms of this basis
is simply obtained as
f =
∑
r
ar(y
r +Ψ1(y
r)) (6.7)
with (f mod x) =
∑
r ary
r.
It follows readily from this theorem that
Proposition 9. Whenever a d+ b 6= 0 for all d ∈ N, the Hilbert series of the dimension
of the kernel of D1 is
1
(1− t)n−1
In view of Theorem 2, it follows that the Hilbert series of the kernel of D˜1 is
1 +
n∑
k=1
(
n
k
)
tk
1
(1− t)k−1
. (6.8)
In fact, we can get an explicit description of this kernel using (4.7).
We can generalize formula (6.6) to get a description of the kernel of Dk as follows.
Observe as before that
Dk
(∑
d
fd
xd
d!
)
=
∑
d
[Dk(fd) + (a d+ b)fd+k]
xd
d!
. (6.9)
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For this expression to be zero, we must have
fd+k =
−1
a d+ b
Dk(fd),
with the same conditions as before on a and b. This recurrence has a unique solution given
initial values for fd, 0 ≤ d ≤ k − 1. Clearly these can be fixed at leisure. Substituting
the solution of the recurrence in f , we get an element of the kernel of Dk if and only if
f is of the form
f = (f mod xk) + Ψk(f mod x
k),
with Ψk the linear operator defined as
Ψk
(
k−1∑
r=0
fr
xr
r!
)
:=
∑
m≥1
k−1∑
r=0
(−1)m
Dmk (fr)
[a k; a r + b]m
xkm+r
(km+ r)!
. (6.10)
In particular, it follows that the Hilbert series of the kernel of Dk is
(1 + t + . . . tk−1)
1
(1− t)n−1
. (6.11)
7. Some explicit harmonic polynomials
Common zeros of all Dk’s are exactly what we are looking for. Some of these are
easy to find when the Dk’s are symmetric. This condition holds for the special cases
considered in sections 3 and 4.
Now, let λ be any partition of n, and consider a tableau τ of shape λ, this is to say a
bijection
τ : λ −→ {1, 2, . . . , n},
with λ identified with the set of cells of its Ferrers diagram. Recall that, for λ = λ1 ≥
λ2 ≥ . . . ≥ λk > 0, the cells of λ are the n pairs (i, j) in N
2, such that
1 ≤ i ≤ λj , 1 ≤ j ≤ k.
The value τ(i, j) is called an entry of τ , and it is said to lie in column i of τ . The Garnir
polynomial of a λ-shape tableau τ , is defined to be
∆τ (x) :=
∏
i, j<k
(xτ(i,j) − xτ(i,k)).
In other terms, the factors that appear in ∆τ (x) are differences of entries of t that lie in
the same column.
Now, define Vλ to be the linear span of the polynomials ∆τ , for τ varying in the set
of tableaux of shape λ. In formula,
Vλ := R[∆τ | τ tableau of shape λ}.
It is well known that this homogeneous (invariant) subspace is an irreducible representa-
tion of of Sn of dimension equal to the number of standard Young tableaux. Moreover,
in the ring R[x], there exists no isomorphic copy of this irreducible representation lying
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in some homogeneous component of degree lower then that in which lies Vλ. It is easy
to check that the degrees of all of the ∆τ ’s, for a tableau of shape λ, are all equal to
ℓ(λ)∑
i=1
(i− 1) λi,
which is usualy denoted n(λ) in the literature (See [4]). This is the smallest possible
value for the cocharge of a standard tableau of shape λ. This fact has the following easy
implication.
Proposition 10. For any tableau τ of shape λ, the Garnir polynomial ∆τ (x) is a zero
of Dk, for k ≥ 1, whenever Dk is symmetric.
Proof. We need only observe that Dk is a degree lowering morphism of representation.
Indeed, in view of Schur’s lemma, either Dk(Vλ) is isomorphic to Vλ or it is simply
reduced to the trivial subspace {0}. In view of the minimality of the degree of Vλ, only
the later possibility can occur, and we are done with the proof. 
A direct consequence of this is that there is at least one copy of each irreducible
representation of Sn in Hx, when the Dk’ s are all symmetric. Moreover, under the same
conditions, we have ∑
λ⊢n
fλ t
n(λ) ≪ Hn(t),
with “≪” denoting coefficient wise inequality.
8. More dimension estimates
To explore further possible dimension estimates, we now make use of the dual operators
D∗k, assuming that condition (2.3) holds all through this section. Recall that this is true
for the special cases of sections 3 and 4.
Proposition 11. Let Bn be a homogeneous basis:
Bn =
⋃
d≥0
Bd,n,
with Bd,n = πd(Bn), for the space Hx, with the D
∗
k’s satisfying (2.3). Then every homo-
geneous degree m polynomial f(x) has an expansion of the form
f(x) =
m∑
d=0
∑
g∈Bd,n
∑
λ⊢m−d
cλ,gD
∗
λ g(x) (8.1)
Proof. We proceed by induction on the degree m of f , observing that the degree 0 case
holds trivially. It follows readily from definitions that the space Hx is the orthogonal
complement of the graded vector space
L
[∑
k≥1
D∗k gk | gk ∈ R[x]
]
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From this observation, it follows that every degree d homogeneous polynomial f has an
expansion of the form
f(x) =
∑
g∈Bm,n
cg g(x) +
∑
k≥1
D∗k fk(x)
with the fk(x)’s homogeneous polynomials of degree m − k. Applying the induction
hypothesis to each of the fk’s, we get
f(x) =
m∑
d=0
∑
g∈Bd,n
∑
α|=m−d
cα,gD
∗
α g(x) .
Proposition 1 guarantees that the composition indexed operatorsD∗α in such an expansion
can be converted into partition indexed operators D∗λ, completing the proof. 
As a corollary we derive the following remarkable identity for the Hilbert series of
q-harmonics.
Theorem 12. Let Bn be a homogeneous basis, as in proposition 11, of the space Hx;q of
q-harmonics. Then, denoting by cd,n the cardinality of Bd,n, we have
cd,n = [n]t!
∣∣∣
td
, (8.2)
for all d ≤ n, with the right-hand side denoting the coefficient of td in [n]!t.
Proof. Let Pk stands for the number of partitions of k, with parts of size at most n.
Recall that the generating series for these numbers is∑
k
Pkt
k =
∏
k≥1
1
1− tk
.
From the expansion in (8.1) it follows that
1
(1− t)n
≪
∑
m≥0
∑
d≥0
cd,nPm−d t
m =
∑
d≥0
cd,nt
d
∏
k≥1
1
1− tk
, (8.3)
On the other hand, for the Hilbert series of Hx;q:
Hx;q(t) =
∑
d≥0
cd,n t
d,
we have (See (5.6)) that ∑
d≥0
cd,n t
d ≪ [n]t!.
Multiplying both sides of this by
∏
i(1− t
i)−1, and using (8.3), we derive that
1
(1− t)n
≪
m∑
d≥0
cd,n
∏
i≥1
1
1− ti
≪
∑
d≥0
[n]t!
∏
i≥1
1
1− ti
(8.4)
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However the simple identity
1
(1− t)n
= [n]t!
n∏
i=1
1
1− ti
forces all inequalities between coefficients to be equalities, when d is between 0 and n.
This completes our proof. 
A refined reading of this proof reveals that we would actually have equality for all d’s,
if we could show that elements of Bn could be chosen so that the all variables appear
with power less or equal to n − 1. Indeed this would imply that indices of the D∗λ’s,
appearing in (8.1), would involve parts of size at most n. Then (8.3) could be written in
the stronger form1
1
(1− t)n
≪
∑
m≥0
∑
d≥0
cd,nΠm−d t
m ≪
∑
d≥0
cd,nt
d
n∏
i=1
1
1− ti
. (8.5)
Continuing the argument as in the proof would then lead to the conclusion that these
three series actually coincide.
9. A new regular sequence and a universal dimension bound
The goal of this section is to establish a bound for the dimension of Hx:q which is valid
for all values of q. To carry this out we need some auxiliary results from commutative
algebra. Let F be an algebraically closed field and let θ1(x), θ2(x), . . . , θn(x) be homo-
geneous polynomials of F[x] of respective degrees d1, d2, . . . , dn. The following result is
basic.
Proposition 13. The polynomials θ1(x), θ2(x), . . . , θn(x) form a regular sequence in
F[x] if and only if the system of equations
θ1(x) = 0 , θ2(x) = 0 , . . . , θn(x) = 0
has, for x ∈ Fn, the unique solution
x1 = 0 , x2 = 0 , . . . , xn = 0.
Proof. Let us denote Θn the ideal (θ1, θ2, . . . , θn)F[x] generated by the θk’s in F[x]. If
θ1(x), θ2(x), . . . , θn(x) is a regular sequence, and {m1, m2, . . . , mN} is a monomial basis
for the quotient
F[x]/Θn, (9.1)
then an homogeneous polynomial f(x) ∈ F[x], of degree d, has a unique expansion of
the form
f(x) =
N∑
i=1
∑
P
k dk rk=d−deg(mi)
ci;rmi(x)θ
r1
1 (x)θ
r2
2 (x) · · · θ
rn
n (x), (9.2)
1Observe that we have here a finite product rather the an infinite one.
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with ci;r ∈ F, and r ∈ N
n. In particular it follows from this that the Hilbert series of the
quotient in (9.1) is given by the polynomial
N∑
i=1
tdeg(mi) =
n∏
i=1
1− tdi
1− t
=
n∏
i=1
(1 + t+ · · ·+ tdi−1). (9.3)
Thus
N = dimF[x]/Θn = d1d2 · · · dn.
In addition, from (9.3) we deduce that
dmax := d1 − 1 + d2 − 1 + · · ·+ dn − 1 = max
1≤i≤N
deg(mi)
We see from this, and the expansion in (9.2), that any homogeneous polynomial of degree
d > dmax will necessarily be in the ideal Θn. In particular for any 1 ≤ i ≤ n we will have
polynomials Ai;1, Ai;2, . . . , Ai;n ∈ F[x] giving
xdmax+1i = Ai;1(x)θ1(x) + Ai;2(x)θ2(x) + . . .+ Ai;n(x)θn(x) (9.4)
Now, if for some x′ = (x′1, x
′
2, . . . , x
′
n) ∈ F
n we have
θ1(x
′) = 0 , θ2(x
′) = 0 , . . . , θn(x
′) = 0, (9.5)
then (9.4) immediately gives that (x′i)
dmax+1 = 0, hence
x′1 = 0, x
′
2 = 0, . . . , x
′
n = 0. (9.6)
This proves “necessity”.
To prove the converse, suppose that (9.5) implies (9.6). Then the Hilbert Nullstellen-
satz gives that for some exponents N1, N2, . . . , Nn we must have
xNii ∈ Θn.
In particular this implies that the quotient in (9.1) is finite dimensional and therefore
θ1(x), θ2(x), . . . , θn(x) is a system of parameters. The Cohen-Macaulay-ness of F[x] then
gives that θ1(x), θ2(x), . . . , θn(x) is a regular sequence. This completes our proof. 
We next make use of this proposition to study the sequence of polynomials
ϕm(x) :=
n∑
i=1
aix
m
i ,
for m ≥ 0. More precisely we seek to obtain conditions on the coefficient sequence
a = (a1, a2, . . . , an) ∈ F
n (9.7)
which assure that, for a given k ≥ 1, that the polynomials
ϕk(x), ϕk+1(x), . . . , ϕk+n−1(x)
form a regular sequence in F[x].
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We first observe that the polynomials ϕm(x), for m > n, may be expressed in term
of the ϕk(x)’s, for 1 ≤ k ≤ n. Indeed, recall that the ordinary elementary symmetric
functions er(x) may be presented in the form of the identity
(t− x1)(t− x2) · · · (t− xn) =
n∑
r=0
(−1)rer(x) t
n−r.
Setting t = xi, we obtain
n∑
r=0
(−1)rer(x) x
n−r
i = 0.
Multiplying both sides by ai x
m−n
i and isolating ai x
m
i , we get
ai x
m
i = −
n∑
r=1
(−1)rer(x) ai x
m−r
i .
Thus, summing up on i, the following recurrence results
ϕm(x) =
n∑
r=1
(−1)r+1er(x)ϕm−r(x). (9.8)
Unfolding this recurrence, we conclude that ϕm lies in the ideal (ϕ1, ϕ2, . . . , ϕn)F[x], for
all m.
Remark 1. It is interesting to observe that identity (9.8) yields that
ϕ1(x), ϕ2(x), . . . , ϕn(x) (9.9)
is never a regular sequence when a1 + a2 + · · ·+ an = 0. Indeed, setting m = n in (9.8),
we get
ϕm(x) =
n−1∑
r=1
ϕm−r(x)(−1)
r+1er(x) + (−1)
n+1en(x)
(
a1 + a2 + · · ·+ an
)
and thus the vanishing of a1 + a2 + · · ·+ an forces ϕn(x) to vanish modulo the ideal
(ϕ1, ϕ2, . . . , ϕn−1)F[x].

Let us now denote
Φkn := (ϕk, ϕk+1, . . . , ϕk+n−1)F[x],
the ideal in F[x] generated by the n polynomials ϕℓ(x), with k ≤ ℓ ≤ k + n − 1. We
also write Φn for Φ
1
n. Proposition 13 and (9.8) combine to yield the following remarkable
result.
Theorem 14. For any k ≥ 1 the sequence
ϕk(x), ϕk+1(x), . . . , ϕk+n−1(x), (9.10)
is regular if and only if the sequence
ϕ1(x), ϕ2(x), . . . , ϕn(x), (9.11)
is regular.
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Proof. Identity (9.8) yields that each element of the sequence in (9.10) is in the ideal
Φn. Thus, if ϕk(x), ϕk+1(x), . . . , ϕk+n−1(x) is regular, it follows from Proposition 13
that the equalities
ϕk(x
′) = 0, ϕk+1(x
′) = 0, . . . , ϕk+n−1(x
′) = 0, (9.12)
with x′ ∈ Fn, force
x′1 = 0, x
′
2 = 0, . . . , x
′
n = 0.
But the containement
{ϕk(x), ϕk+1(x), . . . , ϕk+n−1(x)} ⊂ Φn
yields that the equalities
ϕ1(x
′) = 0, ϕ2(x
′) = 0, . . . , ϕn(x
′) = 0,
force the equalities in (9.12). Hence the regularity of the sequence
ϕ1(x), ϕ2(x), . . . , ϕn(x)
follows from (9.8).
Let us now show the converse. To begin note that the replacement xi 7→ x
k
i and
identity (9.8) gives
ϕi(x
k
1, x
k
2, . . . , x
k
n) = ϕki(x) ∈ Φ
k
n, (9.13)
for 1 ≤ i ≤ n. Now, by Proposition (13), the regularity of ϕ1, ϕ2, . . . , ϕn yields that the
equalities
ϕ1(x
k
1, x
k
2, . . . , x
k
n) = 0, ϕ2(x
k
1, x
k
2, . . . , x
k
n) = 0, . . . , ϕn(x
k
1, x
k
2, . . . , x
k
n) = 0 (9.14)
in Fn, force the equalities
xk1 = 0, x
k
2 = 0, . . . , x
k
n = 0.
Hence we also have
x1 = 0, x2 = 0, . . . , xn = 0. (9.15)
On the other hand, the containments in (9.13) yield that the equalities
ϕk(x
k
1, x
k
2, . . . , x
k
n) = 0, ϕk+1(x
k
1, x
k
2, . . . , x
k
n) = 0, . . . , ϕk+n−1(x
k
1, x
k
2, . . . , x
k
n) = 0
force the equalities in (9.14) and those in turn, as we have observed, force the equal-
ities in (9.15). In summary, using again (9.8), we can conclude that the regularity of
ϕ1, ϕ2, . . . , ϕn forces the regularity of ϕk, ϕk+1, . . . , ϕn completing the proof of the the-
orem. 
This given, here and after we need only be concerned with finding conditions on
a1, a2, . . . , an that assure the regularity of sequence ϕ1, ϕ2, . . . , ϕn. The following result
offers a useful criterion.
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Theorem 15. In the ring F[x], the polynomials
ϕ1, ϕ2, . . . , ϕn
form a regular sequence if and only if we have
x
(n2)+1
i ∈ Φn. (9.16)
When this happens we have the Hilbert series equalities
FF[x]/Φkn(t) = [k]t[k + 1]t · · · [k + n− 1]t (9.17)
and, in particular,
dimF[x]/Φkn = (k)(k + 1) · · · (k + n− 1).
Proof. Since deg(ϕi) = i we can use the arguments in the proof of Proposition 13 with
di = i and dmax =
(
n
2
)
and derive that the regularity of the sequence
ϕ1, ϕ2, . . . , ϕn
implies (9.16). Conversely, again following the proof of Proposition 13, we see that (9.16)
in turn forces the regularity of ϕ1, ϕ2, . . . , ϕn. The remaining part of the assertion follows
from Theorem (14) and the various identities derived in the proof of Proposition 13. 
Going along the lines of Remark 1, we are now ready to prove the following charac-
terization of the ai’s for which we have regularity.
Theorem 16. For k > 1, the sequences
ϕk, ϕk+1, . . . , ϕk+n−1 (9.18)
is regular if and only if we have
ai1 + ai2 + · · ·+ aik 6= 0, (9.19)
for all 1 ≤ i1 < i2 < · · · < ik ≤ n.
Proof. Theorem 14 shows that we need only study the case k = 1. Moreover, we have
seen that the non regularity of
ϕ1, ϕ2, . . . , ϕn
is equivalent to the existence of a non trivial solution, in the xi’s, of the system
x1 x2 . . . xn
x21 x
2
2 . . . x
2
n
...
...
. . .
...
xn1 x
n
2 . . . x
n
n


a1
a2
...
an
 =

0
0
...
0
 (9.20)
Now, suppose that for some non empty subset K of {1, 2, . . . , n} we have
∑
k∈K ak = 0.
Then setting all xk, for k in K, equal to the same nonzero value, we evidently get a
non trivial solution of (9.20). Thus we see that the existence of a relation such as (9.19)
implies non regularity of the sequences (9.18).
To see the reverse implication, we proceed by induction on n, the case n = 1 being
evident. Suppose that we have ai’s for which (9.18) is not regular. We wish to show
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the existence of a relation of form (9.19), with k > 0. We can assume that all ai’s are
nonzero, since otherwise we are done. Non regularity implies that we have a non trivial
solution of (9.20), in the ai’s. This forces the determinant
det(xij)1≤i,j≤n = x1x2 · · ·xn
∏
i>j
(xi − xj), (9.21)
to vanish. Hence must have one of the xi equal to 0, or xi = xj for some i 6= j. In the first
of these cases, we may assume that i = n without loss of generality. We are reduced to the
n − 1 situation by “restriction” to the hyperplane xi = 0, and considering the sequence
ϕi(y), with 1 ≤ i ≤ n − 1, in the n − 1 variables y, which we get by removing from x
the variable xi. Likewise, when xi = xj , we restrict to the corresponding hyperplane,
considering the operators
(ai + aj)x
m
i +
∑
k 6=i, k 6=j
ak x
m
k ,
for which we use the induction hypothesis. This completes the proof. 
We intend to derive the consequences of this assumption in the theory of q-harmonics.
First, we simply reformulated every statement modulo the substitution of variables
(a1, a2, . . . , an) 7→ x = (x1, x2, . . . , xn),
x 7→ ξ = (ξ1, ξ2, . . . , ξn),
and we now have
Φkn = (ϕk(ξ), ϕk+1(ξ), . . . , ϕk+n−1(ξ))Fx[ξ].
This given, from Theorem (15) we can derive the following facts about the ring
Fx[ξ1, ξ2, . . . , ξn],
where now, Fx denotes the field of rational functions in x with coefficients in F.
Theorem 17. Let
u1(ξ), u2(ξ), . . . , u(n+1)!(ξ)
be a monomial basis for the quotient
Fx[ξ]/Φ
k
n,
and let deg(ui) = di. Then every polynomial f(ξ) ∈ Fx[ξ], which is homogeneous of
degree d, has a unique expansion of the form
f(ξ) =
(n+1)!∑
i=1
ui(ξ)
∑
P
k rk(k+1)=d−di
ai;r(x)ϕ
r1
1 (ξ), ϕ
r2
2 (ξ) · · ·ϕ
rn
n (ξ), (9.22)
where the coefficients ai;r(x) are rational functions of x, for r ∈ N
n. In particular if
d >
(
n+1
2
)
then
f(ξ) ≡ 0 mod Φkn. (9.23)
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Proof. Modulo a replacement of variables, we derive from Theorem (15) that the quo-
tient Fx[ξ]/Φn has a monomial basis consisting of (n+ 1)! monomials. This given, once
such a basis is chosen, the statement concerning the expansion in (9.22) is a standard
result from commutative algebra. Finally, from Identity (9.17) it follows that
(n+1)!∑
i=1
tdi = [n + 1]t!
Thus each of these monomials has degree at most
(
n+1
2
)
. We then see from (9.22) that if
f(x) has degree >
(
n+1
2
)
, then the coefficient of each ui must contain one of the ϕi. This
implies (9.23). 
Let us now denote by D(x) the algebra of differential operators with coefficients in
Fx. Moreover, let Dd(x) denote the subspace of D(x) consisting of operators of order d.
More precisely we have D ∈ Dd(x) if and only if D may be expanded in the form
D =
∑
|r|≤d
ar(x) ∂
r
x (9.24)
with coefficients ar(x) ∈ Fx such that ar(x) 6= 0 at least once when |r| = d. We are here
extending our vectorial notation to operators, so that
∂rx = ∂
r1
1 ∂
r2
2 · · ·∂
rn
n
is an operator of order |r| = r1+ r2+ . . .+ rn. The degree condition in (9.24) imply that
the polynomial
σ(D) :=
∑
|r|=d
ar(x) ξ
r.
does not identically vanish. We will refer to σ(D) as the “symbol” of D.
This given, as a corollary of Theorem (15), we obtain the following basic result for
Steenrod operators
Theorem 18. Every operator D ∈ Dd(x) has an expansion of the form
D =
(n+1)!∑
i=1
∑
P
ℓ rk(k+1)≤d−di
ai;r(x)ui(∂x)D
r1
1;qD
r2
2;q · · ·D
rn
n;q
where di = deg(ui) and ai;r(x) ∈ Fx. Note that this holds true for any rational value of
q.
Proof. We can proceed by induction on d. For d = 0 there is nothing to prove. Thus
let us assume that we have extablished the result up to d− 1. Assume then that D is as
in (9.24) and note that from Theorem 17 it follows that we may write
σ(D) =
(n+1)!∑
i=1
∑
P
k rk(k+1)=d−di
ai;r(x) ui(ξ)ϕ
r1
1 (ξ)ϕ
r2
2 (ξ) · · ·ϕ
rn
n (ξ).
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Now, note that if we set
T :=
(n+1)!∑
i=1
∑
P
k rk(k+1)=d−di
ai;r(x) ui(∂x)D
r1
1;qD
r2
2;q · · ·D
rn
n;q,
then we will necessarily have the symbol equality
σ(T ) = σ(D),
from which it immediately follows that the operator D − T must have order stritly less
than d. But then the inductive hypothesis yields that D − T has the desired expansion
and consequently the same must hold true for D as well. This completes the induction
and the proof. 
We may now establish the main goal of this section.
Theorem 19. For any value of q the dimension of the space of q-Harmonic polynomials
in x does not exceed (n+ 1)!
Proof. Our goal is to derive the result by showing that there is a point x′ such that any
polynomial f ∈ Hx:q is uniquely determined by the value of the (n+ 1)! derivatives
u1(∂x)f(x)
∣∣∣
x=x′
, u2(∂x)f(x)
∣∣∣
x=x′
, . . . , u(n+1)!(∂x)f(x)
∣∣∣
x=x′
.
To this end we apply Theorem 18 and obtain, for all 1 ≤ r ≤ n and 1 ≤ s ≤ (n + 1)!,
the expansions
∂rus(∂x) =
(n+1)!∑
i=1
∑
P
k rk(k+1)≤ds+1−di
a
(r,s)
i;r (x)ui(∂x)D
r1
1;qD
r2
2;q · · ·D
r1
n;q.
Applying both sides of this operator identity to a polynomial f ∈ Hx:q gives
∂rus(∂x)f(x) =
(n+1)!∑
i=1
a
(r,s)
i;0,0, ... ,0(x)ui(∂x)f(x). (9.25)
Now the construction of the monomial basis u1(ξ), u2(ξ), . . . , u(n+1)!(ξ) used in Theo-
rem (15) may be carried out in such a manner that the first n monomials are none other
than
ξ1, ξ2, . . . , ξn.
In particular it follows from (9.25) that
∂r∂sf(x) =
(n+1)!∑
i=1
a
(r,s)
i;0,0, ... ,0(x)ui(∂x)f(x),
for all 1 ≤ r, s ≤ n. We can thus write
∂t∂r∂sf(x) =
(n+1)!∑
i=1
(
∂ta
(r,s)
i;0,0, ... ,0(x)
)
us(∂x)f(x) +
(n+1)!∑
i=1
a
(r,s)
i;0,0, ... ,0(x)∂tus(∂x)f(x)
STEENROD OPERATORS 25
which, using (9.25) again, gives
∂r∂s∂tf(x) =
(n+1)!∑
i=1
(
∂ta
(r,s)
i;0,0, ... ,0(x)
)
us(∂x)f(x) +
(n+1)!∑
i=1
a
(r,s)
i;0,0, ... ,0(x)
(n+1)!∑
j=1
a
(t,s)
j;0,0, ... ,0(x)uj(∂x)f(x)
We can clearly see that we have here an algorithm for expressing any derivative of f(x)
as a linear combinations of the (n+ 1)! derivatives
u1(∂x)f(x), u2(∂x)f(x), . . . , u(n+1)!(∂x)f(x), (9.26)
where the coefficients of these expansions are products of the coefficients a
(r,s)
i;0,0, ... ,0(x)
and their successive derivatives. Since differentiation of a rational function affects its
denominator only by raising its power, it follows that the singularities in these expansion
are only produced by the zeros of the denominators of the original coefficients a
(r,s)
i;0,0, ... ,0(x).
In other words we can safely evaluate these expansions at any point x′ which is not in
the union of the hypersurfaces where the denominators of a
(r,s)
i;0,0, ... ,0(x) do vanish. Since
n dimensional space is not the union of a finite number of hypersurfaces. It follows that
such a point x′ can be found with the property that all the derivatives of any f ∈ Hx:q
may be expressed in terms of the derivatives in (9.26). It follows by applying the Taylor
expansion at x′ that f(x) itself is determined by these (n + 1)! derivatives and thus
(n+1)! parameters are sufficient to uniquely determine an element of Hx:q proving that
its dimension is at most (n+ 1)! as asserted. 
10. Last Considerations
Further computer experiments suggest that a few other interesting facts seem to hold
concerning natural variations of the theme discussed in this work. The first one concerns
the straight forward extension, of questions raised in section 9, to the so called diagonal
situation. Indeed, in the ring C[x,y] of polynomials in two sets of n variables, with
y = y1, . . . , yn, our experiments suggest that we have
Conjecture 3. The set Dan of common polynomial zeros of the operators
n∑
i=1
ai ∂
k
xi
∂jyi,
for all k, j ∈ N such that k + j > 0, is of a bigraded space of dimension (n + 1)n−1,
whenever we have a = (a1, . . . , an) such that∑
k∈K
ak 6= 0, (10.1)
for all nonempty subsets K of {1, . . . , n}.
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Actually, it seems that this bigraded Hilbert series is independent of the choice of the
ai’s, as long condition (10.1) holds. Recall here that when all the ai’s are equal to 1, we
get the space Dn of diagonal harmonics (see [1, 2]) for which the bigraded Hilbert series
is explicitly known. Thus we could refine the conjecture as stating that Dan and Dn are
isomorphic as graded vector spaces. Among the supporting facts for Conjecture 3, one
can observe that an immediate consequence of Theorem 15 is that the graded space Han
of polynomials f(x) such that
n∑
i=1
ai ∂
k
xi
f(x) = 0,
for all k ≥ 1, is of dimension n! with Hilbert series equal to
(1 + t)(1 + t+ t2) · · · (1 + t + . . .+ tn−1).
It particular its homogeneous component of maximal degree (=
(
n
2
)
) is one dimensional.
Let us choose some vector ∆an(x) whose span is this maximal degree component. Ob-
serving that it is closed under derivatives and that its dimension is n!, we must conclude
that Han coincides with the linear span of all higher order partial derivatives of ∆
a
n(x).
We formulate this as Han = L∂(∆
a
n(x)). Now it develops that there is a description for
the space Dn of a similar flavour, as is shown by Haiman in [2]. To state the relevant
result, let us introduce the operators
Ek :=
n∑
i=1
yi ∂x
k
i ,
and use the notation L∂,E(f(x,y)) for the smallest vector space containing a given
polynomial f(x,y) and which is closed under partial derivatives and applications of
the operators Ek. Among the various interestring results of Haiman is the fact that
Dn = L∂,E(∆Sn(x)). This relies in part on the property of Dn of being closed under
applications of the Ek’s. The proof of this property is easily adapted to the context of
the spaces Dan, under no special conditions on a, and it is quite clear that D
a
n is always
closed under partial derivatives. To sum up, we arrive at the conclusion that conditions
(9.19) imply that L∂,E(∆
a
n(x)) is a subspace of D
a
n. In fact, under the hypothesis that
Conjecture 3 holds, we should have equality. An explicit calculation of the polynomial
∆an(x), say for n = 3 and the ai’s generic, makes apparent some of its nice properties:
∆a3(x) =
2 x1
2x2
a1 (a1 + a2)
−
2 x1
2x3
a1 (a1 + a3)
−
2 x2
2x1
a2 (a1 + a2)
+
2 x2
2x3
a2 (a2 + a3)
+
2 x3
2x1
a3 (a1 + a3)
−
2 x3
2x2
a3 (a2 + a3)
+
2 (a3 − a2) x1
3
3 a1 (a1 + a2)(a1 + a3)
+
2 (a1 − a3) x2
3
3 a2 (a1 + a2)(a2 + a3)
+
2 (a2 − a1) x3
3
3 a3 (a1 + a3)(a2 + a3)
which is here normalized so that it specializes to the classical Vandermonde determinant
when all the ai are set 1. An intriguing observation about this polynomial can be made
if one considers the ai’s as variables on which Sn acts just as it does on the xi’s. Then
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one has the expression
∆a3(x) = R
±
3
(
2 x1
2x2
a1 (a1 + a2)
+
(a3 − a2) x1
3
3 a1 (a1 + a2)(a1 + a3)
)
where R±n :=
∑
σ∈Sn
sign(σ) σ stands for the anti-symmetrization operator.
Another interesting experimental observation concerning the space of common zeros
of D1 and D2 with general operators
D1 :=
n∑
i=1
ai xi∂
2
i + bi ∂i,
D2 :=
n∑
i=1
ci xi∂
3
i + di ∂
2
i ,
is that there seem to be conditions, similar to (10.1), for which this space is always
n!-dimensionnal.
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