We consider an image decomposition model involving a variational (minimization) problem and an evolutionary partial differential equation (PDE). We utilize a linear inhomogenuous diffusion constrained and weighted total variation (TV) scheme for image adaptive decomposition. An adaptive weight along with TV regularization splits a given image into three components representing the geometrical (cartoon), textural (small scale -microtextures), and edges (big scale -macrotextures).
Introduction
Decomposing an image into meaningful components is an important and challenging inverse problem in image processing. Image denoising is a very well known example of image decomposition. In such a decomposition, the given image is assumed to be under the influence of noise, and the main purpose is to remove noise without destroying edges. This denoising task can be regarded as a decomposition of the image into noise-free signal and noise part. There exist various methodologies for image restoration, where variational minimization and partial differential equation (PDE) are two of the most popular ones [3] .
Another important example of image decomposition is based on its smooth and texture components using the total variation (TV) regularization method. This was first studied by Rudin et al [49] for image restoration. The TV regularization can be written as an unconstrained minimization,
The parameter α > 0 balances the fidelity term with respect to the TV regularization. Let the given image be written as f = u + v, where the function u models well structured homogeneous regions (cartoon) and v defines oscillating patterns such as noise and texture. [34] established the scale connection property of TV for image decomposition, namely that the α parameter is related to the scale of objects in the image.
In particular, Meyer proved that if f is a characteristic function and is sufficiently small with respect to a norm (|f | * ≤ 1/2α), then the minimization of the TV regularization (1) gives u = 0 and f = 0, which is counter-intuitive since one expects u = f and v = 0. Thus, Meyer proposed to use dual of the closure in the bounded variation (BV ) space of the Schwartz class for non-trivial solutions, we refer to [34] for more details. This crucial fact has been exploited by [56] to obtain numerical approximations to the Meyer decomposition model, see also related early works [4, 6] .
Image denoising methods in general and variational PDE models in particular provide natural decomposition of images, see [3] for a review. Image smoothing and denoising literature is rich in terms of different methodologies utilized and current state of the art techniques [10, 19, 43] have pushed the envelope of optimal improvements [18] . Next we provide a brief overview different approaches utilized in image decomposition.
Literature
While the literature on cartoon and texture decomposition is extensive by now, three lines of inquiries are closely related to the work presented here.
• Different function spaces for modeling the textures and discrete approximations: Following Meyer's seminal work [34] , various authors have considered different function spaces to model textures accurately [5, 6, 24, 27, 29, 31, 32, 40, 54] .
• L 1 fidelity based TV regularization models: In another related direction the fidelity term can be made L 1 and is proven to provide contrast preserving restorations. We refer to [16] for the geometric motivation and fine properties of L 1 fidelity term, see also [21] . Applications of L 1 -TV models for cartoon plus texture decomposition are considered as well [2, 22, 27, 37, 58, 59 ].
• Different Regularizers instead of TV: The well-known staircasing property of the TV regularization has been analyzed by many in the past [12, 13, 38] and various modifications have also been studied. To avoid staircasing and blocky restoration results from the classical TV model there have been a variety of methods studied previously. Weighted and adaptive [45-47, 51, 52] , nonlocal-TV [30] , and higher order [7, 17, 28, 41] .
Out of other related decomposition models we mention multi-scale parameter based models [26, 53, 54] which progressively capture texture. Extension to multichannel images in general, RGB images in particular, is also an important area of research [8] . Note that all of the above mentioned methods obtain cartoon and texture decomposition and in this work we obtain edges as part of our scheme. In Figure 1 we show an example decomposition for an indoor image taken from the MIT LabelMe [50] open annotation.
Our advanced decomposition provides basic scene elements, since it is based on total variation (edge preserving) smoothing, the cartoon component reflects coarse shapes. This feature is useful in obtaining segmentations and annotations as the edges can provide guideline for separating salient objects [39] .
Contributions
In this paper, we propose a new image decomposition scheme which splits a given image into its geometrical and textural part along with an edge capturing diffusion constraint. Following the success of weighted and adaptive TV models, our scheme is based on a weighted TV regularization where the edge-variable-based weight is computed in a data-adaptive way. The scheme is implemented using the splitting method of [9] along with dual minimization scheme for the weighted TV regularization [14] . As a by-product of the implementation via dual minimization we obtain an auxiliary variable which is akin to textural component of the given image. Thus, the scheme studied here provides a cartoon, texture, edge (CTE) decomposition for digital images, see Figure 2 for some examples 1 .
We consider the color image decomposition using the dual minimization based color TV model. Multiscale decomposition following the recent work of [54] is also given. Moreover, we provide theoretical analysis of the model with a priori estimates and prove its solvability. Extensive experimental results on synthetic, textured real images are given. Further, illustrative comparison with other state-of-theart models are undertaken and the results indicate superior performance of our scheme with respect to cartoon, texture separation as well as denoising with edge preservation.
The rest of the paper is organized as follows. Section 2 introduces the adaptive TV regularization coupled with a diffusion PDE. Section 3 provides wellposedness results for our coupled model. In Section 4
we provide the experimental results conducted on real and synthetic images and comparison with related schemes. Finally, Section 5 concludes the paper.
2 Diffusion constrained regularization
Weighted total variation minimization
The total variation based regularization [49] given in Eqn. (1) is well-known in edge preserving image restoration, we rewrite it as follows,
where now µ > 0 is the image fidelity parameter which is important in obtaining results in denoising and cartoon+texture decomposition. A related approach is to consider a weighted total variation,
where g(x, u, ∇u) represents the generalized weight function. For example, [9] have considered a convex regularization of the variational model
using a fast minimization based on a dual formulation to get a partition in the geometric and texture information. Note that the image fidelity is changed to L 1 norm, we refer to [16] for more details. The convex regularization version is considered in [9] , where the parameter θ > 0 is chosen to be small so that f almost satisfies f ∼ u + v, with the function u representing geometric information, i.e. the piecewise-smooth regions, and function v captures texture information lying in the given image. The function g is an edge indicator function that vanishes at object boundaries, for example,
where f is the original image and β is an arbitrary positive constant. Thus, we see that TV based minimization models naturally lead to cartoon and texture decomposition of digital images. The image fidelity parameter µ can be made data adaptive to obtain texture preserving restorations, see [25] .
Description of the model
In our work, we consider the following regularization model which was motivated by a coupled PDE modeling done in [48] for image restoration,
The choice of regularizer φ depends on an application area and among a plethora of convex and nonconvex functions available with the classical TV [49] and the non-local TV [30] . 
where
(total variation diffusion function [49] ). That is we solve adaptive data fidelity based weighted total variation minimization for the smooth part u using Eqn. (7) along with a linear non-homogenous diffusion constraint on w by solving Eqn. (8) . Note that the balancing parameter λ and image fidelity µ taking values in [0, 1] are important in our experimental results. Adaptive ways of choosing these parameters are explained below in Section 2.3. Following [9] we use a splitting with an auxiliary variable v to obtain
Thus, the computed solution of these equations provides a representation (u, v, w), where the function u represents the geometric information, the function v captures the texture information, and the function w represents the edges lying in the given image. Figure 3 shows a comparison of our scheme (µ = 1 and λ = 0.5) and Bresson et al [9] scheme Eqn. (4) for a synthetic texture image which contains two different texture patterns. As can be seen, our scheme ( Figure 3(b) ) retains the cartoon edges better without diffusing the boundary and the shape is preserved in contrast to Bresson et al's result (Figure 3(c) ).
The above coupled system is solved in an alternating iterative way for all the variables (u, v, w)
involved and Chambolle's dual minimization scheme [14] is used for the weighted TV minimization step.
We start with the initial conditions
and use the following steps to compute CTE components:
1. Solving the linear diffusion PDE (8) for w with (u, v) fixed:
where δx is spatial discretization step (natural pixel grid),∆ is the standard finite difference discretization for the Laplacian and δt is the step size.
2. Solving for the cartoon component u with (v, w) fixed:
The minimization problem in u is given by (see Eqn. (9)),
The solution of (11) is given by
, which is solved using a fixed point method: p 0 = 0 and
3. Solving for the texture component v with (u, w) fixed:
and the solution is found as
Next we describe a data adaptive way for choosing the fidelity parameter µ using the cartoon component at a previous iteration u n . (17)).
Adaptive fidelity parameter
Here, we consider the data adaptive parameters selection strategies which can provide a balanced approach in obtaining better CTE decomposition results. For the image fidelity parameter µ in Eqn. (7) we utilize a local histogram measure which was motivated from the image segmentation model of [36] . For a given gray-scale image
let N x,r be the local region centered at x with radius r. We compute the local histogram of the pixel x ∈ Ω and its corresponding cumulative distribution function
for 0 ≤ y ≤ L, respectively. This allows us to define the following measurable function µ : Ω → R, such that for each x ∈ Ω,
allowing us to get a weight of how much nonhomogeneous intensity is present in a local region N x,r of a given pixel x. This new feature of the image does not depend on the pixel properties instead provides regional properties, see [36] for more details. Thus, we see that the µ is chosen according to local histogram information and is computed in an image adaptive way using the cartoon u n in the iterative scheme (13) .
We compare our approach with two related adaptive functions:
1. The adaptive formulation of [48] which uses a summation of cartoon components up-to iteration n.
with ρ i = 1/i 2 and at n = 0 the λ 2 (x) = 0.05. 2. Relative reduction rate based parameter proposed in local TV based scheme [30] .
where L σ is a low pass filter. Note that this adaptive parameter uses only the initial input image f whereas the previous choices use u computed at a previous (Eqn. (17) ) or every (Eqn. (18)) iteration.
Remark 2. Figure 4 explains the choice of adaptiveness in our coupled model Differences outside this range are saturated to 0 and 255 respectively. A similar transformation is applied to the edges (w) component as well. Next, we study the wellposedness of the model (7-8) using weak solutions concept and prove some a priori estimates and solvability of the proposed adaptive coupled model. 3 Wellposedness
Preliminaries
In the section, Ω is considered to be a bounded domain (i.e. an open set in R 2 ) possessing the cone property. We recall that this means that each point x ∈ Ω is a vertex of a finite cone C x contained in Ω, and all these cones C x are congruent [1] . Obviously, rectangular domains have this property. Fix also a
We study wellposedness of the weighted TV regularization,
with the diffusion constraint,
where p ≥ 2, and f :
are prescribed functions. The operator ∆ p,λ is a weighted p-Laplacian:
In particular, for p = 2 we recover the linear diffusion case. In this section, for the sake of generality, we admit adaptive λ and generic g. Note that w is non-negative by the maximum principle. We consider the Dirichlet boundary condition for w, but other boundary conditions can also be handled.
We use the brief notations
(m > 0) for the Lebesgue and Sobolev spaces on Ω with values in R or R 2 . Parentheses denote the bilinear form
The norm in L 2 is u = (u, u).
The symbols S(J ; E), C(J ; E), L 1 (J ; E) denote the spaces of Bochner measurable, continuous,
Bochner integrable functions on an interval J ⊂ R with values in a Banach space E, respectively.
Let M be the Banach space of finite Radon measures on Ω. It is the dual of the space C 0 (Ω) (the space of continuous functions on Ω that vanish at ∂Ω, see e.g. [23] ).
Let BV be the space of functions of bounded variation on Ω. For v ∈ BV , and φ ∈ C(Ω), φ ≥ 0, the
In particular, the total variation of u is
Due to lower semicontinuity of suprema, for every non-negative φ ∈ C(Ω) and a weakly-* converging sequence {v m } ⊂ BV , we have
A more refined argument of the same nature proves Lemma 1. For any ϕ ∈ S(0, T ; C(Ω)), ϕ ≥ 0 for a.a. t ∈ (0, T ), and a weakly-* converging sequence
for a.a. t ∈ (0, T ).
For v ∈ BV , |∇v| will denote the corresponding total variation measure. The operator
is bounded. We recall the duality relation
The symbol C will stand for a generic positive constant that can take different values in different lines. We sometimes write C(. . . ) to specify that the constant depends on a certain parameter or value.
We will use the embeddings
and
and the Poincaré inequality
Embeddings (31)- (34) are compact (except for (31) with q = 2).
We assume that λ, ∇λ and g are Lipschitz functions,
and there exists a constant C g so that
The last condition means that g can have at most polynomial decay at infinity.
We assume that µ ∈ L ∞ (Ω), and
Finally, we assume that
and at least one of the following three conditions holds:
A priori estimates
Before specifying the underlying function spaces and defining the notion of solution, let us derive a formal a priori estimate for problem (20)- (23).
The Euler-Lagrange equation for (20) is
For each t ∈ [0, T ], multiplying (41) by
, and integrating over Ω, we get
Thus,
Multiplying (41) by
, and integrating over Ω, we find
Since the last term is non-negative, we conclude that
Multiplying (41) by u − f , and integrating over Ω, we derive
Multiplying (41) by u|u|, and integrating over Ω, we deduce
It is not difficult to obtain the following scalar inequality
which enables to conclude from (47) that
Hence, due to (31),
By (45) and (50),
Multiplying (21) by w, and integrating over Ω, we get
Using Hölder's inequality and (36), we deduce from (43) that
From (52), (53) and Young's inequality we infer
Provided (38) or (39), estimate (50) , and embeddings (33) or (32), resp., imply
By (35), (37) and usual arguments, (55) yields
In case (40), we multiply (41) by wu g(w) , and integrate over Ω, arriving at
Then, since the penultimate term is non-negative,
Now, (52) and (58) 
which implies (56) . In all the three cases, (46) , (51) and (56) imply
The operator
is bounded, so
The weighted p-Laplacian operator
is also bounded. Hence, (21), (34), (56) and (61) yield an estimate for the time derivative of w:
3.3 Solvability Definition 1. Assume (37) and (38) . A pair of functions (u, w) from the class
for any u ∈ S(0, T ; BV ) and a.a. t ∈ (0, T ),
in the space W −1 p/p−1 for a.a. t ∈ (0, T ), and
Remark 3. This definition is correct since all members of (64) belong to W Proof. We can prove the existence of weak solutions via approximation of (20)- (23) by a more regular problem, and consequent passage to the limit (cf. [48, 60] ). Let (u m , w m ) be a sequence of "approximate" solutions (possibly with "approximate" data f m and F m ). It essentially suffices to show that (63)- (65) is the limiting case of (20)- (23), i.e., that it is possible to pass to the limit in all the members.
Due to estimates (56) , (60), (62), without loss of generality we may suppose that
Note that
By (33), (34) and the Aubin-Lions-Simon theorem [60] ,
so
and we can pass to the limit in (65).
Using the representation
and lower semicontinuity of suprema, we can check that
for a.a. t ∈ (0, T ). By Lemma 1,
But
Therefore, without loss of generality,
for a.a. t ∈ (0, T ). Due to (76), (77), (80), we can pass to the limit in (63).
On the other hand, (63) with u = u m , f = f m , w = w m , u = u gives
Similarly to (78)-(80), we can check that
From (76), (77), (80)- (82) we conclude that
Fix any non-negative function φ ∈ C 0 (Ω). Let
For a.a. t ∈ (0, T ), ϕ(t) is a non-negative continuous function on Ω. By Lemma 1 and (83), we infer that
But, due to (28),
for every non-negative φ ∈ C 0 (Ω), which yields
weakly-* in M for a.a. t ∈ (0, T ). Then (34) implies
strongly in W −1 p/p−1 for a.a. t ∈ (0, T ). Due to (67) and (34),
By (90), (91) 
Rewrite (64) as
It is easy to see that the operator A :
p/p−1 is monotone, coercive and hemi-continuous (cf. [33] ). By (72) and (92),
Hence, we can successfully pass to the limit in (93) via Minty-Browder monotonicity technique (cf.
[33]).
Definition 2. Assume (37) and (39) or (40). A pair of functions (u, w) from the class
is called a pseudosolution to problem ( 
Theorem 2. Assume (37) and (39) or (40). Then there exists a pseudosolution to (20)-(23).
Proof. The proof is based on estimates (56), (60), (62) and the proof of Theorem 1.
Experimental Results

Implementation details
The proposed scheme is implemented using the dual minimization [14] for the weighted TV (Eqn. (7)) and explicit Euler finite difference scheme for the non-homogenous linear diffusion (Eqn. (8) 
Image decomposition results
Gray-scale images
We first show decomposition results of [9] with our model in Figure 7 for a synthetic image which consists of two different texture regions. Comparing the cartoon -texture decomposition of our scheme ( Figure 7(b) ) with the results of Bresson et al (Figure 7 (c)), we see that they behave different visually.
For example, the shape of the diamond at the center is preserved well in our scheme whereas the [9] scheme blurs it in the final result. Figure 7 (c) shows the energy value against number of iterations for the same synthetic image, which indicates that our adaptive CTE scheme decreases the energy values comparable to [9] model. More grayscale image decomposition results are given in Figure 2 . We see that the cartoon component obtained are piecewise constant segments indicating the potential for image [9] (third column), shows that our scheme preserves large-scale textures and shape boundaries (stopping parameter = 10 −4 ). Energy value comparison between our scheme CTE and Bresson et al. [9] shows similar convergence property. Best viewed electronically, zoomed in.
segmentation [44] . 
Color images
We further provide image decomposition for color images [8, 22] by using vectorial TV version in Eqn. (7) following [8] . We consider the following vectorial TV with non-homogenous diffusion equation:
were each scalar function u i : Ω → R, 1 ≤ i ≤ 3 represent one component of the RGB color system. Note that following our alternating iterative scheme given by equations (10), (12) and (14) the new solutions (u i , v i , w i ) are given by: provides better edge preserving cartoon component u when compared to the traditional TV regularization model [9] . Even with constant µ, λ the proposed scheme provides better results (see top row (b) ). The crop regions highlight that the proposed scheme provides better preservation of large scale textures compared to [9] model. Best viewed electronically, zoomed in.
where 
(98) Figure 9 . Best viewed electronically, zoomed in.
(99) Figure 8 shows the cartoon components of our CTE scheme with constant and adaptive µ 1 against the traditional TV based scheme of [9] for two standard RGB test images. As can be seen, our scheme obtains better edge preserving cartoon (u) components. The close-up shots indicate that our scheme also avoids blurring of edges, see for example Barbara face. See also Figure 3 where the proposed scheme with adaptive µ 1 provides better shape preservation as stopping parameters increase from = 10 −4 to = 10 −7 . Next, Figures 9-11 shows decomposition for a variety of RGB images for two different iteration values in our proposed CTE scheme with constant µ against adaptive µ 1 based results. As can be seen in Figure 9 , increasing the number of iterations removes more texture details and provides piecewise constant (smoother) cartoon images. Our adaptive µ 1 based scheme results (last row) on the other hand keep most of the salient edges. This can be seen further in Figure 10 (last row) where the adaptive µ 1 based scheme captures only small scale oscillations corresponding to texture components whereas the constant µ based results remove strong edges as well. Figure 11 show the corresponding edge functions, and it can be seen that adaptive scheme has more information than in constant parameter case. Thus, we conclude that, using adaptive µ provides an image adaptive way of obtaining edge preserving cartoon components without sacrificing overall decomposition properties. Figure 12 shows the cartoon component of two different color images as well as the edge functions
given by the proposed model, and Canny edge maps [11] computed in all the three channels 9 . As observed the function w captures edges based on the cartoon subregions i.e. large intensity gradients while the Canny edge maps captures large and small intensity gradients.
Comparison with other decomposition methods
Next we use the grayscale digitize images from USC-SIPI Image Database to compare the performance of the CTE model together with the adaptive and multi-scale case with the following schemes: TV-H −1 decomposition model (OSV, using finite differences) [40] , TV-G p decomposition model (VC, finite differences channel-wise) [55] , TV-Garbor decomposition model (AGO, Chambolle's projection algorithm ) [6] , BV 2 − L 2 model (BP, which uses an algorithm close to the one set by dual minimization of [14] and [55] ) [7] , T V − L 1 model (CP, a first-order primal-dual algorithm) [15] , L τ -T V scheme for color images (DHC, using a unified Moreau-Yosida based primal-dual approach) [20] , and the NL-Means algorithm (BCM, a improvement of the classical and state-of-the-art methods in image denosing) [10] which computes the local average color of the most resembling pixels using non-local means.
Numerical results are given in Table 1 for sixteen standard natural grayscale images of size 256 × 9 Computed using the MATLAB's default command edge(u,'canny'). ). Compared methods are OSV [40] , VC [55] , AGO [6] , BP [7] , CP [15] , DHC [20] , BCM [10] . Best results are indicated in boldface and the second best is underlined. [6] (e) u, v, w, f − u, and f − (u + v + w) components for the proposed scheme. Table 1 .
.256 and 512 × 512. As we can see the proposed scheme based on multi-scale lambda (µ ←multiscale, λ ←constant) and the adaptive choice (µ ←multiscale, λ ←constant) performs well for a variety of images.
Even with the adaptive choice (ACTE, µ ←adaptive, λ ←constant) outperforms previous variational models bases H −1 , G p and Garbor norms and in some cases the L τ -T V and the NL-Means schemes.
For textured images such as M andrill and Barbara we perform all variational models except the NLmeans algorithm. We remark that the proposed CTE model does not aim to give state-of-the-art results for image denoising, and instead concentrates on demonstrating how our decomposition model can be harnessed for noise removal and edge detention. Figure 13 shows decomposition for Barbara into different components for some of the schemes in Table 1 . We note that for other schemes we are able to discompose the image in u (smooth) and f − u (random noise). In our case, we are able to obtain edge variable w component. We also notice that for our model the random noise component f − u is directly given by the v component.
Image denoising results
Error metrics
Currently there are no quantitative ways to evaluate different decomposition algorithms. In particular which smooth, texture and edge separation model are better is an open research question in image quality assessment. The proposed decomposition provides piecewise cartoon component which is obtained using a weighted TV regularization in an edge preserving way, see Figure 9 (last row). Hence, as a byproduct we obtain image denoising, with u the denoised image and v + w the 'noise' part. To compare the schemes quantitatively for the purpose of denoising, we utilize two commonly used error metrics in the image denoising literature, one is the classical peak signal to noise ratio (PSNR) [3] , and the other one is the mean structural similarity measure (MSSIM) [57] .
1. PSNR is given in decibels (dB). A difference of 0.5 dB can be identified visually. Higher PSNR value indicates optimum denoising capability.
PSNR(u) := 20 * log 10
where MSE = (mn)
(u − u 0 ), m × n denotes the image size, u max denotes the maximum value, for example in 8-bit images u max = 255.
2. MSSIM index is in the range [0, 1]. The MSSIM value near one implies the optimal denoising capability of the scheme [57] and is mean value of the SSIM metric. The SSIM is calculated between two windows ω 1 and ω 2 of common size N × N ,
, Table 2 : Image denoising error metrics (average) comparison using original coupled PDE scheme [48] for different noise levels and parameters on the Berkeley segmentation dataset (BSDS) 500. Some examples corresponding to the entries are shown above in Figure 14 and Figure 15 .
where µ ωi the average of ω i , σ 2 ωi the variance of ω i , σ ω1ω2 the covariance, c 1 , c 2 stabilization parameters, see [57] for more details. Table 2 compares proposed scheme with that of [48] using the both PSNR (dB) and MSSIM error metrics average for Berkeley segmentation dataset (BSDS) images. We implemented both the schemes on the full Berkeley segmentation dataset of 500 noisy images for two different noise levels and obtained similar improvements. Figures 14-15 show some example images corresponding to Table 2 . As can be seen from the zoomed in versions, the proposed CTE scheme provides cleaner cartoon components (denoised images, Figure 16 gives a comparison for the implementation of our CTE model (µ ←adaptive, λ ←constant)
Comparison with the previous model
Comparison of adaptive fidelity parameters
by using adaptive fidelity parameters µ 1 (proposed), µ 2 (based on the work of [48] ) and µ 3 (studied Figure 14 : (Color online) Better edge preserving image restoration results were obtained using our scheme in comparison with the original coupled PDE model [48] . The stopping parameters were chosen according to maximum MSSIM values, see Table 2 for the corresponding values. [48] . The stopping parameters were chosen according to maximum MSSIM values, see Table 2 for the corresponding values.
in [30] ) for a close-up f lower image corrupted with Gaussian noise level σ = 20. As shown different decomposition levels based on smooth + random noise + edges components are given according to the adaptive parameter µ. In terms of PSNR and MSSIM error metrics the µ 1 choice improves better the denoising result. Note the similar convergence property of the energy value between our µ 1 choice and the µ 3 adaptive parameter. parameter the strong discontinuities are preserved well and noise is removed effectively within regions.
Brain MRI image decomposition
Multi-scale decomposition
Following [54] we can make the weighted TV model with multi-scale parameter λ. Note that this is slightly different from the original multi scale usage in [53] , here we use it in the constraint Eqn. (8) . Let us briefly recall the model proposed in [54] where the texture component v is modeled using G p norm.
That is, the minimization is carried out for both u, v,
with G p consisting of all distributions which can be written as,
The G p norm is defined as, 
Finally, we compare multiscale version (101) with the multi-scale TV decomposition results of [54] . Figure 18 shows the comparison result on a synthetic image for 5 steps and our scheme retains the cartoon component clearly than the Tang and He [54] . Moreover, the texture components show a progressive capture of small scale oscillations.
Conclusion
We have presented a new image decomposition model coupling a variational and PDE via a weighted total variation regularization algorithm (CTE model). Our main contribution is twofold:
1) The proposed decomposition model gets an image decomposition into its cartoon, texture and edge components with fixed, adaptive and multicale parameters for the L 1 -fitting term by utilizing a local histogram along with a diffusion equation. Extensive experiments using a fast dual minimization based splitting implementation indicates that the proposed scheme is useful for edge preserving image decomposition on real and noisy images. Comparative results indicate the proposed scheme is useful in denoising natural images as well in multi scale image decomposition.
Multiscale cartoon and texture extraction using our proposed CTE method
Multiscale cartoon and texture extraction using the hierarchical decomposition of Tang and He [54] (a) u0 (b) Figure 18 : (Color online) Multiscale cartoon and texture decomposition of a synthetic image for 5 steps by implementing our proposed approach (top two rows) (stooping parameter = 10 −4 ) and the hierarchical method from [54] (bottom two rows).
2) We fashioned a new well posed scheme to transform the non-linear problem to a set of subproblems that are much easier to solve quickly via an optimization technique and a linear diffusion PDE solution.
It is well known that there is no unique decomposition of an image into three scales: cartoon, texture and edges. At close range, texture and edges may be just a set of well-structured objects that can be kept in the cartoon part or the textural part according to a scale (equivalently iteration) parameter. We proposed an adaptive choice computed on local windows based histogram information as well as a multiscale adaptation weight parameter for the L 1 -fitting term, allowing us to get satisfactory results. There are other adaptive parameter choices for constructing a general decomposition model and we believe the proposed method is general in the sense that other regularizers (instead of TV) can be utilized in computing the cartoon component. We also remark that our denoising results are proof-of-concept for the proposed CTE model and we do not claim it outperforms state-of-the-art methods such as the nonlocal means [10] or BM3D [19] which are specifically designed for optimal denoising results.
