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We prove that a smooth Fano hypersurface V = VM ⊂ P
M ,
M ≥ 6, is birationally superrigid. In particular, it cannot
be fibered into uniruled varieties by a non-trivial rational
map and each birational map onto a minimal Fano variety
of the same dimension is a biregular isomorphism. The proof
is based on the method of maximal singularities combined
with the connectedness principle of Shokurov and Kolla´r.
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Introduction
0.1 The main result
Fix an integer M ≥ 6. Let P = PM be the complex projective space, V = VM ⊂ P
a smooth hypersurface of degree M . Obviously, V ⊂ P is a Fano variety. By the
Lefschetz theorem Pic V = ZKV = ZH , where KV = −H , H is the class of a
hyperplane section on V . The main result of the present paper is the following
Theorem. Variety V is birationally superrigid.
Corollary. (i) V can not be fibered into uniruled varieties by a non-trivial ra-
tional map.
(ii) If χ:V − − → V ′ is a birational map onto a Fano variety V ′ with Q-
factorial terminal singularities such that PicV ′⊗Q = QKV ′, then χ is a (biregular)
isomorphism. In particular, the groups of birational and biregular self-maps coincide:
Bir V = Aut V.
(iii) V is non-rational.
Thus our main result is a higher-dimensional generalization of the famous pa-
per of Iskovskikh and Manin [IM], which made the starting point of the modern
birational geometry. Iskovskikh and Manin proved birational superrigidity of three-
dimensional quartics (the case M = 4 in our notations). The case M = 5 was
treated in [P1]. Superrigidity of general (in the sense of Zariski topology) hyper-
surfaces V was proved in [P3]. Putting together [IM], [P1] and the present paper,
we get birational superrigidity of all smooth Fano hypersurfaces V = VM ⊂ P of
dimension three and higher.
0.2 Birationally rigid varieties
Throughout this paper the ground field is assumed to be the field C of complex
numbers. Recall (see [P2-P8]) that a smooth Fano variety X of dimension ≥ 3 with
rkPicX = 1 is said to be birationally superrigid, if for each birational map
χ:X − − → X ′
onto a variety X ′ of the same dimension, smooth in codimension one, and each linear
system Σ′ on X ′, free in codimension 1 (that is, codimBsΣ′ ≥ 2), the inequality
c(Σ, X) ≤ c(Σ′, X ′) (1)
holds, where Σ = (χ−1)∗Σ
′ is the strict transform of Σ′ on X with respect to χ, and
c(Σ, X) = c(D,X) stands for the threshold of canonical adjunction
c(D,X) = sup{b/a|b, a ∈ Z+ \ {0}, |aD + bKX | 6= ∅}
D ∈ Σ, and similarly for Σ′, X ′.
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If for each triple (X ′, χ,Σ′) there exists a birational self-map χ∗ ∈ BirX such
that instead of the inequality (1) we have the estimate
c(Σ∗, X) ≤ c(Σ′, X ′), (2)
where the linear system
Σ∗ = (χ ◦ χ∗)−1∗ Σ
′ = (χ∗)−1∗ Σ
is the strict transform of the linear system Σ′ with respect to the composition
χ ◦ χ∗:X
χ∗
−− → X
χ
−− → X ′,
then X is said to be birationally rigid.
It is well known that a birationally rigid variety X can not be fibered into
uniruled varieties of a smaller dimension by a non-trivial rational map (this fact is
an immediate implication of the estimate (2) combined with the assumption that
PicX ∼= Z, see [P3]), and that if χ:X − − → X ′ is a birational map onto a Fano
variety X ′ with Q-factorial terminal singularities such that PicX ′ ⊗ Q = QKX′ ,
then X ′ is (biregularly) isomorphic to X , see, for instance, [P7]. In particular,
birationally rigid varieties are non-rational.
Birational rigidity and superrigidity can also be defined for fibrations into Fano
varieties, see [P4,P6] and also [S]. However, this relative version of rigidity will not
be discussed in the present paper.
Birational (super)rigidity is one of the most striking and mysterious phenomena
of higher-dimensional algebraic geometry. Informally speaking, rigidity means that
algebraic varieties with no global non-zero differential forms (rationally connected
varieties) behave as if there were plenty of differential forms on them. Indeed, the
main result of the present paper implies that for any smooth hypersurface V ′ ⊂ P
any birational map
χ:V − − → V ′
is a (projective) isomorphism. If the degree of the hypersurface V were higher than
M + 1, this claim would have been obvious: just compare the very ample canonical
linear system |KV | and the system |KV ′|. However, in our case the canonical linear
system |KV | (together with all the pluricanonical linear systems |mKV |, m ≥ 1)
is empty, so that we have nothing to compare. And nevertheless the hypersurface
V behaves more like a variety of general type than the projective space, its close
neighbour in the class of Fano varieties. What are the deep reasons underlying the
phenomenon of birational (super)rigidity? An answer to this question is yet to be
found.
0.3 Log-canonical singularities
Recall certain definitions of the theory of log-minimal models. For simplicity assume
X to be a smooth algebraic variety, D =
∑
i∈ID
diDi a Q-divisor, where 0 < di < 1,
Di ⊂ X are pair-wise distinct irreducible hypersurfaces.
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Definition 1. An irreducible subvariety W ⊂ X is called a log-center of the
pair (X,D), if for some resolution of singularities f : Y → X of the pair (X,D) with
the set {Ei ⊂ Y | i ∈ If} of exceptional divisors we get
KY + D˜ = f
∗(KX +D) +
∑
i∈If
eiEi,
where for some i ∈ If
f(Ei) =W and ei ≤ −1.
The set of log-centres is not an invariant of the pair (X,D). However, the set-
theoretic union
LC(X,D) =
⋃
ei≤−1
f(Ei)
of all log-centres depends on the pair (X,D) only. For an arbitrary point x ∈ X
denote by the symbol
LC(X,D, x)
the connected component of the closed algebraic set LC(X,D), containing x.
Definition 2. The pair (X,D) is log-terminal at the point x in dimension l ≥ 1,
if
dimLC(X,D, x) ≤ l − 1.
The pair (X,D) is log-terminal at the point x, if x 6∈ LC(X,D), or equivalently
LC(X,D, x) = ∅.
Definition 3. The pair (X,D) is log-canonical at the point x in dimension l ≥ 1,
if the pair
(X,
1
1 + ε
D)
is log-terminal at the point x in dimension l for all sufficiently small ε > 0.
In a similar way we define the property of being log-canonical at the point x.
Now consider the pair (Pk, D). We define the degree of the Q-divisor D in a
natural way as the number
degD =
∑
i∈ID
di degDi,
so that D ≡ (degD)H in A1Pk ⊗Q.
Proposition 1. If the pair (Pk, D) is log-terminal (respectively, log-canonical)
at the point x ∈ Pk in dimension l ≥ 1, where the integer l satisfies the inequality
l + degD ≤ k + 1, (3)
then it is log-terminal (respectively, log-canonical) at the point x.
Proof is given in Section 2.
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0.4 Maximal singularities
Assume that there exists a birational map
χ:V − − → V ′
onto a variety V ′ of the same dimension, smooth in codimension one, and a moving
linear system Σ′ on V ′ such that for the strict transform Σ of the system Σ′ the
inequality
c(Σ, V ) > c(Σ′, V ′)
holds. Obviously, c(Σ, V ) = n ≥ 1, where Σ ⊂ |nH|.
Proposition 2. In the assumtions above there exists a geometric discrete valu-
ation ν (that is, a valuation which is divisorial on a certain model V ♯ of the variety
V ) satisfying the Noether-Fano inequality
ν(Σ) > n · discrepancy(ν). (4)
Definition 4. A geometric discrete valuation satisfying the Noether-Fano in-
equality (4) is called a maximal singularity of the linear system Σ.
More explicitly, (4) means that there is a birational morphism
ϕ:V ♯ −→ V
of projective varieties and a prime divisor E ⊂ V ♯ such that E 6⊂ Sing V ♯ and
ordE(ϕ
∗Σ) > na(E),
where a(E) stands for the discrepancy of E with respect to the model V .
Proof of Proposition 2 can be found in many papers; see, for instance,
[C,CPR,I,IM,IP,P2-P6]. It is quite elementary.
It is easy to see that for the centre B = ϕ(E) of the maximal singularity ν on V
we have the inequality
multB Σ > n. (5)
Remark. If the birational morphism ϕ above is just the blow up of an irreducible
subvariety B ⊂ V , then the condition of the exceptional divisor E ⊂ V ♯ being a
maximal singularity takes an especially simple form:
multB Σ > n(codimB − 1).
This particular case of the Noether-Fano inequality is called the Fano inequality,
and the subvariety B ⊂ V in this case is called a maximal subvariety (point, curve,
surface,. . . ) of the linear system Σ. Alas, the general theory makes sure that a max-
imal singularity does exist but says nothing about existence of its nicest particular
case, a maximal subvariety. And indeed, there are examples (see, for instance, the
recent preprints [G1-G3] of Gizatullin) when there is no maximal subvariety whereas
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one can easily find a maximal singularity making a few blow ups. If a maximal sin-
gularity is obtained by means of a few (that is, more than one) blow ups, it is said
to be infinitely near.
In other words, what the general theory asserts is existence either of a maximal
subvariety or of an infinitely near maximal singularity. Quite predictably, it is
the infinitely near case that makes the work really hard and requires sometimes
considerable effort to cope with. Anyway, the reader should keep this alternative in
mind to avoid misunderstanding which might be generated by [G1-G3].
0.5 Scheme of the proof
Assume that the variety V is not birationally superrigid. By the previous section
and the definition of superrigidity this implies that there exists a moving linear
system Σ ⊂ |nH| with a maximal singularity ν. Now, the following fact is true:
Proposition 3. For any curve C ⊂ V the estimate
multC Σ ≤ n
holds.
Proof: see [P2,P3].
Therefore by (5) the centre of the discrete valuation ν on V is a point x. Let
D1, D2 ∈ Σ be general divisors,
Z = (D1 ◦D2)
the effective algebraic cycle of the scheme-theoretic intersection of the divisors D1
and D2.
Take a general line L ⊂ P and let
π:P− − → PM−2
be the corresponding linear projection. We may assume that SuppZ ∩ L = ∅, so
that πL|V is regular in a neighborhood of the set SuppZ. Consider the direct image
F = (πL)∗Z.
It is an effective divisor on PM−2. By the Lefschetz theorem the multiplicity of each
component of the cycle Z is not higher than n2, since Z ≡ n2H2. Consequently, we
may assume that this is true for F , either. Obviously, deg F =Mn2.
The following fact is crucial in our arguments. Set y = πL(x) to be the image of
the point x in PM−2.
Proposition 4. The pair (PM−2, 1
2n2
F ) is (i) log-canonical at the point y in
dimension 2, but (ii) not log-canonical at the point y.
Proof of part (i) is given in Section 1, of part (ii) in Section 3.
End of the proof of the theorem. By Proposition 1 we get the estimate
2 + deg(
1
2n2
F ) = 2 +
M
2
> M − 1,
whence M < 6: a contradiction. Hence our assumption that V is not birationally
superrigid is false. Q.E.D.
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0.6 Historical remarks and acknowledgements
As we have mentioned above, birational superrigidity of a general hypersurface
V = VM ⊂ P
M was proved in [P3]. Later superrigidity was proved for general hy-
persurfaces with isolated non-degenerate singularities [P8]. In 1998 at the Satellite
conference on algebraic geometry in Essen Corti suggested to use the Shokurov-
Kolla´r connectedness principle [Sh,K] for proving birational rigidity. However, the
first version of the paper [C] contained a mistake coming from an overenthusiastic
generalization of the connectedness principle. Using the wrong argument of Corti,
Cheltsov in a few months produced a “proof” of birational superrigidity of an arbi-
trary smooth hypersurface V = VM ⊂ P
M . However, the estimates that he used in
his arguments were too strong to be realistic. In December 1998 simple counterex-
amples to these estimates were constructed (by the author of the present paper and
Grinenko). As a by-product, the mistake was discovered in the first version of Corti’s
paper [C]. Unfortunately, after this mistake had been corrected, it turned out that
the new technique made it possible mainly just to give new proofs of the theorems
already proved by the classical methods. In the papers [Ch1,2] Cheltsov proved su-
perrigidity of an arbitrary smooth hypersurface for M ∈ {5, 6, 7, 8}; however, some
of his arguments are rather doubtful (see a detailed exposition in [I]).
At the same time, the papers of Park and Cheltsov [Pk,ChPk,Ch3] left some
hope that new stronger estimates for multiplicities of divisors on hypersurfaces
could be obtained by means of the Shokurov-Kolla´r connectedness principle. In-
directly this hope was supported by one argument of Corti’s [C] (considerably sim-
plified by Cheltsov [Ch3]) that excluded a maximal singularity over a three-fold
non-degenerate double point. These ideas were further developed in [CM].
In this paper we use both the classical method of maximal singularities and
the connectedness principle. A combination of various ideas makes it possible to
prove, at long last, the superrigidity of Fano hypersurfaces without the annoying
assumption of general position (regularity, see [P3]). However, for other principal
classes of higher-dimensional Fano varieties the methods developed here are still not
strong enough.
The author was supported by Alexander von Humboldt Foundation, Russian
Foundation of Basic Research and INTAS and by Science Support Foundation grant
for young researches.
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1 Projections and multiplicities
The aim of this section is to prove part (i) of Proposition 4. The arguments break
into two components: firstly, we prove an estimate for the multiplicity of the cycle
Z along an arbitrary surface, secondly, we extend these estimates to the divisor F
in PM−2.
1.1 Singularities of subvarieties on hypersurfaces
To begin with, let us consider the following general situation. Let X ⊂ P be an
arbitrary hypersurface, D an effective divisor that is cut out on X by a hypersurface
of degree n in P, that is, D ∈ |nH|. It was proved in [P2,P3] that for any curve
C ⊂ X \ SingX the following estimate holds:
multC D ≤ n. (6)
An immediate implication of this claim is Proposition 3 above. However, the esti-
mate (6) is a particular case of the following general fact which is crucial for our
proof of Proposition 4, (i).
Proposition 5. Let W be an effective cycle of codimension k, W ∼ mHk in the
group of cycles AM−k−1X, S ⊂ W an irreducible subvariety of dimension k, where
2k + 1 < M . Assume that S ∩ SingX = ∅. Then the following estimate is true:
multS W ≤ m.
Proof. We use the same construction as in [P2]: for an irreducible subvariety
T ⊂ X of dimension k, T ∩ SingX = ∅, and a point x ∈ P \X set C(x, T ) ⊂ P to
be the cone with the vertex at the point x and the base T . Obviously,
X ∩ C(x, T ) = T ∪R(x, T ), (7)
where R(x, T ) is the residual closed set of the same dimension as T . It is easy to
see that for a sufficiently general point x the closed set R(x, T ) is an irreducible
subvariety and the presentation (7) holds not only in the set-theoretic but also in
the scheme-theoretic sense.
Now let B ⊂ X be any closed algebraic set.
Lemma 1. Assume that the point x ∈ P \X is sufficiently general. Then: (i) if
codimX B > dimT , then
R(x, T ) ∩ B ⊂ T ∩B;
(ii) if codimX B = dimT , then the intersection R(x, T ) ∩ B is zero-dimensional
outside T .
An (easy) proof of the lemma is given below.
Let us prove Proposition 5. Take a general k-uple of points
(x1, . . . , xk) ∈ (P \X)
k
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and construct by induction on i = 1, . . . , k the following sequence of irreducible
k-dimensional subvarieties, starting with R0 = S:
Ri = Ri(x1, . . . , xi) = R(xi, Ri−1).
Lemma 2. Assume that the k-uple (x1, . . . , xk) is sufficiently general. Then the
intersection
Rk ∩ S
consists of precisely degRk = (degX − 1)
k deg S distinct points.
Putting off proof of the lemma for a while, let us complete the proof of Proposi-
tion 5. By Lemma 1 the intersection Rk∩W is zero-dimensional outside S. Therefore
m degRk = (Rk ·W ) ≥
≥
∑
p∈Rk∩S
(Rk ·W )p ≥
≥ multSW · degRk.
(8)
This estimate implies immediately Proposition 5. Q.E.D.
Proof of Lemma 1. For two closed sets A,B ⊂ P define
J(A,B) =
⋃
A∋p 6=q∈B
Lp,q
to be the closure of the set, which is swept out by all lines connecting points of A
and B. Obviously,
dim J(A,B) ≤ dimA + dimB + 1. (9)
Now if codimX B > dimT then the set J(T,B) has positive codimension in P. If a
point
y ∈ R(x, T ) ∩B
does not belong to T , then obviously x ∈ J(T,B). This proves part (i). If
codimX B = dimT then, generally speaking, we have the equality J(T,B) = P.
In this case denote by C ⊂ P × P × P the closure of the set of all collinear triples
(u, v, w) with the natural projections π1, π2, π3 onto the factors P. Now
π3: CT,B = C ∩ π
−1
1 (T ) ∩ π
−1
2 (B)→ J(T,B) = P
is a surjective morphism. Since dim CT,B = dimP, it is generically finite. Thus for
a general point x ∈ P \X the inverse image
(
π3|CT,B
)−1
(x) is a finite set of points.
Now as above, if a point y ∈ R(x, T ) ∩ B does not belong to T , then there exists a
point z ∈ T such that the triple (z, y, x) is collinear. In other words,
(z, y, x) ∈
(
π3
∣∣
CT,B
)−1
(x),
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which is what we need. Q.E.D. for Lemma 1.
Proof of Lemma 2. Let us consider an arbitrary k-dimensional irreducible
subvariety T ⊂ X , lying outside the singular locus, that is, T ∩ SingX = ∅, and
compute the intersection R(x, T ) ∩ T explicitly. Let
πx:X → P
M−1
be the regular map induced by the linear projection P− − → PM−1 from the point
x. Denote by D(x) ⊂ X the branch divisor of the morphism πx.
Lemma 3. If the point x is sufficiently general, then set-theoretically
R(x, T ) ∩ T = D(x) ∩ T.
Proof. Recall that by assumption T is contained in the smooth part of X . At
a point y ∈ T \D(x) the differential
(dπx)y:TyX → Tπx(y)P
M−1
is an isomorphism (so that πx is a local isomorphism in the complex analytic sense).
Taking into account that the map πx:T → πx(T ) is bijective (since k < (M − 1)/2
by assumption), we see that near the point y the inverse image π−1x (πx(T )) coincides
with T . This implies that y 6∈ R(x, T ), so that set-theoretically
R(x, T ) ∩ T ⊂ D(x) ∩ T.
Let us show that this inclusion is actually an equality. Since the point x is general
we may assume that T ∩ D◦(x) is dense in T ∩ D(x), where D◦(x) consists of the
points where πx is simply branched, D
◦(x) ⊂ D(x) is an open subset. Moreover,
for a suitable set (z1, . . . , zM−1) of local parameters at a point y ∈ T ∩ D
◦(x) the
morphism πx looks as follows:
(z1, . . . , zM−1) 7→ (z
2
1 , z2, . . . , zM−1)
and we may assume that T 6= π−1x (πx(T )) near y. In the complex analytic setting,
this means that T is not σ-invariant where
(z1, . . . , zM−1) 7→ (−z1, z2, . . . , zM−1)
is the local involution generated by the double cover. It is easy to see that near the
point y
T ∩ σ(T ) = T ∩D(x),
where D(x) = {z1 = 0}. Since obviously
π−1x (πx(T )) = T ∪ σ(T )
in a small complex analytic neighborhood of the point y, we get the inclusion
D◦(x) ∩ T ⊂ R(x, T ) ∩ T.
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Taking the closure, we obtain our claim. Q.E.D. for Lemma 3.
Note that we used the complex analytic language in the proof just for simplicity
and clarity of exposition; the fact can be proved in the obvious way in the purely
algebraic setting.
Now take a system of homogeneous coordinates (z0: z1: . . . : zM) on P and let
F (z∗) be an equation of the hypersurface X . If (x0: x1: . . . : xM) are the coordinates
of the point x, then
T ∩D(x) =
{
M∑
i=0
∂F
∂zi
xi
∣∣∣∣∣
T
= 0
}
.
Since T ∩ SingX = ∅, the linear system∣∣∣∣∣
M∑
i=0
λi
∂F
∂zi
∣∣∣∣∣
T
= 0
∣∣∣∣∣ (10)
of divisors on T is base point free. In particular, for a suffiently general point x the
divisor D(x) ∩ T is irreducible and reduced.
Here we come back to the geometric situation described in Lemma 2. Recall that
k < dimX/2.
Lemma 4. Assume that the k-uple of points (x1, . . . , xk) is sufficiently general.
Then for any 0 ≤ i < j < l ≤ k we have
Ri ∩ Rl ⊂ Rj . (11)
Proof. It is enough to consider the case l = j + 1, but here our claim follows
from Lemma 1 (i), since Rl = R(xl, Rj) and dimRi = dimRj = k < dimX/2.
Q.E.D.
Iterating (11) k times we obtain the following set-theoretic equality
Rk ∩ S =
k⋂
i=0
Ri. (12)
Now since by Lemma 3 Ri+1 ∩ Ri = D(xi+1) ∩ Ri, we derive from (12) that set-
theoretically
Rk ∩ S = D(xk) ∩
k−1⋂
i=0
Ri = . . .
. . . =
k⋂
i=j+1
D(xi) ∩
j⋂
i=0
Ri = . . .
. . . =
k⋂
i=1
D(xi) ∩ S.
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But the divisors D(x∗)|S are arbitrary divisors of a base point free linear system.
Therefore the intersection Rk ∩ S consists of
(D(x)k · S)
distinct points. It remains to add that D(x) ∈ |(degX − 1)H|, where H is the class
of a hyperplane section of the hypersurface X . Q.E.D. for Lemma 2.
Proof of Proposition 5 is now complete.
Remark. Let us explain why the number of points in the intersection Rk ∩ S
turns out to be precisely what we need to obtain our estimate. Let us look at the
cone C = C(x, T ) once again. Take a resolution of singularities
τ : T˜ → T
and blow up the point x:
ϕ: P˜→ P.
Denote by
π: P˜→ PM−1
the regularized projection from the point x onto a general hyperplane. The mor-
phism π presents P˜ as a locally trivial P1-bundle over PM−1. Taking the composition
β: T˜
τ
−→ T →֒ P˜
π
−→ PM−1
(where the inclusion T →֒ P˜ makes sense since x 6∈ T ), look at the fiber product
C˜ = C˜(x, T ) = T˜ ×PM−1 P˜.
Write down the natural projection onto the first factor as p: C˜ → T˜ . It is a locally
trivial P1-bundle over T˜ . Of course, the image of C˜ in P˜ is equal to the strict
transform of the cone C on P˜. Thus we obtain C˜ from C by means of two operations:
first, we blow up the vertex x of the cone, second, we pull back the resolution τ to
the corresponding locally trivial P1-bundle over π(T ). Denote this map by
µ: C˜ → C.
Since C˜ is a P1-bundle over T˜ , we get
Pic C˜ = ZE ⊕ p∗ Pic T˜ , (13)
where E = µ−1(x) is the exceptional section, E ∼= T˜ . Let T ♯ = µ−1(T ) be the “base”
section (that is, coming from the original base of the cone) and H♯ = µ∗H be the
pull back of the hyperplane section of the cone C ⊂ P. Since both T ♯ and H♯ are
sections of the bundle, by (13) we get
T ♯ ∼ H♯ + p∗Q,
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where Q ∈ Pic T˜ . Intersecting with the exceptional section, however, we get
p∗Q|E = 0 (14)
and thus Q = 0, because the composition
Pic T˜
p∗
−→ Pic C˜
·|E
−→ PicE
is an isomorphism: it is induced by the natural isomorphism p:E ∼= T˜ . The crucial
fact that implies (14) is the obvious observation that both T ⊂ C and H ⊂ C (for a
general hyperplane section) do not contain the vertex of the cone and for this reason
T ♯|E = H
♯|E = 0. We conclude that
T ♯ ∼ H♯. (15)
In other words, on the cone C the divisor T = µ∗T
♯ is rationally equivalent to a
hyperplane section! In particular, we deduce from (15) that
the intersection R(x, T ) ∩ T is rationally equivalent on
R(x, T ) to a hyperplane section of R(x, T ).
This is true for any subvariety T ⊂ X . Now let us count the points of intersection
of Rk and S. By (12), it is the same as to count the points in the set
k⋂
i=0
Ri = R0 ∩R1 ∩ R2 ∩ . . . ∩Rk.
Denote by Qj , j = 0, 1, . . . , k, the intersection
k⋂
i=j
Ri.
Since obviously Qj ⊂ Rj , we obtain from (15) that
Qj−1 = Rj−1 ∩ Qj is rationally equivalent on Qj to a
hyperplane section of Qj.
Therefore Q0 = Rk ∩ S is rationally equivalent to the intersection of Rk with
a plane P ⊂ P of codimension k, that is, to a zero-dimensional scheme of degree
degRk. To prove Proposition 5, we need only this fact, not the precise value of
degRk.
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A drawback of this argument is that a zero-dimensional scheme may contain
multiple points, so that to make this line of arguments work one should check that
the input of each point of the intersection Rk ∩ S into the estimate (8) is correct
(that is, not less than its multiplicity in Rk ∩ S). This is of course true and not
so hard to verify but nevertheless requires some extra rather tedious considerations.
So we prefer the straightforward computation performed above leaving the present
argument just as a useful explanation.
1.2 How multiplicities change when we project
Abusing our notations, we write P instead of Pk. Let Q ⊂ P be an irreducible
subvariety of codimension codimQ ≥ 2, q ∈ Q a point. For a point a ∈ P of general
position the morphism
πa:Q→ R ⊂ P
k−1,
induced by the linear projection πa:P− − → P
k−1 from the point a, is birational.
Set r = πa(q).
Proposition 6. The multiplicities coincide:
multrR = multq Q (16)
if and only if the following two conditions are satisfied:
(i) the line La,q = π−1a (πa(q)) ⊂ P that connects the points a and q has no other
points of intersection with Q:
La,q ∩Q = {q},
(ii) the line La,q is not tangent to Q at the point q:
La,q 6⊂ TqQ.
Proof. For a general plane P ⊂ Pk−1, P ∋ r, of dimension codimPQ − 1 we
have
multr R = (P · R)r.
Let P+ = π−1a (P ) be the inverse image of the plane P in P. We get
(P · R)r =
∑
y∈π−1a (r)
(P+ ·Q)y = (P
+ ·Q)q +
∑
y∈π−1a (r),
y 6=q
(P+ ·Q)y,
where obviously (P+ · Q)q ≥ multq Q. Thus the equality (16) holds if and only if
the condition (i) is satisfied and (P+ ·Q)q = multq Q into the bargain. Let
ϕ:X → P
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be the blow up of the point q, E ∼= Pk−1 the exceptional divisor, Q˜ and P˜+ the
strict transforms of Q and P+ on X . It is easy to see that for a general plane P the
intersection
Q˜ ∩ P˜+
is zero-dimensional, so that by the elementary formulae of intersection theory [F]
we get
(P+ ·Q)q = multqQ +
∑
y∈Q˜∩P˜+∩E
(Q˜ · P˜+)y.
Finally, (16) holds if and only if for a general plane P the intersection
Q˜ ∩ P˜+ ∩ E
is empty. But P˜+∩E is an arbitrary plane of dimension dimP , containing the point
L˜a,q ∩ E = TqLa,q. Consequently, the latter condition takes the form
L˜a,q ∩ E 6∈ Q˜ ∩ E,
that is, La,q 6⊂ TqQ, as we claimed. Q.E.D.
Corollary 1. If codimQ ≥ 3, then for any (possibly reducible) curve C ⊂ Q for
a sufficiently general point a ∈ P the projection
πa:Q→ R
is one-to-one and preserves multiplicity in a neighborhood of the curve C. More
precisely, there exists an open subset U ⊂ Q, that contains entirely the curve C (the
complement Q \ U is of codimension 2 in Q), such that (πa|Q)
−1(πa(U)) = U , the
map πa:U → πa(U) ⊂ R is bijective and for each point z ∈ U the following equality
holds:
multπa(z)R = multz Q.
Proof. We use the notation J(A,B) for any two closed subsets A,B ⊂ P,
introduced in Sec. 1.1. Besides, for a closed subset A ⊂ Q let
T (A,Q) =
⋃
p∈A
TpQ
be the closure of the set, which is swept out by all the tangent lines to Q at the
points of the set A. Using the estimate (9) we see that dim J(C,Q) ≤ k − 1 and
for this reason J(C,Q) is a proper closed subset of the space P. Furthermore, it is
clear that
T (C,Q) ⊂ J(C,Q).
Consequently, for a point of general position
a ∈ P \ J(C,Q)
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any line La,q, where q ∈ C, has no other points of intersection with Q and does not
touch Q at the point q. Since the conditions (i) and (ii) are obviously open in a and
q, there is an open set U ⊂ Q that contains the entire curve C and satisfies (for the
fixed a) the conditions (i) and (ii). Q.E.D. for the corollary.
Corollary 2. Assume that codimQ = 2, C ⊂ Q is a curve (possibly reducible)
and q ∈ C. For a sufficiently general choice of the point a ∈ P \Q the projection
πa:Q→ R ⊂ P
k−1
is bijective and preserves multiplicity in a neighborhood of the point q. More pre-
cisely, there exists an open set U ⊂ Q such that:
(i) C ∩ (Q \ U) = Γ is a finite set of points;
(ii) π−1a (πa(U)) = U , the map πa:U → πa(U) is bijective and preserves multi-
plicity;
(iii) for each point z ∈ Γ the line La,z does not touch Q at z, La,z ∩Q = {z, z
∗},
where z∗ 6= z is a smooth point of the variety Q and La,z does not touch Q at the
point z∗. Moreover, for each z ∈ Γ there exists an open set Uz ⊂ Q, z ∈ Uz, such
that for any point v ∈ Uz either
• the line La,v meets Q at the point v only and the intersection is transversal, or
• v has the same properties as z, that is, the line La,v meets Q at precisely
two points, v and v∗, v∗ smooth on Q, and in both cases the intersection is
transversal.
Proof. In this case J(C,Q) = P, so that for any point a ∈ P there are points
q ∈ C where the projection πa increases the mupltiplicity. However, if A ⊂ C is any
finite set of points then dim J(A,Q) ≤ k − 1. Therefore for a general point a ∈ P
there exists an open set U ⊂ Q such that both conditions (i) and (ii) are satisfied.
(In order to get the condition (i), it is enough for the set A to contain at least one
point ai ∈ A, ai ∈ Ci, for each irreducible component Ci of the curve C.)
Furthermore, dim(C, SingQ) ≤ k − 1, so that for each point z ∈ Γ the line
La,z meets Q (leaving aside the very point z) at smooth points only. Counting
dimensions, it is easy to see that for a general point a the intersection La,z consists
of precisely two points z, z∗, whereas at z∗ this intersection is transversal. Finally,
it is easy to see that the property of the line La,v meeting Q transversally at at most
two points (v itself and possibly another one, v∗, which is smooth on Q) is open in
v. This proves our last claim. Q.E.D.
Now it is trivial to generalize Corollaries 1 and 2 for effective algebraic cycles
(instead of irreducible subvarieties). Let
Q =
∑
i∈IQ
miQi
be an effective cycle with Qi pair-wise distinct and of the same dimension dimQi =
dimQ, mi ≥ 1. We define the multiplicity of the cycle Q at a point y ∈ P by
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linearity:
multyQ =
∑
i∈IQ
mimultyQi.
It is easy to see that the claim of Corollary 1 remains true if we replace an irreducible
subvariety Q by an effective cycle Q, and R = πa(Q) by
R = (πa)∗Q =
∑
i∈IQ
miRi,
where Ri = πa(Qi) and we may assume that the subvarieties Ri are again pair-wise
distinct.
The claims (i) and (ii) of Corollary 2 also remain true after the same modification.
As for the claim (iii), it should read as follows:
(iii) for each point z ∈ Γ the line La,z does not touch SuppQ at z, La,z∩SuppQ =
{z, z∗}, where z∗ 6= z is a smooth point of the closed set SuppQ, and La,z does
not touch SuppQ at the point z∗. In other words, there exists one and only one
component Qi(z) of the cycle Q, i(z) ∈ IQ, such that Qi(z) ∋ z
∗ and Qi(z) is smooth
at z∗. In particular,
multπa(z)R = multz Q +mi(z) ≤ multz Q+max
i∈IQ
{mi}. (17)
Moreover, for each point z ∈ Γ there exists an open set Uz ⊂ SuppQ, z ∈ Uz,
such that for any point v ∈ Uz either
• the line La,v meets SuppQ at the point v only and the intersection is transver-
sal, or
• v has the same properties as z, that is, the line La,v meets SuppQ at precisely
two points, v and v∗, v∗ smooth on SuppQ, and in both cases the intersection
is transversal.
In particular, for any v ∈ Uz we have the estimate
multπa(v)R ≤ multvQ +max
i∈IQ
{mi}. (18)
Proof of the claim (iii). All the assertions of the claim but the estimate (17)
follow directly from part (iii) of Corollary 2. So let us prove this estimate. For a
general 2-plane P ⊂ Pk−1, containing the point r = πa(z), we have
multr R = (P · R)r.
As in the proof of Proposition 6 above, we take the inverse image P+ = π−1a (P ) of
the plane P and obtain the equality
(P · R)r = (P
+ ·Q)z + (P
+ ·Q)z∗ . (19)
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Since the line La,z does not touch SuppQ at z and z
∗, and z∗ is a smooth point of
Qi(z), we may rewrite (19) as the left-hand side of the inequality (17). The rest is
obvious. Q.E.D.
In what follows we shall refer to Corollaries 1 and 2 in their generalized form
just discussed (that is, for effective equidimensional cycles Q).
1.3 Singularities of the divisor F
Let us prove part (i) of Proposition 4. Note that if a subvariety W ⊂ X of a smooth
variety X is a log-centre of the pair (X,D), where D =
∑
i∈ID
diDi is a Q-divisor, then
for each point x ∈ W
multxD =
∑
i∈ID
dimultxDi > 1.
Therefore if a point x ∈ PM−2 lies on a log-centre of the pair (PM−2, 1
2n2
F ) then
multx F > 2n
2.
Denote by C ∋ x the connected component of the set
{z ∈ Z | multx Z > n
2},
containing the point x. Since Z ∼ n2H2 is an effective cycle of codimension two on
the smooth hypersurface V , we conclude that by Proposition 5 that C is either a
point or a curve.
Let us represent the projection from a line L as a composition of two projections:
πL = πa ◦ πb, where b ∈ P and a ∈ P
M−1 are general points. Set Zb = (πb)∗Z. By
Corollary 1 in SuppZ there exists an open subset Ub ⊃ C such that πb|Ub preserves
multiplicity. Consequently, the connected closed algebraic set Cb = πb(C) is a
connected component of the set
{z ∈ SuppZb | multz Zb > n
2}.
If C = {x} is a point, then Cb = πb(x) is again a point and we apply Corollary 1 once
again to conclude that for any point z in a neighborhood of the point y the preimage
(πL|SuppZ)
−1(z) consists of only one point and if z 6= y = πa(πb(x)) = πL(x) then we
have
multz F = mult(πL|SuppZ )−1(z) Z ≤ n
2,
so that the pair (PM−2, 1
2n2
F ) is log-terminal at the point y in dimension one.
So we assume that C is a connected curve. Therefore Cb ⊂ SuppZb is also a
connected curve and we apply Corollary 2 (in the generalized form) to the effective
cycle Zb in a neighborhood of the curve Cb. We see that there exists an open subset
Ua ⊂ SuppZb, containing the point πb(x) and meeting each component of the curve
Cb, such that the map πa:Ua → πa(Ua) ⊂ πL(SuppZ) is bijective and preserves
multiplicity. In particular,
πL(C) ∩ πa(Ua) = {z ∈ πa(Ua) | multz F > n
2}.
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Therefore any variety W ⊂ SuppF which has a non-empty intersection with πa(Ua)
and is not contained entirely in πL(C) cannot be a log-centre of the pair (P
M−2, 1
2n2
F ).
It remains to consider any of the “bad” points p ∈ Γ = Cb ∩ (SuppZb \Ua). The
line La,p is not tangent to Zb at the point p and
La,p ∩ SuppZb = {p, p
∗},
where p∗ 6= p is a smooth point of one of the irreducible components of Zb, and
moreover the intersection of La,p and SuppZb at the point p
∗ is transversal. By
Corollary 2, part (iii) in the generalized form we get a neighborhood Up ∋ p such
that for any v ∈ Up the estimate (18) holds. Since the multiplicity of any irreducible
component of the cycle Z is not higher than n2 (by the Lefschetz theorem) and the
same is accordingly true for Zb, we get finally for any point q ∈ Up:
multπa(q) F ≤ multq Zb + n
2. (20)
Now recall that Cb is a connected component of the set {z ∈ Zb | multz Zb > n
2}.
By (20) this implies that in a neighborhood of the point πa(p) the connected set
πa(Cb) contains all the points z ∈ F where
multz F ≥ 2n
2 + 1.
Consequently, the curve πa(Cb) has a neighborhood U ⊂ SuppF , U ⊃ πa(Cb) such
that
πa(Cb) ⊃ {z ∈ U | multz F ≥ 2n
2 + 1}.
Therefore the pair (PM−2, 1
2n2
F ) is log-canonical at the point y = πL(x) in dimension
2.
2 Log-canonical singularities
In this section we prove Proposition 1. The arguments are based on the connected-
ness principle of Shokurov and Kolla´r.
2.1 The connectedness principle of Shokurov and Kollar
We will need a very particular case of this principle. Let X be a smooth variety,
D =
∑
i∈ID
diDi a Q-divisor, di > 0, where the prime divisors Di are pair-wise distinct.
Let
f : Y → X
be a resolution of singularities, {Ei | i ∈ If} the set of exceptional divisors, where
the divisor ⋃
i∈ID
D˜i ∪
⋃
i∈If
Ei
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has normal crossings on Y , D˜i stands for the strict transform of Di on Y . Set
D˜ =
∑
i∈ID
diD˜i
and write down
KY + D˜ = f
∗(KX +D) +
∑
i∈If
eiEi. (21)
The connectedness principle (Shokurov [Sh], Kollar [K]). Assume that
the class −(KX +D) is numerically effective and big. Then the closed algebraic set⋃
di≥1
Di ∪ f(
⋃
ei≤−1
Ei)
is connected.
Proof (extracted from [K], 17.4) is based on the
Kawamata-Viehweg vanishing theorem. Let Y be a smooth projective va-
riety, R =
∑
i∈IR
riRi an effective Q-divisor with 0 < ri < 1, Ri pair-wise distinct
and ⋃
i∈IR
Ri
with normal crossings. Assume that L ∈ Pic Y is a class such that the class (L−R)
is numerically effective and big, that is, (L−R)dimY > 0. Then
Hj(Y,KY + L) = 0
for j ≥ 1.
For a proof, generalizations and explanations see [Kw,V,EV].
Now, following Kolla´r, let us obtain the connectedness principle. For convenience
of notations set
J = If ∪ ID
and for i ∈ ID set Ei = D˜i, ei = −di. Now we can rewrite (21) as
KY = f
∗(KX +D) +
∑
i∈J
eiEi. (22)
For each i ∈ J set
mi = min{m ∈ Z|m ≥ ei}, αi = mi − ei ≥ 0,
so that ei = mi − αi, αi < 1. Rewrite (22) as
−f ∗(KX +D) = −KY +
∑
i∈J
miEi −
∑
i∈J
αiEi.
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Since by assumption −(KX +D) is nef and big, the same is true for its f -pull back.
Now apply the vanishing theorem to
L = −KY +
∑
i∈J
miEi and R =
∑
i∈J
αiEi.
We obtain the vanishing
Hj(Y,
∑
i∈J
miEi) = 0
for j ≥ 1. On the other hand mi ∈ Z+ if and only if ei > −1 and moreover mi ≥ 1
if and only if ei > 0. Therefore setting
E+ =
∑
ei>−1
miEi =
∑
ei>0
miEi
and
E− = −
∑
ei≤−1
miEi,
we see that
Hj(Y,E+ − E−) = 0 (23)
for j ≥ 1 where both E+, E− are effective divisors. Now apply (23) to the standard
exact sequence
0 −→ OY (E
+ − E−) −→ OY (E
+) −→ OY (E
+)|E− −→ 0.
We conclude that the map
H0(Y,E+) −→ H0(E−, E+|E−) (24)
is surjective. But since for i ∈ ID all the coefficients ei are negative, the divisor E
+
is f -exceptional. Thus
H0(Y,E+) ∼= C.
On the other hand, the components Ei of the divisors E
+ and E− form two disjoint
sets, so that the restriction E+|E− is an effective divisor on the scheme E
−.
Let l ≥ 1 be the number of connected components of the set⋃
ei≤−1
Ei
which is precisely SuppE−. Obviously,
dimH0(E−, E+|E−) ≥ l.
Therefore (24) gives a surjective map
C −→ Cl −→ 0
which of course implies that l ≤ 1. In other words, SuppE− is connected, which is
precisely what we need. Q.E.D. for the connectedness principle.
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2.2 Log-canonical singularities of divisors in Pk
Let us prove Proposition 1. It is sufficient to prove the “terminal” version of the
proposition, since the “canonical” version is its direct implication. Moreover, since
the property of being log-terminal is open with respect to the coefficients di, we may
assume that the inequality (3) is strict, that is,
l + degD < k + 1.
Now assume the converse:
x ∈ LC(X,D).
By assumption dimLC(X,D, x) ≤ l − 1, so that for a general plane P ⊂ Pk of
codimension l we get
P ∩ LC(X,D, x) = ∅.
To simplify our notations, we write in this section P instead of Pk.
Fix such a plane P . Denote by ΛP ⊂ |H| the linear system of hyperplanes
containing P . If l = 1, then ΛP = {P}. In this case set H
♯ = P .
If l ≥ 2, then the linear system ΛP is free from fixed components, Bs ΛP = P .
In this case set
H♯ =
∑
i∈IH
εHi,
where ε > 0 is a small rational number, {Hi | i ∈ IH} is a general set of hyperplanes
in ΛP and
degH♯ = l = ε · ♯IH .
Consider a new Q-divisor D♯ = D +H♯.
Lemma 5. Outside the plane P the closed sets
LC(P, D) and LC(P, D♯)
coincide.
Proof. This is almost obvious. Let f : Y → P be a resolution of the pair (P, D).
Clearly outside P the divisor H♯ has normal crossings and
H˜♯|Y \f−1(P ) = f
−1(H♯)|Y \f−1(P ),
so that on Y \ f−1(P ) we get
KY + D˜
♯ = f ∗(KP +D
♯) +
∑
i∈If
eiEi.
Moreover, since on Y \ f−1(P ) the linear system f ∗ΛP is free, the divisor⋃
i∈ID
D˜i ∪
⋃
i∈If
Ei ∪
⋃
i∈IH
H˜i
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has on Y \ f−1(P ) normal crossings. Taking into account that ε > 0 is small, we get
finally:
LC(P \ P,D♯) = f
( ⋃
ei≤−1
Ei
)
= LC(P \ P,D),
which is what we need.
Now write down
KY = f
∗(KP +D
♯)−
∑
i∈ID
diD˜i −
∑
i∈IH
εH˜i+
+
∑
i∈I∗
f
eiEi + ePE
for some resolution f : Y → P of the pair (P, D♯), where for l = 1 we have ε = 0,
E = P˜ and eP = −1, and for l ≥ 2 the exceptional divisor E is determined by
the condition that f(E) = P and in a neighborhood of the general point of E the
morphism f : Y → P is the blow up of the plane P .
Lemma 6. eP = −1.
Proof: indeed, ∑
i∈IH
ε = l,
whereas the discrepancy of E is equal to a(E) = codimP − 1 = l − 1, whence we
get the claim of the lemma.
Note that −(KP +D
♯) is a numerically effective and big class: more precisely, it
is equal to (k+1− l−degD)H , where the coefficient in brackets is strictly positive.
Now by the connectedness principle and the two previous lemmas the set
f
( ⋃
ei≤−1
Ei
)
∪ P = LC(P, D) ∪ P
is connected. However, the connected component LC(P, D, x) by assumption is
non-empty and moreover
LC(P, D, x) ∩ P = ∅.
Therefore the closed set LC(P, D) ∪ P has at least two connected components. A
contradiction. Q.E.D. for Proposition 1.
3 The main construction
In this section we prove part (ii) of Proposition 4. The argument is based on the
geometric construction introduced in [P2].
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3.1 The direct image of a maximal singularity
Let
π:P− − → PM−2
be the linear projection from a general line L,
πL|V :V − − → P
M−2
its restriction onto the hypersurface V . The map πL|V is not well defined at the M
points of intersection L ∩ V . Blow these M points up:
σ: V˜ → V
and denote the regular extension of the map πL|V on V˜ by the symbol
π: V˜ → PM−2.
The following properties are satisfied when the line L is sufficiently general:
(1) L ∩ SuppZ = ∅, so that for the strict transform Z˜ of the effective cycle
Z = (D1 ◦D2) on V˜ we have Z˜ = σ
−1(Z);
(2) the curve π−1(y) is smooth (recall that y = πL(x)), meets Z at the unique
point x and is not tangent to Z at x;
(3) the morphism π is birational on each irreducible component of the cycle Z.
Let us consider the direct image π∗ν of the discrete valuation ν. Algebraically
π∗ν can be defined (up to dividing by an integer) as the composition
π∗ν:C(P
M−2)×
π∗
→֒ C(V˜ )× = C(V )×
ν
−→ Z,
where × means taking the multiplicative group of non-zero elements of a field. Re-
alizing π∗ν geometrically, let
ϕ:X → PM−2
be a birational morphism withX smooth, the set {Ei | i ∈ IX} of exceptional divisors
having normal crossings and
ϕ
(⋃
i∈IX
Ei
)
= y, (25)
such that for some exceptional divisor E = Ea we get
π∗ν = ordE(·).
Geometrically, it means the following. Take
V ∗ = V˜ ×PM−2 X.
Taking into account (25) and the fact that the fiber π−1(y) is non-singular, we see
that the variety V ∗ is smooth and the projection
f :V ∗ → V˜
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is a birational morphism with the set of exceptional divisors {E∗i | i ∈ IX}, and
moreover
E∗i = C × Ei and f
(⋃
i∈IX
E∗i
)
= C,
where f |E∗i is the projection onto the first factor. Moreover, the following diagram
is commutative
V ∗
f
−→ V˜
π ↓ ↓ π
X
ϕ
−→ PM−2,
where, somewhat abusing our notations, we denote the natural projection of V ∗
onto X also by the symbol π, since outside ∪E∗i the variety V
∗ is isomorphic to V˜
and the left-hand projection extends the right-hand one.
Now by the definition of direct image we get
π(centre(ν, V ∗)) = E.
Since centre(ν, V˜ ) = x, we can say more. For each i ∈ IX set
∆i = E
∗
i ∩ f
−1(x) ⊂ E∗i .
Obviously all the projections π: ∆i → Ei are isomorphisms. Now we get
centre(ν, V ∗) = ∆,
where ∆ = ∆a ⊂ E
∗ = E∗a.
Let Σ∗ be the strict transform of the linear system Σ on V ∗.
Lemma 7. The strict transform coincides with the pull back:
Σ∗ = f ∗Σ˜ = f ∗σ∗Σ.
Proof. As it was mentioned above, for each exceptional divisor E∗i we have
f(E∗i ) = C, but the curve C is not a base curve for Σ˜, since
C 6⊂ Z˜.
Q.E.D. for the lemma.
3.2 Comparing multiplicities
Here we use the ring structure on the group of classes of cycles on smooth varieties,
the operations of direct image and flat inverse image described in [F].
Take the divisors
D∗i = f
∗D˜i = f
∗σ∗Di,
i = 1, 2, and let
Z∗ = (D∗1 ◦D
∗
2), Z˜ = (D˜1 ◦ D˜2)
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be the algebraic cycles of scheme-theoretic intersection of these divisors. Denote by
z∗, z˜ and z the classes of Z∗, Z˜ and Z in A2V ∗, A2V˜ and A2V , respectively.
Corollary 3 (from Lemma 7). The following equality holds: z∗ = f ∗z˜ =
f ∗σ∗z.
Proof. Indeed, f ∗ and f ∗σ∗ are ring homomorphisms. Q.E.D.
Now let us compare the direct image F of the cycle Z on PM−2 and the direct
image of Z∗ on X .
Lemma 8. The following equality is true: π∗Z
∗ = ϕ∗F .
Proof. By construction π∗Z = F ; therefore, π∗Z˜ = F . Thus we get:
π∗Z
∗ = F˜ +
∑
i∈IX
biEi,
where F˜ is the strict transform of the cycle F on X , bi ∈ Z are uniquely determined
integers. On the other hand,
ϕ∗F = F˜ +
∑
i∈IX
ciEi,
where ci = ordEi F ∈ Z+. However, by the previous corollary (and the standard
theorems of intersection theory [F, 1.7 and Ch. 8])
π∗z
∗ = π∗(f
∗σ∗z) = ϕ∗π∗z˜
(here f ∗, ϕ∗ and σ∗ are pull back operations in A∗, π∗ is the direct image, preserving
dimension), so that the classes of divisors∑
i∈IX
biEi and
∑
i∈IX
ciEi
in A1X coincide. Consequently, bi = ci for all i ∈ IX , which proves the lemma.
Corollary 4. The following equality holds:
νE(F ) = mult∆ Z
∗. (26)
Here the right-hand side means the multiplicity with which the irreducible sub-
variety ∆ ⊂ V ∗ of codimension two comes into the cycle Z∗.
3.3 Computation of νE(F )
The right-hand side of the equality (26) is not hard to compute (actually, this has
already been done in [P2]). Namely, let
γi,i−1: V
♯
i −→ V
♯
i−1⋃ ⋃
E♯i −→ Bi−1
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be the sequence of blow ups of the centres of the valuation ν, starting with V ♯0 = V
∗,
B0 = ∆, that is,
Bi = centre(ν, V
♯
i ),
E♯i = γ
−1
i,i−1(Bi−1), i = 1, . . . , N , E
♯
N ⊂ V
♯
N is a divisorial realization of the valua-
tion ν. Let Σi be the strict transform of the linear system Σ on V ♯i . Define the
multiplicities µi as
µi = multBi−1 Σ
i−1.
In the usual way (see [IM,IP,P1-P8]) we introduce the graph Γ of exceptional divisors
E♯i , i = 1, . . . , N , taking the set
{E♯i} ↔ {i = 1, . . . , N}
to be the set of vertices, and drawing an arrow
i −→ j
if and only if i > j and the subvariety Bi−1 lies in the strict transform (E
♯
j)
i−1 of the
exceptional divisor E♯j on V
♯
i−1. Let the integers pij for i > j stand for the number
of paths
i0 = i −→ i1 −→ . . . −→ ik = j,
k = 1, . . ., from i to j in the graph Γ of the valuation ν and set pii = 1, so that
pij = νE♯i
(E♯j).
By the standard formulae of the intersection theory [P3, Appendix B], see also [P4],
we get
mult∆ Z
∗ ≥
N∑
i=1
µ2i .
Lemma 9. The following estimate is true:
N∑
i=1
piµi > n ·
(
a(E)p1 +
N∑
i=1
pi
)
(27)
where pi = pN,i and a(E) stands for the discrepancy of E.
Proof. By the Noether-Fano inequality
ν(Σ) > n · discrepancy(ν).
Here ν(Σ) = ν(Σ∗), since Σ∗ is the pull back of the linear system Σ on V ∗. By
the standard technique (see [P2,P3,P5]) ν(Σ∗) is the left-hand side of (27). Let us
estimate the discrepancy of the valuation ν with respect to V : we get
KV ∗ = f
∗σ∗KV +
∑
i∈IX
a(Ei)E
∗
i ,
27
so that
a(ν, V ) ≥ a(E,PM−2) · ν(E∗) + a(ν, V ∗).
Since centre(ν, V ∗) = ∆ ⊂ E∗, we obtain the inequality
ν(E∗) ≥ ν(E♯1) = p1
(in fact, one can say more precisely that
ν(E∗) =
∑
Bi−1⊂(E∗)i−1
pi,
where (E∗)i−1 is the strict transform of E∗ on V ♯i−1, but we do not need that).
Finally, all the centres Bi−1 are of codimension 2, so that
a(ν, V ∗) =
N∑
i=1
pi,
which is what we need. Q.E.D. for Lemma 9.
Corollary 5. The following estimate holds:
νE(F ) > n
2 ·
(
a(E)p1 +
N∑
i=1
pi
)2
N∑
i=1
p2i
. (28)
Proof. Compute the minimum of the quadratic form
N∑
i=1
µ2i
on the hyperplane
N∑
i=1
piµi = C. (29)
The minimum is attained for µi = piλ, where the common constant λ can be ob-
tained from (29). Elementary computations complete the proof.
Corollary 6. The following estimate holds:
νE(F ) > 2n
2(a(E) + 1). (30)
Proof. Assume first that N ≥ 2. Opening the brackets in (28), we obtain the
inequality (
a(E)p1 +
N∑
i=1
pi
)2
> 2a(E)p1
(
N∑
i=1
pi
)
+
(
N∑
i=1
pi
)2
.
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But p1 ≥ pi for all i = 1, . . . , N , so that p1pi ≥ p
2
i and the first component of the
right-hand side is not smaller than
2a(E)
N∑
i=1
p2i .
By the definition of the integers pi we get
p1 =
∑
i→1
pi,
so that (
N∑
i=1
pi
)2
≥ p1 ·
N∑
i=1
pi +
(∑
i→1
pi
)
N∑
i=1
pi =
= 2p1
N∑
i=1
pi ≥ 2
N∑
i=1
p2i ,
whence by (28) we get the estimate (30) for N ≥ 2.
If N = 1, then p1 = 1 and
νE(F ) > n
2(a(E) + 1)2,
but (a(E) + 1)2 = 2a(E) + a(E)2 + 1 ≥ 2a(E) + 2, which is what we need.
It remains to note that the estimate (30) means precisely that the pair (PM−2, 1
2n2
F )
is not log-canonical at the point y.
The proof of Proposition 4 and thus of our theorem is complete.
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