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Abstract
Safety-critical embedded-system designs are typically both complex and expensive. Domains, such as medical
devices, however, require safety but also demand affordability. However, conventional safety and reliability engi-
neering methods, including redundancy or conventional dependency analysis, often lead to expensive and complex
system designs.
In this work, we propose a multi-layer dependency framework to analyze safety-critical systems. This framework
captures fine-grained dependencies in safety-critical systems compared with traditional dependency graph analysis.
Due to this new approach, we are able to verify the safety of systems with a reduced degree of redundancy, com-
pared with conventional reliability engineering methods. To show the effectiveness of the multi-layer dependency
framework, we apply it to four applications in the medical and control domains. These studies show a reduction in
the complexity of the associated safety subsystems, which translates to both a reduction in cost and a reliability
improvement for the safety subsystem. We specifically discuss the the applicability of our dependency framework
to distributed medical systems where the conventional two-layer dependency model is unable to analyze the safety
of complicated supervisory frameworks for such systems.
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Chapter 1
Introduction
As safety-critical embedded systems offer more functionalities and features, their complexity increases accordingly
and ensuring system safety becomes extremely difficult. In safety engineering, it is common to partition the system
into critical and non-critical subsystems and focus on improving the reliability and safety of the critical part and
its safe interaction with the rest of the system. A great amount of work has been done in this area toward
determining safety requirements in early stages of design and making systems safer [1], [2], [3], [4]. Reliability
engineering methods are also used to predict and understand the reliability of safety subsystems [5], [6]. Another
commonly used method is fault tree analysis to ensure no undesired event in the system can compromise the system-
wide safety [7], [8], [9]. A stronger reasoning framework used to discover safety dependencies in the system is the
dependency graph approach [10], [11], [12]. In this work we propose an improvement to conventional dependency
graph analysis [12] where we introduce a multi-layer dependency model and its associated fault-propagation rules.
The refined model can capture the characteristics of safety-critical embedded systems in a more precise manner.
Dependency graphs play a major role in designing reliable and safe embedded systems. System safety dependency
graphs can be used for rapid analysis of the design to ensure the safe composition of the system. The conventional
dependency graph approach has been used to compose safety-critical embedded systems [13], [14], [15], [16]. In
this work, we build upon the dependency graph approach by proposing a more general, multi-layer dependency
model. The necessity of this model is illustrated in the following example system.
However, this conventional model has a coarse-grained classification of dependency relations. Consider a Medical
Device Plug-and-Play (MDPnP) interoperability system for airway-laser surgery. We assume a version of this
system with four components: a ventilator, an airway laser, a pulse oximeter, and a central supervisor. The
devices are connected to the supervisor trough a communication network. The airway-laser operation is performed
on the patient’s face or neck area using a surgical laser when he is under anesthesia and breathing with the help of
an endotracheal tube carrying air with a high concentration of oxygen. The vicinity of the tube to the laser beam
bears the risk of accidental tube ignition and subsequent airway fire1. Therefore, oxygen flow must be blocked
while the laser is in use. However, this leads us to the second potential hazard which is brain damage. If the
1Each year, more than 600 surgical fires are reported. The most severe burns are internal and caused by burning breathing tubes
[17].
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oxygen flow is blocked for too long, the patient’s blood-oxygen saturation can drop below the safe threshold and
brain damage can occur.
It is crucial to have automatic supervisory systems coordinate the devices appropriately to ensure the patient’s
safety. In the system, all the necessary safety interlocks are implemented in the supervisor. Conventional depen-
dency model analysis only models depends and uses relations. If the conventional dependency graph model is used,
the supervisor will be modeled with a depends relation and therefore system safety fully depends on the supervisor
to send the correct and synchronized commands to the devices. Hence, the communication network should always
work and the supervisor software and all the underlying layers should never fail. It is possible to ensure system
safety by using redundancy or custom-designed highly-reliable computing and communication equipment. How-
ever, both of these solutions are excessively expensive. The main question is: Is it possible to reduce the need for
redundant and expensive equipment while maintaining system safety?
In this work, we introduce a multi-layer dependency framework by splitting the depends relation into a time-
liness dependency and a correctness dependency. In safety-critical systems, there are some components that are
only expected to deliver non-faulty service while they are alive. In other words, these components are fail-silent
components and system safety only depends on their correctness. However, the challenge is how to model and
analyze a system such as our example surgery scenario, where coordination among medical devices is needed, but
both the central supervisor and network may crash (fail-silent). The full dependency relation in the conventional
model does not capture the fail-silent concept.
We start by elaborating on the multi-layer dependency framework in Section 2. In this section, we assume a
simplified supervisory system for our airway-laser surgical scenario related to the NASS framework [18]. We show
that system safety only depends on the correctness of the supervisor by only making a few changes to the design.
As a result, failure of the supervisor or network disconnection does not affect system safety. The interconnection
networks can be unreliable and the supervisor, therefore, can be deployed on a lower-cost platform which may fail,
such as one with a COTS (Commercial Off-the-Shelf) operating system and microprocessor. Thus, applying the
multi-layer dependency framework to the system removes the need for redundant and expensive equipment.
A demo of NASS framework can be viewed at [19]. This framework is a medical supervisory framework for safe
coordination of medical devices which is designed according to ICE standard [20]. This standard is developed by
MDPnP group [21] with the goal of improving the safety and efficacy of patient care. The standard specifies the
basic elements of an automatic medical supervisory system for interconnected medical devices. The authors in
[22], [23] and [24] also focus on the necessity of systems of interconnected plug-and-play medical devices to improve
system safety.
2
Chapter 2
Basic Approach
In this section we take a closer look at dependency relations between components of a system to differentiate
two types of dependencies: Correctness and Timeliness. Then we introduce our dependency model that uses our
fine-grained dependency categorization to obtain a system composition with reduced-complexity critical subsystem
while maintaining the system safety. The goal of our work is to present a systematic approach to improve the
reliability of safety subsystem without compromising system safety. In systems in which we can recognize these
different types of dependencies, the complexity of safety-critical subsystem can be reduced significantly.
2.1 Motivation Example
We will build our dependency model and explain its benefits using an airway-laser surgery example. In this
subsection, we provide an intuitive explanation of how multi-layer dependency model can improve the system
design in terms of reliability and cost. We spend the next two subsections illustrating the conceptual model and
how to use it to determine if the system composition is safe. Our dependency model can also be used to determine
if the system can further be improved in terms of reliability of safety subsystem.
The airway-laser surgery system is composed of four components: ventilator, airway laser, pulse oximeter, and
the supervisor. As seen in Fig.2.1 the devices are connected to the supervisor through a communication network.
To prevent surgical fire, laser and ventilator should be synchronized by the supervisor. This process is performed
through a series of handshakes between the supervisor and the devices. Fig.2.2.a and Fig.2.2.b illustrate this
process for the conventional design. As we can see from Fig.2.2.b, when there is a network or supervisor failure,
patient safety can be violated.
In contrast, in the design based on multi-layer dependency model we can have a safe and more reliable system
composition just by attaching a simple timer to each medical device. As mentioned previously, we use a simplified
version of timer-based approach to explain the need for a multi-layer dependency model. In the initial configuration
of the system the ventilator is enabled and the oxygen flow is open but the laser is disabled. The following explains
the steps of airway-laser surgery in a timer-based supervisory system:
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1. To start the surgery, the supervisors reads the patient SpO2 level monitored by the pulse oximeter.
2. If the value is above a safe threshold then it sends a disable command to ventilator with a timer value.
3. The supervisor waits for an ACK form the ventilator.
4. After receiving the ACK form the ventilator, the supervisor waits for a safe amount of time to ensure that
all the oxygen in the patient’s airway has depleted before the laser becomes enabled to prevent fire.
5. The supervisor sends an enable command to airway laser along with its timer value.
6. The supervisor monitors patient’s SpO2 level constantly.
7. If patient SpO2 drops below the safe threshold, the supervisor sends a disable command to laser.
8. The supervisor sends an enable command to ventilator to open the oxygen flow.
9. To resume the surgery, a safe amount of time should elapse and SpO2 reading should return to the safe
range.
10. If the the supervisory loops becomes open in the middle of laser operation, first the laser deactivation timer
and then ventilator activation timer expires.
As we can see in Fig.2.2.c, a failure of the supervisor or network disconnection incurs neither a fire nor a brain
damage. The deactivation timer of the laser is set to expire earlier than the oxygen controller’s enable timer.
If the supervisor fails in the middle of the laser operation, both timers will expire, and the devices will come
back to the default operations. Because the laser is turned off before the ventilator’s activation, no fire hazard
will occur even though the supervisor has failed in the middle. Moreover, a brain damage can also be prevented
because the timer make the ventilator to be turned on before low oxygen saturation happens. The device timers
should be implemented on a dedicated hardware to avoid the complex layers of software, operating system and
microprocessor.
We also use Fault Tree analysis to demonstrate the behavior of the system which lead to the hazardous and unsafe
situations. Safety is in fact a matter of system behavior that cannot be modeled by fault trees which are simply
representations of casual chains. Therefore, we use Extended Fault Tree which (EFT) is the combination of classic
fault Trees and State/Event semantics. The main goal is adding the capability of expressing state dependencies
or temporal order of events. This is necessary to describe a system’s behavior and analyze its reliability and
safety-related issues. In EFT states describe conditions that last over a period of time whereas events are sudden
phenomena, including state transitions. In EFT round rectangles represent states and events are denoted by solid
4
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bars. Directed edges with bold arrowheads mark the casual edges and those with light arrowheads mark temporal
edges. Fig. 2.3 shows the fault tree analysis for surgical fire and Fig. 2.4 shows the analysis of brain damage
incident for the first design.
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Figure 2.3. Fault Tree Analysis of Surgical Fire
In the first design, the critical part of the system includes the communication network and the supervisor software
and all the underlying layers. In contrast, in our design based on the multi-layer dependency model, the system
safety have only correctness dependency on the supervisor and have full dependency on device timers. Therefore,
the critical part of the system only includes the simple timers implemented on dedicated hardware. Therefore,
the new dependency model leads to a significant increase in reliability of safety-critical subsystems while all safety
requirements are still satisfied. In fact, the new dependency framework leads to a much safer design. This is due to
the fact that, in the new system composition the safety fully depends on simple timers implemented in hardware
which has tremendously lower failure rate compared to complex and unreliable components such as communication
network, operating system and microprocessor. In the first design the failure of any of complex components can
endanger the system safety while in the second design the safety only depends on the simple timer. Fig. 2.5 shows
the reduction in the fault tree of both of the adverse events in the second design. A large branch in both fault tree
is substituted by a small event which is the failure of safety-critical hardware. The probability of failure of this
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hardware component is multiple orders of magnitude smaller than the probability of failure of any of the complex
and unverifiable components in the original branch such operating system or the communication network.
In the rest of this section, we use the two different designs of airway-laser surgery system to explain the limitations
of conventional dependency model and introduce the multi-layer dependency model. We show how to determine
if the system composition is safe and if the system can be optimized in terms of cost and reliability of safety
subsystem using our refined dependency model.
2.2 Definitions
Ding et al. [12] introduce a dichotomy dependency framework in which the dependency relations between the
components of a system is categorized into use and depend. Suppose component B delivers service to component
A. Component A use component B if component A can function correctly and meets its safety requirements in
spite of all possible faults in component B. This relation is represented by A
use−−→ B in the dependency graph.
Component A depend on component B if component A fails for any faulty service delivered by component B. This
relation is represented by A
depend−−−−→ B in the dependency graph.
According to this dependency model, The airway-laser surgery system depends on the communication network
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Figure 2.5. Fault Tree Reduction in the Design based on Multi-layer Dependency Model
and the supervisor software and all the underlying layers. If the system is denoted by S, then from the system
safety perspective we have the followings:
• S depend−−−−→ SupervisorSoftware
• S depend−−−−→ OperatingSystem
• S depend−−−−→Microprocessor
• S depend−−−−→ CommunicationNetwork
Now, we introduce a fine-grained categorization of dependency relations. We differentiate correctness and full
dependencies encapsulated within depend relation. The study of safety-critical embedded systems shows that use
and depend relations may not be a precise way of describing the dependency relations between the components of
a system.
Definition1: Correctness Dependency Component A depends only on B′s Correctness, if A can meet its
safety specifications, even though data and/or commands from B are missing, early or late. However, component
B′s data or command are not incorrect if they arrive. This relation is represented by A correct−−−−→ B in the dependency
graph. If component A
correct−−−−→ B, to formally verify the Correctness of A, the Correctness of component B must
be verified as well.
Definition2: Timeliness Dependency component A is said to be dependent on Timeliness of component B,
if component A depends on component B to be alive and functioning in a timely manner throughout the system
lifetime. Timeliness dependency is a stronger relation than liveness dependency. In real-time domain the failure
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to produce the results is as harmful as failure to produce the results on time. Therefore, we only consider the
Timeliness dependency relation since it contains the liveness dependency inside itself.
Definition3: Full Dependency component A is said to be fully dependent on component B, if any fault in B
will lead to As failure. In this case component A depends on component B to be live and functioning correctly and
timely throughout system lifetime. In other words, full dependency encompasses the Correctness and Timeliness
dependencies. This relation is represented by A
full−−→ B in the dependency graph.
The airway-laser surgery system design can be refined using our multi-layer dependency model. By adding
a simple and reliable timer to each device we recognize that the system safety van be maintained when the
supervisor- device loop becomes open. However, the supervisor is expected to send the correct commands when
the loop is closed. Therefore, the system safety only depends on the correctness of supervisor software. The
simple timer implemented on dedicated hardware manages to maintain safety even when the supervisor fails or
the communication network disconnect. As a result of this new system composition we have the followings:
• S full−−→ Timer
• S correct−−−−→ SupervisorSoftware
• S use−−→ OperatingSystem
• S use−−→Microprocessor
• S use−−→ CommunicationNetwork
In this new design, the safety-critical subsystem only includes the simple timers. Therefore, differentiating the
Correctness and Timeliness dependencies can result in reducing the complexity of the safety-critical subsystem by
recognizing the components that the system safety depends on both their correctness and timeliness. Using the
multi-layer dependency model we can compose systems with more reliable critical subsystem while satisfying all
the the safety requirements. In next subsection we explain our dependency framework.
2.3 Multi-layer Dependency Model
We define system S as a graph where nodes are components annotated with fault models and annotated de-
pendency relations are arcs connecting the components. We adopt the classic fault classification from [25]. The
component faults are categorized into value, crash and timing faults. Value faults happens when given a set of
inputs the component does not behave according to its specification and generates an incorrect set of outputs.
Crash faults refers to inability of the component to respond to a set of inputs and generate the expected results. A
timing fault occurs when a component fails to produce the results timely. The timing fault includes the late and
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early timing failures. A timing fault can also represent a crash fault since it can be considered a timing fault with
a delay that equals to infinity. In addition, in real-time systems, timing and crash faults have the save adverse
effect on the system. Therefore, we only consider timing and value faults in our model. We use this fault model
along with our refined dependency model to construct the multi-layer safety dependency graph of the system.
Given the fault model of each component in the system and the dependency relations between the components
we can construct system’s dependency graph. Suppose FB denotes the set of faults that can occur in component
B and F
(B)
A denotes the set of faults in component A introduced by the faults in component B. The following
theorem explains the fault propagation rules in our refined dependency graph.
Theorem1: Multi-layer Dependency Propagation Rules
1. If A
Full−−−→ B and FB = {value, timing} then F (B)A ⊆ {value, timing}
2. If A
Full−−−→ B and FB = {value} then F (B)A ⊆ {value, timing}
3. If A
Full−−−→ B and FB = {timing} then F (B)A ⊆ {value, timing}
4. If A
correct−−−−→ B and FB = {value, timing} then F (B)A ⊆ {value, timing}
5. If A
correct−−−−→ B and FB = {value} then F (B)A ⊆ {value, timing}
6. If A
correct−−−−→ B and FB = {timing} then F (B)A = {}
7. If A
Use−−→ B then F (B)A = {}
Proof: Rules 1-3 can be easily obtained form Definition 3. If component A fully depends on component B, a
timing or value fault in B would trigger a fault in A. This fault can be a timing or value fault or both. The actual
mapping from the fault in B to the triggered fault(s)in A depends on the way the faults are masked in A. Rules
4-6 can be derived directly from Definition 1. If component A depends on the correctness of component B, only
a value fault in B can trigger a fault in A. The type of fault(s) triggered depends on how the faults are masked
in A. However, the set of faults in A triggered by a fault in B is a subset of our fault superset, {value, timing},
in rules 1-6. Rule 7 refers to the fact that if If component A only uses the service of component B and does not
depend on it, then no fault in B can trigger a fault in A.
Given the dependency graph of system S annotated with components fault model, we can determine if the
system composition is safe by applying the above rules. Moreover, the optimized system composition in terms of
reliability of safety-critical subsystem can be found using our refined dependency graph. Now, let us go back to
our airway-laser surgery example. Fig.2.6 shows the safety dependency graph of the system.
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Fig.2.6.a shows dependency graph of the system with conventional design. We can see that the system safety
depends on the communication network and the supervisor. We assume that the correctness of supervisor software
has been verified formally. Therefore, no value fault can happen in this component. The microprocessor and
supervisor can crash any time. As mentioned in the previous subsection, in our fault model we only consider
timing fault which is a stronger form of crash fault. Therefore, the fault set of these components include the
timing fault. Network can also disconnect and generate a timing fault. According to rule 3, the timing fault in
operating system or microprocessor can trigger a timing or value fault in the supervisor software. However, in this
example if the microprocessor or operating system crashes, the supervisor software will crash as well. Therefore,
the timing fault in any of these components can only translate into a timing fault in the supervisor software.
Ultimately, the timing fault in communication network or supervisor results in the failure of the system. This
fact is illustrated by the non-empty set of faults in the top node which represents the system. In conclusion, this
system composition is not reliable and results in violation of safety requirements.
On the contrary, the second design of airway-laser surgery system which is based on our refined dependency
model results in a correct composition. As we can see from Fig.2.6.b, none of the faults occurring in the network
or supervisor can translate into a system-wide failure. The system only has a full dependency on the timer
implemented on dedicated hardware. According to rules 6-7, the timing fault in the communication network or
supervisor does not translate as a system-wide fault.
In the first design, the critical part of system includes the communication network, microprocessor, operating
system and the supervisor software. On the other hand, the critical subsystem in the second design only includes the
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simple timer. The system safety fully depends on this component. The timer, which has a extremely simple logic,
should be implemented on dedicated hardware to avoid the complex and unverifiable layers such as operating system
and microprocessor. It is easy to see that the complexity and therefore the failure rate of safety-critical subsystem
in the second composition is much smaller than the first composition. We adopt the exponential reliability model
[26]. If λA and RA are the failure rate and reliability of component A and CA denotes its complexity, then we have
the followings:
λA ∝ CA
R(A) ∝ e−CA
Therefore, composing a system according to our refined multi-layer dependency model improves the reliability
of safety-critical subsystem while maintaining system safety. In the next section, we evaluate the benefits of our
refined dependency model by applying it to another medical application and two control systems.
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Chapter 3
Case Studies
In order to demonstrate the benefits of our multi-layer dependency model, we analyze three different case studies.
First, we look at the classic inverted pendulum control system and propose a new composition and compare the
complexity results with those from the original Simplex design. To measure the complexity reduction in safety
subsystem, we use hardware component equivalent gate count as our metric which is proportional to the complexity
C in the exponential reliability model. Therefore, reducing the total gate count in the hardware component results
in improvement of safety subsystem reliability. Next, we examine a rollover prevention system for autonomous
off-road vehicles. After, we study the pacemaker design and evaluate the complexity reduction benefits that we
can obtain by reconfiguring it using our multi-layer dependency paradigm. Finally we discuss the configuration
overhead of our proposed system composition.
3.1 Cardiac Pacemaker
A cardiac pacemaker is a medical device used for patients with bradycardia condition or slow heart [27]. The
device uses electric impulses to regulate the beating of the heart. However, modern pacemakers offer additional
functionalities to increase the patients’s comfort level. These functionalities take into account the patient’s level
of activity and are implemented using complex controllers. According to the reliability theory, the probability of
failure of a system increases as its complexity grows. Therefore, to ensure the patient safety, Bak and et al. propose
the System-level Simplex architecture in which they divide the system into a safe controller and complex controller
[28]. Another safety critical component of the system is the decision module which is responsible for enforcing
the safety properties. Therefore if the output from complex controller is faulty it will be rejected by the decision
module. Safety controller and decision module are implemented on dedicated hardware and their correctness are
verified formally. The complex controller is implemented in software. In the proposed architecture there is only
two distinct levels of dependency (Fig.3.1-a).
In most of the pacemakers motion sensors are used for a better indicator of patient activity level. Complex
controller use this data in addition to the data sensed from the heart to determine the output. On the other
hand safety controller is a simple watchdog timer-based controller. If the complex controller is alive and its output
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passes the decision module safety checks, the output rate from the complex controller will be used to to regulate
the heart beat. Next, decision module will reset simple controller timer to prevent it from timing out. However, if
the complex controller output is faulty the decision module does not allow it to be used. In that cased the simple
controller timer will be time out and the patient heart be regulated using safety controller. In this time periods,
the patient will experience some degree of discomfort.
We argue that system safety only depends on the correctness of decision logic while it fully depends on the
simple controller. By adding a very simple component, which we call safety interface, to the critical subsystem
we can reduce the complexity of this subsystem while maintaining safety. In the new composition, the simple
controller and the safety interface make the critical part of the system. These two components are implemented
in dedicated hardware. The decision logic and complex controller are implemented in software.
Fig.3.1-b shows the new pacemaker system composition. Decision logic checks the safety of the complex controller
output before sending it to the critical subsystem. In the critical subsystem, the safety interface chooses the complex
controller output as the output rate if a valid complex arete is received on time. Otherwise, the simple controller
output is used as the output rate. The safety interface includes an error detection logic to ensure the integrity of
the control outputs received across transmission channel from the decision software. We assume that decision logic
augments the complex rate with some type of error detection code such as CRC-16. Therefore, if the complex rate
is altered during transmission it can be detected by the interface.
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Figure 3.1. Cardiac Pacemaker Alternative System Compositions
The graph in Fig.3.2 illustrates the conventional dependency model and Fig.3.3 represents the multi-layer
dependency relation between the components of pacemaker system. Each component in the graph is annotated
with its fault model where value, and time represents value, and timing faults respectively. The two different system
compositions are correct. However, the critical subsystem in the second composition has a lower complexity and
is more reliable.
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We evaluated hardware complexity of the critical subsystem in the two compositions. In the first composition in
which the system is configured based on dichotomy dependency model, this subsystem includes simple controller
and decision module. In the second composition which is based on multi-layer dependency model, the critical
subsystem is composed of simple controller and safety interface. As mentioned earlier, the safety-critical subsystem
is implemented on a dedicated hardware. The total equivalent gate count is used as the complexity metric. Both
designs were synthesized for execution on a Xilinx [29] XC4VLX25 FPGA. As you see from Table3.1 migration of
decision module from hardware to software results in 71% decrease in the total gate count in critical subsystem
hardware.
System Composition Equivalent Gate Count
Conventional Composition 4913
Multi-layer Composition 1402
Table 3.1. Hardware Logic Utilization of Safety-critical Subsystem in Cardiac Pacemaker
3.2 Inverted Pendulum
Let an inverted pendulum control system with Simplex architecture [13] exemplify more conventional control
systems. As shown in Fig. 3.4, the configurations are quite similar to the example of cardiac pacemaker except the
feedback loops. The system is composed of an inverted pendulum, a high performance controller, a high assurance
controller and a stability checker. The inverted pendulum is supposed to be basically controlled by the high-
performance controller. The operation of the high-performance controller is monitored by the stability checker. If
the stability checker concludes that the operation of the high-performance controller may put the system unstable,
the control is handed over to the high-assurance controller. The inverted pendulum’s stability does not depend
on the high-performance controller because the decision module continuously monitors the controller’s operation.
But, the stability depends on the high-assurance controller and the decision module, which are hence safety-critical
components. Based on the conventional dependency model, the system-level Simplex design puts the safety-critical
components in dedicated hardware for high reliability in [28].
If we adapt the multi-level dependency model, we can have a design in which the stability checker goes out
of hardware component without sacrificing the reliability as shown in Fig. 3.4-b Since the reasoning dependency
graphs in multi-layer dependency model resemble the ones for the pacemaker case, refer to Fig. 3.2 and 3.3. In the
new design, the stability checker in software inspects the high-performance controls and block the deliveries of the
potentially unsafe controls. The control reception module in hardware, which is newly added, checks the delivery
of a high-performance control, and use high-assurance control if there is no delivery. Therefore, we need a simple
timeout mechanism for the control reception module. In situations where the software decision module (stability
16
High
Assurance
Controller
High
Performance
Controller
Reliable H/W
Software
Stability
Checker
High
Assurance
Controller
High
Performance
Controller
Reliable H/WSoftware
Stability
Checker
(a) Design based on conventional dependency model
Control
Receiver
(b) Design based on multi-layer dependency model
Figure 3.4. Two Configurations of Inverted Pendulum Control Systems Based on the Conventional
and Multi-layer Dependency Models
checker) fails, the timer in the hardware control module times out. As a result, high-assurance controller output is
used to control the inverted pendulum. In this new design, the stability has only Correctness dependency on the
stability decision module because the high-assurance controller is employed when the decision module fails.
This new design reduces the complexity of the hardware module significantly. In Simplex architecture, the
decision module is typically more complex than the high-assurance controller, so is inverted pendulum case. The
stability of the system is decided by the Lyapunov function, which is composed of series of matrix multiplications,
while high-assurance controller is relatively simpler. Table 3.2 compares the total equivalent gate count in hardware
component when employing the conventional Simplex and the new Simplex from the multi-layer dependency model.
By moving the decision module to software, less logic was necessary in hardware. Total gate count was reduced from
90418 to 12694, a reduction of about 86%. Notice that we tried to optimize the gate count of the stability checker
by reusing one matrix multiplication unit for the series of matrix multiplications for fair comparisons. However,
the gate count significantly reduces by moving the decision module out of the hardware component because of
inherently higher complexity of dependency module than the high-assurance controller. Table3.2 shows the result
of synthesizing the safety-critical hardware components for execution on a Xilinx [29] XC4VLX25 FPGA.
By moving the decision module to software, less logic was necessary in hardware. Total gate count was reduced
from 90418 to 12694, a reduction of about 86%.
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System Composition Equivalent Gate Count
Conventional Composition 90418
Multi-layer Composition 12694
Table 3.2. Hardware Logic Utilization of Safety-critical Subsystem in Inverted Pendulum
3.3 Rollover Prevention System
Autonomous off-road vehicles are examples of systems which have complex software-controlled behavior, as well
as physical safety properties for which verification is desirable. Although there is no operator to injure, errors in
software can cause unintended actuation which can cause damage to property or the vehicle itself.
In previous work [30], we had developed a model of an off-road vehicle and applied the Simplex architectures to
prevent rollover from occurring. Rollover can occur if a vehicle with a high center of gravity turns sharply uphill.
More specifically, the rollover safety property was modeled as violated whenever one of the wheels of the of the
vehicle left the ground, by the equation:
g <
v2 ∗ sin(β)
WB
∗ sin
(
tan−1
(
2H
TR
))
cos
(
tan−1
(
2H
TR
)
+ α
)
g: gravitational acceleration
WB: vehicle wheel base
2H: twice the vehicle’s height of center of gravity
TR: vehicle track width
v: vehicle velocity
β: vehicle steering angle
α: slope terrain angle
There is also a symmetric case for rollover where α < 0 and β < 0. To avoid rollover, the safety controller
reduces the steering angle β, and reduces the velocity v, which both matches our intuition about rollover, and is
also clear from the rollover equation.
If we adapt the multi-level dependency model, we can have a design in which the stability decision module
goes out of hardware module without sacrificing the reliability. We created two version of safety-critical hardware
component in order to examine the amount of hardware which can be removed by moving the decision module
into software. In one version, the decision module, safety controller, and external communication interface are
all in hardware. In the other version, the decision module is not present in hardware. Both were synthesized for
execution on a Xilinx XC4VLX25 FPGA. The comparison of these two hardware blocks in terms of FPGA logic
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utilization is shown in Table 3.3.
System Composition Occupied Slices Gate Count
Conventional Composition 1714 (15%) 224804
Multi-layer Composition 1374 (12%) 218958
Table 3.3. Hardware Logic Utilization of Safety-critical Subsystem in Rollback Prevention System
By moving the decision module to software, less logic was necessary in hardware. The number of slices necessary
was reduced from 1714 to 1374, a reduction of about 20%.
3.4 Configuration Overhead
Data transmission between two subsystems can contains errors. This can be specifically problematic when the
recipient of data is the safety-critical subsystem . Therefore, some kind of error detection method should be used
to prevent the invalid data being used by this subsystem. The overhead associated with error detection methods
must be taken into account when calculating total complexity of the critical hardware component. In this work we
studied some of the popular error detection approaches and evaluated their complexity in terms of total equivalent
gate count (Table3.4).
Error Detection Method Equivalent Gate Count
CRC16 574
CRC8 385
Hamming(39,32) 278
Repetition 149
Table 3.4. The Hardware Logic Utilization for Different Error Detection Methods
An n-bit cyclic redundancy check (CRC) applied to a data block of arbitrary length, can detect any single
error burst not longer than n bits, and can detect a fraction 1 − 2−n of all longer error bursts. We evaluated
the complexity of CRC-8 and CRC-16 codes applied to a 32-bit data block. This method has a high efficiency in
detecting accidental bit errors which are one of the common types of error in transmission channels. Hamming
codes can detect up to two simultaneous bit errors and correct single-bit errors. For each integer n ≥ 2 there is a
code with n parity bits and 2n−n− 1 data bits. We measured the complexity of Hamming(39,32) code in which 7
bits of parity bits including an overall parity bit is used for a 32-bit data block. The final error detection method
that we evaluated was Repetition codes. In this method the data blocks are repeated across the communication
channel for some pre-specified number of times. If there is a difference between the blocks received on the other
side of the transmission channel, it can be determined that there is an error. We evaluated this method with two
repetitions. Repetition codes are not very efficient but they can be implemented with a small amount of hardware.
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Chapter 4
Distributed Medical Systems
The proposed multi-layer dependency model is specifically beneficial for safety analysis of doistributed Medical
system. According to the Institute of Medicine (IOM) [31] medical accidents are the eight leading cause of death
among Americans, with error-caused deaths in hospitals exceeding those from motor vehicles accidents, breast
cancer or AIDs. One of such medical accidents are surgical fires. As reported by ECRI [32], which is a non-profit
health agency, the basic elements of a fire are always present during the surgery. A misstep in procedure or a
momentary lapse of caution can result in hazardous situations and cause considerable injury to patients. Airway-
laser surgery, which is one of the surgical scenarios that can cause fire in the operating room, is the specific case
study that is the focus of our work. We believe that the majority of these accidents occur due to human error.
With the recent increase in the complexity of healthcare systems, stand-alone medical devices no longer provide
the necessary patient care. Therefore, we need system of interoperable medical devices. The coordination of large
number of medical devices by medical staff can be an error-prone process. Therefore, we need supervisory systems
that can automatically manage the complex interaction of the medical devices and coordinate them in a safe
manner. However, medical systems are in the safety-critical domain and the correctness of their design should be
formally verified.
Such supervisory systems often include communication networks that connect all the medical devices to the
central supervisor. Therefore the distributed nature of these advanced medical systems pose new challenges due
to their increased complexity. High complexity means larger number of states required to be checked during the
formal verification of the design. On the other hand, some of the components in the system are not verifiable. They
are either too complex to be verified or the probability of their failure is too high. These components are used in
medical systems or in any safety-critical system for that matter, for the advanced features they offer. However, the
system safety never depends on them. The safety is often delivered by simple and formally verifiable components.
They are usually implemented in hardware. This is due to the fact that hardware is more robust and less likely
to fail. Moreover, if a safety-critical component is implemented in software verifying the software application by
itself would not be enough. This is because the software application runs on top of an Operating System, which
runs on top of a Microprocessor. Formal verification of these layers are impossible in practice due to their great
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complexity. Therefore, safety of a software application can never be formally verified.
A semi-complex part of the safety component is implemented in software. This part is reliable and we depend
on its correctness. The system can tolerate its failure but we require it to be a fail-safe component. In other
words, its failure should not cause any harm to the other components in the system. The system expects valid
output from it when it is live and working. Therefore, one the assumptions of this architecture is that failure of
this component is a non-silent failure and does nor result in producing of corrupted outputs. The complex part
of the system is implemented in software. This part might not be verifiable and we do not on depend on either
liveness or correctness of this part.
This architecture is for design of medical systems consists of different medical devices and IT equipments
in a distributed environment. NASS Framework [18] is fail-safe implementation of such architecture used for
safe coordination of medical devices in a distributed environment while providing open-loop safety. This is an
important factor since the supervisory control loop can break in medical systems. This can happen due to network
disconnection or the crash of any common computing devices in the system.
One of the main parts of this work is introducing two types of dependencies in safety-critical embedded systems:
Liveness vs. Correctness. If the system safety depends only on Correctness of a component, that component must
function correctly when it is alive. This component does not have to be alive all the time and it can fail without
the system safety being affected. On the other hand, if the system safety depends on Correctness AND Liveness
of a component, the component must be alive and functioning correctly throughout the system lifetime. These
components are the most robust part of the system and they maintain the system safety in spite of failure of any
other parts. Therefore, they are considered safety critical part of the system. Using the conventional dependency
models, it is impossible to analyze the safety of such systems.
Another important point to mention is that this supervisory system is a low-cost solution for safe coordination of
distributed medical devices. This architecture allows the usage of common computing and networking equipment
and COTS (Commercial Of-The-Shelf ) components. This is due to the fact that in our architecture the system
safety does not depend on these components. The only custom designed part of the system is the safety critical
hardware component which can be implemented using very low-cost FPGA chips. The use of common equipments
can also offer convenience. AS an example, we can consider Wi-Fi that can be used in clinical environments instead
of complicated medical networking equipments. The safety of such cost-effective systems can be evaluated using our
multi-layer dependency model. This is possible due to the differentiation of dependency types in our model. The
safety of the patient can be ensured due to the fact that there is only a correctness dependency on the supervisor.
The safety of this system can not be illustrated using the conventional two-layer dependency framework.
To avoid single-point failures, a flow sensor is used at the oxygen supply tube to detect the malfunction of the
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computer-controlled valve. If the sensor detects that oxygen control valve is mechanically stuck close, the laser
will be disabled and medical personnel will be alerted to replace the valve immediately. Flow sensor failure will be
detected by the supervisory framework. Two types of failure is considered in our system. The first type is when the
sensor output is stuck at a value and the second case is when the sensor stops producing values. Medical personnel
will be alerted to replace the sensor immediately. It is less likely that the oxygen tank valve fails while the flow
sensor being replaced. The flow sensor is a better indicator of the oxygen flow status since there is a physiological
lag between when the oxygen flow is turned on and when the pulse Oximeter detects the signal. Therefore, oxygen
may be present in dangerous concentration before oximeter can detect it.
Open loop safe states may not exist in various conditions. Safety means mitigation of safety hazards which are a
function of the patient condition and the planned medical procedure. In the case of airway laser surgery example,
if the oxygen control valve is mechanically stuck closed which will be detected by flow meter, the procedure should
be stopped. In our system, in such cases, the laser is disabled and medical personnel will be alerted to replace the
oxygen tank valve manually.
We analyzed the safety of NASS Framework for airway laser surgical scenario using our multi-layer dependency
model and extended fault tree. In the Introduction section for the sake of simplicity and communicating the main
point of this work, we referred to the safety critical component as a simple timer implemented in hardware. In the
following section we discuss the main ideas behind the design and implementation of the safety critical hardware
component
4.1 Safety-critical Hardware Component in NASS Framework for Airway-laser Surgery
Scenario
The medical devices in NASS framework are only responsible for following the safe plans generated and sent by
the the NASS supervisor to them. This is ensured by the device interface. The device interface is the component
with the highest level of criticality in our supervisory system. The device interface has a very simple logic inside
which is named safety logic. The safety logic has clock inside and runs a synchronization algorithm to synchronize
its clock with NASS supervisor clock. Therefore, device interface does depend on any other components in the
system such as the application layer running on the device host computer for clock information. Consequently,
the safety logic inside the device interface can independently determine when there is failure in the system the
supervisory plans do not arrive on timely manner. The failure cases include network disconnection, device host
computer crash, or supervisor crash. In such cases the safety logic moves each device into a safe state. After
the problem is resolved and the system is up and running, the safety logic prepares for receiving new plans by
synchronizing its clock with the supervisor clock. After this step, the system is recovered to its normal operation.
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For fast and convenient development of the hardware safety component of our system, we used Xilinx ML505
FPGA board. However, for the final product only the simple and small FPGA chip will be used to implement
the the medical device interface. The chip logic is simple and easy to verify (refer to Appendix A for the device
interface logic). There is no Operating System or application on the chip. This component is extremely robust
and reliable and keeps the system in safe state when any of the common components fail. To control the medical
devices through the FPGA chip we used General Purpose Input Output(GPIO) pins on the board. This method
helped us to bypass any complex and unverifiable layers such as serial communication software.
There are many different kind of medical devices that are supposed to be connected into supervisory systems
in hospitals. It is desirable to use the same design for different devices. In our system, device software component
is highly reusable and device safety hardware component is very similar for all the devices. We used the same
hardware design for oxygen controller, ventilator and surgical laser in airway-laser surgery case. Based on our
implementation of NASS framework, medical device manufacturers do not have to make major modifications to
their device design. The fail-safe interface of the device are taken care by our system. As mentioned before, this
interface is implemented directly on hardware using a simple and small FPGA chip. The chip logic is very simple
and there is no Operating System or application running on it. This component is extremely robust and reliable
and keeps the system in safe sate despite the failure of any of the common components of the system.
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Chapter 5
Related Work
The main idea behind our architecture is closely related to the original idea of using simplicity to control complexity
[13], [14], [15], [16]. The recent increase in the use of commercial-off-the-shelf components (COTS) in distributed
complex medical systems makes applying fault avoidance methods which are based on formal verification more
difficult. Based on the [13], the key to improving the reliability is the existence of a simple and reliable core
component that ensures the system safety despite the failure of non-core components. This approach, which
is based on separation of critical requirements from desirable properties, lets us safely exploit the features and
performance of complex applications. We share with [15] the idea that an architecture for design of safety-critical
systems must provide application-independent utilities to tolerate hardware and software failures. In this work,
the authors propose the use of their architecture for safe online upgrade and evolution of dependable systems.
The challenges of design and certifications of systems of interoperable medical devices are even harder to over-
come compared to stand-alone devices. However, high confidence medical device software and systems are necessary
to avoid medical errors. The authors in [22] focus on the necessity of proper infrastructures on which networks of
efficient and fully functioning interoperable plug-and-play medical devices can be built. According to [23] having
a systems of interconnected plug-and-play medical devices in the ICU can prevent chaotic situations where alarms
from multiple devices go off. These systems can integrate the data from all the monitoring devices and proved
the clinical staff with a more precise assessment of patient state. In [24] the authors also discuss the benefits of
interoperable medical devices. Among the benefits mentioned at the work are the safety interlocks that would
lead to more resilient systems. The seamless integration of the medical devices into a fully functional systems is
only possible through plug-and-play mechanisms. The authors presents the prototype of an interoperable medical
system including a PCA pump and multiple monitoring devices to discuss the existing challenges and also the
benefits of such systems.
In [33], the authors use the Medical Device Coordination Framework ([34]) to develop a prototype of a PCA
system. The main goal of this framework is improving he flexibility and reconfigurability of prototype multi-
device medical systems and increasing the ease and speed of developing such systems. In this framework, the
communication between devices happen through a flexible publish-subscribe architecture based on Java messaging
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service (JMS). In the PCA system prototype a closed loop physiologic control is used to improve the safety and
effectiveness of the medical care. However, throughout the work less focus has put on the safety issue which is
critical in the development of medical systems. The authors do not provide a formal verification of the framework.
Their proposed middleware can be too complex and very hard or even impossible to be formally verified. In case
of failure of MDCF or network, they depend on the fallback behavior of the system which is as simple as the pump
being turned off. Although this might be a safe solution for this scenario but as mentioned by the authors, this
might not be safe for other medical scenarios.
In [35] the authors report their experience with a prototype plug-and-play medical device system that includes
the interconnection of an x-ray and anesthesia machine ventilator. The proposed synchronization algorithm only
works for this specific medical scenario and is not general coordination framework for other systems of interoperable
medical devices. The system is built around specific devices and will not operate with different devices even with
the same functionality.
Lui Sha and et. al [36] introduce a real-time logical synchrony protocol called Physically Asynchronous Logically
Synchronous (PALS) to support real-rime global computation.
As the medical devices becomes more complex the cost and time spent on design, test and getting FDA approval
increases for the manufacturers [22]. The challenges of design and certifications of systems of interoperable medical
devices are even harder to overcome compared to stand-alone devices. However, high confidence medical device
software and systems are necessary to improve the health care quality and avoid medical errors that endanger
patients safety or degrade the quality of care for them. To reach this goal, we need to develop proper infrastructures
on which we can build networks of efficient and fully functioning interoperable plug-and-play medical devices. Since
these devices can be embedded inside patients’ body, the interaction of the device with its environment should be
considered in the design process. To deal with increasing complexity of the devices, the validation and certification
should be incorporated in early design stages.
According to [23] having a system of interconnected plug-and-play medical devices in the ICU can prevent
chaotic situations where alarms from multiple devices go off. These systems can integrate the data from all the
monitoring devices and proved the clinical staff with a more precise assessment of patient state.
According to [37] the majority of the adverse events caused by PCA pumps happen during the drug admin-
istration and they are mostly attributable to user error, including program errors. In this work, the authors try
to reduce this class of errors by redesigning the device interface. They believe that the complexity of user inter-
face and programming logic of these pumps are contributing factors to these mishaps. They use human factor
engineering techniques to make the PCA interface less error-prone. In this technique the representative user is
involved throughout the whole design process. In addition, user-related factors such as work context, job demands,
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performance bottleneck, capabilities and limitations are also considered. This method is an iterative design process
that leverages user feedback to improve initial design concepts. Some of the changes made to the PCA interface by
the authors include providing more feedback to user during programming and not having to rely on their memory,
more straightforward programming sequence, more clear dialogue structure and message displays, and providing
users with reliable shortcuts to increase the efficiency. The authors show that the new interface lead to significantly
fewer total errors and better performance.
In [34] an architecture called Medical Device Coordination Framework (MDCF) is introduced for medical device
integration. This framework is designed for rapid prototyping of multi-device medical systems. The main goal
of this framework is improving he flexibility and reconfigurability of prototype multi-device medical systems and
increasing the ease and speed of developing such systems. This framework is developed by the authors with the goal
of MDCF includes a medical oriented middleware accompanied by a programming tool that hides the details of the
middleware from the developers. In this framework, the communication between devices happens through a flexible
publish-subscribe architecture based on Java messaging service (JMS). However, MDCF middleware is designed
in a way that hides the details of underlying messaging system with providing a notion of virtual channels. These
virtual channels can be established between software or physical components of medical scenario. The MDCF
meta-language encapsulates the features of this abstraction. This meta-language defines MDCF programming
model that can be used by the developers in the programming tool environment to design the components and the
scenario composed of those components. The accompanied development tool uses a component-based programming
model that abstracts away the details of underlying middleware. The three main categories of components in this
model include data producers, data consumers and data transformers. Using this tool, the necessary code skeleton
for each component is auto-generated. This skeleton contains the code necessary for the components to connect the
runtime MDCF stack. Any logic defined by the developer is invoked by the underlying framework when new data
comes. Using this framework, the developers, can focus on building efficient medical systems without having to
deal with the cumbersome parts of the development process such as concurrency issues and communication codes.
The authors also discuss the benefits using such framework in different clinical contexts including room-oriented
device information presentation, alarm integration and forwarding, and critical care device coordination. The focus
was put on the critical care device coordination since this is the most safety-critical context. They show in their
experiments that the infrastructure is scalable and can support realistic deployments in clinical environments.
The underlying JMS message delivery provides reliability which is specifically useful for in critical care device
coordination. However, this comes with the cost of reduced performance.
In [33], the authors use the Medical Device Coordination Framework ([34]) to develop a prototype of a PCA
system. In the PCA system prototype a closed loop physiologic control is used to improve the safety and effec-
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tiveness of the medical care. However, throughout the work less focus has put on the safety issue which is critical
in the development of medical systems. The authors do not provide a formal verification of the framework. Their
proposed middleware can be too complex and very hard or even impossible to be formally verified. In case of
failure of MDCF or network, they depend on the fallback behavior of the system which is as simple as the pump
being turned off. Although this might be a safe solution for this scenario but as mentioned by the authors, this
might not be safe for other medical scenarios.
In [35] the authors report their experience with a prototype plug-and-play medical device system. The prototype
includes the interconnection of an x-ray and anesthesia machine ventilator. It is the common practice to stop the
ventilator before making the exposure when an x-ray is needed during surgery. This process is necessary to
take clear and high-quality x-ray images, which is only possible when the patient’s lung movement is minimal.
The authors propose a synchronization algorithm to find the proper time to take an x-ray image during the
surgery. This interoperability framework can help prevent any sever complications as a result of not restarting
the ventilator after taking the x-ray. The proposed synchronization algorithm creates a safety lock that removes
the need to manually stop and restart the ventilator to take the x-ray. The authors introduce a third device
called the supervisor in their system that sits between the ventilator and x-ray machine. The supervisor reads the
status messages from the ventilator and decides when to trigger the x-ray machine. The synchronization algorithm
running on the supervisor defines how this decision is made. The algorithm uses the respiratory cycle information
to determine the time interval in which the lung movement is not significant. The authors propose two versions
of the synchronization algorithm. The first version is the static version for the cases in which the respiratory
frequency is not going to change between the last breath and the next one. This interval is when the sample flow
rate is taken. The second version is the dynamic version in which the frequency assumption made of the first
version is not valid. In this case, the real-time flow rate is sampled rapidly-enough to build a picture of the flow
graph. This flow graph which represents the most recent respiratory cycle of the patient is then used to calculate
the best time to trigger the x-ray. The authors build a state machine of the desired system behavior from the
informal system requirements. This state machine is then verified for safety properties through model checking.
In the last step, the supervisor control software code is generated from the verified state machine. The proposed
synchronization algorithm only works for this specific medical scenario and is not general coordination framework
for other systems of interoperable medical devices. The system is built around specific devices and will not operate
with different devices even with the same functionality. In the proposed design, a translator by the LiveData
Inc. is used to translate the proprietary medical device formats and makes the data available to the supervisor
in XML format. SOAP standard protocol is used for communication between the supervisor and LiveData server.
One of the issues with this approach is the considerable amount overhead caused by SOAP protocol. The other
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issue would be the latency caused by the decoding and encoding process of XML messages. Another problem with
the proposed system is that the second version of their synchronization algorithm is not practical considering the
current medical devices in market. This algorithm needs a high sampling frequency form the ventilator which
is not provided by the device. The correctness of the supervisor is performed through model checking EFSM of
the system and generating the java code from EFSM automatically. However, they use some hand-written library
functions to provide the actual value of the variables in the model. There is mention of formally verifying the
correctness of these libraries in the work.
In [38]the authors propose a model-based approach for testing GUI-driven applications. GUI-driven applications
are considered re-active systems that interact with a human user through a graphical user interface. As the case of
study, the authors focus on a point-of-injury data entry hand-held device called AHLTA-Mobile deployed in U.S.
Army. This device is used to record the patients clinical data, transmit them to a central data repository and
assisting the medical personnel with diagnosis and treatment of the patients. This work focuses on the correctness
a subset of this device behavior which includes multiple GUI screens displaying forms to be filled by the clinician
and the last screen for entering the diagnosis. In response to user’s action the data on the screen is updated or
the system moves to the next screen. The authors model the system’s expected behavior as a state machine in
which each state represent a screen the transition between the states corresponds to changing screens. A Microsoft
Research tool called NModel is used for this purpose. First, the tool library is used to create the behavioral model
and the corresponding FSM for visual representation. Then, the tool’s test generator is used to generate a test
suite from the model. At last, the test suite is coupled to the implementation and a conformance tester is run
to check for the consistency between the implementation and the model. The authors revealed an error in the
AHLTA-Mobile implementation by running the conformance tester. The use of state machines to model the system
might not be useful for the general dynamically modifiable GUI systems.
In [24] the authors discuss the benefits of interoperable medical devices. Among the benefits mentioned at
the work are the better evaluation of the patient state through aggregated data from multiple monitoring devices
and also the safety interlocks that would lead to more resilient systems. The seamless integration of the medical
devices into a fully functional systems is only possible through plug-and-play mechanisms. The authors presents a
prototype of interoperable medical devices to discuss the existing challenges and also the benefits of such systems.
The prototype includes a PCA pump and multiple monitoring devices. The goal of this prototype system is to
prevent the adverse events caused by the patient overdose. To reach this goal, a supervisor is introduced in the
system. The supervisor acts as a safety interlock and stops the PCA pump when the patient’s physiological data
gathered from the monitoring devices fall outside a specified threshold. An alarm can also be sounded by the
supervisor in these situations to get the attention of medical staff. It also decides on the drug dose based on the
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recent collected data. Blood oxygen saturation (SpO2),heart rate (BPM) and simulated respiratory rate (RR)
are used for the scenario. The system works on a time-triggered basis. The data is sampled form the monitoring
devices on a periodic bases and the treatment dose is computed using the data and then communicate to the PCA
pump. The pumps deliver the drug as long as ut receives the periodic signal form the supervisor. The authors show
that depending on data from multiple monitoring devices for decision making can decrease the probability of false
positives. The work also discusses the requirements for the plug-and-play medical systems to become completely
feasible. One the requirements is for the medical devices to provide an external interface to remotely access the
device form the supervisor. This interface should provides functionality for controlling the device and also for
extracting status information. The monitoring devices interface only needs to provide status information. The
second requirement is that MDPnP infrastructure must be able to parse the workflows and ensure their correct
and complete execution. The underlying infrastructure also needs to provide means for computing end-to-end
guarantees for delays in the system. In the presented demo, this goal is achieved by eliminating collision on
the shared communication medium through temporal isolation and pre-allocated communication bandwidth. The
proposed approach is not a general framework and will only operate for the represented scenario.
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Chapter 6
Conclusions and Future Work
In this work, we have presented a multi-layer dependency framework in which two types of dependency relations
are differentiated: Correctness vs. Liveness. Acknowledging the fact that system safety can only depend on the
correctness of a component allows us to analyze the safety of many complex and critical embedded system which
we can not analyze with the conventional dependency models. In addition, our multi-layer dependency framework
can lead to system designs with improved reliability of safety-critical section in embedded systems. Using the
refined dependency framework, we can determine if the system is safe and if the safety subsystem cost can be
reduced without jeopardizing system safety.
We used a classic fault model and developed fault propagation rules for our dependency graph according to the
the fault sets of the components and dependency relations between components of the system. We are planning to
build a prototype toolkit based on our multi-layer dependency framework to automatically track dependencies and
the propagation of faults in the system. The fault model should be tailored and augmented with more details to
better suit the domain of safety-critical medical systems. We are specifically interested in medical domain with the
focus on the distributed system of interoperable medical devices. The fault model should be tailored to medical
domain to cover the most important and critical classes of faults in this domain.
We also plan to extend our dependency framework to decrease the pessimism inherent in such frameworks.
This is due to the fact that dependency frameworks rely on worst-case analysis to ensure safety. We believe the
dependency graph should help with design of safe systems while the system safety dependency is reduced to have
more resilient and cost-effective systems. This approach can aid us with the design of safe and reliable systems
without using expensive components by reducing the dependency of the system safety to simple and cost-effective
components.
We also plan to explore more complex safety-critical embedded systems and fault-tolerant designs to illustrate
the benefits of multi-layer dependency model by separating the different types of dependency in these systems. We
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also like to perform availability analysis on the systems designed according to multi-layer dependency model. This
is necessary to have a comprehensive understanding of the new designs. Moreover, it is critical to understand how
the new dependency model can allow us to control the tradeoff between the system safety and reliability of critical
subsystem on one hand and the availability of the system on the other hand.
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Appendix A
VHDL Model of the Medical Device
Safety Interface
It should be noted that the critical part of the model is INTR PROC process where the plans generated by the
supervisor are fed into the medical devices in a timely manner. The first section of the code is processor local bus
protocol which except some minor modification is automatically generated by the Xilinx tool. We implemented
our safety device interface as a device connected to Microblaze soft processor on a FPGA platform.
------------------------------------------------------------------------------
-- Filename: device_interface.vhd
-- Description: safety critical component
-- Date: Wed Jul 21 10:31:06 2010 (by Maryam)
-- VHDL Standard: VHDL’93
------------------------------------------------------------------------------
library ieee;
use ieee.std_logic_1164.all;
use ieee.std_logic_arith.all;
use ieee.std_logic_unsigned.all;
library proc_common_v3_00_a;
use proc_common_v3_00_a.proc_common_pkg.all;
------------------------------------------------------------------------------
-- Entity section
------------------------------------------------------------------------------
entity user_logic is
generic
(C_SLV_DWIDTH : integer := 32;
C_NUM_REG : integer := 31;
C_NUM_INTR : integer := 1);
port
(output0 : out std_logic;
output1 : out std_logic;
Bus2IP_Clk : in std_logic;
Bus2IP_Reset : in std_logic;
Bus2IP_Data : in std_logic_vector(0 to C_SLV_DWIDTH-1);
Bus2IP_BE : in std_logic_vector(0 to C_SLV_DWIDTH/8-1);
Bus2IP_RdCE : in std_logic_vector(0 to C_NUM_REG-1);
Bus2IP_WrCE : in std_logic_vector(0 to C_NUM_REG-1);
IP2Bus_Data : out std_logic_vector(0 to C_SLV_DWIDTH-1);
IP2Bus_RdAck : out std_logic;
IP2Bus_WrAck : out std_logic;
IP2Bus_Error : out std_logic;
IP2Bus_IntrEvent : out std_logic_vector(0 to C_NUM_INTR-1));
end entity user_logic;
------------------------------------------------------------------------------
-- Architecture section
------------------------------------------------------------------------------
architecture IMP of user_logic is
--USER signal declarations added here, as needed for user logic
signal local_slv_reg0 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal local_slv_reg1 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal local_slv_reg2 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal local_slv_reg3 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal local_slv_reg4 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal local_slv_reg5 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal local_slv_reg6 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal local_slv_reg7 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal local_slv_reg8 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal local_slv_reg9 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal local_slv_reg10 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal local_slv_reg11 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal local_slv_reg12 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal local_slv_reg13 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal local_slv_reg14 : std_logic_vector(0 to C_SLV_DWIDTH-1);
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signal local_slv_reg15 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal local_slv_reg16 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal local_slv_reg17 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal local_slv_reg18 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal local_slv_reg19 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal local_slv_reg20 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal safe_default_mode : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal cycle_interval : integer;
signal offset : integer;
signal initialized : integer range 0 to 2 := 0;
signal free_of_setting : std_logic;
signal enforcement : std_logic;
signal prohibition : std_logic;
signal enabled : std_logic;
------------------------------------------
-- Signals for user logic slave model s/w accessible register example
------------------------------------------
signal slv_reg0 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg1 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg2 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg3 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg4 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg5 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg6 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg7 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg8 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg9 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg10 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg11 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg12 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg13 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg14 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg15 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg16 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg17 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg18 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg19 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg20 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg21 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg22 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg23 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg24 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg25 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg26 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg27 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg28 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg29 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg30 : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_reg_write_sel : std_logic_vector(0 to 30);
signal slv_reg_read_sel : std_logic_vector(0 to 30);
signal slv_ip2bus_data : std_logic_vector(0 to C_SLV_DWIDTH-1);
signal slv_read_ack : std_logic;
signal slv_write_ack : std_logic;
signal intr_counter : std_logic_vector(0 to C_NUM_INTR-1);
begin
slv_reg_write_sel <= Bus2IP_WrCE(0 to 30);
slv_reg_read_sel <= Bus2IP_RdCE(0 to 30);
slv_write_ack <= Bus2IP_WrCE(0) or Bus2IP_WrCE(1) or Bus2IP_WrCE(2) or Bus2IP_WrCE(3) or Bus2IP_WrCE(4) or
Bus2IP_WrCE(5) or Bus2IP_WrCE(6) or Bus2IP_WrCE(7) or Bus2IP_WrCE(8) or Bus2IP_WrCE(9) or Bus2IP_WrCE(10) or
Bus2IP_WrCE(11) or Bus2IP_WrCE(12) or Bus2IP_WrCE(13) or Bus2IP_WrCE(14) or Bus2IP_WrCE(15) or Bus2IP_WrCE(16)or
Bus2IP_WrCE(17) or Bus2IP_WrCE(18) or Bus2IP_WrCE(19) or Bus2IP_WrCE(20) or Bus2IP_WrCE(21) or
Bus2IP_WrCE(22) or Bus2IP_WrCE(23) or Bus2IP_WrCE(24) or Bus2IP_WrCE(25) or Bus2IP_WrCE(26) or
Bus2IP_WrCE(27) or Bus2IP_WrCE(28) or Bus2IP_WrCE(29) or Bus2IP_WrCE(30);
slv_read_ack <= Bus2IP_RdCE(0) or Bus2IP_RdCE(1) or Bus2IP_RdCE(2) or Bus2IP_RdCE(3) or Bus2IP_RdCE(4) or
Bus2IP_RdCE(5) or Bus2IP_RdCE(6) or Bus2IP_RdCE(7) or Bus2IP_RdCE(8) or Bus2IP_RdCE(9) or Bus2IP_RdCE(10) or
Bus2IP_RdCE(11) or Bus2IP_RdCE(12) or Bus2IP_RdCE(13) or Bus2IP_RdCE(14) or Bus2IP_RdCE(15) or Bus2IP_RdCE(16)or
Bus2IP_RdCE(17)or Bus2IP_RdCE(18) or Bus2IP_RdCE(19) or Bus2IP_RdCE(20) or Bus2IP_RdCE(21) or Bus2IP_RdCE(22)or
Bus2IP_RdCE(23) or Bus2IP_RdCE(24) or Bus2IP_RdCE(25) or Bus2IP_RdCE(26) or Bus2IP_RdCE(27)or
Bus2IP_RdCE(28) or Bus2IP_RdCE(29) or Bus2IP_RdCE(30);
-- implement slave model software accessible register(s)
SLAVE_REG_WRITE_PROC : process( Bus2IP_Clk ) is
begin
if Bus2IP_Clk’event and Bus2IP_Clk = ’1’ then
if Bus2IP_Reset = ’1’ then
slv_reg0 <= (others => ’0’);
slv_reg1 <= (others => ’0’);
slv_reg2 <= (others => ’0’);
slv_reg3 <= (others => ’0’);
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slv_reg4 <= (others => ’0’);
slv_reg5 <= (others => ’0’);
slv_reg6 <= (others => ’0’);
slv_reg7 <= (others => ’0’);
slv_reg8 <= (others => ’0’);
slv_reg9 <= (others => ’0’);
slv_reg10 <= (others => ’0’);
slv_reg11 <= (others => ’0’);
slv_reg12 <= (others => ’0’);
slv_reg13 <= (others => ’0’);
slv_reg14 <= (others => ’0’);
slv_reg15 <= (others => ’0’);
slv_reg16 <= (others => ’0’);
slv_reg17 <= (others => ’0’);
slv_reg18 <= (others => ’0’);
slv_reg19 <= (others => ’0’);
slv_reg20 <= (others => ’0’);
slv_reg21 <= (others => ’0’);
slv_reg22 <= (others => ’0’);
slv_reg23 <= (others => ’0’);
slv_reg24 <= (others => ’0’);
slv_reg28 <= (others => ’0’);
slv_reg29 <= (others => ’0’);
else
case slv_reg_write_sel is
when "1000000000000000000000000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg0(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0100000000000000000000000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg1(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0010000000000000000000000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg2(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0001000000000000000000000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg3(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000100000000000000000000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg4(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000010000000000000000000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg5(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000001000000000000000000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg6(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000000100000000000000000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg7(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000000010000000000000000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg8(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000000001000000000000000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
34
slv_reg9(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000000000100000000000000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg10(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000000000010000000000000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg11(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000000000001000000000000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg12(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000000000000100000000000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg13(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000000000000010000000000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg14(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000000000000001000000000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg15(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000000000000000100000000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg16(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000000000000000010000000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg17(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000000000000000001000000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg18(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000000000000000000100000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg19(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000000000000000000010000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg20(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000000000000000000001000000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg21(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000000000000000000000100000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg22(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000000000000000000000010000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
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slv_reg23(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000000000000000000000001000000" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg24(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000000000000000000000000000100" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg28(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when "0000000000000000000000000000010" =>
for byte_index in 0 to (C_SLV_DWIDTH/8)-1 loop
if ( Bus2IP_BE(byte_index) = ’1’ ) then
slv_reg29(byte_index*8 to byte_index*8+7) <= Bus2IP_Data(byte_index*8 to byte_index*8+7);
end if;
end loop;
when others => null;
end case;
end if;
end if;
end process SLAVE_REG_WRITE_PROC;
-- implement slave model software accessible register(s) read mux
SLAVE_REG_READ_PROC : process( slv_reg_read_sel, slv_reg0, slv_reg1, slv_reg2, slv_reg3, slv_reg4, slv_reg5,
slv_reg6, slv_reg7, slv_reg8, slv_reg9, slv_reg10, slv_reg11, slv_reg12, slv_reg13, slv_reg14, slv_reg15,
slv_reg16, slv_reg17, slv_reg18, slv_reg19, slv_reg20, slv_reg21, slv_reg22, slv_reg23, slv_reg24, slv_reg25,
slv_reg26, slv_reg27, slv_reg28, slv_reg29, slv_reg30 ) is
begin
case slv_reg_read_sel is
when "1000000000000000000000000000000" => slv_ip2bus_data <= slv_reg0;
when "0100000000000000000000000000000" => slv_ip2bus_data <= slv_reg1;
when "0010000000000000000000000000000" => slv_ip2bus_data <= slv_reg2;
when "0001000000000000000000000000000" => slv_ip2bus_data <= slv_reg3;
when "0000100000000000000000000000000" => slv_ip2bus_data <= slv_reg4;
when "0000010000000000000000000000000" => slv_ip2bus_data <= slv_reg5;
when "0000001000000000000000000000000" => slv_ip2bus_data <= slv_reg6;
when "0000000100000000000000000000000" => slv_ip2bus_data <= slv_reg7;
when "0000000010000000000000000000000" => slv_ip2bus_data <= slv_reg8;
when "0000000001000000000000000000000" => slv_ip2bus_data <= slv_reg9;
when "0000000000100000000000000000000" => slv_ip2bus_data <= slv_reg10;
when "0000000000010000000000000000000" => slv_ip2bus_data <= slv_reg11;
when "0000000000001000000000000000000" => slv_ip2bus_data <= slv_reg12;
when "0000000000000100000000000000000" => slv_ip2bus_data <= slv_reg13;
when "0000000000000010000000000000000" => slv_ip2bus_data <= slv_reg14;
when "0000000000000001000000000000000" => slv_ip2bus_data <= slv_reg15;
when "0000000000000000100000000000000" => slv_ip2bus_data <= slv_reg16;
when "0000000000000000010000000000000" => slv_ip2bus_data <= slv_reg17;
when "0000000000000000001000000000000" => slv_ip2bus_data <= slv_reg18;
when "0000000000000000000100000000000" => slv_ip2bus_data <= slv_reg19;
when "0000000000000000000010000000000" => slv_ip2bus_data <= slv_reg20;
when "0000000000000000000001000000000" => slv_ip2bus_data <= slv_reg21;
when "0000000000000000000000100000000" => slv_ip2bus_data <= slv_reg22;
when "0000000000000000000000010000000" => slv_ip2bus_data <= slv_reg23;
when "0000000000000000000000001000000" => slv_ip2bus_data <= slv_reg24;
when "0000000000000000000000000100000" => slv_ip2bus_data <= slv_reg25;
when "0000000000000000000000000010000" => slv_ip2bus_data <= slv_reg26;
when "0000000000000000000000000001000" => slv_ip2bus_data <= slv_reg27;
when "0000000000000000000000000000100" => slv_ip2bus_data <= slv_reg28;
when "0000000000000000000000000000010" => slv_ip2bus_data <= slv_reg29;
when "0000000000000000000000000000001" => slv_ip2bus_data <= slv_reg30;
when others => slv_ip2bus_data <= (others => ’0’);
end case;
end process SLAVE_REG_READ_PROC;
------------------------------------------
INTR_PROC : process( Bus2IP_Clk ) is
constant SIZE : integer := 32;
constant ALL_ZERO : std_logic_vector(0 to SIZE-1) := (others => ’0’);
constant NEW_DATA : std_logic_vector(0 to SIZE-1) := (others => ’1’);
constant STALE_MODE : std_logic_vector(0 to SIZE-1) := "00001111000011110000111100001111";
constant SYNCH_FAST_MODE : std_logic_vector(0 to SIZE-1) := "11111111111111110000000000000000";
constant SYNCH_SLOW_MODE : std_logic_vector(0 to SIZE-1) := "00000000000000001111111111111111";
constant INITIALIZE_MODE : std_logic_vector(0 to SIZE-1) := "00000000000000000000000000001111";
constant DISCONNECT_MODE : std_logic_vector(0 to SIZE-1) := "11110000000000000000000000000000";
constant DONE_MODE : std_logic_vector(0 to SIZE-1) := "00001111000011110000111100001111";
constant WAITING_MODE : std_logic_vector(0 to SIZE-1) := (others => ’1’);
variable reg_counter : integer := 0;
variable cycle_counter : integer := 0;
variable current_cycle : integer := 0;
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begin
if (rising_edge(Bus2IP_Clk)) then --if clock rising edge
if (initialized = 0) then
initialized <= 2;
slv_reg30 <= conv_std_logic_vector(-1,32);
current_cycle := 0;
slv_reg26 <= conv_std_logic_vector((current_cycle),32);
enforcement <= ’0’;
enabled <= ’0’;
end if;
if (slv_reg21 = STALE_MODE) then slv_reg27 <= WAITING_MODE;
elsif ((slv_reg21 = INITIALIZE_MODE) and (slv_reg27 = WAITING_MODE)) then
cycle_interval <= conv_integer(unsigned(slv_reg23));
cycle_counter := conv_integer(unsigned(slv_reg24)); --jitter
offset <= 0;
initialized <= 1;
current_cycle := conv_integer(unsigned(slv_reg28)); --cycle
local_slv_reg20 <= conv_std_logic_vector(-1,32);
reg_counter := 20;
slv_reg27 <= DONE_MODE;
elsif ((slv_reg21 = SYNCH_FAST_MODE) and (slv_reg27 = WAITING_MODE)) then
offset <= conv_integer(unsigned(slv_reg24));
slv_reg27 <= DONE_MODE;
elsif ((slv_reg21 = SYNCH_SLOW_MODE) and (slv_reg27 = WAITING_MODE)) then
offset <= -(conv_integer(unsigned(slv_reg24)));
slv_reg27 <= DONE_MODE;
elsif ((slv_reg21 = DISCONNECT_MODE) and (slv_reg27 = WAITING_MODE)) then
slv_reg30 <= conv_std_logic_vector(-1,32);
current_cycle := 0;
slv_reg26 <= conv_std_logic_vector((current_cycle),32);
slv_reg25 <= conv_std_logic_vector(0,32);
enforcement <= ’0’;
enabled <= ’0’;
initialized <= 2;
slv_reg27 <= DONE_MODE;
elsif ((slv_reg21 = NEW_DATA) and (slv_reg27 = WAITING_MODE) and
(slv_reg22 = (current_cycle+1)) and (cycle_counter /= 0)) then
local_slv_reg0 <= slv_reg0;
local_slv_reg1 <= slv_reg1;
local_slv_reg2 <= slv_reg2;
local_slv_reg3 <= slv_reg3;
local_slv_reg4 <= slv_reg4;
local_slv_reg5 <= slv_reg5;
local_slv_reg6 <= slv_reg6;
local_slv_reg7 <= slv_reg7;
local_slv_reg8 <= slv_reg8;
local_slv_reg9 <= slv_reg9;
local_slv_reg10 <= slv_reg10;
local_slv_reg11 <= slv_reg11;
local_slv_reg12 <= slv_reg12;
local_slv_reg13 <= slv_reg13;
local_slv_reg14 <= slv_reg14;
local_slv_reg15 <= slv_reg15;
local_slv_reg16 <= slv_reg16;
local_slv_reg17 <= slv_reg17;
local_slv_reg18 <= slv_reg18;
local_slv_reg19 <= slv_reg19;
local_slv_reg20 <= slv_reg20;
slv_reg25 <= conv_std_logic_vector((current_cycle+1),32);
reg_counter:=0;
slv_reg27 <= DONE_MODE;
end if; --if flag
------------------------------------
----------- CYCLE TICK -------------
------------------------------------
if (initialized = 1) then
if (cycle_counter > 0) then --if counter
cycle_counter := cycle_counter - 1;
intr_counter <= (others => ’0’);
else
cycle_counter := cycle_interval + offset;
current_cycle := current_cycle + 1;
case reg_counter is
when 0 => slv_reg30 <= local_slv_reg0;
when 1 => slv_reg30 <= local_slv_reg1;
when 2 => slv_reg30 <= local_slv_reg2;
when 3 => slv_reg30 <= local_slv_reg3;
when 4 => slv_reg30 <= local_slv_reg4;
when 5 => slv_reg30 <= local_slv_reg5;
when 6 => slv_reg30 <= local_slv_reg6;
when 7 => slv_reg30 <= local_slv_reg7;
when 8 => slv_reg30 <= local_slv_reg8;
when 9 => slv_reg30 <= local_slv_reg9;
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when 10 => slv_reg30 <= local_slv_reg10;
when 11 => slv_reg30 <= local_slv_reg11;
when 12 => slv_reg30 <= local_slv_reg12;
when 13 => slv_reg30 <= local_slv_reg13;
when 14 => slv_reg30 <= local_slv_reg14;
when 15 => slv_reg30 <= local_slv_reg15;
when 16 => slv_reg30 <= local_slv_reg16;
when 17 => slv_reg30 <= local_slv_reg17;
when 18 => slv_reg30 <= local_slv_reg18;
when 19 => slv_reg30 <= local_slv_reg19;
when others => slv_reg30 <= local_slv_reg20;
end case;
reg_counter := reg_counter + 1;
slv_reg26 <= conv_std_logic_vector((current_cycle),32);
intr_counter <= (others => ’1’);
end if; --if counter
if (slv_reg30 = ALL_ZERO) then free_of_setting <= ’1’; else free_of_setting <= ’0’;end if;
if ((slv_reg30(0) = ’0’) and (free_of_setting = ’0’)) then enforcement <= ’1’;
else enforcement <= ’0’; end if;
if (slv_reg30(0) = ’1’) then prohibition <= ’1’;
else prohibition <= ’0’; end if;
if (prohibition = ’1’) then enabled <= ’0’; end if;
if (prohibition = ’0’) then enabled <= ’1’; end if;
end if; --if initialized
end if; --if clock rising edge
end process INTR_PROC;
output0 <= enforcement;
output1 <= enabled;
IP2Bus_IntrEvent <= intr_counter;
IP2Bus_Data <= slv_ip2bus_data when slv_read_ack = ’1’ else (others => ’0’);
IP2Bus_WrAck <= slv_write_ack;
IP2Bus_RdAck <= slv_read_ack;
IP2Bus_Error <= ’0’;
end IMP;
%\end{lstlisting}
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