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ABSTRACT
A circuit is a connected 2-regular graph. A cycle is a graph such that the degree of each
vertex is even. A graph G is Hamiltonian if it has a spanning circuit, and Hamiltonian-
connected if for every pair of distinct vertices u, v ∈ V (G), G has a spanning (u, v)-
path. A graph G is s-Hamiltonian if for any S ⊆ V (G) of order at most s, G − S has
a Hamiltonian-circuit, and s-Hamiltonian connected if for any S ⊆ V (G) of order at
most s, G − S is Hamiltonian-connected. In this dissertation, we investigated sufficient
conditions for Hamiltonian and Hamiltonian related properties in a graph or in a line
graph. In particular, we obtained sufficient conditions in terms of connectivity only for a
line graph to be Hamiltonian, and sufficient conditions in terms of degree for a graph to
be s-Hamiltonian and s-Hamiltonian connected.
A cycle C of G is a spanning eulerian subgraph of G if C is connected and spanning.
A graph G is supereulerian if G contains a spanning eulerian subgraph. If G has vertices
v1, v2, · · · , vn, the sequence (d(v1), d(v2), · · · , d(vn)) is called a degree sequence of G. A
sequence d = (d1, d2, · · · , dn) is graphic if there is a simple graph G with degree sequence
d. Furthermore, G is called a realization of d. A sequence d ∈ G is line-hamiltonian if
d has a realization G such that L(G) is hamiltonian. In this dissertation, we obtained
sufficient conditions for a graphic degree sequence to have a supereulerian realization or
to be line hamiltonian.
In 1960, Erdös and Pósa characterized the graphs G which do not have two edge-
disjoint circuits. In this dissertation, we successfully extended the results to regular
matroids and characterized the regular matroids which do not have two disjoint circuits.
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1.1 Notation and Terminology
We use [2] for notations and terminology in graph theory not defined here, and consider
finite loopless connected graphs. For a graph G, we use V (G), E(G), δ(G) and α(G) to
denote its vertex set, edge set, minimal degree and independence number, respectively.
In particular, κ(G) and κ′(G) represent the connectivity and edge-connectivity of a graph
G.
A graph is trivial if it contains no edges. A vertex cut X of G is essential if G − X
has at least two nontrivial components. For an integer k > 0, a graph G is essentially
k-connected if G does not have an essential cut X with |X| < k. An edge cut Y of G is
essential if G− Y has at least two nontrivial components. For an integer k > 0, a graph
G is essentially k-edge-connected if G does not have an essential edge cut Y with |Y | < k.
The line graph of a graph G, denoted by L(G), has E(G) as its vertex set, where two
vertices in L(G) are adjacent if and only if the corresponding edges in G have at least one
vertex in common. From the definition of a line graph, if L(G) is not a complete graph,
then a subset X ⊆ V (L(G)) is a vertex cut of L(G) if and only if X is an essential edge
cut of G.
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A circuit is a connected 2-regular graph. A cycle is a graph such that the degree of each
vertex is even. A graph G is Hamiltonian if it has a spanning circuit, and Hamiltonian-
connected if for every pair of distinct vertices u, v ∈ V (G), G has a spanning (u, v)-path.
A graph G is s-Hamiltonian if for any S ⊆ V (G) of order at most s, G − S has a
Hamiltonian-circuit, and s-Hamiltonian connected if for any S ⊆ V (G) of order at most
s, G − S is Hamiltonian-connected. A cycle C of G is a spanning eulerian subgraph of
G if C is connected and spanning. A graph G is supereulerian if G contains a spanning
eulerian subgraph.
The contraction G/X is the graph obtained from G be identifying the two ends of
each edge in X and then deleting the resulting loops. When X = {e}, we also use G/e
for G/{e}. For an integer i > 0, define
Di(G) = {v ∈ V (G) : degG(v) = i}.
For any v ∈ V (G), define
EG(v) = {e ∈ E(G) : e is incident with v in G}.
Catlin in [3] introduced collapsible graphs. A graph G is collapsible if for any subset
R ⊆ V (G) with |R| ≡ 0 (mod 2), G has a spanning connected subgraph HR such that
O(HR) = R. Note that when R = ∅, a spanning connected subgraph H with O(H) = ∅ is
a spanning Eulerian subgraph of G. Thus every collapsible graph is supereulerian. Catlin
([3]) showed that any graph G has a unique subgraph H such that every component of
H is a maximally collapsible subgraph of G and every nontrivial collapsible subgraph of
G is contained in a component of H. The contraction G/H is called the reduction of G.
A graph G is reduced if it is the reduction of itself.
If G has vertices v1, v2, · · · , vn, the sequence (d(v1), d(v2), · · · , d(vn)) is called a degree
sequence of G. A sequence d = (d1, d2, · · · , dn) is nonincreasing if d1 ≥ d2 ≥ · · · dn. A
sequence d = (d1, d2, · · · , dn) is graphic if there is a simple graph G with degree sequence
d. Furthermore, G is called a realization of d. Let G be the set of all graphic degree
sequences. A sequence d ∈ G is line-hamiltonian if d has a realization G such that L(G)
is hamiltonian. A sequence d = (d1, d2, · · · , dn) is collapsible if d has a simple collapsible
realization.
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Let H1, H2 be subgraphs of a graph G. Then H1 ∪H2 is a subgraph of G with vertex
set V (H1) ∪ V (H2) and edge set E(H1) ∪ E(H2); and H1 ∩ H2 is a subgraph of G with
vertex set V (H1) ∩ V (H2) and edge set E(H1) ∩E(H2). If V1, V2 are two disjoint subsets
of V (G), then [V1, V2]G denotes the set of edges in G with one end in V1 and the other
end in V2. When the graph G is understood from the context, we also omit the subscript
G and write [V1, V2] for [V1, V2]G. If H1, H2 are two vertex disjoint subgraphs of G, then
we also write [H1, H2] for [V (H1), V (H2)].
We use Oxley [18] or Welsh [24] for notations and terminology of matroids not defined
here. In combinatorics, a matroid is a structure that captures the essence of a notion of
independence that generalizes linear independence in vector spaces. One of the most
valuable definitions is that in terms of independence. In this definition, a finite matroid
M is a pair (E, I), where E is a finite set and I is a collection of subsets of E (called the
independent sets) with the following properties:
(1) The empty set is independent.
(2) Every subset of an independent set is independent.
(3) If A and B are two independent sets and A has more elements than B, then there
exists an element in A which is not in B and when added to B still gives an independent
set.
Besides the vector spaces of linear algebra, a second original source for the theory of
matroids is graph theory. Every finite graph (or multigraph) G gives rise to a matroid as
follows: take as E the set of all edges in G and consider a set of edges independent if and
only if it does not contain a simple circuit. Such an edge set is called a forest in graph
theory. This is called the cycle matroid or graphic matroid of G ; it is usually written
M(G). Any matroid that is equivalent to the cycle matroid of a (multi)graph, even if it
is not presented in terms of graphs, is called a graphic matroid. The matroids that are
graphic have been characterized by Tutte.
A subset of E that is not independent is called dependent. A circuit in a matroid M
is a minimal dependent subset of E. A cycle in a matroid M is disjoint union of circuits
M . A matroid is regular if it can be represented by a totally unimodular matrix (a matrix
whose square submatrices all have determinants equal to 0, 1, or -1). It’s not hard to
verify that every graphic matroid is regular matroid.
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1.2 Road Map
This dissertation consists of 5 chapters. Starting from chapter 2, each chapter will be a
study on a specific topic. In Chapter 2, we will investigate the sufficient condition in terms
of connectivity for a line graph to be Hamiltonian. In Chapter 3, we will investigate the
sufficient conditions in terms of degree for a graph to be s-Hamiltonian or s-Hamiltonian
connected. In Chapter 4, we investigate sufficient conditions for a graphic degree sequence
to have a supereulerian realization or to be line hamiltonian. In Chapter 5, we extend
the characterization of graphs without two edge-disjoint circuits to the characterization
of matroids without two disjoint circuits.
1.3 Main Results
There are extensive researches about circuits in graph theory. One part of my work
is related to problems in graph theory involving Hamiltonian, Hamiltonian-connected,
s-Hamiltonian, S-Hamiltonian connected and supereulerian.
Bill Tutte once said: if a theorem about graphs can be expressed in terms of edges
and circuits alone, it probably exemplifies a more general theorem about matroids. The
other part of my work is to generalize some known results in graph theory to matroids.
1.3.1 Partial Results Towards Thomassen Conjecture
In 1986, Thomassen proposed the following conjecture.
Conjecture 1.3.1 (Thomassen [23]) Every 4-connected line graph is hamiltonian.
A graph that does not have an induced subgraph isomorphic to K1,3 is called a claw-
free graph. It is well known that every line graph is a claw-free graph. Matthews and
Sumner proposed a seemingly stronger conjecture.
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Conjecture 1.3.2 (Matthews and Sumner [16]) Every 4-connected claw-free graph is
hamiltonian.
The best result towards these conjectures so far were obtained by Zhan and Ryjác̆ek.
Theorem 1.3.3 (Zhan [25]) Every 7-connected line graph is hamiltonian connected.
Theorem 1.3.4 (Ryjác̆ek [19])
(i) Conjecture 1.1 and Conjecture 1.2 are equivalent.
(ii) Every 7-connected claw-free graph is hamiltonian.
It is well known that the line graph of the graph obtained by subdividing each edge of
the Petersen graph exactly once is a 3-connected claw-free graph without a hamiltonian
circuit. We consider the following problem: For 3-connected claw-free graphs, can high
essential connectivity guarantee the existence of a hamiltonian circuit? This leads us to
prove the following Theorem 1.3.5.
Theorem 1.3.5 Every 3-connected, essentially 11-connected line graph is hamiltonian.
Ryjác̆ek [19] introduced the line graph closure of a claw-free graph and used it to show
that a claw-free graph G is hamiltonian if and only if its closure cl(G) is hamiltonian,
where cl(G) is a line graph. With this argument and using the fact that adding edges will
not decrease the connectivity of a graph, the following corollary is obtained.
Corollary 1.3.6 Every 3-connected, essentially 11-connected claw-free graph is hamilto-
nian.
However, what is the smallest positive integer k such that every 3-connected, essen-
tially k-connected claw-free graph is hamiltonian? This question remains to be answered.
Corollary 1.3.6 suggests that 4 ≤ k ≤ 11. We fail to construct examples to show that
there exists a 3-connected essentially 4-connected non-hamiltonian claw-free graph, and
we conjecture that k = 4.
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1.3.2 s-Hamiltonian and s-Hamiltonian Connected
The following sufficient conditions to ensure the existence of a Hamiltonian circuit in a
simple graph G of order n ≥ 3 are well known.
Theorem 1.3.7 (Dirac [6]) If δ(G) ≥ n/2, then G is Hamiltonian.
Theorem 1.3.8 (Ore [17]) If d(u) + d(v) ≥ n for each pair of nonadjacent vertices
u, v ∈ V (G), then G is Hamiltonian.
Theorem 1.3.9 (Fan [9]) If G is a 2-connected graph and if max{d(u), d(v)} ≥ n/2 for
each pair of vertices u, v ∈ V (G) with d(u, v) = 2, then G is Hamiltonian.
Theorem 1.3.10 (Chen [4]) If G is a 2-connected graph and if max{d(u), d(v)} ≥ n/2
for each pair of vertices u, v ∈ V (G) with 1 ≤ |N(u) ∩ N(v)| ≤ α(G) − 1, then G is
Hamiltonian.
Theorem 1.3.11 (Chen et al [5]) If G is a k-connected (k ≥ 2) graph and if max{d(v) :
v ∈ I} ≥ n/2 for every independent set I of order k such that I has two distinct vertices
x, y with d(x, y) = 2, then G is Hamiltonian.
Zhao et al recently proved Theorem 1.3.12 below, which unified and extended the
above theorems.
Theorem 1.3.12 (Zhao et al [14]) If G is a k-connected (k ≥ 2) graph of order n and
if max{d(v) : v ∈ I} ≥ n/2 for every independent set I of order k such that I has two
distinct vertices x, y with 1 ≤ |N(x) ∩N(y)| ≤ α(G)− 1, then G is Hamiltonian.
We shall obtain sufficient conditions for s-Hamiltonian graphs and s-Hamiltonian
connected graphs, respectively, as shown below.
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Theorem 1.3.13 Let k, s be two integers with k ≥ s + 2 and 0 ≤ s ≤ n − 3. If G is a
k-connected graph of order n and if max{d(v) : v ∈ I} ≥ (n + s)/2 for every independent
set I of order k − s such that I has two distinct vertices x, y with 1 ≤ |N(x) ∩ N(y)| ≤
α(G) + s− 1, then G is s-Hamiltonian.
Theorem 1.3.14 Let k, s be two integers with k ≥ s + 3 and 0 ≤ s ≤ n − 2. If G
is a k-connected graph of order n and if max{d(v) : v ∈ I} ≥ (n + s + 1)/2 for every
independent set I of order k − s − 1 such that I has two distinct vertices x, y with 1 ≤
|N(x) ∩N(y)| ≤ α(G) + s, then G is s-Hamiltonian connected.
Note that Theorem 1.3.12 is a special case of Theorem 1.3.13 when s = 0. Applying
Theorem 1.3.14 to the case when s = 0, we get the following corollary.
Corollary 1.3.15 If G is a k-connected (k ≥ 3) graph of order n and if max{d(v) : v ∈
I} ≥ (n + 1)/2 for every independent set I of order k − 1 such that I has two distinct
vertices x, y with 1 ≤ |N(x) ∩N(y)| ≤ α(G), then G is Hamiltonian-connected.
1.3.3 Degree Sequence and Supereulerian Graphs
In [26], Zhang et al. proved the following theorem.
Theorem 1.3.16 [26] Every bipartite graphic sequence with the minimum degree δ ≥ 2
has a realization that admits a nowhere-zero 4-flow.
We first get the following result.
Theorem 1.3.17 If d = (d1, d2, · · · , dn) ∈ G is a nonincreasing sequences with dn ≥ 2,
then d has a supereulerian realization.
In [12], Jaeger proved the following result.
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Theorem 1.3.18 [12] Every supereulerian graph admits a nowhere-zero 4-flow.
Combining Theorem 4.1.3, we get a result analogous to Theorem 1.3.16.
Theorem 1.3.19 If d = (d1, d2, · · · , dn) ∈ G is a nonincreasing sequences with dn ≥ 2,
then d has a realization that admits a nowhere-zero 4-flow.
Furthermore, we get a result about line-hamiltonian sequence as follows.
Theorem 1.3.20 If d = (d1, d2, · · · , dn) is a nonincreasing graphic sequence with n ≥ 3,
then the following are equivalent.
(i) d is line-hamiltonian.






(dj − 2). (1.1)
(iii) d has a realization G such that G−D1(G) is supereulerian.
1.3.4 Regular Matroids without Disjoint Circuits
In 1960, Erdös and Pósa consider the problem of determining all connected graphs that
do not have edge-disjoint circuits. We view the complete graph K3 as a plane graph and
let K∗3 denote the geometric dual of the plane graph K3.
Theorem 1.3.21 (Erdös and Pósa [8], also see Theorem 3.1, Theorem 3.2 of Bollobás
[1]) Let G be a graph with δ(G) ≥ 3. The following are equivalent.
(i) G does not have edge-disjoint circuits.
(ii) G ∈ {K3,3, K∗3 , K4}.
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Since a graph G does not have disjoint circuits if and only if any subdivision of G
does not have disjoint circuits, the following corollary follows immediately.
Corollary 1.3.22 (Erdös and Pósa [8], also see Corollary 3.3 of Bollobás [1]) Let G be
a simple graph of order n ≥ 3.
(i) If |E(G)| ≥ n + 4, then G has 2 edge-disjoint circuits.
(ii) The graph G with |E(G)| = n + 3 does not have edge-disjoint circuits if and only if
G can be obtained from a subdivision G0 of K3,3 by adding a forest and exactly one edge,
joining each tree of the forest to G0.
Theorem 1.3.21 can be viewed as a result on cosimple graphic matroids. Thus we
consider generalizing Theorem 1.3.21 to matroids. Our main results of this note are the
following.
Theorem 1.3.23 Let M be a connected cosimple regular matroid. The following are
equivalent.
(i) M does not have disjoint circuits.
(ii) M ∈ {M(K3,3)} ∪ {M∗(Kn), n ≥ 3}.
Corollary 1.3.24 Let M be a regular matroid. Then M has no disjoint circuits if and
only if one of the following holds:
(i) M = Um,m, for some integer m > 0, or
(ii) M is a serial extension of a member in {M(K3,3), U0,1} ∪ {M∗(Kn), n ≥ 3}, or
(iii) M = M1
⊕
M2 is the direct sum of two matroids M1 and M2, where M1 is a serial
extension of a member in {M(K3,3), U0,1} ∪ {M∗(Kn), n ≥ 3} and where M2 ∼= Um,m, for
some m = |E(M)| − |E(M1)| ≥ 1.
Chapter 2
Partial Result towards Thomassen
Conjecture
2.1 The Problem and the Main Results
In 1986, Thomassen proposed the following conjecture.
Conjecture 2.1.1 (Thomassen [23]) Every 4-connected line graph is hamiltonian.
A graph that does not have an induced subgraph isomorphic to K1,3 is called a claw-
free graph. It is well known that every line graph is a claw-free graph. Matthews and
Sumner proposed a seemingly stronger conjecture.
Conjecture 2.1.2 (Matthews and Sumner [16]) Every 4-connected claw-free graph is
hamiltonian.
The best result towards these conjectures so far were obtained by Zhan and Ryjác̆ek.
Theorem 2.1.3 (Zhan [25]) Every 7-connected line graph is hamiltonian connected.
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Theorem 2.1.4 (Ryjác̆ek [19])
(i) Conjecture 1.1 and Conjecture 1.2 are equivalent.
(ii) Every 7-connected claw-free graph is hamiltonian.
It is well known that the line graph of the graph obtained by subdividing each edge of
the Petersen graph exactly once is a 3-connected claw-free graph without a hamiltonian
circuit. In this chapter, we consider the following problem: For 3-connected claw-free
graphs, can high essential connectivity guarantee the existence of a hamiltonian circuit?
This leads us to prove the following Theorem 2.1.5.
Theorem 2.1.5 Every 3-connected, essentially 11-connected line graph is hamiltonian.
Ryjác̆ek [19] introduced the line graph closure of a claw-free graph and used it to show
that a claw-free graph G is hamiltonian if and only if its closure cl(G) is hamiltonian,
where cl(G) is a line graph. With this argument and using the fact that adding edges will
not decrease the connectivity of a graph, The following corollary is obtained.
Corollary 2.1.6 Every 3-connected, essentially 11-connected claw-free graph is hamilto-
nian.
However, what is the smallest positive integer k such that every 3-connected, essen-
tially k-connected claw-free graph is hamiltonian? This question remains to be answered.
Thus Corollary 2.1.6 below suggests that 4 ≤ k ≤ 11. We fail to construct examples to
show that there exists a 3-connected essentially 4-connected non-hamiltonian claw-free
graph, and we conjecture that k = 4.
2.2 Reductions
We shall introduce some of the reduction techniques to be used in the proof.
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Theorem 2.2.1 Let G be a connected graph and let G′ denote its reduction. Let F (G)
denote the minimum number of edges that must be added to G so that the resulting graph
has two edge-disjoint spanning trees. Each of the following holds.
(i) (Catlin [3]) If H is a collapsible subgraph of G, then G is collapsible if and only if
G/H is collapsible; G is supereulerian if and only if G/H is supereulerian.
(ii) (Catlin, Theorem 8 of [3]) If G is reduced and if |E(G)| ≥ 3, then δ(G) ≤ 3, and
2|V (G)| − |E(G)| ≥ 4.
(iii) (Catlin, Theorem 5 of [3]) A graph G is reduced if and only if G contains no nontrivial
collapsible subgraphs. As circuits of length less than 4 are collapsible, a reduced graph does
not have a circuit of length less than 4.
Let G be a connected, essentially 3-edge-connected graph such L(G) is not a complete
graph. The core of this graph G, denoted by G0, is obtained by deleting all the vertices of
degree 1 and contracting exactly one edge xy or yz for each path xyz in G with dG(y) = 2.
Lemma 2.2.2 (Shao [22]) Let G be a connected, essentially 3-edge-connected graph G.
(i) G0 is uniquely defined, and κ
′(G0) ≥ 3.
(ii) If G0 is supereulerian, then L(G) is hamiltonian.
A subgraph of G isomorphic to a K1,2 or a 2-circuit is called a 2-path or a P2 subgraph
of G. An edge cut X of G is a P2-edge-cut of G if at least two components of G − X
contain 2-paths. By the definition of a line graph, for a graph G, if L(G) is not a complete
graph, then L(G) is essentially k-connected if and only if G does not have a P2 edge cut
with size less than k. Since the core G0 is obtained from G by contractions (deleting a
pendant edge is equivalent to contracting the same edge), every P2-edge-cut of G0 is also
a P2-edge-cut of G. Hence we have the following.
Lemma 2.2.3 Let k > 2 be an integer, and let G be a connected, essentially 3-edge-
connected graph. If L(G) is essentially k-connected, then every P2-edge-cut of G0 has size
at least k.
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2.3 Proof of Theorem 2.1.5
Throughout this section, we assume that G is a graph such that L(G) is 3-connected,
essentially 11-connected, and that L(G) is not a complete graph. Let G0 denote the
core of G and G′0 denote the reduction of G0. We shall show that G
′
0 = K1, and so G0
is collapsible, which implies that G0 is supereulerian. Hence by Lemma 2.2.2, L(G) is
hamiltonian.
By contradiction, we assume that G′0 is a nontrivial graph. By Theorem 2.2.1(iii),
G′0 does not have a circuit of length less than 4. (2.1)
Since L(G) is 3-connected, G is essentially 3-edge-connected. By Lemma 2.2.2, G′0 is
3-edge-connected. By Theorem 2.2.1(ii), D3(G
′
0) 6= ∅.
Lemma 2.3.1 For each u, v, w ∈ V (G′0) such that P = uvw is 2-path in V (G′0), the edge
cut X = [{u, v, w}, V (G′0)− {u, v, w}]G′0 is a P2-edge-cut of G′0 and |X| ≥ 11.
Proof: Suppose that G′0 − X has components H1, H2, · · · , Hc with c ≥ 2 and with
H1 = G
′
0[{u, v, w}] denoting a 2-path of G′0. To show that X is a P2-edge-cut of G′0, it
suffices to show that for some i ≥ 2,
|V (Hi)| ≥ 2 and |E(Hi)| ≥ 2. (2.2)
Suppose first that for some i ≥ 2, |E(Hi)| = 1. Since Hi is a component of G′0 −X,
|[{u, v, w}, V (Hi)]G′0 | ≥ κ′(G′0) ≥ 3, and so G′0 would have a circuit of length at most 3,
contrary to (2.1). Similarly, suppose that for some i ≥ 2, we have E(Hi) = {xy}. Then by
κ′(G′0) ≥ 3, each of x and y has degree at least 3 in G′0 and so |[{u, v, w}, V (Hi)]G′0| ≥ 4.
It follows again that G′0 would have a circuit of length at most 3, contrary to (2.1). This
proves (2.2).
Thus X is a P2-edge-cut of G
′
0. Since L(G) is essentially 11-connected, |X| ≥ 11.
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Lemma 2.3.2 Every component of G′0[D3(G
′
0)] contains at most 2 vertices.
Proof: By contradiction, we assume that one component of G′0[D3(G
′
0)] contains at
least 3 vertices, and so this component has three vertices u, v, w such that G′0[{u, v, w}]
is connected. Thus X = [{u, v, w}, V − {u, v, w}] is a P2-edge-cut of G′0. Since u, v, w ∈
D3(G
′
0), |X| ≤ 5, contrary to Lemma 2.3.1.




, over the interval [3,∞).
For each v ∈ G′0, define l(v) = f(degG′0(v)). Note that (i) of Lemma 2.3.3 below is a fact
from Calculus and (ii) of Lemma 2.3.3 follows from (i) of Lemma 2.3.3.
Lemma 2.3.3 Each of the following holds.
(i) f(x) is an increasing function.
(ii) If degG′0(v) ≥ k, then l(v) ≥ f(k).
Lemma 2.3.4 Suppose that v ∈ D3(G′0) is an isolated vertex of G′0[D3(G′0)] such that
v1, v2, v3 are the vertices adjacent to v in G
′
0. Then l(v1) + l(v2) + l(v3) ≥ 1.
Proof: Since v is an isolated vertex in D3(G
′
0), vi 6∈ D3(G′0). Relabelling the vertices if
needed, we may assume that
4 ≤ degG′0(v1) ≤ degG′0(v2) ≤ degG′0(v3). (2.3)
For i, j ∈ {1, 2, 3}, by Lemma 2.3.1, degG′0(vi)+degG′0(vj)−2+1 = |[{v, vi, vj}, V (G′0)−
{v, vi, vj}]| ≥ 11, and so
degG′0(vi) + degG′0(vj) ≥ 12. (2.4)
If degG′0(v1) ≥ 6, then by (2.3) and by Lemma 2.3.3(ii), l(v1)+l(v2)+l(v3) ≥ 3f(6) = 1.
Suppose then that degG′0(v1) = 5. Then by (2.4), both degG′0(v2) ≥ 7 and degG′0(v3) ≥ 7.
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It follows by Lemma 2.3.3(ii) that l(v1) + l(v2) + l(v3) ≥ f(5) + 2f(7) ≥ 1. Finally, we
assume that degG′0(v1) = 4. Then by (4), both degG′0(v2) ≥ 8 and degG′0(v3) ≥ 8. It
follows by Lemma 2.3.3(ii) that l(v1) + l(v2) + l(v3) ≥ f(4) + 2f(8) = 1.
Lemma 2.3.5 Suppose that v, w ∈ D3(G′0) and vw ∈ E(G′0). If v1, v2, w are the vertices
adjacent to v in G′0 and if v3, v4, v are the vertices adjacent to w in G
′
0, then
(i) v1, v2, v3, v4 are mutually distinct vertices, and
(ii) both l(v1) + l(v2) ≥ 1 and l(v3) + l(v4) ≥ 1.
Proof: If |{v1, v2, v3, v4}| ≤ 4, then G′0 could contain a circuit of length at most 3,
contrary to Theorem 2.2.1(iii). Thus Lemma 2.3.5(i) follows.
For i ∈ {1, 2, 3, 4}, by Lemma 2.3.1, degG′0(vi)− 1 + 3 = |[{v, w, vi}, V −{v, w, vi}]| ≥
11, and so
degG′0(vi) ≥ 9. (2.5)
It follows by (2.5) and Lemma 2.3.3(ii) that both l(v1) + l(v2) ≥ 2f(9) ≥ 1 and l(v3) +
l(v4) ≥ 2f(9) ≥ 1.





































(i− 4) · di.
It follows by (2.6) that
2(2|V (G)| − |E(G)|) = 4|V (G)| − 2|E(G)| =
∑
i≥3
(4− i) · di = d3 −
∑
i≥4
(i− 4) · di ≤ 0,
contrary to Theorem 2.2.1. Thus G′0 = K1 and G0 is supereulerian. By Lemma 2.2.2,




3.1 The Problem and the Main Results
Let G be a graph. If v ∈ V (G) and H is a subgraph of G, then NH(v) denotes the
set of vertices in H that are adjacent to v in G. Thus, dH(v), the degree of v relative
to H, is |NH(v)|. We also write d(v) for dG(v) and N(v) for NG(v). If C and H are
subgraphs of G, then NC(H) = ∪u∈V (H)NC(u), and G − C denotes the subgraph of G
induced by V (G)− V (C). Let P = x1x2 · · ·xm denote a path of order m. To emphasize
the end vertices of the path P , we also say that P is an (x1, xm)-path. Define N
+
P (u) =
{xi+1 ∈ V (P ) : xi ∈ NP (u)}. So if xm ∈ NP (u), then |N+P (u)| = |NP (u)| − 1. Two
vertices are consecutive in P if they are the ends of an edge in E(P ). Thus, each pair of
vertices xi, xi+1 are consecutive in P for any i ∈ {1, · · · ,m − 1}. When 1 ≤ i < j ≤ m,
we use [xi, xj] to denote the section xixi+1 · · ·xj of P and [xj, xi] to denote the section
xjxj−1 · · ·xi of P . If there is an (x1, xm)-path P ∗ in G such that V (P ) ⊂ V (P ∗) and
|V (P ∗)| > |V (P )|, then we say that P ∗ extends P . Let C = x1 · · ·xmx1 be a circuit.
Define N+C (H) = {xi+1 ∈ V (C) : xi ∈ NC(u)}, where the subscriptions are taken by
modulo m. Two vertices are consecutive in C if they are the ends of an edge in E(C). If
16
CHAPTER 3. S-HAMILTONIAN AND S-HAMILTONIAN CONNECTED 17
there is a circuit C∗ in G such that V (C) ⊂ V (C∗) and |V (C∗)| > |V (C)|, then we say
that C∗ extends C.
The following sufficient conditions to ensure the existence of a Hamiltonian circuit in
a simple graph G of order n ≥ 3 are well known.
Theorem 3.1.1 (Dirac [6]) If δ(G) ≥ n/2, then G is Hamiltonian.
Theorem 3.1.2 (Ore [17]) If d(u) + d(v) ≥ n for each pair of nonadjacent vertices
u, v ∈ V (G), then G is Hamiltonian.
Theorem 3.1.3 (Fan [9]) If G is a 2-connected graph and if max{d(u), d(v)} ≥ n/2 for
each pair of vertices u, v ∈ V (G) with d(u, v) = 2, then G is Hamiltonian.
Theorem 3.1.4 (Chen [4]) If G is a 2-connected graph and if max{d(u), d(v)} ≥ n/2
for each pair of vertices u, v ∈ V (G) with 1 ≤ |N(u) ∩ N(v)| ≤ α(G) − 1, then G is
Hamiltonian.
Theorem 3.1.5 (Chen et al [5]) If G is a k-connected (k ≥ 2) graph and if max{d(v) :
v ∈ I} ≥ n/2 for every independent set I of order k such that I has two distinct vertices
x, y with d(x, y) = 2, then G is Hamiltonian.
Zhao et al recently proved Theorem 3.1.6 below, which unified and extended the above
theorems.
Theorem 3.1.6 (Zhao et al [14]) If G is a k-connected (k ≥ 2) graph of order n and
if max{d(v) : v ∈ I} ≥ n/2 for every independent set I of order k such that I has two
distinct vertices x, y with 1 ≤ |N(x) ∩N(y)| ≤ α(G)− 1, then G is Hamiltonian.
In this chapter, we shall obtain sufficient conditions for s-Hamiltonian graphs and
s-Hamiltonian connected graphs, respectively, as shown below.
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Theorem 3.1.7 Let k, s be two integers with k ≥ s + 2 and 0 ≤ s ≤ n − 3. If G is a
k-connected graph of order n and if max{d(v) : v ∈ I} ≥ (n + s)/2 for every independent
set I of order k − s such that I has two distinct vertices x, y with 1 ≤ |N(x) ∩ N(y)| ≤
α(G) + s− 1, then G is s-Hamiltonian.
Theorem 3.1.8 Let k, s be two integers with k ≥ s + 3 and 0 ≤ s ≤ n− 2. If G is a k-
connected graph of order n and if max{d(v) : v ∈ I} ≥ (n+s+1)/2 for every independent
set I of order k−s−1 such that I has two distinct vertices x, y with 1 ≤ |N(x)∩N(y)| ≤
α(G) + s, then G is s-Hamiltonian connected.
Note that Theorem 3.1.6 is a special case of Theorem 3.1.7 when s = 0. Applying
Theorem 3.1.8 to the case when s = 0, we get the following corollary.
Corollary 3.1.9 If G is a k-connected (k ≥ 3) graph of order n and if max{d(v) : v ∈
I} ≥ (n + 1)/2 for every independent set I of order k − 1 such that I has two distinct
vertices x, y with 1 ≤ |N(x) ∩N(y)| ≤ α(G), then G is Hamiltonian-connected.
The following Lemma 3.1.10 is very important for the proof of the main theorems. A
proof can also be found in [15].
Lemma 3.1.10 Let G be a connected graph, F = x1 · · ·xm(x1) be a longest path (or
circuit) in G and H be a component of G−V (F ). If xi, xj ∈ NF (H) with 1 ≤ i < j < m,
then
(i) xi+1xj+1 6∈ E(G);
(ii) N(xi+1) ∩ V (H) = ∅;
(iii) N+F (H) ∪ {x} is an independent set of G, where x ∈ V (H).
Theorem 3.1.7 and Theorem 3.1.8 will be proved in the following two sections, respectively.
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3.2 Proof of Theorem 3.1.7
Throughout this section, let k, s denote two integers with k ≥ s + 2 and 0 ≤ s ≤ n− 3.
Lemma 3.2.1 [7] Let G be a graph and P = x1 · · ·xn be a Hamiltonian-path of G. If
d(x1) + d(xn) ≥ n, then G contains a Hamiltonian-circuit.
Lemma 3.2.2 Let G be a k-connected graph of order n, S ⊆ V (G) be a vertex set of
order s, C = x1 · · ·xmx1 be a circuit of G−S with |V (C)| < n− s and H be a component
of G− S − V (C). Then G− S contains a circuit C∗ extending C, if one of the following
holds:
(i) there exist two distinct vertices xi, xj ∈ V (C) with xi+1, xj+1 ∈ N+C (H) such that
d(xi+1) ≥ (n + s)/2 and d(xj+1) ≥ (n + s)/2, or
(ii) there exists a vertex xi+1 ∈ N+C (H) and a vertex y ∈ V (H) such that d(xi+1) ≥
(n + s)/2 and d(y) ≥ (n + s)/2.
Proof Since the proof when (ii) holds is similar to the proof when (i) holds, we only
present the proof of the lemma assuming (i) holds. Let x′i, x
′
j ∈ V (H) (possibly x′i = x′j)
be such that x′ixi, x
′
jxj ∈ E(G) and let P be an (x′j, x′i)-path in H. Then G[V (C ∪P )] has
a Hamiltonian-path P ∗ = [xi+1, xj]P [xi, x1][xm, xj+1]. Let H ′ = G − V (S ∪ C ∪ H). If
NH′(xi+1)∩NH′(xj+1) 6= ∅, let z ∈ NH′(xi+1)∩NH′(xj+1) and then G−S has a circuit C∗ =
z[xi+1, xj]P [xi, x1][xm, xj+1]z extending C. Now suppose that NH′(xi+1)∩NH′(xj+1) = ∅
and so dH′(xi+1) + dH′(xj+1) ≤ |V (H ′)|. If NH−P (xi+1) ∪ NH−P (xj+1) 6= ∅, without loss
of generality, let y ∈ NH−P (xi+1) ∪ NH−P (xj+1) and yxi+1 ∈ E(G) and let P ′′ be an
(x′i, y)-path in H. So G − S has a circuit C∗ = xiP ′′[xi+1, xm][x1, xi] extending C. Now
we can suppose that NH−P (xi+1)∪NH−P (xj+1) = ∅ and so dH−P (xi+1)+dH−P (xj+1) = 0.
By (i) of Lemma 3.2.2, both d(xi+1) ≥ (n + s)/2 and d(xj+1) ≥ (n + s)/2. Thus,
dP ∗(xi+1) + dP ∗(xj+1) = d(xi+1) + d(xj+1)
−(dS∪H′∪(H−P )(xi+1) + dS∪H′∪(H−P )(xj+1))
≥ n + s− 2s− |V (H ′)| ≥ |V (P ∗)|.
By Lemma 3.2.1, G[V (C ∪ P )] contains a Hamiltonian-circuit C∗ extending C.
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Lemma 3.2.3 Suppose that G satisfies the hypothesis of Theorem 3.1.7. Let S ⊆ V (G)
be a vertex set with |S| = s′ ≤ s, C = x1 · · ·xmx1 be a longest circuit of G − S with
|V (C)| < n− s′ and H be a component of G− S − V (C). Then
(i) |NC(H)| ≥ k − s;
(ii) if x ∈ V (H), xi ∈ V (C) are such that xxi ∈ E(G), then 1 ≤ |N(x) ∩ N(xi+1)| ≤
α(G) + s− 1;
(iii) d(x) ≥ (n + s)/2 for each x ∈ V (H) with |NC(x)| ≥ 1.
Proof (i) Since C = x1 · · ·xmx1 is a longest circuit of G − S with |V (C)| < n − s′, it
follows that H 6= ∅ and V (C) − NC(H) 6= ∅. By the facts that NC(H) ∪ S separates H
and G−H − (S ∪NC(H)) and that G is k-connected, we have |NC(H)|+ |S| ≥ k and so
|NC(H)| ≥ k − s′ ≥ k − s.
(ii) By Lemma 3.1.10 (iii), N+C (H) ∪ {x} is an independent set and so |NC(H)| =
|N+C (H)| ≤ α(G)−1. It follows that 1 ≤ |N(x)∩N(xi+1)| ≤ |NC(H)∪S| ≤ α(G)+s′−1 ≤
α(G) + s− 1.
(iii) Suppose, to the contrary, that there exists an x ∈ V (H) with |NC(x)| ≥ 1 and
with d(x) < (n + s)/2. Let xi ∈ NC(x). By Lemma 3.1.10 (iii) and by the fact that
|N+C (H)| = |NC(H)| ≥ k − s, G has an independent set J = J ′ ∪ {x} of order k − s
with xi+1 ∈ J ′ ⊆ N+C (H). By (ii), 1 ≤ |N(x) ∩ N(xi+1)| ≤ α(G) + s − 1. Hence by
the hypothesis of Theorem 3.1.7 and by the fact that d(x) < (n + s)/2, there must exist
an xl+1 ∈ J ′ satisfying d(xl+1) ≥ (n + s)/2. By (i), |N+C (H)| = |NC(H)| ≥ k − s ≥ 2,
and so there exists an xj+1 ∈ N+C (H) − {xl+1}. Since xj+1 ∈ N+C (H), xj ∈ NC(H)
and we may assume y ∈ V (H) with yxj ∈ E(G) (possible y = x). By (ii), we have
1 ≤ |N(y) ∩N(xj+1)| ≤ α(G) + s− 1. Similarly, G has an independent set J1 = J ′1 ∪ {y}
of order k − s, where xj+1 ∈ J ′1 ⊆ N+C (H)− {xl+1}. By the hypothesis of Theorem 3.1.7,
there exists a z ∈ J1 such that d(z) ≥ (n+s)/2. Consequently, either z ∈ N+C (H), whence
by Lemma 3.2.2 (i), G−S has a circuit C∗ extending C; or z = y, whence by Lemma 3.2.2
(ii), G−S has a circuit C∗ extending C. In either case, a contradiction to the assumption
that C is a longest circuit of G− S is obtained.
Proof of Theorem 3.1.7 Let G be a graph satisfying the hypothesis of Theorem 3.1.7.
Suppose, to the contrary, that G is not s-Hamiltonian. Then there exists a vertex set
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S ⊆ V (G) with |S| = s′ ≤ s such that G − S does not have a Hamiltonian-circuit. By
the fact that k − s′ ≥ k − s ≥ 2, G− S is 2-connected. We may assume that
C = x1 · · ·xmx1 is a longest circuit in G− S. (3.1)
Then |V (C)| < n− s′. Let H be a component of G− S − V (C). By Lemma 3.2.3 (i), we
have |NC(H)| ≥ k − s ≥ 2. Choose xi, xj ∈ NC(H) to be such that
X ∩NC(H) = ∅, and |X| is minimum, (3.2)
where X = {xi+1, · · · , xj−1}. Then |X| > 0. Otherwise, there exist yi, yi+1 ∈ V (H)
such that xiyi ∈ E(G), xi+1yi+1 ∈ E(G) (yi and yi+1 might be the same vertex). Let
PH [yi, yi+1] be a (yi, yi+1)-path in H. Then C
∗ = [x1, xi]PH [yi, yi + 1][xi+1, xm]x1 is a
circuit extending C, contrary to (3.1). By Lemma 3.2.3 (iii), for each vertex x ∈ V (H)
with |NC(x)| ≥ 1, d(x) ≥ (n + s)/2. Since N(x) ∪ {x} ⊆ V (H) ∪ NC(H) ∪ S for each
x ∈ V (H), |V (H)|+ |NC(H)|+ |S| ≥ (n + s)/2 + 1, and then




Claim 1. G−S − V (C) has only one component H = G−S − V (C) and |X| < |V (H)|.
Proof. Suppose, to the contrary, that G−S−V (C) has at least two components. Assume
that H is the component with the smallest order and let H∗ = G− S − V (C ∪H). Since
|V (H)| is minimized, |V (H)| ≤ |V (H∗)|. It follows by (3.3) and |NC(H)| ≥ 2 that
|X| ≤ |V (C)| − |NC(H)||NC(H)| =
n− |V (H∗)| − s′ − (|V (H)|+ |NC(H)|)
|NC(H)|
≤ (n− s
′)/2− 1− |V (H∗)|
|NC(H)| ≤
|V (H)|+ |NC(H)| − 2− |V (H∗)|
|NC(H)|
=




Then as |V (H)| ≤ |V (H∗)|, (4) implies |X| < 1, contrary to the fact that |X| > 0. Hence,
H is the only component of G−S−V (C). Since |NC(H)| ≥ 2, we have that |X| < |V (H)|.
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Choose x′i, x
′
j ∈ V (H) with xix′i ∈ E(G), xjx′j ∈ E(G) to be such that |V (P ′)| is as
large as possible, where P ′ is an (x′i, x
′
j)-path in H. Then C
′ = [x1, xi]P ′[xj, xm]x1 is a
circuit such that
V (C) \X ⊆ V (C ′) and |V (C ′)| is maximized. (3.5)
By (3.5), C ′ is a longest path containing V (C)\X and so by applying Lemma 3.2.3 and the
argument on C to C ′, it follows that G−S−V (C ′) has only one component H ′ and that
H ′ = G[X∪V (H−P ′)]. By (3.2) and the fact that |X| > 0, H−P ′ = ∅. Otherwise, H ′ is
connected while G[X∪(H−P ′)] is disconnected, a contradiction. Therefore P ′ is a path of
order |V (H)|. By the fact that |X| < |V (H)|, we have |V (C ′)| = |V (C)|−|X|+ |V (H)| >
|V (C)|, contrary to (3.1). This completes the proof of Theorem 3.1.7.
3.3 Proof of Theorem 3.1.8
Lemma 3.3.1 Let G be a graph and P = x1 · · ·xn be a Hamiltonian-path of G. If
d(x1) + d(xn) ≥ n + 1, then for any edge e = xixi+1 ∈ E(P ), G has a Hamiltonian-circuit
C such that e ∈ (C).
Proof Let T = {xj| x1xj+1 ∈ E, xj+1 ∈ V (P )}. Then
|T ∩N(xn)| = |T |+ |N(xn)| − |T ∪N(xn)| ≥ n + 1− (n− 1) = 2.
That means there exists xj ∈ T ∩ N(xn) − {xi}, and so G has a Hamiltonian-circuit
C = [x1, xj][xn, xj+1]x1. Clearly, E(P ) − {xjxj+1} ⊆ E(C), and so e = xixi+1 ∈ E(C).
Thus the lemma holds.
Lemma 3.3.2 Let G be a k-connected graph of order n, S ⊆ V (G) be a vertex set with
|S| = s′ ≤ s, P = x1 · · ·xm be a path of G−S with |V (P )| < n−s and H be a component
of G − S − V (P ). Then G − S contains a path P ∗ extending P , if one of the following
holds:
(i) there exist two distinct vertices xi, xj ∈ V (P ) with xi+1, xj+1 in N+P (H) such that
d(xi+1) ≥ (n + s + 1)/2 and d(xj+1) ≥ (n + s + 1)/2, or
CHAPTER 3. S-HAMILTONIAN AND S-HAMILTONIAN CONNECTED 23
(ii) there exists a vertex xi+1 ∈ N+P (H) and a vertex y ∈ V (H) such that d(xi+1) ≥
(n + s + 1)/2 and d(y) ≥ (n + s + 1)/2.
Proof Since the proof when (ii) holds is similar to the proof when (i) holds, we shall
only present the proof of the Lemma 3.3.2 assuming (i) holds. Let x′i, x
′
j ∈ V (H) with
x′ixi, x
′
jxj ∈ E(G) and let P ′ be an (x′j, x′i)-path in H. Define G1 to be the graph obtained
from G by adding a new edge x1xm if x1xm 6∈ E(G) and to be G if x1xm ∈ E(G). Then
we have an (xi+1, xj+1)-path P1 = [xi+1, xj]P
′[xi, x1][xm, xj+1] with V (P1) = V (P ) ∪
V (P ′) in G1. Moreover, x1xm is an edge of P1. Let H∗ = G − V (S ∪ P ∪ H). If
NH∗(xi+1) ∩NH∗(xj+1) 6= ∅, let z ∈ NH∗(xi+1) ∩NH∗(xj+1) and then G[V (P1) ∪ {z}] has
a Hamiltonian-circuit C such that x1xm ∈ E(C). Therefore, C − {x1xm} is an (x1, xm)-
path in G − S which extends P . Now suppose that NH∗(xi+1) ∩ NH∗(xj+1) = ∅ and so
we have dH∗(xi+1) + dH∗(xj+1) ≤ |V (H∗)|. If NH−P ′(xi+1) ∪ NH−P ′(xj+1) 6= ∅, without
loss of generality, let y ∈ NH−P ′(xi+1)∪NH−P ′(xj+1) and yxi+1 ∈ E(G) and let P ′′ be an
(x′i, y)-path in H. So G − S has a path P ∗ = [x1, xi]P ′′[xi+1, xm] extending P . Now we
can suppose that NH−P ′(xi+1) ∪NH−P ′(xj+1) = ∅ and so dH−P ′(xi+1) + dH−P ′(xj+1) = 0.
Since d(xi+1) ≥ (n + s + 1)/2 and d(xj+1) ≥ (n + s + 1)/2, we have
dP1(xi+1) + dP1(xj+1) = d(xi+1) + d(xj+1)
−(dS∪H∗∪(H−P ′)(xi+1) + dS∪H∗∪(H−P ′)(xj+1))
≥ n + s + 1− 2s− |V (H∗)| ≥ |V (P1)|+ 1.
By Lemma 3.3.1, G1[V (P1)] contains a Hamiltonian-circuit C such that x1xm ∈ E(C),
and then C − {x1xm} is an (x1, xm)-path P ∗ in G− S extending P .
By a proof similar to that for Lemma 3.2.3, we obtain the following lemma.
Lemma 3.3.3 Suppose that G satisfies the hypothesis of Theorem 3.1.8. Let S ⊆ V (G) be
a vertex set with |S| = s′ ≤ s, P = x1 · · ·xm be a longest path of G−S with |V (P )| < n−s′
and H be a component of G− S − V (P ). Then
(i) |NP (H)| ≥ k − s;
(ii) if x ∈ V (H), xi ∈ V (P ) with xxi ∈ E, then 1 ≤ |N(x) ∩N(xi+1)| ≤ α(G) + s;
(iii) d(x) ≥ (n + s + 1)/2 for each x ∈ V (H) with |NP (x)| ≥ 1.
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Proof of Theorem 3.1.8 Let G be a graph satisfying the hypothesis of Theorem 3.1.8.
Suppose, to the contrary, that G − S is not Hamiltonian-connected for some vertex set
S ⊆ V (G) with |S| = s′ ≤ s. Then there exists a pair of vertices, say x and y, such
that G− S does not have a Hamiltonian (x, y)-path. Since k − s′ ≥ k − s ≥ 3, G− S is
3-connected and we can choose
P = x1x2 · · ·xm to be a longest (x, y)-path in G− S, (3.6)
where x = x1, y = xm. Then |V (P )| < n− s′. Let H be a component of G− S − V (P ).
By Lemma 3.3.3 (i), we have |NP (H)| ≥ k − s ≥ 3. Choose xi, xj ∈ NP (H) to be such
that
X ∩NP (H) = ∅ and |X| is minimum, (3.7)
where X = {xi+1, · · · , xj−1}. Then |X| > 0. Otherwise, there exist yi, yi+1 ∈ V (H)
such that xiyi ∈ E(G), xi+1yi+1 ∈ E(G) (yi and yi+1 might be the same vertex). Let
PH [yi, yi + 1] be a (yi, yi+1)-path in H. Then P
∗ = [x1, xi]PH [yi, yi+1][xi+1, xm] is an
(x1, xm)-path extending P , contrary to (3.6). By Lemma 3.3.3 (iii), for each vertex x ∈
V (H) with |NC(x)| ≥ 1, d(x) ≥ (n + s + 1)/2. Since for each x ∈ V (H), N(x) ∪ {x} ⊆
V (H) ∪NP (H) ∪ S,
|V (H)|+ |NP (H)| ≥ (n− s′)/2 + 3/2. (3.8)
By a proof similar to that for the Claim 1 in the proof of Theorem 1.7, we get the following.
Claim 2. G−S − V (P ) has only one component H = G−S − V (P ) and |X| < |V (H)|.
Choose x′i, x
′
j ∈ V (H) with x′i, x′j ∈ V (H) to be such that |V (P ′)| is as large as
possible, where P ′ is an (x′i, x
′
j)-path in H. Then P
∗ = [x1, xi]P ′[xj, xm] is a path such
that
V (P ) \X ⊆ V (P ∗) and |V (P ∗)| is maximized. (3.9)
By (3.9), P ∗ is a longest path containing V (P )\X and so by applying Lemma 3.3.3 and the
argument on P to P ∗, it follows that G−S−V (P ∗) has only one component H ′ and that
H ′ = G[X∪V (H−P ′)]. By (3.7) and the fact that |X| > 0, H−P ′ = ∅. Otherwise, H ′ is
connected while X ∪ (H −P ′) is disconnected, a contradiction. Therefore, P ′ is a path of
order |V (H)|. By the fact that |X| < |V (H)|, we have |V (P ∗)| = |V (P )|−|X|+ |V (H)| >
|V (P )|, contrary to (3.6). This completes the proof of Theorem 3.1.8.
Chapter 4
Degree Sequence and Supereulerian
Graphs
4.1 The Problem and the Main Results
Let G be a graph with vertex set V (G) and edge set E(G). A vertex v ∈ V (G) is called
a pendent vertex if d(v) = 1 and denote the set of all pendent vertices of G by D1(G).
An edge e ∈ E(G) is called a pendent edge if one of its endpoints is a pendent vertex. If
v ∈ V (G), then N(v) = {u : uv ∈ E(G)}. If T ⊆ V (G), then N(T ) = {u ∈ V (G) \ T :
uv ∈ E(G) and v ∈ T}.
In [26], Zhang et al. proved the following theorem.
Theorem 4.1.1 [26] Every bipartite graphic sequence with the minimum degree δ ≥ 2
has a realization that admits a nowhere-zero 4-flow.
In this paper, we first get the following result.
Theorem 4.1.2 If d = (d1, d2, · · · , dn) ∈ G is a nonincreasing sequences with dn ≥ 2,
then d has a supereulerian realization.
25
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In [12], Jaeger proved the following result.
Theorem 4.1.3 [12] Every supereulerian graph admits a nowhere-zero 4-flow.
Combining Theorem 4.1.3, we get a result analogous to Theorem 4.1.1.
Theorem 4.1.4 If d = (d1, d2, · · · , dn) ∈ G is a nonincreasing sequences with dn ≥ 2,
then d has a realization that admits a nowhere-zero 4-flow.
Furthermore, we get a result about line-hamiltonian sequence as follows.
Theorem 4.1.5 If d = (d1, d2, · · · , dn) is a nonincreasing graphic sequence with n ≥ 3,
then the following are equivalent.
(i) d is line-hamiltonian.






(dj − 2). (4.1)
(iii) d has a realization G such that G−D1(G) is supereulerian.
4.2 Collapsible Sequences
Theorem 4.2.1 Let G be a connected graph. Each of the following holds.
(i) (Catlin, Corollary of Lemma 3, [3]) If H is a collapsible subgraph of G, then G is
collapsible if and only if G/H is collapsible.
(ii) (Catlin, Corollary 1, [3]) If G contains a spanning tree T such that each edge of T is
contained in a collapsible subgraph of G, then G is collapsible.
(iii) (Caltin, Theorem 7, [3]) C2, K3 are collapsible.
(iv) (Caltin, Theorem 2, [3]) If G is collapsible, then G is supereulerian.
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Theorem 4.2.1(ii) and (iii) imply Corollary 4.2.2 (i); Theorem 4.2.1(i) and (iii) imply
Corollary 4.2.2(ii).
Corollary 4.2.2 (i) If every edge of a spanning tree of G lies in a K3, then G is col-
lapsible.
(ii) If G− v is collapsible and if v has degree at least 2 in G, then G is collapsible.
Corollary 4.2.3 If d = (d1, d2, · · · , dn) is a nonincreasing graphic sequence with d1 =
n− 1 and dn ≥ 2, then every realization of d is collapsible.
Proof. Let G be a realization of d with N(v1) = {v2, · · · , vn} and let T be the spanning
tree with E(T ) = {v1vi : 2 ≤ i ≤ n}. Since dn ≥ 2 and N(v1) = {v2, · · · , vn}, for any
vi ∈ {v1vi : 2 ≤ i ≤ n}, there is vj ∈ {v1vi : 2 ≤ i ≤ n} \ {vi} such that vivj ∈ E(G). So
every edge of T lies in a K3, and by Theorem 4.2.1(ii), G is collapsible.
Lemma 4.2.4 If d = (d1, d2, · · · , dn) is a nonincreasing graphic sequence with d3 = · · · =
dn = 3, then d is collapsible.
Proof. Let v1, v2 be two vertices and let
S =
{
{s1, s2, · · · , sd2} : if d2 is even
{s1, s2, · · · , sd2−1} : if d2 is odd
be a set of vertices other than {v1, v2} and let T = {t1, t2, · · · , td1−d2} be a set of d1 − d2
vertices other than S ∪ {v1, v2}. Let H denote the graph obtained from {v1, v2} ∪ S ∪ T
by joining v2 to each vertex of S and joining v1 to each vertex of S ∪ T (if d2 is odd, then
we also join v1 and v2). Note that dH(v1) = d2 + d1 − d2 = d1, dH(v2) = d2, dH(s) = 2 for
s ∈ S and dH(t) = 1 for t ∈ T .
Let C = t1t2 · · · td2−d1t1 be a cycle passing all vertices of T and let H ′ = H ∪ E(C).
As |S| is even, we join all vertices of S in pairs (i.e., s1s2, s3s4, · · · ) in H ′ and denote
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the resulting graph by H ′′. Note that dH′′(v1) = d1, dH′′(v2) = d2 and dH′′(v) = 3 for
v ∈ S ∪ T .
Also note that
|V (H ′′)| =
{
2 + d1 : if d2 is even
1 + d1 : if d2 is odd.
Let m = n− |V (H ′′)| and so
m =
{
n− (2 + d1) : if d2 is even
n− (1 + d1) : if d2 is odd




times, respectively, and let x1, x2, · · · , xm
2
and y1, y2, · · · , ym
2
be the subdivision
vertices of v1s1 and v1s2, respectively. Then for 1 ≤ j ≤ m2 , we join xjyj and denote the




























By Theorem 4.2.1(iii), K3 is collapsible. If we contract v1x1y1, then we get a triangle
v1x2y2 and if we contract v1x2y2, then we get a triangle v1x3y3 and so on until we get
v1s1s2. After contracting v1t1t2 we get a graph in which each edge lies in a triangle. By
Theorem 4.2.2(i), G is collapsible.
Theorem 4.2.5 (Ex. 1.5.7(a) on page 11, [2]) Let d = (d1, d2, · · · , dn) be a nonincreasing
sequence. Then d is graphic if and only if d′ = (d2−1, d3−1, · · · , dd1+1−1, dd1+2, · · · , dn)
is graphic.
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Lemma 4.2.6 If d = (d1, d2, · · · , dn) is a nonincreasing sequence with n ≥ 4 and dn = 3,
then d is graphic if and only if d′ = (d1 − 1, d2 − 1, d3 − 1, d4, · · · , dn−1) is graphic.
Proof. Let G be a realization of d with d(vi) = di for 1 ≤ i ≤ n. If N(vn) = {v1, v2, v3},
then G− vn is a realization of d′. So it is suffices to prove the following claim.
Claim 1 There is a realization G with d(vi) = di for 1 ≤ i ≤ n and N(vn) = {v1, v2, v3}.
Proof. Choose G to be a realization of d such that |N(vn) ∩ {v1, v2, v3}| is as large
as possible. If |N(vn) ∩ {v1, v2, v3}| = 3, then we are done. Suppose that |N(vn) ∩
{v1, v2, v3}| < 3. Then vnvi /∈ E(G) for some i ∈ {1, 2, 3}. As d(vn) = 3, there exists x ∈
N(vn) such that x /∈ {v1, v2, v3}. Then there must exist v′i ∈ N(vi) such that v′ix /∈ E(G),
otherwise |N(x)| ≥ |N(vi) ∪ {vn}| = di + 1, contrary to the fact that d(x) ≤ d3 ≤ di. Let
G′ = G− {viv′i, vnx}+ {vivn, v′ix}. Then |NG′(vn) ∩ {v1, v2, v3}| > |NG(vn) ∩ {v1, v2, v3}|,
contradicting the choice of G.
Conversely, if G′ is a realization of d′, then can get a realization G of d by adding
a new vertex u to G′ and joining u to the vertices of degree d1 − 1, d2 − 1, d3 − 1 in G′,
respectively.
Theorem 4.2.7 If d = (d1, d2, · · · , dn) is a nonincreasing graphic sequence with n ≥ 4
and dn ≥ 3, then d has a collapsible realization.
Proof. We argue by induction on n. First we assume that n = 4. Then the realization
of d must be a K4. By Theorem 4.2.1, K4 is collapsible.
Next we assume that n ≥ 5. If dn ≥ 4, then d2 − 1 ≥ d3 − 1 ≥ · · · ≥ dd1+1 − 1 ≥ 3
and dd1+2 ≥ · · · ≥ dn ≥ 3. By Theorem 4.2.5 and the induction hypothesis, (d2 −
1, d3 − 1, · · · , dd1+1 − 1, dd1+2, · · · , dn) has a collapsible realization H and assume that
v2, v3, · · · , vd1+1 have degree d2− 1, d3− 1, · · · , dd1+1− 1, respectively. Then we can get a
realization H ′ of d from H by adding a new vertex v1 and joining v1 to v2, v3, · · · , vd1+1,
respectively. By Corollary 4.2.2(ii) H ′ is collapsible. Now we may assume that dn = 3.
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Case 1. If d3 = 3, then by Lemma 4.2.4, (d1, d2, 3, · · · , 3) is collapsible.
Case 2. If d3 ≥ 4, then d1 − 1 ≥ d2 − 1 ≥ d3 − 1 ≥ 3 and d4 ≥ · · · ≥ dn = 3. By
Lemma 4.2.6, (d1−1, d2−1, d3−1, d4, · · · , dn−1) is graphic. By the induction hypothesis,
(d1−1, d2−1, d3−1, d4, · · · , dn−1) has a collapsible realization K and assume that u1, u2, u3
has degree d1−1, d2−1, d3−1, respectively. Then we can get a realization K ′ of d from K
by adding a new vertex u and joining u to u1, u2, u3, respectively. By Corollary 4.2.2(ii)
K ′ is collapsible.
4.3 Supereulerian Sequence and Hamiltonian Line Graph
Lemma 4.3.1 If d = (d1, d2, · · · , dn) is a nonincreasing graphic sequence with dn ≥ 2,
then there exists a 2-edge-connected realization of d.
Proof. Choose G to be a realization of d such that G has as few components as possible.
Therefore,the following claim holds.
Claim 2 G is connected.
Proof. Suppose, to the contrary, that G has more than one components. Let G1, G2 be
two components of G and e1 = u1v1 ∈ E(G1), e2 = u2v2 ∈ E(G2). Then G − {e1, e2} +
{u1u2, v1v2} is a realization of d with fewer components than G, contradicting the choice
of G.
If d1 = d2 = · · · = dn = 2, then Cn is a 2-edge-connected realization of d. Now
suppose that d1 > 2. Then the following claim holds.
Claim 3 There is a a 2-edge-connected realization of d.
Choose G to be a realization of d with κ′(G) as large as possible. By Claim 2,
κ′(G) ≥ 1. Suppose, to the contrary, that κ′(G) = 1 and furthermore, we can choose
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G to be a realization of d with as few cut edges as possible. Let e = uv be a cut edge
such that one of the component G1 of G − e is 2-edge-connected. Assume u ∈ V (G1).
Then d(u) ≥ 3. Suppose that uv · · ·w is a path of G such that the internal vertices
on this path are of degree 2 and so d(w) ≥ 3 (it is possible that w = v). Then there
are uu1, uu2 ∈ E(G1) and ww1, ww2 ∈ E(G2). Now we can get G′ from G by deleting
uu1, uu2, ww1, ww2 and adding u1w1, u2w2, and get G
′′ from G′ by first dividing u1w1 into
u1u
′ and u′w1, dividing u2w2 into u1w′ and w′w2 and then identifying u and u′, w and w′.
Then G′′ is a realization of d with fewer cut edges than G, contradicting the choice of G.
Lemma 4.3.2 If d = (d1, d2, · · · , dn) is a nonincreasing sequence with d1 = n−1, dn = 2,
then d = (d1, d2, · · · , dn) is graphic if and only if (i) d′ = (d1 − 1, d2 − 1, · · · , dn−1)
is graphic when d2 ≥ n − 2 and (ii) d′′ = (d1 − 2, d2, · · · , dn−2) is graphic or d′′′ =
(d1 − 1, d2, · · · , di−1, di − 1, di+1, · · · , dn−1) for some di ≥ 3 is graphic when d2 ≤ n− 3.
Proof. Let d = (d1, d2, · · · , dn) be a nonincreasing sequence with d1 = n − 1, dn = 2.
Suppose that d = (d1, d2, · · · , dn) is graphic. We consider the following three cases.
Case 1. d2 = n− 1.
Let G be a realization d with d(vi) = di for 1 ≤ i ≤ n. Since d1 = d2 = n− 1, v1vn ∈
E(G) and v2vn ∈ E(G) and so G− vn is a realization of d′ = (d1 − 1, d2 − 1, · · · , dn−1).
Case 2. d2 = n− 2.
In this case, the following claim holds.
Claim 4 d has a realization G such that N(vn) = {v1, v2}.
Proof Let G be a realization of d. If N(vn) = {v1, v2}, we are done. Otherwise, since
d(v1) = n − 1, N(vn) = {v1, vi}. Then d(vi) ≤ n − 2 and there exists vj such that
vivj /∈ E(G). Since d(v2) = n − 2 and vn /∈ N(v2), vj 6= v2 and vj ∈ N(v2). So
G− {v2vj, vivn}+ {v2vn, vivj} is a realization of d with N(vn) = {v1, v2}.
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Let G be a realization of d with d(vi) = di for 1 ≤ i ≤ n and N(vn) = {v1, v2}. Then
G− vn is a realization of d′ = (d1 − 1, d2 − 1, · · · , dn−1).
Case 3. d2 ≤ n− 3.
In this case, there exists a realization G of d with N(vn) = {vn−1, v1}, N(vn−1) =
{v1, vn} or N(vn) = {v1, vi} and d(vi) ≥ 3. In the former case, G − {vn, vn−1} is a
realization of d′′ = (d1 − 2, d2, · · · , dn−2). In the latter case, G − vn is a realization of
d′′′ = (d1 − 1, d2, · · · , di−1, di − 1, di+1, · · · , dn−1).
Conversely, if d′ = (d1 − 1, d2 − 1, · · · , dn−1) is graphic, then there is a realization G′
of d′ and so G′+ {v1vn, v2vn} is a realization of d; if d′′ = (d1− 2, d2, · · · , dn−2) is graphic,
then there is a realization G′′ of d′′ and so G′′ + {v1vn, vnvn−1, vn−1v1} is a a realization of
d; if d′′′ = (d1−1, d2, · · · , di−1, di−1, di+1, · · · , dn−1) is graphic, then there is a realization
G′′′ of d′′′ and so G′′′ + {v1vn, vivn} is a realization of d.
Lemma 4.3.3 If d = (d1, d2, · · · , dn) is a nonincreasing sequence with d1 ≤ n − 2 and
dn = 2, then d = (d1, d2, · · · , dn) is graphic if and only if (i) d′ = (d1, d2, · · · , dn−1) is
graphic or d′′ = (d1, d2, · · · , di − 1, · · · , dj − 1, · · · , dn−1) for some di ≥ 3 and dj ≥ 3.
Proof. Let d = (d1, d2, · · · , dn) be a nonincreasing sequence with d1 ≤ n − 2 and dn =
2. Suppose that d = (d1, d2, · · · , dn) is graphic. Then there exists a 2-edge-connected
realization G of d with d(vi) = di for 1 ≤ i ≤ n. Suppose that N(vn) = {vi, vj}. If
vivj 6∈ E(G), then G− vn + {vivj} is a realization of (d1, d2, · · · , dn−1). Now suppose that
vivj ∈ E(G) and we distinguish the following two cases:
Case 1: {vn, vi, vj} ∪N(vi) ∪N(vj) 6= V (G).
Let T = V (G) \ ({vn, vi, vj} ∪ N(vi) ∪ N(vj)). If there is vs ∈ T such that N(vs) ∩
(N(vi)4N(vj)) 6= ∅, then we assume that vt ∈ N(vs) ∩ (N(vi) \ N(vj)). Now we can
get a realization G′ of d′ = (d1, d2, · · · , dn−1) from G by deleting vn, splitting vsvt to
vsvj′ , vj′vi′ , vi′vt and then identifying vi and vi′ , vj and vj′ . Otherwise, for any vertex
v ∈ T , N(v) ∩ (N(vi)4N(vj)) = ∅, which implies N(T ) ⊆ N(vi) ∩ N(vj). Since G is
2-edge-connected, then there are vp, vq ∈ N(vi) ∩ N(vj) (it is possible that vp = vq) and
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vs, vt ∈ T (it is possible that vs = vt) such that vsvp, vtvq ∈ E(G). Then we can get a
realization G′ of (d1, d2, · · · , dn−1) from G by deleting vn, splitting vsvp into vsvi′ , vi′vp ,
splitting vsvq into vsvj′ , vj′vq and then identifying vi and vi′ , vj and vj′ .
Case 2: {vn, vi, vj} ∪N(vi) ∪N(vj) = V (G).
In this case, di ≥ 3 and dj ≥ 3. Otherwise, 4(G) = n− 1, a contradiction. So G− vn
is a realization of d′′ = (d1, d2, · · · , di − 1, · · · , dj − 1, · · · , dn−1).
Conversely, if d′ = (d1, d2, · · · , dn−1) is graphic, then there is a realization G′ of d′and
so we can get a realization G of d by choosing an edge e = vivj ∈ E(G′) and dividing it
into vivn and vnvj. If d
′′ = (d1, d2, · · · , di− 1, · · · , dj − 1, · · · , dn−1) is graphic, then there
is a realization G′′ of d′′ and so we can get a realization G of d by adding vertex vn and
edges vivn, vjvn to G
′′.
Theorem 4.3.4 If d = (d1, d2, · · · , dn) ∈ G is a nonincreasing sequences with dn ≥ 2,
then d has a supereulerian realization.
Proof of Theorem 4.1.2. By induction on n.
If n = 3, then (2, 2, 2) ∈ G, K3 is supereulerian.
Suppose the theorem holds for all nonincreasing graphic degree sequences with fewer
than n entries. Let d = (d1, d2, · · · , dn) ∈ G be a nonincreasing sequences with dn ≥ 2. If
dn ≥ 3, then by Theorem 4.2.7, d has a collapsible realization G. By Corollary 4.2.2 (iii),
G is supereulerian. If d1 = d2 = · · · = dn = 2, then Cn is a supereulerian realization of d.
In the following, we assume that d1 > dn = 2. We consider two cases.
Case 1: d1 ≤ n− 2.
By Lemma 4.3.3, d′ = (d1, d2, · · · , dn−1) is graphic or d′′ = (d1, d2, · · · , di−1, · · · , dj−
1, · · · , dn−1) with di ≥ 3 and dj ≥ 3 is graphic. If d′ is graphic, by the induction hypothesis,
there is a supereulerian realization G′ of d′. Let C ′ be a spanning eulerian subgraph of G′
and e = uv be an edge of C ′. Then by splitting e of G′ into uvn, vnv, we get a supereulerian
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realization of d. If d′′ with di ≥ 3 and dj ≥ 3 is graphic, then by the induction hypothesis,
there is a supereulerian realization G′′ of d′′. Let C ′′ be a spanning eulerian subgraph of
G′′. If vivj ∈ E(G′′), then let C1 = vivjvn and so G = G′′ + {vivn, vjvn} is a supereulerian
realization of d. If vivj 6∈ E(G′′), then we can get a realization G of d from G′′ + {vivj}
by splitting an edge e = uv of C ′ into uvn and vnv.
Case 2: d1 = n− 1.
By Lemma 4.3.2, d′ = (d1 − 1, d2 − 1, · · · , dn−1) or d′′ = (d1 − 2, d2, · · · , dn−3) or
d′′′ = (d1−1, · · · , di−1, di−1, di+1, · · · , dn−1) is graphic. If d′(or d′′ or d′′′) is graphic, then
by the inductive hypothesis, there is a supereulerian realization G′ of d′ (or d′′ or d′′′).
Let C ′ be a spanning eulerian subgraph of G′. Let C1 = vnv1v2vn (or C1 = v1vnvn−1v1 or
C1 = v1vnviv1 ). Since v1v2 ∈ E(G′) (or vn−1, vn 6∈ V (G′) or v1vi ∈ E(G′) ), G′4C1 is a
supereulerian realization of d with a spanning eulerian subgraph C ′4C1.
Note that if G is supereulerian, then δ(G) ≥ 2 and so dn ≥ 2, we have the following
corollary.
Corollary 4.3.5 If d = (d1, d2, · · · , dn) ∈ G is a nonincreasing sequences, then d has a
supereulerian realization if and only if dn ≥ 2.
Theorem 4.3.6 (Harry and Nash-Williams, [11]) Let |E(G)| ≥ 3. Then L(G) is hamil-
tonian if and only if G has a dominating eulerian subgraph.
Proof of Theorem 4.1.5. (i) ⇒ (ii). Let G be a realization of d such that L(G) is






dj≥2(dj − 2), then G = K1,n−1. Assume that G is not K1,n−1. Then H
is nontrivial. For any vi with d(vi) = 1, vi must be adjacent to a vertex vj in H and so
dG−E(H)(vj) is no less than the number of degree 1 vertices adjacent to vj. Furthermore,










dj≥2(dj − 2). If dn ≥ 2, then by Theorem 4.3.4, d has a supereulerian
realization. So we assume that dn = 1.
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Claim 5 Any realization of d contains a cycle.
Suppose that there exists a realization G of d such that G is a tree. We may assume
that di ≥ 2 for 1 ≤ i ≤ k and dj = 1 for k + 1 ≤ j ≤ n. Then
k∑
i=1

















(dj − 2) =
k∑
i=1




contrary to (4.1). This completes Claim 5 and we assume G is a realization of d containing
a nontrivial cycle C.
Claim 6 There is a realization G of d such that δ(G−D1(G)) ≥ 2.
As G contains a nontrivial cycle C, G − D1(G) is not empty. Let S = N(D1(G)).
It suffices to show that for each s ∈ S, NG−D1(G)(s) ≥ 2. Suppose, to the contrary, that
there is s ∈ S such that NG−D1(G)(s) = 2. Choose G to be a graph such that the elements
in P (G) = {s : s ∈ S with dG(s) = dt ≥ 2 such that NG−D1(G)(s) = 1} is as few as
possible. Let x ∈ P (G). Then x /∈ C. Choose e ∈ E(C) and we subdivide e and let
ve denote the subdivision vertex. And we delete dt − 1 pendent edges of x, add dt − 2
pendent edges to ve and denote the resulting graph Gx ( Note that if dt − 2 = 0, then
we subdivide e without adding any pendent edges). So dGx(ve) = 2 + dt − 2 = dt and
|D1(Gx)| = |(D1(G)−N1(x))∪ {x}|+ dt − 2 = |D1(G)| − (dt − 1) + 1 + dt − 2 = |D1(G)|
but |P (Gx)| < |P (G)|, contradicting the choice of G.
(iii) ⇒ (i) If G is a realization of d such that δ(G − D1(G)) is supererulerian, then
by Theorem 4.3.6, L(G) is hamiltonian.
Chapter 5
Regular Matroids without Disjoint
Circuits
5.1 The Problem and the Main Results
If G is a graph and if V1, V2 are two disjoint vertex subsets of G, then [V1, V2] denote the
set of edges in G with one end in V1 and the other end in V2. For a vertex v ∈ V (G), let
EG(v) = {e ∈ E(G) : e is incident with v}.
Let M and N denote two matroids. If {e, f} is a circuit of M∗ and if M/f = N ,
then M is a serial extension of N . In this case, we say that f is serial to e. Note that
being serial is an equivalence relation on E(M) for a matroid M . The corresponding
equivalence classes are the serial classes of M . Dually, two elements e, f are parallel in
M if they are serial in M∗; being parallel is an equivalence relation on E(M) and the
equivalence classes are the parallel classes of M . An equivalence class is nontrivial if it
has more than one elements.
In 1960, Erdös and Pósa consider the problem of determining all connected graphs
that do not have edge-disjoint circuits. We view the complete graph K3 as a plane graph
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and let K∗3 denote the geometric dual of the plane graph K3.
Theorem 5.1.1 (Erdös and Pósa [8], also see Theorem 3.1, Theorem 3.2 of Bollobás
[1]) Let G be a graph with δ(G) ≥ 3. The following are equivalent.
(i) G does not have edge-disjoint circuits.
(ii) G ∈ {K3,3, K∗3 , K4}.
Since a graph G does not have disjoint circuits if and only if any subdivision of G
does not have disjoint circuits, the following corollary follows immediately.
Corollary 5.1.2 (Erdös and Pósa [8], also see Corollary 3.3 of Bollobás [1]) Let G be a
simple graph of order n ≥ 3.
(i) If |E(G)| ≥ n + 4, then G has 2 edge-disjoint circuits.
(ii) The graph G with |E(G)| = n + 3 does not have edge-disjoint circuits if and only if
G can be obtained from a subdivision G0 of K3,3 by adding a forest and exactly one edge,
joining each tree of the forest to G0.
Theorem 5.1.1 can be viewed as a result on cosimple graphic matroids. Thus we
consider generalizing Theorem 5.1.1 to matroids. Our main results of this note are the
following.
Theorem 5.1.3 Let M be a connected cosimple regular matroid. The following are equiv-
alent.
(i) M does not have disjoint circuits.
(ii) M ∈ {M(K3,3)} ∪ {M∗(Kn), n ≥ 3}.
Corollary 5.1.4 Let M be a regular matroid. Then M has no disjoint circuits if and
only if one of the following holds:
(i) M = Um,m, for some integer m > 0, or
(ii) M is a serial extension of a member in {M(K3,3), U0,1} ∪ {M∗(Kn), n ≥ 3}, or
(iii) M = M1
⊕
M2 is the direct sum of two matroids M1 and M2, where M1 is a serial
extension of a member in {M(K3,3), U0,1} ∪ {M∗(Kn), n ≥ 3} and where M2 ∼= Um,m, for
some m = |E(M)| − |E(M1)| ≥ 1.
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5.2 Proof of the Main Results
We follow Seymour [21] to introduce the notion of binary matroid sums. Given two sets
X and Y , the symmetric difference of X and Y , is
X∆Y = (X ∪ Y )− (X ∩ Y ).
Let M1 and M2 be two binary matroids where E(M1) and E(M2) may intersect. Define
M1∆M2 to be the binary matroid on E = E(M1)∆E(M2) whose cycles are all subsets of
E of the form C1∆C2, where C1 is a cycle of M1 and C2 is a cycle of M2. The binary
matroid sums are defined as follows.
(i) If E(M1) ∩ E(M2) = ∅, then M1∆M2 is the 1-sum of M1 and M2(also referred as a
direct sum).
(ii) If E(M1) ∩ E(M2) = {e0}, such that, for each i ∈ {1, 2}, the element e0 is neither a
loop nor a coloop of Mi, then M1∆M2 is the 2-sum of M1 and M2.
(iii) If E(M1) ∩ E(M2) = C, where C is a 3-circuit of both M1 and M2, such that C
includes no cocircuit of either M1 or M2, and such that for i ∈ {1, 2}, |E(Mi)| ≥ 7, then
M1∆M2 is the 3-sum of M1 and M2.
For k = 1, 2, 3, we also use M1
⊕
k M2 to denote the k-sum of two matroids M1 and
M2. If each of M1 and M2 is isomorphic to a proper minor of M1
⊕
k M2, then we say





1 to denote the direct sum of M1 and M2.




1 0 0 0 0 1 1 0 0 1
0 1 0 0 0 1 1 1 0 0
0 0 1 0 0 0 1 1 1 0
0 0 0 1 0 0 0 1 1 1




and let R10 denote the binary matroid M2[A].
Seymour’s regular matroid decomposition theorem can be applied to cosimple ma-
troids in the following form.
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Theorem 5.2.1 (Seymour [20]) Let M be a cosimple connected regular matroid. Then
one of the following holds.
(i) M is cosimple and graphic.
(ii) M is cosimple and cographic.
(iii) M is isomorphic to R10.
(iv) For i ∈ {2, 3}, M = M1
⊕
k M2 is the proper 2-sum or 3-sum of two cosimple regular
matroids M1 and M2, where both M1 and M2 are isomorphic to proper minors of M .
The following lemma is straightforward.
Lemma 5.2.2 Let G be a graph. If M(G) is cosimple, then δ(G) ≥ 3.
Proof: Note that any edge incident with a degree 1 vertex in G must be a loop of
M∗(G), and that the edges incident with a degree 2 vertex in G must be in a parallel
class of M∗(G). Since M(G) is cosimple, M∗(G) does not have loops or nontrivial parallel
classes. Hence we must have δ(G) ≥ 3.
Proof of Theorem 5.1.3 We first show that Theorem 5.1.3(i) implies Theorem 5.1.3(ii),
and so we assume the M is a connected cosimple regular matroid with no disjoint circuits.
By Theorem 5.2.1, one of the conclusions in Theorem 5.2.1 must hold.
If M is graphic, then we may assume that for some connected graph G, M = M(G).
By Lemma 5.2.2, δ(G) ≥ 3. Since G has no disjoint circuits, by Theorem 5.1.1, G ∈
{K3,3, K∗3 , K4}, and so Theorem 5.1.3(ii) holds.
If M is cographic, then we may assume that for some graph G, M = M∗(G), where
G is a connected graph with n = r(M) + 1 vertices. Since M is cosimple, G is a simple
graph, and so G is a spanning subgraph of Kn, the complete graph on n vertices. Let
V (G) = {v1, v2, · · · vn}. If G 6= Kn, then we may assume that v1v2 6∈ E(G). In this case,
EG(v1) ∩ EG(v2) = ∅, contrary to Theorem 5.1.3(i). Therefore, we must have G = Kn,
and so M ∈ {M∗(Kn), n ≥ 3}.
If M is isomorphic to R10, then it is well known that R10 is a disjoint union of a
4-circuit and a 6-circuit, contrary to Theorem 5.1.3(i). Thus M ∼= R10 is impossible.
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Now suppose that Theorem 5.2.1(iv) holds. We argue by induction on |E(M)|. Since
any matroid with at most 3 elements must be graphic, we assume that |E(M)| = n ≥
4, and Theorem 5.2.1(ii) holds for any matroid M satisfying Theorem 5.1.3(i) with
|E(M)| < n.
Since Theorem 5.2.1(iv) holds, for some i ∈ {2, 3}, M = M1
⊕
i M2 is the proper
i-sum of two cosimple regular matroids M1 and M2, where both M1 and M2 are proper
minors of M .
If one of M1 or M2 has two disjoint circuits, then by the definition of binary matroid
sums, M would also have disjoint circuits, contrary to Theorem 5.1.3(i). Therefore, for
each i, Mi does not have disjoint circuits. Since Mi is a proper minor of M , by induction,
M1,M2 ∈ {M(K3,3)} ∪ {M∗(Kn), n ≥ 3}.
If i = 2, then we may assume that e0 ∈ E(M1) ∩ E(M2). By the definition of 2-
sum and by the fact that M1,M2 ∈ {M(K3,3)} ∪ {M∗(Kn), n ≥ 3}, ∃C1 ∈ C(M1) and
C2 ∈ C(M2) such that e0 6∈ Ci. It follows that C1 ∩ C2 = ∅ and so Theorem 5.1.3(i) is
violated. Thus this is impossible.
Now assume that i = 3, and Z = E(M1) ∩ E(M2) is a 3 element circuit of both M1
and M2. Recall that M1,M2 ∈ {M(K3,3)} ∪ {M∗(Kn), n ≥ 3}. By the definition of a
3-sum, for any i ∈ {1, 2}, |E(Mi)| ≥ 7 and so Mi 6∈ {M∗(K3),M∗(K4)}. Since there is no
3-circuits in either M(K3,3) or a M
∗(Kn) with n > 4, it is impossible that both |Z| = 3
and Z ∈ C(M1) ∩ C(M2). This contradiction shows that this case is also impossible.
Thus if Theorem 5.1.3(i) holds, then we must have M ∈ {M(K3,3)} ∪ {M∗(Kn), n ≥
3}.
Conversely, suppose M ∈ {M(K3,3)} ∪ {M∗(Kn), n ≥ 3}. Since K3,3 is a bipartite
simple graph, any circuit of K3,3 has length at least 4. Suppose that K3,3 has two disjoint
circuits C1 and C2, then since K3,3 is 3-regular, we must have V (C1) ∩ V (C2) = ∅, and
so 6 = |V (K3,3)| ≥ |V (C1)| + |V (C2)| ≥ 8, a contradiction. Hence M(K3,3) cannot have
disjoint circuits. Suppose that M = M∗(Kn), n ≥ 3 and write V (Kn) = {v1, v2, · · · , vn}.
Suppose that C1 and C2 are two circuits of M
∗(Kn). Then C1 is an edge cut of Kn
and so C1 = [V1, V2], for some proper vertex subset V1 ⊆ V (G) and V2 = V (G) − V1.
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Similarly, C2 = [W1,W2], where ∅ 6= W1 ⊆ V (G) and W2 = V (G) − W1 6= ∅. We may
assume that v1 ∈ V1 ∩ W1. If V2 ∩ W2 6= ∅, say v2 ∈ V2 ∩ W2, then v1v2 ∈ C1 ∩ C2. If
V2 ∩W2 = ∅, then we have W2 ⊆ V1, V2 ⊆ W1. Since ∅ 6= [V2,W2] ⊆ [V2, V1] = C1 and
∅ 6= [V2,W2] ⊆ [W1,W2] = C2, then C1 ∩C2 6= ∅. This proves that M∗(Kn) does not have
disjoint circuits.
Proof of Corollary 5.1.4 It suffices to show, by induction on |E(M)|, that if M has
no disjoint circuits, then one of (i), (ii) and (iii) holds. Let M be a regular matroid that
does not have disjoint circuits.
We first assume that M is connected. If M has a loop or a coloop, then since M is
connected, we must have M ∈ {U0,1, U1,1}, and so Corollary 5.1.4 (i) or (ii) must hold.
Thus we assume that M is loopless and coloopless.
If M is connected and cosimple, then by Theorem 5.1.3, M is a member of {M(K3,3)}∪
{M∗(Kn), n ≥ 3} and so Corollary 5.1.4(ii) holds. Otherwise, M has nontrivial serial
classes. Let {e1, e2} be a pair of serial elements in M . Since the intersection of any circuit
and any cocircuit in a matroid M cannot have exactly one element, any circuit in M
containing e1 must also contain e2. This implies that M has no disjoint circuits if and
only if M/e2 has no disjoint circuits. By induction, M/e2 is a serial extension of a member
in {M(K3,3), U0,1} ∪ {M∗(Kn), n ≥ 3}. Since M is a serial extension of M/e2, M is also
a serial extension of a member in {M(K3,3), U0,1} ∪ {M∗(Kn), n ≥ 3}.
Now suppose that M is not connected. Then M = M1
⊕
M2
⊕ · · ·⊕ Mk, where
M1,M2, · · · ,Mk are connected components of M . If ∀i, Mi contains no circuits, then
Corollary 5.1.4(i) holds. Otherwise, since M has no disjoint circuits, exactly one connected
component, say M1, has at least one circuit. It follows that M2
⊕ · · ·⊕ Mk ∼= Un,n and
so Corollary 5.1.4 (iii) must hold.
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