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ABSTRACT
Previous studies suggest that the growth of supermassive black holes (SMBHs) may
be fundamentally related to host-galaxy stellar mass (M?). To investigate this SMBH
growth-M? relation in detail, we calculate long-term SMBH accretion rate as a func-
tion of M? and redshift [BHAR(M?, z)] over ranges of log(M?/M) = 9.5–12 and z =
0.4–4. Our BHAR(M?, z) is constrained by high-quality survey data (GOODS-South,
GOODS-North, and COSMOS), and by the stellar mass function and the X-ray lu-
minosity function. At a given M?, BHAR is higher at high redshift. This redshift
dependence is stronger in more massive systems (for log(M?/M) ≈ 11.5, BHAR is
three decades higher at z = 4 than at z = 0.5), possibly due to AGN feedback. Our
results indicate that the ratio between BHAR and average star formation rate (SFR)
rises toward high M? at a given redshift. This BHAR/SFR dependence on M? does
not support the scenario that SMBH and galaxy growth are in lockstep. We calcu-
late SMBH mass history [MBH(z)] based on our BHAR(M?, z) and the M?(z) from
the literature, and find that the MBH-M? relation has weak redshift evolution since
z ≈ 2. The MBH/M? ratio is higher toward massive galaxies: it rises from ≈ 1/5000 at
log M? . 10.5 to ≈ 1/500 at log M? & 11.2. Our predicted MBH/M? ratio at high M? is
similar to that observed in local giant ellipticals, suggesting that SMBH growth from
mergers is unlikely to dominate over growth from accretion.
Key words: galaxies: evolution – galaxies: active – galaxies: nuclei – quasars: super-
massive black holes – X-rays: galaxies
1 INTRODUCTION
The connection between supermassive black holes (SMBHs)
and host galaxies is a central topic in extragalactic stud-
ies. Observations of the local universe reveal that black-hole
mass (MBH) is tightly related to host-galaxy bulge mass
? E-mail: gxy909@psu.edu (GY)
(Mbulge) and bulge velocity dispersion (σ) (e.g., Ferrarese
& Merritt 2000; Gebhardt et al. 2000; Ha¨ring & Rix 2004;
Kormendy & Ho 2013). This MBH–Mbulge relation suggests
that SMBHs and host galaxies evolve in a coordinated way
over cosmic history, i.e., the so-called “SMBH-galaxy coevo-
lution” scenario.
The black-hole accretion rate (BHAR) can be inferred
from X-ray emission, thanks to the near-universality and
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penetrating nature of X-rays generated by the SMBH ac-
cretion process (e.g., Brandt & Alexander 2015; Xue 2017).
However, since orders-of-magnitude variability is likely com-
mon among active galactic nuclei (AGNs) on timescales of
≈ 102−107 yr (e.g., Novak et al. 2011; Hickox et al. 2014 and
references therein), the instantaneous X-ray luminosity (LX)
cannot be used to study the long-term behavior of black-hole
accretion. The sample-mean BHAR of a galaxy population
is often adopted as a proxy for the long-term average BHAR
(BHAR, i.e., dMBH/dt).
Much work has focused on relations between BHAR (i.e.,
the activity of AGNs) and host-galaxy properties such as
star formation rate (SFR) and stellar mass (M?) in the dis-
tant universe. Some studies have found a positive correlation
between sample-mean BHAR and SFR, and interpret this
result as a reflection of an intrinsic BHAR-SFR relation for
individual galaxies (e.g., Mullaney et al. 2012; Chen et al.
2013; Hickox et al. 2014; Delvecchio et al. 2015). In addi-
tion, observations have demonstrated that the AGN frac-
tion above a given LX threshold rises steeply toward high
M?, suggesting a connection between BHAR and M? (e.g.,
Xue et al. 2010; Lusso et al. 2011; Wang et al. 2017).
The apparent BHAR-SFR and BHAR-M? relations
might not both be fundamental, because SFR and M? are
positively correlated through the “star-formation main se-
quence” for star-forming galaxies. To address this SFR-M?
degeneracy, Yang et al. (2017) studied the sample-mean
BHAR dependence on both SFR and M?, and concluded via
partial-correlation analyses that BHAR is primarily related
to M? rather than SFR in general. This result is consistent
with some observations suggesting AGN host galaxies have
similar SFR as normal galaxies at a given M? (e.g., Rosario
et al. 2013a; Xu et al. 2015; Stanley et al. 2017; Suh et al.
2017). Therefore, the BHAR-M? relation might be a key to
addressing questions about SMBH-galaxy coevolution.
Yang et al. (2017) fitted the BHAR-M? relation with
a log-linear model and found that the slope is consistent
with unity (see their Fig. 5). They did not find significantly
different BHAR-M? relations for the two redshift ranges
(0.5 ≤ z < 1.3 and 1.3 ≤ z < 2.0) used in their analyses.
However, the constraints on cosmic evolution were not tight
due to the limited sample sizes and large redshift bin widths.
Strong cosmic evolution could plausibly exist, since the cos-
mic BHAR density (ρBHAR) significantly depends on red-
shift (e.g., Ueda et al. 2014; Aird et al. 2015). Yang et al.
(2017) only probed the BHAR-M? relation for galaxies with
low and intermediate M? [log(M?/M) . 10.5]. However,
massive galaxies may have a very different BHAR-M? cor-
relation, due to stronger AGN feedback governing SMBH
growth (e.g., McNamara & Nulsen 2007; Anderson et al.
2015).
In this paper, we investigate the BHAR-M? relation
and its cosmic evolution [BHAR(M?, z)] over ranges of
log(M?/M) = 9.5–12 and z = 0.4–4. We do not discuss
the BHAR-MBH relation. The BHAR-MBH relation might be
more physically relevant than the BHAR-M? relation, as
high-MBH SMBHs should be more capable of accreting sur-
rounding material. It is even possible that the BHAR-M? re-
lation ultimately originates from a BHAR-MBH relation (or
other similar relations), since massive galaxies tend to host
high-MBH SMBHs. However, unlike M?, MBH is not a prop-
erty of host galaxies, and thus the BHAR-MBH relation does
not directly provide clues about SMBH-galaxy coevolution.
Also, MBH measurements are often limited to rare luminous
broad-line (BL) quasars and subject to large uncertainties
(e.g., Shen 2013). On the other hand, M? is an observable
for most systems and its measurement techniques are ma-
ture (e.g.., Santini et al. 2015; Davidzon et al. 2017).
Our BHAR(M?, z) is derived from the probability dis-
tribution of specific X-ray luminosity [P(LSX |M?, z), where
LSX = LX/M?]. The definition of LSX allows it to serve as a
rough proxy for the Eddington ratio, i.e., λEdd = Lbol/LEdd,
where LEdd = 1.26 × 1038(MBH/M) erg s−1 is the Eddington
luminosity and Lbol is the bolometric luminosity, as Lbol and
MBH are broadly correlated with LX and M?, respectively
(e.g., Lusso et al. 2012; Kormendy & Ho 2013). For our
purpose, choosing the mathematical format of LSX is only
to follow the convention of previous work (e.g., Aird et al.
2012; Bongiorno et al. 2012), and the choice of whether to
derive P(LSX |M?, z) or P(LX |M?, z) does not affect the final
BHAR(M?, z). Previous work on P(LX |M?, z) (e.g., Aird et al.
2017a; Georgakakis et al. 2017) focuses on interpreting the
physical cause of P(LX |M?, z) itself (e.g., its shape and nor-
malization). Our work utilizes P(LX |M?, z) as a method to
derive BHAR(M?, z), and study SMBH-galaxy coevolution
based on BHAR(M?, z). Therefore, our scientific goals are
different from those works.
At low and moderate LSX (. 1 L M−1 ), P(LSX |M?, z)
has a power-law shape with a slope of ≈ 0.4 − 0.6 (e.g., Aird
et al. 2012; Bongiorno et al. 2012; Jones et al. 2016; Wang
et al. 2017). Some recent work identified a sharp drop toward
high LSX (& 1 L M−1 ; e.g., Bongiorno et al. 2016; Aird et al.
2017a; Georgakakis et al. 2017). The break at high LSX is
physically expected, because otherwise the average X-ray
luminosity (LX), which is the integral of P(LSX |M?, z)×M?×
LSX, would diverge.
In this work, we derive P(LSX |M?, z) utilizing the data
from CANDELS survey (Grogin et al. 2011; Koekemoer
et al. 2011), in particular the GOODS-South and GOODS-
North fields (hereafter GOODS-S and GOODS-N), as well
as the data from COSMOS survey (Scoville et al. 2007), in
particular the UltraVISTA field (McCracken et al. 2012). All
these fields have superb multiwavelength coverage. The UV-
to-mid-IR (MIR) data allow accurate photometric redshift
and M? measurements (e.g., Santini et al. 2015; Laigle et al.
2016). All fields have Chandra X-ray observations, allowing
us to derive LX for the AGNs. Thanks to the excellent posi-
tional accuracy of Chandra (≈ 0.5′′), the matching between
X-ray sources and optical/near-IR (NIR) sources is highly
reliable, with typical false matching rate less than a few per-
cent (e.g., Xue et al. 2016; Luo et al. 2017). GOODS-S and
GOODS-N are small fields (≈ 170 arcmin2) but are covered
by the deepest X-ray surveys, the 7 Ms Chandra Deep Field-
South and 2 Ms Chandra Deep Field-North (CDF-S and
CDF-N; Alexander et al. 2003; Xue et al. 2016; Luo et al.
2017). These two fields provide constraints on P(LSX |M?, z)
at low LSX. COSMOS, covered by the COSMOS-Legacy sur-
vey, is a much larger field (≈ 1.4 deg2 for the utilized Ultra-
VISTA region) than GOODS-S and GOODS-N, although
the X-ray data are much shallower (≈ 160 ks; see Civano
et al. 2016). COSMOS generally constrains P(LSX |M?, z) at
higher LSX than GOODS-S and GOODS-N. Following Bon-
giorno et al. (2016), we also constrain P(LSX |M?, z) utilizing
the X-ray luminosity function (XLF) and stellar mass func-
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tion (SMF) from the literature. This technique can constrain
P(LSX |M?, z) for rare high-LX AGNs which are included in
the XLF.
We do not calculate BHAR(M?, z) via averaging the in-
stantaneous BHAR from samples of galaxies in surveys (e.g.,
Yang et al. 2017). Survey data often have small-area effects;
e.g., accretion power from rare luminous AGNs is not in-
cluded due to the limited size of the survey area, and this
effect is difficult to determine when performing sample aver-
aging of BHAR. Also, it is challenging to combine different
surveys when directly averaging the instantaneous BHAR,
because different X-ray data have large differences in sen-
sitivity. However, these issues can be properly considered
when modeling P(LSX |M?, z) (e.g., Aird et al. 2012; Bon-
giorno et al. 2016).
This paper is structured as follows. In §2, we describe
the survey data, SMF, and XLF. We detail our analyses
and results in §3. In §4, we discuss the implications of our
measurements, and summarize our work in §5.
Throughout this paper, we assume a cosmology with
H0 = 70 km s−1 Mpc−1, ΩM = 0.3, and ΩΛ = 0.7, and a
Chabrier initial mass function (Chabrier 2003). Quoted un-
certainties are at the 1σ (68%) confidence level, unless oth-
erwise stated. We express LSX in units of L M−1 , and M?
(MBH) in units of M, unless otherwise stated. LX indicates
AGN intrinsic X-ray luminosity at rest-frame 2–10 keV and
is in units of erg s−1.
2 DATA AND SAMPLE
2.1 Multiwavelength Surveys
In this work, we compile observational data from the
GOODS-S, GOODS-N, and COSMOS surveys.
2.1.1 GOODS-S and GOODS-N
We include all 34,779 and 34,651 galaxies in the GOODS-S
and GOODS-N catalogs, respectively (Grogin et al. 2011;
Koekemoer et al. 2011; Guo et al. 2013). In the catalogs,
4,314 and 4,660 sources have log M? > 9.5 (our log M?
threshold; see §3.2.2). The basic information for these two
fields is summarized in Tab. 1. These two catalogs are based
on H-band detections with 3σ limiting magnitude of H ≈ 28.
The solid angle is ≈ 170 arcmin2 for both the GOODS-S and
GOODS-N surveys. We utilize both fields to minimize the
effects of cosmic variance.
We adopt the galaxies’ M? and redshift from Santini
et al. (2015) and Barro et al. (in prep.), respectively, for
GOODS-S and GOODS-N sources. The M? and redshift
measurements in both fields are based on spectral energy
distribution (SED) fitting of broad-band photometry rang-
ing from the U band to Spitzer/IRAC bands (i.e., 3.6, 4.5,
5.8, 8.0 µm). In both surveys, the M? estimations were per-
formed by several independent teams, some of whom used
galaxy templates with nebular emission. The nebular emis-
sion is important at high redshift (z & 2), where some strong
emission lines enter the wavelength ranges of the NIR bands.
Since this work includes redshifts up to z = 4, we adopt the
median M? of teams using templates with nebular emission;
Table 1. Summary of Survey Data
Name Area (deg2) Galaxies X-ray Depth AGNs
(1) (2) (3) (4) (5)
GOODS-S 0.05 4,314 7 Ms 264
GOODS-N 0.05 4,660 2 Ms 195
COSMOS 1.38 141,004 160 ks 1,448
Note. — (1) Field name. (2) Area of the field in units of deg2.
(3) Number of galaxies above log M? = 9.5. (4) Chandra effective
exposure time. (5) Number of AGNs with log LSX > −2.
these median M? values are available in the catalogs of San-
tini et al. (2015) and Barro et al. (in prep.). The SED-based
M? measurements have typical uncertainties of . 0.3 dex
(e.g., Santini et al. 2015). The redshifts are taken from spec-
troscopic measurements when available; otherwise, they are
high-quality photometric redshifts. These photometric red-
shifts in GOODS-S and GOODS-N have median uncertain-
ties [|zphot − zspec |/(1 + zspec)] of 0.02 and 0.004, respectively,
and outlier fractions [|zphot − zspec |/(1 + zspec) > 0.15] of 9%
and 5%, respectively. The M? as a function of redshift is
shown in Fig. 1 (top and middle).
We also obtain the SED-based SFR values from Santini
et al. (2015) and Barro et al. (in prep.) to classify galax-
ies as star-forming or quiescent. The SFRs from SED fitting
have typical uncertainties of ≈ 0.5 dex (see, e.g., §2.2 of Yang
et al. 2017). Although the errors are relatively large, they are
sufficient for our purpose (star-forming vs. quiescent classi-
fication; e.g., Aird et al. 2017a). We adopt a SFR threshold
that is 1.3 dex below the star-forming main sequence (Eq. 1
in Aird et al. 2017a). If a galaxy has SFR above (below) this
threshold, we classify it as star-forming (quiescent). We do
not classify galaxies hosting a BL AGN, as the total UV flux
of these galaxies might have a significant contribution from
the AGN thereby biasing the SED-based SFRs.
We cross-correlate these galaxies with the X-ray sources
in the CDF-S (Luo et al. 2017) and CDF-N (Xue et al. 2016)
surveys using the method described in Yang et al. (2017).
CDF-S and CDF-N fully cover GOODS-S and GOODS-N,
respectively. They are the deepest X-ray surveys with 7 Ms
and 2 Ms Chandra observations, respectively. We only use
hard-band (observed-frame 2–7 keV) detected sources, tak-
ing advantage of the fact that the hard band is less af-
fected by obscuration than the soft band (observed-frame
0.5–2 keV). Soft-band detections are biased to less-obscured
sources, and it is difficult to account for this bias with our
methodology (see §3.1.1). Also, for a source detected in the
soft band but not in the hard band, it is not feasible to ob-
tain their absorption-corrected LX which is necessary in our
analyses (§3.1.1).
We obtain hard-band fluxes from Xue et al. (2016) and
Luo et al. (2017) and convert them to LX assuming a power-
law spectral shape with a photon index of Γ = 1.6 and that
absorption only has minor effects on the observed hard-band
flux (e.g., Liu et al. 2017; Yang et al. 2017). We justify these
assumptions in §3.5.1 and discuss the contamination from
X-ray binaries (XRBs) in §3.5.2. We adopt Γ = 1.6 instead of
Γ = 1.8–1.9, mainly because the former can produce LX val-
ues that agree better with those from X-ray spectral fitting
MNRAS 000, 1–22 (2017)
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Figure 1. M? as a function of redshift for GOODS-S (top),
GOODS-N (middle), and COSMOS (bottom). The total numbers
of galaxies in these three fields are 34,779, 34,651, and 520,778,
respectively. The small blue points indicate galaxies; the larger
points indicate X-ray-detected sources. The dashed horizontal line
indicates our M? threshold (see §3.2.2).
(see §3.5.1 for more details). Although the observed-frame
soft band corresponds to rest-frame energies above 2 keV at
z > 3, we do not use the soft-band data for high-z sources,
as obscuration generally becomes stronger toward high red-
shift, and the soft band can still be affected by obscuration
at high redshift (e.g., Vito et al. 2014b; Liu et al. 2017).
Fig. 2 displays the sky coverages as a function of hard-band
flux for GOODS-S and GOODS-N, and Fig. 3 shows LX and
LSX as functions of redshift for X-ray detected sources in
these two fields. There are 264 and 195 X-ray AGNs with
log LSX > −2 (our LSX cut; see §3.2.3) in GOODS-S and
GOODS-N, respectively.
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Figure 2. GOODS-S, GOODS-N, and COSMOS sky coverages
as functions of hard-band (2–7 keV) X-ray flux. Different colors
indicate different surveys. GOODS-S and GOODS-N are quite
deep but cover small areas; COSMOS covers a larger area but is
shallower than GOODS-S and GOODS-N.
2.1.2 COSMOS
We adopt the COSMOS2015 galaxy catalog for the COS-
MOS field (Laigle et al. 2016); the basic information for this
field is summarized in Tab. 1. We only use sources within
both the COSMOS and UltraVISTA regions, after removing
the masked objects (1.38 deg2; see Fig. 1 and Tab. 7 in Laigle
et al. 2016). The UltraVISTA region has deep NIR observa-
tions that are critical in SED fitting. The COSMOS2015
catalog includes sources detected in a χ2 sum of zY JHKs
images (see Szalay et al. 1999 for this detection technique).
The 3σ limiting magnitude is KS ≈ 24. We note that this
limiting magnitude is only a rough estimation of the depth
of the KS imaging data. The COSMOS2015 catalog is actu-
ally deeper than KS ≈ 24 due to the multiwavelength-based
detection method used. In fact, ≈ 50% of sources are fainter
than KS ≈ 24. The multiwavelength photometric data in the
COSMOS2015 catalog include 18 broad bands from GALEX
NUV to Spitzer/IRAC, 12 medium optical bands, and 2 nar-
row optical bands (see Tab. 1 in Laigle et al. 2016).
The refined catalog consists of 520,778 galaxies with
M? and photometric-redshift measurements, among which
141,004 sources have log M? > 9.5. Compared with the spec-
troscopic redshifts available (Lilly et al. 2009), the photo-
metric redshifts have a median uncertainty of 0.006 and an
outlier fraction of 3%, thanks to the good coverage of the
multiwavelength observations.1 Fig. 1 (bottom) shows M?
vs. z for these sources. We also adopt the SED-based SFR
measurements and perform star-forming vs. quiescent clas-
sifications as in §2.1.1.
Marchesi et al. (2016a) have matched these sources with
the COSMOS-Legacy X-ray survey, which has 160 ks Chan-
1 Laigle et al. (2016) derived M? using the photometric redshifts.
Thus, we do not adopt the spectroscopic redshifts for these ob-
jects even when these are available. Since their photometric red-
shifts agree well with the spectroscopic redshifts, the adoption of
the former instead of the latter should not affect our conclusions
materially.
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Figure 3. Top panel: LX vs. z for the X-ray-detected sources
in our sample. Different colors indicate sources from different
surveys. The black solid curve indicates the XLF knee luminos-
ity from Aird et al. (2015), who derived the knee luminosities
for obscured and unobscured populations, respectively. Here, we
adopt the values for the obscured AGNs, which are the majority
population. The GOODS-S and GOODS-N sources are generally
less luminous than COSMOS sources at a given redshift. Bottom
panel: LSX vs. z. The black solid curve represents the LSX for
X-ray binaries of galaxies on the star-forming main sequence (see
§3.5.2). The black dashed horizontal line indicates our LSX cut,
i.e., 10−2 L M−1 (see 3.2.3).
dra effective exposure time (Civano et al. 2016). We utilize
hard-band flux to derive LX for hard-band detected sources
as in §2.1.1. The sky coverage as a function of hard-band
flux is shown in Fig. 2. COSMOS covers an area ≈ 30 times
larger than GOODS-S/GOODS-N but is substantially shal-
lower. The LX and LSX as functions of redshift are presented
in Fig. 3. There are 1,448 X-ray AGNs with log LSX > −2 (see
§3.2.3).
The ultradeep fields of GOODS-S and GOODS-N and
the medium-deep field COSMOS are complementary in sam-
pling a wide range of LX. At a given redshift, the most lu-
minous COSMOS sources often have LX a few times higher
than the knee luminosity; the faintest GOODS sources have
LX ≈ 2 decades below the knee luminosity. This wide range
of sampled LX typically includes & 70% of the total LX from
the integral of the XLF. In this sense, our survey data sam-
ple contains most of cosmic accretion power.
2.1.3 Broad-Line AGNs
The photometric redshifts and M? in the survey catalogs
(§2.1) are obtained from SED fitting with galaxy templates.
This is appropriate for normal galaxies and non-BL AGNs
where rest-frame UV to NIR SEDs are dominated by stellar
light (see, e.g., Luo et al. 2010; Brandt & Alexander 2015;
§2.2 of Yang et al. 2017). However, BL AGNs can be re-
sponsible for a large fraction of the total UV-to-NIR SED.
When they are present, AGN components should be consid-
ered properly in SED fitting, and thus the redshift and M?
measurements in the survey catalogs may not be reliable.
There are 359 BL AGNs in our survey data identified from
spectroscopic observations (GOODS-S: 22 sources from Sil-
verman et al. 2010; GOODS-N: 15 sources from Barger et al.
2003; COSMOS: 322 sources from Marchesi et al. 2016a).
These observations provide reliable spectroscopic redshifts
for these BL AGNs.
Additional BL AGNs might be missed due to the lack
of full spectroscopic coverage. Most of the missed BL AGNs
should be in COSMOS due to its relatively large area. Now
we estimate the number of possibly missed BL AGNs for
COSMOS. For the ≈ 710 X-ray AGNs with high-quality
spectra (Marchesi et al. 2016a), we find that BL AGNs are
generally brighter and bluer than non-BL AGNs, and these
two populations are separated in the color-magnitude dia-
gram by B − r = 0.8 and r = 24 (observed AB magnitude;
from Laigle et al. 2016). Applying this criterion (B − r < 0.8
and r < 24) to the ≈ 740 X-ray sources without high-quality
spectra, we estimate that the missed BL AGN number in
COSMOS is ≈ 70, significantly smaller than the number of
spectroscopically identified BL AGNs (322). We caution that
there might be additional BL AGNs not satisfying the em-
pirical criterion. However, those sources are faint (r ≥ 24)
and/or red (B − r ≥ 0.8), and their AGN SED components
are less likely to dominate over the host-galaxy components.
Therefore, the missed BL AGNs in our sample should not
affect our analyses significantly.
To obtain reliable M? for BL AGNs, we perform SED
decomposition utilizing a minimum-χ2 method implemented
in cigale (Noll et al. 2009; Serra et al. 2011).2 cigale can
perform SED fitting for a source based on a set of photo-
metric data at a given redshift, and output physical param-
eters like M? and SFR. We use the photometric data from
the survey catalogs (§2.1) and redshifts from spectroscopic
observations. The AGN model in Fritz et al. (2006) is imple-
mented in cigale, and we follow the settings for the typical
BL AGN template in Tab. 1 of Ciesla et al. (2015). We al-
low fracAGN = 0–1 with a step of 0.05, where fracAGN is
the AGN fractional contribution to the total IR luminos-
ity. For galaxy components, we assume a Chabrier initial
mass function (IMF; Chabrier 2003), which is also adopted
to measure M? for galaxies in the survey data. We adopt
a τ model of star formation history (SFH) and allow val-
ues for log(τ/yr) ranging from 8 to 10.5 with a step size of
0.5 dex. The stellar templates are from the model of Bruzual
& Charlot (2003). We allow several possible values of metal-
licity (Z = 0.0001, 0.0004, 0.004, 0.008, 0.02, 0.05, where Z is
the mass fraction of metals). We adopt the Calzetti extinc-
tion law (Calzetti et al. 2000) allowing E(B − V) to vary
2 http://cigale.lam.fr/
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from 0.0–1.0 with a step of 0.1. cigale also includes nebu-
lar and dust emission (Noll et al. 2009; Draine & Li 2007).
The above settings for galaxy SED is similar to those used
to derive photometric redshifts and M? in the survey cata-
logs (Santini et al. 2015; Laigle et al. 2016; Barro et al. in
prep.).
Fig. 4 displays the SED fitting for two typical BL AGNs.
Although the AGN component can be dominant over the
galaxy component at rest-frame UV-to-optical wavelengths,
the galaxy component often contributes significantly to the
total SED at NIR wavelengths (≈ 1 µm, rest-frame). This
effect arises because emission from the AGN accretion disk
and the torus are both relatively weak in the NIR, but
starlight often peaks in the NIR (see, e.g., Fig. 1 of Cal-
istro Rivera et al. 2016). The relatively high contrast of
galaxy/AGN at NIR wavelengths ensures reliable M? mea-
surements, since NIR flux is critical in assessing M? (e.g.,
Ciesla et al. 2015; Calistro Rivera et al. 2016).
We compare our updated M? values with those from the
survey catalogs in Fig. 5. Here, we only compare BL AGNs
having spectroscopic redshifts consistent with the redshifts
from the catalogs [|∆z |/(1+zspec) < 0.15; see Footnote 1]. The
systematics between these two measurements are low with
the median of ∆ log M? being 0.01 dex. The scatter (median
of |∆ log M?|) is 0.26. The two measurements agree within
0.5 dex for the majority (73%) of sources. From Fig. 5,
there is a group of sources with our M? values being sig-
nificantly lower than the corresponding catalog M? values.
These sources tend to be X-ray luminous (log LX & 44; see
Fig. 5), and their AGN SED components are comparable
to or even dominant over their galaxy components in the
NIR. Thus, the catalog measurements, which only utilize
galaxy templates, significantly overestimate their M?. There
are also some sources for which our M? measurements are
≈ 0.5 dex higher than the catalog measurements. The rea-
son is likely that the catalog measurements underestimate
the stellar age, resulting in small mass-to-light ratio. This is
because when using galaxy templates only, the photometric
data require young stellar age to account for the UV flux
generated by the BL AGN.
Throughout the paper, for BL AGNs, we adopt the M?
values derived from our AGN-galaxy SED decomposition
rather than the catalog values.
We do not recalculate M? for non-BL AGNs. How-
ever, these sources might have strong AGN emission in the
rest-frame mid-IR, contributing significantly to the observed
SED, especially in the IRAC bands. To evaluate this effect,
we compare our adopted M? values for non-BL AGNs in
COSMOS with those from Suh et al. (2017), who included
AGN components in SED fitting. The two sets of M? agree
well: the offset and scatter are 0.08 dex and 0.11 dex, respec-
tively. We thus conclude that the presence of non-BL AGNs
does not bias our adopted M? measurements.
2.2 Stellar Mass Function and X-ray Luminosity
Function
Our methodology also utilizes the SMF and XLF as inputs,
which provide additional constraints to P(LSX |M?, z) besides
the GOODS-S/GOODS-N/COSMOS data set (see §3.1.2),
especially for luminous AGNs (see §3.1.2). We adopt the
SMF from Behroozi et al. (2013). Their SMF is based on a
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Figure 4. Two examples of our SED decomposition for BL
AGNs. The black data points are observed photometry, and the
black line indicates our best-fit SED model. The blue and orange
lines represent the AGN and galaxy components, respectively. At
rest-frame ≈ 1 µm, the galaxy component often contributes sig-
nificantly to the total SED.
galaxy evolution model that considers both star formation
and mergers and is constrained by the observed SMF, spe-
cific SFRs (sSFR = SFR/M?), and ρSFR. The SMF model
covers ranges of log M? = 7–12 and z = 0–8. To evaluate the
quality of this SMF, we compare it with the observational
results of Davidzon et al. (2017) (see Fig. 3 in Behroozi et al.
2013 for comparison with some previous observations). Fig. 6
displays the results. The SMF from the Behroozi et al. (2013)
model agrees well with the observed SMF values even at high
redshift (z ≈ 4).
We adopt the binned soft-band XLF values of Ueda
et al. (2014) (see their Fig. 10). Fig. 7 compares the binned
rest-frame 2–10 keV XLF derived from soft-band and hard-
band observations.3 We choose the soft-band XLF instead of
the hard-band XLF because the former extends to extremely
high luminosity (log LX & 46), largely due to the wide-field
surveys of ROSAT . The soft-band XLF is already corrected
for obscuration and is thus consistent with the hard-band
XLF when available (see Fig. 7). In practice, adopting the
3 In Ueda et al. (2014), the hard-band data include various survey
results above 2 keV (see their Tab. 1 for details).
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Figure 5. Comparison between the M? measurements from our
SED fitting (with both BL AGN and galaxy templates) and those
from the catalogs (with only galaxy templates; see §2.1). Different
colors indicate AGNs in different LX regimes. The black solid line
indicates the 1:1 relation between the two M? measurements;
the dashed lines indicate 0.5 dex offsets. A group of sources have
our M? measurements significantly lower than the catalog values.
These sources tend to be luminous AGNs with log LX & 44.
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Figure 6. Stellar mass function. The solid curves indicate the
SMF model from Behroozi et al. (2013). The data points are the
observational results of Davidzon et al. (2017). Different colors
indicate different redshifts. For display purposes only, the SMF
(both the curve and data points) for a given redshift bin is shifted
downward by 0.2 dex relative to the next lower redshift bin; the
SMF for the lowest redshift bin is not shifted. The SMF model
agrees well with the observations.
hard-band XLF would only have minor effects on our results
(§3.4). We have also compared the XLFs from Ueda et al.
(2014) with those from Aird et al. (2015), and found they
agree well. Since Ueda et al. (2014) extend to higher LX
than Aird et al. (2015), we adopt the XLF results from Ueda
et al. (2014). The XLF data points in Ueda et al. (2014) are
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Figure 7. X-ray luminosity function. The circles and squares
indicate the binned XLF values derived from the soft band and
hard band, respectively, in Ueda et al. (2014). The hard-band
data are shifted slightly toward the right for display purposes
only. The solid curves are the best-fit XLF model in Ueda et al.
(2014). The soft-band XLF agrees well with the hard-band XLF.
Different colors indicate different redshifts. For display purposes
only, the XLF (both the curve and data points) for a given redshift
bin is shifted upward by 0.3 dex relative to the next lower redshift
bin; the XLF for the lowest redshift bin is not shifted. The vertical
dashed solid line indicates our LX cut (log LX = 43) for the XLF.
derived from all X-ray detected sources with log LX & 42,
and thus components of XRBs might become important at
the low-luminosity end. To avoid this XRB contamination,
we only adopt the XLF at log LX > 43. Also, we do not
probe the low-LSX regime (log LSX < −2; see §3.2.3) that
could significantly contribute to the XLF at log LX < 43. For
example, at log LX = 42–42.5, 32% of the X-ray sources in our
sample have log LSX < −2. At log LX < 43, our P(LSX |M?, z)
are constrained by the survey data (see §2.1) which have
≈ 420 X-ray AGNs with log LX < 43.
2.3 Bolometric Correction
To obtain BHAR from the P(LSX |M?, z), we require a bolo-
metric correction (kbol = Lbol/LX) which is a function of
AGN luminosity (e.g., Steffen et al. 2006; Hopkins et al.
2007; Lusso et al. 2012, see §3.4 for BHAR calculation). Our
kbol is based on the results of Lusso et al. (2012), which are
derived from the multiwavelength observations of X-ray se-
lected AGNs. We did not adopt the kbol from Hopkins et al.
(2007), because they included the dust-reprocessed IR emis-
sion that is not directly produced by AGN accretion power.
This inclusion results in a fraction of the accretion-powered
radiation being accounted for twice. Thus, their kbol serves
as an empirical bolometric correction but is an overestima-
tion for our purpose, i.e., to infer the accretion power of the
SMBH.
Lusso et al. (2012) modeled kbol as polynomials of AGN
Lbol for BL (kbol,BL) and non-BL AGNs (kbol,nBL), respec-
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Figure 8. Bolometric correction as a function of X-ray luminos-
ity. The black solid line indicates the kbol adopted in this work.
The blue and orange dashed lines indicate kbol for BL and non-BL
AGNs, respectively, in Lusso et al. (2012). kbol generally increases
toward high LX.
tively (see their Tab. 2). We present their kbol,BL and kbol,nBL
as a function of LX in Fig. 8 (dashed curves). Both kbol,BL
and kbol,nBL are positively dependent on LX. The differences
between kbol,BL and kbol,nBL are small (. 0.1 dex), consistent
with the standard unified AGN model. The BL AGNs are
generally more luminous than the non-BL AGNs in Lusso
et al. (2012). Denoting the overlapping LX range of the BL
and non-BL as LX,1–LX,2, we adopt kbol,nBL if LX < LX,1 and
kbol,BL if LX > LX,2. For LX,1 ≤ LX ≤ LX,2, we adopt kbol as
kbol = kbol,BL
LX − LX,1
LX,2 − LX,1
+ kbol,nBL
LX,2 − LX
LX,2 − LX,1
. (1)
This linear interpolation produces a smooth kbol as a func-
tion of LX (see Fig. 8). kbol,BL diverges quickly toward high
LX due to the polynomial functional form of kbol that Lusso
et al. (2012) assumed. To avoid this divergence, we set an
upper limit of 100 for the adopted kbol, which is about the
maximum value of kbol reported in the literature (e.g., Mar-
coni et al. 2004; Hopkins et al. 2007).
Some studies suggest that kbol might also be related to
λEdd (e.g., Vasudevan & Fabian 2007; but also see Shemmer
et al. 2008). While it is still under investigation whether kbol
is more fundamentally related to AGN luminosity or λEdd,
we adopt the kbol-LX relation because we are not able to
obtain λEdd accurately. We discuss the effects of a kbol-λEdd
relation in §3.4.1.
3 DATA ANALYSES
We derive BHAR(M?, z) from P(LSX |M?, z) (§3.4), which is
constrained utilizing maximum-likelihood fitting (§3.3). The
fitting requires likelihood functions, and our likelihood func-
tions are based on the survey data (§3.1.1) as well as the
SMF and XLF (§3.1.2). The survey data mostly constrain
P(LSX |M?, z) for low-to-moderate luminosity AGNs, while
the SMF and XLF constrain P(LSX |M?, z) for luminous
AGNs.
3.1 Likelihood Functions
3.1.1 The Likelihood Function of Survey Data
With the survey data providing LX, M?, and z for individ-
ual sources (§2), we can derive the corresponding likelihood
function, which quantifies how well the input P(LSX |M?, z)
model matches the survey data. The methodology is detailed
in §6.1 of Aird et al. (2012); below we briefly summarize this
technique.
For each survey in §2.1, we denote the number of de-
tected X-ray AGNs as NAGN, where we only consider X-ray
sources with log LSX > −2 as AGNs (see §3.2.3). The log-
likelihood function for this survey can be derived from the
unbinned Poisson probability (e.g., Loredo 2004) as
ln L = −Nmdl +
NAGN∑
i=1
ln P(LSX,i |M?,i, zi), (2)
where Nmdl is the expected number of X-ray detected AGNs
from the input P(LSX |M?, z) model. In the survey area, there
are Ngal galaxies within the redshift range, each with M? and
redshift measurements. The quantity Nmdl can be calculated
as
Nmdl =
Ngal∑
i=1
∫ ∞
−2
P(LSX |M?,i, zi)pdet(LX, zi)d log LSX
=
Ngal∑
i=1
∫ ∞
−2
P(LSX |M?,i, zi)pdet(LSXM?,i, zi)d log LSX,
(3)
where pdet, as a function of LX and z, is the correction factor
for survey sensitivity. The integral lower limit (−2) is the
lowest LSX probed in this work, and we discuss the effects
of this LSX cut in §3.2.3. pdet(LX, z) is defined as
pdet(LX, z) =
A[ f (LX, z)]
Atot
, (4)
where f (LX, z) is the expected X-ray flux in the detection
band for a source with LX at redshift z; A[ f (LX, z)] is the sky
coverage of the survey sensitive to the flux f (LX, z) (Fig. 2);
Atot is the total survey area.
We calculate the log-likelihood for each survey
(GOODS-S, GOODS-N, and COSMOS; see §2.1) indepen-
dently according to Eq. 2, and combine them as
ln Lsurv = ln LGOODS-S + ln LGOODS-N + ln LCOSMOS. (5)
Since our data only include 0.05–1.4 deg2 surveys, most
of our X-ray selected sources are low-to-moderate luminosity
AGNs (log LX . 44.5; see Fig. 3), and the number of lumi-
nous AGNs is limited. However, this small-area effect does
not introduce biases for these luminous AGNs, because the
sizes of the survey areas are already properly considered in
the likelihood function through the term “Nmdl” (see Eq. 3).
Moreover, P(LSX |M?, z) for luminous AGNs is constrained
by our SMF-XLF methodology in §3.1.2.
3.1.2 The Likelihood Function of SMF and XLF
Besides the constraints from the survey data, we can also
constrain P(LSX |M?, z) utilizing the SMF and XLF. By def-
inition, the SMF provides the comoving number density of
galaxies at given M? and z. Thus, we can convolve the SMF
MNRAS 000, 1–22 (2017)
BHAR dependence on M? and z 9
with P(LSX |M?, z) at a given redshift to obtain the comoving
number density of AGNs at given LX and z (i.e., the XLF),
φL(LX |z) =
∫ 12
9.5
P(LSX |M?, z)φM (M? |z)d log M?
=
∫ 12
9.5
P(LX/M? |M?, z)φM (M? |z)d log M?,
(6)
where φL and φM are the XLF and SMF, respectively. Both
φL and φM are in units of Mpc
−3 dex−1. The integral range
(log M? = 9.5–12) corresponds to the M? regime probed in
our analyses, and we discuss the effects of this M? cut in
§3.2.2.
To evaluate quantitatively how well a model
P(LSX |M?, z) meets the constraints from the SMF and
XLF (§2.2), we compare Nmdl and the observed numbers
of X-ray sources (Nobs) for each φL bin in Ueda et al.
(2014). For any given model of P(LSX |M?, z), we can obtain
the corresponding model XLF (φL,mdl) via Eq. 6. We can
convert φL,mdl to Nmdl as
Nmdl = φL,mdl
Nobs
φL,obs
, (7)
where Nobs/φL,obs is the conversion factor between the num-
ber of sampled X-ray sources and the XLF in Ueda et al.
(2014). Nobs/φL,obs considers many factors such as X-ray
survey area and sensitivity and is is provided by Y. Ueda
(2017, private communication). We can then obtain the log-
likelihood function for the SMF and XLF as
ln LXLF =
n∑
i=1
ln P(Nobs,i |λ = Nmdl,i), (8)
where n is the total number of LX and redshift bins available
for the XLF, and P(Nobs,i |λ = Nmdl,i) is the Poisson proba-
bility of Nobs,i events for the rate parameter λ = Nmdl,i .
Since we apply an LX cut to the XLF (log LX > 43; see
§2.2), the SMF-XLF method does not constrain P(LSX |M?, z)
for low-luminosity AGNs. In fact, this method is also not
very effective when assessing moderate-luminosity AGNs
with 43 < log LX . 44. For example, for an AGN with
log LX ≈ 43.5, its host galaxy can be either a moderate-
M? galaxy with relatively high LSX (e.g., log M? ≈ 10 and
log LSX ≈ 0) or a high-M? galaxy with low LSX (e.g., log M? ≈
11 and log LSX ≈ −1). The SMF-XLF method cannot deter-
mine which case is more probable, although it does require
that the sum of the contributions from all galaxies must
match the AGN number density. However, this degeneracy
is weak in the high-LX regime. For example, for an AGN with
log LX ≈ 45, its host galaxy is likely massive (log M? & 11)
with moderate-to-high LSX (−0.5 . log LSX . 0.5); other-
wise, the corresponding LSX would be too high and far be-
yond the high-LSX cutoff (log LSX ≈ 0; see, e.g., Bongiorno
et al. 2016; Aird et al. 2017a; Georgakakis et al. 2017). This
is the reason why the SMF-XLF method is most effective
for luminous AGNs.
3.2 Cuts in Parameter Space
3.2.1 Redshift Cuts
We limit our study to the redshift range of z = 0.4–4. The
primary reason for this is that we have a limited number of
X-ray AGNs outside this redshift range. Quantitatively, the
number of AGNs with z < 0.4 or z > 4 is 89 which accounts
for only ≈ 5% of the whole AGN sample.
3.2.2 M? Cuts
In this work, we only study galaxies having log M? = 9.5–12.
The reason for the lower cut of M? is that X-ray AGNs
are rarely detected in low-M? galaxies (see Fig. 1); in our
sample (§2.1), only ≈ 5% of X-ray AGNs are detected with
log M? < 9.5. The low detection rate of X-ray AGNs for the
low-M? systems makes it challenging to constrain effectively
P(LSX |M?, z) for these sources. We investigate galaxies with
M? up to log M? = 12. In our sample, there are ≈ 190 galaxies
with log M? = 11.5–12 but only 7 galaxies above log M? = 12.
These M? cuts have little effect on our methods in
§3.1.2, because the XLF is dominated by AGNs hosted in
galaxies with log M? = 9.5–12. At log LX = 43–43.5 (the
lowest-luminosity bin we adopt for the XLF; see §2.2), al-
most all (98%) AGN-host galaxies have log M? = 9.5–12 in
our sample, and the fraction is even larger toward higher
luminosities.
3.2.3 LSX Cut
We cannot probe low LSX values at high redshift due to
survey sensitivity. For example, we only have two sources
with log LSX < −2 at z > 2. Also, at low LSX, it is difficult
to disentangle X-ray emission from AGNs and XRBs (see
§3.5.2). We thus limit our investigation to log LSX ≥ −2.
This LSX cut has little effect on our SMF-XLF method
(§3.1.2), since galaxies with log LSX < −2 have almost no
contribution to the XLF above log LX = 43 (the lowest LX
we adopt for the XLF; see §2.2). For example, among the
≈ 1, 500 AGNs with log LX ≥ 43 in our sample, only one
source has log LSX < −2.
Now we demonstrate that SMBH accretion below
log LSX = −2 does not contribute significantly to the growth
of SMBHs over cosmic history. The Eddington ratio is de-
fined as
λEdd =
Lbol
LEdd
=
BHARc2
1.3 × 1038 erg s−1 MBH M−1
=
Mc2
1.3 × 1039 erg s−1
BHAR0.1
MBH
= 0.044 Gyr
BHAR0.1
MBH
,
(9)
where c is the speed of light,  is radiation efficiency, and
0.1 = /0.1. λEdd can also be related to LSX as
λEdd =
Lbol
LEdd
=
kbolLX
3.2 × 104LMBHM−1
=
10 × 5000
3.2 × 104
LXL−1
M?M−1
kbol
10
M?
5000MBH
= 1.6LSXk10m5,
(10)
where k10 = kbol/10 and m5 = M?/(5000MBH). From Eqs. 9
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and 10, we can obtain the e-folding timescale of SMBH
growth as
te =
MBH
BHAR
= 0.028 Gyr
0.1
LSXk10m5
. (11)
log LSX < −2 corresponds to log LX . 43.5 with k10 ≈ 1
(see Fig. 8). Assuming the average LSX for this low-LSX
(log LSX < −2) accretion is ≈ 10−2.5 and 0.1 ≈ 1, then
te ≈ 9m−15 Gyr. From our results in Sec. 4.3, m5 ranges from≈ 0.1 to 1 up to at least z ≈ 2. Thus, the growth time for
low-LSX accretion should be te ≈ 9–90 Gyr comparable to or
longer than the Hubble time. Therefore, the accretion with
log LSX < −2 is unlikely important in our overall understand-
ing of SMBH growth.
The above argument assumes  ≈ 0.1, which is typical
for a cold accretion disk (e.g., Shakura & Sunyaev 1973;
Agol & Krolik 2000). For hot accretion flows,  can be much
lower ( . 0.01). However, such low  only arises when the
accretion rate is low, i.e.,
0.1BHARc2
LEdd
. 10−3, (12)
(see Fig. 2 of Yuan & Narayan 2014). Under this condition,
the SMBH growth timescale is
te =
MBH
BHAR
=
LEdd
1.3 × 1038BHAR erg s−1 M−1
=
Mc2
1.3 × 1039 erg s−1
LEdd
0.1BHARc2
& Mc
2
1.3 × 1039 erg s−1 × 10
3
≈ 44 Gyr,
(13)
which is also longer than Hubble time. Therefore, low- ac-
cretion states should not contribute significantly to the over-
all SMBH growth across cosmic history.
Our argument above shows that low-LSX accretion can-
not increase MBH effectively over cosmic history. However,
low-LSX accretion might still contribute more significantly
to BHAR than high-LSX accretion in specific limited ranges
of redshift and M?. In such regimes, our BHAR calculation,
which does not account for low-LSX accretion, will be inac-
curate. We discuss this possibility in §3.5.4.
3.3 Maximum-Likelihood Fitting of P(LSX |M?, z)
The likelihood functions from survey data and the SMF-XLF
data are the most effective in constraining P(LSX |M?, z) for
AGNs in different LX regimes (see §3.1). Thus, they need to
be combined to identify the best model for P(LSX |M?, z). We
obtain the final log-likelihood function as
ln L = ln Lsurv + ln LXLF, (14)
where ln Lsurv and ln LXLF are the log-likelihood functions
in Eqs. 5 and 8, respectively. For a given model, we search
for best-fit model parameters via maximum-likelihood fitting
with iminuit v1.2.4
4 See https://pypi.python.org/pypi/iminuit for iminuit.
Following Bongiorno et al. (2016), we model
P(LSX |M?, z) as a smoothed double power law. We do
not adopt a single power-law model or a Schechter model
(Schechter 1976) of P(LSX |M?, z). A single power law would
lead to an unphysical divergent LX (see §1). A Schechter
model results in an exponential decline toward high LX
in the predicted XLF (see Eq. 6), inconsistent with the
observed power-law decline (e.g., Ueda et al. 2014; Aird
et al. 2015). However, a smoothed double power law can
produce a power-law decline in the XLF. The smoothed
double power law at given M? and z is written as
P(LSX |M?, z) = A
[(
LSX
Lc
)γ1
+
(
LSX
Lc
)γ2 ]−1
. (15)
We define γ1 ≤ γ2, and thus they are the slopes in the low
and high LSX regimes, respectively. All of log A, log Lc, γ1,
and γ2 are modeled in the general form of polynomial func-
tions of log M? and log(1 + z), i.e.,
X = X0 + α
X
0 log(1 + z) + αX1 log M10
+ βX0 [log(1 + z)]2 + βX1 log(1 + z) log M10 + βX2 (log M10)2
+ ...
(16)
where M10 = M?/1010M, and X indicates log A, log Lc, γ1,
or γ2.
To determine the highest order of polynomial necessary
for each X, we perform a detailed model selection presented
in Appendix A. We find that log A, log Lc, and γ2 are consis-
tent with 2nd-order, 2nd-order, and 1st-order polynomials,
respectively; γ1 is consistent with a constant value (0th-order
polynomial). The best-fit parameter values and their errors
are listed in Tab. 2; these errors are estimated from MCMC
sampling (see Appendix A). Our conclusions (§4) are robust
under > 3σ confidence levels. The fitting quality and com-
parison with previous work are presented in Appendix B.
We are aware that there is an issue of “double-counting”
when combining the likelihood functions in Eq. 14, since
there are some AGNs being included in both survey and
XLF data. This could lead to underestimation of our model
uncertainties. However, we expect that this issue only has
minor effects on our results. For COSMOS AGNs, this issue
does not exist because the XLF measurements do not in-
clude them (see Tab. 1 of Ueda et al. 2014). For CDF-S and
CDF-N, only AGNs above log LX = 43 (our LX cut for XLF;
see §2.2) are counted doubly, and these objects account for
only ≈ 50% of the whole AGN population in these two fields.
3.4 The Results for BHAR(M?, z)
The main goal of this paper is to characterize the over-
all SMBH growth for the majority galaxy population at
z = 0.4–4. Therefore, we derive the BHAR for all galaxies,
including both star-forming and quiescent populations, in
§3.4.1. We also study the BHAR for star-forming galaxies in
§3.4.2. We do not investigate the BHAR for quiescent galax-
ies, as explained in §3.4.3.
3.4.1 All Galaxies
Due to the existence of strong AGN variability, ensemble-
averaged BHAR is often adopted as an approximation of
MNRAS 000, 1–22 (2017)
BHAR dependence on M? and z 11
Table 2. Best-Fit Model Parameters and 1σ Errors
X0 α
X
0 α
X
1 β
X
0 β
X
1 β
X
2
log A −2.68+0.18−0.19 0.81+0.68−0.85 1.33+0.26−0.20 −0.20+1.04−0.90 1.00+0.43−0.46 −0.76+0.09−0.11
log Lc −0.57+0.19−0.21 4.66+0.90−0.62 −1.61+0.30−0.39 −4.24+0.82−1.07 0.90+0.62−0.57 0.46+0.16−0.12
γ1 0.43+0.04−0.02 – – – – –
γ2 2.45+0.27−0.16 −0.88+0.72−0.52 0.56+0.19−0.36 – – –
Note. — The parameters are the polynomial coefficients in Eq. 16. The symbol “–” indicates the corresponding parameter is not
required, and hence fixed to zero in our modeling (see Appendix A).
long-term average BHAR (see §1). From our derived LSX
distribution, we can obtain this BHAR as a function of M?
and redshift, i.e.,
BHAR(M?, z)
=
∫ ∞
−2
P(LSX |M?, z) (1 − )kbol(LX)LX
c2
d log LSX
=
∫ ∞
−2
P(LSX |M?, z) (1 − )kbol(M?LSX)M?LSX
c2
d log LSX.
(17)
We use the kbol(LX) function presented in §2.3. Although
theoretical studies suggest that  depends on factors like
SMBH spin and the state of accretion flow (e.g., Shakura &
Sunyaev 1973; Agol & Krolik 2000; Yuan & Narayan 2014),
it is not feasible to determine  accurately for individual
AGNs from observations. The adopted  = 0.1 is likely a
typical value for the overall AGN population (e.g., Marconi
et al. 2004; Davis & Laor 2011), and has been widely adopted
in previous work (e.g., Mullaney et al. 2012; Chen et al.
2013; Yang et al. 2017). We caution that there might be
uncertainties up to a factor of a few for this typical  .
The results are displayed in Fig. 9. As explained in
Appendix B and §3.5.5, the model uncertainties at z . 1
and log M? & 11.5 might be underestimated due to limited
AGN sample sizes and kbol uncertainties. Therefore, we mark
BHAR in these ranges as dotted curves in Fig. 9. Our derived
BHAR(M?, z) shows that, at a given redshift, BHAR gener-
ally increases toward high M?, although the M? dependence
is weaker toward the local universe. This positive BHAR-M?
relation is also reported by Yang et al. (2017). Their data
are consistent with a linear BHAR-M? (in logarithmic space)
relation with a slope of unity for sources at z = 0.5–2 (the
dashed line in Fig. 9).
BHAR has stronger redshift evolution at higher M?. For
instance, for log M? = 9.5, BHAR at z = 4 is 0.7 ± 0.4 dex
higher than at z = 0.5; for log M? = 11.5, BHAR rises by
3.0 ± 0.3 dex from z = 0.5 to z = 4. This strong redshift de-
pendence for massive galaxies is also found by recent works
(e.g., Aird et al. 2017a; Georgakakis et al. 2017). Yang et al.
(2017) compared the BHAR-M? relations for two broad red-
shift bins, z = 0.5–1.3 and z = 1.3–2.0, but did not find
significant differences, possibly due to the limited sample
size of the GOODS-S field in their study (§2.1.1). Their rel-
atively small sample lacks luminous AGNs (see Fig. 3), and
could lead to a generally underestimated BHAR. This un-
derestimation should be stronger at higher redshifts, where
luminous AGNs contribute more significantly to ρBHAR than
less-luminous AGNs (e.g., Ueda et al. 2014). In this work,
we included the COSMOS field that probes more luminous
AGNs than GOODS-S at a given redshift (§2.1.2). Also, our
methodology based on SMF and XLF provides further con-
straints on the luminous AGNs’ contribution to BHAR (see
§3.1.2).
Since BHAR has a positive dependence on M? in gen-
eral, we expect more massive galaxies to have higher MBH in
the local universe. However, the final MBH not only depends
on M? at z = 0, but also on the stellar mass history [M?(z)].5
Galaxy evolution is complex, e.g., high-M? galaxies tend to
form earlier in cosmic history than low-M? galaxies (“galaxy
downsizing”; e.g., Cowie et al. 1996). In §4.3 and §4.4, we
consider all these effects and predict typical MBH-M? rela-
tions at different redshifts.
3.4.2 Star-forming Galaxies
The BHAR-M? slope in §3.4.1 becomes shallower toward
low redshift. This could be due to the fact that the qui-
escent galaxy population becomes increasingly significant at
low redshifts in massive galaxies (e.g., Brammer et al. 2011;
Tomczak et al. 2014), and that quiescent galaxies generally
have weaker AGN activity compared to star-forming galax-
ies (e.g., Rosario et al. 2013b; Aird et al. 2017a; Wang et al.
2017). To test this scenario, we derive BHAR(M?, z) for star-
forming galaxies. We only use the survey-data constraints
(§3.1.1), as the SMF-XLF constraints (§3.1.2) are for the
whole galaxy population rather than the star-forming sub-
set.
We select star-forming galaxies using the classifications
in §2.1, which are not applied to BL AGNs. We now discuss
the star-forming/quiescent types for BL AGNs. The star-
forming population is dominant over the quiescent popula-
tion for log M? . 10.5 or z & 2. Therefore, we assign a BL
AGN to be star-forming if it satisfies log M? . 10.5 or z & 2,
and this accounts for the majority population (≈ 70%) of
the BL AGNs. For the other 30% of BL AGNs, we include
them in our BHAR(M?, z) derivation considering two extreme
scenarios. The first scenario is that these 30% of BL AGNs
are all star-forming (e.g., Zhang et al. 2016); the second is
that they are all quiescent. The resulting BHAR(M?, z) for
5 For example, consider two galaxies (dubbed “A” and “B”) that
both have log M?(z = 0) = 11.5, but A forms earlier than B. As-
sume at z = 2, A and B have log M? = 11 and 10, respectively.
Then A has much higher BHAR than B at z = 2, according to
Fig. 9. Therefore, the final MBH(z = 0) of A will be higher than
that of B.
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Figure 9. Top panel: BHAR for all galaxies, derived from our
best-fit P(LSX |M?, z)model, as a function of M? and redshift. Dif-
ferent colors indicate different redshifts as labeled. The shaded re-
gions indicate 1σ uncertainties derived from our MCMC sampling
(see Appendix A). The dotted curves indicate the redshift and
M? regimes (z . 1 and log M? & 11.5) where BHAR might have
larger uncertainties than estimated (see §3.5.5 and Appendix B).
The dashed black line indicates the best-fit relation from Eq. 6 of
Yang et al. (2017) based on GOODS-S sources at z = 0.5–2.0. Bot-
tom panel: Same format as the top panel but for BHAR vs. Mhalo.
BHAR is positively dependent on Mhalo for log Mhalo . 12–13, but
the dependence becomes much weaker toward higher Mhalo. There
are no corresponding dotted curves (large BHAR uncertainties) in
the bottom panel. This is because, at z . 1, even for the highest
Mhalo shown, the corresponding log M? is below 11.5.
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Figure 10. Same format as Fig. 9 (top) but for star-forming
galaxies only. We do not show log M? > 11.5 due to large uncer-
tainties. The BHAR dependence on M? does not become signifi-
cantly weaker toward low redshift.
the two scenarios are similar at log M? . 11.5 (BHAR differ-
ences . 0.3 dex). We thus only discuss the BHAR(M?, z) for
star-forming galaxies at log M? . 11.5. The results for the
first scenario are displayed in Fig. 10.
The BHAR dependence on M? does not become signifi-
cantly weaker toward low redshift. Therefore, it is likely that
the shallow slope of the BHAR-M? relation for all galaxies in
§3.4.1 is due to the increasing fraction of quiescent galaxies
toward low redshifts and high M?. However, one caveat is
that our star-forming vs. quiescent classification scheme is
largely empirical (§2.1). Previous studies adopt various cri-
teria for identifying star-forming galaxies (e.g., Elbaz et al.
2011; Laigle et al. 2016), while the physical meanings of
these bimodal classification schemes are still under debate
(e.g., Feldmann 2017). Different classification methods can
yield different BHAR-M? relations in Fig. 10.
3.4.3 Quiescent Galaxies
We have tested deriving BHAR for quiescent galaxies. How-
ever, the uncertainties are generally large, and thus we do
not show the results. The large uncertainties are due to the
limited sample size of quiescent galaxies, especially in the
high-z and low-M? regime (z & 2 and log M? . 10.5; see
§3.4.2). At low redshifts and high M?, BHAR is also signifi-
cantly affected by whether to include BL AGNs as quiescent
galaxies (see §3.4.2).
3.5 Reliability Checks
3.5.1 Effects of X-ray Obscuration
In §2.1, we derived LX from observed-frame hard-band
fluxes. However, even these measurements might suffer from
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obscuration, and thus the inferred LX might be underesti-
mated. Also, we assume a photon index of 1.6 when deriving
LX, and this choice could introduce additional uncertainties.
To evaluate the accuracy of our LX estimations, we
compare them with those derived from XSPEC spectral
fitting (e.g., Arnaud 1996). This exercise is performed for
GOODS-S sources for which we have LX from X-ray spec-
tral fitting (see §2.3 in Yang et al. 2017 for details of the
spectral fitting). The intrinsic obscuration column density
and photon index are free parameters in the fitting. The
LX values derived from fluxes agree well with those derived
from spectral fitting: the systematic offset is 0.01 dex, and
the typical offset (the median of |∆ log LX |) is 0.09 dex. We
do not find significant redshift or luminosity dependence of
the systematic offset, indicating that our adopted LX val-
ues should also be reliable for COSMOS AGNs which are
generally more luminous than GOODS-S AGNs.
At z > 2, assuming Γ = 1.8 instead of Γ = 1.6 leads
to a systematic overestimation (≈ 0.1 dex) of LX compared
to that derived from spectral fitting, likely because Γ ap-
pears generally lower at high redshift (e.g., Marchesi et al.
2016b). At low redshift where the k correction is smaller, the
flux-based LX is only weakly dependent on Γ; for example,
at z = 1, the difference between LX produced by Γ = 1.6
and Γ = 1.8 is only 0.04 dex. The relatively low apparent
value of Γ (1.6) at high redshift might result from Compton
reflection. At z & 2, the X-ray observations can cover ener-
gies above 20 keV where the Compton reflection component
is strong. The reflection component is hard, and thus may
cause the “apparent” Γ value to be lower than the “intrin-
sic” value. However, due to the limited number of counts, it
not feasible to model properly the reflection component and
obtain the “intrinsic” Γ. Our adopted Γ = 1.6 is thus a prac-
tical approximation for the total X-ray spectra rather than
necessarily the intrinsic photon index for the transmission
component.
Most of the distant AGNs detected in X-ray surveys are
likely Compton-thin (CTN; NH < 1024 cm−2; e.g., Liu et al.
2017), and the XLF we adopt does not include Compton-
thick (CTK) AGNs. Therefore, our derived BHAR(M?, z)
does not account for accretion contributed by CTK AGNs.
Previous studies indicate that the CTK population is un-
likely to be dominant over other AGNs and there is no evi-
dence that the CTK fraction strongly depends on M? and/or
z. (e.g., Gilli et al. 2007; Treister et al. 2009; Buchner et al.
2015; Ricci et al. 2015; Akylas et al. 2016; Baronchelli et al.
2017). Thus, our BHAR(M?, z) should not be significantly
affected by CTK AGNs.
3.5.2 Contamination from X-ray Binaries
In the low-LSX regime, the X-ray sources have a signif-
icant contribution of X-ray emission from XRBs rather
than AGNs. X-ray emission from XRBs can be modeled
as LX,XRB = αM? + βSFR, where α and β are functions of
redshift. We adopt α and β from model 269 of Fragos et al.
(2013) which is preferred by the observations of Lehmer et al.
(2016). Therefore, the LSX for XRBs can be written as
LSX,XRB =
LX,XRB
M?
=
αM? + βSFR
M?
= α + βsSFR.
(18)
Since most star-forming galaxies have similar sSFR at
a given redshift (i.e., the star-forming “main sequence”),
the right-hand side of Eq. 18 only depends on redshift for
star-forming galaxies. For quiescent galaxies, the LSX,XRB is
even lower than that of star-forming galaxies. We display
the LSX,XRB for the main-sequence galaxies as a function
of redshift in Fig. 3 (bottom). The sSFR is from Eq. 13 of
Elbaz et al. (2011). The LSX,XRB increases toward higher
redshift. Above our LSX threshold (log LSX = −2; see §3.2.3),
all the sources have LSX larger than LSX,XRB. Even for the
GOODS-S data (the deepest), the typical LSX of our X-ray
AGNs is higher than LSX,XRB by an order of magnitude at
any redshift. Also, almost all of our X-ray sources above
log LSX = −2 in GOODS-S (98%) and GOODS-N (99%) are
classified as “AGN” instead of “galaxy” by Luo et al. (2017)
and Xue et al. (2016), respectively. Therefore, our analyses
should not be significantly affected by X-ray emission from
XRBs.
3.5.3 Sample M? Completeness
To evaluate potential issues of M? completeness, we derive
the galaxy comoving number density as a function of M? for
each field and compare with the SMF from Behroozi et al.
(2013, see §2.2). The number density is calculated as the
observed number of galaxies divided by the corresponding
comoving volume. Fig. 11 displays the results for z = 3–4
(the highest redshift range probed in this work). The num-
ber densities for all the three fields agree with the SMF
above log M? = 9.5 (our M? cut; see §3.2.2), indicating our
sample is complete for the M? regime probed in this work.
The number density for COSMOS deviates from the SMF
below log M? ≈ 9. The number densities for GOODS-S and
GOODS-N both deviate from the SMF below log M? ≈ 8.5,
as expected from their deeper imaging data than those of
COSMOS.
3.5.4 Contribution to BHAR from Low-LSX Accretion
Our derivation of BHAR does not include the contribution
from log LSX < −2 (see §3.2.3 and §3.4.1). Although we have
shown that this low-LSX accretion cannot contribute sig-
nificantly to the overall SMBH growth (see §3.2.3), it can
still affect the BHAR-M? relation, especially at low redshifts
when the BHAR from high-LSX accretion is low.
We here consider one extreme case in which
P(LSX |M?, z) is a narrow lognormal distribution centered at
log LSX = −2.2 with a width of ±0.1 dex; then the BHAR
contribution from log LSX < −2 will be dominant over that
from log LSX ≥ −2. This extreme case can be used to esti-
mate the upper limit on BHAR contributed by log LSX < −2.
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Figure 11. Galaxy comoving number density as a function of
M? at z = 3.0–4.0. The data points indicate values derived from
our sample of different fields. We do not plot bins where only
one source is available due to large uncertainties. The black solid
curve represents the SMF from Behroozi et al. (2013). The vertical
black dashed line indicates our M? cut (see 3.2.2). Our sources
in all of the three fields are complete above our M? cut.
Quantitatively, we can estimate this upper limit as
BHAR =
LXkbol(1 − )
c2
=
LSXkbol(1 − )
c2
M?
≈ 10−3.5 M?
1010M
,
(19)
where we adopt  = 0.1 and kbol = 10 (see §3.2.3). Only at
low redshifts (z . 0.8), can our BHAR (see Fig. 9) be below
this upper limit. Therefore, low-LSX accretion can only be
important at low redshifts.
To examine whether low-LSX accretion is actually dom-
inant over high-LSX accretion at low redshifts, we utilize
GOODS-S where the deepest X-ray observations and stack-
ing data are available to probe low-LSX accretion (e.g., Vito
et al. 2016; Yang et al. 2017). We study sources in three M?
bins (log M? = 9.5–10, 10–10.5, and 10.5–11) at z = 0.4–0.7.
We do not probe higher M? due to the limited number of
galaxies (only 14 available). We use total LX to approxi-
mate total BHAR for each M? bin. For each M? bin, we ob-
tain the total LX for all sources in this bin, including both
X-ray detected and undetected sources (via stacking); we
also derive the contributions to total LX from log LSX ≥ −2
sources by summing the LX of detected X-ray sources above
log LSX = −2. We find that, for all of the three M? bins,
the contributions from log LSX ≥ −2 sources account for
& 80–90% of the total LX. If we only consider the LX from
AGNs by subtracting the expected XRB component (see
Eq. 1 of Yang et al. 2017), almost all (& 99%) of the to-
tal LX from AGNs is from log LSX ≥ −2 sources. The domi-
nance of accretion at log LSX ≥ −2 indicates that the extreme
lognormal P(LSX |M?, z) distribution above is unlikely to be
physical, which is also suggested by some other studies (e.g.,
Aird et al. 2017a; Georgakakis et al. 2017).
Therefore, we conclude that accretion from sources with
log LSX < −2, which is not included in our BHAR calcula-
tion, should not significantly affect our BHAR(M?, z) at all
redshifts probed (i.e., z = 0.4–4).
3.5.5 Bolometric Correction
The analyses in §3.4 assume kbol is a function of LX. This
luminosity-dependent kbol is generally larger for more mas-
sive galaxies, as they typically host AGNs with higher LX
(e.g., Aird et al. 2017a; Yang et al. 2017). However, kbol
might be related to λEdd (see §2.3).
If we assume a kbol-λEdd relation instead, then the kbol
dependence on M? will be weaker, because, compared to LX,
λEdd is likely much less dependent on M? (e.g., Aird et al.
2012; Lusso et al. 2012; Aird et al. 2017a). We test an ex-
treme case such that kbol is a constant value of 22.4 (the me-
dian of kbol values in the local AGN sample of Vasudevan &
Fabian 2007). The resulting BHAR(M?, z) is broadly similar
to that in Fig. 9. BHAR generally has positive dependence on
M? and redshift, and the redshift dependence is stronger in
more massive systems. However, we find that the BHAR-M?
relation becomes flat at z . 1.0 and log M? & 11.5. This red-
shift and M? regime is marked in Fig. 9 (see also Appendix
B).
4 DISCUSSION
4.1 Physical Causes of the BHAR-M? Relation and
its Cosmic Evolution
At a given M?, BHAR is positively correlated with redshift
out to z ≈ 4 (see Fig. 9). The physical reason could be that
cold gas which fuels SMBH growth becomes more abundant
toward high redshift (e.g., Mullaney et al. 2012; Popping
et al. 2012; Vito et al. 2014a). At a given redshift, BHAR is
generally higher in massive galaxies. As discussed in §4.2 of
Yang et al. (2017), this positive dependence of BHAR on M?
might be due to, e.g., deeper potential wells (e.g., Bellovary
et al. 2013) and/or higher SMBH occupation fractions at
high M? (e.g., Volonteri 2010).
The positive dependence of BHAR on M? becomes sig-
nificantly weaker at low redshift, i.e., the BHAR-M? slope be-
comes shallower. One possible cause of the shallower BHAR-
M? slope at low redshifts is that the fraction of star-forming
galaxies, which have generally stronger AGN activity than
quiescent galaxies, decreases toward low redshift and high-
M?. We show that when only including star-forming galax-
ies, the BHAR-M? slope does not become significantly shal-
lower at low redshifts (see §3.4.2).
The low BHAR of massive galaxies at low redshift is un-
derstandable considering the cosmic evolution of the SMF
and XLF. Luminous quasars (log LX & 44), which are likely
responsible for most of the SMBH growth in massive galax-
ies (e.g., Marconi et al. 2004), become much rarer toward
the local universe (e.g., Schmidt 1968; Ueda et al. 2014).
The number density of massive galaxies, however, becomes
higher toward low redshift (see, e.g., Fig. 15 of Davidzon
et al. 2017). Therefore, the average SMBH accretion power
for the massive galaxy population decreases sharply toward
low redshift. The strong redshift dependence of BHAR for
massive galaxies is also evident in our survey data. The de-
tected AGN fraction (log LSX > −2) is ≈ 9% among massive
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galaxies (log M? > 11) at z > 2, while the fraction is ≈ 5% at
z < 2. Considering the larger incompleteness at higher red-
shift, the intrinsic AGN fractions for z > 2 and z < 2 should
have even larger differences.
The physical cause of this strong BHAR redshift evolu-
tion might be AGN feedback that could regulate the growth
of SMBHs in massive galaxies. At high redshift, effective
quasar-mode accretion could launch powerful winds that ex-
pel the cold gas in host galaxies (e.g., King & Pounds 2015).
Due to the lack of cold gas, SMBH growth drops significantly
toward low redshift and hot-gas accretion occurs. The hot
accretion flow could produce jets that prevent the gas from
cooling and thereby maintain a low accretion rate (e.g., Cro-
ton et al. 2006; Yuan & Narayan 2014).
The positive dependence of BHAR on redshift (espe-
cially at z & 2) does not contradict the observational fact
that ρBHAR peaks at z ≈ 2 (e.g., Brandt & Alexander 2015).
We calculate ρBHAR by convolving BHAR with the SMF, i.e.,
ρBHAR(z) =
∫ 12
9.5
BHAR(M?, z)φM (M? |z)d log M?. (20)
Fig. 12 (top) displays the results. The z ≈ 2 peak is suc-
cessfully reproduced. BHAR describes the accretion power
per galaxy while ρBHAR characterizes the accretion power
per comoving volume. Their different redshift evolution in-
dicates that the drop of ρBHAR toward high redshift is driven
by the evolution of the SMF: the number density of galaxies
with log M? ≈ 9.5–12 decreases toward high redshift (e.g.,
Davidzon et al. 2017). A similar conclusion is also found
by Vito et al. (2017) who studied X-ray AGNs at z = 3–6.
Our ρBHAR curve has a similar shape as that of Ueda et al.
(2014, see their Fig. 20), but it is a factor of ≈ 3 lower than
theirs. The difference is primarily caused by the different
kbol adopted: our kbol (from Lusso et al. 2012; §2.3) is ≈ 3
times lower than their kbol (from Hopkins et al. 2007) at
log LX ≈ 44 (the XLF break luminosity). For the reasons ex-
plained in §2.3, we believe our adopted kbol is more reliable
than that from Hopkins et al. (2007).
Some studies suggest that MBH might be fundamentally
related to the mass of the dark matter halo (Mhalo; e.g.,
Ferrarese 2002; but also see Kormendy & Ho 2013). We thus
change the variable M? to Mhalo utilizing the typical redshift-
dependent Mhalo-M? relation from Behroozi et al. (2013, see
their Fig. 7), and convert BHAR(M?, z) to BHAR(Mhalo, z).
Fig. 9 (bottom) displays the results.6 At log Mhalo . 12–13,
BHAR is positively dependent on Mhalo and strongly so at
high redshifts. At higher Mhalo, BHAR becomes relatively flat
as a function of Mhalo, indicating Mhalo is not a good tracer
of BHAR in massive systems (e.g., Kormendy & Ho 2013).
To clarify the cause of this flatness, we express the slope
of the BHAR-Mhalo relation as
d log BHAR
d log Mhalo
=
d log BHAR
d log M?
d log M?
d log Mhalo
. (21)
The slope of the M?-Mhalo relation (d log M?/d log Mhalo) is
small (. 0.3) above log Mhalo ≈ 12–13 (see Fig. 7 of Behroozi
6 Due to the complicated evolution history of massive systems
(e.g., frequent mergers), Behroozi et al. (2013) do not provide
relations such as Mhalo-M? and SFR-M? at very high M? (P.
Behroozi 2017, private communication).
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Figure 12. Top panel: ρBHAR and ρSFR as a function of redshift.
The black solid curve indicates ρBHAR derived from our best-fit
model using Eq. 20; the blue data points indicate ρSFR scaled
by a factor of 10−4 (Behroozi et al. 2013). Bottom panel: the
ρBHAR/ρSFR ratio as a function of redshift. The black horizontal
dashed line represents a constant ratio of 10−4. ρBHAR/ρSFR de-
pends on redshift weakly.
et al. 2013), and this results in a small slope of the BHAR-
Mhalo relation (d log BHAR/d log Mhalo), even though the
BHAR-M? relation can be steep (e.g., d log BHAR/d log M? &
1 at z & 1; see Fig. 9 top). The physical cause of the flat M?-
Mhalo relation in massive systems is likely that gas cannot
efficiently cool and collapse to form stars. This inefficient
cooling might be due to AGN feedback and/or deep gravita-
tional potential wells in massive halos (e.g., Rees & Ostriker
1977; §8.4 of Kormendy & Ho 2013).
4.2 BHAR vs. SFR
The redshift-evolution curves of ρBHAR and ρSFR are similar
at least up to z ≈ 2 (e.g., Kormendy & Ho 2013; Aird et al.
2015; Fig. 12, which we will discuss in detail below). This
similarity is considered a supporting point of the straightfor-
ward scenario that the long-term growth of SMBHs and their
host galaxies are in lockstep. However, ρBHAR and ρSFR are
quantities averaged over the whole galaxy population from
low M? to high M?, and their evolutionary similarity might
not hold for galaxies with different M?.
To investigate this possibility, we compare the BHAR-
M? relation with the SFR-M? relation from Behroozi et al.
(2013) in Fig. 13 (top). The SFR-M? relation is truncated at
high M? due to the reason in Footnote 6. We note that the
SFR-M? relation represents an ensemble-averaged property
(the same as for the BHAR-M? relation), and thus it is not
affected by the SFR variability of individual galaxies. We
normalize the SFR values by a factor of 10−4 so that they
become comparable with BHAR. Fig. 13 (bottom) presents
the BHAR/SFR ratio as a function of M?.
At a given M?, both BHAR and SFR rise toward high
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redshifts in general. However, BHAR/SFR has relatively
weak redshift evolution, especially at z & 0.8. At a given
redshift, BHAR rises more strongly as a function of M? than
SFR. As a result, the BHAR/SFR ratio is positively corre-
lated with M? at a given redshift, broadly consistent with the
findings of Yang et al. (2017, the data points in Fig. 13 bot-
tom). This positive dependence disfavors the straightforward
coevolution model where SMBH and galaxy growth are in
lockstep and BHAR/SFR is a universal constant (e.g., Hickox
et al. 2014). As explained in §4.2 of Yang et al. (2017), the
larger BHAR/SFR toward high M? may indicate that massive
systems are more effective in feeding cold gas to their cen-
tral SMBHs due to, e.g., their deep potential wells. Another
possibility is that the SMBH occupation fraction increases
toward high M?. Our BHAR/SFR agrees with the sample of
Yang et al. (2017) at 0.5 ≤ z < 1.3 (the red points in Fig. 13).
We do not compare with their high-redshift (1.3 ≤ z < 2.0)
sample, because luminous AGNs (log LX & 44) are dominant
at high redshift but almost absent in their sample. This rar-
ity of luminous AGNs is due to the small area of GOODS-S
used in Yang et al. (2017) and the removal of BL AGNs from
their sample.
Fig. 12 compares our ρBHAR (§4.1) with ρSFR from the
observational data compiled by Behroozi et al. (2013). The
ρBHAR and ρSFR curves have similar shapes consistent with
previous work (e.g., Kormendy & Ho 2013; Aird et al. 2015).
The ρBHAR/ρSFR ratio only rises slightly (≈ 0.3 dex) from z =
0 to z & 3. We note that this weak redshift dependence does
not contradict our conclusion that BHAR/SFR for massive
galaxies (log M? & 11) rises strongly toward high redshift
(see Fig. 13). This is because massive galaxies are relatively
rare and their weight in ρBHAR/ρSFR is not dominant over
that of less-massive galaxies.
Fig. 14 compares the BHAR-M? and SFR-M? relations
for star-forming galaxies. The SFR vs. M? are from the star-
forming main-sequence relations (Eq. 6 of Aird et al. 2017b).
We do not compare these relations above z = 3, as the un-
certainties of the main-sequence relations are large at z & 3.
At a given redshift, the SFR-M? relation generally has a
slope shallower than the BHAR-M? relation. This leads to
BHAR/SFR rising toward high M? (Fig. 14 bottom), sim-
ilarly to the trend in Fig. 13 (bottom). Also similarly to
Fig. 13 (bottom), the BHAR/SFR has weak redshift evolu-
tion at a given M? above z & 0.8. The BHAR/SFR curve in
Fig. 14 is concave down while that in Fig. 13 is concave up.
Fig. 14 also shows the BHAR/SFR measurements from
the literature. The BHAR/SFR values from Mullaney et al.
(2012) are higher than ours, possibly due to their large un-
certainties. However, the observations of Rodighiero et al.
(2015) at z ∼ 2 have much smaller uncertainties and agree
with our BHAR/SFR. Since these measurements are for star-
forming galaxies, they are not displayed in Fig. 13, which is
for all galaxies.
4.3 Evolution of The MBH-M? Relation
Our BHAR(M?, z) describes the long-term average BHAR for
a galaxy at given M? and z. Based on BHAR(M?, z), we can
calculate the cumulative accreted SMBH mass for galaxies
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Figure 13. Top panel: Comparison between BHAR and SFR as
functions of M?. The solid lines indicate BHAR; the dashed lines
indicate SFR scaled by a factor of 10−4. Different colors indicate
different redshifts as labeled. Bottom panel: The ratio between
BHAR and SFR as functions of M? at different redshifts. The
purple data points indicate the measured BHAR/SFR values from
Yang et al. (2017). At z & 0.5, BHAR/SFR rises toward high M?;
it is flat as a function of M? at lower redshift.
with given stellar mass history [M?(z)], i.e.,
MBH(z) =
∫ z
4
BHAR(M?(z′), z′) dtdz′ dz
′ + MBH |z=4, (22)
where t is the cosmic time; the prime superscript in z′ is to
differentiate the redshift z as the integral upper boundary.
We adopt the stellar mass history of Behroozi et al. (2013)
who derived the average M?(z) for galaxies as a function
of M?(z = 0) up to log M?(z = 0) ≈ 11.4 (see their Fig. 9).
To obtain the initial condition MBH |z=4, we test different
MBH/M? |z=4 values and multiply them with M?(z = 4) from
Behroozi et al. (2013).
When M?(z) lies below our limit of log M? = 9.5 in
Eq. 22 (i.e., our M? cut; see §3.2.2), we assume their BHAR
as BHAR(log M? = 9.5, z) × (M?/109.5)ζ . We set the power-
law index ζ = 1, i.e., assuming BHAR at log M? ≤ 9.5 is
proportional to BHAR at log M? = 9.5 (e.g., §3.2 of Yang
et al. 2017). To reduce the uncertainties of this approxima-
tion, we do not discuss the MBH-M? relation for log M? < 10
at all redshifts.7 In fact, we find that setting ζ to 0.5 or
7 We still need to assume BHAR for log M? ≤ 9.5, even though we
do not probe log M? < 10. For example, a galaxy with log M?(z =
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2 does not affect our conclusions. For redshifts below our
cut (z = 0.4; §3.2.1), we use BHAR from model extrapola-
tion. This should not bring noticeable uncertainties given
that BHAR is low at z < 0.4. In fact, we have tested two
extreme scenarios: BHAR(M?, z < 0.4) = BHAR(M?, z = 0.4)
(no redshift evolution at z < 0.4) and BHAR = 0 (no SMBH
growth at z < 0.4), respectively. Both of these cases pro-
duce almost the same MBH-M? relation as that from model
extrapolation.
In Eq. 22, we assume long-term BHAR can be inferred
from M? and redshift. This assumption will not be strictly
correct, if, for example, BHAR also depends on SFR at given
M? and redshift. However, this SFR dependence is likely
weak based on previous work (e.g., Stanley et al. 2017; Yang
et al. 2017), and significantly different BHAR might only be
found between galaxies with extremely different SFRs, e.g.,
star-forming vs. quiescent galaxies (e.g., Aird et al. 2017a;
Wang et al. 2017). In the case of weak SFR dependence, our
ensemble analyses are still valid in characterizing the typical
MBH-M? relation for the entire galaxy population.
We show the resulting MBH as a function of M? at dif-
ferent redshifts in Fig. 15. The MBH-M? curves are trun-
cated at the highest M?(z) values in Behroozi et al. (2013,
see Footnote 6). As expected, the effects of the MBH/M? |z=4
0) = 10.5 has log M? < 9.5 in the early universe (z > 2), and we
need to account for its SMBH accretion at z = 2–4.
assumption generally become weaker toward low redshift.
At z . 2, the MBH/M? |z=4 = 1/100 (black dashed) and
MBH/M? |z=4 = 1/104 (black dash-dotted) curves only dif-
fer from the MBH/M? |z=4 = 1/500 (black solid) curve by
. 0.3 dex in vertical direction. Thus, below we only discuss
the MBH-M? relations at z ≤ 2.
From Fig. 15, the MBH-M? relation only has weak red-
shift evolution since z ≈ 2 (solid black vs. red curves). This
result does not contradict Fig. 13 which shows that BHAR
and SFR have strong redshift dependence. This is because
BHAR and SFR are both low at z . 0.8 compared to at
higher redshift. For example, at a given M?, the BHAR (SFR)
at z = 0.5 is lower than BHAR (SFR) at z = 3 by a factor of
≈ 10. Therefore, the SMBH and galaxy growth at z . 0.8 are
not important, and the MBH-M? relation is thus primarily
determined by BHAR/SFR at higher redshift. At z & 0.8, the
BHAR/SFR does not have strong redshift dependence at a
given M?. The weak redshift dependence of the MBH-M? re-
lation is consistent with the observations of Schindler et al.
(2016) which show that the ratio between SMBH and stellar
mass densities is flat as a function of redshift since z ≈ 5.
Based on observations of BL AGNs, Sun et al. (2015) also
found a redshift-independent MBH-M? relation (but also see
Merloni et al. 2010).
Since massive galaxies tend to form at high redshifts
(§3.4), our result suggests that their SMBHs should follow
a similar trend. The massive galaxies (log M? & 11) at z ≈ 2
are likely the progenitors of local giant ellipticals for which
M? = Mbulge. Their MBH values are already at the level ex-
pected from the local MBH-Mbulge relation (e.g., Ha¨ring &
Rix 2004; Kormendy & Ho 2013). This conclusion disfavors
the scenario that the local MBH-Mbulge relation for giant el-
lipticals mostly formed at low redshift, as proposed in §4.3 of
Yang et al. (2017). Their scenario assumes their BHAR-M?
relation (see Fig. 9) extends to log M? & 11 and has weak
redshift evolution at z . 2, which is inconsistent with our
results.
The MBH-M? relations at z . 2 differ significantly from
those expected from a constant MBH/M? ratio (the brown
lines in Fig. 15). The MBH/M? ratio is positively related to
M?: it is ∼ 1/5000 at log M? . 10.5 and rises to ∼ 1/500
at log M? & 11.2. This positive dependence is predicted by
Yang et al. (2017, see their §4.3) based on the fact that
BHAR/SFR is generally higher toward high M? (see Fig. 13).
Fig. 15 also compares our MBH-M? relation with the
observations of BL AGNs at z & 0.5 (Jahnke et al. 2009;
Merloni et al. 2010; Bennert et al. 2011; Cisternas et al.
2011; Schramm & Silverman 2013; Sun et al. 2015). At
log M? & 11, these observations agree well with our MBH-
M? relation. However, at lower M?, the MBH values for BL
AGNs are significantly higher than those predicted by our
MBH-M? relation. The discrepancies might be caused by se-
lection biases and/or MBH measurement uncertainties. Due
to observational sensitivity, the BL AGNs with MBH mea-
sured tend to have massive SMBHs, and thus do not well
represent the whole galaxy population at given M? (e.g.,
Lauer et al. 2007). The measurements of MBH are based on
single-epoch spectra, and large uncertainties (both scatter
and biases) exist in these measurements (e.g., Shen 2013).
In fact, in the local universe where MBH can be measured
for BL AGNs with lower luminosities and normal galaxies,
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the observations agree better with our MBH-M? relation (see
§4.4).
We do not calculate MBH vs. M? for star-forming galax-
ies due to the lack of their average stellar mass history (i.e.,
the needed M?(z) is not provided by Behroozi et al. 2013 or
other works to our knowledge), and we only make qualitative
arguments below. Since the cosmic evolution of BHAR/SFR
for star-forming galaxies is weak at z & 0.8 (see §4.2), their
MBH-M? relation should also have weak dependence on red-
shift (as explained above for all galaxies). The MBH/M?
likely rises in more massive galaxies where BHAR/SFR is
higher. These qualitative conclusions for star-forming galax-
ies are similar to those for all galaxies (Fig. 15).
4.4 The MBH-M? Relation at z = 0
Fig. 16 compares our MBH-M? relation at z = 0 with obser-
vations. At log M? & 11 where M? ≈ Mbulge, our derived MBH
is similar to that expected from the MBH-Mbulge relations in
Ha¨ring & Rix (2004) and Kormendy & Ho (2013). However,
at lower M?, our MBH is significantly lower compared to
that expected from the MBH-Mbulge relations. This result is
expected, because the bulge components become less domi-
nant and Mbulge/M? drops toward low M? (e.g., Kelvin et al.
2014).
SMBH growth can occur via both accretion and merg-
ers. Some studies propose that mergers could be the main
channel of SMBH growth for local giant ellipticals, and their
MBH-M? relation might be a natural result of merger aver-
aging (e.g., Peng 2007; Jahnke & Maccio` 2011; §8.5 of Ko-
rmendy & Ho 2013). However, the similarity between our
MBH-M? relation and the MBH-Mbulge relations at high M?
suggests that accretion is sufficient to produce the observed
MBH-M? relation in local giant ellipticals, since merger
growth is not included in our MBH calculation (Eq. 22).8
Also, merger averaging of low-M? galaxies can only lead to
the final MBH/M? ratio being farther from that observed
in giant ellipticals, because MBH/M? is lower toward low
M?. This argument can also apply to the giant ellipticals
beyond our probed M? limit (log M? ≈ 11.4). Therefore,
merger growth might not dominate over accretion growth
for giant ellipticals in general. We caution that our scheme
describes the ensemble-averaged growth history for SMBHs
and galaxies, and it is possible that mergers are dominant
in some individual systems.
Fig. 16 displays MBH and M? values for individual nor-
mal galaxies (cyan and red data points). The MBH values are
measured via reliable stellar dynamics or megamasers. These
data points are mainly based on Tabs. 2 (elliptical galaxies)
and 3 (disk galaxies) of Kormendy & Ho (2013) where Mbulge
values are provided, and the unreliable MBH measurements
(the purple rows in these two tables) are discarded. For ellip-
tical galaxies, Mbulge equals M?; for disk galaxies, we divide
8 Our scheme of MBH calculation in Eq. 22 is different from the
So ltan argument (So ltan 1982). The So ltan argument considers
MBH density which is not affected by mergers. However, our MBH
calculation aims to characterize the average behavior for individ-
ual galaxies. Both accretion and mergers can contribute to the
MBH for individual galaxies, although we only consider the accre-
tion component in Eq. 22.
Mbulge by the Ks-band bulge-to-total luminosity ratio (B/T ;
also provided in Kormendy & Ho 2013) to approximate
M?. The data points also include the recent MBH measure-
ments based on megamasers for three galaxies (Mrk 1029,
J0437+2456, and UGC 6093; Greene et al. 2016). These
data broadly agree with our MBH-M? relation: the typical
MBH/M? is low (one over several thousand) at log M? . 10.5
and becomes high (one over several hundred) at log M? & 11.
At 10.5 . log M? . 11, the observed MBH scatters around
that expected from our MBH-M? relation, although the scat-
ter of MBH is large at a given M?.
Fig. 16 also compares our MBH-M? relation with mea-
surements for local BL AGNs based on single-epoch spec-
tra or reverberation mapping (Reines & Volonteri 2015). At
log M? . 10.5, these measurements broadly agree with our
MBH-M? relation and the measurements for normal galaxies.
However, at higher M?, the MBH for BL AGNs is systemat-
ically lower than the MBH for normal galaxies at given M?.
This discrepancy could result from large uncertainties in the
MBH measurements for BL AGNs (§4.3). For example, these
MBH measurements assume a single viral coefficient “ f ” for
all sources, which might have systematic errors up to a fac-
tor of a few (e.g., Shen 2013). Another possibility is that
the normal galaxies with MBH measurements may not be
representative of the entire galaxy population due to selec-
tion bias. Shankar et al. (2016) proposed that observations
tend to select massive SMBHs for which MBH measurements
are achievable. They argued that this selection effect might
strongly bias the observed MBH–M? relation in the local uni-
verse, and they presented an intrinsic MBH–M? relation (the
green curve in Fig. 16). However, our model MBH does not
suffer from this selection bias but is generally higher than
that of Shankar et al. (2016) at any given M?. This discrep-
ancy suggests that the selection bias might not be as strong
as they proposed.
Fig. 17 shows the MBH-Mhalo relation converted from
our MBH-M? relation (see §4.1 for the method). The re-
lation is steep (MBH ∝ Mhalo; the green dashed line) at
log Mhalo . 13, but flattens at higher Mhalo (MBH ∝ M0.4halo;
the red dash-dotted line). This behavior qualitatively agrees
with Kormendy & Ho (2013, see their §6.10.2) who assumed
Mbulge ≈ M?. The flattening is expected from the weak BHAR
dependence on Mhalo in massive systems (see Fig. 9).
5 SUMMARY AND FUTURE PROSPECTS
We have derived BHAR as a function of M? and redshift for
galaxies with log M? = 9.5–12 and z = 0.4–4. Our method
is based on survey data from GOODS-S, GOODS-N, and
COSMOS, as well as the SMF and XLF from the literature.
Our main results are summarized below:
(i) BHAR generally increases toward high M? at a given
redshift (see §3.4.1 and 4.1). This M? dependence be-
comes weaker toward the local universe. For example, from
log M? = 9.5 to log M? = 11.5, BHAR increases by a factor of
∼ 103 at z ≈ 4 while the factor is only ∼ 10 at z ≈ 0.5. This is
probably due to the increasing fraction of quiescent galaxies
at low redshift and high M?, as the BHAR-M? slope does not
become much shallower toward low redshift for star-forming
galaxies (see §3.4.2). At a given M?, BHAR is higher toward
high redshift, and this redshift dependence is stronger for
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Figure 15. SMBH mass vs. stellar mass at different redshifts. The black solid, dot-dashed, and dashed lines indicate our best-fit model
assuming MBH/M? |z=4 = 1/500, 1/100, and 1/104, respectively. The MCMC 1σ uncertainties are small (. 0.1 dex) and thus are not
shown. The red solid line represents our MBH–M? relation at z = 0 assuming MBH/M? |z=4 = 1/500. The brown dashed and dot-dashed
lines are MBH/M? = 1/500 and MBH/M? = 1/5000, respectively; the blue and orange lines indicate the MBH–Mbulge relations in the local
universe from Ha¨ring & Rix (2004) and Kormendy & Ho (2013), respectively. The pink stars identify BL AGNs from the literature (see
§4.3). Our MBH-M? relation is not strongly affected by the assumptions about MBH/M? |z=4 at z . 2. The MBH-M? relation has weak
redshift evolution since z ≈ 2, and it is similar to the local MBH–Mbulge relations at high M? where M? ≈ Mbulge. At low M?, our MBH-M?
relation deviates from the MBH–Mbulge relations likely because the bulge is less dominant toward low M?.
more massive systems, e.g., for log M? ≈ 11.5, BHAR is ≈
three decades higher at z = 4 than at z = 0.5. This strong
redshift evolution for massive galaxies is plausibly explained
by AGN feedback.
(ii) At a given M?, BHAR/SFR has weak redshift evo-
lution at z & 0.8. At a given redshift, BHAR/SFR depends
positively on M?. These features also exist when limiting the
sample to star-forming galaxies. This positive dependence
is inconsistent with the scenario that SMBH and galaxy
growth are in lockstep. We have converted the BHAR-M?
relation to the BHAR-Mhalo relation based on the recipe of
Behroozi et al. (2013). BHAR positively depends on Mhalo
at log Mhalo . 12–13 but becomes flat at higher Mhalo, indi-
cating SMBH growth is not well traced by Mhalo in massive
systems.
(iii) Based on our BHAR(M?, z), M?(z) from Behroozi
et al. (2013), and the assumption of MBH/M? |z=4, we have
derived the MBH-M? relation at different redshifts (see §4.3).
At z . 2, our MBH-M? relation does not strongly de-
pend on the MBH/M? |z=4 assumption. The MBH/M? ratio
is higher toward massive galaxies: it rises from ≈ 1/5000
at log M? . 10.5 to ≈ 1/500 at log M? & 11.2. Our results
suggest the MBH-M? relation is already largely in place at
z ≈ 2. However, the MBH expected from our MBH-M? rela-
tion at log M? . 11 is significantly lower than that from the
observations of BL AGNs at z & 0.5. This discrepancy might
be due to selection biases and/or inaccuracy of direct MBH
measurements of distant BL AGNs.
(iv) Our predicted MBH-M? relation (at z = 0) is similar
to the local MBH-Mbulge relation at log M? & 11, suggesting
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Figure 17. The local MBH-Mhalo relation. The black solid curve
indicates our best-fit model assuming MBH/M? |z=4 = 1/500. The
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they are normalized at log Mhalo = 12 and 15, respectively. These
two lines are not from fitting but are just to guide the eye.
that mergers do not dominate over accretion in the SMBH
growth of giant ellipticals. At log M? . 10.5, our MBH-M?
relation broadly agrees with the observations of local normal
galaxies and BL AGNs. At higher M?, our predicted MBH
are broadly consistent with those of normal galaxies but are
systematically higher than those of BL AGNs. We have also
derived the MBH-Mhalo relation at z = 0 using the M?-Mhalo
relation from Behroozi et al. (2013). Similar to the BHAR-
Mhalo relation, MBH-Mhalo relation is steep (MBH ∝ Mhalo) at
log Mhalo . 13 but becomes relatively flat (MBH ∝ M0.4halo) at
higher Mhalo.
In this work, we do not study SMBH growth at z < 0.4
due to the limited sample size at low redshifts. Although
SMBH accretion in the low-z epoch should not affect the
MBH-M? relation significantly (see §4.3), it is critical for un-
derstanding how SMBH-galaxy coevolution develops from
high redshifts to the local universe. Future work could
combine wide-field optical/NIR (e.g., SDSS, UKIDSS, and
2MASS) and X-ray (e.g., Swift/BAT, Chandra Source Cat-
alog, and 3XMM) surveys to investigate the BHAR-M? re-
lation at low redshift (e.g., Salim et al. 2007; Haggard et al.
2010; Shimizu et al. 2015). We also do not investigate SMBH
growth for quiescent galaxies (see §3.4.3); future studies
could derive their BHAR-M? relation.
The scatter of the observed local MBH-M? relation is
large (Fig. 16). At least one origin of this scatter is related
to M?(z) (see Footnote 5 and Eq. 22). We use average M?(z)
in this work while individual galaxies have different stel-
lar mass histories. This aspect can be investigated based
on the M?(z) for individual systems from numerical simula-
tions such as Illustris (Genel et al. 2014). Another origin of
the large scatter may be that BHAR is dependent on other
galaxy properties such as SFR, morphology, and cosmic en-
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vironment in addition to M? (see, e.g., §3.4.2 and Martini
et al. 2009; Kocevski et al. 2012; Aird et al. 2017a). The
detailed BHAR dependence on SFR and morphology can be
investigated using the CANDELS survey fields where deep
Chandra, Herschel , and HST observations are available. The
BHAR dependence on environment can be studied using sur-
veys of several deg2 such as COSMOS and X-SERVS (Chen
et al. in prep.), where reliable environmental measurements
can be performed (e.g., Darvish et al. 2017).
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csic.es/theory/fps/).
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APPENDIX A: MODELING OF P(LSX |M?, z)
We describe P(LSX |M?, z) at given M? and redshift with a
smoothed double power law, and each parameter in this
function (log A, log Lc, γ1, and γ2) is modeled as a polyno-
mial function of log M? and log(1+z) (see §3.3). To decide the
orders of the polynomial functions, we utilize the Akaike in-
formation criterion (AIC; e.g., Burnham & Anderson 2002).
The AIC technique is applicable to any log-likelihood func-
tion, and it does not assume a specific distribution of pa-
rameter uncertainties. For a given polynomial model, the
AIC value is calculated as AIC = −2 ln Lmax + 2k, where k
is the number of free model parameters and ln Lmax is the
maximum value of the likelihood function in Eq. 14. ln Lmax
is calculated with the maximum-likelihood fitting method
in §3.3. The AIC balances the complexity of the model and
its efficiency in describing the data. In general, models with
smaller AIC values are considered as more probable.
Assuming the currently favored model has an AIC value
of AICF and a proposed model has an AIC value of AICP,
we accept the proposed model as the new favored model if
∆AIC = AICP−AICF < ∆AICT. We choose the AIC threshold
as ∆AICT = −7 (e.g., Chapter 2.6 of Burnham & Anderson
2002). This value corresponds to a 3σ confidence level in
the case when parameter uncertainties are Gaussian (e.g.,
Murtaugh 2014).
We first use a model of constant log A, log Lc, γ1, and
γ2 (i.e., 0th-order polynomials), and obtain AICF = 24998.7.
We then test the 1st-order polynomial models of log A, i.e.,
log A = log A0 + αA0 log(1 + z) + αA1 log M10. (A1)
The fitting of the 1st-order polynomial model produces
AICP = 18164.2, and thus the change of AIC is ∆AIC =
AICP − AICF = −6834.5 < ∆AICT. Therefore, we accept the
1st-order polynomial model of log A, and with this model, we
further test the 1st-order models of log Lc, γ1, and γ2. We
find that the 1st-order models of log Lc and γ2 significantly
reduces the AIC value (< −7). Thus, γ1 is consistent with a
model that has no redshift or M? dependence.
We further test higher-order polynomial models of log A
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log Lc, and γ2. The required polynomial orders for log A,
log Lc, and γ2 are 2nd, 2nd, and 1st, respectively. After de-
termining the orders of the polynomials and obtaining the
best-fit model parameters, we estimate the parameter un-
certainties utilizing Markov chain Monte Carlo (MCMC)
sampling with emcee (Foreman-Mackey et al. 2013).9 The
2D contours and 1D histograms of the sampling results are
shown in Fig. A1. The 1σ confidence range of a parame-
ter is calculated as the 16%–84% percentile range of the
corresponding 1D histogram (shown as the vertical dashed
lines in Fig. A1). We use the same method to derive un-
certainties shown in Fig. 9. The best-fit parameters and the
MCMC uncertainties are presented in Tab. 2. From Fig. A1,
the contours can be highly tilted and/or irregular (e.g., βL0
vs. αL0 ), and thus the parametric uncertainties in Tab. 2 can
be strongly correlated.
APPENDIX B: P(LSX |M?, z) FITTING QUALITY
In Fig. B1, we compare the observed XLFs (§2.2) and the
XLFs derived from our best-fit model (Eq. 6). The model
XLFs generally agree well with the observed values. Fig. B1
also shows the observed XLFs that are not used to con-
strain P(LSX |M?, z) (log LX < 43; open symbols). At z & 0.8,
our model XLFs are consistent with the observed values at
log LX < 43. At lower redshifts, our model underestimates
the XLFs at log LX ≈ 42.5. This underestimation might be
due to the fact that our model XLFs do not include low-LSX
AGNs and XRBs (see 2.2).
In Fig. B2, we compare the best-fit P(LSX |M?, z) with
the binned values from our sample, utilizing the Nobs/Nmdl
method, where Nobs and Nmdl are the observed and model-
expected numbers of sources in the bin, respectively (e.g.,
Aird et al. 2012). Specifically, we derive the Nmdl from the
best-fit P(LSX |M?, z) using Eq. 3. The binned P(LSX |M?, z)
value is calculated as the model P(LSX |M?, z) value scaled by
a factor of Nobs/Nmdl, while the corresponding uncertainty is
the 1σ Poisson error of Nobs scaled by the same factor. In
the bin of z = 0.4–0.7 and log M? = 11.5–12 where no AGNs
are detected, we derive the 1σ Poisson upper limits using
the approach in Gehrels (1986). The model P(LSX |M?, z)
is generally consistent with the observed values. However,
we note that at z . 1 and log M? & 11.5, the constraints
on P(LSX |M?, z) are weak. In this case, the P(LSX |M?, z) is
largely based on model extrapolation and the uncertainties
are likely underestimated.
We also compare our best-fit P(LSX |M?, z) with those
derived in some previous studies in Fig. B2.10 Aird et al.
(2012), Bongiorno et al. (2012), and Wang et al. (2017)
adopted simple power-law models, and the slopes are (al-
most) independent of M? and redshift, similar to our re-
sults (see Tab. 2). Aird et al. (2012) and Wang et al. (2017)
probed log(LSX) . −0.5; their slopes are ≈ 0.4 and ≈ 0.6, re-
spectively, similar to the low-LSX slope in our model. Their
normalizations are dependent on redshift but not M?, while
9 http://dan.iel.fm/emcee/current/
10 We do not compare with the studies that investigate λEdd
distributions (e.g., Hopkins & Hernquist 2009; Weigel et al.
2017), since it is not feasible to convert their λEdd distribution
to P(LSX |M?, z).
our normalization depends on both factors. Therefore, their
normalizations should be considered as averaged over the
M? range of their samples. The relatively flat power-law
shape at low-to-moderate LSX is also confirmed by two re-
cent studies (Aird et al. 2017a; Georgakakis et al. 2017) that
adopt non-parametric modeling for P(LSX |M?, z).11 These
two studies also identified a sharp drop of P(LSX |M?, z) above
log LSX ≈ 0, similar to our results. Bongiorno et al. (2012) ob-
tained a steeper slope (≈ 1.0); the reason could be that they
probed LSX above the break LSX, where the slope is steep
(≈ 2.5 in our model; see Tab. 2). Thus, it is understand-
able that their slope is between our low-LSX and high-LSX
slopes. Bongiorno et al. (2016) modeled the bivariate distri-
bution function of M? and redshift, i.e., Ψ(LSX,M?, z), and
we convert it to P(LSX |M?, z) by dividing it by our adopted
SMF (§2.2). The resulting P(LSX |M?, z) shape is also a dou-
ble power law. Their low-LSX slope depends on redshift and
is steeper than our low-LSX slope at z . 1.5. From our data,
it appears Bongiorno et al. (2016) overestimated the low-
LSX slope. A possible reason for this difference might be
that they did not include the ultradeep fields (GOODS-S
and GOODS-N) that are critical in constraining the low-
LSX slope.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
11 The results of P(LSX |M?, z) in Aird et al. (2017a) and
Georgakakis et al. (2017) are not publicly available. Therefore,
their P(LSX |M?, z) curves are not shown in Fig. B2.
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Figure A1. 2D contours and 1D histograms for our MCMC sampling results. The vertical dashed lines in the histograms indicate the
1σ confidence intervals. The contour confidence levels are 1σ (68.3%) and 2σ (95.5%), respectively. The grayscale pixels inside the
1σ contour denote probability with darken color indicating higher probability. The points outside the 2σ contour represent individual
MCMC sampling. This figure is plotted using cornor.py (Foreman-Mackey 2016). Some contours are highly irregular/tilted, indicating
strongly correlated parametric uncertainties.
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Figure B1. The XLFs in redshift bins from z = 0.4–4. The solid curves are the XLFs derived from our best-fit P(LSX |M?, z) model.
The data points indicate the soft-band XLFs from Ueda et al. (2014). The solid symbols represent the XLFs used in this work; the open
symbols represent the XLFs below our LX threshold (see §2.2). The XLFs from our model fit the observed data acceptably in general.
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Figure B2. P(LSX |M?, z) for different M? and redshift ranges. The solid curves with blue, orange, green, red, and purple colors indicate
our best-fit P(LSX |M?, z) model, and the shaded regions indicate the 1σ confidence intervals. For each of the seven redshift ranges, the
first five panels display the probability distributions for five M? ranges; the last panel compares our best-fit P(LSX |M?, z) for these M?
ranges. The data points indicate the binned P(LSX |M?, z) values from our sample. The error bars (upper limit) indicate the Poisson 1σ
confidence level. The brown curves represent P(LSX |M?, z) from the literature. Our best-fit model is in agreement with the data. The
brown lines indicate P(LSX |M?, z) from different studies. Here, we only present the figures for z = 0.4–0.7 and z = 1.0–1.5 for display
purposes; the entire set of 6 figures for the other redshift ranges is available in the online version of the journal.
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Figure B2 – continued
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