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Economists such as Ghanadian (1985), Ficher (1988), Barro (1977) and Al-Saji
(1990) have studied the impact of money supply growth on economic growth and drew
implications for monetary policy based on the results of their research . However, there
is disagrement among economists as to the direction of causality between money growth
and economic growth because, key economic indicators in different countries respond
differently to increased money supply due to their unique economic conditions.
Given the importance of this topic and its monetary implications, there is very
little, if any, empirical work done to determine the impact of money supply growth on
economic growth on African countries. Hence, this research employed the Simultaneous
Transfer Function (STF) model to determine the impact of money supply growth on
economic growth in Ghana under the structural adjustment regime. The results of the
empirical model showed no significant impact of money supply growth on economic
growth for the period under consideration (1980-1992).
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In recent years, increasing attention has been devoted to the examination of the
relation between money and economic growth. Two different theories attempt to
explain money and economic groAVth relation. The first monetary-business-cycle
theory argues that changes in the growth of money supply causes changes in output
growth (supply leading) (Fischer, 1988). The second real-business-cycle theory argues
that changes in output growth leads changes in money growth, (demand following),
(Bochen and Mills, 1988). The main difference between the two theories lies in their
implication for monetary policy. In the monetary-business-cycle models, it is believed
that monetary authorities have the power to determine monetary growth and given a
stable demand for money function, can fix interest rates, hence determining the growth
of prices and nominal gross national product. Also, given a stable demand for money
growth and little or no inflation, monetarists contend that monetary policy (i.e. money
supply manipulation) can be more appropriate tool to induce long run economic
growth. The real-business-cycle theorists on the other hand favors interest rate targets
and fiscal policy measures over monetary policy. (Modigliani, 1972).
Ghanadian and Schneider’s (1985) empirical investigation of the direction of
causality (i.e., if money leads or lags economic growth) of three different yet
economically similar countries resulted in different directions of causality and hence
suggested that one should avoid generalization about the direction of causality.
Despite the importance of this topic, and its policy implications, there is little
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empirical investigation done to determine the direction of causality between money and
economic growth in African countries, particularly in Ghana. Hence it would perhaps
be appropriate to argue that the field remains fertile, more so than ever, for continuing
empirical investigation.
The main theme of this paper is to determine the direction of causality between
money, and economic growth in Ghana between 1980-1992 and suggest policy
implications. Money in this analysis will beMl (currency plus demand deposits), and
M2 (Ml plus savings and time deposits). Economic growth, which is interchangeably
used with Economic development, is sustained increase in GDP of 3 to 5 percent or
more (the classical definition of economic growth). And, economic development is the
process of improving the quality of all human lives by raising their standards of living
(i.e., through improved medical, educational and nutritional conditions), creating
conditions conducive to the growth of people’s self esteem and increasing people’s
freedom to chose by enlarging their choice variables (Todaro, 1989). Given the
difficulty involve in estimating proxies for economic development the classical
definition of economic growth is maintained throughout this analysis.
Background and Problem
Having undergone periods of economic decay in the 70’s, Ghana has adopted
the structure adjustment program and has been praised by both the World Bank and
the IMF, for reducing its budget deficit by 7.5 billion cedis in 1985, 2 billion cedis in
1986, and created a balance of payment surplus of 22 billion in 1987. Cocoa earnings
which account for roughly 40 percent of total export earnings also increased from 268
million U.S. (United States) dollars in 1983 to 360 million U.S. dollars in 1990
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(Rothchild, 1991). The September 1991 issue of the IMF report by various staff
economists pointed out that:
Steeped-up efforts to absorb excess liquidity from the
economy through the sale ofBank of Ghana instruments
and sizable repayments by the government, resulted in
deceleration in the growth of broad money and
substantial increase in interest rates, have contributed to
a moderation of the impact of the supply and cost-push
factors on Ghana’s inflation in 1990 resulting in sharp
decline in inflation in the first half of 1991 (The IMF
Occassional Paper, September, 1991, p. 32).
Also, in an attempt to mobilize rural savings, the government through the Bank
of Ghana has set up rural banks. The first rural bank opened in 1976. By 1985,
roughly 105 rural banks were established throughout Ghana. Money supply increased
at an average rate of42.5 percent between 1980 and 1990 while real income per capital
went up from $348 in 1983 to $392 in 1991 (World Bank Development report, 1992).
The Problem
The Bank of Ghana was established on March 4, 1957, two days before
Ghana’s independence and is at the apex of the banking system of Ghana. Its main
responsibilities were to issue and redeem bank notes and coins to keep and use
reserves, to influence the credit situation with a view ofmaintaining monetary stability
in Ghana and acting as banker and financial advisor to the government (Sowa, 1989).
Since 1963, in an effort to promote growth and development by monetary measures, it
has been the role of the central bank to propose to the government measures which are
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likely to have a favorable effect on the balance of payment, movement of prices, the
state of public finances, and general state of the economy and monetary stability,
(Sowa, 1989).
Between 1976 and 1977, the Ghanaian government borrowed 719 million cedis
from the Bank of Ghana to finance its budget deficit and borrowed again 735 million
cedis in 1978 (West Africa, September 25, 1978 p.l2). Seventy percent of the budget
deficit was financed by the Bank of Ghana between 1974 and 1978. Between 1971 and
1977, money supply rose from the average of 321 million cedis, to 2393 million cedis,
an increase of -over 500 per cent. This represents an average rate of increase of about
80 per cent a year from 1969 to 1971 (Sowa, 1989). Excess liquidity in the economy
was one of the principle causes of inflation in the country in the 70’s. Heavy
borrowing from the central bank crowds-out credit to the private sector of the
economy.
In March 1979, in an attempt to control excess liquidity in the economy, the
government introduced new currency notes to be exchanged for the old ones. People
with cash holdings of 5000 cedis or more of the old currency outside the banking
system exchanged their old cedi for 50 percent less of the new cedis, and those with
cash holding less than 5000 cedis outside the banking system got back 70 percent of
the original value of their money in new cedis. This exercise affected the middle and
lower income people more so than the wealthy businessmen since most of their cash
holdings were outside the banks. The wealthy businessmen, and most of government
officials knew about this currency exercise before it was implemented and they
deposited their money in the bank and got back 100 percent of the value of their
money in new currency (West Africa, April 1979).This exercise resulted in loss of
confidence in the banking system which is suppose to encourage savings and mobilize
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loanable funds into the productive sectors of the economy. Between 1970 and 1975,
GDP growth rate was between -0.2 and -0.3 percent ( IMF, The International
Financial Statistics, 1979).
The 70’s was the darkest period in Ghana’s economic history, marked with
negative GDP growth, excessive increased money supply and excessive borrowing of
the government from the central bank. In the late 80’s there were signs of economic
recovery. The government continueD to raise money supply at the rate of 42 percent
annually. Hence, one wonders if the growth rate of money supply was one of those
variables that lead to the economic growth in the 80’s and if so, to what extent does
monetary policy affect economic growth in Ghana, since similar action in the 70’s was
one of the factors that lead to negative economic growth.
Thus, within the broader scope of the general economic problems in Ghana, the
specific problem upon which this study focuses is that of determining if money
growth leads or lags economic growth in Ghana. Determining whether money growth
leads or lags economic growth, will enable policy makers to determine whether fiscal or
monetary policy will be effective in bringing about economic growtli. Hence, the
hypothesis of this study is that money growth lead to economic growth in Ghana
between 1980-92.
Objective
The primary objective of the study is to determine if money lead or laged
economic development in Ghana between 1980 to 1992. The secondary objective of
this study is to determine ifmonetary or fiscal policies will induce economic growth.
Limitations of the Study
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In a study of this nature, it is recognized that factors other than money supply
may affect economic growth. These include, but not limited to the level of education,
health, unemployment etc. The investigation of the impact of such factors on economic
growth and development is beyond the scope of this study.
Organization of Study
This study is organized along the following line. Chapter II provides a review
of the overall economic and monetary policy environment of Ghana. Chapter in
presents the theoretical framework and the empirical model used in the study. Chapter
rv presents the results of the model estimation. Finally, Chapter V presents the
conclusions and recommendations for future study.
CHAPTER n
THE SALIENT FEATURES OF THE GHANAIAN ECONOMY
Ghana is a low-income developing country, located on theWest coast of Africa
with a population of about 14 million and an estimated per capital gross domestic
product (GDP) of $400 in 1990 (World Development Report, 1991). Ghana is well
endowed ^vith a broad range of natural resources, such as arable land, forest, sizable
deposits of gold, diamonds, bauxite, and manganese as well as considerable potential
for hydroelectric power. The economy has traditionally depended to a high degree on
production of primary (agricultural as well as mineral) goods for exports. Exports of
cocoa, gold and timber, still account for the bulk of total merchandise exports, with
respective shares of 43 percent, 24 percent and 11 percent (World Development
Report, 1993).
The Ghanaian economy declined in the 1970's and early 1980's, and real incomes
and living standards fell. In 1983 the government adopted an economic recovery or
structural adjustment program which, according to the Bank of Ghana’s annual report,
has the following objectives:
(a) The creation of incentive framework for efficient
production, especially in the export and import
substitution sectors through a flexible exchange rate
policy in a unified foreign exchange market,
(b) liberalization of trade, exchange and payment system
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8(c)attraction of foreign private capital for new
investment and rehabilitation of industries to improve
the productive capacity of the economy and,
(d) the achievement of effective liquidity management
through market-based instrument of monetary control
(Bank of Ghana Annual Report, 1989, p.21).
As a result of the structural adjustment program, Ghana's economic and
financial performance have improved substantially since the adoption of the economic
recoveiy program. As indicated in Figure 1, GDP grew from 5,157 million cedis in
1984 to 6838 million cedis in 1990. However, the GNP per capital annual growth rate
between 1980 to 1990 was 0.6 percent (World Development Report, 1993). Real GDP
growth during the beginning years of the implementation of the structural adjustment
program (1983 to 1985) seemed to be greater than that of the later part of the eighties
(1985 to 1990) as indicated in Figure 1.
Figure 1
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Source: Bank ofGhana Annual Report; 1990.
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Figures 2 below shows GDP and its key components between 1984 to 1990. As
shown in the graph, there has been a steady increase in industrial productivity from
500 million cedis in 1984 to roughly 1 billion cedis in 1990. Productivity in the service
sector doubled from 1.5 billion in 1984 to 3 billion cedis in 1990. On the other hand,
while the agriculture sector productivity also increased from 2.5 billion cedis in 1984 to
3.2 billion cedis in 1989, there seemed to be a sharp decrease in productivity from 3.2
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Source: Bank ofGhana Annual Report; 1990.
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Together with forestry and fishing, the agricultural sector employs about two-
thirds of the labor force and accounts for about half of total output. Services comprise
the second largest sector in the economy, accounting for an increasing share in real
GDP (42 percent in 1990). The industrial sector which accounts for 14 percent of
GDP is relatively diverse and well developed compared with other Sub-Saharan
African countries. (Bank of Ghana Quarterly Economic Bulletin, 1992). Finally,
Ghana ranks high (third) among the world's largest exporters of cocoa.
Agriculture
Agriculture is the dominant sector of the Ghanaian economy, and together with
forestry and fishing accounted for an estimated 54 percent of GDP in 1985, and
provides employment for about 60 percent of the labor force ( World Development
report, 1986). Also, Ghana’s government effort to increase agriculture productivity
includes incentive systems in the form of higher wages for both food and industrial
crops, as well as provision of storage facilities and essential inputs like fertilizer,
pesticides and farm machinery. Some of the food crops cultivated in Ghana include,
cassava, maize, millet and yam. The livestock sector includes a cattle population of
about 1.1 million in 1986 while the number of goats and sheep was estimated to be
around 2.2 million. Pigs and poultry were expected to increase in number by 23,000
and 6.1 million respectively (Bank ofGhana Annual Report, 1990).
Cocoa, the most important crop, represents around 70 percent of Ghana's
foreign exchange earnings. Ghana is the third world leading producer of cocoa with
annual average production of 85,000 tones in the 1980s.
Fish production increased by 2.3 percent in 1990 over the previous years.
However fish production as a percentage ofGDP declined from 1.8 percent in 1984 to
1.6 percent in 1990. Fish farms have been set up in the Northern and Upper R^ons
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of Ghana in an effort to achieve total fish self-sufficiency. There are also opportunities
for commercial fish farming projects along the Volta lake, the largest man-made lake in
the worid. The main industrial crops grown include cotton, rubber, sugar cane and
tobacco. Cotton production supplies less than a tenth of the textile industry's current
requirements (Bank ofGhana Annual Report, 1990).
Industry
The industrial sector comprises ofmining, manufacturing, construction, etc. In
1986, the government instituted the Economic Recovery Program to help increase
industrial output, improve supplies of essential commodities (e.g. food, textiles,
machetes etc.). In this program, Ghana's industrial sector was to be rehabilitated so as
to develop economic viable linkages among local industries and key economic sectors.
As a result the manufacturing sub-sector almost doubled, from 370 million cedis in
1984 to 623 million cedis in 1990. The increase resulted mainly from saw mill and
wood products industries, petroleum refinery and beverage industries (Bank of Ghana
Quarterly Economic Bulletin, 1990).
The mining sector plays vital role in generating foreign exchange earnings and
employment creation. Gold, diamond, bauxite and manganese are are the major
minerals in this sector. The overall index ofmineral production increased from 80.7 in
1989 to 98.8 in 1990. Total gold produced by the gold mining companies was 531,000
fine ounces in 1990, recording an increase of 24.6 percent over the production level of
426,000 fine ounces in 1989. The increase in production was due to acquisition of
additional plant, machinery and equipment. Diamond production stood at 171,200
carats in 1989 and fell to 150,300 carats in 1990 due to lack of spare parts to service
the machines used in production. The Diamond Marketing Corporation has began to
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develop a new marketing outiook with the production of jewelry for export (Bank of
Ghana, Annual Report, 1989).
Service Sector
The service sector accounted for 3 percent of the GDP in 1990 and does
employ 30 percent of the labor force compared to 24 percent in 1965 (IMF,
Occassional Paper, 1990). The service sector in Ghana includes finance, real estate, and
business services, transport and communication, government services, community,
social and personal services, restaurants, and hotels, wholesale and retail etc. The focus
of the service sector has been on banking, because of its role in the structure
adjustment program. Figure 3 displays the structure of the banking system during the
structural adjustment (period under investigation).
Fig^re 3
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In Ghana in the 80’s, Banks had an important role in mobilizing savings and
deposits in financing agriculture, industry, commerce and other short term and long
term credit. Short term financing is usually provided by commercial banks dealing with
money deposited by their customers, while long term credit is generally provided by
development banks (Bank ofGhana Quarterly Economic Bulletin, 1986).
Merchant banks handled corporate customers only, and development banks on
the other hand were involved mainly in medium and long-term financing. The rural
banks which are located in the rural areas provided banking facilities to the rural sector.
The informal banking sector called Susu collectors also play a major role in the
Ghanaian economy. The Susu collectors work by collecting money ( in the form of
savings) from clients at fixed amount of money (at regular intervals, such as every 2
days or 4 days), typically ranging from $0.25 to $2.50. At the end of each month, the
savings are return to the depositors by the Susu collecter (the informal banker). The
Susu collector keeps one day's deposit, or 3.3 percent of monthly savings as
commission. In Accra, the capital of Ghana, the informal bankers, Susu collectors,
came together to form Greater Accra Susu Collectors Association (GASCCS) with
membership of over 500. The Susu system functions as a financial management
service. Depositors commonly use the accumulated funds as working capital to
restock the supplies that enable them to earn a stream of profits. (Sowa, 1989).
Monetary Policy and Inflation
The government, in 1983, introduced the Economic Recovery program which
emphasis on structural reforms in the financial sector. Measures under the financial
sector adjustment program were directed mainly at state-owned commercial banks to
increase their equity capital base. The objective of the monetary policy included
V
further liberalization of the financial sector and reduction in the rate of inflation. More
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specifically, the liberalization, which was first introduced in 1987, aimed at allowing
the commercial banks to operate freely and thereby encouraging competition in the
banking system.
During 1983-86, monetary policies were directed at lowering the government's
heavy borrowing from the domestic baking system, particularly the Bank of Ghana,
contributing to an overall slowdown in credit and monetary expansion. Toward this
end, the Bank ofGhana has relied on quantitative controls in the form of ceilings on the
net domestic assets of the banking system and net bank credit to the government so as
to avoid crowding-out the financing needs of the private sector. From 1987 to mid-
1989, the focus ofmonetary policies was broadened to include, besides the observance
of credit ceilings, the gradual dismantling of administrative interest rate and credit
controls. To this end, the limits on the maximum bank lending rates and minimum bank
term deposit rate were lifted in 1989, and the controls on the minimum bank savings
deposit rate was liberalized in Febmary 1988 (Bank ofGhana Annual Report, 1990).
As shown in Figure 4, although the growth in money supply decelerated from a
peak of 72 percent in 1984 to 43 percent by the end of 1988, it exceeded the targets in
the monetary program and the growth in nominal GDP. The increasing monetization of
the economy and gradually improving confidence in the banking system are estimated
to have contributed to an increase in the demand for money at a rate higher than the
growth ofnominal GDP during 1983-88 period. Consistent with declining velocity of
circulation. However, the expansion of money supply during this same period
exceeded the estimated increase in the demand for money (Bank of Ghana Annual
Report, 1990).
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As illustrated in the Table 1 Ghana's real GDP M2 and inflation growth rates
were compared to those of Malaysia and Kenya (also developing countries with
similar per-capital income to that of Ghana in the early sixties). It is clear from this
graph that, Ghana falls behind Malaysia and a little ahead of Kenya in real GDP
growth rate. Ghana's real M2 growth rate exhibits irregular pattern by increasing to
22.5 percent in 1988 from 4.5 percent in 1986 and falling as low as 16.6 percent in
1990. On the other hand, there have been a steady increase in the M2 growth rate of
Kenya and Malaysia with little fluctuations. The inflation rate declined significantly
from an annual rate of 73 percent in 1980 to about 15.4 percent in 1991 in Ghana.
Annual average inflation rates droped to 34 percent in 1987 and to 30 percent in 1989.
Some of the key variables said to have contributed to increase inflation are; food prices,
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petroleum prices, increasing wages, financial policies and domestic demand (IMF
Occasional Paper, .86,1991).
TABLE 1
GROWTH RATE OF GDP, M2 AND INFLATION
1986 1987 1988 1989 1990 1991
GHANA Real M2
Growth
4.50 7.20 22.50 -7.77 -16.60 15.40
Real GDP
Growth
5.20 4.80 5.60 5.10 3.30 5.30
Inflation 33.30 34.20 26.60 30.50 35.90 10.30
MALAYSIA Real M2
Growth
9.60 3.50 3.30 12.50 7.40 12.10
Real GDP
Growth
-8.80 10.90 10.50 10.20 9.40 7.50
Inflation 1.30 0.30 3.30 2.40 3.00 4.20
KENYA Real M2
Growth
25.90 3.00 -4.60 0.20 0.80 2.90
Real GDP
Growth
10.60 3.50 1.70 0.70 -4.40 -2.80
Inflation 4.30 6.60 10.40 13.60 20.10 14.50
Source: International Financial Statistics; 1992
Ghana's monetary policies entered a new and dynamic phase in 1989 which
were characterized by major policy and institutional reforms. As part of this process.
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the Bank ofGhana, rationalized the minimum cash and liquid reserve requirements for
banks; introduced open market operations at market determined yields. In the face of
increasing competition for deposits, given the very attractive returns of government
and Bank ofGhana financial instruments, avaage bank deposit rates were raised from
15-20 percent in September 1990 to 18-23 percent by June 1991, and average bank
lending rates were raised from 24-28 percent to 18-31 percent. Banks were reported to
have responded to the increase in money market interest rates by lowering their
interest rate margins (Bank of Ghana Annual Report, 93). At the same time, lower
levels of interest rates were reported to having increasing impact in the credit demand
decision by the private sector and credit allocation decision by banks.
Inflation rate has declined significantly, from an average annual rate of 73
percent in the early 1980, to about 25 percent in the first five months of 1991. Annual
average inflation rates exhibited a drop of 10 percent in 1985 but rose to 40 percent in
1987, fell to around 25 percent in 1989 but rose again to 37 percent in 1990 (Chart 3).
Often, there is a high seasonal variation in the evolution of Ghana's consumer price
index. Prices tend to go up in the first half of the year, decreasing during the summer
months, and increase again during the last quarter of the year. This may be due to
strong seasonality in food prices. (Bank ofGhana Quarterly Economic Bulletin 1990).
Food prices weight heavily in the overall consumer price index. The severe
drought of 1982-83 lowered agriculture output and caused steep acceleration in food
prices and overall prices level in 1983. The subsequent strong recovery in agriculture
output led to a decline in food prices in 1984 and a reduction in overall inflation of 6
percent by the end of 1984 (IMF Occasional Paper, 86: 1991)
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Monetary Indicators
Velocity simply refers to the number of times the money in the economy is
spent or "turned over" during a ^ven period: The more often money is spent, the
more economic activity takes place. The less often it is spent, the lower is the volume
of trade. To put it in another way, the greater the amount of money people want to
hold, the smaller its turnover (velocity) and the greater the amount of money that will
be needed to carry on a specific volume of trade (Gordon, 1989). The velocity of
circulation in Ghana has been very low (Figure 5). In 1986, for example, velocity was
5.9 and remains almost the same until 1990 where there seem to be a slight increase to
6.7. This shows that people prefer liquid assets (i.e. cash) to other financial
instruments. This situation leads to small turnover in the economy so that more money




Source: Bank ofGhana Annual Report; 1992
The ratio of currency outside banks over M2 shows the monetization of the
Ghananaian economy, Ghana's high ratio as shown in Figure 6, confirms the fact that
much of the Ghanaian currency is kept outside of the bank. This ratio is much lower
ratios forMalaysia and Kenya where financial institutions are better developed in their
effort to mobilize resources. People in Ghana do not have confidence in the banking
system and thus end up keeping large portions of their income in liquid or tangible
assets (i.e. houses, etc.) (IMF Occasional Paper, 1991). The currency outside banks
over M2 ratios in Ghana also points out to the fact that most Ghananaians might be
saving with the Susu collectors or save away from the traditional banking system.
21
Figure 6
Inspite of the Ghananaian governments effort to reduce financing of its budget
deficit through credit from the central and commercial banks, the government borrowed
38.1 billion cedis in 1986 to finance its deficit as shown in Figure 7, However, in the
late eighties and the beginning of the 90's, there have been a significant reduction in
borrowing financing. Borrowing from the financial sector by the government was all
time low in 1991 (17.5 billion). It is also important to note that, while credit to the
private sector (which is the most productive sector of the economy) went up from
37.4 billion cedis in 1986 to 88.8 billion cedis in 1991, credit to the public sector which
was 97.6 billion in 1986 almost doubled by 1991 (Figure 7).
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For a sustainable growth in the GDP, it is important for the government to
mobilize resources to expand growth opportunities in the private sector of the
economy.
Figure 7
CREDIT VIA THE FINANCIAL SYSTEM
(IN BILLIONS OF CEDIS)
Source: Bank of Ghana Annual Report; 1992
As one may notice from Figure 8, Ghana's private sector credit as percentage
of GDP is very low compare to that ofMalaysia and Kenya. Not only is the credit to
the private sector as percentage of GDP low but also it has been declining from 7.3
percent in 1986 to 4.3 percent in 1989 and 3.4 percent in 1991.
23











Source : International Financial Statistics;!992
Thus low levels of credit to the private sector may also be impeding growth
since those countries that have been successful (such as Malaysia) in increasing GDP
groAvth rate have sizable share of credit as percentage of GDP to the private sector.
Reducing government deficits so that more domestic resources can be funneled to the
private sector may therefore be an important ingredient in improving growth.
Interest Rate
Interest rates generally reflect the cost of capital or the true opportunity cost
of capital. In third world economies where there are market imperfections, interest
rates are said to be a reflection of high transaction costs and concerns over risk. In the
developed countries where financial markets are well organized, the government
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securities rates serves as the benchmark depending on perceived costs and risks
(Occasional Papers IMF, 1994). In Ghana, interest rates were directly controlled by
the government until 1987 when the government relaxed its control on the maximum
bank lending rates. In the same year, weekly auction for the sale of the treasury bills
was introduced in the newly created Consolidated Discount house. Sectoral credit
controls, except for a minimum requirement for credit to the agricultural sector was
also removed. Inspite of the financial sectors reforms, the Ghanaian government still
imposes capital controls so that interest rates are not determined in the market place
(Bank of Ghana Report, 1990).
The Bank ofGhana (in carrying out the monetary policies during the structural
adjustment period) fixed treasury bill discount rate at 16.75 percent in 1985 and also
revised the minimum reserve requirements of banks and credit guidelines. During the
same period, commercial banks deposit rates ranges from 15.5 percent to 18 percent
while ordinary savings deposits attracted 15.5 percent. To attract longer term
deposits, the rate on twenty-four month time deposit was increased by 3 percent, and
a broad range of other measures were introduced to strengthen the responsiveness of
interest rates to changes in liquidity conditions. These measures included an increase in
Bank of Ghana rediscount rate from 26 percent to 35 percent by early January 1991,
the widening of the access to purchase of Bank of Ghana, financial instruments to the
nonbank sector, and measures to improve the efficiency of the nev' open market
operations (Bank ofGhana Report, 1992). As a result of these policy changes, average
bank deposit rates were raised from 15-20 percent by June 1991, while average bank




Financial systems mobilize financial resources (in the form of savings) and help
distribute these resources to other sectors of the economy. The IMF working paper
on Ghana (1991 edition) pointed out to the fact that domestic savings in Ghana have
not yet reached the levels required to sustain satisfactory rate of economic growth and
generate adequate new employment opportunities for Ghana's rapidly growing labor
force. In Figure 9, both private savings and investment in Ghana are very low, while
consumption as percentage of GDP is very high. This suggests that Ghanaians
consume most of their output with no savings and little or no investment. Private
savings under the structural adjustment program rose from five percent of GDP in
1983 to seven percent by 1990, though with a sizable fluctuations from year to year.
The authors of the IMF 1991 occasional paper point out to the fact that the weakening
on the savings performance in 1990 reflected a slow down in the growth of real
national disposable income, adjusted for the losses in terms of trade. With the
reorientation of Ghana's economic and financial policies under SAP (Structural
Adjustment Program), since 1983 and the relaxation of some of the credit constraints,
government savings expanded in line with public sector investment. In 1990, however,
private savings fell as a ratio ofGDP, while private investment rose further, (Figure 9).
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Figure 9
FINANCIAL BALANCES BY SECTOR
(PERCENTAGE OF GDP)
YEAR
I PRIVATE SAVINGS ■PRIVATE INVESTMENT a PRIVATE CONSUMPTION
Source: Bank of Ghana Annual Rqiort: 1992.
Some of the factors contributing to low savings in Ghana can be traced to the
fact that people in some parts of Ghana, especially the rural (northern) areas keep
roughly 80 percent of total household savings in real assets such as stored produce and
live animals, a choice that was the result of seasonality in production, as it allows them
to smooth consumption (IMF Occassional Paper 1994). In the rural south of Ghana,
where income is less cyclical and seasonal, portions of household savings were held in
less liquid forms of assets such as land, building materials and other capital assets. The
rapid depreciation of the Ghanaian currency (cedis) leads to the increasing holding
assets in dollars, which is a much stable and easily convertible currency. Recent survey
result of Ghanaian market women cited in the IMF working papers (1991) indicated
that 40 percent of the market women would not save with the banks because of the old
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belief that its only people with high income that save in the bank. Secondly, these
women believe that banks had too many formalities and paper work which made
transactions unnecessarily long, and the banks discouragement of small, and frequent
deposits of tom notes were cited as constraints to savings in the financial institutions.
In summary, Ghana is well endowed with natural resources, such as arable
land, forest, deposits of minerals and considerable potential for hydroelectric power.
Since independence from the British in 1957, Agriculture productivity accounted for
well over 50 percent of the Gross Domestic Product (GDP), however, the structure
adjustment reform program undertaken by the Ghanaian government, had helped
increased productivity in the other sectors of the economy (i.e. manufacturing and
service) especially the service sector, thereby increasing overall GDP. It is also worth
noting that, while there has been improvement in productivity, the rising rate of
inflation and governments borrowing from the banking system, may be some of the
factors responsible for the low standard of living in Ghana, compared to Malaysia
and Kenya, two countries with similar per-capital income as Ghana in the 1960’s.
CHAPTER m
THEORETICAL AND EMPIRICAL FRAMEWORK
Theoretical Model
It is the goal of most African governments to achieve real economic growth
through monetary and financial policies which are believed by most development
agencies such as the IMF and the Worid Bank to be endogenous to growth. The two
major instruments of monetary policy are money supply (currency plus banks
deposits), and interest rate (Bhatia and Khatkhate, 1975). The monetarist theorists
aigue that money supply is directly related to the level of economic activities, in the
sense that a greater money supply leads to expanded economic activity thereby
enabling people to purchase more goods and services (Friedman, 1968). The
monetarists further argue that by controlling the growth rate of money supply,
governments can regulate their nations economic activities and control inflation. The
Keynesian theorists on the other hand, argue that an increased money supply in with
unchanged demand for money leads to lower interest rates. Because private investment
is assumed to be inversely related to prevailing interest rates, business people will
expand their investments as interest rates fall and credit becomes more available. Hgh
investment leads to high levels of employment and production which in turn raises the
level ofGDP or economic growth (Dillard, 1964).
The oldest monetary theory, which has been traced to Adam Smith, is the
quantity theory ofmoney. Many economists such Irvin Fisher, Milton Friedman and
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Maynard Keynes have explored the quantity theory and written extensively on this
subject (Gordon, 1990).
Central to this quantity theory is the notion that changes in the quantity of
money generate proportionate changes in the price level in the same direction. This is,
a 10 percent increase in the stock of money, ceteris paribus, would in turn, result in a
10 percent increase in prices and induce no other changes in the economy. Irvin Fisher
estimated the following equation;
MV = P.Q.
where M is nominal money supply, V is velocity ofmoney, Q output and P is gaia^
price level. Fisher argured that total money flows equal total expenditures and money
is viewed entirely as a medium of exchange. The basic assumptions underlying the
quantity theory are as follows:
1. Changes in V and Q are independent of changes in M.
2. V and Q change only slowly through time and can be assumed constant
in the short run.
3. M causes changes in P.
The first assumption states that changes in money do not affect velocity or real
income. Hence, changes in M are reflected only in P. Moreover, by assumption 3, the
direction of causation between M and P runs from M to P. Only under all three
assumptions does an increase in money generate a proportionate increase in prices.
While changes in money were assumed to be reflected only in changes in prices.
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changes in prices were not limited only to being after-effects of changes in money.
Prices could also change because of changes in V and Q (Gordon, 1990). This situation





Given an inwease money supply, real output is fixed at Yq. The inwease in
money supply shifts the demand curve to the right from Di to D2 ( as illustrated in
C). Price level increases from Po to Pi as a result of the excess demand- This inaease
in price is also reflected in the labor market where the labor demand curve shift to the
right from Pof(n) to Pif(n). Since the price change is causing Pq to move to Pi as
anticipated in the labor market, then the real wage rate W = F(N) remains the same.
Thus labor supply Pq G(N) and labor demand Pof(N) adjust to the market price
changes in the factor market by moving up from Wq to Wi corresponding to Pi
leaving output unchanged at Nq thus no effect on aggregate output at Yq (Branson,
p. 174-75).
On the other hand Keynesian economists believe that investment demand is inversely
related to changes in interest rate and money. Changes in supply and demand have






Given an increase in money supply as shown by the movement in the Lm
curve from Lmo to Lmi, the Keynesian argue that an increase money supply in
circulation, increases the availability of money, A supply of money in excess of
demand, drives down interest rates because private investment is assumed to be
inversely related to the prevailing interest rates, business people will expand
investment as interest rates fall, and credit becomes more available. Thus high
investment leads to high levels of employment and production thereby raising the level
of real output from Qo to Qn (Figure 11).
The monetarists on the other hand believe in the direct relationship between
money supply and output. Central to the theme of this research is the position held
by the monetarist that money growth has direct effect on output growth. While the
monetarists and the Keynesians do believe there is a relationshp between changes in
monqf supply and output, either directly or indirectly, however, thier main differences
lies in policy implications (Mo(£^iani,1972) for interest ratetargpts and fiscal policy, me.
Monetarists accept the idea of reverse causality (changes in interest rate can induce
changes in output growth). On the other hand, the monetarists argue that monetary
authorities have power to determine monetary growth and, gven a stable demand for
mon^ function, can fix the growth of prices and nominal gross national product. Also
given stable money growth and little or no inflation, monetarists contend that economic
policy can be more appropriate tool to induce long-run economic growth. Economists
suchas Barro (1977), Sims (1972), Ghaimadian and Schneider (1985) and Al-Saji (1990)
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have onpirically investigated money and income relationshp using countries in the
advance economies and developing economies to ^n insists on this issue.
Al-Saji’s empirical investigation to detennine the impact of money on growth
in the Iraqi economy showed that aggregate money growth was endogenous to output




lnL/A(_i, \nUN,_2, InResj.,, In Re^_2 + U,
M
Where In—= Natural logof proportionate growth in money supply
/w^i
UN = Unen^jloyment
Res = International reserve
Gov = Government expenditures
The output equation which includes anticipated and unanticipated money growth rate,
was estimated as follows.
nl n2
(2) Y, = a+bY,+ aa PDMT n + a di DMRt.i + Ut
i=0 i=0
Where Y = Real natural logof real output at timet.
PDMT= The anticipatedmoney growth, i.e., thepretficted values
ofmoney growth obtan from equation (1)
DMR= Theunanticipated mon^r growth i.e., the residual from
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equation (1) .[Residual= actual - predcted value of mon^ growth],
U = The disturbance term
Equations (1) and (2) were estimated using the OLS method. The results of this
analysis revealed that both anticipated and unanticipated money growth have
significant and positive effect on the level of real output. This conclusion is
inconsistent with Barro’s conclusion that only unanticipated money growth have
effect on output. Thus the distinction between unanticipated money growth and
anticipated money growth is irrelevant, therefore, the output equation (2) can be re¬
written as suggested by Al-Saji’s as follows.
nl
(3) Y =a+bYt+AaMGt-l + Ut
i=0
where MG represent the growth rate of aggregate money.
Again the final empirical results of Al-Saji’s work, indicated that the growth
rate of raw money supply (MG) exert a significant and positive effect on the level of
real output.
The Empirical Model
The Simultaneous Transfer Function model (STF) was chosen for the
empirical analysis. The STF model uses previous or lagged values of explanatory
variables to explain the current behavior of the dependent time series variable. In the
STF model there are individual or sets of relations where the outcome value of an
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observed economic variaable is a function of other economic variables. For a
particular economic relationship, changes in the right-hand side variable x affect the
outcome for the left-hand side variable Y. For example, price and other variables are
viewed as having an impact on the quantity demanded. However, STF recognizes the
possibility of reverse impact, or feedback, where the quantity demanded has an impact
on price and other variables as well. Thus, price and quantity are jointly,
interdependently, or simultaneously determined outcome variables (Makridakis et. al
1983).
STF model can be viewed as a set of reduced form equations associated with a
simultaneous system of linear structural equations. The procedure is to list all the
variables and treat them all as potentially endogenous. Each variable in the system is
then regressed on lagged values of the remaining variables. The procedure does not
preclude any directional structures, since it allows feedback among variables. Thus,
the STF approach allows any directional relationship to emerge from the data
(Makrdakis et. al, 1983). The bivariate transfer function model , for example, is
vmtten in the general form as follows:
Y,= V(B)Xt + N„
where;
Yt= the output series (GDP)
Xt= the input series (ml or m2)
Nt = the combined effects of all other factors
influencing Y, (called the "noise"), and
V(B) = Vo +ViB +V2B^ + +VkB^
where k is the order of the transfer function and B is the parameter associated with the
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current value of the explanatory variable.
Before applying the STF model, the input and the output series should be
appropriately transformed take care of nonstationary variance, and possibly
deseasonalized for easy transformation. Thus, Xt and Yt (and also Nt) should be
thought of as transformed values (white noised) rather than raw data. Here, an
ARIMA (Autoregressive Integrated Moving Average ) model is developed. The first
step in achieving white noise is to make constant the variance over time. A logarithmic
transformation could be applied to achieve white noise. But in cases where the natural
log transformation is not sufficient, the second step involves "differencing " to remove
the trend from the data. This is done by subtracting the values of the observations
from one another. In some cases, seasonal differencing might be needed where the first
differences were taken among the same quarters in different years. The general form of





Where GDP, is the Gross Domestic Product over time (t).
Ml, = currency plus demand deposit at time (t).
M2,= ml, plus quasi money.
Given an input series (Xt) and an output series (Yt) the Transfer Function model
building include’s the steps outlined in different stages as follows;
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STAGE 1 ; IDENTIFICATION OF MODEL FORM
a. Preparation of the input and output series
b. Prewhitening of the input series
c. Prewhitening of the output seriesd.Computing the cross and the autocorrelations for the
prewhitened input and output series.
e. Direct estimation of the input response weights.
f. Specifying for the transfer function model the input and output
series.
g. Preliminary estimation of the noise series (nt) and computation of the
autocorrelations, partials, and line spectrum for this series.
h. Specifying the autoregressive moving average (ARIMA) model of the
noise series of the form Pn, O, Qn where Pn is the autoregressive
moving average component, O is the number of differencing, and Qn
is
the moving average component.
STAGE 2 : ESTIMATION OF THE PARAMETERS OF THE TRANSFER
FUNCTION MODEL.
a. Preliminary estimates of the parameters.
b. Final estimate of the parameters.
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STAGE 3 : DIAGNOSTIC TESTING OF THE TRANSFER FUNCTIONS
MODEL
a. Computation of the autocorrelations for the residuals of the
model input and output series.
b. Computation of the cross-correlation between the residuals
just mentioned in (a) and the prewhitened noise series.
Having gone through the above procedure, there might be situations where the
outcome of this exercise may result in a feedback in which case the Sims casualty
model (see Appendix C for detailed description) will be use to determine unidirectional
causality.
The transfer model unlike other models previously used by Gupta (1984) and
Granger-Sims (1972), where time lags were arbitrarily chosen, the time lag used in the
transfer function analysis are those identified by the model. The STF differ from the
regression model by assuming a contemporaneous relationship between the
independent and the dependent variable and a time lag before the independent variable
has an effect on the dependent variable, in other words, changes in the dependent
variable caused by the independent variable takes place over time.
Data
Secondary time series data were used in this research. Most of the data were
taken from Bank of Ghana’s quarterly review and from the International Financial
Statistics published by the IMF. Most of the data from Bank of Ghana’s Economic
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Quarterly Review, were checked against that of the International Financial Statistics
for accuracy. Since quarterly GDP data were not available for Ghana, Lisman and
Sandee’s (1964) method was used to generate quarterly data from the annual GDP
(Gross Domestic Product) data (see Appendice B).
The empirical analysis was conducted using monthly figures on Ml and M2.
Ml is a narrow measure of money which comprised of currency in circulation,
checkable deposits and travelers check, whileM2 consists ofMl plus saving deposits,
money market mutual funds shares, and overnight repurchase agreements. However,
complete information on M2 was not available, hence M2 in this study consists ofMl
plus savings deposits. The monthly figures were then consolidated, using Lisman and
Sandee’s (1964) method, to derive the quarterly data for those periods in which the
International Financial Statistical review did not have quarterly data on Ml and M2.
Quarterly data were available for the remaining independent variable (Ml and M2).
CHAPTER IV
EMPIRICAL ANALYSIS
This chapter presents the results of the empirical model. First, the prewhitened
input model identified for the STF modeling is presented for both Ml, GDP, and also
M2, GDP. The results of the cross-correlational function of the prewhitened input and
the output series is also presented.
The STF modeling procedure for this empirical work included the preparation
and the prewhitening of the input and the output series by simple differencing, and log
transformation. In situations where stationarity was not achieved and there seemed to
be the a seasonal influence, after the log transformation, seasonal differencing was
carried out to achieve white noise. Cross and partial autocorrelations for the
prewhitened input and the output series were calculated using the input response
weights and the noise model estimated. The ARJMA of the noise series was also
specified in the model in calculating the autocorrelations. Preliminary and final
estimates of the perimeters were then estimated. Since the line spectrum of the
autocorrelation function does not show significant spike, the diagnostic testing of the
STF was not performed.
Based on the univariate identification phase, the model forml and GDP were
estimated as follows;




also the noise series identified was
(3) A;={1-0S‘)a,
where Xt is the input series (ml) which is log transformed (In) after first differencing
(1-B) to achieve white noise. The model identified for the input series is MA(1)4
(moving average) and is seasonal as shown in equation (3) where at is the white noised
series and ©(capital theta) is the seasonal moving average (MA) parameter to
estimated. Also below is a summary for the univariate time series model.
Table 2
SUMMARY FOR UNIVARIATE TIME SERIES MODEL -- FILTERl
VARIABLE TYPE OF ORIGINAL DIFFERENCING
VARIABLE OR CENTERED
X RANDOM ORIGINAL NONE
PARAMETER VARIABLE NUM./ FACTOR ORDER CONS- VALUE
LABEL NAME DENOM. TRAINT
STD T
ERROR VALUE
1 BIGTHETA X MA NONE .8828 .1054 8.38
TOTAL SUM OF SQUARES 0.549977D+00
TOTAL NUMBER OF OBSERVATIONS .... 35
RESIDUAL SUM OF SQUARES 0.275703D+00
R-SQUARE 0.899
EFFECTIVE NUMBER OF OBSERVATIONS . . 35
The summary for the filter model above is used to check for the efficiency
and significance of the model before running the cross and the autocorrelations. The t-
value shown in the summary is significant for any value above 2.0, hence given 8.381-
value for this model, one is assured of the adequacy of this model. The standard error
in this case is .10 which is acceptable in this case. There were 40 data points used for
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this analysis, however, this number was reduced to 35 (lost of 5 degrees of freedom)
as shown by the effective number of observations, due to the differencing of the
original data to achieve white noise. The value of .8828 in the summary was used for
the univeriate type regression equation shown below for the for the filter model.
The filter model for pre-whitened xt (input variable) is as follows.
(4) X, = at-(0.8828)at.4
t = 8.38 (significant)
The models for the input series (e.g. equation 1,2,3 and 4) were then applied to
the STF analysis to run the cross-correlations between Ml and GDP.
The input identification phase for m2 and GDP is almost the same as that of
ml and GDP. The model for the input series were identified as follows.
(1) Xt = ln(M2,)(l-B)
(2) X,= (GDP0(1-B)
also the noise series identified was
(3) X,= (1-.8543B>
Thus, the filter model for prewhitened input series was:
(4) Xt=at-(0.8543)a,
Seasonal differencing was not applied to the input series to achieve white noise
for m2 and GDP. However, the moving average component identified by the bivariate
analysis is seasonal [MA(1)4].
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Finally, the results of the STF cross-correlation between M2 and GDP is
similar to that ofMl and GDP, it also showed no significant spike in either direction
indicating the absence of causality between the input M2 and the output series GDP
(see appendix A for detailed results and description).
CHAPTER V
SUMMARY AND CONCLUSION
This chapter presents the summary and conclusions of the study, and draw
policy implications. Recommendations for future research is also included in this final
chapter.
Summary
The primary purpose of this study was to investigate the effects of increased
money supply on GDP in Ghana during the structural adjustment period (1980-1992).
The overall hypothesis of the study was that increased money supply does have a
significant effect on GDP growth, ceteris paribus.
Using the simultaneous transfer function model (STF), cross-correlation
analysis was applied to the input variables ml and m2 (Proxies for money supply) as
the independent variable, and GDP as the dependent variable and vice versa. The
cross-coirelation between ml and GDP (ifml=f(GDP)) and that of m2 and GDP (if
m2 = f (GDP) and GDP = f (ml,m2)) were undertaken to determine unidirectional
causality.
The overall results of these analysis revealed that increased money supply in
Ghana for the period under review has no impact on GDP growth. The results of
similar research carried out by the World Bank staffs on Ghana under the Structure
Adjustment Program using different approach (ordinary least square regression) is
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consistent with the findings of this research (World Bank Report, 1994). The World
Bank study concluded that;
The long-run elasticity of money with respect to
inflation is -0.7). Since inflation remains somewhat high
in Ghana, this may be part of the reason why the rate of
savings held by financial institutions in assets remains
relatively low. Increase in real income on the other hand
appear to have negligible effects on the desire to hold
money balances. There is no significant relationship
between money and GDP. As income rises, individuals
may be moving into foreign exchange, house
construction, and other real assets. Others may fail to
save with formal financial institutions for fear of
interference by the government. This result is
inconsistent with the relationship between income and
money that one ordinarily expects to find, i.e., a positive
correlation between income and money (TheWorld Bank
report, 1994, p.l5).
Policy Implication
The main aim ofmonetary policy in Ghana in late 80's and the 90's under the structural
adjustment period was to reduce the persistently high and fluctuating rate of inflation,
the gradual dismantling of administrative interest rate and credit controls and the
strengthening of the financial sector to encourage savings and investment to maintain or
increase overall GDP.
While there has been consistent growth in nominal GDP (averaging 5.4%)
between 1983 to 1990, the results of this study implies that factors other than money
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supply growth is responsible for the growth in GDP. Thus, Ghana government's
continues borrowing from the banking sector only lead to the high rate of inflation in
Ghana as observed in the 80’s (34%). Hence policies geared toward maintaining a
constant money supply (taking into account the demand for money might help in
improving the economic situation in Ghana.
Also, in order to mob out the excess liquidity in the system it will be
appropriate to have consumer education programs (for markets women and business
people in the rural areas and to some extent urban areas) to show the importance of
using the banking system and the inherent benefits. Consumer education program is
necessary because most of the market women do not save in the banking system due to
the lack of confidence in the banking system as a result of the actions of previous
governments. Monetary policy for these reasons will be ineffective if people keep
money out of the economy. Banks may be ineffective in their efforts to mobilize
loanable funds to be channeled to the productive sectors of the economy.
Conclusion
Finally, the results of this study must be interpreted with great caution since
the quarterly data for GDP was generated by Sandee and Lisman's method. The
process involved in deriving the quarterly data for GDP might have influenced the
outcome of this research. In addition, the results of this research points out to the fact
that while money growth might help in increasing productivity in the advanced
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countries partly due to the skill level of the monetary policy makers and the state of
the economy, the same policy prescription for a developing country may yield a
different results. Hence, one must be cautious when generalizing about this money-
income controversy based on research findings on countries ofdeveloped economies.
Recommendations For Future Research
Based on the limitations and scope of this research, the following suggestions
are offered for future research:
(1) Future studies utilizing more complete data (such as quarterly GDP
data) is necessary to further validate the findings of this study and
similar other research done on this topic.
(2) Future research could also refine the model to capture better proxies
for development (i.e. education, health, and nutrition).
(3) Future research should include and not be limited to proxies for the
financial market instruments in Ghana as one of the explanatory




APPENDIX A - The Transfer Function Output
In order to apply the transfer function model in this analysis, the input and
output series should be appropriately transformed ( to take care of nonsationary
means), and possibly deseasonalized (to make for simpler transfer function model).
The autocorrelation function of the first input series (Ml), indicates a non-stationary
data.
UIDEN VARIABLE IS Ml.
TIME PERIOD ANALYZED . . 1 TO 40
MAME OP THE SERIES . . Ml
EFFECTIVE NUMBER OF OBSERVATIONS 40
STANDARD DEVIATION OF THE SERIES 70. 6479
MEAN OP THE (DIFFERENCE) SERIES 82.5432
STANDARD DEVIATION OF THE MEAN . 11. 1704
T-VALUE OF MEAN (AGAINST ZERO) 7. 3894
AUTOCORRELATIONS
1- 12 .91 .85 .80 .74 .64 .56 .49 .40 .30 .23 .16 .10
ST.E. .16 .26 .32 .37 .40 .43 .44 .46 .47 .47 .47 .48
Q 35.6 67.7 96.6 122 141 157 169 178 183 186 187 188
13- 24 o1C'Jo -.08 -.12 -.18 -.22 -.25 --.28 -.31 -.34 -.36 -.37
ST.E. .48 .48 .48 .48 .48 .48 .48 .48 .49 .49 .50 .51
Q 186 188 188 189 192 195 200 207 216 226 239 253
25- 36 -.38 -.39 -.39 -.39 -.38 -.37 -.35 --.32 -.28 -.25 -.22 -.17
ST.E. .51 .52 .53 .53 .54 .55 .55 .56 .56 ,57 .57 .57
Q 269 287 307 329 351 373 396 417 436 454 469 482






















7 0.49 ■f IXXXXXXXXXXXX 4
8 0.40 + IXXXXXXXXXX 4
9 0.30 4- IXXXXXXXX 4.
10 0.23 + IXXXXXX 4
11 0.16 ♦ IXXXX 4
12 0.10 XXX 4
13 0.02 + IX 4
14 -0.02 ♦ XI 4
15 -0.08 + XXI 4
16 -0.12 XXXI 4
17 -0.18 + XXXXI 4
18 -0.22 * XXXXXI 4
19 -0.25 ♦ XXXXXXl 4
20 -0.28 ♦ XXXXXXXl 4
21 -0.31 ♦ XXXXXXXXI 4
22 -0.34 ♦ XXXXXXXXl 4
23 -0.36 ♦ XXXXXXXXXl 4
24 -0.37 ♦ XXXXXXXXXl 4
25 -0,38 ♦ XXXXXXXXXXI 4
26 -0.39 *■ XXXXXXXXXXl 4
27 -0.39 + XXXXXXXXXXI 4
28 -0.39 4 XXXXXXXXXXI 4
29 -0.38 4 XXXXXXXXXXI 4
30 -0.37 4 XXXXXXXXXl 4
31 -0.35 4 XXXXXXXXXl 4
32 -0.32 4 XXXXXXXXI 4
33 -0.28 4 XXXXXXXl 4
34 -0.25 4 XXXXXXl 4
35 -0.22 4 XXXXXI 4
36 -0.17 XXXXI 4
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Natural log transformation was used to achieve stationarity but the autocorrelation
function shows a non-stationaiy data series which is indicated by the significant spikes
that does not exponentially decay.
UIDEN VARIABLE IS LNMl
TIME PERIOD ANALYZED
NAME OF THE SERIES
EFFECTIVE NUMBER OF OBSERVATIONS
STANDARD DEVIATION OF THE SERIES
MEAN OF THE (DIFFERENCED) SERIES
STANDARD DEVIATION OF THE MEAN .









1- 12 .93 .86 .79 .73 .65 .58 .52 .44 .36 .29 .22 .16
ST.E. .16 .26 .32 .37 .40 .43 .45 .46 .47 .48 .48 .49
Q 37.2 70.1 98.7 123 144 160 174 184 191 196 199 200
13- 24 .09 .03 -.04 -.09 -.15 -.20 -.25 -.29 -.32 -.35 -.38 -.40
ST.E. .49 .49 .49 .49 .49 .49 .49 .50 .50 .50 .51 .52
Q 201 201 201 201 203 206 211 218 227 238 253 269
25- 36 -.41 -.42 -.43 -.42 -.42 -.41 -.39 -.36 -.32 -.29 -.26 -.21
ST.E. .53 .53 .54 .55 .56 .57 .57 .58 .59 ,59 .59 .60
Q 288 309 333 358 385 413 441 468 492 516 538 557


























8 0.44 + IXXXXXXXXXXX
9 0.36 + XXXXXXXXXX ♦
10 0.29 ♦ IXXXXXXX 4
11 0.22 + IXXXXX +
12 0.16 ♦ txxxx ♦
13 0.09 ♦ IXX 4-
14 0.03 + IX ♦
15 -0.04 ♦ XI 4-
16 -0.09 * XXI 4-
17 -0.15 + XXXXI ♦
18 -0.20 + XXXXXI 4-
19 -0.25 4- XXXXXXI 4.
20 -0.29 ♦ XXXXXXXI ♦
21 -0.32 ♦ XXXXXXXXI +
22 -0.35 * XXXXXXXXXl 4-
23 -0.38 •V XXXXXXXXXI 4
24 -0.40 ♦ XXXXXXXXXXI 4
25 -0.41 ♦ XXXXXXXXXXl 4
26 -0.42 ♦ XXXXXXXXXXI 4
27 -0,43 ♦ XXXXXXXXXXXI 4
28 -0.42 •f XXXXXXXXXXXl 4
29 -0.42 ♦ XXXXXXXXXXXI 4
30 -0.41 ♦ XXXXXXXXXXI 4
31 -0.39 ♦ XXXXXXXXXXI 4
32 -0.36 ♦ XXXXXXXXXI 4
33 -0.32 ♦ XXXXXXXXI 4
34 -0.29 +• XXXXXXXI 4
35 -0.26 XXXXXXI 4
36 -0.21 ♦ XXXXXI 4
First defferencing was used to achieve stationarinity, but the result of the
autocorrelation function shows significant spikes at regular intervals which does not
decay exponentialy, indicating a non stationary series.
UIDEN VARIABLE IS HI. DFORDERS ARE 1
DIFFERENCE ORDERS. ... (1-B )
TIME PERIOD ANALYZED 1 TO 40
MAKE OP THE SERIES Ml
EFFECTIVE NUMBER OF OBSERVATIONS ... 39
STANDARD DEVIATION OF THE SERIES . . . 12.4346
MEAN OF THE (DIFFERENCED) SERIES . . . S.8183
STANDARD DEVIATION OF THE MEAN .... 1.9911
T-VALUE OF MEAN (AGAINST ZERO) .... 2.9221
AUTOCORRELATIONS
1-12 -.07 -.19 -.11 .54 -.20 -.24 -.02 .48 -.13 -.08 .01 .34
ST.E. .16 .16 .17 .17 .21 .21 .22 .22 .24 .25 .25 ,25
Q .2 1.7 2.2 IS.4 17.3 20.1 20.1 31.9 32.8 33.2 33.2 39.8
13- 24 -.18 -.07 -.05 .15 -.07 -.12 -.02 .07 - .09 -.07 -.04 .01
ST.E. .26 .26 .26 .26 .26 -27 .27 .27 .27 .27 .27 .27
0 41.9 42.2 42.3 43.9 44 .2 45.3 45.3 45.7 46.4 46.8 47.0 47,0
25- 36 -.06 -.06 -.06 .00 -.03 -.03 -.01 -.01 -.01 -.00 -.00 -.01
ST.E. .27 .27 .27 .27 .27 .27 .27 .27 .27 .27 .27 .27
Q 47.3 47.7 48.1 48.1 48.3 48.5 48.5 48.5 48.6 48.6 48.6 48.6
-1.0 - 0.8 - 0.6 - 0.4 - 0.2 0.0 0.2 0.4 0.6 0.8 1.0
4..
1 -0.07 + XXI
2 -0.19 + XXXXXI +
3 -0.11 t XXXI 4
4 0,54 4 IXXXXXXX4XXXXX
5 -0.20 ♦ XXXXXI 4
6 -0.24 XXXXXXI +
7 -0.02 ♦ XI 4
8 0.48 * IXXXXXXXXXX4X
9 -0.13 ♦ XXXI 4
10 -0.08 ♦ XXI 4
11 0.01 + I 4
12 0.34 ♦ IXXXXXXXX 4
13 -0.18 ♦ XXXXXI 4
14 •0.07 ♦ XXI 4
15 -0.05 + XI 4
16 0,15 * IXXXX 4
17 -0.07 * XXI 4
18 -0.12 * XXXI 4
19 -0.02 XI 4
20 0.07 + IXX 4
21 -0.09 * XXI 4
22 -0.07 *■ XXI 4
23 •0.04 XI 4
24 0.01 ♦ 1 4
25 -0.06 ■f XI 4
26 -0.06 XI 4
27 -0.06 ♦ XI 4
28 0.00 * I 4
29 -0.03 4 XI 4
30 -0.03 * XI 4
31 -0,01 * I 4
32 -0.01 4 I 4
33 •0.01 ♦ I 4
34 -0.00 + I 4
35 -0.00 + I 4
36 -0.01 ♦ I 4
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First differencing of the log transformed data was carried out to achieve stationarinity,
but the ACF (auto correlation function) does shows significant spikes at period 4 and
8, indicating presence of a seasonal component.
UIDEN VARIABLE IS LNMl. DFORDERS ARE 1.
1
DIFFERENCE ORDERS <1-B )
TIME PERIOD ANALYZED 1 TO 40
NAME OF THE SERIES LNMl
EFFECTIVE NUMBER OF OBSERVATIONS ... 39
STANDARD DEVIATION OF THE SERIES . . . 0.1115
MEAN OP THE (DIFFERENCED) SERIES . . . 0.0842
STANDARD DEVIATION OF THE MEAN .... 0.0179
T-VALUE OF MEAN (AGAINST ZERO) .... 4.7153
AUTOCORRELATIONS
1- 12 -.22 -.16 -.14 .34 -.08 -.12 -.23 .46 -.18 -.16 -.05 .37
ST.E. .16 .17 .17 .17 .19 .19 .19 .20 .23 .23 .23 .23
Q 2.1 3 .1 4.0 9.2 9.5 10.2 12.8 23,7 25.4 26.9 27.0 35.0
13- 24 -.19 -.00 -.21 .27 -.05 -.13 -.04 .19 -.17 .04 -.10 .17
ST.E. .25 .25 .25 .26 .26 .26 .26 .26 .27 .27 .27 .27
Q 37.4 37.4 40.2 45.2 45.4 46 .8 46.9 49.9 52.5 52.7 53.6 56.6
25- 36 -.04 ,02 -.08 .08 -.02 -.01 -.06 -.03 -.04 ,05 .01 .06
ST.E. .27 .27 .27 .27 .28 .28 .28 .28 .28 .28 .28 .28
Q 56.8 56.8 57.6 58.5 58.6 58.6 59.3 59.6 60.0 60,7 60.7 63.0
-1,0 - 0.8 - 0.6 - 0.4 - 0.2 0.0 0.2 0.4 0.6 0.8 1.0
+ •
1 -0.22 4- XXXXXXI 4
2 -0.16 4 XXXXI 4
3 -0.14 ♦ XXXI 4
4 0.34 IXXXXXXXX+
5 -0.08 4 XXI 4
6 -0.12 4 XXXI 4
7 -0.23 4 XXXXXXI 4
8 0.46 4 IXXXXXXXXX4X
9 -0.18 4 XXXXI 4.
10 -0.16 4 XXXXI 4
11 -0.05 * XI 4
12 0.37 *■ IXXXXXXXXX 4
13 -0.19 4 XXXXXI 4
14 -0.00 4 I 4
15 -0.21 4 XXXXXI 4
16 0.27 IXXXXXXX 4
17 -0.05 4- XI 4
18 -0.13 4 XXXI 4
19 -0.04 4 XI 4
20 0.19 4 IXXXXX 4
21 -0.17 4 XXXXI 4
22 0.04 4 IX 4
23 -0.10 4 XXI 4
24 0.17 4 IXXXX 4
25 -0.04 4 XI 4
26 0.02 4. I 4,
27 -0.08 4. XXI 4
28 0.08 4 IXX 4
29 -0.02 4 I 4
30 -0.01 4 I 4
31 -0.06 4 XI *
32 -0.03 4 XI 4
33 -0.04 4 XX 4
34 0.05 4 IX 4
35 0.01 4 I 4
36 0.06 4 IXX 4
At this point seasonal difference of the first differenced series was performed and
the ACF results indicated a stationary process becuse there is no significant spike
hence awhite noise series.
UIDEN VARIABLE IS Ml. DPORDERS ARE 1.4.
1 4
DIFFERENCE ORDERS (1-B ) (1-B )
TIME PERIOD ANALYZED 1 TO 40
NAME OF THE SERIES Ml
EFFECTIVE NUMBER OF OBSERVATIONS ... 3S
STANDARD OBVIATION OF THE SERIES . . . 9.4036
MEAN OF THE (DIFFERENCED) SERIES . . . 0.7579
STANDARD DEVIATION OF THE MEAN .... 1.5895
T-VALUB OF MEAN (AGAINST ZERO) .... 0.4768
AUTOCORRELATIONS
1- 12 .08 .15 -.01 -.32 -.15 -.31 -.02 -.02 .14 -.07 .06 .14
ST. E. .17 .17 .17 .17 .19 .19 .21 .21 .21 .21 .21 .21
Q .2 1.1 1.1 5.5 6.5 10.6 10.7 10.7 11.6 11.9 12.0 13.2
13- 24 -.23 .12 -.07 .02 .02 -.08 .03 .02 -.03 -.01 .04 -.02
ST. E. .21 .22 .22 .22 .22 .22 .22 .22 .22 .22 .22 .22
Q 16.4 17.3 17.6 17.6 17.7 18.2 18.3 18.3 18.4 18.4 18.6 18.6
25- 34 -.01 .05 .01 .06 -.00 -.05 -.02 -.03 .01 .02
ST. E. .22 .22 .22 .22 .23 .23 .23 .23 .23 .23
Q 18.6 18.9 18.9 19.6 19.6 20.2 20.4 20.7 20.8 21.5







































































The seasonal differencing of the first differenced input series may not be the
appropriate series because of the possibilities of over differencing hence a seasonal
differencing of the log transformed input series was carried out. The ACF of the series
below indicates a stationary process. The ARIMA (autoregressive, moving average)
model is MA(1).
UZDEN VARIABLE IS LNMl. OFORDERS ARE 1,4 •
DIFFERENCE ORDERS
TIME PERIOD ANALYZED
NAME OF THE SERIES
EFFECTIVE NUMBER OF OBSERVATIONS . . .
STANDARD DEVIATION OF THE SERIES . . .
MEAN OF THE (DIPFERQ^CED) SERIES . . .
STANDARD DEVIATION OF THE MEAN . . . .
T-VALUE OF MEAN (AGAINST ZERO) . . . ,
1 4









1- 12 -.23 -.09 .17 -.54 .24 .15 -.20 .07 .02 -.19 .26 .00
ST.E. .17 .16 .18 .18 .22 .23 .23 .24 .24 .24 .24 .25
Q 2.0 2.4 3,5 15.7 18.1 19.0 20.8 21.1 21.1 23.0 26.7 26.7
13- 24 -.18 .28 -.25 .00 .18 -.21 .15 -.04 -.16 .08 -.01 -.00
ST.E. .25 .26 .26 .27 .27 .27 .28 .28 .28 .28 .28 .28
Q 28.5 33.5 37.7 37.7 40.0 43.3 45.3 45.4 47.8 48.5 48.5 48.5
25- 34 .05 .05 .01 .06 -.02 -.13 -.05 -.04 .03 .06
ST.E. .28 .28 .29 .29 .29 .29 .29 .29 .29 .29
Q 48.8 49.2 49 .2 49.9 50.0 54.4 55.3 56.0 56.6 60.9







































































The spikes of the partial autocorrelation function below, supports the MA(1) model
previously identify.
PARTIAL AUTOCORRELATIONS
1- 12 -.23 - .16 .11 - .53 .06 .07 -.05 -.34 .18 -.17 .17 -.19
ST.E. -17 17 .17 ,17 .17 .17 .17 .17 .17 .17 .17 .17
13- 24 .12 .03 .02 - .13 .11 .00 .06 -.21 .05 -.13 .06 -.14
ST.E. .17 17 .17 .17 .17 .17 .17 .17 .17 .17 .17 .17
25- 34 -.06 .13 .19 - .08 .03 -.08 -.03 -.13 -.06 -.01
ST.E. .17 17 .17 .17 ,17 .17 .17 .17 .17 .17
-1.0 -0 .8 - 0.6 -0,.4 --0.2 0.0 0.2 0.4 0.6 0.8 1.0
1 -0.23 ♦ XXXXXXI 4
2 -0.16 ♦ XXXXI 4
3 0.11 ♦ IXXX 4
4 -0.53 XXXXX<»XXXXXXXI 4
5 0.06 IXX 4
6 0.07 ♦ IXX 4
7 -0.05 + XI 4
8 -0.34 Xi-XKXXXXXl 4
9 0.18 IXXXXX 4
10 -0.17 4- XXXXI 4
11 0.17 + IXXXX 4
12 -0.19 ♦ XXXXXI 4
13 0.12 ♦ IXXX 4
14 0.03 ♦ IX 4
15 0.02 4 I 4
16 -0.13 4^ XXXI 4
17 0.11 4 IXXX 4
18 0.00 4 I 4
19 0.06 4 IX 4
20 -0.21 4 XXXXXI 4
21 0.05 4. IX 4
22 -0.13 4 XXXI 4
23 0.06 4 IXX 4
24 -0.14 4 XXXXI 4
25 -0.06 4 XI 4
26 0.13 4 IXXX 4
27 0.19 4 IXXXXX 4
28 -0.08 4 XXI 4
29 0.03 4 IX 4
30 -0.08 4 XXI 4
31 -0.03 4 XI 4
32 -0.13 4 XXXI 4
33 -0.06 4 XXI 4
34 -0.01 4 I 4
C Ml STATIONARY AFTER DIFFERENCING.
The same process is repeated for the output series (GDP). The autocorrelation
function shows a non-stationary process .
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UIDEN VARIABLE IS GDP.
TIME PERIOD ANALYZED 1 TO 40
NAME OF THE SERIES GDP
EFFECTIVE NUMBER OF OBSERVATIONS ... 40
STANDARD DEVIATION OF THE SERIES . . . 806.9570
MEAN OF THE (DIFFERENCED) SERIES . . . 921.3416
STANDARD DEVIATION OF THE MEAN .... 127.5911
T-VALUE OF MEAN (AGAINST ZERO) .... 7.2210
AUTOCORRELATIONS
1- 12 .92 .83 ,74 .66 .5? .49 .41 .34 .27 .21 .16 .10
ST.E. .16 .26 .32 .36 .39 .41 .42 .43 .44 .44 .45 .45
Q 36.2 66.7 91.8 112 128 140 148 155 159 161 163 163
13- 24 .05 -.00 -.05 -.09 -.14 -.18 -.21 -.24 -.27 -.29 -.31 -.33
ST.E. .45 .45 .45 .45 .45 .45 .45 .45 .46 .46 .47 .47
Q 163 163 164 164 166 168 172 176 183 191 201 212
25- 36 -.34 -.35 -.35 -.35 -.35 -.35 -.34 -.33 -.31 -.28 -.25 -.21
ST.E. .48 .48 .49 .50 .50 .51 .51 .52 .53 .53 .53 .54
Q 225 239 255 273 292 312 334 357 380 402 423 442




























8 0.34 t IXXXXXXXXX 4
9 0.27 + IXXXXXXX 4
10 0.21 ♦ IXXXXX 4
11 0.16 ■4- IXXXX 4
12 0.10 + IXXX 4
13 0.05 + IX 4
14 -0.00 * I 4
15 -0.05 * XI 4
16 -0.09 ♦ XXI 4
17 -0.14 ♦ XXXI 4
18 -0.18 + XXXXI 4
19 -0.21 + XXXXXI 4
20 -0.24 ♦ XXXXXXI 4
21 -0.27 ♦ XXXXXXXl 4
22 -0.29 + XXXXXXXI 4
23 -0.31 ♦ XXXXXXXXI 4
24 -0.33 + XXXXXXXXl 4
25 -0.34 + XXXXXXXXXI 4
26 -0.35 + XXXXXXXXXI 4
27 -0.35 XXXXXXXXXI 4
28 -0.35 4' XXXXXXXXXI 4
29 -0.35 XXXXXXXXXI 4
30 -0.35 4 XXXXXXXXXI 4
31 -0.34 4 XXXXXXXXXI 4
32 -0.33 4 XXXXXXXXI 4
33 -0.31 4 XXXXXXXXI 4
34 -0.28 4 XXXXXXXI 4
35 -0.25 4 XXXXXXI 4
36 -0.21 4 XXXXXI 4
UIDEN VARIABLE IS LNGDP.
TIME PERIOD ANALYZED ITO 40
NAME OF THE SERIES LNGDP
EFFECTIVE NUMBER OF OBSERVATIONS ... 40
STANDARD DEVIATION OF THE SERIES ... 1.0499
MEAN OF THE (DIFFERENCED) SERIES ... 6.3582
STANDARD DEVIATION OF THE MEAN .... 0.1660
T-VALUE OF MEAN (AGAINST ZERO) .... 38.3028
Log transformation was carried out but the ACF shows a non-stationary output series
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AUTOCORRELATIONS
1- 12 .92 .83 .74 .66 .59 .52 .46 .39 .33 .28 .22 .17
ST.E. .16 .26 .32 .36 .39 .41 .43 .44 .45 .45 .46 .46
Q 36.6 67.1 92.0 112 129 143 153 161 167 172 175 176
13- 24 .11 .05 -.01 -.06 -.11 -.16 -.20 -.24 -.28 -.31 -.33 -.35
ST.E. .46 .46 .46 .46 .46 .46 .47 .47 .47 .47 .48 .49
Q 177 177 177 177 178 180 184 188 195 204 215 228
2S- 36 -.37 -.38 -.38 -.39 -.39 -.39 -.38 -.37 -.35 -.33 -.30 -.26
ST.E. .49 .50 .51 .51 .52 .53 .53 .54 .55 .55 .56 .56
0 243 260 279 300 323 349 376 405 435 466 496 524
-1.0 --0.8 -•0.6 - 0.4 - 0.2 0.0 0.2 0.4 0.6 0.8 1.0
1 0.92 4 IXXXXXXX4XXXXXXXXXXXXXXX
2 0.83 4 1XXXXXXXXXXXX4XXXXXXXX
3 0.74 + IXXXXXXXXXXXXXXX4XXX
4 0.66 IXXXXXXXXXXXXXXXXX4
5 0.59 4 IXXXXXXXXXXXXXXX 4
6 0.52 4 IXXXXXXXXXXXXX 4
7 0.46 4 IXXXXXXXXXXX 4
8 0.39 4 XXXXXXXXXXX 4
9 0.33 4 IXXXXXXXX 4
10 0.28 4 IXXXXXXX 4
11 0.22 ♦ xxxxxxx ♦
12 0.17 4 ixxxx 4
13 0.11 4 IXXX 4
14 0.05 4 IX 4
15 -0.01 4 I 4
16 -0.06 4 XXI 4
17 -0.11 4 XXXI 4
18 -0.16 4 XXXXI 4
19 -0.20 4 XXXXXI 4
20 -0.24 4 XXXXXXI 4
21 -0.28 4 xxxxxxxI +
22 -0.31 4 XXXXXXXXI 4
23 -0.33 4 XXXXXXXXI 4
24 -0.35 ♦ XXXXXXXXXI 4
25 -0.37 4 XXXXXXXXXl 4
26 -0.38 4 XXXXXXXXXI 4
27 -0.38 4 XXXXXXXXXXI 4
28 -0.39 4 XXXXXXXXXXI 4
29 -0.39 4 XXXXXXXXXXI 4
30 -0.39 4 XXXXXXXXXXI 4
31 -0.38 4 XXXXXXXXXXI 4
32 -0.37 ♦ XXXXXXXXXI +
33 -0.35 4 XXXXXXXXXI 4
34 -0.33 + XXXXXXXXI 4
35 -0.30 4 XXXXXXXI 4
36 -0.26 4 XXXXXXI 4
Below is the ACF of the first differenced ouput series which is still not stationary.
UIDEN VARIABLE IS GDP. DFORDERS ARE 1.
1
DIFFERENCE ORDERS (1-B )
TIME PERIOD ANALYZED ITO 40
NAME OF THE SERIES GDP
EFFECTIVE NUMBER OF OBSERVATIONS ... 39
STANDARD DEVIATION OF THE SERIES . . . 50.2467
MEAN OF THE (DIFFERENCED) SERIES . . . 68.4221
STANDARD DEVIATION OF THE MEAN .... 8.0459
T-VALUE OF MEAN (AGAINST ZERO) .... 8.504
AUTOCORRELATIONS
i- 12 .91 .79 .71 .66 .60 .51 .41 .32 .24 .18 .14 .08
ST.E. .16 .26 .32 .36 .39 .41 .42 .43 .44 .44 .45 .45
Q 34.9 61.7 84.3 104 121 134 142 148 151 153 154 154
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13> 24 .01 - .05 -.09 -.12 -.18 -.24 -.28 -.32 -.35 -.36 -.37 -.38
ST.E. .45 .45 .45 .45 .45 .45 .45 .46 .46 .47 .48 .49
Q 154 154 155 156 158 162 169 177 188 201 214 230
25- 36 - .40 -.38 -.34 -.33 -.35 -.34 -.29 -.24 -.19 -.15 -.13 -.10
ST.E. .49 .50 .51 .51 .52 .53 .53 .54 .54 .54 .54 .54
Q 248 265 281 297 316 337 354 367 376 383 390 395
-1.0 - 0.8 - 0.6 - 0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0
X






















8 0.32 4 IXXXXXXXX 4
9 0.24 4 IXXXXXX 4
10 0.18 4 IXXXX 4
11 0.14 ♦ IXXX 4
12 0.08 + IXX 4
13 0.01 4 I +
14 -0.05 4 XI 4
15 -0.09 4 XXI 4
16 -0.12 4 XXXI 4
17 -0.18 * XXXXXI 4
18 -0.24 4 XXXXXXI 4
19 -0.28 4 XXXXXXXI 4
20 -0.32 4 XXXXXXXXI 4
21 -0.35 4 XXXXXXXXXI 4
22 -0.36 4 XXXXXXXXXI 4
23 -0.37 « XXXXXXXXXI 4
24 -0.38 XXXXXXXXXXl 4
25 -0.40 ♦ XXXXXXXXXXI 4
26 -0.38 * XXXXXXXXXI 4
27 -0.34 ♦ XXXXXXXXXI 4
28 -0.33 4- XXXXXXXXI 4
29 -0.35 ♦ XXXXXXXXXI 4
30 -0.34 4 XXXXXXXXXI 4
31 -0.29 4 XXXXXXXI 4
32 -0.24 4 XXXXXXI 4
33 -0.19 4 XXXXXI 4
34 -0.15 4 XXXXI 4
35 -0.13 4 XXXI 4
36 -0.10 4 XXXI 4
First differencing of the log transformed series was carried out and the ACF shows
white noise ouput series (no pattern in the output series).
Model is MA(1)
UIDBN VARIABLE IS LNODP. DFORDERS ARE 1.
I
DIFFERENCE ORDERS (1-B )
TIME PERIOD ANALYZED 1 TO 40
NAME OF THE SERIES LNGDP
EFFECTIVE NUMBER OF OBSERVATIONS ... 39
STANDARD DEVIATION OF THE SERIES . . . 0.0639
MEAN OF THE (DIFFERENCED) SERIES . . . 0.0912
STANDARD DEVIATION OP THE MEAN .... 0.0102
T-VALUE OF MEAN {AGAINST ZERO) .... 8.9136
AUTOCORRELATIONS
1- 12 .45 -.06 -.12 -.05 -.05 -.08 -.12 -.15 -.13 - .02 .15 .14
ST. E. .16 .19 .19 .19 .19 .19 .19 .20 .20 .20 .20 .20
Q 8.4 8.6 9.2 9.3 9.4 9.7 10.4 11.5 12.3 12.3 13.6 14.7
13- 24 .05 -.04 .02 .08 .02 -.04 -.03 -.01 -.04 -.05 -.03 -.02
ST. E. .21 .21 .21 .21 .21 .21 .21 .21 .21 .21 .21 .21
Q 14.9 15,0 15.0 15.4 15.4 15.6 15.6 15.6 15.8 16.1 16.2 16.2
25- 36 -.03 •‘.01 .08 .10 .01 -.07 -.10 -.11 -.10 -.09 -.10 -.06
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ST, E. .21 .21 .21 .21 .21 .21 .21 .21 .21 .21 .22
Q 16.3 16.3 17.2 18.5 18.6 19.5 21.6 24.3 26.9 29.5 33.3
-1.0 -0.8 -0.6 -0.4 - 0,2 0.0 0.2 0.4 0.6 0.8 1.0
+-
1 0.45 + IXXXXXXXfXXX
2 -0.06 + XXI 4
3 -0.12 XXXI 4
4 -0.05 + XI 4
5 -0.05 XI 4
6 -0.08 ♦ XXI 4
7 -0.12 ♦ XXXI 4
8 -0.15 ♦ XXXXI 4
12 0.14 * IXXX 4
13 0.05 * IX 4
14 -0.04 ♦ XI 4
15 0.02 ♦ IX 4
16 0.08 IXX 4
17 0.02 + 1 4
18 -0.04 * XI 4
19 -0.03 4 XI 4
20 -0.01 4 I 4
21 -0.04 4 XI 4
22 -0.05 XI 4
23 -0.03 4 XI 4
24 -0.02 4 I 4
25 -0.03 4 XI 4
26 -0.01 4 I 4
27 0.08 4 IXX 4
28 O.IO 4 IXX 4
29 0.01 4 I 4
30 -0.07 4 XXI 4
31 -0.10 4 XXXI 4
32 -0.11 4 XXXI 4
33 -0.10 4 XXX 4
34 -0.09 4 XXI 4
35 -0.10 4 XXI 4
36 -0.06 4 XXI 4
The ACF of the partials confirms the MA(1) model identify in earlier.
PARTIAL AUTOCORRELATIONS
1- 12 .45 -.33 .09 -.06 -.05 -.05 -.10 -.09 -.07 .04 .12 -.03
ST.E. .16 .16 .16 .16 .16 .16 .16 .16 .16 .16 .16 .16
13- 24 .04 -.08 .11 -.01 -.02 .01 .02 .01 -.04 -.04 -.00 -.03
ST.E. .16 .16 .16 .16 .16 .16 .16 .16 .16 .16 .16 .16
25- 36 .00 -.01 .09 -.01 -.02 -.07 -.08 -.07 -.04 -.06 -.07 -.01
ST.E. .16 .16 .16 .16 .16 .16 .16 .16 .16 .16 .16 .16
-1.0 -0.8 -0 .6 - 0.4 - 0.2 oo 0.2 0.4 0,6 0.8 1.0
I
1 0.45 4 IXXXXXXX-^XXX
2 -0.33 XXXXXXXXI 4
3 0.09 4 IXX 4
4 -0.06 4 XI 4
5 -0.05 4 XI 4
6 -0.05 * XI 4
7 -0.10 4 XXI 4
8 -0.09 4 XXI 4
9 -0.07 4 XXI 4
10 0.04 4 IX 4
11 0.12 4 IXXX 4
12 -0.03 4 XI 4
13 0.04 4 IX 4
14 -0.08 4 XXI 4
15 0.11 4 IXXX 4
16 -0.01 4 1 4
17 -0.02 4 XI 4
18 0.01 4 I 4
19 0.02 4 IX 4
20 0.01 4 1 4
21 -0.04 XZ 4
22 -0.04 4 XI 4
23 -0.00 4 I 4
24 -0.03 4 XI 4
25 0.00 4 I 4
26 -0.01 4 I 4
27 0,09 4 IXX 4
28 -0.01 4 I 4
29 -0.02 4 I 4
30 -0.07 4 XXI 4
31 -0.08 4 XXI 4
32 -0.07 4 XXI 4
33 -0.04 * XI 4
34 -0.06 4 XXI 4
35 -0.07 4 XXI 4
36 -0.01 4 I 4
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C GDP IS STATIONARY AFTER FIRST DIFFERENCING.
The univariate model identified at this point for the input and the output series are as
follows:
Xt = In (Mit) (1-B) (1-B4)
Yt = In (GDR) (1-B)
DIFFERENCE OLD-SERIES ARE LNMl. 8
NEW-SERIES ARE X. @
DFORDERS ARE 1,4.
1 4
DIFFERENCE ORDERS ARE (1-B ) (1-B )
SERIES LNMl IS DIFFERENCED, THE RESULT IS STORED IN VARIABLE X
SERIES X HAS 40 ENTRIES
DIFFERENCE OLD-SERIES ARE LNGDP. @
NEW-SERIES ARE Y. @
DFORDERS ARE 1.
1
DIFFERENCE ORDERS ARE (1-B )
SERIES LNGDP IS DIFFERENCED, THE RESULT IS STORED IN VARIABLE Y
SERIES Y HAS 40 ENTRIES
TSMODEL NAME IS FILTERl. @
MODEL IS X=(1-BIGTHETA1*B**4) NOISE.



















1 BIGTHETA X MA 1 4 NONE .1000
ESTIM MODEL FILTERl. @
METHOD IS EXACT. @
HOLD RESIDUALS (RX).
THE FOLLOWING ANALYSIS IS BASED ON TIME SPAN 6 THRU 40
ITERATION 1, USING STANDARD ERROR = 0.11903373





ITERATION 2, USING STANDARD ERROR = 0.09289537





ITERATION 3, USING STANDARD ERROR = 0.09011633
ITER. OBJ. PARAMETER ESTIMATES
1 0.3218D+00 .845
2 0.3217D+00 .853
ITERATION 4, USING STANDARD ERROR = 0.08960225
ITER. OBJ. PARAMETER ESTIMATES
1 0.3212D+00 .860
ITERATION 5, USING STANDARD ERROR = 0.08941424
ITER. OBJ. PARAMETER ESTIMATES
1 0.3210D+00 .865
ITERATION 6, USING STANDARD ERROR = 0.08925990
ITER. OBJ. PARAMETER ESTIMATES
1 0.3209D+00 .870
ITERATION 7, USING STANDARD ERROR = 0.08912968
ITER. OBJ. PARAMETER ESTIMATES
1 0.3208D+00 .874
ITERATION 8, USING STANDARD ERROR = 0.08901751
ITER. OBJ. PARAMETER ESTIMATES
1 0.3207D+00 .877
ITERATION 9, USING STANDARD ERROR = 0.08891927
ITER. OBJ. PARAMETER ESTIMATES
1 0.3206D+00 .880
ITERATION 10, USING STANDARD ERROR = 0.08883205
ITER. OBJ. PARAMETER ESTIMATES
1 0.3205D+00 .883
ITERATION TERMINATED DUE TO;
MAXIMUM NUMBER OF ITERATIONS 10 REACHED
TOTAL NUMBER OF ITERATIONS 17
RELATIVE CHANGE IN (OBJECTIVE FUNCTION)**0.5 . . . 0.6627D-05
MAXIMUM RELATIVE CHANGE IN THE ESTIMATES 0.3028D-02
RELATIVE CHANGE IN THE STANDARD ERROR 0.8815D-03
THE MINIMUM OF THE OBJECTIVE FUNCTION 0.3204820D+00
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1 BIGTHETA X MA 1 4 NONE .8828 .1054 8.38
TOTAL SOM OF SQUARES 0.549977D+00
TOTAL NUMBER OF OBSERVATIONS .... 35
RESIDUAL SUM OF SQUARES 0.275703D+00
R-SQUARE 0.899
EFFECTIVE NUMBER OF OBSERVATIONS . . 35
The filter model for pre-whitening ofxt (input variable) is as follows.
Xt = at-.8828at-4
At this point the ACF of the residuals of the inpute series is constructed and check
for white noise. The ACF plot below suggest white noise is achieved.
UIDEN VARIABLE IS RX.
TIME PERIOD ANALYZED 1 TO 35
NAME OF THE SERIES RX
EFFECTIVE NUMBER OF OBSERVATIONS ... 35
STANDARD DEVIATION OF THE SERIES . . . 0.0883
MEAN OF THE {DIFFERENCED} SERIES . . . -0.0036
STANDARD DEVIATION OF THE MEAN .... 0.0149
T-VALOE OF MEAN (AGAINST ZERO) .... -0.2424
AUTOCORRELATIONS
1- 12 -.08 -.14 .11 -.12 .19 -.01 -.10 -.02 .02 -.10 .18 -.03
ST. E. .17 .17 .17 .18 .18 .18 .18 .19 .19 .19 .19 .19
0 .2 1.0 1.5 2.1 3.7 3.7 4.1 4.2 4 .2 4 .7 6.5 6.6
13- 24 -.14 .20 -.14 -.06 .04 -.08 .12 -.11 -.14 .08 .03 -.03
ST. E. .19 .19 .20 .20 .20 .20 .21 .21 .21 .21 .21 .21
Q 7.8 10.2 11.5 11.7 11.8 12.4 13.6 14.7 16.5 17.1 17.2 17.3
25- 34 .00 .07 -.03 -.00 .04 -.05 -.12 -.09 .00 .01
ST. E. .21 .21 .21 .21 .21 .21 .21 .22 .22 .22
Q 17.3 18.0 18.2 18.2 18.5 19.1 23.7 27.4 27.4 27.6
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-1.0 -0.8 -0.6 -0.4 -0.2 0.0 0-2 0.4 0.6 0.8 1.0
I
1 -0.08 + XXI 4
2 -0.14 * XXXI 4
3 0.11 ♦ ZXXX 4
4 -0.12 + XXXI 4
5 0.19 + IXXXXX 4
6 -0.01 ♦ I 4
7 -0.10 ♦ XXZ 4
8 -0.02 I 4
9 0.02 IX 4
10 -0.10 ♦ XXXI 4
11 0.18 ♦ IXXXXX 4
12 -0.03 XI 4
13 -0.14 ♦ XXXXI 4
14 0.20 4 IXXXXX 4
15 -0.14 4 XXXXI 4
16 -0.06 ♦ XI 4
17 0.04 ♦ IX 4
18 -0.08 4 XXI 4
19 0.12 4 IXXX 4
20 -0.11 4 XXXI 4
21 -0.14 4 XXXI 4
22 0.08 4 IXX 4
23 0.03 4 IX 4
24 -0.03 4 XI 4
25 0.00 4 I 4
26 0.07 4 IXX 4
27 -0.03 4 XI 4
28 -0.00 4 I 4
29 0.04 4 IX 4
30 -0.05 4 XI 4
31 -0.12 4 XXXI 4
32 -0.09 4 XXI 4
33 0.00 ♦ I 4
34 0.01 4 I 4
The partials of the ACF father confirmed white noise series
PARTIAL AUTOCORRELATIONS
1- 12 -.08 -.15 .09 -.13 .21 -.05 - .01 -.10 .06 -.18 .24 -.11
ST,.£. .17 .17 .17 .17 .17 .17 .17 .17 .17 .17 .17 .17
13- 24 .02 .06 -.05 -.13 .01 - .04 .11 -.17 -.00 -.06 .08 -.06
ST,.£. .17 .17 .17 .17 .17 .17 .17 .17 .17 .17 .17 .17
25- 34 .02 .10 .02 -.10 .11 -.14 -.12 -.11 -.05 -.00
ST..E. .17 .17 .17 .17 .17 .17 .17 .17 .17 .17
-1.0 - 0.8 -10.6 -().4 -0 .2 0.0 0.2 0.4 ().6 (0.8 1.0
+ ----+ +----♦ ♦-
I
1 -0.08 XXI 4
2 -0.15 4 XXXXI 4
3 0.09 4 IXX 4
4 -0.13 4 XXXI 4
5 0.21 4 IXXXXX 4
6 -0.05 4 XI 4
7 -0.01 4 I 4
e -0.10 4 XXXI 4
9 0.06 IXX 4
10 -0.18 4. XXXXI 4
11 0.24 4 IXXXXXX 4
12 -0.11 4 XXXI 4
13 0.02 4 1 4
14 0.06 4 IXX 4
15 -0.05 4 XI 4
16 -0.13 4 XXXI 4
17 0.01 4 I 4
18 -0.04 4 XI 4
19 0.11 4 IXXX 4
20 -0.17 4 XXXXI 4
21 -0.00 4 I 4
22 -0,06 4 XXX 4
23 0.08 4 IXX 4
24 -0.06 4 XXI 4
25 0.02 4 I 4
26 0.10 4 IXX 4
27 0.02 4 IX 4
28 -0.10 4 XXXI 4
29 0.11 4 IXXX 4
30 -0.14 4 XXXI 4
31 -0.12 4 XXXI 4
32 -0.11 4 XXXI 4
33 -0.05 4 XI 4
34 -0.00 I 4
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UPILTER MODEL FILTERl. »
OLD-SERIES IS V. 9
NEW-SERIES IS RY.
THE FOLLOWING ANALYSIS IS BASED ON TIME SPAN € THRU 40
SERIES Y IS FILTERED USING MODEL FILTERl , THE RESULT IS IN RY
CCF VARIABLES ARE RY.RX. 9
MAXLAG IS 24.
TIME PERIOD ANALYZED
NAMES OF THE SERIES
EFFECTIVE NUMBER OF OBSERVATIONS . . .
STANDARD DEVIATION OF THE SERIES . . .
MEAN OF THE (DIFFERENCED) SERIES . . .
STANDARD DEVIATION OF THE MEAN . . . .








Finaly, cross correlation of the input and the ouput series is carried out and the result
shows no significant spike except for lag 1 where there seem to be some correlation
which is not statistically significant.
CORRELATICX^ BETWEEN RX AND RY IS -0.17
CROSS CORRELATION BETWEEN RY(T) AND RX(T-L) (Y lagsx )
l- 12 -.28 -.26 -.11 -.02 -.06 -.11 .00 .06 . 01 -.00 .04 .08
ST. E. .17 .17 .18 .18 .18 .19 .19 .19 20 .20 .20 .21
13- 24 .02 .04 .05 .09 .09 .03 .06 .07 09 .06 .01 .01
ST. E. .21 .22 .22 .23 .24 .24 .25 .26 . 27 .28 .29 .30
CROSS CORRELATION BETWEEN RXIT) AND RY(T -L) (Y leads x!
1- 12 -.02 -.07 -.27 -.21 -.14 -.15 -.15 -.18 .14 -.13 -.19 -.11
ST. E. .17 .17 -18 .16 .16 .19 .19 .19 . 20 .20 .20 .21
13- 24 -.09 -.07 -.09 -.03 -.05 .02 .02 .04 11 .03 .11 .14
ST. E. .21 .22 .22 .23 .24 .24 .25 .26 . 27 .28 .29 .30
-24 0.14
-1.0 -0.8 -0.6 -0.4
♦
♦
-0.2 0.0 0.2 0.4 0.6 0.8 1.0
I
IXXXX t
-23 0.11 IXXX ♦
-22 0.03 + IX +
-21 0.11 ♦ IXXX *
-20 0.04 4 IX
-19 0.02 4 IX ♦
-18 0.02 ♦ IX *
-17 -0.05 4 XI t
-16 -0.03 * XX -f
-15 -0,09 * XXI +
-14 -0.07 ♦ XXI ♦
-13 -0,09 ♦ XXI *
-12 -0.11 ♦ XXXI *
-11 -0.19 ♦ XXXXXI +
-10 -0.13 ♦ XXXI +
-9 -0.14 ♦ XXXI *
-8 -0.18 XXXXI ♦
-7 -0.15 ♦ XXXXI +
-6 -0.15 * XXXXI 4^
-5 -0.14 * XXXXI 4
-4 -0.21 * XXXXXI ♦
-3 -0.27 + XXXXXXXI 4
-2 -0.07 ♦ XXZ -f
-1 -0.02 ♦ I +
0 -0.17 * XXXXI 4^
1 -0.28 +XXXXXXXI
2 -0.26 ♦ XXXXXXXI
3 -0.11 ♦ XXXI
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4 -0.02 ■f 1 ♦
5 -0.08 * XXI ♦
6 -0.11 + XXXI ♦
7 0.00 I
8 0.08 IXX ♦
9 0.01 I +
10 -0.00 * I ♦
11 0.04 + IX ♦
12 0.08 + IXX +
13 0.02 + I ♦
14 0.04 + IX ♦
15 0.05 * IX ♦
16 0.09 ♦ IXX ♦
17 0.09 * IXX ♦
18 0.03 IX ♦
19 0.06 ♦ IXX ♦
20 0.07 IXX
21 0.09 * IXX *
22 0.06 * IXX ♦
23 0.01 ♦ I +
24 0.01 I +
The transfer function procedure does not preclude any directional structure, since it
allows for feedback among variables. Thus the transfer function approach does allows
for any directional relation to emerge from the data such that the ACF of the cross
correlational analysis between period zero to negative 24 shows ify leads x or if y lags
X (period between zero and positive 24).
One can then conclude from this analysis that the Ml (broad money) does not
significantly influence GDP growth. The same analysis is repeated here forM2 and
GDP as before to determine correlation between the two variables. Log transfomation
is employed to achieve stationarinity.
UIDEN VARIABLE IS LNM2.
TIME PERIOD ANALYZED 1 TO 40
NAME OP THE SERIES LNM2
EFFECTIVE NUMBER OF OBSERVATIONS ... 40
STANDARD DEVIATION OF THE SERIES . . . 1.0618
MEAN OF THE (DIFFERENCED) SERIES . . . 4.2008
STANDARD DEVIATION OF THE MEAN .... 0.1679
T-VALUE OF MEAN (AGAINST ZERO) .... 25.0228
AUTOCORRELATIONS
1- 12 .93 .86 .80 .73 .66 .59 .52 .45 .37 .30 .22 .16
ST.E. .16 .26 .32 .37 .41 .43 .45 .47 .48 .48 .49 .49
Q 37.2 70.3 99.2 124 145 162 176 187 194 199 202 203
13- 24 .08 .02 -.04 -.10 -.15 -.20 -.25 -.29 -.33 -.36 -.38 -.40
ST.E. .49 .49 .49 .49 .49 .49 .50 .50 .50 .51 .52 .52
Q 204 204 204 205 206 210 215 222 232 244 258 275
25- 36 -.42 -.42 -.43 -.43 -.42 -.40 -.38 -.35 -.32 -.29 -.26 -.21
ST.E. .53 .54 .55 .56 .56 .57 .58 .58 .59 .59 .60 .60
Q 295 316 340 366 393 420 448 474 499 522 544 563


























8 0.45 4 IXXXXXXXXXXX 4
9 0.37 * IXXXXXXXXX 4
10 0.30 ♦ IXXXXXXX 4
11 0.22 * IXXXXXX 4
12 0.16 * IXXXX 4
13 0.08 ♦ IXX 4
14 0.02 + IX 4
15 >0.04 4 XI 4
16 >0.10 + XXI 4
17 -0.15 + XXXXI 4
18 -0.20 XXXXXI 4
19 -0.25 ♦ XXXXXXI 4
20 >0.29 + XXXXXXXI 4
21 -0.33 ♦ XXXXXXXXI 4
22 -0.36 + XXXXXXXXXI 4
23 >0.38 ★ XXXXXXXXXXI 4
24 >0.40 ♦ XXXXXXXXXXI 4
25 -0.42 + XXXXXXXXXXI 4
26 -0.42 ♦ XXXXXXXXXXXI 4
27 -0.43 * XXXXXXXXXXXI 4
28 -0.43 * XXXXXXXXXXXI 4
29 -0.42 ♦ XXXXXXXXXXXI 4
30 -0.40 + XXXXXXXXXXI 4
31 -0.38 ♦ XXXXXXXXXXI 4
32 -0.35 ♦ XXXXXXXXXI 4
33 -0.32 + XXXXXXXXI 4
34 -0.29 ♦ XXXXXXXI 4
35 -0.26 4 XXXXXXI 4
36 -0.21 + XXXXXI 4
M2 IS NOT STATIONARY. TRY FIRST DIFFERENCING.
UIDEN VARIABLE IS LNH2. DFORDERS ARE 1.
1
DIFFERENCE ORDERS (1-B )
TIME PERIOD ANALYZED 1 TO 40
NAME OF THE SERIES LNM2
EFFECTIVE NUMBER OF OBSERVATIONS ... 39
STANDARD DEVIATION OF THE SERIES . . . 0.0940
MEAN OF THE (DIFFERENCED) SERIES . . . 0.0867
STANDARD DEVIATION OP THE MEAN .... O.OISO
T-VALUB OF MEAN (AGAINST ZERO) .... 5.760
AUTOCORRELATIONS
1- 12 -.23 -.15 -.13 .37 -.13 -.11 -.25 .47 -.21 -.14 -.05 .39
ST. E. .16 .17 .17 .17 .19 .19 .20 .20 .23 .23 .24 .24
Q 2.1 3.1 3.9 10.0 10.8 11.4 14 .4 25.6 27.9 29.0 29.1 38.1
13- 24 -.23 .01 -.23 .27 - .08 -.13 -.06 .19 -.20 ,05 -.06 .16
ST. E. .25 .26 .26 .26 .27 .27 .27 .27 .28 .28 .28 .28
Q 41.4 41.4 44.8 49.9 50.4 51 .7 52.0 55.2 58.6 58.8 59.2 62.0
25- 36 -.05 .02 -.08 .11 - .02 .00 -.05 -.03 -.03 .06 .00 .06
ST. E. .28 .28 .28 .28 .28 .28 .28 .29 .29 .29 .29 .29
Q 62.3 62.3 63.2 64.8 64.8 64 .8 65.2 65.4 65.6 66.8 66.9 68.6





2 -0.15 + XXXXI +
3 -0.13 4. XXXI ^
4 0.37 4. IXXXXXXXXX
5 -0.13 ♦ XXXI *
6 >0.11 XXXI *
7 -0.25 + XXXXXXI
8 0.47 ♦ IXXXXXXXXX+XX
9 -0.21 * XXXXXI
10 -0.14 + XXXI ♦
11 -0.05 * XI ♦
12 0.39 * IXXXXXXXXXX
13 -0.23 * XXXXXXI -f
14 0.01 * I ♦
15 -0.23 * XXXXXXI ♦
16 0.27 * IXXXXXXX
17 -0.08 ♦ XXI ♦
18 -0.13 ♦ XXXI
19 -0.06 ♦ XI ♦
20 0.19 ♦ IXXXXX ♦
21 -0.20 XXXXXI +
22 0.05 + IX ♦
23 -0.06 + XXI ♦
24 0.16 ♦ IXXXX ♦
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25 -0.05 4. XI 4
26 0.02 IX 4
27 -0.08 * XXI 4
28 0.11 * IXXX 4
29 -0.02 4 I 4
30 0.00 + I 4
31 -0.05 4 XI 4
32 -0.03 * XI 4
33 -0.03 ♦ XI 4
34 0.06 * IXX 4
35 0.00 4 I 4
36 0.06 4 IX 4
STILL NOT STATIONARY. TRY SEASONAL DIFFERENCING.
The ACF of the first difference of the log transformation ofM2 shows spikes at lag
4,8, and 12 indicating seasonal component in the series.
UIDEN VARIABLE XS LNM2. DFORDERS ARE 1,4.
DIFFERENCE ORDERS
TIME PERIOD ANALYZED
NAME OF THE SERIES
EFFECTIVE NUMBER OF OBSERVATIONS . . .
STANDARD DEVIATION OF THE SERIES . . .
MEAN OF THE (DIFFERENCED) SERIES . . .
STANDARD DEVIATION OF THE MEAN . . . .
T-VALUE OF MEAN (AGAINST ZERO) . . . .
1 4









1- 12 -.21 -.09 .21 -.54 .18 .14 -.25 .07 .06 -.19 .29 .02
ST. £. .17 .18 .18 .18 .22 .23 .23 .24 .24 .24 .24 .25
Q 1.6 1.9 3.6 15.8 17.3 18.1 21.0 21.3 21.5 23.3 27.9 27.9
13- 24 -.21 .28 -.25 .00 .21 -.24 .10 -.04 -.20 .10 .06 -.03
ST. E. .25 .26 .27 .27 .27 .28 .28 .29 .29 .29 .29 .29
Q 30.6 35.5 39.6 39.6 43 .0 47.2 48.1 48.2 51.8 52.8 53.3 53.4
25- 34 .05 .05 -.02 .08 -.03 -.13 -.04 -.04 .04 .06
ST. E. .29 .29 .29 .29 .29 .29 .29 .29 .29 .30
Q 53.7 S4.1 54.2 55.5 55.7 60.3 60.8 61.6 62.7 67.9
-1.0 -■0.8 - 0,6 - 0.4 - 0.2 0.0 0.2 0.4 0.6 0.8 1.0
I
1 -0.21 4 XXXXXI 4
2 '0.09 ♦ XXI 4
3 0.21 4 IXXXXX *
4 -0.54 XXXX«XXXXXXXXI +
5 0.18 ♦ IXXXXX 4
6 0.14 IXXX 4
7 -0.25 4. XXXXXXI 4
8 0.07 ♦ IXX ♦
9 0.06 IX 4
10 -0.19 ♦ XXXXXI 4
11 0.29 ♦ IXXXXXXX 4
12 0.02 ♦ I 4
13 -0.21 + XXXXXI 4
14 0.28 + IXXXXXXX 4
15 -0.25 ♦ XXXXXXI 4
16 0.00 + I 4
17 0.21 * IXXXXX 4
18 -0.24 * XXXXXXI 4
19 0.10 + IXXX 4
20 -0.04 4 XI 4
21 -0.20 4 XXXXXI 4
22 0.10 4 IXXX 4
23 0.06 4 IXX 4
24 -0.03 4 XI 4
25 0.05 4 IX 4
26 0.05 4 IX 4
27 -0.02 4 XI 4
28 0.08 4 IXX 4
29 -0.03 4 XI 4
30 -0.13 4 XXXI 4
31 -0.04 4 XI 4
32 -0.04 4 XI 4
33 0.04 4 zx 4
34 0.06 4 IXX 4
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LNM2 STATIONARY AFTER FIRST AND SEASONAL DIFFERENCING.
Construct the ACF for GDP
UIDEN VARIABLE IS LNCDP.
TIME PERIOD ANALYZED ITO 40
NAME OF THE SERIES LNODP
EFFECTIVE NUMBER OF OBSERVATIONS ... 40
STANDARD DEVIATION OF THE SERIES . . • 1.0499
MEAN OF THE (DIFFERENCED) SERIES . . . 6.3S82
STANDARD DEVIATION OF THE MEAN .... 0.1660
T-VALUE OF MEAN (AGAINST ZERO) .... 98.3029
AUTOCORRELATIONS
ST.E. .46 .46 .46 .46 .46 .46 .47 .47 .47 .47 .48 .49
Q 17? 177 177 177 178 180 184 188 195 204 215 228
25- 36 -.37 -.38 -.38 -.39 -.39 -.39 -.38 -.37 -.35 -.33 -.30 -.26
ST.E. .49 .50 .51 .51 .52 .53 .53 .54 .55 .55 .56 .56
Q 243 260 279 300 323 349 376 405 435 466 496 524



























8 0.39 ♦ IXXXXXXXXXX ♦
9 0.33 + IXXXXXXXX ♦
10 0.28 IXXXXXXX ♦
11 0.22 4. IXXXXXX ♦
12 0.17 4 IXXXX +
13 0.11 4 IXXX ♦
14 0.05 IX ♦
15 -0.01 4 I ♦
16 -0.06 4 XXI ♦
17 -0.11 4 XXXI ♦
18 -0.16 4 XXXXI ♦
19 -0.20 4 XXXXXI 4
20 -0.24 4 XXXXXXI *
21 -0.28 4 XXXXXXXI 4
22 -0.31 4 XXXXXXXXI *
23 -0.33 4 XXXXXXXXI 4
24 -0.35 4 XXXXXXXXXI ♦
25 -0.37 4 XXXXXXXXXI
26 -0.38 4 XXXXXXXXXI 4-
27 -0.38 4 XXXXXXXXXXI ♦
28 -0.39 4 xxxxxxxxxxz ♦
29 -0.39 4 XXXXXXXXXXI ♦
30 -0.39 4 XXXXXXXXXXI +
31 -0.38 4 XXXXXXXXXXI *
32 -0.37 4 XXXXXXXXXI 4
33 -0.35 4 XXXXXXXXXI 4
34 -0.33 4 XXXXXXXXI 4
35 -0.30 4 XXXXXXXI +
36 -0.26 4 XXXXXXI +
GDP not stationary after first differencing
Take the first and the seasonal differencing of the series.
UIDEN VARIABLE IS LNGDP. DPORDERS ARE 1.
1
DIPPERBNCE ORDERS (1-B )
TIME PERIOD ANALYZED 1 TO 40
NAME OF THE SERIES UIGDP
EFFECTIVE NUMBER OF OBSERVATIONS ... 39
STANDARD DEVIATION OP THE SERIES . . . 0.0639
MEAN OF THE (DIFFERENCED) SERIES . . . 0.0912
STANDARD DEVIATION OF THE MEAN .... 0.0102
T-VALUE OF MEAN (ACAINST ZERO) .... 8.9136
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AUTOCORRELATIONS
12 .45 -.06 -.12 -.05 -.05 -.08 -.12 -.15 -.13 -.02 .15 .14
ST.E. .16 .19 .19 .19 .19 .19 .19 .20 .20 .20 .20 .20
Q B.4 8.6 9.2 9.3 9.4 9.7 10.4 11.5 12.3 12.3 13.6 14.7
13- 24 .05 -.04 .02 .08 .02 -.04 -.03 -.01 -.04 -.05 -.03 -.02
ST.E. .21 .21 .21 .21 .21 .21 .21 .21 .21 .21 .21 .21
0 14.9 15.0 15.0 15.4 15.4 15.6 15.6 15.6 15.8 16.1 16.2 16.2
25- 36 -.03 -.01 .08 .10 .01 -.07 -.10 -.11 -.10 -.09 -.10 -.06
ST.E. .21 .21 .21 .21 .21 .21 .21 .21 .21 .21 .22 .22
Q 16.3 16.3 17,2 18.5 18.6 19.5 21.6 24.3 26.9 29.5 33.3 35.3
-1.0 -•0.8 - 0.6 - 0.4 - 0.2 0.0 0.2 0.4 0.6 0.8 1.0
1 0.45 ♦ IXXXXXXX4^XXX
2 -0.06 + XXI ♦
3 -0.12 4. XXXI +
4 -0.05 t xz t
5 -0.05 * XI
6 -0.08 XXI ♦
7 -0.12 ♦ XXXI +
8 -0.15 ♦ XXXXl +
9 -0.13 + XXXI
10 -0.02 + 1 +
11 0.15 * IXXXX +
12 0.14 * IXXX +
13 0.05 + IX ♦
14 -0.04 ♦ XI ♦
15 0.02 ♦ IX +
16 0.08 + IXX +
17 0.02 + I ♦
18 -0.04 + XI *
19 -0.03 * XI ♦
20 -0.01 + I 4-
21 -0.04 ♦ XI *
22 -0.05 + XI 4-
23 -0.03 4- XI ■4
24 -0.02 + I ♦
25 -0.03 ♦ XI +
26 -0.01 + I +
27 0.08 ♦ IXX ♦
28 0.10 ♦ IXX
29 0.01 4- I 4
30 -0.07 * XXI *
31 -0.10 ♦ XXXI +
32 -0.11 + XXXI ■f
33 -0.10 ♦ XXI ♦
34 -0.09 * XXI *
35 -0.10 XXI 4-
36 -0.06 + XXI 4
The ACF of the differeced series is stationary.
DIFFERENCE OLD-SERIES ARE LNM2. @
NEW-SERIES ARE X. @
DFORDERS ARE 1,4.
1 4
DIFFERENCE ORDERS ARE (1-B ) (1-B )
SERIES LNM2 IS DIFFERENCED, THE RESULT IS STORED IN VARIABLE X
SERIES X HAS 40 ENTRIES
DIFFERENCE OLD-SERIES ARE LNGDP. @
NEW-SERIES ARE Y. @
DFORDERS ARE 1.
1
DIFFERENCE ORDERS ARE (1-B )
SERIES LNGDP IS DIFFERENCED, THE RESULT IS STORED IN VARIABLE Y
SERIES Y HAS 40 ENTRIES
DIFFERENCING COMPLETE. X AND Y ARE DIFFERENCED, STATIONARY INPUT
AND OUTPUT SERIES.
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TSMODEL NAME IS FILTERl. @
MODEL IS X= (1-BIGTHETA*B**4) NOISE.
SUMMARY FOR UNIVARIATE TIME SERIES MODEL -- FILTERl
VARIABLE TYPE OF ORIGINAL DIFFERENCING
VARIABLE OR CENTERED













1 BIGTHETA X MA 1 4 NONE .1000
ESTIM MODEL FILTERl. @
METHOD IS EXACT. @
HOLD RESIDUALS (RX) .
THE FOLLOWING ANALYSIS IS BASED ON TIME SPAN 6 THRU










ITERATION 2, USING STANDARD ERROR = 0.07692914





ITERATION 3, USING STANDARD ERROR = 0.07496528
ITER. OBJ. PARAMETER ESTIMATES
1 0.2208D+00 .825
2 0.2208D+00 .832
ITERATION 4, USING STANDARD ERROR = 0.07462858
ITER. OBJ. PARAMETER ESTIMATES
1 0.2205D+00 .837
ITERATION 5, USING STANDARD ERROR = 0.07451212
ITER. OBJ. PARAMETER ESTIMATES
1 0.2204D+00 .842
ITERATION 6, USING STANDARD ERROR = 0.07442007
ITER. OBJ. PARAMETER ESTIMATES
1 0.2204D+00 .845
ITERATION 7, USING STANDARD ERROR = 0.07434562
ITER. OBJ. PARAMETER ESTIMATES
1 0.2203D+00 .848
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ITERATION 8, USING STANDARD ERROR = 0.07428436
ITER. OBJ. PARAMETER ESTIMATES
1 0.2203D+00 .851
ITERATION 9, USING STANDARD ERROR = 0.07423325
ITER. OBJ. PARAMETER ESTIMATES
1 0.2202Df00 .853
ITERATION 10, USING STANDARD ERROR = 0.07419017
ITER. OBJ. PARAMETER ESTIMATES
1 0.2202D+00 .854
ITERATION TERMINATED DUE TO:
MAXIMUM NUMBER OF ITERATIONS 10 REACHED
TOTAL NUMBER OF ITERATIONS 16
RELATIVE CHANGE IN (OBJECTIVE FUNCTION)**0.5 . . . 0.6750D-05
MAXIMUM RELATIVE CHANGE IN THE ESTIMATES 0.1983D-02
RELATIVE CHANGE IN THE STANDARD ERROR 0.4939D-03
THE MINIMUM OF THE OBJECTIVE FUNCTION 0.2202150D+00
SUMMARY FOR UNIVARIATE TIME SERIES MODEL -- FILTERl
VARIABLE TYPE OF ORIGINAL DIFFERENCING
VARIABLE OR CENTERED
X RANDOM ORIGINAL NONE
PARAMETER VARIABLE NUM./ FACTOR ORDER CONS¬ VALUE STD T
LABEL NAME DENOM. TRAINT ERROR VALUE
1 BIGTHETA X MA 1 4 NONE .8543 .1057 8.08
TOTAL SUM OF SQUARES O.369897D+00
TOTAL NUMBER OF OBSERVATIONS .... 35
RESIDUAL SUM OF SQUARES 0.192456D+00
R-SQUARE 0.869
EFFECTIVE NUMBER OF OBSERVATIONS . . 35
The ACF of the residuals shows no significant spike thus a white noised series
UIDEN VARIABLE IS RX.
TIME PERIOD ANALYZED 1 TO 35
NAME OP THE SERIES RX
EFFECTIVE NUMBER OF OBSERVATIONS ... 35
STANDARD DEVIATION OF THE SERIES . . . 0.0738
MEAN OF THE (DIFFERENCED) SERIES . . . -0.0009
STANDARD DEVIATION OF THE MEAN .... 0.0125
T-VALUB OF MEAN (AGAINST ZERO) .... -0.0727
AUTOCORRELATIONS
1- 12 -.04 - .14 .14 -.15 .14 -.02 -.12 -.02 .02 -.11 .19 -.00
ST. E. .17 .17 .17 .18 .18 .18 .18 .16 .19 .19 .19 .19
Q .1 .9 1.7 2.5 3.4 3.4 4.1 4.2 4.2 4.8 6.8 6.8
13- 24 -.17 .17 -.16 -.05 .05 -.13 .10 -.11 -.18 .09 .10 -.04
ST. E. .19 .20 .20 .20 .20 .21 .21 .21 .21 .21 .22 .22
Q 8.6 10.3 11.9 12.1 12.3 13.6 14.4 15.4 18.4 19.2 20.2 20.3
25- 34 .01 .07 -.03 .04 .05 -.04 -.12 -.10 .03 .04
ST. B. .22 .22 .22 .22 .22 .22 .22 .22 .22 .22
0 20.3 21.1 21.2 21.5 22.1 22.5 27.2 31.2 31.8 33.5
-1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0
I
1 -0.04 + XI +
2 -0.14 + XXXXI
3 0.14 IXXX +
4 -0.15 ♦ XXXXI ♦
5 0.14 + IXXXX ♦
6 -0.02 * I ♦
7 -0.12 * xxxx +
8 -0.02 * I ♦
9 0.02 * 1 +
10 -0.11 + XXXI ♦
11 0.19 ♦ IXXXXX ♦
12 -0.00 * I ♦
13 -0.17 + XXXXI +
14 0.17 ♦ IXXXX ♦
IS -0.16 * XXXXI ♦
16 -0.05 XI +
17 0.05 + IX +
18 -0.13 * XXXI ♦
19 0.10 * IXXX ♦
20 -0.11 * XXXI +
21 -0.18 * XXXXXI +
22 0.09 ♦ IXX ♦
23 O.IO * IXX ♦
24 -0.04 ♦ XI +
25 0.01 * I +
26 0.07 * IXX +
27 -0.03 XI +
26 0.04 + IX +
29 0.05 IX 4-
30 -0.04 XI
31 -0.12 XXXI ♦
32 -0.10 ♦ XXI
33 0.03 IX +
34 0.04 - IX ♦
PARTIAL AUTOCORRELATIONS
1- 12 -.04 -.15 .13 -.16 .19 -.09 - .03 -.12 .07 -.18 .27 -.13
ST..E. .17 .17 .17 .17 .17 .17 .17 ,17 .17 .17 .17 .17
13- 24 .02 .00 -.09 -.09 -.02 -.06 .09 -.19 -.07 -.07 .12 -.05
ST,.E. .17 .17 .1? .17 .17 .17 .17 .17 .17 .17 .17 .17
25- 34 .01 .09 .01 -.09 .14 -.14 - .11 -.07 -.02 -.02
ST. E. .17 .17 .17 .17 .17 .17 .17 .17 .17 .17
-1.0 - 0.8 -<D.6 -().4 -C>.2 0.0 0..2 ().4 (3.6 0.8 l.O
1 -0.04 ♦ XI ♦
2 -0.15 ♦ XXXXI +
3 0.13 4 IXXX *
4 -0.16 ♦ XXXXI ♦
5 0.19 + IXXXXX 4-
6 -0.09 + XXI *
7 -0.03 + XI *
8 -0.12 ♦ XXXI ♦
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9 0.07 4 IXX 4
10 -0.18 ♦ XXXXI 4
11 0.27 * IXXXXXXX4
12 -0.13 + XXXI 4
13 0.02 + I 4
14 0.00 ♦ I 4
15 -0.09 ♦ XXI 4
16 -0.09 + XXI 4
17 -0.02 ♦ I 4
18 -0.06 + XI 4
19 0.09 4 IXX 4
20 -0.19 4 XXXXXI 4
21 -0.07 4 XXI 4
22 -0.07 4 XXI 4
23 0.12 4 IXXX 4
24 -0.05 4 XI 4
25 0.01 4 I 4
26 0.09 4 IXX 4
27 0.01 4 I 4
28 -0.09 4 XXI 4
29 0.14 4 IXXXX 4
30 -0.14 4 XXXXI 4
31 -0.11 4 XXXI 4
32 -0.07 4 XXI 4
33 -0.02 4 XI 4
34 -0.02 4 XI 4
FILTER MODEL IS FILTERl. @
OLD-SERIES IS Y. @
NEW-SERIES IS RY.
THE FOLLOWING ANALYSIS IS BASED ON TIME SPAN 6 THRU 4 0
SERIES Y IS FILTERED USING MODEL FILTERl , THE RESULT IS IN RY
CCF VARIABLES ARE RY,RX. @
MAXLAG IS 24.
TIME PERIOD ANALYZED
NAMES OF THE SERIES
EFFECTIVE NUMBER OF OBSERVATIONS . .
STANDARD DEVIATION OF THE SERIES . .
MEAN OF THE (DIFFERENCED) SERIES , .
STANDARD DEVIATION OF THE MEAN . . .














The cross correlational analysis was then carried out to determine the direction of
causality.
CORRELATION BETWEEN RX AND RY IS -0.11
CROSS CORRELATION BETWEEN RY (T) AND RX(T-L)
1- 12 -.24 -.22 -.05 .03 -.05 -.09 . 04 .11 .03 .03 .08 .10
ST.E. .17 .17 .18 .18 .18 .19 .19 .19 .20 .20 .20 .21
13- 24 .03 .06 .06 .10 .09 .04 .07 .07 .07 .05 .00 -.01
ST.E. .21 .22 .22 .23 .24 .24 .25 .26 .27 .28 .29 .30
CROSS CORRELATION BETWEEN RX{T) AND RY(T-L)
1- 12 .02 -.04 -.26 -.20 -.14 -.16 - .16 -.19 -.15 -.16 -.21 -.13
ST.E. .17 .17 .18 .18 .18 .19 .19 .19 .20 .20 .20 .21
13- 24 -.10 -.08 -.09 -.03 -.04 .03 . 03 .03 .12 .03 .11 .18
ST.E. ,21 .22 .22 .23 .24 .24 .25 .26 .27 .28 .29 .30




-23 0.11 4 IXXX 4
-22 0.03 4 IX 4
-21 0.12 4 IXXX 4
-20 0.03 4 IX 4
-19 0.03 4 IX 4
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-18 0.03 ♦ tx 4
-17 -0.04 XI 4
-16 -0.03 * XI 4
-15 -0.09 * XXI 4
-14 -0.08 ♦ XXI 4
-13 -0.10 4 XXXI 4
-12 -0.13 4 xxxz 4
-11 -0.21 4 XXXXXI 4
-10 -0.16 4 XXXXI 4
-9 -0.15 4 XXXXI 4
-8 -0.19 4 XXXXXI 4
-7 -0.16 4 XXXXI 4
-6 -0.16 4 XXXXI 4
-5 -0.14 4 XXXXI 4
-4 -0.20 XXXXXI 4
-3 -0.26 XXXXXXI 4
-2 -0.04 4 XI 4
-1 0.02 4 IX 4
0 -0.11 4 XXXI 4
1 -0.24 4 XXXXXXI 4
2 -0.22 4 XXXXXXI 4
3 -0.05 4 XI ♦
4 0.03 4 IX 4
5 -0.05 4 XI 4
6 -0.09 4 XXI 4
7 0.04 4 IX 4
8 0.11 4 IXXX 4
9 0.03 4 IX 4
10 0.03 4 IX 4
11 0.08 IXX 4
12 0.10 4 IXX
13 0.03 4 XX 4
14 0.06 4 IX 4
15 0.06 4 IXX 4
16 0.10 IXX 4
17 0.09 IXX 4
18 0.04 IX 4
19 0.07 4 IXX 4
20 0.07 IXX 4
21 0.07 4 IXX 4
22 0.05 4 IX 4
23 0.00 4 I 4
24 -0.01 4 I 4
The result of the cross correlational analysis shows no significant relation between the
inpute and the output series.
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APPENDIX B: Sandee and Lisman’s Model
Lisman and Sandee (1964) assume that quarterly figures are dependent on 3
annual flows: last year's flow (X,.i); this year's flow (XO; and next year's flow (Xt+i).






"The restriction that if annual data is not on a straight line it falls on a sine curve gives





Thus Lisman and Sandee’s methodology consists of vector multiplication using the
above matrix form with the annual data of the variable of interest. This methodology is
used by Ghanadian and Schneider (1987) and is also used by OECD when no
quarterly indicators are available.
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APPENDIX C: Sims Causality Model
Causality testing was initially popularize by Granger and has since been use
widely in the field of economics (Gupta, 1984). Granger’s definition of causality states
that a variable x can cause a variable y if the past history of x can better predict y than
simply using the past history of y. In other words, assuming that there is no serial
correlation, one can determine causality by regressing an endogenous variable on past,
current, and fiature values ofexogenous variable. If the set of coefficients of the future
values of the exogenous variable show insignificance from zero, and the set of
coefficients of the past values of the endogenous variables show significance from zero,
then one can determine unidirectional causality. Christopher Sims modified Granger’s
model prewhitening series x(t) and Y(t). The following equations were then estimated
(Gupta, 1984, P. 38):
(1) y(t) = ai+b, x(t) + cix(t-l) + (t)
(2) y(t) = a2 + b2 x(t) + C2x(t-1) + d2x(t+l) +e(t)
(3) x(t) = as + bs y(t) +C3y(t-1)+ (t)
(4) x(t) = a4 + b4 y(t) + C4y(t-1) + d4y(t+l) +u(t)
Where, t = timepaiod
x = monetary variables (i.e; M1 andM2 )
Y = Devdopment projy (i.e, GDP)
a = Constant term
b and c = None linear least square estimates
d2 and d4 = Coefficients of future value ofx and y
e and u = Error terms
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The two coefficients of future values ofx and y, namely, da and d4 are tested
for statistical significance using the F test with respect to equation (1) and (3). The test
is then carried out under the null-hypothesis that future coefficients are not




Direction ofCausality1.d2 = 0,d4 = 0
2. da ^ 0, d4 = 0
3. da = 0, d4 ^ 0
4. da ^ 0, d4 ^ 0
y, X are indq)endent
y causes x (y x)
X causes y (x y)
feedback between x and y (x y)
The financial variables to be use in this analysis are;
Ml = Bank demand deposits and currency
M2 = Ml plus quasi-money
And the economic development variables to be use are;
GDP = Gross domestic product
Q = Gross domestic product less the value of all exports.
Ml in developing countries is treated as an indicator ofmonetization. So ifMl
is supply leading, then monetary policy may be effective. And if it is demand leading
then the government have to rely on fiscal measures. M2 is an indicator of financial
intermediation and if it is supply leading, then the growth of financial intermediation
precedes economic growth. Hence raising interest rates and other measures that could
help increase savings or deposits could lead to economic growth. CR being the
aggregate measure of domestic credit, if supply leading, will mean that total domestic
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credit growth should be encourage. And if demand leading, will imply the impotence
of total domestic credit in bringing about economic growth. PCR if supply leading
means government should formulate policies to create more credit or to subsidize those
issue by financial institutions. On the other hand, ifdemand following, then efforts by




1. QUARTERLY GDP FIGURES DERIVED FROM THE ANNUAL
DATA BY LISMAN AND SANDEE’S METHOD
1982 1983 1984
01 78 01 148 01 239
QII 70 on 173 on 262
QIII 82 om 196 oni 281
QIV 114 OIV 217 QIV 298
1985 1986 1987
01 933 01 442 01 652
on 318 on 479 on 704
OIII 348 oni 529 om 772
OIV 398 orv 593 OIV 854
1988 1989 1990
01 931 01 1259 01 1807
on 1002 on 1330 on 1966
OIII 1086 oni 1452 om 2111
OIV 1183 OIV 1626 QIV 2241
1991 1992
01 2380 01 2882
Oil 2525 on 3026
OIII 2647 OIII 3080
OIV 2746 QIV 3045
GHANA’S NARROW MONEY (Ml IN BILLIONS OF CEDIS)
1982 1983 1984
01 8.8 01 11.62 01 17.7
on 8.9 on 15.46 on 18.7
om 9 om 17.11 om 19.5
orv 11 orv 16.7 orv 26.8
1985 1986 1987
01 25.7 01 39.6 01 61.2
on 26.9 on 41.3 on 59.2
OIII 28.2 QIII 42.17 QIII 66.3
QIV 35 orv 55.16 orv 84.1
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1988 1989 1990
01 86.5 01 129.6 01 191.7
on 96.7 on 137.4 on 182.9
Qm 86.2 oni 144.2 Oin 183.8
QIV 122 Oiv 186.3 orv 206.4
1991 1992
Qi 192.5 01 201
on 183.6 on 227
om 188 oni 197
Oiv 235 OIV 190
GHANA’S QUASI-MONEY (M2 JN BILLIONS OF CEDIS)
1982 1983 1984
01 11.5 01 15 01 21.8
on 12 on 18.8 on 22.7
oni 12.4 Qin 18.9 om 23.7
OIV 14.6 orv 20.9 QIV 31.9
1985 1986 1987
QI 30.7 01 47.9 01 76.7
on 32.9 on 51.3 on 77.8
Qin 34.8 om 53.2 om 86.3
OIV 42.8 QIV 68.9 orv 105.8
1988 1989 1990
01 108.5 01 133.7 QI 246.5
on 122.7 on 143.4 on 237.9
Qin 113.2 Qin 190.7 Qin 241.5
QIV 154.9 orv 239.6 orv 271.2
1991 1992
01 261.6 01 254
on 257.6 on 276
Qin 271.9 om 280
orv 244.7 orv 294
Source: International Financia Statistics; 1993.
* Q = Quarterly
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