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Introduction
Stein's method, first introduced in [6] , is a powerful tool to bound the distance between a probability distribution and the Gaussian distribution. Over the past decades, Stein's method has been extended to other distributions including Poisson [2] , exponential [1] , χ 2 [3] , and gamma [4] . At the core of Stein's method is a differential operator T , which generates a differential equation known as the Stein equation characterizing the target distribution π: 
In order to control the distance between ν and π, it is enough to estimate the quantity
In this note, we derive a characterizing operator and the associated Stein equation for weighted sums of independent χ 2 distributions. Such distributions arise as weak limits of degenerate U-statistics [5] , which are useful in goodness-of-fit tests for distribution functions such as the Cramér-von Mises test statistic.
Characterizing operator for χ 2 distributions
We first start with the characterizing operator for one χ 2 distribution. Then we derive the general results for weighted sums of independent χ 2 distributions.
Characterizing operator for one
is a characterizing operator for the centered χ 2 p distribution, in the sense that Q ∼ χ 2 p −p if and only if E( T f ( Q)) = 0 for all "smooth" function f . To prove that Q ∼ χ 2 p − p distribution indeed satisfies E( T f ( Q)) = 0 for all "smooth" function f , we use the following lemma.
holds for any absolutely continuous function f :
. . , Z p are i.i.d. standard Gaussian random variables and the equality holds in distribution. Then by the Gaussian integration by parts, we have
The second part is an immediate consequence of the first part. 
Proof of Lemma 2. The first claim follows from the definitions of Λ k,i and Λ k . Note that Λ k involves the summation of the product terms of k distinct λ i 's, which implies
2.3. Stein equation for weighted sums of independent χ 2 distributions. Let Q i ∼ χ 2 m i , i = 1, 2, . . . , r be independent chi-squared random variables and λ 1 , λ 2 , . . . , λ r be a sequence of distinct non-zero real numbers. We consider the random variable
which is a weighted sum of independent χ 2 random variables.
. . , r. We also define
and µ 0 = 0. The main result of this note is the following Stein equation for U. 
Proof of Theorem 3. Take a smooth function f . By the integration by parts formula for χ 2 distribution in Lemma 1, we have
where the third equality follows from Lemma 2. Expanding the last term we have
Using induction we finally get Then (2) follows from the last identity together with µ 0 = 0, Λ 0 = 1, and µ r = Λ r µ.
