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We calculate the full counting statistics (FCS) of a subsystem energy in free fermionic systems
by means of the Grassmann variables. We demonstrate that the generating function of these sys-
tems can be written as a determinant formula with respect to the Hamiltonian couplings and by
employing the Bell’s polynomials, we derive exact formulas for the subsystem energy moments. In
addition, we discuss the same quantities in the quantum XY spin chain, and we demonstrate that
at the critical regimes the fluctuations of the energy moments decay like a power-law as we expect
from the conformal field theory arguments, while in noncritical regimes, the decay is exponential.
Furthermore, we discuss the full counting statistics of subsystem energy in the quantum XX chain.
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I. INTRODUCTION
In quantum many-body physics, the fluctuations of lo-
cal observables carry a fair amount of information re-
garding the physical properties of the system. The rapid
progress in the manipulation of quantum devices in con-
densed matter physics has made it possible to investi-
gate the nature of fluctuations in quantum many-body
systems to even higher degrees of details. In quantum
mechanics, one usually is interested in the first few mo-
ments of the fluctuations while the full description of
the system requires the knowledge of the full distribu-
tion function of the observable. These kinds of distribu-
tion functions are examples of a more general concept
known as full counting statistics (FCS) which studies
the full distribution of a macroscopic observable in ar-
bitrary systems. The term FCS was first popularized in
the study of charge transport in mesoscopic systems[1–
9]. However, since this quantity can be defined naturally
in any quantum system, it has been also applied in dif-
ferent areas such as Fermi edge problems[10], ultracold
atoms[11–14], quantum chains [15–21], and many-body
localization[22, 23]. For a good list of applications and
references, see Refs.[16, 24]. In the context of quantum
chains, one can simply consider the system in its ground
state and then study the full distribution of the num-
ber of fermions [15–17] or magnetization in the subsys-
tem [18–21, 26–28] and find the relevant universal scaling
functions[29–31]. One of the natural quantities that can
be defined for any system is the energy of the subsys-
tem. The Hamiltonian truncated to a subsystem does
not commute with the Hamiltonian of the full system.
Consequently, if the full system is in its ground state,
the energy of the subsystem can have many different val-
ues with different probabilities. Surprisingly, to the best
of our knowledge, the FCS of the subsystem energy has
not been studied in the literature. However, in Ref.[32],
related problems regarding the relation between proba-
bility distributions of the measurement outcomes of the
2local and global Hamiltonians have been discussed. For
the distribution of the energy of the full system in the
Gibbs state and possible experimental methods to detect
it, see Ref.[33]. There have also been some works regard-
ing the full counting statistics of both energy transport
of phonons [35–37] and electron energy transfer[38–40].
In this paper, we study the FCS of the subsystem energy
in generic free fermion Hamiltonian with real couplings,
and in particular, in quantum spin chains that can be
mapped to the free fermions.
To have the full distribution of the system, one usu-
ally needs to calculate the generating function of the
distribution functions. In the case of free fermions, the
studies of those observables that have quadratic form in
the fermionic representation (for example fermion num-
ber) always lead to determinant formulas[1, 17, 24]. The
Hamiltonian truncated to a subsystem in free fermions
naturally has a quadratic form and one expects a deter-
minant formula. In this paper, we will find a determinant
formula in a form which is different but equivalent to the
ones that can be derived from earlier approaches, see for
example Ref.[24]. We will implement the fermionic coher-
ent states written in Grassmann representation which is
also practical when the state of the system is generic but
has a simple form in the local basis. Afterwards, using
the Bell’s polynomials, we will provide exact formulas for
the moments. In Sec. III, we will apply our determinant
formulas to study the FCS of subsystem energy in the
quantum XY chain and will remark on different prop-
erties of this quantity on different regions of the phase
diagram. In particular, we will study the universal prop-
erties in the critical regions. Finally, in Sec. IV, we will
summarize our results and future directions.
II. FULL COUNTING STATISTICS OF THE
SUBSYSTEM ENERGY IN THE GENERIC FREE
FERMIONS
In this section, we study the full counting statistics of
the subsystem energy in the ground state of a generic
real free fermion Hamiltonian in an arbitrary dimension.
To start, we calculate the first two moments and then
we provide an exact formula for the generating function
of the subsystem energy. Afterward, we show how one
can calculate all of the moments exactly by a proper ex-
pansion of the generating function. Consider a generic
free fermion Hamiltonian with the following truncated
Hamiltonian for the subsystem D;
HD = c
†.A.c+
1
2
c†.B.c† +
1
2
c.BT .c− 1
2
trA, (1)
where BT is the transpose of B and c is a vector with
elements ci and i = 1, 2, ..., |D|, where |D| is the number
of sites in the region D. Moreover, A and B are sym-
metric and antisymmetric matrices, respectively, to keep
the Hamiltonian Hermitian. Note that here we just con-
sider real A and B. We are interested in calculating the
full counting statistics of energy defined as the following
expectation value
M(λ¯D) = 〈eλ¯DHD 〉 = tr[ρDeλ¯DHD ], (2)
where λ¯D =
λ√
〈H2
D
〉 . For later implications, it is conve-
nient to introduce new operators defined as,
ai = c
†
i + ci, bi = c
†
i − ci, (3)
with the anticommutator relations {ai, aj} = 2δij ,
{bi, bj} = −2δij , and {ai, bj} = 0, and the well known
correlations defined as block Green matrices,
G
(ba)
ij = tr[ρDbiaj ], (4a)
G
(ab)
ij = tr[ρDaibj], (4b)
G
(aa)
ij = tr[ρDaiaj], (4c)
G
(bb)
ij = tr[ρDbibj ], (4d)
where ρD is the reduced density matrix of the region D
and G
(ab)
ij = −G(ba)ji . Note that the role of the Hamilto-
nian of the full system is encoded in ρD. By substituting
operators a and b in the Hamiltonian (1), HD becomes,
HD =
1
2
[bi(Aij +Bij)aj ], (5)
where we have usedG(aa)+G(aa)T = −(G(bb)+G(bb)T ) =
21. By using the definition of these correlators, we get
〈HD〉 = 1
2
tr[(A−B)G(ba)] = 1
4
tr[DTG(ba)], (6)
where we have introduced a matrix D = 2(A+B). Simi-
larly, by using the Wick’s theorem one can also calculate
the 〈H2D〉. The final result can be written as:
〈H2D〉 = 〈HD〉2 +
1
16
tr[DDT ]
− 1
16
tr[DTG(ba)DTG(ba)]]. (7)
It is needless to say that the calculation of the higher
moments starts to get cumbersome immediately which
makes the forthcoming calculations much more valuable.
In any case, the above two direct calculations can be used
to check the validity of the general results.
A. Generating function of the subsystem energy in
the ground state
In this subsection, we come back to our problem of cal-
culating the generating function of the subsystem energy
for a system which is in its ground state. To do that we
can use the fermionic coherent state defined as
|ξ >= |ξ1, ξ2, ..., ξN >= e−
∑
N
i=1 ξic
†
i |0 >, (8)
3where ξi’s are Grassmann numbers which satisfy the fol-
lowing properties: ξnξm + ξmξn = 0 and ξ
2
n = ξ
2
m = 0.
Consequently, we can show
ci|ξ >= ξi|ξ > . (9)
By using the Grassmann variables the reduced density
matrix can be written as[41, 42]
ρD(ξ, ξ
′) = < ξ|ρD|ξ′ >
= det[
1
2
(1−G(ba))]e 12 (ξ¯−ξ′)TF (ξ¯+ξ′), (10)
where we have introduced the matrix F = (G(ba)+1)(1−
G(ba))−1. The trace in the context of Grassmann vari-
ables can be calculated as:
tr O =
∫
dξ¯dξe−ξ¯ξ〈−ξ|O|ξ〉. (11)
Then the equation (2) can be written as:
M(λ¯D) = tr[ρDe
λ¯DHD ] =
∫
dη¯dηe−η¯η〈−η|ρDeλ¯DHD |η〉.
(12)
After using the identity
I =
∫
dξ¯dξe−ξ¯ξ|ξ〉〈ξ| (13)
we get
M(λ¯D) =
∫
dη¯dη
∫
dξ¯dξe−η¯ηe−ξ¯ξ
〈−η|ρD|ξ〉〈ξ|eλ¯DHD |η〉. (14)
We can now calculate the two expectations separately.
To calculate the second expectation, first we decompose
eλ¯DHD by means of the Balian-Brezin formula [43] as:
eλ¯DHD = e
1
2 c
†
Xc
†
ec
†
Yce−
1
2 trYe
1
2cZc, (15)
where X, Y, Z can be calculated from the blocks of ma-
trix T defined as
T = e
λ¯D
(
A B
-B -A
)
=
(
T11 T12
T21 T22
)
. (16)
which leads to
X = T12(T
−1
22 ), Z = (T
−1
22 )T21, e
-Y = TT22. (17)
By using the above formulas and the properties of the
fermionic coherent states, we have
〈ξ|eλ¯DHD |η〉 = e 12 ξ¯Xξ¯+ 12ηZη− 12 trY +ξ¯eY η. (18)
After implementing the above formula in the equation
(14) we get
M(λ¯D) = det[
1
2
(1−G(ba))]e− 12 trY
∫
dη¯
∫
dηe
1
2ηZη∫
dξ¯
∫
dξe−η¯η−ξ¯ξ+
1
2 ξ¯Xξ¯+ξ¯e
Y η− 12 (η¯+ξ)TF (−η¯+ξ).(19)
To calculate the integrals, we first introduce new vari-
ables, ν¯ = η¯+ξ√
2
and ν = −η¯+ξ√
2
, then the integral becomes
M(λ¯D) = (−1)|D| det[1
2
(1−G(ba))]e− 12 trY
∫
dη
∫
dξ¯
e
1
2 ξ¯Xξ¯+
1
2ηZη+ξ¯e
Y η
∫
dν¯
∫
dνe
−ν¯F ν− ξ¯+η√
2
ν− ξ¯−η√
2
ν¯
.
(20)
Notice that we get an extra factor of (−1)|D|, where |D| is
the number of sites in the regionD, which is the Jacobian
for the change of variables of ξ and η¯. Using the formula
for Gaussian integrals, we can also calculate the second
integral,
M(λ¯D) = det[F ] det[
1
2
(1−G(ba))]e− 12 trY∫
dη
∫
dξ¯ e
1
2 ξ¯Xξ¯+
1
2ηZη+ξ¯e
Y η+ ξ¯+η√
2
F−1 η−ξ¯√
2 . (21)
The (−1)|D| cancels out as the det[F ] also brings down
(−1)|D| factor. Furthermore, we introduce variables by
defining α¯ = ξ¯+η√
2
and α = −ξ¯+η√
2
,
M(λ¯D) = det[F ] det[
1
2
(1−G(ba))]e− 12 trY∫
dα
∫
dα¯ e
1
2 α¯e
Yα¯− 12αeYα+α¯[−X+eY]α+α¯F−1α. (22)
Since eY is symmetric, the two terms α¯eYα¯ and αeYα
have no contribution in the integrals. Finally, after per-
forming the integrals, we have
M(λ¯D) = e
− 12 trY det[
1
2
(1−G(ba))] det[1− FX+ FeY].
.(23)
Using the definition of F = (G(ba) + 1)(1−G(ba))−1, we
get
M(λ¯D) = det[e
Y]
1
2
det[
1−G(ba)
2
e−Y +
1+G(ba)
2
(1−Xe-Y)], (24)
where we have used the identity [e−trY]
1
2 = (det[e−Y])
1
2 .
By introducing the definition of X and Y we can also
write:
M(λ¯D) = det[T22]
− 12
det[
1−G(ba)
2
T22 +
1 +G(ba)
2
(1−T12)]. (25)
Although the above three equations are equivalent to the
formula derived in earlier works, see for example Ref.[24],
they have different forms. We will use the current forms
to calculate the comulants in the next sections. Note that
one can consider the above equations as the generating
function of any observable defined in the subsystem D
that can be written as the quadratic equation (1). Con-
sequently, all the subsequent formulas are valid for any
observable that can be written in a quadratic form in the
fermionic representation.
41. T matrix expansion
One can determine the exact form of the matrix T by
expanding it with respect to λD as follows:
T = 1+ λ¯D
(
A B
-B -A
)
+
λ¯2D
2!
(
A B
-B -A
)2
+
λ¯3D
3!
(
A B
-B -A
)3
+ .... (26)
By calculating the right-hand side of the above equation,
we can see that there are only two independent block
matrices which can be obtained by using the following
formulas:
T12 =
∞∑
n=1
λ¯nD
n!
τ (1)n , (27)
T22 = 1+
∞∑
n=1
λ¯nD
n!
τ (2)n . (28)
Then for the other two matrices we simply have
T11 = T22 (λ¯D → −λ¯D), (29)
T21 = T12 (λ¯D → −λ¯D). (30)
The τ
(1,2)
n can be calculated as follows:
τ
(1)
odd =
∑
{ni}
An1 Bn2 ...Ank−1 Bnksgn(k),
k/2∑
j=1
n2j−1 = even,
τ (1)even =
∑
{ni}
An1 Bn2 ...Ank−1 Bnksgn(k),
k/2∑
j=1
n2j−1 = odd, (31)
and
τ
(2)
odd = −
∑
{ni}
An1 Bn2 ...Ank−1 Bnksgn(k),
k/2∑
j=1
n2j−1 = odd,
τ (2)even =
∑
{ni}
An1 Bn2 ...Ank−1 Bnksgn(k),
k/2∑
j=1
n2j−1 = even, (32)
where
∑k
i=1 ni = n and there are 2
n−1 terms. Moreover,
the sign of the terms can be calculated by
sgn(k) = (−1)
∑k−2
s=0(2)
[
nk−s
2 +
1−(−1)
∑s−1
j=0
nk−j
4 ], (33)
where [x] is the floor (the largest integer less than or
equal to x) and for s < 1, we have
∑s−1
j=0 nk−j = 0, for
more details see Appendix A.
2. Subsystem energy moments from the generating function
Since the exact form of T22 and T12 are known, one
can calculate all the moments using the equation (25).
To start, we need to use the expansion of functions of
determinant provided in Ref.[44]. Then we have
det[T22]
δ = 1 +
∞∑
k=1
tk
λ¯kD
k!
, (34)
where
tk =
k∑
j=1
fjBkj(g); (35)
and fj = δ
j and Bkj(g) is the partial exponential Bell’s
polynomial (see Appendix B) defined as
1
j!
( ∞∑
k=1
gkǫ
k
k!
)j
=
∞∑
k=j
Bkj(g)
ǫk
k!
. (36)
Here, we list the first few terms,
t0 = 1, (37a)
t1 = f1g1, (37b)
t2 = f1g2 + f2g
2
1 , (37c)
t3 = f1g3 + f2(3g1g2) + f3g
3
1 , (37d)
t4 = f1g4 + f2(4g1g3 + 3g
2
2)
+ f3(6g
2
1g2) + f4g
4
1 , (37e)
and g = (g1, g2, ...) with
gk =
k∑
j=1
(−1)j−1(j − 1)!trBkj(τ (2)), (38)
where τ (2) = (τ
(2)
1 , τ
(2)
2 , ...). The trBkj(τ
(2)) can be eval-
uated by calculating Bkj(g) and then symmetrization of
all the terms G1G2..Gr → 1r!
∑
r Gpi1Gpi2 ...Gpir , where
the Gi’s are any sequence of the {gk} and the sum is
over all permutations. After having a symmetrized form
for Bkj(g), we can now replace {gk} with {τ (2)k } and de-
rive the formulas for trBkj(τ
(2)). Here, we list a few of
the coefficients,
g1 = trτ
(2)
1 , (39a)
g2 = tr[τ
(2)
2 − (τ (2)1 )2], (39b)
g3 = tr[τ
(2)
3 − 3τ (2)1 τ (2)2 + 2(τ (2)1 )3], (39c)
g4 = tr[τ
(2)
4 − 4τ (2)1 τ (2)3 − 3(τ (2)2 )2
+ 12(τ
(2)
1 )
2τ
(2)
2 − 6(τ (2)1 )4]. (39d)
5Note that in our case, δ = − 12 . We need to also calculate
the second determinant in the equation (25). Inside the
determinant can be written as:
1−G(ba)
2
T22 +
1+G(ba)
2
(1−T12) =
1−G(ba)
2
(1 +
∞∑
n=1
(λ¯)n
n!
τ (2)n ) +
1+G(ba)
2
(1−
∞∑
n=1
λ¯n
n!
τ (1)n )
= 1 +
∞∑
n=1
λ¯n
n!
[
1−G(ba)
2
τ (2)n −
1 +G(ba)
2
τ (1)n ].(40)
Then, we define the following matrices:
τ˜n =
1−G(ba)
2
τ (2)n −
1+G(ba)
2
τ (1)n . (41)
We can now calculate det[1+
∑∞
n=1
λ¯n
n! τ˜n] as before with
the condition δ = 1 which implies fj = 1. The expansion
has the following form:
det[1 +
∞∑
n=1
λ¯nl
n!
τ˜n] = 1+
∞∑
k=1
t˜k
λ¯kD
k!
, (42)
where
t˜k =
k∑
j=1
Bkj(g˜). (43)
The first few terms have the following forms:
t˜0 = 1, (44a)
t˜1 = g˜1, (44b)
t˜2 = g˜2 + g˜
2
1 , (44c)
t˜3 = g˜3 + 3g˜1g˜2 + g˜
3
1 , (44d)
t˜4 = g˜4 + 4g˜1g˜3 + 3g˜
2
2 + 6g˜
2
1 g˜2 + g˜
4
1 , (44e)
with
g˜1 = trτ˜ 1, (45a)
g˜2 = tr[τ˜ 2 − τ˜ 21], (45b)
g˜3 = tr[τ˜ 3 − 3τ˜ 1τ˜ 2 + 2(τ˜ 1)3], (45c)
g˜4 = tr[τ˜ 4 − 4τ˜ 1τ˜ 3 − 3(τ˜ 2)2 + 12(τ˜1)2τ˜ 2
− 6(τ˜ 1)4]. (45d)
Using the two formulas (A2) and (42) the expansion for
M(λ¯D) becomes
M(λ¯D) = (
∞∑
k=0
tk
λ¯kD
k!
)(
∞∑
k′=0
t˜k′
λ¯k
′
D
k′!
)
=
∞∑
m=0
m∑
j=0
tj t˜m−j
λ¯jD
j!
λ¯m−jD
(m− j)!
=
∞∑
m=0
m∑
j=0
λ¯mD
j!(m− j)! tj t˜m−j, (46)
which simplifies to
M(λ¯D) =
∞∑
m=0
λ¯mD
m!
m∑
j=0
(
m
j
)
tj t˜m−j . (47)
An expansion of the full counting statistics with respect
to λ can be written as below:
M(λ¯D) = 1 + E1λ¯D + E2
λ¯2D
2!
+ ..., (48)
where we have Em = 〈HmD 〉. Using this definition, one
can calculate all the moments as,
Em = 〈HmD 〉 =
m∑
j=0
(
m
j
)
tj t˜m−j . (49)
One can directly check that the above equation form = 1
and 2 produces the equations (6) and (7), respectively.
For the future discussion, it is also important to introduce
the fluctuation of the m moment defined as:
E˜m = 〈(HD − E1)m〉. (50)
Consequently, by using the equation (49) and working
out some algebra, one can show that
E˜1 = 0, (51a)
E˜2 = g˜2 − g2
2
, (51b)
E˜3 = g˜3 − g3
2
, (51c)
E˜4 − 3E˜22 = g˜4 −
g4
2
, (51d)
E˜5 − 10E˜2E˜3 = g˜5 − g5
2
. (51e)
Finally, the most general case can be written as:
E˜m +
m∑
j=2
(−1)j−1(j − 1)!Bmj(E˜1, E˜2, ..., E˜m−j+1)
= g˜m − gm
2
, m > 1 (52)
where the Bmj is the Bell’s polynomial as we mentioned
before. The above formulas show that the quantities gi
and g˜i with i > 2 represent the fluctuations of the sub-
system energy.
B. Subsystem energy generating function for an
arbitrary state
In this section, we study the subsystem energy gener-
ating function for an arbitrary state. In other words, we
would like to calculate
M(λ¯D) = 〈ψ|eλ¯DHD |ψ〉, (53)
6for arbitrary state |ψ〉. To calculate the above quantity,
we assume that we know the form of |ψ〉 in the fermion
occupation basis, in other words, we have
|ψ〉 =
∑
{C}
aC |C〉, (54)
where |C〉 is an arbitrary configuration for fermions in the
subsystem. Using the above state in the equation(53), we
have
M(λ¯D) =
∑
{C′}
∑
{C}
a∗C′aC〈C′|eλ¯DHD |C〉. (55)
The quantity 〈C′|eλ¯DHD |C〉 can be calculated using the
equation (18) as follows (see Ref.[46]): Consider an ar-
bitrary configuration C. Then, the corresponding Grass-
mann variable for the unoccupied state is zero while for
occupied state, one needs to integrate over Grassmann
variable. This transformation will effectively create new
matrices XC′ , ZC and (e
Y )C′C that are dependent on
the configurations. Then we can write
M(λ¯D) =
∑
{C′}
∑
{C}
a∗C′aC
∫ ∏
C′
dξ¯
∫ ∏
C
dη¯
e
1
2 ξ¯XC′ ξ¯+
1
2ηZCη− 12 trY +ξ¯(eY )C′Cη. (56)
Finally, after performing the Grassmann integration, we
have
M(λ¯D) = e
− 12 trY
∑
{C′}
∑
{C}
a∗C′aCpf
[
XC′ (e
Y )C′C
−(eY )TCC′ ZC
]
,
(57)
where pf is the Pfaffian of the matrix. The above equa-
tion can be very useful for those states that have a simple
form in the configuration basis. It can be also useful in
the study of time dependent systems. For example, for
the state without any fermion, we simply have
M(λ¯D) = e
− 12 trY , (58)
and for the case with full of fermions, we have
M(λ¯D) = e
− 12 trY pf
[
X eY
−(eY )T Z
]
. (59)
III. SUBSYSTEM ENERGY STATISTICS IN
THE XY SPIN CHAIN
In this section, we use the equations that we derived in
the previous section to study the full counting statistics
of the subsystem energy for theXY spin chain. We study
different phases of the chain with analytical and numer-
ical techniques. In particular, we study the transverse
field Ising chain and XX chain in more details.
A. Definitions and general results
The Hamiltonian of the XY -chain is as follows
HXY = − J
2
L∑
j=1
[
(
1 + a
2
)σxj σ
x
j+1 + (
1− a
2
)σyj σ
y
j+1
]
− h
2
L∑
j=1
σzj , (60)
where σx,y,zj are the Pauli matrices. Here, a indicates
the anisotropy interaction between spins and h denotes
the transverse magnetic field. Using the Jordan-Wigner
transformation c†j =
∏
l<j σ
z
l σ
+
j , one can map the Hilbert
space of a quantum chain of a spin 1/2 into the Fock space
of spinless fermions. Then, the Hamiltonian becomes
H =
J
2
L−1∑
j=1
(c†jcj+1 + ac
†
jc
†
j+1 + h.c.)−
L∑
j=1
h(c†jcj −
1
2
)
+
JN
2
(c†Lc1 + ac
†
Lc
†
1 + h.c.), (61)
where c†L+1 = 0 and c
†
L+1 = N c†1 for open and periodic
boundary conditions respectively with N = ∏Lj=1 σzj =±1. The phase diagram of the XY chain is shown in
Fig 1.
FIG. 1: Different critical regions in the quantum XY chain.
The critical XX chain has central charge c = 1 and critical
XY chain has c = 1
2
.
We are interested in studying the Hamiltonian trun-
cated to a subsystem of an infinite quantum chain de-
scribed by
Hl =
J
2
l−1∑
j=1
(c†jcj+1 + ac
†
jc
†
j+1 + h.c.)−
l∑
j=1
h(c†jcj −
1
2
),
(62)
where l denotes the size of the subsystem. Note that
here, we have an open system with natural boundary
7conditions coming from truncating the Hamiltonian. It
is easy to see that the Hamiltonian (62) can be written
in the following form,
Hl = c
†.A.c+
1
2
c†.B.c† +
1
2
c.BT .c− 1
2
trA, (63)
where the matrices A and B are:
A =


−h J2 0 . . . 0
J
2 −h J2 0 0
0 J2 −h J2 0
. . .
. . .
. . .
. . .
. . .
0 0 . . . J2 −h

 ,
B =


0 Ja2 0 . . . 0−Ja2 0 Ja2 0
0 −Ja2 0 Ja2 0
. . .
. . .
. . .
. . .
. . .
0 0 . . . −Ja2 0

 . (64)
Using the results of the previous section and consider-
ing J = 1, first one can calculate 〈Hl〉 as follows:
〈Hl〉 = = 1
4
tr[DTG(ba)] =
1
4
[−2hδnm + (1 + a)δn,m−1
+(1− a)δn,m+1]G(ba)nm
=
1
4
[−2hG(ba)0 + (1 + a)G(ba)−
+ (1− a)G(ba)+ ]l − (1 + a)G(ba)−
−(1− a)G(ba)+ . (65)
Notice that in this caseG(aa) = −G(bb) = 1. Not surpris-
ingly the 〈Hl〉 is proportional to the size of the subsystem.
We can also calculate the second moment as follows:
〈H2l 〉 = 〈Hl〉2 +
1
16
(tr[DDT ]
−tr[DTG(ba)DTG(ba)]), (66)
where we have tr[DDT ] = (2J(1−a2)+4h2)l−2J(1−a2).
It is easy to see that here, 〈H2l 〉 is proportional to l2. By
similar calculation, one can easily show that
〈Hnl 〉 ∼ ln. (67)
All of the G(ba) matrices are known for the XY chain.
For example, take a periodic system and then consider
the thermodynamic limit; then we have
G(ba)nm = −
1
2π
∫ 2pi
0
dxei(n−m)x
cos[x] + ia sin[x]− h√
(cos[x]− h)2 + a2 sin2[x]
.(68)
At the critical Ising point (a = h = 1), the above equa-
tion takes the following simple form
G(ba)nm = −
1
π
1
n−m+ 1/2 . (69)
Then, one can easily study the M(λ¯l) for different values
of a and h using the equation (25).
B. Conformal field theory expectations
At the critical points, it is expected that the system
can be described by conformal field theory. In particular,
on the XY critical line the system can be described by
Ising field theory with central charge c = 12 and on the
XX critical line with the central charge c = 1. Since at
the critical points we have
HCFTl =
∫ l
0
dxT00, (70)
where T is the energy-momentum tensor with the scaling
dimension 2. Notice that since in CFT the one point
function of the energy-momentum tensor is by definition
zero, we need to work with E˜ defined in equation (62)
rather than E. Then, by simple dimensional analysis we
expect
E˜n = 〈(HCFTl )n〉 ∼ c0 +
c−n
ln
, (71)
where c0 is a n dependent constant which is also depen-
dent on the cut-off as 1an and c−n is another constant.
The above equation is expected to be valid at the critical
points and we will show its validity for the critical Ising
point through numerical calculation and analytically for
the XX chain.
At noncritical points, it is natural to expect
E˜n ∼ an + bne−αnl, (72)
where an, bn, and αn are all cut-off dependent constants.
We will show the validity of the above result by numerical
calculations in the next subsections.
C. Transverse field Ising chain
In this section, we study the statistics of the subsys-
tem energy in the transverse field Ising chain. In Figs.
2 and 3, M(λ¯) has shown for different values of l and
the transverse magnetic field h. A few comments are in
order: First of all, there is no particular difference in the
shape of the M(λ¯) at and outside of the critical point.
Secondly, one can see that for the finite values of l, M(λ¯)
for large positive and negative values of λ¯ diverges ex-
ponentially. However, the interesting point is that since
the coefficient of the exponential for positive values of λ¯
is very small, one can see the effect of the exponential
for just relatively large values of λ¯. It seems that the
coefficient of the positive exponential decreases like an
exponential with respect to the size of the subsystem l
which makes M(λ¯) ≃ e−λ¯ to be a very good approxima-
tion for a large interval of λ¯. Of course, for a very large
l which is comparable with the system size, one does not
actually expect any fluctuation in the energy of the sys-
tem which is in its ground state. That is why in the limit
of large l, we have exactly
M(λ¯) = e−λ. (73)
8From Fig. 3, one can observe that even for relatively
small subsystem sizes the graphs can be described per-
fectly by the above equation. In Fig. 4, we checked
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FIG. 2: Generating function of the subsystem energy for
transverse field Ising chain with a = h = 1 with respect to λ
for different l’s.
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FIG. 3: Generating function of the subsystem energy for XY
chain with respect to λ for l = 8.
the validity of the equation (71) for E˜n with n = 2, and
3 at the critical point of the transverse field Ising chain,
i.e, h = 1. The depicted numerical results confirm the
CFT predictions nicely. Note that since equation (68) is
the thermodynamic limit of a periodic system while, the
thermodynamic limit of the subsystem is an open sys-
tem, one naturally does not expect E˜n to go to zero for
l → ∞. In fact, It approaches a n-dependent constant
which shows that the omitted boundary point that con-
nects the two extremes of the subsystem plays a finite
role. Since we are just interested in the decay with re-
spect to the subsystem size, this constant does not play
any important role in our current investigation. Outside
of the critical regime, as it is depicted in Fig. 5, the
E˜n decays exponentially with respect to the size of the
subsystem l, which is consistent with our prediction in
equation (72).
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FIG. 4: E˜2 and E˜3 with respect to the subsystem size l at
the critical point of the transverse field Ising chain.
0 2 4 6 8 10 12 14
l
0.08
0.12
E 2
h=0.75
4 6 8 10
l
-15
-10
-5
ln
[E
m
]
-0.06
-0.03
E 3
h=0.75
~
~
~
FIG. 5: E˜2 and E˜3 with respect to the subsystem size l for
the noncritical transverse field Ising chain with h = 0.75.
D. XX spin chain
The critical XX line is particularly interesting because
it follows a simple tight binding form. In the free fermion
representation, one can calculate many quantities ex-
actly. For this reason, we make a through discussion
of the full counting statistics in this case. We give an
independent derivation of the generating function in this
9case which is in full agreement with the results of the
previous sections.
1. The generating function
The Hamiltonian of the XX chain or chain of free
fermions is:
H = −
∑
i
(c†i ci+1 + c
†
i+1ci − 2 cosncc†i ci), (74)
where nc plays the role of filling factor. We would like to
calculate:
M(λ¯) = 〈eλ¯Hl〉 = trρleλ¯Hl , (75)
where Hl = −
∑l−1
i=1(c
†
i ci+1 + c
†
i+1ci − 2 cosncc†i ci) =∑
ij Aijc
†
icj with −Aij = δi,j+1+ δi+1,j − 2 cosncδi,j and
ρl is the reduced density matrix given by Ref.[41],
ρl = det(1− C)e(lnF )ijc
†
i
cj , (76)
where F = C(1 − C)−1. For an infinite system, Cij =
〈c†i cj〉 = sin[nc(i−j)]pi(i−j) and Cii = ncpi , where we will mostly
work with nc =
pi
2 . Then, we need to calculate the fol-
lowing trace
M(λ¯) = det(1 − C)tr
[
e(lnF )ijc
†
i
cjeλ¯Aijc
†
i
cj
]
. (77)
The trace can be easily calculated
M(λ¯) = det(1 − C) det[1 + elnF eλ¯A]
= det(1 − C + Ceλ¯A). (78)
The above equation is consistent with the equation (25),
which provides another check for our main formula.
The above determinant does not have a simple Toeplitz
form which makes further analytic calculations nontriv-
ial. However, it can be simplified further by diagonalizing
the matrix A as A = V DV T where:
Vij =
√
2
l + 1
sin[
πij
l + 1
], (79)
−Dk = 2 cos[ πk
l+ 1
]− 2 cosnc, (80)
where i, j, k = 1, ..., l. Then, by defining C˜ = V TCV we
can write
M(λ¯) = det(1− C˜ + C˜eλ¯D). (81)
Note that we have V TV = I. For a reason that will be
clear soon, it is better to write the above equation as
M(λ¯) = det C˜ det(F˜−1 + eλ¯D), (82)
where F˜−1 = (1− C˜)/C˜. There is an interesting formula
for the determinant of the sum of an arbitrary matrix
X of size n and a diagonal matrix Y with elements yi,
i = 1, ..., n as follows [45]:
det(X + Y ) = detX + y1y2...yn +
n−1∑
i=1
αiβi; (83)
where the vectors αi and βi with the sizes ni =
(
n
i
)
are
defined as
αi = (yn−i+1..yn, ..., y1..yi), (84)
βi = ([Ci(X)]11, ..., [Ci(X)]nini), (85)
where Ci(X) is the compound matrix of rank i of the
matrix X . It is a matrix with the size ni formed from
the determinants of all i × i submatrices of X , i.e., all
i × i minors, arranged with the submatrix index sets in
lexicographic order. Note that the generic element of
the vector αi can be written as (αi)k = (EiCi(Y )Ei)kk,
where Ci(Y ) is the compound matrix of rank i of the
matrix Y , and Ei is the rotated identity matrix of size
ni with elements (Ei)kk′ = δk,ni−k′+1. Using the above
result we have
M(λ¯) = det C˜
(
det F˜−1 + 1 +
l−1∑
i=1
αiβi
)
= det(1− C) + detC + detC
l−1∑
i=1
αiβi, (86)
where the vectors αi and βi with the sizes li =
(
l
i
)
are
defined by (84) and (85) with ys = e
−2λ¯ cos[ pis
l+1 ]+2λ¯ cosnc
where s = 1, 2, ..., l and X = F˜−1. Note that it is easy
to see that the possible energies are either −2 cos[ pisl+1 ] +
10
2 cosnc or different possible summations among them.
Although the above equation is useful for numerical rea-
sons, it can not be easily used to calculate the asymptotic
values of the moments. However, the formula is useful if
one is interested in calculating the probability of find-
ing the system in a single eigenstate of the Hamiltonian
truncated to a subsystem. Here, we report the generating
function for half filling for small subsystem sizes:
M(λ¯) =
(
1
2
− 2
π2
)
+
(
1
4
+
1
π
+
1
π2
)
e−λ¯ +
(
1
4
− 1
π
+
1
π2
)
e+λ¯ l = 2 (87)
M(λ¯) =
(
1
2
− 4
π2
)
+
(
1
4
+
2
π2
+
√
2
π
)
e−
√
2 λ¯ +
(
1
4
+
2
π2
−
√
2
π
)
e
√
2 λ¯ l = 3 (88)
M(λ¯) =
(
1
4
+
64
9π4
− 46
15π2
)
+
(
1
16
+
16
9π4
− 8
9π3
− 5
9π2
+
1
6π
)
e−λ¯ +
(
1
16
+
16
9π4
+
8
9π3
− 5
9π2
− 1
6π
)
e+λ¯
+
(
1
16
+
16
9π4
+
64
9
√
5π3
+
94
45π2
+
4
3
√
5π
)
e−
√
5 λ¯ +
(
1
16
+
16
9π4
− 64
9
√
5π3
+
94
45π2
− 4
3
√
5π
)
e
√
5 λ¯
+
(
1
8
− 32
9π4
+
8
9π3
− 64
9
√
5π3
+
16
9
√
5π2
+
1
6π
+
4
3
√
5π
)
e−
√
5 λ¯
2 − λ¯2
+
(
1
8
− 32
9π4
− 8
9π3
+
64
9
√
5π3
+
16
9
√
5π2
− 1
6π
− 4
3
√
5π
)
e
√
5 λ¯
2 +
λ¯
2
+
(
1
8
− 32
9π4
− 8
9π3
− 64
9
√
5π3
− 16
9
√
5π2
− 1
6π
+
4
3
√
5π
)
e−
√
5 λ¯
2 +
λ¯
2
+
(
1
8
− 32
9π4
+
8
9π3
+
64
9
√
5π3
− 16
9
√
5π2
+
1
6π
− 4
3
√
5π
)
e
√
5 λ¯
2 − λ¯2 l = 4 (89)
The numbers in the exponentials are the possible subsys-
tem energy values and the coefficients of the exponentials
are the probability of occurrence of the corresponding
subsystem energy. The coefficients are highly nontriv-
ial numbers. In Fig. 6, we depicted the distribution of
the logarithm of the subsystem energy for the XX chain.
As it is clear, although the probability decreases expo-
nentially it is not a smooth function. The exponential
decrease of the probability just means that the subsys-
tem with high probability is either in its ground state or
in its first few excited states. It is natural to expect that
this should be true independent of the considered model.
2. Calculation of moments
In this subsection, we calculate the subsystem energy
moments in the XX chain. To do that one can expand
the equation (78) directly and derive some results for the
moments as we did in the Sec. II. First of all, we write
M(λ¯) = det(1 +
∞∑
i=1
λ¯m
m!
CAm) (90)
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FIG. 6: Logarithm of the probability of finding the subsystem
in different energies for the XX chain with l = 13.
An expansion of the above formula with respect to λ¯ can
be derived as follows:
M(λ¯) = 1 + E1λ¯+ E2
λ¯2
2!
+ ..., (91)
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where we have Ek = 〈Hkl 〉. First, we define
a0 = 1 (92a)
ak = CA
k k = 1, 2, 3, .... (92b)
Then, using the equations of Sec. II, the first few Ek’s
can be written as:
E1 = g1, (93a)
E2 = g2 + g
2
1, (93b)
E3 = g3 + 3g1g2 + g
3
1, (93c)
E4 = g4 + 4g1g3 + 3g
2
2 + 6g
2
1g2 + g
4
1, (93d)
E5 = g5 + 5g1g4 + 10g2g3 + 10g
2
1g3
+15g1g
2
2 + 10g
3
1g2 + g
5
1, (93e)
where
g1 = tra1, (94a)
g2 = tr[a2 − a21], (94b)
g3 = tr[a3 − 3a1a2 + 2a31], (94c)
g4 = tr[a4 − 4a1a3 − 3a22 + 12a21a2 − 6a41], (94d)
g5 = tr[a5 − 5a1a4 − 10a2a3 + 30a1a22
+20a21a3 − 60a31a2 + 24a51]. (94e)
The formula for generic Ek can be written with respect
to complete exponential Bell’s polynomials as:
Ek = Bk(g1, g2, ..., gk). (95)
As before, one can write similar equations for E˜k as fol-
lows:
E˜1 = 0, (96a)
E˜2 = g2, (96b)
E˜3 = g3, (96c)
E˜4 = g4 + 3g
2
2, (96d)
E˜5 = g5 + 10g2g3. (96e)
With the following generalization
E˜m +
m∑
j=2
(−1)j−1(j − 1)!Bmj(E˜1, E˜2, ..., E˜m−j+1) = gm,
m > 1. (97)
Consequently, the above formulas show that the quanti-
ties gi with i > 2 represent the fluctuations of the sub-
system energy.
3. Integral representation of the moments
In this subsection, we introduce an integral representa-
tion for the moments that we have calculated in the pre-
vious subsection. The new representation helps to find
asymptotic value of E2. Note that similar calculations
can be done for the generic XY chain, see Appendix C.
However, for the generic case the integral representation
is more complicated. A simple calculation shows that
E1 =
2
π
(l − 1). (98)
To calculate E2, we need to evaluate g2. However, to
calculate g2 we need tra2 and tra
2
1. The former one has
the following simple form:
tra2 = l − 1. (99)
The later one has more complicated form:
tra21 = 2
l−1∑
j,k=1
Cj,k+1Ck,j+1 + 2
l∑
j=2
l−1∑
k=1
Cj,k+1Ck,j−1,(100)
where the correlation matrix C can be written as
Cj,k =
∫ pi
−pi
dq
2π
n(q)eiq(j−k), (101)
where n(q) = 1 for q < nc and it is zero otherwise. Here,
we focus on the half filling nc =
pi
2 . Using the above
equation and then performing change of variables, finally,
one can write the equation (100) in the following form:
tra21 =
2
π2
∫ pi
0
dQ
(π −Q+ sinQ) sin2[ 12 (l − 1)Q]
1− cosQ .(102)
Now, we have an integral formula for g2 as follows:
g2 = l − 1− l − 1
π2
∫ pi
0
dQ(π −Q+ sinQ)Fl−1[Q],
(103)
where Fn[x] =
1
n
sin2[nx2 ]
sin2[x2 ]
is the Feje`r kernel. The Feje`r
kernel has the following representation as a sum:
Fn[x] =
n∑
k=−n
(1 − |k|
n
)eikx. (104)
Putting the above equation in the formula (103) and do-
ing the integral and then performing the sum, we get
g2 =
1
2π2
(2(−1)l − 2
l − 1 + 4(l − 1)ψ
(1)(l − 1)− (−1)l(l − 1)ψ(1)
(
l
2
)
+ (−1)l(l − 1)ψ(1)
(
l + 1
2
))
, (105)
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where ψ(1) is the polygamma function. After expansion
around large l, we have
lim
l→∞
g2 =
2
π2
+
1
π2
(
1
3
+ (−1)l) 1
l2
+ .... (106)
The above result is consistent with what we expect from
conformal field theory calculations. Similar but much
more complicated calculations can be also carried out for
g3, see Appendix D.
IV. CONCLUSIONS
In this paper, we calculated the full counting statistics
of the subsystem energy for an arbitrary free fermion
system in its ground state. The provided formula can be
also used as the full counting statistics of an arbitrary
quadratic observable. We have calculated exact formulas
for the moments as explicit functions of the Hamiltonian
parameters. We have also provided a formula for the
system in generic state. We then applied our formulas
to the XY chain. In particular, we studied the different
behavior of commulants on different parts of the phase
diagram. At critical points, we have a power-law decay of
the moments but the decay is exponential at noncritical
points. In the case of the XX chain, we provided more
refined formulas and showed the validity of the CFT by
exact calculations.
There are many directions that one can expand the
current work. For example, it will be very interesting
to study the FCS of the energy after quantum quench
in one dimension. For some related discussions in this
direction see Refs.[32, 47, 48]. It is also important to
study the distribution of the subsystem energy in a more
direct way (rather than calculating the generating func-
tions) with numerical and analytical techniques in quan-
tum spin chains and also bosonic systems. This kind of
calculations can also be useful in the field theory context
when one is interested in the localization of the energy
in a domain.
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Appendix A: First few terms of T matrix expansion
To have a better understanding of the equation 33, we
show how to obtain the first few terms.
T = 1+ λ¯D
(
A B
-B -A
)
+
λ¯2D
2!
(
A2 −B2 AB−BA
AB−BA A2 −B2
)
+
+
λ¯3D
3!
(
A3 −B2A−AB2 +BAB A2B−B3 −ABA+BA2
−A2B+B3 +ABA−BA2 −A3 +B2A+AB2 −BAB
)
+ ... (A1)
The first two terms are easy to study. From equation
(A1) for n = 0 we get 1. Then for n = 1 we have two
possible terms: A1B0 and A0B1 as the sum over the
power of matrices should satisfy
∑
ni
= n. Moreover,
the strings always start with A and ends with B. Since
n = 1 is odd, we have to choose τ
(1)
1 with the condition∑k
j=1 n2j−1 = even, which implies n1 (the power of ma-
trix A) to be equal to 0 and consequently, for τ
(2)
1 we
have to choose n1 = 1. So we have τ
(1)
1 = A
0B1 and
τ
(2)
1 = −A1B0. Now, we have to determine the sign
which is trivial for this case. For τ
(1)
1 we have n1 = 0
and n2 = 1 with k = 2(total length of AB string) and
s = 0 so that sgn = (−1)[0+0] = 1 and for τ (2)1 , we have
n1 = 1 and n2 = 0 which implies sgn = 1 which is what
we expect. Then the other two elements can be obtained
from equations (29) and (30). Similarly, we explain how
to extract the terms in elements of T12 for n = 3. For
this case, we have 2n−1 = 4 different terms. Considering
13
all different nk in equation 31, we get,
A2B1 : [k = 2, n1 = 2, n2 = 1, s = 0],
sgn(k) = (−1)[n22 + 1−(−1)
0
4 ] = 1
A0B3 : [k = 2, n1 = 0, n2 = 3, s = 0],
sgn(k) = (−1)[n22 + 1−(−1)
0
4 ] = −1
A1B1A1B0 : [k = 4, n1 = 1, n2 = 1, n3 = 1,
n4 = 0, s = (0, 2)],
sgn(k) = (−1)([n42 + 1−(−1)
0
4 ]
+[
n2
2 +
1−(−1)(n4+n3)
4 ]) = −1
A0B1A2B0 : [k = 4, n0 = 1, n2 = 1, n3 = 2,
n4 = 0, s = (0, 2)]
sgn(k) = (−1)([n42 + 1−(−1)
0
4 ]
+[
n2
2 +
1−(−1)(n4+n3)
4 ]) = 1
(A2)
Appendix B: Bell‘s polynomials
Here, we summarize some of the properties of the Bell
polynomial. The partial exponential Bell polynomial is
given by the equation
Bn,k(x1, x2, ..., xn−k+1) =∑ n!
j1!j2!...jn−k+1!
(
x1
1!
)j1 (
x2
2!
)j2 ...(
xn−k+1
(n− k + 1)! )
jn−k+1 ,
(B1)
where the sum is over all non-negative j1, j2, ..., jn−k+1
in a way that we have j1 + j2 + ... + jn−k+1 = k and
j1+2j2+ ...+(n−k+1)jn−k+1 = n. Then the complete
exponential Bell polynomial can be defined as:
Bn(x1, x2, ..., xn−k+1) =
n∑
k=1
Bn,k(x1, x2, ..., xn−k+1).
(B2)
Now if we define
yn =
n∑
k=1
Bn,k(x1, x2, ..., xn−k+1), (B3)
then we have
xn =
n∑
k=1
(−1)k−1(k − 1)!Bn,k(y1, y2, ..., yn−k+1). (B4)
The above formula can be considered inverse relation for
Bell polynomials.
Appendix C: Integral representation of E˜2 for XY
chain
Here, we write an explicit integral formula of E˜2 for
XY chain. Based on the equation (66) we have
E˜2 =
1
16
(tr[DDT ]− tr[DTG(ba)DTG(ba)]). (C1)
To write the integral representation we need to manipu-
late the second term as follows:
tr[DTG(ba)DTG(ba)] = 4h2
l∑
i,k=1
G
(ba)
i,k G
(ba)
k,i − 4h(1 + a)J
l−1∑
i=1
l∑
k=1
G
(ba)
i,k G
(ba)
k,i+1
− 4h(1− a)J
l∑
i=1
l−1∑
k=1
G
(ba)
i,k G
(ba)
k+1,i + (1 + a)
2J2
l−1∑
i,k=1
G
(ba)
i,k+1G
(ba)
k,i+1
+ (1− a)2J2
l−1∑
i,k=1
G
(ba)
i+1,kG
(ba)
k+1,i + 2(1− a2)J2
l∑
i=2
l−1∑
k=1
G
(ba)
i−1,kG
(ba)
k+1,i. (C2)
Note that since the G(ba) matrix is a Toeplitz matrix,
one can understand the above formula as the sum of the
elements of the pentadiagonal sub-matrix of the matrix
(G(ba))2. Using the above equation and after putting
J = 1, one can simply write the following formula
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tr[DTG(ba)DTG(ba)] =
∫ 2pi
0
dx
∫ 2pi
0
dyf(x, y)
(ia sin(x) − h+ cos(x))(ia sin(y)− h+ cos(y))√
a2 sin2(x) + (cos(x)− h)2
√
a2 sin2(y) + (cos(y)− h)2
, (C3)
where
f(x, y) =
2
(
1− a2) e−il(x+y) (ei(lx+y) − ei(ly+x))2
(eix − eiy)2 −
4(1− a)he−i(l−1)(x+y) (eilx − eily) (ei(lx+y) − ei(ly+x))
(eix − eiy)2
−4(a+ 1)he
−il(x+y) (eilx − eily) (ei(lx+y) − ei(ly+x))
(eix − eiy)2 +
(1− a)2e−i(l−1)(x+y) (ei(lx+y) − ei(ly+x))2
(eix − eiy)2
+
(a+ 1)2e−i(l+1)(x+y)
(
ei(lx+y) − ei(ly+x))2
(eix − eiy)2 +
4h2e−i(l−1)(x+y)
(
eilx − eily)2
(eix − eiy)2 . (C4)
The above equations for a = h = 0 produces the formulas
for the XX chain introduced in the paper. Although for
generic XY point the above equation is very complicated,
there might be especial points that one can handle the
above equations analytically. For example, for large l,
the above equation seems to simplify further but we
were not able to find the exact expansion for large l in
different regimes.
Appendix D: Integral representation of E˜3 for XX
chain
In this Appendix, we provide an integral representation
for g3 defined as:
g3 = tr[a3 − 3a1a2 + 2a31]. (D1)
The first two terms are easy to calculate. After simple
algebra we have
tr[a3] =
2
3π
l(l+ 1), (D2)
tr[a1a2] =
8
3π
(2l− 3). (D3)
The last term 2tr[a31] is more complicated. It can be
written as
tra31 = 2
l−1∑
m,n,k=1
Cn,k+1Ck,m+1Cm,n+1
+ 3
l∑
n=2
l−1∑
m,k=1
Cn,k+1Ck,m+1Cm,n−1
+3
l−1∑
k=1
l∑
n,m=2
Cn,k+1Ck,m−1Cm,n−1. (D4)
Using the same trick as before and after doing some sim-
plifications, we get
tra31 =
1
(2π)3
∫ pi
2
−pi2
∫ pi
2
−pi2
∫ pi
2
−pi2
dq1dq2dq3
(ei(q2−q1) − eil(q2−q1))(eil(q1−q3) − ei(q1−q3))(ei(q3−q2) − eil(q3−q2))×
e−iq1 + e−iq2 + e−iq3 + eiq1 + eiq2 + eiq3 + ei(q1+q2+q3) + e−i(q1+q2+q3)
(1− ei(q2−q1))(ei(q1−q3) − 1)(1− ei(q3−q2)) . (D5)
Then, we can substitiute all of them in equation D1 to get
g3 =
2
3π
l(l + 1)− 8
π
(2l − 3) + 4
(2π)3
∫ pi
0
∫ pi
0
∫ pi
0
dq1dq2dq3
(ei(q2−q1) − eil(q2−q1))(eil(q1−q3) − ei(q1−q3))(ei(q3−q2) − eil(q3−q2))×
sin q1 + sin q2 + sin q3 − sin[q1 + q2 + q3]
(1− ei(q2−q1))(ei(q1−q3) − 1)(1− ei(q3−q2)) , (D6)
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which can be written as
g3 =
2
3π
l(l + 1)− 8
π
(2l − 3)
+
4
(2π)3
∫ pi
0
∫ pi
0
∫ pi
0
dq1dq2dq3
sin[(l − 1)(q1 − q2)] + sin[(l − 1)(q3 − q1)] + sin[(l − 1)(q2 − q3)]
sin[q1 − q2] + sin[q3 − q1] + sin[q2 − q3] ×
(sin q1 + sin q2 + sin q3 − sin[q1 + q2 + q3]). (D7)
After some manipulations, one can also get the following form:
g3 =
2
3π
l(l+ 1)− 8
π
(2l − 3)
+
16
(2π)3
∫ pi
0
∫ pi
0
∫ pi
0
dq1dq2dq3
sin[ (l−1)2 (q1 − q2)] sin[ (l−1)2 (q3 − q1)] sin[ (l−1)2 (q2 − q3)]
sin[ q1−q22 ] sin[
q3−q1
2 ] sin[
q2−q3
2 ]
×
(sin[
q1 + q2
2
] sin[
q3 + q1
2
] sin[
q2 + q3
2
]). (D8)
Although the above equations have nice symmetric
forms, it is not easy to find its asymptotic value . Based
on numerical calculations it is easy to see that
g3 = c0 +
c−3
l3
+ ..., (D9)
with c−3 a bounded but oscillating function.
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