We present a novel approach for interactively and intuitively editing 3D facial animation in this paper. It determines a new expression by combining the user-specified constraints with the priors contained in a pre-recorded facial expression set, which effectively overcomes the generation of an unnatural expression caused by only user-constraints. The approach is based on the framework of example-based linear interpolation. It adaptively segments the face model into soft regions based on user-interaction. In dependently modeling each region, we propose a new function to estimate the blending weight of each example that matches the user-constraints as well as the spatio-temporal properties of the face set. In blending the regions into a single expression, we present a new criterion that fully exploits the spatial proximity and the spatio-temporal motion consistency over the face set to measure the coherency between vertices and use the coherency to reasonably propagate the influence of each region to the entire face model. Experiments show that our approach, even with inappropriate user's edits, can create a natural expression that optimally satisfies the user-desired goal.
Introduction
Providing users interactive and efficient editing tools for producing expressive and realistic facial animations is a chal-B Jing Chi peace_world_cj@hotmail.com 1 
Department of Computer Science and Technology, Shandong
University of Finance and Economics, ji'nan, China lenging problem in computer animation. The tool should be intuitive and easy to use. It allows users to select simple control elements, e.g., points, curves on a 3D face model and simply edit them to create new expressions. Besides, the tool should produce nature and convincing facial animations. However, developing such a tool is difficult because the editing information controlled by user is so low-dimensional compared to the model with thousands of degrees of freedom. Thus, the user's edits cannot be used to fully determine an expression since it may result in an unnatural expression. Moreover, in some cases, the user's control is not appropriate due to lack of experience or some other reasons, which also leads to unnatural expressions.
Motivated by the above questions, in this paper we present a novel approach to facial animation editing. Our approach allows the user to interactively pick pixels on 2D screen and intuitively displace them to change expressions of a 3D face model. Our basic idea is to represent the new expression as a linear combination of the pre-recorded examples. The main contributions include: (1) instead of only depending on the user-edited constraints, we integrate the pre-recorded facial expression data as a priori into our approach to jointly determine the new expression. It effectively overcomes the unnatural expressions generated only by the user-defined constraints. (2) We introduce a new function to estimate the blending weights of face examples to represent the deformation of control point. The function considers not only the optimal match to the user's constraints, but also the likelihood between face examples and the user-desired expression. Minimizing the function can get reasonable blending weights and establish accurate deformation model. (3) We propose a new criterion that exploits the spatio-temporal motion consistency over the whole face set to measure the coherency of the model vertices with respect to the control points. For a control point, the larger the coherency between it and the vertex, the greater influence are imposed on the vertex. This criterion establishes an influence map for each control point, and reasonably propagates the influence of each control point to the entire face model.
Related work
Early example-based facial expression editing work [1] [2] [3] often created a new expression by linearly interpolating the pre-recorded face examples in the original space. They estimated the weight of each example from the user-defined constraints and then blend the examples. These methods are quick and easy to implement, but show limitations when producing realistic expressions. Only using one or just a few constraints specified by user is difficult to create a reasonable and natural expression since the problem is underconstraint.
Several example-based work used principle component analysis (PCA) to solve the underconstrained problem. Blanz and Vetter [4] and Chai et al. [5] used PCA to compute the blending weights that maximize their likelihood with respect to the pre-recorded face data. Lau et al. [6] combined the user's inputs with a priori learned from the captured face data in the reduced PCA subspace to edit expression. Lewis and Anjyo [7] and Seo et al. [8] used PCA to automatically create a 3D space where each face example corresponds to a position, and directly manipulated these positions to edit expressions. Cetinaslan et al. [9] directly manipulated the face model by simply sketching on it. PCA effectively reduces the data dimensionality, but it lacks physical meaning and semantic interpretation for expression. Using PCA generally needs to segment the face model into separate regions to get good results.
Many editing techniques [10] [11] [12] [13] [14] that focus on segmenting the face model have been developed. Ma et al. [15] divided the model into six disjoint regions using the physically-motivated segmentation framework [10] , and edited each region with the region-based ICA scheme. Tena et al. [16] segmented the model into multiple PCA sub-models sharing boundaries, and created a new expression by user's constraints and boundary consistency. Rigid segmentation in these methods decouples the natural correlation between different parts of a face, but in practice, the segmentation depends on what expression the user desires.
Zhang et al. [17] proposed local influence map to overcome the under-or over-segmenting problem. It segments the face model into soft regions based on user-specified control points, models each region and blends them by defining an influence map for each control point. Inspired by [17] , we introduce influence maps into our approach to guide the adaptive soft region segmentation and region blending. But we use the spatial proximity and spatio-temporal motion consistency embedded in the priori face set to build the influence Fig. 1 The pipeline of our approach map, which leads to a more accurate result compared to [17] that used normalized radial basis functions. Moreover, we extend our approach by combing expression cloning technique, overcoming the limitation in [17] that only face model having the priori can be edited. Recently, spacetime editing methods [15, [18] [19] [20] [21] that can propagate the editing on a single face frame across the whole sequence have been explored. For example, [19] built a Poisson equation to propagate user's modifications at any frames to the entire sequence. Figure 1 illustrates the pipeline of our approach. It consists of four steps: (1) User editing given a default face model, users can edit the model by selecting some individual vertices (we call them control points) and imposing constraints on them. The point constraints are specified in 2D screen space. The interface allows users to interactively pick and drag points on screen until a desired expression is created. (2) Modeling the deformations of control points for each control point, we represent its deformation caused by user's editing as a linear combination of the examples in the pre-recorded facial expression set. We estimate the weight of each example based on its proximity to the user-desired expression and the useredited constraints. (3) Soft region segmentation and influence map establishment for each control point, we compute the coherency of each model vertex with respect to it. We depend on the coherency values to adaptively segment the face model into different soft regions, each containing a control point, and to establish an influence map for each control point. (4) Soft region blending we blend the soft regions into a single expression based on the influence map of each control point. The influence of each region will decrease as it spreads over the entire face model.
Our approach

User editing
Our approach starts with a 3D face model in the pre-recorded set that has a neutral expression. Our point constraints allow users to select any individual vertices on the 3D face model and change their positions to edit expressions interactively.
In order to provide an intuitive and convenient interactive interface, our approach allows users to specify the point constraints in 2D screen space. Specifically, the user can select each 3D vertex by picking a pixel on the 2D screen, and change its 3D position by dragging its corresponding 2D pixel to the target pixel position. Suppose the user chooses L source pixels on the screen, given as {s l |l = 1, . . . , L}, and specify their target positions at pixel {p l |l = 1, . . . , L}. We first perform ray tracing with the source pixels to select the 3D control points {v l |l = 1, . . . , L} on the face model. Then, our task is to create a new expression mesh on which each selected 3D control point v l , at its new position q l , projects onto its corresponding 2D target position p l in the current camera view.
We give the mapping relationship between the 3D coordinate and the 2D projection of a vertex of face model. Let q denote the 3D coordinates and p denote the 2D projection, i.e., the 2D pixel coordinates, get
where r T i is the row vector of the camera rotation matrix, t i is the component of the camera translation vector, and f is the focal length of the camera. c i refers to the intrinsic camera parameters. c 1 =
Here s w and s h is respectively the width and height of the 2D screen. From Eq. (1), we obtain the nonlinear function about 3D coordinates q of a vertex and its 2D projection p as
Based on Eq. (2), our approach enables the users to control the pixels on 2D screen until get the final expression they desired.
Modeling deformations of control points
We independently model the deformation of each 3D control point which is specified by the user's editing. We represent the deformation as a linear combination of examples in the pre-recorded face set. The priori embedded in the natural facial expression set is used to ensure the creation of a natural expression. We introduce a new metric for optimizing the blending weight of each example. The metric not only satisfies the user-edited constraints, but also consider the proximity between the example and the user-desired expression. The input face set in our approach can be a spacetime mesh sequence reconstructed from the time-varying point clouds, each mesh with the same topology, or a sequence of meshes with different expressions obtained by editing the vertex positions of a neutral face model, each mesh also has the same topology. Supposing that the input sequence is made up of M frames, each with N vertices. At frame m, the mesh is given as T m = {v i,m }, i = 1, . . . , N . Without loss of generality, let the first frame T 1 be the face model with a neutral expression. For convenience, let {v l |l = 1, . . . , L} denote the user-specified 3D control points on the face model, and q l denote the 3D target position where v l should be at. Then for each control point v l , its deformation can be expressed as the following linear combination
where w m is the blending weight of the input mesh
The choice of weight w m , m = 1, . . . , M needs to consider the proximity of each mesh T m to the user-specified constraint. The higher the proximity is, the greater the contribution to the user-desired result is, i.e., the greater the weight is. We use the space distance between the control point and its corresponding vertex on the input mesh to measure the proximity. Closer distance means greater possibility that the user will edit the face model into the expression of the input mesh, which indicates that the input mesh has higher proximity with the user's desired expression. Specifically, for each control point v l , we estimate the blending weight of each input mesh by minimizing
where W = w 1 w 2 . . . w M T , and · is the Euclidean distance. Obviously, small weights are encouraged for far input meshes when minimizing Eq. (4). Addend 1 is used to avoid neglect of the items in which the Euclidean distance is too small. Combining Eqs. (3) and (4), we get the metric of computing the blending weights for control point v l as
where θ 1 and θ 2 are used to blend two constraint terms. The metric in Eq. (5) is specified in 3D. As discussed in Sect. 3.1, our approach allows the user to control the projection on 2D screen. Supposing that the target projection positions specified by the user are {p l |l = 1, . . . , L}, we modify Eq. (5) as follows
where F(·) is defined in Eq. (2). We use F(·) to project the new 3D position of v l , computed by linear combination of the input meshes, onto the 2D screen to get its 2D position. Obviously, the position should be as close to the user-specified position p l as possible. Meanwhile, we use F(·) to project v l,m onto its 2D position, and use the distance between the 2D position and the target pixel p l to measure the proximity of mesh T m to the user-specified expression. We minimize Eq. (6) using L-BFGS-B, a fast quasi-Newtonian method.
We set θ 1 = 2 and θ 2 = 1 in our experiments. For each control point v l , we optimize Eq. (6) to get a set of weights, represented as W l , that are used to linearly blend the input meshes to represent the deformation of v l .
Influence maps and region segmentation
According to the control points specified by user, we adaptively segment the face model into different soft regions, each has a control point. The adaptive segmentation in runtime can avoid the under-or over-segmentation problem existed in many traditional methods. The soft regions are allowed to partially overlap each other, that is, a vertex can be classified into different regions. It is reasonable because the motion of a vertex may be influenced by multiple control points. In each soft region, the influence that the control point imposes on different vertices are different. Specifically, greater influence is imposed on the vertices that have close correlation with the control point. We therefore define a local influence map for each control point to reflect the variation of its influence. The soft region segmentation and influence map establishment are both based on the coherency between the control points and the vertices. We propose a new criterion (We call it the coherency criterion) to measure the coherency that fully exploits the spatio-temporal motion consistency of vertices over the entire input sequence. Using the coherency criterion, we can compute the coherency value of each vertex with respect to each control point.
The coherency criterion To analyze the coherency between a vertex and a control point on a face model, we consider not only their spatial proximity on the face model, but also the motion consistency between them over the whole sequence along the time axis. That is, if the vertex and the control point have small spatial distance and large spatio-temporal movement consistency, then they tend to have high coherency, and it means that they will undergo the similar deformations in generation of a new expression. Given a vertex v i,1 and a control point v l on the face model T 1 , we first respectively measure their coherency in each frame T m of the input face mesh sequence as follows
where M is the number of frames in input sequence, N is the number of vertices in each frame, L is the number of control points. The values of 
to get the final coherency coefficient of v i,1 respect to v l .
Soft region segmentation
According to the coherency coefficients computed with Eq. (8), the vertices of the face model are automatically classified into L soft regions, each containing a control point. A vertex can be classified into two or more soft regions since it may have correlations with multiple control points. Thus, these soft regions are partly overlapped.
Influence maps establishment
In each soft region, the deformation of each vertex is driven by the control point in the region. Obviously, the degree of each vertex that is affected by the control point is different. The degree depends on the coherency between the vertex and the control point. Therefore, for each control point, we define a local influence map based on its coherency with each vertex computed using Eq. (8) . The larger the coherency is, the greater the influence is. Specifically, in the region containing control point v l , the deformation of a vertex v i,1 can be expressed as
where W l is the blending weights set that has been computed with Eq. (6) for modeling the deformation of control point v l . q l i,1 is the new position of v i,1 , it is also represented as a linear combination of the input meshes, but its blending weights depend on both its coherency with v l and the blending weights set of v l . Equation (9) models the deformations of each soft region.
Soft region blending
We blend into the soft regions to propagate the influence of each region over the entire mesh to generate a final single expression. The blending is guided by the local influence map of the control point in each region, and it means that, for each region, its influence will decrease with its spreading over the entire face mesh. Using region blending, we can get a large number of expressions that do not exist in the input sequence.
Specifically, for each of the L soft regions, a blending weights set W l for its control point has been computed by optimizing Eq. (6). Then, for a vertex v i,1 of the face model, its final deformation will be influenced by multiple control points since it may locate in two or more regions. In each region to which it belongs, its new position q l i,1 resulted by the deformation of the control point can be computed by using Eq. (9), so its final position that is used to create the new expression should be represented as the linear combination of its new positions in each region. The final deformation of a vertex v i,1 , i = 1, . . . , N can be expressed as follows
where (8) and (10), it can be seen that the new position of each vertex of the face model after editing is represented as the linear combination of the input face meshes, and the estimation of the blending weights not only satisfies the user-inputted constraints, but also fully utilizes the natural face examples in input sequence and their spatio-temporal correlations to ensure the generation of a natural expression. Therefore, our approach can create expressions that are natural and realistic as well as achieve the user-specified goal.
The extension of our approach
In practical application, we will deal with a variety of different face models to create new expressions, but the prerecorded face sets cannot cover all face models, so some models may not have the priori in the existing face sets. To further improve the practical usability of our approach, we extend our approach by combining expression cloning technique. The extended approach can effectively animate the face model whose priori is not available without expanding the existing face database. Specifically, for the face model that does not find its priori in the sets, we do not need to pre-create a full set of expressions for it as a prior; we can just utilize the existing priori embedded in the face sets to interactively generate new expressions via combination of our approach and the expression cloning method in [22] .
The basic idea of the approach extension is that (see Fig.  3 ), we map the user-constraints specified on the face model (we call it the target model) whose priori is not existed onto a known face model (we call it the template model) whose priori is pre-recorded in the face set; then, we perform our approach on the template model to produce a new expression based on the user-constraints and the priori embedded in the existed face set, and finally, we transfer the new expression from the template model to the target model using the expression cloning method, so as to get the final new expression on the target model.
We explain some implementation details of our extended approach. (1) We first establish dense surface point correspondences between the template model and the target model. We use the heuristic rules and RBF morphing in [22] to automatically compute dense correspondences. (2) Because the vertex displacements lead to a new expression on the model, we represent the new expression as a set of motion vector of each vertex, and expression cloning is transferring the motion vectors of the template model to each vertex of the target model. The facial geometry and proportions can vary greatly between different models, so we adjust the direction and magnitude of each motion vector when transferring them. As described in [22] , the direction of the template motion vector is rotated to maintain its angle with the local surface when mapped on the target model; the magnitude of the template motion vector is scaled by the local size variations to fit to the proportion of the target model. (3) Similarly, we express the user-constraints specified on the target model as a set of motion vector of each control point (the motion vector is from the 3D position of control point to its 3D target position edited by user), and also adjust the direction and magnitude of each target motion vector when mapped onto the template model. Specifically, as shown in Fig. 3 , s l (denoted by red) is a source pixel specified by user on 2D screen and p l (denoted by blue) is its target position. v l is the 3D control point selected on the target model via ray tracing. Supposing q l is the new position where v l will move to for creating a new expression, and q l should project onto the 2D target pixel p l . When mapping the constraints on the target control point v l onto the template model, it is easy to get the corresponding template vertex v l (i.e., the control point on the template model) with respect to v l based on dense surface point correspondences. Supposing q l is the new position of v l for generating a new expression, which is computed by estimating the blending weight of each example in the face set with Eq. (5) and linearly interpolating these examples with Eq. (3), then when transferring the motion vectors from the template model to the target model, the motion vector of v l (denoted as −→ v l q l = q l − v l by yellow arrow) after rotating R l and scaling S l , should coincide with the motion vector of . Therefore, we modify Eq. (6) as follows
where S l is the rotation matrix of the template vertex v l for adjusting the direction of the motion vector −→ v l q l , and R l is the scale matrix for adjusting the magnitude of −→ v l q l . The expressions of S l and R l are described in [22] in details. Using this equation, we can transfer the user constraints from the target model to the template model and compute the optimized blending weights of examples for each template control point. Then, we use Eqs. (7), (8) and (10) to compute the new position of each template vertex to produce a new expression on the template model. Finally, we transfer the motion vectors of the template vertices to the target vertices to create a new expression on the target model. The implementation of transfer is described in [22] . The extended approach allows the user to interactively edit various face models, whether or not their priori examples are available. Therefore, our approach after extension can overcomes the limitation of the face database size. 
Experimental results
We have tested our approach with many different face data sets and compare against some other methods. We show some of the experimental results in this section. Figure 4 shows the advantage of using the influence maps to adaptively segment the face model based on userspecified control points in our approach, compared with pre-segmenting the model into separate regions and model each region with PCA in many traditional methods [10, 11] . In Fig. 4a , three control points (red) are used to create an asymmetric smile, the control points on the left and the right corner of the mouth are respectively dragged to asymmetric target positions (blue), and the control point on the lower lip keeps its original position. Here, the face set we used contains only symmetric expressions. Figure 4b shows that when the control points are asymmetric and the expression examples are all symmetric, the traditional methods perform poorly by applying PCA on the pre-segmented mouth region (denoted by orange in Fig. 4c ) to compute the maximum likelihood shape. But our approach can create good result (Fig.  4d) because it adaptively segments the mouth into three soft regions based on the user's editing, each containing a control point, and blends the soft regions based on local influence maps. Figure 4e shows the three soft regions (respectively indicated by green, orange, and purple). The influence map on each control point is denoted by color variation. The adaptive segmentation in runtime effectively decouples different parts of the mouth, and the region blending propagates the influence of each control point to the entire mesh. Additionally, compared to the traditional methods using PCA, our approach can create a natural expression in the case where the user's constraints are inappropriate. In Fig.  5a , with an inappropriate constraints that a control point on the lower lip is dragged to the upper lip, the traditional methods (Fig. 5b) exactly satisfy the constraints without considering whether the created expression will be reasonable, so produce an unnatural expression; our approach (Fig. 5c ) although has an error to the constraints, it generates a natural expression. Figure 5d shows the constraints on another model. The traditional PCA methods have a zero error with respect to the constraints but create an unnatural and weird expression which a real person cannot make (Fig. 5e) ; our approach has a large error but produce a natural expression (Fig. 5f) .
We also compared our approach with Zhang's method [17] . Zhang's method used normalized radial basis functions that only involve the spatial distance to compute influence map, but our approach introduces the spatio-temporal motion consistency of vertices over the face sequence as well as spatial proximity to estimate the influence map. Figure 6 demonstrates that our approach can produce more natural and realistic expressions in many cases compared to Zhang's method. With the same user-specified constraints in Fig. 6a , the result created by our approach (Fig. 6c) is more natural on the boundary of the lower lip than that created by Zhang's method (Fig. 6b) . Similarly, under another user constraints in Fig. 6d , the boundary of the lower lip in Fig. 6f produced by our approach is more natural than that in Fig. 6e produced Fig. 6i created by our approach shows that our approach can satisfy the user constraints (Fig. 6g) more accurately, and produce more natural mouth shape and more fine expressional details such as folds around the mouth. Comparison between Fig. 6k , l also shows the ability of our approach to precisely match the user constraints (Fig. 6j) and create natural fine expressional details. Figure 7 shows two editing sequences that create a complex expression from a neutral face model using our approach. The pre-recorded face set in this experiment is a spacetime mesh sequence which is reconstructed from a human's time-varying cloud points obtained at 20 framesper-second by motion capture system. To reduce the redundancy, 192 frames are selected from all the face data to construct the pre-recorded set. The examples in the set record various expressions of a real person; they are high-resolution and cover the expressions space in certain extent for creating complex expressions. From Fig. 7a-f , we successively add control points on the lower lip and eyebrow (the source position denoted by red and the target position by blue) to create a complex expression. Figure 7g -l shows the editing process of another complex expression. Figure 8 shows another two editing sequences that lead from a neutral face model to a complex expression. The prerecorded face set in this experiment comes from a sequence of face meshes edited by skilled animators that contains only symmetric expressions. The set contains 81 frames, each with natural expression, and covers as many key expressions as possible. Figure 8a -e shows an editing sequence of producing a complex symmetric expression. Figure 8f -i shows that our approach can create a complex asymmetric expression Evaluation of runtime We analyze the runtime of our approach. The program implementation of our approach consists of three parts: (1) optimizing blending weights for each control point, i.e., minimizing Eq. (6); (2) computing coherency coefficients using Eqs. (7) and (8); (3) computing the new position of each vertex using Eq. (10). In part (1), the number of control point is generally very small, and the minimization is performed with L-BFGS-B, a method that can run in real-time. In part (2), the coherency coefficients can be computed off-line. Specifically, for a given face set, we can pre-calculate the coherency coefficient between arbitrary two vertices of the face model and store them in a matrix array. The time complexity is O (N 2 M) , where M is the number of frames in the face set, and N is the number of vertices of each frame. When the user specifies the control points in runtime, for each control point, we can get the coherency coefficient of each vertex with respect to it by accessing the pre-stored matrix array because a control point is also a vertex. The access process is real-time. In part (3), the computation complexity is linear. Therefore, our approach can run in real-time.
We also test the runtime of our approach in our experiments. Table 1 gives the geometric information of face models in Figs. 7, 8 and 9 ; the runtime of each part of our approach and the total runtime when the user specified different numbers of control points in some examples of Figs. 7, 8 and 9. Table 1 shows that the time for computing coherency coefficients between arbitrary two vertices of the face model (part 2 of our approach) is large, and it depends on the number of frames and the number of vertices of frame. But the coherency coefficients can be calculated off-line and prestored in matrix arrays. When the algorithm runs on-line, the time of accessing the matrix arrays to get the coherency coefficients between vertex and control point is so small that it can be neglected, thus the total runtime is the sum of part 1 and part 3. It can be seen that the total time of each example in Table 1 is less than 0.1 s, demonstrating that our approach can run in real-time. Fig. 10 The examples of animating a face model that does not have the priori in the pre-recorded face sets. In a-d, the top-left one shows the target face model whose priori is not available and the user-constraints specified on it; the bottom-left one shows the template face model whose priori is in the pre-recorded sets and the user-constraints transferred from the target model to it; the bottom-right shows the new expression produced on the template model with the transferred user-constraints; the top-right one shows the new expression of the target model created by cloning the expression of the template model to it Fig. 11 The examples of editing a face model that has no priori face data. In a-d, the first one shows the face model, and the others show the generated expressions
Masses of experiments we conducted show that, in the case that the number of vertices of each frame in a face set is less than about 9000, if the user specified fewer control points (about less than 20), the on-line runtime of part 2 that just computes the coherency coefficients between all vertices and each control point is very small. Here, the runtime of part 2 mainly depends on the number of control points and is scarcely influenced by the number of frames. Therefore, for such face sets, we do not need to pre-compute the coherency coefficients off-line, but directly compute them on-line. Table 2 shows the runtime of our approach with each part conducting on-line in Figs. 8 and 9 . These times satisfy the real-time requirement of user interaction. It demonstrates that in most cases, without pre-calculation off-line, our algorithm can achieve real-time requirement.
We also tested our extended approach for the face models that do not have the prior in the existing face sets. Figure 10 shows some editing examples where the pre-recorded face set in Fig. 8 is used as a prior dataset. Figure 11 shows editing results on another face model that have no prior face set. Here, the set in Fig. 7 is used as a prior dataset. Figure  11a , b creates asymmetric expressions. Figure 11c , d creates complex expressions with a large change. It can be seen from Figs. 10 and 11 that the expressions created on the face model with our extended approach are natural and well satisfy the user-specified goal.
Conclusion
We proposed an approach for generating facial expressions from the user-constraints and the pre-recorded face examples. Adaptive segmentation and blending regions based on the coherency of vertices can ensure generation of nature expressions. Our approach is simple and intuitive, and run in real-time. Additionally, we extend our approach to deal with those face models whose priori are not existed in the pre-recorded face sets. The extension allows the user to easily animate a variety of face models without expanding the existing face database, which further improves the practical usability of our approach. Our approach can find application in many fields such as natural expression synthesis in films, games, or virtual environments, and rapid face modeling for discussion or educational purposes. 
