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Abstract: Dual codes are defined with respect to non-degenerate sesquilinear or bilinear forms over a finite
Frobenius ring. These dual codes have the properties one expects from a dual code: they satisfy
a double-dual property, they have cardinality complementary to that of the primal code, and they
satisfy the MacWilliams identities for the Hamming weight.
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1. Introduction and overview
One of the topics discussed in the Mini-cours at the Lens conference in 2015 was dual codes and the
MacWilliams identities for linear codes defined over finite rings. In those lectures two notions of duality
were used: (1) left and right annihilators defined by the standard dot product and (2) the character-
theoretic annihilator. A key idea for proving useful properties of duality, including the cardinality of
dual codes and the MacWilliams identities, is to establish an identification between these two notions of
annihilators. This can be accomplished over finite Frobenius rings.
As researchers expand their studies of linear codes over finite rings, questions naturally arise con-
cerning the behavior of dual codes defined using more general inner products than just the standard dot
product. This paper begins to address these questions.
Our main goal is to prove a “model theorem” that captures the main features of a dual code. Such
a model theorem is proved in [7, Sections 10–12], first in the context of character-theoretic annihilators
over any ring, and then in the context of the standard dot product over a finite Frobenius ring. The
dual code is proved to have a module structure if the code does, to satisfy a double-dual property, to
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have cardinality complementary to that of the code, and to satisfy the MacWilliams identities for the
Hamming weight enumerator. In this paper, we show the same results over a finite Frobenius ring for non-
degenerate sesquilinear forms (with respect to an anti-automorphism of the ring) and for non-degenerate
bilinear forms.
2. Preliminaries
In this section we collect several definitions that will be used throughout the paper.
For a ring A, a subset C of An is a code of length n over A. If C is an additive subgroup of An,
then C is an additive code over A, and if C is a left (right) A-submodule of An, then C is a left (right)
linear code over A. We will usually state results only for left linear codes, but there are always versions
of those results that apply to right linear codes.
If G is a finite abelian group, a character of G is a group homomorphism pi : G → C×, the
multiplicative group of nonzero complex numbers. The set of all characters of G is denoted Ĝ, and Ĝ
is itself a finite abelian group under pointwise multiplication of functions: (pi1pi2)(g) = pi1(g)pi2(g), for
g ∈ G. The groups G and Ĝ are isomorphic; in particular, |G| = |Ĝ|.
In particular, the definition of characters applies to the additive groups of finite rings and finite
modules. We will always assume that our finite rings have a multiplicative identity 1 and that all
modules are unitary. If M is a finite left module over a finite ring A, then M̂ is a right A-module
with right scalar multiplication of pi ∈ M̂ by a ∈ A denoted by pia; pia(m) = pi(am) for m ∈ M . We
use the exponential notation so that the distributive law for the right A-module M̂ (i.e., right scalar
multiplication distributing over the “addition” given by pointwise multiplication) reads (pi1pi2)a = pia1pia2 .
Similarly, if N is a finite right A-module, then N̂ is a left A-module under api(n) = pi(na) for a ∈ A,
n ∈ N , and pi ∈ N̂ . If B is a finite bimodule over A, then B̂ is also a bimodule over A. In particular, Â
is a bimodule over A.
Suppose M is a finite left A-module and pi ∈ M̂ is a character of M . The right scalar multiplication
defines a homomorphism of right A-modules A → M̂ by a 7→ pia. We say that pi is a generating
character of M if this homomorphism is surjective (so that pi generates M̂ as a right A-module). A
character pi ∈ M̂ of M is a generating character if and only if kerpi ⊆ M contains no nonzero left
A-submodules [9, dual of Proposition 12].
We will often assume that a finite ring is Frobenius. There are several equivalent definitions of
Frobenius rings [4, Theorem 16.14], and we will say that a finite ring A is Frobenius if there exists a
character ρ ∈ Â of A that is a generating character of A, both as a left A-module and as a right A-module.
In fact, for a finite ring A, a character ρ ∈ Â is a left generating character of A if and only if ρ is a right
generating character of A. See [6, Sections 3 and 4] for more details. For later use, we state two lemmas,
the first of which dates from [1].
Lemma 2.1 ([1, Corollary 3.6]). Let A be a finite ring. A character ρ of A is a generating character if
and only if ker ρ contains no nonzero one-sided ideals.
Lemma 2.2. Let ρ ∈ Â be a generating character of A. For every a1 ∈ A, there exists a2 ∈ A such that
a1ρ = ρa2 . Likewise, for every a3 ∈ A, there exists a4 ∈ A such that ρa3 = a4ρ.
Proof. For any a1 ∈ A, a1ρ belongs to Â. But the homomorphism of right A-modules A→ Â, a 7→ ρa,
is surjective. Thus there exists a2 ∈ A with ρa2 = a1ρ, as desired. The proof of the other case is similar,
using the homomorphism a 7→ aρ of left A-modules.
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3. Sesquilinear forms
For a ring A, an anti-automorphism σ on A and a left A-module M , a σ-sesquilinear form on
M is a map 〈·, ·〉 : M ×M → A such that if x, y, z ∈ M and a ∈ A, then 〈x+ z, y〉 = 〈x, y〉 + 〈z, y〉,
〈x, y + z〉 = 〈x, y〉 + 〈x, z〉, 〈ax, y〉 = a 〈x, y〉 and 〈x, ay〉 = 〈x, y〉σ(a). In addition, if σ(〈x, y〉) = 〈y, x〉,
then the form is called a σ-hermitian form. A σ-sesquilinear form with the property that 〈x, y〉 =
0 ⇐⇒ 〈y, x〉 = 0 is called reflexive. Clearly a σ-hermitian form is reflexive. A σ-sesquilinear form is
called non-degenerate if 〈x, y〉 = 0 for all y ∈ M implies x = 0 and 〈y, x〉 = 0 for all y ∈ M implies
x = 0.
Proposition 3.1. Let A be a ring and σ be an anti-automorphism on A. Define the map
〈·, ·〉 : Ak ×Ak → A, 〈x, y〉 =
k∑
i=1
xiσ(yi),
where x = (x1, x2, . . . , xk), y = (y1, y2, . . . , yk) ∈ Ak. Then 〈·, ·〉 is a σ-sesquilinear form. Furthermore,
〈·, ·〉 is a σ-hermitian form if and only if σ is involutory.
Moreover, 〈xa, y〉 = 〈x, yσ−1(a)〉, for all x, y ∈ Ak and a ∈ A.
Proof. Clearly, 〈·, ·〉 is a σ-sesquilinear form. Assume 〈·, ·〉 is hermitian. For a ∈ A,
a = a 〈(1, 0, . . . , 0), (1, 0, . . . , 0)〉 = 〈(a, 0, . . . , 0), (1, 0, . . . , 0)〉 .
Since 〈·, ·〉 is hermitian, σ2(a) = σ2(〈(a, 0, . . . , 0), (1, 0, . . . , 0)〉) = a, showing σ is involutory.
Now, assume σ is involutory. For x, y ∈ Ak,
σ(〈x, y〉) = σ(
k∑
i=1
xiσ(yi)) =
k∑
i=1
σ(xiσ(yi)) =
k∑
i=1
yiσ(xi) = 〈y, x〉 ,
showing 〈·, ·〉 is σ-hermitian. The final identity is a straight-forward verification left for the reader.
For the rest of the section, let n be a natural number, A be a finite Frobenius ring, ρ be a generating
character of A, σ be an anti-automorphism on A, and 〈·, ·〉 be a non-degenerate σ-sesquilinear form on
An.
For any code (linear or not) C ⊆ An, the left and right dual codes of C, denoted by l(C) and r(C),
are
l(C) = {v ∈ An : 〈v, C〉 = 0} and r(C) = {v ∈ An : 〈C, v〉 = 0},
and the left and right ρ-character dual codes of C, denoted by lρ(C) and rρ(C), are
lρ(C) = {v ∈ An : ρ(〈v, C〉) = 1},
rρ(C) = {v ∈ An : ρ(〈C, v〉) = 1}.
It is immediate that l(C) and r(C) are left A-submodules of An, and lρ(C) and rρ(C) are additive
subgroups of An.
In fact, l(C) = l(AC) and r(C) = r(AC), where AC is the left A-module generated by C, while
lρ(C) = lρ(ZC) and rρ(C) = rρ(ZC), where ZC is the additive group generated by C. (It need not be
true that lρ(AC) = lρ(ZC). Let A = F4 and C = F2 ⊂ F4; C = ZC is an additive subgroup but not an
ideal. Of course, AC = F4, and lρ(C) = F2, while lρ(AC) = {0}.)
As noted earlier, every hermitian form is reflexive; thus l(C) = r(C) when the form is hermitian.
When C is a left A-linear code, the following lemma shows that lρ(C) and rρ(C) are left A-modules as
well.
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Lemma 3.2. Let C ⊆ An be a left A-linear code over a finite Frobenius ring A. Then lρ(C) and rρ(C)
are left A-modules.
Proof. We prove the lρ(C) case; the rρ(C) case is similar. Let x ∈ lρ(C) and r ∈ A. By Lemma 2.2,
there exists s ∈ A with ρr = sρ. Then
ρ(〈rx,C〉) = ρ(r 〈x,C〉) = ρr(〈x,C〉) = sρ(〈x,C〉)
= ρ(〈x,C〉 s) = ρ(〈x, σ−1(s)C〉) = 1.
Lemma 3.3. Let C ⊆ An be a left A-linear code over a finite Frobenius ring A. Then l(C) = lρ(C) and
r(C) = rρ(C).
Proof. Clearly, l(C) ⊆ lρ(C). Let x ∈ lρ(C), so that 〈x,C〉 ⊆ ker ρ. For c ∈ C and a ∈ A, 〈x, c〉 a =〈
x, σ−1(a)c
〉 ∈ 〈x,C〉, which implies that 〈x,C〉 is a right ideal. Since ρ is a generating character,
Lemma 2.1 implies 〈x,C〉 = 0, showing x ∈ l(C). Thus, lρ(C) = l(C). A similar argument, using 〈C, x〉
being a left ideal, shows rρ(C) = r(C).
Define two maps as follows.
α : An → Ân, x 7→ αx, αx(y) = ρ(〈x, y〉), y ∈ An;
β : An → Ân, x 7→ βx, βx(y) = ρ(〈y, x〉), y ∈ An.
Lemma 3.4. Over a finite Frobenius ring A, the maps α and β are group isomorphisms.
Proof. We prove the result for α; the proof for β is similar. Then
αx(z)αy(z) = ρ(〈x, z〉)ρ(〈y, z〉) = ρ(〈x, z〉+ 〈y, z〉)
= ρ(〈x+ y, z〉) = αx+y(z),
for all x, y, z ∈ An. So, α is a group homomorphism.
Assume αx = αy. Then for any w ∈ An, 1 = αx(w)α−y(w) = ρ(〈x− y, w〉). Since 〈x− y,An〉 is a
right ideal and ρ is a generating character, by Lemma 2.1, 〈x− y,An〉 = 0. This implies x = y since 〈·, ·〉
is non-degenerate. So, α is injective and hence bijective.
For an additive subgroup H of An, define
(Ân : H) = {pi ∈ Ân : pi(H) = 1}.
Clearly, (Ân : H) is a subgroup of Ân. If C ⊆ An is a left (right) linear code, then (Ân : C) is a right
(left) A-submodule of Ân.
The next lemma follows directly from Lemma 3.4.
Lemma 3.5. Over a finite Frobenius ring A, there are group isomorphisms lρ(C) ∼= (Ân : C) and
rρ(C) ∼= (Ân : C).
Proof. The character dual lρ(C) corresponds to (Ân : C) under the isomorphism α, while rρ(C)
corresponds to (Ân : C) under β.
Theorem 3.6. For a left A-linear code C ⊆ An over a finite Frobenius ring A,
|C| · |l(C)| = |C| · |r(C)| = |An|.
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Proof. The annihilator (Ân : C) is isomorphic to the character group (An/C)̂ of the quotient group
An/C. Thus |C| · |(Ân : C)| = |An|. By Lemmas 3.3 and 3.5, the result follows.
For any code (linear or not) C ⊆ An, we have C ⊆ r(l(C)), C ⊆ l(r(C)), C ⊆ rρ(lρ(C)), and
C ⊆ lρ(rρ(C)). When C is a left linear code, all these containments are equalities.
Proposition 3.7. Let C ⊆ An be a left A-linear code over a finite Frobenius ring A. Then
C = l(r(C)), C = lρ(rρ(C)),
C = r(l(C)), C = rρ(lρ(C)).
Proof. By using Theorem 3.6, one sees that C and the double annihilators all have the same cardinal-
ities. Thus the containments described above are equalities.
4. Bilinear forms
This section discusses bilinear forms. Most of the results are similar to those in Section 3, and their
proofs are essentially the same. Similar results in the more general setting of bilinear forms with values
in a bimodule may be found in [7, Section 12.5]. A very general approach using biadditive forms was
initiated in [5]; additional information about that approach appears in [7] and [8].
For a ring A and a two-sided module M over A, a bilinear form on M is a map 〈·, ·〉 :M ×M → A
such that if x, y, z ∈M and a ∈ A, then 〈x+ z, y〉 = 〈x, y〉+ 〈z, y〉, 〈x, y + z〉 = 〈x, y〉+ 〈x, z〉, 〈ax, y〉 =
a 〈x, y〉, and 〈x, ya〉 = 〈x, y〉 a. A bilinear form is called non-degenerate if 〈x, y〉 = 0 for all y ∈ M
implies x = 0 and 〈y, x〉 = 0 for all y ∈M implies x = 0.
Proposition 4.1. Let A be a ring. Define the map
〈·, ·〉 : Ak ×Ak → A; 〈x, y〉 =
k∑
i=1
xiyi.
Then 〈·, ·〉 is a bilinear form. Moreover, 〈xa, y〉 = 〈x, ay〉 for all x, y ∈ Ak and a ∈ A.
For the rest of the section, let n be a natural number, A be a finite Frobenius ring, ρ be a generating
character for A, and 〈·, ·〉 be a non-degenerate bilinear form on An.
For any code (linear or not) C ⊆ An, the left and right dual codes of C, denoted by l(C) and r(C),
are
l(C) = {v ∈ An : 〈v, C〉 = 0} and r(C) = {v ∈ An : 〈C, v〉 = 0},
and the left and right ρ-character dual codes of C, denoted by lρ(C) and rρ(C), are
lρ(C) = {v ∈ An : ρ(〈v, C〉) = 1},
rρ(C) = {v ∈ An : ρ(〈C, v〉) = 1}.
Then l(C) is a left A-submodule and r(C) is a right A-submodule of An, while lρ(C) and rρ(C) are
additive subgroups of An. In fact, l(C) = l(CA), r(C) = r(AC), lρ(C) = lρ(ZC), and rρ(C) = rρ(ZC),
where CA is the right A-submodule of An generated by C.
Lemma 4.2. Suppose A is a finite Frobenius ring. If C ⊆ An is a left A-linear code, then rρ(C) is a
right A-module. If C ⊆ An is a right A-linear code, then lρ(C) is a left A-module.
Proof. See Lemma 3.2.
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Lemma 4.3. Suppose A is a finite Frobenius ring. If C ⊆ An is a left A-linear code, then r(C) = rρ(C).
If C ⊆ An is a right A-linear code, then l(C) = lρ(C).
Proof. See Lemma 3.3.
Define two maps as follows.
α : An → Ân, x 7→ αx, αx(y) = ρ(〈x, y〉), y ∈ An;
β : An → Ân, x 7→ βx, βx(y) = ρ(〈y, x〉), y ∈ An.
Lemma 4.4. Over a finite Frobenius ring A, the maps α and β are group isomorphisms.
Proof. See Lemma 3.4.
The following lemma follows directly from Lemma 4.4.
Lemma 4.5. Suppose A is a finite Frobenius ring. Let C ⊆ An be any code. Then the map α restricts
to a group isomorphism lρ(C) ∼= (Ân : C), while β restricts to a group isomorphism rρ(C) ∼= (Ân : C).
Theorem 4.6. Let A be a finite Frobenius ring. If C ⊆ An is a left A-linear code, then |C|·|r(C)| = |An|.
If C ⊆ An is a right A-linear code, then |C| · |l(C)| = |An|.
Proof. See Theorem 3.6 and Lemma 4.3.
Just as for sesquilinear forms, for any code (linear or not) C ⊆ An, we have C ⊆ r(l(C)), C ⊆ l(r(C)),
C ⊆ rρ(lρ(C)), and C ⊆ lρ(rρ(C)). When C is a linear code, appropriate containments are equalities.
Proposition 4.7. Let A be a finite Frobenius ring. If C ⊆ An is a left A-linear code, then
C = l(r(C)), C = lρ(rρ(C)).
If C ⊆ An is a right A-linear code, then
C = r(l(C)), C = rρ(lρ(C)).
Proof. See Proposition 3.7 and Theorem 4.6.
Remark 4.8. The double-annihilator property of Proposition 4.7 holds in more general settings. Suppose
A is any finite ring with 1, and consider the standard dot product on An of Proposition 4.1. Then the
results of Proposition 4.7 hold if and only if A is a quasi-Frobenius ring [3]. In fact, the double-annihilator
property for ideals (i.e., n = 1) is often taken as the definition of a quasi-Frobenus ring.
Remark 4.9. We thank the referee for the observation that the results in the sesquilinear case are special
cases of those in the bilinear case. Suppose A is a finite ring with 1 and σ is an anti-automorphism on A.
Suppose M is a left A-module equipped with a σ-sesquilinear form 〈·, ·〉 : M ×M → A. Define a right
A-module structure on M by ma = σ−1(a)m, for m ∈M and a ∈ A, where the left scalar multiplication
is used for σ−1(a)m. This makes M a two-sided module over A. Moreover, 〈·, ·〉 is now a bilinear form:
〈x, ya〉 = 〈x, σ−1(a)y〉 = 〈x, y〉σ(σ−1(a)) = 〈x, y〉 a, for x, y ∈M and a ∈ A.
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5. MacWilliams identities
In this section we will prove the MacWilliams identities relating the Hamming weight enumerators of
a linear code over a finite Frobenius ring and its dual code with respect to a non-degenerate sesquilinear
form or a non-degenerate bilinear form.
Given a finite ring A, the Hamming weight of an element a ∈ A is
wt(a) =
{
0, a = 0,
1, a 6= 0.
We extend wt to apply to vectors x = (x1, . . . , xn) ∈ An by wt(x) =
∑n
i=1wt(xi), where the sum takes
place in Z. Thus wt(x) counts the number of nonzero entries of the vector x. We will also need to define
the Hamming weight on Â: wt(pi) = 0 when pi = 1 (the trivial character with pi(a) = 1 for all a ∈ A) and
wt(pi) = 1 for pi 6= 1. Then extend to Ân as above.
Given an additive code C ⊆ An, the Hamming weight enumerator WC(X,Y ) of C is the
polynomial in C[X,Y ] defined by
WC(X,Y ) =
∑
x∈C
Xn−wt(x)Y wt(x).
We quote the MacWilliams identities for additive codes from [7], but the result in this generality
goes back to Delsarte [2].
Theorem 5.1 ([7, Theorem 11.3]). Let C ⊆ An be an additive code over A. Then the MacWilliams
identities hold:
W
(Ân:C)
(X,Y ) =
1
|C|WC(X + (|A| − 1)Y,X − Y ).
We now state the MacWilliams identities with respect to non-degenerate forms.
Theorem 5.2 (MacWilliams identities). Suppose A is a finite Frobenius ring. Then
WD(X,Y ) =
1
|C|WC(X + (|A| − 1)Y,X − Y )
holds in the following cases:
• 〈·, ·〉 is a non-degenerate sesquilinear form on An, C ⊆ An is a left A-linear code, and D = l(C) or
r(C);
• 〈·, ·〉 is a non-degenerate bilinear form on An, C ⊆ An is a left A-linear code, and D = r(C);
• 〈·, ·〉 is a non-degenerate bilinear form on An, C ⊆ An is a right A-linear code, and D = l(C).
Theorem 5.2 will follow from Theorem 5.1 once we prove the next lemma.
Lemma 5.3. The group isomorphisms α and β of Lemmas 3.4 and 4.4 preserve the Hamming weight.
Proof. We will prove the result for α; the proof for β is similar. Express x = (x1, . . . , xn) ∈ An as the
linear combination x =
∑n
i=1 xiei, where the ei are the standard basis of A
n. I.e., ei is the n-tuple with
1 in position i and 0s elsewhere. Then
αx(y) = ρ(〈x, y〉) = ρ(
n∑
i=1
xi 〈ei, y〉)
=
n∏
i=1
ρ(xi 〈ei, y〉) =
n∏
i=1
ρxi(〈ei, y〉)
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The lemma is equivalent to showing that y 7→ ρxi(〈ei, y〉) is the trivial character if and only if xi = 0.
If xi = 0, then certainly y 7→ ρxi(〈ei, y〉) is trivial. For the converse, suppose y 7→ ρxi(〈ei, y〉) is
trivial. Then xi 〈ei, An〉 ⊆ ker ρ. But xi 〈ei, An〉 is a right ideal of A, so xi 〈ei, An〉 = 0 by Lemma 2.2.
This means 〈xiei, An〉 = 0, so that xiei = 0 by the non-degeneracy of the form 〈·, ·〉. Thus xi = 0.
Proof of Theorem 5.2. By Lemma 5.3, WD(X,Y ) = W(Ân:C)(X,Y ) via the weight-preserving isomor-
phisms α or β. The result then follows from Theorem 5.1.
6. Summary
In this final section, we collect in one place the main results of the paper, arranged in the same
manner as the “model theorem” in [7].
Theorem 6.1. Let C ⊆ An be a left A-linear code over a finite Frobenius ring A. Suppose An is equipped
with a non-degenerate sesquilinear form. Then
• l(C) and r(C) are left A-linear codes in An;
• l(r(C)) = C and r(l(C)) = C;
• |C| · |l(C)| = |An| and |C| · |r(C)| = |An|;
• the MacWilliams identities hold, for D equaling l(C) or r(C):
WD(X,Y ) =
1
|C|WC(X + (|A| − 1)Y,X − Y ).
Theorem 6.2. Let C ⊆ An be a left A-linear code and C ′ ⊆ An be a right A-linear code over a finite
Frobenius ring A. Suppose An is equipped with a non-degenerate bilinear form. Then
• in An, r(C) is a right A-linear code, and l(C ′) is a left A-linear code;
• l(r(C)) = C and r(l(C ′)) = C ′;
• |C| · |r(C)| = |An| and |C ′| · |l(C ′)| = |An|;
• the MacWilliams identities hold:
Wr(C)(X,Y ) =
1
|C|WC(X + (|A| − 1)Y,X − Y ),
Wl(C′)(X,Y ) =
1
|C ′|WC′(X + (|A| − 1)Y,X − Y ).
Acknowledgment: We thank the referee for valuable comments which helped improve the clarity
of the paper and which reminded us that we initially forgot to include Proposition 4.7.
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