Abstract. We present a new "hp" parameter multi-domain certified reduced basis method for rapid and reliable online evaluation of functional outputs associated with parametrized elliptic partial differential equations. We propose a new procedure and attendant theoretical foundations for adaptive partition of the parameter domain into parameter subdomains ("h"-refinement); subsequently, we construct individual standard reduced basis approximation spaces for each subdomain ("p"-refinement). Greedy parameter sampling procedures and a posteriori error estimation are the main ingredients of the new algorithm. We present illustrative numerical results for a convectiondiffusion problem: the new "hp"-approach is considerably faster (respectively, more costly) than the standard "p"-type reduced basis method in the online (respectively, offline) stage.
1. Introduction. The certified reduced basis (RB) method provides a computational framework for rapid and reliable computation of functional outputs associated with parametrized partial differential equations. Given any input parameter vectore.g., geometric factors or material property coefficients-the RB field approximation is constructed as a Galerkin-optimal linear combination of pre-computed "truth" finite element (FE) "snapshots" for judiciously chosen parameters; the RB output approximation is then evaluated as a functional of the RB field approximation. The methodology is originally introduced in [1, 17] and then further analyzed in [18, 19] ; for a review of both earlier and more recent contributions, see [20] .
For problems in which the field variable varies smoothly with the parameters good RB approximations can be obtained with very few snapshots: the RB approximation converges exponentially fast [7, 20] . Furthermore, rigorous a posteriori upper bounds for the error in the RB approximation (with respect to the truth discretization) can be readily developed [20] . Finally, under an assumption on "affine" parameter dependence (perhaps only approximate [4, 10] ), both the RB output approximation and the associated RB output error bound can be computed very efficiently by an offline-online computational procedure [20] . The RB method is especially attractive in important engineering contexts in which low marginal (online) computational cost is advantageous: "real-time"-such as parameter estimation [15] and optimal controland "many-query"-such as multiscale [5] or stochastic simulation [6] .
The RB approximation space is specifically constructed to provide accurate approximations for any parameter value in a predefined parameter domain. Hence, larger parameter domains typically induce larger RB spaces and greater computational cost. In this paper, we propose a new procedure for adaptive partition ("h"-refinement) of the parameter domain into smaller parameter subdomains: a hierarchical splitting of the parameter (sub)domains based on proximity to judiciously chosen parameter anchor points within each subdomain. Subsequently, we construct individual standard RB approximation spaces ("p"-refinement) over each subdomain. Greedy sampling procedures and rigorous a posteriori error estimation play important roles in both the "h"-type and "p"-type stages of the algorithm.
In this new approach, the RB approximation associated with any new parameter value is, as always, constructed as a linear (Galerkin) combination of snapshots from the parameter (sub)domain in which the parameter value resides. However, we expect the online computational cost of the new approach to be greatly reduced relative to the online cost of the standard RB approach due to the smaller parameter (sub)domains and lower dimensional local RB approximation spaces associated with the "hp" approximation. The method should be particularly effective for problems in which the solution has very different structure in different regions of the parameter domain-problems for which a snapshot from one parameter region may be of limited value for the RB approximation in another parameter region.
The notion of parameter domain refinement within the model order reduction framework is considered in several earlier works. In [2, 3] , a reduced-order parameter multi-element "interpolation" procedure is introduced for aeroelasticity problems. The approach [2, 3] and our approach here share a similar error-adaptive domaindecomposition foundation. However, the approach of [2, 3] and the approach described in the current paper are quite different in conception: interpolation on a manifold (in [2, 3] ) rather than Galerkin projection (here); parameter domain partition based on a Voronoi diagram rather than a hierarchical tree structure decomposition; heuristic error indicators rather than rigorous error bounds; and less strict rather than strict offline-online segregation. However, our own approach cannot yet treat problems of the complexity considered in [2, 3] .
In other related work [11, 21] , adaptive train sample refinement is considered to render the Greedy parameter sampling procedure more efficient: richer samples are consided only as needed in the Greedy iterations [21] and only where needed in the parameter domain [11] . Our approach invokes a similar technique: we include new points in the train sample within each subdomain at each new level of "h"-refinement; we thus effectively adapt the train sample to "difficult" parameter regions.
In §2 we give the general problem statement along with various entities required throughout the paper. In §3 we review the standard ("p"-type) RB method; in §4 we present the new "h"-type RB method and provide an a priori convergence theory for a "zeroth order" approximation in the one-parameter case; in §5 we present the new "hp"-type RB method as a combination of the "p"-and "h"-type methods. In §6 we present numerical results for a convection-diffusion model problem and in particular we compare the computational cost of the new "hp"-approach to the standard method. Finally, we conclude in §7 with some final remarks.
2. Problem Statement. We shall consider linear, elliptic, second-order equations. We denote the physical domain by Ω ⊂ R 2 , and we introduce the spaces
We further define the space associated with the exact solution (hence e ) X e ≡ X e (Ω) such that
We denote the admissible parameter domain by D ⊂ R P ; a point in D shall be denoted
For each µ ∈ D, a(·, ·; µ) is an X e -coercive and X e -continuous bilinear form and f (·; µ) is an X e -bounded linear functional. To accomodate an efficient offline-online computational procedure, we assume that a and f admit affine expansions as
for modest Q a and Q f , where the a q and f q are µ-independent continuous bilinear forms and linear functionals, respectively, and the Θ q a and Θ q f are µ-dependent continuous functions. (The assumption (2.1) can be relaxed with the empirical interpolation method [4, 10] for the construction of good affine approximations to a and f .) For simplicity, we introduce Q = max{Q a , Q f }.
The exact problem statement reads: Given any µ ∈ D, find u e (µ) ∈ X e such that
2)
The output of interest can then be evaluated as a functional of the field variable, say s(µ) = l(u e (µ); µ) for some X e -bounded linear functional l(·; µ). In this paper, however, for simplicity of exposition, we consider no particular output(s) of interest; our "hp" procedure does not depend on the output functional(s) chosen.
We next introduce a "truth" finite element (FE) space X ≡ X N (Ω) ⊂ X e (Ω) of finite dimension N . The truth discretization of (2.2) reads: For any µ ∈ D, find u(µ) ∈ X such that
We assume that X is rich enough that the error between the truth and exact solutions is in practice negligible. The reduced basis approximations will be built upon truth snapshots u(µ n ) ≈ u e (µ n ), 1 ≤ n ≤ N , for judiciously chosen µ 1 , . . . , µ N ∈ D and the reduced basis error shall be measured with respect to the truth FE approximation.
For any µ ∈ D, let a s (·, ·; µ) denote the symmetric part of a(·, ·; µ)-for all v, w ∈ X, a s (w, v; µ) = 1 2 (a(w, v; µ) + a(v, w; µ)); further, letμ ∈ D denote a fixed reference parameter. We then define the parameter-independent X-inner-product and corresponding X-norm as
respectively. By our assumptions, · X is equivalent to the H 1 norm. Finally, we introduce for all µ ∈ D the coercivity and continuity constants of a(·, ·; µ) with respect to the X-norm, 5) respectively. For any particular µ ∈ D, we further introduce lower and upper bounds,
which shall play a role in our computational procedures. We shall also require lower and upper bounds over D, 9) for the purposes of our theoretical arguments. We shall later require the following lemma,
Then, given any µ 1 , µ 2 ∈ D, there exists a positive constantC such that
Proof. We have
(2.14)
By bilinearity of a, we thus have for all v ∈ X,
We first examine the right-hand side of (2.15). By the triangle inequality and the affine expansions (2.1) for a and f , we have for all w, v ∈ X and any µ 1 , µ 2 ∈ D, 16) and 17) respectively. By our hypothesis (2.10) and (2.11) on Θ q a , 1 ≤ q ≤ Q a and Θ q f , 1 ≤ q ≤ Q f , respectively, and continuity of a q , 1 ≤ q ≤ Q a , and f q , 1 ≤ q ≤ Q f , there exist constantsc 1 andc 2 (independent of µ 1 and µ 2 ) such that 18) and
Recall that Q a and Q f are fixed and finite. We now let v = u(µ 1 ) − u(µ 2 ) in (2.15) and deduce from the triangle inequality, (2.18), and (2.19) that
By coercivity and the bound (2.8), we get
Finally, by the Lax-Milgram Lemma,
(here X ′ denotes the dual space of X) and we thus obtain the desired result with
(We can develop a constantC that is furthermore independent of N by replacing the truth entities α and f X ′ in (2.23) by the corresponding exact entities.)
3. The "p"-type Reduced Basis Method. In the standard RB approach, a single approximation space is enriched with new basis functions until the space is considered sufficiently rich; we shall refer to this approach as the "p"-type RB method.
The new "h"-type and "hp"-type methods will borrow and adapt several of the ingredients from the standard approach: a posteriori error estimation; greedy parameter sampling; and offline-online computational decoupling of the RB approximation and the truth FE discretization through a construction-evaluation decomposition. Below, we summarize the standard RB approximation with particular emphasis on these key ingredients.
(Note that in practice, the (·, ·) X -orthonormal basis for X N is constructed by a GramSchmidt procedure.) The RB approximation reads: Given any µ ∈ D, find u N (µ) ∈ X N such that
Under the assumption that u(µ) depends smoothly on the parameters, we expect that N -the dimension of the RB space-can be chosen much smaller than N -the dimension of the truth space X-for comparable numerical accuracy. We finally define the "order" p of the RB approximation as p ≡ N 1/P − 1.
3.2.
A Posteriori Error Estimation. We develop here an a posteriori X-norm bound for the error in the RB field approximation relative to the corresponding truth approximation.
Given any µ ∈ D, we obtain the RB approximation, u N (µ), from (3.2); we then define for all v ∈ X the RB residual as
the Riesz representation of the residual, R N (µ) ∈ X, satisfies
We can now state Lemma 3.1 (A Posteriori X-norm Error Bound). For any µ ∈ D, the RB error bound
for α LB (µ) and γ UB (µ) given by (2.6) and (2.7), respectively. Proof. The RB error, e N (µ) = u(µ) − u N (µ), satisfies the error-residual equation
To obtain (3.6), we choose e N (µ) for v in (3.8) and invoke (3.4) and the CauchySchwarz inequality to get
we then invoke coercivity and (2.6) to arrive at
The result (3.6) now directly follows from the definition (3.5).
To obtain (3.7), we choose R N (µ) for v in (3.8) and invoke (3.4), continuity, and (2.7) to get
hence R N (µ) X / e N (µ) X ≤ γ UB (µ) and the result (3.7) follows from the definition (3.5).
3.3. Construction-Evaluation Decomposition. Thanks to the assumption (2.1) on affine parameter dependence, the computational procedures for the RB solution and error bound admit construction-evaluation decompositions (see also [14, 16] ): the construction stage is computationally expensive-the operation count depends on N -but enables the subsequent evaluation stage in which we can rapidlyindependently of N -evaluate the RB approximation and RB error bound for any µ ∈ D. (In actual practice we would of course also evaluate the RB output and RB output error bound-at negligible additional cost.) The construction-evaluation decomposition in turn permits the full offline-online computational decoupling described in the Introduction; we further discuss this decoupling below.
We first describe the construction-evaluation decomposition for the RB approximation: Let {ζ 1 ∈ X N , . . . , ζ N ∈ X N } denote an X-orthonormal basis for X N . In the construction stage, we assemble the matrices A q N ∈ R N ×N , 1 ≤ q ≤ Q a , and the vectors F q N ∈ R N , 1 ≤ q ≤ Q f , whose elements are defined by 12) respectively. In the evaluation stage-given any µ ∈ D-we evaluate the functions
we then construct the RB stiffness matrix and load vector as
operations; finally, we solve the associated system of equations
for the RB basis coefficients
We next describe the construction-evaluation decomposition for the dual norm of the residual. By linearity, we can write (3.4) as
By linear superposition, we can thus write
where, for 1 ≤ n ≤Ñ ,
We thus have 20) where the G mn are defined as
In the construction stage we first perform the truth solves (3.18) for G n , 1 ≤ n ≤Ñ ; we then compute and store the inner products G mn , 1 ≤ m, n ≤Ñ . In the evaluation stage, we evaluate the functions
In general, the coercivity lower bound α LB (µ) will not be known analytically and must be computed. An efficient construction-evaluation decomposition for the coervivity lower bound-the successive constraint method-can be found in [12, 20] ; the evaluation complexity is independent of N . We do not discuss this component further here in particular because for our particular numerical example of §6 an analytical lower bound α LB (µ) is in fact available.
Greedy Parameter Sampling. We now discuss the construction of the hierarchical RB approximation spaces [20, 22] ). We first introduce a finite train sample Ξ ⊂ D; a (random, say) initial parameter vector µ 1 ∈ D; an error tolerance ǫ tol ; and a maximum RB dimension N max . We then perform Algorithm 1. The outputs of the algorithm are nested RB spaces
Note that the construction-evaluation decomposition allows us to use a dense train sample: each evaluation of the error bound in the arg max is very inexpensive; the truth is invoked only for the "winning"
3.5. Offline-Online Computational Decoupling. We now describe the full offline-online decoupling procedure for the "p"-type RB approximation: the offline stage-performed only once as pre-processing-may be very expensive (N -dependent) but enables the subsequent very fast (N -independent) online stage-performed many times for the computation of the RB solution (and output) and RB error bound (and output error bound).
The offline stage is essentially the Greedy algorithm (Algorithm 1). The param- 
We note that since the RB spaces are nested, we can extract subarrays from the stored entities in order to construct RB approximations of any order 1 ≤ N ≤ N max (online adaptivity).
The online stage is for the "p"-type method equivalent to the evaluation stage: given any µ ∈ D, we assemble the RB system in
operations, and finally evaluate the RB error bound in
4. The "h"-type Reduced Basis Method. In this section we formulate the "h"-type reduced basis method. We first provide preliminaries required throughout this section; we next present the "h"-type approximation algorithm; we then consider a posteriori error estimation; we subsequently describe the offline-online computational decomposition; finally, we develop a new a priori convergence theory for the "zeroth order" approximation in the case of one parameter.
Preliminaries. We first introduce a set of Boolean vectors of length L,
(1,0)
(1,0,0) (1,0,1)
(1,1)
(1,1,0) (1,1,1) we denote a particular member of B L as
We can associate to B L a perfect binary tree with L levels and at most K = 2
leaf nodes-as shown in Figure 4 .1 for the particular case L = 3; we can identify to each B L a node in the tree. Appending a '0' to a vector B L corresponds to a left bend and appending a '1' to a vector B L corresponds to a right bend. We define the concatenation
we say that B L is the parent of the children (B L , i), i ∈ {0, 1}.
Given an initial parameter domain D, we shall perform the "h"-refinement by recursive splitting of D into smaller parameter subdomains. The subdomains are defined hierarchically; thus for some L ≥ 1, we can organize K = 2 L−1 subdomains in a perfect binary tree. We denote the subdomains as
and we require the parent-child hierarchy
We associate to each subdomain V B l a set ofN parameter values denoted by
in which µ 1,B l , . . . , µN ,B l ∈ V B l ; we may then define the RB approximation spaces (of dimensionN ) associated with the subdomains as
The actual bases are, as always, orthonormalized.) To each "model" MN ,B l and corresponding subdomain we associate a parameter anchor point,μ B l , defined asμ
We shall further require (by construction) that, for 2 ≤ l ≤ L − 1,
the anchor point is thus inherited only by the "left" child. The partition of D into subdomains is inferred from proximity to the anchor points.
To this end, we introduce for any Boolean vector
For example, we can choose the Euclidian distance between two points,
(4.12)
To determine for any new µ ∈ D which subdomain V (1,i * 2 ,...,i * L ) ⊂ D contains µ, we successively evaluate the proximity function,
We discuss the computational complexity shortly.
In general, the partition will not have the same number of refinement levels along every branch of the associated binary tree; hence the tree is not necessarily perfect. In this case, L shall denote the maximum number of levels in the tree-the tree depth; we will then have "empty models":
For any such B l associated with an empty model we adopt the convention d B l ≡ ∞; we then terminate the search (4.13) whenever d (1,i * 2 ,...,i) (µ) = ∞ (for i = 0, 1). In order to measure the uniformity of the tree associated with the partition of D into K subdomains, we introduce a relative tree depth η depth = tree depth log 2 K + 1 ; (4.14)
note in particular that η depth ≥ 1.
In what follows we shall need Algorithm 2, which is simply a restatement of the Greedy (Algorithm 1) restricted to a particular subdomain and with one additional output: the evaluation of the a posteriori error bound
we perform one pass of the whole loop and hence identify (and retain) µ 2,B L ; however, in general, we only compute at most N max,B L snapshots. For the pure "h"-type RB approximation we shall require N max,B L ≡N for all B L .
Approximation.
We now introduce the "h"-type RB approximation algorithm. We start from the original parameter domain
we introduce a finite train sample Ξ (1) ⊂ V (1) ; we choose an initial parameter anchor pointμ (1) ∈ D; we choose the error tolerance ǫ 2. Compute the maximum a posteriori error bound (defined shortly) over the train sample over the current subdomain
The refinement is sufficiently good; for allN set
we thus terminate the branch of the associated binary tree.
, respectively; the model M (B L ,0) inherits the anchor point from its "parent," while the model M (B L ,1) takes as anchor point the first parameter value chosen by the Greedy algorithm-in the sense of the a posteriori error estimator, these two points are maximally different and hence good places to "anchor" the new models. (Note the remainingN − 1 snapshots of M B L are discarded.)
(ii) Define a new and denser train sampleΞ
The temporary sampleΞ B L is thus twice as large as the initial train sample.)
The procedure may be more precisely defined by hRB(Ξ (1) ,μ (1) ,N , ǫ 1 tol ), where hRB is the recursive function defined in Algorithm 3.
Remark 1 (Train Sample Refinement). In step 4(ii) in the algorithm above additional points are added to the train sample such that the number of points in the two new train samples will be roughly the same as in the old train sample, and in particular always much larger thanN . As a result, the "global" train sample over
D-the union of all the points in the train samples over all parameter subdomainsis adaptively refined as the "h"-type RB approximation becomes more accurate: the train sample is denser in regions of D with smaller subdomains; hence we add more train points where the solution varies rapidly with the parameters.
In our current implementation, the train sample refinement is performed by sampling of uniformly distributed random points from D; we then use the search (4.13) to determine whether a point belongs to the current subdomain and thus can be included as a new point in the current train sample. In the case that the proximity function is Euclidian distance (as in (4.12)), we need in fact not sample from the entire parameter domain D: we first compute the bounding box of the old train sample; we then sample the new points from a box that contains the bounding box with some specified margin-the assumption is that the box from which we sample contains the entire subdomain. In the case in which the proximity function is the error bound (as we describe shortly), we sample from the entire domain D since we have no a priori knowledge of the shape of the subdomains, and in particular the subdomains might not be connected. ♦ Remark 2 (Offline Speedup). The greedy algorithm-in particular in the case of a low order (smallN ) approximation-is likely to choose parameter values close to the boundaries of the parameter subdomains. As a result, two or more models may comprise some identical (or nearly identical) parameter values, and thus some of the offline truth solves are in some sense redundant. One way to reduce this snapshot redundancy is to share basis functions between approximation spaces if the associated greedily selected parameter values are sufficiently close. The development of an efficient algorithm for automatic sharing of basis functions is the subject of future work. ♦ In Figure 4 .2 we illustrate the first two levels of "h"-refinement together with the associated binary tree for a "h"-type approximation withN = 1. The first anchor point µ (1) is chosen as the upper right corner of the parameter domain, and by definition V (1) = D. The method greedily chooses the pointμ (1, 1) near the lower left corner of V (1) ; the initial anchor point is then re-labelled asμ (1, 0) =μ (1) . We now have two new models M 1,(1,0) = {μ (1,0) } and M 1,(1,1) = {μ (1,1) }, whose associated subdomains V (1, 0) and V (1, 1) are determined from proximity-here Euclidian distance-to the two anchor points. Next, V (1, 1) and V (1, 0) are partitioned in the same fashion (we have here assumed that the tolerance is satisfied within V (1,0,0) and V (1,0,1) ). Finally, we may now define the "h"-type RB approximation: given any µ ∈ D we first determine the subdomain V B * L containing µ from the search (4.13); we then find u
(4.18)
(Note that B * L depend on µ.) We discuss computational complexity shortly. We define the "order" of the "h"-type approximation as p ≡N 1/P − 1.
4.3.
A Posteriori Error Estimation. We can apply the same a posteriori bound developed for the "p"-type RB approximation in §3.2 to the "h"-type (and below "hp"-type) RB approximations. However, we shall require some new notation for the "h"-type error bound.
Given any µ ∈ D and a partition of D into subdomains, we determine B * L from the binary search (4.13) and compute the RB solution u 
Lemma 3.1 now directly applies with an appropriate change of notation. Remark 3 (The Error Bound as Proximity Function). For any B l ∈ B l , 1 ≤ l ≤ L, (associated with a non-empty model) and any µ ∈ D, we can derive the RB error bound associated with the RB approximation to u(µ) in the space XN ,B l ; we denote this error bound by ∆N ,B l (µ). As an alternative to the proximity function introduced in (4.12), we can use
to measure the "distance" between the pointsμ B l and µ. In §6, we provide results with the proximity function defined both as in (4.12) and as in (4.21). ♦ Remark 4 (Multiple Inner-Products). The "h"-type RB approximation offers a natural way of introducing multiple inner-products-multiple reference parametersin the computation of the dual norm of the residual for the a posteriori error bounds.
For example, we could choose the anchor point in any subdomain to be the reference parameter associated with that subdomain. With this approach, we would expect sharper error bounds and thus a better parameter domain partition (as well as, ultimately, greater online efficiency).
To compute the dual norm of the residual we must (in the construction stage) solve a number of problems on the form (3.4) with different right-hand sides. If we solve the discrete system directly, we must invert one operator for each innerproduct; hence there is a computational advantage associated with only a single innerproduct. If we use an iterative solver, however, the solves are in any event performed independently and we can introduce individual inner-products within each subdomain at no computational penalty. In this paper, however, we have not pursued a multiple inner-product approach for our numerical examples. ♦ 4.4. Offline-Online Decomposition. In the offline stage, we determine the partition of the parameter domain and construct the corresponding RB models and spaces: we perform hRB(Ξ (1) ,μ (1) ,N , ǫ 1 tol ). For our purposes here, we assume a perfect binary tree; note that a perfect binary tree with K leaf nodes has K − 1 additional nodes associated with intermediate models (at earlier levels in the tree). We also assume that the cardinality of the train sample over each of the subdomains is equal to n train .
The offline stage computational cost derives from several components: 1. Snapshot Truth Solves. During the partition procedure, we must computē N K snapshots associated with the final approximation spaces. In addition, we must compute (N − 1)(K − 1) snapshots associated with intermediate models required to form the partition. (Since the anchor point-and thus the first basis function-at the next level is inherited from the "parent", onlyN − 1 new basis functions are required for each model.)
2. Reduced Basis Preprocessing. We must compute K(Q aN 2 + Q fN ) truth inner products to form the parameter-independent "stiffness" matrices and loads (e.g., as in (3.12)) for the final models, and an additional (K − 1)(Q aN 2 + Q fN − Q a − Q f ) truth inner products to form the corresponding quantities for the intermediate models.
3. Error Bound Preprocessing. We must compute KN Q a + Q f truth Poisson solves of the form (3.18) for the final models and an additional (K −1)(N −1)Q a truth Poisson solves for the intermediate models. We must also compute the K(N Q a +Q f ) 2 truth inner-products of the form (3.21) in order to evaluate the dual norm of the residual associated with the final models, and an additional
2 ) truth inner-products in order to evaluate the dual norm of the residual associated with the intermediate models.
4. Error Bound Evaluations. We must solve n train (N (K −1)+N K) RB systems to obtain the residual coefficients and evaluate n train (N (K−1)+N K) RB error bounds during the Greedy sampling including both the final and intermediate models. This results in n trainN (2K − 1)(N 3 +N 2 Q 2 ) operations in total (to leading order). The combined offline cost is thus approximately 2N K + 2N K + Q f truth solves, 2K(N Q a + Q f ) 2 + 2K(Q aN 2 + Q fN ) truth inner-products, and n train 2N K(N 3 + N 2 Q 2 ) operations to evaluate the error bounds. Note that the additional cost associated with the intermediate models is not onerous-a factor of two.
The link between the offline and online stages is the parameter-independent data constructed in the offline stage and stored (permanently) for evaluation in the online stage. If we retain only the data associated with the final models the online storage for the "h"-type RB approximation is Q a K matrices of sizeN ×N and Q f K vectors of sizeN ; the online storage associated with the RB error bounds is K(N Q a + Q f ) 2 /2. If we retain intermediate models for purposes of online adaptivity clearly the online storage will increase; we do not consider this case further since in actual practice online adaptivity is typically pursued through the "hp"-approach.
In the online stage, given any µ ∈ D, we first determine the subdomain which contains µ via the binary search (4.13) in O(log 2 K) operations. Thanks to the construction-evaluation decomposition, we can then assemble and solve the corresponding system of algebraic equations in O(QN 2 ) and O(N 3 ) operations, respectively, and compute the associated a posteriori error bound in O(N 2 Q 2 ) operations. Note that the search (4.13) is an O(log 2 K) operation only under the hypothesis that the depth of the tree associated with the partition of D is proportional to log 2 K; we provide numerical results to support this hypothesis in §6. We also emphasize that the efficient O(log 2 K) search is a particular property of our hierarchical partition construction; if we were to partition the parameter domain based on (say) a Voronoi diagram, determination of the subdomain which contains µ ∈ D would be less efficient.
4.5.
A Priori Theory:N = 1, P = 1. In this section we develop a priori convergence theory for a "h"-type RB approximation of "zeroth order" (N = 1) in the one-parameter case (P = 1) when the Euclidian distance is used as the proximity function. We focus onN = 1 since in factN = 1 is crucial to the "hp"-approach of §5; the theory developed here demonstrates that anN = 1 greedy approach can indeed generate a reasonably efficient partition. We consider P = 1 for simplicity; at the conclusion of this section we provide a remark addressing theN > 1 (higher "order") and P > 1 cases.
For our purposes here, we do not need the Boolean indexing of the anchor points and subdomains: we assume that we have partitioned D into K subdomains; we relabel the K anchor points asμ where B * (µ) is the Boolean index of the particular subdomain containing µ. Below, we omit the ′ for brevity. For the purpose of this section, givenK anchor points and corresponding subdomains, we denote by uK(µ) the "zeroth order" (N = 1) "h"-type RB approximation for any µ ∈ D. With the implicit mapping above, we have
where the coefficient ωK(µ) is given by the Galerkin projection as
We denote by rK(v; µ) = f (v; µ)−a(uK(µ), v; µ) the RB residual, and let RK(µ) ∈ X satisfy (RK(µ), v) X = rK(v; µ) for all v ∈ X. Our X-norm error upper bound is then written
which is simply a specialization of (4.20) . We need two further preliminary results. First, it is clear from Cea's Lemma (with respect to the X-norm), (2.9), and (2.8) that for anyK, 1 ≤K ≤ K, and any µ ∈ D,
) is a particular member of the (one-dimensional) reduced basis space. Second, from (3.7) of Lemma 3.1, we get for anyK, 1 ≤K ≤ K, and any µ ∈ D,
We can now state Proposition 4.1 (Convergence in the caseN = 1, P = 1). The "h"-type RB approximation is convergent for finite K(ǫ 1 tol ) ≤ K max (ǫ 1 tol ) subdomains. Further, the convergence is first order in the sense that
where the constant C is given by
2 is the constant developed in Lemma 2.1 and |D| is the length of D ⊂ R.
Proof. Algorithm 3 provides a sequence of anchor pointsμ 1 , . . . ,μ K for K ≥ 1. We have by construction of our algorithm either K = 1 or K > 1 and
(4.30)
In the former case the proof is complete; we henceforth consider the latter case. We deduce from (4.27), (4.26), and Lemma 2.1,
respectively, for 1 ≤K ≤ K − 1; hence from (4.30) and thus by (4.34)
Note that δ K is not the smallest distance between two anchor points: rather, it is the smallest length of any of the K subdomains. Let |D| denote the length of D. With K subdomains, it is clear that Kδ K ≤ |D|. We now assume K > K max . From (4.28) and (4.36) it then follows that
We have thus reached a contradiction: the "h"-type RB approximation can not generate a sequence of anchor pointsμ 1 , . . . ,μ K for K > K max ; thus the algorithm must be convergent for 1 ≤ K ≤ K max subdomains. Remark 5 (Convergence in the caseN ≥ 1, P ≥ 1). We first recall a polynomial approximation result. Consider piecewise polynomial interpolation of order p of a sufficiently smooth function on a bounded domain in R P . We expect the convergence to be of order p+1: with K subdomains we expect the error to decrease as (1/K) (p+1)/P . Further, with each subdomain we can associateN = (p + 1)
P degrees of freedom; we can thus expect the error to decrease as (1/K) (N 1/P )/P . In the "zeroth order" multi-parameter case (N = 1, P > 1) we anticipate that our method converges for
subdomains for some positive constant C. This poor convergence for P ≫ 1 suggests the advantage of "p"-convergence [21] or "hp"-convergence rather than solely "h"-convergence. Next, in the higher order, one-parameter case (N > 1, P = 1), we might expect convergence ofN th-order in the sense that
for some positive constant C. Finally, in the general caseN ≥ 1, P ≥ 1, we might expect convergence of order p + 1, or
We shall consider these heuristic arguments again in the context of numerical results. Note that our bound (4.28) and estimators (4.39) and (4.40) should capture the correct order but of course the constant will be very pessimistic: by design, the Greedy should adapt the sample to best accomodate local variations. ♦ 5. The "hp"-type Reduced Basis Method. With the "hp"-type RB method, we combine the "h"-and "p"-type methods: we first construct a partition of the parameter domain with "h"-refinement; we then compute independent approximation spaces restricted to each parameter subdomain with "p"-refinement-in general, the approximation spaces will have different dimensions.
Approximation.
The parameter domain partition is first constructed by anN = 1 "h"-type approximation until the error bound tolerance ǫ 1 tol is satisfied. We first construct the initial train sample Ξ (1) ⊂ D, choose an initial parameter anchor µ (1) ∈ D, and specify ǫ 1 tol ; we then execute Algorithm 3, hRB(Ξ (1) ,μ (1) , 1, ǫ   1 tol ). The output from hRB(Ξ (1) ,μ (1) , 1, ǫ 1 tol ) is K subdomains with associated oneparameter models and one-dimensional approximation spaces; we denote by B 1 , . . . , B K the K associated Boolean indices. We also store the train sample over each of the final subdomains. As an additional step we now append additional basis functions to each approximation space with a standard "p"-type procedure over each train sample: we specify the maximum RB space dimension
we specify a new error bound tolerance ǫ 2 tol < ǫ
The final output is thus K sets of nested RB approximation spaces and associated models,
Note that the dimension of the spaces is in general different since the error bound tolerance ǫ 2 tol might be satisfied by the different approximation spaces over the different train samples with a different number of basis functions.
Finally, we may now define the "hp"-type RB approximation: given any µ ∈ D, we first determine the subdomain V B * L containing µ from the search (4.13); given any 1 ≤ N ≤ N max , we then find u
L and thusN depend on µ.) 5.2. A Posteriori Error Estimation. We shall require some new notation for the "hp"-type a posteriori error bound.
Given any µ ∈ D and a partition of D into subdomains, we determine B * L from the binary search (4.13) and compute the RB solution u hpRB N (µ) from (5.1). The RB residual is
We denote the Riesz representation of the residual by R hpRB N ; as an upper bound for the X-norm error u(µ) − u hpRB N (µ) X , we define
Lemma 3.1 now directly applies with an appropriate change of notation.
Offline-Online Decomposition.
In the offline stage, we determine the partition of the parameter domain and construct the corresponding RB models and spaces as discussed above. For our purposes here, we assume a perfect binary tree. We also assume that the cardinality of the train sample over each of the subdomains is equal to n train .
The offline cost derives from several components; it is crucial to note that since the initial "h"-refinement is performed forN = 1, there is no additional cost associated with the intermediate models:
1. Snapshot Truth Solves. During the partition procedure, we must compute (at most) N max K snapshots associated with the final and intermediate approximation spaces.
2. Reduced Basis Preprocessing. We must compute (at most) K(Q a N 2 max + Q f N max ) truth inner products to form the parameter-independent "stiffness" matrices and loads (e.g., as in (3.12)) for the final and intermediate models.
3. Error Bound Preprocessing. We must compute (at most) KN max Q a + Q f truth Poisson solves of the form (3.18) for the final and intermediate models. We must also compute (at most) K(N max Q a + Q f )
2 truth inner-products of the form (3.21) in order to evaluate the dual norm of the residual associated with the final and intermediate models.
4. Error Bound Evaulations. We must solve (at most) n train ((K − 1) + N max ) RB systems to obtain the residual coefficients and evaluate (at most) n train ((K − 1) + N max K) RB error bounds during the Greedy sampling for both the final and intermediate models. This results in (at most) n train ((
2 ) operations in total (to leading order). The combined offline cost is thus
2 ) operations to evaluate the error bounds. For each model, we must construct and retain the parameter-independent data necessary to accomodate the efficient evaluation stage for the RB approximation and the associated a posteriori error bound, as discussed in §3.3 for the standard RB method. The online (permanent) storage requirement is Q a K matrices of maximum size N max × N max and Q f vectors of maximum size N max ; the storage associated with the RB error bounds is K(N max Q a + Q f ) 2 /2. In the online stage, given any µ ∈ D, we first determine the subdomain containing µ via the binary search (4.13) in O(log 2 K) operations. Thanks to the constructionevaluation decomposition, we can then, given 1 ≤ N ≤ N max , assemble and solve the corresponding system of algebraic equations in O(QN 2 ) and O(N 3 ) operations, respectively, and compute the associated RB error bound in O(N 2 Q 2 ) operations.
6. A Convection-Diffusion Model Problem.
6.1. Formulation and Truth Discretization. We now apply the "p"-, "h"-and "hp"-type RB methods to a steady convection-diffusion model problem parametrized by the angle and magnitute of the prescribed velocity field: Let µ = (µ 1 , µ 2 ) and define
T . The governing equations for the exact field variable u e (µ) are
The physical domain is the circle Ω = {(x, y) ∈ R 2 : x 2 + y 2 ≤ 2}. We next define for all w, v ∈ X e ≡ X e (Ω) ≡ H and the linear functional
thus (2.1) obtains for Q a = 3 and Q f = 1. We can then state the exact problem in the standard variational form: Given any µ ∈ D, find u e ∈ X e such that
Note that for this particular problem, a s (w, v; µ) = Ω ∇w · ∇v dΩ is parameterindependent; thus a(v, v; µ) = v 2 X for all v ∈ X e and we may choose α LB ≡ 1 as the coercivity lower bound.
Next, we introduce a truth spectral element space X ≡ X N (Ω) ⊂ X e (Ω) of dimension N = 481 based on five spectral elements of order ten: we introduce a computational domainΩ = (−1, 1)
2 and standard transfinite mappings where P 10 (Ω) denotes the space of polynomials of degree 10 (in each spatial direction) overΩ. The truth discretization of (6.5) reads: Given any µ ∈ D, find u(µ) ∈ X such that a(u(µ), v; µ) = f (v), ∀v ∈ X.
(6.7)
In Figure 6 .2, we plot the solution of (6.7) for three different parameter values. Clearly, the three solutions have a very different structure-this particular problem is thus a good candidate for "hp" treatment. We define three parameter domains:
we shall thus consider P = 1 (D I or D II ) or P = 2 (D III ) parameters.
6.2. "p"-type RB Approximation Results. In this section, we present the standard ("p"-type) RB convergence results for our model problem.
We introduce uniformly distributed random train samples Ξ I ⊂ D I , Ξ II ⊂ D II , and Ξ III ⊂ D III of size 10 3 , 10 3 and 10 4 , respectively. We recall that ǫ N = max µ∈Ξ ∆ N (µ) is the maximum X-norm error bound over the train sample associated with the space X N . In Figure 6 .3, we plot ǫ N as a function of N for the two one-parameter cases D = D I and D = D II : we note that N can be quite small even for ǫ N ≈ 10 −6 . In Figure 6 .4 (right), we plot ǫ N for the two-parameter case D = D III . The quite poor convergence of the "p"-type RB is not surprising given the very different solution structures obtained for different parameter values; variations in µ 1 are particularly difficult to resolve-as indicated in Figure 6 .3-due to the effect of the location of the boundary layer. In Figure 6 .4 (left) we present the parameters chosen by the greedy algorithm: the points are clearly denser for larger velocities-which yield thinner boundary layers.
6.3. "h"-type RB Approximation Results. We now present convergence results for a pure "h"-type RB approximation; the dimension of the approximation spaces is thus fixed. The convergence results are obtained by first specifying the desired tolerance ǫ 1 tol as well as the RB space dimensionN , the initial train sample Ξ (1) and the initial anchor pointμ (1) ; we then perform hRB(Ξ (1) ,μ (1) ,N , ǫ 1 tol ). GivenN , we let KN (ǫ 1 tol ) denote the number of subdomains in the partition for specified ǫ 1 tol . We start with the one-parameter cases D = D I and D = D II . In both cases, the initial train samples consist of 100 random points; the initial anchor point isμ (1) = (0, 0). In Figure 6 .5 we present KN (ǫ 1 tol ) forN = 1, 2, 3 for each of the two cases. The proximity function is d B l (µ) = µ −μ B l 2 (dotted) and d B l (µ) = ∆ B l (µ) (dashed lines): we observe the choice of the proximity function has little impact on the results. We indicate the slopes for first, second and third order convergence: for theN = 1 approximation, the convergence rates are in good agreement with the theoretical result (4.28); for theN > 1 approximations, the convergence is approximatelyN th order and hence in agreement with our conjecture (4.38).
We next consider the two-parameter case D = D III . The initial train sample Ξ (1) consist of 10 3 random points; the initial anchor point isμ (1) = (0, 0). In Figure 6 .6 we present KN (ǫ
: now the choice of the proximity function has some, but very slight, impact on the results but only for the first order approximation. We indicate the slopes for 1/2 and first order convergence; we achieve roughly K 1 ∼ (ǫ Finally, we empirically examine the depth of the associated binary trees. Ideally, we would like the relative tree depth (4.14) to be a constant close to unity; the search (4.13) in this case is an efficient log 2 K operations binary search. In Figure 6 .7, we plot the relative tree depth against the number of subdomains for the approximation withN = 1 for each of our three parametrizations. (Note the scatter in the plots is induced by the range of ǫ 1 tol considered.) Although from these results it is difficult to reach general conclusions, the relative tree depths are all fairly close to unity and increase with increasing K only very modestly even for 1 ≤ K ≤ 10 4 .
6.4. "hp"-type Approximation Results. We now present convergence results for an "hp"-type RB approximation. For a partition with K subdomains, let Ξ denote the union of the associated K train samples; we then define ǫ K = 8 and K = 260 subdomains, respectively. Here, we use d B l = µ −μ B l 2 as the proximity function; the initial train sample consist of 100 random points; the initial anchor point isμ (1) = (0, 0). In Figure 6 .8 we plot ǫ hpRB N as functions of N for each of the two parametrizations. Given any error bound tolerance, we note a significant reduction in the required approximation space dimension (in any subdomain) when compared to a standard RB (K = 1) approximation. Of course, the total number of snapshots N K (for any given tolerance) will increase with K: the greater suitability of local snapshots does not compensate for lower order in terms of global approximation properties.
We next consider the two-parameter case D = D III . We use d B l (µ) = µ −μ B l 2 as the proximity function; the initial train sample consist of 10 3 random points; the initial anchor point isμ (1) = (0, 0). In Figure 6 .9 we show partitions of the parameter domain for specified ǫ 1 tol = 5 and ǫ 1 tol = 2: we obtain K = 72 and K = 417 subdomains, respectively. We note-similarly to the "p"-type greedy parameter choices in Figure  6 .3 (left)-that the subdomains are smaller for larger velocities. In Figure 6 .10, we plot for each of the two partitions in Figure 6 .9 the maximum error bound ǫ hpRB N as a function of N ; we include the results for the standard RB approximation ("p"-type or "hp"-type with K = 1) as well. Again, the order reduction is significant.
In Table 6 .1 and Table 6 .2 we summarize for K = 72 and K = 417 subdomains, respectively, the offline and online performance of the "hp" approach relative to that of the standard RB method. For given tolerances ǫ 7. Concluding Remarks. The "hp"-type RB method has been shown to significantly reduce the online computational cost. On the other hand, the new approach is more expensive than the standard ("p"-type) RB method in the offline stage; hence we must trade offline cost for online performance. However, the online effort is often our main concern in the real-time or many-query contexts.
We expect the new approach to be particularly beneficial for problems for which the solution structure is very different in different parts of the parameter domain. While our model problem was specifically constructed to exhibit this property, there are many realistic problems which exhibit similar behavior. As an example, we mention an application of RB to the solution of the Fokker-Planck equation [14] ; here, the solution is required for many different parameters, but the required ("p"-type) RB spaces are rather large. Also of interest are problems which exhibit non-smooth parameter dependence-the "hp"-approach should automatically refine the parameter domain around singularities and hence work better than the standard approach;
There are several opportunities for future work. First, we can improve the algorithm: at present the parameter domain partition is rather sensitive to the choice of ǫ 1 tol ; we can also reduce the number of truth solves-the offline effort-if we exploit the fact that the greedy algorithm often chooses anchor points near subdomain boundaries-hence some parameter values could be shared between models (c.f. Remark 2). Second, we can generalize our approach to POD-Greedy sampling [11] for parabolic problems [8] : the critical new ingredient is proper balance between additional POD modes and additional Greedy parameter values in the initial subdivision process. Third, we can extend the approach to quadratically nonlinear problems such as the incompressible Navier-Stokes equations [13] -in this case the "hp"-approach is particularly advantageous since the (online) computation of the error bound requires O(N 4 ) operations for N basis functions and hence the "smaller N for larger K trade" is particularly favorable. Finally, we mention that the offline stage of the "hp" approach is readily parallellizable-we can subdivide the parameter domain along each branch of the associated binary tree independently.
