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Résumé
Le problème NP-diile de l'ordonnanement de
véhiules a fait l'objet d'une attention partiulière es
dernières années. Alors qu'une approhe direte par pro-
grammation linéaire en nombres entiers ou programma-
tion par ontraintes s'avère très souvent ineae, plu-
sieurs méthodes d'optimisation loale ont au ontraire
démontré leur eaité. Nous dérivons ii une nouvelle
approhe par reherhe loale à voisinage large basée
sur la programmation linéaire en nombres entiers. Cette
approhe a notamment été éprouvée lors du Challenge
ROADEF'2005 sur un problème d'ordonnanement de
véhiules proposé par le onstruteur RENAULT, plus
omplexe que le problème habituellement traité dans la
littérature. Pour omparaison, nous dérivons aussi une
méthode de reherhe loale à petit voisinage, en l'o-
urrene la méthode qui nous a permis de remporter le
Challenge ROADEF'2005.
Abstrat
The NP-hard problem of ar sequening has reei-
ved a lot of attention these last years. Whereas a di-
ret approah based on integer linear programming or
onstraint programming is generally ineient, several
loal optimization methods have on ontrary demons-
trated their eieny. Here a new approah by large
neighborhood loal searh is desribed based on inte-
ger linear programming. This approah was notably tes-
ted at the time of the Challenge ROADEF'2005 on a
ar sequening problem proposed by the manufaturer
RENAULT, more omplex than the problem generally
addressed in the literature. For omparison, we also des-
ribe a loal searh method with small neighborhood, in
fat the method whih enabled us to gain the Challenge
ROADEF'2005.
1 Introdution
Les usines modernes d'assemblage de véhiules sont
omposées de trois grands ateliers : l'atelier tlerie
dans lequel est assemblé le orps du véhiule, l'atelier
peinture dans lequel elui-i est peint, et enn l'atelier
montage dans lequel sont posés les équipements et les
options du véhiule. Le problème de l'ordonnanement
de véhiules onsiste à déterminer l'ordre dans lequel
un ensemble de véhiules doit parourir es trois ate-
liers, de façon à en failiter la fabriation. La séquene
de véhiules ainsi formée est appelée lm.
Chaque atelier est sujet à des ontraintes spéi-
ques, qui tendent à être en onit les unes ave les
autres. An de limiter la omplexité du problème, les
diérents travaux parus sur le sujet [4, 5, 14, 12, 6, 8, 7℄
ne onsidèrent que les ontraintes et objetifs liés à
l'atelier montage. Dans le adre du Challenge ROA-
DEF'2005, un problème plus omplexe était proposé
par le onstruteur RENAULT, intégrant non seule-
ment les besoins de l'atelier montage mais aussi eux
de l'atelier peinture.
Le problème hez RENAULT. Pour l'atelier pein-
ture, l'objetif est de minimiser la onsommation de
solvant, lequel est utilisé pour purger les pistolets de
peinture à haque hangement de ouleur dans le lm.
De façon plus expliite, le but est de minimiser le
nombre de purges ou enore le nombre de hangements
de ouleur dans le lm, e qui revient à grouper dans le
lm les véhiules ayant des ouleurs identiques. Cepen-
dant, une séquene de véhiules d'une même ouleur
ne doit pas dépasser une longueur maximale, notée
PAINT-LIMIT (il faut périodiquement hanger de ou-
leur pour permettre un meilleur ontrle visuel de la
qualité). Cette ontrainte est la seule ontrainte dure
du problème.
An de lisser la harge de travail sur les diérents
postes omposant la haîne de montage, il est né-
essaire d'espaer dans le lm les véhiules dont la
pose des options néessitent des opérations lourdes.
En d'autres termes, le but est de limiter la densité des
véhiules qui demandent beauoup de travail au mon-
tage, an de ne pas surharger les postes de travail
onernés par l'assemblage de es véhiules.
Ce besoin d'espaer les véhiules est formalisé par
une ontrainte de ratio pour haque option. Par
exemple, pour une option à laquelle est assoiée un
ratio 3/7, on ne devra pas trouver plus de 3 véhiules
onernés par l'option dans toute séquene ontiguë du
lm, appelée fenêtre, omportant 7 véhiules. Comme
il n'est pas possible de savoir a priori si toutes les
ontraintes de ratio pourront être respetées, elles-i
sont dénies omme des ontraintes molles. Par onsé-
quent, l'objetif sera de minimiser le nombre de vio-
lations pour l'ensemble des ontraintes de ratio. Pour
l'exemple préédent, si 5 véhiules possèdent l'option
en question sur une fenêtre de 7, alors 2 violations sont
omptées. An de distinguer ertaines options dites
prioritaires, les violations peuvent être pondérées par
une onstante.
Motivations. Le problème de l'ordonnanement de
véhiules est fortement NP-diile, même lorsque ne
sont onsidérées que les ontraintes liées à l'atelier
montage [4, 8℄, et une approhe exate par program-
mation linéaire en nombres entiers ou programmation
par ontraintes atteint ses limites lorsque le nombre
de véhiules à ordonnaner dépasse quelques dizaines.
Ainsi, plusieurs heuristiques ont été proposées dans la
littérature pour résoudre le problème, notamment des
algorithmes à base de fourmis [14, 6, 7℄ et des algo-
rithmes de reherhe loale [12, 6℄. De la même ma-
nière, les méthodes qui ont été présentées par les dié-
rents partiipants au hallenge ROADEF'2005 [3℄ sont
basées sur des tehniques de reherhe loale de type
reuit simulé ou reherhe tabou (voir [2℄ pour plus
de détails sur es tehniques). La prinipale araté-
ristique de toutes es méthodes est la petite taille du
voisinage exploré à haque itération de l'algorithme.
Dans ette note, nous présentons une approhe du
problème par reherhe loale à grand voisinage [1℄.
Tout d'abord, nous proposons une formulation ori-
ginale du problème par un programme linéaire en
nombres entiers. Nous montrons ensuite omment uti-
liser la programmation linéaire en nombres entiers
pour explorer de très grand voisinage dans une mé-
thode de reherhe loale de type k-éhange [2, 1℄.
Pour omparaison, nous dérivons aussi une méthode
de reherhe loale à petit voisinage, en l'ourrene la
méthode qui nous a permis de remporter le Challenge
ROADEF'2005. Les deux méthodes ont été implantées
sur le prinipe de la desente [2℄ (l'objetif n'est jamais
détérioré au ours de l'algorithme) ; en eet, auun
optimum loal n'a été renontré en pratique (sur les
instanes proposées par RENAULT). En onlusion,
nous disuterons des résultats obtenus par haune de
es deux méthodes et de quelques diretions futures de
reherhe.
2 Reherhe loale à grand voisinage
Dans ette setion, nous dérivons en détail la mé-
thode de reherhe loale à grand voisinage que nous
avons implantée lors de la phase de qualiation du
Challenge ROADEF'2005. L'approhe que nous pro-
posons peut être qualiée d'hybride, en e sens qu'elle
mêle reherhe loale et résolution exate par program-
mation linéaire en nombres entiers. Nous avons ré-
emment appris que e type d'approhe, formalisée
par Mautor et Mihelon [10℄, avait déjà été appliquée
ave suès à la résolution d'un problème d'ordonnan-
ement de projet [11℄.
2.1 Programmation linéaire en nombres entiers
Voii une formulation du problème d'ordonnane-
ment de véhiules (hez RENAULT) par un pro-
gramme linéaire en nombres entiers. An de limiter le
nombre de variables de elui-i, les véhiules identiques
sont groupés par lasse (deux véhiules sont identiques
s'ils ont les mêmes options et la même ouleur). Le
nombre de véhiules à ordonnaner et le nombre de
lasses sont respetivement notés NPOS et NCL. Le
nombre de véhiules de la lasse i est noté Ni. Enn,
Pi/Qi dénote le ratio assoié à l'option i.
À haque ouple lasse i/position j, nous assoions
une variable binaire cli,j dont la valeur est égale à
1 si le véhiule à la position j appartient à la lasse
i et à 0 dans le as ontraire. Les ontraintes (1) et
(2), dérites i-dessous, assurent que tous les véhiules
d'une même lasse sont assignés à une position dans
le lm et qu'une position ne sera oupée que par un
et un seul véhiule d'une même lasse :
∀i ∈ {1, . . . ,NCL},
NPOS∑
j=1
cli,j = Ni (1)
∀j ∈ {1, . . . ,NPOS},
NCL∑
i=1
cli,j = 1 (2)
Pour haque ouple lasse i/option j, la onstante
OPi,j est égale à 1 si les véhiules de la lasse i pos-
sèdent l'option j et à 0 dans le as ontraire. Ensuite,
à haque ouple option i/position j est assoiée une
variable binaire oi,j dont la valeur est égale à 1 si le
véhiule en position j possède l'option i et à 0 dans
le as ontraire. Les ontraintes (3) permettent alors
d'exprimer les variables oi,j en fontion des variables
cli,j et des onstantes OPi,j :




(OPk,i ∗ clk,j) (3)
Enn, notons vi,j la variable représentant le nombre de
violations de l'option i pour la fenêtre qui ommene
en j. L'objetif étant de minimiser la somme de es
variables, nous posons :
∀i ∈ {1, . . . ,NOP} et ∀j ∈ {1, . . . ,NPOS− Qi + 1},
j+Qi−1∑
k=j
oi,k − Pi ≤ vi,j (4)
De façon similaire, nous allons maintenant dénir les
variables et les ontraintes onernant les ouleurs.
Pour haque ouple lasse i/ouleur j, la onstante
COi,j est égale à 1 si les véhiules de la lasse i sont de
ouleur j et à 0 dans le as ontraire. Ensuite, à haque
ouple ouleur i/position j est assoiée une variable
binaire ci,j dont la valeur est égale à 1 si le véhiule
en position j est de ouleur i. Voii les ontraintes
permettant d'exprimer es variables en fontion des
variables cli,j et des onstantes COi,j :




(COk,i ∗ clk,j) (5)
À haque position est assoiée une variable binaire pj
dont la valeur est égale à 1 lorsque une purge est ef-
fetuée entre les positions j − 1 et j. L'objetif étant
de minimiser le nombre de purges, nous posons :
∀i ∈ {1, . . . ,NCOUL} et ∀j ∈ {2, . . . ,NPOS} :
ci,j − ci,j−1 ≤ pj et ci,j−1 − ci,j ≤ pj (6)
Enn, les ontraintes dures onernant la PAINT-LIMIT
s'expriment naturellement à l'aide des variables ci,j :
∀i ∈ {1, . . . ,NCOUL} et
∀j ∈ {1, . . . ,NPOS− PAINT-LIMIT} :
j+PAINT-LIMIT∑
k=j
cli,k ≤ PAINT-LIMIT (7)
Pour onlure, la fontion objetif du programme li-
néaire s'érit omme suit, ave CVi le oût d'une vio-










Notons que si les variables cli,j sont entières, alors
toute solution du programme linéaire est entière, et
e, même si les autres variables sont relâhées. De la
même façon, si les variables oi,j et ci,j sont entières,
alors la solution du programme l'est également. Par
onséquent, le type des variables sera déni omme
suit lors de la résolution du programme :
si NCL ≤ NOP + NCOUL alors
∀i ∈ {1, . . . ,NCL}, ∀j ∈ {1, . . . ,NPOS}, cli,j ∈ {0, 1},
et toutes les autres variables sont relâhées ;
sinon
∀i ∈ {1, . . . ,NOP}, ∀j ∈ {1, . . . ,NPOS}, oi,j ∈ {0, 1},
∀i ∈ {1, . . . ,NCOUL}, ∀j ∈ {1, . . . ,NPOS}, ci,j ∈
{0, 1},
et toutes les autres variables sont relâhées ;
n si
Contrairement à la formulation plus lassique propo-
sée dans [7℄ (omettant les variables intermédiaires oi,j
et ci,j), le nombre de variables entières n'est pas ii dé-
terminé par le nombre de lasses mais par le nombre
d'options et de ouleurs. Cei s'avère très souvent inté-
ressant, tant pour les instanes industrielles proposées
par RENAULT que pour les instanes de la CSPLib
[5℄. Cela nous a notamment permis de déterminer que
l'instane 21-90 de la CSPLib ne pouvait être satisfaite
(la seule dont on ne onnaissait pas le statut jusqu'à
présent).
2.2 Une reherhe loale de type k-éhange
Le programme linéaire en nombres entiers que nous
venons de formuler nous a permis de résoudre des
instanes omportant jusqu'à une entaine de véhi-
ules. Malheureusement, pour des instanes de grande
taille (de l'ordre du millier de véhiules), sa résolution
exate n'est plus possible : la relaxation linéaire du
programme fournit des solutions de mauvaise qualité
(très frationnaires, de oût égal à zéro) et le branh &
bound peine à trouver une première solution entière.
Dans ette setion, nous montrons omment mettre
à prot la puissane de la résolution exate par pro-
grammation linéaire en nombres entiers pour explorer
de très large voisinage dans une méthode de reherhe
loale de type k-éhange [2℄.
À haque itération de l'algorithme, K véhiules du
lm sont séletionnés pour être éhangés (nous dirons
que es véhiules sont mobiles). Le voisinage à explo-
rer est alors déni omme étant l'ensemble des lms
pouvant être obtenus par permutation de es véhiules
mobiles. Parmi les K! voisins potentiels, nous allons en
reherher un de meilleur oût que elui de la solu-
tion ourante, voire si possible le meilleur. Pour ela,
nous résolvons le programme linéaire en nombres en-
tiers (PLNE) déni omme dans la setion préédente,
où les variables orrespondant aux véhiules non mo-
biles sont xées. La résolution de e programme se fait
par un algorithme lassique de branh & bound , dans
une limite de temps xée à T-MAX seondes. Une fois
la résolution terminée ou interrompue faute de temps,
la solution ourante est mise à jour et les valeurs de
K et de T-MAX ajustée, en vue d'eetuer une nou-
velle itération. Pour résumer, voii les grandes lignes
de l'algorithme.
Algorithme Grand Voisinage :
début ;
initialiser K et T-MAX ;
aluler une solution initiale ;
tant que le temps n'est pas éoulé faire
hoisir K véhiules mobiles ;
formuler le PLNE pour les K véhiules mobiles ;
laner la résolution du PLNE durant T-MAX seondes ;
mettre à jour la solution ourante ;
ajuster K et T-MAX ;
n faire ;
n ;
Plusieurs algorithmes gloutons ont été proposés
dans la littérature [6℄ ; es algorithmes, que nous avons
enrihis pour tenir ompte des ontraintes de l'atelier
peinture, permettent d'obtenir rapidement des solu-
tions initiales de bonne qualité (généralement en temps
O(NPOS2)). Ensuite, le aratère eetif de l'algo-
rithme dépend essentiellement de deux fateurs. Tout
d'abord, le hoix des valeurs de K et de T-MAX est ru-
ial. Si K est trop grand ou T-MAX trop petit, la réso-
lution du PLNE peut éhouer (auune solution entière
n'est trouvée dans le temps imparti). L'idée est de dé-
buter l'algorithme ave une petite valeur de K que l'on
aroît au l des itérations, jusqu'à e qu'une résolu-
tion éhoue ; la valeur de K est alors stabilisée, de façon
à permettre le plus grand hoix de véhiules mobiles
possibles pour une valeur de T-MAX xée. Le deuxième
fateur porte sur le hoix des véhiules mobiles. En
eet, nous avons pu onstater que plus les véhiules
mobiles sont éloignés les uns des autres dans le lm,
plus la qualité de la relaxation linéaire du programme
s'améliore, abaissant ainsi le temps de reherhe d'une
solution entière optimale par branh & bound (des élé-
ments d'analyse polyédrale [13℄, que nous ne détaille-
rons pas ii, permettent d'expliquer en partie e phé-
nomène). Ainsi, les véhiules mobiles sont en grande
partie hoisis au hazard dans le lm, le reste provenant
des positions où apparaissent les violations.
Cet algorithme a été implanté en langage C ANSI
dans le adre du Challenge ROADEF'2005, la librairie
GLPK [9℄ étant utilisée pour la résolution du PLNE.
Les expérimentations que nous avons menées sur les
instanes proposées par RENAULT
1
(qui peuvent
omporter jusqu'à plus d'un millier de véhiules) nous
ont onduits à xer la valeur de T-MAX autour de dix
seondes. La valeur de K, initialement xée à une in-
quantaine de véhiules, est très rapidement augmentée
de façon à séletionner de la moitié jusqu'au deux tiers
des véhiules du lm, permettant ainsi d'explorer des
voisinages de taille O(NPOS!). En moyenne, le temps
passée à la résolution du PLNE varie de trois à quatre
seondes. Notons qu'an d'aélérer la onvergene de
l'algorithme, une solution réalisable de base, onstruite
eaement à partir de la solution ourante, est passée
à l'algorithme du simplexe de façon à réduire le temps
de alul d'une solution de la relaxation linéaire du
programme.
3 Reherhe loale à petit voisinage
Dans ette setion, nous dérivons la méthode de
reherhe loale à petit voisinage qui nous a permis de
remporter le Challenge ROADEF'2005. La méthode
en question onsiste à appliquer à haque itération une
transformation sur le lm ne modiant elui-i que très
loalement . Si ette transformation est valide ('est-
à-dire respete la ontrainte dure de PAINT-LIMIT) et
ne détériore pas le oût de la solution ourante, alors
elle-i est eetuée. Cette méthode s'inspire large-
ment des réents travaux de Gottlieb, Puhta et Sol-
non [12, 6℄ sur le sujet. Le travail que nous avons réalisé
dans le adre du Challenge ROADEF'2005 a onsisté
en une adaptation et un enrihissement des tehniques
proposées par es trois auteurs an de traiter au mieux
le problème proposé par RENAULT (en partiulier les
objetifs et ontraintes liés à l'atelier peinture).
Algorithme Petit Voisinage :
début ;
aluler une solution initiale (algorithme glouton) ;
tant que le temps n'est pas éoulé faire
hoisir une transformation à appliquer au lm.
hoisir les positions auxquelles elle-i sera appliquée.
si elle-i est valide et ne détériore pas le oût alors




Les transformations que nous utilisons sont au
nombre de inq : éhange, insertion avant, insertion
1
Nos tests ont été réalisés sur un PC équipé d'un proesseur
1.6 GHz et d'une RAM de 256 Mo.
arrière, miroir et mélange aléatoire (voir la gure 1).
Le voisinage exploré à partir d'une solution ourante
est ii extrêmement réduit. En eet, le voisinage sus-
eptible d'être exploré à l'aide des quatre premières
transformations (éhange, insertion avant, insertion
arrière et miroir) est au plus de taille O(NPOS2). De
plus, le hoix du voisin n'est guidé par auune règle
sophistiquée : le premier voisin qui ne détériore pas
la solution ourante est séletionné pour une nouvelle
reherhe. Aepter les transformations n'améliorant
pas le oût de la solution ourante est d'ailleurs une
des lés de la réussite de ette approhe : ela per-
met de diversier très largement la reherhe et d'évi-
ter ainsi ertains optima loaux. L'emploi du mélange
aléatoire, qui ne s'applique ii que sur de petites por-
tions du lm (quelques dizaines de véhiules tout au
plus), est lui aussi ruial puisqu'il semble assurer, du
moins en pratique, une onvergene de l'algorithme
vers un optimum global.
vk vl vkvl
vk vlvlv1 v2 v3 vk v2v1 v3
vk vl vkv1 v2 v3 v1 v2 v3 vl
v1 v2 v3 v3 v2 v1vk vl vl vk






Fig. 1  Les inq transformations.
Quant à la fréquene de l'emploi de haune des inq
transformations, les ampagnes d'essais menées sur les
jeux de données fournis par RENAULT nous ont per-
mis de tirer les enseignements suivants. De manière
générale, le nombre d'éhanges doit rester prépondé-
rant (environ 60% du nombre total de transformations
appliquées). Viennent ensuite les transformations in-
sertion avant, insertion arrière et miroir (environ 13%
haune du nombre total de transformations) et enn
le mélange aléatoire, oûteux en temps mais néessaire
à la onvergene (inférieur à 1% du nombre total de
transformations).
Le taux d'éhe d'une transformation restant très
élevé (seulement 0.3% des transformations sont ee-
tuées en moyenne), l'eaité de l'algorithme repose
sur le très grand nombre d'itérations réalisées. Pour
ela, deux ritères sont à onsidérer attentivement : le
hoix des positions à partir desquelles sont appliquées
les transformations et la omplexité de la proédure
d'évaluation.
Le hoix des positions. Voii les diérentes straté-
gies que nous avons utilisées. La première, très simple,
onsiste à tirer de façon aléatoire les positions vk et vl
dénies sur la gure 1. Une seonde stratégie, moins
brutale, onsiste à hoisir les positions vk et vl de façon
à ontenir des véhiules à l'origine de violations. Tou-
tefois, an d'aélérer la onvergene de l'algorithme,
il est néessaire d'employer des stratégies plus nes,
augmentant les hanes de réussite d'une transforma-
tion. Ces stratégies sont alors fontion de l'objetif et
du type de transformation.
Par exemple, lorsque la priorité en terme d'objetif
est donnée à la minimisation du nombre de purges, le
hoix de vk et vl orrespondra aux début et n d'une
séquene de véhiules d'une même ouleur, ei empê-
hant l'insertion d'un véhiule d'une ouleur diérente
dans la séquene en question. Pour la transformation
du type éhange, le hoix de positions adjaentes dans
le lm limitera le risque de détérioration du oût et
failitera l'évaluation. Pour les mêmes raisons, il est
utile de hoisir deux véhiules partageant ertaines a-
ratéristiques au niveau des options ou de la ouleur.
Pour les transformations du type insertion ou miroir,
le hoix de vk et vl se fera tel que la distane |l−k| soit
égale au dénominateur Qi du ratio d'une des options,
e qui limitera le risque de détérioration du oût.
L'évaluation. L'eaité de l'évaluation repose sur
la remarque suivante. Pour un ratio Pi/Qi donné, pas
plus de 2Qi fenêtres assoiées à e ratio ne sont mo-
diées lors d'une transformation de type éhange, in-
sertion ou miroir. En onservant dans une struture
de données adéquate le nombre de véhiules oner-
nés par un ratio pour haque fenêtre du lm assoiée
à elui-i, il est don possible de aluler en temps
O(Qi) l'évolution du nombre de violations onernant
le ratio en question, suite à l'appliation d'une de es
transformations.
L'évaluation du nombre de purges, toujours pour
une transformation de type éhange, insertion ou mi-
roir, peut être quant à elle réalisée en temps O(1). De
plus, en stokant pour haque position j du lm les
indies de début et de n de la séquene de véhiules
inluant le véhiule en j et de même ouleur que e
dernier, il est possible de tester en temps O(1) les dé-
passement de PAINT-LIMIT.
Enn, la mise en plae d'heuristiques permettant
l'arrêt de l'évaluation d'une transformation au plus tt
en as d'éhe permet de réduire enore, et de manière
non négligeable, le temps d'évaluation d'une transfor-
mation en moyenne. Ainsi, l'algorithme que nous avons
implanté en langage C ANSI dans le adre du Chal-
lenge ROADEF'2005 peut eetuer jusqu'à près de 20




Les tableaux 1 et 2 présentent les résultats que
nous avons obtenus sur les instanes de la Base A du
Challenge ROADEF'2005. Les tableaux 3, 4 et 5 pré-
sentent les résultats obtenus respetivement par les al-
gorithmes de Naddef et al., Cordeau et al. et Gagné et
al. [3℄ sur es mêmes instanes
3
. Dans es tableaux,
EP désigne le nombre de violations des ontraintes
de ratios prioritaires, ENP le nombre de violations de
ontraintes de ratios prioritaires et RAF le nombre
de purges ; lorsque le nom d'une instane se termine
par _EP_RAF_ENP, ela signie que les objetifs
à minimiser sont dans l'ordre et sans ompensation
possible EP, RAF et enn ENP. Les tests réalisés par
les organisateurs du Challenge ont privilégié la robus-
tesse : le temps d'exéution a été limité à dix minutes
sur un PC équipé d'un proesseur 1.6 GHz et d'une
RAM de 1 Go et les résultats ont été obtenus en ef-
fetuant la moyenne après inq exéutions de l'algo-
rithme.
Instanes de la Base A EP ENP RAF
022_3_4_EP_RAF_ENP 0 0 67
022_3_4_RAF_EP_ENP 41 2 11
024_38_3_EP_ENP_RAF 5 157 923
024_38_3_EP_RAF_ENP 10 865 607
024_38_5_EP_ENP_RAF 9 113 951
024_38_5_EP_RAF_ENP 4 477 695
025_38_1_EP_ENP_RAF 0 464 807
025_38_1_EP_RAF_ENP 0 2565 284
039_38_4_EP_RAF_h1 28 0 373
039_38_4_RAF_EP_h1 289 0 68
048_39_1_EP_ENP_RAF 5 105 460
048_39_1_EP_RAF_ENP 3 857 287
064_38_2_EP_RAF_ENP_h1 0 774 180
064_38_2_EP_RAF_ENP_h2 0 59 44
064_38_2_RAF_EP_ENP_h1 441 790 63
064_38_2_RAF_EP_ENP_h2 367 84 27
Tab. 1  Résultats de l'algorithme Grand Voisinage.
Les algorithmes Grand Voisinage et Petit Voisinage
ont tout deux permis d'améliorer très largement les
résultats qu'avait jusqu'à présent obtenus RENAULT
2
Nos tests ont été réalisés sur un PC équipé d'un proesseur
1.6 GHz et d'une RAM de 256 Mo.
3
Les résultats de l'ensemble des partiipants du Challenge
ROADEF'2005 ainsi que les autres instanes peuvent être re-
trouvés à l'adresse http://www.prism.uvsq.fr/vd/ROADEF/.
Instanes de la Base A EP ENP RAF
022_3_4_EP_RAF_ENP 0 1 31
022_3_4_RAF_EP_ENP 39 1 11
024_38_3_EP_ENP_RAF 4 0 306
024_38_3_EP_RAF_ENP 4 83 249
024_38_5_EP_ENP_RAF 4 34 309
024_38_5_EP_RAF_ENP 4 79 280
025_38_1_EP_ENP_RAF 0 99 720
025_38_1_EP_RAF_ENP 0 2452 229
039_38_4_EP_RAF_h1 13 0 131
039_38_4_RAF_EP_h1 161 0 68
048_39_1_EP_ENP_RAF 0 61 290
048_39_1_EP_RAF_ENP 0 615 175
064_38_2_EP_RAF_ENP_h1 0 759 112
064_38_2_EP_RAF_ENP_h2 0 51 34
064_38_2_RAF_EP_ENP_h1 423 782 63
064_38_2_RAF_EP_ENP_h2 367 52 27
Tab. 2  Résultats de l'algorithme Petit Voisinage.
Instanes de la Base A EP ENP RAF
022_3_4_EP_RAF_ENP 0 1 31
022_3_4_RAF_EP_ENP 39 1 11
024_38_3_EP_ENP_RAF 4 0 302
024_38_3_EP_RAF_ENP 4 83 250
024_38_5_EP_ENP_RAF 4 34 312
024_38_5_EP_RAF_ENP 4 80 282
025_38_1_EP_ENP_RAF 0 117 702
025_38_1_EP_RAF_ENP 0 2274 229
039_38_4_EP_RAF_h1 13 0 132
039_38_4_RAF_EP_h1 155 0 68
048_39_1_EP_ENP_RAF 0 61 290
048_39_1_EP_RAF_ENP 0 612 174
064_38_2_EP_RAF_ENP_h1 0 759 115
064_38_2_EP_RAF_ENP_h2 0 52 34
064_38_2_RAF_EP_ENP_h1 423 783 63
064_38_2_RAF_EP_ENP_h2 367 53 27
Tab. 3  Résultats de l'approhe de Naddef et al. [3℄
par reuit simulé.
à l'aide d'un algorithme de reherhe loale de type
reuit simulé. Toutefois, les résultats de l'algorithme
Grand Voisinage sont nettement inférieurs à eux de
l'algorithme Petit Voisinage, ainsi qu'à eux des autres
nalistes du Challenge. Il est à noter que même si es
derniers dièrent les uns des autres par le paradigme
de reherhe loale employé, les algorithmes de Naddef
et al., Cordeau et al. et Gagné et al. [3℄ (omme eux
des autres nalistes), se basent tous plus ou moins sur
les transformations proposées par Gottlieb, Puhta et
Solnon [12, 6℄ et exposées dans la setion préédente.
5 Conlusions et perspetives
La méthode de reherhe loale à grand voisinage
reste à aner. Tout d'abord, l'ériture d'un algorithme
Instanes de la Base A EP ENP RAF
022_3_4_EP_RAF_ENP 0 1 31
022_3_4_RAF_EP_ENP 39 2 11
024_38_3_EP_ENP_RAF 5 35 482
024_38_3_EP_RAF_ENP 4 266 390
024_38_5_EP_ENP_RAF 4 83 422
024_38_5_EP_RAF_ENP 4 274 355
025_38_1_EP_ENP_RAF 0 231 773
025_38_1_EP_RAF_ENP 0 3443 237
039_38_4_EP_RAF_h1 15 0 179
039_38_4_RAF_EP_h1 226 0 68
048_39_1_EP_ENP_RAF 0 117 385
048_39_1_EP_RAF_ENP 0 986 214
064_38_2_EP_RAF_ENP_h1 0 766 114
064_38_2_EP_RAF_ENP_h2 0 51 34
064_38_2_RAF_EP_ENP_h1 423 794 63
064_38_2_RAF_EP_ENP_h2 367 52 27
Tab. 4  Résultats de l'approhe de Cordeau et al. [3℄
par reherhe tabou.
Instanes de la Base A EP ENP RAF
022_3_4_EP_RAF_ENP 0 1 34
022_3_4_RAF_EP_ENP 39 5 11
024_38_3_EP_ENP_RAF 4 52 737
024_38_3_EP_RAF_ENP 4 508 323
024_38_5_EP_ENP_RAF 4 73 752
024_38_5_EP_RAF_ENP 4 151 392
025_38_1_EP_ENP_RAF 0 288 799
025_38_1_EP_RAF_ENP 0 3245 234
039_38_4_EP_RAF_h1 15 0 196
039_38_4_RAF_EP_h1 200 0 68
048_39_1_EP_ENP_RAF 0 81 406
048_39_1_EP_RAF_ENP 0 904 191
064_38_2_EP_RAF_ENP_h1 0 789 117
064_38_2_EP_RAF_ENP_h2 0 62 34
064_38_2_RAF_EP_ENP_h1 423 816 63
064_38_2_RAF_EP_ENP_h2 367 69 27
Tab. 5  Résultats de l'approhe de Gagné et al. [3℄
par olonie de fourmis.
du simplexe et d'un branh & bound dédié au problème
(ou plus simplement l'utilisation d'une librairie d'op-
timisation ommeriale omme CPLEX de ILOG ou
XPRESS-MP de Dash Optimization) permettrait sans
doute d'abaisser onsidérablement le temps de la réso-
lution du PLNE et ainsi d'aélérer signiativement
la onvergene de l'algorithme. Ensuite, l'intégration
d'autres shémas de résolution exate omme la pro-
grammation par ontraintes est à étudier.
Malgré ela, nous pensons que la méthode de re-
herhe loale à petit voisinage, orretement implan-
tée, reste à privilégier. Celle-i permet non seulement
d'obtenir très rapidement d'exellents résultats, mais
elle est aussi très robuste, e qui est plus surprenant.
Une des lés du suès de ette approhe est le fait
qu'auun optimum loal n'est jamais renontré en pra-
tique. Cette propriété est-elle liée à la struture du pro-
blème, à la struture des instanes, ou bien le hazard
fait-il bien les hoses ? Il serait intéressant d'étudier
e phénomène plus en détail.
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