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a b s t r a c t
The game of n-player Cutcake is the n-player version of Cutcake, a classical combinatorial
game. Even though determining the solution of Cutcake is trivial, solving the n-player
variant is challenging because of the identification of queer games, i.e., games where
no player has a winning strategy. A classification of the instances of n-player Cutcake is
presented.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The game of Cutcake [1] is a classical two-player combinatorial game. Every instance of this game is defined as a set of
rectangles of integer side-lengths with edges parallel to the x- and y-axes. The two players are often called Left and Right.
A legal move for Left is to divide one of the rectangles into two rectangles of integer side-length by means of a single cut
parallel to the x-axis and a legal move for Right is to divide one of the rectangles into two rectangles of integer side-length
by means of a single cut parallel to the y-axis. Players take turns making legal moves until one of them cannot move. In the
normal play convention, the first player unable to move is the loser. We recall that in the game of Cutcake the outcome for
an l× r rectangle depends on the dimensions of l and r as shown in Table 1. For example, in the 8× 7 rectangle Left has a
winning strategy and in the 3× 4 rectangle Right has a winning strategy but the 7× 4 rectangle is a zero-game.
The game of Cutblock (a three-player version of Cutcake) was introduced by Propp in [5]. Cincotti [2] presents a
classification of the instances of Cutblock using a three-player extension of partizan games. Here, we consider a further
extension of Cutcake for an arbitrary finite number of players.
Every instance of n-player Cutcake is defined as a set of n-cubes (or hypercubes) of integer side-lengths. A legal move for
player iwith 1 ≤ i ≤ n is to divide one of the n-cubes into two n-cubes of integer side-length, i.e.,
[d1, . . . , di, . . . , dn] → [d1, . . . , di1 , . . . , dn] + [d1, . . . , di2 , . . . , dn]
where di > 1, di1 > 0, di2 > 0, and di1 + di2 = di.
Players take turns making legal moves in a cyclic fashion:
(p1, p2, . . . , pn, p1, p2, . . . , pn, p1, p2, . . .)
where (p1, p2, . . . , pn) is a permutation of (1, . . . , n). pi = j means that player j makes the ith move, e.g, p1 = 3 means
that player 3 makes the first move. When one of the n players is unable to move then that player leaves the game and the
remaining n− 1 players continue playing in the same mutual order as before. The remaining player is the winner.
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Table 1
Outcome classes in Cutcake.
Left starts Right starts
⌊log2 l⌋ > ⌊log2 r⌋ Left wins Left wins⌊log2 l⌋ < ⌊log2 r⌋ Right wins Right wins⌊log2 l⌋ = ⌊log2 r⌋ Right wins Left wins
2. n-player partizan games
For the sake of self-containment, we recall in this section the basic definitions and main results concerning n-player
partizan games. Such a theory is an extension of Conway’s theory of partizan games [4] and, as a consequence, it is both a
theory of games and a theory of numbers.
Definition 1. IfG1, . . . ,Gn are any n sets of games previously defined, then {G1| . . . |Gn} is a game. All games are constructed
in this way.
Let g = {G1| . . . |Gn} be a game. We denote by g1, . . . , gn, respectively, the typical elements of G1, . . . ,Gn. Therefore, the
game can be written as g = {g1| . . . |gn}. The games g1, g2, . . . , gn will be called respectively the 1st, 2nd, . . . , nth options
of g . We introduce n different relations (≥1, . . . ,≥n) representing players’ evaluations of the games.
Definition 2. Let g and h be two games. We say that:
1. g ≥i h ⇐⇒ (@gj ∈ Gj)(h ≥i gj) ∧ (@hi ∈ Hi)(hi ≥i g), ∀j ∈ {1, . . . , n}, j ≠ i,
2. g ≤i h ⇐⇒ h ≥i g ,
where i ∈ {1, . . . , n}.
We write g ≱i h to mean that g ≥i h does not hold.
Definition 3. Let g and h be two games. We say that:
1. g =i h ⇐⇒ (g ≥i h) ∧ (g ≤i h),
2. g >i h ⇐⇒ (g ≥i h) ∧ (h ≱i g),
3. g <i h ⇐⇒ (h >i g),
4. g = h ⇐⇒ (g =i h), ∀i ∈ {1, . . . , n}.
Definition 4. Let g be a game. We say that:
1. g =i,j 0 ⇐⇒ (g =i 0) ∧ (g =j 0) ∧ (g <k 0),∀k ∈ {1, . . . , n}, k ≠ i, k ≠ j,
2. g =(i) 0 ⇐⇒ (g =i 0) ∧ (g <k 0),∀k ∈ {1, . . . , n}, k ≠ i.
Definition 5. We say that two games g and h are identical (g ∼= h) if their sets are identical, that is, if Gi is identical to Hi,
∀i ∈ {1, . . . , n}.
Definition 6. We define the sum of two games as follows:
g + h = {g1 + h, g + h1|g2 + h, g + h2| . . . |gn + h, g + hn}.
A special case of games can be considered to define what we call numbers.
Definition 7. If G1,G2, . . . ,Gn are any n sets of numbers previously defined, and
(@(gi, gj) ∈ Gi × Gj)(gi ≥i gj), ∀i, j ∈ {1, . . . , n}, i ≠ j
then {G1|G2| . . . |Gn} is a number. All numbers are constructed in this way.
Order relations and arithmetic operations on numbers are defined analogously to those for games. The most important
distinction between numbers and general games is that numbers are totally ordered but games are not, e.g., there exist
games g and h for which we have neither g ≥i h nor h ≥i g .
Theorem 1. For any number x,
xi <i x <i xj
with i, j ∈ {1, . . . , n} and i ≠ j.
All numbers can be classified in (n2 + 3n + 4)/2 classes as shown in Table 2 where n ≥ 3 is the number of players,
i, j ∈ {1, . . . , n}, and i ≠ j.
Table 3 shows all possibilities when we sum two numbers. The entries ‘?’ are unrestricted and indicate that different
outcomes are possible.
For further details, please refer to [3].
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Table 2
Outcome classes for numbers.
p1 = i p1 = j p1 = k
g = 0 Player pn wins Player pn wins Player pn wins
g >i 0 Player iwins Player iwins Player iwins
g =i,j 0 Player jwins Player iwins The player (i or j) who moves last wins
g =(i) 0 ? ?a ?a
g < 0 ? ? ?
If k ≠ i, then player i has a winning strategy.
a Let k be the first player in the sequence (p1, p2, . . . , pn) having a legal move, i.e., such
that the set Gk ≠ ∅.
Table 3
Outcomes of x = g + h.
h = 0 h >i 0 h >j 0 h =i,j 0 h =i,k 0 h =k,l 0 h =(i) 0 h =(j) 0 h < 0
g = 0 x = 0 x >i 0 x >j 0 x =i,j 0 x =i,k 0 x =k,l 0 x =(i) 0 x =(j) 0 x < 0
g >i 0 x >i 0 x >i 0 ? x >i 0 x >i 0 ? x >i 0 ? ?
g >j 0 x >j 0 ? x >j 0 x >j 0 ? ? ? x >j 0 ?
g =i,j 0 x =i,j 0 x >i 0 x >j 0 x =i,j 0 x =(i) 0 x < 0 x =(i) 0 x =(j) 0 x < 0
g =i,k 0 x =i,k 0 x >i 0 ? x =(i) 0 x =i,k 0 x =(k) 0 x =(i) 0 x < 0 x < 0
g =k,l 0 x =k,l 0 ? ? x < 0 x =(k) 0 x =k,l 0 x < 0 x < 0 x < 0
g =(i) 0 x =(i) 0 x >i 0 ? x =(i) 0 x =(i) 0 x < 0 x =(i) 0 x < 0 x < 0
g =(j) 0 x =(j) 0 ? x >j 0 x =(j) 0 x < 0 x < 0 x < 0 x =(j) 0 x < 0
g < 0 x < 0 ? ? x < 0 x < 0 x < 0 x < 0 x < 0 x < 0
3. Classifying n-player Cutcake
Theorem 2. Let g = {g1|g2| . . . |gn} be a general instance of n-player Cutcake. Then, g is a number.
Proof. By the induction hypothesis, g1, g2, . . . , and gn are numbers; moreover, for every pair of options gi and gj, we can
distinguish two different sub-cases:
1. Let [d1, . . . , di, . . . , dj, . . . , dn] be an arbitrary n-cube of g . If gi cuts
[d1, . . . , di, . . . , dj, . . . , dn] → [d1, . . . , di1 , . . . , dj, . . . , dn] + [d1, . . . , di2 , . . . , dj, . . . , dn]
and gj cuts
[d1, . . . , di, . . . , dj, . . . , dn] → [d1, . . . , di, . . . , dj1 , . . . , dn] + [d1, . . . , di, . . . , dj2 , . . . , dn]
then there exists a jth option of gi (gij) that cuts
[d1, . . . , di1 , . . . , dj, . . . , dn] → [d1, . . . , di1 , . . . , dj1 , . . . , dn] + [d1, . . . , di1 , . . . , dj2 , . . . , dn]
and there exists a j-option of gij (gijj) that cuts
[d1, . . . , di2 , . . . , dj, . . . , dn] → [d1, . . . , di2 , . . . , dj1 , . . . , dn] + [d1, . . . , di2 , . . . , dj2 , . . . , dn].
Symmetrically, there exists a ith option of gj (gji) that cuts
[d1, . . . , di, . . . , dj1 , . . . , dn] → [d1, . . . , di1 , . . . , dj1 , . . . , dn] + [d1, . . . , di2 , . . . , dj1 , . . . , dn]
and there exists a i-option of gji (gjii) that cuts
[d1, . . . , di, . . . , dj2 , . . . , dn] → [d1, . . . , di1 , . . . , dj2 , . . . , dn] + [d1, . . . , di2 , . . . , dj2 , . . . , dn].
As a result, gijj ∼= gjii and we have
gi <i gij <i gijj ∼= gjii <i gji <i gj ⇒ gi <i gj
2. Let [d1, . . . , di, . . . , dn] and [e1, . . . , ej, . . . , en] be two arbitrary n-cubes of g . If gi cuts
[d1, . . . , di, . . . , dn] → [d1, . . . , di1 , . . . , dn] + [d1, . . . , di2 , . . . , dn]
and gj cuts
[e1, . . . , ej, . . . , en] → [e1, . . . , ej1 , . . . , en] + [e1, . . . , ej2 , . . . , en].
then
gi <i gij ∼= gji <i gj ⇒ gi <i gj. 
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Theorem 3. In the game of n-player Cutcake:
1. g = [1, 1, . . . , 1] = 0,
2. g = [1, . . . , 1, di, 1, . . . , 1] >i 0, with di > 1 and i ∈ {1, . . . , n}.
Proof. 1. Trivial.
2. We observe that
gi = [1, . . . , 1, ⌈di/2⌉, 1, . . . , 1] + [1, . . . , 1, ⌊di/2⌋, 1, . . . , 1] ≥i 0
by the induction hypothesis and g >i 0. 
Theorem 4. Let g = [1, . . . , 1, di, 1, . . . , 1, dj, 1, . . . , 1] be a n-cube of n-player Cutcake:
1. if ⌊log2 di⌋ = ⌊log2 dj⌋, then g =i,j 0,
2. if ⌊log2 di⌋ > ⌊log2 dj⌋, then g >i 0,
3. if ⌊log2 di⌋ < ⌊log2 dj⌋, then g >j 0,
with di, dj > 1.
Proof. 1. A generic ith option is represented by
[1, . . . , 1, di1 , 1, . . . , 1, dj, 1, . . . , 1] + [1, . . . , 1, di2 , 1, . . . , 1, dj, 1, . . . , 1]
where di1 + di2 = di, di1 > 0, and di2 > 0. Let us suppose, without loss of generality, that di1 ≥ di2 . We have two cases:⌊log2 di1⌋ = ⌊log2 di⌋ or ⌊log2 di1⌋ < ⌊log2 di⌋. (In both cases ⌊log2 di2⌋ < ⌊log2 di⌋.) In the first case, by the induction
hypothesis, we have
[1, . . . , 1, di1 , 1, . . . , 1, dj, 1, . . . , 1] =i,j 0
and
[1, . . . , 1, di2 , 1, . . . , 1, dj, 1, . . . , 1] >j 0.
In the second case we have
[1, . . . , 1, di1 , 1, . . . , 1, dj, 1, . . . , 1] >j 0
and
[1, . . . , 1, di2 , 1, . . . , 1, dj, 1, . . . , 1] >j 0.
Therefore, in both cases, we have gi >j 0. By similar reasoning we can prove that gj >i 0, and therefore g =i,j 0.
2. We observe that there exists at least one ith option
gi = [1, . . . , 1, di1 , 1, . . . , 1, dj, 1, . . . , 1] + [1, . . . , 1, di2 , 1, . . . , 1, dj, 1, . . . , 1]
where di1 = ⌈di/2⌉ and di2 = ⌊di/2⌋, such that gi >i 0 or gi =i,j 0. In both cases we have g >i 0.
3. Similar to step 2. 
Note 1. We observe that two-player games can be viewed as n-player games where only two players have legal moves.
Formally, let
fi,j(G) = {H1, . . . ,Hn}
where Hi = fi,j(GL), Hj = fi,j(GR), and Hk = ∅, ∀k ∈ {1, . . . , n}, k ≠ i, j. Then fi,j identifies the standard two-player partizan
games with a subset of n-player partizan games where all but two players have no important role. Theorems 3 and 4 just
reformulate the well-known results concerning Cutcake using the n-player notation.
Theorem 5. Let g = [d1, d2, . . . , dn] be an n-cube of n-player Cutcake where there exist at least three players with a legal move:
1. If
⌊log2 di⌋ <
n−
j=1,j≠i
⌊log2 dj⌋
for every i ∈ {1, . . . , n}, then g < 0.
2. If
⌊log2 di⌋ >
n−
j=1,j≠i
⌊log2 dj⌋
for one specific i ∈ {1, . . . , n}, then g >i 0.
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Table 4
Outcomes of gi .
[d1, . . . , ⌈di/2⌉, . . . , dn] =j,k 0 [d1, . . . , ⌊di/2⌋, . . . , dn] =j,k 0 gi =j,k 0
[d1, . . . , ⌈di/2⌉, . . . , dn] =(j) 0 [d1, . . . , ⌊di/2⌋, . . . , dn] =(j) 0 gi =(j) 0
[d1, . . . , ⌈di/2⌉, . . . , dn] < 0 [d1, . . . , ⌊di/2⌋, . . . , dn] =i,j 0 gi < 0
[d1, . . . , ⌈di/2⌉, . . . , dn] < 0 [d1, . . . , ⌊di/2⌋, . . . , dn] =(j) 0 gi < 0
[d1, . . . , ⌈di/2⌉, . . . , dn] < 0 [d1, . . . , ⌊di/2⌋, . . . , dn] < 0 gi < 0
Table 5
Outcomes of gi .
[d1, . . . , di1 , . . . , dn] =(i) 0 [d1, . . . , di2 , . . . , dn] >j 0 gi >j 0 or gi =(j) 0 or gi < 0[d1, . . . , di1 , . . . , dn] =(i) 0 [d1, . . . , di2 , . . . , dn] =j,k 0 gi < 0[d1, . . . , di1 , . . . , dn] =(i) 0 [d1, . . . , di2 , . . . , dn] =(j) 0 gi < 0[d1, . . . , di1 , . . . , dn] =(i) 0 [d1, . . . , di2 , . . . , dn] < 0 gi < 0[d1, . . . , di1 , . . . , dn] < 0 [d1, . . . , di2 , . . . , dn] >j 0 gi >j 0 or gi =( j)0 or gi < 0[d1, . . . , di1 , . . . , dn] < 0 [d1, . . . , di2 , . . . , dn] =j,k 0 gi < 0[d1, . . . , di1 , . . . , dn] < 0 [d1, . . . , di2 , . . . , dn] =(j) 0 gi < 0[d1, . . . , di1 , . . . , dn] < 0 [d1, . . . , di2 , . . . , dn] < 0 gi < 0
3. If
⌊log2 di⌋ =
n−
j=1,j≠i
⌊log2 dj⌋
for one specific i ∈ {1, . . . , n}, then g =(i) 0.
Proof. 1. Let us assume that
⌊log2 di⌋ <
n−
j=1,j≠i
⌊log2 dj⌋
for every i ∈ {1, . . . , n}. Let us consider the ith option
gi = [d1, . . . , ⌈di/2⌉, . . . , dn] + [d1, . . . , ⌊di/2⌋, . . . , dn].
As shown in Table 4, gi ≤j 0 and g <j 0 for every j ≠ i. Analogously, we prove that g <i 0 considering the jth option
gj = [d1, . . . , ⌈dj/2⌉, . . . , dn] + [d1, . . . , ⌊dj/2⌋, . . . , dn]
therefore g < 0.
2. Let us consider the ith option
gi = [d1, . . . , ⌈di/2⌉, . . . , dn] + [d1, . . . , ⌊di/2⌋, . . . , dn].
By the induction hypothesis, either gi >i 0 or gi =(i) 0 and therefore we have g >i 0.
3. For every jth option, j ≠ i,
gj = [d1, . . . , ⌈dj1⌉, . . . , dn] + [d1, . . . , ⌊dj2⌋, . . . , dn]
we have (assuming dj1 ≥ dj2 )
⌊log2 di⌋ ≥ ⌊log2 dj1⌋ +
n−
k=1,k≠i,j
⌊log2 dk⌋.
Moreover,
⌊log2 di⌋ > ⌊log2 dj2⌋ +
n−
k=1,k≠i,j
⌊log2 dk⌋,
and therefore, by the induction hypothesis, gj >i 0.
Let us consider a generic ith option
gi = [d1, . . . , ⌈di1⌉, . . . , dn] + [d1, . . . , ⌊di2⌋, . . . , dn]
where di1 ≥ di2 . As shown in Table 5, gi is always<i 0, and therefore g =(i) 0. 
Theorem 6. Let g be a general instance of n-player Cutcake with an arbitrary number of n-cubes. If for every n-cube
[. . . , di, . . . , dj, . . .], ⌊log2 di⌋ ≤ ⌊log2 dj⌋ and player i has to play, then player i does not have a winning strategy.
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[. . . , di, . . . , dj, . . .]
↙ ↘
[. . . , di1 , . . . , dj, . . .] [. . . , di2 , . . . , dj, . . .]↙ ↘
[. . . , di2 , . . . , dj1 , . . .] [. . . , di2 , . . . , dj2 , . . .]
Fig. 1. The new n-cubes created by player i and player j.
Table 6
Outcome classes for n-player Cutcake.
g = 0 Player pn wins
g >i 0 Player iwins
g =i,j 0 The player (between i and j) who moves last wins
g =(i) 0 If p1 = i then either player iwins or the game is queer; else if p1 ≠ i then player iwins
g < 0 Either the player with the highest value of ⌊log2 d⌋who moves last wins or the game is queer
Proof. A general move for player i is represented by
[. . . , di, . . . , dj, . . .] → [. . . , di1 , . . . , dj, . . .] + [. . . , di2 , . . . , dj, . . .].
Without loss of generality, we assume that di1 ≥ di2 , and therefore ⌊log2 di2⌋ < ⌊log2 di⌋. It follows that player j can make
the following move:
[. . . , di2 , . . . , dj, . . .] → [. . . , di2 , . . . , dj1 , . . .] + [. . . , di2 , . . . , dj2 , . . .].
If player j chooses dj1 = ⌈dj/2⌉ and dj2 = ⌊dj/2⌋ then ⌊log2 di2⌋ ≤ ⌊log2 dj1⌋ and ⌊log2 di2⌋ ≤ ⌊log2 dj2⌋. The whole process
is shown in Fig. 1.
We note that the moves of all the other players cannot affect the relation between player i and player j; therefore, when
player iwillmove again, in every n-cube [. . . , di, . . . , dj, . . .]wewill have ⌊log2 di⌋ ≤ ⌊log2 dj⌋. By the induction hypothesis,
it follows that player i does not have a winning strategy. 
The previous theorems give us some further information about the outcome of the game
g = [d1, . . . , dn] =(i) 0
when player imakes the first move. In this case,
⌊log2 di⌋ =
n−
k=1,k≠i
⌊log2 dk⌋
and when player i starts the game he/she can play
g → [. . . , ⌈di/2⌉, . . .] + [. . . , ⌊di/2⌋, . . .].
We observe that for any j ≠ i, ⌊log2 dj⌋ ≤ ⌊log2⌈di/2⌉⌋ and ⌊log2 dj⌋ ≤ ⌊log2⌊di/2⌋⌋; therefore by previous theorem
player j does not have a winning strategy. Similar reasoning holds for the case g = [d1, . . . , dn] < 0.
Table 6 shows the possible outcomes for a generic n-cube g = [d1, . . . , dn]. In the case g =(i) 0, we assume the all the
players have at least one legal move, i.e., di > 1, i ∈ {1, . . . , n}; otherwise we could reduce the number of players a priori.
It follows that when p1 ≠ i then player i always has a winning strategy.
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