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ABSTRACT
Image captioning has demonstrated models that are capable of
generating plausible text given input images or videos. Fur-
ther, recent work in image generation has shown significant
improvements in image quality when text is used as a prior.
Our work ties these concepts together by creating an archi-
tecture that can enable bidirectional generation of images and
text. We call this network Multi-Modal Vector Representa-
tion (MMVR). Along with MMVR, we propose two improve-
ments to the text conditioned image generation. Firstly, a n-
gram metric based cost function is introduced that general-
izes the caption with respect to the image. Secondly, multiple
semantically similar sentences are shown to help in gener-
ating better images. Qualitative and quantitative evaluations
demonstrate that MMVR improves upon existing text condi-
tioned image generation results by over 20%, while integrat-
ing visual and text modalities.
1. INTRODUCTION
Recent success in image captioning [1, 2, 3, 4] has shown that
deep networks are capable of providing apt textual descrip-
tions of visual data. In parallel, advances in conditioned im-
age generation [5, 6, 7, 8] provide diverse images from a text
based prior. An ambitious goal for machine learning in the vi-
sion and language domain is to be able to represent different
modalities of data that have the same meaning with a common
latent representation. For example, words like “baseball” and
“batter”, a sentence describing a baseball game, or image rep-
resentations of a baseball game all refer to similar concepts.
Concepts that are similar would lie close together in this space
while dissimilar concepts would lie far apart. A sufficiently
powerful model should be able to store similar concepts in
a similar representation or produce any of these realizations
from the same latent space. Successfully mapping visual and
textual modalities in and out of this latent space would signif-
icantly impact the broad task of information retrieval.
In this paper, we propose a cross-domain model capa-
ble of converting between text and image. By modifying the
cost function and introducing multiple sentence conditioning,
our model, which we call Multi-Modal Vector Representation
(MMVR) improves state of the art [5] by 23.7% (from 6.71 to
8.30 inception score).
The contributions of the paper are as follows: 1) We for-
mulate a latent representation based model that merges inputs
across multiple modalities; 2) We propose an n-gram based
cost function that generalizes better to a text prior; 3) We
show improvements in image quality while using multiple se-
mantically similar sentences for conditioning image genera-
tion on generalized text; 4) To advance qualitative measure-
ment of text-to-visual models, we introduce an object detector
based metric, and conduct human evaluations which compare
our metric to the standard inception score [9].
2. RELATED WORK
The notion of a latent space where similar points are close to
each other is a key principle of metric learning. The represen-
tations obtained from this formulation generalize well when
the test data has unseen labels. Models based on metric learn-
ing have been used extensively in the domain of face verifi-
cation [10], image retrieval [11], person-re-identification [12]
and zero-shot learning [13].
Multi-Modal Learning using Vector Representation – Sri-
vastava et al. [14] used deep Boltzmann machines to generate
tags from images or images from tags. Sohn et al. [15] intro-
duced a novel information theoretic objective that was shown
to improve deep multi-modal learning for language and vi-
sion. Joint learning based on image category was shown in
[16]. They used joint training for zero-shot image recognition
and image retrieval. Sohn et al. [17] introduced multi-class
N-tuple loss and showed superior results on image clustering,
image retrieval and face re-identification. Eisenschtat et al.
[18] introduced a 2-layer bidirectional network to map vec-
tors coming from two data sources by optimizing correlation
loss. Wang et al. [19] learned joint embeddings of images and
text by enforcing margin constraints on training objectives.
Recently, Wu et al. [20] leveraged this concept to associate
data from different modalities.
Conditional Image Generation – Generative Adversarial
Networks (GANs) [21] are a sub-class of generative models
based on an adversarial game. Training a GAN involves two
models: a generator that maps a random distribution to the
data distribution; and a discriminator that estimates the prob-
ability of a sample being fake or real. A GAN can produce
sharp images but the generated images are not always photo-
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realistic. To improve upon photo-realistic quality, class cate-
gory [8, 22, 23], caption [5, 6] or a paragraph [24] has been
used to condition image generation. Reed et al. [6] encoded
text into a vector to condition images, however direct encod-
ing reduces the diversity of generated images. Introducing an
additional prior on the latent code, Plug and Play Generative
Networks (PPGN) [5] drew a wide range of image types and
introduced an image conditioning framework.
3. METHODOLOGY
3.1. Multi-Modal Vector Representation
Inspired by [5], we introduce Multi-Modal Vector Repre-
sentation (MMVR) to create a unified representation for
visual and text modality in latent space. Figure 1 provides
an overview of the MMVR architecture. The model can be
divided into two interdependent modules: an image generator
based on [25] and an image captioner based on [1].
Fig. 1. Overview of the MMVR model. It consists of two
pre-trained modules – an image generator (G) that inputs a
latent representation ht and generates an image xˆ; and an im-
age captioner that inputs an image xˆ and generates a caption
yˆ. To update the latent vector ht, cross-entropy between the
generated caption yˆ and a ground truth caption y is used while
the weights for the generator and CNN are fixed.
The forward pass is initiated by passing a random latent
vector ht into the image generator which generates an image
xˆ. The image captioner uses the generated image to create
a caption. Word-level cross entropy is used to determine the
error between the generated caption, yˆ and a ground truth cap-
tion y. This error is used to iteratively update ht (and thus xˆ),
while keeping all other components fixed. With each itera-
tion, yˆ approaches y, and the generated image xˆ serves as a
proxy for the target caption. The gradient associated with the
cross-entropy error is specified in (1).
(1)grad(C) =
∂L(Cpred, Cgt)
∂ht
Where, grad(C) is the gradient of cross-entropy with respect
to latent vector ht, Cpred is the predicted caption and Cgt is
a ground truth caption. L is the word level cross-entropy be-
tween the two captions. The grad(C) component of the up-
date rule ensures that the generated images have relevant con-
text. However, to improve the realistic nature of the images,
a reconstruction error is included in the update rule. This is
computed as the difference between ht and hˆt. This compo-
nent is referred to as a Denoising Autoencoder (DAE) in [5].
Finally, to add diversity in generated images, a noise term N
is also included. The resulting update rule is a weighted sum
of four terms and is described in (2).
(2)ht+1 = ht + γ1grad(C) + γ2R(ht, hˆt) +N (0, γ3)
Where, R(ht, hˆt) is the reconstruction error which is com-
puted as difference between ht and hˆt, N is Gaussian noise
with standard deviation γ3 and ht+1 is the latent vector after
the update. γ1 and γ2 are weights associated with the gradient
of cross entropy and the DAE, respectively.
3.2. n-gram Metric Conditioning
An intrinsic limitation with the model in Section 3.1 is that the
cross-entropy loss requires exact word level correspondences
between generated and ground truth captions. For example,
consider a case when the generator is conditioned on “a red
car”, whereas the captioner outputs “the car is red”. Both cap-
tions are semantically very similar but lack one-to-one cor-
respondence between words. This may result in unwanted
updates of the latent vector ht due to high word level cross-
entropy. We address this by introducing a n-gram metric in
the latent vector update. Our metric is responsive to cases
when generated and reference captions are different, but se-
mantically similar.
Equation (3) describes the updated γ1 term when the n-
gram metric is used in conjunction with cross-entropy. We
compute word level differences and scale γ1 with the n-gram
metric between the generated and reference captions:
(3)γ1
1−F(Cpred, Cgt)
n
grad(C)
Where F is the n-gram metric. In our experiments, we use
the BLEU [26] scores as n-gram metric. As before, our latent
vector ht is obtained through an iterative process. When the
captions are semantically similar, the magnitude of the update
is significantly reduced by n-gram metric scaling, preventing
unwanted updates to the latent vector.
3.3. Conditioning on Multiple Captions
Another way to overcome one-to-one word correspondences
between a predicted and reference sentence is to use semanti-
cally similar sentences.
Multiple captions would increase syntactic variability for
the generator to condition on, hence improving the overall im-
age quality. The forward pass is performed in a same way as
Section 3.1. The predicted caption is compared against mul-
tiple captions from a sentence paraphraser [27] to obtain the
individual gradients. The aggregated gradients are used to up-
date the latent vector ht. The caption gradient component of
the ht update rule is replaced by the summation of gradients
from multiple captions as gradavg = 1NC
∑NC
i=1 grad(Ci),
where, NC is the total number of reference captions and
gradavg is the aggregated gradient for all captions.
4. RESULTS AND DISCUSSION
4.1. Inference
We start with a random 4096-dimensional vector ht to ren-
der a 256×256 image and iteratively update ht. The process
is terminated after 200 iterations and the resulting image is
treated as a representative image for the caption. We set γ1
and γ2 hyper-parameters from (2) as 1 and 10−3, respectively.
4.2. Evaluation Metrics
We evaluate image generation tasks through qualitative com-
parisons as well as by quantitative metrics and human evalu-
ations. In addition to using the inception score [9] metric, we
propose a new metric based on object detection that captures
the quality of multiple objects present in a generated image.
A pre-trained YOLO object detector model [28] is used for
this purpose. The model is trained on 80 object categories
commonly present in the MS-COCO dataset. We show some
examples in Figure 2 with synthesized images. Each synthe-
sized image is passed through the object detector model that
yields bounding boxes and their corresponding confidences.
Formally, detection score =
∑
d
Ad
AT
pd, which reports the
weighted sum of all detections (d) greater than a 0.1 confi-
dence threshold (pd), where the weight is the ratio of the de-
tected bounding box area (Ad) and the full image area (AT ).
Having an area weight is critical since some object detector
models may predict a large number of small bounding boxes.
Fig. 2. Examples of the YOLO object detection on generated
images. The bounding boxes and corresponding labels are
detections with confidence greater than 0.5 threshold.
Human Evaluations – We conduct human evaluations to
validate image generation. We collected 50 image-caption
pairs and asked 80 humans (not including any of the authors)
to judge the performance. Each participant was shown eight
random images from all methods in random order totaling to
40 samples per person. Each evaluator was asked to rate on
a 1 (bad) − 5 (good) Likert-type scale. On average, each
method received more than 600 ratings. The questions asked
to the human judges were: (1) Can you identify any one ob-
ject in the image? and (2) How well does the sentence align
with the image?
4.3. Text-to-Visual
Cross-modal experiments aid in proving that the representa-
tions of individual modalities are well aligned in the common
space. We show examples of text-to-visual generation in Fig-
ure 3. It can be observed that MMVR synthesizes reasonable
images from captions. As noted in [5], one of the major chal-
lenges while conditioning on text include the cross-entropy
computation from a sentence with many words. The captions
could be 10-15 words long including stop-words which have
limited significance on the image content. Moreover, gradi-
ents for all words are aggregated and back-propagated, hence
significant words may loose importance. This may result in
poor image quality. The inclusion of n-gram scaling to the up-
date function and conditioning on multiple ground truth sen-
tences help address such limitations.
Fig. 3. Examples of text-to-visual transformation.
Table 1 compares the text-to-visual techniques against a
baseline (direct FC-6). The inception scores indicate the im-
provement in generated images when BLEU-1 (B-1) and the
multiple caption conditioning (Nc = 5) are used. The detec-
tion scores for multiple captions are significantly better than
other variants. However, BLEU-1 is slightly lower than the
baseline result. Despite having worse inception scores, base-
line methods got higher human evaluation scores. We believe
the reason for this trend is lack of detail in objects generated
by multiple captions. The baseline model generates images
with single objects, making them visually appealing.
Conditional Image Generation on Multiple Sentences –
Synthetic sentences were generated using a sentence para-
phraser [27]. Figure 4 shows the input caption and the gener-
ated images with 1, 3 and 5 captions. Image quality enhances
with increase in number of sentences. The food example also
show gains in understanding the concept of quantity (four)
Table 1. Evaluation of the generated image quality using the
inception, detection and human scores on the test set.
Method Inception Detection Human
Baseline (FC-6) 5.77± 0.96 0.762 2.95
PPGN [5] 6.71± 0.45 0.717 2.34
MMVR (B-1) 7.22± 0.81 0.713 2.31
MMVR (Nc = 5) 8.30± 0.78 1.004 2.71
through text. Similar trends are observed through the incep-
tion and detection score metrics as reported in Table 2. The
detection score helps prove that multiple sentences assist in
generating multiple objects in the image that are recognized
by the object detector.
Fig. 4. Examples of the text-to-image generation as condi-
tioned on varying number of input captions. We observe more
detailed images being synthesized with increase in captions.
Table 2. Evaluation of the generated image quality by condi-
tioning on varying number of paraphrased sentences (NC).
NC Inception Detection Human
1 7.22± 0.81 0.713 2.30
3 8.04± 0.57 0.915 2.73
5 8.30± 0.78 1.005 2.71
Was the n-gram scaling useful ? We show examples with
and without the n-gram scaling of the gradient term in (3)
in Figure 5. It is very difficult to judge the two techniques
visually. We use only a single caption to condition the image
generator to have a fair comparison in this case. The BLEU-1
score was used as the word level error multiplier and it scales
the gradients accordingly. The inception scores in Table 1
show slight improvement for BLEU-1 against the PPGN.
Which degree n-gram is better for scaling ? We compare
different BLEU scaling in (3) by varying the n-gram metric.
Fig. 5. Examples comparing the text-to-image for PPGN and
the BLEU-1 scaled cross-entropy. Even though slight im-
provements could be observed with the n-gram scaling, judg-
ing the image quality visually is very challenging.
Results are reported in Table 3. One reason the BLEU-1 per-
forms better than the higher n-gram techniques might be the
simple removal of one-to-one word correspondences between
the predicted and ground truth captions is sufficient. Higher
BLEU metrics require n-gram matching which puts hard con-
straints on the generated caption. This may dampen the sig-
nificance on important words in the overall update.
Table 3. Comparison of image quality with different BLEU
metrics for scaling the latent vector update function.
Scaling n-gram Metric Inception Score
BLEU-1 7.22± 0.81
BLEU-2 7.12± 0.66
BLEU-3 7.05± 0.73
BLEU-4 6.83± 0.74
Does fine-tuning the image generator help ? – The gen-
erator was unable to address common words that occur in a
caption (man, woman, person, numbers, etc.) since ImageNet
does not contain such categories. Moreover, some dominant
categories in MS-COCO dataset like giraffe, stop sign and
person are not present in ImageNet dataset. By fine-tuning,
the generator is able to semantically capture such categories.
5. CONCLUSION
This work advances the area of caption conditioned image
generation by allowing the vector space to be shared between
vision and language representations. MMVR shows flexibil-
ity in performing cross-modal transformations and improves
state-of-the-art by more than 20%. We address some limita-
tions such as one-to-one word correspondence by using a n-
gram metric and conditioning on multiple semantically simi-
lar sentences. We introduce a new objective metric for evalu-
ating generated images which allows for multiple objects per
generated image.
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