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Axially symmetric spacetimes are the only vacuum models for isolated systems with continuous
symmetries that also include dynamics. For such systems, we review the reduction of the vacuum Einstein
field equations to their most concise form by dimensionally reducing to the three-dimensional space of
orbits of the Killing vector, followed by a conformal rescaling. The resulting field equations can be written
as a problem in three-dimensional gravity with a complex scalar field as source. This scalar field, the Ernst
potential, is constructed from the norm and twist of the spacelike Killing field. In the case where the axial
Killing vector is twist-free, we discuss the properties of the axis and simplify the field equations using a
triad formalism. We study two physically motivated triad choices that further reduce the complexity of the
equations and exhibit their hierarchical structure. The first choice is adapted to a harmonic coordinate that
asymptotes to a cylindrical radius and leads to a simplification of the three-dimensional Ricci tensor and
the boundary conditions on the axis. We illustrate its properties by explicitly solving the field equations in
the case of static axisymmetric spacetimes. The other choice of triad is based on geodesic null coordinates
adapted to null infinity as in the Bondi formalism. We then explore the solution space of the twist-free
axisymmetric vacuum field equations, identifying the known (unphysical) solutions together with the
assumptions made in each case. This singles out the necessary conditions for obtaining physical solutions
to the equations.
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I. INTRODUCTION
Numerical relativity has revolutionized our understand-
ing of general relativity (GR) in the last decade, allowing
us to study situations of high curvature and strongly non-
linear dynamics (see [1] for a comprehensive review). In
particular, numerical relativity has allowed for the solution
of the two-body problem in GR, giving a description of the
interaction and merger of compact objects. Successful
numerical simulations of merging black holes have shown
that these events can be well described by post-Newtonian
theory up until the black holes are quite near merger, and
after merger black hole perturbation theory accurately
describes the ringdown. Where perturbation theory fails,
a simple transition between the regimes of the ‘‘chirp’’
waveform associated with post-Newtonian theory and the
exponential decay to a stationary black hole is observed.
A primary focus of current research is to combine these
computationally expensive simulations with analytical
approximations to create full inspiral-merger-ringdown
gravitational waveforms [2–8]. Such waveforms will
serve as templates for the matched-filtering–based signal
detection methods that will be used in ground-based
gravitational-wave detectors coming into operation within
the next few years [9–12].
Despite the success of perturbation and numerical meth-
ods in modeling binary merger waveforms, a detailed
understanding of the nonlinear regime of a binary merger
remains an open problem. It is in this stage of the merger
that the black hole binary emits most of its radiated energy
(see [13] and the references therein) and experiences a
possibly strong kick due to beamed emission of radiation
[14–17]. As such, deeper analytic understanding of non-
linear dynamics in GR, including better insights into the
two-body problem, gravitational wave generation, and
black hole formation, remains a primary research goal.
The purpose of this paper is to review and expand on the
analytic techniques involved in the study of the field equa-
tions in axisymmetry. Along the way we will collect many
known and useful results, placing them into a unified
context and notation. We intend this comprehensive over-
view of the state of knowledge in the field to serve as a
launching point for future analytic investigations and
searches for physically relevant, exact dynamical solutions
in an era where a wealth of numerical data from
simulations is available to guide our intuition.
We will largely restrict the discussion to the simplest
case where there is no rotation about the axis of symmetry
(so that the Killing vector of the symmetry is ‘‘twist-free’’).
While specializing to such a great degree does limit the
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scope of our discussion, at least two interesting scenarios
are still included in the spacetimes under consideration.
The first is the case of a head-on merger of two nonrotating
black holes, the simplest instance of the two-body problem
in GR. The second is the critical collapse of axially sym-
metric gravitational waves, which gives insights into the
formation of black holes (for a review see [18]).
Our approach to exploring the Einstein field equations in
this context closely follows the methods developed by
Hoenselaers et al. [19–24]. The basic idea is to reduce
the number of equations to a minimum by applying a
dimensional reduction and conformal rescaling to the axi-
symmetric field equations. The resulting equations are then
expressed on a null basis, in the manner of the Newman-
Penrose (NP) formalism [25] but in only three dimensions.
This triad formalism imposes an additional structure on the
equations to be solved, which can lead to valuable physical
insights as in the NP formalism. As will be illustrated in the
text, the resulting system of equations is simple enough to
allow us to keep track of the assumptions made in trying to
obtain a solution and to analyze the properties of a given
solution. This approach may have the potential to make
dynamical spacetime problems analytically tractable and
to provide a consistent framework for systematically
characterizing the results of axisymmetric numerical simu-
lations. The formulation given here also has a close con-
nection to that used to find solutions to the well-studied
stationary axisymmetric vacuum (SAV) equations.
To place our work in a broader context and to motivate
the approach to the field equations advocated here, we now
briefly review the development both of the field of exact
solutions as well as aspects of the subsequent development
of numerical relativity. Symmetry has often played a pri-
mary role in arriving at a solution to the field equations
(Ref. [26] contains a comprehensive review). Famous so-
lutions such as the Schwarzschild black hole, de Sitter,
anti–de Sitter, and Friedmann-Robertson-Walker cosmo-
logical solutions all possess large numbers of symmetries.
Relaxing the degree of symmetries present, but still
imposing sufficient symmetry to make headway in
solving the field equations, leads to the study of SAV
spacetimes (equivalently, spacetimes with two commuting
Killing vectors), which has been completely solved
[19–21,27–36]. It was shown that the task of solving the
SAV equations can be reduced to seeking a solution of
Ernst’s equation [27,37] on a flat manifold. Various
techniques to generate new solutions from known ones
were developed in [20,21,28,29], based on examining
the integral extension (prolongation structure) of the SAV
field equations. Over the ensuing decade a variety of addi-
tional techniques were explored, including the use of har-
monic maps [19,30], Ba¨ckland transformations [31,32],
soliton and inverse scattering techniques [38], and
the use of generating functions to exponentiate the infini-
tesimal Hoenselaers-Kinnersley-Xanthopoulos (HKX)
transformations [33–36], to name a few. These techniques
are all interrelated [39], and each has in turn taught us
about the structure and properties of the SAV field equa-
tions. They allow, for example, the generation of a SAV
spacetime with any desired asymptotic mass- and current-
multipole moments [40]. Unfortunately, by their nature,
SAV solutions cannot include gravitational radiation and
tell us little about the dynamics of spacetime.
Building on the progress made in studying in spacetimes
with two Killing vectors, in the early and mid-1970s triad
methods were developed for spacetimes with a single
symmetry, and applied to stationary spacetimes [41] and
to dynamical, axisymmetric spacetimes [22–24]. At this
time, however, the availability of increasingly powerful
computers offered a promising new approach to obtaining
solutions of the Einstein field equations for fully generic
spacetimes by numerical means. In the relativity commun-
ity at large, the major focus of research on solving the field
equations shifted from systematically exploring the ana-
lytic structure to attempting their solution numerically.
However, the numerical integration of the field equations
proved to be unexpectedly difficult, especially in the
axisymmetric case.
The advent of strongly hyperbolic and stable formula-
tions of the field equations (e.g. the commonly used BSSN
[42,43] and generalized harmonic [44] formulations) made
the long-term simulations of binary black hole collisions
an exciting reality. With the steady progress since the
breakthrough by Pretorius [45], the merger of compact
objects has become routine [3,46], although still computa-
tionally limited in duration and mass ratio. The insights
afforded by these successes can now serve to guide
research efforts aimed at obtaining an analytical under-
standing of dynamical solutions to the field equations. The
relative simplicity of the gravitational waveforms and other
observables generated during the highly nonlinear phase
of a binary coalescence indicate that even this phase of
merger could potentially be amenable to analytic tech-
niques. A renewed interest in analytic investigations of
axisymmetric spacetimes [47] has already led to interesting
results, such as the discovery and use of geometric inequal-
ities [48–55], studies of the radiation in a head-on collision
[56–58], models for understanding gravitational recoil
[59,60], and geometrical insights on gravitational radiation
[61–63].
Initially, symmetries played an important role in the
development of numerical relativity because of the great
reduction in computational cost in axisymmetry compared
to a fully four-dimensional (4D) simulation. Some of the
first successful work in numerical relativity was done in
axisymmetry [64–67], following the initial attempt of [68].
Coordinate singularities at the axis of symmetry [69–73],
and growing constraint violations, even when using
strongly hyperbolic formulations of the field equations
[74], presented computational challenges in fully
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axisymmetric codes. Because of these difficulties, success-
ful codes capable of long-term evolutions of axisymmetric
systems have only recently been developed [67,75–77].
The continued interest in axisymmetric simulations is
driven mainly by the desire to understand the critical
collapse of gravitational waves [78,79] and by the higher
accuracy and lower computational cost of these simula-
tions. In addition, similar dimensional reductions as in the
axisymmetric case are also used in numerical simulations
of spacetimes in theories with higher dimensions; see e.g.
the mergers studied in [80,81].
In addition to the simplicity of the nonlinear dynamics
observed in numerical simulations of the merger event,
there are other tantalizing indications that the axisymmet-
ric problem could be solvable analytically. The field equa-
tions of axisymmetric spacetimes can be written in terms of
a generalized Ernst potential on a curved background,
given the appropriate dimensional reduction [19], dis-
cussed in detail in Sec. II. In this formulation some of
the techniques used to find solutions for the SAV field
equations, such as harmonic maps, have a straightforward
generalization to the dynamic axisymmetric case. Viewing
the numerical simulations in the context of the analytic
techniques employed in the past may help provide new
insight into questions such as the nature of initial junk
radiation in numerical simulations, the reasons for the
robustness of certain approaches such as the puncture
method [82], the nature of singularity formation during a
collapse process, and the possible distinction between
which features of initial data contribute to the mass of
the final black hole and which components are ultimately
radiated away (similar to the way in which poles and
scattering data can be differentiated in the nonlinear
solution of the Korteweg-de Vries equations [83]).
The intent of this work is to provide a framework that
could be used in future work to explore and interact with
the results of axisymmetric simulations, drawing on the
accumulated analytic and numerical results available for
these spacetimes to date. We now briefly outline the
structure and contents of the paper.
A. Overview of this paper
Wewill begin our discussion in full generality, explicitly
carrying out in Sec. II the series of reductions that ends in
the field equations for vacuum, twist-free, axisymmetric
spacetimes. Here we largely follow the discussion of [20],
although in Appendix A we present the derivation in the
familiar notation of the 3þ 1 decomposition used in
numerical relativity. The resulting set of equations is
equivalent to three-dimensional GR coupled to a complex
scalar potential E, which obeys the Ernst equation. The
manifold S on which these fields are defined is obtained by
conformally rescaling the metric on the quotient space S
with the norm of the axial Killing vector (KV). The space S
should be thought of as the physical four-dimensional
manifold M modulo the orbits of the KV , or S ¼
M=. We then specialize to the case of nonrotating
spacetimes, where the field equations are equivalent to
three-dimensional GR with a real harmonic scalar field
source that obeys the Klein-Gordon equation. In Sec. II F
we discuss general considerations regarding the existence
of an axis, and note that the problem of divergences at the
axis is, in principal, easily handled analytically.
In Sec. III we express the three-dimensional (3D) field
equations in terms of a triad formulation that was first
developed by Hoenselaers [22–24], but seemingly not
used by other authors (it should be compared to a similar
triad formulation presented by Perje´s [41] and used in the
case of stationary spacetimes). This formulation is derived
by the projection of the dimensionally reduced field equa-
tions onto a 3D null basis, composed of two null and one
orthonormal spatial vector. The field equations and Bianchi
identities are then written out in full, in terms of the 3D
rotation coefficients. Considering the success of the NP
equations and the valuable insights they provide, this for-
mulation of the axisymmetric field equations merits a more
thorough investigation than it appears to have received.
In Sec. IV, we relate the 3D rotation coefficients and
curvatures quantities to the familiar NP quantities onM,
thus providing a dictionary between NP quantities and the
quantities that arise in the triad formulation. This facilitates
a connection to known results and an interpretation of the
physical content of the triad equations.
In the triad formulation, we have the freedom to special-
ize our choice of basis vectors. In Sec. V, we present two
useful choices of triad vectors and accompanying coordi-
nates that serve to simplify the field equations. The first
choice is, to our knowledge, new and analogous to the use
of Lagrangian coordinates in fluid mechanics. In this triad
choice, the spatial triad leg is adapted to the gradient of the
scalar field that encodes the dynamical degree of freedom
in the twist-free axisymmetric spacetime. By virtue of the
field equations, this scalar field is a harmonic coordinate
that asymptotically becomes a cylindrical radius. This first
coordinate choice is well suited for analyzing the behavior
of the metric functions and rotation coefficients on and
near the axis. The second triad choice is inspired by the
tetrad commonly used in the NP formalism, where one null
vector is taken to be geodesic and orthogonal to null
hypersurfaces. This choice is useful in that it connects
directly to many known solutions of the field equations,
and to the dynamics at asymptotic null infinity, where the
peeling property [84–88] holds.
Our purpose in Sec. VI is twofold. The first is to catalog
known axisymmetric vacuum solutions, together with the
assumptions that lead to each solution in terms of the triad
formalism. This isolates the conditions required for the
spacetime to represent a physically relevant solution.
Secondly, we provide two example derivations of (known)
spacetimes in the context of the triad equations, to illustrate
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typical techniques used to find solutions in this formula-
tion. While we generally do not say much about the
extensively studied SAV spacetimes (see e.g. [26]), in
Sec. VII we discuss the equations governing SAV space-
times in the context of our new coordinate choice from
Sec. VA. We conclude in Sec. VIII. Additional useful
results are collected in a series of appendixes.
Throughout this paper, we use geometrized units with
G ¼ c ¼ 1. We use Einstein summation conventions, with
greek indices indicating 4D coordinate indices (in practice
these can be taken as abstract tensor indices). Latin indices
from the middle of the alphabet (i; j; k; . . . ) run over 3D
coordinates (two spatial coordinates and one time coordi-
nate), and latin indices from the beginning of the alphabet
(a; b; c; . . . ) run over three-dimensional triad indices.
Indices with a hat correspond to tetrad components of a
tensor in the physical manifoldM and run over 1, 2, 3, 4.
Indices preceded by a comma indicate either a partial
derivative with respect to the coordinates, as in f;i, or the
directional derivative of a scalar quantity with respect to
the members of a null basis, as in f;a. Similarly, we use
semicolons to denote covariant differentiation in the coor-
dinate basis, as in V;. Indices preceded by a bar as in vajb
indicate the intrinsic derivative on the triad basis.
Symmetrization of indices is denoted by enclosing them
in parentheses, and antisymmetrization by using square
brackets. We use a spacetime signature of (þþþ) on
the four-dimensional spacetime and (þþ) on the three-
dimensional quotient space. Note that this modern conven-
tion differs from the signature used by many authors in the
literature referenced here. An asterisk denotes complex
conjugation.
II. REDUCTION OF THE AXISYMMETRIC
FIELD EQUATIONS
In this section, we review a formalism for expressing the
full four-dimensional Einstein field equations in a simpler
three-dimensional form when there is a single continuous
symmetry present in the spacetime. We then specialize
the resulting equations to the vacuum case, and then to
spacetimes that admit a twist-free Killing vector.
The formalism for the dimensional reduction was pre-
sented by Geroch [20] for a single symmetry and extended
by him to the case of two commuting symmetries [21] in
order to study SAV spacetimes. This reduction has been
extensively used, especially in the investigation of station-
ary spacetimes [26]. We closely follow Geroch’s derivation
and notation in what follows. We also compare the dimen-
sional reduction to the familiar 3þ 1 decomposition used
in numerical relativity, for which [89,90] provide excellent
references. Finally, Dain’s review of axisymmetric space-
times [47] complements the discussion provided here and
throughout this paper.
The reduction in complexity when one studies the
field equations for a three-dimensional Lorentzian metric
as opposed to a four-dimensional metric becomes
immediately apparent by counting the number of
independent components of the Weyl tensor, given by
NðN þ 1ÞðN þ 2ÞðN  3Þ=12 in N dimensions. That is,
zero independent components in three dimensions and
ten in four dimensions.
In the reduction to axisymmetric, vacuum spacetimes
discussed in greater depth in Sec. II A, all of the gravita-
tional field’s dynamical degrees of freedom enter as two
scalar functions whose gradients serve as sources for the
three-dimensional Ricci curvature. In the twist-free case,
one of these scalars vanishes. The fact that the gravitational
field is determined by a single remaining scalar demon-
strates the tremendous simplification over the full
four-dimensional case with no symmetries present.
The reduction proceeds in three steps. The first step is to
derive the equations on the three manifold. Presented in
Sec. II A, this process is similar to the 3þ 1 spacetime split
familiar to numerical relativists. As a second step, we
specialize to vacuum spacetimes. The last step of the
reduction is a conformal rescaling, discussed in Sec. II D,
which simplifies the three-dimensional field equations
further and makes apparent the existence of a generalized
Ernst potential.
A. The space of orbits and the general reduction
of the field equations
We begin by considering a four-dimensional manifold
M that admits a metric g and a Killing vector (KV) field
. Throughout this paper, we will consider  to be
spacelike; however, the same formalism is easily extended
to the case of a timelike symmetry [20,26]. The KV field
represents a continuous symmetry, and it defines a set of
integral curves called the orbits of . Motion along these
orbits leaves the spacetime invariant and preserves the
metric. This means that tensor fields onM have vanishing
Lie derivative along . For the case of the metric tensor,
Lg ¼ 0 leads to the Killing equation,
rðÞ ¼ 0: (2.1)
Intuitively, we see that one of the dimensions of M is
redundant, and so we would like to reduce the study of this
spacetime to the study of some three-dimensional space.
Naively, one would think of considering dynamics inM
only on surfaces to which  is orthogonal. In practice,
however,  is only orthogonal to such a foliation of
submanifolds ofM if its twist !, given by
! ¼ r; (2.2)
vanishes. When ! ¼ 0, the KV  points in the same
direction as the gradient of some scalar function  onM,
but this is not true in general [91]. Instead of considering
some hypersurface inM, we consider a new space, which
we call S following Geroch [20]. The space S is defined as
the collection of orbits of  inM; it is a 3D space that can
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be shown to posses all the properties of a manifold. The
space S can be represented as a surface in M only if
! ¼ 0. Figure 1 provides an illustration of the case of a
twist-free symmetry with closed orbits.
We denote with an over-bar tensor fields on S. These
fields are orthogonal to the KV on all their indices, e.g.
T	
	 ¼ T	 ¼ 0. A metric h on S can be defined by
‘‘subtracting’’ the exterior product of two unit vectors
pointing in the direction of the KV from the metric g.
The resultant metric on S is
h ¼ g  
1: (2.3)
Note that  h ¼ 0, and the Lie derivative of h along
 vanishes. The function 
 that appears in Eq. (2.3) is the
norm of the spacelike KV,
 ¼ 
 > 0; (2.4)
and will play a key role in the reduction that follows.
By raising an index on h using g
, we can define a
projection operator h , which projects 4D fields onto S.
Arbitrary tensor fields can be projected into S by contract-
ing all of their indices onto the projector,
V ¼ hV; and T	 ¼ h h	T; (2.5)
and similarly for tensors of arbitrary rank. We also define
the operator D by contracting the usual 4D covariant
derivative of a tensor field with the projector on all its
indices,
D T	 ¼ h h	 hðr TÞ: (2.6)
It can be shown that the operator D obeys all the usual
axioms associated with the unique covariant derivative
operator on a manifold with metric h [20].
Given the metric h on S and a compatible covariant
derivative, we can compute the Riemann tensor on S and
relate it to the 4D Riemann tensor and the KV . In doing
so, the 4D field equations will be expressed entirely in
terms of quantities on S. This projection of the 4D field
equations is achieved by writing out Gauss-Codazzi equa-
tions generalized to the case of a timelike quotient space.
This calculation, although computationally intensive, is
only a slight modification of the standard techniques of
the 3þ 1 split often used in numerical relativity and is
detailed in Appendix A. Here, we summarize the key
results that will be used later in the text.
The contracted Gauss equation expresses the 3D Ricci
curvature R	 on S in terms of the Ricci tensor R on the
manifoldM, derivatives of the norm 
 of the KV and its
twist ! as
R	 ¼ h h	R þ
1
2

D D	
 1
4
2
D
 D	

 1
2
2
ð h	!! !!	Þ: (2.7)
Since S is a 3D manifold, all the curvature information on
S is contained in the Ricci tensor R	 associated with h,
with the remaining geometric content of M given by the
magnitude 
 and twist! of . Note that Eq. (2.7) has the
same form as the Einstein field equations on the three
manifold S with additional source terms on the right-
hand side; in the case where there are matter fields, we
would reexpress R in terms of the stress energy tensor
T. We are primarily interested in the vacuum field equa-
tions, in which case R ¼ 0, and the geometry on the
three manifold is entirely sourced by 
 and !. As such,
we need equations governing the evolution of 
 and ! in
order to complete our reduction of the field equations.
This second set of equations is analogous to the Codazzi
equations [89], since they are derived by applying the
Ricci identity to the unit vector tangent to the KV. They
are detailed in Appendix A 2. The resulting equation
governing 
 is
D2
 ¼ 1
2

D
 D

 1


!!
  2R; (2.8)
where the 3D wave operator is defined using D2  D D.
The twist ! obeys the equations
D! ¼ 32
!
D
; (2.9)
D½!	 ¼ 	R : (2.10)
FIG. 1 (color online). Schematic illustration of the decompo-
sition of a twist-free axisymmetric spacetime with closed orbits.
Since ! ¼ 0, S, the quotient space of M that contains all
orbits of , is also a subspace ofM. The fact that the orbits are
closed implies that a set of fixed points, namely the axis, must
exist if the spacetime is asymptotically flat.
AVENUES FOR ANALYTIC EXPLORATION IN . . . PHYSICAL REVIEW D 88, 044039 (2013)
044039-5
Together, Eqs. (2.7)–(2.10) can be solved on S for h	, 

and !. We can then find an expression for the KV 

using the identity, derived in Appendix A 2,
r ¼ 12

!  1


½r
; (2.11)
together with the fact that  h ¼ 0. With the KV and
h, we can finally reconstruct the full 4D metric g on
M, completing the solution of the field equations.
The field equations on S are greatly simplified compared
to the full Einstein field equations, but they are still formi-
dable. As such, we will make a series of further special-
izations with the aim of rendering them tractable. In the
past, the assumption of a second, timelike symmetry has
resulted in the SAV equations and their solution. We will
briefly discuss the SAVequations in Sec. VII, in the context
of a convenient coordinate system, which we introduce in
Sec. VA. Since our purpose is to pursue new solutions,
outside of Sec. VII we will not assume any further sym-
metries. Instead, we give the reductions of the field equa-
tions in the case of vacuum, and then twist-free, spacetimes
in the sections that follow.
B. Coordinates adapted to the symmetry
In this section we detail the consequences of using a
coordinate system adapted to the Killing symmetry. For a
spacetime admitting a KV, there exist coordinates x ¼
ðxi; Þ onM such that  ¼ , where  is a coordinate
that does not appear in the metric, Lg ¼ @g=@ ¼
0 [26,92]. To find the form of the metric g in coordinates
adapted to an axial KV, we first note that
g ¼ g ¼ g ¼ 
; (2.12)
which also implies that  ¼ 
. We denote the remaining
covariant components of  by Bi, so that  ¼ ðBi; 
Þ.
Since fully projected quantities on S are orthogonal to ,
e.g. V
 ¼ V ¼ 0, the  components of projected ten-
sors vanish, and the remaining components of h are the
3 3 block of components hij. Using this in Eq. (2.3), the
metric g takes a simple form,
g ¼
hij þ 
1BiBj Bi
Bj 

 !
: (2.13)
Denoting the inverse of hij by h
ij and using it to raise and
lower 3D indices, we can define Bi ¼ hijBj and B2 ¼
hijBiBj. This allows us to write the inverse of the metric
(2.13) as
g ¼
hij 
1Bi

1Bj ð
 B2Þ1
 !
: (2.14)
The determinant of g can be expressed as
det g ¼ g ¼ 
 det hij ¼ 
 h: (2.15)
Finally, in this basis the relationship between twist of the
KV and Bi can be found by defining the projected anti-
symmetric tensor 	 ¼ 	=
ﬃﬃﬃ


p
. Using the defini-
tion of the twist (2.2) and projecting onto S, we have
!i ¼
ﬃﬃﬃ


p
jki DjBk; (2.16)
from which we can see that if Bi vanishes, so does the
twist.
This decomposition of the 4D metric and its inverse in
terms of the 3D metric and the KV should be compared to
the analogous decompositions of the 4D metric into a
spatial metric, lapse, and shift vector in a 3þ 1 split, e.g.
as found in [89]. For the remainder of this text, we will use
coordinates adapted to the Killing symmetry, so that the
decompositions (2.13) and (2.14) hold. The most useful
consequence of this choice is that all of the information
contained in quantities projected onto S is contained in the
components on the coordinate basis xi. As such, we will
write projected 4D indices ;	; . . . as latin 3D indices,
such as i; j; k; . . . , which run over coordinates on S.
C. The vacuum field equations
We now consider the case of vacuum 4D spacetimes.
This sets the 4D Ricci tensor to zero in the equations
derived in Sec. II A. Importantly, we see from Eq. (2.10)
that the curl of the twist vector vanishes. We can thus
define a twist potential ! such that
! ¼ r!: (2.17)
From Eqs. (2.8), (2.9), and (2.7), recalling that we may use
3D indices for quantities projected onto S, we have as our
field equations
D2
 ¼ 1
2

Di
 Di
 1

Di! Di!;
D2! ¼ 3
2

Di! D
i
;
Rij ¼ 1
2
2
½ Di! Dj! hij Dk! Dk!
þ 1
2

Di Dj
 1
4
2
Di
 Dj
: (2.18)
D. The conformally rescaled equations and
the Ernst potential
A further simplification to the reduced field equa-
tions (2.18) can be obtained by conformally rescaling the
metric hij. We define h to be
h ¼ 
 h ¼ 
g   (2.19)
and investigate the conformally rescaled 3D manifold,
which we will call S. The vacuum field equations (2.18)
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can now be rewritten in terms of hij, bearing in mind that
the Christoffel symbols associated with the two metrics are
related by
ikl ¼ ijk þ
1
2

ðij
;k þ ik
;j  hjk hil
;lÞ: (2.20)
The wave operator D2 associated with h is related to
D2 as
D 2f ¼ 
D2f 1
2
Di
D
if; (2.21)
and further, Dif Dif ¼ 
DifDif. Substituting these iden-
tities into Eqs. (2.18), the field equations can be expressed
using the metric hij [20,47],
D2
 ¼ 1


Di
Di
 1
D
i!Di!;
D2! ¼ 2


!iD
i
;
R3Dij ¼
1
2
2
½Di!Dj!þDi
Dj
:
(2.22)
The symbol R3Dij denotes the Ricci curvature of the rescaled
three manifold with metric hij. There is additional struc-
ture in these equations that can be made more apparent by
introducing the complex Ernst potential E ¼ 
þ i! [27].
In terms of this potential, Eqs. (2.22) become
D2E ¼ 2DiED
iE
ðE þ EÞ ; R
3D
ij ¼
2DðiEDjÞE
ðE þ EÞ2 : (2.23)
It is important to note that the Ernst potential usually
discussed in the context of stationary spacetimes is based
on the norm and twist of a timelike KV, rather than the
spacelike KV as discussed in this section. This results in
some sign differences in various definitions, cf. the relevant
chapters of [26]. The relationship between the Ernst
potential defined here and the Ernst potential used in
conjunction with SAV spacetimes is explained further in
Sec. VII.
E. Reduction to the case of twist-free
Killing vectors
The axisymmetric field equations (2.23), though much
simplified from their full 4D form, remain intractable. For
the remainder of this paper, we restrict our exploration to
the situation depicted in Fig. 1, where  is hypersurface
orthogonal, so that ! ¼ 0. In doing so we eliminate the
possibility of the study of rotating axisymmetric space-
times, but we benefit from further simplifications to the
field equations. A number of physically interesting
dynamical spacetime solutions are twist-free, including
the head-on collision of black holes and nonspinning,
axisymmetric critical collapse.
The twist-free assumption reduces the problem of find-
ing solutions to the field equations to the study of a
harmonic scalar c on the three manifold S, where we
define c via

 ¼ e2c : (2.24)
The field equations (2.23) become
D2c ¼ 0; R3Dij ¼ 2DicDjc ; (2.25)
and the Ricci scalar associated with the three metric, which
we denote as R, is given by the contraction of (2.25),
R ¼ 2c ;ic ;i; (2.26)
where we used semicolons in place of Di to condense the
notation for the covariant derivatives. The scalar R is
the only nonzero eigenvalue of R3Dij and corresponds to
the eigenvector c ;i.
Some general properties of gravity in three dimensions
are discussed in [93]. In particular, since the 3D gravita-
tional field has no dynamics, due to the vanishing of the
Weyl tensor, the only dynamical degree of freedom in the
problem is the scalar c . This reduced number of variables
drastically simplifies the calculations. In the sections that
follow, we present a systematic way of analyzing
Eqs. (2.25) using a triad formalism, without immediately
specializing to any given coordinate system. The fact that
c is harmonic makes it a convenient choice of coordinate
on S, which in addition greatly simplifies the components
of the Ricci tensor R3Dij . The full implication of choosing c
as a coordinate, as well as another gauge choice adapted to
geodesic null coordinates on S, is discussed in the sections
that follow.
F. The axis
All of the previous results in this section hold for KVs
with generic orbits. Here, we review some additional
results that apply if the orbits are closed, as in the case
of axisymmetry. Motion along the orbits of a KV maps
the spacetime onto itself, and by the definition of the KV
this map preserves the metric. This map may have fixed
points, where it is simply the identity operator, and these
fixed points comprise the axis of the spacetime. Much is
known about the axis of an axisymmetric spacetime, see
e.g. [94–96]. A key result due to Carter [94] is that any
vacuum spacetime with a KV that has closed orbits and is
asymptotically flat admits fixed points, and, therefore,
isolated systems that possess an axial KV  will have
an axis.
This axis is two dimensional and timelike [94] and will
be denotedW2. On the axis the magnitude of the axial KV
vanishes,
jW2 ¼ 
jW2 ¼ 0: (2.27)
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Note that the derivative of the KV, ; cannot vanish on
the axis, or else  would vanish everywhere (see e.g. [91]
for further discussion).
When the axis is free of singularities, a condition known
as elementary flatness holds in a neighborhood of the axis.
This condition expresses the fact that in the local Lorentz
frame of a small neighborhood about a point onW2, we can
make a loop around the axis, and the circumference of this
loop must be equal to 2 times its radius. If this is not true,
then there is a conical singularity in this small neighbor-
hood, and traversing the circle around them results in a
deficit (or surplus) angle. One way to express elementary
flatness is to find a set of coordinates in which the line
element has the form ds20 ¼ gd2 þ 
d2 near the axis,
holding the third spatial coordinate fixed. Dividing the
proper length around a circle by 2 times the proper
distance to the axis yields a constantKD, which, if different
from unity, gives a measure of the deficit angle [97],
KD ¼ lim

!0
R
2
0
ﬃﬃﬃ


p
d
2
R
0
ﬃﬃﬃﬃﬃﬃﬃﬃ
g
p
d
: (2.28)
A coordinate invariant form of this same condition that
is more useful from our perspective was given by Mars and
Senovilla [95],
lim

!0

;

;
4

¼ 1: (2.29)
We derive this result using a specific coordinate system in
Sec. VA. Expressing Eq. (2.29) in terms of c and the
conformal three metric hij, we have
lim

!0
e4c hijc ;ic ;j ¼ 1: (2.30)
Equation (2.30) provides explicit boundary conditions for
quantities on S as the axis 
 ¼ 0 is approached, if we wish
our axis to be free of conical singularities.
III. THE TWIST-FREE FIELD EQUATIONS
EXPRESSED USING ATRIAD FORMALISM
To explore the field equations on the 3D manifold S, we
employ a triad formalism in which we choose a basis for
the tangent bundle before further selecting coordinates
on the manifold. In this section we follow Hoenselaers
[22–24] in writing out the 3D field equations (2.25) and
Bianchi identities on S in a manner similar to the NP
equations [25,98]. This form of the equations is particu-
larly convenient for the study of the exact solutions of the
field equations, since it makes manifest what the various
possible assumptions and simplifications might be for spe-
cial and physically interesting cases. The procedure is to
define a null (or orthonormal) triad and write out in full the
field equations expressed in this basis (we note that a
similar formalism was developed by Perje´s in [41] in the
context of stationary spacetimes, using a complex triad).
Our approach largely follows the conventions for the tetrad
formalism used in Chandrasekhar’s text [98], which also
gives general background on the technique.
We begin by selecting a triad basis,
ia ¼ ðli; ni; ciÞ; (3.1)
so that the metric expressed on this triad basis,
ab ¼ hijiajb; (3.2)
contains only constant coefficients. A null triad choice that
is particularly useful is one for which
lil
i ¼ nini ¼ lici ¼ nici ¼ 0 and cici ¼ lini ¼ 1;
(3.3)
and the nonzero metric components are 12 ¼ 21 ¼ 1
and 33 ¼ 1. The orientation of the triad is fixed by the
equations
ijkl
jnk ¼ ci; ijkcjlk ¼ li; ijknjck ¼ ni: (3.4)
Given the normalization in Eq. (3.3), the metric on the
coordinate basis is expressed in terms of the triad vectors as
hij ¼ linj  nilj þ cicj: (3.5)
The fundamental variables in a triad formalism are the
Ricci rotation coefficients abc, which record how the basis
vectors change as we traverse the manifold. They are
defined by
abc ¼ aj;kjbkc : (3.6)
The rotation coefficients are antisymmetric in the first two
indices abc ¼ ½abc (note our ordering of indices induces
a sign change from Chandrasekhar’s definition [98]). In
three dimensions there are 9 independent real rotation
coefficients, as opposed to the 24 real rotation coefficients
that exist in four dimensions. We adopt the following
naming convention first introduced in [22]:
 ¼ 121 ¼ li;jnilj; 	 ¼ 311 ¼ ci;jlilj;
 ¼ 231 ¼ ni;jcilj;  ¼ 122 ¼ li;jninj;
 ¼ 312 ¼ ci;jlinj;  ¼ 232 ¼ ni;jcinj;
 ¼ 123 ¼ li;jnicj;  ¼ 313 ¼ ci;jlicj;
 ¼ 233 ¼ ni;jcicj:
(3.7)
The projection of the 3D Ricci tensor Rij (we drop the
superscript 3D from here on) onto this basis gives us six
curvature scalars, which we denote
5 ¼ R11 ¼ Rijlilj; 4 ¼ R12 ¼ Rijlinj;
3 ¼ R13 ¼ Rijlicj; 2 ¼ R22 ¼ Rijninj
1 ¼ R23 ¼ Rijnicj; 0 ¼ R33 ¼ Rijcicj:
(3.8)
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The Ricci scalar is given by1
R ¼ Rii ¼ 0  24: (3.9)
The field equations describe how the rotation coeffi-
cients listed in Eqs. (3.7) change in a particular basis
direction to ensure that Eqs. (2.25) are satisfied. The
change along a basis direction is a directional derivative
given by
Va1an;b ¼ ðVi1ina1 i1    an inÞ;jjb: (3.10)
The basis-dependent directional derivative can be related
to the intrinsic covariant derivative of a tensor projected
onto the triad basis,
Va1anjb ¼ ðVi1inÞ;ja1 i1    an injb; (3.11)
by taking into account the manner in which the basis itself
changes. Using Eqs. (3.6), (3.10), and (3.11), one can show
that the relationship between the directional and intrinsic
derivatives is
Va1anjb ¼ Va1an;b þ ca1bVcan þ    þ canbVa1c:
(3.12)
Recall that triad indices are raised using the constant
metric ab defined by abbc ¼ ac , which has the same
component form as ab. It is important to note that in a
triad formalism, the directional derivatives of a scalar
function do not commute, while intrinsic derivatives do.
The commutation relations for directional derivatives are
f;½ab ¼ f;m½amb: (3.13)
Using the relationship between intrinsic and directional
derivatives, we now express the field equations on the triad
basis in terms of the rotation coefficients [98]. The Ricci
tensor obeys
Rab ¼ amm;b  mab;m  mnnmab  amnbnm:
(3.14)
Writing out the field equations (3.14) in full leads to
ð Þ;3 þ ;1  ;2 ¼  2	 þ 2 þ 2
þ ðþ 2Þ þ0; (3.15)
;2  ;3 ¼ ð Þ  ðþ Þ þ ð Þ þ1;
(3.16)
;3  ;2 ¼ ð Þ þ ðþ 2 Þ þ2; (3.17)
;3  ;1 ¼ ðþ Þ þ 	ð Þ þ ð Þ þ3;
(3.18)
ðþ Þ;2  ;1  ;3 ¼ ð Þ  ðþ 2Þ
 ðþ Þ  þ4; (3.19)
;1  	;3 ¼ ð Þ þ 	ðþ 2 Þ þ5; (3.20)
;1 þ ;2  ðþ Þ;3 ¼ þ 2   2; (3.21)
ðþ Þ;1  	;2  ;3 ¼ ðþ Þ þ 	ðþ Þ
þ ðþ Þ; (3.22)
;1 þ ;3  ðþ Þ;2 ¼ ðþ Þ þ ðþ Þ
þ ðþ Þ: (3.23)
In the twist-free case, the curvature scalarsi appearing in
the above expressions are obtained from the Ricci tensor
Rab computed by projecting Eqs. (2.25) onto the triad,
Rab ¼ 2c ;ac ;b: (3.24)
Of the above set of nine field equations, there are six
equations that contain Ricci curvature components and
three that do not. These three equations constitute the 3D
version of the eliminant relations (see Chandrasekhar
[98]). As expected, there are fewer equations on S than
in the 4D) case (9 here versus 36 equations in four
dimensions).
The three, 3D Bianchi identities,
Ra
b
;b 
1
2
R;a þ bamRbm þ bmmRab ¼ 0; (3.25)
are written as2
1
2
ð0Þ;1 þ ð5Þ;2  ð3Þ;3 ¼ ð0 þ4Þ  ðþ 2Þ5
þ ðþ  2Þ3  	1;
(3.26)
1Note that here we are using a different definition of 0 and
4 than [22]. If we denote the scalars of [22] with a superscript
H, the relationship between the two conventions is such that
H4 þH0 ¼ 4 and 2H0 ¼ 0.
2Note that Eqs. (3.26)–(3.28) differ from those derived by
Hoenselaers in [22], Eq. (3.5c), with respect to the sign in front
of his d operator. In addition to this difference and the difference
in notation the equations presented in this section differ from
those of Hoenselaers in that our triad has a different normaliza-
tion, and so some of the signs differ. Specifically, every factor of
li and derivative in the li direction receives a sign change, which
changes the signs in front of many of the rotation coefficients
and some of the curvature scalars. With these considerations, the
two sets of equations are identical.
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12
ð0Þ;2 þ ð2Þ;1  ð1Þ;3
¼ ð0 þ4Þ þ ð2þ Þ2
þ ð2  Þ1 þ 3; (3.27)

1
2
0 þ4

;3
 ð1Þ;1  ð3Þ;2
¼ 1ð2þ Þ þ 	2 þ ð Þð4 þ0Þ
þ ðþ 2Þ3  5: (3.28)
In terms of the rotation coefficients, the commutation
relations (3.13) are
f;21  f;12 ¼ f;1 þ f;2 þ ðþ Þf;3;
f;31  f;13 ¼ ðþ Þf;1  	f;2 þ f;3;
f;23  f;32 ¼ f;1 þ ðþ Þf;2 þ f;3
(3.29)
and must be used whenever interchanging the order of
directional derivatives. Finally, it is useful to note that
the operator D2f ¼ f;aja can be expressed as
D2f ¼ 2f;12 þ f;33  ðþ 2Þf;1 þ f;2  2f;3
¼ 2f;21 þ f;33  f;1 þ ð2þ Þf;2 þ 2f;3:
(3.30)
This concludes the general triad formulation using the
rotation coefficients as fundamental variables. The equa-
tions given are valid for both twisting and twist-free space-
times, with the only difference being the complexity of the
3D Ricci tensor. These equations can be simplified to a
great degree by a judicious choice of triad. We explore two
especially useful triad choices in Sec. VI, where we also
specialize to the case of twist-free spacetimes.
IV. RELATING PHYSICAL 4D QUANTITIES TO
COMPUTED 3D QUANTITIES
In this section we provide the explicit correspondence
between NP quantities on the physical 4D spacetime M
and the computationally concise quantities on the confor-
mal manifold S. Knowledge of this correspondence is
useful for various reasons: (i) Initial conditions for inte-
grating the much simpler 3D field equations (3.15)–(3.23)
are most readily specified on M. (ii) The boundary con-
ditions on the axis, discussed in Sec. II F and Appendix D,
require information about the smoothness of the physical
quantities on M, since the 3D conformal metric hij is
singular on the axis. (iii) Searching for solutions to the
field equations involves making choices of the triad and the
gauge, and having a direct translation of the assumptions
made in 3D to the implications for the physical quantities is
advantageous. This relationship between specializations in
3D and 4D also identifies the conditions on the 3D
quantities corresponding to known solutions.
To exhibit the correspondence, we first note that in the
twist-free case, the metric decomposition of Sec. II B sim-
plifies to the case where Bi ¼ 0 and the 4D metric g can
thus be expressed as
g ¼ e2c
hij 0
0 e4c
 !
¼ e2c ~g: (4.1)
The metric ~g, which is conformal to the physical metric,
provides a useful intermediate step for the calculations that
follow.
A. Spin coefficients
We now define the relationship between the NP spin
coefficients onM and the rotation coefficients defined in
Eqs. (3.7). There is some freedom in the choice of tetrad as
we go between the 4D and 3D manifolds, which we fix by
choosing the tetrad so that the directions of all the null
basis vectors coincide, and so that the parametrization of
the outgoing null vectors are the same. In order to avoid
confusion, all quantities onM such as spin coefficients, ^,
^ and Weyl scalars, ^i are given with a hat (^:). Quantities
associated with the conformally rescaled 4-metric ~g are
all indicated with a tilde (~:), and 3D quantities will remain
unadorned.
The standard complex null tetrad onM is
^a^ ¼ ðl^; n^; m^; m^Þ; (4.2)
with the nonzero metric components being ^ln ¼ ^nl ¼
^mm ¼ ^mm ¼ 1. Now consider another tetrad
constructed by augmenting the triad (3.1) with the vector
d ¼ e2c which has the same direction as the KV ,
to yield the tetrad
~a ¼ ðl; n; c; dÞ; (4.3)
where we have omitted the tildes to emphasize that this
tetrad is built from the same triad vectors that we use on S
(although strictly speaking they are the lift of these vectors
onto a conformal 4D space). It can be verified directly
using Eqs. (3.5) and (4.1) that the conformal metric ~g
can be expressed as
~g ¼ ln  nl þ cc þ dd; (4.4)
where the covector d is d ¼ e2c.
To find the relationship between the NP spin coefficients
onM and the rotation coefficients on S, we first calculate
the rotation coefficients associated with the conformally
related metric ~g on the basis in Eq. (4.3). To do this
expediently we introduce the quantities 
abc that are
defined as [98]

abc ¼ bac  bca ¼ ðb;	  b	;Þ	c a (4.5)
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and are antisymmetric in the first and third indices. The
major advantage of working with the quantities 
abc is that
they can be computed using coordinate derivatives rather
than covariant derivatives. This property makes it easy to
compare the quantities defined on different metrics given
the same coordinate choice. Given a set of 
abc’s the
rotation coefficients can be constructed using the relation
abc ¼  12 ð
abc þ 
cab  
bcaÞ: (4.6)
The 24 rotation coefficients associated with the confor-
mal metric ~g can be related to the 9 rotation coefficients
associated with hab by noting that ~
abc ¼ 
abc, when a, b,
c run over 1, 2, 3. The remaining 15 rotation coefficients
can be subdivided into 9 coefficients of the form ~a4b, 3
~ab4 coefficients, and 3 ~a44 coefficients . From the defi-
nitions in Eq. (4.5) and the vector d, it is straightforward
to verify that ~
ab4 ¼ ~
a4b ¼ 0, and so the 12 coefficients
~a4b and ~ab4 vanish. There are then only 3 nonzero
rotation coefficients,
~a44 ¼ ~
a44 ¼ 2c ;a; (4.7)
in addition to those in Eq. (3.7).
Given the rotation coefficients associated with the aug-
mented tetrad in Eq. (4.3), the spin coefficients associated
with the physical space tetrad in Eq. (4.2) can be obtained
from a transformation of the form
^

a^ ¼ Qba^ðc Þ~b ; ^ a^ ¼ Pba^ðc Þ~b: (4.8)
Specifically, Pba^ ¼ e2cQba^ and the nonzero components of
Qba^ are
Q11 ¼ 1; Q33 ¼ Q34 ¼
ecﬃﬃﬃ
2
p ;
Q22 ¼ e2c ; Q43 ¼ Q44 ¼
iecﬃﬃﬃ
2
p :
(4.9)
Note that the fact that Q11 ¼ 1 ensures that the parametri-
zation of outgoing null vector li on the three manifold
coincides with the associated vector on the 4D spacetime.
The vectors on M are then given in terms of the tetrad
(4.3) by
l^ ¼ l; n^ ¼ e2cn;
m^ ¼ ec ðcþ idÞ= ﬃﬃﬃ2p ; m^ ¼ ec ðc idÞ= ﬃﬃﬃ2p :
(4.10)
By repeatedly using the definition (4.5) on the different
tetrads, we find that the 
abc functions associated with the
physical tetrad (4.2) [and thus the rotation coefficients via
Eq. (4.6)] are related to those on the augmented tetrad
given in Eq. (4.3) by

^ a^ b^ c^ ¼ Qcc^Qaa^Pbb^ ~
abc þQcc^Qaa^½~baðPbb^Þ;c  ~bcðPbb^Þ;a;
(4.11)
where the constant metric ~ab has the nonzero compo-
nents, ~12 ¼ ~21 ¼ 1 and ~33 ¼ ~44 ¼ 1.
Since the Pa
b^
’s are functions only of c , all the physical
rotation coefficients reconstructed using Eq. (4.6) given
Eq. (4.11) can be written in terms of the nine rotation
coefficients on the triad basis, the three directional deriva-
tives of the scalar function c , and functions of c itself. It
can also be observed that all the physical rotation coeffi-
cients expressed on the basis in Eq. (4.10) are real. The
physical spin coefficients using the NP naming convention
[98], when expressed in terms of the rotation coefficients
defined on S are
^ ¼ 
2
; ^ ¼ 1
2
ð2c ;1 þ Þ;
^ ¼ e
cﬃﬃﬃ
2
p 	; ^ ¼ e
3cﬃﬃﬃ
2
p ;
^ ¼ e
cﬃﬃﬃ
2
p ðc ;3 þ Þ; ^ ¼ e
cﬃﬃﬃ
2
p ð c ;3Þ;
^ ¼  e
c
2
ﬃﬃﬃ
2
p ð2c ;3 þ Þ; 	^ ¼  e
c
2
ﬃﬃﬃ
2
p ;

^ ¼ 1
2
e2c ð 2c ;2Þ; ^ ¼ 12 e
2c ;
^ ¼  1
2
ð2c ;1 þ Þ; ^ ¼  12e
2c :
(4.12)
The identifications in Eqs. (4.12) gives us the benefit of all
the usual intuition regarding the spin coefficients in the 4D
spacetime when computing quantities on the manifold S.
We will explore these relationships and their physical
implications more fully in Sec. VI when we review the
exact solutions to the field equations.
B. Curvature and Weyl scalars
The second set of quantities that are useful for exploring
the physical content of spacetime, such as gravitational
radiation, are the Weyl scalars. In this section we will show
that they have a particularly simple representation in terms
of the 3D rotation coefficients and directional derivatives
of c .
The fact that the Weyl tensor is conformally invariant
implies that on the coordinate basis C^	 ¼ ~C	.
Lowering the index , expressing the tensor on the tetrad
basis in Eq. (4.10), and subsequently using Eq. (4.8) to
express it on the augmented basis in Eq. (4.3), we obtain an
expression for the physical Weyl tensor in terms of the
Weyl tensor on the augmented basis,
C^ a^ b^ c^ d^ ¼ e2c ~CabcdQaa^Qbb^Qcc^Qdd^: (4.13)
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The quantity ~Cabcd is readily computed in terms of the
rotation coefficients and directional derivatives of c on S
from the standard expression for the Riemann tensor [98],
which in vacuum is identical to the Weyl tensor:
~Rabcd ¼ ~abc;d  ~abd;c þ ~fg ~bafð~cgd  ~dgcÞ
þ ~fgð~fac ~bgd  ~fad ~bgcÞ: (4.14)
Writing out Eqs. (4.14) in full, making use of the defini-
tions of i given in Eqs. (3.8) and (3.24), and substituting
in the field equations (3.15)–(3.23) wherever necessary
yields the following expressions for the Weyl scalars on
the physical manifold:
^0¼ C^1313¼ðc ;1þ3ðc ;1Þ2þc ;11þ	c ;3Þ;
^1¼ C^1213¼ e
cﬃﬃﬃ
2
p ðc ;1ð3c ;3Þþc ;31þ	c ;2Þ;
^2¼ C^1342¼e
2c
2
ðc ;1ð2c ;2Þþc ;2þ2ðc ;3Þ2þc ;33Þ;
^3¼ C^1242¼e
3cﬃﬃﬃ
2
p ðc ;1c ;2ð3c ;3þÞc ;32Þ;
^4¼ C^2424¼e4c ðc ;23ðc ;2Þ2c ;22þc ;3Þ:
(4.15)
It is important to note that the assumption of twist-free
axisymmetry greatly decreases the number of independent
functions to be considered: the NP spin coefficients and
Weyl scalars which in general are complex are all real in
the twist-free case, effectively cutting the problem of find-
ing solutions in half. Further simplifications can be
achieved with specific gauge and tetrad choices.
V. TWO TRIAD CHOICES
In this section we discuss the implications of
two physically-motivated triad choices which further
simplify Eqs. (3.15)–(3.23) and the Bianchi identities
(3.26)–(3.28). The first choice is to use c as a coordinate
and to associate the triad direction ca with its gradient. This
choice greatly simplifies the Ricci tensor on the three
manifold and is suited to applying the boundary condition
on the axis. The second is to use geodesic null coordinates.
This allows us to make direct contact with the Bondi
formalism and thus the emitted radiation reaching future
null infinity Iþ in asymptotically flat spacetimes.
A. Choosing c as a coordinate
The field equations (2.25) describe a gravitational field
on a three manifold sourced by a harmonic scalar field c
which obeys D2c ¼ 0. In 4D gravity, harmonic coordi-
nates have been successfully employed, e.g. for proving the
well-posedness of the Cauchy problem for the Einstein
equations [91,99]. The usefulness of harmonic coordinates
in 4D, together with the fact that the 3D Ricci tensor
greatly simplifies if c is chosen as a coordinate leads us
to investigate this gauge choice further.
We now specialize our triad so that ca points in the same
direction as the gradient of c . The normalization condition
cac
a ¼ 1 implies that
ca ¼
ﬃﬃﬃ
2
R
s
c ;a; (5.1)
where R ¼ 2c ;ac ;a is the 3D Ricci scalar defined in
(2.26). Note that the sign of R determines whether c ;a is
timelike, spacelike, or null. For Schwarzschild, R> 0, and
so we might expect this to be true of a physically reason-
able spacetime, especially one that settles down to
Schwarzschild after some dynamical evolution, and as
such we will assume that c ;a is spacelike.
Given the definition of ca in Eq. (5.1) we can express the
Ricci tensor (2.25) as Rij ¼ Rcicj, and so the six curvature
scalars defined in Eqs. (3.8) are 5 ¼ 4 ¼ 3 ¼ 2 ¼
1 ¼ 0 and 0 ¼ R. This greatly simplifies the Bianchi
identities, which are
R;1
R
¼ 2; R;2
R
¼ 2; R;3
R
¼ 2ð Þ; (5.2)
and which gives the rotation coefficients appearing in
Eq. (5.2) the interpretation of being proportional to the
rate of change of lnR in a particular direction.
Because R is a scalar, the curl of its gradient, abcRjbc ¼
0, must vanish. Equivalently, the commutator equa-
tions (3.29) with f ¼ R must hold. This augments the field
equations with the following three equations:
;1 þ ;2  þ þ 2  2 ¼ 0;
ð Þ;1  ;3  	 ðþ Þ ¼ 0;
ð Þ;2 þ ;3   ðþ Þ ¼ 0:
(5.3)
The fact that ca points along the gradient of a scalar places
additional conditions on the rotation coefficients. To see
this, we compute the intrinsic derivative of ca and express
the result on the triad basis to obtain
cajb ¼
8><
>:
	  
  
0 0 0
9>=
>;: (5.4)
Now, noting that cajb þ 12 caðlnRÞ;b ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2=R
p
c jab, and us-
ing the directional derivatives of R computed in (5.2), we
have
ﬃﬃﬃﬃ
2
R
s
c jab ¼
8><
>:
	  
  
   
9>=
>;: (5.5)
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However since c ;a is a gradient, this matrix should be
symmetric. Thus  ¼ . Further, we note that D2c ¼
0 is automatically satisfied.
The Bianchi identities (5.2), in addition to the field
equations (3.15)–(3.23), allow us to find a particularly
simple expression for the wave operator of lnR,
D2ðlnRÞ ¼ 2ðR 22  2	Þ: (5.6)
It is interesting to note that if c is chosen as a coordinate
and the tetrad leg ca is fixed using (5.1), then the direc-
tional derivatives of c that enter into the 4D expressions
for the NP scalars become particularly simple. Explicitly
c ;1 ¼ c ;2 ¼ 0 and c ;3 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
R=2
p
. This implies that the
expressions for the Weyl scalars (4.15) become
^0 ¼
ﬃﬃﬃﬃ
R
2
s
	; ^1 ¼ e
c
ﬃﬃﬃﬃ
R
p
2
;
^2 ¼ e2c
0
@R
2
þ
ﬃﬃﬃ
R
2
s

1
A; ^3 ¼  e3c
ﬃﬃﬃ
R
p
2
;
^4 ¼ e4c
ﬃﬃﬃﬃ
R
2
s
:
(5.7)
The rotation coefficients that enter these expressions are
the same rotation coefficients that appear in the second
derivative of c expressed on the triad basis, Eq. (5.5). This
underscores the fact that the scalar c sources the gravita-
tional field. Another important consequence of Eqs. (5.7) is
that for this tetrad choice, if la is geodesic, i.e. 	 ¼ 0, then
the geodesic is a principal null geodesic of the spacetime,
^0 ¼ 0.
Thus far the other triad vectors are unspecified, except
that they are null and orthogonal to ca. With ca fixed, we
still have freedom to boost along la. The equivalent of the
Lorentz transformations for the 3D triad are discussed fully
in Appendix B. Here we consider the effect of a boost of
the form
~l a ¼ Ala; ~na ¼ A1na: (5.8)
Using the definitions in Eqs. (3.7), we find that under such a
boost, six of the coefficients are simply multiplied by
factors of A, while three have nontrivial transforms,
~ ¼ A A;1 ~ ¼ A A;3A ;
~ ¼ A A;2
A2
:
(5.9)
The full transforms are given in Eq. (B2); interestingly, the
above coefficients with a nontrivial transform do not enter
into the expressions for the Weyl scalars in Eqs. (5.7).
We can always use our boost freedom to set at least one
of ~, ~, or ~ to zero. Note that if a boost exists that can set
~ ¼ ~ ¼ ~ ¼ 0, then it can be shown that R ¼ 0 and that
the resulting spacetime is flat. Also, if one triad leg ca is
chosen according to Eq. (5.1), it is not possible to apply a
boost to render the null vector la geodesic, or equivalently
to set the coefficient 	 to zero. An example which illus-
trates this fact is in the asymptotic region of a radiating
spacetime, where our choice of ca would point along a
cylindrical radius; meanwhile, the outgoing null geodesics
define a radial direction, and it is clear that these two
directions are not orthogonal. Rather, we would need to
locally choose some other null direction to define la.
We now ask whether it is possible to find a coordinate t
whose gradient is timelike and orthogonal to ca, i.e. that
t;ac
a ¼ 0. The first step is to define a timelike unit vector
Ta as
Ta ¼ 1ﬃﬃﬃ
2
p ðla þ naÞ: (5.10)
From the normalization conditions (3.3) it is straightfor-
ward to verify that TaT
a ¼ 1. We would like to deter-
mine if Ta is hypersurface orthogonal, so that it can be
written as Ta ¼ %t;a. This is possible if and only if Ta is
twist-free, T½aDbTc ¼ 0. In 3D, this is equivalent to the
vanishing of the scalar
W ¼ abcTaTcjb ¼ 12 ð	þ   þ 2þ Þ: (5.11)
For a general la and na this will not be true, but we can
choose a boost A that will transform such thatW ¼ 0. By
Eq. (5.9), we see we must choose
 ¼ 1
2
ð	 þ   Þ: (5.12)
We have so far fixed our triad, and selected the harmonic
coordinate c and the coordinate t whose gradient lies
parallel to Ta. Let us call the third coordinate s. On the
coordinate basis ðt; s; c Þ the assumptions thus far imply
that in all generality the we can express the covariant
components of the triad as
li ¼ ðlt; hs;hc Þ; ni ¼ ðnt;hs; hc Þ
ci ¼ ð0; 0;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2=R
p Þ; (5.13)
where lt, nt, hs and hc are free functions of ðt; s; c Þ. The
factor % in the definition of Ta is % ¼ ðlt þ ntÞ=
ﬃﬃﬃ
2
p
. The
metric on the coordinate basis is constructed using
Eq. (3.5). To see if any further metric functions can be
set to zero, consider a coordinate transformation that leaves
the coordinates t and c unchanged but chooses a new
coordinate s0, such that s ¼ fðt; s0; c Þ. We find that the
metric can be expressed in the same form except with the
functions lt, nt, hs, hc transformed as
h0c ¼ hc  hsf;c ; h0s ¼ hsf;s0 ;
l0t ¼ lt  hsf;t; n0t ¼ nt þ hsf;t:
(5.14)
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It is thus always possible to choose a gauge in which
h0c ¼ 0. Dropping the primes, the resulting metric on the
coordinate basis is
hij ¼
2ltnt hsðlt  ntÞ 0
hsðlt  ntÞ 2h2s 0
0 0 2R
0
BB@
1
CCA: (5.15)
For the rest of this section we make this coordinate choice.
The covariant components of the triad vectors are
li ¼ 1ﬃﬃﬃ
2
p
%hs
ðhs; lt; 0Þ;
ni ¼ 1ﬃﬃﬃ
2
p
%hs
ðhs;nt; 0Þ;
ci ¼ ð0; 0;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
R=2
p
Þ:
(5.16)
The choice of c as a coordinate is an unfamiliar one,
and to help build some intuition we present the Minkowski
metric, triad, and rotation coefficients in this coordinate
system in Appendix C. The rotation coefficients in general
axisymmetric spacetimes can be expressed in terms of the
functions entering Eqs. (5.13) and (5.16), and are listed in
Appendix D.
The expression in (D1) for the coefficient ,
 ¼ 
ﬃﬃﬃ
R
p ½ln ðhs%Þ;c
2
ﬃﬃﬃ
2
p ; (5.17)
can be integrated using the Bianchi identity (5.2),
 ¼
ﬃﬃﬃ
R
p ðlnRÞ;c
4
ﬃﬃﬃ
2
p : (5.18)
Combining these equations shows that the metric functions
obey ½lnRðhs%Þ2;c ¼ 0, which after integration provides
ðhs%Þ2R ¼ gðt; sÞ: (5.19)
There is still some residual coordinate freedom in
Eq. (5.15) in that we can apply a coordinate transformation
to the s and t coordinates without changing the form of the
metric. In particular by using the coordinate transformation
s ¼ f2ðt; s02Þ and using a restricted version of Eq. (5.14) it
is possible to choose a gauge in which gðt; sÞ ¼ 1 so that
we have ðhs%Þ2R ¼ 1. We will not necessarily make this
specialization in the rest of the text.
1. Field equations adapted to the c coordinate choice
In this subsection we specialize the field equations
(3.15)–(3.23) to the case where we use c as a coordinate
and where ca ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2=R
p
c ;a. Recall that this choice
implies that  ¼ , c ;1 ¼ c ;2 ¼ 0 and c ;3 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
R=2
p
.
With this specialization, we reorder the general field
equations (3.15)–(3.23) augmented by the commutation
relations (5.3). One of the field equations is redundant
with one of the commutation relations, while the remaining
11 equations can be split into a subset of 4 equations that
contain directional derivatives in the la and na directions
only,
;1 ¼ þ	;2 þ 2	; ;1 ¼ ;2 þ 2;
;1 ¼ ;2 þ  ;
;1 ¼ ;2  R=2þ 2þ 	 þ 2;
(5.20)
and a group of 7 equations that fix the directional deriva-
tives of certain rotation coefficients in the ca direction,
;3 ¼ ;1  ;1 þ ;2 þ 2þ þ þ 22;
	;3 ¼ ;1 þ ð Þ þ 2	ð Þ;
;3 ¼ ;1  þ þ 	ð Þ   ;
;3 ¼ ;2   þ ðþ Þ þ þ  ;
;3 ¼ ;2  þ 2þ 2 þ 2;
;3 ¼ 2;1  	 þ ðÞ;
;3 ¼ 2;2 þ þ ð Þ:
(5.21)
We showed that in the coordinate basis ðt; s; c Þ, the metric
can be written in the form (5.15). With the choice of la and
na in (5.16), all the equations (5.20) contain only deriva-
tives with respect t and s, and effectively constitute a set of
constraint equations that have to be satisfied for every
constant c surface.
As can be seen from the above set of equations, choosing
c as a coordinate does not greatly simplify the field
equations. For this coordinate and triad choice the major
simplifications occur in the Bianchi identities (5.2), the
form of the metric (5.15), and the simple form of the
corresponding Weyl scalars. An additional advantage of
this coordinate and triad choice that will be discussed in the
next section is the easy identification of the axis.
2. Axis conditions as 
! 0
On the axis, which for the three metric is denoted by the
boundary conditions c ! 1 or 
! 0, we now explore
the conditions on the triad quantities required for the
elementary flatness condition to hold.
The first step is to observe that working in a coordinate
system where c is a coordinate makes it easy to prove the
equivalence of the two forms of the axis conditions,
KD ¼ 1 in Eq. (2.28) and the coordinate invariant expres-
sion in Eq. (2.29). Assuming the metric hij can be written
in the form (5.15), the metric on the space orthogonal to the
axis W2 is merely ds
2
0 ¼ gc c dc 2 þ 
d2, where the 4D
metric component gc c ¼ 2=ð
RÞ. The elementary flatness
condition (2.28) now reads
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lim

!0
ﬃﬃﬃ


p
Rc
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gc c
p
dc
¼ 1; (5.22)
where use has been made of the fact that 
 is not a function
of . Applying l’Hoˆpital’s rule and differentiating above
and below the line with respect to c , the elementary flat-
ness condition becomes
lim

!0
ecﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gc c
p ¼ lim

!0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
e4cR
2
s
¼ 1; (5.23)
or equivalently R! 2e4c . By definition, R ¼ 2c ;ac ;a,
showing that the covariant expression (2.30) and thus
Eq. (2.29) are equivalent to the elementary flatness condi-
tion. Note that the elementary flatness condition, in con-
junction with the condition found when examining the
rotation coefficient , Eq. (5.19), implies that the determi-
nant of metric on the subspace normal to the axis also
remains finite as we approach the axis. To see this explic-
itly, observe that det ½h~i ~j ¼ 2h2s%2, where ~i; ~j 2 fs; tg.
By the condition found in Eq. (5.19) in the gauge where
gðs; tÞ ¼ 1 we have det ½h~i ~j ¼ 2=R. The determinant
associated with the corresponding part of the four metric
becomes det ½g~i ~j ¼ 2=ðRe4c Þ, which by the elementary
flatness condition approaches the value 1 on the axis as
expected.
Symmetry dictates that a null vector on the axis remains
on the axis when it is sent out to infinity or toward the
origin. Thus on the axis l^ and n^ are geodesic, provided
they are chosen to lie along the ingoing and outgoing
directions. In terms of the NP scalars (4.12), this translates
into ^ ¼ 	ec = ﬃﬃﬃ2p ! 0, and ^ ¼ e3c = ﬃﬃﬃ2p ! 0.
In Appendix D, explicit formulas for the expansions of
the metric quantities about the axis are given and dis-
cussed. The special case of the static Schwarzschild black
hole is examined in Sec. VII C where the scaling of the
solution, the 3-curvature R and all the rotation coefficients
are explicitly computed.
B. Geodesic null coordinates
We now examine the equations in a coordinate system
adapted to asymptotic null infinity, where the concept of
emitted radiation is well defined. Akin to the standard
methods used in the NP formulation (see e.g.
[25,85,100]), this coordinate system and triad choice is
tied to the tangent vectors of null geodesics. We begin
with a family of null hypersurfaces in S, and we label
these by a coordinate u, so that hiju;iu;j ¼ 0. We then
choose the covariant representation of one null triad vector
to be the gradient of the coordinate u, setting li ¼ u;i.
Since li is the gradient of a coordinate, it has vanishing
curl. The intrinsic derivative of li on the triad basis is
lajb ¼
8>>><
>>>:
0 0 0
  
	  
9>>>=
>>>;: (5.24)
The fact that lajb is symmetric immediately sets 	 ¼  ¼
0 and  ¼ . Note that 	 ¼  ¼ 0 implies that la is
geodesic and affinely parametrized on S, by Eqs. (3.7).
Also, recall that null geodesics are conformally invariant,
and we can verify that here Eqs. (4.12) imply that if 	 ¼ 0
then ^ ¼ 0 inM. Thus if la is the generator of a geodesic
null congruence on S, the corresponding null congruence
in the physical manifold is also geodesic. The above con-
ditions on the rotation coefficients further imply that the
field equation (3.22) is trivially satisfied. If we choose as
another coordinate the affine parameter p along the geo-
desic that la is tangent to, we have lif;i ¼ f;1 ¼ @pf.
Lastly, we label our third coordinate . Expressing the
null vectors on the ðu; p; Þ coordinate system, we have
li ¼ ð1; 0; 0Þ; li ¼ ð0; 1; 0Þ: (5.25)
The normalization conditions (3.3) allow us to restrict
some of the components of the remaining triad vectors,
giving nu ¼ 1 and cu ¼ 0. Using the expression for the
metric in terms of the triad vectors (3.5), we can see that
huu ¼ hu ¼ 0 and hup ¼ 1 follows. Three more metric
functions fully determine hij. We parametrize these re-
maining metric components following the convention of
[101,102] so that the contravariant form of the metric
becomes
hij ¼
0 1 0
1 2v1 þ v22 v2ev3
0 v2e
v3 e2v3
0
BB@
1
CCA; (5.26)
where vi are free functions of the coordinates. The cova-
riant form of the metric on S is then given by
hij ¼
2v1 1 v2ev3
1 0 0
v2e
v3 0 e2v3
0
BB@
1
CCA: (5.27)
This metric holds for any null foliation of the manifold S,
where constant u surfaces denote the null hypersurfaces,
the affine parameter p serves as a coordinate along a
particular geodesic and the coordinate , usually associ-
ated with an angular coordinate, labels the geodesics
within the hypersurface.
We further need to fix the triad legs ni and ci. One such
choice that satisfies the normalization condition (3.3) and
gives the correct form of the metric (5.26) is
ni ¼ ð1;v1; 0Þ; ci ¼ ð0; v2; ev3Þ: (5.28)
The corresponding covariant vectors are
ni ¼ ðv1;1; v2ev3Þ; ci ¼ ð0; 0; ev3Þ: (5.29)
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On this triad, the directional derivatives applied to a func-
tion f are
f;1 ¼ f;p; f;2 ¼ f;u  v1f;p;
f;3 ¼ v2f;p þ ev3f;:
(5.30)
If the chosen coordinates ðu; p; Þ are to be valid, theymust
satisfy the commutation relations given in Eq. (3.29).
Applying the commutation relations to each successive
coordinate provides a simple way of relating the rotation
coefficients to derivatives of the metric functions of
Eq. (5.27). The commutators acting on  yield the
coefficients
 ¼ ;  ¼ v3;1;  ¼ v3;2: (5.31)
Applying the commutation relations to u reiterates that
 ¼ 	 ¼ 0 and  ¼ . Finally, applying the commuta-
tion relations to p fixes
 ¼ v1;1; (5.32)
 ¼ 1
2
ðv2 v2;1Þ; (5.33)
 ¼ v2v3;2 þ v2;2 þ v1;3: (5.34)
1. Field equations adapted to the geodesic
null coordinate choice
When working with geodesic null coordinates, where
 ¼  ¼  and  ¼ 	 ¼ 0, the field equations (3.15)–
(3.23) can be expressed in simplified form in terms of the
five remaining rotation coefficients as
;1 ¼ 2 þ5; (5.35)
;1 ¼ 3; (5.36)
;1 ¼ 2 02 4; (5.37)
;2  ;3 ¼  2  02 ; (5.38)
;1 þ ;2 ¼ ; (5.39)
;1 þ ;2 ¼ 1; (5.40)
;3  ;2 ¼ ð Þ þ2; (5.41)
;1 þ ;3 þ 2;2 ¼  2: (5.42)
One of the equations is trivially solved and has been
omitted. The remaining equations have been reordered,
and some are linear combinations of the original set.
These combinations are ð5:37Þ¼ ð3:21Þ=2ð3:15Þ=2
ð3:19Þ describing the derivative ;1; the combination
ð5:38Þ ¼ ð3:21Þ=2 ð3:15Þ=2, yielding an expression for
the combination ;2  ;3; and finally the combination
ð5:40Þ ¼ ð3:23Þ  ð3:16Þto obtain an expression for ;1 þ
;2. The remaining equations are simplified analogues of
their counterparts in Eqs. (3.15)–(3.23).
The reordering makes apparent the fact that a hierarchy
exists in the reduced system of equations, which in turn
makes it possible to formally integrate the field equations
in a systematic way. Suppose we begin on a null hypersur-
face of constant u on which the directional derivatives of
the function c are given, so that i, i ¼ 0 . . . 5 are known.
Equations (5.35) and (5.31) can be integrated with respect
to p to obtain the rotation coefficient , and subsequently
the metric function v3. In a similar fashion Eqs. (5.36) and
(5.34) yield  and v2, and subsequently (5.37) and (5.32)
give  and v1. The metric functions v3, v2 and v1 are thus
determined within the null hypersurface up to boundary
terms. The requirement that D2c ¼ 0 determines  ¼ v3;2
using Eq. (3.30). Thus the manner in which the metric
function v3 changes away from the initial null hypersur-
face is known. Equation (5.38) then serves as a consistency
condition which restricts some of the six integration
constants that arise while integrating Eqs. (5.35)–(5.37).
The other integration constants are determined by bound-
ary conditions that will be discussed more fully in
Sec. VC. Equation (5.40) implicitly determines v2;2.
Equation (5.41), in conjunction with the condition D2c ¼
0 provides an evolution equation of c . The remaining two
equations, (5.39) and (5.42), are eliminant relations that are
trivially solved when the metric functions are substituted
into the field equations.
The hierarchy of field equations that arise when they
are expressed on a coordinate system adapted to a null
hypersurface has been extensively studied in the four-
dimensional context. It is known, for instance, that the
equivalent equations on M are formally integrable on a
constant u surface [85,101,103,104]. The asymptotic be-
havior of the metric in geodesic null coordinates and the
associated boundary conditions are further discussed in
Sec. VC, where the relationship to the Bondi formalism
is explored. In Appendix F we give an explicit example of
how the field equations are systematically integrated in an
asymptotic region far from a gravitating system, although
there la is affinely parametrized with respect toM.
The gauge and triad choice discussed in this section has
the advantage of eliminating four of the nine rotation
coefficients. This reduction in complexity makes apparent
a hierarchy in the field equations that hints at the possibility
of finding an analytic solution to the problem. In Sec. VIA
we carry out an example calculation in which the
field equations (5.35)–(5.42) are systematically solved in
a special case. It should be noted however that this sim-
plicity comes at a cost. Unlike the case where the triad was
adapted to the coordinate c , and the Ricci tensor only had
one nonzero component, the Ricci tensor on this triad is
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constructed from the three independent quantities c ;a. It
has two degenerate eigenvectors with zero eigenvalues,
and a single normalized eigenvector with nonzero eigen-
value 2c ;ac
;a.
The analysis performed in this section assumes that li
is affinely parametrized in S. If we adjust the parameter
along each geodesic, p! p0ðu; p; Þ, this results in
hup0  1, but otherwise preserves the form of the met-
ric. A physically motivated alternative to affine parame-
trization in S is to boost li so that it is affinely
parametrized in the physical 4D spacetime, and then to
use the affine parameter  as the second coordinate
instead of the parameter p. The field equations that result
form this choice of parametrization are detailed in
Appendix E.
Some gauge freedom remains when li is affine in S,
and p is used as a coordinate. Shifting the origin
of the affine parameter along each geodesic separately,
p0 ¼ pþ fðu; Þ, transforms the metric function of
(5.27) according to
v01 ¼ v1  f;u; v02 ¼ v2 þ fev3 ; v03 ¼ v3:
(5.43)
Relabeling the individual geodesics within a spatial slice,
0 ¼ gðu; Þ, transforms the metric functions of (5.27)
to [105]
v01 ¼ v1 þ ev3v2
g;u
g;
 1
2
e2v3

g;u
g;

2
; ev
0
3 ¼ e
v3
g;
;
v02 ¼ v2  ev3
g;u
g;
: (5.44)
Finally, it is also possible to relabel the null hypersurfaces,
setting u0 ¼ hðuÞ, p0 ¼ p=h;u. The metric components
transform as
v01 ¼
v1
ðh;uÞ2
þ p h;uuðh;uÞ3
; v02 ¼
v2
h;u
; v03 ¼ v3:
(5.45)
C. Asymptotic flatness and the peeling property
We will complete our discussion of useful coordinate
systems on S by discussing the asymptotic limit of the
metric far from an isolated, gravitating system. We will
consider only spacetimes that are asymptotically flat and
therefore admit the peeling property [84–88]. According to
the peeling property, the Weyl scalars expressed on an
affinely parametrized outgoing null geodesic tetrad
admit a power series expansion at future null infinity
(denoted Iþ) of the form
^ i ¼ i5
X
n¼0
n^ðnÞi ; (5.46)
where  is the affine parameter along the outgoing null
geodesics in M and ^ðnÞi are constant along an outgoing
geodesic, i.e. ^ðnÞi ðu; Þ. The work of Bondi, van der Burg
and Metzner [101], as well as Tamburino and Winicour’s
approach [100], indicate that the metric functions also
admit a power series expansion if expressed in terms of
geodesic null coordinates.
Appendix F details a triad-based derivation of the
asymptotic series expansions of the metric functions, in
the restricted context of axisymmetric spacetimes. In this
derivation, the ‘‘Bondi news function’’ is identified with
the derivative of the dominant coefficient in the expansion
of the shear of the outgoing null tetrad leg. The calculation
is performed assuming that the outgoing null geodesic is
affinely parametrized in M, and the corresponding field
equations given in Appendix E are used.
The results obtained in Appendix F for the asymptotic
expansion of the metric can be summarized as follows. In
terms of affinely parametrized null coordinates, the 4D line
element can be expressed as
ds2 ¼ 2e2cw1du2  2dudþ ew3w2dud
þ e2w32c d2 þ e2c d2; (5.47)
where, according to Eqs. (F2), (F4), (F11), (F15), (F18),
and (F21), the metric functions admit the following asymp-
totic expansion as the affine parameter ! 1:
e2c ¼ ð1 2Þ

2  2ð0Þ þ ð0Þ2 þ ^
ð0Þ
0
3

þOð2Þ;
ew3 ¼ 2  ð0Þ2 þ 
ð0Þ^ð0Þ0
62
þOð3Þ;
w1 ¼ 1ð1 2Þ

1
22
þ 
ð0Þ þ ^ð0Þ2
3

þOð4Þ;
w2 ¼
½ð1 2Þð0Þ;
ð1 2Þ2 
2
ﬃﬃﬃ
2
p
^ð0Þ1
3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2p 3 þOð4Þ:
(5.48)
Note that the coordinate  is chosen here to be  ¼ cos ,
and  is the usual polar angle. The axis occurs as ! 1.
The free functions that enter into the metric are
ð0Þðu; Þ and the dominant terms associated with the
Weyl scalars ^ð0Þi ðu; Þ, i 2 f0; 1; 2g. The dominant terms
of ^ð0Þ3 and ^
ð0Þ
4 are fixed by these free functions through
Eqs. (F25) and (F26) or equivalently
^ð0Þ3 ¼ 
½ð1 2Þð0Þ;u;ﬃﬃﬃ
2
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2p ; ^
ð0Þ
4 ¼ ð0Þ;uu: (5.49)
The field equations determine the evolution of ^ð0Þi ðu; Þ,
i 2 f0; 1; 2g from one null hypersurface to another via
Eqs. (F22), (F27), and (F28). As can be observed from
(5.49), the free function ð0Þ;u carries the gravitational wave
content of the spacetime and is often referred to as the
‘‘Bondi news function.’’
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A solution that settles down to a Schwarzschild black
hole in its final state requires that in the limit u! 1 the
scalars behave as
f^0; ^1; ^2; ^3; ^4; ^ð0Þ; ^ð0Þ;u g ! f0; 0;M; 0; 0; 0; 0g;
(5.50)
where the constant M is the mass of the final black hole.
For u <1, ^ð0Þi , i 2 f0; 1; 2g are then determined by these
final conditions, provided that ð0Þðu; Þ is given, using the
evolution equations (F22), (F27), and (F28). For easy
reference these equations are repeated here:
^ð0Þ0 ;u ¼ 3ð0Þ^ð0Þ2 þ ð1 2Þ

^ð0Þ1ﬃﬃﬃ
2
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2p

;
; (5.51)
^ð0Þ1 ;u ¼ 2ð0Þ^ð0Þ3 þ
^ð0Þ2 ;ﬃﬃﬃ
2
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2p ; (5.52)
^ð0Þ2 ;u ¼ 
½ð1 2Þð0Þ;u;
2
 ð0Þð0Þ;uu: (5.53)
We now examine how the metric and Weyl scalars
behave on the axis in the limit of large distance from the
isolated source. As noted in Sec. II F, and explored further
in Appendix D, the metric functions have a power series
expansion in 
 ¼ e2c near the axis of symmetry. In addi-
tion, these expansions are such that the metric functions
vanish sufficiently quickly in the approach to the axis so
that there are no ‘‘kinks’’ at the axis [101]. Note that from
(5.48), the coefficient of the dud term in the metric,
namely ew3w2, is only regular on the axis if both 
ð0Þ and
^ð0Þ1 vanish on the axis and, respectively, scale like
ð0Þ ¼ ð1 2Þ~ð0Þ; ^ð0Þ1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2
q
~ð0Þ1 ; (5.54)
where ~ð0Þ and ~ð0Þ1 need not vanish on the axis.
Substituting these scalings into the evolution equations
for the dominant expansion terms for the Weyl scalars,
Eqs. (5.51)–(5.53) and (5.49), shows that on the axis
^0 ¼ ^1 ¼ ^3 ¼ ^4 ¼ 0; (5.55)
indicating that the spacetime is Type D on the axis, and
there is no radiation to infinity along the axis. This is to be
expected, since spin-two transverse radiation cannot
propagate along the axis and still obey axisymmetry. The
only nonzero Weyl scalar is ^2, and the dominant coeffi-
cient can depend only on u,
^2 ¼ MðuÞ3: (5.56)
The metric functions in the near-axis, large  limit are
guu ¼ 

1 2MðuÞ


þOð2Þ; gu ¼ Oð2Þ;
(5.57)
with the g term becoming singular at the poles simply
due to our coordinate choice. Changing from  to the
coordinate  gives g ¼ 2 þOðÞ while fixing gu ¼ 0
on the axis. Asymptotically, the only dynamics present are
the variation of the multipole moments with changing u,
where MðuÞ clearly gives a monopole mass moment.
The results given thus far are for a metric whose 
coordinate coincides with the affine parameter of the geo-
desic null vector l^ on the physical manifoldM. In order
to convert to affine geodesic null coordinates on the mani-
fold S, and so read off the asymptotic behavior of the
metric (5.27), we need to consider the effect of the trans-
formation between ðu; p; Þ and ðu; ; Þ coordinates,
where p ¼ pðu; ; Þ. Expanding dp in (5.27) in terms of
du, d and d and equating the result with (E3) yields the
following relationship between the metric functions and
the derivatives of the affine parameter p,
p; ¼ e2c ; v3 ¼ w3;
v2 ¼ e2cw2 þ p;ew3 ; v1 ¼ e4cw1  p;u:
(5.58)
Integrating the first equation of (5.58) with respect to 
yields
p¼ ð12Þ

3
3
ð0Þ2þð0Þ2þ ^
ð0Þ
0
3
ln

þOð1Þ:
(5.59)
Inverting the series (5.59) to obtain an explicit expression
for  in terms of p is complicated by the logarithmic term.
The leading order expression can however easily be found
and is
 ¼

3p
1 2

1=3 þ ð0Þ þOðp2=3 lnpÞ: (5.60)
By working out the series expansions of Eq. (5.58) in terms
of  and then substituting Eq. (5.60) into the result, the
asymptotic behavior of the metric (5.27) can be found to be
v1 ¼ ð3pÞ
2=3
2
ð1 2Þ1=3ð1þ 2ð0Þ;u Þ
þ ð3pÞ1=3ð1 2Þ2=3^ð0Þ2 þOðlnpÞ
v2 ¼  23

3p
1 2

1=3  2
3
ð0Þ þOðp1=3Þ
ev3 ¼

3p
1 2

2=3 þ 2ð0Þ

3p
1 2

1=3 þOðp1=3 lnpÞ
e2c ¼ ð3pÞ2=3ð1 2Þ1=3 þOðp1=3 lnpÞ: (5.61)
VI. SOLUTIONS TO THE TWIST-FREE
AXISYMMETRIC VACUUM FIELD EQUATIONS
In this section we will characterize the properties of
known twist-free solutions to the axisymmetric vacuum
field equations within the framework that was established
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in the previous sections. The aim is to identify existing
solutions and to catalog the assumptions made in
finding them. With the exception of the Schwarzschild
solution, none of the existing asymptotically flat solutions
have physical significance. The hope is that this character-
ization will help establish the necessary properties a new
dynamical solution, such as the head-on collision, must
posses.
A number of insights that can be gleaned by relating the
four-dimensional physical quantities to the three-
dimensional rotation coefficients are discussed in
Sec. III. This section thus relies heavily on Sec. IV, and
in particular Eqs. (4.12) and (4.15), which give the 4D NP
spin coefficients and associated Weyl tensor in terms of the
3D rotation coefficients discussed in Sec. III. Wherever
possible we will also express the properties of the known
solutions in terms of the two geometrically motivated triad
and coordinate choices of Sec. VA and VB.
We begin the discussion of analytic solutions with an
example of the systematic solution of the field equations
mentioned in Sec. VB. We consider the special case where
the spacetime admits a coordinate choice in which we can
simultaneously choose c as a coordinate with ca ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2=R
p
c ;a and find a null coordinate u such that the geode-
sic null vector la ¼ u;a is orthogonal to ca. This example
has the benefit that it draws on our general results for both
coordinate choices discussed in Sec. VA and VB.
Having found one solution, we then place it in context
with known solutions using a classification scheme
based on the optical properties of the geodesic null con-
gruence that la is tangent to. It should be noted that the
scope of many of the known solutions discussed in this
section often extends beyond the restricted arena of twist-
free axisymmetry, but we will restrict our discussion to this
realm.
A. Special case: spacetimes that admit the coordinate
choice ðu; p; c Þ
Any three metric can be expressed on an affinely pa-
rametrized geodesic null coordinate basis ðu; p; Þ as in
Eq. (5.27). In this section we will consider the special case
where the third coordinate  ¼ c . Making the triad choice
defined in Eqs. (5.25) and (5.29) we thus require that c ;i be
spacelike and orthogonal to li. From the results in Sec. VB
on the geodesic null coordinate choice we have that  ¼
	 ¼ 0,  ¼  ¼  and that the simplified field equa-
tions presented in Eqs. (5.35)–(5.42) hold. As discussed in
Sec. VA, the choice of c as a coordinate naturally sets
c ;1 ¼ c ;2 ¼ 0 and the metric function e2v3 ¼ R=2.
Furthermore the only nonzero curvature scalar is 0 ¼ R
which also simplifies Eqs. (5.35)–(5.42). We now proceed
to solve this set of field equations.
First, we note that Eq. (5.35), ;p ¼ 2 can be solved by
setting  ¼ ½pþ fðu; c Þ1. We use the coordinate
freedom discussed in Sec. VB to relabel the origin of the
affine parameter p by an arbitrary function of fðu; c Þ,
to give
 ¼ p1: (6.1)
Performing one more integration using the commutation
relation (5.31), v3;p ¼ p1, allows us to obtain the
metric function v3; equivalently, the scalar curvature
R ¼ 2e2v3 is
R ¼ c1ðu; c Þp2: (6.2)
The next field equation (5.36), ;p ¼ 0 indicates that  ¼
ðu; c Þ only. Once more a commutation relation can be
integrated to obtain the metric function v2. In this case
Eq. (5.33), ðv2pÞ;p ¼ 2p implies that
v2 ¼ c2ðu; c Þp1  p: (6.3)
Before proceeding, let us use the fact that c has been
chosen as a coordinate and examine the simplified Bianchi
identities (5.2). The first equation is trivially satisfied,
while the third equation ðlnRÞ;3 ¼ 4 places restrictions
on the integration constants already obtained. Writing out
the directional derivative in terms of coordinate derivatives
and substituting in the solutions forR, v3,  and v2 we have
2 c1;c
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c1ðu; c Þ
p p1 þ 2c2ðu; c Þp2 ¼ 0: (6.4)
This expression must vanish for all powers of p, which
implies that  ¼ c2 ¼ c1;c ¼ 0. A consequence of this
result is that v2 ¼ 0, and in addition  ¼  ¼  ¼ 0,
and c1 ¼ c1ðuÞ is a function of u only. The final Bianchi
identity gives the coefficient ,
 ¼  c1;u
2c1ðuÞ  v1p
1: (6.5)
Substituting the results obtained thus far into the third
field equation, (5.37) we obtain ;p ¼ R=2, and thus the
rotation coefficient  ¼ c1ðuÞ=ð2pÞ þ cðu; c Þ. The inte-
gration constant cðu; c Þ is fixed to the value c ¼
c1;u=ð2c1Þ by evaluating the field equation (5.38). The
commutation equation (5.32), v1;p ¼ , yields an
expression for the final metric function v1,
v1 ¼  c1ðuÞ2 lnp
c1;u
2c1
pþ c3ðu; c Þ: (6.6)
Since v2 ¼ 0, the final commutation equation (5.34) sets
 ¼ c3;c
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c1=2
p
p1 but the field equation (5.40) implies
that ;p ¼ 0. Thus we have that c3 ¼ c3ðuÞ is a function of
u only and  ¼ 0. All metric functions now depend on the
variables p and u only.
It is useful to observe that we still have the freedom to
relabel the null hypersurfaces of constant u as discussed in
Eq. (5.44). If we transform to a new set of coordinates
ðu0; p0; c Þ such that u0 ¼ R du ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃc1ðuÞ=2p and p0 ¼
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2=c1ðuÞ
p
, the metric function v01 expressed on the new
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coordinate basis can be written in the form v01 ¼  lnp0 þ
c03ðu0Þ. It is always possible to choose a coordinate u that
labels the null hypersurfaces in a manner such that c1ðuÞ ¼
2. For the rest of the section we make this choice (omitting
the primes).
The final field equation (5.41) reduces to ;2 ¼
ð Þ. Upon substituting in  ¼ v1p1,  ¼ p1
and v1 ¼  lnpþ c3 we find that c3;u ¼ 0, so that if we
define lnA ¼ c3, A is merely a constant.
In summary, when c ;i is orthogonal to a geodesic null
vector li ¼ u;i the metric functions are
v1 ¼ ln

A
p

; v2 ¼ 0; v3 ¼ lnp; R¼ 2p2;
(6.7)
and the rotation coefficients take on the values
 ¼ 	 ¼  ¼  ¼  ¼  ¼ 0;
 ¼  1
p
;  ¼ v1
p
;  ¼ 1
p
:
(6.8)
Having successfully solved the 3D field equations in this
special case, let us examine some of the implications the
solution has for the 4D spacetime associated with the
original axisymmetric problem. The 4D NP spin coeffi-
cients for the solution found in this section are easily obtain
from Eqs. (4.12)
^¼ ^¼ 	^¼ ^¼ 0; ^¼^¼^¼ e
cﬃﬃﬃ
2
p
p
;
^¼ ^¼ 1
2p
; 
^¼ ^¼ v1
2p
e2c ; ^¼e
2c
2p
:
(6.9)
These expressions for the spin coefficients show the cor-
responding 4D null congruence is also geodesic and
affinely parametrized. By writing down the Weyl scalars
using Eq. (5.7),
^0 ¼ ^4 ¼ 0; ^1 ¼  e
cﬃﬃﬃ
2
p
p2
;
^2 ¼ e
2c
p2
; ^3 ¼ e
3cﬃﬃﬃ
2
p
p2
ln

A
p

;
(6.10)
we observe that l^ is a principal null direction. A general
classification scheme using the spin coefficients will be
discussed more fully in Sec. VI C. For now it is useful to
observe that the fact that ^ ¼ ^ and that l^ is a geodesic
principal null vector indicates that this spacetime is a
cylindrical-type Newman-Tamburino solution [106].
These spacetimes do not depend on any free functions of
u. In fact, the metric of Eq. (6.7) corresponds to the
particular case of a cylindrical-type Newman-Tamburino
spacetime with one of the two arbitrary constants that
parametrize these solutions set to zero [26].
The axis conditions offer no additional constraints to this
solution. As we approach the axis, we have e2c ! 0. In
order for the axis to be free of singularities, the elementary
flatness condition, Eq. (2.29) must hold. In this particular
case, we would have hijc ;ic ;j ¼ p2, and so elementary
flatness would require
lim

!0
e2c ¼ p; (6.11)
as we approach the axis. However, we then have that
p! 0 as we approach the axis, and we can see from the
Weyl scalars (6.10) that the spacetime is singular as p! 0.
We can conclude that this solution possesses a curvature
singularity along the axis.
B. Spacetimes with special optical properties
In the next subsection we review known, special solu-
tions to the axisymmetric, vacuum field equations, classi-
fying them according to their optical properties. The
classification will be made according to the properties of
the null congruence that the tetrad vector l^ is tangent to in
M, and by extension the congruence that the triad vector li
is tangent to in S. One of the benefits of the NP formalism
is that the spin coefficients are directly related to the optical
properties of a given spacetime. By seeking solutions with
specified optical properties, many simplifications become
possible, and the assumptions made are physically trans-
parent. As detailed in Sec. IV, by choosing to work in twist-
free axisymmetry we have at least halved the complexity of
the problem of solving the 4D field equations. The 4D spin
coefficients computed from the 3D rotation coefficients are
all real, which has immediate implications for the null
congruence they describe in 4D, and we will discuss these
implications here.
Consider a general axisymmetric spacetime whose axial
KV is twist-free and explore the behavior of the congru-
ence of null curves that l^ is tangent to in M. The
expansion and twist of this congruence are described by
the real and imaginary parts of the spin coefficient ^,
respectively, and constitute the first two optical scalars.
From Eqs. (4.12) we know that
^ ¼ 
2
; (6.12)
and is manifestly real, and this shows that a spacetime with
a twist-free, axial KV admits a twist-free null congruence
(cf. [26,107]). Furthermore, a twist-free congruence is
hypersurface orthogonal, and so the fact that ^ is real
implies that l^u is proportional to the gradient of some
potential function u. As in Sec. VB, in this case l^ is
geodesic, since ll; ¼ u;u; ¼ ðu;u;Þ;=2 ¼ 0, and
we have
^ ¼ ec	= ﬃﬃﬃ2p ¼ 0: (6.13)
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The final optical scalar that characterizes the geometrical
properties of the null congruence is the shear, which mea-
sures the distortion of the congruence and is given by
^ ¼ 
2
þ c ;1: (6.14)
An interesting property that arises from restricting the
discussion to twist-free axisymmetric spacetimes is that,
if the spacetime further has a null direction along which the
derivative of c vanishes, the associated congruence has
^ ¼ ^. The vanishing of any of the other directional
derivatives of c gives analogous reductions to the 3D
rotation coefficients, as can be seen by studying
Eqs. (4.12).
A number of solutions to the field equations have been
found which admit a geodesic, hypersurface orthogonal
null congruence (where =½^ ¼ 0). We will discuss these
spacetimes and their relation to the form of the field
equations developed in this paper in the next subsection.
Our focus will be on asymptotically flat solutions, which
can represent isolated systems, and we will reserve our
discussion of stationary, axisymmetric spacetimes until
Sec. VII. Figure 2 gives a summary of the solutions we
will be considering, along with the reductions and assump-
tions employed to yield the known results.
C. Principal null geodesic congruences
We have showed that in any twist-free, axisymmetric
spacetime there exists a geodesic, hypersurface-orthogonal
null congruence. If in addition, the tangent to this congru-
ence is also assumed to be a principal null direction, so that
^0 ¼ 0, the field equations can be solved and the exact
metric expressions are known. To see this, it is easiest to
work in a triad where la is affinely parametrized with
respect to the physical manifold M. In this case, we
have  ¼ 2c ;1 on S, ^ ¼ 0 onM, and Eqs. (4.15) and
(3.20) become
^ 0 ¼ 0 ¼ c 2;1 þ c ;11; (6.15)
;1 ¼ ðþ c ;1Þ2 þ c 2;1: (6.16)
Note that the directional derivative in these equations can
be interpreted as a derivative with respect to the affine
parameter  in M and expressed as f;1 ¼ f;. For
Eq. (6.15) the two solutions are
c ;1 ¼ 0 or c ;1 ¼ 1þ c1ðu; Þ : (6.17)
Using Eq. (6.15) and (6.16) can be rewritten as
ðþ c ;1Þ;1 ¼ ðþ c ;1Þ2. The two solutions to this
equation are
þ c ;1 ¼ 0 or þ c ;1 ¼  1þ c2ðu; Þ : (6.18)
By substituting the solutions (6.18) and (6.17) into the
4D spin coefficients, Eqs. (4.12), several distinct conditions
on the optical scalars ^ and ^ can be identified. The
expansion free case, where  ¼ c ;1 ¼ 0, implies that ^ ¼
^ ¼ 0 and is known as the Kundt solution. On the other
hand if c ;1 ¼ 0, or if  ¼ c ;1, we have that ^ ¼ ^ 
0 which characterizes a cylindrical-type Newman-
Tamburino spacetime. In the case that c ;1  0 and c ;1 þ
  0 the transformation ! 0 þ fðu; Þ can always be
used to set c1 ¼ c2. The optical scalars thus become ^ ¼
=ð2  c21Þ and ^ ¼ c1=ð2  c21Þ. This case can be
split into two distinct scenarios: If c1 ¼ 0, ^ ¼ 0 and the
spacetime can be classified as a Robinson-Trautman space-
time. If on the other hand c1  0, then ^ is nonzero and the
result would again be a Newman-Tamburino spacetime,
but of spherical type. However, in the case of axisymmetry,
we can solve the field equations explicitly for a nonzero c1,
by integrating the hierarchy of field equations and match-
ing powers (and transcendental functions) of  at each step;
the resulting spacetime has vanishing curvature and so is
actually flat. This conforms to the known fact that the
(nontrivial) spherical Newman-Tamburino solution can
have, at most, only a single ignorable coordinate, namely
the parameter labeling the null hypersurfaces u [26,108]; in
other words, the spherical-type solutions are incompatible
with axisymmetry.
In the subsequent subsections we examine the properties
of the each of the spacetimes mentioned here in greater
depth.
1. Newman-Tamburino spacetimes
Newman-Tamburino spacetimes are characterized by
the properties 8
^ ¼ ^0 ¼ 0; =½^ ¼ 0 and ^  0: (6.19)
The metric for these solutions can be found explicitly
[105,106], and except for special cases, the spacetimes
FIG. 2. Classification of spacetimes possessing a twist-free,
axial Killing vector. The abbreviations used in this figure can
be interpreted as follows: Killing vector (KV), Principal null
direction (PND), Robinson-Trautman (RT), and Newman-
Tamburino (NT).
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are of the generic Petrov Type I. The Newman-Tamburino
solutions are divided into two classes, ‘‘spherical type’’
and ‘‘cylindrical type’’ solutions. The spherical type is the
more general, requiring ^2  ^^. The cylindrical type
requires ^2 ¼ ^^. Only the cylindrical type solutions
admit a spatial KV [108], and so are the case of interest
for our study. Since all of the 4D spin coefficients are real
in twist-free axisymmetry with our tetrad choice, these
solutions require that the more restrictive condition ^ ¼
^ holds, or equivalently in terms of the 3D quantities,
either c ;1 ¼ 0 or  ¼ c ;1: (6.20)
In the case with c ;1 ¼ 0, the proper circumference of
the orbits of the axial KV is unchanging along the geodesic
null congruence. Therefore, these solutions represent a
spacetime that expands in the direction of the congruence.
Note that the congruence is not simply frozen at a constant
parameter , since the expansion ^ is nonzero for these
solutions.
The Newman-Tamburino solutions do not correspond to
spacetimes of physical interest. In addition, the metric
functions have a simple polynomial dependence on the
coordinate u, which shows that the dynamics of these
spacetimes are very simple. Since the properties of these
solutions are well understood [105,106] and the general
derivation of the metric functions is lengthy, we do not
discuss these spacetimes further. Instead, recall that the
solution found in Sec. VIA is a special case of the cylin-
drical type Newman-Tamburino solutions, where in addi-
tion to c ;1 ¼ 0 we assumed that c ;2 ¼ 0. The solution
found in Sec. VIA is parametrized by one constant A,
while the general cylindrical-type metric contains two
arbitrary constants [26,105,106].
2. Robinson-Trautman spacetimes
The second class of solutions where the congruence is
geodesic, principal null, shear free, (^ ¼ ^ ¼ ^0 ¼ 0)
and expanding (^  0) is known as the Robinson-
Trautman spacetimes [109,110]. The solutions to the field
equations in such a case can be reduced to a single non-
linear partial differential equation and have been well
studied, see e.g. [111] and the references therein. While
these equations have been used to study radiating sources
in an exact, strong field setting, they do not represent
physical systems, such as a stage of head-on collision of
black holes.
In terms of the 3D rotation coefficients, the conditions
for the Robinson-Trautman solutions are
	 ¼ 0;  ¼ 2c ;1  0: (6.21)
Note that since these vacuum spacetimes admit a shearfree
geodesic null congruence, the Goldberg-Sachs theorem
[25,26,112] states that they are algebraically special, so
that ^0 ¼ ^1 ¼ 0.
We can verify this directly from our the 3D equations. To
do so, we use an affine parametrization with respect to the
physical manifold M, as discussed in Appendix E. This
sets  ¼ 2c ;1. Substituting  ¼ 2c ;1 into the field
Eq. (6.16) immediately gives ^0 ¼ 0. Showing that
^1 ¼ 0 can also be made to vanish requires more finesse.
For this, we use Eq. (4.15) with 	 ¼ 0 to obtain an ex-
pression for ^1,
^1 ¼ e
cﬃﬃﬃ
2
p ½c ;1ðc ;3 þ Þ þ c ;13: (6.22)
In Eq. (6.22) the commutation relation (3.29) has been used
to interchange to order of differentiation on c . The field
equation (3.18), specialized to the case where  ¼  ¼
2c ;1 and 	 ¼ 0, can be written as
;1 ¼ 2½c ;1ðc ;3 þ 2Þ þ c ;13: (6.23)
Observe that with the simplifications so far (^ ¼ ^ ¼ ^ ¼
^0 ¼ 0), the two 4D Bianchi identities [26,98] that govern
only the directional derivatives of ^0 and ^1 can be
expressed in our notation as
^1;1^ ¼ 4^^1 ^1;3^ ¼ ð2	^þ 4^Þ^1 (6.24)
The corresponding expressions in terms of the 3D quan-
tities associated with the triad discussed in Appendix E,
where  ¼  ¼  2c ;3, is
ln ðe4c ^1Þ;1 ¼ 0; ln ðe4c ^1Þ;3 ¼ 5: (6.25)
If we apply the directional derivative li@i to the second of
Eqs. (6.25), use the commutation relations (3.29) to switch
the directional derivatives, and repeatedly use Eqs. (6.25),
we obtain the equation ;1 ¼ 2c ;1. Substitution of this
into Eq. (6.23) implies that c ;1ðc ;3 þ Þ ¼ c ;13, and
thus ^1 ¼ 0.
To complete the discussion of the Goldberg-Sachs theo-
rem for twist-free axisymmetric spacetimes, note that sub-
stituting the condition ^0 ¼ ^1 ¼ 0 into the 4D Bianchi
identities immediately implies that ^ ¼ ^ ¼ 0, and thus
the existence of a geodesic shear-fee null congruence.
3. Expansion-free spacetimes
We now consider the last case in our class of spacetimes
that admit a geodesic principal null congruence, namely
spacetimes that are both shear free and expansion-free
(^ ¼ ^ ¼ ^ ¼ ^0 ¼ 0). These metrics are Kundt solu-
tions and have been extensively studied [26,113,114]. In
terms of the 3D quantities, the Kundt metrics have the
properties 	 ¼  ¼ c ;1 ¼ 0. Since c ;1 ¼ 0, setting
 ¼ 0 implies that the geodesics can be affinely parame-
trized in both M and S simultaneously. The fact that
c ;1 ¼ 0 also greatly simplifies the 3D curvature scalars,
setting 5 ¼ 4 ¼ 3 ¼ 0. Observe that choosing li ¼
u;i and setting  ¼ 0 in addition to  ¼ 	 ¼ 0 and
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 ¼  implies that D2u ¼ 0, so that u is a harmonic
coordinate. This can be seen by taking the trace of
Eq. (5.24).
In the Kundt metrics, many of the rotation coefficients
and metric functions are independent of the affine parame-
ter p, which simplifies the calculations. The solution
of the field equations in this case provides another
simple and illustrative example of the integration of the
3D field equations. We now proceed to solve the hierarchy
of field equations (5.35)–(5.42) in Sec. VB, in conjunction
with the commutation relations applied to coordinates.
In addition to c ;1 ¼ 0, which implies that c is inde-
pendent of the affine parameter, Eqs. (5.36) and (5.39) give
;1 ¼ ;1 ¼ 0. Further, the commutation relation (5.31)
yields v3;1 ¼ 0. Thus v3, c ,  and  are functions of
only two coordinates u and . Note that it is always
possible to use the coordinate freedom to define a new
coordinate 0 ¼ gðu; Þ such that v03 ¼ 0 in the new coor-
dinate system, by choosing g; ¼ ev3 . Since  ¼ v3;2 by
Eq. (5.31), it is possible to set
v3 ¼  ¼ 0: (6.26)
The next metric function, v2, can be found using the
commutation relation (5.32), v2;p ¼ 2. Since  ¼
ðu; Þ only we can integrate the equation to yield v2 ¼
2pþ c1ðu; Þ. The ability to shift the origin of the
affine parameter by a function of u and  by defining a
new parameter p0 ¼ pþ gðu; Þ allows us to set c1 ¼ 0,
and thus
v2 ¼ 2ðu; Þp: (6.27)
In obtaining the expressions for v3 and v2 we have used up
most of the coordinate freedom with respect to the  and p
coordinates, except for transformations of the type 0 ¼
þ f1ðuÞ and p0 ¼ pþ f2ðuÞ, which do not spoil any of
the simplifications so far.
In order to learn more about the function , consider the
harmonic condition on c , Eq. (3.30). With the reductions
employed thus far, Eq. (3.30) reduces to c ;33 ¼ 2c ;3.
Furthermore the field equation (5.38) simplifies to the
expression ;3 ¼ 2 þ c 2;3. Taking the sum and the differ-
ence of these two equations, we obtain
ðþ c ;3Þ;3 ¼ ðþ c ;3Þ2; ð c ;3Þ;3 ¼ ð c ;3Þ2:
(6.28)
For functions of the form f ¼ fðu; Þ, the fact that v3 ¼ 0
implies that the directional derivative f;3 becomes the
coordinate derivative f;, for these functions it is further
true that f;2 ¼ f;u.
Before solving Eq. (6.28), note that Eq. (5.37) can be
reduced to ;1 ¼ 2  c 2;3, indicating that ;1 is indepen-
dent of p and allowing us to integrate the equation to find
an explicit expression for ,
 ¼ ð2  c 2;3Þp wðu; Þ; (6.29)
where w is an integration constant. In addition,  has to
satisfy the difference of Eqs. (5.42) and (5.40), ;3 þ ;2 ¼
2c ;2c ;3. Substituting in Eq. (6.29) and evaluating, we
obtain the following constraint on w:
w; ¼ ;u þ 2c ;uc ;: (6.30)
Integrating the commutation relation (5.32),  ¼ v1;1,
the metric function v1 can be found to have the form
v1 ¼  12 ð
2  c 2;3Þp2 þ wðu; Þpþ w1ðu; Þ; (6.31)
where w1 is a new integration constant. To see what addi-
tional constraints are to be imposed on the integration
constants by the field equations, we express the only re-
maining coefficient  in terms of the metric functions using
Eq. (5.34) with v3 ¼ 0,
 ¼ v2;2 þ v1;3 ¼ ð2c ;uc ;  ;uÞpþ w1; þ 2w1:
(6.32)
Substituting this expression for  into Eq. (5.41) and ex-
pressing the result using coordinate derivatives yields the
constraint
ðw1; þ 2w1;Þ; ¼ 2c 2;u: (6.33)
This is the final condition that has to be satisfied.
All that remains now is to explicitly integrate Eq. (6.28).
There are three possible cases:
 ¼ 0 and c ;3 ¼ 0; (6.34)
 ¼ c ;3 and 2c ;3 ¼  1 c2ðuÞ ; (6.35)
þ c ;3 ¼  1 c2ðuÞ ; and
 c ;3 ¼  1 c3ðuÞ ;
(6.36)
where the functions ciðuÞ are arbitrary functions of u only.
For the remainder of the discussion we shall concentrate on
the most generic case, Eqs. (6.36). Taking the difference of
the Eqs. (6.36) and integrating one more time gives an
expression for c ,
c ¼ 1
2
ln
 c3ðuÞ c2ðuÞ
þc4ðuÞ: (6.37)
The Ricci scalar R ¼ 2c 2; and the coefficient  are
R ¼ 1
2

c3  c2
ð c2Þð c3Þ

2
; (6.38)
 ¼ 1
2

c3 þ c2  2
ð c2Þð c3Þ

: (6.39)
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It is straightforward to verify that the solution given here
matches that presented in the original derivation of Kramer
and Neugebauer [107], who also use the conformal 2þ 1
decomposition. The solution provided by Hoenselaers us-
ing the triad method [24] excludes the twist-free case, but
McIntosh and Arianrhod [114] show (after making some
corrections) that it matches the above form.
We now investigate the condition of elementary flatness
to see if it provides any additional constraints on the free
functions. The axis is located at those points where
e2c ¼ e2c4  c3
 c2 ! 0; (6.40)
which occurs when ! c3. The condition for elementary
flatness, Eq (2.29) or equivalently e4cR! 2, can be ex-
pressed as
lim

!0
e4c4
4ðc3  c2Þ2
¼ 1: (6.41)
The requirement that the axis be free of conical singular-
ities does thus provide a further constraint on the free
functions, relating c4 to c3  c2.
Let us further explore the properties of the spacetime by
computing the Weyl scalars. Since the Kundt spacetime is
geodesic and shear free, it is algebraically special, with
^0 ¼ ^1 ¼ 0. The other Weyl scalars can be obtained in
terms of the triad variables by making use of Eqs. (4.15),
^2 ¼ e2c c ;ðc ; þ Þ; (6.42)
^3 ¼ e
3cﬃﬃﬃ
2
p ðc ;u þ c ;u þ 3c ;uc ;Þ; (6.43)
^4 ¼ e4c ðc ;uu þ 3ðc ;uÞ2  c ;u  c ;Þ: (6.44)
This shows that the metric is in general of Petrov Type II.
In the case where c2 ¼ c3, we can see from our solution in
Eq. (6.37) that c ¼ c4ðuÞ, and so using Eq. (6.42) we have
that ^2 ¼ 0. In this case the metric is of Type III. In case 2
mentioned in Eq. (6.35),  ¼ c  also implies ^2 ¼ 0
and that the spacetime is also of Type III. Finally,
we consider the special case 1 of Eq. (6.34) where  ¼
c ; ¼ 0, for which the vanishing of the Weyl scalars ^2 ¼
^3 ¼ 0 implies that the metric is Type N. This completes
the full classification of axisymmetric spacetimes that
admit a geodesic principal null congruence.
D. Other axisymmetric, twist-free spacetimes
Given the complete classification of spacetimes with
special optical properties, it is clear that dynamical space-
times of physical interest are not represented in this class of
solutions. We must necessarily consider spacetimes whose
geodesic, hypersurface-orthogonal congruence is not a
principal null congruence, and 0  0.
Known exact solutions that do not admit a geodesic
principal null congruence include the twist-free solutions
with the restriction ð^=^Þ;l^ ¼ 0 which have been found
by Bilge [115]. However, Bilge and Gu¨rses also showed
that this class of spacetimes, though generally of Type I, is
not asymptotically flat [116]. The class of twist-free space-
times that obey ð^=^Þ;l^ ¼ 0 includes the vacuum
Generalized Kerr-Schild (GKS) metrics, when they have
twist-free congruences. GKS metrics are of the form
g ¼ ~g þHl^l^; (6.45)
where g and ~g are both solutions to the vacuum field
equations; l^ is a geodesic null vector with respect to both
metrics (it forms the twist-free congruence); andH is some
function on spacetime [115]. Gergely and Perje´s showed
that the GKS spacetimes which admit twist-free congruen-
ces are the homogeneous, anisotropic Kasner solutions
[117] (although two of the three constants that classify
the Kasner spacetime must be set equal in order for there
to be a single rotational symmetry and so an axial KV).
Another method to find solutions with one spatial KV,
which we mention for completeness, is to use a different
triad choice than those discussed here. The idea, as devel-
oped by Perje´s in the study of stationary spacetimes [41]
where the KV is timelike and the conformal 3D quotient
space of the Killing orbits is spacelike, is to orient one of
the triad legs along an eigenray. The eigenray is a curve
defined such that if its spatial tangent vector is geodesic in
the 3D quotient space, it is the projection of a null ray in the
full 4D space. The triad formalism of Perje´s adapts natu-
rally to the case of a spatial KV rather than a timelike KV,
in which case the eigenray is timelike and the triad is
chosen such that
c ;1 ¼ c ;2; c ;3 ¼ 0: (6.46)
If the eigenray vector is, in fact, assumed to be geodesic,
then solutions to the field equations can be found. In sta-
tionary spacetimes these were found in [41,118], and in the
case of a spacetime with a spatial KV they were found by
Luka´cs [119]. When the geodesic eigenray is shearing, the
solutions are Kasner (as in the case of the twist-free GKS
spacetimes), and when it is not shearing they are Type D,
and so very restricted.
Thus, future studies which aim to extract physical infor-
mation about isolated dynamical, axisymmetric spacetimes
will have to focus on general spacetimes, where none of the
principal null directions are geodesic, and which do not fall
within Bilge’s class of metrics.
VII. STATIONARYAXISYMMETRIC
VACUUM SPACETIMES
As discussed in Sec. I, the SAV field equations have been
completely solved, in the sense that techniques exist that
can generate any SAV solution. In this section, we briefly
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discuss the case of SAV spacetimes in the context of the
conformal 3D metric and Ernst equation of Sec. II D. We
then specifically focus on the twist-free case, and catalog
the simplifications to the triad formalism discussed in
Sec. III when static spacetimes are considered. We recast
the static metric in the form discussed in Sec. VA with c
chosen as a coordinate. Finally, as an illustrative example,
we explore the properties of the Schwarzschild metric re-
expressed using c as a coordinate, and we derive the
scaling of the rotation coefficients as the axis is ap-
proached. We compare the results to the general expan-
sions derived in the time-dependent case in Appendix D.
A. SAV spacetimes with twist
A stationary, axisymmetric spacetime possesses two
KVs. One is spacelike, with closed orbits, which we denote
 as in previous sections. The other is timelike, and we
call it . The ignorable coordinate associated with  we
denote t, and we will later work in a gauge were i ¼ it.
The KV  places additional restrictions on the space-
times considered up until now.
Carter showed that for axisymmetric spacetimes which
are asymptotically flat, the two KVs commute [94]. In
addition, in vacuum, the pair of KVs are surface forming,
which allows us to use coordinates t and  in order to
separate the metric into a pair of two-dimensional blocks.
Since any two metric is conformally flat, we can further
choose coordinates  and z such that these coordinates are
isotropic on their block [91], and express the metric in the
Weyl canonical form,
ds2¼e2U½e2kðd2þdz2Þþ2d2e2UðdtAdÞ2;
(7.1)
where the functions U, A, k are functions of  and z only.
This form of the metric is extensively used for exploring
the SAV field equations. Associated with the metric func-
tions is an Ernst potential, which is often used in construct-
ing solutions to the field equations. It should be noted that
the Ernst potential usually employed in the discussion of
SAV spacetimes in the literature EðÞ is associated with the
timelike KV , and is not the Ernst potential E associated
with the axial KV  introduced in Eq. (2.23). In the SAV
context, EðÞ ¼ e2U þ i’ where e2U ¼  and
’; ¼ ;. In order to make a direct connection
with the notation used in this paper, we redefine the metric
functions and cast the metric of Eq. (7.1) in the form
ds2¼e2c ðdBdtÞ2þe2c ½e2ðd2þdz2Þ2dt2;
(7.2)
with e2c ¼ 
 ¼  as before. The metric functions of
the two forms are related by
B ¼ Ae2U2c ; e2 ¼ e2kþ2c2U;
e2c ¼ 2e2U  A2e2U:
(7.3)
Using the metric (7.2), the conformal three-metric is
given by
hij ¼ diag½2; e2; e2: (7.4)
It turns out that for the line element (7.2), the Ernst equa-
tion for E ¼ 
þ i! and field equations for c , , and B
can be solved in an identical manner to the more usual SAV
case, where U, k, and A are sought and when EðÞ ¼ fþ
i’. As derived previously, the field equations reduce to a
single nonlinear equation for E, namely the first equation in
Eqs. (2.23). Written out in the coordinates associated with
metric (7.2), the equation for E becomes
r2E  1ðE;Þ; þ E;zz ¼ 2
ðE;Þ2 þ ðE;zÞ2
E þ E : (7.5)
Here we have defined r2 as the usual flat space Laplace
operator, in cylindrical coordinates. When working with
SAV spacetimes it is often useful to introduce the complex
coordinate  ¼ ðþ izÞ= ﬃﬃﬃ2p to express the equations more
compactly on the complex plane. In these coordinates
@ ¼ ð@  i@zÞ=
ﬃﬃﬃ
2
p
. Once E is known, the metric func-
tions for  and B can be found by making use of the line
integrals
; ¼
ﬃﬃﬃ
2
p
ðEÞ; ðEÞ;
ðE þ EÞ2 ; (7.6)
B; ¼ 
2ðE  EÞ;
ðE þ EÞ2 : (7.7)
B. Twist-free SAV spacetimes
We now specialize to the case of static axisymmetric
spacetimes, which are twist-free. The KV  is hypersur-
face orthogonal, and thus ! ¼ A ¼ B ¼ 0. The Ernst
equation (7.5) reduces to the 3D cylindrical Laplacian
applied to c ,
r2c ¼ 1ðc ;Þ; þ c ;zz ¼ 0: (7.8)
The two metric functions  and c are related to the metric
functions in Weyl canonical metric (7.1) by
c ¼ lnU;  ¼ lnþ k 2U: (7.9)
Since ln is a homogeneous solution to the cylindrical
Laplacian, we see that if U obeys the cylindrical Laplace
equation, then c does also, and vice versa. All homoge-
neous solutions to the cylindrical Laplace equation are
known (for example in terms of Legendre polynomials).
The only difficulty is in specifying boundary conditions
whose corresponding solution gives a spacetime with the
desired physical interpretation. We will examine this issue
using specific examples.
In the context of the line element (7.1), a single
Schwarzschild black hole is generated by a line charge of
length 2M placed on the axis. With this as the boundary
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condition, the Laplace equation for U can be solved; in
Weyl coordinates, the solution is
e2U ¼ rþ þ r  2M
rþ þ r þ 2M ; (7.10)
e2 ¼ 2 ðrþ þ r þ 2MÞ
3
4ðrþ þ r  2MÞrþr ; (7.11)
where r2 ¼ 2 þ ðzMÞ2 and e2c ¼ 2e2U. The func-
tion c for the Schwarzschild metric in ð; zÞ coordinates is
plotted in Fig. 3. The black hole lies on the axis between
z=M ¼ 1, where the equipotential lines of c meet the
axis at almost right angles. Further from the axis the
surfaces of constant c rapidly approach surfaces of con-
stant cylindrical radius. For the single black hole, as we
will discuss in the next section, the appropriate axis con-
ditions guaranteeing elementary flatness are satisfied at
 ¼ 0 outside the line charge.
Multiple static black holes solutions can be found by
placing multiple line charges along the axis [120].
Mathematically this corresponds to the superposition of
multiple Ui potentials given in Eq. (7.10), centered at
positions zi and with masses Mi. The corresponding c
potential is then constructed using c ¼ lnPmi¼1Ui.
Given the c potential of a superimposed set of black holes,
we can always construct a solution for the metric function
 satisfying Eq. (7.6), which for static spacetimes becomes
; ¼ ½ðc ;Þ2  ðc ;zÞ2; ;z ¼ 2c ;c ;z: (7.12)
Despite the fact that a solution can be found, it is not
possible to find a solution for which elementary flatness
holds along every connected component of the axis. From
Eq. (7.1) we see that if k  0 along a component of the
axis, then elementary flatness does not hold there.
Similarly, comparison of the line element (7.2) with
Minkowski space written with c as a coordinate [see
Eq. (C1) in Appendix C], shows that elementary flatness
requires  ¼ 2c  ln along the axis. The conical singu-
larities that result when the elementary flatness condition is
not met are interpreted as massless strings or struts which
hold the black holes apart, keeping them stationary. The
fact that these singularities always appear in static, axi-
symmetric black hole solutions is in line with our intuition
that black holes should attract each other, and can never
remain stationary at a fixed separation. Approximate
models based on using the tension on the strut to evolve
binaries in a head-on collision scenario can be found e.g. in
[121–123]. In the time-dependent case the harmonic equa-
tion governing c once again suggests that a generalized
superposition principal could hold, at least on the initial
time slice.
In the time-dependent case, however the counterpart of
equations (7.13) defining the gradient of the potential  do
not exist. Instead the second order elliptic equations for 
associated with the initial value problem must be solved.
This allows the freedom to impose the boundary conditions
guaranteeing elementary flatness. We thus expect that in
dynamical spacetimes the conical singularities can be re-
moved. We have yet to fully explore the time-dependent
equations in the framework provided by this paper.
C. Static axisymmetric spacetimes with
c chosen as a coordinate
In order to explore SAV spacetimes within the frame-
work of more general axisymmetric spacetimes, we trans-
form to a coordinate and triad system adapted to the scalar
field c . To do this, consider the coordinate system ðt; s; c Þ,
where t remains the ignorable coordinate associated with
the timelike KV, c is a potential that obeys Eq. (7.8) and
the coordinate s is orthogonal to c and defined by
@s ¼ @zc @zs ¼ @c : (7.13)
The integrability condition for s is guaranteed by the
vanishing of the Laplace equation (7.8) for c . Changing
coordinates from ðt; ; zÞ to ðt; s; c Þ yields a metric in the
form
hij ¼ diag½2; 2=S; 2=R; (7.14)
where the functions S and R are the normalization factors
defined by S ¼ 2s;is;i and R ¼ 2c ;ic ;i. Note that from the
definitions in Eq. (7.13) and the metric (7.4), it follows that
S ¼ 2R. This is consistent with the result (5.19) obtained
by integrating the equations for the coefficient , in the
special case where gðt; sÞ ¼ 1. This means that once R and
ðs; c Þ are known the entire metric in ðc ; sÞ coordinates is
known. In terms of the Weyl canonical coordinates ð; zÞ,
we have that R ¼ 2ðc 2; þ c 2;zÞe2, and in addition from
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FIG. 3. Orthogonal coordinates c (solid lines) and s (dashed
lines) plotted for a single black hole of massM ¼ 1 in canonical
Weyl coordinates ð; zÞ.
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the static field equations for , Eq. (7.12), we also have the
identity R2 ¼ 4e4ð2; þ 2;zÞ=2.
Let us now take a closer look at the rotation coefficients
associated with the metric (7.14). When we consider the
more general metric in Eq. (5.15), make the triad choice
(5.16), and substitute both that lt ¼ nt and that the metric
functions are independent of time into Eqs. (D1), we find
¼ ; ¼; 	¼; ¼ 0; ¼ :
(7.15)
Furthermore, note that for the choice of triad vectors (5.16),
the directional derivatives obey the relation f;2 ¼ f;1 for
any time-independent function f.
Noting that h2s ¼ 1=ð2RÞ and that % ¼  in the static
case, the remaining independent rotation coefficients can
be expressed in terms of only the functions R,  and their
derivatives as follows,
 ¼ R;c
4
ﬃﬃﬃﬃﬃﬃ
2R
p ; 	 ¼ 
ﬃﬃﬃ
R
p
;cﬃﬃﬃ
2
p

 ;
 ¼ R;s
4
ﬃﬃﬃﬃ
R
p ;  ¼ 
ﬃﬃﬃ
R
p
;s
2
:
(7.16)
To further illustrate the implications of choosing c as a
coordinate, we now turn to the concrete case of the
Schwarzschild metric. Computationally, it is useful to in-
troduce prolate spheroidal coordinates ðx; yÞ related to the
Weyl coordinates by the transformation
2 ¼ M2ðx2  1Þð1 y2Þ; z ¼ Mxy: (7.17)
In spheroidal coordinates, D2c ¼ 0 is equivalent to re-
quiring that
@x½ðx2  1Þ@xc  þ @y½ð1 y2Þ@yc  ¼ 0: (7.18)
In terms of the ðx; yÞ coordinates, the norms of the
Schwarzschild azimuthal and timelike KVs are
e2c ¼ ðxþ 1Þ2ð1 y2Þ; e2U ¼ x 1
xþ 1 :
Note that the upper and lower segments of the axis are
identified by the coordinate values y ¼ 1 and y ¼ 1,
respectively. The event horizon of the black hole is indi-
cated by x ¼ 1. By direct substitution it is easy to verify
that both c and U satisfy Eq. (7.18).
It is further possible to verify that the potential
s ¼ ðx 1Þy has a gradient orthogonal to the gradient of
c and obeys Eq. (7.13). It can thus be used as the second
spatial coordinate. The lines of constant c and s coordi-
nates are plotted in the ð; zÞ plane in Fig. 3. Since in Weyl
coordinates the ð; zÞ plane is conformally flat, the fact that
the curves intersect orthogonally in Fig. 3 indicates that
their gradients are orthogonal to each other. The strong
warping influence of the black hole at  ¼ 0,1 	 z 	 1
on constant c surfaces in these isotropic coordinates is
clearly visible. This behavior can be ascribed in large part
to the coordinates, which compress the black hole horizon
onto the axis. As ec ! 0 away from the hole, contours of
constant c approach the axis, but on the black hole c acts
as an angular coordinate, changing as the surface is
traversed.
The 3D Ricci curvature scalar R for the Schwarzschild
metric is
R ¼ 2ðxþ 2y
2  1Þ
ðxþ 1Þ5ð1 y2Þ2 ¼ 2e
4c

1 2 e
2c
ðxþ 1Þ3

; (7.19)
and obeys the axis condition (2.30). Also note that
Eq. (7.19) is written is the same form as the more general
series expansion of R about the axis given in Eq. (D8). In
Schwarzschild case, the series truncates after the first
order. To facilitate compact notation later on, let us define
a function R0 that is finite on the axis by
R0 ¼ e4c R2 ¼
2y2 þ x 1
xþ 1 : (7.20)
The nontrivial rotation coefficients for the
Schwarzschild metric are
	 ¼  3e
2c ðx 1Þ
2R3=20 ðxþ 1Þ6
;
 ¼  3e
c
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x 1p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðxþ 1Þ2  e2cpﬃﬃﬃ
2
p
R3=20 ðxþ 1Þ11=2
;
 ¼ e
2c
R3=20

e4c ð3x 7Þ  1
2ðxþ 1Þ6 þ
3e2c
2ðxþ 1Þ9

;
 ¼ e
c ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðxþ 1Þ2  e2cpﬃﬃﬃ
2
p
R1=20
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x 1p ðxþ 1Þ5=2 :
(7.21)
From the above expressions it is clear that on the axis,
e2c ¼ 0 (y ¼ 1), we have that 	 ¼  ¼ 0 while  and 
diverge. The fact that 	 ¼ 0 is an indication that the null
vector la is geodesic on the axis, as is expected from
symmetry. The divergence of  is an indication that this
geodesic has been poorly parametrized. A better choice
would be to boost the null vector so that it is affinely
parametrized. Note that in the boosted frame the vector
ð~la þ ~naÞ= ﬃﬃﬃ2p ¼ ðAla þ A1naÞ= ﬃﬃﬃ2p is no longer hypersur-
face orthogonal. Choosing A so that the component of the
la vector along the t coordinate direction corresponds to
that in the Kinnersley frame [124] results in an affine
parametrization on the axis. This boost transformation is
achieved by setting A ¼ ðxþ 1Þ=½ ﬃﬃﬃ2p ðx 1Þ. The trans-
formation of the rotation coefficients into the boosted,
affinely parametrized frame are given in Eq. (B2), and is
straightforward to compute.
In this frame, the Weyl scalars computed from Eq. (5.7)
are
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^0 ¼  3e
2c
4R0ðxþ 1Þ5
; ^1 ¼  3e
c y
2
ﬃﬃﬃ
2
p
R0ðxþ 1Þ4
;
^2 ¼  1
R0ðxþ 1Þ3
þ e
2c ð3xþ 1Þ
2R0ðxþ 1Þ6
;
^3 ¼ 3e
c ðx 1Þyﬃﬃﬃ
2
p
R0ðxþ 1Þ5
; ^4 ¼  3e
2c ðx 1Þ2
R0ðxþ 1Þ7 :
(7.22)
On the axis, the only nonzero Weyl scalar is ^2 ¼
ðxþ 1Þ3, where xþ 1 can be associated with the stan-
dard Schwarzschild radius along the axis. As we move off
the axis the other Weyl scalars take on nonzero values. This
is expected because our choice of triad is adapted to the
gradient of c rather than being a geodesic null triad. In
fact, anywhere off the axis in the Schwarzschild spacetime,
a triad adapted to the c coordinate can never have its null
vector la be geodesic, as can be verified using Eq. (7.21).
This provides an explicit example of the general arguments
regarding the boost transforms in (5.9).
When the Schwarzschild metric is recast into a form
with c as a coordinate, many of the equations appear to be
unwieldy and offer little additional insight, but they do
allow for an explicit verification that a frame exists in
which the near-axis scaling of the rotation coefficients
and metric functions computed in Appendix D hold. The
main motivation for choosing a triad adapted to the c
coordinate is that the results obtained in this analysis of
the SAV case generalize to dynamic spacetimes. The Weyl
scalars and rotation coefficients should give some indica-
tion of the expected behavior of their counterparts in
dynamical spacetimes, near the axis and near black holes.
It should be noted that many of the features that make the
standard SAVanalysis elegant are due to the availability of
isotropic ð; zÞ coordinates, and the ability to linearly
superimpose multiple solutions in the static case. These
properties do not generalize to time-dependent spacetimes.
One feature that is common to both the SAVand the time-
dependent analysis is that c is a harmonic function that
plays a crucial role in determining the configuration of the
spacetime. It is hoped that a generalized superposition
principal by which a new solutions for c can be formed
by the ‘‘sum’’ of two or more existing solutions can be
found. Such a superposition of solutions, although straight-
forward to achieve on an initial value slice, will subse-
quently be complicated by the fact that the potential c
influences the evolution of the metric functions that deter-
mine its own evolution in a possibly nonlinear way, making
a ‘‘sum’’ of two solutions nontrivial.
VIII. CONCLUSIONS
In this paper we have reviewed the reduction of the
Einstein field equations in the case where the spacetime
admits an axial Killing vector. The problem of finding
solutions to the field equations in 4D then reduces to a
problem of finding solutions to the field equations in 3D
with an additional scalar field source term.We specialized to
the case of vacuum spacetimes, and then to twist-free space-
times, where the field equations become especially simple,
but are still capable of describing spacetimes of physical
relevance. Of particular interest is the case of a head-on
collision of nonspinning black holes. In order to recast the
equations into a form that seems especially amenable to
investigation and intuition, we have presented a triad-based
formulation of the equations due to Hoenselaers. We have
expanded upon the original work of Hoenselaers, linking
this formalism to the Newman-Penrose formalism and
discussing two triad and coordinate choices that help to
simplify the equations. We have also reviewed the known
twist-free axisymmetric solutions which are not necessarily
captured by the SAV equations, classifying them according
to their optical properties, which correspond to certain
simplifications in the field equations.
We have introduced and explored the use of a harmonic
coordinate c on the three-manifold S. Recall that S is
conformally related to the manifold S of orbits of the KV.
The function c corresponds to a scalar field source for the
Einstein field equations on S, and its use as a coordinate
simplifies the curvature on S considerably. There is a
natural expansion about the axis of symmetry in terms of

 ¼ e2c , which provides inner boundary conditions for the
field equations on S, and we have provided these series
expansions and their connection to the elementary flatness
condition. We have further revisited the case of static,
axisymmetric spacetimes using c as a coordinate, in order
to concretely illustrate the near-axis behavior of the triad
and curvature quantities. Meanwhile, the assumption of
asymptotic flatness provides the usual outer boundary be-
havior for the metric functions and curvature quantities, in
terms of a Bondi expansion in geodesic null coordinates far
from the sources. In order to develop a unified notation, we
have given explicit expressions for the Bondi expansion in
the triad formalism, eventually arriving at series expan-
sions for the metric hij on S.
We intend this work to serve as a comprehensive and
usable reference for the challenging goal of arriving at new
solutions to the field equations. One immediate application
of this work is to investigate the behavior of the scalar c in
numerical axisymmetric simulations, such as the head-on
collision of black holes. The observed behavior of c and
the norm of its gradient R in simulations may give new
insights. For example, by tracking these quantities, one
could clearly quantify how the nonlinear collision differs
from simple linear superposition of black holes. Numerical
computation of the other triad quantities can also help to
succinctly quantify these simulations, once an appropriate
triad is fixed. This method of recasting a numerical simu-
lation has the advantage of identifying the variables com-
monly employed in most solution generation techniques as
well as highlighting the role of the generalized Ernst
potential (e2c ). Similarly, the investigation of c and R
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for the numerical studies of the critical collapse of gravi-
tational waves in axisymmetry [18,79], may lead to further
understanding. In this case, the spacetime likely has addi-
tional symmetries which can help guide further analytic
and numerical investigation of this solution.
In the triad formalism reviewed in this work, we have
presented the asymptotic expansion of the field equations
and a similar expansion near the axis of symmetry. These
expansions give the boundary conditions and dynamics
which would be needed in any sort of axisymmetric evolu-
tion. It is natural to consider the connection between the
triad formalism and the initial data for such an evolution.
This data may be in the form of quantities on an initial
spatial or null slice. Previous work on null initial data
[125–127] immediately carries over to the triad quantities.
Future work can examine the relationship between c and R
and the momentum and Hamiltonian constraints on an initial
spatial slice as well as the subsequent evolution of these
fields. Note that while the Hamiltonian and momentum
constraints do not constrain c and R, it may be possible
to identify a preferred choice for the c associated with two
black holes where the high frequency content is minimal.
For example, the form that the scalars take in known initial
data formulations for head-on collisions such as those in
[128] and the associated emitted junk radiation is of interest.
It is clear, though, that new techniques will still be needed
in order to make analytic progress in the head-on collision.
In the past, analytic methods have allowed for an explora-
tion of curvature quantities on the horizons of the holes in a
head-on merger [129,130]. With this and the expansions of
the field equations near the boundaries, it would seem that
an integration of the field quantities along null surfaces
would be possible. One barrier to such an integration is
the expectation that the null surfaces will caustic and be-
come singular, especially near merger. For example, the
horizon data of [129,130] could only be numerically evolved
on null slices contacting a merged horizon, due to the lack of
a null foliation for a bifurcated horizon [131] (actually [131]
used the initial data in the context of the evolution of the
fission of a white hole). Ideally, a nonsingular set of null
coordinates could be found to cover the entire region of
spacetime of interest, as illustrated schematically in Fig. 1.
In such a coordinate system the triad formulation proves to
be a powerful tool. We leave the search for such a set of null
surfaces as the subject of future work.
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APPENDIX A: DIMENSIONAL REDUCTION OF
THE 4D FIELD EQUATIONS
In this appendix we review some of the results pertaining
to the curvature of the three-dimensional manifold S
whose induced metric h is related to the metric on the
four-dimensional manifold M by Eq. (2.3). In this sub-
section  is not necessarily a KV, but merely assumed to
be timelike, i.e.  ¼ 
 > 0. Just as in Sec. II, Eq. (2.6),
the covariant derivative operator D is defined by the full
contraction of the 4D derivative operator with the projector
h ¼   
1. For convenience, the definition of
D, Eq. (2.6) is repeated below,
D T	 ¼ h h	 hðr TÞ: (A1)
1. Generalized Gauss-Codazzi equations for a timelike
projected manifold
As in the case of the 3þ 1 split in numerical relativity
[89], the Gauss-Codazzi equations describe the relation-
ship between the 3D and 4D curvature tensors associated
with the metrics h and g respectively. The Gauss
equation can be derived by considering the 3D Ricci
identity, which defines the contraction of the 3D
Riemann tensor with an arbitrary covector V on S,
R	 V
	 ¼ 2 D½ D V: (A2)
The derivation proceeds by writing out the derivative op-
erators on the right hand side in terms of the 4D quantities
g, r and  using Eqs. (2.3) and (A1). As an inter-
mediate step we define the quantity K	 to be
K	 ¼ 
1=2 h h	r; (A3)
and expand the double covariant derivative operator ap-
plied to V as
D D	 V ¼ h h	 hrð h hr VÞ
¼ h h	 hrr V þ K K	 V
þ K	 h
1=2r V: (A4)
To derive the second line of Eq. (A4) we repeatedly use the
definition of K	 given in Eq. (A3), the fact that h


h	 ¼
h	 , and the identity
V
 ¼ 0.
Substituting Eq. (A4) into Eq. (A2) results in an expres-
sion relating the Riemann tensor on S to the Riemann
tensor onM,
R	 V
	 ¼ ð h h	 h hR þ K K	  K K	Þ V	
þ 2 K½ h
1=2r V: (A5)
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This result holds for any vector  with norm 
. The top
line of Eq. (A5) resembles the usual Gauss equation often
encountered in a 3þ 1 split of spacetime if the tensor K	
is identified with the extrinsic curvature of the embedded
hypersurface (there is a relative sign change in front of the
terms containing quadratic products in the tensor K	 that
results from the fact that we are considering a timelike
rather than spacelike three-manifold). The tensor K	
defined in Eq. (A3) can be identified with the extrinsic
curvature of a hypersurface embedded inM only if  is
hypersurface orthogonal. The second line of Eq. (A5) con-
tains a term with the prefactor K½. In general if  has
twist, this term is nonvanishing and must be retained.
For all vectors V whose Lie derivative with respect to
 vanishes, L V ¼ 0, we can simplify the second term
in Eq. (A5) using h

1=2r V ¼ K	 V	 to yield
R	 V
	 ¼ ð h h	 h hR þ K K	  K K	Þ V	
þ 2 K½ K	 V	: (A6)
Since the vector V	 is arbitrary provided L V ¼ 0 and
V
 ¼ 0, it can be dropped from Eq. (A6) to give an
expression for the curvature on the three-manifold in terms
of projected quantities. An important consequence of the
3D Riemann tensor so obtained is that in order for it to have
the correct symmetries the tensor K	 must be antisym-
metric, K	 ¼ K½	. The condition Kð	Þ ¼ 0 is the same
as requiring that the projection of the 4D Killing equation
hold.
A concise way of expressing the generalized Gauss
equation Eq. (A6) in terms of the vector  in the case
where Kð	Þ ¼ 0 is
R	 ¼ h h	 h hR
þ 4


h

½ h

	 h

½ h

ðrðÞðrÞÞ: (A7)
Note that since the curvature tensor R	 is defined on a
3Dmanifold which has a vanishingWeyl tensor, R	 can
be constructed solely from the Ricci tensor R	. As a
result, only the contracted Gauss equation
R	 ¼ h	 h ðR  
1RÞ
þ 4


h h½ h

	 h

½ h

ðrðÞðrÞÞ (A8)
needs to be considered.
The components of the 4D curvature tensor where one
index has been projected onto n, the unit normal in the 
direction (and not to be confused with the null triad or
tetrad vectors used elsewhere in this text), are related to
quantities defined on the three-manifold S via the Codazzi
equations. These equations can be derived by applying the
4D Ricci identity to the unit vector n ¼ 
1=2 and
projecting the result onto the 3D manifold S
h


h


hn
R ¼ 2 h h hr½rn: (A9)
When expanding the right hand side of Eq. (A9) in terms of
3D quantities, it is useful to observe that K	 can be
expressed as the gradient of the unit vector n which has
been twice contracted with the projection operator.
Expanding this relation and using the fact that nn ¼ 1
yields the identity
rn ¼  K þ n a; (A10)
where a	 ¼ nrn	 is a measure of how the unit vector
n is changing when parallel propagated. Note that
h

 a ¼ a since an ¼ 0. Substituting Eq. (A10) into
Eq. (A9) yields a generalized Codazzi equation,
h


h


hn
R ¼ D K D Kþ 2 a K½: (A11)
The last term once again vanishes in the case where  is
hypersurface orthogonal, but has to be retained if we con-
sider vectors  with twist. Contracting Eq. (A11) on the
indices ,  with the metric h yields the contracted
Codazzi relation
h n
R ¼ D K  D K þ 2 a K½; (A12)
where K ¼ K.
There is one more nonzero contraction of the 4D
Riemann tensor with the projector h

 and the unit vector
n, which is computed by contracting the second and third
indices of the Riemann tensor with n and the remaining
indices with the projection operators h .
hn hn
R
¼  h hnr K þ K K þ a a  h hr a:
(A13)
Equations (A6), (A11), and (A13) express the 4D curvature
tensor in terms of projected quantities for a projection
operator based on an arbitrary spacelike vector . When
 is hypersurface orthogonal, these expressions reduce to
the usual Gauss-Codazzi equations. The case where  is a
KV is addressed in the next section.
2. Field Equations expressed on the 3D quotient
manifold in the case where  is a Killing vector
We now specialize the results of the Gauss-Codazzi
equations derived in the previous section to the case where
 is a KV obeying Eq. (2.1). When  is a KV the
derivation and results presented here are equivalent to
that found in [20].
The Killing equation (2.1) implies that the tensor K	
defined in Eq. (A3) is antisymmetric and thus the general-
ized Gauss equation (A7) holds. The Killing equations
along with the identity 
; ¼ 0 can be used to express
the covector a	 defined below Eq. (A10) as
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a	 ¼  12

;	: (A14)
This result, in conjunction with Eq. (A10), then allows us
to write the gradient of the KV as
r ¼ 
1=2 K  1
½r
: (A15)
Substituting Eq. (A15) into the definition of the twist,
Eq. (2.2), we obtain the expression
! ¼ 
1=2 K; (A16)
which can be inverted using the identity 
 ¼
6½ and the fact that  K ¼ 0, to yield K	 in
terms of the twist
K 	 ¼ 1
2
3=2
	!: (A17)
Finally substituting Eq. (A17) back into Eq. (A15) yields
the identity
r ¼ 12

!  1


½r
: (A18)
Given the expressions for K	, a	 andr in terms of
the twist and norm of the KV, we can begin to evaluate the
Gauss-Codazzi equations. An expression for Ricci tensor
on the three manifold can be found by substituting the
double contraction of the KV with the 4D Riemann tensor,
Eq. (A13), into the contracted Gauss equation (A8) and
using the relations given in this section to arrive at
R	 ¼ h h	R þ
1
2

D D	
 1
4
2
D
 D	

 1
2
2
ð h	!! !!	Þ:
This equation is used extensively in Sec. II A where it is
referred to as Eq. (2.7). The first term on the right-hand side
of (A13) vanishes because of the symmetry in the indices
,  on the left-hand side of (A13) and the antisymmetry of
K.
Since K	 is antisymmetric, K ¼ 0. Substituting
Eq. (A17) and subsequently Eq. (A18) into the contracted
Codazzi equation (A12), we obtain
h n
R ¼ 1
2
3=2

 D!; (A19)
which can be rewritten to yield
D½!	 ¼ 	R;
which relates the twist of ! to the 4D Ricci curvature.
This equations is reference as Eq. (2.10) in Sec. II A.
The divergence of! is found by considering the totally
antisymmetric part of the generalized Codazzi equation, or
equivalently contracting 
 with Eq. (A11), which
becomes

nR ¼ 2ð D Kþ a KÞ: (A20)
The first Bianchi identity, R þ R  R ¼ 0
sets the term on the left hand side of Eq. (A20) to zero.
The right-hand side of Eq. (A20) can be evaluated using the
following expression for the derivative of the extrinsic
curvature,
DK	 ¼  1
K	
D
þ 1
2
1=2
	
 D!: (A21)
The resulting expression for the divergence of the twist
vector quoted in Eq. (2.9) is
D! ¼ 32
!
D
:
An equation governing the harmonic operator applied to 

can be obtained by contracting the final projection of the
Riemann tensor in Eq. (A13) with the three metric h, and
making use of the antisymmetry of K and the expres-
sions (A17) for K	 and (A14) for a	. The result is quoted
in Eq. (2.8) and given below,
D2
 ¼ 1
2

D
 D

 1


!!
  2R:
This completes the derivation of the reduced field equa-
tions on S, used in Sec. II to discuss axisymmetric
spacetimes.
APPENDIX B: LORENTZ TRANSFORMS OF THE
3D TETRAD
Here we discuss the effect of Lorentz transforms of the
triad. As usual, these come in three types: boosts along the
null vector li, and rotations about each of the two null
vectors li and ni. First we discuss boosts. Let
~l i ¼ Ali; ~ni ¼ A1ni: (B1)
Then ~li;j ¼ Ali;j þ A;jli and ~ni;j ¼ ni;j=A A;jni=A2. The
nine rotation coefficients become
~ ¼ ; ~ ¼ ; ~ ¼ A; ~ ¼ A1;
~	 ¼ A2	 ~ ¼ A2; ~ ¼ A A;1
~ ¼  A1ðA;3Þ; ~ ¼ A1 A2ðA;2Þ;
(B2)
where the directional derivatives are with respect to the
original triad. The six curvature scalars transform as
~5 ¼ A25; ~2 ¼ A22 ~3 ¼ A3;
~1 ¼ A11; ~4 ¼ 4; ~0 ¼ 0:
(B3)
Next, let us consider rotations about the null vectors.
The usual rotations about the null vectors in a null tetrad in
the 4D are restricted to those that do not mix the axial KV
 with the three vectors that span the 3D hypersurfaces
which correspond to S. These transforms must leave the
difference and sum of the complex NP spatial vectors m^
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and m^ invariant (since these correspond to the normal-
ized KV d^ and the spatial vector c^, respectively). The
usual rotations by complex parameters (see e.g. [26]) are
reduced to rotations by real parameters, a and b.
For a rotation about li, we have
~l i ¼ li; ~ci ¼ ci þ ali; ~ni ¼ ni þ aci þ a
2
2
li:
(B4)
For a rotation about ni we have in complete analogy
~n i ¼ ni; ~ci ¼ ci þ bni; ~li ¼ li þ bci þ b
2
2
ni:
(B5)
We are primarily interested in a fixed null direction li, so let
us consider rotations about this vector. We have the follow-
ing transforms for the rotation coefficients,
~ ¼  a	; ~	 ¼ 	;
~ ¼  aþ a
2
2
	þ a;1; ~ ¼ þ aþ a
2
2
	;
~ ¼ þ að Þ  a2	; ~ ¼ þ a	;
~ ¼ þ að Þ þ a
2
2
ð 2Þ  a
3
2
	;
~ ¼ þ að Þ þ a
2
2
ð 2Þ þ a
3
2
	þ a;3 þ aa;1;
~ ¼  þ að Þ þ a
2
2
ðþ  2Þ þ a
3
2
ð Þ
þ a
4
4
	þ a;2 þ aa;3 þ a
2
2
a;1: (B6)
In these expressions, the directional derivatives are with
respect to the original triad vectors. The six curvature
scalars transform as
~5 ¼ 5;
~4 ¼ 4 þ a3 þ a
2
2
5;
~3 ¼ 3 þ a5;
~2 ¼ 2 þ 2a1 þ a2ð0 þ4Þ þ a33 þ a
4
4
5;
~1 ¼ 1 þ að0 þ4Þ þ 3a
2
2
3 þ a
3
2
5;
~0 ¼ 0 þ 2a3 þ a5:
(B7)
Finally, we consider rotations about ni. We first note that
when interchanging li and ni, the rotation coefficients
exchange identities as
f;	; ; ; ; ; ; ; g
! f;;;;	;;;g: (B8)
Thus, the effect of a rotation around ni by a factor b on the
rotation coefficients can be derived from the expressions
given for a rotation around li by first applying the above
relations to those transforms, and then taking a! b and
swapping directional derivatives in the li and ni directions,
f;1 ! f;2 and vice versa. The rotation coefficients thus
transform as
~ ¼  b; ~ ¼ ;
~ ¼  bþ b
2
2
  b;2; ~ ¼ þ bþ b2;
~ ¼ þ bð Þ  b2; ~ ¼ þ b;
~ ¼ þ bð Þ þ b
2
2
ð 2Þ  b
3
2
;
~ ¼ þ bð Þ þ b
2
2
ð 2Þ þ b
3
2
  b;3  bb;2;
~	 ¼ 	þ bð Þ þ b
2
2
ðþ  2Þ þ b
3
2
ð Þ
þ b
4
4
  b;1  bb;3  b
2
2
b;2: (B9)
We can write similar transformations for the curvature
scalars i by noting that, under the exchange of l
i
and ni, the curvature scalars transform as
f5; 4; 3; 2; 1; 0g ! f2; 4; 1; 5; 3; 0g and
applying these transforms and a! b to Eqs. (B7).
APPENDIX C: MINKOWSKI SPACETIME WITH c
AS A COORDINATE
To gain a better intuition into the choice of c as a
coordinate, let us consider Minkowski space in cylindrical
coordinates ðt; z; ;Þ. In these coordinates  ¼ ec and so
d ¼ ec dc . Inserting this gives the line element
ds2 ¼ dt2 þ dz2 þ e2c ðdc 2 þ d2Þ: (C1)
Next, consider the metric on the conformal space S. We
have
hij ¼ diag½e2c ; e2c ; e4c : (C2)
We can see immediately that R ¼ 2e4c , which trivially
obeys the axis condition in S as c ! 1. Looking at
how the metric functions enter the triad in Eqs. (5.15) and
(5.16), we see that an appropriate choice for a null triad
adapted to the timelike gradient Ta is
li ¼ ðec ; ec ; 0Þ= ﬃﬃﬃ2p ; ni ¼ ðec ;ec ; 0Þ= ﬃﬃﬃ2p ;
ci ¼ ð0; 0; e2c Þ: (C3)
Using this triad, we can compute the rotation coefficients
and begin to get a sense of the way each coefficient should
behave as we approach the axis. However, first let us note
that the triad chosen above has some troubling features.
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Comparing these to the corresponding tetrad vectors inM,
as given by Eq. (4.10), we see that
l^ ¼ ðec ; ec ; 0; 0Þ= ﬃﬃﬃ2p ;
n^ ¼ ðec ;ec ; 0; 0Þ= ﬃﬃﬃ2p ;
c^ ¼ ð0; 0; ec ; 0Þ:
(C4)
Near the axis, we see that our chosen l^ and n^ vectors are
poorly behaved; l^ blows up on the axis, and n^ vanishes.
We must boost the triad vectors by a factor of A ¼ ec in
order for the corresponding physical tetrad to the be well
behaved on the axis. Computing the rotation coefficients
on S with the boosted triad legs li ¼ ð1; 1; 0Þ= ﬃﬃﬃ2p and ni ¼
e2c ð1;1; 0Þ= ﬃﬃﬃ2p leads to
 ¼  ¼  ¼ e2c ; (C5)
with all others vanishing. Note that under a null boost, 
and  do not change; we cannot prevent the pathological
behavior of these coefficients on S as c ! 1.
Meanwhile,  does transform, and using a boost A ¼
emc we find ~ ¼ me2c , which can be used in this
case to make ~ ¼ 0 with the choice m ¼ 1. This infinite
boost at the axis has no effect on the vanishing of the other
coefficients, and returns us to the triad we originally
considered in Eq. (C3).
APPENDIX D: ROTATION COEFFICIENTS
ASSOCIATED WITH ATRIAD ADAPTED
TO THE c COORDINATE
The rotation coefficients associated with the triads in
Eqs. (5.13) (with hc ¼ 0) and (5.16) and the corresponding
metric Eq. (5.15) are now computed using equations (4.5)
and (4.6). Recall that for the case under consideration  ¼
1
2 ð	 þ   Þ and  ¼ . The remaining coeffi-
cients are
 ¼  lt;s þ hs;tﬃﬃﬃ
2
p
%hs
;  ¼ hs;t  nt;sﬃﬃﬃ
2
p
%hs
;
	 ¼
ﬃﬃﬃ
R
p ðlths;c  hslt;c Þ
2%hs
;  ¼
ﬃﬃﬃ
R
p ðhsnt;cnths;c Þ
2%hs
;
 ¼ ðltR;s þ hsR;tÞ
2
ﬃﬃﬃ
2
p
%hsR
;  ¼ ðntR;s  hsR;tÞ
2
ﬃﬃﬃ
2
p
%hsR
;
 ¼ 
ﬃﬃﬃﬃ
R
p ð%hsÞ;c
2
ﬃﬃﬃ
2
p
%hs
:
(D1)
From Eq. (D1) the dominant scaling of the rotation coef-
ficients near the axis can now be obtained by requiring that
the physical metric expressed in terms of ðt; s; 
;Þ coor-
dinates is regular as the axis is approached, 
! 0.
To examine the behavior of the metric components as we
near the axis, we will quote a result of Rinne and Stewart
[74]. Consider a local Lorentz frame in a neighborhood
near a point on the axis, p 2 W2, and let us use Cartesian
coordinates ðx; yÞ on the space orthogonal toW2, so that the
KV can be represented as
@ ¼ y@x þ x@y: (D2)
If we insist that scalar quantities have a regular expansion
in ðx; yÞ about the axis,
fðx; yÞ ¼ X
m;n¼0
fðm;nÞxmyn; (D3)
and that their Lie derivative with respect to  vanishes,
then it can be shown that the expansion must in fact be of
the form
fðx2 þ y2Þ ¼ X
n¼0
fðnÞ
n; (D4)
noting that 
 ¼ x2 þ y2 near the axis if our coordinates are
appropriately normalized. By applying the same Lie
derivative argument to the metric, it can be shown [74]
that the ðt; sÞ block of the metric admits expansions in 
 as
if the metric functions are scalar quantities,
gss ¼
X
n¼0
gðnÞss ðt; sÞ
n;
gtt ¼
X
n¼0
gðnÞtt ðt; sÞ
n;
gts ¼
X
n¼0
gðnÞts ðt; sÞ
n:
(D5)
It is always possible to choose s and t coordinates on the
axis to be orthogonal to each other. This choice sets the first
term in the off-diagonal metric function gð0Þts to zero.
The series expansions about the axis in Eq. (D5) also set
the series expansion for the functions entering into the
metric hij in Eq. (5.15). Explicitly we have that the func-
tions hs, nt; and lt admit the following expansions near the
symmetry axis:
nt ¼ ec
X
n¼0
nðnÞt ðt; sÞ
n; lt ¼ ec
X
n¼0
lðnÞt ðt; sÞ
n;
hs ¼ ec
X
n¼0
hðnÞz ðt; sÞ
n % ¼ ec
X
n¼0
%ðnÞðt; sÞ
n;
(D6)
where the coefficients %ðnÞ ¼ ðlðnÞt þ nðnÞt Þ=
ﬃﬃﬃ
2
p
. If the metric
is chosen to be diagonal on the axis, we further have that
lð0Þt ¼ nð0Þt . In Eq. (5.19) we integrate the equations describ-
ing the rotation coefficient  by means of one of the
Bianchi identities to yield ðhs%Þ2 ¼ gðt; sÞ=R. This result
remains valid in the neighborhood of the axis and allows us
to find an expression for the function gðt; sÞ in terms of the
expansion coefficients hð0Þs and %ð0Þ, namely
gðt; sÞ ¼ 2ðhð0Þs %ð0ÞÞ2: (D7)
This result, together with the expansions given in Eq. (D6)
and the series expansion of R implied by the axis condition,
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R ¼ 2e4c

1þ X
n¼1
RðnÞ
n

; (D8)
allows us to determine that on the axis the rotation coef-
ficients scale as
! ðh
ð0Þ
s;t þ lð0Þt;s Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðt; sÞp ﬃﬃﬃ
p þOð
ﬃﬃﬃ


p Þ;
! ðh
ð0Þ
s;t  nð0Þt;s Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðt; sÞp ﬃﬃﬃ
p þOð
ﬃﬃﬃ


p Þ;
! ðR
ð1Þ
;t h
ð0Þ
s þ lð0Þt Rð1Þ;s Þ
ﬃﬃﬃ


p
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðt; sÞp þOð
3=2Þ;
! ðn
ð0Þ
t R
ð1Þ
;s  hð0Þs Rð1Þ;t Þ
ﬃﬃﬃ


p
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðt; sÞp þOð
3=2Þ;
	! 2ðh
ð1Þ
s l
ð0Þ
t  hð0Þs lð1Þt Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðt; sÞp þOð
1Þ;
 ! 2ðh
ð0Þ
s n
ð1Þ
t  hð1Þs nð0Þt Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðt; sÞp þOð
1Þ;
!  1


 Rð1Þ  2

%ð1Þ
%ð0Þ
þ h
ð1Þ
s
hð0Þs

þOð
1Þ:
(D9)
While 	 and  have Oð
0Þ terms, we know that null rays
which remain on the axis must be geodesic, and thus these
terms must vanish. We then have
lð1Þt ¼ h
ð1Þ
s l
ð0Þ
t
hð0Þs
; nð1Þt ¼ h
ð1Þ
s n
ð0Þ
t
hð0Þs
;
%ð1Þ
%ð0Þ
¼ h
ð1Þ
s
hð0Þs
:
(D10)
Recall that when working with a triad adapted to c as a
coordinate, Eq. (5.7) states that the Weyl scalar ^0 ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
R=2
p
	, and as a result (D10) implies that the geodesics
along the axis are principal null. It also implies that if the
metric is chosen to be diagonal on the axis so that
lð0Þt ¼ nð0Þt , then this property persists to order Oð
2Þ, since
lð1Þt ¼ nð1Þt .
We now substitute the expansions into the field equa-
tions (5.20) and (5.21), and begin to solve them order by
order in 
. We start by looking at the subset of equations
that have directional derivatives only in the la, na direc-
tions, namely Eqs. (5.20), and choose to set the metric
diagonal on the axis. The dominant terms that arise from
the sum and difference of the first two equations in
Eqs. (5.20) give

Rð1Þ þ 4h
ð1Þ
s
hð0Þs

;s
¼ 0; ﬃﬃﬃ2p Rð1Þ þ 4hð1Þs
hð0Þs

;t
¼ 0;
respectively. These imply that
hð1Þs
hð0Þs
¼  1
4
Rð1Þ þ k1; (D11)
with k1 a constant. Together Eqs. (D9)–(D11) give
 ¼ 
1  4k1 þOð
ﬃﬃﬃ


p Þ: (D12)
The dominant 
1 term in the fourth equation of (5.20) and
the first equation in (5.21) governing ;3 can only vanish if
both k1 ¼ 0 and the equation
2hð0Þs;tt
ð%ð0ÞÞ2hð0Þs
 2%
ð0Þ
;t h
ð0Þ
s;t
ð%ð0ÞÞ3hð0Þs
þ %
ð0Þ
;s h
ð0Þ
s;s
%ð0Þðhð0Þs Þ3
 %
ð0Þ
;ss
%ð0Þðhð0Þs Þ2
þ 2Rð1Þ ¼ 0 (D13)
holds. With this, the equations in (5.21) that govern ;3,
;3, ;3, and ;3 are satisfied to Oð
ﬃﬃﬃ


p Þ and the third equa-
tion in (5.20) to Oð
Þ. Setting theOð
0Þ term to zero in the
equation governing ;3 and the Oð
0Þ term to zero in those
for ;3, 	;3 in (5.21), and furthermore setting the Oð
0Þ
term to zero in the fourth equation of (5.20) fixes the Rð2Þ,
nð2Þt , l
ð2Þ
t , and h
ð2Þ
s coefficients in terms of %ð0Þ, hð0Þs , Rð1Þ, and
their derivatives. These expressions are lengthy, and we
will only give the of-diagonal term here,
lð2Þt  nð2Þt ¼ %
ð0Þ
;s R
ð1Þ
;t
16%ð0Þhð0Þs
þ h
ð0Þ
s;t R
ð1Þ
;s
16ðhð0Þs Þ2
 R
ð1Þ
;ts
16hð0Þs
: (D14)
Equation (D14) indicates that for a time-dependent metric
the off-diagonal term lt  nt is Oð
3=2Þ. It is also clear that
when the spacetime is dynamic, the diagonalization of the
ðt; sÞ block cannot be maintained off the axis. This off-
diagonal term can be interpreted as a shift governing the
motion of the coordinates along constant c slices as time
progresses. Continuing on, it appears that the expansion
coefficients of the metric functions are fixed at each higher
order by the lowest order terms %ð0Þ, hð0Þs , and Rð1Þ. The
same behavior occurs far from gravitating sources in
asymptotically flat spacetimes, where the expansion is in
orders of inverse affine distance. This is the asymptotic
expansion of the Bondi formalism, which we discuss in
Sec. VC and Appendix F.
APPENDIX E: GEODESIC NULL COORDINATES
AFFINELY PARAMETRIZED WITH RESPECT TO
THE 4D MANIFOLD
In this appendix we write down the field equations
adapted to a geodesic null coordinate system that is affinely
parametrized with respect to the physical manifold M.
The results obtained in this section can be directly derived
from Sec. VB by applying a boost A ¼ e2c using
Eqs. (B2), and then selecting a new parameter along the
geodesic. However, because this choice of coordinates is
used in our discussion of the Bondi expansion, we will give
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the equations in full here. Let us once again choose a null
coordinate u such that hiju;iu;j ¼ 0, but this time we
choose the null vector li ¼ e2c u;i. The symmetry of
u;ajb ¼ ðe2c laÞjb, when expressed on the triad
basis, leads to the following conditions on the rotation
coefficients,
 ¼ 2c ;1; 	 ¼ 0;  ¼ ðþ 2c ;3Þ: (E1)
Making use of Eqs. (4.12), we immediately see that
this choice for li yields ^ ¼ ^ ¼ 0, so we see that l^ is
geodesic and affinely parametrized in the physical space.
Let  denote the affine parameter in M, and choose the
triad to be
li¼ ð0;1;0Þ; ni¼ ðe2c ;w1;0Þ; ci¼ ð0;w2;ew3Þ:
(E2)
Then the three metric on S becomes
hij ¼
2e4cw1 e2c ew3þ2cw2
e2c 0 0
ew3þ2cw2 0 e2w3
0
BB@
1
CCA: (E3)
Applying the commutation relations to , u, and , respec-
tively, yield
 ¼ ;  ¼ w3;1;  ¼ w3;2;
 ¼ 2c ;1; 	 ¼ 0;  ¼ 2c ;3  ;
(E4)
and
 ¼ 2w1c ;1  w1;1;  ¼ 12 ðw2 w2;1  2c ;3Þ;
 ¼ w2w3;2 þ w2;2 þ 2w1c ;3 þ w1;3: (E5)
Substituting the expressions for the coefficients , , 	,
and  found from these relations into the field equa-
tions (3.15)–(3.23) and reorganizing gives
;1 ¼ 2c ;1 þ 2c 2;1 þ 2; (E6)
;1 ¼ 2c ;1c ;3; (E7)
;1 ¼ 2  2c ;1ðc ;2 þ 2Þ  2c ;12  c 2;3; (E8)
;2  ;3 ¼   2  c 2;3; (E9)
;1 þ ;2 ¼ 2c ;1  ; (E10)
;1 þ ;2 ¼ 4c ;1 þ 2c ;2c ;3; (E11)
;3  ;2 ¼ 2c 2;2  4c ;3  þ 2; (E12)
;1 þ ;3 þ 2;2 ¼  2 4c ;1  2c ;3
 4c ;2c ;3  2c ;23: (E13)
As expected, the hierarchy present in Eqs. (5.35)–(5.42)
(where la is affine in S) persists, which allows us to
formally integrate the field equations.
We conclude this appendix by detailing how the metric
functions in Eq. (E3) transform with the remaining coor-
dinate freedom [105]. These transformations include shift-
ing the origin of the affine parameter along each geodesic
separately, 0 ¼ þ fðu; Þ, which transforms the metric
function of (5.27) according to
w01¼w1e2c f;u; w02¼w2þfew3 ; w03¼w3:
(E14)
Relabeling the individual geodesics within a spatial
slice, 0 ¼ gðu; Þ transforms the metric functions of
(E3) to
w01 ¼ w1 þ ew32cw2
g;u
g;
 1
2
e2w34c

g;u
g;

2
w02 ¼ w2  ew32c
g;u
g;
; ew
0
3 ¼ e
w3
g;
:
(E15)
And finally, by relabeling the null hypersurfaces, setting
u0 ¼ hðuÞ, 0 ¼ =h;u, the metric components transform as
w01 ¼
w1
ðh;uÞ2
þ e2c h;uuðh;uÞ3
; w02 ¼
w2
h;u
; w03 ¼ w3:
(E16)
APPENDIX F: DERIVATION OF THE
ASYMPTOTIC EXPANSION OF AN
AFFINELY PARAMETRIZED METRIC
IN NULL COORDINATES
In this appendix we systematically solve the field equa-
tions given in Appendix E in the asymptotic regime far
from an isolated, gravitating system. Our method of solu-
tion further illustrates the integration of the hierarchy of the
field equations that results when they are expressed on a
null slicing. We focus only on spacetimes that admit the
peeling property [84–88]. In this case the Weyl scalars
have a power series expansion at future null infinity of
the form ^i ¼ i5
P
n¼0n^
ðnÞ
i , where ^
ðnÞ
i are constant
along an outgoing null geodesic, i.e. ^ðnÞi ðu; Þ, and  is the
affine parameter along the geodesic. Using Eq. (5.46) as a
starting point, we derive the power series expansion of the
metric functions and the rotation coefficients in terms of a
series in 1=. This information makes apparent the bound-
ary conditions that have to be imposed when solving the
complete set of equations, and provides explicit informa-
tion about the falloff of all rotation coefficients at null
infinity.
Consider first the properties of the null tetrad vector l^.
We will take l^ to be the tangent to outgoing, null
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geodesics far from the isolated system, so that 	 ¼ 0, and
also affinely parametrized inM, which sets  ¼ 2c ;1.
Directional derivatives in the li direction on S can thus
be expressed as f;1 ¼ f;. The simplified field equations
and form of the metric for this choice of parametrization
is given in Appendix E. Specifying the series expansion
for ^0 on a null hypersurface of constant u gives almost all
of the data required to continue the spacetime off the
hypersurface. During the calculation that follows, we
quantify how this information is transmitted to the metric
functions.
From Eq. (4.15) and (5.46) we have that the leading-
order terms of the function c are related to the coefficient
^ð0Þ0 via c ;11 þ ðc ;1Þ2 ¼ 5^ð0Þ0 þOð6Þ. Solving this
equation term by term, we find that
c ;1 ¼ 1þ
ð0Þ
2
þ 
ð0Þ2
3
þ ð
ð0Þ3 ð0Þ0 =2Þ
4
þOð5Þ:
(F1)
Here, ð0Þ ¼ ð0Þðu; Þ is a function whose properties have
yet to be defined. We will see that ð0Þ corresponds to the
dominant term in the series expansion of the shear of l^. Its
labeling corresponds to the choice made in [132], whose
derivation we initially follow closely when working out the
expansion properties of the optical scalars. In the series
expansions that follow we keep terms of sufficiently high
order to indicate where dominant terms of the expansions
of the Weyl scalars enter into the metric functions.
Integrating Eq. (F1) with respect to  adds an additional
integration constant c ð0Þðu; Þ, and allows us to express
c as
c ¼ c ð0Þþ ln
ð0Þ


ð0Þ2
22
ð
ð0Þ3^ð0Þ0 =2Þ
33
þOð4Þ:
(F2)
A series expansion for  can be found by substituting a
power series ansatz for  into Eq. (E6) and using Eq. (F1)
to define the series expansion for c ;1. It can be shown
that the leading order behavior of the solution admits only
two possibilities, namely  ¼ 1 þOð2Þ or  ¼
21 þOð2Þ. The former corresponds to a cylindri-
cal- type spacetime that is not astrophysically relevant. We
will only consider the latter case and further discuss the
justification for this choice after Eq. (F4). Using our coor-
dinate freedom to relabel the origin of the affine parameter,
0 ¼ þ fðu; Þ, it is always possible to set the next
coefficient in the expansion to zero [132]. Examining the
remaining coefficients in Eq. (E6) term by term leads to the
series expansion

2
¼  1

 
ð0Þ2
3
 
ð0Þ4  ð0Þ^ð0Þ0 =3
5
þOð6Þ: (F3)
With this, we can integrate Eq. (E4), w3;1 ¼ , to arrive
at an expression for the metric function w3,
w3 ¼ wð0Þ3 þ 2 ln ðÞ 
ð0Þ2
2
 3
ð0Þ4  ð0Þ^ð0Þ0
64
þOð5Þ; (F4)
which adds the integration constant wð0Þ3 ðu; Þ to our list of
undetermined expansion coefficients. Note that the leading
order term of the metric coefficient g ¼ e2w32c inM is
proportional to 2, which is typical for a surface of constant
 that is asymptotically spherical. Had we made the selec-
tion  ¼ 1 þOð2Þ above, the leading-order term
would have been independent of .
The next set of variables to be considered in the inte-
gration hierarchy is , ^1, and the metric function w2. For
our chosen triad, determining  also fixes two other rota-
tion coefficients; from Eqs. (E1) and (E4) we have that
 ¼ 2c ;3   and  ¼ . The peeling property of the
Weyl scalars (5.46) in conjunction with the expression for
^1 given in Eq. (4.15) and the field equation (E7) yields
2c ;1 þ

3 c ;11
c 2;1

;1 þ ;11c ;1
¼ 4e
cﬃﬃﬃ
2
p ð^ð0Þ1 4 þOð5ÞÞ; (F5)
which can be systematically solved to yield a series solu-
tion for ,
 ¼ 
ð0Þ

þ 
ð1Þ
2
þ 
ð2Þ
3
þ 
ð3Þ
4
þOð5Þ:
Next, using Eq. (E7), we find a series expansion for c ;3 of
the form
c ;3 ¼  
ð0Þ
2
þ 
ð0Þð0Þ  2ð1Þ
22
þ 2
ð0Þð1Þ  3ð2Þ
23
þ 6
ð0Þð2Þ  ^ð0Þ0 ð0Þ  8ð3Þ
44
þOð5Þ: (F6)
The higher-order coefficients in the expansion for  are
fixed in terms of existing quantities as
ð2Þ ¼ð0Þð2ð1Þ  ð0Þð0ÞÞ;
ð3Þ ¼ ð3ð1Þ  2ð0Þð0ÞÞð0Þ2 
ð0Þ^ð0Þ0
6
þ
ﬃﬃﬃ
2
p
^ð0Þ1
3ec
ð0Þ ;
(F7)
and so far the coefficients ð0Þ and ð1Þ are unconstrained. It
turns out that the leading coefficient ð0Þ can be set to zero
using a gauge transform.
To see this, note that we can obtain an expansion for
the metric function w2 using Eq. (E5). The resulting ex-
pansion is
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w2 ¼  
ð0Þ
2
 
ð0Þð0Þ

þ w
ð2Þ
2
2
þ6
ð0Þð0Þ3  ð0Þc ð0Þ0  4
ﬃﬃﬃ
2
p
ð0Þ1 e
c 0
63
þOð4Þ: (F8)
It is then possible to make use of the gauge transformation
0 ¼ gðu; Þ to relabel the geodesics such that ð0Þ ¼ 0,
using Eq. (E15). The resulting expansions for , c ;3; and
w2 reduce to
¼ ð1Þ

1
2
þ 2
ð0Þ
3
þ 3
ð0Þ2
4

þ
ﬃﬃﬃ
2
p
^ð0Þ1
34ec
ð0Þ þOð5Þ; (F9)
c ;3 ¼ 
ﬃﬃﬃ
2
p
^ð0Þ1
3ec
ð0Þ
4
þOð5Þ; (F10)
w2 ¼ w
ð2Þ
2
2
 2
ﬃﬃﬃ
2
p
^ð0Þ1
3ec
ð0Þ
3
þOð4Þ: (F11)
The next set of variables obtained via the systematic
integration of the field equations includes , the Weyl
scalar ^2, the metric function w1, and the derivative c ;2.
The coefficient  can be obtained by integrating the
field equation (E8), where the commutation relations,
Eq. (3.29), the definition (4.15) of ^2 and the harmonic
equation (3.30) for c , have been used to replace directional
derivatives in the ni direction with known series expan-
sions. The resulting equation,
;1 þ 2c ;1 ¼ ðþ c ;3Þ2  2e2c ^2; (F12)
implies that  must admit the series expansion
 ¼ 
ð1Þ
2
þ 2
ð0Þð1Þ
3
þ 3
ð0Þ2ð1Þ þ e2c ð0Þ^ð0Þ2
4
þOð5Þ: (F13)
The expansion for  can now be used to obtain the
expansions for the metric function w1 using Eq. (E5),  ¼
2w1c ;1  w1;1. The first two terms in the resulting
expression are
w1 ¼ 
ð1Þ

þ w
ð2Þ
1
2
þOð3Þ: (F14)
If the metric g is to be asymptotically flat, the metric
function e2cw1 must be finite as ! 1, and thus the
integration constant ð1Þ ¼ 0. The resulting expansion for
the metric function w1 becomes
w1 ¼ w
ð2Þ
1
2
þ 2w
ð2Þ
1 
ð0Þ þ e2c ð0Þð0Þ2
3
þOð4Þ: (F15)
A series for the directional derivative c ;2 can be obtained
from the field equation (E8) using the commutation
relation to switch the order of differentiation on c . The
resulting expression becomes
6c ;1c ;2 þ 2c ;21 ¼ 2c ;1  ;1  c 2;3 þ 2; (F16)
which implies that c ;2 has the series expansion
c ;2 ¼
c ð0Þ;2
3
þ 3
ð0Þc ð0Þ;2  e2c ð0Þ^ð0Þ2
4
þOð5Þ: (F17)
Since the series expansions for c and the three metric
functions w1, w2, w3 are given, the directional derivatives
of any function expressed as a series in 1= can also be
expanded as a series. We begin by examining the direc-
tional derivatives of c to determine what restrictions the
resulting expressions place on the existing expansion
coefficients. By considering the directional derivative c ;3
and the expansion (F10) we obtain the result
ð1Þ ¼ ewð0Þ3 c ð0Þ;;
wð2Þ2 ¼ ew
ð0Þ
3 ð2ð0Þc ð0Þ; þ ð0Þ;Þ:
(F18)
Examining the directional derivative c ;2 and the expansion
(F17), we obtain ð1Þ ¼ e2c ð0Þc ð0Þ;u ¼ 0 which implies
that c ð0Þ ¼ c ð0ÞðÞ is independent of u. We also have that
c ð0Þ;2 ¼ wð2Þ1  e2c ð0Þð0Þ;u : (F19)
Finally, we examine the remaining field equations to
obtain further restrictions on the expansion coefficients.
Substituting the expansions and directional derivatives
obtained thus far into Eq. (E9) yields the condition
wð0Þ3 ;u ¼ 2c ð0Þ;u ¼ 0; at order 3, which implies that
wð0Þ3 ¼ 2c ð0Þ þ fð0ÞðÞ: (F20)
Note, however, that the coordinate transformation 0 ¼
gðÞ transforms the metric function as ew03 ¼ ew3=g; and
allows us to set fð0ÞðÞ to any arbitrary function of our
choosing. We can understand the meaning of a choice of
fð0Þ by insisting that as ! 1, the ð;Þ block of the
physical metric on M has the geometry of a sphere. In
other words, gAB ! 2AB, where AB is a metric on the
unit 2-sphere, and fA; Bg 2 ð;Þ. With this requirement
on the angular geometry of outgoing null surfaces, a par-
ticular choice of fð0Þ allows us to fix both c ð0Þ and to
identify the particular angular coordinate  corresponding
to this choice of fð0Þ. For example, setting fð0ÞðÞ ¼
2c ð0Þ corresponds to the choice where the metric on
the unit 2-sphere AB has unit determinant. In this case,
we find that e2c
ð0Þ ¼ 1 2, where  ¼ cos ,  is the
usual angular coordinate, and the axis is located at  ¼
1. For comparison, note that setting fð0ÞðÞ ¼ 0 corre-
sponds to the Fubini study metric representation of the
sphere used in [132]. Henceforth we will set fð0ÞðÞ ¼
2c ð0Þ, which means that we have selected  ¼ cos 
and that wð0Þ3 ¼ 0.
AVENUES FOR ANALYTIC EXPLORATION IN . . . PHYSICAL REVIEW D 88, 044039 (2013)
044039-37
Evaluating Eq. (E9) at order 4 yields the additional
condition
wð2Þ1 ¼ c ð0Þ2; 
1
2
c ð0Þ; ¼ 1
2ð1 2Þ : (F21)
Next, at order 5 we obtain an equation that evolves ^ð0Þ0
from one hypersurface to the next hypersurface
^ð0Þ0 ;u ¼ 3ð0Þ^ð0Þ2 þ e2c ð0Þ
ðec ð0Þ^ð0Þ1 Þ;ﬃﬃﬃ
2
p : (F22)
Using Eqs. (E4) and (E5), the expansions for  and  can be
shown to have the form
 ¼ 
ð0Þ
4
þOð5Þ;  ¼ 
ð0Þ
3
þ 
ð1Þ
4
þOð5Þ; (F23)
where the expansion coefficients are related to those func-
tions already defined by
 ð0Þ ¼ ½ð1 
2Þð0Þ;u;
ð1 2Þ2 ; 
ð0Þ ¼  1
1 2 ;
ð1Þ ¼ 2
ð0Þð0Þ;u þð0Þ2
1 2 :
(F24)
Using Eq. (4.15) the dominant terms in the remainingWeyl
scalars can be shown to be
^3¼ ^
ð0Þ
3
2
þOð3Þ; ^4¼
ð0Þ
;uu

þOð2Þ; (F25)
where
^ð0Þ3 ¼ 
½ð1 2Þð0Þ;u;ﬃﬃﬃ
2
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2p : (F26)
The evolution equations that propagate the coefficients
^ð0Þ1 and ^
ð0Þ
2 from one null hypersurface to the next can be
obtained by examining (E11) and (E12), respectively, at
Oð6Þ, yielding the expressions
^
ð0Þ
1 ;u ¼ 2ð0Þ^ð0Þ3 þ
^ð0Þ2 ;ﬃﬃﬃ
2
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2p ; (F27)
^
ð0Þ
2 ;u ¼ 
½ð1 2Þð0Þ;u;
2
 ð0Þð0Þ;uu: (F28)
The field equations (E10) and (E13) yield no additional
constraints and vanish to Oð8Þ. Also note that the har-
monic equation for c has been satisfied.
The results obtained thus far are now briefly summa-
rized. The 4D line element can be expressed as
ds2 ¼ 2e2cw1du2  2dudþ ew3w2dud
þ e2w32c d2 þ e2cd2; (F29)
where, according to Eqs. (F2), (F4), (F11), (F15), (F18),
and (F21), the metric functions admit the following
asymptotic expansion as the affine parameter ! 1,
e2c ¼ ð1 2Þ

2  2ð0Þ þ ð0Þ2 þ ^
ð0Þ
0
3

þOð2Þ;
ew3 ¼ 2  ð0Þ2 þ 
ð0Þ^ð0Þ0
62
þOð3Þ;
w1 ¼ 1ð1 2Þ

1
22
þ 
ð0Þ þ ^ð0Þ2
3

þOð4Þ;
w2 ¼
½ð1 2Þð0Þ;
ð1 2Þ2 
2
ﬃﬃﬃ
2
p
^ð0Þ1
3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2p 3 þOð4Þ:
(F30)
To fully specify the solution we must make a choice for
the functions ^ð0Þi ðu; Þ, i 2 f0; 1; 2g on a hypersurface u0
and specify the function ð0Þðu; Þ for all u and . A
natural hypersurface to choose is u! 1 and to specify
the functions to correspond to the Schwarzschild solution.
In this case
f^0; ^1; ^2; ^ð0Þ; ^ð0Þ;u g ! f0; 0;M;Ce2c ð0Þ ; 0g: (F31)
The constantM is the mass of the final black hole and C is
an arbitrary constant. The fact that the shear of the null
bundle must be regular on the axis sets C ¼ 0. For u <1,
^ð0Þi , can now be determined provided ð0Þðu; Þ is given.
The results given this section are further discussed in
Sec. VC.
The expansion of the 4D spin coefficients can be ob-
tained from the results in this appendix using Eqs. (4.12).
The series expansion of the shear ^ is found to be
^ ¼ 
ð0Þ
2
þ ð
ð0Þ3 ð0Þ0 =2Þ
4
þOð5Þ; (F32)
confirming that ð0Þ is indeed the dominant term in
the expansion of the shear. It should be noted that our
expansion for the spin coefficient ^ is
^ ¼ ^þ 	^ ¼ e
cﬃﬃﬃ
2
p ðc ;3 þ Þ ¼  1
33
c ð0Þ1 þOð4Þ;
(F33)
and that the prefactor of 1=3 in front of the 3 term differs
from the result obtained in [132].
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