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I. INTRODUCTION 
This thesis is partly concerned Tidth a new expression for the distri­
bution of a weighted sum of chi-square variates, and partly with a number 
of inference problems involving related distribution theory. In particu­
lar the results are applicable to the problem of determining confidence 
limits for the reliability of a series system of k dissimilar components 
when each component has an exponential failure law. 
1.1 Weighted sums of chi-souares. 
Consider the distribution of P =1C where the o('s are posi­
tive constants and (i = l,2,...,k) are independent random variables 
having chi-square distributions with even number of degrees of freedom. 
A new closed expression for the density function of P is given in theorem 
(A) in the appendix. Mathematical induction has been used to prove the 
theorem for an arbitrary number k. The distribution of Q = 
where the 'A*s are real numbers (not necessarily positive) and Xf (i = 1, 
2,.c.,k) have the chi-square distributions with n^  degrees of freedom (not 
necessarily even), has been obtained by different mathematical methods 
ranging from direct integration of the joint distribution j^ Stacy 
density function of Q are presented in chapter II. Since most of the re­
sults obtained are very lengtty, no explicit form will be given. However, 
the mathematical technique and the nature of each result will be stated. 
1.2 Inferences using theory of exponential families. 
We now turn to the problems of inference. 
I^ hmann (1959) describes the theory of exponential families of dis­
tributions ha\d.ng the form 
Several expressions for the 
2 
C (6) h(x) exp (ZTi(x) Qi(e)), 
where x and 9 are vectors of observations and parameters respectively, 
and shows that there exist uniformly most powerful unbiased tests for cer­
tain hypotheses about 0» In an application of this theory, Lentner and 
Bushier (1963) have constructed a conditional distribution which arises 
from two independent gamma variables with scale parameters (9^ , @2)* This 
conditional distribution is appropriate for inference about the function 
l/O^  + 1/02. Chapter III is a generalization of the work just mentioned; 
it deals with the conditional distributions appropriate for inference about 
linear functions of the form Y = 27Ci/^ i* where the c's are real constants 
and the ô's are the unknown parameters of interest. Because these con­
ditional distributions are independent of the 9»s except through T, we 
can find confidence limits for Y or equivalently test hypothesis about %. 
1.3 Applications to reliability theory. 
In many reliability problems one is concerned with a system made up 
of several components. Such systems can be classified into three catego­
ries; The series circuit systems (all components must be working for the 
system to operate), the parallel circuit systems (at least one component 
must be working for operation of the system), and combinations of these 
two. The term "reliability" is a convenient abbreviation for "probability 
of successful operation." 
It has been found that the time to failure of many types of electronic 
components follows an exponential distribution (that is, a gamma distribu­
tion with 2 degrees of freedom). It is well known that the series circuit 
systems composed of different types of components with mean lives (9]_,92j 
...,9jç) have an exponentially distributed time to failure with mean life 
4^ "^ , where = E l/9j. 
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The results obtained in chapter III may be applied to obtain confi­
dence limits for the parameter ^  . Two numerical examples to illustrate 
the use of the formulas obtained are given in section (5*2). 
1.4 Approach to fiducial theory. 
vfe also consider a different approach to inference about  ^based on 
fiducial theory. This approach involves finding the joint difucial distri­
bution of the parameters 0^  (i = l,2,...,k), and from this joint distribu­
tion, the marginal fiducial distribution of • Suppose have the 
exponential distribtuion with density function 
(1.1) f(xi;9) = g- exp(- >^0 
The sum z of n independent observations from the above distribution may 
be shown to have the gamma distribution whose density function is given by 
c<n zn-1 
fn(z;o()= z>0, 
where (X = 1/G. In order to find the fiducial distribution of<X (or of 
6) wa may appeal to a result of Lindley (1958) who showed that a necessary 
and sufficient condition for the equivalence of the fiducial and a Bayes 
posterior distributions is that there exists a transformation z to u and 
(X to "U , such that T is a location parameter for u. The relevant prior 
distribution is the one which prescribes a uniform distribution of the 
paras.-jter T. The transformations u = log z and T =•• - log a satisfy the 
above conditions. It follows that the fiducial distribution of c< given 
z is given by 
'"f"" «>0, 
(n-l); 
where the subscript F stands for "fiducial". Comparing fp(o<;z) with the 
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density function of the chi-square variable with 2n degrees of freedom; 
we may notice that CK is distributed as (l/2z) Xgn* represents 
the chi-square variate with 2n degrees of freedom. Since z is always 
positive, this shows that l/ô has the positively weighted chi-square dis­
tribution with even number of degrees of freedom. Furthermore, we proceed 
formally, assuming that ordinary distribution theory applies to the fiducial 
distribution, and therefore the marginal fiducial distribution of the sum 
S l/e is the same as that of I (l/2zi)Xi » where Xf is the chi-square 
with even number of degrees of freedom i. The distribution of S l/®i 
which may be regarded as a special case of theorem A (appendix) is referred 
to as "the derived fiducial distribution". This distribution has been used 
to construct what we call "the fiducial limits" of the parameter 4^ , this 
result appears in the first section of chapter V, 
1.6 Large sample and numerical results. 
Chapter IV is devoted to large sample theory. The standard large 
sample theory applying to maximum likelihood estimators is discussed first 
in section (4.1). The result is then compared with the asymptotic behavior 
of both the "derived fiducial" solution and with the confidence limits 
based on the theory of exponential families. The result of these calcula­
tions is to show substantial agreement between the solutions ty different 
approaches. These facts are somewhat lengthy to include here, they are 
discussed more fully in the summary. Some numerical examples are given in 
section (5«4) to compare confidence limits for the reliability of a series 
system based on large sample results where each component is assumed to 
have an exponential failure law and corresponding confidence limits based 
on the binomial model. A brief discussion of the binomial case is given 
in the beginning of chapter V. 
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II. REVIEW OF LITERATURE 
Section 2.1 presents earlier work concerning the distribution of a 
weighted sum of chi-square variates. The results have been classified 
according to the mathematical forms obtained for the density functions or 
the cumulative distribution functions. Section 2.2 describes a conditional 
distribution theory worked out by Lentner and Biehler (1963) in application 
to a reliability problem. 
2.1 Weighted chi-square variates. 
a. The method of mixtures: If FQ(X), is any sequence of 
distribution functions, and if CQJCQ ,^.... is a sequence of positive con­
stants, then the function 
is called a mixture of the sequence of distribution functions. 
I^ t F^ (x) have the chi-square distribution function with n > 0 
degrees of freedom, 
oo 
F(x) = Z CjFj(x) 
exp (-§u)du x > 0 
0 X < 0 
The corresponding characteristic function is 
(1 - 2it)-?" 
Let X = a %^ (m) + + 
where a,aT,...,aj. are positive constants and 'Xf'(m), 
have the chi-square distributions with &n even number of degrees of freedom 
m,mi,...,mp respectively. The distribution of F(x), has been worked out 
by Robbius (1948) who factorized the corresponding characteristic function 
to get an exact expression for F(x) as an infinite linear combination of 
chi-square distribution functions, namely 
00 
 ^"J V23 (%) 
wheire Wj's are positive constants, and ag is the geometric mean of the a*s. 
A similar expression as a mixture of sequences was given ty Bobbins and 
Pitman (1949). In their form Fn+2j (^ ) was replaced ty Fn+2j (^ ) • 
Generalization of the above work to the case of weighted non-central 
chi-square distributions has been done by Ruben (1962). An infinite sum of 
central chi-square distributions was obtained. Another alternative form in 
terms of non-central chi-square distribution functions was also given. 
Explicit expressions for the coefficients were worked out, and the accuracy 
of the given expansions are discussed in that paper. The distribution con­
sidered in theorem A may be regarded as a special case of the above with 
non-centrality parameter zero. 
b. The method of Laguerrian series; A Laguerrian series is an 
expansion of the form 
f(x) = S c(*) L(^ )(x) a>-l 
where L^ \^x) = e^  (jx)^  e""^ ) 
7 
c(*) =  ^(n+1) 
00 
and 
'n ~ p(n+a+l) 
0-t L(^ )(t) f(t) dt . 
0 
Garland (1953) solved, by means of the convergent Laguerrian expansion, 
the problem of finding the approximate distribution of an^ rnon-negative 
quadratic form XPX*, where X = (Xi,X2,...,%%) have probability density 
where xQ-x* is positive definite. The distribution of the positively 
weighted sum of chi-square distribution functions may be considered as the 
special case in which D- = I (the identity matrix), and P is a diagonal 
matrix with positive elements. 
A modification and generalization to the above paper was given by 
Gurland (1955)» Some difficulties concerning the calculation of the coef­
ficients in the expansions were overcome. However, an approximate form 
for the distribution of the weighted sum of chi-square variates was given 
as an infinite linear combination of (x) j k = 1;2;3;,., , The 
method of Laguerrian series was also used to get the distribution function 
of the difference between two independent chi-square random variables. 
The distribution of an indefinite quadratic form, namely, 
an infinite sum of terms containing the Laguerrian polynomial. 
Shah (1963) used the same approach to solve the case of weighted non-
central chi-square distributions. The result was expressed as two infinite 
1 
where  ^0 for i = l,2,...,n]_,...,nQ_+n2 was given approximately as 
8 
sums containing incomplete gamma functions and Laguerre's polynomials. 
Another solution to the same problem was given earlier by Shah and Khatri 
(1961). They expressed the distribution function as an absolutely conver­
gent series» 
c. A complex variable approach; Let Qi, = Z 0». Ov? , where the 
i=l 1 1 
positive weights ( 'A*s) are ordered, i.e. 0 < < '^ i-KL i = l,2,...,k-l. 
Denote the distribution function by F^ ft) = P t^  . The Laplace 
transform 0^ (p) of the probability density f^ (t) = is 
k 4 
0k(p) = TT (l+2a:jp) 
i=l 
Inverting the above transform to get; 
0v(p) dp • = 2 
1  ^
1  
-ioo 
Grad and Solomon (1955) evaluated the above integrand along a certain con­
tour to get the exact form for fvvt). The result was found to be an in­
finite sum of terms which needs further mathematical evaluations to obtain 
an explicit expression for f^ (t). The explicit forms for k = 2 and 3 
were given in terms of the modified Bsssel function of zero order. The 
distribution functions, FgCt) and F^ (t), were calculated for some particular 
values of 'A . 
k A 2 
d. Exact closed solutions: The exact distribution of Q, = Z (m^ ) K 1 J J 
ivith an even number of degrees of freedom, m^  = 2g^ s has been obtained by 
9 
Box (195^ )* The characteristic function corresponding to was factorized 
into partial fractions and the exact distribution was given as a finite sum 
of linear combinations of chi-square distributions. Specifically, 
and fj (O) represents the h-derivative of fj(y) with respect to y 
evaluated at y = 0. 
Imhof (1961), who used a proof different from that of Box (195^ )» ob­
tained the density function of by inverting the characteristic function. 
The integral form of the density function, having simple poles only, was 
simplified and expressed as a finite sum of differential terms similar to 
Box's result. Imhof pointed out that it is not easily possible to establish 
the general equivalence of his formula and that of Box mentioned earlier. 
e. Method of sections: A different approach to the distribution of 
the weighed sum of chi-square variates has been given by Ruben (iÇéO). The 
density function was considered as a centrally situated ellipsoid in 
k-dimensional space. Dividing the region by means of a series of parallel 
and adjoining (k-l)-flats; the distribution functions of k linearly in­
dependent weighted chi-square distributions is represented as an integral 
function of distributions of (k-l) independent variates» The relationships 
k 
Pr(Q > QQ) = S 
j=l s 
where 
Sjs = (0)/(gj-s)î 
(h) 
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between the -weights in the k-space and those in the (k-l)-space were ob­
tained by the partial fraction decomposition of the characteristic function. 
The proof given was based on the geometrical analague to the algebraic 
mathematical induction. To apply Ruben's formula one has to start with 
the case k = 2, generate the distribution of the next higher dimension 
and proceed till the required distribution is achieved. Ruben pointed out 
that his integral recurrence relationship may be used to extend Grad and 
Solomon tables for k %> 3. 
f. Integration of the joint frequency approach: The distribution of 
the weighted sum of chi-squares, chi, gamma and exponential may be regarded 
as special cases from the general distribution worked out by Stacy (1962). 
Direct integration of the joint frequency of the variates gives the distri­
bution function as an infinite sum of terms. Stacy who gave an explicit 
solution to a special case, pointed out that there is no easy general 
method to evaluate those terms. 
2.2 An inference about gamma parameters. 
In the paper by Lentner and Buehier (1963) already mentioned in 
section 1.2, a closed exact form was obtained for the conditional distri­
bution function of w = Z]_ given u = and w given v = 
xiihere and 23 have the joint distribution 
The conditional distribution function, H(w|u; 0^ ,92)* of w given u 
depends only on l/G^  + l/Og as expected from the theory of exponential 
11 
familles. Similarly, the distribution of w for a given v depends only 
on l/9]_ - 1/02" The simple transformation 8^  = (i=l,2) gives the 
appropriate distributions for testing the hypothesis Y = , where 
y = c^ /9]_ + and C2 are real constants. The results obtained 
were applied to obtain confidence limits for Y or for the reliability to a 
fixed time for a series system. In the present thesis these results are 
extended to the case of k parameters 0^ ,..., so that it is possible 
(although cumbersome) to set exact confidence limits for any linear function 
y= Moreover we consider the large-sample problem, which was not 
treated by Lentner and Buehier (I963). 
12 
III. CONDITIONAL DISTRIBUTION THEORY 
The present chapter is concerned with conditional distributions 
which arise from independent gamma variates having the 
joint density function 
(3.1)  ^
jr (%i; ' 
1=1 
where 
n—1 —z/ô 
The scale parameters (9]_,92» •••» %() are the unknown parameters of 
interest and the n*s are considered to be known. Lentner and Buehler 
(1963) have given the conditional distributions appropriate for inference 
about the sum, 1/Q]_ + l/®2* the difference, l/G^  - l/®2* ^^ e following 
is a generalization to the work just mentioned above to obtain inference 
about the functions 4* &nd defined ty 
A  ^1 "1 k n ^ = -
It is convenient to give the next lemma which will be used to evaluate 
an integral in a later part of this chapter. 
Lemma 1; 
. , k a-j -^ r 
(3«3) I r yi" (r+s^ ) e dr = 
j=l  ^
o 
-1-arE ai ag , k 
A 1 Z I Z (a + 2 i.) 
il ±2 \ j=l  ^
13 
 ^W a-i\ / \a4-l< 
TT 
j=l 
for all non-negative integers ai,a2»''°*&k' 
Proof: \h shall prove this lemma by using the TOll-known expansion 
of the binomial. For every j (3=1,2,... ^k) w replace (r + Sj) in the 
right hand side of equation (3.3) by its expansion 
£•5 [ «j '1 1.^ 3 
lj=l 
and take ï ( outside the integral sign; the right hand side 
then becomes: 
k 
il i2 ik j=l L> J 
Z Z ... z 11" I I 
0^0 
I. ' 
a+S ij g-%r ^  , 
Identity 2 (appendix) may be used to evaluate the integral in the above 
equation. The proof is completed by simple rearrangements of the terms 
obtained to show its equivalent to the left hand side of equation (3.3). 
The joint density function of the independent variates given by 
equation (3.1) may be written explicitly as 
( k a^ l k -, 
(3.4) I ^i jexp Z Zi/^i t 0 
k k aj+1 
TTai! TT @1 
1 1 
•where = nj_ - 1 for i = l,2,...,k. 
3.1 Conditional distribution for inference about 4" . 
% now consider transformation of the variables (z^ .»22s = = » ,2^ ) to 
(w, U2,U^ ,... ,ujç) defined by 
14 
(3.5) 
w - z^ , and 
Uj = - Zj for j = 2, 3» 
The Jacobian of the transformation given above is 
J = Z2» •••» Zjç) 
"3(w , U2» 
= 1 
The density function of the new variables (w, ug» ..., %) then takes the 
form 
(3.6) m a ' h(w,u) = K w 1 TT (w-u .)''exp 
? J 
W_ 
01 - Z 
w-u-
2 V 9j 
where 
K"^ = TTH'- TTS 
ai+l 
1 - 1  
u = (U2, U3, ... , Tljç) , 
and the domain of the function is given by 
w>max ^0; max Uj 1 , 
j 
- oo<iij < w for j = 2, 3, ..., k 
(3.7) 
If we define 4^  = S l/ô-^  , the exoression for the density function given 
1 
ty equation (3.6) may be written in the form 
k 
(3.8) h(w, u) = K w^ T^F exD f-w 9 + ^  Hi 
2 J L ' 2 0j _ 
We are interested in the corditional distribution of w given u which 
will be seen to depend upon the single parameter (j) . Therefore it is 
necessary to find the marginal distribution of u, this may be obtained by 
considering the following two cases. 
Case (1); VJhen Uj<lO for j = 2, 3, ..., k : 
The domain of the variate w given by equation (3.7) is reduced to w ">0. 
15 
The marginal distribution is obtained directly by integrating h(w, a) 
with respect to w, precisely, 
k 
hi (u ) = K e 
S iU 
2 » j   ^ k a. 
w ^  IT (w-Uj) ^  exp f-w 4] dw . 
2 
Lemma (l) is used to evaluate the integral in the above equation and 
hj^ Cu) becomes 
(3.9) hi(u) = K e 
^9^ , -l-Z a J a? at 
2^  1 J Z Z ... Z (a]_+ S ij) Î 
ak k 
£  
±2 ik j=2 
k \ /a^\ . , .a-î-i 
Case (2); If uj > 0 for at least one j; 
Let Uj^  ^  0 represent the laaxiraura value of the u's. The range of w in 
this case becomes w ^  u^  and the marginal distribution function may be 
written as 
00 
h]_(u) = K e 2 8j I _ai _ \*j a^ l *tt (w-Uj) exp W(|>] dw 
2 
Changing the variable of integration ty substituting t = w u^ ; the 
limits of integration becomes (o, oo ) and the integral part of the above 
equation can be shown to equal 
r oo k . 
^^ (t+Um-Uj) j exp [-(t-hi^ ) c|>] dt , 
which may be evaluated by the use of lemma (1). The marginal distribution 
of u in this case becomes 
16 
k 
—1—Z a 
(3.10) h. (u) = K e 2 ^  4^ ^ 
J k 
z 5: ... Z (a_ + Z ±a)1 
il 1% Ik 1 ' 
^i\,, , vil ^  
2 
't' ("m-Uj) 
Substituting the results of equations (3.8), (3.9) and (3.10), it is 
seen that the conditional density function of w given u depends only on c|) 
and may be put in the form 
(3.11) I ,  
A (u; f ) 
where w >max |^ 0, Uj and A(u; 4" ) is the normalization 
constant obtained by dividing h]_(u) (given in equations (3.9) and (3.10)) 
k 
by K exp 
The cumulative distribution function of w given u is obtained by 
integrating equation (3.11) with respect to w. If the incomplete gamma 
function is defined by 
,x 
(m+1) = I e~^  t™ dt = ml 1 . e-x Z " 
3=0 
the cumulative form corresponding to case (l) is given by 
17 
H (w \ u; ^ ) = A ^ (u; <|> ) S Z ... 2 ~|T 
2^ ^ 3 j=2 
r w ai+ I: 1. 
This may be -written in terms of the incomplete gamma function as 
k r 
(3.12) H (w Uî <1> ) = A'^  (a; 4) ^ r ... I TT U?j"l C-u) 
' l2 I3 Ik j=2 JI 
(a]+E ij+l) 
where 
A(u;  ^^ ... ^  + 2 ij): 
±2 ±3 ik 1 j=2 J 
k 
TT 
j=2 I]) 
Similarly, the cumulative form in case (2) can be obtained by integrating 
the corresponding density function ;d.th respect to w. Ws recall the 
Uj„ > 0 is the lower limit of integration. A linear transformation of the 
variable of integration is required to put the result in terms of the in­
complete gamma function. The result has been worked out to be 
(3.13) H(w'|U;4) = A*"l(uj t) *•* f (ii) 
2 
tjhere A^  (u; (j) ) is given by 
18 
A* (u;t) = Ï Ï ... 2 K+ E 1])! 
î f C j )  
jé" 
Confidence limits for up can be constructed by solving the following 
equation for 
H(w|u;t) Y/2 ' 
where 0 <C T < 1 is the confidence level. There is apparently no 
explicit expression giving the lomer limit, the upper limit, 4*2» 
which satisfy the above equation. However, these two values can be obtained 
by trial and error as mil be shown by a numerical example in section (5«2). 
3.2 Conditional distribution for inference about ^ . 
We now present the conditional distribution appropriate for inference 
about the function ^  which is defined by 
m k 
(3.14) Z l/8i- Z l/9i 
1 m+l 
Recall the joint density function of the independent gamma variates given 
by equation (3.4) and consider the following transformation 
w = Zi 
(3.15) Vi = i = 2; 3, m 
Vj = j = m+l; m+2j .k 
We find that the joint density function of the variables w, v is 
19 
m a-  ^ n . 
h(w,v) = K TT (w-VJ_) ^ TT (v -^w) j 
1=2 j=m+l 
Gxp -I % + % 
m / W-Vj 
@4 
+ z 
m+1 
Vj-W 
Since tho coefficient of w in the exponential part of the above equation 
is equal to ^  , the above density function may be written as 
m a. k „ . 
(3.15) h(w,v) = K w ^  IT (w-Vj^ ) TT (v^ -w) J 
i=2 j=m+l 
p V-Î "• V-Î 
exp -w 'f + S —i - Z —2 
L 2 ©i m+1 ©j 
tdiere 
a-i+l 
K~^  = TT aj_I TT 6.^  , and 
1 1 
V = (vg, V3, v^, Vk) • 
The density function h(w,v) is given by equation (3»15) in the domain 
Vj,! < < V* 
- oo<v^ < w for i = 1; 2, .. m 
V i  > w  for 
where T* =: min ^  Vj ^ and 
j = m+1, m+2, ..., k 
v^ = max ^ 0; max Vj_ 
To obtain the marginal distribution of v, we consider the following 
two cases: 
Case (1); %en < 0 for i = 1, 2, m. 
In this case the marginal distribution is 
20 
Z ZI _ Z li 
hi(v) = K e  ^  ^
r V* 
a 
w  ^TÎ TT (vj-w) ^  e 
<^0 
The integral in this equation can ba worked out by considering it as the 
difference between the integrals over the intervals (O, œ ) and (v*, oo). 
Lemma (l) may be used directly to evaluate the first integral, and the 
second integral after making the transformation y = w-v*. 
Case (2); When v^ l> 0 for at least one i(i=l, 2, m). 
In this case we observe that the marginal distribution becomes 
h^ Cv) = K e @ i V  I O j  W®'! TT(w-VJ_) ^ IT (VJ-W) ^ E'^^DW. 
The above integral is considered as the difference between the integral 
over the interval (v^, 0 0 )  and the integral over the interval (v*, 0 0 ) .  
Lemma (l) may be applied to evaluate these integrals after changing the 
variable of integration by substituting y = w-Vjj in the first and y = w-v* 
in the second integral. 
If VIE let B(V ; '^ ) stand for the integral part in the expressions 
for h]_(v) in both cases, -we observe that the conditional distribution of w 
given V, namely, h(w j v, ) has the form 
(3.16) h(w I V, ^  ) = 
in the domain v^  ^< w < v*, which depends only on ^  . This conditional 
distribution may be used to obtain confidence limits for the parameter 
as shown in the earlier part of this chapter for the parameter- (b . 
21 
Inference about the linear function Z c^ /^ ± is obtained by noticing 
that z^ /ci has the gamma distribution with parameter 0^ /0^  -when c^  is a 
positive constant for i = 1, 2, k. If we let 0^  = @^ /c^  and 
= Zi/ci ; the independent variables Zg, ., , have the joint 
distribution given by equation (3«^ ) with ®2' •**' replaced by 
(@2, ®2» '**» the results obtained to find confidence limits for 
(j) applies to get confidence limits for D °i/®i [- ^  l/^ i where u^  is 
replaced by u^  = for i = 2, 3> •••» k. 
k 
Confidence limits for the function where bg^ , bg, b^  
are positive constants and b^ g^*  ^are negative constants are 
k , 
obtained by applying the results obtained for "y, more precisely, Z ^±1^  ^
could be written as 
where = b^  (i = 1, 2, m) , Cj = -bj (j = m+1, m+2, .k)« 
f , 
and ©J, = 9j,/Cj. for r = 1, 2, .k. This shows that the appropriate 
conditional distribution for inference about is that of w' given v' 
•where w* and v' are as given by equations (3«15) with Zp replaced by z* 
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IV. LARGE SAI'IPIE DISTRIBUTION THEORY 
In section (4.1) WB shall present the standard large sample theory 
in application to the problem under study. In section (4.2) we consider 
large-sample fiducial theory. By considering joint and marginal fiducial 
distributions it is shown that the marginal fiducial distribution of 
has the distribution of a -weighted sum of chi-square variates and conse­
quently is asymptotically normal. This distribution ivill be referred to 
as "the derived fiducial distribution." The rest of this chapter is devoted 
to the asymptotic behavior of the conditional distribution of w given u 
obtained in chapter III, which arise in the theory of exponential families. 
The so-called "quasi-fiducial asymptotic normality" of the parameter c|> 
id.ll be obtained 'oy inversion of the standardized w. 
4.1 Standard large sample theory. 
According to Cramer (1946), from the theoretical point of view, the 
method of maximum likelihood is the most important general method of esti­
mation. 
Let Lj(x;0j) be the likelihood function of a sample of nj values 
xij, X2j, ..., j, from an exponential distribution with parameter ©j 
for j = 1,2;...,k. The function Lj is defined by 
exp [. E . 
A 
The maximum likelihood estimator 6j of the parameter 8j is given by the 
equation l)Lj/^@j = 0, VThich has the solution 
(4.1) = % xij/nj = Zj/nj » 
where Zj = Z Xj_j 
I^t Ij (@j) be defined as 
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Ij (Sj) = R°°- 1, dx , 
 ^  ^ w a, -à 92  ^
which is easily found to equal 
(4.2) Ij (8j) = nj/9j for j = 1, 2, ..., k. 
Well-known large sample theory shows that l/ïjTÔj) (8j - 9j) is 
asymptotically normal with zero mean and unit variance. 
If the joint distribution of the statistics T2, tend to 
k-variate normal with mean values @2* and dispersion matrix 
n"^ ((TT .), where O""-;are finite and n is the sample size, and if 
^ J ^ J 
P (TT , Tg, T|^ ) is a continuous function with continuous partial 
derivatives, then it can be shown (see for example Rao (1952)) that 
p(Tl, Tg, Tj^ ) is asymptotically normal with mean (3 (6^ , ©g* •••» 8^ ) 
and variance 
(4^ 3) °  ^crlj  ^ 0^j . 
Here we use usual definition that if the distribution of a random 
variable x depends on a parameter n, and if there exist two quantities 
p 
and cr which may depend on n such that the distribution function of the 
variable (x - /^ )/cr tends to the standard normal distribution function 
as n approaches infinity, x is said to be asymptotically normal ([^ , cT" )< 
If TO let Dj = n Xj, the maxirdum likelihood estimator Oj is then 
given by 
= Sj/n'Xj 
The sbove asymptotic normality result may be applied lAiors Tj = Gj , 
A A /\ , 
(®.l) ®2î  ^l/^ -i — 
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and 
/3 (@2^  62» « * ®k) - ^  l/8j - ^ 
Since the z*s are independent, ( CTJ^J) is the diagonal matrix with ele­
ments 8j/ "iXj (j = 1, 2, ..., k), 0* = - l/@j* hence the 
variance given ty equation (4.3) takes the form 
var (©1, ©2» •••» ®k^  ~  ^(9^ /Oi j) (-l/0j)^  
= n"^  Z 1/(9^  \) 
j 3 y 
= S i/(*j "j) ' 
In finding approximate confidence limits based on maximum likelihood 
estimators, the variance is usually replaced by its estimator. Using 
. A2 
var |3 = Ç 1/(0^  ny instead of var |3 , an approximate upper confidence 
limit say, corresponding to confidence level based on the large 
sample theory can be shown to have the form 
(4.4) ^^ 1 = % nj/zj + ^  » 
where  ^ is chosen so that 
-00 
©xp (41^) dt = . 
In the next two sections w© shall substitute n=n]_ and make the transforma­
tion 
z^ /n = t and Zj = n(t-rj) for j = 2, 3, ..., k. 
Therefore equation (4.4) may be written in terms of the new variables 
defined above as follows 
k 
2 
(4.5) 
A 1 K  ^r 1 k .^1 
<?i = t^ (t-r,) +-/":= [ 35 + § (I:;;): 
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this result will be referred to as the upper confidence limit for based 
on the standard large sample theory. 
4.2 Derived fiducial asymptotic normality. 
The "derived fiducial" distribution of the parameter  ^was shown in 
section (1.4) to be that of a lighted sum of chi-square variates. This 
section is concerned with the asymptotic behavior of the parameter as 
the number of degrees of freedom becomes infinitely large. 
The random variable %j which has the chi-square distribution with nj 
degrees of freedom is %%11 known to be asymptotically normal with mean nj 
and variance 2nj. In other words if we let ^  yj (t) be the characteristic 
function corresponding to the variable yj defined by 
- n-
y4 = for j = 1, 2, ..., k. 
J i 
It can be shown that 
lim ^  yj(t) = exp (- f t^ ) as nj —^  oo . 
Note that the right hand side of the above equation is the characteristic 
function corresponding to the standard normal distribution. If Cj is a 
positive constant, we may write 
, 
J 2nj 
and the random variable c j is seen to be asymptotically normal 
(njCj, 2njCj) for j = 1, 2, ..., k. Before proceeding it is convenient 
to give the following theorem. 
Theorem 1; For each n = 1, 2, .... let •••5 be 
independent random variables such that is asymptotically normal 
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bj cr^ ), j = 1, 2, k, for some constants bj, (Tn • Then 
£ Xj^ j is asymptotically normal (/^ n' ) where  ^= Z and 
0=1 
bZ = Z bi . 
j=l  ^
2 2 
Proof: Since x^ j is asymptotically normal ( bj (T^ ); the char­
acteristic function of the normalized variable yj, namely $yj(t), satisfies 
the relation 
(4.6) lim $yn^ (t) = lim E Texp (ity^  jl = exp (- t^ ) , 
n  — 4  0 0  n - ^ o o L  J  
lAere 
- fnj 
The characteristic function of the variable rj which is defined by 
_ "j - jL 
"j - crn^ /E-S? rnj 
may be obtained by comparison with equation (4.1) and its limit takes the 
form 
(4.7) lim ër^ (^t) = lim E 
n —> 00 " n -> oo 
exp (itr^ j) j = exp 
By independence of the r^ j, the characteristic function of Z r^ j is the 
product of the characteristic functions of all the r„^ *s, and 
lim r^ (^t) = lim IT j^ E exp (itr^ j) 
= IT lim E [exp (itr .) 
nj 
nj' 
, ? 
= 11 exp T. i t2 --3 
Z b^  
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which reduces to the equation 
(4.8) lim ^  Z r^j (t) = exp (- ^  t^ ) . 
But, 
= y ~  ^  ^  ^ ~ n^ 
Cr^ -VzW 0-^ VFb^  0-n t 
which shows that Z is asymptotically normal ( b cr^ ). 
This completes the proof of the theorem. 
Recall that c^ T , is asymptotically normal (n^ c^ , 2 n^ c^ ). The above J '^3 J J J J 
theorem may be applied to show that Z Cj Xj is asymptotically normal 
(2 njCj, 2 Z njCj) when nj oo in such a way that the limit of nj/n^  
exists for every j. In section (1.4) we showed that the fiducial distri­
bution of l/8j is that of a freighted chi-square variate with 2nj degrees 
of freedom and positive weight l/2zj. Thus if we consider the maa-ginal 
fiducial distribution of Z ^  and put Cj = l/2Zj, it follows that is 
 ^ 2 
asymptotically normal (2 nj/zj, 2 nj/zj) . 
It may be noticed that this result agrees with that based on the 
standard large sample theory of maximum likelihood estimators described 
in section (4.1). 
4.3 Quasi-fiducial asymptotic theory. 
In this section we shall consider two asymptotic results based on 
the conditional distribution of w given u whose density function is 
given by equation (3*11). Frequently the behavior in the limiting case 
as the sample size approaches infinity is obtained most easily by 
working with the characteristic function, and continuity theorem is 
used to show convergence in distribationo The distribution under study 
has a rather complicated cumulative distribution 
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function and characteristic function. However this difficulty has been 
overcome ty working with the density function. In section (4.3.1) the 
transformation t = w/n and rj = Uj/n (j = 2,3,...,k) will be performed 
to obtain the distribution of t given r. A result given by Buehler 
(1965) will be used to show the asymptotic normality of t for fixed r. 
A relation will be obtained between confidence limit based on the standard 
large sample theory and the confidence limit based on the asymptotic nor­
mality of t given r. Also, it will be shown that É 4^  g | Z. ] has 
the same limit (when a approaches infinity) as the unconditional proba­
bility  ^  ^^ 2 ^ » where is the upper confidence limit of the 
parameter cj)* based on the asymptotic normality of t for fixed r. 
Section (4.3»2) deals with the asymptotic behavior of the variable w 
given u. The values and CT^  will be given such that the density func­
tion of the variable (w-^ )/cr converges to the standard normal density 
function. A result given by Scheffe (19^ 7) is used to show convergence 
in distribution. Inversion of the cumulative distribution function in the 
limiting case will be performed to obtain the so-called "asymptotic quasi-
fiducial" distribution of the parameter cj? (when u is fixed). 
If x-re define by aj/a^  = . for j = 2,3,...;k and let 
a]_ = a the conditional density function given by equation (3.11) takes 
the form 
"IT (w-Uj) ^  exp(-(|) w) 
A (u ;^ ) 
in the domain w^ m^axj^ O, max Uj'j , where A(u ; <^  ) is the normalization 
constant. 
(4.9) h(w 1 u ; 9) 
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4.3.1 Asymptotic normality result with fixed t. In equation (4.9) 
we substitute t = w/n and rj = Uj/n for every j, where n = a + 1, 
to obtain 
(..10) h. 
B (r ; (|) » ) 
in the domain t ^  max 0^, myc r j ^ , where 
(4.11) = ^(1 + &) , 
and B (r ; <^ 0 is the normalization constant. Since the density function 
of the random variable t can be put in the form |^ hQ(t)J^ , the following 
result given by Buehier (1965) can be applied to show asymptotic normality 
of the random variable t. Buehler's result can be stated as foUox-rs; 
Let f(x) be a density function having a mode at x = 0, let g(x) = 
f(x)/f(0), and suppose that g(x) satisfies the following two conditions 
2 
(4.12) g(x) = 1 - ^ + o(x^ ) , 
vrfiere o(x^ )/x^  approaches zero as x approaches zero, and 
g(x) decreases as x increases for x > 0 
g(x) increases as x increases for x <C 0 « 
Let x^  be a random variable wiiose density is proportional to ^ f(x)J ^  . 
Then = l/a x^ /g- vâll tend in distribution to a normal variate with 
mean zero and unit variance as a approaches infinity. 
The mode (m, say) of the function tT\(t-rj) exp (- ^ *t) can 
easily be shown to satisfy the equation 
(4.14) m + = i" 
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In fact the above equation is a polynomial of degree k in m. Since 
the function in question is positive for max |^ 0; rjj t < oo and 
tends to zero at both limits, it is clear that equation (4.14) has at 
least one real solution in the region of interest. For the moment, m 
will denote any such solution and in a later part of this section W9 
shall show that there is only one real solution, so that the density is 
unimodal. 
If we let X = t - n, the density function defined by 
(x + m)TT(x + m-r-!) ^ exo f- 6* (x + m)~l 
= Eizfw 
= ho(x + m|r ; ^ ') 
in the domain x max m, (rj - m)J (where C (r, m, ^  ) is the 
normalization constant), has a mode at x = 0. 
Let g(x) = f(x)/f(0), this may be written explicitly as follows 
(4.16) g(x) = (1 + |) "[Td +  ^exp (- (^ »x) . 
_ ho(x + m I r ;^ *) 
ho(m I Z. ; ^ ' ) 
The Maclaurln's series for (l + .) ^  and exp (- c^ 'x) are 
exp (-c|)'x) = 1 - cjj'x + •§ (|)'^ x^  + o(x^ ) , 
where o(x^ )/x^  approaches zero as x approaches zero. Writing î'aclaurin's 
series for each term in equation (4.l6) and expanding, g(x) takes the form 
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(4.17) 
where 
(4.18) 
and 
g(x) = 1 + c^ x + C2%^  + o(x^ )j 
C n  =  —  +  E  7 — r  -  6 *  =  0  b y  e q u a t i o n  ( 4 . 1 4 )  
•i- m \m-rj/ ' 
=2 = 
m 
i^ \- 9\ 
Z ( \ - d)' +2"  ^ / \} r - <b * E / "• ' v (TN-RJ) 1 J ^ (M-RI)(M-RJ) ' (M-RJ) 
+ & I + t (m-rj)2 
We nay notice that the term betwen brackets in the above equation is 
equal to -l/m by equation (4.14). 
Simple rearrangements puts C2 in the form 
i^ (4.19) Cp — — - "2 E 
2 m': 
3 i (m-rj)2 k - ^ m2 (Tn-r^ )(m=r j) 
.^1 3^ 
If ws •writs equation (4.14) in the form 
- = 6» - S , ^ > , 
m I (m-r.) 
and square both sides -we obtain the equation 
«2 ' y 
which may be expanded to become 
• Z + 
' (m-r jl 
->• 
(m-ry) j 
L.- ^ .2 
2 
 ^i ^  
+ Z 
0\' 
m 
- t' - 2 <j)' s •• ' 
then the above equation when substituted in equation (4.19) reduces Cr 
to the form 
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(4.20) Co = 
Equations (4.17), (4.18) and (4.20) show that the first condition given 
by equation (4.12) is satisfied Tdth 
(4.21) -L. = + z 
0"^  (m-rj)2 
Vfe shall now show that there is only one critical point to the 
function g(x). The well-known general theorem of the mean can be applied 
to show that 
1 + y <6X0 (y) for every y ^  0 
% the aid of this result we conclude that 
1 + 1 <- sxp (^ ) 
and for  ^ 0 
1 + 
m-r • 
m' ' 
% 
for j = 2, 3, ...» k. 
In the domain x >max -m, max (r j-m) J both sides of the above 
inequalities are positive, therefore multiplication does not change the 
order of the inequality and we obtain the following result 
Multiplying both sides by exp (-<|>»x) gives 
g(x)<: exp [| + . 
The right hand side of the above equation is equal to one by equation 
(4.14); which leads to the result 
g(x)<axp t 
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= 1 
for every x / 0, where m is any solution of equation (4.14). 
This result and equation (4.l6) shows that 
hpCx + m 1 r ; t') ^  ^ 
ho(m 1 n ; cj)') 
for every x ^  0. Suppose that m* (m* / m) is another solution of 
equation (4.14) and substitute x = m* - m in the above inequality to 
obtain 
(^ ) ho(m* I r ;4') 
ho(m 1 r ; V ) 
Now, define f*(x) = ho(x + m*j r ; ^ *) and 
g.(x) = = h°(x + m' I E '*') . 
f*(0) ho(m* I r ,^ ') 
"With ra* replaced by m ; a similar procedure may be applied to show that 
ÎSSTT#? <'• 
for every x ^  0. If ws let x = m - m* , it may be observed that 
ho(m I r ; c}3* ) 
ho(m*l r ; <|)' ) < 1 . 
This is a contradiction with the inequality given by equation a. There­
for there exists exactly unique solution to equation (4.14), and it 
follows that the second condition given by equation (4.13) is satisfied. 
Then the asymptotic result given by Buehler (1965) applies to show that 
the conditional distribution of the variable t given r is asymptotical­
ly normal vdth mean m and variance cr^ /a, where m and cr^  are given 
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by equations (4.14) and (4.21) respectively. 
It might be of some interest to see the relation between the standard 
large sample upper confidence limit given by equation (4,5) and the 
upper confidence limit (j) g (say) corresponding to confidence level T based 
on the asymptotic normality discussed in this section. An upper confidence 
limit 4^  2 corresponding to confidence level is obtained by solving for 
the equation 
(4.22) -\J& (t-m)/0- = ^  , 
•where  ^is chosen so that 
-oo 
1/20- (-i t^ ) dt = T . 
It should be noticed that equation (4.22) contains (|)* implicitly through 
m and cr^ . From equation (4.22) w observe that 
(4.23) m = t - cr "5/-Vâ , 
which may be substituted in equation (4.14) to give 
^2=|^t-cr~S/"VaJ * % t - rj - cr^ /V^J 
-1 
1 -
n/a t 
+ I: 
(t-rjj 1 - l/â (t.rj)j 
-1 
Writing Maclaurin's series for the terms between brackets, the above 
equation takes the form 
(4.24) 1.. . 
l/a V  ^2 " f » ^ TfT? + ^  
I ^ ^ . + 0 (a"^) , 
(t-rj) ~\f& (t-rj)2 
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where lira a 0(a"'^ )J is finite. In equation (^ .21) we substitute the 
value of ra given by equation (4.23) to get 
(4.25) 
0-2 ? l/â t 
1. 
(t-r02 Ya (t-r;) O'-l 
-2 
We again write liaclaurin's expansion for terms between brackets and let 
0(a ^ ) be such that lira |^ "\/a 0(a ^ ) J is finite. The following equation 
a —^  00 
is obtained 
(4.26) 
From the above equation we observe that 
Cr = + S -2j_ + 0 (a"') 
t^  (t-rj)2 
-, 1 
which may be written as 
(4.27) cr 
t2 (t-r.,)' 
_ 1 
1+0 (a":) 
Expansion of the second term in the above equation puts it in the form 
(4.28) cr = 1- + 2 
t2 (t-rj)2 + 0 (a-2) . 
We now use the above expression to eliminate cr in equation (4.24) and 
get the result 
t2 (t-rj)2 
+ O(a-l) . 
Recalling that a = n-1, 4*2" * a); substitute in the above 
equation and simplify to get 
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4p = t + = 
3 ' J  i/; 
JL + z 
(t-rj)2 + O(n-l) 
Comparing with equation (4.5) gives 
(4.30) 2^ = + O(n-l) . 
This shows that the difference bet-ween the two solutions is of order n~^ , 
so that they are equal in the first two terms, which arise from the maxi­
mum likelihood estimator and its estimated standard deviation. 
It is of interest to relate the large-sample results derived by 
means of the conditional distribution to t given r to corresponding 
unconditional results. Ife will now show that the limit of the uncon­
ditional probability of  ^ 2 (^ where 2^ is the approximate upper 
confidence lirait defined implicitly in equation (4.22)^  is equal to the 
confidence level If . From the asymptotic normality of the conditional 
distribution of t given r vie have 
as n 00 (4.31) lim "Vn-l (t-m)/o-^  ^| r"J = Y 
•where m and 0- are implicit functions of r, ')»2» defined 
by equations (^ .14) and (4.21). Bat from the definition of 4*2» the 
t-values for which 1/n-l (t-m)/ 0" -é-  ^are the same as those for which 
 ^^2» so that equation (4.31) is equivalent to 
(4.32) limPnf^:^^2 I ^ as n —^  00 
For the remainder of this section vie will consider the case k = 2 so 
that the vector r can be replaced by a scalar r = u/n = - ^ 2)/^  
= t - 'Xt2 where ^  = ^ 2^ "l 2^ ~ ^ 2^ 2^* proof for general k 
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is similar. It is clear that Et = 8%, Etg = @2* and both Var t and 
Var tg tend to zero as n and ng tend to infinity. Thus 
Er = @2 - A ©2 ~ » say, and Var r tends to zero as n and ng tend 
to infinity. It follows from Chebysheff's theorem that for any € 0^, 
we can find an N such that 
(4.33) p | { r - p | >  1  j  <  €  f o r  n  >  N ,  
Now let f^ (r) denote the density of r, let S=|^ rj|r-p|< 1^  
and S' = complement of S. Since 6 4 ^ 2^ have by (4.33) 
lim „ p„['V ^ = » 
Thus we have 
lim Pnj" ^  lim J 
-00 
= lim Pn [4^  ^^  2 r]fn(r)dr 
Bit by equation (4.32) and the compactness of S we know that for any 
€ * >• 0 WB can find N* such that 
4 1=2 |rj - r <C. € for n ^  M and ail r £ S 
Thus 
f [ Pn [dp 6 tz I?! fn(r)dr  ^
and using equation (4.33) again 
Too , I T 
y -  6* 6  J  ^n -  ^ 2  I fn( r )dr  + 6* + 6  ,  
and it follows that lim Pn|^ 't ^  4*2^ " T . 
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4.3.2 Asymptotic normality result with fixed u. This section is 
devoted to the asymptotic behavior of the variable w given u when we 
assume that Uj/a approaches zero as a approaches infinity. It will be 
shown that there exist a and CT ^  such that the density function of 
(w-p')/(r' given in equation (3.11) converges to the density function of 
the standard normal. A theorem given T:^  Scheffe (19^ 7) shall be applied 
to show convergence in distribution. (% have not been able to apply 
Buehier's (1965) result in this case.) 
Let and cr^  be defined ty 
(4.34) 
(4.35) 
a Z "Xi/è + % nJz 
1  ^ 1  ^  ^1  ^
2 k  ^  ,  , 2  
Cr = a S A J ^  , 
where  ^ = 1 and the u*s are as given by equation (3^ 5)• 
The above is an approximate value of the mode of the function h(wju; <)) 
The approximation is based on neglecting the terms 0(a"^ ). The above cr 
is the variance which would be used to show that w is asymptotically 
normal when u = 0_, in which case the w has a gaima distribution. If 
W3 consider the transformation y = (w-f^ )/cr, the density function of 
the variable y can be written as 
(^ .36) s(y) = + + (-iy-) 
in the domain y> max 
(" h 
cr ' 0- •J, where A*(u;^ ) is the 
normalization constant. The logarithm of the numerator of g(y) is 
In N = a In (1 + ——) + a Z 
h 2 
ytr \ r A , y cr 
In (1 + -^ ) - ^ y cr 
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which may bs expanded to take the form 
00 
(4.37) In N = Z , -where 
i=l 
1 . Ï __2j_ di=:acrl 
a 
and 
d± = (-1)^ "^  a cr + Z "Xj 
for i = 2,3,...,k. Using equation (4.34) we may write 
r - ' = ( n T  1 + tz l\i *i a (Z%i)2 
-3 
and 
( = 4" 
J r 
z 7i 
1 + 
Uj_ 4^  Ut 
a 
-J 
Writing Maclaurin*s expansion for the terms between brackets, tre obtain 
(4.38) Y--J = 
a % IV, 
ana 
(4 = 39) ( -3 
0 r 
where lim 
a 00 
i[a^  0(a"^ )J is a constant. 
Substituting the above set of equations in the expression for d^ , it can 
bs shovm that the terms independent of a and those 0(a"^ ) are cancelled, 
and dj^  can be written as 
cr 4" r , _p,-| 
'^ 1 ~ S 7,^  ) J 
V/hen we substitute cr from equation (4.35)» 'we observe that d]_ = 0(a"^/^) 
and therefore approaches zero as a approaches infinity. To obtain 
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similar expressions for the coefficients of y^ , we substitute equations 
(4.38), (4.39) and (4.35)« The following results can be obtained 
dg = -i 1 + 0(a~^ ) ^  
dj = 0 for j = 3,4, 
From the above discussion it can be shown that 
lim In N = , 
a —^  00 
or equivalently 
lim N = exp (-f y^ ) . 
a —^  00 
By fairly laborious calculations, it is also possible to show that 
lim A*(uj^ ) = l/l/2Tr 
a —^ 00 
Thus 
(4.40) lim g(y) = 1/^ 2 fï" exp (=i y^ ) . 
a 00 ^ 
Scheffe (194?) has shown that if a sequence | p^ x^) j of densities 
such that lim p^ (x) = p(x) for almost all x in R, then a sufficient 
condition that 
r 
lim p (x) dx = p(x) dx , 
S 
uniformly for all Borel sets 3 in R, is that p(x) be a density function. 
This result applies to show that y converges in distribution to the 
standard normal. 
Vfe shall now use the above result, namely, w is asymptotically 
normal ( Q-^ ) to show that the quasi-fiducial distribution of (|) is 
asymptotically normal ( [^ *, cr*^ ). Lst ^  (w, u, a) ba the solution of 
the eauation 
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(4.41)  ^j^ w( Uj a) - p ] = q , 
where w = w( , u, a) is some function of , u, a, and where p and q 
are independent of f and w. For a given w, ^  (w, u, a) satisfies the 
above equation and we may write 
(4.42) (^w, u^  a) w - pj = q . 
Now let w (^ , ]i, a) be the solution of the equation 
H w j u, <})J = y f 
where H is the cumulative distribution function corresponding to h and 
y is the significance level (O < "/ < l). The standardized w given by 
, , , a ui 
w(4\ U, a) - r _ Z^i y = 
or 
-V'a 
d) w( (j) , u, a) -
' L ^ Ai J - l/a 
l/a 2%! 
Comparing with equations (4.4l) and (4.42) it follows that 
<|>(w, u, a) 
y = 
W -
Z/Ai J 
-)/aZ\ 
The above equation may be written as 
4" (w, u, a) -
- 1/aT^  
y = 
r 
where 
and 
Z % 
(T = a 2 > / r M -
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Next VJB vd.ll show that since y converges in probability to the 
standard normal, cj) is asymptotically normal ( cr ^). In particular, 
•we show that an approximate confidence limit ^  ^ corresponding to 
confidence level % is equivalent to 
4^3 = + ^ 0-*, 
where  ^ is chosen such that 
u 
- 00 
_— exp (-i t^ ) dt = "y . 
V2n-
From the asymptotic property of the variable y, we observe that 
lim Pry.<^ lu~l=7. 
a 00 
Substituting the value of y , we obtain 
lim P r • 
In terms of the above equation is written as 
lim Pr(^ 4cj)Jul = 'y, 
a —00 L 1 J  
which establishes the convergence of the quasi=fiducial distribution 
asserted above. 
t*.* *2 Finally, P and 0" when written in terms of the z*s yields the 
following equations 
, * k p k 
 ^ = (Z a^ )  / (E a^  z^ ) , 
and 
 ^^ = (Z ai)3 / (Z ai , 
vihich are symmetrical with respect to the a»s and z«s, as might have 
been expected. 
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V. APPLICATIONS TO A RELIABILITY PROBI£M 
The theoretical results obtained in this work are applicable to 
the problem of setting confidence limits for the reliability of a series 
system vihen each component has an exponential failure law. To illustrate 
the use of the formulas obtained, some numerical examples -will be given 
in the next sections. % shall now present some earlier results concern­
ing reliability theory of series system. 
Consider a system composed of k dissimilar components with 
parameters (9]_, @2* •••» connected In series, where 9j is the mean 
life of component j. Let F(x;ô) be the cumulative distribution function 
of the time to failure, x, of the system. F(x;0) is given by 
F(x;8) = P(X ^x;9;]_,  Sg,  . . . ,  
= P (system fails at or before time x). 
Under the assumption that each component operates independently 
F(x;0) = 1 - P (each component fails after time x) 
k r ® 
= 1- 1 7  (l/ô-î) exp (- x^ /ej dx4 
j=l Jx J J J 
= 1 - "TT (- x/8j) 
= 1 - exp (- x I 1/8j) 
= 1 - exp (- w^ ) , 
where y = l/8j . Taking the derivative %d.th respect to x gives 
the density function 
(5.1) f (x; ) = 4 exp (= x^) X > 0 , 
which shows that the system has exponential failure law with mean life 
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4^ "^ . If XQ is a fixed mission time, the reliability, R, of the system 
is defined to be the probability of successful operation at least to 
time x^ , that is, 
(5» 2) R = âXp (j) Xg)' 
If we assume that units have been observed from each component J 
to give times to failure x, x„x the maximum likelihood 
J 3^ H j J 
estimator, 9^ , of the parameter 6. is well-known to be 
'3 = ? Hj/"j = Sj/Mj 
Epstein and Sobel (1953) considered a single component with exponen­
tial time to failure. They showed that if the experiment is discontinued 
after- the first r observations are made, the maximum likelihood estimator 
of the parameter 9 is given by 
(5.3) @r.n 
=[r] J ' • 
where [^i] stands for the ith ordered time to failure. Moreover, it 
A 
was shoi-jn that 9 is sufficient, consistent, unbiased and of minimum 
r ,n 
A 
variance. They also mentioned that 2r9^  ^ /0 is distributed as chi-square 
with 2r degrees of freedom. In a later part of this chapter we shall use 
equation (5»3) as a tool for comparison between continuous and discrete 
cases. 
An approximate result was suggested by Rosenblatt (I963) concerning 
the series system of k components with exponential time to failure. 
Adopting the notations given earlier, it was stated that 2n*^k~-^ Z Zj/ny 
is approximately distributed as chi-square with 2n*k degrees of freedom, 
where as before Zj = Z and n* is the harmonic mean of the sample sizes 
(n]_5n2j... Rosenblatt (1963) also stated that the above approximation 
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becomes exact when the 9*s and the n*s are equal, as might be expected. 
In this chapter a numerical comparison will be made between the approxi­
mate confidence limits obtained by this approximation and the exact 
confidence limits based on the results of this present work. 
Suppose that n units drawn at random from a population have been 
tested and k units were observed to fail. An upper confidence limit 
for binomial parameter p (p = fraction defective in population) is known 
to be given by the value of p satisfying the equation 
where y is the confidence level. Baehler (1957) introduced a method 
obtaining upper confidence limits for the product of two binomial param­
eters, This result is applicable to estimation of the reliability of a 
parallel system. 
Reliability theory has been discussed by Lloyd and Lipow (I962). 
The binomial model (discrete case) has been used to obtain the reliability 
of a series system. The book gives some figures for obtaining lower con­
fidence limits for the reliability of two and three components series 
systems. These are of some interest for numerical comparison purposes. 
The figures give the reliability when equal samples 13 (N = 5 to 40) are 
tested and (r-j^ jrg) or units are shown to fail. Since the dis­
crete case results just mentioned above will be compared mth large sample 
results, N will be considered to have the values 30 and 
S.l Fiducial limits for the paraiiieters of series systems. 
In chapter I, it was shown that the "derived fiducial" distribution 
i -
n-1 
sum of chi-square variates with 
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positive weights l/2Zj (j = l,2,...,k). We shall illustrate the use of 
theorem A (of the appendix) by the following examples. 
Example 1; Let two components be chosen from each of two populations, 
and let the observed times to failure be 
= 1.2 , x-j^ 2 = t X21 = 0*5 , and X22 = 1'5« 
Using the above observations, Zj = Z Xj^ j = 3.0 and 2^ ~ ^  ^2j ~ 2.0 . 
With C]_ = l/Zz^  = 1/6 and Cg = if2^ 2 = l/4 , equation (A. 3) of the 
appendix may be integrated to give 
(5.4) H (t) = 1 - (18 4 - 27) exp (-2 '^) - (12 + 28) exp (- 3$). 
Let c|> be the reciprocal mean life of a two-component series system using 
components from the two populations. As shown in chapter III, upper and 
lower "fiducial" limits for (j) are found by solving the following equations 
for 
0.05 = 1 - (18 ^ - 27) exp (- 2^ ) - (12 ^ + 28) exp (- 3^  ). 
0.95 = 1 - (18  ^ - 27) exp (- 2^ ) - (12  ^4- 28) exp (- 3^ ). 
By trial and error, we get the solutions cjj - I.5I and = .53 giving the 
90^  confidence interval for 
Example 2: Given two populations, let 4 components from each popula­
tion be tested to give 
4 4 
2% = Z X. . = 6.0 , and Zo = Z x^ . = 4.0 . 
j=l  ^ j=l  ^
It follows that C]_ = I/2Z2 = 1/12 i and C2 = 1/2^ 2 = I/8 . 
%th = (n]_/2) -1 = 1 and a^  = " 1, the coefficients B^ ((^  ) 
and Bp( 4* ) in theorem A of the appendix are worked out to be 
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4» ) = (12)3 2^0 + 30 + 12 + 2^ 3 ] 
BgCt) = (12)3 [_ 30 + 30 - 12 ^2 + 2 t'] • 
The density function, h( ^ ), given by 
h(^ 0 = ) exp (- 6 + B2 (^ ) exp (- 4 ^ ), 
may be integrated to give the "derived fiducial" cumulative distribution 
function H(^ .^ By the aid of the incomplete gamma functions tables, a 
lower and upper "fiducial" limits for c|) are obtained to be 0.^ 1 
and ^  = 2.78. 
9 .2  Inference based on conditional distributions. 
In this section i-je shall illustrate the use of equation (3.13) to 
obtain confidence limits for the parameter cjs . Using the same confidence 
level and the same observed values giveri in last section, TO obtain the 
following results. 
Example 3: Using the numerical values given in example (l) of last 
section, lantner and Euehier (1963) obtained 
(5.5) H(w = 3 I u = 1;^ ) r: (2 + ^ )"1 [2 + ^  - (2 + 5 4^  + 6 ^ )^ exp (-2 
A 90;^ confidence interval for cij> is obtained ty substituting H = O.O5» 
H = 0.95 and solving for by trial and error, giving "^ = 0.346 and 
dp = 2.78. 
Example 4: For the purpose of comparison of results, "we shall use 
the observed x's given in example (2) and obtain a 90^  confidence limits 
by using equation (3•13)» Since = ng; = 4 , and in chapter III a^  was 
defined by = nj - 1 (and not as defined in the appendix), therefore 
a^  = a2 = 3' With w = = 6.0, u = 2^  " %2" 2.0 and k = 2, equation 
(3-13) is reduced to 
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•-o(i) ^(3+i): 
A 90^  confidence limits for the parameter (j) may be obtained by solving 
the above equation for (|) when H = O.O5 and H = 0.95* Using the incomplete 
gamma function tables, a trial and error method showed that these solutions 
are <^  = O.70 and c!p = 2.77« 
The approximate solution suggested by Rosenblatt (1963) and given in 
the beginning of this chapter may be applied to obtain approximate confi­
dence limits for the numerical values of examples (2) and (4). A 90^  
confidence limits for the parameter (|) are easily obtained to be = 0.79^  
and = 2.630. 
5.3 Large sample approximations. 
In chapter IV w have discussed three different large sample results, 
namely, the derived fiducial asymptotic normality, which was shown to be 
the same as the standard large sample theory, the quasi-fiducial asymptotic 
normality with ^ n fixed, and the quasi-fiducial asymptotic normality with 
u fixed. Although the sample sizes in example (2)  are small (n^  = = 4), 
the 90^  confidence limits for the parameter ^  based on large sample results 
are found to give a good approximation as will be shown next. 
The "derived fiducial" distribution of the parameter  ^was shown to 
2 
be asymptotically normal (£ Z n^ /z^ ). Since = 6.0, Z2 = 4.0 
. 2 2 
and n-]_ = n2 = 4, therefore f = Z n^ /z^  = l.oy, and CT = Z n^ /z^  = .36. 
The approximate confidence limits corresponding to 90^  confidence level 
are obtained from the equation 
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 ^ + lc645 cr . 
Substituting and g-^ , the values of  ^are -worked out to be  ^= 0.68 
and  ^= 2.66. 
When u is fixed, the "quasi-fiducial" distribution was shown to be 
asymptotically normal ( where = (Z ai)^ /(S a^ z^ ), cr*^  = 
(S aj_)^ /(5: a^ z^ )^  and = n^  - 1. The values Z]_ = 6.0, Z2 = 4.0 and 
ni = n2 = 4 may be substituted to show that p-* = 1.2 and = 0.24. 
The approximate 90$ confidence limits are calculated to be  ^= 0.394 and 
4 = 2.006. 
We shall now summarize the above results in the following: 
Example 1 data 
Result based on As  ^
$ 4) 
Exact "derived fiducial" distribution 0.53 I.5I 
Exact conditional distribution 0.346 2.78 
Asymptotic "derived fiducial" 
or standard large sample 
Asymptotic "quasi-fiducial" (fixed u) 
Rosenblatt approximation 
5.4 Comparison between continuous and discrete cases. 
In this section we shall assume that an experiment has been performed 
to obtain the reliability of a series system for a fixed mission time x^ . 
To be able to use the tables given by Lloyd and Lipow (1962), we shall 
assume that n units from each component are available for testing. For 
the discrete case (binomial model) ws shall be interested in the number of 
Example 2 data 
0.51 2.78 
0.70 2.77 
0.68 2.66 
0.394 2.006 
0.796 2.630 
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units which fail to perform at or before time x^ . In the continuous case 
where each component is assumed to have an exponential time to failure, 
we shall be interested in the time at which each component fails to operate 
up to time Xg. If all the n samples vrere to be tested until failure, an 
estimate of the mean life time, is given by 
®n,n = ^  = z/n • 
Epstein and Sobel (1953) have sho-vjn that 2r 6^ . (see equation 5»3) is 
A 
distributed as chi-square with 2r degrees of freedom. We may substitute 
(5.7) z = -
r 
X 
2 x^ ._ + (n-r) X 
i=l [r] 
and r for n throughout the equations in sections (4.2) and (4^ 3.2). 
The above equation shall be used to obtain the reliability based on the 
"derived fiducial" and the "quasi-fiducial" (for fixed u) asymptotic 
results. These results •will be compared with those obtained from the 
figures of IZLoyd and Lipow (1962) as will be shown in the following two 
examples. 
Example 5 î Assume that 30 units of each type are tested from a two-
component series system. Let x^  = 4 be the fixed mission time and sup= 
pose that 3 units of the first type fail at times 1.5, 2.7 and 3.1. Also 
let one unit from the second type fail at x = 3.9. Equation (5.7) may be 
used to obtain = 967 and Zg = 3510' 
The "derived fiducial" asymptotic results may be used to give 
Z = (30/967) + (30/3510) = 0.039, and 0-= (2 = .0016. 
An approximate 90$ "fiducial" limit for is calculated to be 0.04184. 
A 90^  lower confidence limit on reliability system may be obtained from 
equation (5.2) to be 
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R = exp (- XQ) = exp (- 0.16?) = .84. 
The "quasi-fiducial" asymptotic normality results given in chapter 
IV may be applied to show that 
h = ilaf = (2jLi9)!— . 0.026 . 
Z aizi (29)(967) + (29)(3510) 
0- = / (E a^z^)^] ' = .0034 , 
and a 90^  lower confidence limit for cj) is equal to O.O316, which gives 
R = exp (- XQ) = exp (- 0.1264) = 0.8? . 
Suppose for a two-components system (3,1) failures out of (30,30) 
units were observed. Then the 90$ lower confidence limit for the reli­
ability of the system is obtained from the tables of Lloyd and Lipow 
(1962) to be R = 0.733. 
Example 6; Suppose a three-components series system has shown the 
following component times to failure (2, 8, 10), (2, 10) and (lO) when 
40 components of each type are tested. %th the above observations 
equation (5*7) may be used to obtain = 5200, Zg = 7840 and Zj = I6OOO. 
Vfe now obtain an approximate 90$ lower confidence limit for the parameter 
ty using the "derived fiducial" asymptotic normality results. Substi­
tuting the above z's, and cr are calculated to be 
r = 0.0153 and 0" = .00151 
A 90^  approximate lower confidence limit is given ty 
^ = h + 1.28 cr = .01723 . 
With the mission time = 10, the reliability is 
R = exp (- 10 = .84. 
The tables of Lloyd and Lipow (I962) give R = .77» 
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VI. SUMMARY 
The present work has been concentrated on obtaining soms theoretical 
results which can be applied to reliability theory, in particular, to the 
problem of confidence limits for the reliability of series systems of k-
dissimilar components having exponential failure laws. In theorem A (in 
the appendix) we obtained an exact finite expression for the density 
function of a sum of positively weighted chi=square variates iiith even 
number of degrees of freedom» This result has been used to obtain "fidu­
cial" limits for the mean life of the series system whose components 
have mean lives 9^ , ©2» •••» 
Another approach to the estimation of the parameter 4* is given in 
chapter III. A conditional distribution which arises from independent 
gamma variates z^ , ^ 2» •••• t^h scale parameters @2* •••» ®k 
considered. This conditional distribution did not depend on the ô*s ex­
cept through Z 1/9^ ) as expected from the theory of exponential 
families. This enabled us to obtain inference about the parametric 
function . 
The two results mentioned above have rather complicated cumulative 
distribution functions for large sample sizes, so that we turned our 
attention to large sample approximations. Three different asymptotic 
results were obtained, namely: 
(1) The so-called "derived fiducial" asymptotic distribution of the 
parameter (j) was obtained in section (4.3.2) and was shot-m to bs the same 
as the standard large sample solution based on maximum likelihood theory. 
(2)  The conditional distribution presented in chapter III has been 
studied when r = u/n (where u = (zi=z2»"'"* ^ l""^ k^  and 2n is the number 
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of degrees of freedom of is fixed as the sample size approachesco . 
Asymptotic normality of the variable t = Z]_/n was demonstrated, and was 
used to set approximate "fiducial" limits for the parameter , these 
limits were shown to agree with the standard large sample solution in the 
terms which arise from the mean and the variance. It was shown that 
P ^  ^ ^ 2 I—]  ^ all sample sizes tend to infinity, vjhere ^ i^s the 
"fiducial" limit for the parameter (|) and  ^is the confidence level. The 
unconditional probability P 4* *^ 2 ^  was shown to approach the same 
limit / as all sample sizes approach infinity» This last result has been 
shown when k = 2, but the generalization for arbitrary k is straight-
fojTward. 
(3) The conditional distribution of z^  when u is fixed has been 
shown to be asymptotically normal. Inversion of the cumulative distribution 
function was performed to obtain the so-called asymptotic "quasi-fiducial" 
distribution of the parameter (j) . It is called "quasi-fiducial" because 
it gives the distribution of the parameter (j) , but not necessarily in tlie 
sense given by Fisher (1935) or Fisher (1936). In fact this asymptotic 
result was based on neglecting the terms 0 ^ (n/u)~^ J, where 
lim l^ b 0(b~^ )J is finite as b approaches infinity. Thus, this result 
should give a fairly good approximation when uj is small for every 
j (j=2,3,...,k), and since Uj = a good approximation is obtained 
when the z's are approximately equal. 
Vfe may mention that when u = 0_ , it can be easily shown that the 
above three results are equivalent to each other, as might be expected. 
It might also be noticed that the normal approximation to the approximate 
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solution given ty Rosenblatt (1963) agrees with the "quasi-fiducial" 
asymptotic solution (with fixed u) when the sample sizes are equal. 
In chapter V we presented some numerical examples to illustrate the 
use of the formulas obtained in this work. Although the sample sizes 
considered were small (n=4), the large sample approximations have given 
satisfactory results for the "fiducial" limits of the parameter . A 
numerical example was given to compare the reliability of a series system 
when the continuous model is used (system has exponential failure law 
with mean life and the reliability of the system when a related 
binomial model is used. 
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IX. APPENDIX; DISTRIBUTION OF WEIGHTED SUMS OF CHI-SQUARE VARIATES 
The following two identities are useful in proving a theorem concern­
ing the distribution of positively weighted sums of chi-square variates. 
Identity 1; 
r oo  ^ _ b 
' " E 
O i=o 
(A.l) r» (r+s)^  e-'^ r dr = -^ -^ -b-l g( J)(a+b>i)! Os)^  
The derivation is straightforward, beginning with the expansion of the 
binomial term (r+s)^ . 
Identity 2; 
(A.2) y ^ (r-s)b dr = | ^ (a+b-l)! (-As)^  
\(a+b_j): ()s)j 
j=o V 3 / 
The right hand side of the above equation may be put in the form 
r* (r-s)^  e-T^ r dr - r* (r-s)^  e"^ "* dr. 
J o  ' ^ E  
The result follows by applying equation (A,l) to the first term of the 
above integral and to ths second tonti, after making the transformation 
t = r-So 
Theorem A; Let have the chi-square distributions with even number 
of degrees of freedom, n^  = ZCa^ +l), and let be positive constants for 
i = 1,2,3,...,k. The density function, h(u), of u = ^  c^ Zi is given by 
i=l 
k fk) 
(A.3) h(u) = Y; (u) exp (-
i_l J. 
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where (u) = 
and 
"^=1 \ 3% / Icm-ci/ 
mfl 
The summation Y2 is taken over all positive integers satisfying the equation 
t^ '^ tg • • • • • • • • 
Proof: The density function of with 2(a^ +l) degrees of freedom is 
given by 
ai+1 -Zi/2 
f(Zj_;ai) = _ 1 
2H+1 aiî 
Zi"> 0 
= 0 otherwise 
A simple transformation gives the density function of Xj^ , namely. 
gCxj^ ) = 2 a^ S Ci  ^2cj 
xi -%l/2ci 
Xi>0 
The joint density function of the independent variables x^ ,X2, ...s% has 
the form 
(A.4) TT g(x. ) = 
i=l 
2^  TTai'TTci 
11 
-1 
where > 0 for 1=1,2,...,k. Parts (a) and (b) give the mathematical 
inductive proof of the theorem. 
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(i) For k=2; The joint density function of the two independent 
variables and X2 is given by 
1-1 
g(x]_) g(x2) = 2^ aiî 8-2' °1°^  ®*P 
. 2ci 2C2 
Consider the transformation u = + xg and •U]_ = X]^ . 
Substituting for x^  and xg in terms of u and u^  in the above equation to 
get the density function of (u, u^ ), namely, 
exp 
2\ci 2C2 
where 0 < u^  < u. Integration of the above equation, over the range of 
the variable u^ ,^ yields the marginal density function h(u). This integrand 
may be evaluated using the result of identity (2), and h(u) takes the form 
( p ' \  ( n \  
(A.5) h(u) = (u) exp (-u/2cj^ ) + D2 (u) exp (-u/202) , 
where the superscript (2) represents the value of k. 
1 ai! 82' l^ ci/ [ z c z j  \c2-c1j 
i+a2+l 
' |(?) (s-)' -4 
(^2), 
and Dg (u) is obtained by interchanging the indices 1 and 2; this arises 
/ 20^ 02 
from the symrrtatrical property of u. Taking inside the summation V C2-C1 / 
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sign, substituting = (a^ -j)! j! cancelling similar terms which 
(2)  
occur in the numerator and the denominator, the expression for D]^  (u) is 
reduced to 
^2 / \°2-°l I j' 
(A.6) 4=>(u)=(4) ,=ov 
(2)  
Similarly, Dg (u) may be shown to have the form 
fw-krw" I (T)(sr s 
When k = 2, A]_(b]_) in the theorem is given by 
t2=b]^ Ya2/^ 02-ciyl 
= (/ ZoiçA , 
(2) 
and (u) then becomes 
f'w.wwtttxsr • 
Similarly, 
Substituting a^ -j = b^  in equation (A.6), a2-i = b2 in equation (A.?) and 
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comparing the equations (A.8) and (A.9) respectively shows that the 
theorem is true for k=2. 
(ii) For k=n; Now we assume that the theorem is true for k=n, i.e 
(A. 10) h(%) = exp (- J 
i=l 
(n) / 
ifhere (u.^ ) is as defined in the theorem with n=k and u=uj^ . 
Consider the transformation 
i^ = Z? 
j=l 
Xj 
then 
(A.11) 
where 
%ï = %i - ^ -1 
1^ = ^ 1 
0  . . . .  
i " 1)2;....pn^  
i = 2,3,....,n, and 
Using the above notations and substituting in equation (A.4), the joint 
density function of the u's is 
h(un,un.i,... ,U2,n]_) = Ua^ l TTci^  ^ ^ 
exp 
" 2 n 2 i V % 
ai ^  . vSi 
1^ Y 
exp &  I :  f  -  _  1 \°i Ci+1 1^ 1 - 2 
1 % 
cn 
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Integrating the above formula to get the density function 
(A.12) h(«„) •ïïaiSTToi''-'^^] ^ 
exp %-j 
where du^^ ^ = du^ dug •.. du^_2 • 
Equating equations (A.10) and (A.12), we get 
(A.13) j Y 2 Ç (n " ^ ) °1 ÛS. h-1 
= TTVsTT./'"" A 14"' (V . 
The above equation, which is obtained ty assuming that the theorem if true 
for k=n is more convenient and will be used to prove that the theorem is 
true for k=n+io 
n+1 
For the case n+1, we start with ^ g(xj^); substitute the x»s in terras 
of the u»s fipom equation (A. 11) with n replaced ty (n+l), and integrate to 
get the marginal density of u^+j^, namely, 
.... -1 ° ÏAA. 
h(^ l) = H - 1  2cn+l r TT, i»i 
•••J "i y 
exp 
®^r© = du^  dug ... dujj = du^  ^^  • 
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substituting the result of equation (A.13), the above integral is 
reduced to 
(2 On+l) «n+l* 
n+1 ®n+l 
'vi-V 
Z  [ -  2  ^ I  • 
i=l 
,(n), 
Replacing % (u^) by its explicit expression and taking the terms which 
do not contain u^^ outside the integral sign, W9 get 
(^^ n^+l) = 
y v n^+l"*"^  
(2 Cn+i) An+l: i=lV2CiI  
n 
V«i-°3 ) ii=o 
r^ A-î-1 
<Vi-V 
•n+l (%-bi) Kh: " âfe) 
*4i 
o 
Using identity (2) to evaluate the last integral and collecting the 
coefficients of ©xp (- u^^^/2cj^) for i=l,2,...,n+l, the result takes 
the form 
(A.14) h(u^+^) = exp (-u^i/2Cn+i)+ ëxp (-u^i/Zci) 
where 
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(A.15) = 
®n+l+l 
"fer a fer 
H ,(n) H'H / , \ 
1^ =0 q=o 
2 
v®n+l'-i / 
u 
n+1 
Taking ( ^ 
V°n+l-Oi 
Vl""^  
outside the summation sign, substituting 
aa-hi\ fai-bi)! . .-1 
^ qt and taking («^+1»' inside the summation sign. 
we get 
(A.16) = 
JXH+I "A 
,201) j*l \ «l-oj 
jA 
•' ê •^' ,v 
bj|_=o 
/ ûi-=bi+a^+3_=q\ / g q 
q=o \ ®n+l / ( °n+l-®i ) 
Let tjj+j^ = a^-b^-q, i.e., q = (aj^-bj^) - t^^, equation (A.I6) then becomes 
Vf ^  
Vl=o V J J 
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Substituting the expression for and putting , wa 
arrive at the form 
(A. 17) = 
n.l H  (n^ l) . 
Jk'J ' 
jA  ^
where (n+l) , • n+1 
A, ZcjGm 
°m-°i, 
m 
and ^ stands for the summation over all the positive integers satisfying 
the equation 
ti+tg"*" •*^ i-l'*^ i+l'^  n^+1 ~ ^ i • 
The syranetrical property of the distribution shows that satisfies 
equation (A.17) for i = n+1. This shows that the theorem is true for 
k - n+19 ^îich completes the proof of the thsorsm for ajjy value of k. 
