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ABSTRACT 
Elegance and elegant design is a widely sought property in different disciplines, 
especially in engineering where solutions to design problems have many different factors 
that influence their efficiency and usability. However, the lack of literature on this 
construct and consensus on the definition of elegance limits our understanding of its role 
and applications. The present research study applies various qualitative and quantitative 
statistical methods to provide a valid and reliable scale for measuring elegant design in 
engineering.  The measures of elegant design are developed from a comprehensive 
review of the literature and filtered by expert judges’ ratings. The resulting elegant design 
scale is validated through exploratory and confirmatory analysis and tested by comparing 
the scale’s results against subjective assessments. Results from this research study are 
further applied to build prescriptive and predictive models of elegance using generalized 
linear regression, K nearest neighbors and random forests methods..   
This study proposes a scale for defining and measuring elegant design, which consists of 
thirteen items belonging to three latent categories: functionality, simplicity and aesthetics. 
Furthermore, it introduces classification models of elegant design constructed from 
measures, subsets of measures, and factors of elegance that distinguish elegant designs 
from non-elegant ones. Current results show that measures of elegant design can be used 
to achieve various levels of prediction accuracy for classification depending on the 
targeted complexity and interpretability.  
Accurate and reliable tools that enable decision makers to evaluate design solutions in 
iii 
engineering in terms of frequently overlooked concepts like user engagement are of 
significant value. The current research is an attempt to introduce a tool of such nature and 
paves the path toward the development of more.     
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1. INTRODUCTION
Chapter One explains the concept of sustainability in a system and discusses how an elegant 
design is associated with a sustainable one. This chapter further expands on why achieving 
elegance is highly desirable yet often ignored in engineering problem solving and design. The 
chapter concludes by listing the problem statement and the objectives of the current research 
study.  
1.1. Systems Sustainability and Sustainable Design 
The current research study intends to investigate elegance and elegant design especially from an 
engineering design perspective. However, before we can look into elegance we should 
understand sustainability and how it ties into elegant problem solving. Sustainability has 
attracted attention recently as a key criterion in providing solutions because of its potential for 
solving current global environmental, economic and social problems. Sustainable development is 
development that meets the needs of the present without compromising the ability of future 
generations to meet their own needs (Brundtland, 1987). Sustainability suggests that 
development can advance in such a way that it can be carried on for the long-term without 
adversely impacting the planet negatively. These practices provide for future generations by 
integrating environmental, economic and social considerations (Mihelcic et al., 2003). In order 
for a society to move toward sustainable development it needs to be comprised of sustainable 
systems, that is, it should be made up of systems capable of evolving and repairing themselves in 
a dynamic manner.  
The six basic principles of sustainable development describe the requirements and goals for 
implementing sustainable systems. 1) The resources necessary for sustaining all forms of life 
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should be preserved as one but not the sole part of environmental protection. 2) Economic 
development as a major contributor to improvement in ‘quality of life’ should be targeted and 
planned for. 3) Equity in the distribution of resources as an integral part of social justice needs to 
be accommodated. 4) Future generations need to be left with ample resources and their interests 
need to be fostered. 5) Diversity in environmental, economic and social systems should to be 
supported as a strategy for enhanced resilience. 6) Sustainability cannot be imposed but is 
achievable through engagement and commitment of all the stakeholders; thus, opportunity for 
participation of all should be catered for. Based on its six key principles, sustainable 
development is a type of development that conserves resources, promotes social justice and 
personal freedom, encourages cooperation, and addresses aesthetics (Charter and Tischner, 2001; 
UN, 1992).  
1.1.1. Drivers for Sustainable Design: What is sustainable design and why is it 
needed? 
The design and development phase of a product/service accounts for over 80% of the costs 
associated with that product. Thus, this phase determines 80% of the environmental, economic 
and social impact of a product/service throughout its lifecycle. As a result, sustainable design, 
which is based on the six principles of sustainability, has a critical role in the way the resulting 
product/service fulfills the goals and requirements of a sustainable system. Such a design meets 
the basic needs, provides the required functions and produces profit at an affordable cost for the 
user without compromising environmental and ethical considerations. Design professionals are 
expected to design products or services and deliver solutions that meet the user’s needs and 
generate profit for the producer. However, only through sustainable design they are able to 
balance between environmental, social and economic aspects of a product/service throughout its 
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lifecycle. Sustainable design enables designers to maximize satisfaction for all the stakeholders 
including producers and users, while minimizing adverse impacts on sustainability. The 
requirements for sustainable design are not attainable unless high levels of curiosity, creativity 
and novelty are encouraged and fostered in design (Charter and Tischner, 2001). 
1.1.2. Obstacles for Sustainable Design: Complexity can be a threat to a sustainable 
system 
For a system to be sustainable it needs to be able to tackle the problems that arise or change over 
time. However, as time goes by, a sustainable system can get incrementally more complex in the 
face of ever-increasing problems that emerge. On the other hand, with every additional 
complexity, more time, energy, and resources are required to maintain the system. In all 
sustainable and dynamic systems the parts interact in an active and harmonious way. A 
sustainable system, hence, requires a change to all the parts when a new component is added to 
the system along with energy, time and resources to fully implement.  
The added complexity, however, will eventually show its adverse effects despite the effective 
problem-solving tools it offers. At some point the added complexity stops to return a constantly 
increasing investment, the problem-solving tools fail to compensate for the additional cost, and 
the resources and time needed to keep the system functional are no longer positive (Tainter, 
1996; Allen, Tainter, & Hoekstra, 1999). As further investment produces smaller and smaller 
growths in return, eventually the solutions become ineffective and not worth the investment 
made to try and improve the system. If alternatively simple and cost-effective solutions are not 
found, the system becomes unsustainable (Tainter, 2000). Essentially, complexity has benefits 
and offers solutions to problems that arise in the short term. However, in the long term the 
cumulative complexity, and the cost that accompanies it, become such a burden to any system 
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that it becomes increasingly unsustainable with additional complexity. This process happens 
gradually through the evolution of the system. Every element of complexity that is added to the 
system is affordable and sounds rational because it contributes to solving a problem that has been 
encountered in the immediate term. Nevertheless, the accumulation of incremental additions of 
complexity eventually restrains the system and can overwhelm it (Tainter, 2000). Figure 1.1 
illustrates the changes to benefits of complexity versus changes in the level of complexity in a 
typical human system. 
Figure 1.1: Changes in Benefits from Complexity versus Level of Complexity; 
(Adapted from Tainter, 1996) 
1.2. Elegance to the Rescue: Elegance can overcome the ever-increasing complexity that 
hinders a system  
For a system to be sustainable, despite the overwhelming burden of complexity that is inevitably 
added to it over time, it needs to find alternative solutions that are as effective as the complex 
solutions, but are much simpler to implement and are more cost-effective. In other words, the 
alternative solutions must have a new form of embedded complexity. Moreover, they cannot be 
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as costly as the already existing complex solutions. Such a statement might sound paradoxical at 
first, however, examples of such solutions can be found abundantly in sustainable systems that 
exist today. Solutions needed to deal with complexity are creative in nature. They need to have a 
specific characteristic. They need to be elegant.   
Elegance can be an ambiguous term but there is a unifying theme among the range of ways it is 
used. According to Webster’s New World Dictionary, elegance is “marked by concision, 
incisiveness and ingenuity; cleverly apt and simple” (Agnes, 2003). An elegant solution, 
especially in engineering and sciences, signifies a solution that accomplishes the maximum 
perceived benefit (effectiveness, functionality, etc.) with the minimum realized cost (effort, 
resources, waste, etc.). Engineers who seek to solve problems elegantly try to use the simplest 
methods, waste minimum materials, and achieve the most defined benefit.  (Rouse, 2005). In 
sciences an elegant theory is a theory in which the minimum amount of explanation is required in 
order to accurately explain the most verified number of observations. This guiding principle is 
commonly referred to as Occam’s razor (Baker, 2011). In general, elegance combines simplicity 
and power in an unusual way. This combination makes getting more out of less possible when 
solving a problem (May, 2010). 
An elegant idea is an idea that is simple. However, the idea must have the complexity needed to 
resolve the problems embedded in its use. An elegant solution is attractively surprising and 
unusual. It is simple yet very effective and powerful. An elegant idea it is not situational, though, 
meaning that it can be applied to many cases, at many times, in order to solve similar issues. A 
solution with all these characteristics is an elegant solution. To deal with the overwhelming 
complexity of problems where this concept can be explained, we go into more detail in Chapter 
Two. Figure 1.2 is a thematic illustration of elegance versus complexity. 
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Figure 1.2: Changes in Effectiveness of a Solution versus its Complexity 
1.2.1. Elegant Design: A valuable tool especially in sustainable engineering  
An elegant design has a vital advantage for a sustainable system because it can break the positive 
correlation between effectiveness and complexity. An elegant solution can keep a system 
sustainably functional without the need to pay the toll for added complexity. However, in 
addition to this exceptional leverage, elegance has other benefits that make it a highly desirable 
and sought-after trait in design.   
1.2.1.1. An elegant product benefits all the stakeholders 
A product often has four groups of stakeholders: users, designers, owners and manufacturers. 
Users recognize elegance in a product since such a product is easy and intuitive to operate and 
achieves user’s satisfaction more fully (Billow, 1999). In order to use a product confidently and 
enjoy its application, the user needs to understand the device or product’s behavior. This 
understanding requires building a cognitive model of how the product functions in one’s mind 
(Norman, 1988; 1998; 2004). An elegant product helps the user arrive at this understanding 
7 
without frustration due to its intelligible structure. An elegant device does not mislead the user 
and thus provide her with an enjoyable experience (MacLennan, 2006). Users and designers have 
common benefits when it comes to product design and thus elegant products are pleasing to 
designers as well. From the designer’s perspective an elegant solution is easier to design than an 
inelegant one because, as mentioned previously, it is easier to understand (Billow, 1999).  
Owners benefit from elegant products since they are more popular in the market and can demand 
higher prices. In addition, such products need fewer resources to produce, operate, and maintain, 
hence, they are more efficient and cost-effective. Elegant products provide owners with more 
output for the same input. Manufacturers, as well, find making elegant produces easier since 
such products are less intricate and are more flexible in the manufacturing process (Billow, 
1999). 
1.2.1.2. An elegant design dissolves the problem instead of solving it  
Ackoff (1981) identifies three methods in confronting a design problem: resolve, solve and 
dissolve type solutions. Resolving a problem requires producing a result that satisfies the 
problem or “stops the gap”. Solving a problem requires taking a step further by optimizing 
solutions to match the problem constraints, i.e. solving an optimization problem. Dissolving a 
problem differs from resolving or solving a problem in the sense that it relives the design 
problem from its constraints creatively. In this way, there is no more need to make tradeoffs 
between conflicting attributes. Dissolving a problem suggests ways of avoiding certain problem 
constraints, which is an important facet of elegant design. An elegant design suggests an 
effective solution that is not a tradeoff between favored characteristics by removing or mitigating 
certain key constraints that limits the system (Ackoff, 1981). This special attribute of an elegant 
design allows for breaking the reciprocity of complexity and effectiveness in the system.  
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1.2.1.3. An elegant design bonds with the user and creates loyalty 
An elegant product is not only easy to understand and use - which makes its use an enjoyable 
experience - but also has a confident and pleasant experience that creates an emotional bond 
between the user and the product. An elegant system is adaptive and responsive to the user’s 
needs. It is a simple, intuitive and interactive experience that is capable of stimulating emotions 
in the user. These emotions result in loyalty from the user’s side, which enhances the resilience 
of the relationship between the user and a design (Madni, 2012). This feeling of attachment if 
accompanied by durability in the product, may have many resource conservation benefits by 
delaying product replacement (Chapman, 2009; Page, 2014).   
1.2.1.4. An elegant system is sustainable  
Natural systems are sustainable in essence. Living systems of the Earth are successfully 
sustaining in their environment since they keep a “holistic”, “integrative” and “reductive” 
interaction with their environment. A system with such characteristics is an elegant system. 
Many manmade systems fail to be sustainable due to their “iterative”, dissected” and “additive” 
nature, which also makes them inelegant (Hahn, 2008). Good examples of this case can be found 
in biomimetic systems and products. A biomimetic product, system or design is one that is 
imitated after nature. Biomimicry represents a discipline that emulates nature as an approach to 
sustainable problem solving especially in engineering.  Biomimicry looks at nature as a model 
and a mentor. Models in nature are studied, analyzed and used as a source of inspiration for 
solving human problems. Nature is also used as a mentor that can teach us the 3.8 billion years of 
experience in evolution. Since biomimicry emulates elegant, wonderfully evolved systems and 
processes in nature, its solutions are efficient, conservative with energy, material and waste. 
These features can be used to define new technologies and industries. In other words 
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biomimicry’s elegant solutions are sustainable (Arnarson, 2011).  
Due to all the aforementioned advantages and many more, elegant problem solving is a valuable 
tool in engineering. Engineers are trained problem solvers. They use their knowledge, and the 
resources they have access to, to solve technical problems that are encountered in their lives, but 
their task can be very challenging at times. First of all, problems change constantly. Everyday 
engineers are faced with new problems that they need to find a solution to. In addition to this 
constant change, over time problems can get overwhelmingly complex to the point that old 
solutions fail to resolve them anymore. Therefore engineers need to be creative in problem 
solving. Elegant problem solving, as explained earlier, is a tool to create the most impact with 
minimum input. This is exactly what engineers need in their problem solving toolkit; refining 
existing solutions or come up with new, creative ideas that reduce costs and enhance 
performance.  
1.3. Problem Statement  
Sustainable engineering is a challenging practice in all the engineering disciplines. Especially in 
sustainable engineering, elegant problem solving can find valuable applications. The 
conventional approach to engineering design consists of two separate stages. The first stage, 
known as the design stage, a product or process is made that meets the economic requirements of 
the problem and maximizes profitability of the investment.  Undesired output is always produced 
at this stage, and this is only dealt with in the second stage. In the second stage, known as the 
optimization stage, engineers continue with their design to make it more resource-conservative 
and less wasteful. Thus, this type of engineering design has an “add-on” approach toward 
sustainability. In such an approach sustainability is added on to the original design and not built 
in from the outset. However, engineers need to look at problems from a more holistic view to 
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include sustainability as an integrative part of their problem definition so that it finds its way into 
the solution more readily. A holistic and integrative solution is also a reductive solution in 
nature, since it is more conservative, with resource consumption being a factor starting with the 
product design (Hahn, 2008). An engineering solution, which is integrative, reductive and 
holistic, is an elegant solution (May, 2010). To achieve sustainable engineering, elegant design 
solutions that promote conservation over consumption need to be encouraged in engineering 
education and practiced in industry. Before we can promote elegant design and problem solving 
in engineering, though, we need to distinguish its characteristics and recognize the elegant from 
inelegant. This is the goal of this study. The taxonomy of elegance is achieved by understanding 
and defining elegance and by suggesting methods to evaluate, measure and predict an elegant 
design.  
1.4. Research Questions: Defining and measuring elegance is the first step  
Before applying the principles of elegance to problem solving and using its implications for 
sustainable engineering, we need to be able to define and measure it. For this to happen, we need 
to find a systematic way to identify and evaluate elegance in a system by finding objective 
measures of elegant design. Only after we find out how to identify and assess elegant design 
solutions, elegance and elegant problem solving can find practical applications and teaching 
methodologies to make them more proliferate. 
 The main goal of this research is to construct a valid and reliable framework for defining and 
measuring elegant design in engineering based on its literature-extracted characteristics. This 
important finding provides an objective method to identify elegant solutions, which is 
independent of the judgment of any one individual. Such a method can also be used as a 
decision-making criterion when evaluating between options.  
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The second goal of the current research endeavor is to suggest methods for modeling and 
predicting elegance from its constituent measures and latent variables. Descriptive and predictive 
models of elegant design in engineering are especially valuable for exploring elegance as a 
variable and analyzing its relationship with other potentially correlated variables.  
1.5. Goals and Objectives 
The current research sets six objectives toward achieving these goals:  
1) Identify a list of objective measures of elegant design by conducting a comprehensive 
review of the current literature. Review the literature on elegance and elegant problem 
solving, identify characteristics that form and reflect elegance and find their operational 
definitions. Chapter Two provides the background information from reviewing the 
current literature on elegant solutions, discusses the definition of elegant problem solving 
and its indicators in a given design, and explains three existing models associated with 
elegant systems.     
2) Refine the list of measures and their operational definitions through concordance of 
opinions in a panel of experts in this realm. Modify items on the list to arrive at a 
validated construct based on experts’ agreement. Chapter Three begins by describing all 
the steps taken toward collecting data and implementing methods for refining the 
measures extracted in the previous step, while Chapter Four reports and interprets the 
results.  
3) Investigate the validity and reliability of the proposed scale for elegant design. Refine, 
modify and finalize the scale through applying various statistical methods and analytic 
techniques to data collected from administrating a survey study. The survey study uses a 
pool of design solutions to assess each option based on measures of elegant design.  
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4) Test the performance of the validated scale for elegant design by comparing the scale-
generated results against subjective results collected from experienced practitioners in a
second survey study. The first half of Chapter Three discusses the methods implemented
toward achieving objectives 3 and 4, while the first half of Chapter Four presents the
results and introduces a scale for measuring elegant design in engineering.
5) Develop descriptive and predictive models of elegant design as a dependent variable and
report the results. The second half of Chapter Three provides a detailed description of the
steps taken toward selecting, developing, interpreting and evaluating models of elegant
design in engineering, while Chapter Four presents the outcomes of the modeling
procedure in its second half.
6) Suggest recommendations from the results and research process and identify potential
future research. Chapter Five is dedicated to summarizing the implications and
limitations of the present study and provides suggestions for possible future research
paths.
This research can act as the basis for research that aims to quantify elegance and use its 
indicators to evaluate solutions in details.    
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2. LITERATURE REVIEW 
Chapter Two is an overview of research done on elegance especially in engineering and design 
and describes all the endeavors toward achieving the first objective of the present study. This 
chapter begins with defining elegance based on different opinions form literature. Next, the 
reasons to strive for elegant problem solving in engineering and design, and the characteristics of 
an elegant system are discussed. The literature review concludes with introducing three current 
models associated with elegant systems and a description of how the current research will build 
on what has been done previously.  
2.1. Defining Elegance: What is an Elegant System? 
Elegance has always been a characteristic of engineering design, but with many different 
definitions. As far back as the first century BC, Roman architect and engineer Vitruvius talked 
about elegance in design. He defined it as ”creating pleasing structures to the eye; resilient to the 
forces of nature; meeting the needs of the user; and resulting in a harmonious combination of 
design, art, and material (Morgan and Warren, 1960). In the 15th century, Italian philosopher and 
architect, Leon Alberti characterized beauty in architecture as “the adjustment of all parts 
proportionately so that one cannot add or subtract or change without impairing the harmony of 
the whole” (Madni, 2012). His definition of beauty is indeed a description of elegance.  
More recent definitions of elegance, especially in science and engineering, appeared in the 20th 
century.  In 1958, scientist and philosopher Michael Polanyi pointed to a passion in human 
beings and even in animals for solving problems. He explained that the same passion that 
motivates people to research a problem also encourages animals to try to solve a puzzle even 
when they are not given a reward.  Polanyi argued that one aspect of the passion for problem 
solving in human being is the desire for beauty. The element of intellectual beauty is associated 
14 
 
with elegance as a response to a heuristic passion in people for knowing. This element of passion 
can be observed in great works of science and engineering and as Polanyi emphasizes: “beauty is 
one of the major-self-set standards of the scientist” (Dias, 2011).  
Not long after Polanyi, in 1970, Austrian philosopher of science Feyerabend pointed to elegance 
in association with a scientific theory. He suggested judging a scientific theory not only by its 
content but also by its form. The element of form in a theory is where elegance lies in an already 
functional theory. His quote, “when sophistication loses content then the only way of keeping in 
touch with reality is to be crude and superficial. This is what I intend to be” also refers to the 
necessity of avoiding the type of complexity that does not add value and actually distances us 
from the reality and the root problem (Feyerabend, 1970).  
Edwards (1989) and O’Conner (1990) both at elegance from the point of view of design for 
everyday life. While Edwards distinguishes elegance by a characteristic that produces emotional 
reaction, O’Conner defines an elegant design as one that is not only correct and efficient but also 
“pleasing to contemplate”. The latter characteristic is the very unique characteristic of an elegant 
design, which differentiates it from a plainly functional design. This is the characteristic that 
Dias refers to as “engineering aesthetics” (Dias, 2011).  
Meyer and Lehnard (1997) looked at elegance from a broader point of view. They defined 
elegance not in a solution, theory or design but in a system. They describe an elegant system as 
one in which “all subsystems, taken as a whole, create the greatest output performance for the 
least inputs” (Meyer and Lehnard, 1997). Gelernter (1998) refers to the element of effective 
performance as “power”, when he advocates that an effective combination of simplicity and 
power creates elegance. To achieve balance Rubenstein and Firstenberg point at the element of 
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creativity in elegant design by suggesting that an elegant design deals with the complexity of a 
problem with a creative approach (Rubenstein and Firstenberg, 1994). 
Matthew May (2010), engineer and author, looked at elegance and elegant problem solving not 
from an engineering or design point of view, but from a more general one; from art, business and 
even everyday life perspectives. In his book, In Pursuit of Elegance, he associates elegance with 
four characteristics: “symmetry”, “seduction”, “subtraction” and “sustainability” (May, 2010). 
May defines symmetry as structural beauty. A system is symmetrical if there are minimalistic 
rules in place that create a surprisingly logical and meaningful configuration. In such a system 
the structure in place organizes itself with no need for intervention from outside. Another 
component of elegance, seduction, is a characteristic that differentiates an elegant system 
radically from a conventional one. A seductive idea, solution or design breaks a mental pattern 
and hence, stimulates emotions in the observer. These emotions often take the form of curiosity, 
imagination and awe.  
Along with being symmetrical and seductive, an elegant solution is subtractive. A subtractive 
solution lacks any part that is redundant or does not contribute to total utility. As a result, a 
subtractive solution is successful in conserving resources and minimizing waste by 
circumventing avoidable complexity. Thus, it is economical to run and maintain. The forth 
principle of elegance, that is, sustainability determines what parts to trim out and what elements 
to keep in the system. A sustainable thinking system provides for cost reduction by prioritizing 
elegant solutions that are not one-time solutions and have a longer lifespan in general. This is 
actually what elegant problem solving is about, “achieving the maximum effect with the 
minimum effort” (May, 2010). 
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Charles Smith (2010) chose a multi-disciplinary approach in defining elegance. He talked of 
elegance in nature and how it can be a guide for elegant design in engineering. An elegant 
structure in living systems is one that has the characteristics of efficiency and simplicity, or as 
Smith calls them “practicality and aesthetics at the same time”. The two elements of simplicity 
and efficiency, along with a “harmonious arrangement of elements”, co-exist in elegant 
structures in nature dependent of the environment surrounding living systems. In his suggested 
hypothesis, Smith argues that evolution of living systems pursue not only self-preservation but 
also beauty and thus elegance is the co-occurrence of beauty and practicality, which would be 
favored in the existing process of natural selection. With this guiding principle living systems, 
assuming an equality of other factors, move towards more elegant structures and systems in the 
same way that they evolve (Smith, 2010).  
Leff (1997) and Billow (1999) were the first to carry out endeavors towards researching and 
defining elegance in engineering and design. Leff associated elegance with emotional responses 
and identified creative design as an influential factor on the development of elegance (Leff, 
1997). On the other hand, Billow (1999) regarded presence of complexity as a prerequisite for an 
elegant system. In his research on elegance in system design, he suggested an additional to this 
requirement. That is, an elegant system needs to fulfill its functional purpose and relieve the 
designs constraints on the system at the same time (Billow, 1999).  
More than a decade later, in 2012, Madni introduced the concept of functional creativity to give a 
definition of elegance. He discusses that a design that combines the three attributes of novelty – 
the art of being new, relevance – the ability to satisfy problem constraints, and effectiveness – 
the ability to satisfy performance ore capability requirements, all share a characteristic which he 
calls functional creativity.  However, elegance is what enables a design to go even beyond 
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functional creativity. Elegance makes a creative solution more valuable by looking at a known 
problem from a new angle. Therefore, an elegant solution solves a need that had not been 
recognized before. Thus, elegance is a combination of simplicity and power in a graceful way; 
“an effortless display of sophistication” (Madni, 2012).  
Before we move forward with defining and applying elegance and elegant problem solving, we 
need to define each characteristic of an elegant system in more extensively. The next section 
discusses this point in detail.  
2.2. What are the Characteristics of an Elegant System? Semantic review  
In previous sections of this research paper we talked about how elegance and elegant systems 
have been defined in the current literature. In this section we focus on what the characteristics of 
elegant ideas and systems are to help us recognize elegance when confronting it.   The 
characteristics of Functionality, Relief of Design Constraints, Simplicity, Intellectual Aesthetics, 
Intuitiveness, Efficiency, Contextual Harmony, Sustainability, Gradual Improvement and 
Creativity were extracted from reviewing the body of literature on elegant design. These 
characteristics can help fully define and categorize elegant solutions according to the qualities 
that they describe and encompass. A detailed description of all these characteristics from 
different points of views is presented in the section that follows.  
2.2.1. Functionality: Does it work? 
This is probably the most important characteristic of an elegant design. A solution or design 
needs to work and solve the problem it addresses above all. Leff (1997) gave a recent definition 
of functionality as an attribute of elegant design. He interviewed a number of designers and 
summarized how they characterized elegance and elegant design in his research. Based on the 
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results, elegance was associated with two main features: 1) “Elegance achieves balance” and 2) 
“Elegance communicates sense in the right context”.  The characteristic of functionality is a part 
of both features he counts for elegance. In achieving balance, an elegant solution satisfies the 
needs of all the stakeholders in a balanced way. It benefits the end user, the designer, and the 
manufacturer at the same time.  
Although Leff counts balance as an integral part of any elegant design, he identifies end user 
satisfaction as the ultimate criterion for functionality. An elegant design is functional and makes 
sense in its context because it is tailored to the needs of the end user. The end user is the ultimate 
person to judge a design. A successful design in the eyes of the designer that is viewed otherwise 
by the user is not actually successful. Shortly after Leff, Billow (1999) described functionality in 
an elegant system by arguing that only solutions, which meet the previously decided functional 
objectives for the design can be considered elegant. For this reason all elegant solutions have 
very clear goals in that the problem they are solving is clear (Billow, 1999). As Lampson (1983) 
mentions in his work, Hints for computer system design, “neither abstraction nor simplicity is a 
substitute for getting it right”.  
There exist a number of suggestions for assessing level and magnitude of functionality. Meyer 
and Lehnard (1997) count function as an important dimension of performance, which is readily 
measurable. From this perspective, a product’s success in the consumer market, for instance, 
may provide us with implications for its level of function. Gell-Mann (1994) associates “fitness” 
in living systems as a measure for level of function. However, Billow explains functionality in 
the domain of system design by explaining two components. Billow counts the two components 
of “utility” and “non-triviality” as elements that comprise functionality (Billow, 1999). Similar to 
Leff (1997), Billow believes that the requirement of utility is met only when the user is satisfied 
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with the design. In other words, Billow’s criterion for a design’s utility is only the end user’s 
judgment.  Thus, a design has achieved its stated purpose only when the user believes so and not 
the designer (Leff, 1997; Billow, 1999). As Rechtin (1991) mentions, the beholder of a design 
defines the success of a design and not the designer. For example, in using a piece of software 
the likeability and usefulness of human-computer interface is a strong determinant of the level of 
success when using it (Schuett et al., 1994). In this sense, only by making an interface more user 
friendly can a design increase its utility, with any other aspects of the system staying the same 
(Billow, 1999). Later mentions of user satisfaction as a key measure of functionality include 
MacLennan (2006) who talks about elegance from a programming and language design 
perspective and Dias (2011) with a multi-disciplinary background in engineering and biology.  
Another suggested requirement for functionality is non-triviality of the problem at hand, that is, a 
solution needs to solve a significant problem that is currently an issue in the field. Gelernter 
(1998) calls a machine beautiful only if it can “accomplish something significant”. A good 
solution can solve a simple problem but it is not considered elegant. This is because many 
alternative solutions exist for a simple problem that achieves the required purpose within the 
constraints set for the problem. So a trivial problem for which many good alternative solutions 
already exist is not a good candidate for an elegant solution. An elegant solution is restricted to 
the problem solving that uses a new way of looking at a complex problem (Billow, 1999).    
Madni (2012) presented the latest literature on elegance. He wrote a series of publications in the 
late 2000’s, which investigate creativity, elegance and multi-disciplinary approaches to problem 
solving. In his 2012 article, Madni identified twelve characteristics for an elegant system, among 
which, “purposivity” is the closest to the concept of functionality in a design. He defines 
functionality as an aspect of a design that “accomplishes purpose or goal with minimum side 
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effects/negative consequences, given priorities”.  
2.2.2. Relief of Design Constraints: How does it work better? 
Another main characteristic of an elegant design is its ability to relieve the constraints within the 
problem. Ackoff  (1981) enlists three ways of facing a problem. He believes that a problem can 
be “resolved”, “solved” or “dissolved”. Resolving a problem is comprised of reaching a merely 
satisfactory outcome. This approach does not actually address a problem but merely limits 
negative outcomes by providing a “stop-gap”. In the second approach, which gets practiced 
during a typical design process, the design constraints are identified and a design is suggested 
which optimizes the performance against the constraints. The third approach addresses a problem 
with no compromise by eliminating the limiting impact of the design pressures. This can happen 
either by removing the constraints themselves or by engineering an elegant solution. An elegant 
solution can relieve the pressure of the design constraints so that the purpose of the design is 
achieved without sacrifice or compromise (Ackoff, 1981). Leff (1997) refers to this important 
characteristic of elegant design where he counts resolution of design constraints among the ways 
through which elegance achieves balance.  
Billow (1999) identifies an elegant solution’s ability to relieve design pressure together with 
functionality as the main criteria for an elegant design. He claims that design pressures are 
actually the source of inspiration for coming up with elegant ideas. If there is no constraint to put 
pressure on design, elegance is not a priority or an eagerly sought trait. Among the constraints 
that can limit solutions to a problem, Billow points at cost and complexity as two common ones 
in design.  Cost can be a tradeoff nearly against every design constraint. An elegant solution can 
be valuable in the sense that it relieves the pressure of the cost constraint and makes a design 
more attractive from an engineering point of view at the same time. Rory Sutherland (2012), the 
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famous name in the advertisement world, also acknowledges the necessity of constraints, 
especially financial ones, in order for elegance to emerge.  
2.2.3. Simplicity: Less is more 
As mentioned previously, an elegant design is capable of relieving design constraints due to its 
powerful simplicity. Gelernter (1998) defines elegance as an effective combination of simplicity 
and power or as he describes it, “beauty that springs from union of power and simplicity”.  
Leff (1997) counts simplicity as another way by which elegance achieves balance. He believes 
that an elegant solution appears simple since it removes elements in design, which are deemed 
excessive. An elegant design is neither under designed nor overdesigned. It is concise and clear 
and avoids unnecessary complexity. There is an instinct desire in human being to simplify the 
environment in order to gain a better understanding of it. An elegant solution responds to that 
need by bringing down a problem to its essence while avoiding oversimplification (Leff, 1997).  
A more extensive description of simplicity as a key characteristic of elegance was provided in 
the work of Billow (1999). Billow believes that complexity is a present constraint in nearly every 
design problem, which gives way to simplicity as a sought-after trait in an elegant design.  First, 
the methods and processes used to combine different parts of a design allow a limited level of 
complexity. For example, in manufacturing car and assembling its different parts there is a limit 
to the time and skills of the robots and people putting the parts together. Second, as mentioned 
before human beings are limited in their cognitive ability and comprehension of complexity. The 
characteristic of simplicity in an elegant design helps with meeting the need of the user by 
contributing to the ease of understanding a design. In addition, a simple design has lower costs of 
design, manufacturing and maintenance and in general lower costs during its lifecycle.  
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Despite all the values of simplicity, most often designers tend to add to the existing system and 
make it more complicated when asked to add a new function to the system. However elegant 
design is capable of increasing the features and functions in a design without adding complexity 
to the system. Billow illustrates his claim that is remade and presented in Figure 2.1. 
 
 
Figure 2.1: The Impact of Elegance on Complexity vs. Function; 
(Adapted from Billow, 1999) 
 
As shown in Figure 2.1, unlike a conventional solution, an elegant one is capable of increasing 
function simultaneous with decreasing complexity. Billow discusses simplicity in four main 
domains, two of which are “simplicity in a product” and “simplicity in a scientific enterprise” 
(1999).  
More recent mentions of simplicity as a key feature of elegance can be found in the work of Dias 
(2011), Smith (2010) and May (2010). In his book, In Pursuit of Elegance, May points to 
simplicity as one of the four main characteristics of an elegant and calls it “subtraction”. For a 
solution to be subtractive it needs to not have excess, what does not add value. Therefore, a 
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subtractive solution is conservative in consuming resources and producing waste and is hence 
economical.  
Madni (2012) in his article on elegance in systems design points to “usability” among the twelve 
characteristics he identifies in an elegant system. He defines usability as “ease of use with 
negligible errors and error rate”. In this sense, the term usability defined by Madni implies a 
characteristic close to simplicity in meaning. He also mentions another characteristic, 
“parsimony” as the characteristic that enables an elegant system to “accomplish intended purpose 
with minimum number of components, resources and interventions in routine/contingency 
situations”. Parsimony also mentioned by Dias (2011) is another characteristic closely related to 
simplicity.  
Some researchers view simplicity in design as a contrary to complexity. Ioffe (1997) deems the 
complexity embedded in elegance as merely “a mask for simplicity”. Gell-Mann (1994) for 
instance provides examples of elegant scientific theories that express complex phenomena in a 
comprehensive way. He discusses that Maxwell achieved elegance when he used separate laws 
discovered by Orsted, Faraday, and coulomb, to summarize laws of electromagnetism in a few 
lines of equations. Similarly, Einstein’s general theory of relativity elegantly described 
gravitation in the most compressed manner (Gell-Mann, 1994).   
2.2.4. Intellectual Aesthetics: The Wow Factor 
Intellectual aesthetics is a characteristic that has long been associated with elegance. It has been 
described under different names, “intellectual beauty”, “seduction”, and “the wow-factor” among 
others. Polanyi (1958) discusses the desire for beauty in human beings that induces a passion for 
problem solving in them. The element of intellectual beauty in elegant solutions responds to this 
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desire in viewers. Polanyi (1958) claims that great works of science all entail the element of 
intellectual beauty (Dias, 2011). O’Connor (1990) considers contemplating an elegant design a 
pleasurable experience.  Parallel to this notion, Flood and Carson (1993) associate our visual 
perceptions with a feeling of value that makes certain objects more appealing in our eyes. 
Aesthetic solutions stimulate our intellect in addition to the value we give to something which is 
just aesthetically pleasing in appearance (Billow, 1999).  Birkhoff (1933) in his attempts in 
measuring aesthetics concluded that aesthetics is related to the tension we feel due to the neural 
systems adjustments when we are trying to perceive something. The more tension we feel the 
less we find something aesthetic and pleasing (Billow, 1999). This finding coincides nicely to the 
element of simplicity in elegance.  
Similarly, Leff argues that for an elegant design or solution to make sense in its context it needs 
to have intellectual beauty. This characteristic makes an elegant design more than just 
aesthetically pleasing. The intellectual beauty embedded in an elegant design is what stimulates 
“emotional response” in the audience. An elegant design has an emotional input, which also 
provokes emotions on the user’s side (Leff, 1997).  
Similarly, Edwards (1989) recognizes elegance in his book, Elegant Solutions, by a characteristic 
that produces an emotional reaction in the user. May (2010) uses the term “seduction” for 
describing the same characteristic in an elegant design that stimulates curiosity and engages 
human imagination. Cognizance of a gap in the observer’s knowledge is what motivates her to 
relieve the feeling of curiosity by finding the unknown. One way we recognize gaps in 
knowledge is when a mental pattern (a mind-set, bias or paradigm) is suddenly broken. A 
seductive design violates what we expect and hence, makes us sense the gap in our knowledge 
that stimulates curiosity (May, 2010).  
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Leff (1997) uses the term “aha! moment” to describe the emotion felt by the designer when 
arriving at an elegant idea. The user, in turn, experiences the same feeling since an elegant 
design or product communicates this aha moment with the user and induces a feeling of joy from 
understanding. Leff associates this characteristic with the ability in an elegant design to 
communicate sense (1997). The characteristic in an elegant solution that communicates a feeling 
of sudden insight from solving a puzzle in the viewer is also known as the “wow-factor”. In this 
sense an elegant solution is “revolutionary”. A graphic illustration of this factor is shown in 
Figure 2.2, which is a remake of the S-shaped technology development model presented by 
Billow (1999).  
 
 
Figure 2.2: An Elegant Technology Development Model;  
(Adapted from Billow, 1999) 
 
As it can be observed in Figure 2.2, technologies improve in their functions as they evolve. 
When a new technology is introduced to the market, most often it has inferior performance 
compared to existing technologies. However, the new technology evolves on its turn and 
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eventually overrides the old technology and substitutes it. An elegant solution differs from a 
conventional solution in the sense that it supersedes old technologies in function and 
performance as soon as it is introduced. This partially accounts for the surprise and excitement 
when facing an elegant product (Billow, 1999). Blockley and Godfrey (2000) and Dias (2011) 
argue the importance of “delighting the client”. A particular subset of the population, users, is 
important to engineers and delighting them is what an elegant engineering solution entails. Leff 
(1997) and Madni (2012) believe that emotional response evoked in the user of an elegant 
product along with other characteristics such as intuitiveness create a bonding between the 
product and its user. Bonding is another type of emotional communication between an elegant 
system and its user.  
2.2.4.1. Capability of redefining a business 
Billow (1999) argues that, due to an elegant technology’s ability to supersede existing 
technologies at the time of its introduction to the market, sometimes an elegant solution has the 
ability to redefine or create a new business. This capability of elegant ideas originates from their 
capability to “leap-frog existing systems in performance”. This is more of a consequence rather 
than a characteristic of elegance (Billow, 1999; MacLennan, 2006; Madni, 2012).  
2.2.5. Intuitiveness: Form follows function 
Feyerabend (1970) first talked about intuitiveness in a scientific theory when he argued that 
“form” should be a criterion for judging a scientific theory, in addition to its content. The 
element of form is what distinguishes an elegant solution from an already functional one 
(Feyerabend, 1970). Dias (2011) counts intuitiveness as a necessary characteristic of an elegant 
solution in engineering. Leff (1997) and Billow (1999) express the same concept by attracting 
attention to the point that in an elegant design, that “form follows function”. Leff believes that a 
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main feature of an elegant design is its ability to communicate sense. Form is one way of 
communicating sense with the user of a design. Form in an elegant design informs the user of its 
function (Leff, 1997).  
Billow (1999) describes design as a process that creates a form that realizes certain stated 
functions. He counts several benefits for a design in which form follows function. First, in such a 
design understanding the functions and operating the system is much easier. Second, the user 
does not get confused and frustrated since everything makes sense to her. Third, as Billington 
(1983) argues, a design with such a characteristic is easier for other designers to analyze and 
make modifications to. These benefits originate from the fact that in elegant solutions the 
structure addressing a problem corresponds to it meaningfully (Billow, 1999).  
2.2.6. Efficiency: Doing more with less 
Meyer and Lehnard (1997) describe an elegant system as one in which “all subsystems, taken as 
a whole, create the greatest output performance for the least inputs”. The relationship between 
inputs and outputs in a system is in fact the definition of efficiency. Billington (1983) reminds 
that that efficiency is closely associated with the amount of input entering a system. Inputs most 
often require some kind of resource to be used. These resources range from materials and energy 
to time and expertise. Since elegance relives a problem from its design constraints it has great 
impacts on the system inputs. Elegance enables a system to be efficient by the simplicity it offers 
in solving a problem (Billow, 1999).  
Smith (2010) argues that in living systems, like in man-made systems, efficiency is necessary to 
turn the system into an elegant one. Similarly, May (2010) talks of “achieving the maximum 
effect with minimum effort” as an important feature of an elegant solution.  
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Madni defines the characteristic of efficiency in an elegant engineering as “accomplishing 
desired outcome with minimum resources, effort, and waste” (2012). The characteristic of 
“utility” in Madni’s work also related to efficiency in an elegant system. Utility is the 
“monetary/non-monetary net positive effect achieved for investment made” (Madni, 2012).  
2.2.7. Contextual Harmony: Does it make sense here? 
The element of contextual harmony or as Leff (1997) calls it “making sense in the right context” 
has been previously mentioned in this study.  Context can take the form of time, culture, or 
nature. An elegant design has a sense of time and culture. An elegant design communicates 
sense, as a measure of harmony, in the context of its time and culture and is thus more successful 
in meeting the needs of the stakeholders. An elegant design is harmonious with nature. One 
aspect of an elegant design is that its simplicity allows conservativeness in using resources. 
Therefore, it is more environmentally friendly and it communicates sense in the context of its 
environment in a more harmonious way. Leff also talks of sense making in a system on micro 
and macro level. An elegant design achieves balance by paying a balanced attention to details 
and the whole. It works at both micro and macro level. In such a design all the elements interact 
in a harmonious way to create a unity at a greater level (Leff, 1997).  
Billow points to the concept of contextual harmony points under the term “consistency”. He 
argues that an elegant design needs to belong comfortably to its surrounding environment. He 
divides consistency to two categories: “consistency with function and user interface” and 
“consistency with the environment”. Consistency in function is when a product is consistent in 
the way it functions and delivers outputs, that is form follows function. For example, when 
working with software products, the user interacts confidently with an elegantly designed 
interface, since the product follows the mental model presented to the user consistently (Billow, 
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1999).  
A system’s environment is the sum of all the elements outside the system that can affect and 
sometimes constrain it.  A system that enjoys an elegant design looks comfortable and consistent 
in its surrounding environment. This environment can be a literal or contextual environment such 
as time and culture (Billow, 1999). In his book, The Elegant Solution: Toyota’s Formula for 
Mastering Innovation, Matthew May (2007) talks about the principles of innovation, where he 
argues that a main principle of an elegant is that any innovation or elegant idea needs to fit the 
society it belongs to. A solution that does not address a problem in which it is presented is not 
considered elegant despite its creativity.   
2.2.8. Sustainability: How long does it last? 
We discussed previously that elegant systems are sustainable since they are conservative with 
energy, material and waste. However, this is more of an environmental approach to 
sustainability. In this section we discuss from a more general point of view what lies within 
sustainability (referred to as durability for this purpose) as a characteristic that leads into those 
results. In an elegant system, durability relates to other characteristics such as simplicity and 
efficiency. An elegant solution has a longer lifespan compared to a conventional solution due to 
its simplicity and most often low cost of maintenance. Billow (1999) calls this characteristic of 
elegant systems “endurance”, whereas, May (2010) names this attribute sustainability and 
associates it with two other characteristics of elegance, seduction and subtraction. For a solution 
to be applied over and over again, it needs to consider the constraints and limitations of the 
problem it resolves and be conservative with consuming resources. This can be achieved by 
framing a complex problem within the limitations imposed on it and use them as a source of 
creativity (May, 2010).  
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Madni (2012) describes sustainability in the context of flexibility to change. He defines a 
sustainable system as one that “endures cost-effectively in the face of anticipated and 
unanticipated change”. In general, the simplicity and efficiency in a system make it cost effective 
to produce and maintain, thus increasing the lifespan of the system as long as the resources 
remain available as inputs. 
2.2.9. Creativity: Does it do something new in a different way? 
It is almost intuitive that an elegant idea is creative. Rubenstein and Firstenberg (1994) count the 
creative approach in tackling the complexity of a problem a characteristic of an elegant design.  
May (2007) uses the term “ingenuity in craft” as a principal feature of elegant innovations and 
ideas. Madni (2012) however acknowledges the existence of creativity in an elegant system but 
argues that elegance goes beyond being creative. He introduces the concept of “functional 
creativity” in his literature and discusses that a design that combines the three attributes of 
novelty, relevance, “ability to satisfy problem constraints”, and effectiveness, “ability to satisfy 
performance or capability requirements”, have a characteristic which he calls functional 
creativity. He differentiates an elegant idea from a merely creative one by claiming that an 
elegant system goes beyond having functional creativity.  
In this section we reviewed and discussed ten main indicators of elegance and elegant design 
extracted from the current literature. These indicators act as categories, which encompass several 
observable measures of elegance in a design or system. We conclude this section by 
summarizing the literature we detailed. Table 2.1 illustrates this summary.  
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Table 2.1: A Summary of the Literature Review on Elegance 
Indicator Reference  
Functionality Leff, 1997 
Gelernter, 1998 
Billow, 1999 
MacLennan, 2006 
Dias, 2009 
Madni, 2011 
Relief of Design Constraints Ackoff, 1981 
Leff, 1997 
Billow, 1999 
Sutherland, 2012 
Simplicity 
 
Gell-Mann 1994 
Leff, 1997 
Gelernter, 1998 
Billow, 1999 
Dias, 2009 
May, 2010 
Madni, 2011  
 
Intellectual Aesthetics 
 
Polanyi, 1958 
Edwards, 1989 
O’Connor, 1990 
Flood and Carson, 1993 
Leff, 1997 
Billow, 1999 
Dias, 2009 
Smith, 2010 
May, 2010 
Madni, 2011 
Intuitiveness Feyerabend, 1970 
Leff, 1997 
Billow, 1999 
Dias, 2009 
Efficiency Meyer and Lehnard, 1997 
Billow, 1999 
Smith, 2010 
May, 2010 
Madni, 2011 
Contextual Harmony  
 
Leff, 1997 
Billow, 1999 
May, 2007 
Durability Billow, 1999 
 
May, 2010 
Madni, 2011 
Gradual Improvement  May, 2007 
Madni, 2011 (evolveability) 
Creativity Rubenstein and Firstenberg, 
1994 
May, 2007; 2010 
Madni, 2011 
 
2.3. Successful Design Approaches Related to Elegant Design: Analytic review 
A comprehensive overview of the current literature on elegance in general and on elegant design 
more specifically revealed ten key characteristics of elegance, which entail several observable 
measures for defining and assessing elegance in a system. This initial list of measures, however, 
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was compared, analyzed and modified based on indicators of successful design relevant to 
elegance as a construct. Three approaches were explored, which focused on user-centered 
design, the industrial and manufacturing aspect of elegant design and a hierarchical definition of 
elegance. Each of the aforementioned concepts linked to elegant design and their main 
takeaways are studied and discussed.  
2.3.1. The Interaction Approach: Norman’s User-centered Design  
User-centered Design is a framework for product/service design wherein the needs and desires of 
the user are recognized, analyzed and accommodated in each step of the design process. A 
conventional design approach aims to optimize economic profit at an acceptable level of 
performance sometimes even at the cost of forcing the user into an unnatural behavior. On the 
contrary, user-centered design adopts a user-centric approach in design where the ultimate goal is 
to meet the capabilities, wants and needs of the user. Such a strategy requires designers to 
constantly research users’ behavior, tailor their designs accordingly, and test the accuracy of 
their assumptions and understanding of users’ interaction with the designed system iteratively 
during the design and production process. As a result, a user-centered design, also known as 
interaction design, adjusts the relationship between people and designed 
products/services/technologies to enrich user’s experience.  
In the user-centered design approach, an “effective, flexible, learnable and satisfying to use” 
design, which Shackel (1990) believes to fulfill all requirements for usability, is not necessarily 
deemed this way. In fact, successful designs and technologies need to be “in harmony with users’ 
needs” and “enrich the users’ experiences” (Shneiderman, 2003). In design for enhanced user 
experience, the criterion for usability relies solely on how useful or productive a system is 
perceived from the user’s perspective (Preece et al, 2002). As a result, designers need to ensure 
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that every interaction of the user with a system is understood, expected, and fostered for an 
enhanced experience.  
McCarthy and Wright (2004) argue that enriching users’ experience cannot be accomplished 
unless we comprehend the interaction between people and technology in terms of “the felt life”. 
The emotional quality of interaction, which lies at the center the felt experience, turns a human 
experience with a design/technology into an “aesthetic” one. In aesthetic experience, the sensory 
and intellectual elements of aesthetics involve the experiencer in a process of sense making that 
turns the experience meaningful, whole and emotionally satisfying. It is through engaging in this 
thread of activities and feelings that the user undergoes an enriched experience (McCarthy and 
Wright, 2004).  
Boorstin (1995) suggests that an aesthetic experience encompasses three types of pleasure: the 
visceral pleasure of thrill, the pleasure of emotional engagement and the intellectual pleasure of 
encountering with novelty. In a similar approach, Benson (1993) counts “absorption” as an 
integral element of an aesthetic experience. As Benson defines, absorption happens when the 
barriers between self and an object are broken down, and one is thoroughly immersed in the 
experience to the point of  ‘entrancement’, ‘enchantment’, and ‘bewitchment’. Feelings of 
pleasure and delight accompany absorption. 
Hekkert (2006) defines the four principles of aesthetic pleasure in product design. He calls the 
first principle “maximum effect for the minimum means” and argues that humans prefer an 
object/idea that requires less investment in terms of time, effort, and cognition to achieve 
maximum effect to other options. In other word, a user correlates efficiency or simplicity in a 
design or system with aesthetic pleasure. The second principle, “unity in variety”, points to 
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characteristic in a design close to the concept of “symmetry” by May (2010). An aesthetically 
pleasurable design needs to be self-explanatory in the sense that it enables the user to find order 
in the chaos of the system. Hekkert identifies the third principle of aesthetic pleasure as “most 
advanced, yet acceptable”. He explains that we enjoy designs that look, sound and feel familiar 
to our sensory system, yet they are suggestive of novelty and originality. The last trait of 
aesthetic enjoyment is linked with the ‘form follows function’ notion whereby a sense of 
harmony in design is conveyed to the user.  
Definitions and explanations presented above suggest that aesthetic experience as it relates to 
enriching users’ experience is conceptually akin to elegance and elegant design. Aesthetic 
pleasure is what differentiates elegant design from a conventional one and encompasses several 
measures of assessing elegance.  In this section, we analyze and discuss aesthetic experience, its 
components and common traits as they compare to elegant design. This approach allows us to 
expand our review of the characteristics of elegant design and identify well-defined measures for 
evaluating them.  To this intent, Norman’s approach in defining and explaining aesthetic 
pleasure based on a human model of cognition and emotion is discussed and analyzed (Norman, 
2004; 2013).  
Donald Norman analyzes a design on the basis of the enjoyment felt by the user. Similar to 
Boorstin, he contemplates three levels of enjoyment that correspond to humans’ three levels of 
processing, namely, ‘visceral’, ‘behavioral’ and ‘reflective’.   
The visceral mechanism of the brain, which is the most basic level, corresponds to the 
subconscious system of cognition. It is also called ‘the lizard brain’, since more primitive 
animals in the chain of evolution such as lizards operate at the visceral level. A visceral response 
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is the immediate reaction to any stimulant of the sensory system, where all its input come from. 
The user’s initial impression and immediate perception of a design is visceral and sensual in 
nature. At this level, no matter how effective or useful a design is, the user decides between 
attraction and repulsion. The visceral response is oft ignored and left out in engineering design 
where most designers focus on the effectiveness and usability of the end product. Thus, they get 
frustrated when users opt for more attractive, yet technically inferior products.  Kurosu and 
Kashimura (1995) came to the same conclusion when they researched people’s judgment of two 
identical ATM machines, except for the way the button and screens were arranged. People 
decided that the attractive option worked better and was easier to use.  
The element of aesthetics in an elegant design encompasses all three levels of cognition and 
emotion. At the visceral level, an elegant design appeals to the user through its beautiful, well-
organized form. It captures the user’s attention through her sensory system and keeps her 
attention focused while revealing further layers of the design. Without sensual attraction, an 
otherwise elegant design fails to impress the user and thus, encourage interaction.   
A higher level of processing, that human beings have in common with other mammals, is the 
behavioral brain. Behavioral level controls skilled behavior in routine and previously 
experienced situations. Similar to the visceral mechanism, behavioral processing is 
subconscious; however, for this level of analysis the brain makes use of the input from both the 
sensory system and the output of the visceral brain. The behavioral level of analysis affects 
users’ perception of a design through defining expectation. The behavioral brain is trained to 
operate in expected situations and show a certain behavior accordingly. Expectation of a positive 
outcome can trigger a positive affective response, aka a “positive valence”. At this level of 
analysis, human brain constantly makes evaluations, and depending on whether an expectation is 
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confirmed or rejected, feelings of satisfaction or disappointment may arise. A design that 
corresponds well to this process, acknowledges users ‘expectations, prevents frustration, and 
creates a feeling of relief. Thus, designs that are easy to operate or learn foster a positive affect or 
valence in the user.  
An elegant design accommodates a positive valence at the behavioral level of cognition by 
providing a solution “most advanced, yet acceptable” (Hekkert, 2006). An elegant design maps 
mental models to conceptual models pleasingly, hence avoids frustration and disappointment by 
the user. A conceptual model is an often-simplified description of how a system operates. On the 
other hand, a mental model is the user’s perceived conceptual model. Essentially, a mental model 
accounts for how people believe a system works. An elegant design helps the user arrive at a 
mental model that aligns comfortably with the system’s conceptual model. As a result the user is 
able to predict her actions comfortably and avoid confusion (Norman, 2013). An elegant system 
is designed in a way that the system’s form, its components and their interactions are familiar to 
the user and make sense in their context. Furthermore, the elegant simplicity masking the 
embedded complexity of such a system prevents users from getting puzzled. Thus, an elegant 
design is intuitive and self-explanatory. A sense of familiarity perceived by the sensory system 
along with a feeling of contextual meaningfulness caused by well-met expectations suitably 
satisfies the user’s behavioral level of thinking in an elegant design. However, an elegant design 
goes above and beyond merely satisfying the user; it surprises the user with it powerful 
simplicity. An elegant system is delightfully surprising to the user since it actually violates the 
user’s expectations in a pleasant way. Superseding the user’s expectations against solely 
satisfying them is what sets elegant design fundamentally apart from a successful design.  
The highest level of cognitive analysis, unique to the human brain, is the reflective mechanism of 
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operation. This level of processing enables human beings to contemplate, analyze, and generate 
new concepts and ideas. Thinking, reflecting and learning all happen through the reflective brain. 
Unlike the two other mechanisms, the reflective analysis is conscious. It also differs from 
visceral and behavioral thinking in the sense that it is completely cut from the sensory system 
and thus, relies on the visceral and behavioral systems for input. Instead, it can influence the 
behavioral system, which in turn controls the visceral system’s reaction. The reflective level of 
thinking is the one that learns how to operate a design and decides whether a design is truly 
functional and effective. Once the reflective brain evaluates a design, memory stores the analysis 
results and updates our perception of that product. Reflective memories have the power to mask 
the reality for us. For example, a design that triggers a positive visceral response, yet fails to 
meet our expectations of usability at the behavioral level, might be remembered as more 
satisfactory than it really is. Such a scenario explains why “attractive things work better”. At the 
same time, if a design frustrates the user at the behavioral level, especially toward the end of the 
experience where most reflections on the perceived emotions take place, our memory lacks the 
positive visceral qualities of the experience. That is why, based on the model of human cognition 
and emotion, design must take place at all three levels of analysis to create an enhanced user 
experience.  The biases created at each level can influence our perception at other levels and our 
whole experience as the user (Norman, 2004; 2013) 
The intellectual beauty in an elegant design triggers feelings of curiosity and imagination in the 
viewer, which in turn motivate the reflective mind to search for ways of filling the knowledge 
gap, as May (2010) describes. The chain of feelings and thoughts stimulated by the aesthetic 
beauty, namely surprise, curiosity and imagination, leads the reflective brain toward 
understanding the underlying idea beneath the design through analytical cognitive processes. 
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When the resulting discovery occurs, the user experiences an aha! moment of insight, she is 
wowed by the design and undergoes a feeling of unity with the designer. This feeling is what 
Benson (1993) refers to as absorption by an aesthetic experience to the point of losing oneself in 
it. The thrill of solving a puzzle, the surprising way our expectations were broken, and the 
analytic understanding of how effectively the system performs all form our memory of the 
aesthetic experience via interaction with an elegant system. This pleasant memory is what creates 
trust and hence, causes royalty and attachment to the elegant system in the user.   
The threefold cognitive analysis that determines the wholeness of users’ experience and from 
their judgment of an elegant design needs to be attended to in all the steps of interaction with 
design. Such a design corresponds to the user’s sequence of analysis by providing appropriate 
feedforward and feedback responses during execution and evaluation stages of interaction 
respectively. While most improvements in design mostly alter the existing products 
incrementally to enhance user experience at each step, radical ideas introduce a new approach in 
resolving the problem at hand (Norman, 2013). An elegant idea has the capability to resolve the 
problem by redefining the goal through root cause analysis and thus, presenting an entire new 
product/design. In this fashion, an elegant idea feeds the user’s mental model, breaks it and then 
reconstructs it in a more subtle form.  
2.3.2. The Industrial and Manufacturing Approach: Madni’s Elegant System 
In his work, Elegant Systems Design: Creative Fusion of Simplicity and Power, Madni (2012) 
presented a list of twelve characteristics of an elegant system and metrics for measuring them. 
Madni looked at elegant design from an industrial systems point of view and provided metrics 
for measuring elegance in that context. Madni’s list of indicators of an elegant system mostly 
entails the systemic rather than the perceived aspect of elegance in design. As a result, user’s 
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aesthetic experience, which lies at the heart of an elegant design does not appear among his 
requirements and hence, measures of an elegant system. Nevertheless, Madni is the first 
researcher to provide a formal definition of elegance in addition to otherwise comprehensive and 
practical metrics of elegant systems. Table 2.2 illustrates a remake of Madni’s descriptions of 
twelve characteristics of an elegant system. 
 
Table 2.2: Characteristics of an Elegant System; Adapted from Madni, 2012 
Characteristic Description 
Purposivity accomplishes purpose or goal with minimum side 
effects/negative consequences, given priorities 
Parsimony accomplishes intended purpose with minimum number of 
components, resources and interventions in routine/contingency 
situations. 
Transparency inspectable system behavior during operation or use 
Scalability design scales linearly with increase in complexity 
Sustainability endure cost-effectively in the face of anticipated and 
unanticipated change 
Bonding visceral/emotional connections with users/operators 
Efficiency accomplish desired outcome with minimum resources, effort, 
waste 
Evolveability adapt/extend seamlessly to meet new market/operational 
demands 
Affordability total cost with customer’s acceptance threshold 
Usability ease of use with negligible errors and error rate 
Utility/impact monetary/non-monetary net positive effect achieved for 
investment made 
Predictability system behavior can be determined in a variety of future 
contexts and scenarios 
 
As it is observable from Table 2.2, several of the characteristics enlisted by Madni overlap with 
what other researches refer to as indicators of elegance in engineering design. All the new 
characteristics in Madni’s work were identified and included in our list of characteristics and 
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measures of elegant design, which concludes our literature review.  
2.3.3. The Structural Approach: Maslow’s Hierarchy 
Salado and Nilchiani (2013) take a systems thinking approach to offer a structural definition of 
elegance in system architecture based on Maslow’s hierarchy of human needs. They partition 
requirements for elegance into three hierarchical categories, where higher levels of elegance 
cannot be fulfilled without the lower levels getting satisfied first. As a result, we witness a 
growing level of elegance as we move from the bottom onto the top tiers of Maslow’s pyramid 
(Madni, 2012; Salado and Nilchiani, 2013).  Figure 2.3 illustrates the proposed hierarchical 
model for defining elegance. 
 
 
Figure 2.3: A Hierarchical Definition of Elegance; 
(Adapted from Salado & Nilchiani, 2013) 
 
The lowest two tiers in the pyramid, point to the functionality and effectiveness of an elegant 
design. These characteristics are the baseline for any design that solves the problem. Fulfillment 
	  
Adaptability 
needs 
Flexibility
modularity
scalability
Efficiency needs
 Use of resources, 
process efficiency
Availability needs 
Reliability, maintainability, 
supportability
Performance needs
 The system works well
Functional needs
 The system works
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of functional and performance needs in a system is on par with what Madni (2012) calls 
‘purposivity’, also referred to as functionality and effectiveness. The two mid-level tiers of the 
pyramid, namely, availability and efficiency needs point to a system that delivers an efficient 
form of functionality that maximizes utility for the user, hence is easy to operate and maintain. 
These characteristics correspond to ‘usability’, ‘predictability’, ‘parsimony’, ‘transparency’, 
‘scalability’, ‘efficiency’, ‘utility’, and ‘affordability’ as Madni describes. The uppermost tier of 
Maslow’s pyramid is unique to an elegant system where the adaptability needs of the user are 
provided for. Madni uses the terms, ‘sustainability’ and ‘evolveability’, to explain this aspect of 
an elegant design (Madni, 2012; Salado and Nilchiani, 2013). 
Essentially, the structural approach in defining elegant system architecture classifies previously 
identified aspects of elegance in the current literature. However, a great advantage of a 
hierarchical approach to defining elegance lies in ranking the order of importance and occurrence 
for these indicators. This framework defines three ordered categories of requirements for an 
element system wherein the fulfillment of the higher levels are meaningless before achieving the 
lower one(s). The ranking method this study proposes moves us one step closer to evaluating and 
comparing design candidates in elegance.   
2.4. How the current research is different:  A comprehensive approach 
Both the semantic and analytic overviews of the current literature provide evidence that current 
attempts to define and evaluate elegant systems lack operational definitions and comprehensive 
metrics of measuring elegance. As a result, most attempts remain descriptive approaches that fail 
to compare and differentiate between design candidates quantitatively despite the rising interest 
and need in developing elegant systems. Furthermore, each approach in defining elegance 
pinpoints a series of characteristics that conform to the contextual requirements of that specific 
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perspective, albeit having considerable common content with other approaches. Therefore, there 
exists an apparent research need in developing methods of defining, measuring, modeling and 
predicting elegance as a concept. The current research responds to this growing need by offering 
a framework for quantifying elegant design.   
The current research uses a systematic research approach in developing and validating such a 
framework. The semantic and analytic reviews of the current literature allow us to collect and 
analyze a comprehensive list of characteristics of elegant design and their pertaining measures of 
elegant design from a multi-disciplinary perspective. A valid and reliable scale for evaluating 
modeling an elegant design and its constituents is the fundamental contribution of the present 
research attempt. The systematic approach in developing and validating a scale for elegant 
design against experts’ opinions and through statistical techniques, along with the suggested 
models for describing and predicting elegance in design are presented in the following Chapters.  
A total of 44 measures of elegant design extracted from the literature that collectively explain 10 
aspects of elegant design can be found in Appendix A. This list forms the basis for all the 
methodological procedures introduced and implemented in Chapter Three.   
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3. RESEARCH METHODS 
This Chapter discusses the research methods used to develop a scale/framework for measuring 
elegant design in engineering, and to apply regression modeling and machine learning algorithms 
to describe and predict elegant design from its constituent measures respectively. The steps 
toward developing, refining and verifying the scale and building and testing the models along 
with the statistical methods applied throughout the procedure fulfill the second, third, fourth and 
fifth objectives of the current study and are described in detail as follows.  
3.1. Developing a Scale for Elegant Design in Engineering  
The first goal of the current study, which entails objectives two and three, is to create a valid and 
reliable framework for measuring elegant design. In order to achieve this goal, the constituent 
measures of elegant design were identified, refined and verified in their validity and reliability 
through various approaches. Elegant design in engineering as any complex construct is a broad, 
subjective and abstract concept that is not easily and objectively measurable. Thus, to define, 
measure and distinguish elegance, we need to break it down to a series of variables that are 
objectively observable and hence measurable. This is especially important since an objectively 
identifiable and measurable construct built into a scale can be studied as a variable to investigate 
its relationship with other variables. The current research defines elegant design in engineering 
and presents a scale as a tool for measuring it (Fraenkel and Wallen, 1993). A detailed 
description of the research methods and statistical analysis tools used throughout this process are 
presented step-by-step.  
3.1.1. Creating a Survey Instrument for Elegant Design 
The first step toward developing a scale for assessing elegance as a construct requires identifying 
and filtering an initial list of observable measures of elegant design. This step aims at achieving 
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the third objective of the current study and is described in this section where the process of 
collecting and verifying the measures/items that comprise the initial scale is fully explained. 
Reviewing the current literature, assessing each item on the scale by expert raters, examining the 
inter-rater reliability among the raters, and testing the content validity index of the items were all 
parts of the process toward creating an instrument for elegant design.   
3.1.1.1. Selecting Potential Items on the Scale: Face and Content Validity 
from Literature Review and Expert Judges 
The current literature was used as the first source for selecting potential items that encompass a 
scale for assessing elegant design. Based on the literature review discussed in Chapter Two a list 
of 44 measures belonging to 10 distinct categories was developed. This list and the operational 
definitions associated which each item on the list can be found in Chapter Two and Appendix A. 
Upon examining the face validity for each item, the list of potential measures for elegant design 
was narrowed down to contain a total of 32 items. Several rounds of rephrasing were completed 
before accepting a succinct yet clear description for each measure. Table 3.1 presents the 32 
potential measures of elegant design, which constitute nine distinct categories. 
 
Table 3.1: An Initial List of Characteristics and Measures of Elegant Design  
Category	  	   Measure	  
Functionality	   Achieves	  functional	  objectives	  Provides	  for	  end	  user	  satisfaction	  Works	  for	  all	  stakeholders	  Solves	  a	  non-­‐trivial	  problem	  
Flexibility/Sustainability	   Has	  a	  long	  functional	  life	  Can	  adapt	  to	  new	  demands	  Has	  predictable	  behavior	  Is	  flexible	  in	  the	  face	  of	  change	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Category	   Measure	  
Simplicity	  
	  
	  
Uses	  minimal	  resources	  Produces	  minimal	  waste	  Is	  easily	  inspectable	  during	  operation	  Lacks	  redundancy	  Is	  affordable	  for	  the	  user	  Is	  simple	  to	  implement	  Is	  simple	  to	  maintain	  Is	  easy	  to	  use	  
Intuitiveness	   Communicates	  the	  goal	  of	  the	  design	  Has	  predictable	  behavior	  Is	  self-­‐explanatory	  for	  users	  
Aesthetics	   Has	  predictable	  behavior	  Connects	  with	  the	  user	  emotionally	  Communicates	  an	  “aha!”	  moment	  of	  insight	  Earns	  users'	  trust	  Provokes	  imagination	  in	  the	  user	  
Constraints	   Circumvents	  design	  constraints	  by	  reframing	  the	  problem	  Avoids	  tradeoffs	  between	  desirable	  characteristics	  
Contextual	  Harmony	   Accounts	  for	  both	  the	  big	  picture	  and	  details	  of	  the	  system	  Fits	  in	  with	  the	  surrounding	  social	  environment	  Fits	  in	  with	  the	  surrounding	  natural	  environment	  
Efficiency	   The	  system	  performance	  is	  worth	  the	  effort/cost	  by	  the	  user	  The	  output	  from	  the	  system	  significantly	  overrides	  the	  input	  into	  the	  system	  
Creativity	   Approaches	  the	  problem	  from	  an	  unconventional	  perspective	  
 
Measures illustrated in Table 3.1 need to go through an extensive examination procedure before 
they form a valid and reliable scale. Checking for content validity of the items included in a scale 
is a crucial part of investigating the resulting scale’s quality (Polit & Beck, 2006). Definitions of 
content validity in literature include but are not limited to “the degree to which an instrument has 
an appropriate sample of items for the construct being measured” (Polit & Beck, 2004), and “the 
extent to which an instrument adequately samples the research domain of interest when 
attempting to measure a phenomenon” (Wynd et al., 2003).  In general, content validity 
constitutes all the researcher’s attempts to adequately collect the items that offer an operational 
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definition of the construct of interest. A thorough investigation of the domain of interest to 
collect and generate appropriate measures most often through literature review accounts for 
establishing face validity. The consequent efforts to examine the relevance and quality of the 
scale items through expert rating fall into content validity testing (Beck & Gable, 2001; Lynn, 
1986; Mastaglia, Toye, & Kristjanson, 2003).  
The content validity of the scale was established in the current study by testing its content against 
expert judges’ opinions using the content validity index method.  This step was taken to ensure 
that all the main explanatory measures of elegant design are taken into account and that 
irrelevant variables are filtered out before applying further analytic methods.  
3.1.1.2. Selecting the Expert judges  
A panel consisting of individuals with a history of publication in the field or/and professionals 
currently active in the field is recommended by literature to act as experts for rating the scale of 
interest (Rubio et al., 2003). In the current study, a group of expert judges in the realm of 
engineering elegance validates the list of measures extracted from reviewing literature. This 
group consists of 5-7 individuals who have conducted extensive published research in 
engineering elegance and are preferably active in practicing engineering design. Lynn 
(1986) suggested a minimum of three content experts and more than 10 has been mentioned to be 
unnecessary.  
A questionnaire was designed and administered to a list of expert judges on elegant design as a 
part of the content validity verification process.  The survey was sent out to a list of 
approximately 60 expert judges and the responses from a total of five judges were collected 
(participation rate = 8.33%). 
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First, The respondents to the questionnaire were provided with a list of the initial measures of 
elegant design derived from literature review. Next, they were required to examine the items on 
the list and identify whether each one is “completely representative”, “quite representative”, 
“somewhat representative” or “not at all representative of” elegant design in engineering. The 4-
point ordinal scale was chosen based on the recommendation of authors such as Lynn (1986) and 
Waltz and Bausell (1981). The raters were also requested to suggest any measure(s) that they 
believe should be included in the list as well as rate and explain them. Similarly, they were asked 
to identify any repetitive measure(s) of elegant design.  
3.1.1.3. Examining the Inter-rater Reliability 
For the expert’s opinions to be a reliable indicator of how crucial each measure is in explaining 
elegance as a construct, they need to converge on a collective consent. Inter-rater reliability, 
which is defined as the amount of agreement achieved among the judges not by chance, is a 
practical measure of such consent (Gwet, 2014).  
The current literature suggests different indices and methods of assessing inter-rater reliability 
among the raters, the oldest being the “Cohen’s Kappa coefficient”. Cohen’s Kappa was 
originally suggested by Cohen (1960) to assess the agreement between two raters when they rate 
N objects into two nominal categories. Later, Cohen (1968) introduced the concept, “Weighted 
Kappa” coefficient, to account for the case where the data is not of binary scale.  Fleiss (1971) 
also introduced the “Fleiss’s Kappa” Coefficient and generalized this method to the case where 
the number of raters is more than two. Krippendorff (1970, 1978 and 2008) expanded on Cohen 
and Fleiss’s work by suggesting a Kappa-like coefficient for inter-rater agreement called 
“Krippendorff’s Alpha” that extended the application of such coefficient to different types of 
data and methods of weighting. More recently, Berry and Mielke (1988) and Janson and Olsson 
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(2001 and 2004) proposed important extensions of Kappa to ordinal, interval and ratio data. 
Unfortunately, none of these approaches solved the main criticism to the Kappa approach for 
accounting chance agreement called “the Kappa paradox” (Feinstein & Cicchetti, 1990; Viera 
and Garrett, 2005; Gwet, 2008). Kappa’s approach especially is not appropriate when dealing 
with skewed data, that is, when the prevalence of data that belong to a certain 
category/categories is higher than some other. Some research has suggested use of a prevalence 
index to get a better estimation of chance agreement (Sim and Wright, 2005). In the current study 
we used two methods the Brennan-Prediger coefficient for multi-rater reliability of ordinal data 
known as BP (Brennan and Prediger, 1981) and also a more recent and precise estimate of inter-
rater reliability suggested by Gwet (2008) called AC2. Both methods still use a Kappa-like 
approach, which means they calculate the percentage agreement among the raters and the 
percentage agreement that could have happened by chance. The only difference between 
Cohen’s kappa and the two latter methods is the way they account for chance agreement based 
on the number of raters, objects and categories.  
These two coefficients were calculated using Matlab programming based on our data for thirty-
two objects (n=32), 4 categories (q=4) and 5 raters (r=5).  
3.1.1.4. Testing for Content Validity Using the Content Validity Index (CVI) 
At this point we have a list of measures that have been rated for representativeness regarding 
engineering elegance by our group of expert judges. In order to check for content validity of the 
obtained list we compute the Content Validity Index (CVI) for the measures.  
The content validity index (CVI) is one of the most widely used methods of assessing content 
validity, credited to Martuza (1977). A measure’s CVI is an indicator of its representativeness 
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and relevance to the construct of interest (Rubio et al., 2003).  In the current case, a panel of 
experts rated each item on a 4-point ordinal scale with value of 4 associated with an item that is 
“completely representative” of elegant design in engineering and 1 to an item, which is “not at 
all representative” of the construct under study. The CVI value for each measure is most 
frequently computed by calculating the number of experts giving a rating of 3 or higher to the 
item divided by the total number of experts (Davis, 1992).  Davis (1992) recommends a CVI 
value of 0.80 or higher while a value of 0.78 or above for three or more experts is considered 
adequate to establish content validity in more recent studies (Polit & Beck, 2007).   
In the current study a cut-off point of 0.80 was applied to dichotomize the items on the scale into 
“relevant” and “not relevant” measures.  These measures fulfill the content validity criterion and 
form an initial scale for elegant design before proceeding with other validity and reliability 
criteria.   
3.1.2. Refining and Analyzing the Scale Items 
Upon finding and validating representative measures of elegant design from literature review and 
through experts’ judgment, a quantitative approach was undertaken to further investigate the 
reliability and validity of the initial scale developed. Analytic techniques and statistical methods 
including exploratory factor analysis and tests of test-score reliability were carried out to refine 
and analyze the scale items from the first stage. For this purpose, a survey instrument 
encompassing our initial scale was designed to collect data and conduct the quantitative analyses. 
3.1.2.1. Selecting Questions for the Survey  
A survey instrument entailing all the measures of elegant design derived from previous research 
steps was developed at this stage of the study. This survey consists of a series of engineering 
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design questions and multiple suggested solutions to each with varying levels of elegance. The 
survey questions and potential solutions to them were carefully selected from various sources 
such as TR35 lists of “Technology Review” and Kisckstarter.com. “Technology Review” is a 
bimonthly science magazine published by the Massachusetts Institute of Technology. MIT 
Technology Review is well known for publishing an annual list of top 35 innovators in the world 
under the age of 35 known as TR35. Notable individuals to appear on TR35 include Google co-
founders Larry Page and Sergey Brin and Apple’s Chief Design Officer (CDO) Jony (Jonathan) 
Ive. Kickstarter is an online platform for crowdfunding creative projects in art, journalism, 
entertainment, and technology. Kickstarter has been reported to fund 200,000 projects by 
providing $1.5 billion in pledges from 7.8 million supporters (Kickstarter, 2015). The final 
survey instrument consists of a total of 54 suggested solutions to 13 design questions. The 
fourteen measures of elegant design were built into each suggested solution and presented as a 7-
point likert scale. As a result each solution was rated on the extent it satisfies each measure on a 
7-point scale by the survey respondents. The questions on this survey were selected to 
encompass a variety of current design problems. Similarly, the proposed solutions to them were 
chosen in a way that in sum they covered a spectrum of levels for each measure. A complete list 
of engineering designs questions and their possible solutions used in the instrument can be found 
in Appendix B.  
3.1.2.2. Selecting Potential Respondents and Administering the Survey 
Upon completing a survey instrument to measure elegant design, a list of potential survey 
respondents was developed and invited to participate in the study via electronic mail. The 
invitees were selected to hold a Master’s degree or higher in a design-related field. They were 
also required to have extensive academic knowledge in design-related research or industrial 
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experience in design practice with an emphasis on human factors design. The list included 
academicians and practitioners mainly from engineering and industrial design but also from 
information science and technology, design computing and cognition, human-computer 
interaction, consumer research and decision sciences. The targeted group all had relevant work in 
design-related areas such as: “sustainable design”, “systems thinking”, “integrated product-
service design”, “value-driven design”, “design-driven innovation”, “design with intent”, 
“human behavior in design”, “affective design/emotional design/design and emotion”, 
“ergonomics and human factors design”, “Kansei engineering”, “engineering 
aesthetics/aesthetics in design”, “user-efficient design”, “user experience”, “user-centered 
design”, “interactive/interaction design”, “creativity in engineering design/creative design”, 
“eco-innovation design”, “design-driven innovation”, “biologically inspired design”, and 
“consumer research”.  As explained earlier one objective of the current study is to bridge the gap 
between metrics in successful engineering design and design for enhanced user experience. Thus, 
data from researchers and industry practitioners from both realms were needed to define elegant 
design in engineering as a new, multi-disciplinary construct.  
Prior to administrating the final survey instrument, a pilot study consisting of 200 invitees was 
conducted to refine and improve the survey to encourage a higher participation rate. The 
modified survey was divided into four separate surveys to avoid unreasonable length for the 
respondents. The final instrument was administered to 260 industry practitioners and academia 
members where a total of 49 responses were collected (18.9% participation rate).  After pre-
processing the data using R coding to eliminate incomplete responses and invalid data points, a 
total of 357 observations were collected for each of the 14 measures of elegant design. The 
survey was administered using Qualtrics online survey software. Qualtrics was chosen as the 
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platform for the study because of its flexibility and efficiency in design and analysis of surveys 
along with its affordability. Subsequent to collecting the responses, two types of analysis 
consisting of tests for validity and reliability were conducted on the gathered data. R, the open 
source software for statistical analysis and graphics was chosen to perform all the statistical 
computing on the survey data. This choice was based upon R’s high reliability, simplicity and 
affordability compared to other software packages with similar applications.  
3.1.2.3. Examining the Test-score Reliability of the Items 
The data collected from the survey study was analyzed at this point to examine the test-score 
reliability of the items across the scale using four different techniques.  According to Lord and 
Novick (1968), test-score reliability is defined as the product-moment correlation between two 
sets of independent test scores from two parallel tests, that is, two unidentical yet interchangeable 
tests. In order to estimate the test-score reliability for a set of test items, data collection from two 
parallel tests or from the same test on two different occasions needs to be administered (test-
retest reliability). In reality, however, this is usually not obtainable. That is why most often test-
score reliability is estimated using interim covariances (internal consistency) or correlation 
between two halves of the same test (split-half reliability) (Lord and Novick, 1968).  
Cronbach’s alpha is the most frequently used single-administration reliability test cited over 
5500 times on Web of Science (Van der Ark et al., 2011) followed by Guttman’s lambda-2 
coefficient (Guttman, 1945). Reliability is calculated through interim covariances in these 
methods and is underestimated in both cases (Van der Ark et al., 2011).  Another more recent 
method for estimating reliability proposed by Molenaar and Sijtsma (1988) and Van der Ark 
(2010) is known as the MS method. Research by Sijtsma and Molenaar (1987) showed that the 
MS method produces less biased but also less efficient estimates of reliability in comparison with 
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Cronbach’s alpha and Guttman’s lambda-2 approaches. Therefore, it is recommended to use 
alpha or lambda-2 for estimating reliability of small sample sizes and MS for bigger sample 
sizes. In addition to these three methods, Van der Ark et al. (2011) proposed the latent class 
reliability coefficient (LCRC) as a new method for estimating reliability. Results from 
investigating the accuracy of all four methods showed that LCRC estimates reliability with 
negligible bias (in comparison with Cronbach’s alpha and Guttman’s lambda-2) and is not 
dependent of a strong model as the double monotonicity model (the MS method) (Van der Ark et 
al., 2011).  
In the current study all the methods mentioned above were applied to measure the level of 
internal consistency of the items across the scale. Acceptable values for reliability tests indicate 
that the items used in our scale to measure the construct of interest have a consistent and 
convergent behavior. 
3.1.2.4. Exploratory Factor Analysis to Refine and Analyze the Scale  
Once we cleaned, organized and preprocessed the survey results, the sample data available 
underwent a series of analyses to explore its underlying structure. To accomplish this objective, 
an exploratory factor analysis (EFA) method was applied to the data from two out of four 
surveys that constitute a total of 232 observations.  EFA was used as a quantitative research 
method to explore the data at hand, and uncover the correlations between measures of elegant 
design and the latent variables that comprise elegance as the main construct.   
History and Application 
Factor analysis is a model that determines the number of distinct subscales needed to explain the 
pattern of correlations among a set of predictors of a main construct using statistical procedures. 
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This model was proposed as a framework to understand and explain the underlying structure of 
correlations on a set of measures (alternatively called measured variables, observable variables, 
surface attributes or predictors) that are influenced by a set of underlying constructs (also known 
as latent variables, internal attributes or common factors). The common factor model is based on 
the premise that positive/negative correlations present among the measured variables are 
influenced by one or more unobservable variables. The unobservable variables are referred to as 
common factors since they are common to more than one measure. Thus, the number of common 
factors in the model is substantially less than the number of the observed variables (Fabrigar and 
Wegener, 2012). 
One of the major applications of factor analysis is in identifying and understanding the nature of 
the underlying constructs that account for a concept of interest. After finding the observable 
measures associated with the area of inquiry, theoretical reasoning and experience is used to 
identify the structure of underlying constructs that influence the measured variables. Factor 
analysis is a statistical method that provides empirical information for construct identification 
and helps the researcher verify their hypothesis quantitatively (Fabrigar and Wegener, 2012). 
Another primary use of factor analysis is in developing an instrument for measuring a concept of 
interest (Floyd and Widaman, 1995; Gorsuch, 1997). Along with providing information on the 
number and nature of common factors describing a concept, factor analysis also explains which 
unobservable variables can be measured through which observable variables. In addition, a factor 
analysis model offers information on the impact of each subscale on each measure. The strength 
of a measure’s factor loading on a subscale helps us judge the appropriateness of an item in 
capturing the intended factor (Fabrigar and Wegener, 2012). 
55 
 
A confirmatory factor analysis (CFA) model is recommended only if the researcher can theorize 
the exact number of factors that comprise the main construct of interest and the measures that 
belong to each factor. Otherwise, an exploratory approach is most appropriate (Fabrigar and 
Wegener, 2012). In the current study, an explanatory factor analysis was run to uncover the 
underlying structure of correlations and associations among the measures of elegant design. We 
meant to discover how many factors are needed to capture all measures of elegant design and 
each measure belongs to which factor. Subsequently, a confirmatory factor analysis was applied 
in order to force predictions about the existing patterns among the measures and hence, 
reproduce and verify the exploratory model suggested.  
Number of measures and sample size  
Two important considerations when using the exploratory factor analysis (EFA) method are the 
number and scale of measured variables and the sample size needed for conducting the statistical 
procedure. Studies suggest that each factor should reasonably be captured by three to five 
measured variables (MacCallum et al., 1999).  Furthermore, the common factor model assumes 
that the measured variables are of interval or quasi-interval scale (Floyd and Widaman, 1995).  
The current study, applies the common factor model to 14 measures of likert scale. Likert scale 
variables are considered of interval or quasi-interval scale by most authors in social sciences. 
Thus, based on the number of measures, we hypothesize that 2-4 common factors should results 
from the factor analysis procedure.  
Another consideration when conducting a common factor analysis is the sample size needed for 
the statistical procedures to be accurate. Literature suggests rules of thumbs for estimating the 
sample size based on the ratio of participants to measured variables. Gorsuch (1983) proposed 
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the sample size to be five times the number of measured variables. However, sufficiency of the 
sample size most often depends on the level of communalities among the measures (factor 
loadings) and the number of measures that capture each factor. Generally, when the factors are 
overdetermined, that is, when each factor is measured through 3 to 5 observable variables with 
substantial loadings on each and we expect high communalities among the measures, even small 
samples are sufficient for accurate estimates (Fabrigar and Wegener, 2012). In the current study 
a total of 232 observations of 14 measures provide for an ample sample size of 232.  
Factor analysis method requirements: method of fitting, number of factors and 
 rotation method  
Once the researcher has determined which approach to factor analysis is most appropriate for the 
research purposes and fulfilled the data requirements necessary for conducting the statistical 
procedures, they must decide which implementation methods to use for applying the common 
factor model. The implementation methods include method of fitting the model, number of 
common factors to extract and rotation method(s).  
Choosing a factor extraction method  
Among several factor extraction methods developed for parameter estimation in the common 
factor model, the non-iterated principal axis (NIPA) factor analysis, iterated principal axis (IPA) 
factor analysis and ML (maximum likelihood) factor analysis are the three most widely used. In 
addition to these three methods, OLS (Ordinary Least Squares) and WLS (Weighted Least 
Squares), which is a variation of OLS, are also used as factor extraction methods.  
When factors are strong enough and the prerequisite assumptions for applying these methods are 
valid, NIPA, IPA and ML all produce the very similar results (Briggs and MacCallum, 2003; 
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Widaman, 1993).  Among these three methods, ML has certain advantages that make it 
recommended in literature when the requirements are fulfilled. ML allows for computation of 
model fit indices, which enable the researcher to evaluate the model and decide whether the 
appropriate factors have been extracted. It also provides for the calculation of model parameter 
significance tests. Although the ML method is based on the assumption that the measured 
variables have a multivariate normal distribution, it is quite robust to violations of this 
assumption. Essentially, ML is more widely used and as a model fitting method compared to the 
two other methods due to the additional information it provides (Fabrigar and Wegener, 2012).  
In the current study each of the measures are assessed on a likert scale, which is a form of quasi-
interval scale. Based on the nature of the variables and their potential distributions we applied the 
ML extraction method in conducting the factor analysis. We assume that application of this 
extraction method results in creation of well-behaved matrices that makes it unnecessary to 
further examine other methods.  
Determining the number of common factors to extract  
Once a method was chosen for fitting the data to the common factor model, we need to 
determine the number of common factors to fit our data of measured variables and compute the 
factors loadings. This is a necessary step toward explaining the covariation and patterns 
underlying the data and also a source of uncertainty (Bentler & Kano, 1990; Fabrigar et el., 
1999; Gorsuch, 1983; Hakstian, Rogers, & Cattell, 1982; Zwick & Velicer, 1982, 1986). 
Determining the number of common factors in an EFA model is an important step since a 
researcher’s decision at this stage affects factor loadings and scores as well as rotation and 
interpretability of the factors in the following steps (Lambert, Wildt, & Durand, 1990).   
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Several methodological approaches have been mentioned in the literature on this topic and 
results from each method do not necessarily extract the same number of common factors. 
However, there is no ‘true’ or ‘correct’ number of common factors to be extracted from factor 
analysis but an appropriate or reasonable number should be sought after that adequately provides 
for statistical and conceptual utility. In fact, a sensible approximation of the number of factors 
should reasonably capture the pattern of correlations among measured variables in addition to 
simplifying the data and making it interpretable.  Therefore, a number of common factors that 
fulfills the purposes of sufficiently explaining the underlying structure in the data without 
making the model overcomplicated to interpret and apply in practice is considered an 
‘appropriate’ number (Fabrigar and Wegener, 2012). 
Factor determination methods for exploratory factor analysis are divided into two main 
categories of descriptive methods and tests of model fit. In this section each category of methods 
and the techniques it comprises is explained in detail.  
I. Factor determination methods 
Descriptive methods for factor retention in EPA are methods that use a benchmark or standard to 
determine the number of common factor. These include a variety of approaches entailing 
Kaiser’s criterion, Cattell’s Scree test, regression-based methods, parallel analysis, and minimum 
average partial (MAP) method. Each of these approaches, their applications and their level of 
accuracy are discussed.  
• K1 – Kaiser’s criterion 
The most widely used methods for determining the number of factors for analysis is “Kaiser 
Criterion” also called the eigenvalues-greater-than-one-rule method. This procedure determines 
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the number of common factors based on the number of eigenvalues from the reduced correlation 
matrix that are greater than one (Fabrigar and Wegener, 2012). It was originally developed for 
use in the context of principal component analysis (PCA) and is inappropriate to use for 
eigenvalues from reduced correlation matrix in the context of factor analysis (Gorsuch, 1980; 
Guttman, 1954; Horn, 1969; Kaiser, 1960).  Simulation studies conducted to evaluate the 
efficiency of Kaiser criterion method in the context of both PCA and EFA suggest an often 
overfactoring and identification of more common factors that are actually present in the 
population. Another disadvantage of Kaiser’s criterion is the subjective nature of the procedure 
that leads to identifying ‘major’ factors. When common factors with eigenvalues very close to 
1.0 exist, deciding on the optimal factor extraction solution can be arbitrary at times (Cattell and 
Jaspers, 1967; Cattell and Vogelmann, 1977; Hakstian, Rogers, and Cattell, 1982; Linn, 1968; 
Tucker et al., 1969; Zwick and Velicer, 1982, 1986). For the reasons mentioned above this 
method is not recommended or used in determining the number of common factors in the current 
study. 
• Cattell’s Scree Test 
The second most widely used method for common factor estimation is the “Scree Test” method 
by Cattell (Cattell, 1966; Cattell and Jaspers, 1967; Ford, MacCallum, & Tait, 1986).  Scree test 
is a graphical method for determining the number of common factors in a factor analysis based 
on a plot of eigenvalues from the correlation matrix. A scree plot illustrates the eigenvalues in a 
descending order on the vertical axis and the eigenvalues ordinal position, that is, values from 
one up to the number of eigenvalues on the horizontal axis. A point in the plot where a major 
drop is diagnosed is the cutoff where the reciprocal value on the x-axis indicates the number of 
common factors (Fabrigar and Wegener, 2012). One advantage of Scree test over Kaiser’s 
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criterion is its applicability to eigenvalues from both reduced and unreduced correlation matrices. 
Similar to Kaiser’s method, it is recommended to plot eigenvalues from the reduced correlation 
matrix when using the EFA method and the unreduced correlation matrix eigenvalues when PCA 
is conducted although scree test is applicable to both forms of eigenvalues.  
Kaiser (1970) discusses that this method can be subjective at times since the definition of “a 
major drop” in the graph is not exactly clear. Moreover, in some cases a pattern of gradual drops 
is observable in the plot (Fabrigar and Wegener, 2012). In such cases finding all the local 
minimum points in the plot and conducting a factor analysis for that number of common factors 
plus and minus one factor would solve the problem. In this way, the researcher can judge based 
on the fitness of the model which number of common factors explains the correlation pattern the 
best (Raîche et al., 2013). Simulation studies suggest that scree test is a reasonable method to use 
when strong common factors are expected in the data (Cattell and Vogelmann, 1977; Hakistan et 
al., 1982; Tucker et al., 1969).  
As mentioned previously the graphical nature of Cattell’s Scree test causes ambiguity and 
subjectivity in deciding among factor retention solutions. Other than conducting factor analysis 
for several factor solutions, a number of methods have been suggested in the literature to solve 
the objectivity problem with Scree test using the eigenvalue of unrotated factors. These methods 
provide non-graphical solutions for Cattell’s Scree test of factor retention problem (Raîche et al., 
2013). Three different approaches based on the eigenvalues of the correlation matrix (regression 
and PA) and residual variances (MAP) are described thoroughly as follows.   
• Regression-Based Methods 
The Cattell, Nelson, and Gorsuch’s Cng test (Gorsuch, 1983; Gorsuch & Nelson, 1981), Zoski 
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and Jurs’ (1993, 1996) multiple regression (MR), Zoski and Jurs’ (1993, 1996) standard error of 
the regression coefficient (Sescree) and Nelson R2  index (2005) fall into the category of 
regression-based methods of non-graphical factor retention techniques (Raîche et al., 2013). All 
these methods were developed to identify the major drop in Cattell’s scree plot based on 
objective criteria. They all use multiple linear regression analysis for this distinction (Nasser et 
al., 2002).  
The Cng method uses all possible sets of three adjacent eigenvalues and compares their slopes. 
The point where the greatest difference in two consecutive slopes occurs indicates a major drop 
(Gorsuch & Nelson, 1981). Zoski and Jurs (1993) proposed their multiple regression (MR) 
method as a more holistic approach that considers all the eigenvalues in determining the major 
drop as opposed to only six at a time as in Cng. One disadvantage of Cng and MR methods is 
their inapplicability when the number of factors is under three or the number of variables under 
six. Zoski and Jurs (1996) suggested the sescree method to deal with this constraint. This 
procedure uses the standard errors of estimate in a series of regression analysis of eigenvalues to 
determine the number of factors to retain.  
Raîche et al. (2013) conducted a study of different non-graphical solutions for Cattell’s scree 
test. In their study they compared the methods based on the error based on the minimum, 
maximum, and range of the number of components each method retains. Results from this 
analysis showed that Zoski and Jurs’ MR criterion and Cng methods provide the least biased 
solutions. These two methods together with parallel analysis are recommended methods to 
complement Scree test graphical solution (Raîche et al., 2013).  
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• Horn’s Parallel Analysis 
Parallel Analysis was introduced by Horn (1965) as a Monte-Carlo-simulation-like method based 
on generation of random variables (Humphreys & Ilgen, 1969; Humphreys & Montanelli, 1975; 
Montanelli & Humphreys, 1976). This method compares the eigenvalues obtained from the set 
of data under study to the eigenvalues from a randomly generated set of data. The randomly 
generated samples are parallel with the actual data in terms of sample size and number of 
variables. Common factors associated with real eigenvalues greater than the eigenvalues 
expected from random data indicate the suggested number of factors to retain (Ledesma & 
Valero-Mora, 2007). Various research studies consider parallel analysis as a robust technique 
among factor determination methods and recommend its application (Humphreys & Montanelli, 
1975; Glorfeld, 1995; Zwick & Velicer, 1986). In fact, in a recent simulation study Pearson et al. 
(2013) concluded that common factor parallel analysis presents the least bias and highest 
accuracy in factor determination among ten different methods studied.  
• Residual Matrix Analysis: Velicer’s MAP Test (Minimum Average 
Partial) 
Another descriptive approach toward factor determination is the minimum average partial 
(MAP) method. This method was proposed by Velicer (1976) and uses the average partial 
correlations between the variables and successively removes the factors based on their 
eigenvalues. The number of factors to retain is the one that corresponds with the minimum 
average partial correlation (MAP) (Velicer, 1976).  
MAP uses the concept of common factors in explanatory factor analysis to determine the number 
of factors to extract. Unlike the previously discussed methods, this process specifies the best 
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factor solution based on the common factors/components rather than a cutoff point (Ledesma & 
Valero-Mora, 2007). Due to this property, MAP has proven to be a more favorable and accurate 
technique in factor extraction compared to more conventional methods such as K1 and Scree test 
(Wood, Tataryn, & Gorsuch, 1996; Zwick and Velicer, 1986). The simulation studies conducted 
by Zwick and Velicer (1986) demonstrated the reliability of this method under many conditions.  
II. Model Comparison Methods  
A different category of methods for determining the number of common factor in an exploratory 
analysis consists of model comparison methods. Tests of model fit encompass techniques for 
determining the number of common factors by choosing among different models of various 
complexities. Fit indices are used to compare models with different number of factors. A model 
with the least number of factors that represents the data as well as more complex models is 
selected for factor determination. A model performs reasonably well when the covariance 
structure suggested by the model is adequately similar to the one obtained from the original data 
justified by an acceptable value of the fit statistic (Cheung & Rensvold, 2002). Tucker and Lewis 
(1973) were the first to introduce these series of model fit measures for exploratory models. They 
proposed a “reliability coefficient” for Maximum Likelihood factor analysis, which was 
continued in the works of Lirowne and Cudeck (1992). This category of methods have the 
advantage of specifying confidence intervals for various models based on different number of 
factors (Fabrigar et al., 1999).   
• Chi-Square and Normal Chi-Square 
The most commonly used model fit index is the χ2 statistic, which is derived from the fitting 
function and is dependent on the sample size. A fitting function is a value that indicates how well 
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the covariance matrix from a model fits with the one from the sample data by evaluating the 
degree of discrepancy between the observed and predicted covariance matrices (Hu and Bentler, 
1999). Essentially χ2 examines whether a factor model performs considerably worse than when 
the variables in the sample data correlate freely. In order to accept the model we need to fail to 
reject the null hypothesis. Therefore, χ2 is in fact a measure for badness-of-fit with smaller χ2 
values and greater p-values being more favorable (Kline and Santor, 1999). χ2 statistic is 
dependent on the sample size and is based on the assumption that the variables have a 
multivariate normal distribution. Thus, a large sample size increases the chance of rejecting the 
null hypothesis (Bentler and Bonnet, 1980; Jöreskog and Sörbom, 1993, Mclntosh, 2006).  This 
characteristic implies that χ2 statistic should be interpreted carefully as a model fit index. To 
adjust for this problem another statistic was suggested by Hoelter (1983) called normed chi-
square (NC), which is χ2 divided by degrees of freedom. An NC value not bigger than 5.0 is 
considered acceptable (Bentler and Bonett, 1980; Cheung & Rensvold, 2002; Gierl & Mulvenon, 
1995).   
• Root Mean Square Residual (RMR) and Standardized Root Mean Square 
Residual (SRMR)  
Another common measure for evaluating the general model fit, which is often used along with 
the χ2 fit statistic, is the root mean square residuals (RMR) method. This approach is based on 
the residuals matrix and evaluates a model based on the discrepancies between the residuals of 
the sample and the model covariance matrices. Parallel with NC, a standardized form of RMR 
(SRMR) was developed to make it more readily assessable and interpretable (Bentler, 1995). 
Since RMR is calculated based on the range wherein the responses to each item vary (e.g. a 5-
point likert scale versus 7-point scale), SRMR resolves this dependency by standardizing this 
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scale and making the fit statistic more meaningful (Kline and Santor, 1999). Analogous to the 
NC measure, lower values of RMR and SRMR are preferable with a value of SRMR less than 
0.10 generally considered acceptable (Hu & Bentler, 1998).  
• Root Mean Square Error of Approximation (RSMEA) 
A third fit statistic based on discrepancy between the covariance matrices is the Root Mean 
Square Error of Approximation (RMSEA) fit index by Steiger and Lind (1980). RMSEA is 
regarded as a suitable criterion for factor retention when maximizing the accuracy of a model is 
intended. As a rule of thumb values of RMSEA of lower than 0.05 indicate a good fit. Values 
between 0.05 and 0.08 are considered acceptable whereas values higher than 0.08 but lower than 
0.10 fall in the marginal zone. Any value higher than 0.10 is considered a poor fit and is 
unacceptable (Browne and Cudeck, 1992; Kline and Santor, 1999; Steiger and Lind, 1980; 
Steiger, 1990).  
III. Revelle and Rocklin’s Very Simple Structure 
Revelle and Rocklin (1979) suggested the VSS method (Very Simple Structure) as a method for 
determining the number of factors to extract in an exploratory factor analysis model that covers 
all three approaches of “theoretical arguments, psychometric rules of thumb, and statistical 
estimates of goodness of fit”. This method tests how well a factor matrix fits the correlation 
matrix based on the simplifying assumption that the loadings for each item are zero except for 
only one factor in the rotated factor solution. In other words, VSS tests the fit of a simplified 
model to the original correlation matrix. Thus, at a given complexity VSS criterion gets the 
optimum value at the most meaningful number of factors (Revelle and Rocklin, 1979). For the 
reasons discussed, VSS is a very simple method to understand and implement in determining the 
66 
 
number of factors. However, simulation studies have shown that it works best when the 
complexities of the items are not above two. The current study uses all the methods discussed 
above expect for Kaiser’s criterion technique to determine the optimal number of factors to 
extract in building an explanatory factor analysis model.  
Rotating Factor Analysis Solutions 
Once a method is chosen for fitting the data to the common factor model and the number of 
common factors is determined, the next step is to calculate the factor loadings. However, for any 
exploratory model with more than one factor there will not be a unique solution for estimating 
these parameters. In other words, an infinite number of alternative orientations of the common 
factors in the multi-dimensional space exists that account for an infinite number of equally best-
fitting solutions for the model. This challenge is called “rotational indeterminacy” and implies 
the fact that rotating the dimensions to any orientation creates a new set of coordinates (i.e. 
values for factor loadings). However, this transformation does not change the fundamental 
distances in the multi-dimensional space that estimate the correlations among measured 
variables. Hence, re-orientation of dimensions will change the values for the factor loadings 
without changing the actual correlations among the variables (Fabrigar and Wegener, 2012). 
In order to choose among several possible solutions for estimating the factor loadings, certain 
mathematical criteria and identification conditions have been proposed. These conditions are 
meant to simplify the computation of a unique solution among an infinite number of alternatives. 
However, the researcher is advised to opt for the solution that can be interpreted the most easily, 
is theoretically the most meaningful and most reliably replicable across studies (Fabrigar and 
Wegener, 2012). In other words, dimensions are rotated toward getting the simplest structure that 
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is most easily interpretable among other alternative solutions.  
Rotation methods divide into two main categories: orthogonal and oblique. Orthogonal methods 
assume that the factors in the factor analysis method are uncorrelated and thus, the inter-factor 
correlation coefficient is zero or a value very close to zero. Unlike orthogonal methods, oblique 
methods use techniques in rotation of the factor axes (dimensions) that allow for correlation 
between factors. Gorsuch (1983) enumerates 4 different orthogonal methods versus 15 different 
oblique methods (Brown, 2009).  
Orthogonal methods are more easily implementable and less complex in nature. However, using 
orthogonal methods can make us lose valuable information when a considerable level of 
correlation exits between the factors. Usually the latter is the common case in social sciences. 
Thus, oblique rotation methods provides for more accurate and reliable factor solutions. 
Moreover, the results from both sets of rotation methods are parallel when the factors are 
actually uncorrelated. For this reason, use of oblique rotation methods is recommended when 
there is any uncertainty about the correlation pattern among the factors (Osborne and Costello, 
2005).  
In the current study, factor solutions from unrotated, orthogonally rotated and obliquely rotated 
axes are obtained and compared. In the present research “promax”, “varimax” and “oblimin”, the 
most commonly used methods for orthogonal and oblique rotations respectively, were applied to 
the original correlation matrix to find the factor solution using the “psyche” package in R, 
Extracting Factor Solutions  
Although re-orienting the factors does not change the correlations among the measured variables, 
certain rules are followed to choose a solution among infinite theoretically fitting solutions for 
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the model.  These rules ensure that the structure of the extracted factor solution represents a 
simple, interpretable and meaningful model.  Achieving a simple structure in factor analysis is 
important (Cattell, 2012; Kline, 1999; Thurstone, 1947).  The rule of thumb for achieving a 
simple structure in factor analysis requires that for each common factor a number of the 
measures should have significant factor loadings on that factor and the rest should display factor 
loadings of zero or close to zero (KIine, 1999).  In general, factor loadings of 0.40 or greater are 
considered significant (Rietveld and Van Hout, 1993). However, with sample sizes larger than 
100, factor loadings with an absolute value as low as 0.30 are acceptable (Kline, 1999). 
Similarly, zero loadings comprise of factor loadings that fall below 0.10 (Gorsuch, 1983).   
In the current study factors were rotated using oblique transformation to extract interpretable and 
meaningful factor solutions. Measures with zero factor loadings on all the common factors were 
eliminated since they do not contribute to any of the underlying factors in explaining elegant 
design. The remaining measures pass the construct validity test since they all display significant 
correlation with an underlying construct (factor). For this study we expected that the factor 
structure underlying the elegant design measures reveal the elegant design general categories 
identified by the literature. Results from this step of the research methods contribute to the third 
objective the present research endeavor by refining and validating the elegant design scale in 
engineering. 
3.1.3. Confirming/Finalizing the Scale 
While exploratory factor analysis is an accepted method for discovering a factor model that best 
fits the sample data at hand, confirmatory factor analysis is the statistical method applied to 
replicate and test the goodness-of-fit for the model suggested by EFA. A Confirmatory Factor 
Analysis (CFA) model is recommended when the researcher can theorize the number of factors 
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that comprise the main construct of interest and the measures that belong to each factor (Fabrigar 
and Wegener, 2012).  
In the current research, CFA methods were applied to the sample data collected from the 
remaining two surveys out of the four surveys administered. The sample data under analysis 
contained a total of 125 observations. The “sem” package from R statistical software was used to 
run the analysis and calculate the resulting factor scores.  
3.1.3.1. Confirmatory Factor Analysis and Test of Model Fit  
Factor analysis as a family of statistical techniques for modeling latent variables and their 
relationships to observable measures, is divided into two main approaches: exploratory and 
confirmatory factor analysis (Hoyle, 2000). Confirmatory Factor analysis (CFA), also known as 
restricted factor analysis (Hattie & Fraser, 1988) and structural factor analysis (McArdle, 1996), 
differs fundamentally from EFA in terms of the restrictions it puts on the factor model (Brown, 
2015). While an exploratory analysis aims to discover the relationships among the observed 
measures as they correlate with a smaller set of latent variables, a confirmatory analysis tests the 
hypothesis for a certain proposed model that explains these relationships (Hoyle, 2000). In a 
confirmatory model, the researcher theorizes parameters including the number of factors and the 
pattern that associates observed measures with the factors based on previous empirical grounds. 
As a result, it is often used when patterns affecting the measures and factors are identified by 
conceptual reasoning or from EFA results (Brown, 2015).  
Confirmatory factor analysis most often finds application in construct validation since it is a 
valuable tool for verifying the underlying structure of observed and latent variables in a scale. In 
the current research, CFA was conducted to examine how well a hypothetical factor model 
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proposed by our exploratory analysis performs in reproducing the original correlation matrix and 
hence validating the proposed scale for elegant design.  
Since CFA method aims to test how well a priori model represents a set of data, measures of 
model fit, known as fit indices, are needed to assess the model’s performance.  In fact, evaluating 
the model fit is a crucial step in CFA and in structural equation modeling in general (Yuan, 
2005). CFA measures of model fit belong to three general categories: absolute, incremental and 
parsimony fit indices. Below, we present a brief explanation of these three families and the 
indices that belong to each.  
I. Absolute fit indices 
This family of fit indices evaluates how well a proposed model fits the sample data compared 
with no model at all. Thus, they can be used to examine several models in parallel and identify 
the one with the best performance. Unlike incremental fit indices, absolute fit indices are not 
based on a comparison against a standard (McDonald and Ho, 2002; Jöreskog and Sörbom, 
1993). χ2 test, RMSEA, GFI, AGFI, the RMR and the SRMR are all fit indices that belong to 
this category.  
• Chi-square (χ2)  
The χ2 test statistic is the traditional measure for determining overall model fit by assessing the 
difference between the model and the original matrices of covariance (Hu & Bentler, 1999). 
Thus, it is applied in many occasions including assessment of both EFA and CFA results. 
However, as explained earlier this method has several limitations including its sensitivity to 
sample size (Bentler and Bonnet, 1980; Jöreskog and Sörbom, 1993). An alternative index 
proposed by many researchers to replace the Model χ2 is normed χ2 (NC), which is adjusted for 
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sample size and thus independent from it  (Wheaton et al, 1977). Threshold values as low as 2.0 
(Tabachnick and Fidell, 2007) and as high as 5.0 (Wheaton et al, 1977) have been suggested for 
an acceptable NC.  
• Root mean square of approximation (RMSEA) 
Another popular absolute fit index reported in assessing both EFA and CFA models is the 
RMSEA fit statistic (Steiger, 1990). As previously explained, this method can be advantageous 
in model evaluation and has an acceptable value between 0.05 and 0.10 (MacCallum et al. 
(1996), while cut-off values closer to 0.06 (Hu & Bentler, 1999) or 0.07 (Steiger, 2007) are 
generally considered more desirable. 
• Root mean square residual (RMR) and standardized root mean square 
residual (SRMR)  
RMR and SRMR are absolute fit indices that rely on the difference between the original and the 
fitted covariance matrix for evaluating the model fit in both EFA and CFA methods. Since RMR 
is dependent on the scale for each survey item, SRMR is often used alternatively to prevent any 
issues in this regard (Kline, 2005). Values for SRMR range between 0 and 1.0, an SRMR equal 
to 0 indicating perfect fit and values as high as 0.08 deemed acceptable (Hu & Bentler, 1999).  
• Goodness-of-fit statistic (GFI) and the adjusted goodness-of-fit statistic 
(AGFI) 
Suggested by Jöreskog and Sörbom (1993), GFI evaluates model fit by examining the variances 
and covariances taken into account and replicated by the model (Diamantopoulos and Siguaw, 
2000; Tabachnick and Fidell, 2007). GFI values vary between 0 and 1.0 and typically a value 
72 
 
equal to 0.90 or higher is acceptable (Hooper et al., 2008).  AGFI is a version of GFI, which is 
adjusted for degrees of freedom and sets a penalty for a model’s complexity. Generally, an AGFI 
value of 0.90 is an indictor of a well-fitting model. However, due to the negative effects of 
sample size on these two indices researchers have been advised against their use in the recent 
years (Sharman et al., 2005). While they should not to be used alone, both indices are often 
reported along with other fit statistics because of their historical rather than statistical value 
(Hooper et al., 2008).  
II. Incremental fit indices 
Incremental fit indices, also called comparative (Miles and Shevlin, 2007) or relative fit indices 
(McDonald and Ho, 2002), evaluate model fit by comparing the priori model to a baseline null 
model in which all variables are uncorrelated (McDonald and Ho, 2002). 
• Normed fit index (NFI) and Non-normed fit index (NNFI) 
Bentler & Bonnet’s NFI (1980) evaluates model fit by comparing the χ2 value of the model to 
the χ2 of a model wherein all observed variables are uncorrelated.  NFI’s greater than the cutoff 
value of 0.90 are traditionally considered as indication of good fit. Similar to some other fit 
indices, NFI’s sensitivity to sample size (Mulaik et al, 1989; Bentler, 1990) has been corrected 
by introducing NNFI, more often known as the Tucker-Lewis index. While some sources accept 
NNFI values as low as 0.80, some others recommend a cutoff criterion of 0.95 (Bentler & Hu, 
1999). Bollen’s Incremental Fit Index (IFI) also works very similar to NFI and has the same 
cutoff criteria (Bollen, 1989).  
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• Comparative fit index (CFI) 
CFI (Bentler, 1990) is a version of NFI, which is corrected for its sensitivity to sample size. Its 
main advantage lies in its robustness even when evaluating small samples (Byrne, 1998). For this 
reason, CFI is one of the most frequently reported fit indices when assessing model fit especially 
in small sample sizes (Fan et al., 1999). Hu and Bentler (1999) recommend cutoff values of 0.90 
and 0.95 for establishing good model fit. Marsh’s Relative Noncentrality Index (RNI; McDonald 
and Marsh, 1990), works similar to CFI; however Bentler (1990) recommends use of CFI over it.  
III. Parsimony fit indices 
Parsimony fit indices are a group of model fit statistics that choose the simplest model that 
explains a set of data with most precision from a variety of potential models (Preacher et al., 
2013). Among parsimony fit indices, “information criteria indices” are those based on overall 
discrepancy criteria that encompass Akaike’s Information Criterion (AIC; Akaike, 1973), the 
consistent AIC (CAIC; Akaike, 1974), which corrects for sample size and the Bayesian 
Information Criterion (BIC; Schwarz, 1978). AIC and BIC are designed to select a model based 
on how well it maximizes generalizability and thus minimizes overall discrepancy (Cudeck & 
Henly, 1991). AIC and BIC both show a preference toward simpler models by including a 
penalty for increase in complexity. However, as the sample size increases BIC is shown to 
choose less complex models compared to AIC due to its higher sensitivity to n (Akaike, 1987; 
Bozdogan & Ramirez, 1987; Song & Belin, 2008). Smaller values of  AIC and CAIC are 
indicative of good fit (Hooper et al., 2008).  
In the current study all the fit indices listed above were examined separately as well as in 
pairwise combinations to investigate CFA results i.e. the fitness of the priori model suggested by 
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EFA. The values for all these indices are reported in Chapter Four.  
3.1.3.2. Calculating the Factor Scores 
One of the appeals of factor analysis is its ability to use the information from a data set on the 
factors in subsequent studies through factor scores (Gorsuch, 1983).  A factor score is a 
computed score for every observation in a data set on the common factors extracted. Essentially 
it is constructed from linear combinations of all the measures that correspond to a factor loading 
by taking into account the shared variance among the observed variables (Gorsuch, 1983; 
Osborne, Costello and Kellow, 2008).  
Factor scores are widely used in multiple applications, namely: 
• Factor cores can be used to determine an individual’s ranking/score on the factor(s). 
Then, they can be used as quantitative values for unobservable underlying constructs 
(factors) in statistical analysis.  
• Factor scores can be used in hypothesis testing to identify how factor scores change in 
various test conditions and groups. In this case they are used as dependent variables in 
analyses of variance (DiStefano et al., 2009).  
• Factor scores can be used to find positive or negative correlations between the factors and 
measures of other constructs to determine the nature of their interaction.  
• Factor scores can be used in predictive regression analyses as a predictor variable to 
integrate factor information (DiStefano et al., 2009; Grice, 2001).  
Factor scores from both EFA and CFA are often used in follow-up studies according to literature. 
A study by DiStefano et al. showed that factor scores derived from EFA procedures instead of 
CFA were used in majority of cases (54%). In the current report, factor scores for all the 357 data 
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points were constructed to use in both correlation and predictive analyses.   
There are two distinct classes of methods for computing factor scores: refined and non-refined 
approaches. Non-refined methods are often simpler than non-refined method in producing factor 
scores. They are also less dependent of the sample data used (Grice and Harris, 1998). However, 
certain characteristics of non-refined methods such as their oversimplicity and subjectivity 
makes their application restricted. More sophisticated methods are needed in producing factor 
scores that are fit for use in subsequent analyses (Destefano et al., 2009; Hair et al., 2006). 
Refined methods for computing factor cores aim to produce unbiased estimates of the true scores 
that increase validity. In addition, this class of methods allows the factors to preserve their 
orthogonal or oblique structure unlike refined methods (Gorsuch, 1983). Thurstone/regression 
scores, Bartlett scores and Anderson-Rubin scores are three refined methods of calculating factor 
scores following a factor analysis.  
§ Thurstone Scores  
Thurstone or regression method for calculating the factor scores is a least square regression 
technique to estimate the scores. It is a multivariate regression method that accounts for three 
types of correlations: the correlation between the factors and the measured variables, the 
correlation between the measured variables, and the correlation between the factor in oblique 
rotations. Thus, this method provides for maximum validity compared to other refined methods 
by allowing the highest correlations to occur between factors scores and their corresponding 
factor (DeStefano et al., 2009; Thurstone, 1934). This approach uses standardized values of the 
observed variables to produce scores that have a mean of zero and a standard deviation of 1 
(Tabachnik and Fidell, 2001).  
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§ Bartlett Scores  
Unlike Thurstone’s method, Bartlett only allows the common factors to influence the factor 
scores while minimizing the impact of the unique factors.  Thus, the factors scores obtained 
correlate highly with their corresponding factor but not with other factors in the same construct 
(DeStefano et al., 2009). Due to this characteristic, use of Bartlett’s method is not recommended 
in the case of oblique solutions (Hershberger, 2005).   
§ Anderson-Rubin Scores  
Anderson and Rubin suggested Anderson-Rubin method (Anderson and Rubin, 1956) as a 
method based on Bartlett’s approach that restricts correlations not only between factor scores and 
factors other than their corresponding factor but also between factors. The Anderson-Rubin 
procedure is more computationally sophisticated compared to the other two methods and 
produces standardized orthogonal factor scores.  
In the current report, Thurstone’s method was used to compute factor scores from factor analysis 
results to maximize validity and provide for all possible correlations in the solutions. 
3.1.3.3. Examining Test-Score Reliability and General Factor Saturation of 
the Scale  
Once the validity of the CFA model was verified through tests of model fit and their 
corresponding fit indices, the test-score reliability of the finalized model was investigated 
through assessment tools previously applied to EFA results.  
As discussed previously, five different coefficients of test-score reliability: Cronbach’s alpha 
(Cronbach, 1951), Guttman’s lambda-2 and lambda-4 (Guttman, 1945), the MS method 
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(Molenaar and Sijtsma, 1988) and LCRC (Van der Ark et al., 2011) were carried out to examine 
the test-score reliability of the EFA sample data. The same strategies were used to verify the 
reliability of the CFA response data. The results for all the aforementioned tests of reliability are 
reported in Chapter Four.  
Apart from the test-score reliability of the scale as a whole, reliability assessment methods can be 
used to calculate the homogeneity and general factor saturation of the scale based on the factor 
scores. Factor scores are comprised of multiple parts, with each part’s value partially 
contributing to explaining the variance in the sample data. The classical test theory, partitions the 
obtained test scores from k items on a scale into two parts and displays is as: 
𝐱 = 𝐭+ 𝐞  (Equation 3.1) 
In the Equation above, 𝑡 denotes the true scores while 𝑒  sums  the  vector of random error scores, 
which are not correlated with 𝑡. 
When a hierarchical factor model is introduced to explain the variance in the sample data, the 
term, 𝑡, can be broken down into three subterms. Lord and Novick (1968) and McDonald (1970) 
suggest the following Equation for explaining t in a factor model: 
𝒕 = 𝒄𝒈+ 𝑨𝒇+𝑫𝒔  (Equation 3.2) 
where c is the vector of unstandardized general factor loadings, A is the matrix of group factor 
loadings and, and D is the diagonal matrix of unstandardized factor loadings on the item unique 
factors. According to this terminology, cg explains the variance associated with the general 
factor that is common among all the items on the factor model. The second term in Equation 3.2 
stands for the variance in the sample data justified by the group factors, namely, factors that are 
common among a group of items on the model. In a three-factor model, for instance, there are 
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three group/common factors onto which all the items load. The last term in Equation 3.2 
accounts for the uniqueness in each item, which is the variance that each specific item does not 
share with other items in the factor model.  
Based on the above-mentioned explanations alternative definitions for reliability of the factor 
model is attainable. The upper bound for reliability of a scale is referred as: 
𝛒 = 𝟏!𝐜𝐜!!𝟏𝐀!𝐀𝟏!𝟏!𝐃𝐃!𝟏𝐕𝐚𝐫(𝐱)    (Equation 3.3) 
In Equation 3.3, ρ denotes the reliability of the scale as it distinguishes between the variance 
explained by the correlations present among the items and the variance due to random error. A 
more conservative approach to reliability eliminates the proportion of variance due to uniqueness 
of each specific item and thus, defines reliability as the amount of variance in the sample data 
from the general factor(s) and the sum of common factors in the hierarchical factor model, i.e.:  
𝛚 = 𝟏!𝐜𝐜!!𝟏𝐀!𝐀𝟏𝐕𝐚𝐫(𝐱)   (Equation 3.4) 
This alternative definition of reliability is often known as internal consistency and forms the 
most common approach in evaluating the reliability of a scale. This proportion indicates the 
extent of generalizability of the sample test items. It is readily clear that values for ρ remain 
equal or greater than ω. In the present paper, multiple methods were applied to estimate an 
accurate value for ω and test its sufficiency for the 3-factor confirmatory model.  
Two other concepts closely linked with reliability in a factor model are homogeneity and general 
factor saturation. Homogeneity of a factor model is determined by the existence of at least one 
general factor that is common to all the items on the scale.. General factor saturation is a concept 
that relies heavily on homogeneity and is defined as the amount of variance in the data captured 
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by the general factor. The level of general factor saturation indicates the extent to which the scale 
can capture the latent variable underlying all the items on the model. This proportion, ωh and is 
defined as: 
𝛚𝐡 = 𝟏!𝐜𝐜!𝐕𝐚𝐫 𝐱   (Equation 3.5) 
Again it is readily apparent that ωh is either equal or falls beneath ω in value (Revelle and 
Zinbarg, 2009; Zinbarg et al., 2005)  
At this point, all the 357 data points and their factor scores were applied toward calculating 
general factor saturation and internal consistency of the factor model as assessment metrics of 
the finalized scale at hand. 
3.1.4. Testing the Elegant Design Scale  
Once the developing, refining and validating process for a scale for elegant design in engineering 
was completed, the performance of the final scale was tested as a step toward achieving the 
fourth research objective. In the present study the test was performed by examining the bivariate 
correlation between 13 observed measures of elegant design and subjective elegant design 
ratings for the same design solutions gathered from knowledgeable academia members and 
designers. Furthermore, the correlation between factor scores for elegant design obtained from 
factor analysis results and subjective elegant design ratings were assessed. A significant positive 
correlation between these two sets of data is anticipated, which indicates the role of each 
measure and the scale as a whole in explaining elegance as a construct. The last step of testing 
the scale involved investigating the difference between elegant and inelegant design solutions 
using the Kruskal-Wallis H test for data of unknown distribution.   
3.1.4.1. Administrating a Pilot Study  
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A survey was administered to collect subjective ratings on elegant design from experts in this 
realm. The questions on the new survey were retrieved from the design solutions on the survey 
instrument used to collect data for EFA analysis. However, unlike in the previous survey, the 
participants were not presented with a list of measures for elegant design. They were only 
required to rate how elegant each design solution on a 7-point likert from 1,“Not elegant at all”, 
to 7, “Completely elegant”. A list of design questions and solutions that formed this second 
survey are presented in Appendix C.  
Prior to conducting the main study, the survey instrument was sent out to a sample of the general 
population to estimate the standard deviation in the population and calculate the number of data 
points needed for the main study. A total number of 45 participants were recruited using the 
volunteer section on Craigslist.com and Backpage.com. Result analysis from this pilot run 
suggested that sample of 40 individuals are sufficient for the main survey study.    
3.1.4.2. Selecting Potential Respondents for the Survey Study 
Similar to the first survey, the individuals invited to participate in this survey study were selected 
to have a Master’s degree or higher in engineering or design-related fields. They were also 
required to have extensive knowledge of design practice especially as it involves human factors. 
More than 300 industry practitioners and academia members were invited from which a total 
number of around 42 responses were collected (14% participation rate). Results from this survey 
study were averaged for each design solution on the questionnaire and paired with the averaged 
results from the factor analysis study to test the scale against its subjectively perceived value by 
the experts.  
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3.1.4.3. Examining the Correlation Between Elegance and Its Measures  
In the first step of testing our validated scale, the bivariate correlation between the thirteen 
verified measures of elegance and the subjective ratings for elegant design solutions from the 
second survey study were investigated. Regardless of the method used, a test of correlation 
investigates the validity of a null hypothesis that postulates zero correlation between the two sets 
of data. A significant p-value gives power to the alternative hypothesis and the coefficient of 
correlation reported shows the amount of normalized co-variance between the two variables.  
Pearson’s moment correlation is the most commonly used method for finding the bivariate 
correlation between two sets of data. However, certain assumptions need to hold before  
Pearson’s ρ can be calculated. These assumptions include interval or ratio scale of measurement, 
normal distribution of the variables, linear relationship between the two sets of variables 
(linearity), and homogeneity of variances (homoscedasticity).  As a result, a researcher cannot 
expect to obtain accurate and reliable results before careful investigation of all the prerequisite 
assumptions. Another common test of bivariate correlation is Spearman’s rank method, which 
does not require any of the assumption above. However, it requires that both variables be 
checked for ordinal scale measurement and monotonicity. That is, when the variables are plotted 
against one another, one variable must consistently increase or decrease while the other grows in 
magnitude.  
The non-parametric equivalent to Pearson’s moment and Spearman’s rank correlation is 
Kendall’s rank correlation (Kendall, 1938). This method does not demand any assumptions 
regarding the distribution of variables, or variances, and the relationship between the data sets. 
Moreover, it can be applied to variables of at least nominal scale.  
The “Kendal” library from R statistical software was used to compute Kendall’s τ between each 
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measure and elegance as a subjectively assessed variable alongside the probability for the 
occurrence of the null hypothesis. Greater Kendall’s τ and smaller p-values are indictors of the 
scale’s better performance.   
3.1.4.4. Comparing Elegant and Inelegant Designs  
In the last step of developing, validating and testing a scale for elegant design in engineering 
elegant designs were compared to inelegant ones to determine whether there is a statistically 
significant difference between the two categories. Designs standing at the top and bottom 
quartiles of the factor scores were selected to represent elegant and inelegant designs 
respectively. These two classes of solutions were tested based on their central value in elegance. 
Kruskal-Wallis test was applied to determine whether there exists sufficient evidence for 
rejecting the null hypothesis that elegant and inelegant solutions evaluated by the elegant design 
scales differ only insignificantly.  
One-way ANOVA is the most common method to test the equality of two sample means. 
However, in order to reliably apply ANOVA, requirements of normality and linearity of the 
variables, independence of errors, and homoscedasticity needs to be met beforehand. Kruskal-
Wallis test is the non-parametric equivalent of ANOVA that does not demand normal 
distribution of samples and equality of the variances for producing a reliable outcome, and can 
contrast two or more samples of a least ordinal scale (Ruxton, 2006). Kruskal-Wallis τ was 
calculated and reported as a test statistic to compare elegant and inelegant design in their central 
value for elegance computed by the scale.  Significant difference between the two central 
tendencies confirms the ability of the scale in describing and measuring elegance as a construct.  
At this point, the research methods for creating, revising, finalizing and testing the elegant design 
scale were executed. The second series of research methods focused on moving toward the fifth 
83 
 
objective of the current research paper, which is building descriptive and predictive models of 
elegance.    
3.2. Developing Descriptive and Predictive Models of Elegant Design  
One goal of the current study is to identify the main measures that explain elegant design as a 
construct and the underlying structure that interrelates the measures. The steps taken toward to 
this end resulted in developing, validating and testing a scale for measuring elegance in a given 
design. Moreover, a second goal of the present research is to use the outcomes from the first part 
of the study to build models that estimate elegant design and predict it in future cases.  Two 
types of models were developed as a part of achieving the fifth research objectives. The first 
type, that is, rule-based modeling applied linear and logistic regression methods to explain and 
estimate elegance based on elegant design scale measures and factors as predictor variables. In 
the second approach, machine learning modeling methods consisting of logistic regression, K 
nearest neighbors (KNN) and random forests were used to distinguish elegant design candidates 
from inelegant ones within a classification problem setting. Machine learning (ML) modeling 
techniques were implemented in addition to rule-based modeling due to the fact that the former 
can get updated and modified based on new input data without the need for re-analysis and re-
construction by the modeler. Furthermore, ML models are often favored for their flexibility and 
predictive accuracy, while rule-based models have the advantage of superior interpretability and 
simplicity.  
There are two approaches in estimating elegance as a dependent variable from its observable 
measures. In the inferential approach, we aim to perceive and explain the response variable as a 
function of its predictors. In this context, the main goal is to interpret and evaluate the form and 
strength of the relationship between elegance and each of the predictor measures. As a result, in 
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modeling for inference, the main objective is achieved by finding a reasonably accurate 
interpretation of this relationship.  On the contrary, in modeling for prediction accuracy, we aim 
to predict the value for the response variable when the values for the predictors are readily 
available as inputs. In this setting, we are often not concerned with the form that the function 
linking the two sets of variables takes as long as the model yields accurate predictions for the 
response.  
In the current research attempt, both rule-based methods of modeling applied were both of 
parametric type and analyzed mainly for their inferential value. This type of models needs 
relatively simple algorithms for optimizing the function parameters’ values, which makes them 
highly interpretable. Furthermore, As long as the number of parameters to estimate (problem 
dimensionality) is kept low, variance tends to stay acceptably low too. On the other hand, the 
three machine-learning approaches to modeling elegance entail both parametric and non-
parametric methods, which demonstrate various levels of bias as well as variance and were 
intended to optimize prediction accuracy. All three ML models of elegance were developed in a 
classification setting and focused mainly on generating accurate prediction of the response 
variable without much concern about explicability of the model.  
3.2.1. The Rule-based Approach: Linear Regression Modeling  
The first endeavor toward building a rule-based model for estimating elegance in engineering 
design involved conducting a regression analysis between elegant design as a construct and its 
constituent measures and subscales. Linear regression is a one of the simplest and most 
interpretable parametric methods for modeling and estimating a response variable, which 
assumes that a dependent variable can be described by a linear combination of independent 
variables that account for the variance in the unobserved variable. Essentially, in linear 
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regression modeling the problem is reduced to finding optimum values for a number of constant 
parameters. The standard approach in linear regression modeling is ordinary least squares. This 
method solves the regression problem by minimizing the residual sum of squares between the 
observed variables from the data set 𝑥  and the predicted values from the linear model 𝑦 .   
Prior to constructing and interpreting a linear regression model, we first needed to examine 
whether there exists a relationship between elegance and its predictor variables. To this end, we 
first fitted a multiple linear regression model created from an additive combination of all 13 
predictor variables to the paired sample data from both surveys. Next, we tested the null 
hypothesis that denies any relationship between elegance and any of its measures  (H0: β0 + β1 + 
… + β13 = 0) using the ‘lm’ function from the  “stats” library in R statistical software. We 
reasonably expect elegance to be linearly related to one or more of its measures. Residual 
standard error (RSE) and multiple R2 were calculated and reported as measures of model fit, 
which also provide us with an estimate of the strength of the linear relationship between elegance 
and its potential predictor variables. 
In the next step, multiple assumptions of a linear regression model were verified to ensure that 
the relationship between elegance and its predictors meets the requirements for this type of 
models. If the true relationship between the response and its predictors is far from linear, we risk 
facing reduced prediction accuracy and weak conclusions regarding the model’s interpretation by 
modeling elegance using a biased approach. To this end, diagnostic plots of the linear model 
were drawn and interpreted to investigate the linearity of the relationship between elegance and 
its predictors, constancy of variance in the error terms, and normal distribution of the model 
residuals.  
At this point, potential outliers and leverage points in the sample data were sought so that by 
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their omission we could increase data reliability and model accuracy. The scale-location plot was 
used to detect any potential outliers, while Cook’s distance in the standardized versus leverage 
plot was calculated to identify high leverage points. In essence, Cook’s distance acts as an 
estimate of the influence of individual data points in the regression analysis. Outliers and 
leverage points were eliminated from the sample data upon discovery and measures of model fit 
were recalculated and updated accordingly.  
As a further step in linear regression modeling we looked deeper into the relationship between 
elegance and every individual predictor variable. We completed this step by separately 
examining a null hypothesis that assumes no relationship between elegance and each predictor 
variable, the results to which determine the influential variables in explaining and estimating 
elegance. This process helps us rank the predictor variables based on their relative importance 
and contribution to estimating elegance.  
3.2.1.1. Regressing Elegance Onto a Subset of Its Measures 
So far, we know that elegance can be regressed to its predictor variables, where some contribute 
more to explaining the variance in the response compared to the others. However, we still need 
to determine whether it is possible to construct an accurate multiple linear regression model of 
elegance from a subset of its measures and their interactions with non-zero coefficient terms. In 
this way, we offer an effective yet concise model for explaining and predicting elegance as a 
dependent variable. When choosing among n predictor variables, there are a total number of 
!!!!!!  possibilities to select a subset that forms the model. The forward stepwise selection 
technique was chosen as a computationally efficient method for subset selection, which resulted 
in several models of elegance with varying levels of complexity and accuracy. All the models 
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developed throughout this process are discussed in Chapter Four and fall within the results of the 
parametric rule-based approach to modeling.  
3.2.1.2. Regressing Elegance Onto Its Factors 
An alternative way to subset selection in constructing a concise linear model requires combining 
the predictor variables into representative variables. For this purpose, we used common factors  
as the predictor variable values for regressing elegance onto. As a part of the process of model 
fitting, we constructed models of elegant design, which included or excluded the interaction 
terms between the factors. Then, we tested whether there is a relationship between elegance and 
each factor or interaction term and examined the strength of each potential relationship. The 
corresponding F-test values and measures of accuracy for each model was calculated and 
reported. We anticipate that factors of elegant design, despite being valuable predictors, most 
likely display lower model fit in accounting for the variance in the response variable. This effect 
is explained by the fact that the process of constructing factors from measures using factor 
analysis effectively involves some data loss. All the models built at this step are explained 
extensively in Chapter Four.  
3.2.2. The Rule-based Approach: Logistic Regression Modeling  
In our second approach to rule-based modeling elegance as a dependent variable of its measures, 
we applied logistic regression method to distinguish elegant designs from inelegant ones. 
Logistic regression is a  modeling method well suited for analyzing the relationship between the 
response and its predictor variables when the response is qualitative (categorical). The predictor 
variables can be qualitative, quantitative (continuous) or a combination of both. In such a model, 
the log-odds of the response is a linear function of the predictors, and the model takes the form:  
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𝐥𝐧 𝒑𝟏!𝒑 =   𝓑𝟎 +   𝓑𝟏𝒙𝟏 +⋯+   𝓑𝒏𝒙𝒏    (Equation 3.6) 
where ℬ! refers to a parameter in the model and 𝑥! a predictor variable. In this Equation, p 
denotes the probability that an observation belongs to a category and is represented as 𝑝 𝑌 = 1|  𝑥!, 𝑥!,… , 𝑥! . Essentially, logistic regression is a form of generalized linear model 
where the link function is binomial/multinomial. 
Logistic regression has interesting advantages compared to other classification methods. It is 
efficient in modeling relatively small sample sizes, as well as making no assumption regarding 
the distribution of the predictor variables (since it is a type of generalized linear model). Logistic 
regression is especially effective when the classification problem has a linear decision boundary. 
Furthermore, the sigmoid logistic function estimates the probability that each data point belongs 
to one of the response classes. This appears as a very important property that allows us to change 
the value of the response variable for a data point based on how confident we want to be about 
the outcome (how large the odds of the outcome needs to be).   
To examine the relationship between elegance as a categorical variable and its measures of 
numerical scale, we converted values for elegance into binary dummy variables (0, 1). To this 
end, data points were divided into two distinct classes, ‘elegant’ and ‘inelegant’ based on their 
response value relative to 4.0 on a 7-point likert scale.  Observations that stood above 4.0 in their 
subjective value for elegance were assigned to the category ‘elegant’ with a binary value of 1, 
while the remaining data points were categorized as ‘inelegant’ and took a binary value equal to 
0. Next, the ‘glm’ command from the “stats” library of R statistical software was used to build a 
binomial logistic regression of the data. The logistic regression (LR) model was fitted to the data 
using the maximum likelihood method and had all measures of elegance as the predictor 
variables. The maximum likelihood estimator was chosen over the more common ordinary least 
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squares due to the log-odds scale of the relationship between elegance and its predictors in an LR 
model. The quality of the fitted model was evaluated by comparing the goodness-of-fit of the 
model to a null model, with zero predictor variables. In other words, we examined whether there 
is a relationship between elegance as a categorical variable and any of its measures as predictors. 
The ‘lrtest’ command from the “lmtest” library in R was used to perform a likelihood ratio test, 
which estimates the likelihood of occurrence for one model versus another given the data.  
Another statistical test for goodness-of-fit specific to logistic regression is Hosmer-Lemeshow 
test. This test was performed using the ‘hoslem.test’ function from “ResourceSelection” library. 
The Hoslem test examines the validity of the null hypothesis that there is no significance 
difference between the fitted logistic regression model and the observed data. Similarly, the p-
value associated with the test statistic for the original model was used as a measure of goodness-
of-fit of the model. 
In addition to hypothesis testing, model fit was measured by calculating the portion of variance 
in the response estimated by the fitted LR model. Analogous to linear regression, R2 was used as 
a measure of model fit, where pseudo R2 values were used in lieu of Pearson’s R2 to this end. A 
pseudo R2 is an equivalent to the R2 statistic in a linear regression model generated through 
ordinary least squares, when a logistic regression is fitted to a set of data via maximum 
likelihood. Analogous to R2, a pseudo R2 varies between 0 and 1 and intends to explain the 
variability in the response variable as well as display the improvement from null model to the 
fitted model. Three most common pseudo R2 measures, McFadden R2 (McFadden, 1974), Cox & 
Snell R2 (Cox and Snell, 1989), Cragg & Uhler’s R2 (Cragg and Uhler, 1970) were calculated 
and reported using the ‘pR2’ command from the “pscl” library.  
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In the next step we studied each of the predictor variables individually as it impacts elegance. 
Similar to linear regression modeling, we first fitted a logistic regression model between 
elegance as a categorical response variable and each of its measures separately.  Then, we carried 
out a likelihood ratio test to examine the goodness-of-fit for each of the fitted models. In this 
setting, every single model was compared to the null model in terms of the residual deviance. 
The model fitting was achieved by maximum likelihood and thus, deviance was used as the 
quality-of-fit statistic to test the null hypothesis. In this context, deviance has a similar role in 
logistic regression as residual variance (RSS) in a linear regression model.  We determined the 
contribution of each individual predictor variable to recognizing elegant design candidates from 
inelegant ones by examining the p-value from the χ2 distribution associated with the null 
hypothesis that the null model fits the data as well as the logistic regression model.  
3.2.2.1. Regressing Elegance Onto a Subset of Its Measures 
At this point in the study, we proceeded in modeling elegance by building models that employed 
only a subset of elegant design measures to effectively yet concisely explain elegance. In this 
approach, we aimed to create less complicated model(s) with fewer parameters, which could 
achieve lower variance at the cost of a negligible increase in bias.  A subset of measures that can 
accurately differentiate elegant design candidates from inelegant ones is essentially a mini scale 
for elegant design, which entails the main predictors of elegance. 
For the task of subset selection among the !!!!!!  possible extractable models from n 
variables, we first ranked the predictor variables according to their relative importance in 
explaining elegance. Then, we chose the predictors topping the list to build a new logistic 
regression model of elegance, which was then evaluated in terms of goodness-of-fit and model 
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accuracy. Wald test was conducted to determine the importance of each individual predictor 
variable in the model using the ‘regTermTest’ function from the “survey” library. A Wald test is 
a parametric method used to assess the statistical significance of each parameter coefficient in 
the model and tests the hypothesis that the coefficient of an independent variable is significantly 
different from zero. If we fail to reject the null hypothesis for a variable in the Wald test we can 
safely deduce that removing the variable does not considerably affect the model’s bias. In other 
words, for each individual predictor variable we tested the hypothesis whether removing it from 
the model would cause any significant change in model’s explicability of the response variable.  
Furthermore, we calculated the absolute value of the t-statistic for each model parameter as 
another measures of its relative importance in the model. For this purpose, the ‘varImp’ function 
from the “caret” package was used as a generic method for calculating the importance of each 
variable in a classification (logistic regression) model. Subsequently, the results from both 
methods were compared to choose a reliable subset of measures that would produce the most 
influential parameters in the model. Lastly, a reduced model consisting of the selected predictor 
variables was fitted to the sample data and evaluated against the original logistic regression 
model of elegance. Hypothesis testing was used to compare and contrast the two models and thus 
judge the effectiveness of our modeling approach.  
3.2.2.2. Regressing Elegance Onto Its Factors 
In the last step of our rule-based approach in modeling elegance, we regressed elegance as a 
categorical variable onto its latent variables. Two different models were developed in the 
process, where the first entailed all the common factors excluding the interaction terms, while the 
second included the synergy terms. Next, likelihood ratio test was conducted to compare the 
models to each other and the null model. Pseudo R2 values were also estimated as metrics of 
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model fit. Results from these statistical processes help us determine whether we can successfully 
explain elegance as a combination of its factors when their synergy terms are present or 
otherwise in the model. Furthermore, we can study the effect of each of the interaction terms on 
elegance as a categorical variable. Lastly, comparing the results from regressing elegance onto 
its factors versus regressing them onto a subset of its measures leads us to conclude which 
approach is less biased in explaining the variance in elegance as a categorical response. 
In this section, we examined the relationship between elegance as a dependent variable of its 
measures and factors in the context of rule-based modeling using linear and logistic regression 
methods. Interpreting the models developed throughout this process casts light on the intricacies 
of this relationship in the context of both regression and classification. Reduced models built via 
subset selection and dimensionality reduction were studied and compared in the aforementioned 
contexts. We anticipate that the resulting models can act as tools for explaining elegance and its 
predictors within the simplified framework of parametric models.  
3.2.3. The Machine Learning Approach: Logistic Regression Modeling  
Machine learning,  a subarea of artificial intelligence, is the study of developing and applying 
algorithms that discover knowledge or patterns from a specific set of data and use them in 
prediction or decision making automatically, without direct programming. Such algorithms use a 
series of observations as input to build a model from data and make intelligent decisions and 
predictions accordingly. This modeling process is often referred to as predictive analytics. 
Machine learning methods are often employed to solve problems and complete tasks that humans 
perform successfully, but are otherwise too difficult to elaborate algorithmically. The developed 
methods have many applications in science and engineering including bioinformatics, DNA 
sequencing, medical diagnosis, computational finance, fraud detection, filtering, voice and 
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pattern recognition, face detection, language and speech processing, search engines, weather 
prediction and robotics among others (SAS, 2015; Smola and Vishwanathan, 2008).  
Machine learning (ML) methods were applied in the current study to build and validate a model 
to predict elegance in engineering design based on its constituent observed variables and 
subscales. ML algorithms were used due to their efficiency and flexibility in developing reliable 
and replicable predictive models. Scikit-learn, a Python open-source library for machine 
learning, Pandas, a Python library for data analysis and GraphLab Create, a machine learning 
framework entailing libraries for data transformation and manipulation as well as toolkits for 
creating and evaluating machine learning models by Turi Inc. were used for the subsequent 
analyses.  
In modeling for prediction accuracy, we began by adopting the logistic regression method this 
time in the context of a machine-learning classification problem and then, moved toward more 
flexible techniques. Similar to rule-based modeling, logistic regression estimates elegance as a 
categorical scale variable, where the problem has a linear decision boundary. First, we cleared 
the sample data from high leverage points. Then, we labeled all the remaining data points in the 
sample data following the same rule for binary categorization that we applied in rule-based 
logistic regression modeling. Thus, an instance was labeled as elegant if its corresponding value 
for elegance stood above 4.0 on a 7-point likert scale and as inelegant otherwise. Furthermore, 
we applied data shuffling as well as 10-fold cross-validation to the data to avoid overfitting the 
training data and thus risking a high variance. K-fold ross-validation consists of dividing the data 
into K folds, where in each round of modeling K-1 folds are used as the training data and the 
remaining fold as the test data. A total of K rounds of modeling are conducted where all data 
points are used both as training and test data depending in which fold they fall into. This 
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approach provides a very efficient way of training and testing an ML model especially when 
working with a limited sample size. The accuracy measure for the model is calculated as the 
average of the accuracy measures across all K folds. Since K different subsamples are used for 
training and testing the model the chance of overfitting the sample and encountering an increased 
variance drops dramatically.  In our study, the number of folds equaled 10, which is the most 
commonly used number of divisions within a single sample.  
Similar to rule-based modeling, two sets of predictor variables were used to train the logistic 
regression (LR) model. One model was constructed based on all measures of elegant design as 
predictors of elegance, while a second model was developed from a subset of most descriptive 
measures of elegance. These measures were determined based on Wald test and relative 
importance analysis of predictor variables discussed previously. In training the logistic classifier, 
the auto solver was chosen to automatically choose the best solver (algorithm) in solving the 
classification problem for the data and model parameters from a set of three potential solvers, 
accelerated gradient descent, Newton-Raphson and limited memory BFGS method. Both the 
lasso (l1 norm) and ridge (l2 norm) penalties were set to zero due to the relatively small estimate 
values for the model coefficients. Three classification metrics were calculated and reported as 
estimates of model quality, namely, prediction accuracy, log-loss and AUC.  
The first classification metric, that is, prediction accuracy represents the ratio between the 
number of correctly classified instances and the total number of data points in the test set. 
Essentially, it measures how frequently a classifier estimates the correct response. In contrast to 
accuracy, which is a hard classification metric, logarithmic loss (log-loss) is a soft one, which 
incorporates the concept of probabilistic confidence in evaluating prediction quality. It is 
especially useful when the output of a classifier has the format of a numeric probability instead 
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of a class label. In the present context, the LR classifier predicts elegance both as a label and a 
probabilistic quantity. Thus, both accuracy and log-loss are appropriate metrics for evaluating 
classification. Smaller values of log-loss are more desirable since they indicate lower 
unpredictability in label determination by the classifier.  
The area under the ROC (Receiver Operating Characteristic) curve is another useful 
classification metric. An ROC curve is a plot that illustrates the number of true positives against 
false positives in the model. True positives are observations of the test data set that are correctly 
predicted as elegant when they were actually labeled elegant based on their survey-extracted 
likert-scale value. On the contrary, false positives are data points that were actually inelegant but 
were labeled as elegant by the ML classifier. The higher the prediction power for a model, the 
closer the area under its ROC curve (AUC) gets to 1. The results from building and evaluating 
logistic regression ML models of elegance were reported and then compared to the results 
obtained from the rule-based modeling approach. The details of this report can be found in 
Chapter Four.  
3.2.4. Machine Learning Approach:  K Nearest Neighbors 
In modeling for prediction, we undertook a second approach to classification by training a K-
nearest neighbors classifier that predicts the class label for each problem instance in the test data. 
K-nearest neighbors (KNN) is a non-parametric classification method, which classifies a data 
point by estimating the conditional probability distribution of the response variable given the 
predictor(s) and then, assigns each instance to the class with highest estimated probability. This 
process requires the classifier to first determine the K data points in the training data within 
certain proximity of the query point, which is called a neighborhood. A query point’s neighbors 
are identified based on their values for the predictor variables. Next, the classifier estimates the 
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conditional probability that a query points belongs to each class by calculating the portion of its 
neighbors within that class. The conditional probability is calculated using the Equation: 
𝐏𝐫 𝒀 = 𝒋 𝑿 = 𝒙𝟎 = 𝟏𝑲 𝑰(𝒚𝒊𝒊∈𝑵𝟎 = 𝒋)  (Equation 3.7) 
The Equation above estimates the conditional probability that the query point x0 belongs to class 
j, where N0 denotes the K points nearest to x0 that make its neighborhood. In the same Equation, 
I is a function that takes either of the two values of 1 or 0 depending on whether the ith point in 
the neighborhood belongs to class j or otherwise. KNN method can be used for both binary class 
as well as multiclass classification. Furthermore, it is a non-parametric modeling technique, 
which means KNN does not make any assumptions regarding the shape of the decision 
boundary. As a result, KNN is relatively more flexible and thus expected to display higher 
prediction accuracy compared to logistic regression classifier without much sacrifice to the 
simplicity and interpretability of the model.  
Values to three parameters determine the neighborhood for a given observation, that is, the 
distance function, maximum neighbor (K) and the neighborhood radius. The distance function is 
a function that calculates the distance between a query point and each point in the training data 
set and was set to ‘Euclidean’ in our model. We chose Euclidean over alternative functions for 
distance estimation since our sample size allowed us to opt for the most precise method without 
the need to sacrifice precision for computational efficiency.  The second constraint in KNN 
modeling is the maximum number of data points allowed in the neighborhood, denoted as K. The 
choice of K impacts the model by manipulating the bias-variance tradeoff. Essentially, smaller 
values of K may result in higher model bias by allowing for a more flexible decision boundary 
while overly large values of K increase the risk of overfitting the data and may lead to 
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unacceptably high variance. A maximum neighbor number equal to 10 was chosen as a common 
and reasonable value to avoid both underfitting and overfitting the training data. The last of the 
model’s parameters, namely, neighborhood radius denotes the maximum distance that a data 
point is can have from a given observation for it to be allowed within its neighborhood.  In our 
approach to building a predictive KNN model of elegance, the radius was set to ‘None’, that is, 
the 10 closest neighbors to the prediction points were used as neighbors regardless of how far 
they are from that point. Based on the diagnostic plots discussed earlier, which displayed a 
reasonable dispersion of the data, we expected smooth distances between the points especially 
after elimination of outliners and high leverage points.  Similar to logistic regression modeling, 
all the data points in the sample data were labeled as either elegant or inelegant based on their 
likert-scale score (above or under 4.0) after clearing leverage points. Shuffling and 10-fold cross-
validation method of data resmapling was applied to minimize the chance of overfitting the 
training data. Upon training the KNN model, classification metrics consisting of prediction 
accuracy, log-loss, and AUC were calculated and compared to their values from the linear 
logistic regression model.  
3.2.5. Machine Learning Approach: Random Forests  
Our last approach to modeling elegance for prediction entailed use of random forests for non-
parametric classification. Random forests are an improved version of bagged decision trees, 
which are capable of making high accuracy predictions without compromising the model’s 
variance. Decision trees are a supervised machine-learning method for classification, which 
apply recursive binary splitting to categorize a given observation. In this setting, a tree is grown 
on the training data, where each node represents a test on an attribute that results in a binary class 
labeling beginning at the stump. Furthermore, each branch displays the outcome of a test, and 
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each leaf, namely, a terminal node points to a class label. The predicted label for a query point is 
identical to the label for the most common class of training data points in the region (leaf) to 
which it belongs.  
Decision trees despite their many advantages such as being intuitive and easy to explain as well 
as being reflective of human decision-making process may risk high variance and low bias, 
which lends itself to low prediction accuracy. One way of avoiding overfitting the training data 
in decision trees and thus the predicting the class labels more reliably is by growing a series of 
trees from repeatedly resampled data and combining them into a forest. A random forest is a set 
of de-correlated bagged decision trees, which means in growing it we recurrently take random 
samples from a single training data set (bagging) and from the predictors (de-correlation). This 
method replicates building decision trees from multiple samples and takes the majority vote over 
all the trees as the class label for every query. In this setting, averaging reduces the variance and 
thus increases prediction accuracy. Furthermore, every tree is built from a randomly selected 
subset of the attributes, a technique, which allows the trees to undergo more diversity and thus 
contributes to further reduction of variance. Random forests are more accurate to single decision 
tree; however, the increased accuracy is obtained at the cost of reduced simplicity and 
interpretability. 
 In the current research attempt, the random forest classifier for modeling elegance is the most 
flexible yet the least explicative one among all other classifiers. We set the maximum number of 
iterations in resampling to 10, which enabled us to grow 10 distinct decision trees. Unlike other 
classification methods we discussed previously, we did not need to divide the sample data into 
training and test data in growing a forest and we used the entire sample data to grow single trees. 
The reason for this decision lies in the fact that bagged trees make use of the bootstrap method 
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for resampling the data, which is an alternative approach to cross-validation for minimizing 
overfitting. Three forests were built by selecting a random subset of 0.4, 0.5 and 0.9 of the 
predictors and the resulting models were compared and contrasted. This approach to modeling 
allows the use of different subsets of elegant design measures in building predictive models of 
elegance without being restricted to analytical subset selection as in regression models. 
Therefore, the resulting model can achieve higher prediction accuracy. The results from building 
random forests for non-parametric classification modeling are reported and analyzed versus other 
classification methods in Chapter Four.  
As a part of the current endeavor for constructing predictive machine learning models of elegant 
design, three machine learning classification models were developed and analyzed. These 
models entailed a spectrum in terms of flexibility and prediction accuracy as well as simplicity 
and interpretability that result from implementing both parametric and non-parametric 
techniques. ML models of elegant design offer are valuable tools for differentiating design 
candidates, which can be honed and improved continuously by extending the training sample 
size.  
In summary, multiple research methods applied in this phase of the study were aimed at 
developing descriptive and predictive models of elegant design. These models were based on 
validated measures and subscales of elegant design as a construct and utilized machine learning 
algorithms. The two main goals of the current study consisting of developing a valid a reliable 
scale for measuring elegant design as a construct and building descriptive and predictive models 
of elegance were achieved using multiple statistical methods and analytic strategies.  
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4. RESULTS AND ANAYSIS  
This chapter presents the results and findings derived from applying research methods explained 
in Chapter Three.  First an initial scale for elegant design was developed based on literature 
review and examined for content validity by expert judges. Next, the items on the elegant design 
scale underwent an exploratory factor analysis to uncover the latent variables that form the 
underlying structure of. elegant design. Multiple models suggested by exploratory factor analysis 
were checked for validity and reliability. A CFA model followed the revised and verified factor 
models of elegant design to replicate and confirm the results obtained in the previous step. The 
final elegant design scale was tested in performance by comparing its predictive power against 
subjective assessment by experienced raters. In the last step, all the results obtained were used to 
construct descriptive and prescriptive models of elegance using statistical modeling and machine 
learning methods.  
The procedures mentioned above led to fulfilling the two main goals of the current research 
endeavor: 1) defining and measuring elegant design as a construct through developing and 
validating an instrument for this purpose, and 2) predicting elegance through models comprising 
its constituent measures and latent variables.  
4.1. Developing a Scale for Elegant Design in Engineering  
This section of the results reports and analyzes the findings from applying research methods 
toward, developing, validating and testing a framework for explaining and measuring elegant 
design in engineering. Several procedures and techniques were implemented toward quantifying 
elegance, which are discussed extensively hereinafter. 
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4.1.1. Creating the Survey Instrument for Elegant Design  
The process of creating and validating a scale for defining and measuring elegant design 
included survey design and administration, data analysis using exploratory factor analysis, and 
conducting tests of reliability and validity. The findings from conducting each step is reported 
and analyzed subsequently.  
4.1.1.1. Selecting Potential Items on the Scale: Face and Content Validity  
The initial scale for elegant design in engineering as a construct resulted from a comprehensive 
literature review and included a total of 32 items. The items on the initial scale were used in a 
survey administered to a group of expert judges to collect their opinions on which items are the 
crucial and most representative measures for elegant design. The collected data from this survey 
forwent verification tests using Brennan-Prediger’s (BP) and Gwet’s (AC2) coefficients of inter-
rater reliability and CVI index of content validity (Brennan and Prediger, 1981; Gwet, 2008).  
4.1.1.2. Results for Inter-rater Reliability 
In the current study we used two methods, BP and AC2, to estimate the inter-rater reliability 
among the expert judges that rated the items on the initial scale in terms of their importance 
and representativeness. Both methods use a Kappa-like approach to calculate the percentage 
agreement among the raters and the percentage agreement that could have happened by 
chance. These two coefficients were calculated using Matlab programming based on our data 
for 32 objects (n=32), 4 categories on likert scale (q=4 ) and 5 raters (r=5).  The values for 
each coefficient are reported in Table 4.1.  
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Table 4.1: The Observed Values for BP and AC2 Coefficients of Inter-rater Reliability 
Coefficient	   BP	   AC2	  
Observed	  Value	   0.56	   0.63	  
 
Benchmarking 
Landis and Koch (1977), Fleiss (1981) and Altman (1990) have suggested benchmark scales to 
assess the strength of agreement among raters based on Kappa or Kappa-like coefficients for 
inter-rater reliability. Table 4.2 shows some parts of the scales mentioned above.  
 
Table 4.2: Benchmark Scales for Assessing the Strength of Agreement Among Raters 
Landis	  and	  Koch	   Fleiss	   Altman	  Kappa	  Statistic	   Strength	  of	  Agreement	   Kappa	  Statistic	   Strength	  of	  Agreement	   Kappa	  Statistic	   Strength	  of	  Agreement	  0.41-­‐0.60	   Moderate	   0.4-­‐0.75	   Intermediate	  to	  good	   0.41-­‐0.60	   Moderate	  0.61-­‐0.80	   Substantial	   0.61-­‐0.80	   Good	  
 
As shown in Table 4.2, the Gwet’s coefficient (AC2) among the judges is in the ‘good’ or 
‘substantial’ category according to all three benchmarking scales. Gwet’s approach is the most 
precise approach to calculate the ‘true’ agreement based on the nature of our data and number of 
objects, categories and raters. Even the Brennan-Prediger coefficient, which still overestimates 
the chance agreement to contribution ranks in the moderate category in all three scales.  
Benchmarking method using Monte-Carlo Simulation 
Gwet (2012) carried out a Monte-Carlo experiment that assigned different values to n (number of 
objects), q (number of categories), and r (number of raters) to simulate a reliability study based 
on random ratings. He repeated his experiment numerous times to study the variation of 95th 
percentile for Kappa in each case. Essentially, he investigated what the highest attainable Kappa 
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would be in 95% of the times if all the ratings were assigned in a purely random manner. He later 
published the results from his simulation in a series of tables for different kappa coefficients 
(Fleiss, Scott’s Pi, BP, AC1 and AC2) and different values for n, q and r. According to Gwet 
(2008), the BP and AC2 from our study (n=32, q=4, r=5) variations in 95th percentile are as 
presented in Table 4.3.  
 
Table 4.3: The Observed and Highest Randomly Attainable Values for BP and AC2 	   BP	   AC2	  
Observed	  value	   0.56	   0.63	  
Critical	  value	   0.10	   0.12	  
 
A critical value of 0.12 means a pure random rating of the subjects could lead to a coefficient 
value of lower than 0.12 in 95% of the times. This model does not suggest a margin of error of 
0.12 for the observed value. It only helps us conclude that in 95% of the times a coefficient value 
of 0.63 represents the agreement among the raters. Even in 5% of the times where 0.12 of the 
contribution could be associated with chance, the coefficient value is 0.51, which still shows a 
valid moderate level of agreement among the raters. Essentially the sufficient level of agreement 
among the raters makes them a reliable instrument to judge the validity of the measures for 
elegance.  
Table 4.2 and Table 4.3 provide the benchmark for comparing and analyzing the indicators for 
inter-rater reliability in our research study. Based on the information presented above, the values 
for BP and AC2 coefficients calculated from the expert judges’ ratings display substantial levels 
of inter-rater reliability. As a result, expert judges’ opinions can be confidently applied to 
categorize all items on the initial scale in terms of their level of representativeness of elegant 
design.  
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4.1.1.3. Content Validity Results  
Upon verifying the inter-rater reliability among the expert judges, we used their votes and 
opinions to determine the content validity of each measure. Participants were asked to classify 
each measure into one of the four categories: “completely representative”, “quite representative”, 
somewhat representative” and “not at all representative”. These categories were given the ordinal 
values 4 to 1 respectively. To prioritize the list of measures to consider as the main 
representative measures of elegance in engineering the content validity index (CVI) for each 
measure was calculated. Table 4.4 show a report of the CVI’s from this study.  
Table 4.4:Content Validity Index Value (CVI) for Each Item on the Initial Scale for 
Elegant Design 
Measure	   CVI	   Item	  No.	  
An	  elegant	  Design	   	   	  Achieves	  functional	  objectives	   1.0	   1	  Provides	  for	  end	  user	  satisfaction	   1.0	   3	  Is	  easy	  to	  use	   1.0	   17	  Delights	  the	  user	   1.0	   19	  Provokes	  curiosity	  in	  the	  user	   1.0	   20	  Connects	  with	  the	  user	  emotionally	   1.0	   23	  Communicates	  the	  goal	  of	  the	  design	   0.8	   9	  Uses	  minimal	  resources	   0.8	   10	  Is	  self-­‐explanatory	  for	  users	   0.8	   18	  Provokes	  imagination	  in	  the	  user	   0.8	   21	  Communicates	  an	  “aha!”	  moment	  of	  insight	   0.8	   22	  Earns	  users'	  trust	   0.8	   24	  Works	  for	  all	  stakeholders	   0.6	   2	  Solves	  a	  non-­‐trivial	  problem	   0.6	   4	  Has	  a	  long	  functional	  life	   0.6	   5	  Can	  adapt	  to	  new	  demands	   0.6	   6	  Has	  predictable	  behavior	   0.6	   7	  Is	  flexible	  in	  the	  face	  of	  change	   0.6	   8	  Produces	  minimal	  waste	   0.6	   11	  Lacks	  redundancy	   0.6	   13	  Circumvents	  design	  constraints	  by	  reframing	  the	  problem	   0.6	   26	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Measure	   CVI	   Item	  No.	  Is	  simple	  to	  maintain	   0.4	   16	  Approaches	  the	  problem	  from	  an	  unconventional	  perspective	   0.4	   25	  Avoids	  tradeoffs	  between	  desirable	  characteristics	   0.4	   27	  Accounts	  for	  both	  the	  big	  picture	  and	  details	  of	  the	  system	   0.4	   28	  Fits	  in	  with	  the	  surrounding	  social	  environment	   0.4	   29	  Fits	  in	  with	  the	  surrounding	  natural	  environment	   0.4	   30	  The	  system	  performance	  is	  worth	  the	  effort/cost	  by	  the	  user	   0.4	   31	  Is	  easily	  inspectable	  during	  operation	   0.2	   12	  Is	  simple	  to	  implement	   0.2	   15	  The	  output	  from	  the	  system	  significantly	  overrides	  the	  input	  into	  the	  system	   0.2	   32	  Is	  affordable	  for	  the	  user	   0	   14	  
 
The CVI index was calculated by dividing the number of “completely representative” and “quite 
representative” ratings that a measure receives by its total number of ratings. Table 4.4 suggests 
that 6 measures out of 32 are considered highly representative of engineering elegance (CVI = 
1.0). Another 6 measures with a CVI of 0.8 add more representative measures to explain 
engineering elegance as a construct. The measures with a CVI of 0.8 and above were considered 
in the second survey and our instrument. We hypothesize that these measures make up the main 
elements for a model for elegance.   
One additional way to collect data on representative measures of elegant design from expert 
judges was to require them to provide us with any measure(s) not listed in the survey. An essay-
type question at the end of the survey was designed for this purpose. The experts provided us 
with a list of suggested measures as follows:  
• “Beauty, harmony, symmetry were not addressed.” 
• “Creates a feeling of appreciation in the user. Is simple. Is satisfying.” 
• “There are many elements of elegance in design, from aesthetics, to function, to shape, to 
environmental impact, etc. The items in the list hit on some of these elements, but it is 
106 
 
hard to extract one definition for elegance for any engineered system at any scale.” 
Beauty, harmony, symmetry were not addressed.”_ Beauty/aesthetics, harmony and symmetry 
were all addressed in the initial scale for elegant design. However, instead of including them 
among the measures they were incorporated in the scale as subscales with each of them 
encompassing a number of measures. The measures were not labeled and categorized in the 
subscales they may belong to, since this was an exploratory study and we did not want to lead 
the respondents into giving us answers that we expect. In fact, beauty/aesthetics is one of the 
major categories, which we expected several measures to fall into based on the literature. 
Harmony was addressed as contextual harmony and the three measures: “Accounts for the big 
picture and details of the system”, “Fits with the surrounding social environment” and “Fits with 
the surrounding natural environment” were included to capture this subconstruct. None of these 
measures had enough content validity according to the expert judges to remain on the revised 
scale.  However, a new measure: “Makes sense in its context” was added in lieu of the discarded 
measures to represent contextual harmony and the sense making process as a part of aesthetical 
assessment in a given design. A design lacks in aesthetics and harmony unless it makes sense to 
the user within its context.  A similar argument is valid for symmetry as a dependent variable. 
Symmetry is defined as a subscale very close to functionality based on Matthew May’s four-
dimensional definition of elegance (2010). Yet again, this is another subconstruct that we expect 
to entail several measures.  
“Creates a feeling of appreciation in the user. Is simple. Is satisfying.” _The measure: “Creates a 
feeling of appreciation in the user” was not incorporated in the initial scale. Because of its clear 
expression it was included in the revised scale without any changes to the wording. We expect it 
to fall into one of the subscales of functionality or aesthetics. Simplicity was addressed in the 
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initial scale as a subscale and not a measure similar to aesthetics, contextual harmony and 
functionality. “Provides for end user satisfaction” appeared on the initial scale and with a CVI 
value equivalent to 1.0 and thus, appeared in the revised scale.  
“There are many elements of elegance in design, from aesthetics, to function, to shape, to 
environmental impact, etc. The items in the list hit on some of these elements, but it is hard to 
extract one definition for elegance for any engineered system at any scale.” _Capturing all the 
elements of elegant design is not a simple task. However, the main goal of the present study was 
not to offer one definition for elegance but to identify the crucial elements of elegant design that 
explain and predict elegance as construct. In this fashion, elegance can be quantitatively 
analyzed and find practical applications.  
4.1.2. Refining and Analyzing the Scale Items 
A revised scale for elegant design was developed from the items that passed the tests for content 
validity and inter-rater reliability along with one item that was suggested by the experts. The 
revised scale for elegant design is presented in Table 4.5. 
Table 4.5: The Modified Scale for Elegant Design in Engineering 
Scale	  Item	  Achieves	  functional	  objectives	  Provides	  for	  end	  user	  satisfaction	  Is	  easy	  to	  use	  Delights	  the	  user	  Provokes	  curiosity	  in	  the	  user	  Connects	  with	  the	  user	  emotionally	  Communicates	  the	  goal	  of	  the	  design	  Uses	  minimal	  resources	  Is	  self-­‐explanatory	  for	  users	  Provokes	  imagination	  in	  the	  user	  Communicates	  an	  “aha!”	  moment	  of	  insight	  Earns	  users'	  trust	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Scale	  Item	  Makes	  sense	  in	  its	  context	  	  Creates	  a	  feeling	  of	  appreciation	  in	  the	  user	  
 
The revised scale for elegant design is not an operationalized instrument for distinguishing and 
measuring elegance in engineering unless it is examined for other indicators of validity and 
reliability. A survey instrument consisting of all the revised scale items was designed to collect 
data and carry out the validation procedure. 
4.1.2.1. Administering the Survey and Preprocessing the Data 
The survey instrument designed to collect data using the revised scale for elegant design 
consisted of 54 number of engineering design solutions.  The questions were partitioned into four 
separate surveys to reduce the survey time to a reasonable amount. The respondents who were 
selected from experienced members of academia and industry practitioners rated the suggested 
solutions based on their performance in each of the 14 aspects of elegance on a 7-point likert 
scale. After disregarding missing and incomplete data 357 observations for each measure were 
recorded by combining the data gathered from all four surveys. Qualtrics online survey software 
was used for collecting data and R coding for the cleaning and preprocessing procedure.  
4.1.2.2. Examining the Test-score Reliability of the Items  
At this point, we investigated test-score reliability by  assessing internal consistency of the scale. 
Four measures of internal consistency were calculated using the “Mokken” package in R, which 
consisted of: Cronbach’s alpha, Guttman’s lambda-2, MS method and LCRC. The values 
associated with these measures and their interpretations are reported in this section (Cronbach, 
1951; Guttman, 1945; Van der Ark et al., 2011). 
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Table 4.6: Measures of Internal Consistency Reliability for the Scale and Their Values 
Internal	  Consistency	  Reliability	  Measure	   Value	  Cronbach's	  alpha	  	   0.87	  Guttman's	  lambda-­‐2	  	   0.89	  MS	  method	  	   0.88	  LCRC	  	   0.89	  
 
George and Mallery (2003) propose a Crohnbach’s alpha value of 0.7 to be “acceptable”, while 
they count an alpha value of 0.8 as “good” and 0.9 as “excellent”. Similarly, Gliem and Gliem 
(2003) recommend an alpha value of 0.8 as a reasonable goal.  
Results analysis from the current research study associates a value of 0.89 with the alpha 
coefficient estimated for the sum of items on the survey, which is essentially an instrument for 
elegant design.  This value indicates a “very good” or “near excellent” reliability for the scale 
under study. Values obtained for other measures of internal consistency reliability comply with 
similar standards, which indicate a very good level of consistency of items across the scale. All 
this information points to the conclusion that the scale as a whole passes the internal consistency 
reliability test. In other words, an instrument consisting of these items has test items that 
demonstrate a convergent behavior across the scale. The number of latent variables underlying a 
scale was investigated through factor analysis, which in the next step of the research study.   
4.1.2.3. Exploratory Factor Analysis Results  
After confirming the reliability of our instrument for elegant design by verifying the consistent 
behavior of test items across the scale, an exploratory factor analysis was conducted to explore 
the interconnections between measures of elegant design and the structure underlying our 
construct. This section reports, discusses and analyzes the results from conducting an exploratory 
factor analysis on a subset of the sample data consisting of 232 observations of 14 scale items. 
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The remaining 125 data points were used in a consequent confirmatory factor analysis. Several 
methods were applied to complete this procedure using various packages from R statistical 
software.  
 Assessment of Factor Analysis Appropriateness 
Before performing factor extraction techniques to find and analyze the structure underlying the 
measures, we need to ensure that the correlation matrices obtained from our sample data are 
appropriate for applying factor analysis methods. This is a necessary step before reaching a 
meaningful interpretation of factor analysis results (Dziuban & Shirkey, 1974). In the current 
study two techniques were applied to verify the psychometric adequacy of the sample correlation 
matrix under consideration: the Kaiser-Meyer-Olkin measure of sampling adequacy (Kaiser, 
1970) and Bartlett’s test of sphericity (Bartlett, 1950). Note that these methods were applied to 
all our sample data regardless of whether the factor analysis to be applied to them be exploratory 
or confirmatory.  
Kaiser-Meyer-Olkin (KMO) measure is a statistic that indicates the proportion of variance 
explained by common factors underlying the variables. In other words it verifies whether a 
variable has adequate communality with other variables to “belong to the family 
psychometrically”. KMO gives an index to compare the observed correlation coefficients to 
partial coefficients. This comparison is based on the assumption that the partial correlation 
between two variables will be small when they share a common factor with other variables of the 
family. Four main trends affect KMO measure positively. Increase in the number of variables, 
decrease in the number of factors, increase in sample size, and increase in the level of correlation 
all improve values for KMO measure. This statistics varies between 0 and 1, with greater values 
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showing more useful results from factor analytic methods (Dziuban & Shirkey, 1974). Kaiser 
(1974) considers KMO values below 0.5 to be unacceptable.  
Table 4.7 illustrates the KMO measure of sampling adequacy calculated for the entire set of 
observed data from the survey and also the measure for each item. The overall measure equals a 
value of 0.86, which exceeds the minimum criterion of 0.5 (Kaiser, 1974) for conducting a factor 
analysis substantially. In fact, Kaiser (1974) categorized values between 0.8 and 0.9 as 
“meritorious” and Hutcheson & Sofroniou (1999) call these values “great”. KMO values for each 
item also fulfill the minimum requirement for sampling adequacy with the two variables “uses 
minimal resources” and “is self-explanatory for the user” having the lowest KMO value of 0.73 
among all fourteen variables.  
 
Table 4.7: Overall and Individual Items’ KMO Measures of Sampling Adequacy 
Item	  No.	   Item	  Description	   KMO	  Measure	  
1	   Achieves	  functional	  objectives	   0.90	  
2	   Is	  easy	  to	  use	   0.79	  
3	   Delights	  the	  user	   0.91	  
4	   Communicates	  with	  the	  user	  emotionally	   0.93	  
5	   Provides	  end	  user	  satisfaction	   0.87	  
6	   Earns	  user's	  trust	   0.86	  
7	   Uses	  minimal	  resources	   0.73	  
8	   Is	  self-­‐explanatory	  for	  the	  user	   0.73	  
9	   Provokes	  curiosity	  in	  the	  user	   0.91	  
10	   Provokes	  imagination	  in	  the	  user	   0.90	  
11	   Makes	  sense	  in	  its	  context	  	   0.89	  
12	   Design	  communicates	  its	  goal	  to	  the	  user	   0.79	  
13	   Communicates	  an	  aha!	  moment	  of	  insight	   0.90	  
14	   Creates	  a	  feeling	  of	  appreciation	  in	  the	  user	   0.92	  Overall	  KMO	  measure	  =	  0.88	  
 
Bartlett’s test of sphericity tests the hypothesis that the observed correlation matrix is an identity 
matrix, that is, it has 1s on the diagonals and 0s everywhere else. In this case, not enough 
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correlation is observed among the variables and use of factor analytic methods is not justified. 
Rejection of the hypothesis that assumes no interdependency among the variables that make up 
the correlation matrix concludes that the data is adequately intercorrelated and thus appropriate 
for analysis. Studies by Knapp and Swoyer (1967) have shown Bartlett’s test to be considerably 
powerful. For large enough sample sizes Bartlett’s statistic has a chi-square distribution with a 
multivariate normal population from which the sample correlation matrix is taken. In this case, 
even when intercorrelations are as low as 0.09 the null hypothesis can still be rejected (Dziuban 
& Shirkey, 1974). 
In the current study Bartlett’s test of sphericity (Bartlett, 1945) produced a chi-square value of 
2584.89 with a p-value close to 0. Thus, the null hypothesis can be rejected and we can conclude 
that the correlation matrix is not random. Results from Kaiser-Meyer-Olkin and Bartlett’s tests 
indicate the adequacy of the observed data for analysis and thus, exploratory factor analytic 
methods can be conducted on the correlation matrix at hand.   
 Number of Factors to Extract 
After determining the appropriateness of the observed data for factor analysis, in the second step 
the number of factors to extract was determined using various graphical and non-graphical 
techniques including Cattell’s scree test (Cattell, 1966), Velicer’s MAP test (Velicer, 1976), VSS 
(Revelle and Rocklin, 1979), and Horn’s Parallel Analysis (Horn, 1965) along with multiple 
tests of model fit. “VSS”, “nFactors” and “psyche” packages from R software were used to 
uncover the optimal number of latent variables underlying measures of elegant design. Factor 
extraction is specific to exploratory factor analysis and thus, the associated sample data was used 
to determine the optimal number of common factors.  
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• Cattell’s Scree test 
The first method used to determine the number of factors to extract was Cattell’s scree test. As 
explained previously Scree test uses a plotting method to identify the factors from the correlation 
matrix of observed variables. Figure 4.1 illustrates the Scree plot mapping the eigenvalues of 
factors on the vertical axis versus the number of factors on the horizontal axis.  
 
 
Figure 4.1: A Scree Plot of Eigen Values of Factors versus Factor Number 
 
In this method eigenvalues are illustrated in a descending order on the vertical axis and the 
eigenvalues ordinal position (values from one up to the number of eigenvalues) on the horizontal 
axis. A point in the plot where a major drop occurs is the cutoff where the reciprocal value on the 
x-axis indicates the number of common factors to extract (Fabrigar and Wegener, 2012). By 
applying this rule to the Scree plot in Figure 4.1, we can observe that the last major drop in the 
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eigenvalues is noticeable at factor number = 3. Thus, the scree plot method suggests that three 
unobserved factors (latent variables) underlying the correlation matrix of measured variables 
make up elegant design.   
• Regression-based Models 
Another category of factor determination techniques based on eigenvalues of the correlation 
matrix consists of regression-based models that apply multiple linear regression analysis to 
identify the major drop in Catell’s scree plot. Results from applying these methods are reported 
in Table 4.8.  
 
Table 4.8: Regression-based Factor Determination Methods and Their Suggested Number 
of Common Factors 
Regression-­‐based	  Method	   Number	  of	  Common	  Factors	  Cng	  test	  	   3	  Multiple	  regression	  (MR)	   4	  Sescree	   5	  R2	   3	  
 
As presented in Table 4.8, two out of the four methods applied suggest a total of three factors to 
retain. However, multiple regression (MR) and Sescree (Zoski and Jurs, 1993, 1996) methods 
suggest four and five factors for this purpose. While the Sescree criterion (Zoski and Jurs, 1993, 
1996) suggests five factors, this extraction results in each factor possessing an average of 2.8 
items. This number of items per factor is lower than the acceptable minimum (3 items per 
factors) and hence the resulting factor extraction is not a viable option. Raîche et al. (2013) 
recommend that Zoski and Jurs’ MR criterion (Zoski and Jurs, 1993) and Cng (Gorsuch, 1983) 
methods show the least bias in factor determination among other regression-based approaches. 
Accordingly, the number of common factors equal to three and four are acceptable and 
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considered appropriate at this point.  
• Parallel Analysis 
As explained previously, Parallel Analysis compares a randomly generated set of data parallel to 
the original data to derive the number of common factors. Figure 4.2 illustrates the eigenvalues 
from actual data simultaneous with eigenvalues from simulated and resampled data. Consistent 
with results from previously applied methods, parallel analysis suggests a total number of three 
factors to retain. As shown by Pearson et al. (2013) common factor parallel analysis presents the 
least bias and highest accuracy in factor determination among ten different methods studied.  
 
 
Figure 4.2:Parallel Analysis Scree plot of Actual Data versus Simulated and Resampled 
Data 
 
As marked by Figure 4.2, the parallel analysis results are consistent with MR criterion and Cng 
method outcomes.   
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• Velicer’s MAP Test 
The MAP method uses the average partial correlations between the variables to determine the 
number of factors to retain. The optimal number of factors is the one that corresponds with the 
minimum average partial correlations (MAP) (Velicer, 1976).  
 
Table 4.9: Number of Extracted Factors and Their Corresponding Velicer’s Average 
Squared Correlations 
Number	  of	  Extracted	  Factors	   Average	  Partial	  Correlations	  Value	  1	   0.073	  2	   0.063	  3	   0.051	  4	   0.058	  
 
We can observe from Table 4.9 that MAP achieves a minimum value of 0.051 when three 
common factors are extracted from the correlation matrix of observable measures. Once more we 
observe that elegant design is a 3-factor construct made up three distinct unobservable latent 
variables.  
• Model Comparison (Tests of Model Fit)   
Another set of techniques applied for determining the optimal number of common factors for 
extraction constituted of model comparison methods. These methods fit a model with a preset 
number of factors and evaluate the model’s goodness-of-fit using relevant statistical measures. 
The null hypothesis postulates that the model does not fit the sample data sufficiently. Thus, 
failure to reject the null hypothesis prevents us from disregarding the suggested fitted model.  
Results from different tests of model fit performed on our data are reported in Table 4.10. The 
first column in the table shows the number of factors retained in each fitted model. Degrees of 
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freedom and levels of complexity are displayed in the adjacent columns for each model. The first 
fit index displayed is the χ2 statistics together with the probability that the residuals matrix is 
greater than 0. As explained before, χ2 is a measure for badness of fit. Thus, smaller values of χ2 
and larger p-values are indicators of better fit of the model and do not allow the null χ2 = 0 to get 
rejected. As shown Table 4.10 a decrease in the χ2 value accompanies an increase in the number 
of factors retained in our model. 
Normed χ2 (NC) was calculated in the next column to integrate the effect of sample size in 
calculating statistics, which is not offered by χ2 alone. Similar to other fit indices, smaller values 
are preferred over larger ones for a model to fit well with NC values lower than 5.0 considered 
acceptable by the literature (Wheaton et al, 1977). Values in Table 4.10 suggest that retention of 
three common factors constitutes the simplest model for satisfying this requirement.  
 
Table 4.10: Model Fit Indices by Number of Factors for Exploratory Models of Elegant 
Design 	   df	   χ2	   p-­‐value	   NC	   sqresid	   SRMR	   RMSEA	   complexity	  
1	   77	   798	   1.0e-­‐126	   11.1	   9.8	   0.164	   0.22	   1.0	  
2	   64	   449	   4.4e-­‐64	   7.6	   4.1	   0.085	   0.18	   1.3	  
3	   52	   196	   8.1e-­‐22	   4.5	   2.5	   0.049	   0.13	   1.5	  
4	   41	   103	   2.0e-­‐09	   3.2	   2.0	   0.038	   0.10	   1.7	  
 
Another statistic for model fit reported in Table 4.10 is the sum of squared residuals. In the 
column to the right SRMR is reported, which is the standardized form of RMR. According to the 
literature, an SRMR of equal or lower than 0.08 suggests a good model fit while values lower 
than 0.05 as more desirable (Byrne, 1998; Diamantopoulos and Siguaw, 2000; Hu & Bentler, 
1999). A three-factor model fulfills both conditions and achieves an optimal value for SRMR in 
comparison with a two- or four-factor model, hence suggesting the appropriateness of such a 
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model for an exploratory factor analysis. 
In the column closest to SRMR values, root mean square error of approximation (RMSEA) is 
reported as another fit index for factor determination. Although an RMSEA value of as low as 
0.05 indicates a good fit, values as high as 0.08 are reasonably acceptable values for goodness-
of-fit, while values higher than 0.08 but lower than 0.10 fall in the marginal zone (Browne and 
Cudeck, 1992; Kline and Santor, 1999; Steiger and Lind, 1980; Steiger, 1990).  In this case, a 4-
factor model is suggested by RMSEA results. However, RMSEA is highly sensitive to 
assumption of normality and hence, violation of this requirement can result in inflated values for 
RMSEA. 
The last column in the Table 4.10 displays each model’s complexity by the number of factors it 
contains. For each additional factor included in a factor analysis there is a penalty in the form of 
increase in the model’s complexity. Inclusion of as many as four factors in the model sill leaves 
us with a complexity level under 2.0. However, a four-factor model inflicts a complexity 
increase to the model, which is closer to 2.0 than when the model is upgraded to a bi- or tri-
factor one. Hence, complexity analysis of the factor model suggests that extracting three 
common factors produces a model with an optimized tradeoff between model fit and complexity. 
Table 4.11 reports all five model fit indices for a three-factor model and their acceptable 
thresholds suggested by literature. 
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Table 4.11: Model Fit Indices and Their Acceptable Thresholds; 
(Adapted from Hooper et al., 2008) 
Fit	  Index	   Value	   Threshold	  Chi-­‐Square	  χ2	   196	   Low	  χ2	  relative	  to	  degrees	  of	  freedom	  with	  an	  insignificant	  p-­‐value	  (p	  >	  0.05)	  Relative	  χ2	  (χ2/df)	   4.5	   2:1	  (Tabachnik	  and	  Fidell,	  2007)	  3:1	  (Kline,	  2005),	  5:1	  (Wheaton	  et	  al,	  1977)	  	  RMSEA	   0.13	   Values	  less	  than	  0.07	  (Steiger,	  2007),	  between	  0.05	  and	  0.1	  (MacCallum	  et	  al,	  1996)	  	  RMR	   2.5	   Good	  models	  have	  small	  RMR	  (Tabachnik	  and	  Fidell,	  2007)	  	  
SRMR	   0.049	   Values	  less	  than	  0.08	  (Hu	  and	  Bentler,	  1999),	  less	  than	  0.05	  (Byrne,	  1998;	  Diamantopoulos	  and	  Siguaw,	  2000)	  	  
 
• VSS (Very Simple Structure) Method 
The last strategy applied to determining the number of common factors was very simple structure 
method (VSS). VSS tests the fit of a simplified model to the original correlation matrix. Thus, at 
a given complexity VSS criterion gets the optimum value at the most meaningful number of 
factors (Revelle and Rocklin, 1979). Table 4.12 summarizes results from applying VSS factor 
extraction methods to the correlation matrix.  
 
Table 4.12: Number of Extracted Factors and Their Corresponding VSS1 and VSS2 
Number	  of	  Extracted	  Factors	   vss1	   vss2	  1	   0.77	   0.00	  2	   0.83	   0.90	  3	   0.84	   0.92	  4	   0.59	   0.92	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As shown in Table 4.12, two sets of values for VSS are calculated. VSS1 indicates the values for 
VSS when the level of complexity in the very simple structure does not exceed 1. Subsequently 
VSS 2 indicates the values for complexity levels under 2. According to Table 4.12 results, in 
both cases VSS achieves its maximum value when retaining three common factors.  
Summary and Conclusion 
In this section, results from applying several factor determination methods were reported. These 
methods consist of: Cattell’s Scree test, regression-based methods (Cng, MR, Sescree, and R2 
criteria), parallel analysis, MAP method, tests of model fit (relative χ2, SRMR, and RMSEA), 
the VSS technique, and complexity analysis. All these methods except for the Sescree , MR and 
RMSEA methods either recommend or agree with including three common factors in the factor 
analysis model. As previously discussed the five-factor model by Sescree approach is not a salient 
solution since it results in factors containing not enough items/measures. The four-factor model 
suggested by the multiple regression approach and RMSEA can be a viable solution although it 
has also a tendency to produce factors with insufficient items. Based on the results derived from 
all the factor determination methods applied we conclude that the three-factor model most likely 
produces the optimal number of common factors that act as the latent variables underlying the 
construct structure.  
Factor Extraction and Rotation  
Once a method is chosen for fitting the data to the common factor model and the number of 
common factors was determined, we can extract the factors and calculate the factor loadings. 
Since it is likely that the correlation among the factors is not negligible, most often oblique 
rotation is recommended to produce factor solutions.  
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In the current study, factor solutions from unrotated, orthogonally rotated and obliquely rotated 
axes are obtained and compared. “Psyche” package from R was used to apply “varimax” and 
“oblimin”, the most commonly used methods for orthogonal and oblique rotations, to the original 
correlation matrix. Results from three- and four-factor solutions were compared against one 
another.  
Factor Extraction and Total Variance Explained 
Prior to extracting the common factors, first, the initial eigenvalues from the correlation matrix 
were calculated for each factor. The eigenvalue for a factor accounts for the total variance in all 
the observed variables explained by that factor. It is an indicator of a given factor’s contribution 
in explaining the amount of variation in a sample. Thus, when choosing an exploratory factor 
model it is crucial to include factors with larger eigenvalues while leaving out redundant factors 
to keep the model adequately informative, realistic and simple at the same time. In the current 
case, a maximum number of fourteen eigenvalues equal to the total number of observed variables 
is computable. Table 4.13 displays all the eigenvalues associated with fourteen variables of the 
correlation matrix.  
 
Table 4.13: Eigenvalues Associated with Each Factor before Extraction 
Factor	   Initial	  Eigenvalues	  1	   6.160	  2	   2.417	  3	   1.168	  4	   0.920	  5	   0.759	  6	   0.546	  7	   0.463	  8	   0.370	  9	   0.300	  10	   0.246	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Factor	   Initial	  Eigenvalues	  11	   0.189	  12	   0.184	  13	   0.167	  14	   0.109	  
 
As discussed before, according to Kaiser’s criterion (1960), factors associated with eigenvalues 
greater than one (in this case three factors) are most likely the ones that explain the greatest 
amount of variance and can potentially produce an adequately simple and informative model. 
Based on the factor retention methods explained in the previous section a maximum number of 
four common factors should be retained in factor analytic methods.  There exists a drop in 
eigenvalue between the third and fourth factor with the fourth eigenvalue falling under 1. Table 
4.14 illustrates the first four factors with greatest eigenvalues and the percentage of variance 
explained by each factor.  
 
Table 4.14: Total Variance Explained by a Four-factor Model (After Extraction and After 
Varimax Orthogonal Rotation) 
Extraction	  Sums	  of	  Squared	  Loadings	   Rotation	  Sums	  of	  Squared	  Loadings	  Factor	   Eigenvalue	   Proportion	  Variance	   Cumulative	  Variance	   Factor	   Eigenvalue	   Proportion	  Variance	   Cumulative	  Variance	  1	   4.10	   0.29	   0.29	   1	   3.46	   0.25	   0.25	  2	   2.60	   0.19	   0.48	   2	   2.73	   0.20	   0.44	  3	   2.06	   0.15	   0.63	   3	   2.22	   0.16	   0.60	  4	   0.59	   0.04	   0.67	   4	   0.93	   0.07	   0.67	  
 
Table 4.14 shows the eigenvalues associated with extracting the first four factors from the 
correlation matrix along with the percentage of variance explained by each factor before and 
after rotating the factor solutions using maximum likelihood (ML) extraction and Varimax 
orthogonal transformation methods respectively.. As it can be observed in the Table 4.14, the 
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first three factors have eigenvalues greater than one after rotation and explain a 60% of the total 
variation in the sample. However, the fourth factor has a significantly lower eigenvalue and a 
contribution of less than 0.1 to explaining the total variance. A factor model based on extracting 
three common factors from the correlation matrix was also examined and compared to the results 
reported in Table 4.15. Table 4.15 reports the eigenvalues and total variance explained by this 
solution before and after Varimax rotation.  
 
Table 4.15: Total Variance Explained by a Three-factor Model (After Extraction and After 
Varimax Orthogonal Rotation) 
Extraction	  Sums	  of	  Squared	  Loadings	   Rotation	  Sums	  of	  Squared	  Loadings	  Factor	   Eigenvalue	   Proportion	  Variance	   Cumulative	  Variance	   Factor	   Eigenvalue	   Proportion	  Variance	   Cumulative	  Variance	  1	   5.75	   0.41	   0.41	   1	   3.62	   0.26	   0.26	  2	   2.01	   0.14	   0.55	   2	   2.81	   0.20	   0.46	  3	   0.96	   0.07	   0.62	   3	   2.29	   0.16	   0.62	  
 
As shown in Table 4.15, a model based on the first three factors can explain 62% of the total 
variance before and after rotation. Thus, a factor solution including three components appears to 
provide a useful explanatory model at a lower complexity level compared to a four-factor 
solution. At this point, we began the factor extraction process by adopting a conservative 
approach that favors overfactoring to underfactoring. Results obtained from applying Maximum 
Likelihood method to extract four common factors from the correlation matrix are reported in 
Table 4.16. 
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Table 4.16: Standardized Loadings (Pattern Matrix) for 4-Factor Explanatory Model of 
Elegant Design (n =232, No. of items = 14, No Rotation) 
Item	  No.	   ML1	   ML2	   ML3	   ML4	   Communality	   Uniqueness	   Complexity	  
X6	   1.00	   	   	   	   1.00	   0.005	   1.0	  
X5	   0.79	   0.16	   -­‐0.14	   0.14	   0.68	   0.318	   1.2	  
X14	   0.63	   0.24	   	   0.16	   0.49	   0.514	   1.4	  
X1	   0.60	   0.10	   0.25	   0.15	   0.45	   0.548	   1.5	  
X11	   0.41	   0.28	   0.21	   0.21	   0.33	   0.671	   2.9	  
X10	   0.47	   0.79	   	   -­‐0.23	   0.91	   0.094	   1.8	  
X9	   0.52	   0.74	   -­‐0.10	   -­‐0.11	   0.85	   0.152	   1.9	  
X13	   0.57	   0.67	   -­‐0.13	   0.11	   0.80	   0.199	   2.1	  
X4	   0.59	   0.61	   	   0.12	   0.74	   0.263	   2.1	  
X3	   0.52	   0.54	   -­‐0.11	   0.49	   0.81	   0.187	   3.1	  
X8	   0.19	   0.11	   0.92	   	   0.89	   0.112	   1.1	  
X12	   0.27	   0.20	   0.73	   	   0.65	   0.355	   1.4	  
X7	   	   0.14	   0.62	   	   0.40	   0.599	   1.1	  
X2	   0.13	   0.24	   0.37	   0.38	   0.36	   0.642	   2.9	  x1:	  Achieves	  functional	  objectives,	  x2:	  Is	  easy	  to	  use,	  x3:	  Delights	  the	  user,	  x4:	  Communicates	  with	  the	  user	  emotionally,	  x5:	  Provides	  end	  user	  satisfaction,	  x6:	  Earns	  user’s	  trust,	  x7:	  Uses	  minimal	  resources,	  x8:	  Is	  self-­‐explanatory	  for	  the	  user,	  x9:	  Provokes	  curiosity	  in	  the	  user,	  x10:	  Provokes	  imagination	  in	  the	  user,	  x11:	  Makes	  sense	  in	  its	  context,	  x12:	  Design	  communicates	  its	  goal	  to	  the	  user,	  x13:	  Communicates	  an	  aha!	  moment	  of	  insight,	  x14:	  Creates	  a	  feeling	  of	  appreciation	  in	  the	  user	  	  	  
Table 4.16 displays factor loadings, communalities, uniqueness and complexity level for each of 
the 14 potential measures of elegant design without any rotation. The first column in the Table 
4.16 refers to the item number in the questionnaire. Variables are ordered in a descending order 
based on the magnitude of their largest factor loading.  
As Table 4.16 shows several measures have factor loadings of greater than 0.30 for more than 
one factor, that is, they do not load exclusively on one factor. Thus, the pattern matrix extracted 
at this point is not readily interpretable. Interestingly, except for factor 4, all other factors have 
more than two items loading on them. This anticipated observation, presents four factors as a 
suboptimal number for capturing the 14 items on the scale.   
The utmost right column of this Table 4.16 shows the Hoffman’s index of complexity (Hoffman, 
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1978) for each measure.  The factor extraction using ML method has created a pattern of factor 
loadings among the variables, which has led to some variables exceeding complexity level of 
2.0. There is one extracted item at complexity level of 3.1, which is extremely high. This is 
another concern in addition to interpretation considerations. The two other pieces of information 
reported in Table 4.16 are the communality and uniqueness associated with each measure. 
Communality is the percent of variance in a variable accounted for by all the common factors 
and it is defined as the sum of the squared factor loadings for a given variable. Communality 
values of 0.50 or greater for a given measure are interpreted as that measure’s high reliability. 
Communality estimates in the present model ranged from 0.33 to 1.00 with an average of 0.67. 
The average communality for all the variables in Table 4.16 equals to 0.67, i.e. on average the 
factors jointly explain 67% of the variance in each variable.  The present communality estimates 
considering sample size, number of variables and factors is another indicator of the 
appropriateness of our sample data for EPA (Fabrigar et al., 1999; MacCallum, Widaman, 
Zhang, & Hong, 1999). Based on the discussions above, factor solutions from extracting 
common factors require rotation before a more readily interpretable pattern is obtained.  
Oblique Rotation: Direct Oblimin 
Most often factor solutions do not offer a clearly interpretable pattern in their unrotated form. As 
a result, in the majority of EFA cases, transformation is needed to turn the solutions into a clear 
and intelligible structure. The rotated matrix always contains the same information as the 
unrotated one, yet in a more organized configuration. As mentioned earlier, rotation methods are 
either orthogonal or oblique. Orthogonal rotation methods assume that extracted factors to be 
completely independent of one another, while oblique rotation methods allow for intercorrelation 
among the factors (Gorsuch, 1983). Tabachnick and Fidell (2007) suggest running an oblique 
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rotation to decide which type of method is more appropriate for the sample data under study. 
Based on the magnitude of intercorrelations among the variables either oblique or orthogonal 
transformation is selected. Correlations of magnitude 0.32 or higher suggest a minimum of 10% 
overlap in variance among the factors, which supports the decision to use oblique rotation 
methods (Tabachnick and Fidell, 2007). At this step, extracted factor solutions were rotated 
using direct Oblimin method. Direct Oblimin and Promax are the most commonly used oblique 
rotation methods. Promax is a computationally faster method compared to Oblimin and saves 
time when very large data sets are analyzed (Kline, 2005). In the current study, the sample size is 
not large enough to create a time penalty if Oblimin is chosen as the rotation method. Table 4.17 
presents the patter matrix after rotating the EPA-derived results using direct Oblimin.  
 
Table 4.17: Standardized Loadings (Pattern Matrix) for 4-Factor Explanatory Model of 
Elegant Design (n =232, No. of items = 14, Oblimin Rotation) 
Item	  No.	   ML2	   ML3	   ML1	   ML4	   Communality	   Uniqueness	   Complexity	  
X10	   1.02	   	   	   	   0.91	   0.094	   1.0	  
X9	   0.88	   	   	   	   0.85	   0.152	   1.0	  
X13	   0.64	   	   0.11	   0.28	   0.80	   0.199	   1.5	  
X4	   0.55	   0.10	   0.15	   0.27	   0.74	   0.263	   1.7	  
X8	   	   0.94	   	   	   0.89	   0.112	   1.0	  
X12	   	   0.76	   	   	   0.65	   0.355	   1.0	  
X7	   	   0.64	   -­‐0.16	   	   0.40	   0.599	   1.1	  
X6	   	   	   1.03	   	   1.00	   0.005	   1.0	  
X5	   0.11	   -­‐0.11	   0.67	   0.18	   0.68	   0.318	   1.3	  
X1	   	   0.27	   0.49	   0.16	   0.45	   0.548	   1.8	  
X14	   0.14	   	   0.45	   0.23	   0.49	   0.514	   1.7	  
X3	   0.20	   	   0.11	   0.71	   0.81	   0.187	   1.2	  
X2	   -­‐0.11	   0.38	   -­‐0.10	   0.50	   0.36	   0.642	   2.1	  
X11	   0.11	   0.24	   0.17	   0.29	   0.33	   0.671	   2.9	  x1:	  Achieves	  functional	  objectives,	  x2:	  Is	  easy	  to	  use,	  x3:	  Delights	  the	  user,	  x4:	  Communicates	  with	  the	  user	  emotionally	  x5:	  Provides	  end	  user	  satisfaction,	  x6:	  Earns	  user’s	  trust,	  x7:	  Uses	  minimal	  resources,	  x8:	  Is	  self-­‐explanatory	  for	  the	  user,	  x9:	  Provokes	  curiosity	  in	  the	  user,	  x10:	  Provokes	  imagination	  in	  the	  user,	  x11:	  Makes	  sense	  in	  its	  context,	  x12:	  Design	  communicates	  its	  goal	  to	  the	  user,	  x13:	  Communicates	  an	  aha!	  moment	  of	  insight,	  x14:	  Creates	  a	  feeling	  of	  appreciation	  in	  the	  user	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Table 4.17 presents the information presented in Table 4.16 after applying direct Oblimin 
rotation.  Unlike in the case before transformation, all items load on no more than one factor. The 
only item exhibiting factor loadings lower than 0.30 for all the four factors is item 11 (‘Makes 
sense in its context’). The same item demonstrates a complexity level of 2.9, which is far greater 
than that of any other item on the scale. These results suggest that this one item may not be a 
good candidate for measuring elegant design. Another concern with the presented pattern 
involves the number of items that load on each factor. Literature suggests that every latent 
variable need to have a minimum of 3-5 observed variables loading on them (Kline, 2005). A 
factor with only one item does not qualify for an adequate internal consistency estimate. As 
shown in Table 4.17, only one item exclusively loads onto factor four, which suggests the 
potential redundancy of one factor. These outcomes confirm our previous conclusions from 
applying factor determination methods, and analyzing eigenvalues and the total variance, which 
all suggested a three-factor EFA solution. Consequently, a three-factor model using Oblimin 
rotation is confirmed and needed to compare and interpret the analysis results.  
In addition to the pattern matrix for a four-factor model using Oblimin rotation, the correlation 
matrix between the factors was calculated and presented in Table 4.18. This Matrix contains the 
correlation coefficients between the factors. The pattern matrix for the unrotated model displayed 
several items that loaded on Factor 1 and 2 simultaneously, which suggests a level of correlation 
between these two factors. This prediction is validated based on the correlation coefficient of 
0.52 between these two factors. Such a level of interdependency also confirms the necessity of 
using oblique rotation instead of orthogonal.  
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Table 4.18: Factor Correlation Matrix for Four Factors 
Factor	   ML1	   ML2	   ML3	   ML4	  
ML1	   1	   0.52	   0.16	   0.46	  
ML2	   0.52	   1	   0.12	   0.57	  
ML3	   0.16	   0.12	   1	   0.15	  
ML4	   0.46	   0.57	   0.15	   1	  
 
Based on the results from Table 4.18, an EPA model with three common factors using maximum 
likelihood and Oblimin oblique rotation method was extracted. The results from this extraction 
and transformation are reported in Table 4.19. 
 
Table 4.19: Standardized Loadings (Pattern Matrix) for 3-Factor Explanatory Model of 
Elegant Design (n =232, No. of items = 14, Oblimin Rotation) 
	   ML1	   ML3	   ML2	   Communality	   Uniqueness	   Complexity	  X10	   0.97	   -­‐0.11	   	   0.84	   0.16	   1.0	  
X9	   0.95	   	   	   0.86	   0.14	   1.0	  
X13	   0.77	   0.18	   	   0.79	   0.21	   1.1	  
X4	   0.69	   0.20	   0.11	   0.73	   0.27	   1.2	  
X3	   0.52	   0.33	   	   0.58	   0.42	   1.7	  
X6	   	   0.90	   	   0.78	   0.22	   1.0	  
X5	   	   0.82	   -­‐0.11	   0.75	   0.25	   1.1	  
X1	   	   0.59	   0.28	   0.47	   0.53	   1.4	  
X14	   0.20	   0.57	   	   0.51	   0.49	   1.2	  
X11	   0.21	   0.28	   0.24	   0.30	   0.70	   2.8	  
X8	   	   	   0.95	   0.89	   0.11	   1.0	  
X12	   	   	   0.77	   0.65	   0.35	   1.0	  
X7	   	   -­‐0.15	   0.63	   0.39	   0.61	   1.1	  
X2	   	   0.10	   0.38	   0.20	   0.80	   1.3	  x1:	  Achieves	  functional	  objectives,	  x2:	  Is	  easy	  to	  use,	  x3:	  Delights	  the	  user,	  x4:	  Communicates	  with	  the	  user	  emotionally	  x5:	  Provides	  end	  user	  satisfaction,	  x6:	  Earns	  user’s	  trust,	  x7:	  Uses	  minimal	  resources,	  x8:	  Is	  self-­‐explanatory	  for	  the	  user,	  x9:	  Provokes	  curiosity	  in	  the	  user,	  x10:	  Provokes	  imagination	  in	  the	  user,	  x11:	  Makes	  sense	  in	  its	  context,	  x12:	  Design	  communicates	  its	  goal	  to	  the	  user,	  x13:	  Communicates	  an	  aha!	  moment	  of	  insight,	  x14:	  Creates	  a	  feeling	  of	  appreciation	  in	  the	  user	  
 
As shown in Table 4.19, the new transformation resulted in a significant improvement on the 
pattern matrix. In the new pattern matrix, no item loads on more than one factor and all the 
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factors have four items or more loading onto them. The cutoff point for a factor loading to be 
considered too low to account for any variance in the observed variables was 0.30.  Another 
promising result in the new configuration is the considerable reduction in the average level of 
complexity.  Similar to the 4-factor model, all the items exhibit a complexity of 2.0 or lower 
except for item 11 (‘Makes sense in its context’, complexity = 2.8). Another concern with the 
same item is its low factor loadings on all the three common factors in this analysis. However, 
before eliminating this item from the scale a second oblique rotation using Promax was applied 
to the three-factor solution and the results were compared and analyzed. This last step was taken 
to ensure that an interpretable pattern from including item 11 is not missed. Table 4.20 shows the 
results from conducting an ML factor analysis with Promax rotation.  
 
Table 4.20: Standardized Loadings (Pattern Matrix) for 3-Factor Explanatory Model of 
Elegant Design (n =232, No. of items = 14, Promax Rotation) 
Item	  No.	   ML1	   ML3	   ML2	   Communality	   Uniqueness	   Complexity	  
X10	   1.05	   -­‐0.20	   	   0.84	   0.16	   1.1	  
X9	   1.02	   -­‐0.12	   	   0.86	   0.14	   1.0	  
X13	   0.8	   0.15	   	   0.79	   0.21	   1.1	  
X4	   0.7	   0.16	   	   0.73	   0.27	   1.1	  
X3	   0.51	   0.33	   	   0.58	   0.42	   1.8	  
X6	   -­‐0.16	   0.99	   	   0.78	   0.22	   1.1	  
X5	   	   0.91	   -­‐0.16	   0.75	   0.25	   1.1	  
X1	   -­‐0.11	   0.64	   0.26	   0.47	   0.53	   1.4	  
X14	   0.13	   0.62	   	   0.51	   0.49	   1.1	  
X11	   0.18	   0.28	   0.23	   0.30	   0.70	   2.6	  
X8	   	   	   0.98	   0.89	   0.11	   1.0	  
X12	   	   	   0.78	   0.65	   0.35	   1.0	  
X7	   	   -­‐0.21	   0.66	   0.39	   0.61	   1.2	  
X2	   	   	   0.39	   0.20	   0.80	   1.1	  x1:	  Achieves	  functional	  objectives,	  x2:	  Is	  easy	  to	  use,	  x3:	  Delights	  the	  user,	  x4:	  Communicates	  with	  the	  user	  emotionally	  x5:	  Provides	  end	  user	  satisfaction,	  x6:	  Earns	  user’s	  trust,	  x7:	  Uses	  minimal	  resources,	  x8:	  Is	  self-­‐explanatory	  for	  the	  user,	  x9:	  Provokes	  curiosity	  in	  the	  user,	  x10:	  Provokes	  imagination	  in	  the	  user,	  x11:	  Makes	  sense	  in	  its	  context,	  x12:	  Design	  communicates	  its	  goal	  to	  the	  user,	  x13:	  Communicates	  an	  aha!	  moment	  of	  insight,	  x14:	  Creates	  a	  feeling	  of	  appreciation	  in	  the	  user	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Table 4.20 shows the same results illustrated in Table 4.19 but with a Promax transformation. As 
expected, the two sets of results are similar in the values of factors, communality and 
complexity. As for item 11, it still appears problematic since it does not load on any factor with a 
factor loading of 0.30 or greater. Such an outcome further confirms our conclusion about this 
item’s low interdependency with other items on the scale. To test the accuracy of this conclusion, 
a new factor analysis was conducted using Oblimin rotation excluding item 11 on the scale. The 
results from this new analysis are presented in Table 4.21 and can be compared with the previous 
results.  
 
Table 4.21: Standardized Loadings (Pattern Matrix) for 3-Factor Explanatory Model of 
Elegant Design (n =232, No. of items = 13, Oblimin Rotation) 
Item	  No.	  	   ML1	   ML3	   ML2	   Communality	   Uniqueness	   Complexity	  
X10	   0.97	   -­‐0.11	   	   0.84	   0.16	   1.0	  X9	   0.95	   	   	   0.86	   0.14	   1.0	  X13	   0.78	   0.18	   	   0.79	   0.21	   1.1	  X4	   0.70	   0.19	   0.11	   0.73	   0.27	   1.2	  
X3	   0.53	   0.32	   	   0.57	   0.43	   1.7	  X6	   	   0.90	   	   0.79	   0.21	   1.0	  X5	   0.10	   0.82	   -­‐0.11	   0.76	   0.24	   1.1	  
X1	   	   0.58	   0.28	   0.47	   0.53	   1.4	  X14	   0.20	   0.56	   	   0.50	   0.50	   1.3	  X8	   	   	   0.95	   0.89	   0.11	   1.0	  X12	   	   	   0.77	   0.65	   0.35	   1.0	  X7	   	   -­‐0.15	   0.63	   0.39	   0.61	   1.1	  X2	   0.10	   	   0.38	   0.19	   0.81	   1.2	  x1:	  Achieves	  functional	  objectives,	  x2:	  Is	  easy	  to	  use,	  x3:	  Delights	  the	  user,	  x4:	  Communicates	  with	  the	  user	  emotionally	  x5:	  Provides	  end	  user	  satisfaction,	  x6:	  Earns	  user’s	  trust,	  x7:	  Uses	  minimal	  resources,	  x8:	  Is	  self-­‐explanatory	  for	  the	  user,	  x9:	  Provokes	  curiosity	  in	  the	  user,	  x10:	  Provokes	  imagination	  in	  the	  user,	  x12:	  Design	  communicates	  its	  goal	  to	  the	  user,	  x13:	  Communicates	  an	  aha!	  moment	  of	  insight,	  x14:	  Creates	  a	  feeling	  of	  appreciation	  in	  the	  user	  
	   
As illustrated in Table 4.21, eliminating item 11 (‘Makes sense in its context’) creates a pattern 
matrix wherein all other items load completely on one of the three common factors. Moreover, 
the highest complexity level and the mean item complexity in this factor solution are 1.7 and 1.1, 
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respectively. Both values are lower than the benchmark value of 2.0.  Thus, item 11 was 
eliminated from the scale due to its low power in explaining variation in the sample data. Note 
that item 3 on the questionnaire (‘Delights the user’) loads on two factors, which is generally not 
a desirable trait. This behavior can be explained by the fact that two elements of ‘Delight’ and 
‘Emotional connection’ in a design are highly correlated and thus, may cause redundancy in the 
scale. The same item also displays a high complexity level, under but close to 2.0. However, 
there exists some consideration before eliminating this item from the elegant design scale. First 
of all, item three is the only one among all 13 measures on the scale that loads on more than one 
common factor. Furthermore, the smaller of the two loadings is very close to the cut-off point of 
0.30, which makes it almost negligible. And last, this item has a communality equal to 0.57, that 
is 57% of the variance in this observed variable is captured by the factors.  A factor analysis with 
Oblimin transformation minus the item associated with delighting the user was conducted to 
explore the redundancy of this measure on the scale. Table 4.22 displays the results. 
 
Table 4.22: Standardized Loadings (Pattern Matrix) for 3-Factor Explanatory Model of 
Elegant Design (n =232, No. of items = 12, Oblimin Rotation) 
Item	  No.	   ML1	   ML3	   ML2	   Communality	   Uniqueness	   Complexity	  
X10	   0.98	   -­‐0.10	   	   0.86	   0.14	   1.0	  
X9	   0.94	   	   	   0.86	   0.14	   1.0	  
X13	   0.77	   0.18	   	   0.77	   0.23	   1.1	  
X4	   0.68	   0.20	   0.11	   0.71	   0.29	   1.2	  
X6	   	   0.93	   	   0.84	   0.16	   1.0	  
X5	   0.12	   0.80	   -­‐0.11	   0.74	   0.26	   1.1	  
X1	   	   0.58	   0.28	   0.46	   0.54	   1.4	  
X14	   0.20	   0.56	   	   0.49	   0.51	   1.3	  
X8	   	   	   0.94	   0.88	   0.12	   1.0	  
X12	   	   	   0.77	   0.65	   0.35	   1.0	  
X7	   	   -­‐0.16	   0.64	   0.40	   0.60	   1.1	  
X2	   0.10	   	   0.39	   0.19	   0.81	   1.2	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x1:	  Achieves	  functional	  objectives,	  x2:	  Is	  easy	  to	  use,	  x4:	  Communicates	  with	  the	  user	  emotionally	  x5:	  Provides	  end	  user	  satisfaction,	  x6:	  Earns	  user’s	  trust,	  x7:	  Uses	  minimal	  resources,	  x8:	  Is	  self-­‐explanatory	  for	  the	  user,	  x9:	  Provokes	  curiosity	  in	  the	  user,	  x10:	  Provokes	  imagination	  in	  the	  user,	  x12:	  Design	  communicates	  its	  goal	  to	  the	  user,	  x13:	  Communicates	  an	  aha!	  moment	  of	  insight,	  x14:	  Creates	  a	  feeling	  of	  appreciation	  in	  the	  user	  
 
Table 4.22 shows the pattern matrix obtained from a three-factor model with 12 items fit to the 
sample data and rotated using direct Oblimin transformation. In the new pattern matrix, there 
exists no item, which loads on more than one factor while no factor loading falls under the cut-
off point of 0.30. The maximum complexity is 1.4, which is considerably lower than the 
acceptable complexity level equal to 2.0. Furthermore, each factor has exactly 4 items loading on 
them. The factors are conceptually aligned with our original hypothesis, that is all the measures 
associated with functionality in a design (‘Achieves functional objectives’, ‘Provides end user 
satisfaction’, ‘Creates a feeling of appreciation in the user’, and ‘Earns user’s trust’) load on one 
factor, while the measures explaining the simplicity of a design product (‘Is easy to use’, ‘Uses 
minimal resources’, ‘Is self-explanatory for the user’, and ‘Design communicates its goal to the 
user’) on another distinct factor. Similarly, the items predicting the aesthetic dimension of a 
design (‘Provokes curiosity in the user’, ‘provokes imagination in the user’, ‘Communicates and 
aha! moment of insight’, ‘Communicates with the user emotionally’) all load on one unique 
factor.  
The results from six sets of exploratory factor analysis conducted on the sample data conclude a 
three-factor model consisting of 12 or 13 observed measures as optimal explanatory models for 
elegant design. However, indices of model fit were further assessed to evaluate the 
aforementioned conclusion quantitatively. A list of appropriate fit indices and the rationale for 
using each is presented as follows.  
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Multivariate Normality and Maximum Likelihood Model Fit Indices 
Several model fit indices were calculated and compared to acceptable benchmarks at this point 
toward evaluating the final model quantitatively. All these fit indices were calculated based on a 
Maximum likelihood (ML) model fitted to the sample data, where three factors were extracted. 
However, when the multivariate normality (MVM) is violated i.e. the kurtosis is not negligible 
the fit indices based on ML estimation are not always reliable. Among the estimated fit indices, 
the ML χ2 is greatly sensitive to the specification of the sample data. Research by Boomsma 
(1983) has shown that both the sample size and the degree of departure from normality can affect 
χ2 considerably where a sample size smaller than 50 can result in an inaccurate χ2 
approximation. Results from Monte Carlo studies by Boomsma (1983) prove that in samples 
expressing moderate to severe multivariate non-normality inflated χ2 estimates can result in 
unnecessary rejection of the model at hand.  Similar to χ2, RMSEA estimates from ML display 
analogous sensitivity to absence of MVM although they are affected to a lesser amount by the 
sample size (Fan, Thompson, and Wang, 1999; Yu, 2002). To resolve this problem, the ML 
estimate of χ2 was replaced by the empirically found value for χ2. Likewise, the empirically 
found root mean residuals (eRMS) and its df corrected form (eCRMS) were used as a 
substitution for ML estimated RMSEA. RMS is the square root of the mean of the squared 
residuals (the sum of the squared residuals divided by the degrees of freedom). Unlike RMSEA, 
which is dependent on χ2 distribution, eRMS is not calculated from the ML model fit but from 
the empirically fitted model residuals. CRMS is calculated from standardized residuals, which 
are the fitted residuals divided by the standard error of the residual.  
Before proceeding to examining the sufficiency of a three-factor model through indices of model 
fit, three tests of multivariate normality were conducted. The sample data under study underwent 
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Henze-Zirkler’s (Henze and Zirkler, 1990), Mardia’s (Mardia, 1970) and Royston’s (Royston, 
1983) tests of Multivariate Normality so that we could opt for accurate goodness-of-fit indices, 
which are better suited to the data distribution. “MVN” package from R statistical software was 
used to carry all three widely applied tests of normality. While Royston’s MVN test is an 
extension to the Shapiro-Wilk’s (Shapiro and Wilk, 1965) W-test for non-normality, Mardia’s 
method is based on measures of skewness and kurtosis (Székely and Rizzo, 2005). In all the 
three cases, large values of test statistics and p-values close to zero (p-value < 0.01) provided 
evidence for multivariate non-normality of the sample data. Since the p-values calculated were 
substantially lower than the significance level of 0.01, a complimentary graphical approach using 
QQ plotting was deemed unnecessary.   
Once the distribution of the sample data was determined, relevant goodness-of-fit indices as 
quantitative indicators of model sufficiency were estimated based on the results from MVN tests. 
Table 4.23 demonstrates these estimates in a concise format.  
 
Table 4.23: Test of the hypothesis for sufficiency of a three-factor model 
(n =232, No. of items = 12, Oblimin Rotation) 
 
Tests	  of	  goodness-­‐of-­‐fit	   Value	  Number	  of	  observations	   232	  Empirical	  χ2	  p-­‐value	  Relative	  χ2	   60.54	  <0.0024	  1.85	  	  Empirical	  RMSR	  df	  corrected	  RMSR	   0.04	  0.06	  Tucker	  Lewis	  Index	   0.90	  Fit	  (based	  upon	  off	  diagonal	  values)	   0.99	  Mean	  complexity	  	   1.1	  
 
Table 4.23 illustrates multiple statistics for testing whether the three-factor model at hand 
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containing 12 observed variables sufficiently explains the actual data. As previously discussed χ2 
and relative χ2, Root Mean Squared Residuals, and Root Mean Squared Error of Approximation 
are all tests of goodness of fit for this hypothesis. Based on examined evidence of multivariate 
non-normality, empirical χ2, which is the χ2 obtained from the sum of the squared residuals 
times the sample size instead of the ML fitting function was reported. We observed an empirical 
χ2 equal to 60.5 with a p-value of smaller than 0.01. This χ2 value is derived from the observed 
data rather than the theory and is associated with a relatively large p-value. The p-value in this 
case is smaller than the cutoff point of 0.01. However, the relative χ2, a more accurate measure 
of model fit due its lower sensitivity to sample size, falls below the conservative cutoff point of 
2.0.  While Ullman (2001) considers a relative χ2 of 2.0 or lower indicative of good model fit, 
Schumacker and Lomax (2004) allow for values as high as 5.0. As a result, the χ2 test statistic 
prevents us from rejecting the null hypothesis that a three-factor model is sufficient in explaining 
the sample data and thus we accept the current model.  
Estimated indices of model fit other than χ2, include the empirically found RMSR and CRMSR 
(df corrected RMSR). As presented in the Table 4.23 these values are equal to 0.04 and 0.06 
respectively. Literature suggests that acceptable RMSR should be lower than 0.08 (Browne & 
Cudeck, 1993), and ideally lower than 0.05 (Steiger, 1990).  The model driven values for RMSR 
fulfill the required condition and thus, verify the sufficiency of a three-factor, 12-measure model. 
The low complexity of the model, which falls very close to 1.0, adds another evidence to the 
appropriateness of the hypothesized model.   
It is important to note that when conducting an exploratory factor analysis, the sufficiency of a 
hypothesized model does not need to be investigated and thus, a more conservative approach 
136 
 
should be adopted when evaluating estimates of model fit. A subsequent confirmatory factor 
analysis performs a comprehensive examination of the revised model on a second set of data. 
Two confirmatory factor analyses containing 12 and 13 respectively items determine whether 
eliminating item 3, despite all consideration is a wise choice or the thirteen-item scale maximizes 
the scale’s power. 
Again, results from multiple sets of EFA toward refining the elegant design scale and 
quantitative assessments of the proposed scale, point at a model with three underlying latent 
variables as the optimal way of explaining elegance.   
Test Score Reliability  
The final step in verifying our EPA-suggested scale for elegant design entailed checking for test-
score reliability by examining the internal consistency of each item on the scale and the scale as 
a whole. Two different libraries form R statistical software consisting of “mokken” and “psych” 
were used to calculate values for multiple measures of internal consistency. First, the reliability 
of each item was determined by calculating Crohnbach’s alpha value for the scale when that 
specific item is eliminated from the scale. Values for Crohnbach’s α based upon covariances 
(raw α) and correlations (standardized α) consistently stand above the acceptable cutoff value of 
0.70 when eliminating each of the thirteen items from the scale. Such an observation confirms 
the reliability of each individual item on the scale. That is, there exists no item among the revised 
thirteen measures for elegant design that declines the test-score reliability of the scale as a whole.  
 In the next step, three measures of internal consistency in addition to Cronbach’s alpha were 
computed and compared in order to examine the reliability of the scale as a whole. Lambda-2, 
MS statistic and LCRC are all alternatives to Cronbach’s alpha, which is the mean of all possible 
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split half reliabilities. Guttman’s lambda-4 represents the maximum split half reliability. Values 
for all the aforementioned criteria of internal consistency are presented in Table 4.24. 
 
Table 4.24: Values for Measures of Test-score Reliability of the Elegant Design Scale 
Criterion	  
12-­‐item	  
scale	  
13-­‐item	  
scale	  Crohnbach’s	  α	  	   0.87	   0.88	  Guttman’s	  λ4	   0.95	   0.95	  Guttman’s	  λ2	   0.89	   0.90	  MS	   0.88	   0.89	  LCRC	   0.89	   0.91	  
 
As shown in Table 4.24, measures of internal consistency do not differ significantly between a 
twelve and thirteen-item scale. Furthermore, values for Cronbach’s α, the mean of all the 
possible split half reliabilities, along with Guttman’s λ2, MS statistic and LCRC all indicate 
almost ‘excellent’ internal consistency, while the best split half reliabilities are equal to 0.95. 
These results are consistent with previously obtained outcomes from factor analysis and validate 
the test-score reliability of the revised elegant design as a whole.  
This section investigated the results obtained from conducting an exploratory factor analysis on 
the first half of the survey-collected data on observable measures of elegant design. Two 3-factor 
models, containing either twelve or thirteen items were validated in reliability and validity by 
EPA results. In the next, step a confirmatory factor analysis was run to replicate and confirm the 
results obtained from our explanatory model and finalize the elegant design scale.  
4.1.3. Confirming/Finalizing the Scale: Confirmatory Factor Analysis 
The second set of data from splitting the survey responses underwent a confirmatory factor 
analysis (CFA) and the results obtained were used to test the EFA hypothesized model for 
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elegant design.  Multiple tests of model fit were investigated for a 12 and 13-item model 
respectively to finalize the factor model that best describes the variance present in the sample 
data. Furthermore, test-score reliability was checked to reevaluate the internal consistency of the 
ensuing scale. Furthermore, factor scores were calculated for each observation as quantitative 
measures of the three underlying factors of elegant design. 
4.1.3.1. CFA Results and Tests of Model Fit  
EFA results suggested two types of three-factor models, containing either twelve or thirteen 
observed measures for elegant design. The CFA results for each model using the “sem” package 
are presented in Table 4.25 and Table 4.26 respectively. Furthermore, indices of goodness-of-fit 
for each model accompany the model. In both tables, the values for standardized loadings of all 
the measures of elegant design scale fall above the cutoff point of 0.30. This outcome confirms 
the hypothesized model for sufficiently explaining elegant design. One item, “ Delights the 
user”, was eliminated and then added to the model to compare the effects. Table 4.27 and Table 
4.26 demonstrate the results in the presence and absence if this item in the model respectively.  
 
Table 4.25: Standardized and Unstandardized Loadings (Standard Errors) for 3-Factor 
Confirmatory Model of Elegant Design (n =125, No. of items = 12) 
Item	  No.	   Item	  Name	   Factor	   Standardized	  
Loading	  
Unstandardized	  
Loading	  1	   Objectives	   F1	   0.46	   0.54(0.12)	  2	   Satisfaction	   F1	   0.56	   0.71(0.14)	  3	   Trust	   F1	   0.52	   0.73(0.15)	  4	   Appreciation	   F1	   0.61	   0.74(0.13)	  5	   Easy	   F2	   0.60	   0.59(0.09)	  6	   Resources	   F2	   0.67	   0.69(0.09)	  7	   Self-­‐explanatory	   F2	   0.75	   1.03(0.12)	  8	   Goal	   F2	   0.77	   0.84(0.09)	  9	   Curiosity	   F3	   0.78	   1.25(0.13)	  10	   Imagination	   F3	   0.70	   1.15(0.13)	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Item	  No.	   Item	  Name	   Factor	  
Standardized	  
Loading	  
Unstandardized	  
Loading	  11	   Aha!	  moment	   F3	   0.94	   1.68(0.13)	  12	   Emotion	   F3	   0.79	   1.24(0.12)	  
 
Table 4.26 shows the same results as Table 4.25 after addition of one eliminated scale item. The 
loading factor for “Delight” as an observed measure is significantly above the acceptable level 
and loads onto the third factor, aesthetics, as anticipated. 
 
Table 4.26: Standardized and Unstandardized Loadings (Standard Errors) for 3-Factor 
Confirmatory Model of Elegant Design (n =125, No. of items = 13) 
Item	  No.	   Item	  Name	   Factor	  
Standardized	  
Loading	  
Unstandardized	  
Loading	  1	   Objectives	   F1	   0.46	   0.54(0.12)	  2	   Satisfaction	   F1	   0.57	   0.73(0.14)	  3	   Trust	   F1	   0.52	   0.72(0.15)	  4	   Appreciation	   F1	   0.60	   0.73(0.13)	  5	   Easy	   F2	   0.60	   0.59(0.09)	  6	   Resources	   F2	   0.67	   0.69(0.09)	  7	   Self-­‐explanatory	   F2	   0.75	   1.03(0.12)	  8	   Goal	   F2	   0.77	   0.84(0.09)	  9	   Curiosity	   F3	   0.81	   1.29(0.12)	  10	   Imagination	   F3	   0.71	   1.17(0.13)	  11	   Aha!	  moment	   F3	   0.90	   1.62(0.13)	  12	   Emotion	   F3	   0.80	   1.26(0.12)	  13	   Delight	   F3	   0.87	   1.15(0.10)	  
 
Since the goodness-of-fit for the thirteen-item, three-factor model were not merely judged based 
on factor loading values, multiple Indices of model fit assessed the goodness-of-fit from CFA 
results, which presented in Table 4.27.  
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Table 4.27: Model Fit Indices for 3-Factor Confirmatory Model of Elegant Design             
(n =125, No. of items = 13) 
 
Model	  Fit	  Index	   Value	  Chi-­‐square	  (χ2),	  df	  =	  62	  Pr(>χ2)	  Relative	  χ2	  
89.17	  0.014	  1.44	  RMSEA	  90%	  CI	  	   0.059	  (0.028-­‐0.086)	  SRMR	   0.065	  Goodness-­‐of-­‐fit	  Index	  (GFI)	  Adjusted	  Goodness-­‐of-­‐fit	  (AGFI)	   0.91	  0.86	  Bentler-­‐Bonett	  NFI	   0.88	  Tucker-­‐Lewis	  NNFI	   0.95	  Bentler	  CFI	   0.96	  Bentler	  RNI	  	   0.96	  Bollen	  IFI	  	   0.96	  AIC	   147.17	  AICc	   107.49	  BIC	   -­‐210.19	  CAIC	   -­‐272.19	  	  
The first Fit Index presented in Table 4.27 is the value for χ2, the p-value associated with this 
value and the relative χ2 corrected for degrees of freedom. The p-value for rejecting the null 
hypothesis is above the critical value of 0.01. Thus, we accept the alternative hypothesis that 
postulates the sufficiency of a 3-factor model. The relative χ2, which is its value divided by 
degrees of freedom is also lower than the acceptable values of 2.0, 3.0 and 5.0 (Kline, 2005; 
Schumacker & Lomax, 2004; Tabachnik and Fidell, 2007; Ullman, 2001). A relative χ2 is a 
more accurate indicator of model fit in comparison with χ2.  
Two other absolute fit indices reported in Table 4.27 are RMSEA and RMSR. The RMSEA 
value for the three-factor confirmatory model is 0.059, which is well above the acceptable values 
of 0.07 and 0.08 (MacCallum et al, 1996; Steiger, 2007) for this fit index. Similarly, an SRMR 
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value of 0.065, below the benchmark value of 0.08 suggested by Hu and Bentler (1999) further 
acknowledges our conclusions regarding the goodness of the model.  
The last absolute fit indices shown in Table 4.27 are Goodness-of-fit Index and its adjusted form. 
Although a value of 0.90 or above is traditionally accepted as a good fit, use of these two indices 
is not recommended in the literature (Sharma et al., 2005). Nonetheless, they are often reported 
for historical reasons along with other indices.   
The remaining fit indices all belong to the incremental family of model fit. The cutoff values for 
the indices: TLI/NNFI, CFI, RNI and IFI are identical and equal to 0.95 (Hu and Bentler, 1999). 
The values obtained for these indices all stand equal or above 0.95 and indicate a good fit for the 
model. Bentler and Bonnet (1980) recommend the benchmark value of 0.090 for NFI; however, 
due to its sensitivity to sample size use of NNFI is preferred.  
Values for all the aforementioned fit indices suggest that CFA confirms the validity of the 
hypothesized 3-factor model suggested by EFA. Table 4.28 displays the two-index approach 
suggested by Hu and Bentler (1999) and further confirms the conclusion drawn above.  
 
Table 4.28: Hu and Bentler’s Two-Index Combinational Approach For Evaluation of Fit 
Indices; (Adapted from Hooper at al., 2008) 
 
Fit	  Index	  Combination	   Combinational	  Rules	  NNFI	  (TLI)	  and	  SRMR	  	   NNFI	  of	  0.96	  or	  higher	  and	  an	  SRMR	  of	  .09	  or	  lower	  	  RMSEA	  and	  SRMR	  	   RMSEA	  of	  0.06	  or	  lower	  and	  a	  SRMR	  of	  0.09	  or	  lower	  	  CFI	  and	  SRMR	  	   CFI	  of	  .96	  or	  higher	  and	  a	  SRMR	  of	  0.09	  or	  lower	  	  
 
4.1.3.2. Test-Score Reliability and Factor Saturation Results  
Once the revised scale for elegant design was finalized and its validity was confirmed using 
confirmatory factor analysis, the internal consistency of the scale was validated using similar 
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methods used for the EFA obtained scale.  
Analogous to the reliability calculations for the EFA extracted scale, reliability of each item was 
determined by calculating Crohnbach’s alpha value for the scale when that specific item is 
eliminated from the scale. However, this time the CFA data was used for the described 
evaluations. Values for Crohnbach’s α based upon covariances (raw α) and correlations 
(standardized α) consistently stand above the acceptable cutoff value of 0.70 when eliminating 
each of the thirteen items from the scale. This outcome confirms the test-score reliability of all 
the items on the confirmatory factor model.  
In the next step, multiple measures of internal consistency were computed and compared in order 
to examine the reliability of the confirmatory model as a whole. As shown in Table 4.29, value 
for Cronbach’s α, the mean of all the possible split half reliabilities, along with Guttman’s λ2, 
MS statistic and LCRC, which are alternatives to α, all stand well above 0.80. These results 
consistently provide evidence for the test-score reliability of the 3-factor, 13-item confirmatory 
scale.  
 
Table 4.29: Values for Measures of Test-score Reliability of the Elegant Design Scale 
Criterion	  
13-­‐item	  
scale	  Crohnbach’s	  α	  	   0.81	  Guttman’s	  λ4	   0.89	  Guttman’s	  λ2	   0.84	  MS	   0.83	  LCRC	   0.85	  
 
Results drawn from exploratory and confirmatory analyses validate and confirm the validity and 
reliability of a 3-factor common factor model in defining and measuring elegant design as a 
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construct. At this point, all the 357 data points were applied toward calculating communality and 
general factor saturation to assess the proportion of the variance in the main construct explained 
by a hierarchical factor model. This process consisted of calculating the values for ω and 𝜔!  from all four surveys’ data.  McDonald’s ω! (1999) and Guttman’s λ6 (1945) were calculated 
and reported as estimates of variance proportion due to all common factors. These values were 
then compared to the values for McDonald’s ω!   1999   and  Revelle’s β (1979)(minimum split 
half reliability) as estimates of general factor saturation. Table 4.30 displays the values for the 
four measures mentioned above.  
 
Table 4.30: Measures of Communality and General Factor Saturation of a Hierarchical 3-
factor Model 
Criterion	   Value	  Crohnbach’s	  α	  	   0.86	  Guttman’s	  λ6	   0.91	  McDonald’s	  ωt	   0.92	  McDonald’s	  ωh	   0.57	  Revelle’s	  β	   0.55	  
 
As shown in Table 4.30, the value for Crohnbach’s α stands above 0.80 and between values for 
ωh  and ω as expected. Values of Guttman’s λ6 and McDonald’s ωt provide evidence that a high 
proportion of the variance due to the general factor and the three common factors, functionality, 
simplicity and aesthetics are captured by the model. A value equal to 0.57 for McDonald’s ωh 
exhibits a general factor saturation of 57%, that is, fifty seven percent of the variance due to the 
overarching latent variable, ‘elegance’, is explained by the sum of all the thirteen items on the 
scale. This valuable outcome points to precision and power of the finalized 3-factor model in 
measuring elegance as an operationalized construct. In the social sciences, a general factor 
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saturation of this magnitude points to a successful model in defining a construct of interest.  
All the steps taken and the techniques adopted so far directed us toward a final version of elegant 
design scale, validated for validity and reliability.  
4.1.3.3. A Revised Scale for Elegant Design 
The outcome from all the research methods applied in developing, revising and validating an 
instrument for explaining and measuring elegance, is the final elegant design scale. The 
intercorrelations among the scale items form a three-factor model that succinctly and sufficiently 
explain elegance. This final EFA-generated and CFA- replicated model is displayed in Table 
4.31; hereafter the underlying latent variables uncovered by the factor analysis are explored and 
interpreted.  
 
Table 4.31: Constituent Measures and Latent Variables of the Elegant Design Scale 
Factor	   Item	  Description	  
Aesthetics	  	   Provokes	  curiosity	  in	  the	  user	  Provokes	  imagination	  in	  the	  user	  Communicates	  an	  aha!	  moment	  of	  insight	  Communicates	  with	  the	  user	  emotionally	  Delights	  the	  user	  
Simplicity	  	   Is	  self-­‐explanatory	  for	  the	  user	  Design	  communicates	  its	  goal	  to	  the	  user	  Uses	  minimal	  resources	  Is	  easy	  to	  use	  
Functionality	   Earns	  user's	  trust	  Provides	  end	  user	  satisfaction	  Creates	  a	  feeling	  of	  appreciation	  in	  the	  user	  Achieves	  functional	  objectives	  	  
As presented in Table 4.31, the revised scale for elegant design consists of three factors, onto 
which all 13 measures load. The three latent variables extracted through factor analysis refer to 
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three aspects of elegant design, namely, functionality, simplicity and aesthetics. These terms for 
describing aspects of an elegant design derive from our overview of the semantic literature on 
elegance. Essentially, measures loading onto each of the three common factors, for the most part, 
are the same as the ones that form 3 out of 10 categories of elegant design characteristics, 
extracted from the literature. As a result, each common factor is named after the category of 
measures it encompasses and describes conceptually.  
This revised scale for elegant design conforms well with all three previously discussed models 
related to elegance. Relevance and consistency of the scale with each the three proposed models 
are discussed separately.  
1) Salado and Nilchiani’s hierarchical model for systems elegance 
First of all, the scale for elegant design corresponds with the hierarchical model for defining 
systems elegance proposed by Salado and Nilchiani (2013). Their model consists of a stratified 
pyramid, wherein functionality and performance needs in a system stand in the lowest tier, 
availability and efficiency needs in the middle, and adaptability needs in the uppermost tier. It 
suggests that all three levels of needs in a system ought to be satisfied hierarchically before 
elegance is realized. Such a definition of systems elegance aligns well with our proposed scale 
for elegant design. At the bottom level, measures of functionality, namely, achieving functional 
objectives, and earning users appreciation, satisfaction and trust, fulfill the functionality and 
performance needs of the system, that is, the system works and it works well. Note that in our 
user-centered approach in defining elegance the end-user is the ultimate judge of the system’s 
performance. 
On the other hand, measures of simplicity in our scale correspond with the second tier of their 
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three-tiered model.  Salado’s model looks at usability of the system not from the user’s 
perspective but rather from a designer and manufacturer points of view. As a result, his measures 
of usability fulfill the availability needs in a system such as ‘reliability’, ’maintainability’ and 
‘supportability' needs. Since we take a user experience approach in defining elegant design, ease 
of use, intuitiveness and goal transparency form our measures of system’s usability by the user. 
However, both sets of these measures/needs point to the same prerequisite requirement of an 
elegant system, that is, usability. The other component of the middle tier in Salado’s model is 
comprised of the efficiency needs of the system. At this level, minimal use of resources on the 
user’s end ensures the design’s efficiency and maps with its equal on the hierarchical model. It is 
important to remember that usability and efficiency are both consequences of simplicity and 
exclusion of unnecessary complexity in an elegant system. Thus, they are both indications of a 
formative aspect of elegance, that is, simplicity.   
Salado and Nilchiani (2013) place adaptability needs of the system at the highest level of their 
bottom-to-top-ordered model and count attributes such as ‘flexibility’, ‘modularity’, and 
‘scalability’ among its indicators. Adaptability, a notion applicable largely in industrial 
manufacturing, results from the intellectually appealing features of a design/system that delight 
users and provokes their thoughts. A subtle system, wherein design constraints are lifted and 
multiple functions are achieved by a single component, is flexible, scalable and much more 
during development, manufacturing and maintenance stages. Again, similar to simplicity, 
aesthetics is a formative aspect of elegant design, which satisfies adaptability needs as the 
uppermost level of needs in a system. Our three-factor model for elegant design from user’s 
perspective differs from Salado’s three-tiered hierarchical model in one point. While our model 
consists of formative measure that build elegance as a construct, Salado’s summarize the needs 
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that these measures respond to in a system.  
2) Madni’s characteristics of an elegant system 
Madni (2012) identifies and provides descriptions for 12 characteristics in an elegant system. 
Salado and Nilchiani (2013) have shown the consistency of their own model with that of Madni, 
where they map each of these 12 characteristics with one level of their three-layered hierarchy. 
As a result, our scale is automatically in accordance with Madni’s model of an elegant system.  
Purposivity, in Madni’s notion, fulfills functional and performance needs of a system. Thus, it is 
on par with the aspect of functionality in our model. While Madni’s usability describes ease of 
use in our model, his notion of transparency and predictability are comparable to intuitiveness 
and transparency of the design’s goal in the elegant design scale. Similarly, efficiency and 
parsimony translate into use of minimal resources. All these characteristics are indicators of an 
elegant system’s aspect of simplicity. Utility and affordability in Madni’s elegant system 
interpreted as user’s satisfaction, which falls among measures of functionality in our model of 
elegance. A design that provides for user’s satisfaction should be affordable by the user and well 
worth the investment. Three other characteristics of an elegant system, namely, sustainability, 
scalability and evolveability all stand at the top level of hierarchy in Salado’s notion of Madni’s 
model, where they are associated with the aspect of intellectual aesthetics in design. As we 
explained, intellectual aesthetics is the underlying aspect unique to an elegant system that brings 
about adaptability. Sustainability, scalability and evolveability are all different facets of 
adaptability that are observable in an elegant system especially during the manufacturing 
process. Sustainability, as defined by Madni, is an equal to flexibility in Salado’ model, whereas, 
evolveability is the characteristic that results from an elegant solution’s capability of redefining 
or creating a new field or way of thinking about a product/service. In this context, later 
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modifications can always build on the newly conceived idea solution. The last characteristic in 
Madni’s model of an elegant system is bonding. While emotional connection with the user is 
Madni’s equivalent of bonding in our scale, Salado considers this property the result of 
accomplishing all levels of needs in the system.  
Figure 4.3 illustrates the relationship between the three proposed models of elegant design. 
 
 
Figure 4.3: Comparative Illustration of Three Models of Elegant Systems 
 
3) Norman’s model of cognition and emotion  
Norman (2004; 2013) looks at design based on a psychological model of human cognition and 
emotion. In his user-centered model, Norman proposes that an aesthetic user experience happens 
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at all the three levels of cognitive processing. The scale for elegant design this study introduces, 
conforms to Norman’s model of design since its measures an aesthetic experience for the user by 
engaging all three levels of cognitive and emotional analysis. The reflective mind is responsible 
for assessing to what extent a given design meets previously set functional objectives, creates a 
feeling of appreciation in the user, and hence, earns user’s satisfaction and trust. Therefore, 
measures of functionality work primarily at the reflective level of thoughts and emotions. 
Measures of simplicity, on the other hand, work mostly at the visceral and behavioral levels. 
While the behavioral mind decides whether a design is easy to use, self-explanatory and clear in 
conveying its goal, the sensory system provides the means of communication between the user 
and a design’s interface. A design, which is easy to understand and learn, protects the user from 
frustration and disappointment. In other words, such a design conforms to the user’s mental 
model at the behavioral level.  
Lastly, the aesthetics aspect of an elegant design stimulates cognitive analysis at all the three 
levels of visceral, behavioral and reflective. At first, a sensually appealing design provokes 
visceral responses in the viewer. Next, the feelings of familiarity and sense making induced by 
the simplicity and intuitiveness of the system are replaced by a feeling of surprise and delight 
when the intellectual beauty and symmetry of the system surpass the viewer’s expectations. As a 
result, the behavioral brain is involved and gratified. Finally, feelings of curiosity, and 
imagination along with the viewer’s passion for problem solving (the wow-factor) induce the 
reflective level of cognition. The gap of knowledge the viewer senses when exposed to an 
elegant design provokes a feeling of curiosity and anticipation for unveiling of the unknown.  
Subsequently, the viewer’s imagination is prompted, which in turn helps her come up with new 
ideas that modify and enhance her mental model of the system. An aha! moment of insight 
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follows once the new mental model sheds light on the user’s perception of the system. All these 
cognitive procedures occur at the reflective level of consciousness. Once rounds of analysis at 
multiple levels of processing concludes, the reflective brain sums up its reflection of the aesthetic 
experience in the form of an emotional connection/bond between the user and design.  
At this point in our research we have achieved a validated scale for elegant design, which is the 
main deliverable of the current study. This scale aligns well with all three of the previously 
proposed models for elegant and user-centered systems. The scale for elegant design introduced 
in this study is based on a user-centered model of design and defines formative measures that 
characterize an elegant design. Reflective measures of elegant design, that is, those that realize as 
a consequence of elegance being present in the system were not the focus of this research.  
4.1.3.4. Calculating Factor Scores for Three Factors of Elegant Design  
At this point, after finalizing and analyzing the elegant design scale, the results were used to 
calculate factor scores for three subscale of elegant design. This approach is used to estimate the 
score of a design in each latent variable and in elegant design as the overarching construct.  
Once the scale items are partitioned into categories that reflect various aspects of elegant design 
as the main construct, the weight of each item in the subscale it loads onto can be calculated. 
This is a valuable result since it constitutes the precursor to computing factor scores for each 
subscale. Factor scores are crucial pieces of information that make findings from one study 
transferrable to other ones. In the current report, factor score values are used as concise and 
informative features of elegant design to build descriptive and predictive models that measure 
and classify design solutions based on their embedded level of elegance.  
 As discussed previously, Thurstone’ s technique (Thurstone, 1934), which is a refined method 
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for estimating factor scores, was applied to maximize validity in constructing combinations of all 
the measures that correspond to a factor loading. Three factor scores were computed for each of 
the 357 data points and hand. These values were used in subsequent steps of the research 
methods and discussed in each step. 
4.1.4. Testing the Elegant Design Scale 
The finalized elegant design scale’s performance was examined by comparing the scores 
obtained from the scale against subjective outcomes for the same design problems. This step was 
accomplished by collecting the subjective assessments of experienced raters through a survey 
study and statistical analysis of the results. A second survey similar to the one providing the EFA 
results was administered, which contained several of the design solutions used in the first survey. 
However, this time, the participants rated each solution directly based on their perceived level of 
elegance instead of the measures for elegant design. Thirty four to forty two responses were 
collected for each question after cleaning and disregarding incomplete data. All the data points 
were distributed on a 7-point likert scale, that is, they were at quasi-interval. Results from 
comparing the two sets of data and the consequent conclusions are reported and discussed in 
detail.   
4.1.4.1. Kendall’s Rank Correlation Results  
As a first step toward testing the performance and predictive power of the scale, the average 
values for subjectively assessed elegance were compared with the mean survey responses for 
each of the thirteen items from all the survey questions. Kendall’s rank coefficient of correlation 
(Kendall. 1938) was calculated as a measure of association between the two sets of data. 
Kendall’s tau coefficient was selected over other methods of correlation assessment since it is a 
non-parametric method with no perquisite assumptions for its application.  Unlike Pearson’s 
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product moment correlation, the potentially correlated variables do not need to have normally 
distributed residuals and linearly linked. Homoscedasticity of the data i.e. homogeneity of 
variances need not be verified either. Another advantage of Kendall’s rank compared to 
Spearman’s rank correlation (Spearman, 1904) is that monotonicity of the data is not required.  
“Kendall” package from R statistical software was used to compute Kendall’s tau coefficient 
between elegance and each of its 13 measures. Table 4.32 presents the values of τ along with the 
p-value for rejecting the null hypothesis that the two variables are independent. Similar to many 
coefficients of correlation, Kendall’s τ values can vary between -1 and +1 where greater distance 
from 0 indicates higher positive/negative levels of correlation. 
 
Table 4.32: Kendall’s tau Coefficients Between Elegance (Subjective Values) and Elegant 
Design Scale Items 
Item	  Name	   Kendall’s	  τ 	   p-­‐value	   Significance	  Objectives	  	   0.211	   0.0479	   *	  Easy	  	   0.297	   0.0050	   **	  Delight	  	   0.517	   1.1E-­‐06	   ***	  Emotion	  	   0.445	   2.6E-­‐05	   ***	  Satisfaction	  	   0.479	   6.8E-­‐06	   ***	  Trust	  	   0.349	   0.0010	   ***	  Resources	   -­‐0.045	   0.6777	   n/s	  Self-­‐explanatory	  	   -­‐0.028	   0.8001	   n/s	  Curiosity	  	   0.434	   4.0E-­‐05	   ***	  Imagination	  	   0.364	   6.0E-­‐04	   ***	  Goal	  	   -­‐0.031	   0.7765	   n/s	  Aha!	  moment	  	   0.458	   1.4E-­‐05	   ***	  Appreciation	   0.316	   0.0029	   **	  Combined	  Factors	   0.263	   0.0121	   **	  Significance:	  ***	  -­‐	  p<0.001;	  **	  -­‐	  p<0.01;	  *	  -­‐	  p<0.05;	  n/s	  –	  not	  significant	  
 
 
As shown in Table 4.32, p-values for all but three measures of elegant design are significant, 
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which means we can reject the null hypothesis that there is zero correlation between subjectively 
assessed elegance and each of its observed measures. The outcome from the above analysis is 
valuable since it successfully tests the performance of the proposed model for explaining 
elegance as a concept. It should be noted that the subjectively assessed values for elegance are 
based on average values from a separate survey study and thus, the obtained level of correlation 
between two sets of data with distinct participants is highly significant.  
The last row in the Table shows a variable, which is built from combining the factor scores for 
all the three factors, functionality, simplicity and aesthetics. To calculate this value, the 
responses to each question on the second survey (subjectively rated elegance) were averaged for 
all the respondents and then standardized over the distribution of all the questions. This step was 
taken to make the two sets of data, that is, the second survey results and the factor scores from 
the first survey are comparable and compatible in term of the variables’ scales and variances.  
The significance of p-values for Kendall’s τ between elegance and the combination of the three 
factors provides evidence that there is a stronger bivariate correlation between elegance and the 
combination of the three factor scores as a score for elegance provided by the scale. The survey 
respondents that evaluated elegance as a subjective concept were not identical to the one that 
assessed each design solution based on their observable measures of elegance. Furthermore, the 
factor modeling approach in summarizing all the information on thirteen measures into three 
factor scores inevitably loses a portion of the data in the process. Thus, the amount of displayed 
bivariate correlation between the two sets of data is of considerable significance.  
The two tests of performance discussed above, further confirm the appropriateness of our final 
scale and its constituent observable and latent variables in explaining elegance. Again, this is an 
additional step in evaluating the elegant design scale and does not fall into the process of 
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developing and validating our instrument.  
4.1.4.2. Elegant and Non-elegant Design Comparison Results  
The last technique in the series of methods for assessing the performance of elegant design scale 
used one-way analysis of variance to determine whether there is a significant difference between 
elegant and inelegant designs identified by the scale. Essentially, significant difference between 
the central tendencies from each category proves the hypothesis that elegant and inelegant 
designs diagnosed by elegant design scale come from samples of different distributions.  
The aforementioned approach considered the top and bottom quartiles from the second survey 
data as elegant and inelegant respectively. It used the corresponding measures to compare the 
two categories of data. Kruskal-Wallis one-way analysis of variance was applied to compare the 
central tendencies of measures corresponding to top and bottom twenty five percent of 
subjectively assessed elegant solutions.  Kruskal-Wallis rank sum test is the non-parametric 
equivalent of one-way analysis of variance (ANOVA); however, unlike ANOVA it does not rely 
on normal distribution of the residuals.  A significant Kruskal-Wallis test provides evidence that 
one sample dominates the other sample stochastically. If all the samples compared have identical 
distributions, then Kruskal-Wallis is a test of equality of medians. Thus, significant test indicates 
that medians in two populations where the samples are taken are not equal.  
First, values for subjective elegance from the second survey were sorted in an ascending order 
and the top and bottom quartiles of the data were separated and marked as elegant and inelegant 
respectively. Then the corresponding measures from the first survey and their combination were 
used to compare the two categories of data. Kruskal-Wallis one-way analysis of variance was 
applied to compare the central tendencies of measures corresponding to top and bottom twenty 
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five percent of subjectively assessed elegant solutions using the “stats” package from R 
statistical software. Table 4.33 reports the Kruskal-Wallis χ2 value and its associated p-value for 
each measure and the combination of all 13 measures. The median for each sample distribution is 
also displayed in the Table 4.33. 
 
Table 4.33: Kruskal-Wallis Rank Sum Test χ2  and p-values for Measures of Elegant 
Design 	   	   Inelegant	  
Design	  
Elegant	  
Design	  
	  
Factor	  Name	   Measure	  Name	  	   Median	   Median	   KW	  χ2	   p-­‐value	   Signif.	  
Aesthetics	  
Delight	   2.40	   4.80	   8.023	   0.005	   ***	  Emotion	   1.88	   4.20	   8.786	   0.003	   ***	  Curiosity	   2.40	   4.25	   6.570	   0.010	   ***	  Imagination	   2.40	   4.00	   7.443	   0.006	   ***	  Aha	  moment	  	   1.75	   4.25	   9.139	   0.003	   ***	  
Simplicity	  
Ease	  of	  use	   3.80	   5.00	   7.810	   0.005	   ***	  Self-­‐explanatory	   4.25	   5.00	   0.243	   0.622	   n/s	  Resources	   4.60	   4.40	   0.027	   0.869	   n/s	  Design	  Goal	   5.00	   4.80	   0.004	   0.947	   n/s	  
Functionality	  
Objectives	   5.25	   5.38	   1.110	   0.292	   n/s	  User	  satisfaction	   3.38	   5.20	   9.176	   0.003	   ***	  Trust	   3.75	   5.38	   5.901	   0.015	   **	  Appreciation	   3.13	   4.75	   6.926	   0.009	   ***	  
Combined	  measures	   45.3	   60.8	   13.28	   0.000	   ***	  Elegant	  Design	  Significance:	  ***	  -­‐	  p<0.01;	  **	  -­‐	  p<0.05;	  *	  -­‐	  p<0.1;	  n/s	  –	  not	  significant	  
 
As Table 4.33 shows, the measures that account for the factor ‘aesthetics’ all differ significantly 
between elegant and inelegant designs.  This trend is followed by the measures of the subscale 
‘functionality’, while ‘simplicity’ measures stand in the third place with only one measure 
varying meaningfully between the two quartiles of elegance. This is an anticipated outcome that 
aligns with previous results.  
Among the items that constitute functionality, ‘achieving functional objectives’ does not 
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necessarily differ between elegant and inelegant design, since this is a prerequisite for any design 
solution, elegant or otherwise. However, the remaining measures of functionality, namely, ‘user 
satisfaction, appreciation and trust’, are unique to elegant design solutions and thus do not 
display the same value in elegant and inelegant sample data.  
Similarly, among the four measures of simplicity three are not exclusive to elegant design 
solutions and most often overlap with sustainable or user-centered designs. A sustainable design 
is required to be conservative with resources and user-centered design solutions need to guide the 
user through their functions. As a result, these measures albeit being necessary for elegant 
designs are not limited to them. On the other hand, a design that exhibits a powerful ease of use 
is distinctly elegant, since elegance is nothing but a combination of simplicity and power.  
Nevertheless, measures of aesthetics are those that make the actual difference between elegant 
and otherwise functional and simple solutions. As shown in Table 4.33, measures of this factor 
are unanimously distinct in their values in elegant and inelegant sample designs. The 
characteristics associated with aesthetics are the ones that determine whether the qualities of 
functionality and simplicity in a design are sufficiently powerful for it being distinctly elegant.  
Results shown in Table 4.33 confirm the abovementioned conclusions.  
Lastly, findings from this step are in par with previous tests of the scale.  The combined value for 
all 13 measures, which is an indicator of elegance measured by the scale, differs significantly in 
the upper and lower quartiles. This outcome proves that the elegant design scale is capable of 
successfully distinguishing elegant designs from inelegant ones. In other words, we have 
provided a scale that enables us to separate elegant designs from inelegant ones without relying 
on expert raters’ judgments for this end.  
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This was the last step in the series procedures toward developing, validating and testing a scale 
for explaining and measuring elegant design. The remaining sections of the current research 
focus on reporting the modeling results based on previously collected and reported data.    
4.2. Descriptive and Predictive Modeling Results for Elegant Design  
This section presents and analyzes the results obtained from building rule-based and machine 
learning models for describing and predicting elegant behavior in our sample of engineering 
solutions. The methods applied toward model construction encompassed rule-based regression 
modeling as well as rule-based and machine learning classification. All modeling outcomes are 
reported, analyzed and compared.   
4.2.1. Rule-based Linear Regression Modeling Results  
Our first endeavor toward modeling elegance from its constituent measures entailed fitting a 
multiple linear regression model to the data, and testing the null hypothesis that there is no 
relationship between elegance as a response variable and any of its 13 predictors. Results 
indicate a significant relationship between the two (F(13, 30) = 4.22, p < .001). Therefore, we 
accept the alternative hypothesis that there is indeed a relationship between elegance and at least 
one of its predictor variables as we reasonably expected.  
Residual Standard Error (RSE) and multiple R2 were calculated and examined as measures of 
model fit, i.e., how well the model fits the data. First, the RSE estimates the standard deviation of 
the response from the population regression line. For our multiple regression model the RSE is 
0.556 unit while the mean value for response (elegance) is 3.88, resulting in a percentage error of 
14.3%. This value for error indicates that the model is adequately close in estimating the 
response variable from the predictors. Second, the R2 statistic records the portion of variability in 
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the response explained by the predictor variables. Here, the predictors explain about 65% of the 
variance in elegance (multiple R2 = 0.65, adjusted R2 = 0.49). 
Is the relationship linear? (Assumptions of linear regression)  
Once we examined that there exists a strong relationship between elegance and its predictor 
variables we need to test the nature of this relationship (linear or otherwise). The residual plot for 
the model, that is, the plot of model residuals versus the fitted values from multiple regressions 
was drawn, and is illustrated in Figure 4.4 in the upper left side. The red line is a smooth fit to 
the residuals, which shows no discernible pattern as it is expected in a linear relationship.  
 
 
 
 
 
 
 
 
 
Figure 4.4: Diagnostic Plots of Linear Regression Assumptions in Modeling Elegance From 
Its Measures 
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Another assumption of the linear regression model is that the error terms have a constant 
variance, that is, the variances of the error terms do not increase or decrease with the value of the 
response (homoscedasticity). The standard error and hypothesis test both rely on the assumption 
that Var(εi) = σ2 (constant). As shown in the residual plot in Figure 4.4, there is no discernible 
pattern that links the residuals to the fitted values (as estimates of the response values). More 
specifically, no funnel shape can be detected in the plot, which confirms the assumption of 
homoscedasticity. More importantly, the normal Q-Q plot of the standardized residuals against 
the theoretical quantiles, is very close to a 45-degree line. Therefore, the residuals distribution is 
in fact not far from normal.  
Outliers are observations for which the response is unusual given the predictor(s). In contrast, 
high leverage points have an unusual value for the predictor(s). The lower left plot in Figure 4.4 
shows the studentized residual plot a.k.a. the scale-location plot. The values for the residuals in 
this plot are standardized to make it easier to detect the outliers (decide how large a residual need 
to be to qualify as an outlier). As shown in the plot, three observations, observation number 13, 
22 and 37, have the potential to be outliers. However, since their studentized residual value is 
still within the (-3, 3) value, we do not eliminate them from the data set despite their likely toll 
on the measures of fit, RSE and R2. The leverage points were detected using the Cook’s distance 
as an estimate of the influence of individual data points in the regression analysis. Farther 
observations have a higher potential to be highly influential data points. Most often, a leverage 
point is one that has a distance farther than 1 or 0.5. However, we set the cutoff value for Cook’s 
distance to a conservative value of (4/(𝑛 − 𝑑 − 1)), which equals 0.13 in our case. The lower 
right plot in Figure 4.4 shows the studentized residuals versus the leverage statistic for each data 
point and the Cook’s distance contour. Once again, the same 3 data points, which were 
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diagnosed as outlier candidates, fall farther than the rest of the data. Since these points are 
potentially both outliers and leverage points, we eliminate them from the data set and recalculate 
our measures of accuracy. Thus, the updated RSE results in a 10.5% error and the updated 
multiple R2 goes up to 0.79 (adjusted R2 = 0.69) showing a significant improvement. The Cook’s 
distance is recalculated for the updated data set where no data point falls beyond the cutoff 
anymore. The leverage plot for the updated data is shown in Figure 4.5. 
 
 
Figure 4.5: Standardized Residuals Versus Leverage Plot of The Fitted Multiple 
Regression Model of Elegance 
 
 
Which predictors contribute to the response? How large is their effect? 
At this point we know that there exists a strong relationship between elegance and one or more 
of its predictors, and that this relationship can be modeled via linear regression. In the next step, 
we studied the presence and strength of the relationship between elegance and every individual 
predictor variable by separately examining a null hypothesis that that assumes no relationship 
between elegance and each predictor variable.  
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Table 4.34 shows the estimate for the coefficient when elegance as the response variable is 
regressed on each predictable variable separately along with its associated standard error and p-
value. As Table 4.34 shows, all but two predictor variables have adequately small p-values to 
reject the null hypothesis that there exists no relationship between the predictor and response. 
This result is similar to the results obtained from the Kendall’s tau coefficients between elegance 
and its measures, and shows significant relationship between linear dependencies between these 
two. Among the predictors of elegance, ‘user satisfaction’ and ‘delight’ have slightly higher 
coefficients, which is in par with our hypothesis that these two are essential to an enriched user 
experience.   
 
Table 4.34: Coefficient Estimate and R2 Values for Each Predictor in Single Linear 
Regression Models of Elegance 	   Estimate	   Std.	  Error	   t-­‐value	   Pr(>|t|)	   Signif.	  Objectives	   0.370	   0.138	   2.686	   0.010	   *	  Easy	   0.487	   0.137	   3.552	   0.001	   ***	  Delight	   0.459	   0.086	   5.345	   0.000	   ***	  Emotion	   0.448	   0.089	   5.029	   0.000	   ***	  Satisfaction	   0.591	   0.105	   5.610	   0.000	   ***	  Trust	   0.496	   0.114	   4.367	   0.000	   ***	  Resources	   0.071	   0.135	   0.527	   0.601	   n/s	  Self-­‐explanatory	   0.094	   0.121	   0.779	   0.440	   n/s	  Curiosity	   0.591	   0.105	   5.610	   0.000	   ***	  Imagination	   0.46	   0.108	   4.250	   0.000	   ***	  Goal	   0.152	   0.145	   1.052	   0.299	   n/s	  Aha	  moment	   0.401	   0.082	   4.918	   0.000	   ***	  Appreciation	   0.522	   0.125	   4.181	   0.000	   ***	  signif.	  codes:	  ***	  -­‐	  p<0.001;	  **	  -­‐	  p<	  0.01;	  *	  -­‐	  p<0.1;	  n/s	  –	  not	  significant	  
 
Note that the items with not a significant correlation with elegance cannot easily be eliminated 
from the model since they might have positive synergy effects on other variables. In fact, the 
multiple regression model did not show significant coefficient values for all the predictors, while 
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almost all single regression models displayed some extents of coefficient significance. This 
effect is can also be explained by the interaction effect between the predictor variables. In other 
words, some predictors of elegance affect it indirectly through enhancing the contribution of 
direct predictors in explaining the response 
Can we regress elegance onto a subset of its measures? 
In the next step, we considered a forward stepwise selection approach to examine whether we 
can build a multiple linear regression model from a subset of measures for elegant design as the 
predictor variables. Such a model(s) presents non-zero coefficients for all its parameters and may 
also incorporate interaction terms between the predictors. Furthermore, it is more precise and can 
potentially have lower dimensionality, which lowers the true error especially when working with 
a limited sample size. Table 4.35 presents all the models developed throughout the steps along 
with their number of variables and multiple R2 values.  
 
Table 4.35: Multiple Linear Regression Models Developed Through Forward Stepwise 
Selection 
Model	   Model	  Terms	   term	  count	  	   R2	   Adj.	  R2	  
1	   13	  variables,	  no	  interaction	  terms	  	   13	   0.79	   0.69	  
2	   Y	  ~	  X1	  +	  X2	  +	  X3	   3	   0.75	   0.73	  
3	   Y	  ~	  X1	  *	  X2	  *	  X3	  *	  X4	   15	   0.88	   0.81	  
4	   Y	  ~	  X1	  *	  X2	  *	  X3	  *	  X4	  +	  X3	  *	  X5	   18	   0.91	   0.83	  
5	   Y	  ~	  X1	  *	  X2	  *	  X3	  *	  X4	  +	  X3	  *	  X5	  +	  X6	  *	  X7	   21	   0.93	   0.86	  
6	  
Y	  ~	  X1	  +	  X2	  +	  X3	  +	  X4	  +	  X5	  +	  X6	  +	  X7	  +	   18	   0.92	   0.86	  X1:	  X2	  +	  X1:	  X3	  +	  X2:	  X3	  +	  X2:	  X4+	  X3:	  X4	  +	  X3:	  X5	  +	  X6:	  X7	  X1:	  X2:	  X3	  +	  X1:	  X2:	  X4	  +	  X1:	  X3:	  X4	  +	  X1:	  X2:	  X3:	  X4	  Y	  =	  Elegance;	  X1	  =	  Emotion;	  X2	  =	  Satisfaction;	  X3	  =	  Trust;	  X4	  =	  Easy;	  X5	  =	  Delight;	  X6	  =	  Resources;	  	  X7	  =	  Objectives	  	  ~	  is	  linearly	  linked	  with;	  Xi:	  Xj	  	  interaction	  between	  Xi	  and	  Xj;	  Xj	  *	  Xj	  	  includes	  Xi,	  Xj	  	  and	  their	  interaction	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The first and simplest model developed in this procedure encompasses three predictors, wherein 
the ‘functionality’ aspect of an elegant design is represented and measured through two 
observable variables, ‘provides for end user satisfaction’ and ‘earns user’s trust’.  Furthermore, 
this model include one predictor for ‘intellectual aesthetics’, namely ‘connects with the user 
emotionally’. These three predictors without taking into account the synergy effect between them 
explain 75% of the variance in elegance as the dependent variable (adjusted R2 = 0.73), which is 
higher than the 13-variable model for elegance. In the next step, an additional variable was added 
to the model to account for the ‘simplicity’ side of an elegant design. Unlike the first one, this 
second model included all possible interaction terms into regression and thus had a total of 15 
parameters (excluding the intercept) in estimating elegance, which created a 0.13 unit increase in 
R2 value (0.80 in adjusted R2). Adding the measure, ‘delights the user’, and its interaction term 
with ‘earns user’s trust’ to the model further improves R2 by 0.03 unit (R2 = 0.91, adjusted R2 = 
0.83). We observe in the new model that ‘trust’ and ‘delight’ interact to accentuate each other’s 
effect in explaining elegance. This result acknowledges previously obtained results pointing to 
correlation between functionality and aesthetics in an elegant design.  Next, a fourth model was 
built as another step of the forward stepwise selection of predictor variables where ‘uses minimal 
resources’ and ‘achieves functional objectives’ along with their interaction terms were included 
in the model. This new model furthers the R2 value to 0.93 and 0.86 before and after adjustment; 
however, it raises the number of parameters to estimate to 21. In this setting, the predictor 
variables are balanced out among all three aspects of elegance, with each category containing 2-3 
measures. Nevertheless, 21 parameters make the model unnecessarily intricate, which can have 
adverse effect on the model’s true accuracy. To downsize the dimensionality of the model, we 
eliminated the terms that do not show any impact on the multiple R2 as the model’s measure of 
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fit. As a result, in the last step of the forward stepwise selection method, we trimmed the model 
of 3 interaction terms without any change in the adjusted R2 value. In our approach to modeling 
via variable selection, we started with a model entailing 3 parameters and stopped at one 
containing 18 parameters including 7 observable measures of elegance. These two models, i.e., 
the initial and final models are presented more extensively in Table 4.36 and Table 4.37 
respectively.  
 
Table 4.36: Coefficient Estimates in a Reduced Multiple Linear Regression of Elegance 
(No. of Predictors = 3) 
Predictor	   Coef.	  
Estimate	  
Std.	  
Error	   t-­‐value	   Pr(>|t|)	   Signif.	  Intercept	   0.634	   0.354	   1.793	   0.081	   *	  Emotion	   0.305	   0.069	   4.394	   0.000	   ***	  Satisfaction	   0.293	   0.101	   2.884	   0.007	   **	  Trust	   0.201	   0.095	   2.116	   0.041	   *	  residual	  std.	  error	  =	  0.387;	  multiple	  R2	  =	  .75,	  F(3,	  37)	  =	  37.08,	  p	  <	  .001	  signif.	  codes:	  ***	  -­‐	  p<0.001;	  **	  -­‐	  p<	  0.01;	  *	  -­‐	  p<0.1;	  n/s	  –	  not	  significant	  
 
Table 4.36 presents the details for the first model in the series of models developed throughout 
the forward stepwise selection where the coefficient estimate for each predictor variable as well 
as its statistical significance is presented. As shown in the Table, even a model with merely 3 
variables is highly effective in predicting elegance (residual error = 10%, multiple R2 = 0.75, 
F(3, 37) = 37.08, p < .001). As theorized previously, functionality is a prerequisite to an elegant 
design while intellectual aesthetics is the attribute that differentiates an elegant solution or design 
from a conventionally functional design. Furthermore, the one measure of elegance, which 
denotes the ultimate criterion for functionality by the literature in a user-centered approach to 
design, namely, ‘user satisfaction’, appears in the model as a major predictor of elegance. On the 
other hand, the main observable measures linked to ‘aesthetics’ is identified as ‘emotional bond 
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with the user. 
 
Table 4.37: Coefficient Estimates in a Reduced Multiple Linear Regression of Elegance 
(No. of Predictors = 18) 
Predictor	   Coef.	  Estimate	  
Std.	  
Error	   t-­‐value	   Pr(>|t|)	   Signif.	  Intercept	  	   60.942	   20.03	   3.043	   0.006	   **	  Emotion	   -­‐5.067	   2.755	   -­‐1.839	   0.079	   *	  Satisfaction	   -­‐26.590	   7.650	   -­‐3.478	   0.002	   **	  Trust	   -­‐7.243	   3.899	   -­‐1.858	   0.077	   *	  Easy	   -­‐13.146	   4.376	   -­‐3.004	   0.007	   **	  Delight	   1.667	   0.754	   2.211	   0.038	   *	  Resources	   -­‐1.051	   0.343	   -­‐3.063	   0.006	   **	  Objectives	   -­‐0.922	   0.321	   -­‐2.869	   0.009	   **	  Emotion:	  Satisfaction	   5.062	   1.358	   3.729	   0.001	   **	  Emotion:	  Easy	   1.435	   0.619	   2.320	   0.030	   *	  Satisfaction:	  Easy	   6.252	   1.715	   3.645	   0.001	   **	  Satisfaction:	  Trust	   4.558	   1.498	   3.043	   0.006	   **	  Trust:	  Easy	   1.644	   0.880	   1.868	   0.075	   *	  Trust:	  Delight	   -­‐0.329	   0.157	   -­‐2.092	   0.048	   *	  Resources:	  Objectives	   0.193	   0.067	   2.895	   0.008	   **	  Emotion:	  Satisfaction:	  Trust	   -­‐0.770	   0.226	   -­‐3.414	   0.003	   **	  Emotion:	  Satisfaction:	  Easy	   -­‐1.283	   0.306	   -­‐4.190	   0.000	   ***	  Satisfaction:	  Trust:	  Easy	   -­‐1.029	   0.334	   -­‐3.082	   0.006	   **	  Emotion:	  Satisfaction:	  Trust:	  Easy	   0.192	   0.050	   3.823	   0.001	   ***	  residual	  std.	  error	  =	  0.280;	  multiple	  R2	  =	  .0.92,	  F(18,	  22)	  =	  14.48,	  p	  <	  .001	  signif.	  codes:	  ***	  -­‐	  p<0.001;	  **	  -­‐	  p<	  0.01;	  *	  -­‐	  p<0.1;	  n/s	  –	  not	  significant	  
 
Table 4.37 shows the last model in the series of multiple linear regression models developed 
through forward stepwise selection. As shown in the Table, the estimates for the model 
parameters (coefficients) are all non-zero. Furthermore, all three subscales of elegant design are 
explained and measured by at least two observable variables. In this model, functionality is 
further represented by two measures, namely, ‘functional objectives’ and ‘user trust’ in addition 
to ‘user satisfaction’. In fact, ‘achieving functional objectives’ is necessary to any functioning 
solution, while ‘user satisfaction’ is essential to a functional solution in a user-centered design 
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setting. Among these three measures, however, ‘earning user’s trust’ is unique to an elegant 
design, which is also both effective and user-centered. Moreover, this model points to 
sustainability as a major component of an elegant design by including ‘conservation of 
resources’ as a predictor of elegance. Lastly, accordingly to the model, ‘emotional connection’ 
and ‘delighting’ the user as unique properties of an elegant design, which both stem from the 
intellectual aesthetic and surprising power of such design, play a major role in describing 
elegance. One should note that this model is by no means the best model that can be extracted 
from 13 measures of elegant designs, yet it performs considerably well in explaining and 
measuring elegance (residual error = 7.2%, multiple R2 = 0.92 , F(18, 22) = 14.48, p < .001).  
Can we regress elegance onto its factors? 
Similar to regressing on all 13 measures, this time factors of elegant design were used to build a 
more concise yet comprehensive multiple regression model of elegance with non-zero 
coefficients. Three alternative regression models were compared alongside one another where 
Thurston factor scores from factor analysis were used as the values for the predictor variables. 
The corresponding F-test values and measures of fit for each model are presented in Table 4.38.  
 
Table 4.38: Coefficient Estimates in Regressing Elegance Onto Its Factors 
	   F-­‐statistic	   p-­‐value	   Significance	   %	  Error	   Multiple	  R2	  Model	  1	   6.353	   0.001343	   **	   16.76%	   0.33	  Model	  2	   5.691	   0.0002073	   ***	   14.73%	   0.54	  Model	  3	   6.393	   0.001294	   **	   16.74%	   0.34	  signif.	  codes:	  ***	  -­‐	  p<0.001;	  **	  -­‐	  p<	  0.01;	  *	  -­‐	  p<0.1;	  n/s	  –	  not	  significant	  Model	  1:	  y	  ~	  x1	  +	  x2	  +	  x3;	  Model	  2:	  y	  ~	  x1	  *	  x2	  *	  x3;	  Model	  3:	  y	  ~	  x1	  *	  x3	  	  y	  =	  Elegance;	  x1	  =	  factor	  1	  (aesthetics);	  x2	  =	  factor	  2	  (simplicity);	  x3	  =	  factor	  3	  (functionality)	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As shown in Table 4.38, the first model includes solely the three factors exclusive of the 
interaction terms as the predictor variables. The second model includes all three factors plus their 
synergy effects on each other while the third model regresses the response only on factors 1 and 
3 and their interactions. As Table 4.38 shows, the p-values associated with the F-test for all three 
models enable us to reject the hypothesis that there is no relationship between the response and at 
least one predictor in each model. In other words, all three models explain the variance in 
elegance from its factors to some extent. However, model 2 is the one among all three that has 
the highest measures of fit since it results in the lowest percentage error and highest multiple R2. 
We can see from the results presented in the Table that there is a strong interaction effect among 
the factors for elegant design, which contributes considerably to estimating the elegance as the 
response variable and explaining its variability. Furthermore, the difference between measures of 
fit in model 2 versus model 3 leads us to conclude that factor 2 cannot be dropped from the 
model since it has a significant role in estimating and explaining elegance. Based on the 
regression models constructed from all 13 measures we witnessed that 2 measures of factor 2 
lacked significant correlation with the response. Therefore, model 3 was constructed to assess the 
effect of factor 2 in explaining elegance.  
At this point, model 2 was selected as the best-fitted regression model for explaining elegance as 
the response variable by its predictor factors. Table 4.39 displays the coefficient estimates for 
each variable in the model, as a measure of how strong the relationship between each predictor 
variable and elegance is. As shown in Table 4.39, all factor predictors except for factor 2 have 
significant coefficients, that is, we can confidently claim that their coefficients is non-zero in the 
multiple regression model for elegance. However, as expected from the results discussed above, 
factor 2 has a significant interactive effect on the other 2 factors. As a result, inclusion of all 
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three factors and their interaction terms in the regression model results in a model, which has a 
percentage error of around 15% and a cumulative R2 of 0.54. This value of R2 is considerably 
lower than R2 = 0.79 from regressing elegance onto all its measures. However, that is the toll we 
pay for summarizing all thirteen measures into only 3 parameters, since we always lose some 
information during the process of factorization and dimension reduction. Nevertheless, the 
regression model from the factor predictors is a more concise model, which still has considerable 
power in explaining and estimating elegance from its factor predictors.  
 
Table 4.39: Coefficient Estimates in a Reduced Multiple Regression Model of Elegant 
Design Factors (No. of Predictors: 7) 	   Estimate	   Std.	  error	   t-­‐value	   Pr(>|t|)	   	  (Intercept)	   4.028	   0.106	   37.931	   0.000	   ***	  X1	   0.599	   0.153	   3.914	   0.000	   ***	  X2	   0.168	   0.161	   1.042	   0.305	   n/s	  X3	   0.908	   0.224	   4.058	   0.000	   ***	  X1:	  X2	   0.399	   0.222	   1.796	   0.081	   *	  X1:	  X3	   0.569	   0.329	   1.728	   0.093	   *	  X2:	  X3	   1.219	   0.473	   2.575	   0.015	   **	  X1:	  X2:	  X3	   2.433	   0.751	   3.239	   0.003	   **	  signif.	  codes:	  ***	  -­‐	  p<0.001;	  **	  -­‐	  p<	  0.01;	  *	  -­‐	  p<0.1;	  n/s	  –	  not	  significant	  
 
Summary 
In sum, we examined the linear relationship between elegance as a response variable and the 
measures and factors of elegant design as the predictor variables. The data set in each case was 
cleaned of the outliers and leverage points and the assumptions for a linear regression model 
were tested and confirmed. As a result, two types of models were selected as the best-fitted 
regression models for elegance, a model that regresses elegance onto a subset of the 13 measures 
of elegant design and a model that regresses elegance onto its factors and their interactions. 
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Regressing elegance onto a selected subset of its measures results in an error between 7%-10% 
in estimating the response variable and can explain 0.75 to 0.92 of the variability in elegance. 
The values for the same measures of fit are 15% and 0.54 respectively for a model based on 
factors of elegant design. Furthermore, the results led us to conclude that while the latent 
variables, ‘functionality’ and ‘aesthetics’, directly affect elegance, ‘simplicity’ influences 
elegance through its interaction with the two other variables and their measures. Generally, rule-
based multiple linear regression models developed and examined in this section provide a 
systematic approach to explaining and measuring elegance with reasonable accuracy as well as 
interpretability based on as few as 3 or as many as 7 observable measures of elegant design. 
‘Provides user satisfaction’, ‘earns user’s trust’ and ‘connects with the user emotionally’ were 
detected as the most influential measures in explaining elegance. Moreover, a strong interaction 
effect is prevalent among predictors of elegance, which is on par with the expectation of 
correlation between different aspects of elegant design.  
4.2.2. Rule-based Logistic Regression Modeling Results  
In our second approach to modeling elegance for interpretation we undertook a logistic 
regression approach to label design candidates as elegant or otherwise. In other words, we 
modeled elegance as a categorical response variable of its measures and factors. First, we fitted a 
logistic regression (LR) of all 13 measures of elegance to the sample data and calculated 
McFadden R2, Cox & Snell R2, and Cragg & Uhler’s R2 as measures of goodness-of-fit for the 
LR model. These values equal 0.55, 0.53 and 0.71 respectively and show that the fitted model 
display a significant improvement over the null model. Furthermore, the χ2 associated with the 
model is significant (χ2 (13, N=44)=33.54, p=0.001), which further confirms that the relationship 
between elegance as a binary class and its measures as the predictor variables is substantial.  
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Which predictors contribute to the response? How large is their effect? 
In the next step we studied deeper in the relationship between elegance as a class and each of its 
individual predictors. Table 4.40 displays the results from fitting an LR model between elegance 
as a categorical response and each of its 13 measures separately. Table 4.40 shows the deviance 
for the null model as well as the deviance when the logistic regression model has only one 
predictor (df = 1). Furthermore, the p-value from the χ2 distribution associated with the null 
hypothesis that the null model fits the data as well as the logistic regression model is reported. 
Essentially, smaller values of residual deviance translate into better fits where the significance is 
assessed by the associated p-values. 
As Table 4.40 shows, all but three measures of elegant design demonstrate a significant 
relationship with elegance as a binary variable. In other words, all but three measures contribute 
significantly to fitting the data in a logistic regression model. In order to investigate whether the 
three measures, ‘Resources’, ‘Self-explanatory’ and ‘Goal’ can be eliminated from the model, 
we tested a logistic regression model with 13 predictors against one with only 10 when the three 
aforementioned predictors were omitted. Once again the likelihood ratio test was performed, 
where the associated p-value of 0.01 enables us to reject the null hypothesis in favor of the 
alternative hypothesis that supports the original model (with 13 parameters) against the reduced 
model (with 10 parameters). As a result, we can conclude that similar to the linear regression 
model, ‘Resources’, ‘Self-explanatory’ and ‘Goal’ contribute to the model accuracy substantially 
through interaction with other variables.  
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Table 4.40: Likelihood Ratio Test Results for Logistic Regression Models of Elegance 	   df	   Deviance	   Resid.	  df	   Resid.	  Dev	   Pr(>Chi)	   Signif.	  	   43	   60.633	   	   	   	   	  Objectives	   1	   7.070	   42	   53.563	   0.008	   **	  Delight	   1	   16.454	   42	   44.179	   0.000	   ***	  Easy	   1	   4.387	   42	   56.246	   0.036	   *	  Emotion	   1	   12.636	   42	   47.997	   0.000	   ***	  Satisfaction	   1	   12.466	   42	   48.167	   0.000	   ***	  Trust	   1	   8.934	   42	   51.699	   0.003	   **	  Resources	   1	   0.0243	   42	   60.609	   0.876	   n/s	  Self-­‐explanatory	   1	   0.0293	   42	   60.603	   0.864	   n/s	  Curiosity	   1	   10.796	   42	   49.837	   0.001	   **	  Imagination	   1	   8.866	   42	   51.767	   0.003	   **	  Goal	   1	   0.0383	   42	   60.595	   0.845	   n/s	  Aha!	  moment	   1	   13.760	   42	   46.873	   0.000	   ***	  Appreciation	   1	   7.227	   42	   53.406	   0.007	   **	  signif.	  codes:	  ***	  -­‐	  p<0.001;	  **	  -­‐	  p<	  0.01;	  *	  -­‐	  p<0.1;	  n/s	  –	  not	  significant	  
 
Once again, similar to linear regression model modeling, the 13-variable logistic regression (LR) 
model did not show significant reduction in deviance for all the predictors, while almost all the 
predictors when built into an LR model individually outperformed the null model significantly. 
As a result, we searched for a subset of predictors that could explain elegance effectively, 
providing for a less complicated model with fewer parameters that has lower variance at the cost 
of negligible increase in bias. 
Can we regress elegance onto a subset of its measures?  
To regress elegance onto a selected subset of its measures, Wald test and F-test results were used 
to identify the most influential measures in building a rule-based classification model of 
elegance. Six measures of elegant design, ‘Satisfaction’, ‘Emotion’, ‘Trust’, ‘Resources’, ‘Goal’ 
and ‘Appreciation’, were identified as the measures with the highest values for both Wald test 
and F-statistic. Consequently, a reduced model was created based on the selected predictors, 
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which entailed four out of six of the selected measures and one interaction term. This model was 
then compared to our original 13-preditcor LR model for elegance\e. Hypothesis testing to 
compare the reduced model to the null model and the original 13 predictor LR model resulted in 
p-values equal to 5.94E-06 and 0.99 respectively. As a result, we conclude that the reduced 
model shows a significantly better fit to the data compared to the null model with no predictor 
variable. However, the difference between the 13-variable LR model and the reduced model is 
statistically insignificant in terms of model fit. In other words, the reduced 5-predictor LR model 
of elegance performs as well as the 13-predictor model in distinguishing elegant designs from 
inelegant ones. Other measures of model fit, namely, McFadden R2, Cox & Snell R2 and Cragg 
& Uhler’s R2 for the original and reduced model are 0.55, 0.53, 0.71 and 0.53, 0.52, 0.69 
respectively. These values show that a great proportion of the variability in elegance as a 
categorical variable can be explained by four out of 13 of its measures. \In the next step, we 
analyzed the reduced model and the impact of each of its predictor variables on explaining 
elegance as a class. Table 4.41 presents the results for the likelihood ratio test for each variable 
in the reduced LR model. As shown in the table the reduction in deviance is significant for all the 
predictor variables. In other words, the reduced LR model of elegance has non-zero coefficients 
for all the predictors in the model. In sum, we can conclude that a logistic regression model that 
has ‘Satisfaction’, ‘Emotion’, ‘Resources’, and ‘Goal’ as its predictor variables can successfully 
explain elegance as a binary response variable with negligible increase in bias compared to the 
original LR model. These 5 predictor variables can be used as a mini scale for distinguishing 
elegance that estimates the probability for a given design candidate belonging to the elegant or 
inelegant class. 
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Table 4.41: Likelihood Ratio Test Results for a Reduced Multiple Logistic Regression 
Model of Elegance (No. of Predictors = 5) 	   df	   Deviance	   Resid.	  df	   Resid.	  Dev	   Pr(>Chi)	   Signif.	  NULL	   43	   60.633	   	   	   	   	  Emotion	   1	   12.636	   42	   47.997	   0.000	   ***	  Satisfaction	   2	   4.757	   41	   43.239	   0.029	   *	  Resources	   3	   0.213	   40	   43.027	   0.645	   n/s	  Goal	   4	   5.273	   39	   37.754	   0.022	   *	  Resources:	  Goal	   5	   9.120	   38	   28.634	   0.003	   **	  
R2McFadden = 0.52, R2Cox&Snell = 0.52, R2Cragg&Ughler = 0.69; χ2 (5) = 10.85, p = 0.01	  signif.	  codes:	  ***	  -­‐	  p<0.001;	  **	  -­‐	  p<	  0.01;	  *	  -­‐	  p<0.1;	  n/s	  –	  not	  significant	  
 
Can we regress elegance onto its factors?  
Similar to regressing onto the latent variables in the linear regression model, we built two LR 
models from elegant design factors and compared them. The first model included all 3 factors 
excluding the interaction terms, while the second model included the synergy terms. Table 4.42 
presents the goodness-of-fit measure for each model.  
 
Table 4.42:Goodness-of-fit and Pseudo R2 Results for Logistic Regression Models of 
Elegance Based on Its Factors 	   df	   Chisq	   Pr(>Chisq)	   signif.	   R2	  (McFadden)	   R2	  (CS)	   R2	  (CU)	  Model	  1	  	   -­‐3	   5.88	   0.1178	   n/s	   0.097	   0.125	   0.167	  Model	  2	  	   -­‐7	   25.73	   0.0005	   ***	   0.424	   0.443	   0.592	  CS:	  Cox	  &	  Snell;	  CU:	  Cragg	  &	  Uhler	  signif.	  codes:	  ***	  -­‐	  p<0.001;	  **	  -­‐	  p<	  0.01;	  *	  -­‐	  p<0.1;	  n/s	  –	  not	  significant	  Model	  1:	  y	  ~	  x1	  +	  x2	  +	  x3;	  Model	  2:	  y	  ~	  x1	  *	  x2	  *	  x3	  y	  =	  Elegance;	  x1	  =	  factor	  1;	  x2	  =	  factor	  2;	  x3	  =	  factor	  3	  
 
Table 4.42 presents the likelihood ratio test (lrtest) results for each of the models described above 
compared to the null model. Df represents the difference in degrees of freedom between the 
nested models in each scenario. As shown in the Table, while the 3-factor (3-parameter) model is 
barely any better in fitting the data than the null model, the 7-parameter model that takes the 
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interaction between the factors into account is substantially more effective in describing the 
sample data. Furthermore, larger pseudo R2 values presented above show the second’s model 
superiority in its predictive power compared to the first one. Thus, we can conclude that the 
synergy effect among the factors of elegant design is too significant to ignore when building a 
binary classification model. This statement is further acknowledged by the results from 
comparing the two nested models using another lrtest. A p-value equal to 0.0005 confidently 
rejects the null hypothesis in favor of the 7-parameter model.  
The last step in modeling elegance for interpretation consisted of analyzing the relative 
importance of each of the predictor variables in the model. Once again the ‘varImp’ method was 
used to sort the variables based on their absolute t-statistic value. Results obtained confirm the 
importance of interaction between factors of elegant design when describing and predicting 
elegance. In fact, interaction terms that take the synergy effect between all three factors 
(X1:X2:X3) and between ‘functionality’ and ‘aesthetic’ (X1:X3) into account contribute more to 
distinguishing elegance compared to the actual factors.  
In short, a logistic regression model based on latent variables of elegant design and their 
interactions can effectively describe elegance as a binary variable. Furthermore, it can be used as 
a binary classifier that categorizes design candidates into ‘elegant’ versus ‘not elegant’. 
Summary 
In this section, we examined the relationship between elegance as a binary variable and the 
measures and factors of elegant design using binomial logistic regression. As a result, three 
models were selected as the best-fitted LR models for elegance, a model that regresses elegance 
onto all 13 measures of elegant design, one that regresses elegance onto a subset of 4 measures 
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(including one interaction term), and a model that regresses elegance onto its factors and their 
interactions. These models were able to explain between 59% and 71% of variability in elegance 
as a categorical variable as well as predict its probability value. Furthermore, the results led us to 
conclude that the interaction terms between factors of elegant design especially the simultaneous 
interaction between all three factors and the paired interaction between ‘functionality’ and 
‘aesthetics’ contribute greatly to explaining and predicting elegance as a categorical variable.  
4.2.3. Machine Learning Logistic Regression and K Nearest Neighbors Modeling 
Results  
In this section results from undertaking a machine learning approach to developing logistic 
regression and K nearest neighbors classification models of elegance are reported. In both 
scenarios two types of models were developed from the training data and then examined on the 
test data set. The first of the two models in both approaches entailed all measures of elegant 
design as the features in the classification problem, while the second included only the top 6 
measures according to the variable importance analysis results, namely, ‘Satisfaction’, 
‘Emotion’, ‘Trust’, ‘Resources’, ‘Goal’ and ‘Appreciation’.  
The average for all the three classification metrics, classification accuracy, log loss and  AUC, 
over 10 folds of data for the regression model equal 0.81, 2.194 and 0.79 respectively for the 
model defined in a 13-dimensional space and 0.80, 0.550 and 0.81 for the 6-attribute model.  The 
values for classification metrics of the two logistic regression models indicate the prediction 
power for each model. These values (especially the values for prediction accuracy) suggest that 
all measures of elegant design and more specifically the attributes, ‘Emotion’, ‘Satisfaction’, 
‘Trust’, ‘Resources’, Goal’, and ‘Appreciation’ are strongly predictive of elegance in a given 
design. Furthermore, the prediction accuracy of a logistic regression model built from these 
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attributes using a machine-learning approach is higher than a rule-based LR model as well a 
majority class classifier (prediction accuracy = 0.55). In classification using the majority class 
technique the probability of any given observation point being assigned a class label is equal to 
the probability of that label’s occurrence in the sample data.    
Similar to logistic regression models for elegance, the classification metrics of the KNN model 
that consist of prediction accuracy, log-loss, and AUC values are 0.80, 0.918, 0.532 and 0.86, 
1.784, 0.76 based on 6 and 13 attributes respectively. The predictive power of the KNN models 
for elegance is higher than the LR models based on the same attributes. This outcome is 
anticipated since the KNN approach to modeling elegance is more flexible yet less transparent. 
The values for classification metrics for the LR and KNN models discussed are presented in 
Table 4.43. 
 
Table 4.43: Average Prediction Accuracy Values for Different Models of Elegance as a 
Class Label 	   Modeling	  Method	  	   	   Majority	  Class	   Logistic	  Regression	   KNN	  
No.	  of	  Model	  
Attributes	  
13	   0.55	   0.81	   0.86	  
6	   0.55	   0.80	   0.80	  
 
4.2.4. Machine Learning Random Forests Modeling Results  
In our approach toward modeling elegance using the random forests method, the entire training 
set was used in growing each decision tree, while a random subset of 0.4, 0.5, and 0.9 of the 
predictors were chosen respectively to create the forest. Thus, three random forests were grown 
with different number of attributes. Regardless of the number of attributes used to grow the 
decision trees in a random forest, the prediction accuracy for the test data can achieve 1.0. Such a 
high level of accuracy is due to the high flexibility of the machine learning algorithms in the 
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random forests method. Such a high value for classification accuracy is prone to being inflated 
and there is a need for retuning the model using a larger sample size. 
 In general, machine-learning modeling results provide evidence that elegant design measures are 
effective predictors of elegance in a design candidate where they can be used to successfully 
distinguish an elegant design candidate from an inelegant one. However, a larger sample size is 
needed to make this model, and machine learning models in general, more reliable. A machine 
learning classification model for elegant design proves itself valuable by allowing a decision 
maker to classify a given design candidate. Once the items on the elegant design scale are 
measured for multiple design solutions, products or services, these values can be used to enhance 
the classification model presented in this study. In this way, the models can be trained further 
with more extensive training sets and provide more reliable and accurate classification results. 
The advantage of a machine learning classification model over any other type of classification 
model lies in the power to make predictions very similar to the way a human decision maker 
would. That is, the more a machine is trained, the more reliable it becomes in its diagnostic 
power like an experienced human decision maker.  
In summary, the present study constructed and analyzed models for describing and predicting 
elegance in engineering product design. Six measures of elegant design, namely, ‘Provides user 
satisfaction’, ‘Connects with the user emotionally’, ‘Earns user’s trust’, Creates a feeling of 
appreciation in the user’, ‘Design communicates its goal to the user’, and ‘Consumes minimal 
resources’ rank highest in their contribution to explaining, measuring and distinguishing 
elegance in design. Among these measures, ‘Emotion’, ‘Satisfaction’ and ‘Trust’ make the three 
most influential variables in explaining and evaluating elegance in a linear regression setting 
while ‘Emotion’, ‘Satisfaction’, Resources’ and ‘Goal’ prove themselves crucial in classifying 
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design candidates. The machine learning approach to modeling elegant design employed the ML 
methods, logistic regression, KNN and a random forest to make a supervised classification of 
elegant designs and inelegant ones. In this context, the same top 6 measures of elegance prove to 
be highly predictive of elegance according to indicators of prediction accuracy.  The machine 
learning models developed for classifying a given design can be improved in their diagnostic 
power by adding engineering design solutions to the pol of rated designs in this study.  
 
 
 
 
 
 
 
 
 
 
 
 
 
179 
 
5. SUMMARY, CONCLUSIONS AND FUTURE RESEARCH 
This final Chapter summarizes major results and findings from the present study. Furthermore, 
we outline the implications and point out the limitations relevant to the current research attempt 
in this Chapter. At the end, directions for future research that could further expand and advance 
applications of this research endeavor are presented.  
5.1. Summary 
There is an acknowledged need for design in engineering that looks beyond efficiency, safety 
and physical qualities, and takes aesthetics, ease-of-use and subjective aspects of the end product 
into consideration. Such a design has an innate characteristic that allows it to be functional and 
cost-effective from an engineering point of view, yet intuitive and intellectually delightful for the 
end user. Elegance as a property of an elegant design is a powerful attribute that highly 
contributes to improving the quality of user experience in a designed product.  
Several psychological theories examine the relationship between aesthetics and the factors that 
stimulate human aesthetic responses from various aspects. Psychophysical models of aesthetics, 
introduced by Fechner (1876), investigate the quantitative relationship between psychological 
aesthetic responses and physical (sensory) stimuli. Cognitive theories, on the other hand, focus 
on explaining how symbolic meaning of stimuli provoke aesthetic responses in individuals of 
different gender, race, personality and cultural backgrounds (Adams and Crossman 1978, 
Jackson 1992, Franzoi and Herzog 1987, Cunningham et al. 1995). The ecological approach, 
however, attempts to describe how different features of the environment, including its 
arrangement and configuration, affect the viewer’s perception and thus, aesthetic response. This 
realm of psychology, founded by Gibson (1977), finds application in the ‘usability’ of objects 
and products. Results from experimental research show that ‘usability’ of a product is a 
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subjective quality dependent upon user’s capabilities (Liu, 2003).  
Despite all the endeavors toward explaining and quantifying aesthetics, usability and other 
subjective qualities in the social sciences, much of the consequent findings have not yet found 
application in engineering design.  Elegant design has potential to help close this gap by 
promoting products and systems that are beneficial to all the stakeholders including both the 
developers and the end users.  I hope my research is able to encourage and advocate elegant 
design in engineering by offering a scale for defining and measuring elegance in design and 
introducing models of elegant design in association with relevant variables, factors and traits. My 
research adopts a top-bottom approach (Liu, 2003) in developing, validating and testing a 
framework for evaluating elegance in a design candidate, while it takes steps toward progressing 
on the bottom-up approach (Liu, 2003) via presenting models of elegant design.  
The first question this research intended to answer was how can we define and measure elegant 
design as a construct in a comprehensive and objective manner? The first half of the research 
methods was applied to construct a scale that achieves the aforementioned goal. As a sequence of 
a top-bottom approach, first, semantic and analytic reviews of the current literature extracted a 
total of 44 measures of elegance in 10 different categories. Next, consensus among expert judges 
and their ratings refined the measures to arrive at a total of 14 measures that form the most 
representative elements of elegant design. Brennan and Pediger’s BP and Gwet’s AC2 criteria for 
inter-rater reliability were used to assess the level of agreement among the expert raters. 
Furthermore, a content validity index value equal to 0.80 or higher established the content 
validity of the 14 selected measures of elegant design.  
In the next step, an administered survey collected a total of 357 likert-scale data points from 
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experienced industry practitioners and members of academia in multiple related disciplines that 
rated a pool of engineering design solutions on each of the 14 measures of elegance. A subset of 
this sample data was used to extract latent variables that encompassed the measures for elegant 
design and explained the underlying structure using an exploratory factor analysis approach. 
Multiple factor determination methods including Catell’s scree test, Horn’s parallel analysis, the 
VSS technique, and a number of regression-based and model comparison methods were applied 
to calculate the optimal number of common factor to extract. The rotated exploratory factor 
solution using both orthogonal and oblique transformation along with multiple tests of goodness-
of-fit suggested the sufficiency of a three-factor model for explaining elegant design as a 
construct.  
A confirmatory factor analysis followed to confirm the obtained results and finalize the scale for 
elegant design using the second subset of the sample data along with multiple tests of internal 
consistency and factor saturation.. Ultimately, a three-factor model containing 13 measures 
formed the final validated scale for elegant design. The performance of the revised scale was put 
to test by examining the correlation between elegant design scale items and factors and 
subjectively obtained data on elegance from a second survey study using Kendall’s tau 
coefficient of correlation. Elegant designs were contrasted against and compared to inelegant 
ones using a similar approach using Kruskal-Wallis test.    
The scale for elegant design is the main deliverable of this study that provides answers to the 
first research question. The three-factor model of elegant design containing 13 measures aligned 
well with other suggested models explored.  The three aspects of an elegant design, namely, 
functionality, simplicity and aesthetics, correspond with the three levels of the hierarchical model 
proposed by Salado and Nilchiani (2013). Furthermore, measures explaining each aspect of 
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elegant design connect mainly with one level of cognitive and emotional processing as Norman 
(2013) suggests in his model of user-centered design. In fact, measures forming functionality as 
an aspect of elegant design, work primarily at the reflective level, while simplicity measures 
contribute mostly to the user’s perception of an elegant design at the visceral and behavioral 
levels. The dimension of aesthetics, which is the fundamental characteristic of an elegant design 
separating it from other types of successful design, stimulates cognitive analysis at all three 
levels of visceral, behavioral and reflective. Madni’s characteristics of an elegant system also 
find equivalents in the 13-measure scale suggested in the present study.  
Another question to which the second half of the research was devoted to was how can we 
distinguish elegance in a given design candidate and what is the relationship between elegance 
and its measures? Descriptive and predictive models of elegant design and its constituent 
elements using linear and logistic regression analysis as well as K nearest neighbors and random 
forests classifiers were built and analyzed to provide answers to these questions. Results from 
these models suggest that six measures of elegant design, namely, ‘Provides user satisfaction’, 
‘Connects with the user emotionally’, ‘Earns user’s trust’, ‘Design communicates its goal to the 
user’, ‘Creates a feeling of appreciation in the user’, and ‘Consumes minimal resources’ rank 
highest in their contribution to explaining, measuring and distinguishing elegance in design. 
Among these predictors, ‘Emotion’, ‘Satisfaction’, and ‘Trust’ are the main variables for 
measuring elegance in a linear regression setting, while ‘Emotion’, ‘Satisfaction’, ‘Goal’, 
‘Resources’ are the attributes that contribute most to distinguishing elegant design candidates 
from an inelegant ones in a classification setting with minimum prediction error. Classification 
using random forests provided evidence that resampling using bagging is capable of separating 
elegant designs from inelegant ones. However, this type of model needs large training data sets 
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to reach a practical yet optimal level of accuracy.    
The models presented in the second half of the study offer practical tools for tracking variations 
in elegance as a result of imposed changes on its constituent measures. Our findings at this stage 
pave the path toward investigating the relationship between elegance and other concepts of 
interest that can influence and thus, encourage or discourage elegant design in engineering.  
5.2. Conclusions 
Findings from the current research attempt are applicable in different contexts in industry. For 
one, comparing design candidates in regards to their level of engineering elegance is a tool that 
can assist designers, developers and other decision makers with quicker, more objective and 
confident decision making. On the other hand, a scale for elegant design can be used as a tool to 
collect user’s feedback on a certain design during all the stages of idea generation, prototyping, 
design, and even after a product is launched. As a result, contributions of this study are not 
restricted to a specific group of stakeholders at a particular phase during design and development 
of a product or service.  
5.2.1. Implications  
The present research endeavor to define, measure and model elegant design provides helpful 
suggestions beyond its set objectives.  
• User-centered design and in general design with user-defined subjective criteria has been 
the focus of research in social science disciplines especially psychology, business, and 
marketing for some time; yet it remains an often-neglected topic in engineering design. 
There exists a need for linking these two domains of science that could bring about 
shared positive outcomes for both realms of knowledge and practice.  
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• A designed product is often deemed successful not only in one discipline, but across 
many since elegant design is a multimodal and multidimensional concept. In other words, 
a multidisciplinary approach assures effectiveness from different perspectives and by 
different stakeholders since elegance is a shared concept in many fields of study. 
 
•  Human computer interaction and human factors engineering as fields of knowledge 
within computer science should be investigated for their potentials in promoting elegant 
design solutions and in general, creative and outstanding engineering design. Aesthetic 
experience is interactive; therefore, design for enhanced interaction needs to be present at 
the heart of any design endeavor.  
5.2.2. Limitations 
In the course of this study, the following limitations might have affected the methods, results, 
and analysis.  
• Time and human error - Practically, no research attempt is immune to time restriction and 
human errors. The amount of time a researcher(s) can devote to a certain study is most 
often restricted and dictated by factors beyond their control. Furthermore, human errors 
can impact research in collecting data, interpreting the results and drawing conclusions. 
Consequently, my research has been inevitably exposed to time restriction and obscured 
by human errors.  
 
• Sample Data - The sample size for both survey studies as well as the invitees for 
participating in both survey studies were determined and selected carefully to ensure 
reliable results. However, fundamentals of statistical inference suggest that the larger the 
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data sample, the better it represents the population of origin. Thus, smaller margins of 
error and more precise results most often ensue. The same logic applies to our research 
where a higher number of respondents along with a larger pool of engineering design 
solutions would contribute to more powerful conclusions. 
 
• Models’ predictive power - Similar to all machine learning algorithms, the predictive 
power of the machine learning models built in this research improves drastically as the 
training data set increases in size. Furthermore, a larger training data set allows for a 
higher number of data partitions in the k-folds cross-validation process, which in turn 
affects the model’s accuracy estimate. In fact, this limitation generates future research 
opportunities with valuable outcomes.   
5.3. Future Research 
The present study opened doors to looking at design in engineering from new perspectives, 
which brought about useful results. Furthermore, it initiated paths for future research to follow.  
• Future research needs to reproduce the results from this study in multiple iterations in 
order to refine and polish the developed instrument and generalize its application. Further 
research needs to focus on finding simple yet accurate mathematical methods of 
combining the values for all thirteen measures of elegant design other than factor score 
calculation. As a result, a given design candidate can be assigned an elegance score, 
which is a highly valued piece of data with many applications. Such a score not only 
assists designers and other stakeholders in the process of decision making and evaluation 
of designed products/services, but also it is a variable that can be statistically researched 
in terms of its relationship with other observable variables and constructs of interests.  
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• It would be interesting and important to compare the results from a cluster analysis to 
those obtained from the factor analysis approach implemented in the present study. A 
cluster analysis can be used to validate and/or ameliorate the three-factor model 
suggested in this research. Furthermore, methods of dimensionality reduction can be used 
as an alterative way of combining the values for all thirteen measures of elegance.  
 
• Future research is needed to examine alternative techniques for modeling elegant design 
other than the supervised classification methods applied in the current study. More 
powerful models in explaining an elegant design are achievable through collection of a 
larger sample data and hence, application of a variety of modeling approaches including 
various machine learning algorithms.  
 
• One way that future research can build on the current one is by developing a mini-
questionnaire containing 3-5 questions that helps a decision maker evaluate a design in a 
rough and quick manner. Similar to many usability evaluation questionnaires, such as 
NAU (Nielsen’s Attributes of Usability; Nielsen, 1994), UMUX and UMUX-LITE 
(Usability Metric for User Experience; Finstad, 2010; Lewis et al., 2013), a brief elegant 
design questionnaire can filter a pool of design candidates before proceeding to examine 
every individual design more extensively.  
 
• Further research with larger training and test data sets is needed to optimize and improve 
the models presented in the current study, especially the KNN and random forests 
classification models. Essentially, a machine-learning model constantly improves through 
introduction of new input data and more precise estimates of its parameters.   
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Furthermore, future research must look into ways of applying machine learning as a 
highly valuable tool in modeling constructs. The amount of available data in the world is 
exponentially increasing with Exabytes of data getting generated every year. Processing, 
analyzing, and building models out of this data demands methods particular to treating 
big data. Such techniques can be beneficial tools not only in data science but also 
research conducted in social sciences.  
• Last but not least, it would be useful to look into elegant design skill as a characteristic 
similar to creativity that might vary among individuals of different gender, age, 
background, experience and field of practice or study. A research with this objective can 
possibly help us distinguish between innate and acquired traits that can promote or 
discourage elegant problem solving skills among designers.  
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Appendix A: An Initial List of Indicators for Elegance and Their Definitions 
Functionality (5) 
• Does it provide end user satisfaction? 
• Is the problem solved non-trivial? 
• Is the stated goal of the problem (functional objectives set) achieved? 
• Does the solution work for all the stakeholders? 
• Does it communicate the goal clearly? 
Relief of design constraints (2) 
• Does the solution avoid the need for compromise/tradeoff between problem constraints? 
• Is the solution significantly beneficial in terms of less cost and complexity? 
Simplicity (8) 
• Does the solution look intuitive? 
• Is the solution void of anything that does not add value? 
• Is the solution easy to learn and use with negligible error by the end user? 
• Is the solution easy to debug and maintain? 
• Is the design/system parsimonious in terms of number of components compared to a conventional 
solution to the problem? 
• Is the design/system parsimonious in terms of number and complexity of interaction within the 
system? 
• Is the design/system conservative with the amount and number of resources it uses? 
• Is the system’s behavior transparent and easily inspectable? 
 Intellectual Aesthetics (10) 
• Is the solution pleasing to contemplate? 
• Does the solution stimulate emotion in the audience? 
• Does the solution provoke curiosity and imagination in the viewer? 
• Does the solution break a paradigm or common mindset (violates what we expect)? 
• Does the solution communicate an aha! moment of insight that the designer might arrived at 
suddenly? 
• Does the idea look revolutionary? 
• Does the idea have the ability to redefine a business or even create a new one? 
• Does the solution delight the client/end user? 
• Can the solution create a feeling of bonding for the user and cause loyalty? 
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Intuitiveness (3) 
• Does the design format align with the idea behind it (does form follow function)? 
• Does the design communicate function well to the user? (Is the function intuitive or predictable 
based on the design appearance? 
• Does the solution avoid confusing the user? 
Efficiency (4) 
• Does the output the solution creates override/supersede the input to the system? Is the output 
worth the input for the designer? 
• Is the output worth the investment for the user? 
• Is the effect from the solution significantly more than the effort put into the system? 
• Does the solution achieve the problem objectives with minimum use of resources and production 
of waste?  
Contextual Harmony (5) 
• Does the solution fit well in its natural and social environment? 
• Is the solution in harmony with its surrounding culture and the time it belongs to? 
• Does the solution account for big picture and details at the same time? 
• Does the solution/design consistency with the function it serves? 
• Does the solution attract user’s trust? 
Endurance (5) 
• Does the solution have a longer functional life span compared to a conventional solution to the 
problem? 
• Is the solution enduring and flexible in the face of change? 
• Does the solution have a low cost of maintenance compared to a conventional solution? 
• Can the solution be applied multiple times with little change across a number of similar or 
different problems? 
• Does the solution need little or no intervention to maintain its functionality during its life span? 
 
 
Gradual Improvement (1) 
• Is the solution evolvable? Can the solution get improved for extended and more diverse 
functionality? 
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Creativity (1) 
• Is the solution novel and approaches the problem from an unconventional perspective? 
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Appendix B: A List of Engineering Design Questions and Suggested Solutions for Survey 1 
1. Problem: Problem: The need to provide (and restrict) employee access to certain rooms.  
For each of the possible solutions to this problem, please rate how well it satisfies the 
criteria listed. 
a. Each employee is given keys to the rooms they are allowed to access. 
b. Each room has a passcode, which is given to the employees who are allowed access. 
c. Each employee is given a badge with a digital tag that allows access to appropriate rooms. 
d. Employees are given access to rooms by using their smart phone as a badge. 
 
2. Problem: Managing energy use and cost in the home.  
a. Use devices that require lots of energy outside the peak hours for electricity consumption 
b. Replace incandescent light bulbs with LEDs or CFLs 
c. Use a smart plug and a mobile phone app to monitor energy use around the house 
d. (Software) services from utilities that track appliance-level energy usage and offer customized 
energy saving plans  
e. Services that compare one household’s usage to that of comparable houses in the neighborhood 
and offer tips and tricks for energy saving.  
f. Utility service that notifies the users when they exceed typical usage and gives them immediate 
feedback based on changes they make 
g. A system that automatically reduces HVAC energy use at demand peak time  
h. Use solar panels to generate electricity at home 
 
3. Problem: Cars skidding on wet pavement. 
a. Lower the speed limit on highways to ensure safety 
b. Put warning signs along the road 
c. Using grooved pavement on the road surface to increase friction 
d. Improve tire technology for better performance at low friction 
 
 
 
4. Problem: Ensuring the safety of construction workers 
a. Requirements to wear hard hats, glasses, gloves and boots 
b. Requirements to wear airbag-like devices (garments and helmet) that inflate to protect against 
falls and other impacts 
c. Providing safety education for workers 
 
5. Problem: Drivers gradually veer off the road without noticing.  
a. Install a smart system on cars that warns the driver if they fall asleep (by measuring cardio and 
respiratory rhythms) 
b. Put sleeper lines along the road that make noise when the driver leaves the lane 
c. Increase the distance between the lane and the edge of the highway 
 
6. Problem: People tend to leave their phones and lose them 
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a. A smart wallet that communicates with a phone via blue tooth (either one beeps if the other is 
misplaced) 
b. A key chain that acts both as hands free device and as an alarm for a misplaced smart phone 
c. A GPS system on the phone that communicates its location to a server (a website) 
 
7. Problem: The need to generate more clean energy.   
a. Solar roads that have solar cells under a protective layer of the pavement to generate electricity  
b. Plastic to fuel conversion  
c. Concave/parabolic mirrors that focus sunlight on a fluid to heat it up and turn a turbine 
d. Recovering energy from industrial waste heat 
 
 
 
8. Problem: Faucets in public restrooms are left on, resulting in wasted water.  
a. Sensor faucet (works when it senses motion in its proximity) 
b. Timed faucet (stops after a certain amount of time)  
c. A rainwater collection system that can be used to supply the faucets   
 
9. Problem: Providing lighting efficiently 
a. Motion detectors automatically turn on/off upon sensing the entrance/exit of people. 
b. Timed lights go off automatically after a fixed number of minutes 
c. CFL (compact fluorescent lights) that use less energy than incandescent ones 
d. Smart glass windows and skylights that change color (on command) to control indoor light 
e. Energy curtains collect and store energy during the day to light up the room at night 
f. A smart plug and an mobile phone app to change and schedule lighting in house and remotely   
 
10. Problem: Collisions between cyclists and motor vehicles  
a. Designating bike lanes by marking/coloring the pavement 
b. Separating the bike lane from the road by building a curb along it 
c. Allowing bikers to share the sidewalk with pedestrians 
 
 
 
11. Problem: Keeping occupants comfortable efficiently 
a. Automated mechanical air conditioning, ventilation and lighting  
b. Architectural design for optimal natural ventilation and lighting   
c. Revised dress codes and ceiling fans 
d. A demo-shaped prefabricated rotating home to benefit fully from the sun’s light and energy year-
round  
e. A smart thermostat that learns the tenants’ behavioral patterns over time and can be controlled 
remotely 
 
12. Problem: Mobile phones running out of battery power where there is no access to a power 
outlet.  
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a. A USB cable that fits in a key chain 
b. A wearable solar charger (e.g. a wrist watch) 
c. A solar powered phone case 
d. A portable solar-charger that has a suction cup to take in solar energy from a window 
e. A donor cable that transfers battery power from one smart phone to the other 
 
13. Problem: Transportation that uses less energy 
a. Hybrid electric vehicles with both combustion and an electric engine for an improved mpg 
b. Piezoelectric technology that uses tire pressure to charge 20% of batteries in electric cars 
c. Ride sharing (means of mass transportation, zip cars and high occupant vehicles) 
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Appendix C: A List of Engineering Design Questions and Suggested Solutions for Survey 2 
1. Problem: Problem: The need to provide (and restrict) employee access to certain rooms.  
In your opinion, which BEST describes each of the proposed solutions for this problem? 
1 (Not elegant at all) 2 3 4 (Moderately elegant) 5 6 7 (Completely elegant) 
 
e. Each employee is given keys to the rooms they are allowed to access. 
f. Each room has a passcode, which is given to the employees who are allowed access. 
g. Each employee is given a badge with a digital tag that allows access to appropriate rooms. 
h. Employees are given access to rooms by using their smart phone as a badge. 
 
2. Problem: Managing energy use and cost in the home.  
i. Use devices that require lots of energy outside the peak hours for electricity consumption 
j. Replace incandescent light bulbs with LEDs or CFLs 
k. Use a smart plug and a mobile phone app to monitor energy use around the house 
 
3. Problem: Ensuring the safety of construction workers 
d. Requirements to wear hard hats, glasses, gloves and boots 
e. Requirements to wear airbag-like devices (garments and helmet) that inflate to protect against 
falls and other impacts 
f. Providing safety education for workers 
 
4. Problem: Drivers gradually veer off the road without noticing.  
d. Install a smart system on cars that warns the driver if they fall asleep (by measuring cardio and 
respiratory rhythms) 
e. Put sleeper lines along the road that make noise when the driver leaves the lane 
f. Increase the distance between the lane and the edge of the highway 
 
5. Problem: People tend to leave their phones and lose them 
d. A smart wallet that communicates with a phone via blue tooth (either one beeps if the other is 
misplaced) 
e. A key chain that acts both as hands free device and as an alarm for a misplaced smart phone 
f. A GPS system on the phone that communicates its location to a server (a website) 
 
6. Problem: The need to generate more clean energy.   
e. Solar roads that have solar cells under a protective layer of the pavement to generate electricity  
f. Plastic to fuel conversion  
g. Concave/parabolic mirrors that focus sunlight on a fluid to heat it up and turn a turbine 
h. Recovering energy from industrial waste heat 
 
7. Problem: Faucets in public restrooms are left on, resulting in wasted water.  
d. Sensor faucet (works when it senses motion in its proximity) 
e. Timed faucet (stops after a certain amount of time)  
f. A rainwater collection system that can be used to supply the faucets   
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8. Problem: Cars skidding on wet pavement. 
e. Lower the speed limit on highways to ensure safety 
f. Put warning signs along the road 
g. Using grooved pavement on the road surface to increase friction 
h. Improve tire technology for better performance at low friction 
 
9. Problem: Providing lighting efficiently 
g. Motion detectors automatically turn on/off upon sensing the entrance/exit of people. 
h. Timed lights go off automatically after a fixed number of minutes 
i. CFL (compact fluorescent lights) that use less energy than incandescent ones 
j. Smart glass windows and skylights that change color (on command) to control indoor light 
k. Energy curtains collect and store energy during the day to light up the room at night  
 
10. Problem: Keeping occupants comfortable efficiently 
f. Automated mechanical air conditioning, ventilation and lighting  
g. Architectural design for optimal natural ventilation and lighting   
h. Revised dress codes and ceiling fans 
 
11. Problem: Collisions between cyclists and motor vehicles  
d. Designating bike lanes by marking/coloring the pavement 
e. Separating the bike lane from the road by building a curb along it 
f. Allowing bikers to share the sidewalk with pedestrians 
 
12. Problem: Mobile phones running out of battery power where there is no access to a power 
outlet.  
f. A USB cable that fits in a key chain 
g. A wearable solar charger (e.g. a wrist watch) 
h. A solar powered phone case 
 
13. Problem: Transportation that uses less energy 
a. Hybrid electric vehicles with both combustion and an electric engine for an improved 
mpg  
b. Piezoelectric technology that uses tire pressure to charge 20% of batteries in electric cars 
c. Ride sharing (means of mass transportation, zip cars and high occupant vehicles) 
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