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Abstract—Numerous data mining techniques have been developed to extract information and identify patterns and predict trends from large data sets. In 
this study, two classification techniques, the J48 implementation of the C4.5 algorithm and a Naive Bayes classifier are applied to predict lung cancer 
survivability from an extensive data set with fifteen years of patient records. The purpose  of the project is to verify the predictive effectiveness of the two 
techniques on real, historical data. Besides the performance outcome that renders J48 marginally better than the Naive Bayes technique, there is a detailed 
description of the data and the required pre-processing activities. The performance results confirm expectations while some of the issues that appeared 
during experimentation, underscore the value of having domain-specific understanding to leverage any domain-specific characteristics inherent in the data. 
Index Terms—Data mining, mining methods and algorithms, text mining
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1 INTRODUCTION
The proliferation of  computing  technologies  in  every aspect 
of modern life, has substantially increased the volume of data 
being collected and stored. The availability of  these massive 
data  sets  introduces  the  challenge of having  to  analyze, un­
derstand  and  use  the  data. Using   data mining  techniques, 
data can be classified to bring forward interesting patterns or 
serve as a predictor for future trends.  Numerous algorithmic 
techniques  have  been  developed  to  extract  information  and 
discern  patterns  that  may  be  useful  for  decision  support. 
Such  techniques  are  routinely  applied  in  various  areas  and 
problems   ranging  from  business,  marketing  and  money 
fraud  detection,  to  security  surveillance,  scientific  research 
and health care. 
This paper uses the Surveillance, Epidemiology and End Res­
ults  (SEER) dataset  [24],  to compare  the predictive effective­
ness of two algorithmic techniques.   It uses lung cancer sur­
vivability  as  the  objective  criterion  to  assess  how well  each 
technique is able to predict patient survivability given a set of 
historical data. This  type of analysis  is not unique,  in  fact  it 
was inspired by a similar analysis on breast cancer survivab­
ility techniques [2].
The  particular  disease  was  selected  because  of  its  severity. 
Lung cancer is one of the most prevalent and the most deadly 
type of cancer. It manifests as an uncontrolled cell growth in 
lung  tissues.  Both  sexes  are  susceptible,  with  men  having 
higher probability (1 in 13) of developing the disease in a life­
time   than  women  (1  in  16).  These  probabilities  include 
smokers  and  non­smokers  alike  with  smokers  being  at  a 









ted  for  approximately  29%  of  all  cancer­related  deaths 
(158,599 patients) [25].  These mortality rates remained stable 
in 2010  indicating that more people die of  lung cancer  than 
of colon, breast, and prostate cancer combined [1].
Developing   treatments   and   better   understanding   the 
characteristics of the disease is almost exclusively based on 
clinical and  biological  research. However,  the abundance of 




vivability  or disease  outcome prediction.   This  area  lends  itself 
well for analysis using data mining techniques. With surviv­
al  analysis,  disease­specific  historical  data  is  examined  and 
analyzed over a certain period of time to develop a prognos­
is.
The  increased  interest  in  health  informatics  to  provide 
more effective health care and the abundance of computing 
power, massive  data  storage  capacity  and  the  development 
of  automated  tools,  has  allowed   the  collection  of  large 
volumes  of  medical  data.  As  a   result,  methods  and  tech­
niques   from the  computing sciences   related  to  knowledge 










authenticity  of  the  experimentation  dataset.   We used data 
provided the SEER program,     one of the most comprehens­
ive  sources  on  cancer  incidence  and  survival  in  the  U.S. 
provided by the National Cancer Institute.   For the analysis, 












discussion  of  the  results  along  with  some  conclusions  and 
areas for future work.


















calculating  the  frequency  of  each  feature  value within  a 
class of a training data set. The  training dataset  is a sub­




variable.   This  conditional  independence  assumption 
rarely  holds  true  in  real­world   applications,  hence  the 




classifications  out  of  large data  sets without  resorting  to 
complicated iterative parameter estimation schemes. 
2.2 J48
J48  is  an  implementation  of  C4.5  [20]  which  is  the  suc­
cessor of the ID3 algorithm [19]. ID3 is based on inductive 
logic programming methods, constructing a decision tree 











rowed from information theory,  to measure  the  impurity of 
the data items. 




entropy of  the  attributes  compared with  the  entropy of  the 
complete  dataset.  Therefore,  the  attributes  with  higher  in­
formation  gain  are  better  classification  candidates  for  data 
items. One limitation of ID3 is its sensitivity to features with 
a large population of values. C4.5, an ID3 extension, was de­
veloped  to address  this  limitation by  finding high accuracy 
hypotheses, based on pruning the rules issued from the con­
structed  tree  during  the   leaf  population  phase.  However, 
C4.5 is computationally more intensive, in terms of time and 
space complexity. 
The  comparison  of  the  two  techniques  in  the  literature, 
Naive  Bayes  and  J48,  does  not  render  conclusive  results. 
Various  studies  in different domains have  found each  tech­
nique performing differently than the other. For example,  in 
the  context  of  intrusion  detection  systems,  one  study  [10] 
found  J48 performing better than another similar study [16], 
while studies in the prediction of acute cystitis and  nephritis 
[14]  and  the  classification  of  arrhythmia  data  [23]  the  per­
formance of Naive Bayes was superior. Similarly, in the con­
text of spam e­mail identification [27], J48   performed better 





database.   We  used  version  3.4.10  of  the  open  source 
toolkit  Weka  to  Environment  for  Knowledge  Analysis 
(WEKA) [13] to determine the accuracy of two algorithms 
in predicting lung cancer survivability.   The data used in 
the  experiments  is  sourced  from  the  RESPIR  incidence 
data files included in three SEER datasets (Table 1).
TABLE 1
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Fig. 1. Diagram of the four phases of pre-processing activities. Starting from the “raw data” a series of data integrity and consistency checks prepare the data for mining. 
There is a total of 481,432 records in the dataset.  It con­
tains  records  of  patients  diagnosed  between  1973­2004. 
However,  due  to  the   modification  and  addition  of  data 
fields, records prior to 1988 were removed for our study. 
The  remaining  records  were  filtered  to  include  only 





ter was  to  restrict  the  dataset  to  records  containing  dia­
gnoses  only  between  the  complete  years  in  the  dataset 
(1988­2003).  
3.2 Pre­processing Activities
The  records  in  the  dataset  are  not  disease­specific  so 
they  include multiple  cancer  types  and  disease  profiles. 
To prepare the data for mining numerous pre­processing 
activities were performed.   Figure  1  depicts  the pre­pro­
cessing  workflow.   It  is  divided  in  four  interconnected 
stages with the overall objective to ensure that data is ap­
propriate, complete and well formatted.
The  input  to  the  pre­processing workflow  is  the  source, 
unprocessed, “raw”, data files. 
The  first  phase  (Phase  I)  comprises  of  two  activities. 
The  first  activity  is  to   perform  a  structural  consistency 
check to ensure that field names and record structures are 
homogeneous between different source files.   It is not un­
common  for  different   year  data  sets  to  have  different 
fields due to changes in the data collection methodology. 
The  second  activity  is  to  identify  anomalous  data  ele­
ments such as missing values and erroneous data.  For ex­
ample, empty fields may often be denoted by leaving the 
field  blank,  labeling  it  as  “null”  or  having  a  designation 
such as “N/A” or “­0­”.  While any label to indicate a miss­
ing  value  is  acceptable,  the  convention  followed  in  the 
data must be identified and confirmed. 
Phase  II  examines  the  data  with  respect  to  relevancy 
and  completeness.   Checking  for  relevancy  ensures  that 
pertinent information is included to accomplish the study 




and  substitute  the missing  information.   If  it  is  not  pos­
sible,  the  dataset  may  be  deemed  inappropriate  and  be 
discarded. Another result from this phase is to ensure that 
data granularity is sufficient for the study objective.  If the 
objective  is  to  identify  individual patient­based  relation­
ships but the collection only provides  information at  the 
group  level,  then  the data would not have  the necessary 
granularity and should be discarded.
In the third phase, the data is examined for qualitative 
consistency.   The  objective  is  to  ensure  the  dataset  as  a 
whole is meaningful and useful.  For example, when min­
ing for the onset time of prostate cancer, a type of cancer 
appearing  exclusively  on male  patients,  qualitative  con­
sistency may  indicate  that  the  data  includes  female  pa­
tients.   Such inclusion pollutes the dataset and will most 














such  cases  the  data  may  be  discarded,  unless  the  dis­
carded set significantly impacts the integrity of the data­






set  includes  incidence  records  for  all  possible  cancer 
types, treatments and death causes along with a wealth of 
non­identifiable patient information. 
After  the data  is pre­processed,  certain data elements 
present  themselves  with  interesting  information  while 
others  become  candidates  for  omission.  In  the  next  two 
sections,  a  brief  description  of  the  data  elements  is 
provided, followed by a post­processing filtering.  
While this process is iterative after each pre­processing 
phase, here we present  the final  result of  the end­to­end 
pre­processing. 
















Grade.  Subjective  description  of  tumor's  appearance 
between visits.
Extension  of  Tumor.  Farthest  documented  extension  of 
tumor away from the primary site.
Lymph  Node  Involvement.  (Binary  value).    Indicates  if 
the tumor involves Lymph Node chains.









ing patients.   Survival Time Recode  expresses  the  survival 





output  of  particularly  the  third  pre­processing  phase 
(qualitative consistency checks), reveals a number of inter­
esting characteristics in the data.
For  example,  there  are  two  fields  that  are  eliminated 
from the dataset. The Behavior Code indicates if a tumor is 
malignant.  In our dataset,  the majority  (99.9%) of  the  re­
cords  are  identified  as  malignant  and  the  remaining 
(00.1%) contain a null value. This  field  is not meaningful 
for our particular study because unlike other cancer types, 
lung  cancers,  are  assumed  to  be malignant  for  all  cases. 
Similarly,  it  is  questionable  how  meaningful  the  Grade 
field  is.  It  holds  a  codified,  subjective  description  of  the 
tumor's appearance between physician visits. While there 
is  ordering  of  the  possible  values  (Table  2)  yet  it  is  un­
known how much worse  (or  better)  the  different  grades 
vary between each other. 
A  preliminary  analysis  indicates  that  almost   half 
(48.36%)  of  all  the  data  fall  in  the  Grade  IV  category. 
Within this category, approximately half of the entries are 
recorded as not available (N/A).
Therefore,   the  Grade   field   is  discarded because   it   is 
populated by subjective observational data.   In addition, 



















the  records  with  codes  identifying  lung  cancer  (C340­
C343, C348­C349) are preserved. 
The Age  field  on  the  other  hand,  has  values  ranging 
from  1  to  106.   This  is  a  very wide  value  spread which 
may  generate  many,  non­significant  data  points.  As  the 












records  having  this  attribute  with  a  value  of  less  than 
40mm.
Another  interesting  observation  can  be  made  about 
the  Site  Specific  Surgery  Code  which  describes  the  body 
and  organ  locations  that  could  have  been  operated  on. 
The majority (95%) of  the  records are  identified as Lung 
and Bronchus and the remaining as Pleura and Trachea, Me­
diastinum, and Other respiratory organs. 
On  the  treatment  side,  the  keyword  Radiation,  indic­
ates the method of radiation therapy performed as part of 
the  first  treatment.  While  there  are  almost  ten  possible 
categories,  92%  of  the  records  in  the  dataset  are  in  cat­
egories  under  Diagnosed  at  Autopsy  and  Beam  Radiation. 
The  remaining  categories  are:  Radioactive  Implants,  Ra­
dioisotopes,  Combination  Treatment,   No  Method  Specified, 
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vivability or, surgery location and treatment options, they 
offer an alternative perspective on the data. Perhaps these 
findings  could  prove  useful  during  an  association  rule 
learning  experiment  either  as  a  validation  or  re­enforce­
ment mechanism.
4 SURVIVABILITY





The  ICD­10 Death Code designation plays  a  significant 
role  in  this  determination  as  patient  records  indicating 
failure  to  survive  due  to  causes  other  than  lung  cancer 
must  be  eliminated.   This  assumes  the  data  contains  a 
single, accurate, disease­specific cause of death code. It is 
often  hard  to  depend  on  such  variable  particularly with 
cancer patients, as the cause of death may often be attrib­
uted to a different site due to to metastasis, instead of the 















































Any  records  that  contain  a  null  value  in  the  survival 
code  after  applying  the  above  algorithm  are  removed. 
Table 3 shows the number of instances and the respective 






















site  was   introduced,   collecting   data   from  densely   and 












          MEDIAN SURVIVAL TIME AND NUMBER OF PATIENTS PER 


























Just by applying  this  rule, 135,878  (30.23%) entries of  the 
































The purpose  of  this  study  is  to  test  the  accuracy  of  two 
learning  algorithms  (Naive  Bayes  and  J48)  in  predicting 
survivability  of  patients  diagnosed  with  lung  cancer. 
After pre­processing, the data is ready to be processed by 
the two algorithms.





Three  experimentation  executions  were  performed, 
each under a common scenario: using  a variable number 
of  sequential years  as  a  training dataset,  attempt  to pre­
dict  the  accuracy  of  lung  cancer  incidence  for  a   sub­
sequent year (target year). 








(Table  7).   For  each  experiment, we  obtained  the  Correctly 
Classified  Instances  (CCI),  the  Incorrectly  Classified  In­
stances  (ICI)  the  Kappa  statistic  (κ)  and  the  root­mean­
square­error  (RMSE).   The  CCI  is  the  sample  accuracy 
without any chance corrections and it is expressed as a per­
DIMITOGLOU:  COMPARISON OF THE C4.5 AND NAIVE BAYES CLASSIFIERS FOR THE PREDICTION OF LUNG CANCER SURVIVABILITY 7
centage of correctly classified instances. The Kappa statistic is 
a  chance­corrected  measure  and  reflects  the  agreement 
between  the classifications and  the  true  classes. Values over 
zero  indicate  that  the  classifier  is  performing  better  than 
chance.  The  RMSE  measures  the  differences  between  pre­
dicted or estimated values against observed values.













κ 0.49100 0.53610 0.51360
RMSE 0.24710 0.30750 0.29770
Total 15,780 17,192 17,063
The  J48  algorithm  was  also  executed  over  the  same 
Training Data date  ranges and produced correctly classi­
fied instances ranging from 89.63% to 94.44% (Table 8). 














κ 0.38360 0.45090 0.40210
RMSE 0.20970 0.29030 0.27280
Total 15,780 17,192 17,063
Comparing the overall accuracy of the two algorithms, 
it  seems  that  both  algorithms  performed  fairly  well, 
achieving approximately a 90% correct classification rate. 
The  J48  algorithm  consistently  performed  slightly  better 
than the Naive Bayes algorithm in successfully predicting 
the correct survivability outcome (Table 9).







T93 1993 5 92.3764% 94.4360%
T99 1999 7 88.2678% 89.6289%
T98 1998 10 89.1285% 90.6113%
For all executions,  the values of the  kappa statistic  in­
dicate  the  strength  of  the  classifier's  stability  and  in  our 
experimentation, both algorithms perform well.  Similarly, 




The  objective  of  the  experiments  was  to  compare  the 




For  both  the  Naive  Bayes  and  the  J48  algorithm,  the  5­
year  training  dataset  produces  a  higher  accuracy  rate  than 
the  7­year and 10­year training datasets. In fact, the 5­year 
training dataset outperforms and is  slightly more accurate 





not proportional.  The  5­year  training  set  includes 15,780  lung 
cancer  patient  records  and  the  7­year  training  set  includes 
17,192. This is a difference of 1,412 (an 8.94% increase) of patient 
records. On  the  other  hand,  the  10­year  training  set  includes 
17,063  lung  cancer patient  records, which  is  a  0.75% decrease 
(129  patients)  than  the  the  7­year  data  set.   So  the  difference 
between the 5­year and 7­year data set is not significantly dif­
ferent. Second,  it is likely that the larger training data set may 
contain  inconsistencies  due  to  changes  in  the  data  collection 
processes  and  locations. The 5­year  training  set  contains data 
primarily from one SEER reporting location.  In 1992, a second 
SEER  reporting  location began  collecting data, which was  in­
cluded  in  the  bulk  of  the  dataset  for  the  7­ year  and  10­year 
studies.  
7 CONCLUSION & FUTURE WORK
This study examines the ability of data mining and machine 
learning methods  to  accurately  predict  the  survivability  of 
patients  diagnosed  with  lung  cancer.   Survivability  is 
defined as someone who lives beyond a 5­year period.  
Generally, we achieve an approximate prediction accuracy 







in  the study,  it seems reasonable and useful  to examine  the 
survivability  of  patients  over  a  shorter  time  period,  for ex­
ample, between twelve and eighteen months.   In light of the 
findings and observations of  the study,  future  research will 
be  focused on examining regional  trends and  the  impact of 
location on survivability.  More in depth analysis can also be 
performed by  comparing  survivability  results with data  re­
lated  to  regional medical  insurance  carriers,  state  laws  that 










case,  Naive   Bayes   performed   consistently  worse   than   J48. 
Yet, its simplicity and fairly competitive performance make it 
an appealing alternative. Overall, both are viable and useful 
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