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Abstract
We study noncommutative versions of holomorphic and harmonic func-
tions on the unit disk.
1 Introduction
The objective of this paper is to determine a complex structure on the
noncommutative disk C(Dq), the q-deformation of the unit disk D. This
noncommutative disk is a C∗-algebra that is a subalgebra of the quantum
group SUq(2) and can be conveniently described using generators and (a
quadratic) relation. It has been studied fairly extensively in the literature
- see [4], [5], [8], [9], [10], [11], [12], and references therein. In particular
the family of quantum disks C(Dq) as q varies, forms a deformation of
the commutative disk, corresponding to q = 1. To determine a complex
structure on C(Dq) we define and study partial derivatives on C(Dq) and
in particular the concept of holomorphic noncommutative functions.
The series of papers by Shklyarov and collaborators is very much related
in spirit to our paper but is technically quite different, much more algebraic.
A similar study of a complex structure on the noncommutative plane is
contained in [7].
An important point of view of this paper is that we work in a con-
crete representation of C(Dq) in a Hilbert space H
2(D, dµ) of holomorphic
1
functions on the unit disk D, square integrable with respect to a certain
measure. The algebra C(Dq) is in this representation realized as the algebra
of Toeplitz operators with continuous symbols. Also, we use this representa-
tion to realize different operations (scaling, derivatives, integral...) on C(Dq)
as coming from operators in H2(D, dµ). This is well suited for operations
that are only densely defined as it allows for good control over domains.
It turns out that there are two natural notions of holomorphic structure
on the quantum disk which we call weak and strong. Weakly holomor-
phic noncommutative functions directly correspond to ordinary holomor-
phic functions while the strongly holomorphic ones come from the scaled
disk 1qD. We also study noncommutative harmonic functions. Just as or-
dinary two dimensional harmonic functions, their quantum counterparts on
the unit disk can be written as a sum of holomorphic and antiholomorphic
part. They exhibit many of the familiar properties like a maximum princi-
ple. The paper is organized as follows. In Section 2 we recall the definition
of the quantum disk and in particular we study in depth its representation
using Toeplitz operators. Section 3 contains the definition and our study of
the properties of the derivatives and the integral on the quantum unit disk
C(Dq). Finally in Section 4 we introduce and study quantum holomorphic,
antiholomorphic and harmonic functions on the unit disk.
2 Quantum unit disk
In this section we review C∗-algebraic aspects of the quantum unit disk
C(Dq). It is defined as the universal unital C
∗-algebra generated by a gener-
ator z, and its conjugate denoted by z¯, and satisfying the following relation:
z¯z = qzz¯ + (1− q). Symbolically:
C(Dq) :=< z, z¯ | z¯z = qzz¯ + (1− q) > (1)
We will restrict ourself to 0 ≤ q < 1. Let us briefly recall the construc-
tion of the universal C∗-algebra. If a is a polynomial in z, z¯ we define its
norm as the supremum of ||ρ(a)|| over all Hilbert space representations ρ
satisfying the relation. One verifies that this defines a sub-C∗-norm and the
corresponding completion mod the null space gives the universal C∗-algebra.
Notice that if q = 0 the relation z¯z = 1 is the defining relation of the
standard Toeplitz algebra T - see [3]. If q = 1 the relation becomes the
commutativity statement z¯z = zz¯. Additionally, since ||z¯z|| = ||zz¯|| = ||z||2
we get ||z||2 = q||z||2+(1−q), which implies that ||z|| = 1. It is then natural
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to define C(D1) to be the algebra of continuous functions C(D) on the unit
disk D := {ζ ∈ C : |ζ| ≤ 1}.
Theorem 1 (see [4])
Let {en} be the canonical basis in l2, n = 0, 1, 2 . . ., and let U : l2 → l2
be the following weighted unilateral shift: Uen =
√
1− qn+1en+1. Then
C(Dq) ∼= C∗(U), where C∗(U) is the C∗-algebra generated by U .
Proof. As noted above the case of q = 0 is the standard Toeplitz algebra
case. If q > 0 we calculate explicitly that U∗en+1 =
√
1− qn+1 en, and
consequently U∗Uen = (1−qn+1) en and UU∗en = (1−qn) en, which verifies
that U gives a representation for C(Dq). To verify that this indeed is the
defining representation one needs to classify all irreducible representations.
This was done in [4]. 
Corollary 2 (see [4])
We have the exact sequence:
0 −→ K −→ C(Dq) σ−→ C(∂D) −→ 0, (2)
where K is the ideal of compact operators in l2 and ∂D, the boundary of D,
is the unit circle.
Proof. The corollary follows from the general theory of weighted shifts [2].
Briefly, the commutator [U,U∗] is compact since its eigenvalues (1−q)qn → 0
as n → ∞, and, since the C∗-algebra is irreducible, it contains all compact
operators. The quotient C(Dq)/K is generated by the unitary operator [U ]
the spectrum of which is the full unit circle. For details see [4]. 
In the exact sequence (2) the map σ : C(Dq) → C(∂D) is called the
symbol map.
Proposition 3
The C∗-algebras C(Dq) are isomorphic to each other and for every q,
0 ≤ q < 1, we have C(Dq) ∼= T, where T is the Toeplitz algebra.
Proof. Let V : l2 → l2 be the unilateral shift V en = en+1, so that C∗(V ) =
T. Notice that U−V is a weighted shift (U−V )en = λnen+1, where weights
λn → 0 as n → ∞. Consequently U − V is a compact operator. The
proposition now follows from the exact sequence (2). 
The C∗-algebras C(Dq) are also continuous in q in the following sense:
3
Theorem 4 (see [5])
The C∗-algebras C(Dq) for 0 ≤ q < 1 and C(D) for q = 1 form a
continuous field of C∗-algebras with the space of cross-sections obtained by
completing the space of polynomials in z and z¯ with coefficients which are
continuous functions of q.
Proof. This was done by Nagy and Nica in [5] for an even bigger range
−1 ≤ q ≤ 1. 
As the final part of this section we will discuss another useful represen-
tation of C(Dq). It is using Toeplitz operators and is implicitly contained
in [4] but we work out the details here.
Consider the following measure on the unit disk D:
dµ(ζ) =
∏
i≥0
(1− |ζ|2qi+1)
∑
m≥0
qmδ|ζ|2=qm(ζ), (3)
where δ|ζ|2=r2 is the normalized Lebesgue measure on the circle |ζ|2 = r2.
LetH2(D, dµ) ⊂ L2(D, dµ) be the closed subspace consisting of holomorphic
functions and let P be the corresponding orthogonal projection. If f ∈ C(D)
we define the Toeplitz operator T (f) : H2(D, dµ)→ H2(D, dµ) with symbol
f , by: T (f) = PM(f)P , where M(f) is the multiplication by f .
Theorem 5 (see [4])
With the above notation, the C∗-algebra generated by {T (f)}, f ∈ C(D),
is naturally isomorphic with C(Dq). The isomorphism is determined by
identifications: z = T (ζ), z¯ = T (ζ¯)
Proof. It follows from the definition that ||T (f)|| ≤ supζ∈D|f(ζ)|. Since
polynomials in ζ and ζ¯ are dense in C(D) and T (ζ¯mζn) = (T (ζ)∗)m (T (ζ))n,
we see that the algebra generated by Toeplitz operators is in fact generated
by the single operator T (ζ). Next, because dµ is rotationally invariant, the
functions ζn are mutually orthogonal and form an unnormalized basis in
H2(D, dµ). To find an orthonormal basis we compute
∫
|ζ|2n dµ(ζ) =
∑
m≥0
qmqnm
∏
i≥0
(1− qmqi+1) =
=
∏
i≥0
(1− qi+1)

1 +∑
m≥1
qm(n+1)∏
1≤k≤m(1− qk)

 .
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Using the Euler’s identity:
1∏
i≥0(1− xqi)
= 1 +
∑
m≥1
xm∏
1≤k≤m(1− qk)
, (4)
gives
∫ |ζ|2n dµ(ζ) = 1 if n = 0, and, for n ≥ 1:
∫
|ζ|2n dµ(ζ) =
∏
i≥0(1− qi+1)∏
i≥0(1− qn+i+1)
=
n−1∏
i=0
(1− qi+1).
It follows that the measure dµ is probabilistic and the following is an or-
thonormal basis in H2(D, dµ):
en =


1 if n = 0
ζn√∏n−1
i=0
(1−qi+1)
if n ≥ 1 (5)
We now find the matrix elements of T (ζ) with respect to the basis en:
T (ζ)en = ζen =
ζn√∏n−1
i=0 (1− qi+1)
=
√
1− qn+1 ζ
n√∏n
i=0(1− qi+1)
=
=
√
1− qn+1 en+1.
So the matrix elements of T (ζ) are equal to that of U of the structure
theorem 1, which concludes the proof. 
From now on we will identify C(Dq) with the concrete algebra generated
by Toeplitz operators in H2(D, dµ) ⊂ L2(D, dµ). For future reference we
recall here the definition of the Bergman kernel K(ζ, η¯) for H2(D, dµ). It is
the integral kernel of the projection P so it has the reproducing property:∫
K(ζ, η¯)φ(η) dµ(η) = φ(ζ), (6)
where φ(ζ) ∈ H2(D, dµ). It can be explicitly computed using a basis in
H2(D, dµ), for example the one given by (5). We obtain:
K(ζ, η¯) =
∞∑
n=0
en(ζ)en(η) = 1 +
∑
n≥1
(ζη¯)n∏
1≤k≤n(1− qk)
=
= =
1∏
i≥0(1− ζη¯qi)
. (7)
In the above we again used the Euler identity (4).
By construction, the space of polynomials in Toeplitz operators is dense
in C(Dq). More is actually true as spelled out in the next statement.
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Proposition 6
The subspace of Toeplitz operators T (f), f ∈ C(D) is dense in C(Dq).
Proof. It follows from the defining relation of C(Dq) that the linear span
of z¯mzn, m,n ≥ 0, forms a dense subalgebra of C(Dq). Indeed, since zz¯
expresses linearly in terms of z¯z we can rearrange any polynomial in z, z¯ so
that powers of z¯ come first. But z¯mzn = T (ζ¯mζn) and the claim follows. 
3 Calculus on C(Dq)
In this section we introduce calculus on the quantum unit disk. In the
following we assume that q > 0. Formal aspects of the calculus on C(Dq)
can be found in [1] as well as in [8, 9, 10, 11, 12]. We concentrate here
on issues of domains for various unbounded operators and we will always
identify C(Dq) with the concrete algebra of Toeplitz operators of Theorem
5.
Let D := {φ ∈ H2(D, dµ) : φ(ζ/q) ∈ H2(D, dµ)}. Clearly D is a dense
subspace in H2(D, dµ) containing all polynomials, or more generally entire
functions. We define a scaling operator j : H2(D, dµ) → H2(D, dµ) by the
formula:
jφ(ζ) := φ(qζ).
The operator j is bounded, one-to-one and Ranj = D. Using the defining
formula (5) we have
jen = q
nen, (8)
so that j is a self-adjoint compact operator. Since zz¯en = (1 − qn)en and
z¯zen = (1− qn+1)en we have
zz¯ = 1− j, z¯z = 1− qj. (9)
An element a ∈ C(Dq) is called scalable if J(a) := j−1aj is a bounded
operator. We have a simple proposition:
Proposition 7
The operator j−1aj is bounded iff a maps D to D.
Proof. If a preserves D then j−1aj is defined everywhere. To show that it
is bounded, we use the closed graph theorem which implies that we need to
verify that if xn → x and yn := J(a)xn → y then J(a)x = y. Since j is
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continuous we have jyn = ajxn → jy. But aj is continuous so ajxn → x and
consequently ajx = jy, which is what we wanted. The converse statement
is straightforward. 
We write Cs(Dq) for the set of scalable elements of C(Dq). The proposi-
tion below shows that Cs(Dq) is a subalgebra of C(Dq) containing Pol(Dq),
the algebra of polynomials in z, z¯. However, examples below show that
Cs(Dq) is not closed with respect to taking adjoints and inverses.
Proposition 8
With the above notation we have:
J(1) = 1, J(z¯) = qz¯, J(z) = q−1z. (10)
If a, b ∈ Cs(Dq) then ab ∈ Cs(Dq) and J(ab) = J(a)J(b).
Proof. The proof consist of straightforward computations verifying each of
the properties. For this we need explicit formulas for z, z¯. Theorem 5 implies
zφ(ζ) = ζφ(ζ), (11)
while the structure Theorem 1 says that
zen =
√
1− qn+1 en+1, (12)
where en were defined in (5). Taking the adjoint gives
z¯en =
√
1− qn en−1, (13)
(the right-hand side is defined to be 0 when n = 0). This implies that
z¯ζn = (1− qn)ζn−1, which in turn gives:
z¯φ(ζ) =
φ(ζ)− φ(qζ)
ζ
. (14)
A sample calculation verifying one of the statements of the proposition fol-
lows:
J(z)φ(ζ) = j−1zjφ(ζ) = zjφ(ζ/q) = q−1ζjφ(ζ/q)
= q−1ζφ(ζ) = q−1zφ(ζ)

We are now going to look at examples to illustrate some subtleties of the
notion of scalability. First notice that 1−qz¯ is invertible since ||qz¯|| = q < 1.
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The inverse a := (1−qz¯)−1 is clearly in C(Dq) and is scalable because J(a) =
(1 − q2z¯)−1. However, a∗ = (1 − qz)−1 is not scalable as J(a∗) = (1 − z)−1
is unbounded. Next consider b := 1 − qz. Clearly b ∈ C(Dq), b is scalable,
b is invertible, and the inverse of b is in C(Dq). But since b
−1 = a∗, b−1 is
not scalable.
Next we introduce two operators δ, δ¯ in H2(D, dµ) that will be used to
define Dolbeault - type operators ∂, ∂¯ on C(Dq). The precise form of δ, δ¯ is
dictated by the desired properties of ∂, ∂¯ as described in the Proposition 10.
The operators δ, δ¯ are defined to be unbounded operators in H2(D, dµ)
with domains both equal to D and given by the following formulas using
z, z¯, j:
δ¯ = (q − 1)−1j−1z = (q − 1)−1q−1zj−1, (15)
δ = (1− q)−1j−1z¯ = (1− q)−1qz¯j−1. (16)
Proposition 9
With the above notation, the operators δ, δ¯ are closed (on D).
Proof. To show that δ¯ is closed the following needs to be demonstrated: if
φn → φ, φn ∈ D and ψn := j−1zφn → ψ, then φ ∈ D and j−1zφ = ψ.
Applying j to ψn and using the continuity of j gives zφn → jψ. On the
other hand, since z is continuous, we have zφn → zφ. Consequently zφ = jψ,
which means that zφ ∈ D and j−1zφ = ψ. What’s left is to show that φ ∈ D.
Applying z¯ to both sides of zφ = jψ and using (9) and (10) we obtain
φ = qj(1 − qj)−1z¯ψ,
which concludes the proof that δ¯ is closed. The proof for δ is analogous
with the exception of the fact that zz¯ has a kernel. The analog of the above
formula works on the orthogonal complement of that kernel. The proof is
then concluded by observing that the kernel of zz¯ is one dimensional and is
contained in D. 
Using the equations (8), (11) and (14), we obtain the following explicit
descriptions of the operators δ, δ¯:
δ¯φ(ζ) = (q − 1)−1ζ/q φ(ζ/q) (17)
δφ(ζ) =
φ(ζ)− φ(ζ/q)
(1− 1/q)ζ . (18)
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Optionally, when working with the operators δ, δ¯ one can use their matrix
elements, obtained using (8), (12) and (13):
δ¯en = (q − 1)−1q−(n+1)
√
1− qn+1 en+1,
δen =
1− 1/qn
1− 1/q
√
1− qn en−1.
Now we use those operators to define complex structure on C(Dq) - for
this we need the analogs of the usual complex derivatives ∂, ∂¯. They are
defined using scaled commutators with δ, δ¯ as follows. If a is scalable we
define ∂¯(a), ∂(a) to be (in general unbounded) linear operators defined on
D by:
∂¯(a) = δ¯a− J(a)δ¯,
∂(a) = δa− J(a)δ.
Proposition 7 assures that ∂¯(a), ∂(a) are well defined operators on D.
For general a i.e. not necessarily scalable, ∂¯(a), ∂(a) make sense only as
quadratic forms - see below. We will use those quadratic forms in the dis-
cussion of quantum holomorphic and harmonic functions in the next section.
The following proposition summarizes the main properties of the opera-
tors ∂, ∂¯.
Proposition 10
With the above notation we have, assuming a, b ∈ Cs(Dq):
∂¯(1) = 0, ∂¯(z¯) = 1, ∂¯(z) = 0, ∂¯(ab) = (∂¯a)b+ J(a)(∂¯b), (19)
∂(1) = 0, ∂(z¯) = 0, ∂(z) = 1, ∂(ab) = (∂a)b+ J(a)(∂b). (20)
In particular if a ∈ Pol(Dq) then ∂a, ∂¯a ∈ Pol(Dq).
Proof. The proof again consist of straightforward verifications using defi-
nitions. Below we show calculations of the action of the operators ∂, ∂¯ on
z, z¯ that utilize commutation relations among j, z, z¯. All the manipulations
with unbounded operators make sense pointwise on D.
∂(z) = δz − J(z)δ = (1− q)−1(j−1z¯z − q−1zj−1z¯) =
= (1− q)−1j−1(z¯z − zz¯) = (1− q)−1j−1(1− qj − 1 + j) = 1
9
∂(z¯) = δz¯ − J(z¯)δ = (1− q)−1(j−1z¯2 − qz¯j−1z¯) =
= (1− q)−1j−1(z¯2 − z¯2) = 0
The other two calculations are very similar. 
For future reference we note the formulas for action of ∂, ∂¯ on monomials:
∂(z¯nzm) = qn−m+1[m]q z¯
nzm−1 (21)
and similar:
∂¯(z¯nzm) = [n]q z¯
n−1zm. (22)
Here, and later in the paper, we use the notation
[n]q :=
1− qn
1− q .
Another set of useful formulas follows directly from the definitions:
∂a = (1− q)−1j−1[z¯, a] (23)
∂¯a = (q − 1)−1j−1[z, a] (24)
For example, it follows from those formulas that ∂a, ∂¯a are closable since
the domains of the adjoints clearly contain D and so are dense. Another
application of (23) and (24) is in the following definition of the derivatives
∂a, ∂¯a as quadratic forms for a general, not necessarily scalable a ∈ C(Dq).
They are defined on D as
Q∂a(φ) := (1 − q)−1(j−1φ, [z¯, a]φ), (25)
Q∂¯a(φ) := (q − 1)−1(j−1φ, [z, a]φ). (26)
We now turn to the definition and properties of the laplacian on C(Dq).
There are two natural choices that we will look at using the formulas above:
∂¯∂(z¯nzm) = qn−m+1[m]q[n]q z¯
n−1zm−1.
Similarly we obtain
∂∂¯(z¯nzm) = qn−m[m]q[n]q z¯
n−1zm−1.
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It follows that, at least on Pol(Dq),
∂¯∂ = q∂∂¯. (27)
To define ∂¯∂ and ∂∂¯ for a larger class of elements of C(Dq) we proceed
similarly to the way we defined ∂, ∂¯. Let D2 := {φ ∈ H2(D, dµ) : φ(ζ/q2) ∈
H2(D, dµ)}. Clearly D2 = Ranj2, D2 is dense and D2 ⊂ D. Also, just as
in Proposition 7, if a is scalable and J(a) is scalable then a maps D2 into
D2. In particular, z, z¯ preserve D2. Consequently, it follows from (15) and
(16) that δ, δ¯ : D2 → D. Thus if both a and J(a) are scalable then ∂¯∂(a)
and ∂∂¯(a) make sense as operators on D2. It can be easily verified that (27)
holds in this more general context i.e. if a, J(a) are scalable and φ ∈ D2
then
∂¯∂(a)φ = q∂∂¯(a)φ.
In particular, the two laplacians have the same kernels and we will use
whatever is more convenient when defining harmonic functions as extended
kernels in the next section.
The last item in this section is integration on the quantum unit disk.
We define the integral
∫
Dq
: C(Dq)→ R by
∫
Dq
a =
Tr(aj)
Tr(j)
(28)
Using (8) we compute:
Tr(j) =
∞∑
n=0
qn =
1
1− q
Proposition 11∫
Dq
is a faithful state on C(Dq) and
• ∫Dq ab =
∫
Dq
J(b)a
• ∫Dq J(a) =
∫
Dq
a
Proof. Everything follows easily from the definitions. 
The integral is easy to work with as demonstrated in the following com-
putation of its value on monomials.
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Lemma 12
With the above notation we have∫
Dq
z¯nzm = δn,m
1
[n+ 1]q
Proof. Using the canonical basis in H2(D, dµ) we have
∫
Dq
a = (1− q)
∞∑
k=0
qk(ek, aek).
It follows that
∫
Dq
z¯nzm = 0 if n 6= m. Using (12) we compute
∫
Dq
z¯nzn = (1− q)
∞∑
k=0
qk(ek, z¯
nznek) = (1− q)
∞∑
k=0
qk||znek|| =
= (1− q)
∞∑
k=0
qk(1− qk+1)(1− qk+2) . . . (1− qk+n) =
∫ 1
0
f(y) dqy,
where f(y) = (1 − qy)(1 − q2y) . . . (1 − qny). Here we used the Jackson’s
integral for a continuous function f which is defined by:
∫ 1
0
f(y) dqy := (1− q)
∞∑
k=0
qkf(qk)
It has the property
∫ 1
0
δqg(y) dqy = g(1) − g(0), (29)
where
δqg(y) =
g(y)− g(qy)
y − qy . (30)
We use this property in our calculation. For g(y) = (1−y)(1−qy) . . . (1−qny)
we compute:
δqg(y) =
(1−y)(1−qy)...(1−qny)−(1−qy)(1−q2y)...(1−qn+1y)
y(1−q) =
= (1 − qy)(1− q2y) . . . (1− qny)1−y−1+qn+1yy(1−q) = −[n+ 1]qf(y).
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It follows that∫ 1
0
f(y) dqy =
∫ 1
0
δq
( −g(y)
[n+ 1]q
)
dqy =
g(0) − g(1)
[n+ 1]q
,
which finishes the proof. 
The integral
∫
Dq
and the derivatives ∂¯, ∂ are tightly connected, just as in
the commutative case. This is illustrated by the following theorem - compare
also [8].
Theorem 13 (Green’s theorem)
If a ∈ Pol(Dq) then∫
Dq
(∂¯a) =
1
2pii
∫
∂D
σ(a)(ζ)dζ.
Here σ : C(Dq)→ C(S1) is the symbol map.
Proof. It is enough to consider monomials of the following form:
a = z¯n+1zn.
Then, σ(a) = ζ¯n+1ζn = ζ¯ = e−iθ, and
1
2pii
∫
∂D
σ(a)(ζ) dζ =
1
2pii
∫ 2pi
0
e−iθ d(eiθ) = 1.
On the other hand ∂(ζ¯n+1ζn) = [n+ 1]q ζ¯
nζn by (22) and
∫
Dq
(∂¯a) = [n+ 1]q
∫
Dq
ζ¯nζn = 1
by Lemma 12. 
4 Quantum holomorphic and harmonic functions
In this section we define quantum holomorphic and harmonic functions on
the quantum unit disk C(Dq). We start with the following definition. An
element a ∈ C(Dq) is called strongly holomorphic if a is scalable and ∂¯a = 0.
Similarly a ∈ C(Dq) is called weakly holomorphic if Q∂¯a(φ) = 0 for all
φ ∈ D, where the quadratic form Q∂¯a was defined in (26). In the later
definition we do not need to assume scalability of a. We denote by Hol(Dq)
the space of weakly holomorphic elements of C(Dq). We have the following
simple proposition:
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Proposition 14
• a ∈ C(Dq) is weakly holomorphic iff [z, a] = 0.
• a ∈ C(Dq) is strongly holomorphic iff a is scalable and weakly holo-
morphic.
Proof. The formula (26) and polarization imply the first part of the propo-
sition. The second part is just a rephrasing of the definition. 
There are analogous definitions of antiholomorphic functions. An el-
ement a ∈ C(Dq) is called strongly antiholomorphic if a is scalable and
∂a = 0. Similarly a ∈ C(Dq) is called weakly antiholomorphic if Q∂a(φ) = 0
for all φ ∈ D, where the quadratic form Q∂a was defined in (25). Because z
and z¯ scale differently, the following analog of Proposition 14 looks a little
different.
Proposition 15
• a ∈ C(Dq) is weakly antiholomorphic iff [z¯, a] = 0.
• a ∈ C(Dq) is strongly antiholomorphic iff a is weakly antiholomorphic.
Proof. The formula (25) and polarization imply the first part of the propo-
sition. The second part is proved in the theorem below. 
The following is the main result describing holomorphic and antiholo-
morphic functions on the quantum unit disk. Notice that there is slight
asymmetry between the notions of strongly holomorphic and antiholomor-
phic functions which disappears when q = 1.
Theorem 16
1. If f ∈ C(D) is holomorphic inside D then the corresponding Toeplitz
operator T (f) ∈ C(Dq) is weakly holomorphic.
2. If a ∈ C(Dq) is weakly holomorphic then there exist f ∈ C(D) which
is holomorphic inside D such that a = T (f).
3. (maximum principle) If a ∈ Hol(Dq) then ||a||Dq = ||σ(a)||∂D
4. The space Hol(Dq) ⊂ C(Dq) is a Banach subalgebra isomorphic to the
algebra Hol(D) ⊂ C(D) of continuous functions on D and holomorphic
inside D.
5. The above statements are also true when the word holomorphic is re-
placed by antiholomorphic throughout.
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6. If a ∈ C(Dq) then a is strongly antiholomorphic iff a is weakly anti-
holomorphic.
Proof. We proof all items in order stated in the theorem:
1. This follows from Proposition 14 since if f ∈ C(D) is holomorphic
then:
zT (f)φ(ζ) = ζf(ζ)φ(ζ) = T (f)zφ(ζ).
2. For a weakly holomorphic a ∈ C(Dq) we set f(ζ) := a · 1(ζ) ∈
H2(D, dµ). In particular f is holomorphic inside the diskD. Because [z, a] =
0, we have inductively aζn = f(ζ)ζn, so a is equal to the Toeplitz operator
T (f) on the dense domain and consequently everywhere. To obtain more
information about f we prove the following estimate:
sup
ζ∈D
|f(ζ)| ≤ ||T (f)||. (31)
To do it we consider the family of functions:
φη(ζ) :=
K(η¯, ζ)
(K(η¯, η))1/2
,
where K(ζ, η¯) is the reproducing kernel (7). It is easily seen that the func-
tions φη(ζ) belong to H
2(D, dµ) and have norm 1. Using the reproducing
property (6) we compute:
(φη , T (f)φη) = (K(η¯, η))
−1
∫
K(η, ζ¯)K(ζ, η¯)f(ζ) dµ(ζ) =
= (K(η¯, η))−1K(η¯, η)f(η) = f(η).
It follows that
sup
ζ∈D
|f(ζ)| = sup
ζ∈D
|(φζ , T (f)φζ)| ≤ ||T (f)|| <∞,
so f is bounded on D and holomorphic inside it. But a = T (f) belongs
to C(Dq) so it is a limit of polynomials which implies that f ∈ C(D) as
claimed.
3. It follows from the definition that ||T (f)|| ≤ supζ∈D|f(ζ)|. On the
other hand if a = T (f) ∈ Hol(Dq) the estimate (31) is valid and so ||a|| =
||T (f)|| = supζ∈D |f(ζ)|. But σ(T (f)) = f |∂D and the supremum of |f(ζ)|
is achieved on the boundary ∂D and the statement follows.
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4. This is just a rephrasing of the previous items.
5. Notice that Propositions 14 and 15 imply that if a is weakly anti-
holomorpic then a∗ is weakly holomorphic, so all the statements follow by
conjugation.
6. The previous item implies that if a is weakly antiholomorphic then
a = T (f) where f is antiholomorphic. For such f we have J(T (f(ζ))) =
T (f(qζ)), so T (f) is automatically scalable. Consequently, a is strongly
antiholomorphic. 
Notice that if f is holomorphic then J(T (f(ζ))) = T (f(1q ζ)) so that
if T (f) is strongly holomorphic then f extends to a holomorphic function
inside the disk 1qD = {ζ ∈ C : |ζ| ≤ 1q}.
The last topic of this paper is the notion of quantum harmonic functions.
Just as in our treatment of quantum holomorphic functions there are two
natural concepts of quantum harmonic functions called weak and strong.
To interpret the equation ∂(∂¯a) = 0 with as few assumption as possible,
we use Proposition 15 to make the following definitions. An element a ∈
C(Dq) is called strongly harmonic if a is scalable and the derivative ∂¯a
is antiholomorphic. Similarly a ∈ C(Dq) is called weakly harmonic if the
bilinear form Q∂¯a is equal (on D) to a quadratic form coming from an
antiholomorphic element of C(Dq). We denote by Har(Dq) the space of
weakly harmonic elements of C(Dq). It turns out that such noncommutative
harmonic functions share all the essential properties with their commutative
counterparts [6]. This is summarized in the following theorem.
Theorem 17
1. An element a ∈ C(Dq) is strongly harmonic iff a is scalable and weakly
harmonic.
2. If f ∈ C(D) is harmonic inside D then the corresponding Toeplitz
operator T (f) ∈ C(Dq) is weakly harmonic.
3. If a ∈ C(Dq) is weakly harmonic then there exist f ∈ C(D) which is
harmonic inside D such that a = T (f).
4. An element a ∈ C(Dq) is weakly harmonic iff it can be written as
a = a1+a2 where a1 is weakly holomorphic and a2 is antiholomorphic.
5. (mean value) If a = T (f) ∈ Har(Dq) then∫
Dq
a =
∫
D
f(ζ) d2ζ = f(0).
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6. (maximum principle) If a ∈ Har(Dq) then ||a||Dq = ||σ(a)||∂D.
7. The set Har(Dq) ⊂ C(Dq) is a closed subspace isomorphic to the Ba-
nach space Har(D) ⊂ C(D) of continuous functions on D and har-
monic inside D.
8. (Dirichlet problem) For every f ∈ C(∂D) there is a unique weakly
harmonic element a ∈ C(Dq) such that σ(a) = f . In fact a = T (Pf),
where
Pf(ζ) =
∫ 2pi
0
1− |ζ|2
|eiθ − ζ|2 f(e
iθ)
dθ
2pi
(32)
(Poisson integral)
9. An element a ∈ Har(Dq) is positive, a ≥ 0, iff a = T (f), where
f ∈ C(D) is harmonic inside D and f ≥ 0.
10. (Harnack’s theorem) If an is an uniformly bounded and increasing se-
quence of weakly harmonic elements of C(Dq), then {an} is convergent
in norm.
Proof.
1. This follows from the fact that if a is scalable then the quadratic form
Q∂¯a comes from the operator ∂¯a.
2. From the classical harmonic analysis, if f ∈ C(D) is harmonic inside
D then it is a sum f = g + h where g, h ∈ C(D) and g is holomorphic
and h antiholomorphic inside D. The Toeplitz operator T (g) is weakly
holomorphic so Q∂¯(T (f)) = Q∂¯(T (h)). But the quadratic form Q∂¯(T (h)) comes
from the operator ∂¯(T (h)) and, using (22) and (30), we compute:
∂¯(T (h)) = T (δq(h)). (33)
But δq(h) is again in C(D) and is antiholomorphic inside D. All of this
implies that the quadratic form Q∂¯(T (f)) is coming from an antiholomorphic
element of C(Dq) as claimed.
3. From the definition, if a ∈ C(Dq) is weakly harmonic then the
quadratic form Q∂¯a comes from an antiholomorphic element of C(Dq) which,
as we know from Theorem 16, is of the form T (k), where k ∈ C(D) is anti-
holomorphic inside D. Consider:
g(ζ¯) := (1− q)ζ¯
∞∑
n=0
k(qnζ¯).
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It is easy to see that, just like k, g ∈ C(D) and is antiholomorphic inside D.
Moreover it is straightforward to verify that δq(g) = k. This means, using
(33) that ∂¯(T (g)) = T (k). Consequently Q∂¯(a−T (g)) = 0, which means that
a − T (g) is weakly holomorphic and as we know from Theorem 16, it is of
the form T (h), where h ∈ C(D) is holomorphic inside D. We see now that,
with the above notation, a = T (f), where f := g + h, and f ∈ C(D) is
harmonic inside D as claimed.
4. This is a direct consequence of the proof of the previous two state-
ments.
5. If f ∈ C(D) is harmonic, it has the following power series expansion
inside D:
f(ζ) = f(0) +
∑
n≥1
anζ
n +
∑
n≥1
bnζ¯
n.
It follows that T (f) = f(0)I +
∑
n≥1 anz
n +
∑
n≥1 bnz¯
n. Lemma 12 im-
plies that
∫
Dq
T (f) = f(0), which is clearly also the value of the integral∫
D f(ζ) d
2ζ.
6. From the item 4, if a ∈ C(Dq) is weakly harmonic then it can be
written as a = a1 + a2 where a1 is weakly holomorphic and a2 is antiholo-
morphic. Now it is enough to apply the maximum principle to both a1 and
a2.
7. The map Har(D) ∋ f → T (f) ∈ Har(Dq) is linear, one-to-one, and,
by item 6, an isometry.
8. For a Toeplitz operator T (f) we have σ(T (f)) = f |∂D. This, the
items 2, 3, and classical results on harmonic functions [6] on the unit disk
imply the thesis.
9. This just says that Toeplitz operators preserve positivity which follows
immediately from the definition.
10. This again is a direct consequence of the previous items and the
classical Harnack’s theorem.

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