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GAUSSIAN HEAT KERNEL ESTIMATES: FROM FUNCTIONS TO
FORMS
THIERRY COULHON, BAPTISTE DEVYVER, AND ADAM SIKORA
Abstract. On a complete non-compact Riemannian manifold satisfying the volume
doubling property, we give conditions on the negative part of the Ricci curvature that
ensure that, unless there are harmonic one-forms, the Gaussian heat kernel upper esti-
mate on functions transfers to one-forms. These conditions do no entail any constraint
on the size of the Ricci curvature, only on its decay at infinity.
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1. Introduction and statement of the results
1.1. Preliminaries. On Riemannian manifolds and more general spaces, heat kernel
estimates on functions are fairly well understood (see for instance the surveys [21], [44],
[60] and the books [59], [45]). In short, a uniform upper estimate for the heat kernel on
functions is equivalent to an L2 isoperimetric-type functional inequality (see [21]). In the
setting of Riemannian manifolds with the volume doubling property, the Gaussian upper
estimate of the heat kernel on functions can be characterised in terms of relative Faber-
Krahn inequalities and other Sobolev type inequalities (see [42], [59], [45], as well as the
more recent [12]). By contrast, heat kernel estimates for the Hodge Laplacian acting on
forms have been traditionally considered only for small time and on compact manifolds
([9], [40], [57]) or in special settings like Lie groups ([58], [54]). The main difficulty here is
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that one cannot rely on the positivity of the heat kernel, or equivalently on the maximum
principle. More recently, the question of finding Gaussian estimates valid for all time for
the heat kernel acting on forms on non-compact manifolds has been addressed in [28] and
later on in [33]. The most up-to-date result, from [33], yields Gaussian upper estimates
for the heat kernel on 1-forms if the manifold satisfies some geometric conditions (Sobolev
inequality of dimension n > 4, Euclidean volume growth, the negative part of the Ricci
curvature belonging to L
n
2
±ε, ε > 0), and in absence of harmonic L2 forms, the latter
condition being necessary. Our goal in this article is to extend the results of [33] to a more
general class of manifolds, which do not necessarily satisfy a global Sobolev inequality.
More precisely, we shall replace Sobolev by the more natural assumption of a Gaussian
upper estimate for the heat kernel acting on functions. As a consequence, we will not
be restricted to manifolds with uniform polynomial volume growth, and our results will
hold for manifolds with the volume doubling property. Multiple difficulties appear when
one tries to do this, and new ideas and techniques have to be introduced on top of those
from [33]. Before presenting our results, let us first introduce the setting.
Let M be a complete, connected, non-compact Riemannian manifold, endowed with a
positive measure µ = efν that is absolutely continuous with respect to the Riemannian
measure ν. We assume that f is smooth. We denote by∇ the Riemannian gradient and by
∆µ the weighted non-negative Laplace operator defined by ∆µu = −div(∇u)−〈∇f,∇u〉.
In the sequel, we will denote ∆µ simply by ∆, the dependance on the measure µ being
implicit. Let d denote the geodesic distance, B(x, r) the open ball for d with centre x ∈M
and radius r > 0, and V (x, r) its volume µ (B(x, r)).
We will use the notation h . g to indicate that there exists a constant C (independent
of the important parameters) such that h ≤ Cg, h & g if g . h, and h ≃ g if h . g and
h & g.
We will assume that the weighted manifold (M,d, µ) satisfies the volume doubling
property, that is
V (x, 2r) . V (x, r), ∀ x ∈M, r > 0. (VD)
It follows easily that there exists ν > 0 such that
V (x, r)
V (x, s)
.
(r
s
)ν
, ∀ x ∈M, r ≥ s > 0. (VDν)
It is known (see [41, Theorem 1.1]) that if M is connected, non-compact, and satisfies
(VD), then the following reverse doubling condition holds: there exist 0 < ν ′ ≤ ν such
that, for all r ≥ s > 0 and x ∈M ,
V (x, r)
V (x, s)
&
(r
s
)ν′
. (RDν′)
Let us introduce the following volume lower bound: for some x0 ∈M there exists κ > 0
such that
V (x0, r) & r
κ, ∀r ≥ 1. (VLκ)
It is clear from (VD) that this condition does not depend on the choice of x0. If (RDν′)
holds, taking s = 1 shows that (VLκ) follows at least for κ = ν
′.
Let e−t∆ be the heat operator associated to ∆, and pt(x, y) its kernel, so that, for any
compactly supported smooth function f on M , there holds:
e−t∆u(x) =
∫
M
pt(x, y)u(y)dµ(y).
It is classical that pt is smooth, positive, satisfies pt(x, y) = pt(y, x), and that under (VD),∫
M pt(x, y) dµ(y) = 1 for all x, in other words M is stochastically complete.
GAUSSIAN HEAT KERNEL ESTIMATES: FROM FUNCTIONS TO FORMS 3
On and off-diagonal estimates of the heat kernel pt(x, y) have been studied in detail in
the past thirty years. Let us start by introducing the on-diagonal estimate:
pt(x, x) .
1
V (x,
√
t)
, ∀ t > 0, ∀x ∈M. (DUE)
Under (VD), (DUE) self-improves into an (off-diagonal) Gaussian upper estimate ([43,
Theorem 1.1], see also [26, Section 4.2]):
pt(x, y) .
1
V (x,
√
t)
exp
(
−d
2(x, y)
Ct
)
, ∀ t > 0, a.e. x, y ∈M, (UE)
for some C > 0. It is known (see [42]) that the Gaussian upper estimate (UE) is equivalent
to an L2 isoperimetric-type inequality called the relative Faber-Krahn inequality (for a
new point of view on this equivalence see [12]). Let us also introduce the upper and lower
Gaussian estimates for the heat kernel (sometimes called Li-Yau estimates):
pt(x, y) ≃ 1
V (x,
√
t)
exp
(
−d
2(x, y)
Ct
)
, ∀ t > 0, a.e. x, y ∈M, (LY )
where C denotes a possibly different constant in the upper and the lower bound. it was
proved in [52] that (LY ) holds on a complete manifold with non-negative Ricci curvature
endowed with its Riemannian measure. By a theorem of Saloff-Coste (see [59] and the
references therein, see also [41] for an alternative approach of the main implication, as
well as the more recent [10]), it is known that under (VD), (LY ) is equivalent to the
following family of scale-invariant L2 Poincare´ inequalities: there is a constant C such
that, for every geodesic ball B = B(x, r), and every u ∈ C∞(B),∫
B
|u− uB |2 dµ ≤ Cr2
∫
B
|∇u|2 dµ, (P )
where uB =
1
µ(B)
∫
B u dµ denotes the average of u over B. In Remark 1.17 below, we
shall also use a weak local L1 version of (P ): we say that (Ploc) holds if∫
B
|u− uB | dµ ≤ Cr
∫
B
|∇u| dµ, (Ploc)
where this time the constant Cr depends on the radius of B (but not on its center), and is
not necessarily linear in r. Notice that by standard arguments involving Ho¨lder inequality,
the L1 local Poincare´ inequality (Ploc) implies its L
p counterpart. It is classical that (Ploc)
holds on a complete manifold with Ricci curvature bounded from below, endowed with
its Riemannian measure (see [14]).
We now recall the notion of non-parabolicity (see for instance [44, Section 5] for more
information). One says that M is non-parabolic if∫ ∞
1
pt(x, y) dt < +∞
for some (all) x, y ∈M . In this case, G(x, y) defined by
G(x, y) =
∫ +∞
0
pt(x, y) dt
is finite for all x 6= y, and is the positive, minimal Green function of ∆. If furthermore
(VD) and (UE) hold, then the non-parabolicity of M is equivalent to∫ +∞
1
dt
V (x0,
√
t)
< +∞, (V∞)
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for some x0 ∈ M (this uses the fact that under (VD) and (UE), the heat kernel has an
on-diagonal lower bound pt(x, x) ≥ CV (x,√t) ; see [44, Theorem 11.1]). We also introduce a
more general integral volume growth condition:∫ +∞
1
dt[
V (x0,
√
t)
]1− 1
p
< +∞ (V p)
for some x0 ∈ M and p ∈ (1,+∞]. It follows from condition (VD) that the validity of
conditions (V p) does not depend on the choice of x0. Notice that (VLκ) with κ > 2
implies (V p) for all p ∈
(
κ
κ−2 ,+∞
]
, hence non-parabolicity under (VD) and (UE).
In this article, we investigate Gaussian estimates for the heat kernel of elliptic operators
of Schro¨dinger type, acting on sections of a vector bundle over M . We are motivated by
the particular case of the Hodge Laplacian ~∆µ = dd
∗
µ + d
∗
µd, acting on 1-forms, which we
describe now. In this paragraph, in order to make things clearer, we assume the measure
µ to be the Riemannian measure, although, as we will see later, what we are going to say
can be extended to the weighted case. Denote by e−t~∆ the associated heat operator, and
by ~pt(x, y) its kernel. Thus, for every x and y in M , ~pt(x, y) is a linear map from T
∗
yM
to T ∗xM , where Λ1T ∗M is the vector bundle of 1-forms on M . By definition, for every
compactly supported smooth 1-forms ω and η, there holds:
〈e−t~∆ω, η〉 =
∫
M
(~pt(x, y)ω(y), η(x))x dµ(x)dµ(y).
We consider the Gaussian estimate for ~pt(x, y):
‖~pt(x, y)‖y,x . 1
V (x,
√
t)
exp
(
−d
2(x, y)
Ct
)
, ∀ t > 0, a.e. x, y ∈M, ( ~UE)
for some C > 0. Here ‖ · ‖y,x denotes the norm of the operator ~pt(x, y) from T ∗yM to
T ∗xM endowed with the Riemannian metrics at y and x.
Gaussian estimates for pt and ~pt have important consequences for the Riesz transform:
if M satisfies (VD) and (UE), then the Riesz transform d∆−1/2 extends to a bounded
operator on Lp, for 1 < p ≤ 2 (see [23]), and if in addition it satisfies ( ~UE) then d∆−1/2
is also bounded for 2 ≤ p < +∞ (see [24], [25] and [62]). Let us now recall the Bochner
formula for the Hodge Laplacian on 1-forms (for which we need µ to be the Riemannian
measure):
~∆ = ∇∗∇+Ric = ∆¯ + Ric,
where ∇∗∇ = ∆¯ is called the rough Laplacian, and where Ric is, at every point x, a
symmetric endomorphism derived in a canonical way from the Ricci curvature tensor.
The Bochner formula allows one to see ~∆ as a “generalised Schro¨dinger operator” with
potential Ric. If M has non-negative Ricci curvature, (UE) holds (see [52]) and ( ~UE)
follows by Bochner formula and domination theory (see [7]). Hence the Riesz transform
d∆−1/2 extends to a bounded operator on Lp for all 1 < p < +∞. The latter result
was originally proved by Bakry [5], with probabilistic techniques. However, it is not fully
satisfactory, since pointwise lower bounds for the Ricci curvature are easily destroyed by
perturbation, whereas the boundedness of the Riesz transform is preserved under “mild”
perturbation of the metric and the topology (for example, by modifiying the topology or
the metric on a compact set, see [22], [17], [32]). It is thus natural to look for a condition
on the Ricci curvature, allowing some negativity, that will imply the boundedness of the
Riesz transform on all the Lp spaces (for early results in this direction, see [50]). As
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we have just seen, one way to achieve this goal is to obtain Gaussian estimates ( ~UE)
for the heat kernel on 1-forms, under some (small) amount of negative Ricci curvature.
In [28], T. Coulhon and Q. Zhang proved ( ~UE) using domination theory, for manifolds
satisfying (VD) and (UE) and a “non-collapsing” assumption for the volume of geodesic
balls, under the hypothesis that the negative part of the Ricci curvature is “small enough”
in an integral sense; more precisely, assuming moreover that the scale-invariant Poincare´
inequalities (P ) hold, the smallness condition on the negative part of the Ricci curvature
Ric− can be written as:
sup
x∈M
∫
M
G(x, y)||Ric−(y)||y dµ(y) < δ,
where δ is some small (non explicit) constant. However, this smallness condition is
not satisfactory, because it entails a global size bound on the negative part of the Ricci
curvature, whereas it is expected that a “smallness at infinity” (together with other
geometric assumptions preventing the manifold from having several ends) is enough. This
is supported by the results of [33]: assuming thatM satisfies a global Sobolev inequality of
dimension n > 4, and has Euclidean volume growth, with Ric− in L
n
2
±ε, it is proved that
( ~UE) holds if and only if there is no non-zero L2 harmonic 1-form. Let us mention at this
point that exact L2 harmonic 1-forms are related to the number of ends of the manifold;
in particular, if the Sobolev inequality holds, then the hypothesis that there is no non-zero
L2 harmonic 1-form implies that M has only one end, see [51]. The condition on Ric−
is more satisfactory here, because there is no size limitation, more precisely ||Ric−||n
2
±ε
can be as large as we want. However, the assumption that M satisfies a global Sobolev
inequality is not natural, and it is desirable to have a result for manifolds that merely
satisfy (VD) and (UE). In this case, it is not obvious which smallness condition on the
negative part of the Ricci curvature is analogous to L
n
2
±ε. Also, the proof in [33] uses
in several crucial ways the global Sobolev inequality, and thus it is not easy to adapt it
to the broader setting of manifolds satisfying only (VD) and (UE). In this article, we
extend the results of [33] to this more general setting, by mixing the ideas from [33] with
the techniques from [12].
We shall work in the framework of generalised Schro¨dinger operators acting on sections
of a vector bundle over M . More precisely, consider a generalised Schro¨dinger operator
L = ∇∗∇+R,
acting on a finite-dimensional Riemannian bundle E → M , that is a finite-dimensional
vector bundle equipped with a scalar product (·, ·)x depending continuously on x ∈ M
(see for instance [8, Section E]). Here ∇ is a connection on E → M which is compatible
with the metric, and ∇∗∇ is the so-called “rough Laplacian” which we will from now
on denote by ∆¯. Of course, the formal adjoint ∇∗ depends on the measure µ, and we
really should write ∇∗µ instead of ∇∗, but to keep notations light we prefer to keep this
dependance implicit. The “potential” R is by definition a L∞loc section of the vector bundle
End(E), that is, for all x ∈ M , R(x) is a symmetric endomorphism of Ex, the fiber at
x. Notice that if E is the trivial M × R, a generalised Schro¨dinger operator on E is just
a scalar Schro¨dinger operator ∆ + V , where V : M → R is a real potential. Since R is
in L∞loc, by standard elliptic regularity, solutions of Lω = 0 are contained in C1,αloc for all
α ∈ (0, 1). For a.e. x ∈ M , one can diagonalize R(x) in an orthonormal basis of Ex.
Denote by R+(x) the endomorphism corresponding to the non-negative eigenvalues, and
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by −R−(x) the one corresponding to the negative eigenvalues, so that R+(x), R−(x) are
a.e. non-negative symmetric endomorphisms acting on the fiber Ex and
R = R+ −R−.
Notice also that R+ and R− belong to L∞loc. Denote by | · |x the norm on Ex derived from
(·, ·)x and by ‖ · ‖x the induced norm on End(Ex). In particular,
‖R−(x)‖x = sup
v∈Ex,|v|x=1
| (R−(x)v, v)x | = maxσ(R−(x)),
where σ(R−(x)) is the (finite) set of eigenvalues of R−(x). Let C∞(E) (resp. C∞0 (E))
be the set of smooth sections of E (resp. of smooth ‘compactly supported sections”, that
is sections that coincide with the zero section outside a compact set). For p ≥ 1 we will
consider the Lp-norm on sections of E:
||ω||p =
(∫
M
|ω(x)|px dµ(x)
)1/p
with the usual extension for p = ∞. We shall denote by Lp(E), or simply Lp when no
confusion is possible, the set of sections of E with finite Lp-norm, modulo equality a.e..
Sometimes, depending on the context, Lp will simply refer to real-valued functions. We
will denote by
〈ω1, ω2〉 :=
∫
M
(ω1(x), ω2(x))x dµ(x)
the scalar product in L2(E).
From an obvious adaptation of Strichartz’s proof that the Laplacian is self-adjoint on
a complete manifold (see Theorem 3.13 in [55]), we know that if R− is bounded, then
L = ∆¯+R+−R− is essentially self-adjoint on C∞0 (E). If R− is not bounded, then we will
consider the Friedrichs extension of L, which is an unbounded, self-adjoint operator on
L2(E). We will make a crucial assumption on L: we will assume that it is non-negative.
By this we mean that the associated quadratic form to L is non-negative, that is for every
ω ∈ C∞0 (E),
QL :=
∫
M
|∇ω|2 + 〈Rω, ω〉 ≥ 0.
By the spectral theorem, one can then consider e−tL, which is a contraction semigroup
on L2. By elliptic estimates again, there exists a kernel pLt for e−tL, that is, for every
x, y ∈M , pLt (x, y) is a linear map from Ey to Ex such that for every ωi ∈ L2(E), i = 1, 2,
〈e−tLω1, ω2〉 =
∫
M×M
(
pLt (x, y)ω1(y), ω2(x)
)
x
dµ(x)dµ(y).
By self-adjointness of L, the adjoint of pLt (x, y) is pLt (y, x) a.e.. Denote by ‖ · ‖y,x the
operator norm on End(Ey, Ex). We will say that the heat kernel associated with L
satisfies Gaussian estimates if for every t > 0 and a.e x, y ∈M ,
||pLt (x, y)||y,x .
1
V (x,
√
t)
exp
(
−d
2(x, y)
Ct
)
. (UEL)
We also consider the on-diagonal estimates for the heat kernel of L: for every t > 0 and
a.e. x ∈M ,
||pLt (x, x)||x,x .
1
V (x,
√
t)
. (DUEL)
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Thanks to a general result of A. Sikora ([62, Theorems 1 and 4]), if L satisfies the Davies-
Gaffney estimates, then (UEL) and (DUEL) are equivalent. It turns out that in our
setting, L does indeed satisfy the Davies-Gaffney estimates. This is explained in more
details in the Appendix (see Theorem 8.5 therein). Thus, again in our setting, (UEL) is
equivalent to (DUEL).
Let us denote by W (x) the greatest eigenvalue of R−(x). Classical domination theory
(see [7]) implies that, in the unweighted case, that is if µ is the Riemannian measure, for
every ω ∈ C∞0 (E),
|e−tLω| ≤ e−t(∆−W )|ω|. (1.1)
It is an important fact that this remains true in the weighted case as well, see the Appendix
for details about this claim. In particular, if R is everywhere non-negative, for every
ω ∈ C∞0 (E),
|e−tLω| ≤ e−t∆|ω|. (1.2)
If furthermore M satisfies (UE), one then deduces from (1.2) that (UEL) is satisfied.
As we mentioned before for the case of 1-forms, an important example of such a gener-
alised Schro¨dinger operator L is provided in the unweighted case by ∆k = d∗kdk+dk−1d∗k−1,
the Hodge Laplacian acting on differential k-forms (of course, ∆1 is nothing but ~∆). It
obviously follows from its definition that ∆k is non-negative. Let us denote by Λ
kT ∗M
the vector bundle of smooth k-forms. As shown in [38], the operator ∆k admits a Bochner
decomposition:
∆k = ∆¯ + Rk.
Here Rk is a symmetric section of End(Λ
kT ∗M) derived from the Riemann curvature
operator. An important particular case is k = 1, for which R1 is canonically identified
with the Ricci curvature. We may denote in short the Gaussian estimate (UE∆k) by
( ~UEk). Note that ( ~UE1) is nothing but ( ~UE) already introduced. It turns out that if µ
is not the Riemannian measure, the corresponding weighted Hodge Laplacians are also of
interest: such operators have been considered by E. Witten [64] and J-M. Bismut [11], in
order to give a new proof of the Morse inequalities, and later by E. Bueler [13] to study
the cohomology of non-compact manifolds. Explicitely, the weighted Hodge Laplacian
acting on k-forms is defined by
∆µ,k = dd
∗
µ + d
∗
µd
(in order to keep notation reasonably light, we make the dependance on k implicit in d
and d∗; also, we shall often denote ∆µ,1 by ~∆µ), where d∗µ is the adjoint of d, which thus
depends on the measure µ. It turns out that a Bochner-type formula still holds for the
weighted Hodge-Laplacian; this is discussed in more details in the Appendix. For the
time being, let us write without justification the weighted Bochner formula for the Hodge
Laplacian:
∆µ,k ω = ∆¯µ ω + Rk ω −Hf ω, (1.3)
where ∆¯µ = ∇∗µ∇ is the weighted rough Laplacian, and the additional term Hf is the
“Hessian operator” of f (see the Appendix), which is a symmetric section of the vector
bundle End(ΛkT ∗M). Thus, the term Rk −Hf is indeed a generalised potential in the
sense of our previous definition. In the particular case k = 1, the “potential” term in
formula (1.3) is Ricµ := Ric −Hf , the same term that appears in the iterated carre´ du
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champ Γ2 of a weighted Laplacian on a Riemannian manifold (see [6, Proposition 3]).
This is not a coincidence, because the (Bochner) formula for the carre´ du champ of a
weighted Laplacian actually follows from formula (1.3) for 1-forms (this is explained in
greater details in the Appendix).
Coming back to the case of a generalised Schro¨dinger operator, consider the following
strong subcriticality property, a strengthening of non-negativity which may or may not
be satisfied by L: there exists 0 < η < 1 such that for every ω ∈ C∞0 (E),
〈R−ω, ω〉 ≤ (1− η)〈(∆¯ +R+)ω, ω〉. (1.4)
If (1.4) is satisfied, we will say that L is (1 − η)-strongly subcritical. Notice that if M
is non-parabolic then (1.4) implies KerL2(L) = 0 (see Lemmas 3.1 and 4.6). This strong
subcriticality (or strong positivity) assumption first appeared in the work of B. Simon
and E. B. Davies (see [29]). It has then been used in numerous papers dealing with
perturbation theory of Schro¨dinger operators (see [63], [3] and the references therein).
In relation to Riesz transforms and heat kernels on one-forms, this strong subcriticality
condition is used in [3, 28, 53]. In [28], a pointwise estimate weaker than ( ~UE) is proved
(basically, ( ~UE) multiplied by a polynomial factor in time) for manifolds satisfying (VD)
and (UE), non-collapsing of the volume of balls of radius 1, such that Ric− ∈ Lp ∩ L∞
for some 1 ≤ p < +∞ and ~∆ is strongly subcritical. In [53], some Lp → Lq off-diagonal
estimates for e−t~∆ are proved under (VD), (UE), and strong subcriticality of Ric−. The
exponents p and q that are allowed depend on the best constant in the strong subcriti-
cality inequality (1.4) for R = Ric.
We now come to our “smallness at infinity” assumption: we shall say that condition
(K) is satisfied by a section V ∈ L∞loc of the vector bundle End(E) on M if M is non-
parabolic and there is a compact subset K0 of M such that
sup
x∈M
∫
M\K0
G(x, y)‖V(y)‖y dµ(y) < 1, (K)
where G is the Green function for the Laplace operator on functions. In a more compact
way, condition (K) may be formulated as ‖∆−1(‖V‖1M\K0)‖∞ < 1. In the sequel, we
shall identify a section of the vector bundle End(E) with the associated composition
operator. Under this identification, the quantity ‖∆−1(‖V‖1M\K0)‖∞ is also the Lp−Lp
norm of the composition operator by ∆−1(‖V‖1M\K0) on E for all p ∈ [1,+∞]. Let
us mention that (K) was introduced in [34] to study the heat kernel and the Riesz
transform of Schro¨dinger operators with potentials that are “small at infinity”. In fact,
(K) is a generalization of the more familiar Kato class at infinity K∞(M), defined by:
V ∈ K∞(M) if
lim
R→∞
sup
x∈M
∫
M\B(x0,R)
G(x, y)‖V(y)‖y dµ(y) = 0, (1.5)
for some (all) x0 ∈ M . This is a slightly more restrictive condition than our condition
(K). The notion of Kato class at infinity is often used as an effective tool to obtain
Gaussian estimates for the heat kernel of Schro¨dinger operators (see [63]). Also, in [34], a
sufficient condition for a potential to satisfy (1.5) is presented, in terms of some weighted
Lp spaces: if (UE) holds, and there is ε > 0 such that
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V ∈ L ν2−ε
(
M,
dµ(x)
V (x, 1)
)
∩ L ν
′
2
+ε
(
M,
dµ(x)
V (x, 1)
)
,
where ν and ν ′ are the exponents from (VD) and (RDν′), then V belongs to the Kato class
at infinity K∞(M), and thus in particular satisfies (K). In the case where the volume
growth is polynomial with exponent n > 2, that is
C−1rn ≤ V (x, r) ≤ Crn, ∀x ∈M, ∀r > 0,
the above condition on V is the familiar condition V ∈ Ln2±ε.
1.2. Our results. We can now state our main result, which generalizes [33, Theorem 4,
Proposition 11] to manifolds that do not necessarily satisfy a global Sobolev inequality:
Theorem 1.1. Let (M,µ) be a complete, non-compact, connected, weighted Riemannian
manifold satisfying (VD) and (UE). Assume that (M,µ) satisfies the volume lower bound
(VLκ) with κ > 2. Let E be a vector bundle with basis M and a connection ∇ compatible
with the metric, and let
L = ∇∗µ∇+R+ −R−
be a generalised (weighted) Schro¨dinger operator on E, such that R− satisfies condi-
tion (K). Then the following are equivalent:
i) (UEL) holds.
ii) L is strongly subcritical.
iii) KerLp(L) = {0}, for some (any) p ∈
(
κ
κ−2 ,+∞
)
.
If in addition κ > 4, then iii) is equivalent to KerL2(L) = {0}.
We now make a number of comments about our result:
Remark 1.2. Theorem 1.1 greatly improves upon [33, Theorem 3]: first the geomet-
ric assumptions on M are considerably weaker (no global Sobolev inequality assumed,
a weaker volume growth condition). Secondly, in [33] it wasn’t noticed that the strong
subcriticality of L not only implies the Gaussian estimates for e−tL, but is actually equiv-
alent to it. We also would like to point out that there is a misprint in the statement of
[33, Theorem 3]: n should be strictly larger than 4, as follows from [33, Proposition 11].
Remark 1.3. A sufficient condition for L to be strongly subcritical is that
sup
x∈M
∫
M
G(x, y)‖R−(y)‖y dµ(y) < 1.
In other words, if one can take K0 = ∅ in (K), then L is strongly subcritical hence, under
the assumptions of Theorem 1.1, (UEL) is satisfied. In the case where M satisfies (VD)
and (DUE), the above implication follows from Proposition 2.3 below (see Section 3 for
details). By using [34, Lemma 3.5], one can in fact show the same statement for every
non-parabolic manifold.
Remark 1.4. It is not hard to see that for every p ∈ [1,∞), KerLp(L) = {0} is a necessary
condition for (UEL) to hold (see Lemma 1.18). Our result asserts that if p > κκ−2 , then
under our other assumptions it is also sufficient.
Remark 1.5. In Theorem 1.1, if instead of (VLκ) for some κ > 2, one only assumes that
M is non-parabolic, then it is still true that L strongly subcritical implies the validity of
(UEL). See Section 5 for details.
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In the case of a scalar Schro¨dinger operator, we can further strengthen Theorem 1.1.
Before stating this result, recall that a non-negative, scalar Schro¨dinger operator is called
subcritical if it has positive minimal Green functions (see e.g. [56]). It is well-known that if
M is non-parabolic, then strong subcriticality implies subcriticality: this follows from one
of the many equivalent characterizations of subcriticality. In fact, a Schro¨dinger operator
L is subcritical if and only if, for one (or every) 0 ≤ W ∈ C∞0 (M), W 6= 0, L− εW ≥ 0
for ε > 0 small enough. Note that (1.4) implies that QL(u) ≥ ε
∫
M |∇u|2. Combining
this with the fact (see for instance [2, pp.46–47] or [56]) that M is non-parabolic if and
only if there exists a positive function ρ such that∫
M
ρu2 ≤
∫
M
|∇u|2, ∀u ∈ C∞0 (M),
one obtains easily that strong subcriticality implies subcriticality for M non-parabolic.
Then, in the scalar case, one can get rid of the condition (VLκ) in Theorem 1.1, if one is
ready to replace the characterization of Gaussian estimates in terms of non-existence of
Lp L-harmonic functions by the subcriticality of the operator:
Corollary 1.6. Let (M,µ) be a non-parabolic, complete, non-compact, connected, weighted
Riemannian manifold satisfying (VD) and (UE). Let L = ∆µ + V be a non-negative,
scalar weighted Schro¨dinger operator on M , and assume that V− satisfies (K). Then the
following are equivalent:
i) (UEL) holds.
ii) L is strongly subcritical.
iii) L is subcritical.
Remark 1.7. Corollary 1.6 improves [34, Theorem 4.1], because no assumption is made
on V+; actually, it answers a question asked in this paper. Also, it should be emphasized
that Theorem 1.1 does not follow from Corollary 1.6 by domination theory. Indeed,
domination theory yields
|e−tLω| ≤ e−t(∆−W )|ω|, ∀ω ∈ C∞0 (E),
where W (x) is the greatest eigenvalue of R−(x); but in general, the non-negativity of L
does not imply the non-negativity of ∆−W . Therefore, in general, Corollary 1.6 cannot
be applied to ∆−W .
Remark 1.8. For M = Rn♯Rn, the connected sum of two copies of Rn, it follows from
[51] that if n ≥ 3 then there exists a non-constant harmonic function h with dh ∈ L2.
Thus, dh ∈ KerL2(~∆), and according to Lemma 1.18 below ( ~UE) cannot hold. For the
case n = 2 see Remark 1.11.
Remark 1.9. The interval
(
κ
κ−2 ,+∞
)
in Theorem 1.1, iii) is optimal, even in the scalar
case, as the following example demonstrates: consider a function u ∈ C∞(R3) such that
u(x) = |x|−1 for all |x| ≥ 1, u(x) > 0 for all x ∈ R3. Then the potential V = ∆uu is
smooth and compactly supported. Let M = R3 and L = ∆−V . Notice that κ = 3 hence
κ
κ−2 = 3. Moreover L is non-negative, (UEL) does not hold, and
KerLp(L) =
{ {0}, for 1 ≤ p ≤ 3,
6= {0} for p > 3.
This is proved in Proposition 3.2 below.
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In order to even define condition (K), one needs M to be non-parabolic. In the case
where M is parabolic, it is also relevant to ask for a condition on R− that ensures the
validity of (UEL). In this direction, we have the following partial result.
Theorem 1.10. Assume that M satisfies (VD) and (UE), and that L is strongly sub-
critical. Then
i) If ν < 2, then (UEL) holds.
ii) If ν = 2, then (VEVp,q,γ) (see [12] or Section 2 below) holds for all 1 < p ≤
q < +∞ and γ ∈ R. In particular, e−tL is uniformly bounded on Lp, for all
p ∈ (1,+∞).
This shows that when ν < 2, no smallness at infinity condition on R− is needed.
Theorem 1.10 improves upon the case κ < 2 in [12, Theorem 4.1.15], where a stronger
strong subcriticality assumption was made. Part i) also improves a result of Magniez [53],
who proved that under (VD), (UE), if L is strongly subcritical and ν ≤ 2, then the semi-
group e−tL is uniformly bounded on Lp, for all p ∈ (1,+∞). Statement ii) can also be
deduced from results of Magniez [53] and Assaad-Ouhabaz [3], but we provide a different,
shorter proof. We do not know whether or not the full Gaussian estimates (UEL) hold
in the case ν = 2 (but we suspect that they do not, without additional assumptions on
R−). Let us mention also that it follows from the techniques in [3] and [53], together
with results of [12], that if ν > 2 and L is (1 − η)-strongly subcritical, then (VEVp,q,γ)
holds for all p′0 < p ≤ q < p0, p0 = 2ν(ν−2)(1−√1−η) , and γ ∈ R. Compare with the case
κ ≥ 2 in [12, Theorem 4.1.15].
Remark 1.11. When ν = κ = 2, one can ask what is the relationship between ( ~UE), the
strong subcriticality of L, and the condition KerLp(~∆) = {0} for some values of p. Notice
that when κ = 2, the condition KerLp(~∆) = {0}, p ∈
(
κ
κ−2 ,∞
)
becomes empty. Thus,
the exponent κκ−2 may have to be replaced by another exponent. The following example
provides a useful insight in this respect: take M = R2♯R2, the connected sum of two
Euclidean planes. Then, on M the Laplacian on 1-forms ~∆ is not strongly subcritical,
and does not satisfy ( ~UE). Also,
KerLp(~∆) 6= {0}, p > 2,
and if moreover the gluing of the two planes is done in such a way that M has genus 0,
then
KerL2(~∆) = {0}.
See Proposition 3.3 for a proof of these facts and compare with Remark 1.9. Given this
example, one can ask the following question: does the strong subcriticality of L together
with KerLp(L) = {0}, p ∈ (2,∞) imply (UEL) on a manifold with quadratic volume
growth (such as R2)?
It is worth stating Theorem 1.1 in the particular case where L = ∆k, the Hodge
Laplacian acting on k-forms:
Corollary 1.12. Let M be a complete non-compact connected manifold satisfying (VD)
and (DUE), such that the negative part of the curvature operator Rk satisfies condition
(K). Assume also (VLκ) for some κ > 2. Then the heat kernel of ∆k satisfies ( ~UEk) if
and only if KerLp(∆k) = {0}, for some (any) p ∈
(
κ
κ−2 ,∞
)
. In particular, if κ > 4, the
heat kernel of ∆k satisfies ( ~UEk) if and only if KerL2(∆k) = {0}.
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The result of Corollary 1.12 for the Hodge Laplacian acting on 1-forms has important
consequences in terms of further estimates for pt and L
p-boundedness of the Riesz trans-
form. Indeed, it has been observed in [25, Section 5.2] that ( ~UE) together with (VD) and
(UE) implies the following Gaussian estimate for the gradient of the heat kernel:
|∇xpt(x, y)| . 1√
tV (x,
√
t)
exp
(
−d
2(x, y)
ct
)
, ∀ t > 0, a.e. x, y ∈M. (G)
It is well-known (see for instance [52]) that (G) together with (VD) and (DUE) implies
the Gaussian heat kernel lower bound. It is also known (see [4]) that (G) has in turn
important consequences for the boundedness of the Riesz transform on Lp (in our case
where a Gaussian estimate on 1-forms is available, the boundedness of the Riesz transform
follows also more easily from [62]). Let us introduce, for 1 < p < +∞, the inequality
‖|∇u|‖p . |‖∆1/2u‖p, ∀u ∈ C∞0 (M), (Rp)
which is equivalent to the Riesz transform d∆−1/2 being bounded on Lp. We also intro-
duce the reverse inequality:
‖∆1/2u‖p . ‖|∇u|‖p, ∀u ∈ C∞0 (M), (RRp)
as well as the combination of (Rp) and (RRp):
‖|∇u|‖p ≃ ||∆1/2u||p, ∀u ∈ C∞0 (M). (Ep)
The main result of [4] is that (G) together with (VD) and (DUE) (in fact it has been
shown later in [27] that (DUE) is implied by the other two assumptions) implies (Ep) for
all p ∈ (1,∞), hence we have the following consequence of Corollary 1.12:
Corollary 1.13. Let (M,µ) be a weighted, complete non-compact connected manifold
satisfying (VD) and (UE). Recall the weighted Ricci tensor Ricµ := Ric−Hf , if µ = efν.
Assume that (Ricµ)− satisfies condition (K). Assume moreover that M satisfies (VLκ)
for some κ > 2, and that KerLp(~∆µ) = {0} for some p ∈ ( κκ−2 ,∞). Then:
(1) The heat kernel on functions also satisfies Gaussian upper and lower bounds, i.e.
(LY ) holds; equivalently, the scale-invariant Poincare´ inequalities (P ) hold.
(2) The Gaussian estimate for the gradient of the heat kernel (G) holds.
(3) (Ep) holds for all p ∈ (1,∞).
Remark 1.14. More generally, the conclusions of Corollary 1.13 hold if one only as-
sumes that M is non-parabolic, satisfies (VD), (UE), and (Ricµ)− satisfies (K) and ~∆µ
is strongly subcritical (see Remark 1.5). It also holds if M satisfies (VD), (UE), ν < 2
and ~∆µ is strongly subcritical (see Theorem 1.10).
We can also deduce a boundedness result for the Riesz transform on k-forms; first let
us introduce some elements of Hodge theory on non-compact manifolds. Define Hk2 (M),
the k-th space of reduced L2 cohomology, by
Hk2 (M) =
{ω ∈ L2(ΛkT ∗M) ; dω = 0}
cl(dC∞0 (Λk−1T ∗M))
,
where cl denotes the closure for the L2 norm. Define Hk(M) to be the space of L2
harmonic k-forms, that is the space of ω ∈ L2(ΛkT ∗M) such that ∆kω = 0 (a priori
in the distribution sense, and a posteriori in the C∞ sense by elliptic regularity). It is
known that
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Hk2 (M) ≃ Hk(M) = {ω ∈ L2(ΛkT ∗M) ; dω = d∗ω = 0},
where dω and d∗ω are meant in the distribution sense (see [30]).
Corollary 1.15. Let M be a complete non-compact connected manifold satisfying (VD),
(UE), and (VLκ) for some κ > 4. Let Rk be the curvature operator so that the Bochner
formula for the Hodge Laplacian on k-forms writes ∆k = ∆¯ + Rk. Assume that (Rk)−
satisfies condition (K), and that Hk2 (M) = {0}. Then the Riesz transform on k-forms
(dk + d
∗
k−1)∆
−1/2
k is bounded on L
p, for all p ∈ (1, 2]. If moreover (Rk+1)− (resp.
(Rk−1)−) satisfies (K) and Hk+12 (M) = {0} (resp. Hk−12 (M) = {0}), then dk∆−1/2k
(resp. d∗k−1∆
−1/2
k ) is bounded on L
p, for all p ∈ (1,∞).
Of course, there is a corresponding statement in the case 2 < κ ≤ 4 where the condition
KerLp(∆k) = {0} appears instead of Hk2 (M) = {0}. There is also a weighted version of
Corollary 1.15. We leave it to the reader.
The result of Corollary 1.15 is useful because one knows how to compute the reduced
L2 cohomology of M in several important cases, for example if M is asymptotically
Euclidean, or flat outside a compact set (see [16] and references therein). However, let
us point out that the conditions Hk−12 (M) = H
k
2 (M) = H
k+1
2 (M) = {0} are not optimal
to obtain the boundedness of the Riesz transform on k-forms: for example, for k = 0
Corollary 1.15 states that the Riesz transform is bounded on all the Lp spaces, on an
asymptotically Euclidean manifold (of dimension > 4) if H12 (M) = {0}. By results of
[15], one knows how to compute H12 (M). Indeed, the asymptotically Euclidean manifold
M is diffeomorphic to a compact manifolds with b punctures, i.e. M ≃ M¯ \ {p1, · · · , pb},
and each pi corresponds to an end of M ; then
dim(H12 (M)) = b1(M¯ ) + b− 1,
so that H12 (M) = {0} if and only if M has only one end, and b1(M¯), the first Betti
number of the compact manifold M , is zero. However, it follows from [19] that for
an asymptotically Euclidean manifold, the boundedness on all Lp spaces of the Riesz
transform is equivalent to M having only one end. Therefore, the condition b1(M¯) = 0
is superfluous.
Let us also mention that boundedness results for the Riesz transform on forms on
asymptotically conic manifolds are presented in the recent paper [46].
Finally, we prove a boundedness result for the Riesz transform on functions d∆−1/2
that allows the presence of harmonic 1-forms. It extends [33, Theorem 5] to manifolds
satisfying (VD) and (UE).
Theorem 1.16. Let M be a complete non-compact connected manifold satisfying (VD)
and (UE), and such that Ric− satisfies (K). Assume also that (VLκ) holds for some
κ > 3. Then the Riesz transform d∆−1/2 is bounded on Lp for all p ∈ (1, κ).
In particular, in the case where M is the connected sum of two Euclidean spaces Rn,
n > 3, one recovers the main result of [19].
Remark 1.17. As a consequence of Theorem 1.16, if M satisfies (VD) and (UE), and is
such that Ric− satisfies (K), then the Riesz transform is bounded on Lp, for all p ∈ (1, δ),
where
δ = sup{κ ; (VLκ) holds},
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provided δ > 3. If furthermore M satisfies the local Poincare´ inequality (Ploc), it follows
from [34] that δ is equal to the parabolic dimension of M , that is the infimum of p’s such
that M is p-parabolic. The interval (1, δ) for the boundedness of the Riesz transform is
actually sharp, without further assumption on M , as follows from [18, Theorem B]. We
point out that the parabolic dimension has recently proved to be a relevant exponent in
problems related to the Riesz transform: see [32] (gluing results for the Riesz transform),
[18] (Riesz transform on manifolds having quadratic curvature decay), and [34] (Riesz
transform of Schro¨dinger operators).
1.3. Strategy for the proof of the main result. Let us now explain the ideas involved
in the proof of Theorem 1.1. First, the implication i)⇒ iii) is easy enough and we give
its proof right away:
Lemma 1.18. Let M be a non-compact Riemannian manifold satisfying (VD), E a
vector bundle with basis M , and L a generalised Schro¨dinger operator on E. If (UEL)
holds, then, for every 1 ≤ p < +∞,
KerLp(L) = {0}.
Proof. Assume (UEL). As a consequence, e−tL is uniformly bounded on Lp, for all p ∈
[1,∞]. Fix p ∈ [1,∞), and assume ω ∈ DLp(L) satisfies Lω = 0. Then
d
dt
(
e−tLω
)
= 0,
in Lp, which implies that for every t ≥ 0,
e−tLω = ω.
Let x ∈M . By (UEL),
|ω(x)| = |e−tLω(x)| ≤ C
V 1/p(x,
√
t)
||ω||p.
Letting t → +∞, one concludes that ω(x) = 0. Since x is arbitrary, one gets ω ≡ 0.
This shows that KerLp(L) = {0}. 
The implications from iii) to ii) and from ii) to i) will rely in a crucial way on a
decomposition of the operator L: we will consider L as the rough Laplace operator
∆¯, plus R+, minus R− outside a compact set (which is small in some sense thanks to
condition (K)) perturbed by a compactly supported part of R−.
More precisely, let K0 be given by condition (K). Let W0 and W∞ be the sections of
the vector bundle End(E) respectively given by
x→W0(x) = 1K0(x)R−(x)
and
x→W∞(x) = 1M\K0R−(x).
We shall also denote by W0 and W∞ the associated operators on sections of E. Set
H = ∆¯ +R+ −W∞, (1.6)
so that
L = H−W0.
That is, L can be seen as H, perturbed by the compactly supported W0. We will some-
times write W1/20 : by that, we mean that at every point x in M , we take the square root
of the non-negative, self-adjoint endomorphism W0(x) of Ex, the fiber at x. Let us now
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detail the ideas of the proof of iii)⇒ ii) and ii)⇒ i) of Theorem 1.1. Here and in the rest
of the paper, ‖T‖p→q, 1 ≤ p, q ≤ +∞, will denote the norm of a linear operator T from
Lp(E,µ) to Lq(E,µ), E being a vector bundle on M .
• The implication ii)⇒ i) entails five steps:
(1) By domination theory and condition (K), one transfers Gaussian estimates
from (e−t∆)t>0 to (e−tH)t>0 (Proposition 2.3). It follows by [12] that
sup
t>0
||(I + tH)−1V 1/p√
t
||p→∞ < +∞,
for all p > ν/2.
(2) By a general functional analytic statement (Theorem 2.1) in the spirit of [12],
one sees that the same resolvent estimates for L instead of H would yield
Gaussian estimates for (e−tL)t>0, i.e. i).
(3) Thanks to the perturbation formula
(1 + tL)−1 = (I − (1 + tH)−1tW0)−1(1 + tH)−1,
one passes from the above resolvent estimates on H to the desired resolvent
estimates on L as soon as
sup
λ>0
||(I − (H + λ)−1W0)−1||∞→∞ < +∞.
The latter fact is obtained in Proposition 4.1, whose proof consists in the
following two steps (4) and (5).
(4) By non-parabolicity of M , one deduces that A0 =W1/20 H−1W1/20 is compact
on L2, and under ii) A0 has spectral radius strictly less than one (see Lemma
4.7).
(5) Consider the operators
Bλ = (H + λ)−1W0, λ ≥ 0.
Then, for all λ ≥ 0, Bλ acting on L∞ is compact (Lemma 4.3) and its
spectrum is related to the spectrum of A0. In particular, Bλ has spectral
radius strictly less that one (Lemma 4.8). By a Neumann series argument,
this implies that (I − (H + λ)−1W0)−1 is a well-defined, uniformly bounded
operator on L∞, which finishes the proof.
• For the implication iii)⇒ ii), one has three steps:
(1) The first one is that, under (V p) and non-parabolicity of M , KerLp(L) = {0}
implies KerH10 (L) = {0}, where H10 is a natural Sobolev space associated to
the quadratic form of H. This is Lemma 3.1.
(2) The second one is the fact that if M is non-parabolic, then KerH10 (L) = {0}
is equivalent to the compact operator A0 having L2 norm smaller than one
(see Lemma 4.7).
(3) The estimate ‖A0‖2→2 < 1 discussed in point (2) is equivalent to the strong
subcriticality of L, that is condition ii).
1.4. Plan of the paper. In Section 2, we present a general functional analytic statement
in the spirit of [12], Theorem 2.1, which yields Gaussian estimates from resolvent estimates
for a general semigroup.
In Section 3, we study L-harmonic sections.
In Section 4, we prove the Lp → L∞ estimates of the resolvent of L that are needed
for the proof of Theorem 1.1.
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In Section 5, we put the results of Sections 2, 3 and 4 together to conclude the proof
of Theorem 1.1.
In Section 6, we prove some related results and consequences of Theorem 1.1, namely
Theorem 1.10 and Corollary 1.15.
Finally, in Section 7, we prove a consequence of Theorem 1.1 for the Riesz transform,
namely Theorem 1.16.
2. Resolvents and semigroups
This section will be devoted to a new version of the main result in [12], which is of
independent interest. The new idea with respect to [12] is that we iterate instead of
extrapolating, which enables us to get rid of the assumption of uniform boundedness of
the semigroup on L1. For the heat kernel on functions the latter is given by the Markov
property, but in the case of forms it cannot be taken for granted.
Let L be a generalised Schro¨dinger operator acting on sections of E. We recall some
notation that has been introduced in [12]: for 1 ≤ p ≤ q ≤ ∞ and γ ∈ R, we consider
sup
t>0
‖V γ√
t
(I + tL)−1V δ√
t
‖p→q < +∞ (VRVp,q,γ)
and
sup
t>0
‖V γ√
t
e−tLV δ√
t
‖p→q < +∞, (VEVp,q,γ)
where, in both estimates, δ is defined by γ + δ = 1p − 1q . It follows from [12, Corollary
2.1.7] that if e−tL has Gaussian estimates (UEL), then both (VRVp,q,γ) and (VEVp,q,γ)
hold for all admissible values of the parameters. Using an extrapolation argument, [12,
Theorem 1.2.1] provides a converse to that: it asserts that if (VEVp,q,γ) (resp. (VRVp,q,γ))
are satisfied for p = 2 and some q > 2, γ ∈ R (resp. q > 2, γ ∈ R with 2qq−2 > ν), and
if moreover e−tL is uniformly bounded on L1, then (UEL) holds. However, as we have
already pointed out, in our setting, due to the presence of R− it cannot be assumed a
priori that e−tL is uniformly bounded on L1. Nonetheless, we are able to overcome this
difficulty by using an iterative argument (instead of the usual extrapolation argument),
which first appeared in [33].
Note that in the following proof, we are going to use several results from [12, Section
4]. These statements are formally written for semigroups acting on functions. But the
extension to self-adjoint semigroups acting on vector bundles is straightforward. The
following statement could easily be formulated in a more abstract setting, namely vector
bundles on doubling metric measure spaces endowed with operators satisfying the Davies-
Gaffney estimates. We leave this to the reader and stick to the Riemannian case.
Theorem 2.1. Let M be a complete Riemannian manifold satisfying (VD), E a vector
bundle on M , and L a generalised Schro¨dinger operator on E. Let 1 ≤ pˆ < +∞. If
sup
t>0
‖(I + tL)−1V 1/p√
t
‖p→∞ < +∞, (RVp,∞)
for all pˆ ≤ p < +∞, then (UEL) holds.
Proof: Choose p¯ = 2(n − 1) ≥ pˆ, when n ≥ 2 is an integer. By assumption (RVp¯,∞)
holds. By duality
sup
t>0
‖V 1/p¯√
t
(I + tL)−1‖1→p¯′ < +∞, (VR1,p¯′)
and by complex interpolation for the family of operators
GAUSSIAN HEAT KERNEL ESTIMATES: FROM FUNCTIONS TO FORMS 17
Tz = V
z
p¯
+(1−z)
√
t
e−tLV
−z+ 1−z
p√
t
, 0 ≤ ℜ(z) ≤ 1,
one obtains (see also [12, Proposition 2.1.5])
sup
t>0
‖V γ√
t
(I + tL)−1V δ√
t
‖p→q < +∞ (VRVp,q,γ)
for any p, q such that 1 ≤ p ≤ p¯, p¯′ ≤ q ≤ +∞, 1p − 1q = γ + δ = 1p¯ , and γ = 1(p¯−1)q .
Next consider the finite sequence 2 = p1 < p2 < . . . < pn =∞ such that 1pk −
1
pk+1
= 1p¯ ,
in others words 1pk =
1
2 − k−1p¯ , for k ∈ {1, 2, . . . , n}. We can choose p = pk, q = pk+1 and
γ = γk :=
1
p¯−1
(
1
2 − kp¯
)
in (VRVp,q,γ), which yields
sup
t>0
‖V γk√
t
(I + tL)−1V δk√
t
‖pk→pk+1 < +∞, (2.1)
with γk + δk =
1
p¯ , for all k ∈ {1, . . . n− 1}.
Let the function Φ on R be even and satisfy
sup
λ∈R
|(1 + λ2)nΦ(λ)| < +∞ (2.2)
as well as supp Φ̂ ⊂ [−1, 1].
We shall prove inductively that
sup
t>0
‖(I + tL)n−kΦ
(√
tL
)
V
γ′
k√
t
‖2→pk < +∞, (Ik)
for k ∈ {1, . . . n}, where γ′k = 1/2− 1/pk = k−1p¯ .
Note first that (I1), that is
sup
t>0
‖(I + tL)n−1Φ
(√
tL
)
‖2→2 < +∞,
follows from (2.2) and the spectral theorem.
Assume now (Ik) for k ∈ {1, 2, . . . , n−1}. By [12, Proposition 4.1.1 and Lemma 4.1.3],
‖(I + tL)n−(k+1)Φ(
√
tL)V γ
′
k+1√
t
‖2→pk+1
≤ ‖V γk√
t
(I + tL)n−(k+1)Φ(
√
tL)V γ
′
k+1−γk√
t
‖2→pk+1 .
Write
‖V γk√
t
(I + tL)n−(k+1)Φ(
√
tL)V γ
′
k+1−γk√
t
‖2→pk+1
≤ ‖V γk√
t
(I + tL)−1V δk√
t
‖pk→pk+1‖V −δk√t (I + tL)
n−kΦ(
√
tL)V γ
′
k+1−γk√
t
‖2→pk .
Again by [12, Proposition 4.1.1 and Lemma 4.1.3] ,
‖V −δk√
t
(I + tL)n−kΦ(
√
tL)V γ
′
k+1−γk√
t
‖2→pk
≤ ‖(I + tL)n−kΦ(
√
tL)V γ
′
k+1−γk−δk√
t
‖2→pk
= ‖(I + tL)n−kΦ(
√
tL)V γ
′
k+1− 1p¯√
t
‖2→pk
= ‖(I + tL)n−kΦ(
√
tL)V γ′k√
t
‖2→pk ,
hence, by (2.1) and (Ik), (Ik+1) follows. One has therefore (In), that is
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sup
t>0
‖Φ(
√
tL)V 1/2√
t
‖2→∞ < +∞.
Applying again [12, Proposition 4.1.1 and Lemma 4.1.3], we obtain
sup
t>0
‖V 1/2√
t
Φ(
√
tL)‖2→∞ < +∞. (2.3)
Next we consider the function Φ = Fa defined as the Fourier transform of the function
t → (1 − t2)a+ as in [12, Proposition 4.1.6]. As in the proof of [12, Proposition 4.1.6],
write, by spectral theory, ∫ +∞
0
sa+
1
2 e−s/4Fa(
√
stL) ds = e−tL.
Thus
‖V 1/2√
t
e−tL‖2→∞ ≤
∫ +∞
0
sa+
1
2 e−s/4‖V 1/2√
t
Fa(
√
tsL)‖2→∞ ds
≤ C
∫ +∞
0
sa+
1
2 e−s/4
(
1 +
1√
s
)κv/2‖V 1/2√
st
Fa(
√
tsL)‖2→∞ ds,
hence, for a large enough,
sup
t>0
‖V 1/2√
t
e−tL‖2→∞ ≤ C ′ sup
t>0
‖V 1/2√
t
Fa(
√
tL)‖2→∞,
which is finite by (2.3). Hence
sup
t>0
‖V 1/2√
t
exp(−tL)‖2→∞ < +∞,
that is, by [12, Corollary 2.1.2], (DUEL). The fact that (UEL) holds now follows from
Theorem 8.5 in the Appendix.

Actually, an adaptation of the proof of Theorem 2.1 allows us to prove the following more
general result:
Theorem 2.2. Let M be a complete Riemannian manifold satisfying (VD), and E a
vector bundle over M . Let L be a generalised Schro¨dinger operator acting on the sections
of E, and assume that
sup
t>0
‖(I + tL)−1V
1
p
− 1
q√
t
‖p→q < +∞ (RVp,q)
for some 2 ≤ p ≤ q < +∞. Then (VEVp1,q1,γ) holds for all γ ∈ R, q′ ≤ p1 < q1 ≤ q.
Notice that, contrary to Theorem 2.1, (RVp,q) is assumed to hold only for one particular
p, and not for all p˜ ≤ p <∞. The result of Theorem 2.2 might be useful for semigroups
that do not act on the full range of Lp spaces.
Proof. The proof uses similar ideas to those used in the proof of Theorem 2.1. We only
indicate what has to be changed. Interpolating (RVp,q) with (VRV2,2,0) (which holds by
the spectral theorem), one obtains (VRVr(θ),s(θ),γ(θ)) for all θ ∈ [0, 1], where
1
r(θ)
=
1− θ
2
+
θ
p
,
1
r(θ)
− 1
s(θ)
= θ
(
1
p
− 1
q
)
.
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By duality and interpolation, one obtains (VRVr,s,γ) for all s(θ)
′ ≤ r ≤ r(θ), 1r − 1s =
θ
(
1
p − 1q
)
and some γ ∈ R (depending on r). The iterative argument of the proof of
Theorem 2.1 now gives (VEV2,r,γ), for all γ ∈ R, q′ ≤ r ≤ q. By duality and interpolation,
one finally gets (VEVp1,q1,γ) for all γ ∈ R, q′ ≤ p1 < q1 ≤ q.

Let us now focus on the semigroup (e−tH)t>0.
Proposition 2.3. Assume that M satisfies (VD) and (DUE). Assume in addition that
R− satisfies condition (K) and let H be defined by (1.6). Then the heat kernel of H
satisfies the Gaussian estimates (UEH). In particular, H is non-negative on L2.
Proof: By domination theory (see [47]),
|e−tHω| ≤ e−t(∆−W∞)|ω|, (2.4)
where W∞(x) = ‖W∞(x)‖x = 1M\K0‖R−(x)‖x. It is therefore enough to prove Gaussian
upper estimates for the semigroup (e−t(∆−W∞))t>0. For λ ≥ 0,
(∆ + λ)−1(x, y) =
∫ +∞
0
e−λtpt(x, y) dt ≤ G(x, y),
hence
sup
x∈M
∫
M
(∆ + λ)−1(x, y)W∞(y) dµ(y) ≤ sup
x∈M
∫
M\K0
G(x, y)‖R−(y)‖y dµ(y).
Therefore condition (K) yields
sup
x∈M
∫
M
(∆ + λ)−1(x, y)W∞(y) dµ(y) < 1,
thus, as we already observed,
sup
λ≥0
‖(∆ + λ)−1W∞‖∞→∞ < 1.
It follows by a standard Neumann series argument that
sup
t>0
‖(I − (I + t∆)−1tW∞)−1‖∞→∞ < +∞. (2.5)
Now write the perturbation formula
(I + t(∆ −W∞))−1 = (I − (I + t∆)−1tW∞)−1(I + t∆)−1 (2.6)
and observe that by (DUE)
sup
t>0
‖(I + t∆)−1V 1/p√
t
‖p→∞ < +∞ (2.7)
for any p > ν/2 (see [12]). It follows from (2.5), (2.6) and (2.7) that
sup
t>0
‖ (I + t(∆ −W∞))−1 V 1/p√t ‖p→∞ < +∞.
for any p > ν/2. Theorem 2.1 then yields Gaussian estimates for (e−t(∆−W∞))t>0, hence
for (e−tH)t>0.
In particular, the operator e−tH is uniformly bounded with respect to t > 0 on L1,
L∞ hence on L2. Now, denoting by EH(−ε−1,−ε) the projection-valued measure on the
part of the spectrum of H lying in the interval (−ε−1,−ε), ε > 0, one has by the spectral
theorem that ||EH(−ε−1,−ε)||2→2 ≤ 1, and assuming that EH(−ε−1,−ε) 6= 0,
||e−tHEH(−ε−1,−ε)||2→2 ≥ eεt →∞ as t→∞.
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This implies that
||e−tH||2→2 ≥ eεt →∞ as t→∞,
which is a contradiction. Thus, EH(−ε−1,−ε) = 0, that is, the spectrum of H does not
intersect the interval (−ε−1,−ε). Since this is true for all ε > 0, one concludes that H is
non-negative.

Remark 2.4. In fact, using condition (K) and a Neumann series argument (see [34,
Lemma 3.5]), one can show that for ε small enough, ∆ − (1 + ε)W∞ is non-negative,
which implies that ∆ −W∞ is subcritical. Proposition 2.3 then also follows from [34,
Theorem 4.1].
As a straightforward consequence of Proposition 2.3 and [12, Corollary 2.1.7], one
obtains:
Lemma 2.5. Assume that M satisfies (VD) and (DUE). Assume in addition that R−
satisfies condition (K) and let H be defined by (1.6). Then we have the following weighted
estimates of the heat kernel and of the resolvent of H:
sup
t>0
‖e−tHV δ√
t
‖p→q < +∞ (EVp,q)
for any 1 ≤ p ≤ q ≤ ∞ and δ = 1p − 1q , and
sup
t>0
‖(I + tH)−1V δ√
t
‖p→q < +∞ (RVp,q)
for any 1 ≤ p ≤ q ≤ +∞ such that δ = 1p − 1q < 2ν .
This will be used in the proof of Theorem 1.1.
3. Strong subcriticality and L-harmonic sections
Introduce QH, the quadratic form associated to H:
QH(ω) =
∫
M
|∇ω|2+ < R+ω, ω > −
∫
M\K0
(R−ω, ω) ,
and denote by H10 the completion of C
∞
0 (E) for the norm ‖ω‖2QH = QH(ω). Note that
the space H10 depends on H, that is on L and on K0. Then define KerH10 (L) to be the set
of ω ∈ H10 , such that Lω = 0 in the distribution sense. We claim that if ε > 0 is small
enough so that
sup
x∈M
∫
M\K0
G(x, y)||R−(y)||y dy < 1− ε,
then for all ω ∈ C∞0 (E),
QH(ω) ≥ ε
∫
M
|∇ω|2. (3.1)
In order to prove this, consider the operator P = ∇∗∇ − (1 − ε)−1W∞. According
to Proposition 2.3, the heat kernel associated with P has Gaussian estimates, hence is
non-negative. In terms of quadratic forms, this means that for all ω ∈ C∞0 (E),
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(1− ε)
∫
M
|∇ω|2 −
∫
M\K0
(R−ω, ω) ≥ 0. (3.2)
Thus, (3.1) holds. Note that if K0 = ∅, this proves Remark 1.3.
Now, the non-parabolicity of M is equivalent to the existence of a positive function ρ
such that, for every u ∈ C∞0 (M), ∫
M
ρu2 ≤
∫
M
|∇u|2 (3.3)
(see e.g. [56]). Using (3.1), (3.3) and the Kato inequality (see e.g. [47, Proposition 2.2])
|∇ω| ≥ |∇|ω|| a.e., one obtains for all ω ∈ C∞0 (E),∫
M
ρ|ω|2 ≤ QH(ω). (3.4)
In particular, this shows that H10 injects into L
2
loc so it is a function space. Note that as
consequence of (3.4), KerL2(H) = {0}. Indeed, by self-adjointness, every element ω of
KerL2(H) lies in the domain of the quadratic form QH, and satisfy QH(ω) = 0, which by
(3.4) implies that ω ≡ 0. This allows us to define operators H−α, α > 0, by means of
the spectral theorem, namely as f(H), where f(x) = x−α for x > 0, and f(0) = 0; since
KerL2(H) = {0}, the spectral measure does not charge 0, and so the value of f at 0 does
not matter. Equivalently, one can use the heat kernel to define H−α:
H−α = 1
Γ(α)
∫ ∞
0
tα−1e−tH dt.
In the case α = 12 , there is yet another equivalent way to define H−1/2: the operator
H−1/2, defined by the spectral theorem, is an isometric embedding from C∞0 endowed
with the L2 norm, to H10 , and thus extends by density to a bounded operator from L
2
to H10 . It turns out that this operator is a bijective isometry from L
2 to H10 , and on
H10 ∩ L2 it coincides with the operator H−1/2 defined by the spectral theorem. See [31,
Section 3] for more details; the proofs are written for the scalar Laplacian, but use only
the self-adjointness and the inequality (3.3), so by (3.4) they easily adapt to the present
context.
Note that under condition (V∞) (which we recall under assumptions (VD) and (UE)
holds if and only ifM is non-parabolic), the operator H−1 has a well-defined, finite kernel
outside of the diagonal: indeed, using the fact that the heat kernel of H has Gaussian
estimates, and the formula
H−1 =
∫ +∞
0
e−tH dt,
it follows that for every x 6= y,
||H−1(x, y)||y,x ≤ C
∫ +∞
d2(x,y)
dt
V (x,
√
t)
< +∞.
Lemma 3.1. Assume M is non-parabolic and satisfies condition (V p) for some p ∈
[2,+∞]. Then
KerL2(L) ⊂ KerH10 (L) ⊂ KerLp(L).
In particular, if M is non-parabolic and satisfies (V 2), then
KerH10 (L) = KerL2(L).
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Proof: Let ω ∈ KerL2(L). By elliptic regularity, ω is C1,αloc for some α ∈ (0, 1). Then, in
the distribution sense,
Hω =W0 ω,
and sinceW0 has compact support, Hω ∈ L2. Hence, ω is in the domain of the quadratic
form QH associated to H. Therefore (see [31, Proposition 3.2]) ω ∈ H10 . We conclude
that KerL2(L) ⊂ KerH10 (L).
We now want to prove the inclusion KerH10 (L) ⊂ KerLp(L) if (V p) holds. Let ω ∈
KerH10 (L). Again, by elliptic regularity, ω is C
1,α
loc for all α ∈ (0, 1). Define
ω˜ = −H−1W0 ω.
We claim that ω = ω˜. That is to say, ω is the solution of the equation Hu = −W0 ω of
“minimal growth” at infinity. To see this, notice that since ω belongs to KerH10 (L), the
following holds in the distribution sense:
H(ω − ω˜) = 0.
Writing
ω˜ = H−1/2(H−1/2W1/20 )W1/20 ω,
and using the facts that H−1/2 : L2 → H10 , that H−1/2W1/20 is bounded on L2 (from the
fact that W0 has compact support and [31, Prop. 3.4], see also Lemma 4.5), and that
W1/20 ω ∈ L2, one gets that ω˜ ∈ H10 . Therefore, for every ϕ ∈ C∞0 (E),
0 =
∫
M (ω − ω˜,Hϕ)
=
∫
M
(H1/2(ω − ω˜),H1/2ϕ)
= 〈ω − ω˜, ϕ〉H10
Since by definition C∞0 (E) is dense in H
1
0 , one gets
ω = ω˜
in H10 . But by (3.4), H
1
0 injects into L
2
loc, hence ω = ω˜ almost everywhere. Since ω and
ω˜ are both C1,αloc , one gets that the equality ω = ω˜ holds pointwise on M . Thus,
ω = −H−1W0 ω. (3.5)
We claim that sinceW0 has compact support, by (V p) the operator H−1W1/20 is bounded
on Lp. Indeed,
H−1W1/20 =
∫ +∞
0
e−tHW1/20 dt,
hence
‖H−1W1/20 ‖p→p ≤
∫ 1
0
‖e−tHW1/20 ‖p→p dt+
∫ +∞
1
‖e−tHW1/20 ‖p→p dt.
Since W1/20 ∈ L∞loc, ‖W1/20 ‖p→p < +∞ and∫ 1
0
‖e−tHW1/20 ‖p→p dt ≤ C
∫ 1
0
‖e−tH‖p→p dt < +∞
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thanks to Proposition 2.3. Now, since W0 is supported in K0,∫ +∞
1
‖e−tHW1/20 ‖p→p dt ≤
∫ +∞
1
‖e−tH‖L1(K0)→Lp‖W1/20 ‖p→1 dt.
By (EVp,q), for a fixed x0 ∈ K0,
‖e−tH‖L1(K0)→Lp ≤
C[
V (x0,
√
t)
]1− 1
p
.
Finally ‖H−1W1/20 ‖p→p < +∞ by (V p).
Now if p = 2 this clearly finishes the proof. To conclude the argument for p > 2 we
note that ω ∈ L∞loc (since ω is C1,αloc for all α ∈ (0, 1)) and since W0 has compact support,
one gets that W1/20 ω is in particular in Lp. Therefore we conclude that ω˜ is in Lp. By
(3.5), we conclude that ω is in Lp. Consequently, we have shown that
KerH10 (L) ⊂ L
p.

We now prove the result that was claimed in Remark 1.9:
Proposition 3.2. Let u ∈ C∞(R3) such that u(x) = |x|−1 for all |x| ≥ 1, u(x) > 0 for
all x ∈ R3, and let V = ∆uu , and L = ∆ − V . Then L is non-negative, does not satisfy
( ~UE), and
KerLp(L) =
{ {0}, for 1 ≤ p ≤ 3,
6= {0} for p > 3.
Proof. Notice that u is a positive solution of Lv = 0. Therefore, by the Agmon-Allegretto-
Piepenbrink theorem (see [1]), L is non-negative. Clearly, u ∈ KerLp(L) for every p > 3,
which shows that for p > 3, KerLp(L) 6= {0}. By Lemma 1.18, KerLp(L) = {0} for all
p ∈ [1,∞) is necessary for the validity of ( ~UE); we can thus conclude that ( ~UE) does not
hold for L. It remains to show that for every 1 ≤ p ≤ 3, KerLp(L) = {0}. First, notice
that from the ultracontractivity bound ||e−t∆||p→∞ ≤ Ct−
3
2p , one has
||e−tL||p→∞ ≤ CeBtt−
3
2p ,
where B is an upper bound for V . In particular, it is finite for any fixed t > 0. Since any
element of KerLp(L) is invariant under e
−tL, this shows that
KerLp(L) ⊂ Lp ∩ L∞.
It is thus enough to prove that KerL3(L) = {0}. Let v ∈ KerL3(L). Define
g = ∆−1V v.
Then g satisfies ∆g = V v, therefore ∆(v − g) = 0. Since V is smooth and compactly
supported, V v is in L2. On R3, ∆−1 is bounded from L2 to L6, and therefore g− v ∈ L6.
But by a result of Yau [65], for any q ∈ (0,∞), there is no non-zero Lq harmonic function
on a complete manifold. As a consequence, v = g. Using the fact that the Green function
on R3 is (up to a multiplicative constant) |x− y|−1, one finds that if ∫M V (y)v(y) dy 6= 0
then as |x| → ∞,
g(x) ∼ |x|−1. (3.6)
Also, if
∫
M V (y)v(y) dy = 0, then as |x| → ∞,
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g(x) . |x|−2, (3.7)
If (3.6) is satisfied, v = g cannot be in L3, contradiction. Therefore, (3.7) is satisfied,
and this implies that
lim
|x|→∞
v(x)
u(x)
= 0.
We are going to prove that v ≡ 0. Let ε > 0. Take R > 0 big enough so that for all
|x| = R,
|v(x)| ≤ εu(x). (3.8)
Since L is non-negative, it satisfies the comparison principle on the ball of center 0 and
radius R, and given that v and u are both solutions of Lw = 0, one deduces from (3.8)
that for every |x| ≤ R,
|v(x)| ≤ εux).
Fix x ∈ R3, then for every ε small enough so that R > |x|, one has
|v(x)| ≤ εu(x).
Letting ε → 0, hence R → ∞, one finds that v(x) = 0. Since this is true for all x ∈ R3,
v ≡ 0. As a consequence,
KerL3(L) = {0}.

To conclude this section, we prove the result that was claimed in Remark 1.11.
Proposition 3.3. Let M = R2♯R2, be a connected sum of two Euclidean planes. Then
the Hodge Laplacian on 1-forms ~∆ is not strongly subcritical, and for every p > 2,
KerLp(~∆) 6= {0}.
If moreover the gluing is made in such a way that M has genus zero, then
KerL2(~∆) = {0}.
Proof. It follows from a result of Magniez [53] that since ν = 2 for M , if ~∆ were strongly
subcritical, then d∗~∆−1/2 would be bounded on Lp for all p ∈ (1, 2]. This would imply
by duality that the Riesz transform d∆−1/2 on functions is bounded on Lp, p ∈ [2,∞),
which is known to be false (see [19]). Thus, ~∆ cannot be strongly subcritical.
Let us now prove the two statements concerning KerLp(~∆). We first observe that there
is a compact set K such that M \K is isometric to two copies of R2 \ D, where D is the
disk of center zero and radius, say, 1. Applying the Mo¨bius transformation f(z) = 1/z
on each copy of R2 \D, we see that M \K is conformally equivalent to the disjoint union
of two Euclidean unit disks, punctured at their center. We can thus compactify M by
adding the two punctures p and q, and obtain a compact Riemann surface (Σ, g) such
that M is conformal to (Σ \ {p, q}, g). Moreover, the metric g coincide with the standard
spherical metric on a neighborhood of p and of q. By general theory of Riemann surfaces
(see e.g. [37], p.51), there exists a meromorphic (complex) differential η on Σ2, that is
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holomorphic on Σ2 \ {p, q} and has singularity dzz at p, and −dzz at q. It gives rise to a
meromorphic differential η˜ on M , with the following asymptotics:
η˜(ξ) ∼ ∓dξ
ξ
, ξ → ±∞M , (3.9)
where “going to +∞M” means going to infinity in the copy of R2 corresponding to p,
and “going to −∞M” means going to infinity in the copy of R2 corresponding to q.
Considering ω = η˜ + ¯˜η, one obtains a (real) harmonic 1-form on M , and from (3.9), it is
obvious that ω ∈ Lp, for all p > 2. Thus, we have proved that
KerLp(~∆) 6= {0}, p > 2.
We finally prove the statement concerning KerL2(~∆). The fact that M has genus zero
means that Σ is topologically a two-dimensional sphere S2. Thus, M is conformal to
a sphere with two punctures (S2 \ {p, q}, g). By conformal invariance of the Dirichlet
integral, every harmonic 1-form ω on M with a finite L2 norm gives rise to a harmonic
1-form ω˜ on S2 \ {p, q}. Since ω˜ is in L2, by Weyl’s lemma its singularities at p and q are
removable, and thus ω˜ extends to a L2 harmonic 1-form on (S2, g). Since H1(S2,R), the
first De Rham cohomology group of S2 is trivial, the Hodge theorem implies that ω˜ ≡ 0,
and thus ω ≡ 0. This proves that KerL2(M) = {0}.

4. Spectral radius estimates
In order to obtain Gaussian estimates for (e−tL)t>0, a crucial step will be to pass from
(RVp,q) to a similar estimate for L, by writing, as in [33], the standard perturbation
formula:
(1 + tL)−1 = (I − (1 + tH)−1tW0)−1(1 + tH)−1,
that is, passing to the resolvent by setting λ = 1/t,
(L+ λ)−1 = (I − (H + λ)−1W0)−1(H + λ)−1. (4.1)
The term (H+λ)−1 is taken care of by Proposition 2.3. We now have to study the factor
(I − (H + λ)−1W0)−1. The key to prove Theorem 1.1 is the following:
Proposition 4.1. Assume that M satisfies (VD), (UE) and (V∞), and that KerH10 (L) =
{0}. Then the operator (I − (H + λ)−1W0)−1 is a well-defined bounded operator on L∞
and
sup
λ>0
‖(I − (H + λ)−1W0)−1‖∞→∞ < +∞.
To be able to prove Proposition 4.1 first we have to discuss a few preliminary observa-
tions. For λ ≥ 0, we introduce the two operators
Aλ =W1/20 (H + λ)−1W1/20
and
Bλ = (H + λ)−1W0.
There are two main ideas for the proof of Proposition 4.1: the first one is that the L∞
spectrum of Bλ is related to the L2 spectrum of Aλ. The second one is that the spectral
radius of Aλ being strictly less than 1 is equivalent to the strong subcriticality of L,
which will be shown to be equivalent to the more geometric condition KerH10 (L) = {0}.
The first idea goes back to the seminal work of B. Simon on Schro¨dinger operators in Rn
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(see [61, Lemma 3.9]), whereas the second one appears in [33], for manifolds satisfying a
global Sobolev inequality.
We now present a series of lemmas, which will be used in the proof of Proposition 4.1.
Lemma 4.2. Assume that M satisfies (VD), (UE) and (V∞), and that R− satisfies
condition (K). Let H be defined by (1.6). Then the kernel (H + λ)−1(x, y) converges
uniformly as λ→ 0+ to H−1(x, y) on compact sets of M2 \Diag(M), where Diag(M) :=
{(x, x);x ∈M}.
Proof : Notice first that ∫ ∞
1
dt
V (x0,
√
t)
≥
∫ ∞
1
dt
tν/2
,
so (V∞) implies ν > 2. Let K˜ be a compact set of M2 \Diag(M), and denote
d(K˜,Diag(M)) = µ > 0.
It is straightforward to check that d(x, y) ≥ µ if (x, y) ∈ K˜. Write
H−1(x, y)− (H + λ)−1(x, y) =
∫ +∞
0
(
1− e−λt
)
e−tH(x, y) dt,
By Proposition 2.3,
‖e−tH(x, y)‖y,x ≤ C
V (x,
√
t)
e−µ
2/Ct, (4.2)
for (x, y) ∈ K˜ and t > 0. But by (VDν),
V (x,
√
t) ≥ ctν/2V (x, 1) if t ≤ 1.
Let K¯ be the projection of K˜ on the first coordinate. Since K¯ is compact, there is a
constant c > 0 such that if (x, y) ∈ K˜ then
V (x, 1) ≥ c,
therefore
V (x,
√
t) ≥ c′tν/2 if t ≤ 1.
Now, for all (x, y) ∈ K˜,∥∥∥∥∫ 1
0
(
1− e−λt
)
e−tH(x, y) dt
∥∥∥∥
y,x
≤
∫ 1
0
(
1− e−λt
)
‖e−tH(x, y)‖y,x dt
≤
∫ 1
0
(
1− e−λt
)
t−ν/2e−µ
2/Ctdt < +∞,
which converges to 0 as λ→ 0+ by dominated convergence since∫ 1
0
t−ν/2e−µ
2/Ctdt < +∞.
Now for the integral from 1 to +∞. By (4.2),
‖e−tH(x, y)‖y,x ≤ C
V (x,
√
t)
for (x, y) ∈ K˜ and t ≥ 1. Fix x0 ∈M . By (VD) there exists CK¯,x0 such that
sup
x∈K¯
1
V (x,
√
t)
≤ CK¯,x0
V (x0,
√
t)
,
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hence for all (x, y) ∈ K˜∫ +∞
1
(
1− e−λt
)
‖e−tH(x, y)‖y,x dt ≤ C ′¯K,x0
∫ +∞
1
(
1− e−λt
) 1
V (x0,
√
t)
dt,
which converges to 0 as λ→ 0+ by dominated convergence thanks to condition (V∞). It
shows that
‖H−1(x, y)− (H + λ)−1(x, y)‖y,x → 0
as λ→ 0+, uniformly for (x, y) ∈ K˜ and concludes the proof of Lemma 4.2.

The following lemma is crucial for our study. It will be used first in the proof of Lemma
4.8, and again directly in the proof of Proposition 4.1.
Lemma 4.3. Under the assumptions of Lemma 4.2, for any λ ∈ [0,+∞), Bλ is compact
on L∞, supλ≥0 ‖Bλ‖∞→∞ < +∞, and the map λ 7→ Bλ ∈ L(L∞, L∞) is continuous on
[0,∞).
For the proof of Lemma 4.3, we shall use Lemma 4.2 as well as the following compact-
ness criterion, which follows from the Arzela`-Ascoli theorem (see [35, Corollary 5.1]):
Lemma 4.4. Let T be an integral operator with continuous kernel k(x, y). Assume that
there exists a compact subset K of M such that k(x, y) is supported in M ×K, and
lim
R→∞
sup
x∈M\B(x0,R)
∫
K
|k(x, y)| dµ(y) = 0,
for some x0 ∈M . Then T is compact on L∞.
Proof. Consider a family of functions ηR ∈ Cc(M), for all R > 1 such that, 0 ≤ ηR(x) ≤ 1
for all x ∈ M , ηR(x) = 1 for all x ∈ B(x0, R) and ηR(x) = 0 for all x /∈ B(x0, 2R). Let
TR be an integral operator with continuous kernel ηR(x)k(x, y). By hypothesis the norm
‖T −TR‖∞→∞ converges to zero when R goes to infinity. Hence it is enough to show that
the operators TR are compact for all R > 1. But every TR has continuous, compactly
supported kernel. If follows that the kernel is uniformly continuous and the standard
argument based on the Arzela`-Ascoli theorem shows that an operator with uniformly
continuous kernel is compact on L∞ (and in fact on any other Lp spaces). See e.g. [49,
Example 4.1].

Proof of Lemma 4.3: Let K0 be the compact set from condition (K). Decompose
Bλ = Tλ + Sλ = χ(H + λ)−1W0 + (1− χ)(H + λ)−1W0,
where χ ∈ C∞0 (M) is a cut-off function such that χ ≡ 1 on
K1 := {x , d(x,K0) ≤ 1}.
The reason why we introduce Tλ is the following: the kernel of Bλ is C1,αloc , α ∈ (0, 1),
outside the diagonal, and singular on the diagonal. The operator Tλ captures the “near-
diagonal” part of Bλ.
Step 1: we start by showing that
sup
λ≥0
‖Tλ‖∞→∞ < +∞, (4.3)
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Tλ is compact on L∞ for every λ ≥ 0, and the map λ 7→ Tλ ∈ L(L∞, L∞) is continuous
at λ = 0. Write
Tλ =
∫ +∞
0
e−tλχe−tHW0 dt,
so that
‖Tλ‖∞→∞ ≤
∫ +∞
0
‖χe−tHW0‖∞→∞ dt.
We split the integral into
∫ 1
0 +
∫ +∞
1 , and estimate both terms. Since by Proposition 2.3,
‖e−tH‖∞→∞ ≤ C, so that ∫ 1
0
‖χe−tHW0‖∞→∞ dt < +∞.
Also,∫ +∞
1
‖χe−tHW0‖∞→∞ dt
≤
∫ +∞
1
‖χ‖∞‖e−tH‖L1(K0)→L∞(K1) dt×
∫
K0
‖W0(x)‖x dµ(x).
But
∫
K0
‖W0(x)‖x dµ(x) is finite since W0 ∈ L∞. Write
‖e−tH‖L1(K0)→L∞(K1) = sup
x∈K1,y∈K0
‖e−tH(x, y)‖y,x.
As in Lemma 4.2∫ +∞
1
sup
x∈K1,y∈K0
‖e−tH(x, y)‖y,x dt ≤ CK0,K1
∫ +∞
1
1
V (x0,
√
t)
dt < +∞,
where x0 ∈ K1 is a point that is fixed. Therefore∫ +∞
1
‖χe−tHW0‖∞→∞ dt < +∞.
Consequently,
sup
λ≥0
‖Tλ‖∞→∞ < +∞.
Let us prove now that the map λ 7→ Tλ ∈ L(L∞, L∞) is continuous for all λ ∈ [0,+∞).
We have
‖Tλ′ − Tλ′′‖∞→∞ ≤
∫ +∞
0
(e−λ
′t − e−λ′′t)‖χe−tHW0‖∞→∞ dt.
We have just seen that
∫ +∞
0 ‖χe−tHW0‖∞→∞ dt < +∞. It follows by the dominated
convergence theorem that
lim
λ′→λ′′
‖Tλ′ − Tλ′′‖∞→∞ = 0.
Let us now show that Tλ is compact on L∞.
Using local Ho¨lder regularity estimates (see e.g. [39, Theorem 8.24]) for solutions of
(H + λ)u =W0f and the fact that (H+ λ)−1W0 sends L∞ to L∞loc (by the arguments in
Step 1), one obtains in a similar way as above:
‖Tλf‖Cα ≤ C‖f‖∞.
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By the Arzela`-Ascoli theorem the embedding Cαloc →֒ L∞ is compact, and thus Tλ is
compact on L∞. This concludes the first part of the proof of Lemma 4.3.
Step 2: let us now turn to Sλ, and show that Sλ is a compact operator on L∞, that
sup
λ≥0
‖Sλ‖∞→∞ < +∞,
and that the map λ 7→ Sλ is continuous at λ = 0. By Proposition 2.3, the heat kernel of
H has Gaussian estimates. Using the expression (H+λ)−1 = ∫ +∞0 e−λte−tH dt, it follows
that the kernel of (H + λ)−1 can be estimated by:
||(H + λ)−1(x, y)||y,x ≤ C
∫ +∞
d2(x,y)
dt
V (y,
√
t)
,
where C is independent of λ. Now, Sλ(x, y) = 0 unless y ∈ K0 and x 6∈ K1, in which case
d(x, y) ≥ 1. Thus
‖Sλ(x, y)‖y,x ≤ C
∫ +∞
1
dt
V (y,
√
t)
≤ C ′
∫ +∞
1
dt
V (y0,
√
t)
,
where y0 ∈ K0 is fixed. By V∞, the above integral is finite. Finally
||Sλ||∞→∞ ≤ C
for some constant C independent of λ.
Also, since
lim
x→∞ ||Sλ(x, y)||y,x = 0,
uniformly for y ∈ K0, and since by elliptic regularity Sλ(x, y) is C1,α (since it has support
outside of the diagonal), Lemma 4.4 implies that Sλ is compact on L∞. Let us show
that λ 7→ Sλ is continuous at λ = 0. First, notice that for every ε > 0, there exists
K0 ⋐ Kε ⋐M such that for every λ ≥ 0,
‖χM\KεSλ‖∞→∞ ≤ ε.
Together with the fact that the kernel (H+λ)−1(x, y) converges toH−1(x, y) uniformly on
compact sets of M2 \Diag(M) (see Lemma 4.2), this implies that λ 7→ Sλ ∈ L(L∞, L∞)
is continuous at λ = 0.
Step 3: finally, let us prove the continuity of λ 7→ Bλ ∈ L(L∞, L∞) at a point λ0 > 0.
Write
‖(H + λ0)−1W0 − (H + λ)−1W0‖∞→∞ = |λ− λ0| ‖(H + λ)−1(H + λ0)−1W0‖∞→∞.
Take |λ− λ0| ≤ |λ0|2 , then
‖(H + λ)−1‖∞→∞ ≤ C
λ
≤ 2C
λ0
.
Since ‖(H + λ0)−1W0‖∞→∞ ≤ C, we get that for λ close enough to λ0,
‖(H + λ)−1(H + λ0)−1W0‖∞→∞ ≤ C.
Thus,
lim
λ→λ0
‖(H + λ0)−1W0 − (H + λ)−1W0‖∞→∞ = 0,
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which shows the claim.
Let us now present a lemma which is an adaptation of [31, Corollary 3.1, Proposition
3.5] and of the proof of [31, Theorem 3.1] to the case of generalised Schro¨dinger operators
acting on sections of a vector bundle:
Lemma 4.5. Assume that M is non-parabolic. Then, for all λ ≥ 0, the operators (H +
λ)−1/2W0 and W0(H + λ)−1/2 are compact on L2, and adjoint to each other.
Proof. We only explain how to prove the compactness in L2 of the operator U0 =
W0H−1/2. Once this is done, the compactness ofW0(H+λ)−1/2 follows from the formula
W0(H + λ)−1/2 = U0H1/2(H + λ)−1/2,
and from the fact that (H+ λ)−1/2 is a contraction on L2, by the spectral theorem. The
other claims of the Lemma are then proved following [31], using only functional analysis
arguments that generalize easily to the case of generalised Schro¨dinger operators, acting
on sections of a vector bundle. Let us just mention that the fact that the operators
W0H−1/2 and H−1/2W0 are adjoint one another is not completely obvious, because it is a
non-trivial fact that H−1/2W0 is bounded on L2. See [31, Proposition 3.4] and the proof
of [31, Theorem 3.1] for more details.
Now, let us come back to U0. First, by definition of H10 ,
H−1/2 : L2 → H10
is an isometry. Next, recall that by (3.1) and (3.4),
H10 →֒ W˜ 1,2loc ,
where
W˜ 1,2loc := {ω ∈ L2loc ; ∇ω ∈ L2loc}.
We claim that
W˜ 1,2loc =W
1,2
loc , (4.4)
whereW 1,2loc is defined as the space of ω with ω◦ϕ ∈W 1,2(RN ), for every local trivialization
ϕ : B × Rm ⊂ Rn+m → E of the vector bundle E → M . Here, n is the dimension of M ,
m is the dimension of a fiber of E, and B is the unit ball in Rn. Obviously, W 1,2loc ⊂ W˜ 1,2loc .
For the converse, let us take a local trivialization ϕ : B × Rm ⊂ Rn+m → E of E → M ,
around a point p ∈ M ; in the natural coordinates induced by ϕ, every section ω of E
writes ω =
∑m
j=1 ω
jej , for some basis e1, . . . , em of R
m, and ∇ω writes
∇ω =
m∑
k=1
(dωk +
m∑
j=1
Akjω
j)ek,
where the matrix (Akj (x))1≤j,k≤m depends on the connection ∇, and is smooth in x ∈M .
Assuming that ω is in W˜ 1,2loc , one has A
k
jω
jek ∈ L2(B), and thus dωj ∈ L2(B) for all j.
Thus, ω is in W 1,2loc , and we conclude that (4.4) holds. Therefore, one obtains
H−1/2 : L2 → H10 →֒ W 1,2loc .
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By the Rellich-Kondrachov theorem, the embedding
W 1,2(K0) →֒ L2(K0)
is compact, and since W0 is L∞ and has (compact) support included in K0, the compo-
sition
H−1/2W0 : L2 → L2(K0)
is compact.

We will also need the following result, which follows from arguments used in [33,
Definition 6], that remain valid even if M does not satisfy a global Sobolev inequality:
Lemma 4.6. Assume that M is non-parabolic. Then the following are equivalent:
i) There exists η > 0 such that
||H−1/2W0H−1/2||2→2 ≤ 1− η.
ii) L is strongly subcritical.
iii) KerH10 (L) = {0}.
Proof. Notice that by Lemma 4.5, the operator
H−1/2W0H−1/2 = (H−1/2W1/20 )(W0H−1/2)
is self-adjoint, compact on L2. Then, mutatis mutandis, the proof of [33, Definition 6]
(see also [33, Remark 2]) applies, and shows the equivalence of i) and iii). For the sake
of completeness, let us detail a bit more: for u ∈ L2, define ω = H−1/2u ∈ H10 . Then
(H−1/2W0H−1/2u, u) ≤ (u, u) ⇔ (H−1/2W0 ω,H1/2ω) ≤ (H1/2ω,H1/2ω)
⇔ (W0 ω, ω) ≤ (Hω, ω).
The latter inequality is true since L = H−W0 is non-negative, hence
(H−1/2W0H−1/2u, u) ≤ ||u||2, u ∈ L2.
SinceH−1/2W0H−1/2 is self-adjoint, this yields ||H−1/2W0H−1/2||2→2 ≤ 1. SinceH−1/2W0H−1/2
is compact on L2, either 1 is eigenvalue of H−1/2W0H−1/2, or i) is satisfied for some η > 0.
But using that
L = H1/2(I −H−1/2W0H−1/2)H1/2,
it can be shown that H−1/2 is an isometry from KerL2(I −H−1/2W0H−1/2) to KerH10 (L).
Thus, 1 is an L2 eigenvalue of H−1/2W0H−1/2, if and only if KerH10 (L) 6= {0}, and this
proves that i) and iii) are equivalent.
Let us now prove the equivalence of i) and ii): first, let us assume ii), that is for some
ε > 0,
〈R−ω, ω〉 ≤ (1− ε)〈(∇∗∇+R+)ω, ω〉, ∀ω ∈ C∞0 (E).
Since
〈R−ω, ω〉 = 〈W0 ω, ω〉+ 〈W∞ ω, ω〉
≥ 〈W0 ω, ω〉,
one gets
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〈W0 ω, ω〉 ≤ (1− ε)〈(∇∗∇+R+)ω, ω〉, ∀ω ∈ C∞0 (E).
As before, this implies that
〈H−1/2W0H−1/2u, u〉 ≤ (1− ε)||u||2, ∀u ∈ L2
and since H−1/2W0H−1/2 is self-adjoint on L2,
||H−1/2W0H−1/2||2→2 ≤ 1− ε,
that is, i) with η = ε. Conversely, assume that i) holds, then by the same argument, we
obtain
〈W0 ω, ω〉 ≤ (1− η)〈(∇∗∇+R+ −W∞)ω, ω〉, ∀ω ∈ C∞0 (E).
Therefore
〈R−ω, ω〉 = 〈W0 ω, ω〉+ 〈W∞ ω, ω〉 ≤ (1− η)〈(∇∗∇+R+)ω, ω〉+ η〈−W∞)ω, ω〉
for all ω ∈ C∞0 (E). By (3.2), there is ε > 0 such that
〈W∞ ω, ω〉 ≤ (1− ε)〈∇∗∇ω, ω〉,
so
〈R−ω, ω〉 ≤ (1− η + (1− ε)η)〈(∇∗∇+R+)ω, ω〉.
Setting
(1− η + (1− ε)η) = 1− α
with α > 0, one obtains that L is (1 − α)-strongly subcritical. This concludes the proof
that i) is equivalent to ii).

We will actually need the following slight variation of Lemma 4.6:
Lemma 4.7. Assume that M is non-parabolic. For every λ ≥ 0, the operator Aλ is
self-adjoint and compact on L2. Furthermore, the following are equivalent:
i) There is η ∈ (0, 1) such that for all λ ≥ 0,
‖Aλ‖2→2 ≤ 1− η.
ii) L is strongly subcritical.
iii) KerH10 (L) = {0}.
Proof: Denote Uλ = (H + λ)−1/2W1/20 . Then by Lemma 4.5, U∗λ = W1/20 (H + λ)−1/2,
and noticing that
Aλ = U∗λUλ,
one concludes by Lemma 4.5 that Aλ is self-adjoint, compact on L2. Let us now observe
that, since ‖U∗λUλ‖2→2 = ‖U∗λ‖22→2 , for any ε > 0, the following two conditions are
equivalent:
‖Aλ‖2→2 ≤ (1− ε)2, ∀λ ≥ 0,
and
‖U∗λ‖2→2 ≤ 1− ε, ∀λ ≥ 0.
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Remarking that U∗λ = U0H1/2(H+λ)−1/2, and that H1/2(H+λ)−1/2 is contractive on L2
by the spectral theorem, it follows that the latter condition is equivalent to
‖U0‖2→2 ≤ 1− ε,
that is
‖A˜0‖2→2 ≤ (1− ε)2, (4.5)
where
A˜0 = U0 U∗0 = H−1/2W0H−1/2.
Thus, i) is equivalent to (4.5). By Lemma 4.6, (4.5) holds for some ε > 0 if and only if
ii) or iii) hold, which proves the claim.

Let us now recall some notation about the spectrum of a bounded linear operator. If
T is a bounded operator on Lp, p ∈ [1,∞], denote by σp(T ) the spectrum of T . Also,
denote by
rp(T ) = max{|µ| , µ ∈ σp(T )},
the spectral radius of T . We recall the well-known property that
lim
n→+∞ ‖T
n‖1/np→p = rp(T ).
Lemma 4.8. Assume that
‖Aλ‖2→2 ≤ 1− η, ∀λ ≥ 0,
for some η ∈ (0, 1), then
r∞(Bλ) ≤ 1− η
for all λ ≥ 0.
Proof: Let µ ∈ σ∞(Bλ) \ {0}. Recall that by Lemma 4.3, Bλ is compact on L∞;
by Fredholm theory for compact operators on Banach spaces (see [48]), there exists a
non-zero function ϕ ∈ L∞ such that Bλϕ = µϕ, that is:
(H + λ)−1W0ϕ = µϕ. (4.6)
Applying W1/20 to both sides of (4.6) yields
W1/20 (H + λ)−1W0ϕ = µW1/20 ϕ,
that is
AλW1/20 ϕ = µW1/20 ϕ.
Notice that W1/20 ϕ 6≡ 0, since otherwise one would get Bλϕ = 0, that is µ = 0, which is a
contradiction. Also, since ϕ ∈ L∞, using the fact that W0 has compact support, one sees
that W1/20 ϕ ∈ L2. As a consequence,
µ ∈ σ2(Aλ).
By Lemma 4.7, there is η > 0, independent of λ, such that
‖Aλ‖2→2 ≤ 1− η.
Therefore,
|µ| ≤ 1− η.
34 THIERRY COULHON, BAPTISTE DEVYVER, AND ADAM SIKORA
Since this is true for every µ ∈ σ∞(Bλ)\{0}, one gets, by definition of the spectral radius,
that r∞(Bλ) ≤ 1− η.

We are now ready to give the proof of Proposition 4.1.
Proof of Proposition 4.1: Let M satisfy the assumptions. By Lemma 4.8, for every λ ≥ 0,
the spectral radius of Bλ on L∞ is less than 1 − η. In particular, 1 6∈ σ∞(Bλ), and thus
(I − Bλ)−1 is a bounded operator on L∞. It remains to show that
sup
λ≥0
‖(I − Bλ)−1‖∞→∞ < +∞.
First, recall that by (an easy case of) Lemma 2.5,
‖(H + λ)−1‖∞→∞ ≤ C
λ
.
On the other hand, W0 being compactly supported acts on all L∞ spaces. Thus there
exists Λ > 0 such that for every λ ≥ Λ,
‖Bλ‖∞→∞ = ‖(H + λ)−1W0‖∞→∞ ≤ 1
2
. (4.7)
It follows that for every λ ≥ Λ,
‖(I − Bλ)−1‖∞→∞ ≤ 2.
It remains to show that ‖(I−Bλ)−1‖∞→∞ is bounded for λ ∈ [0,Λ]. For this, it is enough
to prove that λ 7→ (I − Bλ)−1 ∈ L(L∞, L∞) is continuous on [0,∞).
Let λ0 ≥ 0. Since, by Lemma 4.8,
lim
n→+∞ ‖B
n
λ0‖1/n∞→∞ ≤ 1− η,
there exists N such that ‖BNλ0‖
1/N
∞→∞ ≤ 1− η2 , hence for some α ∈ (0, 1),
‖BNλ0‖∞→∞ ≤ 1− α.
Now we know by Lemma 4.3 that the map λ 7→ Bλ ∈ L(L∞, L∞) is continuous on [0,∞).
Therefore, for λ close enough to λ0, one has
‖BNλ ‖∞→∞ ≤ 1−
α
2
.
By Lemma 4.3 again, there is a constant C ≥ 1 such that for every λ ≥ 0,
‖Bλ‖∞→∞ ≤ C.
Thus, for every n ≥ N and λ close to λ0,
‖Bnλ‖∞→∞ ≤ CN
(
1− α
2
)[n/N ]
.
Thus, the series
∑
n≥0 ‖Bnλ‖∞→∞ converges uniformly for λ close to λ0, and this implies
the continuity of λ 7→ (I − Bλ)−1 at λ0. The proof of Proposition 4.1 is complete.

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5. Proofs of Theorem 1.1, Remark 1.5, and Corollary 1.6
Proof of Theorem 1.1: Observe first that under the assumptions of the theorem M is
non-parabolic, therefore Lemma 4.7 applies and ii) is equivalent to KerH10 (L) = {0}.
Let H be defined by (1.6). By Lemma 2.5,
sup
t>0
‖(I + tH)−1V 1/p√
t
‖p→∞ <∞, (5.1)
for all p > ν/2. Since L = H−W0, one may write the perturbation formula
(1 + tL)−1 = (I − (1 + tH)−1tW0)−1(1 + tH)−1. (5.2)
Assume now ii), hence KerH10 (L) = {0}. Thus Proposition 4.1 applies and, taking λ = 1/t,
yields
sup
t>0
‖(I − (1 + tH)−1tW0)−1‖∞→∞ < +∞. (5.3)
Gathering (5.1), (5.2), and (5.3), one obtains
sup
t>0
‖(I + tL)−1V 1/p√
t
‖p→∞ <∞,
for all p > ν/2. By Theorem 2.1, this implies (UEL). We have proved that ii) implies i).
By (VLκ), M satisfies (V
p) for all p ∈
(
κ
κ−2 ,+∞
)
, and by Lemma 3.1, for all such p,
KerH10 (L) ⊂ KerLp(L).
Consequently, iii) implies that KerH10 (L) = {0}, i.e. ii). Thus, we have proved so far that
iii)⇒ ii) ⇒ i). By Lemma 1.18, i) implies iii), so i), ii) and iii) are equivalent.
If κ > 4, then by (VLκ), (V
2) is satisfied, and Lemma 3.1 implies that
KerL2(L) = KerH10 (L),
thus L is strongly subcritical if and only if KerL2(L) = {0}.

Proof of Remark 1.5: Recall that by non-parabolicity of M , (V∞) is satisfied. By
Lemma 4.7, L strongly subcritical implies that
KerH10 (L) = {0}.
Thus, the conclusion of Proposition 4.1 holds, the proof of the implication ii)⇒ i) of
Theorem 1.1 applies, and shows that (UEL) holds.

Proof of Corollary 1.6: First, we already observed that if M is non-parabolic, then the
strong subcriticality of L implies its subcriticality. Thus, by (3.1), the completion of
C∞0 (M) under the norm 〈L1/2u,L1/2u〉 injects continuously into L2loc, which implies that
L is subcritical. This shows that ii) implies iii).
Furthermore, by Remark 1.5, if L is strongly subcritical, then the heat kernel of L has
Gaussian estimates. Thus, ii) implies i).
Next, let us show that ii) and iii) are equivalent. Let us introduce the notations
W0(x) := 1K0(x)V−(x),
and
W∞(x) := 1M\K0(x)V−(x).
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Assume that L is subcritical, and let us prove by contradiction that V− is strongly sub-
critical. If it is not the case, then by Lemma 4.7 there exists ϕ ∈ KerH10 (L) \ {0}. By
definition of H10 , there is a sequence of smooth compactly supported functions (ϕn)n∈N
such that
ϕn → ϕ in H10 .
Notice that since L is non-negative, for every u ∈ C∞0 (M),∫
M
W0u
2 ≤ QH(u),
where we recall that QH is the quadratic form of H = ∆+ V+ −W∞. Thus,
∫
M W0u
2 ≤
||u||2
H10
<∞, for every u ∈ H10 , so the convergence of (ϕn)n∈N to ϕ in H10 implies that
lim
n→∞
∫
M
W0ϕn =
∫
M
W0ϕ.
Consequently,
lim
n→∞
(
QH(ϕn)−
∫
M
W0ϕ
2
n
)
= QH(ϕ)−
∫
M
W0ϕ
2.
But since ϕ ∈ KerH10 (L), one obtains by integration by parts that for every ψ ∈ C∞0 (M),
QH(ϕ,ψ) −
∫
M
W0ϕψ = 0,
and by density of C∞0 (M) in H
1
0 , we conclude that
QH(ϕ)−
∫
M
W0ϕ
2 = 0.
Thus,
lim
n→∞
(
QH(ϕn)−
∫
M
W0ϕ
2
n
)
= 0.
Furthermore, by (3.4), (ϕn)n∈N converges to ϕ in L2loc, so ϕ is a null-state (see [56,
Definition 1.1]) of L. By [56, Theorem 1.4], this implies that L is critical, which is a
contradiction. This shows that iii) implies ii).
It remains to show that i) implies iii). Assume i), then for all x 6= y,
∫ ∞
1
|e−tL(x, y)| dt ≤ C
∫ ∞
1
dt
V (x,
√
t)
.
Since M is non-parabolic and satisfies (VD) and (UE), (V∞) holds, so the above integral
is finite. This implies that L is subcritical. So, iii) holds, which concludes the proof.

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6. Proofs of Theorem 1.10, Corollary 1.13 and Corollary 1.15
Proof of Theorem 1.10: In the case ν < 2, one can prove directly –that is, without
iterating– that
sup
t>0
||V 1/2√
t
(I + tL)−1||2→∞ <∞. (6.1)
We define H in a way that is different from the one used in the proof of Theorem 1.1: let
us denote H = ∆¯ +R+. We pass to λ = 1/t, and write
(L+ λ)−1 = (H + λ)−1/2(I − (H + λ)−1/2R−(H + λ)−1/2)−1(H + λ)−1/2.
Denote
A˜λ := (H + λ)−1/2R−(H + λ)−1/2,
and assume first that R− is in L∞. Since
||(H + λ)−1/2||2→2 ≤ λ−1/2,
for λ > 0 the operator A˜λ is self-adjoint, bounded on L
2. Then, by the proof of Lemma
4.6, the strong subcriticality assumption on L implies that there exists ε > 0 such that
for all λ > 0,
||A˜λ||2→2 ≤ 1− ε.
We emphasize that here, contrary to Lemma 4.7, one has to restrict ourselves to λ > 0
in order that A˜λ acts on L2, because R− is not in general compactly supported. If R−
is only in L∞loc but not in L
∞, then by an approximation argument, one proves that A˜λ
is still self-adjoint on L2 and has norm bounded by 1− ε.
Therefore, the Neumann series (I − A˜λ)−1 =
∑
n≥0 A˜
n
λ converges in operator norm on
L2, and as a consequence
sup
λ>0
||(I − A˜λ)−1||2→2 <∞.
Hence,
||V 1/2√
t
(I + tL)−1||2→∞
≤ ||V 1/2√
t
(I + tH)−1/2||2→∞||(I − A˜λ)−1||2→2||(I + tH)−1/2||2,2
≤ C||V 1/2√
t
(I + tH)−1/2||2→∞(I + tH)−1/2||2,2.
By the spectral theorem,
sup
t>0
||(I + tH)−1/2||2,2 ≤ 1.
In the case ν < 2, by Lemma 2.5, we get
sup
t>0
||V 1/2√
t
(I + tH)−1/2||2→∞ <∞.
Thus, one obtains
sup
t>0
||V 1/2√
t
(I + tL)−1||2→∞ <∞.
This implies (UEL).
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In the case ν = 2, by Lemma 2.5, one obtains that for all p ∈ [2,∞),
sup
t>0
||V 1/2√
t
(I + tH)−1/2||2→p <∞.
By Theorem 2.2, this implies (VEVp,q,γ), for all 1 < p ≤ q <∞ and all γ ∈ R.
Therefore, (6.1) is proved.

Proof of Corollary 1.15: By Corollary 1.12, the heat kernel of ∆k has Gaussian estimates.
By integration by parts, (d + d∗)∆−1/2k is an isometry on L
2, and the first claim now
follows from [62, Theorem 5].
If moreover Rk+1 satisfies (K) and Hk+12 (M) = {0} for some p ∈ ( κκ−2 ,∞), then
by Corollary (1.12), the heat kernel of ∆k+1 has Gaussian estimates. Thus, by the
same argument d∗k+1∆
−1/2
k+1 is bounded from L
p(Λk+1T ∗M) to Lp(ΛkT ∗M), for all p ∈
(1, 2]. Taking the adjoint, we deduce that ∆
−1/2
k+1 dk is bounded from L
p(ΛkT ∗M) to
Lp(Λk+1T ∗M). Using the fact that the Hodge Laplacian and d, commute, we deduce
that dk∆
−1/2
k is bounded on L
p for all p ∈ (1,∞). The proof for d∗k−1∆−1/2k is the same,
starting from the boundedness of dk−1∆
−1/2
k−1 on L
p, p ∈ (1, 2) and taking the adjoint.

7. Proof of Theorem 1.16
We follow the strategy developed originally in [33]: the proof is by a perturbation
argument, using the Gaussian estimates result from Theorem 1.1. By hypothesis, Ric−
satisfies condition (K), so by Theorem 1.1 we know that there is W is a non-negative,
smooth, compactly supported potential such that ~∆ +W is strongly subcritical, and the
heat kernel e−t(~∆+W) has Gaussian estimates. Here, we have identified the potential W
with the operator W times the identity acting on 1-forms. More precisely, W is chosen
so that
sup
x∈M
∫
M
G(x, y)||(Ric +W)−(y)||y dy < 1.
Furthermore, since W is non-negative,∫
M
|dω|2 + |d∗ω|2 ≤ 〈(~∆+W)ω, ω〉, ∀ω ∈ C∞0 (E).
Thus, d∗(~∆+W)−1/2 is bounded on L2. Since e−t(~∆+W) has Gaussian estimates, by [62]
one deduces that d∗(~∆+W)−1/2 is bounded on Lq for all q ∈ (1, 2). Taking the adjoint,
one gets that (~∆ +W)−1/2d is bounded on Lq, for all q ∈ [2,∞). However, due to the
presence of the potential W, one cannot commute the operators d and (~∆+W)−1/2. In
what follows, we fix 3 < p < κ. Denote K0 the (compact) support of W. The proof of
Theorem 1.16 relies on the following two claims:
Claim 1: d(∆ +W)−1/2 is bounded on Lp.
Claim 2: d∆−1/2 − d(∆ +W)−1/2 is bounded on Lp.
Indeed, assuming for the moment the validity of these two claims, we conclude that
d∆−1/2 = (d∆−1/2− d(∆+W)−1/2)+ d(∆+W)−1/2 is bounded on Lp. Since M satisfies
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(VD) and (UE), [23] implies that d∆−1/2 is also bounded on Lq for all q ∈ (1, 2). Since
3 < p < κ is arbitrary, one concludes by interpolation that d∆−1/2 is bounded on Lp for
all p ∈ (1, κ). This finishes the proof of Theorem 1.16.
Proof of Claim 1: Given the volume lower estimate (VLκ), the proof is a simple adap-
tation of the proof of [33, Theorem 16]. It relies on ideas developed in [17]. Let us
explain briefly the main steps of the proof. The idea is to show that one can commute
the operators d and (~∆ +W)−1/2, modulo an error which is bounded in Lp. First, the
Gaussian estimates satisfied by e−t(~∆+W) and (VLκ) imply that for all 1 ≤ r ≤ s ≤ ∞,
||e−t(~∆+W)||Lr(K0)→Ls . t−
κ
2 (
1
r
− 1
s ), ∀t ≥ 1. (7.1)
By subordination, (7.1) implies
||e−t
√
~∆+W ||Lr(K0)→Ls . t−κ(
1
r
− 1
s), ∀t ≥ 1. (7.2)
Notice that since W ≥ 0, a similar estimate holds for the Poisson semi-group of ∆ +W
(that is, on functions); we will use it in the following form:
||e−t
√
∆+W ||Lp→L∞(K0) . t−κ/p, ∀t ≥ 1. (7.3)
Furthermore, for all 1 ≤ q ≤ ∞,
||e−t
√
∆+W ||Lq→Lq ≤ 1, ∀t > 0. (7.4)
(this follows from e−(∆+W) ≤ e−t∆, and subordination). Consider the vector bundle E
over R+×M , whose fiber at (t, p) is Λ1T ∗M . Acting on sections of E, consider the elliptic
operator (the wave operator) P = − ∂2∂t2 + ~∆+W, with Neumann boundary conditions at
the boundary t = 0. Let G be the Green function of P, whose kernel is given explicitly
by
G(σ, s, x, y) =
∫ ∞
0
e− (σ−s)24t − e− (σ+s)24t√
4πt
 e−t(~∆+W)(x, y) dt. (7.5)
Then, for u ∈ C∞0 (M), one has the approximate commutation relation:
e−σ
√
~∆+Wdu = de−σ
√
∆+Wu− G(P(de−σ
√
∆+Wu)) (7.6)
(see [33] or [20] for more details). Denote
E[u] = G(P(de−σ
√
∆+Wu)).
Integrating (7.6) from t = 0 to ∞, one obtains
(~∆+W)−1/2du = d(∆ +W)−1/2u−
∫ ∞
0
E[u](σ) dσ. (7.7)
It is easy to compute that
P(de−σ
√
∆+Wu) = −(e−σ
√
∆+Wu)(dW), (7.8)
which has (compact) support included in K0. It follows, using the heat kernel estimates
(7.1) and (7.2), that
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∣∣∣∣∣∣∣∣∫ ∞
0
E[u](σ) dσ
∣∣∣∣∣∣∣∣
p
. ||u||p (7.9)
(see the computation below, where the assumption κ > 3 is needed). Since we know that
(~∆ +W)−1/2du is bounded on Lp, from (7.7) (7.9) one deduces that d(∆ +W)−1/2 is
bounded on Lp.
Proof of Claim 2: Note that the proof of [33, Theorem 15] cannot be adapted to the
present setting, but given the volume estimate (VLκ) and the fact that W has compact
support, one can use instead ideas from [3, Section 3.6]. The argument is presented in
details in [20, Proof of Theorem 4.1, Step III].
Proof of estimate (7.9): First, by (7.8) and (7.3), (7.4), and the fact that W has
compact support, one has
||P(de−σ
√
∆+Wu)||1 + ||P(de−σ
√
∆+Wu)||p . (1 + σ)−κ/p||u||p. (7.10)
The proof of (7.9) now follows the computations in [17]; first, denote f(t, x) = P(de−t
√
∆+Wu)(x),
then
E[u](σ, x) =
∫
R+×M
G(σ, s, x, y)f(s, y) ds dµ(y),
and ∫ ∞
0
E[u](σ, x) dσ =
∫
R2+×M
G(σ, s, x, y)f(s, y) dσds dµ(y).
Integrating (7.5), one finds that
∫∞
0 G(σ, s, x, y) dσ = 14π
∫∞
0
[∫ s
−s e
− v2
4t dv
]
e−t(~∆+W)(x, y) dt√
t
= 2√
π
∫∞
0 e
−r2
[∫ s2
4r2
0 e
−t(~∆+W) dt
]
dr.
Therefore,
∫ ∞
0
E[u](σ, x) dσ =
2√
π
∫
R2+
∫ s24r2
0
(e−t(~∆+W)f(s, ·))(x) dt
 drds.
Since e−t(~∆+W) has Gaussian estimates, it is uniformly bounded on Lp, and therefore
||e−t(~∆+W)f(s, ·))||p . ||f(s, ·)||p . (1 + s)−κ/p||u||p, ∀t ≤ 1.
Also, by the fact that f(s, ·) has support included in K0, (7.1) and (7.10), for all t > 1,
||e−t(~∆+W)f(s, ·))||p . ||e−t(~∆+W)||L1(K0)→Lp ||f(s, ·)||1
. t
−κ
2
(1− 1
p
)
(1 + s)−κ/p||u||p.
Hence,
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∣∣∣∣∣∣∣∣∫ ∞
0
E[u](σ, ·) dσ
∣∣∣∣∣∣∣∣
p
.
∫
R2+
∫ s24r2
0
min(1, t
−κ
2
(1− 1
p
)
)(1 + s)−κ/p dt
 drds
 ||u||p.
The above integral is equal to∫
{2r√t≤s}
e−r
2
min(1, t
−κ
2
(1− 1
p
)
)(1 + s)−κ/p dtdrds,
which, since p < κ, is easily seen to be equal to
κ
κ− p
∫
R2+
e−r
2
min(1, t−
κ
2
(1− 1
p
))(1 + 2r
√
t)−κ/p−1 drds,
which is finite if and only if p > κκ−1 and κ > 3. By assumption, these two conditions are
satisfied, and thus ∣∣∣∣∣∣∣∣∫ ∞
0
E[u](σ, ·) dσ
∣∣∣∣∣∣∣∣
p
. ||u||p,
that is, (7.9).

8. Appendix: domination, Bochner formulas and Davies-Gaffney on
weighted manifolds
In this Appendix, we plan to explain:
(1) Why standard domination theory extends to the weighted case.
(2) What is the Bochner formula for the weighted Hodge Laplacian.
(3) Why Gaussian off- and on-diagonal estimates for a generalised non-negative Schro¨dinger
operator L = ∇∗∇+R are equivalent.
In all this section, (M,µ), µ = efdx, will be a complete weighted manifold, and E →M
be a vector bundle with a connection compatible with the metric. Recall the weighted
Laplacian ∆µ = ∆ − (∇f,∇·), and the weighted rough Laplacian ∆¯µ = ∇∗µ∇ acting
on sections of E. We first state a formula relating the weighted rough Laplacian to the
unweighted one:
Lemma 8.1. The following formula hold, for ξ smooth, compactly supported section of
E:
∆¯µ(ξ) = ∆¯(ξ)−∇∇fξ.
Proof. It is easy to see by integration by parts that ∇∗µ = e−f∇∗ef . Let p be a point
of M , and (e1, · · · , en) an orthonormal basis of TpM . Notice that ∇ξ is a section of
T ∗M ⊗ ΛkT ∗M , and that ∇∗ acts on a section α ⊗ ω of T ∗M ⊗ ΛkT ∗M at the point p
according to the formula:
∇∗α⊗ ω|p = −
n∑
i=1
αp(ei)∇eiω|p.
So we see that
e−f∇∗α⊗ efω|p = ∇∗α⊗ ω|p − α(∇f)ω|p.
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Writing that at p,
∇ξ =
n∑
i=1
e∗i ⊗∇eiξ =
n∑
i=1
αi ⊗ ωi,
we see that
n∑
i=1
αi(∇f)ωi|p = ∇∇fξ|p.
Recalling that ∆¯µ = e
−f∇∗ef∇, we get
∆¯µ(ξ) = ∆¯(ξ)−∇∇fξ.

Then the following extension of the results of [47] holds:
Theorem 8.2. For any smooth, compactly supported section ξ of E, and every t ≥ 0,
|e−t∆¯µξ| ≤ e−t∆µ |ξ|.
Proof. We follow G. Besson’s proof of Theorem 20 in the appendix of [7]. For ε > 0,
define
|ξ|ε = (|ξ|2 + ε2)1/2.
The only thing that is unclear is whether the formula
∆µ|ξ|ε = (∆¯µξ, ξ)|ξ|ε −
( |∇ξ|2
|ξ|ε −
(∇ξ, ξ)
|ξ|ε
)
, (8.1)
appearing on p. 173 of [7] holds in the weighted case. If it is the case, then the whole
proof of [7, Theorem 20] extends to the weighted case. Our starting point is formula
(8.1), which holds for µ the Riemannian measure, by [7]. Using Lemma 8.1, we see that
(∆¯µξ, ξ) = (∆¯ξ, ξ)− (1/2)(∇f) · (|ξ|2),
and thus
(∆¯µξ, ξ)
|ξ|ǫ =
(∆¯ξ, ξ)
|ξ|ǫ + (∇f) · |ξ|ǫ.
On the other hand,
∆µ(|ξ|ǫ) = ∆|ξ|ǫ − (∇f,∇|ξ|ǫ)
= ∆|ξ|ǫ − (∇f) · |ξ|ǫ.
Thus, from the fact that (8.1) holds for the Riemannian measure, we see that it also holds
in the weighted case.

We now proceed to the Bochner formula for the Hodge Laplacian. We first need to
recall some facts about differential forms. Given a vector field X and a differential form α
of degree k, the contraction of X and α is ιXα, a differential form of degree k− 1 defined
by
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ιXα(X1, · · · ,Xk−1) = α(X,X1, · · · ,Xk−1).
We will need the fact that the adjoint operation of iX is X
♭∧, where X♭ is the 1-form
associated to X. Also of use for us will be the Cartan formula for the Lie derivative LXω
of a form ω with respect to a vector field X:
LXω = d(ιXω) + ιX(dω). (8.2)
Let us now consider the weighted Hodge Laplacian
~∆µ = dd
∗
µ + d
∗
µd.
Here, d∗µ is the adjoint of d, which of course depends on the measure µ. For a discussion
concerning the domain of d∗µ and ~∆µ, we refer the reader to [13]. Let us just mention
that since M is complete, ~∆µ as defined above is equal to the closure of the essentially
self-adjoint operator dδ + δd, where δ is the formal adjoint of d.
Lemma 8.3. The following formulas hold:
d∗µ = d
∗ − ι∇f ,
and
~∆µ = ~∆−L∇f .
Proof. By integration by parts, we see that
d∗µ = e
−fd∗ef .
Using an easy integration by parts and that the adjoint of ιX is X
♭∧, it is not hard to
see that for u ∈ C∞0 (M) and ξ ∈ ΛkT ∗M ,
d∗(uξ) = ud∗ξ − ι∇uξ.
This implies that
d∗µ = d
∗ − ι∇f .
Now, by the Cartan formula,
~∆µ = d(d
∗ − ι∇f ) + (d∗ − ι∇f )d
= dd∗ + d∗d− dι∇f − ι∇fd
= ~∆−L∇f ,
which is the claimed result.

For a smooth function u on M , recall that the Hessian of u is the symmetric (0, 2)-
tensor defined as
Hessu(X,Y ) = ∇X∇Y u−∇∇XY u.
44 THIERRY COULHON, BAPTISTE DEVYVER, AND ADAM SIKORA
Following [36], we introduce Hu, the Hessian operator of u, which is an operator acting
on differential forms. Given a point p of M , consider an orthonormal basis (ei)
n
i=1 of
TpM , and let (e
∗
i )
n
i=1 be the dual basis. Then, Hu is defined by
Huω =
∑
i,j
Hessu(ei, ej)e
∗
j ∧ ιeiω.
We will need the following formula relating the Lie derivative and the covariant derivative
on differential forms, and which is proved in [36, Lemma 1.1]:
L∇u = ∇∇u −Hu. (8.3)
We are now ready to prove:
Theorem 8.4. The following Bochner formula for the weighted Hodge Laplacian on k-
forms holds:
~∆µ = ∆¯µ + Rk −Hf .
Proof. By Lemma 8.3 and the unweighted Bochner formula,
~∆k,µ = ∆¯ + Rk −L∇f .
By Lemma 8.1, we get that
~∆k,µ = ∆¯µ + Rk −L∇f +∇∇f .
Then, the result follows from (8.3).

Despite the fact that all the ingredients needed for the proof of Theorem 8.4 are quite
classical, to the authors’ knowledge, the result of Theorem 8.4 has never been stated
explicitely in the literature, even if closely related formula are proved in [13]. Let us
explain now why the result of Theorem 8.4, in the particular case k = 1, implies easily the
formula for the iterated carre´ du champ Γ2 of the weighted Laplacian (see [6, Proposition
3]). According to [6], Γ2 is defined by
Γ2(u, v) =
1
2
(∆µ(∇u,∇v)− (∇∆µu,∇v)− (∇u,∇∆µv)) .
Then, the following formula for the iterated carre´ du champ of a weighted Laplacian is
presented in [6, Proposition 3]:
Γ2(u, v) = −(Hessu,Hessv)− (Ric −Hessu)(∇u,∇v). (8.4)
Notice that in [6], the Laplacian is taken with the opposite sign convention, which changes
the sign of Γ2; that’s why our formula (8.4) has opposite sign. We claim that (8.4) follows
quite easily from Theorem 8.4: notice first that since the weighted Hodge Laplacian
commutes with the differential d,
(∇∆µu,∇v) = (d∆µu, dv) = (~∆µdu, dv),
which, by Theorem 8.4 for k = 1 and the fact that R1 identifies canonically with the
Ricci curvature, gives
(∇∆µu,∇v) = (∆¯µdu, dv) + Ric(du, dv) − (Hfdu, dv).
It is easy to see from the definition of Hf that
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(Hfdu, dv) = Hessf (∇u,∇v).
Thus, using the symmetry of Hessf ,
1
2 ((∇∆µu,∇v) + (∇u,∇∆µv)) = 12
(
(∆¯µdu, dv) + (du, ∆¯µdv)
)
+Ric(du, dv) −Hessf (∇u,∇v).
(8.5)
Next, let us compute ∆µ(∇u,∇v): by Lemma 8.1,
∆µ(∇u,∇v) = ∆µ(du, dv)
= −TrX,Y∇2X,Y (du, dv) + (∇∇fdu, dv) + (du,∇∇fdv)
= −TrX,Y (∇2X,Y du, dv) − Tr(du,∇2X,Y dv)
−2TrX,Y (∇Xdu,∇Y dv) + (∇∇fdu, dv) + (du,∇∇fdv)
= (∆¯du, dv) + (du, ∆¯dv) − 2TrX,Y (∇Xdu,∇Y dv)
+(∇∇fdu, dv) + (du,∇∇fdv)
= (∆¯µdu, dv) + (du, ∆¯µdv)− 2TrX,Y (∇Xdu,∇Y dv).
Using the fact that Hessh can be computed by the formula:
Hessh(X,Y ) = (X,∇Y∇h),
one sees that
TrX,Y (∇Xdu,∇Y dv) = (Hessu,Hessv).
Thus, by (8.5),
Γ2(u, v) = −Ric(∇u,∇v) + Hessf (∇u,∇v)− (Hessu,Hessv),
which proves (8.4).

Finally, we want to explain why off- and on-diagonal (Gaussian) estimates (UEL),
(DUEL) are equivalent for a generalised non-negative Schro¨dinger operator L = ∇∗∇+R,
R ∈ L1loc. Let us state this as a theorem:
Theorem 8.5. Let (M,µ) be a complete, non-compact weighted Riemannian manifold,
and let L = ∇∗∇ + R, R ∈ L1loc be a non-negative generalised Schro¨dinger operator
acting on sections of E →M . Then, the on-diagonal estimate (DUEL) and the Gaussian
off-diagonal estimate (UEL) for the heat kernel of L are equivalent.
The proof relies on a general principle, according to which the validity of the Davies-
Gaffney estimates for the heat operator of L (or, equivalently, speed of propagation 1 for
the associated wave equation), is enough to pass from on-diagonal estimate for the heat
kernel, to Gaussian off-diagonal estimates. See [62]. Let us introduce the Davies-Gaffney
estimate: for every ξk, k = 1, 2 smooth sections of E, that coincide with the zero section
respectively outside of the geodesic ball B(xk, rk),
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|〈e−tLξ1, ξ2〉| ≤ Ce− r
2
4t ||ξ1||2||ξ2||2, ∀t > 0, (8.6)
for all 0 ≤ r < d(x1, x2) − (r1 + r2). Thus, the results of [62] have the consequence that
(DUEL) together with (8.6) imply (UEL). Thus, in order to prove Theorem 8.5, it is
enough to prove that (8.6) holds. For this, we follow a strategy developped first in [62],
and improved later on in [26]:
Proof. Following the argument at the end of the proof of [26, Theorem 3.3], we see that
it is enough to prove (8.6) for L = ∇∗∇ = ∆¯µ, the weighted rough Laplacian. For this
purpose, let us take ζ ∈ C∞(M) such that |∇ζ| ≤ κ for some real number κ. Take ξ0 a
smooth compactly supported section, let ξt := e
−tLξ0, and define the energy
E(t) =
∫
M
|ξt|2eζdµ.
Then the proof of [62, Theorem 6] or [26, Theorem 3.3] shows that in order to prove (8.6),
it is enough to prove the estimate:
E′(t) ≤ κ
2E(t)
2
. (8.7)
Thus, let now show (8.7). We compute:
E′(t)
2 = −
∫
M (∇∗∇ξt, ξt)eζdµ
= − ∫M (∇ξt,∇t(eζξt)dµ
= − ∫M |∇ξt|2eζdµ− ∫M (∇ξt, dζ ⊗ ξt)eζdµ
≤ − ∫M |∇ξt|2eζdµ+ ∫M |∇ξt|2eζdµ + 14 ∫M |dζ|2|ξt|2eζdµ
= κ
2
4 E(t),
where we have used the fact that ∇(fξ) = df ⊗ ξ + f∇ξ, by definition of a (Koszul)
connection, and the inequality |dζ ⊗ ξt| ≤ |dζ||ξt|. This proves (8.7), and concludes the
proof of Theorem 8.5.

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