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Abstract
We initiate the study of goodness-of-fit testing when the data consist of posi-
tive definite matrices. Motivated by the recent appearance of the cone of positive
definite matrices in numerous areas of applied research, including diffusion tensor
imaging, models of the volatility of financial time series, wireless communication
systems, and the analysis of polarimetric radar images, we apply the method of
Hankel transforms of matrix argument to develop goodness-of-fit tests for Wishart
distributions with given shape parameter and unknown scale matrix. We obtain
the limiting null distribution of the test statistic and the corresponding covari-
ance operator. We show that the eigenvalues of the operator satisfy an interlacing
property, and we apply our test to some financial data. Moreover, we establish
the consistency of the test against a large class of alternative distributions and we
derive the asymptotic distribution of the test statistic under a sequence of con-
tiguous alternatives. We establish the Bahadur and Pitman efficiency properties
of the test statistic and we show the validity of a modified Wieand condition.
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1 Introduction
In this paper, we develop goodness-of-fit tests for the Wishart distributions, extending
the results of [6, 64] for the exponential distributions and [31, 32] for the gamma distri-
butions. In recent years, the cone of positive definite matrices has arisen in numerous
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applications, e.g., diffusion tensor imaging, financial time series, wireless communica-
tion systems, and polarimetric radar images; it is these applications that motivate our
study of goodness-of-fit tests for probability distributions on the cone.
Positive definite random matrix data have appeared in medical research, specifi-
cally in diffusion tensor imaging (DTI), cf. [21, 38, 39, 43, 49, 57, 58, 59]. DTI is a
magnetic resonance imaging method that has attracted much interest in the study of
brain diseases. DTI is based on the observation that water molecules in vivo are al-
ways in motion; by modelling the diffusion of the water molecules at any location by a
three-dimensional Brownian motion, the resulting diffusion tensor image is represented
by the 3× 3 positive definite matrix of the local diffusion process at the given location.
Although DTI is non-invasive, it enables the study of deep brain white-matter
fibers. Thus, DTI has been used to study epileptic seizures, Alzheimer’s disease, trau-
matic brain injuries, aging, white-matter abnormalities, developmental disorders, and
psychiatric conditions [53, 56, 54, 51]. DTI has also been used to study the pathology of
organ and tissue types such as the breast, cardiac, kidney, lingual, skeletal muscles, and
spinal cord [18]. In numerous articles, the Wishart distribution with known degrees-of-
freedom and unknown scale matrix has been used to model DTI data [21, 38, 39].
The Wishart distributions with known degrees-of-freedom also arise in stochastic
volatility models [3, 26, 46]. In this area, the problem is to estimate the covariance
matrix of the joint capital returns on several financial assets, with the goal of predicting
future returns, devising portfolio allocations, pricing options, and estimating risk.
The complex Wishart distributions with known degrees-of-freedom arise in the
spectral analysis of multivariate Gaussian time series [25], wireless communications
[62, 63, 66] and the analysis of polarimetric synthetic aperture radar [1, 2]. These ap-
plications are widespread, for the spectral analysis of such time series arises in signal
processing, econometrics, meteorology, and polarimetric radar has become an impor-
tant remote sensing device due to its heightened ability to distinguish between distinct
scattering sources. The results to follow can be extended, after making obvious neces-
sary changes, to the complex Wishart distributions [37, p. 488] and even to the Wishart
distributions on general symmetric cones [23].
The technical details required to develop goodness-of-fit tests for positive definite
matrix data are extensive. Naturally, we will need mathematical analysis on the cone of
positive definite matrices [50], the Bessel and Laguerre polynomials of matrix argument
and their zonal polynomial expansions [27, 34, 37, 52], and Hankel transforms of matrix
argument [34]. Further complications arising from the non-commutative nature of
matrix multiplication leads us to impose on the distribution of the sample data an
orthogonal invariance condition. In addition, the Frobenius, spectral, and operator
norms arise in the matrix case, and numerous inequalities between them will be needed.
There is also the surprising appearance of Schur’s lemma, a result well-known in linear
algebra but which appears only rarely in statistical inference.
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We now describe the results in the paper. Throughout, we will follow as templates
the presentations in [6, 32, 64]. In Section 2 we provide some properties of the Wishart
distributions, and related results for the Bessel functions, Hankel transforms, confluent
hypergeometric functions, and generalized Laguerre polynomials, all of matrix argu-
ment. Further, we present uniqueness theorems for the Hankel transform of matrix
argument, a Hankel inversion formula, and some limit theorems. After providing re-
sults on a generalized hypergeometric function of two matrix arguments, we define the
orthogonally invariant Hankel transform and present some of its properties.
In Section 3, we propose an integral-type test statistic T 2n for goodness-of-testing
for the Wishart distributions. Generalizing the one-dimensional cases [6, 32, 64], the
statistic T 2n is a squared integral, (3.3), involving the empirical orthogonally invariant
Hankel transform. We obtain the asymptotic distribution of T 2n under the null hypoth-
esis, proving that T 2n converges in distribution to a weighted sum of independent and
identically distributed random variables, each having a chi-square distribution with one
degree-of-freedom. The coefficients of the weighted sum are the positive eigenvalues of
the covariance operator corresponding to a certain zero-mean Gaussian random field.
The determination of the multiplicity of the eigenvalues remains an open problem, but
we show that the eigenvalues satisfy an interlacing property and we show the usefulness
of the interlacing property in an application of the test statistic to financial data. Also,
we establish the consistency of the test against a large class of alternative distributions.
In Section 4, we derive the asymptotic distribution of T 2n under certain sequences of
contiguous alternatives to the null hypothesis. Specifically, we consider Wishart alter-
natives with varying shape or scale parameters, some classes of contaminated Wishart
models in which the contamination distribution is a generalized inverted Gaussian.
Finally, in Section 5, we establish the Bahadur and Pitman efficiency properties
of the statistic T 2n. We investigate the approximate Bahadur slope of T
2
n under local
alternatives and we show the validity of a modified Wieand condition. A complete
extension of Wieand’s condition, under which the Bahadur and Pitman efficiencies
coincide, remains an open problem.
2 Wishart Distributions and Hankel Transforms of
Matrix Argument
2.1 Preliminary results for the Wishart distributions
Throughout the paper, all needed results on the zonal polynomials and on the special
functions of matrix argument are provided by Herz [34], Muirhead [52], or Richards
[55], so we will generally conform to the notation in those sources. We denote the zero
matrix of any order by 0, the order being always determined by the context;further Im
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will denote the m ×m identity matrix. We also denote by Rm×m the space of m ×m
(real) matrices, by Sm×m the space of m×m symmetric matrices, by Pm×m+ the cone of
m×m positive-definite matrices, and by O(m) the group of m×m orthogonal matrices.
To specify that Y ∈ Pm×m+ , we usually write Y > 0; more generally, we write Y1 > Y2
whenever Y1 − Y2 > 0. Further, we denote the trace of Y by tr(Y ), the determinant of
Y by det(Y ) and we write etr(Y ) for exp(trY ).
The multivariate gamma function is defined by
Γm(a) =
∫
R>0
(detR)a−
1
2
(m+1) etr(−R)dR,
for a ∈ C, Re(a) > 1
2
(m− 1); this integral is well-known to have the explicit formula,
Γm(a) = pi
m(m−1)/4
m∏
j=1
Γ(a− 1
2
(j − 1)).
A m×m positive-definite random matrix X is said to have a Wishart distribution
if its probability density function (p.d.f.) is of the form
f(X) =
1
Γm(α)
(det Σ)α(detX)α−
1
2
(m+1) etr(−ΣX), (2.1)
X > 0, where α > 1
2
(m − 1) and Σ > 0. We write X ∼ Wm(α,Σ) whenever (2.1)
holds. The parameter α is called the shape parameter and Σ is called the scale matrix
of X. If α is a half-integer then 2α is called the degrees-of-freedom of X. In general,
E(X) = αΣ−1; also, if M is a q ×m matrix of rank q, where q ≤ m, then MXM ′ ∼
Wq(α, (MΣ
−1M ′)−1) [52, p. 92, Theorem 3.2.5].
A partition κ = (k1, . . . , km) is a vector of nonnegative integers, listed in non-
increasing order. The weight of κ is |κ|= k1 + . . .+ km, and the length, `(κ), of κ is the
number of non-zero kj, j = 1, . . . ,m.
For a ∈ C and k = 0, 1, 2, . . ., the shifted factorial is defined as (a)k = a(a+1)(a+
2) · · · (a+ k − 1). For any partition κ = (k1, . . . , km), the partitional shifted factorial is
defined as
[a]κ =
m∏
j=1
(a− 1
2
(j − 1))kj .
For Y ∈ Sm×m, we denote by detj(Y ) the jth principal minor of Y , j = 1, . . . ,m.
For any partition κ, the zonal polynomial Cκ(Y ) is defined as
Cκ(Y ) = Cκ(Im) (detY )
km
∫
O(m)
m−1∏
j=1
(detj(HYH
−1))kj−kj+1 dH, (2.2)
where dH is the normalized Haar measure on O(m) [55, (35.4.2)]. By(2.2), Cκ(Y ) is
homogeneous of degree |κ|.
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It also follows from the invariance of the Haar measure that Cκ(HYH
′) = Cκ(Y )
for all H ∈ O(m) and Y ∈ Sm×m; hence, Cκ(Y ) depends only on the eigenvalues of Y
and it is a symmetric function of the eigenvalues. Suppose that Z ∈ Sm×m and that
Y 1/2 denotes the unique positive definite square root of Y ∈ Pm×m+ . Since the matrices
Y 1/2ZY 1/2, Y Z, and ZY all have the same eigenvalues we will follow a widely-adopted
convention, writing Cκ(Y Z) or Cκ(ZY ) for Cκ(Y
1/2ZY 1/2); throughout the paper, we
retain this convention for all orthogonally invariant functions of matrix argument.
With the normalization
Cκ(Im) = 2
2|κ||κ|! [m/2]κ
∏`(κ)
i<j (2ki − 2kj − i+ j)∏`(κ)
i=1 (2ki + `(κ)− i)!
, (2.3)
the zonal polynomials satisfy the identity,
(trY )k =
∑
|κ|=k
Cκ(Y ), (2.4)
k = 0, 1, 2, . . . (see [52, Eq. (iii), p. 228] or [55, Eq. (35.4.6)]). Further, for Y, Z ∈ Sm×m,
the zonal polynomials satisfy the mean-value property [52, p. 243],∫
O(m)
Cκ(HYH
′Z)dH =
Cκ(Y )Cκ(Z)
Cκ(Im)
. (2.5)
We will also need in the sequel the identity,∑
|κ|=k
Cκ(Im)[a]κ = (ma)k, (2.6)
a ∈ C, k = 0, 1, 2, . . . . This result is established by applying a power series identity,
∞∑
k=0
tk
k!
∑
|κ|=k
Cκ(Im)[a]k = (det(Im − tIm))−a, (2.7)
|t|< 1; see [37, p. 495, Eq. (143)], [52, p. 259, Eq. (4)]. Writing
(det(Im − tIm))−a ≡ (1− t)−ma =
∞∑
k=0
tk
k!
(ma)k, (2.8)
then (2.6) is obtained by comparing the coefficients of tk in (2.7) and (2.8).
The zonal polynomials also satisfy a Laplace transform identity [52, p. 248]: For
Re(a) > 1
2
(m− 1), Z > 0, and M ∈ Sm×m,∫
R>0
Cκ(MR)(detR)
a−1
2
(m+1) etr(−RZ)dR = [a]κΓm(a)(detZ)−αCκ(MZ−1). (2.9)
For κ = 0, this result reduces to∫
R>0
(detR)a−
1
2
(m+1) etr(−RZ)dR = Γm(a)(detZ)−a, (2.10)
from which we confirm that (2.1) is a probability density function [52, p. 61].
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2.2 Bessel functions and Laguerre polynomials of matrix ar-
gument
The Bessel function of matrix argument, first treated in detail by Herz [34], can be
defined in several ways. Let ν ∈ C be such that −ν+ 1
2
(j−m) /∈ N for all j = 1, . . . ,m;
these restrictions ensure that [ν + 1
2
(m + 1)]κ 6= 0 for all partitions κ. Following
Muirhead [52, Chapter 7], the Bessel function (of the first kind) of order ν is defined
for Y ∈ Sm×m as
Aν(Y ) =
1
Γm(ν +
1
2
(m+ 1))
∞∑
k=0
(−1)k
k!
∑
|κ|=k
1
[ν + 1
2
(m+ 1)]κ
Cκ(Y ). (2.11)
We also refer to [23, 27, 37, 55] for further details of these Bessel functions. In particular,
the series (2.11) converges absolutely for all Y ∈ Sm×m [27, Theorem 6.3].
For Re(ν) > 1
2
(m−2), the Bessel function Aν is also given by Herz’s generalization
of the classical Poisson integral [34, Eq. (3.6′)]: For any m×m matrix V ,
Aν(V
′V ) =
1
pim2/2Γm(ν +
1
2
)
∫
Q′Q<Im
etr(2 iV ′Q) (det(Im −Q′Q))ν−
1
2
m dQ, (2.12)
where i =
√−1 and the integral is with respect to Lebesgue measure on the set {Q ∈
Rm×m : QQ′ < Im}. This result leads to an inequality that will arise repeatedly in the
sequel.
Lemma 2.1. For Re(ν) > 1
2
(m− 2) and V ∈ Rm×m,
|Aν(V ′V )| ≤ 1
Γm(ν +
1
2
(m+ 1))
. (2.13)
Proof. Since |etr(2 iV ′Q)|≤ 1 then it follows from (2.11) and (2.12) that
|Aν(V ′V )| ≤ 1
pim2/2Γm(ν +
1
2
)
∫
Q′Q<Im
(det(Im −Q′Q))ν−
1
2
m dQ
= Aν(0) =
1
Γm(ν +
1
2
(m+ 1))
.
For Re(ν) > −1, M symmetric, and Z > 0, the Bessel function of matrix argument
satisfies the Laplace transform identity,∫
R>0
etr(−RZ)Aν(MR)(detR)ν dR = etr(−MZ−1) (detZ)−ν−
1
2
(m+1). (2.14)
Indeed, this identity is Herz’s original definition of Aν(R) [34, Eq. (2.5)].
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Herz [34, Eq. (5.8)] also obtained a fundamental generalization of a classical for-
mula known as Weber’s second exponential integral : For Re(ν) > −1, m×m symmetric
matrices Λ and M , and Z > 0,∫
R>0
etr(−RZ)Aν(ΛR)Aν(MR)(detR)ν dR
= (detZ)−ν−
1
2
(m+1) etr(−(Λ +M)Z−1) Aν(−ΛZ−1MZ−1). (2.15)
Let a, b ∈ C where −b+ 1
2
(j+ 1) /∈ N, j = 1, . . . ,m. The confluent hypergeometric
function of matrix argument is defined, for Y ∈ Sm×m, as
1F1(a; b;Y ) =
∞∑
k=0
1
k!
∑
|κ|=k
[a]κ
[b]κ
Cκ(Y ). (2.16)
We will make repeated use of Kummer’s formula [34, Eq. (2.8)], [52, p. 265], [55, §35.8]:
1F1(a; b;Y ) = etr(Y ) 1F1(b− a; b;−Y ). (2.17)
There is a Laplace transform relationship between the Bessel function Aν and the
confluent hypergeometric function 1F1 function [34, p. 489, Eq. (2.11)]: For Re(a) >
1
2
(m− 1), symmetric M , and Z > 0,
Γm(ν +
1
2
(m+ 1))
∫
R>0
Aν(MR)(detR)
a− 1
2
(m+1) etr(−RZ) dR
= Γm(a) (detZ)
−a
1F1(a; ν +
1
2
(m+ 1);−MZ−1). (2.18)
This result can also be proved by expressing Aν(MR) as a series of zonal polynomials
and then applying (2.9) to integrate term-by-term.
Given partitions κ and σ, we denote by
(
κ
σ
)
the generalized binomial coefficient
[52, pp. 267-269], [55, Eq. (35.6.3)]. For γ > −1 and Y ∈ Sm×m, the (generalized)
Laguerre polynomial L
(γ)
κ (Y ), corresponding to κ, is defined as
L(γ)κ (Y ) = [γ +
1
2
(m+ 1)]κCκ(Im)
|κ|∑
s=0
∑
|σ|=s
(
κ
σ
)
Cσ(−Y )
[γ + 1
2
(m+ 1)]σCσ(Im)
, (2.19)
Setting Y = 0 in (2.19), we obtain
L(γ)κ (0) = [γ +
1
2
(m+ 1)]κ Cκ(Im). (2.20)
The normalized (generalized) Laguerre polynomial corresponding to κ is defined by
L(γ)κ (Y ) :=
(|κ|! L(γ)κ (0))−1/2 L(γ)κ (Y ), (2.21)
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Y ∈ Sm×m. By [52, Theorem 7.6.5], the polynomials L(γ)κ are orthonormal with respect
to the Wishart distribution W (γ + 1
2
(m+ 1), Im):
1
Γm(γ +
1
2
(m+ 1))
∫
Y >0
L(γ)κ (Y )L(γ)σ (Y ) (detY )γ etr(−Y )dY =
{
1, κ = σ
0, κ 6= σ . (2.22)
By [52, p. 282], for γ > −1 and Z > 0, there holds the Laplace transform,∫
Y >0
etr(−Y Z)(detY )γL(γ)κ (Y ) dY
= [γ + 1
2
(m+ 1)]κ Γm(γ +
1
2
(m+ 1))(detZ)−γ−
1
2
(m+1) Cκ(Im − Z−1). (2.23)
Further, by [52, Theorem 7.6.4, p. 284], for γ > −1 and Z ∈ Sm×m,
etr(−Z)L(γ)κ (Z) =
∫
Y >0
etr(−Y )(detY )γ Cκ(Y ) Aγ(ZY ) dY. (2.24)
Lemma 2.2. Let Z > 0 and γ > −1, then
|L(γ)κ (Z)| ≤ etr(Z) [γ + 12(m+ 1)]κ Cκ(Im). (2.25)
Also, for v ∈ R, v > 0,∫
Y >0
etr(−vY )(trY )(detY )γL(γ)κ (Y ) dY
= [γ + 1
2
(m+ 1)]κ Γm(γ +
1
2
(m+ 1)) Cκ(Im)
× (v − 1)|κ|−1v−[m(γ+(m+1)/2)+|κ|+1] (m(γ + 1
2
(m+ 1))(v − 1)− |κ|) . (2.26)
Proof. By (2.13) and (2.24),
|L(γ)κ (Z)| ≤ etr(Z)
∫
Y >0
etr(−Y )(detY )γ Cκ(Y ) |Aγ(ZY )| dY
≤ 1
Γm(γ +
1
2
(m+ 1))
etr(Z)
∫
Y >0
etr(−Y )(detY )γ Cκ(Y ) dY.
Applying (2.9) to evaluate the latter integral, we obtain (2.25).
To establish (2.26), we substitute Z = vIm into (2.23), obtaining∫
Y >0
etr(−vY )(detY )γL(γ)κ (Y ) dY
= [γ + 1
2
(m+ 1)]κ Γm(γ +
1
2
(m+ 1)) (v − 1)|κ| v−[m(γ+(m+1)/2)+|κ|] Cκ(Im).
Differentiating both sides of the latter equation with respect to v and simplifying the
outcome, we obtain the stated result.
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2.3 Hankel transforms of matrix argument
Throughout the rest of the paper, if X is a random entity, we denote expectation with
respect to the distribution of X by EX or simply by E whenever the context is clear.
Let X > 0 be a random matrix with probability density function f(X). For
Re(ν) > 1
2
(m− 2), we define the Hankel transform of order ν of X as the function
HX,ν(T ) = EX [Γm(ν + 12(m+ 1)) Aν(TX)], (2.27)
T > 0. The Hankel transform satisfies the following properties:
Lemma 2.3. For Re(ν) > 1
2
(m − 2), |HX,ν(T )| ≤ 1 for all T > 0, and HX,ν(T ) is a
continuous function of T .
Proof. By (2.13),
Γm(ν +
1
2
(m+ 1)) |Aν(TX)| ≤ 1
for all T,X > 0. Therefore, by the triangle inequality, |HX,ν(T )|≤ EX(1) = 1.
Since Aν(TX) is bounded and continuous in T > 0 for every fixed X > 0, the
continuity of HX,ν(T ) follows by Dominated Convergence.
Example 2.4. Let X ∼ Wm(α,Σ), α > 12(m − 1), Σ > 0. For T > 0, it follows from
the definition (2.27) of the Hankel transform that
HX,ν(T ) =
Γm(ν +
1
2
(m+ 1))
Γm(α)
(det Σ)α
∫
X>0
Aν(TX)(detX)
α− 1
2
(m+1) etr(−ΣX) dX.
Applying (2.18) to calculate this integral, we obtain
HX,ν(T ) = 1F1(α; ν + 12(m+ 1);−TΣ−1). (2.28)
For the case in which ν = α− 1
2
(m+ 1), (2.28) reduces to
H
X,α−1
2
(m+1)
(T ) = 1F1(α;α;−TΣ−1) = etr(−TΣ−1).
Example 2.5. Let Z ∼ Wm(α, Im) and X > 0 be a m × m random matrix that is
independent of Z. For T > 0,
EZ HX,ν(T 1/2ZT 1/2) = EX HZ,ν(T 1/2XT 1/2)
= EX 1F1(α; ν +
1
2
(m+ 1);−TX). (2.29)
To prove this result, we again apply (2.27) and the independence of X and Z,
obtaining
EZ HX,ν(T 1/2ZT 1/2) = EZ,XΓm(ν + 12(m+ 1))Aν(T 1/2ZT 1/2X)
= EX EZ Γm(ν +
1
2
(m+ 1))Aν(T
1/2ZT 1/2X).
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Since Aν(T
1/2ZT 1/2X) = Aν(T
1/2XT 1/2Z), we have
EZ HX,ν(T 1/2ZT 1/2) = EX HZ,ν(T 1/2XT 1/2). (2.30)
Applying Example 2.4, we obtain
EXHZ,ν(T 1/2XT 1/2) = EX 1F1(α; ν + 12(m+ 1);−TX). (2.31)
Combining (2.30) and (2.31), we obtain (2.29).
In particular, if ν = α− 1
2
(m+ 1) then, by Kummer’s formula (2.17), we obtain
EZHX,α−1
2
(m+1)
(T 1/2ZT 1/2) = EXHZ,α−1
2
(m+1)
(T 1/2XT 1/2)
= EX etr(−TX),
the Laplace transform of X.
Throughout the remainder of the paper, if X and Y are random entities we write
X
d
= Y whenever X and Y have the same distribution. If {Xn, n ≥ 1}, is a sequence
of random entities, we write Xn
d−→ X whenever Xn converges in distribution to X.
Theorem 2.6. (Uniqueness of the Hankel transform). Let X and Y be m×m positive
definite random matrices with Hankel transforms HX,ν and HY,ν, respectively. Then
HX,ν = HY,ν if and only if X d= Y .
Proof. If X
d
= Y then it is clear that HX,ν=HY,ν .
Conversely, suppose that Z ∼ Wm(ν + 12(m+ 1), Im), independently of X and Y .
Let ΨX and ΨY be the Laplace transforms of X and Y respectively; then, for all T > 0,
HX,ν(T 1/2ZT 1/2) = HY,ν(T 1/2ZT 1/2),
and therefore
EZ HX,ν(T 1/2ZT 1/2) = EZ HY,ν(T 1/2ZT 1/2). (2.32)
By Example 2.5,
EZ HX,ν(T 1/2ZT 1/2) = EX etr(−TX) = ΨX(T ), (2.33)
and
EZ HY,ν(T 1/2ZT 1/2) = EY etr(−TY ) = ΨY (T ) (2.34)
for all T > 0. Combining (2.32), (2.33) and (2.34), we obtain ΨX(T ) = ΨY (T ), for
all T > 0. By the uniqueness theorem for multivariate Laplace transforms [22, p. 16,
Theorem 2.1.9] we conclude that X
d
= Y .
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We denote by L2ν the space of functions φ : Pm×m+ → C such that∫
Pm×m+
|φ(X)|2 (detX)−ν dX <∞.
The following inversion theorem is obtained by applying the Hankel inversion
theory of Herz [34, Section 3]. We refer to Hadjicosta [31] for the full details.
Theorem 2.7. (Inversion of the Hankel transform). Let X > 0 be a random matrix
with Hankel transform HX,ν, and with a probability density function f ∈ L2ν. Then,
f(X) =
1
Γm(ν +
1
2
(m+ 1))
∫
Pm×m+
Aν(TX) (detTX)
νHX,ν(T ) dT.
Theorem 2.8. (Hankel Continuity). Let {Xn, n ∈ N} be a sequence of m×m positive-
definite random matrices with corresponding Hankel transforms {HXn , n ∈ N}. If there
exists a m×m positive semi-definite random matrix X with Hankel transform HX such
that Xn
d−→ X then, for each T > 0,
lim
n→∞
HXn(T ) = HX(T ). (2.35)
Conversely, suppose there exists a function H : Pm×m+ → R such that H(T ) → 1
as T → 0, H is continuous at 0, and (2.35) holds. Then H is the Hankel transform of
an m×m positive semi-definite random matrix X, and Xn d−→ X.
Proof. Suppose that Xn
d−→ X then, by the Continuous Mapping Theorem for random
vectors [60, p. 336], Aν(TXn)
d−→ Aν(TX) as n→∞, for all T > 0. By (2.13), Aν(TXn)
is uniformly bounded for all n ∈ N and T > 0; thus, by the Dominated Convergence
Theorem, EAν(TXn)→ EAν(TX) as n→∞, for all T > 0, and therefore (2.35) holds.
Conversely, suppose that Z ∼ Wm(ν + 12(m + 1), Im) where Z is independent of
the sequence {Xn, n ∈ N}. Also, let ΨXn be the Laplace transform of Xn. By Example
2.5, we have
ΨXn(T ) = EZ [Hn(T 1/2ZT 1/2)],
for all T > 0. Further, by Lemma 2.3, |Hn(T 1/2ZT 1/2)| ≤ 1 for all T > 0. Thus, by
the Dominated Convergence Theorem, as n→∞,
ΨXn(T )→ EZ [H(T 1/2ZT 1/2)] = Ψ(T ),
for all T > 0. Since H is continuous at 0 and H(0) = 1 then Ψ(T ) also is continuous
at 0 and Ψ(0) = 1. By the continuity theorem for multivariate Laplace transforms [40,
p. 63, Theorem 4.3], there is a m ×m positive semi-definite random matrix X whose
Laplace transform is Ψ, and Xn
d−→ X.
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The next result constitutes a characterization of the Wishart distributions using
the Hankel transform HX,ν , where Re(ν) > 12(m−2). The result enables the extension,
to the Wishart case, of some results of Baringhaus and Taherizadeh [7] on a supremum
norm test statistic.
Theorem 2.9. Let X be an m×m positive-definite random matrix with an orthogonally
invariant distribution and Hankel transform HX,ν. If there exist  > 0 and α > 12(m−1)
such that for all T satisfying 0 < T ≤ Im,
HX,ν(T ) = 1F1(α; ν + 12(m+ 1);−T ),
then X˜ ∼ Wm(α, Im).
We refer the reader to Hadjicosta [31], where three proofs of this result are given.
We provide here the third and briefest proof, which uses the principle of analytic
continuation.
Proof. The Hankel transform, HX,ν(T ), of X is holomorphic (analytic) in T . Also, the
hypergeometric function 1F1(α; ν +
1
2
(m + 1);−T ) is holomorphic in T . Since these
two functions agree on the open neighborhood {T : 0 < T < Im} then, by analytic
continuation, they agree wherever they both are well-defined. Since they both are
well-defined everywhere then we conclude that HX,ν(T ) = 1F1(α; ν + 12(m + 1);−T )
for all T > 0. By Example 2.4 and Theorem 2.6, the uniqueness theorem for Hankel
transforms, it follows that X ∼ Wm(α, Im).
2.4 Orthogonally invariant Hankel transforms of matrix argu-
ment
For ν ∈ C such that −ν + 1
2
(j −m) /∈ N, for all j = 1, . . . ,m, and X, Y ∈ Sm×m, the
Bessel function (of the first kind) of order ν with two matrix arguments is defined as
the infinite series
Aν(X, Y ) =
1
Γm(ν +
1
2
(m+ 1))
∞∑
k=0
(−1)k
k!
∑
|κ|=k
Cκ(X)Cκ(Y )
[ν + 1
2
(m+ 1)]κCκ(Im)
. (2.36)
It is straightforward from (2.5) and (2.11) to see that
Aν(X, Y ) =
∫
O(m)
Aν(HXH
′Y )dH, (2.37)
X, Y ∈ Sm×m [52, p. 260]. Also, by applying the inequality (2.13) for Aν(X), we obtain
|Aν(X, Y )|≤ 1
Γm(ν +
1
2
(m+ 1))
. (2.38)
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Definition 2.10. Let X be an m×m positive-definite random matrix with p.d.f. f(X).
For Re(ν) > 1
2
(m−2) and T > 0, we define the orthogonally invariant Hankel transform
of order ν of X as the function
H˜X,ν(T ) = EX [Γm(ν + 12(m+ 1))Aν(T,X)]. (2.39)
Remark 2.11. By (2.37) and the definition (2.27) of HX,ν , we have
H˜X,ν(T ) =
∫
O(m)
HX,ν(HTH ′) dH. (2.40)
Further, since
∫
O(m)
dH = 1, then H˜X,ν also satisfies the properties in Lemma 2.3.
Let a, b ∈ C, where −b + 1
2
(j − 1) /∈ N, for all j = 1, . . . ,m. The confluent
hypergeometric function of two matrix arguments is defined, for X, Y ∈ Sm×m, as the
infinite series,
1F1(a; b;X, Y ) =
∞∑
k=0
1
k!
∑
|κ|=k
[a]κ
[b]κ
Cκ(X)Cκ(Y )
Cκ(Im)
. (2.41)
It is clear from the definition that 1F1(a; b;X, Im) = 1F1(a; b;X). Similar to (2.37), it
follows from (2.5) that for X, Y ∈ Sm×m,
1F1(a; b;X, Y ) =
∫
O(m)
1F1(a; b;HXH
′Y )dH. (2.42)
Example 2.12. Let X ∼ Wm(α,Σ) where α > 12(m − 1) and Σ > 0. For T > 0, it
follows from Example 2.4, (2.40), and (2.42) that
H˜X,ν(T ) =
∫
O(m)
1F1(α; ν +
1
2
(m+ 1);−HTH ′Σ−1) dH
= 1F1(α; ν +
1
2
(m+ 1);−T,Σ−1). (2.43)
Theorem 2.13. (Uniqueness of orthogonally invariant Hankel transforms). Let X and
Y be m × m positive-definite random matrices with orthogonally invariant distribu-
tions and orthogonally invariant Hankel transforms H˜X,ν and H˜Y,ν, respectively. Then
H˜X,ν = H˜Y,ν if and only if X d= Y .
Proof. By Eq. (2.37) and the definition of the orthogonally invariant Hankel transform
(2.39), we have
H˜X,ν(T ) = EXEH Γm(ν + 12(m+ 1))Aν(HTH ′X).
Since the distribution of X˜ is orthogonally invariant, X
d
= HXH ′ for all H ∈ O(m);
therefore, for all T > 0,
H˜X,ν(T ) = EX Γm(ν + 12(m+ 1))Aν(TX) = HX,ν(T ),
and similarly for Y . By applying Theorem 2.6, the Uniqueness Theorem for Hankel
transforms, we deduce the desired result.
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3 Goodness-of-Fit Tests for the Wishart Distribu-
tions
3.1 The test statistic
Let X1, . . . , Xn be independent, identically distributed (i.i.d.), m×m positive-definite
random matrices, each with probability density function f(X) and positive-definite
mean µ = E(X1). We assume also that the density function of X1 is of the form
f(X1) = f0(µ
−1/2X1µ−1/2), (3.1)
where f0 is orthogonally invariant.
Lemma 3.1. Under the assumption (3.1), the distribution of µ−1/2X1µ−1/2 is orthog-
onally invariant.
Proof. Let Y˜ = µ−1/2X1µ−1/2; then X1 = µ1/2Y˜ µ1/2 and the Jacobian of the transfor-
mation from X1 to Y˜ is (detµ)
(m+1)/2 [52, p. 58]. Therefore, the p.d.f. of Y˜ is
g(Y˜ ) = (detµ)(m+1)/2 f(µ1/2Y˜ µ1/2) = (detµ)(m+1)/2 f0(Y˜ ).
Since f0 is orthogonally invariant then it follows that g is orthogonally invariant.
Denote by P the distribution ofX1. On the basis of the random sampleX1, . . . , Xn,
we wish to test the null hypothesis, H0 : P ∈ {Wm(α,Σ),Σ > 0}, against the alterna-
tive, H1 : P ∈{Wm(α,Σ),Σ > 0}, where α is known.
Since Σ is unspecified by H0, the data X1, . . . , Xn cannot be used to construct
a test statistic. Thus, with X¯n = n
−1∑n
j=1 Xj denoting the sample mean, define
Yj = X¯
−1/2
n XjX¯
−1/2
n , for j = 1, . . . , n. Under H0, the distribution of Y1, . . . , Yn does
not depend on Σ, so a test statistic can be based on them. Let P0 denote the probability
measure corresponding to the Wm(α, Im) distribution. For Re(ν) >
1
2
(m − 2), define
the empirical orthogonally invariant Hankel transform of order ν of Y1, . . . , Yn as
H˜n,ν(T ) = Γm(ν + 12(m+ 1))
1
n
n∑
j=1
Aν(T, Yj), (3.2)
T > 0. Further, define the test statistic
T 2n,ν = n
∫
T>0
[H˜n,ν(T )− 1F1(α; ν + 12(m+ 1);−T/α)]2 dP0(T ). (3.3)
To provide motivation for this test statistic, suppose thatH0 is valid; then E(X1) =
αΣ−1 and, for large n, we can expect that Yj = X¯
−1/2
n XjX¯
−1/2
n ' α−1Σ1/2XjΣ1/2,
almost surely. By the Continuous Mapping Theorem, the sequence of random variables
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Aν(T, Yj) should approximate the i.i.d. sequence Aν(T, α
−1Σ1/2XjΣ1/2), j = 1, . . . , n,
for each T > 0 and for sufficiently large n. Applying to (3.2) the Strong Law of Large
Numbers, we can expect that, for large n, H˜n,ν(T ) ' H˜α−1Σ1/2X1Σ1/2,ν(T ), almost surely.
By Example 2.12, we deduce that
H˜α−1Σ1/2X1Σ1/2,ν(T ) = 1F1
(
α; ν + 1
2
(m+ 1);−α−1T, Im
)
= 1F1
(
α; ν + 1
2
(m+ 1);−α−1T ),
for T > 0. Therefore, by Lemma 3.1 and Theorem 2.13, small values of T 2n,ν provide
strong evidence in support of H0, and we will reject H0 for large values of T
2
n,ν .
For the remainder of the paper, we set
ν = α− 1
2
(m+ 1).
Since ν > 1
2
(m− 2) then α > 1
2
(2m− 1). We also denote T 2n,ν and H˜n,ν by T 2n and H˜n,
respectively. By Kummer’s formula (2.17), the statistic (3.3) becomes
T 2n = n
∫
T>0
[
H˜n(T )− etr(−T/α)
]2
dP0(T ). (3.4)
This integral represents T 2n as a weighted integral of the squared difference between the
empirical orthogonally invariant Hankel transform H˜n and its almost sure limit under
the null hypothesis.
We now evaluate the test statistic T 2n for a given random sample.
Proposition 3.2. The test statistic (3.4) is a V -statistic of order 2. Specifically,
T 2n =
1
n
n∑
i=1
n∑
j=1
h(Yi, Yj)
where, for X, Y > 0,
h(X, Y ) = Γm(α) etr(−X − Y ) Aν(−X, Y )
−
( α
α + 1
)mα[
etr
(
− α
α + 1
X
)
+ etr
(
− α
α + 1
Y
)]
+
( 2
α
+ 1
)−mα
.
Proof. After squaring the integrand in (3.4), we see that there are three terms to be
computed. First,
n
∫
T>0
H˜2n(T ) dP0(T ) =
1
n
∫
T>0
( n∑
i=1
Γm(α)Aν(T, Yi)
)2
dP0(T )
=
Γm(α)
n
n∑
i=1
n∑
j=1
∫
T>0
Aν(T, Yi)Aν(T, Yj) (detT )
ν etr(−T )dT.
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By (2.37) and Fubini’s theorem,∫
T>0
Aν(T, Yi)Aν(T, Yj)(detT )
ν etr(−T ) dT
=
∫
O(m)
∫
O(m)
∫
T>0
Aν(HTH
′Yi)Aν(KTK ′Yj)(detT )ν etr(−T ) dT dHdK. (3.5)
Writing Aν(HTH
′Yj) = Aν(H ′YjHT ), j = 1, . . . , n, and applying Herz’s generalization
(2.15) of Weber’s second exponential integral, we find that (3.5) equals∫
O(m)
∫
O(m)
etr(−H ′YiH −K ′YjK)Aν(−H ′YiHK ′YjK)dHdK
= etr(−Yi − Yj)
∫
O(m)
∫
O(m)
Aν(−H ′YiHK ′YjK)dHdK. (3.6)
On the right-hand side of (3.6), we replace H by HK and apply the group invariance
of the Haar measure and its normalization; then we find that (3.6) reduces to∫
O(m)
Aν(−H ′YiHYj)dH ≡ Aν(−, Yi, Yj).
Therefore,
n
∫
T>0
H˜2n(T ) dP0(T ) =
Γm(α)
n
n∑
i=1
n∑
j=1
etr(−Yi − Yj)Aν(−Yi, Yj).
The second term to be calculated is
− 2n
Γm(α)
∫
T>0
H˜n(T ) etr(−T/α) dP0(T )
= −2
n∑
i=1
∫
T>0
Aν(T, Yi) (detT )
ν etr(−(Im + α−1Im)T )dT.
Similar to the previous calculation, we use (2.37) to express Aν(T, Yi) as an average
over O(m) and apply Fubini’s theorem to reverse the order of integration. The resulting
integral is a special case of (2.14), so we conclude that
− 2n
Γm(α)
∫
T>0
H˜n(T ) etr(−T/α) dP0(T )
= −2
(
α
α + 1
)mα n∑
i=1
etr
(
− α
α + 1
Yi
)
≡ − 1
n
( α
α + 1
)mα n∑
i=1
n∑
j=1
[
etr
(
− α
α + 1
Yi
)
+ etr
(
− α
α + 1
Yj
)]
.
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The third and last integral, which we evaluate using the gamma integral (2.10) is
n
∫
T>0
etr(−2T/α) dP0(T ) = n(det(2α−1Im + Im))−α
= n(2α−1 + 1)−mα ≡ 1
n
n∑
i=1
n∑
j=1
( 2
α
+ 1
)−mα
.
Collecting together the three terms, we obtain the desired result.
3.2 The limiting null distribution of the test statistic
We denote by L2 = L2(P0) the space of (equivalence classes of) orthogonally invariant
Borel measurable functions f : Pm×m+ → C that are square-integrable with respect to
the probability measure P0, i.e., for which
∫
X>0
|f(X)|2 dP0(X) <∞. The space L2 is
a separable Hilbert space when equipped with the inner product
〈f, g〉L2 =
∫
X>0
f(X) g(X) dP0(X),
and the corresponding norm
||f ||L2=
√
〈f, f〉L2 ,
f, g ∈ L2. Moreover, the set of normalized Laguerre polynomials {L(ν)κ }, with κ ranging
over all partitions, defined in Section 2.2, forms an orthonormal basis for the space L2;
see Herz [34, p. 502, Theorem 4.6] and Constantine [16, Section 3].
We now define the stochastic process
Zn(T ) = 1√
n
n∑
j=1
[
Γm(α)Aν(T, Yj)− etr(−T/α)
]
, (3.7)
T > 0. We view the random field Zn := {Zn(T ), T > 0} as a random element in L2
since, as we now show, its sample paths are in L2.
Lemma 3.3. The test statistic (3.4) can be written as
T 2n =
∫
T>0
(Zn(T ))2 dP0(T ) = ||Zn||2L2 .
In particular, ||Zn||2L2 <∞.
This result follows immediately from (3.2), (3.4), and (3.7).
Remark 3.4. By [28, Example 1.4] (Y1, . . . , Yn) has a matrix Liouville distribution, of
the second kind, that does not depend on Σ. Therefore, without loss of generality, we
will set Σ = Im in deriving the limiting null distribution of T
2
n.
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We also note that, for each j = 1, . . . , n, the matrices Yj = X¯
−1/2
n XjX¯
−1/2
n and
Zj = X
1/2
j X¯
−1
n X
1/2
j have the same spectrum; this result is proved by verifying that Yj
and Zj have the same characteristic polynomial. Consequently,
Aν(T, Yj) = Aν(T, Zj), (3.8)
j = 1, . . . , n, so we can replace Yj by Zj in the definition (3.2) of the test statistic.
We now state the main result of this section.
Theorem 3.5. Let m ≥ 2 and X1, . . . , Xn be i.i.d. P0-distributed random matrices,
where α > max{1
2
(2m − 1), 1
2
(m + 3)}, and let Zn := (Zn(T ), T > 0) be the random
field defined in (3.7). Then, there exists a centered Gaussian field Z := (Z(T ), T > 0),
with sample paths in L2 and with covariance function,
K(S, T ) = etr(−α−1(S + T ))
[
Γm(α)Aν(−α−2S, T )− 1
α3m
(trS)(trT )− 1
]
, (3.9)
S, T > 0, such that Zn d−→ Z in L2 as n→∞. Moreover,
T 2n
d−→
∫
T>0
Z2(T ) dP0(T ).
The remainder of this section is devoted to proving Theorem 3.5, so readers who
wish to postpone reading the detailed derivation may continue directly to Section 3.3.
3.2.1 Preliminary details
Here, we provide details on the Frobenius norm of a matrix, the Taylor expansion of
functions on the space Sm×m of symmetric matrices, and various preliminary lemmata
necessary for the derivation of the asymptotic distribution of T 2n.
For X, Y ∈ Sm×m, the inner product between X and Y is defined by 〈X, Y 〉 =
tr(XY ), and the Frobenius norm of X is defined by ‖X‖2F = 〈X,X〉 = tr(X2). By [36,
Section 5.6, p. 291], the Frobenius norm satisfies the triangle inequality, ‖X + Y ‖F ≤
‖X‖F + ‖Y ‖F , and moreover, it is sub-multiplicative, ‖XY ‖F ≤ ‖X‖F · ‖Y ‖F .
We use the usual notation for Kronecker’s delta, viz., δij = 1 or 0 for i = j or
i 6= j, respectively. For Z = (zij) ∈ Sm×m, the gradient operator is the m×m matrix
∇Z =
(
1
2
(1 + δij)
∂
∂zij
)
i,j=1,...,m
.
For example, is straightforward to see that ∇Ze〈T,Z〉 = e〈T,Z〉 T.
Let F : Sm×m → C be a C1 function; that is, F is differentiable of order 1 and
its partial derivatives are continuous on Sm×m. The Taylor expansion of order 1 of the
function F , at Z0 ∈ Sm×m, is
F (Z) = F (Z0) + 〈Z − Z0,∇UF (U)〉, (3.10)
where U = tZ + (1− t)Z0, for some t ∈ [0, 1].
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Lemma 3.6. For T, Z > 0,
∇ZAν(T, Z) =
∫
O(m)
M1/2∇YAν(Y )M1/2 dH, (3.11)
where M := HTH ′ and Y := M1/2ZM1/2.
Proof. By (2.37),
Aν(T, Z) =
∫
O(m)
Aν(HTH
′Z) dH.
It is straightforward to verify that the conditions given by Burkill and Burkill [13,
p. 289, Theorem 8.72] for interchanging derivatives and integrals are satisfied; therefore,
∇ZAν(T, Z) =
∫
O(m)
∇ZAν(HTH ′Z) dH. (3.12)
Setting M = HTH ′ and Y = M1/2ZM1/2, we have Z = M−1/2YM−1/2. By Maass [50,
p. 64], ∇Z = M1/2∇YM1/2; therefore,
∇ZAν(MZ) = ∇ZAν(M1/2ZM1/2)
= M1/2∇YM1/2Aν(Y ) = M1/2∇YAν(Y )M1/2, (3.13)
since Aν(Y ) is scalar-valued. Combining (3.12) and (3.13), we obtain (3.11).
We note that all further interchanges of derivatives and integrals are justifiable by
appeal to [13, loc. cit.], so we will perform such interchanges without further citation.
Also, various positive constants arise in the following calculations, and we will denote
them generically by c, cj, Cj, j ≥ 1.
Lemma 3.7. Let Q be an m ×m matrix such that 0 < QQ′ < Im. Also, let Y be an
m×m positive-definite matrix. Then, there exists a constant c > 0 such that
‖∇Y (trQY 1/2)‖F ≤ c (λmin(Y ))−1/2. (3.14)
Proof. Since the trace is a linear operator, we have
∇Y (trQY 1/2) =
(
1
2
(1 + δij)
∂
∂yij
trQY 1/2
)
=
(
trQ
(
1
2
(1 + δij)
∂
∂yij
Y 1/2
))
=
(
tr [Q(∇Y ⊗ Y 1/2)ij]
)
,
where ∇Y ⊗ Y 1/2 is the Kronecker product of the gradient ∇Y acting on the matrix
Y 1/2, and Vij := (∇Y ⊗ Y 1/2)ij is the (i, j)th block matrix in that Kronecker product.
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By the Cauchy-Schwarz inequality, and the fact that QQ′ < Im implies tr(QQ′) ≤
m, we obtain
‖∇Y (trQY 1/2)‖2F =
∑
i
∑
j
[
tr(QVij)
]2
≤
∑
i
∑
j
tr(QQ′) tr(V 2ij)
≤ m
∑
i
∑
j
tr(V 2ij) = m‖(∇Y ⊗ Y 1/2)‖2F . (3.15)
Recall from [11, p. 13] the multi-linear operator norm, |||·|||, which we define here in the
following context: If Kij denotes the (i, j)th element of a m×m matrix K and (Vij)kl
denotes the (k, l)th element of Vij := (∇Y ⊗ Y 1/2)ij, the (i, j)th block in the tensor
product ∇Y ⊗ Y 1/2, then
((∇Y ⊗ Y 1/2) ·K)kl =
∑
i
∑
j
Kij (Vij)kl,
and we define ∣∣∣∣∣∣∇Y ⊗ Y 1/2∣∣∣∣∣∣ := sup
‖K‖F=1
‖(∇Y ⊗ Y 1/2) ·K‖F .
Since all norms on a finite-dimensional space are equivalent, there exists a constant
c > 0 such that ‖∇Y ⊗ Y 1/2‖F ≤ 2c
∣∣∣∣∣∣∇Y ⊗ Y 1/2∣∣∣∣∣∣. By [20, p. 262, Eq. (6)], there
holds the crucial inequality,∣∣∣∣∣∣∇Y ⊗ Y 1/2∣∣∣∣∣∣ ≤ 2−1(λmin(Y ))−1/2.
Hence,
‖(∇Y ⊗ Y 1/2)‖F ≤ c (λmin(Y ))−1/2,
so we obtain
‖(∇Y ⊗ Y 1/2)‖2F =
∑
i
∑
j
tr(V 2ij) ≤ c2 (λmin(Y ))−1. (3.16)
Combining (3.15) and (3.16), we obtain (3.14).
Lemma 3.8. For T, Z > 0, there exists a constant C > 0 such that
‖∇ZAν(T, Z)‖F ≤ C ‖T‖F (λmin(T ))−1/2(λmin(Z))−1/2. (3.17)
Proof. By Eq. (3.11),
∇ZAν(T, Z) =
∫
O(m)
M1/2∇ZAν(Y )M1/2 dH,
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where M := HTH ′ and Y := M1/2ZM1/2. By Minkowski’s inequality for integrals,
‖∇ZAν(T, Z)‖F ≤
∫
O(m)
‖M1/2[∇YAν(Y )]M1/2‖F dH
=
∫
O(m)
‖M ∇YAν(Y )‖F dH
≤
∫
O(m)
‖M‖F · ‖∇YAν(Y )‖F dH, (3.18)
since the Frobenius norm is sub-multiplicative.
By Herz’s generalization, (2.12), of the Poisson integral,
Aν(Y ) = c1
∫
Q′Q<Im
etr(2 iY 1/2Q)(det(Im −Q′Q))α−
1
2
(2m+1) dQ,
where c1 > 0. Therefore,
∇YAν(Y ) = 2 ic1
∫
Q′Q<Im
etr(2 iY 1/2Q)(det(Im −Q′Q))α−
1
2
(2m+1) ∇Y (trQY 1/2) dQ.
Applying Minkowski’s inequality and then using (3.14) to bound the integrand, we
obtain
‖∇YAν(Y )‖F ≤ 2c1
∫
Q′Q<Im
(det(Im −Q′Q))α−
1
2
(2m+1) ‖∇Y (trQY 1/2)‖F dQ
≤ 2c1c(λmin(Y ))−1/2
∫
Q′Q<Im
(det(Im −Q′Q))α−
1
2
(2m+1) dQ
= C(λmin(Y ))
−1/2. (3.19)
Combining (3.18) and (3.19), we obtain
‖∇ZAν(T, Z)‖F ≤ C
∫
O(m)
‖M‖F · (λmin(Y ))−1/2 dH.
For H ∈ O(m), ‖M‖F = ‖HTH ′‖F = ‖T‖F and
λmin(Y ) = λmin(M
1/2ZM1/2) = λmin(MZ)
= λmin(HTH
′Z) ≥ λmin(HTH ′)λmin(Z) = λmin(T )λmin(Z).
Hence,
‖∇ZAν(T, Z)‖F ≤ C ‖T‖F (λmin(T ))−1/2 (λmin(Z))−1/2
∫
O(m)
dH
= C ‖T‖F (λmin(T ))−1/2 (λmin(Z))−1/2,
which completes the proof.
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Lemma 3.9. For T, Z1, Z2 > 0, there exist constants C1, C2 > 0 such that∥∥∥∇Z1Aν(T, Z1)−∇Z2Aν(T, Z2)∥∥∥
F
≤ ‖Z1 − Z2‖
1/2
F ‖T‖3/2F
λmin(Z
1/2
2 )
[
C1
λmin(T )λmin(Z
1/2
1 )
+
C2
λmin(T 1/2)
]
. (3.20)
Proof. By (3.11),
∇Z1Aν(T, Z1)−∇Z2Aν(T, Z2) =
∫
O(m)
HT 1/2H ′
[
∇Y1Aν(Y1)−∇Y2Aν(Y2)
]
HT 1/2H ′dH,
(3.21)
where Yj := M
1/2ZjM
1/2, j = 1, 2, and M := HTH ′. Applying (2.12) and interchang-
ing derivatives and integrals, we obtain
∇Y1Aν(Y1)−∇Y2Aν(Y2)
= 2 ic1
∫
Q′Q<Im
[
etr(2 iY
1/2
1 Q)∇Y1(trQY 1/21 )− etr(2 iY 1/22 Q)∇Y2(trQY 1/22 )
]
dµ(Q),
where dµ(Q) := (det(Im −Q′Q))α−
1
2
(2m+1) dQ. Therefore,∥∥∥∇Y1Aν(Y1)−∇Y2Aν(Y2)∥∥∥
F
≤ 2c1
∫
Q′Q<Im
∥∥∥ etr(2 iY 1/21 Q)∇Y1(trQY 1/21 )− etr(2 iY 1/22 Q)∇Y2(trQY 1/22 )∥∥∥
F
dµ(Q).
Let θj := 2 tr(Y
1/2
j Q) and Nj := ∇Yj(trQY 1/2j ), j = 1, 2; then we observe that
‖eiθ1N1 − eiθ2N2‖F = ‖eiθ1(N1 −N2) + (eiθ1 − eiθ2)N2‖F
≤ ‖N1 −N2‖F + |eiθ1 − eiθ2|·‖N2‖F ,
since |eiθ1|= 1. Also, using the identity
|eiθ1 − eiθ2|2= 4 sin2 (1
2
(θ1 − θ2)
)
,
we find that∥∥∥∇Y1Aν(Y1)−∇Y2Aν(Y2)∥∥∥
F
≤ 2c1
∫
Q′Q<Im
[ ∥∥∥∇Y1(trQY 1/21 )−∇Y2(trQY 1/22 )∥∥∥
F
+ 2 |sin ( tr(Y 1/21 − Y 1/22 )Q)| · ‖∇Y2(trQY 1/22 )‖F
]
dµ(Q). (3.22)
By applying the same argument as in Lemma 3.7, we obtain
∇Y1(trQY 1/21 )−∇Y2(trQY 1/22 ) =
(
tr [Q(∇Y1 ⊗ Y 1/21 )ij]
)
−
(
tr [Q(∇Y2 ⊗ Y 1/22 )ij]
)
;
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so, by the Cauchy-Schwarz inequality and the fact that Q′Q < Im implies tr(QQ′) ≤ m,
we obtain ∥∥∥∇Y1(trQY 1/21 )−∇Y2(trQY 1/22 )∥∥∥2
F
=
∑
i
∑
j
(
tr(Q[(∇Y1 ⊗ Y 1/21 )ij − (∇Y2 ⊗ Y 1/22 )ij])
)2
≤
∑
i
∑
j
tr(QQ′) tr
(
∇Y1 ⊗ Y 1/21 )ij − (∇Y2 ⊗ Y 1/22 )ij
)2
≤ m
∑
i
∑
j
tr
(
(∇Y1 ⊗ Y 1/21 )ij − (∇Y2 ⊗ Y 1/22 )ij
)2
= m
∥∥∥(∇Y1 ⊗ Y 1/21 )− (∇Y2 ⊗ Y 1/22 )∥∥∥2
F
. (3.23)
Since the norms ‖·‖F and |||·||| are equivalent, there exists c > 0 such that∥∥∥(∇Y1 ⊗ Y 1/21 )− (∇Y2 ⊗ Y 1/22 )∥∥∥
F
≤ c
∣∣∣∣∣∣∣∣∣(∇Y1 ⊗ Y 1/21 )− (∇Y2 ⊗ Y 1/22 )∣∣∣∣∣∣∣∣∣
≡ c sup
‖K‖F=1
∥∥∥((∇Y1 ⊗ Y 1/21 )− (∇Y2 ⊗ Y 1/22 )) ·K∥∥∥
F
.
(3.24)
By a result of Del Moral and Niclas [20, Theorem 1.1, Eq. (4)],(
(∇Y1 ⊗ Y 1/21 )− (∇Y2 ⊗ Y 1/22 )
)
·K
=
∫ ∞
0
[
exp(−tY 1/21 )K exp(−tY 1/21 )− exp(−tY 1/22 )K exp(−tY 1/22 )
]
dt,
where exp(M) =
∑∞
j=0M
j/j! is the matrix exponential function. Therefore,∥∥∥((∇Y1 ⊗ Y 1/21 )− (∇Y2 ⊗ Y 1/22 )) ·K∥∥∥
F
≤
∫ ∞
0
∥∥∥ exp(−tY 1/21 )K exp(−tY 1/21 )− exp(−tY 1/22 )K exp(−tY 1/22 )∥∥∥
F
dt.
For any m×m matrices M1 and M2, and for any K such that ‖K‖F = 1,
‖M1KM1 −M2KM2‖F = ‖M1K(M1 −M2) + (M1 −M2)KM2‖F
≤ ‖M1‖F‖M1 −M2‖F + ‖M1 −M2‖F‖M2‖F
= (‖M1‖F + ‖M2‖F ) ‖M1 −M2‖F .
Now setting Mj = exp(−tY 1/2j ), j = 1, 2, we obtain∥∥∥ exp(−tY 1/21 )K exp(−tY 1/21 )− exp(−tY 1/22 )K exp(−tY 1/22 )∥∥∥
F
≤
(∥∥∥ exp(−tY 1/21 )∥∥∥
F
+
∥∥∥ exp(−tY 1/22 )∥∥∥
F
) ∥∥∥ exp(−tY 1/21 )− exp(−tY 1/22 )∥∥∥
F
.
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Therefore,∥∥∥((∇Y1 ⊗ Y 1/21 )− (∇Y2 ⊗ Y 1/22 )) ·K∥∥∥
F
≤
∫ ∞
0
(∥∥∥ exp(−tY 1/21 )∥∥∥
F
+
∥∥∥ exp(−tY 1/22 )∥∥∥
F
)∥∥∥ exp(−tY 1/21 )− exp(−tY 1/22 )∥∥∥
F
dt.
(3.25)
For any m×m positive-definite matrix Y and for t ≥ 0,
tr(exp(−2tY )) =
m∑
i=1
exp(−2tλi(Y )) ≤ m exp(−2tλmin(Y ));
hence, for t ≥ 0, and j = 1, 2,∥∥∥ exp(−tY 1/2j )∥∥∥
F
=
[
tr(exp(−2tY 1/2j ))
]1/2
≤ m1/2 exp(−tλmin(Y 1/2j )). (3.26)
Therefore, for ‖K‖F = 1, the right-hand side of (3.25) is bounded above by
m1/2
∫ ∞
0
[
exp(−tλmin(Y 1/21 )) + exp(−tλmin(Y 1/22 ))
]∥∥∥ exp(−tY 1/21 )− exp(−tY 1/22 )∥∥∥
F
dt.
Define X(t) := exp(−tY 1/21 ), Y (t) := exp(−tY 1/22 ), and ψ(t) := X(t)−Y (t), t ≥ 0.
Notice that
X ′(t) = −Y 1/21 exp(−tY 1/21 ) = −Y 1/21 X(t)
and
Y ′(t) = −Y 1/22 exp(−tY 1/22 ) = −Y 1/22 Y (t),
with X(0) = Y (0) = Im. Then ψ(t) satisfies the inhomogeneous differential equation
ψ′(t) = −Y 1/21 X(t) + Y 1/22 Y (t)
= −Y 1/22 ψ(t)− (Y 1/21 − Y 1/22 )X(t),
with boundary condition ψ(0) = 0. By following the approach of K˚agstro¨m [41, Section
4], we find that the solution of this differential equation is
ψ(t) = −
∫ t
0
exp(−(t− s)Y 1/22 )(Y 1/21 − Y 1/22 ) exp(−sY 1/21 ) ds.
By Minkowski’s inequality and the sub-multiplicative property of the Frobenius norm,
‖ψ(t)‖F ≤
∫ t
0
∥∥∥ exp(−(t− s)Y 1/22 )∥∥∥
F
·
∥∥∥Y 1/21 − Y 1/22 ∥∥∥
F
·
∥∥∥ exp(−sY 1/21 )∥∥∥
F
ds.
Using (3.26) to bound both exponential terms in this integrand, we find that
‖ψ(t)‖F ≤ m
∥∥∥Y 1/21 − Y 1/22 ∥∥∥
F
∫ t
0
exp(−(t− s)λmin(Y 1/22 )) exp(−sλmin(Y 1/21 )) ds.
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Assuming that λmin(Y
1/2
1 ) 6= λmin(Y 1/22 ), we calculate the latter integral, obtaining
ψ(t) = m
∥∥∥Y 1/21 − Y 1/22 ∥∥∥
F
· exp(−tλmin(Y
1/2
1 ))− exp(−tλmin(Y 1/22 ))
λmin(Y
1/2
2 )− λmin(Y 1/21 )
. (3.27)
Combining (3.23)-(3.27), we obtain∥∥∥∇Y1(trQY 1/21 )−∇Y2(trQY 1/22 )∥∥∥
F
≤ c2
∥∥∥Y 1/21 − Y 1/22 ∥∥∥
F
λmin(Y
1/2
2 )− λmin(Y 1/21 )
∫ ∞
0
[
exp(−2tλmin(Y 1/21 ))− exp(−2tλmin(Y 1/22 ))
]
dt
= c2
∥∥∥Y 1/21 − Y 1/22 ∥∥∥
F
λmin(Y
1/2
1 )λmin(Y
1/2
2 )
.
By continuity, this result remains valid for λmin(Y
1/2
1 ) = λmin(Y
1/2
2 ).
Next, it follows from (3.22) that∥∥∥∇Y1Aν(Y1)−∇Y2Aν(Y2)∥∥∥
F
≤ c3
∥∥∥Y 1/21 − Y 1/22 ∥∥∥
F
λmin(Y
1/2
1 )λmin(Y
1/2
2 )
+ c4
∫
Q′Q<Im
|sin ( tr(Y 1/21 − Y 1/22 )Q)| · ‖∇Y2(trQY 1/22 )‖F dµ(Q).
By the Cauchy-Schwarz inequality,
|sin ( tr(Y 1/21 − Y 1/22 )Q)| ≤ |tr(Y 1/21 − Y 1/22 )Q|
≤
∥∥∥Y 1/21 − Y 1/22 ∥∥∥
F
· (tr(QQ′))1/2 ≤ m1/2
∥∥∥Y 1/21 − Y 1/22 ∥∥∥
F
,
and by (3.14),
‖∇Y2(trQY 1/22 )‖F ≤ c (λmin(Y2))−1/2.
Therefore, with c5 = m
1/2c4c
∫
Q′Q<Im dµ(Q) <∞, we have derived∥∥∥∇Y1Aν(Y1)−∇Y2Aν(Y2)∥∥∥
F
≤ c3
∥∥∥Y 1/21 − Y 1/22 ∥∥∥
F
λmin(Y
1/2
1 )λmin(Y
1/2
2 )
+ c5
∥∥∥Y 1/21 − Y 1/22 ∥∥∥
F
(λmin(Y2))
−1/2
=
∥∥∥Y 1/21 − Y 1/22 ∥∥∥
F
[ c3
λmin(Y
1/2
1 )λmin(Y
1/2
2 )
+
c5
λmin(Y
1/2
2 )
]
. (3.28)
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By (3.21), Minkowski’s inequality, and the sub-multiplicative property of the Frobenius
norm, we obtain∥∥∥∇Z1Aν(T, Z1)−∇Z2Aν(T, Z2)∥∥∥
F
≤
∫
O(m)
∥∥∥HT 1/2H ′[∇Y1Aν(Y1)−∇Y2Aν(Y2)]HT 1/2H ′∥∥∥
F
dH
=
∫
O(m)
∥∥∥HTH ′[∇Y1Aν(Y1)−∇Y2Aν(Y2)]∥∥∥
F
dH
≤
∫
O(m)
‖T‖F ·
∥∥∥∇Y1Aν(Y1)−∇Y2Aν(Y2)∥∥∥
F
dH.
Applying the bound (3.28), we find that∥∥∥∇Z1Aν(T, Z1)−∇Z2Aν(T, Z2)∥∥∥
F
≤
∫
O(m)
‖T‖F ·
∥∥∥Y 1/21 − Y 1/22 ∥∥∥
F
[ c3
λmin(Y
1/2
1 )λmin(Y
1/2
2 )
+
c5
λmin(Y
1/2
2 )
]
dH. (3.29)
By a result of Wihler [69, Eq. (3.2)],∥∥∥Y 1/21 − Y 1/22 ∥∥∥
F
≤ m1/4 ‖Y1 − Y2‖1/2F . (3.30)
Since M = HTH ′, Y1 = M1/2Z1M1/2, and Y2 = M1/2Z2M1/2, then we have
‖Y1 − Y2‖1/2F =
∥∥∥HT 1/2H ′(Z1 − Z2)HT 1/2H ′∥∥∥1/2
F
= ‖HTH ′(Z1 − Z2)‖1/2F
≤ ‖T‖1/2F · ‖Z1 − Z2‖1/2F . (3.31)
Also, for j = 1, 2,
λmin(Y
1/2
j ) = (λmin(Yj))
1/2 = (λmin(HTH
′Zj))1/2
≥ (λmin(HTH ′))1/2(λmin(Zj))1/2 = λmin(T 1/2)λmin(Z1/2j ). (3.32)
Combining (3.29)-(3.32), and using the fact that dH is normalized, we obtain∥∥∥∇Z1Aν(T, Z1)−∇Z2Aν(T, Z2)∥∥∥
F
≤ ‖T‖3/2F
‖Z1 − Z2‖1/2F
λmin(T 1/2)λmin(Z
1/2
2 )
[ C1
λmin(T 1/2)λmin(Z
1/2
1 )
+ C2
]
,
which is identical with (3.20).
28 Hadjicosta and Richards
Let X be a Wishart-distributed random matrix, X ∼ Wm(α, Im), and define for
m×m positive definite matrices T the matrix-valued function
g(T ) = E
[
α−1X1/2∇ZAν(T, Z)X1/2
∣∣∣
Z=α−1X
]
. (3.33)
Lemma 3.10. For T > 0,
tr g(T ) = − α
−1
Γm(α)
(trT ) etr(−α−1T ). (3.34)
Proof. We will establish this result by the method of Laplace transforms. For R > 0,
the Laplace transform of the function (detT )ν tr g(T ) is
ĝ(R) :=
∫
T>0
etr(−TR) (detT )ν tr g(T ) dT. (3.35)
We substitute (3.33) into this integral, interchange the trace and expectation, apply
Fubini’s theorem to interchange the expectation and the integral, and verify the validity
of interchanging derivatives and integrals; then we obtain
ĝ(R) = α−1 tr E
[
X∇Z
∫
T>0
etr(−TR) (detT )ν Aν(T, Z) dT
∣∣∣
Z=α−1X
]
. (3.36)
Applying (2.37) to write Aν(T, Z) as an average of its single-matrix argument counter-
part, and reversing the order of integration, we obtain
ĝ(R) = α−1 tr E
[
X∇Z
∫
O(m)
∫
T>0
etr(−TR) (detT )ν
× Aν(HTH ′Z) dT dH
∣∣∣
Z=α−1X
]
. (3.37)
The inner integral with respect to T is precisely the Laplace transform (2.14); substi-
tuting the outcome of that calculation into (3.37), we obtain
ĝ(R) = α−1(detR)−α tr E
[
X ∇Z
∫
O(m)
etr(−H ′ZHR−1) dH
∣∣∣
Z=α−1X
]
.
Interchanging the gradient and the integral, and then the integral and the trace, noting
that
∇Z etr(−H ′ZHR−1)
∣∣∣
Z=α−1X
= (−HR−1H ′) etr(−α−1H ′XHR−1),
we find that
ĝ(R) = (detR)−αE
∫
O(m)
tr(−α−1H ′XHR−1) etr(−α−1H ′XHR−1) dH (3.38)
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since the trace and the integral commute.
Next, we have∫
O(m)
tr(−α−1H ′XHR−1) etr(−α−1H ′XHR−1)dH
=
d
dt
∫
O(m)
exp(−t tr(α−1H ′XHR−1) dH
∣∣∣
t=1
, (3.39)
by interchanging integral and derivative. By [52, p. 279, Eq. (41)],∫
O(m)
exp[−t tr(α−1H ′XHR−1)]dH =
∞∑
k=0
(−tα−1)k
k!
∑
|κ|=k
Cκ(X)Cκ(R
−1)
Cκ(Im)
;
differentiating this series term-by-term and evaluating the outcome at t = 1, we find
that (3.39) equals
∞∑
k=1
(−α)−k
(k − 1)!
∑
|κ|=k
Cκ(X)
Cκ(R
−1)
Cκ(Im)
. (3.40)
By (2.9), E Cκ(X) = [α]κCκ(Im); therefore, by combining (3.38)-(3.40), we obtain
ĝ(R) = −α−1 (detR)−α
∞∑
k=1
(−α−1)k−1
(k − 1)!
∑
|κ|=k
[α]κCκ(R
−1). (3.41)
It is also known from [52, p. 248] that
(det(Im + tR
−1))−a =
∞∑
k=0
(−t)k
k!
∑
|κ|=k
[a]κCκ(R
−1),
for ‖tR−1‖ < 1, where ‖·‖ denotes the maximum of the absolute values of the eigenval-
ues of tR−1. Differentiating this series term-by-term with respect to t, we obtain
− d
dt
(det(Im + tR
−1))−α =
∞∑
k=1
(−t)k−1
(k − 1)!
∑
|κ|=k
[α]κCκ(R
−1);
now setting t = α−1 and comparing the outcome with (3.41), we find that
ĝ(R) = α−1
d
dt
(det(R + tIm))
−α
∣∣∣
t=α−1
. (3.42)
Therefore, by (2.10),
ĝ(R) =
α−1
Γm(α)
d
dt
∫
T>0
etr(−T (R + tIm)) (detT )ν dT
∣∣∣
t=α−1
=
α−1
Γm(α)
∫
T>0
etr(−TR) (detT )ν (− trT ) etr(−α−1T ) dT,
evidently a Laplace transform. Comparing this expression with (3.35) then the conclu-
sion follows from the uniqueness theorem for Laplace transforms.
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Lemma 3.11. For T > 0,
g(T ) = − α
−1
mΓm(α)
(trT ) etr(−α−1T ) Im, (3.43)
Proof. Define for Y > 0 the function
φ(Y ) := ∇ZAν(T, Z)
∣∣∣
Z=α−1Y
. (3.44)
By (3.33), g(T ) = E
[
α−1X1/2 φ(X)X1/2
]
, where X ∼ Wm(α, Im). Since the distribu-
tion of X is orthogonally invariant, i.e., X
d
= H ′XH for all H ∈ O(m), then
Hg(T )H ′ = HE
[
α−1(H ′XH)1/2 φ(H ′XH) (H ′XH)1/2
]
H ′
= E
[
α−1X1/2H φ(H ′XH)H ′X1/2
]
. (3.45)
By (3.44),
φ(H ′XH) = ∇ZAν(T, Z)
∣∣∣
Z=α−1H′XH
= ∇H′ZHAν(T,H ′ZH)
∣∣∣
H′ZH=α−1H′XH
.
By Maass [50, p. 64], ∇H′ZH = H ′∇ZH; so it follows that
φ(H ′XH) = H ′∇ZHAν(T,H ′ZH)
∣∣∣
Z=α−1X
= H ′∇ZAν(T,H ′ZH)
∣∣∣
Z=α−1X
H.
However, Aν(T,H
′ZH) = Aν(T, Z) for all H ∈ O(m); therefore,
φ(H ′XH) = H ′∇ZAν(T, Z)
∣∣∣
Z=α−1X
H = H ′φ(X)H.
Substituting this result into (3.45) we obtain, for all H ∈ O(m),
Hg(T )H ′ = E
[
α−1X1/2φ(X)X1/2
]
= g(T ).
Since Hg(T )H ′ = g(T ) for all H ∈ O(m) then, by Schur’s Lemma [61, p. 315],
g(T ) is a scalar matrix, i.e., g(T ) = γ1Im for some scalar γ1. By taking traces and by
applying (3.34), we obtain
mγ1 = tr γ1Im = tr g(T ) = − α
−1
Γm(α)
(trT ) etr(−α−1T );
therefore,
γ1 = − α
−1
mΓm(α)
(tr T ) etr(−α−1T ).
The proof is now complete.
The final preliminary result needed for the proof of Theorem 3.5 is the following
consequence of [42, Lemma 7, Eq. (20)].
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Lemma 3.12. The integrals∫
T>0
(trT )2
λmin(T )
dP0(T ) and
∫
T>0
(trT )3
λmin(T )
dP0(T )
are finite for all α > 1
2
(m+ 1). Further, the integral∫
T>0
(trT )3
[λmin(T )]2
dP0(T )
is finite for all α > 1
2
(m+ 3).
3.2.2 The proof of the limiting distribution
In what follows, we will use for various matrices V the shorthand notation
∇Aν(T, V ) ≡ ∇ZAν(T, Z)
∣∣∣
Z=V
Proof of Theorem 3.5. By (3.10), the Taylor expansion of the Bessel function Aν(T, Z)
at (T, Z0) is
Aν(T, Z) = Aν(T, Z0) + 〈Z − Z0,∇Aν(T, U)〉, (3.46)
where U = tZ + (1 − t)Z0, for some t ∈ [0, 1]. Setting Z = Zj and Z0 = α−1Xj, j =
1, . . . , n, in (3.46), we have the Taylor expansion of order 1 of Aν(T, Zj) at (T, α
−1Xj):
Aν(T, Zj) = Aν(T, α
−1Xj) + 〈Zj − α−1Xj,∇Aν(T, Uj)〉, (3.47)
where Uj = tZj + (1− t)α−1Xj, for some t ∈ [0, 1]. Define
Mn = X¯
−1/2
n (αIm − X¯n)X¯−1/2n ;
then (3.47) reduces to
Aν(T, Zj) = Aν(T, α
−1Xj) + 〈α−1X1/2j MnX1/2j ,∇Aν(T, Uj)〉.
Adding and subtracting the term 〈α−1X1/2j MnX1/2j ,∇Aν(T, α−1Xj)〉 on the right-hand
side, we obtain
Aν(T, Zj) = Aν(T, α
−1Xj) + 〈α−1X1/2j MnX1/2j ,∇Aν(T, Uj)〉
+ 〈α−1X1/2j MnX1/2j ,∇Aν(T, Uj)−∇Aν(T, α−1Xj)〉
= Aν(T, α
−1Xj) + 〈Mn, α−1X1/2j ∇Aν(T, α−1Xj)X1/2j 〉
+ 〈Mn, α−1X1/2j [∇Aν(T, Uj)−∇Aν(T, α−1Xj)] X1/2j 〉, (3.48)
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where the second equality is obtained by permuting terms cyclically in the inner prod-
uct. For T > 0 and Xj > 0, j = 1, . . . , n, define the function
g(T,Xj) := α
−1 X1/2j ∇Aν(T, α−1Xj)X1/2j ,
We remark that as X1, . . . , Xn are i.i.d. then EXjg(T,Xj) does not depend on j; hence,
g(T ) := EXjg(T,Xj) = E(α
−1 X1/2j ∇Aν(T, α−1Xj)X1/2j ).
is a function evaluated earlier; by (3.43),
g(T ) = − α
−1
mΓm(α)
(trT ) etr(−α−1T ) Im.
Define the random fields Zn,1(T ), Zn,2(T ) and Zn,3(T ), T > 0, by
Zn,1(T ) = 1√
n
n∑
j=1
[
Γm(α)Aν(T, α
−1Xj) + Γm(α)〈Mn, g(T,Xj)〉 − etr(−α−1T )
]
,
Zn,2(T ) = 1√
n
n∑
j=1
[
Γm(α)Aν(T, α
−1Xj) + Γm(α)〈Mn, g(T )〉 − etr(−α−1T )
]
,
Zn,3(T ) = 1√
n
n∑
j=1
[
Γm(α)Aν(T, α
−1Xj) + Γm(α)〈α−1(αIm −Xj), g(T 〉 − etr(−α−1T )
]
.
The random fields Zn,k, k = 1, 2, 3 arise as follows. To define Zn,1(T ), we use the
first two terms in (3.48). To define Zn,2(T ), we use the same expression from Zn,1(T )
except that the term g(T,Xj) is replaced by its expected value g(T ), which is given by
(3.43). To define Zn,3(T ), we replace the term Mn in Zn,2(T ) by a constant multiple
of αIm − Xj, the constant being obtained by applying the Law of Large Numbers to
X¯n
−1/2
. We will show that
Zn,3 d−→ Z in L2, (3.49)
‖Zn −Zn,1‖L2 p−→ 0, (3.50)
‖Zn,1 −Zn,2‖L2 p−→ 0, (3.51)
‖Zn,2 −Zn,3‖L2 p−→ 0. (3.52)
By writing Zn as
Zn = Zn −Zn,1 + Zn,1 −Zn,2 + Zn,2 −Zn,3 + Zn,3,
it will follow that Zn d−→ Z in L2 (cf. Billingsley [9, p. 25, Theorem 4.1]).
To establish (3.49), define for T > 0,
Zn,3,j(T ) := Γm(α)Aν(T, α−1Xj) + Γm(α)〈α−1(αIm−Xj), g(T )〉− etr(−α−1T ), (3.53)
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j = 1, . . . , n. Since Xj ∼ Wm(α, Im) then E(Xj − αIm) = 0 and therefore, since the
trace and the expectation are linear operators, we deduce that
E
[
〈α−1(αIm −Xj), g(T )〉
]
= tr
[
α−1E(αIm −Xj) · g(T )
]
= 0.
Also, by Example 2.12 and (2.17), we have E [Γm(α)Aν(T, α
−1Xj)] = etr(−α−1T ).
Therefore, E(Zn,3,j(T )) = 0, for all T > 0 and j = 1, . . . , n, and it is also clear that
Zn,3,1, . . . ,Zn,3,n are independent and identically distributed random elements in L2.
We now show that E(‖Zn,3,j‖2L2) <∞ for j = 1, . . . , n. We have
E(‖Zn,3,j‖2L2) = E
∫
T>0
Z2n,3,j(T )dP0(T )
= E
∫
T>0
[
Γm(α)Aν(T, α
−1Xj)
+ Γm(α)〈α−1(αIm −Xj), g(T )〉 − etr(−α−1T )
]2
dP0(T ).
By the Cauchy-Schwarz inequality, (a + b + c)2 ≤ 3(a2 + b2 + c2) for a, b, c ∈ R; so to
prove that E(‖Zn,3,j‖2L2) <∞, it suffices to prove that
E
∫
T>0
[
Γm(α)Aν(T, α
−1Xj)
]2
dP0(T ) <∞, (3.54)
E
∫
T>0
[
Γm(α)〈α−1(αIm −Xj), g(T )〉
]2
dP0(T ) <∞, (3.55)
and
E
∫
T>0
etr(−2α−1T )dP0(T ) <∞. (3.56)
To establish (3.54), we apply (2.38) to obtain
E
∫
T>0
[
Γm(α)Aν(T, α
−1Xj)
]2
dP0(T ) ≤ E
∫
T>0
1 · dP0(T ) = 1.
To prove (3.55), write
〈(αIm −Xj), g(T )〉2 = (tr[(αIm −Xj) · g(T )])2
=
( α−1
mΓm(α)
)2
(tr(αIm −Xj))2 (trT )2 etr(−2α−1T );
therefore, the integral in (3.55) is a constant multiple of
E(tr(αIm −Xj))2 ·
∫
T>0
(trT )2 etr(−2α−1T ) dP0(T ).
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Since (tr(αIm −Xj))2 is a polynomial in Xj, its expectation is finite because the
moment-generating function of X exists. As for∫
T>0
(trT )2 etr(−2α−1T ) dP0(T ), (3.57)
again this integral is finite because (trT )2 is a polynomial and etr(−2α−1T ) dP0(T ),
after normalization, is a Wishart measure. For the same reason, (3.56) is valid.
In summary, for T > 0 and j = 1, . . . , n, Zn,3,1, . . . ,Zn,3,n are i.i.d. random
elements in L2 with E(Zn,3,j(T )) = 0 and E(‖Zn,3,j‖2L2) < ∞. Therefore, by the
Central Limit Theorem in L2,
1√
n
n∑
j=1
Zn,3,j d−→ Z,
where Z := (Z(T ), T > 0) is a centered Gaussian random element in L2. Moreover, Z
has the same covariance operator as Zn,3,1.
It is well-known that the covariance operator of the random element Zn,3,1 is
uniquely determined by the covariance function of the random field Zn,3,1; cf., Gı¯khman
and Skorohod [24, pp. 218-219].
We now show that the function K(S, T ) in (3.9) is the covariance function of Zn,3,1.
Noting that E[Zn,3,1(T )] = 0 for all T > 0, we obtain
K(S, T ) = Cov[Zn,3,1(S),Zn,3,1(T )]
= Cov[Zn,3,1(S) + etr(−α−1S),Zn,3,1(T ) + etr(−α−1T )]
= E[(Zn,3,1(S) + etr(−α−1S)) · (Zn,3,1(T ) + etr(−α−1T ))]
− etr(−α−1(S + T )). (3.58)
By (3.53),
E[(Zn,3,1(S) + etr(−α−1S)) · (Zn,3,1(T ) + etr(−α−1T ))]
= E
[
Γm(α)Aν(S, α
−1X1) + Γm(α)〈α−1(αIm −X1), g(S)〉
]
× E
[
Γm(α)Aν(T, α
−1X1) + Γm(α)〈α−1(αIm −X1), g(T )〉
]
, (3.59)
so the calculation of K(S, T ) reduces to evaluating the four terms obtained by expand-
ing the product on the right-hand side of (3.59).
The first term in the product in (3.59) is
E[Γm(α)]
2Aν(S, α
−1X1) Aν(T, α−1X1)
= Γm(α)
∫
X>0
Aν(S, α
−1X) Aν(T, α−1X)(detX)ν etr(−X) dX. (3.60)
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By (2.15), (2.37), and Fubini’s theorem, we find that this term equals
Γm(α)
∫
O(m)
∫
O(m)
∫
X>0
Aν(α
−1HSH ′X)Aν(α−1KTK ′X)(detX)ν etr(−X) dX dHdK
= Γm(α)
∫
O(m)
∫
O(m)
Aν(−α−2HSH ′KTK ′) etr(−α−1(HSH ′ +KTK ′)) dHdK.
Since etr(−α−1(HSH ′ +KTK ′)) = etr(−α−1(S + T )), and∫
O(m)
Aν(−α−2HSH ′KTK ′) dH = Aν(−α−2S,KTK ′) = Aν(−α−2S, T ),
we conclude that the first term equals
Γm(α) etr(−α−1(S + T ))Aν(−α−2S, T ). (3.61)
The second term in the product in (3.59) is
α−1[Γm(α)]2E
[
Aν(S, α
−1X1) · 〈(αIm −X1), g(T )〉
]
=
Γm(α)
α2m
E
[
Aν(S, α
−1X1) · 〈(X1 − αIm), (trT ) etr(−α−1T )Im〉
]
=
1
α2m
Γm(α)(trT ) etr(−α−1T )E
[
( trX1)− 1) · Aν(S, α−1X1)
]
. (3.62)
We have seen earlier that
Γm(α)E Aν(S, α
−1X1) = etr(−α−1S). (3.63)
Also, by (2.37),
E(trX1)Aν(S, α
−1X1) =
∫
O(m)
trE
(
X1 · Aν(α−1HSH ′X1)
)
dH. (3.64)
Since Γm(α)Aν(α
−1HSH ′X1) = 0F1(α;−α−1HSH ′X1) then, by [52, p. 442], the ex-
pectation E (X1 · Aν(α−1HSH ′X1)) is a multiple of the expected value of a noncentral
Wishart distributed random matrix Wm(α, Im,Ω), where Ω = −α−1HSH ′ is the matrix
of noncentrality parameters. Hence,
E
(
(trX1)Aν(α
−1HSH ′X1)
)
= tr E
(
X1Aν(α
−1HSH ′X1)
)
=
1
Γm(α)
tr(αIm − α−1Ω) etr(−α−1Ω)
=
1
Γm(α)
(αm− α−1 trS) etr(−α−1S).
Substituting this result into (3.64), we obtain
E
(
(trX1)Aν(S, α
−1X1)
)
=
1
Γm(α)
etr(−α−1S) [αm− α−1(trS)]. (3.65)
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Substituting (3.63) and (3.65) into (3.62), and simplifying the result, we find that the
second term equals
− 1
α3m
(trS)(trT ) etr(−α−1(S + T )).
The third term in the product in (3.59) is
α−1Γ2m(α) E
[
Aν(T, α
−1X1) · 〈(αIm −X1), g(S)〉
]
,
which is the same as the second term but with S and T interchanged.
The fourth term in the product in (3.59) is
[α−1Γm(α)]2E
[
〈(αIm −X1), g(S)〉 · 〈(αIm −X1), g(T )〉
]
= [α−1Γm(α)]2 E
[
tr((αIm −X1) · g(S)) · tr((αIm −X1) · g(T ))
]
.
Using the explicit formula for g(T ) from (3.34) and (3.43), we obtain
E
[
tr((αIm −X1) · g(S)) · tr((αIm −X1) · g(T ))
]
=
1
[Γm(α)]2
[
(trS) etr(−α−1S)(trT ) etr(−α−1T )
− 2(mα)−1 (trS) etr(−α−1S)(trT ) etr(−α−1T ) E(trX1)
+ (mα)−2 (trS) etr(−α−1S)(trT ) etr(−α−1T ) E(trX1)2
]
. (3.66)
By (2.4) and (2.9), it follows that
E(trX1) = [α](1)C(1)(Im) = αm. (3.67)
Also, using (2.3), we obtain
E[(trX1)
2] =
∑
|κ|=2
[α]κCκ(Im)
= [α](2)C(2)(Im) + [α](11)C(11)(Im) = αm(αm+ 1). (3.68)
Substituting (3.67) and (3.68) into (3.66), we deduce that the fourth term equals
1
α3m
(trS)(trT ) etr(−α−1(S + T )).
Combining all four terms, we obtain (3.9).
To establish (3.50), we begin by showing that
tr
[
(
√
nMn)
2
]
=‖X¯−1/2n
√
n(αIm − X¯n)X¯−1/2n ‖2F
converges in distribution to a random variable with finite variance. By the multivariate
Central Limit Theorem,
√
n vech(αIm− X¯n) converges in distribution to a multivariate
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normal random vector. Also, by the Law of Large Numbers, X¯−1n
p−→ α−1Im. Therefore,
by Slutsky’s theorem,
√
n vech(Mn) converges in distribution to a multivariate normal
random vector, so it follows from the Continuous Mapping Theorem that tr [(
√
nMn)
2]
converges in distribution to a random variable which has finite variance.
By the Taylor expansion (3.48),
Zn −Zn,1 = Γm(α)√
n
n∑
j=1
〈
Mn, α
−1X1/2j
(∇Aν(T, Uj)−∇Aν(T, α−1Xj))X1/2j 〉
=
α−1Γm(α)
n
n∑
j=1
〈√
nMn, X
1/2
j
(∇Aν(T, Uj)−∇Aν(T, α−1Xj)) X1/2j 〉 .
Define
Vn :=
1
n2
∫
T>0
tr
[ n∑
j=1
X
1/2
j
(
∇Aν(T, Uj)−∇Aν(T, α−1Xj)
)
X
1/2
j
]2
dP0(T ).
By the Cauchy-Schwarz inequality,
‖Zn −Zn,1‖2L2 ≤ [α−1Γm(α)]2 tr
[
(
√
nMn)
2
] · Vn; (3.69)
so we will establish (3.50) by proving that Vn
p−→ 0.
By the triangle inequality and the sub-multiplicative property of the Frobenius
norm, we have
tr
[ n∑
j=1
X
1/2
j
(
∇Aν(T, Uj)−∇Aν(T, α−1Xj)
)
X
1/2
j
]2
=
∥∥∥ n∑
j=1
X
1/2
j
(
∇Aν(T, Uj)−∇Aν(T, α−1Xj)
)
X
1/2
j
∥∥∥2
F
≤
( n∑
j=1
‖Xj‖F‖∇Aν(T, Uj)−∇Aν(T, α−1Xj)‖F
)2
.
Applying (3.20), we obtain
‖∇Aν(T, Uj)−∇Aν(T, α−1Xj)‖F
≤ ‖T‖
3/2
F ‖Uj − α−1Xj‖1/2F
λmin(X
1/2
j )
[ C1
λmin(T )λmin(U
1/2
j )
+
C2
λmin(T 1/2)
]
.
Also, since Uj = X
1/2
j [α
−1Im + t(X¯−1n − α−1Im)]X1/2j , t ∈ [0, 1], then
‖Uj − α−1Xj‖1/2F = ‖X1/2j [t(X¯−1n − α−1Im)]X1/2j ‖1/2F
= ‖tXj(X¯−1n − α−1Im)‖1/2F
≤ ‖Xj‖1/2F ‖X¯−1n − α−1Im‖1/2F .
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Define
Vn,1 := C
2
1‖X¯−1n − α−1Im‖F
( 1
n
n∑
j=1
‖Xj‖3/2F
λmin(X
1/2
j )λmin(U
1/2
j )
)2
·
∫
T>0
‖T‖3F
[λmin(T )]2
dP0(T ),
and
Vn,2 := C
2
2‖X¯−1n − α−1Im‖F
( 1
n
n∑
j=1
‖Xj‖3/2F
λmin(X
1/2
j )
)2
·
∫
T>0
‖T‖3F
λmin(T )
dP0(T ).
By the Cauchy-Schwarz inequality, Vn ≤ Vn,1 + Vn,2. Thus, it suffices to show that
Vn,1, Vn,2
p−→ 0.
We first establish that Vn,1
p−→ 0. By the Cauchy-Schwarz inequality,( 1
n
n∑
j=1
‖Xj‖3/2F
λmin(X
1/2
j )λmin(U
1/2
j )
)2
≤ 1
n
n∑
j=1
‖Xj‖3F
λmin(Xj)λmin(Uj)
=
1
n
n∑
j=1
(tr(X2j ))
3/2
λmin(Xj)λmin(Uj)
.
By Weyl’s inequality for the smallest eigenvalue of the sum of two symmetric matrices,
λmin(Uj) ≥ tλmin(XjX¯−1n ) + (1− t)α−1λmin(Xj)
≥ tλmin(Xj)λmin(X¯−1n ) + (1− t)α−1λmin(Xj)
≥ min{λmin(Xj)λmin(X¯−1n ), α−1λmin(Xj)}
= λmin(Xj) min{λmin(X¯−1n ), α−1};
therefore,
1
n
n∑
j=1
(tr(X2j ))
3/2
λmin(Xj)λmin(Uj)
≤ 1
min{λmin(X¯−1n ), α−1}
1
n
n∑
j=1
(tr(X2j ))
3/2
[λmin(Xj)]2
.
By the Law of Large Numbers and the Continuous Mapping Theorem, we have
‖X¯−1n − α−1Im‖F
min{λmin(X¯−1n ), α−1}
p−→ 0.
Again by the Law of Large Numbers,
1
n
n∑
j=1
(tr(X2j ))
3/2
[λmin(Xj)]2
p−→ EP0
((tr(X2))3/2
[λmin(X)]2
)
.
Therefore, to complete the proof of Vn,1
p−→ 0, we need to establish that∫
T>0
‖T‖3F
[λmin(T )]2
dP0(T ) <∞ and EP0
((tr(X2))3/2
[λmin(X)]2
)
<∞.
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Since ‖T‖3F = (trT 2)3/2 then these criteria are the same, so we show that the first one
holds. For T > 0, we have trT 2 ≤ (trT )2 and hence (trT 2)3/2 ≤ (trT )3. By Lemma
3.12, ∫
T>0
(trT )3
[λmin(T )]2
dP0(T ) <∞,
for α > 1
2
(m+ 3), so it follows that Vn,1
p−→ 0.
As for Vn,2
p−→ 0, the proof is similar. By the Cauchy-Schwarz inequality,
( 1
n
n∑
j=1
‖Xj‖3/2F
λmin(X
1/2
j )
)2
≤ 1
n
n∑
j=1
‖Xj‖3F
λmin(Xj)
=
1
n
n∑
j=1
(trX2j )
3/2
λmin(Xj)
.
Applying the Law of Large Numbers and the Continuous Mapping Theorem, we obtain
‖X¯−1n − α−1Im‖F p−→ 0 and
1
n
n∑
j=1
(trX2j )
3/2
λmin(Xj)
p−→ EP0
((trX2)3/2
λmin(X)
)
.
Thus, to complete the proof of Vn,2
p−→ 0, we need to establish that∫
T>0
‖T‖3F
λmin(T )
dP0(T ) <∞ and EP0
((trX2)3/2
λmin(X)
)
<∞,
which are identical criteria. Since ‖T‖3F = (trT 2)3/2, it suffices to show that∫
T>0
(trT 2)3/2
λmin(T )
dP0(T ) <∞.
However, trT 2 ≤ (trT )2 so (trT 2)3/2 ≤ (trT )3 so, by Lemma 3.12,∫
T>0
(trT )3
λmin(T )
dP0(T ) <∞
for all α > 1
2
(m+ 1). Therefore, Vn,2
p−→ 0 for all α > 1
2
(2m− 1).
Since 0 ≤ Vn ≤ Vn,1 + Vn,2, we conclude that Vn p−→ 0 for all α > max{12(2m −
1), 1
2
(m+ 3)}. By Slutsky’s theorem, [α−1Γm(α)]2 tr [(
√
nMn)
2] ·Vn d−→ 0; and therefore
[α−1Γm(α)]2 tr [(
√
nMn)
2] · Vn p−→ 0. Hence, by (3.69), ‖Zn − Zn,1‖L2 p−→ 0, for α >
max{1
2
(2m− 1), 1
2
(m+ 3)}.
To establish (3.51), define Vj := g(T,Xj)− g(T ) for T > 0 and j = 1, . . . , n. Then
it is straightforward to verify that
Zn,1 −Zn,2 = Γm(α)
〈
Mn,
1√
n
n∑
j=1
Vj
〉
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and therefore
‖Zn,1 −Zn,2‖2L2 ≤ [Γm(α)]2 tr(M2n) ·
∫
T>0
[
tr
( 1√
n
n∑
j=1
Vj
)2 ]
dP0(T ). (3.70)
By the Law of Large Numbers and the Continuous Mapping theorem, tr(M2n)
p−→ 0.
Since g(T ) = E[g(T,Xj)] then E(Vj) = 0, j = 1, . . . , n; also, V1, . . . , Vn are i.i.d.
We now show that EXjET‖Vj‖2F<∞. First,
EXjET (‖Vj‖2F ) = EXj
(∫
T>0
‖g(T,Xj)− g(T )‖2F dP0(T )
)
.
By the triangle inequality,
‖g(T,Xj)− g(T )‖2F ≤
(
‖g(T,Xj)‖F + ‖g(T )‖F
)2
≤ 2
(
‖g(T,Xj)‖2F + ‖g(T )‖2F
)
.
Therefore, it suffices to show that EXjET‖g(T,Xj)‖2F and ET‖g(T )‖2F are finite.
Applying the sub-multiplicative property of the Frobenius norm, and the inequality
(3.17), we have
‖g(T,Xj)‖2F = ‖X1/2j ∇Aν(T, α−1Xj)X1/2j ‖2F
≤ ‖Xj‖2F ‖∇Aν(T, α−1Xj)‖2F
= c (trX2j )(λmin(Xj))
−1(trT 2)(λmin(T ))−1,
c > 0; therefore,
EXjET‖g(T,Xj)‖2F ≤ cEXj
[
(trX2j ) (λmin(Xj))
−1] ET [(trT 2)(λmin(T ))−1] .
By Lemma 3.12, ET [(trT
2)(λmin(T ))
−1] <∞ for α > 1
2
(m+1). Since Xj ∼ Wm(α, Im),
j = 1, . . . , n, then the same holds for EXj
[
(trX2j ) (λmin(Xj))
−1]. Therefore, it follows
that EXjET‖g(T,Xj)‖2F <∞ for all α > 12(2m− 1).
To show that ET‖g(T )‖2F < ∞, T ∼ Wm(α, Im), we observe that ‖g(T )‖2F =
tr[(g(T ))2] is a polynomial in T and therefore its expectation is finite since the moment-
generating function of T exists.
Next, we vectorize the matrices V1, . . . , Vn and denote the corresponding vectors
by vech(V1), . . . , vech(Vn). Then, vech(V1), . . . , vech(Vn) are i.i.d. zero-mean random
vectors with finite covariance matrices. By the multivariate Central Limit Theorem,
n−1/2
∑n
j=1 vech(Vj) converges in distribution to a multivariate normal random vector.
Define
V(T ) :=
∥∥∥ 1√
n
n∑
j=1
Vj
∥∥∥
F
,
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for T > 0; we regard V as a random element in L2. Since ‖·‖F is a continuous function,
it follows from the Continuous Mapping theorem that V converges to a random element
in L2 and also that
‖V‖2L2 :=
∫
T>0
∥∥∥ 1√
n
n∑
j=1
Vj
∥∥∥2
F
dP0(T )
=
∫
T>0
tr
( 1√
n
n∑
j=1
Vj
)2
dP0(T )
converges in distribution to a random variable that has finite variance. Since tr(M2n)
p−→
0, by (3.70) then, by Slutsky’s theorem, we obtain ‖Zn,1 − Zn,2‖2L2
d−→ 0; therefore
‖Zn,1 −Zn,2‖L2 p−→ 0.
To establish (3.52), we observe that
Zn,2 −Zn,3 = Γm(α)√
n
n∑
j=1
(
〈Mn, g(T )〉 − 〈α−1(αIm −Xj), g(T )〉
)
=
Γm(α)√
n
(
〈nMn, g(T )〉 − 〈α−1
n∑
j=1
(αIm −Xj), g(T )〉
)
= Γm(α) tr
[(
X¯−1/2n
√
n(αIm − X¯n)X¯−1/2n − α−1
√
n(αIm − X¯n)
)
g(T )
]
.
Substituting the now-familiar explicit formula for g(T ) from (3.43), we obtain
‖Zn,2 −Zn,3‖2L2 =
1
α2m2
[
tr
(
X¯−1/2n
√
n(αIm − X¯n)X¯−1/2n − α−1
√
n(αIm − X¯n)
)]2
×
∫
T>0
(trT )2 etr(−2α−1T ) dP0(T ),
and as we have seen before, the latter integral is finite.
Now, we observe that
X¯−1/2n
√
n(αIm − X¯n)X¯−1/2n − α−1
√
n(αIm − X¯n) ≡
√
n(αIm − X¯n)(X¯−1n − α−1Im).
By the multivariate Central Limit Theorem,
√
n vech(αIm− X¯n) converges in distribu-
tion to a multivariate normal random vector; and by the Law of Large Numbers for ran-
dom vectors, X¯−1n
p−→ α−1Im. By Slutsky’s theorem,
√
n(αIm−X¯n)(X¯−1n −α−1Im) d−→ 0,
and so
√
n(αIm−X¯n)(X¯−1n −α−1Im) p−→ 0. Hence, by the Continuous Mapping Theorem,[
tr
(
X¯−1/2n
√
n(αIm − X¯n)X¯−1/2n − α−1
√
n(αIm − X¯n)
)]2 p−→ 0;
and so ‖Zn,2 −Zn,3‖L2 p−→ 0.
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Finally, by the Continuous Mapping Theorem in L2 ([15, p. 67], [9, p. 31]),
‖Zn‖2L2
d−→ ‖Z‖2L2 , i.e.,
T 2n =
∫
T>0
Z2n(T ) dP0(T ) d−→
∫
T>0
Z2(T ) dP0(T ).
The proof now is complete.
3.3 Eigenvalues and eigenfunctions of the covariance operator
The covariance operator S : L2 → L2 of the random element Z is defined for S > 0
and f ∈ L2 by
Sf(S) =
∫
S>0
K(S, T )f(T ) dP0(T ),
where K(S, T ) is the covariance function defined in equation (3.9). Let {δk : k ≥ 1} be
the positive eigenvalues, listed in non-increasing order according to their multiplicities,
of S; also, let {χ21k : k ≥ 1} be i.i.d. χ21-distributed random variables. It is well-known
that the integrated squared process,
∫
T>0
Z2(T ) dP0(T ), has the same distribution as∑∞
k=1 δkχ
2
1k. This result follows from the Karhunen-Loe´ve expansion of the Gaussian
random field Z(T ); see Le Maˆıtre and Knio [47, Chapter 2] or Vakhania [67, p. 58].
Therefore, the limiting null distribution of T 2n is the same as
∑∞
k=1 δkχ
2
1k. Let us also
denote by δ˜k, k ≥ 1, an enumeration, listed in non-increasing order, of the distinct values
of the eigenvalues δk. Further, we denote by N(δ˜k) the corresponding multiplicities of
the distinct eigenvalues δ˜k. Then, T
2
n converges in distribution to
∑
k≥1 δ˜kχ
2
N(δ˜k)
, where
{χ2
N(δ˜k)
} are i.i.d. χ2
N(δ˜k)
-distributed random variables.
For S, T > 0, define
K0(S, T ) = Γm(α) etr(−α−1(S + T )) Aν(−α−2S, T ), (3.71)
the first term in the covariance function defined in equation (3.9); by (3.60) and (3.61),
K0(S, T ) = [Γm(α)]
2
∫
X>0
Aν(S, α
−1X) Aν(T, α−1X) dP0(X). (3.72)
We will first find the eigenvalues and eigenfunctions of the integral operator S0 :
L2 → L2, defined for S > 0 and f in L2 by
S0f(S) =
∫
T>0
K0(S, T )f(T ) dP0(T ). (3.73)
Recall that m ≥ 2 and α > max{1
2
(2m−1), 1
2
(m+3)}. Throughout the remainder
of this work, we use the notation
β =
(α + 4
α
)1/2
and bα = (1 +
1
2
α(1− β))1/2. (3.74)
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We also set
ρκ = α
mαb4|κ|+2mαα (3.75)
for κ ranging over all partitions, and
L(ν)κ (S) := β
mα/2 etr ((1− β)S/2) L(ν)κ (βS). (3.76)
Theorem 3.13. The collection {(ρκ,L(ν)κ )}, where κ ranges over the set of all parti-
tions, is a complete enumeration of the eigenvalues and eigenfunctions, respectively, of
the oerator S0. Further, the eigenfunctions {L(ν)κ }, for κ ranging over all partitions,
form an orthonormal basis in L2, and S0 is positive and of trace-class.
Proof. Recall from [52, p. 290, Problem 7.21] the Poisson kernel : For r ∈ (0, 1) and
X, Y > 0,
Aν
(
− r
(1− r)2X, Y
)
= (1− r)mα etr
( r
1− r (X + Y )
) 1
Γm(α)
∞∑
k=0
∑
|κ|=k
L(ν)κ (X)L(ν)κ (Y ) rk. (3.77)
In this expansion, set
r = b4α = (1 +
1
2
α(1− β))2, (3.78)
so that r ∈ (0, 1). Note that r1/2 = 1 + 1
2
α(1− β) satisfies the quadratic equation
r − (α + 2)r1/2 + 1 = 0
and also that this equation is equivalent to the identity
1− r
αr1/2
= 1 +
2
α
(1− r1/2).
On the right-hand side of this identity, substitute for r1/2 in terms of α and β to obtain
1− r
αr1/2
= 1 +
2
α
[1− (1 + 1
2
α(1− β))] = β. (3.79)
In (3.77), also set
X =
1− r
αr1/2
S ≡ βS and Y = 1− r
αr1/2
T ≡ βT.
Then,
r(X + Y )
1− r =
(r1/2 − 1)(S + T )
α
+
(S + T )
α
. (3.80)
Applying (3.75),(3.76) and (3.78)-(3.80) to (3.77), and substituting the result in (3.71),
we obtain for S, T > 0, the pointwise convergent series expansion,
K0(S, T ) =
∞∑
k=0
∑
|κ|=k
ρκ L
(ν)
κ (S)L
(ν)
κ (T ). (3.81)
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By (2.22), the generalized Laguerre polynomials {L(ν)κ } form an orthonormal system;
then it is straightforward to verify that the system {L(ν)κ } also is orthonormal in L2,
for κ ranging over all partitions, i.e.,∫
S>0
L(ν)κ (S)L
(ν)
σ (S) dP0(S) =
{
1, κ = σ
0, κ 6= σ (3.82)
Now we verify that the series (3.81) converges in the separable tensor product
Hilbert space L2⊗L2 := L2(P0×P0). By the Cauchy criterion, it suffices to prove that
for each  > 0, there exists N ∈ N such that∫
Pm×m+ ×Pm×m+
[ l2∑
k=l1
∑
|κ|=k
ρκL
(ν)
κ (S)L
(ν)
κ (T )
]2
d(P0 ⊗ P0)(S, T ) < ,
for all l1, l2 ∈ N such that l2 ≥ l1 ≥ N . By squaring the integrand, it suffices by Fubini’s
theorem to consider
l2∑
k=l1
∫
S>0
∫
T>0
[ ∑
|κ|=k
ρκL
(ν)
κ (S)L
(ν)
κ (T )
]2
dP0(T ) dP0(S)
+ 2
l2−1∑
k1=l1
l2∑
k2=l1+1
∫
S>0
∫
T>0
[ ∑
|κ|=k1
ρκL
(ν)
κ (S)L
(ν)
κ (T )
]
×
[ ∑
|κ|=k2
ρκL
(ν)
κ (S)L
(ν)
κ (T )
]
dP0(T ) dP0(S).
Since the system {L(ν)κ } is orthonormal, the latter sum reduces to
l2∑
k=l1
∑
|κ|=k
ρ2κ = α
2mαb4mαα
l2∑
k=l1
b8kα
∑
|κ|=k
1
= α2mαb4mαα
l2∑
k=l1
b8kα pm(k),
where pm(k) represents the number of partitions of k into at most m parts. It is
well-known that ∞∑
k=0
b8kα pm(k) =
m∏
k=1
(1− b8kα )−1.
Therefore,
∑∞
k=0 b
8k
α pm(k) is a convergent series. Since every convergent series in any
metric space is Cauchy, it follows that for each  > 0, there exists N ∈ N such that∑l2
k=l1
b8kα pm(k) < , for all l1, l2 ∈ N such that l2 ≥ l1 ≥ N . Therefore, the series (3.81)
is Cauchy in L2 ⊗ L2 and hence,
lim
l→∞
∫
Pm×m+ ×Pm×m+
[
K0(S, T )−
l∑
k=0
∑
|κ|=k
ρκL
(ν)
κ (S)L
(ν)
κ (T )
]2
d(P0 ⊗ P0)(S, T ) = 0.
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By Fubini’s theorem, the latter expression equals
lim
l→∞
∫
S>0
∫
T>0
[
K0(S, T )−
l∑
k=0
∑
|κ|=k
ρκL
(ν)
κ (S)L
(ν)
κ (T )
]2
dP0(T ) dP0(S) = 0. (3.83)
It follows from the orthonormality, (3.82), of the system {L(ν)κ } that, for l ∈ N and
partition σ such that l ≥ |σ|,
∫
T>0
l∑
k=0
∑
|κ|=k
ρκL
(ν)
κ (S)L
(ν)
κ (T ) L
(ν)
σ (T ) dP0(T ) = ρσL
(ν)
σ (S). (3.84)
By (3.73) and (3.84),∫
S>0
∣∣∣S0L(ν)σ (S)− ρσL(ν)σ (S)∣∣∣ dP0(S)
=
∫
S>0
∣∣∣ ∫
T>0
[
K0(S, T )−
l∑
k=0
∑
|κ|=k
ρκL
(ν)
κ (S)L
(ν)
κ (T )
]
L(ν)σ (T ) dP0(T )
∣∣∣ dP0(S).
By the Cauchy-Schwarz inequality, this latter expression is bounded by
(∫
S>0
∫
T>0
∣∣∣K0(S, T )− l∑
k=0
∑
|κ|=k
ρκL
(ν)
κ (S)L
(ν)
κ (T )
∣∣∣2 dP0(T ) dP0(S))1/2
×
(∫
S>0
∫
T>0
∣∣∣L(ν)σ (T )∣∣∣2 dP0(T ) dP0(S))1/2. (3.85)
By the orthonormality property (3.82) and the fact that P0 is a probability distribution,
the second term in (3.85) equals 1; therefore,∫
S>0
∣∣∣S0L(ν)σ (S)− ρσL(ν)σ (S)∣∣∣ dP0(S)
≤
(∫
S>0
∫
T>0
∣∣∣K0(S, T )− l∑
k=0
∑
|κ|=k
ρκL
(ν)
κ (S)L
(ν)
κ (T )
∣∣∣2 dP0(T ) dP0(S))1/2. (3.86)
Since l is arbitrary, we now let l→∞. By (3.83), the right-hand side of (3.86) converges
to 0, so we obtain ∫
S>0
∣∣∣S0L(ν)σ (S)− ρσL(ν)σ (S)∣∣∣ dP0(S) = 0,
which proves that S0L(ν)σ (S) = ρσL(ν)σ (S), for P0-almost every S. Therefore, ρκ is an
eigenvalue of S0 with corresponding eigenfunction L
(ν)
κ .
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Since the kernel K0(S, T ) is symmetric in (S, T ), it follows that S0 is symmetric.
To show that S0 is positive, we observe that for f ∈ L2,
〈S0f, f〉L2 =
∫
S>0
S0f(S)f(S) dP0(S)
=
∫
S>0
[ ∫
T>0
K0(S, T ) f(T ) dP0(T )
]
f(S) dP0(S).
Substituting for K0(S, T ) from (3.72), we obtain
〈S0f, f〉L2 =
∫
S>0
[ ∫
T>0
(∫
X>0
[Γm(α)]
2Aν(S, α
−1X)
× Aν(T, α−1X) dP0(X)
)
f(T )dP0(T )
]
f(S) dP0(S).
Applying Fubini’s theorem to reverse the order of the integration, we find that the inner
integrals with respect to S and T are complex conjugates of each other; therefore,
〈S0f, f〉L2 =
∫
X>0
∣∣∣ ∫
S>0
Γm(α)Aν(S, α
−1X)f(S) dP0(S)
∣∣∣2 dP0(X), (3.87)
which is positive. Thus, S0 is positive.
Next, we prove that S0 is of trace-class. For f ∈ L2, S > 0, it again follows by
(3.72) and Fubini’s theorem that
S0f(S) =
∫
T>0
K0(S, T ) f(T ) dP0(T )
=
∫
X>0
∫
T>0
[Γm(α)]
2Aν(T, α
−1X)f(T ) dP0(T )Aν(S, α−1X) dP0(X). (3.88)
Denote by T0 : L2 → L2 the integral operator,
T0f(T ) =
∫
X>0
Γm(α) Aν(T, α
−1X)f(X) dP0(X),
T > 0. By (2.38), |Γm(α) Aν(T, α−1X)| ≤ 1 and therefore∣∣Γm(α) Aν(T, α−1X)∣∣2L2⊗L2 <∞,
for T,X > 0. By [71, p. 93, Theorem 8.8], it follows that T0 is a Hilbert-Schmidt
operator. Now, we can write (3.88) as
S0f(S) =
∫
X>0
T0f(X)
[
Γm(α)Aν(S, α
−1X)
]
dP0(X)
= T0(T0f)(S),
S > 0, which proves that S0 is of trace-class.
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To complete the proof, we now show that the set {L(ν)κ } is complete. It is sufficient
to show that if f ∈ L2 with 〈f,L(ν)κ 〉L2 = 0 for all partitions κ, then f = 0 P0-almost
everywhere. First, we note that∫
S>0
∣∣∣(S0f)(S)f(S)− l∑
k=0
∑
|κ|=k
ρκ〈f,L(ν)κ 〉L2 L(ν)κ (S)f(S)
∣∣∣ dP0(S)
=
∫
S>0
∣∣∣ ∫
T>0
[
K0(S, T )−
l∑
k=0
∑
|κ|=k
ρκL
(ν)
κ (S) L
(ν)
κ (T )
]
f(T )f(S) dP0(T )
∣∣∣ dP0(S)
≤
(∫
S>0
∫
T>0
∣∣∣K0(S, T )− l∑
k=0
∑
|κ|=k
ρκL
(ν)
κ (S) L
(ν)
κ (T )
∣∣∣2 dP0(T )dP0(S))1/2
×
(∫
S>0
∫
T>0
|f(S)|2 |f(T )|2 dP0(T )dP0(S)
)1/2
, (3.89)
by the Cauchy-Schwarz inequality. Since f ∈ L2, the second term on the right-hand
side of (3.89) is finite. Taking the limit on both sides of (3.89) as l→∞ and applying
(3.83), we obtain
lim
l→∞
∫
S>0
∣∣∣(S0f)(S)f(S)− l∑
k=0
∑
|κ|=k
ρκ〈f,L(ν)κ 〉L2 L(ν)κ (S)f(S)
∣∣∣ dP0(S) = 0. (3.90)
Since 〈f,L(ν)κ 〉L2 = 0 for all partitions κ then (3.90) reduces to
〈S0f, f〉L2 =
∫
S>0
(S0f)(S)f(S) dP0(S) = 0.
Therefore, by (3.87), we obtain for P0-almost every X,∫
S>0
Γm(α)Aν(S, α
−1X)f(S) dP0(S) = 0. (3.91)
Since the function Γm(α)Aν(S, α
−1X) is continuous for all X > 0 and fixed S > 0 and
by (2.38),
|Γm(α)Aν(S, α−1X)| ≤ 1,
for X,S > 0, then by the Dominated Convergence Theorem, the integral on the left-
hand side of (3.91) is a continuous function of X. If two continuous functions are equal
P0-almost everywhere then they are equal everywhere; hence (3.91) holds for all X > 0.
Henceforth, without loss of generality, we assume that f is real-valued. Let f+
and f− denote the positive and negative parts of f , respectively. Then, f = f+ − f−,
f+ and f− are nonnegative, and since f ∈ L2 then by the Cauchy-Schwarz inequality,
f+ and f− are P0-integrable. Also, by (3.91),∫
S>0
Γm(α)Aν(S, α
−1X)f+(S) dP0(S) =
∫
S>0
Γm(α)Aν(S, α
−1X)f−(S) dP0(S),
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X > 0. By the Uniqueness Theorem for orthogonally invariant Hankel transforms,
Theorem 2.13, we notice that there are only two possible cases. Either∫
S>0
f+(S) dP0(S) =
∫
S>0
f−(S) dP0(S) = 0,
or ∫
S>0
f+(S) dP0(S) =
∫
S>0
f−(S) dP0(S) = C > 0.
For the first case, we have f+ = f− = 0 and so f = 0 P0-almost everywhere. As for
the second case, we have∫
S>0
Aν(S, α
−1X)C−1f+(S) dP0(S) =
∫
S>0
Aν(S, α
−1X)C−1f−(S) dP0(S),
X > 0. By the Uniqueness Theorem for orthogonally invariant Hankel transforms,
we obtain f+ = f− and hence f = 0 P0-almost everywhere. This proves that the
orthonormal set {L(ν)κ } is complete, and therefore, it forms a basis in the separable
Hilbert space L2.
The proof of the following theorem is similar to the proof of Theorem 3.13, and
the complete details are provided by Hadjicosta [31].
Theorem 3.14. Let S : L2 → L2 be the covariance operator of the random element Z
defined as
Sf(S) =
∫
T>0
K(S, T )f(T ) dP0(T )
for all S > 0 and for all functions f in L2, where K(S, T ) is the covariance function
defined in equation (3.9). Then, S is positive and of trace-class.
Recall here that a non-trivial function φ ∈ L2 is an eigenfunction of S if there
exists an eigenvalue δ ∈ C such that Sφ = δφ. As S is self-adjoint and positive, its
eigenvalues are real and nonnegative. In the next result, we find the positive eigenvalues
(that are not eigenvalues of S0) and corresponding eigenfunctions of the operator S,
and we will show in Subsection 3.4 that 0 is not an eigenvalue of S.
Theorem 3.15. Let δ ∈ R with δ 6= ρκ for any partition κ. Also, denote by ρ˜k, k ≥ 1,
an enumeration, listed in non-increasing order, of the distinct values of the eigenvalues
ρκ and define the functions
A(δ) = 1− βmαm
∞∑
k=0
(mα)k
k! (ρ˜k − δ) ρ˜
2
k,
B(δ) = 1− αβmαm
∞∑
k=0
(mα)k
k! (ρ˜k − δ) ρ˜
2
k (b
2
α −m−1kβ)2,
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and
D(δ) = α2βmαm
∞∑
k=0
(mα)k
k! (ρ˜k − δ) ρ˜
2
k (b
2
α −m−1kβ).
Then, the positive eigenvalues of S are the positive roots of G(δ) = α3A(δ)B(δ)−D2(δ).
The eigenfunction corresponding to an eigenvalue δ has Fourier-Laguerre expansion
βmα/2
∞∑
k=0
ρ˜k√
k!(ρ˜k − δ)
(C1 + C2α
−1(b2α −m−1kβ))
∑
|κ|=k
(Cκ(Im) [α]κ)
1/2 L(ν)κ ,
where C1C2 6= 0, α3C1A(δ) = C2D(δ) and C2B(δ) = C1D(δ).
Proof. Since the set {L(ν)κ }, for κ ranging over all partitions, is an orthonormal basis
for L2, the eigenfunction φ ∈ L2 corresponding to an eigenvalue δ can be written as
φ =
∞∑
k=0
∑
|κ|=k
〈φ,L(ν)κ 〉L2 L(ν)κ .
We restrict ourselves temporarily to eigenfunctions for which this series is pointwise
convergent. Substituting this series into the equation Sφ = δφ, we obtain∫
T>0
K(S, T )
∞∑
k=0
∑
|κ|=k
〈φ,L(ν)κ 〉L2L(ν)κ (T ) dP0(T ) = δ
∞∑
k=0
∑
|κ|=k
〈φ,L(ν)κ 〉L2L(ν)κ (S). (3.92)
Substituting the covariance function K(S, T ) in the left-hand side of (3.92), writing
K in terms of K0, and assuming that we can interchange the order of integration and
summation, we obtain
∞∑
k=0
∑
|κ|=k
〈φ,L(ν)κ 〉L2
×
∫
T>0
[
K0(S, T )− etr(−α−1(S + T ))(α−3m−1(trS)(trT ) + 1)
]
L(ν)κ (T ) dP0(T )
= δ
∞∑
k=0
∑
|κ|=k
〈φ,L(ν)κ 〉L2L(ν)κ (S). (3.93)
By Theorem 3.13,∫
T>0
K0(S, T )L
(ν)
κ (T ) dP0(T ) = ρκL
(ν)
κ (S).
On writing L(ν)κ in terms of L
(ν)
κ , the generalized Laguerre polynomial, applying (2.23)
for the Laplace transform of L
(ν)
κ , and making use of (3.78) and (3.79), we obtain
〈etr(−α−1T ),L(ν)κ 〉L2 :=
∫
T>0
etr(−α−1T )L(ν)κ (T ) dP0(T )
=
(Cκ(Im) [α]κ
|κ|!
)1/2
βmα/2ρκ. (3.94)
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Again writing L(ν)κ in terms of L
(ν)
κ , applying (2.26), and making use of (3.78) and
(3.79), we obtain
〈etr(−α−1T )(trT ),L(ν)κ 〉L2 :=
∫
T>0
etr(−α−1T )(trT )L(ν)κ (T ) dP0(T )
=
(Cκ(Im) [α]κ
|κ! |
)1/2
α2βmα/2ρκ(mb
2
α − |κ|β). (3.95)
In summary, (3.93) reduces to
∞∑
k=0
∑
|κ|=k
ρκ〈φ,L(ν)κ 〉L2
[
L(ν)κ (S)
− etr(−α−1S)
(Cκ(Im) [α]κ
|κ! |
)1/2
βmα/2(α−1m−1(trS)(mb2α − |κ|β) + 1)
]
= δ
∞∑
k=0
∑
|κ|=k
〈φ,L(ν)κ 〉L2L(ν)κ (S).
By applying (3.94), we obtain the Fourier-Laguerre expansion of etr(−α−1S) with
respect to the orthonormal basis {L(ν)κ }; indeed,
etr(−α−1S) =
∞∑
k=0
∑
|κ|=k
〈etr(−α−1S),L(ν)κ 〉L2 L(ν)κ (S)
= βmα/2
∞∑
k=0
∑
|κ|=k
(Cκ(Im) [α]κ
|κ|!
)1/2
ρκ L
(ν)
κ (S).
Similarly, by applying (3.95), we have
etr(−α−1S)(trS) =
∞∑
k=0
∑
|κ|=k
〈etr(−α−1S)(trS),L(ν)κ 〉L2 L(ν)κ (S)
= α2βmα/2
∞∑
k=0
∑
|κ|=k
(Cκ(Im) [α]κ
|κ|!
)1/2
ρκ(mb
2
α − |κ|β) L(ν)κ (S).
Let
C1 =
∫
T>0
etr(−α−1T )φ(T ) dP0(T )
= βmα/2
∞∑
k=0
∑
|κ|=k
〈φ,L(ν)κ 〉L2
(Cκ(Im) [α]κ
|κ|!
)1/2
ρκ, (3.96)
and
C2 :=
∫
T>0
etr(−α−1T )(trT )φ(T ) dP0(T )
= α2βmα/2
∞∑
k=0
∑
|κ|=k
〈φ,L(ν)κ 〉L2
(Cκ(Im) [α]κ
|κ|!
)1/2
ρκ(mb
2
α − |κ|β). (3.97)
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Combining (3.93)-(3.97), we find that (3.92) reduces to
δ
∞∑
k=0
∑
|κ|=k
〈φ,L(ν)κ 〉L2L(ν)κ (S)
=
∞∑
k=0
∑
|κ|=k
ρκ
[
〈φ,L(ν)κ 〉L2
− βmα/2
(Cκ(Im) [α]κ
|κ|!
)1/2
(C1 + C2α
−1(b2α −m−1|κ|β))
]
L(ν)κ (S),
and by comparing the coefficients of L(ν)κ (S), we obtain
δ〈φ,L(ν)κ 〉L2 = ρκ
[
〈φ,L(ν)κ 〉L2 − βmα/2
(Cκ(Im) [α]κ
|κ|!
)1/2
(C1 + C2α
−1(b2α −m−1|κ|β))
]
,
for all partitions κ. Since we have assumed that δ 6= ρκ for any κ then we can solve the
equation for 〈φ,L(ν)κ 〉L2 to obtain
〈φ,L(ν)κ 〉L2 = βmα/2
ρκ
ρκ − δ
(Cκ(Im) [α]κ
|κ|!
)1/2
(C1 + C2α
−1(b2α −m−1|κ|β)). (3.98)
Substituting (3.98) into (3.96), and applying Lemma 2.6, we get
C1 = C1β
mα
∞∑
k=0
∑
|κ|=k
Cκ(Im) [α]κ
|κ|! (ρκ − δ)ρ
2
κ
+ C2α
−1βmα
∞∑
k=0
∑
|κ|=k
Cκ(Im) [α]κ
|κ|! (ρκ − δ)ρ
2
κ (b
2
α −m−1|κ|β)
= C1(1−m−1A(δ)) + C2α−3m−1D(δ);
therefore,
α3C1A(δ) = C2D(δ). (3.99)
Similarly, by substituting (3.98) into (3.97) and applying Lemma 2.6, we get
C2 = C1 α
2βmαm
∞∑
k=0
∑
|κ|=k
Cκ(Im) [α]κ
|κ|! (ρκ − δ)ρ
2
κ (b
2
α −m−1|κ|β)
+ C2 αβ
mαm
∞∑
k=0
∑
|κ|=k
Cκ(Im) [α]κ
|κ|! (ρκ − δ)ρ
2
κ (b
2
α −m−1|κ|β)2
= C1D(δ) + C2(1−B(δ));
hence
C2B(δ) = C1D(δ). (3.100)
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Suppose C1 = C2 = 0; then it follows from (3.98) that 〈φ,L(ν)κ 〉L2 = 0 for all
partitions κ, which implies that φ = 0, which is a contradiction since φ is a non-trivial
eigenfunction. Hence, C1 and C2 cannot be both equal to 0.
Combining (3.99) and (3.100, and using the fact that C1 and C2 are not both 0,
it is straightforward to establish that α3A(δ)B(δ) = D2(δ) : If C1 6= 0 and C2 6= 0,
then we obtain α3C1C2A(δ)B(δ) = C1C2D
2(δ) so α3A(δ)B(δ) = D2(δ). If C1 = 0 and
C2 6= 0, then we obtain D(δ) = B(δ) = 0 and again α3A(δ)B(δ) = D2(δ) is true. If
C1 6= 0 and C2 = 0, then we obtain D(δ) = A(δ) = 0 and again α3A(δ)B(δ) = D2(δ)
is true. Therefore, if δ is a positive eigenvalue of S then it is a positive root of the
function G(δ) = α3A(δ)B(δ)−D2(δ).
Conversely, suppose that δ is a positive root of G(δ) with δ 6= ρκ for any partition
κ. Define
γκ := β
mα/2
(Cκ(Im) [α]κ
|κ|!
)1/2 ρκ
ρκ − δ
(
C1 + C2α
−1(b2α −m−1|κ|β)
)
, (3.101)
where C1 and C2 are real constants that are not both equal to 0 and which satisfy
(3.99) and (3.100). That such constants exist can be shown by following a case-by-case
argument similar to [64, p. 48]: If D 6= 0, A 6= 0, and B 6= 0, then we can choose C2 to
be any non-zero number then set C1 = C2B/D. If D = 0, A = 0, and B 6= 0, then we
can choose C1 to be any non-zero number and then set C2 = 0. If D = 0, A 6= 0, and
B = 0, then we can choose C2 to be any non-zero number and then set C1 = 0. Last, if
D = 0, A = 0, and B = 0, then we can choose C1 and C2 to be any non-zero numbers.
Now define, for S > 0, the function
φ˜(S) =
∞∑
k=0
∑
|κ|=k
γκ L
(ν)
κ (S). (3.102)
By applying the ratio test, we obtain
∑∞
k=0
∑
|κ|=k γ
2
κ <∞; therefore φ˜ ∈ L2.
We also verify that the series (3.102) converges pointwise. By (2.21) and (3.76),
|L(ν)κ (S)|= βmα/2 etr((1− β)S/2) (|κ|! Cκ(Im) [α]κ)−1/2 |Lνκ(βS)|,
S > 0. By inequality (2.25),
|L(ν)κ (βS)| ≤ etr(βS) Cκ(Im) [α]κ,
S > 0. Therefore,
|L(ν)κ (S)| ≤ βmα/2 etr((1 + β)S/2)
(Cκ(Im) [α]κ
|κ|!
)1/2
. (3.103)
Thus, to establish the pointwise convergence of the series (3.102), we need to show that
∞∑
k=0
∑
|κ|=k
(Cκ(Im) [α]κ
|κ|!
)1/2
|γκ| <∞. (3.104)
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The convergence of the above series follows from the ratio test.
Next, we justify the interchange of summation and integration in our calculations.
By a corollary to Theorem 16.7 in Billingsley [10, p. 224], we need to verify that
∞∑
k=0
∑
|κ|=k
|γκ|
∫
S>0
K(S, T ) |L(ν)κ (T )| dP0(T ) <∞. (3.105)
First, we find a bound for K0(S, T ). By (2.38), |Γm(α)Aν(−α−2S, T )| ≤ 1 for S, T > 0.
Thus, by (3.71),
0 ≤ K0(S, T ) ≤ etr(−α−1(S + T )) (3.106)
By the triangle inequality and by (3.106), we have
0 ≤ K(S, T ) ≤ K0(S, T ) + etr(−α−1(S + T ))(α−3m−1(trS)(trT ) + 1)
≤ etr(−α−1(S + T )) (2 + α−3m−1(trS)(trT )).
Thus, to prove (3.105), we need to establish that
∞∑
k=0
∑
|κ|=k
|γκ|
∫
T>0
etr(−α−1T ) (2 + α−3m−1(trS)(trT )) |L(ν)κ (T )| dP0(T ) <∞.
By applying the bound (3.103), we see that it suffices to prove that
∞∑
k=0
∑
|κ|=k
(Cκ(Im) [α]κ
|κ|!
)1/2
|γκ|
∫
T>0
etr(−α−1T ) etr((1 + β)T/2) dP0(T ) <∞,
and
∞∑
k=0
∑
|κ|=k
(Cκ(Im) [α]κ
|κ|!
)1/2
|γκ|
∫
T>0
(trT ) etr(−α−1T ) etr((1 + β)T/2) dP0(T ) <∞.
As these integrals are finite, the convergence of both series follows from (3.104).
To calculate Sφ˜(S) from (3.102), we follow the same steps as before to obtain
Sφ˜(S) =
∫
S>0
K(S, T )
∞∑
k=0
∑
|κ|=k
γκL
(ν)
κ (T ) dP0(T )
=
∞∑
k=0
∑
|κ|=k
ρκγκL
(ν)
κ (S)− C1βmα/2
∞∑
k=0
∑
|κ|=k
(Cκ(Im) [α]κ
|κ|!
)1/2
ρκL
(ν)
κ (S)
− C2α−1βmα/2
∞∑
k=0
∑
|κ|=k
(Cκ(Im) [α]κ
|κ|!
)1/2
ρκ(b
2
α −m−1|κ|β)L(ν)κ (S).
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By the definition (3.101) of γκ, and noting that
ρκ
ρκ − δ − 1 =
δ
ρκ − δ ,
we have
Sφ˜(S) = βmα/2
∞∑
k=0
∑
|κ|=k
[ ρκ
ρκ − δ − 1
](Cκ(Im) [α]κ
|κ|!
)1/2
ρκ
×
(
C1 + C2α
−1(b2α −m−1|κ|β)
)
L(ν)κ (S)
= βmα/2δ
∞∑
k=0
∑
|κ|=k
ρ2κ
ρκ − δ
(Cκ(Im) [α]κ
|κ|!
)1/2(
C1 + C2α
−1(b2α −m−1|κ|β)
)
L(ν)κ (S)
= δ
∞∑
k=0
∑
|κ|=k
γκL
(ν)
κ (S)
= δφ˜(S).
Therefore, δ is an eigenvalue of S with corresponding eigenfunction φ˜.
Remark 3.16. In [32], where we studied goodness-of-fit testing for the gamma dis-
tributions, we have conjectured that the eigenvalues of S are not eigenvalues of S0.
However, as shown in the next subsection, this is not valid in the case of the Wishart
distributions.
3.4 An interlacing property of the eigenvalues
A difficulty of the eigenvalues δk is that they have no closed form expression; hence there
is no simple formula for N , the number of terms in the truncated series
∑N
k=1 δkχ
2
1k that
should be used in practice to approximate the asymptotic distribution,
∑∞
k=1 δkχ
2
1k, of
the test statistic T 2n.
Since S0 is of trace-class then, by [12, p. 237, Corollary 3.2], Tr(S0) can be calcu-
lated by integrating the kernel K0 or by evaluating the sum of all eigenvalues ρκ:∫
S>0
K0(S, S) dP0(S) = Tr(S0)
=
∞∑
k=0
∑
|κ|=k
ρκ = α
mαb2mαα
m∏
k=1
(1− b4kα )−1. (3.107)
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Since S also is of trace-class then
∞∑
k=1
δk = Tr(S) =
∫
S>0
K(S, S) dP0(S)
=
∫
S>0
[
K0(S, S)− (α−3m−1(trS)2 + 1) etr(−2α−1S)
]
dP0(S)
= αmαb2mαα
m∏
k=1
(1− b4kα )−1 − α−3m−1
∑
|κ|=2
∫
S>0
etr(−2α−1S)Cκ(S) dP0(S)
−
∫
S>0
etr(−2α−1S) dP0(S). (3.108)
All of these integrals can be evaluated using (2.9) and (2.10), and the resulting sum
can be simplified using Lemma 2.6. Consequently, we obtain
∞∑
k=1
δk = α
mαb2mαα
m∏
k=1
(1− b4kα )−1 −
( α
α + 2
)mα(
1 +
mα + 1
(α + 2)2
)
. (3.109)
To determine the number of terms in the truncated series
∑N
k=1 δkχ
2
1k that should
be used in practice to approximate the asymptotic distribution of T 2n, we derive bounds
for the eigenvalues δk in terms of the ρκ and then obtain a general formula for N as a
function of α. We refer to the ratio (
∑N
k=1 δk)/Tr(S) as the Nth scree ratio for T 2n.
Since the operator S is compact and positive then the set of all its eigenvalues is
countable and contains only nonnegative values [71, Theorem 8.12, p. 98]. The next
result shows that the eigenvalues indeed are positive.
Proposition 3.17. The operators S and S0 are injective; that is, Sf = Sg if and only
if f = g, and the same holds for S0. In particular, 0 is not an eigenvalue of S or S0.
Proof. By linearity, it suffices to assume that g = 0. So, suppose that Sf = 0, that is,∫
S>0
K(S, T )f(T ) dP0(T ) = 0
for all S > 0. Then for U > Im, by Fubini’s theorem,
0 =
∫
S>0
etr(−(U − Im)S/α)(detS)α−
1
2
(m+1)
∫
T>0
K(S, T )f(T ) dP0(T ) dS
=
∫
T>0
f(T )
[ ∫
S>0
etr(−(U − Im)S/α)(detS)α−
1
2
(m+1)K(S, T )dS
]
dP0(T ), (3.110)
By the definition of the covariance function K in (3.9),∫
S>0
etr(−(U − Im)S/α)(detS)α−
1
2
(m+1)K(S, T )dS
= etr(−T/α)
∫
S>0
etr(−US/α)(detS)α−12 (m+1)
×
[
Γm(α)Aν(−α−2S, T )− α−3m−1(trS)(trT )− 1
]
dS.
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By (2.37), (2.14), and Fubini’s theorem, we have∫
S>0
etr(−US/α)(detS)α−12 (m+1)Aν(−α−2S, T ) dS
=
∫
O(m)
∫
S>0
etr(−US/α)(detS)α−12 (m+1)Aν(−α−2HSH ′T ) dS dH
=
∫
O(m)
etr(α−1H ′THU−1)(det(α−1U))−α dH
= αmα(detU)−α
∫
O(m)
etr(α−1H ′THU−1) dH.
Also, by (2.4) and (2.9), we have∫
S>0
etr(−US/α)(detS)α−12 (m+1)(trS) dS = αmα+2Γm(α)(detU)−α tr(U−1),
and, by (2.10),∫
S>0
etr(−US/α)(detS)α−12 (m+1) dS = αmαΓm(α)(detU)−α.
Substituting these results into (3.110) and discarding extraneous factors, we obtain∫
T>0
[ ∫
O(m)
etr(α−1H ′THU−1) dH − α−1m−1 tr(U−1)(trT )− 1
]
× etr(−T/α)f(T ) dP0(T ) = 0. (3.111)
Replacing U by U−1, we find that (3.111) is equivalent to∫
T>0
[ ∫
O(m)
etr(α−1H ′THU) dH − 1
]
etr(−T/α)f(T ) dP0(T )
= α−1m−1(trU)
∫
T>0
(trT ) etr(−T/α)f(T ) dP0(T ). (3.112)
Differentiating both sides of (3.112) with respect to U , we obtain∫
O(m)
∫
T>0
etr(α−1H ′THU)(α−1H ′TH)f(T ) dP0(T ) dH
= α−1m−1Im
∫
T>0
(trT ) etr(−T/α)f(T ) dP0(T ).
Since T
d
= HTH ′ for all H ∈ O(m), and f(HTH ′) = f(T ), then∫
T>0
etr(α−1H ′THU)(α−1H ′TH)f(T ) dP0(T ) =
∫
T>0
etr(α−1UT )(α−1T )f(T ) dP0(T ).
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Therefore,∫
T>0
etr(α−1UT )(α−1T )f(T ) dP0(T )
= α−1m−1Im
∫
T>0
(trT ) etr(−T/α)f(T ) dP0(T ). (3.113)
Differentiating both sides of (3.113) with respect to U , we find that
α−2
∫
T>0
etr(α−1UT ) (T ⊗ T ) f(T ) dP0(T ) = 0.
As this latter integral is a Laplace transform, we obtain f = 0, P0-almost everywhere.
Also, the same argument may be used in the case of S0.
Consequently, 0 is not an eigenvalue of S.
We now derive an interlacing property of the eigenvalues δk and ρκ. To state this
property, denote by ξk, k = 1, 2, 3 . . . the partitions of all nonnegative integers, listed
in increasing lexicographic order, e.g., ξ1 = (0), ξ2 = (1), ξ3 = (2), ξ4 = (1
2), ξ5 = (3),
ξ6 = (21), ξ7 = (1
3), . . .
Proposition 3.18. For all k ≥ 1, ρξk ≥ δk ≥ ρξk+2. Further, for k ≥ 3, every
eigenvalue of S0 is an eigenvalue of S with multiplicity pm(k)− 2, pm(k)− 1, or pm(k).
Proof. Define the kernels k0(S, T ) = − etr(−(S + T )/α) and
k1(S, T ) = −α−3m−1 etr(−(S + T )/α)(trS)(trT ),
where S, T > 0. Also, define on L2 the corresponding integral operators,
Ujf(S) =
∫
T>0
kj(S, T )f(T )dP0(T ),
j = 0, 1, S > 0. Then it follows from (3.9) that S = S0 + U0 + U1.
It is clear that each Uj is self-adjoint and of rank one, i.e., the range of Uj is a
one-dimensional subspace of L2. Also, S0 +U0 is self-adjoint, and by following the same
steps as in Theorem 3.14, we see that it is positive and compact.
By the same argument as in the proof of Proposition 3.17, we find that the operator
S0 + U0 is injective; hence, the eigenvalues of S0 + U0 are positive.
Denote by ωk, k ≥ 1, the eigenvalues of S0 + U0, where ω1 ≥ ω2 ≥ · · ·, repeated
according to their multiplicities. Since S0 is compact, self-adjoint, and injective, and
since U0 is self-adjoint and of rank one, it follows from Hochstadt [35] or Dancis and
Davis [19] that the eigenvalues of S0 interlace the eigenvalues of S0 + U0, i.e., ρξ1 ≥
ω1 ≥ ρξ2 ≥ ω2 ≥ ρξ3 ≥ ω3 ≥ ρξ4 ≥ . . . . Further, by Hochstadt [35], every eigenvalue of
multiplicity pm(k), k ≥ 2, of S0, where pm(k) denotes the number of partitions of k in
at most m parts, is an eigenvalue of S0 + U0 with multiplicity pm(k) or pm(k)− 1.
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Since U1 is self-adjoint and of rank one then by applying again Hochstadt’s, or
Dancis and Davis’, theorem we find that the eigenvalues of S0 +U0 interlace the eigen-
values of S0 + U0 + U1 ≡ S, i.e, ωk ≥ δk ≥ ωk+1 for all k ≥ 1.
Combining the conclusions of the preceding paragraphs, we deduce that ρξk ≥
δk ≥ ρξk+2 , k ≥ 1. Further, by Hochstadt [35], we have for k ≥ 3, every eigenvalue of
S0 is an eigenvalue of S with multiplicity pm(k)− 2, pm(k)− 1, or pm(k).
For  ∈ (0, 1), we can now determine a value for N such that the Nth scree
ratio of T 2n exceeds 1 − . Applying the interlacing inequalities for δk, we obtain∑N
k=1 δk ≥
∑
2≤|κ|≤r ρκ, where N =
∑r
k=2 pm(k). Since Tr(S0) > Tr(S), we advise that
N be chosen so that ∑
0≤|κ|≤r
ρκ ≥ (1− )Tr(S0).
This criterion leads to a value for N that is readily applicable in the analysis of data.
Substituting ρκ = α
mαb
4|κ|+2mα
α and the value of Tr(S0) from (3.107), we obtain
αmαb2mαα
r∑
k=0
b4kα pm(k) ≥ (1− )Tr(S0)
= (1− )αmαb2mαα
m∏
k=1
(1− b4kα )−1. (3.114)
For m = 2, 3 and  = 10−10, which represents accuracy to ten decimal places, we
present in Tables 1 and 2 the values of the lower bounds on r and N for various values
of α.
Table 1: Values of the lower bounds on r and N for m = 2.
α 2.5 3 5 10 20 50 100
r 8 7 6 4 3 3 2
N 23 18 14 7 4 4 2
Table 2: Values of the lower bounds on r and N for m = 3.
α 3 4 5 10 20 50 100
r 8 7 6 4 3 3 2
N 39 29 21 9 5 5 2
As indicated by Tables 1 and 2, fewer eigenvalues appear to be needed to approx-
imate the distribution of S as α increases. As we show in the following result, which is
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partly a consequence of the interlacing property of the eigenvalues, all but one of the δk
and ρκ converge to 0 as α → ∞, a result that is consistent with the decreasing values
of r and N in the tables.
Corollary 3.19. As α → ∞, ρκ → 0 for all κ 6= (0), δk → 0 for all k ≥ 2, and
δ1 → e−m(1− e−m).
Proof. By (3.74), β = (1 + 4α−1)1/2. Expanding this expression as a power series in
α−1, we obtain
αb2α = α(1 +
1
2
α(1− β)) = 1− α−1 +O(α−2).
Therefore, (αb2α)
α → e−1 and bα → 0 as α → ∞. By (3.75), ρκ = (αb2α)mαb4|κ|α , so it
follows that if κ 6= 0 then ρκ → 0.
By Proposition 3.18, δ2 ≤ ρ(1), so it follows that δ2 → 0 as α → ∞. Since the
δk are nonnegative and listed in non-increasing order then it follows that, as α → ∞,
δk → 0 for all k ≥ 2.
Finally, the limiting value of δ1 is obtained by taking limits in (3.109).
3.5 An application to financial data
In applying our test to a financial data set, we follow in part an example given by Haff,
et al. [33, Example 5.3]. Let us denote by Sj,k, for k = 1, 2, 3 the daily closing stock
prices of Johnson & Johnson (JNJ), Berkshire Hathaway Inc., Class B (BRK-B), and
JPMorgan Chase & Co. (JPM) respectively, from November 26, 2017 to November
23, 2018. If a day were a trading holiday, we repeated the observation of the previous
day; thus we had 260 observations in total. Then, we computed the daily logarithmic
returns log(Sj+1,k/Sj,k), for j = 1, . . . , 260 and k = 1, 2, 3; graphs of these logarithmic
returns are given in Figure 1. Finally, we partitioned the daily logarithmic returns into
biweekly periods and calculated the 3× 3 covariance matrix for each biweekly period,
resulting in the matrices X1, . . . , X26.
A common assumption in the literature on stochastic volatility models is that the
three-dimensional vectors of daily logarithmic returns,
(log(Sj+1,1/Sj,1), log(Sj+1,2/Sj,2), log(Sj+1,3/Sj,3)),
j = 1, . . . , 260, are mutually independent and identically distributed from a trivariate
normal distribution. If this assumption were valid then the corresponding biweekly
covariance matrices would be independent and identically distributed with Wishart
distributions. Thus, we will test the hypothesis that the biweekly covariance matrices
are Wishart-distributed with 9 degrees-of-freedom, i.e., α = 4.5.
To apply the test statistic T 2n to test the hypothesis that the data are drawn from
a Wishart distribution with 9 degrees of freedom and unspecified scale matrix Σ, we
use an algorithm developed by Koev and Edelman [44] in Matlab [65] to evaluate the
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Figure 1: Graphs of the logarithmic returns from the stock prices
of JNJ, BRK-B, and JPM over the period November 26, 2017 to
November 23, 2018.
Bessel functions of two matrix arguments. Applying that algorithm to the data on the
stock prices, we find that the observed value of the test statistic T 2n is 0.127.
We conducted a simulation study to approximate T 2n ; 0.05 , the 95th-percentile of
the null distribution of T 2n. We generated 10, 000 random samples of size n = 26 from
the Wishart distribution with α = 4.5 and scale matrix Σ = I3, calculated the value
of T 2n for each sample, and recorded the 95th-percentile of all 10,000 simulated values
of T 2n. We repeated this process a total of ten times, finally approximating T
2
n ; 0.05 as
the mean of all 10 simulated 95th-percentiles, viz., T 2n ; 0.05 = 0.002. Since the observed
value of T 2n exceeds the critical value then we reject the null hypothesis that the random
matrices X1, ....., X26 are Wishart-distributed at the 5% level of significance. Moreover,
we derived from our simulation study an approximate P-value of 0.000 for the test.
Therefore, we have strong evidence that the three-dimensional vectors of logarithmic
returns, (log(Sj+1,1/Sj,1), log(Sj+1,2/Sj,2), log(Sj+1,3/Sj,3)), j = 1, . . . , 260, do not have
a trivariate normal distribution or are not mutually independent.
For an alternative approach to approximating T 2n ; 0.05, one can use the limiting
null distribution of T 2n. For α = 4.5, from (3.114), we obtain the approximation
T 2n ≈
∑21
k=1 δkχ
2
1k. This requires that we first calculate the δk (that are not equal to
ρκ) and their multiplicities, numerically, using the results of Theorem 3.15, and then
we would apply the results of Kotz, et al. [45] to derive the distribution of
∑21
k=1 δkχ
2
1k
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and carry out the test. We recommend in practice the one-term approximation [45,
Eqs. (71), (79)],
P
( M∑
k=1
δkχ
2
1k ≥ t
)
' P (χ2M ≥ 2t/(δ1 + δM))
which leads to the explicit expression, T 2n ; 0.05 ' 12(δ1 + δM)χ2M ; 0.05, for an approximate
critical value of T 2n.
As an alternative to calculating δ1, . . . , δM , we can apply the interlacing inequalities
in Proposition 3.18 to obtain a stochastic upper bound,
∑M
k=1 δkχ
2
1k ≤
∑
0≤|κ|≤r ρκχ
2
1κ.
If we carry out the test by using the upper bound,
∑
0≤|κ|≤r ρκχ
2
1κ, with its exact
distribution or a one-term approximation obtained from Kotz, et al. [45, loc. cit.], we
will obtain a conservative test of the null hypothesis, i.e., with a level of significance at
most 5%.
3.6 Consistency of the test
Before stating the theorem, we provide a lemma which will be helpful for establishing
consistency of the test. The proof of the following result is similar to the proof of
Lemma 3.9.
Lemma 3.20. For T > 0, Y1 > 0, and Y2 > 0,
Γm(α)
∥∥∥Aν(T, Y1)− Aν(T, Y2)∥∥∥
F
≤ 2m3/4 ‖T‖1/2F ‖Y1 − Y2‖1/2F . (3.115)
Theorem 3.21. Let X1, X2, . . . be a sequence of m×m positive-definite, i.i.d. random
matrices with mean µ. Assume also that the p.d.f. of X1 is of the form:
f(X1) = f0(µ
−1/2X1µ−1/2), (3.116)
where f0 is orthogonally invariant. Let γ ∈ (0, 1) denote the level of significance of the
test and cn,γ be the (1− γ)-quantile of the test statistic T 2n under H0. If X1, X2, . . . are
not Wishart-distributed then
lim
n→∞
P (T 2n > cn,γ) = 1.
Proof. By the definition (3.4) of the test statistic and (3.8), we have
n−1T 2n =
∫
T>0
[ 1
n
n∑
j=1
Γm(α)Aν(T, Zj)− etr(−α−1T )
]2
dP0(T ),
where Zj = X
1/2
j X¯
−1
n X
1/2
j . By subtracting and adding the quantity
1
n
n∑
j=1
Γm(α)Aν(T,X
1/2
j µ
−1X1/2j )
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inside the squared term, and then expanding the integrand, we obtain
n−1T 2n =
∫
T>0
[ Γm(α)
n
n∑
j=1
Aν(T,X
1/2
j µ
−1X1/2j )− etr(−α−1T )
]2
dP0(T ) (3.117)
+
∫
T>0
[Γm(α)
n
n∑
j=1
(
Aν(T, Zj)− Aν(T,X1/2j µ−1X1/2j )
)]2
dP0(T ) (3.118)
+ 2
∫
T>0
[Γm(α)
n
n∑
j=1
(
Aν(T, Zj)− Aν(T,X1/2j µ−1X1/2j )
)]
×
[Γm(α)
n
n∑
j=1
Aν(T,X
1/2
j µ
−1X1/2j )− etr(−α−1T )
]
dP0(T ). (3.119)
We begin by proving that the integral (3.118) converges almost surely to 0. By
(3.115), there exists a constant C > 0 such that
Γm(α)
n
n∑
j=1
∣∣∣Aν(T, Zj)− Aν(T,X1/2j µ−1X1/2j )∣∣∣
≤ C ‖T‖1/2F
1
n
n∑
j=1
‖Zj −X1/2j µ−1X1/2j ‖1/2F
= C ‖T‖1/2F
1
n
n∑
j=1
‖X1/2j (X¯−1n − µ−1)X1/2j ‖1/2F
≤ C ‖T‖1/2F ‖X¯−1n − µ−1‖1/2F
1
n
n∑
j=1
‖Xj‖1/2F ,
since the Frobenius norm is sub-multiplicative. By the triangle inequality, we conclude
that the integral (3.118) is bounded above by
C2 ‖X¯−1n − µ−1‖F
( 1
n
n∑
j=1
‖Xj‖1/2F
)2 ∫
T>0
‖T‖F dP0(T ).
By the Cauchy-Schwarz inequality,(
n−1
n∑
j=1
‖Xj‖1/2F
)2
≤ n−1
n∑
j=1
‖Xj‖F .
Since T > 0, then (trT 2) ≤ (trT )2, so we have∫
T>0
‖T‖F dP0(T ) =
∫
T>0
(trT 2)1/2 dP0(T )
≤
∫
T>0
(trT ) dP0(T ) <∞,
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by (2.4) and (2.9).
Moreover, by the Strong Law of Large Numbers and the Continuous Mapping
Theorem, ‖X¯−1n − µ−1‖F → 0, almost surely. Also, again by the Strong Law of Large
Numbers, n−1
∑n
j=1‖Xj‖F → E‖X1‖F , almost surely. It is elementary to verify that
E‖X1‖F < ∞. Since X1 > 0 and µ = E(X1) > 0, we have ‖X1‖F ≤ trX1 and so
E‖X1‖F ≤ E(trX1) = trµ <∞. Therefore, (3.118) converges to 0, almost surely.
Second, we show that (3.119) tends to 0, almost surely. By (2.38), the fact that
etr(−α−1T ) ≤ 1 for T > 0, and the triangle inequality, we have∣∣∣Γm(α)
n
n∑
j=1
Aν(T,X
1/2
j µ
−1X1/2j )− etr(−α−1T )
∣∣∣ ≤ 2.
Further, by the triangle inequality, the absolute value of (3.119) is less than or equal to
2
∫
T>0
∣∣∣Γm(α)
n
n∑
j=1
(
Aν(T, Zj)− Aν(T,X1/2j µ−1X1/2j )
)∣∣∣ dP0(T ). (3.120)
By the Cauchy-Schwarz inequality and the fact that
∫
T>0
dP0(T ) = 1, (3.120) is seen
to be less than or equal to
2
(∫
T>0
[Γm(α)
n
n∑
j=1
(
Aν(T, Zj)− Aν(T,X1/2j µ−1X1/2j )
)]2
dP0(T )
)1/2
.
Following the same argument as for integral (3.118), we conclude that integral (3.119)
converges to 0, almost surely.
Since Aν(T,X
1/2
j µ
−1X1/2j ) = Aν(T, µ
−1/2Xjµ−1/2), we see that the integral (3.117)
equals ∫
T>0
[Γm(α)
n
n∑
j=1
Aν(T, µ
−1/2Xjµ−1/2)− etr(−α−1T )
]2
dP0(T ).
We subtract and add inside the squared term the orthogonally invariant Hankel trans-
form of µ−1/2X1µ−1/2, i.e., the quantity E[Γm(α)Aν(T, µ−1/2X1µ−1/2)], and expand the
integrand. Then we find that (3.117) equals∫
T>0
[Γm(α)
n
n∑
j=1
Aν(T, µ
−1/2Xjµ−1/2)−E[Γm(α)Aν(T, µ−1/2X1µ−1/2)]
]2
dP0(T )
(3.121)
+
∫
T>0
[
E[Γm(α)Aν(T, µ
−1/2X1µ−1/2)]− etr(−α−1T )
]2
dP0(T )
+ 2
∫
T>0
[Γm(α)
n
n∑
j=1
Aν(T, µ
−1/2Xjµ−1/2)−E[Γm(α)Aν(T, µ−1/2X1µ−1/2)]
]
×
[
E[Γm(α)Aν(T, µ
−1/2X1µ−1/2)]− etr(−α−1T )
]
dP0(T ). (3.122)
64 Hadjicosta and Richards
By the Strong Law of Large Numbers in L2 [48, p. 189, Corollary 7.10], we conclude
that the term (3.121) converges to 0, almost surely.
Next, we show that (3.122) converges to 0, almost surely. By (2.38) and the fact
that etr(−α−1T ) ≤ 1 for T > 0, we have∣∣∣E[Γm(α)Aν(T, µ−1/2X1µ−1/2)]− etr(−α−1T )∣∣∣ ≤ 2.
Therefore, the absolute value of the integral (3.122) is less than or equal to
2
∫
T>0
∣∣∣Γm(α)
n
n∑
j=1
Aν(T, µ
−1/2Xjµ−1/2)−E[Γm(α)Aν(T, µ−1/2X1µ−1/2)]
∣∣∣ dP0(T )
≤ 2
(∫
T>0
[Γm(α)
n
n∑
j=1
Aν(T, µ
−1/2Xjµ−1/2)
−E[Γm(α)Aν(T, µ−1/2X1µ−1/2)]
]2
dP0(T )
)1/2
,
where the latter bound follows from the Cauchy-Schwarz inequality. Again, by the
Strong Law of Large Numbers in L2, we conclude that the integral (3.122) converges
to 0, almost surely.
We have now shown that
1
n
T 2n
a.s.−−→
∫
T>0
[
E[Γm(α)Aν(T, µ
−1/2X1µ−1/2)]− etr(−α−1T )
]2
dP0(T ). (3.123)
Denote by ∆ the right-hand side of (3.123); then ∆ ≥ 0. Suppose that ∆ = 0, then
E[Γm(α)Aν(T, µ
−1/2X1µ−1/2)]− etr(−α−1T ) = 0,
equivalently, H˜µ−1/2X1µ−1/2(T )−etr(−α−1T ) = 0, P0-almost everywhere. By continuity,
we obtain H˜µ−1/2X1µ−1/2(T ) − etr(−α−1T ) = 0 for all T > 0. By the Uniqueness
Theorem for orthogonally invariant Hankel transforms, it follows that µ−1/2X1µ−1/2
has a Wishart distribution. By Muirhead [52, p. 92, Theorem 3.2.5], X1 has also
a Wishart distribution, which contradicts the assumption that X1 does not have a
Wishart distribution. Therefore, ∆ > 0.
Under H0, n
−1T 2n
a.s.−−→ 0, and therefore n−1T 2n p−→ 0, i.e., for any  > 0,
lim
n→∞
PH0(n
−1T 2n ≥ ) = 0.
Thus, for any  > 0 and γ > 0, there exists n0(, γ) ∈ N such that
PH0(n
−1T 2n ≥ ) ≤ γ,
for all n ≥ n0(, γ). Let cn,γ be the (1− γ)-quantile of the test statistic T 2n under H0.
Then 0 ≤ cn,γ ≤ n for all n ≥ n0() since, by definition, cn,γ := inf{x ≥ 0 : PH0(T 2n >
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x) ≤ γ}. Therefore, 0 ≤ n−1cn,γ ≤  for all n ≥ n0(). In summary, for any  > 0, there
exists n0() ∈ N such that n−1cn,γ ≤  for all n ≥ n0(), i.e.,
lim
n→∞
n−1cn,γ = 0. (3.124)
By (3.123) and (3.124), we have n−1T 2n − n−1cn,γ a.s.−−→ ∆, and therefore n−1T 2n −
n−1cn,γ
p−→ ∆. Thus, by Severini [60, p. 340, Corollary 11.3 (i)]), we conclude that
n−1T 2n − n−1cn,γ d−→ ∆. Further,
lim
n→∞
P (T 2n > cn,γ) = lim
n→∞
P (n−1T 2n − n−1cn,γ > 0)
= 1− lim
n→∞
P (n−1T 2n − n−1cn,γ ≤ 0).
Since the distribution function of the constant positive random variable ∆ is continuous
at 0, we conclude that
lim
n→∞
P (T 2n > cn,γ) = 1− P (∆ ≤ 0) = 1− 0 = 1.
This concludes the proof.
Remark 3.22. We show that the assumption (3.116), made in Theorem 3.21, holds
for two alternative distributions.
First, the matrix F -distribution [42, Section 4, part (c)] or [37, Eqs. (65), (72)]:
Let X be a positive-definite random matrix with p.d.f.
f(X) =
Γm(a+ b)
Γm(a)Γm(b)
(detX)a−(m+1)/2 (det(Im +X))−(a+b),
where a > 1
2
(m − 1) and b > 1
2
(m + 1). Since f(X) is orthogonally invariant then, by
Schur’s Lemma, there exists a constant c such that µ = E(X) = cIm.
Last, a linear combination of two Wishart matrices : Let X be a positive-definite
random matrix with p.d.f.
f(X) =
δmb(δ − 1)ma
Γm(a+ b)
(detX)a+b−(m+1)/2 etr(−δX) 1F1(a; a+ b;X),
where a > 1
2
(m−1), b > 1
2
(m−1), and δ > 1. By [29, Section 4.4], it is known that X is
equal in distribution to X1+δ
−1X2, where X1 and X2 are independent, X1 ∼ Wm(a, Im)
and X2 ∼ Wm(b, Im). Again, the distribution of X is orthogonally invariant, therefore
it satisfies (3.116).
4 Contiguous Alternatives to the Null Hypothesis
In this section, we derive the limiting distribution of the test statistic under a sequence
of contiguous alternatives.
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4.1 Assumptions
For n ∈ N and m ≥ 2, let Xn1, . . . , Xnn be a triangular array of row-wise independent
m×m random matrices. As usual, let P0 = Wm(α, Im), α > max{12(2m−1), 12(m+3)},
and let Qn1 be a probability measure dominated by P0.
We wish to test the hypothesis
H0 : The marginal distribution of each Xni, i = 1, . . . , n, is P0
against the alternative
H1 : The marginal distribution of each Xni, i = 1, . . . , n, is Qn1.
We write the Radon-Nikodym derivative of Qn1 with respect to P0 in the form
dQn1
dP0
= 1 + n−1/2hn. (4.1)
We will need two assumptions in the sequel.
Assumptions 4.1. We assume that:
(A1) The functions {hn : n ∈ N} form a sequence of P0-integrable functions converging
pointwise, P0-almost everywhere, to a function h, and
(A2) supn∈NEP0|hn|4<∞.
Note that since
∫
(dQn1/dP0) dP0 = 1 then we also have
∫
hn dP0 = 0, for all
n ∈ N. Denote the indicator function of an event A by I(A). By applying (A2), we
deduce the uniform integrability of |hn|2:
lim
k→∞
sup
n∈N
EP0(|hn|2I(|hn|2> k)) = lim
k→∞
sup
n∈N
∫
|hn|2I(|hn|2> k) dP0
≤ lim
k→∞
sup
n∈N
∫
k−1|hn|4 dP0
= lim
k→∞
k−1 sup
n∈N
EP0|hn|4= 0.
By Bauer [8, p. 95, Theorem 2.11.4], the P0-almost everywhere convergence of hn to h
implies the P0-stochastic convergence of hn to h. Again by Bauer [8, p. 104, Theorem
2.12.4], the uniform integrability of |hn|2 along with the P0-stochastic convergence of
hn to h imply the convergence of hn in mean square, i.e.,
lim
n→∞
∫
|hn − h|2 dP0 = 0,
and therefore
lim
n→∞
∫
|hn|2 dP0 =
∫
|h|2 dP0.
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Since convergence in mean square implies convergence in mean, we have
lim
n→∞
∫
|hn − h| dP0 = 0,
and thus,
lim
n→∞
∫
hn dP0 =
∫
h dP0.
Now, due to the fact that
∫
hn dP0 = 0 for all n ∈ N, we obtain
lim
n→∞
∫
hn dP0 =
∫
h dP0 = 0.
4.2 Examples
In this subsection, we verify that Assumptions 4.1 are valid for a broad collection of
sequences of contiguous alternatives.
4.2.1 Wishart alternatives with contiguous scale matrices
Let Qn1 := Wm(α,Σn) with α > max{12(2m − 1), 12(m + 3)} and Σn = (1 + 1√n)Im.
Then,
dQn1
dP0
=
(
1 + n−1/2
)mα
etr(−n−1/2X),
X > 0. We equate the Radon-Nikodym derivative to 1 + n−1/2hn(X), obtaining
hn(X) = n
1/2
[ (
1 + n−1/2
)mα
etr(−n−1/2X)− 1
]
,
for X > 0. By applying L’Hospital’s rule, we obtain
h(X) := lim
n→∞
hn(X) = mα− trX,
for X > 0. Next, we find EP0|h4n|. Define
Rn(X) = etr(−n−1/2X)− (1− n−1/2(trX) (4.2)
=
∞∑
k=2
1
k!
(− n−1/2(trX))k,
the remainder term of the Taylor series expansion of etr(−n−1/2X), X > 0. Then, by
elementary algebraic manipulations, we obtain
hn(X) = n
1/2(1 + n−1/2)mα etr(−n−1/2X)− n1/2
= n1/2(1 + n−1/2)mα(Rn(X) + 1− n−1/2(trX))− n1/2
= (1 + n−1/2)mα−1[1 + (1 + n1/2)Rn(X)− (1 + n−1/2)(trX)]
+ n1/2[(1 + n−1/2)mα−1 − 1].
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By (4.2), the triangle inequality, and the Lipschitz continuity of the exponential func-
tion, we have
|Rn(X)| ≤ n1/2|Rn(X)|
≤ n1/2[|etr(−n−1/2X)− 1|+n−1/2(trX)]
≤ n1/2[n−1/2(trX) + n−1/2(trX)] = 2 trX,
X > 0. Therefore,
|hn(X)| ≤ (1 + n−1/2)mα−1
[
1 + (1 + n1/2)|Rn(X)|+(1 + n−1/2)(trX)
]
+ |n1/2((1 + n−1/2)mα−1 − 1)|
≤ (1 + n−1/2)mα−1(1 + 4 trX + 2 trX) + |n1/2((1 + n−1/2)mα−1 − 1)|
= (1 + n−1/2)mα−1(1 + 6 trX) + |n1/2((1 + n−1/2)mα−1 − 1)|.
It is elementary that (1 + n−1/2)mα−1 → 1 and n1/2((1 + n−1/2)mα−1 − 1)→ mα− 1 as
n → ∞; therefore, there exists a positive constant M such that (1 + n−1/2)mα−1 ≤ M
and |n1/2((1+n−1/2)mα−1−1)| ≤M for all n. Therefore, |hn(X)|≤M(1+6 trX)+M =
M(2 + 6 trX), X > 0, so we obtain
EP0|hn|4≤M4
∫
X>0
(2 + 6 trX)4 dP0(X),
and this bound does not depend on n. By (2.4) and (2.9), the above integral is finite;
thus, supn∈NEP0|hn|4<∞.
4.2.2 Wishart alternatives with contiguous shape parameters
Let Qn1 := Wm(αn, Im) with αn = α +
1√
n
, α > max{1
2
(2m− 1), 1
2
(m+ 3)}. We have
dQn1
dP0
=
Γm(α)
Γm(αn)
(detX)1/
√
n,
X > 0. Following (4.1), we equate this Radon-Nikodym derivative to 1 + n−1/2hn(X),
obtaining
hn(X) = n
1/2
( Γm(α)
Γm(αn)
(detX)1/
√
n − 1
)
,
for X > 0. Recall the multivariate digamma function
ψm(z) :=
d
dz
log Γm(z) =
Γ′m(z)
Γm(z)
,
z > 0. Applying L’Hospital’s rule, we obtain
h(X) := lim
n→∞
hn(X)
= lim
n→∞
n1/2
( Γm(α)
Γm(α + n−1/2)
(detX)1/
√
n − 1
)
= log(detX)− ψm(α),
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X > 0. To calculate EP0|hn|4, we apply the binomial expansion, obtaining∣∣∣n1/2( Γm(α)
Γm(α + n−1/2)
(detX)1/
√
n − 1
)∣∣∣4
= n2
4∑
j=0
(−1)j
(
4
j
)( Γm(α)
Γm(α + n−1/2)
)j
(detX)j/
√
n,
thus,
EP0 |hn|4 = n2
4∑
j=0
(−1)j
(
4
j
)( Γm(α)
Γm(α + n−1/2)
)j Γm(α + jn−1/2)
Γm(α)
. (4.3)
Next, the Taylor expansion of Γm(α)/Γm(α+ n
−1/2) for sufficiently large values of n is
Γm(α)
Γm(α + n−1/2)
=
4∑
j=0
ajn
−j/2 + o(n−2), (4.4)
where a0 = 1.
After lengthy but straightforward calculations, we obtain
a1 = −ψm(α),
a2 =
1
2
ψ2m(α)−
1
2
ψ′m(α),
a3 = −1
6
ψ3m(α)−
1
6
ψ′′m(α) +
1
2
ψm(α)ψ
′
m(α),
a4 = −ψ
′′′
m(α)
24
+
1
8
(ψ′m(α))
2 +
1
6
ψm(α)ψ
′′
m(α)−
1
4
ψ2m(α)ψ
′
m(α) +
1
24
ψ4m(α).
Next, we substitute the Taylor expansion (4.4) in (4.3) and then take the limit as
n→∞. By applying L’Hospital’s rule four times then, after some lengthy but straight-
forward calculations, we obtain
lim
n→∞
EP0|hn|4= 9a41 + 24a22 + 24a1a3 − 36a21a2 − 24a4.
Thus, EP0|h4n| is a bounded sequence, and therefore supn∈NEP0|hn|4<∞.
4.2.3 Contaminated Wishart models
Consider the contamination model,
Qn1 := (1− n−1/2)P0 + n−1/2Wm(2α, Im), (4.5)
where, as usual, α > max{1
2
(2m− 1), 1
2
(m+ 3)}. We note that contaminated Wishart
models appear also in the analysis of diffusion tensor images [39].
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We have
dQn1
dP0
= n−1/2
( Γm(α)
Γm(2α)
(detX)α − 1
)
+ 1,
forX > 0. Following (4.1), we equate this Radon-Nikodym derivative to 1+n−1/2hn(X),
obtaining
hn(X) =
Γm(α)
Γm(2α)
(detX)α − 1,
for X > 0. Thus,
h(X) := lim
n→∞
hn(X) =
Γm(α)
Γm(2α)
(detX)α − 1,
X > 0. Since
EP0|h4n| =
∫
X>0
( Γm(α)
Γm(2α)
(detX)α − 1
)4
dP0(X)
clearly is finite and does not depend on n then supn∈NEP0|hn|4<∞.
We note also that the model (4.5) is a special case of the contamination model
Qn2 = (1− n−1/2)P0 + n−1/2P1,
where P1 is a probability measure dominated by P0, and
∫
(dP1/dP0)
4 dP0 <∞. The
preceding calculations can also be done for many choices of P1.
For example, consider the case in which P1 is the probability measure correspond-
ing to the matrix generalized inverse Gaussian distribution [14] with density function
f1(X) = c1 (detX)
b−1
2
(m+1) etr(−ΦX−1 −ΨX),
X > 0, where c1 is the normalizing constant, Φ and Ψ are symmetric non-negative
definite matrices, and b ∈ R. Then∫
(dP1/dP0)
4 dP0 =
∫
X>0
c41(detX)
4b−4
2
(m+1) etr(−4ΦX−1 − 4ΨX)
c30(detX)
3α−3
2
(m+1) etr(−3X)
dX
= c
∫
X>0
(detX)4b−3α−
1
2
(m+1) etr(−4ΦX−1 − (4Ψ− 3Im)X)dX,
where c0 = 1/Γm(α) is the normalizing constant of Wm(α, Im) and c = c
4
1/c
3
0. By [34,
p. 506] and [14, Eq. (2)], we deduce that
∫
(dP1/dP0)
4 dP0 <∞ in the following cases:
(i) Φ ≥ 0, Ψ− 3
4
Im > 0, b ≥ 14(3α + 12m)
(ii) Φ > 0, Ψ− 3
4
Im > 0, b ∈ R
(iii) Φ > 0, Ψ− 3
4
Im ≥ 0, b < 14(3α− 12(m− 1))
Therefore, we deduce that the Assumptions 4.1 also hold for broad classes of the model
Qn2.
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4.3 The distribution of the test statistic under contiguous al-
ternatives
Let P0 = Wm(α, Im), α > max{12(2m−1), 12(m+3)}; and denote by Pn = P0⊗· · ·⊗P0
and Qn = Qn1 ⊗ · · · ⊗ Qn1 the n-fold product probability measures of P0 and Qn1,
respectively.
Theorem 4.2. Let m ≥ 2 and Xn1, . . . , Xnn, n ∈ N, be a triangular array of m ×m
positive-definite row-wise i.i.d. random matrices, where Xnj = Xj, j = 1, . . . , n. We
assume that the distribution of Xnj is Qn1, for every j = 1, . . . , n. Further, let Zn =
(Zn(T ), T > 0) be a random field with
Zn(T ) = 1√
n
n∑
j=1
[
Γm(α)Aν(T,X
1/2
nj X¯
−1
n X
1/2
nj )− etr(−T/α)
]
,
T > 0. Under the Assumptions 4.1, there exists a centered Gaussian field Z :=
(Z(T ), T > 0) with sample paths in L2 and the covariance function K(S, T ) in (3.9),
and a function
c(T ) =
∫
X>0
[
Γm(α)Aν(T, α
−1X) +
tr(X − αIm)
α2
(trT ) etr(−α−1T )
− etr(−α−1T )
]
h(X) dP0(X),
T > 0, such that Zn d−→ Z + c in L2. Moreover, as n→∞,
T 2n
d−→
∫
T>0
(Z(T ) + c(T ))2 dP0(T ).
We note that the proof of this theorem and the subsequent results can be obtained
by following the approach in [64, pp. 79–91] and Theorem 4.3 in [32]. In order to
maintain a relatively self-contained presentation, we provide some of the details here.
Before proceeding to those details, we will present some preliminary results. Con-
sider the log-likelihood ratio,
Λn(Xn1, . . . , Xnn) := log
dQn(Xn1, . . . , Xnn)
dP n(Xn1, . . . , Xnn)
.
From the definition of P n and Qn, we obtain
Λn(Xn1, . . . , Xnn) = log
n∏
j=1
(1 + n−1/2hn(Xnj))
=
n∑
j=1
log(1 + n−1/2hn(Xnj)).
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Since Λn = −∞ if and only if 1 + n−1/2hn(Xnj) = 0 for some j, we obtain
P n(Λn = −∞) = P n
( n⋃
j=1
{1 + n−1/2hn(Xn1) = 0}
)
≤ nP n(1 + n−1/2hn(Xn1) = 0)
= nP n(hn(Xn1) = −n1/2).
Since hn(Xn1) = −n1/2 if and only if |n−1/2hn(Xn1)|4= 1 then
nP n(hn(Xn1) = −n1/2) = nEP0(|n−1/2hn(Xn1)|4I(hn(Xn1) = −n−1/2))
≤ n−1EP0(|hn(Xn1)|4)
≤ n−1 sup
n∈N
EP0(|hn|4).
Under the assumption that supn∈NEP0(|hn|4) <∞, we obtain
nP n(hn(Xn1) = −n1/2)→ 0,
as n → ∞. Therefore, without loss of generality, we shall assume that Λn > −∞ and
1 + n−1/2hn(Xnj) > 0 for all j = 1, . . . , n and n ≥ 1 (see [64, p. 140, Appendix D.2] or
[70, p. 303, Example 6.118]).
The Taylor expansion of order 2 of the function log(1 + n−1/2hn(Xnj)), at 1 is
log(1 + n−1/2hn(Xnj)) = n−1/2hn(Xnj)− 2−1n−1h2n(Xnj) +R(hn(Xnj)),
with remainder term
R(hn(Xnj)) =
1
3
n−3/2(1 + n−1/2tnj(Xnj)hn(Xnj))
−3h3n(Xnj),
where tnj : Pm×m+ → [0, 1] is a measurable function. Therefore,
Λn(Xn1, . . . , Xnn) =
n∑
j=1
[n−1/2hn(Xnj)− 2−1n−1h2n(Xnj) +R(hn(Xnj))].
In the following result, we use the notation σ2 :=
∫ |h|2 dP0.
Lemma 4.3. As n→∞,
(i) n−1/2
∑n
j=1 hn(Xnj)
d−→ N (0, σ2) in P n-distribution.
(ii) n−1
∑n
j=1 h
2
n(Xnj)→ σ2 in P n-probability.
(iii)
∑n
j=1 R(hn(Xnj))→ 0 in P n-probability.
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The proofs of these results are given in [64, pp. 80-83] and in [31]. Combining these
three results, we conclude that under P n,
Λn(Xn1, . . . , Xnn)
d−→ N (−1
2
σ2, σ2). (4.6)
We introduced in Section 3.2 the random field
Zn(T ) = 1√
n
n∑
j=1
[Γm(α)Aν(T,X
1/2
j X¯
−1
n X
1/2
j )− etr(−T/α)],
T > 0. Also, we introduced in Theorem 3.5, the centered random field
Zn,3(T ) = 1√
n
n∑
j=1
[Γm(α)Aν(T, α
−1Xj)
+ Γm(α)〈α−1(αIm −Xj), g(T )〉 − etr(−α−1T )],
T > 0, where
g(T ) = − α
−1
mΓm(α)
(trT ) etr(−α−1T ) Im.
We proved that there exists a centered Gaussian field Z := (Z(T ), T > 0) with sample
paths in L2 and with covariance function K(S, T ) given in (3.9) such that, under Pn,
||Zn − Zn,3||L2 p−→ 0 and Zn,3 d−→ Z in L2. For k ∈ N and T1, . . . , Tk ∈ Pm×m+ , it follows
from the multivariate Central Limit Theorem that (Zn,3(T1), . . . ,Zn,3(Tk))′ d−→ Nk(0,Σ)
under Pn, where Σ = (K(Ti, Tj))1≤i,j≤k is the k×k positive definite matrix with (i, j)th
entry K(Ti, Tj).
Let ‖·‖Rk+1 denote the standard Euclidean norm on Rk+1. Then, by Lemma 4.3(iii),∥∥∥(Zn,3(T1), . . . ,Zn,3(Tk),Λn)′
−
(
Zn,3(T1), . . . ,Zn,3(Tk),
n∑
j=1
[n−1/2hn(Xnj)− 2−1n−1h2n(Xnj)]
)′∥∥∥2
Rk+1
=
(
Λn −
n∑
j=1
[n−1/2hn(Xnj)− 2−1n−1h2n(Xnj)]
)2
=
( n∑
j=1
R(hn(Xnj)
)2
→ 0, (4.7)
in P n-probability.
Lemma 4.4. For T > 0, define
c(T ) = lim
n→∞
Cov
(
Zn,3(T ),
n∑
j=1
[n−1/2hn(Xnj)− 1
2
n−1h2n(Xnj)]
)
, (4.8)
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and set c = (c(T1), . . . , c(Tk))
′. Then, under Pn,(
Zn,3(T1), . . . ,Zn,3(Tk),
n∑
j=1
[n−1/2hn(Xnj)− 2−1n−1h2n(Xnj)]
)′
d−→ Nk+1
(
(0, . . . , 0,−2−1σ2)′,
[
Σ c
c′ σ2
])
(4.9)
and
(Zn,3(T1), . . . ,Zn,3(Tk),Λn)′ d−→ Nk+1
(
(0, . . . , 0,−2−1σ2)′,
[
Σ c
c′ σ2
])
. (4.10)
Proof. Substituting for Zn,3 in (4.8), applying Assumptions 4.1, and carrying out some
straightforward calculations, we obtain
c(T ) =
∫
X>0
[
Γm(α)Aν(T, α
−1X) +
tr(X − αIm)
α2
(trT ) etr(−α−1T )
− etr(−α−1T )
]
h(X) dP0(X),
for T > 0. Letting
w(Ti, Xnj) := Γm(α)Aν(Ti, α
−1Xnj)
− α−2(trTi) etr(−α−1Ti) tr(αIm −Xnj)− etr(−α−1Ti);
then
Zn,3(Ti) = 1√
n
n∑
j=1
w(Ti, Xnj).
To establish (4.9), we will apply the Crame´r-Wold device. Then it suffices to establish
that for every u = (u1, . . . , uk+1)
′ ∈ Rk+1,
1√
n
n∑
j=1
(
w(T1, Xnj), . . . , w(Tk, Xnj), hn(Xnj)− 2−1n−1/2h2n(Xnj)
)′
u
d−→ Nk+1
(
(0, . . . , 0,−2−1σ2)u,u′
[
Σ c
c′ σ2
]
u
)
. (4.11)
Now, let Y1, Y2, . . . be i.i.d. P0-distributed m×m random matrices, and define
kn(Yj) =
k∑
l=1
w(Tl, Yj)ul + (hn(Yj)− 2−1n−1/2h2n(Yj))uk+1.
Under Pn, n
−1/2∑n
j=1 kn(Yj) has the same distribution as
1√
n
n∑
j=1
(
w(T1, Xnj), . . . , w(Tk, Xnj), hn(Xnj)− 2−1n−1/2h2n(Xnj)
)
u,
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u ∈ Rk+1. Since E(w(Ti, Y1)) = 0, i = 1, . . . , k then
µn := E(kn(Y1)) = −2−1n−1/2uk+1E(h2n(Y1)).
Denote by τ 2n the variance of kn(Y1). Then,
τ 2n =
k∑
i=1
k∑
j=1
Cov(w(Ti, Y1), w(Tj, Y1))uiuj + Var (hn(Y1))u
2
k+1
+ (4n)−1 Var (h2n(Y1))u
2
k+1 − n−1/2Cov(hn(Y1), h2n(Y1))u2k+1
+ 2uk+1
k∑
i=1
Cov
(
w(Ti, Y1), (hn(Y1)− 2−1n−1/2h2n(Y1))
)
ui.
By Assumptions 4.1, we obtain Var (h2n(Y1)) <∞ and Cov(hn(Y1), h2n(Y1)) <∞. Thus,
as n→∞,
τ 2n →
k∑
i=1
k∑
j=1
K(Ti, Tj)uiuj + σ
2u2k+1 + 2uk+1
k∑
i=1
uic(Ti) := τ
2. (4.12)
Similarly, it can be shown that, as n→∞,
(kn(Y1)− µn)2 →
k∑
i=1
k∑
j=1
w(Ti, Y1)w(Tj, Y1)uiuj
+ h(Y1)
(
h(Y1)uk+1 +
k∑
i=1
w(Ti, Y1)ui
)
uk+1, (4.13)
P0-almost surely. In addition, we notice that
E
[ k∑
i=1
k∑
j=1
w(Ti, Y1)w(Tj, Y1)uiuj + h(Y1)
(
h(Y1)uk+1 +
k∑
i=1
w(Ti, Y1)ui
)
uk+1
]
=
k∑
i=1
k∑
j=1
K(Ti, Tj)uiuj + σ
2u2k+1 + 2uk+1
k∑
i=1
c(Ti)ui ≡ τ 2. (4.14)
For every  > 0,
0 ≤ (kn(Y1)− µn)2 I(|(kn(Y1)− µn|> 
√
nτn) ≤ (kn(Y1)− µn)2. (4.15)
Also, for every  > 0,
0 ≤ (kn(Y1)− µn)2 I(|(kn(Y1)− µn|> 
√
nτn) ≤ (kn(Y1)− µn)
4
2nτ 2n
,
from which we conclude that as n→∞,
(kn(Y1)− µn)2 I(|(kn(Y1)− µn|> 
√
nτn)→ 0, (4.16)
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P0-almost surely. As the results (4.12) – (4.16) are the sufficient conditions in Pratt’s
version of the Dominated Convergence Theorem [30, p. 221, Theorem 5.5], we conclude
that as n→∞,
E((kn(Y1)− µn)2 I(|(kn(Y1)− µn|> 
√
nτn))→ 0.
This result is equivalent to the Lindeberg condition, i.e., for every  > 0,
lim
n→∞
1
nτ 2n
n∑
j=1
E((kn(Yj)− µn)2 I(|(kn(Yj)− µn|> 
√
nτn)) = 0.
Thus, we deduce from the Lindeberg-Feller Central Limit Theorem that
1√
nτn
n∑
j=1
(kn(Yj)− µn) d−→ N (0, 1),
therefore,
1√
n
n∑
j=1
kn(Yj)
d−→ N (− 2−1σ2uk+1, τ 2).
Note also that (0, . . . , 0,−2−1σ2)u = −2−1σ2uk+1 and that
τ 2 =
k∑
i=1
k∑
j=1
uiujK(Ti, Tj) + u
2
k+1σ
2 + 2uk+1
k∑
i=1
uic(Ti)
= u′
[
Σ c
c′ σ2
]
u.
Therefore, (4.11) is proved. Finally, (4.10) follows from (4.7), (4.11), and [9, p. 25,
Theorem 4.1].
Now, we proceed to the proof of Theorem 4.2.
Proof of Theorem 4.2. By (4.6) and Le Cam’s first lemma (see [64, p. 140, Theorem
D.5] or [70, p. 311, Corollary 6.124]), P n and Qn are mutually contiguous. Also, by
(4.10) and Le Cam’s third lemma (see [64, p. 141, Theorem D.6] or [70, p. 329, Corollary
6.139]), under Qn,
(Zn,3(T1), . . . ,Zn,3(Tk))′ d−→ Nk(c,Σ). (4.17)
By [64, p. 138, Theorem D.2] or [70, p. 56, Theorem 5.51], the convergence in distribu-
tion of Zn,3 under P n in L2 implies that Zn,3 is tight in L2 under P n. Further, since
Qn is contiguous to P n, by [64, p. 139, Theorem D.4] or [70, p. 295, Theorem 6.113
(a)], Zn,3 is tight in L2 under Qn.
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By (4.17) and the tightness of Zn,3 in L2 under Qn, we obtain Zn,3 d−→ Z+ c under
Qn (see [17, Theorem 2, Example 4]). Moreover, since ‖Zn−Zn,3‖L2 p−→ 0 under P n and
Qn is contiguous to P n, we have under Qn, ‖Zn − Zn,3‖L2 p−→ 0. Thus, by Billingsley
[9, p. 25, Theorem 4.1], we obtain Zn d−→ Z + c under Qn.
Finally, by the Continuous Mapping Theorem [9, p. 31, Corollary 1], we have
‖Zn‖2L2
d−→ ‖Z + c‖2L2 under Qn, i.e.,
T 2n
d−→
∫
T>0
(Z(T ) + c(T ))2 dP0(T )
under Qn. The proof now is complete.
5 The Efficiency of the Test
In this Section, we investigate the approximate Bahadur slope of the test statistic T 2n
under local alternatives. Further, we show the validity of a modified Wieand condition.
The proof of Wieand’s condition, under which the Bahadur and Pitman efficiencies
agree, remains an open problem. By applying the results of this section, we are able
to calculate the approximate asymptotic relative efficiency (ARE) of the proposed test
relative to potential alternative tests.
For m ≥ 2, let X1, X2, . . . be i.i.d., m×m positive-definite random matrices with
unknown distribution P . We assume that P is indexed by a parameter θ ∈ Θ := (−η, η),
for some η > 0. We let θ ∈ Θ0 = {θ0} = {0} to represent the null hypothesis and
θ ∈ Θ1 = Θ \ {0} to represent the alternative hypothesis. In Section 3, we showed that
T 2n is scale-invariant, i.e., it does not depend on the unknown scale matrix Σ. Thus,
under the null hypothesis θ0 = 0, we assume that X1, X2, . . . are i.i.d., m×m positive-
definite P0-distributed random matrices and under the local alternatives, represented
by θ ∈ Θ1, we assume that X1, X2, . . . are i.i.d., m×m positive-definite Pθ-distributed
random matrices.
The Radon-Nikodym derivative of Pθ with respect to P0 is dPθ/dP0 = 1+θhθ. We
assume that as θ → 0, the function hθ converges to some function h in mean square,
i.e.,
lim
θ→0
∫
X>0
|hθ(X)− h(X)|2 dP0(X) = 0. (5.1)
Since
∫
(dPθ/dP0) dP0 = 1, we have∫
X>0
hθ(X) dP0(X) = 0, (5.2)
for θ ∈ Θ1. Further, we shall assume that for θ ∈ Θ1,∫
X>0
Xhθ(X) dP0(X) = 0. (5.3)
78 Hadjicosta and Richards
5.1 The approximate Bahadur slope of the test
For a description of the approximate Bahadur slope of a test under local alternatives
and for the definition of a standard sequence, we refer to Bahadur [4, 5], Taherizadeh
[64, Chapter 5] or to Section 5 in [32].
We have the following result for the test statistic T 2n.
Theorem 5.1. The sequence of test statistics {T n : n ∈ N} is a standard sequence.
Further, a = δ˜−11 , the inverse of the largest eigenvalue of the covariance operator S,
b2(θ) = θ2
∫
T>0
[ ∫
X>0
Γm(α)Aν(T, α
−1X)hθ(X) dP0(X)
]2
dP0(T ) (5.4)
and
lim
θ→0
c(a)(θ)
θ2
= δ˜−11
∫
T>0
[ ∫
X>0
Γm(α)Aν(T, α
−1X)h(X) dP0(X)
]2
dP0(T ).
Proof. The proof of this theorem follows along the lines of the proof of Theorem 5.1 in
[32]. For completeness, we provide the details here.
First, we will establish that {T n : n ∈ N} is a standard sequence. In Section 3, we
showed that the limiting null distribution of the test statistic T 2n is the same as that
of
∑
k≥1 δ˜kχ
2
N(δ˜k)
, where δ˜k, k ≥ 1 is an enumeration, listed in non-increasing order, of
the distinct eigenvalues of S with corresponding multiplicities N(δ˜k), and {χ2N(δ˜k)} are
i.i.d. χ2
N(δ˜k)
-distributed random variables. From the Monotone Convergence Theorem,
we have
lim
M→∞
E
( M∑
k=1
δ˜kχ
2
N(δ˜k)
)
= E
(∑
k≥1
δ˜kχ
2
N(δ˜k)
)
=
∑
k≥1
δ˜k N(δ˜k),
which is finite since S is of trace-class. Thus, ∑k≥1 δ˜kχ2N(δ˜k) is almost surely a positive
random variable with continuous probability distribution function.
By Zolotarev [72],
1− F (t) = P
(∑
k≥1
δ˜kχ
2
N(δ˜k)
> t2
)
=
1
Γ(N(δ˜1)/2)
[∏
k≥2
(
1− δ˜k
δ˜1
)−N(δ˜k) ] ( t2
2δ˜1
)(N(δ˜1)/2)−1
× exp(−t2/2δ˜1) [1 + op(1)],
where op(1)
t→∞−−−→ 0. Therefore,
−2t−2 log[1− F (t)]
= 2t−2
[
log[Γ(N(δ˜1)/2)] +
∑
k≥2
N(δ˜k) log
(
1− δ˜k
δ˜1
)
−
(N(δ˜1)
2
− 1
)
log
( t2
2δ˜1
)]
+ δ˜−11 ,
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which converges to δ˜−11 as t→∞.
By assumption (5.3), for θ ∈ Θ1,
Eθ(X1) :=
∫
X>0
X dPθ(X) =
∫
X>0
X(1 + θhθ(X)) dP0(X) = αIm.
From the proof of Theorem 3.21, we have
n−1T 2n
p−→
∫
T>0
(
Eθ[Γm(α)Aν(T, α
−1X1)]− etr(−α−1T )
)2
dP0(T ).
Since dPθ/dP0 = 1 + θhθ then, by (5.2),
Eθ[Γm(α)Aν(T, α
−1X1)] = etr(−α−1T ) + θ
∫
X>0
Γm(α)Aν(T, α
−1X)hθ(X) dP0(X),
and then it follows that n−1T 2n
p−→ b2(θ), the function defined in (5.4). Therefore,
n−1/2T n
p−→ b(θ) in Pθ-probability, so the sequence of test statistics {T n : n ∈ N} is a
standard sequence.
Finally, we find the limiting approximate Bahadur slope, as θ → 0. By applying
the Cauchy-Schwarz inequality, (2.38), and assumption (5.1), it is straightforward to
establish that
lim sup
θ→0
∣∣∣b2(θ)
θ2
−
∫
T>0
[ ∫
X>0
Γm(α)Aν(T, α
−1X)h(X) dP0(X)
]2
dP0(T )
∣∣∣ = 0.
Therefore,
lim
θ→0
∣∣∣b2(θ)
θ2
−
∫
T>0
[ ∫
X>0
Γm(α)Aν(T, α
−1X)h(X) dP0(X)
]2
dP0(T )
∣∣∣ = 0.
The proof is now complete.
5.2 A modified form of Wieand’s condition
Wieand [68] showed that if two standard sequences of test statistics satisfy an additional
condition, now called the Wieand condition, then the limiting approximate Bahadur
efficiency is in accord with the limiting Pitman efficiency, as the level of significance
decreases to 0. For a description about Pitman’s asymptotic relative efficiency, we refer
to Taherizadeh [64, Chapter 5] or to Section 5 in [32]. Although the proof of Wieand’s
condition remains an open problem in the matrix setting, we show that a modified form
of Wieand’s condition is valid for the test statistics {T n : n ∈ N}.
Theorem 5.2. There exists a constant θ∗ > 0 such that for any  > 0 and γ ∈ (0, 1),
there exists a constant C > 0 such that
P (|n−1/2T n − b(θ)| ≤ b(θ)) > 1− γ
for any θ ∈ Θ1 ∩ (−θ∗, θ∗) and n1/2 > C/b2(θ).
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Proof. For T > 0 and θ ∈ Θ, consider the orthogonally invariant Hankel transform,
HX1,θ(T ) = Eθ[Γm(α)Aν(T, α−1X1)].
We have
n−1/2T n =
[ ∫
T>0
( 1
n
n∑
j=1
Γm(α)Aν(T, Zj)− etr(−α−1T )
)2
dP0(T )
]1/2
.
By adding and subtracting the term HX1,θ(T ) inside the squared term, and then ap-
plying Minkowski’s inequality, we obtain
n−1/2T n ≤
[ ∫
T>0
( 1
n
n∑
j=1
Γm(α)Aν(T, Zj)−HX1,θ(T )
)2
dP0(T )
]1/2
+
[ ∫
T>0
(HX1,θ(T )− etr(−α−1T ))2 dP0(T )
]1/2
. (5.5)
Now set
b(θ) :=
[ ∫
T>0
(HX1,θ(T )− etr(−α−1T ))2 dP0(T )
]1/2
.
By adding and subtracting the term
1
n
n∑
j=1
Γm(α)Aν(T, Zj)
inside the squared term, and then again applying Minkowski’s inequality, we get
b(θ) ≤ n−1/2T n +
[ ∫
T>0
( 1
n
n∑
j=1
Γm(α)Aν(T, Zj)−HX1,θ(T )
)2
dP0(T )
]1/2
. (5.6)
Combining (5.5) and (5.6), we conclude that
|n−1/2T n − b(θ)|≤
[ ∫
T>0
( 1
n
n∑
j=1
Γm(α)Aν(T, Zj)−HX1,θ(T )
)2
dP0(T )
]1/2
. (5.7)
Further, by subtracting and adding the term
1
n
n∑
j=1
Γm(α)Aν(T, α
−1Xj)
inside the squared term ( 1
n
n∑
j=1
Γm(α)Aν(T, Zj)−HX1,θ(T )
)2
,
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and then applying the Cauchy-Schwarz inequality, we obtain
( 1
n
n∑
j=1
Γm(α)Aν(T, Zj)−HX1,θ(T )
)2
≤ 2
[ 1
n
n∑
j=1
Γm(α)
(
Aν(T, Zj)− Aν(T, α−1Xj)
)]2
+ 2
[ 1
n
n∑
j=1
Γm(α)Aν(T, α
−1Xj)−HX1,θ(T )
]2
. (5.8)
Next, by (3.115),
1
n
n∑
j=1
Γm(α)|Aν(T, Zj)− Aν(T, α−1Xj)| ≤ 2m3/4 ‖T‖1/2F
1
n
n∑
j=1
‖Zj − α−1Xj‖1/2F . (5.9)
Since
Zj − α−1Xj = X1/2j X¯−1n X1/2j − α−1X1/2j X1/2j
= α−1X1/2j X¯
−1/2
n (αIm − X¯n)X¯−1/2n X1/2j ,
and since the trace is invariant under cyclic permutations and the Frobenius norm is
sub-multiplicative then
1
n
n∑
j=1
‖Zj − α−1Xj‖1/2F = α−1
1
n
n∑
j=1
‖X1/2j X¯−1/2n (αIm − X¯n)X¯−1/2n X1/2j ‖1/2F
= α−1
1
n
n∑
j=1
‖X¯−1/2n XjX¯−1/2n (αIm − X¯n)‖1/2F
≤ α−1 1
n
n∑
j=1
‖X¯−1/2n XjX¯−1/2n ‖1/2F ‖αIm − X¯n‖1/2F .
By the Cauchy-Schwarz inequality,
1
n
n∑
j=1
‖X¯−1/2n XjX¯−1/2n ‖1/2F ≤
1√
n
( n∑
j=1
‖X¯−1/2n XjX¯−1/2n ‖F
)1/2
=
1√
n
( n∑
j=1
[ tr(X¯−1/2n XjX¯
−1/2
n )
2]1/2
)1/2
.
Since X¯
−1/2
n XjX¯
−1/2
n is a positive definite matrix then
tr(X¯−1/2n XjX¯
−1/2
n )
2 ≤ (tr X¯−1/2n XjX¯−1/2n )2,
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and therefore,
1
n
n∑
j=1
‖X¯−1/2n XjX¯−1/2n ‖1/2F ≤ n−1/2
( n∑
j=1
tr X¯−1/2n XjX¯
−1/2
n
)1/2
= n−1/2
(
tr X¯−1/2n nX¯nX¯
−1/2
n
)1/2
= n−1/2 (n tr Im)1/2 = m1/2.
Therefore,
1
n
n∑
j=1
‖Zj − α−1Xj‖1/2F ≤ α−1m1/2 ‖αIm − X¯n‖1/2F ,
and by (5.9), we obtain
1
n
n∑
j=1
Γm(α)|Aν(T, Zj)− Aν(T, α−1Xj)| ≤ 2α−1m5/4 ‖T‖1/2F ‖αIm − X¯n‖1/2F . (5.10)
By (5.7), Markov’s inequality, and Fubini’s theorem,
P (|n−1/2T n − b(θ)|≤ b(θ))
≥ 1− 1
2b2(θ)
∫
T>0
Eθ
( 1
n
n∑
j=1
Γm(α)Aν(T, Zj)−HX1,θ(T )
)2
dP0(T ). (5.11)
By (5.8) and (5.10), we see that (5.11) is greater than or equal to
1− 1
2b2(θ)
[
8α−2m5/2
(∫
T>0
‖T‖F dP0(T )
)
Eθ‖αIm − X¯n‖F
+ 2
∫ ∞
0
Eθ
( 1
n
n∑
j=1
Γm(α)Aν(T, α
−1Xj)−HX1,θ(T )
)2
dP0(T )
]
.
In Theorem 3.21, we showed that C˜ :=
∫
T>0
‖T‖F dP0(T ) <∞. Further, by (2.38),
Eθ
( 1
n
n∑
j=1
Γm(α)Aν(T, α
−1Xj)−HX1,θ(T )
)2
= n−1 Var θ (Γm(α)Aν(T, α−1X1))
≤ n−1;
therefore
P (|n−1/2T n − b(θ)|≤ b(θ)) ≥ 1− 1
2b2(θ)
[
8α−2m5/2 C˜ Eθ‖αIm − X¯n‖F + 2
n
]
. (5.12)
Next, we write
‖αIm − X¯n‖F = ( tr(αIm − X¯n)2)1/2 =
(
tr
[ 1
n2
( n∑
j=1
(Xj − αIm)
)2])1/2
=
1
n
(
tr
( n∑
j=1
(Xj − αIm)
)2)1/2
,
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and expand the sum. By the Cauchy-Schwarz inequality, and using the i.i.d. property
of X1, . . . , Xn, we obtain
Eθ‖αIm − X¯n‖F ≤ 1
n
[
Eθ
(
tr
( n∑
j=1
(Xj − αIm)
)2)]1/2
=
1
n
[
E0
(
tr
( n∑
j=1
(Xj − αIm)
)2
·
n∏
j=1
(1 + θhθ(Xj))
)]1/2
.
Squaring the above sum and using the fact that X1, . . . , Xn are i.i.d., we obtain
Eθ‖αIm − X¯n‖F
≤ n−1/2
[
E0
(
tr [(X1 − αIm)2] ·
n∏
j=1
(1 + θhθ(Xj))
)]1/2
+
(n− 1
n
)1/2[
E0
(
tr [(X1 − αIm)(X2 − αIm)] ·
n∏
j=1
(1 + θhθ(Xj))
)]1/2
. (5.13)
Since E0hθ(X) = 0 and, by (5.3), E0Xhθ(X) = 0 for θ ∈ Θ1, then E0(1 + θhθ(X1)) = 1
and
E0
(
tr [(X1 − αIm)] · (1 + θhθ(X1))
)
= trE0
(
(X1 − αIm)(1 + θhθ(X1))
)
= 0.
Thus, the first term in the right-hand side of (5.13) equals
n−1/2
[
E0
(
tr [(X1 − αIm)2] · (1 + θhθ(X1))
)]1/2
and the second term equals 0.
Further, by applying the Cauchy-Schwarz inequality, we also find that
E0
(
tr[(X1 − αIm)2] · (1 + θhθ(X1))
)
= E0( tr [(X1 − αIm)2]) + θE0( tr [(X1 − αIm)2] · hθ(X1))
≤
[
E0( tr [(X1 − αIm)2])2
]1/2 [
1 + |θ|(E0(h2θ(X1)))1/2
]
.
To show that E0( tr [(X1 − αIm)2])2 is finite, we write
tr [(X1 − αIm)2] = tr(X21 − 2αX1 + α2Im)
= trX21 − 2α trX1 + α2m,
and since (a + b + c)2 ≤ 3(a2 + b2 + c2), for a, b, c ∈ R, it is sufficient to show that
E0(trX
2
1 )
2 <∞ and E0(trX1)2 <∞. However,
E0(trX
2
1 )
2 ≤ E0(trX1)4 =
∑
|κ|=4
E0(Cκ(X1)) <∞,
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by (2.9). By another application of (2.9),
E0(trX1)
2 =
∑
|κ|=2
E0(Cκ(X1)) <∞.
By assumption (5.1), we conclude that there exists θ∗ ∈ (0, η) such that
σ¯2 := sup
θ∈(−θ∗,θ∗)
E0
(
tr [(X1 − αIm)2] · (1 + θhθ(X1))
)
<∞.
Therefore, (5.12) can be written as
P (|n−1/2T n − b(θ)|≤ b(θ)) ≥ 1− 1
n1/22b2(θ)
[
8α−2m5/2 C˜σ¯ +
2
n1/2
]
≥ 1− 8α
−2m5/2 C˜σ¯ + 2
n1/22b2(θ)
,
for all θ ∈ (−θ∗, θ∗). Setting C = (8α−2m5/2 C˜σ¯+ 2)/2γ then, for all θ ∈ (−θ∗, θ∗) and
n1/2 > C/b2(θ),
P (|n−1/2T n − b(θ)|≤ b(θ)) ≥ 1− γC
n1/2b2(θ)
> 1− γ.
The proof now is complete.
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