We derive joint factorial moment identities for point processes with Papangelou intensities. Our proof simplifies previous approaches to related moment identities and includes the setting of Poisson point processes. Applications are given to random transformations of point processes and to their distribution invariance properties.
Introduction
Consider the compound Poisson random variable
shows that the cumulant of order k ≥ 1 of (1.1) is given by
As a consequence of the Faà di Bruno formula the moment of order n ≥ 1 of (1.1) is
given by
where the above sum runs over all partitions P 1 , . . . , P m of {1, . . . , n}.
Such cumulant-type moment identities have been extended to Poisson stochastic integrals of random integrands in [7] through the use of the Skorohod integral on the Poisson space, cf. [5] , [6] . The construction of the Skorohod integral has been extended to point processes with Papangelou intensities in [8] , and in [2] , the moment identities of [7] have been extended to point processes with Papangelou intensities via simpler proofs based on an induction argument.
In this paper we consider the factorial moments of point processes and show that similar moment identities can be deduced with an even simpler proof. We apply those identities to random transformations of Poisson processes and point processes with
Papangelou intensities, and to their distribution invariance properties.
Let X be a Polish space equipped with a σ-finite measure σ(dx). Let Ω X denote the space of configurations whose elements ω ∈ Ω X are identified with the Radon point measures ω = x∈ω ǫ x , where ǫ x denotes the Dirac measure at x ∈ X. A point process is a probability measure P on Ω X equipped with the σ-algebra F generated by the topology of vague convergence. In the sequel for a (possibly random) set A we let N(A)(ω) = X 1 A (x) ω(dx) denote the cardinality of ω ∩ A(ω).
Typically, for a Poisson point process with intensity σ, ω(A) is distributed according to a Poisson distribution with parameter σ(A) for all (non random) A ∈ F and N(A)
is independent of N(B) whenever A, B ∈ F are disjoint non random.
Point processes can be characterized by their Campbell measure C defined on B(X) ⊗ F by C(A × B) := E C(dx, dω) = c(x, ω)σ(dx)P (dω),
where the density c(x, ω) is called the Papangelou density. In this case the identity 4) and c(x, ω) = 1 for Poisson point process with intensity σ.
This paper is organized as follows. In Section 2, we derive factorial moment identities for random point measure of random sets in Propositions 2.2 and 2.1, and in Section 3 we apply those identities to point process transformations in Proposition 3.2.
In Section 4, we show that the corresponding moment identities can be recovered by combinatorial arguments, cf. Proposition 4.2. In Section 5, we recover some recent results on the invariance of Poisson random measures under interacting transformations, with simplified proofs.
3 Let
denote the falling factorial product. We are interested in the factorial moments
is the random point measure of a random set A. Denoting by Ω X 0 the set of finite configurations in Ω X , the compound Campbell
Given x n = (x 1 , . . . , x n ) ∈ X n , we will use the notation ε + xn for the operator
where F is any random variable on Ω X . With this notation we also havê
In addition, we define the random measureσ
Clearly the formula
holds at the rank n = 1 due to (1.4) applied to u(x, ω) = F (ω)1 A(ω) (x). Next, assuming that (2.2) holds at the rank n, we apply it with F replaced by F (N(A) − n)
and get
where in (2.3) we used the relation
Next, with x n+1 = (x 1 , . . . , x n , x n+1 ), recalling that N(A) = X 1 A (x) ω(dx) and applying (1.4) to
for fixed x 1 , . . . , x n with the relation ε
where on the last line we used (2.1).
By induction, in the next Proposition 2.2 we also obtain a joint factorial moment identity for a.s. disjoint (random) sets A 1 , . . . , A p . It extends the classical identity
for deterministic disjoint sets A 1 , . . . , A p , where ρ n (x 1 , . . . , x n ) is the correlation function of the point process and n = n 1 + · · · + n p .
Proposition 2.2 Let n = n 1 + · · · + n p and A 1 (ω), . . . , A p (ω) be measurable and disjoint for almost all ω ∈ Ω, then
Proof. We proceed by induction on p ≥ 1. For p = 1, the identity reduces to that of Proposition 2.1. We assume that the identity holds true for p and show it for p + 1.
Let n = n 1 + · · · + n p and m = n + n p+1 , we have:
where in (2.6) we used
and observe that the contribution of the sum is zero since, for all 1 ≤ k ≤ p and
, we noted y n p+1 = (y 1 , . . . , y n p+1 ) and used Proposition 2.1 with, for a fixed x n = (x 1 , . . . , x n ),
and the set ε + xn (A p+1 ). Finally in (2.8), we used the following consequence of (2.1)
together with ε
Transformations of point processes
Consider the finite difference operator
where F is any random variable on Ω X . Note that multiple finite difference operator expresses
where the summation above holds over all (possibly empty) subset η of Θ. Let x n = {x 1 , . . . , x n }, from the relation
where
. . , l} and from (2.5) we have
for n 1 + · · · + n p = n and a.s. disjoint sets A 1 (ω), . . . , A p (ω). The next lemma will be useful in Proposition 3.2 to characterize the invariance of transformations of point processes from (3.3).
Lemma 3.1 Let m ≥ 1 and assume that for all x 1 , . . . , x m ∈ X the processes u i :
for every family {Θ 1 , . . . , Θ m } of (non empty) subsets such that Θ 1 ∪ · · · ∪ Θ m = {1, . . . , m}, for all x 1 , . . . , x m ∈ X and all ω ∈ Ω X . Then we have
for all x 1 , . . . , x m ∈ X and all ω ∈ Ω X .
Proof. It suffices to note that
where the above sum is not restricted to partitions, but includes all (possibly empty) sets Θ 1 , . . . , Θ l whose union is {1, . . . , n}.
In the next result, we recover Theorem 5.1 of [2] in a more direct way due to the use of factorial moments, but using a different cyclic type condition. Condition (3.8) below is interpreted by saying that
for any family h 1 , . . . , h m of bounded real-valued Borel functions on Y .
and satisfying the condition
for every family {Θ 1 , . . . , Θ m } of (non empty) subsets such that
transforms a point process ξ with Papangelou intensity c(x, ω) with respect to σ ⊗ P into a point process on Y with correlation function
. . , y n ∈ Y , with respect to µ. , ω) ) and, in turn, Lemma 3.1 shows that
for all i 1 , . . . , i k ∈ {1, . . . , p} and ω ∈ Ω. For i = 1, . . . , p, let
and τ * N(B i ) be the cardinal of τ * ω ∩ B i , i.e.
Then applying (3.3) with F = 1 and the disjoint random sets A i (ω), i = 1, . . . , p,
, where τ (x n , ω) stands for τ (x 1 , ω), . . . , τ (x n , ω) and where we used (3.9). Next, without loss of generality the generic term of (3.10) can be reduced to the term with Θ = {1, . . . , n − 1} and using (3.6), we have
with the change of variable y n = τ (x n , ω). Finally, by applying the above argument recursively we obtain that The proof of Proposition 3.2 also shows that if A 1 , . . . , A p are disjoint random subsets of X such that
for every family {Θ 1 , . . . , Θ m } of (non empty) subsets such that Θ 1 ∪ · · · ∪ Θ m = {1, . . . , m}, for all x 1 , . . . , x m ∈ X and all ω ∈ Ω X , m ≥ 1, then we have
Example
We consider an example of transformation satisfying Condition (3.8), based on conditioning by a random boundary, more precisely conditioned by the random boundary of a convex Poisson hull. We let X = IR d with norm · and for all ω ∈ Ω we denote by ω e ⊂ ω the extremal vertices of the convex hull of ω ∩ B(0, 1). We also denote by C(ω) the convex hull of ω, and denote
Consider a mapping τ : Ω X × X −→ X such that for all ω ∈ Ω, τ (·, ω) : X −→ X leaves X \
• C(ω e ) invariant (thus including the extremal vertices ω e of C(ω e )) while the points inside
• C(ω e ) are shifted depending on the data of ω e , i.e. we have
(3.11)
As shown in Proposition 3.3 below, such a transformation τ satisfies Condition (3.8).
The next figure shows an example of behaviour such a transformation, with a finite set of points for simplicity of illustration.
for all Θ ⊂ {x 1 , . . . , x m }, due to the following consequence of (3.1)
where the summation above holds over all (possibly empty) subset η of Θ. As a consequence, one factor of (3.8) necessarily vanishes.
Moment identities
From the previous factorial moment identities, we can recover some recently obtained moment identities for Poisson stochastic integrals with random integrands, cf. [7] , and their extensions to point processes, cf. [2] . Let
denote the Stirling number of the second kind, i.e. the number of partitions of a set of n objects into k non-empty subsets, cf. also Relation (3) page 2 of [1] . As a consequence we recover the following elementary moment identity from Proposition 2.1.
Lemma 4.1 Let A = A(ω) be a random set. We have
Proof. This result is a direct consequence of Proposition 2.1 and the relation
between the moments and the factorial moments µ f k (X) of a random variable X. This relation follows from the classical identity
cf. e.g. [4] or page 72 of [3] .
More generally, Lemma 4.1 allows us to recover the following moment identity, cf.
Theorem 3.1 of [2] , and Proposition 3.1 of [7] for the Poisson case.
where the sum runs over the partitions B n 1 , . . . , B n k of {1, . . . , n}, for any n ≥ 1 such that all terms are integrable.
Proof. First we establish (4.3) for simple processes of the form u( 
and β i = F i . The proof is concluded by using the disjunction of the A i 's in (4.6), as follows:
The general case is obtained by approximating u(x, ω) with simple processes.
Using (3.2), we can also write
The next lemma has been used above in the proof of Proposition 4.2.
Proof. Observe that (4.1) ensures
for all α j , j ∈ I, β ∈ IR, n ∈ N. We have
by a reindexing of the summations and the fact that the reunions of the partitions 
since by (1.2) the moment of order n i of Z λα i is given by
The above relation (4.8) being true for all λ, this implies (4.7) for this choice of α i,j 's.
In the Poisson case, we have c(x, ω) = 1 and the results of the previous sections specialize immediately to new factorial moment identities for Poisson point processes with intensity σ(dx). For any random set A = A(ω) and sufficiently integrable random variable F , we have
n ≥ 1. For all almost surely disjoint random sets A i (ω), 1 ≤ i ≤ p, and sufficiently integrable random variable F , we have
with n = n 1 + · · · + n p . In addition, we have the following proposition whose proof is similar to that of Proposition 3.2 although it cannot be obtained as a direct consequence of Proposition 3.2 and it cannot be stated in the (non-Poisson) point process setting.
Proposition 5.1 Consider A 1 (ω), . . . , A p (ω) a.s. disjoint random sets such that σ(A i (ω)) is deterministic, i = 1, . . . , p, and
is a vector of independent Poisson random variables with parameters σ(A 1 ), . . . , σ(A p ).
Proof. Let n = n 1 + · · · + n p . Under Condition (5.1), Lemma 3.1 and (3.5) show that
for all i 1 , . . . , i k ∈ {1, . . . , n} and ω ∈ Ω. Since in addition σ(A i ) is deterministic, using σ(A p ) is deterministic. Finally, by applying the above argument recursively we obtain E N(A 1 ) (n 1 ) · · · N(A p ) (np) = E The example of random transformation given page 11 at the end of Section 3 also satisfies Condition (5.6) in Theorem 5.2.
