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Abstract—Software often produces biased outputs. In par-
ticular, machine learning (ML) based software are known to
produce erroneous predictions when processing discriminatory
inputs. Such unfair program behavior can be caused by societal
bias. In the last few years, Amazon, Microsoft and Google
have provided software services that produce unfair outputs,
mostly due to societal bias (e.g. gender or race). In such events,
developers are saddled with the task of conducting fairness
testing. Fairness testing is challenging; developers are tasked with
generating discriminatory inputs that reveal and explain biases.
We propose a grammar-based fairness testing approach (called
ASTRAEA) which leverages context-free grammars to generate
discriminatory inputs that reveal fairness violations in software
systems. Using probabilistic grammars, ASTRAEA also provides
fault diagnosis by isolating the cause of observed software bias.
ASTRAEA’s diagnoses facilitate the improvement of ML fairness.
ASTRAEA was evaluated on 18 software systems that provide
three major natural language processing (NLP) services. In our
evaluation, ASTRAEA generated fairness violations at a rate of
about 18%. ASTRAEA generated over 573K discriminatory test
cases and found over 102K fairness violations. Furthermore,
ASTRAEA improves software fairness by about 76% via model-
retraining, on average.
I. INTRODUCTION
In the last decade, machine learning (ML) systems have
shown disruptive capabilities in several application domains.
As a result, the impact of ML systems on our socio-economic
life has seen an increasingly upward trajectory [4], [26], [30].
However, ML systems are complex and often lack supportive
tools to systematically investigate their impact on socio-
economic life. This results in ML systems that potentially
introduce societal issues, such as discrimination based on
gender, race or religion. Given the massive adoption of ML
systems in sensitive application domains, including education
and employment, it is crucial that these systems are validated
against their potentially discriminatory features.
In this work, we are concerned about the fairness of Natural
Language Processing (NLP) systems. As an example, consider
the scenario depicted in Figure 1 for a sentiment analysis
task. The basic idea behind sentiment analysis is to predict
the underlying emotion in a text. The predicted emotion can
be positive, negative or neutral. For both sentences a and b,
the real emotion is clearly negative and indeed, the sentence
a captures negative emotion in our evaluation. However, for
sentence b, the same sentiment analyser model predicts a
positive emotion, causing a fairness violation.
§Equal contribution
a = {The CEO feels enraged} 
b = {The cleaner feels enraged} 🖥Sentiment Analysis
😢
😁
Fig. 1: Fairness violation in sentiment analysis
Given an ML model and a set of sensitive parameters
(e.g. gender and occupation), it is possible to explore the
model’s behaviors for fairness violation. In this paper, we
conceptualize, design and implement ASTRAEA, a grammar-
based methodology to automatically discover and diagnose
fairness violations in a variety of NLP tasks. ASTRAEA also
generates tests that systematically augment the training data
based on the diagnosis results, in order to improve the model’s
software fairness. To the best of our knowledge, ASTRAEA
is the first grammar-based technique to comprehensively test,
diagnose and improve NLP model fairness.
ASTRAEA is a two-phase approach. Given an ML model f ,
the input grammar and sensitive attributes from the grammar,
ASTRAEA first randomly explores the grammar production
rules to generate a large number of input sentences. For any
two sentences a and b that only differ in the sensitive attributes,
ASTRAEA highlights an (individual) fairness violation when
f(a) differs from f(b). For instance, considering the example
introduced in Figure 1, sentences a and b differ only in their
sensitive attributes, i.e. the subjective noun. In the second
phase, ASTRAEA analyse the fairness violations discovered
in the first phase and isolates input features (e.g. the specific
occupation or gender) that are predominantly responsible for
fairness violations. In the second phase, such input features
are prioritized in generating the tests. The goal is to direct
the test generation process and steer the model execution to
increase the density of fairness violations.
ASTRAEA is designed to be a general and extensible frame-
work for testing and diagnosing fairness violations in NLP
systems. Specifically, the grammars leveraged in ASTRAEA
cover a variety of NLP tasks (i.e., coreference resolution, sen-
timent analysis and mask language modeling) and biases (e.g.
gender, religion and occupation). Moreover, these grammars
are easily extensible to consider other forms of biases. Finally,
ASTRAEA can be used to test and diagnose both individual and
group fairness violations. An appealing feature of ASTRAEA is
that its diagnosis not only helps in highlighting input features
responsible for fairness violation, but the diagnosis results can
also be leveraged to generate new tests and retrain the model,
in order to improve software fairness.
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The fairness in NLP systems require unique formalization,
which distinguishes ASTRAEA from existing works in fairness
testing [12], [33]. In contrast to the directed fairness testing
approach embodied in ASTRAEA, existing works on testing
NLP systems either explore prediction errors randomly [27],
[34] or they require seed inputs for test generation [22]. More-
over, ASTRAEA is the only approach that provides diagnosis
and systematic retraining of NLP systems to improve their
fairness.
The remainder of the paper is organized as follows. After
providing a brief background (Section II) and overview (Sec-
tion III), we make the following contributions:
1) We introduce grammars for testing fairness of a variety
of NLP tasks (Section III and Section IV).
2) We introduce ASTRAEA, an automated framework to
discover and diagnose fairness errors in NLP software
systems (Section IV).
3) We instantiate ASTRAEA for three NLP tasks i.e. corefer-
ence resolution (coref), sentiment analysis (SA) and mask
language modeling (MLM) (Section IV).
4) We show the application of ASTRAEA to test and di-
agnose both individual and group fairness violations
(Section IV).
5) We implement ASTRAEA and evaluate it on a total of
18 models for a variety of NLP tasks. Our evaluation
reveals a total of 102K fairness violations (out of 573K
test inputs). Moreover, with the directed approach (i.e.,
the second phase), the fairness error rate discovered by
ASTRAEA is boosted by a factor of 1.6x. Finally, with the
newly generated inputs, ASTRAEA improves the fairness
of a sentiment analysis model by 76%, on average.
After discussing threats to validity (Section VI) and related
work (Section VII), we conclude in Section VIII.
II. BACKGROUND
In this section, we illustrate the fairness measures employed
in this work. We also provide background on our natural
language processing (NLP) use cases and NLP testing.
Fairness Measures: In this paper, we focus on two main
fairness measures, individual fairness and group fairness. In
our context, a software satisfies individual fairness if its output
(or prediction) for any two inputs which are similar with
respect to the task at hand are the same. To satisfy individual
fairness, the output should be similar, even if the two inputs
have different values for sensitive attributes such as gender,
race, religion or occupation. Individual fairness is critical for
eliminating societal bias in software [11]. As an example,
a sentiment analysis system (e.g. Google NLP [21]) should
classify the sentence below as a negative sentiment, regardless
of the choice of noun in use, i.e. either “CEO" or “cleaner"
(in fact, this input caused a fairness violation in Google NLP):
{a/b} = The {CEO/cleaner} feels enraged.
On the other hand, a software satisfies group fairness if sub-
jects from (two) different groups (e.g. texts containing male vs.
female (pro)nouns or African-american vs. European names,
etc.) have an equal probability of being assigned to a specific
predictive class (e.g. positive or negative sentiment) [35].
Group fairness is critical for eliminating societal bias against
a specific sub-population, e.g. minorities. For instance, texts
containing male and female (pro)nouns (e.g. {He, him, him-
self} vs. {She, her, herself}) should have equal probability
of being assigned a positive (or negative) sentiment, by a
sentiment analysis software (e.g. Google NLP [21]).
Natural Language Processing (NLP): Natural Language
Processing (NLP) has seen numerous advances in the last
decade. There are several software systems providing NLP
services for natural language tasks such as language modeling,
coreference resolution, word embedding, text classification and
sentiment analysis. These include NLP services provided by
Amazon, Google, IBM and Micorosoft [18], [21], [29], [36].
These services are mostly ML-based with demonstrated high
accuracy and precision, hence, they have been highly adopted
in industry. However, despite the proven high accuracy of these
software services, they often produce biased outputs. Indeed,
these software have produced several predictions that portray
racial and gender-based societal bias [6], [9]. Thus, in this
paper, we focus on revealing fairness violations of software
systems, in particular, for NLP software systems.
In this work, we focus on three major NLP tasks, namely
coreference resolution, mask language modeling and sentiment
analysis. We describe each NLP task below and provide test
inputs that reveal fairness violations in deployed real software.
1.) Coreference Resolution (Coref): Coreference resolution
is an NLP task to find all the expressions in a piece of text
that refer to a specific entity [31]. As an example, consider
the following text (cf. row one, column four in Table I):
{a/b} = The farmer was passing by. {He/She} told
the baker that the document was signed.
For this text, an accurate Coref system should resolve that
the noun “The farmer" refers to the pronoun “{He/She}". In
this example text, “He" or “She" are the optional pronouns.
Hence, this test case contains two sentences with each option
instantiated (a and b containing “He" and “She", respectively).
In terms of fairness, we posit that the gender of the pronoun
(i.e. “He" or “She") in the text should not influence the output
of the Coref system. This is the predicate for our metamorphic
oracle, i.e. Coref(a) == Coref(b) (cf. Table I). Hence, for this
text, we consider it an individual fairness violation, if the
Coref system could accurately resolve coreference in input a
but could not resolve that of input b. This violation is caused
by a societal gender bias towards the occupation (“farmer").
The above test case (a, b) was generated by ASTRAEA and
triggered a gender-based violation of individual fairness in the
AllenNLP Coref system [13]. Specifically, AllenNLP could
resolve the coreference for test input a (i.e. choosing “He")
but it could not resolve the coreference for test input b (i.e.
choosing “She"). In fact, on test input b, AllenNLP references
TABLE I: Sample Test Inputs Generated by ASTRAEA, showing fairness (Fair.) and predictive (Pred.) errors. MLM x(oc) =
Pr (MLM(. . .) = x | oc), A(x) captures the anomaly index of x and τ is a threshold.
NLP
Task
Fairness
Criteria
Sensitive
Attribute
Metamorphic
Oracle
Fair.
Error
Prediction
Outcome
Pred.
ErrorBias Sample Discriminatory Test Cases
Co
reference
Resolution
(CR)
Individual Gender
Subjective
Pronoun
{a/b} = The farmer was passing by.
CR(a) == CR(b) 3
CR(a) ={farmer, He}
CR(b)={farmer, baker}
7
3
{He/She} told the baker that the document
was signed.
Individual Religion Subjective
Noun
{a/b} = The {Christian/Hindu} person
CR(a) == CR(b) 3
CR(a) ={the engineer, his}
CR(b)={the Hindu person, his}
N/Anotified the engineer that his game
was excellent.
Individual Occupation
Objective
Noun
{a/b} = The person asked the {attendant
/mechanic} if he can bake bread. CR(a) == CR(b) 3
CR(a) ={the person, he}
CR(b)={the mechanic, he} N/A
Mask
Language
Modeling
(MLM)
Individual Occupation
Objective
Pronoun
{a/b} = The {doctor/nurse} took a plan
to [MASK] hometown.
|MLMhis(a)−MLMhis(b)| ≤ τ∧
|MLMher(a)−MLMher(b)| ≤ τ
3 MLM (a) = {his} (conf = 0.7)
MLM (b) = {her} (conf = 0.69)
N/A
Group Occupation
Objective
Pronoun a = The {oc} walked to [MASK] home. 3
A(MLMhis(‘receptionist’)) = -3.61
A(MLMher(‘receptionist’)) = 5.66 N/A
|A(MLMhis(oc))| ≤ τ ∧
|A(MLMher(oc))| ≤ τ ,
∀ oc ∈ Occupation
Sentiment
Analysis
(SA)
Individual Occupation Subjective {a/b} = The {CEO/cleaner} feels enraged. SA(a) == SA(b) 3 SA(a) = -ve 7Noun SA(b) = +ve 3
Individual Race Subjective {a/b} = {Tia/Mark} made me feel SA(a) == SA(b) 7 SA(a) = -ve 7Noun disappointed. SA(b) = -ve 7
Individual Neutral Objective {a/b}= I saw {Tia/Mark} in the market. SA(a) == SA(b) 3 SA(a) = -ve 3Noun SA(b) = neutral 7
“the farmer" and “the baker", instead of “She".1
2.) Masked Language Modeling (MLM): This is a fill-in-the-
blank NLP task, where a software uses the context surrounding
a blank entity (called [MASK]) in a text to predict the word
that fills the blank. The goal of the MLM system is to predict
the word that can replace the missing entity in a text, in order
to complete the sentence [3]. As an example, consider the
following input text, where an MLM model has to predict a
mask for an objective pronoun (e.g. “his" or “her"):
{a/b} = The {doctor/nurse} took a plane to
[MASK] hometown
Using BERT MLM system [10] for this task, the top sugges-
tion for the masked word is his with a 70.0% and her with a
17.9% confidence respectively for test input a (i.e. choosing
doctor). Meanwhile, test input b (i.e. choosing nurse) produces
the top suggestion her with a 69.1% and his with a 18.2%
confidence, for the same BERT system [10].
In the context of fairness, this is an example of a gender
discrimination, in particular, an individual fairness violation
induced by societal occupational bias. Indeed, in our eval-
uation, ASTRAEA generated the above sentence and reveals
that the BERT MLM system displays this occupational gender
bias.2
3.) Sentiment Analysis (SA): This is an NLP task which
aims to identify, extract and quantify the emotion associated
with a text [24]. The goal of SA systems is to predict the
sentiment in a text, i.e. positive, negative, or neutral. As an
example, consider the following sentence with a clear negative
sentiment:
{a/b} = The {CEO/cleaner} feels enraged.
1We encourage the readers to execute this test case for AllenNLP
Coref. here: https://tinyurl.com/coref-gender-bias-male and https://tinyurl.
com/coref-gender-bias-female (erroneous as of 27th August, 2020 AOE)
2We encourage the readers to execute this test case for AllenNLP
MLM here: https://tinyurl.com/gender-bias-male and https://tinyurl.com/
gender-bias-female (erroneous as of 27th August, 2020 AOE)
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Fig. 2: Workflow of ASTRAEA’s Fairness Test Generation
In terms of fairness, we consider it a fairness violation, if
for instance, the test input a (i.e. with CEO) is predicted as
a negative sentiment, meanwhile, the test input b (i.e. with
cleaner) is predicted as a positive sentiment.
In our evaluation, ASTRAEA generated the above test input,
which triggered an individual fairness violation in the Google
NLP service [21]. Specifically, the Google NLP service cor-
rectly classifies the test input a (CEO) as a negative sentiment
(overall score = −0.7), meanwhile, it classifies the test input
b (cleaner) as a positive sentiment (overall score = 0.6). This
is an example of a societal occupational bias found in a real
world deployed NLP service (Google NLP).3
NLP Testing: A few approaches have been proposed for
testing NLP systems. These includes testing techniques such
as OGMA [34], and CHECKLIST [27]. In particular, OGMA
proposes a grammar-based approach to test the accuracy of
NLP systems [34], while CHECKLIST proposes a schema-
based approach to generate inputs that improves the perfor-
mance of NLP systems [27].
The aforementioned NLP testing approaches are focused
on improving the accuracy, robustness and reliability of NLP
systems, especially when fed with new or adversarial inputs.
3We encourage the readers to execute these sample tests for Google
NLP’s Sentiment Analysis here: https://cloud.google.com/natural-language/
(erroneous as of 27th August, 2020 AOE)
Coref Unambiguous → Struct1 | Struct2 | · · ·
Struct1 →
Subject Aux-Verb. Subject
((Main-Verb1 Object Conjunction1 Action1) |
(Main-Verb2 Object Conjunction2 Action2)) | · · ·
Subject → Noun | Subj-Pronoun
Object → Noun | Obj-Pronoun
Noun → Occupation | Religion | Name | · · ·
Occupation → ‘‘The farmer’’ | ‘‘The CEO’’ | · · ·
Religion → ‘‘The Jewish person’’ | ‘‘The Hindu person’’ | · · ·
Name → ‘‘Mark’’ | ‘‘Jerry’’ | · · ·
Subj-Pronoun → ‘‘He’’ | ‘‘She’’ | · · ·
Obj-Pronoun → ‘‘him’’ | ‘‘her’’ | · · ·
Aux-Verb → ‘‘was passing by’’ | ‘‘was sitting’’ | · · ·
Main-Verb1 → ‘‘told’’ | · · ·
Main-Verb2 → ‘‘asked’’ | · · ·
Action1 → ‘‘the document was signed’’ | · · ·
Action2 → ‘‘painting’’ | ‘‘swimming’’ | · · ·
Conjunction1 → ‘‘that’’ | · · ·
Conjunction2 → ‘‘about’’ | · · ·
· · ·
Struct2 → · · ·
Fig. 3: Grammar for Unambiguous Coreference
However, none of these approaches comprehensively define
and perform fairness testing of NLP software services. To the
best of our knowledge, ASTRAEA is the first application of
input grammars to expose, diagnose and improve software
fairness. In this work, we focus on the software fairness
testing of (NLP) systems, specifically, we are concerned with
exposing fairness violations, diagnosing the root cause of such
violations and improving software fairness.
III. OVERVIEW
Our approach (ASTRAEA) follows the workflow outlined
in Figure 2; highlighting the major components (and steps)
of ASTRAEA. In the following, we explain each component
and (sub)steps, showing how ASTRAEA generates sample test
cases with examples (see Table I).
a.) Input (Parameters): Firstly (in step 1), the developer
provides an input grammar and the sensitive attribute(s) of
interest. The input grammar captures the input specifications
for a specific task (e.g. Figure 3 for Coref NLP task), while the
sensitive attribute(s) refers to the entities (e.g. non-terminals)
that define discriminatory inputs (e.g. a subjective pronoun
like “He"/“She"). Subsequently, the developer can optionally
provide a set of input parameters for ASTRAEA, i.e., specify
the fairness criteria to investigate (e.g. individual or group
fairness) and the bias or discrimination of interest (e.g. gender
bias). Additionally, she can also optionally define predicates
for a predictive oracle, which serves as ground truth or
expected outcome for each input. This oracle determines
(in)correct predictions. Next, (in step 2) the provided input
(parameters) are fed into ASTRAEA for test generation.
b.) Test Generation: Given the input grammar, ASTRAEA
proceeds (in step 3) to generate test cases using the input
grammar and the sensitive attributes defined in (a). In this
phase, the sensitive attribute(s) is a source of discrimination
in generated test cases, hence, it restricts the non-terminals
concerned with the attribute to specific values (e.g. restricting
subjective pronoun to only “He" or “she"). Then, ASTRAEA
randomly covers the input structure using the optional input
Coref Unambiguous
Struct1
Subject
Noun
Occupation
The farmer
Aux-Verb
was passing by.
Subject
Subj-Pronoun
{He/She}
Main-Verb1
told
Object
Noun
Occupation
the baker
Conjunction1
that
Action1
the document was signed
Fig. 4: Derivation Tree of an Input generated by ASTRAEA
using the Unambiguous Coreference grammar in Figure 3
parameters for guidance4. Specifically, the sensitive attributes
help define discriminatory test cases, for instance, where (two)
inputs are similar except that they differ in the value of
sensitive attribute(s) (see row one Table I). ASTRAEA performs
random grammar-based test generation in a manner similar
to previous approaches [16], [17], i.e. making random choices
among alternatives in production rules and terminal symbols.
Technically, for random generation, all alternatives have a
uniform distribution, hence, each one can be equally chosen.
For instance, consider the input grammar for Coref in
Figure 3 and a subjective pronoun as the sensitive attribute.
Let us assume, the developer specifies the following (optional)
parameters for test generation; individual fairness and gender
bias. Then, ASTRAEA will generate inputs such as the test case
in row 1 of Table I. It generates this test case by specifically
setting the pronoun choice (e.g. to “He" or “She") for each
test input, but randomly exploring the rest of the grammar,
i.e. randomly selecting alternatives for other production rules
(e.g. noun choices like occupation). Similarly, for sentiment
analysis, using subjective noun as the sensitive attribute and
given input parameters for individual fairness and occupational
bias, ASTRAEA generates test cases such as row six in Table I
by randomly exploring all alternatives, but ensuring the choice
of nouns is set to only explore occupations.
c.) Test Oracle: The software (aka MUT, e.g. Google NLP)
processes the test cases generated by ASTRAEA (in step 4).
Then, using the metamorphic oracle, the test oracle collects
the software’s outputs and determines if the observed output
is discriminatory/unfair or not (in step 5). In the case that the
ground truth is available in (a) (e.g. via a deterministic oracle),
the test oracle also determines if an output is a mis-prediction
(see predicates in Table I).
As an example, for the sentiment analysis test case (see row
six in Table I), the individual fairness predicate checks that
both test inputs evaluate to the same sentiment (i.e., SA(a) ==
SA(b)). Since this is not true, there is an individual fairness
violation. Meanwhile, the predictive oracle checks that each
test input evaluates to a negative sentiment. Again this is false
for test input b, hence we detect a mis-prediction.
d.) Anomaly Detection: The anomaly detector collects all of
the inputs that induced a fairness violation (or mis-prediction),
4When optional input parameters are unspecified (i.e. bias and fairness
criteria are not provided), ASTRAEA proceeds to randomly explore parameters.
For instance, it generates test cases for both individual and group fairness.
TABLE II: Notations used in ASTRAEA
Input
f Model under test (MUT)
G Input used for test generation
Gsens The sensitive production rules of the grammar G
Gbias Noun choice such that the developer can choose a
specific type (such as occupation, religion, name) to
test for violations of individual or group fairness
n number of inputs in a test case (e.g. n = 2 for SA)
iters number of iterations for RAND or PROB phase (e.g.
iters = 3000)
Intermediate Variables
Gcountterm Counts of all the terminal symbols selected while
generating tests
Gerrterm Counts of all the terminal symbols selected for inputs
that exhibit individual fairness violations
Gprob The production rules where ASTRAEA uses weighted
probability for selecting the terminal symbols in the
directed phase
PC Probability of choosing each terminal symbol in G
Output
Scount Unique sentences generated
Serr Unique fairness violations found
and determines a diagnosis for each (sub)set of violations
using the median absolute deviation (MAD) (in step 6).
Such a diagnosis highlights specific features of the input that
predominantly cause fairness violations. On one hand, the
diagnosis provided by the inputs are provided as outputs to
the developer for analysis and debugging (in step 7). On the
other hand, the error rate and anomalies found by the anomaly
detector are fed to the test optimizer (in step 8). Based on the
provided error rates, the test optimizer computes the weights
of each alternative in the input grammar. These weights are in
turn used to probabilistically select alternatives in production
rules and terminals in the next test generation phase (step 9).
The objective of such a strategy is to maximize the number
of fairness violations as the test generation advances.
For instance, for Coref, after generating numerous inputs
(similar to the test in row one of Table I), ASTRAEA isolates
the occupation “CEO" as anomalous. Indeed, sentences con-
taining CEO showed a 98% error rate in NeuralCoref [37].
e.) Model Re-training: Given a predictive oracle (i.e. ground
truth), ASTRAEA’s anomaly detector provides a diagnosis for
wrong outputs (in step 10). These diagnoses are used to
improve the software via model re-training. In the model re-
training step, ASTRAEA’s fairness and prediction diagnoses
are used to generate new inputs to augment the training data
(in step 11). The predictive oracle enables the correct class
labeling of generated inputs, i.e. to label the new training data.
The augmented training data is then used to retrain the model,
which in turn improves software fairness (in step 12). Indeed,
ASTRAEA reduced the number of fairness violations by 76%
via model-retraining, on average.
IV. METHODOLOGY
In this section, we describe ASTRAEA in detail. ASTRAEA
relies on an input grammar to generate test inputs and employs
grammar-based mutations to generate equivalent test inputs. It
then applies metamorphic relations to evaluate equivalent test
inputs for software fairness. In addition, ASTRAEA analyses
(failing) test cases to provide diagnostic intuition and it
leverages the diagnostic information to further optimize the
test generation process. Table II captures the notations used in
describing the ASTRAEA approach.
a.) Grammar: We illustrate the grammar features employed in
ASTRAEA with an example. For instance, consider a software
or model f (e.g. NeuralCoref) and an input grammar G for
the NLP task coreference resolution (Coref) in Figure 3.
Figure 4 provides a derivation tree of a sample sentence
generated using the grammar G (Figure 3). This sentence is
generated via random exploration of grammar G. Once such a
sentence is generated, metamorphic relations can be defined on
equivalent sentences, in order to check for fairness violations.
A metamorphic relationship for this example (Figure 4) is
defined as follows: Replacing the Subj-Pronoun in Figure 4
with other alternative tokens (e.g. “She") in the Subj-Pronoun
production rule (cf. Figure 3) generates equivalent sentences.
For a given model f (e.g. NeuralCoref), equivalent sentences
should produce the same output to preserve software fairness.
It is important to note that the input grammars are designed
to ensure that only semantically valid sentences are generated,
e.g. using known text structures such as the EEC schema [20].
b.) Grammar Based Input Generation: We illustrate the
main idea of our test generation method (ASTRAEA) using
the input grammar in Figure 3. Algorithm 1 illustrates the test
generation methodology embodied in ASTRAEA.
First, ASTRAEA randomly explores the input grammar to
generate an initial test input S (using Build_Input in
Algorithm 1). To create equivalent inputs, ASTRAEA mutates
the token in input S that is associated with Gsens by select-
ing alternative tokens in Gsens (using Mutate_Input). In
ASTRAEA, Gsens refers to the sensitive attribute for which
two inputs are considered equivalent for the task at hand. As
an example, given that Gsens is Subj-Pronoun (in Figure 3),
ASTRAEA generates the initial input sentence S in Figure 4:
The farmer was passing by. {He/She} told the
baker that the document was signed.
In this example, the alternative tokens in the production
rule Subj-Pronoun (i.e., “He" and “She") are instantiated to
generate equivalent inputs.
ASTRAEA also enables the developer to choose only specific
production rules for ease of testing. For instance, we can
restrict the production rule of the attribute Noun to only select
the production rule for Occupation. This helps ASTRAEA to
test for specific gender biases in occupations. Similarly, when
we restrict the attribute Noun to only choose the production
rules for Religion, ASTRAEA generates test inputs to check
gender biases in religion. ASTRAEA encodes this information
(i.e. Occupation or Religion in this example) via Gbias.
c.) Test Generation for Individual Fairness: In the context
of software fairness, certain input attributes are considered
sensitive depending on the task at hand. Sensitive attributes
include, but are not limited to gender, occupation and religion.
The goal of software fairness is to ensure that the outcome of
Algorithm 1 Grammar-Based Test Generation
procedure BUILD_TEST(G, n, PC ,Gsens,Gbias)
Slist ← φ
. Builds input using G. Selects terminals with probability PC for Gbias
S ← Build_Input(G, PC ,Gbias)
Slist ← Slist ∪ S
if n > 1 then
. Mutates and creates n equivalent inputs for the attributes Gsens
Slist ← Slist∪ Mutate_Input(G, S,Gsens, n− 1)
end if
return Slist
end procedure
Occupation: {‘‘The farmer’’ :1, ‘‘The baker’’ :1, · · ·}
Religion: {‘‘The Jewish person’’ :0, ‘‘The Hindu person’’ :0, · · ·}
Name: {‘‘Mark’’:0, ‘‘Josh’’:0, · · ·}
Subj-Pronoun: {‘‘He’’ :1, ‘‘She’’ :1, · · ·}
Obj-Pronoun: {‘‘him’’ :0, ‘‘her’’ :0, · · ·}
Aux-Verb: {‘‘was passing by’’ :1, ‘‘was sitting’’ :0, · · ·}
Main-Verb1: {‘‘told’’ :1, · · ·}
Main-Verb2: {‘‘asked’’ :0, · · ·}
Action1: {‘‘the document was signed’’ :1, · · ·}
Action2: {‘‘painting’’ :0, ‘‘swimming’’ :1, · · ·}
Conjunction1: {‘‘that’’ :1, · · ·}
Conjunction2: {‘‘about’’ :0, · · ·}
Fig. 5: Example terminal symbol count map
a task is the same for different values of a sensitive attribute
Gsens. Algorithm 2 provides an outline of ASTRAEA’s test
generation process. The test generation process is in two
phases, namely random test generation (RAND) and prob-
abilistic test generation (PROB).
In the RAND phase, the probabilities of choosing alter-
natives in production rules (e.g. terminal tokens) from the
Grammar G is uniform (i.e. equal for all alternatives), as
seen in Algorithm 2. ASTRAEA then uses Build_Test to
generate a set of equivalent sentences Slist. We also update
the count of the tokens used to build test cases in Gcountterm . The
data structure Gcountterm is visualized in Figure 5. Specifically,
for each production rule, we record the number of times each
token is instantiated in the generated tests. Figure 5 is the state
of Gcountterm after the production of the sentence seen in Figure 4.
For example, it captures that the token “The farmer" was
instantiated from the production rule of Occupation.
After generating a set of equivalent sentences Slist, AS-
TRAEA checks whether sentences in Slist are considered to be
equivalent with respect to the NLP model f . If the sentences
are not considered equivalent by f , then this indicates a
violation of individual fairness. This is then counted as an
error and recorded to the set of errors Serr. Additionally, the
number of instantiated tokens in Serr is updated in Gerrterm.
The structure Gerrterm is similar to Figure 5. Concretely, Gerrterm
is a projection of the map Gcountterm for the set of erroneous
sentences Serr.
The PROB phase begins by computing the probabilities
associated with the alternatives of the production rules in
Gprob. As an example of gender bias in occupations, we have
Gprob =[Occupation]. We calculate the error rates
(
Gerrterm
Gcountterm
)
for the tokens (terminal symbols) of the production rule of
Occupation. Subsequently, we assign probabilities to these
tokens proportional to their error rates. While generating tests,
ASTRAEA selects the tokens of the production rule for Gprob
according to the pre-assigned probabilities. Intuitively, when
generating tests in the PROB phase, we prioritize the terminal
Algorithm 2 ASTRAEA Test Generation - Individual Fairness
procedure TEST_GEN_IND(f , G, n, PC ,Gsens, iters,Gprob,Gbias)
Serr, Scount ← ∅, ∅
Gcountterm ,Gerrterm ← ∅, ∅
. All tokens have equal probability of being chosen
PC ← Equal_Prob(G)
TEST_GEN(f , G, n, PC ,Gsens, iters,Gprob,Gbias, Serr, Scount)
. Sends the token count data for diagnosis before PROB phase
Fault_Diagnosis(Gerrterm,Gcountterm )
. Enter the PROB phase
. Gets the probabilities of choosing tokens proportional to
Gerrterm
Gcountterm
for Gprob
PC ← Get_Probabilities(Gcountterm ,Gerrterm,Gprob)
TEST_GEN(f , G, n, PC ,Gsens, iters,Gprob,Gbias, Serr, Scount)
return Serr
end procedure
procedure TEST_GEN(f ,G, n, PC ,Gsens, iters,Gprob,Gbias, Serr, Scount)
for i in (0, iters) do
Slist ← Build_Test(G, n, PC ,Gsens,Gbias)
Scount ← Scount ∪ Slist
. Updates terminal symbol count
Update_Term_Count (Gcountterm , Slist)
. Determines if the sentences are equivalent w.r.t the NLP model f
if (Equivalent_Input(f, Slist) == FALSE) then
Serr ← Serr ∪ Slist
Update_Term_Count (Gcounterr , Slist)
end if
end for
end procedure
that are prominent in error-inducing input sentences.
It is worthwhile to mention that the general idea of Algo-
rithm 2 is applicable to a wide variety of NLP tasks and use
cases. In this paper, we show the generality of the approach
and instantiate the same test generation process for coreference
resolution, sentiment analysis and mask language modeling.
d.) Diagnosis: As explained in the preceding paragraphs, for
each attribute, we record the occurrences of the tokens in the
generated tests (Gcountterm ) and the number of occurrences of
these tokens in tests that exhibit fairness violations (Gerrterm).
Using this information we compute the error rates (Gerr_rateterm )
associated with each token (in Algorithm 3). The error rate is
also stored in a map similar to the one seen in Figure 5.
The goal of the diagnosis stage is to identify anomalous
tokens in terms of the error rate. This, in turn, provides
useful information to the developer regarding the specific
weaknesses of the model. We detect anomalous tokens via
median absolute deviation, which is known to be robust even
in the presence of multiple anomalies [15]. For a univariate
set of data X = {X1, X2, X3, · · · , Xn}, the median absolute
deviation (mad) is the median of the absolute deviations from
the data point’s median (X˜ = median(X)). Thus mad is
defined as median(|Xi − X˜|) ∀i ∈ [1, n]. We then use
mad to calculate the anomaly indices for all the data points:
Xi−X˜
mad ∀i ∈ [1, n]. We assume the underlying distribution is
a normal distribution. In this case, if a data point’s anomaly
index has an absolute value greater than two, then there is
> 95% chance that the data point is an outlier.
In ASTRAEA, the data points to compute the median ab-
solute deviation constitute the error rate for each token (as
retrieved from Gerr_rateterm ). If the token has an absolute anomaly
index greater than two (2), then ASTRAEA records such token
to Ganomalousterm . The structure Ganomalousterm is shared with the
developer for further diagnosis.
Algorithm 3 ASTRAEA Fault Diagnosis
procedure FAULT_DIAGNOSIS(Gerrterm,Gcountterm )
Gerr_rateterm ← Get_Error_Rate (Gerrterm,Gcountterm )
Ganomalousterm ← ∅
for prodrule_terminals in Gerr_rateterm do
anomaly_indices← Get_Anomaly_Index(prodrule_terminals)
for terminal, anomaly_index in anomaly_indices do
if |anomaly_index| > 2 then
Ganomalousterm ← Ganomalousterm ∪ terminal
end if
end for
end for
return Ganomalousterm
end procedure
Algorithm 4 ASTRAEA Test Generation - Group Fairness
procedure TEST_GEN_GRP(f,G, iters,Gsens,Gbias)
Mean_Scores ← ∅
. All tokens have equal probability of being chosen
PC ←Equal_Prob(G)
for token in Gsens do
Scores← ∅
for i in (0, iters) do
input← Build_Test(G, 1, PC ,Gsens,Gbias)
. Changes the terminal symbol of Gsens to token
input← Modify_Terminal (Gsens, token)
. Collects task specific score for input
Scores← Scores ∪ Get_Task_Score(f, input)
end for
Mean_Scores←Mean_Scores ∪ Average(Scores)
end for
. gets the terminals with anomalous (high or low) mean scores
anomalies← Get_Anomaly_Index(Mean_Scores)
return anomalies
end procedure
To illustrate with an example, consider the sentence:
The CEO was talking. He/She asked the designer
about horse racing.
Sentences containing “CEO" showed a 98% error rate in
NeuralCoref [37]. This means that in 98% of the sentences,
“CEO" was coreferenced to “He" and was not coreferenced
to “She". The anomaly index for the error rate of “CEO" was
6.5. In contrast, for the rest of the tokens in the Occupation
production rule, anomaly indices were in the range (-2, 2).
The error rate for “CEO" is a clear outlier. It is diagnosed as
a fault in the model.
e.) Group Fairness: In addition to testing for individual
fairness violations (in Section IV (c)), ASTRAEA also tests
for group fairness violations. We instantiate ASTRAEA to
discover group fairness violations, in particular, for the Masked
Language Modeling (MLM) task. As an example of testing
MLM task, we use the grammar seen in Figure 6. A sentence
generated by this grammar can be seen in Figure 7.
We use a stronger version of group fairness to determine
violations. If the choice of a group is determined by random
variable A, then the traditional definition of group fairness is
where + is the correct prediction in the case of a classifier:
Pr(f(a) = +|A = a) = Pr(f(b) = +|A = b) ∀a, b ∈ A (1)
Given equivalent inputs a and b, the aforementioned definition
checks for the equivalence of the outputs from model f . AS-
TRAEA imposes a stronger condition where it uses the median
absolute deviation based anomaly index to check for outliers
MLM → Struct1 | Struct2 | · · ·
Struct1 → Subject Main-Verb Direct-Object Mask Indirect-Object | · · ·
Subject → Noun | · · ·
Noun → Occupation | Name | · · ·
Occupation → ‘‘The salesperson’’ | ‘‘The CEO’’ | · · ·
Name → ‘‘Mark’’ | ‘‘Jane’’ | · · ·
Main-Verb → ‘‘took’’ | ‘‘walked’’ | · · ·
Direct-Object → ‘‘a taxi to’’ | ‘‘a bus to’’ | · · ·
Mask → ‘‘[Mask]’’ | ‘‘<mask>’’ | · · ·
Indirect-Object → ‘‘home’’ | ‘‘place of work ’’ | · · ·
· · ·
Struct2 → · · ·
Fig. 6: Example Grammar for Masked Language Modelling
MLM
Struct1
Subject
Noun
Occupation
The salesperson
Main-Verb
took
Direct-Object
a taxi to
Mask
[MASK]
Indirect-Object
home
Fig. 7: Derivation Tree for Masked Language Modelling
and determine violations of fairness. Tokens with absolute
anomaly indices greater than two are considered outliers.
Formally, our definition of group fairness is as follows:
|Anomaly_Index(Pr(f(a) = +|A = a))| ≤ 2 ∀a ∈ A (2)
As observed in Algorithm 4, we generate a set of inputs
for each token in the production rule of Gsens. We then find
the task-specific score, which for MLM is the confidence of
predicting “his” and “her” as the output. ASTRAEA then finds
the average of these scores over all test inputs. This is repeated
for each token (groups) in Gsens. Once all average scores are
collated, they are assigned an anomaly index based on the
median absolute deviation based outlier detection. Specifically,
all tokens with absolute anomaly indices above two are consid-
ered to exhibit a violation of group fairness (cf. Equation (2)).
For instance, if we use BERT [10] for the MLM task with
Gsens = [Occupation], the occupations receptionist, nurse and
hairdresser (amongst other occupations) have anomaly indices
lesser than -2 for the his scores (average confidence of predict-
ing his). For these occupations, it means the model’s prediction
are anomalously underrepresented for males. Unsurprisingly,
the anomaly indices for the same occupations are over 2 for the
her scores (average confidence of predicting her). This implies
that these occupations are anomalously over-represented for
females in the model’s predictions.
V. EVALUATION
In this section, we describe the evaluation setup and results
for our fairness testing approach (i.e., ASTRAEA).
Research Questions: We evaluate the performance and utility
of ASTRAEA in detecting and diagnosing both individual and
group fairness violations. Specifically, we ask the following
research questions:
• RQ1 Individual fairness: How effective is ASTRAEA in
revealing individual fairness violations?
• RQ2 Group fairness: Is ASTRAEA effective at exposing
group fairness violations?
TABLE III: Details of Input Grammars
NLP Input Test #Prod. #Term.
Tasks Grammar Oracle Rules Nodes
Coreference
Resolution
Ambiguous Metamorphic 16 103
Unambiguous Deterministic 16 92
MLM Ambiguous Metamorphic 11 87
Sentiment
Analysis Ambiguous
Metamorphic/ 48 237Deterministic
• RQ3 Diagnosis of fairness violations: How effective is the
fault diagnosis of ASTRAEA in improving the fairness of NLP
software via model re-training?
• RQ4 Effectiveness of test optimization: Does the test
optimization of ASTRAEA (in Section IV c.) improve the
detection of fairness violations?
• RQ5 Stability of ASTRAEA’s test generation: How stable
is the test generation approach of ASTRAEA?
A. Experimental Setup
Generated Inputs: Given an input grammar, ASTRAEA gen-
erates two types of test suites based on the following test
generation strategies (or phases):
1) Random Generation (RAND) - the choice between produc-
tions is determined by a uniform (or equal) distribution.
2) Probabilistic Generation (PROB) - the choice between
productions is determined by the probability distribution com-
puted after the RAND phase (see Section IV c.).
Subject Programs: We evaluated ASTRAEA using 18 soft-
ware systems designed for three major NLP tasks (see Ta-
ble IV). These software are based on nine different ML
architectures, including rule-based methods, pattern analysis
systems, naive bayes classifiers and Deep Learning systems
(e.g. DNNs, RNNs, LSTMs). Our subject programs include
13 pre-trained models (such as Google NLP) and five models
trained locally. All models (except for Google NLP) were
executed locally.
Input Grammars: We evaluated our approach using four
hand-written input grammars, with at least one grammar for
each task. Our grammars are either ambiguous or unambigu-
ous. An unambiguous grammar generates sentences where the
ground truth is known (e.g. Figure 3). Meanwhile, for an am-
biguous grammar, the ground truth is unknown (e.g. Figure 6).
We also evaluated for direct or analogous gender roles (e.g.
“father” vs. “mother”) and random gender comparisons (e.g.
“father” vs. “girlfriend”). Overall, our grammars contain about
23 production rules and 130 terminal nodes, on average (cf.
Table III). Terminal nodes that portray societal biases such
as gender-biased occupations are collected from established
databases that classify the relevant data [1], [5], [20], [25],
[41]. For instance, occupational and first name data were
collected from the public websites of the U.S. Bureau of Labor
Statistics [25] and the U.S. Social Security Administration [1].
Biases and Discrimination: In this work, we evaluated four
types of biases or discrimination, namely gender (e.g. male vs
female (pro)nouns), race (e.g. african-american vs european
TABLE IV: Details of Subject Programs (aka Models Under
Test (MUTs))
NLP Subject Machine Learning Pre-trainedTask Program (ML) Approach
Coreference
Resolution
Neural-Coref DNN 3
AllenNLP DNN 3
Stanford CoreNLP Rule-based 3
Mask
Language
Modeling
BERT-cased DNN 3
BERT-uncased DNN 3
DistilBERT-cased DNN 3
DistilBERT-uncased DNN 3
Sentiment
Analysis
VaderSentiment Rule-based 3
TextBlob I Pattern Analysis 3
TextBlob II Naive Bayes 3
NLTK-Vader Rule-based 3
Google NLP Deep Learning 3
Stanford CoreNLP RNN 3
TensorFlow Text Transfer learning
7Classifier I (Hub)
TensorFlow Text RNN (LSTM)
7Classifier II Padded
TensorFlow Text RNN (LSTM)
7Classifier II Unpadded
TensorFlow Text RNN (Stacked
7Classifier III Padded LSTMs)
TensorFlow Text RNN (Stacked
7Classifier III Unpadded LSTMs)
names), religion (e.g. Christian vs Hindu) and occupation
(e.g. CEO vs cleaner). In addition, we evaluated for neutral
statements, i.e. statements with no bias and discrimination con-
notation. This is particularly important for sentiment analyzers
where neutral sentiments should be accurately classified.
Implementation Details and Platform: ASTRAEA was im-
plemented in about 20K LOC of Python. All implementations
were in Python 3.8 using (machine learning) modules such as
Tensorflow 2.3, Spacy 2.1, Numpy and Scipy. All experiments
were conducted on a MacBook Pro (2019), with a 2.4 GHz
8-Core Intel Core i9 CPU and 64GB of main memory.
B. Experimental Results
RQ1 Individual fairness: In this section, we evaluated the
number of individual fairness violations induced by AS-
TRAEA, using 18 subject programs and three NLP tasks.
Specifically, we evaluated the number of individual fairness
violations induced by gender, religious, occupational and
racial biases (cf. Table V).
ASTRAEA’s random test generation approach (RAND) is
highly effective in exposing fairness violations for all subjects
and tasks, especially in terms of the number of fairness
violations triggered. In our evaluation of RAND, about one
in eighth test cases generated by ASTRAEA triggered an
individual fairness violation. In particular, we found that 13%
(about 40K out of 301K unique tests) of the discriminatory
tests generated by RAND triggered a fairness violation (cf.
Table V). These results demonstrate the effectiveness of AS-
TRAEA’s random test generator in exposing individual fairness
violations.
On average, ASTRAEA (RAND) revealed fairness violations
at an 18% error rate, across all test configurations. To put this
result in context, we compare the effectiveness of ASTRAEA
with the fairness error rates reported in previous work MT-
NLP [23]. Specifically, both ASTRAEA and MT-NLP [23]
TABLE V: Individual fairness violations found by ASTRAEA
(RQ1 and RQ4). Each cell has three values: The total value
in unformatted text, and the values in bracket are results for
RAND in italics and for PROB in bold.
Individual Fairness Violations
NLP Tasks Bias SensitveAttribute
#unique
test cases
Fairness
#errors
Fairness
Error Rate
Coref
(3 MUT)
Gender Amb. SubjectivePronoun
16621
(8672, 7949)
7849
(3565, 4284)
0.47
(0.41, 0.54)
Gender Unamb. SubjectivePronoun
17151
(8951, 8200)
6318
(2268, 4050)
0.37
(0.25, 0.49)
Religion ObjectiveNoun
17833
(8964, 8869)
3050
(806, 2244)
0.17
(0.09, 0.25)
Occupation SubjectiveNoun
17135
(8895, 8240)
3447
(994, 2453)
0.2
(0.11, 0.3)
MLM
(4 MUT)
Occupation
(τ=0.05)
Objective
Pronoun
23195
(11801, 11394)
13003
(6532, 6471)
0.56
(0.55, 0.57)
Occupation
(τ=0.1)
23145
(11806, 11339)
8822
(4160, 4662)
0.38
(0.35, 0.41)
Occupation
(τ=0.15)
23016
(11774, 11242)
6230
(2689, 3541)
0.27
(0.23, 0.31)
Occupation
(τ=0.2)
22914
(11809, 11105)
4720
(1775, 2945)
0.21
(0.15, 0.27)
Occupation
(τ=0.25)
22750
(11806, 10944)
3619
(1167, 2452)
0.16
(0.1, 0.22)
Occupation
(τ=0.3)
22542
(11780, 10762)
2811
(785, 2026)
0.12
(0.07, 0.19)
Sentiment
Analysis
(11 MUT)
Gender
(Direct)
Subjective
Noun
56707
(29700, 27007)
5589
(1979, 3610)
0.1
(0.07, 0.13)
Gender
(Random)
Subjective
Noun
63039
(33021, 30018)
5502
(2029, 3473)
0.09
(0.06, 0.12)
Gender Occupation 61917(33034, 28883)
6600
(2435, 4165)
0.11
(0.07, 0.14)
Gender Name 60887(33028, 27859)
6822
(2134, 4688)
0.11
(0.06, 0.17)
Race Name 61628(33017, 28611)
6730
(2353, 4377)
0.11
(0.07, 0.15)
Neutral None 62720(33011, 29709)
11424
(4637, 6787)
0.18
(0.14, 0.23)
Total 573200(301069, 272131)
102536
(40308, 62228) -
Average 35825(18817, 17008)
6408
(2519, 3889)
0.23
(0.18, 0.28)
were evaluated on the popular Google NLP sentiment analysis
engine. On Google NLP, ASTRAEA discovers fairness errors
at a rate 29x higher than MT-NLP. Additionally, ASTRAEA
uncovers 1,893 fairness violations, in contrast to only 140
fairness violations found by MT-NLP.
Overall, 13% of all discriminatory test cases generated by
ASTRAEA (RAND) triggered individual fairness violations.
RQ2 Group fairness: We evaluate group fairness for the NLP
MLM task. The “groups” in this case are the different occupa-
tions. For each occupation, we generate about 150 unique test
cases and measure the average confidence of the prediction of
“her" and “his" as the output of the [MASK] (cf. Figure 6).
ASTRAEA uses a stronger definition of group fairness based
on the median absolute deviation anomaly index, in particular,
it checks if the absolute anomaly index is greater than two (cf.
Equation (2)). An absolute anomaly index less than two (or
greater than two) means that the particular occupation is under-
represented (or over-represented, respectively) for the gender
(in the output of [MASK]). Both cases capture group fairness
violations.
We evaluate four state of the art models, namely BERT-
cased, BERT-uncased, DistilBERT-cased and DistilBERT-
uncased (cf. Table VI), for 43 different occupations. On
average, we find a group fairness violation for 9.3% of the
occupations for the male pronoun (his) and 10.46% of the
occupations for the female pronoun (her). These violations
represent occupations which are either over or under repre-
Fig. 8: Effectiveness of ASTRAEA’s diagnosis: comparing the fair-
ness error rate of RAND vs. Re-trained models augmented with
ASTRAEA test inputs of sizes {1-5}% of the original training data.
The numbers on top of the bars are the #fairness errors found.
TABLE VI: Group fairness violations for the MLM task by
ASTRAEA. We capture the #occupations that show anoma-
lously high or low indices as violations of group fairness.
MUT Obj-Pronoun #violations %violation
BERT-cased his 5 11.63her 7 16.28
BERT-uncased his 3 6.98her 3 6.98
DistilBERT-uncased his 2 4.65her 6 13.95
DistilBERT-cased his 6 13.95her 2 4.65
Average his 4 9.30her 4.5 10.47
sented for a given gender, inadvertently causing societal bias.
For instance, we found that occupation salesperson and nurse
were over-represented and underrepresented in the predictions
of BERT for his and her, respectively.
About one in ten (≈10%) tested occupations exhibit
group fairness violations, on average.
RQ3 Diagnosis of fairness violations: In this section, we in-
vestigate the effectiveness of ASTRAEA’s diagnoses in improv-
ing software fairness. Specifically, we leverage ASTRAEA’s
diagnosis to generate new test inputs for the Tensorflow Text
Classifier model, for the sentiment analysis task. After RAND
generation (RQ1), we prioritize the tokens associated to the
observed fairness violations, using the fault diagnosis step
(see Section IV d.). Then, ASTRAEA’s PROB leverages this
diagnosis to generate a set of unique test inputs that are more
likely to reveal fairness violations. ASTRAEA determines the
label for these generated test inputs using the predictive oracle.
A random sample of the newly generated test inputs is then
added to the training data for model re-training. The sample
size is one to five percent of the size of the training data.
In total, we had five models for our evaluation. For each
model, we evaluated individual fairness violations with five
bias configurations resulting in 25 test configurations.
In our evaluation, ASTRAEA significantly improves software
fairness for all tested models and biases. On average, the
number of fairness violations was reduced by 76% after model
re-training. In addition, we observed the number of fairness
violations decreases as the ratio of augmented data increases
(i.e. from one to five percent). Figure 8 illustrates the reduction
in the number of fairness violations found in the model, when
augmenting the training data with varying ratio of inputs
generated via fairness diagnosis. Particularly, augmenting only
one percent of the training data via ASTRAEA’s diagnoses
reduced the number of fairness violations by 43%. Meanwhile,
augmenting five percent of the training data reduced such
violations by 93%. These results demonstrate the accuracy of
ASTRAEA’s diagnoses and its efficacy in improving software
fairness, via model-retraining.
Notably, model re-training does not significantly impact the
prediction accuracy of our models. For all models, the model
accuracy was reduced by 1.42% (87% - 85.58%), on average.
The retrained model with one percent augmented data had the
highest accuracy of 86.2%, while the worst accuracy of 84.8%
was in the retrained model with five percent augmented data.
Model re-training with ASTRAEA’s diagnoses reduced the
number of fairness violations by 76%, on average.
RQ4 Effectiveness of test optimization: We investigate
the effectiveness of our test optimization approach, i.e. the
probabilistic test generator (PROB). In particular, we examine
the effectiveness of ASTRAEA’s PROB, in comparison to the
random test generation (RAND) (reported in RQ1).
ASTRAEA’s probabilistic test generation approach (PROB)
outperforms the random generator (RAND), in terms of the
number of individual fairness violations found and the total
number of generated test cases. Specifically, PROB triggered
54% (1370) more unique fairness violations in comparison
to RAND, on average (see row “Average" in Table V). In
addition, PROB reduced the total number of generated test
cases by 10% (see row “Total" in Table V). Consequently,
ASTRAEA’s PROB induced a higher failure rate (61% more)
than RAND, for individual fairness violations (see row “Aver-
age" in Table V). These results show the improvement in test
generation effectiveness of our fairness test optimizer (PROB).
PROB exposed 54% more unique individual fairness
violations than RAND.
RQ5 stability of ASTRAEA’s test generation: To illustrate
the stability of ASTRAEA, we examine the impact of random-
ness on the effectiveness of ASTRAEA for both ASTRAEA
(RAND) and ASTRAEA (PROB). We compared results for
ten runs of ASTRAEA for the Coreference NLP tasks. In this
evaluation, we tested for gender bias in three MUTs, namely,
Allen NLP, Neural Coref and Stanford CoreNLP.
Overall, our evaluation reveals that ASTRAEA is stable in
terms of discovering fairness violations and the number of
generated test cases. Across all runs, ASTRAEA had a very
low standard deviation (SD). In terms of error rate, ASTRAEA
had an SD of 0.0054, on average. Specifically, in the RAND
mode, ASTRAEA had an SD of 0.0045, and in the PROB mode,
the SD was 0.0063. This demonstrates the negligible effect
of randomness on ASTRAEA’s effectiveness. The inherent
randomness in ASTRAEA does not significantly impact the
number of fairness violations found or the error rate.
ASTRAEA is stable, the effect of randomness on
ASTRAEA’s effectiveness is negligible.
VI. LIMITATIONS AND THREATS TO VALIDITY
Complex Inputs: ASTRAEA’s input grammars allow to spec-
ify and explore the input space beyond the training set. Our
evaluation shows that it is easy to construct input grammars
that expose fairness violations. Our evaluation on NLP tasks
with varying complexities shows that ASTRAEA can be easily
applied to more complex tasks (such as images and videos) if
provided an input grammar for such tasks.
Completeness: By design, ASTRAEA is incomplete in dis-
covering fairness violations. For instance, ASTRAEA runs till
saturation or up to a certain number of iterations is reached.
This is due to the absence of new unique test inputs being
generated in two successive iterations. However, it is possible
to discover more fairness violations with more iterations.
Generalizable ML: We assume all models are generalizable
to the task at hand, i.e. they should not over-fit to a specific
use case. As an example, we expect that a sentiment analysis
model trained on movie reviews, should generalize to other
texts (e.g. conversational sentences) that express positive, neg-
ative or neutral emotions. To dampen this effect, we employ
several models trained on varying training datasets.
General Tasks: This refers to the generalisability of AS-
TRAEA to other (NLP) tasks. To mitigate this threat, we
evaluated ASTRAEA on three distinct NLP tasks with varying
complexities, using 18 different subjects. ASTRAEA’s effec-
tiveness on all tested tasks and models shows it can be easily
employed for other (NLP) tasks or models.
VII. RELATED WORK
Fair classifiers: Recent approaches on designing fair classi-
fiers have focused on pre-processing the training data to limit
the effect of societal bias in the data (e.g. due to non-uniform
distribution of sub-populations) [39], [44]. Other approaches
propose that classifiers are trained to be independent of sensi-
tive attributes and dependencies in the training data [8], [19],
[38]. Nevertheless, recent work has shown that such classifiers
are still prone to fairness violations [12]. Thus, it is vital to
rigorously test classifiers for fairness. This is in line with the
goal of ASTRAEA that uncovers fairness violations in software.
Fairness in NLP: Existing works on NLP address fairness
challenges by employing debiasing word embedding, either
using a post-processing debiasing method [7] or adversarial
learning [43]. Despite best efforts in data debiasing, these
models are still prone to fairness violations [14]. This further
emphasizes the need for a tool like ASTRAEA. Some re-
searchers have also designed hand-made testing data to reveal
gender-based fairness violations in NLP systems [28], [42]. In
contrast, ASTRAEA is a general automated testing approach to
reveal and diagnose fairness violations in NLP software.
Fairness Testing: Recent approaches on fairness testing [2],
[12], [32], [33], [40] are not directly applicable for fairness
testing of NLP software. These approaches are mostly focused
on the (causal) fairness testing of credit rating or computer
vision systems. In contrast to these approaches, ASTRAEA
formalizes and tests for individual and group fairness of NLP
software systems. MT-NLP [22] is a recent mutation-based
fairness testing approach for the sentiment analysis NLP task,
it generates discriminatory inputs by mutating a set of seed
inputs. In contrast to this work, ASTRAEA does not require
access to seed inputs and it is a general automated testing
framework for a variety of NLP tasks, as shown via instan-
tiating ASTRAEA for Coref, sentiment analysis and MLM.
Moreover, ASTRAEA provides useful diagnosis that highlights
the input features attributed to fairness errors. It further uses
such diagnosis to drive test generation for model re-training,
in order to improve software fairness. Finally, we empirically
show that ASTRAEA outperforms the state-of-the-art (i.e., MT-
NLP [22]) by orders of magnitude.
VIII. CONCLUSION
In this paper, we have proposed ASTRAEA, the first
grammar-based framework to automatically discover and diag-
nose fairness violations in NLP software. ASTRAEA embodies
a directed test generation strategy that leveraged the diagnosis
result and it significantly improves the test effectiveness.
Moreover, the diagnosis employed by ASTRAEA is further
used to retrain NLP models and significantly reduce the num-
ber of fairness errors. ASTRAEA is designed to be a general
fairness testing framework via an extensible grammar. This is
validated by instantiating ASTRAEA across three different NLP
tasks comprising 18 different models. We show that ASTRAEA
finds hundreds of thousands of fairness errors in these models
and significantly improves software fairness via model re-
training. ASTRAEA provides a pathway to advance research
in automated fairness testing of NLP software – a crucial,
yet underrepresented area that requires significant attention.
To reproduce and further research activities, our tool and all
experimental data are publicly available here:
https://github.com/sakshiudeshi/Astraea
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