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1 Introdution
Notre but ii est de donner un analogue du théorème 2 de [Fa2℄ dans le as
partiulier où la variété abelienne A est une ourbe elliptique et la sous-variété
E de A est réduite au point à l'inni de ette ourbe elliptique (voir i-dessous).
L'intérêt est de fournir une preuve plus élémentaire (utilisant les polynmes au lieu
des setions) et en plus donnant une estimation expliite pour le nombre de points
exeptionnels en question.
Soit K un orps de nombres, A une variété abelienne dénie sur K et E une K-
sous-variété de A. Soit aussi w une plae de K, pour x ∈ A(K), on peut dénir
sa hauteur multipliative H(x) (après avoir hoisi un diviseur ample sur A) omme
on peut dénir aussi la distane w-adique dw(x,E) de x à E (voir 2). Rappelons
d'abord le théorème 2 de [Fa2℄ :
Théorème (G. Faltings) Pour tout ε > 0 et pour presque1tout point K-rationnel
x ∈ A− E on a : dw(x,E) ≥ H(x)−ε.
2 Notations et résultats
Soit E
i→֒ P2 une ourbe elliptique dénie sur un orps de nombres K, plongée
(à la Weierstrass) dans l'espae projetif P2 et d'équation projetive :
Y 2Z = 4X3 − g2XZ2 − g3Z3 (g2, g3 ∈ K) ,
nous prenons le point à l'inni 0, représenté dans P2 par les oordonnées (0, 1, 0),
omme élément neutre de E. Soit aussi E˜ la ourbe ane E˜ := E ∩ {Y 6= 0} qu'on
peut plonger dans A2 grâe au morphisme :
π : E˜ −→ A2
(x : y : z) 7−→
(
x
y ,
z
y
)
π(E˜) est alors d'équation : G˜(X,Z) = 0 ave G˜(X,Z) := Z+ g2XZ
2+ g3Z
3− 4X3.
Posons aussi ∆˜(X,Z) := ∂G˜∂Z (X,Z) = 3g3Z
2 + 2g2XZ + 1, G˜ et ∆˜ sont don des
polynmes de K[X,Z]. Par ailleurs notons respetivement par A(E) et A(E˜) les
anneaux de oordonnées de E et E˜, par K(E) et K(E˜) les orps de frations de
A(E) et A(E˜) et par K(E)0 les éléments homogènes de degré 0 de K(E).
Maintenant, pour toute plae v de K, on note parMv et mv les deux réels positifs :
Mv := max {1, | g2 |v, | g3 |v}
mv := logMv
et par η le réel positif :
η := h(1 : g2 : g3) =
∑
v∈MK
[Kv : Qv]
[K : Q]
mv.
On note aussi par cv la onstante absolue :
cv :=
{
0 si v est nie
16 si v est innie
.
Si P est un polynme à une ou plusieurs indéterminées à oeients dans K,
désignons par Hv(P ) (resp Lv(P )) le maximum (resp la somme) des valeurs ab-
solues v-adiques de tous les oeients de P . Si de plus P est non identiquement
1
Le mot presque veut dire ii à l'exeption d'un nombre ni de points.
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nul, on désigne par hv(P ) et ℓv(P ) les deux nombres réels :
hv(P ) := logHv(P )
ℓv(P ) := logLv(P ).
Plus généralement, si F = (Pi)i∈I est une famille nie de polynmes à une ou
plusieurs indéterminées, à oeients dans K et non tous identiquement nuls, on
désigne par Hv(F ), Lv(F ), hv(F ) et ℓv(F ) les nombres réels :
Hv(F ) := max
i∈I
Hv(Pi)
Lv(F ) := max
i∈I
Lv(Pi)
hv(F ) := max
i∈I
hv(Pi) = logHv(F )
ℓv(F ) := max
i∈I
ℓv(Pi) = logLv(F )
et on entend par hauteur de Gauss-Weil de F le nombre réel :
h˜(F ) :=
∑
v∈MK
[Kv : Qv]
[K : Q]
hv(F ).
En voii dans e qui suit quelques propriétés qu'on utilisera souvent dans e qui va
suivre.
Quelques propriétés des hauteurs et longueurs loales :
Soient P1, . . . , Pn (n ∈ N∗) des polynmes de K[X1, . . . , Xd] (d ∈ N) et Q un
polynme de K[Y1, . . . Yn]. On a :
1) Pour toute plae nie v de K :
Hv(P1 + · · ·+ Pn) ≤ max
1≤i≤n
Hv(Pi),
Hv(P1 . . . Pn) ≤
n∏
i=1
Hv(Pi).
2) Pour toute plae innie v de K :
Hv(P1 + · · ·+ Pn) ≤ nHv({P1, . . . , Pn}) ≤ n
n∏
i=1
max{1, Hv(Pi)},
Hv(P1 . . . Pn) ≤
n−1∏
i=1
N (Pi).
n∏
i=1
Hv(Pi)
(où on a noté N l'appliation assoiant à tout polynme -à oeients om-
plexes et en un ertain nombre d'indétérminées- le nombre de monmes inter-
venant dans son ériture anonique). De plus :
Lv(P1 + · · ·+ Pn) ≤
n∑
i=1
Lv(Pi),
Lv(P1 . . . Pn) ≤
n∏
i=1
Lv(Pi).
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3) Si v est une plae nie de K :
Hv (Q(P1, . . . , Pn)) ≤ Hv(Q)
n∏
i=1
Hv(Pi)
d◦YiQ
et si v est une plae innie de K :
Lv (Q(P1, . . . , Pn)) ≤ Lv(Q)
n∏
i=1
Lv(Pi)
d◦YiQ.
4) Pour tout α = (α1, . . . , αn) ∈ Nn et toute plae v de K :
Hv
(
1
α1! . . . αn!
∂|α|Q
∂Y α11 . . . ∂Y
αn
n
)
≤ Hv(Q)
si v est nie et :
Hv
(
1
α1! . . . αn!
∂|α|Q
∂Y α11 . . . ∂Y
αn
n
)
≤
n∏
i=1
(
d◦YiQ
αi
)
.Hv(Q)
si v est innie.
On désigne, par ailleurs, par distv la distane projetive v-adique sur P2(K)
dénie de la manière suivante :
Pour tous points p et q de P2(K) représentés respetivement par les deux systèmes
projetifs de K3 : p = (p0, p1, p2) et q = (q0, q1, q2), on dénit :
distv(p,q) :=
max (| p0q1 − q0p1 |v, | p0q2 − q0p2 |v, | p1q2 − q1p2 |v)
max (| p0 |v, | p1 |v, | p2 |v) .max (| q0 |v, | q1 |v, | q2 |v)
.
Cette distane distv a les deux partiularités intéressantes suivantes :
i) ∀x ∈ P2(K) on a : distv(x,0) ≤ 1,
ii) ∀x ∈ P2(K) on a :
distv(x,0) < 1⇒ x ∈ P2(K) \ {Y = 0} et si x = (x, 1, z) ∈ K3 est un
représentant de x alors distv(x,0) = max (| x |v, | z |v) .
En eet, lorsque x = (x, y, z) ∈ K3 est un représentant d'un point x de P2(K), on
a bien :
distv(x,0) =
max (| x |v, | z |v)
max (| x |v, | y |v, | z |v)
.
Cette dernière identité entraîne immédiatement les deux propriétés i) et ii) préé-
dentes pour la distane distv.
Nos résultats prinipaux sont les suivants :
Théorème 2.1 (Premier théorème prinipal) Soit E une ourbe elliptique dénie
sur un orps de nombres K de degré D, plongée dans P2 à la Weierstrass, d'équation
projetive Y 2Z = 4X3 − g2XZ2 − g3Z3 (g2, g3 ∈ K) et d'élément neutre (en tant
que groupe) le point à l'inni 0 représenté dans P2 par les oordonnées projetives
(0 : 1 : 0). On désigne par r le rang de Mordell-Weil de E(K) que l'on suppose non
nul. Soient aussi S un ensemble ni de plaes de K, mv, cv (v ∈MK) et η les réels
positifs dénis préédemment et (λv)v∈S une famille de réels positifs satisfaisant :∑
v∈S
[Kv : Qv]
[K : Q]
λv = 1.
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Soit enn ε un réel stritement positif < 115788 . Alors l'ensemble des points x de
E(K) satisfaisant le système d'inégalités simultanées :
distv(x,0) < exp
{
−λv
(
εh(x) + 56(η + 5)ε−1−
183
log|log ε|
)
− 2mv − cv
}
(v ∈ S)
est de ardinal majoré par :
34ε−1/2| log ε |3/2(log | log ε |)−1/2
[
499ε−1/2 exp
(√
| log ε | . log | log ε |
)]r
.
Théorème 2.2 (Deuxième théorème prinipal) Dans la situation du théorème
2.1, en remplaant l'hypothèse ε < 115788 par ε ≤ e−4/r ; l'ensemble des points x de
E(K) satisfaisant le système d'inégalités simultanées :
distv(x,0) < exp
{
−λv
(
εh(x) + (η + 5)e(
r
4 |log ε|+2)(log|log ε|+ log r+16)
)
− 2mv − cv
}
(v ∈ S)
est de ardinal majoré par :
2r2ε−1/2| log ε |2(log r + log | log ε |+82)
(
499ε−1/2
)r
.
Théorème 2.3 (Troisième théorème prinipal) Sous les mêmes hypothèses que
le théorème 2.1 et en désignant de plus par E(K)
tor
le sous-groupe des points de
torsion de E(K), par ĥ la hauteur de Néron-Tate sur E dénie au paragraphe 13.3
et par ĥmin la plus petite valeur non nulle des hauteurs de Néron-Tate des points de
E(K) ; l'ensemble des points x de E(K) satisfaisant le système d'inégalités simul-
tanées :
distv(x,0) < exp {−λvεh(x)− 2mv − cv} (v ∈ S)
est de ardinal majoré par :
♯E(K)
tor
(
1 +
15(η + 4)
1
2 ε−
1
2− 92log|log ε|
ĥ
1
2
min
)r
+ 34ε−1/2| log ε |3/2(log | log ε |)−1/2
×
[
499ε−1/2 exp
(√
| log ε | . log | log ε |
)]r
.
Corollaire 2.4 (du théorème 2.1) Soit E une ourbe elliptique dénie sur un
orps de nombres K de degré D, plongée dans P2 à la Weierstrass, d'équation pro-
jetive Y 2Z = 4X3 − g2XZ2 − g3Z3 (g2, g3 ∈ K) et d'élément neutre (en tant
que groupe) le point à l'inni 0 représenté dans P2 par les oordonnées projetives
(0 : 1 : 0). Soient aussi r le rang de Mordell-Weil de E(K) que l'on suppose non nul,
S un ensemble ni de plaes de K et ε un réel stritement positif < 115788 . Alors,
l'ensemble des points x de E(K) satisfaisant l'inégalité :∏
v∈S
distv(x,0)
[Kv :Qv ]
[K:Q] ≤ e−εh(x)−57(η+5)ε
−1− 183
log|log ε|
est de ardinal majoré par :
34.5card(S)
(
2
ε
)1/2(
log
(
2
ε
))3/2(
log log
(
2
ε
))−1/2
×
[
499
(
2
ε
)1/2
exp
(√
log
(
2
ε
)
log log
(
2
ε
))]r
.
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Corollaire 2.5 (du théorème 2.2) Dans la situation du orollaire 2.4, en rem-
plaant l'hypothèse ε < 115788 par ε ≤ e−4/r ; l'ensemble des points x de E(K)
satisfaisant l'inégalité :∏
v∈S
distv(x,0)
[Kv :Qv ]
[K:Q] ≤ exp
{
−εh(x)− (η + 5)e( r4 |log ε|+2)(log|log ε|+ log r+17)
}
est de ardinal majoré par :
2.5card(S)r2
√
2
ε
(
log
(
2
ε
))2(
log r + log log
(
2
ε
)
+ 82
)(
499
√
2
ε
)r
.
Corollaire 2.6 (du théorème 2.3) Sous les hypothèses du orollaire 2.4, l'ensem-
ble des points x de E(K) satisfaisant l'inégalité :∏
v∈S
distv(x,0)
[Kv :Qv ]
[K:Q] ≤ e−εh(x)−2η−16
est de ardinal majoré par :
5card(S)
♯E(K)tor
1 + 15(η + 4) 12 ( 2ε)
1
2+
92
log log( 2ε )
ĥ
1
2
min

r
+34
(
2
ε
)1
2
(
log
(
2
ε
))3
2
(
log log
(
2
ε
))− 12 [
499
(
2
ε
)1
2
exp
(√
log
(
2
ε
)
log log
(
2
ε
))]r .
Avant de se laner dans les détails, dérivons grosso-modo les diérentes étapes
nous permettant d'aboutir aux résultats :
Nous ommenons (3 qui suit) par paramétriser E au voisinage d'un point quel-
onque (x : y : z) d'une ertaine arte de E, en prenant t = xy omme paramètre
et en exprimant
z
y omme fontion entière en t. Au 4 nous introduisons un en-
tier m ≥ 2 et des entiers stritement positifs a1, . . . , am−1, à l'aide desquels nous
plongeons Em dans Em × Em−1 omme suit :
Em
ψa→֒ Em × Em−1
(x1, . . . , xm) 7−→ (x1, . . . , xm, a1x1 − xm, . . . , am−1xm−1 − xm)
,
puis nous plongeons Em×E2m−1 dans P2m−12 (plongement de Weierstrass) et nous
appelons ϕa le plongement omposé. Nous alulons au lemme 2.4.1 -en utilisant
le théorème de Wirtinger- les diérents multidegrés de ϕa(E
m). Nous déduisons
naturellement de la paramétrisation loale de E, une paramétrisation loale Ωa
de ϕa(E
m) →֒ P2m−12 sur une ertaine arte α ontenant {0}2m−1. Nous avons
besoin pour elà d'un système omplet de familles de formes représentant l'addition
sur E, lequel est donné dans [La-Ru℄, et d'une famille de forme représentant la
multipliation d'un point de E par un entier positif donné. Pour ette dernière,
nous n'avons pas trouvé de référene donnant des estimations totalement expliites
des degrés et hauteurs de es formules, nous avons don repris les aluls en suivant
[La3℄, e qui nous a amené au théorème 2.13.2 (formulaire). Nous avons déni des
opérateurs de dérivations ∂(i1,...,im)(i1, . . . , im ∈ N) sur l'anneau des oordonnées
de ϕa(E
m) tels que pour toute forme P1 sur ϕa(E
m), l'annulation du oeient
ui11 . . . u
im
m (où u1, . . . , um sont les paramètres) dans la série Ωa(P1) en un ertain
point équivaut à l'annulation de la forme ∂(i1,...,im)P1 au même point. Nous estimons
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ensuite dans le orollaire 2.5.2 les degrés et hauteurs des dérivées d'une forme donnée
sur ϕa(E
m), en fontion du degré et de la hauteur de ette forme et de E. Au 6
nous introduisons des paramètres positifs 0 < ε0 < 1/2, ε1 > 0 et δ ∈ N∗ (destiné à
tendre vers l'inni) ave ε0δ ∈ N∗ assez grand et :
m− 1
m!
(
7
3
)m
εm1
ε0(m+ ε0)(1 + ε0)m−2
≤ 1
2
. (2′)
Nous onstruisons par le lemme de Siegel usuel, une forme non identiquement nulle
P sur ϕa(E
m) de multidegré (ε0δa
2
1, . . . , ε0δa
2
m, δ, . . . , δ), s'annulant en {0}2m−1
ave une multipliité dénie par le dessous d'esalier de Nm :
Tδ :=
{
(τ1, . . . , τm) ∈ Nm/ τ1
a21
+ · · ·+ τm−1
a2m−1
+
τm
m− 1 ≤ 7ε1δ
}
et qui soit de hauteur≪ δa21 (où dans tout e qui suit ≪ veut dire inférieur ou égal
à une onstante multipliative près qui ne dépend que de E).
En eet, dans le système linéaire de Siegel, les inonnues sont les oeients de la
forme P à onstruire et le nombre d'équations est égal au ardinal de l'ensemble
Tδ. Le nombre d'inonnues est alors la valeur de la fontion de Hilbert de l'idéal
I(ϕa(E
m)) en (ε0δa
2
1, . . . , ε0δa
2
m, δ, . . . , δ) ; omme δ et ε0δ sont supposés assez
grands, ette valeur oïnide ave la valeur d'un polynme deQ[X1, . . . , Xm, Y 1, . . . ,
Y m−1] en (ε0δa
2
1, . . . , ε0δa
2
m, δ, . . . , δ) dont la partie homogène dominante est on-
nue expliitement en fontion des multidegrés de ϕa(E
m) lesquels sont alulés par
le lemme 2.4.1. On estime le nombre d'inonnues, puis ♯Tδ est grossièrement estimé
par volTδ, qu'on alule failement, et an d'appliquer le lemme de Siegel, on vérie
grâe à (2′) que le nombre d'équations est stritement inférieur au nombre d'inon-
nues.
Au 7, nous introduisons un nouveau paramètre 0 < α < 1 et des points x1, . . . ,xm
de E(K), ordonnés par ordre roissant de leurs hauteurs, que nous supposons on-
tenus dans un petit ne d'angle ≤ arccos(1−α/4) de l'espae eulidien E(K)⊗ZR
et de hauteurs assez espaées. Nous posons ai := [|xm |/|xi |](i = 1, . . . ,m) de
sorte que les points yi = aixi − xm(i = 1, . . . ,m − 1) soient de hauteurs assez
petites en omparaison ave les points xi (la géométrie eulidienne nous donne
plus préisement ĥ(yi) ≤ α(a2i ĥ(xi) + ĥ(xm))). Nous posons x = (x1, . . . ,xm) et
y = (x1, . . . ,xm,y1, . . . ,ym−1) et nous onsidérons la forme translatée τ∗−yP de
notre forme P onstruite au 6, par le point −y. Celle-i s'annule en y ave la
multipliité dénie par le dessous d'esalier Tδ et nous pouvons estimer les degrés
et les hauteurs des formes dérivées ∂(i1,...,im)τ∗−yP . Au 8, nous supposons que les
paramètres ε0, ε1 et α sont liés par la relation :
4m(ε0 + 2α) ≤ εε1, (1′)
Nous introduisons un ensemble ni S de plaes de K et (λv)v∈S une famille de réels
positifs satisfaisants : ∑
v∈S
[Kv : Qv]
[K : Q]
λv = 1.
Nous supposons que les points xi satisfont le système d'inégalités simultanées :
∀v ∈ S, dv(xi,0)≪ e−λvεh(xi), (S.S)
qu'ils sont ontenu dans un petit ne d'angle ≤ arccos(1− α/4) de E(K)⊗Z R et
que ĥ(x1)≫ 1εε1 . Dans l'extrapolation, l'hypothèse prinipale (S.S), l'hypothèse (1′)
et l'hypothèse ĥ(x1)≫ 1εε1 entraînent que la forme τ∗−yP s'annule en (0, . . . ,0) ave
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la multipliité dénie par le dessous d'esalier Tδ/2 (ei se démontre en omparant
les oeients des deux séries τ∗−yP (x1, . . . , xm) et τ
∗
−yP (0, . . . , 0) et en utilisant la
formule du produit pour haque oeient de la série τ∗−yP (0, . . . , 0) orrespondant
à un exposant i ∈ Tδ/2). Or, ei est équivalent à dire que notre forme P s'annule
en (−y) ave la multipliité dénie par le dessous d'esalier Tδ/2. Et, en retirant P
en une forme Q sur Em, Q s'annule en (−x) ave la même multipliité et de plus
h(Q)≪ δa21. Au 9 nous arrivons à e que nous appelons inégalité à la Vojta ; en
supposant de plus que les points x1, . . . ,xm sont de hauteurs un peu plus grandes
ĥ(x1) ≥ (6m2/ε1)m et sont un peu plus espaés ĥ(xi)≫ m(6m2/ε1)mĥ(xi−1) (ette
ondition d'espaement de hauteurs donne l'hypothèse prinipale du théorème du
produit, puisque les ai sont inversement proportionels aux hauteurs des points xi)
et en appliquant le théorème du produit de [Far℄, on obtient une ontradition ave
le fait que ĥ(x1) soit assez grand. Nous déduisons alors le théorème 2.9.1 qui anone
que pour ε0, ε1 et α des réels positifs satisfaisant les ontraintes (1
′) et (2′) et pour
des points x1, . . . ,xm ontenus dans un petit ne d'angle ≤ arccos(1 − α/4), de
hauteurs :
ĥ(xm) ≥ · · · ≥ ĥ(x1) ≥ (6m2/ε1)m et satisfaisant le système simultané (S.S), on
a l'une au moins des inégalités : ĥ(xi) < m(6m
2/ε1)
mĥ(xi−1). Après ela, nous
hoisissons les paramètres ε0, ε1 et α en fontion de ε et m de faon à satisfaire les
ontraintes (1′) et (2′). À une onstante absolue (< 1) multipliative près on prend :
ε0 ≃ ε mm−1 , ε1 ≃ mε 1m−1 et α ≃ ε mm−1 et nous obtenons l'inégalité de la hauteur
à la Vojta qui s'énone : Pour x1, . . . ,xm des points de E(K) ontenus dans un
petit ne de E(K) ⊗Z R d'angle ≤ arccos(1 − 130976ε
m
m−1 ), qui sont de hauteurs
≥ (cte.m)mε− mm−1 (ave cte désigne une onstante absolue) et satisfaisant (S.S), on
a l'une au moins des inégalités (1 < i ≤ m) :
ĥ(xi) < (cte.m)
mε−
m
m−1 ĥ(xi−1). (I.V)
L'inégalité de la hauteur à la Mumford est grosso-modo l'inégalité dans l'autre
sens pour m = 2. Elle s'énone : Pour x1 et x2 deux points de E(K) ontenus
dans un petit ne de E(K) ⊗Z R d'angle ≤ arccos(1 − ε/8), qui sont de hauteurs
ĥ(x2) ≥ ĥ(x1)≫ 1ε et qui satisfont (S.S), on a :
ĥ(x2) ≥
(
1 +
1
3
√
ε
)
ĥ(x1). (I.M)
On obtient e théorème (théorème 2.10.1) en suivant les mêmes étapes que pour
le théorème 2.9.1, ependant la preuve est ii beauoup plus simple du fait qu'on
n'utilise ni le lemme de Siegel pour onstruire les fontions auxiliaires, ni un lemme
de zéros à la n pour onlure. Voilà brièvement omment on fait :
Nous proédons par l'absurde, nous supposons que x1 et x2(x1 6= x2) satisfont
toutes les hypothèses du théorème mais ne satisfont pas (I.M), ainsi le point y =
x1 − x2 sera de hauteur très petite en omparaison ave x1 et x2 (plus préisé-
ment la géométrie eulidienne nous donne ĥ(y) < ε2 min{ĥ(x1), ĥ(x2)}). Soit D =
(D0, D1, D2) une famille de formes représentant la diérene sur E dans une er-
taine arte de E2 ontenant {0} × {0} et {x1} × {x2}. Nous introduisons les deux
fontions auxiliaires sur E2 :
Q1(X1, X2) := D0
(
D(X1, X2), y
)
Q2(X1, X2) := D2
(
D(X1, X2), y
)
(où y désigne un représentant dans P2 du point y).
Q1 et Q2 s'annulent lairement en (x1,x2). Dans l'extrapolation, si on suppose que
l'une des formes Qj(j = 1, 2) ne s'annule pas en (0,0), en appliquant la formule
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du produit au nombre non nul Qj(0, 0) de K et en tenant ompte de (S.S), on
aboutit à une ontradition ave le fait que ĥ(y) est très petit relativement à ĥ(x1)
et ĥ(x2). On en déduit que Q1 et Q2 doivent s'annuler toutes les deux en (0,0), e
qui entraîne y = 0, puis x1 = x2 qui est une ontradition. D'où le théorème 2.10.1.
En mettant ensemble les deux inégalités (I.V) et (I.M), on a un déompte de l'ensem-
ble des points de E(K) satisfaisant (S.S) se situant dans un petit ne de E(K)⊗ZR
et qui sont de hauteurs assez grandes. En eet, en supposant qu'on a ℓ tels points
x1, . . . ,xℓ, ordonnés selon l'ordre roissant de leurs hauteurs, on partage es ℓ points
en m paquets de k points (k := [ ℓ−1m−1 ], en oubliant éventuellement quelques un des
derniers points) et on onsidère dans haun de es paquets le point de plus petite
hauteur. On désigne es derniers par y1, . . . ,ym. D'après le théorème 2.9.1, (I.V)
est satisfaite pour un ertain yj (j ∈ {2, . . . ,m}) et d'après le théorème 2.10.1,
(I.M) est satisfaite pour haque point xi tels que les points xi et xi−1 soient dans
l'intervalle [yj−1,yj ]. Ainsi ĥ(yj) est majoré et minoré en fontion de ĥ(yj−1) et
ette omparaison donne une majoration pour k puis pour ℓ.
Pour onlure à nos théorèmes prinipaux (théorèmes 2.2.1, 2.2.2 et 2.2.3), nous
reouvrons l'espae eulidien E(K) ⊗Z R ≃ Rr (où r est le rang du groupe de
Mordell-Weil de E(K)) par un nombre ni de petits nes, et pour faire le dé-
ompte des points de petites hauteurs de E(K) satisfaisant (S.S), soit on aaiblie
(S.S) de faon à e que le point 0 soit l'unique point de E(K) de petite hauteur
sous (S.S) ou bien on ompte tous les points à petite hauteur sans tenir ompte de
(S.S).
3 Paramétrisation loale de E˜
On paramétrise loalement la ourbe E˜ en utilisant des séries entières. Le théorème
de Bézout montre que l'ensemble des points (t1, t2) de E˜(K) pour lesquels ∆˜(t1, t2) =
0 est ni et omporte aux maximum 6 points. Ainsi la proposition qui suit fournit
pour tout point général donné (t1, t2) de E˜(K) ('est-à-dire pour tout point (t1, t2)
de E˜(K) satisfaisant ∆˜(t1, t2) 6= 0) une paramétrisation de E˜ au voisinage de e
point (en spéialisant (X,Z) en (t1, t2) dans le morphisme τ˜ i-dessous).
Proposition 3.1 Il existe un monomorphisme d'anneaux :
τ˜ : A(E˜) −→ K(E˜)[[t]]
tel que :
τ˜ (X) = X + t et τ˜(Z) = Z +
∞∑
ℓ=1
∂˜ℓZ
∆˜2ℓ−1
tℓ
où les ∂˜ℓZ, ℓ ∈ N∗, sont des polynmes de K[X,Z] satisfaisant pour T ≥ 1 et pour
toute plae v de K :
max(d◦∂˜ℓZ ; ℓ = 0, · · · , T ) ≤ 3T − 1
hv(∂˜ℓZ ; ℓ = 0, · · · , T ) ≤
{
(2T − 1)mv si v est nie
(2T − 1)(mv + 4) si v est innie
.
Par onséquent pour tout T ≥ 1 on a :
h˜(∂˜ℓZ ; ℓ = 0, · · · , T ) ≤ (2T − 1)(η + 4).
Démonstration.On onsidère -durant toute ette démonstration- G˜ et ∆˜ omme
des éléments de l'anneau de polynmes K[Ψ,Υ].
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La relation liant X et Z (onsidérés omme éléments de A(E˜)) est évidemment :
G˜(X,Z) = 0, don pour que τ˜ soit un monomorphisme, il faut et il sut qu'on ait :
G˜(τ˜ (X), τ˜ (Z)) = τ˜ (G˜(X,Z)) = 0, 'est-à-dire : G˜(X + t, Z +
∑∞
ℓ=1
∂˜ℓZ
∆˜2ℓ−1
) = 0. Ce
qui donne par le developpement de Taylor :
∑
(h,j)∈N2\{(0,0)}
1
h!j!
∂h+jG˜
∂Ψh∂Υj
(X,Z)th
( ∞∑
ℓ=1
∂˜ℓZ
∆˜2ℓ−1
tℓ
)j
= 0.
En développant la série du membre de gauhe de ette relation et en annulant
haun de ses oeients, on obtient la relation :
∂ℓZ = −
∑
(h,j)∈N2\{(0,0),(0,1)}
k1,...,kj∈N∗
h+k1+···+kj=ℓ
∆˜2h+j−2
1
h!j!
∂h+jG˜
∂Ψh∂Υj
(X,Z)∂˜k1Z . . . ∂˜kjZ. (3.1)
Cette dernière relation nous permet de aluler les polynmes ∂˜ℓZ de prohe en
prohe. Par exemple, pour ℓ = 1, elle donne :
∂˜1Z = − ∂˜G
∂Ψ
= 12Ψ2 − g2Υ2.
Grâe à la relation (3.1), on démontre aisément (par réurrene sur ℓ) les estimations
de la proposition 3.1 pour les degrés et les hauteurs logarithmiques v-adiques des
polynmes ∂˜ℓZ, dans le as où v est une plae nie de K (remarquer que lorsque v
est une plae nie de K, on a : hv(∆˜) ≤ mv et ∀(h, j) ∈ N2 : hv( 1h!j! ∂
h+jG˜
∂Ψh∂Υj
) ≤ mv).
Pour obtenir l'estimation de la proposition 3.1 pour les hauteurs logarithmiques
v-adiques des polynmes ∂˜ℓZ, quand v est une plae innie de K ; nous sommes
amenés à utiliser un autre type de relation, qui est :
∂˜ℓ+1Z =
1
ℓ+ 1
[
∂(∂˜ℓZ)
∂Ψ
∆˜2 − ∂(∂˜
ℓZ)
∂Υ
∂G˜
∂Ψ
∆˜
− (2ℓ− 1)∂˜ℓZ
(
∆˜.
∂∆˜
∂Ψ
− ∂G˜
∂Ψ
.
∂∆˜
∂Υ
)]
(3.2)
pour tout ℓ ≥ 1. Cette relation s'établit en montrant d'abord par réurrene que si
deux fontions entières (sur un ouvert de C) F1 et F2 sont liées par une équation
du type P (F,G) = 0, pour un ertain polynme P de C[Ψ,Υ] vériant ∂P∂Υ 6≡ 0,
alors on a
1
ℓ!
dℓF2
dF1ℓ
= fℓ(F1, F2) pour tout ℓ ≥ 1, où (fℓ)ℓ≥1 est la suite de fontions
de deux variables dénie par :{
f1 = −∂P∂Ψ/∂P∂Υ
fℓ+1(Ψ,Υ) =
1
ℓ+1
[
∂fℓ
∂Ψ (Ψ,Υ) + f1(Ψ,Υ)
∂fℓ
∂Υ (Ψ,Υ)
]
, ∀ℓ ≥ 1 .
Ensuite, on applique e fait aux deux fontions F1 = τ˜(X) = X + t et F2 = τ˜ (Z)
en remarquant qu'on a :
1
ℓ!
dℓτ˜(Z)
dτ˜(X)ℓ
= ∂˜
ℓZ
∆˜2ℓ−1
, ∀ℓ ≥ 1.
Posons maintenant,
R := ∆˜
∂∆˜
∂Ψ
− ∂G˜
∂Ψ
∂∆˜
∂Υ
= 24g2Ψ
3 + 72g3Ψ
2Υ+ 2g22ΨΥ
2 + 2g2Υ.
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Etant donné une plae innie v de K et un entier positif ℓ ≥ 1, les majorations
-itées au 2- de la hauteur Hv d'une somme, d'un produit de polynmes ou enore
de dérivées de ploynmes, permettent d'estimer le deuxième membre de la relation
(3.2) en fontion de ℓ,mv et Hv(∂˜ℓZ). On obtient :
Hv(∂˜ℓ+1Z) ≤ 1
ℓ+ 1
[
Hv
(
∂(∂˜ℓZ)
∂Ψ
)
Hv(∆˜)
2N (∆˜)
+Hv
(
∂(∂˜ℓZ)
∂Υ
)
Hv
(
∂G˜
∂Ψ
)
Hv(∆˜)N
(
∂G˜
∂Ψ
)
+ (2ℓ− 1)Hv(∂˜ℓZ)Hv(R)N (R)
]
≤ 1
ℓ+ 1
[
(3ℓ− 1)Hv(∂˜ℓZ)(3Mv)2.3 + (3ℓ− 1)Hv(∂˜ℓZ).12Mv.3Mv.2
+(2ℓ− 1)Hv(∂˜ℓZ).72M2v .4
]
≤ (30Mv)2Hv(∂˜ℓZ),
(3.3)
où dans ette série d'inégalités, on a désigné par N l'appliation assoiant à tout
polynme, le nombre de monme intervenant dans son ériture anonique. De
plus, on a majoré Hv(∂(∂˜ℓZ)/∂Ψ) et Hv(∂(∂˜ℓZ)/∂Υ) par d
◦∂˜ℓZ.Hv(∂˜ℓZ) ≤ (3ℓ−
1)Hv(∂˜ℓZ) (d'après l'estimation de la proposition 3.1 -déja démontrée- pour les
degrés des polynmes ∂˜ℓZ), Hv(∆˜) par 3Mv, Hv(∂G˜/∂Ψ) par 12Mv, Hv(R) par
72M2v , N (∆˜) par 3, N (∂G˜/∂Ψ) par 2 et N (R) par 4.
Par suite, omme : Hv(∂˜1Z) = Hv(12Ψ
2 − g2Υ2) ≤ 30Mv, la réurrene sur ℓ,
utilisant (3.3), donne :
Hv(∂˜ℓZ) ≤ (30Mv)2ℓ−1 (∀ℓ ≥ 1).
En prenant nalement les logarithmes des deux termes de ette dernière inégalité
et en majorant log 30 par 4, on aboutit à l'estimation restante de la proposition 3.1.
Ce qui ahève ette démonstration. 
Avertissement. On posera pour tout ℓ ∈ N,
f(ℓ) := max(0, 2ℓ− 1) et g(ℓ) := 2f(ℓ)− ℓ = max(0, 3ℓ− 2).
On posera aussi ∂˜ℓ(X) =

X si ℓ = 0
1 si ℓ = 1
0 si ℓ ≥ 2
et ∂˜0Z = Z. La proposition 3.1 donne
alors :
τ˜ (X) =
∞∑
ℓ=0
∂˜ℓX tℓ et τ˜(Z) =
∞∑
ℓ=0
∂˜ℓZ
∆˜f(ℓ)
tℓ.
Ave toutes es notations on peut énoner :
Corollaire 3.2 Pour tout monme m := Xα1Zα2 on a :
τ˜ (m) =
∞∑
ℓ=0
∂˜ℓm
∆˜f(ℓ)
tℓ
ave ∂˜ℓm ∈ k[X,Z] (pour tout ℓ ∈ N). De plus, pour δ ∈ N, T ∈ N∗ et v une plae
de K on a :
max
(
d◦∂˜ℓm ; d◦m ≤ δ , ℓ = 0, . . . , T
)
≤ 3T + δ − 2
12
hv
(
∂˜ℓm ; d◦m ≤ δ , ℓ = 0, . . . , T
)
≤
{
2mvT si v est nie
2(mv + 6)T + δ si v est innie
.
Par onséquent pour tout δ ∈ N et T ∈ N∗ on a :
h˜
(
∂˜ℓm ; d◦m ≤ δ , ℓ = 0, . . . , T
)
≤ 2(η + 6)T + δ.
Démonstration. On a m := Xα1Zα2 don d'après la proposition 3.1 :
τ˜ (m) = τ˜ (X)
α1 τ˜ (Z)
α2 = (X + t)α1
( ∞∑
ℓ=0
∂˜ℓZ
∆˜f(ℓ)
(X,Z)
)α2
.
Le développement de ette dernière expression donne une série en t qui s'identie à
la série
∑∞
ℓ=0
∂˜ℓm
∆˜f(ℓ)
tℓ pour :
∂˜ℓm =
∑
∂˜ℓ11X . . . ∂˜ℓ1α1X∆˜f(ℓ)−(f(ℓ21)+···+f(ℓ2α2))∂˜ℓ21Z . . . ∂˜ℓ2α2Z
(∀ℓ ≥ 0), où la somme ∑ porte sur tous les uplets (ℓ11, . . . , ℓ1α1 , ℓ21, . . . , ℓ2α2) de
Nα1+α2 satisfaisant ℓ11 + · · · + ℓ1α1 + ℓ21 + · · · + ℓ2α2 = ℓ et ℓ11, . . . , ℓ1α1 ∈ {0, 1}.
Ces derniers ∂˜ℓm sont eetivement des polynmes de K[X,Z] dont on estime les
degrés et hauteurs grâe à la proposition 3.1. On obtient ainsi les estimation du
orollaire 3.2. 
4 Plongements élatants
Dans tout e qui suitm ≥ 2 désignera un entier positif. Pour tout a = (a1, . . . , am)
∈ Nm ave a1 ≥ 1, . . . , am−1 ≥ 1 et am = 1 on onsidère le morphisme (plongement)
ψa de E
m
dans Em × Em−1 déni par :
Em
ψa→֒ Em × Em−1
(x1, . . . , xm) 7−→ (x1, . . . , xm, a1x1 − xm, . . . , am−1xm−1 − xm)
.
En plongeant de nouveau Em×Em−1 dans P22m−1 par i2m−1 on obtient le plonge-
ment élatant :
ϕa := i
2m−1 ◦ ψa : Em →֒ P22m−1.
Nous nous intéressons dans le lemme suivant aux multidegrés de ϕa(E
m) dans
P2
2m−1.
Lemme 4.1 Soient I un sous-ensemble de {1, . . . ,m} et J un sous-ensemble de
{1, . . . ,m− 1} tels que : ard I + ard J = m. Notons par (I, J) le (2m− 1)-uplet
(I, J) := (II(1), . . . , II(m), IJ (1), . . . , IJ(m− 1)) où II et IJ désignent les fontions
aratéristiques de I et J respetivement. Le multidegré d(I,J)(ϕa(E
m)) est nul sauf
si : m ∈ I et I ∩ J = ∅ ou bien m 6∈ I et I ∩ J est un singleton et dans es deux as
il vaut :
d(I,J)(ϕa(E
m)) =
∏
i∈J\I
ai
2.d(E)
m
.
Démonstration. Dans toute ette démonstration on identie E au tore om-
plexe C/Λ pour un réseau Λ = Z+ τZ (τ ∈ C, IMτ > 0) de C. L'invariane du mul-
tidegré par translation permet d'érire pour tout u = (u1, . . . , um, v1, . . . , vm−1) ∈
E2m−1 :
d(I,J)(ϕa(E
m)) = d(I,J)
(
i2m−1 ◦ ψa(Em)
)
= d(I,J)
(
i2m−1 ◦ τu ◦ ψa(Em)
)
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où τu désigne la translation par u dans E
2m−1. D'autre part, en posant i1 =
II(1), . . . , im = II(m) et j1 = IJ (1), . . . , jm−1 = IJ(m−1) on a, d'après le théorème
de Wirtinger multiprojetif :
d(I,J)
(
i2m−1 ◦ τu ◦ ψa(Em)
)
= d(i1,...,im,j1,...,jm−1)
(
i2m−1 ◦ τu ◦ ψa(Em)
)
=
∫
i2m−1◦τu◦ψa(Em)
ΩP2
∧i1∧ . . . ∧ ΩP2∧im∧ ΩP2∧j1∧ . . . ∧ΩP2∧jm−1
où ΩP2 désigne la forme de Fubini-study sur P2. En faisant un hangement de
variable dans ette dernière intégrale et en moyennant (2m− 1) fois par la mesure
de Haar normalisée νE sur E, puis en inversant les signes d'intégration on aura les
égalités suessives suivantes :∫
i2m−1◦τu◦ψa(Em)
ΩP2
∧i1∧ . . . ∧ ΩP2∧im∧ ΩP2∧j1∧ . . . ∧ ΩP2∧jm−1
=
∫
ψa(Em)
(i2m−1 ◦ τu)∗
(
ΩP2
∧i1∧ . . . ∧ ΩP2∧im∧ ΩP2∧j1∧ . . . ∧ ΩP2∧jm−1
)
(Z1, . . . , Z2m−1)
=
∫
Em
(i2m−1 ◦ τu)∗
(
ΩP2
∧i1∧ . . . ∧ ΩP2∧im∧ ΩP2∧j1∧ . . . ∧ ΩP2∧jm−1
)
( Z1, . . . , Zm,
a1Z1 − Zm, . . . , am−1Zm−1 − Zm)
=
∫
E2m−1
[∫
Em
(i2m−1 ◦ τu)∗
(
ΩP2
∧i1∧ . . . ∧ ΩP2∧im∧ ΩP2∧j1∧ . . . ∧ΩP2∧jm−1
)
( Z1, . . . ,
Zm, a1Z1 − Zm, . . . , am−1Zm−1 − Zm)
]
∧ dνE(u1) ∧ . . . ∧ dνE(um)
∧ dνE(v1) ∧ . . . ∧ dνE(vm−1)
=
∫
Em
[∫
E2m−1
(i2m−1 ◦ τu)∗
(
ΩP2
∧i1∧ . . . ∧ ΩP2∧im∧ ΩP2∧j1∧ . . . ∧ΩP2∧jm−1
)
( Z1, . . . ,
Zm, a1Z1 − Zm, . . . , am−1Zm−1 − Zm) ∧ dνE(u1) ∧ . . . ∧ dνE(um)
∧ dνE(v1) ∧ . . . ∧ dνE(vm−1)
]
=
∫
Em
[∫
E
(i ◦ τu1)∗
(
ΩP2
∧i1) (Z1) ∧ dνE(u1) ∧ . . . ∧∫
E
(i ◦ τum)∗
(
ΩP2
∧im) (Zm)
∧ dνE(um) ∧
∫
E
(i ◦ τv1)∗
(
ΩP2
∧j1) (a1Z1 − Zm) ∧ dνE(v1) ∧ . . .
∧
∫
E
(i ◦ τvm−1)∗
(
ΩP2
∧jm−1) (am−1Zm−1 − Zm) ∧ dνE(vm−1)] .
Or, d'après la proposition 3.1 de [Da-Ph℄ (adaptée au plongement de Weierstrass),
ette dernière intégrale vaut :∫
DEm
(
H(dZ1, dZ1)
−2i
)∧i1
∧ . . . ∧
(
H(dZm, dZm)
−2i
)∧im
∧
(
H(a1dZ1 − dZm, a1dZ1 − dZm)
−2i
)∧j1
∧ . . . ∧
(
H(am−1dZm−1 − dZm, am−1dZm−1 − dZm)
−2i
)∧jm−1
,
où DE est un domaine fondamental du réseau Λ ⊂ C et H désigne la forme
de Riemann assoiée à e réseau. En remarquant nalement que pour tout t ∈
14
{1, . . . ,m−1} : H(atdZt−dZm, atdZt−dZm) = at2H(dZt, dZt)−2atH(dZt, dZm)+
H(dZm, dZm) et que ∀α, β, γ, δ ∈ {1, . . . ,m} : H(dZα, dZβ) ∧H(dZγ , dZδ) =
(IMτ )−2dZα∧dZβ∧dZγ∧dZδ est nul dès que α = γ ou β = δ , l'inégalité préédente
devient :
• si m ∈ I et I ∩ J = ∅ ou bien m 6∈ I et I ∩ J = {k} pour un ertain
k ∈ {1, . . . ,m− 1} :∏
i∈J\I
ai
2.
∫
DEm
(
H(dZ1, dZ1)
−2i
)
∧ . . . ∧
(
H(dZm, dZm)
−2i
)
=
∏
i∈J\I
ai
2.d(E)
m
(en utilisant une autre fois le théorème de Wirtinger)
• nulle sinon. 
5 Paramétrisation loale de l'image de Em dans P2m−12
Commenons d'abord par l'homogénisation du monomorphisme τ˜ de la propo-
sition 3.1 qui onsiste à dénir un monomorphisme τ de A(E) := K[X,Y,Z]I(E) dans
K(E)0[[t]] à partir duquel on retrouve notre monomorphisme τ˜ en spéialisant la
variable Y à 1. On doit alors dénir τ de la manière suivante : ∀P1 ∈ A(E) :
τ(P1) := τ˜(P˜1)
(
X
Y
,
Z
Y
)
ave P˜1 désigne l'élément de A(E˜) :
P˜1(X,Z) := P1(X, 1, Z).
Posons aussi par dénition :
∆(X,Y, Z) := Y 2∆˜
(
X
Y
,
Z
Y
)
= 3g3Z
2 + 2g2XZ + Y
2
et pour un monme m := Xα1Y α2Zα3 de A(E) et un entier ℓ ∈ N :
∂ℓm := Y g(ℓ)+d
◦
m∂˜ℓm˜
(
X
Y
,
Z
Y
)
ave m˜ désigne le monme de A(E˜) :
m˜ (X,Z) := m (X, 1, Z) = Xα1Zα3 .
Ces derniers ∂ℓm, ℓ ∈ N sont -d'après le orollaire 3.2- des formes de K[X,Y, Z] de
degrés : d◦∂ℓm = g(ℓ) + d◦m (∀ℓ ∈ N) et haque forme ∂ℓm (ℓ ∈ N) a évidemment
les mêmes oeients que le polynme ∂˜ℓm˜ de K[X,Z], don à fortiori une famille
nie de formes (∂ℓm)ℓ,m a la même hauteur logarithmique que la famille nie orre-
spondante des polynmes (∂˜ℓm˜)ℓ,m. Ainsi du orollaire 3.2 déoule immédiatement
le orollaire suivant :
Corollaire 5.1 Il existe un monomorphisme d'anneau τ de A(E) := K[X,Y,Z]I(E) dans
K(E)0[[t]] assoiant à tout monme m := X
α1Y α2Zα3 de A(E) :
τ(m) =
1
Y d◦m
( ∞∑
ℓ=0
Y ℓ.∂ℓm
∆f(ℓ)
tℓ
)
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où les ∂ℓm, ℓ ∈ N sont des formes de K[X,Y, Z] et pour δ ∈ N et T ∈ N∗ on a :
max
(
d◦∂ℓm ; d◦m ≤ δ , ℓ = 0, . . . , T ) ≤ 3T + δ − 2
hv
(
∂ℓm ; d◦m ≤ δ , ℓ = 0, . . . , T ) ≤ {2mvT si v est nie
2(mv + 6)T + δ si v est innie
.
Par onséquent, pour tout δ ∈ N et T ∈ N∗ on a :
h˜
(
∂ℓm ; d◦m ≤ δ , ℓ = 0, . . . , T ) ≤ 2(η + 6)T + δ.
Maintenant, étant donné un m-uplet xé a = (a1, . . . , am) ∈ Nm tel que ai ≥ 5
pour i = 1, . . . ,m− 1 et am = 1, posons :
B :=
K
[
X1, . . . , Xm, Y 1, . . . , Y m−1
]
I
(
ϕa(Em)
)
l'anneau des oordonnées de ϕa(E
m) et K(ϕa(E
m)) son orps de frations, ave
Xi := (Xi0, Xi1, Xi2) et Y i := (Yi0, Yi1, Yi2), i = 1, . . . ,m− 1. Soit, par ailleurs, D
une famille de formes bihomogènes représentant la diérene dans E au voisinage
de {0} × {0}. D'après le théorème 13.1 du formulaire, D peut être prise onstituée
de formes de bidegré (2, 2) et de hauteur logarithmique loale hv (resp de longueur
logarithmique loale ℓv) -pour une plae nie (resp innie) v sur K- majorée par :
hv(D) ≤ 3mv (resp ℓv(D) ≤ 3mv + 7) et de hauteur de Gauss-Weil majorée par :
h˜(D) ≤ 3η + 5. Soit aussi, pour tout entier k ≥ 1, F (k) une famille de formes
homogènes représentant la multipliation par k dans E. D'après le théorème 13.3
du formulaire, F (k) peut être prise onstituée de formes de degré k2 haune, de
hauteur logarithmique loale v-adique (resp de longueur logarithmique loale v-
adique) -pour une plae nie (resp innie) v sur K- majorée par 32mvk
2
(resp
3
2 (mv + 3)k
2
) et de hauteur de Gauss-Weil majorée par : h˜(F (k)) ≤ 32 (η + 3)k2. À
partir du monomorphisme τ, on en déduit un monomorphisme de paramétrisation
loale pour la sous-variété ϕa(E
m) de P2
2m−1
qu'on notera Ωa et qu'on dénit par :
Ωa : B → K
(
ϕa(E
m)
)
[[u]]
Ωa(X1) := τ1(X1), . . . ,Ωa(Xm) := τm(Xm);
Ωa(Y 1) := D
(
F (a1)(τ1(X1)), τm(Xm)
)
.
.
.
Ωa(Y m−1) := D
(
F (am−1)(τm−1(Xm−1)), τm(Xm)
)
où τi : A(E)→ K(E)0[ui] (i = 1, . . . ,m) désigne le monomorphisme τ du orollaire
5.1 pour la i ème omposante E de la sous-variété Em de P2
m
et u := (u1, . . . , um).
On a le lemme suivant :
Lemme 5.2 Ave toutes les notations préédentes, pour tout monme
m = X
α1
1 . . . X
αm
m Y
β
1
1 . . . Y
β
m−1
m−1 on a :
Ωa(m) =
1
Xd111 . . .X
dm
m1
∑
i1≥0,...,im≥0
X i111 . . .X
im
m1∂
(i1,...,im)m
∆(X1)
f(i1) . . .∆(Xm)
f(im)
ui11 . . . u
im
m
où d1, . . . dm désignent les entiers positifs :
di :=| αi | +2a2i | βi | pour i = 1, . . . ,m− 1
et dm :=| αm | +2
(
| β
1
| + · · ·+ | β
m−1 |
)
;
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les ∂(i1,...,im)m sont des formes de K[X1, . . . , Xm] de degrés majorés par :
d◦X1∂
(i1,...,im)m ≤ d1 + g(i1)
.
.
.
d◦Xm∂
(i1,...,im)m ≤ dm + g(im)
et pour tout δ1, . . . , δm, δ
′
1, . . . , δ
′
m−1, T ∈ N, la famille des formes ∂(i1,...,im)m,
d◦X1m ≤ δ1, . . . , d◦Xmm ≤ δm, d◦Y 1m ≤ δ′1, . . . , d◦Ym−1 ≤ δ′m−1, i1+ · · ·+ im ≤ T est de
hauteur logarithmique loale hv majorée par :[
2T +
m−1∑
i=1
3(a2i + 1)δ
′
i
]
mv
lorsque v est nie et elle est de longueur logarithmique loale ℓv majorée par :[
2T +
m−1∑
i=1
3(a2i + 1)δ
′
i
]
mv + 12T + (δ1 + · · ·+ δm) +
m−1∑
i=1
(11a2i + 9)δ
′
i
lorsque v est innie. Par onséquent, elle est de hauteur de Gauss-Weil majorée
par : [
2T +
m−1∑
i=1
3(a2i + 1)δ
′
i
]
η + 12T + (δ1 + · · ·+ δm) +
m−1∑
i=1
(11a2i + 9)δ
′
i.
Démonstration. Pour tout monme m = X1
α1 . . . Xm
αmY 1
β
1 . . . Y m−1
β
m−1 ,
on remarque que la série Ωa(m) s'obtient en substituant respetivement dans la
forme :
R(X1, . . . , Xm) := X1
α1 . . .Xm
αm
m−1∏
i=1
D
(
F (ai)(X i), Xm
)β
i
X1, . . . , Xm par τ1(X1), . . . , τm(Xm).
Il est lair que ette forme multihomogène R de K[X1, . . . , Xm] est de multidegré :(
| α1 | +2a21 | β1 |, . . . , | αm−1 | +2a2m−1 | βm−1 |, | αm | +2
m−1∑
i=1
| β
i
|
)
et un simple alul montre que pour toute plae v sur K on a :
hv(R) ≤
[
m−1∑
i=1
3(a2+ 1) | β
i
|
]
mv
lorsque v est nie et :
ℓv(R) ≤
[
m−1∑
i=1
3(a2+ 1) | β
i
|
]
mv +
m−1∑
i=1
(9a2i + 7) | βi |
lorsque v est innie.
De plus le nombre de monmes que ontient R est majoré par :(
2 | β
1
| a21 + 2
2
)
. . .
(
2 | β
m−1 | a2m−1 + 2
2
)(
2 | β
1
| + · · ·+ 2 | β
m−1 | +2
2
)
.
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Il ne reste qu'à appliquer le lemme 5.1 à haque monme intervenant dans R pour
onlure. En eet, en érivant :
R(X1, . . . , Xm) =:
∑
γ:=(γ
1
,...,γ
m
)∈U
r(γ)X1
γ
1 . . . Xm
γ
m
pour un ertain sous-ensemble ni U de (N3)m et ertains nombres r(γ), γ ∈ U de
K, on a :
Ωa(m) = R (τ(X1), . . . , τ(Xm))
=
∑
γ∈U
r(γ)τ(m1) . . . τ(mm)
ave mi := X i
γ
i
pour i = 1, . . . ,m. En substituant maintenant les τ(mi) (i =
1, . . . ,m) par leurs expressions données par le orollaire 5.1, on aura :
Ωa(m) =
∑
γ∈U
[
r(γ)
1
X
|γ
1
|
11
( ∞∑
i1=0
X i111∂
i1m1
∆(X1)
f(i1)
ui11
)
. . .
1
X
|γ
m
|
m1
( ∞∑
im=0
X imm1∂
immm
∆(Xm)
f(im)
uimm
)]
=
1
Xd111 . . . X
dm
m1
∑
i1≥0,...,im≥0
X i111 . . . X
im
m1∂
(i1,...,im)m
∆(X1)
f(i1) . . .∆(Xm)
f(im)
ui11 . . . u
im
m
ave di :=| γi |=
{| αi | +2a2i | βi | pour i = 1, . . . ,m− 1
| αm | +2
(
| β
1
| + · · ·+ | β
m−1 |
)
pour i = m
et ∂(i1,...,im)m :=
∑
γ∈U
r(γ)∂i1m1 . . . ∂
immm, ∀(i1, . . . , im) ∈ Nm.
Ainsi, on a bien la formule du lemme 5.2 pour Ωa(m) et de plus, onernant les
degrés on a :
d◦Xj∂
(i1,...,im)m = max
γ∈U
d◦Xj∂
ijmj ∀j = 1, . . . ,m
et onernant les hauteurs et les longueurs logarithmiques loales on a bien pour
tout (i1, . . . , im) ∈ Nm :
hv(∂
(i1,...,im)m) ≤ hv(∂i1m1) + · · ·+ hv(∂immm) + hv(R)
lorsque v est une plae nie sur K et :
ℓv(∂
(i1,...,im)m) ≤ ℓv(∂i1m1) + · · ·+ ℓv(∂immm) + ℓv(R)
lorsque v est une plae innie sur K. Le reste suit de l'appliation des estimations
du lemme 5.1. La démonstration est ahevée. 
Plus généralement on a le orollaire suivant qui est une onséquene immédiate
du lemme 5.2 préédent :
Corollaire 5.3 Pour toute forme multihomogène non identiquement nulle
P1 ∈ K[X1, . . . , Xm, Y 1, . . . , Y m−1] de multidegré (δ1, . . . , δm, δ′1, . . . , δ′m−1) on a :
Ωa(P1) =
1
X11
d1 . . .Xm1
dm
∑
i1≥0,...,im≥0
X11
i1 . . . Xm1
im∂(i1,...,im)P1
∆(X1)
f(i1) . . .∆(Xm)
f(im)
u1
i1 . . . um
im
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ave d1, . . . dm désignent les entiers positifs :
d1 := δ1 + 2a
2
1δ
′
1,
.
.
.
dm−1 := δm−1 + 2a2m−1δ′m−1
et dm := δm + 2(δ
′
1 + · · ·+ δ′m−1);
les ∂(i1,...,im)P1 sont des formes de K[X1, . . . , Xm] de degrés majorés par :
d◦X1∂
(i1,...,im)P1 ≤ δ1 + 2a21δ′1 + g(i1)
.
.
.
d◦Xm−1∂
(i1,...,im)P1 ≤ δm−1 + 2a2m−1δ′m−1 + g(im−1)
d◦Xm∂
(i1,...,im)P1 ≤ δm + 2(δ′1 + · · ·+ δ′m−1) + g(im)
et, pour tout T ∈ N et v une plae de K, la famille des formes ∂(i1,...,im)P1, i1 +
· · ·+ im ≤ T est de hauteur logarithmique loale hv majorée par :[
2T +
m−1∑
i=1
3(a2i + 1)δ
′
i
]
mv + hv(P1)
lorsque v est nie et elle est de longueur logarithmique loale ℓv majorée par :[
2T +
m−1∑
i=1
3(a2i + 1)δ
′
i
]
mv + 12T + (δ1 + · · ·+ δm) +
m−1∑
i=1
(11a2i + 9) + ℓv(P1)
lorsque v est innie. Par onséquent, elle est de hauteur de Gauss-Weil majorée par :[
2T +
m−1∑
i=1
3(a2i + 1)δ
′
i
]
η + 12T + (δ1 + · · ·+ δm) +
m−1∑
i=1
(11a2i + 9) + h˜(P1)
+2
m∑
i=1
log (δi + 1) + 2
m−1∑
i=1
log (δ′i + 1).
Démonstration. Erivons
P1 =:
∑
m∈Λ
ρm.m
où Λ est l'ensemble ni des monmes unitaires de K[X1, . . . , Xm, Y 1, . . . , Y m−1] de
multidegrés (δ1, . . . , δm, δ
′
1, . . . , δ
′
m−1) et les ρm (m ∈ Λ) sont des nombres de K (e
sont les oeients de P1). On a d'après le lemme 5.2 préédent :
Ωa(P1) =
∑
m∈Λ
ρm.Ωa(m)
=
1
X11
d1 . . . Xm1
dm
∑
i1≥0,...,im≥0
X11
i1 . . . Xm1
im∂(i1,...,im)P1
∆(X1)
f(i1) . . .∆(Xm)
f(im)
u1
i1 . . . um
im
ave ∂(i1,...,im)P1 :=
∑
m∈Λ
ρm.∂
(i1,...,im)m.
La suite du orollaire 5.3 s'obtient des estimations du lemme 5.2 pour les degrés,
hauteurs et longueurs des ∂(i1,...,im)m, en majorant de plus -an d'estimer la hauteur
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de Gauss-Weil des ∂(i1,...,im)P1- les ℓv(P1) (v ∈M∞K ) par :
ℓv(P1) ≤ hv(P1) + log ardΛ
≤ hv(P1) +
m∑
i=1
log
(
δi + 2
2
)
+
m−1∑
i=1
log
(
δ′i + 2
2
)
≤ hv(P1) + 2
m∑
i=1
log (δi + 1) + 2
m−1∑
i=1
log (δ′i + 1) .
La démonstration est ahevée. 
6 La fontion auxiliaire
Soient, pour toute la suite de e texte, ε0 et ε1 deux réels stritement positifs
assez petits et δ ∈ N∗ tel que ε0δ soit un entier positif assez grand. Le paramètre δ
est destiné à tendre vers l'inni. Nous supposons que ε0 et ε1 vérient :
ε0 ≤ 1
2
et
m− 1
m!
(
7
3
)m
ε1
m
ε0(m+ ε0)(1 + ε0)m−2
≤ 1
2
.
Soit aussi a = (a1, . . . , am) un m-uplet de Nm tel que :
a1 ≥ a2 ≥ · · · ≥ am−1 ≥ am = 1 et a21 + · · ·+ a2m−1 +m− 1 ≤
(
1 +
1
24
)
a21.
Cei entraîne qu'on a :
a21 ≥ 48
25
(m− 1) ≥ m− 1.
Posons Tδ le simplexe de Nm :
Tδ :=
{
(τ1, . . . , τm) ∈ Nm / τ1
a21
+ · · ·+ τm−1
a2m−1
+
τm
m− 1 ≤ 7ε1δ
}
et qδ l'idéal de K[[u1, . . . , um]] :
qδ := {f ∈ K[[u1, . . . , um]] / fi1,...,im = 0 ∀(i1, . . . , im) ∈ Tδ}
où fi1,...,im désigne le oeient de u1
i1 . . . um
im
dans la série f de K[[u1, . . . , um]].
Dans un premier temps, nous allons onstruire une forme multihomogène non iden-
tiquement nulle P de K[X1, . . . , Xm, Y 1, . . . , Y m−1]/I
(
ϕa(E
m)
)
de multidegré
(ε0δa
2
1, . . . , ε0δa
2
m, δ, . . . , δ) qui soit de hauteur relativement petite par rapport à
son degré et qui satisfasse la ondition d'annulation :
Ωa(P )(0, . . . , 0) ∈ qδ
ave 0 := (0, 1, 0). Cette ondition d'appartenane à qδ s'interprête omme système
linéaire sur K en les oeients de P . En eet, en hoisissant une base M du
K-espae vetoriel :(
K[X1, . . . , Xm, Y 1, . . . , Y m−1]/I(ϕa(E
m))
)
(ε0δa21,...,ε0δa2m,δ,...,δ)
et en érivant P =:
∑
m∈M Pm.m, la ondition Ωa(P )(0, . . . , 0) ∈ qδ se traduit par
le système d'équations :∑
m∈M
Pm.∂
(i1,...,im)m(0, . . . , 0) = 0 pour (i1, . . . , im) ∈ Tδ. (6.1)
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En hoisissant maintenant un ordre pour haun des deux ensembles nis Tδ et M
et en posant M la matrie : M :=
(
∂(i1,...,im)m(0, . . . , 0)
)
(i1,...,im)∈Tδ,m∈M et
−→
V le
veteur :
−→
V := (Pm)m∈M, le système (6.1) devient :M.
−→
V =
−→
0 . On est don ramené
à herher un veteur non nul
−→
V à oordonnées dans K, de hauteur assez petite et
satisfaisant M.
−→
V =
−→
0 . On utilise pour ela la version suivante du lemme de Siegel,
dûe à E. Bombieri (voir [Bom1℄).
Lemme 6.1 (lemme de Siegel) Pour toute matrie A ∈Mm×n(K) ave m < n
il existe x ∈ Kn\{0} satisfaisant Ax = 0 et tel que
h˜(x) ≤ e
(
h˜(A) + logn
)
+ (1 + e)c
S
(K)
où e := mn−m est l'exposant de Dirihlet de A, cS(K) est une onstante dépendant
seulement du orps de nombres K et h˜(A) désigne ii la hauteur de Gauss-Weil du
veteur formé de tous les oeients de A.
L'appliation du lemme de Siegel i-dessus nous donne la proposition suivante :
Proposition 6.2 Sous toutes les hypothèses préédentes, il existe une forme P ∈
K[X1, . . . , Xm, Y 1, . . . , Y m−1]/I
(
ϕa(E
m)
)
non nulle, de multidegré (ε0δa
2
1, . . . ,
ε0δa
2
m, δ, . . . , δ), satisfaisant aux équations (6.1) et de hauteur majorée par :
h˜(P ) ≤ [14(η + 6)ε1 + 4η + 12]δa21 + o(δ).
Démonstration. L'appliation du lemme de Siegel i-dessus à notre matrie M
qui est à éléments dans K de format ard Tδ × ard M (on vériera i-dessous
que ard Tδ < ard M pour δ assez grand) donne l'existene d'une forme non
identiquement nulle P de K[X1, . . . , Xm, Y 1, . . . , Y m−1]/I
(
ϕa(E
m)
)
de multidegré
(ε0δa
2
1, . . . , ε0δa
2
m, δ, . . . , δ) satisfaisant le système d'équations (6.1) et de hauteur
h˜(P ) ≤ e(h˜(M) + log ardM) + (1 + e)c
S
(K) ave e est l'exposant de Dirihlet du
système (6.1) : e := ard Tδ
ard M−ard Tδ
et c
S
(K) est une onstante ne dépendant que
du orps de nombres K. L'estimation de la proposition 6.2 pour h˜(P ) suit ainsi des
estimations suivantes pour h˜(M), e et log ard M :
h˜(M) ≤ [14(η + 6)ε1 + 4η + 12]δa21 (6.2)
e ≤ 1 + o(1) (6.3)
log ardM = o(δ) (6.4)
que nous démontrons i-après. Commenons d'abord par démontrer l'estimation
(6.2) pour h˜(M) : la hauteur h˜(M) est par dénition la hauteur de Gauss-Weil
du veteur formé de tous les éléments de M . Or, on remarque que pour tout
(i1, . . . , im) ∈ Tδ et tout m ∈ M l'élément deM orrespendant ∂(i1,...,im)m(0, . . . , 0)
est un oeient de la forme ∂(i1,...,im)m et don on a :
h˜(M) ≤ h˜
(
∂(i1,...,im)m ; (i1, . . . , im) ∈ Tδ , m ∈ M
)
.
La hauteur du membre de droite de ette dernière inégalité est majorée -grâe au
lemme 5.2- par :
h˜
(
∂(i1,...,im)m ; (i1, . . . , im) ∈ Tδ , m ∈M
)
≤
(2η+12). max
(i1,...,im)∈Tδ
(i1+ · · ·+ im) + ε0δa21+ · · ·+ ε0δa2m+ (3η+11)δ
m−1∑
i=1
(a2i +1).
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Comme maintenant, d'après nos hypothèses, on a :
ε0 ≤ 1
2
et
m−1∑
i=1
(a2i + 1) ≤
(
1 +
1
24
)
a21
et pour tout (i1, . . . , im) ∈ Tδ :
i1 + · · ·+ im ≤
(
i1
a21
+ · · ·+ im−1
a2m−1
+
im
m− 1
)
a21 ≤ 7ε1δa21,
alors :
h˜
(
∂(i1,...,im)m ; (i1, . . . , im) ∈ Tδ , m ∈M
)
≤ [14(η + 6)ε1 + 4η + 12]δa21.
D'où ette même majoration aussi pour h˜(M), 'est-à-dire :
h˜(M) ≤ [14(η + 6)ε1 + 4η + 12]δa21,
e qui est l'estimation (6.2).
An d'établir les estimations (6.3) et (6.4), fournissons des estimations pour les
deux ardinaux ardTδ et ardM :
• pour ardTδ on a (d'après le lemme 2.14.5 de l'appendie) :
ardTδ ≤ (1 + o(1)) vol(Tδ) = (1 + o(δ))
(
7ε1δa
2
1
)
. . .
(
7ε1δa
2
m−1
)
7ε1δ(m− 1)
m!
'est-à-dire :
ardTδ ≤ (m− 1)7
mεm1
m!
δma21 . . . a
2
m + o(δ
m) (6.5)
• et pour ardM on a :
ardM = dim
(
K[X1, . . . , Xm, Y 1, . . . , Y m−1]
I
(
ϕa(Em)
) )
(ε0δa21,...,ε0δa2m,δ,...,δ)
= H (I (ϕa(Em)) ; ε0δa21, . . . , ε0δa2m, δ, . . . , δ)
oùH désigne la fontion de Hilbert multihomogène. Mais omme on sait que lorsque
δ1, . . . , δm, δ
′
1, . . . , δ
′
m−1 sont des entiers positifs assez grands,H
(
I
(
ϕa(E
m)
)
; δ1, . . . ,
δm, δ
′
1, . . . , δ
′
m−1) oïnide ave un polynme en δ1, . . . , δm, δ′1, . . . , δ′m−1 dont la par-
tie homogène dominante vaut :
∑
{i1,...,im,j1,...,jm−1}⊂{0,1}
i1+···+im+j1+···+jm−1=m
d(i1,...,im,j1,...,jm−1)
(
ϕa(E
m)
) δi11 . . . δimmδ′j11 . . . δ′jm−1m−1
i1! . . . im!j1! . . . jm−1!
et que 'est bien notre as ii puisque l'entier ε0δ est supposé assez grand, alors on
a :
ardM =
∑
{i1,...,im,j1,...,jm−1}⊂{0,1}
i1+···+im+j1+···+jm−1=m
d(i1,...,im,j1,...,jm−1)
(
ϕa(E
m)
) (ε0δa21)i1 . . . (ε0δa2m)δj1+···+jm−1
i1! . . . im!j1! . . . jm−1!
=
∑∗
d(I,J)
(
ϕa(E
m)
)∏
i∈I
a2i.δ
mε0
cardI + o(δm)
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où la somme
∑∗
porte sur tous les ouples d'ensembles (I, J) tels que I ⊂ {1, . . . ,m},
J ⊂ {1, . . . ,m− 1} et ard I + ardJ = m, et la notation d(I,J)
(
ϕa(E
m)
)
est elle
du lemme 4.1.
En utilisant maintenant le lemme 4.1, on en déduit que :
ardM =
∑′ ∏
i∈J\I
a2i
 d(E)m.∏
i∈I
a2i.δ
m.ε0
cardI + o(δm)
où la somme
∑′
porte seulement sur les ouples (I, J) de la somme
∑∗
vériant en
plus : soit m ∈ I et I ∩ J = ∅ ou bien m 6∈ I et I ∩ J est un singleton. D'où :
cardM =
∑′
a21 . . . a
2
md(E)
m
δmεcardI0 + o(δ
m)
= 3mδma21 . . . a
2
m
(∑′
εcardI0
)
+ o(δm).
Comme on a :∑′
ε0
cardI =
m∑
k=1
((
m− 1
k − 1
)
+ k
(
m− 1
k
))
εk0
= ε0(1 + ε0)
m−1
+ ε0(m− 1)(1 + ε0)m−2
= ε0(m+ ε0)(1 + ε0)
m−2
on déduit enn que :
ardM = 3mε0(m+ ε0)(1 + ε0)m−2δma21 . . . a2m + o(δm) (6.6)
Etablissons maintenant les deux estimations (6.3) et (6.4) : nous remarquons que
l'estimation (6.4) déoule immédiatement de (6.6), par ailleurs pour établir l'esti-
mation (6.3), nous majorons grâe à (6.5) et (6.6) l'exposant de Dirihlet e par :
e ≤
(m−1)7mεm1
m! δ
ma21 . . . a
2
m + o(δ
m)
3mε0(m+ ε0)(1 + ε0)
m−2
δma21 . . . a2m − (m−1)7mεm1m! δma21 . . . a2m + o(δm)
.
En posant provisoirement :
ε2 :=
(m−1)7mεm1
m! δ
ma21 . . . a
2
m
3mε0(m+ ε0)(1 + ε0)
m−2
δma21 . . . a2m
=
m− 1
m!
(
7
3
)m
εm1
ε0(m+ ε0)(1 + ε0)
m−2 ≤
1
2
(d'après nos hypothèses),
on a enn :
e ≤ ε2 + o(1)
1− ε2 + o(1) =
ε2
1− ε2 + o(1) ≤ 1 + o(1)
e qui démontre l'estimation (6.3) et ahève ette démonstration. 
En posant maintenant :
Q(X1, . . . , Xm) := P
(
X1, . . . , Xm, D
(
F (a1)(X1), Xm
)
, . . . , D
(
F (am−1)(Xm−1), Xm
))
on obtient le orollaire suivant :
Corollaire 6.3 Sous toutes les hypothèses de ette setion, notre forme Q de
K[X1, . . . , Xm]/I(E
m) est non nulle, de multidegré ((2+ε0)δa
2
1, . . . , (2+ε0)δa
2
m−1,
(2m− 2 + ε0)δ), satisfait τm(Q)(0, . . . , 0) ∈ qδ et pour toute plae v sur K on a :
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• si v est nie : hv(Q) ≤ hv(P ) + 4mvδa21
• et si v est innie : ℓv(Q) ≤ ℓv(P ) + (4mv + 10)δa21.
Par onséquent Q est de hauteur de Gauss-Weil majorée par :
[14(η + 6)ε1 + 8η + 22] δa
2
1 + ◦(δ).
Démonstration. Il est immédiat -du fait que P est une forme non identiquement
nulle deK[X1, . . . , Xm, Y 1, . . . , Y m−1] et de multidegré (ε0δa
2
1, . . . , ε0δa
2
m, δ, . . . , δ)-
que Q est une forme non identiquement nulle de K[X1, . . . , Xm] de multidegré ((2+
ε0)δa
2
1, . . . , (2+ε0)δa
2
m−1, (2m−2+ε0)δ). De plus, on a lairement τm(Q)(0, . . . , 0) =
Ωa(P )(0, . . . , 0) ∈ qδ (par onstrution même de notre forme P ). Par ailleurs, si v
est une plae nie de K, on a :
hv(Q) ≤ δ
(
2hv(F
(a1)) + hv(D)
)
+ · · ·+ δ
(
2hv(F
(am−1)) + hv(D)
)
+ hv(P )
≤ δ(3mva21 + 3mv) + · · ·+ δ(3mva2m−1 + 3mv) + hv(P )
≤ 3mvδ
(
a21 + · · ·+ a2m−1 +m− 1
)
+ hv(P )
≤ hv(P ) + 3mv(1 + 1/24)δa21
≤ hv(P ) + 4mvδa21,
e qui est l'estimation du orollaire 6.3 pour hv(Q) dans le as v nie.
Si maintenant v est une plae innie de K, on a le même genre d'inégalité pour
les longueurs logarithmiques loales, 'est-à-dire :
ℓv(Q) ≤ δ
(
2ℓv(F
(a1)) + ℓv(D)
)
+ · · ·+ δ
(
2ℓv(F
(am−1)) + ℓv(D)
)
+ ℓv(P )
≤ δ (3(mv + 3)a21 + 3mv + 7)+ · · ·+ δ (3(mv + 3)a2m−1 + 3mv + 7)+ ℓv(P )
≤ 3(mv + 3)δ
(
a21 + · · ·+ a2m−1
)
+ (3mv + 7)(m− 1)δ + ℓv(P )
≤ ℓv(P ) + (3mv + 9)δ
(
a21 + · · ·+ a2m−1 +m− 1
)
≤ ℓv(P ) + (3mv + 9)δ(1 + 1/24)a21
≤ ℓv(P ) + (4mv + 10)δa21,
e qui est aussi l'estimation du orollaire 6.3 pour ℓv(Q) (dans le as v innie).
Finalement, pour aboutir à l'estimation du orollaire 6.3, on majore dans le as
v innie ℓv(P ) par hv(P ) + o(δ), e qui nous permet d'érire :
∀v ∈M∞K : hv(Q) ≤ ℓv(Q) ≤ ℓv(P ) + (4mv + 10)δa21
≤ hv(P ) + (4mv + 10)δa21 + o(δ).
Puis, en reportant dans la dénition de h˜(Q) es majorations des hv(Q) (selon les
as v nie ou v innie), on obtient :
h˜(Q) ≤ h˜(P ) + (4η + 10)δa21 + o(δ),
e qui nous amène -en utilisant la majoration de h˜(P ) donnée par la proposition
6.2- à l'estimation du orollaire 6.3 pour h˜(Q). La démonstration est ahevée. 
7 Translatée de la fontion auxiliaire
Soient pour toute la suite de e texte α un réel stritement positif assez petit
et x1,x2, . . . ,xm des points de E(K), diérents des points de 2-torsion, représentés
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respetivement dans P2 par les systèmes de oordonnées projetives : x1 = (x1 : 1 :
z1), . . . , xm = (xm : 1 : zm).
Désignons par ĥ la hauteur normalisée sur E(Q) de la hauteur logarithmique absolue
et par < ., . > le produit salaire assoié à la norme de Néron-Tate |.| :=
√
ĥ dans
l'espae eulidien E(Q)⊗ R.
Nous introduisons à partir de ette setion les deux hypothèses H
1
et H
2
suivantes :
H
1
:

• ∀i, j ∈ {1, 2, . . . ,m}, i 6= j : <xi,xj>|xi|.|xj| ≥ 1− α4
• ∀i ∈ {1, 2, . . . ,m− 1} : |xm||xi| ≥ 1√α + 1
• ∀i ∈ {2, . . . ,m} : ĥ(xi) ≥ 49ĥ(xi−1)
• ĥ(x1) ≥ 7η + 37
H
2
: ∀v ∈ S et ∀i ∈ {1, . . . ,m} : | xi |v ≤
{
1 si v est nie
1− 2/e si v est innie
et | zi |v ≤
{
1 si v est nie
1/2 si v est innie
.
Posons pour tout i = 1, . . . ,m :
ai :=
[ | xm |
| xi |
]
où [.] désigne la partie entière.
Le lemme 14.4 de l'appendie montre que les entiers positifs a1, . . . , am ainsi dénis
vérient bien les hypothèses du 6 préédent. Par onséquent, la proposition 6.2
et le orollaire 6.3 de e dernier restent valables pour le présent paragraphe. En
partiulier, le lemme 14.4 de l'appendie montre qu'on a :
a21 + · · ·+ a2m ≤
(
1 +
1
48
)
a21, (7.1)
il montre aussi qu'on a : a1 ≥ 7(m − 1) ≥ 7 e qui entraîne : m − 1 ≤ a17 ≤ (a17 )2
'est-à-dire :
m− 1 ≤ a
2
1
49
. (7.2)
Le lemme 14.4 montre aussi qu'on a :
m− 1 ≤
(
1 +
1
48
)
αa21. (7.3)
Par ailleurs le lemme 14.3 de l'appendie montre qu'on a pour tout i = 2, . . . ,m :
a2ih(xi) ≤ 2a21h(x1). (7.4)
Soient aussi y1, . . . ,ym−1 les m− 1 points de E(K) dénis par :
yi := aixi − xm i = 1, . . . ,m− 1
et y le point de E2m−1 :
y := (x1, . . . ,xm,y1, . . . ,ym−1).
Le lemme 14.5 de l'appendie montre alors qu'on a pour tout i = 1, . . . ,m− 1 :
ĥ(aixi − xm) ≤ α
(
a2iĥ(xi) + ĥ(xm)
)
,
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ette dernière inégalité entraîne -d'après le théorème 13.14 du formulaire- qu'on a
pour tout i = 1, . . . ,m− 1 :
h(yi) ≤ α
[
a2ih(xi) + h(xm) + (3/4.η + 5)(a
2
i + 1)
]
+ 3/2.η + 8. (7.5)
Soit enn pour tout i = 1, . . . ,m : y
i
=: (yi0 : yi1 : yi2) un représentant dans P2 du
point yi.
Désignons maintenant parD(1), . . . , D(m), D(m+1), . . . , D(2m−1) des formes deK[X,Y ],
représentant la diérene dansE au voisinage de {x1}×{x1}, . . . , {xm}×{xm}, {y1}×
{y1}, . . . , {ym−1} × {ym−1} respetivement, qu'on hoisit de bidegrés (2, 2) et de
hauteurs logarithmiques loales hv (resp de longueurs logarithmiques loales ℓv) -
pour une plae nie (resp innie) v deK- majorées par 3mv (resp 3mv+7) et de hau-
teurs de Gauss-Weil majorées par 3η+5 (ei étant possible d'après le théorème 13.1
du formulaire). En désignant toujours par P notre forme de
K[X1,...,Xm,Y 1,...,Ym−1]
I(ϕa(Em))
onstruite à la proposition 6.2, soit τ∗−yP la forme dénie par :
τ∗−yP := P
(
D(1)(X1, x1), . . . , D
(m)(Xm, xm), D
(m+1)(Y 1, y1), . . . ,
D(2m−1)(Y m−1, ym−1)
)
.
Lemme 7.1 Les oeients de τ∗−yP ∈ K[X1, . . . , Xm, Y 1, . . . , Y m−1] sont des
valeurs de formes deK[X ′1, . . . , X
′
m, Y
′
1, . . . , Y
′
m−1] au point (x1, . . . , xm, y1, . . . , ym−1).
Ces formes sont de multidegrés (2ε0δa
2
1, . . . , 2ε0δa
2
m, 2δ, . . . , 2δ) et la famille F1 on-
stituée de toutes es formes vérie pour toute plae v de K :
• si v est nie :
hv(F1) ≤ 2mvδa21 + hv(P )
• et si v est innie :
ℓv(F1) ≤ (2mv + 4)δa21 + ℓv(P ).
De plus F1 est de hauteur de Gauss-Weil majorée par :
h˜(F1) ≤ [14(η + 6)ε1 + 6η + 16]δa21 + o(δ).
Démonstration. Soit P ∈ K[X1, . . . , Xm, Y 1, . . . , Y m−1, X ′1, . . . , X ′m, Y ′1, . . . ,
Y ′m−1] la forme égale à :
P
(
D(1)(X1, X
′
1), . . . , D
(m)(Xm, X
′
m), D
(m+1)(Y 1, Y
′
1), . . . , D
(2m−1)(Y m−1, Y
′
m−1)
)
.
Il est ainsi lair qu'on a :
τ∗−yP = P
(
X1, . . . , Xm, Y 1, . . . , Y m−1, x1, . . . , xm, y1, . . . , ym−1
)
et don les oeients de τ∗−yP sont les valeurs des oeients des monmes en X,Y
de P -vus omme formes deK[X ′1, . . . , X
′
m, Y
′
1, . . . , Y
′
m−1]- au point (x1, . . . , xm, y1,
. . . , y
m−1). Par onséquent, les formes dont il s'agit dans le lemme 7.1 sont tout
simplement es oeients de P . Ces derniers sont eetivement des formes de
K[X ′1, . . . , X
′
m, Y
′
1, . . . , Y
′
m−1] de multidegrés (d
◦
X′1
P, . . . , d◦X′mP , d
◦
Y ′1
P , . . . , d◦Y ′m−1P )
et la famille F1 onstituant toutes es formes vérie lairement pour toute plae v de
K : hv(F1) = hv(P ) et ℓv(F1) ≤ ℓv(P ). Elle vérie -par onséquent- aussi h˜(F1) =
h˜(P ). La démonstration du lemme 7.1 s'ahève en démontrant que les degrés de P
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par rapport à X ′1, . . . , X
′
m, Y
′
1, . . . , Y
′
m−1 sont respetivement 2ε0δa
2
1, . . . , 2ε0δa
2
m,
2δ, . . . , 2δ et que les estimations du lemme 7.1 onernant les hauteurs et les longueurs
logarithmiques loales ainsi que la hauteur de Gauss-Weil sont valables même quand
F1 est remplaée par P . Pour les degrés, omme la forme P est de multidegré
(ε0δa
2
1, . . . , ε0δa
2
m, δ, . . . , δ) et que les formes D
(i) (i = 1, . . . , 2m− 1) sont toutes de
bidegré (2, 2), on a lairement :
d◦XiP = d
◦
X′i
P = 2ε0δa
2
i pour i = 1, . . . ,m et
d◦Y iP = d
◦
Y ′i
P = 2δ pour i = 1, . . . ,m− 1.
Par ailleurs quand v est une plae nie de K on a :
hv(P ) ≤ ε0δa21hv
(
D(1)
)
+ · · ·+ ε0δa2mhv
(
D(m)
)
+ δhv
(
D(m+1)
)
+ · · ·+ δhv
(
D(2m−1)
)
+ hv(P )
≤ 3mvε0δ
(
a21 + · · ·+ a2m
)
+ 3mvδ(m− 1) + hv(P )
≤ 3/2(1 + 1/48)mvδa21 + 3/49.mvδa21 + hv(P )
où ette dernière inégalité est obtenue en majorant ε0 par 1/2 et en utilisant (7.1)
et (7.2). D'où :
hv(P ) ≤ 2mvδa21 + hv(P ).
Ce qui entraîne l'estimation du lemme 7.1 pour hv(F1) (lorsque v est nie). Si
maintenant v est une plae innie de K, on a :
ℓv(P ) ≤ ε0δa21ℓv
(
D(1)
)
+ · · ·+ ε0δa2mℓv
(
D(m)
)
+ δℓv
(
D(m+1)
)
+ · · ·+ δℓv
(
D(2m−1)
)
+ ℓv(P )
≤ (3mv + 7)ε0δ
(
a21 + · · ·+ a2m
)
+ (3mv + 7)δ(m− 1) + ℓv(P )
≤ (2mv + 4)δa21 + ℓv(P )
où ette dernière inégalité est obtenue (omme dans le as v nie) en majorant ε0
par 1/2 et en utilisant (7.1) et (7.2). Ce qui entraîne aussi l'estimation du lemme
7.1 pour ℓv(F1) (lorsque v est innie). Il résulte de es deux estimations pour hv(P )
(quand v est nie) et ℓv(P ) (quand v est innie) qu'on a :
h˜(P ) ≤ (2η + 4)δa21 + h˜(P ) + o(δ).
En reportant nalement h˜(P ) par son estimation donnée à la proposition 6.2, on a :
h˜(P ) ≤ [14(η + 6)ε1 + 6η + 16]δa21 + o(δ).
Ce qui entraîne l'estimation du lemme 7.1 pour h˜(F1) et ahève ette démonstration.

Lemme 7.2 Pour tout (i1, . . . , im) ∈ Nm, les oeients de ∂(i1,...,im)(τ∗−yP )
∈ K[X1, . . . , Xm] sont des valeurs de formes de K[X ′, . . . , X ′m, Y ′1, . . . , Y ′m−1] au
point (x1, . . . , xm, y1, . . . , ym−1). Ces formes sont de multidegrés (2ε0δa
2
1, . . . , 2ε0δa
2
m,
2δ, . . . , 2δ) et pour T ∈ N, la famille F2 onstituée de telles formes, orrespondant
à tous les m-uplets (i1, . . . , im) ∈ Nm tels que i1 + · · ·+ im ≤ T satisfait pour toute
plae v de K :
• si v est nie :
hv(F2) ≤ 2mvT + 9mvδa21 + hv(P )
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• et si v est innie :
ℓv(F2) ≤ (2mv + 12)T + (9mv + 28)δa21 + hv(P ) + o(δ).
De plus F2 est de hauteur de Gauss-Weil majorée par :
h˜(F2) ≤ (2η + 12)T + [14(η + 6)ε1 + 13η + 40]δa21 + o(δ).
Démonstration. En érivant :
τ∗−yP =:
∑
m∈Γ
ρm.m
où Γ désigne un ensemble ni de monmes unitaires deK[X1, . . . , Xm, Y 1, . . . , Y m−1]
de multidegrés (2ε0δa
2
1, . . . , 2ε0δa
2
m, 2δ, . . . , 2δ), on a pour tout (i1, . . . , im) ∈ Nm :
∂(i1,...,im)(τ∗−yP ) =
∑
m∈Γ
ρm.∂
(i1,...,im)m.
D'où, en gardant les notations du lemme 7.1 :
hv(F2) ≤ hv(F1) + hv
(
∂(i1,...,im)m,m ∈ Γ, i1 + · · ·+ im ≤ T
)
lorsque v est une plae nie de K et :
ℓv(F2) ≤ ℓv(F1) + ℓv
(
∂(i1,...,im)m,m ∈ Γ, i1 + · · ·+ im ≤ T
)
+ log ardΓ
lorsque v est une plae innie de K. En utilisant maintenant les estimations du
lemme 5.2 pour les hauteurs et longueurs logarithmiques loales de la famille
{∂(i1,...,im)m,m ∈ Γ, i1 + · · · + im ≤ T } et les estimations du lemme 7.1 pour les
hauteurs et longueurs logarithmiques loales de la famille F1, on a :
• si v est une plae nie de K :
hv(F2) ≤ 2mvδa21 + hv(P ) +
[
2T +
m−1∑
i=1
6(a2i + 1)δ
]
mv
≤ 2mvT + 9mvδa21 + hv(P )
où ette dernière inégalité est obtenue grâe à la majoration : a21 + · · · + a2m−1 +
m− 1 ≤ (1 + 1/24)a21. L'estimation du lemme 7.2 pour hv(F2) -lorsque v est nie-
est alors démontrée.
• Et si v est une plae innie de K :
ℓv(F2) ≤ (2mv + 4)δa21 + ℓv(P ) +
[
2T +
m−1∑
i=1
6(a2i + 1)δ
]
mv + 12T
+ 2ε0δ
(
a21 + · · ·+ a2m
)
+
m−1∑
i=1
(22a2i + 18)δ + log ardΓ
≤ (2mv + 12)T + [2mv + 4 + 6(1 + 1/24)mv + 22(1 + 1/24) + 1 + 1/48]δa21
+ hv(P ) + o(δ)
≤ (2mv + 12)T + (9mv + 28)δa21 + hv(P ) + o(δ)
où l'avant dernière inégalité est obtenue en utilisant les majorations : a21 + · · · +
a2m−1 +m− 1 ≤ (1 + 1/24)a21, ε0 ≤ 1/2, a21 + · · ·+ a2m ≤ (1 + 1/48)a21 et ℓv(P ) ≤
hv(P )+o(δ) et en remarquant que log ardΓ = o(δ). Ce qui montre alors l'estimation
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du lemme 7.2 pour ℓv(F2) (dans le as v innie) aussi. On déduit ainsi pour la
hauteur de Gauss-Weil de la famille F2 la majoration suivante :
h˜(F2) ≤ (2η + 12)T + [14(η + 6)ε1 + 13η + 40]δa21 + o(δ).
Cei ahève ette démonstration. 
Lemme 7.3 Pour tout T ∈ N, la famille des formes ∂(i1,...,im)(τ∗−yP ), i1+· · ·+im ≤
T est de hauteur logarithmique loale hv majorée par :
2mvT + 9mvδa
2
1 + hv(P ) + 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+ 2δ
(
hv(y1) + · · ·+ hv(ym−1)
)
lorsque v est une plae nie de K et par :
(2mv + 12)T + (9mv + 28)δa
2
1 + hv(P ) + 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+ 2δ
(
hv(y1) + · · ·+ hv(ym−1)
)
+ o(δ)
lorsque v est une plae innie de K.
De plus elle est de hauteur de Gauus-Weil majorée par :
(2η + 12)T + [4m(ε0 + 2α)h(x1) + 14(η + 6)ε1 + (5η + 27)α+ 13η + 40]δa
2
1
+ o(δ).
Démonstration. Chaque oeient c de l'une des formes ∂(i1,...,im)(τ∗−yP ),
i1 + · · ·+ im ≤ T s'érit d'après le lemme 7.2 :
c =
∑
1
γc(α1, . . . , αm, β1, . . . , βm−1)x1
α1 . . . xm
αmy
1
β
1 . . . y
m−1
β
m−1
où la somme
∑
1 porte sur tous les triplets α1, . . . , αm, β1, . . . , βm−1 de N
3
satis-
faisant : | α1 |= 2ε0δa21, . . . , | αm |= 2ε0δa2m, | β1 |=| β2 |= · · · =| βm−1 |= 2δ
et pour tout c, la famille {γc(α1, . . . , αm, β1, . . . , βm−1), α1, . . . , αm, β1, . . . , βm−1},
formée de nombres de K, est de hauteur logarithmique loale v-adique ≤ hv(F2) ≤
2mvT + 9mvδa
2
1 + hv(P ) lorsque v est une plae nie de K et de longueur loga-
rithmique loale v-adique ≤ ℓv(F2) ≤ (2mv +12)T + (9mv +28)δa21+ hv(P ) + o(δ)
lorsque v est une plae innie de K. On a alors pour toute plae v de K :
• si v est nie :
hv(c) ≤ hv(F2) + 2ε0δa21hv(x1) + · · ·+ 2ε0δa2mhv(xm)
+ 2δ
(
hv(y1) + · · ·+ hv(ym−1)
)
≤ 2mvT + 9mvδa21 + hv(P ) + 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+ 2δ
(
hv(y1) + · · ·+ hv(ym−1)
) (7.6)
• et si v est innie :
hv(c) ≤ ℓv(F2) + 2ε0δa21hv(x1) + · · ·+ 2ε0δa2mhv(xm)
+ 2δ
(
hv(y1) + · · ·+ hv(ym−1)
)
≤ (2mv + 12)T + (9mv + 28)δa21 + hv(P )
+ 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+ 2δ
(
hv(y1) + · · ·+ hv(ym−1)
)
+ o(δ).
(7.7)
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Les estimations loales du lemme 7.3 suivent lairement de (7.6) et (7.7) puisque es
dernières sont valables pour tout oeient c de l'une des formes ∂(i1,...,im)(τ∗−yP ), i1+
· · ·+ im ≤ T . On déduit aussi de (7.6) et (7.7) que la hauteur de Gauss-Weil de la
famille des formes {∂(i1,...,im)(τ∗−yP ), i1 + · · ·+ im ≤ T } est majorée par :
h˜
(
∂(i1,...,im)(τ∗−yP ), i1 + · · ·+ im ≤ T
)
≤ (2η + 12)T
+ (9η + 28)δa21 + h˜(P ) + 2ε0δ
(
a21h(x1) + · · ·+ a2mh(xm)
)
+ 2δ (h(y1) + · · ·+ h(ym−1)) + o(δ).
(7.8)
En utilisant maintenant les majorations (7.4), on a :
a21h(x1) + · · ·+ a2mh(xm) ≤ 2ma21h(x1) (7.9)
et en utilisant les majorations (7.5), on a :
h(y1) + . . .+ h(ym−1) ≤ α
[(
a21h(x1) + · · ·+ a2m−1h(xm−1)
)
+(m− 1)h(xm) + (3/4η + 5)(a21 + · · ·+ a2m−1 +m− 1)
]
+ (3/2η + 8)(m− 1)
≤ α [(4m− 5)a21h(x1) + (3/4η + 5)(1 + 1/24)a21]
+ (3/2η + 8)(1 + 1/48)αa21
≤ α [4mh(x1) + 5/2η + 27/2]a21
(7.10)
où l'avant dernière inégalité est obtenue grâe aux majorations (7.4), la majoration
a21+· · ·+a2m−1+m−1 ≤ (1+1/24)a21 et la majoration (7.3). En reportant nalement
les deux majorations (7.9) et (7.10) ainsi que l'estimation de h˜(P ) donnée par la
proposition 6.2 dans (7.8) on obtient nalement :
h˜
(
∂(i1+···+im)(τ∗−yP ), i1 + · · ·+ im ≤ T
)
≤ (2η + 12)T + [4m(ε0 + 2α)h(x1)
+14(η + 6)ε1 + (5η + 27)α+ 13η + 40]δa
2
1 + o(δ)
e qui ahève ette démonstration. 
8 Extrapolation
Soit pour toute la suite de e texte ε un réel stritement positif assez petit. Les
paramètres ε0, ε1 et α seront hoisis à la n en fontion de ε,D,m et η. Par ailleurs,
dans le but de démontrer les théorèmes prinipaux 2.1, 2.2 et 2.3, introduisons S un
ensemble ni de plaes sur K et (λv)v∈S une famille de réels positifs satisfaisants :∑
v∈S
[Kv : Qv]
[K : Q]
λv = 1.
Outre les hypothèses des 6 et 7 préédents, on fait, dans le présent paragraphe,
les hypothèses supplémentaires suivantes :
H3 : 4m(ε0 + 2α) ≤ εε1.
H4 : ĥ(x1) ≥ 1
εε1
{(28η + 176)ε1 + (7η + 36)α+ (18η + 54)}+ 3
4
η + 5.
H5 : (l'hypothèse prinipale)
∀i ∈ {1, . . . ,m} , ∀v ∈ S : distv(xi,0) < e−λvεh(xi)−2mv−cv ,
où cv est une onstante dépendant de v déja introduite au 2, qui vaut 0 si v est
nie et 16 si v est innie.
30
Proposition 8.1 On a :
Ωa(τ
∗−yP )(x1, . . . , xm) =
∑
i1≥0,...,im≥0
fi1,...,imu
i1
1 . . . u
im
m
où les fi1,...,im :=
∂(i1,...,im)(τ∗−yP )(x1,...,xm)
∆(x1)
f(i1)...∆(xm)
f(im)
, (i1, . . . , im) ∈ Nm sont des nombres de
K, nuls pour i = (i1, . . . , im) ∈ Tδ et vériant pour tout i ∈ Nm et pour toute plae
v ∈ S :
| fi |v ≤ exp
{
9mvδa
2
1 + hv(P ) + 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+2δ
(
hv(y1) + · · ·+ hv(ym−1)
)} (
e2mv
)i1+···+im
si v est nie et :
| fi |v ≤ exp
{
(9mv + 28)δa
2
1 + hv(P ) + 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+2δ
(
hv(y1) + · · ·+ hv(ym−1)
)
+ o(δ)
} (
e2mv+13
)i1+···+im
si v est innie.
Démonstration. Le fait que les fi (i ∈ Nm) sont nuls pour i ∈ Tδ vient de
e que notre forme P satisfait -par onstrution même- la ondition d'annulation :
Ωa(P )(0, . . . , 0) ∈ qδ. Par ailleurs, érivons pour un (i1, . . . , im) ∈ Nm :
∂(i1,...,im)(τ∗−yP )(X1, . . . , Xm) =
∑
|α1|=d1,...,|αm|=dm
λ(α1, . . . , αm)X1
α1 . . . Xm
αm
où d1, . . . , dm sont les degrés de la forme ∂
(i1,...,im)(τ∗−yP ) par rapport à X1, . . . , Xm
respetivement et la famille{λ(α1, . . . , αm), α1, . . . , αm}, onstituée de nombres de
K, de hauteur logarithmique v-adique (pour une plae quelonque v de K) majorée
par le lemme 7.3. En spéialisant (X1, . . . , Xm) en (x1, . . . , xm) on a :
∂(i1,...,im)(τ∗−yP )(x1, . . . , xm) =
∑
|α1|=d1,...,|αm|=dm
λ(α1, . . . , αm)x1
α1 . . . xm
αm .
D'où, pour toute plae v ∈ S :
| ∂(i1,...,im)(τ∗−yP )(x1, . . . , xm) |v
≤
{
max {| λ(α1, . . . , αm) |v, α1, . . . , αm} .
∏m
i=1max|αi|=di | xiαi |v si v ∤∞
max {| λ(α1, . . . , αm) |v, α1, . . . , αm} .
∏m
i=1
∑
|αi|=di | xi
αi |v si v | ∞
.
En utilisant le lemme 7.3 pour majorer max{| λ(α1, . . . , αm) |v, α1, . . . , αm} et le
lemme 14.8 pour majorer les deux quantités
∏m
i=1max|αi|=di | xiαi |v (lorsque v est
nie) et
∏m
i=1
∑
|αi|=di | xi
αi |v (lorsque v est innie) 2 on aura pour toute plae
v ∈ S :
| ∂(i1,...,im)(τ∗−yP )(x1, . . . , xm) |v ≤ exp
{
2mv(i1 + · · ·+ im) + 9mvδa21
+ hv(P ) + 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+2δ
(
hv(y1) + · · ·+ hv(ym−1)
)}
(8.1)
2
Le lemme 14.8 de l'appendie majore les deux quantités
∏
m
i=1 max|αi|=di
| x
i
αi |
v
(lorsque v
est nie) et
∏
m
i=1
∑
|αi|=di
| x
i
αi |
v
(lorsque v est innie) par 1 et e
m ≤ eo(δ) respetivement.
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si v est nie et :
| ∂(i1,...,im)(τ∗−yP )(x1, . . . , xm) |v ≤ exp
{
(2mv + 12)(i1 + · · ·+ im)
+ (9mv + 28)δa
2
1 + hv(P ) + 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+2δ
(
hv(y1) + · · ·+ hv(ym−1)
)
+ ◦(δ)
}
(8.2)
si v est innie.
D'autre part, on a aussi d'après le lemme 14.8 de l'appendie pour toute plae
v ∈ S :
1
| ∆(x1)f(i1) . . .∆(xm)f(im) |v
≤
{
1 si v ∤∞√
e
f(i1)+···+f(im) ≤ ei1+···+im si v | ∞ . (8.3)
La proposition 8.1 suit nalement des trois majorations (8.1), (8.2) et (8.3) puisqu'on
a pour tout (i1, . . . , im) ∈ Nm et toute plae v ∈ S :
| fi1,...,im |v = | ∂(i1,...,im)(τ∗−yP )(x1, . . . , xm) |v.
1
| ∆(x1)f(i1) . . .∆(xm)f(im) |v
.
La démonstration est ahevée. 
Corollaire 8.2 Pour toute plae v ∈ S, la série de la proposition 8.1 est absolument
onvergente en valeur absolue v-adique dès que :
| ui |v <
{
e−2mv si v est nie
e−2mv−13 si v est innie
i = 1, . . . ,m.
En partiulier, pour toute plae v ∈ S, la série sus-itée onverge absolument en
valeur absolue v-adique au voisinage du point (−x1, . . . ,−xm).
Démonstration. Etant donné une plae v ∈ S, la ondition susante pour
la onvergene absolue v-adique de la série de la proposition 8.1 est laire et en-
traine -d'après l'hypothèse prinipale H5 et la propriété ii) du 2 pour la distane
distv- la onvergene absolue v-adique de ette même série au voisinage du point
(−x1, . . . ,−xm). 
Lemme 8.3 On a :
Ωa(τ
∗−yP )(0, . . . , 0) =
∑
i1≥0,...,im≥0
gi1,...,imu
i1
1 . . . u
im
m
où les gi1,...,im := ∂
(i1,...,im)(τ∗−yP )(0, . . . 0), (i1, . . . , im) ∈ Nm sont des nombres
algébriques de K satisfaisant, pour toute plae v ∈ S, l'identité au sens v-adique :
∀ℓ = (ℓ1, . . . , ℓm) ∈ Nm :
gℓ =
∑
i1≥ℓ1,...,im≥ℓm
i6∈Tδ
fi1,...,im
(
i1
ℓ1
)
. . .
(
im
ℓm
)
(−x1)i1−ℓ1 . . . (−xm)im−ℓm
dont la série du membre droit est v-adiquement absolument onvergente.
Démonstration. Le fait que :
Ωa(τ
∗−yP )(0, . . . , 0) =
∑
i1≥0,...,im≥0
gi1,...,imu
i1
1 . . . u
im
m
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ave les gi1,...,im := ∂
(i1,...,im)(τ∗−yP )(0, . . . 0), (pour (i1, . . . , im) ∈ Nm vient im-
médiatement de l'appliation du orollaire 5.3 pour P1 = τ
∗−yP , en spéialisant
(X1, . . . , Xm) à (0 , . . ., 0). Par ailleurs soit v une plae xée de S et posons S la
série de la proposition 8.1 :
S := Ωa(τ∗−yP )(x1, . . . , xm) =
∑
i1≥0,...,im≥0
fi1,...,imu
i1
1 . . . u
im
m.
Comme d'après le orollaire 8.2, S est v-adiquement onvergente au voisinage de
(−x1, . . . ,−xm), alors quand le point (u1, . . . , um) de Cmv est susamment prohe
de (0, . . . , 0) on a au sens v-adique :
Ωa(τ
∗−yP )(0, . . . , 0)(u1, . . . , um)
= Ωa(τ
∗−yP )(x1, . . . , xm)(−x1 + u1, . . . ,−xm + um)
= S(−x1 + u1, . . . ,−xm + um)
=
∑
i1≥0,...,im≥0
1
i1! . . . im!
∂(i1+···+im)S
∂u1i1 . . . ∂umim
(−x1, . . . ,−xm).ui11 . . . uimm.
D'où, par identiation, pour tout (i1, . . . , im) ∈ Nm :
gi1,...,im =
1
i1! . . . im!
∂(i1+···+im)S
∂u1i1 . . . ∂umim
(−x1, . . . ,−xm). (8.4)
Du fait que la série S onverge absolument -au sens v-adique- au voisinage du point
(−x1, . . . ,−xm), ses dérivées partielles de tout ordre le seront aussi et on peut
intervertir, en dérivant S, la sommation et la dérivation. On obtient ainsi : pour
tout ℓ = (ℓ1, . . . , ℓm) ∈ Nm :
gℓ =
1
ℓ1! . . . ℓm!
∂|ℓ|S
∂u1ℓ1 . . . ∂umℓm
(−x1, . . . ,−xm)
=
∑
i1≥ℓ1,...,im≥ℓm
fi1,...,im
(
i1
ℓ1
)
. . .
(
im
ℓm
)
(−x1)i1−ℓ1 . . . (−xm)im−ℓm
=
∑
i1≥ℓ1,...,im≥ℓm
i6∈Tδ
fi1,...,im
(
i1
ℓ1
)
. . .
(
im
ℓm
)
(−x1)i1−ℓ1 . . . (−xm)im−ℓm
où ette dernière égalité tient du fait que les fi1,...,im sont nuls pour (i1, . . . , im) ∈ Tδ.
La démonstration est ahevée. 
Proposition 8.4 On a : gℓ = 0, ∀ℓ ∈ Tδ/2.
Démonstration. Proédons par l'absurde, 'est-à-dire supposons que pour un
ertain ℓ ∈ Tδ/2 on ait gℓ 6= 0. Ainsi, omme gℓ ∈ K, gℓ doit satisfaire la formule du
produit : ∑
v∈MK
[Kv : Qv]
[K : Q]
log | gℓ |v = 0. (8.5)
Nous allons montrer que (8.5) ne peut pas avoir lieu et ei en majorant son membre
gauhe par une quantité stritement négative. Majorons, pour toute plae v sur K,
le nombre log | gℓ |v. Pour e faire on distingue les quatres as suivants :
1
er
as : (si v ∈ S et v est nie)
Dans e premier as on utilise l'identité du lemme 8.3 pour majorer log | gℓ |v. Cette
dernière montre qu'on a :
| gℓ |v ≤ max
i≥ℓ
i6∈Tδ
{
| fi |v.| x1 |vi1−ℓ1 . . . | xm |vim−ℓm
}
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où i ≥ ℓ veut dire in ≥ ℓn ∀n ∈ {1, . . . ,m}. Puis en utilisant la majoration de la
proposition 8.1 pour les | fi |v (i ∈ Nm) on obtient :
| gℓ |v ≤ exp
{
9mvδa
2
1 + hv(P ) + 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+2δ
(
hv(y1) + · · ·+ hv(ym−1)
)}
× max
i≥ℓ
i6∈Tδ
{
(e2mv )i1+···+im | x1 |vi1−ℓ1 . . . | xm |vim−ℓm
}
.
En faisant maintenant -dans le maximum du membre de droite de ette dernière
inégalité- le hangement d'indie j = i − ℓ et en remarquant que pour tout i ≥ ℓ :
i 6∈ Tδ ⇒ j 6∈ Tδ/2 (ar ℓ ∈ Tδ/2), on a -a fortiori- l'inégalité :
| gℓ |v ≤ exp
{
9mvδa
2
1 + hv(P ) + 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+2δ
(
hv(y1) + · · ·+ hv(ym−1)
)}
.(e2mv )|ℓ|
× max
j 6∈Tδ/2
{
(e2mv )|j|
m∏
k=1
| xk |vjk
}
.
Or, d'après notre hypothèse prinipale H5 et la propriété ii) du 2 pour la distane
distv, on a bien pour tout k ∈ {1, . . . ,m} :
| xk |v < e−λvεh(xk)−2mv .
On obtient, grâe à es dernières inégalités :
| gℓ |v ≤ exp
{
9mvδa
2
1 + hv(P ) + 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+2δ
(
hv(y1) + · · ·+ hv(ym−1)
)}
.(e2mv )|ℓ|
× max
j 6∈Tδ/2
e−ελv{
∑m
k=1 jkh(xk)}.
D'où, en passant aux logarithmes :
log | gℓ |v ≤ 9mvδa21 + hv(P ) + 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+ 2δ
(
hv(y1) + · · ·+ hv(ym−1)
)
+ 2mv | ℓ |
− ελv min
j 6∈Tδ/2
{
m∑
k=1
jkh(xk)
}
.
Remarquons maintenant que pour tout j 6∈ Tδ/2 ('est-à-dire : j1a21 + · · · +
jm−1
a2m−1
+
jm
m−1 >
7
2ε1δ) on a :
j1h(x1) + · · ·+ jmh(xm)
≥ j1
a21
(
a21h(x1)
)
+ · · ·+ jm−1
a2m−1
(
a2m−1h(xm−1)
)
+
jm
m− 1
(
a2mh(xm)
)
≥ j1
a21
(
1
2
a21h(x1)
)
+ · · ·+ jm−1
a2m−1
(
1
2
a21h(x1)
)
+
jm
m− 1
(
1
2
a21h(x1)
)
≥ 1
2
a21h(x1)
(
j1
a21
+ · · ·+ jm−1
a2m−1
+
jm
m− 1
)
≥ 7
4
ε1δa
2
1h(x1).
(8.6)
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En utilisant (8.6) et en majorant | ℓ | par :
| ℓ | ≤ a21
(
ℓ1
a21
+ · · ·+ ℓm−1
a2m−1
+
ℓm
m− 1
)
≤ a21.7
2
ε1δ =
7
2
ε1δa
2
1
(ar ℓ ∈ Tδ/2), on aura nalement :
(a) log | gℓ |v ≤
[
−7
4
λvεε1h(x1) + (7ε1 + 9)mv
]
δa21 + hv(P )
+ 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+ 2δ
(
hv(y1) + · · ·+ hv(ym−1)
)
.
2
ème
as : (si v ∈ S et v est innie)
On suit exatement la même méthode que elle du premier as, sauf qu'ii le fait
que v est innie apporte un petit hangement sur la majoration de log | gℓ |v par
rapport au premier as. L'identité du lemme 8.3 donne la majoration :
| gℓ |v ≤
∑
i≥ℓ
i 6∈Tδ
| fi |v.2i1+···+im .| x1 |v
i1−ℓ1 . . . | xm |vim−ℓm .
En utilisant ensuite la majoration de la proposition 8.1 pour les | fi |v (i ∈ Nm) on
obtient :
| gℓ |v ≤ exp
{
(9mv + 28)δa
2
1 + hv(P ) + 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+2δ
(
hv(y1) + · · ·+ hv(ym−1)
)
+ o(δ)
}
×
∑
i≥ℓ
i6∈Tδ
(
2e2mv+13
)i1+···+im | x1 |vi1−ℓ1 . . . | xm |vim−ℓm .
En faisant le hangement d'indie j = i − ℓ dans la somme intervenant dans le
deuxième membre de ette dernière inégalité, grâe à la remarque faite au premier
as, on obtient -a fortiori- l'inégalité :
| gℓ |v ≤ exp
{
(9mv + 28)δa
2
1 + hv(P ) + 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+2δ
(
hv(y1) + · · ·+ hv(ym−1)
)
+ o(δ)
}
.
(
2e2mv+13
)|ℓ|
×
∑
j 6∈Tδ/2
{(
2e2mv+13
)|j| m∏
k=1
| xk |vjk
}
.
Or, d'après notre hypothèse prinipale H5 et la propriété ii) du 2 pour la distane
distv, on a bien pour tout k ∈ {1, . . . ,m} :
| xk |v < e−λvεh(xk)−2mv−16.
Grâe à es dernières inégalités on obtient :
| gℓ |v ≤ exp
{
(9mv + 28)δa
2
1 + hv(P ) + 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+2δ
(
hv(y1) + · · ·+ hv(ym−1)
)
+ o(δ)
}
.
(
2e2mv+13
)|ℓ|
×
∑
j 6∈Tδ/2
(
2
e3
)|j|
e−ελv{
∑m
k=1 jkh(xk)}.
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D'une part, d'après (8.6) : pour tout j 6∈ Tδ/2 on a :
∑m
k=1 jkh(xk) ≥ 74ε1δa21h(x1)
et d'autre part, omme :
j 6∈ Tδ/2 =⇒| j |= j1 + · · ·+ jm ≥ j1
a21
+ · · ·+ jm−1
a2m−1
+
jm
m− 1 >
7
2
ε1δ,
on a : ∑
j 6∈Tδ/2
(
2
e3
)|j|
≤
∑
j/|j|≥ 72 ε1δ
(
2
e3
)|j|
≤
∑
j≥ 72 ε1δ
(
j +m− 1
m− 1
)(
2
e3
)j
(en posant j =| j |)
≤
∑
j≥ 72 ε1δ
2j+m−1
(
2
e3
)j
≤ 2m−1
∑
j≥ 72 ε1δ
(
4
e3
)j
≤ 2m−1
(
4
e3
) 7
2 ε1δ 1
1− 4e3
puis : ∑
j 6∈Tδ/2
(
2
e3
)|j|
≤ 2m
(
4
e3
) 7
2 ε1δ
(ar
1
1− 4e3
< 2)
≤ eo(δ).
La dernière estimation pour | gℓ |v entraîne alors qu'on a :
| gℓ |v ≤ exp
{
(9mv + 28)δa
2
1 + hv(P ) + 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+2δ
(
hv(y1) + · · ·+ hv(ym−1)
)
+ o(δ)
}
.
(
2e2mv+13
)|ℓ|
. e−
7
4λvεε1δa
2
1h(x1).
D'où, en passant aux logarithmes et en majorant | ℓ | par 72ε1δa21 (omme dans le
premier as) et
7
2 (13 + log 2) par 48, on aura nalement :
(b) log | gℓ |v ≤
[
−7
4
λvεε1h(x1) + (7ε1 + 9)mv + 48ε1 + 28
]
δa21 + hv(P )
+ 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+ 2δ
(
hv(y1) + · · ·+ hv(ym−1)
)
+ o(δ).
3
ème
as : (si v 6∈ S et v est nie)
Dans les deux as restants, on majore naïvement le nombre log | gℓ |v, 'est-à-dire
on utilise l'identité de dénition :
gℓ := ∂
ℓ (τ∗−yP ) (0, . . . , 0)
qui montre que gℓ est un oeient de la forme ∂
ℓ(τ∗−yP ), par suite on a évidemment :
log | gℓ |v = hv(gℓ) ≤ hv
(
∂ℓ(τ∗−yP )
)
.
En majorant maintenant hv
(
∂ℓ(τ∗−yP )
)
à l'aide du lemme 7.3 on obtient (omme v
est nie) :
log | gℓ |v ≤ 2mv | ℓ | +9mvδa21 + hv(P ) + 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+ 2δ
(
hv(y1) + · · ·+ hv(ym−1)
)
.
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Et en majorant nalement | ℓ | par 72ε1δa21 -omme dans le premier et le seond as-
il vient :
(c) log | gℓ |v ≤ (7ε1 + 9)mvδa21 + hv(P ) + 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+ 2δ
(
hv(y1) + · · ·+ hv(ym−1)
)
.
4
ème
as : (si v 6∈ S et v est innie)
Comme dans le troisième as, on a :
log | gℓ |v ≤ hv
(
∂ℓ(τ∗−yP )
)
≤ (2mv + 12) | ℓ | +(9mv + 28)δa21 + hv(P )
+ 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+ 2δ
(
hv(y1) + · · ·+ hv(ym−1)
)
+ o(δ),
où la dernière inégalité provient du lemme 7.3.
Il ne reste qu'à majorer | ℓ | par 72ε1δa21 (omme dans les as préédents) pour
obtenir :
log | gℓ |v ≤ [(7ε1 + 9)mv + (42ε1 + 28)] δa21 + hv(P )
+ 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+ 2δ
(
hv(y1) + · · ·+ hv(ym−1)
)
+ o(δ).
Et a fortiori :
(d) log | gℓ |v ≤ [(7ε1 + 9)mv + (48ε1 + 28)] δa21 + hv(P )
+ 2ε0δ
(
a21hv(x1) + · · ·+ a2mhv(xm)
)
+ 2δ
(
hv(y1) + · · ·+ hv(ym−1)
)
+ o(δ).
En majorant maintenant la somme
∑
v∈MK
[Kv :Qv]
[K:Q] log | gℓ |v à l'aide des inégalités
(a), (b), (c) et (d) -selon le as orrespondant à haque plae v- et en remarquant
les égalités :∑
v∈S
[Kv : Qv]
[K : Q]
λv = 1 (qui est une hypothèse),∑
v∈S
[Kv : Qv]
[K : Q]
ηv =: η,
∑
v∈MK
[Kv : Qv]
[K : Q]
hv(P ) =: h˜(P ),∑
v∈MK
[Kv : Qv]
[K : Q]
hv(xi) =: h(xi) (∀i ∈ {1, . . . ,m}),∑
v∈MK
[Kv : Qv]
[K : Q]
hv(yi) =: h(yi) (∀i ∈ {1, . . . ,m− 1})
et
∑
v∈M∞K
[Kv : Qv]
[K : Q]
= 1,
on obtient :∑
v∈MK
[Kv : Qv]
[K : Q]
log | gℓ |v ≤
[
−7
4
εε1h(x1) + (7ε1 + 9)η + (48ε1 + 28)
]
δa21
+ h˜(P ) + 2ε0δ
(
a21h(x1) + · · ·+ a2mh(xm)
)
+ 2δ(h(y1) + · · ·+ h(ym−1)) + o(δ).
En majorant nalement dans le deuxième membre de ette dernière inégalité h˜(P )
par son estimation donnée à la proposition 6.2 qui est :
h˜(P ) ≤ [14(η + 6)ε1 + 4η + 12]δa21 + o(δ),
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a21h(x1) + · · · + a2mh(xm) par 2ma21h(x1) (d'après (7.9)) et h(y1) + · · · + h(ym−1)
par α[4mh(x1) +
5
2η +
27
2 ]a
2
1 (d'après (7.10)), on a :∑
v∈MK
[Kv : Qv]
[K : Q]
log | gℓ |v ≤ [(4m(ε0 + 2α)− 7/4.εε1)h(x1) + (21η + 132)ε1
+ (5η + 27)α+ (13η + 40)]δa21 + o(δ).
Or, d'après (8.5) le premier membre de ette inégalité est nul ; don on doit avoir :[(
4m(ε0 + 2α)− 7
4
εε1
)
h(x1) + (21η + 132)ε1 + (5η + 27)α+ (13η + 40)
]
δa21+o(δ) ≥ 0.
En divisant les deux membres de ette dernière inégalité par δa21 et en faisant tendre
δ vers l'inni on aura :(
4m(ε0 + 2α)− 7
4
εε1
)
h(x1) + (21η + 132)ε1 + (5η + 27)α+ (13η + 40) ≥ 0;
'est-à-dire :(
7
4
εε1 − 4m(ε0 + 2α)
)
h(x1) ≤ (21η + 132)ε1 + (5η + 27)α+ (13η + 40).
Comme maintenant -d'après l'hypothèse H3- on a :
7
4εε1 − 4m(ε0 + 2α) ≥ 34εε1 on
déduit de ette dernière inégalité :
h(x1) ≤ 1
εε1
4
3
{(21η + 132)ε1 + (5η + 27)α+ (13η + 40)}
<
1
εε1
{(28η + 176)ε1 + (7η + 36)α+ (18η + 54)} .
En utilisant nalement le théorème 13.14 du formulaire il vient :
ĥ(x1) ≤ h(x1) + 3
4
η + 5
<
1
εε1
{(28η + 176)ε1 + (7η + 36)α+ (18η + 54)}+ 3
4
η + 5.
Ce qui ontredit l'hypothèse H4 et ahève ette démonstration. 
Notons respetivement par −x1, . . . ,−xm les opposés des points x1, . . . ,xm de
E et par −x1 := (−x1 : 1 : −z1), . . . ,−xm := (−xm : 1 : −zm) leurs représentants
dans P2.
Corollaire 8.5 Notre forme Q de K[X1, . . . , Xm] dénie au 6 par :
Q(X1, . . . , Xm) := P
(
X1, . . . , Xm, D
(
F (a1)(X1), Xm
)
, . . . , D
(
F (am−1)(Xm−1), Xm
))
est non identiquement nulle modulo I(Em), de multidegré ((2 + ε0)δa
2
1, . . . , (2 +
ε0)δa
2
m−1,
(2m− 2+ ε0)δ), satisfait τm(Q)(−x1, . . . ,−xm) ∈ qδ/2 et est de hauteur de Gauss-
Weil majorée par :
h˜(Q) ≤ [14(η + 6)ε1 + 8η + 22] δa21 + o(δ).
Démonstration. Le fait que Q est une forme de K[X1, . . . , Xm] non identique-
ment nulle modulo l'idéal I(Em), de multidegré ((2+ε0)δa
2
1, . . . , (2+ε0)δa
2
m−1, (2m−
2+ ε0)δ) et de hauteur de Gauss-Weil majorée par [14(η+6)ε1+8η+22]δa
2
1+ ◦(δ)
suit du orollaire 6.3. Par ailleurs la proposition 8.4 est équivalente à dire que
Ωa(τ
∗−yP )(0, . . . , 0) ∈ qδ/2 e qui est équivalent à dire aussi que τm(Q)(−x1, . . . ,−xm)
∈ qδ/2. Cei ahève la démonstration du orollaire 8.5. 
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9 Inégalité de la hauteur à la Vojta
Le théorème qui va suivre s'énone à l'aide des paramètres ε0, ε1, α et m et sous
les ontraintes énonées dans les 6 et 8. Nous hoisirons ensuite les paramètres
ε0, ε1 et α en fontion de ε et m pour en déduire un théorème ne dépendant que
des paramètres ε,m et des paramètres liés à la ourbe elliptique E.
9.1 Premier théorème :
Théorème 9.1 Soit E une ourbe elliptique dénie sur un orps de nombres K
de degré D, plongée dans P2 à la Weierstrass, d'équation projetive Y 2Z = 4X3 −
g2XZ
2 − g3Z3 (g2, g3 ∈ K) et d'élément neutre (en tant que groupe) le point à
l'inni 0 représenté dans P2 par les oordonnées projetives (0 : 1 : 0). On munit
E de la hauteur de Néron-Tate, notée ĥ := | . |2, et on se permet de plonger E(Q)
dans l'espae eulidien E(Q)⊗ R. Soient aussi S un ensemble ni de plaes de K,
mv (v ∈ MK) et η les réels positifs dénis au 2 et (λv)v∈S une famille de réels
positifs satisfaisant : ∑
v∈S
[Kv : Qv]
[K : Q]
λv = 1.
Soient enn ε un réel stritement positif, m un entier ≥ 2 et ε0, ε1, α des réels
positifs satisfaisant les ontraintes des 6 et 8, 'est-à-dire :
ε0 ≤ 1/2, m− 1
m!
(
7
3
)m
εm1
ε0(m+ ε0)(1 + ε)m−2
≤ 1
2
et 4m(ε0 + 2α) ≤ εε1.
Pour tout m-uplet (x1, . . . ,xm) ∈ Em satisfaisant :
cos(xi,xj) ≥ 1− α
4
∀i, j = 1, . . . ,m,
ĥ(xm) ≥ ĥ(xm−1) ≥ · · · ≥ ĥ(x1) ≥
(
6m2
ε1
)m
[(71ε1 + 55)η + 800ε1 + 272]
et distv(xi,0) < e
−λvεh(xi)−2mv−cv (∀i ∈ {1, . . . ,m}, ∀v ∈ S)
on a l'une au moins des inégalités suivantes :
ĥ(x2) <
√
2
(
6m2
ε1
)m
ĥ(x1)
.
.
.
ĥ(xm−1) <
√
2
(
6m2
ε1
)m
ĥ(xm−2)
ĥ(xm) <
√
2(m− 1)
(
6m2
ε1
)m
ĥ(xm−1) .
La démonstration de e théorème utilise un lemme de Roth sur une puissae d'une
ourbe elliptique. On utilise ii le théorème suivant qui est une onséquene du
lemme de Roth de [Far℄ :
Théorème 9.2 Soit E une ourbe elliptique dénie sur un orps de nombres K,
plongée à la Weierstrass dans le plan projetif P2 et d'équation projetive : Y 2Z =
4X3 − g2XZ2 − g3Z3 (g2, g3 ∈ K). On prend la variable X omme paramètre pour
E au voisinage du point à l'inni 0 de E, représenté dans P2 par (0 : 1 : 0), qu'on
onsidère aussi omme élément neutre de E et on pose η := h(1 : g2 : g3). Soient
aussi m ≥ 2 un entier positif, ε′ un réel stritement positif, δ = (δ1, . . . , δm) ∈
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N∗m et x1, . . . ,xm des points de E(K) représentés respetivement dans P2 par les
systèmes de oordonnées projetives : x1 = (x1 : 1 : z1), . . . , xm = (xm : 1 : zm).
Posons x le point de Em(K) : x = (x1, . . . ,xm),W (δ,mε
′) le dessous d'esalier de
Nm :
W (δ,mε′) :=
{
(τ1, . . . , τm) ∈ Nm/τ1
δ1
+ · · ·+ τm
δm
< mε′
}
et Σ(δ, ε′) l'ensemble pondéré :
Σ(δ, ε′) :=W (δ,mε′)× {x}.
Posons par ailleurs qδ,mε′ l'idéal de l'anneau K[[u1, . . . , um]] déni par :
qδ,mε′ := {f ∈ K[[u1, . . . , um]]/fi1,...,im = 0, ∀(i1, . . . , im) ∈W (δ,mε′)}
où fi1,...,im désigne le oeient de u
i1
1 . . . u
im
m dans la série f de K[[u1, . . . , um]].
Soit enn Q une forme multihomogène de K[X1, . . . , Xm] (où X i = (Xi0, Xi1, Xi2)
pour i = 1, . . . ,m), non identiquement nulle modulo I(Em), de multidegré δ. On
suppose qu'on a :
δi
δi+1
>
(
6m
ε′
)m
pour i = 1, . . . ,m− 1.
Alors, si Q s'annule sur l'ensemble pondéré Σ(δ,mε′), 'est-à-dire si :
τm(Q)(x1, . . . , xm) ∈ qδ,mε′ ,
il existe une sous-variété irrédutible, propre et produit V = V1 × · · · × Vm de Em,
dénie sur K, ontenant le point x de Em et satisfaisant :
d(V1) . . . d(Vm)
m∑
ℓ=1
δℓ
h(Vℓ)
d(Vℓ)
≤ 3m
(
2(m+ 1)
ε′
)m−dimV[
h˜(Q) +m(3 logm+ 7) + 12
+[(4mε′ + 4)η + 70mε′ + 26](δ1 + · · ·+ δm)] .
Démonstration. On applique le théorème 5.3 de [Far℄ pour p = m, les groupes
algébriques G1, . . . , Gp sont tous égaux à E et plongés dans P2 à la Weierstrass,
P = Q, ε = ε′ et x1, . . . ,xp, δ1, . . . , δp,K restent tels qu'ils sont dans le orollaire.
On a ainsi gi = 1, ni = 2 (pour tout i = 1, . . . ,m), g = m et d(G1) = · · · =
d(Gm) = d(E) = 3. D'après le formulaire (13), pour tout point xé de E
2
, il
existe une famille de formes A de K[X1, Y1, Z1, X2, Y2, Z2] de bidegré (2, 2) et de
hauteur de Gauss-Weil majorée par 3η+5, représentant l'addition sur E au voisinage
de e point. On peut prendre alors dans ette appliation du théorème 5.3 de [Far℄
c = c′ = 2 et h˜(Ai) ≤ 3η+5 pour tout i = 1, . . .m. Il est maintenant lair que toutes
les hypothèses du théorème 5.3 de [Far℄ sont satisfaites, d'où l'existene d'une sous-
variété irrédutible propre V de Em, dénie sur K, ontenant le point x de Em(K)
dont toutes les omposantes irrédutibles sur K sont des sous-variétés produit de
P2
m
et en désignant par V˜ = V1 × · · · × Vm une des omposantes irrédutibles sur
K de V ontenant le point x, on peut érire :
V =
⋃
σ∈Gal(K/K)
σ(V˜ ).
De plus, en posant D := d(V )
d(V˜ )
on a :
Dd(V1) . . . d(Vm) ≤
(
2m
ε′
)m−dimV
3m et (9.1)
Dd(V1) . . . d(Vm)
m∑
i=1
δi
h(Vi)
d(Vi)
≤
(
2(m+ 1)
ε′
)m−dimV
3m
[
h˜(Q) +
m∑
i=1
Riδi + S
]
(9.2)
40
où
Ri :=
h(E)
6
+ (m− 1)ε′ {4h(E) + 14 log 3 + 26}+ h˜(Ai) + 16 log 3 + 2 log 2
pour tout i = 1, . . . ,m et :
S := m (3 logm+ 3 log 3 + 5 log 2) + 12.
Nous montrons d'abord que dans notre situation on a V = V˜ = V1×· · ·×Vm. Comme
x = (x1, . . . ,xm) ∈ V˜ = V1× · · ·×Vm, 'est-à-dire xi ∈ Vi pour tout i ∈ {1, . . . ,m}
et omme pour tout i = 1, . . . ,m, Vi est une K- sous-variété irrédutible de E (ar
V˜ est une K- sous-variété irrédutible de Em) et que E est de dimension 1 alors,
pour tout i ∈ {1, . . . ,m}, soit Vi = {xi} ou bien Vi = E. On remarque que dans es
deux as Vi(i = 1, . . . ,m) est dénie sur K, don V˜ = V1×· · ·×Vm est aussi dénie
sur K. Il s'ensuit que : ∀σ ∈ Gal(K/K);σ(V˜ ) = V˜ , d'où V = V˜ = V1 × · · · × Vm,
'est-à-dire que V est elle même une sous-variété produit de Em. L'entier D du
théorème 5.3 de [Far℄ vaut alors dans ette appliation D := d(V )/d(V˜ ) = 1 (ar
V = V˜ ). Nous remarquons ainsi que l'inégalité (9.1) est triviale. En eet, puisque
D = 1 et d(Vi) ∈ {1, 3} ∀i = 1, . . . ,m (ar, omme on vient de le voir i-dessus,
∀i ∈ {1, . . . ,m} : soit Vi = {xi} ou bien Vi = E) on a : Dd(V1) . . . d(Vm) ≤ 3m ≤
(2mε′ )
m−dimV 3m. C'est l'inégalité (9.2) par ontre qui est intéressante dans notre
appliation. An d'en déduire l'inégalité du orollaire, montrons que la hauteur
unitaire de E, h(E), peut être majorée par η + 7. Remarquons pour ela que E
est une hypersurfae de P2 dénie par la forme U de K[X,Y, Z] (où U(X,Y, Z) =
Y 2Z+g2XZ
2+g3Z
3−4X3) qui est de degré 3, don d'après [Ph4℄3 (page 347) on a :
h(E) = h(U)+3
∑1
i=1
∑i
j=1
1
2j , 'est-à-dire h(E) = h(U)+3/2. Par ailleurs, d'après
le théorème 4 de [Le℄ fournissant la omparaison entre hauteur unitaire et hauteur
de Gauss-Weil d'une forme donnée, on a : h(U) ≤ h˜(U) + 12 log
(
3+2
2
)
+ 3
∑2
j=1
1
2j ,
'est-à-dire h(U) ≤ h˜(U) + 12 log 10 + 94 . Enn on a : h˜(U) = h(1 : −4 : g2 : g3) ≤
h(1 : g2 : g3) + log 4, 'est-à-dire h˜(U) ≤ η + log 4. Il s'ensuit nalement de toutes
es omparaisons qu'on a : h(E) ≤ η + log 4 + 12 log 10 + 154 < η + 7. L'inégalité
qui onlut le orollaire déoule maintenant de (9.2) en majorant simplement h(E)
par η + 7, h˜(A) par 3η + 5 et en utilisant des majorations numériques triviales. La
démonstration est ahevée. 
Démonstration du théorème 9.1. Nous proédons par l'absurde, 'est-à-dire
que nous supposons en plus de toutes les hypothèses du théorème 9.1 qu'on a :
ĥ(x2) ≥
√
2
(
6m2
ε1
)m
ĥ(x1),
ĥ(x3) ≥
√
2
(
6m2
ε1
)m
ĥ(x2),
.
.
.
ĥ(xm−1) ≥
√
2
(
6m2
ε1
)m
ĥ(xm−2)
et ĥ(xm) ≥
√
2(m− 1)
(
6m2
ε1
)m
ĥ(xm−1).
(9.3)
On applique maintenant le théorème 9.2 pour la ourbe elliptique E et les m points
−x1, . . . ,−xm de E. On pose pour tout i ∈ {1, . . . ,m} :
ai := [| xm | / | xi |] et on prend ε′ := ε1m , δi := (2 + ε0)δa2i pour i = 1, . . . ,m −
1 et δm := (2m − 2 + ε0)δ. Le orollaire 8.5 du 8 préédent nous fournit bien
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une forme Q de K[X1, . . . , Xm] (ave X i := (Xi0, Xi1, Xi2)), non identiquement
nulle modulo l'idéal I(Em), de multidegré (δ1, . . . , δm) et s'annulant sur l'ensemble
pondéré Tδ/2 × {−x}. Or, un simple alul montre que le dessous d'esalier :
Tδ/2 :=
{
(τ1, . . . , τm) ∈ Nm/ τ1
a21
+ · · ·+ τm−1
a2m−1
+
τm
m− 1 ≤
7
2
ε1δ
}
ontient le dessous d'esalier :
W (δ,mε′) = W (δ, ε1) :=
{
(τ1, . . . , τm) ∈ Nm/τ1
δ1
+ · · ·+ τm
δm
< ε1
}
;
don la forme Q s'annule aussi -a fortiori- sur l'ensemble pondéré Σ(δ,mε′) :=
W (δ,mε′)×{−x}. Il nous reste alors -pour vérier toutes les hypothèses du théorème
[?℄- qu'à montrer pour tout i = 1, . . . ,m− 1 : δi/δi+1 > (6m/ε′)m.
Pour i ∈ {1, . . . ,m− 2} on a :
δi
δi+1
=
a2i
a2i+1
≥ 1√
2
ĥ(xi+1)
ĥ(xi)
(d'après (14.1) du lemme 14.3)
>
(
6m2
ε1
)m
=
(
6m
ε′
)m
(d'après nos hypothèses (9.3));
don δi/δi+1 > (6m/ε
′)m ∀i = 1, . . . ,m− 2, et pour i = m− 1 on a :
δi
δi+1
=
δm−1
δm
=
2 + ε0
2m− 2 + ε0 a
2
m−1 >
a2m−1
m− 1
et a2m−1 =
a2m−1
a2m
≥ 1√
2
ĥ(xm)
ĥ(xm−1)
(d'après (14.1) du lemme 14.3)
> (m− 1)
(
6m2
ε1
)m
(d'après nos hypothèses (9.3));
don δi/δi+1 > (6m
2/ε1)
m = (6m/ε′)m aussi pour i = m−1, d'où : ∀i ∈ {1, . . . ,m−
1} : δi/δi+1 > (6m/ε′)m. Ainsi toutes les hypothèses du théorème 9.2 sont sat-
isfaites, d'où l'existene d'une sous-variété irrédutible, propre et produit V =
V1 × · · · × Vm de Em, dénie sur K, ontenant le point (−x1, . . . ,−xm) de Em(K)
et vériant :
d(V1) . . . d(Vm)
m∑
i=1
δi
h(Vi)
d(Vi)
≤ 3m
(
2(m+ 1)
ε′
)m−dimV [
h˜(Q) +m(3 logm+ 7) + 12
+[(4mε′ + 4)η + 70mε′ + 26](δ1 + · · ·+ δm)
]
.
(9.4)
En majorant δ1 + · · ·+ δm par :
δ1 + · · ·+ δm = (2 + ε0)δ(a21 + · · ·+ a2m−1) + (2m− 2 + ε0)δ
≤ (2 + ε0)δ(a21 + · · ·+ a2m−1 +m− 1)
≤ (2 + ε0)(1 + 1/24)δa21 (d'après 4) et 5) du lemme 14.4)
< 3δa21;
h˜(Q) par [14(η + 6)ε1 + 8η + 22]δa
2
1 + o(δ) (d'après le orollaire 8.5), l'exposant
m − dim V par m et m(3 logm + 7) + 12 par o(δ), un simple alul montre que le
deuxième membre de (9.4) est majoré par :(
6m(m+ 1)
ε1
)m
[(26ε1 + 20)η + 294ε1 + 100] δa
2
1 + o(δ).
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Par ailleurs omme la sous-variété V = V1 × · · · × Vm de Em est irrédutible,
haune des sous-variétés Vi (i = 1, . . . ,m) sera de même ; par onséquent pour tout
i ∈ {1, . . . ,m} on a soit Vi est réduite à un point (don dans e as Vi = {−xi}, ar
−xi ∈ Vi puisque (−x1, . . . ,−xm) ∈ V ) ou bien Vi est égale à E tout entier. Comme
maintenant on ne peut pas avoir Vi = E ∀i ∈ {1, . . . ,m} ar V est une sous-variété
propre de Em, alors il existe au moins un i0 ∈ {1, . . . ,m} tel que Vi0 = {−xi0}. le
premier membre de (9.4) peut être alors minoré par :
d(V1) . . . d(Vm)
m∑
i=1
δi
h(Vi)
d(Vi)
≥ δi0h({−xi0}) = δi0h(xi0)
≥ (2 + ε0)δa2i0h(xi0 )
> 2δa2i0h(xi0 )
≥ δa21h(x1) (d'après (14.3) du lemme 14.3).
Il suit de ette minoration du premier membre de l'inégalité (9.4) et de la majoration
préédente pour son deuxième membre qu'on a :
δa21h(x1) <
(
6m(m+ 1)
ε1
)m
[(26ε1 + 20)η + 294ε1 + 100] δa
2
1 + o(δ).
Cette dernière inégalité entraîne, en divisant es deux membres par δa21 et en faisant
tendre δ vers l'inni :
h(x1) <
(
6m(m+ 1)
ε1
)m
[(26ε1 + 20)η + 294ε1 + 100]
<
(
6m2
ε1
)m
[(26eε1 + 20e)η + 294eε1 + 100e] (ar (m+ 1)
m < emm)
<
(
6m2
ε1
)m
[(71ε1 + 54, 5)η + 800ε1 + 271, 9] .
Par le théorème 13.14 du formulaire on obtient enn :
ĥ(x1) <
(
6m2
ε1
)m
[(71ε1 + 55)η + 800ε1 + 272] ,
e qui est en ontradition ave notre hypothèse :
ĥ(xm) ≥ ĥ(xm−1) ≥ · · · ≥ ĥ(x1) ≥
(
6m2
ε1
)m
[(71ε1 + 55)η + 800ε1 + 272] .
La démonstration est ahevée. 
9.2 Choix des paramètres ε0, ε1 et α :
Soit E une ourbe elliptique omme dans le théorème 9.1, ε un réel stritement
positif etm un entier≥ 2. An d'avoir un énoné dépendant de moins de paramètres,
nous hoisissons les réels stritement positifs ε0, ε1 et α en fontion de ε et m de
faon à satisfaire les ontraintes du théorème 9.1, qui sont : ε0 ≤ 1/2,
m− 1
m!
(
7
3
)m
ε1
m
ε0(m+ ε0)(1 + ε0)m−2
≤ 1
2
et (9.5)
4m(ε0 + 2α) ≤ εε1. (9.6)
La proédure pour e hoix est la suivante :
Nous remarquons que la relation (9.5) est impliquée par la relation suivante :
ε0 ≥
2
(
7
3
)m
m!
ε1
m
(9.7)
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et que la relation (9.6) est impliquée par les deux relations suivantes :
ε0 ≤ 1
8m
εε1 (9.8)
α ≤ 1
16m
εε1. (9.9)
Les deux relations (9.7) et (9.8) s'assemblent en la relation suivante donnant un
enadrement pour le paramètre ε0 en fontion des autres paramètres :
2
(
7
3
)m
m!
ε1
m ≤ ε0 ≤ 1
8m
εε1. (9.10)
Ainsi nous venons de montrer que le théorème 9.1 reste -a fortiori- valable quand
on remplae les deux ontraintes (9.5) et (9.6) par les deux relations (9.9) et (9.10).
Il nous sut don de hoisir ε0, ε1 et α (en fontion de m et ε) de faon à satisfaire
(9.9) et (9.10). Nous remarquons que la relation (9.10) exige d'avoir
2( 73 )
m
m! ε1
m ≤
1
8m εε1, 'est-à-dire d'avoir :
ε1 ≤ 3
7
.
(
1
38
) 1
m−1
. ((m− 1)!) 1m−1 .ε 1m−1 . (9.11)
Maintenant omme
(
1
38
) 1
m−1 ≥ 138 (ar m ≥ 2) et ((m− 1)!)
1
m−1 ≥ m−1e (ar
∀n ∈ N∗ : ne ≤ (n!)
1
n ≤ n), alors (9.11) est impliquée par la relation :
ε1 ≤ 3
7
.
1
38
.
1
e
(m− 1).ε 1m−1
qui est de nouveau impliquée par la suivante :
ε1 ≤ 1
484
mε
1
m−1
(9.12)
puisque
3
7
1
38
1
e >
1
242 et m− 1 ≥ m2 (ar m ≥ 2).
En regardant maintenant l'énoné du théorème 9.1 (inégalité de Vojta), on voit
qu'on a plutt intérêt à prendre ε1 le plus grand possible, don le meilleur hoix
pour ε1 sous (9.12) est :
ε1 =
1
484
mε
1
m−1 .
En reportant maintenant ette valeur de ε1 dans (9.10), on a, pour ε0, l'enadrement
suivant :
2
(
7
1452
)m
mm
m!
ε
m
m−1 ≤ ε0 ≤ 1
3872
ε
m
m−1 .
Or, on peut vérier qu'on a : ∀m ≥ 2 : 2 ( 71452)m mmm! ≤ 14000 (pour montrer ela,
il sut de faire le alul numérique pour m = 2 et d'utiliser la majoration m
m
m! ≤∑∞
n=0
mn
n! = e
m
quand m ≥ 3). Le dernier enadrement pour ε0 est satisfait pour
la valeur :
ε0 =
1
4000
ε
m
m−1 .
En reportant aussi la valeur hoisie pour ε1 dans (9.9), on obtient :
α ≤ 1
7744
ε
m
m−1 . (9.13)
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Le paramètre α hoisi, on doit reouvrir l'espae eulidien E(Q)⊗R par des nes
d'angle ≃ arccos(1−α/4). Or, notre souhait est d'avoir un nombre minimal de tels
nes pour e reouvrement, don on a plutt intérêt à prendre es nes les plus
larges possible, e qui revient à hoisir α le plus grand possible. D'où, le meilleur
hoix pour α sous (9.13) :
α =
1
7744
ε
m
m−1 .
Ce hoix des paramètres ε0, ε1 et α en fontion de ε et m satisfait bien les relations
(9.9) et (9.10), par onséquent il satisfait -a fortiori- les ontraintes (9.5) et (9.6) du
théorème 9.1. Ce dernier reste valable lorsqu'on remplae ε0, ε1 et α par les hoix
préédents et on obtient nalement le théorème suivant :
Théorème 9.3 Soit E une ourbe elliptique dénie sur un orps de nombres K
de degré D, plongée dans P2 à la Weierstrass, d'équation projetive Y 2Z = 4X3 −
g2XZ
2 − g3Z3 (g2, g3 ∈ K) et d'élément neutre (en tant que groupe) le point à
l'inni 0 représenté dans P2 par les oordonnées projetives (0 : 1 : 0). On munit
E de la hauteur de Néron-Tate, notée ĥ := |.|2, et on se permet de plonger E(Q)
dans l'espae eulidien E(Q)⊗ R. Soient aussi S un ensemble ni de plaes de K,
mv (v ∈ MK) et η les réels positifs dénis au 2 et (λv)v∈S une famille de réels
positifs satisfaisant : ∑
v∈S
[Kv : Qv]
[K : Q]
λv = 1.
Soient enn ε un réel stritement positif et m un entier ≥ 2. Pour tout m-uplet
(x1, . . . ,
xm) ∈ Em satisfaisant :
cos(xi,xj) ≥ 1− 1
30976
ε
m
m−1
pour i, j = 1, . . . ,m,
ĥ(xm) ≥ ĥ(xm−1) ≥ . . . ≥ ĥ(x1) ≥
(2904m)m
[{
55ε−
m
m−1 +mε−1
}
η +
{
272ε−
m
m−1 + 2mε−1
}]
et distv(xi,0) < e
−λvεh(xi)−2mv−cv ∀i ∈ {1, . . . ,m} et ∀v ∈ S ;
on a l'une au moins des inégalités suivantes :
ĥ(x2) <
√
2 (2904m)
m
ε−
m
m−1 ĥ(x1)
.
.
.
ĥ(xm−1) <
√
2 (2904m)
m
ε−
m
m−1 ĥ(xm−2)
ĥ(xm) <
√
2(m− 1) (2904m)m ε− mm−1 ĥ(xm−1) .
10 Inégalité de la hauteur à la Mumford
Notre but dans ette setion est de démontrer le théorème suivant :
Théorème 10.1 Soit E une ourbe elliptique dénie sur un orps de nombres K
de degré D, plongée dans P2 à la Weierstrass, d'équation projetive Y 2Z = 4X3 −
g2XZ
2 − g3Z3 (g2, g3 ∈ K) et d'élément neutre (en tant que groupe) le point à
l'inni 0 représenté dans P2 par les oordonnées projetives (0 : 1 : 0). On munit
E de la hauteur de Néron-Tate, notée ĥ := | . |2, et on se permet de plonger E(Q)
dans l'espae eulidien E(Q)⊗ R. Soient aussi S un ensemble ni de plaes de K,
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mv (v ∈ MK) et η les réels positifs dénis au 2 et (λv)v∈S une famille de réels
positifs satisfaisant : ∑
v∈S
[Kv : Qv]
[K : Q]
λv = 1.
Soient enn ε un réel stritement positif et β, θ les deux réels positifs : β := ε2 et
θ := 13
√
ε. Alors pour tout ouple (x1,x2) ∈ E2(K),x1 6= x2, satisfaisant :
cos(x1,x2) ≥ 1− β
4
, (10.1)
ĥ(x2) ≥ ĥ(x1) ≥ 1
ε
(54η + 204) et (10.2)
distv(xj ,0) < e
−λvεh(xj)−2mv−cv
pour j = 1, 2 et v ∈ S ; (10.3)
on a :
ĥ(x2) ≥ (1 + θ)ĥ(x1).
Avant de rentrer dans les étapes de la démonstration, expliquons grosso-modo le
shéma qu'on va suivre. Nous allons proéder de la même manière que pour le
théorème 9.1 (l'inégalité de la hauteur à la Vojta) sauf qu'ii la situation est beau-
oup plus simple du fait que d'une part la onstrution des fontions auxiliaires est
expliite -don ne néessite pas l'utilisation du lemme de Siegel- et d'autre part qu'on
n'aura pas besoin d'utiliser un lemme de zéros pour la onlusion nale ! Plus pré-
isément, voilà e qu'on va faire : on proède par l'absurde, 'est-à-dire on suppose
qu'il existe un ouple (x1,x2) de points de E
2(K), vériant toutes les hypothèses
du théorème 10.1 et tel que : ĥ(x2) < (1+θ)ĥ(x1). On onstruit expliitement deux
formes Q1 et Q2 de A(E
2) qui ont (x1,x2) omme point d'intersetion isolé. Ensuite
on fait l'extrapolation qui, du fait que nos deux points x1 et x2 sont supposés assez
prohes de l'origine (au sens de la distane projetive), oblige nos fontions auxili-
aires Q1 et Q2 à s'annuler aussi au point (0,0) de E
2(K). Finalement l'annulation
de Q1 et Q2 au point (0,0) entraîne failement (sans utiliser un lemme de zéros)
qu'on a x1 = x2, e qui est en ontradition ave notre hypothèse et ahevera la
démonstration du théorème 10.1.
Soient x1 et x2 deux points de E(K) satisfaisant toutes les hypothèses du théorème
10.1. Comme les hauteurs normalisées de x1 et x2 sont non nulles (puisqu'on a fait
l'hypothèse ĥ(x2) ≥ ĥ(x1) ≥ ft(D, ε, η,mw) > 0) alors x1 et x2 sont tous les deux
diérents des 4 points de 2-torsion de E, et don on peut représenter respetive-
ment x1 et x2 dans P2(K) par des systèmes de oordonnées projetives de la forme :
x1 = (x1 : 1 : z1) et x2 = (x2 : 1 : z2). Soient aussi y le point de E(K) : y := x1−x2
et y un de ses représentants dans P2(K).
10.1 Constrution des fontions auxiliaires :
Les hypothèses (10.3) du théorème 10.1 entraînent d'après le lemme 14.2 du
formulaire qu'il existe une famille de formes totalement expliites D := (D0, D1, D2)
de K[X1, Y1, Z1, X2, Y2, Z2], de bidegrés (2, 2), représentant la diérene dans E au
voisinage de {0} × {0} ainsi qu'au voisinage de {x1} × {x2}. De plus, on peut
vérier (puisque 'est expliite) que ette famille D est de hauteur logarithmique
loale v-adique majorée par 3mv lorsque v est une plae nie sur K et de longueur
logarithmique loale v-adique majorée par 3mv + log 425 lorsque v est une plae
innie sur K et que la famille onstituée seulement des deux formes D0 et D2 est
de hauteur logarithmique loale v-adique majorée par 2mv lorsque v est une plae
nie sur K et de longueur logarithmique loale v-adique majorée par 2mv + log 152
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lorsque v est une plae innie sur K.
Considérons maintenant les deux formes suivantes P1 et P2 de K[Y ] (ave Y :=
(Y0, Y1,
Y2)) dénies par :
P1(Y ) := D0(Y , y)
P2(Y ) := D2(Y , y)
et les deux formes suivantes Q1 et Q2 de K[X1, X2] (ave X1 := (X10, X11,
X12) et X2 := (X20, X21, X22)) dénies par :
Q1(X1, X2) := P1(D(X1, X2)) = D0
(
D(X1, X2), y
)
Q2(X1, X2) := P2(D(X1, X2)) = D2
(
D(X1, X2), y
)
.
On voit lairement que nos deux formes P1 et P2 de K[Y ] sont non identiquement
nulles modulo I(E) et qu'elles s'annulent, toutes les deux, au point y de E(K),
par onséquent les deux formes déduites Q1 et Q2 sont non identiquement nulles
modulo I(E2) et s'annulent toutes les deux au point (x1,x2) de E
2(K).
Pour faire le lien ave le 5, e qui va nous permettre d'appliquer les résultats qui
y sont obtenus, il sut de prendre m = 2 et a1 = a2 = 1, 'est-à-dire a = (1, 1). En
posant ψa = ψ, ϕa = ϕ,Ωa = Ω et i le plongement de Weierstrass de E dans P2, on
a :
ϕ : E2
ψ→ E2 × E i
3
→֒ P23
(p1,p2) 7→ (p1,p2,p1 − p2) 7→ (i(p1), i(p2), i(p1 − p2)) .
Ainsi, pour toute forme P de K[X1, X2, Y ] on a : Ω(P ) = τ
2(Q), où Q désigne la
forme de K[X1, X2] dénie en fontion de P par :
Q(X1, X2) := P (X1, X2, D(X1, X2)) .
En onsidérant les formes P1 et P2 de K[Y ] omme des formes de K[X1, X2, Y ] on
a :
Ω(P1) = τ
2(Q1) et Ω(P2) = τ
2(Q2).
Par ailleurs, omme la famille D est onstituée des formes D0, D1 et D2, toutes de
bidegré (2, 2), on voit lairement que nos deux formes P1 et P2 de K[Y ] sont, toutes
les deux, de degré 2 et que nos deux formes Q1 et Q2 de K[X1, X2] sont, toutes les
deux, de bidegré (4, 4). Les estimations des hauteurs (ou longueurs) logarithmiques
loales de P1, P2, Q1 et Q2 sont données par le lemme suivant :
Lemme 10.2 Pour toute plae v de K on a :
• lorsque v est nie :
hv({P1, P2}) ≤ 2mv + 2hv(y)
hv({Q1, Q2}) ≤ 8mv + 2hv(y)
• et lorsque v est innie :
ℓv({P1, P2}) ≤ 2mv + 2hv(y) + log 152
ℓv({Q1, Q2}) ≤ 8mv + 2hv(y) + 18.
Démonstration.D'après les propriétés des hauteurs et longueurs logarithmiques
loales, on a pour toute plae v de K :
hv({P1, P2}) ≤ hv({D0, D2}) + 2hv(y),
ℓv({P1, P2}) ≤ ℓv({D0, D2}) + 2hv(y),
hv({Q1, Q2}) ≤ 2hv(D) + hv({P1, P2})
et ℓv({Q1, Q2}) ≤ 2ℓv(D) + ℓv({P1, P2}) .
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Le reste est un simple alul. 
Proposition 10.3 Pour j = 1, 2 on a :
τ2(Qj) =
1
X411X
4
21
∑
i1≥0,i2≥0
X i111X
i2
21∂
(i1,i2)Pj
∆(X1)
f(i1)∆(X2)
f(i2)
ui11 u
i2
2
où les ∂(i1,i2)Pj ((i1, i2) ∈ N2) sont des formes de K[X1, X2] de degrés :
d◦X1∂
(i1,i2)Pj ≤ g(i1) + 4
d◦X2∂
(i1,i2)Pj ≤ g(i2) + 4
et, pour T ∈ N et v une plae sur K, la famille des formes ∂(i1,i2)Pj , i1 + i2 ≤ T ,
est de hauteur logarithmique loale hv majorée par :
(2T + 14)mv + 2hv(y)
lorsque v est nie et elle est de longueur logarithmique loale ℓv majorée par :
(2T + 14)mv + 2hv(y) + 12T + 46
lorsque v est innie.
Démonstration. Il sut de s'adapter à la situation du 5 omme expliqué au-
paravant et d'appliquer le orollaire 5.3 de ette dernière et d'utiliser les estimations
des hauteurs (et longueurs) loales des formes P1 et P2 données par le lemme 10.2.

Proposition 10.4 Pour j = 1, 2 on a :
τ2(Qj)(x1, x2) =
∑
i1≥0,i2≥0
f
(j)
i1,i2
ui11 u
i2
2
où f
(j)
i1,i2
:=
(∂(i1,i2)Pj)(x1,x2)
∆(X1)
f(i1)∆(X2)
f(i2)
, (i1, i2) ∈ N2, sont des nombres de K, nuls pour
i1 = i2 = 0 et satisfaisant pour tout (i1, i2) ∈ N2 et pour toute plae v ∈ S :
| f (j)i1,i2 |v ≤
{
exp{14mv + 2hv(y)}.(e2mv )i1+i2 si v est nie
exp{14mv + 2hv(y) + 46}.(e2mv+13)i1+i2 si v est innie
.
Démonstration. Soit j ∈ {1, 2} xé. Le fait que f (j)i1,i2 = 0 pour i1 = i2 = 0 est
simplement dû au fait que notre formeQj s'annule au point (x1, x2). Soit maintenant
(i1, i2) un ouple xé de N2 et montrons les majorations de la proposition 10.4 pour
les | f (j)i1,i2 |v (v ∈ S). En désignant par (d1, d2) le bidegré de la forme ∂(i1,i2)Pj de
K[X1, X2], on a lairement pour toute plae v de K :
|
(
∂(i1,i2)Pj
)
(x1, x2) |
v
≤
{
Hv
(
∂(i1,i2)Pj
)
.Hv(x1)
d1Hv(x2)
d2
si v est nie
Lv
(
∂(i1,i2)Pj
)
.Hv(x1)
d1Hv(x2)
d2
si v est innie
.
Or, lorsque v ∈ S, l'hypothèse prinipale (10.3) du théorème 10.1 entraîne, d'après la
propriété ii) du 2 pour les distanes distv (v ∈MK) qu'on a :Hv(x1) = Hv(x2) = 1.
D'où, pour toute plae v ∈ S :
|
(
∂(i1,i2)Pj
)
(x1, x2) |
v
≤
{
Hv
(
∂(i1,i2)Pj
)
si v est nie
Lv
(
∂(i1,i2)Pj
)
si v est innie
.
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En appliquant par ailleurs la proposition 10.3 pour T = i1 + i2 on a, pour toute
plae v de K :
• lorsque v est nie :
Hv
(
∂(i1,i2)Pj
)
= exp
{
hv
(
∂(i1,i2)Pj
)}
≤ exp{2mv(i1 + i2) + 14mv + 2hv(y)} ,
• et lorsque v est innie :
Lv
(
∂(i1,i2)Pj
)
= exp
{
ℓv
(
∂(i1,i2)Pj
)}
≤ exp{(2mv + 12)(i1 + i2) + 14mv + 2hv(y) + 46} .
D'où, pour toute plae v ∈ S :
|
(
∂(i1,i2)Pj
)
(x1, x2) |
v
≤
{
exp
{
2mv(i1 + i2) + 14mv + 2hv(y)
}
si v est nie
exp
{
(2mv + 12)(i1 + i2) + 14mv + 2hv(y) + 46
}
si v est innie
.
(10.4)
D'autre part, l'hypothèse (10.3) du théorème 10.1 entraîne, d'après le lemme 14.8
de l'appendie, qu'on a pour toute plae v dans S :
1
| ∆(x1)f(i1)∆(x2)f(i2) |v
≤
{
1 si v est nie√
e
f(i1)+f(i2) ≤ ei1+i2 si v est innie . (10.5)
Il résulte nalement de (10.4) et (10.5) qu'on a pour toute plae v de S :
| fi1,i2(j) |v := |
(
∂(i1,i2)Pj
)
(x1, x2) |
v
.
1
| ∆(x1)f(i1)∆(x2)f(i2) |v
≤
{
exp
{
2mv(i1 + i2) + 14mv + 2hv(y)
}
si v est nie
exp
{
(2mv + 13)(i1 + i2) + 14mv + 2hv(y) + 46
}
si v est innie
,
e qui n'est rien d'autre que la majoration de la proposition 10.4 pour les | f (j)i1,i2 |v (v ∈
S). La démonstration est ahevée. 
Corollaire 10.5 (Immédiat) Pour toute plae v ∈ S, les deux séries de la propo-
sition 10.4 préédente sont absolument onvergentes en valeur absolue v-adique dès
que :
| uk |v <
{
e−2mv si v est nie
e−2mv−13 si v est innie
k = 1, 2.
En partiulier, pour toute plae v ∈ S, les deux séries sus-itées onvergent absolu-
ment en valeur absolue v-adique au voisinage du point (−x1,−x2).
Démonstration. Etant donné une plae v ∈ S, la ondition susante pour la
onvergene absolue v-adique des deux séries de la proposition 10.4 est laire et
entraîne -d'après l'hypothèse prinipale (10.3) du théorème 10.1 et la propriété ii)
du 2 pour les distanes distw (w ∈ MK)- la onvergene absolue v-adique de es
même séries au voisinage du point (−x1,−x2). 
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10.2 Extrapolation :
Proposition 10.6 Si l'un des deux nombres Q1(0, 0) et Q2(0, 0) est non nul, alors
on a :
h(y) ≥ ε
2
min{h(x1), h(x2)} − 7η − 47
2
.
Démonstration. Supposons que pour un j ∈ {1, 2} on a : Qj(0, 0) 6= 0. Dans e
as, omme le nombre Qj(0, 0) appartient à K (ar Qj est une forme à oeients
dans K et 0 ∈ K3) alors e dernier doit satisfaire la formule du produit :∑
v∈K
[Kv : Qv]
[K : Q]
log | Qj(0, 0) |v = 0. (10.6)
Nous majorons maintenant astuieusement le membre de gauhe de (10.6) en fon-
tion de ε, η, h(x1), h(x2) et h(y). Pour e faire nous distinguons les deux as suiv-
ants :
1
ercas : (si v ∈ S)
Dans e as le orollaire 10.5 nous dit que la série numérique :
τ2(Qj)(x1, x2)(−x1,−x2) =
∑
i1≥0,i2≥0
f
(j)
i1,i2
(−x1)i1 (−x2)i2
est absolument onvergente en valeur absolue v-adique. Or, d'après la dénition
même du monomorphisme τ , ette dernière ne peut onverger que vers Qj(0, 0),
par onséquent on doit avoir :
Qj(0, 0) =
∑
i1≥0,i2≥0
f
(j)
i1,i2
(−x1)i1(−x2)i2
=
∑
(i1,i2)∈N2\{(0,0)}
f
(j)
i1,i2
(−x1)i1(−x2)i2 (ar f (j)i1,i2 = 0 pour (i1, i2) = (0, 0)).
D'où, la majoration :
| Qj(0, 0) |v ≤
max(i1,i2)∈N2\{(0,0)}
{
| f (j)i1,i2 |v.| x1 |v
i1 .| x2 |vi2
}
si v est nie∑
(i1,i2)∈N2\{(0,0)}
{
| f (j)i1,i2 |v.| x1 |v
i1 .| x2 |vi2
}
si v est innie
.
En utilisant les estimations de la proposition 10.4 pour les | f (j)i1,i2 |v (i1, i2 ∈ N) et
en majorant les | xk |v (k = 1, 2) -grâe à l'hypothèse (10.3) du théorème 10.1 et à
la propriété ii) du 2 pour les distanes distw (w ∈MK)- par :
| xk |v <
{
e−λvεh(xk)−2mv si v est nie
e−λvεh(xk)−2mv−16 si v est innie
k = 1, 2 ;
la dernière majoration de | Qj(0, 0) |v entraîne :
| Qj(0, 0) |v ≤ exp{14mv + 2hv(y)} max
(i1,i2)∈N2\{(0,0)}
e−λvε{i1h(x1)+i2h(x2)}
si v est nie et :
| Qj(0, 0) |v ≤ exp{14mv + 2hv(y) + 46}
∑
(i1,i2)∈N2\{(0,0)}
e−λvε{i1h(x1)+i2h(x2)}(e−3)i1+i2
si v est innie.
Comme maintenant pour tout (i1, i2) ∈ N2 \ {(0, 0)} on a : i1h(x1) + i2h(x2) ≥
(i1 + i2)min {h(x1), h(x2)} ≥ min {h(x1), h(x2)} et que :∑
(i1,i2)∈N2\{(0,0)}
(e−3)i1+i2 =
1
(1− e−3)2 − 1 < e,
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alors :
| Qj(0, 0) |v ≤
{
exp{14mv + 2hv(y)}e−λvεmin{h(x1),h(x2)} si v est nie
exp{14mv + 2hv(y) + 47}e−λvεmin{h(x1),h(x2)} si v est innie .
En prenant nalement les logarithmes des deux membres de ette dernière inégalité,
on obtient :
(e) : log | Qj(0, 0) |v≤
{
−λvεmin{h(x1), h(x2)}+ 14mv + 2hv(y) si v∤∞
−λvεmin{h(x1), h(x2)}+ 14mv + 2hv(y) + 47 si v|∞
.
2
ième
as : (si v 6∈ S)
Dans e deuxième as, on majore naïvement le nombre log | Qj(0, 0) |v. On remarque
que Qj(0, 0) est un oeient de la forme Qj , don on doit avoir :
log | Qj(0, 0) |v ≤ hv(Qj)
≤
{
8mv + 2hv(y) si v est nie
8mv + 2hv(y) + 18 si v est innie
d'après le lemme 10.2. D'où à fortiori :
(f) : log | Qj(0, 0) |v ≤
{
14mv + 2hv(y) si v est nie
14mv + 2hv(y) + 47 si v est innie
.
En majorant maintenant, pour toute plae v de K, le nombre log | Qj(0, 0) |v en
utilisant (e) si v ∈ S et (f) si v ∈ S et en tenant ompte des identités :∑
v∈S
[Kv : Qv]
[K : Q]
λv = 1 (par hypothèse),
∑
v∈MK
[Kv : Qv]
[K : Q]
mv = η,
∑
v∈MK
[Kv : Qv]
[K : Q]
hv(y) = h(y) et
∑
v∈M∞K
[Kv : Qv]
[K : Q]
= 1;
on a la majoration :∑
v∈MK
[Kv : Qv]
[K : Q]
log | Qj(0, 0) |v ≤ −εmin{h(x1), h(x2)}+ 14η + 2h(y) + 47.
Or, d'après (10.6) le nombre
∑
v∈MK
[Kv :Qv]
[K:Q] log | Qj(0, 0) |v est nul. La dernière
inégalité est don équivalente à :
−εmin{h(x1), h(x2)}+ 14η + 2h(y) + 47 ≥ 0;
e qui donne nalement :
h(y) ≥ ε
2
min{h(x1), h(x2)} − 7η − 47
2
.
La démonstration est ahevée. 
10.3 Démonstration du théorème 10.1 :
Nous proédons par l'absurde. Supposons qu'il existe un ouple (x1,x2) de points
de E(K), satisfaisant toutes les hypothèses du théorème 10.1 mais ne satisfaisant
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pas sa onlusion, 'est-à-dire qu'on a : ĥ(x1) ≤ ĥ(x2) < (1 + θ)ĥ(x1). On a don,
en fontion de la norme de Néron-Tate :
| x1 |≤| x2 |< (1 + θ) 12 | x1 |< (1 + θ
2
) | x1 |,
d'où :
| x1 |≤| x2 |<
(
1 +
θ
2
)
| x1 | . (10.7)
Grâe à (10.7) et à l'hypothèse (10.1) du théorème 10.1, on a la série d'inégalités
suivante :
| y |2 = | x1 − x2 |2 = | x2 |2 + | x1 |2 − 2 < x1,x2 >
= (| x2 | − | x1 |)2 + 2 (| x1 | . | x2 | − < x1,x2 >)
= (| x2 | − | x1 |)2 + 2 (1− cos(x1,x2)) | x1 | . | x2 |
<
(
θ
2
| x1 |
)2
+ 2
(
β
4
)
| x1 | .
(
1 +
θ
2
)
| x1 |,
'est-à-dire :
ĥ(y) <
(
β
2
+
θ2
4
+
βθ
4
)
ĥ(x1).
Or
β
2 +
θ2
4 +
βθ
4 =
ε
4 +
ε
36 +
1
24ε
√
ε ≤ (14 + 136 + 124 )ε ≤ ε3 , d'où :
ĥ(y) <
ε
3
ĥ(x1). (10.8)
Maintenant il vient :
h(y) ≤ ĥ(y) + 3
2
η + 8
<
ε
3
ĥ(x1) +
3
2
η + 8
≤ ε
2
(
ĥ(x1)− 3
4
η − 5
)
− 7η − 47
2
(10.9)
où, dans ette série d'inégalités, la première inégalité suit du théorème 13.14 du
formulaire, la deuxième de (10.8) et la troisième de l'hypothèse (10.2) du théorème
10.1. Finalement, omme on a d'après le théorème 13.14 du formulaire : ĥ(x1) −
3
4η − 5 = min{ĥ(x1), ĥ(x2)} − 34η − 5 ≤ min{h(x1), h(x2)}, on déduit de (10.9) :
h(y) <
ε
2
min{h(x1), h(x2)} − 7η − 47
2
.
Cette dernière inégalité entraîne, d'après la proposition 10.6, que nos deux formes
Q1 et Q2 de K[X1, X2] s'annulent, toutes les deux, en (0, 0), e qui implique que
nos deux formes P1 et P2 de K[Y ] s'annulent, toutes les deux, en 0. Ce dernier fait
montre qu'on a : −y = 0. En eet, le point −y = 0− y de E peut être représenté
dans P2 par le système de oordonnées projetives
(
D0(0, y) : D1(0, y), D2(0, y)
)
=(
P1(0) : D1(0, y) : P2(0)
)
, or lorsque P1(0) = P2(0) = 0, ette représentation est
identique à (0 : 1 : 0) = 0, par onséquent le point −y sera identique à l'origine 0
de E. Enn −y = 0 entraine y = 0, puis x1 = x2, e qui donne la ontradition
herhée ave les hypothèses et ahève ette démonstration.
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11 Démonstration des théorèmes 2.1, 2.2 et 2.3
Notons dans toute la suite, R l'expression dépendant de ε,m et η suivante :
R := (2904m)
m [{
55ε−
m
m−1 +mε−1
}
η +
{
272ε−
m
m−1 + 2mε−1
}]
,
et désignons respetivement par (I) et (II) les deux systèmes d'inégalités simul-
tanées (en x ∈ E(K)) :
distv(x,0) < e
−λvεh(x)−2mv−cv (v ∈ S) (I)
distv(x,0) < e
−λvεh(x)−λvR−2mv−cv (v ∈ S). (II)
An de démontrer nos théorèmes prinipaux sur le déompte des points de E(K)
satisfaisant le système d'inégalités (I), nous allons estimer le nombre de tels points
qui sont de hauteurs > R, lesquels sont appelés i-dessous points de hauteurs as-
sez grandes, puis le nombre de es points qui sont de hauteurs ≤ R, lesquels sont
nommés i-dessous points de hauteurs assez petites.
Notons que l'estimation du nombre de points de E(K), satisfaisant le système d'iné-
galités (I) et qui sont de hauteurs assez grandes s'obtient à partir des théorèmes 9.3
et 10.1, alors que pour estimer le nombre de points de E(K) qui sont de hauteurs
assez petites, nous disposons de deux méthodes diérentes qui sont :
La première
onsiste à remplaer le système d'inégalités (I) par le système d'inégalités (II)
de sorte que seul le point 0 puisse satisfaire (II) tout en étant de hauteur ≤ R.
La deuxième
onsiste à estimer le nombre de tous les points de E(K) de hauteurs ≤ R sans
tenir ompte du système d'inégalités (I). Cette deuxième méthode est moins élé-
mentaire que la première dans le sens où elle néessite l'utilisation d'un résultat
fournissant une borne inférieure (stritement positive) pour l'ensemble des hau-
teurs de Néron-Tate des points non de torsion de E(K) et d'un résultat fournissant
une majoration pour le nombre de points de torsion de E(K). De tels résultats se
trouvent respetivement dans [H-S1℄ et [Me℄.
11.1 Déompte des points de hauteurs assez grandes :
Le déompte des points de E(K) satisfaisant le système d'inégalités (I) et qui
sont de hauteurs > R est donné par le théorème suivant :
Théorème 11.1 Soit E une ourbe elliptique dénie sur un orps de nombres K
de degré D, plongée dans P2 à la Weierstrass, d'équation projetive Y 2Z = 4X3 −
g2XZ
2 − g3Z3 (g2, g3 ∈ K) et d'élément neutre (en tant que groupe) le point à
l'inni 0 représenté dans P2 par les oordonnées projetives (0 : 1 : 0). On munit
E de la hauteur de Néron-Tate dénie au 13, notée ĥ. Soient aussi S un ensemble
ni de plaes sur K, mv (v ∈ MK), η les réel positifs dénis au 2 et (λv)v∈S une
famille de réels positifs satisfaisant :∑
v∈S
[Kv : Qv]
[K : Q]
λv = 1.
Soient enn ε un réel stritement positif et m un entier ≥ 2. On a :
♯
{
x ∈ E(K), x satisfait (I) et ĥ(x) > R
}
≤ 4ε− 12 [m(m− 1)(logm+ 8.8) +m|log ε|] .
(
499ε−
m
2(m−1)
)r
,
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où r désigne le rang du groupe de Mordell-Weil de E(K).
Démonstration. Remarquons d'abord que la onlusion du théorème 10.1 reste
toujours valable lorsqu'on remplae les hypothèses de e dernier par elles du théorème
9.3 pour m = 2. Notons toujours par α le paramètre hoisi au sous-paragraphe 10.2,
par θ le paramètre du théorème 10.1 et désignons par r le rang du groupe de Mordell-
Weil de E(K). Notre proédé onsiste à reouvrir l'espae eulidien E(K)⊗R ≃ Rr
par un nombre ni de nes de entres 0 et d'angles ≤ arccos(1− α/4), ensuite en
utilisant les deux théorèmes 9.3 et 10.1 nous aurons un déompte des points de E(K)
satisfaisant le système d'inégalités (I) et qui sont de hauteurs de Néron-Tate > R,
dans haun de es petits nes. Finalement, en multipliant le déompte obtenu
dans un tel petit ne par le nombre de nes que omporte notre reouvrement, on
aura l'estimation du théorème 11.1. D'après le lemme 14.1 de l'appendie, le nom-
bre minimal de nes d'angles ≤ arccos(1 − α/4) susant pour reouvrir l'espae
eulidien E(K)⊗R ≃ Rr est majoré par
(
1 + 8√
2α
)r
<
(
499ε−
m
2(m−1)
)r
(en vertu du
hoix du paramêtre α eetué au sous-paragraphe 9.2). Dans un tel reouvrement,
supposons qu'on a ℓ points de E(K)(ℓ ≥ 1) satisfaisant le système d'inégalités (I),
appartenant à un même ne et qui sont de hauteurs de Néron-Tate > R. Notons
par x1,x2, . . . ,xℓ es ℓ points, ordonnés selon l'ordre roissant de leurs hauteurs de
Néron-Tate :
R < ĥ(x1) ≤ ĥ(x2) ≤ . . . ≤ ĥ(xℓ).
En eetuant la division eulidienne de l'entier positif ℓ − 1 sur l'entier positif non
nul m− 1 :
ℓ− 1 = k(m− 1) + r , 0 ≤ r ≤ m− 2 ;
onsidérons parmis les ℓ points préédents, seulement les points : x1,x2, . . . ,xk(m−1)+1
et soient parmis es derniers y1,y2, . . . ,ym les m points :
yi := xk(i−1)+1 i = 1, . . . ,m.
On a évidemment aussi :
R < ĥ(y1) ≤ ĥ(y2) ≤ . . . ≤ ĥ(ym).
Maintenant, d'une part le m-uplet (y1,y2, . . . ,ym) de E
m(K) ainsi onsidéré sat-
isfait lairement toutes les hypothèses du théorème 9.3, don -d'après e dernier- il
doit exister un entier positif j ∈ {2, . . . ,m} tel que l'on ait :
ĥ(yj) <
√
2(m− 1)(2904m)m
(
1
ε
) m
m−1
ĥ(yj−1) (11.1)
et d'autre part -d'après la remarque faite au début de ette démonstration- les hy-
pothèse du théorème 10.1 sont lairement satisfaites pour tout ouple (xn,xn+1), n =
1, . . . , ℓ − 1, don d'après le théorème 10.1 on a pour tout n ∈ {1, . . . , ℓ − 1} :
ĥ(xn+1) ≥ (1 + θ)ĥ(xn) et plus généralement pour tout n1, n2 (n1 ≤ n2) dans
{1, . . . , ℓ − 1} : ĥ(xn2 ) ≥ (1 + θ)n2−n1 ĥ(xn1). En partiulier pour un entier j ∈
{2, . . . ,m} satisfaisant (11.1) on a :
ĥ(yj) = ĥ(xk(j−1)+1) ≥ (1 + θ)kĥ(xk(j−2)+1) = (1 + θ)kĥ(yj−1),
'est-à-dire :
ĥ(yj) ≥ (1 + θ)kĥ(yj−1). (11.2)
Comme les points y1, . . . ,ym sont de hauteurs de Néron-Tate suppérieures à R
(don non nulles), les deux relations (11.1) et (11.2) entraînent :
(1 + θ)k <
√
2(m− 1)(2904m)mε− mm−1 ,
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e qui donne : k <
log
[√
2(m− 1)(2904m)mε− mm−1 ]
log(1 + θ)
.
Puis, omme ℓ − 1 = k(m− 1) + r et r ≤ m− 2, on a : ℓ − 1 ≤ k(m− 1) +m− 2,
'est-à-dire ℓ ≤ (m− 1)(k + 1), d'où, d'après la majoration préédente pour k :
ℓ ≤ (m− 1)
(
log
[√
2(m− 1)(2904m)mε− mm−1 ]
log(1 + θ)
+ 1
)
.
En majorant maintenant
√
2(m− 1) par 2m et en minorant log(1+ θ) par 14
√
ε (qui
vient simplement du fait que la fontion réelle x 7→ log(1+x)x est déroissante sur
]0,+∞[ et que θ := 13
√
ε ≤ 13 ) on a :
log
[√
2(m− 1)(2904m)mε− mm−1 ]
log(1 + θ)
+ 1 ≤ 4ε− 12 log[(5808m)mε− mm−1 ]+ 1
≤ 4ε− 12
{
m (logm+ log 5808) +
m
m− 1 | log ε |
}
+ 1
≤ 4ε− 12
[
m (logm+ 8.8) +
m
m− 1 | log ε |
]
.
D'où la majoration nale de ℓ :
ℓ ≤ 4ε− 12 [m(m− 1)(logm+ 8.8) +m | log ε |] .
On vient ainsi de montrer que le nombre de points de E(K) satisfaisant le système
d'inégalité (I), qui sont de hauteur de Néron-Tate > R et ontenus dans un même
ne de notre reouvrement, ne peut dépasser la quantité 4ε−
1
2 [m(m − 1)(logm+
8.8)+
m | log ε |]. Il ne reste qu'à multiplier ette dernière quantité par l'estimation
(499ε−
m
2(m−1))rdu nombre de nes onstituants notre reouvrement de l'espae eu-
lidien E(K) ⊗ R pour aboutir nalement à l'estimation du théorème 11.1 pour
le nombre de points de E(K) satisfaisant le système d'inégalité(I) et qui sont de
hauteurs de Néron-Tate > R. La démonstration est ahevée. 
Corollaire 11.2 (Immédiat) Sous les hypothèses du théorème 11.1 préédent, on
a :
♯
{
x ∈ E(K), x satisfait (II) et ĥ(x) > R
}
≤ 4ε− 12 [m(m− 1)(logm+ 8.8) +m | log ε |] .
(
499ε−
m
2(m−1)
)r
,
où r désigne le rang du groupe de Mordell-Weil de E(K).
Démonstration. Il sut de remarquer que le système d'inégalités (II) entraîne
trivialement le système d'inégalité (I). 
11.2 Déompte des points de hauteurs assez petites :
11.2.1 Première méthode :
Comme déjà dit, elle onsiste à montrer que l'ensemble des points de E(K)
satisfaisant l'inégalité (II) et qui sont de hauteurs de Néron-Tate ≤ R, est réduit
au singleton {0}. C'est le théorème suivant :
Théorème 11.3 Sous les hypothèses du théorème 11.1, on a :
♯
{
x ∈ E(K), x satisfait (II) et ĥ(x) ≤ R
}
= {0} .
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Démonstration. Nous proédons par l'absurde, 'est-à-dire que nous supposons
qu'il existe un point x de E(K) diérent de l'origine 0 de E, de hauteur de Néron-
Tate ĥ(x) ≤ R et satisfaisant le système d'inégalités (II), 'est-à-dire satisfaisant :
distv(x,0) < e
−λvεh(x)−λvR−2mv−cv < 1 pour v ∈ S.
Ces inégalités entraînent -d'après la propriété ii) du 2 pour les distanes distw (w ∈
MK)- que x ∈ E(K) \ {Y = 0} et en désignant par x = (x, 1, z) ∈ K3 son représen-
tant d'ordonnée Y = 1 dans P2, on a :
distv(x,0) = max (| x |v, | z |v) ∀v ∈ S.
Cei nous permet de déduire du système d'inégalité (II), le système d'inégalités :
max (| x |v, | z |v) < e−λvεh(x)−λvR−2mv−cv pour v ∈ S.
En reportant toutes es inégalités dans la somme :∑
v∈S
[Kv : Qv]
[K : Q]
logmax (| x |v, | z |v)
et en utilisant l'hypothèse
∑
v∈S
[Kv:Qv ]
[K:Q] λv = 1, on obtient :∑
v∈S
[Kv : Qv]
[K : Q]
logmax (| x |v, | z |v) < −εh(x)−R−
∑
v∈S
[Kv : Qv]
[K : Q]
(2mv + cv)
≤ −εh(x)−R.
(11.3)
Par ailleurs, on a par dénition :∑
v∈MK
[Kv : Qv]
[K : Q]
logmax (| x |v, | z |v) ≥ 0,
e qui donne :∑
v∈S
[Kv : Qv]
[K : Q]
logmax (| x |v, | z |v) ≥ −
∑
v 6∈S
[Kv : Qv]
[K : Q]
logmax (| x |v, | z |v)
≥ −
∑
v 6∈S
[Kv : Qv]
[K : Q]
logmax (| x |v, 1, | z |v)
≥ −
∑
v∈MK
[Kv : Qv]
[K : Q]
logmax (| x |v, 1, | z |v) = −h(x).
D'où : ∑
v∈S
[Kv : Qv]
[K : Q]
logmax (| x |v, | z |v) ≥ −h(x). (11.4)
En omparant (11.3) et (11.4) on obtient :
−εh(x)−R > −h(x),
'est-à-dire : h(x) >
R
1− ε > (1 + ε)R = R+ εR.
On onlut, grâe au théorème 13.14 du formulaire :
ĥ(x) ≥ h(x)− 3
2
η − 8
> R+ εR− 3
2
η − 8
> R
(
ar R >
1
ε
(3/2.η + 8)
)
.
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Ce qui donne la ontradition herhée et ahève ette démonstration. 
11.2.2 Deuxième méthode :
Comme déjà dit, elle onsiste simplement à estimer le nombre de points de E(K)
qui sont de hauteurs de Néron-Tate ≤ R, sans tenir ompte du système d'inégalités
(I). On dispose plus généralement d'un lemme estimant le nombre de points (à
oordonnées dans un orps de nombre donné K) d'une variété abelienne A (dénie
sur K) qui sont de hauteurs de Néron-Tate majorées par une onstante positive
donnée R. Notons que ette estimation dépend de deux quantités liées à A : la
première est la plus petite valeur non nulle des hauteurs des points de A(K), qu'on
désigne par ĥmin et la deuxième est le nombre de points de torsion de A(K), qu'on
désigne par ♯A(K)tor. Dans notre as (A = E est une ourbe elliptique), an d'avoir
un résultat omplètement expliite, on se refère à [Me℄ pour majorer ♯A(K)tor et à
[H-S1℄ pour minorer ĥmin, en fontion des invariants habituels de la ourbe elliptique
E. Notre lemme est le suivant :
Lemme 11.4 Soit A une variété abélienne dénie sur un orps de nombres K et
munie d'une hauteur de Néron-Tate ĥ et soit r le rang du groupe de Mordell-Weil
A(K) qu'on suppose non nul. Alors, pour tout réel positif R on a :
♯
{
x ∈ A(K) / ĥ(x) ≤ R
}
≤ ♯A(K)tor .
(
1 +
√
4R
ĥmin
)r
,
où A(K)tor désigne le groupe ni des points de torsion de A(K) et ĥmin désigne la
plus petite valeur des hauteurs des points de non torsion de A(K).
Démonstration. Soient Γ le groupe de Mordell-Weil de A(K) et p1, . . . ,pr des
générateurs de Γ. Le groupe de Mordell-Weil A(K) s'érit alors :
A(K) = A(K)tor ⊕ p1Z⊕ · · · ⊕ prZ.
Posons, pour un réel positif donné R :
ΓR :=
{
x ∈ p1Z⊕ · · · ⊕ prZ / x 6= 0 et ĥ(x) ≤ R
}
.
Il est lair qu'on a :
♯
{
x ∈ A(K) / ĥ(x) ≤ R
}
= ♯A(K)tor.♯ΓR.
Pour aboutir à la onlusion du lemme 11.4, on doit alors montrer qu'on a :
♯ΓR ≤
(
1 +
√
4R
ĥmin
)r
.
Nous introduisons pour ela l'entier N ≥ 1 déni par :
N :=
[
1 +
√
4R
ĥmin
]
(où [.] désigne la partie entière)
et nous onsidérons l'appliation cl|ΓR de ΓR dans Γ/NΓ, restrition de l'homomor-
phisme surjetif l de Γ dans Γ/NΓ assoiant à haque point du groupe Γ sa lasse
modulo le groupe NΓ :
ΓR ⊂ Γ
cl|ΓR−→ Γ/NΓ
x 7−→ l(x) mod NΓ .
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Le hoix de l'entier N pousse l'appliation cl|ΓR à être injetive. En eet, si ei
n'était pas le as, il devrait exister au moins un ouple (x,y) de ΓR
2
tel que l'on ait
x 6= y et l(x) = l(y). Pour un tel ouple, le point x− y vérie : l(x− y) = l(0)
et x− y 6= 0, e qui revient à dire que x− y ∈ (NΓ)∗ ou en d'autres termes que le
point x− y s'érit sous la forme :
x− y = Nz ave z ∈ Γ\{0}.
Comme z ∈ Γ\{0}, z est un point non de torsion, don sa hauteur de Néron-Tate
est minorée par ĥmin. Ce qui permet de minorer la hauteur de Néron-Tate du point
x− y par :
ĥ(x− y) = ĥ(Nz) = N2ĥ(z) ≥ N2ĥmin.
Par ailleurs, la hauteur de Néron-Tate du point x− y est majorée par :
ĥ(x− y) = | x− y |2 ≤ (| x | + | y |)2 ≤ (
√
R+
√
R)2 (ar x,y ∈ ΓR),
'est-à-dire : ĥ(x− y) ≤ 4R.
Il résulte de la majoration et de la minoration de ĥ(x− y) qu'on a :
N2ĥmin ≤ 4R.
Ce qui onduit à la ontradition N ≤
√
4R
ĥmin
et prouve que l'appliation cl|ΓR est
bien une injetion. Finalement l'injetivité de cl|ΓR entraîne :
♯ΓR ≤ ♯(Γ/NΓ) = N r ≤
(
1 +
√
4R
ĥmin
)r
,
'est-à-dire : ♯ΓR ≤
(
1 +
√
4R
ĥmin
)r
.
La démonstration du lemme 11.4 est ahevée. 
11.3 Démonstration des deux premiers théorèmes prinipaux :
Nous déduisons d'abord immédiatement du orollaire 11.2 et du théorème 11.3
le théorème suivant :
Théorème 11.5 Sous les hypothèses du théorème 11.1, on a :
♯ {x ∈ E(K) / x satisfait (II)} ≤
4ε−
1
2 [m(m− 1)(logm+ 9) +m|log ε|]
(
499ε−
m
2(m−1)
)r
.
De e théorème 11.5 nous apparait deux faons de proéder pour optimiser notre
résultat. La première onsiste à hoisir l'entier m ≥ 2 (en fontion de ε et r) de
faon à rendre la quantité R = R(m) minimale an d'aaiblir le mieu possible
le système d'inégalité (II). La deuxième par ontre onsiste à hoisir m pour ren-
dre plutt la quantité du théorème 11.5 estimant le nombre de points de E(K)
satisfaisant (II), minimale. Le orollaire 14.10 de l'appendie montre que pour ε
susamment petit (plus préisément ε ≤ 115788 ), l'entier :
m0 :=
[√
2|log ε|
log |log ε| − log log |log ε|+ 16 + 2
]
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(ave [.] désigne la partie entière), minimise presque R et on a :
R(m0) ≤ 56(η + 5)ε−1−
183
log|log ε| .
D'autre part, un simple alul montre que la quantité :
4ε−
1
2 [m0(m0 − 1)(logm0 + 9) +m0 | log ε |]
(
499ε
− m0
2(m0−1)
)r
est majorée par :
34ε−1/2| log ε |3/2(log | log ε |)−1/2 ×
[
499ε−1/2 exp
(√
| log ε | log | log ε |
)]r
.
Le premier théorème prinipal résulte ainsi simplement du théorème 11.5 pour m =
m0.
Par ailleurs, le orollaire 14.12 de l'appendie montre que l'entier :
m1 :=
[ r
4
|log ε|+ 2
]
(ave [.] désigne la partie entière) minimise presque la quantité :
4ε−
1
2 [m(m− 1)(logm+ 9) +m|log ε|]
(
499ε−
m
2(m−1)
)r
et lui donne une valeur
≤ 2r2ε− 12 (|log ε|)2(log r + log |log ε|+ 82)
(
499ε−
1
2
)r
.
D'autre part, un simple alul montre que la valeur de R lorsque m vaut m1 est
majorée par :
R(m1) ≤ exp
{( r
4
|log ε|+ 2
)
(log |log ε|+ log r + 16) + log(η + 5)
}
.
Après toutes es majorations, le deuxième théorème prinipal résulte du théorème
11.5, en prenant m = m1 dans e dernier.
11.4 Démonstration du troisième théorème prinipal :
Du théorème 11.1 et du lemme 11.4 pour A = E résulte immédiatement l'esti-
mation :
♯ {x ∈ E(K) / x satisfait (I)} ≤ ♯E(K)tor
(
1 +
√
4R(m)
ĥmin
)r
+ 4ε−
1
2 [m(m− 1)(logm+ 9) +m|log ε|]
(
499ε−
m
2(m−1)
)r
.
Il reste à hoisir l'entier m de faon à optimiser ette estimation. Pour e faire, on
remarque que lorsque m est assez grand, la quantité :
4ε−
1
2 [m(m− 1)(logm+ 9) +m|log ε|]
(
499ε−
m
2(m−1)
)r
devient négligeable devant la quantité :
♯E(K)tor
(
1 +
√
4R(m)
ĥmin
)r
≫≪ R(m) r2 ≥ ((2904m)mε− mm−1 )r2 .
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Don, optimiser l'estimation préédente revient presque à optimiser R(m), or ei
a été déja fait dans la démonstration du premier théorème prinipal. En prenant
omme dans e dernier :
m = m0 :=
[√
2|log ε|
log |log ε| − log log |log ε|+ 16 + 2
]
(ave [.] désigne la partie entière) et en tenant ompte des estimations faites au our
de sa démonstration, le théorème 2.3 suit.
12 Démonstration des orollaires 2.4, 2.5 et 2.6
L'argument qu'on utilise pour déduire le orollaire 2.4 (resp 2.5 et 2.6) du
théorème 2.1 (resp 2.2 et 2.3) est l'objet du lemme suivant :
Lemme 12.1 Soit E une ourbe elliptique dénie sur un orps de nombres K de
degré D, plongée dans P2 à la Weierstrass, d'équation projetive Y 2Z = 4X3 −
g2XZ
2 − g3Z3 (g2, g3 ∈ K) et d'élément neutre (en tant que groupe) le point à
l'inni 0 représenté dans P2 par les oordonnées projetives (0 : 1 : 0).
Supposons que pour tout réel stritement positif ε, pour tout ensemble ni S de
plaes sur K et pour toute famille (λv)v∈S de réels positifs satisfaisant :∑
v∈S
[Kv : Qv]
[K : Q]
λv = 1,
il existe une appliation :
F :Mk → R+
v 7→ Fv
tel que le système d'inégalités simultanées :
distv(x,0) ≤ e−λvεh(x)−Fv (v ∈ S)
-dont les inonnues sont les points x de E(K)- n'admet qu'un nombre ni de solu-
tions onstituant un ensemble de ardinal majoré par une fontion positive :
fctE,D(ε, S)
en ε et S.
Alors pour tout réel ε > 0 et tout sous-ensemble ni S de plaes sur K ; pour tout
hoix de réels 0 < ε′(T ) < ε, assoiés aux sous-ensembles T de S, l'inégalité :∏
v∈S
distv(x,0)
[Kv :Qv ]
[K:Q] ≤ e−εh(x)−
∑
v∈S
[Kv :Qv ]
[K:Q]
Fv
n'est satisfaite que par un nombre ni de points x de E(K) onstituant un ensemble
de ardinal majoré par :∑
T∈P(S)
(
A(T ) + card (T )− 1
card (T )− 1
)
fctE,D (ε
′(T ), T )
où P(S) désigne l'ensemble de toutes les parties de S et A(T ) le plus petit entier
≥ ε′(T )card(T )ε−ε′(T ) .
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Démonstration. Soient ε un réel stritement positif et S un ensemble ni de
plaes de K. Désignons par X l'ensemble des points x de E(K) satisfaisant l'iné-
galité : ∏
v∈S
distv(x,0)
[Kv :Qv ]
[K:Q] ≤ e−εh(x)−
∑
v∈S
[Kv :Qv ]
[K:Q]
Fv
(12.1)
et par π l'appliation de X dans P(S) assoiant à haque point x ∈ X l'ensemble
π(x) des plaes v de S pour lesquelles x satisfait l'inégalité :
distv(x,0) ≤ e−Fv .
Il est lair que π est bien dénie, de plus on peut remarquer d'après (12.1) que pour
tout x ∈ X , le sous-ensemble π(x) de S n'est jamais vide, e qui revient à dire qu'on
a : π−1({∅}) = ∅.
Soit maintenant T un sous-ensemble quelonque de S tel que π−1({T }) 6= ∅, T
est don non vide puisque on vient de remarquer que π−1({∅}) = ∅. Par dénition
même de l'appliation π, on a :
∀x ∈ π−1({T }), ∀v ∈ T : distv(x,0) ≤ e−Fv (12.2)
∀x ∈ π−1({T }), ∀v ∈ S \ T : distv(x,0) > e−Fv . (12.3)
Des deux inégalités (12.1) et (12.3), on déduit l'inégalité importante :
∀x ∈ π−1({T }) :
∏
v∈T
distv(x,0)
[Kv :Qv ]
[K:Q] ≤ e−εh(x)−
∑
v∈T
[Kv :Qv ]
[K:Q] Fv . (12.4)
Dénissons maintenant pour tout x ∈ π−1(T ) et pour toute plae v dans T le réel
positif ξv(x) par :
distv(x,0) = e
−ξv(x)εh(x)−Fv
si h(x) 6= 0
ξv(x) :=
1
cardT
[K : Q]
[Kv : Qv]
si h(x) = 0
. (12.5)
(lorsque h(x) 6= 0, l'existene de ξv(x) est justiée par (12.2)).
D'après (12.4) on doit avoir :
∀x ∈ π−1({T }) :
∑
v∈T
[Kv : Qv]
[K : Q]
ξv(x) ≥ 1. (12.6)
Maintenant on a pour tout x ∈ π−1({T }) :
A(T ) + ard (T ) ≤ A(T ) ε
ε′(T )
≤
∑
v∈T
A(T )
ε
ε′(T )
[Kv : Qv]
[K : Q]
ξw(x) (d'après (12.6))
≤
∑
v∈T
[
A(T )
ε
ε′(T )
[Kv : Qv]
[K : Q]
ξv(x)
]
+ ard (T );
d'où :
∀x ∈ π−1({T }) : A(T ) ≤
∑
v∈T
[
A(T )
ε
ε′(T )
[Kv : Qv]
[K : Q]
ξv(x)
]
. (12.7)
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Cette dernière inégalité (12.7) entraîne -pour tout x ∈ π−1({T })- l'existene d'une
famille d'entiers positifs (av(x))v∈T satisfaisant pour toute plae v ∈ T :
av(x) ≤
[
A(T )
ε
ε′(T )
[Kv : Qv]
[K : Q]
ξv(x)
]
≤ A(T ) ε
ε′(T )
[Kv : Qv]
[K : Q]
ξv(x)
(12.8)
et ∑
v∈T
av(x) = A(T ). (12.9)
Or, l'équation (12.9) admet exatement
(A(T )+card(T )−1
card(T )−1
)
solutions en entiers positifs
(av)v∈T , don il doit exister un sous-ensemble ET de π
−1({T }) de ardinal :
card(ET ) ≥
card
(
π−1({T }))(A(T )+card(T )−1
card(T )−1
) (12.10)
tel que pour toute plae v ∈ T , les entiers positifs av(x), x ∈ ET soient tous égaux.
Notons alors simplement l'entier positif av(x) (x ∈ ET ) par av (pour toute plae
v ∈ T ). Ces (av)v∈T satisfont d'après (12.8) et (12.9) :
∀x ∈ ET : av ≤ A(T ) ε
ε′(T )
[Kv : Qv]
[K : Q]
ξv(x) (12.11)
et ∑
v∈T
av = A(T ). (12.12)
Posons aussi pour toute plae v ∈ T :
λv :=
av
A(T )
[K : Q]
[Kv : Qv]
. (12.13)
D'après (12.11) et (12.12) es réels positifs (λv)v∈T satisfont pour toute plae v ∈ T
et tout x ∈ ET :
λvε
′(T ) ≤ εξv(x) (12.14)
et ∑
v∈T
[Kv : Qv]
[K : Q]
λv = 1. (12.15)
On vérie aisément grâe à l'inégalité (12.14) et à l'égalité (de dénition) (12.5)
(lorsque h(x) 6= 0) et grâe à l'inégalité (12.2) (lorsque h(x) = 0) qu'on a :
∀x ∈ ET : distv(x,0) ≤ e−λvε′(T )h(x)−Fv ∀v ∈ T. (12.16)
Or d'après l'hypothèse du lemme 12.1, le nombre de solutions x ∈ E(K) du système
(12.16) est majoré par fctE,D(ε
′(T ), T ). D'où :
card(ET ) ≤ fctE,D(ε′(T ), T ) (12.17)
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et puis, par (12.10), on en déduit qu'on a :
card
(
π−1({T })) ≤ (A(T ) + card(T )− 1
card(T )− 1
)
fctE,D(ε
′(T ), T ). (12.18)
Remarquons enn que ette dernière inégalité (12.18) est trivialement satisfaite
lorsque π−1({T }) = ∅, don (12.18) est valable pour tout T dans P(S).
En additionant membre à membre les inégalités (12.18) orrespondant à haque
T ∈ P(S), on obtient :∑
T∈P(S)
card
(
π−1({T })) ≤ ∑
T∈P(S)
(
A(T ) + card(T )− 1
card(T )− 1
)
fctE,D(ε
′(T ), T ).
Pour onlure, il ne reste qu'à remarquer que
∑
T∈P(S) card
(
π−1({T })) = card(X).
La démonstration est ahevée. 
Dans e qui suit, nous allons en déduire le orollaire 2.4 du théorème 2.1 en
utilisant le lemme 12.1 préédent ; les deux autres orollaires 2.5 et 2.6 se déduisent
respetivement des deux théorèmes 2.2 et 2.3 exatement de la même manière.
Nous appliquons le lemme 12.1 ave :
Fv := 56(η + 5)ε
−1− 183
log|log ε|λv + 2mv + cv ∀v ∈MK
fctE(ε, S) = 34ε
−1/2(| log ε |)3/2(log | log ε |)−1/2
[
499ε−1/2exp
(√
| log ε | log | log ε |
)]r
= fctE(ε) (indépendante de S)
∀T ∈ P(S) : ε′(T ) = ε
2
et A(T ) = card(T ).
Ainsi, d'après le théorème 2.1, l'hypothèse prinipale du lemme 12.1 est bien vériée,
don e dernier entraine que l'ensemble des points x de E(K) satisfaisant l'inégalité :∏
v∈S
distv(x,0)
[Kv :Qv ]
[K:Q] ≤ e−εh(x)−
∑
v∈S
[Kv :Qv ]
[K:Q]
Fv
est de ardinal :
≤
∑
T∈P(S)
(
A(T ) + card(T )− 1
card(T )− 1
)
fctE(ε
′(T ), T ),
'est-à-dire :
≤ fctE
(ε
2
)
.
∑
T∈P(S)
(
2card(T )− 1
card(T )− 1
)
≤ fctE
(ε
2
)
.
card(S)∑
n=0
(
card(S)
n
)(
2n− 1
n− 1
)
(en posant n = card(T ))
≤ fctE
(ε
2
)
.
card(S)∑
n=0
(
card(S)
n
)
4n
≤ 5card(S).fctE
(ε
2
)
.
Par ailleurs, en utilisant l'hypothèse :∑
v∈S
[Kv : Qv]
[K : Q]
λv = 1
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et en majorant
∑
v∈S
[Kv:Qv ]
[K:Q] mv par :∑
v∈S
[Kv : Qv]
[K : Q]
mv ≤
∑
v∈MK
[Kv : Qv]
[K : Q]
mv =: η
et
∑
v∈S
[Kv :Qv]
[K:Q] cv par :∑
v∈S
[Kv : Qv]
[K : Q]
cv ≤
∑
v∈MK
[Kv : Qv]
[K : Q]
cv =
∑
v∈MK∞
[Kv : Qv]
[K : Q]
cv = 16,
on en déduit pour la quantité :
∑
v∈S
[Kv:Qv ]
[K:Q] Fv la majoration :∑
v∈S
[Kv : Qv]
[K : Q]
Fv ≤ 56(η + 5)ε−1−
183
log|log ε| + 2η + 16
≤ 57(η + 5)ε−1− 183log|log ε| ;
e qui entraîne que l'inégalité :∏
v∈S
distv(x,0)
[Kv :Qv ]
[K:Q] ≤ e−εh(x)−
∑
v∈S
[Kv :Qv ]
[K:Q]
Fv
est impliquée par l'inégalité :∏
v∈S
distv(x,0)
[Kv :Qv ]
[K:Q] ≤ e−εh(x)−57(η+5)ε
−1− 183
log|log ε|
.
Le orollaire 2.4 s'ensuit. La démonstration est ahevée. 
13 Formulaire
Dans tous e paragraphe, soit E une ourbe elliptique dénie sur un orps de
nombres K et plongée à la Weierstrass dans l'espae projetif P2 et soit :
Y 2Z = 4X3 − g2XZ2 − g3Z3 g2, g3 ∈ K
son équation projetive dans e plongement.
Nous donnons dans le théorème 13.1 qui suit trois familles de formules d'addition
expliites sur E ainsi que les artes où haune de es familles de formules est
valable, de manière à avoir un atlas onstitué de trois artes de E2.
Dans le théorème 13.3 nous montrons, par un proédé de réurene, l'existene d'une
famille de formes représentant globalement la multipliation d'un point de E par
un entier positif n donné. Le degré et la hauteur de es formes est bien ontrolé en
fontion de n et de la hauteur de E. Notre référene prinipale pour e théorème
13.3 est le hapitre 2 de [La3℄.
Enn dans le théorème 13.14 nous donnons une valeur expliite pour la onstante
de Néron-Tate de E →֒ P2 qui est essentiellement elle de [Zi-Sh℄ et [Da1℄.
13.1 Formules d'addition sur E :
Nous appelons système omplet de familles de formes représentant l'addition sur
E →֒ P2, la donnée d'un nombre ni de familles de formes Ai = (Ai0, Ai1, Ai2), i ∈ I
( I ni ) de K[(X1, Y1, Z1), (X2, Y2, Z2)] et d'un nombre ni d'ouverts non vides
Ωi, i ∈ I de E2 formant un reouvrement pour E2 tel que pour tout i ∈ I et pour
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tout ouple de points (p1,p2) ∈ Ωi ⊂ E2, le point p1+p2 de E peut être représenté
dans P2 par le système de oordonnées projetives Ai(p1,p2) = (Ai0(p1,p2) :
Ai1(p1,p2) : Ai2(p1,p2)).
Notons que dans un système omplet de familles de formes représentant l'addition
sur E, il n'est pas vraiment néessaire de préiser les ouverts Ωi, i ∈ I de E2 orre-
spondant à haune des familles de formes Ai, i ∈ I. En eet si A = (A0, A1, A2) est
une famille de formes de K[(X1, Y1, Z1), (X2, Y2, Z2)] représentant l'addition sur E
sur un ouvert non vide Ω de E2 alors A doit ertainement représenter l'addition sur
E sur tout le sous-ensemble de E2 là où les trois formes A0, A1 et A2 ne s'annulent
pas simultanément. Ce dernier étant un ouvert de E2, ne dépend que de la famille
de formes A et ontient Ω, qu'il peut avantageusement remplaer. On a le théorème
suivant :
Théorème 13.1 Un système omplet de familles de formes représentant l'addition
sur E est donné par :
1) A0 := Y1
2X2Z2 − 2X1Y1Y2Z2 + 2Y1Z1X2Y2 − 3g3X1Z1Z22 − g2X12Z22
+3g3Z1
2X2Z2 + g2Z1
2X2
2 −X1Z1Y22
A1 := Y1
2Y2Z2 + 3g3Y1Z1Z2
2 + g2X1Y1Z2
2 + 2g2Y1Z1X2Z2 − Y1Z1Y22
−12X1Y1X22 − 3g3Z12Y2Z2 − 2g2X1Z1Y2Z2 − g2Z12X2Y2
+12X1
2X2Y2
A2 := Y1
2Z2
2 + g2X1Z1Z2
2 − g2Z12X2Z2 − 12X12X2Z2 − Z12Y22
+12X1Z1X2
2
2) A0 := 4Y1
2X2
2 + g2
2X1Z1Z2
2 + 12g3X1
2Z2
2 − g22Z12X2Z2
+4g2X1
2X2Z2 − 12g3Z12X22 − 4g2X1Z1X22 − 4X12Y22
A1 := 4Y1
2X2Y2 − g22Y1Z1Z22 − 12g3X1Y1Z22 − 24g3Y1Z1X2Z2
−8g2X1Y1X2Z2 − 4g2Y1Z1X22 − 4X1Y1Y22 + g22Z12Y2Z2
+24g3X1Z1Y2Z2 + 4g2X1
2Y2Z2 + 12g3Z1
2X2Y2 + 8g2X1Z1X2Y2
A2 := 4Y1
2X2Z2 + 8X1Y1Y2Z2 − 8Y1Z1X2Y2 − 12g3X1Z1Z22
−4g2X12Z22 + 12g3Z12X2Z2 + 4g2Z12X22 − 4X1Z1Y22
3) A0 := 4Y1
2X2Y2 + g2
2Y1Z1Z2
2 + 12g3X1Y1Z2
2 + 24g3Y1Z1X2Z2
+8g2X1Y1X2Z2 + 4g2Y1Z1X2
2 + 4X1Y1Y2
2 + g2
2Z1
2Y2Z2
+24g3X1Z1Y2Z2 + 4g2X1
2Y2Z2 + 12g3Z1
2X2Y2 + 8g2X1Z1X2Y2
A1 := 4Y1
2Y2
2 +
(
g2
3 − 36g32
)
Z1
2Z2
2 − 12g2g3X1Z1Z22 − 4g22X12Z22
−12g2g3Z12X2Z2 − 16g22X1Z1X2Z2 − 144g3X12X2Z2
−4g22Z12X22 − 144g3X1Z1X22 − 48g2X12X22
A2 := 4Y1
2Y2Z2 − 12g3Y1Z1Z22 − 4g2X1Y1Z22 − 8g2Y1Z1X2Z2
+4Y1Z1Y2
2 + 48X1Y1X2
2 − 12g3Z12Y2Z2 − 8g2X1Z1Y2Z2
−4g2Z12X2Y2 + 48X12X2Y2
Ainsi, es trois familles sont onstituées de formes de bidegré (2, 2) et sont -pour
toute plae v de K- de hauteur logarithmique v-adique hv(A) majorée par :
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pour 1) hv(A) ≤
{
mv + log 12 si v est innie
mv si v est nie
pour 2) hv(A) ≤
{
2mv + log 24 si v est innie
2mv si v est nie
pour 3) hv(A) ≤
{
3mv + log 144 si v est innie
3mv si v est nie
.
Par onséquent, es trois familles de 1), 2) et 3) sont de hauteurs de Gauss-Weil
majorées respetivement par η + log 12, 2η + log 24 et 3η + log 144.
Par ailleurs, quand v est une plae innie sur K, es trois familles de 1), 2) et
3) sont de longueurs logarithmiques v-adique ℓv(A) majorées respetivement par :
mv + log 38, 2mv + log 106 et 3mv + log 425.
Démonstration. Ce système omplet de formules d'additions est elui donné
dans [La-Ru℄, on n'a fait que développer les aluls de ette référene. 
Remarque 13.2 Les trois familles de formules d'additions données par le théorème
13.1 sont aussi de hauteurs de Gauss-Weil majorées par h(1 : g2
3 : g3
2) + log 144.
13.2 Formules de multipliation d'un point de E par un en-
tier positif donné :
Nous onsarons e sous-paragraphe à la démonstration du théorème suivant :
Théorème 13.3 Pour tout entier n ≥ 1, il existe une famille de formes F (n) :=
(F0
(n), F1
(n), F2
(n)) de K[X,Y, Z] de degré n2 haune, représentant globalement la
multipliation par n sur E →֒ P2 tel que pour toute plae nie (resp innie) v de K,
la hauteur logarithmique loale v-adique hv (resp la longueur logarithmique loale
v-adique ℓv) de la famille F
(n)
est majorée par
3
2mv.n
2
(resp par
3
2 (mv + 3).n
2
).
Par onséquent ette famille de formes F (n) est de hauteur de Gauss-Weil majorée
par :
h˜(F (n)) ≤ 3
2
(η + 3).n2.
An de démontrer e théorème, on se refère dans toute la suite de e sous-paragraphe
au hapitre 2 de [La3℄. Soit ℘ la fontion de Weierstrass assoiée à E et Λ le réseau
de périodes de E. La ourbe elliptique E est alors isomorphe au groupe abélien C/Λ
et l'isomorphisme en question est donné par :
ρ : C/Λ −→ E
z 7−→ (℘(z) : ℘′(z) : 1) si z 6= 0
0 7−→ (0 : 1 : 0) .
Pour tout n ∈ N, notons (C/Λ)n le sous-groupe des points de n-torsion de C/Λ.
D'après le hapitre 2 de [La3℄, il existe pour tout entier n ≥ 1 une fontion elliptique
fn vériant :
fn(z)
2 = n2
∏
u∈(C/Λ)n,u6=0
(℘(z)− ℘(u)) . (13.1)
Pour tout n ≥ 1, les zéros de la fontion elliptique fn sont les points de n-torsion
de C/Λ autre que 0 et se sont tous des zéros simples, par ailleurs ses ples sont les
points du réseau Λ et sont évidemment d'ordre (n2−1) haun. On sait aussi d'après
[La3℄ que les fontions fn, (n ≥ 1) s'érivent omme des polynmes à oeients
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dans K en ℘(z) et ℘′(z), 'est-à-dire qu'il existe une suite de polynmes (Qn)n≥1
de K[X,Y ] tels que :
fn(z) = Qn (℘(z) , ℘
′(z)) ∀n ≥ 1.
On peut même préiser qu'on a :
• si n est impair : Qn(X,Y ) = Pn(X) où Pn est un polynme de K[X ] de degré
n2−1
2 et de oeient dominant n.• si n est pair : Qn(X,Y ) = 12Y Pn(X) où Pn est un polynme de K[X ] de degré
n2−4
2 et de oeient dominant n.
Il est vérié dans [La3℄ qu'on a :
Q1(X,Y ) = 1 , Q2(X,Y ) = Y , Q3(X,Y ) = 3X
4 − 3
2
g2X
2 − 3g3X − 1
16
g2
2
et Q4(X,Y ) =
1
2
Y
(
4X6−5g2X4−20g3X3− 5
4
g2
2X2−g2g3X−2g32+ g2
3
16
)
.
Posons aussi, par onvention, Q−1 ≡ −1 et Q0 ≡ 0. Le théorème 1.3 du hapitre
2 de [La3℄ donne des formules de réurene permettant de aluler de prohe en
prohe es polynmes Qn, n ≥ 1. Ces formules sont :
∀n ≥ 1 :
{
Q2n+1 = Qn+2Q
3
n −Qn−1Q3n+1
Y Q2n = Qn
(
Qn+2Q
2
n−1 −Qn−2Q2n+1
) . (13.2)
Grâe à es formules de réurene, on peut donner des estimations pour les hauteurs
(ou longueurs) loales des polynmes Qn, n ≥ 1. On obtient le lemme suivant :
Lemme 13.4 Soit v une plae sur K et ξ := 3
√
1
2 , on a :
• quand v est innie et n ≥ 2 :
Lv(Qn) ≤
 ξ(4Mv)
n2−1
4
si n est impair
ξ(4Mv)
n2−4
4
si n est pair
,
• quand v est nie, v | 2 et n ≥ 1 :
Hv(Qn) ≤
 (4Mv)
n2−1
4
si n est impair
(4Mv)
n2−4
4
si n est pair
,
• et quand v est nie, v ∤ 2 et n ≥ 1 :
Hv(Qn) ≤
{
Mv
n2−1
4
si n est impair
Mv
n2−4
4
si n est pair
.
Démonstration. On proède par réurrene.
-Dans le as v innie, on vérie l'estimation du lemme 13.4 pour n = 2, 3, 4, 5, 6 et
puis on utilise les formules (13.2) en distinguant les as : n = 4k, 4k+1, 4k+2, 4k+
3 (k ∈ N∗) pour la réurrene.
-Dans le as v nie, on vérie l'estimation du lemme 13.4 pour n = 1,
2, 3, 4 et puis on utilise aussi les formules (13.2) en distinguant les mêmes as que
préédemment pour établir la réurrene. 
Du lemme 13.4 déoule immédiatement le orollaire suivant :
67
Corollaire 13.5 Soit v une plae sur K et ξ := 3
√
1
2 . On a :
• quand v est innie et n ≥ 2 :
Lv(Pn) ≤
 ξ(4Mv)
n2−1
4
si n est impair
2ξ(4Mv)
n2−4
4
si n est pair
,
• quand v est nie, v | 2 et n ≥ 1 :
Hv(Pn) ≤
 (4Mv)
n2−1
4
si n est impair
1
2 (4Mv)
n2−4
4
si n est pair
,
• et quand v est nie, v ∤ 2 et n ≥ 1 :
Hv(Pn) ≤
{
Mv
n2−1
4
si n est impair
Mv
n2−4
4
si n est pair
.
Enn, on trouve aussi dans [La3℄ des formules exprimant les fontions elliptiques
℘(nz) et ℘′(nz) (pour un entier n ∈ N∗) en fontion de ℘(z), ℘′(z) et des fm,m ∈ N∗.
Ces formules sont :{
℘(nz) = ℘(z)− fn+1(z).fn−1(z)
fn(z)
2
℘′(nz) = f2n(z)
fn(z)
4 =
1
℘′(z) .
fn+2(z)fn−1(z)
2−fn−2(z)fn+1(z)2
fn(z)
3
. (13.3)
Ces formules (13.3) donnent -a priori- des formes représentant la multipliation d'un
point de E par un entier n ≥ 1, mais érites en fontion des polynmes Qm,m ≥ 1.
On pourra don estimer leurs degrés et hauteurs grâe au lemme 13.4. En eet,
soient pour n ≥ 1 les polynmes suivants de K[X,Y ] :
F˜
(n)
0 (X,Y ) := XQ
3
n(X,Y )−QnQn+1Qn−1(X,Y )
F˜
(n)
1 (X,Y ) :=
1
Y
(
Qn+2Q
2
n−1 −Qn−2Q2n+1
)
(X,Y )
F˜
(n)
2 (X,Y ) := Q
3
n(X,Y ).
(13.4)
On peut énoner :
Lemme 13.6 Pour tout point p := (x : y : 1) de E \ {0} et tout entier n ≥ 1, le
point n.p de E est représenté dans P2 par les oordonnées projetives :
n.p =
(
F˜
(n)
0 (x, y) : F˜
(n)
1 (x, y) : F˜
(n)
2 (x, y)
)
.
Démonstration. Soit p := (x : y : 1) := (℘(z) : ℘′(z) : 1) ave z ∈ (C/Λ)∗, un
point de E \{0} et soit n un entier ≥ 1. On peut représenter le point n.p de E dans
l'espae projetif P2 par :
n.p =
(
f3n(z)℘(nz) : f
3
n(z)℘
′(nz) : f3n(z)
)
=
(
f3n(z)℘(z)− fn(z)fn+1(z)fn−1(z) :
fn+2(z)fn−1(z)
2 − fn−2(z)fn+1(z)2
℘′(z)
: f3n(z)
)
=
(
xQ3n(x, y)−QnQn+1Qn−1(x, y) :
1
y
(Qn+2Q
2
n−1 −Qn−2Q2n+1)(x, y) : Q3n(x, y)
)
=
(
F˜
(n)
0 (x, y) : F˜
(n)
1 (x, y) : F˜
(n)
2 (x, y)
)
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où la deuxième égalité vient des formules (13.3). Pour ompléter la preuve de notre
lemme, il ne reste qu'à vérier que ette représentation du point n.p est bien dénie
dans P2, 'est-à-dire que les trois expressions F˜
(n)
0 (x, y), F˜
(n)
1 (x, y) et F˜
(n)
2 (x, y) ne
peuvent s'annuler simultanément pour un point p = (x : y : 1) de E\{0}. Proédons
par l'absurde. Supposons que pour un ertain point p = (x : y : 1) = (℘(z) : ℘′(z) :
1) de E\{0} et pour un ertain n ≥ 1 on a : F˜ (n)0 (x, y) = F˜ (n)1 (x, y) = F˜ (n)2 (x, y) = 0,
ei revient à dire qu'on a :
Qn(x, y) =
1
y
(Qn+2Q
2
n−1 −Qn−2Q2n+1)(x, y) = 0,
qui s'érit en fontion de z :
fn(z) =
1
℘′(z)
(
fn+2f
2
n−1 − fn−2f2n+1
)
(z) = 0
et qu'on peut érire aussi d'après les formules (13.3) :
fn(z) =
(
f2n
fn
)
(z) = 0.
Maintenant, on a d'une part :
fn(z) = 0 ⇔ z ∈ (C/Λ)n, z 6= 0
et d'autre part, en reprenant l'expression (13.1) pour fn(z)
2
on a :(
f2n
fn
)2
(z) = 4
∏
u∈(C/Λ)2n
u6∈(C/Λ)n
(℘(z)− ℘(u))
don :
f2n
fn
(z) = 0 ⇔ z ∈ (C/Λ)2n, z 6∈ (C/Λ)n.
On voit ainsi que les deux fontions elliptiques fn et
f2n
fn
ne peuvent pas s'an-
nuler simultanément, par onséquent F˜
(n)
0 (X,Y ), F˜
(n)
1 (X,Y ) et F˜
(n)
2 (X,Y ) ne peu-
vent pas s'annuler simultanément aussi. La représentation np = (F˜
(n)
0 (X,Y ) :
F˜
(n)
1 (X,Y ) : F˜
(n)
2 (X,Y )) est eetivement bien dénie sur P2 pour tout point
p = (x : y : 1) ∈ E \ {0} et tout entier n ≥ 1 e qui ahève ette démonstra-
tion. 
Problème : On peut voir failement que les polynmes F˜
(n)
0 , F˜
(n)
1 et F˜
(n)
2 (n ≥ 1)
de K[X,Y ], représentant la multipliation d'un point p de E \ {0} par l'entier posi-
tif n, sont de degré ≤ 32n2 et de hauteur de Gauss-Weil majorée par 34 (η + 4).n2
(qu'on estime grâe au lemme 13.4). Le problème est que lorsqu'on les homogénéise
en des formes F
(n)
0 , F
(n)
1 et F
(n)
2 de K[X,Y, Z], les formes homogènes obtenues sont
non dénies à l'origine, e qui est indésirable. Pour régler e problème, nous al-
lons réduire (en un ertain sens) les polynmes F˜
(n)
0 , F˜
(n)
1 et F˜
(n)
2 (n ≥ 1) modulo
l'équation ane de la ourbe elliptique E, qui est Y 2 = 4X3− g2X− g3 et nous ho-
mogénéisons ensuite les polynmes réduits ainsi obtenus qui donnerons ette fois-i
des formes représentant globalement la multipliation d'un point de E par n. Il est
important de signaler que dans ette rédution on gagne un peu sur les degrés (on
obtient des formes de degré n2, e qui est optimal) mais on perd sur l'estimation de
la hauteur (on obtient une famille de formes de hauteurs majorées par
3
2 (η+3).n
2
).
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Rédution des polynmes F˜
(n)
0 , F˜
(n)
1 et F˜
(n)
2 modulo l'équation ane de
E :
Nous dénissons T l'appliation de rédution modulo l'équation ane de la
ourbe elliptique E par :
T : K[X,Y ] −→ K[X,Y ]
assoiant à haque polynme P de K[X,Y ] le polynme T (P ) de K[X,Y ] dont le
degré en X est ≤ 2 et qui équivaut à P modulo l'équation ane de E. Il est lair
que T est unique et bien dénie. Etant donné P un polynme de K[X,Y ], pour
aluler onrètement T (P ) on proède omme suit :
• si d◦XP ≤ 2, on prend T (P ) = P ,
• sinon, X3 divise forément l'un au moins des monmes de P, on remplae un
tel X3 par 14 (Y
2 + g2X + g3) et on réitère ette opération jusqu'à l'obtention d'un
polynme de degré en X inférieur ou égal à 2. C'est e dernier qu'on prend pour
T (P ).
Posons pour tout n ∈ N : Tn := T (Xn), les Tn, n ∈ N, sont don des polynmes de
K[X,Y ] dont le degré en X est ≤ 2. Les premiers Tn sont :
T0(X,Y ) = 1, T1(X,Y ) = X, T2(X,Y ) = X
2,
T3(X,Y ) =
1
4
(Y 2 + g2X + g3) =
1
4
g2X +
1
4
(Y 2 + g3), . . . et
Pour n ∈ N, érivons Tn omme polynme en X (de degré ≤ 2) à oeients
polynmes de K[Y ] :
Tn(X,Y ) = An(Y )X
2 +Bn(Y )X + Cn(Y ). (13.5)
Les premiers éléments des suites (An)n, (Bn)n et (Cn)n sont alors :
A0 ≡ 0, A1 ≡ 0, A2 ≡ 1;
B0 ≡ 0, B1 ≡ 1, B2 ≡ 0;
C0 ≡ 1, C1 ≡ 0, C2 ≡ 0.
Nous établissons maintenant des relations de réurrene permettant de aluler de
prohe en prohe les An, Bn, Cn (n ∈ N). On a pour tout n ∈ N :
Tn+1 := T (X
n+1)
= T (XTn)
= T
(
An(Y )X
3 +Bn(Y )X
2 + Cn(Y )X
)
= An(Y )
[
1
4
(
Y 2 + g2X + g3
)]
+Bn(Y )X
2 + Cn(Y )X
= Bn(Y )X
2 +
(
1
4
g2An(Y ) + Cn(Y )
)
X +
1
4
(
Y 2 + g3
)
An(Y ),
d'où :
∀n ∈ N :

An+1 = Bn
Bn+1 =
1
4g2An + Cn
Cn+1 =
1
4 (Y
2 + g3)An
. (13.6)
En utilisant es formules, on déduira d'autres formules de réurrene liant les termes
de haune des trois suites (An)n, (Bn)n et (Cn)n indépendamment des termes des
deux autres. On montre qu'on a pour tout n ∈ N :
An+3 =
1
4g2An+1 +
1
4 (Y
2 + g3)An
Bn+3 =
1
4g2Bn+1 +
1
4 (Y
2 + g3)Bn
Cn+3 =
1
4g2Cn+1 +
1
4 (Y
2 + g3)Cn
. (13.7)
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Maintenant, grâe à es formules de réurrene (13.6) et (13.7), nous allons estimer
les degrés et les hauteurs loales des polynmes An, Bn et Cn (n ∈ N) de K[Y ] et
nous en déduisons plus généralement des estimations pour les degrés et les hauteurs
loales d'une rédution T (P ) d'un polynme P ∈ K[X ] modulo l'équation ane de
notre ourbe elliptique E, en fontion du degré et des hauteurs loales de P ; il ne
reste après a qu'à appliquer es estimations aux polynmes F˜
(n)
0 , F˜
(n)
1 et F˜
(n)
2 (n ∈
N∗) pour en déduire des estimations pour le degré, les hauteurs loales ainsi que la
hauteur de Gauss-Weil de leurs rédutions T (F˜
(n)
0 ), T (F˜
(n)
1 ) et T (F˜
(n)
2 ) (n ∈ N∗)
modulo l'équation ane de E.
a)-Estimations sur les degrés :
Le lemme suivant estime les degrés des polynmes An, Bn et Cn (n ∈ N) et donne
même les degrés exats de es derniers ainsi que la valeur du oeient dominant
de haun lorsque g2 6= 0.
Lemme 13.7 Pour tout n ∈ N∗ ;
• An est de degré ≤ 2(n−2[n3 ]−2) et le oeient de Y 2(n−2[
n
3 ]−2)
dans son ériture
anonique vaut
(
[n3 ]
2 + 3[n3 ]− n
)
.(14 )
[n3 ]. g2
2+3[n3 ]−n
• Bn est de degré ≤ 2(n− 2[n+13 ]− 1) et le oeient de Y 2(n−2[
n+1
3 ]−1)
dans son
ériture anonique vaut
(
[n+13 ]
1 + 3[n+13 ]− n
)
.(14 )
[n+13 ]. g2
1+3[n+13 ]−n
• Cn est de degré ≤ 2(n− 2[n−13 ]− 2) et le oeient de Y 2(n−2[
n−1
3 ]−2)
dans son
ériture anonique vaut
(
[n−13 ]
3 + 3[n−13 ]− n
)
.(14 )
[n−13 ]+1. g2
3+3[n−13 ]−n
.
Démonstration. Pour obtenir les estimations onernant les An (n ∈ N), on
proède par réurrene en utilisant la relation : An+3 =
1
4g2An+1+
1
4 (Y
2+g3)An (n ∈
N) de (13.7) et ette réurrene se fait en distinguant les trois as : n = 3k, n = 3k+1
et n = 3k+2 (k ∈ N). Les estimations onernant les Bn et les Cn (n ∈ N) peuvent
se déduire ensuite diretement de elles des An -sans refaire la réurrene- grâe
aux deux relations : Bn = An+1 et Cn =
1
4 (Y
2 + g3)An−1 (n ∈ N∗) de (13.6). 
Le lemme qui suit est une onséquene du lemme 13.7 préédent, il donne le
degré total et le degré en Y d'une rédution T (P ) d'un polynme P ∈ K[X ] modulo
l'équation ane de E et donne aussi un monme signiatif de l'ériture anonique
de T (P ).
Lemme 13.8 Pour tout polynme P de K[X ] de degré n ∈ N et de oeient
dominant an ∈ K∗, sa rédution T (P ) modulo l'équation ane de E vérie :
d◦totT (P ) = n− [n
3
] , d◦YT (P ) = 2[
n
3
]
et T (P ) ontient dans son ériture anonique le monme
an
(
1
4
)[n3 ]
Xn−3[
n
3 ]Y 2[
n
3 ].
Démonstration. En utilisant le lemme 13.7 et en distinguant les trois as :
n = 3k, n = 3k + 1 et n = 3k + 2 on montre qu'on a pour tout n ∈ N :
d◦totTn ≤ n− [n
3
] , d◦YTn ≤ 2[n
3
]
et que Tn ontient dans son ériture anonique le monme :(
1
4
)[n3 ]
Xn−3[
n
3 ]Y 2[
n
3 ].
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Une remarque, utile pour la suite de ette démonstration, qu'on peut tirer immédi-
atement de e qui préède est que pour tout ouple (k, ℓ) ∈ N2, (k < ℓ), le oeient
de Xℓ−3[
ℓ
3 ]Y 2[
ℓ
3 ]
dans l'ériture anonique de Tk est nul. En eet si e oeient
était non nul, on aurait :
d◦totTk ≥ ℓ− [ ℓ
3
] et d◦YTk ≥ 2[ ℓ
3
],
'est-à-dire :
k − [k
3
] ≥ ℓ− [ ℓ
3
] et 2[
k
3
] ≥ 2[ ℓ
3
]
e qui est lairement impossible puisque k < ℓ. Don e oeient est eetivement
nul. En érivant maintenant P (X) =:
n∑
i=0
aiX
i (an 6= 0), on a :
T (P ) =
n∑
i=0
aiT (X
i) =
n∑
i=0
aiTi
d'où : d◦totT (P ) ≤ max (d◦totTi , i = 0, . . . , n) ≤ n− [n3 ],
d◦YT (P ) ≤ max (d◦Y Ti , i = 0, . . . , n) ≤ 2[n3 ]
et, de plus, d'après la remarque préédente T (P ) ontient dans son ériture anon-
ique le monme an(
1
4 )
[n3 ]Xn−3[
n
3 ]Y 2[
n
3 ]
, don on a bien d◦totT (P ) = n − [n3 ] et
d◦YT (P ) = 2[n3 ] e qui ahève ette démonstration. 
Nous passons enn, dans le orollaire qui suit, à l'estimation du degré total et
du degré partiel en Y des rédutions respetives T (F˜
(n)
0 ), T (F˜
(n)
1 ) et T (F˜
(n)
2 ) des
polynmes F˜
(n)
0 , F˜
(n)
1 et F˜
(n)
2 (n ∈ N) modulo l'équation ane de E, en donnant en
même temps un monme signiatif l'ériture anonique de T (F˜
(n)
1 ).
Corollaire 13.9 Pour tout n ∈ N, les polynmes réduits T (F˜ (n)0 ), T (F˜ (n)1 ) et T (F˜ (n)2 )
des polynmes F˜
(n)
0 , F˜
(n)
1 et F˜
(n)
2 respetivement, modulo l'équation ane de E, sont
de degré total ≤ n2 et de degré partiel en Y stritement inférieur à n2 pour T (F˜ (n)0 )
et T (F˜
(n)
2 ) et égal à n
2
pour T (F˜
(n)
1 ). De plus, T (F˜
(n)
1 ) ontient dans son ériture
anonique le monme (12 )
n2−1
Y n
2
.
Démonstration.On remplae dans les formules (13.4) de dénition des polynmes
F˜
(n)
0 , F˜
(n)
1 et F˜
(n)
2 -selon les as n impair et n pair- les polynmes Qk (k ∈ N) de
K[X,Y ] par leurs expressions en fontion des polynmes Pk (k ∈ N) de K[X ]. Les
degrés et les oeients dominants de es derniers étant onnus, il sut d'utiliser
le lemme 13.8 pour avoir toutes les assertions du orollaire 13.9. 
b)-Estimations des hauteurs loales et de la hauteur de Gauss-Weil :
Les estimations arithmétiques des polynmes de K[Y ] ou de K[X,Y ], utilisent
dans le as ni la hauteur v-adique Hv alors que dans le as inni nous prenons
la longueur v-adique Lv, qui est plus faile à gérer pour e as et qui entraîne
une estimation pour Hv puisque on a : Hv ≤ Lv. Le lemme suivant donne des
estimations pour les hauteurs v-adique (resp longueurs v-adique) des polynmes
An, Bn et Cn (n ∈ N∗) en fontion de Mv et de n quand v est une plae nie (resp
innie).
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Lemme 13.10 Soit v une plae de K. Pour tout n ∈ N∗ on a :
• quand v est innie :
Lv(An) ≤ Mv [
n−2
2 ]
et max (Lv(Bn), Lv(Cn)) ≤ Mv [
n−1
2 ],
• quand v est nie et v | 2 :
Hv(An) ≤ 4Mv[
n−2
2 ]
et max (Hv(Bn), Hv(Cn)) ≤ 4Mv[
n−1
2 ]
• et quand v est nie et v ∤ 2 :
Hv(An) ≤ Mv [
n−2
2 ]
et max (Hv(Bn), Hv(Cn)) ≤ Mv [
n−1
2 ].
Démonstration. Les estimations des hauteurs v-adiques (resp des longueurs v-
adiques) des polynmes An (n ≥ 1) de K[Y ] quand v est nie (resp quand v est
innie) s'obtiennent par un proédé de réurrene sur n en utilisant la relation :
An+3 =
1
4g2An+1 +
1
4 (Y
2 + g3)An (n ∈ N) donnée par (13.7). Ensuite, pour en
déduire les estimations analogues onernant les polynmes Bn et Cn (n ≥ 1), il
sut d'utiliser les deux relations : Bn = An+1 et Cn =
1
4 (Y
2 + g3)An−1 (n ≥ 1)
données par (13.6) et lemme s'ensuit. 
Comme onséquene du lemme 13.10, le lemme qui suit donne -lorsque P est
un polynme de K[Y ] et v une plae nie (resp innie) de K- une estimation
pour la hauteur v-adique (resp la longueur v-adique) de sa rédution T (P ) modulo
l'équation ane de E, en fontion de sa hauteur v-adique (resp de sa longueur
v-adique), de son degré et de Mv.
Lemme 13.11 Soit v une plae de K, pour tout polynme P de K[X ] de degré
n ≥ 1, sa rédution T (P ) modulo l'équation ane de E satisfait :
• quand v est innie :
Lv(T (P )) ≤ 3Lv(P )Mv [
n−1
2 ],
• quand v est nie et v | 2 :
Hv(T (P )) ≤ Hv(P )(4Mv)[
n−1
2 ]
• et quand v est nie et v ∤ 2 :
Hv(T (P )) ≤ Hv(P )Mv [
n−1
2 ].
Démonstration. Erivons :
P (X) =:
n∑
i=0
aiX
i (an 6= 0),
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d'où
T (P ) =
n∑
i=0
aiT (X
i)
=
n∑
i=0
aiTi
=
n∑
i=0
ai
[
Ai(Y )X
2 +Bi(Y )X + Ci(Y )
]
et d'après les propriétés des longueurs et des hauteurs loales :
• quand v est innie :
Lv(T (P )) ≤ Lv(P ). max
0≤i≤n
(Lv(Ai) + Lv(Bi) + Lv(Ci))
• et quand v est nie :
Hv(T (P )) ≤ Hv(P ). max
0≤i≤n
(max{Hv(Ai), Hv(Bi), Hv(Ci)}) .
Il ne reste qu'à appliquer le lemme 13.10 pour onlure. 
Comme appliation du lemme 13.11, le lemme qui suit estime les hauteurs v-
adiques (resp les longueurs v-adiques) des rédutions T (F˜
(n)
0 ), T (F˜
(n)
1 ) et T (F˜
(n)
2 )
des polynmes F˜
(n)
0 , F˜
(n)
1 et F˜
(n)
2 (n ∈ N), modulo l'équation ane de E, quand v
est une plae nie (resp innie).
Lemme 13.12 Soit v une plae de K, pour tout n ∈ N∗ on a :
• quand v est innie :
max
{
Lv
(
T (F˜
(n)
0 )
)
, Lv
(
T (F˜
(n)
1 )
)
, Lv
(
T (F˜
(n)
2 )
)}
≤
 3.(2Mv)
3n2−3
2
si n est impair
6.(2Mv)
3n2−2
2
si n est pair
,
• quand v est nie et v | 2 :
max
{
Hv
(
T (F˜
(n)
0 )
)
, Hv
(
T (F˜
(n)
1 )
)
, Hv
(
T (F˜
(n)
2 )
)}
≤
 (4Mv)
3n2−3
2
si n est impair
(4Mv)
3n2−2
2
si n est pair
• et quand v est nie et v ∤ 2 :
max
{
Hv
(
T (F˜
(n)
0 )
)
, Hv
(
T (F˜
(n)
1 )
)
, Hv
(
T (F˜
(n)
2 )
)}
≤
{
Mv
3n2−3
2
si n est impair
Mv
3n2−2
2
si n est pair
.
Démonstration. Pour n = 1, 2, 3 on vérie les estimations du lemme direte-
ment sur les formules de T (F˜
(n)
0 ), T (F˜
(n)
1 ) et T (F˜
(n)
2 ) (données à la n de e sous-
hapitre) et pour n ≥ 4, on remplae dans les formules de dénition (13.4) des
F˜
(n)
0 , F˜
(n)
1 et F˜
(n)
2 -selon le as n impair ou n pair- les polynmes Qm (m ∈ N) de
K[X,Y ] par leurs expressions en fontion des polynmes Pm (m ∈ N). Les hauteurs
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v-adiques (resp longueurs v-adiques) des Pm (m ∈ N) étant estimées dans le orol-
laire 13.5 quand v est une plae nie (resp innie), les degrés des Pm (m ∈ N) étant
aussi onnus, l'appliation du lemme 13.11 permet alors de onlure. 
Enn étant donné un entier n ≥ 1, nous tirons du lemme 13.12 une estimation
pour la hauteur de Gauss-Weil de la famille des polynmes T (F˜
(n)
0 ), T (F˜
(n)
1 ) et
T (F˜
(n)
2 ) réduits des polynmes F˜
(n)
0 , F˜
(n)
1 et F˜
(n)
2 respetivement, modulo l'équation
ane de E. Cette estimation dépend de n et de η.
Corollaire 13.13 Pour tout entier n ≥ 1 on a :
h˜
(
T (F˜
(n)
0 ), T (F˜
(n)
1 ), T (F˜
(n)
2 )
)
≤ 3
2
(η + 3)n2.
Démonstration. Il sut d'utiliser la dénition de la hauteur de Gauss-Weil
d'une famille nie de polynmes :
h˜
(
T (F˜
(n)
0 ), T (F˜
(n)
1 ), T (F˜
(n)
2 )
)
:=
∑
v∈MK
[Kv : Qv]
[K : Q]
. logmax
{
Hv
(
T (F˜
(n)
0 )
)
, Hv
(
T (F˜
(n)
1 )
)
, Hv
(
T (F˜
(n)
2 )
)}
,
de majorer dans le as v innie Hv par Lv et d'utiliser les estimation du lemme
13.12 en remarquant qu'on a :
∑
v∈M∞K
[Kv : Qv] =
∑
v|2
[Kv : Qv] = [K : Q] et
∑
v∈MK
[Kv : Qv]
[K : Q]
. logMv
= η. Nous avons ainsi :
h˜
(
T (F˜
(n)
0 ), T (F˜
(n)
1 ), T (F˜
(n)
2 )
)
≤
{
3n2−3
2 (η + log 8) + log 3 si n est impair
3n2−2
2 (η + log 8) + log 6 si n est pair
≤ 3
2
(η + 3)n2 (∀n ≥ 1).
Cei démontre l'estimation du orollaire. 
Démonstration du théorème 13.3 :
Soit n un entier ≥ 1, les polynmes de K[X,Y ] : T (F˜ (n)0 ), T (F˜ (n)1 ) et T (F˜ (n)2 )
réduits des polynmes F˜
(n)
0 , F˜
(n)
1 et F˜
(n)
2 respetivement, modulo l'équation ane
de E, sont -d'après le orollaire 13.9- de degré total ≤ n2. Prenons respetivement
pour F
(n)
0 , F
(n)
1 et F
(n)
2 leurs homogénéisés en des formes de K[X,Y, Z] de degré
n2, 'est-à-dire posons :
F
(n)
0 (X,Y, Z) := Z
n2 .T (F˜
(n)
0 )
(
X
Z
,
Y
Z
)
,
F
(n)
1 (X,Y, Z) := Z
n2 .T (F˜
(n)
1 )
(
X
Z
,
Y
Z
)
et F
(n)
2 (X,Y, Z) := Z
n2 .T (F˜
(n)
2 )
(
X
Z
,
Y
Z
)
.
Posons aussi F (n) := (F
(n)
0 , F
(n)
1 , F
(n)
2 ) la famille onstituée de es formes, il est lair
que F (n) est une famille de formes de K[X,Y, Z] de degré n2 haune et pour tout
point p := (x : y : z) de E →֒ P2, le point
(
F
(n)
0 (x, y, z) : F
(n)
1 (x, y, z) : F
(n)
2 (x, y, z)
)
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représente dans P2 le point n.p de E sauf peut être quand p est le point à l'inni
de E. Cei résulte du lemme 13.6 et du fait que les polynmes T (F˜
(n)
0 ), T (F˜
(n)
1 ) et
T (F˜
(n)
2 ) sont équivalent modulo l'équation ane de E, aux polynmes F˜
(n)
0 , F˜
(n)
1 et
F˜
(n)
2 respetivement. Montrons maintenant que même lorsque p := (x : y : z) est le
point à l'inni 0 := (0 : 1 : 0) de E, le point projetif
(
F
(n)
0 (x, y, z) : F
(n)
1 (x, y, z) :
F
(n)
2 (x, y, z)
)
est bien déni et représente toujours dans P2 le point n.p de E.
Comme n.0 = 0, ela revient simplement à montrer qu'on a : F
(n)
0 (0, 1, 0) =
F
(n)
2 (0, 1, 0) = 0 et F
(n)
2 (0, 1, 0) 6= 0, or ei résulte immédiatement du orollaire
13.9. En eet d'après e dernier les deux polynmes T (F˜
(n)
0 ) et T (F˜
(n)
2 ) sont de
degré total ≤ n2 et de degré partiel en Y stritement inférieur à n2. Don leurs
homogénéisés F
(n)
0 et F
(n)
2 ne ontiennent -dans leurs éritures anoniques- que
des monmes de K[X,Y, Z] dont l'un au moins des degrés en X ou en Z est
non nul, e qui entraîne qu'on a bien : F
(n)
0 (0, 1, 0) = F
(n)
2 (0, 1, 0) = 0. Quant à
T (F˜
(n)
1 ), il est de degré total égal à son degré partiel en Y et égal à n
2
, de plus
il ontient -dans son ériture anonique- le monme (12 )
n2−1
Y n
2
, par onséquent
son homogénéisé F
(n)
1 ne ontient -dans son ériture anonique- que le monme
(12 )
n2−1
Y n
2
et d'autre monmes de K[X,Y, Z] dont l'un au moins des degrés en X
ou en Z est non nul, e qui montre bien qu'on a : F
(n)
1 (0, 1, 0) = (
1
2 )
n2−1 6= 0, d'où :
(F
(n)
0 (0) : F
(n)
1 (0) : F
(n)
2 (0)) = (0 : 1 : 0) = 0. On vient de montrer que la famille
de formes F (n) = (F
(n)
0 , F
(n)
1 , F
(n)
2 ) représente globalement la multipliation par n
d'un point de E →֒ P2. Par ailleurs, la hauteur de Gauss-Weil de la famille de formes
F (n) est évidemment la même que elle des déshomogénéisés T (F˜
(n)
0 ), T (F˜
(n)
1 ) et
T (F˜
(n)
2 ) qu'on a majoré avant dans le orollaire 13.13 par
3
2 (η + 3)n
2
. Cei onlut
la démonstration du théorème.
Avant de onlure e sous-hapitre, donnons expliitement les formes onstituant
les deux familles F (2) et F (3) ; ela nous donne ainsi des formules de dupliation
et de tripliation sur E. Pour aboutir à es formules on a besoin seulement des
polynmes Qi (i = 0, 1, . . . , 4) qui sont donnés tout au début de e sous-hapitre
et du polynme Q5 qui est égal à Q4Q
3
2 −Q1Q33 d'après les relations (13.2). Grâe
au formules de dénition (13.4), on alule les polynmes de K[X,Y ] : F˜
(n)
0 , F˜
(n)
1
et F˜
(n)
2 pour n = 2 et n = 3, on les réduit ensuite modulo l'équation ane de E
par l'appliation de la rédution T dénie à la page 83 et on homogénéise enn les
polynmes réduits obtenus T (F˜
(n)
0 ), T (F˜
(n)
1 ) et T (F˜
(n)
2 ) pour n = 2 et n = 3. Voilà
e qu'on obtient en faisant tout es aluls :
• Formules de dupliation sur E :
On peut représenter globalement la dupliation sur E par les formes suivantes :
F
(2)
0 (X,Y, Z) :=
1
4
XY 3 +
3
4
g2X
2Y Z +
9
4
g3XY Z
2 +
1
16
g22Y Z
3
F
(2)
1 (X,Y, Z) :=
1
8
Y 4 − 3
8
g2XY
2Z − 9
4
g3Y
2Z2 − 9
8
g22X
2Z2
−27
8
g2g3XZ
3 − 27
8
g23Z
4 +
1
32
g32Z
4
F
(2)
2 (X,Y, Z) := Y
3Z.
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• Formules de tripliation sur E :
On peut représenter globalement la tripliation sur E par les formes suivantes :
F
(3)
0 (X,Y, Z) :=
3
256
XY 8 +
21
128
g2X
2Y 6Z +
9
8
g3XY
6Z2 +
125
1024
g22Y
6Z3
+
81
128
g2g3X
2Y 4Z3 −
(
3
256
g32 +
81
128
g23
)
XY 4Z4
− 837
1024
g22g3Y
4Z5 −
(
147
1024
g42 +
1053
128
g2g
2
3
)
X2Y 2Z5
−
(
45
32
g32g3 +
243
32
g33
)
XY 2Z6 − 27
64
g32X
7Z2
−
(
405
256
g32g3
2 +
37
4096
g62 +
729
256
g43
)
XZ8 −
(
729
128
g2g
3
3
+
459
1024
g3g
4
2
)
X2Z7 −
(
7
1024
g52 +
2241
1024
g22g
2
3
)
Y 2Z7
−
(
1215
1024
g22g
3
3 +
9
1024
g52g3
)
Z9
F
(3)
1 (X,Y, Z) :=
1
256
Y 9 − 9
128
g2XY
7Z − 27
32
g3Y
7Z2 − 225
256
g22X
2Y 5Z2
−621
128
g2g3XY
5Z3 −
(
75
256
g32 +
1215
128
g23
)
Y 5Z4
−1215
128
g22g3X
2Y 3Z4 −
(
579
1024
g42 +
2511
128
g2g
2
3
)
XY 3Z5
−
(
423
256
g32g3 +
243
16
g33
)
Y 3Z6 −
(
3645
256
g22g
2
3
− 189
1024
g52
)
X2Y Z6 −
(
1539
1024
g42g3 +
2187
128
g2g
3
3
)
XY Z7
−
(
3
4096
g62 +
2187
256
g43 +
81
64
g32g
2
3
)
Y Z8
F
(3)
2 (X,Y, Z) :=
27
256
Y 8Z − 27
128
g2XY
6Z2 − 27
32
g3Y
6Z3 − 27
256
g22X
2Y 4Z3
+
81
128
g2g3XY
4Z4 +
(
243
128
g23 +
27
256
g32
)
Y 4Z5
+
243
128
g22g3X
2Y 2Z5 +
(
63
1024
g42 +
243
128
g2g
2
3
)
XY 2Z6
− 81
256
g32g3Y
2Z7 −
(
1215
256
g22g
2
3 +
63
1024
g52
)
X2Z7
−
(
729
128
g2g
3
3 +
513
1024
g42g3
)
XZ8 −
(
1
4096
g62
+
27
64
g32g
2
3 +
729
256
g43
)
Z9.
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13.3 Une valeur admissible pour la onstante de omparaison
entre hauteur projetive et hauteur de Néron-Tate sur
E :
Pour tout point p ∈ E(K), désignons par h(p) la hauteur logarithmique absolue
de p (voir 2) et par ĥ(p) la hauteur normalisée (ou de Néron-Tate) de p qui est
dénie par :
ĥ(p) := lim
n→+∞
h(n.p)
n2
.
On a le théorème suivant :
Théorème 13.14 Pour tout point p ∈ E(K) on a :
−3
4
η − 5 ≤ h(p)− ĥ(p) ≤ 3
2
η + 8.
Démonstration. C'est une onséquene immédiate du lemme 3.4 de [Da1℄. En
eet, on majore simplement la onstante h := max{1, h(1 : g2 : g3)} introduite dans
ette référene par h(1 : g2 : g3) + 1, puis on majore les onstantes numériques
5 log 2 + 34 et 8 log 2 +
3
2 par 5 et 8 respetivement et le théorème 13.14 en déoule.

14 Appendie
Dans e paragraphe nous démontrons les quelques lemmes élémentaires utilisés
depuis le 7.
Lemme 14.1 (G. Rémond) Soient c1 un réel > 1 et r un entier ≥ 1. L'espae
eulidien Rr peut être reouvert par un nombre ≤ [(1+√8c1)r] de nes de sommet
0 et d'angle arccos (1− 1c1 ) haun.
Démonstration. Durant toute ette démonstration, quand x et y sont deux
points de Rr, on note (x, y) le réel appartenant à l'intervalle ] − π, π] représentant
l'angle (
−→
0x,
−→
0y) en radians. Comme tout point de Rr s'obtient par une homothétie de
entre 0 d'un point de la sphère unité S := S(0, 1) alors : reouvrir l'espae eulidien
Rr par des nes de sommet 0 et d'angle arccos (1 − 1c1 ) revient à reouvrir S par
de tels (mêmes) nes. Pour faire ela en ayant une estimation du nombre de nes
du reouvrement, on se base sur le fait suivant :  ∀x ∈ S et ∀ϕ ∈]0, π4 [ le sous-
ensemble B(x, 2 sinϕ) ∩ S de Rr est ontenu dans un ertain ne de entre 0 et
d'angle 4ϕ . Montrons d'abord e fait : soient y1 et y2 deux points quelonques de
B(x, 2 sinϕ) ∩ S, on a d'une part :
|yi − x|2 = |yi|2 + |x|2 − 2|yi|.|x|. cos (x, yi)
= 2− 2 cos (x, yi) i = 1, 2
et d'autre part :
|yi − x| ≤ 2 sinϕ⇒ |yi − x|2 ≤ 4sin2ϕ i = 1, 2
d'où on déduit :
2− 2 cos (x, yi) ≤ 4sin2ϕ i = 1, 2
i.e cos (x, yi) ≥ 1− 2sin2ϕ = cos 2ϕ i = 1, 2
d'où |(x, yi)| ≤ 2ϕ i = 1, 2.
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Ainsi
|(y1, y2)| ≤ |(x, y1)|+ |(x, y2)| ≤ 2ϕ+ 2ϕ = 4ϕ,
or ei est vrai pour tout ouple de points (y1, y2) ∈ (B(x, 2 sinϕ) ∩ S)2 e qui
montre qu'eetivement le sous-ensemble B(x, 2 sinϕ) ∩ S de Rr est ontenu dans
un ertain ne de entre 0 et d'angle 4ϕ.
Posons maintenant ϕ := 14 arccos (1− 1c1 ), d'après le fait i-dessus le problème re-
vient à reouvrir la sphère unité S par un nombre ni de boules ouvertes de rayon
2 sinϕ haune et dont les entres appartiennent à S, en ayant une estimation du
nombre de boules de e reouvrement (qui est aussi le nombre de nes du reou-
vrement déduit par le fait préédent). Mais, il sut d'appliquer le lemme ?? pour
S ave ρ remplaé par 1 et γ par 12 sinϕ ; e qui montre que S peut être reouverte
par un nombre ≤ [( 1sinϕ +1)r] de petites boules de rayon 2 sinϕ haune et dont les
entres ont dans S. Par onséquent, en remontant le raisonnement, Rr est reouvert
par un nombre ≤ [( 1sinϕ +1)r] de nes de sommet 0 et d'angle 4ϕ = arccos (1 − 1c1 )
haun. Il nous reste à vérier que
1
sinϕ + 1 ≤ 1 +
√
8c1. On a par dénition de ϕ :
1− 1
c1
= cos 4ϕ = 2cos22ϕ− 1 = 2(1− 2sin2ϕ)2 − 1
d'où on tire :
sinϕ =
√
1
2
(
1−
√
1− 1
2c1
)
=
1
2
√
c1
√
1 +
√
1− 12c1
≥ 1√
8c1
d'où
1
sinϕ
+ 1 ≤ 1 +√8c1 e qui ahève la preuve. 
Lemme 14.2 Soient X1, X2, Y1 et Y2 des réels stritement positifs, (a, b) un ouple
de réels positifs diérent de (0, 0) et k un réel > 1. Supposons qu'on ait :
−a ≤ Yi −Xi ≤ b pour i = 1, 2.
Alors, la double inégalité :
1
k
Y1
Y2
≤ X1
X2
≤ kY1
Y2
est satisfaite dès que :
Xi ≥ ak + b
k − 1 pour i = 1, 2
ou dès que :
Yi ≥ bk + a
k − 1 pour i = 1, 2.
Démonstration. • Supposons qu'on a : Xi ≥ ak+bk−1 > a pour i = 1, 2. Des
inégalités :
−a ≤ Yi −Xi ≤ b (i = 1, 2)
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vient :
X1 − a
X2 + b
≤ Y1
Y2
≤ X1 + b
X2 − a .
Comme on a :
X1 + b
X2 − a ≤ k
X1
X2
⇐⇒
(
X1 − b
k − 1
)(
X2 − ka
k − 1
)
≥ abk
(k − 1)2 ,
X1 − a
X2 + b
≥ 1
k
X1
X2
⇐⇒
(
X1 − ak
k − 1
)(
X2 − b
k − 1
)
≥ abk
(k − 1)2
et que les deux inégalités de droite sont satisfaites, puisqu'on a supposé que Xi ≥
ak+b
k−1 pour i = 1, 2, on a bien :
X1 + b
X2 − a ≤ k
X1
X2
et
X1 − a
X2 + b
≥ 1
k
X1
X2
d'où :
1
k
X1
X2
≤ X1 − a
X2 + b
≤ Y1
Y2
≤ X1 + b
X2 − a ≤ k
X1
X2
puis :
1
k
Y1
Y2
≤ X1
X2
≤ kY1
Y2
.
e qui démontre le premier as du lemme 14.2.
• Le deuxième as du lemme 14.2 suit simplement du premier as en permutant X1
ave Y1, X2 ave Y2 et a ave b. La démonstration est ahevée. 
Lemme 14.3 Soit E une ourbe elliptique plongée dans P2 à la Weierstrass, dénie
sur un orps de nombres K, d'équation projetive :
Y 2Z = 4X3−g2XZ2−g3Z3 (g2, g3 ∈ K) et soit m ≥ 2 un entier positif, x1, . . . ,xm
des points de E satisfaisant les hypothèses H1 du 7. Posons pour i = 1, . . . ,m :
ai :=
[ | xm |
| xi |
]
.
Alors, pour tout i, j dans {1, . . . ,m}, on a :
1√
2
a2j ĥ(xj) ≤ a2i ĥ(xi) ≤
√
2a2j ĥ(xj), (14.1)
1√
2
h(xi)
h(xj)
≤ ĥ(xi)
ĥ(xj)
≤
√
2
h(xi)
h(xj)
, (14.2)
1
2
a2jh(xj) ≤ a2ih(xi) ≤ 2a2jh(xj). (14.3)
Démonstration. Remarquons d'abord que les trois doubles inégalités (14.1),
(14.2) et (14.3) sont symétriques par rapport à i et j et qu'elles sont triviales
lorsque i = j. Don, on peut supposer -sans restreindre la généralité- qu'on a 1 ≤
i < j ≤ m. En tenant ompte de ette hypothèse, ommenons par démontrer la
double inégalité (14.1). Pour ela on distingue les deux as suivants :
•1eras : (si j = m) Dans e premier as, on applique le lemme 14.2 ave : X1 = ai,
X2 = Y1 = Y2 =
|xm|
|xi| , a = 0, b = 1 et k =
4
√
2. Les hypothèses du lemme 14.2 sont
lairement vériées, par onséquent -d'après le deuxième as de e dernier- on a :
1
4
√
2
≤ ai | xi || xm | ≤
4
√
2 (14.4)
dès que :
| xm |
| xi | ≥
4
√
2
4
√
2− 1 = 6, 29 . . . .
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Or, ette dernière inégalité est bien vériée puisqu'on a, d'après les hypothèses H1 :
| xm |
| xi | ≥
| xm |
| xm−1 | ≥ 7 (ar i ≤ j − 1 ≤ m− 1).
Don, la double inégalité (14.4) est établie (pour e premier as). Il sut d'en
prendre les arrés des trois termes et de remarquer que aj = am = 1 pour en
déduire la double inégalité (14.1) dans e premier as.
•2èmeas : (si j ≤ m− 1) Dans e deuxième as, on applique le lemme 14.2 ave :
X1 = ai, X2 = aj , Y1 =
|xm|
|xi| , Y2 =
|xm|
|xj| , a = 0, b = 1 et k =
4
√
2. Les hypothèses
du lemme 14.2 se vérient très failement, par onséquent -d'après le deuxième as
de e dernier- on a :
1
4
√
2
| xj |
| xi | ≤
ai
aj
≤ 4
√
2
| xj |
| xi | (14.5)
dès que :
min
( | xm |
| xi | ,
| xm |
| xj |
)
≥
4
√
2
4
√
2− 1 ,
'est-à-dire dès que :
| xm |
| xj | ≥
4
√
2
4
√
2− 1 = 6, 29 . . . .
Or, ette dernière est bien vériée puisqu'on a, d'après les hypothèses H1 :
| xm |
| xj | ≥
| xm |
| xm−1 | ≥ 7 (ar j ≤ m− 1).
Don, la double inégalité (14.5) est établie (pour e deuxième as). Il ne reste qu'à
prendre les arrés des trois termes de ette dernière pour aboutir à la double inégalité
(14.1) dans e deuxième as. En onlusion la double inégalité (14.1) est vraie pour
tout i, j dans {1, . . . ,m}.
Montrons maintenant la double inégalité (14.2). Pour ela on applique le lemme
14.2 ave : X1 = ĥ(xi), X2 = ĥ(xj), Y1 = h(xi), Y2 = h(xj), a =
3
4η+5, b =
3
2η+8
et k =
√
2. Le théorème 13.14 montre ainsi que les hypothèses du lemme 14.2 sont
bien vériées, don d'après le premier as de e dernier, la double inégalité (14.2)
est satisfaite dès que :
min
(
ĥ(xi), ĥ(xj)
)
≥
(
3
4η + 5
)√
2 + 32η + 8√
2− 1 ,
'est-à-dire dès que :
ĥ(xi) ≥
(
3 +
9
4
√
2
)
η + 18 + 13
√
2 = 6, 18 . . . η + 36, 38 . . . .
Or, ette dernière est bien satisfaite puisque, d'après les hypothèses H1, on a même :
ĥ(xi) ≥ ĥ(x1) ≥ 7η + 37. Ce qui démontre la double inégalité (14.2) pour tout i, j
dans {1, . . . ,m}.
Finalement, nous remarquons que la double inégalité (14.2) (qu'on vient de démon-
trer) est équivalente à la double inégalité :
1√
2
h(xj)
ĥ(xj)
≤ h(xi)
ĥ(xi)
≤ √2h(xj)
ĥ(xj)
.
Le produit membre à membre de ette dernière ave (14.1) (déja démontrée i-
dessus) nous amène à l'inégalité (14.3) et ahève ette démonstration. 
81
Lemme 14.4 Sous les hypothèse du lemme 14.3 on a :
1) ∀i ∈ {1, . . . ,m− 1} : ai ≥ 1√α ,
2) ∀i ∈ {1, . . . ,m} : ai ≥ 7m−i ≥ 7(m− i),
3) ∀i ∈ {2, . . . ,m} : ai−1 ≥ 7ai,
4) a21 + · · ·+ a2m ≤ (1 + 1/48)a21 et
5) m− 1 ≤ (1 + 1/48)αa21.
Démonstration. • Démontrons 1) : soit i ∈ {1, . . . ,m−1}. On a : ai := [ |xm||xi| ] >
|xm|
|xi| − 1. Comme d'après les hypothèses H1 on a :
|xm|
|xi| ≥ 1√α + 1, 'est-à-dire :
|xm|
|xi| − 1 ≥ 1√α alors ai > 1√α . Ce qui démontre 1) du lemme 14.4.
• Démontrons 2) : soit i ∈ {1, . . . ,m}. D'après l'hypothèse H1, armant :  ∀j ∈
{2, . . . ,m}, | xj |≥ 7 | xj−1 | , on a | xm |≥ 7m−i | xi |, 'est-à-dire : |xm||xi| ≥ 7m−i.
En prenant les parties entières pour ette dernière inégalité on a nalement ai ≥
7m−i. Par ailleurs la minoration : 7m−i ≥ 7(m − i) est laire. D'où s'ensuit 2) du
lemme 14.4.
• Démontrons 3) : Soit i ∈ {2, . . . ,m}. D'après l'hypothèse H1 on a : | xi |≥ 7 |
xi−1 | ; d'où |xm||xi−1| ≥ 7
|xm|
|xi| ≥ 7[
|xm|
|xi| ] = 7ai. En prenant les parties entières des deux
membres de l'inégalité
|xm|
|xi−1| ≥ 7ai on a nalement : ai−1 ≥ 7ai e qui démontre 3)
du lemme 14.4.
• Démontrons 4) : d'après 3) -qu'on vient de démontrer- on a :
a1 ≥ 7a2 ≥ 72a3 ≥ · · · ≥ 7i−1ai ≥ · · · ≥ 7m−1am
don :
a21 + · · ·+ a2m ≤
(
1 +
1
49
+
1
492
+ · · ·+ 1
49m−1
)
a21 ≤
(
1 +
1
48
)
a21
e qui démontre 4) du lemme 14.4.
• Démontrons 5) : d'après 1) -déja démontré- on a pour tout i dans {1, . . . ,m− 1}
l'inégalité 1 ≤ αa2i d'où :
m−1∑
i=1
1 ≤
m−1∑
i=1
αa2i
'est-à-dire : m− 1 ≤ α (a21 + · · ·+ a2m−1).
omme a21 + · · ·+ a2m−1 ≤ a21 + · · ·+ a2m ≤ (1 + 1/48)a21 d'après 4) -qu'on vient de
démontrer- on en déduit nalement qu'on a m− 1 ≤ (1+1/48)αa21 e qui démontre
5) du lemme 14.4 et ahève ette démonstration. 
Lemme 14.5 Sous les hypothèses du lemme 14.3 on a, pour tout i ∈ {1, . . . ,m−1} :
ĥ(aixi − xm) ≤ α
(
a21ĥ(xi) + ĥ(xm)
)
.
Démonstration. Pour tout i ∈ {1, . . . ,m− 1} on érit :
|aixi − xm |2 = a2i |xi |2 + |xm |2 − 2ai < xi,xm >
= (ai |xi | − |xm |)2 + 2ai (|xi | . |xm | − < xi,xm >)
≤ |xi |2 + 2aiα
4
| xi | . |xm |
≤ |xi |2 + α
2
ai |xi | . |xm |
≤ |xm |
2
a2i
+ α
ai(ai + 1)
2
|xi |2
≤ α
(
a2i |xi |2 + |xm |2
)
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où, pour l'obtention de ette série d'inégalités, on a utilisé : la première inégalité de
l'hypothèse H1 qui entraîne |xi | . |xm | − < xi,xm >≤ α4 |xi | . |xm | ; ai := [ |xm||xi| ] qui
entraîne
|xm|
|xi| − 1 < ai ≤
|xm|
|xi| ; l'assertion 1) du lemme 14.4 qui entraîne :
1
a2i
< α
et enn la majoration triviale
ai(ai+1)
2 ≤ a2i . Cei ahève ette démonstration. 
Avant de passer aux autres lemmes, il est intéressant de remarquer que le lemme
14.3 est vrai même si on se restreint seulement aux troisième et quatrième inégalités
de l'hypothèse H1. Le lemme 14.4 est vrai même si on se restreint seulement aux
deuxième et troisième inégalités de l'hypothèse H1 et le lemme 14.5 reste valable
même si on se restreint seulement aux première et deuxième inégalités de l'hypothèse
H1.
Le lemme qui suit est utilisé dans le 6 pour armer : card(Tδ) = (1+o(δ))vol(Tδ).
Lemme 14.6 Soient δ un entier positif, r1, . . . , rn (n ∈ N∗) des entiers stritement
positifs et T un entier positif satisfaisant :
T ≤ 1
r1
+ · · ·+ 1
rn
.
Alors, l'ensemble :
C :=
{
(α1, . . . , αn) ∈ Nn/α1
r1
+ · · ·+ αn
rn
≤ δ
}
est de ardinal enadré par :
r1 . . . rn
(
δ + T
n
)
≤ card(C) ≤ r1 . . . rn
(
δ + n
n
)
.
Démonstration. L'idée onsiste à enadrer C (au sens de l'inlusion) par deux
ensembles de ardinaux failes à aluler. Les deux ensembles dont il s'agit ii sont
du type de la famille d'ensembles CR (R ∈ N) dénis par :
CR :=
{
(α1, . . . , αn) ∈ Nn/
[
α1
r1
]
+ · · ·+
[
αn
rn
]
≤ R
}
,
où [.] désigne la partie entière. On a ainsi la double inlusion :
Cδ−n+T ⊂ C ⊂ Cδ.
En eet, l'inlusion C ⊂ Cδ est immédiate et l'inlusion Cδ−n+T ⊂ C s'obtient
en remarquant que pour tout rationnel positif p/q (p ∈ N, q ∈ N∗) on a : p/q ≤
[p/q]+1−1/q. La double inlusion préédente entraîne pour card(C) l'enadrement :
card(Cδ−n+T ) ≤ card(C) ≤ card(Cδ). (14.6)
Par ailleurs, nous armons que pour tout entier positif R, le ardinal de l'ensemble
CR vaut exatement :
card(CR) = r1 . . . rn
(
R+ n
n
)
.
En eet, un élément (α1, . . . , αn) de CR est forément une solution d'un système :
[
α1
r1
]
= x1
.
.
.[
αn
rn
]
= xn
(Ξ)
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pour un ertain (x1, . . . , xn) ∈ Nn satisfaisant : x1+· · ·+xn ≤ R. Comme l'ensemble
des (x1, . . . , xn) de Nn satisfaisant x1 + · · · + xn ≤ R est de ardinal exatement(
R+n
n
)
et que pour un tel point (x1, . . . , xn), l'ensemble des solutions du système (Ξ)
est exatement r1 . . . rn (ar es solutions sont : (r1x1+ i1, . . . , rnxn+ in)/ 0 ≤ i1 ≤
r1− 1, . . . , 0 ≤ in ≤ rn− 1, et sont don au nombre de r1 . . . rn) alors le ardinal de
CR est eetivement r1 . . . rn
(
R+n
n
)
. En partiulier :
card(Cδ−n+T ) = r1 . . . rn
(
δ + T
n
)
et card(Cδ) = r1 . . . rn
(
δ + n
n
)
.
Ce qui onlut, d'après (14.6), ette démonstration. 
Remarque 14.7 Lorsque r1 = · · · = rn = 1, on peut prendre T = n et dans e as
le lemme 14.6 est préis et on retrouve le fait que card{(α1, . . . , αn) ∈ Nn/ α1 +
· · ·+ αn ≤ δ} =
(
δ+n
n
) ∀δ ∈ N.
Lemme 14.8 Soient E la ourbe elliptique du 2, x un point de E(K) représenté
dans P2 par le système de oordonnées projetives x = (x, 1, z) ∈ K3, v une plae
de K et ε un réel stritement positif. Supposons qu'on a :
distv(x,0) < e
−2mv−cv , (∗)
alors on a :
• si v est nie :
max (| x |v, | z |v) < min
{
1,
1
| g2 |v
,
1
| g3 |v
}
et | ∆(x) |v = 1
• et si v est innie :
max (| x |v, | z |v) < e−16min
{
1,
1
| g2 |v
,
1
| g3 |v
}
, | ∆(x) |v >
1√
e
et pour tout entier positif d : ∑
α∈N3
|α|=d
| xα |v ≤ e.
Démonstration. D'après la propriété ii) du 2 pour la distane distv, l'hy-
pothèse (∗) entraîne qu'on a :
distv(x,0) = max (| x |v, | z |v)
et par onséquent on a :
max (| x |v, | z |v) < e−2mv−cv .
Cette inégalité entraîne bien les estimations du lemme 14.8 onernant la quantité
max(| x |v, | z |v) puisqu'on a : e−2mv = Mv−2 ≤Mv−1 = min{1, 1/| g2 |v, 1/| g3 |v}.
Démontrons maintenant -en distinguant les deux as v nie et v innie- l'asser-
tion du lemme 14.8 pour | ∆(x) |v. On a ∆(x) = 3g3z2 + 2g2xz + 1.
1
er
as (si v est nie) :
Dans e as on a :
| ∆(x) |v ≤ max
(
1, | 3g3z2 + 2g2xz |v
)
,
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où ette dernière inégalité devient une égalité lorsque | 3g3z2 + 2g2xz |v < 1. Or,
'est bien le as dans notre situation. En eet, on a :
| 3g3z2 + 2g2xz |v = | z |v.| 3g3z + 2g2x |v
≤ | 3g3z + 2g2x |v (ar | z |v < 1)
puis :
| 3g3z2 + 2g2xz |v ≤ max (| 3g3z |v, | 2g2x |v)
≤ max (| g3 |v.| z |v, | g2 |v.| x |v)
< 1
(
ar | z |v <
1
| g3 |v
et | x |v <
1
| g2 |v
)
.
D'où : | ∆(x) |v = 1.
2
ième
as (si v est innie) :
Pour e deuxième as on a :
| ∆(x) |v ≥ 1− | 3g3z2 + 2g2xz |v.
Or :
| 3g3z2 + 2g2xz |v = | z |v.| 3g3z + 2g2x |v
≤ | z |v. (3| g3 |v.| z |v + 2| g2 |v.| x |v)
≤ e−16 (3e−16 + 2e−16)
≤ 5e−32
< 1− 1√
e
.
D'où alors : | ∆(x) |v >
1√
e
.
Finalement, pour ahever la démonstration du lemme 14.8, il ne reste qu'à vérier
que dans e deuxième as (v innie), pour tout entier positif d on a
∑
|α|=d | xα |v ≤
e. En eet, on a pour tout d ∈ N :∑
α∈N3,|α|=d
| xα |v =
∑
α0+α1+α2=d
| x |α0v | z |α2v (ave (α0, α1, α2) := α)
=
∑
α0+α2≤d
| x |α0v | z |α2v
≤
∞∑
α0=0
∞∑
α2=0
| x |α0v | z |α2v
≤
( ∞∑
α0=0
| x |α0v
)( ∞∑
α2=0
| z |α2v
)
≤ 1
1− | x |v
.
1
1− | z |v
≤
(
1
1− e−16
)2 (
ar | x |v < e−16 et | z |v < e−16
)
< e.
La démonstration du lemme 14.8 est ainsi omplète. 
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Lemme 14.9 Soit a un réel positif > a0 := 15788 et f une fontion réelle sur
[2,+∞[ dénie par :
f(x) := (2904x)xa
x
x−1 .
Alors f atteint son minimum en un point unique ξ = ξ(a) vériant l'enadrement :√√√√ 2 log a
log
(
log a
log log a
)
+ 21
+ 1 < ξ <
√√√√ 2 log a
log
(
log a
log log a
)
+ 16
+ 1.
De plus en désignant par m0 l'entier positif :
m0 :=
[√
2 log a
log log a− log log log a+ 16 + 2
]
,
où [.] désigne la partie entière (m0 minimise don  presque la fontion f), on a :
f(m0) ≤ a1+ 183log log a .
Démonstration. Minimiser f revient à minimiser son logarithme népérien :
g(x) := log f(x) = x(log x+ log 2904) +
x
x− 1 log a.
Etudions les variations de g : On a ∀x ∈ [2,+∞[ : g′(x) = log x+1+log 2904− log a(x−1)2 .
Il est lair que g′ est stritement roissante sur [2,+∞[ et, puisque on a : g′(2) =
log 2+1+ log 2904− loga = log ( 5808ea ) < 0 et limx→+∞ g′(x) = +∞, alors, d'après
le théorème de la bijetion, g′ réalise une bijetion de [2,+∞[ sur [g′(2),+∞[. D'où
l'existene d'un unique ξ ∈ [2,+∞[ tel que g′(ξ) = 0. De plus, g′ est stritement
négative sur [2, ξ[ et elle est stritement positive sur ]ξ,+∞[. Ce qui entraîne que
la fontion g est stritement déroissante sur [2, ξ] et elle est stritement roissante
sur [ξ,+∞[, par onséquent g atteint son minimum en ξ et il en est de même pour
f puisque f =: exp(g). Démontrer l'enadrement du lemme 14.9 pour ξ revient,
d'après ette étude, à démontrer les deux inégalités :
g′
(√
2 log a
log log a− log log log a+ 21 + 1
)
< 0
et
g′
(√
2 log a
log log a− log log log a+ 16 + 1
)
> 0.
Commenons par démontrer la première, on a :
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g′
(√
2 log a
log log a− log log log a+ 21 + 1
)
= log
(√
2 log a
log log a− log log log a+ 21 + 1
)
+ 1 + log 2904
− log log a− log log log a+ 21
2
≤ log
(√
2 log a
log log a− log log log a+ 21
)
+
√
log log a− log log log a+ 21
2 log a
+ 1 + log 2904
− 1
2
log
(
log a
log log a
)
− 21
2
≤ 1
2
log 2 +
1
2
log log a− 1
2
log(log log a− log log log a+ 21)
+ 1 + log 2904− 21
2
+
√
log log a− log log log a+ 21
2 log a
− 1
2
log
(
log a
log log a
)
≤ 1
2
log
(
log log a
log log a− log log log a+ 21
)
+
√
log log a− log log log a+ 21
2 log a
+
1
2
log 2 + log 2904− 19
2
≤ 1
2
log
(
e22
e22 − 1
)
+
√
log log a0 − log log log a0 + 21
2 log a0
+
1
2
log 2 + log 2904− 19
2
< 0.
L'avant dernière inégalité provient de :
e22 − 1
e22
log log a ≤ log log a− log log log a+ 21
≤ log log a0 − log log log a0 + 21
log a0
log a,
qui se montre par une simple étude de fontions (en a) en tenant ompte du fait
a > a0 := 15788. La première inégalité est alors démontrée.
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Montrons maintenant la deuxième inégalité, on a :
g′
(√
2 log a
log log a− log log log a+ 16 + 1
)
= log
(√
2 log a
log log a− log log log a+ 16 + 1
)
+ 1 + log 2904
− log log a− log log log a+ 16
2
> log
(√
2 log a
log log a− log log log a+ 16
)
+ 1 + log 2904
− 1
2
log log a+
1
2
log log log a− 8
≥ 1
2
log 2 +
1
2
log log a− 1
2
log(log log a− log log log a+ 16)
− 1
2
log log a+
1
2
log log log a+ log 2904− 7
≥ 1
2
log
(
log log a
log log a− log log log a+ 16
)
+
1
2
log 2 + log 2904− 7
≥ 1
2
log
(
log log a0
log log a0 − log log log a0 + 16
)
+
1
2
log 2 + log 2904− 7
> 0.
L'avant dernière inégalité se montre en étudiant la fontion :
a 7→ log log a
log log a− log log log a+ 16 .
Cei ahève la démonstration de la deuxième inégalité et ahève ainsi la démonstra-
tion de la première partie du lemme.
Montrons maintenant la deuxième partie du lemme 14.9. En posant :
t :=
√
2 log a
log log a− log log log a+ 16 ,
on a m0 = [t+ 2] (où [.] désigne la partie entière), d'où l'enadrement :
t+ 1 < m0 ≤ t+ 2
pour l'entier m0.
De a > a0 on déduit, grâe à une simple étude de fontion, qu'on a :
t >
√
2 log a0
log log a0 − log log log a0 + 16 > 1.
Par ailleurs, la première partie du présent lemme (déja démontrée) arme qu'on a
t + 1 > ξ, e qui entraîne qu'on a aussi m0 > ξ, puis, d'après la roissane strite
de la fontion g′, qu'on a g′(m0) > g′(ξ) = 0, 'est-à-dire :
g′(m0) > 0.
Pour majorer sans peine le réel positif g(m0), nous remarquons que la fontion g
satisfait l'équation diérentielle :
x(x − 1)y′ + y = x2(log x+ 1 + log 2904)− x.
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On a ainsi :
g(m0) = m0
2 logm0 + (1 + log 2904)m0
2 −m0 − (m02 −m0)g′(m0)
< m0
2 logm0 + 9m0
2 −m0 (ar g′(m0) > 0)
< (t+ 2)2 log (t+ 2) + 9(t+ 2)2 − (t+ 2) (ar m0 ≤ t+ 2)
< (t2 + 4t+ 4)(log t+
2
t
) + 9t2 + 35t+ 34
< t2 log t+ 9t2 + 4t log t+ 37t+ 4 log t+ 42 +
8
t
< t2 log t+ 99t2 (en utilisant l'inégalité : log x ≤ x
e
, ∀x > 0).
En fontion de a, les aluls donnent :
t2 log t+ 99t2 = log a .
[
1 + s(log s+ log 2 + 182).
1
log log a
]
ave s :=
log log a
log log a− log log log a+ 16 = t
2.
log log a
2 log a
.
Or, une simple étude de fontion montre qu'on a :
s :=
log log a
log log a− log log log a+ 16 ≤
e17
e17 − 1 .
D'où :
t2 log t+ 99t2 ≤ log a .
[
1 +
e17
e17 − 1
(
log
(
e17
e17 − 1
)
+ log 2 + 182
)
1
log log a
]
< log a .
[
1 +
183
log log a
]
.
Par onséquent :
g(m0) ≤ t2 log t+ 99t2 < log a .
[
1 +
183
log log a
]
.
D'où nalement : f(m0) = exp g(m0) < a
1+ 183log log a
, e qui ahève la démonstration
du lemme 14.9. 
Corollaire 14.10 Soit R l'expression dénie au 11, 'est-à-dire :
R(m) := c1(2904m)
ma
m
m−1 + c2m(2904m)
ma (m ∈ N≥2),
ave c1 := 55η + 272 , c2 := η + 2 <
c1
55 et a :=
1
ε . Sous l'hypothèse ε <
1
15788 ,
l'entier m0 déni dans le lemme 14.9 préédent minimise presque l'expression R et
lui donne une valeur majorée par :
R(m0) ≤ 56(η + 5)a1+ 183log log a .
Démonstration. Le fait que m0 minimise presque R est dû simplement au fait
que m0 minimise presque l'expression f(m) := (2904m)
ma
m
m−1
(d'après le lemme
14.9 préédent) et au fait qu'on a m(2904m)ma ≪ f(m) lorsque l'entier m est
prohe de m0 (voir les aluls i-dessous).
Montrons maintenant la majoration du orollaire 14.10 pour R(m0).
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Comme c2 <
c1
55 , on a pour tout m ≥ 2 : R(m) ≤ c1f(m)(1 + 155ma−
1
m−1 ), en
partiulier, pour l'entier m0 on a :
R(m0) ≤ c1f(m0)
(
1 +
1
55
m0a
− 1m0−1
)
.
D'une part, d'après le lemme 14.9 préédent on a :
f(m0) < a
1+ 183log log a
et d'autre part, en désignant par t le réel introduit dans la démonstration du lemme
14.9, on a :
m0a
− 1m0−1 ≤ (t+ 2)a− 1t+1 < e−3
où dans ette double inégalité, l'inégalité de gauhe sort de l'enadrement t + 1 <
m0 ≤ t + 2 pour l'entier m0 et l'inégalité de droite est équivalente à l'inégalité
log a
t+1 > log (t+ 2) + 3 laquelle se démontre en utilisant des estimations du type
de elles déja utilisées dans la démonstration du lemme 14.9 en tenant ompte
seulement du fait a > a0.
D'où : R(m0) ≤ c1a1+ 183log log a (1 + e−3/55)
< (56η + 273)a1+
183
log log a ,
et a fortiori : R(m0) < 56(η+5)a
1+ 183log log a
, e qui ahève ette démonstration. 
Lemme 14.11 Soit a un réel ≥ e2, r un entier ≥ 1 et q la fontion réelle sur
[2,+∞[ dénie par :
q(x) :=
(
x(x − 1)(log x+ 9) + 2
r
log a.x
)
a
x
x−1 .
Alors, la valeur minimale de q sur [2,+∞[ vérie :
16(log a)2a < min
x∈[2,+∞[
q(x) < 2(log a)2(log log a+ 82)a.
De plus, la valeur de q en l'entier m1 := [
log a
2 + 2] (où [.] désigne la partie entière)
est majorée par :
q(m1) ≤ 2(log a)2(log log a+ 82)a.
Démonstration. Il est lair qu'on a :
∀x ≥ 2 q(x) ≥ 9(x− 1)2a xx−1 ,
don min
x∈[2,+∞[
q(x) ≥ min
x∈[2,+∞[
9(x− 1)2a xx−1 .
Or, une simple étude de fontion montre que la fontion 9(x−1)2a xx−1 (sur [2,+∞[)
atteint sa valeur minimale au point x = log a2 +1 et ette dernière vaut
9
4e
2(log a)2a >
16(log a)2a e qui entraîne qu'on a :
min
x∈[2,+∞[
q(x) > 16(log a)2a.
Par ailleurs, l'entier m1 := [
log a
2 +2] vérie l'enadrement
log a
2 +1 < m1 ≤ log a2 +2
grâe auquel on obtient les deux majorations :
m1(m1 − 1)(logm1 + 9) + 2
r
log a.m1 ≤
(
log a
2
)2
(log log a+ 82)
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et a
m1
m1−1 < e2a.
Ce qui donne q(m1) :=
(
m1(m1 − 1)(logm1 + 9) + 2
r
log a.m1
)
a
m1
m1−1
<
e2
4
(log a)2(log log a+ 82)a
< 2(log a)2(log log a+ 82)a.
La démonstration du lemme 14.11 se termine par la remarque banale :
min
x∈[2,+∞[
q(x) ≤ q(m1) < 2(log a)2(log log a+ 82)a. 
Corollaire 14.12 Soit m un entier ≥ 2 (que nous prenons pour variable), r un
entier ≥ 1 (que nous prenons pour paramètre), ε un réel positif ≤ e−4/r (que nous
prenons pour paramètre aussi) et S l'expression dénie par :
Sr,ε(m) := 4ε
− 12 [m(m− 1)(logm+ 9) +m | log ε |]
(
499ε−
m
2(m−1)
)r
.
Alors, S (en tant que fontion en m) atteint presque sa valeur minimale en l'entier
m1 := [
r
4 | log ε | +2] (où [.] désigne la partie entière) et la valeur de S en m1 est
majorée par :
S(m1) ≤ 2r2ε− 12| log ε |2(log r + log | log ε | +82)
(
499ε−
1
2
)r
.
Démonstration. La fontion q dénie au lemme 14.11 s'érit pour a := ε−r/2
(a vérie bien a ≥ e2 puisque ε ≤ e−4/r) :
q(x) = (x(x − 1)(log x+ 9) + x | log ε |) ε− rx2(x−1) .
Ainsi S(m) est un produit de q(m) ave une expression indépendante de m. En
eet, on a :
S(m) = 4ε−1/2(499)rq(m).
Il s'ensuit que S(m) et q(m) atteignent leurs valeurs minimales au même point. Or,
on sait, d'après le lemme 14.11, que q(m) atteint presque sa valeur minimale en
m1 := [
log a
2 + 2] = [
r
4 | log ε | +2] et que :
q(m1) ≤ 2(log a)2(log log a+ 82)a
≤ 2
(r
2
| log ε |
)2(
log
r
2
+ log | log ε | +82
)
ε−
r
2
≤ 1
2
r2(| log ε |)2(log r + log | log ε |+82) ε− r2 .
Ainsi S(m) atteint aussi presque sa valeur minimale au même point m1 := [
r
4 | log ε |
+2] et :
S(m1) = 4ε
− 12 (499)rq(m1)
≤ 2r2ε− 12 (| log ε |)2(log r + log | log ε | +82)
(
499ε−
1
2
)r
.
Ce qui termine ette démonstration. 
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