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1Introduction and Main Results
In this paper, we consider the following partial differential equation with Dirichlet
boundary condition
$\{$
$\mu^{2}\Delta u+K(x)(u-1)_{+}^{p}=0$, $u>0$ in $\Omega$ ,
$u=0$ on $\partial\Omega$ ,
(1.1)
where $\Omega$ is a $C^{1,1}$ bounded domain in $\mathrm{R}^{n}(n\geq 3)$ , $\mu>0$ and $1<p<(n+2)/(n-2)$ .
We assume $K$ is anonnegative a-H61der continuous function on $\overline{\Omega}$ for some $\alpha\in(0,1)$
and $K\not\equiv \mathrm{O}$ . For apositive solution $u$ , the set $A:=\{x\in\Omega|u(x)>1\}$ is called its core
and its boundary is afree-boundary which is important in this problem.
This problem is avariant of aplasma confinement problem (see [12] for its physical
background), which was studied by many authors. In $[12, 13]$ , the existence of solutions
to (1.1) for the case $p=1$ has been established by using an another equivalent formu-
lation (see, e.g. [12, $\mathrm{p}54]$ for its equivalence between two problems). Actually, in [13]
Temam obtained solutions as minimizers to acertain minimization problem (see [13, Sec-
tion 1]). When $n=2$ , $p=1$ and $K(x)\equiv 1$ , for solutions obtained by [13], Caffarelli and
Friedman studied in [2] aprecise asymptotic location and ashape of the free-boundary
as $\muarrow 0$ . Especially, they showed that if $\mu$ is sufficiently small, then the core is approx-
imated by aball with the center $x_{\mu}$ , which converges to aharmonic center by passing
to asubsequence if necessary, and its radius is comparable to $\mu$ . In [5], Flucher and
Wei studied the problem (1.1) for the case $K\equiv 1$ , $n\geq 3,1<p<(n+2)/(n-2)$ and
showed that if $\mu$ is sufficiently small amountain pass solution $u_{\mu}$ and its core $A_{\mu}$ has a
similar asymptotic behavior as the one obtained by [2]. The purpose of this paper is to
study mountain pass solution $u_{\mu}$ to the problem (1.1) for general $K(x)$ and investigate
the effect of $K$ and the geometry of $\Omega$ on aconcentration phenomenon of $u_{\mu}$ and an
asymptotic location and ashape of its core.
Throughout this paper, we assume that $\Omega$ is abounded $C^{1,1}$ domain in $\mathrm{R}^{n}$ with
$n\geq 3,1<p<(n+2)/(n-2)$ and $K$ is anonnegative a-H61der continuous function in
$\Omega$ with $K\not\equiv \mathrm{O}$ . We use the notation:
$g(t):=(t-1)_{+}^{p}$ , $f(t):=(t-1)_{+}^{p+1}/(p+1)$ ,
$K_{\max}:=\mathrm{m}\mathrm{a}\mathrm{x}\mathrm{n}$ $K$, $\Omega_{K}:=\{x\in\overline{\Omega}|K(x)=K_{\max}\}$
$B(x, r):=\{y\in \mathrm{R}^{n}||y-x|<r\}$ , $B_{r}:=B(0, r)$ .
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We define the energy functional $I_{\mu}$ on $W_{0}^{1,2}(\Omega)$ by
$I_{\mu}[u]:= \frac{\mu^{2}}{2}\int_{\Omega}|\nabla u|^{2}dx-\frac{1}{p+1}\int_{\Omega}K(x)(u-1)_{+}^{p+1}dx$.
Then acritical point $u$ of $I_{\mu}$ is asolution to (1.1). We say that the critical point $u$ is
aleast energy solution if $u$ has the least energy among all nontrivial critical points, i.e.
$I_{\mu}[u]\leq I_{\mu}[v]$ and $I_{\mu}’[u]=0$ for all $v\in W_{0}^{1,2}(\Omega)$ with $v\neq 0$ and $I_{\mu}’[v]=0$ . Actually, we
can obtain aleast energy solution $u_{\mu}$ to (1.1) for each $\mu>0$ as amountain pass solution
(see Lemma 2.1). We denote the core of $u_{\mu}$ by $A_{\mu}$ , namely
$A_{\mu}=\{x\in\Omega|u_{\mu}(x)>1\}$ .
Prom now on, for each $\mu>0$ , we denote by $u_{\mu}$ aleast energy solution to (1.1) obtained
Lemma 2.1. We study the asymptotic shape of $u_{\mu}$ and its core $A_{\mu}$ . We state our first
result in this paper,
Theorem A. A least energy solution $u_{\mu}$ to (1.1) has the following properties:
(i) If $\mu$ is sufficiently small, $u_{\mu}$ have only one local maximal point $x_{\mu}$ .
(ii) $\lim_{\muarrow 0}$ dist $(x_{\mu}, \Omega_{K})=0$ .
(ii) There exist the unique constant $R_{1}$ (see Proposition 3.5) such that for all $r$ , $R$
with $r<R_{1}<R$, $B(x_{\mu}, \mu r)\subset A_{\mu}=\{x\in\Omega|u_{\mu}(x)>1\}\subset B(x_{\mu}, \mu R)$ holds and
$A_{\mu}$ is convex, if $\mu$ is sufficiently small.
(i)As $\muarrow 0$ , the energy $E_{\mu}$ is asymptotically given by
$E_{\mu}=I_{\mu}[u_{\mu}]=\mu^{n}\{K^{\frac{2-n}{\max^{2}}}E_{0,1}+o(1)\}$ ,
where $E_{0,1}$ is a constant defined in Definition 2.1.
Theorem Asays that if $\mu$ is sufficiently small, $u_{\mu}$ concentrate on apoint $x_{\mu}$ which
converges to $x_{0}\in\Omega_{K}$ by taking subsequence if necessary, the core of $u_{\mu}$ is approximately
aball with the center $x_{\mu}$ and the radius $\mu R_{1}$ .
However, if $\Omega_{K}$ contains more than one point the property (ii) above does not give
us precise information on the behavior of the maximal point $x_{\mu}$ . For example, consider
the case that $K$ has exactly two maximal points $x_{1}$ and $x_{2}$ , i.e. $\Omega_{K}=\{x_{1}, x_{2}\}$ . To
which point $x_{\mu}$ converges as $\muarrow 0$?Theorem Adoes not answer to this question. To
answer this question, we need to compute ahigher order asymptotic of the energy $E_{\mu}$ of
$u_{\mu}$ as $\muarrow 0$ . The geometry of 0, namely the Robin function for 0, plays an important
role in the higher order asymptotic. The Robin function is defined by
$t(x):=H_{x}(x)$ ,
where $H_{x}(y)$ is asolution of
$\{$
$\Delta_{y}H_{x}(y)=0$ in $\Omega$ ,
$H_{x}(y)=(n-2)^{-1}|\partial B_{1}|^{-1}|x-y|^{2-n}$ on an.
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Here $B_{1}$ is aball with radius 1. It is well-known that the Robin function $t(x)$ is apositive
continuous function $t(x)arrow\infty$ as $xarrow\partial\Omega$ . Aminimal point of $t(x)$ is called aharmonic
center. So there exists at least one harmonic center for any bounded domain Q. For
the details of the harmonic center, see e.g. [1]. Now we can answer to the question
above. Under the situation $n=3$ , $K\in C^{2}(\Omega)$ and $t(x_{1})<t(x_{2})$ with $\Omega_{K}=\{x_{1},x_{2}\}$ , we
can say $x_{\mu}$ converges to $x_{1}$ as $\muarrow 0$ . This is aconsequence of the following our main
theorem. To state our main theorem, we need additional assumptions on $K(x)$ :
(Ki) K $\in C^{2}(\overline{\Omega})$ , (K2) $\Omega_{K}\cap\Omega\neq\emptyset$ .
We also use the notation: $\overline{\Omega}_{K}=\{x\in\Omega_{K}|t(x)=\min_{\Omega_{K}}t\}$ .
Theorem $\mathrm{B}$ (Main Theorem). Suppose $n=3$ and $K$ satisfies the additional assump-
tions (Kl), (K2). Then a least energy solution $u_{\mu}$ of (1.1) obtained by Lemma 2.1 has
the following $prope\hslash ies$ :
(i) $\lim_{\muarrow 0}$ dist(x\mu ’ $\Omega\sim K$ ) $=0$ .
(ii) The energy $E_{\mu}$ has the following precise asymptotic as $\muarrow 0$ .
$E_{\mu}=$ $\mu^{3}\{K_{\mathrm{m}\mathrm{x}}^{-\frac{1}{\mathrm{a}^{2}}}E_{0,1}+c_{1}\mu\min_{\Omega_{K}}t+o(\mu)\}$
Here $E_{0,1}$ is the same constant as in Theorem $A$ and $c_{1}$ is a positive constant
defined by $c_{1}=\{|\partial B_{1}|R_{0,K_{\mathrm{m}\propto}}\}^{2}/2$ .
Theorem $\mathrm{B}$ is an extension of the result of [5]. In [5], they treated the case $K(x)\equiv 1$
and showed that amaximal point $x_{\mu}$ of $u_{\mu}$ converges to aharmonic center by passing to
asubsequence if necessary. Furthermore, Theorem $\mathrm{B}$ has an application. Consider the
case that $K\equiv 1$ and the Robin function $t(x)$ has exactly two local minimal points $x[1]$
and $x_{2}$ with $t(x_{1})<t(x_{2})$ . In this situation, the result of [5] implies that the maximal
point $x_{\mu}$ of $u_{\mu}$ converges to $x_{1}$ as $\muarrow 0$ and $u_{\mu}$ concentrates near the point $x_{1}$ . Can
we construct asolution $u$ of (1.1) which concentrates near the point $x_{2}$?We can answer
to this question affirmatively by using Theorem B. We state this result in somewhat
generalized form as Theorem C.
To state Theorem $\mathrm{C}$ , we define the local maximal (minimal) point and the local
maximal (minimal) set. Assume $g$ be acontinuous function on Q. We call $x$ the local
maximal point for $g$ if there is aopen neighborhood $U\subset \mathrm{R}^{n}$ of $x$ such that $x$ is maximal
point of $g$ on $U\cap\overline{\Omega}$ and $g(x)>g(y)$ for all $y\in\partial U\cap\Omega$ . Define the local minimal set
$V$ by $V:=$ { $x\in\overline{\Omega}|x\mathrm{i}\mathrm{s}$ alocal maximal point forg}. Here, Similarly, we define the local
minimal point and the local minimal set. we can find $K$ is constant on each component
of the local maximal (minimal) set. Now we state Theorem C.
Theorem C. Suppose that $n=3$, $M$ is a component of the local minimal set for Robin
function $t(x)$ and $K$ is constant on some neighborhood of M. Then for any $\mu>0$ , there
is a solution $u_{\mu}$ to
$\{$
$\mu^{2}\Delta u+(u-1)_{+}^{p}=0$ , $u>0$ in $\Omega$ ,
$u=0$ on an, (1.1)
which satisfying following properties
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(i) If $\mu$ is sufficiently small, $u_{\mu}$ has only one maximal point $x_{\mu}$ .
(ii) $\lim_{\muarrow 0}$ dist $(x_{\mu}, M)=0$ .
(Hi) There exists the constant $R_{1}$ such that for all $r$ , $R$ with $r<R_{1}<R$, $B(x_{\mu}, \mu r)\subset$
$A_{\mu}=\{x\in\Omega|u_{\mu}(x)>1\}\subset B(x_{\mu}, \mu R)$ and $A_{\mu}$ is convex if $\mu$ is sufficiently small.
$(i\dot{v})$ The energy $E_{\mu}$ have following asymptotic as $\muarrow 0$ .
$E_{\mu}=$ $\mu^{n}\{K^{\frac{2-n}{M2}}E_{0,1}+c_{1}\mu^{n-2}\min_{\Omega_{K}}t+o(\mu^{n-2})\}$
Here $E_{0,1}$ is same constant as in Theorem $A$ and $c_{1}$ is a positive constant defined
by $c_{1}=\{|\partial B_{1}|R_{0,K_{M}}\}^{2}/2$ .
By using asimilar strategy as in the proof of Theorem $\mathrm{C}$ , we can construct asolution
of (1.1) which concentrates near alocal maximal point of $K$ .
Theorem D. Suppose that $M$ is a component of the local maximal set for K. Then for
any $\mu>0$ , there is a solution $u_{\mu}$ which satisfies properties (i) -(iv) in Theorem $A$ with
changing from $\Omega_{K}$ to $M$ .
The paper is organized as follows. In Section 2, we prove the existence of aleast
energy solution and study the ground state to the corresponding problem on $\mathrm{R}^{n}$ and on
aball. In Section 3, we give the proof of Theorem A. In Section 4, we give the proof of
Theorem B. In Section 5, we give the proof of Theorem $\mathrm{C}$ and D.
2Preliminaries
In this section, we establish the existence of aleast energy solution to (1.1) and prepare
several facts about the ground state. First, we note the existence of acritical point of
the mountain pass type for $I_{\mu}$ .
Lemma 2.1. There exist $\eta_{\mu}\in W_{0}^{1,2}(\Omega)$ which satisfies $I_{\mu}[\eta_{\mu}]<0$, and a mountain-pass
solution $u_{\mu}$ such that
$I_{\mu}[u_{\mu}]=E_{\mu}>0$ , $I_{\mu}’[u_{\mu}]=0$ .
Here
$E_{\mu}:= \inf_{\gamma\in\Gamma_{\mu}t}\sup_{\in[0,1]}I_{\mu}[\gamma(t)]$
, $\Gamma_{\mu}:=\{\gamma\in C([0,1];W_{0}^{1,2}(\Omega))|\gamma(0)=0, \gamma(1)=\eta_{\mu}\}$ .
Note that the mountain-pass solution $u_{\mu}$ obtained above is non-trivial since $I_{\mu}[u_{\mu}]>$
0. By the following elementary lemma, the core $A_{\mu}$ of $u_{\mu}$ is non-empty.
Lemma 2.2. If $u\in W_{0}^{1,2}(\Omega)$ $\backslash \{0\}$ satisfies $I’[u]=0$, then
(i) $u\in C^{2,\alpha}(\Omega)\cap C^{1,\beta}(\overline{\Omega})$ for any $\beta\in(0,1)$ .
(ii) $u>0$ in $\Omega$ , $(Ku)_{+}\not\equiv 0$ .
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(Hi) A $=$ {x $\in\Omega;u(x)>1\}\neq\emptyset$ .
By using standard elliptic regularity theorems and the maximal principle, we can
prove this lemma. We omit the proof of this lemma.
Next, we comment the mountain-pass solution $u_{\mu}$ is aleast energy solution. To see
this, we define $M_{\mu}$ by
$M_{\mu}[v]:= \sup_{t>0}I_{\mu}[tv]$
for $v\in W_{0}^{1,2}(\Omega)$ with $(K(x)v)_{+}\neq 0$ . Note that $I_{\mu}[tv]$ has only one critical point in
$(0, \infty)$ , hence it is unique maximal point.
Lemma 2.3. The energy $E_{\mu}$ of $u_{\mu}$ has following property:
$E_{\mu}= \inf\{M_{\mu}[v]|v\in W_{0}^{1,2}(\Omega), (K(x)v)_{+}\neq 0\}$ .
Note that $I_{\mu}[v]=M_{\mu}[v]$ , if $I_{\mu}’[v]=0$ . This lemma asserts the mountain-pass solution
$u_{\mu}$ is aleast energy solution since
$E_{\mu}=I_{\mu}[u_{\mu}]=M_{\mu}[u_{\mu}]\leq M_{\mu}[v]=I_{\mu}[v]$
for any critical point $v$ of $I_{\mu}$ . Because of this, we call $E_{\mu}$ the least energy. We prepare
several facts for the ground states on $\mathrm{R}^{n}$ and on aball $B_{R}$ . In the following Lemma, we
denote by $u\in C^{2}(\overline{B_{1}})$ the unique positive solution of $\Delta u+u^{p}=0$ in $B_{1}$ with Dirichlet
zero boundary condition (see [6]).
Lemma 2.4. Let $c>0$ , $R\in(0, \infty]$ be fixed constants. Then a function $v\in C^{2}(\overline{B_{R}})$
satisfying
$\{$
$\Delta v+c(v-1)_{+}^{p}=0$ , $v>0$ in $B_{R}$ ,
$v=0$ on $\partial B_{R}$ ,
$( \lim_{|x|arrow\infty}v(x)=0$ , $\nabla v(0)=0$ if $R=\infty)$
(2.3)




$( \frac{2-n}{u’(1)})\frac{R_{c}^{2-n}}{R_{c}^{2-n}-R^{2-n}}u(\frac{x}{R_{c}})+1$ $(0\leq|x|\leq R_{c})$ ,
(2.4)
$\backslash \frac{1}{R_{c}^{2-n}-R^{2-n}}(|x|^{2-n}-R^{2-n})$ $(R_{c}<|x|<R)$ .
Here $R_{c}$ is the constant uniquely determined by
$( \frac{1}{cR_{c}^{2}})^{\frac{1}{p-1}}=\frac{2-n}{u’(1)}\frac{R_{c}^{2-n}}{R_{c}^{2-n}-R^{2-n}}$ .
The case R $=\infty$ of Lemma 2.4 was shown in Flucher-Wei [5]. Similarly, we can
compute the case R $\in(0, \infty)$ . we omit the proof of this lemma.
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Definition 2.1 (ground state $\mathrm{f}\mathrm{j}\ovalbox{\tt\small REJECT}_{0,\mathrm{c}}$) $\ovalbox{\tt\small REJECT}$ For apositive constant c, we denote by $\ovalbox{\tt\small REJECT} \mathrm{L}110,c$ the
unique solution of
$\{\begin{array}{l}\Delta v+c(v-1)_{+}^{p}=0,v>0\mathrm{i}\mathrm{n} \mathrm{R}^{n}\lim_{|x|arrow\infty}v(x)=0,\nabla v(0)=0\end{array}$
And we define the energy $E_{0,c}$ of the ground state $w_{0,c}$ by
$E_{0,c}:= \frac{1}{2}\int_{\mathrm{R}^{n}}|\nabla w_{0,c}(x)|^{2}dx-\int_{\mathrm{R}^{n}}cf(w_{0,c}(x))dx$ .
It is easy to see expression $E_{0,c}$ by using $E_{0,1}$ .
Lemma 2.5. $w_{0,c}(x)=w_{0,1}(\sqrt{c}x)$ and $E_{0,c}=c^{(2-n)/2}E_{0,1}$ for all c $>0$ .
$Pro\mathrm{o}/$. Put $v(x)=w_{0,1}(\sqrt{c}x)$ . Then $v$ is asolution of $\Delta v+cg(v)=0$ in $\mathrm{R}^{n}$ , $v>0$ in
$\mathrm{R}^{n}$ , $\lim|x|arrow\infty v(x)=0$ and $\nabla v(0)=0$ . By Lemma 2.4, we obtain $v\equiv w_{0,c}$ in $\mathrm{R}^{n}$ . It
yields this lemma immediately. $\square$
3Proof of Theorem A
In this section, we give the proof of Theorem A. The following asymptotic formula is a
key to the proof.
Proposition 3.1. The least energy $E_{\mu}$ has the following asymptotic formula as $\muarrow 0$ .
$E_{\mu}=\mu^{n}\{[\mathrm{m}\mathrm{a}_{\frac{\mathrm{x}}{\Omega}}K(x)]^{\frac{2-n}{2}}E_{0,1}x\in+o(1)\}$ .
The idea to estimate the least energy $E_{\mu}$ is similar to [11].
Proof. Fix any $x_{0}\in\Omega$ such that $K(x_{0})>0$ . Take $r_{1}$ , $r_{2}>0$ so that $U_{1}=B(x_{0}, r_{1})\subset$
$\Omega\subset\overline{\Omega}\subset U_{2}=B(x_{0}, r_{2})$ and $\min_{x\in U_{1}}K(x)>0$ . Define $\underline{I}_{\mu}$ and $\overline{I}_{\mu}$ by
$\underline{I}_{\mu}[u]:=\frac{\mu^{2}}{2}\int_{U_{1}}|\nabla u|^{2}dx-\int_{U_{1}}[\min_{U_{1}}K]f(u)dx$ $(u\in W_{0}^{1,2}(U_{1}))$ ,
$\overline{I}_{\mu}[u]:=\frac{\mu^{2}}{2}\int_{U_{2}}|\nabla u|^{2}dx-\int_{U_{2}}K_{\max}f(u)dx$ $(u\in W_{0}^{1,2}(U_{2}))$ .
Through atrivial extension, we may write $W_{0}^{1,2}(U_{1})\subset W_{0}^{1,2}(\Omega)$ $\subset W_{0}^{1,2}(U_{2})$ . Let $\underline{u}_{\mu}$ ,
$\overline{u}_{\mu}$ be the mountain-pass solution of $\underline{I}_{\mu}$ , $\overline{I}_{\mu}$ respectively. By the definition of $\overline{I}_{\mu}$ and
Lemma 2.3, and $u_{\mu}\in W_{0}^{1,2}(\Omega)$ $\subset W_{0}^{1,2}(U_{2})$ , we have $\max_{t>0}I_{\mu}[tu_{\mu}]\geq\max_{t>0}\overline{I}_{\mu}[tu_{\mu}]$ .
Applying Lemma 2.3 for $\overline{I}_{\mu}$ , we find $\max_{t>0}\overline{I}_{\mu}[tu_{\mu}]\geq\overline{I}_{\mu}[\overline{u}_{\mu}]$ . Consequently, we obtain
$I_{\mu}[u_{\mu}]\geq\overline{I}_{\mu}[\overline{u}_{\mu}]$. Similarly we have $\max_{t>0}\underline{I}_{\mu}[\underline{u}_{\mu}]\geq I_{\mu}[u_{\mu}]$ and hen $\mathrm{c}$
$\overline{I}_{\mu}[\overline{u}_{\mu}]\leq I_{\mu}[u_{\mu}]\leq\underline{I}_{\mu}[\underline{u}_{\mu}]$. (3.5)
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We define $\underline{w}_{\mu}$ by $\underline{w}_{\mu}(y):=\underline{u}_{\mu}(x_{0}+\mu y)$ in $U_{1,\mu}:=B(0, r_{1}/\mu)$ . Then $\underline{w}_{\mu}$ is asolution of
$\{$ $\Delta\underline{w}_{\mu}+[\min_{x\in U_{1}}K(x)]g(\underline{w}_{\mu})=0,\underline{w}_{\mu}>0\underline{w}_{\mu}=0$ $\mathrm{i}\mathrm{n}U_{1,\mu}\mathrm{o}\mathrm{n}U_{1,\mu}’$
.
By using Lemma 2.4 and 2.5, we have
$\frac{1}{2}\int_{U_{1,\mu}}|\nabla\underline{w}_{\mu}|^{2}dy-\int_{U_{1,\mu}}\min_{x\in U_{1}}K(x)f(\underline{w}_{\mu})dy=[\min_{x\in U_{1}}K(x)]^{\frac{2-n}{2}}E_{0,1}+o(1)$ .
So we obtain
$\underline{I}_{\mu}[\underline{u}_{\mu}]=\mu^{n}\{[\min_{x\in U_{1}}K(x)]^{\frac{2-n}{2}}E_{0,1}+o(1)\}$
Since the argument above is valid for all $B(x_{0}, r_{1})\subset\Omega$ with $\min_{B(x_{0},r_{1})}K>0$ , we have
$\varlimsup_{\muarrow 0}\mu^{-n}I_{\mu}[u_{\mu}]\leq\inf_{B(x_{0},r_{1})\subset\Omega}[\min_{U_{1}}K]^{\frac{2-n}{2}}E_{0,1}=[K_{\max}]^{\frac{2-n}{2}}E_{0,1}$.
Similarly, by using $\overline{u}_{\mu}$ , we obtain
$\varliminf_{\muarrow 0}\mu^{-n}I_{\mu}[u_{\mu}]\geq\varliminf_{\muarrow 0}\mu^{-n}\overline{I}_{\mu}[\overline{u}_{\mu}]=[K_{\max}]^{\frac{2-n}{2}}E_{0,1}$ .
Combining these estimates, we conclude this Proposition. $\square$
Let $x_{\mu}$ be the maximal point of $u_{\mu}$ and put $w_{\mu}(y):=u_{\mu}(x_{\mu}+\mu y)$ , $\Omega_{\mu}:=(\Omega-x_{\mu})/\mu$ ,
$K_{\mu}(y):=K(x_{\mu}+\mu y)$ . Then $w_{\mu}$ is asolution of
$\{$
$\Delta w_{\mu}+g(w_{\mu})=0$ , $w_{\mu}>0$ in $\Omega_{\mu}$ .
$w_{\mu}=0$ on $\partial\Omega_{\mu}$ .
(3.6)
We consider where $w_{\mu}$ converges to as $\muarrow 0$ . Define the energy functional $J_{\mu}$ by
$J_{\mu}[v]:= \frac{1}{2}\int_{\Omega_{\mu}}|\nabla w|^{2}dy-\int_{\Omega_{\mu}}K_{\mu}f(w)dy$ .
By using (3.6), we have
$\mu^{-n}I_{\mu}[u_{\mu}]=J_{\mu}[w_{\mu}]\geq\{\frac{1}{2}-\frac{1}{p+1}\}\int_{\Omega_{\mu}}|\nabla w_{\mu}|^{2}dy$ .
So Proposition 3.1 asserts $||\nabla w_{\mu}||_{L^{2}(\Omega)}^{2}$ is uniformly bounded with respect to $\mu$ . By
using Moser’s iteration, we can find $||w_{\mu}||_{L^{\infty}(\Omega_{\mu})}$ is uniformly bounded (see e.g. [9]).
By using [7, Theorem 8.33], we obtain $||\nabla w_{\mu}||_{L^{\infty}(\Omega_{\mu})}$ is uniformly bounded. So the
Schauder estimate and Ascoli-Arzela’s theorem assert that, by passing to asubsequence
if necessary,
$w_{\mu_{\mathrm{j}}}arrow W_{0}$ in $C_{1\mathrm{o}\mathrm{c}}^{2}(\varliminf_{jarrow\infty}\Omega_{\mu_{j}})$ as $jarrow\infty$ . (3.7)
and $\Delta W_{0}+K(\lim_{jarrow\infty}x_{\mu_{j}})g(W_{0})=0$ in $\varliminf_{jarrow\infty}\Omega_{\mu_{\mathrm{j}}}$ . By using these facts, we can show
the following lemma (see e.g. $[5],[11]$ ).
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Lemma 3.2. Let z be a local maximal point of the least energy solution \^u. Then eve$\mathrm{p}$
have $\lim_{=0}$. dist(z.,$\mathrm{C}\mathrm{M}2)/\mathrm{I}\mathrm{e}\ovalbox{\tt\small REJECT}$ $+\mathrm{o}\mathrm{o}$ .
This Lemma implies $\varliminf_{\muarrow 0}\Omega_{\mu}=\mathrm{R}^{n}$ .
Lemma 3.3. dist $(x_{\mu}, \Omega_{K})=0$ .
Proof. For any subsequence satisfying $\lim_{jarrow\infty}x_{\mu_{j}}=x_{0}$ , by using (3.7), we have $w_{\mu_{j}}arrow$
$w_{0,K(x_{0})}$ in $C_{1\mathrm{o}\mathrm{c}}^{2}(\mathrm{R}^{n})$ as $jarrow\infty$ . Hence, $\varliminf_{jarrow\infty}J_{\mu_{\mathrm{j}}}[w_{\mu_{\mathrm{j}}}]\geq E_{0,K(x_{0})}$ . Proposition 3.1
asserts $K(x_{0})=K_{\max}$ . So we can obtain this Lemma. $\square$
Proposition 3.4. $u_{\mu}$ has only one local maximal point if $\mu$ is sufficiently small.
For proof this Proposition, see e.g. $[5],[11]$ . The following proposition almost com-
pletes the proof of Theorem A.
Proposition 3.5. Let $x_{\mu}$ be the unique maximal point of $u_{\mu}$ for sufficiently small $\mu$ .
For any subsequence $\{\mu_{j}\}_{j=1}^{\infty}$ of $\muarrow 0$ with $\lim_{jarrow\infty}x_{\mu_{\mathrm{j}}}=x_{0}$ , $x_{0}\in\Omega_{K}$ holds. And for
any constant $r,R$ with $r<R_{0}<R$, we have
$B(x_{\mu_{j}}, \mu_{j}r)\subset A_{\mu_{j}}=\{x\in\Omega;u_{\mu_{j}}(x)>1\}\subset B(x_{\mu_{\mathrm{j}}}, \mu_{j}R)$ ,
for sufficiently large $j$ . Furthermore the free-boundar$ry\partial A_{\mu_{j}}$ is of class $C^{2}$ and the core
$A_{\mu_{j}}$ is strictly convex. Here $R_{0}$ is the radius of $A_{0}=\{x\in \mathrm{R}^{n}|W_{0}(x)>1\}$ .
Proof. $A_{\mu_{\mathrm{j}}}$ has only one component if $\mu$ is sufficiently small, because each component
has amaximal point and $u_{\mu_{\mathrm{j}}}$ has only one maximal point if $\mu$ is small. By Proposition
3.4, $W_{0}(y)$ is radially symmetric and strictly decreasing, and hence there are unique $\mathrm{s}$
and $t$ such that $s>1>t$ and
$B_{f}=\{y\in \mathrm{R}^{n}|W_{0}(y)>s\}\subset A_{0}\subset\{y\in \mathrm{R}^{n}|W_{0}(y)>t\}=B_{R}$.
By $B_{R}\subset\Omega_{\mu_{\mathrm{j}}}$ if $\mu$ is small, we have
$w_{\mu_{j}}arrow W_{0}$ in $C^{2}(\overline{B_{R}})$ as j $arrow\infty$ . (3.8)
So, if $\mu_{j}$ is small, then $|w_{\mu_{\mathrm{j}}}-W_{0}| \leq\min\{s-1,1-t\}/2$ and
$w_{\mu_{\mathrm{j}}}> \frac{s+1}{2}>1$ in $B_{f}$ , $w_{\mu_{j}}< \frac{t+1}{2}<1^{\cdot}\mathrm{n}B_{R}^{c}$ .
Since $A_{\mu_{j}}$ has only one component,
$B_{f}\subset\{y\in\Omega_{\mu_{\mathrm{j}}}|w_{\mu_{\mathrm{j}}}(y)>1\}\subset B_{R}$ .
Hence $B(x_{\mu_{\mathrm{j}}}, \mu_{j}r)\subset A_{\mu_{\mathrm{j}}}\subset B(x_{\mu_{\mathrm{j}}}, \mu_{j}R)$ .
Next, we show that $\partial A_{\mu_{j}}$ is of class $C^{2}$ if $\mu$ is small. Since $W_{0}’(s)<0$ on $(0, \infty)$ ,
there exists $a>0$ such that
$|\nabla W_{0}(y)|=|W_{0}’(|y|)|>a$ in $\overline{B_{R}}\backslash B_{f}$ .
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As (3.8), $||\nabla W_{0}|-|\nabla w_{\mu_{\mathrm{j}}}||<a/2$ in $\overline{B_{R}}$ if $\mu_{j}$ is small. So we have $|\nabla w_{\mu_{\mathrm{j}}}$ } $>a/2$ in
$\overline{B_{R}}\backslash B_{r}$ . Especially $\nabla w_{\mu_{j}}\neq 0$ on $\partial A_{\mu_{\mathrm{j}}}$ . Since $w_{\mu_{\mathrm{j}}}$ is of class $C^{2}$ , the implicit function
theorem asserts that $\partial A_{\mu_{\mathrm{j}}}$ is of class $C^{2}$ if $\mu_{j}$ is sufficiently small.
Finally, we show that $A_{\mu_{j}}$ is strictly convex if $\mu_{j}$ is sufficiently small. It follows from
$A_{\mu_{j}}\subset B_{R}$ for all small $\mu_{j}$ , the principal curvature of $\partial A_{\mu_{j}}$ is determined by $D^{2}w_{\mu_{\mathrm{j}}}$ and
(3.8) that $A_{\mu_{j}}$ is strictly convex for sufficiently small 72 because of strict positivity of
$D^{2}W_{0}$ . Cl
Proof of Theorem $A$ . If Theorem A(ii) is not, i.e. there exist asubsequence $\{\mu_{j}\}_{j=1}^{\infty}$ of
$\muarrow 0$ with $\lim \mathrm{d}\mathrm{i}\mathrm{s}\mathrm{t}\{x_{\mu_{j}}, \partial\Omega_{K}\}=c>0$ . Then, by passing to asubsequence if necessary,
we can assume $x_{\mu_{\mathrm{j}}}arrow x_{0}$ as $jarrow\infty$ . By using Proposition 3.5, we have $x_{0}\in\Omega_{K}$ . Hence
$\lim_{jarrow\infty}\mathrm{d}\mathrm{i}\mathrm{s}\mathrm{t}\{x_{\mu_{j}}, \Omega_{K}\}=0$ and it is contradiction. So Theorem A(ii) holds.
Similarly, we can prove Theorem A. $\square$
4Proof of Theorem $\mathrm{B}$
To prove Theorem $\mathrm{B}$ , we need more precise asymptotic formula for $E_{\mu}$ as $\muarrow 0$ .
Throughout this section, we assume the assumptions (K1) and (K2) for $K(x)$ .
4.1 Upper energy bound
First, we establish the following upper energy bound.
Proposition 4.1. The least energy $E_{\mu}$ has the following estimate as $\muarrow 0$ :
$E_{\mu} \leq\mu^{3}(K_{\mathrm{m}\mathrm{x}}^{-\frac{1}{\mathrm{a}^{2}}}E_{0,1}+c_{1}\mu\min_{s\in\Omega_{K}}t(x)+o(\mu))$ . (4.9)
Here $c_{1}$ is a positive constant deter mined by $c_{1}:=\{|\partial B_{1}|R_{0}\}^{2}/2$ .
Fix $x\in\Omega\cap\Omega_{K}$ , $R>0$ and put $K_{\mu}(y):=K(x+\mu y)$ . Since (K2) and Lemma 3.2,
we have
$K_{\max}-K_{\mu}(y)=\nabla K(x)\cdot y+o(\mu)=o(\mu)$ in $B_{R/\mu}$ as $\muarrow 0$ .
By using this formula and similar strategy as in [5], we can prove Proposition 4.1. In
this paper, we omit the proof of Proposition 4.1.
4.2 Lower energy bound
Next, we establish the following lower energy bound. Throughout this section 4.2, we
use following notations:
$\Omega_{\mu}:=(\Omega-x_{\mu})/\mu$ , $w_{\mu}(y):=u_{\mu}(x_{\mu}+y)$ , $K_{\mu}(y):=K_{\mu,x_{\mu}}(y)=K(x_{\mu}+\mu y)$ .
Remark. Here, we note that $\nabla K(x_{\mu})arrow \mathrm{O}$ in $B_{2R_{0}}$ as $\muarrow 0$ . Indeed, if not, there exist
asubsequence $\{\mu_{j}\}_{j=1}^{\infty}$ such that $x_{\mu_{j}}arrow x\in\Omega_{K}$ and it is contradiction. Hence,
$K_{\mu}-K(x_{\mu})=\mu y\cdot\nabla K(x_{\mu})+o(\mu)=o(\mu)$ in $B_{2R_{0}}$ as $\muarrow 0$ . (4.10
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Proposition 4.2. Let $x_{p}$ E $\mathrm{F}_{\ovalbox{\tt\small REJECT}}$ be the unique maximal point of uM. Then we have the
following asymptotic lower bound as lt $\ovalbox{\tt\small REJECT}+0$ .
$E_{\mu}\geq\mu^{3}\{K_{\mathrm{m}\mathrm{x}}^{-\frac{1}{\mathrm{a}^{2}}}E_{0,1}+c_{1}t(x_{\mu})\mu+o(t(x_{\mu})\mu)\}$ .
Remark. In Proposition 4.2, $\mu t(x_{\mu})arrow 0$ as $\muarrow 0$ holds because of $t(x)\leq c/\mathrm{d}\mathrm{i}\mathrm{s}\mathrm{t}(x, \partial\Omega)$
(see e.g. [1, p196]) and dist(a;’ $\partial\Omega$ ) $/\muarrow\infty$ (see Lemma 3.2).
For the proof of Proposition 4.2, we approximate $w_{\mu}$ by using the unique solution $v_{\mu}$
to
$\{$
$\Delta v_{\mu}+K(x_{\mu})g(W_{0,\mu})=0$ in $\Omega_{\mu}$ ,
$v_{\mu}=0$ on $\partial\Omega_{\mu}$ .
Here, $W_{0,\mu}:=w_{0,K(x_{\mu})}$ is the ground state defined in Definition 2.1. We put
$\phi_{\mu}:=\frac{w_{\mu}-v_{\mu}}{\mu}$ , $g_{\mu}( \phi_{\mu}):=\frac{K_{\mu}g(w_{\mu})-K(x_{\mu})g(W_{0,\mu})}{\mu}-K(x_{\mu})g’(W_{0,\mu})\phi_{\mu}$.
Then, it follows from $w_{\mu}$ and $v_{\mu}$ tends to $W_{0}$ as $\muarrow 0$ and $R_{0}$ is acore of $W_{0}$ that
$g_{\mu}(\phi_{\mu})=0$ in $B_{2R_{0}}^{c}$ . (4.11)
For $\phi_{\mu}$ , we have the following.
Lemma 4.3. If $\mu$ is sufficiently small, then we have the following formulas:




$L_{\mu}\phi_{\mu}+g_{\mu}(\phi_{\mu})=0$ in $\Omega_{\mu}$ ,
$\phi_{\mu}=0$ on $\partial\Omega_{\mu}$ .
where $L_{\mu}:=\Delta+K(x_{\mu})g’(W_{0,\mu})$ , $b$ is the constant satisfying $k_{0}=bK_{\mathrm{m}\mathrm{x}}^{-\frac{1}{\mathrm{a}^{2}}}$, $h_{x_{\mu}}(y):=$
$H_{x_{\mu}}(x_{\mu}+\mu y)$ .
Proof. By the definition of $w_{\mu}$ , $v_{\mu}$ , $\phi_{\mu}$ , $g_{\mu}(\phi_{\mu})$ and $L_{\mu}$ , we have $L_{\mu}\phi_{\mu}=-g_{\mu}(\phi_{\mu})$ in $\Omega_{\mu}$ .
Let $R(\mu)$ be the radius of the core of $W_{0,\mu}$ , namely $(K(x_{\mu})R(\mu)^{2})^{-1/(p-1)}=(-1)/(u’(1))$
(see Lemma 2.4). By this formula and $K(x_{\mu})arrow K_{\max}$ , we have $R(\mu)arrow R_{0}$ as $\muarrow 0$ .
So, it follows from Lemma 3.2 that $R(\mu)\leq \mathrm{d}\mathrm{i}\mathrm{s}\mathrm{t}(x_{\mu}, \partial\Omega)/\mu$ for sufficiently small $\mu>0$ .
Therefore, $W_{0,\mu}-v_{\mu}$ satisfies
$\{$
$\Delta(W_{0,\mu}-v_{\mu})=0$ in $\Omega_{\mu}$ ,
$W_{0,\mu}(y)-v_{\mu}(y)=R(\mu)/|y|$ on $\partial\Omega_{\mu}$ .
by the definition of $h_{x_{\mu}}$ , we can obtain
$v_{\mu}(y)=W_{0,\mu}(y)-k(\mu)\mu h_{x_{\mu}}(y)$ y $\in\Omega_{\mu}$ ,
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where $\mathrm{A}(\mathrm{p})\ovalbox{\tt\small REJECT}$ $7^{\ovalbox{\tt\small REJECT}}?(\mathrm{p})\mathrm{k}?B_{\mathrm{t}}|$ . Define b by b $\ovalbox{\tt\small REJECT}$ $|\mathrm{C}?B.|((-1)/\mathrm{t}\mathrm{r}’(1))^{(p-1)/2}\ovalbox{\tt\small REJECT}$ $k_{\mathit{0}}KL_{\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}}$ then
$k(\mathrm{p})\ovalbox{\tt\small REJECT}$ $\ovalbox{\tt\small REJECT}(x_{\mathrm{p}})\ovalbox{\tt\small REJECT}$ and we arrive at
$w_{\mu}=\mu\phi_{\mu}+v_{\mu}=\mu\phi_{\mu}+W_{0,\mu}-bK(x_{\mu})^{-\frac{1}{2}}\mu h_{x_{\mu}}$
This formula yields this Lemma easily. $\square$
Lemma 4.4. $T/iere$ exists a positive constant C such that
$|g_{\mu}(\phi_{\mu})+bK(x_{\mu})^{\frac{1}{2}}g’(W_{0,\mu})h_{x_{\mu}}|\leq C\mu^{-1}|w_{\mu}-W_{0,\mu}|^{1+\sigma}+o(1)$ as $\muarrow 0$ . (4.12)




It is easy to see that $|g’(s)-g’(t)|<C|s-t|^{\sigma}$ on each bounded domain, where $\sigma=$
$\min\{1,p-1\}$ . Since $w_{\mu}$ and $W_{0,\mu}$ is uniformly bounded, we have
$|g(w_{\mu})-g(W_{0,\mu})-g’(W_{0,\mu})(w_{\mu}-W_{0,\mu})|\leq C|w_{\mu}-W_{0,\mu}|^{1+\sigma}$
By Lemma 4.3, we have $w_{\mu}-W_{0,\mu}=\mu(\phi_{\mu}-bK(x_{\mu})^{-\frac{1}{2}}h_{x_{\mu}})$ . By using (4.10), we obtain
this Lemma. $\square$
Lemma 4.5. $T/iere$ exists a subsequence $\{\mu_{j}\}_{j=1}^{\infty}$ of $\muarrow 0$ such that
$\phi_{\mu_{j}}=bK(x_{\mu})^{-\frac{1}{2}}t(x_{\mu_{j}})(\phi_{0}+o(1))$ $(jarrow\infty)$ .
Here, the convergence is uniformly in $\mathrm{R}^{3}$ and $\phi_{0}$ is the solution to
$L_{0}\phi_{0}=K_{\max}g’(w_{0,K_{\max}})$ in $\mathrm{R}^{3}$ , $\phi_{0}\in L^{\infty}(\mathrm{R}^{3})$ .
Here, $L_{0}=\Delta+K_{\max}g’(w_{0,K_{\max}})$ .
We will prove Lemma 4.5 at the end of this section. To prove Proposition 4.2, we
use this Lemma.
Lemma 4.6.
$\lim_{\muarrow 0}h_{x_{\mu}}/t(x_{\mu})=1$ in $C^{0}(\overline{B_{2R_{0}}})$ .
In particular, $\mu h_{x_{\mu}}=\mu t(x_{\mu})+o(\mu t(x_{\mu}))$ as $\muarrow 0$ and $h_{x_{\mu}}/t(x_{\mu})$ is uniformly bounded
on $B_{2R_{0}}$ for sufficiently small $\mu$ .
We can prove this Lemma by using similar way as in [1, p196]. Now we give the
proof of Proposition 4.2
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Proof of Proposition 4.2. By Lemma 4.3, Lemma 4.6 and Lemma 4.5, we obtain
$W_{0,\mu}-w_{\mu}=bK(x_{\mu})^{-\frac{1}{2}}\mu t(x_{\mu})(1-\phi_{0})+o(\mu t(x_{\mu}))=O(\mu t(x_{\mu}))$ in $B_{2R_{0}}$ . (4.13)
By using Lemma 4.4 and $K(x_{\mu})-K(x)=o(\mu)$ , we have
$K(x_{\mu})|g(w_{\mu})-g(W_{0,\mu})-g’(W_{0,\mu})(w_{\mu}-W_{0,\mu})|$
$=|K_{\mu}g(w_{\mu})-K(x_{\mu})g(W_{0,\mu})-K(x_{\mu})g’(W_{0,\mu})(w_{\mu}-W_{0,\mu})|+o(\mu)$ (4.14)
$\leq C\mu|w_{\mu}-W_{0,\mu}|^{1+\sigma}+o(\mu)=o(\mu t(x_{\mu}))$ .
Note that $g(w_{\mu})-g(W_{0,\mu})=o(1)$ since both $w_{\mu}$ and $W_{0,\mu}$ tends to $W_{0}$ on $B_{2R_{0}}$ as $\muarrow 0$ .
Then we have
$(g(w_{\mu})-g(W_{0,\mu}))(w_{\mu}-W_{0,\mu})=o(\mu t(x_{\mu}))$ . (4.15)




By Lemma 2.5, (I) $=K(x_{\mu})^{-1/2}E_{0,1}$ holds. By (4.13), (4.14), we obtain
$( \mathrm{I}\mathrm{I})=\frac{bK(x_{\mu})^{\frac{1}{2}}\mu t(x_{\mu})}{2}\int_{B_{2R_{0}}}(g’(W_{0,\mu})W_{0,\mu}+g(W_{0,\mu}))(\phi_{0}-1)dy+o(\mu t(x_{\mu}))$ .
From the mean value theorem, (4.13) and (4.15), it follows that
$( \mathrm{I}\mathrm{I}\mathrm{I})=bK(x_{\mu})^{\frac{1}{2}}\mu t(x_{\mu})\int_{B_{2R_{0}}}g(W_{0,\mu})(1-\phi_{0})dy+o(\mu t(x_{\mu}))$ .
Since $L_{0}\phi_{0}=K_{\max}g’(w_{0,K_{\mathrm{m}\mathrm{r}}})$ by Lemma 4.5, it follows that
$K_{\max} \int_{B_{2R_{0}}}g’(w_{0,K_{\mathrm{m}\cdot \mathrm{x}}})w_{0,K_{\mathrm{m}\mathrm{R}}}dy=K_{\max}\int_{B_{2R_{0}}}g’(w_{0,K_{\mathrm{m}rightarrow}})w_{0,K_{\mathrm{m}\cdot \mathrm{x}}}\phi_{0}-g(w_{0,K_{\mathrm{m}\cdot \mathrm{x}}})\phi_{0}dy$.
Consequently, by noting $K_{\max}-K(x_{\mu})=o(1)$ and $W_{0,\mu}-w_{0,K_{\mathrm{m}\cdot \mathrm{x}}}=o(1)$ again, we have
$\frac{E_{\mu}}{\mu^{3}}=K(x_{\mu})^{-\frac{1}{2}}E_{0,1}+\frac{bK_{\mathrm{a}\mathrm{x}}^{\frac{1}{\mathrm{m}^{2}}}\mu t(x_{\mu})}{2}\int_{B_{2R_{0}}}g(w_{0,K_{\mathrm{m}\mathrm{R}}})dy+o(\mu t(x_{\mu}))$
$\geq K_{\mathrm{m}\mathrm{x}}^{-\frac{1}{\mathrm{a}^{2}}}E_{0,1}+\frac{K_{\max}k_{0}\mu t(x_{\mu})}{2}\int_{B_{2R_{0}}}g(w_{0,K_{\mathrm{m}\mathrm{r}}})dy+o(\mu t(x_{\mu}))$.
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To prove Lemma 4.5, we prepare the following Lemma, For the proof of it, see [5].
Lemma 4.7. For q $>3$ , we define L by Lv $=\Delta v+g’(w_{0,c})v$ for v $\in W^{2,q}(\mathrm{R}^{3})$ . Then
toe have the following fomula
$\mathrm{k}\mathrm{e}\mathrm{r}L=\mathrm{S}\mathrm{p}\mathrm{a}\mathrm{n}$ $\{\frac{\partial w_{0,c}}{\partial x_{1}}$ , $\ldots$ , $\frac{\partial w_{0,c}}{\partial x_{3}}\}$ .
Proof of Lemma 4.5, Put $\tilde{\phi}_{\mu}:=\phi_{\mu}/(bK(x_{\mu})^{-\frac{1}{2}}t(x_{\mu}))$ . By Lemma 4.3, we have
$L_{\mu}\tilde{\phi}_{\mu}+\tilde{g}_{\mu}(\tilde{\phi}_{\mu})=0$ in $\Omega_{\mu}$ , $\tilde{g}_{\mu}(\tilde{\phi}_{\mu})=0$ in $B_{2R_{0}}^{c}$ .
Here $\tilde{g}_{\mu}(\tilde{\phi}_{\mu})=g_{\mu}(\phi_{\mu})/(bK(x_{\mu})^{-\frac{1}{2}}t(x_{\mu}))$ . Dividing (4.12) by $bK(x_{\mu})^{-\frac{1}{2}}t(x_{\mu})$ , it follows
$| \tilde{g}_{\mu}(\tilde{\phi}_{\mu})|\leq C|\tilde{\phi}_{\mu}-\frac{h_{x_{\mu}}}{t(x_{\mu})}||w_{\mu}-W_{0,\mu}|^{\sigma}+o(1)+K(x_{\mu})g’(W_{0,\mu})\frac{h_{x_{\mu}}}{t(x_{\mu})}$.
Since $h_{x_{\mu}}/t(x_{\mu})$ is abounded function by Lemma 4.6, we can find
$|\tilde{g}_{\mu}(\tilde{\phi}_{\mu})|\leq C(|\tilde{\phi}_{\mu}|+1)|w_{\mu}-W_{0,\mu}|^{\sigma}+C$
for some constant $C>0$ . Now, we show the following claim.
Claim. $||\tilde{\phi}_{\mu}||_{L^{\infty}(\Omega_{\mu})}$ is uniformly bounded for sufficiently small $\mu$ .
Put $M_{\mu}:=||\tilde{\phi}_{\mu}||_{L^{\infty}(\Omega_{\mu})}$ and suppose that there exist asubsequence $\{\mu_{j}\}_{j=1}^{\infty}$ of $\muarrow 0$
such that $M_{\mu_{j}}arrow\infty$ as $jarrow\infty$ . Put $\overline{\phi}_{\mu_{j}}:=\tilde{\phi}_{\mu_{j}}/M_{\mu_{j}}$ . Then $\overline{\phi}_{\mu_{\mathrm{j}}}$ satisfies the following
properties:
$L_{\mu} \overline{\phi}_{\mu_{j}}+\frac{\overline{g}_{\mu_{j}}(\tilde{\phi}_{\mu_{\mathrm{j}}})}{M_{\mu_{j}}}=0$ in $B_{2R_{0}}$ , $\Delta\overline{\phi}_{\mu_{\mathrm{j}}}=0$ in $\Omega_{\mu_{j}}\backslash B_{2R_{0}}$ ,
$|\overline{\phi}_{\mu_{j}}|\leq 1$ , $| \overline{\phi}_{\mu_{j}}(y)|\leq\frac{c}{|y|}$ $\mathrm{i}.\mathrm{n}$ $\Omega_{\mu_{j}}$ . $\overline{\phi}_{\mu_{\mathrm{j}}}=0$ on $\partial\Omega_{\mu_{j}}$ ,
for some constant $C>0$ . Here we used the maximal principle to obtain the last
inequality. Since $w_{\mu_{j}}-W_{0,\mu_{\mathrm{j}}}arrow 0$ on $B_{2R_{0}}$ as $jarrow\infty$ and
$\frac{\tilde{g}_{\mu_{j}}(\tilde{\phi}_{\mu_{\mathrm{j}}})}{M_{\mu_{\mathrm{j}}}}\leq C(|\overline{\phi}_{\mu_{j}}|+\frac{1}{M_{\mu_{j}}})|w_{\mu_{\mathrm{j}}}-W_{0,\mu}|^{\sigma}+\frac{C}{M_{\mu_{j}}}$,
we obtain $\lim_{jarrow\infty}||\tilde{g}_{\mu_{j}}(\tilde{\phi}_{\mu_{j}})/M_{\mu_{\mathrm{j}}}||_{L^{\infty}(\Omega_{\mu_{j}})}=0$ . It follows from standard elliptic estimates
that $|\overline{\phi}_{\mu_{j}}|_{1,\alpha;K}\leq C$ for each $\alpha\in(0,1)$ and $K\subset\subset R$ . By using Ascoli-Arzela’s Theorem
and the diagonal argument assert that, by passing to asubsequence if necessary, $\overline{\phi}_{\mu_{j}}arrow$
$\overline{\phi}_{0}$ in $C_{1\mathrm{o}\mathrm{c}}^{1}(\mathrm{R}^{3})$ . for some $\overline{\phi}_{0}\in C^{1}(\mathrm{R}^{3})$ . By using the standard interior Schauder estimate,
we obtain $\overline{\phi}_{\mu_{j}}arrow\overline{\phi}_{0}\mathrm{i}\mathrm{n}C_{1\mathrm{o}\mathrm{c}}^{2,\alpha}(\mathrm{R}^{3})$. So we have
$L_{0}\overline{\phi}_{0}=0$ , $|\overline{\phi}_{0}|\leq 1$ , $|\overline{\phi}_{0}(y)|\leq c|y|^{-1}$ in $\mathrm{R}^{3}$ , $\Delta\overline{\phi}_{0}=0$ in $B_{2R_{0}}^{c}$ .
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It follows that $\phi_{0}\in W^{2,q}(\mathrm{R}^{3})$ for some $q>3$ and $\phi_{0}\in \mathrm{k}\mathrm{e}\mathrm{r}L_{0}$ . So we can apply
Lemma 4.7 to obtain that there exist constants $a_{1}$ , a2, $a_{3}$ such that $\overline{\phi}_{0}=\sum_{i=1}^{3}a_{i}\frac{\partial}{\partial y}.\cdot W_{0,\mu}$ .
Consequently, we have $\overline{\nabla\phi}_{0}=\sum_{\dot{l}=1}^{3}a:\nabla\frac{\partial}{\partial y}.W_{0,\mu}$.
Now we show $\nabla\phi_{0}(O)=0$ . Recall that
$\frac{W_{0,\mu_{\mathrm{j}}}-v_{\mu_{j}}}{\mu_{j}bK(x_{\mu_{j}})^{-\frac{1}{2}}t(x_{\mu_{\mathrm{j}}})}=\frac{h_{x_{\mu_{j}}}}{t(x_{\mu_{\mathrm{j}}})}$ .
Here, the right hand side is uniformly bounded for $\mu$ in $B_{2R_{0}}$ by Lemma 4.6. It follows
from $\Delta(W_{0,\mu_{j}}-v_{\mu_{j}})=0$ in $\Omega_{\mu_{j}}$ and the interior Schauder estimate that $|(W_{0,\mu_{j}}$ -
$v_{\mu_{\mathrm{j}}})/(\mu_{j}bK(x_{\mu_{j}})^{-\frac{1}{2}}t(x_{\mu_{j}}))|_{2,\alpha;B_{2R_{0}}}$ is uniformly bounded for $\mu_{j}$ . Hence, there exists a
constant $C>0$ independent on $\mu_{j}$ such that
$| \frac{\nabla W_{0,\mu_{j}}(O)-\nabla v_{\mu_{\mathrm{j}}}(O)}{\mu_{j}bK(x_{\mu_{j}})^{-\frac{1}{2}}t(x_{\mu_{j}})}|<C$.
Since $\nabla w_{\mu_{j}}(O)=\nabla W_{0,\mu_{j}}(O)=0$ , we have
$| \frac{\nabla W_{0,\mu_{\mathrm{j}}}(O)-\nabla v_{\mu_{j}}(O)}{\mu_{j}bK(x_{\mu_{j}})^{-\frac{1}{2}}t(x_{\mu_{\mathrm{j}}})}|=|\frac{\nabla w_{\mu_{j}}(O)-\nabla v_{\mu_{\mathrm{j}}}(O)}{\mu_{j}bK(x_{\mu_{j}})^{-\frac{1}{2}}t(x_{\mu_{\mathrm{j}}})}|=|\nabla\tilde{\phi}_{\mu_{\mathrm{j}}}(O)|$ .
Therefore, we obtain $|\nabla\overline{\phi}_{\mu_{j}}(O)|\leq C/M_{\mu_{\mathrm{j}}}$ which apples $\overline{\nabla\phi}_{0}(O)=0$ . It asserts that
$0= \nabla\overline{\phi}_{0}(O)=\sum_{\dot{|}=1}^{3}a:\nabla\frac{\partial}{\partial y_{\dot{1}}}W_{0}(O)$.
Since $W_{0}$ is radially symmetric about the origin, $\frac{\partial^{2}}{\partial y^{2}}.\cdot W_{0}(O)\neq 0$ and $\frac{\partial^{2}}{\partial y.\partial y_{j}}.W_{0}(O)\neq 0$ if
$i\neq j$ , It yields $0= \sum_{\dot{|}=1}^{3}a:e:$ . Here, $e$:is some basis of $\mathrm{R}^{3}$ . So we have $a_{1}=a_{2}$ $=a_{3}=0$
hence $\overline{\phi}_{0}\equiv 0$ . On the other hand, $\overline{\phi}_{\mu_{j}}$ satisfies $|\overline{\phi}_{\mu_{j}}|\leq 1$ on $\Omega_{\mu_{\mathrm{j}}}$ and $|\overline{\phi}_{\mu_{j}}|\leq c|y|^{-1}<1$
on $\Omega_{\mu_{\mathrm{j}}}\backslash B_{2R_{0}}$ . So we have $1=||\overline{\phi}_{\mu_{j}}||_{L^{\infty}(\Omega_{\mu_{\mathrm{j}}})}=||\overline{\phi}_{\mu_{\mathrm{j}}}||_{L^{\infty}(B_{2R_{0}})}$. As $jarrow\infty$ , we obtain
$||\phi_{0}||_{L\infty(B_{2R_{0}})}=1$ and it is acontradiction. Consequently, we establish the uniform
boundedness of $||\tilde{\phi}_{\mu}||_{L}\infty(\Omega_{\mu})$ .
Now, we continue the proof of Lemma 4.5. We write
$\tilde{g}_{\mu}(\tilde{\phi}_{\mu})+g’(W_{0,\mu})K(x_{\mu})=\frac{1}{bK(x_{\mu})^{-\frac{1}{2}}t(x_{\mu})}(g_{\mu}(\phi_{\mu})+g’(W_{0,\mu})bK(x_{\mu})^{-\frac{1}{2}}h_{x_{\mu}}K(x_{\mu}))$
$+K(x_{\mu})g’(W_{0,\mu})(1- \frac{h_{x_{\mu}}}{t(x_{\mu})})=:(\mathrm{I})+(\mathrm{I}\mathrm{I})$.
It follows from Lemma 4.6 that $\lim_{\muarrow 0}(\mathrm{I}\mathrm{I})=0$ . By using Lemma 4.4, we have
$|(\mathrm{I})|\leq C||\tilde{\phi}_{\mu}|+C||w_{\mu}-W_{0,\mu}|^{\sigma}+o(1)$ in $B_{2R_{0}}$ .
112
Since |i.| is bounded and w. $-\ovalbox{\tt\small REJECT} 1\ovalbox{\tt\small REJECT}_{0}^{\ovalbox{\tt\small REJECT}},$. $\ovalbox{\tt\small REJECT}$ $o(1)$ , we obtain (I) $\ovalbox{\tt\small REJECT}$ 0 as le $\ovalbox{\tt\small REJECT}$ 0. It asserts
that
$\lim_{\muarrow 0}-\tilde{g}_{\mu}(\tilde{\phi}_{\mu})=g’(w_{0,K_{\mathrm{n}\mathrm{r}}})K_{\max}$ in $C^{0}(\overline{B_{2R_{0}}})$ .
Note $\tilde{g}_{\mu}(\tilde{\phi}_{\mu})=0$ in $B_{2R_{0}}^{c}$ and by using the Schauder estimate, there exists $\phi_{0}$ such that
$\lim_{\muarrow 0}\tilde{\phi}_{\mu}=\phi_{0}$ in $C_{1\mathrm{o}\mathrm{c}}^{2}(\mathrm{R}^{3})$ and $\phi_{0}$ satisfies
$L_{0}\phi_{0}=g’(W_{0,\mu})K_{\max}$ , $|\phi_{0}|\leq c|y|^{-1}$ $.\mathrm{n}\mathrm{R}^{3}$ , $\phi_{0}\in L^{\infty}(\mathrm{R}^{3})$ .
Especially, we have $\lim_{\muarrow 0}\tilde{\phi}_{\mu}=\phi_{0}$ in $C^{0}(\neg B_{2R_{0}}$ . By using $\Delta(\tilde{\phi}_{\mu}-\phi_{0})=0$ in $\Omega_{\mu_{\mathrm{j}}}\backslash B_{2R_{0}}$
and the maximal principle, we obtain
$\sup_{\Omega_{\mu}\backslash B_{2R_{0}}}|\tilde{\phi}_{\mu}-\phi_{0}|\leq\sup_{\partial\Omega_{\mu}\cup\partial B_{2R_{0}}}|\tilde{\phi}_{\mu}-\phi_{0}|$
.
It follows from $|\tilde{\phi}_{\mu}-\phi_{0}|\leq 2c|y|^{-1}$ that $\lim_{\muarrow 0}\tilde{\phi}_{\mu}=\phi_{0}$ in $C^{0}(\mathrm{R}^{3})$ . It completes the
proof of Lemma 4.5. $\square$
The following Theorem 4.8 and Proposition 4.1, 4.2 completes the proof of Theorem
B.
Theorem 4.8. Let $\{\mu_{j}\}_{j=1}^{\infty}$ be subsequence of $\muarrow 0$ which satisfies $x_{\mu_{j}}arrow x_{0}$ as $jarrow\infty$ .
Then $t(x_{0})= \min_{x\in\Omega_{K}}t(x)$ holds.
Proof. By using proposition 4.1 and proposition 4.2, we obtain
$\frac{E_{\mu}}{c_{1}\mu^{3}}-\frac{K_{\mathrm{m}\mathrm{x}}^{-\frac{1}{\mathrm{a}^{2}}}E_{0,1}}{c_{1}}\geq\mu t(x_{\mu})+o(\mu t(x_{\mu}))$ , $\frac{E_{\mu}}{c_{1}\mu^{3}}-\frac{K_{\mathrm{m}\mathrm{x}}^{-\frac{1}{\mathrm{a}^{2}}}E_{0,1}}{c_{1}}$ $\leq\mu\min_{x\in\Omega_{K}}t(x)+o(\mu)$ .
Put $\mu=\mu_{j}$ and taking the limit $jarrow\infty$ , we have $t(x_{0}) \leq\min_{x\in\Omega_{K}}t(x)$ . Since $x_{0}\in\Omega_{K}$
by Lemma 3.3, $t(x_{0})= \min_{x\in\Omega_{K}}t(x)$ holds. $\square$
5Proof of Theorem C,D
In this section, we give the proof of Theorem $\mathrm{C}$ and D.
Proof of Theorem $C$. Let $\tilde{K}\in C^{2}(\Omega)$ be satisfying $K\equiv 1$ on some neighborhood $U$ of
$M$ and $K\equiv 1/2$ on all other local minimal points. From Theorem $\mathrm{B}$ , for each $\mu$ , there
exist asolution $u_{\mu}$ of $\mu^{2}\Delta u+\tilde{K}(x)(u-1)_{+}^{p}=0$ , $u>0$ in $\Omega$ , $u=0$ on $\partial\Omega$ , which
satisfying (i), (ii), (Hi) and (iv) of this Lemma. It follows from (ii) and (iii) that the
core of $u_{\mu}$ is contained in $U$ for sufficiently small $\mu$ . So we obtain $\mu^{2}\Delta u+(u-1)_{+}^{p}.=0\square$
in $\Omega$ and it completes the proof of this Lemma.
Proof of Theorem $D$. By using similar way to the proof of Theorem $\mathrm{C}$ and by using
Theorem $\mathrm{A}$ , we can prove Theorem D. $\square$
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