In this document we provide code to generate all figures included in the paper. Most of plots are generated using the factoextra package by Kassambara and Mundt.
library (factoextra) library (lattice) library (tidyverse) library ( Scree plot
Below we generate 5-dimensional data and projected onto 500-dimensional space using multiplication by an orthogonal matrix. A scree plot shows percentage of variance explained by consecutive principal components ( Fig.1) . Percentage of variance explained is equal to the normalized eigenvalues of the covariance matrix used in PCA. You can also inspect the histogram of the eigenvalues and the fitted Marchenko-Pastur distribution. The eigenvalues to the right of the fitted curve correspond to the signal, i.e. are larger than the eigenvalues expected if data (with the same dimensionality) was pure noise.
df <-data.frame(sv = pca.res$sdev, eig = pca.res$sdev^2) mp <-data.frame(eig = seq(0, max(df$eig), length.out = 100)) %>% mutate(mp = dmp(eig, svr = n/p, var = sigma^2)) ggplot(df, aes(x = eig)) + geom _ histogram( bins = 80, fill = "grey30", color = "white", lwd = 0.2, aes(y = ..density..)) + geom _ line(data = mp, aes(y = mp-0.01), color = "royalblue", lwd = 1)
Aspect Ratio
We generate data from 2 Gaussian 2D clusters. We delete some observations around x-axis (pretend they are missing). Then, we project the observations to 50 dimensions (pretend we observed high-dimensional data). The original 2 dimensional clusters have different variances along the X1 and X2 axis (more variability along the first axis). Some data are missing around x-axis, but the red and blue clusters are still relatively well separated.
df <-data.frame(X, class) colnames(df) <-c("x", "y","label") ggplot(df, aes(x = x, y = y, color = label)) + geom _ point(size = 1) + coord _ fixed() + scale _ color _ brewer(name = "Group", palette = "Set1") + theme _ minimal() Plots below are included in Fig. 2 .
We compute the observed 50D data to the first 2 PCs, but here we use an arbitrary aspect ratio producing an (incorrect) rectangular plot. Similarly, one might produce a strictly square plot (set code chunk settings to equal height and with: fig.width=8, fig.height=8 ). The following plot has still an incorrect aspect ratio. A correct ratio, is the one that reflects the ration between the variance explained by each axis. This can be done by adding + coord _ fixed(1) to a ggplot object. 
External Information
Here, we use the wine dataset as example. The variables include the chemical properties and composition of the wines. Wine class labels for grape varieties (59 Barolo, 71 Grignolino, 48 Barbera) are also available.
url <-"https://archive.ics.uci.edu/ml/machine-learning-databases/wine/wine.data" wine <-read _ csv(url, col _ names = FALSE) colnames(wine) <-c("class", "Alcohol", "MalicAcid", "Ash", "AlcAsh", "Mg", "Phenols", "Flav", "NonFlavPhenols", "Proa", "Color", "Hue", "OD", "Proline")
head ( Scree plot for wine data: 
Latent structure
We generate five clusters of data points in 2D, and then project them to 10D. The PCA plot shows clusters in Fig. 5(a) . Then, we simulate data generated from a smooth continuous gradient (modeled as a Gaussian Process Latent Variable Model).
set.seed (7365) n <-500 p <-10 sigma <-0.01 t <-sort(c(seq(0, 1, length.out = 100), runif(n-100))) K <-exp(-as.matrix(dist(t))) + diag(rep(sigma, n)) Q <-qr.Q(qr(matrix(rnorm(n * n), ncol = n))) E <-0.05 * matrix(rnorm(n * n), ncol = n)
The scree plot: 
Distatis
We generate synthetic data "as if coming from 5 separate data tables".
set.seed (123) library (ade4) n _ copies <-5 n <-20 p <-5 sigma <-5 M <-matrix(rnorm(n * p, sd = sigma), nrow = n) E.lst <-lapply(seq _ len(n _ copies), function(x) matrix(rnorm(n * p), nrow = n)) M.lst <-lapply(E.lst, function(E) {data.frame(M + E)})
# ktab <-ktab.list.df(M.lst) # statis.res <-statis(ktab, scannf = FALSE, nf = 2)
Then, we compute 5 distance matrices: 
Procrustes
Below we generate 20 observations from 2D Gaussian distribution and then project them to 10D (modeling low-rank data embedded in 10D). We then generate 200 bootstrap samples of the data (200 data subsets with replacement). For each bootstrap trials, we compute the PCA, and save the projections results. We align the results for each bootstrap trial to the original projection of the full dataset. Fig. 9(a) showing Procrustes results for 2D "replicated" data (projected to 10D). Density contours are shown for the replicates of the data points. We repeat the process but with 5D Gaussian clusters embedded in 10D. Fig. 9(a) shows the density clusters for the 5D data to be larger, for this dataset. 
Eigenvalues instability
We simulate the data with very close eigenvalues:
set.seed (4756) n <-100 p <-10 R1 <-matrix(rnorm(n * p), nrow = n)
eigs <-c(7, 5.3, 5.2, 5.1, 3.5, 3, 2.5, 2 * runif(3)) X <-U % * % diag(eigs) % * % t(V) version 3.5.1 (2018-07-02) ## ## 
