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ABSTRACT 
Rheological properties of idealised models which exhibit all the 
non-Newtonian flow phenomenology commonly seen in dense suspensions are 
investigated by particulate-dynamics computer-simulations. 
The objectives of these investigations are: 
(i) to establish the origins of various aspects of dense 
suspension rheology such as shear-thinning, shear 
thickening and dilatancy; 
(ii) to elucidate the different regions of a typical dense 
suspension rheogram by examining underlying structures 
and shear induced anisotropies in kinetic energy, 
diffusivity and pressure; 
(iii) to investigate the scaling of the simplest idealised 
model suspension; i. e. the hard-sphere model in Newtonian 
media and its relationship to the isokinetic flow curves 
obtained through non-equilibrium molecular dynamics (NEMD) 
simulations; 
(iv) to preliminarily determine the effect of perturbations 
present in all real colloidal suspensions, namely particle 
size polydispersity and a slight 'softness' of the inter- 
particle potential. 
Non-equilibrium isokinetic simulations have been performed upon 
systems of particles interacting through the classical hard-sphere 
potential and a perturbation thereof, in which the hard-core is surrounded 
by a 'slightly soft' repulsive skin. The decision to base the present 
work upon isokinetic studies was made in order to obtain a better under- 
standing of suspension rheology by making a direct connection with previous 
NEMD studies of thermal systems(93). These studies have shown that the 
non-linear behaviour exhibited by these systems under shear is atttributable 
to a shear-induced perturbation of the equilibrium phase behaviour. The 
present study shows this behaviour to correspond to the high shear region 
of the generalised suspension flow curve. 
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CHAPTER l' 
INTRODUCTION AND LITERATURE SURVEY 
1.1 General Background 
The interest in dense suspension rheology is one that has been 
shared by industrialists and academics alike for many years. The indus- 
trial interest becomes self-evident when one considers the vast range 
of materials falling into this category encountered during the manufac- 
ture of a wide selection of everyday materials. In addition to the need 
for optimum, reproducible behaviour during the manufacturing processes 
(e. g. pumping, mixing, coating), the ultimate product performance is 
often dependent on its rheological characteristics. 
The need for a fundamental understanding of the parameters respon- 
sible for the observed rheological behaviour of both suspensions and 
pure liquids has long been recognised, and is-exemplified by the magni- 
tude of the rheological literature, which stretches as far back as the 
seventeenth century(l). Despite this substantial research effort, there 
still remains a considerable amount of uncertainty, both in the reprodu- 
cibility and interpretation of rheological measurements(2). A review 
of the relevant rheological literature appears later in this chapter. 
Following the advent of electronic computers, two scientists working 
in the Los Alamos National Laboratory in America developed a simulation 
technique, with which, theoretically each of the 3 states of matter could 
be studied 
3ý. 
These original simulations, whose foundations lay in 
the foundations of classical statistical mechanics were aimed at the 
Atomic/Molecular level, and were consequently referred to as Molecular 
Dynamics (MD) simulations. 
The essential ingredients of a MD simulation are an effective pair 
potential describing the force-distance relationship between particles, 
-2- 
and the equations of motion, which describe the motion of particles 
comprising the model system. The simulation then proceeds via the 
integration of the equations of motion, enabling us to monitor the 
individual trajectories of the model particles. The effects of inter- 
particle and any external forces are taken into account. 
From a knowledge of the particle positions and velocities at dis- 
crete points in time throughout the simulation, we are able to calculate 
various thermodynamic properties of the system. A review of the develop- 
ment of these types of simulations is given in the latter part of this 
chapter, and a fuller description of the techniques will be given in 
the relevant section. 
More recently it has been realised that the statistical mechanical 
foundations of MD simulations may be equally applicable to solid/liquid 
suspensions of macroscopic particles(4). Furthermore, experimental in- 
vestigations upon well-characterised, nearly monodisperse, polymer-latices 
at equilibrium have shown that these systems undergo order-disorder transi- 
tions analogous to the melting transitions exhibited by atomic/molecular 
systems(5). 
The objective of the present work is to take the established tech- 
niques of MD simulations, and incorporate effective pair potentials more 
relevant to dense suspensions. Consequently, a more appropriate descrip- 
tion for the simulations described herein, would be 'Particulate Dynamics' 
(PD) simulations. The value of these PD simulations is threefold: 
(i) qualitatively reproduce observed experimental 
behaviour, and thereby elucidate the underlying 
mechanisms responsible for that behaviour; 
(ii) provide reliable data for simple model suspensions, 
which can be used as a basis on which to express 
the properties of experimental'systems; 
-3- 
(iii) to enable progression towards the ultimate objective: 
a quantitative description of experimental systems 
through the introduction of perturbations to the model 
system that reflect the discrepancies between model 
and experimental systems. 
1.2 A Historical Review of the Development of Rheology 
The following section, which has been incorporated for completeness 
is intended to represent a brief historical account of the development 
of rheology. It is by no means intended to represent an exhaustive review, 
but merely aims to 'set the scene' for the bulk of the thesis to follow. 
The word 'rheology' (from the Greek - 'rheo' - to flow, 'logos' - 
science) to describe the study of deformation and flow of matter was 
first used by an American scientist, Professor Eugene C. Bingham. The 
word was officially accepted in 1929, when the American Society of 
(6) 
Rheology was founded 
Scientists had been studying the science of deformation and flow 
long before this, however. The first generally accepted rheological law 
was put forward by Hooke in 1676(7), when after studying the elongation 
of metal wires due to the suspension of weights wrote in Latin, 'ut tensio 
sic vis', which translates into modern day English as, 'the deformation 
is proportional to the applied force', or: 
'r = Ey (1.2.1) 
-where T is the stress, y is the strain, and E is the constant of propor- 
tionality, known as Young's modulus. 
Shortly after this, in 1685, Sir Isaac Newton(8) noted that (again 
translated from the Latin), 'the resistance which arises from the lack 
-4- 
of slipperiness of the points of the liquid, other things being equal, 
is proportional to the velocity with which the parts of the liquid are 
separated from one another', from which we obtain the usual definition 
of shear viscosity: 
T 
nY (1.2.2) 
where r is the shear viscosity, -T is the shear stress, and Y is the shear 
rate. 
These early descriptions by Hooke and Newton of the response of 
matter to an applied stress have become accepted descriptions of the 
classical solid and fluid respectively. 
Among the first experimental studies of fluid flow were those carried 
out almost simultaneously by J. L. Poiseuille and G. H. L. Hagen. Working 
independently on the flow of fluids through tubes, the two workers arrived 
at the same conclusions 
(9,10), 
which are embodied in the Hagen-Poiseuille 
equation: 
__ it r4tP 
t8 rj L 
(1.2.3) 
where Q/t is the volumetric flow rate, n is the fluid viscosity, r is 
the tube radius, and tP/L denotes the pressure drop per unit length. 
A significant advance was made in 1888, by an English scientist, 
A. Mallock(h1), who performed the first experimental investigation of 
flow in the absence of a pressure gradient, i. e. in a concentric cylinder 
geometry. Mallock's work was followed shortly afterwards, in 1890, by 
a thorough investigation of flow between concentric cylinders by a French 
worker, Couette(12) , who obtained good agreement between the results of 
tube and concentric cylinder flow. 
-5- 
Time dependent effects were observed early in rheology's history. 
These effects appeared to be inexplicable in terms of the classical models 
available, i. e. the, Newtonian fluid and the Hookean solid. The first 
serious study of viscoelasticity was carried out in 1835 by Willhelm 
Weber 
(13) 
, who observed that, when subjected to longitudinal loads, 
silk threads undergo an immediate extension, followed by a further lengthe- 
ning with time. On removal of the load an immediate contraction to a 
length equal to the immediate extension takes place, followed by a grad- 
ual further decrease in length until the original length is reached. 
The first experimental description of viscoelasticity was proposed 
in 1867 by James Clerk Maxwell(14) in the form of his famous first order 
differential equation: 
T+ . xT = 
`lýl (1.2.4) 
where X is a characteristic time, and i represents the time derivative 
of stress T. 
Incorporated into his description of viscoelasticity, Maxwell introduced 
the concept of a relaxation time, defined as the time required for the 
stress to relax to 1/e of its original value. 
Solid/liquid suspensions have been the subject of much research, 
and that these systems exhibit non-Newtonian behaviour has long been 
recognised. As far back as 1885, Osborne Reynolds(15), more noted for 
his work on turbulence, observed that a suspension of rigid particles 
in water simultaneously exhibited a viscosity increase and volumetric 
expansion under shear. 
A theoretical treatment of very dilute suspensions of non-interac- 
ting, rigid spheres was put forward by Albert Einstein 
(16) 
in 1906. 
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Einstein's approach was purely hydrodynamic, and his model comprised an 
isolated sphere, situated in a simple shear flow field in an infinite 
fluid. The increase in the viscosity of the suspension due to the sus- 
pended particles is taken to be due to the relative increase of energy 
dissipation owing to the presence of the sphere. The resultant' equation, 
relating suspension viscosity to volumetric packing fraction is given 
as: 
n=1+2 
0 
(1.2.5) 
where ri is the suspension viscosity, no is the suspension medium viscosity 
and 0 is the volumetric packing fraction. This relationship is generally 
found to be-accurate for very low packing fractions, but fails for packing 
fractions greater than approximately 0.10(17) 
The early part of the twentieth century saw a great deal of work 
carried out on solid/liquid suspensions, and many empirical models were 
postulated to describe the observed experimental behaviour. Although 
it would not be practicable to mention all the models that have been 
proposed, a brief description of those in more common use follows. 
Probably the most widely used model is one proposed by Ostwald 
(18) 
around 1925, after observing that the non-Newtonian regions of experimental 
flow curves often follow a power relationship between stress and shear 
rate, put forward the following relationship, which has subsequently 
come to be known as the Power Law: 
T= in (1.2.6) 
it may be noted that when: 
-7- 
n<1 we have shear thinning behaviour 
n=1 we have Newtonian behaviour 
n>1 we have shear thickening behaviour. 
Soon afterwards, Bingham(19) noted that some materials, particularly 
pastes, exhibit yield values, i. e. that these materials remained solid 
like below a critical stress. Such systems are known as Bingham Plastics, 
and are defined as follows: 
Y0f or T< To 
(1.2.7) 
TaTO+ýBY for T> TO 
where To is the yield stress, and nB is the Bingham viscosity. 
A contemporary research group led by Freundlich were simultaneously 
conducting an investigation into solid/liquid suspension rheology, parti- 
cularly time-dependent, non-Newtonian behaviour. It was this research 
group who introduced the words thixotropy and rheopexy to describe the 
time-dependent decrease/increase in viscosity respectively of a fluid 
under shear. 
(20) 
Following a study on the rheology of filled varnishes, Casson 
(21) 
proposed a semi-empirical relationship to describe experimental flow 
curves. Casson was able to explain the form of his flow curve through 
the alignment of the suspended particles into 'rods'. The Casson equa- 
tion, which appears below has been used extensively in industry: 
ay +fýV . lc (1.2.8) 
where Ty is the Casson yield value, and nc is the Casson viscosity. 
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1.3 More Recent Developments in the Understanding of Suspension Rheology 
Despite the considerable effort expended by experimental rheologists, 
from the pioneers described previously, to the present day, there still 
remains the lack of a consistent theory to explain the wide range of 
experimental behaviour. 
The applicability of Einstein's equation (Equation (1.2.5)) was 
extended to slightly higher concentrations by Batchelor(22), who proposed: 
n- = 1+2 0+6.202+003 
0 
(1.3.1) 
Batchelor's extension to Einstein's equation is only applicable in the 
limit that the random particle distribution found at zero shear rate 
is not perturbed by the shear field, and is not found to hold at all 
for packing fractions greater than 0.15ý23ý. 
The majority of systems of interest to experimental rheologists, 
however, fall outside the bounds of applicability of the Einstein- 
Batchelor equation. The observation that many of these systems of 
interest exhibit strongly non-Newtonian behaviour at typical laboratory 
shear rates has led to their classification according to this behaviour. 
Diagrams of the type presented in Figure 1.3.1, summarising the observed 
rheological behaviour of suspensions can frequently be found in rheology 
text books. 
The lack of a consistent theory to explain the wealth of observed 
behaviour is in no small part due to the great difficulty in even repro- 
ducing consistent data for identical systems in different viscometer 
geometries. This difficulty was reported by Cheng(2), who proposed that 
the steady shear properties of a dense suspension are not characterised 
by a unique flow curve, but rather one described by a shear stress-shear 
rate band. 
-9- 
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FIGURE 1.3.1: Typical Text Book Representation of Rheological 
Behaviour 
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Additionally, Leighton and Acrivos(24'225. 
) 
have described experiments 
designed to investigate the assymptotic decrease in the viscosity of a 
suspension of polystyrene beads, as measured in a concentric cylinder 
viscometer. From the results of these experiments it was concluded 
that the viscosity decrease could be explained in terms of a shear indu- 
ced particle migration from high to low shear rate regions within the 
concentric cylinder geometry. The authors attributed this particle migra- 
tion to irreversible particle interactions. 
Woodcock 
(26) 
had previously predicted such a shear induced particle 
migration from the results of his computer simulation studies, which 
established the importance of osmotic pressure effects in dense suspen- 
sion Theology. 
The fact that the shear history of a dense suspension can signifi- 
cantly affect the observed rheological properties of that system is well 
known amongst experimental rheologists. This presumably contributes 
significantly to the difficulties encountered in the accurate characteri- 
sation of these systems. This difficulty can be explained in terms of 
the very long relaxation times of particles comprising dense suspensions. 
The characteristic relaxation time in this context may be visualised as 
the average time taken for a particle to diffuse over a length comparable 
to its diameter. Consequently, it can be taken as an indication of the 
time required for structural rearrangement, and hence determines the 
time scale necessary for the achievement of steady state conditions(27) 
More recently, developments in emulsion polymerisation have made 
possible the production of nearly monodisperse, spherical particles in 
the colloidal size range 
(28) 
, which can be suspended in Newtonian liquids 
to form well characterised, dense suspensions. The study of these sus- 
pensions enables the elimination of 3 experimental variables immediately, 
namely particle shape, size and size distribution. As a result of the 
study of these simplified systems, significant advances are now being 
- 11 - 
made towards the understanding of the rheological and equilibrium properties 
of dense suspensions. 
Experiments carried out by Pusey and Van Megen(5) on stabilised 
poly-methylmethacrylate particles suspended in a mixture of carbon disul- 
phide and decalin showed that these systems display a variety of phase 
behaviour resembling that of simple atomic or molecular systems. Nearly 
monodisperse colloidal suspensions have been shown to crystallise into 
face centre cubic arrangements. 
(29) 
An investigation into the mechanisms underlying the observed shear 
thinning and thickening behaviour of polyvinyl chloride and polystyrene 
acrylonitrile particles was conducted by Hoffman(30). Particle arrange- 
ments within various shear rate regimes were examined by light diffraction 
techniques. Hoffman concluded that the shear thinning of his suspensions 
could be explained in terms of the formation of layers of hexagonally 
packed 2-dimensional layers passing over one another in the direction 
of flow. The subsequent shear thickening is explained in terms of the 
disruption of this. 2-dimensional order. 
Using a dimensional analysis approach, Krieger(31) proposed a 
'corresponding rheological'states' basis for the comparison of rheolo- 
gical data. This approach predicts that two hard sphere suspensions 
at equivalent volume fractions would exhibit the same relative viscosity, 
if compared at equivalent values of reduced shear stress. The form of 
the reduced stress value, which is defined below aims to express the 
relative importance of the flow field to Brownian motion: 
Ta3n Tr = KT nr no 
(1.3.2) 
where Tr = reduced stress, a= particle diameter, K is Boltzmann's con- 
stant and T is absolute temperature. 
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For his theory to hold, Krieger pointed out that suspended particles 
must be uniform, spherical, rigid and interact through hard sphere repul- 
sions. Despite these limitations, Krieger's approach has enjoyed some 
success, and is frequently used for the presentation of rheological data. 
In his survey of 'Industrial Problems and Academic Progress', 
Barnes(32) introduced the 'generalised flow curve', which embodies all 
the commonly observed aspects of dense suspension rheology. The features 
of this generalised flow curve are reproduced in Figure 1.3.2. Barnes 
went on to suggest that all dense suspensions would exhibit the broad 
features of this flow curve if it was possible to examine them over a 
sufficiently wide shear rate range. The hitherto accepted view that 
different suspensions exhibit different types of rheological behaviour 
as summarised in Figure 1.3.1, therefore, is merely a consequence of 
the limited stress-shear rate 'windows' of laboratory rheometers.. 
1.4 Computer Simulation Studies 
Of the 3 classical states of matter, the state which, to date has 
presented the greatest problems to the scientist wishing to probe-micro- 
structure and its relation to macroscopic properties, is undoubtedly 
the liquid state. 
The most important experimental techniques used to probe liquid 
microstructure are based on the scattering of radiation. Technical dif- 
ficulties, coupled with the relatively small amount of information one 
can actually derive from these radiation scattering experiments limit 
their usefulness(33). 
A complementary and quasi-experimental means of probing any of 
the states of matter is that of computer simulation. The very first 
computer simulation of the liquid state was performed by Metropolis et 
al. 
(34) 
at the Los Alamos National Laboratory in the United States. 
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These initial studies focussed upon a system of particles interacting 
through a discontinuous inter-particle potential, the so called 'Hard 
Sphere' potential, defined below: 
0=0 when r>a 
0_ co when rtQ 
where 0= inter-particle potential, r= separation of particle centres 
and a= particle diameter. These initial simulations laid the founda- 
tions of a computational technique which has subsequently grown consid- 
erably in importance. Monte Carlo is the name given in mathematics to 
the numerical integration of difficult, often multidimensional integrals, 
by random sampling techniques. The Monte Carlo method of Metropolis et 
al. involves the generation of a series of particulate configurations 
in such a way that the configurations are distributed according to some 
pre-selected probability distribution. The averaged-value of any con- 
figurational property then converges onto the statistical mechanical 
ensemble mean value providing a large enough number of configurations 
have been considered. Shortly after this initial work the properties 
of a system of particles interacting through the continuous Lennard- 
Jones potential were determined from a Monte Carlo simulation 
(35). 
The Lennard-Jones potential, defined below has since frequently been 
used to describe the interactions between particles in computer simula- 
tion studies: 
0= 4c [()m -( 
In 
(1.4.1) 
where m is usually given a value of 12, and na value of 6. The first 
term in the square brackets represents the repulsive component, and the 
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second term is the attractive component of the potential. 
Despite being of considerable value in the study of the liquid 
state, Monte Carlo simulations are only able to provide information on 
equilibrium properties. In order to probe the dynamic behaviour of model 
systems, an alternative approach, namely Molecular-Dynamics (MD) simula- 
tion is used. 
Alder and Wainwright first succeeded in performing a MD simulation 
of the previously described hard sphere system in 195(7 
3 ). The discon- 
tinuous nature of the hard sphere potential simplifies the situation 
considerably. Hard particles travel in straight lines at constant velo- 
city between collisions. The problem is therefore reduced to that of 
calculating potential collision times for each particle, followed by 
the solution of consecutive binary collisions. Despite its relative 
simplicity, the hard-sphere system has been shown to exhibit many prop- 
erties characteristic of real systems(36), and to the present day remains 
an actively researched area(37-40) 
Some years later Rahman(41) extended the MD simulation technique 
to study a system of atoms in liquid argon interacting through the more 
realistic Lennard-Jones potential. MD simulations of systems interacting 
through continuous potentials require a step-wise approach to the inte- 
gration of the equations of motion, inevitably introducing a degree of 
approximation. Rahman's pioneering work utilized a predictor-corrector 
algorithm, however in order to yield an accurate prediction of particle 
trajectories, 2 or 3 predictor-corrector iterations were required, and 
hence the algorithm was computationally inefficient. 
A few years later, Verlet(42) described a method for integrating 
the equations of motion based upon a direct solution of the second order 
differential equation. The Verlet algorithm is easy to program, time 
reversible, conserves linear momentum, and has been shown to have excel- 
lent energy conservation properties' . For these reasons the Verlet 
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algorithm and its various modifications are probably the most widely 
used method for the integration of the equations of motion in MD simu- 
lations. 
As computational resources subsequently became more widely avail- 
able, the use of dynamical simulations by scientists, to probe a wide 
range of experimentally inaccessible phenomena increased dramatically. 
(44) 
A review of the diverse areas studied was given recently by Abraham. 
Although Molecular Dynamics simulations can be used to examine 
systems of particles interacting through any effective pair potential, 
the bulk of work to date has focussed upon one of 3 model potentials. 
The Hard Sphere and Lennard-Jones potential have already been described. 
The remaining well studied pair potential corresponds to the repulsive 
component of the Lennard-Jones potential, and has been called the Soft 
Sphere (SS) potential. It may be defined as the following: 
n 
0=Er (1.4.2) 
where c is the unit of energy; a is the unit of length; r is the distance 
between particle centres; and n is usually given the value of 12. The 
(45' 
SS potential's appeal lies in its unique scaling properties. These 
properties stem from the fact that changes in reduced temperature, T* = 
(KT/E) can be equated in terms of reduced volume V« = (V/Na 
3 ). As a 
result, the state of a SS system can be completely defined by one reduced 
hybrid state variable (V'^4T*). 
Surprisingly, little work has been published in the scientific 
literature concerning the effects of polydispersity upon the properties 
of solid/liquid suspensions. Along with occasional collaborators, Dick- 
inson has studied the effects of polydispersity upon the equilibrium phase 
(46-50) 
of dense suspensions -50) 
(46) 
. An initial Monte Carlo study 
led to the prediction that the osmotic pressure of an ordered colloidal 
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suspension would increase with polydispersity. This study was comple- 
mented with a MD study that suggested the osmotic pressure of the fluid 
phase to be virtually independent of polydispersity, whilst supporting 
the previous prediction concerning the ordered phase. This line of 
thought has been extended further with the estimation of a 'critical' 
degree of polydispersity, defined as that beyond which no fluid-crystal- 
line transition could occur. From an extrapolation of volume change 
associated with the transition, against polydispersity, to zero volume 
change, a critical degree of polydispersity of 30% was estimated. 
Salacuse and Stell 
(51) 
investigated the statistical thermodynamics 
of polydisperse systems of particles. Systems of hard spheres and hard 
spheres with Kac tails are treated as illustrative examples. Quantita- 
tive results using a Schultz distribution of particle diameters are given. 
It is proposed that for a d-dimensional system of particles, the equation 
of state may be characterised from m0 through md (dth moment of particle 
size distribution), and the system density. 
Hansen et al. 
(52) 
examined the effects of polydispersity upon phase 
equilibria, and particularly the critical packing fraction. Extending 
conformal solution theory to incorporate polydispersity, the authors 
conclude that for small degrees of polydispersity, the increase in cri- 
tical packing fraction is very low. 
One particular aspect of liquid behaviour which has attracted the 
attention of many workers in the area of dynamical simulations is that 
concerning the response to an applied shear field, i. e. the Theological 
characteristics of model liquids. A review of the work published to 
date in this area will form the bulk of the remainder of this section. 
Any transport coefficient may be defined as the response of a sys- 
tem to an applied perturbation; shear viscosity, for example, being a 
measure of the-shear stress induced by an applied velocity gradient. 
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The response of a system to an applied perturbation can be related to 
fluctuations in the properties of the system at equilibrium. These 
equilibrium fluctuations may be monitored by the use of time correlation 
functions. For the case of shear viscosity (n): 
rý _T < Paß (t) Paß (o) >dt (1.4.3) 
S0 
where V= volume, KB = Boltzmann's constant, T= temperature, t= time, 
and < Paß (t) Paß (o) > represents the normalised, ensemble averaged, 
stress correlation function, where: 
P l" 
Pl"ß 
+EEr.. 
CL 
f.. Paß ViZmii pi 
and pia is the a momentum component of particle i, m is the mass of par- 
ticle i, rij a 
is the relative a-position co-ordinate of particle i, 
and fij ß 
is the ß component of force between particles i and j. 
The relationships between time correlation functions and transport 
(53) 
coefficients are generally termed Green-Kubo formulae. These rela- 
tionships form the basis of the first method used to access the shear 
viscosity of model systems. A discussion of the role of correlation 
functions in calculating transport coefficients is given by Hansen and 
(McDonald 33), 
and Allen and Tildesley 
(54) 
A comprehensive study of the velocity auto correlation function, 
self diffusion coefficient and shear viscosity of the hard-sphere sys- 
tem has been reported by Alder and co-workers(55). In this work the 
shear viscosity is not calculated through the Green-Kubo relation, but 
by the equivalent Einstein expression: 
1N lim E (t) R (t)-p R (o) (1.4.5) 
t 2VKTt Pai ßi mi ßi 
., i=1 
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Levesque et al. 
(56) 
pioneered the use of Green-Kubo relations to 
calculate the shear viscosity of a system of particles interacting through 
the LJ potential. Many papers have subsequently appeared in this area(51-58). 
A major disadvantage of the 'equilibrium' approach to the calculation of 
shear viscosity is the difficulty experienced in the integration of the 
stress correlation function. The problem lies in the persistence of a 
finite stress correlation, even at relatively long times. This so called 
'long time tail', combined with the decreasing quality of signal/noise 
ratio poses a major problem with respect to the integration of the stress 
correlation function(54). 
These difficulties lead scientists to consider an alternative approach, 
more akin to a laboratory investigation of shear viscosity. Essentially, 
the simulation system is subjected to a perturbation sufficiently large 
so as to significantly enhance the system response., 
One obvious consequence of this large applied perturbation is that 
the simulation system can no longer be assumed to be at equilibrium, 
and hence the approach has become to be known as Non Equilibrium Molecular 
Dynamics (NEMD)-simulations. 
Among the first reported NEMD studies was that reported by Gosling 
et al. 
(60) 
who applied a sinusoidally varying force to a system of LJ 
particles with parameters appropriate to liquid argon. The form of the 
applied force was consistent with conventional periodic boundary condi- 
tions (Figure 1.4.1), and the resultant sinusoidally varying drift 
velocity was related to the shear viscosity. Problems were encountered, 
owing to the magnitude of force required to achieve the desired signal/ 
noise ratio enhancement leading to a rapid temperature rise. Despite 
this drawback, the authors report reasonable agreement with experimental 
data, and the technique represented a substantial saving in computational 
effort when compared to the time correlation function approach. 
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FIGURE 1.4.2: Ashurst and Hoover's 'Fluid Walls' Shearing 
Boundary Conditions 
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Around the same time, Ashurst and Hoover(61) devised an alternative 
procedure aimed at the simulation of planar Couette flow. Their approach 
involved replacing periodicity in one of 3 cartesian dimensions by a rela- 
tively narrow layer of identical particles, at equivalent density to the 
bulk system (Figure 1.4.2). Particles comprising these 'fluid walls' 
were given preferential velocities in the direction of flow. This pre- 
ferential velocity is transferred from the fluid walls to the bulk system 
via particle interaction across the bulk/wall boundary. As steady state 
conditions are approached, a linear velocity profile develops in the 
bulk system. The system is thermostatted by adjusting the kinetic ener- 
gies of the particles comprising the fluid walls. The removal of periodi- 
city in one dimension leads to a dependence of the results upon system 
width. Nevertheless, a reasonable agreement with experiment is reported 
for LJ particles with parameters appropriate to argon. 
The majority of NEMD simulations performed subsequently have made 
use of a modification to the conventional periodic boundary conditions, 
originally described by Lees-and Edwards(62). In this approach the upper 
and lower periodic image cells are deemed to be translating in the direc- 
tion of flow relative to the static central simulation cell. A velocity 
profile which effectively extends to infinity is created by these trans- 
lating periodic image cells. A fuller description of the Lees-Edwards 
shearing boundary conditions can be found in the next chapter. 
Ashurst and Hoover 
(63,64) 
studied the shear viscosity of both the 
LJ and SS fluids, and parametrised the results to obtain a 'best-fit. ' 
expression for the shear viscosities over the whole temperature-density 
range. The authors also compared the results with experimental data 
for hydrogen and deuterium, and reported excellent agreement. 
More recently Woodcock 
(65) 
has evaluated this expression for the 
shear viscosity prediction of molecular liquids. Even for highly non- 
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spherical molecules, predicted viscosity values were found to deviate 
by no more than 50% of the experimental values, whereas viscosities of 
the liquids scrutinised span many orders of magnitude. These encouraging 
results clearly demonstrate the importance of using scaling laws to des- 
cribe the volume-temperature dependent viscosity/rheology of complex 
fluids. 
The shear viscosity of the HS fluid was examined by Naitoh and 
Ono 
(66,67) 
using the Lees-Edwards shearing boundary conditions. In the 
absence of any thermostatting procedure, the temperature of the simulation 
system was allowed to continuously increase. The rate of temperature 
increase was used as a basis for viscosity calculation to complement 
the more usual method involving shear stress evaluation. Excellent 
agreement between viscosity values calculated from the 2 alternate approa- 
ches was found. 
Naitoh and Ono's NEMD studies at low shear rates were later supple- 
mented by Erpenbeck(68,69), who examined the response of the hard sphere 
system to higher shear rates. In order to limit the rapid temperature 
rise at these higher shear rates, particle peculiar velocities were inter- 
mittently rescaled so as to return the system total kinetic energy to 
the desired value. Erpenbeck reports a shear induced phase transition 
at higher shear rates, characterised by a 2-dimensional ordering with 
a corresponding sharp decrease in viscosity. 
A modification of the Lees-Edwards shearing method was proposed 
by Evans 
(70), 
aimed at the elimination of spontaneous shear rate fluc- 
tuations. In his method, Evans adjusts individual particle velocities 
in such a manner that a least squares fit of the actual linear velocity 
profile leads-to the desired shear rate. 
Heyes et al. 
(71) 
made use of Evans' modification to study the effect 
of high shear rates upon a system of Lennard-Jones particles. Structural 
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anisotropy was observed in the sheared fluid, and resolution of, -the 
diffusion coefficient showed differences between the 3 cartesian compo- 
nents. 
A short time later, Evans and Morriss 
(72) 
introduced a method of 
incorporating the velocity profile imposition directly into the equations 
of motion. In practice, for an x-velocity profile in the y-direction, 
the method involves incrementing individual particle x-co-ordinates by 
an amount depending on that particle's y-co-ordinate. Lees-Edwards 
shearing boundary conditions are still utilised to maintain continuity 
of the velocity profile in the positive and negative y-direction. This 
method with its variations 
(73) 
now forms the basis of ,a great deal of 
NF. MD simulations. 
Originally motivated by an interest in the behaviour of lubricants 
under conditions of high temperature, pressure, and shear rate, Heyes 
and co-workers 
(74-81) 
have examined the non-equilibrium properties of 
the Lennard-Jones system in great detail. The earliest studies made 
use of the Lees-Edwards shearing boundary conditions to superimpose a 
velocity profile. The shear rigidity modulus was obtained from the 
system relaxation following an instantaneously imposed shear. Compari- 
sons of shear viscosity obtained from NE MD studies at low shear rates 
were made with values obtained from the integration of time correlation 
functions, and good agreement was reported. In an attempt to improve 
the signal/noise ratio of the system response at low rates of shear, 
the 'segmented MD' approach, first proposed by Ciccotti et a1. 
(82) 
was 
used. In this approach, statistical noise is eliminated by allowing 
the simultaneous evolution of 2 systems, originating from 2 identical 
points in phase space. One of the concurrent simulation systems--is sub- 
jected to a perturbation, whilst the remaining system is left unperturbed. 
By subtracting the random fluctuation in the system response, as exhibited 
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by the unperturbed system, from the perturbed system response, an improve- 
ment in signal/noise ratio is achieved. The assumption here, that statis- 
tical noise is correlated in the 2 systems, evidently breaks down after 
a fairly short time. For this reason it is necessary to regularly halt 
the progress of the perturbed system and originate a 'new' perturbed 
system from a point in phase space arrived at by the equilibrium trajec- 
tory. 
Later work 
(75) 
proposed the method of Modified Homogeneous Shear 
(MHS) for the imposition of a flow field. More recently Heyes has used 
the SLLOD equations of motion, as proposed by Evans and Morriss, to im- 
pose a velocity profile upon his Lennard-Jones systems. The form of 
the Lennard-Jones flow curve was tested at various densities against 
several macroscopic rheological equations(79). The Carreau and Cross 
models were found to fit the shear thinning curves for densities slightly 
below the freezing density, whilst a Herschel-Buckley equation was found 
to be more suitable at higher densities. 
A study of the tensile viscosity of the Lennard-Jones system has 
been performed by gradually elongating the central simulation cell in 
one dimension 
(76). 
Owing to the non-regenerative nature of elongational 
flow, difficulty was experienced in reaching steady state conditions. 
For this reason the standard route to viscosity calculation in NEMD simu- 
lations, i. e. a calculation of the steady state stress reponse was not 
practicable, and consequently a viscoelastic response was monitored. 
A substantial amount of effort has been recorded in the scientific 
literature regarding the development of methods for performing isokinetic 
MD simulations. Equilibrium MD simulations can be maintained at constant 
temperature in a number of ways. Andersen 
(83) 
proposed a technique in 
which a randomly chosen particle is deemed to undergo a collision with 
a particle from an imaginary heat bath at a pre-selected frequency. In 
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practice the velocity of the chosen particle is replaced by one sampled 
from the Maxwell-Boltzmann distribution. 
Instead of altering the velocity of a randomly selected particle 
from time to time, Andrea et al. 
(84) 
proposed a method in which all par- 
ticle velocities are resampled simultaneously, but correspondingly less 
frequently. These two methods are part of a group of methods which have 
been categorised as 'Stochastic Methods'(54). 
Clearly, any method which replaces particle velocities by pseudo- 
randomly sampled velocities, represents an inappropriate choice to main- 
tain isokinetic conditions in any system where correlations in particle 
velocities might exist. 
An alternative approach involves the simulation of a thermal reser- 
voir in contact with the bulk system, between which energy is allowed 
to flow. Nose has presented the details of this type of simulation 
(85), 
in which a pre-selected parameter controls the rate of heat'flow. 
Ashurst and Hoover's pioneering use of 'fluid walls'(61) to simultaneously 
impose a velocity profile upon, and subsequently control the temperature 
rise of, a-model system falls into this category'of 'Extended System' 
methods. 
The easiest way to maintain isokinetic conditions is simply to 
rescale individual particle velocities by a factor (To/T)' where To is 
the desired, and T is the actual temperature, as often as is required. 
This procedure was originally suggested by Woodcock(86). 
Evans et al. 
(87) 
later derived a velocity rescaling method based 
upon Gauss's principle of minimum constraint. The method, referred to 
(78) 
as 'Gaussian Isokinetic Dynamics' has been put to use by some workers. 
Other methods have been proposed and discussed at length by other 
workers(87'89). A review of the various methods of 'Isothermal Constraint 
Dynamics' has been published recently by Woodcock 
(90) 
, in which he con- 
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cludes that the methods of simple continuous renormalization and 
Gaussian Isokinetic Dynamics are essentially equivalent. A further 
relevant point contained therein is that the difference between results 
obtained using the various methods is negligible for systems of sufficient 
size, i. e. several hundred particles or more. 
A recently published paper 
(91) 
describes the simulation of a fluid 
confined between narrow walls, resembling a capillary. When subjected 
to an external force, akin to gravity, a parabolic velocity profile 
reminiscent of Poiseuille flow is observed to develop. 
Woodcock(4) has pointed out that NEMD simulations more closely 
resemble planar Couette flow in colloidal suspensions than atomic or 
molecular liquids as previously proposed. In this context, the suspen- 
sion medium plays a dual role, that of transmitting the shearing force, 
coupled with the damping of particle velocities to maintain an effecti- 
vely constant particle kinetic energy. In addition, the pressure trace 
evaluated throughout a simulation corresponds to a suspension osmotic 
pressure, rather than the hydrostatic pressure relevant to an atomic 
or molecular simulation. With the help of his particle dynamics simu- 
lations Woodcock elucidated the osmotic pressure dependence upon shear 
rate(26). The serious implications of this relationship upon the experi- 
mentally observed rheology of dense suspensions were also discussed. 
Further simulations of the soft sphere model enabled the observed form 
of an experimental flow curve to be explained in terms of a shear induced 
perturbation of the equilibrium phase behaviour(92) 
A review article describing the progress made to date towards the 
fundamental understanding of dense suspension rheology through the use 
of dynamical simulations has been written by Barnes et al. 
(93). 
The 
review discusses the shortcomings of currently adopted engineering ap- 
proaches in light of this recent progress. 
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Very recently, Woodcock 
(94) 
has devised an algorithm to incorporate 
a simplified form of hydrodynamics into the hard-sphere equations'of 
motion. In this 'Mean Field Stokesian Dynamics' (MFSD) approach parti- 
cle velocities may be damped by an amount which can be related to the 
viscosity of the suspension medium. When the hard-sphere system is 
sheared, the MFSD method can be implemented in one of two ways: 
(i) Particle velocities can be damped by a differing, 
shear rate dependent amount such that isokinetic 
conditions are maintained. 
(ii) Particle velocities can be damped by a constant, 
shear rate dependent amount, leading to the hard 
sphere system equilibrating at a different kinetic 
energy for each shear rate point studied. 
This latter procedure is more akin to experiment, where particle 
kinetic energies are unknown functions of suspension medium viscosity 
and shear rate. Woodcock progresses to point out the consequences of 
the physically unrealistic approach of maintaining isokinetic conditions 
irrespective of shear rate. The main consequence is that isokinetic 
simulations performed over a wide shear rate range, lead to a flow 
curve whose form is inverted with respect to experimental flow curves. 
The use of NEND simulations have not been restricted to the study 
of systems of simple spherical particles. Whittle and Clarke 
(95) 
per- 
formed NEMD simulations upon a system of diatomic molecules with parameters 
known to resemble nitrogen at liquid densities. Several papers have 
appeared describing the study of model molecules resembling n-alkanes(96., 
97) 
in which shear induced effects such as molecular alignment, deformation, 
and rotation are described. 
Brown and Clarke(98) have simulated amorphous and crystalline 
regions of a model polymer fibre. Semi-crystalline polymer fibres 
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are believed to comprise small, oriented' crystallites separated by 
small (100 - 500 segments) amorphous regions. The relatively small 
number of chain segments simulated, consequently has some justification. 
The study provides support to previous conclusions that interchain 
forces have little direct influence upon the stress developed across 
microstructures. Under tension, however, evidence of significant in- 
direct effects was found. 
A procedure for-incorporating the effects of Brownian motion 
into MD simulations has been described by Ermak and McCammon(99). In 
these 'Brownian Dynamics' simulations, particles are subjected to ran- 
domly fluctuating thermal forces deemed to originate from the suspension 
medium. Despite subsequent improvements 
(100), 
at present the methods 
do not lead to the correct equilibrium properties for colloidal-like 
spheres. The problem arises from the non-Boltzmann weighted nature 
of the randomly fluctuating forces. 
Other workers 
(101) 
have attempted to incorporate the many body 
hydrodynamic effects in addition to inter-particle and Brownian forces 
into their computer simulations of colloidal suspensions. The complexity 
of the non. -pairwise additive, hydrodynamic forces has, to date limited 
these simulations to a relatively small number of particles in 2 dimen- 
sions. 
CHAPTER 2 
DESCRIPTION OH THE SIMULATION METHODS 
- 29 - 
CHAPTER 2 
DESCRIPTION OF THE SIMULATION METHODS 
2.1 Introduction 
The primary objective of the present work is the investigation 
of the Theological phenomena exhibited by dense colloidal solid/liquid 
suspensions. The computational techniques that have been used are 
based upon simulation methods that have evolved over the last few decades, 
and which were originally aimed at the study of matter at the atomic or 
molecular level 
(3) 
. 
There are several important differences between the dynamical 
simulation of a system of suspended particles and that of a simple 
liquid that require clarification from the outset. Of central impor- 
tance in a molecular-dynamics study is the concept of an effective 
inter-molecular pair potential, defining the force-distance relationship 
between interacting molecules. The pair-potentials used in the present 
simulations correspond to an effective 'potential of mean force'(106) 
embodying contributions from the suspension medium and suspended elec- 
trolyte in addition to particle-particle interactions. Calculated 
pressure values of the model systems arising from a summation of inter- 
particle repulsions correspond to the osmotic pressure of a colloidal 
solid/liquid suspension. 
The motion of suspended colloidal particles will, undoubtedly, 
be influenced by the presence of the suspension medium. Brownian motion 
arising from the random collision with solvent molecules is important 
for small suspended particles of 1 um or less in diameter. At inter- 
mediate concentrations, when the flow of solvent molecules around a 
suspended particle is perturbed by the presence of neighbouring suspended 
particles, many-body hydrodynamic effects should be taken into consider- 
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ation. Many-body hydrodynamic forces are extremely complex, and attempts 
to incorporate them into dynamical simulations are currently restricted 
to a relatively small number of particles in two dimensions(101). 
Woodcock(65) has recently derived the following expression which 
may be used to estimate the average distance x to the first neighbour 
for an amorphous hard-sphere suspension: 
x=3,1-ßy+6 -1 (2.1.1) 
A plot of x as a function of packing fraction(y), reproduced from Reference 
(65) appears in Figure 2.1.1. The present work is concerned with dense 
colloidal suspensions where the effective packing fraction is typically 
in excess of 0.4. Figure 2.1.1 shows that typical separations between 
nearest-neighbour particle surfaces in this high packing fraction regime 
are very small, and consequently the forces between particles are domi- 
nated by geometric packing considerations. For this reason many-body 
hydrodynamic and Brownian motion effects are not incorporated into 
these simulations. 
Effective pair-potentials used in the present study have been 
chosen for their simplicity. Full descriptions appear in the subsequent, 
relevant sections of this chapter. In certain situations these simple 
effective pair-potentials are shown to exhibit scaling properties, 
which are of great importance in the application of simulation results 
to the study of experimental phenomena. 
Essentially the simulations involve the prediction of the trajec- 
tories of a fixed number N of particles around a central simulation 
cell. Since Brownian motion and many-body hydrodynamic effects are 
explicitly omitted here, particle trajectories may be predicted via 
the step-wise numerical integration of the classical Newtonian equations- 
of-motion, i. e. 
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d ri pi 
dt mi 
(2.1.2) 
d2 r. f. 
dt- mi 
where: ri is the particle position, pi is the particle momentum; fi is the 
particle force; mi is the particle mass and t is time. 
A convenient system of reduced units expressed in terms of parameters 
fundamental to the simulation system are used during the simulations, as 
well as for the subsequent presentation of results. The fundamental 
parameters used are particle mass (m), diameter (a) and energy (Eo). 
Definitions of these reduced units (denoted by a superscript dagger 
t 
are given in Table 2.1.1. 
Despite an ever-increasing availability, computational resources 
currently practically restrict the size of a simulation system to a 
relatively small size, typically less than a thousand particles. In 
order to remove the effects of the resultant unacceptably high propor- 
tion of 'surface' particles, periodic-boundary conditions have been 
utilised. Here the central simulation cell is deemed to be surrounded 
by identical replicas of itself in all cartesian dimensions. Particles 
leaving the central simulation cell through one face are replaced by 
identical particles re-entering through the opposite face. In addition 
to the removal of undesirable boundary effects, periodic boundaries 
also aid the necessary conservation of constant overall system density 
and zero total momenta. A two-dimensional representation of periodic 
boundary conditions appears in Figure 2.1.2. 
At the very outset of a particulate-dynamics simulation, particle 
velocities are pseudo-randomly sampled through the use of a suitable 
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NAG routine 
(102) 
. Conditions of zero total momenta in each cartesian 
dimension, together with a system kinetic energy of the desired value 
are initially created by the adjustment of particle velocities as neces- 
sary. Subsequent conservation of these system properties is taken as an 
indication of the accuracy of the equations-of-motion integration 
procedure. 
The heart of any particulate-dynamics simulation involves the 
execution of a computationally expensive 'double loop' during which, 
all particle pairs are sequentially considered. A considerable saving 
in execution time required for this double loop is possible through 
the use of the 'link-cell' method. Here the central simulation cell 
is sub-divided into a matrix of link-cells (Figure 2.1.3). The dimen- 
sions of each link cell are chosen such that, for any particle located 
in a central link cell, only particles located within the immediate 
'skin' of neighbouring link-cells need be considered. Particles con- 
tained within each link-cell are imaginarily linked together to form 
a closed chain. The sequence of particle consideration now proceeds 
from one link cell to another, and around the particle chain within 
each link cell. Any particle is freely available to move between link 
cells, involving the breaking and reforming of particle chains. It 
must be stressed that this method is purely a time-saving device, and 
that particle trajectories are unperturbed through its use. 
2.2 Hard-Sphere Particulate Dynamics 
Conceptually the hard-sphere model constitutes the simplest realistic 
representation of a system of interacting particles. In recent years 
this classical model has proved to be of great value to the physical 
scientist wishing to probe macroscopic experimental phenomena at the 
microscopic level. As a result of this considerable interest, the 
hard-sphere model has been the subject of a large number of scientific 
- 35 - 
I -op 
(J i 
--p. 
I 
I- 
-( 
ý 
- 
_11 \J 
1 
1 
It i-- -f I Is 
1 
Ii 1 
.1 .. 
c' 
i 
ý_ 
i 
1i 
1 -LI' -ii 
1 
1T--1) 
1ý ýý 
1 
1 cr-'- 
1 
1 
1 
t_1i_ 
` r-- - { 
FIGURE 2.1.3: Two-Dimensional Representation of the 
Link-Cell Method 
- 36 - 
publications, and consequently its equilibrium phase behaviour is rela- 
tively well documented(33). Figure 2.2.1 summarising this equilibrium 
behaviour is reproduced from Reference (65). 
The suitability of the hard-sphere model as a basis for the des- 
cription of the equilibrium properties of concentrated particle suspen- 
sions interacting through fairly short-ranged potentials has been pointed 
out previously by Van Megen and Snook 
(103,104). 
The one-component plasma 
is suggested as a more appropriate reference model for suspensions 
interacting through longer range potentials such as an unscreened 
Coulomb potential 
(105). - 
Despite the accepted applicability to the study of both atomic/ 
molecular systems and solid/liquid suspensions, surprisingly little 
work has been reported in the scientific literature concerning the 
study of the sheared hard-sphere fluid. One of the objectives of the 
present work is to perform such a study. 
The classical hard-sphere model (illustrated in Figure 2.2.2) 
may be formally defined by the following: 
0=0 when r>Q 
_ 00 when r5a 
(2.2.1) 
where the interparticle separation is represented by r, and the particle 
diameter by a. 
Classical hard-spheres may be visualised as perfectly hard billiard 
balls, travelling in straight lines at constant velocity between elastic 
collisions. 
When suspended in a liquid however, particle velocities must be 
damped due to particle-liquid frictional forces. The simplest des- 
cription of this velocity damping originates from Stokes' Law, and 
predicts a frictional force proportional to the particle-liquid relative 
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velocity Vi. A Stokesian friction constant C can be defined by the 
following: 
C=3 _lt 
a nm (2.2.2) 
M. 
1 
where nm refers to the suspension medium viscosity. 
The equations-of-motion for the simplest model of a hard-sphere 
colloidal suspension. can thus be rewritten as(65): 
2 d ri dr. 
(2.2.3) 
dt2 It 
Implicit in this description of uniform particle retardation is 
the omission of many-body hydrodynamic effects. Consequently the frictional 
force experienced by any particle is deemed to be independent of any 
secondary flow in the suspension medium that might be caused by the 
presence of neighbouring particles. Woodcock(65) has recently devised 
a computational method to study the hard-sphere colloidal suspension, 
in which particles obey the 'mean-field Stokesian' equations of motion 
given in Equation (2.2.3). The present study utilises the classical 
Newtonian equations-of-motion given in Equations (2.1.1) and (2.1.2). 
A scaling relationship between the properties of hard-sphere systems 
obeying Newtonian and 'mean-field Stokesian' equations-of-motion however, 
allows the properties of either system to be predicted from a knowledge 
of the properties of the other. A further description of this scaling 
will appear in the next chapter. 
Owing to the discontinuous nature of its inter-particle potential, 
the evolution of a hard-sphere system is monitored as a sequence of 
strictly binary collisions. If we denote particle positions as ri and 
velocities as Vi, then relative positions and velocities are defined as: 
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r. = r. -r (2.2.4) 
V. = V. - V. (2.2.5) i _1 
Particles are deemed to undergo collision when their particle 
centres are separated by a distance equivalent to a particle diameter, 
i. e. 
r=a ij 
(2.2.6) 
Since hard spheres travel at constant velocity between collisions, 
a particle position at any point forward in time before its next collision 
may be predicted from: 
ri (t) = ri (o) + Vi (o)t (2.2.7) 
Moreover, relative positions develop according to: 
r (t) =r (o) + V. (o)t (2.2.8) 
Consequently the condition for any particle pair to come into contact 
can be expressed as: 
r. + V.. t =Q lý 1J (2.2.9) 
Squaring Equation (2.2.9) and rearranging leads to a quadratic equation 
in t, whose solution leads to an estimate of the time required to elapse 
for the collision of any particle pair: 
- 41 - 
z 
+2r Vý t+ (vom t)2 - 02 =0 (2.2.10) 
Equation (2.2.10) may be solved through the use of the quadratic equation 
solution formula, i. e. 
t=-b± b2 - ac (2.2.11) 
a 
In this instance the coefficients are defined as: 
2 
a= VV (2.2.12) 
b=rV (2.2.13) 
2 
c=r- 02 (2.2.14) 
A list of particle 'next-collision' times and collision partners 
is constructed at the outset of the simulation. The shortest of these 
collision times determines the duration of/the initial simulation time 
increment. Particle position co-ordinates are simultaneously up-dated 
according to Equation (2.2.7), following which the two particles at con- 
tact are deemed to collide. For particles of equal mass undergoing a 
perfectly elastic collision, the relative velocity of the particles 
along the direction joining the particle centres is reversed. The 
relative velocity change in each cartesian dimension is given by: 
A Va ii (t) =- Va ij (o) ra ij2 (t)/a2 (2.2.15) 
Following the solution of this binary collision it is necessary 
to recalculate the next collision times of the two colliding particles, 
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together with any particles previously destined to collide with either 
colliding particle. The recalculation of next collision times for all 
remaining particles is unnecessary owing to the remaining validity of 
the originally calculated value. The hard-sphere system is then allowed 
to evolve via the execution of a pre-selected number, typically several 
thousand, short cycles. 
The discontinuous nature of the hard-sphere potential allows the 
exact solution of Newton's equation-of-motion without the requirement of 
many force-distance evaluations needed for closely approaching particles 
interacting through continuous potentials. Consequently, the hard-sphere 
system is particularly effective at traversing phase space. 
Various properties of the hard-sphere system are calculated through- 
out the simulation. A time-average over, typically several thousand 
collisions is generally required to obtain a reliable system property 
estimate for systems of a few hundred particles. 
The energy of a hard-sphere system is entirely kinetic and is 
calculated from the following expression: 
N2 
E_E mi V. (2.2.16) 
i=1 - 
For a single-component system at thermal equilibrium, temperature may 
then be defined as: 
E T= 
3(N-Ilk 
(2.2.17) 
Calculation of osmotic pressure, is based on the Virial theorem 
(33): 
1N 
NE-1+ 3NtkT< E ri fi > 
i=1 -- 
(2.2.18) 
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where f1 is the force on particle i, 
<> denotes ensemble averaging. 
Since forces between hard-spheres are impulsive, acting only during 
infinitely short collisions, the averaging over all particles in 
Equation (2.2.16) is replaced by a summation over collisions: 
NE1+ Et bid/3Nt (2.2.19) 
where b. =rV, 2, the product of relative positions and velocities, 
respectively. 
The simulations were initiated at a density well below the hard- 
sphere freezing transition, usually pt = 0.3. Particles were initially 
assigned position co-ordinates corresponding to lattice points of a face 
centred cubic crystalline arrangement. After allowing the system to 
equilibrate for several thousand collisions, the densification proce- 
dure originally described by Woodcock 
(37) 
was used to obtain amorphous 
systems of the desired density. This method enables the density of a 
hard-sphere system to be gradually increased by the simultaneous incre- 
mentation of particle diameters. In order to prevent the physically 
unrealistic situation of overlapping spheres the velocities of the two 
colliding spheres are increased by (da/dt)t along the impact vector. 
The vast bulk of hard-sphere simulations to be reported here have 
not been performed under equilibrium conditions, but under the effects 
of an applied shear field. This aspect of hard-sphere particulate 
dynamics simulations is described in the following section. 
2.3 Superimposition of the Velocity Profile 
A velocity profile was superimposed upon the hard-sphere system in 
. 
(66 
a similar manner to that used by Naitoh and Ono , 
67) 
, and Erpenbeck 
(68)69) 
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In all simulations the direction of flow has been in the x-direction with 
a velocity profile in the y-direction, as illustrated in Figure 2.3.1. 
On initial application of shear the desired velocity profile is 
artificially created by the incrementation of particle velocities 
according to: 
Vxi (sheared) = Vxi (unsheared) +Y (r vi - 
L/2) (2.3.1) 
where Y is the shear rate and L is the unit cell dimension. 
The 'Lees-Edwards' shearing boundaries 
(62) 
are initiated simulta- 
neously to this artificial velocity profile induction. In this technique, 
periodic image cells in the upper and lower y-direction are deemed to 
translate in the positive and negative x-direction respectively. These 
translating periodic image cells ensure the shear gradient continuity 
throughout the length of the simulation in addition to maintaining period- 
icity in the direction of the velocity profile. Conventional periodic 
boundary conditions prevail in the remaining two cartesian dimensions. 
Any particle leaving the central simulation cell through a 'shearing' 
face is replaced by a particle simultaneously re-entering the simulation 
cell through the opposite shearing face. The x-position co-ordinate of 
the particle entering the central simulation cell will differ to that of 
the leaving particle by an amount dependent on the distance translated by 
the periodic image cells. Additionally, the x-component of the particle 
velocity will differ by an amount YtL to account for the difference in 
velocity profiles at the extremes of the central simulation cell in the 
velocity gradient direction. 
Previous non-equilibrium studies 
(66-69) 
of the hard-sphere system 
were plagued by the energy rise of the system due to viscous heating, 
preventing the attainment of steady-state conditions. A novel aspect 
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FIGURE 2.3.1: Schematic Representation of the Velocity 
Profile Employed in the Non-Equilibrium 
Simulations 
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FIGURE 2.3.2: Lees-Edwards Shearing Boundary Conditions 
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of the simulations to be reported here is the incorporation of a kinetic 
energy rescaling procedure into the simulations. 
The kinetic energy of the sheared system is expressed relative to 
the velocity profile, i. e.: 
N 
E=2E mi (V. -Y (Y))2 (2.3.2) 
i=1 - 
N 
=2E mi (VXi -Y (ryi - L/2))2 + Vvi2 + VZ. 
2ý (2.3.3) 
i=1 
In order to maintain isokinetic conditions, particle peculiar velo- 
cities are resealed following a cross shearing-boundary collision. The 
x-component of relative velocity for a pair of particles colliding across 
a shearing boundary is incremented by jL to eliminate differences in the 
local flow field for each particle. The rescaling factor, f, required to 
return the system kinetic energy E, to the desired value, 10 is defined by 
the following: 
:E 
f= -° (2.3.4) 
E 
A time average of the effective friction coefficient, C, required 
to maintain isokinetic conditions is calculated from: 
C= lit f> (2.3.5) 
where At is the mean rescaling frequency. 
Diffusion coefficients of the sheared system are calculated from 
averaged mean squared displacements relative to the flow field: 
<(A(rx (rv - L/2)))2 + Ory2 + Ar Z2 
> 
D= 
6t 
(2.3.6) 
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The shear-stress response of the system may be resolved into two 
contributions, which have been referred to as the kinetic (PXy(K)) and 
potential (Pxv (0)) contributions 
(68) 
: 
PXy = PXy (K) + PXY (0) (2.3.7) 
where: 
N 'j 
Px (K) =Z 1Ai 
L 
Vxi -Y (r i- 
L/2) J Vyi (2.3.8) 
y i=1 y 
PXy (0) =" E Xis Avyi b (t - tc) (2.3.9) 
C 
Equation (2.3.9) involves a summation over collisions; Xis denotes the 
relative x-position of the colliding particles and AV vi refers 
to the 
change in y-velocity during collision. 
From a knowledge of the shear stress at a given shear rate. we can 
readily compute the viscosity, r from: 
P 
Ti = (2.3.10) 
Y 
2.4 Colloidal Potential Particulate Dynamics 
There is currently a considerable scientific interest in the behaviour 
of well-characterised suspensions comprising nearly monodisperse polymer 
. latices suspended 
in Newtonian fluids. An important consideration in the 
choice of system studied is the system stability with respect to particle 
aggregation. Methods are available to improve stability; the method chosen 
properties 
X106) 
Colloidal particles often depending upon suspension medium 
often inherently possess an electrical charge. When such particles are dis- 
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persed in polar suspension media, stabilization occurs due to mutual electro- 
static repulsions (Figure 2.4.2). Particles suspended in liquids of low 
polarity are often stabilized by the grafting of solvent-compatible polymer 
chains onto the particle surface. Inter-particle repulsion in these steri- 
cally stabilized systems involves deformation of the stabilizer layer 
(Figure 2.4.1). The simulations described in this section involve an 
effective pair-potential which aims to embody the effects of a stabilizer 
layer surrounding a hard particle-core. The continuous potential in ques- 
tion may be regarded as a perturbation of the hard-sphere potential, and is 
defined by the following: 
n 
c5(r) =E (2.4.1) ra 
E= 10-m E (2.4.2) 
0 
where 0(r) is the pair-potential at a separation of particle centres r, a 
is the hard-core diameter, and E0 is the system unit of kinetic energy, 
i. e.. 
N 
2N Z mi ßi2 = 3/2 E0 
(2.4.3) 
i=1 - 
The force between any particle-pair may be calculated from: 
f_- dO '/dr 
which for the colloidal potential is expressed by: 
f=ns (rt- 1)n-1 (2.4.4) 
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FIGURE 2.4.1: Sterically Stabilised Colloidal Particles 
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FIGURE 2.4.2: Electrostatically Stabilised Colloidal 
Particles 
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The vast majority of simulations presented here have involved a value of 
n= 12, however, a limited study has been undertaken to ascertain the 
effects of a change in the value of n. The value of m in the above 
definition determines the correspondence between system potential and 
kinetic energy. All simulations have involved a value of m= 12. The 
values of m and n used in the present simulations are such that the effec- 
tive pair potential broadly resembles that of a sterically stabilized 
system, i. e. a fairly short-ranged repulsive skin originating at the 
particle surface (Figure 2.4.3). Variation in the values of m and n is 
possible, however, to effect a longer-range repulsion more appropriate to 
an electrostatically stabilized system. 
A different approach to that described for hard spheres must be 
adopted in order to solve the equations-of-motion for particles inter- 
acting through continuous effective pair potentials. For isotropic con- 
tinuous effective pair potentials, the equations-of-motion represent a set 
of 3N coupled differential equations of the form defined in Equation (2.1.2). 
The step-wise solution of these coupled differential equations is generally 
tackled through the use of finite difference methods, inevitably introducing 
approximations into the predicted particle trajectories. The technique 
used here is based on the method originally due to Verlet(42). . 
The original 
derivation of Verlet's algorithm involves the Taylor expansion forwards and 
backwards in time about ri(t) - the particle position at time t; 
ri(t + dt) = ri(t) + dt Vi(t) +2 dt2 ai(t) + .... 
(2.4.5) 
r. (t - dt) = r. (t) - dt Vi(t) +Z dt2 a. (t) + .... 
(2.4.6) 
where ai(t) represents particle acceleration at time t. 
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Addition of Equations (2.3.4) and (2.3.5) yields the following 
equation for the advancement of particle positions: 
ri(t + dt) = 2ri(t) - ri(t - dt) + dt2 ai(t) (2.4.7) 
From Equation (2.4.7) it may be observed that the storage of indivi- 
dual particle velocities is unnecessary, making the method particularly 
efficient with respect to computer storage space. A knowledge of particle 
velocities however, is desirable for the evaluation of system kinetic 
energy, and consequently an equivalent expression for the advancement of 
particle positions involving the particle velocity at time t, vi(t) was 
used: 
ri(t + dt) = ri(t) + dt Vi(t) + dt2 ai(t) (2.4.8) 
0 
where: 
dt))/dt (2.4.9) 
Isokinetic conditions were maintained throughout all simulation runs 
through the use of a similar velocity rescaling procedure to that used in 
the hard-sphere simulations described in Section 2.1.1. The choice of 
timestep in a dynamical simulation is based upon two opposing considerations, 
an increasing value obviously leading to a faster real-time evolution of 
particle trajectories, but with an associated higher degree of approximation. 
A good indication of satisfactory particle trajectory prediction is the 
conservation of total system energy of an equilibrium system. Explicit 
values of the time increments used will be given along with the simulation 
results in subsequent chapters. 
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Rapidly approaching particles at small particle separations inevi- 
tably lead to the introduction of significant approximations into predicted 
particle trajectories. In order to eliminate the separation of any particle 
pair from decreasing too rapidly in any single time increment, a safeguard 
was incorporated into the simulations allowing a temporary, smaller time- 
increment to be implemented if necessary. This variable time-increment 
procedure involved the calculation of potential collision times for every 
particle hard-core from the solution of Equation (2.2.10). A variable time 
increment dtvar was only implemented when the shortest potential collision 
time, tmin was less than 
10 
of the standard time increment dtstd' In this 
instance the variable time increment was set at 
iL 
of the minimum potential 
collision time. 
In summary: 
dt = dtstd when tmin > 
d10td 
(2.4.10) 
dt = dtvar 
t10n 
when tmin < 
d10td 
(2.4.11) 
This variable time-increment procedure is only intended as a precautionary 
measure, and its frequent usage is taken as a signal to reduce the value 
of dtstd' 
Incorporation of a distribution of particle sizes into simulations of 
particles interacting through a potential of the type defined in Equation 
(2.3.1) has proved to be relatively straightforward. Particle hard-core 
diameters were pseudo-randomly sampled from a normal distribution with a 
specified mean o, and standard deviation sd. The degree of polydispersity 
is expressed as the ratio of the two adjustable parameters: 
degree of polydispersity =Qx 100 (2.4.12) 
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The characteristic unit of length used in these simulations and reduced 
units for polydisperse systems is the particle size distribution mean a. 
In all the simulations described here, particle masses have been deemed 
to be equivalent, irrespective of particle diameter. 
Any comparison between monodisperse and polydisperse system properties 
are made at equivalent packing fraction y, calculated as: 
ND 
y 2DV 
iZl 
ci (2.4.13) 
where D represents the system dimensionality and V is the volume of the 
central simulation cell. 
For a system of monodisperse particles the packing fraction can be 
calculated from: 
Ilt 2D (2.4.14) 
Various thermodynamic properties of the system are evaluated at each 
time-step during the integration of the equations-of-motion. The formulae 
for the calculation of these properties are given below: 
Potential energy (0) 
NN 
0=NZZ 0i (2.4.15) 
i=1 pi i 
Total Internal Energy (U) 
U=+E (2.4.16) 
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Pressure 
NN 
P= 3V E mi Vz +rZ rl fi (2.4.17) 1 i=1 Pi i 
Kinetic Potential 
Component Component 
since fly 
d (ri. ) rii (2.4.18) 
NNN 
P= 3V E mi Vi2 -EEd (rl ) ri (2.4.19) 
i=1 - i=1 pi 
r 11 
alternatively; 
N N -' 
[P=. 
3V E mi V2 'ý 
(2.4.20) 
i=1 - 
where the virial i is given by: 
NN 
_ .zE 
dr (r. 
i) r.. 
(2.4.21) 
11 i=1 pi 
2.5 Superimposition of the Velocity Profile 
The superimposition of a velocity profile upon the colloidal-sphere 
system is brought about in a slightly different manner than that used to 
shear the hard-sphere system. The method, which was initially suggested 
by Evans 
(875 
involves the direct intervention into the development of 
particle trajectories. This intervention takes the form of an additional 
term in the position co-ordinate updating algorithm. For flow in the x- 
direction with a velocity gradient in the y-direction this becomes: 
rxi(t + dt) = rxi(t) + VXi(t) + axi(t) dt2 + Y(rY1(t) - L/2)dt (2.5.1) 
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vi 
(t + dt) = rvi(t) + Vvi(t) + avi(t) dt2 (2.5.2) 
rZi(t + dt) = rzi(t) + uzi(t) + azi(t) dt2 (2.5.3) 
Lees-Edwards shearing boundary conditions 
(62) 
are used in conjunction 
with the modified position updating algorithm in order to maintain period- 
icity in the direction of the velocity gradient. Conventional periodic 
image conditions prevail in the remaining two cartesian dimensions. 
Viscous heating of the system is eliminated through the use of a 
similar velocity rescaling procedure to that previously described for the 
hard-sphere system. The shear-stress response to the imposed flow field 
is calculated as the appropriate off-diagonal component of the pressure 
tensor, i. e. 
1- 
rxii yi j. 
P=ZmvV-EE -ý- (2.5.4) xy iV xi 
_yi 
rid dri. 
From a knowledge of the shear-stress at any given shear-rate we can 
readily compute the viscosity from Equation (2.3.10). 
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TABLE 2.2.1 
Reduced Unit Definitions 
Property Symbol Reduced Unit 
Density pt No3/V 
Time tt (ma2/E )ý 
o 
Pressure Pt E /Q3 
0 
Diffusion Coefficient Dt (Q2 E /m) 
o 
Shear Rate Yt /ma2)Z (E 
o 
Shear Stress Pt E /c3 
xy o 
Viscosity nt /a2 (m E) 0 
Rescaling Coefficient Ct /ma2)1 (E 
0 
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CHAPTER 3 
RESULTS O :FA NON-EQUILIBRIUM 
HARD -SPHERE PARTICULATE 
DYNAMICS STUDY 
3.1 Introduction 
Theoretical considerations of the transport properties of the hard- 
sphere fluid extend as far back as the beginning of the present century 
(118) 
These considerations originated in the development of the kinetic theory of 
gases, and consequently initial developments were aDolicable only to systems 
of low density(116). Some years later Enskog(117) proposed a method which 
allowed the extension of the Boltzmann equation to higher densities of the 
hard-sphere fluid. Implicit in Enskog's theory is the assumption of 
'molecular chaos', i. e. that successive hard-sphere collisions are statis- 
tically uncorrelated. 
The first computer simulation study of hard-sphere transport 
coefficients was described by Alder, Gass and Wainwright in 1970(55). Their 
equilibrium molecular dynamics approach allowed the zero shear-viscosity 
evaluation over the whole fluid density range. As a result of the impul- 
sive nature of forces between hard-spheres, the usual method of transport 
coefficient estimation involving the time-integration of the appropriate 
auto-correlation function is not easily implemented. Instead, an estimate 
of the shear viscosity is evaluated via the use of an equivalent Einstein 
relation given in Equation 1.4.5. A comparison of the shear viscosity 
simulation results with those predicted by Enskog's theory reveals a good 
agreement at low densities. A sharp deviation is observed, however, for 
reduced density values greater than pti 0.5, where the molecular chaos 
approximation presumably ceases to be valid. 
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Subsequent computer simulation studies have concentrated upon 
methods where the shear-viscosity is evaluated in a more direct manner, 
i. e. as the system response to an artificially induced shear field. 
Naitoh and Ono 
(66,67) 
have published details of their non-equilibrium 
hard-sphere molecular dynamics simulations for a range of system sizes 
and densities. In these studies the-velocity profile is superposed 
through the use of the Lees-Edwards shearing boundary conditions 
(62) 
Initial simulation results(66) for systems comprising N= 108 particles 
failed to extrapolate to the zero shear-rate viscosity obtained by 
(Alder, 
Gass and Wainwright 
55ý. 
Further simulations upon larger sys- 
tems(67) however, allowed this discrepancy to be attributed to system- 
size effects. In all their reported studies Naitoh and Ono allowed 
system temperature to rise from the thermal energy generated as a 
result of viscous dissipation. Despite the small magnitude of tempera- 
ture increase at the vanishing shear-rates employed, the attainment of 
steady-state conditions is strictly prevented. 
In order that the hard-sphere fluid might be subjected to slightly 
higher shear-rates, Erpenbeck(68) has examined two modifications to the 
method originally employed by Naitoh and Ono. In the 'trajectory aver- 
aged' approach, several equilibrium hard-sphere configurations are 
generated through a Monte-Carlo sampling procedure. Each system configu- 
ration is then subjected to similar shearing conditions, and the system 
response averaged over the several resultant phase-space trajectories. 
Averaging of the system response allows the study of shorter phase-space 
trajectories, thereby limiting the system temperature rise. Estimates 
of the shear viscosity from this method must be corrected for the finite 
temperature rise associated with each trajectory from the following: 
Txn (P, 1f 1) _-- To Y (3.1.1) 
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I 
.1 
T0 
Y= `( T 
(3.1.2) 
Where T is the system temperature at the end of a trajectory, Y is the 
shear rate at the desired temperature To, Y1 is the effective shear-rate, 
PXy is the shear stress, and n is the shear viscosity. The use of this 
'trajectory-averaged' scheme to study systems at high shear-rates where 
structural rearrangement occurs, requiring lengthy simulation runs 
for the attainment of steady-state conditions would clearly not be 
practicable. The second method examined by Erpenbeck(68) incorporates 
a temperature rescaling procedure into the simulations. Here system 
temperature is returned to the desired value by the periodic rescaling 
of particle peculiar velocities. Erpenbeck's initial simulation studies(68) 
were performed on hard-sphere systems with a reduced density p{ = 0.884 
at moderately low shear-rates. These studies showed that both methods 
produced results that agreed within the estimated statistical uncertainty. 
Further studies upon systems with reduced densitiespt = 0.70 and =--0.884 
(69) 
employed the peculiar velocity rescaling procedure to study the behaviour 
of the hard-sphere system at higher shear-rates. Shear-induced structural 
ordering was observed at both system densities, the higher density system 
ordering at lower shear-rate values. 
The following section of this chapter (3.2) describes the results 
of a series of isokinetic simulations at relatively low shear-rates. The 
simulations, which have previously been described in Section 2 span a 
reduced density range pt = 0.80 - 1.10. Section 3.3 presents the results 
of a series of simulations at a reduced density pt = 0.90 over an extended 
shear-rate range. The kinetic energy-shear-rate scaling property of the 
hard-sphere model, together with the implications to the study of experi- 
mental systems are discussed in Section 3.4. Applications of the present 
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results in the context of dense suspension rheology are finally discussed 
in Section 3.5. 
3.2' Low Shear-Rate Behaviour of the Isokinetic Hard-Sphere Model 
The low shear-rate behaviour of an isokinetic hard-sphere system 
containing N= 500 particles has been examined in a series of. dynamical 
simulations, as described in Chapterý2. Four reduced density points have 
been studied, i. e. p. 
t 
= 0.80,0.90,1.00 and 1.10. The kinetic-energy 
of all simulations was maintained at a value Et = 1.50. In order to 
obtain hard-sphere systems at the desired density, an-amorphous hard- 
sphere system was compressed-from an initial density pt = 0.30 to a 
final density pt = 1.10. A description of the densification procedure 
used appears in Chapter 2. After allowing this high-density configuration 
to reach apparent steady state conditions (as judged by the absence of 
any drift in system pressure when viewed over 150,000 collisions), 
systems at each of the lower densities were created by the instantaneous 
contraction of particle diameters. These newly created lower-density 
systems were then allowed to evolve under static conditions (i. e. in the 
absence of shear) for a further 150,000 collisions in order to ensure the 
attainment of steady-state conditions (as judged by the above criterion). 
At the thermal energy state considered here, the hard-sphere model 
is known to exhibit a freezing transition at a reduced density pt % 0.943, 
and a melting transition at pt ti 1.053. The intermediate density region 
corresponds to co-existing solid and fluid phases. Woodcock 
(37) 
has 
published equation-of-state data of the high-density, metastable, hard- 
sphere fluid obtained from lengthy molecular dynamics simulations. In 
addition, the Carnahan- Starling equation(112), Equation (4.2.3.7), 
is generally accepted to predict the equation-of-state of the hard- 
sphere fluid over the entire density range. A comparison of the pressure 
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exhibited by the hard-sphere systems under static conditions in the 
present work with the previously published data of Woodcock 
(37) 
, and 
the prediction due to Carnahan and Starling 
(112) 
is made in Figure 3.2.1. 
Good agreement between the three sets of data may be observed at reduced 
densities of pt = 0.80,0.90 and 1.00. The pressure value at pt = 1.10 
in the present work is seen to be marginally higher than for either of 
the comparisons. This discrepancy suggests that the system at pt = 1.10 
in the present work is not at steady state. The-absence of any drift in 
system pressure when viewed over 150,000 collisions is probably attributable 
to the long structural relaxation time at this high density, resulting in 
the imperceptibly slow movement of the system towards steady-state condi- 
tions. The general conclusion that may be drawn from Figure 3.2.1 is 
that each of the four systems considered in the present section has an 
amorphous fluid configuration under static conditions. 
Shearing conditions (described in Section 2.3) were initiated after 
the properties at each reduced density had been obtained. The behaviour 
of each system over a limited shear-rate range was then studied by 
successive, step-wise shear-rate increases. Re-attainment of apparent 
steady-state conditions following a shear-rate increase was usually 
complete after ti 40,000 collisions. However, in the case that this 
steady-state re-attainment involved an abrupt structural change, much 
longer times were required (ti 200,000 collisions). Following steady- 
state re-establishment, system properties were averaged over, typically 
100,000 collisions. At very low shear-rate conditions the system response 
of an isokinetic system is very small, and hence the inherent statistical 
uncertainty is large. System properties in this shear-rate region were 
consequently averaged over a greater number of collisions, typically 
240,000, in an attempt to increase the reliability of the results. 
Various bulk properties were continually monitored in the direction of 
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the velocity gradient by splitting the central simulation cell into 20 
segments. Kinetic energy, density and x-velocity profiles were then 
averaged over 40,000 collisions in each segment. Graphical representa- 
tions of these bulk-property profiles at a reduced density pt = 0.90 
and a shear-rate Yt = 0.30 appear in Figures 3.2.3 - 3.2.4, where the 
monitored system properties are shown to be fairly constant in the y- 
cartesian dimension. 
System properties of the isokinetic hard-sphere systems at the 
reduced density points studied are presented in Tables 3.2.1 - 3.2.4. 
In these and subsequent tables of system properties, estimates of the 
associated uncertainty calculated as the standard deviation of several 
independent sub-averages are quoted in parentheses. 
One aspect of the results of non-equilibrium molecular dynamics 
simulations that has received a considerable amount of attention in the 
past is the description of shear viscosity at vanishing shear-rate. This 
attention has been motivated in part by the need to be able to extrapolate 
the shear viscosity to the zero shear limit. A comparison with the zero- 
shear viscosity obtained through the integration of the velocity auto- 
correlation function in an equilibrium molecular dynamics simulation can 
then be made. Ashurst and Hoover(61) have made use of a sinh-1 (Y)/Y 
viscosity dependence as originally put forward by Ree, Ree and Eyring(120) 
More recent work by Naitoh and Ono 
(67). 
Evans 
(121) 
and Heyes 
(1412) 
has used 
a viscosity dependence to fit their data. 
Figures 3.2.5 - 3.2.8 show the present low shear-rate viscosity 
results plotted against j' for, each of the reduced density points con- 
sidered. Within the estimated limits of uncertainty, the square-root 
relationship is seen to hold for systems at pt = 0.80 and 0.90. The 
viscosity at higher reduced densities however, appears to diverge as 
the shear rate approaches zero, preventing the estimation of a zero- 
shear-rate viscosity. This divergence in viscosity at vanishing shear 
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rate is reminiscent of a solid-like response to an imposed flow field. 
Figure 3.2.9 shows the estimates of zero-shear-rate viscosity for reduced 
densities pt = 0.80 and 0.90 plotted in the context of previously esti- 
(55) 
mated values . Despite differences in the reduced density points 
studied, a good agreement between the zero shear-rate viscosity esti- 
mated in the present and previous study 
(55) 
may be inferred. 
The pressure of the hard-sphere model is plotted as a function of 
shear-rate in Figure 3.2.10. At reduced densities pt = 0.80 and 0.90, 
pressure is seen to undergo a sharp discontinuity at these moderate shear- 
rates. The shear-rate at the onset of this discontinuity in the present 
data is higher for the system at pt = 0.80 than for that at pt = 0.90. 
Woodcock 
(4) 
has previously attributed the qualitatively similar behaviour 
of the sheared soft-sphere model to a shear-induced perturbation of the 
t 
equilibrium phase-behaviour. The low shear-rate branches of the p. = 0.80 
and pt = 0.90 isotherms correspond to a fluid state, whilst the high shear 
rate branches represent a sheared crystalline phase. In the thermodynamic 
limit, an extrapolation of the finite shear-rate solid-fluid co-existence 
pressure back to zero shear-rate should lead to the equilibrium freezing 
pressure. The current simulations may be far from the thermodynamic limit 
of large N and long times in the transition region, and consequently the 
solid-fluid co-existence line on Figure 3.2.10 is severely blurred. The 
major difficulty preventing the location of this co-existence line is 
system metastability in the transition region. 
Consideration of the zero shear-rate pressure of the hard-sphere 
system at a reduced density pt = 1.0 earlier in this section has shown 
the system to be in a metastable fluid state. On application of a shear- 
field the system pressure is observed to increase smoothly, suggesting 
that the system remains as a metastable sheared fluid over the limited 
shear-rate range studied. 
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The hard-sphere system at pt = 1.10 has similarly been shown to 
represent a slightly unstable fluid state. Indeed, Woodcock 
(37) 
has 
reported evidence to suggest that equilibrium hard-sphere systems with 
reduced densities in excess of pt = 1.08 undergo spontaneous crystalli- 
sation. The crystallisation of the system at pt = 1.10 at a relatively 
low shear rate, leading to a pressure discontinuity, is consequently hardly 
surprising. 
Diffusion coefficients for the system with a reduced density 
pfi = 0.90 at low shear rate have been evaluated from the mean squared 
displacements relative to the flow field, as defined in Equation (2.3.6) 
Relatively long runs, of typically 400,000 collisions were performed in 
order to increase the reliability of the diffusion coefficient estimates. 
Speedy 
(39) 
has recently proposed the following equation to describe 
the diffusivity of the hard-sphere fluid under static conditions as a 
function of density: 
DSp = 
Dt 
1-1.09 (1 + pt2 (0.4 - 0.83 pt2)) (3.2.1) 
P 
3 E0 
where Do =8 rm 
The hard-sphere diffusion coefficient estimated in the present work 
can be found in Table 3.2.5. This data is plotted against shear rate in 
Figure 3.2.11. The zero shear rate value according to Speedy 
(39) 
is in 
good agreement with the present calculation of D. At very low shear 
t 
rates an increase in the isokinetic hard-sphere model diffusivity may 
be observed. However, a sharp decrease occurs at shear rates greater 
than that corresponding to the observed pressure discontinuity (Figure 
3.2.10). 
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Implications of the isokinetic simulation results presented in this 
section to the study of dense suspension rheology will be discussed in 
subsequent sections of this chapter. 
3.3 Higher Shear Rate Behaviour of the Isokinetic Hard-Sphere Model 
The shear-rate range studied in the previous section of this chapter 
has been extended for the system with a reduced density p} = 0.90. This 
reduced density was selected for more extensive study due to its position 
close to the freezing transition in the fluid region of the equilibrium 
phase diagram. Experimental systems have been observed to exhibit strongly 
non-Newtonian rheological behaviour in this packing-fraction regime(119) 
The simulations at these higher shear rates were performed as a continu- 
ation of the low shear rate simulations described in the previous section. 
Reattainment of apparent steady state conditions following a shear rate 
increase was usually complete after 40,000 collisions. System properties 
were then averaged over, typically 120,000 collisions. 
In the interests of computational efficiency, thermostatting of 
the sheared hard-sphere system is effected by the intermittent rescaling 
of particle peculiar velocities as described in Section 2. Inevitably, 
a slight amount of system heating occurs inbetween this intermittent re- 
scaling procedure. The magnitude of this kinetic energy increase is 
negligible at low shear rates, and only becomes noticeable at the very 
highest shear rates studied here. This deviation of kinetic energy is 
illustrated in Figure 3.3.1, where the mean kinetic energy is plotted 
over the entire shear rate range. In the limit that system thermostatting 
is implemented after each collision, the kinetic energy deviation from 
the desired value would disappear. More frequent thermostatting however, 
leads to a decrease in computational efficiency. In this instance the 
observed kinetic energy rise was considered to be tolerable. 
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In a similar manner to the simulations described at low shear rate, 
local system density, kinetic energy and velocity profiles were continually 
monitored in the direction of the velocity gradient. Figures 3.3.2 - 
3.3.7 show the behaviour of these local characteristics, at shear rates 
of it = 10.0 and 60.0. The widely fluctuating variation in local system 
density at a shear rate it = 10.0 is attributable to a shear-induced 
structural ordering that will be demonstrated later. That this wide den- 
sity fluctuation is not evident at Yt = 60.0 is worthy of note at this 
point. The slight overall increase in system kinetic energy at high shear 
rates is reflected in Figures 3.3.2 and 3.3.5. Despite this overall increase 
there would appear to be no evidence of any inhomogeneity of local kinetic 
energy in the direction of the velocity gradient. Velocity profiles are 
plotted-in Figure 3.3.4 and 3.3.7. The ideal velocity profile in each 
case is denoted by a solid line. Excellent agreement is observed between 
ideal and actual velocity profiles, even at the highest shear rate point 
studied. 
The isokinetic hard-sphere flow curve at a reduced density of = 0.90 
is plotted over the entire shear rate range studied in Figure 3.3. $" The 
low shear rate data originally presented in the previous section is also 
plotted. Figure 3.3.9 plots the corresponding pressure behaviour against 
the same logaricnmic shear rate scale as Figure 3.3.8. Consideration of 
these two figures reveals that the sharp decrease in viscosity occurs 
at the same pressure discontinuity discussed in the previous section. 
A second pressure discontinuity can be observed at log (i}) = 1.30 but 
there is no corresponding viscosity discontinuity. 
The relationship between the observed macroscopic behaviour and 
the underlying structure of the hard-sphere system will be discussed in 
Section 3.5, along with the applications of this behaviour with respect 
to dense suspension rheology. 
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3.4 Kinetic Energy-Shear Rate Scaling Properties of the Hard-Schere Model 
Naitoh and Ono 
(67) 
originally pointed out the kinetic energy-shear- 
rate scaling behaviour of the classical hard-sphere system. This behaviour 
leads to the observation that, in order to shear two hard-sphere systems 
differing only in kinetic energy at 'corresponding states' shear rates 
the following relation must hold: 
Yt 
== constant (3.4.1) 
E1 
where ' is the shear rate and E is the system kinetic energy. 
From the above equation, it can be seen that a change in energy 
(since the energy of a hard-sphere system is entirely kinetic) is formally 
equivalent to a change in the 'corresponding states' shear rate. 
In order to create 'steady state' conditions in the simulations 
described herein, particle peculiar velocities (i. e. relative to the flow 
field) are regularly rescaled so as to maintain isokinetic conditions. 
These isokinetic conditions are clearly in contrast to an experimentally 
sheared suspension, where the energy input at low shear rates is given 
by: 
z 
Q= ý1 `( (3.4.2) 
where Q is the energy input per unit volume, n is the viscosity, and Y is 
the shear rate. 
Simultaneous consideration of Equations (3.4.1) and (3.4.2) allows 
an important observation to be made concerning the application of the 
results of isokinetic non-equilibrium hard-sphere simulations to the 
rheology of solid/liquid suspensions. 
- 83 - 
Consider a typical experimental determination of the apparent vis- 
cosity of a solid/liquid suspension, where the laboratory shear rate is 
increasing. Since E, the energy of the particles, increases as Yz the 
corresponding states shear rate as defined in Equation (3.4.1) is clearly 
decreasing. Contrast this situation to an isokinetic simulation of a 
sheared hard-sphere fluid, where the 'corresponding states' shear rate 
is increasing linearly. Consequently, the form of a flow curve obtained 
from an isokinetic non-equilibrium simulation is inverted with respect 
to the shear rate scale when compared to an experimental flow curve. 
Woodcock(65) recently described the implications of the artificial 
thermostatting procedure often incorporated into non-equilibrium particulate 
dynamics simulations, and describes an alternative approach which more 
closely resembles an experimental situation. This new approach involves 
the replacement of particle velocity damping by a variable amount such 
that isokinetic conditions are maintained, by a constant rate of particle 
velocity damping. Consequently, this 'mean field' Stokesian dynamics 
approach leads to equilibration of the system kinetic energy at a unique 
value for each shear rate point studied. 
Since energy is no longer a fixed system parameter, it no longer 
enters into the definition of reduced system properties as is the case 
for isokinetic simulations. Reduced properties are now defined in terms 
of particle mass (m), diameter (o), and effective rescaling coefficient 
(c). Definitions of reduced units (denoted by a superscript asterisk ") 
are summarised in Table 3.4.1. 
In the limit that particle velocities are rescaled continuously, 
the dynamical sequence of the sheared 'isokinetic' system is identical 
to that of the sheared 'Stokesian' system, the difference being in the 
time scale for collisions. Moreover, the properties of one system are 
entirely predictable from those of the other, assuming a knowledge of: 
- 84 - 
TABLE 3.4.1 
'Stokesian' Reduced Quantities 
Time 
Shear Rate 
Friction Coefficient 
Kinetic Energy 
Pressure 
Viscosity 
Diffusivity 
tý = tc 
Y" = i/c 
3Tra 
c=m. nm 
Et E ," E = 
ma2c2 
= t2 
c 
pa = ", p mc2 t"2 c 
11 2t = 3lTn 
ct m 
D Dt 
D= 
cQ2 = c 
(Reproduced from Reference 65) 
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ýt (y, ft) 
or 
3.5 Applications to the Studv of Suspension Rheology 
The simple scaling argument originally due to Woodcock(65)11 
presented in the previous section of this chapter demonstrates the 
necessity to present the results of isokinetic non-equilibrium parti- 
culate dynamics simulations in terms of 'Stokesian' reduced units, 
before any parallels with dense suspension rheology can be drawn. The 
implications of this observation with respect to the intepretation of 
isokinetic non-equilibrium simulations are enormous. One such impli- 
cation being that the shear-induced perturbation of equilibrium phase 
behaviour observed at low shear rates in isokinetic simulations does 
not correspond to the shear thinning behaviour of dense suspensions 
as previously thought. Instead this behaviour corresponds to the 
well known shear-thickening transition exhibited by dense suspensions 
at higher shear rates. All the results to be presented in this section 
correspond to the hard-sphere system with a reduced density pt = 0.90 
which has been studied over the widest shear rate range. 
Figure 3.5.1 shows a qualitative estimate of the rapidly increasing 
level of system kinetic energy with increasing shear rate of a dense sus- 
pension. In this figure we can clearly see two distinct branches corres- 
ponding to an ordered and disordered microstructure, to be shown shortly. 
The overlap of these branches may be attributed to metastability, leading 
to an 'overshoot' in the amorphous state lifetime. 
Qualitatively the behaviour of the sheared hard-sphere suspension 
osmotic pressure (Figure 3.5.2) and diffusivity (Figure 3.5.3) exhibit 
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FIGURE 3.5.1: Kinetic Energy of the Sheared Hard-Sphere Suspension 
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FIGURE 3.5.3: Diffusivity of the Sheared Hard-Sphere Suspension 
pt = 0.90 
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a similar type of behaviour to that of kinetic energy, i. e. an overall 
rapid increase with increasing shear rate, but with two distinct branches. 
The calculated viscosity of the hard-sphere system throughout a 
dynamical simulation (Equation 2.3.10) corresponds to the osmotic or col- 
lisional contribution to the overall observed viscosity of a hard-sphere 
suspension. Neglecting many-body hydrodynamic contributions the remaining 
shear rate independent, 'intrinsic' contribution was originally calculated 
b Einstein(16). The relative viscosity nrý, as plotted in Figure 3.5.4 
is therefore calculated from 
(65): 
nr =1+2y+ 37 ný ..... 
(3.5.1) 
At the lower end of the Stokesian shear rate range studied (region 
a on Figure 3.5.4), the osmotic contribution to the overall relative vis- 
cosity is negligible. The relative viscosity in this region is therefore 
constant, taking a value of (1 + . 
5/2 y). At higher shear rates, however, 
(regions b and c) the osmotic contribution rapidly becomes dominant. 
Osmotic pressure, kinetic energy and diffusivity are all also rapidly 
increasing in this shear rate regime. Experimental attempts to charac- 
terise the rheological properties of a suspension in this region are 
increasingly fraught with difficulties. Rapidly increasing osmotic pres- 
sure would be manifested experimentally as dilatancy, whilst increasing 
diffusivity corresponds to a shortening of the time required for particle 
(h19,24) 
migration. Both these effects have been observed experimentallv 
One great advantage of computational particulate dynamics simulations 
is that system configurations may be readily analysed at any time during 
a simulation. A convenient method of representing three-dimensional par- 
ticulate systems graphically is to produce a set of three plots, each of 
which projects particle co-ordinates onto a different cartesian dimen- 
sional plane. Each plot is then akin to viewing the central simulation 
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cell from one of three orthogonal viewpoints. These three viewpoints 
are illustrated with respect to the direction of flow and velocity gra- 
dient in Figure 3.5.5. In the configurational plots that follow, the 
size of the circle used to denote particle positions is purely arbitrary, 
and is unrelated to the hard-sphere diameter. 
A set of, orthogonally viewed particle configurations at each of 
the shear rates corresponding to regions a, b and c of Figures 3.5.1 - 
3.5.4 constitute Figures 3.5.6 - 3.5.8 respectively. From these figures 
we can see that the microstructure at the shear rate corresponding to 
region (a) on each of Figures 3.5.1 - 3.5.4 is highly ordered. In this 
shear rate regime particles are effectively traversing along cylinders 
bounded by neighbouring cylinders. Movinghto higher shear rates, corres- 
ponding to region (b), we can see that a slight structure change has 
occurred within the system; particles are less tightly aligned and there 
is evidence of disorder in some regions of the cell. It is tempting to 
compare the state of the system in this shear rate regime to the two-phase 
behaviour exhibited by the equilibrium hard-sphere system. At even higher 
shear rates, corresponding to region (c) we can see that the system has 
become completely disordered as viewed from all three orthogonal view- 
points. Kinetic energy, osmotic pressure and diffusivity of the system 
at this shear rate region lie on the second, high shear rate branch, as 
shown in Figures 3.5.1 - 3.5.3. Viscosity is increasing rapidly (Figure 
3.5.4) since the co-operative particle motion occurring at lower shear 
rates has ceased. 
Resolution of pressure, kinetic energy and diffusivity into contri- 
butions arising from the three mutually perpendicular cartesian dimensions 
is possible, such that: 
p* =1 (PXX +2 yy + PZZ) (3.5.2) 
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FIGURE 3.5.7: Configurational Plots of the Hard-Sphere 
Suspension at a Reduced Density pt = 0.90 
and a Stokesian Reduced Shear Rate j* = 0.052 
(t = 10.0) 
-95- 
°ct 0° j° cb c ö°c ®9 crp 0 
, 
cc0 
ý c% c2 c °c c00 
cc äc ec 
o 
CO öö ke c° 
0 cý 
, 
Co °° 
°o 
Co 8 
oo°o c°ý Cr, 0 cl 0e 
osý cr, °m 
6°o c8 
co 
äc 
°° ° °° 0660 c c8 Goc a c° oc 
(poc 0c co 
° G& ° 
0 Co co 
° 
°°Ooco°E °ö ö°o°J r<b 
ý 
cl oo o r, -. 
ý 
°q 0 (P 0 8,00 ý c 
00 0° 00 cec 
ý° °G 
cý 0° 0 ceo®8m® G0ooc G °0°ý%° 
9ao 
oe 
090 yo o0 o0 
0_0- .' 
X-ý 
o 
00 
00 
°c9 
A0 CO 000 
m (0 (9 r- c0 
crc 60ö %ö°c6 @e a° 
c 
°° °° o°ocö öcý 
° 
oo° ßo e4 c °a 
c° °% c° 
°o°c Co 
Go0 0° (p6 0° cJ °00 
c°o° 
co 
oýO GO 
c° 
060 
° ooQ" 
d o° 
°° g °c°° cc 0 
Qýýp C0 C OCP QZQP °009°0 $1 
00 
0°jo 00 oo 
°ok 
c000 oc0 pd 
@° ° 00 00 Og 0 °0 0 000 CA 0 00 0 °ý c% CO0 c 
°ý 
000° 
00 
eGGdn', e R-IC 0i 
Y----} 
oý 
°o0 ýb o co öoc o 
° CC 8 °o öýp O OC° ° oý°ý °o 
N co 0cö ro& ' 
o¢ 000 
cec° 
fr 
oc 
ö°o 
o% 0oce ýc 00 e °ý d3 °C C° 8 ö° 
o0 oöCVc°$(90 c0 
c0c 4ý os c °c c 
C° O °o G 
o% 
00 G° 
ýc 
°c 
0 000 °00 
oC' °C C° C° 0°C O 
°00° 
CC 
° 
°G 
zo 
O 
° 
X00 ° 
°O O9 (9 %0 %C' 
03®° ° 
c0 C0CG°OOr%0 
01 E: % 
0C 
0°c00 
Co ° o ýo 
o 
°o 
ooO °O O 
ýr G o', 
oO° 
so ° 0Cý 
ö° 8 to Co 
8o c° 60 00 ö° o¢ 00 
J 
0°A0c. 800 
_ 
FIGURE 3.5.8: Configurational Plots of the Hard-Sphere Suspension at a Reduced Density 
; tp = 
0.90 and a Stokesian Reduced Shear Rate f=0.099 (1t = 1.0) 
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E=3 (EXX + Eyy + EZZ) (3.5.3) 
D=3 (DXX +D+ DZZ) (3.5.4) 
These resolved contributions are plotted as a function of shear 
rate in Figures 3.5.9 - 3.5.11. In agreement with the behaviour seen 
so far, these three system properties exhibit normal differences at the 
lower end of the shear rate range studied, where structural anisotropy 
prevails. These normal differences disappear at the higher shear rate 
studied, where the system exhibits an amorphous structure. 
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TABLE 3.2.1 
Low Shear Rate Behaviour of the Hard-Sphere 
Model at Constant Kinetic Energy 
pt = 0.80 
Pxy(K ) PX (0) ri c 
Z 
Eo 
Eo 
y 
F Eo (mE ) E 
PV 
Nv 
MG2 Q3 Q3 2 
a 
[2J 
0.00 - _ - 
0.00 7.78 
(0.00) (0.10) 
0.10 - 0.02 - 0.20 2.14 0.08 7.81 (0.01) (0.07) (0.74) (0.02) (0.09) 
0.25 - 0.03 - 0.47 2.01 0.45 7.81 (0.01) (0.08) (0.34) (0.03) (0.07) 
0.50 - 0.07 - 1.05 2.23 1.80 8.01 (0.01) (0.08) (0.18) (0.12) (0.49) 
0.75 - 0.10 - 1.46 2.08 3.97 8.18 (0.01) (0.08) (0.12) (0.19) (0.05) 
1.00 - 0.14 - 1.91 2.05 6.88 8.38 (0.01) (0.09) (0.09) (0.27) (0.09) 
1.50 - 0.19 - 2.80 1.99 15.12 9.07 (0.01) (0.10) (0.06) (0.32) (0.05) 
2.00 - 0.24 - 3.63 1.93 26.43 9.96 (0.00) (0.03) (0.02) (0.72) (0.02) 
2.50 - 0.28 - 4.42 1.88 40.20 10.91 (0.01) (0.16) (0.07) (1.26) (0.16) 
3.00 - 0.19 - 5.03 1.78 54.03 11.71 (0.01) (0.18) (0.06) (1.78) (0.18) 
3.50 - 0.34 - 5.17 1.57 63.39 11.89 (0.01) (0.27) (0.08) (3.97) (0.37) 
4.00 - 0.35 - 4.31 1.17 57.32 10.08 (0.01) (0.12) (0.03) (1.71) (0.17) 
4.50 - 0.38 - 4.25 1.03 62.19 9.79 (0.01) (0.09) (0.02) (1.04) (0.13) 
5.00 - 0.40 - 4.22 0.92 68.69 9.77 (0.00) (0.10) (0.02) (1.38) (0.17) 
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TABLE 3.2.2 
Low Shear Rate Behaviour of the Hard-Sphere 
Model at Constant Kinetic Energy 
pt = 0.90 
Y PXy(K ) PXy(o) c 
E E E (mE ) E 
PV 
o o o O o NEo 
mat a3 a3 a2 ma2 
0 00 - _ - 
0.00 10.74 
. (0.00) (0.04) 
0 10 - 0.01 0.41 4.21 0.14 10.86 . (0.01) (0.09) (0.92) (0.03) (0.09) 
0 25 - 0.03 - 0.89 3.68 0.73 10.95 . (0.01) (0.06) (0.03) (0.05) (0.08) 
0 50 - 0.06 - 1.77 3.66 2.86 11.31 . (0.01) (0.08) (0.16) (0.12) (0.09) 
0 75 - 0.09 - 2.56 3.53 5.87 11.87 . (0.01) (0.10) (0.14) (0.18) (0.12) 
1 00 - 0.12 - 3.36 3.46 10.06 12.41 . (0.01) (0.12) (0.13) (0.37) (0.15) 
1 50 - 0.17 - 4.91 3.39 21.80 13.66 . (0.01) (0.15) (0.10) (0.66) (0.29) 
2 00 - 0.22 - 6.31 3.27 38.03 15.36 . (0.01) (0.20) (0.10) (1.29) (0.32) 
50 2 - 0.25 - 7.39 3.06 54.74 16.57 . (0.00) (0.27) (0.11) (2.00) (0.37) 
3 00 - 0.29 
- 4.82 1.70 42.12 12.21 
. (0.01) (0.17) (0.06) (1.23) (0.32) 
4 00 - 0.37 - 5.10 1.37 58.66 12.26 . (0.01) (0.12) (0.03) (1.90) (0.19) 
5.00 - 0.45 - 5.28 1.15 78.47 12.51 (0.01) (0.07) (0.01) (0.66) (0.17) 
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TABLE 3.2.3 
Low Shear Rate Behaviour of the Hard-Sphere 
Model at Constant Kinetic Energy 
pt = 1.00 
Y P (K ) F (0) c 
E 1 E 
Xy 
rE (mE ) E 
FV 
NE o 
IIQ2J Q3 
L 
Q3 
0 
2 
o 
Q2 
0 
I a IS1 
0 00 - - - 
0.00 15.32 
. (0.00) (0.18) 
0 100 - 0.01 - 1.07 10.78 0.45 16.21 . (0.01) (0.24) (1.91) (0.07) (0.14) 
0 25 - 0.03 - 2.32 9.39 1.49 16.93 . (0.01) (0.15) (0.60) (0.11) (0.31) 
0 50 - 0.05 - 3.77 7.63 4.87 18.21 . (0.01) (0.27) (0.55) (0.32) (0.18) 
75 0 - 0.08 - 5.02 6.80 9.87 19.31 . (0.00) (0.07) (0.09) (0.62) (0.11) 
1 00 - 0.11 - 6.65 6.76 17.39 21.03 . (0.01) (0.33) (0.34) (0.59) (0.37) 
50 1 - 0.15 - 9.80 6.64 38.03 24.72 . (0.01) (0.52) (0.35) (2.49) (0.88) 
2.50 - 0.21 - 15.98 . 
6.48 101.61 33.68 
(0.03) (0.80) (0.31) (4.85) (1.18) 
4 00 - 0.32 - 24.39 6.18 271.88 52.77 . (0.02) (2.44) (0.61) (35.01) (6.41) 
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TABLE 3.2.4 
Low Shear Rate Behaviour of the Hard-Sphere 
Model at Constant Kinetic Energy 
t 
p=1.10 
(K ) P P (0) c Xy Xy 
- PV E E E (mE ) E NE 0 [ 0 0 
mQ2 Q3 J 
3 Q1 Z Q 2 MG 
00 0 - - _ 
0.00 25.27 
. (0.00) (0.41) 
0 10 - 0.01 - 3.54 35.47 0.83 28.35 . (0.01) (0.55) (5.11) (0.12) (0.67) 
0 20 - 0.01 - 5.11 25. -61 2.34 31.98 . (0.00) (0.38) (1.88) (0.20) (0.66) 
0 30 - 0.01 - 7.10 23.71 4.70 36.10 . (0.00) (0.47) (1.56) (0.13) (0.65) 
0 40 - 0.02 - 7.79 19.53 7.37 36.74 . (0.01) (1.06) (2.65) (0.67) (0.64) 
0 50 - 0.03 - 10.04 20.12 11.06 38.67 . (0.02) (0.73) (1.46) (0.81) (1.62) 
0 75 - 0.05 - 12.57 16.83 21.81 44.41 . (0.02) (0.92) (1.23) (1.49) (1.35) 
00 1 - 0.06 - 17.02 17.08 39.30 52.44 . (0.02) (0.93) (0.93) (2.82) (2.45) 
1 50 - 0.10 - 27.90 18.67 95.75 75.59 . (0.01) (1.10) (0.74) (3.14) (1.63) 
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TABLE 3.2.5 
Diffusivity of the Sheared Isokinetic 
Hard-Sohere Model, o' - 0.90 
Y{ D* 
0.0 0.0321 
0.1 0.0343 
0.25 0.0360 
0.50 0.0453 
0.75 0.0530 
1.00 0.0495 
2.00 0.0526 
3.00 0.0242 
4.00 0.0124 
5.00 0.0054 
TABLE 3.3.1 
Shear Behaviour of the Hard-Sphere System 
at Constant Kinetic Energy 
p' = 0.90 
PXy(K ) PXy(0) n c 
E E E (mE ) E 
PV 
o 
m02 
a 
cr J 
o Q3 
a2 
aZ mat 
NEo 
6.00 - 0.51 - 5.54 1.01 101.18 12.91 (0.0) (0.04) (0.01) (1.04) (0.08) 
7.00 - 0.57 - 5.76 0.90 124.87 13.45 (0.0) (0.17) (0.02) (0.98) (0.13) 
8.00 - 0.61 - 5.93 (0.82) 151.22 14.07 (0.01) (0.08) (0.01) (0.99) (0.14) 
9.00 - 0.63 - 6.15 0.75 175.83 14.83 (0.01) (0.08) (0.01) (1.84) (0.09) 
10.00 - 0.63 - 6.36 0.70 193.49 15.46 (0.02) (0.08) (0.01) (5.91) (0.11) 
12.50 - 0.61 - 7.19 0.62 231.57 17.01 (0.01) (0.12) (0.01) (3.39) (0.22) 
15.00 - 0.64 - 7.78 0.56 287.81 19.20 (0.01) (0.18) (0.01) (4.32) (0.33) 
20.00 - 0.67 - 9.56 0.51 402.71 23.22 (0.02) (0.26) (0.01) (10.23) (0.75) 
25.00 - 0.72 - 11.56 0.49 751.53 45.05 (0.01) (0.31) (0.01) (4.51) (0.62) 
30.00 - 0.73 - 13.03 0.46 964.79 55.61 (0.02) (0.89) (0.03) (11.22) (0.89) 
35.00 - 0.73 - 14.38 0.43 1221.00 69.13 (0.02) (0.83) (0.02) (24.08) (2.44) 
40.00 - 0.75 - 17.66 0.46 1462.01 83.07 (0.03) (1.32) (0.03) (14.04) (2.35) 
45.00 - 0.74 - 19,28 0.44 1730.02 97.11 (0.02) (0.98) (0.02) (33.08) (2.84) 
50.00 - 0.73 - 20.79 0.43 1985.06 113.01 (0.03) (1.56) (0.03) (25.01) (3.02) 
60.00 - 0.72 - 28.43 0.49 2679.08 157.42 (0.04) (2.40) (0.04) (79.03) (7.78) 
- IUb 
TABLE 3.3.2 
Resolved Orthogonal Contributions to Hard-Sphere 
System Pressure and Kinetic Energy 
p=0.90 
t 
v P P y v P E E E 
xx vy zz xx vv zz 
Eo NE NE NE E E E 
CMQ2] o o o a 0 0 
0 00 10.73 10.74 10.75 0.504 0.500 0.496 . (0.10) (0.09) (0.09) (0.005) (0.002) (0.006) 
0.10 10.94 10.80 10.85 0.501 0.498 0.501 (0.13) (0.12) (0.14) (0.004) (0.002) (0.003) 
0.25 11.04 11.02 10.79 0.503 0.499 0.498 (0.19) (0.07) (0.11) (0.006) (0.003) (0.005) 
0.50 11.71 11.27 10.95 0.517 0.497 0.490 (0.14) (0.18) (0.12) (0.005) (0.004) (0.007) 
0.75 12.78 11.65 11.58 0.510 0.503 0.490 (0.08) (0.24) (0.30) (0.003) (0.006) (0.002) 
1.00 13.76 12.07 11.73 0.515 0.505 0.486 (0.21) (0.26) (0.40) (0.005) (0.003) (0.003) 
1.50 16.77 12.78 11.44 0.528 0.511 0.472 (0.41) (0.32) (0.22) (0.006) (0.008) (0.005) 
2.00 20.74 13.55 11.99 0.532 0.520 0.466 (0.49) (0.28) (0.22) (0.004) (0.005) (0.006) 
2 50 23.95 13.95 12.17 0.545 0.531 0.450 . (0.70) (0.21) (0.30) (0.008) (0.008) (0.007) 
3.00 15.47 12.51 8.66 0.487 0.586 0.454 (0.74) (0.11) (0.26) (0.006) (0.005) (0.004) 
4 00 16.15 13.00 7.62 0.448 0.652 0.441 . (0.49) (0.13) (0.21) (0.008) (0.004) (0.005) 
5.00 16.70 13.76 7.03 0.404 0.719 0.431 (0.13) (0.14) (0.10) (0.004) (0.004) (0.003) 
6 00 18.04 14.10 6.60 0.378 0.775 0.414 . (0.10) (0.15) (0.17) (0.007) (0.005) (0.007) 
7 00 19.54 14.35 6.46 0.355 0.830 0.401 . (0.25) (0.22) (0.17) (0.003) (0.002) (0.004) 
iS 
- 107 - 
TABLE 3.3.2 continued ...... 
v P v P v P E E E 
xx vv zz xx vvv zz 
Eo 2 
C 
I NE 
0 
NE 
0 
NE 
0 
E 
0 
E 
0 
E 
0 
QZ 
21.44 14.61 6.24 0.337 0.876 0.404 8.00 '(0.28) (0.19) (0.16) (0.004) (0.003) (0.004) 
23.18 14.71 6.55 0.323 0.914 0.381 9.00 (0.12) (0.18) (0.26) (0.003) (0.006) (0.005) 
24.67 14.20 7.40 0.316 0.931 0.393 10.00 (0.33) (0.36) (0.62) (0.003) (0.015) (0.012) 
28.36 13.13 9.56 0.314 0.950 0.419 12.50 (0.31) (0.27) (0.47) (0.007) (0.012) (0.007) 
32.82 13.35 11.42 0.312 1.004 0.423 15.00 (0.49) (0.21) (0.43) (0.007) (0.005) (0.005) 
42.51 13.61 13.53 0.336 1.078 0.438 20.00 (1.16) (0.25) (1.32) (0.024) (0.032) (0.009) 
79.71 16.92 37.52 0.307 1.139 0.497 25.00 (0.83) (2.18) (1.05) (0.008) (0.014) (0.007) 
103.20 18.27 43.35 0.299 1.205 0.523 30.00 (1.51) (0.36) (1.85) (0.008) (0.017) (0.006) 
133.59 18.43 55.36 0.286 1.260 0.550 35.00 (3.15) (0.34) (5.07) (0.012) (0.021) (0.012) 
167.79 17.65 63.27 0.290 1.336 0.587 40.00 (3.00) (1.65) (3.24) (0.006) (0.014) (0.010) 
202.01 17.88 70.56 0.288 1.365 0.613 45.00 (5.66) (0.95) (3.42) (0.006) (0.031) (0.009) 
241.59 17.42 79.97 0.297 1.374 0.636 50.00 (4.88) (1.61) (4.94) (0.012) (0.035) (0.018) 
357.38 13.29 101.53 0.331 1.391 0.698 60.00 (1.24) (1.89) (12.57) (0.015) (0.056) (0.023) 
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CHAPTER 4 
EQUILIBRIUM BEHAVIOUR OF THE 
COLLOIDAL POTENTIAL SYSTEM 
Progress over the last few decades towards the understanding of the 
liquid state has led to the realisation that the structure and order-dis- 
order behaviour of dense liquids is overwhelmingly dominated by geometric 
packing effects(107). The parallels that may be drawn between such 
behaviour and that exhibited by well-characterised colloidal solid/ 
liquid suspensions suggest that many of the properties of dense suspen- 
sions may be attributable to similar effects. The non-Newtonian behaviour 
accompanied by structural anisotropy observed in previous dynamical simu- 
lations of simple model fluids has been explained as a shear perturbation 
of this equilibrium phase behaviour. An appreciation of the equilibrium 
behaviour would therefore appear to be essential before a study of the 
non-equilibrium behaviour is embarked upon. 
The present chapter contains the results of a series of simulations 
aimed at the study of the equilibrium behaviour of the colloidal-sphere 
model. Initial simulations were restricted to two dimensions due to the 
less prohibitive computer time requirements as compared to three-dimensional 
simulations. In addition, two-dimensional configurations can readily be 
represented graphically. Of greater relevance to the non-equilibrium 
simulations presented in Chapter 5 are the three-dimensional equilibrium 
simulations, whose results are presented in the latter section of this 
chapter. 
4.1 The Two-Dimensional Case 
4.1.1 Monodisperse system behaviour 
Simulations of the two-dimensional colloidal potential model spanning 
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a reduced density range p7 = 0.10 - 1.00 for systems comprising N= 1600 
particles have been performed. In each instance, particles were initially 
assigned position co-ordinates corresponding to the lattice points of a 
hexagonal array (Figure 4.1.1.1). A cut-off distance equivalent to 2.5a 
was utilised, along with a time increment itt = 0.001. 
The simulations were typically allowed to progress for ten thousand 
time increments. For each state point studied, calculated system proper- 
ties attained steady-state values after less than three thousand time 
increments. System properties and their associated uncertainty are 
calculated as the mean. and standard deviation of several independent 
sub-averages respectively. 
Systems at the upper end of the density range studied exhibited 
very constant properties throughout the whole simulation period. 
Properties of lower density systems however, displayed a noticeable 
change during the initial 'equilibration' period, corresponding to a 
'melting' of the two-dimensional structure. 
Results of the simulations are summarised in Table 4.1.1.1, where 
estimates of uncertainty are enclosed in brackets. The equation-of-state 
curve for the two-dimensional system is plotted in Figure 4.1.1.2, clearly 
showing two branches corresponding to the amorphous and crystalline sides 
of the order-disorder phase transition. 
The dependence of system properties upon N, the number of particles 
comprising the simulation system has been checked by the simulation of 
N= 900 and N= 2500 particle systems at two state points. The results of 
these simulations (Tables 4.1.1.2,4.1.1.3) suggest any N-dependence to be 
negligible, at least for the system size and density points studied. 
4.1.2 Polvdisperse system behaviour 
The simulation methods described throughout this thesis were initially 
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FIGURE 4.1.1.1: Illustration of Two-Dimensional Hexagonal Lattice 
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developed in order to study one-component simple liquids. One very 
important difference, however, between these systems and the colloidal 
solid/liquid suspensions of interest here, is the inevitable complication 
of a particle shape and size distribution associated with the latter. 
Systems of anisotropic particles are amenable to study via particle- 
dynamics simulations, but the added difficulty due to particle orientation 
complicates the situation considerably. Incorporation of a particle- 
size distribution into simulations involving the colloidal potential 
however, is relatively straightforward. 
A series of two-dimensional simulations have been performed in 
which the monodisperse particle system in the previously described 
study has been replaced by a distribution of particle sizes. Particle 
diameters were initially sampled from a normal distribution having a 
mean equal to a fraction of the diameter of a monodisperse particle 
at a reduced density pt = 0.30. The degree of polydispersity is calcu- 
lated from the distribution-mean and standard deviation, as defined in 
Equation (2.3.11). Since particle diameters are normally distributed, 
as opposed to particle volumes/areas, the reduced density-packing fraction 
relationship as defined in Equation (2.3.13) for monodisperse systems, 
does not hold for polydisperse systems. Comparisons between monodisperse 
and polydisperse systems are therefore conducted at equivalent values 
of hard-core packing fraction, as calculated from Equation (2.3.12). 
Systems at both 30% and 50% polydispersity have been studied. 
Once again particles were assigned position co-ordinates describing 
a hexagonal array. Precautions were taken to prevent the physically 
unrealistic starting situation of neighbouring particle overlap. The 
initial low packing-fraction configurations were allowed to equilibrate 
for five thousand time increments, after which the system appeared to 
have attained a steady-state. The arrival of the system at steady-state 
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conditions was judged by the absence of any drift in the values of 
system pressure and potential energy when observed over several thousand 
time increments. Lower packing-fraction configurations were created by 
an instantaneous contraction of particle diameters. Following an equili- 
bration period of approximately three thousand time increments, system 
properties were typically averaged for a further six thousand time 
increments. The standard time increment used at higher packing-fractions 
was Ott = 0.0005 whilst a value Att = 0.001 was used for the lower 
density systems. A cut-off distance of 33 was used throughout. 
The equilibrium properties of the polydisperse colloidal potential 
systems are presented in Tables 4.1.2.1 and 4.1.2.2. Figure 4.1.2.1 
shows the equation of state behaviour of the polydisperse systems along- 
side the monodisperse case for comparison. Configurational plots at a 
packing fraction y=0.589 for each system appear in Figures 4.1.2.2 
and 4.1.2.3. The osmotic pressure exhibited at low packing fractions 
is shown to be relatively independent of polydispersity. At higher 
packing fractions however, we can see that an increasing degree of 
polydispersity leads to an osmotic pressure decrease for amorphous 
systems. A similar trend has been predicted by Dickinson(108) for 
systems with rectangular, triangular and normal distributions from 
a consideration of the van der Waals one-fluid approximation. 
The present results allow little to be concluded concerning the 
existence of a two-dimensional polydisperse ordered phase or position 
of any phase transition. There are a vast number of theoretically 
possible ordered arrangements of a polydisperse system involving segre- 
gation of particle size fractions and/or the accommodation of smaller 
particles in the interstices created by larger particles. Whilst a 
study of the various possible arrangements would be feasible through 
computer simulation, a thorough study involving the evaluation of free- 
energies would in itself constitute a major research undertaking, and 
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FIGURE 4.1.2.2: Two-Dimensional Colloidal Potential 
System with a Hard-Core Packing 
Fraction of 0.589 and 50% Polydispersity 
FIGURE 4.1.2.3: Two-Dimensional Colloidal Potential 
System with a Hard-Core Packing 
Fraction of 0.589 and 30% Polydispersity 
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is clearly beyond the scope of this work. 
Number dependency checks, summarised in Tables 2.1.2.3 and 2.1.2.4 
show system behaviour to be independent of system size for the density 
and size points studied. 
4.2 The Three-Dimensional Case 
4.2.1 Monodisperse system behaviour 
Three-dimensional systems comprising N= 500 monodisperse particles, 
with both ordered and disordered particulate configurations have been 
studied over a wide density range. Experimental studies upon well- 
characterised colloidal suspensions(109) suggest these adopt Face Centre 
Cubic (FCC) crystalline arrangements at high packing fractions. The 
present simulation studies of states lying on the ordered branch of 
the phase diagram have FCC crystalline configurations. 
Amorphous configurations were created by allowing a low-density 
FCC configuration to 'melt' for 6000 time increments. Higher density 
amorphous configurations were then obtained by a gradual, step-wise 
incrementation of particle diameters at a densification rate (da/dt)t 
= 0.001 until the desired system density was achieved. Heating of 
the system was eliminated by the damping of particle velocities as 
described previously. 
A time increment Ott = 0.001 was used for the lower density simula- 
tions, whilst a value of Att = 0.0005 was used at the higher end of 
the density range studied. The decision to shorten the time increment 
was based upon the operational frequency of the variable time increment 
procedure described in Section 2.3. A4x4x4 matrix of link cells 
was employed. 
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The equilibrium behaviour of the monodisperse colloidal-sphere system 
is summarised in Table 4.2.1.1. Figure 4.2.1.1 shows the equation of state 
behaviour, clearly illustrating two branches corresponding to amorphous and 
crystalline states. This plot is qualitatively reminiscent of the general 
behaviour of hard or soft-sphere systems which have been shown to exhibit 
a first order freezing transition(107). 
Technical difficulties have led to a lack of published osmotic pres- 
sure data upon colloidal solid liquid suspensions around the order-disorder 
transition to date. These technical difficulties are attributable to the 
non-reproducibility of nearly-monodisperse suspensions; the very low osmotic 
pressure values requiring measurement; and the long timescales required 
by the systems for the attainment of steady-state conditions. Pusey and 
van Megen(5) however, have qualitatively demonstrated the order-disorder 
phenomena in colloidal suspensions through the use of light-scattering 
techniques. 
Simulations upon systems comprising N= 256 and N= 864 particles 
at reduced density values pf = 0.70 and pt = 0.80, corresponding to amor- 
phous and crystalline configurations respectively show number dependency 
to be negligible at the system size/density points studied (Table 4.2.1.2). 
4.2.2 Modification of Repulsion Steepness 
Most of the colloidal potential simulations described in this thesis 
correspond to an exponent value n= 12 in the definition of the effective 
pair-potential (Equation 2.3.1). In order to make progress towards the 
ultimate objective of these types of dynamical simulations, i. e. a quanti- 
tative description of material properties, it may well be necessary to 
parameterise the form of an effective pair-potential to fit available 
experimental data. An ideal starting point would appear to be the modifi- 
cation of a pair-potential to fit osmotic equation of state behaviour. An 
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appreciation, therefore of the effects of modifying the form of any inter- 
particle potential is of great importance. 
This section contains the results of a series of equilibrium simula- 
tions in which the exponent value has been given a value of n=9 and 6. 
In each case systems with amorphous particle configurations have been 
studied. Equilibrated systems at a range of densities were obtained in 
a similar manner to that described for the simulations involving an 
exponent value n= 12. A time increment of Att = 0.001 was used at 
lower densities and Att = 0.0005 for the higher densities studied. A 
4x4x4 matrix of link cells was used in all the simulations. 
The effects of the change in n upon the shape of the colloidal 
potential can be observed from Figure 4.2.2.1, where a family of colloidal 
potentials are plotted for n= 12,9 and 6. Clearly an increase in the 
value of n leads to an increased repulsion when compared at equivalent 
small particle separations. 
The simulation results for two 500 particle systems interacting 
through colloidal potentials having exponent values n=9 and 6 are 
presented in Tables 4.2.2.1 and 4.2.2.2 respectively. Figure 4.2.2.2 
shows the amorphous equation of state behaviour for the exponent values 
studied. In this figure, system density has been defined as the packing 
fraction of particle hard-cores, and osmotic pressure is seen to decrease 
-with decreasing n. An experimental analogue to these simulations in 
which the repulsive inter-particle potential is modified, involves the 
modification of potentials between real suspended particles through 
the adjustment of electrolyte concentration in the polar suspension 
medium. An increase in the electrolyte concentration leads to a contrac- 
tion in the electrical double layer surrounding suspended charged particles 
due to charge screening. The resultant effect is a shortening of the 
electrostatic repulsion range. 
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Such an experimental study has been reported by Ottewill and 
Richardson 
(110) 
involving the use of light-scattering to study the 
interaction of well characterised, nearly monodisperse polystyrene 
latices. An indirect evaluation of the osmotic pressure is possible 
from the results of these light-scattering experiments. Figure 4.2.2.4 
shows the change in osmotic pressure behaviour as a function of electro- 
lyte concentration reproduced from reference (110). A qualitative 
similarity can be observed between the results of these experimental 
studies and the analogous simulations, summarised in Figure 4.2.2.2. 
From a comparison of their results with the hard-sphere theory 
of Percus-Yevick(111), Ottewill and Richardson 
(110) 
are able to estimate 
an 'effective' hard-sphere diameter, described as the distance of closest 
approach of 2 particles in a dilute suspension. It is possible to. 
estimate a similar effective hard-sphere diameter for the present simu- 
lations. An intuitively appealing and simple definition for this parameter 
is the distance of separation of particle centres at which the inter- 
particle potential equals E0, the unit of kinetic energy. By equating 
this simulation unit of kinetic energy to the usual experimental defini- 
tion, i. e. KT (K is Boltzmann's constant and T is the absolute temperature) 
a direct comparison of Ottewill and Richardson's data with the present 
simulation results is possible. Figure 4.2.2.3'shows a plot of osmotic 
pressure against effective hard-sphere packing fraction for the simulations 
involving differing values of the exponent n in the effective pair 
potential definition (Equation 2.3.1). An excellent agreement between 
these plotted points and the hard-sphere equation of state as calculated 
from the Carnahan-Starling equation(112) can readily be observed. 
Ottewill and Richardson's quasi-experimental data points are also plotted 
on Figure 4.2.2.3 for comparison. Despite a limited overlap in the 
effective hard-sphere packing fraction range covered by the quasi-experi- 
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mental and simulation results, a correspondence between the two sets 
of results is observable. 
The validity of the hard-sphere model to the description of 
sterically-stabilised colloidal suspensions has long been recognised 
(103,104) 
but the demonstrated applicability to electrostatically stabilised 
colloidal suspensions at low concentrations is less intuitively obvious. 
An important conclusion that may be drawn from the present results 
is that the osmotic pressure exhibited by dilute, stable colloidal 
suspensions is relatively insensitive to the complex nature of the 
real inter-particle potential, but can be adequately described by an 
effective hard-sphere diameter. The validity of this observation for 
highly concentrated, electrostatically stabilised colloidal suspensions, 
where the effective hard-sphere packing fraction becomes physically 
unrealistic however, is questionable. 
4.2.3 Scaling properties of the colloidal sphere model 
The superimposition of osmotic pressure data when expressed as 
a function of effective hard-sphere packing fraction (Figure 4.2.2.3) 
demonstrates that the colloidal potential retains interesting scaling 
properties related to those exhibited by the soft sphere model for 
atomic systems( 
114) 
. Since system density and temperature of the soft 
sphere model are inter-dependent and cannot be independently varied, 
a single reduced hybrid state variable 
ý 
completely specifies the state 
of a system, i. e. (in three-dimensions): 
n/3 
KIT V3 (4.2.3.1) 
NQ 
where the soft-sphere potential, Oss, is defined by: 
ss(r) =E 
(r)n (4.2.3.2) 
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One obvious corollary of this scaling behaviour is that, given 
a knowledge of the equation of state along a single isotherm, the equation 
of state along any other isotherm may be predicted. A similar scaling 
feature of the colloidal potential allows the equation of state of 
systems with varying values of exponent n to be predicted, along any 
isotherm from a knowledge of the equation of state along a single isotherm, 
at a single value of n. 
A generalisation of the colloidal potential may be written: 
0(r) = 10m E0 
(r°Q )n (4.2.3.3) 
An effective hard-sphere diameter aeff' defined as the separation of particle 
centres at which: 
O(r) = Eo (4.2.3.4) 
can be readily calculated for any member of the colloidal potential 
from: 
of = 1+lüm/n eff 
(4.2.3.5) 
The effective hard-sphere packing fraction Yeffof a monodisperse system can 
then be calculated from: 
Nr3 
eff 
yeff 6V (4.2.3.6) 
Figure 4.2.3.1 shows the superposition of the osmotic pressure 
exhibited by systems of colloidal spheres when compared at equivalent 
effective hard-sphere packing fractions. Furthermore, it has been 
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shown in the previous section that the osmotic pressure behaviour expressed 
in this manner is accurately described by the hard-sphere fluid equation 
of state, e. g. as calculated from the Carnahan-Starling 
(112) 
equation, 
i. e.. 
PV + yeff + yeff2 ''eff3 
NE (1 - yeff)3 
(4.2.3.7) 
This observation is based on the results of simulations involving a 
limited range of exponent values n=6,9 and 12. At the constant 
value of m= 12 used in all the simulations, the colloidal-potential 
represents the short-ranged potential between sterically stabilised 
colloidal particles. Analogous experimental studies 
(110) 
have shown 
that the concept of an effective hard-sphere diameter is also a useful 
concept in the description of the equation of state behaviour of stable 
electrocratic colloidal suspensions. Van Megen and Snook 
(103,104) 
have 
previously pointed out that the hard-sphere potential contains the 
essential physics of equilibrium colloidal systems. 
From the available evidence described above, it would appear 
reasonable to assume that the hard-sphere fluid equation of state when 
calculated from the effective hard-sphere packing fraction, provides 
an accurate description of the fluid equation of state branch for the 
entire family of colloidal potentials. Providing this assumption holds, 
the prediction of the equation of state behaviour for amorphous systems 
of colloidal spheres with varying repulsive potential steepness is 
relatively straightforward. Figure 4.2.3.1 shows the predicted amorphous 
equation of state curves for colloidal spheres with a range of exponent 
n values. These comparisons are made at a constant value of m= 12. 
A similar illustration of the effects of a variable value of m is given 
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in Figure 4.2.3.2, where the quantity 10m is referred to as c. The 
apparent insensitivity of the osmotic pressure with respect to e as 
suggested by Figure 4.2.3.2 is somewhat disguised by the manner in 
which the predicted data is presented, i. e. in terms of PV/NE. The 
trends exhibited by the osmotic pressure with variations in the colloidal 
potential are directly attributable to the resultant changes in effective 
hard-sphere packing fraction, which in turn may be readily appreciated 
from Equations (4.2-. 3.5) and (4.2.3.6). 
In agreement with the previous conclusions concerning the behaviour 
of simple liquids(107), it would appear that the equation of state 
behaviour exhibited by stable amorphous colloidal suspensions is relatively 
insensitive to the complex nature of real inter-particle potentials. An 
effective hard-sphere packing fraction provides a satisfactory description. 
The rheological behaviour of colloidal suspensions is now widely 
believed to originate from this equilibrium phase behaviour(65). 
Consequently, it would appear reasonable to assume that the shear behaviour 
of simple model systems such as the hard and colloidal-spheres studied 
here, might eventually serve as a basis upon which to build a quantitative 
description of colloidal suspension rheology. 
4.2.4 Polydisperse system behaviour 
This section is concerned with the equilibrium behaviour of the 
three-dimensional polydisperse colloidal-sphere model. Organisation 
of the simulations was essentially as described in Section 4.1.2 for 
the two-dimensional case. Particle diameters were pseudo-randomly 
sampled from a normal distribution whose standard deviation was set 
equal to 0.5 x a, the distribution mean and characteristic length of 
the system. 
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Table 4.2.4.1 summarises the packing-fraction-dependent behaviour 
of a system comprising N= 500 particles. Time increments used in 
the simulations ranged from Att = 0.001 to Atf = 0.0005 at the highest 
packing fractions considered. 
A lowering of the osmotic pressure exhibited by systems at equivalent 
packing fractions is shown in Figure 4.2.4.1, where the amorphous equation 
of state is plotted for both monodisperse and polydisperse systems. 
The lowering is more pronounced than for the corresponding two-dimensional 
simulations described in Section 4.1.2. Such a trend has been theoretically 
predicted for a polydisperse hard-sphere system from a consideration 
of the van der Waals one fluid approximation108). From an extension 
( 
of the Evans-Napper cell model(115), Dickinson has considered the osmotic 
pressure behaviour of an ordered 
(116) 
polydisperse model colloidal system 
The predicted osmotic pressure increase with polydispersity is postulated 
to be increasingly sensitive for systems with decreasing double-layer 
thickness. A particulate dynamics simulation study of 108 particles 
interacting through a DLVO potential 
(49) 
has shown that the order-disorder 
phase transition shifts to higher densities with increasing polydispersity, 
at constant kinetic energy. Furthermore, the volume change associated 
with melting is shown to decrease as the degree of polydispersity increases. 
A 'critical' degree of polydispersity corresponding to zero volume 
change is estimated, at which the order-disorder transition is predicted 
to disappear(50). The equation of state behaviour obtained by Parker(117) 
from a dynamical simulation study, showing the effects of polydispersity 
upon the amorphous and crystalline branches is reproduced from reference 
(117) in Figure 4.2.4.2. 
The strong dependence of the equilibrium phase behaviour at relatively 
low degrees of polydispersity suggests a similar strong dependence of 
the non-Newtonian rheology of these systems. The following chapter 
includes the results of a simulation study of the effects of small 
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degrees of polydispersity upon dense colloidal suspension rheology. 
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TABLE 4.1.1.1 
Equilibrium Properties of the Two-Dimensional 
Monodisperse Colloidal Potential System (N = 1600) 
t 
p o/E U/E PV/N. E 0 0 0 
0 100 0.004 1.504 1.235 . (0.000) (0.000) (0.007) 
0 200 0.009 1.509 1.548 , . (0.000) (0.000) (0.020) 
0 300 0.017 0.517 2.047 . (0.001) (0.001) (0.040) 
400 0 0.027 1.527 2.688 . (0.000) (0.000) (0.026) 
0 500 0.045 1.545 3.841 . (0.001) (0.001) (0.065) 
0 600 0.074 1.574 5.680 . (0.001) (0.001) (0.067) 
700 0 0.133 1.633 9.427 . (0.001) (0.001) (0.048) 
0 725 0.142 1.642 9.985 . (0.001) (0.001) (0.068) 
0 75 0.140 1.640 9.870 . (0.001) (0.001) (0.074) 
0 800 0.190 1.690 13.02 . (0.001) (0.001) (0.08) 
0 900 0.609 2.109 39.84 . (0.001) (0.001) (0.072) 
000 1 102.5 104.0 8874 . (0.0) (0.0) (0) 
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Number Dependency Checks Upon the Two-Dimensional Monodisperse Colloidal 
Potential System 
TABLE 4.1.1.2 
N= 900 
pt o/E U/E PV/N E 0 0 
0 300 0.017 1'. 517 2.051 . (0.001) (0.001) (0.0032) 
600 0 0.076 1.576 5.688 . (0.002) (0.002) (0.074) 
800 0 0.194 1.694 13.10 . (0.002) (0.002) (0.10) 
TABLE 4.1.1.3 
N= 2500 
pf o/E U/E PV/N E 
o o 0 
0 300 0.017 1.517 2.046 . (0.001) (0.001) (0.038) 
0 600 0.075 1.575 5.678 . (0.001) (0.001) (0.064) 
0 800 0.190 1.690 12.98 . (0.001) (0.001) (0.07) 
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TABLE 4.1.2.1 
Equilibrium Properties of the 30% Polvdisperse Two-Dimensional 
Colloidal Potential System (N = 1600) 
y O/E U/E PV/N E o o 0 
0 263 0.016 1.516 2.039 . (0.000) (0.000) (0.021) 
314 0 0.025 1.525 
2.602 
. (0.000) (0.000) (0.026) 
0 393 0.041 1.541 
3.668 
. (0.000) (0.000) (0.033) 
471 0 0.070 1.570 
5.526 
. (0.001) (0.001) (0.046) 
0.511 0.093 (0.001) 
1.593 
(0.001) 
6.9 
(0.070) 
530 0 0.109 1.609 
7.980 
. (0.001) (0.001) (0.057) 
550' 0 0.127 1.627 
9.186 
. (0.002) (0.002) (0.092) 
569 0 0.149 1.649 10.62 . (0.001) (0.001) (0.08) 
0 589 0.178 1.678 12.48 . (0.002) (0.02) (0.11) 
0 628 0.266 1.766 18.29 . (0.002) (0.002) (0.05) 
0 668 0.547 2.047 36.76 . (0.003) (0.003) (0.29) 
0 707 2.356 3.856 163.6 . (0.019) (0.019) (2.4) 
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TABLE 4.1.2.2 
Equilibrium Properties of the 50% Polvdisperse Two-Dimensional 
Colloidal Potential System (N = 1600) 
y o/E0 U/E PV/N E0 o 
0 263 0.016 1.516 2.053 . (0.000) (0.000) (0.025) 
0 314 0.023 1.523 2.512 . (0.001) (0.001) (0.040) 
0 393 0.038 -1.538 3.512 . (0.000) (0.001) (0.038) 
471 0 0.066 1.566 5.310 . (0.001) (0.001) (0.069) 
0 511 0.088 1.588 6.727 . (0.001) (0.001) (0.061) 
530 0 0.103 1.603 7.738 . (0.001) (0.001) (0.045) 
0 550 0.121 1.621 8.845 . (0.001) (0.001) (0.082) 
0 569 0.142 1.642 10.28 . (0.001) (0.001) (0.08) 
589 0 0.170 1.670 12.01 . (0.001) (0.001) (0.03) 
0.628 0.250 1.750 17.52 (0.002) (0.002) (0.09) 
668 0 0.505 2.05 33.65 . (0.011) (0.011) (0.52) 
0 707 2.356 3.856 163.6 . (0.019) (0.019) (2.4) 
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System Size Checks Upon the 30% Polvdisperse-Two-Dimensional Colloidal 
Potential System 
TABLE 4.1.2.3 
N= 900 
y o/E0 U/E PV/N Eo 
0 
0 254 0.016 1.516 2.064 . (0.000) (0.000) (0.022) 
0 550 0.125 1.625 9.127 . (0.001) (0.001) (0.097) 
0 628 0.268 1.768 18.48 . (0.004) (0.004) (0.17) 
TABLE 4.1.2.4 
N= 2500 
y O/E0 U/E PV/N EE 
0 
0.252 0.016 1.516 2.020 (0.000) (0.000) (0.024) 
0 550 0.127 -1.627 9.167 . (0.001) (0.001) (0.036) 
0 628 0.275 1.775 18.88 . (0.002) (0.002) (0.13) 
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System Size Checks Upon the 50% Polvdisperse Two-Dimensional Colloidal 
Potential System 
TABLE 4.1.2.5 
N"= 900 
y o/E0 U/E PV/N E0 
0 
0.263 0.016 1.516 2.034 (0.001) (0.001) (0.033) 
0.550 0.120 1.620 8.857 (0.002) (0.002) (0.137) 
0.628 0.254 1.754 17.70 (0.001) (0.001) (0.24) 
TABLE 4.1.2.6 
N= 2500 
y O/E0 U/E0 PV/N E0 
0.258 0.015 1.515 2.009 (0.000) (0.000) (0.024) 
0.550 0.121 1.621 8.896 (0.002) (0.002) (0.096) 
0.628 0.257 1.757 17.74 (0.002) (0.002) (0.07) 
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TABLE 4.2.1.1 
Equilibrium Properties of the Monidisperse Three-Dimensional 
Colloidal Sphere System (N = 500) 
Amorphous Particle Configuration 
pt o/E U/E PV/NE 
0 0 0 
0 300 0.037 1.537 2.560 . (0.001) (0.001) (0.06) 
0.400 0.063 1.563 3.650 (0.001) (0.001) (0.061) 
0.500 0.103 1.603 5.352 (0.002) (0.002) (0.073) 
0.600 0.166 1.666 8.003 (0.002) (0.002) (0.074) 
0.700 0.275 1.775 12.609 (0.001) (0.001) (0.058) 
0.800 0.470 1.970 20.952 (0.005) (0.005) (0.204) 
0.900 1.925 3.425 86.124 (0.006) (0.006) (0.271) 
1.000 179.7 181.2 10880 (0.0) (0.0) (0) 
Face Centre Cubic Crystalline particle Configuration 
pt O/E0 U/E0 PV/NEO 
0 700 0.209 1.709 9.783 . (0.007) (0.007) (0.289) 
0.750 0.228 1.728 10.569 (0.001) (0.001) (0.03) 
0 800 0.276 1.776 12.570 . (0.001) (0.001) (0.043) 
0.850 0.352 1.852 15.744 (0.000) (0.000) (0.022) 
0 900 0.485 1.985 21.271 . (0.001) (0.001) (0.035) 
0.950 0.753 2.253 32.496 (0.001) (0.001) (0.028) 
1.000 1.495 2.995 64.103 (0.002) (0.002) (0.071) 
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TABLE 4.2.1.2 
Number-Dependency of the Equilibrium Properties 
of the Three-Dimensional Colloidal-Sphere Svstem 
pt N State O/Eo U/Eo PV/N EO 
0.700 256 amorphous 
0.274 1.774 12.573 
(0.000) (0.000) (0.701) 
0.700 864 amorphous 
0.273 1.773 12.511 
(0.003) (0.003) (0.133) 
0.800 256 crystalline 
0.280 1.780 12.576 
(0.001) (0.001) (0.043) 
0.800 864 crystalline 
0.277 
(0.001) 
1.777 
(0.001) 
12.572 
(0.036) 
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TABLE 4.2.2.1 
Equilibrium Properties of the n=9 Colloidal Potential 
pt o/E U/E PV/N E 0 o 
0.300 0.019 1.519 2.209 (0.001) (0.001) (0.039) 
400 0 0.031 1.531 2.981 . (0.001) (0.001) (0.035) 
500 0 0.049 1.549 4.082 . (0.001) (0.001) (0.053) 
0 600 0.073 1.573 5.611 . (0.002) (0.002) (0.093) 
700 0 0.111 1.611 8.009 . (0.001) (0.001) (0.028) 
0 800 0.170 1.670, 11.80 . (0.003) (0.003) (0.20) 
900 0 0.259 1.759 17.48 . (0.001) (0.001) (0.08) 
000 1 0.620 2.120 41.21 . (0.016) (0.016) (1.11) 
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TABLE 4.2.2.2 
Equilibrium Properties of the n=6 
Colloidal Potential Model 
pfi O/E U/E PV/N E 
0 0 0 
0.300 0.006 1.506 2.011 (0.000) (0.000) (0.067) 
400 0 0.009 1.509 2.649 . (0.000) (0.000) (0.072) 
0.500 0.014 1.514 3.462 (0.001) (0.001) (0.110) 
0 600 0.020 1.520 4.533 . (0.000) (0.000) (0.090) 
0 700 0.029 1.529 6.152 . (0.001) (0.001) (0.153) 
0 800 0.042 1.542 8.510 . (0.001) (0.001) (0.149) 
0.900 0.058 1.508 11.47 (0.001) (0.001) (0.14) 
1.000 0.094 1.594 17.99 (0.002) (0.002) (0.35) 
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TABLE 4.2.4.1 
Equilibrium Properties of the 50% Polvdisperse, 
Three-Dimensional Colloidal Potential System 
(N = 500) 
y 0/E0 U/E0 PV/N EE 
0.175 0.033 1.533 2.459 (0.001) (0.001) (0.067) 
0.225 0.055 1.551 3.392 (0.001) (0.001) (0.051) 
0 275 0.089 1.589 4.883 . (0.002) (0.002) (0.097) 
0 324 0.143 1.643 7.229 . (0.001) (0.001) (0.055) 
374 0 0.227 1.727 10.840 . (0.002) (0.002) (0.094) 
0 422 0.373 1.873 17.25 . (0.004) (0.004) (0.15) 
471 0 0.853 2.353 38.89 . (0.002) (0.002) (0.07) 
0.524 16.94 18.44 917.2 (0.02) (0.002) (1.2) 
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TABLE 4.2.4.2 
System Size Checks Upon the 50% Polydisperse, 
Three-Dimensional Colloidal-Sphere Model 
y N O/E0 U/E0 PV/N EO 
0.225 256 0.056 1.556 3.442 (0.001) (0.001) (0.061) 
0.225 864 0.055 1.556 3.403 (0.000) (0.000) (0.052) 
0 374 256 0.239 1.739 10.916 . (0.002) (0.002) (0.088) 
0 374 864 0.230 1.730 10.842 . (0.001) (0.001) (0.077) 
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CHAPTER 5 
RESULTS OF NON-EQUILIBRIUM 
COLLOIDAL -SPHERE PARTICULATE 
DYNAMICS SIMULATIONS 
The behaviour. of the sheared colloidal-potential system as observed 
from a series of non-equilibrium particulate dynamics simulations is 
described in this chapter. Results from the initial simulations, 
focussing upon monodisperse systems are described in Section 5.1. 
Subsequent simulations have incorporated a narrow distribution of 
particle diameters.. Results from these polydisperse non-equilibrium 
simulations are presented in Section 5.2. The scaling relationships 
used to express the sheared hard-sphere system properties as Stokesian 
reduced quantities are used once again here. Properties of the sheared 
colloidal-sphere system are presented as Stokesian-reduced quantities 
in Section 5.3. Expression of system properties in such a manner 
allows a qualitative comparison with experimentally observed behaviour 
to be made. 
5.1 Monodisperse Non-Equilibrium Simulation Results 
Monodisperse colloidal-sphere systems at a range of reduced 
densities pt = 0.60 - 0.80 have been studied in a series of non-equili- 
brium simulations as described in Section 2.5. The kinetic energy of 
each sheared system has been maintained at a value Et = 1.50 throughout 
by the use of a similar velocity rescaling procedure used to maintain 
isokinetic conditions in the previously described non-equilibrium 
hard-sphere simulations. The equilibrium behaviour of the colloidal- 
sphere model described in Chapter 3 suggests the system to exhibit an 
order-disorder transition within the reduced-density range studied here. 
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Each series of simulations originated with a static, steady 
state configuration of the desired reduced-density. These starting 
configurations were produced by the densification of an equilibrated, 
amorphous system at a reduced-density pt = 0.30 to the desired value. 
A densification rate of (da/dt)t 0.001 was used in each case. The 
densification procedure has been described in Section 2.4. 
On arrival at the desired reduced-density value, steady state conditions 
were judged to have been achieved after, typically 5000 time increments 
of Att = 0.001. The vast majority of simulations have involved a 
system size of N= 500 particles. A less extensive study upon systems 
containing N= 256 and N= 864 particles has also been performed in 
order to determine any system-size dependency. 
Following the initiation of shearing conditions, several thousand 
time increments were allowed for the system to reattain steady state 
conditions. Reattainment of steady state conditions was deemed to be 
complete in each case when monitored system properties were judged to 
be absent of any drift in value when observed over tt % 1.00. The 
results of these monodisperse non-equilibrium simulations expressed 
as 'isokinetic' reduced quantities defined in Table 2.1.1 can be found 
in Tables 5.1.1 - 5.1.3. Estimates of the uncertainty associated with 
each data point calculated as the standard deviation of several indepen- 
dent sub-averages are once- again quoted in parentheses. 
Much of the interesting behaviour exhibited by the sheared isokinetic 
colloidal-sphere system over the density range studied occurs at relatively 
low shear rates as compared to the wider shear rate range studied. 
For this reason the behaviour of the system up to a shear rate it = 12.50 
is represented in the first three figures of this chapter. Figure 5.3.1 
demonstrates the qualitative similarity of the sheared colloidal-sphere 
system pressure to that of the sheared hard-sphere model under isokinetic 
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conditions. Two distinct pressure branches may be observed at each density 
studied. These branches correspond to amorphous and ordered system config- 
urations, once again providing supporting evidence for the explanation of 
the observed behaviour in terms of a perturbation of the equilibrium phase 
behaviour. The position of this pressure discontinuity tends towards lower 
shear rates with increasing system density. In the thermodynamic limit 
this transition should disappear at a density corresponding to the equili- 
brium freezing transition. A further observation that can be made from 
Figure 5.1.1 is the increasing pressure difference across the transition 
with increasing system density. This trend possibly reflects increased 
metastability in the transition region at higher densities. 
Total energy of the sheared colloidal-potential system, as plotted 
in Figure 5.3.2 exhibits a similar pattern of behaviour as that shown for 
system pressure in Figure 5.3.1, i. e. a discontinuity of decreasing mag- 
nitude, occurring at higher shear rates with decreasing system density. 
Since isokinetic conditions are maintained throughout, any change in total 
energy is directly attributable to a change in potential energy ot. 
The viscosity of the sheared isokinetic colloidal-sphere system at 
relatively low shear rates is plotted in Figure 5.1.3 for each density point. 
At the highest reduced density point studied pt = 0.80, viscosity decreases 
rapidly at very low shear rates before levelling off to a transient plateau 
value. A further sharp viscosity increase occurs, originating at a shear 
rate corresponding to the pressure and internal energy discontinuity shown 
in Figures 5.1.1 and 5.1.2 respectively. A similar trend is observed in 
the isokinetic flow curve, at a density pt = 0.70, but with less abrupt 
viscosity decreases with increasing shear rate. At the lowest reduced 
density pt = 0.60, the sharp viscosity increase at vanishing shear 
rate exhibited by the higher density systems is not evident from the 
present data. 
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The abrupt changes in system properties at finite shear rates may 
be explained in terms of shear-induced changes in the system micro- 
structure. Configurational plots demonstrating these structural changes 
will be presented in Section 5.3, where the results of these isokinetic 
simulations will be scaled to allow comparsion with experimental obser- 
vations of dense suspension rheology. 
The behaviour of system pressure, internal energy and viscosity of 
the sheared isokinetic colloidal-sphere system is plotted over the whole 
- shear rate range studied, on a logarithmic scale in Figures 5.1.4 - 5.1.6 
respectively. Beyond the discontinuity discussed earlier, system pressure 
and internal energy exhibit a general upward trend with increasing shear 
rate. The rate of increase is much greater for the highest reduced density 
studied, i. e. pt = 0.80. Viscosity however, exhibits an overall decrease 
with increasing shear rate. One notable exception to this overall viscosity 
decrease is the system at a reduced density pt = 0.80 which exhibits an 
extremely sharp viscosity increase at the highest shear rate point studied, 
it = 75.00. A similar abrupt viscosity increase at high shear rates has 
121). (4) (been 
reported for the soft-sphere and Lennard-Jones systems 
Despite studying the lower density colloidal-potential systems to much 
higher shear rates, no evidence of any abrupt viscosity increase could 
be observed. 
A further interesting aspect of the sheared colloidal system behaviour 
is evident from the properties of the system at a reduced density pt = 0.60. 
At a shear rate it = 30.00 (log it = 1.477) a small, sharp increase may be 
observed in pressure, internal energy and viscosity. Consideration of snap- 
shot configurational plots of the system microstructure at a shear rate just 
before (it = 25.00; log it = 1.398) and a shear rate corresponding to 
0t= 30.00; log it = 1.477) this distontinuity allows us to gain an insight 
into the origins of this observed behaviour. 
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These configurational plots. are similar to those used 
to illustrate the microscopic state of the sheared hard-sphere system 
in Chapter 3. Although the explanatory notes accompanying the configu- 
rational plots given previously will not be repeated, they are equally 
applicable to the plots to be presented here and in later sections of 
this chapter. Figure 5.1.7 shows a set of three orthogonal configurational 
plots of the colloidal-sphere system at a density pt = 0.60 and a shear 
rate it = 25.00. An illustration of the orthogonal viewpoints with res- 
pect to the direction of flow and velocity gradient can be found in 
Figure 3.5.5. Consideration of the particle configuration from the 
xy viewpoint in Figure 5.1.7 shows the system microstructure to have 
adopted a layered arrangement in the x-direction. When viewed from the 
xz-viewpoint however, the system appears to exhibit a much lower degree 
of structural order. The remaining configurational plot of Figure 
5.1.7, showing the system as viewed along the yz-plane shows the clearest 
representation of the system microstructure at a shear rate it = 25.0. 
The system is demonstrated to have formed a highly ordered arrangement 
over the bulk of the central simulation cell. In this ordered region 
flow is facilitated by the translation of particles along streamlined 
cylinders bounded by neighbouring cylinders. The lower region of the 
simulation cell as viewed from the yz-direction, however, may be clearly 
seen to exhibit a disordered structure. It would appear that the 
crystalline arrangement originally adopted is incompatible with the 
geometric constraints of the central simulation cell. 
Figure 5.1.8 shows a similar set of configurational plots at 
a shear rate it = 30.0, corresponding to the discontinuity in system 
properties represented in Figures 5.1.4 - 5.1.6. Consideration of 
the system microstructure from both xy ana xz-viewpoints shows the 
system to exist as tightly packed layers in the direction of flow. 
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FIGURE 5.1.7: Configurational Plots of the Sheared Isokinetic 
Monodisperse Colloidal-Sphere Model with a Reduced 
Density pt = 0.60 at a Shear Rate it = 25.0. This 
Shear Rate Corresponds to the Point Immediately 
Prior to the Discontinuity in System Properties at 
Intermediate Shear Rates Demonstrated in Figures 
5.1.4 - 5.1.6. 
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FIGURE 5.1.8: Configurational Plots of the Sheared Isokinetic 
Monodisperse Colloidal-Sphere Model with a Reduced 
Density pT = 0.60 at a Shear Rate jý+ = 30.0. This 
Shear Rate Corresponds to the Point Immediately 
After the Discontinuity in System Properties at 
me med'ate Shear Rates Demonstrated in Figures 
. 1. 
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Examination of the system from the remaining yz-viewpoint shows the 
system to have adopted a very highly-ordered structure. A co-operative 
particle rearrangement has occurred, in order to accommodate the whole 
system as an ordered arrangement within the confines of the central 
simulation cell. From the information presently available, it is not 
possible to elucidate the origin of the observed shear induced structural 
rearrangement any further. The geometry of the central simulation cell 
with respect to the ordered arrangement adopted however, appears to 
affect the preferred system microstructure. Experimental suspensions 
of well-characterised colloidal lattices, at equilibrium have been 
observed to order into face-centre-cubic (fcc) arrangements129 
Body-centre-cubic (bcc) arrangements are known to be unstable with 
respect to slippage along one plane. It seems reasonable to assume 
that the ordered arrangement showing instability with respect to slip 
at equilibrium, will become the preferred arrangement under shearing 
conditions. Consequently, it is tempting to speculate that the behaviour 
of the colloidal-sphere system at a density pt = 0.60 is attributable 
to a shear induced fcc-bcc polymorphic transition. 
Number-dependency checks have been performed for the colloidal- 
sphere system at a reduced density pt = 0.70 at selected shear rate 
points. The results for systems containing N= 256 and N= 864 parti- 
cles are presented in Tables 5.1.4 and 5.1.5 respectively. Comparisons 
of the pressure, internal energy and viscosity exhibited by the three 
system sizes studied are made in Figures 5.1.9 - 5.1.11 respectively. 
The most striking difference which can be observed from these comparisons 
is the sudden large increase in all three properties of the largest 
system at a shear rate it = 75.0. This sudden abrupt increase resembles 
the behaviour of the colloidal-sphere system at a reduced density 
t 
p=0.80 (see Figures 5.1.4 - 5.1.6). Attempts to study the (N = 864; 
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Pt=0.70) system at even higher shear rates were similarly fraught 
with difficulties due to non-equilibration of the system to steady, 
state conditions. Less dramatic discrepancies between the properties 
of different sized systems can be observed at lower shear rates. From 
the available data however, there is no positive evidence of any corre- 
lation between system size and observed behaviour. 
5.2 Polydisperse Non-Equilibrium Simulation Results 
Two colloidal-sphere systems, each containing N= 500 particles 
and differing only in the degree of polydispersity (defined in Equation 
(2.4.12) have been studied through a series of simulations as described 
in Chapter 2. In each system the hard-core packing fraction, y, was 
set equal to that of a monodisperse system at a reduced density pt = 0.70, 
i. e. y=0.367. Amorphous initial configurations at this packing fraction 
were created by use of the densification procedure used to create 
amorphous configurations in the monodisperse simulation studies, and 
t 
described in Chapter 2. A densification rate of 
[ dt T=0.001 
was 
used. 
In common with the monodisperse non-equilibrium studies presented 
in the previous section of this chapter, simulations were performed in 
ascending shear rate order. Higher shear rate studies were successively 
started from the product configuration of the previous, lower shear rate 
study. Once again, system kinetic energy was constrained to a value 
t E=1.50 through continuous peculiar velocity rescaling. Values of 
the time increment used varied from Ate = 0.001 at low shear rates 
to At = 0.00005 at the highest shear rates studied. A3x3x3 matrix 
of link cells was used throughout. 
Tables 5.2.1 and 5.2.2 summarise the results of these polydisperse 
simulations. Comparisons of polydisperse system properties with that of 
the monodisperse system at equivalent hard-core packing fraction are 
- 165 - 
made in Figures 5.2.1 - 5.2.3. The pressure behaviour of each system is 
shown to exhibit two well-defined branches separated by a sharp disconti- 
nuity (Figure 5.2.1). Each branch shows an increasing value with increasing 
shear rate. The low shear-rate branch of the three systems are virtually 
superimposable. From the presently available data it is not possible to 
distinguish between the occurrence of the pressure discontinuity of the 5% 
polydisperse and monodisperse systems, the 10% polydisperse system however, 
is clearly shown to undergo a pressure discontinuity at a higher shear rate 
value. These higher shear rate pressure branches diverge with increasing 
shear rate, higher pressures being exhibited by more polydisperse systems. 
Qualitatively similar behaviour may be observed by the internal-energy- 
shear rate relationship, which is plotted in Figure 5.2.2. 
The viscosity exhibited by each of the isokinetic colloidal-sphere 
systems as a function of shear rate is plotted in Figure 5.2.3. At 
low shear rates the viscosity is shown to be relatively independent of 
polydispersity for the narrow particle size distributions considered 
here. A sharp viscosity decrease is exhibited by each system at a 
shear rate which increases with the degree of polydispersity. At inter- 
mediate shear rates the viscosity of each system exhibits a general 
downward trend with increasing shear rate. A noticeable difference 
however, exists between the viscosity of each system in this shear 
rate regime; viscosity increasing with polydispersity. Figures 5.2.4 
and 5.2.5 show a set of configurational plots for the monodisperse and 
10% polydisperse systems at a shear rate Yt = 10.0. Figure 5.2.5 
demonstrates the inability of the polydisperse system to pack efficiently 
into streamlined cylinders, as compared to the corresponding monodisperse 
case (Figure 5.2.4). The higher viscosities of systems with increasing 
polydispersity in these studies can thus be explained in terms of this 
inefficient packing. An abrupt viscosity increase is shown by each of 
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the polydisperse systems at higher shear rates. The shear rate 
corresponding to the onset of this viscosity increase decreases 
markedly with increasing polydispersity. 
The results presented in this section confirm that the trends 
previously reported(46,49,50) for equilibrium systems, i. e. that the 
introduction of a narrow degree of polydispersity into a system de- 
stabilizes the ordered phase with respect to the disordered phase, 
are equally applicable to sheared systems. Implications of this 
observation with respect to dense suspension rheology will be discussed 
in the following section. 
5.3 Applications to Dense Suspension Rheology 
From the scaling argument presented in Section 3.4, it is evident 
that the shear rate dependent behaviour of an isokinetic system of model 
particles bears little resemblance to that of experimentally sheared 
suspensions. In order to make a qualitative comparison of the behaviour 
observed in isokinetic non-equilibrium simulations with the observed 
rheology of dense suspensions it is necessary to express the results in 
the appropriately reduced form. Woodcock(65) has proposed such a set of 
reduced quantities which comprise parameters that are constant in a 
sheared model hard-sphere suspension, i. e. particle mass (m), diameter 
(a) and frictional constant (c). These 'Stokesian' reduced quantities, 
together with their relationship to conventional 'isokinetic' reduced 
units (Table 2.1.1) have already been presented in Table 3.4.1. 
Conversion of system properties expressed as 'isokinetic' reduced 
quantities to the 'Stokesian' reduced form requires a knowledge of the 
effective friction constant, ct, as a function of shear rate. 
It is possible to derive an expression for the effective friction 
$ 
constant from a consideration of the energy balance for a sheared iso- 
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kinetic hard-sphere system 
(65) 
, i. e. 
3N Eo <f (t) -1>=<, fzV dt > (5.3.1) 
The left hand side of Equation (5.3.1) refers to the energy removed 
by velocity rescaling, whilst the right hand side represents the viscous 
heating of the system. 
Rearranging the above equation, and substituting for: 
C dt = f(t) -1 (5.3.2) 
leads to the following expression for C when expressed in 'isokinetic' 
units: 
t Wit? c=t 
3p 
(5.3.3) 
Equation (5.3.2) is strictly only applicable for estimating the 
effective friction constant of the sheared hard-sphere system, where the 
energy is entirely kinetic. A short series of simulations have been 
performed in order to estimate Ct at selected shear rate points. These 
simulations have utilised product configurations of the non-equilibrium 
colloidal-sphere simulations discussed in Section 5.3.1. A comparison of 
the effective rescaling coefficient obtained from these simulations with 
that predicted from Equation (5.3.2) is made in Figure 5.3.1. Since good 
agreement may be observed between the estimated and simulation results, 
the use of the former to convert the present simulation results into 
'Stokesian' reduced quantities would, to a first approximation appear 
to be valid. 
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Figure 5.3.2 shows the predicted osmotic internal energy behaviour 
of the sheared colloidal-sphere suspension at the three density points 
studied. Qualitatively the behaviour resembles that of the sheared hard- 
sphere suspension plotted in Figure 3.5.2. In general the osmotic internal- 
energy may be observed to increase rapidly with advancing shear rate. 
Each system exhibits a discontinuity towards the higher end of the 
Stokesian shear rate range studied. This discontinuity stems from the 
same shear-induced structural transition responsible for the non-linear 
behaviour observed in the isokinetic results presented in Section 5.1. 
The changing ordered arrangement of the system with a reduced density 
pt = 0.60 which was demonstrated in Figures 5.1.7-5.1.8 is responsible 
for the low Stokesian shear rate discontinuity in Figure 5.3.2. Osmotic 
pressure of the sheared colloidal-sphere suspension is similarly shown to 
exhibit an overall rapid increase with increasing shear rate. Structural 
rearrangements at varying shear rate points are again responsible for 
discontinuities in system properties. 
se Values of the shear rate dependent relative viscosity, nr, have 
been estimated from Equation (3.5.1), which was also used to calculate 
the relative viscosity of the hard-sphere suspension. Flow curves at 
each system density appear in Figure 5.3.4, demonstrating that higher 
density systems are observed to undergo a shear thickening transition 
at lower shear rates. Barnes(119) has recently published a review of 
the experimental rheology literature concerning the shear thickening 
behaviour of dense suspensions. The general trends at varying values, 
of suspended phase-volume are embodied in Figure 5.3.5, which has been 
reproduced from Reference (119). Decreasing vlaues of the 'critical' 
shear rate, corresponding to the onset of shear thickening as suspended 
phase-volume increases is in good qualitative agreement with the findings 
of the present work. 
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A Qualitative Agreement with Figure 5.3.4 may be 
noted. 
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In order to illustrate the microstructure responsible for the 
properties of the sheared colloidal-sphere suspension presented in 
Figures 5.3.2 - 5.3.4, a set of orthogonal configurational plots of 
the systems at a reduced density pt = 0.70 and differing shear rate 
points are presented in Figures 5.3.6 - 5.3.7. The highly ordered 
structure of the system at the lower end of the Stokesian shear rate 
range studied is demonstrated in Figure 5.3.6. The highly anisotropic 
nature of diffusivity and osmotic pressure shown by the hard-sphere 
suspension in this shear rate regime is equally applicable to the 
sheared colloidal-sphere suspension. Figure 5.3.7 shows this ordered 
structure to have been completely disrupted in the higher shear rate 
regime in Figures 5.3.2 - 5.3.4. 
Hysteresis is commonly encountered in experimentally determined 
dense suspension flow curves due to the shear history dependence of 
dense suspension properties. A typical flow curve that might be 
obtained from an experimental study in which a cyclic shear rate is 
imposed upon the system is presented in Figure 5.3.8. The observed 
viscosity during the initial increasing shear rate period exhibits a 
lower value than during the subsequent period of decreasing shear rate. 
Figure 5.3.4 shows the existence of two viscosity branches corresponding 
to the ordered and disordered system microstructure illustrated in 
Figures 5.3.5 and 5.3.6 respectively. Metastability of the system 
around the discontinuity separating these viscosity branches provides 
a plausible explanation of flow curve hysteresis. 
The effects of a narrow degree of polydispersity upon the shear 
behaviour of the colloidal-sphere suspension are represented in Figures 
5.3.9 - 5.3.11. At higher Stokesian shear rates corresponding to an 
amorphous microstate, total osmotic internal energy and osmotic pressure 
is observed to be independent of the narrow degrees of polydispersity 
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considered here. Only at the lower end of the Stokesian shear rate 
range do these system properties show significant differences; both 
properties increasing with polydispersity. This increase reflects the 
destabilization of the ordered microstructure as polydispersity increases. 
The decreasing stability of the ordered state leads to a reduction 
in 'critical' shear rate with increasing polydispersity (Figure 5.3.11). 
Despite the considerable effort that has been expended towards the pro- 
duction of experimental monodisperse suspensions of colloidal particles, 
the synthesis of suspensions with levels of polydispersity much below 
the highest level considered here is not yet possible. Comparison of 
the behaviour shown in Figure 5.3.11 with experimental findings is 
consequently not possible as yet. 
Computer simulation studies of any macroscopic phenomena must 
ultimately provide a quantitative agreement with any experimentally 
measurable properties of the material under scrutiny. The present 
work demonstrates the ability of particulate dynamics simulations to 
provide a qualitative description of many aspects of dense suspension 
rheology. Of critical importance in the scaling of the present results 
onto experimental data is a knowledge of the frictional forces opposing 
the translation of suspended particles. These frictional forces have 
been shown to determine the time scale for dynamical events and hence- 
forth to dominate the behaviour of sheared solid-liquid suspensions. 
Attempts to scale the results from non-equilibrium studies of the 
soft-sphere potential using Stokes equation to describe the damping of 
particle velocities have failed to map simulation data onto an experi- 
mental flow curve(65). The reasons behind the discrepancy are suspected 
to be largely attributable to the severe deviation of solvent viscosity 
when located in the interstices between suspended particles from the 
'bulk' value substituted into Stokes' equation. Further complications 
- 184 - 
will inevitably arise due to polydispersity, system size effects and 
deviation from particle sphericity. 
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TABLE 5.1.1 
Monodisperse Non-Equilibrium Simulation Results 
N= 500; p' = 0.60 
(K) P p xy 
o) 
E [T] 
mQ 
0 
E° 
U 
E° 
PV 
NE 
° 
xy 
[Eo 
E3 
C 1 
n 
L Q Q 0 0 0.166 1.666 8.00 - _ . (0.002) (0.002) (0.07) 
0.25 0.170 1.670 8.14 - 0.042 - 0.312 1.816 (0.004) (0.004) (0.19). (0.050) (0.162) (0.645) 
0.50 0.174 1.674 8.31 - 0.035 - 0.756 1.582 (0.006) (0.006) (0.25) (0.012) (0.182) (0.321) 
1.0 0.186 1.686 8.64 - 0.073 - 1.509 1.582 (0.008) (0.008) (0.26) (0.022) (0.259) (0.099) 
2 0 0.201 1.701 9.24 - 0.099 - 2.773 1.436 . (0.010) (0.010) (0.31) (0.021) (0.230) (0.119) 
3 0 0.219 1.719 10.43 - 0.155 - 2.421 0.859 . (0.011) (0.011) (0.49) (0.017) (0.214) (0.077) 
4 0 0.225 1.725 10.80 - 0.202 - 3.025 0.807 . (0.015) (0.015) (0.69) (0.027) (0.292) (0.075) 
5 0 0.243 1.743 11.65 - 0.236 - 3.493 0.746 . (0.011) (0.011) (0.50) (0.021) (0.290) (0.060) 
0 6 0.207 1.707 10.10 - 0.218 - 2.730 0.491 . (0.007) (0.007) (0.31) (0.011) (0.170) (0.042) 
7.0 0.198 1.698 9.73 - 0.221 - 2.550 0.396 (0.009) (0.009) (0.42) (0.020) (0.173) (0.026) 
8.0 0.204 1.704 10.11 - 0.221 - 2.650 0.359 (0.009) (0.009) (0.42) (0.017) (0.135) (0.017) 
10.0 0.208 1.708 10.32 - 0.215 - 2.573 0.279 (0.006) (0.005) (0.29) (0.018) (0.160) (0.017) 
12.5 0.216 1.716 10.80 - 0.198 - 2.562 0.221 (0.009) (0.009) (0.42) (0.025) (0.192) (0.016) 
continued ...... 
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TABLE 5.1.1 continued ...... 
(K) P P (o) 
xv xy n 
Eo 0 U Py Eoi L po)i 
me 
2 E° E0 N E° 
[ 
Q3 
[ ] 
03 J 
[a1 
0 15 0.224 1.724 11.19 - 0.196 - 2.547 0.183 . (0.009) (0.009) (0.41) (0.015) (0.167) (0.011) 
20.0 0.242 1.742 12.20 - 0.167 - 2.540 0.135 (0.016) (0.016) (0.75) (0.030) (0.247) -(0.013) 
25 0 0.264 1.764 13.32 - 0.168 - 2.658 0.113 . (0.020) (0.020) (0.97) (0.043) (0.328) (0.014) 
30 0 0.618 2.118 30.82 - 0.278 - 5.756 0.201 . (0.023) (0.023) (1,17) (0.008) (0.343) (0.012) 
35 0 0.599 2.099 30.12 - 0.278 - 5.315 0.160 . (0.019) (0.019) (0.96) (0.014) (0.287) (0.008) 
40 0 0.603 2.103 30.63 - 0.271 - 5.210 0.137 . (0.016) (0.016) (0.86) (0.011) (0.278) (0.007) 
50.0 0.584 2.084 30.22 - 0.271 - 5.027 0.106 (0.014) (0.014) (0.75) (0.013) (0.210) (0.004) 
60 0 0.563 2.063 29.40 - 0.281 - 4.882 0.086 . (0.020) (0.020) (1.09) (0.022) (0.277) (0.006) 
80.0 0.529 2.029 28.28 - 0.295 - 4.950 0.066 (0.034) (0.034) (1.70) (0.039) (0.300) (0.004) 
100 0 0.566 2.066 31.21 - 0.268 - 4.967 0.052 . (0.040) (0.040) (2.89) (0.030) (0.831) (0.011) 
120 0 0.600 2.100 32.71 - 0.261 - 5.427 0.047 . (0.041) (0.041) (2.37) (0.025) (0.690) (0.006) 
150 0 0.707 2.207 38.78 - 0.239 - 6.408 0.044 . (0.038) (0.038) (2.34) (0.030) (1.009) (0.006) 
200 0 1.173 2.673 65.47 - 0.144 -10.070 0.051 . (0.149) (0.149) (10.91) (0.051) (5.047) (0.019) 
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TABLE 5.1.2 
Monodisperse Non-Equilibrium Simulation Results 
N= 500; p' = 0.70 
P (K) P (0) `! Xy n 
E. 1 0 U PV r LO 'I E° (mE0 )i 
L ma 
2 
E° E° N E° 
La3J 
L °3J 
L 
77- 
0.0 0.259 1.759 12.60 - _ - (0.023) (0.023) (0.09) 
0 25 0.287 1.787 13.11 - 0.021 - 1.027 4.192 . (0.004) (0.004) (0.19) (0.019) (0.111) (0.448) 
0 50 0.300 1.800 13.69 - 0.037 - 1.767 3.608 . (0.006) (0.006) (0.28) (0.013) (0.143) (0.291) 
1 0 0.335 1.835 15.19 - 0.068 - 3.048 3.116 . (0.008) (0.008) (0.34) (0.011) (0.144) (0.146) 
0 2 0.434 1.934 15.40 - 0.147 - 3.812 1.980 . (0.014) (0.014) (0.75) (0.020) (0.323) (0.144) 
3 0 0.520 2.020 23.46 - 0.179 - 7.623 2.601 . (0.014) (0.014) (0.65) (0.030) (0.341) (0.141) 
4 0 0.418 1.918 19.12 - 0.208 - 5.195 1.351 . (0.015) (0.015) (0.66) (0.021) (0.307) (0.079) 
5 0 0.404 1.904 18.59 - 0.252 - 4.818 1.014 . (0.008) (0.008) (0.38) (0.013) (0.236) (0.046) 
6 0 0.408 1.908 18.89 - 0.255 - 4.867 0.854 . (0.013) (0.013) (0.59) (0.011) (0.259) (0.044) 
8 0 0.461 1.961 21.39 - 0.295 - 5.295 0.699 . (0.009) (0.009) (0.43) (0.011) (0.306) (0.039) 
10 0 0.486 1.986 22.69 - 0.313 - 5.626 0.594 . (0.011) (0.011) (0.52) (0.014) -(0.198) (0.020) 
12.5 0.558 2.058 26.17 - 0.314 - 6.068 0.511 (0.021) (0.021) (0.97) (0.015) (0.211) (0.018) 
15.0 0.630 2.130 29.66 - 0.297 - 6.326 0.442 (0.032) (0.032) (1.46) (0.011) (0.216) (0.014) 
continued ...... 
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TABLE 5.1.2 continued ...... 
P (K) P (0) n xý Xy 
Eo U PV (' jo j' E (mEo)1 [ 
mc 
Eo Eo N Eo L Q° L Qý Qz J 
11 5 0.706 2.206 33.31 - 0.272 - 6.483 0.386 . (0.030) (0.030) (1.41) (0.007) (0.308) (0.018) 
20 0 0.804 2.304 38.41 - 0.283 - 7.055 0.367 . (0.032) (0.032) (1.88) (0.029) (0.276) (0.015) 
0 25 0.890 2.390 42.69 - 0.276 - 7.333 0.304 . (0.019) (0.019) (0.88) (0.007) (0.103) (0.004) 
0 30 0.968 2.468 46.79 - 0.254 - 7.267 0.251 . (0.017) (0.017) (0.83) (0.007) (0.210) (0.007) 
0 35 1.028 2.528 49.95 - 0.240 - 7.119 0.210 . (0.022) (0.022) (1.09) (0.010) (0.328) (0.009) 
40 0 1.082 2.582 52.87 - 0.227 - 6.998 0.181 . (0.028) (0.028) (1.54) (0.010) (0.174) (0.007) 
50 0 1.161 2.661 57.05 - 0.199 - 6.574 0.135 . (0.164) (0.164) (0.78) (0.007) (0.159) (0.003) 
0 60 1.161 2.661 58.02 - 0.193 - 6.058 0.104 . (0.147) (0.147) (1.18) (0.010) (0.281) (0.004) 
80 0 1.146 2.646 57.51 - 0.208 - 5.745 0.074 . (0.057) (0.057) (3.81) (0.025) (0.435) (0.005) 
100 0 1.055 2.555 52.97 - 0.255 - 5.664 0.059 . (0.032) (0.032) (1.75) (0.026) (0.494) (0.005) 
120 0 1.097 2.597 55.60 - 0.232 - 5.682 0.049 . (0.067) (0.067) (3.82) (0.051) (0.670) (0.006) 
140 0 1.170 " 2.670 59.80 - 0. -176 - 5.581 0.041 . (0.037) (0.037) (2.13) (0.034) (0.831) (0.006) 
150 0 1.153 2.653 59.28 - 0.260 - 6.645 0.046 . (0.085) (0.085) (4.83) (0.065) (0.967) (0.007) 
175.0 1.332 2.832 68.95 - 0.171 - 7.105 0.042 (0.103) (0.103) (6.42) (0.073) (2.023) (0.017) 
200.0 1.457 2.977. 77.25 - 0.146 - 8.570 0.044 (0.096) (0.096) (6.94) (0.050) (3.020) (0.015) 
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TABLE 5.1.3 
Monodisperse Non-Equilibrium Simulation Results 
N= 500; p' = 0.80 
P (K) (0) PX Xy y n 
Eo U PV Eo o 
(mEo) 
[ 
] 
MG2 
E0 E0 N E0 
Q3 L. Q3 J 
Q2 
J 
0 0 0.373 1.873 17.25 _ _ _ . (0.004) (0.004) (0.15) 
0 25 0.597 2.097 26.44 - 0.007 - 3.036 12.172 . (0.013) (0.013) (0.57) (0.004) (0.185) (1.407) 
0 50 0.675 2.175 29.85 - 0.023 - 4.893 9.832 . (0.014) (0.014) (0.60) (0.010) (0.244) (0.498) 
1 0 0.870 2.370 38.44 - 0.041 - 8.837 8.878 . (0.020) (0.202) (0.90) (0.006) (0.324) (0.3 5) 
2 0 1.424 2.924 63.66 - 0.089 -18.844 9.467 . (0.083) (0.083) (3.82) (0.009) (1.470) (0.735) 
3 0 0.598 2.098 26.96 - 0.257 - 8.980 3.079 . (0.031) (0.031) (1.32) (0.119) (0.194) (0.065) 
4 0 0.701 2.201 32.43 - 0.303 -10.155 2.615 . (0.029) (0.029) (1.84) (0.030) (0.433) (0.109) 
5 0 0.741 2.241 33.69 - 0.417 -11.421 2.368 . (0.032) (0.032) (1.49) (0.020) (0.716) (0.132) 
6 0 0.814 2.314 37.15 - 0.437 -12.303 2.123 . (0.031) (0.031) (1.38) (0.017) (0.450) (0.074) 
8 0 0.952 2.452 43.91 - 0.470 -13.793 1.783 . (0.035) (0.035) (1.61) (0.022) (0.494) (0.086) 
10 0 1.188 2.688 55.10 - 0.502 -16.035 1.654 . (0.035) (0.035) (1.61) (0.024) (0.556) (0.056) 
12 5 1.646 3.146 77.65 - 0.499 -21.490 1.759 . (0.053) (0.053) (2.62) (0.014) (0.978) (0.078) 
15.0 2.327 3.827 112.12 - 0.485 -28.518 1.934 (0.159) (0.159) (7.73) (0.016) (0.968) (0.064) 
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TABLE 5.1.3 continued ...... 
P (K) (0) P Y Xy Xy 
E012 0 U PV F Ea -ý LO r(mE0 ) 
C ma zf E0 E0 N ED LQsf LSJ jas 
17 5 3.133 4.633 152.68 - 0.445 - 34.913 2.020 . (0.211) (0.211) (10.54) (0.008) (1.669) (0.096) 
20 0 3.156 4.656 155.01 - 0.421 - 34.365 1.739 . (0.103) (0.103) ( 5.29) (0.009) (1.263) (0.063) 
25 0 4.771 6.271 241.75 - 0.373 - 45.310 1.827 . (0.405) (0.405) (21.30) (0.021) (2.006) (0.080) 
0 30 9.318 10.818 496.72 - 0.306 - 78.726 2.619 . (0.447) (0.447) (25.50) (0.011) (3.447) (0.115) 
40 0 13.396 14.896 736.64 - 0.252 -104.591 2.621 . (0.996) (0.996) (59.00) (0.011) (7.557) (0.196) 
50 0 19.123 20.623 1087.4 - 0.208 -114.911 2.302 . (0.210) (0.210) (73.3) (0.008) (4.576) (0.092) 
60 0 25.723 27.223 1503.1 - 0.162 -134.726 2.248 . (1.759) (1.759) (115.5) (0.009) (6.856) (0.114) 
70 0 24.681 26.181 1432.2 - 0.152 -126.467 1.809 . (1.943) (1.943) (119.4) (0.020) (9.718) (0.142) 
75 0 242.62 244.12 17502 - 0.378 - 1242 16.56 . (50.16) (50.16) (3980) (0.037) (56.00) (0.87) 
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TABLE 5.1.4 
Monodisperse Non-Equilibrium Simulation Results 
N= 256; o' = 0.70 
p (K) (ý) P Y Xy n. 
Eo 0 U PV Eo1 Eo (mE0) 
C2 E0 E0 N E0 [ Q3 Li Q2 L 
0 0.274 1.774 12.57 (0.005) (0.005) (0.21) 
0 5 0.305 1.805 13.89 - 0.032 - 1.789 
3.642 
. (0.006) (0.006) (0.27) (0.009) (0.145) (0.209) 
0 1 0.343 1.843 15.50 - 0.069 - 
3.153 3.222 
. (0.008) (0.008) (0.34) (0.009) (0.210) (0.205) 
2 0 0.404 1.904 18.29 - 0.125 - 
5.157 2.641 
. (0.028) (0.028) (1.24) (0.011) (0.659) (0.332) 
5 0 0.319 1.819 
14.97 - 0.208 - 3.487 0.739 
. (0.008) (0.008) (0.38) (0.027) (0.169) (0.036) 
0.637 2.137 29.58 - 0.324 - 7.218 0.754 10.0 (0.048) (0.048) (2.20) (0.027) (0.651) (0.066) 
0.834 2.334 39.70 - 0.268 - 7.183 0.373 20.0 (0.063) (0.063) (3.02) (0.019) (0.431) (0.022) 
1.095 2.595 53.52 - 0.190 - 5.947 0.123 50.0 (0.087) (0.087) (4.11) (0.045) (0.389) (0.008) 
1.641 3.141 81.83 - 0.111 - 5.392 0.055 100.0 (0.134) (0.134) (7.08) (0.036) (0.055) (0.010) 
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TABLE 5.1.5 
Monodisperse Non-Equilibrium Simulation Results 
N= 864; Q' = 0.70 
Y pXy(l() pXy(0) 
E° -, i 
L z E 
u 
E 
PV 
NE 
F E° 
3 
° 
3 
(mE°) C 
21 ma j ° ° LQ J LQ Q 
0 0 0.273 1.773 12.51 . (0.003) (0.003) (0.13) 
0 5 0.300 1.800 13.69 - 0.330 - 1.726 4.112 . (0.006) (0.006) (0.25) (0.010) (0.104) (0.214) 
0 1 0.341 1.841 15.44 - 0.698 - 3.182 3.880 . (0.006) (0.006) (0.26) (0.010) (0.125) (0.135) 
0 2 0.435 1.935 19.64 - 0.126 - 5.787 2.957 . (0.016) (0.016) (0.69) (0.010) (0.296) (0.150) 
0 5 0.317 1.817 14.67 - 0.136 - 3.168 0.661 . (0.008) (0.008) (0. "36) (0.007) (0.066) (0.014) 
10 0 0.350 1.850 16.38 - 0.148 - 3.409 0.356 . (0.010) (0.010) (0.45) (0.023) (0.133) (0.015) 
20 0 0.491 1.991 23.11 - 0.116 - 3.678 0.190 . (0.032) (0.032) (1.47) (0.024) (0.238) (0.012) 
50 0 565.4 566.9 43307 - 0.358 - 13724 274.5 . (93.8) (93.8) (7723) (0.046) (3093) (61.8) 
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TABLE 5.2.1 
5% Polvdisperse Non-Equilibrium Simulation Results 
N= 500 
p (K) (41) p 
Xy Yy n 
[E] 2 E 
U 
E 
PV 
NE 
Fo1 
3 
o 
3I 
(mE0 ) 
' 2 M Q 0 0 LQ J L 3 L 
0 0 0.274 1.774 12.61 . (0.010) (0.010) (0.16) 
0 1 0.336 1.836 15.26 - 0.072 - 3.049 
3.121 
. (0.016) (0.016) (0.67) (0.011)-, (0.278) (0.277) 
0 2 0.434 1.934 19.34 - 0.118 - 5.939 3.029 . (0.023) (0.023) (0.23) (0.015) (0.564) (0.284) 
3 0 0.594 2.094 26.86 - 0.167 - 9.073 3.080 . (0.033) (0.033) (1.47) (0.024) (0.708) (0.236) 
4 0 0.374 1.874 18.45 - 0.174 - 4.843 1.254 . (0.044) (0.044) . (0.74) (0.027) 
(0.299( (0.076) 
0 5 0.408 1.908 18.88 - 0.236 - 4.984 1.044 . (0.011) (0.011) (0.49) (0.023) (0.232) (0.049) 
0 6 0.430 1.930 20.04 - 0.277 - 5.371 0.941 . (0.008) (0.008) (0.38) (0.016) (0.170) (0.030) 
0 8 0.487 1.987 23.11 - 0.320 - 6.239 0.820 . (0.012) (0.012) (1.36) (0.017) (0.221) (0.028) 
0 10 0.537 2.037 -25.53 - 0.341 - 7.086 0.743 . (0.010) (0.010) (0.47) (0.013) (0.200) (0.021) 
12 5 0.612 2.112 29.39 - 0.345 - 
7.924 0.662 
. (0.009) (0.009) (0.45) (0.007) (0.147) (0.012) 
15 0 0.681 2.181 32.96 - 0.350 - 8.629 0.599 . (0.011) (0.011) (0.54) (0.011) (0.217) (0.015) 
17.5 0.751 2.251 36.67 - 0.353 - 9.344 0.554 (0.018) (0.018) (0.92) (0.014) (0.333) (0.019) 
continued ...... 
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TABLE 5.2.1 continued ...... 
(K) P P (O) `f Xy Xy n 
E U PV E (ý ) 
[ 
] 
ma2 
E° E° N E0 
`Q3 ßO 
[ 
52 
20.0 0.847 2.347 41.59 - 0.332 - 9.989 0.516 (0.024) (0.024) (1.20) (0.012) (0.346) (0.017) 
25.0 1.009 2.509 50.30 - 0.324 -11.400 0.469 (0.023) (0.023) (1.16) (0.015) (0.253) (0.010) 
30.0 1.212 2.712 67.23 - 0.316 -12.672 0.433 (0.054) (0.054) (2.81) (0.016) (0.721) (0.023) 
35.0 1.454 2.954 73.50 - 0.290 -13.710 0.400 (0.062) (0.062) (3.37) (0.014) (0.839) (0.024) 
40.0 1.887 3.387 95.87 - 0.264 -15.541 0.395 (0.062) (0.062) (3.32) (0.013) (0.505) (0.013) 
45 0 2.331 3.831 118.96 - 0.248 -17.368 0.391 . (0.162) (0.162) (9.12) (0.028) (2.133) (0.048) 
0 50 2.816 4.316 145.31 - 0.218 -19.719 0.399 . (0.309) (0.309) (18.14) (0.039) (3.803) (0.076) 
0 55 3.520 5.020 184.20 - 0.204 -23.121 0.424 . (0.414) (0.414) (23.24) (0.038) (3.596) (0.066) 
0 60 154.5 156.0 10907 - 0.269 - 2430 40.50 . (33.9) (33.9) (2611) (0.038) (703) (11.73) 
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TABLE 5.2.2 
10% Polydisperse Non-Equilibrium Simulation Results 
N= 500 
PXY(K) PX (O) 
y n 
E012 
0 13 PV 
° rE E° 
(mE°)t [ 
M52 
E 
o 
E 
o 
NE 
O - L -a 31 
ý 
L a3 
L 
62 
1 
0 0 0.273 1.773 12.57 - - - . (0.008) (0.008) (0.20) 
1 0 0.331 1.831 15.151 - 0.066 - 3.049 3.115 . (0.013) (0.013) (0.576) (0.014) (0.260) (0.271) 
0 2 
0.426 1.926 19.428 - 0.128 - 5.871 3.000 
. (0.025) (0.025) (1.129) (0.027) (0.522) (0.261) 
3 0 
0.551 2.051 25.093 - 0.170 - 8.369 2.846 
. (0.045) (0.045) (2.039) (0.021) (0.926) (0.308) 
0.719 2.219 32.885 - 0.203 -10.998 2.800 4.0 (0.045) (0.045) (2.107) (0.016) (0.812) (0.204) 
5 0 
0.551 2.051 25.60 - 0.239 - 8.284 1.705 
. (0.027) (0.027) (1.24) (0.020) (0.594) (0.118) 
0.578 2.078 27.16 - 0.269 - 8.336 1.434 6.0 (0.036) (0.036) (1.64) (0.015) (0.519) (0.087) 
0.631 2.131 29.99 - 0.298 - 9.009 1.163 8.0 (0.037) (0.037) (1.76) (0.014) (0.526) (0.066) 
10 0 0.760 2.260 
36.60 - 0.325 -10.739 1.106 
. (0.039) (0.039) (1.88) (0.017) (0.469) (0.047) 
1.101 2.601 33.66 - 0.343 -14.946 1.223 12.5 (0.054) (0.054) (2.72) (0.009) (0.724) (0.058) 
2.077 3.577 104.18 - 0.343 -27.252 1.840 15.0 (0.189) (0.189) (10.23) (0.016) (2.635) (0.176) 
17 5 3.837 
5.337 200.16 - 0.322 -49.841 2.866 
. (0.513) (0.513) (28.45) (0.020) (2.869) (0.412) 
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CHAP TER 6 
SUMMARY, MAIN CONCLUSIONS 
AND RECOMMENDATIONS 
FOR FUTURE STUDIES 
The research reported in the preceding chapters of this thesis 
has been aimed at the investigation of the properties of dense solid/ 
liquid suspensions. Of particular interest is the behaviour under 
the effects of a velocity gradient, i. e. the rheological properties 
of these systems. The technological importance of dense suspensions, 
coupled with the great wealth of commonly encountered behaviour has 
led to a sustained research effort spanning many decades. A brief 
summary of some of the more important milestones in the development 
of experimental Theology has been presented in Section 1.2. Despite 
this immense research effort, experimental investigations have not, 
as yet been able to provide a full explanation for the plethora of 
experimentally observed suspension rheology. A completely different 
approach has been adopted in the present study, however. Rheological 
properties of simplified model systems embodying the essential features 
of solid/liquid suspensions have been studied through the use of compu- 
tational particulate dynamics simulation techniques. These techniques 
are based upon molecular dynamics simulations, whose popularity has 
increased dramatically in recent years as a means of investigating 
experimentally inaccessible phenomena. A survey of the relevant mole- 
cular dynamics literature comprises Section 1.3. The basic strategy 
underlying all the simulations described herein has been to restrict 
the complexity of the model systems as far as possible. A study of 
the properties of these simplified systems has been shown to provide 
a unique insight into the corresponding behaviour of experimental systems. 
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Initial studies focussed upon systems of particles interacting 
through the classical hard-sphere potential. The shear rate dependent 
behaviour under conditions of constant kinetic energy has been studied 
using the discontinuous peculiar velocity rescaling technique originally 
described by Erpenbeck(68). New data is presented for hard-sphere 
systems over the reduced density range pt = 0.80 - 1.10, corresponding 
to either side of order-disorder phase transition. At low shear rates 
the viscosity of the isokinetic hard-sphere systems at densities corres- 
ponding to the fluid side of the phase transition (pt = 0.80,0.90) 
are shown to obey a square root shear rate relationship. Estimates 
of the zero shear viscosity at these densities, obtained through the 
extrapolation of this square root relationship are found to be in 
excellent agreement with the previously published data of Alder, Gass 
and Wainwright(ss). At higher densities, the viscosity is observed 
to increase rapidly at vanishing shear rate, reminiscent of a solid- 
like response to a small shear stress. 
At higher shear rates the isokinetic hard-sphere model has been 
observed to exhibit strongly non-linear behaviour. Similar non-linear 
behaviour exhibited by the sheared isokinetic soft-sphere model 
(4) 
has 
been explained in terms of a shear-induced perturbation of the equili- 
brium phase behaviour. Resolution of the kinetic energy, diffusivity 
and pressure of the sheared isokinetic hard-sphere model into orthogonal 
contributions reveals large normal differences in these system properties. 
Further evidence of this shear-induced anisotropy is presented in the 
form of snapshot configurational plots as viewed from mutually perpen- 
dicular viewpoints. The sheared system is clearly shown to have adopted 
a structured arrangement. In order to facilitate the imposed shear 
gradient, particles are arranged in strings parallel to the direction 
of flow. Diffusivity normal to the direction of flow is reduced dras- 
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tically in this regime. 
The kinetic energy shear-rate scaling behaviour of the isokinetic 
hard-sphere model is used in order to make qualitative predictions 
concerning the shear rate dependent behaviour of the model hard-sphere 
suspension. An important consequence of this scaling behaviour is 
that the high shear rate behaviour of the, isokinetic hard-sphere system 
maps onto the low shear rate region of the model hard-sphere suspension 
and vice versa. Consequently, the non-linear behaviour observed in 
this and other isokinetic studies 
(4,77) 
corresponds to the shear thick- 
ening transition commonly exhibited by dense suspensions at high shear 
rates(119) 
Further studies have focussed upon a system of particles interac- 
ting through a novel interparticle potential comprising a repulsive 
skin originating at the surface of a hard-spherical core. This repulsive 
skin is meant to represent the slightly soft interactions resulting 
from diffuse, solvated or stabilizer layers found at the surface of 
real colloidal particles. When expressed as a function of 'effective 
hard-sphere density' to allow for the density contribution from the 
repulsive skin, the fluid branch of this 'colloidal-sphere' model 
equilibrium behaviour is accurately represented by that of the hard- 
sphere model. A simple expression relating adjustable parameters 
in the colloidal-sphere model to an effective hard-sphere diameter 
is presented. Use of this expression allows the equilibrium behaviour 
of variations upon the studied model to be predicted through the alge- 
braic manipulation of the currently available simulation results. 
A study into the effects of incorporating a narrow distribution 
of particle sizes into the simulations has shown that this inevitable 
feature of experimental systems appreciably affects equilibrium prop- 
erties of dense suspensions. In'agreement with the previous findings 
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of Dickinson and co-workers 
(46-49) 
,a small degree of polydispersity 
results in a lowering of the osmotic pressure of the disordered phase 
and an increase in the osmotic pressure of the ordered phase. Clearly 
the equation of state transition width decreases with increasing poly- 
dispersity. 
A series of non-equilibrium simulations have studied the shear 
behaviour of the isokinetic colloidal-sphere model over the reduced 
density range pt = 0.60 - 0.80. Qualitatively, the shear-rate depen- 
dent behaviour has been observed to resemble that of the sheared isokinetic 
hard-sphere model. Further non-equilibrium studies have examined the 
behaviour of the colloidal-sphere model with 5% and 10% polydispersity. 
At these relatively low degrees of polydispersity, the viscosity of 
the isokinetic colloidal-sphere system in the high shear rate region 
is shown to increase when compared to a monodisperse system at equivalent 
packing fraction. The viscosity increase may be explained in terms 
of the inability of mildly polydisperse systems to pack efficiently 
into the streamlined particle 'strings' associated with this flow 
regime. 
A similar kinetic energy shear rate scaling procedure to that used 
for the hard-sphere case has been used in order to make a 'first attempt' 
prediction of the flow properties of the model colloidal-sphere suspension. 
In broad agreement with the predicted properties of the model hard-sphere 
suspension, the observed non-linear behaviour is shown to correspond 
to the high shear rate 'shear thickening' region of the model colloidal- 
sphere suspension flow curve. The inability to scale the present 
results onto experiment arises from the lack of a knowledge of the 
value of an 'effective friction constant' representing the hydro- 
dynamic drag forces opposing particle translation. An estimate of 
this parameter requires a knowledge of the suspension medium viscosity 
whilst contained in the interstices between suspended particles. In 
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concentrated suspensions the dimensions of these interstices will 
be very small indeed, and the relevant viscosity value will differ 
significantly from that of the bulk viscosity. 
Armed with the qualitative predictions concerning the shear 
behaviour-of experimentally inaccessible properties of particulate 
suspensions, it is now possible to postulate a plausible explanation 
for the form of the generalised dense suspension flow curve. A useful 
concept upon which it is possible to base the timescale required for 
structural changes in any system is that of the relaxation time of 
the constituent particles. In the present context this relaxation 
time may be conveniently envisaged as the average time taken for a 
particle to diffuse a distance equivalent to its own diameter. Pre- 
dictions of the properties of the model hard-sphere suspension presented 
in Chapter 3.5 have shown particle diffusivity to decrease rapidly 
with decreasing shear-rate. Ever-lengthening relaxation times conse- 
quently prevail as the shear-rate approaches zero. Indeed, in this 
extremely low shear rate regime, Brownian motion must be solely respon- 
sible for preventing relaxation times from taking on an infinite value. 
Times required for the establishment of steady state conditions in 
this low shear-rate long relaxation time regime will often be well 
outside the time allowed by the experimental rheologist. Actual equi- 
libration times will be dependent upon several factors, including 
particle diameter, suspension medium viscosity, packing fraction of 
the suspended particles and the original state of the sample. The 
low shear-rate behaviour frequently observed experimentally may con- 
sequently be attributed to metastability. Only at higher shear rates, 
when relaxation times have been reduced dramatically, are steady state 
conditions allowed to prevail. Little wonder, then that experimental 
flow curves have been observed to be non-reproducible, or that the 
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rheological behaviour of certain systems described as 'shear history 
dependent'. 
At intermediate shear rates the dense suspension takes on a 
sheared crystalline structure, sometimes referred to as the 'string 
phase'. Evidence for transitions between sheared crystalline configu- 
rations are presented in the current work, but may well be strongly 
influenced by system size (rheometer gap width) effects. The shear 
thickening transition commonly observed for dense suspensions at high 
shear rates corresponds to a shear induced perturbation of the equili- 
brium phase behaviour, which has been observed at low shear rates 
for isokinetic systems. Experimentally this transition is often 
accompanied by shear dilatancy, which is manifested as an increase 
in osmotic pressure in constant volume simulations. 
The potential value of particulate dynamics simulations as a 
complement to experimental techniques in order to elucidate the 
experimental behaviour exhibited by dense suspensions, has hopefully 
been demonstrated by the present work. Ultimately however, computer 
simulation studies should be able to provide a quantitative description 
of experimental behaviour. Progress towards this objective will be 
achieved through advances on both the experimental as well as the 
simulation front. An obvious experimental requirement is the ability 
to produce 'well-characterised' suspensions of monodisperse particles 
of the desired diameter. The production of 'nearly monodisperse' 
systems with particle diameters of several microns is currently possible. 
In order to prepare systems in which the particle relaxation times 
are short enough to allow the attainment of steady state conditions 
in a reasonably short time, particle diameters are required to be 
smaller than this, ideally 1 micron or less. At present the production 
of particles in this smaller size range inevitably leads to increased 
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variation in both particle shape and size. 
Characterisation of the equilibrium properties of these systems, 
for example the osmotic pressure-concentration relationship over the 
entire concentration range would constitute an important advance in 
the study of colloidal suspensions. Given this data it may then be 
possible to tailor the form of the inter-particle interaction through 
the modification of adjustable parameters in the effective pair-potential. 
Brownian motion has been incorporated into computer simulation 
studies of solid/liquid suspensions by several workers(99,101). It's 
incorporation into a Mean-Field Stokesian Dynamics 
(94) 
simulation 
however, where the effective hydrodynamic friction constant controlling 
the damping of particle velocities is maintained at a constant, shear 
rate independent value would presumably allow the study of the low 
shear-rate region of the dense suspension flow curve. 
A recent 'granular dynamics' approach 
(120) 
aimed at the study 
of the flow of dry powders explores the use of a restitution coefficient 
to constrain the system kinetic energy. Collisions between real suspended 
particles are undoubtedly inelastic. Incorporation of such a kinetic 
energy constraint into the simulation of a sheared suspension could 
consequently prove to be a worthwhile avenue to explore. 
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