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Le lemme fondamental ponde´re´. II.
E´nonce´s cohomologiques
Pierre-Henri Chaudouard et Ge´rard Laumon
Re´sume´
Dans cet article, on e´tudie la cohomologie de la fibration de Hitchin tronque´e introduite
dans un article pre´ce´dent. On e´tend les principaux the´ore`mes de Ngoˆ sur la cohomologie de la
partie elliptique de la fibration de Hitchin. Comme conse´quence, on obtient une de´monstration
du lemme fondamental ponde´re´ d’Arthur.
Abstract
In this paper, we study the cohomology of the truncated Hitchin fibration, which was
introduced in a previous paper. We extend Ngoˆ’s main theorems on the cohomology of the
elliptic part of the Hitchin fibration. As a consequence, we get a proof of Arthur’s weighted
fundamental lemma.
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1 Introduction
1.1. L’objet de ce travail, qui fait suite a` [10], est de de´montrer le lemme fondamental ponde´re´.
Cet e´nonce´ a e´te´ conjecture´ par Arthur dans ses travaux sur la stabilisation des traces d’Arthur-
Selberg (cf. conjecture 5.1 de [4]). Il ge´ne´ralise le lemme fondamental de Langlands-Shelstad et
se compose d’une famille d’identite´s combinatoires entre inte´grales orbitales ponde´re´es p-adiques.
Apre`s les travaux de Ngoˆ sur le lemme fondamental, il est le seul ingre´dient manquant dans la
stabilisation de la formule des traces. Selon une strate´gie due a` Langlands, on devrait obtenir,
au moyen de la formule des traces stable, toutes les fonctorialite´s de type «endoscopique». Par
exemple, des travaux en cours d’Arthur devraient donner une classification du spectre automorphe
des groupes classiques en fonction de celui des groupes line´aires ge´ne´raux. Hormis des travaux de
Kottwitz (cf. [21]) et de Whitehouse (cf. [29]), le lemme fondamental ponde´re´ e´tait jusqu’a` pre´sent
un proble`me comple`tement ouvert.
1.2. Plus pre´cise´ment, nous de´montrons une variante en caracte´ristique positive et pour les
alge`bres de Lie de l’e´nonce´ d’Arthur. De plus, pour alle´ger autant que faire se peut l’exposition,
nous nous sommes limite´s dans cet article au cas des groupes de´ploye´s. Le cas ge´ne´ral, qui comprend
aussi les formes «non-standard» dues a` Waldspurger du lemme fondamental ponde´re´, s’obtient
par des me´thodes similaires et sera traite´ ulte´rieurement. Des travaux de Waldspurger (cf. [27] et
[28]) montre que toutes ces variantes du lemme fondamental ponde´re´ impliquent l’e´nonce´ original
d’Arthur pour les groupes sur les corps p-adiques.
1.3. De´sormais, nous re´servons le terme de lemme fondamental ou lemme fondamental ponde´re´
aux variantes pour les alge`bres de Lie en caracte´ristique positive des e´nonce´s originaux. Dans
[24], Ngoˆ a de´montre´ le lemme fondamental ordinaire. Dans son approche, le lemme fondamental
re´sulte d’un e´nonce´ cohomologique sur la partie elliptique de la fibration de Hitchin. De meˆme
ici, le lemme fondamental ponde´re´ est la conse´quence d’un the´ore`me cohomologique (cf. the´ore`me
10.7.3) sur la fibration de Hitchin tronque´e introduite dans [10]. Le re´sultat clef dans l’approche
de Ngoˆ est son the´ore`me qui de´crit les supports des diffe´rents constituants de la cohomologie de
la partie elliptique de la fibration de Hitchin. De manie`re image´e, ce the´ore`me montre que les
inte´grales orbitales globales sont les «limites» des inte´grales orbitales associe´es aux e´le´ments les
plus re´guliers possibles. En particulier, pour de´montrer la variante globale du lemme fondamental,
il suffit de le faire pour ces e´le´ments tre`s re´guliers pour lesquels une ve´rification «a` la main» est
possible. L’e´nonce´ local re´sulte ensuite de l’e´nonce´ global. Notre principal re´sultat cohomologique
est que, pour la cohomologie de la fibration de Hitchin tronque´e, il n’y a aucun nouveau support
qui apparaˆıt. La conse´quence la plus frappante est que les inte´grales orbitales ponde´re´es globales
sont aussi des «limites» d’inte´grales orbitales ordinaires.
1.4. Le lemme fondamental ponde´re´. — Nous allons maintenant e´noncer le the´ore`me local
que nous de´montrons. Soit Fq un corps fini a` q e´le´ments et G un groupe re´ductif connexe, de´fini et
de´ploye´ sur Fq. Soit T un sous-tore maximal de G de´fini et de´ploye´ sur Fq. On suppose que l’ordre
du groupe de WeylWG de (G, T ) est inversible dans Fq. SoitM un sous-groupe de Levi de G de´fini
sur Fq qui contient le tore T . On note par des lettres gothiques les alge`bres de Lie correspondantes.
Conside´rons le corps local K = Fq((ε)) et O = Fq[[ε]] son anneau d’entiers. Soit X ∈ m(K) un
e´le´ment semi-simple et G-re´gulier. Son centralisateur dans G ×Fq K est un sous-K-tore maximal
note´ JX qui est inclus dans M ×Fq K. Dans ce contexte, une inte´grale orbitale ponde´re´e d’Arthur
s’e´crit
JGM (X) = |D
G(X)|1/2
∫
JX(K)\G(K)
1g(O)(Ad(g
−1)X)vGM (g)dg,
2
ou`
– |DG(X)| est la valeur absolue usuelle du discrimant de Weyl ;
– 1g(O) est la fonction caracte´ristique de g(O) ;
– Ad de´signe l’action adjointe de G sur g ;
– vGM (g) est la fonction «poids» d’Arthur qui est M(F )-invariante a` gauche ;
– dg est la mesure quotient de´duite de mesures de Haar sur G(K) et JX(K).
Le poids et la mesure dg de´pendent de choix qu’il est possible de normaliser. Avec de bonnes
conventions de mesures, l’inte´grale JGM (X) ne de´pend de X qu’a` M(K)-conjugaison pre`s.
Soit Ĝ et T̂ les groupes complexes duaux au sens de Langlands de G et T . Le groupe T̂
s’identifie a` un sous-tore maximal de Ĝ. Le dual M̂ de M s’identifie a` un sous-groupe de Levi de
Ĝ qui contient T̂ . Soit s ∈ T̂ et M̂ ′ la composante neutre du centralisateur de s dans M̂ . C’est
un sous-groupe re´ductif connexe de M̂ qui contient T̂ . On suppose que les composantes neutres
des centres de M̂ et M̂ ′ sont e´gales. Soit M ′ le groupe sur Fq dual de M̂
′. Le tore T s’identifie a`
un sous-tore maximal de M ′ et le groupe de Weyl WM
′
s’identifie a` un sous-groupe du groupe de
Weyl WM . On a donc un morphisme canonique
(1.4.1) m′//M ′ ≃ t//WM
′
→ t//WM ≃ m//M,
ou` les isomorphismes sont ceux de Chevalley et les quotients sont les quotients cate´goriques.
L’ouvert forme´ des e´le´ments semi-simples G-re´guliers de´finit par l’application canonique m →
m//M un ouvert dans le quotient m//M dont l’image re´ciproque par le compose´ m′ → m′//M ′ →
m//M est l’ouvert des e´le´ments semi-simples re´guliers de G. A` la suite de Waldspurger (cf. [26]),
on peut adapter la de´finition des facteurs de transfert de Langlands-Shelstad (cf. [22]) aux alge`bres
de Lie. En conside´rant M ′ comme un «groupe endoscopique» de M , on obtient une fonction
∆M ′,M : m
′(K)×m(K)→ C
de´finie sur l’ouvert forme´ des couples (Y,X) dont chaque composante est un e´le´ment semi-simple
et G-re´gulier. Le facteur de transfert est en fait invariant par l’action adjointe de M ′(K)×M(K).
Pour un couple (Y,X) dont chaque composante est un e´le´ment semi-simple et G-re´gulier, le facteur
∆M ′,M (Y,X) est non nul si et seulement si Y et X ont meˆme image dans (m//M)(K) par les
applications canoniques m′(K) → (m//M)(K) de´duite de (1.4.1) et m(K) → (m//M)(K). Dans
ce dernier cas, lorsque de plus on a M ′ =M , le facteur de transfert vaut 1.
Pour tout e´lement Y ∈ m′(K) semi-simple re´gulier, on peut former la combinaison line´aire
JGM ′,M (Y ) =
∑
X
∆M ′,M (Y,X)J
G
M (X),
ou` la somme est prise sur l’ensemble des classes de M(K)-conjugaison des e´le´ments X ∈ m(K)
semi-simples et G-re´guliers. La somme est a` support fini.
On suppose de´sormais que s n’est pas central dans M̂ c’est-a`-direM ′ 6=M . Soit E(s) l’ensemble
fini des sous-groupes re´ductifs connexes Ĥ de Ĝ qui ve´rifient
– il existe un entier i > 2 et des e´le´ments s1 ∈ sZcM (ou` ZcM est le centre de M̂) et s2, . . . , sn
dans le centre de M̂ ′ tels que Ĥ est la composante neutre de l’intersection des centralisateurs
des si dans Ĝ ;
– les composantes neutres des centres de Ĝ et Ĥ sont e´gales.
Tout Ĥ ∈ E(s) contient M̂ ′ comme sous-groupe de Levi. On remarque que l’ensemble E(s) ne
contient pas Ĝ. Pour tout s′ ∈ T̂ et tout sous-groupe Ĥ de Ĝ, on note Ĥs′ la composante neutre
du centralisateur de s′ dans Ĥ . On dit que s′ est elliptique dans Ĥ si les composantes neutres des
cenbtres de Ĥs′ et Ĥ sont e´gales. Pour tous Ĥ ∈ E(s) et s
′ ∈ ZcM ′ elliptique dans Ĥ le groupe
Ĥs appartient a` E(s). Par dualite´ de Langlands, on identifie les e´le´ments de E(s) a` une famille de
groupes re´ductifs connexes de´finis sur Fq qui contiennent M
′ comme sous-groupe de Levi. Pour
tout Y ∈ m′(K) semi-simple re´gulier, on de´finit pour tout H ∈ E(s) la variante «stable» SHM ′(Y )
des inte´grales orbitales ponde´re´es par la formule de re´currence suivante
SHM ′(Y ) = J
H
M ′,M ′(Y )−
∑
s′∈ZcM′/ZcH , s
′ 6=1
|Z bHs′
/Z bH |
−1S
Hs′
M ′ (Y ),
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ou` par convention |Z bHs′
/Z bH |
−1 vaut 0 lorsque s′ n’est pas elliptique dans Ĥ . On peut montrer
que la somme est a` support fini.
Pour tout s′ ∈ sZcM elliptique dans Ĝ, le groupe Ĝs′ appartient a` E(s). En particulier, l’ex-
pression S
Gs′
M ′ (Y ) est bien de´finie. On peut alors e´noncer le lemme fondamental ponde´re´ que nous
de´montrons.
The´ore`me 1.4.1. — Pour tout Y ∈ m′(K) semi-simple et G-re´gulier, on a l’identite´ suivante
JGM ′,M (Y ) =
∑
s′∈ZcM/Z bG
|Z bGs′
/Z bG|
−1S
Gs′
M ′ (Y ),
ou` comme pre´ce´demment la somme est a` support (fini) sur les e´le´ments s′ elliptiques dans Ĝ.
1.5. Le the´ore`me de support. — Comme l’on dit plus haut, le the´ore`me pre´ce´dent repose
sur une e´tude cohomologique de la fibration de Hitchin convenablement tronque´e. Le pendant
cohomologique du the´ore`me pre´ce´dent est le the´ore`me 10.7.3 ci-dessous dont nous ne reproduirons
pas dans cette introduction l’e´nonce´. Nous allons plutoˆt e´noncer notre the´ore`me de support qui
est la clef du the´ore`me 10.7.3 en ce sens qu’il rame`ne l’e´tude cohomologique de la fibration de
Hitchin tronque´e a` celle de sa partie elliptique. Sur cette dernie`re le the´ore`me 10.7.3 est connu par
un the´ore`me fondamental de Ngoˆ (cf. [24]).
La situation est la suivante. Soit k une cloˆture alge´brique d’un corps fini. Soit G un groupe
semi-simple de´fini sur k et T ⊂ G un sous-tore maximal. On suppose que la caracte´ristique de k ne
divise pas l’ordre du groupe de Weyl W de (G, T ). Soit C une courbe projective, lisse et connexe
muni d’un diviseur D effectif et pair de degre´ supe´rieur au genre de C. Soit ∞ un point ferme´ de
C hors du support de D. Le k-champ de Hitchin M classifie les triplets de Hitchin (E , θ, t) forme´s
d’un G-torseur E , d’une section θ du fibre´ vectoriel Ad(E)(D) qu’on obtient en poussant le torseur
E par la repre´sentation adjointe tordue par D et d’un e´le´ment G-re´gulier t ∈ t tel que t et θ(∞)
ont meˆme image par le morphisme canonique
(1.5.1) g→ g//G ≃ t//W.
Soit A le k-sche´ma qui classifie les couples (ha, t) forme´s d’une section ha du fibre´ t//W ⊗k O(D)
et d’un e´le´ment G-re´gulier t ∈ t tel que l’image de t par t→ t//W soit e´gale a` ha(∞). La fibration
de Hitchin f : M → A est le morphisme qui a` un triplet (E , θ, t) associe le couple (χ(θ), t) ou`
χD est une version tordue du morphisme (1.5.1). On a introduit dans [10] un ouvert tronque´Mξ
de M forme´ de triplets «ξ-semi-stables» (pour des rappels, cf. section 4 ci-dessous) qui de´pend
d’un parame`tre ξ qui vit dans un espace re´el. Lorsque ξ est «en position ge´ne´rale» (au sens de la
remarque 4.9.2), le morphisme f ξ restreint a` l’ouvert Mξ est propre (cf. the´ore`me 6.2.2 de [10]
rappele´ au 4.9.1). On de´finit a` la section 9 un ouvert Abon de A. Soit Aell l’ouvert elliptique de A
et
j : Aell ∩ Abon →֒ Abon
l’immersion ouverte canonique. Soit ℓ un nombre premier inversible dans k et Qℓ une cloˆture
alge´brique de Qℓ. Pour tout entier i, soit
pHi(Rf ξ∗Qℓ) le i-e`me faisceau de cohomologie perverse
de Rf ξ∗Qℓ. Voici notre principal the´ore`me cohomologique (cf. the´ore`me 10.5.1 ci-dessous)
The´ore`me 1.5.1. — Pour tout entier i, on a un isomorphisme canonique
pHi(Rf ξ∗Qℓ) ∼= j!∗j
∗pHi(Rf ξ∗Qℓ)
sur Abon.
On sait que le champMξ est lisse sur k. Par le the´ore`me de Deligne, la proprete´ du morphisme
f ξ implique que le complexe (Rf ξ∗Qℓ est pur. Il s’ensuit que les faisceaux pervers
pHi(Rf ξ∗Qℓ)
sont semi-simples. Le the´ore`me pre´ce´dent affirme que sur Abon les supports des constituants
irre´ductibles rencontrent tous l’ouvert elliptique.
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1.6. Description de l’article. — Venons-en a` une bre`ve description du contenu de l’article.
Les premie`res sections (sections 2 et 3) sont consacre´es a` quelques notations et comple´ments.
On introduit la fibration de Hitchin tronque´e a` la section 4. A` la section 5, on rappelle l’action
introduite par Ngoˆ d’un champ de Picard sur les fibres de Hitchin. Comme cette action ne respecte
pas les fibres tronque´es, on introduit a` la section 6 un sous-champ qui, lui, respecte la troncature. La
section 7 donne quelques rappels sur les courbes came´rales et le faisceau des composantes connexes
du champ de Picard introduit par Ngoˆ. On en de´duit a` la section 8 une de´composition en s-parties
de la cohomologie de la fibration de Hitchin tronque´e qui ge´ne´ralise celle de Ngoˆ sur la partie
elliptique (cf. the´ore`me 8.5.1). A` la section 9, on introduit un certain ouvert «bon» de la base de
la fibration de Hitchin et on donne une condition suffisante pour qu’un point de la base soit dans cet
ouvert «bon» (the´ore`me 9.1.3). La section 10 contient les principaux re´sultats cohomologiques :
the´ore`me 10.5.1 de «support» et the´ore`me 10.7.3 qui est l’analogue cohomologique du lemme
fondamental ponde´re´. A` la section 12, on exprime les s-inte´grales orbitales ponde´re´es globales
introduites a` la section 11 en termes de trace de Frobenius sur la s-partie de la cohomologie (cf.
the´ore`me 12.1.1). A` la section 15, on de´duit des conside´rations pre´ce´dentes une variante globale
du lemme fondamental ponde´re´ (cf. the´ore`me 15.1.1). Le reste de l’article est consacre´ au passage
de cette forme globale a` l’e´nonce´ local.
1.7. Remerciements.— Nous remercions Luc Illusie, Ngoˆ Bao Chaˆu, Michel Raynaud et Jean-
Loup Waldspurger pour des discussions utiles. Une partie de cet article a e´te´ e´crit lors d’un se´jour
du premier auteur nomme´ a` l’Institute for Advanced Study de Princeton a` l’automne 2008. Il
souhaite remercier cet institut pour son hospitalite´ ainsi que la National Science Foundation pour
le soutien (agreement No. DMS-0635607) qui a rendu ce se´jour possible.
2 Notations
2.1. Soit k une cloˆture alge´brique d’un corps fini Fq a` q e´le´ments. Soit G un groupe alge´brique
re´ductif et connexe sur k. Soit Gder le groupe de´rive´ de G. Soit T un sous-tore maximal de G. Soit
W =WG =WGT ,
Φ = ΦG = ΦGT et Φ
∨ = ΦG,∨T
respectivement le groupe de Weyl, l’ensemble de racines, resp. des coracines, de T dans G. L’appli-
cation qui a` une racine associe sa coracine induit une bijection entre Φ et Φ∨. Pour tout ensemble
X , on note |X | son cardinal (fini ou infini). On suppose dans toute la suite que l’ordre du groupe
de Weyl |WGT | est inversible dans k.
L’alge`bre de Lie d’un groupe de´signe´ par une lettre majuscule est note´e par la lettre gothique
correspondante. Ainsi g et t sont les alge`bres de Lie respectives de G et T . Soit
X∗(G) = Homk(G,Gm,k)
le groupe des caracte`res de G. Soit
X∗(G) = HomZ(X
∗(G),Z)
le groupe dual. Dans le cas d’un tore, ce groupe s’identifie canoniquement au groupe des coca-
racte`res. On utilisera aussi par la suite les espaces vectoriels re´els
aG = X∗(G)⊗Z R
et
a∗G = X
∗(G)⊗Z R.
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2.2. Soit Int l’action de G sur lui-meˆme par automorphisme inte´rieur et Ad la repre´sentation
adjointe. Soit
car = carG = g//G
le quotient cate´gorique de g par l’action adjointe de G. Soit
χ = χG : g→ car
le morphisme canonique, qu’on appelle morphisme caracte´ristique. Soit
χT = χTG : t→ carG
la restriction de χG a` t. C’est un reveˆtement fini et galoisien de groupe W de carG. Le morphisme
χTG est W -invariant et induit un isomorphisme duˆ a` Chevalley
t//W ≃ car .
On en de´duit que le sche´ma car est un espace affine de dimension n, ou` n est le rang de G, de
coordonne´es n polynoˆmes homoge`nes G-invariants sur g dont les degre´s, note´s e1 6 . . . 6 en, sont
uniquement de´termine´s.
2.3. Section de Kostant. — On dit qu’un e´le´ment de g est G-re´gulier si la dimension de son
centralisateur dans G est e´gal au rang de G. Dans la suite, lorsque le contexte est clair, on parle
simplement d’e´le´ments re´guliers. Soit greg ⊂ g l’ouvert des e´le´ments re´guliers de g.
Soit B un sous-groupe de Borel de G qui contient T et ∆ ⊂ Φ l’ensemble des racines simples de
T dans B. Comple´tons ces donne´es en un e´pinglage (B, T, {Xα}α∈∆) de G. Soit X± =
∑
α∈±∆Xα
ou` l’on a de´fini X−α, pour α ∈ ∆, comme l’unique vecteur radiciel associe´ a` la racine −α qui ve´rifie
[Xα, X−α] = α
∨. Soit gX+ le centralisateur de X+ dans g. Kostant a montre´ que l’espace affine
X− + gX+ est inclus dans l’ouvert re´gulier g
reg et que la restriction du morphisme χ : g → car
induit un isomorphisme
X− + gX+ → car .
Soit
ε = εG : car→ X− + gX+
le morphisme inverse.
2.4. Sous-groupes paraboliques et sous-groupes de Levi.—Pour tous sous-groupesM etQ
de G, on note FQ(M) l’ensemble des sous-groupes paraboliques P de G qui ve´rifientM ⊂ P ⊂ Q.
Les e´le´ments de F = FG(T ) sont appele´s les sous-groupes paraboliques semi-standard de G.
On appelle sous-groupe de Levi de G un facteur de Levi d’un sous-groupe parabolique de G. Soit
L = LG(T ) l’ensemble des sous-groupes de Levi semi-standard de G (au sens ou` ils contiennent
T ).
Pour tout P ∈ F , soit NP le radical unipotent de P etMP ∈ L l’unique sous-groupe de Levi de
P qui contient T . Pour tout sous-groupe de Levi M ∈ L, soit P(M), resp. L(M) le sous-ensemble
des P ∈ F tels que MP = M , resp. des L ∈ L tels que M ⊂ L. Si l’on veut rappeler le groupe
ambiant G, on ajoute un exposant G a` ces notations.
Soit M ∈ L. Soit aMT le sous-espace de aT engendre´ par les coracines de T dans M . En
conside´rant les racines, on de´finit de meˆme le sous-espace (aMT )
∗ ∈ a∗T . Le morphisme canonique
aT → aM a pour noyau aMT . Ce dernier a pour supple´mentaire dans aT l’orthogonal de (a
M
T )
∗ ce
qui identifie a` aM a` un sous-espace de aT . De la sorte, on a une de´composition
aT = a
M
T ⊕ aM .
On pose aGM = aM ∩ a
G
T . On a alors aM = a
G
M ⊕ aG.
On munit l’espace vectoriel re´el aT d’un produit scalaire invariant sous l’action naturelle du
groupe de Weyl WG. Les de´compositions en sommes directes comme ci-dessus sont alors orthogo-
nales. Tous les sous-espaces de aT sont munis de la mesure euclidienne (c’est-a`-dire la mesure de
Lebesgue qui donne le covolume 1 aux re´seaux de base une base orthonormale).
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2.5. Dual de Langlands. — Soit T̂ le tore sur C de´fini par
T̂ (C) = HomZ(X∗(T ),C
×).
Soit Ĝ un groupe re´ductif connexe sur C muni d’un plongement de T̂ comme sous-tore maximal
de sorte qu’on ait l’identification suivante entre donne´es radicielles
(X∗(T ),ΦGT , X∗(T ),Φ
G,∨
T ) = (X∗(T̂ ),Φ
bG,∨
bT
, X(T̂ ),Φ
bG
bT
).
On dit que Ĝ est «le» dual de Langlands de G. Re´ciproquement, tout sous-groupe re´ductif connexe
M̂ de Ĝ qui contient T̂ de´termine, a` isomorphisme pre`s, un groupe re´ductif connexeM sur k muni
d’un plongement de T dans M pour lequel on ait une identification comme ci-dessus entre les
donne´es radicielles de (M,T ) et celles de (M̂, T̂ ). Les groupes M̂ et M sont dits duaux. On
remarquera que le groupe de Weyl WM est alors naturellement un sous-groupe de WG. Lorsque,
de plus, M̂ est un sous-groupe de Levi de Ĝ, le groupe M muni du plongement de T s’identifie au
sous-groupe de Levi M ∈ LG(T ) de´fini par la condition
ΦMT = Φ
cM,∨
bT
.
Dans la suite, par abus, on ne distinguera pas dans les notations un groupe alge´brique sur C
de son groupe de points a` valeurs dans C.
2.6. Soit M ∈ L et P ∈ P(M). Soit p l’alge`bre de Lie de P . Soit
χP : p→ carP = p//P
le morphisme canonique de p sur son quotient adjoint. La restriction de ce morphisme a` m est
M -invariant et induit un isomorphisme de carM = m//M sur carP (cf. [10] lemme 2.7.1). On a,
de plus, un diagramme commutatif dont la second fle`che horizontale est la projection donne´e par
la de´composition canonique p = m⊕ nP .
(2.6.1) m //
χM

p //
χP

m
χM

carM
∼ // carP
∼ // carM
Soit preg = p ∩ greg l’ouvert de p forme´ des e´le´ments G-re´guliers.
Lemme 2.6.1. — Soit X1 et X2 dans p tel que χP (X1) = χP (X2). Si X1 et X2 sont tous deux
semi-simples ou tous deux G-re´guliers, il existe p ∈ P qui conjugue X1 et X2.
De´monstration. —Tout e´le´ment semi-simple de p est e´videmment conjugue´ sous P a` un e´le´ment
de t. Le re´sultat est donc e´vident si X1 et X2 sont tous deux semi-simples.
Soit X ∈ p et X = Xs+Xn sa de´composition de Jordan. Montrons qu’on a χP (X) = χP (Xs).
Quitte a` conjuguer X par un e´le´ment de P , on peut de´ja` supposer qu’on a Xs ∈ m. Soit X ′n la
projection de Xn sur m (selon la de´composition p = m ⊕ nP ). Alors la projection de X sur m
admet Xs +X
′
n comme de´composition de Jordan. On sait bien qu’on a χM (Xs +X
′
n) = χM (Xs).
Il s’ensuit qu’on a
χP (Xs) = χM (Xs) = χM (Xs +X
′
n) = χP (X)
par le diagramme commutatif (2.6.1).
Soit X1 et X2 deux e´le´ments G-re´guliers de p tels que χP (X1) = χP (X2). Il s’agit de montrer
qu’ils sont conjugue´s sous P . D’apre`s ce qui pre´ce`de, les parties semi-simples dans les de´compositions
de Jordan de X1 et X2 sont conjugue´es sous P . Quitte a` conjuguer X2 par un e´le´ment de P , on
peut supposer qu’elles sont e´gales a` un e´le´ment Y ∈ p.
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Quitte maintenant a` conside´rer GY le centralisateur de Y dans G, qu’on sait eˆtre un groupe
re´ductif connexe, et son sous-groupe parabolique GY ∩ P , on est ramene´ au cas ou` X1 et X2
sont nilpotents et G-re´guliers. On sait bien que de tels e´le´ments sont conjugue´s par un e´le´ment
g ∈ G. Montrons qu’on a ne´cessairement g ∈ P ce qui conclura la de´monstration. Soit B1 et B2
deux sous-groupes de Borel tels que, pour i = 1, 2, on ait Xi ∈ bi et Bi ⊂ P . Ces groupes sont
uniquement de´termine´s. En particulier, puisque Ad(g)X1 = X2, on doit avoir gB1g
−1 = B2. Donc
les sous-groupes paraboliques gPg−1 et P qui sont conjugue´s et contiennent le meˆme sous-groupe
de Borel a` savoir B2, sont e´gaux. Il s’ensuit qu’on a g ∈ P ce qu’il fallait de´montrer.

2.7. Factorisation du discriminant. — Soit M̂ un sous-groupe re´ductif connexe de Ĝ qui
contient T̂ . Soit M un groupe re´ductif connexe sur k muni d’un plongement de T et dual de M̂ .
On a des inclusions ΦM ⊂ ΦG et WM ⊂WG. On a donc un morphisme
χMG : carM → carG
qui ve´rifie χMG ◦ χ
T
M = χ
T
G. Lorsque, de plus, on a M ∈ L
G(T ), le morphisme χMG ◦ χM est la
restriction de χG a` m.
Soit B ∈ P(T ) un sous-groupe de Borel et ΦB les racines de T dans B. Pour toute racine
α ∈ Φ, soit dα ∈ k[t] sa de´rive´e. Les e´le´ments de k[t] de´finis par
DM =
∏
α∈ΦM
dα
et
RBM =
∏
α∈ΦB−ΦM
dα
sont WM -invariants : ils se descendent donc en des fonctions re´gulie`res sur carM . C’est clair pour
le premier qui n’est autre que le discriminant de Weyl. Pour le second, cela re´sulte de la formule
w(RBT ) = (−1)
ℓ(w)RBT
pour tout w ∈W ou` ℓ(w) est la longueur de w (cf. [9] chap. V, §5.4 proposition 5) et de la formule
RBT = R
B
MR
M∩B
T .
Notons que RBM ne de´pend du choix de B qu’a` un signe pre`s. Soit car
M- reg
M l’ouvert ou` D
M ne
s’annule pas. C’est pre´cise´ment le lieu ou` le morphisme χTM est e´tale. On ne le confondra pas avec
l’ouvert carG- regM ou` le discriminant pour G
DG = DM (RBM )
2
ne s’annule pas. Seul ce dernier interviendra dans la suite et on pose
car
reg
M = car
G- reg
M .
On notera que la fibre de χM au-dessus de car
reg
M est l’ouvert de m forme´ des e´le´ments semi-simples
G-re´guliers. L’ouvert treg est l’ouvert forme´ des e´le´ments G-re´guliers.
3 Comple´ments sur les centralisateurs
3.1. Centralisateurs. — Pour tout sous-groupe parabolique P ∈ PG(T ), soit IP le sche´ma en
groupes des centralisateurs sur p de´fini par
IP = {(p,X) ∈ P ×k p | Ad(p)X = X}.
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On a le lemme suivant.
Lemme 3.1.1. — Le morphisme canonique IP → IG induit un isomorphisme
(3.1.1) IP|preg
∼
−→ IG|preg .
sur l’ouvert
preg = p ∩ greg.
En outre, les sche´mas en groupes IP|preg et I
G
|preg sont commutatifs et lisses sur p
reg.
De´monstration. — Le morphisme (3.1.1) est un isomorphisme si et seulement si, pour tout
X ∈ preg, le centralisateur GX de X dans G est inclus dans P . En utilisant la de´composition de
JordanX = Xs+Xn, on a GX = GXs∩GXn et GXs est un groupe re´ductif connexe puisque Xs est
semi-simple. Comme P ∩GXs est un sous-groupe parabolique de GXs et que Xn est GXs -re´gulier,
on est ramene´ au cas ou` X est nilpotent, ce qu’on suppose de´sormais. Soit B ⊂ P un sous-groupe
de Borel dont l’alge`bre de Lie contient X . Par G-re´gularite´ de X , un tel sous-groupe de Borel est
unique donc GX est inclus dans le normalisateur de B dans G qui est B, donc qui est inclus dans
P .
On sait bien que IG|greg est un sche´ma en groupes commutatifs lisse sur g
reg. Par changement
de base, il en est de meˆme de IG|preg et donc de I
P
|preg . 
3.2. Centralisateurs re´guliers. — Soit M ∈ LG(T ) un sous-groupe de Levi semi-standard.
Soit εM une section de Kostant du morphisme caracte´ristique χM : m → carM (cf. § 2.3). Cette
section est a` valeurs dans l’ouvert des e´le´ments M -re´guliers. Soit
JM = ε∗MI
M
qu’on appelle le sche´ma en groupes des centralisateurs re´guliers sur carM . C’est un sche´ma en
groupes commutatifs, lisse sur carM (cf. lemme 3.1.1).
A` la suite de Ngoˆ, on introduit l’isomorphisme
(3.2.1) (χ∗GJ
G)|greg → I
G
greg
qui, a` un couple (g,X) dans G×k greg tel que Ad(g)εG(χG(X)) = εG(χG(X)), associe (hgh−1, X)
ou` h est un e´le´ment de G tel que Ad(h)εG(χG(X)) = X . Comme X et εG(χG(X)) sont G-re´gulier
et ont meˆme image dans carG, un tel h existe et est bien de´fini a` translation pre`s a` gauche par un
e´le´ment du centralisateur GX de X . Par G-re´gularite´ de X , on sait que GX est commutatif. Le
morphisme (3.2.1) est donc bien de´fini et c’est clairement un isomorphisme. Voici une proposition
qui ge´ne´ralise le´ge`rement la proposition 3.2 de [25].
Proposition 3.2.1. — Pour tout P ∈ FG(T ), il existe un unique morphisme de sche´mas en
groupes
(χ∗GJ
G)|p → I
P
qui prolonge l’isomorphisme
(χ∗GJ
G)|preg → I
G
|preg = I
P
|preg
obtenu par composition de la restriction a` preg du morphisme (3.2.1) avec l’isomorphisme du lemme
3.1.1.
En outre, le diagramme ci-dessous est commutatif
(3.2.2) (χ∗GJ
G)|p //
##G
GG
GG
GG
GG
IP

IG|p
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ou` la fle`che verticale est l’injection canonique et la fle`che diagonale est la restriction a` p du
morphisme χ∗GJ
G → IG.
De´monstration. — Comme le sche´ma (χ∗GJ
G)|p est normal, que le comple´mentaire p− p
reg est
de codimension > 2 dans p et que IP est affine, le morphisme
(χ∗GJ
G)|preg → I
G
|preg = I
P
|preg
se prolonge de manie`re unique en un morphisme de sche´mas en groupes sur p. Le meˆme argument
montre que, puisque le triangle (3.2.2) est commutatif sur preg, il l’est aussi sur p. 
3.3. Dans ce paragraphe, on de´montre la proposition suivante.
Proposition 3.3.1. — Soit M ∈ LG(T ) un sous-groupe de Levi. Il existe un unique morphisme
de sche´mas en groupes sur carM
(3.3.1) (χMG )
∗JG → X∗(M)⊗Z Gm,carM
tel que pour tout P ∈ PG(M) on ait un diagramme commutatif
(3.3.2) χ∗P (χ
M
G )
∗JG = (χ∗GJ
G)|p //
))TT
TT
TTT
TT
TT
TTT
T
IP

X∗(M)⊗Z Gm,p
ou`
– la fle`che diagonale est de´duite du morphisme (3.3.1) par le changement de base
χP : p→ carM ;
– la fle`che horizontale est celle de´finie dans la proposition 3.2.1 ;
– la fle`che verticale est induite par le morphisme canonique
P → X∗(P )⊗Z Gm,k = X∗(M)⊗Z Gm,k.
Remarque 3.3.2. — Le Z-module X∗(M) est libre de rang fini e´gal a` la dimension du centre de
M . Par conse´quent, X∗(M)⊗Z Gm,k est un tore sur k du meˆme rang.
De´monstration. — Conside´rons les deux projections p1 et p2
p×carM p
−→
−→ p.
Soit p = χP ◦ p1 = χP ◦ p2. Par descente fide`lement plate par le morphisme χP , il s’agit de voir
que le morphisme
(3.3.3) χ∗P (χ
M
G )
∗JG → X∗(M)⊗Z Gm,p,
qui fait commuter le diagramme (3.3.2), appartient au noyau de
Homp((χ
∗
GJ
G)|p, X∗(M)⊗Z Gm,p)
−→
−→ Homp×carM p(p
∗(χMG )
∗JG, X∗(M)⊗Z Gm,p×carM p).
Il suffit de le ve´rifier au-dessus de l’ouvert preg×carM p
reg. Or, pour i = 1, 2, l’image du morphisme
(3.3.3) par p∗i s’explicite sur l’ouvert p
reg ×carM p
reg comme l’application qui, a` (g,X1, X2) ∈
G×k preg ×carM p
reg tel que Ad(g)εG(χG(Xi)) = εG(χG(Xi)), associe
λ ∈ X∗(P ) 7→ λ(high
−1
i ),
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ou` hi conjugue εG(χG(Xi)) et Xi. Notons que high
−1
i appartient au centralisateur GXi de Xi dans
G donc appartient a` P (rappelons l’inclusion GXi ⊂ P , cf. lemme 3.1.1). Or on sait que X1 et
X2 sont conjugue´s dans P (cf. lemme 2.6.1). Il s’ensuit qu’on a h2 ∈ PGX1h1 ⊂ Ph1. On a donc,
pour tout λ ∈ X∗(P ),
λ(h1gh
−1
1 ) = λ(h2gh
−1
2 ),
ce qui e´tait l’e´galite´ a` ve´rifier.
On a donc montre´ l’existence du morphisme (3.3.1) qui rend le diagramme (3.3.2) commutatif
pour un sous-groupe parabolique P ∈ P(M). On va maintenant ve´rifier que le morphisme (3.3.1)
qu’on vient de de´finir ne de´pend pas du choix de P . Sur l’ouvert dense carregM ou`D
G ne s’annule pas,
le morphisme (3.3.1) est l’application qui, a` un couple (g, a) ∈ G×kcarM tel que Ad(g)εG(χMG (a)) =
εG(χ
M
G (a)), associe λ ∈ X
∗(P ) 7→ λ(hgh−1) ou` h ∈ G est tel que Ad(h)εG(χMG (a)) appartienne a`
la fibre de χP au-dessus de a. Un tel e´le´ment h existe : soit Y ∈ m tel que χP (Y ) = a. Alors Y est
semi-simple et G-re´gulier donc G-conjugue´ a` εG(χ
M
G (a)). Un tel h est bien de´fini a` un e´le´ment de
P a` droite pre`s : la fibre de χP au-dessus de a est une P -classe de conjugaison (cf. lemme 2.6.1). En
particulier, λ(hgh−1) est parfaitement de´fini pour tout λ ∈ X∗(P ) (par un argument de´ja` e´voque´,
on a hgh−1 ∈ P ). Il est clair qu’on aurait pu tout aussi bien de´finir h comme un e´le´ment de G tel
Ad(h)εG(χ
M
G (a)) appartienne a` la fibre de χM au-dessus de a, d’ou` l’inde´pendance en P . 
3.4. Description galoisienne de JG.—On laisse le soin au lecteur de ve´rifier le lemme suivant.
Lemme 3.4.1. — Le morphisme
(χTG)
∗JG → X∗(T )⊗Z Gm,t
de la proposition 3.3.1 est W -e´quivariant ou` l’action sur le but est l’action diagonale de W .
Pour tout t-sche´ma X , soit (χTG)∗X le carG-sche´ma obtenu par restriction des scalaires a` la
Weil de X (rappelons que le k[carG]-module k[t] est libre de rang fini, e´gal a` l’ordre de W ). Le
morphisme d’adjonction JG → (χTG)∗(χ
T
G)
∗JG se factorise par le morphisme
JG −→ ((χTG)∗(χ
T
G)
∗JG)W
ou` l’exposant W de´signe le sous-sche´ma des points fixes sous W . En utilisant la W -e´quivariance
du morphisme (χTG)
∗JG → X∗(T )⊗Z Gm,t (cf. lemme 3.4.1), on obtient un morphisme
(3.4.1) JG −→ (X∗(T )⊗Z (χ
T
G)∗Gm,t)
W
ou` le but est le sous-sche´ma ferme´ des points fixes sous W dans X∗(T )⊗Z χT∗Gm,t ; c’est d’ailleurs
un sche´ma en groupes commutatifs lisse sur carG (cf. [24] lemme 2.4.1) dont l’alge`bre de Lie, vue
comme un OcarG-module, est
Lie((X∗(T )⊗Z (χ
T
G)∗Gm,t)
W ) = (X∗(T )⊗Z (χ
T
G)∗Ot)
W .
Rappelons la proposition suivante, due a` Ngoˆ, qui fournit une description «galoisienne» de l’alge`bre
de Lie de JG.
Proposition 3.4.2. — Le morphisme
JG −→ (X∗(T )⊗Z (χ
T
G)∗Gm,t)
W
est un isomorphisme sur l’ouvert carregG . Il induit par ailleurs un isomorphisme entre les sous-
sche´mas ouverts des composantes neutres des fibres. En particulier, ce morphisme induit un iso-
morphisme entre les alge`bres de Lie vues comme OcarG-modules
Lie(JG) = (X∗(T )⊗Z (χ
T
G)∗Ot)
W .
De´monstration. — On renvoie le lecteur a` [24] proposition 2.4.2 et corollaire 2.4.8. 
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4 La fibration de Hitchin tronque´e
4.1. Soit C une courbe projective, lisse et connexe sur k de genre g. Soit D = 2D′ un diviseur
effectif de degre´ > 2g et ∞ un point de C(k) qui n’est pas dans le support de D. Soit LD le
Gm,k-torseur sur C associe´ a` D, muni de sa trivialisation canonique sur l’ouvert comple´mentaire
du support de D. Pour tout k-sche´ma V muni d’une action de Gm,k, soit
VD = LD ×
Gm,k
k V
le produit contracte´ : c’est un sche´ma sur C qui est une fibration localement triviale de fibre type
V . SoitM ∈ L(T ). L’action par homothe´tie du groupe multiplicatif Gm,k sur t induit une action de
Gm,k sur carM pour laquelle le morphisme caracte´ristique χ
T
M est Gm,k-e´quivariant. Par produit
contracte´ avec LD, on obtient des C-morphismes
χTM,D : tD → carM,D
et, pour tout P ∈ P(M),
χP,D : pD → carM,D .
4.2. Champ de Hitchin. — C’est le champ alge´brique note´ M =MG qui classifie les triplets
de Hitchin m = (E , θ, t) ou` :
– E est un G-torseur sur C ;
– θ ∈ H0(C,AdD(E)) ;
– t ∈ tG−reg avec χ(t) = χ(θ∞) dans carG.
On a note´
AdD(E) = E ×
G,AdD
k gD
le fibre´ vectoriel sur C obtenu lorsqu’on pousse le G-torseur E par le morphisme
AdD : G→ Aut(gD)
induit par l’action adjointe.
Soit [gD/G] le champ sur C de´fini comme le quotient de gD par G×k C. Par de´finition, pour
tout C-sche´ma test S, le groupo¨ıde [gD/G](S) est le groupo¨ıde des couples (E , θ) ou` E est un
G-torseur sur S et θ est une section sur S de AdD(E) = E ×
G,AdD
k gD.
Le morphisme χG est a` la fois Gm,k-e´quivariant et G-invariant. Il induit donc un morphisme
de C-champs
(4.2.1) [χG,D] : [gD/G]→ carG,D .
On peut alors donner une de´finition e´quivalente de M. Soit S un k-sche´ma test. La donne´e
d’un triplet m = (E , θ, t) ∈M(S) est e´quivalente a` la donne´e d’un couple m = (hm, t) forme´ d’un
C-morphisme
hm : C ×k S −→ [gD/G]
et d’un point t ∈ treg(S) qui ve´rifie
([χG,D] ◦ hm)(∞S) = χ
T
G(t)
ou` ∞S se de´duit de ∞ par le changement de base S → k.
4.3. Lissite´ de M sur k. — On a la proposition suivante due a` Biswas et Ramamanan.
Proposition 4.3.1. — (cf. [8] et [24] the´ore`me 4.14.1) Le champ alge´brique M est lisse sur k.
4.4. Espace caracte´ristique. — Dans la (seconde) de´finition de M, si l’on remplace le champ
quotient [gD/G] par le quotient cate´gorique de gD par G, qui n’est autre que carG,D, on obtient
un sche´ma quasi-projectif, lisse sur k, note´ A = AG et appele´ espace caracte´ristique, qui classifie
les couples a = (ha, t) ou`
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– ha ∈ H0(C, carG,D) ;
– t ∈ tG−reg avec χ(t) = ha(∞).
Pour chaque M ∈ L(T ), on dispose de la base AM de la fibration de Hitchin pour M et d’un
ouvert
AG -regM ⊂ AM
ou` l’on demande que t soit dans tG -reg ⊂ tM -reg. Le morphisme
(4.4.1) χMG : A
G -reg
M →֒ A
qui envoie (h, t) sur (χMG,D ◦ h, t) est une immersion ferme´e (cf. [10] proposition 3.5.1).
Dans la suite, seul interviendra l’ouvert AG -regM que l’on notera dore´navant simplement AM .
De´finition 4.4.1. — La partie elliptique Aell = AellG de A est l’ouvert comple´mentaire de la
re´union des AM pour M ∈ L(T ), M 6= G.
On notera que l’ouvert elliptique est non vide pour des raisons de dimension. On de´finit de
meˆme AellM . On a la proposition suivante (cf. [10] proposition 3.6.2).
Proposition 4.4.2. — Le sche´ma AG est la re´union disjointe des sous-sche´mas localement ferme´s
AellM pour M ∈ L(T )
AG =
⋃
M∈LG(T )
AellM .
4.5. Fibration de Hitchin. — On la de´finit comme suit a` l’aide du morphisme [χG,D] de la
ligne (4.2.1).
De´finition 4.5.1. — La fibration de Hitchin est le morphisme
f = fG :M→A
qui envoie m = (hm, t) sur a = ([χG,D] ◦ hm, t).
Soit a = (ha, t) ∈ A. La fibre de Hitchin Ma = f−1(a) classifie les sections hm du champ
[gD/G] qui rendent le diagramme ci-dessous commutatif
(4.5.1) C
hm //
ha
""F
FF
FF
FF
FF
[gD/G]
[χG,D ]

carG,D
4.6. Re´duction d’un triplet de Hitchin. — Soit m = (hm, t) ∈ MG et P ∈ P(M) un sous-
groupe parabolique de G de LeviM ∈ L(T ). Une re´duction de m a` P est, par de´finition, la donne´e
d’une section
hP : C → [pD/P ]
du C-champ quotient, note´ [pD/P ] de pD par P ×k C qui ve´rifie les deux conditions suivantes :
1. on a hm = iP ◦ hP ou`
iP : [pD/P ]→ [gD/G]
est le morphisme canonique ;
2. le couple (haP , t) de´fini par
haP = [χP,D] ◦ hP ,
appartient a` AM , autrement dit on a
haP (∞) = χ
T
P (t).
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Avec les notations ci-dessus, si hP est une re´duction de m a` P , on a le diagramme commutatif
suivant :
(4.6.1) C
hP //
hm

ha
;;
haP ""F
FF
FF
FF
FF
[pD/P ]
[χP,D ]

iP // [gD/G]
[χG,D ]

carP,D
χMG,D
// carG,D
.
Il est clair sur le diagramme ci-dessus que pour que m admette une re´duction a` P il faut que
f(m) appartienne a` AM . En fait, cela suffit. Plus pre´cise´ment, on a la proposition suivante (cf.
proposition 4.10.1 de [10]).
Proposition 4.6.1. — Soit m ∈ MG et M ∈ L(M) tel que f(m) ∈ A
ell
M (cf. proposition 4.4.2).
Pour tout P ∈ F(M), il existe une et une seule re´duction hP de m a` P .
4.7. Degre´ degP .— Pour tout sche´ma en groupes H sur C, soit B(H) le C-champ classifiant de
H dont le groupo¨ıde B(H)(S), pour tout C-sche´ma test S, est le groupo¨ıde des H ×C S-torseurs
sur S. Ce champ est encore le quotient de C par H agissant trivialement.
Le morphisme structural pD → C induit un morphisme de C-champs
(4.7.1) [pD/P ] −→ B(P ×k C).
Par ailleurs, le morphisme e´vident P → X∗(P )⊗Z Gm,k induit un morphisme de C-champs
(4.7.2) B(P ×k C) −→ B(X∗(P )⊗Z Gm,C).
On a un morphisme
B(Gm,C)(C) −→ Z
donne´ par le degre´ d’un Gm,C-torseur. On en de´duit de manie`re e´vidente un morphisme
(4.7.3) B(X∗(P )⊗Z Gm,C)(C) −→ X∗(P ).
En composant le morphisme (4.7.3) avec les morphismes (4.7.1) et (4.7.2), on obtient un morphisme
degre´
(4.7.4) degP : [pD/P ](C) −→ X∗(P ).
4.8. Convexe associe´ a` m ∈ M. — Soit M ∈ L(T ) et m ∈ M tel que f(m) ∈ AellM . Pour tout
P ∈ P(M), soit hP l’unique re´duction de m a` P (cf. proposition 4.6.1). On a de´fini en (4.7.4) le
degre´ degP (hP ) de la section hP de [pD/P ].
Soit Cm ⊂ aT , le convexe obtenu lorsqu’on translate l’enveloppe convexe des points
− degP (hP ) ∈ X∗(P ) = X∗(M) ⊂ aM
pour P ∈ P(M) par les vecteurs du sous-espace aMT ⊕ aG.
4.9. La ξ-stabilite´. — Soit ξ ∈ aT . Soit m ∈ M. On dit que m est ξ-semi-stable si le convexe
Cm du paragraphe 4.8 contient ξ. Soit Mξ le sous-champ de M forme´ de points ξ-stables et
Mell =M×AG A
ell
G
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l’ouvert elliptique de M. Soit
f ξ :Mξ → AG
et
f ell :Mell → AellG
les restrictions du morphisme de Hitchin f a` Mξ et Mell.
Voici le principal re´sultat de [10] (ibid. proposition 6.1.4 et the´ore`me 6.2.2).
The´ore`me 4.9.1. — Le champMξ est un sous-champ ouvert deM, donc lisse sur k, qui contient
l’ouvert elliptique Mell.
Si G est semi-simple et si ξ est en position ge´ne´rale , le champ Mξ est un champ de Deligne-
Mumford et le morphisme f ξ est propre.
Remarque 4.9.2. — L’expression ξ en position ge´ne´rale signifie que ξ n’appartient pas a` certains
hyperplans rationnels de aT (cf. [10] de´finition 6.1.3). Elle implique en particulier que pour un
triplet de Hitchin les notions de ξ-semi-stabilite´ et ξ-stabilite´ sont e´quivalentes.
5 Action du champ de Picard Ja
5.1. Action de Gm,k sur les centralisateurs. — On a de´fini au § 3.2 le sche´ma en groupes
JG des centralisateurs re´guliers sur g. Soit (g, a) ∈ JG et x ∈ Gm,k. Les e´le´ments de greg de´finis
par εG(x · a) et x · εG(a) (ou` · de´signe respectivement l’action de Gm,k sur carG de´finie au § 4.1
et l’action de Gm,k sur g par homothe´tie) sont G-conjugue´s puisqu’ils ont meˆme image par χG. Il
existe donc hx ∈ G tel que
εG(x · a) = Ad(hx)(x · εG(a)).
On peut ve´rifier que hxgh
−1
x centralise εG(x · a) et que cet e´le´ment ne de´pend pas du choix de hx
(les centralisateurs re´guliers e´tant commutatifs). On pose alors
x · (g, a) = (hxgh
−1
x , x · a)
ce qui de´finit une action de Gm,k sur J
G pour laquelle le morphisme canonique JG → carG est
Gm,k-e´quivariant. Par la construction du § 4.1, on en de´duit un sche´ma en groupes J
G
D au-dessus
de carG,D.
Pour tout sous-groupe parabolique P ∈ F(T ), le sche´ma en groupes IP sur p des centralisateurs
est muni de l’action de Gm,k de´finie pour tous x ∈ Gm,k et (p,X) ∈ IP par
x · (p,X) = (p, x ·X)
ou` · est l’action par homothe´tie de Gm,k sur p. De nouveau, la construction du § 4.1 donne un
sche´ma en groupes IPD au-dessus de pD.
Il re´sulte de la proposition 3.2.1 que le morphisme (χ∗GJ
G)|p → I
P qui y est de´fini est Gm,k-
e´quivariant. On en de´duit un morphisme de sche´mas en groupes
(5.1.1) (χ∗G,DJ
G
D )|pD → I
P
D
au-dessus de pD.
Soit M ∈ L(T ) et χMG,D : carM,D → carG,D le morphisme de´duit du morphisme Gm,k-
e´quivariant χMG : carM → carG. Il re´sulte de la proposition 3.3.1 qu’il existe un unique morphisme
de sche´mas en groupes
(5.1.2) (χMG,D)
∗JGD → X∗(M)⊗Z Gm,carM,D
qui, pour tout P ∈ P(M), est le compose´ de (5.1.1) avec le morphisme e´vident
IPD → X∗(M)⊗Z Gm,carM,D .
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5.2. Le champ de Picard Ja. — Soit a = (ha, t) ∈ A. Soit
Ja = h
∗
aJ
G
D .
C’est un sche´ma en groupes commutatifs lisse sur C. Soit Ja le k-champ des Ja-torseurs au-
dessus de C. Plus exactement, pour tout k-sche´ma test S, le groupo¨ıde Ja(S) est le groupo¨ıde des
C-morphismes
C ×k S → B(Ja).
Comme le sche´ma en groupes Ja est commutatif, le produit contracte´ de deux Ja-torseurs est
encore un Ja-torseur. Ce produit fait de Ja un champ de Picard au-dessus de Spec(k).
5.3. Morphisme degre´. — Soit M ∈ L(T ) et aM = (haM , t) ∈ AM . Soit a l’image de aM dans
AG par le morphisme χMG , cf. l. (4.4.1). On a donc ha = χ
M
G,D ◦haM et Ja = h
∗
aM (χ
M
G,D)
∗JGD . Par le
changement de base haM : C → carM,D, on de´duit du morphisme (5.1.2) le morphisme de sche´mas
en groupes
Ja → X∗(M)⊗Z Gm,C
et le morphisme de C-champs de Picard entre les classifiants
(5.3.1) B(Ja)→ B(X∗(M)⊗Z Gm,C).
Comme on dispose d’un morphisme degre´, cf. l.(4.7.3),
B(X∗(M)⊗Z Gm,C)(C)→ X∗(M),
on en de´duit, par composition, un morphisme degre´
(5.3.2) degM : Ja → X∗(M)
pour tout a ∈ AM , qui est un homomorphisme de champs de Picard (si l’on voit X∗(M) comme
un k-champ de Picard constant).
Proposition 5.3.1. — Soit M ⊂ L deux sous-groupes de Levi dans LG(T ). Soit
pML : X∗(M)→ X∗(L)
la projection duale du morphisme de restriction
X∗(L)→ X∗(M).
Soit a ∈ AM . On a l’e´galite´ suivante entre morphismes de Ja dans X∗(L)
pML ◦ degM = degL .
De´monstration. — Soit Q ∈ P(L) et P ∈ P(M) tels que P ⊂ Q. Partons du diagramme
commutatif
p //
χP

q
χQ

carM
χMG $$H
HH
HH
HH
HH
χML // carL
χLG

carG
.
Rappelons qu’on a de´fini au § 3.2 un sche´ma en groupes JG sur carG. D’apre`s le diagramme
ci-dessus, on a l’e´galite´
χ∗P (χ
M
G )
∗JG = (χ∗Q(χ
L
G)
∗JG)|p.
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On a donc un diagramme
(5.3.3) χ∗P (χ
M
G )
∗JG //
((RR
RR
RR
RR
RR
RR
R
X∗(M)⊗Z Gm,carM

X∗(L)⊗Z Gm,carL
ou` la fle`che horizontale est celle de´finie en (3.3.1) proposition 3.3.1, la fle`che diagonale est celle
de´finie (3.3.1) relativement a` L et restreinte a` p, enfin la fle`che verticale est induite par pLM .
Montrons que le diagramme (5.3.3) est commutatif. Il suffit de le ve´rifier au-dessus de l’ouvert
dense preg. Le morphisme horizontal, resp. diagonal, de (5.3.3) se factorise par IP , resp. IQp (cf.
proposition 3.3.1). On a donc un diagramme
(χ∗P (χ
M
G )
∗JG)|preg //
&&MM
MM
MM
MM
MM
MM
IP|preg
//

X∗(M)⊗Z Gm,carM

IQ|preg
// X∗(L)⊗Z Gm,carL
dont il s’agit de ve´rifier la commutativite´. Or, le premier triangle est forme´ uniquement d’iso-
morphismes et est clairement commutatif (cf. lemme 3.1.1 et (3.2.1)). On ve´rifie sans peine la
commutativite´ du carre´ de droite.
Pour tout a ∈ AM , on de´duit de la commutativite´ de (5.3.3) un diagramme commutatif
B(Ja) //
((PP
PP
PP
PP
PP
PP
B(X∗(M)⊗Z Gm,C)

B(X∗(L)⊗Z Gm,C)
ou` la fle`che verticale est induite par pML et les autres fle`ches sont donne´es par la ligne (5.3.1). Pour
conclure, il suffit d’invoquer la commutativite´ du diagramme
B(X∗(M)⊗Z Gm,C)(C) //

X∗(M)

B(X∗(L)⊗Z Gm,C)(C) // X∗(L)
ou` les morphismes horizontaux sont les degre´s et les morphismes verticaux sont induits par pML .

5.4. Quotient champeˆtre des centralisateurs.—Soit P ∈ FG(T ) un sous-groupe parabolique
semi-standard. On de´finit une action du groupe P sur le sche´ma en groupes IP ainsi : pour tout
h ∈ P et tout (p,X) ∈ IP , on a
h · (p,X) = (hph−1,Ad(h)X).
Cette action commute a` l’action de Gm,k par homothe´tie sur le premier facteur. On en de´duit
donc une action de P sur IPD pour laquelle le morphisme I
P
D → pD est P -e´quivariant.
Le champ quotient [IPD/P ] de´finit un sche´ma en groupes au-dessus du champ [pD/P ]. Soit hP
une section au-dessus de C du champ [pD/P ]. En tirant en arrie`re le champ [I
P
D/P ] par la section
hP , on obtient un sche´ma en groupes sur C note´ h
∗
P [I
P
D/P ]. Donnons une description concre`te de
ce groupe : la section hP s’identifie a` la donne´e d’un P -torseur sur C ainsi que d’une section θ de
AdP,D(E) = E ×P,Ad pD. Le sche´ma en groupes h∗P [I
P
D/P ] est le sche´ma en groupes AutP (E , θ)
des automorphismes de E qui centralisent θ.
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On de´finit une action du groupe G sur le sche´ma en groupes χ∗GJ
G de la manie`re suivante :
pour tout h ∈ G et tout (g,X) ∈ χ∗GJ
G, on a
h · (g,X) = (g,Ad(h)X).
On ve´rifie que cette action commute a` celle de Gm,k (de´duite de celle de´finie sur J
G au paragraphe
5.1. On en de´duit une action de G sur χ∗G,DJ
G
D . On ve´rifie que le morphisme
(χ∗G,DJ
G
D )|pD → I
P
D
de´fini au paragraphe 5.1 est P -e´quivariant.
Le champ quotient [(χ∗G,DJ
G
D )/G] de´finit un sche´ma en groupes commutatifs lisse sur [gD/G].
Comme l’action de G sur le premier facteur de χ∗GJ
G est triviale, on a l’identification naturelle
(5.4.1) [(χ∗G,DJ
G
D )/G] = [χG,D]
∗JGD ,
ou` l’on distingue les morphismes χG,D : gD → carG,D (cf. §4.1) et [χG,D] : [gD/G] → carG,D, cf.
(4.2.1).
5.5. Action de Ja sur Ma. — Soit a = (ha, t) ∈ A et m = (hm, t) ∈ Ma. On a de´fini au § 5.2
un sche´ma en groupes Ja sur C. D’apre`s le diagramme (4.5.1) et la ligne (5.4.1) du paragraphe
5.4, on a aussi
(5.5.1) Ja = h
∗
m[χG,D]
∗JGD = h
∗
m[(χ
∗
G,DJ
G
D )/G].
Le morphisme χ∗G,DJ
G
D → I
G
D de´fini en (5.1.1) du paragraphe 5.1 est G-e´quivariant (cf. § 5.4). On
en de´duit un morphisme de sche´mas en groupes
(5.5.2) Ja = h
∗
m[(χ
∗
G,DJ
G
D )/G]→ h
∗
m[I
G
D/G] = Aut(m).
La dernie`re e´galite´ identifie h∗m[I
G
D/G] au sche´ma en groupes Aut(m) des automorphismes de m
(cf. § 5.4).
On fait alors agir le champ de Picard Ja sur le fibre de Hitchin Ma de la fac¸on suivante : a`
tout m ∈Ma et tout Ja-torseur j on associe le produit contracte´
j ·m = j ×Ja m
ou` Ja agit sur m via le morphisme Ja → Aut(m) (cf. l.(5.5.2)). On ve´rifie que j ×Ja m ∈Ma.
Proposition 5.5.1. — Soit a ∈ AellM et m ∈ Ma. Pour tout j ∈ Ja, les convexes associe´s a` m et
j ·m (cf. 4.8) sont translate´s l’un de l’autre. Plus pre´cise´ment, on a
Cm = Cj·m + degM (j)
ou` degM est le morphisme degre´ de´fini en (5.3.2) du §5.3.
De´monstration. — Soit P ∈ P(M) et hP la re´duction correspondante de m a` P (cf. proposition
4.6.1). En examinant le diagramme 4.6.1, on s’aperc¸oit qu’on a
Ja = h
∗
P i
∗
P [χG,D]
∗JGD .
On ve´rifie qu’on a l’identification suivante de sche´mas en groupes sur [pD/P ]
i∗P [χG,D]
∗JGD = [(J
G
D )|pD/P ].
Le morphisme de sche´mas en groupes sur [gD/G] de´duit du morphisme G-e´quivariant (5.1.1)
(pour P = G) donne un morphisme (cf. aussi (5.4.1))
[χG,D]
∗JGD → [I
G
D/G].
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Il re´sulte de la proposition 3.2.1 que le morphisme qui s’en de´duit
i∗P [χG,D]
∗JGD = [(J
G
D )pD/P ]→ i
∗
P [I
G
D/G]
se factorise par
[(JGD )|pD/P ]→ [I
P
D/P ],
ou` cette dernie`re fle`che se de´duit du morphisme P -e´quivariant (5.1.1) (l’e´quivariance est discute´e
au § 5.4). Par conse´quent, le morphisme
Ja → h
∗
m[I
G
D/G] = Aut(m)
se factorise par
(5.5.3) Ja → h
∗
P [I
P
D/P ] = Aut(hP ).
En particulier, si j est un Ja-torseur, l’action de j sur m envoie la P -re´duction hP sur j×
Ja hP
(ou` Ja agit sur hP via (5.5.3)) qui est ne´cessairement l’unique P -re´duction de j ·m. La proposition
re´sulte alors de l’e´galite´, e´vidente sur les de´finitions,
degP (j ×
Ja hP ) = degM (j) + degP (hP ).

6 Morphisme degre´ et champ de Picard J 1
6.1. Espace topologique 〈LG〉. —Soit 〈LG〉 l’espace topologique sobre dont l’ensemble sous-
jacent est l’ensemble LG = LG(T ) et dont la topologie est la moins fine pour laquelle les parties
LM pour M ∈ LG sont ferme´es.
Soit M ⊂ L deux e´le´ments de LG(T ). Soit X∗(L)LM le faisceau constant sur 〈L
M 〉 de valeur
X∗(L). Soit
iM : 〈L
M 〉 →֒ 〈LG〉
l’inclusion canonique. Soit iM,∗(X∗(L)LM ) le faisceau sur 〈L
G〉 a` support dans LM et dont la fibre
en tout point de LM est X∗(L). On a un morphisme
(6.1.1) iM,∗(X∗(M)LM )→ iM,∗(X∗(L)LM )
induit par le morphisme pML : X∗(M)→ X∗(L) (cf. 5.3.1). D’autre part, on a un morphisme
(6.1.2) iL,∗(X∗(L)LL)→ iM,∗(X∗(L)LM )
qui, fibre a` fibre, est le morphisme identique de X∗(L) en un point de LM et qui est nul en dehors
de LM .
On de´finit alors un double morphisme
(6.1.3)
⊕
M∈LG(T )
iM,∗(X∗(M)LM )
−→
−→
⊕
M,L∈LG(T )
M⊂L
iM,∗(X∗(L)LM )
de la manie`re suivante : sur chaque composante iM,∗(X∗(M)LM ), pourM ∈ L
G, la premie`re fle`che
est obtenue par composition de la somme des morphismes (6.1.1) pour L ∈ LG(M) avec l’inclusion
canonique ⊕
L∈LG(M)
iM,∗(X∗(L)LM )→
⊕
M,L∈LG(T )
M⊂L
iM,∗(X∗(L)LM ) ;
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le seconde est obtenue, sur la composante iL,∗(X∗(L)LL), pour L ∈ L
G, par composition de la
somme des morphismes (6.1.2) pour M ∈ LL(T ) avec l’inclusion canonique⊕
M∈LL(T )
iM,∗(X∗(L)LM )→
⊕
M,L∈LG(T )
M⊂L
iM,∗(X∗(L)LM ).
On notera que, dans la double fle`che (6.1.3), chaque composante iM,∗(X∗(L)LM ) du but (avec
M ⊂ L) ne rec¸oit par chaque fle`che qu’une composante de la source, a` savoir iM,∗(X∗(M)LM ) par
la premie`re fle`che et iL,∗(X∗(L)LL) par la seconde.
Soit K le noyau du morphisme double (6.1.3). On laisse au lecteur la ve´rification du lemme
suivant.
Lemme 6.1.1. — Le faisceau K est le faisceau constructible sur 〈LG〉 dont la fibre KM en M ∈ L
G
est le Z-module X∗(M) et dont la fle`che de spe´cialisation KM → KL, pour M et L dans LG tels
que M ⊂ L, est le morphisme pML : X∗(M)→ X∗(L) (cf. proposition 5.3.1).
6.2. Le faisceau X sur AG. — Soit
(6.2.1) AG → 〈L
G〉
l’application de valeur M sur chaque partie localement ferme´e AellM pour M ∈ L
G(T ) (cf. propo-
sition 4.4.2).
Lemme 6.2.1. — L’application (6.2.1) est continue.
De´monstration. — Soit M ∈ LG(T ). L’image re´ciproque de la partie ferme´e LM (T ) est la
re´union des AellL pour L ∈ L
M (T ) qui s’identifie au ferme´ AM (cf. (4.4.1) et proposition 4.4.2). 
Soit X le faisceau constructible sur AG de´finie comme l’image re´ciproque par l’application
continue (6.2.1) (cf. lemme 6.2.1) du faisceau K sur 〈LG〉. Ce faisceau est donc constant de valeur
X∗(M) sur AellM , pour M ∈ L
G(T ).
6.3. Le champ de Picard J . — Soit
(6.3.1) hA : C ×k A −→ carG,D
la fle`che canonique qui a` un triplet (c, ha, t) ∈ C ×k A associe ha(c) ∈ carG,D. Soit
JA = h
∗
AJ
G
D
le sche´ma en groupes commutatifs, lisse sur C ×k A, obtenu comme l’image re´ciproque de JGD par
le morphisme hA de (6.3.1). Tout a = (ha, t) ∈ A(k) de´finit par changement de base un morphisme
aC : C → C ×k A qui, compose´ avec hA, donne ha. Le sche´ma en groupes sur C de´fini par a∗CJA
n’est autre que le sche´ma en groupes note´ Ja de´fini au §5.2.
Soit B(JA) le C×kA-champ classifiant de JA. Soit J le champ sur A dont le groupo¨ıde associe´
J (S) pour tout A-sche´ma test S est le groupo¨ıde des morphismes
C ×k S → B(JA).
Comme JA est commutatif, le produit contracte´ confe`re a` J une structure de champ de Picard
au-dessus de A.
6.4. Le degre´ de J . — Il est de´fini par la proposition suivante.
Proposition 6.4.1. — Il existe un unique morphisme
deg : J → X
qui, pour tout M ∈ LG(T ) et tout a ∈ AellM , induit le morphisme
degM : Ja → Xa = X∗(M)
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de´fini en (5.3.2) du §5.3.
De´monstration. — L’unicite´ e´tant e´vidente, nous allons nous concentrer sur l’existence. Soit
M ∈ LG(T ). L’homomorphisme degM de (5.3.2) induit un homomorphisme
(χMG )
∗J −→ X∗(M)AM
ou` χMG est l’immersion ferme´e de AM dans AG de´finie en (4.4.1) et X∗(M)AM est le faisceau
constant sur AM de valeur X∗(M). Par adjonction, on a donc un homomorphisme
J −→ (χMG )∗(X∗(M)AM ).
En prenant la somme sur M ∈ LG(T ), on obtient un homomorphisme
J −→
⊕
M∈LG(T )
(χMG )∗(X∗(M)AM ).
Nous allons montrer que cet homomorphisme est a` valeurs dans le sous-faisceau X et ve´rifie les
proprie´te´s annonce´es. Pour voir qu’il est a` valeurs dans X , il suffit de voir qu’il tombe dans le
noyau de la double fle`che⊕
M∈LG(T )
(χMG )∗(X∗(M)AM )
−→
−→
⊕
M,L∈LG(T )
M⊂L
(χMG )∗(X∗(L)AM )
image re´ciproque de la double fle`che (6.1.3) par l’application continue AG → 〈LG〉 de´finie en
(6.2.1). Cela de´coule de la proposition 5.3.1. Les autres proprie´te´s re´sultent du lemme 6.1.1.

6.5. Action de J sur M. — Il s’agit simplement de mettre en famille la construction du §5.5.
Soit S un k-sche´ma test. Soit m = (hm, t) ∈M(S) et f(m) = (ha, t) ∈ A(S). Soit JA,S = JA×AS
et soit j ∈ J (S) un JA,S-torseur. On a, cf. l. (5.5.1) du §5.5,
JA,S = h
∗
aJ
G
D = h
∗
m[χG,D]
∗JGD = h
∗
m[(χ
∗
G,DJ
G
D )/G].
Comme en (5.5.2), on en de´duit un morphisme
JA,S −→ h
∗
m[I
G
D/G] = Aut(m).
L’action de J est alors donne´e par le produit contracte´
j ·m = j ×JA,S m
ou` JA,S agit sur m via le morphisme vers Aut(m) que l’on vient d’introduire.
6.6. Action de J 1 surMξ.—Soit J 1 le noyau de l’homomorphisme degre´ de´fini a` la proposition
6.4.1. C’est un sous-champ de Picard ouvert du champ J qui, fibre a` fibre, contient la composante
neutre de J . Comme J agit sur M, il en est de meˆme de J 1.
Proposition 6.6.1. — Pour tout ξ ∈ aT , l’action de J 1 pre´serve l’ouvert Mξ.
De´monstration. — Soit m ∈ M et a = f(m) ∈ A. Soit j ∈ Ja. D’apre`s la proposition 5.5.1,
on a Cm = Cj·m + degM (j). Si, de plus, j ∈ J
1
a alors on a degM (j) = 0 (cf. proposition 6.4.1). Il
s’ensuit que, pour tout j ∈ J 1a , on a
Cm = Cj·m
et a fortiori j pre´serve la ξ-stabilite´, qui est de´finie par la condition ξ ∈ Cm. 
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7 Courbe came´rale et faisceau pi0(J ).
7.1. Courbe came´rale. — Soit
∞A : A → C ×k A
le morphisme de´duit de ∞ par le changement de base A → Spec(k). A` la suite de Donagi et
Gaitsgory (cf. [12]), on introduit la courbe came´rale universelle, note´e Y , qui est le reveˆtement de
C ×k A de´fini par le carre´ carte´sien
Y //
πY

tD
χTG,D

C ×k A
hA
// carG,D
ou` hA est le morphisme canonique, cf. (6.3.1), et χ
T
G,D est le morphisme χ
T
G du 2.7 «tordu par
D». Comme le morphisme χTG,D est W
G-invariant, on a une action naturelle de WG sur Y . Le
reveˆtement πY est fini, galoisien de groupeW
G et e´tale au-dessus d’un voisinage de l’image de∞A.
Pour tout a = (ha, t) ∈ A, le point t ve´rifie χTG(t) = ha(∞). On donc un morphisme canonique
∞Y : A → Y
au-dessus de∞A. Soit U ⊂ C×kA l’image re´ciproque par hA de l’ouvert car
reg
G,D ou` le discriminant
DG ne s’annule pas (cf. §2.7). Soit V l’ouvert de Y de´fini par V = π−1Y (U). On notera que ∞A est
a` valeurs dans U et ∞Y est a` valeurs dans V . Le reveˆtement πY est e´tale pre´cise´ment au-dessus
de U .
Soit a = (ha, t) ∈ A et k(a) le corps re´siduel de a. En tirant la construction pre´ce´dente par le
morphisme C ×k k(a)→ C ×k A de´duit de a par le changement de base C → Spec(k), on obtient
la courbe came´rale Ya sur k(a) de´finie par le diagramme carte´sien
Ya
  //
πYa

tD ×k k(a)
χTG,D

C ×k k(a)
 
ha
// carG,D ×k k(a)
.
Le groupeWG pre´serve Ya et le reveˆtement πYa est fini, galoisien de groupeW
G et e´tale au-dessus
du point ∞. Dans la fibre de ce dernier, on a le point marque´ ∞Ya = ∞A ◦ a. Soit Ua et Va les
ouverts de C ×k k(a) et Ya de´duits de U et V par changement de base.
7.2. La fonction Wa. — Dans tout ce paragraphe, la lettre W de´signe un sous-groupe quel-
conque du groupe de Weyl WG. Pour tout a ∈ A, soit Wa le sous-groupe de WG de´fini comme le
normalisateur de la composante irre´ductible de Ya passant par∞Ya . De manie`re e´quivalente, c’est
le normalisateur de la composante connexe de Va qui contient ∞Ya .
Soit 〈WG〉 l’espace topologique sobre dont l’ensemble sous-jacent est forme´ des sous-groupes
W de WG et dont la topologie est la moins fine pour laquelle les parties forme´es des sous-groupes
W ′ inclus dans un sous-groupe W sont ferme´es.
Proposition 7.2.1. — L’application A → 〈WG〉 de´finie par a 7→Wa est continue.
De´monstration. — Montrons d’abord la constructibilite´ de cette application. Le morphisme
compose´ Y → C ×k A → A induit un morphisme surjectif p : V → A dont ∞Y est une section.
Pour tout a ∈ A soit V 0a la composante connexe de Va qui contient∞Y (a). Soit V
0 la re´union des
V 0a quand a parcourt A. D’apre`s Grothendieck (cf. [16] proposition 15.6.4), on sait que V
0 est un
ouvert. Pour tout sous-groupe W de WG, conside´rons l’ensemble constructible
AW = p(
⋂
w∈W
wV 0)−
⋃
w∈WG−W
p(V 0 ∩ wV 0).
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Nous allons de´montrer l’e´galite´
(7.2.1) AW = {a ∈ A | Wa =W}
qui implique la constructibilite´ de l’application Wa. Soit a ∈ AW . Il existe y ∈
⋂
w∈W wV
0 tel que
p(y) = a. Par conse´quent, la re´union
⋃
w∈W wV
0
a dont chaque constituant contient y est connexe.
Il s’ensuit qu’on a
⋃
w∈W wV
0
a = V
0
a et donc W ⊂ Wa. Soit w ∈ Wa. On a donc wV
0
a = V
0
a et
y ∈ V 0a ∩wV
0
a . Ne´cessairement on a w ∈W d’ou`Wa ⊂W et finalementWa =W . Re´ciproquement
soit a ∈ A tel queWa =W . Soit y ∈ V 0a . Comme V
0
a est stable parWa =W , on a y ∈
⋂
w∈W wV
0.
Par ailleurs si w /∈W =Wa, on a V 0a ∩ wV
0
a = ∅. D’ou` a ∈ AW . On a donc de´montre´ (7.2.1).
Montrons ensuite la continuite´. Il suffit de montrer que pour tout sous-groupe W de WG la
re´union
⋃
AW ′ prise sur les sous-groupesW
′ de W est ferme´e. Comme cette re´union est construc-
tible, il suffit de montrer qu’elle est stable par spe´cialisation. Soit a un point de A et a′ ∈ A une
ge´ne´risation de a dans A. Nous allons montrer qu’on a Wa ⊂ Wa′ ce qui implique la stabilite´
cherche´e. Par de´finition de Wa′ , on a
V 0a′ ⊂ V −
⋃
w∈WG−Wa′
wV 0.
D’apre`s le re´sultat de´ja` cite´ de Grothendieck, on sait que l’ensemble V −
⋃
w∈WG−Wa′
wV 0 est
ferme´ dans V . On a donc
V 0a′ ⊂ V −
⋃
w∈WG−Wa′
wV 0.
ou` V 0a′ de´signe l’adhe´rence de V
0
a dans V . Toujours d’apre`s Grothendieck (cf. [16] proposition
15.6.1), on a V 0a ⊂ V
0
a′ et donc
V 0a ⊂ V −
⋃
w∈WG−Wa′
wV 0
ce qui implique imme´diatement qu’on a Wa ⊂Wa′ comme voulu. 
7.3. Le morphisme de X∗(T )A dans J .— Soit S un sche´ma affine sur k et a = (ha, t) ∈ A(S).
Soit CS = C×k S et OCS ,∞ le comple´te´ de OCS le long de {∞}×k S ⊂ CS que l’on peut identifier
a` OS [[̟∞]] par le choix d’une uniformisante ̟∞ sur C au point ∞. Soit FCS,∞ = OCS ,∞[1/̟∞]
(qui ne de´pend pas du choix de ̟∞). Soit C
∞ = C − {∞} et C∞S = C
∞ ×k S.
Proposition 7.3.1. — Il existe un isomorphisme canonique
(7.3.1) Ja ×C Spec(OCS ,∞) ≃ T ×k Spec(OCS,∞).
De´monstration. — Dans un voisinage de ∞, le fibre´ carG,D s’identifie canoniquement au fibre´
trivial de fibre carG. Il s’ensuit que la section ha : CS → carG,D ×kS se restreint en une section
ha,∞ : Spec(OCS ,∞)→ car
reg
G ×kOCS ,∞.
Comme le morphisme χTG : t
reg → carreg est e´tale, il existe un unique morphisme haT ,∞ qui rele`ve
t et qui rend le diagramme ci-dessous commutatif
Spec(OCS,∞)
haT ,∞ //
ha,∞ **TTT
TTT
TTT
TTT
TTT
T
treg ×k OCS ,∞
χGT

car
reg
G ×kOCS ,∞
.
L’isomorphisme (3.2.1) du §3.2 induit l’isomorphisme suivant sur treg(
(χTG)
∗JG
)
|treg
≃ IGtreg = T ×k t
reg.
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De cet isomorphisme et de l’e´galite´
Ja ×C Spec(OCS ,∞) = h
∗
a,∞J
G = haT ,∞(χ
T
G)
∗JG,
on de´duit l’isomorphisme cherche´.

D’apre`s la descente formelle de Beauville-Laszlo (cf. [5]), pour tout λ ∈ X∗(T ), il existe un
triplet (j, α, β), unique a` un unique isomorphisme pre`s, forme´ d’un Ja-torseur j sur CS et d’iso-
morphismes Ja-e´quivariants
α : j| Spec(OCS,∞) → Ja ×C Spec(OCS,∞)
et
β : j|C∞S → Ja ×C C
∞
S
de sorte que l’isomorphisme sur Spec(FCS ,∞) induit par β ◦ α
−1 sur
Ja ×C Spec(FCS ,∞) ≃ T ×k Spec(FCS ,∞)
(isomorphisme de´duit de (7.3.1)) soit donne´ par la translation a` gauche par ̟λ∞.
On de´duit de cette construction un homomorphisme
X∗(T )A → J
ou` X∗(T )A le faisceau constant sur A de valeurs X∗(T ).
7.4. Retour sur des re´sultats de Ngoˆ.— Soit K une extension de k se´parablement close. Soit
a = (ha, t) ∈ A(K) un point «ge´ome´trique». Dans tout ce paragraphe, T de´signe un sche´ma en
tores sur l’ouvert Ua de CK = C×kK (cf. 7.1). Un tel sche´ma en tores se prolonge en un sche´ma en
groupes lisse sur CK a` fibres connexes et tout tel prolongement s’envoie dans l’unique prolongement
maximal note´ T˜ et appele´ le mode`le de Ne´ron connexe de T . On introduit les notations suivantes :
soit T∞K la fibre au point ∞K = ∞ ×k K de T . Soit X∗(T∞K ) = HomK-gp(Gm,K , T∞K ). Le
groupe fondamental de Ua pointe´ par ∞K est note´ π1(Ua,∞K) et agit sur X∗(T∞K ). On pose
A(T ) = X∗(T∞K )π1(Ua,∞K)
ou` l’indice π1(Ua,∞K) de´signe le groupe des co-invariants sous π1(Ua,∞K). Soit B(T ) le groupe
des composantes connexes du champ de Picard des T˜ -torseurs. Soit A et B les foncteurs de la
cate´gorie des sche´mas en tores sur Ua vers la cate´gorie des groupes abe´liens de´finis par T 7→ A(T )
et T 7→ B(T ). A` l’aide d’une variante d’un re´sultat de Kottwitz (cf. [20] lemme 2.2), Ngoˆ a
montre´ que les foncteurs A et B sont isomorphes. Il est important pour nous de pre´ciser un tel
isomorphisme. Pour cela, on utilise la variante suivante «a` la Ngoˆ» du lemme de Kottwitz de´ja`
cite´, ou` l’on note X∗ le foncteur T 7→ X∗(T∞K ).
Lemme 7.4.1. — Les morphismes canoniques
Hom(A,B)→ Hom(X∗, B)
et
Hom(X∗, B)→ Hom(X∗(Gm,Ua), B(Gm,Ua)) = B(Gm,Ua)
sont des isomorphismes. Le groupe B(Gm,Ua) est libre de rang 1 et tout e´le´ment de Hom(A,B)
dont l’image par le compose´ des deux isomorphismes pre´ce´dents est un ge´ne´rateur de B(Gm,Ua)
est un isomorphisme.
De´monstration. — Les proprie´te´s fondamentales du foncteur B sont de´montre´es par Ngoˆ (cf.
[25]). Le reste n’est qu’une transposition de re´sultats de Kottwitz (cf. [20] pp.206-207). 
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De´finissons alors un morphisme de foncteurs de X∗ vers B. Pour tout sche´ma en tores T sur
Ua, on de´finit ainsi un morphisme de X∗(T∞K ) dans le champ des T˜ -torseurs. Les notations e´tant
celles du §7.3, pour tout λ ∈ X∗(T∞K ), on recolle le T˜ -torseur trivial sur C
∞
K avec le T -torseur
trivial sur Spec(OCK ,∞) a` la Beauville-Laszlo avec la donne´e de recollement ̟
λ
∞ (le tore T est en
fait constant sur OCK ,∞, isomorphe a` X∗(T∞K )⊗Z Gm,OCK,∞). On en de´duit un morphisme
X∗ → B
en composant le morphisme pre´ce´dent avec le morphisme canonique du champ des T˜ -torseurs dans
son groupe de composantes connexes.
Lemme 7.4.2. — Le morphisme de foncteur X∗ → B se factorise canoniquement selon le dia-
gramme
X∗
  A
AA
AA
AA
A
// A

B
ou` le morphisme horizontal est le morphisme canonique et le morphisme vertical est un isomor-
phisme.
De´monstration. — D’apre`s le lemme 7.4.1, il s’agit de voir que le foncteur X∗ → B envoie le
ge´ne´rateur canonique de X∗(T∞K ) (donne´ par l’homomorphisme identique) sur un ge´ne´rateur de
B(Gm,Ua). Or lorsque T = Gm,Ua, on a T˜ = Gm,CK et le morphisme degre´ du champ de Picard
des T˜ -torseurs, qui n’est autre que le champ de Picard des OCK -modules localement libres de rang
1, identifie son groupe des composantes connexes Z. Le ge´ne´rateur canonique de X∗(T∞K ) de´finit
par le recollement explique´ ci-dessus, un Gm,CK -torseur de degre´ 1 d’ou` le lemme. 
7.5. Factorisation de Ngoˆ. — Soit Y le faisceau sur A image re´ciproque par l’application
continue A → 〈WG〉 du faisceau dont la fibre en W ⊂ WG est X∗(T )W , avec les morphismes
de transition naturels. Ce faisceau est par de´finition un quotient du faisceau constant X∗(T )A.
On a de´fini au §7.3 un morphisme X∗(T )A → J . D’apre`s Ngoˆ, il existe un faisceau constructible
sur A qu’on note π0(J ) et dont la fibre en un point ge´ome´trique a de A est le groupe π0(Ja)
des composantes connexes de Ja (cf. proposition 6.2 de [25]). Par composition avec le morphisme
canonique J → π0(J ), on a obtient un morphismeX∗(T )A → π0(J ). Ngoˆ a montre´ la factorisation
suivante (cf. proposition 5.5.1 de [24]).
Proposition 7.5.1. — On a la factorisation suivante
X∗(T )A //
$$J
JJ
JJ
JJ
JJ
Y

π0(J )
ou` la fle`che horizontale est la fle`che canonique et les deux autres fle`ches sont des e´pimorphismes.
De´monstration. —Pour la commodite´ du lecteur, on rappelle quelques points de la de´monstration
de Ngoˆ. Il suffit de prouver la factorisation fibre a` fibre. Soit un point ge´ome´trique a = (ha, t) ∈
A(K), ou` K est une extension de k se´parablement close. Soit J 0a le champ des J
0-torseurs sur
C ×k K ou` J0a est le sche´ma en groupes connexes qui, fibre a` fibre, est la composante connexe de
la section neutre de Ja. Comme la fibre de Ja en ∞K est connexe, le morphisme X∗(T ) → Ja
se factorise par un morphisme e´vident X∗(T ) → J 0a . D’apre`s Ngoˆ (cf. [25] propositions 6.3), le
morphisme canonique J 0a → Ja induit un morphisme surjectif π0(J
0
a )→ π0(Ja). Par ailleurs, le
morphisme canonique J0a → J˜a de J
0
a dans le mode`le de Ne´ron connexe J˜a du sche´ma en tores
J|Ua induit un morphisme de J
0
a dans le champ J˜a des J˜a-torseurs sur C ×k K et, d’apre`s Ngoˆ
(cf. [25] propositions 6.4), un isomorphisme π0(J˜a) = π0(J 0a ).
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Il suffit donc de prouver la factorisation cherche´e pour le morphisme X∗(T ) → π0(J˜a), c’est-
a`-dire la factorisation par l’e´pimorphisme X∗(T )Wa → π0(J˜a) (ce sera meˆme un isomorphisme).
Avec les notations du § 7.1, on a un diagramme commutatif
Spec(K)
∞Ya //
∞
''OO
OO
OO
OO
OO
OO
OO
Va
  ia //
πYa

t
reg
D,K
χTG,D

Ua
 
ha
// car
reg
G,D,K
ou` le carre´ est carte´sien et ou` l’on a note´ par un indice K le changement de base de k a` K.
Soit (Z, z) un reveˆtement connexe, e´tale et galoisien de Ua pointe´ par un point z : Spec(K)→ Z
au-dessus de ∞. On suppose, ainsi qu’il est loisible, que pour chaque composante connexe de Va,
il existe un Ua-morphisme surjectif de Z sur celle-ci. La composition a` droite avec z induit une
bijection de HomUa(Z, Va) sur le fibre de πYa au-dessus de ∞. On note α : Z → Va le morphisme
correspondant a` ∞Ya . Avec les notations de §5.2, on a
Ja = J
G
D ×carregG,D,K Ua
Or d’apre`s l’isomorphisme (3.2.1) du §3.2, on a l’isomorphisme suivant
JGD ×carregG,D,K t
reg
D,K ≃ T ×k t
reg
D,K
d’ou`
Ja ×Ua Va = J
G
D ×carregG,D,K Va ≃ T ×k Va.
En utilisant le morphisme α, on obtient
(7.5.1) Ja ×Ua Z = (Ja ×Ua Va)×Va,α Z ≃ T ×k Z.
Pour tout Φ ∈ AutUa(Z), il existe un unique e´le´ment wφ ∈ W
G tel α ◦ Φ = wΦ · α (ou` · de´signe
l’action de WG sur Va). Soit π1(Ua,∞) le groupe fondamental de Ua pointe´ par ∞. L’application
Φ 7→ wΦ de´finit un morphisme de π1(Ua,∞) dansWG, dont l’image est pre´cise´ment le sous-groupe
Wa. L’action e´vidente de π1(Ua,∞) sur Ja×UaZ correspond, par l’isomorphisme (7.5.1), a` l’action
diagonale de π1(Ua,∞) sur T ×k Z, ou` l’action sur le premier facteur est donne´ par le morphisme
dans WG. En particulier, on a l’identification
HomZ-gpe(Gm,Z , Ja ×Ua Z) = X∗(T )
qui est e´quivariante sous l’action de π1(Ua,∞) lorsque ce groupe agit surX∗(T ) via son morphisme
dans Wa. On en de´duit les identifications
X∗(Ja)∞ = X∗(T )
et
(7.5.2) (X∗(Ja)∞)π1(Ua,∞) = X∗(T )Wa .
Notons que cette identification vaut aussi pour J˜a puisque Ja ≃ J˜a sur Ua.
Ainsi, le morphisme X∗(T ) → π0(J˜a¯) s’identifie au morphisme X∗(J˜a)∞ → π0(J˜a) conside´re´
au §7.4. Le lemme 7.4.2 et la ligne (7.5.2) impliquent que ce morphisme se factorise par X∗(T )Wa
et que le morphisme X∗(T )Wa → π0(J˜a) est un isomorphisme. Cela conclut la de´monstration.

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8 La s-de´composition
8.1. Dans [25] section 8, Ngoˆ a introduit une de´composition des faisceaux de cohomologie perverse
de la fibration de Hitchin sur la partie elliptique. Le but de cette section est de ge´ne´raliser a` des
ouverts non ne´cessairement elliptiques la de´composition de Ngoˆ.
8.2. La proposition suivante sera utile pour la suite.
Proposition 8.2.1. — Soit a ∈ AG et M ∈ LG un sous-groupe de Levi. Les deux assertions
suivantes sont e´quivalentes :
1. a ∈ AM ;
2. Wa ⊂WM .
De´monstration. — Soit a = (ha, t) ∈ AG et k(a) le corps re´siduel de a. Montrons que l’assertion
2 implique la premie`re. Avec les notations du § 7.1, on a un diagramme commutatif
(8.2.1) Spec(k(a))
∞Ya //
∞
''PP
PP
PP
PP
PP
PP
PP
P
Va
  ia //
πYa

t
reg
D,k(a)
χTG,D

Ua
 
ha
// car
reg
G,D,k(a)
ou` le carre´ est carte´sien. Soit V 0a la composante connexe de Va qui contient ∞Ya . Par de´finition
de Wa, la restriction de πYa a` V
0
a fait de V
0
a un reveˆtement connexe, e´tale et galoisien de groupe
Wa. Comme l’inclusion ia est W -e´quivariante, on obtient par quotient par Wa un morphisme
Ua → t
reg
D,k(a)//Wa
au-dessus de carregG,D,k(a). Comme Wa ⊂W
M , on peut composer ce morphisme avec le morphisme
canonique tregD,k(a)//Wa → car
reg
M,D,k(a) de sorte qu’on obtient un morphisme haM qui s’inscrit dans
le diagramme commutatif
Ua
 
haM //

carM,D,k(a)
χMG,D

C ×k k(a)
 
ha
// carG,D,k(a)
Par proprete´ du morphisme χMG,D, le morphisme haM s’e´tend a` C ×k k(a). On ve´rifie que (haM , t)
appartient a` AM et a pour image a dans AG.
La re´ciproque re´sulte du lemme suivant. 
Lemme 8.2.2. — Soit aM ∈ AM et a ∈ AG son image par l’immersion ferme´e AM → AG de
(4.4.1). Soit WaM le sous-groupe de W
M de´fini au §7.2 relativement au groupe M . On a
WaM =Wa
De´monstration. — Soit aM = (haM , t) ∈ AM et a = (ha, t) son image dans AG. On adopte les
notations de la de´monstration de la proposition 8.2.1 mais relativement au groupe M . On a donc
un diagramme analogue a` (8.2.1)
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Spec(k(aM ))
∞YaM //
∞
((QQ
QQ
QQ
QQ
QQ
QQ
QQ
Q
VaM
  //

t
reg
D,k(aM )
χTM,D

UaM
 
haM
// car
reg
G,D,k(aM)
ou` l’exposant reg signifie G-re´gulier (conforme´ment aux conventions du §2.7). On a d’ailleurs
Ua = UaM et une immersion a` la fois ouverte et ferme´e VaM →֒ Va, qui est W
M -e´quivariante et qui
envoie ∞YaM sur ∞Ya . En particulier, la composante connexe de ∞Ya dans Va est e´gale a` l’image
de celle de ∞YaM dans VaM . Si w ∈ W
G ve´rifie wVaM ∩ VaM 6= ∅, on a ne´cessairement w ∈ W
M .
Il s’ensuit qu’on a Wa ⊂WM . Le re´sultat est alors clair.

8.3. On a de´fini respectivement aux propositions 6.4.1 et 7.5.1 un morphisme deg : J → X , qui
se factorise e´videmment en un morphisme
deg : π0(J )→ X ,
et un morphisme Y → π0(J ). En composant ces deux morphismes, on obtient Y → X et en
composant encore avec le morphisme X∗(T )A → Y, on obtient un morphisme X∗(T )A → X . Soit
Y1 et X∗(T )1A les faisceaux constructibles sur A de´finis respectivement par
Y1 = Ker(Y → X )
et
X∗(T )
1
A = Ker(X∗(T )A → X ).
Soit π0(J 1) le faisceau des composantes connexes de J 1 : c’est un sous-faisceau de π0(J 1) dont
la fibre en un point ge´ome´trique a est le sous-groupe de π0(Ja) forme´ des composantes de degre´
0 (ou` le degre´ est le morphisme ci-dessus). Le morphisme X∗(T )A → J se restreint alors en un
morphisme X∗(T )
1
A → J
1 qui, par la proposition 7.5.1, s’inscrit dans le diagramme commutatif
(8.3.1) X∗(T )
1
A
//
%%J
JJ
JJ
JJ
JJ
Y1

π0(J
1)
ou` les deux fle`ches de but π0(J 1) sont des e´pimorphismes.
Proposition 8.3.1. — Soit a ∈ AellM avec M ∈ L
G et a′ ∈ AG une spe´cialisation de a. Soit
L ∈ LG de´fini par la condition a′ ∈ AellL .
1. Les faisceaux X∗(T )
1
A et Y
1 ont respectivement pour fibre en a les groupes X∗(T ∩Mder) et
X∗(T ∩Mder)Wa ;
2. on a L ⊂M et Wa′ ⊂Wa ;
3. les fle`ches de spe´cialisation (X∗(T )
1
A)a′ → (X∗(T )
1
A)a et Y
1
a′ → Y
1
a sont respectivement
donne´es par les morphismes canoniques
X∗(T ∩ Lder)→ X∗(T ∩Mder)
et
X∗(T ∩ Lder)Wa′ → X∗(T ∩Mder)Wa ;
4. les fibres du faisceau Y1 sont finies ;
5. les fibres du faisceau π0(J 1) sont finies ;
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De´monstration. — Montrons l’assertion 1. D’apre`s le lemme 8.3.2 qui suit, la fibre en a ∈ AellM
de X∗(T )
1
A est le noyau du morphisme canonique X∗(T )→ X∗(M) : c’est donc bien X∗(T ∩Mder).
On sait par la proposition 7.5.1 que cette fle`che se factorise par X∗(T )Wa qui est la fibre en a de
Y. La fibre en a est donc le noyau de la fle`che X∗(T )Wa → X∗(M) (qui est bien de´finie puisque
Wa ⊂WM d’apre`s la proposition 8.2.1 : c’est donc bien X∗(T ∩Mder)Wa .
L’assertion 2 re´sulte de la continuite´ des applications AG → 〈LG〉 et AG → 〈WG〉 (cf. lemme
6.2.1 et proposition 7.2.1.
On laisse l’assertion 3 au lecteur. L’assertion 4 re´sulte du lemme 8.3.3 qui suit. L’assertion 5
est une conse´quence de l’assertion 4 vu qu’on dispose d’un e´pimorphisme Y1 → π0(J1). 
Lemme 8.3.2. — Soit M ∈ LG. Le morphisme X∗(T )A → X a pour fibre en a ∈ A
ell
M le
morphisme canonique
X∗(T )→ X∗(M).
De´monstration. — Soit a ∈ AellM et K son corps re´siduel. Soit haM le morphisme de CK
dans carM,D qui se de´duit de a. On reprend les notations du §7.3. Soit λ ∈ X∗(T ) et jλ le Ja-
torseur sur CK = C ×k K obtenu a` l’aide du recollement par ̟λ∞ ∈ T (OCK,∞) ≃ Ja(OCK ,∞)
(cf. l’isomorphisme de la proposition 7.3.1) qui de´finit le morphisme X∗(T ) → Ja. Le degre´ du
Ja-torseur jλ est l’application qui, a` µ ∈ X
∗(M), associe le degre´ du Gm,CK -torseur µ(jλ) obtenu
lorsqu’on pousse jλ par le morphisme compose´
(8.3.2) Ja −→ X∗(M)⊗Z Gm,CK
µ
−→ Gm,CK ,
ou` l’on obtient la premie`re fle`che est obtenue en tirant en arrie`re par haM le morphisme
(χMG,D)
∗JGD → X∗(M)⊗Z Gm,carM,D
de´fini en (5.1.2) et de´duit de la proposition 3.3.1. Le degre´ de jλ est donc la valuation de l’image
de ̟λ∞ par le morphisme compose´ (8.3.2).
En fait, sur Spec(OCK ,∞), la section haM est a` valeurs re´gulie`res et se factorise par une section
canonique note´e haT ,∞ de t
reg
D (cf. la de´monstration de la proposition 7.3.1). L’isomorphisme
Ja ×C Spec(OCS ,∞) ≃ T ×k Spec(OCS,∞) s’obtient alors par image re´ciproque par haT ,∞ de
l’isomorphisme
(
(χTG)
∗JG
)
|treg
≃ X∗(T ) ⊗Z Gm,treg . Comme on peut le voir sur les de´finitions, le
morphisme
X∗(T )⊗Z Gm,treg =
(
(χTG)
∗JG
)
treg
→ X∗(M)⊗Z Gm,treg
qu’on obtient en tirant en arrie`re par χTM le morphisme de la proposition 3.3.1 se de´duit du
morphisme canonique X∗(T )→ X∗(M). Par conse´quent, on a
deg(µ(jλ)) = µ(λ)
(l’accouplement est celui entre caracte`res et cocaracte`res de T ) et le degre´ de µ(jλ) est bien l’image
de λ par la projection X∗(T )→ X∗(M).

Lemme 8.3.3. — Pour tout M ∈ LG et tout a ∈ AellM le groupe X∗(T ∩Mder)Wa est fini.
De´monstration. — Nous allons d’abord prouver que le groupe X∗(T ∩Mder)Wa des invariants
sous Wa est trivial. Soit λ un e´le´ment de ce groupe qu’on voit comme un morphisme de Gm,k
dans M . Soit L le sous-groupe de Levi dans LM qui est le centralisateur du tore image. On a
donc Wa ⊂WL et par la proposition 8.2.1 on a a ∈ AL. Comme a est elliptique dans M , il vient
M = L. Donc λ est central dans Mder ce qui n’est possible que si λ = 0 ce qu’il fallait de´montrer.
Comme X∗(T ∩Mder) est de type fini, la finitude de l’e´nonce´ est e´quivalente a` la nullite´ de
X∗(T ∩Mder)Wa ⊗Z Q. Or la moyenne sur Wa induit un isomorphisme de ce Q-espace vectoriel
sur X∗(T ∩Mder)Wa ⊗Z Q dont on a prouve´ la nullite´. Cela conclut la de´monstration. 
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8.4. L’ouvert UM . — Soit M ∈ LG et UM ⊂ AG l’ouvert de´fini par
UM =
⋃
L∈LG(M)
AellL .
C’est encore le comple´mentaire du ferme´ ⋃
L∈LG−LG(M)
AL.
L’ouvert UG n’est autre que l’ouvert elliptique AellG . On de´finit la partie M -parabolique de M
ξ
note´e Mξ,M−par par le changement de base
Mξ,M-par =Mξ ×A UM .
Soit
f ξ,M-par :Mξ,M-par → UM
la restriction du morphisme de Hitchin f ξ a`Mξ,M-par. LorsqueM = G, on remplace «G-par» par
«ell».
Soit Γ(UM , ·) le foncteur des sections sur UM .
Lemme 8.4.1. — La restriction de Y1 a` UM est un quotient du faisceau constant de valeur
X∗(T ∩Mder). En particulier, on dispose d’homomorphismes de groupes
X∗(T ∩Mder) −→ Γ(UM ,Y
1)
et
(8.4.1) X∗(T ∩Mder) −→ Γ(UM , π0(J
1)).
De´monstration. — La premie`re assertion re´sulte de la description de Y1 donne´e a` la proposition
8.3.1. Le reste s’en de´duit. 
8.5. la s-de´composition.— Avec les notations de §2.5, on note T̂ le tore complexe de re´seau de
caracte`re X∗(T̂ ) = X∗(T ). Dans toute la suite, on confond toujours dans les notations les groupes
alge´briques sur C avec leurs groupes de points a` valeurs dans C. Soit Z0
cM
le centre connexe du
dual de Langlands M̂ deM . C’est encore la composante neutre du sous-groupe de T̂ de´fini comme
l’intersection des noyaux des caracte`res α∨ ou` α∨ parcourt les coracines de T dans M . Notons
qu’on a
T̂ /Z0cM = HomZ(X∗(T ∩Mder),C
×).
Soit (T̂ /Z0
cM
)tors le sous-groupe des points de torsion de T̂ /Z
0
cM
. Soit Q la cloˆture alge´brique de Q
dans C. On fixe un plongement de Q dans Qℓ. On a alors les inclusions naturelles
(T̂ /Z0cM )tors ⊂ HomZ(X∗(T ∩Mder),Q
×
) ⊂ HomZ(X∗(T ∩Mder),Q
×
ℓ ).
L’action du champ de Picard J 1 surMξ au-dessus de A induit une action de J 1 surMξ,M−par
au-dessus de UM donc une action sur chaque faisceau de cohomologie perverse pHi(Rf
ξ,M-par
∗ Qℓ)
de Rf ξ,M-par∗ Qℓ. Par le lemme d’homotopie (cf. [23] lemme 3.2.3), cette action se factorise en une
action du faisceau π0(J 1) sur pHi(Rf
ξ,M-par
∗ Qℓ).
The´ore`me 8.5.1. — Pour tous s ∈ (T̂ /Z0
cM
)tors et i ∈ Z, soit
pHi(Rf ξ,M-par∗ Qℓ)s
la somme des composantes s′-isotypiques du groupe commutatif fini Γ(UM , π0(J 1)) agissant sur le
faisceau de cohomologie perverse pHi(Rf ξ,M-par∗ Qℓ) pour les caracte`res s
′ ∈ HomZ(Γ(UM , π0(J 1)),Q
×
ℓ )
qui induisent le caracte`re s sur X∗(T ∩Mder) via le morphisme (8.4.1).
On a alors les assertions suivantes :
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1. si L est un e´le´ment de LG(M) et si a est un point ge´ome´trique de AellL tel que la fibre
pHi(Rf ξ,M-par∗ Qℓ)a,s soit non nulle alors il existe un rele`vement s˜ de s a` T̂ /Z
0
bL
tel que
Wa ⊂ {w ∈ W
L | w · s˜ = s˜} ;
2. il n’y a qu’un nombre fini de s pour lesquels
pHi(Rf ξ,M-par∗ Qℓ)s 6= 0 ;
3. on a la de´composition suivante
(8.5.1) pHi(Rf ξ,M-par∗ Qℓ) =
⊕
s∈(bT/Z0
cM
)tors
pHi(Rf ξ,M-par∗ Qℓ)s.
Remarque 8.5.2. — Lorsque M = T , on a ZcM = T̂ et la de´composition (8.5.1) est tautologique.
Lorsque M = G, le the´ore`me ci-dessus est duˆ a` Ngoˆ.
De´monstration. — Comme Γ(UM , π0(J 1)) est un groupe commutatif fini (cf. proposition 8.3.1
assertion 5) qui agit sur pHi(Rf ξ,M-par∗ Qℓ), on a une de´composition de la cohomologie en somme
directe de composantes isotypiques indexe´es par les caracte`res de Γ(UM , π0(J 1)) a` valeurs dans
Q. Un tel caracte`re induit un caracte`re d’ordre fini de X∗(T ∩Mder) par le morphisme (8.4.1)
du lemme 8.4.1 donc un e´le´ment de (T̂ /Z0
cM
)tors. La de´composition (8.5.1 s’en de´duit ainsi que la
finitude de l’assertion 2.
Soit L ∈ LG(M) et a un point ge´ome´trique de AellL . On a donc Wa ⊂ W
L en vertu de la
proposition 8.2.1. Le groupe Γ(UM , π0(J 1)) agit sur la fibre pHi(Rf
ξ,M-par
∗ Qℓ)a,s via le mor-
phisme de restriction Γ(UM , π0(J 1)) → π0(J 1a ). Soit s
′ un caracte`re du groupe fini π0(J 1a ) tel
que pHi(Rf ξ,M-par∗ Qℓ)a,s posse`de une composante s
′-isotypique non nulle. Alors, par de´finition de
la s-partie, le caracte`re s′ compose´ avec le morphisme X∗(T ∩Mder) → π0(J 1a ) redonne s. Or
ce dernier morphisme se factorise par π0(Y1a) = X∗(T ∩ Lder)Wa (cf. le diagramme commutatif
(8.3.1)). Soit s˜ le caracte`re de T̂ /Z0
bL
induit par s′. Cet e´le´ment s˜ appartient a` (T̂ /Z0
bL
)Wa et rele`ve
s. Cela de´montre l’assertion 1. 
Corollaire 8.5.3. — Soit s ∈ (T̂ /Z0
cM
)tors et j : AellG →֒ AG. On a alors la de´composition suivante
j∗(pHi(Rf ξ,M-par∗ Qℓ)s) =
⊕
s′
pHi(Rf ell∗ Qℓ)s′
ou` la somme est prise sur les s′ ∈ (T̂ /Z0
bG
)tors d’image s par l’application canonique
T̂ /Z0bG → T̂ /Z
0
cM
.
De´monstration. — Sur l’ouvert Aell, le groupe Γ(UM , π0(J 1)) agit sur j∗(pHi(Rf
ξ,M-par
∗ Qℓ))
via le morphisme de restriction Γ(UM , π0(J 1)) → Γ(Aell, π0(J 1)). Le corollaire est alors une
conse´quence e´vidente du diagramme commutatif
X∗(T ∩Mder) //

X∗(T ∩Gder)

Γ(UM , π0(J 1)) // Γ(Aell, π0(J 1))
qui re´sulte du lemme 8.4.1. 
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9 L’ouvert AbonG
9.1. L’e´nonce´ principal.—Dans cette section, on reprend les notations des sections pre´ce´dentes.
En particulier, C est un courbe projective, lisse et connexe sur k de genre g munie d’un diviseur
effectif de degre´ > 2g et d’un point ferme´ ∞ hors du support de D. Le couple (G, T ) est forme´
d’un groupe G re´ductif et connexe sur k et d’un sous-tore T maximal. Le groupe de Weyl WG est
note´ simplement W dans cette section. On rappelle e´galement que la caracte´ristique de k ne divise
pas l’ordre de WG. Soit AG le k-sche´ma lisse de´fini au §4.4. A` la suite de Ngoˆ, on va de´finir une
fonction semi-continue supe´rieurement sur AG qui sera note´e δ (cf. §9.15). En a ∈ AG(k), cette
fonction vaut
δa = dimk(H
0(C, (t ⊗k πYa,∗(ρa,∗OXa/OYa))
W ))
ou` πY : Y → C est le reveˆtement came´ral de C associe´ a` a (cf. §7.1) et ρa : Xa → Ya est le
morphisme de normalisation. On pose alors la de´finition suivante.
De´finition 9.1.1. — Soit AbonG ⊂ AG le plus grand ouvert de AG tel que, pour tout point de
Zariski a ∈ AbonG , on ait l’ine´galite´ suivante
codimAG(a) > δa.
Remarque 9.1.2. — Comme δ est semi-continue, la condition δa = δ de´finit une partie localement
ferme´e Aδ de AG. Par noethe´rianite´ de AG, il n’y a qu’un nombre fini de δ pour lesquels Aδ n’est
pas vide. L’ouvert AbonG est le comple´mentaire des composantes irre´ductibles A
′
δ des strates Aδ
qui ve´rifient
codimAG(A
′
δ) < δ.
A priori, AbonG peut eˆtre vide. Si le corps de base est de caracte´ristique nulle, Ngoˆ a montre´
qu’on a en fait AbonG = AG. Pour notre corps de base k, le the´ore`me 9.1.3 (et la remarque qui suit)
montre que l’ouvert AbonG est assez gros. Avant d’e´noncer ce the´ore`me on va introduire certains
diviseurs. Soit M un groupe re´ductif muni d’un plongement de T , qui est dual d’un sous-groupe
de Ĝ qui contient T̂ . Dans ce contexte, on a de´fini au §2.7 le discriminant DM sur carM . Celui-ci
de´termine un diviseur de carM qui est Gm,k-invariant. On en de´duit un diviseur D
M de carM,D.
Soit B ∈ P(T ) un sous-groupe de Borel de G. Toujours au §2.7, on a de´fini une fonction homoge`ne
RBM sur carM . Soit R
B
M le diviseur sur carM,D qui s’en de´duit. Comme R
B
M ne de´pend du choix de
B qu’a` un signe pre`s, le diviseur RBM ne de´pend pas du choix de B. Pour cette raison, on le note
RGM .
The´ore`me 9.1.3. — Soit M un groupe re´ductif sur k dual d’un sous-groupe de Ĝ qui contient T̂
et Soit a = (ha, t) ∈ AM (k) tel qu’il existe un ensemble fini S de points ferme´s de C tels que
1. la courbe ha(C) trace´e dans carM,D ve´rifie pour tout c ∈ C − S l’une des trois hypothe`ses
suivantes
(a) ha(c) n’appartient pas au diviseur R
G
M ∪D
M ;
(b) au point ha(c), la courbe ha(C) ne coupe pas R
G
M et coupe transversalement le diviseur
DM qui est lisse au point ha(c) ;
(c) au point ha(c), la courbe ha(C) ne coupe pas D
M et coupe transversalement le diviseur
RGM qui est lisse au point ha(c) ;
2. pour tout c dans S, la multiplicite´ d’intersection de ha(C) avec le diviseur D
G est majore´e
par
2|S|−1|W |−1(deg(D)− 2g + 2).
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Alors l’image de a dans AG appartient a` l’ouvert AbonG .
Remarque 9.1.4. — Soit a = (ha, t) ∈ AG(k) tel que ha(C) coupe transversalement le diviseur
DG. Alors a = (ha, t) appartient a` l’ouvert AbonG . En particulier, A
bon
G n’est pas vide.
Le reste de la section est consacre´e a` la de´monstration de ce the´ore`me.
9.2. Le proble`me de modules BG. — On conside`re le proble`me de modules BG suivant. A` un
k-sche´ma S on associe l’ensemble des classes d’isomorphie de diagrammes commutatifs
X
f
//
π

tD ×k S
yyrr
rr
rr
rr
rr
C ×k S
ou` X est une courbe projective et lisse sur S, a` fibres ge´ome´triques non ne´cessairement connexes,
munie d’une action deW , π est un morphisme fini,W -invariant et plat, et f est un morphisme fini
et W -e´quivariant. En outre, ces donne´es satisfont la condition suivante : le morphisme π est e´tale
et galoisien de groupe de GaloisW au-dessus de∞×kS et le morphisme f restreint a` π−1(∞×kS)
est injectif.
On laisse au lecteur le soin de ve´rifier l’e´nonce´ de repre´sentabilite´ suivant.
Lemme 9.2.1. — Le proble`me de modules BG est repre´sentable par un k-espace alge´brique de type
fini.
9.3. Le sche´ma AG. — Soit AG le sche´ma lisse tel que pour tout k-sche´ma S l’ensemble AG(S)
est l’ensemble des sections a de carD ×kS au-dessus de C ×k S qui envoie le S-point ∞×k S dans
l’ouvert G-re´gulier carregD . On a la formule suivante pour la dimension de AG (cf. [24] lemme 4.13.1)
(9.3.1) dimk(AG) = deg(D)(dim(G) + rang(G))/2 + rang(G)(1 − g).
Lemme 9.3.1. —Soit S un k-sche´ma et (X, π, f) ∈ BG(S).
1. La formation du sche´ma quotient X//W commute a` tout changement de base S′ → S.
2. Le morphisme X//W → C ×k S induit par π est un isomorphisme.
3. Le morphisme f de´finit par passage au quotient par W un e´le´ment af ∈ AG(S) ; l’application
f 7→ af de´finit un morphisme note´ ψ de BG dans AG.
De´monstration. — Soit S′ → S. Comme l’ordre deW est inversible dans k, pour tout S′-alge`bre
munie d’une action de W au-dessus de S, le foncteur des W -invariants est donne´ par la moyenne
sur W qui est S′-line´aire. L’assertion 1 s’en de´duit.
Soit K le corps des fonctions de X . Il re´sulte de nos hypothe`ses que π est ge´ne´riquement e´tale
galoisien de groupe W . Il s’ensuit que le sous-corps des points W -fixes de K est le corps F des
fonctions de C ×k S. En particulier, les sous-anneaux des points fixes sous W des anneaux locaux
de X sont inclus dans la cloˆture inte´grale des anneaux locaux de C ×k S : ils sont donc e´gaux.
L’assertion 2 s’en de´duit.
L’assertion 2 implique que f de´finit par passage au quotient un e´le´ment af ∈ AG(S). On
obtient bien un morphisme par l’assertion 1 d’ou` l’assertion 3.

9.4. L’invariant δ et les strates AG,δ. — Soit S un k-sche´ma et (X, π, f) ∈ BG(S). Par
l’assertion 3 du lemme 9.3.1, on en de´duit une section a de carD ×kS. La plupart du temps on
sous-entendra a et on notera simplement π : Y → C×k S le reveˆtement came´ral πa : Ya → C×k S
du § 7.1 (on ne confondra pas avec le reveˆtement came´ral universel note´ Y du §7.1). On a donc
un diagramme commutatif
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(9.4.1) X ρ
//
π
##G
GG
GG
GG
GG
f
++
Y
πY

fY
// tD ×k S
χ

C ×k S
MM
MM
MM
MM
MM
MM
MM
MM
MM
MM
a // carD ×kS
p

C ×k S
de carre´ carte´sien, ou`
– ρ est le morphisme de normalisation de la courbe came´rale Y ;
– p est la projection canonique ;
– carD = carG,D ;
– χ est le morphisme χTG,D du §7.1.
Ce diagramme est obtenu par le changement de base S → BG associe´ a` (X, π, f) a` partir du
digramme universel
(9.4.2) X ρX
//
πX
$$H
HH
HH
HH
HH
fX
++
Y
πY

fY
// tD ×k BG
χ

C ×k BG
NN
NN
NN
NN
NN
N
NN
NN
NN
NN
NN
N
// carD ×kBG
p

C ×k BG
ou` X la courbe universelle au-dessus de BG et Y est la courbe came´rale universelle au-dessus de
c×k BG.
Lemme 9.4.1. — Le morphisme ψ : BG → AG (de´fini au lemme 9.3.1 assertion 3) induit une
application bijective sur les espaces topologiques sous-jacents.
De´monstration. — Montrons d’abord que l’application induite sur les espaces topologiques
sous-jacents est surjective sur les points ferme´s. Soit a un tel point ferme´. Son corps re´siduel est
le corps alge´briquement clos k. En particulier, a s’identifie a` une section de carD au-dessus de
C. Soit Y la courbe came´rale associe´e. Il re´sulte du fait que a est ge´ne´riquement re´gulie`re que Y
est ge´ome´triquement re´duite. Soit X la normalise´e de Y . On sait alors que X est lisse (cf. [17]
proposition 17.15.14). Selon le diagramme (9.4.1), on obtient un triplet (X, π, f) qui est un k-
point de BG d’image a. Cela prouve que tous les points ferme´s de a sont atteints par le morphisme
BG → AG.
Soit a un point de l’espace topologique sous-jacent a` AG non ferme´. Soit a¯ son adhe´rence. Il
s’agit de voir que a appartient a` ψ(ψ−1(a¯)). Par le the´ore`me de Chevalley, il s’agit d’un ensemble
constructible. Par [15] chap. 0 proposition 9.2.3, on a l’alternative suivante sur a¯ ∩ ψ(ψ−1(a¯)) :
– soit cette partie contient un ouvert non vide de a¯ et donc a ;
– soit cette partie est rare dans a¯.
Il s’agit d’exclure la seconde possibilite´. Celle-ci signifie que l’adhe´rence de ψ(ψ−1(a¯)) dans a¯ est
d’inte´rieur vide. En particulier, l’adhe´rence de ψ(ψ−1(a¯)) dans a¯ est strictement plus petite que
a¯. Il existe donc un point ferme´ de a¯ qui n’est pas dans l’adhe´rence de ψ(ψ−1(a¯)). Mais cela n’est
pas possible puisque, comme on l’a vu, un tel point est toujours dans ψ(ψ−1(a¯)). On a donc e´carte´
cette seconde possibilite´ et ainsi termine´ la de´monstration de la surjectivite´.
L’injectivite´ est e´vidente puisque tout triplet (X, π, f) de BG d’image a ∈ AG est obtenu, apre`s
extension convenable des scalaires, par normalisation de la courbe came´rale associe´e a` a. 
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Soit p2 : C×kBG → BG la projection sur le second facteur. Par de´finition de BG, le OBG-module
p2,∗πY,∗(ρX ,∗OX /OY)
est localement libre. Comme la caracte´ristique de k ne divise pas l’ordre de W , il en est de meˆme
du OBG-module
(9.4.3) (t⊗k p2,∗πY,∗(ρX ,∗OX /OY))
W .
De´finition 9.4.2. — Soit δ : BG → N la fonction localement constante sur BG donne´e par le rang
du OBG-module localement libre (9.4.3).
Soit δ : AG → N la fonction constructible sur AG de´finie pour tout a ∈ AG par
δ(a) = δ(b)
ou` b ∈ BG est l’unique point tel que ψ(b) = a.
Remarques 9.4.3. — L’existence et l’unicite´ de b a e´te´ de´montre´e au lemme 9.4.1. La construc-
tibilite´ de δ sur AG re´sulte du the´ore`me de Chevalley.
Soit K est une extension de k et (X, π, f) ∈ BG(K). Alors, avec les notations du diagramme
(9.4.1) pour S = Spec(K), on a
δ(X, π, f) =
∑
c
δc(X, π, f)
ou` la somme est prise sur tous les points ferme´s c de C ×kK et l’invariant local δc est la longueur
suivante
δc(X, π, f) = long((t⊗k πY,∗(ρ∗OX/OY ))
W
c ).
Cet invariant est nul en un point c tel que Y est lisse en tout point y ∈ Y au-dessus de c. On a
e´galement la formule suivante
δ(X, π, f) = dimK(H
0(C ×k K, (t⊗l πY,∗(ρ∗OX/OY ))
W )).
Proposition 9.4.4. — La fonction δ sur AG est semi-continue supe´rieurement.
De´monstration. — Comme la fonction δ est constructible, il suffit de montrer que pour tout
morphisme d’un trait S dans AG, on a δ(η) 6 δ(s) ou` s et η sont les points ferme´ et ge´ne´rique de
S. Un tel morphisme de S dans AG s’interpre`te comme une section de carD,S au-dessus de C×kS.
Soit Y la courbe came´rale relative sur S qui s’en de´duit. Soit X la normalise´e de Y . On est donc
dans la situation du diagramme (9.4.1) dont on utilise les notations. La fibre ge´ne´rique de Y est
ge´ne´riquement re´duite. Quitte a` remplacer η par une extension radicielle et S par son normalise´
dans cette extension, on peut supposer que la fibre ge´ne´riqueXη de X est lisse (cf. [17] proposition
17.15.14). Le triplet (Xη, πη, fη) de´duit de (X, π, f) par changement de base a` η de´finit un point
de BG, a` valeurs dans le corps re´siduel k(η) de η, au-dessus de a(η). On a donc
δ(η) = dimk(η)((t⊗k H
0(Cη, πYη ,∗(ρη,∗OXη/OYη )))
W ).
Comme le OS-module t⊗k H0(C, πY,∗(ρ∗OX/OY )) est plat, le OS-module
(t⊗k H
0(C, πY,∗(ρ∗OX/OY )))
W ,
qui en est un facteur direct, est aussi plat. Il s’ensuit qu’on a aussi
δ(η) = dimk(s)((t⊗k H
0(Cs, πYs,∗(ρs,∗OXs/OYs)))
W ),
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ou` l’on note par un indice s le changement de base a` s et k(s) le corps re´siduel de s. De nouveau,
quitte a` remplacer k(s) par une extension radicielle, on peut supposer que la normalise´e, note´e
X˜s, de Ys est lisse. Soit ρ˜s le morphisme X˜s → Ys de normalisation. On a alors
δ(s) = dimk(s)((t⊗k H
0(Cs, πYs,∗(ρ˜s,∗OX˜s/OYs)))
W ).
Comme on a ρs,∗OX,s ⊂ ρ˜s,∗OX˜s , on en de´duit l’ine´galite´ cherche´e δ(η) 6 δ(s).

Pour terminer ce paragraphe, introduisons la de´finition suivante.
De´finition 9.4.5. — Pour tout entier naturel δ, soit AG,δ la partie localement ferme´e forme´e des
a ∈ AG tels que δ(a) = δ.
Remarques 9.4.6. — D’apre`s la proposition 9.4.4, la re´union
⋃
δ>δ′ Aδ est ferme´e. L’ouvert AG,0
est forme´ des a pour lesquels la courbe came´rale Ya est lisse.
Dans la suite, sous certaines conditions, nous allons majorer la dimension des strates AG,δ.
9.5. Complexe cotangent pour un point de BG(k). — Soit (X, π, f) un point de BG(k). La
the´orie des de´formations en ce point pour BG est controˆle´e par le complexe
RHomOX (LX/tD ,OX)
W
ou` le complexe cotangent LX/tD est ici un complexe parfait de longueur 1 concentre´ en degre´s −1
et 0,
LX/tD = [f
∗ΩtD/k → Ω
1
X/k]
∼= [f∗ΩtD/C → Ω
1
X/C ]
dont la fle`che est df . Ce complexe a deux faisceaux de cohomologie, a` savoir
H−1(LX/tD ) = Ker(f
∗Ω1tD/C → Ω
1
X/C)
qui est un fibre´ vectoriel sur X de rang le rang du groupe G et
H0(LX/tD ) = Coker(f
∗Ω1tD/C → Ω
1
X/C) = Ω
1
X/Y
qui est un un OX -module de torsion sur X .
9.6. Complexe cotangent pour un point de AG(k). — De manie`re analogue, la the´orie des
de´formations de AG en un point a ∈ AG(k) est controˆle´e par le complexe
RHomOY (LY/tD ,OY )
W
ou` Y = Ya est la courbe came´rale et
LY/tD = [f
∗
Y Ω
1
tD/k
→ Ω1Y/k]
∼= [f∗Y Ω
1
tD/C
→ Ω1Y/C ]
est un complexe parfait concentre´ en degre´s −1 et 0, la fle`che e´tant donne´e par dfY . Ce complexe
est quasi-isomorphe a` H−1(LY/tD )[1].
Lemme 9.6.1. — On a
H−1(LY/tD ) = f
∗
Y χ
∗Ω1carD/C = π
∗
Y a
∗Ω1carD/C .
De´monstration. — Le morphisme χ induit la suite exacte
(9.6.1) 0 −→ χ∗Ω1carD/C −→ Ω
1
tD/C
−→ Ω1tD/carD −→ 0.
Montrons l’exactitude a` gauche, la seule non e´vidente. Comme χ est ge´ne´riquement e´tale, la suite
est ge´ne´riquement exacte a` gauche. Puisque carD est lisse sur C, le OtD -module χ
∗Ω1
carD/C
est
localement libre et ne peut contenir un module de torsion non trivial.
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Comme πY est obtenu a` partir de χ par le changement de base donne´ par a : C → carD, on a
aπY = χfY et
(9.6.2) Ω1Y/C = f
∗
Y Ω
1
tD/carD
.
Par suite, en appliquant le foncteur f∗Y a` la suite (9.6.1), on obtient la suite exacte
(9.6.3) 0 −→ f∗Y χ
∗Ω1carD/C −→ f
∗
Y Ω
1
tD/C
−→ Ω1Y/C −→ 0
ou` l’exactitude a` gauche se voit comme avant, d’ou` le lemme. 
Lemme 9.6.2. — Soit a ∈ AG(k) et Y = Ya.
1. Il n’y a pas d’obstruction a` de´former Y →֒ tD et AG est lisse au point a autrement dit on a
Ext2OY (LY/tD ,OY )
W = 0 ;
2. L’espace tangent a` AG en le point a est l’espace
Ext1(LY/tD ,OY )
W
qui est de dimension dim(AG).
De´monstration. — Soit i ∈ {0, 1}. Comme H−1(LY/tD ) est localement libre, on a
Exti+1(LY/tD ,OY ) = Ext
i(H−1(LY/tD ),OY )
= Hi(Y,HomOY (H
−1(LY/tD ), OY )).
D’apre`s le lemme 9.6.1, on a
HomOY (H
−1(LY/tD ),OY ) = π
∗
Y HomOC (a
∗Ω1carD /C ,OC).
Soit n le rang de G. Il existe n e´le´ments homoge`nes (t1, . . . , tn) de k[t] de degre´s e1, . . . , en tels que
k[t]W = k[t1, . . . , tn] et 2
∑n
i=1 ei = dim(G) + n (cf. proprie´te´ 33 du re´sume´ de [9]). En utilisant
ces e´le´ments, on obtient une identification
a∗Ω1carD /C
∼=
n⊕
i=1
OC(−eiD)
donc un isomorphisme
Hom(LY/tD , OY ) = π
∗
Y
n⊕
i=1
OC(eiD).
Ainsi, on a
Exti+1(LY/tD ,OY ) = H
i(Y, π∗Y
n⊕
i=1
OC(eiD)) = H
i(C, πY,∗π
∗
Y
n⊕
i=1
OC(eiD)).
Par la formule des projections, on a
πY,∗π
∗
Y
n⊕
i=1
OC(eiD) = πY,∗OY ⊗OC
n⊕
i=1
OC(eiD).
En passant aux invariants sous W , on trouve
Exti+1(LY/tD ,OY )
W = Hi(C, (πY,∗OY )
W ⊗OC
n⊕
i=1
OC(eiD)) = H
i(C,
n⊕
i=1
OC(eiD))
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puisque (πY,∗OY )W = OC . Le re´sultat se de´duit du the´ore`me de Riemann-Roch. 
9.7. Invariant κ.— Conside´rons la situation universelle du diagramme commutatif (9.4.2). Soit
LX/BG le complexe cotangent de X relatif a` BG. Soit
K = p2,∗(πX ,∗(H
−1(LX/BG)⊗OX Ω
1
X/C×BG
))W
qu’on voit comme un OBG-module cohe´rent sur BG (cf. [18] corollaire 2.3.11).
De´finition 9.7.1. — Soit κ : BG → N la fonction semi-continue supe´rieurement de´finie pour tout
b ∈ BG par
κ(b) = dimk(b)(K ⊗OBG k(b))
ou` k(b) est le corps re´siduel de b.
Soit κ : AG → N la fonction constructible de´finie par
κ(a) = κ(b)
ou` b est l’unique point de BB d’image a par la bijection ψ du lemme 9.4.1.
Remarques 9.7.2. — La semi-continuite´ de κ sur BG est une conse´quence e´vidente du lemme
de Nakayama. La constructibilite´ de κ sur AG re´sulte du the´ore`me de Chevalley. En ge´ne´ral, la
fonction κ n’est pas semi-continue sur AG. On peut montrer cependant qu’elle est semi-continue
sur les strates AG,δ de la de´finition 9.4.5.
Soit (X, π, f) ∈ BG(k). Pour tout point ferme´ c de C, soit
(9.7.1) κc(X, π, f) = long(π∗(H
−1(LX/tD )⊗OX Ω
1
X/C)
W
c ).
Remarque 9.7.3. — Pour tout OX -module L, on note, par abus, π∗(L)W ce qui devrait eˆtre plus
correctement note´ (π∗L)W .
On a alors
(9.7.2) κ(X, π, f) =
∑
c∈C
κc(X, π, f).
Cette somme est bien entendu a` support fini. Plus pre´cise´ment, on a la proposition suivante.
Proposition 9.7.4. — Pour tout point ferme´ c de C ou` l’une des deux conditions suivantes est
re´alise´e :
– X est e´tale au-dessus de c ;
– Y est lisse au-dessus de c,
on a
κc(X, π, f) = 0.
De´monstration. — Soit x un point ferme´ de X tel que π est e´tale en x. On a donc
Ω1X/C,x = 0
et κc(X, π, f) = 0 pour tout point ferme´ c de C tel que π est e´tale au-dessus de c.
Plac¸ons-nous ensuite en un point c au-dessus duquel Y est lisse. Dans ce cas, localement au-
dessus de c on a X = Y , π = πY et H−1(LY ) = H−1(LX). En utilisant le lemme 9.6.1, on a donc,
localement au-dessus de c
H−1(LX/tD ) = π
∗a∗Ω1carD /C .
La formule des projections donne alors
(π∗(H
−1(LX/tD )⊗OX Ω
1
X/C))
W
c = (a
∗Ω1carD /C ⊗OC (π∗(Ω
1
X/C))
W )c
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qui est nul puisque
(9.7.3) π∗(Ω
1
X/C))
W = 0.
En effet, ce dernier module est le quotient de π∗(Ω
1
X/k))
W = Ω1C/k (cf. lemme 9.11.1 assertion 2)
par
π∗(π
∗Ω1C/k))
W = Ω1C/k ⊗OC π∗(OX)
W = Ω1C/k
puisque π∗(OX)
W = OC .

9.8. Lissite´ de BG. —Voici une condition, en termes de la fonction κ, suffisante pour qu’un
point de BG(k) soit lisse.
Proposition 9.8.1. — Soit (X, π, f) ∈ BG(k) tel que
deg(D) > 2g − 2 + κ(X, π, f).
Alors on a
Ext2OX (LX/tD ,OX)
W = (0)
et BG est donc lisse en un tel point.
De´monstration. — On a
Ext2OX (LX/tD ,OX) = Ext
1
OX (H
−1(LX/tD ),OX).
Par dualite´ de Serre, ce k-espace vectoriel est dual de H0(X,H−1(LX/tD )⊗OX Ω
1
X/k). En passant
au module des invariants sous W (qui est isomorphe au module des co-invariants vu que l’ordre
de W est inversible dans k), on voit que l’annulation cherche´e est e´quivalente a`
H0(X,H−1(LX/tD )⊗OX Ω
1
X/k)
W = 0
soit encore
(9.8.1) H0(C,FL(Ω
1
X/k)) = 0,
ou` FL est le foncteur exact de la cate´gorie des OX -modules vers celles des OC -modules de´fini par
FL(L) = π∗(H
−1(LX/tD )⊗OX L)
W .
Appliquons le foncteur FL a` la suite exacte de OX -modules
(9.8.2) 0 −→ π∗Ω1C/k −→ Ω
1
X/k −→ Ω
1
X/C −→ 0.
On obtient la suite exacte de OC -modules
0 −→ FL(π
∗Ω1C/k) −→ FL(Ω
1
X/k) −→ FL(Ω
1
X/C) −→ 0.
Le module FL(Ω
1
X/C) est de torsion et sa longueur est κ(X, π, f) par de´finition meˆme de cet
invariant. Il existe donc un diviseur effectif K sur C, de degre´ majore´ par κ(X, π, f) tel que
FL(π
∗Ω1C/k) ⊂ FL(Ω
1
X/k) ⊂ FL(π
∗Ω1C/k)(K).
Pour prouver (9.8.1), il suffit donc de prouver qu’on a
(9.8.3) H0(C,FL(π
∗Ω1C/k)(K)) = 0.
Or, par la formule des projections, on a
(9.8.4) FL(π
∗Ω1C/k) = π∗(H
−1(LX/tD ))
W ⊗OC Ω
1
C/k.
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De l’injection e´vidente H−1(LX/tD ) →֒ f
∗Ω1
tD/C
, on de´duit les injections
(9.8.5) π∗(H
−1(LX/tD ))
W →֒ π∗(H
−1(LX/tD )) →֒ π∗(f
∗Ω1tD/C).
d’ou`, par tensorisation par Ω1C/k(K) et l’isomorphisme (9.8.4), une injection
(9.8.6) FL(π
∗Ω1C/k)(K) →֒ π∗(f
∗Ω1tD/C)⊗OC Ω
1
C/k(K).
On va prouver qu’on a
(9.8.7) H0(C, π∗(f
∗Ω1tD/C)⊗OC Ω
1
C/k(K)) = 0,
ce qui prouvera (9.8.3) et donc (9.8.1). L’annulation ci-dessus est e´quivalente a`
(9.8.8) H0(X, f∗Ω1tD/C ⊗OX π
∗Ω1C/k(K)) = 0.
Soit t∨ le dual du k-espace vectoriel t. On a alors un isomorphisme
Ω1tD/C = t
∨ ⊗k χ
∗p∗OC(−D)
d’ou`
f∗Ω1tD/C = t
∨ ⊗k π
∗OC(−D).
Donc l’annulation (9.8.8) est e´quivalente a` l’annulation
(9.8.9) H0(X, π∗(Ω1C/k(K −D))) = 0.
Mais, pour cette dernie`re, il suffit d’avoir
deg(Ω1C/k(K −D)) < 0
soit
deg(K) < deg(D)− 2g + 2.
Comme deg(K) 6 κ(X, π, f), la condition
κ(X, π, f) < deg(D)− 2g + 2
est suffisante pour avoir l’annulation (9.8.9) donc l’annulation (9.8.1) et donc Ext2OX (LX/tD ,OX)
W =
(0). 
9.9. Estimation de la dimension de BG aux points lisses.— Le but de cette section est de
de´montrer la proposition suivante.
Proposition 9.9.1. — Soit (X, π, f) ∈ BG(k) tel que
Ext2(LX/tD ,OX)
W = 0.
On a l’ine´galite´
dimk(AG)− dimk(Ext
1(LX/tD ,OX)
W ) > δ(X, π, f).
Dans la de´monstration de la proposition 9.9.1, il sera commode de disposer de la de´finition
suivante.
De´finition 9.9.2. — Soit FΩ le foncteur de la cate´gorie des OX -modules vers celles des OC -
modules de´fini pour tout OX -module L par
FΩ(L) = π∗(L ⊗OX Ω
1
X/k)
W .
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Remarque 9.9.3. — Le foncteur FΩ est exact.
De´monstration. — (de la proposition 9.9.1) Sous la condition Ext2OX (LX/tD ,OX)
W = 0,
l’ine´galite´ cherche´e est e´quivalente a`
deg(FΩ(ρ
∗Ω1Y/C))− deg(FΩ(Ω
1
X/C)) > δ(X, π, f)
d’apre`s la proposition 9.10.1 du paragraphe 9.10 ci-dessous. En combinant les lemmes 9.10.2, 9.10.3
et 9.10.4 du paragraphe 9.10 ci-dessous, on obtient
deg(FΩ(ρ
∗Ω1Y/C)) = δ(X, π, f) + deg((t
∨ ⊗k π∗Ω
1
X/C)
W ).
L’ine´galite´ cherche´e est donc e´quivalente a`
deg((t∨ ⊗k π∗Ω
1
X/C)
W )− deg(FΩ(Ω
1
X/C)) > 0
Il suffit pour cela de ve´rifier qu’on a
dimk((t
∨ ⊗k π∗Ω
1
X/C)
W
c ) > dimk(FΩ(Ω
1
X/C)c)
pour tout c ∈ C(k). Or cette dernie`re ine´galite´ re´sulte des assertions 3 et 4 du lemme 9.11.1 du
paragraphe 9.11. 
9.10. Dans ce paragraphe, on e´nonce et on de´montre quelques re´sultats qui interviennent dans
la de´monstration de la proposition 9.9.1.
Proposition 9.10.1. — Sous la condition
Ext2OX (LX/tD ,OX)
W = 0,
on a
dimk(Ext
1
OX (LX/tD ,OX)
W ) = dim(AG) + deg(FΩ(Ω
1
X/C))− deg(FΩ(ρ
∗Ω1Y/C))
De´monstration. — Pour tout k-espace vectoriel V , on note V ∨ son dual. Par dualite´ de Serre,
on a
ExtiOX (LX/tD ,OX)
∨ = H1−i(X,LX/tD ⊗OX Ω
1
X/k)
et donc
(ExtiOX (LX/tD ,OX)
∨)W = H1−i(C,FΩ(LX/tD )).
L’hypothe`se de l’e´nonce´ e´quivaut a`
H−1(C,FΩ(LX/tD )) = 0
et la dimension cherche´e, a` savoir dimk(Ext
1
OX (LX/tD ,OX)
W ), est e´gale a` la caracte´ristique
d’Euler-Poincare´ note´e χ(C,FΩ(LX/tD )) de RΓ(C,FΩ(LX/tD )). On a un triangle distingue´
ρ∗LY/tD → LX/tD → [ρ
∗Ω1Y/C → Ω
1
X/C ]→ .
et donc un triangle distingue´
FΩ(ρ
∗LY/tD)→ FΩ(LX/tD )→ [FΩ(ρ
∗Ω1Y/C)→ FΩ(Ω
1
X/C)]→ .
ou` le dernier complexe est concentre´ en degre´s−1 et 0. Par suite, on a l’e´galite´ entre caracte´ristiques
d’Euler-Poincare´
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χ(C,FΩ(LX/tD )) = χ(C,FΩ(ρ
∗LY/tD )) + χ(C,FΩ(Ω
1
X/C))− χ(C,FΩ(ρ
∗Ω1Y/C)).
Par la formule de Riemann-Roch, la diffe´rence χ(C,FΩ(Ω
1
X/C)) − χ(C,FΩ(ρ
∗Ω1Y/C)) est e´gale a`
deg(FΩ(Ω
1
X/C))−deg(FΩ(ρ
∗Ω1Y/C)). Il reste a` calculer χ(C,FΩ(ρ
∗LY/tD )) = −χ(C,FΩ(ρ
∗H−1(LY/tD ))).
D’apre`s le lemme 9.6.1, on a
ρ∗H−1(LY/tD ) = ρ
∗π∗Y a
∗Ω1carD /C = π
∗a∗Ω1carD /C .
Par la formule des projections, on a donc
FΩ(ρ
∗H−1(LY/tD )) = a
∗Ω1carD /C ⊗OC π∗(Ω
1
X/k)
W .
Or (π∗Ω
1
X/k)
W = Ω1C/k (cf. lemme 9.11 assertion 2) et on peut identifier a
∗Ω1carD /C a`
⊕n
i=1OC(−eiD)
(cf. de´monstration du 9.6.2). Donc, a` l’aide de la formule de Riemann-Roch, on a
χ(C,FΩ(ρ
∗LY/tD )) = −
n∑
i=1
χ(C,Ω1C/k(−eiD))
= (e1 + . . .+ en) deg(D)− n(g − 1)
= dim(AG).
Cela termine la de´monstration. 
Lemme 9.10.2. — On a l’e´galite´ suivante
deg(FΩ(ρ
∗Ω1Y/C)) = deg(FΩ(f
∗Ω1tD/C))− deg(FΩ(f
∗χ∗Ω1carD/C)).
De´monstration. — Appliquons le foncteur f∗ a` la suite exacte (9.6.1). On obtient la suite
0 −→ f∗χ∗Ω1carD/C −→ f
∗Ω1tD/C −→ f
∗Ω1tD/ carD −→ 0
qui est exacte (l’exactitude a` gauche se voit comme celle de la suite 9.6.3). Il re´sulte de (9.6.2)
qu’on a f∗Ω1tD/ carD = ρ
∗Ω1Y/C . En appliquant le foncteur exact FΩ a` la suite ci-dessus, on obtient
la relation voulue. 
Lemme 9.10.3. — On a
deg(FΩ(f
∗Ω1tD/C))− deg((t
∨ ⊗k π∗(OX))
W ⊗OC Ω
1
C/k(−D)) = deg((t
∨ ⊗k π∗Ω
1
X/C)
W ).
De´monstration. — Identifions Ω1tD/C a` χ
∗p∗(t∨⊗kOC(−D)) et f∗Ω1tD/C a` t
∨⊗k π∗(OC(−D)).
Par la formule des projections, on a
(9.10.1) FΩ(f
∗Ω1tD/C) = (t
∨ ⊗k π∗(Ω
1
X/k))
W ⊗OC OC(−D).
et
(9.10.2) (t∨ ⊗k π∗OX)
W ⊗OC Ω
1
C/k. = π∗(t
∨ ⊗k π
∗Ω1C/k)
W .
Partant de la suite exacte (9.8.2), on voit qu’on a une suite exacte
0 −→ π∗(t
∨ ⊗k π
∗Ω1C/k)
W (−D) −→ π∗(t
∨ ⊗k Ω
1
X/k)
W (−D) −→ π∗(t
∨ ⊗k Ω
1
X/C)
W (−D) −→ 0.
qu’on re´e´crit a` l’aide de (9.10.1) et (9.10.2)
0 −→ FΩ(f
∗Ω1tD/C) −→ (t
∨ ⊗k π∗OX)
W ⊗OC Ω
1
C/k(−D) −→ π∗(t
∨ ⊗k Ω
1
X/C)
W (−D) −→ 0.
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L’e´galite´ annonce´e s’en de´duit puisqu’on a
deg(π∗(t
∨ ⊗k Ω
1
X/C)
W (−D)) = deg(π∗(t
∨ ⊗k Ω
1
X/C)
W
vu que π∗(t
∨ ⊗k Ω1X/C)
W est un OC -module de torsion.

Lemme 9.10.4. — On a
deg((t∨ ⊗k π∗(OX))
W ⊗OC Ω
1
C/k(−D))− deg(FΩ(f
∗χ∗Ω1carD/C)) = δ(X, π, f).
De´monstration. — On va montrer l’isomorphisme suivant
(9.10.3) FΩ(f
∗χ∗Ω1carD/C) = (t
∨ ⊗k πY,∗OY )
W ⊗OC Ω
1
C/k(−D)
qui donne imme´diatement le re´sultat.
Partons de la relation (cf. lemme 9.11.1 assertion 1)
Ω1carD /C = χ∗(Ω
1
tD/C
)W .
Or Ω1
tD/C
s’identifie a` t∨ ⊗k χ∗p∗OC(−D). On a donc
Ω1carD /C = (t
∨ ⊗k χ∗OtD )
W ⊗OcarD p
∗OC(−D).
Par conse´quent, on a
a∗Ω1carD /C = (t
∨ ⊗k a
∗χ∗OtD )
W ⊗OC OC(−D)
= (t∨ ⊗k πY,∗OY )
W ⊗OC OC(−D)(9.10.4)
puisque a∗χ∗OtD = πY,∗OY . En utilisant le lemme 9.6.1, on a
f∗χ∗Ω1carD/C = π
∗a∗Ω1carD /C .
Par conse´quent, par la formule des projections, on a
FΩ(f
∗χ∗Ω1carD/C) = a
∗Ω1carD /C ⊗OC π∗(Ω
1
X/k)
W
= a∗Ω1carD /C ⊗OC Ω
1
C/k,(9.10.5)
la dernie`re e´galite´ re´sultant de π∗(Ω
1
X/k)
W = Ω1C/k (cf. lemme 9.11 assertion 2). En combinant les
lignes (9.10.4) et (9.10.5), on obtient bien (9.10.3).

9.11. Quelques lemmes annexes. On rassemble dans le lemme suivant quelques re´sultats qui
ont e´te´ utilise´s dans ce qui pre´ce`de.
Lemme 9.11.1. — Soit c ∈ C(k). On a les relations suivantes
1. χ∗(Ω
1
tD/C
)W = Ω1
carD /C
;
2. π∗(Ω
1
X/k)
W = Ω1C/k ;
3. dimk((t
∨ ⊗k π∗Ω
1
X/C)
W
c ) = dim(t) − dim(t
Wx) ou` Wx ⊂ W est le stabilisateur d’un point
x ∈ X(k) au-dessus de c ;
4. dimk(FΩ(Ω
1
X/C)c) =
{
0 si Xest e´tale au-dessus de c ;
1 sinon.
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De´monstration. — Montrons l’assertion 1. On de´duit de (9.6.1) la suite exacte
0 −→ (χ∗χ
∗Ω1carD/C)
W −→ (χ∗Ω
1
tD/C
)W .
Mais, par la formule des projections, on voit que la fle`che d’adjonction Ω1
carD/C
→ χ∗χ∗Ω1carD/C
identifie Ω1
carD/C
a` (χ∗χ
∗Ω1
carD/C
)W . En choisissant une trivialisation du fibre´ LD dans un voisi-
nage d’un point de C(k), on est ramene´ a` prouver
χ∗(Ω
1
t/k)
W = Ω1car /k,
ou` l’on note χ le morphisme canonique t → car. Soit k(t) le corps des fractions de l’anneau des
fonctions re´gulie`res sur t. Comme χ est ge´ne´riquement e´tale, on a
k(t)⊗k[t] Ω
1
t/k = k(t)⊗k[t]W Ω
1
car/k
d’ou`
(9.11.1) (k(t)⊗k[t] Ω
1
t/k)
W = (k(t)⊗k[t]W Ω
1
car /k)
W = k(t)W ⊗k[t]W Ω
1
car /k)
Soit t1, . . . , tn et σ1, . . . , σn des e´le´ments homoge`nes de k[t] tels que k[t] ≃ k[t1, . . . , tn] et k[t]W ≃
k[σ1, . . . , σn]. Soit dΣ ∈ χ∗(Ω
1
t/k)
W . Par (9.11.1), il existe b1, . . . , bn dans k(t)
W tels que dΣ =∑n
i=1 bidσi. Soit i un entier 1 6 i 6 n. La forme
dσ1 ∧ . . . ∧ dΣ ∧ . . . ∧ dσn ∈
n∧
Ω1t/k,
ou` dΣ remplace dσi, est invariante sous W . Par ailleurs, cette forme est e´gale a`
bidσ1 ∧ . . . ∧ dσn = biJdt1 ∧ . . . ∧ dtn,
ou` J est le de´terminant jacobien det(∂σi∂tj ). On a donc biJ ∈ k[t]. L’invariance sous W de la forme
ci-dessus implique que bjJ est anti-invariant c’est-a`-dire on a pour tout w ∈ W
w(biJ) = det(w)biJ
ou` det(w) est le de´terminant de w agissant sur t. Or l’ensemble des e´le´ments anti-invariants de
k[t] est k[t]WJ (cf. [9] proposition 6 Chap. V). Cela prouve qu’on a bi ∈ k[t]W d’ou` l’assertion 1.
Passons aux autres assertions. Durant toute la de´monstration, on utilisera les notations sui-
vantes. On note c un point de C(k). Soit OC,c le comple´te´ de l’anneau local de C en c et Fc le
corps des fractions de OC,c· La Fv-alge`bre OX ×OC Fc est un produit fini de corps qui sont des
extensions finies et mode´re´ment ramifie´es de Fv. Ils correspondent bijectivement aux points de
X(k) au-dessus de c. Soit x un tel point et Fx le corps correspondant. La cloˆture inte´grale de
OC,c dans Fx est le comple´te´ OX,x de l’anneau local de X en x. Le groupe de Weyl W agit sur la
fibre de X au-dessus de c. Soit Wx ⊂ W le stabilisateur de x. Puisque la caracte´ristique de k ne
divise pas l’ordre de W , ce sous-groupe est cyclique ; il ne de´pend du choix de x qu’a` conjugaison
pre`s. Le choix d’une uniformisante ̟ de OX,x permet d’identifier cet anneau a` l’anneau de se´rie
formelle k[[̟]] et l’action de Wx sur OX,x s’identifie a` l’action continue de Wx sur k[[̟]] qui agit
par un caracte`re primitif ζ sur l’uniformisante ̟. Soit m l’ordre de Wx. Alors le sous-anneau OC,c
s’identifie au sous-anneau k[[̟m]].
Montrons l’assertion 2. Il suffit de la prouver dans le voisinage formel Spec(OC,c) du point c
auquel cas elle se re´duit a` l’isomorphisme
(π∗Ω
1
k[[̟]]/k)
Wx = Ω1k[[̟m]]/k.
Or π∗Ω
1
k[[̟]]/k est le k[[̟
m]]-module k[[̟]]d̟. Donc son module des invariants sous Wx est
k[[̟m]]̟m−1d̟ = k[[̟m]]d̟m
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qui est bien le module Ω1k[[̟m]]/k.
Montrons l’assertion 3. On a
(t∨ ⊗k π∗Ω
1
X/C)
W
c
∼= (t∨ ⊗k π∗Ω
1
OX,x/OC,c
)Wx
et π∗Ω
1
OX,x/OC,c
s’identifie au k[[̟m]]-module k[[̟]]d̟/̟m−1k[[̟]]d̟. Donc, comme repre´sentation
de Wx, c’est la somme des caracte`res ζ
i pour 1 6 i < m avec multiplicite´ 1. Soit ti ⊂ t la compo-
sante isotypique de t sur laquelle Wx agit par le caracte`re ζ
i pour 0 6 i < m. On a donc
dimk((t
∨ ⊗k π∗Ω
1
OX,x/OC,c
)Wx) =
m−1∑
i=1
dim(tm−i)
= dim(t)− dim(tWx)
d’ou` l’assertion 3.
Prouvons l’assertion 4. Si X est e´tale au-dessus de c, on a Ω1X/C,x = 0 d’ou` l’annulation
cherche´e. Si X n’est pas e´tale au-dessus de c, on a m > 2. Par de´finition, on a FΩ(Ω
1
X/C) =
π∗(Ω
1
X/C ⊗OX Ω
1
X/k)
W . On a donc
FΩ(Ω
1
X/C)c = π∗(Ω
1
X/C ⊗OX Ω
1
X/k)
W
c
≃ (k[[̟]]d̟ ⊗k d̟/̟
m−1k[[̟]]d̟ ⊗k d̟)
Wx
≃ k[[̟m]]/̟mk[[̟m]](̟m−2d̟ ⊗k d̟)
d’ou` l’assertion sur la dimension.

9.12. La formule de Ngoˆ-Bezrukavnikov. — Ngoˆ a relie´ l’invariant local δc a` la dimension
d’une fibre de Springer affine (cf. [24] proposition 3.7.5 et corollaire 3.8.3). Par ailleurs, Bezrukavni-
kov a de´montre´ (cf. [7]) une formule e´nonce´e par Kazhdan-Lusztig (cf. [19]) pour cette dimension.
Combinant les deux, Ngoˆ a obtenu le lemme suivant dont on donne ici une preuve directe.
Lemme 9.12.1. — Soit (X, π, f) ∈ BG(k) et a ∈ AG(k) son image par le morphisme de´fini au
lemme 9.3.1. Pour tout c ∈ C(k), on a la formule suivante
δc(X, π, f) = 1/2(valc(D
G(a))− dimk(t) + dimk(t
Wx))
ou` Wx ⊂W est le stabilisateur d’un point x ∈ X(k) au-dessus de c.
De´monstration. — Soit (X, π, f) ∈ BG(k) et a ∈ AG(k) comme ci-dessus. Soit c ∈ C(k) et
x ∈ X(k) au-dessus de c. On reprend les notations de la de´monstration du lemme 9.11.1. Par
de´finition de δc(X, π, f), il suffit de prouver les deux relations suivantes (ou` m est l’ordre de Wx )
(9.12.1) dimk
( t⊗k OX,x
π∗(t⊗k πY,∗OY )Wx
)
= m valc(D
G(a))/2
et
(9.12.2) dimk
( t⊗k OX,x
π∗(t⊗k π∗OX)Wx
)
= m(dimk(t)− dimk(t
Wx))/2.
Comme on peut trouver une forme biline´aire non de´ge´ne´re´e invariante par W , les formules ci-
dessus sont e´quivalentes a` celles obtenues lorsqu’on remplace t par son dual t∨. Par les formules
(9.10.3) et (9.10.5), on a
π∗(t∨ ⊗k πY,∗OY )
W = π∗a∗Ω1car /C = f
∗χ∗Ω1car /C .
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et l’inclusion π∗(t∨ ⊗k πY,∗OY )Wx →֒ t
∨ ⊗k OX,x s’identifie a` l’inclusion de (f∗χ∗Ω1car /C)x dans
(f∗Ω1
t/C)x. La dimension cherche´e est donc e´gale a` m fois la valuation du de´terminant jacobien
J conside´re´e dans la de´monstration du lemme 9.11.1. Or on sait qu’a` un facteur dans k× pre`s, le
carre´ de ce jacobien est e´gal au discriminant DG(a) (cf. proposition 5 de [9]). La formule (9.12.1)
s’en de´duit.
Prouvons maintenant la formule (9.12.2). On a
π∗(t⊗k π∗OX)
W
x = k[[̟]]t0 ⊕
m−1⊕
i=1
̟m−ik[[̟]]ti.
On a donc la formule suivante
dimk
( t⊗k OX,x
π∗(t⊗k π∗OX)Wx
)
=
m−1∑
i=1
(m− i) dimk(ti)
ce qui donne le re´sultat voulu vu que dimk(ti) = dimk(tmi) par l’existence d’une forme biline´aire
non de´ge´ne´re´e invariante par W . 
9.13. Une majoration de κ par le discriminant. — Le but de ce paragraphe est d’obtenir
une majoration de κ par un multiple du discriminant. Auparavant, nous allons donner une autre
expression pour κ.
Lemme 9.13.1. — Soit (X, π, f) ∈ BG(k) et c un point ferme´ de C. Alors
κc(X, π, f) = long(π∗(H
−1(LX/Y )⊗OX Ω
1
X/C)
W
c ).
De´monstration. — On a un triangle distingue´
ρ∗LY/tD → LX/tD → LX/Y →
ou` l’on a introduit le complexe
LX/Y = [ρ
∗Ω1Y/C → Ω
1
X/C ]
place´ en degre´s −1 et 0. On a donc une suite exacte
0→ H−1(ρ∗LY/tD )→ H
−1(LX/tD )→ H
−1(LX/Y )→ 0
vu que H0(LY/tD ) = 0. Il s’ensuit qu’on a une suite exacte
π∗(H
−1(ρ∗LY/tD )⊗OXΩ
1
X/C)
W → π∗(H
−1(LX/tD )⊗OXΩ
1
X/C)
W → π∗(H
−1(LX/Y )⊗OXΩ
1
X/C)
W → 0.
D’apre`s le lemme 9.6.1, on a
H−1(ρ∗LY/tD ) = π
∗a∗Ω1carD /C
d’ou`
π∗(H
−1(ρ∗LY/tD )⊗OX Ω
1
X/C)
W = a∗Ω1carD /C ⊗OX π∗(Ω
1
X/C)
W = 0
car π∗(Ω
1
X/C)
W = 0 (cf. la ligne (9.7.3)). Il s’ensuit qu’on a
π∗(H
−1(LX/tD )⊗OX Ω
1
X/C)
W ≃ π∗(H
−1(LX/Y )⊗OX Ω
1
X/C)
W .
Le lemme se de´duit alors de la de´finition de κc, cf. l.(9.7.1).

La borne suivante, bien qu’assez grossie`re, nous suffira par la suite.
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Proposition 9.13.2. — Soit (X, π, f) ∈ BG(k) et a ∈ AG(k) le point correspondant par le
morphisme ψ de´fini a` l’assertion 3 du lemme 9.3.1. Pour tout tout point ferme´ c de C, on a
l’ine´galite´
κc(X, π, f) 6 |W |/2 valc(D
G(a)).
De´monstration. — Soit c un point ferme´ de C. Par le lemme 9.13.1, on a
κc(X, π, f) = long(π∗(H
−1(LX/Y )⊗OX Ω
1
X/C)
W
c )
6 long(π∗(H
−1(LX/Y )⊗OX Ω
1
X/k)
W
c ),
ou` l’ine´galite´ re´sulte de la surjection e´vidente
H−1(LX/Y )⊗OX Ω
1
X/k → H
−1(LX/Y )⊗OX Ω
1
X/C → 1.
Comme on a e´galement une injection e´vidente
1→ H−1(LX/Y )⊗OX Ω
1
X/k → ρ
∗Ω1Y/C ⊗OX Ω
1
X/k
et qu’on a (cf. l.(9.6.2))
ρ∗Ω1Y/C = f
∗Ω1tD/ carD ,
il vient
κc(X, π, f) 6 long(π∗(f
∗Ω1tD/ carD ⊗OX Ω
1
X/k)
W
c ).
Soit x un point de X au-dessus de c. SoitWx ⊂W le stabilisateur de x dansW etm l’ordre deWx.
On peut donc majorer la longueur ci-dessus par la longueur du OX,x-module (f∗Ω1tD/ carD ⊗OX
Ω1X/k)x (ou` l’on a enleve´ les invariants sousWx). Or celle-ci est la longueur de (f
∗Ω1
tD/ carD
)x donc
elle est e´gale a` la valuation (en x) du de´terminant jacobien J conside´re´ dans la de´monstration du
lemme 9.11.1, dont le carre´ est e´gal au discriminant DG(a). Cette longueur est donc
m/2 valc(D
G(a)).
On obtient alors la majoration cherche´e.

9.14. Dans ce paragraphe nous allons prouver le lemme suivant.
Lemme 9.14.1. — Soit a ∈ AG(k) et c ∈ C(k) tel que valc(DG(a)) = 1. Alors la courbe came´rale
Ya associe´e a` a est lisse au-dessus de c.
De´monstration. — D’apre`s la formule de Ngoˆ-Bezrukavnikov (cf. lemme 9.12.1), il existe un
entier δ tel que
1 = valc(D
G(a)) = 2δ + dimk(t)− dimk(t
Wx)
ou` Wx ⊂ W est le stabilisateur d’un point x ∈ X(k) au-dessus de c. On a donc δ = 0 et
dimk(t) − dimk(t
Wx) = 1. Soit M le sous-groupe de Levi de G de´fini comme le centralisateur
de tWx . Comme tWx est de codimension 1 dans t et qu’il est central dans M , le rang du groupe
de´rive´ de M est 1 (le rang nul correspond a` M = T ce qui est exclu : le groupe Wx serait alors
trivial). En particulier, le groupe Wx est e´gal au groupe de Weyl de M d’ordre 2. Le morphisme
X → C dans un comple´te´ formel de x est donne´ par l’inclusion k[[̟2]] →֒ k[[̟]]. Avec les notations
de (9.4.1), on a, par le choix d’une trivialisation du fibre´ en droites associe´ a` D, un morphisme
f : Spec(k[[̟]]) → t ×k Spec(k[[̟2]]). En prenant le quotient par WM , on obtient une section
Spec(k[[̟2]]) → carM ×k Spec(k[[̟2]]). On est donc tout de suite ramene´ au cas ou` G = M . En
utilisant les de´compositions t = zM ⊕ tMder et carM = zM ⊕ carMder , ou` l’on note zM et tMder
les alge`bres de Lie du centre de M et du tore T ∩Mder, on est ramene´ au cas ou` M est semi-
simple de rang 1. Un calcul direct montre que le germe local de la courbe Y est de la forme
Spec(k[[u, y]]/(y2 = a(u)) avec valu(a(u)) = 1 qui est bien lisse. 
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9.15. De´monstration du the´ore`me 9.1.3. — Le morphisme d’oubli de la donne´e t
AG → AG
fait de AG un reveˆtement fini, e´tale et galoisien de groupe de Galois W de AG. En composant par
ce morphisme les fonctions δ et κ des de´finitions 9.7.1, on obtient des fonctions encore note´es δ et
κ. La premie`re est semi-continue supe´rieurement (cf. proposition 9.4.4) et la seconde est seulement
constructible.
On est enfin en mesure de donner la de´monstration du the´ore`me 9.1.3. On en reprend les
notations du the´ore`me 9.1.3 : en particulier, a = (ha, t) ∈ AG(k) ve´rifie les assertions 1 et 2 du
the´ore`me 9.1.3. La condition
κ 6 deg(D)− 2g + 2
de´finit donc un ensemble constructible Aκ−bon de AG. On va montrer que cet ensemble contient
un voisinage du point a. D’apre`s [15] chap.0 proposition 9.2.5, il faut et il suffit que pour toute
partie ferme´e irre´ductible Y de AG contenant a, l’ensemble Aκ−bon ∩ Y soit dense dans Y. Pour
cela, il suffit de prouver que Aκ−bon∩Y contient le point ge´ne´rique de Y. Il suffit encore de montrer
le lemme suivant.
Lemme 9.15.1. — Soit K une extension alge´briquement close de k et b un morphisme de
Spec(K[[u]]) dans AG de fibre spe´ciale bs = a ×k K. Soit bη le morphisme de´duit de b en fibre
ge´ne´rique. Alors bη de´finit un point de A
κ−bon.
De´monstration. — Soit hb la section du fibre´ carD ×kK[[u]] au-dessus de la courbe relative
C ×k K[[u]] sous-jacente a` la donne´e de b. Soit Cη et Cs les fibres ge´ne´rique et spe´ciale de cette
courbe. Soit S ⊂ C l’ensemble fini de points ferme´s de C qui ve´rifie les assertions 1 et 2 du
the´ore`me 9.1.3. Dans la suite, on identifie S a` un ensemble de points ferme´s de Cs = C ×k K.
Lemme 9.15.2. — Pour tout point ferme´ cη de Cη qui se spe´cialise en un point de Cs − S on a
κcη(bη) = 0
ou` κcη est l’invariant local de´fini en (9.7.1).
De´monstration. — Si cη se spe´cialise en un point en lequel ha(Cs) ne coupe pas R
G
M et coupe
transversalement ou ne coupe pas DM , alors h(Cη) en cη ne coupe pas ou coupe transversalement
DG. Dans tous les cas, le lemme 9.14.1 implique que la courbe came´rale associe´ a` bη est lisse
au-dessus de cη d’ou` la nullite´ du κ en ce point (cf. proposition 9.7.4).
Si cη se spe´cialise en un point cs en lequel h(Cs) ne coupe pas D
M et coupe transversalement
ou ne coupe pas RGM , alors h(Cη) en ce point coupe le diviseur D
G avec une multiplicite´ infe´rieure
ou e´gale a` 2. Si cette multiplicite´ est nulle ou vaut 1, on conclut comme pre´ce´demment que κ en
cη est nul. Supposons donc que cette multiplicite´ vaut 2. Soit Y la courbe came´rale associe´e a`
hb. Soit Ys et Yη ses fibres spe´ciale et ge´ne´rique. Soit ys un point au-dessus de cs. Par hypothe`se,
il existe une unique racine ±α de T dans G tel que Ys coupe en ys le diviseur de´fini par α. En
particulier, le stabilisateur dans W de ys est d’ordre 2. Soit Yη la courbe came´rale associe´e a` hbη
et yη un point au-dessus de cη. Ce point yη se spe´cialise en un point ys ∈ Ys au-dessus de cs. Le
stabilisateur de yη dansW est inclus dans le stabilisateur de ys donc son ordre est au plus 2. Quitte
a` remplacer K((u)) par une extension radicielle et K[[u]] par sa normalise´e dans cette extension,
on peut supposer que la normalise´e Xη de Yη est lisse (cf. [17] proposition 17.15.14). Soit xη un
point de Xη au-dessus de yη. La stabilisateur de xη dans W est inclus dans le stabilisateur de
yη donc est un groupe d’ordre au plus 2. Par la formule de Ngoˆ-Bezrukavnikov (lemme 9.12.1),
on sait que la valuation du discriminant et la diffe´rence dim(t)− dim(tWxη ) ont meˆme parite´. Or
notre hypothe`se est que la valuation du discriminant est 2. Donc la diffe´rence dim(t)− dim(tWxη )
est paire. Si |Wx| = 2, cette quantite´ vaut 1. Donc Wx = {1} et Xη est e´tale au-dessus de cη. Par
conse´quent, κ s’annule en cη (cf. proposition 9.7.4). 
Par (9.7.2) et le lemme pre´ce´dent, on a
κ(bη) =
∑
cη∈Sη
κcη(bη)
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ou` Sη est l’ensemble des points cη de Cη qui se spe´cialisent en des points de S. La proposition
9.13.2 donne alors la majoration
κ(bη) 6 |W |/2
∑
cη∈Sη
valcη(D
G(bη)).
La somme dans le majorant ci-dessus est e´gale
∑
c∈S valc(D
G(bs)). Or bs = a×k K. L’hypothe`se
2 du the´ore`me 9.1.3 entraˆıne la nouvelle majoration
κ(bη) 6 deg(D)− 2g + 2
qui prouve bien que bη de´finit un point de Aκ−bon ce qui termine la de´monstration du lemme
9.15.1. 
On a donc prouve´ que Aκ−bon contient un voisinage ouvert de a qu’on note U . Montrons
ensuite que U ⊂ AbonG . Soit δ un entier et A
′
δ une composante irre´ductible d’une strate Aδ. Il
s’agit de voir que si U ∩ A′δ n’est pas vide alors on a
dimk(A
′
δ) 6 dim(AG)− δ.
A un reveˆtement fini et e´tale pre`s, l’intersection U ∩A′δ est l’image par le morphisme ψ conside´re´
au lemme 9.4.1 d’une partie localement ferme´e de BG. En tout point b ∈ BG(k) de cette partie,
on a δ(b) = δ et κ(b) < deg(D)− 2g + 2. Les propositions 9.8.1 et 9.9.1 montrent que BG est lisse
en un tel point de dimension 6 dimk(AG)− δ. On a donc
dimk(A
′
δ) = dimk(U ∩ A
′
δ) 6 dim(AG)− δ
ce qu’il fallait de´montrer. Cela ache`ve la de´monstration du the´ore`me 9.1.3.
10 L’e´nonce´ cohomologique prolongeant celui de Ngoˆ
10.1. Le the´ore`me de de´composition — Dans la suite, on note avec un indice 0 un objet
sur Fq et l’omission de l’indice 0 indique l’extension des scalaires a` k. Soit A0 un Fq-sche´ma de
type fini inte`gre. Suivant nos conventions, on a A = A0 ⊗Fq k. Soit dA la dimension de A. Pour
tout point a de A, soit da la dimension du ferme´ irre´ductible {a} de A. Soit ia = {a} →֒ X et
ja = {a} →֒ {a} les inclusions. On dira qu’un syste`me local de Qℓ-espaces vectoriels sur le sche´ma
{a} est admissible s’il se prolonge en un syste`me local FV sur un ouvert dense V de {a}. Pour
un tel syste`me local Fa, on notera ja,!∗Fa le prolongement interme´diaire jV,!∗FV du syste`me local
FV a` {a} tout entier pour n’importe quel ouvert dense assez petit jV : V →֒ {a}.
Proposition 10.1.1. — ([6] the´ore`me 5.3.8) Soit K0 un Qℓ-faisceau pervers pur de poids w
sur A0. Le faisceau pervers K sur A, obtenu par extension des scalaires de Fq a` k, admet une
de´composition canonique en somme directe
K =
⊕
a∈A
ia,∗ja,!∗Fa[da]
ou` pour tous les a sauf un nombre fini, Fa = (0).
De´monstration. — L’unicite´ re´sulte du fait que
Hom(ia,∗ja,!∗Fa[da], ia′,∗ja′,!∗Fa′ [da′ ]) = (0)
quels que soient a 6= a′ dans A. En effet la restriction a` {a} ∩ {a}
′
de ja,!∗Fa[da] est dans
pD6−1c ({a} ∩ {a}
′
,Qℓ) et donc i
∗
aia′,∗ja,!∗Fa[da] est dans
pD6−1c ({a},Qℓ).
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Pour l’existence, on proce`de par re´currence sur la dimension de A. Soit j : U →֒ A un ouvert
dont le re´duit est lisse sur Fq, qui contient tous les points ge´ne´riques des composantes irre´ductibles
de A de dimension dA et sur lequel j
∗pH−dA(K) est un syste`me local et j∗K = j∗pH−dA(K)[dA].
Il existe alors une filtration
(0) = K0 ⊂ K1 ⊂ K2 ⊂ K3 = K
avec K1/K0 et K3/K2 a` supports dans A − U et K2/K1 = j!,∗j∗pH−dA(K)[dA]. Or pour tout
syste`me local pur F sur U et tout Qℓ-faisceau pervers L pur de meˆme poids sur A supporte´ par
A− U , on a
Ext1(L, j!,∗F) = Ext
1(j!,∗F , L) = (0)
(sur A les Ext0 sont nuls comme on l’a de´ja` rappele´ et les Ext1 ne peuvent pas avoir 1 comme
valeur propre de Frobenius d’apre`s le the´ore`me de Deligne). Il s’ensuit que j!,∗j
∗pH−dA(K)[dA]
est un facteur direct de K avec un supple´mentaire supporte´ par A− U . 
10.2. Soit f0 : M0 → A0 un morphisme de Fq-sche´mas se´pare´s de type fini. Soit f : M → A le
morphisme obtenu par changement de base de Fq a` k. On suppose que f0 est propre, purement
de dimension relative df , et que M0 est lisse, purement de dimension dM = df + dA sur Fq. On
conside`re le faisceau pervers gradue´ et pur en chaque degre´ sur A0
K•0 =
pH•(Rf0,∗Qℓ,M0 [dM ]) =
⊕
n
pHn(Rf0,∗Qℓ,M0 [dM ]).
Soit K• le faisceau pervers gradue´ sur A de´duit de K•0 par changement de base de Fq a` k. Par la
proposition 10.1.1, on a
K• =
⊕
a∈A
ia,∗ja,!∗F
•
a [da]
ou` chaque F•a est un syste`me local gradue´ admissible sur {a}. La dualite´ de Poincare´ assure que
F−na = (F
n
a )
∨(da).
On de´finit le socle de Rf∗Qℓ,M [dM ] comme l’ensemble fini
Socle(Rf∗Qℓ,M [dM ]) ⊂ A
des a tels que F•a 6= (0). Pour tout a dans ce socle, soit na, resp. n
−
a le plus grand entier n, le plus
petit, tel que Fna 6= (0). On de´finit l’amplitude de F
•
a par
Ampl(F•a ) = na − n
−
a 6 0.
Lemme 10.2.1. — Soit a ∈ Socle(Rf∗Qℓ,M [dM ]). On a les ine´galite´s
Ampl(F•a ) 6 2(df − dA + da)
et
codimA(a) := dA − da 6 df .
De´monstration. — E´crivons comme ci-dessus Ampl(F•a ) = na − n
−
a . Par dualite´ de Poincare´,
on a na = −n−a de sorte qu’on a
Ampl(F•a ) = 2na.
La restriction a` {a} de RdM+na−daf∗Qℓ,M , qui contient F
na
a comme facteur direct, est non nulle.
Par suite, on a dM + na − da 6 2df ou encore
Ampl(F•a ) 6 2(df − dA + da).
En particulier, on a ne´cessairement codimA(a) := dA − da 6 df . 
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10.3. Retour sur un re´sultat clef de Ngoˆ. — Soit g0 : P0 → A0 un sche´ma en groupes
commutatifs lisse purement de dimension relative df sur A0, a` fibres connexes. On suppose que
P0 agit sur M0 au-dessus de A0. Soit
VℓP0 = R
2df−1g0,!Qℓ(df ).
C’est un faisceau sur A0 dont la fibre en un point ge´ome´trique a¯ de A0 est le Qℓ-module de Tate
VℓP0,a¯ de la fibre de P0 en a¯. On a une action de l’alge`bre de Lie commutative VℓP0 sur Rf0,∗Qℓ
VℓP0 ⊗Rf0,∗Qℓ → Rf0,∗Qℓ[−1].
Pour tout point ge´ome´trique a¯ de A0, cette action induit d’une part une structure de
∧•VℓP0,a¯ =
⊕
i∈N
∧iVℓP0,a¯
module gradue´ sur la cohomologie H•(M0,a,Qℓ). Elle induit d’autre part une structure de
∧•VℓP0 =
⊕
i∈N
∧iVℓP0
module sur
pH•(Rf0,∗Qℓ) =
⊕
n∈Z
pHn(Rf0,∗Qℓ).
En particulier, pour tout a dans le socle de Rf∗Qℓ,M [dM ], elle induit une structure de ∧
•VℓP0,a
sur F•a .
Pour chaque point ge´ome´trique a de A0 de corps re´siduel note´ k(a¯), la fibre P0,a de P0 admet
un de´vissage canonique
(10.3.1) 1→ P aff0,a → P0,a → P
ab
0,a → 1
ou` P ab0,a est un k(a)-sche´ma abe´lien et P
aff
0,a est un k(a)-sche´ma en groupes affine. La dimension de
P aff0,a ne de´pend que de l’image a de a et sera note´e δ
aff
a . La fonction a 7→ δ
aff
a est semi-continue
supe´rieurement. En particulier, si a est un point de A, la fonction b 7→ δaffb est constante de valeur
δaffa sur un ouvert dense de {a}. Soit a un point ge´ome´trique de A0. On a un de´vissage analogue
au niveau des modules de Tate
(10.3.2) 0→ VℓP
aff
0,a → VℓP0,a → VℓP
ab
0,a → 0
ou` VℓP
ab
0,a est de dimension 2(df − δ
aff
a ) et VℓP
aff
0,a est de dimension e´gale a` la dimension de la partie
torique de P aff0,a.
On vient de voir pre´ce´demment que la cohomologie H•(M0,a,Qℓ) est munie d’une structure de
∧•VℓP0,a-module gradue´. Tout scindage de la suite exacte (10.3.2) induit une action de
∧•VℓP
ab
a
sur H•(M0,a,Qℓ). Cette action de´pend a priori du scindage. Si le point ge´ome´trique a est localise´
en un point ferme´ a de A0, le corps re´siduel k(a) est fini et l’extension de P
ab
0,a par P
aff
0,a donne´e
par (10.3.1) est d’ordre fini. Elle est donc, a` une isoge´nie pre`s, scinde´e et le scindage obtenu
est ne´cessairement unique. En particulier la suite (10.3.2) est canoniquement scinde´e (cf. [24]
proposition 7.5.3).
Soit a un point du socle de Rf∗Qℓ,M [dM ]. En fait, le de´vissage (10.3.1) existe pour a apre`s
un changement de base radiciel. En particulier, on peut de´finir le de´vissage (10.3.2) pour a. Par
un argument de poids (cf. [24] §7.4.8), l’action de ∧•VℓP0,a sur F•a se factorise en une action de
∧•VℓP ab0,a sur F
•
a . Ainsi F
•
a est un module gradue´ sur ∧
•VℓP
ab
0,a.
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Suivant Ngoˆ (cf. [24] § 7.1.4), on dit que VℓP0 est polarisable si, localement pour la topologie
e´tale de A0, il existe une forme biline´aire alterne´e
VℓP0 × VℓP0 → Qℓ(1)
telle que, pour chaque point ge´ome´trique a de A0, le noyau de la forme biline´aire induite sur VℓPa
soit VℓP
aff
a et que la forme induite sur VℓP
ab
a soit non de´ge´ne´re´e. La proposition suivante est une
reformulation d’un re´sultat de Ngoˆ.
Proposition 10.3.1. —Soit f0 : M0 → A0 un morphisme de Fq-sche´mas se´pare´s de type fini.
Soit g0 : P0 → A0 un sche´ma en groupes commutatifs lisse purement de dimension relative df sur
A0, a` fibres connexes. Soit P0 ×M0 →M0 une action de P0 sur M0 au-dessus de A0.
Les hypothe`ses suivantes
1. (a) f0 est propre, purement de dimension relative df ;
(b) M0 est lisse, purement de dimension dM = df + dA sur Fq ;
2. le module de Tate VℓP0 est polarisable ;
3. pour tout point ge´ome´trique a¯ localise´ en un point ferme´ a de A0, l’action de ∧•VℓP aba
sur H•(Ma,Qℓ), induite par le scindage canonique de (10.3.2) de´crit ci-dessus, fait de
H•(Ma,Qℓ) un ∧
•VℓP
ab
a -module libre ;
entrainent que pour tout point a ∈ Socle(Rf∗Qℓ,M [dM ]), la fibre en a de F
•
a est un ∧
•VℓP
ab
0,a-module
libre.
De´monstration. — Il s’agit essentiellement du contenu de la proposition 7.4.10 de [24]. Les
hypothe`ses sous lesquelles se place Ngoˆ dans cette proposition ne sont pas exactement celles que
nous adoptons. Plus pre´cise´ment, nous ne supposons pas que le morphisme f0 est projectif. En fait,
dans la de´monstration de Ngoˆ, la projectivite´ de f0 n’intervient qu’au travers de la proposition
7.5.1 de [24] qui a pour conclusion notre hypothe`se 3.

A` la suite de Ngoˆ, on en de´duit le corollaire suivant.
Corollaire 10.3.2. — Sous les hypothe`ses de la proposition 10.3.1, pour tout point a ∈ A qui
appartient au socle de Rf∗Qℓ,M [dM ], on a les ine´galite´s
Ampl(F•a ) > 2(df − δ
aff
a )
et
δaffa > codimA(a).
De´monstration. — La premie`re ine´galite´ est une conse´quence e´vidente de la proposition 10.3.1
et la seconde re´sulte du lemme 10.2.1. 
Le lemme suivant nous sera utile pour ve´rifier les hypothe`ses de la proposition 10.3.1.
Lemme 10.3.3. — Soit λ : B′ → B une isoge´nie entre varie´te´s abe´liennes de´finies sur un corps
alge´briquement clos K. Soit X un K-sche´ma (ou plus ge´ne´ralement un K-champ de Deligne-
Mumford) muni d’une action de B′ et d’un morphisme propre f : X → B qui est B′-e´quivariant
lorsque B′ agit sur B par translation via l’isoge´nie α. Alors l’action de
H•(B
′,Qℓ) = ∧
•VℓB
′
sur H•(X,Qℓ) induite par l’action de B
′ sur X fait de H•(X,Qℓ) un ∧
•VℓB
′-module libre.
De´monstration. — On conside`re le diagramme carte´sien
X0 ×K B′
α′ //
prB′

X
f

B′
α // B
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ou` prB′ est la projection sur le second facteur, X0 est la fibre de f a` l’origine de B et α
′ est la
restriction a` X0×K B′ de l’action X ×K B → X . La cohomologie de X0×K B qui est donne´e par
le produit tensoriel H•(X)⊗H•(B′) est e´videmment un module libre sur ∧•VℓB′. La cohomologie
de X s’identifie aux invariants sous ker(α) dans la cohomologie de X0 ×K B′. Or ker(α) agit
trivialement sur H•(B′) par l’argument habituel d’homotopie. Ainsi la cohomologie de X qui
s’identifie a` H•(X)ker(α) ⊗H•(B′) est bien libre comme module sur ∧•VℓB′. 
10.4. Mode`le de Ne´ron.— On revient aux notations utilise´es depuis le de´but de l’article. Soit
a ∈ AG un point ferme´. Soit ν : Ja →֒ J˜a le mode`le de Ne´ron du sche´ma en groupes Ja sur C. La
fle`che ν est un isomorphisme au dessus de l’ouvert Ua de sorte que le quotient J˜a/Ja est a` support
ponctuel. On a la proposition suivante due a` Ngoˆ (cf. [24] corollaire 4.8.1).
Proposition 10.4.1. — Soit a = (ha, t) ∈ AG(k). Soit ρa : Xa → Ya la normalise´e de la courbe
Ya. Il existe un unique isomorphisme
J˜a
∼
−→ (X∗(T )⊗Z πa,∗ρa,∗Gm,Xa)
W ,
ou` l’exposant W de´signe les points fixes sous W , qui s’inse`re dans le carre´ carte´sien
Ja // _
ν

(X∗(T )⊗Z πa,∗Gm,Ya)
W
 _

J˜a
∼ // (X∗(T )⊗Z πa,∗ρa,∗Gm,Xa)
W
ou`
– la fle`che horizontale du haut est obtenue par changement de base par ha a` partir du mor-
phisme
JGD −→ (X∗(T )⊗Z (χ
T
G)∗Gm,tD )
W
de´duit de (3.4.1) ;
– la fle`che verticale de droite est induite par la fle`che d’adjonction
Gm,Ya →֒ ρa,∗Gm,Xa .
En particulier, l’alge`bre de Lie de J˜a est l’alge`bre de Lie commutative de fibre´ vectoriel sous-
jacent
(X∗(T )⊗Z πa,∗ρa,∗OXa)
W .
10.5. Application a` la fibration de Hitchin. — On suppose de´sormais que le groupe G est
semi-simple. Soit (G0, T0) un couple forme´ d’un groupe G0 re´ductif connexe sur Fq et de T0 ⊂ G0
un sous-Fq-tore maximal et de´ploye´ sur Fq. Soit τ l’automorphisme de Frobenius de k donne´ par
x 7→ xq. On suppose que le couple obtenu a` partir de (G0, T0) apre`s extension des scalaires de Fq
a` k est le couple (G, T ). Le couple (G, T ) est alors muni de l’action naturelle de τ .
On a fixe´ au §4.1 une courbe C projective, lisse et connexe sur k ainsi qu’un diviseur D et un
point ∞ ∈ C(k). On suppose de´sormais que C provient par changement de base d’une courbe C0
sur Fq. On note encore τ l’automorphisme 1× τ de C = C0 ×Fq k. On suppose que D et ∞ sont
fixes sous τ .
Le sche´maAG est alors muni de l’action naturelle du Frobenius τ . Celle-ci laisse stable les sous-
sche´mas ferme´s AM pour M ∈ L
G(T ). De meˆme, le champ MG est muni de l’action naturelle
de τ . Soit ξ ∈ aT en position ge´ne´rale (cf. remarque 4.9.2). Soit f ξ : M
ξ
G → AG le morphisme
de Hitchin tronque´ qui est propre de source lisse sur k (cf. §4.9). Alors le sous-champ ouvert
MξG est stable par τ et le morphisme f
ξ est τ -e´quivariant. De manie`re e´quivalente, on aurait pu
directement de´finir des objets f ξ0 :M
ξ
G0
→ AG0 sur Fq qui redonnent apre`s extension des scalaires
de Fq a` k les objets analogues note´s sans l’indice 0.
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Soit dMξ la dimension relative de f
ξ. Rappelons qu’on a de´fini un ouvert AbonG de AG (cf.
de´finition 9.1.1).
The´ore`me 10.5.1. — Le socle de la restriction de Rf ξ∗Qℓ[dMξ ] a` A
bon est entie`rement contenu
dans l’ouvert elliptique de Aell ∩ Abon, de sorte que si
j : Aell ∩ Abon →֒ Abon
est l’inclusion de cet ouvert, on a un isomorphisme canonique
pHi(Rf ξ∗Qℓ[dMξ ]) ∼= j!∗j
∗pHi(Rf ξ∗Qℓ[dMξ ])
sur Abon pour tout entier i.
De´monstration. — On va appliquer le corollaire 10.3.2 a` la fibration de Hitchin Mξ muni de
l’action du champ de Picard J 1. On va en de´duire que tout a qui est dans le socle de Rf ξ∗Qℓ[dMξ ]
ve´rifie l’ine´galite´ δaffa > codimA(a). On montrera ensuite qu’on a δ
aff
a 6 δa avec e´galite´ si et
seulement si a est elliptique. Donc, si a n’est pas elliptique, a ne peut pas eˆtre dans Abon.
Nous allons tout d’abord montrer que pour tout a ∈ AG(k), la fibre Mξa ve´rifie les hypothe`ses
requises par la proposition 10.3.1 et le corollaire 10.3.2. Pour cela, on applique le lemme 10.3.3 non
pas a`Ma mais a` un champ home´omorphe ce qui suffit pour de´montrer la liberte´ de la cohomologie
de Ma.
Soit M ∈ LG tel que a est l’image d’un point (haM , t) ∈ A
ell
M (k)
τ . Soit Xa = εM (haM ) ∈ m(F )
ou` εM est la section de Kostant et F est le corps des fonctions de C. Soit A l’anneau des ade`les de
F et O le produit des comple´te´s des anneaux locaux des points ferme´s de C. Soit S l’ensemble fini
de points ferme´s de C comple´mentaire de l’ouvert h−1aM (car
reg
M,D). Pour tout v ∈ S, soit Sv la fibre
de Springer affine associe´e a` v et Xa. Soit Fv le corps des fractions du comple´te´ de l’anneau local
Ov en v. Soit J le centralisateur de Xa dans M ×k F . Le ind-sche´ma J(Fv)/J(Ov) agit sur Sv.
Soit X le produit contracte´ de J(A)/J(O) ×
∏
v∈S Sv par l’action diagonale de
∏
v J(Fv)/J(Ov).
Le quotient champeˆtre de X par l’action (sur le premier facteur) de J(F ) est home´omorphe a` la
fibre de Hitchin Ma. L’home´omorphisme entre [J(F )\X] et Ma est e´quivariant sous l’action du
champ de Picard Ja = [J(F )\J(A)/J(O)].
Ce dernier admet comme quotient [J(F )\J(A)/J(O)
∏
v J(Fv)] qui est isoge`ne au champ J
ab
a
des J˜a-torseurs ou` J˜a est le mode`le de Ne´ron de Ja. Le champ Ja agit sur [J(F )\X] et le morphisme
e´vident de [J(F )\X] vers [J(F )\J(A)/J(O)
∏
v J(Fv)] est Ja-e´quivariant.
Plus ge´ne´ralement, on peut de´finir un Xξ «tronque´» dont le quotient par J(F ) est muni d’une
action par J 1a et home´omorphe de manie`re J
1
a -e´quivariante a` M
ξ
a. On a un morphisme J
1
a -
e´quivariant de [J(F )\Xξ] vers [J(F )\J(A)/J(O)
∏
v J(Fv)] dont l’image est isoge`ne au champ
J 1,aba image de J
1
a dans J
ab
a . On obtient une action de J
1,ab
a sur [J(F )\X
ξ] en choisissant, comme
il est loisible, une section a` isoge´nie pre`s du morphisme canonique J 1,aba → J
1
a .
Les hypothe`ses du lemme 10.3.3 sont donc ve´rifie´es pour le quotient [J(F )\Xξ] et on en de´duit
la liberte´ voulue de la cohomologie de [J(F )\Xξ] donc de Mξa.
Comparons maintenant pour un point a de AG les invariants δa et δaffa . Le champ J
1
a est un
champ de Deligne-Mumford dont les groupes d’automorphismes sont tous le groupe fini H0(C, Ja).
Soit J 0a la composante neutre de J
1
a . On rappelle J˜a le mode`le de Ne´ron de Ja. Soit J
0,ab
a le
sche´ma abe´lien qui repre´sente le foncteur des classes d’isomorphismes des J˜a-torseurs. Le mor-
phisme J 0 −→ J 0,ab, qui envoie un Ja-torseur sur la classe du J˜a-torseur obtenu lorsqu’on le
pousse par le morphisme canonique Ja → J˜a, s’inscrit dans la suite exacte
1 −→ J 0,aff −→ J 0 −→ J 0,ab −→ 0
ou` le noyau J 0,aff est le quotient d’un groupe alge´brique affine par le groupe fini H0(C, Ja) agissant
trivialement. On va calculer la dimension de ces objets par un calcul d’alge`bre de Lie. La suite
exacte
1 −→ Ja −→ J˜a −→ J˜a/Ja −→ 1
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donne la suite exacte longue
1 −→ H0(C, Ja) −→ H
0(C, J˜a) −→ H
0(C, J˜a/Ja) −→ H
1(C, Ja) −→ H
1(C, J˜a) −→ 1
puisque J˜a/Ja e´tant a` support ponctuel a un H
1 trivial. Soit δaffa = dim(J
0,aff). On a donc
δaffa = dim(J
0)− dim(J 0,ab)
= dim(H1(C, Ja))− dim(H
0(C, Ja))− dim(H
1(C, J˜a))
= dim(H0(C, J˜a/Ja))− dim(H
0(C, J˜a))
la dernie`re e´galite´ provenant de la suite exacte longue ci-dessus.
D’apre`s 10.4.1, on a
dim(H0(C, J˜a/Ja)) = dimk(H
0(C, (t⊗k πYa,∗(ρa,∗OXa/OYa))
W ))
= δa
ou` δa est la valeur en a de la fonction δ conside´re´e a` la section 9. Il re´sulte aussi de 10.4.1 qu’on a
H0(C, J˜a) = T
Wa
ou` Wa est le sous-groupe de W
G de´fini au §7.2. Combinant les re´sultats pre´ce´dents, on a
δaffa = δa − dim(T
Wa).
Supposons maintenant a /∈ AellG . Il s’ensuit que pour un certain M ∈ L
G, on a a ∈ AM et donc
Wa ⊂WM (cf. proposition 8.2.1). En particulier, le centre de M est inclus dans TWa . On a donc
dim(TWa) > 0 et
δaffa < δa.
Supposons, de plus a ∈ AbonG (cf. de´finition 9.1.1). On a donc δa 6 codimA(a) ce qui, combine´
avec l’ine´galite´ pre´ce´dente, donne
(10.5.1) δaffa < codimA(a).
Supposons que a /∈ AellG soit dans le socle de la restriction de Rf
ξ
∗Qℓ[dMξ ] a` A
bon. Par le corollaire
10.3.2 (dont on a ve´rifie´ les hypothe`ses en de´but de de´monstration)), on a l’ine´galite´
δaffa > codimA(a).
Mais celle-ci contredit manifestement (10.5.1). Donc tout a ∈ AG qui est dans le socle de la
restriction de Rf ξ∗Qℓ[dMξ ] a` A
bon appartient a` l’ouvert AellG .

10.6. Les espaces AGs,ρ. — Dans ce paragraphe, on de´finit l’espace AGs,ρ associe´s a` une
«donne´e endoscopique ge´ome´trique» de G (cf. de´finition 10.6.3 ci-dessous) et on en donne quelques
proprie´te´s. On ne suppose pas G semi-simple. Les notations sont celles du paragraphe pre´ce´dent.
Soit a ∈ AG. On a introduit au §7.2 le sous-groupe Wa de WG qui est le stabilisateur de la
composante irre´ductible de Ya passant par le point ∞Ya . Soit W
0
a le sous-groupe normal de Wa
engendre´ par les stabilisateurs dans Wa des points de la composante irre´ductible de Ya passant
par le point ∞Ya . Si a¯ est un point ge´ome´trique de AG localise´ en a, l’ouvert Va¯, pointe´ par ∞Ya¯
(avec les notations du § 7.2) est un reveˆtement e´tale de l’ouvert Ua¯ pointe´ par ∞. La fibre de ce
reveˆtement en ∞ est munie d’une action du groupe fondamental π1(Ua¯,∞). En utilisant le point
∞Ya¯ de cet fibre, on obtient un morphisme
π1(Ua¯,∞)→Wa.
L’image de l’inertie
Ker(π1(Ua¯,∞)→ π1(C ×k k(a¯),∞)
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est pre´cise´ment le sous-groupe W 0a . On en de´duit un morphisme
(10.6.1) π1(C,∞)→Wa/W
0
a .
On a une suite exacte
1 −→ π1(C,∞) −→ π1(C0,∞) −→ Gal(k/Fq) −→ 1
qui est canoniquement scinde´e par le point rationnel∞. On notera que l’homomorphisme (10.6.1)
est stable par Gal(k/Fq).
De´finition 10.6.1. — Pour tout s ∈ T̂ , on introduit les groupes suivants
– Ws est le sous-groupe de W
G de´fini par
Ws = {w ∈W
G | w · s = s} ;
– W 0s est le sous-groupe deW
G engendre´ par les re´flexions simples associe´es aux racines α ∈ ΦG
telles que α∨(s) = 1 ;
– Gs est le groupe re´ductif connexe sur k de dual de Langlands Z bG(s)
0 le centralisateur connexe
de s dans Ĝ.
Remarque 10.6.2. — Le sous-groupeW 0s est un sous-groupe normal deWs. Il s’identifie d’ailleurs
au groupe de Weyl de Gs.
De´finition 10.6.3. — On appelle donne´e endoscopique ge´ome´trique de G la donne´e d’un couple
(s, ρ) avec
1. s ∈ T̂ ;
2. ρ : π1(C,∞)→ Ws/W
0
s est un homomorphisme continu et fixe par Gal(k/Fq).
Soit (s, ρ) une donne´e endoscopique ge´ome´trique de G et soit
As,ρ
la partie de A forme´e des a pour lesquels les conditions suivantes sont satisfaites
– Wa ⊂Ws ;
– W 0a ⊂W
0
s
– l’homomorphisme compose´
π1(C,∞)→Wa/W
0
a →Ws/W
0
s
est e´gal a` ρ.
Proposition 10.6.4. — Pour une donne´e endoscopique ge´ome´trique (s, ρ) de G, la partie As,ρ
est ferme´e dans AG et stable par le Frobenius τ .
De´monstration. — Soit Gs le groupe re´ductif connexe sur k associe´ a` s (cf. de´finition 10.6.1).
Le groupe Ws, qui agit sur T , agit aussi sur l’ensemble Φ
Gs
T des racines de T dans Gs. Le sous-
groupe W 0s s’identifie au groupe de Weyl de (Gs, T ). Soit ∆
Gs
T un ensemble de racines simples de
T dans Gs. Soit W
ext
s le sous-groupe de Ws qui laisse ∆
Gs
T fixe. On a alors une de´composition en
produit semi-direct Ws =W
0
s ⋊W
ext
s . L’ensemble ∆
Gs
T n’est pas unique mais on passe d’un choix
a` l’autre par l’action d’un unique e´le´ment de W 0s de sorte que changer ∆
Gs
T revient a` conjuguer
W exts par un e´le´ment W
0
s . On comple`te la donne´e de ∆
Gs
T en un e´pinglage (Bs, T, {Xα}α∈∆GsT
) de
Gs. Par ce choix, on identifie le groupe W
ext
s a` un sous-groupe encore note´ W
ext
s du groupe des
automorphismes de Gs qui laissent l’e´pinglage stable. Soit Wexts le W
ext
s -torseur au-dessus de C
muni d’une trivialisation de sa fibre en ∞ de´duit de
ρ : π1(C,∞)→Ws/W
0
s ≃W
ext
s
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Comme W exts laisse W
0
s invariant, ce groupe agit sur carGs = t//W
0
s et on peut introduire le
C-sche´ma carGs,ρ qui est le produit contracte´
carGs,ρ = carGs ×
W exts
k W
ext
s .
On introduit e´galement sa variante
carGs,ρ,D = LD ×
Gm,C
C carGs,ρ .
Ce sche´ma fibre´ au-dessus de C est muni d’un isomorphisme de sa fibre en∞ sur carGs (de´duite de
la trivialisation canonique de LD et de la trivialisation fixe´e de Wexts ). En imitant la construction
du §4.4, on introduit le sche´ma quasi-projectif AG- regGs,ρ qui classifie les couples a = (ha, t) ou`
– ha ∈ H0(C, carGs,ρ,D) ;
– t ∈ tG−reg avec χGs(t) = ha(∞).
La proposition re´sulte alors de la proposition suivante, la stabilite´ par Frobenius e´tant e´vidente.

Proposition 10.6.5. — Les notations sont celles de la de´monstration de la proposition 10.6.4.
Le morphisme e´vident
χ
Gs,ρ
G : A
G- reg
Gs,ρ
→ AG
est une immersion ferme´e d’image AGs,ρ .
De´monstration. — On renvoie le lecteur a` [24], propositions 6.3.2 et 6.3.3. 
En particulier, pour une donne´e endoscopique ge´ome´trique (s, ρ) dont l’homomorphisme ρ est
l’homomorphisme trivial note´ 1, le ferme´ As,1 est l’image du morphisme e´vident
χGsG : A
G- reg
Gs
→ AG
ou` AG- regGs est l’ouvert «G-re´gulier» de l’espace AGs pour le groupe re´ductif Gs de la de´finition
10.6.1 (cf. §4.4). Comme cet espace AGs n’interviendra plus par la suite, on pre´fe`re re´server cet
notation a` l’ouvert G-re´gulier : on pose un peu abusivement
AGs = A
G- reg
Gs
.
On introduit comme dans la de´finition 4.4.1 un ouvert elliptique AellGs de AGs , qui est non vide
pour des raisons de dimension.
Proposition 10.6.6. — La partie localement ferme´e χGsG (AGs)∩A
ell
G est non vide si et seulement
si on a l’e´galite´
Z0bG = Z
0
bGs
entre les centres connexes des groupes duaux Ĝ et Ĝs.
En cas d’e´galite´, on a, de plus,
χGsG (AGs) ∩ A
ell
G = χ
Gs
G (A
ell
Gs).
Remarque 10.6.7. — Lorsque G est semi-simple, le groupe dual Ĝ l’est aussi et la condition sur
les centres est e´quivalente au fait que Ĝs donc Gs est semi-simple.
De´monstration. — Soit H = Gs, aH ∈ AH et a = χHG (a). On a alors Wa = WaH par une
variante du lemme 8.2.2. Aussi, dans les notations on ne distinguera pas a et aH et on omettra
χHG . La de´monstration re´sulte des deux lemmes ci-dessous.
Lemme 10.6.8. — Pour tout a ∈ AellG ∩AH , on a a ∈ A
ell
H et Z
0
bH
= Z0
bG
.
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De´monstration. — SoitM ′ le plus petit e´le´ment de LH(T ) tel queWa ⊂WM
′
. SoitM ∈ LG(T )
dont le dual M̂ s’identifie au sous-groupe de Levi Z bG(Z
0
cM ′
) de Ĝ (il s’agit du centralisateur dans
Ĝ du tore central maximal de M̂ ′). On a donc Wa ⊂W
M ′ ⊂WM et a ∈ AM (par la proposition
8.2.1). Comme a ∈ AellG , on a M = G et Z
0
cM ′
⊂ Z bG d’ou` l’e´galite´ Z
0
bH
= Z0
cM ′
= Z bG et a ∈ A
ell
H (par
une application de la proposition 8.2.1 a` H et son sous-groupe de Levi M ′). 
Lemme 10.6.9. — Si Z0
bH
= Z0
bG
, on a AellH ⊂ A
ell
G .
De´monstration. — Soit a ∈ AellH etM le plus petit e´le´ment de L
G(T ) tel queWa ⊂WM . Par la
proposition 10.6.5, on a Wa ⊂ WH . On a donc Wa ⊂ WM
′
ou` M ′ ∈ LH(T ) est de´fini dualement
par M̂ ′ = M̂ ∩ Ĥ . Comme a est elliptique dans H , on a M ′ = H donc Ĥ ⊂ M̂ donc Z0
cM
⊂ Z0
bH
.
La condition Z0
bH
= Z0
bG
implique que M = G c’est-a`-dire a ∈ AellG .  
Proposition 10.6.10. — Supposons G semi-simple. L’ensemble des donne´es endoscopiques ge´ome´triques
(s, ρ) de G telles qu’on ait
(10.6.2) As,ρ ∩ A
ell
G 6= ∅
est fini.
De´monstration. — Lorsque s parcourt T̂ , il n’y a qu’un nombre fini de possibilite´s pour
les groupes Ĝs, Ws et W
0
s . Comme le groupe π1(C,∞) est topologiquement engendre´ par 2g
ge´ne´rateurs, il n’y a qu’un nombre fini de morphismes ρ possibles. Il suffit donc de prouver qu’il
existe un sous-ensemble fini de T̂ qui contient tous les s qui appartiennent a` une donne´e endosco-
pique (s, ρ) pour laquelle la condition (10.6.2) est satisfaite. Soit donc un tel s et ZWs
bGs
le groupe
diagonalisable des points fixes sous Ws du centre de Ĝs. Comme ce groupe contient e´videmment
s, il suffit de voir qu’il est fini autrement dit que sa composante neutre note´e Sˆ est triviale. Soit
M̂ le centralisateur dans Ĝ du tore Sˆ. Son dual M est un sous-groupe de Levi de G. Comme
Ws centralise Sˆ, on a Ws ⊂ W
M . Par l’hypothe`se (10.6.2), il existe a ∈ As,ρ ∩ A
ell
G . On a donc
Wa ⊂Ws ⊂WM . Par la proposition 8.2.1, on a a ∈ AM . Comme a est elliptique dans G, il vient
M = G. Donc Sˆ est un tore central de Ĝ qui est suppose´ semi-simple. Ainsi Sˆ est trivial ce qu’il
fallait de´montrer.

10.7. Le the´ore`me cohomologique. — On continue avec les meˆmes notations et hypothe`ses.
On suppose ici que G est semi-simple. Soit s ∈ T̂ et Gs le groupe re´ductif connexe sur k de la
de´finition 10.6.1. On munit Gs de l’action du Frobenius τ qui induit l’action triviale sur le groupe
des caracte`res de T .
Pour k-sche´maX muni d’une action du Frobenius τ , on note Perv(X) la cate´gorie des faisceaux
pervers F surX muni d’un isomorphisme τ∗F ≃ F . Voici un the´ore`me duˆ a` Ngoˆ (cf. [24] the´ore`mes
6.4.1 et 6.4.2).
The´ore`me 10.7.1. — On suppose G semi-simple. Soit s ∈ T̂ tel que Gs est semi-simple. Soit
χGs,ellG : A
ell
Gs
→֒ AellG la restriction de χ
Gs
G a` l’ouvert A
ell
Gs
.
On a alors l’e´galite´ suivante dans le groupe de Grothendieck de Perv(AellGs)
(χGs,ellG )
∗pH•(Rf ellG,∗Qℓ)s =
pH•(Rf ellGs,∗Qℓ)1[−2rs](−rs)
ou`
– rs = codimAG(AGs) ;
– pH•(Rf ellG,∗Qℓ)s est la s-partie de
pH•(Rf ellG,∗Qℓ) de´finie au the´ore`me 8.5.1 ;
– pH•(Rf ellGs,∗Qℓ)1 est la 1-partie de
pH•(Rf ellGs,∗Qℓ) de´finie au the´ore`me 8.5.1 pour le groupe
Gs (avec 1 l’e´le´ment neutre de T̂ ).
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Remarque 10.7.2. — Comme G et Gs sont semi-simples, il en est de meˆme de leurs duaux Ĝ et
Ĝs = Z bG(s)
0. Par conse´quent les centres de ces derniers sont finis. On a donc Z0
bG
= Z0
bGs
= {1} et
s est un e´le´ment de torsion dans T̂ .
Soit M ∈ LG(T ). On a de´fini au §8.4 un ouvert UM de AG. Cet ouvert est clairement τ -stable.
L’ouvert AbonG de la de´finition 9.1.1 est e´galement τ -stable. Pour tout s ∈ T̂ , le ferme´
⋃
ρAGs,ρ ,
ou` ρ parcourt l’ensemble fini des morphismes continus et non triviaux
ρ : π1(C,∞)→Ws/W
0
s ,
est τ -stable. Soit s¯ ∈ (T̂ /Z0
cM
)tors et
(10.7.1) Us¯ = UM ∩A
bon
G ∩ (AG −
⋃
(s,ρ)
As,ρ)
ou` la re´union est prise sur l’ensemble fini (cf. proposition 10.6.10) des donne´es endoscopiques
ge´ome´triques (s, ρ) qui ve´rifient
– s ∈ s¯Z0
cM
;
– AellG ∩As,ρ 6= ∅ ;
– ρ est un homomorphisme non trivial.
Alors Us¯ est un ouvert τ -stable de AG. Soit
Uells¯ = Us¯ ∩ A
ell
G .
Pour tout s ∈ s¯Z0
cM
tel que Gs est semi-simple, on a un diagramme commutatif, ou` les fle`ches
note´es χ sont des immersions ferme´es et les autres fle`ches sont des immersions ouvertes,
Uells¯ ∩ A
ell
Gs
is¯Gs //
χss¯

AellGs
χGs,ellG

Uells¯
is¯G //
js¯

AellG
j

Us¯
is¯M // UM
The´ore`me 10.7.3. — On suppose G semi-simple et ξ ∈ aT en position ge´ne´rale. Pour tout
s¯ ∈ (T̂ /Z0
cM
)tors, on a l’e´galite´ suivante dans le groupe de Grothendieck de Perv(Us¯)
(is¯M )
∗(pH•(Rf ξ,M-par∗ Qℓ)s¯) =
⊕
s
(js¯)!∗(χ
s
s¯)∗(i
s¯
Gs)
∗pH•(Rf ellGs,∗Qℓ)1[−2rs](−rs)
ou`
– la somme porte sur les s ∈ s¯Z0
cM
tel que Gs est semi-simple ;
– la s¯-partie pH•(Rf ξ,M-par∗ Qℓ)s¯ est celle de´finie au the´ore`me 8.5.1 ;
– les autres notations sont celles utilise´es ci-dessus ou dans le the´ore`me 10.7.1.
De´monstration. — D’apre`s le the´ore`me 10.5.1, on a un isomorphisme canonique
(is¯M )
∗(pH•(Rf ξ,M-par∗ Qℓ)s¯) ∼= (js¯)!∗(js¯)
∗(is¯M )
∗(pH•(Rf ξ,M-par∗ Qℓ)s¯).
D’apre`s le corollaire 8.5.3, on a
(js¯)
∗(is¯M )
∗(pH•(Rf ξ,M-par∗ Qℓ)s¯) =
⊕
s
(is¯G)
∗pH•(Rf ellG,∗Qℓ)s
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ou` la somme est prise sur les s ∈ s¯Z0
cM
d’ordre fini. Pour tout tel s, d’apre`s Ngoˆ (cf. [24] §6.4),
pH•(Rf ellG,∗Qℓ)s est a` support dans le ferme´ (
⋃
ρAGs,ρ) ∩ A
ell
G ⊂ A
ell
G ou` ρ parcourt les homomor-
phismes continus de π1(C,∞) dans Ws/W 0s . Par conse´quent, (i
s¯
G)
∗pH•(Rf ellG,∗Qℓ)s est a` support
dans le ferme´ Uells¯ ∩ A
ell
Gs
. Si ce ferme´ n’est pas vide, l’inersection AGs ∩ A
ell
G n’est pas vide ce qui
implique que Gs est semi-simple (cf. proposition 10.6.6 et la remarque qui suit). Pour un tel s, on
a
(is¯G)
∗pH•(Rf ellG,∗Qℓ)s = (χ
s
s¯)∗(i
s¯
Gs)
∗(χGs,ellG )
∗pH•(Rf ellG,∗Qℓ)s.
On utilise le the´ore`me de Ngoˆ (cf. the´ore`me 10.7.1) pour conclure. 
11 Les s-inte´grales orbitales ponde´re´es
11.1. On a fixe´ au §4.1 une courbe C projective, lisse et connexe sur k ainsi qu’un diviseur
D et un point ∞ ∈ C(k). On suppose de´sormais que C provient par changement de base d’une
courbe C0 sur Fq. Soit τ l’automorphisme de Frobenius de k donne´ par x 7→ xq. On note encore
τ l’automorphisme 1× τ de C = C0 ×Fq k. On suppose que D et ∞ sont fixes sous τ .
Soit F et F0 les corps des fonctions respectivement de C et C0. On a F = F0 ⊗Fq k d’ou` une
action de τ sur F donne´e par 1 ⊗ τ dont F0 est le sous-corps des points fixes. Pour tout point
ferme´ v0 de C0 soit F0,v0 le comple´te´ de F0 en v0 et O0,v0 son anneau d’entiers. Des notations
analogues valent pour F . Le produit tensoriel comple´te´
F ⊗ˆF0F0,v0 =
∏
v∈V, v|v0
Fv
se de´compose en le produit des comple´te´s Fv pour les points ferme´s v de C au-dessus de v0. On
munit ce produit tensoriel de l’action continue de τ donne´e par τ ⊗ 1. Cette action admet F0,v0
comme sous-anneau de points fixes. On en de´duit une action de τ sur l’anneau des ade`les A de F
dont l’anneau des points fixes est l’anneau A0 des ade`les de F0. Cette action respecte le produit
O =
∏
v
Ov
sur tous les points ferme´s de C. On de´finit de meˆme O0. On a d’ailleurs O0 = A0 ∩O.
On munit la donne´e radicielle du couple (G, T ) du §2.1 de l’action triviale de τ . Le couple
(G, T ) provient alors par changement de base d’un couple analogue de´fini sur Fq ou` le tore est
de´ploye´ sur Fq. Cela munit le couple (G, T ) d’une action de τ . Tous les e´le´ments de PG(T ) ou de
LG(T ) c’est-a`-dire les sous-groupes paraboliques ou de Levi de G sont stables sous l’action de τ .
Pour tout sche´ma S de´fini sur k et toute k-alge`bre A tous deux munis d’une action de τ , on note
S(A)τ le sous-ensemble des points fixes sous l’action de τ . Si S est, de plus, un sche´ma en groupes
(et τ agit bien entendu comme un automorphisme de sche´mas en groupes), S(A)τ est un groupe
et on note S(A)τ l’ensemble des classes de τ -conjugaison (qui est donne´e par g · x = gxτ(g)
−1)
pointe´ par la classe de l’e´le´ment neutre. Si, de plus, S est un sche´ma en groupes abe´liens, S(A)τ
est un groupe abe´lien, a` savoir le groupe des co-invariants.
11.2. Voici une autre variante d’un re´sultat de´ja` e´voque´ de Kottwitz (cf. [20] lemme 2.2).
Proposition 11.2.1. — Soit U0 un ouvert de C0 qui contient le point ge´ome´trique ∞. Soit X∗,
A et B les foncteurs de la cate´gories des sche´mas en tores sur U0 vers celles des groupes abe´liens
de´finis respectivement pour tout sche´ma en tores T sur U0 par
X∗(T ) = X∗(T∞),
ou` le membre de droite de´signe le groupe des cocaracte`res de la fibre de T au point ge´ome´trique
∞,
A(T ) = X∗(T∞)π1(U0,∞),
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ou` l’indice signifie que l’on prend les co-invariants sous le groupe fondamental de U0 pointe´ par
∞, et
B(T ) = (T (F )\T (A))τ ,
ou` l’indice τ de´signe le groupe des co-invariants.
Soit ̟∞ une uniformisante de F∞. Pour tout T comme ci-dessus, le morphisme qui a` λ ∈
X∗(T∞) associe l’image ̟λ∞ dans le groupe (T (F )\T (A))τ ne de´pend pas du choix de ̟∞ et
de´finit un morphisme de foncteur
(11.2.1) X∗ → B.
Il existe un unique isomorphisme de foncteur A → B qui, compose´ avec le morphisme canonique
X∗ → A, donne le morphisme (11.2.1).
De´monstration. — Elle repose sur les me´thodes de Kottwitz (cf. [20] preuve du lemme 2.2). Le
foncteur B a les deux proprie´te´s fondamentales suivantes : il est exact a` droite et pour un tore
induit on a B(T ) = Z. L’exactitude a` droite se montre comme dans loc. cit. §1.9 : le point clef
est que le groupe H1(F, T ) est trivial pour tout F -tore (et de meˆme si l’on remplace F par un
comple´te´ Fv). La seconde proprie´te´ re´sulte du fait suivant : soit E0 une extension finie de F et
E = E0⊗F0 F on a (E
×\A×E)τ ≃ Z ou` AE est l’anneau des ade`les de E. Par un lemme de Shapiro,
quitte a` remplacer τ par une puissance, on se rame`ne au cas ou` E est un corps. Soit A1E le noyau
de l’homomorphisme degre´ A×E → Z. Le quotient E
×\A1E/O
×
E , ou` O
×
E est le produit des e´le´ments
inversibles des comple´te´s des anneaux locaux, est le groupe des k-points de la jacobienne de la
courbe projective, lisse et connexe sur k dont E est le corps des fonctions. D’apre`s le the´ore`me de
l’isoge´nie de Lang, ces points sont dans l’image de 1− τ . Il en est de meˆme des points de O×E (cf.
[20] preuve de la proposition 2.3). Il est alors facile de voir que l’homomorphisme degre´ induit une
bijection (E×\A×E)τ ≃ Z.
Le morphisme X∗ → B ne de´pend pas du choix de ̟∞ par une variante du the´ore`me de
l’isoge´nie de Lang. Il re´sulte de la preuve de loc. cit. lemme 2.2 que le morphisme canonique
Hom(A,B)→ Hom(X∗, B)
est un isomorphisme qui envoie isomorphisme sur isomorphisme. De plus, pour qu’un morphisme
Hom(X∗, B) soit un isomorphisme, il faut et il suffit qu’il envoie un ge´ne´rateur de X∗(Gm,U0) sur
un ge´ne´rateur de (F×\A×F )τ . La proposition s’en de´duit. 
11.3. Caracte´ristique aM et sche´ma en groupes JaM . — L’automorphisme de Frobenius
τ agit sur le sche´ma AG (cf. §4.4) et respecte les sous-sche´mas ferme´s AM pour M ∈ LG. Soit
M ∈ LG(T ) un sous-groupe de Levi et aM = (haM , t) ∈ AM (k)
τ . L’ouvert
UaM = h
−1
aM (car
G- reg
M,D )
est stable par τ et se descend donc en un ouvert note´ UaM ,0 de C0.
Soit εM une section de Kostant du morphisme caracte´ristique χM (cf. §2.3). Sur carM , on
dispose du sche´ma en groupes commutatifs lisse (cf. §3.2)
JM = ε∗MI
M .
Par la construction du §5.1, on en de´duit un sche´ma en groupes JMD sur carM,D. Soit
JaM = h
∗
aMJ
M
D .
C’est un sche´ma en groupes commutatifs lisse sur C : c’est meˆme un sche´ma en tores sur l’ouvert
UaM (et meˆme sur un ouvert en ge´ne´ral plus gros). On peut ve´rifier qu’il se descend en un sche´ma
en groupes commutatifs lisse sur C0, qui est un sche´ma en tores sur UaM ,0.
11.4. L’invariant invaM . — La suite exacte courte
1 −→ JaM (A) −→ G(A) −→ JaM (A)\G(A) −→ 1
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donne une suite exacte longue en cohomologie d’ensembles pointe´s
(11.4.1) 1 −→ JaM (A0) −→ G(A0) −→ (JaM (A)\G(A))
τ −→ Ker(JaM (A)τ → G(A)τ ) −→ 1
ou` le morphisme de cobord
(11.4.2) (JaM (A)\G(A))
τ −→ JaM (A)τ
associe a` un e´le´ment de G(A) qui rele`ve un e´le´ment de (JaM (A)\G(A))
τ la classe de τ -conjugaison
de gτ(g)−1 dans JaM (A). Notons que l’exactitude pour le troisie`me terme signifie que deux e´le´ments
de (JaM (A)\G(A))
τ ont meˆme image dans JaM (A)τ si et seulement s’ils diffe`rent par une transla-
tion a` droite par un e´le´ment de G(A0).
La proposition 11.2.1, applique´e a` l’ouvert UaM ,0 et au sche´ma en tores sur UaM ,0 de´duit de
JaM par descente donne un isomorphisme
(JaM (F )\JaM (A))τ ≃ X∗(JaM ,∞)π1(UaM ,0,∞).
Les notations et les constructions du §7.1 valent aussi pour le groupe M . On a donc un
reveˆtement fini, e´tale VaM → UaM de groupe de Galois W
M et un point ferme´ ∞YaM de VaM .
Tous ces objets sont stables par τ et se descendent a` des objets sur Fq, note´es par un indice 0.
En raisonnant comme dans la de´monstration de la proposition 7.5.1, on obtient des identifica-
tions X∗(JaM ,∞) ≃ X∗(T ) et
X∗(JaM ,∞)π1(UaM,0,∞) ≃ X∗(T )W∞
ou` W∞ est le stabilisateur dans W
M de la composante connexe de VaM ,0 qui contient le point
∞YaM ,0. La suite exacte
1 −→ π1(UaM ,∞) −→ π1(UaM ,0,∞) −→ Gal(k/Fq) −→ 1
est scinde´ canoniquement par la donne´e du point∞0 ∈ C0(Fq) de´duit de∞. On a donc un produit
semi-direct
π1(UaM ,0,∞) = π1(UaM ,∞)⋊Gal(k/Fq).
L’action de π1(UaM ,0,∞) sur la fibre du reveˆtement VaM ,0 → UaM ,0 au-dessus du point ge´ome´trique
∞ est triviale sur le facteur Gal(k/Fq). On en de´duit que le groupe W∞ n’est autre que le groupe
WaM ⊂W
M (de´fini comme au §7.2 mais relativement au groupe M). En rassemblant les isomor-
phismes pre´ce´dents, on obtient un isomorphisme
(11.4.3) (JaM (F )\JaM (A))τ ≃ X∗(T )WaM .
De´finition 11.4.1. — Soit aM ∈ AM (k)τ . Soit
invaM : (JaM (A)\G(A))
τ → X∗(T )WaM
le morphisme de´fini par composition par le morphisme cobord (11.4.2) suivi du morphisme cano-
nique (JaM (A))τ → (JaM (F )\JaM (A))τ suivi de l’isomorphisme (11.4.3).
SoitMsc le reveˆtement simplement connexe du groupe de´rive´ deM . Soit TMsc l’image re´ciproque
de T dans Msc : c’est un sous-tore maximal de Msc.
Proposition 11.4.2. — Soit aM ∈ AM (k)τ . Le morphisme invaM est a` valeurs dans l’image du
morphisme canonique
X∗(TMsc)WaM → X∗(T )WaM .
Avant de donner la de´monstration, e´nonc¸ons quelques lemmes auxiliaires.
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Lemme 11.4.3. — Soit aM ∈ AM (k)τ . On a
(11.4.4) Ker(JaM (A)τ → G(A)τ ) = Ker(JaM (A)τ →M(A)τ ).
De´monstration. — Seule l’inclusion ⊂ n’est pas triviale. Par le lemme de Shapiro, quitte a`
remplacer τ par une de des puissances, on se rame`ne en un proble`me local en un point ferme´
de C fixe par τ . Soit g ∈ G(Fv) tel que gτ(g)−1 ∈ M(Fv). Soit P ∈ P(M) et B ∈ P(T ) un
sous-groupe de Borel tel que B ⊂ P . Un couple (P,M) qui contient (B, T ) est dit standard.
Le couple Int(g−1)(P,M) est τ -stable donc conjugue´ par un e´le´ment de G(Fv)
τ a` un couple
standard. Quitte a` translater g a` droite par un e´le´ment de G(Fv)
τ , on est ramene´ au cas ou`
Int(g−1)(P,M) est standard donc e´gal a` (P,M). Il s’ensuit qu’on peut supposer g ∈ M(Fv). Si,
de plus, gτ(g)−1 ∈ M(Ov), par une variante du the´ore`me de Lang il existe m ∈ M(Ov) tel que
gτ(g)−1 = mτ(m)−1. Cela prouve le lemme. 
On de´finit un sche´ma en groupes commutatifs sur m par
IMsc = {(m,X) ∈Msc ×k m | Ad(m)X = X}.
On en de´duit un sche´ma en groupes commutatifs lisse sur carM
JMsc = ε∗MI
Msc
et une variante sur carM,D note´ J
Msc
D . Soit
JMscaM = h
∗
aMJ
Msc
D .
Notons que le morphisme e´vident IMsc → IM induit des morphismes JMsc → JM et JMscaM → JaM .
Lemme 11.4.4. — Soit aM ∈ AM (k)τ . On a l’inclusion
Ker(JaM (A)τ →M(A)τ ) ⊂ Im(J
Msc
aM (A)τ → JaM (A)τ ),
ou` Im de´signe l’image.
De´monstration. — Comme dans la preuve du lemme 11.4.3, on se rame`ne en un proble`me local
en un point ferme´ v de C stable par τ . Par changement de base, on voit JaM et M comme des
groupes sur Fv. Soit x ∈ JaM (Fv) et m ∈M(Fv) tel que x = mτ(m)
−1. On a alors
Coker(Msc →M) ≃ Coker(J
Msc
aM → JaM ).
Comme JMscaM est un tore au-dessus de Fv, on sait que, pour un tel corps Fv, le groupeH
1(Fv, J
Msc
aM )
est trivial. Il s’ensuit qu’il existe m′ ∈ Msc(Fv) et j ∈ JaM (Fv) tels que m = jm
′. Donc, quitte
a` τ -conjuguer x par j, on peut supposer que m ∈ Msc(Fv) et donc x ∈ JMscaM (Fv). Pour presque
tout v, JMscaM est un tore au-dessus Ov et un raisonnement analogue montre que si x ∈ JaM (Ov)
et m ∈ M(Ov) ve´rifient x = mτ(m)
−1 alors x est τ -conjugue´ par un e´le´ment de JaM (Ov) a` un
e´le´ment de JMscaM (Ov). 
De´monstration. — (de la proposition 11.4.2) Comme ci-dessus, on a une identification
X∗(J
Msc
aM ,∞)π1(C0,∞) ≃ X∗(TMsc)WaM .
Par la proposition 11.2.1, on obtient un diagramme commutatif ou` les fle`ches horizontales sont
des isomorphismes
(JMscaM (F )\J
Msc
aM (A))τ
//

X∗(TMsc)WaM

(JaM (F )\JaM (A))τ // X∗(T )WaM
63
Soit g ∈ (JaM (A)\G(A))
τ . Par la suite exacte (11.4.1), la classe de gτ(g)−1 dans (JaM (A))τ
appartient au noyau Ker(JaM (A)τ → G(A)τ ), donc a` l’image de (J
Msc
aM (A))τ par la combinaison
des lemmes 11.4.3 et 11.4.4. La proposition 11.4.2 est alors claire. 
11.5. Mesures de Haar. — Le groupe JaM (A)τ est de´nombrable : il apparaˆıt en effet dans la
suite exacte
JaM (F )τ −→ JaM (A)τ −→ (JaM (F )\JaM (A))τ
dont le premier et le troisie`me terme sont de´nombrables (cf. la proposition 11.2.1). On munit alors
le noyau Ker(JaM (A)τ → G(A)τ ) de la mesure de comptage. Les groupes localement compacts
G(A0) et JaM (A0) sont munis des mesures de Haar qui donnent le volume 1 respectivement au sous-
groupe compactG(O0) et au sous-groupe compact maximal de JaM (A0). Par la suite (11.4.1), on en
de´duit une mesure sur (JaM (A)\G(A))
τ qui, par construction, est G(A0)-invariante pour l’action
a` droite de ce groupe. Plus pre´cise´ment, l’ensemble (JaM (A)\G(A))
τ est une re´union disjointe
et de´nombrable d’orbites sous G(A0) ; l’orbite de g ∈ (JaM (A)\G(A))
τ est isomorphe comme
ensemble mesurable au quotient (g−1JaM (A0)g)\G(A0) muni de la mesure quotient (la conjugaison
par g induit une bijection de g−1JaM (A0)g sur JaM (A0) ce qui de´termine, par transport, une mesure
sur g−1JaM (A0)g).
11.6. Poids d’Arthur. — Pour tout P ∈ PG(M), on a la de´composition de Levi P = MNP
et la de´composition d’Iwasawa G(A) = P (A)G(O). On de´finit alors une application HP de G(A)
dans X∗(M) ainsi : pour tout λ ∈ X∗(P ) = X∗(M) et tout g ∈ G(A)
λ(HP (g)) = − deg(λ(p))
ou` p ∈ P (A) est tel que g ∈ pG(O).
Remarque 11.6.1. — La fonction HP restreinte a` M(A) ne de´pend plus de P : on la note HM .
On a, de plus, pour tous m ∈M(A) et g ∈ G(A) l’e´galite´ HP (mg) = HM (m) +Hp(g).
On rappelle (cf. §2.4) que aT est muni d’un produit scalaire WG-invariant et que tous ses
sous-espaces sont munis de la mesure euclidienne. La de´finition suivante de´pend bien e´videmment
du choix de ce produit scalaire.
De´finition 11.6.2. — Pour tout g ∈ G(A), le poids d’Arthur vGM (g) est le volume dans a
G
M de
l’enveloppe convexe des projections sur aGM des points −HP (g) pour P ∈ P
G(M).
Remarques 11.6.3. — On a aM = a
G
M ⊕ aG et la projection conside´re´e ci-dessus est relative
a` cette de´composition. Le poids est par construction a` droite par G(O). Il est aussi invariant a`
gauche par M(A) en vertu de la remarque 11.6.1. Notons aussi qu’on a vGG(g) = 1 pour tout
g ∈ G(A).
11.7. les s-inte´grales orbitales ponde´re´es. — On a D =
∑
v∈V dvv ou` la somme est prise
sur les points ferme´s de C et les entiers dv sont pairs, positifs et presque tous nuls (par hypothe`se,
cf. §4.1, D est effectif et pair). Soit ̟−D = (̟−dvv )v ∈ A ou` la famille est prise sur tous les points
ferme´s v de C. Soit 1D la fonction caracte´ristique de ̟
−Dg(O). Pour tout aM ∈ AM (k), soit aM,η
la restriction de aM au point ge´ne´rique de C qu’on voit comme un point de carM (F ). Soit
XaM = εM (aM,η) ∈ m(F ).
Notons que si aM est fixe par τ , il en est de meˆme de XaM . Notons aussi que la fibre de JaM
au-dessus de η est le centralisateur de XaM dans M ×k F .
De´finition 11.7.1. — Soit M ∈ LG(T ) et aM ∈ AM (k)τ . Soit s ∈ T̂
WaM . La s-inte´grale orbitale
ponde´re´e associe´e a` aM est de´finie par
JG,sM (aM ) = q
− deg(D)|ΦG|/2
∫
(JaM (A)\G(A))
τ
〈s, invaM (g)〉1D(Ad(g
−1)XaM )v
G
M (g) dg.
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Remarques 11.7.2. — On peut montrer que l’inte´grande est a` support compact dans (JaM (A)\G(A))
τ .
L’inte´grale est donc finie. On a choisi d’ajouter le facteur q− deg(D)|Φ
G|/2 afin d’obtenir des formules
locales uniformes.
Proposition 11.7.3. — Avec les notations ci-dessus, l’application
s ∈ T̂WaM 7→ JG,sM (aM )
est invariante par translation par ZcM .
De´monstration. — On a WaM ⊂W
M et donc ZcM ⊂ T̂
WaM . Le morphisme canonique
HomZ(X∗(T )WaM ,C
×)→ HomZ(X∗(TMsc)WaM ,C
×)
n’est autre que le morphisme canonique T̂WaM → T̂WaM /ZcM . La proposition re´sulte alors de la
proposition 11.4.2. 
12 Un premier calcul de trace de Frobenius
12.1. E´nonce´ du the´ore`me. — On reprend les notations et les hypothe`ses de la section 11.
On suppose de plus que le groupe G est semi-simple. Soit ξ ∈ aT en position ge´ne´rale au sens de
la remarque 4.9.2. Soit M ∈ LG(T ). Sur l’ouvert ΩM du §8.4 et pour tout entier i et tout s ∈
(T̂ /Z0
cM
)tors, on a introduit au the´ore`me 8.5.1 la s-partie de la cohomologie perverse de Rf
M- par
∗ Qℓ
note´e pHi(Rf ξ,M-par∗ Qℓ)s. Soit a ∈ AG(k)
τ . On suppose que a est l’image par l’immersion ferme´e
AM → AG d’un e´le´ment aM ∈ AellM (k)
τ . On a de´fini au §11.3 un sche´ma en groupes JaM sur C.
On de´finira plus tard un re´el positif
c(JaM )
associe´ a` la fibre ge´ne´rique JaM (cf. l’e´galite´ (12.2.4) dans la proposition 12.2.2 ci-dessous).
Soit pHi(Rf ξ,M-par∗ Qℓ)a,s la fibre en a de la s-partie. Pour tout endomorphisme σ gradue´ (de
degre´ 0) de pH•(Rf ξ,M-par∗ Qℓ)a,s, soit
trace(σ, pH•(Rf ξ,M-par∗ Qℓ)a,s) =
∑
i∈Z
(−1)i trace(σ, pHi(Rf ξ,M-par∗ Qℓ)a,s).
Le but de cette section est de de´montrer le the´ore`me suivant.
The´ore`me 12.1.1. — Soit aM ∈ AellM (k)
τ et a = χMG (aM ) ∈ AG. Soit s ∈ T̂
Wa et s¯ son image
dans T̂ /Z0
cM
. Alors s¯ est un e´le´ment de torsion, le groupe T̂Wa/Z0
cM
est fini et on l’e´galite´ suivante
trace(τ−1, pH•(Rf ξ,M-par∗ Qℓ)a,s¯) =
c(JaM )
vol(aM/X∗(M)) · |T̂Wa/Z0cM
|
· qdeg(D)|Φ
G|/2JG,sM (aM ).
Remarque 12.1.2. — Puisque aM est elliptique dans AM , on a l’inclusion Wa ⊂ WM (cf.
proposition 8.2.1) et le groupe (T̂ /Z0
cM
)Wa est fini puisqu’il est le dual du groupe finiX∗(T∩Mder)Wa
(cf. lemme 8.3.3). Cela explique pourquoi s¯ est de torsion et le groupe T̂Wa/Z0
cM
est fini.
La de´monstration du the´ore`me 12.1.1 sera donne´e au §12.3.
Corollaire 12.1.3. — Sous les hypothe`ses du the´ore`me 12.1.1, la trace
trace(τ−1, pH•(Rf ξ,M-par∗ Qℓ)a,s¯)
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ne de´pend que de l’image de s dans T̂ /ZcM .
De´monstration. — C’est une conse´quence du the´ore`me 12.1.1 ci-dessus et de la proposition
11.7.3. 
Dans le paragraphe suivant, on rassemble quelques re´sultats utiles a` la de´monstration du
the´ore`me 12.1.1.
12.2. On continue avec les notations du paragraphe 12.1 pre´ce´dent. On rappelle que G est
semi-simple. Soit M ∈ LG(T ) et X ∈ m(F0) un e´le´ment semi-simple et G-re´gulier. Soit J son
centralisateur dans G : c’est un sous-F -tore de M stable par τ . On suppose que J ve´rifie les deux
proprie´te´s suivantes :
1. le F -tore J/ZM est anisotrope ;
2. le tore J ×F F∞ est de´ploye´ sur F∞.
Soit
K = G(O0).
Soit j ∈ J(A) et
W = {(gK, δ) ∈ G(A)/K × J(F ) | δjτ(g) = g}.
Le groupe J(F ) ope`re sur W par
γ · (gK, δ) = (γgK, γδτ(γ)−1).
Soit ξ ∈ aT (pour le moment, il n’est pas ne´cessaire de supposer ξ en position ge´ne´rale) et W
ξ le
sous-ensemble de W forme´ des couples (gK, δ) qui ve´rifient les deux conditions suivantes
(12.2.1) Ad(g)−1(X) ∈ ̟−Dg(O)
et
(12.2.2) ξM ∈ cvx(−HP (g))P∈P(M)
ou` ξM est la projection orthogonale de ξ sur aM et cvx de´signe l’enveloppe convexe.
Comme J(F ) centralise X et que la fonction HP est invariante a` gauche par M(F ) et a
fortiori par J(F ), le groupe J(F ) laisse le sous-ensemble Wξ globalement stable. Soit [J(F )\Wξ]
le groupo¨ıde quotient. Le but de cette section est de donner une formule pour le cardinal du
groupo¨ıde [J(F )\Wξ] de´fini
(12.2.3) |[J(F )\Wξ]| =
∑
x∈J(F )\Wξ
|AutJ(F )(x)|
−1
ou` l’on somme sur un syste`me de repre´sentants des orbites de J(F ) dansWξ les inverses des ordres
des stabilisateurs (avec la convention que l’inverse de l’infini est 0).
Pour tout g ∈ G(A), soit 1M,g la fonction sur aM caracte´ristique de l’enveloppe convexe des
points −HP (g) pour P ∈ P(M). Soit
wξM (g) = |{µ ∈ X∗(M) | 1M,g(ξM + µ) = 1}| ;
c’est un entier.
Lemme 12.2.1. — La fonction wξM est invariante a` gauche par M(A).
De´monstration. — On renvoie le lecteur a` [10] lemme 11.7.1. 
Soit
(J(A)\G(A))τ,j
la partie ouverte et ferme´e de (J(A)\G(A))τ forme´e des g tels que la classe de gτ(g)−1 dans
(J(F )\J(A))τ soit e´gale a` celle de j. On munit J(A0) de la mesure de Haar qui donne le volume
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1 au sous-groupe compact maximal et J(F0) de la mesure de comptage. Rappelons que G(A0) est
muni de la mesure de Haar qui donne le volume 1 a` K. Comme au §11.5, on en de´duit une mesure
sur (J(A)\G(A))τ et donc sur (J(A)\G(A))τ,j .
Proposition 12.2.2. — Soit J(A0)
1 = J(A0) ∩ Ker(HM ) ou` HM est le morphisme de´fini a` la
remarque 11.6.1 et
(12.2.4) c(J) = vol(J(F0)\J(A0)
1) · |Ker(J(F )τ → J(A)τ )|.
Alors c(J) est fini et on a l’e´galite´
|[J(F )\Wξ]| = c(J) ·
∫
(J(A)\G(A))τ,j
1D(Ad(g
−1)X)wξM (g) dg
ou` l’inte´grale est finie.
Avant de donner la de´monstration e´nonc¸ons deux corollaires.
Corollaire 12.2.3. — Rappelons que l’ensemble W de´pend du choix de j ∈ J(A). Le cardinal du
groupo¨ıde [J(F )\Wξ] ne de´pend que de la classe de j dans (J(F )\J(A))τ .
De´monstration. —L’ensemble (J(A)\G(A))τ,j ne de´pend que de la classe de j dans (J(F )\J(A))τ .
Le re´sultat est alors une conse´quence imme´diate de la proposition 12.2.2. 
Corollaire 12.2.4. — Supposons, de plus, ξ en position ge´ne´rale (cf. remarque 4.9.2). On a alors
|[J(F )\Wξ]| =
c(J)
vol(aM/X∗(M))
·
∫
(J(A)\G(A))τ,j
1D(Ad(g
−1)X) vGM (g) dg
De´monstration. — Pour ξ en position ge´ne´rale, on a l’e´galite´ entre∫
(J(A)\G(A))τ,j
1D(Ad(g
−1)X)wξM (g) dg
et
vol(aM/X∗(M))
−1 ·
∫
(J(A)\G(A))τ,j
1D(Ad(g
−1)X) vGM (g) dg.
Celle-ci repose sur les formules qui relient les poids wξM (g) et v
G
M (g) et se de´montre exactement
comme le the´ore`me 11.14.2 et son corollaire 11.14.3 de [10]. Le re´sultat se de´duit alors de la
proposition 12.2.2. 
De´monstration. —Puisque J est anisotrope modulo ZM (cf. assertion 1), le quotient J(F0)\J(A0)1
est compact donc de volume fini. Le groupe Ker1(ΓF0 , J(F
sep)) du lemme 12.2.5 est fini pour tout
F0-tore J . Le lemme 12.2.5 implique la finitude de Ker(J(F )τ → J(A)τ ). Ainsi la constante c(J)
est finie.
Soit
ψ : G(A)→ G(A)
l’application de´finie par ψ(g) = gτ(g)−1j−1. L’application (gK, δ) 7→ J(F )gK induit une bijection
de J(F )\W sur J(F )\ψ−1(J(F ))/K. De plus, le centralisateur de (gK, δ) dans J(F ) est J(F0) ∩
gKg−1. L’e´galite´ (12.2.3) se re´crit donc
|[J(F )\Wξ]| =
∑
g∈J(F )\ψ−1(J(F ))/K
|J(F0) ∩ gKg
−1|−1 1D(Ad(g
−1)X)1M,g(ξM ).
Le groupe G(A0) agit par translation a` droite sur G(A) sans point fixe. L’ensemble ψ
−1(F ) est
donc une re´union disjointe et de´nombrable d’orbites sous G(A0), toutes isomorphes a` G(A0). Par
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transport, on en de´duit une mesure sur ψ−1(F ) invariante a` droite par G(A0). On munit J(F ) de
la mesure de comptage et J(F )\ψ−1(J(F )) de la mesure quotient. On a alors
(12.2.5) |[J(F )\Wξ]| =
∫
J(F )\ψ−1(J(F ))
1D(Ad(g
−1)X)1M,g(ξM ) dg.
Puisque J∞ est de´ploye´ (cf. assertion 2 ci-dessus), le morphisme HM se restreint en un morphisme
surjectif de J(A0) sur X∗(M) de noyau J(A0)
1. Pour tout g ∈ G(A), on a l’e´galite´ (cf. [10]
de´monstration de la proposition 11.9.1)∫
J(F0)\J(A0)
1M,tg(ξM ) dt = vol(J(F0)\J(A0)
1) · wξM (g).
La suite exacte
0 −→ J(F ) −→ J(A) −→ J(F )\J(A) −→ 0
donne la suite exacte en cohomologie
0 −→ J(F0)\J(A0) −→ (J(F )\J(A))
τ −→ Ker(J(F )τ → J(A)τ ) −→ 0.
On munit alors (J(F )\J(A))τ de la mesure dont le quotient par celle de J(F0)\J(A0) donne la
mesure de comptage sur Ker(J(F )τ → J(A)τ ). En utilisant la suite exacte ci-dessus et l’invariance
de wξM a` droite par M(A), on obtient
(12.2.6)
∫
(J(F )\J(A))τ
1M,tg(ξM ) dt = c(J) · w
ξ
M (g).
Le groupe (J(F )\J(A))τ agit sans points fixes sur J(F )\ψ−1(J(F )). L’application qui, a` g ∈
ψ−1(J(F )), associe sa classe dans J(A)\G(A) passe au quotient en une application surjective
J(F )\ψ−1(J(F ))→ (J(A)\G(A))τ,j dont les fibres sont les orbites sous (J(F )\J(A))τ . On a donc
(J(F )\J(A))τ\J(F )\ψ−1(J(F )) ≃ (J(A)\G(A))τ,j
et cette bijection est compatible a` nos choix de mesures. En combinant (12.2.5) et (12.2.6), on
obtient la proposition. L’inte´grale est finie car l’inte´grande est a` support compact.

Lemme 12.2.5. — Soit F sep une cloˆture se´parable de F et ΓF0 le groupe de Galois de F
sep sur
F0. Soit
Ker1(ΓF0 , J(F
sep)) = Ker(H1(ΓF0 , J(F
sep))→ H1(ΓF0 , J(A0 ⊗F0 F
sep))
On a une identification naturelle
Ker1(ΓF0 , J(F
sep)) = Ker(J(F )τ → J(A)τ )
De´monstration. — On a la suite exacte
0 −→ ΓF −→ ΓF0 −→ Gal(F/F0) −→ 0
ou` ΓF est le groupe de Galois de F
sep sur F . Le groupe de Galois Gal(F/F0) de F sur F0 s’identifie
au groupe de Galois de k sur Fq donc a` Zˆ. Soit WF0 l’image re´ciproque de Z dans ΓF0 . On munit
WF0 de la topologie qui fait de ΓF un sous-groupe ouvert de WF0 . On a donc une suite exacte
0 −→ ΓF −→WF0 −→ Z −→ 0.
Cette suite exacte donne le diagramme commutatif suivant a` lignes exactes d’inflation-restriction
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0 // H1(Z, J(F )) //

H1(WF0 , J(F
sep)) //

H1(ΓF , J(F
sep))

0 // H1(Z, J(A)) // H1(WF0 , J(A⊗F F
sep)) // H1(ΓF , J(A⊗F F sep))
On sait bien que pour un tel corps F les termes de droite sont nuls. Ceux de gauche s’identifient,
respectivement de haut en bas, a` J(F )τ et J(A)τ . Il s’ensuit qu’on a l’identification
(12.2.7) Ker(J(F )τ → J(A)τ ) = Ker(H
1(WF0 , J(F
sep))→ H1(WF0 , J(A⊗F F
sep)).
Puisque J est stable par τ , on peut le voir comme un tore sur F0. Soit E0 une extension finie de
F0 dans F
sep qui de´ploie J . La suite exacte
0 −→WE0 −→WF0 −→ Gal(E0/F0) −→ 0
donne comme pre´ce´demment le diagramme commutatif suivant a` lignes exactes d’inflation-restriction
0 // H1(Gal(E0/F0), J(E0)) //

H1(WF0 , J(F
sep)) //

H1(WE0 , J(F
sep))

0 // H1(Gal(E0/F0), J(A0 ⊗F0 E0))
// H1(WF0 , J(A⊗F F
sep)) // H1(WE0 , J(A⊗F F
sep))
Montrons que la fle`che verticale de droite est injective. Puisque J est de´ploye´ sur E0, il suffit de le
prouver pour le tore Gm,E0 . Par (12.2.7), on est ramene´ a` de´montrer que la fle`che F
×
τ → Aτ est
injective. Mais tout x ∈ F× d’image triviale dans Aτ est une unite´ en toute place, donc un tel x
appartient a` k× et est de la forme yτ(y)−1 pour un e´le´ment y ∈ k×.
Cette injectivite´ e´tant acquise, on en de´duit l’e´galite´ entre
Ker(H1(Gal(E0/F0), J(E0))→ H
1(Gal(E0/F0), J(A0 ⊗F0 E0)))
et
Ker(H1(WF0 , J(F
sep))→ H1(WF0 , J(A⊗F F
sep))
ce qui, combine´ avec (12.2.7), donne le lemme.

12.3. De´monstration du the´ore`me 12.1.1. — Les notations sont celles du §12.1. Le groupe
fini Γ(ΩM , π0(J 1)) des sections globales sur ΩM du faisceau π0(J 1) agit sur pH•(Rf
ξ,M-par
∗ Qℓ) (cf.
8.5). Comme ce groupe fini rec¸oit le groupe X∗(T ∩Mder), on a e´galement une action de ce dernier
sur la cohomologie perverse. Soit aM ∈ AellM (k)
τ et a son image dans AG(k)τ . La de´composition
(8.5.1) du the´ore`me 8.5.1 donne l’e´galite´ suivante de traces pour tout λ ∈ X∗(T ∩Mder)
trace((λτ)−1, pH•(Rf ξ,M-par∗ Qℓ)a) =
∑
s∈(bT/Z0
cM
)tors
〈s, λ〉−1 trace(τ−1, pH•(Rf ξ,M-par∗ Qℓ)s,a)
ou` l’accouplement 〈·, ·〉 est l’accouplement canonique entre T̂ /Z0
cM
et X∗(T ∩Mder).
L’assertion 1 du the´ore`me 8.5.1 montre que, dans la somme ci-dessus, le terme associe´ a` s
est nul sauf si s appartient au groupe fini (T̂ /Z0
cM
)Wa (pour un commentaire sur ce groupe, cf. la
remarque 12.1.2). En conse´quence, la trace de (λτ)−1 sur la cohomologie perverse ne de´pend que
de la classe de λ dans le groupe des co-invariants X∗(T ∩Mder)Wa . Par inversion de Fourier sur
le groupe fini et commutatif (T̂ /Z0
cM
)Wa de dual X∗(T ∩Mder)Wa , on obtient la formule suivante
pour tout s ∈ (T̂ /Z0
cM
)Wa
trace(τ−1, pH•(Rf ξ,M-par∗ Qℓ)s,a) =(12.3.1)
|(T̂ /Z0cM )
Wa |−1
∑
λ∈X∗(T∩Mder)Wa
〈s, λ〉 trace((λτ)−1, pH•(Rf ξ,M-par∗ Qℓ)a).
69
Soit λ ∈ X∗(T ∩Mder). On a les e´galite´s suivantes
trace((λτ)−1, pH•(Rf ξ,M-par∗ Qℓ)a) = trace((λτ)
−1, H•(Mξa,Qℓ))
= |Mξa(k)
λτ |.(12.3.2)
La premie`re e´galite´ relie la trace de (λτ)−1 sur la cohomologie perverse a` la trace (alterne´e) de
(λτ)−1 sur la cohomologie de la fibre en a de Mξ (note´e Mξa). Elle se de´montre comme dans
[23] lemme 3.10.1. La seconde e´galite´ re´sulte d’une version champeˆtre de la formule des traces de
Grothendieck-Lefschetz. Elle relie cette trace au cardinal, note´ entre deux barres, du groupo¨ıde des
k-points de Mξa qui sont fixes sous λτ . Nous allons maintenant de´crire ce groupo¨ıde. On reprend
les notations de la section 11. On y a de´fini un sche´ma en groupes JaM sur C, stable par τ (cf.
§11.3), ainsi qu’un e´le´ment XaM ∈ m(F0) (cf. §11.7). On a le re´sultat suivant.
Lemme 12.3.1. — Le groupo¨ıde Mξa(k) des k-points de la fibre en a de M
ξ est e´quivalent au
groupo¨ıde quotient de l’ensemble des g ∈ G(A)\G(O) tels que
(12.3.3) Ad(g)−1(X) ∈ ̟−Dg(O)
et
(12.3.4) ξM ∈ cvx(−HP (g))P∈P(M)
par l’action par translation a` gauche du groupe JaM (F ).
De´monstration. — C’est une conse´quence facile de la proposition 7.6.3 de [10]. 
Le groupe X∗(T ∩Mder) agit sur la fibre Mξa via le morphisme X∗(T ∩Mder)→ J
1
a conside´re´
au §8.3 (cf. aussi §7.3) et l’action de J 1a sur M
ξ
a (cf. 6.6). Soit ̟∞ une uniformisante de O∞.
Rappelons que pour construire ce morphisme, on identifie canoniquement Ja a` T sur O∞ (cf.
proposition 7.3.1) et l’e´le´ment ̟λ∞ ∈ T (O∞) ≃ Ja(O∞) s’interpre`te comme une donne´e de recol-
lement qui de´finit un Ja-torseur sur C. En fait, on a aussi une identification canonique de JaM a`
T sur O∞ et on note jλ ∈ JaM (O∞) l’e´le´ment correspondant a` ̟
λ
∞ dans cette identification.
Lemme 12.3.2. — Le groupo¨ıde Mξa(k)
λτ est e´quivalent au groupo¨ıde quotient de l’ensemble des
couples (g, δ) ∈ G(A)\G(O) × JaM (F ) qui ve´rifient les conditions (12.3.3) et (12.3.4) du lemme
12.3.1 pour g et la condition
jλδτ(g) = g
par l’action de JaM (F ) donne´e par la translation a` gauche sur g et la τ-conjugaison sur δ.
De´monstration. —Elle re´sulte de la description du lemme 12.3.1, de la de´finition des points fixes
d’un groupo¨ıde sous un automorphisme (cf. par exemple [10] §11.2) et de la description ade´lique
de l’action de J 1a (laisse´e au lecteur). 
Voici une variante du lemme 12.3.2 qui va nous permettre d’utiliser les re´sultats du §12.2.
Lemme 12.3.3. — Le groupo¨ıde Mξa(k)
λτ est e´quivalent au groupo¨ıde quotient [JaM (F )\W
ξ]
de´fini au §12.2 relatif aux donne´es XaM et jλ.
De´monstration. — La seule difficulte´ est de voir que le morphisme e´vident de [JaM (F )\W
ξ]
vers le groupo¨ıde quotient conside´re´ au lemme 12.3.2 est essentiellement surjectif. On utilise pour
cela la variante du the´ore`me de Lang qui montre que 1− τ est une application surjective de G(O)
dans G(O). 
On en de´duit le lemme suivant.
Lemme 12.3.4. — Pour tout λ ∈ X∗(T ∩Mder), on a
trace((λτ)−1, pH•(Rf ξ,M-par∗ Qℓ)a) =
c(JaM )
vol(aM/X∗(M))
·
∫
(JaM (A)\G(A))
τ,jλ
1D(Ad(g
−1)X) vGM (g) dg.
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De´monstration. — L’e´galite´ cherche´e est une simple combinaison de l’e´galite´ (12.3.2) et du
corollaire 12.2.4 (rappelons qu’on suppose que ξ est en position ge´ne´rale). 
Lemme 12.3.5. — Pour tout s ∈ (T̂ /Z0
cM
)Wa , on a l’e´galite´ entre
trace(τ−1, pH•(Rf ξ,M-par∗ Qℓ)s,a)
et
c(JaM ) · |Ker(X∗(T ∩Mder)Wa → X∗(T )Wa)|
vol(aM/X∗(M)) · |(T̂ /Z0cM
)Wa |
· qdeg(D)|Φ
G|/2 · JG,sM (aM )
De´monstration. — Soit s ∈ (T̂ /Z0
cM
)Wa . L’e´galite´ (12.3.1) combine´e au lemme 12.3.4 donne la
formule suivante pour trace(τ−1, pH•(Rf ξ,M-par∗ Qℓ)s,a)
c(JaM )
vol(aM/X∗(M)) · |(T̂ /Z0cM
)Wa |
∑
λ∈X∗(T∩Mder)Wa
〈s, λ〉
∫
(JaM (A)\G(A))
τ,jλ
1D(Ad(g
−1)X) vGM (g) dg.
Le quotient (JaM (A)\G(A))
τ,jλ n’est autre que l’ensemble des g ∈ (JaM (A)\G(A))
τ tels que
invaM (g) est e´gal a` l’image de λ dans X∗(T )Wa . Par la proposition 11.4.2, l’image de l’inva-
riant invaM est incluse dans l’image du morphisme X∗(T ∩Mder)→ X∗(T )Wa . On en de´duit que
la somme ∑
λ∈X∗(T∩Mder)Wa
〈s, λ〉
∫
(JaM (A)\G(A))
τ,jλ
1D(Ad(g
−1)X) vGM (g) dg
est e´gale a`
|Ker(X∗(T ∩Mder)Wa → X∗(T )Wa)| · q
deg(D)|ΦG|/2 · JG,sM (aM )
ce qui donne le re´sultat. 
Le lemme 12.3.5 donne le the´ore`me en vertu du lemme 12.3.6 suivant.
Lemme 12.3.6. — On a l’e´galite´
|Ker(X∗(T ∩Mder)Wa → X∗(T )Wa)|
|(T̂ /Z0
cM
)Wa |
= |T̂Wa/Z0cM |
−1
De´monstration. — La suite exacte
0 −→ X∗(T ∩Mder) −→ X∗(T ) −→ X∗(M) −→ 0
donne la suite exacte de co-invariants (rappelons que Wa ⊂WM agit trivialement sur X∗(M))
0 −→ I −→ X∗(T ∩Mder)Wa −→ X∗(T )Wa −→ X∗(M) −→ 0
avec I = Ker(X∗(T ∩Mder)Wa → X∗(T )Wa). En appliquant le foncteur exact HomZ(·,C
×) a` cette
suite, on obtient la suite exacte de groupes
1 −→ Z0cM −→ T̂
Wa −→ (T̂ /Z0cM )
Wa −→ HomZ(I,C
×) −→ 0.
On en de´duit que l’ordre de HomZ(I,C
×) est e´gal au rapport entre les ordres des groupes finis
(T̂ /Z0
cM
)Wa et T̂Wa/Z0
cM
ce qui donne l’e´galite´ cherche´e puisque cet ordre est aussi celui de I. 
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13 Avatars stables des inte´grales orbitales ponde´re´es
13.1. Dans cette section, on reprend dans notre contexte le formalisme introduit par Arthur pour
stabiliser les inte´grales orbitales ponde´re´es. Comme dans tout l’article, G est un groupe re´ductif,
connexe de´fini sur k et T un sous-tore maximal. On a une bijection naturelle M 7→ M̂ (cf. 2.5)
entre LG(T ) et les sous-groupes de Levi de Ĝ qui contiennent T̂ . Pour tout s ∈ T̂ et tout sous-
groupe Ĥ de Ĝ, on note Ĥs la composante neutre du centralisateur de s dans Ĥ et Hs son dual
sur k.
13.2. Soit sM ∈ T̂ et M̂ ′ = M̂sM . On a M̂
′ = M̂ si et seulement si sM est central dans M̂ . Soit
EGM (sM ) l’ensemble (fini) des sous-groupes Ĥ de Ĝ pour lesquels il existe un entier n > 1 et une
famille finie s = (s1, . . . , sn) d’e´le´ments de T̂ qui ve´rifie
– s1 ∈ sMZcM et si ∈ ZcM ′ pour i > 2 ;
– Ĥ est la composante neutre du groupe
Ĝs1 ∩ . . . ∩ Ĝsn .
Remarques 13.2.1. — Tous les groupes de EGM (sM ) sont re´ductifs, connexes et de meˆme rang, a`
savoir la dimension de T̂ .
Pour tout Ĥ ∈ EGM (sM ), on a M̂ ∩ Ĥ = M̂sM . En particulier, Ĝ ∈ E
G
M (sM ) si et seulement si
sM ∈ ZcM .
On de´finit de meˆme un ensemble ELM (sM ) pour tout L ∈ L
L(M). On a une inclusion e´vidente
ELM (sM ) ⊂ E
G
M (sM ). Plus ge´ne´ralement, pour tout s ∈ sMZcM , on de´finit E
Gs
M ′(sM ). On a d’ailleurs
EGsM ′(sM ) = E
Gs
M ′(1) ou` 1 est l’e´le´ment neutre de T̂ .
De´finition 13.2.2. — Soit L̂1 ⊂ L̂2 deux sous-groupes re´ductifs et connexes de Ĝ qui contiennent
T̂ . On dit que L̂1 est elliptique dans L̂2 si l’une des deux conditions e´quivalentes suivantes est
satisfaite
1. les centres connexes de L̂1 et L̂2 sont e´gaux ;
2. le quotient ZbL1/ZbL2 est fini.
Pour tout L ∈ LG(M), soit ELM,ell(sM ) ⊂ E
L
M (sM ) le sous-ensemble des sous-groupes Ĥ ∈
ELM (sM ) qui sont elliptiques dans L̂.
Lemme 13.2.3. — On a l’e´galite´ suivante ou` la re´union, dans le membre de droite, est disjointe
EGM (sM ) =
⋃
L∈L(M)
ELM,ell(sM )
De´monstration. — Soit Ĥ ∈ EGM (sM ). Le centralisateur du centre connexe de Ĥ est un sous-
groupe de Levi L̂ de Ĝ qui contient Ĥ. Par suite, on a Z0
bH
⊂ ZbL ⊂ Z bH . On a donc Z
0
bL
= Z0
bH
et
Ĥ est elliptique dans L̂. Tout autre sous-groupe de Levi L̂′ qui contient Ĥ comme sous-groupe
elliptique ve´rifie Z0
bL′
= Z0
bH
et donc L̂′ = L̂. 
Proposition 13.2.4. — Soit sM ∈ T̂ et M̂ ′ = M̂sM . Pour toute application
J : EGM,ell(sM )→ C,
il existe une unique application
S : EGM,ell(sM )→ C
telle que la relation suivante
(13.2.1) S(Ĥ) = J(Ĥ)−
∑
s∈ZcM′/ZcH , s6=1
|Z bHs/Z bH |
−1S(Ĥs)
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soit satisfaite pour tout Ĥ ∈ EGM,ell(sM ).
Remarque 13.2.5. — Soit Ĥ ∈ EGell(sM ). Pour tout s ∈ ZcM ′ , le groupe Ĥs appartient a` E
G
M (sM )
et ne de´pend que de la classe de s dans ZcM ′/Z bH . Si Ĥs n’est pas elliptique dans Ĥ , le quotient
Z bHs/Z bH n’est pas fini et, par convention on pose |Z bHs/Z bH |
−1 = 0. Ainsi la somme sur s ne fait
intervenir que des S(Ĥs) pour lesquels Ĥs appartient a` EGM,ell(sM ). Comme il n’y a qu’un nombre
fini de tels Ĥs, le support de la somme sur s est fini, puisqu’inclus dans une re´union finie de
quotients finis Z bHs/Z bH .
De´monstration. — Soit Ĥ ∈ EGell(sM ). Remarquons que si s ∈ ZcM ′ et s /∈ Z bH alors dim(Ĥs) <
dim(Ĥ). En particulier, si Ĥ est de dimension minimale, la relation (13.2.1) se re´duit a`
S(Ĥ) = J(Ĥ).
Une re´currence sur la dimension des groupes Ĥ donne l’existence et l’unicite´ de S. 
Corollaire 13.2.6. — Soit sM ∈ T̂ . Pour toute application
J : EGM (sM )→ C,
il existe une unique application
S : EGM (sM )→ C
telle que pour tout L ∈ L(M), la restriction de S a` ELM,ell(sM ) soit l’application de´duite de la
restriction de J a` ELM (sM ) par le lemme 13.2.4.
De´monstration. — Elle de´coule du lemme 13.2.3 et de la proposition 13.2.4. 
13.3. Avatar stable de JG,1M (aM ). — On reprend les notations de la section 11. On introduit
la de´finition suivante. On note 1 l’e´le´ment neutre de T̂ .
De´finition 13.3.1. — Soit M ∈ LG(T ) et aM ∈ AM (k)
τ . L’application
H ∈ EGM (1) 7→ S
H
M (aM )
est l’application de´duite de l’application de la de´finition 11.7.1
H ∈ EGM (1) 7→ J
H,1
M (aM )
par le corollaire 13.2.6.
14 Un second calcul de trace de Frobenius
14.1. On reprend les hypothe`ses et les notations des sections 10, 11, 12. Le re´sultat principal de
cette section est le the´ore`me suivant qui est un calcul d’une trace de Frobenius sur un prolongement
interme´diaire en terme de la variante stable des inte´grales orbitales ponde´re´es JG,1M (aM ) de la
de´finition 11.7.1.
The´ore`me 14.1.1. — Soit G un groupe semi-simple, M ∈ LG et aM ∈ AellM (k)
τ . Soit a =
χMG (aM ). On suppose que a ∈ A
bon
G . Soit j l’immersion ouverte
j : AellG → AG.
On a alors l’e´galite´ entre
trace(τ−1, (j!∗(
pH•(Rf ellG,∗Qℓ)1))a)
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et
c(JaM ) · q
deg(D)|ΦG|/2
vol(aM/X∗(M)) · |T̂Wa/Z0cM
| · |Z0
cM
∩ Z bG|
· SGM (aM ).
ou`
1. pH•(Rf ellG,∗Qℓ)1 est la 1-partie de
pH•(Rf ellG,∗Qℓ) (cf. the´ore`me 8.5.1) ;
2. son prolongement interme´diaire a` AG est note´e j!∗ ;
3. les notations dans le membre de droite, a` l’exception de SGM (aM ) sont celles du the´ore`me
12.1.1 ;
4. SGM (aM ) est la variante de l’inte´grale J
G,1
M (aM ) introduite a` la de´finition 13.3.1.
Ce the´ore`me est non-trivial. S’il repose en partie sur des arguments de comptage (c’est-a`-dire
sur le the´ore`me 12.1.1), sa de´monstration requiert aussi le the´ore`me cohomologique 10.7.3. Ce
dernier point explique la condition a ∈ AbonG . La de´monstration se trouve au paragraphe suivant.
14.2. De´monstration du the´ore`me 14.1.1.— On reprend les hypothe`ses du the´ore`me 14.1.1.
Pour tout H ∈ EGM,ell(1), on de´finit S˜
H
M (aM ) par l’e´galite´ suivante
trace(τ−1, (j!∗(
pH•(Rf ellH,∗Qℓ)1))a) =
c(JaM ) · q
deg(D)|ΦG|/2
vol(aM/X∗(M)) · |T̂Wa/Z0cM
| · |Z0
cM
∩ Z bG|
· S˜HM (aM ).
Il s’agit de voir qu’on a
(14.2.1) S˜HM (aM ) = S
H
M (aM ).
Comme AbonG ∩AH ⊂ A
bon
H (cf. lemme 14.3.1), on peut supposer, en raisonnant par re´currence
sur la dimension des groupes, que l’e´galite´ (14.2.1) vaut pour tout H ∈ EGM,ell(1) tel que H 6= G.
Montrons que le point a = χMG (aM ) appartient a` l’ouvert (notation de (10.7.1) pour s¯ = 1)
U1 = UM ∩ A
bon
G ∩ (AG −
⋃
(s,ρ)
As,ρ)
ou` la re´union est prise sur l’ensemble fini (cf. proposition 10.6.10 des donne´es endoscopiques
ge´ome´triques (s, ρ) de G qui ve´rifient
– s ∈ Z0
cM
;
– AellG ∩As,ρ 6= ∅ ;
– ρ est un homomorphisme non trivial.
Comme AellM ⊂ UM (cf. la de´finition de UM donne´e au §8.4), il reste a` voir qu’on a a /∈ As,ρ
pour tout couple (s, ρ) qui ve´rifie les trois conditions ci-dessus. Soit (s, ρ) une donne´e endoscopique
ge´ome´trique de G tel que s ∈ Z0
cM
et a ∈ As,ρ. Puisque a = χMG (aM ), on a Wa ⊂ W
M (cf.
proposition 8.2.1). Or la condition s ∈ Z0
cM
entraˆıneWM ⊂W 0s . Donc ρ est ne´cessairement trivial.
On peut donc prendre la trace de τ−1 sur la fibre en a de l’e´galite´ du the´ore`me 10.7.3. Apre`s
simplification par le facteur
c(JaM )·q
deg(D)|ΦG|/2
vol(aM/X∗(M))·| bTWa/Z0cM
|
, on trouve l’e´galite´
JG,1M (aM ) =
∑
s
|Z0cM ∩ Z bGs |
−1 · S˜GsM (aM ).
ou` la somme est prise sur les s ∈ Z0
cM
tels que Ĝs soit semi-simple. Comme les termes dans la
somme de droite sont invariants par translation par Z0
cM
∩ Z bG, on a aussi
JG,1M (aM ) =
∑
s
|Z0cM ∩ Z bG| · |Z
0
cM
∩ Z bGs |
−1 · S˜GsM (aM ),
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ou`, cette fois-ci, la somme est prise sur les s ∈ Z0
cM
/(Z0
cM
∩Z bG) tels que Ĝs soit semi-simple. Puisque
M̂ est un sous-groupe de Levi de Ĝ et de Ĝs, on a ZcM = Z bGZ
0
cM
et ZcM = Z bGsZ
0
cM
. En particulier,
on a Z bGs ⊂ Z bG(Z
0
cM
∩ Z bGs). On en de´duit les isomorphismes
Z0cM/(Z
0
cM
∩ Z bG)
∼= ZcM/Z bG
et
(Z0
cM
∩ Z bGs)/(Z
0
cM
∩ Z bG)
∼= Z bGs/Z bG,
on obtient
JG,1M (aM ) =
∑
s∈ZcM/Z bG
|Z bGs/Z bG|
−1S˜GsM (aM ),
ou`, par la convention habituelle, l’inverse du cardinal d’un ensemble infini est nul. Par hypothe`se
de re´currence, on a S˜GsM (aM ) = S
Gs
M (aM ) pour s 6= 1. Il vient alors
S˜GM (aM ) = J
G,1
M (aM )−
∑
s∈ZcM/Z bG,s6=1
|Z bGs/Z bG|
−1S˜GsM (aM )
= JG,1M (aM )−
∑
s∈ZcM/Z bG,s 6=1
|Z bGs/Z bG|
−1SGsM (aM ).
Or cette dernie`re expression est pre´cise´ment SGM (aM ) ce qui termine la de´monstration.
14.3. Le lemme suivant a servi dans la de´monstration du the´ore`me 14.1.1.
Lemme 14.3.1. — Soit H un groupe dual d’un sous-groupe re´ductif Ĥ de Ĝ qui contient T̂ . Soit
AH →֒ AG l’immersion ferme´e canonique (induite par l’inclusion W
H ⊂WG). On a alors
AbonG ∩ AH ⊂ A
bon
H .
De´monstration. — D’apre`s la section 9, on dispose sur AH d’une fonction δH et sur AG d’une
fonction δG. Soit a ∈ AbonG . On a donc codimAG(a) > δ
G
a . Supposons de plus a ∈ AH . On ve´rifie
la formule suivante
codimAG(AH) = (dim(G) − dim(H)) deg(D)/2 = δ
G
a − δ
H
a .
La premie`re e´galite´ provient du calcul de la dimension de AG par la formule de Riemann-Roch et
la seconde re´sulte de la formule de Ngoˆ-Bezrukavnikov, cf. lemme 9.12.1 (cf. aussi [24] §4.17). On
en de´duit aussitoˆt l’ine´galite´ codimAH (a) > δ
H
a qu’il fallait de´montrer. 
15 Une forme globale du lemme fondamental ponde´re´
15.1. Le the´ore`me suivant, qui est le re´sultat principal de cette section, est une forme globale du
lemme fondamental ponde´re´ d’Arthur.
The´ore`me 15.1.1. — Soit M ∈ LG et sM ∈ T̂ . Soit M ′ de dual M̂ ′ = M̂sM . Soit aM ∈ A
ell
M ′ (k)
τ .
Par abus, on note encore aM l’e´le´ment χ
M ′
M (aM ). On fait les hypothe`ses suivantes :
– M̂ ′ ( M̂ (c’est-a`-dire sM /∈ ZcM ) ;
– M̂ ′ est elliptique dans M (ce qui e´quivaut a` aM ∈ AellM (k)) ;
– l’e´le´ment χM
′
G (aM ) appartient a` A
bon
G .
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On a alors l’e´galite´ suivante
JG,sMM (aM ) = |ZcM ′/ZcM |
∑
s∈sMZcM/Z bG
|Z bGs/Z bG|
−1SGsM ′(aM ).
15.2. De´monstration du the´ore`me 15.1.1. — Commenc¸ons par le cas d’un groupe semi-
simple. Montrons le lemme suivant.
Lemme 15.2.1. — Soit a = χM
′
G (aM ). Alors a appartient a` l’ouvert UsM de´fini en (10.7.1).
De´monstration. —Par hypothe`se, on sait que a appartient a`AbonG . L’hypothe`se M̂
′ est elliptique
dans M implique que a ∈ AellM (cf. proposition 10.6.6) et donc a appartient a` l’ouvert UM du §8.4.
Soit (s, ρ) une donne´e endoscopique ge´ome´trique (cf. de´finition 10.6.3) telle que les trois conditions
suivantes soient satisfaites :
– s ∈ sMZ0cM ;
– AellG ∩As,ρ 6= ∅ ;
– a ∈ As,ρ.
Puisque aM ∈ AM ′ , on a Wa ⊂ W
M ′ (par une variante de la proposition 8.2.1). Comme on a
WM
′
⊂ W 0s , on a aussi Wa ⊂ W
0
s et ρ est ne´cessairement trivial. Cela termine la de´monstration.

Prenons ξ en position ge´ne´rale. Le the´ore`me 10.7.3 spe´cialise´ au point a ∈ UsM entraˆıne une
identite´ de traces de Frobenius qui s’explicite ainsi par les the´ore`mes 12.1.1 et 14.1.1 (cf. aussi
lemme 14.3.1) :
c(JaM ) · q
deg(D)|ΦG|/2
vol(aM/X∗(M)) · |T̂Wa/Z0cM
|
JG,sMM (aM ) =
∑
s
c(JaM ) · q
deg(D)|ΦG|/2
vol(aM ′/X∗(M ′)) · |T̂Wa/Z0cM ′
| · |Z0
cM ′
∩ Z bGs |
· SGsM ′(aM ),
ou` la somme est prise sur les s ∈ sMZ0cM tels que Gs soit semi-simple. L’hypothe`se M
′ elliptique
entraˆıne les e´galite´s Z0
cM
= Z0
cM ′
, aM = aM ′ (en tant qu’espace euclidien) et X∗(M) = X∗(M
′).
Apre`s simplification, on obtient l’e´galite´
JG,sMM (aM ) =
∑
s
|Z0cM ∩ Z bGs |
−1SGsM ′(aM )
pour le meˆme ensemble de sommation, qu’on peut re´e´crire (comme dans la de´monstration du
the´ore`me 14.1.1, cf. §14.2)
JG,sMM (aM ) =
∑
s
[Z0
cM
∩ Z bG|
|Z0
cM
∩ Z bGs |
SGsM ′(aM )
ou` cette fois-ci la somme est sur les s ∈ sMZ0cM/Z
0
cM
∩Z bG tels que Gs est elliptique. La suite exacte
1 −→ (ZcM ∩ Z bGs)/Z bG −→ Z bGs/Z bG −→ ZcM ′/ZcM −→ 1
(ou` la surjectivite´ provient des e´galite´s ZcM ′ = Z bGsZ
0
cM ′
et Z0
cM ′
= Z0
cM
) et l’isomorphisme
(Z bGs ∩ ZcM )/Z bG
∼= (Z0cM ∩ Z bGs)/(Z
0
cM
∩ Z bG)
entraˆınent la formule
[Z0
cM
∩ Z bG|
|Z0
cM
∩ Z bGs |
=
|ZcM ′/ZcM |
|Z bGs/Z bG|
.
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Tous les ordres dans la formule ci-dessus sont finis si Gs est elliptique. Dans le second membre
dette formule, le de´nominateur est infini si Gs n’est pas elliptique auquel cas son inverse vaut par
convention 0. En utilisant l’isomorphisme Z0
cM
/Z0
cM
∩ Z bG
∼= ZcM/Z bG, on obtient l’e´galite´
JG,sMM (aM ) = |ZcM ′/ZcM |
∑
s∈sMZcM/Z bG
|Z bGs/Z bG|
−1SGsM ′(aM )
qu’il fallait de´montrer.
Le passage d’un groupe semi-simple a` un groupe re´ductif quelconque est laisse´ au lecteur.
16 Formalisme d’Arthur de la stabilisation des inte´grales
orbitales ponde´re´es
16.1. Cette section reprend les notations et les de´finitions des §§ 13.1 et 13.2. Elle est inde´pendante
des autres parties de l’article. On de´veloppe dans un contexte abstrait le formalisme d’Arthur de
la stabilisation des inte´grales orbitales ponde´re´es et de leurs formules de descente et de scindage
(cf. [3] par exemple). On donne plusieurs propositions qui nous permettront ensuite de de´duire
le lemme fondamental ponde´re´ de la variante globale donne´e par le the´ore`me 15.1.1. Tous les
re´sultats reposent sur les me´thodes d’Arthur.
16.2. Soit M ∈ LG. Rappelons que pour tout sM ∈ T̂ , on a de´fini au §13.2 des ensembles finis
EGM,ell(sM ) ⊂ E
G
M (sM ) de sous-groupes re´ductifs de Ĝ qui contiennent T̂ . Pour tout sous-groupe de
Levi de Ĝ contenant T̂ , soit L
bG(M̂) l’ensemble fini des sous-groupes de Levi de Ĝ qui contiennent
M̂ . Cet ensemble est en bijection naturelle avec LG(M). On pose L
bG = L
bG(T̂ ). Cette de´finition
vaut plus ge´ne´ralement pour un sous-groupe re´ductif de Ĝ et un de ses sous-groupes de Levi.
De´finition 16.2.1. — Soit sM ∈ T̂ et M̂ ′ = M̂sM . Pour toute application
J : EGM,ell(sM )→ C
Soit
JE(Ĝ) = |ZcM ′/ZcM |
∑
s∈sMZcM/Z bG
|Z bGs/Z bG|
−1S(Ĝs)
ou` S est l’application de´duite de J par la proposition 13.2.4.
Remarque 16.2.2. — Si sM ∈ ZcM , on a M̂ = M̂
′ et Ĝ ∈ EGM,ell(sM ). Dans ce cas, on a
JE(Ĝ) = J(Ĝ). En effet la formule ci-dessus se re´e´crit
JE(Ĝ) = S(Ĝ) +
∑
s∈sMZcM/Z bG,s6=1
|Z bGs/Z bG|
−1S(Ĝs)
et la somme sur s ci-dessus est e´gale a` J(Ĝ)− S(Ĝ) par la formule (13.2.1).
Remarque 16.2.3. — Par le lemme 13.2.3, on a EGM (sM ) =
⋃
L∈L(M) E
L
M,ell(sM ) ou` la re´union
est disjointe. Pour toute application J : EGM (sM )→ C, on obtient donc une application
JE : L
bG(M̂)→ C
donne´e par la de´finition 16.2.1.
De´finition 16.2.4. — Soit M ∈ LG et sM ∈ T̂ . On dit qu’une application
J : EGM,ell(sM ) ∪ {Ĝ} → C
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est stabilisante si elle ve´rifie l’e´galite´ J(Ĝ) = JE(Ĝ). On dit qu’une application
J : EGM (sM ) ∪ L
bG(M̂)→ C
est stabilisante si pour tout L ∈ LG(M) l’application restreinte a` ELM,ell(sM )∪{L̂} est stabilisante.
Voici un premier exemple trivial.
Exemple 16.2.5. — Si sM ∈ ZcM , toute application J : E
G
M,ell(sM ) ∪ {Ĝ} → C est stabilisante
en vertu de la remarque 16.2.2.
En voici un second qui ne l’est pas.
Exemple 16.2.6. — Soit sM ∈ T̂ et M̂ ′ = M̂sM . On suppose sM /∈ ZcM . Pour aM ∈ A
ell
M ′ (k)
τ qui
ve´rifie les hypothe`ses du the´ore`me 15.1.1, l’application J de´finie par J(Ĝ) = JG,sMM (aM ) et pour
Ĥ ∈ EGM,ell(sM ) par J(Ĥ) = J
H,1
M ′ (aM ) est stabilisante : ce n’est qu’une reformulation du the´ore`me
15.1.1.
16.3. Scindage et descente. — Dans tout le reste de cette section, on fixe M ∈ LG et sM ∈ T̂ .
Les inte´grales orbitales ponde´re´es admettent des formules de descente et de scindage mises en
e´vidence par Arthur (cf. [2]). Le coefficient d de la de´finition 16.3.1 ci-dessous joue un roˆle clef
dans ces formules. Auparavant, pour tout Ĥ ∈ EGM (sM ), on pose
a bH = X
∗(Ĥ)⊗Z R = X
∗(Z0bH)⊗Z R.
On a d’ailleurs aH = a bH si H est le dual de Ĥ . On a alors des de´compositions a bT = a
bH
bT
⊕ a bH
comme au §2.4.
De´finition 16.3.1. — Soit Ĥ ∈ EGM (sM ) et R̂ ∈ L
bH(T̂ ). Pour tous sous-groupes de Levi L̂1 et L̂2
dans L
bH(R̂), on pose
d
bH
bR
(L̂1, L̂2) = 0
sauf si on a une somme directe a
bL1
bR
⊕ a
bL2
bR
= a
bH
bR
auquel cas d est la valeur absolue du de´terminant
de l’isomorphisme canonique a
bL1
bR
× a
bL2
bR
→ a
bH
bR
e´crit dans des bases orthonormales.
Remarque 16.3.2. — On a d
bH
bR
(L̂1, L̂2) = d
bH
bR
(L̂2, L̂1) et ce coefficient est non nul si et seulement
si a
bG
bL1
⊕ a
bG
bL2
= a
bH
bR
. On a aussi d
bH
bR
(R̂, Ĥ) = 1.
On rassemble dans le lemme suivant quelques faits e´le´mentaires bien connus dont la de´monstration
est laisse´e au lecteur.
Lemme 16.3.3. —
1. On a a
bH
bL1
∩ a
bH
bL2
= 0 si et seulement si le quotient
(ZbL1 ∩ ZbL2)/Z bH
est fini ;
2. on a a bR = abL1 + abL2 si et seulement si Z bR = ZbL1ZbL2 .
3. Soit s ∈ T̂ tel que Ĝs est elliptique dans Ĝ et M̂s est elliptique dans M̂ . L’application
L̂→ L̂s induit une bijection de l’ensemble des L̂ ∈ L(M̂) tel que L̂s est elliptique dans L̂ sur
L
bHs(M̂s).
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De´finition 16.3.4. — Soit Ĥ ∈ EGM (sM ) et R̂ ∈ L
bH(T̂ ). Pour tous sous-groupes de Levi L̂1 et L̂2
dans L
bH(R̂), on pose
e
bH
bR
(L̂1, L̂2) = |(ZbL1 ∩ ZbL2)/Z bH |
−1d
bH
bR
(L̂1, L̂2),
avec la convention habituelle que l’inverse du cardinal d’un ensemble infini est nul.
Remarque 16.3.5. — Par l’assertion 1 du lemme 16.3.3, on a e
bH
bR
(L̂1, L̂2) = 0 si et seulement si
d
bH
bR
(L̂1, L̂2) = 0.
Nous pouvons maintenant e´noncer les deux principaux re´sultats de cette section.
Proposition 16.3.6. — (Scindage) Soit sM ∈ T̂ tel que sM /∈ ZcM et M̂
′ = M̂sM est un sous-
groupe elliptique de M̂ .
Soit J1 et J2 deux applications de EGM (sM )∪L
bG(M̂) dans C. Soit J l’application de EGM (sM )∪
L
bG(M̂) dans C de´finie pour tout Ĥ ∈ EGM (sM ) par
J(Ĥ) =
∑
bL1,bL2∈L
cH(cM ′)
d
bH
cM ′
(L̂1, L̂2) · J1(L̂1) · J2(L̂2)
et tout L̂ ∈ L
bG(M̂) par
J(L̂) =
∑
bL1,bL2∈L
bL(cM)
d
bL
cM
(L̂1, L̂2) · J1(L̂1) · J2(L̂2).
On a
1. Si J1 et J2 sont stabilisantes alors J est stabilisante ;
2. Si J et J2 sont stabilisantes et J2(M̂) 6= 0 alors J1 est stabilisante.
Proposition 16.3.7. — (Descente) Soit sM ∈ T̂ tel que sM /∈ ZcM et M̂
′ = M̂sM est un sous-
groupe elliptique de M̂ . Soit R̂ ∈ L
cM tel que R̂sM est elliptique dans R̂. Soit R̂
′ = R̂sM .
Soit JR une application de EGR (sM )∪L
bG(R̂) dans C. Soit JM l’application de EGM (sM )∪L
bG(M̂)
dans C de´finie pour tout Ĥ ∈ EGM (sM ) par
JM (Ĥ) =
∑
bL∈LcH( bR′)
d
bH
bR′
(M̂ ′, L̂)JR(L̂)
et pour tout L̂ ∈ L
bG(M̂) par
JM (L̂) =
∑
bL1∈L
bL( bR)
d
bL
bR
(M̂, L̂1)JR(L̂1).
Si JR est stabilisante, alors JM est stabilisante.
Remarque 16.3.8. — En utilisant l’assertion 3 du lemme 16.3.3, on voit que pour tout que pour
Ĥ ∈ EGM (sM ) et tout L̂ ∈ L
bH(R̂), on a L̂ ∈ EGR (sM ).
Le reste de la section (en particulier les §§ 16.4 et 16.6) est consacre´e aux de´monstrations des
propositions 16.3.6 et 16.3.7.
16.4. De´monstration de la proposition 16.3.6. — Elle repose sur la proposition suivante
dont le lecteur trouvera pour sa commodite´ une de´monstration au §16.5.
Proposition 16.4.1. — (Formules de scindage) On reprend les hypothe`ses de la proposition 16.3.6
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1. Soit S, resp Si, l’application de´duite de J , resp Ji, par le corollaire 13.2.6. Pour tout Ĥ ∈
EGM (sM ), on a
S(Ĥ) =
∑
bL1,bL2∈L
cH(cM ′)
e
bH
cM ′
(L̂1, L̂2) · S1(L̂1) · S2(L̂2) ;
2. Soit JE , resp JEi , l’application de´duite de J (cf. de´finition 16.2.1 et remarque 16.2.3). Pour
tout L̂ ∈ L
bG(M̂), on a
JE(L̂) =
∑
bL1,bL2∈L
bL(cM)
d
bL
cM
(L̂1, L̂2) · J
E
1 (L̂1) · J
E
2 (L̂2)
On peut maintenant donner la de´monstration de la proposition 16.3.6. L’assertion 1 est une
conse´quence e´vidente de l’assertion 2 de la proposition 16.4.1 ci-dessus. Prouvons l’assertion 2 de
la proposition 16.3.6. Par hypothe`se, J et J2 sont stabilisantes. On a donc
J(Ĝ) = JE(Ĝ).
On peut re´e´crire cette e´galite´ en utilisant pour le membre de gauche la de´finition de J en termes
de J1 et J2 et pour le membre de droite l’assertion 2 de la proposition 16.4.1. Il vient∑
bL1,bL2∈L
bG(cM)
d
bG
cM
(L̂1, L̂2) · J1(L̂1) · J2(L̂2) =
∑
bL1,bL2∈L
bG(cM)
d
bG
cM
(L̂1, L̂2) · J
E
1 (L̂1) · J
E
2 (L̂2).
Puisque J2 est stabilisante, on a J
E
2 = J2. En raisonnant par re´currence, on peut bien supposer
qu’on a JE1 (L̂1) = J1(L̂1) pour tout L̂1 ∈ L
bG(M̂) − {Ĝ}. En retranchant membre a` membre les
termes e´gaux, on voit que l’e´galite´ pre´ce´dente est e´quivalente a`
J1(Ĝ)J2(M̂) = J
E
1 (Ĝ)J2(M̂)
d’ou` J1(Ĝ) = J
E
1 (Ĝ) puisqu’on a suppose´ J2(M̂) 6= 0. Donc J1 est bien stabilisante.
16.5. De´monstration de la proposition 16.3.6. — Commenc¸ons par le lemme suivant.
Lemme 16.5.1. — Soit sM ∈ T̂ tel que M̂ ′ = M̂sM soit elliptique dans M̂ . Soit E˜ l’ensemble des
triplets
(s, L̂′1, L̂
′
2)
forme´s de s ∈ sMZcM/Z bG et L̂
′
1, L̂
′
2 ∈ L
bGs(M̂ ′) tels que
– Ĝs est elliptique dans Ĝ ;
– d
bGs
cM ′
(L̂′1, L̂
′
2) 6= 0.
Soit L˜ l’ensemble des quadruplets
(L̂1, L̂2, s1, s2)
forme´s de L̂1, L̂2 ∈ L
bG(M̂) et si ∈ ZcM/ZbLi tels que
– L̂i,si est elliptique dans L̂i ;
– d
bG
cM
(L̂1, L̂2) 6= 0.
Soit E˜ → L˜ l’application qui a` (s, L̂′1, L̂
′
2) associe (L̂1, L̂2, s1, s2) de´fini par
– L̂i est l’unique e´le´ment de L
bG(M̂) tel que L̂′i est elliptique dans L̂i et L̂
′
i = L̂i,s (cf. lemme
16.3.3 assertion 3) ;
– si est l’image de s par la projection sMZcM/Z bG → sMZcM/ZbLi .
Alors cette application est surjective et ses fibres ont toutes le meˆme cardinal a` savoir
|(ZbL1 ∩ ZbL2)/Z bG|.
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De plus, si (s, L̂′1, L̂
′
2) a pour image (L̂1, L̂2, s1, s2), on a l’e´galite´ entre
|(ZbL1 ∩ ZbL2)/Z bG| · |ZcM ′/ZcM | · |Z bGs/Z bG|
−1 · e
bGs
cM ′
(L̂′1, L̂
′
2)
et
|ZcM ′/ZcM |
2 · |ZbL1,s/ZbL1 |
−1 · |ZbL2,s/ZbL2 |
−1 · d
bG
cM
(L̂1, L̂2).
De´monstration. — Remarquons tout d’abord que si (s, L̂′1, L̂
′
2) a pour image (L̂1, L̂2, s1, s2)
alors d
bGs
cM ′
(L̂′1, L̂
′
2) = d
bG
cM
(L̂1, L̂2) (car si L̂
′ est elliptique dans L̂, on a abL = abL′ .)
L’application E˜ → L˜ est surjective. En effet, si (L̂1, L̂2, s1, s2) ∈ L˜, on a d
bG
cM
(L̂1, L̂2) 6= 0 et par
le lemme 16.3.3 on a ZcM = ZbL1ZbL2 . Donc (s1, s2) se rele`ve en s ∈ ZcM/Z bG. Le triplet (s, L̂1,s, L̂2,s)
appartient a` E˜ : la seule condition qui n’est pas e´vidente est Ĝs elliptique dans Ĝ. Par hypothe`se,
L̂i,s = L̂i,si est elliptique dans L̂i. On a donc
a
bG
cM
= a
bL1
cM
⊕ a
bL2
cM
= a
bL1,s
cM
⊕ a
bL2,s
cM
et, passant aux orthogonaux, on a
a bG = abL1,s ∩ abL2,s
Comme l’intersection ci-dessus contient a bGs , on a a bG = a bGs et Ĝs est elliptique dans Ĝ. Il est clair
que l’image de (s, L̂1,s, L̂2,s) est le quadruplet (L̂1, L̂2, s1, s2) ∈ L˜ de de´part.
L’assertion sur le cardinal des fibres est e´vidente.
Soit (s, L̂′1, L̂
′
2) d’image (L̂1, L̂2, s1, s2). Montrons la dernie`re assertion. Apre`s simplification
par d
bGs
cM ′
(L̂′1, L̂
′
2) = d
bG
cM
(L̂1, L̂2) 6= 0, on tombe sur l’e´galite´ entre
|(ZbL1 ∩ ZbL2)/Z bG| · |ZcM ′/ZcM | · |Z bGs/Z bG|
−1|(ZbL′1
∩ ZbL′2
)/Z bGs |
−1
et
|(ZbL1 ∩ ZbL2)/Z bG|
−1 · |ZcM ′/ZcM |
2 · |ZbL1,s/ZbL1 |
−1 · |ZbL2,s/ZbL2 |
−1.
Celle-ci re´sulte du diagramme commutatif a` lignes exactes
1 // (ZbL1 ∩ ZbL2)/Z bG
//
ϕ

ZcM/Z bG
//

ZcM/ZbL1 × ZcM/ZbL2
//

1
1 // (ZbL1,s ∩ ZbL2,s)/Z bGs
// ZcM ′/Z bGs
// ZcM ′/ZbL1,s × ZcM ′/ZbL2,s
// 1
et du lemme suivant. 
Lemme 16.5.2. — Soit s tel que M̂ = M̂s est elliptique dans M̂ et Ĝs est elliptique dans Ĝ.
Pour tout L̂ ∈ L
bG(M̂) tel que L̂s est elliptique dans L̂, le morphisme
ZcM/ZbL → ZcM ′/ZbLs
est surjectif et son noyau a pour cardinal
|ZbLs/ZbL| · |ZcM ′/ZcM |
−1.
De´monstration. — La surjectivite´ est une conse´quence des e´galite´s
ZcM ′ = Z bGs(ZcM ′)
0 = Z bGs(ZcM )
0.
Comme ZbLs = Z bGs(Z
0
bLs
) = Z bGs(Z
0
bL
), le noyau s’e´crit
(ZcM ∩ ZbLs)/ZbL = ZbL(Z bGs ∩ ZcM )/ZbL ≃ (Z bGs ∩ ZcM )/(Z bGs ∩ ZbL).
On conclut en remarquant que (Z bGs ∩ ZbL)/Z bG est le noyau du morphisme surjectif
Z bGs/Z bG → ZbLs/ZbL.

On peut maintenant donner la de´monstration de la proposition 16.4.1. Prouvons l’assertion 1.
Soit Ĥ ∈ EGM (sM ). Soit E˜ et L˜ les ensembles de´finis au lemme 16.5.1 relativement au groupe Ĥ , a`
son sous-groupe de Levi M̂ ′ et l’e´le´ment sM = 1. Par de´finition des applications S et Si, on a
J(Ĥ) =
∑
bL1,bL2∈L
cH(cM ′)
d
bH
cM ′
(L̂1, L̂2) · J1(L̂1) · J2(L̂2)
=
∑
bL1,bL2∈L
cH(cM ′)
d
bH
cM ′
(L̂1, L̂2)
[ ∑
s1∈ZcM′/ZbL1
|ZbL1,s1
/ZbL1|
−1S1(L̂1,s1)
]
×
[ ∑
s2∈ZcM′/ZbL2
|ZbL2,s2
/ZbL2 |
−1S2(L̂2,s2)
]
=
∑
(bL1,bL2,s1,s2)∈L˜
d
bH
cM ′
(L̂1, L̂2) · |ZbL1,s1
/ZbL1 |
−1 · |ZbL2,s2
/ZbL2|
−1 · S1(L̂1,s1) · S2(L̂2,s2)
En utilisant le lemme 16.5.1, on obtient
J(Ĥ) =
∑
(s,bL′1,
bL′2)∈E˜
|Z bHs/Z bH |
−1e
bHs
cM ′
(L̂′1, L̂
′
2) · S1(L̂1) · S2(L̂2)
=
∑
s∈ZcM′/ZcH
|Z bHs/Z bH |
−1
( ∑
bL1,bL2∈L
cHs (cM ′)
e
bHs
cM ′
(L̂1, L̂2) · S1(L̂1) · S2(L̂2)
)
.
Par l’unicite´ dans le corollaire 13.2.6, on obtient l’expression voulue pour S(Ĥ).
Montrons ensuite l’assertion 2. Soit E˜ et L˜ les ensembles de´finis au lemme 16.5.1 relativement
au groupe Ĝ, a` son sous-groupe de Levi M̂ et l’e´le´ment sM . Par de´finition de J
E et l’assertion 1
qu’on vient de de´montrer, on a
JE(Ĝ) = |ZcM ′/ZcM |
∑
s∈sMZcM/Z bG
|Z bGs/Z bG|
−1S(Ĝs)
= |ZcM ′/ZcM |
∑
s∈sMZcM/Z bG
|Z bGs/Z bG|
−1
∑
bL′1,
bL′2∈L
bGs (cM ′)
e
bGs
cM ′
(L̂′1, L̂
′
2) · S1(L̂
′
1) · S2(L̂
′
2)
= |ZcM ′/ZcM |
∑
(s,bL′1,
bL′2)∈E˜
|Z bGs/Z bG|
−1 · e
bGs
cM ′
(L̂′1, L̂
′
2) · S1(L̂
′
1) · S2(L̂
′
2)
Le lemme 16.5.1 implique qu’on a
JE(Ĝ) =
∑
(bL1,bL2,s1,s2)∈L˜
|ZcM ′/ZcM |
2 · |ZbL1,s/ZbL1 |
−1 · |ZbL2,s/ZbL2 |
−1 · d
bG
cM
(L̂1, L̂2) · S1(L̂
′
1) · S2(L̂
′
2)
=
∑
bL1,bL2∈L
bL(cM)
d
bL
cM
(L̂1, L̂2) · J
E
1 (L̂1) · J
E
2 (L̂2).
La dernie`re e´galite´ re´sulte de la de´finition de JE1 et J
E
2 . Cela prouve donc l’assertion 2.
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16.6. De´monstration de la proposition 16.3.7.— E´nonc¸ons la proposition suivante qui sera
de´montre´e au §16.7.
Proposition 16.6.1. — On se place sous les hypothe`ses de la proposition 16.3.7.
1. Soit SM et SR les applications de´duites de JM et JR par le corollaire 13.2.6. Pour tout
Ĥ ∈ EGM (sM ), on a
SM (Ĥ) =
∑
bL∈LcH( bR′)
e
bH
bR′
(M̂ ′, L̂)SR(L̂) ;
2. Soit JEM et J
E
R les applications de´duites de JM et JR (cf. de´finition 16.2.1 et remarque 16.2.3).
Pour tout L̂ ∈ L
bG(M̂), on a
JEM (L̂) =
∑
bL1∈L
bL(cM)
d
bL
bR
(M̂, L̂1)J
E
R(L̂1).
On peut alors donner la preuve de la proposition 16.3.7. En utilisant l’assertion 2 de la proposition
16.6.1 et le fait que JR est stabilisante, on a
JEM (L̂) =
∑
bL1∈L
bL(bR)
d
bL
bR
(M̂, L̂1)J
E
R(L̂1)
=
∑
bL1∈L
bL(bR)
d
bL
bR
(M̂, L̂1)JR(L̂1)
= JM (L̂).
Donc JM est stabilisante.
16.7. De´monstration de la proposition 16.6.1. — Elle se de´duit du lemme 16.7.1 ci-dessous
(cf. la de´monstration de la proposition 16.4.1).
Lemme 16.7.1. — Soit R̂ ⊂ M̂ ⊂ Ĝ deux sous-groupes de Levi de Ĝ. Soit sM ∈ T̂ , M̂ ′ = M̂sM
et R̂′ = R̂sM . On suppose que M̂
′ et R̂′ sont elliptiques respectivement dans M̂ et R̂.
Soit E˜ l’ensemble des couples (s′, L̂′) forme´s de s′ ∈ sMZcM/Z bG et L̂
′ ∈ L
bGs(R̂′) tels que
– Ĝs′ est elliptique dans Ĝ ;
– d
bGs′
bR′
(M̂ ′, L̂′) 6= 0.
Soit L˜ l’ensemble des couples (L̂, s) forme´s de L̂ ∈ L
bG(R̂) et s ∈ ZcM/ZbL tels que
– L̂s est elliptique dans L̂ ;
– d
bG
bR
(M̂, L̂) 6= 0.
Soit E˜ → L˜ l’application qui a` (s′, L̂′) associe (L̂, s) de´fini par
– L̂ est l’unique e´le´ment de L
bG(R̂) tel que L̂′ est elliptique dans L̂ et L̂′ = L̂s′ (cf. lemme
16.3.3 assertion 3) ;
– s est l’image de s′ par la projection sMZcM/Z bG → sMZ bR/ZbL.
Cette application est surjective et ses fibres ont toutes le meˆme cardinal a` savoir
|(ZcM ∩ Z bR)/Z bG|.
De plus, si (s′, L̂′) a pour image (L̂, s), on a l’e´galite´ entre
|(ZcM ∩ ZbL)/Z bG| · |ZcM ′/ZcM | · |Z bGs′
/Z bG|
−1 · e
bGs′
bR′
(M̂ ′, L̂′)
et
|Z bR′/Z bR| · |ZbLs/ZbL|
−1 · d
bG
bR
(M̂, L̂).
De´monstration. — Elle est analogue a` celle du lemme 16.5.1. Les de´tails sont laisse´s au lecteur.

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17 Du global au local
17.1. Le re´sultat principal est le the´ore`me 17.3.1 qui est une variante de nature «locale» du
the´ore`me 15.1.1. Les re´sultats de scindage et de descente de la section 16 jouent un roˆle clef ainsi
que certains calculs locaux d’inte´grales orbitales ponde´re´es. Les notations sont celles utilise´es dans
tout l’article, en particulier celles des sections 11, 13 et 16.
17.2. Notations. — Soit V un ensemble fini ou infini mais non vide de points ferme´s de la
courbe C qui est stable par le Frobenius τ . Soit AV le sous-groupe des ade`les de A de composante
nulle hors V . Le groupe AV a une structure e´vidente d’anneau. Si V est fini (resp. infini), AV est
le produit (resp. produit restreint) des comple´te´s du corps des fonctions F en les points de V . Soit
OV =
∏
v∈V Ov ou` Ov est le comple´te´ de l’anneau local de C en v.
Soit M ∈ LG, aM ∈ AM (k)τ et XaM = εM (aM,η) ∈ m(F ) (cf. §11.7). Soit JaM le sche´ma en
groupes sur C de´fini au §11.3 dont la fibre au point ge´ne´rique de C est le centraliseur de XaM
dans M ×k F (c’est un sous-F -tore maximal de M ×k F ).
On comple`te les choix de mesures de Haar faits au §11.5. On munit JaM (AV )
τ et G(AV )
τ
des mesures de Haar qui donnent le volume 1 respectivement au sous-groupe compact maximal
de JaM (AV )
τ et a` G(OV )τ . On en de´duit comme au §11.5 une mesure sur (JaM (AV )\G(AV ))
τ
invariante a` droite par G(AV )
τ . Si V ′ est le comple´mentaire de V dans l’ensemble des points
ferme´s de C on a une bijection canonique
(JaM (AV )\G(AV ))
τ × (JaM (AV ′)\G(AV ′))
τ → (JaM (A)\G(A))
τ
qui pre´serve les mesures.
Pour tout s ∈ T̂WaM , on de´finit la s-inte´grale orbitale ponde´re´e sur V associe´e a` aM par
JG,sM,V (aM ) = q
− deg(DV )|Φ
G|/2|DG(XaM )|
1/2
V ×(17.2.1) ∫
(JaM (AV )\G(AV ))
τ
〈s, invaM (g)〉1D(Ad(g
−1)XaM )v
G
M (g) dg,
ou` DV est la restriction de D a` V et ou` |DG(Xa)|V est le produit sur V des valeurs absolues
usuelles du discriminant DG de Xa (cf. §2.7).
Remarque 17.2.1. — Lorsque V est l’ensemble de tous les points ferme´s l’inte´grale orbitale
ponde´re´e de´finie par (17.2.1) n’est autre que l’inte´grale de la de´finition 11.7.1.
17.3. L’e´nonce´ principal.— On peut maintenant e´noncer le principal re´sultat de cette section.
On y utilise les diviseurs RGM et D
M de carM,D de´finis au §9.1.
The´ore`me 17.3.1. — On se place sous les hypothe`ses du the´ore`me 15.1.1. Soit
haM : C → carM ′,D
la section associe´e a` aM ∈ AM ′ (k). Soit V un ensemble τ-stable non vide de points ferme´s de C
tel que tout point ferme´ v /∈ V ve´rifie l’une des deux conditions suivantes :
1. haM (v) est un point lisse de R
G
M ′ et n’appartient pas a` D
M ′ ; de plus, l’intersection de ha(C)
et RGM ′ est transverse en ha(v) ;
2. haM (v) est un point lisse de D
M ′ et n’appartient pas a` RGM ′ ; de plus, l’intersection de ha(C)
et DM
′
est transverse en ha(v).
Alors l’application JV : E
G
M (sM ) ∪ L
bG(M̂) → C de´finie pour tout Ĥ ∈ EGM (sM ) par JV (Ĥ) =
JH,1M ′,V (aM ) et pour tout L̂ ∈ L
bG(M̂) par JV (L̂) = J
L,sM
M,V (aM ) est stabilisante au sens de la
de´finition 16.2.4.
Remarque 17.3.2. — Si V est l’ensemble de tous les points ferme´s de C, le the´ore`me n’est
qu’une paraphrase du the´ore`me 15.1.1 (cf. exemple 16.2.6). L’ensemble des v qui ne ve´rifient ni
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l’assertion 1 ni l’assertion 2 est fini. Autrement dit il existe toujours un ensemble fini V qui ve´rifie
les hypothe`ses du the´ore`me. En ce sens, le the´ore`me 17.3.1 est une variante locale du the´ore`me
15.1.1.
De´monstration. — Soit V l’ensemble des points ferme´s de C. Soit V1 un ensemble τ -stable de
points ferme´s et V2 son comple´mentaire dans V . On suppose que tout v ∈ V2 ve´rifie l’une des
assertions 1 et 2 du the´ore`me 17.3.1. Il s’agit de voir que JV1 est stabilisante. Or JV , JV1 et JV2
ve´rifient les relations de scindage de la proposition 16.3.6 comme le montre la proposition 17.4.1
ci-dessous. Il suffit donc, par l’assertion 2 de la proposition 16.3.6, de montrer que JV et JV2 sont
stabilisantes et que J2(M̂) 6= 0. On a de´ja` dit dans la remarque 17.3.2 ci-dessus que JV est stable.
Il existe une partition (finie) de V2 en parties V
′
i qui ve´rifient les hypothe`ses du lemme 17.8.1. On a
donc J2(M̂) =
∏
i JV ′i (M̂) 6= 0 (avec les notations du lemme 17.8.1) et par une application re´pe´te´e
de l’assertion 1 de la proposition 16.3.6, on voit que J2 est stabilisante et qu’on J2(M̂) 6= 0. 
17.4. Formules de scindage des inte´grales orbitales ponde´re´es. Pour tout L1, L2 ∈ LG(M),
on pose
dGM (L1, L2) = d
bG
cM
(L̂1, L̂2)
ou` le second est celui de la de´finition 16.3.1. Voici les formules de scindage d’Arthur.
Proposition 17.4.1. — Soit V1 et V2 deux ensembles disjoints et non vides de points ferme´s de
C. Soit V = V1 ∪ V2. Pour tout a ∈ AM (k)τ et tout s ∈ T̂Wa , on a l’e´galite´
JG,sM,V (aM ) =
∑
L1,L2∈LG(M)
dGM (L1, L2) · J
L1,s
M,V (aM ) · J
L2,s
M,V (aM ).
De´monstration. — Arthur a de´fini une section (L1, L2) 7→ (QL1 , QL2) de l’application F(M)×
F(M) → L(M) × L(M) donne´ par (Q1, Q2) 7→ (MQ1 ,MQ2) de´finie sur l’ensemble des (L1, L2)
tels que dGM (L1, L2) 6= 0. Cette section a la proprie´te´ suivante : pour tout g ∈ (JaM (AV )\G(AV ))
τ
d’image inverse (g1, g2) par la bijection canonique
(17.4.1) (JaM (AV1)\G(AV1))
τ × (JaM (AV2)\G(AV2))
τ → (JaM (AV )\G(AV ))
τ ,
on a
(17.4.2) vGM (g) =
∑
L1,L2∈LG(M)
dGM (L1, L2) · v
QL1
M (g1) · v
QL2
M (g2),
ou` pour tout Q ∈ F(M) et tout h ∈ G(A) on pose
vQM (h) = v
MQ
M (l)
ou` l est l’unique e´le´ment de M(A)\M(O) tel que g ∈ lN(A)G(O) (de´composition d’Iwasawa).
Introduisons l’inte´grale JQ,sM,V (aM ) donne´e par l’e´galite´ (17.2.1) ou` l’on a remplace´ le poids v
G
M par
le poids vQM . Comme la bijection (17.4.1) pre´serve les mesures, la formule (17.4.2) implique qu’on
a
JG,sM,V (aM ) =
∑
L1,L2∈LG(M)
dGM (L1, L2) · J
QL1 ,s
M,V (aM ) · J
QL2 ,s
M,V (aM ).
Pour conclure, il suffit de montrer que pour tout L ∈ L(M) et tout Q ∈ P(L), on a
JQ,sM,V (aM ) = J
L,s
M,V (aM ).
On montre a` l’aide du the´ore`me de l’isoge´nie de Lang qu’on a une de´composition
(17.4.3) (JaM (AV )\G(AV ))
τ = (JaM (AV )\L(AV ))
τNQ(AV )
τG(OV )
τ
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qui est compatible aux mesures pourvu que NQ(AV )
τ soit muni de la mesure de Haar qui donne
le volume 1 au sous-groupe (NQ(OV ))τ . Par le changement de variable g = lnk avec des notations
qu’on espe`re e´videntes, on voit que JQ,sM,V (aM ) est e´gale a`
q− deg(DV )|Φ
G|/2|DG(Xa)|
1/2
V ×∫
(JaM (AV )\L(AV ))
τ
∫
NQ(AV )τ
∫
G(OV )τ
〈s, invaM (lnk)〉1D(Ad((lnk)
−1)XaM )v
L
M (l) dl dn dk.
Par la de´finition 11.4.1, l’invariant invaM (lnk) ne de´pend que de lnkτ(lnk)
−1 = lτ(l)−1. On a
donc invaM (lnk) = invaM (l). L’inte´grande est alors G(OV )
τ -invariante et l’inte´grale sur G(OV )τ
qui vaut 1 peut eˆtre omise. On utilise ensuite le changement de variable Ad((ln)−1)XaM =
Ad(l−1)XaM + U (ou` U appartient a` nQ(AV )
τ qui est muni de la mesure de Haar qui donne
le volume 1 a` nQ(OV )τ ) de jacobien |DG(Xa)|
−1/2
V |D
L(Xa)|
1/2
V pour obtenir que J
Q,s
M,V (aM ) est
e´gale a`
q− deg(DV )|Φ
G|/2|DL(Xa)|
1/2
V ×∫
(JaM (AV )\L(AV ))
τ
∫
nQ(AV )τ
〈s, invaM (l)〉1D(Ad(l
−1)XaM + U) v
L
M (l) dl dU.
Comme on a∫
nQ(AV )τ
1D(Ad(l
−1)XaM + U) dU = 1D(Ad(l
−1)XaM )
∫
nQ(AV )τ
1D(Ad(l
−1)XaM + U) dU
= qdeg(DV ) dim(nQ)1D(Ad(l
−1)XaM )
et q− deg(DV )|Φ
G|/2qdeg(DV ) dim(nQ) = q− deg(DV )|Φ
L|/2, on obtient bien JQ,sM,V (aM ) = J
L,s
M,V (aM ) ce
qui conclut la de´monstration.

17.5. Soit aM = (haM , t) ∈ AM (k)
τ . Soit haM ,η la restriction de ha au point ge´ne´rique de la
courbe C. On voit alors haM ,η comme un point dans carM (F ) ou` F est le corps des fonctions
de F . Soit V un ensemble τ -stable de points ferme´s de C. Soit ̟DV =
∏
v∈v̟
dv
v ∈ OV . On a
̟DV haM ,η ∈ carM (OV ). Soit XaM ,V = εM (̟
DV haM ,η) ∈ m(OV ) l’image par la section de Kostant
εM . Rappelons qu’on a XaM = εM (haM ,η) ∈ m(F ). Hors du support de D, ces deux e´le´ments ne
sont en ge´ne´ral pas e´gaux. Ne´anmoins, ils satisfont toujours la relation suivante
XaM ,V = ̟
DV Ad(ρM (̟
DV /2))XaM ,
ou` ρM est la somme des coracines dans M positives pour le choix de l’e´pinglage qui de´termine
la section de Kostant εM . On rappelle que le diviseur D est pair. L’e´le´ment ρM (̟
DV /2) est
τ -stable. Il conjugue les centralisateurs JaM et JXaM ,V . La translation par ρM (̟
DV /2) envoie
(JaM (AV )\G(AV ))
τ bijectivement sur (JaM ,V (AV )\G(AV ))
τ qu’on munit de la mesure obtenue
par transport. De meˆme, on note invaM ,V l’application de´finie sur (JaM ,V (AV )\G(AV ))
τ et qui,
compose´e avec la bijection pre´ce´dente, redonne invaM . Soit 1g(O) la fonction caracte´ristique de
g(O). Par un changement de variables, on obtient le lemme suivant.
Lemme 17.5.1. — Les notations sont celles utilise´es ci-dessus. Pour tout s ∈ T̂WaM , on a l’e´galite´
JG,sM,V (aM ) = |D
G(XaM ,V )|
1/2
V
∫
(JaM,V (AV )\G(AV ))
τ
〈s, invaM ,V (g)〉1g(O)(Ad(g
−1)XaM ,v)v
G
M (g) dg
17.6. Calculs locaux d’inte´grales orbitales ponde´re´es. — Dans tout ce paragraphe, on
suppose que M ∈ LG ve´rifie M 6= G. Soit aM = (haM , t) ∈ AM (k) et s ∈ T̂
WaM . On va calculer
dans quelques cas simples des inte´grales orbitales ponde´re´es locales.
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Lemme 17.6.1. —Soit V un ensemble τ-stable de points ferme´s de C. On suppose que pour tout
v ∈ V , la section haM est telle que haM (v) n’appartient pas a` R
G
M . Alors
JG,sM,V (aM ) = 0.
De´monstration. — On utilise les notations du §17.5. D’apre`s le lemme 17.5.1, on a
JG,sM,V (aM ) = |D
G(XaM ,V )|
1/2
V
∫
(JaM,V (AV )\G(AV ))
τ
〈s, invaM ,V (g)〉1g(O)(Ad(g
−1)XaM ,V )v
G
M (g) dg.
Soit g ∈ G(AV ) tel que l’inte´grande soit non nulle. On a donc Ad(g−1)XaM ,V ∈ g(OV ). Soit
P ∈ P(M). On e´crit g = mnk avec m ∈ M(AV ), n ∈ NP (AV ) et k ∈ G(OV ) (de´composition
d’Iwasawa). Il vient
Ad(m−1)XaM ,V ∈ m(OV )
et
(17.6.1) Ad(n−1)Ad(m−1)XaM ,V −Ad(m
−1)XaM ,V ∈ nP (OV ).
L’hypothe`se sur haM entraˆıne que l’action adjointe de Ad(m
−1)XaM ,V sur nP (OV ) est un OV -
isomorphisme. Par un argument standard de de´vissage, on en de´duit que la condition (17.6.1)
implique n ∈ NP (O). Mais alors on a vGM (g) = v
G
M (n) = v
G
M (1) = 0 (carM 6= G). Donc l’inte´grande
est toujours nulle et l’inte´grale aussi a fortiori. 
Lemme 17.6.2. — Soit v un point ferme´ de C et n > 1 le plus petit entier tel que τn(v) = v.
Soit V l’orbite de v sous l’action de τ . On suppose que v ve´rifie les conditions suivantes :
– haM (c) est un point lisse de R
G
M ;
– haM (c) n’appartient pas a` D
M ;
– l’intersection de haM (C) avec R
G
M est transverse en haM (c).
On a alors les conclusions suivantes.
1. Il existe Yv ∈ t(Ov) tel que χTM (Yv) = χM (XaM ,v). Pour tout tel Yv, il existe un unique
couple {α,−α} ⊂ ΦGT − Φ
M
T tel que valv(±α(Yv)) = 1. Soit w l’unique e´le´ment de W
M tel
que wτ(Yv) = Yv. Alors w(α) = α.
2. Avec les notations ci-dessus, Soit L ∈ LG de´fini par ΦLT = {α,−α} et (BL, T,Xα) un
e´pinglage de L. Soit w l’unique automorphisme de L qui fixe l’e´pinglage et qui est de la
forme Ad(m) ou` m ∈ NormM(Ov)(T ) est un rele`vement de w. On a
JG,sM,V (aM ) = d
G
T (M,L)|D
L(Yv)|
|V |/2|V |dim(a
G
M )
∫
T (Fv)wτ
n\L(Fv)wτ
n
1l(Ov)(Ad(l
−1)Yv)v
L
T (l) dl,
ou` les groupes T (Fv)
wτn et L(Fv)
wτn sont munis des mesures de Haar qui donnent le volume
1 respectivement aux groupes T (Ov)wτ
n
et L(Ov)wτ
n
.
De´monstration. — Puisque haM (c) n’appartient pas a` D
M , on a χM (XaM ,v) ∈ car
M−reg
M (Ov).
Sa re´duction mod ̟v de´finit donc un e´le´ment de car
M−reg
M (k) qui se rele`ve e´videmment en un
e´le´ment y de tM−reg(k). Or sur l’ouvert tM−reg, on sait que χTM est e´tale. Il s’ensuit que y se rele`ve
en un unique e´le´ment Yv ∈ tM−reg(Ov) tel que χTM (Yv) = χM (XaM ,v).
Soit P ∈ P(M). Les hypothe`ses sur l’intersection de haM (C) avec R
G
M entraˆınent qu’il existe
une unique racine α de T dans NP tel que valv(α(Yv)) = 1, les autres racines de T dans NP e´tant
de valuation nulle en Yv. En raisonnant avec le sous-groupe parabolique oppose´ a` P , on voit que
α et −α sont les seules racines hors M telles que valv(±α(Yv)) = 1. Toutes les autres racines y
compris celles dans M (vu qu’on a haM (c) /∈ D
M ) ont pour valuation 0 en Yv. Soit Yv et α ∈ ΦGT
qui ve´rifient l’assertion 1. Il existe w ∈ WM tel que wτ(Yv) = Yv puisque χTM (Yv) ∈ carM (Ov)
τ .
On a valv(α(Yv)) = valv(τ(α(Yv))) = valv(τ(α)(Yv)). On a donc ne´cessairement w(α) = ±α mais
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comme α est une racine dans le radical unipotent d’un sous-groupe parabolique P ∈ P(M), il en
est de meˆme de w(α) et donc w(α) = α. Cela de´montre donc l’assertion 1.
Prouvons ensuite l’assertion 2. Partons de l’e´galite´ (cf. §17.5 et lemme 17.5.1)
JG,sM,V (aM ) = |D
G(XaM ,V )|
1/2
V
∫
(JaM,V (AV )\G(AV ))
τ
〈s, invaM ,V (g)〉1g(O)(Ad(g
−1)XaM ,V )v
G
M (g) dg.
Soit g ∈ G(AV ) et j ∈ JaM ,V (AV ) tel que τ(g) = jg. On va d’abord prouver que si 1g(OV )(Ad(g
−1)XaM ,V ) 6=
0 alors invaM ,V (g) = 0. Pour cela, il suffit de prouver que l’image de j dans les coinvariants J(AV )τ
est triviale. Soit P ∈ P(M) et g = mnk la de´composition d’Iwasawa de g associe´e a` P . On a donc
τ(m) ∈ jmM(OV ). Par une application du the´ore`me de l’isoge´nie de Lang, on voit que, quitte a`
translater m par un e´le´ment de M(OV ), on a τ(m) = jm ce que l’on suppose de´sormais. Comme
dans la preuve du lemme 17.5.1, la condition Ad(g−1)XaM ,V ∈ g(OV ) entraˆıne
Ad(m−1)XaM ,V ∈ m(OV ).
Comme haM (c) n’appartient pas a` D
M , on a χM (XaM ,V ) ∈ car
M−reg
M (OV ). Par conse´quent, on a
m ∈ JaM ,V (AV )M(OV ). Comme invaM ,V est invariante par translation a` gauche par JaM ,V (AV ),
on peut et on va supposer que m ∈ M(OV ). Mais alors on a j ∈ M(OV ) ∩ JaM ,V (AV ). Soit
J le OV -sche´ma en groupes de´fini comme le centralisateur de XaM ,V dans M ×k AV . Comme
χM (XaM ,V ) ∈ car
M−reg
M (OV ), c’est en fait un sche´ma en tores. On aM(OV )∩JaM ,V (AV ) = J(OV )
et une nouvelle application du the´ore`me de Lang montre que j est trivial dans les coinvariants.
Il s’ensuit qu’on peut restreindre l’inte´grale aux g ∈ (JaM ,V (AV )\G(AV ))
τ d’invariant invaM ,V (g)
trivial c’est-a`-dire qu’on peut restreindre l’inte´grale a` JaM ,V (AV )
τ\G(AV )τ . On a donc
JG,sM,V (aM ) = |D
G(XaM ,V )|
1/2
V
∫
JaM,V (AV )
τ\G(AV )τ
1g(OV )(Ad(g
−1)XaM ,V )v
G
M (g) dg
= |DG(XaM ,v)|
|V |/2
v |V |
dim(aGM )
∫
JaM,v(Fv)
τn\G(Fv)τ
n
1g(Ov)(Ad(g
−1)XaM ,v)v
G
M (g) dg,
ou` l’on utilise la bijection e´vidente JaM ,V (AV )
τ\G(AV )τ → JaM ,v(Av)
τn\G(Av)τ
n
. Le facteur
|V |dim(a
G
M ) provient de la comparaison des poids.
Il est clair aussi qu’on a
|DG(XaM ,v)|v = |D
G(Yv)|v = |D
L(Yv)|v.
De´sormais, pour alle´ger les notations on note τ au lieu de τn. Puisque Yv et XaM ,v ont meˆme
image par χM et que cette image appartient a` l’ouvert car
M−reg
M (Ov), il existe m ∈M(Ov) tel que
XaM ,v = Ad(m
−1)Yv. Il s’ensuit que mτ(m)
−1 est un e´le´ment du normalisateur de T dansM(Ov)
et que son image dans WM est w. On en de´duit que mτ(m)−1 normalise L. L’automorphisme
Int(mτ(m)−1) pre´serve le couple (BL, T ) de l’e´pinglage (NL, T,Xα) et agit sur Xα par homothe´tie
par un e´le´ment de O×v . Si l’on change m en tm avec t ∈ T (Ov), le rapport de cette homothe´tie est
multiplie´e par α(tτ(t)−1). On voit donc qu’en prenant un e´le´ment t judicieux, on peut supposer
que Int(mτ(m)−1) pre´serve l’e´pinglage.
Il est clair qu’on a
|DG(XaM ,v)|v = |D
G(Yv)|v = |D
L(Yv)|v.
Par abus de notations, on note encore w l’automorphisme inte´rieur de G donne´ par Int(mτ(m)−1).
L’application g 7→ mgm−1 induit une bijection de JaM ,v(Fv)
τ\G(Fv)τ sur T (Fv)wτ\G(Fv)wτ et
l’on a∫
JaM,v(Fv)
τ\G(Fv)τ
1g(Ov)(Ad(g
−1)XaM ,v)v
G
M (g) dg =
∫
T (Fv)wτ\G(Fv)wτ
1g(Ov)(Ad(g
−1)Yv)v
G
M (g) dg
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ou` la mesure sur T (Fv)
wτ\G(Fv)wτ se de´duit de celle sur JaM ,v(Fv)
τ\G(Fv)τ par transport par
la bijection pre´ce´dente. En utilisant comme pre´ce´demment la de´composition d’Iwasawa pour Q ∈
P(L), on voit que si g ∈ G(Fv) ve´rifie Ad(g−1)Yv ∈ g(Ov) alors g = ls avec l ∈ L(Fv) et s ∈ G(Ov).
Supposons de plus qu’on a wτ(g) = g. Ainsi l−1wτ(l) ∈ L(Ov) et par une nouvelle application du
the´ore`me de Lang, on voit qu’on peut supposer wτ(l) = l et s ∈ G(O)wτ . On a donc∫
T (Fv)wτ\G(Fv)wτ
1g(Ov)(Ad(g
−1)Yv)v
G
M (g) dg =
∫
T (Fv)wτ\L(Fv)wτ
1l(Ov)(Ad(l
−1)Yv)v
G
M (l) dl.
On utilise ensuite la formule de descente d’Arthur
vGM (l) =
∑
R∈LG(T )
dGT (M,R)v
QR
T (l)
ou` R ∈ LG(T ) 7→ QR ∈ P(R) est une certaine section (de´finie sur les R tels que dGT (M,R) 6= 0) de
l’application FG(T )→ L(T ) de´finie par Q 7→ MQ. On se limite dans ce qui suit a` des R tels que
dGT (M,R) 6= 0. Cela entraˆıne donc R 6= T . Le poids v
QR
T a e´te´ de´fini dans la de´monstration de la
proposition 17.4.1. Voici comme il se calcule ici. Le groupe QR∩L est un sous-groupe parabolique
de L. Comme L est de rang semi-simple 1, de deux choses l’une
– soit QR ∩ L est un sous-groupe de Borel de L ; on a l ∈ tNQR∩L(Fv)L(Ov) avec t ∈ T (Fv)
et donc vQRT (l) = v
R
T (t) = 0 (puisque T 6= R) ;
– soit L ⊂ R et alors vQRT (l) = v
R
T (l).
On se place de´sormais dans le second cas. Rappelons que le poids vRT (l) est le volume de la
projection sur aRT de l’enveloppe convexe des points −HB(l) pour B ∈ P
R(T ). Or cette enveloppe
convexe est ici contenue dans une droite donc le volume est donc nul sauf si dim(aRT ) = 1 auquel
cas R = L. La formule de descente d’Arthur se simplifie donc en
vGM (l) = d
G
T (M,L)v
L
T (l)
ce qui donne le re´sultat voulu. 
17.7. Calculs locaux d’inte´grales orbitales ordinaires.—On donne quelques calculs locaux
d’inte´grales orbitales ordinaires. Soit v ∈ V un point ferme´ de C et V l’orbite sous le Frobenius τ
de v. Soit s ∈ T̂ et M̂ ′ = M̂s. Soit aM = (haM , t) ∈ AM ′ (k)
τ .
Lemme 17.7.1. — On suppose que haM (c) n’appartient pas a` D
M . Alors
JM,sM,V (aM ) = 1.
De´monstration. — Partons de l’e´galite´
JM,sM,V (aM ) = |D
M (XaM ,V )|
1/2
V
∫
(JaM,V (AV )\M(AV ))
τ
〈s, invaM ,V (m)〉1m(OV )(Ad(m
−1)XaM ,V ) dm.
Soit m ∈ M(AV ) tel que Ad(m−1)XaM ,V ∈ m(OV ). Comme XaM ,V est encore semi-simple
re´gulier en re´duction (vu que haM (c) n’appartient pas a` D
M ), on voit que m ∈ JaM ,V (AV )M(OV ).
Comme dans la de´monstration du lemme, on en de´duit que invaM ,V (m) = 0. Comme par ailleurs
|DM (XaM ,V )|
1/2
V = 1, on a
JM,sM,V (aM ) =
∫
JaM,V (OV )
τ\M(OV )τ
1m(OV )(Ad(m
−1)XaM ,V ) dm.
= vol(JaM ,V (OV )
τ )−1 vol(M(OV )
τ ).
Or vol(M(OV )τ ) = 1 et vol(JaM ,V (OV )
τ ) = 1 car JaM ,V (OV )
τ est le sous-groupe compact maxi-
mal de JaM ,V (AV )
τ . 
Lemme 17.7.2. — On suppose que
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– haM (c) est un point lisse de R
M
M ′ ;
– haM (c) n’appartient pas a` D
M ′ ;
– l’intersection de haM (C) avec R
M
M ′ est transverse en haM (c).
Alors
JM,sM,V (aM ) = J
M ′,1
M ′,V = 1.
De´monstration. — La premie`re e´galite´ n’est qu’un cas particulier du lemme fondamental de
Langlands-Shelstad. La second re´sulte du lemme 17.7.1 ci-dessus. Le lecteur qui rechignerait a`
utiliser le lemme fondamental, peut ve´rifier directement l’e´galite´ JM,sM,V (aM ) = 1 : on se rame`ne a`
un calcul sur un groupe de rang semi-simple 1 qu’on fait a` la main (cf. aussi [24] §8.5.9). 
Lemme 17.7.3. — On suppose que
– haM (c) n’appartient pas a` R
M
M ′ ;
– haM (c) est un point lisse de D
M ′ ;
– l’intersection de haM (C) avec D
M ′ est transverse en haM (c).
Alors
JM,sM,V (aM ) = J
M ′,1
M ′,V (aM ) 6= 0.
De´monstration. — La` encore, la premie`re e´galite´ est un cas particulier du lemme fondamental
de Langlands-Shelstad. L’inte´grande dans
JM
′,1
M ′,V = |D
M ′ (XaM ,V )|
1/2
V
∫
(JaM,V (AV )\M
′(AV ))τ
1m′(OV )(Ad(m
−1)XaM ,V ) dm.
est positive et l’inte´grale est clairement minore´ par vol((JaM ,V (OV )\M
′(OV ))τ ) > 0. Bien suˆr, il
est aussi possible de mener a` bien directement les calculs de JM,sM,V (aM ) et J
M ′,1
M ′,V (on se rame`ne a`
un calcul sur un groupe de rang semi-simple 1, cf. aussi [24] § 8.5.8). 
17.8. Soit V un ensemble τ -stable non vide de points ferme´s de C. Soit s ∈ T̂ tel que M̂ ′ = M̂s 6=
M̂ . Soit aM = (haM , t) ∈ AM ′ (k)
τ . Soit JV : EGM (s) ∪ L
bG(M̂)→ C l’application de´finie pour tout
Ĥ ∈ EGM (s) par JV (Ĥ) = J
H,1
M ′,V (aM ) et pour tout L̂ ∈ L
bG(M̂) par JV (L̂) = J
L,s
M,V (aM )
Lemme 17.8.1. — On suppose que V satisfait l’une des trois conditions suivantes :
1. Pour tout v ∈ V , le point haM (v) n’appartient pas a` D
G ;
2. V est l’orbite sous τ d’un point v qui ve´rifie l’assertion 1 du the´ore`me 17.3.1 ;
3. V est l’orbite sous τ d’un point v qui ve´rifie l’assertion 2 du the´ore`me 17.3.1 .
Alors JV est stabilisante et JV (M̂) 6= 0.
De´monstration. — Supposons l’assertion 1 ve´rifie´e. D’apre`s le lemme 17.6.1, on a JV (Ĥ) = 0
sauf si Ĥ = M̂ ou Ĥ = M̂ ′. De plus, JV (M̂) = JV (M̂
′) = 1 d’apre`s le lemme 17.7.1. Donc JV est
stabilisante.
Supposons l’assertion 2 ve´rifie´e. Dans ce cas, haM (v) est un point lisse de R
G
M ′ et n’appartient
pas a` DM
′
et l’intersection de haM (v) avec R
G
M ′ est transverse en haM (v). Supposons, de plus,
pour commencer que haM (v) n’appartient pas a` R
G
M . Par conse´quent, l’intersection de ha(C) avec
RMM ′ est transverse en haM (v). On a donc JV (M̂) = JV (M̂
′) = 1 d’apre`s le lemme 17.7.2. D’apre`s
le lemme 17.6.1, on a JV (L̂) = 0 pour tout L̂ ∈ L
bG(M̂) et L̂ 6= M̂ . Pour tout Ĥ ∈ EGM (s), on a
Ĥ ∩ M̂ = M̂ ′ ; par conse´quent, haM (v) n’appartient pas a` R
H
M ′ et on a JV (Ĥ) = 0 par le lemme
17.6.1. Ainsi JV est stabilisante.
Supposons toujours l’assertion 2 ve´rifie´e mais cette fois on suppose que haM (v) appartient a`
RGM : sous nos hypothe`ses, haM (v) est un point d’intersection transverse de haM (C) et R
G
M et il
n’appartient pas a` DM .
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Soit Yv ∈ t(Ov), L ∈ LG, n un entier et w un automorphisme de L qui pre´serve T tels que
ces e´le´ments ve´rifient les conclusions du lemme 17.6.2. Introduisons l’application JT : EGT (1)→ C
de´finie par JT (T̂ ) = 1,
JT (L̂) = |D
L(Yv)|
|V |/2|V |dim(a
G
M )
∫
T (Fv)wτ
n\L(Fv)wτ
n
1l(Ov)(Ad(l
−1)Yv)v
L
T (l) dl,
et JT (Ĥ) = 0 si Ĥ /∈ {T̂ , L̂}. Pour tout Ĥ ∈ L
bG(M̂), l’expression
(17.8.1)
∑
bR∈LcH(bT )
d
bH
bT
(M̂, R̂)JT (R̂)
vaut
– JT (T̂ ) = 1 = JV (M̂) si Ĥ = M̂ (cf. lemme 17.7.1) ;
– d
bH
bT
(M̂, L̂)JT (L̂) = JV (Ĥ) si Ĥ 6= M̂ (cf. lemme 17.6.2).
Donc l’expression (17.8.1) est e´gale a` JV (Ĥ). Pour tout Ĥ ∈ EGM (s), on a haM (v) ∈ R
H
M ′ si et
seulement si L̂ ⊂ Ĥ et l’expression
(17.8.2)
∑
bR∈LcH(bT )
d
bH
bT
(M̂ ′, R̂)JT (R̂) = JV (Ĥ)
vaut
– JT (T̂ ) = 1 = JV (M̂
′) si Ĥ = M̂ ′ (cf. lemme 17.7.1) ;
– d
bH
bT
(M̂, L̂)JT (L̂) = JV (Ĥ) si L̂ ⊂ Ĥ (cf. lemme 17.6.2) ;
– 0 si L̂ 6⊂ Ĥ ( lemme 17.6.1).
En tout cas l’expression (17.8.2) est e´gale a` JV . Comme JT est (trivialement) stabilisante, JV est
stabilisante (cf. proposition 16.3.7). Le lemme 17.7.1 donne JV (M̂) = JV (M̂
′) =.
Supposons maintenant l’assertion 3 ve´rifie´e. Dans ce cas, le lemme 17.6.1 indique que JV (Ĥ) =
0 sauf si Ĥ = M̂ ou M̂ ′. On a JV (M̂) = JV (M̂
′) 6= 0 par le lemme 17.7.3. Donc JV est stabilisante.

18 Fibres de Springer affines tronque´es
18.1. Dans cette section, les notations sont celles utilise´es dans tout l’article. On ajoute les
pre´cisions suivantes. Soit F = k((ε)) et O = k[[ε]]. Soit val la valuation usuelle de F . Soit F0 =
Fq((ε)). On rappelle qu’on note τ l’automorphisme de Frobenius de k donne´ par l’e´le´vation a` la
puissance q. On note encore τ l’automorphisme de Frobenius de F de sorte qu’on a F τ = F0. Soit
F une cloˆture se´parable de F et I = Gal(F/F ). Soit F 0 la cloˆture alge´brique de F0 dans F . Soit
Γ = Gal(F 0/F0).
On suppose que le couple (G, T ) est de´fini sur Fq. Pour tout P ∈ P(M), on de´finit comme au
§11.6 une application
HP : G(F )→ X∗(M)
de´finie pour tout λ ∈ X∗(P ) par λ(HP (g)) = − val(λ(p)) ou` p ∈ P (F ) satisfait g ∈ pG(O) (par la
de´composition d’Iwasawa).
On rappelle que aT est muni d’un produit scalaire W
G-invariant et que tous ses sous-espaces
sont munis de la mesure euclidienne qui s’en de´duit (cf. §2.4). Soit
HGP : G(F )→ a
G
M
le compose´ de l’application HP avec la projection orthogonale aM → aGM . Les restrictions a` M(F )
de ces applications ne de´pendent pas du choix de P ∈ P(M) : on les note respectivement HM et
HGM .
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18.2. Grassmannienne affine tronque´e.— Soit XG la grassmannienne affine : c’est un ind-k-
sche´ma projectif dont l’ensemble des k-points est le quotient G(F )/G(O). Soit M ∈ L. Pour tout
P ∈ P(M), l’application HGP sur G(F ) induit une application H
G
P : X
G → aGM . Soit ξ ∈ a
G
M . On
de´finit la grassmannienne affine tronque´e
X
G,ξ
M
par la condition suivante : pour tout x ∈ XG, on a x ∈ XG,ξM si et seulement si ξ appartient a`
l’enveloppe convexe des projections sur aGM des points −H
G
P (x) pour P ∈ P(M).
Proposition 18.2.1. — La grassmannienne affine tronque´e XG,ξM est un sous-ind-sche´ma ouvert
de XG.
De´monstration. — On sait bien que l’enveloppe convexe des points −HGP (x) est l’intersection
des coˆnes −HGP (x) −
+aP , ou` +aP est la chambre de Weyl obtuse positive dans aM (c’est un
re´sultat d’Arthur, cf. [1]). Il suffit donc de montrer que la condition HGP (x) ∈ −ξ−
+aP de´finit un
ouvert de XG. Pour cela, on proce`de comme dans [11], de´monstration de la proposition 6.4. 
18.3. Fibre de Springer affine tronque´e. — Soit Y ∈ m(O) un e´le´ment semi-simple et
G-re´gulier. A` la suite de Kazhdan-Lusztig (cf. [19]), on introduit la fibre de Springer affine
XGY = {x ∈ X
G | Ad(x−1)Y ∈ g(O)}.
C’est un sous-ind-sche´ma ferme´ de XG. En fait, XGY est un k-sche´ma localement de type fini et de
dimension finie (cf. [19]). La fibre de Springer affine tronque´e XG,ξM,Y est l’ouvert de X
G
Y de´fini par
X
G,ξ
M,Y = X
G
Y ∩ X
G,ξ
M .
Soit J le centralisateur de Y dans G×kF . C’est un sous-F -tore maximal de G×kF . Le groupe J(F )
agit sur l’ensemble des k-points de XGY . Il ne respecte pas le tronque´ X
G,ξ
M,Y . Soit J
′ le sous-F -tore
de J de´fini par
X∗(J
′) = Ker(λ ∈ X∗(J) 7→ H
G
M (ε
λ)).
Le groupe J ′(F ) agit sur XGY et respecte le tronque´ X
G,ξ
M,Y . Soit
Λ = X∗(J
′)I
le groupe des cocaracte`res du sous-tore de´ploye´ maximal de J ′. Via le morphisme λ 7→ ελ, on
identifie le groupe discret Λ a` un sous-groupe de J ′(F ).
Proposition 18.3.1. — Le quotient Λ\XG,ξM (Y ) est une varie´te´ quasi-projective de´finie sur k.
De´monstration. — Cela se de´montre comme dans [19].

18.4. Une s-inte´grale orbitale ponde´re´e locale.—On continue avec les notations pre´ce´dentes
en supposant de´sormais qu’on a τ(Y ) = Y . Dans ce cas, J est muni d’une action de τ et on a une
suite exacte en cohomologie d’ensemble pointe´
(18.4.1) 1 −→ J(F )τ −→ G(F )τ −→ (J(F )\G(F ))τ −→ Ker(J(F )τ → G(F )τ ) −→ 1,
ou` comme au §11.1 l’indice τ de´signe l’ensemble des classes de τ -conjugaison. On munit les groupes
J(F )τ et G(F )τ des mesures de Haar qui donnent la mesure 1 respectivement au sous-groupe
compact maximal de J(F )τ et au sous-groupe G(O)τ de G(F )τ . D’apre`s Kottwitz ( ? ? ? ? ? ?), on
a une suite exacte canonique
(18.4.2) 0 −→ J(F )1 −→ J(F ) −→ X∗(J)I −→ 0
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qui induit au niveau des co-invariants sous τ un isomorphisme
(18.4.3) J(F )τ ≃ X∗(J)Γ.
En particulier, le groupe J(F )τ est discret. On le munit de la mesure de comptage. On en de´duit
une mesure invariante a` droite par G(F )τ sur le quotient (J(F )\G(F ))τ .
Soit
invY : (J(F )\G(F ))
τ → X∗(J)Γ
le compose´ de l’application cobord de (18.4.1) avec l’isomorphisme (18.4.3) de Kottwitz.
De´finition 18.4.1. — Pour Y et M comme ci-dessus et s ∈ JˆΓ, la s-inte´grale orbitale ponde´re´e
JG,sM (Y ) est de´finie par
(18.4.4) JG,sM (Y ) = |D
G(Y )|
1/2
F
∫
(J(F )\G(F ))τ
〈s, invY (g)〉1g(O)(Ad
−1(Y )) vGM (g) dg
ou`
– la valeur absolue est | · |F = q− val(·) ;
– l’accouplement est celui entre JˆΓ et X∗(J)Γ ;
– 1g(O) est la fonction caracte´ristique de g(O) ;
– le poids d’Arthur vGM (g) est le volume dans a
G
M de l’enveloppe convexe des points −H
G
P (g)
pour P ∈ P(M).
18.5. Interpre´tation ge´ome´trique des inte´grales orbitales ponde´re´es. — Puisque Y est
τ -stable, le quotient Λ\XG,ξM,Y est de´fini sur Fq. Soit η ∈ HomZ(Λ,Q
×
) un caracte`re d’ordre fini. On
suppose que ce caracte`re est fixe par τ ou, ce qui revient au meˆme, fixe par Γ. Par le choix d’un
plongement de Q dans Qℓ, on interpre`te η comme un caracte`re ℓ-adique continu de Λ⋊Gal(k/Fq)
trivial sur le second facteur. On en de´duit un syste`me local Lη sur Λ\X
G,ξ
M,Y de´fini sur Fq qui
devient trivial lorsqu’on le tire par le reveˆtement XG,ξM,Y → Λ\X
G,ξ
M,Y . L’action de J
′(F ) sur XG,ξM,Y
commute a` celle de Λ. On en de´duit une action de J ′(F ) sur la cohomologie H•(XG,ξM,Y ,Lη). Par
un lemme d’homotopie, celle-ci se factorise par son groupe de composantes connexes. Ce dernier
s’identifie au groupe X∗(J
′)I par la suite (18.4.2) applique´ au F -tore J
′. Or le sous-groupe discret
Λ de J ′(F ) agit par le caracte`re η−1 sur la cohomologie H•(XG,ξM,Y ,Lη). Comme l’image de Λ dans
X∗(J
′)I est d’indice fini, on en de´duit la de´composition suivante
(18.5.1) H•(XG,ξM,Y ,Lη) =
⊕
s′
H•(XG,ξM,Y ,Lη)s′
ou` la somme est prise sur l’ensemble fini des s′ ∈ (Jˆ ′)I = Hom(X∗(J ′)I ,C×) qui induisent le
caracte`re η−1 sur Λ et ou` H•(XG,ξM,Y ,Lη)s′ de´signe le facteur direct de H
•(XG,ξM,Y ,Lη) sur lequel
J ′(F ) agit via le caracte`re s′ de X∗(J
′)I . Soit p
G
M la projection orthogonale de aM sur a
G
M . Le
re´seau HGM (J(F )
τ ) est d’indice fini dans pGM (X∗(M)). Soit µ1, . . . , µn un syste`me de repre´sentants
du quotient. Soit
ψ : Λτ → X∗(J
′)Γ ≃ J
′(F )τ
et
ϕ : X∗(J
′)Γ ≃ J
′(F )τ → X∗(J)Γ ≃ J(F )τ
les applications canoniques, les isomorphismes e´tant ceux donne´s par (18.4.3). On notera que les
noyaux ainsi que le conoyau de ψ sont finis. Soit
J(F )0 = J(F ) ∩Ker(HGM ).
Le quotient J(F )0,τ\J(F )τ est discret et il est muni de la mesure de comptage. On en de´duire une
mesure de Haar sur J(F )0,τ .
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The´ore`me 18.5.1. — Soit s ∈ JˆΓ un e´le´ment d’ordre fini. Soit s′ ∈ (Jˆ ′)Γ l’image de s par le
morphisme canonique JˆΓ → (Jˆ ′)Γ. Soit η ∈ HomZ(Λ,Q
×
) le caracte`re induit par l’inverse de s′.
Pour tout ξ en position ge´ne´rale, on a l’e´galite´
JG,sM (Y ) = c
G
M (Y )
n∑
i=1
trace(τ−1, H•(XG,ξ+µiM,Y ,Lη)s′)
ou`
cGM (Y ) =
|Ker(ψ)|
|Coker(ψ)|
· |Ker(ϕ)| ·
vol(Λτ\J(F )0,τ )
vol
(
aGM/p
G
M (X∗(M))
) · |DG(Y )|1/2F .
18.6. De´monstration du the´ore`me 18.5.1. — On continue avec les notations pre´ce´dentes.
Pour g ∈ G(F ), soit 1M,g la fonction sur aGM caracte´ristique de l’enveloppe convexe des points
−HP (g), P ∈ P(M). Pour tout ξ ∈ aGM , soit
wG,ξM (g) = |{µ ∈ p
G
M (X∗(M)) | 1M,g(ξ + µ) = 1}|.
Le poids wG,ξM est invariant a` droite par M(F ) donc par J(F ). On de´finit alors l’inte´grale orbitale
ponde´re´e JG,ξ,sM par la formule (18.4.4) dans laquelle on remplace le poids v
G
M par w
G,ξ
M .
Proposition 18.6.1. — Sous les hypothe`ses du the´ore`me 18.5.1, pour tout ξ ∈ aGM , on a
JG,ξ,sM (Y ) = c
G
M (Y ) · vol
(
aGM/p
G
M (X∗(M))
)
·
n∑
i=1
trace(τ−1, H•(XG,ξ+µiM,Y ,Lη)s′ ).
De´monstration. — Cette proposition ge´ne´ralise au cas tronque´ le the´ore`me 15.8 de l’article [14]
de Goresky-Kottwitz-MacPherson. Notre de´monstration s’inspire de la leur. Soit j ∈ J ′(F ). On
confond dans les notations j et son image dans J ′(F )τ . Soit ξ ∈ aGM . La formule des traces de
Grothendieck-Lefschetz donne l’e´galite´
〈s′, j〉 trace((jτ)−1, H•(XG,ξM,Y ,Lη)) =
∑
x∈(Λ\XG,ξM,Y )
jτ
〈s′, ψ(λx)j〉
ou` λx est la classe dans Λτ d’un e´le´ment λ ∈ Λ qui ve´rifie λjτ(x) = x et ou` l’accouplement
est l’accouplement canonique entre . L’expression ci-dessus ne de´pend que l’image de j dans le
conoyau Coker(ψ) de ψ. On a donc∑
j∈Coker(ψ)
〈s′, j〉 trace((jτ)−1, H•(XG,ξM,Y ,Lη)) = |Ker(ψ)|
∑
j∈J′(F )τ
〈s′, j〉|Λτ\(XG,ξM,Y )
jτ |.
Par la de´composition (18.5.1), le membre de gauche dans l’expression ci-dessus vaut
(18.6.1) |Coker(ψ)| trace(τ−1, H•(XG,ξM,Y ,Lη)s′).
A` l’aide du the´ore`me de l’isoge´nie de Lang, on voit qu’on a
∑
j∈J′(F )τ
〈s′, j〉|Λτ\(XG,ξM,Y )
jτ | =
∑
j∈J′(F )τ
〈s′, j〉
∫
Λτ\G(F )jτ
1g(O)(Ad(g
−1)Y )1M,g(ξ) dg
= vol(Λτ\J(F )0,τ )
∑
j∈J′(F )τ
〈s′, j〉
∫
J(F )τ\G(F )jτ
1g(O)(Ad(g
−1)Y )wξJ (g) dg
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ou`
wξJ(g) =
∑
h∈J(F )0,τ\J(F )τ
1M,g(ξ)
est le nombre de points du re´seau ξ+HGM (J(F )
τ ) dans l’enveloppe convexe des−HP (g), P ∈ P(M).
On a donc
n∑
i=1
wξ+µiJ (g) = w
G,ξ
M (g).
Par conse´quent lorsqu’on somme sur ξ + µ1, . . . , ξ + µn l’expression (18.6.1), on trouve
(18.6.2) |Ker(ψ)| vol(Λτ\J(F )0,τ )
∑
j∈J′(F )τ
〈s′, j〉
∫
J(F )τ\G(F )jτ
1g(O)(Ad(g
−1)Y )wG,ξM (g) dg.
On a 〈s′, j〉 = 〈s, ϕ(j)〉 et J(F )τ\G(F )jτ s’identifie a` l’ensemble des g ∈ (J(F )\G(F ))τ tels que
invY (g) = ϕ(j). En fait, il re´sulte du lemme 11.4.4 que l’application invY est a` valeurs dans l’image
de ϕ. L’expression (18.6.2) est donc e´gale a`
|Ker(ψ)| · |Ker(ϕ)| · vol(Λτ\J(F )0,τ )|DG(Y )|−1/2JG,ξ,sM (Y ).
La proposition s’en de´duit. 
Proposition 18.6.2. — Avec les notations du the´ore`me 18.5.1, pour tout ξ en position ge´ne´rale,
on a
JG,ξ,sM (Y ) = vol
(
aGM/p
G
M(X∗(M))
)
JG,sM (Y ).
De´monstration. — Elle est identique a` la de´monstration du the´ore`me 11.14.2 de [10]. 
18.7. Constance locale des fibres de Springer affines tronque´es. — Soit M ∈ L et
a ∈ carM (O) un e´le´ment ge´ne´riquement G-re´gulier. On fixe une section de Kostant dans m note´e
εM . On pose Xa = ε
M (a). On note Ja le centralisateur de Xa dans M ×k O : c’est un O-sche´ma
en groupes lisse. Soit ξ ∈ aGM . On pose
X
G,ξ
M (a) = X
G,ξ
M,Xa
.
Le but de ce paragraphe est de de´montrer la proposition suivante qui ge´ne´ralise au cas tronque´ la
proposition 3.5.1 de [24].
Proposition 18.7.1. — Soit a ∈ carM (O) ∩ car
reg
M (F ). Il existe un entier n tel que pour tout
a′ ∈ carM (O) tel que
a′ = a mod εn
il existe h ∈M(O) tel que
1. Ad(h) induit un isomorphisme de sche´ma en groupes de Ja sur Ja′ ;
2. la translation a` gauche par h induit un isomorphisme de XG,ξM (a) sur X
G,ξ
M (a
′).
De plus, si a et a′ sont fixes par une puissance de τ , on peut supposer de plus que h est aussi fixe
par la meˆme puissance de τ .
De´monstration. — Soit r et n0 des entiers pour lesquels les conclusions du lemme 18.7.3 valent
pour l’e´le´ment Xa et le groupe M . Soit v = val(det(ad(Xa)|n) : c’est un entier. Soit ζ : n→ N un
isomorphisme de varie´te´s affines et i un entier qui satisfont les conclusions du lemme 18.7.2. Soit
c > 0 un entier tel que
(18.7.1) ∀Y ∈ εcm(O) et ∀n ∈ ζ(ε−ivO) on a Ad(n−1)Y − Y ∈ n(O).
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Soit c1 > max(1, n0, c + r). On suppose de plus que c1 est assez grand pour que pour tout
a′ ∈ carM (O) congru a` a modulo εc1 on ait a′ ∈ carreg(F ) et val(det(ad(Xa)|n) = v. D’apre`s le
lemme d’approximation 18.7.3, pour tout a′ ∈ carM (O) tel que a′ = a mod εc1 , il existe h ∈M(O)
tel que
(18.7.2) h = 1 mod εc
et
(18.7.3) [Ad(h)Xa, Xa′ ] = 0.
La conjugaison par h induit un morphisme de Ja sur le centralisateur IAd(h)Xa de Ad(h)Xa
qui n’est autre que Ja′ puisque Xa et Xa′ sont ge´ne´riquement semi-simples re´guliers. D’apre`s la
proposition 3.2.1, ce morphisme se prolonge. En raisonnant avec le morphisme inverse Ad(h−1),
on voit que Ad(h) induit un isomorphisme de Ja sur Ja′ . Soit gG(O) ∈ X
G,ξ
M (a). Montrons que
hgG(O) ∈ XG,ξM (a). Remarquons tout de suite qu’on a HM (h) = 0 puisque h = 1 mod ε. En
particulier, la translation par h respecte la troncature. Il suffit donc de prouver qu’on a
Ad(hg)−1Xa′ ∈ g(O).
Soit P ∈ P(M). Par la de´composition d’Iwasawa, on peut bien supposer qu’on a g = mn avec
m ∈M(F ) et n ∈ N(F ). Puisque gG(O) ∈ XG,ξM (a), on a Ad(mn)
−1Xa ∈ g(O). On e´crit
Ad(mn)−1Xa = [Ad(n
−1)(Ad(m)−1Xa)−Ad(m)
−1Xa] + Ad(m
−1)Xa
ou` le crochet appartient a` n(F ) et ou` Ad(m−1)Xa ∈ m(F ). On a donc les deux conditions
(18.7.4) Ad(m−1)Xa ∈ m(O)
et
(18.7.5) Ad(n−1)(Ad(m)−1Xa)−Ad(m)
−1Xa ∈ n(O).
Soit Y = Ad(m−1)Xa. La condition (18.7.4) entraˆıne que Y ∈ m(O). Soit IY le centralisateur de
Y dans M . L’automorphisme inte´rieur Ad(m−1) induit un isomorphisme en fibre ge´ne´rique de Ja
sur IY . Par la proposition 3.2.1, on sait que cet isomorphisme se prolonge en un morphisme de
sche´mas en groupes sur O de Ja dans IY . En particulier, on a
(18.7.6) Ad(m−1)(Lie(Ja)(O)) ⊂ IY (O) ⊂ m(O).
Comme Ad(h−1)(Xa′) commute a` Xa, on a Ad(h
−1)(Xa′) ∈ Lie(Ja)(O). Vu (18.7.6), on obtient
(18.7.7) Ad(m−1)(Ad(h−1)(Xa′)) ∈ m(O).
Les conditions (18.7.2) et (18.7.3) entraˆınent qu’on a Xa − Ad(h−1)Xa′ ∈ εc Lie(Ja)(O). Par
(18.7.6), on a
(18.7.8) Ad(m−1)(Xa −Ad(h
−1)Xa′) ∈ ε
cm(O)
D’apre`s le lemme 18.7.2, les conditions (18.7.4) et (18.7.5) et le fait que v = val(det(ad(Xa)n))
entraˆınent que n ∈ ζ(ε−ivn(O)). Par (18.7.8) et (18.7.1), on a
(18.7.9) Ad(n−1)(Ad(m−1)(Xa −Ad(h
−1)Xa′))−Ad(m
−1)(Xa −Ad(h
−1)Xa′) ∈ n(O).
Donc la condition (18.7.5) entraˆıne l’assertion
(18.7.10) Ad(n−1)(Ad(m−1)(Ad(h−1)Xa′))−Ad(m
−1)(Ad(h−1)Xa′) ∈ n(O)
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qui, combine´e avec (18.7.7), donne
Ad(hmn)−1(Xa′) ∈ g(O)
ce qu’on cherchait a` de´montrer. Le meˆme raisonnement montre l’implication re´ciproque. La pro-
position s’en de´duit, la dernie`re assertion re´sultant de la dernie`re assertion de 18.7.3.

Les deux lemme suivants ont e´te´ utilise´s dans la de´monstration de la proposition 18.7.1.
Lemme 18.7.2. — Soit M ∈ L et P ∈ P(M). Il existe un isomorphisme de varie´te´s affines
ζ : n → N , un morphisme φ : n × m → n et un entier i de sorte que pour tout Y ∈ m tel que
det(ad(Y )|n) 6= 0 le morphisme N → n induit par
n 7→ Ad(n−1)Y − Y
est un isomorphisme d’inverse U ∈ n 7→ ζ((det(ad(Y )|n))
−iφ(U, Y )).
De´monstration. — Cet e´nonce´ est probablement bien connu mais faute de re´fe´rence on esquisse
une de´monstration. Soit B ⊂ P un sous-groupe de Borel qui contient T . Soit ∆B l’ensemble des
racines simples de T dans B et ∆M ⊂ ∆B le sous-ensemble des racines hors M . La restriction des
racines dans ∆M a` la composante neutre note´e AM du centre de M est injective. On identifie les
e´le´ments de ∆M a` leur restriction a` AM . Soit Φ
N l’ensemble des racines de T dans N . La restriction
d’une racine dans ΦN a` AM est une combinaison line´aire a` coefficients entiers positifs non tous
nuls d’e´le´ments de ∆M . Pour tout entier l, soit Φ
N
l le sous-ensemble des racines dont la somme des
coefficients sur ∆M est e´gale a` l. Pour l assez grand l’ensemble Φ
N
l est vide. Pour tout α ∈ Φ
N , on
fixe un sous-groupe a` 1 parame`tre additif ζα : Ga → N de sorte que tζα(u)t−1 = ζα(α(t)u) pour
t ∈ T et u ∈ Ga.
Pour tout α ∈ ΦN , soit nα ⊂ n le sous-espace de poids α. Posons pour tout entier l
nl =
⊕
α∈ΦNl
nα
et
nl =
⊕
i>l
ni.
Par le choix d’une base, on identifie nl a` G
ΦNl
a . Le morphisme ζl =
∏
α∈ΦNl
ζα (le produit est le
produit dans N selon un ordre fixe´ une fois pour toutes) envoie nl sur une sous-varie´te´ note´e Nl de
N . Soit N l = Nl+1 ·Nl+2 · . . . (le · de´signe le produit dans N). On a alors les proprie´te´s suivantes
pour tout l > 0
1. nl est stable par l’action adjointe de M ;
2. [n, nl] ⊂ nl ;
3. N l est un sous-groupe de N stable par conjugaison par M et [N,Nl] ⊂ N l ;
4. le quotient N l/N l+1 est commutatif et le morphisme ζl+1 induit un isomorphisme de groupe
de nl+1 sur N
l/N l+1. On peut de plus supposer que la diffe´rentielle de ce morphisme est le
morphisme canonique nl+1 → nl/nl+1.
Soit l > 0, n ∈ N l et y ∈ M . On a donc n−1yny−1 ∈ N l. Il existe U ∈ nl+1 tel que n ∈
ζl+1(U)N
l+1. En utilisant les proprie´te´s ci-dessus, on voit qu’il existe un morphisme ψ : nl+1×M →
nl+1 tel que n
−1yny−1 ∈ ζl+1(ψ(U, y))N l+1. On remarquera que le morphisme ψ est line´aire en la
premie`re variable. En prenant une diffe´rentielle, on obtient la relation suivante pour tout Y ∈ m
(18.7.11) Ad(n−1)Y − Y = ψ′(U, Y ) mod (nl+1)
pour une certaine application biline´aire ψ′. En diffe´rentiant encore, on trouve
(18.7.12) ψ′(U, Y ) = [Y, U ] mod (nl+1).
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Cela dit, nous sommes en mesure de de´montrer le lemme. Comme le morphisme n 7→ Ad(n−1)Y−
Y envoie N l dans nl, on peut raffiner l’e´nonce´ pour les sous-groupes N l. Par re´currence, on sup-
pose l’e´nonce´ raffine´ vrai pour N1. Il s’agit alors de le de´montrer pour N0 = N . Partons de V ∈ n.
Soit V1 le projete´ de V sur n1 suivant n = n1 ⊕ n1. Soit n = ζ1(U) avec U ∈ n1. De (18.7.11) et
(18.7.12), on de´duit
Ad(n−1)Y − Y = [Y, U ] mod (n1).
Supposons de plus que det(ad(Y )|n) 6= 0. Il existe alors un unique U ∈ n1 tel que [Y, U ] = V1.
De plus U est un polynoˆme φ1 en V1 et Y multiplie´ par l’inverse de det(ad(Y )|n1) 6= 0. Pour un
tel U , on a donc
Ad(n−1)Y − Y − V ∈ n1.
En appliquant l’hypothe`se de re´currence, un e´le´ment de n1 est de la forme −(Ad(n
−1
1 )Y −Y ) avec
n1 ∈ N1 qui est donne´ par un certain morphisme du type de´crit dans l’e´nonce´. On a alors
Ad((nn1)
−1)Y − Y − V = Ad(n−11 )(Ad(n
−1)Y − Y ) + Ad(n−1)Y − Y − V
= Ad(n−1)Y − Y +Ad(n−1)Y − Y − V mod (n2)
= 0 mod (n2).
On obtient le lemme par re´currence. 
Lemme 18.7.3. — Soit X ∈ g(O) un e´le´ment ge´ne´riquement semi-simple re´gulier. Alors il existe
des entiers r et n0 tels que pour tout n > n0 et tout Y ∈ g(O) tel que
Y = X mod εn
il existe g ∈ G(O) tel que
1. g = 1 mod εn−r ;
2. [Ad(g)X,Y ] = 0.
Si, de plus, X et Y sont fixes par une puissance τ , alors on peut exiger de g d’eˆtre fixe par la
meˆme puissance de τ .
De´monstration. — Soit Y ∈ g(O). Le foncteur qui a` toute O-alge`bre A associe l’ensemble
{g ∈ G(A) | [Ad(g)X,Y ]}
est repre´sentable par un sche´ma sur O. Supposons Y = X mod εn pour n assez grand. La fibre
ge´ne´rique de ce O-sche´ma est lisse, en particulier si Y = X . Il n’en est pas de meˆme en ge´ne´ral de
sa fibre spe´ciale. La section unite´ fournit un point dans O/εnO. Par une variante du lemme 1 de
[13], en utilisant des approximations successives, on peut relever cette section en un O-point qui
ve´rifie les conditions voulues. 
19 Fin de la de´monstration du lemme fondamental ponde´re´
19.1. Soit K1 = Fq((ε)) et K = k((ε). Soit O1 = Fq[[ε]]. Soit (G, T ) un couple forme´ d’un groupe
re´ductif connexe de´fini sur Fq et d’un sous-tore T maximal et de´ploye´ sur Fq. Soit M ∈ LG(T ).
Soit s ∈ T̂ et M̂ ′ = M̂s. On suppose qu’on a M̂ 6= M̂ ′ et Z0cM = Z
0
cM ′
. Soit M ′ le groupe de´ploye´
sur Fq dual de M̂
′. Alors M ′ est un groupe endoscopique elliptique «non ramifie´» de M . Pour
tout Y ∈ m′(K1) et X ∈ m(K1) semi-simples et G-re´guliers, Langlands et Shelstad (cf. [22]) ont
de´fini un facteur de transfert ∆M ′,M (Y,X) ; plus exactement, il s’agit ici d’une variante de leur
de´finition adapte´e aux alge`bres de Lie et «prive´e du facteur ∆IV», que Waldspurger introduit dans
[26]. Pour tout Y ∈ m′(K1) semi-simple et G-re´gulier, soit
JGM ′,M (Y ) =
∑
X
∆M ′,M (Y,X)|D
G(X)|1/2
∫
JX(K1)\G(K1)
1g(O1)(Ad(g
−1)X)vGM (g)dg.
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ou` la somme porte sur l’ensemble des e´le´ments semi-simples G-re´guliers de m(K1) pris modulo
M(K1)-conjugaison. Le poids v
G
M est le poids d’Arthur conside´re´ pre´ce´demment. Les conventions
sur les mesures de Haar sont aussi celles conside´re´es pre´ce´demment. Notons que ∆M ′ (Y,X) est
nul sauf sur un sous-ensemble fini de l’ensemble de sommation.
The´ore`me 19.1.1. — (Lemme fondamental ponde´re´ pour les alge`bres de Lie sur les corps locaux
de caracte´ristiques e´gales)
On reprend les notations et les hypothe`ses ci-dessus. Soit Y ∈ m′(K1) semi-simple et G-
re´gulier. L’application J : EGM,ell(s) ∪ Ĝ→ C de´finie par
J(Ĝ) = JGM ′,M (Y )
et pour tout Ĥ ∈ EGM,ell(s) par
J(Ĥ) = JHM ′,M ′(Y )
est stabilisante.
De´monstration. — Elle est tout-a`-fait analogue a` la de´monstration par Ngoˆ du lemme fon-
damental ordinaire (cf. [24] §8.6). Soit Y ∈ m′(K1) semi-simple et G-re´gulier. On suppose que
χM ′(Y ) ∈ carM ′(O1) sans quoi le the´ore`me est trivialement vrai (J est alors identiquement nulle).
Les valeurs de J ne de´pendent que de χM ′ (Y ) ∈ carM ′(O1). Soit n > 1 un entier, Kn = Fqn((ε))
et On = Fqn [[ε]]. Pour tout entier n > 1 et tout b ∈ carM ′(On), on de´finit Jn,b comme l’application
J de´finie comme ci-dessus mais associe´e au corps Kn et a` un rele`vement arbitraire Yn ∈ m′(Kn)
de b (c’est-a`-dire χM ′(Yn) = b).
Soit b ∈ carM ′(O1). Il re´sulte du the´ore`me 18.5.1 qu’il existe des familles presque nulles de
complexes (ci)i∈N et (λi)i∈N qui de´pendent de b et Ĝ telles que pour tout entier n ∈ N on ait
Jn,b(Ĝ) =
∑
i∈N
ciλ
n
i .
Il en est de meˆme pour tout Ĥ ∈ EGM,ell(s). Par conse´quent, on de´duit d’un argument standard
(utilisation d’un de´terminant de Van der Monde), que l’application J1,b est stabilisante (ce qui
est notre but) de`s qu’il existe un entier m tel que pour tout entier n > m, l’application Jn,b est
stabilisante.
Soit N un entier tel que pour tout n > 1 et tout b′ ∈ carM ′(On) qui ve´rifie
(19.1.1) b′ ≡ b mod εN ,
les fibres de Springer affines XG,ξM (b) et X
G,ξ
M (b
′) d’une part et XH,ξM ′ (b) et X
H,ξ
M ′ (b
′) pour tout
Ĥ ∈ EGM,ell(s) d’autre part ve´rifient les conclusions de la proposition 18.7.1. On suppose e´galement
que, sous la condition (19.1.1), on a
(19.1.2) DG(b′) ∈ DG(b)O×n .
D’apre`s la proposition 18.7.1, un tel N existe. Pour tout b′ qui ve´rifie (19.1.1), la proposition 18.7.1
et le the´ore`me 18.5.1 impliquent que pour tout n > 1, on a
(19.1.3) Jn,b′ = Jn,b.
On fixe une courbe projective C0 sur Fq ge´ome´trique connexe et deux points distincts v et ∞
dans C0(Fq). Soit g son genre. On fixe un isomorphisme entre K1 et le comple´te´ F0,v du corps des
fonctions de C0 au point v. Ainsi b s’identifie a` un e´le´ment de carM ′ (O0,v) ou` O0,v est l’anneau
des entiers de F0,v. Soit D un diviseur de C0 dont le support ne contient ni∞ ni v et dont le degre´
ve´rifie les ine´galite´s suivantes
(19.1.4) valv(D
G(b)) 6 2|WG|−1(deg(D)− 2g + 2)
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et
(19.1.5) N rang(G) + 2g < deg(D).
Cette dernie`re ine´galite´ implique que l’application de restriction
(19.1.6) H0(C0, carM ′,D)→ carM ′ (O0,v/̟
N
v )
est surjective. Le sous-sche´ma ferme´ AM ′(b,N) de AM ′ des (ha, t) tels que ha ait meˆme image que
b par l’application (19.1.6) est de codimension N rang(G) dans AM ′ .
Soit AM ′(b,N)0 l’ouvert de AM ′(b,N) forme´ des a = (ha, t) tels que, pour tout point c 6= v de
C0, si ha(c) appartient a` R
G
M ′ ∪D
M ′ , ce point est lisse et l’intersection de ha(C) avec R
G
M ′ ∪D
M ′
y est transverse. Par une variante d’un the´ore`me de Bertini (cf. [24] §8.6.6), AM ′ (b,N)0 est non
vide. Comme la codimension de AM ′ − AellM ′ dans AM ′ est > deg(D) et que la codimension de
AM ′(b,N)
0 dans AM ′ est N rang(G) < deg(D) (cf. (19.1.5)), on a AM ′(b,N)
0 ∩ AellM ′ 6= ∅. Cette
intersection est meˆme de dimension > 0. D’apre`s le the´ore`me de Deligne, il existe un entier m
tel que pour tout n > m, il existe aM ∈ AM ′ (k)τ
n
qui appartient a` cette intersection. Or un
tel point ve´rifie les hypothe`ses du the´ore`me 9.1.3 : l’image de aM dans AG appartient donc a`
l’ouvert AbonG . Le the´ore`me 17.3.1 implique alors que l’application Jn,b′ , ou` b
′ est l’image de aM
dans carM ′(On), est stabilisante. Or Jn,b′ = Jn,b par l’e´galite´ (19.1.3). L’application Jn,b est donc
stabilisante pour tout n > m. Comme on l’a explique´ en de´but de de´monstration cela entraˆıne que
Jb,1 est stabilisante ce qu’il fallait de´montrer. 
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