We study contour trees of terrains, which encode the topological changes of the level set of the height value as we raise from −∞ to +∞ on the terrains, in the presence of uncertainty in data. We assume that the terrain is represented by a piecewise-linear height function over a planar triangulation M, by specifying the height of each vertex. We study the case when M is fixed and the uncertainty lies in the height of each vertex in the triangulation, which is described by a probability distribution. We present efficient sampling-based Monte Carlo methods for estimating, with high probability, (i) the probability that two points lie on the same edge of the contour tree, within additive error; (ii) the expected distance of two points p, q and the probability that the distance of p, q is at least on the contour tree, within additive error, where the distance of p, q on a contour tree is defined to be the difference between the maximum height and the minimum height on the unique path from p to q on the contour tree. The main technical contribution of the paper is to prove that a small number of samples are sufficient to estimate these quantities. We present two applications of these algorithms, and also some experimental results to demonstrate the effectiveness of our approach.
INTRODUCTION
Let M be a triangulation of R 2 , and let h : M → R be a continuous function, called a height function, that is linear Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. within each triangle of M. The graph of h, called a terrain and denoted by Σ, is a triangulated xy-monotone surface in R 3 . There is extensive work on modeling and analyzing terrain data in several disciplines including GIS, spatial data bases, computational geometry, and environmental sciences.
Given a height value , the level set of h is the set of all points in M whose height values are . As varies, the level set continuously deforms and its topology changes at certain heights. Level sets and their topology are often used for the analysis and visualization of terrains. The contour tree of a height function encodes the evolution of the level sets and succinctly represents the topology of all level sets, and it has found applications in a wide array of data analysis and visualization problems [4, 7, 10, 12, 20] .
Most of the work in terrain analysis in GIS and computational geometry assumes that the height function is given exactly and there is no uncertainty in data. But there are several sources of uncertainty in modern terrain data, such as LiDAR data, with measurement errors and missing data being the most obvious ones. There are also other sources of uncertainty. For example, the raw LiDAR data contains points returned from various anthropogenic objects such as buildings, bridges, vehicles, and trees. Therefore classification algorithms are used to filter and classify such points before constructing a digital elevation model (DEM) for the terrain. These algorithms are not completely accurate and often attach a probability of a point being a ground point or return multiple possible heights of a point each attached with a confidence level. See for example [11] and the references therein. Another source of uncertainty in terrain data is anonymization of data because of privacy concerns. Motivated by these applications, we study contour trees for terrains under data uncertainty. We focus on the case when M is fixed but the height function is described as a probability distribution H. That is, instead of a single surface we have a spatial process. We refer to (M, H) as an uncertain terrain.
A natural question to ask in the context of uncertain terrains is: what is a contour tree of an uncertain terrain? There can be exponential number of contour tree instances, one for each instance of the height function in H, each of which appears with a low probability, so computing the most-likely contour tree will be neither useful nor efficient. We therefore focus on computing certain basic statistics on contour trees, which are motivated by applications of contour trees. In particular, we study the following two questions:
(Q1) Given two points p, q ∈ R 2 , what is the probability of p and q lying on the same edge of the contour tree?
(Q2) What is the expected distance of two points p, q ∈ R 2 on the contour tree, where the distance of p, q on a contour tree is defined to be the difference between the maximum height and the minimum height on the unique path from p to q on the contour tree, as defined in [6] ? Alternatively, given a value , what is the probability of the distance between p and q exceeding ? This definition of distance has been used for navigation on terrains as well as for measuring similarity between two terrains [6, 8] .
Our contributions.
We present near-linear size data structures for answering (Q1) and (Q2) queries efficiently. These data structures follow a simple Monte-Carlo approach: fix a parameter s, choose s random height functions from H, and preprocess each of them to answer deterministic counterparts of queries (Q1) and (Q2) (determine whether p and q lie on the same edge of the contour tree, or compute the distance between p and q). Given a pair of query points p, q ∈ R 2 , we query all s data structures with p, q and estimate for (Q1) or (Q2) based on these results. The total size, query time, and preprocessing time of these data structures are O(sn), O(s log n), and O(sn log n + st(n)), respectively, where t(n) is the time needed to draw a random height function from H.
The main technical challenge is to bound the value of s to ensure a desired level of accuracy. Since the number of different contour trees can be exponential in n, a standard analysis based on chernoff bounds suggests that one has to set s = Ω(n) [22] . Using sophisticated techniques from combinatorial geometry and probabilistic methods, we show that only O( 1 ε 2 log n δ ) samples are needed to ensure that the answer is correct within error ε for all queries with probability at least 1 − δ. We first prove this bound in Section 3 for the (Q1) query, and then prove in Section 4 for the (Q2) query.
Next, we show (in Section 5) that answering the above queries can be used for computing topological persistence and hydrology analysis in the presence of uncertainty. Finally, we present experimental results (in Section 6) to demonstrate the efficacy of our approach.
Related work. Efficient algorithms have been devised for computing contour trees of terrains both in the RAM model [10, 23] and in the I/O model [2] , and for maintaining contour trees of dynamic terrains [1] , where terrains are represented as triangulated irregular networks (TINs). The contour-tree problem under uncertainty has received some attention recently, see e.g. [17, 19, 21] . Kraus [19] studied the visualization of uncertain contour trees, where he showed how to determine (by using grayscale morphology) and visually convey the uncertainty of the elements of a contour tree, and how to combine multiple contour trees of different versions of a data set in one visualization. Mihai and Westermann [21] studied the visualization of the stability of critical points in uncertain scalar fields, where they derived measures for the likelihood of a critical point occurring around a given location. Günther et al. [17] studied mandatory critical points of 2D uncertain scalar fields, where a mandatory critical point is represented by a critical component as well a critical interval such that any realization of the field has at least one critical point of a given type present in the critical component and taking a value in the Figure 2 . Maximum, minimum, saddle, and regular vertices; hollow (resp. filled) vertices in the link are lower (resp. higher).
critical interval. The mandatory critical points can be interpreted as the common topological denominator of all the realizations of the uncertain data.
There is extensive work in spatial statistics on estimating on inferring various statistical properties of a terrain under uncertainty; see the book [5] for details. However this line of work does not focus on developing efficient algorithms. In the context of algorithms for uncertain terrains, there is some recent work on path planning [15, 16] . Gray and Evans [16] showed that finding the optimistic shortest path on uncertain terrains is NP-hard, where the height of each vertex is uniformly distributed in an interval and the optimistic path is the shortest path among all realizations of the terrain. Later, Gary [15] extended the hardness result to the pessimistic-shortest-path problem, i.e., computing the longest optimal path among all terrain instances of the uncertain terrain.
PRELIMINARIES
Terrains. Let M = (V, E, F ) be a triangulation of R 2 , with vertex, edge, and face (triangle) sets V , E, and F , respectively, and let n = |V |. We assume that V contains a vertex v∞ at infinity, and that each edge {u, v∞} is a ray emanating from u; the triangles in M incident to v∞ are unbounded. Let h : M → R be a height function. We assume that the restriction of h to each triangle of M is a linear map, that h approaches −∞ at v∞, and that the heights of all vertices are distinct. Given M and h, the graph of h, called a terrain and denoted by Σ h , is an xy-monotone triangulated surface whose triangulation is induced by M. See Fig. 1 . If h is clear from the context, we denote Σ h by Σ. The vertices, edges, and faces of Σ are in one-to-one correspondence with those of M. With a slight abuse of terminology we refer to V , E, and F , as vertices, edges, and triangles of both Σ and M.
Critical points. For a vertex v of M, the link of v, denoted by Lk(v), is the cycle formed by the edges of M that are not incident on v but belong to the triangles incident to v. The lower (resp. upper) link of v, Lk − (v) (resp. Lk + (v)), is the subgraph of Lk(v) induced by vertices u with h(u) < h(v) (resp. h(u) > h(v)). A minimum (resp. maximum) of M is a vertex v for which Lk − (v) (resp. Lk Level sets and contours. Given any value ∈ R, the -level set, the -sublevel set, and the -superlevel set of M, denoted as M , M < , M > , respectively, consist of points 
Contour trees.
Consider raising from −∞ to ∞. The contours continuously deform, but no changes happen to the topology of the level set as long as varies between two consecutive critical levels. A new contour appears as a single point at a minimum vertex, and an existing contour contracts into a single point and disappears at a maximum vertex. An existing contour splits into two new contours or two contours merge into one contour at a saddle vertex. The contour tree T h of h is a tree on the critical vertices of M that encodes these topological changes of the level set. An edge (v, w) of T h represents the contour that appears at v and disappears at w.
Formally, T h is the quotient space in which each contour is represented by a point and connectivity is defined in terms of the quotient topology. Let ρ : M → T h be the associated quotient map, which maps all points of a contour to a single point on an edge of T h . Fix a point p in M. If p is not a critical vertex, ρ(p) lies in the relative interior of an edge in T h ; if p is an extremal vertex, ρ(p) is a leaf node of T h ; and if p is a saddle vertex then ρ(p) is a non-leaf node of T h . See Fig. 1 . We will use h to denote the height function on the points of T h as well.
The preimages of points on an edge (u, v) of the contour tree is a connected planar region bounded by the contours of u and v. These regions induce a planar subdivision (also defined in [8] ), which we call the height-level map of Σ, and denote by M h . See Fig. 3 . Note that M h can have Θ(n 2 ) vertices. We write p ∼ h q if ρ(p) and ρ(q) lie on the same edge of T h , i.e., p, q lie in the same face of M h . We use 1(p ∼ h q) to denote the indicator function for p ∼ h q, i.e., 1(p ∼ h q) = 1 if p ∼ h q, and 0 otherwise.
We define the extended height-level map of Σ to be the planar subdivision induced by the level sets through all vertices of the triangulation, instead of the contours of critical vertices. The extended height-level map has the same worst case complexity as the height-level map.
We use Σ h and T h to derive a distance function in
Intuitively, d h (p, q) is the minimum height change needed to go from p to q on Σ h . See [6, 8] .
Merge trees and split trees. Analogous to the contour tree of Σ, which encodes the topological changes in Σ as we increase from −∞ to ∞, the merge tree (resp. split tree) encodes the topological changes in Σ < (resp. Σ > ). Its leaves are minima (resp. maxima) of Σ and internal nodes are (some of the) saddle vertices of Σ.
Uncertainty model. In our setup, M is fixed but the height function is drawn from a distribution H. We assume that the height of each vertex is drawn independently. We consider two cases. First, we assume that the height of vertex vi, h(vi), is drawn from a discrete set Hi = {h
We say that H has description complexity k. For simplicity, we also assume that for any pair of distinct vertices v , vr, H ∩Hr = ∅. We also consider h(vi) being drawn from a continuous distribution defined by a probability density function (pdf) γi : R → R ≥0 ; examples include the uniform and Gaussian distributions.
We use h to denote a random height function drawn from H. Since h is completed determined by the heights of the vertices, we will sometimes represent h as a vector h1, . . . , hn where hi = h(vi). We use γ(h) to denote the probability of the outcome h, i.e.,
H induces distributions Σ H , T H and M H over terrains, contour trees, and heights level maps. Σ h , T h , and M h are random terrain, contour tree and height-level map drawn from Σ H , T H and M H , respectively. We note that if H is a discrete distribution of description complexity k, then H has k n different height functions and T H and M H can have Θ(k n ) size; see [25] for a lower bound construction.
PROBABILITY OF TWO POINTS LYING ON AN EDGE OF THE CONTOUR TREE
Given M and a distribution H on the height functions, we wish to build a data structure that can quickly compute π(p, q), the probability of p, q lying on the same edge of the contour tree. Note that π(p, q)
, computing π(p, q) exactly seems hard. We describe a simple Monte-Carlo algorithm that, given two parameters ε, δ ∈ (0, 1), computes a valueπ(p, q) such that |π(p, q) −π(p, q)| ≤ ε with probability at least 1 − δ, for any p, q ∈ R 2 .
A Monte-Carlo algorithm. We fix a value s ≥ 1, to be specified later. The preprocessing algorithm works in s rounds. In the j-th round, the algorithm randomly chooses the height of each vertex v of M, denoted by hj(v), according to the distribution H. Let hj : M → R be the resulting height function, let Σj denote the resulting terrain, let Tj denote its contour tree, and let ρj denote the corresponding quotient map. For each j ≤ s, using the algorithm in [8] , we construct the linear-size data structure in O(n log n) time such that given two points p and q in R 2 , one can determine in O(log n) time whether p ∼ h j q.
Given two points p, q ∈ R 2 , for each j ≤ s, we query the data structure to determine whether p ∼ h j q. If the answer is yes for c instances, we returnπ(p, q) = c/s.
The total size and the query time of the data structure are O(sn) and O(s log n), respectively. Next we determine the value of s so that |π(p, q) − π(p, q)| ≤ ε for all pairs of p and q in R 2 , with probability at least 1 − δ. For fixed p, q, and for j ≤ s,
Applying the Chernoff bound [9] , we obtain
Let Θ denote a set of representative pairs of points such that, if the inequality |π(p, q) − π(p, q)| ≤ ε for all pairs (p, q) ∈ Θ, then the inequality holds for any two points p, q in R 2 . By applying the union bound to Eq. (1), the probability that there exist two points p, q ∈ R 2 and |π(p, q) − π(p, q)| ≥ ε is at most 2|Θ| exp(−2ε 2 s). Hence, by setting
|π(p, q) − π(p, q)| ≤ ε for all pairs of points p, q ∈ R 2 with probability at least 1 − δ.
To complete the argument, we show below (i) how to choose a random height function from H and (ii) the existence of a representative set Θ. First we consider the case when H is a discrete distribution, and then extend the argument to continuous distributions.
Discrete case. Since each vertex v has k possible values, the above algorithm can be implemented very efficiently.
Each hj(v) can be selected in O(log k) time after preprocessing each h(v), in O(k) time, into a balanced binary tree with total weight calculated for each subtree [22] . Thus total preprocessing takes O(s(n(log n+log k))+nk) = O(nk + sn log(nk)) time and O(sn) space, and each query takes O(s log n) time.
We now describe how to choose the representative set Θ. Let H be a discrete distribution of description complexity k on the height function, and let M H be the distribution on the height-level map induced by H. Note that H and M H have exponential size.
We compute the overlay "
M is a planar subdivision in which two points p and q lie on the same edge or in the same face if and only if p ∼ h q for all height functions h in H. Since each map in M H is a polygonal planar subdivision, so is " M. For each vertex, edge, or face φ of " M, we choose an arbitrary point ξ φ , and we set
We remark that Θ is only needed for the analysis and not for the data structure.
Lemma 3.1. Θ is a representative set.
Proof. Let p, q ∈ R 2 be two arbitrary points, and let φp, φq be the features (vertices, edges, or faces) of "
M containing p and q, respectively. Then π(p, ξ φp ) = π(q, ξ φq ) = 1. Consequently, for any h ∈ H, p ∼ h q if and only if ξ φp ∼ h ξ φq , which implies that π(p, q) = π(ξ φp , ξ φq ). Since (ξ φp , ξ φq ) ∈ Θ, the lemma follows. Despite the size of M H being exponential in n, we prove below that the number of vertices, edges and faces in " M is only polynomial in n and k.
2 , where n = |V |, and a discrete distribution of description complexity k over the height functions, "
Proof. Note that in the exact case, each triangle is crossed at most once by the contour of a saddle vertex, i.e., each triangle contributes at most one edge to the contour of a saddle vertex in M h . There are n possible saddle vertices, each taking k possible values, giving us nk possible saddle values. There are k 3 vertex value combinations for the three vertices of a triangle, hence there are O(nk 4 ) segments inside each triangle. The arrangement of these O(nk 4 ) segments (i.e., the planar decomposition induced by these segments) has complexity O(n 2 k 8 ). Since we have n triangles and segments are disjoint between any two triangles, the complexity of the resulting planar map, which we denote by ‹
Plugging in the bound on |Θ| into our above Monte-Carlo algorithm, we obtain the following result.
2 , where n = |V |, a discrete distribution of description complexity k over the height functions, and two parameters ε, δ ∈ (0, 1), a data structure of size O((n/ε 2 ) log(nk/δ)) can be constructed in time O(nk +(n/ε 2 ) log(nk) log(nk/δ)) that for any two points p, q ∈ R 2 , in O((1/ε 2 ) log(nk/δ) log n) time, returns a valueπ(p, q) such that |π(p, q) − π(p, q)| ≤ ε with probability at least 1 − δ.
Remarks. If two points in R 2 map to the same edge of the contour tree, then they also map to the same edge of the merge or split tree. Therefore, a similar analysis can be used to prove that Theorem 3.4 also holds for merge and split trees.
Continuous case. There are two technical issues in extending this technique and analysis to continuous distributions. First, we sample the height of each vertex v from its continuous distribution h(v). Herein we assume the representation of the pdf is such that this can be done in constant time for each h(v).
Second, we need to bound the number of distinct queries that need to be considered to apply the union bound as we did above. Since π(p, q) may vary continuously with the locations of p, q, unlike the discrete case, we cannot hope for a finite number of distinct results. We now define a small set Θ of pairs of points with the following weaker property: for any points p, q ∈ R 2 , there are two points p , q ∈ Θ such that |π(p, q) − π(p , q )| ≤ ε/2. We now choose s = s(ε/2) in Eq. (2) so that |π(p, q) − π(p, q)| ≤ ε/2 for all pairs p, q ∈ Θ with probability at least 1 − δ. Then the above property of Θ implies that |π(p, q) − π(p, q)| ≤ ε/2 for all p, q ∈ R 2 with probability at least 1 − δ.
We show that the continuous distribution of each vertex v can be approximated by a discrete distribution of size O((n 2 /ε 2 ) log(n/δ)), and then reduce the problem to the discrete case.
For parameters α > 0 and δ ∈ (0, 1), set ν(α) = , where c is a constant. For each vi ∈ V , we choose a random sample Hi of size ν(α), according to the pdf γi. We regard Hi as a uniform discrete distribution. Let H = H1 × . . . × Hn be the resulting discrete distribution of the height function.
Consider the case when p, q are fixed, the heights of v1, . . . , vn−1 are fixed at, say, x1, . . . , xn−1, and h(vn) is drawn from a continuous distribution defined by the pdf γn. Set Jn(x1, . . . , xn−1) = {x ∈ R | p ∼ h q ∧h = x1, . . . , xn−1, x }.
Lemma 3.5. For any x1, . . . , xn−1 ∈ R, Jn(x1, . . . , xn−1) consists of at most two connected components.
Proof. Fix x1, . . . , xn−1 and let Jn = Jn(x1, . . . , xn−1). If Jn = ∅, then the lemma is obviously true, so assume that Jn = ∅. Let I be a connected component of Jn, and let
, . . . , xn−1, x , lie on an edge (u, t) of T h . There are two cases:
(i) ρ h (vn) has no chance of lying in between ρ h (p) and ρ h (q) on T h . In this case, p, q will always lie on the edge (u, t), and I = Jn;
(ii) ρ h (vn) has a chance lying in between ρ h (p) and ρ h (q) on T h . In this case, as x varies, ρ h (p), ρ h (q) first lie on the edge (u, t), then ρ h (p) (resp. ρ h (q)) lies on the edge (u, v) (resp. (t, v)), then again ρ h (p), ρ h (q) lie on the edge (u, t). Hence Jn has two connected components.
This concludes the proof.
For a height function h = x1, . . . , xn , let
For fixed x1, . . . , xn−1, let π(p, q | x1, . . . , xn−1) denote the conditional probability of p ∼ h q provided that h(vj) = xj for all j < n. That is
Similarly, we define π(p, q | x1, . . . , xn−1) as the conditional probability of p ∼ h q provided that h(vj) = xj for j < n, and h(vn) is drawn from the uniform discrete distribution Hn. That is
|Jn(x1, . . . , xn−1) ∩ Hn|.
Since Jn(x1, . . . , xn−1) can be represented as at most two connected intervals, a classic result on random sampling by Vapnik and Chervonenkis [24] (see also [18] ) implies that |π(p, q | x1, . . . , xn−1) − π(p, q | x1, . . . , xn−1)| ≤ α, (3) with probability at least 1 − δ , provided that the constant in ν(α) is chosen sufficiently large, i.e., Hn approximates γn.
We now let π(p, q) denote the probability of p ∼ h q if h is drawn from the discrete distribution H;
Lemma 3.6. For any p, q ∈ R 2 , |π(p, q) − π(p, q)| ≤ αn, with probability at least 1 − δ .
Proof. Recall that
Since ( 3) holds for all pairs p, q ∈ R 2 and for all x1, . . . , xn−1 ∈ R, we obtain
Repeating this step n−1 more times and using (4), we obtain
Similarly we can prove that π(p, q) ≥ π(p, q) − nα.
Setting α = ε/2n, we obtain that |π(p, q) − π(p, q)| ≤ ε/2 for any pair p, q ∈ R 2 . By choosing δ = δ/2, the above inequality holds with probability at least 1 − δ/2.
Since H is a discrete distribution, invoking Theorem 3.4 for H and using Lemma 3.6, we obtain the following.
Theorem 3.7. Let M = (V, E, F ) be a triangulation of R 2 , where n = |V |, let the height of each vertex be described by a continuous distribution such that a random instantiation can be performed in constant time, and let ε, δ ∈ (0, 1) be two parameters. A data structure of size O((n/ε 2 ) log(n/(εδ))) can be constructed in O((n/ε 2 ) log(n/(εδ)) log n) time that computes, for any p, q ∈ R 2 , in O((1/ε 2 ) log(n/(εδ)) log n) time, a valueπ(p, q) such that |π(p, q) − π(p, q)| ≤ ε with probability at least 1 − δ.
Remarks. Theorem 3.7 also holds for merge and split trees.
THE DISTANCE STATISTICS OF TWO POINTS
Recall the distance function d h (·, ·) based on a height function, introduced in Section 2. Given a triangulation M and a distribution H on the height function, we build a data structure to estimate certain statistics on d h (p, q) for two query points p, q ∈ R 2 where h is the random function drawn from H. For simplicity, we assume H to be a discrete distribution of description complexity k. We are interested in the following two statistics: (i) the expected value of d h (p, q), denoted by d(p, q), i.e.,
and (ii) given > 0, the probability of d h (p, q) being at least , denoted by ϕ(p, q; ), i.e.,
As in Section 3, we use a simple Monte Carlo algorithm for estimating d(p, q) and ϕ(p, q; ). Namely, we fix a parameter s ≥ 1. For each i ≤ s, we choose a random height function hi ∈ H and construct in O(n log n) time a linear-size data structure so that for any pair p, q ∈ R 2 , d h i (p, q) can be computed in O(log n) time. For a query pair p, q ∈ R 2 ,
as an estimate for d(p, q) and ϕ(p, q; ) = |{i | d h i (p, q) ≥ }|/s as an estimate of ϕ(p, q; ).
The query time, size and preprocessing time are O(s log n), O(sn) and O(nk + sn log n), respectively. In the rest of the section we obtain bounds on s to ensure a good estimation of d(·, ·) and ϕ(·, ·; ·).
Analysis for expected distance. We begin by introducing a few definitions. For a vertex vi, let h
For a path χ in R 2 and for a height function h ∈ H, let χ h = maxx∈χ h(x) − minx∈χ h(x). For a pair of points p, q ∈ R 2 and for a height function h ∈ H, let ψ h (p, q) denote a path in R 2 such that ψ h (p, q) h = d h (p, q); i.e., ψ h (p, q) is a minimum height-difference path on Σ h . Lemma 4.1. For any pair p, q ∈ R 2 , there exists a value λp,q such that for any height function h ∈ H, d h (p, q) ∈ [λp,q − ∆, λp,q + ∆].
Proof. Consider the height function h
Similarly, we can argue that for any h ∈ H, λp,q ≤ d h (p, q) + ∆. These two inequalities together imply the lemma.
The following well-known lemma (see e.g. [9] ) gives a tail estimate on function values, with bounded range, over random variables. 
To bound err(p, q), we follow an argument similar to Section 3. We construct the overlay of extended height level maps of all height functions h ∈ H, and we also overlay M on it. Finally, we triangulate each face of the overlay. Let Ξ denote the resulting planar subdivision -each cell of Ξ lies in a single triangle of M as well as in a single face of all extended height-level maps. Let Ω denote the set of vertices of Ξ, and let Θ = Ω×Ω. |Ω| = O(n 3 k 8 ) and |Θ| = O(n 6 k 16 ). The following lemma states the desired property of Ξ.
Lemma 4.3. Let τ1, τ2 be two triangles in Ξ, and let p1, q1 ∈ τ1, p2, q2 ∈ τ2. For all h ∈ H, the following conditions are satisfied:
(i) p1 ∼ h q1, and p2 ∼ h q2.
(ii) If the maximum-height point on ψ h (p1, p2) is a vertex v of M (resp. an endpoint p1, p2), then the maximumheight point on ψ h (q1, q2) is also v (resp. q1, q2).
(iii) If the minimum-height point on ψ h (p1, p2) is a vertex w of M (resp. an endpoint p1, p2), then the minimumheight point on ψ h (q1, q2) is also w (resp. q1, q2).
Proof. (i) follows from the construction. We prove (ii); (iii) is symmetric. Suppose the maximum-height endpoint of ψ h (p1, p2) is a vertex v, but the maximum-height endpoint of ψ h (q1, q2) is q1. Then h(p1) < h(v) < h(q1), but then the level set of v w.r.t. h separates p1 and q1. This contradicts the assumption that p1, q1 lie in the same face of Ξ. Let x, y be two points in R 2 , and let τx, τy be the triangles containing x and y, respectively. Using Lemma 4.3 and the fact for any h ∈ H, h(x) (resp. h(y)) can be written as a convex combination of the heights of the vertices of τx (resp. τy), we can prove the following lemma. The proof is rather tedious, and omitted in this paper.
, we obtain the following.
Theorem 4.5. Let M be a triangulation of R 2 , let H be a discrete distribution on the height function of description complexity k, and let ε, δ ∈ (0, 1) be two parameters. Let
. A data structure of size O(sn) can be constructed in O(sn log n + nk) time that for any p, q ∈ R 2 , computes d(p, q) within additive error ε∆ with probability at least 1 − δ. Here ∆ is the maximum variation in the height of a vertex of M in H.
Remarks. The analysis can be extended to continuous distributions using the same idea as in Section 3, i.e., we can show that the continuous distribution can be approximated by a discrete distribution.
Analysis for tail probability. Next we bound s, the number of samples, required for estimating ϕ(p, q; ) within additive error ε. For a fixed triple (p0, q0, 0) ∈ R 5 , where p0, q0 ∈ R 2 and 0 ∈ R, the Chernoff bound, as in Section 3, implies that
As earlier, we construct a representative set Θ, but now Θ ⊂ R 5 , so that if (6) holds for all triples in Θ, it also holds for all triples in R 5 . We begin by constructing Ξ, the overlay of all possible extended height-level maps, as above. For a cell ζ ∈ Ξ, let H ζ denote the set of all possible height functions for ζ. Since ζ lies inside a triangle of M, H ζ is a set of k 3 linear functions. Fix a pair ζ, η of cells of Ξ. For 1 ≤ i, j ≤ k 3 , define a 4-variate linear function g ij ζη : R 4 → R as follows:
where p, q ∈ R 2 and h
The graph of each linear function in G ζη is a hyperplane in R 5 , so we will also regard G ζη as a set of hyperplanes in
). The arrangement of G ζη , denoted by A(G ζη ), is the decomposition of R 5 into maximal connected regions each of which lies in the same subset of hyperplanes of G ζη . We clip
It is known that each cell of A(G ζη ) is convex, and A(G ζη ) has O(|G ζη | 5 ) cells (see the survey [3] for details on arrangements). We choose a point (pτ , qτ , τ ) from each cell τ of A(G ζη ). We repeat this process for all pairs ζ, η ∈ Ξ, and let Θ denote the resulting set of triples; |Θ| = O((nk)
O (1) ).
Lemma 4.6. For any triple (p, q, ) ∈ R 5 , there is a triple (pτ , qτ , τ ) ∈ Θ such that ϕ(p, q; ) = ϕ(pτ , qτ ; τ ).
Proof. For a triple
. Let ζ (resp. η) be the cell of Ξ that contains p0 (resp. q0), and let τ be the cell of A(G ζη ) that contains (p0, q0, 0). We claim that H(p0, q0; 0) = H(pτ , qτ ; τ ), which would imply the lemma.
Suppose to the contrary. Let h ∈ H be a height function such that h ∈ H(p0, q0; 0) ⊕ H(pτ , qτ ; τ ). Without loss of generality, assume that d h (p0, q0) ≥ 0, and d h (pτ , qτ ) < τ . Since p0, pτ ∈ ζ and q0, qτ ∈ η, (p0, q0) and (pτ , qτ ) satisfy Lemma 4.3. Consequently both the highest and the lowest points of ψ h (p0, q0) cannot be vertices of M because then d h (pτ , qτ ) = d h (p0, q0) . Hence, at least one of them is an endpoint of ψ h (p0, q0).
For simplicity, assume both extremal points of ψ h (p0, q0) are its endpoints and h(p0) ≥ h(q0); the argument for the other cases is similar.
In other words, the line segment connecting (p0, q0, 0) and (pτ , qτ , τ ) intersects the hyperplane g ij ζη . Since each cell of A(G ζη ) is convex, the segment intersecting g ij ζη implies that (p0, q0, 0) / ∈ τ , which contradicts with the assumption that (p0, q0, 0) ∈ τ . Hence H(p0, q0; 0) = H(pτ , qτ ; τ ), as desired.
Theorem 4.7. Let M be a triangulation of R 2 , let H be a discrete distribution on the height function of description complexity k, and let ε, δ ∈ (0, 1) be two parameters. Let
. A data structure of size O(sn) can be constructed in O(sn log n + nk) time that for any p, q ∈ R 2 and ∈ R, computes ϕ(p, q; ) within additive error ε with probability at least 1 − δ.
APPLICATIONS
In this section we briefly describe two applications of the algorithms in Sections 3 and 4, both motivated by hydrology analysis of terrains. Due to lack of space, we omit some details from here.
Topological persistence was introduced by Edelsbrunner et al. [14] and can roughly be defined as follows. Suppose we sweep a horizontal plane in the direction of increasing values of h and keep track of connected components in M < (sometimes referred to as basins) while increasing . A component of M < starts at a minimum vertex and ends at a saddle vertex when it joins with another component. Suppose two components of C1, C2 of M < with minima α1 and α2 respectively merge at a saddle β with h(β) = . Assume h(α1) > h(α2). Then C1 "ends" at β and the merged component of M < becomes C2. The persistence of β, denoted by ω(β), is ω(β) = h(β) − h(α1). We refer to C1 as the basin associated with β and denote it by B β . We say that ω(β) is the persistence of the basin B β . We also set ω(α1) = ω(β). A common operation in topological simplification and hydrology analysis is to simplify, fill, or remove the basins whose persistence is below a given threshold θ [4, 12, 13] .
A point p ∈ R 2 lies in a sequence of nested basins. Among them the one with the lowest persistence is called the elementary basin of p and is defined by Bp. Note that if p lies on the edge (α, β) of the merge tree, with h(α) < h(β), then Bp = B β . A useful query is to ask for the persistence of Bp for a query point p ∈ R 2 . In the context of uncertain terrains, given p ∈ R 2 and θ > 0, we wish to compute
The probability is the same for any two points that lie in the same cell of the overlay of the height-level maps, denoted by " M in Section 3, so the analysis of Section 3 can be adapted for this case as well. In particular, by choosing a set of s = O( 1 ε 2 log nk δ ) samples, we can estimate Pr[ω(Bp) ≥ θ] within error ε with probability at least 1 − δ.
Theorem 5.1. Let M be a triangulation of R 2 , let H be a discrete distribution on the height function of description complexity k, and let ε, δ ∈ (0, 1) be two parameters. Let
. A data structure of size O(sn) can be constructed in O(sn log n+nk) time that for any query point p ∈ R 2 and for any θ > 0 can estimate Pr[ω(Bp) ≥ θ] within additive error ε in time O(s log n), with probability at least 1 − δ.
Another related query that arises in hydrology analysis is as follows. Let M h denote the merge tree of the height function h, and let ρ : M → M h be the retraction map from M to M h , analogous to the one described for contour trees. For two points p, q ∈ R 2 , let λ(p, q) denote the nearest common ancestor of ρ(p) and ρ(q) in M h . We define σ(p, q) = h(λ(p, q)) − h(p); we will be interested in the case when p is a minimum. Then σ(p, q) intuitively tells us how much the water level has to rise at a "pit" p before it spills to q (see e.g. [4] ). Given p, q, we wish to compute σ(p, q). In the context of uncertain terrains, we want to either compute the expected value of σ(p, q), or given a value , estimate Pr[σ(p, q) ≥ ].
The algorithm and the analysis described in Section 4 works for this problem. Hence by choosing s = O( 1 ε 2 log nk δ ), we can compute the expected value within error ε∆ and the probability Pr[σ(p, q) ≥ ] within error ε, with probability at least 1 − δ.
Theorem 5.2. Let M be a triangulation of R 2 , let H be a discrete distribution on the height function of description complexity k, and let ε, δ ∈ (0, 1) be two parameters. Let
. A data structure of size O(sn) can be constructed in O(sn log n + nk) time that for any p, q ∈ R 2 and ∈ R, computes in O(s log n) time the expected value of σ(p, q) within additive error ε∆ as well as Pr[σ(p, q) ≥ ] within additive error ε, with probability at least 1 − δ. Here ∆ is the maximum variation in the height of a vertex of M in H.
EXPERIMENTS
We have conducted experiments on a real dataset to demonstrate the efficacy of our methods for estimating π(p, q), the probability of p, q lying on an edge of the contour tree, and for estimating d(p, q), the expected distance of p, q on the contour tree.
Datasets. We use the terrain dataset San Bernardino, which is a grid composed of 128 × 128 = 16384 vertices. We use the upper-left quarter of the data 1 , and triangulate it, resulting in n = 4096 vertices, m = 12033 edges, and t = 7938 triangles in its underlying triangulation. Its (exact) vertex heights are scaled and translated into the range [0, 1000], for the ease of later discussions. We also tested using two smaller synthetic datasets, one shown in Fig. 3(a) , and the other based on a grid of size 17 × 17 = 289 vertices with randomly-generated (exact) heights. The results are very similar to each other, so we focus on the San Bernardino dataset. All these datasets do not have uncertainty on the vertex heights, and we introduce uncertainty below.
Uncertainty. Given a parameter ∆, we introduce uncertainty on the vertex heights as follows. For any vertex v, let hv denote its height in the above dataset (without uncertainty). We consider both continuous and discrete distributions to model the vertex heights. The continuous distributions we consider are a uniform distribution U(hv − ∆/2, hv + ∆/2), a Gaussian distribution N(hv, ∆/6), and a mixture of two Gaussians specified by N(hv − ∆/4, ∆/12) and N(hv +∆/4, ∆/12) with equal mixing probabilities. The discrete distributions were over k possible heights where the values for the heights were generated by drawing k numbers from the uniform distribution U(hv − ∆/2, hv + ∆/2). Given the k values we specified two models to generate uncertain data. The first model was a single draw from the uniform distribution over the k values. The second model was a single draw from a multinomial distribution over the k values with a random probability vector, where the probability vector was a random draw from the k-simplex. In our experiments, we set k = 5 and ∆ ∈ {10, 20, 30, 40, 50}.
Queries. Among all t = 7938 triangles in the underlying triangulation of the dataset, we randomly select 100 of them. For each selected triangle, we choose its centroid as the representative point. Each two distinct representative points p, q constitute one query (p, q), resulting in 100 2 = 4950 number of queries.
Obtaining the exact values of π(p, q) and d(p, q). Computing π(p, q) and d(p, q) exactly even for these moderate size datasets is exorbitantly expensive. Instead, we apply our Monte-Carlo methods for a sufficient number of times, and use the resulting estimates as the exact values. In our experiments, we found that 1,000 samples are sufficient enough (this will be verified later). We did not present results on larger datasets because it is too expensive to generate 1,000 samples.
Measuring the convergence. For each query (p, q) and 1 We do this simply to constrain memory requirements. = 4950 queries, we report the maximum (i.e., the 100-th percentile) of these probability differences. Analogously, we consider the distance differences, and we report the 50-th, 80-th and 95-th percentiles of these distance differences.
Measuring the effectiveness. For each query (p, q), we compute the errors in probability estimates |π(p, q)−π(p, q)| and distance estimates d(p, q) − d(p, q) . Among all 100 2 = 4950 queries, we report the 50-th, 80-th and 95-th percentiles of these errors. Note that if π(p, q) = 0, thenπ(p, q) = 0 and the error is 0; the error is also 0 when π(p, q) = 1. We discard such queries when we measure the errors; including them will only reduce the error.
Convergence of our methods. We tested how our methods converged as we varied s, the number of instantiations. Fig. 4(a)-(b) illustrate that the differences in both probability and distance decrease very quickly, and when s = 1000 the differences are effectively zero. Therefore, we take the empirical estimates with 1000 samples as the exact values. For Fig. 4(a)-(b) , we used a Gaussian distribution and ∆ = 20.
Estimating π(p, q). We examined the accuracy of our estimate of π(p, q) as we varied s, the number of instantiations, from 5 to 50. See Fig. 5(a)-(c) . Not surprisingly, as s increases our estimates improve and errors are reasonably small when s ≥ 20. The smaller uncertainty (as denoted by ∆) also results in more accurate estimates, though Fig. 5(b) does not convey a very clear pattern. Regarding the various generative distributions of uncertainty, the discrete multinomial distribution provided the best estimates. For Fig. 5(a) we used a Gaussian distribution with ∆ = 20. For Fig. 5(b) -(c), we used the Gaussian distribution with ∆ = 20, and we report the 95-th percentile.
Estimating d(p, q). Fig. 6(a)-(c) show that, as the number of instantiations s increases, the distance estimate is more accurate and the error in the estimate is far smaller than the uncertainty level ∆. In Fig. 6(b) we see that the smaller the uncertainty parameter ∆ the more accurate we are in estimating the distance. Fig. 6(c) suggests that the Gaussian distribution and discrete distributions result in more accurate estimates. Fig. 6(a) -(c) are generated using the same simulation parameters as those for Fig. 5(a)-(c) .
Distribution of errors vs exact values. We examined the distribution of errors as a function of the exact probability or distance. Fig. 7(a)-(b) illustrate that the estimation errors of probabilities and distances are independent of the underlying exact probability and distance values, respectively. For these simulations we used the data set as shown in Fig. 3(a) , Gaussian distribution, ∆ = 10, and s = 20. The number of queries is 40 2 = 780, as this dataset has only 40 triangles. Note that Fig. 7(a) looks sparser than Fig. 7(b) , since there are many (1, 0) and (0, 0) points in Fig. 7(a) .
Distribution of probability estimates. We tested how the percentage of queries with π(p, q) = 0 or π(p, q) = 1 or π(p, q) ∈ (0, 1) varied as we increased the uncertainty level ∆. Not surprisingly, as we increase the uncertainty level, the percentage of queries with π(p, q) = 1 decreases, and the percentage of queries with π(p, q) ∈ (0, 1) increases, while the percentage of queries with π(p, q) = 0 decreases very slightly. Fig. 7(c) are based on simulations with the same setting as Fig. 7(a)-(b) .
CONCLUSION
In this paper we studied contour trees of terrains in a probabilistic setting. We presented efficient sampling-based methods for estimating, with high probability, (i) the probability that two points lie on the same edge of the contour tree, within additive error; (ii) the expected distance of two points p, q and the probability that the distance of p, q is at least on the contour tree, within additive error. We also conducted some preliminary experiments to demonstrate the effectiveness of our methods. We conclude this paper with some open problems: (i) How hard is it to compute the probability of two points lying on an edge of the contour tree exactly? What about the distance statistics of two points? (ii) What is a robust and useful contour tree representation of a terrain in the presence of data uncertainty? 
