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Abstract
We look into the nonparametric regression estimation with additive and multiplicative
noise and construct adaptive thresholding estimators based on Laguerre series. The pro-
posed approach achieves asymptotically near-optimal convergence rates when the unknown
function belongs to Laguerre-Sobolev space. We consider the problem under two noise struc-
tures; (1) i.i.d. Gaussian errors and (2) long-memory Gaussian errors. In the i.i.d. case, our
convergence rates are similar to those found in the literature. In the long-memory case, the
convergence rates depend on the long-memory parameters only when long-memory is strong
enough in either noise source, otherwise, the rates are identical to those under i.i.d. noise.
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AMS (2000) Subject Classification: 62G05, 62G20, 62G08
1 Introduction
Consider a nonparametric regression model with both multiplicative and additive noise




where εi and zi are zero-mean (1) independent and identically distributed Gaussian random
variables with variance equal to 1 and (2) εi and zi are Gaussian with long-memory structure,
and σ is a known positive constant. The function f(t) is the unknown response, it is real-
valued and is defined on the interval [0, b] with b > 0 a fixed real number. In addition, ti,
i = 1, 2, · · · , N , are independent and identically distributed random variables, drawn from a
known probability density function g with support [0, b]. It is assumed that the quantities ti,
εi and zi are independent from one another for any i ∈ {1, 2, · · · , N}. The goal is to estimate
h(t) = f2(t) based on data points (t1, y1), (t2, y2), · · · , (tN , yN ).
This problem, under various settings, has been studied considerably by the means of
a number of nonparametric methods, including kernel smoothing, splines and wavelets, and
the list of articles includes, in chronological order, Hardle and Tsybakov (1997), Brown and
Levine (2007), Cai and Wang (2008), Kulik and Wichelhaus (2011) and Chichignoud (2012).
Most recently, Chesneau, El Kolei, Kou and Navarro (2020) considered the problem in a mul-
tivariate setting and proposed a wavelet thresholding approach to solve it. This problem has a
great deal of applications, for instance, in Global Positioning System (GPS) signal propagation
modeling where there is empirical evidence that in heavy multi-path urban areas, the GPS signal
encounters both additive and multiplicative noise (see Huang et al. (2013)), or in finance where
one is interested in estimating the variance from the returns of an asset and the interested reader
may refer to Chesneau et al. (2020) for more. Almost all of these articles assume that the error
terms are white noise processes or i.i.d. noise. However, empirical evidence has shown that,
even at large lags, the correlation structure in the errors may take the power-like form. This
phenomenon is referred to as long-memory (LM) or long-range dependence (LRD).
Long-memory has been investigated quite considerably in many nonparametric estima-
tion problems, including regression and deconvolution and the list includes Wang (1996, 1997),
Comte, Dedecker and Taupin (2008), Kulik and Raimondo, M. (2009), Kulik and Wichel-
haus (2011), Wishart (2013), Benhaddou, Kulik, Pensky and Sapatinas (2014), Benhaddou (2016),
Benhaddou (2018a, 2018b) and Benhaddou and Liu (2019).
The application of Laguerre series to Nonparametric estimation has become popular as
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of late and the list includes the application to density estimation in Comte et al. (2008) and
Comte and Genon-Catalot (2015), the estimation of linear functionals of a density function
in Mabon (2016) and Laplace deconvolution in Vareschi (2015), Comte, Cuenod, Pensky, and
Rozenholc (2017) and Benhaddou, Pensky and Rajapakshage (2019).
The objective of the paper is to solve the nonparametric regression model with both mul-
tiplicative and additive i.i.d., and long-memory Gaussian noise via Laguerre hard-thresholding
when the design points are random and follow known probability density function g. We derive
lower bounds for the L2-risk when h = f2 belongs to some Laguerre-Sobolev ball of radius
A > 0, and then construct an adaptive Laguerre-thresholding estimator for h = f2. In addition,
we show that the proposed estimator attains asymptotically near-optimal convergence rates.
Furthermore, we demonstrate that long-memory has a detrimental effect on the convergence
rates only when it is strong enough in either noise source. In which case, the convergence rates
depend on the smoothness of the unknown function h = f2 and the long-memory parameter
associated with the stronger dependence between the two noise sources. It turns out that the
present rates are identical to those in Chesneau et al. (2020) with d = 1 for the i.i.d. case and
with α1 = α2 = 1 for the long-memory case. Similarly, our rates are comparable to those in
Brown and Levine (2007) and Cai and Wang (2008) in their treatment of the regression variance
estimation when the unknown mean function is smooth enough.
2 Estimation Algorithm
For the rest of the paper, let ‖h‖ denote the L2([0,∞))-norm of the function h. Given a matrix
A, let AT be its transpose, λmax(A) be its largest eigenvalue in magnitude, ‖A‖F =
√
Tr (ATA)




be, respectively, its Frobenius and the spectral norms. In addition,
let (a ∨ b) = max(a, b) and (a ∧ b) = min(a, b). Consider the orthonormal basis that consists of
the system of Laguerre functions
ϕk(t) = e
−t/2Lk(t), k = 0, 1, · · · , (2)
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where Lk(t) are Laguerre polynomials (see. e.g., Gradshtein and Ryzhik (1980), Section 8.97).
Since the functions ϕk(t), k = 0, 1, · · · , form an orthonormal basis on [0,∞), the function
h(.) = f2(.) can be expanded over this basis as follows









2(t)ϕk(t)dt. Under i.i.d noise case, similar to Chesneau et






























. Similarly, under long-memory noise

























where the quantitiesM and λl will be determined under the two different setups in the proceeding
sections.
Next is the list of conditions that will be utilized in the derivation of the theoretical results.
Assumption A.1. f ∈ L2 [0, b) is bounded above, that is, there exists positive constant
M2 < ∞ such that f(t) ≤ M2, for all t ∈ [0, b).
Assumption A.2. The probability density function g is uniformly bounded, that is, on [0, b)
there exist positive constants m1 and m2, with 0 < m1 ≤ m2 < ∞, such that m1 ≤ g(t) ≤ m2.
Remark 1 Assumption A.2. is valid for instance when g is the uniform distribution. In such
case m1 = m2 = 1/b. If g is not bounded below, such as in the case of beta distribution with
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b=1, a variation of the present procedure will be needed and this would be another direction for











k (x), k = 0, 1, · · · , (7)
where L
(a)
k (t) are generalized Laguerre polynomials with parameter a, a > 0 (see. e.g., Gradshtein
and Ryzhik (1980), Section 8.97), and select the parameter a according to g at hand.
Assumption A.3. The function h(t) = f2(t) belongs to a Laguerre-Sobolev space. In particu-
lar, Laguerre coefficients of h, θl satisfy
Bs(A) =
{
h ∈ L2[0, b] :
∞∑
l=0
(l ∧ 1)2sθ2l ≤ A
}
. (8)
we are in the position to fill in the details of the estimator and find the minimax lower bound
for the quadratic risk and compare it to asymptotic upper bound for the mean squared error of
our estimator.
Remark 2 Functional spaces of type (8) have been introduced in Bongioanni and Torrea (2009)
to study Laguerre operators, and the connection with Laguerre coefficients was established in
Comte and Genon-Catalot (2015).
3 Asymptotic minimax and adaptivity: the i.i.d. case






where the infimum is taken over all possible estimators h̃ of h.









Lemma 1 Let conditions A.1 and A.2 hold and let θ̂l be defined in (4). Then, for l =
1, 2, · · · ,M − 1, as N → ∞, one has












In addition choose the truncation level M as
M = N. (12)
Lemma 2 Let conditions A.1 and A.2 hold and let θ̂l be defined in (4). Then, for l =
1, 2, · · · ,M − 1, if ργ > 1, as N → ∞, one has
Pr
(








where τ is a positive parameter that is large enough and ρ is such that 0 < ρ < 1.
Theorem 2 Let s ≥ 1/2 and let h̃M (t) be the Laguerre estimator defined in (6) with M given
in (12) and λl given in (11). Suppose assumptions A.1-A.3 hold. Then, if τ is large enough,
as N → ∞, one has
sup
h∈Bs(A)







Remark 3 Theorems 1 and 2 imply that, for the L2-risk, the estimator (6) with λl given by
(11) and M chosen according to (12) is adaptive and asymptotically near-optimal, within a
logarithmic factor of N , over all Laguerre-Sobolev balls Bs(A).
Remark 4 The convergence rates match those in Chesneau et al. (2020), with d = 1 in their
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treatment of the problem using wavelets when the function under consideration belongs to a
certain Besov ball.
Remark 5 Our rates are comparable to those in Brown and Levine (2007) and Cai and Wang (2008)
in their treatment of the regression variance estimation when the unknown mean function is
smooth enough.
Remark 6 In GPS signal detection application, the size of σ in equation (1) will dictate whether
the multiplicative noise will be considered or ignored in the analysis (see Huang et al. (2013)).
In addition, σ may not be know in advance but it can be estimated from the data. Providing
fully data-driven procedure is beyond the scope of this work so we assume σ is known.
4 Asymptotic minimax and adaptivity: the long-memory case
Let εN be the random vector with elements εi, i = 1, 2, · · · , N , and covariance matrix Σ1 =






, and let zN be the random vector with elements zi, i = 1, 2, · · · , N and







Assumption A.4. The vectors εN and zN allow the decomposition
εN = A1η
(1)





N , j = 1, 2, is a random vector with zero-mean independent Gaussian η
(j)
i having
equal variance, i = 1, 2, · · · , N and Aj is some non-random matrix. {εi}i≥1 and {zi}i≥1 are
zero-mean, stationary Gaussian sequences with auto-covariance functions γ1(h) = E [εiεi+h] and
γ2(h) = E [zizi+h], satisfying
γ1(h) ≍ h−α1 , γ2(h) ≍ h−α2 . (16)
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1−αj ≤ λmin(Σj) ≤ λmax(Σj) ≤ c(j)2 n1−αj , 0 < αj ≤ 1, (17)
where αj , j = 1, 2, are the long-memory parameters associated with the matrices Σj, respectively.
Theorem 3 Let Assumptions A.1-A.3 and A.5 hold. Then, provided that f is bounded away

















Lemma 3 Let conditions A.1, A.2, A.4 and A.5 hold and let θ̂l be defined in (5). Then, for
l = 1, 2, · · · ,M − 1, as N → ∞, one has








































N, if (α1 ∧ α2) ≥ 1/2,
N2α1 ∧N2α2 if otherwise.
(21)
Lemma 4 Let conditions A.1, A.2, A.4 and A.5 hold and let θ̂l be defined in (5). Then, for
8
l = 1, 2, · · · ,M − 1, as N → ∞, one has
Pr
(








where τ is a positive parameter that is large enough and ρ is such that 0 < ρ < 1.
Theorem 4 Let s ≥ 1/2 and let h̃M (t) be the Laguerre estimator defined in (6) with M given
in (21) and λl given in (20). Suppose assumptions A.1-A.5 hold. Then, if τ is large enough,
as N → ∞, one has
sup
h∈Bs(A)

















Remark 7 Notice that when both long-memory parameters are large enough, in particular when
(α1 ∧ α2) ≥ 1/2, the convergence rates are identical to those under i.i.d. errors. In such case
they match those in Chesneau et al. (2020) directly if, in their notation, d = 1.
Remark 8 When the long-memory is strong, which corresponds to relatively low αj , the con-
vergence rates depend on the smoothness of the unknown function h = f2 and the long-memory
parameter associated with the stronger dependence, (α1 ∧ α2), between the two noise sources.
These rates are completely new and provide an extension of the problem in a different direction.
Remark 9 Notice that the i.i.d. case can also be handled using estimators (5) along with the
choice of thresholds (11) and truncation level M based on (12) and achieve the same convergence
rates.
5 Proofs
In order to prove Theorem 1, we use the following lemma
Lemma 5 (Lemma A.1 of Bunea et al. (2007)) Let Θ be a set of functions of cardinality
card(Θ) ≥ 2 such that
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(i) ‖f − g‖pp ≥ 4δp, for f, g ∈ Θ, f 6= g,
(ii) the Kullback divergences K(Pf , Pg) between the measures Pf and Pg satisfy the inequality
K(Pf , Pg) ≤ log(card(Θ))/16, for f, g ∈ Θ.





Ef‖fn − f‖pp ≥ C1δp,
where inffn denotes the infimum over all estimators.
Proof of Theorem 1 and Theorem 3. Let ω be the vector with components ωl ∈ {−1, 1},





ωlϕl(t), ωl ∈ {−1, 1}. (24)
Observe that ω has L and therefore Ω will have cardinality card(Ω) = 2L. By (8), it is easy to
verify that hL(t) ∈ Bs(A) with the choice ρ2L = CA2L−(2s+1). Take h̃L of the form of (24) but






To prove Theorem 1, define the quantities hi = hL(ti)+ fL(ti)νi+σ1µi, i = 1, 2, · · · , N , where
{νi}i≥1 and {µi}i≥1 are i.i.d. N(0, 1) sequences that are independent of each other. Let PhL
be the probability law of the process hi under the hypothesis hL defined in (24). Then, by
Assumptions A.2 and A.3, the Kullback divergence can be written as























|ϕl(t)|2 = CNA2L−(2s+1)L. (26)
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Now, to apply Lemma 5, choose
A2L−(2s+1)LN ≤ π0L. (27)





2s+1 .  (28)
To prove Theorem 3, define the vectors hN whose elements are quantities hi = hL(ti) +
fL(ti)νi + σ1µi, i = 1, 2, · · · , N , such that hN ∼ N(hL, Σ̃1 + σ21Σ̃2). Here, {νi}i≥1 and {µi}i≥1
are zero-mean, stationary Gaussian sequences with auto-covariance functions γ1(h) = E [νiνi+h]
and γ2(h) = E [µiµi+h], satisfying
γ1(h) ≍ h−2α1 , γ2(h) ≍ h−2α2 . (29)
Notice that under (29), (1) λmin(Σ̃i) ≍ 1, i = 1, 2, if (α1 ∧ α2) ≥ 1/2, and (2) λmin(Σ̃1) ≥
k1N
1−2α1 and λmin(Σ̃2) ≥ k1N1−2α2 , otherwise, provided that the function f is bounded away
from zero. Let PhL be the probability law of the process hi under the hypothesis hL defined in
(24). We consider two cases; case when νi = 0 and case when σ1 = 0.
Case when νi = 0 and α2 ≤ 1/2. Then, by AssumptionsA.2 andA.3, the Kullback divergence
can be written as































|ϕl(t)|2 = CN2α2A2L−(2s+1)L. (30)
Now, to apply Lemma 5, choose








Case when σ1 = 0 and α1 ≤ 1/2. Then, the Kullback divergence gives






























|ϕl(t)|2 = CN2α2A2L−(2s+1)L. (33)
Now, to apply Lemma 5, choose







Notice that cases Case when zi = 0 and α1 > 1/2 and Case when νi = 0 and α2 > 1/2 the
matrices Σ̃1 and Σ̃2 have finite eigenvalues (they do not depend on N) can be dealt with in a
similar fashion as to the i.i.d case, so we skip them. To complete the proof, keep in mind that
















Proof of Lemma 1. Notice that with θ̂l defined in (4), one has





[ηiI (Ωl(i)) − E [ηiI (Ωl(i))]]− E [ηiI (Ωcl (i))] , (37)
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. Define the quantities ∆i = [ηiI (Ωl(i)) −


























+8σ4 = σ20 .
(38)














Bear in mind that conditional on the distribution g, the quantities yi = εif(ti) + σzi are
N(0, f2(ti) + σ
2). Therefore, by Assumptions A.1 and A.2 and equation (2.5) of Mucken-
houpf (1970), we obtain




















































To complete the proof, apply the expectation to the square of (37) and use results (38) and (39).

Proof of Lemma 2. In order to prove (22), we make use of Bernstein inequality.
Lemma 6 (Bernstein Inequality). Let Yi, i = 1, 2, · · · , N , be independent and identically dis-


















Recall the notation used in the proof of Lemma 1. Thus, since Var(∆i) ≤ σ20 < ∞, and
|∆i| ≤ co
√
N/ ln(N), for γρ > 1, Bernstein inequality gives
Pr
(








∣∣∣∣∣+ E [ηiI (Ω
c


























, Mo = [χN ]
− 1
2s+1 , (41)
and note that with the choice of M and λl given by (12) and (11), respectively, the estimation










































































Now, combining E1 and E3, and applying Cauchy-Schwarz inequality, the moments property of
the Gaussian, Lemma 1 with the choice τ > 2, (8) and (12), yields



















Now, combining E2 and E4 and using condition (8) yields












































Hence, combining (47), (48), (50) and (51) completes the proof. 
Proof of Lemma 3. Notice that with θ̂l defined in (5), and using property (16), the properties




j ] = E
2[z2i ] + 2E
2[zizj ], and the assumptions A.1, A.2 for m1 ≥ 1, as


































































































Notice that in the last line, if both α1 and α2 are greater than 1/2, the first term with dominate,
otherwise, the variance will be bounded by the larger of N−2αj , j = 1, 2. 
Proof of Lemma 4. Below, we use a combination of Lemma 2 in [1], which is an adaptation of
Hanson-Wright inequality to matrices, and large deviation result that was developed in [13] and
further improved in [17] which states that for any x > 0, if ξn is a zero mean Gaussian vector











Let F and Φ be theN -dimensional diagonal matrices whose diagonal elements are f(t1), f(t2), · · · , f(tN ),
and ϕl(t1)/g(t1), ϕl(t2)/g(t2), · · · , ϕl(tN )/g(tN ), respectively. Then,
Pr
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= P1 + P2. (54)








































































. Now, if θl < 0, then we apply Hanson-Wright
















with matrix B = AT1 FΦFA1 having Frobenius norm




= Tr2 (FΦFΣ1) ≤ N
M42
b2m21
, as N → ∞.
















In a similar fashion, one can evaluate P2 taking into consideration whether
∫ b
0 ϕl(t)dt is positive,
in which case we use (53), or negative in which case we apply Hanson-Wright inequality. 
Proof of Theorem 4. The proof is similar to that of Theorem 2, so we skip it. 
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