We offer a new approach to investigate hypothetical bias in contingent valuation using a latent choice multinomial logit model. To develop this model, we extend Dempster, Laird, and Rubin's 1977 work on the expectations maximization algorithm to the estimation of a multinomial logit model with missing information on category membership. Our model can be used to determine within-choice heterogeneity. Using data on the preservation of Saginaw wetlands in Michigan, we find evidence for two types of Yes responders in the data. We suggest that one set of Yes responders consists of yea-sayers who answer Yes to the hypothetical question but are less likely to pay the bid amount if it were real. We suggest that the second group of respondents does not suffer from hypothetical bias and are more likely to pay the bid amount if it were real. Even if the connection to hypothetical bias cannot be made, our method can be used in sensitivity analyses of willingness-to-pay estimates.
In order to investigate the possibility of hypothetical bias in the contingent valuation method, we develop a generalization of the multinomial logit (MNL) model we call the latent choice multinomial logit (LCMNL) model. This model allows for within-choice parameter heterogeneity. With cross-choice parameter constraints imposed, the LCMNL model can be interpreted as either a model for misclassification or a generalization of the pooling test of Cramer and Ridder (1991) . The constrained version of the LCMNL model has been applied by Caudill (2006) , Caudill and Groothuis (2005) , and Caudill,Ayuso, and Guillen (2005) .
The present application is the first use of the unconstrained version of the LCMNL model. Unlike the constrained LCMNL, the unconstrained version can locate parameter heterogeneity. An examination of a previous willingness-to-pay (WTP) application using the constrained LCMNL model can be used to highlight the present contribution to the literature. In an application of the constrained LCMNL, Caudill and Groothuis (2005) are able to determine whether the respondents who do not know if they are willing to pay are more like those respondents who are willing to pay, more like those who are not willing to pay, or a distinct group. In the present contingent valuation method using the unconstrained LCMNL model, we seek to determine whether the sample is characterized by two kinds of Yes responders-different from each other and different from No responders-each represented by different parameter vectors. Using contingent valuation data on the Saginaw wetlands in Michigan, we find two different types of Yes responders in the data. Information from a follow-up certainty question is available, and, using this information, we find that one group of Yes responders is very certain about WTP, and the other group of Yes responders is not very certain about WTP. This finding provides circumstantial evidence indicating that the second group of Yes responders is subject to hypothetical bias (Loomis 2011) .
Hypothetical bias is the tendency for hypothetical WTP to overestimate real WTP (Blumenschein et al. 2008; Cummings et al. 1997; Cummings, Harrison, and Rutström 1995) . Hypothetical bias is usually attributed to the presence of passive use values and to respondent unfamiliarity with paying for policies that provide passive use value. In fact, hypothetical bias has been found in studies examining willingness to pay for private goods, for which no passive use values should exist (List and Gallet 2001) . Surprisingly, hypothetical bias is ignored in much of the literature on the contingent valuation method (Harrison 2006) .
Hypothetical bias may arise because respondent answers to contingent valuation WTP questions have no real consequences other than a connection to the influence of government policy (Carson and Groves 2007) . Respondents who state that they would pay for the policy change are not required to actually pay. Consequently, some respondents may state that they would pay for the policy when, in fact, they would not if placed in the real situation. There are at least two explanations for this behavior. The respondent may be trying to influence policy by signaling support (e.g., strategic bias), or the respondent may simply be responding affirmatively to please the interviewer (e.g., yea-saying). The presence of hypothetical bias leads to inflated WTP estimates. The implication is that these estimates from the contingent valuation method are upper bounds on benefits conferred in the context of benefit-cost analysis unless steps are taken to mitigate hypothetical bias (Whitehead and Blomquist 2006) .
In the past, two approaches have been developed to mitigate the overstatement of hypothetical WTP: the ex ante approach and the ex post approach. The ex ante approach addresses hypothetical bias in the survey design stage. Respondents are variously (a) told that there are substitutes for the policy available (Loomis, GonzalezCaban, and Gregory 1994) , (b) reminded that they are income constrained (Loomis et al. 1996) , (c) asked to answer as if they were placed in an actual payment situation (Loomis et al. 1996) , and/or (d) told that hypothetical bias is a significant problem and asked not to succumb to this type of respondent error (Cummings and Taylor 1999) . The ex post approach addresses hypothetical bias with follow-up questions.
Respondents who indicate that they are willing to pay for the policy are asked to rate the certainty they have in their response. Respondent certainty is measured on a qualitative or quantitative scale where the low and high ends allow respondents to express their degree of certainty about their payment (Blumenschein et al. 2008; Champ et al. 1997) . Based on the certainty of the respondent, hypothetical WTP responses can be recoded to avoid uncertain values.
Although both the ex ante and ex post approaches have been somewhat successful in the past, each has shortcomings. A problem with both approaches is that there is usually no way to detect whether they are effective, unless hypothetical WTP is compared with real WTP. Also, the ex post approach suffers from ad hoc cutoff assignments. Our approach, using the LCMNL model, complements the ex ante and ex post approaches by investigating respondent heterogeneity. We are able to statistically determine whether there is more than one type of Yes responder in the data. This finding of respondent heterogeneity, alone, allows for additional sensitivity analyses of WTP and can be used in conjunction with both the ex post and ex ante approaches to adjust WTP estimates and mitigate hypothetical bias.
A Latent Choice Multinomial Logit Model
In an important article, Dempster, Laird, and Rubin (1977) (henceforth DLR) show how the EM algorithm can be used to obtain maximum likelihood estimates from incomplete data. The first illustration discussed by DLR is a multinomial probability example using data from Rao (1955) on 197 animals divided into four categories. DLR consider the case where the original first category of animal is split into two new categories, but exactly which animals are assigned to which category is unknown. The resulting multinomial probability model is characterized by five categories with missing information on membership in the first and second categories. DLR show how the parameters of this model can be estimated by maximum likelihood using the EM algorithm. This article extends DLR's work on the use of the EM algorithm to the estimation of an MNL with within-choice parameter heterogeneity we call the LCMNL. A similar model has been estimated by Magder and Hughes (1997) .
The usual MNL model is a special case of the LCMNL.1 To present the LCMNL model and to facilitate comparisons with the MNL model, we adopt the language associated with the nested logit model. That is, we characterize the choice model in terms of branches and stems. Branches are observed alternatives and stems are unobserved alternatives nested inside branches. The researcher must determine a priori the number and location of the unobservable stems in the model. A branch may contain any number of unobservable stems, including zero. Thus, the usual MNL model is an LCMNL having only observable branches, each with no stems.
As a point of departure, we begin with the usual MNL model, with m observable choices or branches. Probabilities in this model are given by
The data include a set of indicator or response variables denoting the choice made by each individual. Let Y ij =1 if individual i makes choice j and Y ij =0 otherwise. This leads to the usual log-likelihood function and the familiar first-order conditions In the LCMNL model, there is the possibility that some of the observed branches contain unobserved stems. To develop this model, we denote the unknown parameters by β jk , where j indicates "branch" and k indicates "stem." Probabilities in this model are given by where m represents the number of branches in the model and s j represents the number of stems associated with branch j. The construct, α ijk , is the conditional probability of stem k given branch j calculated for each individual:
Note that if the values of α equal one for all individuals and all stems, the first-order conditions for the usual MNL model obtain. The sum of probabilities of all stems on a branch must equal the probability of the branch. If s j =1 for all branches (no branch has any stems), the usual MNL model obtains.
The log-likelihood function for the LCMNL model is based on probabilities like those in equation (4) and is given by
The indicator variable, Y ij , indicates only which branch is chosen, as stem membership is unknown. That is why the logarithm of the sum of the probabilities on a branch appears in the likelihood function. Once again, it is clear that if s j =1 for all branches, the log-likelihood function for the usual MNL model given in equation (2) obtains.
Maximization of the likelihood function for the LCMNL requires the first derivatives with respect to the unknown parameters in the model. The first derivatives can be shown to equal where the construct, α ijk , is defined as in equation (5).
A Specific Case
The model is applied to contingent valuation WTP data. Individuals respond to WTP questions by indicating Yes or No. These are the two observable responses or branches. In the model presented below, we allow for two types of Yes responders. These are the two stems associated with the Yes branch. This allows within-response heterogeneity. Using follow up certainty questions, we suggest that one group of Yes responders-those with less conviction about their responses-might be subject to hypothetical bias.
To begin, we detail the estimation of an LCMNL model with two branches, where one branch contains two stems. First we examine an MNL model in which individuals make one of three choices. Probabilities in this model are given by where β j is the parameter to be estimated and X i is a vector of exogenous variables. The usual normalization applies so that β 3 =0. The alternative selected in this model is represented by the usual set of dummy variables: Y i1 , Y i2 , and Y i3 , each taking the value zero or one, indicating that an alternative was or was not selected. The log-likelihood function in this MNL model is given by where n is the sample size. Maximum likelihood estimation of the parameters in this model is routine. The first-order conditions for maximization are To develop the corresponding LCMNL model, let us assume that there are two observable choices. One of the observable choices is populated by individuals characterized by different parameter vectors; that is, within choice parameter heterogeneity is present. In other words, the model has two branches and one branch has two stems. We denote the probabilities associated with the first branch by P 1 and probabilities on the stems associated with the second branch by P 21 and P 22 . The probability definitions are essentially the same as with the MNL model with three observed choices but the likelihood function has changed. This change occurs because only the branch choice, Y 2 , is observed. The resulting incomplete-data/observed loglikelihood function is a special case2 of that given in equation (6): The first-order condition with respect to the parameters associated with the first branch is the same as in the MNL model:
The first-order condition with respect to the parameters associated with the first stem on the second branch is given by
The first-order condition (if it were needed) with respect to the parameters associated with the second stem on the second branch is similarly defined. Estimation of the model by maximum likelihood is relatively straightforward if the EM algorithm is used. In the expectations step of the EM algorithm, the latent or missing variables are replaced by their conditional expectations, given the data and initial parameter estimates. The likelihood function is then maximized to obtain new parameter values. These values can be used to obtain new conditional expectations, and the process is repeated.
To use the EM algorithm to estimate the simple LCMNL model, we denote the set of unobservable indicator variables associated with the two stems on the second branch by Y i21 and Y i22 . These dummy variables take the value 1 if the observation is associated with that stem and zero otherwise. Using these unobservable variables, the complete data log-likelihood in our simple problem can be written The likelihood function above characterizes the estimation problem as a missing data problem. If the values of unobserved Y* were known, estimation would be as simple as estimating an MNL model. In the expectations, or "E," step of the EM algorithm, the values of unobserved Y* are replaced with their conditional expectations, given the data and values of the unknown parameters. The conditional expectation is the probability of a stem, given the branch. These conditional expectations or probabilities are well known in the logit model and are given by With the conditional expectations inserted into the log-likelihood function, the maximization, or "M," step of the EM algorithm maximizes the log-likelihood function. New parameter values are obtained, and the "E" step and the "M" step are repeated. This process continues until the likelihood function is maximized. Once the maximum has been found, standard errors are calculated using one iteration of the algorithm of Berndt et al. (1974) .
One can see that the EM algorithm is embedded in the first-order conditions given in equations (7) and (13) above. The values of α are, for each individual, the conditional expectation of each stem, given the branch. Thus, the α-values are the conditional expectations given in equation (15).The EM algorithm uses initial parameter estimates to calculate the α-values in equations (7) or (13) and then maximizes the likelihood function. New parameter values are generated, new α-values, and the process is repeated. The program to estimate the LCMNL model, written in the IML matrix language in SAS, is available in a supplementary appendix online.
In order to compare the binomial logit estimation results with the LCMNL estimation results, several information criteria are used. In a recent article, Sarstedt and Schwaiger (2008) conducted a Monte Carlo experiment of the ability of several information criteria to detect latent class models. Each of these measures is based on the value of the likelihood function. Following Sarstedt and Schwaiger, we calculate the Akaike information criterion (AIC), the consistent Akaike information criterion (CAIC), the Bayesian Information Criterion (BIC), and the sample-size adjusted AIC (ABIC) for both the binomial logit and LCMNL models.
Estimation Results
We apply our method to contingent valuation data on the preservation of wetlands in the Saginaw Bay watershed in Michigan. The data have been previously examined by Whitehead et al. (2009) . In this article, the contingent valuation question involves a management plan for purchasing wetlands for preservation in the Saginaw Bay watershed. The purchase plan was offered at six different price levels from $25 to $200, and respondents were asked about their WTP. The data set contains 281 responses. Fifty-five percent of respondents indicated a willingness to pay the specified amount (vs.45% who did not) A description of the variables used, along with summary statistics, is given in the first and second columns of table 1. Lnbid is the natural log of the eight different price levels, and acres is the number of acres of wetlands that are to be purchased to preserve. Travcost is the cost to the respondent of travel to the Saginaw Bay area. Subcost is the cost to travel to a substitute site for recreation, either Traverse City on Lake Michigan or Alpena on Lake Huron, whichever is closer for the respondent. Income is the income of the respondent, while member is a dummy variable equal to one if the respondent is a member of an environmental group, and likely is a dummy variable equal to one if the respondent thought enough people would donate to preserve the Saginaw wetlands.
We begin with the estimation of a simple logit model of the WTP decision. In this analysis, the dependent variable is coded 1=No, so a positive sign on a coefficient indicates that increases in the variable increase the probability of a No response. The estimation results are given in the third column of table 1. Several of the coefficients are statistically significant. In addition to the intercept, the coefficients of lnbid, income, member, and likely are statistically significant at the α =.10 level or better and have the expected sign. These results are estimated for the sake of comparison, so our discussion is brief as we turn our attention to the LCMNL estimation results.
The LCMNL model estimated has two branches, with one branch having two stems. In our first effort to estimate the model, we allow for two types of No response. Our algorithm fails to converge to a unique maximum.3 We next estimate the model allowing for the possibility of two types of Yes responders. The LCMNL model does indeed find two types of Yes responders. We designate these two types of responders yes and YES (shortly we hope to associate yes with a weak Yes response and YES with a strong Yes response).
The LCMNL estimation results are given in the fourth and fifth columns of table 1. The fourth column of table 1 presents the estimated coefficients for the "No" responders. Only the coefficient of lnbid is significantly different from zero at the α = .10 level or better. The results from estimating the parameters associated with the YES responders are given in the fifth column of table 1. In the YES equation, none of the estimated coefficients is significantly different from zero at the α =.10 level or better. Despite the lack of statistical significance of the individual coefficients, all of the information criteria discussed previously favor the LCMNL model over the binomial logit model. We next examine the marginal effects from the binomial logit and LCMNL models.
The marginal effects associated with the models estimated are given in table 2. For the simple logit model, the marginal effects exhibit the same pattern of statistical significance as the estimated coefficients. These marginal effects are given in the second column of table 2. Marginal effects associated with lnbid, income, member, and likely are statistically significant at the α =.10 level or better and have the expected sign. The marginal effects associated with the LCMNL model are given in the third, fourth, and fifth columns of table 2.The third column presents the marginal effects associated with the No responders. Only the marginal effects associated with lnbid and likely are statistically significant at the α =.10 level or better. The marginal effects associated with the YES responders are given in the fourth column of table 2. Marginal effects associated with income and member are statistically significant at the α =.10 level or better and have the expected signs. The marginal effects associated with the yes responders are given in the fifth column of table 2. None of the individual marginal effects is statistically significant. Even so, the information criteria discussed previously indicate that the LCMNL model is preferred, so we next investigate the nature of the Yes response heterogeneity using a follow-up certainty question.
Is Hypothetical Bias Present?
In the Saginaw Wetland contingent valuation surveys, two groups of Yes respondents are found using the LCMNL model, and for this data set a follow-up certainty question is available. In this section, we investigate whether responses on the certainty question are correlated with either type of Yes response discovered by the LCMNL procedure. We obtain predicted probabilities from the LCMNL model for each response: No, yes, and YES. Using the follow-up certainty question available, we construct a dummy variable, Certain, based on the answer to the following question, "On a scale of 1 to 10, how sure are you that you would make the onetime donation?" Individuals who answered Yes to the contingent valuation question and scored 7 or higher on a tenpoint scale on the follow-up question are assigned Certain=1, otherwise Certain=0. An auxiliary regression model is estimated in which Certain is the dependent variable, and the lone independent variable is the conditional probability of giving a YES response, given Yes obtained from the LCMNL estimation results. This independent variable is denoted PYES. We estimate the following regression model
The coefficient of P YES is positive and statistically significant at the α =.05 level (t-ratio= 1.98).This result indicates that those in the YES group are more certain of their WTP (and that those in the yes group are less certain). This evidence is consistent with the yes group being associated with hypothetical bias, as identified by the ex post approach.
In order to shed more light on differences between the YES and yes regimes, we examine the weighted means of the independent variables for those individuals predicted to belong to those groups. The means for these individuals are given in table 3. In comparison to the yes responders, those individuals associated with the YES response are offered more land for preservation, have higher incomes, and are more likely to belong to an environmental organization. These differences seem to be consistent with a group more likely to actually pay the bid amount and not subject to hypothetical bias (the YES group).
An examination of the WTP estimates from the models estimated on the Saginaw data set is useful. From the binomial logit model, the estimated mean WTP is $63. Using the LCMNL results, if the sample is assumed to be composed entirely of YES responders, the estimated mean WTP is $43. If the same is assumed for the yes responders, the estimate is $3.Aweighted average of the two yields an estimate of $33, which is considerably lower than that given by the binomial logit model. Even if the WTP estimates for the two Yes response groups are summed, the result, $46, is still much lower than the $63 estimate obtained from the simple logit model. Accounting for response heterogeneity in the Yes response leads to a lower mean WTP estimate in the Saginaw case.
Conclusions
This article uses the expectations maximization algorithm of Dempster, Laird, and Rubin (1977) to estimate a multinomial logit model with missing information, which we call the latent choice multinomial logit model. The LCMNL model allows for within-choice heterogeneity and in that respect is similar to latent class and mixed logit. The LCMNL model is applied to contingent valuation data based on responses to questions about the preservation of wetlands in the Saginaw Bay area. In the application of the LCMNL model to the WTP data, we find two types of Yes responders. One type is much wealthier and more environmentally conscious than the other. Using a follow-up certainty question, we show that one of the Yes groups identified by the LCMNL model has much more conviction about their WTP than the other Yes category. This evidence supports the existence of hypothetical bias in one of the Yes response groups.
Although the LCMNL model cannot be used to test for hypothetical bias, it is a valuable tool for investigating WTP. In the data set we examine, the Yes response heterogeneity is correlated with response certainty, which has been shown to be related to hypothetical bias. We have statistical evidence supporting the existence of withinresponse heterogeneity. Locating heterogeneity, whatever the underlying source, is important in and of itself because adjustments can be made to WTP estimates obtained from dichotomous choice models (logit or probit).As a method to detect response heterogeneity, the LCMNL model can be used along with the ex ante and ex post approaches for hypothetical bias reduction. Response heterogeneity can exist even among those responders "certain" of their WTP and in the complete absence of hypothetical bias. However, the greatest value of the LCMNL approach may lie in applications to older contingent valuation data sets for which ex ante and/or ex post adjustments are not available.
For these data sets, the LCMNL model offers the opportunity to locate response heterogeneity (perhaps due to hypothetical bias, perhaps not) and adjust WTP estimates.
Notes
1 Like the latent class logit model (see Greene and Hensher 2003; Oh, Choi, and Kim 2003; Shen 2009; van Rosmalen, van Herk, and Groenen 2010) and the mixed logit model, the LCMNL allows for heterogeneity. The latent class logit model is composed of MNLs that differ across individuals according to class membership, with class membership being unknown. The LCMNL has no unknown classes but does permit within-choice heterogeneity. That is, individuals making the same choices can be characterized by different sets of regression parameters.
2 In the absence of any restrictions on the model parameters, there is an identification problem. This occurs because the value of the likelihood function in equation (11) is unaffected by any reordering of probabilities associated with stems on the second branch. That is, the value of the likelihood function is unchanged if the second branch is characterized as (Pi21 + Pi22) or (Pi22 + Pi21). This phenomenon is well known in the literature on latent class models and is called "label switching" (see Aitken and Rubin 1985) . In order to prove consistency, the model parameters must be in the same order each time, which is not guaranteed with the LCMNL model. However, this problem can be easily solved after estimation by rearranging the parameter vector. We do so in our model by imposing the constraint which has the effect of listing parameters associated with the largest stem on a branch first, those associated with the next largest second, and so on. 3 Our model is related to a finite mixture model. A common problem with the estimation ofmixture models is that multiple local maxima of the likelihood function exist (see Titterington, Smith, and Makov 1985, p. 95 ). The consequence is that different starting values for the parameters lead to different parameter estimates. This problem occurs when we examine the No responses.
