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Abstract
In this thesis, we have theoretically investigated electron-phonon coupled systems in and out
of equilibrium. Our main interests are (1) competition of dierent orders in el-ph systems
in equilibrium and (2) development of methodology for non-equilibrium el-ph systems and its
application to dynamical properties of electron-phonon systems. Understanding of the point
(1) is important, since competitions involving el-ph couplings can be observed in many inter-
esting materials. Moreover, it provides promising situations for drastic optical controls out of
equilibrium. The point (2) is necessary for understanding various optically induced phenomena
in el-ph systems, since available theoretical approaches for non-equilibrium problems are still
limited. Hence, these topics are potentially deeply related.
In the present thesis, we focus on the Holstein and Holstein-Hubbard models, which are the
most fundamental models for el-ph coupled systems, and we employ the dynamical mean-eld
theory (DMFT), where the models are mapped onto eective impurity models.
In equilibrium, we perform systematic investigation of competition and possible microscopic
coexistence of dierent orders emerging from the el-ph coupling. For this end, we newly extend
a continuous-time quantum Monte Carlo impurity solver in DMFT for the Holstein(-Hubbard)
model, so that we can directly deal with charge order (CO), antiferromagnetism (AF) and
s-wave superconductivity (SC) on an equal footing. First, we study the competition in the half-
lled Holstein-Hubbard model at nite temperatures when the electron-electron and electron-
phonon interactions are comparable. There, we nd AF and CO are separated by a regime of
rst-order phase transition for intermediate values of interactions. For small and large values
of interactions, we nd intervening paramagnetic metallic and insulating phases, respectively.
Secondly, we investigate competition of SC and CO away from half-lling in the Holstein model.
We argue that a microscopic coexistence of these orders is realized only in the intermediate-
coupling regime and clarify its characteristic features. We also discuss that the origin of the
stability of the coexisting phase in the intermediate-coupling regime is the eective long-range
hopping and interactions of a composite particle, i.e., a bipolaron.
In non-equilibrium, we newly develop the non-equilibrium self-consistent Migdal theory as
an impurity solver for the Holstein model, since numerically rigorous quantum Monte Carlo
impurity solvers suer from a sign problem in non-equilibrium. With this method we rst
examine relaxation dynamics after a sudden change of strength of the el-ph coupling (a quench
problem), where we nd change of qualitative characters of the thermalization process depending
on the quenched el-ph coupling. We discuss the relation of this crossover behavior and the
self-energies of electrons and phonons. Next, we apply the method to investigate collective
oscillations in the strongly-coupled phonon-mediated SC in the Holstein model. We reveal that
the coincidence of the energy of the amplitude Higgs mode and the SC gap persists beyond the
weak-coupling regime, and eects of the phonon dynamics on the mode is also claried. We
also point out that a quasi-particle lifetime from the strong el-ph coupling leads to a crossover
of decay of the amplitude Higgs mode from a power law to a exponential law depending on the
temperature. Further, we nd another amplitude mode that originates from phonon dynamics
and involves a strong electron-mediated phonon-phonon interaction. We nally predict how
these collective modes can be detected from time-resolved photoemission spectra.
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Chapter 1
Introduction
1.1 Overview of the thesis
Electron-phonon (el-ph) coupling is responsible for many interesting physical phenomena. Con-
ventional pairing interaction for Cooper pairs in superconductivity (SC) is mediated by phonons,
and other ordered phases such as charge ordered states can be driven by el-ph couplings. Study
of electron-phonon problems has a long history. However, continuous experimental develop-
ment has been revealing a lot of new phenomena both in equilibrium and out of equilibrium.
They have been posing intriguing questions and keep the study of electron-phonon systems very
attractive.
In equilibrium, for example, many materials in unconventional parameter regimes have been
discovered. Carbon-based superconductors such as alkali-doped C60 fullerides [3{7] and alkali-
doped aromatic compounds [6,8{12] are considered to involve strong Coulomb interactions and
phonon modes whose energy scales are comparable to the electron bandwidth. In such cases,
there is no guarantee for reliability of the conventional Migdal-Eliashberg theory [13{15], where
a small phonon frequency as compared to the electron bandwidth is assumed. Indeed, an alkali-
doped C60 compound shows a Tc dome structure along with competition between an s-wave SC
state and an antiferromagnetic state [4,5], both of which cannot be explained in the conventional
theory. Even in the high Tc cuprates, evidence for a strong el-ph coupling in the angle-resolved
photo-emission spectra has been reported [16], and phonon modes are thought to be involved
in competition between d-wave SC and other orders such as a stripe phase.
Electron-phonon coupled systems also oer a fascinating eld for physics out of equilib-
rium. Recent developments in strong THz/mid-infrared laser make it possible to manipulate
coherent dynamics in conventional phonon-mediated superconductors [17, 18], and even to in-
duce superconductivity-like optical behaviors above Tc through selective excitation of a certain
phonon mode [19{22]. These experiments have demonstrated new possibilities of optical ma-
nipulation of superconductivity and are attracting much interests.
From a theoretical point of view, it is challenging to deal with such unconventional situations
(unconventional parameter and non-equilibrium), and we have not yet reached a satisfactory
understanding. For equilibrium cases, a question attracting us is competition/coexistence of
dierent orders in such regimes, where el-ph couplings, the Coulomb interactions and/or phonon
frequencies are comparable to the electron bandwidth. New understanding of this issue is not
only necessary to understand potential eects of el-ph couplings on ordered states but also
1
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Figure 1.1: Phase diagrams of the Holstein model away from half-lling at the
intermediate-coupling regime on the plain of the temperature and the chemical
potential() (a) and the temperature and the lling (b). Blue regions indicate the
supersolid (SS) region, while red diamonds at T = 0 denote the quantum critical point
(QCP) (From Ref. [27])
important in terms of future applications to non-equilibrium phenomena. If mutiple orders
are competing with each other, one can generally expect large responses for small external
perturbations, and hence such a case is a promising situation for optical control of nature of
materials. Indeed, in one of the experiments with selective phonon excitation, superconductivity
is induced after melting a competing stripe order [19].
If we turn to non-equilibrium cases, theoretical methods for el-ph systems are limited as
compared to purely electronic models, hence further developments of appropriate theoretical
methods are highly required. With such methods we should understand the eect of non-
equilibrium dynamics of phonons on relaxation dynamics and coherent dynamics in ordered
states.
One important strategy to obtain insights into these issues is to focus on simple fundamental
models and reveal physics involved, which we take in this thesis. The Holstein and Holstein-
Hubbard models are such fundamental models for el-ph coupled systems. In order to investigate
them, we employ the framework of the dynamical mean-eld theory (DMFT) [23{26], which
is a many-body theory and justied in the innite-dimensional limit. In DMFT, a lattice
problem is mapped onto an eective impurity problem, and one needs to solve it self-consistently.
Developing impurity solvers depending on situations concerned, we investigate properties of the
models in and out of equilibrium.
The main achievements of the present thesis are the following.
1. Clarication of the competing orders in the Holstein(-Hubbard) model (Sec. 3,
Ref. [27{29])
Properties of the Holstein-Hubbard and Holstein models have been attracting interests
for a long time and have been analyzed with various methods in various dimensions. Still,
in terms of competition of dierent orders, systematic investigation and understanding
are still required because of lack of methodology, except for in the one-dimensional case.
Newly extending a numerically exact continuous-time quantum Monte Carlo impurity
solver for ordered phases in the el-ph models, we have systematically studied competition
of dierent orders to oer new insights into the case of higher dimensionality. In the
2
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Figure 1.2: (a) Dynamical pair susceptibility against t, pair(t), in the Holstein model
with the strongly-coupled superconductivity. (b) Imaginary part of the dynamical
susceptibility ( Impair(!)), electron spectrum (A(!)) and phonon spectrum (B(!))
against !. The self-consistent Migdal approximation is employed, where phonon dy-
namics taken into account.
half-lled Holstein-Hubbard model, we reveal the competition between the charge ordered
phase (CO) and the antiferromagnetic phase (AF) at nite temperatures. In addition, we
study phase diagrams of the Holstein model away from half-lling, to reveal the existence of
a so-called supersolid state, where SC and CO microscopically coexist, in the intermediate-
coupling regime, see Fig. 3.7. Stability of the supersolid state is evidenced by its nite
region along the chemical potential, Fig. 3.7(a). We trace back the origin of the stable
supersolid state by analyzing an eective model for composite particles of fermions, i.e.
bipolarons.
2. Introduction of the self-consistent Migdal approximation for the impurity
problem in non-equilibrium DMFT (Sec. 4.1, Ref. [30])
In the non-equilibrium DMFT, numerically exact QMC impurity solvers suer from dy-
namical sign problem so that it is dicult to study long-time dynamics with them. Hence
it is necessary to use proper approximations for solving eective impurity problems. As for
the Hubbard model, many approximations have so far been developed and used to study
its non-equilibrium problems [26]. However, as for the Holstein model, proper approxi-
mations are rather limited to the insulating (strong-coupling) regime, and development of
such approximations for metallic regime has been highly required. In particular, eects
of the non-equilibrium dynamics of phonons have been ignored there. To resolve this sit-
uation, we develop a non-equilibrium version of the self-consistent Migdal approximation,
which is accurate when the phonon energy is small compared to the electron bandwidth.
3. Crossover in relaxation character in an isolated el-ph model (Sec. 4.1, Ref. [30])
As a rst application of DMFT+ the non-equilibrium self-consistent Migdal approxima-
tion, we study relaxation dynamics of the Holstein model after a sudden change of the
el-ph coupling (a quench problem). We reveal that qualitative character of the relaxation
changes as the el-ph coupling after the quench is varied. Namely, in the weaker-coupling
3
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Figure 1.3: Temporal evolution of the order parameter with phonons xed in equi-
librium (a) near Tc and (b) far from Tc. The exponential and power-law ttings are
shown.
regime, oscillation originated from phonon dynamics damps and the local quantities ap-
proach their thermal value, before thermalization of the momentum distribution of elec-
trons. Conversely, in the stronger-coupling regime, the momentum distribution and local
quantities approach their thermal values quickly, but they continue to oscillate. We trace
back the origin of this phenomenon to dierent dependence of the electron and phonon
self-energies on the el-ph coupling.
4. Collective amplitude modes in strongly-coupled superconductors (Sec. 4.2,
Ref. [31])
Non-equilibrium DMFT also makes it possible to study collective excitations in strongly-
coupled SCs. We study the dynamical pair susceptibility, which is a response of the
SC order parameter against a SC pair potential, to reveal the properties of collective
amplitude modes. Regarding the amplitude Higgs mode, we nd that the BCS relation
between the SC gap (SC) and the energy of the amplitude Higgs mode (!Higgs) holds
even beyond the BCS regime, i.e. 2SC ' !Higgs, see Fig. 1.2, and we discuss eects of
the phonon dynamics on the Higgs mode. In addition, by xing phonons in equilibrium to
pinpoint the eect of a quasiparticle lifetime, we nd that there occurs a crossover between
a power-law decay and an exponential decay of the Higgs oscillations as the temperature
is varied, see Fig. 1.3. Besides the Higgs mode, we also reveal that there emerges another
collective amplitude mode in the strongly-coupled SCs described by the Holstein model,
see Fig. 1.2. This mode involves the dynamics of phonons with a strong electron-mediated
phonon-phonon interaction. We nally discuss how these collective modes can be observed
in the time-resolved photoemission spectroscopy.
In the following sections, we briey review recent topics of interest in electron-phonon coupled
systems, and explain the models that we study in this thesis.
4
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Figure 1.4: (a) Phase diagram of Cs3C60 with the A15 crystal structure on the plane of
temperature vs volume per C60. Dierent markers represent dierent samples. Inset
shows the crystal structure of this compound (From Ref. [4]). (b) ARPES spectra for
various cuprates with kinks at a phonon energy scale (arrows) (From Ref. [16]).
1.2 Topics of interest in electron-phonon coupled systems
1.2.1 Ordered phases in phonon-coupled correlated systems
Electron-phonon couplings play crucial roles in various ordered states. Moreover, interplay
with strong electron-election Coulomb interactions makes physics richer, and unconventional
parameter regimes beyond the conventional Migdal theory pose new questions.
One class of materials exemplifying such a situation is trivalent alkali fullerides, A3C60. This
family shows s-wave superconductivity (sSC), and it is usually believed that el-ph couplings play
important roles. However in these compounds, intramolecular phonon frequencies are as high
as !0  0:2 eV while the electron bandwidth is W  0:5  0:6 eV [3]. In addition, the Coulomb
interactions are estimated to be as large as the bandwidth [6, 7]. In this situation, the Migdal
theorem is no longer guaranteed, since it is justied when !0=W is small enough. Indeed, there
have been some experimental results that cannot be explained by the conventional BCS theory
or the Migdal-Eliashberg theory [4, 5]. (1) When the volume of a unit cell is modulated by
pressure or chemical doping, there emerges a Tc dome for the SC phase, see Fig. 1.4(a). If the
volume becomes large, overlapping of molecular orbitals decreases, the hopping parameter in the
eective tight binding model decreases and then the density of states (DOS) at the Fermi level
increases. In the conventional theories, an increased DOS leads to increase of Tc. (2) When the
volume is large enough, the antiferomagnetic state or the Mott-insulating state is realized [4,5,7],
see Fig. 1.4(a). In addition to this class of materials, aromatic superconductors are reported
recently [8]. These compounds oer new examples to carbon based superconductors and are
also considered to have the phonon frequency, the el-ph coupling and the Coulomb interaction
that are comparable to the electron bandwidth.
Manifestation of a strong el-ph coupling is also observed in high Tc cuprates. Many properties
of these compounds such as AF and d-wave SC are usually discussed without el-ph couplings.
However, in an angle-resolved photoemission spectroscopy (ARPES) experiment, kinks in the
band dispersion are observed and their origin is considered to be the el-ph coupling [16], see
Fig. 1.4(b). In addition, cuprates accommodate ordered phases other than AF and d-wave
5
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Figure 1.5: (a) Temporal evolutions of the change of the probe electric eld after
a THz monocycle pulse, (b) the oscillation frequency (f) and the asymptotic gap
energy (21), and (c) the power of the decay of the oscillation (From Ref. [17]).
(d) Temperature dependence of the SC gap, and (e) temperature dependence of the
intensity of the third harmonic generation (From Ref. [18]).
SC such as a stripe phase around 1=8 lling [19]. El-ph couplings in these compounds can be
relevant to these orders as is exemplied by the light-induced superconducting-like behavior [19],
which we shall discuss below.
These experiments motivate us to consider a question of how dierent orders compete with
each other in el-ph coupled systems in unconventional regimes. We are going to discuss this issue
in Chap. 3 for the case when the el-el interaction and the el-ph coupling are almost canceling
each other, Sec. 3.1, and for the case when the phonon frequency and the el-ph coupling are
comparable to the electron bandwidth, Sec. 3.2.
Besides these interests it is also important to understand properties of (s-wave) supercon-
ductivity in the unconventional regime, where the phonon frequency, the el-ph interaction and
the Coulomb interaction are comparable to the bandwidth. Since this topic deviates from the
main stream of the present thesis, we do not mention it in the main part, but we briey discuss
this in Appendix. A.3.
1.2.2 Collective excitations in conventional superconductors
Pump-probe experiments with strong laser pulses make it possible to gain access to new in-
formation or phenomena which cannot be observed in equilibrium. One typical example is the
coherent dynamics of superconductivity with strong lasers in the THz regime [17,18]. The main
interest of these experiments is the amplitude Higgs mode in superconductors. Since the Higgs
mode does not couple with the electromagnetic eld in linear-response regime, it has not been
observed except for a special cases in which a charge density wave and SC coexist [32{35].
In Ref. [17], the authors have reported the observation of the amplitude Higgs mode in
conventional phonon-mediated superconductors (Nb1 xTixN). In this experiment, a strong
monocycle THz pulse whose energy scale is slightly higher than that of superconducting gap
is used to realize non-adiabatic excitations. After the pump pulse, coherent oscillations that
6
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Figure 1.6: (a) Temporal evolution of the imaginary part of optical conductivity, 2(!),
(b) temporal evolution of lim!!0!2(!), and (c) the light-induced Josephson plasma
edge at 60cm 1 at 5 ps after a selective excitation of a mid-infrared phonon mode in
La1:675Eu0:2Sr0:125CuO4 at 10K. (From Ref. [19]).
depend on the pump intensity are observed in the transmission of the probe pulse, see Fig. 1.5
(a). The frequency of the oscillation agrees well with the SC gap (2SC), which is an indication
of the amplitude Higgs mode from the BCS theory, see Fig. 1.5 (b).
In the other experiment [18] with a multicycle THz pulse with frequency !, the authors
have observed forced oscillations of the superconducting order parameter with 2!. This can be
understood with the BCS dynamics or, equivalently, the dynamics of Anderson pseudospin, in
a spatially homogeneous eld, where the leading term is  A2. Here A is the vector potential.
Important theoretical consequences are the non-linear current with third harmonics (3!) and
the fact that its intensity is enhanced at the resonance of the amplitude Higgs mode with
the eld (2SC = 2!). These are indeed observed in the transmission of the pump pulse, see
Fig. 1.5 (d) (e), indicating experimental realization of resonant excitations of the collective mode
in conventional superconductors. Here, we have to note that, recently, contribution of quasi-
particle excitations to the third harmonic generation is also theoretically discussed [36], and
further investigations are required for better understanding of the third harmonic generation in
SC.
With these experiments, the authors demonstrate novel possibilities of studying the col-
lective amplitude mode, which has been dicult to observe, and of optical manipulation of
superconductivity. As for theoretical study of coherent dynamics of a superconducting phase,
even though it has begun just after the BCS theory, so far theoretical investigations are mainly
limited to the mean-eld description [32,37{50]. Therefore there remain many points that have
to be understood theoretically and experimentally. For example, it is obviously intriguing to un-
derstand eects of impurities and strong el-ph couplings on the lifetime of the amplitude mode
and the nature of collective excitations in superconductors with multi-bands and/or unconven-
tional pairing symmetry. In this thesis, among these interesting topics, we focus on eects of
strong el-ph couplings on collective excitations, and we discuss the results in Sec.4.2.
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1.2.3 Photo-induced superconducting-like behavior
In experiments a pump laser with a few eV is usually used, which is o-resonant from phonon
excitations and excites electrons directly. Another way to excite a system is to use mid-infrared
(or THz) laser to resonantly excite a certain phonon mode. This method is expected to be
favorable for controlling ordered phases, since it avoids the direct excitation of electrons. With
this strategy, the group of Cavalleri has reported a photo-induced superconducting-like behavior
in cuprate superconductors as well as in C60 SCs [19{22]. In Fig. 1.6, we show an example of their
experiments [19]. In this experiment, they employ a special compound, La1:675Eu0:2Sr0:125CuO4,
where the stripe-ordered phase and the superconductivity compete with each other. They
resonantly excite a certain phonon mode with a strong mid-infrared pump pulse in the stripe
phase to observe emergence of a Josephson plasma edge in reectance, Fig. 1.6(c), as well as a
1=! component in the imaginary part of the optical conductivity, Fig. 1.6(a)(b). Both of these
properties are expected in a superconducting phase, and they conclude that this is a photo-
induced superconducting phase. After this experiment, they have reported similar light-induced
superconducting-like phenomena with selective excitation of a certain phonon mode in other
materials such as YBCO [20,21] and K3C60 [22].
Even though the interpretation of these phenomena as light-induced superconductivity is
rather controversial at present, one important and seemingly relevant notion is "non-linear
phononics", where a resonantly excited infrared phonon mode results in displacement of a
Raman mode anharmonically coupled to the former [51, 52]. Indeed, this nonlinear lattice
excitation is reported under the relevant conditions for enhanced superconductivity-like behavior
[53]. It is discussed that the displaced Raman mode leads to a signicant change in the electronic
state [52,53]. We note that, besides SC, there are many reports in which selective excitations of
a certain phonon mode induce other phenomena, such as a transition between Mott-insulating
and metallic states [54] and melting of orbital and magnetic orders [55]. In these cases, non-
linear phononics is also considered to be crucial [52, 55,56]
In this thesis, we do not deal with this problem directly. We only mention that this nonlinear
phononics can be used for pumping a system to induce coherent oscillations in Sec. 4.2. However,
at present, theoretical studies of non-linear phononics are limited to classical phonon dynamics,
and eects of the phonon dynamics on electron properties are assessed assuming that electrons
are in equilibrium under the induced phonon distortion [52]. Therefore, it will be important to
extend our formalism that includes quantum phonon dynamics to the non-equilibrium problem
involving non-linear phononics in future.
1.3 The Holstein-Hubbard and Holstein models
One of the simplest models of electron-phonon coupled systems is the Holstein-Hubbard model,
whose Hamiltonian is
H(t) = 
X
i;j;
vi;j(t)c
y
i;cj;   
X
i
ni + U
X
i
ni;"ni;#
+ !0
X
i
ayiai + g(t)
X
i
(ayi + ai)(ni   1); (1.1)
where cyi is a creation operator of an electron with spin  at a site i, ni = ni;" + ni;# with
ni; = c
y
i;ci;, vi;j is the electron hopping,  is the electron chemical potential and U is the
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Figure 1.7: Schematic picture of the Holstein-Hubbard model. A circle stands for a
site and arrows denote up and down spin electrons. U is the on-site electron-electron
Coulomb interaction. A spring shows a phonon with frequency !0, which is coupled
to electrons with the el-ph coupling constant g. Electrons can hop between sites with
the hopping amplitude v. Wavy lines indicate external perturbations.
Coulomb interaction. ayi is a creation operator of a phonon, !0 is the bare frequency of an
Einstein phonon and g is the el-ph coupling. When U = 0, the model is called the Holstein
model. Here we also put time-dependence on the hopping term and the el-ph coupling, which
we consider later in the thesis. Schematically the model is depicted in Fig. 1.7. We note
that in a path-integral framework we can integrate out phonons to obtain an eective retarded
electron-electron interaction,
Ue(!) = U   2g
2!0
!20   !2
: (1.2)
The second term is the phonon-mediated retarded attractive interaction, whose strength is
characterized by
  2g
2
!0
; (1.3)
in the ! ! 0 limit. In the anti-adiabatic limit of !0 ! 1 with  and U xed, this model
becomes the Hubbard model, a model without retarded interactions.
The Holstein and Holstein-Hubbard models have been studied to understand fundamental
eects of the electron-phonon (el-ph) coupling in various spatial dimensions and with various
methods. Here we briey summarize these works. We start with equilibrium cases. In one
spatial dimension, there are many kinds of useful methods, such as exact diagonalization for
small chains [57,58], a variational method [59], density-matrix renormalization group (DMRG)
[60{62], and QMC methods [63{65]. Hence general features of the phase diagram of the ground
state are understood better than those in other dimensions. At half-lling (one electron per
site), it has been pointed out that there are three dierent phases, i.e. charge order (CO),
spin density wave (SDW) and CDW/sSC, see Fig. 1.8(a). Here, CDW/sSC means that the
coexistence of semi-long-range correlations (power-law decay of spatial correlations) of SC and
CO is realized [60,61]. In some literature [62], the authors call this phase a metallic state taking
9
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Figure 1.8: (a) A phase diagram of the half-lled Holstein-Hubbard model in one
dimension against U ,  and !0 derived with DMRG (From Ref. [61]). (b) A phase
diagram in two dimensions derived with a determinant QMC method on the plane of
 and U (From Ref. [66]). The notation is the same as in the thesis.
account of the fact that the charge gap is zero there. At  > U the system tends to favor CO,
while at U >  it favors SDW. The CDW/sSC phase is located in the region around U  
between CO and SDW. It is also suggested that, if U is large enough, the transition between
CO and SDW is direct [65]. Even though the information about the competition between
dierent orders are useful, ordered states considered in one-dimensional case are quasi-ordered
states rather than long-ranged ones when the symmetry is continuous. Hence it is important
to understand similarities and dierences from the situation in other dimensions.
In two spatial dimensions, available methods become limited. Still, there have been many
works for the Holstein model (U=0) with QMC or with the diagrammatic approximation based
on the Migdal-Eliashberg theory [70{74]. In these works, susceptibilities for SC and CO are
analyzed to reveal that a CO instability dominates at half-lling while away from half-lling
a SC susceptibility becomes dominant. However, discussion on the boundary between CO and
SC is lacking. As for the Holstein-Hubbard model, investigations are further limited compared
to the Holstein model. So far, perturbative methods [75, 76] and QMC [66, 77] have been used
for this model. Ref. [75] takes the adiabatic limit and treats the Coulomb repulsion U with
the Hartree-Fock approximation. Existence of a CO+AF phase at quarter-lling is suggested
there. However, the accuracy of the Hartree-Fock approximation should become degraded as U
increases, and conrmation from more sophisticated methods are required. Ref. [66, 77] uses a
determinant QMC method, which is an unbiased method, and suggests a possible metallic phase
between AF and CO at half-lling as in the 1D case, see Fig. 1.8 (b). However, because of the
sign problem, the authors could not reach low enough temperatures, and a question whether
this metallic state remains towards T = 0 is still an open question. Therefore, there is much
room for further investigation.
In dimensions higher than three, it is believed that physical properties are close to those
in innite dimensions, where the DMFT is exact. Therefore, we now review works with the
DMFT for the Holstein and Holstein-Hubbard models. When we focus only on normal phases,
10
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Figure 1.9: Phase diagrams obtained with DMFT. (a) A phase diagram of the Holstein-
Hubbard model neglecting ordered states on the plane of  and g at two indicated
temperatures (From Ref. [67]). (b) A phase diagram of the Holstein model on the
plane of  and T for various values of g (From Ref. [68]). (c) A ground-state phase
diagram of the Holstein-Hubbard model on the plane of U and  (From Ref. [69]).
PM stands for the paramagnetic metallic phase, MI the Mott insulating phase, and
BP the bipolaronic phase. The other notation is the same as in the thesis.
the phase diagram is obtained, in which bipolaronic insulator, Mott insulator and metal compete
with each other [67, 78], see Fig. 1.9 (a). As for ordered phases, the Holstein model has been
investigated from the early stage of the DMFT [68,79]. At half lling, CO is favored, and away
form half lling SC is favored as in other dimensions, see Fig. 1.9(b). In those early works, they
focus on the phase transition from the normal state by evaluating relevant susceptibilities. Hence
direct studies of these ordered phases are missing and the information about the transition from
CO to SC is not revealed. However, a phase with microscopic coexistence of SC (o-diagonal
long range order; ODLRO) and CO (diagonal long range order; DLRO) is called a supersolid
state, and has been attracting much interests in many elds including Bosonic systems [80{83],
Boson-Fermion mixed systems [84] and spin systems [85{89]. Therefore, it is interesting to
clarify possibility of coexistence of CO and SC in such a simple el-ph model along with its
condition and mechanism. For the Holstein-Hubbard model, competition of phases around the
  U regime requires further investigation. As far as we are aware, the works by Bauer et
al. [69, 90] are the only ones. They employ the numerical renormalization group (NRG) as an
impurity solver, where the result is conned to T = 0, and they focus on half-lling. They
conclude that AF and CO compete in this region and their boundary is located around U  
regardless of the strength of U and , see Fig. 1.9(c). They also point out that the order
of transition changes. For weak couplings and high phonon frequencies, the phase transition
tends to be continuous. On the other hand, for strong couplings and low phonon frequencies,
the phase transition is discontinuous. Since the phase diagram around the   U regime is
attracting much interest in other dimensions [60,61,66], it is imperative to systematically study
the competition of dierent orders and examine the fate of a possible intermediate metallic/SC
phase 1.
The Holstein and Holstein-Hubbard models have also been studied to explore non-equilibrium
dynamics involving el-ph couplings. A time-dependent exact diagonalization (ED) method has
1We note that properties of the superconducting state when !0,  and U are comparable to the band with is
also important to understand. It is discussed in Appendix. A.3 since it slightly deviates from the stream of the
thesis.
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been applied to study dynamics of one or two polarons in the Holstein model [91{93], and
the non-equilibrium DMFT [26] has been also applied to a single-electron problem [94]. As
for many-electron problems, an ED analysis for the Holstein-Hubbard model [95] and weak-
coupling perturbation analyses for the Holstein model with phonons in equilibrium [96{100]
have been done so far in two dimensions. For higher dimensions, there have been analyses with
the framework of DMFT for the strong-coupling regime [101,102]. Still, we must point out that
eects of non-equilibrium phonon dynamics are taken into account only around the insulating
regime [94,95,101,102], and development of methods taking account of the eect is required for
the correlated metallic regime. In addition, studies of the dynamics of ordered states have just
begun [99, 100] and further investigation is necessary when we consider the present situation
where non-equilibrium problems of ordered phases are experimentally a hot topic [17{22,55].
Taking account of above the situation, we study the Holstein and Holstein-Hubbard models
with DMFT to obtain new understanding of competition of dierent orders and dynamical
properties involving strong electron-phonon couplings. Briey speaking, characteristic features
of DMFT are
1. Existence of a well-dened limit :
DMFT becomes exact in the innite spatial dimensions.
2. Rigorous implementation in equilibrium :
There are numerically reliable and feasible methods to solve the associated eective im-
purity problem, such as numerically exact CT-QMC and NRG.
3. Feasibility of extension to non-equilibrium problems :
Because the self-energy is independent of the momentum, implementation of the non-
equilibrium DMFT is relatively easy as compared to other methods that take into account
momentum dependence.
More detailed explanation of DMFT is in Chap. 2.
1.4 Structure of this thesis
This thesis is organized as follows: In Chap. 2, we explain the general idea of DMFT in and
out of equilibrium. Then we formulate details of the hybridization expansion CT-QMC for
the Holstein-Hubbard model (Sec. 2.2), which we newly extend in order to deal with ordered
phases in the model. In Sec. 2.3, we discuss the non-equilibrium formalism and introduce the
non-equilibrium self-consistent Migdal approximation, which is a new approximate impurity
solver developed for the Holstein model. In Chap. 3, we investigate with DMFT+CT-QMC
competition of dierent orders in the Holstein-Hubbard model at half-lling (Sec. 3.1) and in
the Holstein model away from half-lling (Sec. 3.2). Chap. 4 is devoted to investigation of
non-equilibrium situations using non-equilibrium DMFT with the impurity solver developed in
Sec. 2.3. In Sec. 4.1 we study relaxation processes in the Holstein model to nd a crossover of
qualitative characters of relaxation processes. In Sec. 4.2 we reveal properties of collective exci-
tations in strongly-coupled phonon-mediated superconductors. Finally, in Chap. 5, we conclude
the thesis and explain future perspectives about how to relate the investigations of equilibrium
and non-equilibrium states discussed in the thesis. We also pose several future problems there.
The whole structure is illustrated in Fig. 1.10.
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Figure 1.10: Organization of the thesis.
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Chapter 2
Dynamical mean-eld theory
In this chapter, we introduce the dynamical mean-eld theory (DMFT) in [25] and out of
equilibrium [26], which we employ to study the Holstein-Hubbard and Holstein models in this
thesis. In Sec. 2.1, we introduce equilibrium and non-equilibrium Green's functions and explain
the essential idea of DMFT, in which the original lattice model is mapped onto an eective
impurity problem and how to solve the impurity model is important. In Sec. 2.2, we introduce
a continuous time Quantum Monte Carlo (CT-QMC) impurity solver, which we have newly
extend to deal with the s-wave superconductivity in the models mentioned above. In Sec. 2.3,
we shall introduce the non-equilibrium DMFT for the Holstein model in detail and explain
an approximate non-equilibrium impurity solver, which we have developed to take account of
phonon dynamics.
2.1 General formalism
DMFT is one of the most successful Green's-function methods for strongly-correlated systems,
and it is justied in the innite dimensional limit [23{25, 103]. In this theory, the dynamical
correlation is exactly taken into account for the spatially-local part, while non-local ones are
neglected. Even though it is an approximation in nite spetial dimensions, it becomes a good
approximation for large coordination numbers, and has successfully explained many important
phenomena such as the Mott transition in strongly correlated materials [25, 104].
In DMFT, a lattice model is mapped onto an eective impurity problem and one needs
to solve it in a self-consistent manner in order to obtain the Green's function and the self-
energy. Hence how to solve the eective impurity problem is a crucial point in implementing
DMFT. However, the eective impurity problem is still a many-body problem and is non-tribal,
although it is easier than the original lattice model. In equilibrium, there are various reliable
impurity solvers such as exact diagonalizations (ED), numerical renormalization group (NRG)
and quantum Monte Carlo (QMC) methods. In particular, as for QMC methods, which we
employ for equilibrium analyses, there has been continuous eort to develop new ones applicable
to new situations (new phases, new type of interactions, etc) and to reduce sign problems. In
non-equilibrium situations, development of impurity solvers is rather limited compared to the
equilibrium cases. Since QMC methods suer from a severe dynamical sign problem, one can
only study short-time dynamics numerically accurately. Hence proper approximate solvers have
often been developed and employed for the implementation.
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2.1.1 Green's functions in and out of equilibrium
When we want to study properties of systems, we do not necessarily need to study the wave
function or the density matrix, which include the full information. Instead, we can focus on
certain functions that include sucient information. Single-particle Green's functions are such
functions, and DMFT is a theory for evaluating the Green's functions. Contours on which
the Green's functions are dened depend on problems concerned. Hence we need to explain
the Green's functions before we discuss DMFT. In equilibrium cases at nite temperatures,
we usually use the Matsubara formalism, where the contour is located along the imaginary
time axis, see Fig. 2.1 (a). With this formalism, real frequency data can be obtained by an
analytical continuation from the imaginary axis after the Fourier transformation. On the other
hand, when one is interested in the transient dynamics starting from an equilibrium state the
L-shaped contour (the Kadano-Baym contour) illustrated in Fig. 2.1(b) is the proper choice.
C3 in Fig. 2.1 (b) represents the initial state, and we follow the real time dynamics on C1 and
C2. We note in Fig. 2.1 that the contour in the Matsubara formalism is the same as C3 in the
Kadano-Baym (KB) contour. Therefore, the Green's functions on C3 an the Matsubara contour
are essentially the same. In the following, we introduce the Green's functions for electrons in
both formalism briey. For simplicity, here we suppress indices such as the momentum, spin,
etc for electron operators. Detailed properties of the function in the KB formalism are given in
Sec. 2.3.
Equilibrium
Let the Hamiltonian of the system be H. In the Matsubara formalism, we dene the Green's
function as
G(;  0) =  hT c()cy( 0)i; (2.1)
where c() = eHce H and cy( 0) = e 0Hcye  0H. Because of translational invariance against
the imaginary time, we have G(;  0) = G(    0) in equilibrium. In addition, since G() =
G(   ) for  2 [0; ], we dene the Fourier component of the Green's function as
G(i!n) 
Z 
0
dei!nG(); (2.2)
where !n = (2n+ 1)= is the Matsubara frequency.
Non-equilibrium
For the KB formalism we x the notation as follows:
1. C indicates the KB contour (the L-shaped contour), Fig. 2.1(b). C1 stands for [0,tmax], C1
[tmax,0] and C2 [0,-i].
2.  2 C denote points on the KB contour.
3. s() is a function that takes t 2 [0; tmax] when  is at t or  2 [0; ] when  is at  i .
4. Integral on C: RC dF ()  R tmax0 dtF1(t)   R tmax0 dtF2(t)   i R 0 dF3(). Here F () is a
function on C, and Fi corresponds to the part of F () on Ci.
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Figure 2.1: (a) A schematic picture for the contour in the Matubara formalism. (b)
A schematic picture for the contour in the Kadano-Baym formalism (the Kadano-
Baym contour), C = C1 [ C2 [ C3, where the arrows indicate the contour ordering.
5. Dierential on C: @g()  limj 0j!0 g() g(
0)
 0 , where     0 means s()   s( 0) when
;  0 2 C1 or ;  0 2 C2 and  i[s()  s( 0)] when ;  0 2 C3.
6. We dene the order on the contour as in Fig. 2.1.    0 means  comes later than  0.
7. C(;  0) and C(;  0) are the Heaviside function and the delta function respectively dened
on the KB contour with the order dened above.
Now we introduce the contour-ordered Green's functions on the KB contour. Since these
Green's functions are not so common as the equilibrium ones, we introduce them explaining
the basic idea. In the present formalism, we consider situations described by a time-dependent
Hamiltonian H(t) = H(t) N , where the system is in equilibrium at t = 0 with a temperature
T . Hence the initial state at t = 0 is characterized by the density matrix, (0) = 1Z e
 H(0)
with Z = tre H(0). The time evolution of the the density matrix is expressed as (t) =
U(t; 0)(0)U(0; t). Here, U(t; t0) satises U(t0; t0) = 1 and obeys
i
d
dt
U(t; t0) = H(t)U(t; t0): (2.3)
Hence we can express U(t; t0) as
U(t; t0) = U(t0; t0) +
Z t
t0
dt
d
dt
U(t; t0)
= 1 +
Z t
t0
dt( iH(t))U(t; t0)
= 1 +
Z t
t0
dt( iH(t)) +
Z t
t0
dt1
Z t1
t0
dt2( iH(t1))( iH(t2)) +   
=
(
T exp( i R tt0 dtH(t)) t > t0
T exp( i R tt0 dtH(t)) t < t0 ; (2.4)
where T ( T ) is the time ordering (anti-time ordering) operator. Here we note that U(t; t0) is
a unitary operator, U(t; t0)y = U(t0; t), and U(t; t00) = U(t; t0)U(t0; t00). Now, a physical quantity
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(O) is expressed as
hOi(t) = Tr[(t)Os]
=
1
Z
Tr[e H(0)U(0; t)OsU(t; 0)]; (2.5)
where the subscript s indicates the operator is in the Schrodinger representation.
Our main interests are properties of interacting systems. Usual procedure to study quantities
in interacting systems is to start with a solvable regime and take account of the interaction of
the original problem. In the above expression, we need to take into account such corrections for
both (0) and U(t; t0). In order to do this, it is useful to extend the notion of the time-evolution
operator U(t; t0), so that it can express (0) and U(t; t0) in a unied manner. For this, we now
dene the evolution operator on C such that Uc(; ) = 1 and
i@Uc(;  0) = H()Uc(;  0): (2.6)
From this denition, we obtain
Uc(;  0) = Uc( 0;  0) +
Z 
c;0
d
d
d
Uc(;  0);
= 1 +
Z 
c;0
d( iH())Uc(;  0);
= 1 +
Z 
c;0
d( iH()) +
Z 
0
d1
Z 1
0
d2( iH(1))( iH(2)) +    ;
=
(
Tc exp( i
R 
0 dH())    0
Tc exp( i
R 
0 dH())    0:
(2.7)
We note that, although the operator is no longer unitary, it satises
Uc(;  00) = Uc(;  0)Uc( 0;  00): (2.8)
As for the relation with (0) and U(t; t0), one can show
1. Uc(;  0) = U(s(); s( 0)) when ;  0 2 C1; C2,
2. Uc(; 0) = exp( s()H(0)) when  2 C3.
We also note that the partition function is expressed as Z = Tr exp( H(0)) = Tr[Tc exp( i
R
C dH())].
Now, let us dene the Heisenberg expression on C,
Oc() = Uc(0; )Os()Uc(; 0): (2.9)
If we dene as
hOi()  1
Z
Tr[exp( H(0))Oc()];
=
1
Z
Tr[Uc( i; 0)Uc(0; )Os()Uc(; 0)]; (2.10)
=
Tr[Tc exp( i
R
C dH())Os()]
Tr[Tc exp( i
R
C dH())]
;
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then we nd hOi() = hOi(s()) when  2 C1; C2. We can also consider higher-order correlation
functions,
hTcAc()Bc( 0)i = C(;  0)hAc()Bc( 0)i  C( 0; )hBc( 0)Ac()i
= C(;  0)
1
Z
Tr[Uc( i; 0)Ac()Bc( 0)] C( 0; ) 1
Z
Tr[Uc( i; 0)Bc( 0)Ac()]
=
Tr[Tc exp( i
R
C dH())As()Bs( 0)]
Tr[Tc exp( i
R
C dH())]
: (2.11)
Here + is for bosonic operators and   for fermionic ones.
Now, we dene the contour-ordered Green's function for electrons on the KB contour,
G(;  0)   ihTcc()c( 0)i
=   i
Z
C(;  0)Tr[Uc( i; 0)c()cy( 0)] + i
Z
C( 0; )Tr[Uc( i; 0)cy( 0)c()]: (2.12)
Nambu formalism
In order to deal with superconducting states, we introduce the Nambu formalism. The Nambu
spinor is
	^ 

c1
c2


"
c"
cy#
#
: (2.13)
For equilibrium cases, the Green's functions are dened as
G^(    0)   hT 	^()	^y( 0)i; (2.14)
or more explicitly24G11(    0) G12(    0)
G21(    0) G22(    0)
35 =
24 hT c1()cy1( 0)i  hT c1()cy2( 0)i
 hT c2()cy1( 0)i  hT c2()cy2( 0)i
35 : (2.15)
For non-equilibrium cases, the 22 contour-ordered Green's function for electrons is dened
as
G^(;  0)   ihTc	^()	^y( 0)i; (2.16)
or more explicitly24G11(;  0) G12(;  0)
G21(; 
0) G22(;  0)
35 =
24 ihTcc1()cy1( 0)i  ihTcc1()cy2( 0)i
 ihTcc2()cy1( 0)i  ihTcc2()cy2( 0)i
35 : (2.17)
Here G12 and G21 are anomalous Green's functions.
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2.1.2 Essence of DMFT
Here we explain the basic idea of DMFT. Since the KB formalism includes the Matsubara
formalism we use the former for the explanation. The most general Hamiltonian considered in
the thesis is
H(t) =  
X
i;j;
vi;j(t)c
y
i;cj;   
X
i
ni + !0
X
i
ayiai + Fex(t)
X
i
(cyi"c
y
i# + ci#ci")
+ g(t)
X
i
(ayi + ai)(ni;" + ni;#   1) + U
X
i
ni;"ni;#: (2.18)
The notation is the same as in Eq. 1.1. The fourth term with Fex(t) is a pair potential eld
and is introduced here to evaluate the dynamical pair susceptibility, which detects the collective
amplitude mode, see Sec. 4.2.
In DMFT, we map a lattice problem on an eective impurity model in a self-consistent
manner. The corresponding Hamiltonian is
He;imp(t) =
X
;p
p(t)b
y
p;bp; +
X
p
p(t)b
y
p"b
y
 p# +
X
p
p(t)b p#bp"
+
X
;p
[V p (t)c
y
bp; + h:c:]
  (n" + n#) + Fex(t)(cy"cy# + c#c")
+ Un"n# + g(t)(ay + a)(n" + n#   1) + !0aya: (2.19)
or, in the path integral form, the action is
Simp = i
Z
C
dd 0	^y() G^ 10;(;  0) 	^( 0) + i
Z
C
dd 0ay()(i@   !0)a()
  i
Z
C
dg()[a() + ay()]	^y()3	^()  iU
Z
C
dn1()[1  n2()]; (2.20)
where
G^ 10 (;  0) = [i@ I^ + ^3   Fex()^1]C(;  0)  ^(;  0): (2.21)
Here c is the annihilation operator of an electron on the impurity cite, n is the number of
electrons with spin  on the impurity site, a is the annihilation operator of a local phonon
connected to the impurity, and b is the annihilation operator of an electron in a fermionic bath.
p represents a momentum, p is the kinetic energy of the electron in the bath, where we assume
p =  p. This model is the so-called Anderson-Holstein model. Since we consider SC states in
this thesis, we have introduced p, a nite value of which indicates that the bath is in a SC
phase. Hence this Hamiltonian expresses a single-site impurity connected to local phonons in
a SC bath. ^(;  0) is the hybridization function that is obtained by tracing out the eective
bath, I^ is the identity matrix and ^3 is the Pauli matrix.
The Dyson equation for the impurity problem is
G^imp(; 
0) = G^0(;  0) + [G^0  ^imp  G^imp](;  0); (2.22)
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where G^imp and ^imp are the full Green's function of the impurity problem and the self-energy,
respectively, and A B(;  0) stands for RC A(; )B(;  0)d.
The eective impurity model, Eq. 2.19 or Eq. 2.20, is interpreted as an eective model for a
focused site on the original lattice problem, and the bath part in He;imp and the hybridization
function (^) in the action eectively represent the eect of the sites surrounding the focused
one. These quantities are determined so that Gimp and imp are equal to the local Green's
function Gloc = Gii and respectively the momentum independent self-energy, k = imp, in the
original lattice system. Precisely speaking, the eective model is required to satisfy
G^imp(; 
0) =
1
N
X
k
G^k(; 
0); (2.23)
where Gk is the Green's function at a momentum, evaluated with
G^k(; 
0) = G^0;k(;  0) + [G^0;k  ^imp  G^k](;  0); (2.24a)
G^ 10;k(; 
0) = [i@ I^   (k()  )^3   Fex()^1]C(;  0): (2.24b)
Here N is the number of sites. From this expression, one can see that, although in DMFT the
self-energy is momentum independent, Gk depends on momentum through G^0;k and, in many
cases G^0;k depends only on the energy k of a time-independent free electron at k. In these
cases, one can express Gk as G(k) and the summation in the momentum space is replaced by
the energy integral with the density of states (()) for a time-independent free system.
In other words, in DMFT, it is assumed that the electron self-energy, as a functional of
the full Green's function (skeleton diagrams), has the same expression as in the single impurity
Anderson model (SIAM),
i;j [G] = i;jSIAM[Gi;i]: (2.25)
This expression for the self-energy becomes exact in the limit of innite spatial dimensions,
d!1, with a scaling 1=dji jj=2 for the hopping vij .
To summarize, in DMFT, we seek the self-consistent solution of Eq. 2.22, Eq. 2.23 and
Eq. 2.24, where we need to solve the eective impurity model in some way to relate G0;imp
and Gimp. The self-consistent solution is obtained by iteration processes.
Finally we comment on the Bethe lattice, which we employ in the thesis. This lattice has
no loop (two nodes are connected by only one root) and each node is connected to z neighbors,
see Fig. 2.2(a). In the limit of the innite coordination number, z ! 1, with the nearest-
neighbor hopping scaled as vij = v=
p
z, the density of states of the free-electron system on the
Bethe lattice becomes a semicircular () = 1v
p
1  ( 2v )2. In particular, the self-consistency
condition for a homogeneous state, Eq. 2.23 and Eq. 2.24, is reduced to
^(;  0) = v()v( 0)^3G^loc(;  0)^3: (2.26)
2.2 Equilibrium Formalism
2.2.1 DMFT for ordered states
In this thesis we focus on three dierent orders: the s-wave superconductivity (SC), the stag-
gered (commensurate) charge order (CO) and the staggered (commensurate) antiferromag-
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Figure 2.2: (a)The Bethe lattice with z = 3, where z is the number of the neighbors
for each site. (b) shows how we set the sublattices in studying commensurate AF and
CO.
netism (AF), which are considered on the Bethe lattice. The sublattices A and B is illustrated
in Fig. 2.2(b). Order parameters for them are dened in Table. 2.1. In the case of a pure AF
state (SC = 0;CO = 0;AF 6= 0), the average number of the electrons for each sublattice
is the same, but the average of the spin diers between sublattice. As for a pure CO state
(SC = 0;CO 6= 0;AF = 0), the average of the spin for each sublattice is 0, but the average
number of the electrons diers between sublattices. In general, some of these can coexist.
Order Order parameter
s-wave SC SC =
jhcA;#cA;"i+hcB;#cB;"ij
2
CO CO =
j(nA;"+nA;#) (nB;"+nB;#)j
4
AF AF =
j(nA;" nA;#) (nB;" nB;#)j
4
Table 2.1: Various order parameters. nA; and nB; indicate the density of electrons
on the A and B sublattices with spin , respectively.
In order to deal with these orders without any bias, we need to allow the dierence between
A,B sublattices. In this case, the self-consistent condition, Eq. 2.26, is replaced with
G^ 10;A(i!n) = i!nI^ + ^3   v2^3G^loc;B(i!n)^3; (2.27a)
G^ 10;B(i!n) = i!nI^ + ^3   v2^3G^loc;A(i!n)^3; (2.27b)
or, with the hybridization function, it becomes
^A() = v
2^3G^loc;B()^3; (2.28a)
^B() = v
2^3G^loc;A()^3: (2.28b)
Following this general treatment for three dierent orders, we have implemented the code
of DMFT that allows potential AF, CO, and SC orders. In Fig. 2.3, we show a schematic ow
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of the DMFT iteration process to obtain the self-consistent solution:
1. Put some initial value to A,
2. solve the impurity problem with A and determine GA,
3. using GA, express B,
4. solve the impurity problem with B and determine GB,
5. using GB, express A,
and repeat 25, until the convergence is attained.
Now the remaining problem is how to solve the impurity problem. We explain this in the
following sections.
GB
GA
??????????
? ???????
????????
?????????????????????
?????????????
???????????
?????????????
???????????
??????????
? ???????
????????
Figure 2.3: The ow of the iteration process. A(GB) means that the hybridyzation
function contains the information of GB, see Eq. 2.28.
2.2.2 Idea of continuous-time quantum Monte Carlo methods
The basic idea is to make a stochastic sampling of perturbation terms in a partition function
[105, 106]. A Hamiltonian is split into a non-perturbative part (H1) and a perturbative part
(H2) : H = H1 +H2. How to split the Hamiltonian can be decided depending on problems of
interest. The interaction representation with respect to H1 is dened as O() = e
H1Oe H1 .
With this representation the partition function is expressed as Z = Tr

e H1A()

, where
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A() = eH1e H . From the equation of motion, A() can be expressed as
A() = T exp Z 
0
dH2()

= 1 +
1X
n=1
Z 
0
d1   
Z 
n 1
dn( H2(n))    ( H2(1)):
(2.29)
From this, we obtain
Z = Tr

e H1T exp 
R 
0 dH2()

=
1X
n=0
Z 
0
d1   
Z 
n 1
dnTr

e ( n)H1( H2)    e (2 1)H1( H2)e 1H1

:
(2.30)
Now we regard   f1;    ; ng with i 2 [0; ), as a conguration. Then its weight
(contribution to the partition function) is
! = Tr

e ( n)H1( H2)    e (2 1)H1( H2)e 1H1

(d)n; (2.31)
with which Z =
P
 !. Here we note that
P
 corresponds to
P1
n=0
R 
0   
R 
0 .
In the CT-QMC method, we make a stochastic sampling over these congurations. For
this, a random walk (1 ! 2 !    ) in the conguration space is performed in such a way
that the probability to encounter a certain conguration 0 in the random walk is equal to
j!0 j=Z. In operating the random walk, one has to make sure that all the other congurations
can be reached from each conguration in a nite number of steps (ergodicity) and that detailed
balance be satised: j!1 jp(1 ! 2) = j!2 jp(2 ! 1), where p(i ! j) is the probability for
moving from i to j in each step of the random walk.
It is not possible to directly calculate Z itself. Instead, we evaluate physical quantities
by measuring contribution to the quantity from each conguration in the random walk. For
example, for a Green's function (g), it becomes
g =
P
i !igiP
i !i
=
P
i j!i jsignigiP
i j!i jsigni
' hsigni  giiMChsigniiMC
; (2.32)
where gi represents the contribution from a conguration i, signi is the sign of !i and h   iMC
indicates the Monte Carlo sampling. If the sign changes from conguration by conguration, the
weights of dierent congurations tend to cancel with each other. Because of this, one needs to
execute large number of random walk steps in order to achieve enough accuracy. This is the so-
called sign problem. In general, problems with a frustrated lattice conguration and/or fermions
suer from this problem. Fortunately, in the present case of the single-site Anderson-Holstein
model, we did not encounter this problem.
2.2.3 CT-QMC method for ordered states in the Holstein-Hubbard model
In this section, we introduce a CT-QMC method that can deal with the Anderson-Holstein
impurity model (AHIM) in a SC bath. Solving this type of Anderson impurity model (AIM) is
essential to DMFT for the Holstein-Hubbard model in a SC phase. In the present work [27,28],
we note newly extend this CT-QMC method for the present problem based on a previous work
by Koga and Werner for the attractive Hubbard model in SC [107] and another by Werner and
Millis for the Holstein-Hubbard model in normal phases [67].
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The Anderson-Holstein model as an eective impurity model
For equilibrium cases, the Hamiltonian of AHIM in a SC bath is H = Hloc + Hbath + Hmix,
where
Hloc =  (n" + n#) + Un"n# + g(ay + a)(n" + n#   1) + !0aya; (2.33a)
Hbath =
X
;p
pb
y
p;bp; +
X
p
pb
y
p"b
y
 p# +
X
p
pb p#bp"; (2.33b)
Hhyb =
X
;p
(V p c
y
bp; + h:c:): (2.33c)
The notation is the same in as Eq. 2.19.
With the Nambu formalism, i.e.,
c1
c2

=
"
c"
cy#
#
;

bp;1
bp;2

=
"
bp"
by p#
#
; (2.34)
, the Hamiltonian is expressed as
Hloc =
h
cy1 c
y
2
i   0
0 
 
c1
c2

+ Un1(1  n2) + g(ay + a)(n1   n2) + !0aya (2.35a)
Hbath =
X
p
h
byp;1 b
y
p;2
i  p p
p  p
 
bp;1
bp;2

; (2.35b)
Hhyb =
X
p
(V 1p c
y
1bp;1 + V
2
p c
y
2bp;2 + h:c:); (2.35c)
where V 1p = V
"
p , V 2p =  V #p and n = cyc ( = 1; 2).
The action for AHIM is
SAHIM =Z 
0
d
X
p
h
byp;1() b
y
p;2()
i @ + p p
p @   p
 
bp;1()
bp;2()

+
Z 
0
d
h
cy1() c
y
2()
i @    0
0 @ + 
 
c1()
c2()

+
Z 
0
d
X
p
h
cy1() c
y
2()
i V 1p 0
0 V 2p
 
bp;1()
bp;2()

+
Z 
0
d
X
p
h
byp;1() b
y
p;2()
i V 1p 0
0 V 2p
 
c1()
c2()

+ Sloc;int
= quadratic part in b and by
+
X
n
X
p
h
cy1(i!n) c
y
2(i!n)
i V 1p 0
0 V 2p

g^0;p(i!n)

V 1p 0
0 V 2p
 
c1(i!n)
c2(i!n)

+
X
n
h
cy1(i!n) c
y
2(i!n)
i  i!n    0
0  i!n + 
 
c1(i!n)
c2(i!n)

+ Sloc;int;
(2.36)
where the quadratic part means those obtained from the rst equation after completing the
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square for b and by, and
Sloc;int 
Z 
0
day()(@ + !0)a()
+ g
Z 
0
d [ay() + a()][n1()  n2()] + U
Z 
0
dn1()[1  n2()]: (2.37)
Note that, in going from rst to second equations, a Fourier transformation (c() = 1=
p

P
n
e i!n c(i!n)) is performed. In the second term, g^0;p is
g^0;p(i!n) =   1
!2n + 
2
p + jpj2

i!n + p p
p i!n   p

: (2.38)
Then the action for the impurity problem after integrating out b and by becomes
S0AHIM =  
X
n
h
cy1(i!n) c
y
2(i!n)
i
G^ 10 (i!n)

c1(i!n)
c2(i!n)

+ Sloc;int; (2.39)
where G^ 10 (i!n) is
G^ 10 (i!n) = i!nI^ + ^3 +
X
p
1
!2n + 
2
p + jpj2

(i!n + p)jV 1p j2 pV 1p V 2p
pV 2p V 1p (i!n   p)jV 2p j2

: (2.40)
The third term is called the hybridization function,
^(i!n)   
X
p
1
!2n + 
2
p + jpj2

(i!n + p)jV 1p j2 pV 1p V 2p
pV 2p V 1p (i!n   p)jV 2p j2

: (2.41)
This argument based on the action tells that, in order to obtain the information on the impurity
site, we only need the hybridization function out of the full information of the bath part.
Relation between AIM and DMFT
In DMFT, the above eective action corresponds to the eective action for the focused site,
and the bath or the hybridization function is determined to reect the eect of other lattices.
In the case of the Bethe lattice, this self-consistency condition is
v2^3G^loc(i!n)^3 = ^(i!n); (2.42)
where G^loc is the Green's function in the DMFT calculation.
For the CT-QMC method introduced below, we dene new operators for AIM as
B =
X
p
V p bp; ; (2.43)
where =1,2. Then we dene their response functions as
F;(    0)  hT By()B( 0)ibath
=  
X
p
V p V

p hT bp;( 0)byp;()ibath; (2.44)
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where h   ibath means the thermal average with respect toHbath. Therefore,  hT bp;j( 0)byp;i()ibath
is the usual Green's function for a non-correlated system,
  hT bp;( 0)byp;()ibath = [g^0;p( 0   )]; =
1

X
n
e i!n(
0 )[g^0;p(i!n)];: (2.45)
Now we have
F;(    0) = 1

X
n;p
e i!n(
0 )V p V

p [g^0;p(i!n)];
= ;(
0   );
(2.46)
where ; indicates an element of the hybridization function ^. For the equality in the second
line, we have used Eq. 2.41. Therefore, F; is nothing but the hybridization function with the
notation changed slightly. Hence for the Bethe lattice, it follows
F;(    0) = [v2^3G^loc( 0   )^3];: (2.47)
Conguration and its weight
Now we explain how to implement the idea described in Sec. 2.2.2 to AHIM in a SC bath. Even
though we can use the expression for AHIM, Eq. 2.35, in the implementation, for simplicity we
use the following expression for the Hamiltonian, where the Nambu formalism is only applied
to the bath;
Hloc =  (n" + n#) + Un"n# + g(ay + a)(n" + n#   1) + !0aya; (2.48a)
Hbath =
X
p
h
byp;1 b
y
p;2
i  p p
p  p
 
bp;1
bp;2

; (2.48b)
Hhyb = (c
y
"B1 + c#B2 +B
y
1c" +B
y
2c
y
#): (2.48c)
In the present CT-QMC method, we set H1 = Hloc + Hbath, H2 = Hhyb, and we consider
the interaction representation of H1. Therefore, the contribution from the hybridization part is
expanded in the present method (hybridization expansion).
Since the number of spin-up and spin-down particles on the impurity site is conserved in H1,
the number of times cy"B1 (c#B2) appears should be equal to that of B
y
1c" (B
y
2c
y
#). Therefore,
we obtain
Z =
X
n";n#
 Y
=";#
Z 
0
d1   
Z 
n 1
dn
Z 
0
d
0
1   
Z 

0
n 1
d
0
n

 Tr
n
e H1T
h
By1(
"
n")c"(
"
n")c
y
"(
0"
n")B1(
0"
n")   By1("1 )c"("1 )cy"(
0"
1 )B1(
0"
1 )
By2(
0#
n#)c
y
#(
0#
n#)c#(
#
n#)B2(
#
n#)   By2(
0#
1 )c
y
#(
0#
1 )c#(
#
1 )B2(
#
1 )
io
:
(2.49)
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Since the bath part and the impurity part are completely separated in H1, we can separate the
contents of the trace in the above equation into two parts as
Z = Zbath
X
n";n#
 Y
=";#
Z 
0
d1   
Z 
n 1
dn
Z 
0
d
0
1   
Z 

0
n 1
d
0
n

 Trloc
n
e HlocT
h
c"("n")c
y
"(
0"
n")    c"("1 )cy"(
0"
1 )
 cy#(
0#
n#)c#(
#
n#)    cy#(
0#
1 )c#(
#
1 )
io
 1
Zbath
Trb
n
e HbathT By1("n")B1( 0"n")   By1("1 )B1( 0"1 )
By2(
0#
n#)B2(
#
n#)   By2(
0#
1 )B2(
#
1 )
io
;
(2.50)
where Trloc means the trace for the local part (the impurity electron and the local phonon), Trb
means the trace for the bath part, and Zbath is the partition function of the bath. The dierence
between a SC bath and a normal bath is that, in the former, the existence of p prevents us
from separating the trace of the bath part into the spin-up part (B1) and the spin-down part
(B2).
Now, with F;(    0) dened in Eq. 2.44, we dene a matrix,
M 1(f"1    "n"g; f
0#
1    
0#
n#g; f
0"
1    
0"
n"g; f#1    #n#g)

26666666666664
F1;1(
"
1   
0"
1 )    F1;1("1   
0"
n") F1;2(
"
1   #1 )    F1;2("1   #n#)
: : : :
F1;1(
"
n"   
0"
1 )    F1;1("n"   
0"
n") F1;2(
"
n"   #1 )    F1;2("n"   #n#)
F2;1(
0#
1   
0"
1 )    F2;1(
0#
1   
0"
n") F2;2(
0#
1   #1 )    F2;2(
0#
1   #n#)
: : : :
F2;1(
0#
n#   
0"
1 )    F2;1(
0#
n#   
0"
n") F2;2(
0#
n#   #1 )    F2;2(
0#
n#   #n#)
37777777777775
;
(2.51)
where f"1    "n"g; f
0#
1    
0#
n#g is for the row index and f
0"
1    
0"
n"g; f#1    #n#g is for the col-
umn index.
It turns out that
1
Zbath
Trb
n
e HbathT
h
By1(
"
n")B1(
0"
n")   By1("1 )B1(
0"
1 )
By2
 

0#
n#)B2(
#
n#)   By2(
0#
1 )B2(
#
1 )
io
= detM 1
 f"1    "n"g; f 0#1     0#n#g; f 0"1     0"n"g; f#1    #n#g:
(2.52)
We note that in Eq. 2.51 and Eq. 2.52 the order of time is irrelevant, i.e., f"1    "n"g does not
need to be time-ordered.
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As for a conguration (), it is expressed by
f"1    "n"g; f 0#1     0#n#g; f 0"1     0"n"g; f#1    #n#g,
which are time-ordered within each fg. Then its weight (!) is
! = ZbathTrloc
n
e HlocT
h
c"("n")c
y
"(
0"
n")    c"("1 )cy"(
0"
1 ) cy#(
0#
n#)c#(
#
n#)    cy#(
0#
1 )c#
 
#1 )
io
 detM 1(f"1    "n"g; f
0#
1    
0#
n#g; f
0"
1    
0"
n"g; f#1    #n#g

(d)2n"+2n# :
(2.53)
The problem is how to evaluate Trlocfg. Here Hloc is nothing but the Hamiltonian for the one-
site Holstein-Hubbard model, and the problem is translated into how to evaluate correlation
functions for the one-site Holstein-Hubbard model. In order to do this, we employ the Lang-
Firsov transformation [67]. This is because, after the transformation, the coupling between
phonons and electrons vanishes and one obtains an analytical expression for Trlocfg. The Lang-
Firsov transformation is a canonical transformation with e S , where S = g!0 (n"+n# 1)(ay a),
and an operator (O) is transformed into ~O  eSOe S . Then the HamiltonianHloc is transformed
into
~Hloc = e
SHloce
 S
=  ~(n" + n#) + ~Un"n# + !0aya
= He;Hub +Hph;
(2.54)
where
~ =   g
2
!0
; ~U = U   2g
2
!
: (2.55)
As can be seen, there is no coupling between the fermion part (He;Hub) and the phonon part
(Hph), and He;Hub is the Hamiltonian for the one-site Hubbard model and Hph is that of a free-
phonon system. We note that the electron creation and annihilation operators are transformed
into ~cy = e
g
!0
(ay a)
cy and ~c = e
  g
!0
(ay a)
c, respectively. Hence c
y after the LF transformation
creates an electron dressed with phonons (a polaron), see also Sec. 3.1.2.
With these relations, one can separate Trlocfg in Eq. 2.53 into a polaron (electron) part and
a phonon part,
Trloc
n
e HlocT
h
c"("n")c
y
"(
0"
n")    c"("1 )cy"(
0"
1 ) cy#(
0#
n#)c#(
#
n#)    cy#(
0#
1 )c#(
#
1 )
io
= Trc
n
e He;HubT
h
c"("n")c
y
"(
0"
n")    c"("1 )cy"(
0"
1 ) cy#(
0#
n#)c#(
#
n#)    cy#(
0#
1 )c#(
#
1 )
io
 Tra
n
e HphT
h
e
 Ab("n" )eAb(
0"
n" )    e Ab("1 )eAb(
0"
1 )  eAb(
0#
n# )e
 Ab(#n# )    eAb(
0#
1 )e Ab(
#
1 )
io
(2.56)
where Ab() =
g
!0
(e!0ay   e !0a), and Tra and Trc mean the traces for the phonon part and
the electron part, respectively. The electron part is nothing but the problem of the one-site
Hubbard model, and it can be readily evaluated.
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As for the phonon part,
!ph()  Tra
n
e HphononT
h
e
 Ab("n" )eAb(
0"
n" )    e Ab("1 )eAb(
0"
1 )
 eAb(
0#
n# )e
 Ab(#n# )    eAb(
0#
1 )e Ab(
#
1 )
io
= Tra
n
e Hphes2nA(2n)    es1A(1)
o
= exp
h
  g
2=!20
e!0   1
n
n(e!0 + 1) +
X
1j<i2n
sisj [e
!0( (i j)) + e!0(i j)]
oi
;
(2.57)
where n = n" + n#. Here f1    2ng is constrained to 0  1 <    < 2n < , and the
elements are the same as those of  = ff"1    "n"g; f
0#
1    
0#
n#g; f
0"
1    
0"
n"g; f#1    #n#gg. In
other words, we just change the order of elements of  so that they are time-ordered. The sign
si is 1 (-1) if i is an argument for a creation (annihilation) operator. The derivation of Eq. 2.57
is given in Appendix. A.1.
Segment representation
So far, congurations () are expressed as
f"1    "n"g; f 0#1     0#n#g; f 0"1     0"n"g; f#1    #n#g,
which are time-ordered within each fg. However, we can reduce the conguration space further
by omitting congurations whose weight (!) is 0. This is possible because, for a certain
conguration to have nonzero weight, the creation and annihilation operators for each spin
must appear alternatingly since the time evolution with Hloc does not change the spin. We only
need to consider congurations that satisfy this, and these congurations can be expressed as
a collection of segments (see Fig. 2.4), where each segment represents a time interval during
which the impurity site is occupied by a spin up or down electron (we call this the segment
representation). Hereafter, when we regard a conguration () as a collection of segments, we
express  as
f e"1     e"n"g; f s#1     s#n#g; f s"1     s"n"g; f e#1     e#n#g. Here  si and  ei respectively
represent the starting point and the ending point of the i-th segment for spin . The order of
the segments for each spin is determined by the order of starting points of the segments for
that spin. We also note that the congurations of segments are categorized into two types, see
Fig. 2.5. Type 1 is the congurations that have no segments at  = 0 and  = , while, type 2
is the congurations where  = 0 and  =  are on a segment.
Now, in order to evaluate the weight of a conguration (!), one has to evaluate the weight
of the local part (!loc) and the weight of the bath part (!bath). Here, we can choose the order
of time in such a way that !loc becomes always positive. In that case,
!bath = ( )xdetM 1(f e"g; f s#g; f s"g; f e#g); (2.58)
where x is a certain integer that depends on the conguration . The absolute value of Trcfg
in Eq. 2.56 is
jTrcfgj = exp

~(l" + l#)  ~Uloverlap

; (2.59)
where l is the total length of the segments for spin , and loverlap is the total length of the
overlaps between the segments for spin up and those for down. This and Eq. 2.57 determine
!loc.
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Figure 2.4: Conguration  expressed in the segment representation.  si and 
e
i re-
spectively represent the starting point and the ending point of the i-th segment. The
order of the segments follows the order of starting points of segments. Green letters
represent the original time-ordered expression.
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Figure 2.5: Two types of congurations of segments. si and 
e
i respectively represent
the starting point and the ending point of the i-th segment. The order of segments
follows the order of starting points of segments. Green letters represent the original
time-ordered expression.
As for !bath, we show the value of x in Eq. 2.58 for various congurations in Table. 2.2.
We shall illustrate the derivation for the case of (type 1,type 1), while the rest is obtained in a
similar way. In that case,
!loc = Trloc
n
e HlocT
h
c"( e"n")c
y
"(
s"
n")    c"( e"1 )cy"( s"1 )
 c#( e#n#)cy#( s#n#)    c#( e#1 )cy#( s#1 )
io
;
(2.60)
and
!bath =
1
Zbath
Trb
n
e HbathT
h
By1(
e"
n")B1(
s"
n")   By1( e"1 )B1( s"1 )
B2( e#n#)By2( s#n#)   B2( e#1 )By2( s#1 )
io
:
(2.61)
Note that, in !loc, the order of creation and annihilation operators for each spin is time-ordered.
It turns out that this type of ordering makes !loc positive, and this fact holds in the remaining
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segment type of spin up segment type of spin down x
type 1 type 1 n#
type 1 type 2 n# + 1
type 2 type 1 n# + 1
type 2 type 2 n#
Table 2.2: The coecient x in Eq. 2.58 for the !bath for various segment congurations.
three cases as well. On the other hand, we have
detM 1(f e"g; f s#g; f s"g; f e#g) =
1
Zbath
Trb
n
e HbathT
h
By1(
e"
n")B1(
s"
n")   By1( e"1 )B1( s"1 )
By2( s#n#)B2( e#n#)   By2( s#1 )B2( e#1 )
io
:
(2.62)
Then, comparing Eq. 2.61 and Eq. 2.62, one nds
!bath = ( )n# detM 1(f e"g; f s#g; f s"g; f e#g): (2.63)
Evaluation of the Green's function
The Green's functions such as g() = hTc"()cy"(0)i and f() = hTc"()c#(0)i can be measured
as
g() =
1
Z
X

n"X
i;j=1
1

(; "i   
0"
j )M;j;i! '
hPn"i;j=1 1(; "i    0"j )M;j;i  signiMC
hsigniMC
; (2.64a)
f() =
1
Z
X

n"X
i=1
n#X
j=1
1

(; "i   #j )M;n"+j;i! '
hPn"i=1Pn#j=1 1(; "i   #j )M;n"+j;i  signiMC
hsigniMC
;
(2.64b)
where ! is the weight of a conguration  = ff"1    "n"g; f
0#
1    
0#
n#g; f
0"
1    
0"
n"g; f#1    #n#gg,
M M(f"1    "n"g; f
0#
1    
0#
n#g; f
0"
1    
0"
n"g; f#1    #n#g) and sign is the sign of !. Here, 
is assumed to be positive, and (;  0) is
(;  0) = (    0); ( 0 > 0)
  (    0   ): ( 0 < 0) (2.65)
The derivation of Eq. 2.64 is given in Appendix. A.1.
Random walk
Here we briey explain the random walk in the conguration space in our study, where cong-
urations are expressed in the segment representation. The random walk consists of seven steps:
1. Adding a segment of random length for random spin at a random point.
2. Removing a randomly chosen segment.
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3. Adding an anti-segment of random length for random spin at a random point.
4. Removing a randomly chosen anti-segment.
5. Shifting the end point of a randomly chosen segment.
6. Swapping segments for spin up and those for spin down.
7. Swapping segments and anti-segments for each spin.
Each step should be executed so that a probability for moving conguration i to j (p(i !
j)) satises the detailed balance. For this, we split p(i ! j) into a probability of proposing a
new conguration (pprop(i ! j)) and a probability of accepting the proposal (pacc(i ! j)).
Then, we use the Metropolis algorithm,
pacc(i ! j) = min

1;
pacc(i ! j)
pacc(j ! i)

: (2.66)
In steps 15, segments for either spin up or down are modulated. Steps 14 are neces-
sary for ergodicity, and 57 are for eciency. During the random walk, we keep track of
M(f e"g; f s#g; f s"g; f e#g) and detM . As for a way to implement fast update ofM(f e"g; f s#g; f s"g;
f e#g) and detM , see Ref. [106].
2.3 Non-equilibrium formalism
In this section, we explain the non-equilibrium DMFT formulated with the Green's function on
the Kadano-Baym (KB) contour. This formalism enables us to study the situation where the
system is in equilibrium at t = 0 and the system is excited at t > 0 into non-equilibrium state.
This formalism has been applied mainly to the Hubbard model (the Coulomb interaction only).
Our achievement is the extension of the theory that enables us to take into account phonon
dynamics.
2.3.1 Green's function for electrons
We have introduced the contour ordered Green's function of the KB contour in Eq. 2.12. How-
ever, it has some redundancy, and in practice we do not need to deal with it directly. Instead, we
introduce "physical" Green's functions, and select independent parts of the Green's functions
that include the same amount of information as the original ones. Here we explain this point.
First let us separateG(;  0) into nine components, since the KB contour, C, can be separated
into three parts. We can then dene Gij(s(); s( 0)) = G(;  0) for  2 Ci;  0 2 Cj . Then it is
helpful to consider a 3 3 matrix assigned by the combination of the arguments (t; t0; ;  0),
G^(t; t0; ;  0) 
24G11(t; t0) G12(t; t0) G13(t;  0)G21(t; t0) G22(t; t0) G23(t;  0)
G31(; t0) G32(; t0) G33(;  0)
35 : (2.67)
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Here one can see that Gij has the following redundancy;
G11(t; t0) = G12(t; t0) (for t  t0); (2.68a)
G11(t; t0) = G21(t; t0) (for t > t0); (2.68b)
G22(t; t0) = G21(t; t0) (for t < t0); (2.68c)
G22(t; t0) = G12(t; t0) (for t  t0); (2.68d)
G13(t;  0) = G23(t;  0); (2.68e)
G32(; t0) = G31(; t0): (2.68f)
In particular these imply,
G11(t; t0) +G22(t; t0) = G12(t; t0) +G21(t; t0) (for t 6= t0). (2.69)
Now we introduce the "physical" Green's functions. First we dene a 3 3 matrix L^ as
L^ =
1p
2
241  1 01 1 0
0 0
p
2
35 ; (2.70)
and ^3 = diag(1; 1; i). The "physical" Green's functions are obtained by rotating the matrix
Eq. 2.67 as24GR(t; t0) GK(t; t0) p2G:(t;  0)0 GA(t; t0) 0
0
p
2G :(; t0) GM (;  0)
35  L^^3G^L^y
=
1
2
24G11  G12 +G21  G22 G11 +G12 +G21 +G22
p
2(G13 +G23)
G11  G12  G21 +G22 G11 +G12  G21  G22 p2(G13  G23)
 p2i(G31  G32)  p2i(G31 +G32)  2iG33
35 : (2.71)
The explicit form of the "physical" Green's functions is
GR(t; t0) =  i(t  t0)h[c(t); cy(t0)]+i; (2.72a)
GA(t; t0) = i(t0   t)h[c(t); cy(t0)]+i; (2.72b)
GK(t; t0) =  ih[c(t); cy(t0)] i; (2.72c)
G:(t;  0) = ihcy( 0)c(t)i; (2.72d)
G :(; t0) =  ihc()cy(t)i; (2.72e)
GM (;  0) =  hT c()cy( 0)i; (2.72f)
where [; ] (+) is the (anti-)commutator, and R; A K; :; :and M respectively stand for
the retarded, advanced, Keldysh, left-mixing, right-mixing and Matsubara components. Other
important Green's functions are
G<(t; t0) = G12(t; t0) = ihcy(t0)c(t)i; (2.73a)
G>(t; t0) = G21(t; t0) =  ihc(t)cy(t0)i: (2.73b)
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These Green's functions are not independent of each other but satises the relations;
GK(t; t0) = G<(t; t0) +G>(t; t0); (2.74a)
GA(t; t0) = GR(t0; t); (2.74b)
G>(t; t0) = G<(t; t0) +GR(t; t0) GR(t0; t); (2.74c)
G :(; t0) = G:(t0;    ): (2.74d)
From these, we nd that the set of GM ; G<; GR and G: has the full information, and we can
construct the non-equilibrium DMFT focusing on this set. We note that a relation,
G<;>(t; t0) =  G<;>(t0; t); (2.75)
is also important in the implementation.
Nambu formalism
In the Nambu formalism Eq. 2.17, each of the four components satises the relation Eq. 2.68.
Hence we can dene the "physical" Green's functions and the lesser and the greater Green's
functions for each component in the same manner as in the normal state described above. As
a counterpart to Eq. 2.74, we obtain
GK;(t; t
0) = G<;(t; t
0) +G>;(t; t
0); (2.76a)
GA;(t; t
0) = GR;(t
0; t); (2.76b)
G>;(t; t
0) = G<;(t; t
0) +GR;(t; t
0) GR;(t0; t); (2.76c)
G :;(; t0) = G:;(t0;    ); (2.76d)
where ;  = 1; 2 are Nambu indices.
Hence we only need to focus on GM , G:, GR and G< again. For Eq. 2.75, we have
G<;>; (t; t
0) =  G<;>; (t0; t): (2.77)
In the following, we are going to use the Nambu formalism, since this is more general than the
previous formalism.
2.3.2 Green's function for phonons
In principle, we can also dene the Green's function for a phonon part as in the fermionic case,
Eq. 2.12. However, if the Hamiltonian concerned has a structure of,
H(t) = !0a
y
a+ F^ (X; t); (2.78)
it is simpler to consider the phonon Green's function with the form of
D(;  0)   ihTcXc()Xc( 0)i: (2.79)
Here ay again denotes a creation operator of a phonon, X = a+ ay, and F^ is a time-dependent
operator expressed only with X (without a  ay) but can involve other degrees of freedom such
as electrons. The Holstein model and its eective impurity problem have this structure. Since
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we can integrate out the contribution from P = (a   ay)=i in the action, we do not need to
consider the propagator such as  ihTcXc()Pc( 0)i,  ihTcPc()Xc( 0)i and  ihTcPc()Pc( 0)i
in the diagrammatic expansion for D(;  0) and G(;  0).
For example, when the system is free (F^ = 0), the phonon Green's function becomes
D0(; 
0) = GB0 (
0; ) +GB0 (; 
0); (2.80)
where GB0 (; 
0)   i[C(;  0) + fB(!0)] exp( i
R 
c;0 d!0). fB(!) = 1=(e
!   1) is the Bose
occupation function at an inverse temperature . The inverse of D0(; 
0) is dened by [D 10 
D0](; 
0) = C(;  0) and given as
D 10 (; 
0) =
 @2   !20
2!0
C(;  0): (2.81)
Now we can dene nine Green's functions in the same way as for G(;  0), and we obtain
the relation,
D11(t; t0) = D12(t; t0) (for t  t0); (2.82a)
D11(t; t0) = D21(t; t0) (for t > t0); (2.82b)
D22(t; t0) = D21(t; t0) (for t < t0); (2.82c)
D22(t; t0) = D12(t; t0) (for t  t0); (2.82d)
D13(t;  0) = D23(t;  0); (2.82e)
D32(; t0) = D31(; t0): (2.82f)
From the denition of D, we nd
D11(t; t) = D12(t; t) = D21(t; t) = D22(t; t); (2.83)
and, from Eq. 2.82,
D11(t; t0) +D22(t; t0) = D12(t; t0) +D21(t; t0) (for any t; t0). (2.84)
Now we introduce the "physical" Green's functions as in the electron case,24DR DK p2D:0 DA 0
0
p
2D :DM
35  L^^3D^L^y; (2.85)
where
DR(t; t0) =  i(t  t0)h[X(t); X(t0)] i;
DA(t; t0) = i(t0   t)h[X(t); X(t0)] i;
DK(t; t0) =  ih[X(t); X(t0)]+i;
D:(t;  0) =  ihX( 0)X(t)i; (2.86)
D :(; t0) =  ihX()X(t0)i;
DM (;  0) =  hTX()X( 0)i:
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We note that DR and DA are real, while DK is purely imaginary. We also introduce the lesser
and greater Green's functions as
D<(t; t0) = D12(t; t0) =  ihX(t0)X(t)i; (2.87a)
D>(t; t0) = D21(t; t0) =  ihX(t)X(t0)i: (2.87b)
Now we note the phonon Green's function satises
D(;  0) = D( 0; ): (2.88)
This leads to the relations,
D>(t; t0) = D<(t0; t); (2.89a)
DK(t; t0) = D<(t; t0) +D<(t0; t); (2.89b)
DA(t; t0) = DR(t0; t); (2.89c)
D :(; t0) = D:(t0; ): (2.89d)
Hence one nds that the set of DM , D:, D< and DR is enough. We also point out other
important relations for the implementation,
D<;>(t; t0) =  D<;>(t0; t);
DR(t+ 0+; t) =  ih[X(t+ 0+); X(t)]i = 0; (2.90a)
@tD
R(t; t0)jt0=t 0+ =  2!0:
Although we have mentioned that the other types of Green's functions for phonons are not
necessary for the diagrammatic expansion for D(;  0) and G(;  0), we need them when we are
interested in quantities related to phonons such as the phonon density, hay(t)a(t)i. Here we
explain that the other Green's functions for phonons ( ihTcXc()Pc( 0)i,  ihTcPc()Xc( 0)i
and  ihTcPc()Pc( 0)i) can be obtained from the derivatives of D. From Eq. 2.78, we nd
i@Xc() = Uc(0; )[X;H()]Uc(; 0)
= !0[ ay() + a()]; (2.91)
where Uc is dened in Eq. 2.7. From this we have
Dd1(; 
0)  @D(; 
0)
!0
=  ihTcP ()X( 0)i; (2.92a)
Dd2(; 
0)  @0D(; 
0)
!0
=  ihTcX()P ( 0)i; (2.92b)
Dd1,d2(; 
0)  @@0D(; 
0)
!20
=
2
!0
C(;  0)  ihTcP ()P ( 0)i: (2.92c)
We note that, since Dd1(; 
0); Dd2(;  0) and Dd1;d2(;  0)  2!0 C(;  0) satisfy the same relation
as D(;  0) (Eq. 2.82), we can dene physical parts for them (retarded part, etc) in the same
manner. For example,
DRd2(t; t
0) =  i(t  t0)h[X(t); P (t0)]i; (2.93)
DAd2(t; t
0) = i(t0   t)h[X(t); P (t0)]i: (2.94)
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2.3.3 The Dyson equation
In non-equilibrium cases, solving the Dyson equation is not so simple as in equilibrium cases,
where each frequency component is independent of the rest because of the translational invari-
ance along time. The integral form of the Dyson equation has a form of the Volterra integral
equation, and the dierential form of the Dyson equation has a form of the integral-dierential
equation [26], which we solve numerically, see Appendix. B.1. Here we explicitly show the form
of the Dyson equations for the retarded (R), lesser (<) and left-mixing (:) parts. We note
that the Matsubara component is prepared in the usual procedure and sets the initial condi-
tions for these components. Technically speaking, the equations represent a non-Markovian
time-propagation, hence we need to preserve all the Green's function with two arguments. This
leads to a required memory scaling as O(M2), where M is the number of grids along time. In
addition, since the Dyson equation is nothing but evaluating an inversion of aMM matrix, it
requires O(M3) calculation time. In general, the integral-dierential form requires less memory
and less calculation time than the integral form in the implementation of DMFT.
Electrons
The integral form of the Dyson equation for the electron Green's function is expressed as
G^(;  0) = G^0(;  0) + [G^0  ^  G^](;  0); (2.95)
where ^ is the self-energy in the Nambu formalism. The explicit expression for GR, G: and
G< are
G^R(t; t0) 
Z t
t0
dt[G^0  ^]R(t; t)G^R(t; t0) = G^R0 (t; t0) (for t > t0); (2.96a)
G^:(t;  0) 
Z t
0
dt[G^0  ^]R(t; t)G^:(t;  0) = Q^:(t;  0); (2.96b)
G^<(t; t0) 
Z t
0
dt[G^0  ^]R(t; t)G^<(t; t0) = Q^<(t; t0); (2.96c)
where
Q^:(t;  0) = G^:0 (t;  0) +
Z 
0
d [G^0  ^]:(t; )G^M ( ;  0); (2.97a)
Q^<(t; t0) = G^<0 (t; t0) +
Z t0
0
dt[G^0  ^]<(t; t)G^A(t; t0)  i
Z 
0
d [G^0  ^]:(t; )G^ :( ; t0):
(2.97b)
We note that, since G^ :and G^A can be expressed in terms of G^R and G^: using Eq. 2.76, these
equations are closed for a given ^. The Dyson equation can also be expressed in a dierential
form, 
i@   h()  Fex()
 Fex() i@ + h()

G^(;  0) 
Z
C
d^(; )G^(^;  0) = I^C(;  0): (2.98)
The explicit form for GR, G: and G< are
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[i@tI^   h(t)^3   Fex(t)^1]G^R(t; t0) 
Z t
t0
dt^R(t; t)G^R(t; t0) = (t  t0)I^ (for t > t0);
(2.99a)
[i@tI^   h(t)^3   Fex(t)^1]G^:(t;  0) 
Z t
0
dt^R(t; t)G^:(t;  0) = Q^:(t;  0); (2.99b)
[i@tI^   h(t)^3   Fex(t)^1]G^<(t; t0) 
Z t
0
dt^R(t; t)G^<(t; t0) = Q^<(t; t0); (2.99c)
where
Q^:(t;  0) =
Z 
0
d ^:(t; )G^M ( ;  0); (2.100a)
Q^<(t; t0) =
Z t0
0
dt^<(t; t)G^A(t; t0)  i
Z 
0
d ^:(t; )G^ :( ; t0): (2.100b)
Phonons
The Dyson equation for the phonon Green's function is
D(;  0) = D0(;  0) + [D0  D](;  0)
= D0(; 
0) + [D  D0](;  0); (2.101)
where  is the phonon self-energy. The explicit forms of the equations for DR, D: and D< are
DR(t; t0) 
Z t
t0
dt[D0 ]R(t; t)DR(t; t0) = DR0 (t; t0) (for t > t0); (2.102a)
D:(t;  0) 
Z t
0
dt[D0 ]R(t; t)D:(t;  0) = R:(t;  0); (2.102b)
D<(t; t0) 
Z t
0
dt[D0 ]R(t; t)D<(t; t0) = R<(t; t0);
where
R:(t;  0) = D:0 (t;  0) +
Z 
0
d [D0 ]:(t; )DM ( ;  0); (2.103a)
R<(t; t0) = D<0 (t; t0) +
Z t0
0
dt[D0 ]<(t; t)DA(t; t0)  i
Z 
0
d [D0 ]:(t; )D :( ; t0):
(2.103b)
We note that, since D :and DA can be expressed with DR and D: through Eq. 2.89, these
equations are closed for a given .
The Dyson equation for the phonon Green's function can also be written with a dierential
form as  @2   !20
2!0

D(;  0) 
Z
C
(; )D(;  0)d = C(;  0); (2.104)
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where
 @2 !20
2!0
=
 @2t !20
2!0
for  2 C1; C2 and  @
2
 !20
2!0
=
@2 !20
2!0
for  2 C3.
From this we can explicitly write the equations for DR, D: and D< as @2t   !20
2!0

DR(t; t0) 
Z t
t0
dtR(t; t)DR(t; t0) = (t  t0); (2.105a) @2t   !20
2!0

D:(t;  0) 
Z t
0
dtR(t; t)D:(t;  0) = R:(t;  0); (2.105b) @2t   !20
2!0

D<(t; t0) 
Z t
0
dtR(t; t)D<(t; t0) = R<(t; t0); (2.105c)
where
R:(t;  0) =
Z 
0
d:(t; )DM ( ;  0); (2.106a)
R<(t; t0) =
Z t0
0
dt<(t; t)DA(t; t0)  i
Z 
0
d:(t; )D :( ; t0): (2.106b)
Since these equations are 2nd derivative-integral equations, we need the information of @D(; 
0)j=0 
= !0Dd1(0; 
0)

as well as that of D(0;  0).
Dierentiating the Dyson equation Eq. 2.101, we obtain
Dd1(t; t
0) = D0;d1(t; t0) + [D0;d1  D](t; t0); (2.107a)
Dd2(t; t
0) = D0;d2(t; t0) + [D  D0;d2](t; t0); (2.107b)
Dd1;d2(t; t
0) = D0;d1;d2(t; t0) + [D0;d1  Dd2](t; t0): (2.107c)
Technically speaking, even though Dd1,Dd1 and Dd1;d2 can be obtained by dierentiating D,
it is not easy to keep the same scaling for the accuracy in the implementation as for D. With
regards to this point, it is much easier to use Eq. 2.107 for evaluating Dd1,Dd1 and Dd1;d2.
2.3.4 Non-equilibrium dynamical mean-eld theory for the Holstein model
In DMFT, the lattice problem is mapped onto an eective impurity problem. For the Holstein
model, the eective impurity model is Eq. 2.20 with U = 0. The action for the impurity model
is simplied by integrating out P , and we obtain
S0imp = i
Z
C
dd 0	^y()G^ 10;(;  0)	^( 0) + i
Z
C
dd 0X()
D 10 (; 
0)
2
X( 0)
  i
Z
C
dg()X()	^y()^3	^(): (2.108)
From this expression, we can conrm that when we consider an expansion of G and D we do not
need to consider other types of phonon Green's functions ( ihTcXc()Pc( 0)i,  ihTcPc()Xc( 0)i
and  ihTcPc()Pc( 0)i). We only have to solve this impurity problem in some way and nd a
self-consistent solution as explained in Sec. 2.1.2. We again note that the self-consistent solution
has the following relation,
G^loc(t; t
0)   ihTC	i(t)	yi (t0)i = G^imp(t; t0) (2.109a)
Dloc(t; t
0)   ihTCXi(t)Xi(t0)i = Dimp(t; t0): (2.109b)
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Observables
In DMFT one can derive the following expressions for various physical quantities using the
Dyson equations for the lattice and the eective impurity problem 1.
1. Kinetic energy:
Ekin(t) =   1
N
X
i;j;
vi;j(t)hcyi;(t)cj;(t)i =  i
X

[^~ G^loc]<;(t; t); (2.110)
where ~ means to operate multiplication of 22 matrices and integration along the KB
contour C, i.e., [A^~ B^];0(;  0) =
P

R
C dA;(; )B;0(; 
0)
2. Correlation between lattice distortion and electron density:
1
N
X
i
hXi(t)	^yi ^3	^i(t)i =
1
ig(t)
X

[^~ G^loc]<;(t; t): (2.111)
3. Phonon density:
hayi (t)ai(t)i =
1
4
[hXi(t)Xi(t)i+ hPi(t)Pi(t)i]  1
2
: (2.112)
4. Total energy per site:
Etot(t) = Ekin(t)   1
N
X
i
hni(t)i+ 1
N
!0
X
i
hayi (t)ai(t)i
+
1
N
X
i
g(t)hXi(t)	^yi (t)^3	^i(t)i: (2.113)
2.3.5 Impurity solver
The most important step in the DMFT self-consistency loop is to solve the eective impurity
problem. In principle, a numerically exact solution can be obtained with real-time CT-QMC
methods [108{110]. However, QMC methods suer from a dynamical sign problem when they
are implemented on the real-time axis. This makes it dicult to reach long times required
to investigate dynamics of phonons and/or some order parameters in symmetry-broken states.
What is often done to deal with this diculty is to use proper approximate solvers for eec-
tive impurity models. Compared to the situation in the Hubbard model, such approximations
remain to be developed for electron-phonon systems. Here we have newly extended the Migdal
approximation, which has been a successful method in describing conventional superconductors
in the strongly-coupled regime [14, 15], to solve the eective non-equilibrium impurity prob-
lem. The basic idea of this approximation is that the vertex corrections for self-energies can be
neglected when !0=W is small, which is usually the case in many materials [13].
1Here we assume that Fex  0 and the system does not break the spatial translational symmetry.
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Figure 2.6: (a) The electron self-energy (), phonon self-energy () diagrams and the
Luttinger-Ward functional [G;D] in the self-consistent Migdal approximation. Here,
double straight lines represent the dressed electron Green's functions, while double
wiggly lines the dressed phonon Green's function. (b) The electron self-energy in the
unrenormalized Migdal approximation, where the single wiggly line indicate the bare
(equilibrium) phonon Green's function. In both cases, the Hartree terms are neglected
since we consider homogeneous excitations with no change in the electron number
at half-lling. Schematic pictures at lower parts of both panels show that electrons
and phonons make time-evolution aecting each other in the self-consistent Migdal
approximation, while in the unrenormalized Migdal approximation only electrons make
time-evolution with phonons remaining in equilibrium.
First of all, we have to note that the term \Migdal approximation" is used for two distinct
types of approximations in the literature on the Holstein model, i.e., the self-consistent Migdal
approximation and the unrenormalized Migdal approximation. Prior to the present work, only
the latter type of approximation is extended to non-equilibrium [96{100]. However, in the
approximation, phonon dynamics is neglected and its eect has not been clear. In addition, as we
show below, the self-consistent Migdal approximation, as impurity solvers, is quantitatively more
accurate than the other. Our main contribution here in terms of development of methodology
is the extension of the self-consistent Migdal approximation to non-equilibrium situations and
clarication of eects of phonon dynamics.
Now, let us start with a comparison between the self-consistent and un-renormalized Migdal
approximations.
1. Self-consistent Migdal approximation (sMig)
The self-energies for electrons and phonons are expressed as
^(;  0) =  ^3C(;  0)g()
Z
C
d1tr[iG^imp(1; 1+0
+
C )^3]D0(1; )g(1)
+ ig2Dimp(; 
0)^3G^imp(;  0)^3; (2.114a)
(;  0) =  ig2tr[^3G^imp(;  0)^3G^imp( 0; )]: (2.114b)
Here the rst term in  is the Hartree term. In this thesis, we focus on homogeneous
phases at half-lling and homogeneous external elds with no change in the number of
electrons. In this case, the Hartree term is always zero and we do not need to think of
it explicitly. The Feynman diagrams for self-energies of electrons (without the Hartree
term) and of phonons are shown in Fig. 2.6(a). This approximation has been used to study
the Holstein model in equilibrium, and its accuracy has been discussed in a number of
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Figure 2.7: (a)(b) The phonon spectral functions ph(!) and (d)(e) the electron spec-
tral functions e(!) computed with the self-consistent Migdal approximation at half
lling with !0 = 0:7 for g = 0:35 (a,d) or g = 0:65 (b,e) at various values of T = 1=.
(c)(f) are corresponding results in the unrenormalized Migdal approximation at half
lling for g = 0:65. Vertical lines in each panel show the bare phonon frequency,
j!j = !0.
papers [111{116]. As long as g is not close to the critical value gc for the transition to the
bipolaronic insulating phase and !0 is small enough compared to the electron bandwidth,
it provides a quantitatively accurate description [112, 115, 116]. Since the self-energies of
the electrons and phonons involve dressed propagators (as represented by double lines in
Fig. 2.6(a)), we can take account of the interplay between the electrons and phonons in
non-equilibrium dynamics. In particular, we can construct a Luttinger-Ward functional
[G;D] for this approximation as displayed in Fig. 2.6(a). Hence this approximation is
a conserving one, and we have numerically conrmed that number of electrons and total
energies are indeed conserved.
2. Unrenormalized Migdal approximation (uMig)
The unrenormalized Migdal approximation is sometimes called the Hartee-Fock approx-
imation [68]. In this approximation, we ignore the phonon self-energy, and the electron
self-energy is given by
^(;  0) =  ^3C(;  0)g()
Z
C
d1tr[iG^imp(1; 1+0
+
C )^3]D0(1; )g(1)
+ ig2D0(; 
0)^3G^imp(;  0)^3: (2.115)
The corresponding Feynman diagram for the self-energy is shown in Fig. 2.6(b), where
the Hartree term is again neglected. We note that the electron self-energy has the same
structure as the self-consistent Migdal approximation, Fig. 2.6(a), but that the dressed
phonon propagator is replaced with the bare equilibrium propagator. Hence the phonon
dynamics is not considered in this scheme, and its eect on electron dynamics is also
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Figure 2.8: The electron self-energies on the Matsubara axis calculated in DMFT
with the Migdal approximation, HF approximation, and CT-QMC impurity solvers
for !0 = 0:7 and indicated values of g and .
neglected, see Fig. 2.6(b). In addition, this approximation cannot be derived from a
Luttinger-Ward functional and is thus not conserving. The uMig approximation has been
used to study equilibrium states [68] and nonequilibrium dynamics [98{100] of the Holstein
model. In addition, the uMig self-energy for small g has been added in some DMFT studies
to describe an eect of a bosonic heat bath on the electrons [117, 118], and we also see
that phonons indeed act as a heat bath in this approximation in Sec. 4.1.3.
In the following, we shall show that the sMig approximation is denitely more reliable than
the unrenormalized one, by benchmarking equilibrium results against DMFT data obtained
with the CT-QMC impurity solver [28, 67]. We also demonstrate how the sMig approximation
quantitatively is improved as we decrease the phonon frequency by comparing the results for
the transition temperatures to the SC phase with those from DMFT+CT-QMC's [28,112].
First, we compare spectral functions for electrons and phonons in the sMig approximation
and the uMig approximation. The spectral functions are dened by
ph(!) =  ImDRloc(!)=; (2.116a)
e(!) =  ImGRloc(!)= (2.116b)
for phonons and electrons, respectively, and the superscript R denotes retarded components.
We obtain these spectral functions by calculating the equilibrium propagators on the real-time
axis and performing Fourier transformations.
We show ph(!) in the sMig approximation at half lling for !0 = 0:7 and indicated values of
T = 1= and g in Fig. 2.7 (a)(b). It exhibits a single peak at a renormalized phonon frequency,
which we call !r0 and shifts from ! = !0 (vertical lines) with increasing electron-phonon coupling
g. This result is consistent with previous T = 0 calculations based on DMFT+ numerical
renormalization group (NRG) [114], whose results can be regarded as a benchmark. In addition,
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Figure 2.9: Comparison of the DMFT transition temperatures for the SC phase against
the el-ph coupling  evaluated from DMFT+CT-QMC (solid symbols) and from
DMFT+ self-consistent Migdal approximation (open symbols) for various phonon fre-
quencies. The data for !0 = 0:1 is extracted from Fig. 2(a) and Fig. 3(b) in Ref. [112].
we nd that the phonon frequency becomes less renormalized with increasing temperature, and
that the temperature dependence becomes more signicant for larger g. By contrast, in the uMig
approximation, ph(!) has a delta-function peak at ! = !0 [Fig. 2.7(c)], since the phonons
are assumed to have no self-energy.
The electron spectral function e(!) is shown in Fig. 2.7(d)(e) for the sMig approximation
and in Fig. 2.7(f) for the unrenormalized one. In both cases, there emerges a peak in the
spectrum in the energy interval j!j . !0 as the temperature is lowered. This peak represents
quasiparticles (polarons) and becomes more pronounced for stronger g. In the sMig approx-
imation, the peak becomes narrower with increasing g, which reects the renormalization of
the phonon frequency (!r0), while in the uMig approximation the width is determined by the
bare phonon frequency !0. Again, the former behavior is consistent with the results from
DMFT+NRG [113,114].
Now, we compare self-energies on the Matsubara axis derived from the sMig, the uMig and
CT-QMC in Fig. 2.8. Clearly, the sMig approximation is much closer to the CT-QMC results
in the parameter regime considered here, where the uMig approximation underestimates the
electron self-energy, while the sMig approximation slightly overestimates it. The quantitative
dierence becomes more pronounced as the interaction g is increased.
From these analyses, we conclude that the sMig approximation is signicantly more reliable
than the unrenormalized one in a wide parameter regime when the system is not too close to the
transition to a bipolaronic phase. Hence it is natural to expect that even in the non-equilibrium
dynamics the sMig approximation provides a better description of the isolated Holstein model.
Finally, we demonstrate that quantitative accuracy of the self-consistent Migdal approxi-
mation is improved as the phonon frequency is decreased. In Fig. 2.9, we show the transition
temperatures of the SC phase evaluated with the self-consistent Migdal approximation and
CT-QMC's. We note that our CT-QMC is the hybridization expansion method so that it is
dicult to study weak-coupling and low-temperature regimes. Therefore, for !0 = 0:1, we have
extracted the data from Fig. 2(a) and Fig. 3(b) in Ref. [112], where the authors evaluate the
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transition temperature with a CT-QMC in a weak-coupling expansion. We can see that sMig
results approach the QMC results as !0 is decreased and, at !0 = 0:1 the deviation becomes
less than 10%.
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Chapter 3
Competing orders in the
Holstein-Hubbard and Holstein
models in equilibrium
In this chapter, we discuss competing orders in the Holstein-Hubbard model and the Holstein
model using DMFT with the hybridization expansion CT-QMC as an impurity solver. In
Sec. 3.1, we study the competition of ordered phases in the Holstein-Hubbard model at half-
lling determining the phase diagrams at nite temperatures. In Sec. 3.2, we investigate the
competition and coexistence of the charge order (CO) and the superconductivity (SC) in the
Holstein model away from half-lling. There, we nd a so-called supersolid state characterized
by a microscopic coexistence of CO and SC, which is stable only in the intermediate-coupling
regime. We reveal the reason why the supersolid state is stabilized using an eective bipolaron
model. The results of this chapter have been published in Refs. [27{29]
3.1 Half-lling: Competition between antiferromagnetism and
charge order
3.1.1 Background: Electron-electron interaction vs electron-phonon interac-
tion
The interplay of electron-electron (el-el) Coulomb interactions and electron-phonon (el-ph) in-
teractions brings about rich physics in various classes of materials of interest. For example,
alkali-doped fullerides show an s-wave superconducting (SC) phase with a Tc dome and com-
petition between SC and an antiferromagnetic (AF) state. It has been discussed that in this
material both the Coulomb interaction and the el-ph coupling are strong and play signicant
roles [3{7]. In addition, even in the high-Tc cuprates, coupling to phonons is signicant as is
evidenced by the kinks observed in the angle-resolved photoemission spectrum, although usually
properties of cuprates are discussed only with the el-el Coulomb interactions [16].
In order to theoretically explore the interplay of dierent interactions, the Holstein-Hubbard
model, which is one of the simplest models for such situations, has been investigated. In
particular, our interests are competition of dierent ordered phases when both the Coulomb
interaction and the phonon-mediated eective retarded attractive interaction are comparable.
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In such a situation, it is expected that the AF state, the CO state and the s-wave SC state
can appear and compete with each other. Competition and evolution of dierent orders in
the coexistence of the Coulomb interaction and the el-ph coupling have indeed been attracting
much interests, and have been discussed in the one-dimensional case including small-size chains
[57{62, 64, 65, 119], in the two-dimensional case [66, 77] and in the innite-dimensional case
[69, 90]. In one-dimensional case, various numerical analyses have revealed that the ground-
state phase diagram includes AF, CO and an intermediate metallic phase between them in the
small U regime [57{62, 65]. In two-dimensional case [66, 77], the authors have employed the
numerically exact determinant QMC, and they have shown that there exists an intermediate
metallic regime between CO and AF when U and  are small, which is similar to the ground state
of the 1D case. However, they could not go to low temperatures because of a sign problem,
and whether this metallic phase remains at T = 0 is still an open question. In the innite-
dimensional case, the dynamical mean-eld theory (DMFT) is used [28, 69, 90]. Before the
present study, investigation of the ordered phases of the Holstein-Hubbard model is limited
to that for the ground state with DMFT + numerical renormalization group (NRG) impurity
solver. The ground state phase diagrams show that a second-order transition between CO
and AF with no intermediate metallic phase in the weak-coupling regime, while in the strong-
coupling a rst-order transition occurs between them. However, how dierent orders compete
with each other at nite temperatures remains an open question.
Motivated by these, in order to investigate the competition of ordered phases around Ue(=
U   ) = 0, we have determined phase diagrams of the half-lled Holstein-Hubbard model at
nite temperatures on the innitely connected Bethe lattice, which is a bipartite lattice and has
no lattice frustration, with DMFT + CT-QMC and without any constraint (i.e., we allow all
of commensurate CO, commensurate AF and s-wave SC to emerge.). The order parameters for
these orders are dened in Table. 2.1 in Sec. 2.2. When we study the hysteresis at the phase
transition between CO and AF, we use the hybridization functions for Ue = U   as an input
for the next step Ue = U     , where  denotes a small change in .
3.1.2 Simplied descriptions
Before we show the phase diagrams of the Holstein-Hubbard model and discuss the competition
of dierent orders, here we introduce some simplied descriptions for heuristic purposes. We
are going to clarify the reliability of these descriptions by comparing their prediction with the
results of DMFT+CT-QMC.
1. The anti-adiabatic limit: the Hubbard model
As is mentioned in the introduction, we can integrate out the phonon degrees of freedom in a
path-integral framework to obtain an eective retarded el-el interaction, Eq. 1.2. In the anti-
adiabatic limit of !0 !1 with   2g2!0 and U xed, we can neglect the frequency dependence
of Ue(!), and the HH model is reduced to the Hubbard model,
H =  v
X
hi;ji;
(cyi;cj; +H:c:) + Ue
X
i
ni;"ni;#   e
X
i
ni; (3.1)
with Ue = U    and e =    g2=!0. If we discuss the phase diagram of the HH model at
half-lling with this picture, it follows that
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Figure 3.1: Schematic phase diagrams around Ue = 0 in the Hubbard model (i),
the static mean-eld approximation (ii) and the polaron picture (iii). CO indicates
the charge ordered phase, AF the antiferromagnetc phase and PM the paramagnetic
metallic phase. Dashed lines indicate continuous phase transitions, while solid lines
rst-order transitions. Green arrows show the same length in each panel. We note that
in (i) and (iii), transition temperatures show a dome structure against, for example,
U . Therefore, if we go away from the Ue = 0 line there are other boundaries between
AF-normal states or CO-normal states, which we do not considered here. The gray
area in panel (e) means that we have not yet claried the phase boundary at nite
temperatures.
1. The ground-state phase diagram shows no paramagnetic state and the direct phase tran-
sition between AF and CO is of second order, Fig. 3.1(a).
2. At nite temperatures, there emerges a paramagnetic metallic (PM) phase between AF
and CO. The PM region is symmetric about U =  and the boundary is parallel to the
U =  line, Fig. 3.1(d).
Comparison between this picture and the direct calculation of the HH model has been done
in previous works [66,69], and indeed some aspects can be described with this picture [69].
2. The static mean-eld description
When the phonon frequency (!0), the el-ph interaction () and the el-el interaction (U) are
all small compared to the electron bandwidth, it is justied to introduce a static mean-eld
approximation by introducing the average of the lattice displacement hayi + aii=
p
2!0 and the
averaged number of electrons hni;i. The resultant static mean-eld Hamiltonian is
HMF  HelMF +HphMF; (3.2)
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where
HelMF =  v
X
hi;ji;
(cyj;ci; +H:c:) +
X
i
[U(hni"ini# + hni#ini")  ni + ghayi + aiini]; (3.3)
where ni = ni" + ni#, and
HphMF = g
X
i
(ayi + ai)(hnii   1) + !0
X
i
ayiai: (3.4)
From HphMF, we nd haii = hayi i =   g!0 (hnii   1). Then we obtain
HelMF =  v
X
hi;ji;
(cyj;ci; +H:c:) 
X
i
(  )ni +
X
i;
ni(Uhnii   hnii): (3.5)
This mean-eld Hamiltonian suggests that the driving force for CO,  P hniini, comes
from electrons of both spins, i.e.  and . This is dierent from the case of the anti-adiabatic
limit, i.e. the Hubbard interaction, where an electron with spin  feels interaction only from
those with  in the static mean-eld description.
When we assume a pure CO phase or a pure AF phase, we can derive a self-consistent
equation,
1 = V
Z
d()
tanh(E(;; V )=2)
2E(;; V )
; (3.6)
where () is the density of states for bare electrons and E(;; V ) =
p
V 22 + 2. For CO we
put  = CO; V = 2  U and for AF,  = AF; V = U . Here we note that when we consider
CO and SC in the attractive Hubbard model within the static mean-eld approximation, we
use V =  U =  Ue in Eq. 3.6. In the present description for the adiabatic limit, we put
V = 2 =  2Ue (in the Holstein model), where the factor 2 comes from spin up and down.
Here we list up several consequences from the mean-eld description [28,69].
1. A rst-order phase transition between CO and AF in the ground-state phase diagram
occurs, Fig. 3.1(b).
2. There exists a paramagnetic metallic region at nite temperatures when  and U are
small, where the region is larger on the U >  side than on the U <  side. This is
explained by considering dependence of AF and CO on U and . At a given temperature
T , let V0 > 0 satisfy
1 = V0
Z
d()
tanh(E(; 0; V0)=2)
2E(; 0; V0)
: (3.7)
The mean-eld analysis then dictates that the boundary of CO and PM is located at
 = (V0 + U)=2, while the boundary of AF and PM is at U = V0. The two boundaries
cross at U =  = V0, see Fig. 3.1(e).
3. The polaron picture
When the el-ph coupling is strong enough and phonons move fast enough, it is better to change
the basic particle from an electron to a so-called polaron, which represents an electron dressed
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with phonons. For this, we perform a Lang-Firsov (LF) canonical transformation for the HH
model, HLF = e
SHe S with S = g!0
P
i(ni   1)(ayi   ai). The expression for HLF is
HLF =  v
X
hi;ji;

e
g
!0
(ayi ai)e 
g
!0
(ayj aj)cyi;cj; +H:c:

+ Ue
X
i
ni;"ni;#   e
X
i
ni + !0
X
i
ayiai:
(3.8)
We note that cy, after the LF transformation, creates a polaron (a phonon-dressed electron),
since in the original representation it is expressed as e ScyeS = e 
g
!0
(ay a)
cy. Up to this point
there is no approximation and it is just a unitary transformation. Now we consider the situation
when the phonon frequency is very large, hence phonons are not much excited. In this case, we
can obtain an eective low-energy model for polarons with a projection onto the subspace of
zero phonons, He = h0jHLFj0i, where j0i is the phonon vacuum. Namely, we are thinking of
the limit !0 ! 1 with g=!0 and Ue xed to take the lowest-order perturbation theory. We
note that this is a dierent type of anti-adiabatic limit of the Holstein-Hubbard model from the
case mentioned in Eq.3.1 above. The Hamiltonian resulting from the projection is [120]
He =  ZBv
X
hi;ji;
(cyi;cj; +H:c:) + Ue
X
i
ni;"ni;#   e
X
i
ni;
ZB =exp( g2=!20): (3.9)
Even though this has the form of the usual Hubbard model with the non-retarded interac-
tion Ue , the hopping parameter is renormalized by ZB unlike the anti-adiabatic limit, Eq. 3.1
1.
Since we can evaluate physical quantities of the Hubbard model such as transition tempera-
tures and order parameters with DMFT+CT-QMC, we can evaluate physical quantities of the
Holstein-Hubbard model thorough the polaron picture. For example, the transition temperature
(Tc[U;Ue ; ZB]) for the Holstein-Hubbard model with U; Ue and ZB is given by,
Tc[U;Ue ; ZB]  ZBT 0c [Ue=ZB]
 Tc;e[ZB; Ue]; (3.10)
where T 0c [U ] is the transition temperature for the corresponding order in the Hubbard model
with the unrenormalized hopping v.
Here we list up several consequences from the polaron description.
1. The boundary of CO and AF in the phase diagram at T = 0 is located along  = U and
the transition is continuous, Fig. 3.1 (c).
2. At nite temperatures, there exists PM between CO and AF, in particular, at Ue = 0.
The boundaries between CO and PM and between AF and PM are continuous. The PM
regime shrinks rst as we increase U and  from zero and the region is wider on the U > 
side, Fig. 3.1 (f). If U and  are large, ZB becomes exponentially small and there emerges
a paramagnetic insulating state for small but nonzero Ue .
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Figure 3.2: Order parameters against Ue = U    around U   for a xed !0 = 0:6
at half-lling. In panel (a), the results for U = 2 and 3 are shown, while (b) shows
the results for U = 5 and 6 (both at  = 20). For smaller U in (a), the charge ordered
state (CO) and the antiferromagnetic phase (AF) are separated by a paramagnetic
metallic phase (PM).
3.1.3 Phase diagrams
First we have to note that we nd no evidence for SC around Ue = 0 within our investigation,
although both of competing orders, CO and AF, become weak in this regime. This behavior is
consistent with the absence of SC in the ground state, where only CO and AF appear [69, 90].
Hence we focus on the competition between AF and CO hereafter.
In Figure 3.2, we show the behavior of the order parameters around Ue = 0 obtained by
varying  to change Ue for each value of U . Here we x !0 = 0:6 and  = 20. When the
Coulomb interaction U is small (U = 2, 3 in Fig. 3.2(a)), there emerges a paramagnetic metallic
phase (PM) between the CO and AF phases. The transitions to PM from ordered phases are of
second-order, as is evidenced by the continuous disappearance of the order parameter toward
the boundary in Fig. 3.2(a). This PM phase has also been pointed out in a QMC analysis of the
two-dimensional Holstein-Hubbard model [66]. When the interaction U is stronger (U = 5, 6 in
Fig. 3.2(b)), there occurs a direct phase transition between CO and AF just around Ue = 0.
This transition is of rst-order, since the order parameters show a hysteresis around the phase
boundary and we nd no solution with microscopic mixing of CO and AF. Here hysteresis means
that gradual increase and gradual decrease of  give dierent DMFT self-consistent solutions.
Namely, there is a region around Ue = 0, where both an AF solution and a CO solution of the
DMFT equations exist. Beyond this regime one of the CO and AF states becomes unstable,
and the iterations around it converge to the other. In order to identify the most stable solution
in the hysteretic regime, one needs to compute the free energies, which is beyond the scope of
the present study.
From the results for the order parameters, we have obtained the phase boundaries. In
Fig. 3.3, we show phase diagrams for dierent values of the phonon frequency. In Fig. 3.4, we
show phase diagrams for a xed !0 = 0:2 at dierent temperatures. In Fig. 3.5(a), we show a
phase diagram on the plane of T and  Ue in the small U regime to see how the PM phase
1We note that this eective description is useful for the SC phases themselves when , U and !0 are comparable
to the bandwidth. For details, see Appendix. A.3.
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Figure 3.3: (a) (b) Phase diagrams on the U - plane at a xed  = 20 for !0 = 0:6 (a)
and !0 = 0:2 (b). (c) (d) Phase diagrams on the plane of U and  Ue for the same
conditions. Colored dashed lines represent the boundaries between a paramagnetic
phase and ordered phases, which are continuous. Red solid lines show the boundaries
of the region where the stable AF solution exists, while blue lines are the boundaries
for CO.
shrinks towards T = 0.
When both U and  are small, there is a PM phase around Ue = 0 as pointed out above.
This PM region becomes wider as the temperature increases (Fig. 3.4) or !0 increases (Fig. 3.3).
The latter can be attributed to the cancellation between the instantaneous repulsive interaction
and the retarded interaction that tends to becomes more direct for larger !0. In addition, the
PM regime is wider on the U >  side than on the opposite side. As discussed in the previous
section, the existence of the PM phase in the small-U and small- regime is predicted from all
of the three descriptions. Asymmetric development of the PM regime between the U >  side
and the U <  side cannot be captured by the Hubbard model, but both the static mean-eld
and polaron pictures can capture this asymmetry. In the former, this phenomenon comes from
asymmetric form of the driving force of AF and CO, i.e. V in Eq. 3.6. On the other hand,
in the polaron picture this asymmetry comes from the fact that the band renormalization due
to the el-ph coupling is stronger in the  > U regime. We note that, when jUe j and 1   ZB
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Figure 3.4: (a)(b)(c) Phase diagrams on the U - plane for a xed !0 = 0:2 at various
temperatures. (d)(e)(f) Phase diagrams on the plane of U and  Ue for the same
conditions. PI stands for a paramagnetic insulating state. Colored dashed lines rep-
resent the boundaries between a paramagnetic phase and ordered phases, which are
continuous. Solid lines show the boundaries of the region where the stable solution for
CO or AF exists. Red lines show the boundaries of AF and blue lines the boundaries
for CO.
are small enough, Tc;e becomes larger with decreasing ZB because of the downward convex
structure of T 0c [U ] against U . While the static mean-eld cannot describe the dependence on
the phonon frequency, the polaron picture can explain the enhancement of the PM regime as
the phonon frequency is increased.
When U and  take intermediate values, the transition between AF and CO is of rst-order
and takes place within the hysteretic region, which is shown as the region surrounded by red
and blue solid lines in Fig. 3.3 and Fig. 3.4. We note that previous studies [69, 90] show that
if U and  are strong enough there occurs a rst-order transition between AF and CO almost
at U  . Our analysis reveals that the coexistence region of the two stable solutions (AF
and CO) remains located around U   at nite temperatures and shrinks as the temperature
increases. If one increases the interactions further, the hysteretic region becomes narrower
(Fig. 3.3, Fig. 3.4(a)(d)). When U and  are large, the CO and AF solutions are separated
by a paramagnetic insulating (PI) phase (Fig. 3.4(b)(e)). Here, we note that only the static
mean-eld description can explain the disappearance of the PM phase with increasing U and
. As for the PI phase, only the polaron picture predicts such a phase around Ue = 0 (but not
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Figure 3.5: (a) Phase diagram for U = 2, !0 = 0:6 on the plane of Ue and T .
Open markers show transition temperatures of the Hubbard model, and the solid
black curve is a guide for the eye. Blue and red dashed curves represent transition
temperatures predicted from the polaron picture for CO and AF, respectively. (b)
 G( = =2) (an approximate spectral function A(! = 0)) against Ue at several
temperatures with xed U = 2, !0 = 0:6. (c)  G( = =2) against U along Ue = 0
for !0 = 0:2;  = 10. In (b) (c), the black horizontal line indicates the bare density
of states, 1=.
at Ue = 0) when U and  are large enough. If we further increase the temperature, the direct
phase transition between CO and AF vanishes and PM and PI intervene along the Ue = 0 line,
Fig. 3.4(c)(f).
Now we study the paramagnetic regime in more detail. Figure 3.5(a) displays the phase
diagram on the plane of T and Ue when U and  are small, which shows how the PM state be-
tween AF and CO behaves towards T = 0. Previous study of the HH model with DMFT+NRG
has pointed out that with a nite phonon frequency there emerges a direct continuous transi-
tion between AF an CO when U and  are both small, and that this is a manifestation of a
phenomenon of the Hubbard model (anti-adiabatic limit with ;U xed). Here we point out
that the polaron picture is also consistent with the continuous phase transition at T = 0. When
we look at the transition temperatures of CO and AF in Fig. 3.5(a), we nd that they rise
much faster than the prediction from the Hubbard model as a function of jUe j. Compared to
this, the polaron picture much improves the development of the transition temperature around
Ue = 0. In addition, it also shows the asymmetric behavior of CO and AF, where Tc for CO
develops faster when  is changed. These indicate, quantitatively, that the polaron picture is
a better description around Ue = 0 in the small U and  regime. Now we comment on the
results of the previous works. In 1D [60, 61], it has been claimed that there is an intermediate
metallic region between CO and AF in the small U and  regime. On the other hand, the
DMFT+NRG analysis claims that there is no such region in the ground state. Unfortunately,
we cannot say anything rigorous about this issue from our results mainly because of the limit
in accessible temperatures. At least, our results seem to suggest that a discontinuous direct
transition between CO and AF is unlikely to occur at T ! 0 and that the behavior of the
ground state should be qualitatively dierent from that in the stronger-coupling regime. How
the possible metallic phase depends on the dimensionality is an interesting open question. The
rst step would be the conrmation of the existence of the metallic phase suggested in the two
dimension [66], and recently developed variational Monte Carlo method for electron-phonon
coupled systems would be a promising method [121].
We now study the behavior of the density of states at the Fermi level to discriminate metallic
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or insulating behavior of the paramagnetic phases. For this we use the relation between the
Green's function on the imaginary axis and the spectral function (A(!) =  (1=)ImGloc(!)),
G( = =2) =  
Z
d!
1
2 cosh(!=2)
A(!): (3.11)
When the temperature is low enough, 1= cosh(!=2) has a sharp peak at ! = 0 and the value
of  (=)G( = =2) gives a good estimate for the value of the spectral function A(! = 0).
In Fig. 3.5(b), we show the results for U = 2,  = 1, !0 = 0:6 (in the small U and  regime).
There is a signicant density of states at the Fermi level in the paramagnetic phase, which
indeed indicates a metallic behavior there. The value of  (=)G( = =2) monotonically
increases and saturates towards the bare density of state, 0(! = 0) = 1=v, at low enough
temperatures, even though the region of PM itself is strongly suppressed. When U and  are
large, we can only observe a small value of  (=)G( = =2) in the paramagnetic state, which
indicates an insulating behavior. In Fig. 3.5(c), we show a crossover between these two regimes
along the Ue = 0 line for !0 = 0:2;  = 10, cf Fig. 3.4(c).
3.2 Away from half-lling: Supersolid state in the intermediate-
coupling regime
3.2.1 Background: Charge order vs superconductivity
In this section, we turn to focus on the Holstein model and investigate competition of dierent
orders away from half-lling. This model has been studied for a long time [28,60, 61, 68, 70, 71,
71{74, 79, 111, 112, 122{124]. Before our study it had been pointed out that, at half-lling, CO
is favorable, while, away from half-lling, s-wave SC becomes more favorable. We can easily
expect this from a weak-coupling picture, since away from half-lling the nesting of the Fermi
surface becomes worse, while this is not important for s-wave SC. Now, interesting questions are
whether the microscopic coexistence of CO and SC can be realized, in what condition it would
be enhanced if any and what the mechanism would be. Even though there is a long history
of studies on the Holstein model, answers to these questions had not been well established
before our work [27]. In Ref. [60], the authors studied the model in one dimension and showed
that there occurs coexistence of quasi-orders of SC and CO, which are characterized by power-
law decay of correlations. In two-dimensional cases [71, 72], the authors mainly focused on
susceptibilities for SC and CO and do not study the phase boundary in detail. Previous works
with DMFT [68, 79, 111, 122, 123] also focused on susceptibilities for SC and CO in normal
states to decide the phase boundary between normal phases and ordered phases. In Ref. [124],
ordered states were investigated in the strong-coupling limit with a static mean-eld theory and
existence of a coexisting phase of SC and CO is claimed. However, we note that possibility of
a phase separation was not considered in Ref. [124], and it turns out that the coexisting phase
pointed out there becomes fragile if the possibility is taken into account.
We note that the present study is related to a wide range of other models and systems. CO
is one example of diagonal long-range orders (DLRO), while SC belongs to o-diagonal long-
range orders (ODLRO). How these dierent types of orders compete with each other has been
attracting interests in various systems [80{89,125{130]. In particular, a phase with microscopic
coexistence of a charge order and superuidity (or superconductivity) is named a supersolid
(SS) phase, and its existence has been investigated in bosonic systems [80{83, 125], typically
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liquid helium, but also in boson-fermion mixtures [84] and spin systems [85{89]. In addition,
even though types of involved DLRO and ODLRO are dierent, in unconventional supercon-
ductors, the relation between magnetic orders and superconducting phases is often discussed
and coexistences of them are reported. For instance, a compound in the iron-based supercon-
ductor family, BaFe2(As1 xPx)2, exhibits a quantum critical point (QCP) accompanied by a
non-Fermi liquid behavior, which separates SC and a phase in which SC and antiferromagnetism
(AF) coexist [127].
Motivated by above situations, in this section we operate a systematic investigation of the
Holstein model on the Bethe lattice with innite coordination number employing DMFT with
the CT-QMC impurity solver developed in Sec. 2.2. We note that we are focusing on a simplest
setup, and we do not impose further complications such as lattice frustrations and long-range
interactions, which would favor the SS phase. In the present study, we focus on an intriguing
regime where !0 is comparable to the electronic bandwidth W (=4). Our main analysis is for
!0 = W (= 4), but we also discuss dependence on the phonon frequency. We note that this
situation (!0 W ) is realized in carbon-based compounds such as alkali-doped fullerenes [3{7]
or the recently found aromatic superconductors [6, 8{12], and hence it is interesting to study
this situation. We focus on s-wave SC and staggered (commensurate) CO as possible orders
and do not consider incommensurate charge orderings 2. The order parameters for them are,
respectively, SC =
1
N
P
ihci#ci"i and CO = jnA   nBj=4, where N is the total number of
lattice sites, and A and B label sublattices. The phase boundaries are determined from onsets
of these order parameters. We also note that, although we focus on  > 0 (electron doping),
phase diagrams for  < 0 (hole doping) has the same structure because of a symmetry in the
Hamiltonian.
3.2.2 Predictions from approximations for the weak-coupling and strong-
coupling regimes
Before we show the results of DMFT+CT-QMC, we explain predictions from perturbative ap-
proximations in the weak-coupling and strong-coupling regimes. For the weak-coupling regime,
we can analyze the Holstein model using diagrammatic approximations. To be more specic,
we use the diagrammatic approximations in order to solve the eective impurity problem in the
DMFT iteration. In Ref. [68, 111, 123], Freericks et al showed several types of weak-coupling
approximations according as how they expand the diagrams for the self-energy of elections. In
our analysis we use the second-order weak-coupling expansion (iterative perturbation theory,
IPT) [123], the unrenormalized Migdal approximation (the Hartree-Fock approximation) [68]
and the second-order conserving approximation [111]. Since all of these approximations give
quantitatively similar results, here we show, as a representative example, the results of IPT,
where we expand all the self-energy diagrams including the Hartree term up to second order in 
(fourth order in g) [133], see Appendix. A.2. Figure 3.6 displays the IPT phase diagram on the
plane of T and  for !0 = 4;  = 1:5 (a) and the variation of hni with  at  = 80 (b). Between
SC and CO, there is a hysteretic region, where both CO and SC are stable DMFT solutions,
and we have found no stable self-consistent SS solution even when we choose the initial input of
2In the iteration process for DMFT, we encountered diculties in the convergence when !0 is smaller than 2
such as !0 = 1. There, the solution for consecutive iterations oscillates. Similar behaviors have been reported
and attributed to the tendency to ordered phases with longer spatial periods [131,132]. Conversely, the absence
of such a diculty for !0  2 indicates that a tendency to ordered phase with longer period is small.
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Figure 3.6: (a)(b) Results of IPT + DMFT for !0 = 4;  = 1:5. Panel (a) shows the
T vs  phase diagram, and panel (b) the -dependence of hni   1 at  = 80. (c)(d)
Results of the static mean-eld solution for the leading-order eective spin model
[Eq. (3.12)] for !0 = 4;  = 4:5. Panel (c) shows the T vs  phase diagram, and panel
(d) the -dependence of hni   1 at  = 80. The green area in each panel indicates a
hysteretic region for CO and SC.
the Green's function that includes signicant amount of SC and CO. Here, the hysteretic region
for the two solutions has been determined in the following manner. For CO, a CO solution
is derived by suppressing SC, and we then add a small anomalous part (SC ' 0:002) to see
whether it grows or vanishes. For SC, we use the local Green's function for  as an initial input
for     ( = 0:001 here). Hence these results mean that the phase boundary between SC
and CO is of rst-order and that a phase separation occurs there. We note that we have checked
that the same conclusion holds for even smaller interactions (e.g.,  = 1) and that the absence
of a SS phase is also predicted with the HF approximation and the second-order conserving ap-
proximation. These analyses predict that the weak-coupling regime does not accommodate an
intervening SS phase. We also note that there are phenomenological arguments for explaining
coexistence of dierent phases [126,134]. In this theory, when a charge density wave is created,
there remains the Fermi surface because of imperfect nesting of the Fermi surface in normal
states, and instability to SC of the remaining Fermi surface occurs with decreasing tempera-
ture. Since this argument is for the weak-coupling regime, the absence of the coexistence in the
weak-coupling regime indicates that this scenario is not applicable to the present situation.
As for the strong-coupling regime, we consider 1= expansions [63,122]. With a large value of
, only a bound state of two electrons (a bipolaron) or an empty hole is energetically allowed for
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each site. Hence by regarding a state with a bipolaron as j "i and a state without a bipolaron as
j #i, we can map the Holstein model to eective pseudospin models. Here we consider the lowest
order in the 1= expansion, where the Holstein model is reduced to an eective (pseudo)spin-12
XXZ model with only nearest-neighbor exchange interactions [63,122],
Hxxz =  2
X
i
Szi   J?
X
hi;ji
(Sxi S
x
j + S
y
i S
y
j ) + Jk
X
hi;ji
Szi S
z
j ; (3.12)
where hi indicates the nearest-neighbor and
J? = 4
v2

1X
nbi ;n
b
j=0
e
  2g2
!20
nbi !n
b
j !
( g2=!20)n
b
i+n
b
j
1 +
!20
2g2
(nbi + n
b
j)
; (3.13)
Jk = 4
v2

1X
nbi ;n
b
j=0
e
  2g2
!20
nbi !n
b
j !
(g2=!20)
nbi+n
b
j
1 +
!20
2g2
(nbi + n
b
j)
: (3.14)
Here S+  Sx + iSy and Sz are regarded as a creation operator of a bipolaron and its density,
respectively. We note that in eective pseudospin models, CO, SC and SS correspond to the
following situations:
1. CO : hSzAi   hSzBi 6= 0, hS+A i = 0, hS+B i = 0.
2. SC : hSzAi   hSzBi = 0, hS+A i = hS+B i 6= 0.
3. SS : hSzAi   hSzBi 6= 0, hS+A i 6= 0 and/or hS+B i 6= 0.
In the limit of innite spatial dimensions (d ! 1), J? and Jk scale as 1=d since v scales as
1=
p
d. Hence the static mean-eld treatment for the eective pseudospin model is justied. In
Fig. 3.6(c)(d), we show the results of the mean-eld analysis. At T = 0, there is no extended
SS region along  (an external eld in the spin model), and the SC, CO and SS phases become
all energetically degenerate just at c = (zJk=4)
q
1  (J?=Jk)2. Here z is the coordination
number. This result is already shown in Ref. [124, 135], and if the phase diagram is plotted
against hni this result may seem to indicate existence of a SS phase. However, we have to note
that a SS state is only realized at a single point on the -axis ( = c), hence is expected to
be fragile against external perturbations and against the phase separation into SC and CO. At
non-zero temperatures, a SS region on the -axis vanishes, and there emerges a nite hysteretic
region where the solutions always converge to either SC or CO, see the green shaded regimes in
Fig. 3.6(a)(b). Hence the lowest-order pseudospin model, Eq. 3.12, predicts a rst-order phase
transition with no SS phase in the strong-coupling regime.
These analyses indicate that a stable supersolid phase cannot be expected both in the weak-
coupling regime and in the strong-coupling regime, so that the SS phase, if any, should be
sought in the intermediate-coupling regime.
3.2.3 Supersolid state in the intermediate-coupling regime
Now we show phase diagrams determined with DMFT+CT-QMC. In order to make the dis-
cussion clear, we rst focus on a specic phonon frequency, !0 =W (= 4), and later we discuss
dependence on the phonon frequency.
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Figure 3.7: A phase diagram of the Holstein model in the intermediate-coupling regime
plotted against (a) the chemical potential , and (b) the electron band lling hni for
!0 = 4;  = 3. Blue regions indicate the supersolid (SS) phase, while red diamonds
at T = 0 denote the quantum critical point (QCP). In the normal state, the dc
conductivity is displayed with color coding.
Results at !0 = 4
In Fig. 3.7, we show the DMFT+CT-QMC phase diagram away from half lling for  = 3
and !0 = 4, which is around the peak of the transition temperatures for CO and SC and
hence belongs to the intermediate-coupling regime, as discussed later. Panel (a) plots the phase
diagram against the chemical potential  and the temperature T , while panel (b) is against the
electron lling hni and T . In both panels, we nd an intervening SS region between SC and CO,
in which two dierent types of order parameters, SC (ODLRO) and CO (DLRO), are both
nonzero. We note that, in contrast to the predictions from perturbation theories explained in
the previous section, this SS phase appears in an extended region even on the -axis. Therefore,
it should be robust against external eld and phase separation into SC and CO. As is discussed
below, the phase boundaries of SS/SC and SS/CO are continuous. The SS region widens against
both  and hni with decreasing temperature. When we look at the SS/CO boundary, we nd
that the SS phase appears at a nonzero value of  ( 0:145) and that this should correspond
to hni = 1 (half lling), see Fig. 3.7(b). Therefore, the SS phase is expected to show up
immediately upon doping at low enough temperatures. As for the SS/SC boundary, since it is
continuous at low temperatures, the boundary is expected to end at a quantum critical point
(QCP) at T = 0. In addition, in the lling range 0:43 . hni   1 . 0:6, SS changes into pure
SC and Z2-symmetry (symmetry between sublattices) recovers as temperature is lowered (a
reentrant behavior). Hence QCP is characterized by this reentrant behavior around it and SS
is located only below CO. We note that this situation is qualitatively dierent from the phase
diagram of BaFe2(As1 xPx)2 [127], where the SC+AF phase appears below both SC and AF
and there is no reentrant behavior.
In order to closely look at the behavior of the SS region, in Fig. 3.8 we plot the order
parameters against  (panel (a)) and against hni (panel (b)), along with hni vs  (panel (c))
for  = 3; !0 = 4, and  = 35. As Fig. 3.8(a)(b) indicate, in the SS phase between SC and
CO (0:149 .  . 0:156, 0:04 . hni   1 . 0:43), both SC and CO are indeed nonzero. Panel
(c) shows that the compressibility, @n=@, is strongly enhanced but still positive in the SS.
Continuous changes of order parameters (Fig. 3.8(a)(b)) and density (Fig. 3.8(c)) indicates that
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Figure 3.8: SC and CO order parameters against  (a) and against hni (b). Blue
regions indicate the SS phase. (c) Evolution of the lling as a function of . (d) Inverse
of the static charge susceptibility, Q at Q = (; ), and the inverse of the squared
London penetration depth L, against the electron band lling. The parameters are
!0 = 4;  = 3;  = 35. Dashed lines are extrapolations of the two points closest to the
boundary.
the phase boundaries of SS is of second order. This is also supported by the divergence of the
static charge susceptibility Q at Q = (; ). Inverse of this quantity is plotted in Fig. 3.8(d)
and we can see that it diverges from both sides like 1=(hni   nc) at the critical value nc for the
SC/SS boundary. Here, susceptibilities are computed by directly applying a small staggered
external eld Hext = (NA NB), where NA;B =
P
i2A;B ni, with a tiny  = 2 10 4 for SS
and  = 5 10 4 for SC.
Now we discuss how the SS/SC boundary is characterized by the superuid density. For
this, we introduce the expression for the (dc and ac) conductivity, since the superuid den-
sity is characterized by the coecient of 1=! component in the imaginary part of the optical
conductivity. The conductivity can be expressed as [25]
xx(!) =
1
i!
24Jx;Jx(!) X
k;
e2
@2(k)
@k2x
hcyk;ck;i
35 : (3.15)
Here Jx;Jx is the current-current correlation function for a certain direction, which we denote
as x, e is the elementary charge and the lattice constant is set to unity. In order to evaluate this
quantity on the Bethe lattice, we adopt the formulas for the d-dimensional hypercubic lattice
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Figure 3.9: Temperature dependence of  2L for !0 = 4;  = 3 around the boundary
of SC and SS.
and substitute a semi-circular density of states as in Ref. [136]. By extending Ref. [136], we
obtain the general expression for Jx;Jx applicable to normal, CO, SC and SS states,
Jx;Jx(im) =
  e
2

X
!n;;0
Z
dx;x()
h
G
0;
0 (; i!n)G
;0
0 (; i!n + im)
 G0;Q (; i!n)G;
0
Q ( ; i!n + im)
i
: (3.16)
Here !n =

 (2n + 1), m =

2m, x;x() 
P
k(@k=@kx)
2(   k), k is the energy of a free
electron with momentum k, G;
0
q (k; i!n) =  
R 
0 hT ck;()cyk+q;0(0)iei!n with ; 0 ="; #.
We note that the vertex correction vanishes due to the parity symmetry within DMFT. For the
Bethe lattice x;x() = (N=3d)[(W=2)
2   2]0() [136], where N is the system size and 2d the
coordination number.
As for the superuid density, it is proportional to [137]
 2L = 
c2
4N
h
Jx;Jx(i0
+)  e2
X
k;
@2(k)
@k2x
hcyk;ck;i
i
; (3.17)
where L represents the London penetration depth, and c is the speed of light. In order to
evaluate this quantity, we use a relation,
P
k(@
2k=@k
2
x)(   k) = dx;x()=d. We note that
Jx;Jx(i0
+) can be evaluated from Eq. 3.16 with m = 0.
In Fig. 3.8(d), we show the behavior of  2L in the SC and SS phases for !0 = 4;  =
3;  = 35.  2L shows a kink (maximum) at the boundary of SC and SS. Figure 3.9 illustrates
temperature dependence of  2L for !0 = 4;  = 3. A kink (maximum) in 
 2
L at the boundary of
SC and SS shows up for all the temperatures investigated, and there is no signicant temperature
dependence around the boundary of SC and SS at temperatures lower than T = 1= = 1=50
(Fig. 3.9). This observation suggests that the kink (maximum) is a characteristic feature of
the phase boundary of SC and SS at low temperatures, including the T = 0, i.e. QCP, in the
present model.
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Figure 3.10: (a)     phase diagram (: chemical potential, : phonon-mediated
attraction) for the SS region for !0 = 4;  = 35. (b) Transition temperatures for CO
and SC against  at half lling for !0 = 4. CO is suppressed to obtain the Tc for
SC. In the normal state, the dc conductivity (dierence from its value at T = 0:25
for each ) is shown with color coding. (c) Transition temperatures for CO and SC
as a function of lling for !0 = 4 without any restriction on the type of order. (d)
Color-coded dc conductivity in the normal state for !0 = 4;  = 2:5.
Now an important question is where the stable SS phase exists. Fig. 3.10(a) displays the
region of the SS phase on the plane of  and the phonon-induced attractive interaction  for !0 =
4;  = 35. The SS region is widest around  = 3. On the other hand, we nd no SS phase for  =
2 nor for  = 4:5, where a rst-order transition (i.e., phase separation) occurs between SC and
CO. The absence of the SS phase in the weak-coupling and strong-coupling regimes is consistent
with the predictions from the perturbation theories discussed in the previous section. Now we
point out that the SS phase with an associated QCP emerges in the intermediate-coupling
regime characterized by the peak in the Tc dome. In Fig. 3.10(b) we show the -dependence
of the transition temperatures for SC and CO at half lling, both of which show peaks around
 ' 3. In Fig. 3.10(c) we plot the transition temperatures against the electron band lling for
 = 2, 3 and 4. We can see that  = 3 has indeed the highest transition temperatures for both
SC and CO among the three values of , independent of lling. Hence the SS phase develops
below the Tc dome of ordered phases (see Fig. 3.10(a)(b)(c)). In addition to this, we also point
out that a metal-insulator crossover occurs in the normal phase as one changes  around this
intermediate-coupling (  3). Here we employ a criterion for a metallic and insulating phases,
where the former phase is characterized by decrease of the dc conductivity with increasing
temperature and in the latter phase the situation is opposite. The dc conductivity in normal
states is expressed as Re(0) =   lim!0+ [Jx;Jx(i) Jx;Jx(i0+)]=. In order to evaluate this
quantity from information on the Matusbara axis, we interpolate Jx;Jx(in) for n = 0; 1;   
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with polynomials of second-order, third-order or Pade approximations. Since quantitatively all
give the same conclusion about whether the phase is metallic or insulating, we show the results
of the second-order interpolation here. The resultant dc conductivities are shown in Fig. 3.7(b)
and Fig.3.10 (b)(d). Figure. 3.7(b) illustrates that the dc conductivity (Re(0)) increases with
temperature for  = 3. Therefore, normal states are insulating in the whole doping range. On
the other hand, it turns out that normal states for  = 2:5 is metallic as is shown in Fig.3.10
(b)(d). Hence we can conclude that a metal-insulator crossover occurs between  = 2:5 and
 = 3 for !0 = 4, independent of doping. We note that the SS region, the peak of the Tc dome
and the metal-insulator crossover point all shift in a correlated manner when !0 is varied as will
be shown later. Therefore, our nding that all these three occur at almost the same coupling
regime is not limited to the present choice of !0.
Now we explain the origin of the stable SS phase in the intermediate regime with the
strong-coupling expansion, i.e. the bipolaron picture. We note that the lowest-order expansion,
Eq. 3.12, cannot explain the stable SS phase even when it is applied to the intermediate-coupling
regime. At T = 0, as we explained in the previous section, the phase transition between SC
and CO occurs at  = (zJk=4)
q
1  (J?=Jk)2, where all of SC, CO and SS are energetically
degenerated, see the dashed line Fig. 3.11(b). For T > 0, the absence of SS is numerically
checked. On the other hand, when we consider higher-order processes than in Eq. 3.12, we
can obtain long-range exchange interactions. Here we argue that these long-range exchange
interactions are responsible for the SS phase. In order to see this, we expand the Holstein model
on the Bethe lattice up to fourth-order in 1= [122] to obtain additional terms for Eq. 3.12,
H 0xxz = J
0
?
X
hhi;jii
(Sxi S
x
j + S
y
i S
y
j ) + J
0
k
X
hhi;jii
Szi S
z
j ; (3.18)
where hhii denotes the next-nearest neighbor sites. In addition, there are some correction to the
nearest neighbor exchange interactions in Eq. 3.12. The expression for these terms are described
in Appendix. A.2. Results for a numerical evaluation is shown in Fig. 3.11(a), which tells that J 0?
and J 0k develop as we move from the strong-coupling regime to the intermediate-coupling regime.
More importantly, J 0? and J
0
k are negative and positive, respectively. Intuitively, the J
0
? term
enables bipolarons to move around on the A sublattice while avoiding those on the B sublattice
forming a CO pattern, thus establishing a phase coherence within the less occupied sublattice
in the CO background, see Fig. 3.11(c). We note that negative value of J 0? is necessary to keep
the same phase within the same sublattice (hS+i i = hS+j i for i; j 2 A). Since z0J 0? and z0J 0k
are constant in the innite-dimensional limit (z0 is the coordination number of the next-nearest
neighbor sites), it is justied to use the static mean-eld analysis to study this model [125]. For
the mean-led theory, we dene
J0 = zJk; J1 = zJ?; J 00 = z
0J 0k; J
0
1 = z
0J 0?; (3.19)
where z is the coordination number of the nearest-neighbor sites and z0 = z2 for the Bethe
lattice. The mean-eld analysis amounts to considering the variational wavefunction,
j	i =
O
iA2A
jAiiA
O
iB2B
jBiiB ; (3.20)
jAi = cos(=2)j "i+ sin(=2)j #i; (3.21)
jBi = cos(=2)j "i+ sin(=2)j #i: (3.22)
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Figure 3.11: (a) shows the dependence of the next-nearest neighbor exchange interac-
tion on . (b) The phase diagram at T = 0 of the fourth-order eective spin model.
The blue region represents the supersolid state, and the dashed line the phase bound-
ary of SC and CO in the leading-order eective spin model. (c) Schematic picture
of the motion of bipolarons (circles) on the A sublattice (red squares) with those on
the B sublattice (blue) forming a CO pattern. Dotted arrows represent next-nearest
neighbor hoppings arising from the higher-order terms in the eective spin model.
To obtain the mean-eld ground state, we need to nd  and  that minimize the energy,
E = hHxxz +H 0xxzi=N =
J 01
8
+
1
8

[ 2B(cos  + cos )  J1 sin  sin  + J0 cos  cos  + J
0
2
(cos2  + cos
2 )]; (3.23)
where J 0 = J 00   J 01. From this expression we can see that the eect of the J 0k term can
be translated to that of a J 0? term with J
0
? =  J 0k. Hence both of J 0?(< 0) and J 0k(> 0)
cooperatively stabilize the SS phase in the intermediate-coupling regime, where these terms
become signicant.
As shown in Fig. 3.11(b), the resultant mean-eld phase diagram for the fourth-order eec-
tive pseudo-spin model indeed exhibits a SS region that widens toward the intermediate-coupling
regime. We note that the position of the SS region agrees well with that estimated from the
result for nite temperatures with DMFT+CT-QMC ( = 3; !0 = 4), although the eective
model overestimates the size of the region. From these arguments, we conclude that the sta-
ble SS phase in the intermediate-coupling regime is attributed to the long-range hopping (J 0?)
and interaction (J 0k) of bipolarons from high-order precesses, which become signicant in the
intermediate-coupling regime.
Dependence of phase diagrams on the phonon frequency !0
Now we discuss the eect of the phonon frequency !0 on phase diagrams. First we show what
happens for a phonon frequency smaller than the electron bandwidth, i.e. !0 < W = 4. In
Fig. 3.12, we show phase diagrams for !0 = 2. The panel (a) plots transition temperatures of
CO and SC at half-lling, where we suppress CO to obtain SC, see Appendix. A.3. We can see
that the positions of the peaks of the Tc domes for both CO and SC move to smaller values of
 as we decrease !0. We note that the peaks are around  = 2:5 for !0 = 2, while for !0 = 4
they are around  = 3. In Fig. 3.12(a), we also display the dc conductivity in normal states,
which reveals that the metal-insulator crossover occurs at some point between  = 2:25 and
 = 2:5. Thus, the position of the metal-insulator crossover also shifts to smaller  and sticks
around the shifted peaks of the Tc domes. Concomitantly the SS region shifts to smaller , as
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Figure 3.12: For a smaller !0 = 2, (a) Transition temperatures for CO and SC against
 at half lling. Here the Tc for SC is obtained by suppressing CO. In the normal
state, the dc conductivity (dierence from its value at T = 0:25 for each ) is shown
by color coding. (b)     phase diagram for the SS region for !0 = 2;  = 35. (c,d)
Phase diagram of the Holstein model plotted against (c) the chemical potential , and
(d) the band lling hni for !0 = 2;  = 2:5. Blue areas indicate the supersolid (SS)
region.
shown in Fig. 3.12(b) which describes the SS region on the plane of  and  for !0 = 2;  = 35.
We note that the SS region becomes widest at  = 2:5 and disappears around  = 2 for this set
of parameter (cf Fig. 3.10 for !0 = 4;  = 35). Hence we can see from these results that as we
change !0, the SS phase, the peak of the Tc dome and the metal-insulator crossover all move in
a correlated manner.
We also argue that the characteristic features discussed in the previous section for the
phase diagram of the Holstein model in the intermediate-coupling regime are robust against
the change of the phonon frequency. Figures 3.12(c) and (d) illustrate the phase diagrams on
the plain of -T (c) and hni-T (d), respectively, for  = 2:5 as representing phase diagrams
in the intermediate-coupling regime for !0 = 2. The SS region becomes wider as we decrease
temperature, and the phase transition of SS is continuous, which suggests the existence of a
QCP between SC and SS at T = 0. Moreover, we note that the characteristic reentrant behavior
around the QCP is also observed. Here we note again, as we have explained in the introduction
of this section, that we encounter non-converging oscillations in the DMFT self-consistency
iteration loop for an even smaller !0 than W=2 such as !0 = 1. Similar behaviors have also
been observed in previous works and interpreted as tendency to ordered states with longer
spatial periods (including incommensurate ones) [131,132], which we do not consider here. We
consider that this tendency is also the reason here, but study of such phases is beyond the
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Figure 3.13: (a) Transition temperatures for CO and SC against  for various values
of !0 at half-lling. (b)  vs  phase diagram for the SS region (shaded) at  = 35
for various values of !0.
present scope.
Next we discuss phase diagrams for !0  W = 4. In Fig. 3.13(a), we shows transition
temperatures for CO and SC at half-lling for various values of !0  4. The position of the
peak of the dome shifts to larger  with increasing the phonon frequency. In Fig. 3.13(b), we
show the SS region on the plane of  and  for various values of !0. The location of the SS phase
also moves to the larger  side and sticks around the position of the Tc dome
3. Moreover, the
position of the SS phase on the chemical potential () axis shifts to smaller  with increasing
!0, while its width along  gradually decreases. These behaviors are consistent with what is
expected from the attractive Hubbard model (!0 !1), where the degeneracy among CO, SC
and SS is lifted for nonzero  and nite doping favors SC [138,139].
3.3 Summary of the chapter
In this chapter, we have studied the competition between dierent orders in the Holstein and
Holstein-Hubbard models on the Bethe lattice, which is a bipartite lattice and is not frustrated,
using DMFT with the CT-QMC impurity solver, which is newly developed in Sec. 2.2 to deal
with SC, CO and AF at the same time.
In the former half of this chapter, Sec. 3.1, we have investigated the half-lled Holstein-
Hubbard model at T > 0 around Ue = 0, allowing the system to have SC, AF and CO orders.
A PM phase appears between CO and AF when U and  are small, and a PI phase when U
and  are large. On the other hand, in the intermediate regime, the transition between CO and
AF is direct and discontinuous, and a hysteresis region of AF and CO is located just around
Ue = 0 even at non-zero temperatures. We have also claried reliability of three dierent
simplied descriptions for the Holstein-Hubbard model.
In the latter half of this chapter, Sec. 3.2, we have investigated competition between CO
and SC in the Holstein model away from half lling. We have focused on the unconventional
region where !0 and  are comparable to the electron bandwidthW . We have revealed that the
intermediate-coupling regime characterized by the peak of the Tc dome and the metal-insulator
3The end points of the SS region (shaded area) in Fig. 3.13 have been established numerically, except for the
end point on the low- side for !0 = 8, where DMFT calculations for  = 2:5 converge very slowly. As for the
other end points of the SS regime, we have checked the absence of SS at (; !0) = (5:5; 8); (4:5; 6) and (2:5; 6).
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crossover is favorable for a stable SS phase and an associated QCP. Conversely, the observed
absence of SS in the weak- and strong-coupling regimes is consistent with simple perturba-
tive analyses. As characteristic behaviors of the SS phase and the associated QCP, we have
found a downward kink in the London penetration depth (/ (superuid density) 0:5)between
the continuous SC/SS transition and the reentrant behavior (lower symmetry with increasing
temperature) around the QCP. The stable SS phase is attributed to long-range exchange interac-
tions from high-order processes in the bipolaron picture. Since some of carbon-based compounds
belong to the unconventional parameter regime considered here, we consider that these mate-
rials are potential candidates for application of the present discussion. Further more, it has
been reported that Ba(Bi,Pb)O3 and (Ba,K)BiO3 can accommodate a coexistence of s-wave SC
and CO [126]. We note that these compounds are known to represented well by the Holstein
model. They have relatively large phonon energies compared to other phonon-mediated super-
conductors even though the phonon frequencies are still not comparable to the electron band
width, and the strength of the el-ph coupling is estimated to be strong (e  1:0) [140, 141].
Hence the present study might be related to the emergence of the coexistence, which we need to
clarify in future. We also note that coexisting states in various superconductors [126, 127, 130]
show dierent behaviors, and it would be important to clarify their relation to types of orders
involved, which is another future problem.
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Dynamical properties of the Holstein
model
In this chapter, we investigate dynamical properties of the Holstein model using the framework
of the non-equilibrium DMFT. In Sec. 4.1, we focus on normal states and study their dynamics
after a sudden change of a parameter of the system (a quench problem). There we nd a
qualitative change of the relaxation process as the el-ph coupling is varied. In Sec. 4.2, we
apply the method to study collective amplitude modes in strongly-coupled phonon-mediated
superconductors. There we discuss similarities and dierences from the BCS predictions and
eects of phonon dynamics on the amplitude Higgs mode. We also reveal that there exists a
new collective amplitude mode, which involves phonon dynamics as well as electron-mediated
phonon-phonon interaction.
4.1 Thermalization crossover in normal states
4.1.1 Background: Feedback eects of phonon dynamics on non-equilibrium
dynamics
The purpose of this section is to study relaxation dynamics of electron-phonon systems beyond
conventional approaches that are based on the Boltzmann equation [142{144], where the time
scale of the dynamics is restricted from the gradient approximation used there. The non-
equilibrium dynamics of el-ph systems beyond the Boltzmann equation has been studied recently
with various methods. Time-dependent exact diagonalization (ED) method and DMFT have
been applied to study the dynamics of one or two polarons in the Holstein model [91{94]. As for
many-electron problems, previous works have investigated systems with classical phonons [145]
or quantum phonons [146] in one-dimension. For two-dimensional system, an ED analysis for the
Holstein-Hubbard model [95] and weak-coupling perturbation analysie for the Holstein model
with phonons xed in equilibrium [96{98] have been done so far. For higher dimensions, there
have been analyses using the framework of DMFT for the insulating cases [101,102].
Despite these advances, studies treating dynamics of quantum phonons in many-electron
systems are mostly limited to cases in or near the Mott insulating phase [95, 101, 102, 146].
Hence this section is devoted to understand non-equilibrium dynamics in the complementary
regime, i.e. the weakly to moderately correlated metallic regime. Our interests are eects
of the phonon dynamics and the retarded interaction on the dynamics. We again note that
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the relaxation dynamics without phonon dynamics beyond the Boltzmann equation has been
recently investigated by Sentef et al [96{98]. Their assumption is that phonons coupled to
electrons stay in equilibrium due to some coupling to other degrees of freedom. However if
such a coupling is not strong enough (as in an isolated system), the electron degrees of freedom
should be aected by feedback from non-equilibrium dynamics of phonons. In addition, phonon
degrees of freedom should relax towards its equilibrium though the el-ph coupling. We want
to understand consequence of the phonon dynamics and clarify the dierence from the picture
used in previous works [96{98]. Moreover, it is interesting to understand the dierence from
the phenomena observed in the Hubbard model, which only includes electrons. One important
question in this context is whether or not the so-called prethermalization phenomena [109,110,
147,148] and dynamical phase transitions [109,110,149{151] occur in electron-phonon systems.
To address the above issues, we focus on the quench problem of the half-lled Holstein model,
i.e. a sudden change of the electron-phonon coupling from g = 0 at t = 0 to gf 6= 0 at t = 0+, and
we investigate subsequent relaxation processes. The system is initially set to be noninteracting
and in equilibrium at T = 0, and we do not consider any broken symmetry. Even though the
setup seems a bit articial, it can be realized in cold-atom systems in optical lattices [152{155],
and expected to be closely related to the phonon frequency quench, which has been studied
experimentally in bismuth [156]. As an impurity solver for non-equilibrium DMFT we mainly
employ the self-consistent Migdal approximation, which is justied when the phonon frequency
is small compared to the electron bandwidth. As we discussed in Sec. 2.3.5, this approximation
is a conserving approximation, includes the feedback from the phonon dynamics and gives a
better description of equilibrium states than the unrenormalized Migdal approximation used in
previous papers [96{98].
At the end of this section, we shall compare the results of the self-consistent Migdal ap-
proximation with those of the unrenormalized Migdal approximation to clarify the eect of
the feedback from the phonon dynamics. It turns out that the latter gives a totally dierent
relaxation dynamics than the self-consistent one and that phonons eectively act as a thermal
bath in the unrenormalized Migdal approximation. Before we proceed, let us mention about
the choice of parameters. In this section, we use a relatively high phonon frequency, !0 = 0:7,
because of the limit of the computational time and the memory of the machine used. How-
ever, it is still small compared to the electron bandwidth W = 4, and hence we consider that
results discussed here with the self-consistent Migdal approximation should be qualitatively
correct and the discussions involved are applicable to lower phonon frequencies. Indeed, we
have checked that choice of lower phonon frequencies such as !0 = 0:4; 0:2 gives qualitatively
the same results and discussions involved do not change, although the study for these cases is
less systematic since the calculation is more demanding. The results discussed in this section
has been published in Ref. [30].
4.1.2 Interaction quench: Results of DMFT + self-consistent Migdal ap-
proximation
Since we consider isolated systems, the total energy is conserved after a quench. Hence if the
system becomes thermalized, the temperature of the system Tth should satisfy the relation
Etot(t > 0) =
Tre Hf=TthHf
Tre Hf=Tth
; (4.1)
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Figure 4.1: Time evolution of local quantities after an interaction quench at t = 0
from g = 0 at T = 0 to indicated values of gf for !0 = 0:7: (a) Ekin, (b) hX(n"+n#)i,
(c) hayai, and (d) hXXi. Dashed lines in each panel indicate the expected thermal
values for each value of gf determined from the conserved total energy.
where Hf = H(t > 0). Since the present model is not an integrable one, it is natural to expect
that thermalization takes place after a long time. The question is how the system thermalizes.
Here we keep track of relaxation of local observables and the momentum distribution n(k; t) =
 iG<k (t; t). Since we start from the free state at T = 0, the momentum distribution exhibits a
jump at  = 0 (i.e., the Fermi surface) for short times, while the jump is expected to vanish once
the system is thermalized at Tth > 0. We note that a similar quench problem has been studied
in the Hubbard model with DMFT+QMC [109, 110] and our setup in the limit of !0 ! 1
becomes identical to them.
Local observables
We start with looking at temporal evolution of local quantities. Here we call quantities evaluated
by momentum integral and with no momentum index as local quantities. In Fig. 4.1, we show the
results for the kinetic energy, the correlation between the phonon displacement and the density
of electrons hX(n"+n#)i, the phonon density hayai, and the variance of the phonon displacement
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Figure 4.2: (a)-(c) Temporal evolution of the momentum distribution, n(; t), for
!0 = 0:7 after quenches to indicated values of gf . Blue regions represent the jump in
the momentum distribution around  = 0. (d) Temporal evolution of the jump in the
momentum distribution, n(t), for various values of gf at !0 = 0:7. The inset shows
Tth against gf .
hXXi. It turns out that all of these local observables show coherent oscillations with twice the
renormalized phonon frequency, !r0. This can be understand as follows. Let us suppose that
each local phonon oscillates as X(t)  cos(!r0t). Since the present interaction quench does not
induce any phonon distortion hXi(t)  0 and does not discriminate the direction of the lattice
distortion (X > 0 or X < 0), the statistical distribution for the lattice displacement, F (X; t),
should be even in X. Hence only the symmetric dynamics is allowed and 2!r0-oscillations are
observed. Provided that the phonon dynamics aects the electronic states through F (X), it is
natural to also expect oscillations of the other quantities with frequency 2!r0.
The oscillations are damped as time evolves as seen in Fig. 4.1 and its amplitude becomes
very small before t = 60 in all the cases shown here. When the system is fully thermalized,
expectation values of observables should approach those of the equilibrium state with Tth,
which increases with gf , see inset of Fig. 4.2(d). For instance, the thermal kinetic energy should
approach
Ekin;th =
 v
N
X
hi;ji;
Tre Hf=Tth(cyi;cj; + h.c.)
Tre Hf=Tth
: (4.2)
In Fig. 4.1, we show with dashed lines the estimated thermal values at Tth for each observable.
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We can see that once the oscillations are well damped (t & 60), the local observables are already
very close to the thermal values. In particular, the centers of the oscillation of Ekin + !0Nph,
hX(n"+n#)i and hXXi correspond to their respective thermal values from a very early stage of
the relaxation dynamics. However, we note that this does not necessarily mean that the system
is fully thermalized, as we shall see below.
Momentum distribution function
Here, we investigate the evolution of the momentum distribution function for the electrons,
n(k; t) =  iG<k (t; t) [Fig. 4.2, Fig. 4.3, Fig. 4.4, Fig. 4.5] as well as its jump, n(t), at  = 0
[Fig. 4.2 (d)]. Since we start from T = 0 and g = 0, we have n(0) = 1. One can see a whole
view in Fig. 4.2 and realize that the jump does not immediately disappear after the quench,
but decreases gradually. As in the case of the Hubbard model [109, 110], n(t) vanishes faster
when the el-ph coupling gf is increased. However, in the case of the Holstein model, n(t) as
well as n(k; t) for each k exhibit oscillations, see Fig. 4.2 (d) and Fig. 4.5.
Here we claim, as a key nding in the present investigation, that there are two qualitatively
dierent types of relaxation behaviors in the Holstein model in the weakly to moderately corre-
lated metal (prior to the bipolaron transition). The rst type of relaxation dynamics is realized
in the weaker coupling regime (gf . 0:5), where the long-time relaxation process is dominated
by the electrons. In this regime, oscillations originated from phonons are damped in both the
local quantities and n(k; t) before n(k; t) is well thermalized. In more detail, the local quan-
tities (in particular Ekin +Eph; hnXi and hXXi) are essentially thermalized after the damping
of oscillation, Fig. 4.1, while the momentum distribution around the Fermi level represented by
n(t) is not fully thermalized, see Fig. 4.2 (d) and the result for t = 59:6 in Fig. 4.3. We note
that the relaxation time strongly depends on the energy . The electron relaxation is fast when
 & !r0 , while the relaxation is slow for  . !r0, see Fig. 4.3 and Fig. 4.5(a). This behavior
is similar to the results in Ref. [97] analyzed without the phonon dynamics. These behaviors
remind us of the prethermalization phenomena observed in a quench problem for the Hubbard
model [109, 110], where local (momentum integrated) quantities quickly approach their ther-
mal values, while momentum dependent quantities, such as n(; t), remain clearly nonthermal.
However, we note that we do not observe a clear plateau-like structure in n(k; t) unlike in the
Hubbard model. These behaviors are key characters in the relaxation behavior of the Holstein
model in the suciently weak-coupling regime.
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Figure 4.3: Time evolution of the electron momentum distribution function, n(; t),
for gf = 0:35 in the weaker-coupling regime. Dotted lines are the expected thermal
distribution function, and vertical lines indicates jj = !r0.
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are the special times where Ekin(t) = Ekin;th
The second type of relaxation appears in the stronger-coupling regime (gf & 0:5, but before
the bipolaronic transition), where the phonon dynamics turns out to dominate the long-time
dynamics. Here we explain the character of the dynamics in this regime looking at gf = 0:65,
as an example. There we nd that n(t) vanishes [Fig. 4.2 (d), Fig. 4.4] before the oscillations
of the momentum-integrated observables are damped (Fig. 4.1). Associated with this, the
distribution function quickly approaches its thermal value, but it continues to oscillate around
its thermal value as shown in Fig. 4.4. Once these oscillations are fully damped, n(; t) as well
as local quantities reach respective thermal values. We also note in Fig. 4.4 that, interestingly,
n(; ~t) becomes almost indistinguishable from the thermalized distribution (dashed line, almost
overlapping) after n(t) has become small enough. Here ~t stands for those times at which
Ekin(~t) = Ekin;th [Eq. (4.2)] is realized. As will be discussed later, the damping of the oscillation
turns out to be related to the lifetime of phonons and the phonon self-energy. Therefore,
phonons, rather than electrons, govern the long-time relaxation in this regime.
We note that the change from the electron-dominated to the phonon-dominated thermal-
ization is not discontinuous but smooth. Hence this is a crossover phenomenon and we call it
a \thermalization crossover". In the present setup the crossover between these two dierent
relaxation processes occurs around gf  0:5, where the oscillations and n(t) vanish on similar
time scales.
Now we comment on the relation between the present result and the phenomenological two-
temperature model [142]. In this model, it is assumed that in the relaxation dynamics the
electron sector and the phonon sector respectively are kept in temporal (quasi-)thermal states
with dierent temperatures because of el-el Coulomb interactions and anharmonic phonon cou-
plings. Then, through el-ph couplings these sectors exchange energies, and the whole system
reaches the fully thermalized state. First of all, we have to note that the present situation is
dierent from those in the two-temperature model, since in the latter it is assumed that the
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Figure 4.5: Temporal evolution of n(; t) for several values of  for gf = 0:35 (a) or
0:65 (b).
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electron self-energy (solid lines) in equilibrium at Tth for various values of gf . The
vertical lines indicate j!j = !0.
electron degrees of freedom thermalize quickly due to the Coulomb interaction. This eect is
not considered in the Holstein model studied here. Still, it is worthwhile to consider the rela-
tion between them. As for the rst type of relation observed in the weaker-coupling regime, the
relaxation time of n(; t) strongly depends on , and it would not be appropriate to describe
this with a single decay rate as in the two-temperature model. Moreover, in this situation it
would be dicult to dene a meaningful eective temperature for the electron part, since the
shape of n(; t) is far from that of thermal ones before full thermalization. As for the second
type of relaxation in stronger-coupling regime, the long-time behavior is dominated by damped
oscillations. Since the two-temperature model predicts no oscillations but a monotonic relax-
ation to the thermal value, it is not proper to describe this situation. Hence we conclude that
neither of the two-relaxation processes presented here cannot be described by the conventional
two temperature model.
Damping rates and self-energies
Here we discuss the relation between the dierent relaxation rates of physical quantities (Ekin;
n(t); n(; t)...) and the g-dependence of the electron () and phonon () self-energies. Firstly,
we plot the imaginary parts of the electron self-energy and the phonon self-energy in the expected
thermal state (T = Tth) for various vales of gf in Fig. 4.6. One can nd that the imaginary part
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Figure 4.7: (a) Electron and phonon decay rates (/ inverse relaxation times) against
the electron-phonon coupling gf . (b) Temporal evolution of the jump, n(t), in the
electron momentum distribution on a logarithmic scale for various values of gf . Dashed
lines are exponential ts. (c) Temporal evolution of the phonon displacement, hXXi 
hXXith. The dashed lines represent exponential ts to the envelopes of the oscillating
curves.
of electron self-energy, jImj, shows relatively small value in the energy range j!j < !r0, which
becomes clearer at lower temperatures. This structure in the self-energy can be explained from
the fact that electron (hole)-like quasiparticles cannot emit (absorb) phonons in this energy
window because the nal state after phonon emission (absorption) is already well occupied
at low enough temperatures. This picture qualitatively explains the dierent relaxation time
scales of n(; t) for dierent  observed in the weaker-coupling regime, illustrated in Fig. 4.3
and Fig. 4.5(a). In addition, when gf becomes larger Tth increases. This should make the
energetically blocking eect less ecient and hence such an -dependent relaxation becomes
less obvious. This is consistent with the behavior in the stronger-coupling regime illustrated in
Fig. 4.4 and Fig. 4.5(b).
Now we consider the lifetime of a single electron quasiparticle in more detail. When the
quasiparticle picture is valid, the electron self-energy in the small ! regime is expressed as
R(!) = (1  1=Z)!   i  +O(!2); (4.3)
where Z is the quasiparticle residue. From this, one nds that a quasiparticle with momentum
k has a renormalized energy rk  Zk with a lifetime of (2Z ) 1 at low-energies.
The quasiparticle lifetime of phonons can also be extracted from the self-energy of phonons
in a similar way. We expand the phonon self-energy around ! = 0 to obtain
R(!) = A  iB !
!0
+ C
!2
!20
+O(!3); (4.4)
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where A; B and C are coecients and the dressed phonon Green's function becomes
DR(!) ' 2Z
0!0
(!   !00 + iZ 0B)(! + !00 + iZ 0B) + Z 02B2
; (4.5)
where !00 = Z 0!0(1 + A=!0)1=2 with Z 0 = (1   2C=!0) 1. Here !00 serves as an approximate
peak position of the phonon spectral function, i.e. !r0. We note that the second term (Z
02B2) in
the denominator of DR(!) (Eq. 4.5) can be neglected if B  !00. This is because the absolute
value of the rst term in the denominator is more than  O(B!00), which is much larger than
the second term  O(B2). These arguments lead that DR(t) decays with a damping rate
Z 0B, which is conrmed by directly observing the damping of DR(t) in the interaction regime
considered. In addition, when we think of the retarded part of the Green's function of a single
phonon,  ihTca(t)ay(t0)i, it has the same poles as those for DR. Hence the lifetime of a phonon
quasi-particle can be identied with (2Z 0B) 1.
In Figure 4.7(a), we plot the quasiparticle lifetimes for an electron (2Z ) and a phonon
(2Z 0B), which we evaluate from the equilibrium self-energies against gf at corresponding Tth.
The two lifetimes cross with each other around gf = 0:5 with 2Z  < 2Z
0B for gf < 0:5, while
2Z  > 2Z 0B for gf > 0:5. Hence as long as the quasiparticle picture is valid, an electron
quasiparticle created around the Fermi level decays more slowly than a phonon quasiparticle
for gf < 0:5, while the situation is reversed for gf > 0:5.
In Fig. 4.7(a), we also show the electron decay rate extracted from n(t) by exponential
tting as shown in Fig. 4.7(b). Here we use the data from t = 0 up to t = 60 or up to
n(t) = 10 4. The decay rate increases with gf . It turns out that the value of 2Z  explains
well the dependence of the decay rate of n(t) on gf . More precisely, in the smaller-gf regime the
discrepancy is very small, while 2Z  tends to overestimate the exponent of n(t) in the larger-
gf regime. On the other hand, it turns out that the phonon decay rate 2Z
0B manifests itself
in the damping of oscillations in Ekin; hXni; hXXi and hayai. As an example, the oscillation of
hXXi  hXXith is displayed in Fig. 4.7(c). The envelopes are tted with exponentials, and the
corresponding decay rates are plotted in Fig. 4.7(a). We have conrmed that the oscillations
for other quantities (Ekin; hXni and hayai) have almost the same damping rates. Figure 4.7(a)
tells that 2Z 0B indeed provides a good explanation for the damping rates of the oscillations.
To be more precise, while the agreement with 2Z 0B is very good for gf . 0:5, the quasiparticle
lifetime from the phonon self-energy tends to overestimate the damping rate of the oscillations
as we increase gf .
The above analysis indicates that the dierent dependence of the electron and phonon
lifetimes on the electron-phonon coupling gf explains the two dierent relaxation regimes: In the
weaker-coupling regime, the phonon oscillations are damped before electron's n(; t) thermalizes,
which reects that the lifetime for a phonon is shorter than that for an electron (electron-
dominated thermalization). In the stronger-coupling regime, on the other hand, the electron
lifetime is shorter than the phonon lifetime (Fig. 4.7(a)). Reecting this, n(t) vanishes quickly
and the momentum distribution approaches to its thermal value quickly. However, since the
phonons are still in the process of relaxation, the electrons are forced to move with them
(phonon-dominated thermalization). We note that the manifestation of quasiparticle lifetimes
in the quench dynamics is not trivial, since in quasiparticle lifetimes only one particle is excited
while the quench problem particles more than one are excited at the same time.
77
4.1. THERMALIZATION CROSSOVER IN NORMAL STATES
Non-equilibrium spectral functions
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Figure 4.8: Nonequilibrium spectral function, AR(!; t), at dierent t for gf = 0:35 (a)
or 0:65 (c), and nonequilibrium distribution function f(!; t) for gf = 0:35 (b) or 0:65
(d). The dashed curves represent the thermal AR and distribution functions. Vertical
lines in each panel indicate !r0 in equilibrium at Tth for each value of gf . The inset in
(d) plots the time evolution of @f(!;t)@! j!=0, where the dotted line indicates the thermal
value.
Here we discuss how these qualitatively dierent relaxation processes show up in the non-
equilibrium spectral function and distribution function. One can extend the denition of of the
electron spectral function AR and occupied spectral function A< to non-equilibrium situations
as
AR;<(!; t) =  1

Im
Z 1
t
dt0ei!(t
0 t)GR;<loc (t
0; t); (4.6)
where   is for R and + is for <. Then the non-equilibrium distribution function is dened as
f(!; t)  A<(!; t)=AR(!; t). AR(!; t) and f(!; t) at dierent times are shown in Fig. 4.8. The
result for gf = 0:35 in the electron-dominated regime is shown in Fig. 4.8(a,b). First, we note
that a peak structure of AR around !0 at t = 0 indicates the dierence from the spectrum of
the free state. This is attributed to the fact that AR(!; t) includes information on later times
than t, see Eq. 4.6. A characteristic feature in the relaxation of AR(!; t) and f(!; t) is that
for ! & !r0 they thermalize quickly while for ! . !r0 the relaxation is slow and gradual. We
note that a similar behavior is pointed out in a previous work on the photoexcited Holstein
model [98]. The small wiggles in Fig. 4.8 (b) are Fourier cuto artifacts.
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The results for gf = 0:65 in the phonon-dominated regime is shown in Fig. 4.8(c,d). Here
we pick up the special times at which Ekin = Ekin;th is realized. Even though the momentum
distributions are indistinguishable from the thermal ones at these times, it turns out that both
AR(!; t) and f(!; t) are dierent from the thermal curves. This discrepancy comes from the
fact that the latter quantities are not determined by instantaneous temporal information unlike
the former quantity. In the inset of panel (d), @f(!;t)@! j!=0 is shown. The oscillation in the
slope means the oscillation of f(!; t) near ! = 0 around its thermal value. These observations
suggest that in the phonon-dominated regime AR(!; t) and f(!; t) oscillate around their thermal
values both in the energy range j!j & !r0 and j!j . !r0. After this oscillation is fully damped,
thermalization of AR and f(!; t) is achieved (see the result fort = 40).
4.1.3 Interaction quench: Results of DMFT + unrenormalized Migdal ap-
proximation
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Figure 4.9: Comparison of the dynamics in the unrenormalized Migdal and the self-
consistent Migdal approximations for (a) the kinetic energy and (b) n(t). Temporal
evolution of (c) Ekin and (d) n(t) within the unrenormalized Migdal approximation
for various gf . Horizontal dashed lines indicate the thermal values at T = 0.
For comparison, here we study the same quench problem with the unrenormalized Migdal
approximation in order to make clear the eect of the phonon dynamics. First of all, we note
that, since the phonon is assumed to stay in equilibrium in this approximation from the outset,
the thermalization crossover does not occur. In Fig. 4.9, we show the time evolution of n(t)
and Ekin(t). It turns out that the unrenormalized Migdal and the self-consistent Migdal show
the same dynamics at very short times. However after a certain period, they start to deviate
and end up with very dierent relaxation dynamics. One striking dierence from the results of
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the self-consistent Migdal approximation is the quick disappearance of the oscillations in local
quantities within t < 10, see Fig. 4.1(a)(c). Then Ekin(t) slowly approaches a steady value in the
long-time limit. Here we note that, as discussed in Ref. [117], it is expected that phonons act as
a heat bath for electrons, which are cooled down to the temperature of the initial equilibrium
phonons. Indeed, our results are consistent with the relaxation towards the equilibrium with the
initial temperature (i.e., T = 0 here). In Fig. 4.1(c), we see that Ekin(t) gradually relax to the
thermal values at T = 0 for various gf , which is also the case with another local quantity, hXni.
The results for n(t) within the unrenormalized Migdal are shown in Fig. 4.10(d). n(t) starts
to decrease after the quench, but it remains nite for a long time, which behavior is dierent
from the results of the self-consistent Migdal approximation [Fig. 4.2(d)]. The fact that n(t)
does not vanish is consistent with the expectation that the phonons in the unrenormalized
Migdal eectively act as a heat bath with T = 0. However, we have to note that n(t) is still
far from the expected thermal value for T = 0 even at t = 60, which indicates that the cooling
rate is very low. We can understand this as follows. In the T = 0 equilibrium state, we have
Im(!) / !2 for the Fermi liquid. Hence the decay rate for n(t) is expected to become very
small as the system approaches the equilibrium state at T = 0.
 0.9
 0.95
 1
-1.5 -1 -0.5  0
(a) g=0.35
ε
t=
T=0
10
20
50
 0.9
 0.95
 1
 0  10  20  30  40  50  60
(b) g=0.35
t
ε=-1.299
ε=-0.765
ε=-0.447
ε=-0.157
 0.75
 0.8
 0.85
 0.9
 0.95
 1
-1.5 -1 -0.5  0
(c) g=0.65
ε
t=
T=0
10
20
50
 0.75
 0.8
 0.85
 0.9
 0.95
 1
 0  10  20  30  40  50  60
(d) g=0.65
t
ε=-1.299
ε=-0.765
ε=-0.447
ε=-0.157
Figure 4.10: n(; t) at various times for (a) gf = 0:35 and (c) gf = 0:65. Dashed curves
indicate the equilibrium values at T = 0. The temporal evolution for n(; t) of various
values of  for (b) gf = 0:35 and (d) gf = 0:65.
Now, let us take a closer look at the momentum distribution function. Figure 4.10 shows the
dynamics of n(; t) in more detail. For both g = 0:35 and g = 0:65, the distribution at large jj
relaxes fast to the equilibrium value at T = 0, while the distribution for small jj relaxes slowly.
This aspect is consistent with the prediction of the self-consistent Migdal approximation and
the previous simulations of a pumped Holstein model [96], and the structure of the self-energy.
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However, strictly speaking, we nd that the energy window exhibiting a slow relaxation in n(; t)
is larger than the window  !0 <  < !0 predicted by the self-energy analysis. We consider
that this originates from several reasons. Firstly, if we increase the el-ph interaction the quasi-
particle renormalization increases and quasiparticle particle with a momentum k has smaller
energy than its bare value k. Secondly, after the quench, many quasiparticles are excited in
the energy range  !0 < ! < !0, so that quasiparticles with energy j!j > j!0j can decay less
easily. In addition, compared to the results of the self-consistent Migdal approximation, n(; t)
shows more pronounced oscillations with a dierent frequency for each , see Fig. 4.10(b)(d).
These oscillations lead to the complicated structure of n(; t) shown in Fig. 4.10(a)(c). Here, we
can attribute the fast damping of the oscillations in Ekin to the dephasing of the oscillation in
the momentum distribution at each momentum. We note that this is a scenario dierent from
the damping in the self-consistent Migdal approximation, where the oscillations of the electrons
are tied to the dynamics of the phonons and its damping is related to the quasiparticle lifetime
of a phonon. These comparisons between the unrenormalized Migdal and the self-consistent
Migdal imply that the feedback from the non-equilibrium phonon dynamics to electrons leads
to a qualitatively very dierent dynamics. Therefore, we conclude that the unrenormalized
Migdal approximation cannot properly describe the evolution of isolated systems. However, we
note that it may be possible to use the approximation in order to phenomenologically express
electrons coupled to a heat bath (open system), as in Refs. [117,118].
4.2 Collective excitations in strongly-coupled superconductors
4.2.1 Background: Collective amplitude mode in superconductors
Non-equilibrium dynamics enables us to gain access to new phenomena and information that
are hard to reach in equilibrium. As an interesting example, Shimano's group [17, 18] has
recently succeeded for the rst time in observing the amplitude Higgs mode in conventional
phonon-mediated superconductors with pump-probe experiments using a strong THz laser.
Since the amplitude Higgs mode does not couple with the electromagnetic eld in the linear-
response regime, observation of the mode was limited [32{35, 48] to the special case when SC
coexists with a charge density wave before Shimano's experiment. From the theoretical point
of view, the collective modes in superconductors have been attracting interests for a long time
[32, 37{50, 99, 100]. Most of the theoretical works have been based on the mean-eld dynamics
(the BCS dynamics). One important consequence of these theories is the coincidence of the
energy of the amplitude Higgs mode (!H) and the SC gap (2SC). This relation suppresses the
relaxation channel of the collective amplitude mode to Bogoliubov quasiparticles, and ends up
with a power law ( 1=pt) decay of the mode. This relatively slow decay helps the accessibility
of the mode in the pump-probe experiment.
On the other hand, as far as we know, studies of collective amplitude modes beyond the
mean-eld picture are limited to recent works [99, 100], and the nature of the modes in the
strongly-coupled phonon-mediated SCs remains to be revealed. Here, we note that so-called
strong-coupling conventional superconductors correspond to cases of e  1, where e is the
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dimensionless el-ph coupling. It is dened as
e  2
Z 1
0
d!
2F (!)
!
; (4.7a)
2F (!) = N(0)g2B(!); (4.7b)
whereN(0) is the DOS at the Fermi level, B(!) =   1 ImDR(!) and we obtain e = N(0)g2DM (in
= 0). Here the superscript M indicates the Matsubara component. In the strongly-coupled
regime1, the system is described by the Migdal-Eliashberg theory [13{15]. There, in order to
evaluate a susceptibility, one usually needs to solve the Bethe-Salpeter equation that includes
a frequency-dependent irreducible vertex, which contrast with the BCS analysis, where we can
analytically solve the equation. In addition, we need to perform a numerical analytic con-
tinuation for information for real times and real frequencies, which would be a bottleneck in
the direct evaluation of the Bethe-Salpeter equation. However, NbN, which is used in Shi-
mano's experiment, has relatively a large dimensionless el-ph coupling e & 1 and belongs
to the strong-coupling regime [157{160]. In addition, we can expect that further pump-probe
experiments will reveal properties of collective modes in a wide range of materials. Hence it
is important to provide theoretical understanding or predictions about collective excitations in
strongly-coupled SCs.
Based on this background, the purpose of this section is to reveal properties of collective am-
plitude modes in strongly-coupled phonon-mediated SCs. In particular, we want to understand
the fate of the relation between !H and 2SC as the electron-phonon coupling is increased, eects
of the phonon dynamics on the amplitude Higgs mode, possibility of new collective excitations
and the decay of the amplitude Higgs mode. In order to do this, we directly simulate the non-
equilibrium dynamics after external perturbations using the framework of the non-equilibrium
DMFT. By taking small enough external elds we can evaluate linear susceptibilities without
solving the Bethe-Salpeter equation and performing a numerical analytic continuation.
We note that Kemper et al [99,100] have studied the amplitude Higgs modes in the strongly-
coupled SC by simulating time evolution after shining a laser. There, they employ the unrenor-
malized Migdal approximation, which assumes that phonons are always in equilibrium despite
electrons being out of equilibrium, and discuss accessibility of the mode with time-resolved
angle-resolved photoemission spectroscopy (ARPES). However, they do not answer none of
the questions we have raised above. In the following, we investigate collective modes with
DMFT+self-consistent Migdal approximation in Sec. 4.2.2 to 4.2.4, while in Sec. 4.2.5 we use
the xed-phonon picture, i.e. DMFT+unrenormalized Migdal approximation, in order to ex-
tract eects of the quasiparticle lifetime on decay of the amplitude Higgs mode. We focus on the
strongly-coupled superconductors with 1 . e . 2 described by the half-lled Holstein model,
see Appendix. B.2. Strictly speaking, if we allow the possibility of CO, it is more favorable
than SC at half-lling, as we have discussed in the previous chapter. However, if the lattice has
frustration such as the next-nearest neighbor hopping on the Bethe lattice, CO is suppressed
and the present treatment is justied [25]. Therefore, in this section, we are considering such
a situation. Before we proceed, we again note that the self-consistent Migdal approximation
becomes quantitatively accurate when !0 is small enough compared to the electron bandwidth.
1We note that the meaning of "strong" is dierent from Sec. 3. In the context of conventional superconduc-
tors, the strongly-coupled regime is characterized by the strength of renormalized phonon-mediated attractive
interaction, and it is located before the bipolaronic transition.
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Here we focus on a relatively high phonon frequency in this section, i.e., !0 = 0:4 because
of the limit of the computational time and the memory of the machine used. However, we
consider that results discussed here with the self-consistent Migdal approximation should be
qualitatively correct, because it is still small compared to the electron bandwidth W = 4, and
that the discussions are applicable to cases with lower phonon frequencies. Indeed, we have
conrmed that a choice of lower phonon frequency !0 = 0:2 shows the same general features
and discussions involved do not change, although the study for these cases is less systematic
since the calculation is much more demanding.
4.2.2 Dynamical pair susceptibility and collective modes
In order to study collective excitations involving amplitude oscillations of the SC order param-
eter, we evaluate the dynamical pair susceptibility,
pair(t  t0) =  i(t  t0)h[B0(t); B0(t0)]i; (4.8)
with B0 =
P
i(c
y
i"c
y
i# + ci#ci"). In order to do this, we apply an external perturbation ex-
pressed as H 0(t) = df(t)
P
i(c
y
i"c
y
i#+ci#ci") with small enough df (for the linear-response regime
to be valid), and follow the subsequent dynamics with the non-equilibrium DMFT and the
self-consistent Migdal approximation as an impurity solver. Diagrammatic expression for the
dynamical pair susceptibility evaluated in this way will be discussed in the next section.
In Fig. 4.11 we display 0;pair(t), which is obtained by the Wick expansion and taking ac-
count only of the bubble diagram along with pair(t). The result shows that pair(t) exhibits
long-lived oscillations, while 0;pair(t) damps very quickly on a time scale of 1=W and becomes
featureless. Since 0;pair only includes contribution from single-particle excitations, the oscil-
lations in pair(t) are originated from collective excitations. An important point is that the
oscillations in pair(t) cannot be explained by a single mode unlike in the BCS and unrenormal-
ized Migdal dynamics, and this tendency becomes clearer as the el-ph coupling is increased. In
order to understand the energy scale of the collective modes, we compare, in Fig. 4.11 (c) (d),
 Impair(!),  Im0;pair(!), the electron spectrum A(!) =   1GR(!) and the phonon spectrum
B(!) =   1DR(!). Here we evaluate pair(!) as
R tmax
0 dtpair(t)e
i!t with tmax = 200 and the
wiggles in  Impair(!) originate from this nite range of the Fourier transformation. We have
checked that the main peaks in  Impair(!) stay almost at the same positions with tmax = 300
and do not aect the following discussions. Before we discuss  Impair(!), we have to note
several properties about A(!) and B(!). First, as a consequence of the strong el-ph coupling
the jump in A(!) at the gap becomes slightly smoothed. Therefore, in the present study, we
dene the gap size by the energy where A(SC) = N(0) with N(0) the density of states for
free electrons at ! = 0 and its uncertainity is estimated by the peak position of A(!) and the
position where A(!) = N(0)=2. Secondly, our results show that when the renormalized phonon
frequency is comparable to the SC gap, the strong el-ph coupling leads to complicated renormal-
ized phonon spectra in SC. This is illustrated in Fig. 4.12, where we show detailed temperature
dependence of the phonon spectrum. Here we dene the renormalized phonon frequency !r
as the position of the dominant peak in the phonon spectra (colored arrows in Fig. 4.12). In
the SC phase, as the SC gap develops, the spectral weight in the low-energy regime is strongly
suppressed, a sharp peak develops below the SC gap and the phonon spectra becomes highly
asymmetric, see the red and black curves in Fig. 4.11(c)(d) for example . On the other hand, in
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Figure 4.11: (a)(b) Dynamical pair susceptibility against t evaluated with the full dy-
namics in the Migdal approximation [pair(t)] and with the bubble diagrams [0;pair(t)]
for g = 0:45;  = 80 (e = 1:38) (a) and g = 0:47;  = 80 (e = 1:89) (b).
(c)(d) Comparison of the electron spectrum A(!=2), the phonon spectrum B(!),
 ImR0;pair(!) and  ImRpair(!) for g = 0:45;  = 80 (c) and g = 0:47;  = 80 (d).
pair(!) and 0;pair(!) evaluated from the data at t 2 [0; 200]. The factor of 2 in
A(!=2) facilitates a comparison between 2SC and !H.
the normal state ( = 30), the phonon spectra exhibit an almost symmetric structure around
a peak that is softened by the el-ph coupling from !0 [30, 114]. This phenomenon has indeed
been observed in some real strongly-coupled SCs [161{165] and theoretically explained as an
eect of the phonon self-energy [166] (phonon anomaly). In particular, the suppression of the
phonon spectrum in the low-energy regime is attributed to the fact that scattering of phonons
with quasi-particles is energetically suppressed below the SC gap.
It turns out that the oscillations in pair(t) come from two dierent modes at !H and !H2
(!H < !H2), see  Impair(!). The lower peak is always located around the SC gap (2SC)
and remains there as we approach the BCS regime, see the inset of Fig. 4.13(b). Therefore,
this lower mode is identied as the amplitude Higgs mode in the strongly-coupled SC. In other
words, we have shown that the BCS relation of
!H = 2SC (4.9)
is valid to a good approximation even when the el-ph coupling is strong and the phonon energy
is comparable to the SC gap. One important consequence of this relation is that the damping
channel to quasi-particles remains small, especially, at lower temperatures, where the gap edge
is sharp and the quasi-particle excitation is lower-bounded at SC. Here we note that when we
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Figure 4.12: Phonon spectrum at various temperatures far !0 = 0:4; g = 0:45 (a) and
!0 = 0:4; g = 0:47 (b). Arrows indicate the peak positions (!r). In both cases, the
system is in the normal phase at  = 30, while in the SC phase at other temperatures.
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Figure 4.13: Characteristic energies against temperature (T ) at g = 0:45; !0 = 0:4
(a) or g = 0:47; !0 = 0:4 (b). Here !XX means a frequency of coherent oscillation in
the response of hXXi after a small hopping quench. Vertical black lines indicate Tc.
The inset shows the el-ph coupling dependence of the Higgs mode and the SC gap at
 = 80 against e , which is the dimensionless coupling constant.
get closer to Tc, the edge becomes more smoothed, and the suppression of the damping channel
becomes weaker. Such eects will be discussed in Sec. 4.2.5. We also note that the depletion
of the phonon spectral weight in the low-energy regime (phonon anomaly) also suppresses the
possible damping channel from the Higgs mode into two phonons.
The higher peak found here, on the other hand, is a new collective amplitude mode which
is not included in the dynamics of BCS or the unrenormalized Migdal approximation [99,100].
Therefore, we can conclude that the phonon dynamics should be the origin of the new collective
mode involving amplitude oscillation. However, !H2 does not have a simple relation with the
renormalized phonon frequency !r.
In order to obtain a full picture for dierent energy scales and clarify relation among them,
we summarize them against the temperature in Fig. 4.13. First, we note that this plot shows
that the relation, !H ' 2SC, is robust in the strongly-coupled SC for the whole region of
T studied here. Secondly, it turns out that, even though !H2 does not manifest itself in the
dynamical pair susceptibility, it shows up in other susceptibilities and continues to exist in the
normal states. In Fig. 4.13, we also display !XX, the frequency of coherent oscillations in the
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response of hXXi after a small hopping quench. As can be seen, !XX coincides with !H2. Hence
this mode intertwines the phonon dynamics and the SC order parameter in SC, but is not a
special mode accompanying the symmetry breaking. With decreasing temperature, this mode
shows softening in the normal state and hardening in SC. If we compare this mode with the
renormalized phonon frequency (!r), it turns out that !H2 and 2!r agree well in the normal
state with not too strong el-ph coupling. On the other hand, in SC, deviation between these
two quantities becomes signicant.
Now the questions are (1) the origin of the discrepancy between !H2 and 2!r in SC, and
(2) eects of the dynamics of phonons on the amplitude Higgs mode. In the next section, we
discuss these issues considering the diagrammatic expression for pair derived from the direct
simulation with DMFT + self-consistent Migdal approximation.
4.2.3 Diagrammatic analysis
In order to answer the questions above, we analyze the diagrammatic expression for pair in the
present calculation (DMFT+ self-consistent Migdal approximation) as well as its relation to the
susceptibility in the xed-phonon pictures (DMFT+ unrenormalized Migdal approximation).
For the dynamical pair susceptibility, we need to evaluate the response of Green's functions
against modulation of the pair potential, Fex(t). Hence we want to know the quantity,
^k(; 
0;  00)  C [G^k(; 
0)]
C [Fex( 00)]

Fex(t)=0
: (4.10)
Here we use  for representing a point on the KB contour,^means a 2 2 matrix in the Nambu
formalism, k is a momentum and C []C [] is the functional derivative on the KB contour.
First we evaluate the corresponding quantity for the free Green's function, G^0;k. The Green's
function satisesZ
C
d1[i@ I^   k^3 + Fex()^1]C(; 1)G^0;k(1;  0) = C(;  0)I^ ; (4.11)
which leads to, with a functional derivative,
^0;k(; 
0;  00) = G^0;k(;  00)^1G^0;k( 00;  0): (4.12)
Now, we turn to evaluate ^k with interactions. In order to do this, we introduce a vertex part
( ^k) as
^k(; 
0;  00) =
Z
C
d1d2G^k(; 1) ^k(1; 2; 
00)G^k(2;  0): (4.13)
Hence for the free system,  ^k(; 
0;  00) =  ^0(;  0;  00)  ^1C( 00; )C( 00;  0). In the following,
we assume the self-energy is of a DMFT type (independent of momentum). A functional
86
CHAPTER 4. DYNAMICAL PROPERTIES OF THE HOLSTEIN MODEL
derivative of the Dyson equation at a momentum k leads to
^k(; 
0;  00) =^0;k(;  0;  00) +
Z
C
d1d2^0;k(; 1; 
00)^(1; 2)G^k(2;  0)
+
Z
C
d1d2G^0;k(; 1)
C [^(1; 2)]
C [Fex( 00)]

Fex=0
G^k(2; 
0) (4.14)
+
Z
C
d1d2G^0;k(; 1)^(1; 2)^k(2; 
0;  00):
From Eq. 4.13, 4.14 and the Dyson equation, we obtain an equation for the vertex part,
 ^k(; 
0;  00) =  ^0(;  0;  00) +
C [^(;  0)]
C [Fex( 00)]

Fex=0
: (4.15)
Hence the vertex does not depend on k, either. Since in the diagrammatic approximations
the expression for the self-energy is known, we can evaluate C [^(;
0)]
C [Fex(00)]
explicitly. In our case,
the diagrammatic expressions for the vertex part are as displayed in Fig. 4.14 (b) for the
unrenormalized Migdal approximation and (c) for the self-consistent Migdal approximation as
will be shown in the following. Main dierence between these two approximations is the third
and the fourth diagrams in Fig. 4.14(c).
The expression for the dynamical pair susceptibility is,
pair(; 
0) =
C [ itrf^1G^loc(;  + 0+c )g]
C [Fex( 0)]

Fex=0
=  itr
"
^1
1
N
X
k
^k(;  + 0
+
c ; 
0)
#
=  i
Z
C
d1d2tr
"
1
1
N
X
k
G^k(; 1) ^(1; 2; 
0)G^k(2;  + 0+c )
#
: (4.16)
The diagrammatic expression for pair(; 
0) is shown in 4.14 (a). Now let us evaluate the vertex
  for each approximation.
1. The unrenormalized Migdal approximation (uMig):
The self-energy of electron is expressed as
^uMig(;  0) = ig2D0(;  0)
1
N
X
k
^3G^k(; 
0)^3: (4.17)
Then we have
C [^(;  0)]
C [Fex( 00)]
= ig2D0(; 
0)
1
N
X
k
Z
C
d1d2^3G^k(; 1) ^(1; 2; 
00)G^k(2;  0)^3; (4.18)
hence
 ^(;  0;  00) =  ^0(;  0;  00)
+ ig2D0(; 
0)
1
N
X
k
Z
C
d1d2^3G^k(; 1) ^(1; 2; 
00)G^k(2;  0)^3: (4.19)
This equation is represented in Fig. 4.14(b).
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Figure 4.14: Diagrammatic expressions in the Nambu formalism. Open circles rep-
resent  ^, while solid circles ^1 (bare vertex). (a) The dynamical pair susceptibility,
(b) the vertex in the unrenormalized Migdal approximation, and (c) the vertex in the
Migdal approximation.
2. The self-consistent Migdal approximation (sMig):
The electron self-energy () and phonon self-energy () are expressed as
^sMig(;  0) = ig2Dloc(;  0)
1
N
X
k
^3G^k(; 
0)^3; (4.20)
sMig(;  0) =  ig2tr[^3G^loc(;  0)^3G^loc( 0; )]: (4.21)
From this, we obtain
C [^(;  0)]
C [Fex( 00)]
= ig2Dloc(; 
0)
1
N
X
k
Z
C
d1d2^3G^k(; 1) ^(1; 2; 
00)G^k(2;  0)^3
+ ig2
(;  0;  00)^3G^loc(;  0)^3; (4.22)
where we have dened

(;  0;  00)  C [Dloc(; 
0)]
C [Fex( 00)]
: (4.23)
Now we introduce
(;  0;  00) 
Z
C
d1d2D
 1
loc(; 1)
(1; 2; 
00)D 1loc(2; 
0): (4.24)
From the Dyson equation for the phonon Green's function and through the same procedure
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as for , it turns out that
(;  0;  00) =
C [(;  0)]
C [Fex( 00)]
=  ig2tr[^3 1
N
X
k
Z
C
d1d2G^k(; 1) ^(1; 2; 
00)G^k(2;  0)^3G^loc( 0; )]
  ig2tr[^3G^loc(;  0)^3 1
N
X
k
Z
C
d1d2G^k(
0; 1) ^(1; 2;  00)G^k(2; )]: (4.25)
Then nal expression for the vertex function becomes
 ^(;  0;  00) = ^1C( 00; )C( 00;  0)
+ ig2D(;  0)
1
N
X
k
Z
C
d1d2^3G^k(; 1) ^(1; 2; 
00)G^k(2;  0)^3
+ g4^3G^loc(; 
0)^3
Z
C
d3d4Dloc(; 3)Dloc(4; 
0)
 ftr[^3 1
N
X
k
Z
C
d1d2G^k(3; 1) ^(1; 2; 
00)G^k(2; 4)^3G^loc(4; 3)]
+ tr[^3G^loc(3; 4)^3
1
N
X
k
Z
C
d1d2G^k(4; 1) ^(1; 2; 
00)G^k(2; 3)]g: (4.26)
This equation is represented in Fig. 4.14(c).
Comparing the expressions for the vertex in these approximations, one nds that the 3rd
and 4th diagrams in Fig. 4.14(c) can be interpreted as an eect of non-equilibrium dynamics of
phonons, since within the xed-phonon picture (Fig. 4.14(b)) these diagrams are absent. We also
note that the vertex of the BCS dynamics, which does not take account of the phonon dynamics,
is obtained by replacing the phonon propagator in Fig. 4.14(b) with the BCS interaction. To
decompose various contributions, we evaluate certain subsets of the diagrams for pair. The rst
set is el ladder in Fig. 4.16 (a). This has the same diagrammatic structure as those for the pair
susceptibility from the BCS and for the unrenormalized Migdal approximation, Fig. 4.14(b).
Hence we can regard el ladder as the contribution without phonon dynamics. Indeed, we can
evaluate el ladder from time evolution with
^(;  0) = ig2Dloc;eq(;  0)
1
N
X
k
^3G^k(; 
0)^3; (4.27a)
(;  0) =  ig2tr[^3G^loc;eq(;  0)^3G^loc;eq( 0; )]: (4.27b)
Here, "eq" indicates that they are xed in equilibrium. Therefore, with this dynamics, we take
into account the phonon renormalization from the el-ph coupling but we do not take into its
dynamics out of equilibrium.
On the other hand, by eliminating the 2nd diagram in the vertex in Fig. 4.14(c), we obtain
a set of diagrams for the pair susceptibility, i.e. ph ladder in Fig. 4.16(b), which represents the
contribution of the phonon dynamics through the 3rd and 4th diagrams in Fig. 4.14(c). This
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Figure 4.15: Diagrammatic expression for (a) el ladder, (b) ph ladder and (c) the
electron-mediated phonon-phonon interaction.
diagram can be evaluated by considering dynamics described by
^(;  0) = ig2Dloc(;  0)
1
N
X
k
^3G^eq;k(; 
0)^3; (4.28a)
(;  0) =  ig2tr[^3G^loc(;  0)^3G^loc( 0; )]: (4.28b)
In Fig. 4.16, we show the comparison among pair, el ladder and ph ladder against t (a) and
! (b). It turns out that each of el ladder(t) and ph ladder(t) shows oscillations with a single
characteristic frequency, where their Fourier transformation shows that these frequencies agree
well with !H and !H2, respectively. Hence !H and !H2 are mainly determined by the process
represented by el ladder and ph ladder, respectively.
As for the question(1), we rst note that the 2nd and 3rd diagrams for ph ladder are expected
to give rise to 2!r-oscillation due to the two parallel phonon propagators in them. This indicates
that in SC the eect of the electron mediated eective interaction between phonons (the shaded
box in Fig. 4.16(c)) becomes more signicant than in the normal state, and pushes up the energy
of the collective mode to !H2 above 2!r. We note that even in the normal states we can observe
the discrepancy between !H2 and 2!r increases as we increase the el-ph coupling g, which can
again be attributed to the phonon-phonon interaction. However, the eect is small compared
to that in SC.
Let us discuss this issue in more detail. First, the expected 2!r-oscillation from the eect of
the 2nd and 3rd diagrams for ph ladder can be conrmed by considering another susceptibility
which is easier to access. We note that a direct evaluation of these diagrams in ph ladder is
numerically very demanding. Here we focus on
R(t)   i(t)h[XX(t); B0]i (4.29)
(response of XX against the external pair eld). This quantity is evaluated from 
(t; t0; t00)
dened in Eq. 4.23. We evaluate a sub-set of diagrams, ph ladder, corresponding to ph ladder,
from the dynamics described by Eq. 4.28. In Fig. 4.17(c) we show the diagrammatic expression
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Figure 4.16: (a) Comparison of (t) evaluated for dierent diagrams for g = 0:45; !0 =
0:4;  = 80. (b) Comparison of  Im(!) evaluated for dierent diagrams for g =
0:45; !0 = 0:4;  = 80.
for ph ladder. From the expression one can see that the 1st diagram in ph ladder corresponds
to the 2nd and 3rd ones in ph ladder. In the following, we express the contribution from the
rst diagram in Fig. 4.17(c) as ph lowest. Fig. 4.17(a)(b) show the comparison of (!) from
the full dynamics in the self-consistent Migdal approximation, ph lowest(!), ph ladder(!) and
the phonon spectrum B(!). Again, we choose tmax = 200. From the gure, we nd that
ph lowest(!) indeed shows a peak at 2!r, which is dierent from !H2. However, once we take
into account the eect of the ph-ph interaction in ph ladder(!), there emerges a peak around
!H2 as in the analysis of the dynamical pair susceptibility.
Now we consider the origin of the dierent eects of the ph-ph interaction in SC and in
normal states. The expression for the ph-ph interaction on the KB contour, Fig. 4.16(c), is
Iph(1; 2; 3; 4)  g
4
N
X
k

tr[^3G^loc(1; 2)^3G^k(2; 4)^3G^loc(4; 3)^3G^k(3; 1)]
+ tr[^3G^loc(1; 2)^3G^k(2; 3)^3G^loc(3; 4)^3G^k(4; 1)]
	
: (4.30)
Here we focus on the Matsubara components,
IMph(1; 2; 3) 
g4
N
X
k

tr[^3G^loc(1   2)^3G^k(2)^3G^loc( 3)^3G^k(3   1)]
+ tr[^3G^loc(1   2)^3G^k(2   3)^3G^loc(3)^3G^k( 1)]
	
; (4.31)
IMph(in1 ; in2 ; in3) =
Z 
0
d1d2d3e
in11ein22ein33IMph(1; 2; 3); (4.32)
where n = 2n=.
In order to understand dierent eects of the ph-ph interaction in the SC phase and the
normal phase, we evaluate IMph(in1 ; in2 ; in3) from the Green's function for a free system and
the BCS Green's function. The former represents the normal state and the latter the SC state.
We consider the attractive interaction (the attractive Hubbard model on the Bethe lattice)
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Figure 4.17: (a)(b) Comparison of R(!) evaluated from dierent sets of diagrams
along with the phonon spectrum, B(!), for g = 0:45; !0 = 0:4;  = 80 (a) or
g = 0:47; !0 = 0:4;  = 60 (b). (c) Diagrammatic expression for ph ladder and
ph lowest.
with U =  1 at  = 400, where the SC gap BCS is 0.128. In Fig. 4.18, we show the
results for the normal and SC states. First we note that IMph(in1 ; in2 ; in3) is real. In the
normal state, the ph-ph interaction (IMph(in1 ; in2 ; in3)) strongly depends on the Matsubara
frequency and has a clear sign change. On the other hand, in the SC phase, there is a drastic
change from the normal state. Namely, in the frequency regime comparable to the SC gap, the
frequency dependence becomes much weaker and the sign change disappears. This lets us to
approximate IMph(in1 ; in2 ; in3) by a constant in the SC state to understand its eect. From
a comparison with diagrams that appear in the perturbation expansion of a simple phonon
model with an anharmonic term, He;ph = !pha
ya + IX4, it turns out that an approximate
constant IMph(in1 ; in2 ; in3) corresponds to the case of I > 0. Since the anharmonic term
makes the potential steeper, the frequency of the coherent oscillations increases for I > 0. This
consideration is indeed consistent with our observation of hardening from 2!r to !H2 in the SC
phase. In the normal state, it is expected that the cancellation from the sign change in the
frequency dependence reduces this eect.
As for eects of phonon dynamics on the amplitude Higgs mode (the question(2)), even
though the response without phonon dynamics mainly sets the energy scale of the Higgs mode,
there does exist an eect from the phonon dynamics. This eect appears as the dierence
in the phase of the Higgs oscillation in pair(t) and el ladder(t), where the latter tends to
slightly overestimate !H than the former by several percent, see Fig. 4.16. This dierence can
be attributed to the rest of the diagrams in pair besides those in el ladder and ph ladder.
These diagrams hybridize fermion ladders and phonon ladders, and the decrease of !H from
that in el ladder can be understood as an eect of the hybridization between the Higgs mode
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Figure 4.18: (a) IMph(in1 ; in2 ; in3)=g
4 for various values of n3 in the normal state
evaluated with the Green's function for a free case. (b) IMph(in1 ; in2 ; in3)=g
4 in the
SC state evaluated with the BCS Green's function for an attractive U =  1. The
temperature is 1= = 1=400 in both cases.
in el ladder and the phonon-origin mode in ph ladder.
4.2.4 Experimental accessibility
Let us now discuss accessibility of the collective modes with the pump-probe experiments. As
an observable, we focus on the dynamics of the spectral function that can be observed in the
time-resolved photoemission spectroscopy (PES) [167],
APES(tprobe; !)  1

Im
Z
dt
Z
dt0s(t  tprobe)s(t0   tprobe)ei!(t t0)G<loc(t; t0): (4.33)
Here s(t) is the form of the probe pulse and we use a gaussian, s(t) = 1p
2probe
exp
   t2
22probe

(tc 
jtj), with a sucient large cuto time tc to save the calculation cost. As for the pump of the
system, we consider the modulation of the hopping parameter,
v(t) = v0 + v exp

 (t  tpump)
2
22pump

; (4.34)
where pump and tpump stand for the width and the center of the pump pulse, respectively. We
note that this type of pump can be eectively realized with a strong and high frequency laser
[168]. We also note that the same eect can be expected from light-induced lattice distortions
[12, 51, 100]. With this setup, we focus on the linear-response of APES(tprobe; !) against v. To
this end, we dene a function,
A0PES(tprobe; !; tpump; pump) 
lim
v!0
APES(tprobe; !; tpump; pump; v) APES(tprobe; !; tpump; pump; 0)
v
(4.35)
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where APES(tprobe; !; tpump; pump; v) represents the spectrum after pumping the system with
the pulse characterized by tpump; pump; v. In the following we x the pump condition as
tpump = 5:0 and pump = 1:0 and change the probe condition. In order to study howA
0
PES(tprobe; !;
tpump; pump) changes along tprobe, we make a Fourier transformation focusing on [tc; tmax   tc]
as
A0PES(!t; !; tpump; pump) 
Z tmax tc
tc
dtA0PES(t; !; tpump; pump)e
i!tt: (4.36)
Results are shown in Fig. 4.19 and Fig. 4.20. Signicant signals can be observed in a wide energy
range for ! . 0. We note that, as can be seen from the expression for APES(tprobe; !), we have
worse resolution for the time evolution while the resolution for ! increases with increasing the
width of the probe pulse. jA0PES(!t; !; 5:0; 1:0)j exhibits two peaks against !t at !H and !H2.
Hence our calculation predicts that the collective excitation can be observed with pump-probe
experiments as oscillations in PES spectra in a wide range of !, especially near the band edge
(! W=2 = 2 here) and the gap edge (!  SC = 0:06  0:08 here).
Figure 4.19: (a)(c)(e) A0PES(t; !; 5:0; 1:0) against t and ! for various values of probe at
g = 0:45; !0 = 0:4;  = 80. (b)(d)(f) jA0PES(!t; !; 5:0; 1:0)j against t and ! for various
values of probe at g = 0:45; !0 = 0:4;  = 80 with tc = 25. The white vertical lines in
(b)(d)(f) indicate !H and !H2.
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Figure 4.20: A plot similar to Fig. 4.19 for g increased from 0.45 to 0.47 and  changed
from 80 to 60.
4.2.5 Decay of the amplitude Higgs mode: Eect of quasiparticle lifetime
4.3 Conclusion of this chapter
In this chapter, we have studied the dynamical properties of the Holstein model applying the
framework of the non-equilibrium DMFT combined with the self-consistent Migdal approxima-
tion, which is a conserving approximation and includes the dynamics of phonons through the
phonon self-energy.
In the former part of this chapter, Sec. 4.1, we have studied the relaxation dynamics after a
sudden change of the el-ph coupling. One important message in this study is that there occurs
a crossover in the qualitative nature of the relaxation dynamics as we change the quenched
electron-phonon coupling gf within the moderately correlated metallic regime, which we call \a
thermalization crossover", see Fig 4.21. Namely, the smaller-gf region exhibits a fast damping of
the oscillations originating from the phonon dynamics, with the momentum-summed quantities
approaching the thermal values quickly, while the momentum distribution of the electrons ex-
hibits a much slower relaxation (electron-dominated relaxation). The second region corresponds
to larger gf , but still before the phase transition to the bipolaronic phase. In this regime, the
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Figure 4.21: Thermalization crossover.
momentum distribution quickly approaches its thermal value with quick disappearance of the
jump in the momentum distribution. However the phonon oscillations damp more slowly and
the momentum distribution as well as local quantities oscillate around their thermal values
(phonon-dominated relaxation). We have revealed that the relaxation time scales can be ex-
plained in terms of quasiparticle lifetimes for electrons and phonons and that the crossover in
the relaxation behavior originates from a dierent gf -dependence of the electron and phonon
self-energies. We have also made clear the dierence from the relaxation described with the
unrenormalized Migdal approximation, where phonons are xed in equilibrium [30,96{98].
In the latter part of this chapter, Sec. 4.2, we have applied our method to investigated the
properties of collective amplitude modes in strongly-coupled SCs. We have revealed that the
BCS relation between the SC gap and the Higgs energy is robust beyond the BCS regime.
In addition, we have shown that there appears a second collective amplitude mode involving
the phonon dynamics and the electron-mediated phonon-phonon interaction. Then we have
predicted that both collective modes should be observed as oscillations in the time-resolved
PES spectrum in a wide energy range after a pump with a strong laser. We have also discussed
that the nite quasi-particle lifetime from the strong el-ph coupling leads to a crossover of the
damping of the amplitude mode from a power law at low-temperatures to an exponential law
around Tc.
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Concluding remarks
5.1 Summary of the thesis: Equilibrium and non-equilibrium
In this thesis, we have investigated the Holstein and Holstein-Hubbard models with the frame-
work of the dynamical mean-eld theory (DMFT) in order to study eects of the electron-phonon
(el-ph) coupling in and out of equilibrium. Let us summarize the main new ndings obtained
in the present thesis.
Equilibrium
Competition between antiferromagnetism and charge order (Sec. 3.1, Ref. [28,29])
Using DMFT with the hybridization-expansion continuous-time quantum Monte Carlo (CT-
QMC), we have determined the nite temperature phase diagrams of the half-lled Holstein-
Hubbard model around Ue(= U   ) = 0 and have studied competition of dierent orders.
When U and  are small the paramagnetic metallic (PM) phase appears between the antiferro-
magnetic (AF) and charge ordered (CO) phases, while the paramagnetic insulating (PI) phase
appears when U and  are large. When the temperature is low enough, the PM and PI phases
are separated by a hysteretic region emerging just along Ue = 0, where AF and CO directly
compete and have a rst-order phase transition. The PM regime widens with increasing the
phonon frequency and temperature. In addition, we have introduced three dierent simplied
descriptions (the Hubbard model, the static mean-eld theory and the polaron picture) and
discussed their reliability.
Supersolid in the Holstein model (Sec. 3.2, Ref. [27])
We have studied competition among dierent orders in the Holstein model away from half-lling
using DMFT with the hybridization-expansion CT-QMC. While perturbation theories predict
absence of microscopic coexistence of CO and SC, or a supersolid (SS) phase, in the weak- and
strong-coupling regimes, the analysis with DMFT+CT-QMC has revealed that the SS phase
emerges in the intermediate-coupling regime, which is characterized by a peak in the Tc dome
and a metal-insulator crossover above Tc. The boundary of the SS phase is of second order,
which indicates an appearance of a QCP between SS and SC in the T ! 0 limit. The QCP is
characterized by a kink (maximum) in the superuid density and a reentrant behavior (higher
symmetry with decreasing temperature) around it. We have pointed out that the origin of
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the stable SS phase in the intermediate-coupling regime is longer-range exchange interactions
beyond the nearest neighbor coming from high-order processes in the bipolaron picture.
Out of equilibrium
New impurity solver for non-equilibrium el-ph problems (Sec. 2.3.5, Ref. [30, 31])
We have developed the self-consistent Migdal approximation for non-equilibrium impurity prob-
lems, which is used to solve the eective impurity problem in the non-equilibrium DMFT for
the Holstein model. In contrast with the unrenormalized Migdal approximation, which is pre-
viously used, this method can deal with dynamics of phonons, is a conserving approximation,
and hence is suitable for describing dynamics of an isolated system.
Thermalization crossover (Sec. 4.1, Ref. [30])
We have applied DMFT+ self-consistent Migdal approximation to reveal relaxation dynamics of
the Holstein model in normal states after a sudden change of the el-ph coupling. We have found
that qualitative character of the relaxation process changes as the quenched el-ph coupling (gf )
is varied within the metallic regime. In the smaller-gf regime, oscillations in physical quantities
damp before the electron momentum distribution reaches its thermal behavior, while in the
larger-gf regime, the electron momentum distribution quickly approaches its thermal behavior
before the oscillations are fully damped. We have discussed that this crossover is attributed to
the dierent dependence on the el-ph coupling between the electron and phonon self-energies.
We have also shown that the unrenormalized Migdal approximation describes a totally dierent
type of relaxation process with phonons eectively acting as a heat bath (an open system).
Amplitude modes in strongly-coupled SC (Sec. 4.2, Ref. [31])
We have studied properties of collective amplitude modes in the strongly-coupled phonon-
mediated SC in the Holstein model. Avoiding direct evaluation of the Bethe-Salpeter equation,
we have calculated the dynamical pair susceptibility by direct simulations of the dynamics using
DMFT+self-consistent Migdal approximation. We have found that the frequency of the Higgs
amplitude mode agrees well with the superconducting gap even beyond the BCS regime. Besides
the Higgs mode, we have unraveled another collective mode involving the dynamics of both the
phonons and the superconducting order parameter. The frequency of this mode, higher than
twice the renormalized phonon frequency in the superconducting phase, is shown to reect a
strong electron-mediated phonon-phonon interaction. Then, we have predicted that both types
of collective excitations can be detected from time-resolved PES spectra after a strong laser
pump. We have also argued that the nite quasi-particle lifetime from the strong el-ph coupling
leads to a crossover of the decay of the Higgs mode from a power law to a exponential law.
5.2 Future perspectives: How do we connect insights obtained
in this thesis?
In this thesis, we have discussed both equilibrium and non-equilibrium situations. This is
motivated by the following reasons. Firstly, we need to understand equilibrium situations before
we study transient non-equilibrium dynamics, since the former is the starting point. Secondly, a
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region with competition of dierent phases is promising for drastic optical control of properties of
the system. Hence we consider that equilibrium information about the competition is important
to nd interesting phenomena out of equilibrium. Thirdly, in periodically driven systems, some
eects of external elds can be interpreted as time-independent change of values of parameters
in the Hamiltonian.
However, we have to confess that we have not investigated competition among dierent
orders out of equilibrium in this thesis. This is because of the limitation of proper impurity
solvers for the Holstein model and Holstein-Hubbard models. In equilibrium, as we have per-
formed, there are many powerful impurity solvers which let us operate detailed studies of these
models. On the other hand, when it comes to non-equilibrium cases, solvers are very limited.
Numerically exact Quantum Monte Carlo impurity solvers suer from a dynamical sign prob-
lem so that one cannot reach long times. For the Holstein-Hubbard model, at the present time,
only solvers based on a non-crossing approximation exist [101,102,170]. However, reliability of
these solvers around the boundary between CO and AF remains to be claried. In addition, it
turns out that the self-consistent Migdal approximation shows an unphysical rst-order phase
transition for the CO state, Fig. 5.1(b), which makes us skeptical to use this method to study
the competition between the CO and SC states. Hence development of more sophisticated
impurity solvers is necessary to study competition of dierent orders out of equilibrium
within the DMFT framework.
One promising strategy for the competition of CO and SC in the Holstein model is inclusion
of the lowest-order vertex correction to the self-energy, see Fig. 5.1(a). We have checked that
the second-order character of the CO transition recovers, see Fig. 5.1(b). Implementation of
the improved approximation for non-equilibrium problems remains yet to be done, and a study
in this direction is under way. In addition, we note that reducing the dynamical sign problem
in QMC solvers is also an interesting direction. Such possibility has been proposed in a recent
work [171], and it is worth considering application of their strategy to DMFT in order to
rigorously study various situations including competition of orders.
In the following, we list up other future problems.
Application of non-equilibrium DMFT to more realistic situations
So far applications of the non-equilibrium DMFT are limited to simple models such as the
Hubbard model and the Holstein model. On the other hand, the equilibrium DMFT has been
successful in revealing properties of various strongly-correlated materials when combined with
the density functional theory (DFT). Even though there already exists the time-dependent
DFT, it would be useful to develop a time-dependent DFT+DMFT in order to understand
non-equilibrium properties of strongly-correlated materials.
Extensions of the formalism
The DMFT formalism cannot take into account the momentum dependence of the self-energy.
In equilibrium, many kinds of extensions of the DMFT framework have been developed in order
to take into account the momentum dependence such as the dynamical cluster approximation,
cellular DMFT and DMFT+uctuation-exchange approximation [172{175]. In particular, such
extensions are essential to describe unconventional superconductors. As for non-equilibrium
situations, such extensions are still limited to the non-equilibrium dynamical cluster approxi-
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Figure 5.1: (a) Diagrams for the electron self-energy () and the phonon self-
energy () in the approximate impurity solver with the lowest order vertex correction
(sMig+vertex). (b) Transition temperatures for CO evaluated with QMC, sMig and
sMig+vertex impurity solvers for !0 = 0:1.
mation [176, 177]. Further development of new frameworks and their application should give
new insight into recent various experiments about unconventional superconductors.
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Equilibrium part
A.1 CT-QMC
A.1.1 Evaluation of !ph
Here we prove the expression for !ph() Eq. 2.57. We use an equation,
exp(c^) exp(d^) = exp(c^+ d^+
1
2
[c^; d^])
with [c^; [c^; d^]] = [d^; [c^; d^]] = 0;
(A.1)
where c^ and d^ are some operators. Applying this to phonon creation and annihilation operators,
we obtain
exp(ay + 0a) = exp(ay) exp(0a) exp(
1
2
0)
= exp(0a) exp(ay) exp( 1
2
0):
(A.2)
With this relation, we transform !ph, with  =

!0
,
Tra
h
e!0a
yaes2n(e
!02nay e !02na)es2n 1(e
!02n 1ay e !02n 1a)   
i
= en
2
Tra
h
e!0a
yae s2ne
 !02naes2ne
!02naye s2n 1e
 !02naes2n 1e
!02n 1ay   
i
= en
2
exp[2
X
i>j
sisje
!0ie !0j ]Tra
h
e !0a
yae( 
P2n
i=1 sie
 !0i )ae(
P2n
i=1 sie
!0i )ay
i (A.3)
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On the other hand, Tra[e
 !0ayae ae 0ay ] is evaluated with coherent states of phonons, ji, as
Tra[e
 !0ayae ae 
0ay ]
=
Z
d[]e jj
2
X
n
hnje !0ayae ajihje 0ay jni
=
Z
d[]e jj
2hje 0 ee !0e ji
=
Z
d[]e
 (1 e !0 )(   
1 e !0 )( 
 0
1 e !0 )e
  0
1 e !0
= Zae
  0
1 e !0 :
(A.4)
Here, we have used hje !0ayaj0i = e0e !0 and 1^ = R d[ ; ]e jj2 jihj. Combining these
two equations and arranging the results, we obtain Eq. 2.57.
A.1.2 Derivation of the expression for g and f
In order to prove Eq. 2.64, we introduce new congurations, = [f"1    "n"g;f
0#
1    
0#
n#g; f
0"
1   

0"
n"g; f#1    #n#g], which does not care about the order of time in each fg. This new conguration
space is an extended version of the conguration space we introduced in Sec. 2.2.3, where in
each fg,  's are time-ordered . The weight ! is
! =
1
(n"!)2(n#!)2
!; (A.5)
where  denotes the conguration we obtain rearrange  so that each f    g is time-ordered.
First, it can be shown that
g(0) =
Z 
0
d
Z 
0
d 0
1

(0;     0)g(    0): (A.6)
Next, dene a new conguration, ~ = [f; "1    "n"g; f
0#
1    
0#
n#g; f 0; 
0"
1    
0"
n"g; f#1    #n#g]
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form . Its time ordered one is represented as ~. Now, we set
!
c"()c
y
"(
0)
 = ZbathTrloc
n
e HlocT
h
c"()c
y
"(
0)c"("n")c
y
"(
0"
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"1 )cy"(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1 )
 cy#(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#1 )
io
(A.7)
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(A.8)
=
1
Z
X

!~
1
(d)2
(
n"+1X
i;j=1
;i 0; 0jM~;j;i)
=
1
Z
X
~
!~
1
(d)2
(
n"+1X
i;j=1
;i 0; 0jM~;j;i);
=
1
Z
X
0
!0
1
(d)2
(
n0"X
i;j=1
;i 0; 0jM0;j;i):
Here 0 does not need to include ;  0 unlike ~. Combining the last part of the above equation
and Eq. A.6, we have
g(0) =
1
Z
X
0
n0"X
i;j=1
1

0;i  0j
d
M0;j;i!0 ; (A.9)
where
0;i  0j
d is (0;     0) in the desecrate representation. The proof for f is almost the
same as that for g.
A.2 Perturbative approaches for the Holstein model
Here we concretely explain the perturbative approaches used in Sec. 3.2.
Weak coupling
As a representative of weak-coupling perturbation theories, in Sec. 3.2.2, we have shown the
results of the iterative perturbation theory (IPT) [123]. This is a diagrammatic expansion up
to second order of  in terms of the Weiss eld G0 in the eective impurity problem. This
approximation has been originally considered for the Hubbard model [25], and in Ref. [123]
they have extended it to normal phases in the Holstein model. Here, we further extend this
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Figure A.1: Self-energy of IPT in the Nambu formalism. (1) is the rst order term
of , while (2) is the second order term.
perturbation theory so that we can deal with CO and SC in the Holstein model. Diagrammatic
expression for the self-energy in IPT is illustrated in Fig. A.1. Explicitly, the rst order part
against  = 2g2=!0 is

(1)
;0(i!n) = 
(1;a)
;0 (i!n) + 
(1;b)
;0 (i!n)
= ;0
3
g
2
X
2;r
D0(in=0)G0;2;2(i!r)32   g2330
1

X
r
G0;;0(i!r)D0(in r);
(A.10)
where 3 = [1; 1] and ; 0 = 1; 2 are the Nambu index.
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The second order part against  is
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2(i!r)D0(in r)D0(i0)32(
1

X
s;3
G0;3;3(i!s)33)
+ ( )2330g4
1
2
X
r;s;2;3
G0;2;0(i!r)G0;;3(i!r)D0(in r)D0(ir s)G0;3;2(i!s)3233
+ ( )2330g4
1
2
X
r;s;2;3
G0;2;0(i!r)D0(in r)G0;3;2(i!s)G0;;3(i!n r+s)D0(ir s)3233 :
We have used this approximate impurity solver in the DMFT iteration loop illustrated in
Sec. 2.2.1.
Strong coupling
When the strength of the eective attractive interaction mediated by phonons, , is strong,
two electrons are bound into a composite particle, i.e., a bipolaron. There, we can construct
eective models for bipolarons with the perturbation theory against v=, where v is the hopping
parameter [63, 122]. Briey speaking, the procedure is the following [122]. First let Q0 the
subspace that contains all of the degenerate ground states of the unperturbed Hamiltonian H0,
which we take the part expect the kinetic part of electrons (T ), and E0 the energy of the ground
states. Q is the subspace that consists of eigen states of the perturbed Hamiltonian H = H+T
that continuously connected to Q0. We set P0 the projection to Q0 and P the projection to
Q. Now, the eigenvalue equation (H   E)jEi = 0 can be projected to Q0, which leads to
P0(H   E)PP0jEi = 0. This equation means that we need to nd eigen values and states of
the eective Hamiltonian on Q0,
He = (P0PP0)
  1
2P0HPP0(P0PP0)
  1
2 : (A.12)
Here
(P0PP0)
  1
2 = P0 +
1X
n=1
(2n  1)!!
(2n)!!
[P0(P0   P )P0]n; (A.13)
and
P = P0  
1X
n=1
X
k1+k2++kn+1=n;ki0
Rk1TRk2T   TRkn+1 ; (A.14)
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with
R0   P0; Rk  [(1  P0)=(E0  H0)]k (k 6= 0): (A.15)
Now we expand He agains T to obtain for the second order (the lowest order),
H(2) = P0T
1  P0
E0  H0TP0; (A.16)
and for the fourth order
H(4) = P0T
1  P0
E0  H0T
1  P0
E0  H0T
1  P0
E0  H0TP0
  1
2

P0T
1  P0
(E0  H0)2TP0T
1  P0
E0  H0TP0 + P0T
1  P0
E0  H0TP0T
1  P0
(E0  H0)2TP0

: (A.17)
In Sec. 3.2.2 we have shown the expression of the lowest order expansion (the second order of
v=). Following the above procedure, we expand the Holstein model on the Bethe lattice up to
fourth-order in v= to obtain additional terms,
H(4) =
1
2
0X
i;j;k
h
 j
0
a;?
2
(S+i S
 
j + S
 
i S
+
j + S
+
k S
 
j + S
 
k S
+
j )  ja;k(Szi Szj + SzkSzj )
+
j0b;?
2
(S+i S
 
k + S
 
i S
+
k ) + (ja;k + jb;k)S
z
i S
z
k
i
; (A.18)
where the prime in the summation means that i; j, and k are all dierent but j is a nearest-
neighbor site for both i and k. The rst two terms are correction to the nearest-neighbor
exchange interactions in Eq. 3.12. The last two terms are the next-nearest neighbor exchange
interactions expressed in Eq. 3.18.
Explicit expressions for the exchange interactions are
j0a;? =
4v2i;jv
2
j;k
3
3e 2
hZ 1
0
dx
Z 1
0
dy
Z 1
0
dz(xyz) 1
  expf1
2
[x  y + z   2z(x  y)  xyz]g+ expf1
2
[x  y   z(x+ y)]g
+ 2
Z 1
0
dx
Z 1
0
dy(xy) 1e(x y)
1X
m=1
(=2)m(1  x)m(1 + y)m
m!m
+
Z 1
0
dx
Z 1
0
dy(xy) 1e(x y)(lnx+ ln y)
i
; (A.19)
j0b;? =  
4v2i;jv
2
j;k
3
3e 2
hZ 1
0
dx
Z 1
0
dy
Z 1
0
dz(xyz) 1 expf1
2
[x+ y + z   2z(x+ y) + xyz]g
+ 2
Z 1
0
dx
Z 1
0
dy(xy) 1e (x+y)
1X
m=1
(=2)m(1 + x)m(1 + y)m
m!m
+ 2
Z 1
0
dx
Z 1
0
dy(xy) 1e (x+y) lnx
i
; (A.20)
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dz(xyz)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+ expf1
2
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 1e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(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 1e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; (A.21)
j0b;k =
4v2i;jv
2
j;k
3
3e 2
Z 1
0
dx
Z 1
0
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Z 1
0
dz(xyz) 1 expf1
2
[x+ y + 2z   z(x+ y) + 2xyz]g:
(A.22)
Here we set  = =!0 = 2g
2=!20. We note that vi;j scales as v=
p
z and the number of the
next-nearest neighbors is z2, where z is the coordination number of the Bethe lattice.
A.3 Superconductivity in the Holstein-Hubbard model
In the main part of the thesis, we have discussed competition of dierent orders. On the other
hand, it is also important to understand how superconducting states behave when !0,  and/or
U are comparable to the electronic bandwidth. Indeed, this type of condition is considered
to be realized in carbon based superconductors such as alkali-doped C60 superconductors and
recent reported aromatic superconductors. In addition, Cavalleri's group has reported a light-
induced superconductivity in an alkali-doped C60 compound [22] and its origin is under inves-
tigation [178]. However, it is usually dicult to analyze such unconventional parameter regime
systematically because of lack of rigorous and appropriate treatments. The DMFT+CT-QMC
method for ordered phases in the Holstein-Hubbard, which we newly extended in Sec. 2.2.3 and
is numerically exact in the innite special dimensions, is a suitable method for this aim. In
this appendix, we reveal eects of the retardation and the Coulomb repulsion on the s-wave SC
state, show the polaron picture, which we introduce in Sec. 3.1.2, is helpful for qualitative un-
derstanding the eects of retardation and the Coulomb interaction, and discuss its quantitative
reliability. The results are published in Ref. [27,28].
Our investigation is focused on Ue < 0 regime at half-lling, and we make a constraint on
the Green's function, G11() = G11(   ) = G22() = G22(   ), in order to suppress the
AF and CO phases and only allow the SC phase as an ordered phase. Strictly speaking, if we
allow both CO and SC orders in the self-consistency loop, CO dominates over SC on a bipartite
lattice. However, if the system has a frustration (e.g. induced by a second-neighbor hopping
on a bipartite lattice), CO and AF are suppressed and our treatment is justied [24]. In the
following, we study the transition temperature, the superconducting order parameter and the
SC gap in the one-particle spectral function.
First we show the eect of the retardation and the Coulomb interaction on the structure
of the anomalous Green's function. In Fig. A.2(a), we plot normal and anomalous Green's
functions on the imaginary-time axis. While the diagonal Green's function is negative and
symmetric (at half-lling), the o-diagonal Green's function is antisymmetric about = = 0:5.
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Figure A.2: (a) Typical behavior of Green's functions on the imaginary time axis, here
for U =  2, g = 0, and  = 40. (b) A close-up of the anomalous Green's function for
various  and U with xed Ue(= U   ) =  2 (!0 = 6 and  = 40). `HH' means
the Green's function is computed from the HH model, while `EM' means that it is
obtained with the eective model.
These characters are common to other parameters. In Fig. A.2(b), we compare the short-time
behavior of the anomalous Green's functions for dierent sets of parameter values: without
retardation (Hubbard model with U =  2), with only a retarded attractive interaction (U = 0
and !0 > 0) and with both retardation and Coulomb repulsion. In all three cases, Ue =  2,
!0 = 6 and T = 0:025. The anomalous Green's function has its maximum at  = 0 without
the retardation. When we introduce a retarded attractive interaction without U , the position
of the maximum remains at  = 0, but the initial peak is rounded o. If we switch on a U > 0,
the peak position starts to shift to  > 0. This behavior indicates that when electrons form
pairs, they tend to avoid the instantaneous repulsive interaction U while exploiting the retarded
attractive interaction.
These behaviors can be well explained with the eective polaron model, Eq. 3.9. In order
to evaluate Green's functions from the eective model, we rst consider the LF transformation
as
G() =  hTc()cy(0)iH
=  hTe 
g
!0
(ay() a())
c()e
g
!0
(ay(0) a(0))
cy(0)iHLF : (A.23)
Now we make an approximation and separate the phonon dynamics and the polaron dy-
namics. Namely we treat the whole system as if its Hamiltonian is He +Hph [179]. This leads
to
G()   hTc()cy(0)iHe  hTe 
g
!0
(ay() a())
e
g
!0
(ay(0) a(0))iHph ; (A.24)
where Hph = !0
P
i a
y
iai. As for the anomalous part we obtain
G12()   hT c"()c#(0)iHe  hTe 
g
!0
(ay() a())
e
  g
!0
(ay(0) a(0))iHph : (A.25)
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Figure A.3: (a)(b)(c) Tc against  Ue for various sets of parameter values. Solid
symbols represent results of DMFT+QMC analysis. (a) shows the dependence on !0
for U = 0. The lines connecting symbols are guides for the eye. (b) and (c) show the
phase diagram when U is switched on with a xed value of !0 = 6 (b), or !0 = 1:44
(c). (d)(e)(f) The phase diagram plotted for rescaled parameters: ~Ue  Ue=ZB and
~T  T=ZB . (d) shows the result for various values of !0 at U = 0. (e) and (f) show
the result when U is switched on with a xed !0 = 6 (e), or !0 = 1:44 (f). Crosses
in (a) show the results for the attractive Hubbard model with  Ue , and the black
curve in each panel indicates the corresponding Tc. The color dashed curves show the
results from the eective model.
The expression for the phonon factor is
hTe s
g
!0
(ay() a())
e
 s0 g
!0
(ay(0) a(0))iHph
=exp
  g2=!20
e!0   1

(e!0 + 1) + ss0(e!0( ) + e!0 )
	
;
(A.26)
where s; s0 = 1 and 0    .
The Green's functions evaluated from the eective model are also shown in Fig. A.2(b). The
results reproduce that they become rounded and a shift of the peak by the introduction of the
retardation and U . These structures come from the phonon part, Eq. A.26, which increases
with  near  = 0 and becomes steeper with U for a xed Ue .
Now, we study the eect of the retardation and the Coulomb interaction in the transition
temperature (Tc). Fig. A.3 shows Tc as a function of  Ue for various conditions. In all cases,
Tc rises with  Ue in the small Ue regime, while decreases in the large-Ue regime. Hence there
is a Tc dome, signifying a BCS-BEC crossover. The large-Ue regime is characterized by the
condensation of bipolarons, which are electron pairs bound by the phonon-mediated retarded
attractive interaction. Panel (a) illustrates the eect of the retardation (controlled by !0) on
the SC phase for the case U = 0, i.e. the Holstein model. As !0 decreases, the peak position
of Tc shifts to the small-jUe j regime and the height of the peak decreases. We also note that
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Tc in the small-jUe j regime is rather well described with that of the attractive Hubbard model
(the antiadiabatic limit with  and U xed) with the interaction Ue . This behavior is dierent
from that of CO in the Holstein model [68,79]. In the latter case the shift of the Tc dome with
!0 also occurs but the height of the Tc peak does not show a signicant change. In addition, the
transition temperature of CO signicantly increases in the weak-coupling regime when Ue is
xed and !0 decreases [68,79]. This dierence between SC and CO in the weak-coupling region
can be explained by considering the strength of relevant interactions. The driving force of SC
is the attractive interaction between electrons with opposite spins. On the other hand, for CO,
the phonon-mediated interaction between electrons with the same spin is also relevant, as can
be understood from a mean-eld analysis in the adiabatic limit discussed in Sec. 3.1.2. When
the phonon frequency is reduced, the lattice movement takes more time and an electron feels
more the attraction from other electrons with the same spin through the phonon distortion.
Because of this additional attraction from electrons with the same spin, Tc increases in the CO
case as !0 decreases, while SC cannot take this advantage.
The eect of the Coulomb repulsion is illustrated in Fig. A.3(b) and (c). The peak position
shifts to the small-jUej regime and its height decreases as U increases. We note that this time
the antiadiabatic picture as the Hubbard model with Ue cannot necessarily well describe Tc,
see e. g. U = 8 in panel (b) or U = 2 in panel (c).
Let us now examine the above properties in terms of the eective polaron model (Eq. 3.9),
which is the Hubbard model with a renormalized hopping parameter (reduced by the factor ZB)
and the interaction Ue . The prediction of the model is shown as color curves in Fig. A.3. It
turns out that it provides qualitatively good description of the dependence of Tc on !0, U , and
, although it always overestimates Tc in the region investigated. If we increase U or decrease
!0 with Ue xed, ZB = exp(  2!0 ) increases since  = U   Ue. This renormalization for the
polaron band leads to an enhancement of Ue=ZBW , which means that the system is moved
toward the strong-coupling regime of the Hubbard model. This explains the peak shift of Tc
toward smaller jUe j. We note that the eective polaron model also shows that the deviation
from the attractive Hubbard model increases in the weak-coupling regime with larger U , see
for example the color dashed lines for U = 8 in Fig. A.3(b) or U = 2 in Fig. A.3(c). This
phenomenon is originated from that the shape of Tc in the attractive Hubbard model is convex
in the weak-coupling (BCS) regime. In this regime, the enhancement of the correlation due to
the renormalization of the hopping parameter by ZB leads to deviations from the attractive
Hubbard model if we do not rescale the Ue-axis. Now one may wonder why the deviation from
the attractive Hubbard model with U = 0 (Fig. A.3 (a)) is not so clear, although the eective
model also predicts the deviation from the attractive Hubbard model. This may be because we
need smaller !0 to realize a given value of ZB and Ue when U = 0 than when U > 0, while
the eective model becomes less reliable for smaller !0. Related to this, we comment on the
relation between the present work and conventional analyses for small phonon frequencies. Here
we have shown that the eective model provides a good picture for describing the eect of the
retardation and the eect of the Coulomb interaction when !0 is comparable to or larger than
the bandwidth of the bare electrons. On the other hand, when !0 is much smaller than W , the
present picture should become incorrect. Instead, the Migdal theorem becomes appropriate [13]
and the eect of the Coulomb interaction should be described in terms of the reduced Coulomb
interaction,  [112, 180, 181]. Because of numerical diculties we cannot investigate crossover
between these two pictures, but it would be worthwhile to study such crossover in future.
Now we briey mention the quantitative accuracy of the eective model for the transition
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Figure A.4: (a) Possible area (shaded) for the SC phase in the Holstein-Hubbard
model, dened by the envelope of the Tc curves (red) for various values of ZB. The
black solid curve represents the behavior in the attractive Hubbard model with  Ue,
while the dashed line the envelope of the curves when ZB is varied. (b) Tc vs  Ue for
various values of !0, plotted here for Ue =  1; ZB = Ue=U0. (c)(d) Dependence of
the transition temperature against 1=!0 for various indicated conditions. The colored
dashed curves are the prediction from the eective polaron model.
temperature. If the eective model reproduces the Holstein-Hubbard model results accurately,
the phase diagram in the space of ~T  T=ZB and ~Ue  Ue=ZB should coincide with that
of the attractive Hubbard model. We replot our numerical data in terms of ~Ue and ~T in
Fig. A.3(d)(e)(f), which cover the range 2 . j ~Uej . 6. For U = 0 (retardation eect only), the
deviation decreases from Tc = jTc   Tc;e j=Tc  0:25 for !0 = 4 to Tc  0:1 for !0 = 12. As
expected, the reliability of the eective model becomes better as !0 increases (Fig. A.3 (d)).
The dependence of Tc on Ue is relatively small at !0  4. On the other hand, if !0  2, the
reliability of the eective model strongly depends on Ue , as shown in Fig. A.3(d). As for the
eect of U , we nd that Tc slightly, but systematically, increases with increasing U at least in
the weak-coupling regime (Fig. A.3 (e) and (f)), and at !0 = 4, Tc  0:25 up to U = 4. We
note that the eective model is quantitatively accurate up to larger values of U for larger !0.
Now we discuss the consequences from the eective polaron model. Firstly, the eective
model predicts the possible region of the superconducting state in the Holstein-Hubbard model
on the plane of T and  Ue , see the shaded area in Fig. A.4(a). The Tc curves for various values
of ZB form a homologous series of phase boundaries of the attractive Hubbard model as is shown
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Figure A.5: Temperature dependence of the superconducting order parameter
(SC(T )) for Ue =  2; U = 0 with various values of !0 (a), or for Ue =  2; !0 = 6
with various values of U (b).
in red curves in Fig. A.4. These curves set the boundary of the shaded area, which linearly rises
from the origin and becomes a tangent to the Tc curve of the attractive Hubbard model (black
solid curve in Fig. A.4) at Ue = U0 '  2:72. This structure comes from the fact that in the
weak-coupling the phase boundary of the Hubbard mode is convex and that in the BCS-BEC
crossover regime it becomes upward convex. Now the question is how meaningful this is. From
the construction of the polaron model, we expect that the Tc curves in the eective model are
realized in the anitadiabatic limit with Ue and ZB xed. We can numerically conrm that
the boundary of the blue area is indeed obtained by xing Ue and ZB = Ue=U0 and taking
the limit !0 ! 1, see Fig. A.4 (b). Hence the shaded region should be realized and the SC
region is larger than the simple Hubbard model. Within our study of cases with !0 comparable
to W , the eective model always overestimates the transition temperature. Therefore, we may
be able to expect that the superconducting phase of the Holstein-Hubbard model is conned
within the blue area. However, since the eective model becomes worse in the adiabatic regime,
this prediction may be invalidated in a low-temperature regime.
Secondly, the eective model predicts a negative isotope eect. Usually, g and !0 in the HH
model scale as g M 1=4 and !0 M 1=2, where M is the mass of atoms. On the other hand,
 and U are expected not to change. Within the eective polaron model, this corresponds to
the case where the band is further renormalized with heavier atoms, i.e. ZB decreases. As can
be seen in Fig. A.4 (a), when jUe j < U0 the transition temperature enhances as a function of
1=!0 around 1=!0 = 0, while for jUe j < U0 it monotonically decreases. Although the region
and the strength of the negative isotope eect is overestimated by the eective model, direct
calculation for the HH model conrms the existence of the negative isotope eect with the
phonon frequency comparable to the bandwidth, see Fig. A.4 (c)(d).
Now let us discuss properties below Tc. First, we consider temperature dependence of the
SC order parameter, SC(T ). In Fig. A.5(a) we x U = 0, Ue =  2 and change the value of
!0 in order to study the eect of the retardation. In Fig. A.5(b) we x !0 = 6, Ue =  2 and
change U in order to study the eect the Coulomb interaction. In both cases, SC increases
monotonically below Tc and saturates with decreasing temperature. Both of the retardation
and the Coulomb repulsion U decrease SC(T ) as can be seen in panels (a) and (b).
Next we focus on the saturation value of SC in the limit of T ! 0. In Fig. A.6 (a), we show
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Figure A.6: The superconducting order parameter in the limit of T ! 0 (SC(T ! 0)).
Solid symbols are results of DMFT+QMC analysis. Panel (a) plots the result against
 Ue for various sets of parameter values. The crosses are SC(T ! 0) for the
attractive Hubbard model, and the black curve is an interpolation. The color dashed
curves show the results from the eective model, and open symbols on these lines
should be compared with the solid symbols with the same shape. Panel (b) plots the
results on rescaled axes: ~Ue  Ue=ZB and ~  =Z2B .
SC(T ! 0) as a function of  Ue . We nd that SC(T ! 0) shows a peak as a function of
 Ue for nite !0. We note that this is dierent from the behavior of the attractive Hubbard
model where SC(T ! 0) saturates at 0.5 in the strong-coupling limit [107]. In addition, the
peak position shifts to smaller jUe j with increasing the retardation (decreasing !0) or with
increasing the Coulomb interaction U . We also note that SC(T ! 0) decreases as we decrease
!0 or increase U in the region investigated ( Ue & 1:5), see Fig. A.5.
We now consider how the eective model works for this quantity. Let us express the order
parameter of SC in the HH model at (T;U; Ue ; ZB) as SC(T;U;Ue ; ZB). Within the eective
model, the order parameter is expressed as
SC(T;U; Ue ; ZB) = he 2
g
!0
(by b)
c#c"iHLF
 h0je 2
g
!0
(by b)j0ihc#c"iHe = Z2B0(T=ZB; Ue=ZB)
 e[T;ZB; Ue];
(A.27)
where we have dened 0;SC(T;U) as the order parameter for the Hubbard model with unreno-
malized hopping v and interaction U at temperature T .
It turns out that these behaviors are qualitatively well described by the eective polaron
model, whose results are shown as the color curves in Fig. A.6(a). In the eective model, what
saturates at large Ue with !0 6= 1 is the condensation density of pairs of polarons, which
can be expressed as hc#c"iLF after the Lang-Firsov transformation. On the other hand, SC
is the order parameter dened for electrons, and the correction from the phonon dressing is
expressed as Z2B in Eq. A.27. This correction becomes large as the electron-phonon coupling
becomes strong, which is the origin of the peak in SC(T ! 0). Hence the dome structure
of SC(T ! 0) in the Holstein-Hubbard model can be attributed to the enhancement of the
phonon dressing with increasing jUe j.
In order to assess quantitative reliability of the eective polaron model about the supercon-
ducting order parameter, we rescale in Fig. A.6(b) the axis of Fig. A.6(a) as ~Ue  Ue=ZB and
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~  =Z2B. Here we again focus on the range 2 . j ~Ue j . 6. It turns out that, the rescaled
curve underestimates SC(T ! 0) for large enough j ~Uej. On the other hand, for smaller j ~Uej
(. 2:5), the eective model becomes better. A larger U gives a larger underestimation in the
strong j ~Uej regime. We have   j(SC(T ! 0) e(T ! 0))j=SC(T ! 0)  0:2 for !0 & 4
at U = 0. As for the eect of U , we nd   0:2 up to U = 6 at !0 = 4. The eective model
is quantitatively accurate up to larger U for larger !0.
Now we discuss the SC gap in the spectral function and its relation with the transition
temperature. We rst note that within DMFT the self-energy is momentum independent and
expressed as
^(i!n) =

(i!n) S(i!n)
S(i!n)  (i!n)

; (A.28)
where  represents the normal self-energy while S is the anomalous one. The lattice Green's
function at a momentum k is
G^(k; i!n) =

G11(k; i!n) G12(k; i!n)
G21(k; i!n) G22(k; i!n)

= [jG0(k; i!n) 1   (i!n)j2 + jS(i!n)j2] 1

G0( k; i!n) 1   ( i!n)  S(i!n)
 S(i!n)  G0(k; i!n) 1 +(i!n)

:
(A.29)
Here G0(k; i!n) = i!n   (k   ) is the bare lattice Green's function and k is the dispersion
relation for the bare electrons.
Now we evaluate the spectral gap in the following manner. First let us image that we have
made an analytic continuation (i!n ! ! + i0+) to obtain the self-energy on the real frequency
axis. If the contribution to the self-energy from the terms higher-order in ! than O(!) can
be neglected, the spectral gap in the single-particle spectrum is evaluated by zS(! = 0). Here
z  [1  @(!)=@!j!=0] 1 is the quasiparticle weight.
When the quasiparticle picture is good, the self-energies for small j!nj can be expanded as
(i!n) = 
(0) + i!n
(1) +O((i!n)
2); (A.30)
S(i!n) = S(! = 0) +O((i!n)
2); (A.31)
where (0)  (! = 0), (1)  @(!)=@!j!=0. Then one can evaluate z and S(! = 0)
using self-energies on the Matsubara axis. One can approximates the quasiparticle weight z
as Z  [1   Im(!n=0)=!n=0] 1 and S(! = 0) as S(0)  [9S(!n=0)   S(!n=1)]=8. With this
approximation, the gap in the excitation spectrum is evaluated as
SC  ZS(0): (A.32)
This expression provides a rough estimate of the spectral gap. Here, we have to note that
this approximation, which uses the information around ! = 0, is justied in the weak-coupling
regime and when the gap is small enough. When Ue becomes larger, there is no guarantee that
the approximation is valid. However, it turns out that the gap estimated in this way is adequate
even in the strong-coupling regime, judging from the comparison with a previous work for the
Hubbard model [182].
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Figure A.7: (a)(b)(c) The energy-gap parameter SC(= SC(T ! 0)) against  Ue
for various sets of parameters. (a) is for various values of !0 at U = 0, and (b)
(c) are the results when U is switched on with a xed !0 = 6 (b), or !0 = 1:44
(c). (d)(e)(f) The ratio of the energy-gap parameter to the transition temperature
(2SC(T ! 0)=Tc) against  Ue . The horizontal blue line indicates the BCS value
2=Tc = 3:528. (d) shows the result for various values of !0 at U = 0. (e) and (f) are
the result with nite U and xed !0 = 6 (e), or !0 = 1:44 (f). Empty circles along
the dashed line show the results for the attractive Hubbard model with  Ue for each
panel. Note the dierent scale of horizontal and vertical axes in panel (c)(f) from the
rest.
In Fig. A.7(a)(b)(c), we display the gap, SC, estimated as described above in the limit of
T ! 0 against Ue . SC monotonically increases with jUe j in all cases. When !0 is changed
with U = 0, the dependence on !0 is small, see Fig. A.7(a). On the other hand, with !0 and
jUe j xed, the gap increases with U , see Fig. A.7(b)(c).
In Fig. A.7(d)(e)(f), we show 2SC(T ! 0)=Tc, which is 3:528 in the BCS theory. Hence
deviation of 2SC(T ! 0)=Tc from 3:528 is a good measure for the deviation from the BCS
theory. The quantity signicantly increases monotonically with jUe j. In the opposite limit
of jUe j ! 0, 2SC=Tc approaches the BCS value in all cases, which is consistent with the
prediction form the eective polaron model. Now, let us take a closer look at the eect of the
retardation and the Coulomb interaction on 2SC(T ! 0)=Tc. In Fig. A.7(d) for U = 0, we nd
that 2SC=Tc grows with jUe j faster for smaller !0. In other words, the region where the BCS
theory works decreases with decreasing the phonon frequency. Figure A.7(e) and (f) exhibit the
eect of the Coulomb interaction U . They tell that 2SC=Tc grows faster for larger U . This
suggests that, even though both Tc and SC increase with U at each jUe j in the small jUe j
regime (see Fig. A.3 for Tc), the latter increases faster. To sum up, the retardation and the
Coulomb interaction both lead to deviations from the BCS theory, and the deviation is larger
for larger jUe j. We note that these ndings are again consistent with the prediction from the
eective polaron model, where the retardation and the Coulomb interaction lead to smaller ZB
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and the relative strength of the eective instantaneous interaction Ue=ZBW becomes larger.
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Non-equilibrium part
B.1 Voltera equations for Dyson equations
Here we explain how to numerically solve Dyson equations, Eqs. 2.96, 2.99, 2.102, 2.105, for the
retarded (R), left-mixing (:) and lesser parts (<), taking the most complicated case Eq. 2.105
as an example.
First of all, these equations belong to so-called Voltera equations [26],
y(t) = q(t) +
Z t
t0
dtK(t; t)y(t); (B.1a)
d
dt
y(t) = q(t) + p(t)y(t) +
Z t
t0
dtK(t; t)y(t); (B.1b)
d2
dt2
y(t) = q(t) + p(t)y(t) +
Z t
t0
dtK(t; t)y(t); (B.1c)
where t0 can be 0 or nonzero. In particular, three equations in Eq. 2.105 correspond to Eq. B.1c.
The situation we consider is that the self-energies, (), the free parts, D0(G0;G0), and the
Matsubara components, DM (GM ), are given. We note that, since K(t; t) in Eq. B.1c for the
lesser part needs the information of R and : we need to solve the equations for R and : before
the lesser part.
Now, we explain how to solve Eq. B.1c. If we put ddty(t) = z(t),
d
dt
y(t) = z(t); (B.2)
d
dt
z(t) = q(t) + p(t)y(t) +
Z t
t0
dtK(t; t)y(t): (B.3)
We assume that we have value of y(t); z(t) on ti (i = 0; 1;    ; n  1), then we obtain
y(tn)  y(tn 1)  t
n 1X
i=m
(W in;m  W in 1;m)y0(ti) + tWnn;my0(tn); (B.4)
z(tn)  z(tn 1)  t
n 1X
i=m
(W in;m  W in 1;m)z0(ti) + tWnn;mz0(tn); (B.5)
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where we take tm = t
0. Here we approximate a integral asZ tn
tm
dtf(t)  t
nX
i=m
W in;mf(ti); (B.6)
and in the 2nd order approximation we take
W in;m =
(
0:5 i=n or i=m
1 otherwise
: (B.7)
Since
z0(tn)  q(tn) + p(tn)y(tn) + t
nX
i=m
W in;mK(tn; ti)y(ti)
= (p(tn) + tW
n
n;mK(tn; tn))y(tn) + q(tn) + t
n 1X
i=m
W in;mK(tn; ti)y(ti); (B.8)
we need to solve the following equation to obtain y(tn); z(tn) with the given value of y(ti); z(ti)
for i < n,
y(tn) tWnn;mz(tn)  y(tn 1) + t
n 1X
i=m
(W in;m  W in 1;m)z(ti); (B.9)
z(tn) tWnn;m[p(tn) + tWnn;mK(tn; tn)]y(tn)  z(tn 1) + t
n 1X
i=m
(W in;m  W in 1;m)z0(ti)
+ tWnn;m[q(tn) + t
n 1X
i=m
W in;mK(tn; ti)y(ti)]: (B.10)
B.2 Dimensionless electron-phonon coupling
The dimensionless el-ph coupling e , which is dened in Eq. 4.7, for the parameters employed
in the thesis is show in Fig. B.1. In all cases, the temperature dependence is weak.
 0.5
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 0  0.01  0.02  0.03  0.04  0.05
T
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ff
Figure B.1: Dimensionless el-ph coupling e used in this thesis. !0 = 0:4 for all cases.
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B.3 Implementation of the pulse eld
The Dyson equations involved in the DMFT solution of the Holstein model with the pair
potential, Hex(t) = Fex(t)
P
i(c
y
i"c
y
i# + ci#ci"), are
Dloc(; 
0) = D0(;  0) + [D0  Dloc](;  0); (B.11a)
i@ +   Fex()
 Fex() i@   

G^loc(; 
0)  [(^ + ^)  G^loc](;  0) = I^C(;  0); (B.11b)
i@ +   Fex()
 Fex() i@   

G^0(;  0)  [^  G^0](;  0) = I^C(;  0): (B.11c)
Here, as in the main part, Dloc(; 
0) =  2ihTCXi()Xi( 0)i = Dimp(;  0), G^loc(;  0) =
 ihTC	i()	yi ( 0)i = G^imp(;  0), G0 is the Weiss Green's function, and ^(;  0) is the hybridiza-
tion function. ^(;  0) ((;  0)) is the momentum-independent electron (phonon) self-energy,
which is equivalent that of the eective impurity problem. When we take Fex(t) = df(t), one
nds from the above Dyson equations that the eect of the external eld leads to a jump in G0
and G^ around t = 0:
GR(0
+; 0+) =  i;; (B.12a)
G^:(0+;  0) = M^G^:(0 ;  0); (B.12b)
G^<(0+; 0+) = M^G^<(0 ; 0 )M^ y; (B.12c)
where we have dened the matrix M^ ,
M^  1
1 +
d2f
4
"
1  d
2
f
4  idf
 idf 1  d
2
f
4
#
: (B.13)
The expressions for the discontinuity of the Weiss Green's functions are obtained by replacing
G with G0 in Eq. B.12. On the other hand, the phonon Green's function (D) is continuous
there.
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