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Abstract
Given an extremal- process {Y(t); t ¿ 0}, the transformed process {U (s)= Y(es) − s;
−∞¡s¡∞} is a stationary strong Markov process. We prove an almost sure invariance
principle for the process {∫ t
0
f(Us) ds; t¿0}. By an approximation this yields an almost sure
invariance principle for the logarithmic average of normed sample maxima, which have been
investigated recently in various papers. With this invariance principle, we can also get various
results on the behavior of sums of minima of a sequence of random variables. c© 2001 Elsevier
Science B.V. All rights reserved.
MSC: primary 60F17; 60G70; secondary 60F05; 60F15
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1. Introduction
Let X1; X2; : : : be independent, identically distributed (i.i.d.) random variables with
common distribution function F and set Mn :=max16j6n Xj for n∈N. If there exist
sequences of real numbers {an} and {bn} with an ¿ 0 for all n∈N such that
lim
n→∞ P((Mn − bn)=an6x)=G(x) for all continuity points of G (1)
for some non-degenerate distribution function G then G is of extreme value type and
F is said to belong to the domain of attraction of G (F ∈D(G)). More precisely, there
exist a¿ 0 and b∈R such that G(ax+b) equals one of the following three distribution
functions:
(x) = exp(−x−)I(0;∞)(x) for some ¿ 0;
(x) = exp(−(−x))I(−∞;0](x) + I(0;∞)(x) for some ¿ 0
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or
(x)= exp(−e−x):
There is a canonical choice for the norming sequences {an} and {bn} and in this
paper we will restrict ourselves to these canonical choices (see below). Further infor-
mation on extreme value distributions, their domains of attraction and norming con-
stants can be found in the books of de Haan (1970), Leadbetter et al. (1983) or
Resnick (1987).
Concerning the almost sure behavior of (Mn−bn)=an Fahrner and Stadtm?uller (1998)
and independently Cheng et al. (1998) prove that if (1) holds then
1
log n
n∑
k = 1
1
k
f((Mk − bk)=ak)→
∫
R
f(x) dG(x) a:s: as n→∞ (2)
for every almost everywhere continuous and bounded function f. In Fahrner (2000a,
b), it is shown that the assumption of boundedness of f can be weakened considerably
and can be replaced by a condition which demands somewhat more than the existence
of the integral on the right-hand side of (2).
In this paper, we want to study the rate of convergence and the asymptotic distri-
bution of logarithmic averages as in (2) for a large class of functions f. The results
parallels those for partial sums instead of maxima: Multiplying the logarithmic average
in (2) by
√
log n we get asymptotic normality. In fact, we can show a strong invariance
principle with a rate which is good enough to imply the law of the iterated logarithm
and a functional central limit theorem.
There is an analogous theory for logarithmic averages of partial sums. See Berkes
(1998) for a detailed survey and for references.
2. Main results
We Erst deEne the class of functions f we will work with. Examples and properties
of these functions will be given at the end of this section.
LetM%; %∈ [0; 12 ) denote the set of Enite linear combinations of functions f:R→ R
which satisfy
sup
x∈R
|f(x)|¡∞ and f is non-decreasing (3)
or
sup
x∈R
sup
s¿0
|f(x + s)− f(x)|
h(x) (es − 1) ¡∞ for some 0¡¡
1
2 − %; (4)
where h(x)= ex + exp(e−x)e−x.
We denote by GF(x) := 1 − F(x) the tail of F and by xF := sup{x∈R :F(x)¡ 1}
the right end of the distribution F . If F ∈D(G) has a second derivative we let
a(x) := GF(x)=F ′(x) and deEne k := inf{x∈R : 1= GF(x)¿k} and the canonical choices
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for ak and bk by
ak = a(k); bk = k when G=;
ak = k ; bk =0 when G=;
ak = xF − k ; bk = xF when G=:
Our Erst result is
Theorem 1. Let {Xn; n∈N} be a sequence of i.i.d. random variables with common
distribution function F . Suppose F has a negative second derivative in some neigh-
borhood of xF and for a(x) := GF(x)=F ′(x) we have
lim
x→xF
a′(x)(log log(1= GF(x)))2 (log(1= GF(x)))1=2+2=0 (5)
for some ¿ 0. Let ak and bk ; k ∈N; be the canonical choices of norming constants.
Then we can rede8ne the sequence {Xn; n∈N} together with an extremal- pro-
cess {Y(u); u¿ 0} on a richer probability space without changing the distribution
of the sequence such that∣∣∣∣∣
n∑
k = 1
1
k
f
(
Mk − bk
ak
)
−
∫ n
1
1
u
f(Y(u)− log u) du
∣∣∣∣∣ =o((log n)1=2−) a:s: (6)
as n→∞ for every f∈M0.
Note that by (5) the von Mises condition limx→xF a
′(x)= 0 holds and therefore
F ∈D(). Condition (5) is an adaptation of the de Haan and Hordijk (1972) condition
and is necessary to couple the behaviors of (Mk − bk)=ak and Y. In general, it is not
possible to construct an extremal- process which is close to (Mk − bk)=ak without
condition (5) (see Fahrner and Stadtm?uller, 2000). In applications, (5) is rather mild: If
F is the normal distribution or a Weibull distribution GF(x)= exp(−cx−!) for c; !; x¿ 0
(including the exponential distribution) we may take any 0¡¡ 14 .
Our second result is
Theorem 2. Let {Y(t); t ¿ 0} be an extremal- process and de8ne U (s)=Us :=
Y(es) − s for s∈R. For every f∈M%; 0¡%¡ 14 ; it is possible to rede8ne the
process U on a richer probability space without changing its distribution together
with a Wiener process {W (t); t¿0} such that∣∣∣∣
∫ t
0
(f(Us)− m) ds− $W (t)
∣∣∣∣ =o(t1=2−%) a:s: as t →∞; (7)
where m=
∫∞
−∞ f(x) d(x) and
$2 = 2
∫ ∞
0
(∫ ∞
−∞
f(y)f(y − r)(y − r)e−y dy
+
∫ ∞
−∞
∫ ∞
y−r
f(x)f(y) (1− e−r)1−e−r (x)e−x(y)e−y dx dy − m2
)
dr:
(8)
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Theorems 1 and 2 can be combined since by the substitution s= log u we have∫ n
1
1
u
f(Y(u)− log u) du=
∫ log n
0
f(Us) ds:
Thus, we obtain the following corollaries.
Corollary 3. Let {Xn; n∈N} be a sequence of i.i.d. random variables with common
distribution function F ∈D(G) and g be a function. Let
f(x)= g(x); F#(x)=F(x) when G=;
f(x)= g(ex=); F#(x)=F(ex) when G=;
f(x)= g(−e−x=); F#(x)=F(xF − e−x) when G=;
{ak} and {bk} be the canonical choices of norming sequences and de8ne m and $2
as in Theorem 2. Suppose F# has a negative second derivative in some neighborhood
of xF# ; satis8es (5) for some 0¡¡ 14 and if G= or G= we have in addition
lim
x→∞ ( · a(x)− 1)x
1=2+2 log x=0: (9)
Then if f∈M we can rede8ne the sequence {Xn; n∈N} together with a Wiener
process {W (t); t¿0} on a richer probability space such that
n∑
k = 1
1
k
g
(
Mk−bk
ak
)
−m log n= $W (log n)+o((log n)1=2−) a:s: (10)
as n→∞.
Remark 4. Conditions similar to (5) can be given for F ∈D() or F ∈D()
directly, see Theorems 4 and 5 of Fahrner and Stadtm?uller (2000).
For the logarithmic average of maxima we end with the following results.
Corollary 5 (Functional central limit theorem). Under the assumptions of Corollary 3;
if f∈M0 then
1√
log n

 [nt ]∑
k = 1
1
k
g
(
Mk − bk
ak
)
− mt log n

 d→ $W (t) in D[0; 1];
where {W (t); 06t61} is a Wiener process.
Corollary 6 (Laws of the iterated logarithm). Under the assumptions of Corollary 3;
if f∈M0 then
lim sup
n→∞
1√
2 log n log log log n
max
16j6n
∣∣∣∣∣
j∑
k = 1
1
k
g
(
Mk − bk
ak
)
− m log j
∣∣∣∣∣ = $ a:s:;
lim inf
n→∞
√
log log log n
log n
max
16j6n
∣∣∣∣∣
j∑
k = 1
1
k
g
(
Mk − bk
ak
)
− m log j
∣∣∣∣∣ = √8 $ a:s:
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Examples for functions belonging to M%; %∈ [0; 12 ), are indicators of Enite unions of
intervals or functions of bounded variation with compact support. Functions satisfying
(4) are locally Lipshitzian with a Lipshitz constant which may grow with a certain
rate. In fact every Lipshitz function is in M%.
For diLerentiable functions f, by the mean value theorem, a suMcient condition for
f∈M% is that for some C¿ 0; 0¡¡ 12 − % and any s¿ 0
sup
x6-6x+s
|f′(-)|6Cesh(x)
holds. Thus, the following functions belong toM% : |x|r ; r¿1; ex; exp(e−x); 0¡¡
1
2 − %; sin x; cos x, etc.
The functions |x|r ; 0¡r¡ 1 are not Lipshitz continuous, but since these functions
can be written as sums of a Lipshitz continuous function and a function of bounded
variation with compact support, combining (3) and (4) we see that they nevertheless
belong to M%.
It can be seen easily that if f∈M% then there is some C¿ 0 and some 0¡′¡ 12−%
with
|f(x)|6Ch′(x) (11)
and thus
∫
R f
2=(1−2%)(x) d(x)¡∞: If f satisEes (4) with some  then setting x=0
in (4) yields |f(s)|6Ces for all s¿0 and setting s= − x for x¡ 0 in (4) yields
|f(x)|6Ch(x)e−x6Ch′(x) with some ′ which is slightly larger than .
We Enish this section with a discussion on related work by Berkes and HorvNath
(2001) which we received during the preparation of this manuscript.
Let Z(n)=
∑n
k = 1 1=kf((Mk−bk)=ak), then Berkes and HorvNath (2001) prove that if
f is of bounded variation with compact support there is a Wiener process {W (t); t¿0}
such that
Z(n)− EZ(n)= $W (!n) + o((log n)1=2−/) a:s: as n→∞; (12)
where !n ∼ log n; 0¡/¡ 124 and $ is given by (8). Our result needs the second-order
condition (5) and reads
Z(n)− m log n= $W (log n) + o((log n)1=2−) a:s: as n→∞; (13)
where m is given in Theorem 2 and 0¡¡ 14 depends on the underlying distribution
and the choice of f. We allow more general functions f, which might be unbounded.
If f is of bounded variation with compact support then clearly EZ(n) − m log n → 0
as n→∞, but in general the speed of convergence in this relation is not clear. Thus,
neither (12) follows from (13), nor (13) from (12).
The idea of proof in Berkes and HorvNath (2001) is the following: First, Z(n) is
divided in blocks 01; 1; 02; 2; : : : and it is shown that the blocks 1; 2; : : : can be ne-
glected. The blocks 0i can be approximated by other blocks 0∗i for which an invariance
principle of Strassen applies. The advantage of this method is that it applies without
any second-order condition on the underlying distribution. However, the boundedness
of f is essential for the above mentioned approximations.
Turning to our method, note that with the embeddings of Corollary 3 it suMces to
consider the case F ∈D(). Here, the problem of a strong approximation for Z(n) can
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be reduced to the problem of giving a strong approximation for
∫ t
0 f(Us) ds, where Us
is an explicitly given process which is the same for all F ∈D(). This time continuous
problem can be handled very well for a wide class of functions f, even when they
are unbounded. However, for the reduction (Theorem 1) we need condition (5).
3. Connections to the study of sums of minima
Let X1; X2; : : : be i.i.d. random variables and set mn :=min{X1; : : : ; Xn} and Sn :=∑n
k = 1 mk; n∈N. Many authors investigated the asymptotic behavior of Sn: Grenander
(1965) proves a weak law, strong laws are proved by Deheuvels (1974), Gosh et
al. (1975) and Gouet (1989), H?oglund (1972) and Deheuvels (1974) show asymptotic
normality and invariance principles are given by Hebda-Grabowska and Szynal (1979),
Gouet (1989) and Gladysheva and Sakhanenko (1985).
In all proofs, one Erst assumes that X1 has a uniform distribution on (0; 1) and then
a quantile transformation shows the general result.
Our results give a new proof for the case when X1 has a uniform distribution on
(0; 1). The uniform distribution is in the domain of attraction of 1 and
k(Mk − 1) d→1 as k →∞:
We have {Xk; k ∈N} d= {1− Xk; k ∈N} in R∞ and thus {mk; k ∈N} d= {−(Mk − 1);
k ∈N} in R∞, i.e.
{Sn; n∈N} d=
{
n∑
k = 1
1
k
g(k(Mk − 1)); n∈N
}
in R∞;
where g(x)= −x. Applying Corollary 3 we get f(x)= e−x; F#(x)= e−x and a(x) ≡ 1,
therefore m=1 and $2 = 2 and for every /¿ 0 there is a Wiener process {Wt; t¿0}
such that
Sn − log n=W (2 log n) + o((log n)1=4+/) a:s: as n→∞:
The rate here is better than that of Hebda-Grabowska and Szynal (1979), who get
o((log n)3=8+/), but not optimal. Gladysheva and Sakhanenko (1985) give a construction
with the error O(log log n).
4. Proofs
Proof of Theorem 1. Let I(A) denote the indicator function of the set A and set
log∗u= log(max{e; u}); log∗3 u= log∗ log∗ log∗ u. By Theorem 3 of Fahrner and
Stadtm?uller (2000), we can redeEne the sequence {Xn; n∈N} together with an
extremal- process Y ∈D(0;∞) on a richer probability space (3;4; P) without chang-
ing the distribution of the sequence such that given /¿ 0 there is an event 3/ ∈4 with
P(3/)¿1− / and a non-negative function r/(u) such that for some K/¿1
Y(u− v(u))− log u− r/(u)6M[u] − b[u]a[u] 6Y(u+ v(u))− log u+ r/(u) (14)
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for all u¿K2/ and all !∈3/. Here v(u)=K/
√
log∗ u log∗3 u and (5) implies
r/(u)(log u)1=2+2 → 0 as u → ∞. Recall that the constructed process Y(u) does
not depend on the choice of /. We deEne
T (u) :=
M[u] − b[u]
a[u]
and Z(u) :=Y(u)− log u for u¿1:
We will show that for all /¿ 0
1
(log n)1=2−
∣∣∣∣∣
n∑
k = 1
1
k
f(T (k))−
∫ n
1
1
u
f(Z(u)) du
∣∣∣∣∣→ 0 as n→∞
for almost all !∈3/. Since /¿ 0 is arbitrary, (6) will follow.
Fix /¿ 0. We have
n−1∑
k = 1
1
k
f(T (k)) =
n−1∑
k = 1
∫ k+1
k
1
k
f(T (k)) du
=
n−1∑
k = 1
∫ k+1
k
(
1
k
− 1
u
)
f(T (k)) du+
∫ n
1
1
u
f(T (u)) du (15)
by addition and subtraction of∫ n
1
1
u
f(T (u)) du=
n−1∑
k = 1
∫ k+1
k
1
u
f(T (k)) du:
Note that by assumption there is a constant C1¿ 0 such that |f(x)|6C1 exp(exp(|x|=2))
and condition (5) implies that for almost every ! there is a k0(!)∈N such that for
k¿k0 we have |T (k)|6 32 log log k (cf. Theorem 2 of de Haan and Hordijk, 1972).
Thus, using x3=46(3x + 1)=4 for x¿0, we see
|f(T (k))|6C1 exp((log k)3=4)6C1e1=4k3=4 for k¿k0(!)
and the Erst term in (15) can for almost all ! be bounded by
n−1∑
k = 1
(
1
k
− 1
k + 1
)
|f(T (k))|6C2(!)
∞∑
k = 1
k−5=4¡∞:
Therefore, almost surely∣∣∣∣∣
n∑
k = 1
1
k
f(T (k))−
∫ n
1
1
u
f(Z(u)) du
∣∣∣∣∣6C3(!) +
∫ n
1
1
u
|f(T (u))− f(Z(u))| du
6C4(!) +
∫ n
K2/
1
u
|f(T (u))− f(Z(u))| du
and it suMces to show
1
(log n)1=2−
∫ n
K2/
1
u
|f(T (u))−f(Z(u))| du→ 0 as n→∞ (16)
for almost all !∈3/. By the triangle inequality it suMces to consider functions f
satisfying either (3) or (4). We use the shorthand E(/)(X )= E(XI(3/))=
∫
3(/) X dP
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for random variables X . Note that if X¿0 on 3 then E(/)(X )6E(X ). We will show
that for some constants u0¿ 0 and C5¿ 0
E(/) |f(T (u))− f(Z(u))|6C5(r/(u) + w(u)) for all u¿u0 (17)
where w(u)= v(u)=u. Since r/(u) (log u)1=2+2 → 0 as u→∞ this will imply
E(/)
(∫ ∞
K2/
|f(T (u))− f(Z(u))|
u(log u)1=2−
du
)
6C5
∫ ∞
K2/
r/(u)(log u)1=2+2
u(log u)1+
du+ C5
∫ ∞
K2/
w(u)
u(log u)1=2−
du
6C6
∫ ∞
K2/
du
u(log u)1+
+ C6
∫ ∞
K2/
√
log∗ u log∗3 u
u2(log u)1=2−
du¡∞:
Hence, as n→∞, the sequence∫ n
K2/
|f(T (u))− f(Z(u))|
u(log u)1=2−
du=O(1) +
n∑
k = [K2/ ]+1
∫ k
k−1
|f(T (u))− f(Z(u))|
u(log u)1=2−
du
converges for almost every !∈3/ to a Enite number and Kronecker’s Lemma (Breiman,
1992, Lemma 3:28) implies for n→∞
06
1
(log n)1=2−
∫ n
K2/
1
u
|f(T (u))− f(Z(u))| du
6
1
(log n)1=2−
n∑
k = [K2/ ]+1
(log k)1=2−
∫ k
k−1
|f(T (u))− f(Z(u))|
u(log u)1=2−
du→ 0
which proves (16).
Now we are going to verify (17). We will consider three cases separately: First,
f being an indicator, then f satisfying (3) and Enally f satisfying (4). We deEne
Z−(u) :=Y(u− v(u))− log u and Z+(u) :=Y(u+ v(u))− log u:
The form of the Enite-dimensional distributions of Y (Resnick, 1987, p. 179, Propo-
sition 4.7) and the identity (a− log b)=b(a) for a∈R; b¿ 0 give
P(Z−(u)6s; Z+(u)6t)=1−w(u)(min{s; t})2w(u)(t) (18)
and
P(Z(u)6z|Z−(u)= s)=P(Z+(u)6z|Z(u)= s)=w(u)(z)I(z¿s) (19)
for s; z ∈R and u¿K2/ . Note that the last conditional distribution function is absolutely
continuous with density w(u)w(u)(z)e−zI(z¿s) except for a jump at z= s of height
w(u)(s).
Suppose f(x)= I(x¿a) for some a∈R. Then by (14), since f is non-decreasing,
|f(T (u))− f(Z(u))|6 f(Z+(u) + r/(u))− f(Z−(u)− r/(u))
=
{
1 if Z+(u) + r/(u)¿a and Z−(u)− r/(u)6a;
0 otherwise:
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Therefore, using (18),
E(/)(|f(T (u))− f(Z(u))|)
6P(Z−(u)6a+ r/(u); Z+(u)¿a− r/(u))
= P(Z−(u)6a+ r/(u))− P(Z−(u)6a+ r/(u); Z+(u)6a− r/(u))
= 1−w(u)(a+ r/(u))− 1+w(u)(a− r/(u))
= 1−w(u)(a+ r/(u)) (1− 1+w(u)(a− r/(u))=1−w(u)(a+ r/(u)))
6
exp (a+ r/(u))
1− w(u) ((1 + w(u))e
−a+r/(u) − (1− w(u))e−a−r/(u))
by an application of the inequalities e−x61=x and 1 − e−x6x for x¿ 0. Let u0 be
so large that 1−w(u)¿ 12 and r/(u)61 for all u¿u0. Since e2x − 16e2x for x∈ [0; 1]
E(/)(|f(T (u))− f(Z(u))|)6 2((e2r/(u) − 1) + w(u) (e2r/(u) + 1))
6 2(e2 + 1) (r/(u) + w(u))
which is inequality (17). Note that this is a uniform bound in a∈R.
Now let f be non-decreasing such that supx∈R |f(x)|=:K ¡∞. Let again u0 be so
large that the estimates in the last paragraph hold. We will show that
E(/)|f(T (u))− f(Z(u))|64K(e2 + 1) (r/(u) + w(u)) (20)
for all u¿u0. Fix u¿u0. Since f is non-decreasing
|f(T (u))− f(Z(u))|6f(Z+(u) + r/(u))− f(Z−(u)− r/(u))
and there is a sequence {fm; m∈N} of non-decreasing step functions converging
almost everywhere to f(x) and supx∈R |fm(x)|6K for all m∈N. For each function
fm there are n(m)∈N, a1; : : : ; an(m) ∈R and numbers b0; : : : ; bn(m) with bj ¿ 0;
j=1; : : : ; n(m) such that
fm(x)= b0 +
n(m)∑
j= 1
bjI(x¿aj) and
n(m)∑
j= 1
bj62K:
Applying the bounded convergence theorem, we see that given :¿ 0, there is a m0 ∈N
such that
E|f(Z+(u) + r/(u))− fm(Z+(u) + r/(u))|6:
and
E|f(Z−(u)− r/(u))− fm(Z−(u)− r/(u))|6:
for all m¿m0. Hence for m¿m0
E(/)(|f(T (u))− f(Z(u))|)
6E|f(Z+(u) + r/(u))− fm(Z+(u) + r/(u))|
+E(/)|fm(Z+(u) + r/(u))− fm(Z−(u)− r/(u))|
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+E|fm(Z−(u)− r/(u))− f(Z−(u)− r/(u))|
62:+
n(m)∑
j= 1
bjE(/)(I(Z+(u) + r/(u)¿aj)− I(Z−(u)− r/(u)¿aj))
62:+
n(m)∑
j= 1
bj2(e2 + 1) (r/(u) + w(u))
62:+ 4K(e2 + 1) (r/(u) + w(u)):
Since :¿ 0 is arbitrary, (20) follows.
Finally, suppose f satisEes (4). Elementary calculus yields the Eniteness of the
following integrals for 0¡¡ 12 :∫ ∞
−∞
h(z) d(z);
∫ ∞
−∞
h(z)e−z d(z);
∫ ∞
−∞
h(z − 1) d(z); (21)
∫ ∞
−∞
h(s− 1)e−2s1=2(s) ds;
∫ ∞
−∞
e(−1)s1=2(s)e−s ds: (22)
For the rest of the proof we will drop the arguments of our processes, writing T instead
of T (u) and similarly for the other processes, whenever this is convenient. We have
E(/)|f(T )− f(Z)|
= E(/)(|f(T )− f(Z)|I(T ¿Z)) + E(/)(|f(T )− f(Z)|I(T6Z))
= E(/)(|f(Z + D1)− f(Z)|I(T ¿Z))
+E(/)(|f(T + D2)− f(T )|I(T6Z));
where by (14) for all u¿K2/ and almost all !∈3/
06D1 :=T − Z6Z+ − Z + r/ and 06D2 :=Z − T6Z − Z− + r/:
Thus by (4) and monotonicity
E(/)|f(T )− f(Z)|
6C7E(/)(h(Z)(eD1 − 1)) + C7E(/)(h(T ) (eD2 − 1)I(T6Z))
6C7E(h(Z) (e(Z+−Z+r/) − 1))
+C7E((eZ + exp (e−(Z−−r/))e−(Z−−r/)) (e(Z−Z−+r/) − 1))
= C7(I + II):
Let u0¿ 0, such that r/(u)61 and w(u)6 12 for all u¿u0. Using well-known properties
of conditional expectation (cf. DeEnition 4.12 and Theorem 4.28 of Breiman, 1992)
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and (19) we get for u¿u0
I = E(E(h(Z) (e(Z+−Z+r/) − 1)|Z = z))
=
∫
R
∫
R
h(z) (e(t−z+r/) − 1) dP(Z+6t|Z = z) dP(Z6z)
=
∫ ∞
−∞
h(z) (er/ − 1)w(u)(z) d(z)
+
∫ ∞
−∞
h(z)
∫ ∞
z
(e(t−z+r/) − 1)w(u)w(u)(t)e−t dt d(z)
6 C8r/(u)
∫ ∞
−∞
h(z) d(z) + w(u)e
∫ ∞
−∞
h(z)e−z
∫ ∞
z
e(−1)t dt d(z)
6 C9r/(u) + C10w(u)
∫ ∞
−∞
h(z)e−z d(z)6C11(r/(u) + w(u))
by (21). Similarly, we get for the second term for u¿u0
II 6 E (eZ + h(Z− − 1)) (e(Z−Z−+r/) − 1)
=
∫
R
∫
R
(ez + h(s− 1)) (e(z−s+r/) − 1) dP(Z6z|Z−= s) dP(Z−6s)
6
∫ ∞
−∞
(h(s) + h(s− 1)) (er/ − 1)w(u)(s)1−w(u)(s)e−s ds
+w(u)e
∫ ∞
−∞
∫ ∞
s
(ez + h(s− 1))e(z−s)w(u)(z)e−z dz dP(Z−6s)
6 C12r/
∫ ∞
−∞
(h(s) + h(s− 1)) d(s) + C13w(u)
6 C14(r/(u) + w(u)): (23)
The inner integral in (23) can be bounded by
e−s
∫ ∞
s
e(2−1)z dz + h(s− 1)e−s
∫ ∞
s
eze−z dz
6C15(e(−1)s + h(s− 1)e−s):
Thus, since w(u)6 12 for u¿u0, an upper estimate for the double integral of (23) is
C16
∫ ∞
−∞
(e(−1)s + h(s− 1)e−s)1=2(s)e−s ds
which is Enite by (22). This completes the proof of Theorem 1.
Proof of Theorem 2. The proof follows standard arguments introduced by DQblin
(1938). See also Mandl (1968, p. 92L), Motoo (1959), Itoˆ and McKean (1965, p. 228f),
Robbins and Siegmund (1971) and HorvNath and Khoshnevisan (1996). We will exploit
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the Markovian structure of the process U . Among the many good references on Markov
processes we choose Blumenthal and Getoor (1968) as our main reference.
Let F0t := $(U (s); s6t) for t ∈R and F0 := $(U (s); s∈R) and for x∈R we denote
by Px the probability measure Px(A) :=P(A |U (0)= x) for A∈F0. Given a Enite
measure ; on the Borel sets B(R) of R, deEne the Enite measure P; (Blumenthal and
Getoor, 1968, p. 25) by
P;(A)=
∫
R
Px(A) d;(x) for A∈F0: (24)
Ex resp. E; denotes the expectation operator with respect to the measures Px resp.
P;. Moreover, F denotes the completion of F0 with respect to the family of Enite
measures {P;; ; a Enite measure on B(R)} and let Ft be the completion of F0t in F
with respect to the same family (cf. Blumenthal and Getoor, 1968, p. 27). Finally,
Ft+ :=
⋂
s¿t
Fs
and <(t) denotes the shift operator deEned by U (s) ◦ <(t)=U (s+ t) for s; t ∈R. Then
U has the following properties:
Lemma 7. (a) (3;F;Ft+; U (t); <(t); Px) is a temporally homogeneous right continu-
ous strong Markov process; i.e. for every bounded F-measurable random variable Y
we have the strong Markov property
Ex(Y ◦ <(T ) |FT )= EU (T )(Y ) (25)
for all stopping times T of the 8ltration {Ft+; t ¿ 0} and all x∈R. Under P; where
(A) :=
∫
A d(t) for A∈B(R); U (t) is stationary and P(U (s)6u)=P(U (s)6u)=
(u) for all u; s∈R.
(b) For P-almost all !∈3; U crosses the interval [− 1; 1] in8nitely often.
(c) There exist K1; K2¿ 0 such that |U (r)|6K1e−K2|r|; r ∈R; where U (r) :=
Cov(f(Ur); f(U0)).
Remark 8. Using the deEnition of conditional expectation and deEnition (24), it can
easily be seen that if U (T ) ≡ 0 the strong Markov property (25) implies
E;(Y ◦ <(T )I(A))= E0(Y )P;(A) for all A∈FT (26)
where ; is a Enite measure.
Proof of Lemma 7. (a) By construction, Y is a right continuous Markov jump process,
thus U is also Markovian and right continuous and we have
P(U (r + s)6x|U (s)=y) = er−1(x + r)I(x + r¿y)
= 1−e
−r
(x)I(x¿y − r) (27)
for r; s¿ 0; x; y∈R. This probability does not depend on s; thus, U is temporally
homogeneous. The strong Markov property can be established similarly to the
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calculation in Blumenthal and Getoor (1968, p. 67), where it is shown that U is in fact
a standard process. The key step is Yushkevitch’s theorem (Blumenthal and Getoor,
1968, Theorem 8.11). Relation (25) is Corollary 8.6 of Blumenthal and Getoor (1968).
The last claim follows from (24) and the form of the Enite-dimensional distributions
of Y.
(b) By deEnition of U the sample paths are right continuous with jumps of positive
jump heights. Between the jumps the path consists of straight lines with slope −1.
Thus it suMces to show
P(U (log n)¿ 1 i:o:)=P(U (log n)¡− 1 i:o:)= 1:
Note that {Y(n); n∈N} d= {M ′n; n∈N} in R∞ where M ′n=max16k6n X ′k with a se-
quence of i.i.d. random variables X ′k with common distribution function  (Dwass,
1964). Thus,
P(U (log n)¿ 1 i:o:)=P(M ′n ¿ log n+ 1 i:o:)=P(X
′
n ¿ log n+ 1 i:o:):
By the Borel–Cantelli lemma, since
∑
n∈N
P(X ′n ¿ log n+ 1)=
∑
n∈N
G(log n+ 1) ∼ 1
e
∑
n∈N
1
n
=∞;
this probability is 1. Also,
P(U (log n)¡− 1 i:o:)=P(M ′n ¡ log n− 1 i:o:)= 1;
since n G(log n− 1) ∼ e−1 9 ∞, so we can apply Theorem 3.5.2 of Embrechts et al.
(1997).
(c) Obviously, |U (r)|6Ef(U0)2¡∞ and by symmetry it suMces to consider r¿r0
for some r0¿ 0. We have by (27)
U (r) =
∫ ∞
−∞
f(y)
∫ ∞
−∞
f(x) dP(Ur6x|U0 =y) dP(U06y)− m2
=
∫ ∞
−∞
f(y)f(y − r)er−1 (y) d(y)
+
∫ ∞
−∞
∫ ∞
y−r
f(x)f(y) (1− e−r)1−e−r (x)e−x dx d(y)− m2
=
∫ ∞
−∞
f(y)f(y − r)er−1(y) d(y)
+
∫ ∞
−∞
∫ ∞
y−r
f(x)f(y)((1− e−r)1−e−r (x)− (x))e−x dx d(y)
−
∫ ∞
−∞
∫ y−r
−∞
f(x)f(y) d(x) d(y):
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Recall that |f(x)|6C1h(x) for some C1¿ 0; 0¡¡ 12 , thus
|U (r)|6C21
(∫ ∞
−∞
h(y)h(y − r)er−1 (y) d(y)
+
∫ ∞
−∞
h(y)
∫ ∞
y−r
h(x)|(1− e−r)1−e−r (x)− (x)|e−x dx d(y)
+
∫ ∞
−∞
h(y)
∫ y−r
−∞
h(x) d(x) d(y)
)
=C21 (I + II + III):
Using the deEnition of h(y− r) and substituting w=e−(y−r) with respect to y we get
I 6 e−r
∫ ∞
−∞
h(y)ey d(y) +
∫ ∞
−∞
h(y) exp (e−(y−r))e−(y−r)e
r−1(y) d(y)
6 e−r
∫ ∞
−∞
h2(y) d(y) +
∫ ∞
0
(w−er + ew

w)ew

we−we−r dw
6C2e−r + e−(1−)r
∫ ∞
0
ew
−w dw + e−r
∫ ∞
0
w2e2w
−w dw
6C3e−r :
For the second term, apply the inequality |tzt − z|6zt(1− log z)(1− t) for 0¡t; z61
to z=(x) and t=1− e−r . Let r0 be so large that 1− e−r¿ 12 for r¿r0. Whence for
r¿r0
II6
∫ ∞
−∞
h(y) d(y)
∫ ∞
−∞
h(x)1=2(x)(1 + e−x)e−x dxe−r6C4e−r :
For the third term, note that the substitution w=e−x and the inequality e−x61=x for
x¿ 0 yield∫ y−r
−∞
h(x) d(x) =
∫ ∞
er−y
w−e−w dw +
∫ ∞
er−y
e−w

we2w
−w dw
6 (er−y)−
∫ ∞
0
e−w dw + exp (−e(r−y))
∫ ∞
0
we2w
−w dw
6 e−r(h(y) + C5h(y));
thus III6C6e−r .
Fix f∈M%; 0¡%¡ 14 . By part (b) of the previous lemma, the following quantities
are P-a. s. well-deEned for k ∈N:
!0 := 0;
!2k−1 := inf{s: s¿!2k−2; U (s)= 1};
!2k := inf{s: s¿!2k−1; U (s)= 0}
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and
-k :=
∫ !2k+2
!2k
(f(Us)− m) ds:
Then we have
Lemma 9. (a) {!k ; k ∈N} is a sequence of Ft+-stopping times and {!2k+2−!2k ;
k ∈N} forms a sequence of i.i.d. random variables with respect to P.
(b) {-k ; k ∈N} is a sequence of i.i.d. random variables with respect to P.
(c) We have E(!k2)¡∞ and E(!4 − !2)k ¡∞ for all k ∈N.
(d) For all k ∈N there is a constant K(k) such that P(!26s6!4)6min{K(k)=sk ; 1}.
(e) E|-1|2=(1−2%)6E(
∫ !(4)
!(2) |f(Us)− m| ds)2=(1−2%)¡∞.
(f ) E-1 = 0 and E(-21)= ;
∫∞
−∞ U (|r|) dr= ;$2 where ;= E(!4 − !2) and $2 is
given by (8) in Theorem 2.
Proof of Lemma 9. (a) The times !k are successive hitting times of the Borel sets {0}
resp. {1}. Thus, Theorem 10.7 of Blumenthal and Getoor (1968) implies that !k are
Ft+-stopping times. Let A; B∈B(R) and set Y := I(!6−!4 ∈A). Note that Y ◦<(!4)=Y
and {!4 − !2 ∈B}∈F!(4), hence by (26)
P(!6 − !4 ∈A; !4 − !2 ∈B)=P(!4 − !2 ∈B)P0(!6 − !4 ∈A):
Setting B=R yields P0(!6 − !4 ∈A)=P(!6 − !4 ∈A), thus !4 − !2 is independent
of !6 − !4 with respect to P. Next recall from Proposition 10:2 of Blumenthal and
Getoor (1968) that !2k+2 = !2k + !2 ◦ <(!2k) for k ∈N. Let Y := I(!2 ∈A), then Y ◦
<(!2)= I(!4 − !2 ∈A) and Y ◦ <(!4)= I(!6 − !4 ∈A), thus by (26) !4 − !2 and !6 − !4
have identical distributions. The general case is proved similarly. More details can be
found in Fahrner (2000b).
(b) Again let A∈B(R), apply (26) to Y := I(-2 ∈A) and observe that Y ◦ <(!4)=Y ,
hence we have independence between -1 and -2. It can be seen easily that these random
variables also have identical distributions, let Y := I(
∫ !(2)
0 (f(Us)−m) ds∈A) and note
that Y ◦ <(!2)= I(-1 ∈A) and Y ◦ <(!4)= I(-2 ∈A).
(c) DeEne a process V with time space N0 and state space Z by V (n)= [U (n)]; n∈N0,
where [x] denotes the greatest integer less than or equal to x, i.e., V (n)= k iL U (n)∈
[k; k + 1). By writing down the deEnition of a Markov process, we see that passing
to a discrete-time skeleton preserves the Markovian structure. Thus, V is a Markov
chain and since U is stationary under P, so is V . This stationary distribution assigns
positive probability (k + 1) − (k) to state k, thus each state is recurrent (Durrett,
1996, Theorem 5:4:5). The connection to our problem is the following: If V visits
state 1 and then state −1 before time n then U hits 1 and 0 before n, therefore let
Tx := inf{n¿ 0: V (n)= x} denote the hitting time of x∈Z for V , then for k ∈N:
Ex!k262k(E[x]Tk1 + E1Tk−1) and Ex(!4 − !2)k62k(E0Tk1 + E1Tk−1):
Whence it suMces to consider moments of Tx and since each state of V is recurrent,
ExT kx ¡∞ implies EyT kx ¡∞ for all x; y∈Z; k ∈N, i.e., the starting point of the
process is inessential.
332 I. Fahrner / Stochastic Processes and their Applications 93 (2001) 317–337
This can be seen as follows: Let n :=min{m∈N:Px(Vm=y)¿ 0}. Choose y1; : : : ;
yn−1 =y with Px(A)¿ 0 where A := {V1 =y1; : : : ; Vn−1 =yn−1; Vn=y}∈Gn :=
$(V1; : : : ; Vn). Then
ExT kx¿
∫
A
T kx dP
x =
∫
A
Ex((Tx − n)k ◦ <(n)|Gn) dPx
note Tx − n¿0 a.s. by deEnition of A and by the Markov property
=
∫
A
EV (n)(Tx − n)k dPx = Ey(Tx − n)kPx(A);
i.e., ExT kx ¡∞ implies Ey(Tx − n)k ¡∞ which implies EyT kx ¡∞.
We will also use the following Erst entrance decomposition which is an easy con-
sequence of the Markov property of V :
Px(V (n)=y)=
n∑
m= 1
Px(Ty =m)Py(V (n− m)=y): (28)
Set vn :=Py(V (n)=y), fm :=Py(Ty =m), b0 = 1 and bn=0 for n¿1, then (28) reads
vn= bn +
n∑
m= 1
fmvn−m
and passing to generating functions (denoted by the corresponding capital letters with
a hat) we get (Feller, 1968, p. 330)
Vˆ (s)=
Bˆ(s)
1− Fˆ(s) =
1
1− Fˆ(s) ⇔ Fˆ(s)= 1−
1
Vˆ (s)
: (29)
It is well known that if the generating function Fˆ has a Enite nth derivative at 1 then
Ey(Tny )¡∞. We have by DeEnition 4:7 of Breiman (1992)
vn = P(V (k + n)=y|V (k)=y)
= P(U (k + n)∈ [y; y + 1)|U (k)∈ [y; y + 1))
=
∫ y+1
y
P(U (k + n)∈ [y; y + 1)|U (k)= t) d(t)=P(U (k)∈ [y; y + 1))
=
{
1 if n=0;
1−e
−n
(y + 1)− 1−e−n(y) if n¿1;
such that (with g :=(y + 1)− (y))
Vˆ (s) = 1 +
∞∑
n= 1
(1−e
−n
(y + 1)− 1−e−n(y))sn
=
∞∑
n= 0
gsn + 1− g+ (y + 1)
∞∑
n= 1
(exp(e−n−y−1)− 1)sn
−(y)
∞∑
n= 1
(exp(e−n−y)− 1)sn
=:
g
1− s + H (s):
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Since (exp(−e−n−y)− 1)sn ∼ −e−y(s=e)n, we see that H is a holomorphic function
on |s|¡e. Therefore by (29)
Fˆ
′
(s)=
Vˆ
′
(s)
Vˆ
2
(s)
=
H1(s)
g2 + (1− s)G1(s) ;
where H1(s)= g+H ′(s) (1−s)2 and G1(s)= 2H (s)+(1−s) are holomorphic functions
on |s|¡e. Now an induction shows for the nth derivative:
Fˆ
(n)
(s)=
Hn(s)
g2n + (1− s)Gn(s)
with holomorphic functions Hn(s) and Gn(s) on |s|¡e. Thus, lims↑1 Fˆ (n)(s) exists for
all n∈N and the claim follows.
(d) This follows from (c) and the Markov inequality:
P(!26s6!4)6P(!4¿s)6s−kE(!k4)6(2=s)k(E(!k2) + E(!4 − !2)k)
for all k ∈N.
(e) Recall (11), i.e., |f(x)|6Ch(x) with =(1=2 − %)¡ 1. Choose p1; p2¿ 1 such
that p1p2=( 12 − %)¡ 1. Let p3 =p1=( 12 − %) and qi denotes the conjugate of pi, i.e.,
1=pi + 1=qi =1; i=1; 2; 3. By H?older’s inequality we have
|-1|6
∫ !(4)
!(2)
|f(Us)− m| ds=
∫
R
|f(Us)− m|I(!26s6!4)I(!26s6!4) ds
6
(∫
R
|f(Us)− m|p3 I(!26s6!4) ds
)1=p3 (∫
R
I(!26s6!4) ds
)1=q3
:
Thus,
|-1|2=(1−2%)6
(∫ !(4)
!(2)
|f(Us)− m| ds
)2=(1−2%)
6
(∫ !(4)
!(2)
|f(Us)− m|p3 ds
)1=p1
(!4 − !2)q
where q=2=((1 − 2%)q3). Taking expectations and applying H?older’s inequality with
p=p1 yields
E
(∫ !(4)
!(2)
|f(Us)− m| ds
)2=(1−2%)
6
(
E
(∫ !(4)
!(2)
|f(Us)− m|p3 ds
))1=p1
(E(!4 − !2)q·q1 )1=q1
6
(∫
R
E(|f(Us)− m|p3 I(!26s6!4)) ds
)1=p1
C
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and applying H?older’s inequality with p=p2 this can be bounded by
6C
(∫
R
(E|f(Us)− m|p2·p3 )1=p2 (P(!26s6!4))1=q2 ds
)1=p1
6C(E|f(U0)− m|p2·p3 )1=p1p2
(∫
R
P(!26s6!4)1=q2 ds
)1=p1
¡∞;
since (f(x))p2p36C′h′(x) with some ′¡ 1 and we have the estimate of part (c).
(f) For k ∈N, s; t ∈R, A1; A2; : : : ; Ak ; B1; B2 ∈B(R) letting Y = I(U (s − !2k)∈B1;
U (t − !2k)∈B2)∈F; T = !2k and A= {!2 ∈A1; !4 ∈A2; : : : ; !2k ∈Ak}∈F!(2k) in (26)
we get
P(Us ∈B1; Ut ∈B2; !2 ∈A1; : : : ; !2k ∈Ak)
= P0(U (s− !2k)∈B1; U (t − !2k)∈B2)P(!2 ∈A1; : : : ; !2k ∈Ak):
Set A1 =A2 = · · · =Ak =R to see P(Us ∈B1; Ut ∈B2)=P0(U (s − !2k)∈B1;
U (t − !2k)∈B2), thus $(Us; Ut) is independent of $(!2; !4; : : : ; !2k).
From part (d) it follows that E
∫ !(4)
!(2) |f(Us)−m| ds¡∞, so Fubini’s theorem yields
E-1 =
∫
R
E((f(Us)− m)I(!26s6!4)) ds
=
∫
R
E(f(Us)− m)P(!26s6!4) ds=0:
Since {-k ; k ∈N} forms a sequence of i.i.d. random variables we have for every k ∈N
E(-21) =
1
k
E

 k∑
j= 1
-j


2
=
1
k
E
(∫ !(2k+2)
!(2)
(f(Us)− m) ds
)2
=
1
k
∫ ∞
−∞
∫ ∞
−∞
E((f(Us)− m) (f(Ut)− m)I(!26s; t6!2k+2)) dt ds:
By Fubini’s theorem and by independence of (Us; Ut) and (!2; !2k+2) this is
=
∫ ∞
−∞
U (|s− t|)1k
∫ ∞
−∞
EI(!26s6!2k+2; !26t6!2k+2) dt ds;
and after the substitution r= s− t for s we get
=
∫ ∞
−∞
U (|r|)1k E

(∫ ∞
−∞
I(t ∈ [!2; !2k+2] ∩ [!2 − r; !2k+2 − r]) dt
)
dr
=
∫ ∞
−∞
U (|r|)1k E
(!2k+2 − !2 − |r|)+ dr;
where x+ :=max{x; 0}. The integrand is bounded by ;|U (|r|)| which is integrable over
R by Lemma 7(c) and by the strong law of large numbers the integrand converges to
;U (|r|) as k →∞. Thus, by the dominated convergence theorem the claim follows.
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Now we can follow HorvNath and Khoshnevisan (1996). Since by Lemma 9(f)
E-1 = 0 and E(-21)= ;$2¡∞, the KomlNos et al. (1976) approximation proves the
existence of a Wiener process {W˜ (t); t¿0} on a possibly enlarged probability space
such that∑
16k6x
-k − $√;W˜ (x)= o(x1=2−%) a:s: as x →∞: (30)
We note that in the original formulation of this construction the Wiener process W˜
approximates the partial sums of some redeEned sequence {-′k} which has the same
distribution as {-k}. By a coupling argument (cf. Major, 2000, problem 10) we can
also End a Wiener process such that (30) holds. For t ¿ 0 let k = k(!) be such that
!2k6t6!2k+2. Then we have∣∣∣∣
∫ t
0
(f(Us)− m) ds− $√;W˜
(
t
;
)∣∣∣∣
6
∣∣∣∣
∫ t
0
(f(Us)− m) ds−
∫ !2k
0
(f(Us)− m) ds
∣∣∣∣
+
∣∣∣∣
∫ !2k
0
(f(Us)− m) ds− $√;W˜ (k)
∣∣∣∣+ $√;
∣∣∣∣W˜ (k)− W˜
(
t
;
)∣∣∣∣
= I + II + III:
By Lemma 9(e) and a Borel–Cantelli-type argument∫ !2k+2
!2k
|f(Us)− m| ds=o(k1=2−%) a:s: as k →∞; (31)
thus, ∣∣∣∣
∫ t
0
(f(Us)− m) ds−
∫ !2k
0
(f(Us)− m) ds
∣∣∣∣
6
∫ !2k+2
!2k
|f(Us)− m| ds=o(k1=2−%) a:s: (32)
as k → ∞. Apply the law of the iterated logarithm to the sequence {!2k+2 − !2k}
to see
|!2k − k;|=O(
√
k log log k) a:s: as k →∞; (33)
hence t ∼ k; and with (32) and (30) we get I =o(t1=2−%) and II =o(t1=2−%) as t →∞.
(33) also implies |t=;− k|=O(√k log log k)=O(√t log log t) a.s., so by the modulus
of continuity of a Wiener process (Cs?orgo˝ and RNevNesz, 1981, Theorem 1:2:1: (1.2.3),
p. 30, with aT =
√
T log log T ) yields
III =O((t log log t)1=4(log t)1=2)= o(t1=2−%):
It is well known that W (t) :=
√
;W˜ (t=;) is also a Wiener process and therefore∣∣∣∣
∫ t
0
(f(Us)− m) ds− $W (t)
∣∣∣∣ =o(t1=2−%) a:s: as t →∞:
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Proof of the Corollaries. If G=, Corollary 3 follows immediately. If G= for
some ¿ 0, i.e., Mn=an
d→ then it is well known that X #k := log∗ Xk has distribution
function F#(x)=F(ex) for large x and

(
max
16k6n
X #k − log an
)
= log∗
(
Mn
an
)
d→: (34)
Since f((max16k6n X #k − log an))= g(Mn=an) for large n we reduced the case G=
to the case G= and this can similarly be done if G=. The norming constants
in (34) are not the canonical ones, but under condition (9) the approximation (14)
still holds.
For the other corollaries note that for every f∈M0 there is some ¿ 0 with f∈M.
The central limit theorem is now a consequence of (10) and Slutsky’s theorem. The
laws of the iterated logarithm follow from those for the Wiener process, see Cs?orgo˝
and RNevNesz (1981, p. 36, Theorem 1:3:1∗) for LNevy’s LIL and p. 48 Example 2 for
Chung’s LIL.
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