ABSTRACT A novel framework of signal extraction is proposed based on improved singular spectrum analysis (SSA) and compressed sensing (CS) for laser radar. The improved signal selection method, which locates a cut-off point on the singular spectrum curve, is fused into the SSA to reduce the noise. Afterward, the CS in the wavelet domain is employed to acquire the observation vector, and the improved reconstruction algorithm with a hard threshold denoising method reduces the noise furthermore. The simulations and experiments are performed to verify the superiority of the proposed algorithm compared with other algorithms. The proposed algorithm can enhance a signal-to-noise ratio while reducing the distortion of the received signal.
I. INTRODUCTION
Recently, with the advantages of high precision and high resolution, laser radar is widely used in various fields, such as unmanned vehicles [1] - [3] , remote sensing [4] , [5] , mobile robots [6] , [7] , etc. Laser radars are divided into two categories: direct detection laser radars and coherent laser radars, where direct detection laser radar measures the round-trip time of laser pulse and achieves the distance between the target and itself by using time-of-flight method. It has been noted that ranging distribution and precision of laser radar are directly affected by signal-to-noise ratio (SNR) [8] . Previous works demonstrated that ranging precision declined with the decreasing of SNR [9] . Especially in low SNR, the received signal buried in noise is not detected and recognized using classical analog methods such as peak detection (PD), leading edge detection (LED) and constant fraction discriminator (CFD) [10] , [11] . Thus, it is crucial to extract received signals through denoising methods.
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Fourier transform (FT) [12] , as a classical signal analysis method, is not suitable for non-stationary noisy received signal. In order to reduce noise of nonstationary signal, there are a number of researches available proposing with Time-frequency analysis methods, such as short time Fourier transform (STFT) [13] , discrete wavelet transform (DWT) [14] - [16] , empirical mode decomposition (EMD) [17] , [18] , Singular spectrum analysis (SSA) [19] , etc. Although STFT overcomes the deficiency of FT, it is difficult of finding proper length of window function for achieving ideal denoised effect. The well-known wavelet threshold denoising method derived from DWT has been applied in lidar [20] , imaging process [21] and gear fault diagnosis [22] , etc. The most critical components of wavelet denoising algorithms are threshold function, wavelet base and decomposition level. Previous researches have mainly focused on threshold functions. Donohon proposed the hard and soft threshold function to reduce signal noise [23] . Zhou and Li employed soft threshold function to extract lidar echo signals [15] , [20] . However, hard function will cause additional oscillation and discontinuity point of signal. Since soft threshold function ameliorates signal quality, the similarity between reconstructed signal and original signal is reduced. Hence, some scholars put forward other continuous derivable threshold functions such as the power function [24] , [25] , semi-soft function [21] and sine function [26] . Nevertheless, if the threshold function and threshold are not appropriate for specific signal, the quality of the denoised result is not guaranteed. Moreover, wavelet denoising algorithm cannot achieve high temporal and frequency resolution simultaneously. EMD decomposes the signal adaptively and obtains the complete signal component. But mode mixing and end effect will affect the precision of signal denoising and extraction [27] , [28] .
SSA is a powerful method for studying nonlinear time series and signal processing. It constructs the trajectory matrix according to the observed time series. The signals representing different components are extracted combined with decomposition and reconstruction of trajectory matrix. If signal and noise are regarded as two components of original time series, the boundary point of two groups of signal is especially significant. Traditional selection methods of boundary point are derived from singular value difference spectrum [29] , singular value curvature spectrum [30] , and singular entropy increment [31] . Since there is no obvious distinction between curves depicted by singular value and singular entropy increment except the amplitude. Compared with singular value curvature spectrum, the difference spectrum method is not adequate to distinguish the cut-off point of singular value due to the sparse feature of difference spectrum curve. Thus, it is more convenient by using singular value curvature spectrum. However, peak selection method in Ref [30] is not always efficient for echo signal. Therefore, a novel selection criterion should be updated. What's more, this bound point is not completely accurate, and another denoising method should be utilized.
Compared with above methods, compressed sensing (CS) theory, firstly put forward by Donoho et al. [32] , not only reduces the noise in reconstruction, but also avoids the threshold selection of DWT and EMD methods. Based on CS theory, clean signal is represented as a spot of none-zero elements, which are so-called K-sparsity in certain orthogonal space. Combing with observation matrix and sparsity, the original signal is recovered through specific algorithms, which are primarily separated into two parts: convex optimization algorithms and greedy algorithms [33] . In summary, there are three problems of CS method: sparse decomposition, recovery algorithm and K-sparsity. (1) In the aspect of CS decomposition, both Chen and Qu adopted DCT and FFT to decompose the noisy signal respectively [34] , [35] . However, it is mostly not reasonable to use DCT and FFT because of the Gaussian characteristic of the received laser signal. Despite Zhao exploited detail coefficients to reduce the noise [36] , the recovery signal in every decomposition level is composed of at least one element. Thus, the noise contained in the detail coefficients is not completely removed to all intents and purposes. (2) In addition, compared with greedy algorithms, it is tough to adopt convex optimization algorithm because of the limitations of complexity and computation cost. Contrarily, matching pursuit (MP) and orthogonal matching pursuit (OMP), as representative greedy algorithms, are easy to realize signal recovery [37] . Furthermore, regularized orthogonal matching pursuit (ROMP), compressive sampling matching pursuit (CoSaMP), subspace pursuit (SP) algorithms and generalized orthogonal matching pursuit (GOMP), as modified OMP algorithms, were proposed and used to accelerate convergence on each iteration by exploiting multiple atoms [38] - [41] . (3) Nevertheless, algorithms above require prior knowledge about the sparsity that is not acquired for natural signal. Hence, stagewise orthogonal matching pursuit (StOMP) and stagewise weak orthogonal matching pursuit (SWOMP) were proposed to make up for shortcomings and adaptively reconstruct signal without knowing sparsity in advance [42] , [43] . However, due to existence of wrong atoms, accurate recovery of approximately sparse signal is not guaranteed as well. Moreover, the CS reconstruction is not efficient, once SNR is less than certain threshold.
In order to solve above problems, we proposed improved SSA to realize pre-denoising. Afterwards, the CS theory in wavelet domain is employed to decompose the received laser signal. Both of approximate coefficients and detail coefficients are conducted to recovery signal. The improved GOMP (IGOMP) is proposed to bring about signal reconstruction and enhance denoising effect.
The remainder of the paper is organized as follows. In Section 2, the model of noisy signal is given combing laser radar system. In Section 3, two-stage denoising framework is proposed. The singular value selection method is added to SSA algorithm to reduce the noise. Afterwards, the CS in wavelet domain is employed to acquire the observation vector, and the improved GOMP reconstruction algorithm with hard threshold denoising method enhances SNR furthermore. In Section 4, SNR and peak time error are conducted to evaluate denoised effect with different algorithms. In Section 5, the experiments are carried out and verified the superiority of proposed algorithm for noisy signal. Finally, some conclusions are given.
II. PRINCIPLE OF LASER RADAR
The laser radar consists of laser emitted system, laser receiving system and signal processing system. The working diagram of laser radar is shown in Fig.1 . The pulse laser beam, generated by laser diode and laser emitting circuit, is collimated into the narrow pulse beam with collimated lens. Afterwards, the narrow beam propagates in atmosphere through a 45-degree reflector. Whilst the scattered light reflected from the target irradiates on the avalanche photodiode (APD) through filter and focusing lens, the pulse laser light is converted into the pulse current signal, which is amplified with laser receiving circuit. Thus, the distance between target and laser radar is calculated. Based on literature [8] , the voltage of receiving signal is regarded as linear superposition of two Gaussian functions, and then we can write it as:
where A 1 and A 2 are the amplitudes of two Gaussian functions, respectively, A 3 is the direct current voltage, t 1 and t 2 are the peak time of two Gaussian functions, respectively, and τ 1 and τ 2 are pulse widths, respectively. The noisy signal is represented as:
where V n (t) is noise signal. The probability distribution of noise signal, described as Gaussian distribution, is written as:
where V n is equivalent root mean square (RMS) noise voltage.
III. TWO-STAGE DENOISING ALGORITHM
Two-stage denoising framework is composed of improved singular spectrum analysis and CS denoising in wavelet domain. Fig. 2 displays flow chart of denoising framework. In pre-denoising stage, the cut-off selection method is proposed. In CS denoising stage, the signal is decomposed in wavelet domain, and then adaptive K-sparsity determination method is put forward by using curvature analysis. Finally, the improved recovery algorithm with hard threshold method is employed to enhance the probability of signal reconstruction.
A. IMPROVED SINGULAR SPECTRUM ANALYSIS
Classical SSA method is divided into four steps: data embedding, singular value decomposition (SVD), grouping and diagonal averaging [19] .
1) STEP1: DATA EMBEDDING
The laser noisy signal is:
Hankel matrix is constructed using data embedding method.
Assume that the row number of data embedding is n, and the column number is N − n + 1. The Hankel matrix is represented as:
2) STEP2: SINGULAR VALUE DECOMPOSITION
After data embedding, the matrix H with SVD is rewritten as:
where U and V are orthogonal matrices, and is diagonal matrix, which consists of singular values. Vector groups {u i } of U are the orthonormal normalized eigenvectors of matrix HH T . Vector groups {v i } of V are the orthonormal normalized eigenvectors ofmatrix H T H.
Considering the l = rank(H ), the Hankel matrix can be expressed as:
where the singular values are listed in descending order:
3) STEP3: GROUPING
Based on the grouping principle, the set of indices {1, . . . , l} are partitioned into I G irrelevant subsets I 1 , I 2 , . . . , I G . Let I i = {i 1 , . . . , i p } be the ith subset. The subset matrix and Hankel matrix can be expressed as
4) STEP4: DIAGONAL AVERAGING
By applying diagonal averaging method to H I i = (a ij ) (N −n+1)×n , the zth element of signal reconstruction components RC I i is given by:
In fact, the original signal is recombined as:
According to reference [29] , singular values of are nonzero for the noisy signal. The characteristic of singular values is:
Let G be 2, and determine k using specific method. We can construct the denoised signal by Eqs. (9) and (10) . In this paper, we adopt singular value curvature spectrum. We select k value traditionally according to the peak location. There is no evidence showing that the peak location is optimal especially in case of multi peak curve. Moreover, we reduce partial noise to ensure the efficiency of denoising method based on CS theory using the SSA method. In order to choose a better k value, we relax the requirements and put forward the two selection rules. The flow chart of proposed method is shown in Fig. 3 .
The procedure is outlined as follows:
Step1: Find local peak points of curvature amplitude curve θ p , p = 1, 2, 3 · · · .
Step2: Define threshold θ T as mean(σ k ) + q 1 · std(σ k ), and q 1 is adjustable factor. Let the minimum curvature point θ p min be greater than the threshold θ T . The ratio of energy from start point to θ p min to noisy signal energy is detonated as r 1 .
Step3: Define the ratio of energy from start point to θ m , m = 1, 2, 3 · · · to noisy signal energy as r 2m . Set threshold r 2 . Let the minimum curvature point θ m min be greater than the threshold r 2 .
Step4: If r 1 > r 2 , the location of θ p min is defined as the cut-off point. Otherwise, define location of θ m min as cut-off point.
Step5: The cut-off point is determined and output. In order to estimate the parameter r 2 , the noisy signal sequence, whose absolute value is three times larger than the estimated noise, is selected. The parameter r 2 is calculated by these selected signal parts.
Since we reduce the partial noise, the received voltage signal still contains residue noise. It is necessary to use denoised method based on CS theory.
B. COMPRESSED SENSING IN WAVELET DOMAIN
The clean signal x, denoted as N × 1 column vector of space R N , can be expressed with the linear combination of the base vectors {ψ i |i = 1, 2, . . . N }. Thus, signal x is rewritten as:
where is the orthogonal basis matrix, which is composed of base vectors, α is projection coefficient vector, and α i is represented as α i = x, ψ i , namely, the inner product of signal and ith base vector.
Obviously, x and α are equivalent representation of the same signal. x is time domain representation of the signal, and α is the representation in orthogonal domain. When α i has only K nonzero coefficient, namely K N , signal x is called K -sparsity in certain orthogonal domain. In this case, Eq. (11) is the sparse representation of signal x. According to CS theory, we can use observation matrix ∈ R M ×N (M N ) to conduct adaptively nonlinear transform of signal x, which converts the signal x into observation vector y ∈ R M ×1 .
Substituting Eq. (11) into Eq. (12), the observation vector is rewritten as:
where A is sensing matrix. Since the dimension M of the observation vector y is much smaller than the dimension N of the signal x, we can achieve the purpose of signal compression.
If the signal contain the noise, the noisy signal can be represented as:
where x is the original signal, and n w is the noise. The noisy observation matrix is calculated by substituting Eq. (14) into Eq. (13): where α is the projection coefficient vector of original signal, and α n is the projection coefficient vector of noise. According to the literature [32] , compared the original signal, the noise in the domain is not sparse. In other words, the elements of vector α n are almost nonzero values. Thus, combing the sparse characteristics of original signal, we can retain K useful element to eliminate the noise component and recover signal by solving Eq. (15) . The most direct reconstruction method is by solving Eq. (15) under l 0 norm:
However, the inverse problem of solving Eq. (15) is an NP-Hard problem. Even if optimization problem is solved under l 1 norm, the enormous computation is unavoidable. many researchers have put forward reconstruction algorithm such as MP and OMP algorithm.
In conclusions, three key problems of CS denoising are signal decomposition, determination of K value and signal reconstructs algorithm.
With respect to the signal decomposition, we utilize discrete wavelet transform, discrete Fourier transform and discrete Cosine transform frequently. Owing to the signal feature and wavelet characteristics, noisy signal is decomposed using discrete wavelet base after the signal denoising based on improved SSA method. The diagram block of proposed algorithm is shown in Fig. 4 .
We obtain the signal sequence α = [a n , d n , d n−1 . . . , d o ] T by using DWT. The output signal length through traditionally DWT is equal to input signal length plus filter response length minus one [44] . The total decomposition coefficient number of DWT is greater than that of original signal, which causes the additional component. To avoid redundant signal, output signal sequence are constructed with periodized extension method, followed by periodic convolution. Finally, principal values sequence is taken as the output signal sequence. The observation vector is calculated with a Gaussian measurement matrix by Eq. (15) . Meanwhile, the original length is dramatically compressed. Compared with OMP algorithm, GOMP algorithm has better performance by rigorous proof [41] , and the flow chart of GOMP algorithm is described as Fig. 5 .
The GOMP algorithm needs to know the pre-knowledge of the K -sparsity, and inspired by singular value curvature spectrum, we propose the curvature analysis method to determine sparsity. The curvature function in discrete form is:
The sparsity is determined using the identical method in Section 3. The peak points C p (i) are searched by traversing all points. Find the minimum curvature point C pmin (i) that is greater than the threshold, which is mean(C p ) + q 2 · std(C p ). Meanwhile, in order to compromise between the accuracy and computation cost, we add correlation termination condition, which is expressed as corr(x, α k ) > corr(x, α k−1 ). Thus, the pseudocode of IGOMP algorithm is shown in Table 1 . The whole process is as follows:
Step1: Initialize: iteration count k = 0, estimated list T 0 = 0, residual vector r 0 = y, and selection atom number S.
Step2: If the termination conditions, denoted as r k 2 > ε, k < M /S and corr(x, α k ) > corr(x, α k−1 ), are satisfied, increment k and go to Step3. Otherwise, Go to Step5.
Step3: Calculate the inner product of observation vector and sensing matrix, and select S maximal values. Select atom columns k , which are corresponding to S maximal values. And then, update the estimated list T k Step4: Estimated signal sequenceα k is calculated using least square method. Update the residual vector r k . Go to Step 2.
Step5: Output estimated signal sequenceα. Despite the IGOMP algorithm can recover the elementary contour of original signal, the signal sometimes contains impulse noise on account of the wrong atoms. Moreover, arbitrary greedy algorithm reconstruct signal successfully with a certain probability. Thus, we adopt the hard threshold denoising method to remove the residual noise. In this paper, the hard threshold denoising aims at the detail coefficients, and hard threshold function is expressed as:
where h is the detail coefficient after IGOMP reconstruction algorithm, and T h is the threshold, which is triple standard deviation of estimated noise level. After updating the sequence, the inverse DWT is used to obtain completely denoised signal.
We select n as N /2, the computational complexity of ISSA algorithm is O(N 3 ), and the computational complexity of IGOMP algorithm is O(Klog(N /K )). Therefore, the proposed computational complexity is O(N 3 ), as N is big enough.
IV. SIMULATIONS
On account of the ranging requirement, we evaluate performance of signal denoising with two parameters: SNR, and peak time error (PTE).
SNR is defined as:
where V (t) is the original signal, andṼ (t) is denoised signal. And PTE is:
where t p is ideal time instant with respect to peak voltage, and t d is time instant with respect to peak voltage after de-noising. Assuming A 1 = 0.3V, A 2 = −0.1V, A 3 = 0V, t 1 = 20ns, t 2 = 50ns, τ 1 = 20ns, τ 2 = 30ns, V n = 25mV, time resolution to be 1ns, and the signal length N to be 512, simulation signals are shown in Fig. 6 .
A. PROPOSED ALGORITHM
The paramters are:
The wavelet decomposition level is 6, and the wavelet base is 'db4'. The row number n of data embedding is 256. The parameter r 2 is calculated as 0.8145. It can be seen from Figure 7 (a), the profile of singular value spectrum is complex. According to the proposed curvature spectrum, the threshold, marked as red line, is determined. Meanwhile, 19 singular values are retained. The denoised signal is depicted in Figure 7 (b). The partial noise is diminished. It provides the predenoising for CS denoising algorithm. The sparisity is 16 based on K -sparisity selection method. The denoised results are shown in Figure 7 (d). If we use IGOMP reconstruction algorithm without hard threshold, the denoised signal is incomplete. There would be remained impulse noise, which affects the ranging result. Therefore, the CS denoising method is not always efficient. In order to keep algorithm robust and efficient, the remained impulse noise shall be removed with wavelet hard threshold method. The threshold is based on the noise level of noisy signal. According to fifty sequences of noisy signal, the estimated noise level is 0.0239V, and T h is 0.0711V. Fig. 7 (d) illustrates the recovered signal with hard threshold method (blue line), where the impulse noise is eliminated.
Finally, we compare the wavelet with soft threshold denoising, DFT with GOMP, and propose the algorithm. Comparing with other algorithms, the denoising curve of DFT with GMOP is not smooth due to the residual noise. On the other hand, it is unavailable to achieve the peak voltage or the corresponding time instant correctly. The ranging accuracy is severely limited, whatever the ranging method is used. The curve with soft threshold method is smoother than that of DFT with GMOP. However, partial useful signal VOLUME 7, 2019 is lost. Even if peak time instant of DFT with GMOP is similar to that of the original signal, the peak voltage will be lower than original one. The proposed algorithm could correct this deficiency. The CS with IGMOP prevents the peak voltage decrease. Moreover, the peak inverse voltage is the same as original voltage. It can keep point cloud more precisely for laser radar.
B. ALGORITHM COMPARISION
To compare denoised efficiency, we calculate SNR of different algorithms with different RMS noise voltage. The algorithms adopted are: hard threshold, soft threshold, DFT with GOMP, DWT with GOMP, ISSA + DFT with GOMP, ISSA + DFT with GOMP + smoothing filter, ISSA + Hard threshold, ISSA + Soft threshold and proposed algorithms. The paramters are:
The wavelet decomposition level is 6, and the wavelet base is 'db4'. SNRs and PTEs with different algorithms are shown in Table 2 and 3 respectively. As can be seen from Table 2 , SNR of the proposed algorithm is the best. Meanwhile, SNR of hard threshold is the worst. Whilst equivalent RMS noise voltage is 10mV, SNRs of DFT with GOMP and DWT with IGOMP are higher than those of soft threshold and hard threshold method. Nevertheless, the situation is opposite with lower SNRs. It means that denoised performance based on CS theory with GOMP is limited in low SNRs. After denoising with the proposed ISSA algorithm, SNRs of soft threshold and hard threshold methods are remarkably improved. Additional, SNRs of the two improved threshold methods tend to be consistent with the decrease of noise voltage. However, SNR of DFT with GOMP after denoising signal with ISSA increases slightly. Because the signal is not smooth as indicated in Fig. 7 (e) , we improve SNR with smoothing filter. Although SNR is increased by more than 3dB with different noise using smoothing filter, this algorithm is no better than the proposed algorithm either. In addition to SNR, we focus on PTE based on ranging principle. It can been see from Table 3 that the PTEs of proposed algorithm with different noise are zeros with time resolution of 1ns. Moreover, the PTEs of hard threshold, soft threshold, DFT with GOMP and DWT with GOMP through proposed ISSA are on a downward trend. The PTEs of hard threshold, soft threshold methods with proposed ISSA reduce to 1ns. Two-stage noise algorithm can improve the ranging accuracy and reduce the noise.
C. INFLUENCE OF DIFFERENT PARAMETERS 1) the PARAMETER OF issa ALGORITHM
We have denotated θ T as mean(σ k )+q 1 ·std(σ k ) in Section III. The θ T is determined by parameter q 1 , and it is crucial to decide the value of parameter q 1 . SNRs of proposed algorithm with different q 1 are calculated and shown in Table 4 than those of positive q 1 . Specifically, as the scope of q 1 is from −1 to 0, r 1 is 1. It means that the first stage denoising method is not efficient. Thus, when the noise voltage is higher than 15mV, the q 1 , selected as 0.1, is the best for ISSA algorithm. In higher SNR situation, the q 1 should be selected to be close to 0.
2) THE PARAMETERS OF IGOMP ALGORITHM
In addition to the parameters of ISSA, The number of indices S, observation matrix and dimension M of IGOMP algorithm affect the denoising results as well. Hence, the influences of different parameters on denoised results are furthermore studied. Assuming that the other parameters are the same as part A. Fig. 8 (a) 15mV and 35mV, SNR is highest with S = 2. As the noise is 10mV, SNR of S = 2 is lower than that of S = 3 or S = 5 with 10mV. Generally, SNR is superior with S = 2. From Fig. 8 (a) , SNR is less influenced by parameter S.
Supposing that the other parameters are the same as part A. SNRs of different observation matrices and the dimension M are shown in Fig. 8 (b) . We calculated SNRs of Gaussian matrix, partial Hadamard matrix, Toeplitz matrix and Bernoulli matrix, respectively. Although the compression ratio M /N increases, SNRs corresponding to Gaussian matrix, partial Hadamard matrix and Bernoulli matrix fluctuate around 20dB. The change regulation of partial Hadamard matrix and Bernoulli matrix is identical. The rate of change respect to Gaussian matrix are opposite to the three matrices mentioned above. While M /N is 0.6, SNR is largest for Gaussian matrix. But the computational cost rises in the meantime. After balancing between SNR and computational cost, it is the most suitable for denoising processing by using compression ratio 0.4. It is worth noting that SNRs corresponding to Toeplitz matrix are special. The larger the compression ratio M /N is, the bigger SNR is. Nevertheless, whatever the compression ratio, SNRs of Gaussian matrix, partial Hadamard matrix and Bernoulli matrix are higher VOLUME 7, 2019 than those of Toeplitz matrix. In summary, Gaussian matrix, partial Hadamard matrix and Bernoulli matrix are appropriate for IGOMP algorithm.
V. EXPERIMENTAL
The experiments setup is shown in Fig. 9 (a) . The light source is 1064nm pulse diode-pumped solid-state laser. The laser parameters are listed in Table 5 . The beam divergence angle is 0.8mrad. This small divergence angle is beneficial for laser radar system. The laser beam, as shown in Fig. 9 (b) , exhibits Gaussian distribution. It is therefore substantial for received signal measurement experiment. Although the laser power is adjustable, it is too high to conduct experiments. Therefore, neutral-density filter with attenuation rate 40% is used to control the laser power. The radius of neutral-density filter is 15mm. A 45-degree reflector is mounted on optical platform. The received optical system is mounted on two-axis platform to adjust light path, and the resolution is 10µm. The type of oscillograph is TBS1104. The sampling rate is 1GHz, and bandwidth is 100MHz. When target, as diffusion reflector, is placed at 5m away from laser radar, the original voltage signal is shown in Fig.9 (c) . We fit the curve for received signal. The fitting results are: A 1 = −3.027V, A 2 = 1.046V, A 3 = 2.446V, t 1 = 6.12ns, t 2 = 5.071ns, τ 1 = −6.767ns, τ 2 = 2.653ns, A 3 = 2.4V.
In order to compare denoised effect, another measurement experiment was carried out. The distance between target and laser radar is 5m. Original waveform is shown in Fig. 10 (a) , and maximum value is approximately 100mV at 0ns. On account of electromagnetic radiation interference of power supply, coupled noise, as an impulse noise, is mixed with receiving signal. The signal length is 2048. The paramters of denoised signal are set as: q 1 = 0.01, S = 3, M /N = 0.5. q 2 = 0.1, T h = 0.0129V. The wavelet decomposition level is 6, and the wavelet base is 'db4'. The demonised result retain the peak of signal with wavelet hard threshold method, but the noise still exists. Although the noise removed with wavelet soft threshold method, the signal amplitude diminishes as well. Rather than removing noise, the DFT with GOMP algorithm distorts signal furthermore. The denoised effect of DWT with GOMP algorithm is better than that of wavelet soft threshold method. However, there are partial spike noises mixed in signal. Comparing with above algorithms, proposed algorithm shows outstanding performance. The partial spike noise is removed, yet the peak voltage does not attenuate.
In order to analyze denoised results of different parameters, the denoised experiments of proposed algorithm with different parameters are carried out and shown in Fig. 11 . The parameters are the same as mentioned above. The denoised signal of Fig. 11 (a) is similar to that of Fig. 10 (e) . According to the simulation results, in this situation, the first-stage denoising method is disabled, and the spike noise exists. When q 1 is 0.1, the noise and peak value diminish simultaneously. The peak value is about −0.05mV, and the denoising performance is not the best. Combined with the simulations, due to 4.3mV noise level, the best q 1 should be lower than 0.1. From Fig. 11 (c) and (d) , it is tough to select parameter S, which should be adjusted in experimentally. Finally, from Fig. 11 (e) and (f) , if the threshold is larger than recommended value, the signal reduces to certain extent. The larger the threshold is, the smaller the peak value would be.
VI. CONCLUSION
The principle of laser radar is introduced, and the received signal model is described. The cut-off point among singular values is determined by SSA algorithm fused with singular value selection method. Furthermore, the CS denoising algorithm based on improved GOMP reconstruction algorithm with hard threshold denoising method enhances SNR. SNR and peak time error calculation are conducted to evaluate denoised effect among different algorithms. The experimental setup is built up, and the de-noising experiments are carried out.
Some conclusions are achieved: (1) The proposed ISSA algorithm can keep the useful signal and cut down the noise. In addition, after using ISSA algorithms, the performances of other denoised algorithms are of varying degrees improvement through simulations. (2) CS denoising algorithm based on IGOMP with hard threshold denoising method eliminates the spike noise. Meanwhile, the failure probability of IGOMP is smaller than that of OMP. (3) Compared with other algorithms, the proposed algorithms performance is the best.
Our future work focus on full-waveform ranging accuracy based on the proposed algorithm, especially in multi-target ranging applications. Since the laser beam irradiates on multi targets and the partial scattered light from target at long range is weak, the proposed algorithm is suits well for this situation. HAO YANG is currently pursuing the M.E. degree with Hohai University, China. His research interests include mobile robot and motor control.
