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第二章 平台的支持环境 传统的支持环境基于过程 —进程模型
存在作进程间通讯复杂 重用性差及编程模型复杂的缺点 分布式对
象技术通过采用封装 抽象和多态很好的解决了这些问题 其代表是
DCOM 讨论了 DCOM 的分布式 面向对象等特点  
第三章 基于 DCOM 的通用分布式科学可视化平台 DOSVP 及其
多服务器支持 在采用 DCOM 作为支持环境后 必须重新设计可视化
平 台 的 系 统 结 构 以 适 应 支 持 环 境 的 变 化 利 用
Supervisor-Worker-Div_Combiner 模型 并分别对象化 DOSVP 由代理
计算服务对象 划分与归并服务对象 计算服务对象管理器和平台编
程环境五部分组成 通过将与算法无关的 Supervisor 合并 透明实现了
多服务器的支持  
第四章 DOSVP 中的多种分布并行模型 DOSVP 中采用了数据流
和 Supervisor —Worker — Div-Combiner 并行模型 为了进一步提高并行
性 提出了数据微流水线和功能微流水线及其相应的运行控制算法  
  


















In this article We analyze the shortcoming of current platforms of 
Distributed ViSC, then we give a platform of Distributed ViSC-DOSVP 
which based on Distributed Object technology — DCOM and discuss the 
characters of DOSVP-MultiServer and the distributed and parallel model. 
This article contains four chapters. 
Chapter 1 : The shortcomings of the current platform and our work. 
Distributed ViSC have made progress in Distributed Displaying, 
Distributed Computing and Distributed Cooperation. General Distributed 
ViSC platform can help users to develop Distributed ViSC application by 
providing visual programming interface and Distributed Displaying and 
Distributed Computing. But there are shortcomings in supported 
environment and parallelism. We use Distributed Object technology as 
supported environment and micro pipeline to overcome these shortcomings. 
Chapter 2 : Supported environment. 
Traditional supported environments are based on procedure-process 
model, which make it difficult to process IPC, Programming and reusability. 
Distributed Object technology can solve these problems by using 
encapsulation, abstract and polymorphism. So we use Distributed Object 
technology-DCOM to construct the system. 
Chapter 3 : General Distributed ViSC platform based on DCOM and 
MultiServer. 
In this chapter we give a general Distributed ViSC platform-DOSVP. 
DOSVP consists of five components: Agent, Object of Computing service, 
Object of Divide and Combine service, Object Manager of Computing 
service and programming environment. DOSVP also can support 
MultiServer by using parallel model of Supervisor-Worker-Div_combiner. 
Chapter 4 : Distributed model in DOSVP. 
In DOSVP, there are four types of Distributed model which are 
Dataflow model, Supervisor-Worker-Div_combiner model, Data micro 
pipeline and Function micro pipeline. And we also discussed how to control 
these parallelisms. 
 
Keywords: Distributed ViSC, Distributed Object, DCOM, MultiServer, 
Micro Pipeline. 
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第一章  绪论 
 









忽略掉了 科学计算可视化(Visualization in Scientific Computing 简称
为 ViSC 又称为科学可视化 Scientific Visualization 简称为 SV)[1]首
先就是作为一种帮助研究者理解数据 发现大量数据中所蕴含的自然
规律的数据表示方法和工具而提出并形成的 研究者利用 ViSC 进行视
觉计算 将计算结果可视化 用图形或图像来表征数据 从中发现规
律 更进一步 利用即时视觉反馈技术 研究者借助于特定的工具驾
驭(动态控制)计算过程 不仅对数据进行实时显示 而且可以交互修改
原始数据 边界条件 其他参数或算法 辅助研究者更深刻地理解计
算过程 其次 ViSC 提供了一种有效的人与人 人与数据之间实现图
象通讯的手段 使人们不仅可用文字进行交流 还可利用可视图象进
行交流 这为交流如人脑图谱 流体流动仿真等信息提供了一种有效
的手段 更 进 一 步 利 用 协 同 科 学 计 算 可 视 化 (Cooperative 
Visualization)[2][3] 异地科学家通过高速网络实时传输图象 共同研讨
同一个问题 将更有利于科学发现  
ViSC 的处理对象是科学数据 如体数据可视化 不仅数据量大
而且计算量大 对计算机的存储和计算能力要求很高 更进一步的驾




对第二种策略 发展了三种体可视化专用机 VIRIM VORGUE



























学可视化中 计算环境本身即是分布的 因此 分布式科学可视化
(Distributed ViSC 简称为 DViSC)也成为 ViSC 的一个重要方向   
 
1.1.2 分布式 ViSC 概述 
 






图形硬件的发展 分布式 ViSC 逐渐从后处理型向驾驭 协同分布方向
发展 并且利用新型的人机界面 —虚拟现实(Virtual Reality)来显示可视





化环境 SDSC NetV[23]  
分布式 ViSC 软件系统也有很大进展 开发了很多针对特定问题的
软件包 如 NASA Ames 研究中心开发了 Plot Surf GAS FAST 等
后处理软件 为了提高系统的灵活性和减少应用人员的开发负担 人
们开发了通用的分布式科学可视化平台 如 AVS 公司的 AVS Ohio 大
学的 apE 等  
 
1.1.3 通用 DViSC 开发平台 
 
为了便于在分布式系统上开发分布式科学可视化应用 开发了通
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境 用户通过选取模块 构造出模块流水线 并运行流水线 则原始
数据经过一系列的变换生成图形或图象 这三种可视化平台也各有特
色 从分布式的角度看 它们在支持环境和并行性上有较大的区别  
apE 直接利用 unix 作为其分布式支持环境 利用管道及远程 shell
来实现数据流动的控制和任务的分布 在并行性上 通过将任务模块
分布到多台机器上运行 有一定的并行性 但是其一个任务模块在某
台固定的机器运行 未将模块用并行算法实现 因此其并行性不强  
MOVADP 为了克服采用 unix提供的低层协议如 TCP/IP 开发应用
会导致对协议的依赖性强 及 unix自身为单机实现 对 DViSC 应用开
发支持有限的缺点 采用通用的分布式计算平台 PVM[17]做为支持环境
PVM 能够将多台异构机器构成一台虚拟并行机 实现了分布透明 为
DViSC 的的开发提供了一个较好的平台 MOVADP 也实现了模块的分




布 而是利用分布式图形库来支持并行处理  
以上三种通用可视化平台的支持平台虽然各不相同 然而它们共
同的特点是基于传统的过程 进程模式 在 socket 或 RPC 上提供 API
这些 API 的抽象层次比 socket RPC 高 但平台开发用户还是要处理
很多有关通讯的问题 如数据打包 解包等 同时 也难于支持重用
和多服务器 对于以 unix作为支持平台 还缺乏基本的分布式透明性
在并行性方面 MOVADP 提供了最优的并行性 在模块和模块内实现
了并行 但是对于很多可视化问题 通过在模型级的分析 可以发掘





象技术 DCOM 作为分布式科学可视化的支持平台 与传统的过程 进
程模式相比 分布式对象技术为对象 线程模式 它具有以下优点  
1 对象实现了更高层次的抽象 不再需要管理通讯细节的问题
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3 分布式对象具有分布透明性 分布式对象利用注册表进行定




的系统结构 因为 apE MOVADP 浙大的分布式环境都是特定于其
分布式支持环境的 不可能作为分布式对象下的系统结构 本文提出
基于分布式对象 DCOM 的系统结构 DOSVP(Distributed Object 
Scientific Visualization Platform) DOSVP 由代理 计算服务对象 划分
与归并服务对象 计算服务对象管理器和流图构造器等组成 一个代



















支持环境 分布式对象技术 DCOM 
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的支持有限 或基于并行编程环境如 PVM 提供了一种有效的编程环
境和模式 但是这些模式都基于传统的过程概念 难于实现重用和解
决异构互操作性的问题 或基于专用平台 可以提高效率却难以推广
但是这些系统都是基于传统的过程 —进程概念 利用 API 调用来实现
分布式计算 利用消息传递来实现进程间通讯 过程 —进程模型的主
要缺点是  
1 实现进程间通讯的操作低级 复杂 如在以 unix 为支持的环境
中 用 socket 或 TLI 等传输层编程界面来实现进程间通讯 进
程必须解决数据打包 解包 传输等一切事情 这些操作复杂
繁琐且易出错 以 PVM 为支持的环境中 本身建立在 socket 之
上 抽象层次比 socket 高 但要发送消息[17] 也要经历初始化
缓冲区 数据打包 发送三步 接收消息要经历接收及拆包两
步 仍很复杂  
2 重用性差 利用 API 编制的程序 在异构环境中的重用性差
只有通过源代码的剪贴才能实现重用  
3 编程模型复杂 这一方面由于通讯的复杂 导致了编程的复杂




为此 大家的共识是引入分布式对象技术  
 







引入到分布式系统中 形成分布式对象技术 似乎是很简单的事 因
为对象是自备的具有离散特点的实体 对象之间仅通过消息传递作为
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OO 对象 类 继承 
 
仅支持分布式实体的对象技术只能叫做基于对象的系统 但是如
果要严格按照 Wegner 的定义实现分布式对象的继承又是很困难的 因
为通常的面向对象程序设计语言(OOPL)都是采用指针作为构造的基本
设施 在分布的情况下 不同机器之间的能见度低 使用指针困难
因此在很多采用对象作为分布计算的基本构造的系统中 都放弃了继
承性 只是基于对象的系统 而不是面向对象的系统[18]  
面向对象比基于对象具有更多的优点 但是在分布式系统下 却
难于实现传统意义下的继承 因此 John.R.Nicol 等提出[7] 将分布式
系统中的面向对象定义修改为  
 








细节 实现细节不能在定义这个对象的外面访问  
封装的主要单元是对象 一方面其中包含了对象的状态及操作的






这个定义是 Wegner 定义的推广 可以认为封装 抽象和多态对应
于对象 类和继承 但是 封装更则强调了模块性 而没有一定要对
象的概念 抽象也可以不限于类 可以扩展为类型等 多态则更强调
了共享 而不是实现共享的途径 如继承机制 还可以通过其他如子
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向对象的分布式对象技术 前者如如为并行机 DOOM 开发的
对象语言 POOL T 后者如 Smalltalk 的分布式扩展 Distributed 
Smalltalk C++语言的分布式扩展 Distributed C++等  
2 按对象的实现可分为基于二进制对象的分布式对象技术和基
于源代码对象的分布式对象技术 前者如 Microsoft 公司的
DCOM 对象 后者如各种分布式面向对象语言如 DC++
Distributed Smalltalk 等 通过头文件和类库予以支持  
3 按实现的层次可分为语言级 操作系统级和对象模型级[10]  
语言级主要是把现有的面向对象语言加以扩充 如 Smalltalk 扩
充为 Distributed Smalltalk C++扩充为 Distributed C++和 COOL
或设计新的语言 如 DOWL 这种解决方案的局限性较大 推广
特定的语言不容易  
操作系统级为一些基于对象或面向对象的操作系统 如
Ameba Nexus Eden Argus Clouds等 最新的操作系统如 Windows 
NT Pink WorkPlace 等 也采用面向对象技术 有丰富的应用程
序接口 可以更好的支持分布对象计算   
对象模型级如 ISO 的 ODP(Open Data Process) OMG/CORBA
Microsoft 公司的 OLE/DCOM IBM 公司的 DSOM  
 
统一的对象模型较易实现 且易于达到分布计算的要求 因此标





DCOM(Distributed Component Object Model 分布式构件对象模型)
是 Microsoft 公司为回应 CORBA 模型而在 COM(Component Object 
Model 构件对象模型)的基础上发展起来的 实际上 由于 COM 模型
概念比较完善 DCOM 对 COM 在概念上未做大的扩展 只在支持库
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信 作为一种分布式对象模型 DCOM 也提出了自己的对象模型 以
明确其语义 同时 DCOM 对象也体现了分布式环境下的面向对象计




 对任一给定的平台(硬件及操作系统的结构) DCOM 定义了一个
在内存中设计虚拟函数表(V 表)以及通过 V 表调用函数的标准方法 通
过这样一种二进制标准 使得不同的开发者只要遵循这一标准 开发
出来的构件可以达到互操作性 屏蔽了分布式下的异构平台的差异
另外 由于 DCOM 是一种二进制标准 不是源代码标准 因此凡是能
通过指针调用函数的语言(如 C C++ Ada 等)都可以用来编写构件
保证了 DCOM 的语言独立性  
 
(2) 对象模型 
为了明了对象的语义 DCOM 定义了对象模型 在 DCOM 中 对
象是一些对系统的其余部分提供某种服务的 已编译的一段代码 接
口这个概念在 DOCM 的对象模型中具有很重要的作用 甚至可以认为
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何改动 也不需要重新编译 保证了向后兼容性  
DCOM 对象也具有持续性的特征 这是通过对象维护一个引用计
数器来实现的 当引用此对象时 对象调用方法 AddRef 增加引用计数






一个系统要能称为分布式面向对象的 必须实现了 封装 抽象




在 DCOM 中 不支持基于继承的多态 而利用聚集(Aggregation)
来支持共享 这里的聚集指 A 对象公布了 a 接口 虽然它本身并没有
实现 a 接口 但是它知道有某个 B 对象实现了 a 接口 当有客户调用 a
接口时 A 对象仅仅是去调用 B 对象的 a 接口 因此 B 对象实现的 a





讯等有关工作 使得设计者不必考虑构件的通讯机理问题 位置 名
字等  
DCOM 采用 LRPC 和 RPC 来实现构件之间的通讯 如图 2.2 当
客户应用程序与服务应用程序处于同一台机器时 采用 LRPC 进行通
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图 2.2 DCOM 通讯透明 
 
DCOM 提供 GUID(Global Unique IDentify 全局唯一标识)这种平
面式的命名方式来命名对象和接口 每个 GUID 为一个 128 位的唯一








DCOM 很好地解决了传统支持环境的面临的问题  




3 编程模型 开发用户开发出弱耦合的对象 将对象组合则构成
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第三章 基于 DCOM 的通用 DViSC 平台 DOSVP 
 
 





1  可视化编程界面 
目前的通用通用平台都具有可视化的编程界面 提供了模块
库 流图组建工具 运行控制等工具 使用户不用编写任何代码
只需以可视化的方式从模块库中选择所需的模块 构成数据流图
运行数据流图 即可将原始数据可视化  
2  多服务器支持 
多服务器支持指对于某一功能利用 系统中存在着若干个完成
相同服务(Equal Service)功能的 Server 即 Client 与 Server 之间存
在着 1:N(N 1)的关系 Client 面对的不再是单一的 Server 而是
存在着逻辑关系的 Server 集 多服务器系统具有更好的服务透明
性 扩展性及容错性[15]  





3  良好的并行支持 
在以前的通用平台中 采用的并行支持方法有模块并行 即将
各模块分布到不同的机器上并行运行 模块内数据分解并行 即





3.2 DOSVP 系统结构 
 
为了实现上述目标 根据面向对象的思想 首先要确定系统中的
对象和类 将哪些作为对象 因为在 DCOM 的支持下 一切都可以设
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何提高效率 以分布并行计算来获得实时效果 因此 将什么设计成
DCOM 对象是首先要考虑的问题 其次 DCOM 不提供分布式的目录
服务 因此各对象的位置都是局部的 只在本机注册 需要考虑如何
实现位置透明 另外 对象的其他信息 如是否运行 运行状态等也
要加以管理  
为此 我们主要考虑可视化算法的主要策略 Divide and Conquer(分
而治之) 引入了 Supervisor-Worker-Div_Combiner 模型来作为划分对象
的依据  
 
3.2.1 Supervisor-Worker-Div_Combiner 模型 
 
Supevisor-Worker-Div_Combiner 模型(图 3.1)类似于文[6]的 
图 3.1  Supervisor-Worker-Div_Combiner 模型 
 
Supervisor-Worker-Collector 模型 是分而治之策略的一种具体模型 但
是文[6]中的 Supervisor 要负责任务的划分 此处的 Supervisor 则不负责任务
的划分 只实现维持全局的数据结构及任务的分配 Worker 则实现具体的子
任务计算 并返回结果 Div_Combiner 则完成任务的划分与结果的归并  
 
3.2.2 DOSVP 的结构 
 
根 据 上 述 的 设 计 目 标 和 根 据 以 上 的
Supervisor-Worker-Div_Combiner 模型 设计并实现了一个原型系统
— DOSVP(Distributed Object Scientific Visualization Platform) 其系统结
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