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Abstract In this paper, a relatively recent method, namely the Differential Transform Method (DTM), is
applied to devise a simple scheme for solving the Fokker–Planck equation and some similar equations.
The method can easily be applied to many linear and non-linear problems and is capable of reducing the
size of computational work. The approach also introduces the solution in the form of a rapidly convergent
series. Illustrative examples are provided to demonstrate the applicability and efficiency of the technique.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
The Fokker–Planck equation arises in a wide variety of
natural science, including solid-state physics, quantum optics,
chemical physics, theoretical biology and circuit theory. The
Fokker–Planck equation was first utilized by Fokker and
Planck [1] to describe the Brownian motion of particles. If a
small particle of mass, m, is immersed in a fluid, the equation
of motion for the distribution function,W (x, t), is given by:
∂W
∂t
= γ ∂vW
∂v
+ γ kT
m
∂2W
∂2v
, (1)
where v is the velocity for the Brownian motion of a small
particle, t is the time, γ is the fraction constant,K is Boltzmann’s
constant and T is the temperature of fluid [1].
∗ Corresponding author. Tel.: +98 273 3392012; fax: +98 273 3392012.
E-mail addresses: taranome2009@yahoo.com (S. Hesam),
nazemi20042003@yahoo.com (A.R. Nazemi), Ahmadbin@yahoo.com
(A. Haghbin).
Peer review under responsibility of Sharif University of Technology.
1026-3098© 2012 Sharif University of Technology. Production and hosting by Els
doi:10.1016/j.scient.2012.06.018The Fokker–Planck equation in general form can be stated
as [1]:
∂u
∂t
=

− ∂
∂x
A(x)+ ∂
2
∂x2
B(x)

u, (2)
with the following initial condition:
u(x, 0) = f (x), x ∈ R, (3)
where u(x, t) is an unknown function. In Eq. (2), B(x) > 0 is
called the diffusion coefficient and A(x) is the drift coefficient.
The drift and diffusion coefficients may also depend on time,
i.e.:
∂u
∂t
=

− ∂
∂x
A(x, t)+ ∂
2
∂x2
B(x, t)

u. (4)
It can be easily seen that Eq. (1) is a special case of the
Fokker–Planck equation,where the drift coefficient is linear and
the diffusion coefficient is constant. Eq. (2) is an equation of
motion for the distribution function, u(x, t), which is called the
forward Kolmogorov equation. The similar partial differential
equation, which is known as the backward Kolmogorov
equation, is given by Risken [1]:
∂u
∂t
=

−A(x, t) ∂
∂x
+ B(x, t) ∂
2
∂x2

u. (5)
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∂u
∂t
=

−
N
i=1
∂
∂xi
Ai(x)+
N
i,j=1
∂2
∂xi∂xj
Bi,j(x)

u, (6)
with the initial condition:
u(x, 0) = f (x), x = (x1, . . . , xN) ∈ RN . (7)
There is an extension of the Fokker–Planck equation. The non-
linear Fokker–Planck equation provides useful mathematical
models for a variety of interesting areas such as plasma physics,
surface physics, population dynamics, biophysics, engineer-
ing, neurosciences, nonlinear hydrodynamics, polymer physics,
laser physics, pattern formation, psychology andmarketing [2].
The nonlinear Fokker–Planck equation in one variable has the
form:
∂u
∂t
=

− ∂
∂x
A(x, t, u)+ ∂
2
∂x2
B(x, t, u)

u. (8)
For N variables, x1, . . . , xN , it can be written as:
∂u
∂t
=

−
N
i=1
∂
∂xi
Ai(x, t, u)+
N
i,j=1
∂2
∂xi∂xj
Bi,j(x, t, u)

u, (9)
where x = (x1, . . . , xN). It is clear that if Ai(x, t, u) = Ai(x)
and Bi,j(x, t, u) = Bi,j(x), then the nonlinear Fokker–Planck
equation (9) reduces to the linear Fokker–Planck equation (6).
The numerical and analytical approximate solutions of the
Fokker–Planck equation have been intensively studied since
the work of Risken [1]. Since then, several methods have
been proposed to find the solution of this equation [3–13].
Some of these methods use transformation in order to reduce
equations into simpler equations or systems of equations
and some other methods give the solution in a series form
which converges to the exact solution. For example, variational
iteration and homotopy perturbation methods [10] and the
Adomian decomposition method [11] have been developed
to obtain exact and approximate analytical solutions of the
Fokker–Planck equation.
Motivated by the above discussions, in the present work, we
are concernedwith the application of theDTM for the linear and
nonlinear Fokker–Planck equations and Kolmogorov equation.
The DTM was first applied in the engineering domain in [14].
The DTM is a numerical method based on the Taylor series
expansion, which constructs an analytical solution in the form
of a polynomial. The traditional high order Taylor seriesmethod
requires symbolic computation. However, the DTM obtains a
polynomial series solution by means of an iterative procedure.
Recently, the application of DTM is successfully extended to
obtain analytical approximate solutions to various linear and
nonlinear problems [15–41].
The paper is organized as follows. In Section 2, theoretical
aspects of the method are discussed. In Section 3, several
examples with analytical solutions in one and two dimensional
cases will be given to show the effectiveness of the proposed
method. Conclusions are given in Section 4.
2. Analysis of the differential transformmethod
As in [42–45], the basic definitions and fundamental
operations of the DTM are defined as follows.The two-dimensional differential transform of the function,
w(x, y), is defined by the following formula:
W (k, h) = 1
k!h!

∂ (k+h)w(x, y)
∂xk∂yh

(x=x0,y=y0)
, (10)
where w(x, y) is the original function and W (k, h) is the
transformed function. The inverse differential transform of
W (k, h) is defined as:
w(x, y) =
∞
k=0
∞
h=0
W (k, h)(x− x0)k(y− y0)h. (11)
Combining Eqs. (10) and (11), it can be obtained that:
w(x, y) =
∞
k=0
∞
h=0
1
k!h!

∂ (k+h)w(x, y)
∂xk∂yh

(x=x0,y=y0)
× (x− x0)k(y− y0)h. (12)
When (x0, y0) are taken as (0, 0), the function, w(x, y), in
Eq. (12) is expressed as the following:
w(x, y) =
∞
k=0
∞
h=0
1
k!h!

∂ (k+h)w(x, y)
∂xk∂yh

(x=0,y=0)
xkyh, (13)
and Eq. (11) is shown as:
w(x, y) =
∞
k=0
∞
h=0
W (k, h)xkyh. (14)
In real applications, functionw(x, y) by a finite series of Eq. (14)
can be written as:
w(x, y) =
n
k=0
m
h=0
W (k, h)xkyh. (15)
The fundamental mathematical operations performed by the
two dimensional differential transform method can readily be
obtained and are listed in Table 1.
The three-dimensional differential transform of function
w(x, y, t) is defined as:
W (k, h,m) = 1
k!h!m!

∂ (k+h+m)w(x, y, t)
∂xk∂yh∂tm

(0,0,0)
, (16)
where w(x, y, t) is the original function and W (k, h,m) is the
transformed function.
The inverse differential transform function of function
W (k, h,m) is defined as:
w(x, y, t) =
∞
k=0
∞
h=0
∞
m=0
W (k, h,m)xkyhtm, (17)
and from Eqs. (16) and (17) can be concluded that:
w(x, y, t) =
∞
k=0
∞
h=0
∞
m=0
1
k!h!m!
×

∂ (k+h+m)w(x, y, t)
∂xk∂yh∂tm

(0,0,0)
xkyhtm. (18)
The fundamental mathematical operations performed by the
three dimensional differential transform method are listed in
Table 2.
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Original function Transformed function
w(x, y) = u(x, y)∓ v(x, y), W (k, h) = U(k, h)∓ V (k, h)
w(x, y) = αu(x, y) W (k, h) = αU(k, h)
w(x, y) = ∂u(x,y)
∂x W (k, h) = (k+ 1)U(k+ 1, h)
w(x, y) = ∂u(x,y)
∂y W (k, h) = (h+ 1)U(k, h+ 1)
w(x, y) = ∂(r+s)u(x,y)
∂xr ∂ys W (k, h) = (k+ 1)(k+ 2) · · · (k+ r)(h+ 1)(h+ 2) · · · (h+ s)U(k+ r, h+ s)
w(x, y) = u(x, y)v(x, y) W (k, h) =kr=0hs=0 U(r, h− s)V (k− r, s)
w(x, y) = xmyn W (k, h) = δ(k−m, h− n) = δ(k−m)δ(h− n) =

1, k = m, h = n
0, otherwise
w(x, y) = ∂u(x,y)
∂x
∂v(x,y)
∂x W (k, h) =
k
r=0
h
s=0(r + 1)(k− r + 1)U(r + 1, h− s)V (k− r + 1, s)
w(x, y) = ∂u(x,y)
∂y
∂v(x,y)
∂y , W (k, h) =
k
r=0
h
s=0(s+ 1)(h− s+ 1)U(r, h− s+ 1)V (k− r, s+ 1)
w(x, y) = ∂u(x,y)
∂x
∂v(x,y)
∂y W (k, h) =
k
r=0
h
s=0(k− r + 1)(h− s+ 1)U(k− r + 1, s)V (r, h− s+ 1)
w(x, y) = u(x, y)v(x, y)z(x, y) W (k, h) =kr=0k−rt=0hs=0h−sp=0 U(r, h− s− p)V (t, s)Z(k− r − t, p)
w(x, y) = u(x, y) ∂v(x,y)
∂x
∂z(x,y)
∂x W (k, h) =
k
r=0
k−r
t=0
h
s=0
h−s
p=0(t + 1)(k− r − t + 1)U(r, h− s− p)V (t + 1, s)Z(k− r − t + 1, p)
w(x, y) = u(x, y) ∂v2(x,y)
∂x2
W (k, h) =kr=0hs=0(k− r + 2)(k− r + 1)U(r, h− s)V (k− r + 2, s)
w(t) = t W (k) = δ(k− 1)
w(x, y) = xmeat W (k, h) = ahh! δ(k−m).
w(x, y) = ey−x W (k, h) = 1hh! (−1)
k
k!Table 2: The operations for the three-dimensional differential transform method.
Original function Transformed function
w(x, y, t) = u(x, y, t)∓ v(x, y, t) W (k, h,m) = U(k, h,m)∓ V (k, h,m)
w(x, y, t) = αu(x, y, t) W (k, h,m) = αU(k, h,m)
w(x, y, t) = ∂u(x,y,t)
∂x W (k, h,m) = (k+ 1)U(k+ 1, h,m)
w(x, y, t) = ∂u(x,y,t)
∂y W (k, h,m) = (h+ 1)U(k, h+ 1,m)
w(x, y, t) = ∂u(x,y,t)
∂t W (k, h,m) = (m+ 1)U(k, h,m+ 1)
w(x, y, t) = ∂(r+s+p)u(x,y,t)
∂xr ∂ys∂tp W (k, h,m) = (k+1) · · · (k+ r)(h+1) · · · (h+ s)(m+1) · · · (m+ p)U(k+ r, h+ s,m+ p)
w(x, y, t) = u(x, y, t)v(x, y, t) W (k, h,m) =kr=0hs=0mp=0 U(r, h− s,m− p)V (k− r, s, p)
w(x, y, t) = ∂u(x,y,t)
∂x
∂v(x,y,t)
∂y W (k, h,m) =
k
r=0
h
s=0
m
p=0(k−r+1)(h−s+1)U(k−r+1, s, p)V (r, h−s+1,m−p)3. Numerical results
In this section, we present some numerical examples to
illustrate the method.
Example 3.1. Consider Eq. (3) with:
f (x) = x, x ∈ R.
Let in Eq. (2), A(x) = −1 and B(x) = 1.
According to the DTM,we obtain the following components:
(h+ 1)U(k, h+ 1) = (k+ 1)U(k+ 1, h)
+ (k+ 1)(k+ 2)U(K + 2, h), (19)
and:
U(k, 0) = δ(k− 1) =

1 k = 1,
0 otherwise. (20)
Substituting Eq. (20) into Eq. (19), we have:
U(k, 1) =

1 k = 0,
0 otherwise.
Substituting all U(k, h) into Eq. (14) and after some manipula-
tions, we obtain the closed form series solution as:
u(x, t) =
∞
k=0
∞
h=0
U(k, h)xkth = x+ t
which is the exact solution of the problem.Example 3.2. Consider Eq. (3) with:
f (x) = sinh(x), x ∈ R,
and assume that coefficients A and B in Eq. (4) are in the
following form:
A(x, t) = exp(t) coth(x) cosh(x)+ exp(t) sinh(x)
− coth(x),
B(x, t) = exp(t) cosh(x).
Using the DTM, we obtain the following relations:
k
r=0
h
s=0

−2δ(k− r)+ (−2)
k−r
(k− r)! +
(2)k−r
(k− r)!

× (h− s+ 1)U(r, h− s+ 1) =
k
r=0
h
s=0

−4δ(r)
+ 5
2r!(h− s)! −
(−3)r
2r!(h− s)! +
5(−1)r
2r!(h− s)!
− 3
r
2r!(h− s)!

U(k− r, s)+
k
r=0
h
s=0

− 1
2r!(h− s)!
+ (−3)
r
2r!(h− s)! −
(−1)r
2r!(h− s)! +
3r
2r!(h− s)!

× (k+ 2− r)(k+ 1− r)U(k+ 2− r, s)
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k
r=0
h
s=0

− (−2)
r
r! +
2r
r! −
2
r!(h− s)! +
2(−1)r
r!(h− s)!

× (k+ 1− r)U(k+ 1− r, s), (21)
U(k, 0) = 1
2

1
k! −
(−1)k
k!

. (22)
Substituting Eq. (22) into Eq. (21) and by a recursive method,
we have:
U(k, 1) = 0, k = 0, 2, 4, . . .
U(1, 1) = 1, U(3, 1) = 1
6
, U(5, 1) = 1
120
· · ·
U(k, 2) = 0, k = 0, 2, 4, . . .
U(1, 2) = 1
2
, U(3, 2) = 1
12
, U(5, 2) = 1
240
· · ·
U(k, 3) = 0, k = 0, 2, 4, . . .
U(1, 3) = 1
6
, U(3, 3) = 1
36
, U(5, 3) = 1
720
· · ·
...
U(k, h) = 1
2h!

1
k! −
(−1)k
k!

.
Substituting all U(k, h) into Eq. (14), we obtain the exact
solution of the problem as:
u(x, t) =
∞
k=0
∞
h=0
U(k, h)xkth = exp(t) sinh(x). (23)
Example 3.3. Consider the backward Kolmogorov equation (5)
with drift and diffusion coefficients given, respectively, by:
A(x, t) = −(x+ 1),
B(x, t) = exp(t)x2.
Let the initial condition in Eq. (3) be given by:
f (x) = x+ 1, x ∈ R.
Employing the DTM, we have:
(h+ 1)U(k, h+ 1) = (k+ 1)U(k+ 1, h)
+
k
r=0
h
s=0
δ(r − 1, h− s)(k− r + 1)U(k− r + 1, s)
+
k
r=0
k−r
t=0
h
s=0
h−s
p=0
1
s!δ(r − 2, h− s− p)
× (k− r − t + 2)(k− r − t + 1)U(k− r − t + 2, p), (24)
U(k, 0) = δ(k− 1)+ δ(k). (25)
Substituting Eq. (25) into Eq. (24) and by a recursive method,
we get:
U(0, 0) = 1, U(1, 0) = 1, U(2, 0) = 0,
U(3, 0) = 0, U(4, 0) = 0, . . .
U(0, 1) = 1, U(1, 1) = 1, U(2, 1) = 0,
U(3, 1) = 0, U(4, 1) = 0, . . .
U(0, 2) = 1
2
, U(1, 2) = 1
2
, U(2, 2) = 0,
U(3, 2) = 0, U(4, 2) = 0, . . .U(0, 3) = 1
6
, U(1, 3) = 1
6
, U(2, 3) = 0,
U(3, 3) = 0, U(4, 3) = 0, . . .
U(0, 4) = 1
24
, U(1, 4) = 1
24
, U(2, 4) = 0,
U(3, 4) = 0, U(4, 4) = 0, . . .
...
U(k, h) =
 1
h! k = 0, 1
0 otherwise.
Substituting all U(k, h) into Eq. (14), we have series solution as
follows:
u(x, t) =

1+ t + t
2
2
+ t
3
3! + · · ·

(x+ 1).
As a result, the exact analytical solution is of the form:
u(x, t) = exp(t)(x+ 1).
Example 3.4. In this example, we consider Eq. (6) with:
A1(x, y) = x,
A2(x, y) = 5y,
B1,1(x, y) = x2,
B1,2(x, y) = 1,
B2,1(x, y) = 1,
B2,2(x, y) = y2.
Let the initial condition Eq. (7) be:
f (x, y) = x, x, y ∈ R.
Implementing the DTM we have:
(m+ 1)U(k, h,m+ 1) = −2U(k, h,m)
−
k
r=0
h
s=0
m
p=0
(h− s+ 1)U(r, h− s+ 1,m− p)
× δ(k− r, s− 1, p)
+
k
r=0
h
s=0
m
p=0
δ(k− r, s− 2, p)(h− s+ 1)(h− s+ 2)
×U(r, h− s− 2,m− p)
+
k
r=0
h
s=0
m
p=0
δ(k− r − 1, s, p)(r + 1)
×U(r + 1, h− s,m− p)+ 2(k+ 1)(h+ 1)
×U(k+ 1, h+ 1,m)
+
k
r=0
h
s=0
m
p=0
δ(k− r − 2, s, p)(r + 1)(r + 2)
×U(r + 2, h− s,m− p), (26)
U(k, h, 0) = δ(k− 1)δ(h). (27)
Substituting Eq. (27) into Eq. (26) and by a recursive method,
we achieve:
U(k, h, 0) =

1 k = 1, h = 0
0 otherwise,
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 1
m! k = 1,
0 otherwise,
U(0, h,m) = 0, ∀h, ∀m.
Substituting all U(k, h) into Eq. (14), the series solution is
obtained as follows:
u(x, y, t) =

1+ t + t
2
2
+ t
3
3! +
t4
4! + · · ·

x.
As a result, u(x, y, t) is determined in a closed form by:
u(x, y, t) = x exp(t).
Example 3.5. Finally, we apply the DTM on the nonlinear
Fokker–Planck equation. Consider Eq. (8) with:
A(x, t, u) = 4u
x
− x
3
,
B(x, t, u) = u,
and:
f (x) = x2, x ∈ R.
Using the DTM, we have:
k
r=0
h
s=0
δ(r − 2, h− s)(s+ 1)U(k− r, s+ 1)
= 1
3
k
r=0
h
s=0
δ(r − 2, h− s)U(k− r, s)
+ 4
k
r=0
h
s=0
U(r, h− s)U(k− r, s)
+ 1
3
k
r=0
h
s=0
δ(r − 3, h− s)(k− r + 1)U(k− r + 1, s)
− 8
k
r=0
k−r
t=0
h
s=0
h−s
p=0
δ(r − 1, h− s− p)U(t, s)
× (k− r − t + 1)U(k− r − t + 1, p)
+ 2
k
r=0
k−r
t=0
h
s=0
h−s
p=0
δ(r − 2, h− s− p)(t + 1)
×U(t + 1, s)(k− r − t + 1)U(k− r − t + 1, p)
+ 2
k
r=0
k−r
t=0
h
s=0
h−s
p=0
δ(r − 2, h− s− p)
×U(t, s)(k− r − t + 1)(k− r − t + 2)
×U(k− r − t + 2, p), (28)
U(k, 0) = δ(k− 2). (29)
Substituting Eq. (29) into Eq. (28) and by a recursive method,
we acquire:
U(k, 0) =

1, k = 2,
0, otherwise,
U(k, 1) =

1, k = 2,
0, otherwise,
...
U(k, h) =
 1
h! , k = 2,
0, otherwise.Substituting all U(k, h) into Eq. (14), the series solution is
archived as follows:
u(x, t) =

1+ t + t
2
2
+ t
3
3! +
t4
4! + · · ·

x2.
Hence, the solution in a closed form is:
u(x, t) = x2 exp(t).
4. Conclusion
The differential transform method was employed success-
fully for solving the Fokker–Planck equation. This method finds
an exact solution of the equation using the initial condition
only. The present method reduces the computational difficul-
ties of the othermethods and all the calculations can bemadeby
simple manipulations. On the other hand, the results are quite
reliable. The present study has confirmed that the differential
transform method offers great advantages of straightforward
applicability, computational efficiency and high accuracy. The
differential transform method needs less work in comparison
with traditionalmethods. Therefore, thismethod can be applied
to many complicated linear and non-linear problems and does
not require linearization, discretization or perturbation.
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