In this paper we present a general strategy for screening discrete variations in organic synthesis. The strategy is based upon principal properties, i.e. principal component characterization of the constituents defining the reaction system. The first step is to select subsets of test items from each class of constituents defining the reaction space, i.e. substrates, reagents, solvents, catalysts, etc., so that the selected items from each class cover the properties considered. The second step is to construct a candidate matrix which contains all possible combinations of the items in the subsets. This matrix is a full multilevel factorial design. The third step is to assign a tentative model for the screening experiment and to construct the corresponding candidate model matrix. The fourth step is to select experiments to yield an experimental design that spans the variable space efficiently and that also gives good estimates of the model parameters. We present an algorithm that uses singular value decomposition to select experiments. The proposed strategy is then illustrated with an example of the Fischer indole synthesis.
INTRODUCTION
Organic synthesis is an experimental science. An important field of research is the development of efficient procedures for carrying out specific transformations. This often involves tedious work to elaborate reactions into efficient and optimum synthetic methods. There are two general problems encountered in this process. First, it will be necessary to determine which combination of reagent(s), co-reagent(s), catalyst, solvent, etc. will afford the most promising result and thus merit further exploration. Second, how should the detailed experimental conditions in this reaction system be adjusted to obtain an optimum result? For the second type of problem there is an abundance of established techniques for designing and analyzing experiments. For the first type of problem, strategies are still in their infancy. The present paper addresses this problem.
We present a sequential strategy for the systematic exploration of discrete variations in organic synthesis.
PROBLEM DESCRIPTION
The essential features of the problem can be described using the reaction space depicted in Figure 1 . The axes of the reaction space define variations in the nature of the different constituents (substrate, reagents, solvent, etc.) that define the reaction system. The entire reaction space is defined as the union of all possible combinations of the constituents. An experimental design for exploring the reaction space defines a selection of test systems that cover the space as efficiently as possible. In a screening experiment, where the objective is to find suitable design systems for further elaboration, a design which gives a large spread of design points in the reaction space is appropriate. If the objective is to analyze how a gradual change in the properties of the constituents in the reaction system exerts an influence on the result, a design with a more uniform distribution of design points would be a suitable choice.
The number of experiments to be run will of course depend on the complexity of the question posed to the experimental system. If the objective is to find a combination of reagent, co-reagent, catalyst and solvent that can carry out a specific transformation, e.g. a critical step in a multistep synthesis, the goal is reached when a useful combination has been found. For this reason a good design strategy must be sequential and interruptible after each experimental run. If the objective is to determine the scope and limitations of a new reaction, the design must select test items so that the critical properties of the system can be identified. This will require a series of experiments to ensure that the systematic variation in the system has been explored.
To tailor a detailed strategy for this type of design, we need to quantify the axes of the reaction space.
Principal properties
This can be accomplished through the principal properties for the classes of the various constituents. A thorough discussion of this concept is given in the book by Carlson [1] . The following is only a brief outline.
When a molecule takes part in a reaction or when it interacts with its surroundings, the outcome is determined by the properties at the molecular level. However, such properties cannot be measured directly. Some molecular properties can be estimated through quantum chemical modeling, while others can be linked to observed properties through physical chemical models. Generally speaking, molecules can be characterized by their properties, and observable properties can likely be assumed to be observable manifestations of intrinsic molecular properties. In several respects the members of the classes of constituents defining the axis in reaction space can be assumed to be similar. For example, if a reaction is to be developed with ketones as substrates, the class of ketones defines the set of substrates. They share the same functional group and are in this respect similar. The variations in the nature of the side chains of the ketones make the various ketones slightly different with respect to their observable properties. Assuming that the observable properties can be used as probes of the intrinsic properties, we can analyze the variation in the intrinsic properties. We can also assume that observable properties which depend on the same intrinsic property will be more or less correlated with each other over the set of molecules and that observable properties which depend on different intrinsic properties will not be strongly correlated. An analysis that takes these assumptions into account can be carried out through principal component modeling of the observed variation in the properties over a set of ketones. Assume that each ketone is characterized by a set of k molecular property descriptors, {q 1 , q 2 , …, q k }. Assume also that these descriptors have been chosen so that they are likely to pick up those molecular properties we believe will exert an influence on the outcome of the reaction to be studied. We shall of course use all background knowledge and all prior information to select relevant descriptors. This means that which descriptors to choose will depend on which reaction we intend to study.
A set of n ketones will define an n Â k descriptor matrix Q. For convenience, assume also that Q has been mean centered and that each descriptor has been scaled to unit variance. This matrix displays two types of variation: vertically, it shows the variation in the properties between ketones; horizontally, it shows the variation over a set of ketones between descriptors. These variations can be isolated and displayed by a principal component factorization of Q. This yields
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where T = [t 1 , t 2 , …, t A ] is the score matrix defined by the eigenvectors t i (i = 1, …, A) of the correlation matrix QQ T ; the matrix P T is the transpose of the loading matrix defined by the eigenvectors p i (i = 1, …, A) of the variance-covariance matrix Q T Q (P = [p 1 , p 2 , …, p A ]). A matrix of residuals, E, will occur when the number of components p i included in the model is less than the number of original descriptor variables.
The number of significant components, A, can be determined by cross-validation [2] . The principal component analysis constitutes a projection of the n object points in the k-dimensional descriptor space onto an A-dimensional hyperplane spanned by the eigenvectors p i . The elements t ij of the score vectors t i are orthogonal projections of the object j on the eigenvector p i . The principal component model describes the systematic variation in the properties over a set of compounds. The nonsystematic random variation is collected in the residual matrix E. The benefit of this procedure is that the number of variables we need to consider for taking the systematic variation into account will be less than the number of original descriptor variables. We use the term principal properties to define the correlative pattern of the original descriptors as portrayed by the eigenvectors of property matrices. As the eigenvectors are orthogonal, we can assume that they reflect independent intrinsic properties. We can then use the eigenvectors to define the axes of the reaction space and the corresponding score values t ij to quantify the variation along these axes. A plot of the score vectors against each other, a score plot, e.g. t 1 vs t 2 , displays the scatter of the object points projected onto the first two eigenvectors. Objects that are close to each other in the k-dimensional descriptor space will be close to each other in the score plot. Conversely, objects that are dissimilar to each other and hence located far from each other in the descriptor space will be projected far from each other in the score plot. This forms the basis of the present strategy. When there are only a few dimensions of the reaction space to consider, a selection of the corresponding test candidates can be made from a visual inspection of the corresponding score plots. A discussion is given by Carlson [1] . In the general case, however, the complexity of the problem increases rapidly as the number of dimensions in the reaction space increases. To obtain a suitable design for the selection of test items in a screening experiment, the design should fulfil certain desired criteria. In the next section we outline such a strategy.
Scope of the problem
Assume that we wish to explore a condensation reaction between a ketone {substrate} and an active methylene compound CH 2 Z 1 Z 2 , where Z 1 and Z 2 are electron-withdrawing groups {reagent} in the presence of a Lewis acid {catalyst} and a proton-abstracting Brønsted base {co-reagent} in a solvent. The reaction space is spanned by {substrate}, {reagent}, {co-reagent}, {catalyst} and {solvent}. If we limit the selection to commercial available chemicals, we can choose among approximately 80 ketones, 30 active methylene compounds, 120 Lewis acid catalysts, 60 Brønsted bases and 150 common solvents. This yields roughly 2⋅6 Â 10 9 possible combinations, a prohibitively large number, and therefore an exhaustive study is precluded.
Assume that each class of constituents has been characterized by its principal properties determined from descriptors we consider to be relevant for the problem under study. For convenience we can assume that two principal components are sufficient for each class. From the corresponding score plots it is then possible to select a subset of test items from each constituent class so that the selected test items span the range of variation of interest. With two principal components this is easily done by visual inspection. Assume that 10 items from each class have been chosen. This yields a total of 1⋅0 Â 10 5 possible combinations, which is still a prohibitively large number. Often the situation is less complicated than in the above examples. A common situation is that the experimenter wishes to analyze, for example, combinations of solvents and catalysts for a series of test substrates. Nevertheless, even fairly simple cases can easily yield a large number of possible combinations, often in the range of thousands to some tens of thousands of possible combinations, which of course also precludes an exhaustive study.
We suggest that these difficulties can be overcome by using the principal property score values of the items in the selected subsets of possible test items as design variables and constructing a design with desired properties from these variables. For this we need a model that relates the outcome of the experiment to the properties of the experimental system.
Models for screening
Let y be the value of the measured response, i.e. the outcome of the experiment, e.g. yield, a measure of selectivity or the specific rate. It is reasonable to assume that the value of y will depend on the nature of the reaction system and that there is some kind of functional relationship between y and the properties of the system, i.e.
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Since the principal property scores are measures of the molecular properties we assume to be relevant, we can assume that the essential variation in y can be modeled as a function of the principal properties, i.e.
y f principal properties " 3
Assume that k principal properties are sufficient to span the systematic variation in the reaction space and let x i (i = 1, …, k) be the corresponding score values. The functional relationship can then be expressed as
It is difficult, however, to derive an analytical expression for f based upon purely theoretical considerations, but an approximate model can be determined by the following reasoning. The outcome of a chemical reaction depends on the energetics of the chemical system. The transformation of starting materials into reaction products can be described as a movement on a potential energy surface, from one minimum defined by the starting materials to another minimum defined by the products. The energy barrier to surmount is related to the rate of the reaction, and the energy differences between the energy minima are related to equilibria. Rates and equilibria determine the results of interest in synthetic chemistry. How shallow the minima are and how high the energy barriers are will depend on the properties of the constituents of the reaction system and the detailed experimental conditions. Perturbation of the properties of the reaction system will change the positions of the minima and maxima of the potential energy surface and hence alter the outcome of the reaction. It is reasonable to assume that a gradual change in the properties will produce a gradual change in the shape of the potential energy surface. For this reason we assume that for screening experiments a sufficiently good approximation of f can be accomplished by a truncated Taylor expansion of f expressed in the principal property variables x i :
How many terms to include in the model will depend on how detailed information is desired. A model with only linear terms i x i makes it possible to determine whether or not variations in the properties of the constituents have any significant influence at all and which properties are important. If the model is augmented with cross-product terms ij x i x j , it is possible to evaluate interaction effects between constituents of the reaction system. Such interactions are always to be expected. An example will illustrate this. If the solvent is changed, the solvation of dissolved species is changed and this is likely to influence the reactivity and hence the outcome of the reaction. Since the extent of solvation and the nature of such interactions between the solute and the solvent are dependent on the properties of the solvent and the properties of the solute, we can expect interactions between the corresponding principal properties. This can be accounted for mathematically by a corresponding cross-product term in the model. If also square terms ii x 2 i are included, it is possible to describe non-linear effects. We strongly recommend that interaction effects should always be considered when scope and limitations are to be determined.
The roles played by the principal properties of the constituents of the reaction space can be assessed from the values of the model parameters 0 , i , ij and ii . The problem is thereby reduced to finding an experimental design from which the model parameters can be estimated. We assume that in the general case a second-order Taylor expansion will be sufficient, i.e.
Previous work
Experimental design based upon principal properties for exploring different dimensions of the reaction space is discussed by Carlson [1] . Exploration of the reaction space using designs based on principal properties in combination with fractional factorial designs has been discussed by Carlson and Lundstedt [3] . We previously presented another method [4] for solving the problem, based on Fedorov's iterative algorithm [5] . The algorithm was based on the D-optimality criterion [1] A similar approach to the design problem has been given by Martin et al. [6] in the context of designing combinatorial libraries.
The problem with the D-optimality approach is that the model matrix X has to have full column rank. In some cases this will not be the case, as we will show later, and therefore the D-optimality approach will fail. If methods that require full column rank are to be used, the model in Equation (6) might have to be modified. In a totally new experimental situation this is not desirable.
Another possible solution to the problem of D-optimality with a rank-deficient candidate model matrix X, as has been suggested by one referee, would be the following procedure. First decompose X into principal components. Then use the corresponding PC scores as new variables and determine a D-optimal design by some exchange algorithm. Since algorithms for the construction of D-optimal designs necessitate the computation of variance functions of all possible candidate points as well as the computation of intermediary determinants, such a procedure will be computationally intensive, especially when the candidate matrix is large. The procedure outlined below avoids this problem and yields optimal designs that span the possible experimental variations without using extensive computations.
METHOD
In this section we will first give a mathematical interpretation of the problem described above and then present an algorithm that solves the problem.
Outline of strategy
We suggest that the design is constructed in two steps. The first step is a selection of reasonable test candidates from each class of constituents of the reaction space. This selection is made so that the range of variation of interest to the chemical problem is spanned by the selected items. The second step is to construct a matrix D of candidate experiments. This matrix will thus represent a multilevel full factorial design in the selected discrete settings of the variables of the reaction space. From D a candidate model matrix C is constructed by appending a column of ones, columns of the crossproducts of the variables, and columns with squared variables included in the model. In the general case, C is very large.
In the following subsections we present how to select a small subset of M experiments from C so that the systematic variation in the reaction space can be explored, i.e. an experimental design. This selection will be denoted by the matrix X.
Mathematical interpretation of the problem
Assuming we can describe the outcome of each experiment by a second-order Taylor expansion model as given in Equation (6), we can express the result of performing M experiments in matrix notation as y Xb " " " " " " " "
where X is as defined in the previous subsection. Now the best estimate of the coefficients b in the least-squares sense is
where X † is the pseudoinverse of X, as given by singular value decomposition (SVD) [7] . If the matrix X has full column rank, the pseudoinverse simplifies to
which affords the ordinary least squares (OLS) estimate of b. It is of course also possible to fit the model by PLS. We have chosen the pseudoinverse to demonstrate the design procedure. An optimal design for fitting the model through the pseudoinverse method will also be a good design for fitting the model by PLS. We now define the optimal matrix X as the matrix minimizing
where X is a matrix with M rows selected among the rows of the candidate matrix C, so that the mean squared error of the model parameters b is minimized:
Inserting (8) into (11) yields
Under the assumption that the experimental error e is independent of X and E {e} = 0, we obtain
Since X † X is a projection matrix P X onto the row space [8] of X, Equation (13) simplifies to
where P c X is the projection matrix that projects on the orthogonal complement of the row space of X. This term decreases when the rank of X increases. Thus, if X has full column rank, the second term in (14) vanishes and the error reduces to
This leads to the first step of our algorithm, where we select rows from a matrix of candidate experiments so that the rows of the experimental model matrix X are as orthogonal as possible. Doing this, X will have maximum possible rank and the second term in (14) is minimized. The second step in the algorithm then appends X with rows that minimize (15). This will not alter the value of the second term in Equation (14). It can be shown that minimizing (15) is equivalent to minimizing
where 2 k ; k 1; 2; F F F ; r, are the eigenvalues of X T X and r is the rank of X. The proof is given in Appendix II.
The algorithm
In this subsection we will show how to use SVD to select the experiments we want to perform. The algorithm consists of two steps. First we choose a number of rows equal to the rank of the candidate matrix. The second step then deals with selecting additional rows.
3.3.1.
Step 1: creating a maximum rank matrix X. Any m Â n matrix C can be factored into
where the columns of U are eigenvectors of CC T and the columns of V are eigenvectors of C T C. If the rank of C is r, the r singular values on the diagonal of S are the square roots of the nonzero eigenvalues of CC T and C T C. Furthermore, if C has rank r, the first r columns of V form an orthogonal basis for the row space of C, and the first r columns of U form an orthogonal basis for the column space of C. Another useful property of the columns in V is that the first one points out the direction in which we have the largest variation in the row space, the next column points out the second most important direction, etc. If, using as few experiments as possible, we wish to span the row space of C and at the same time cover as much of the total variation as possible, selecting the experiments as the first r columns of V is optimal. In a real-life situation, however, it is not likely that we can set up experiments that satisfy this. What we have to do instead is to select the row in C that is the most parallel to the first column in V; that is, choose the row c Below we explain how this procedure then can be repeated to select as many rows as the rank r of the candidate matrix. The algorithm can be summarized in the following steps.
1. Let C 0 be the original candidate matrix, consisting of all possible experiments. 2. Factor C j (where C j is the candidate matrix after j iterations) in U, S and V using singular value decomposition (SVD).
Select the row c
T i from C j that is most parallel to the first column in V, by finding the row that maximizes abs c to the rank of C 0 ).
3.3.2.
Step 2: adding rows to the design. The algorithm above yields a design which spans the reaction space. It is possible, however, to decrease the uncertainty in the model parameters by performing additional experiments. In this subsection we show how to do this so that (16) will be minimized.
To include additional rows, we select the row that increases the smallest singular value of X the most. This is achieved by selecting the row that has the largest component in the direction of v T r , i.e. the singular vector corresponding to the smallest singular value. The reason for this is that no singular value can decrease if a matrix is appended with an additional row [9] , and the sum in Equation (16) will be smallest if all 2 k are equal. The implementation of this is very similar to the implementation of the first step of the algorithm. A more straightforward but much more computationally demanding way of appending the design is to test all possible candidate experiments and choose the one that decreases the sum in (16) the most. We have tested this, but did not find any significant improvement at all.
Design matrix
The actual experimental design is obtained from X by identifying the test items from their corresponding principal property scores.
CHEMICAL EXAMPLE
The acid-catalyzed rearrangement of phenyl hydrazones from ketones is known as the Fischer indole synthesis. Phenyl hydrazones derived from dissymmetric ketones can give rise to two regioisomeric indoles (see Figure 2 ). An extensive study to clarify the roles played by the properties of the catalysts and solvents for determining the regioselectivity of the reaction has been published by Prochazka and Carlson [10] . The problem to solve was to determine whether or not there exists a combination of catalysts and solvents which can give a regioselective reaction. To illustrate the strategy suggested in this paper, we will use the data from the book by Carlson [1] .
Data
The reaction space consists of ketones, Lewis acid catalysts and solvents. From the principal property projections shown in Figures 3-5 , the test items summarized in Tables I-III were selected. For ketones, the u parameter, described by Charton [11] , was included to take possible effects of steric congestions into account.
We note that the sole purpose of this example is to illustrate our suggested strategy. We have chosen this example for four reasons 1. The test items used in the experiments were chosen by their principal properties. 2. The experiments were carried out by a single experimenter and the data are therefore consistent. 3. The data set contains a sufficiently large number of experiments. 4. The data were available.
The total number of combinations is 600 possible experiments. Of these, 296 were tested experimentally, and out of these, 162 experiments afforded the Fischer indole reaction. The response y is the regioisomeric excess, RE. These experiments are summarized in Appendix I.
Since we have used only the 'successful' experiments in the data set, we agree, at least in part, with the comment by one referee that this is not a true screening experiment. If, as in this case, we consider the specific question posed to the experimental system, i.e. 'Is there a combination of catalyst and 
Computational results
In this subsection we will show that the present algorithm can be used to obtain good predictive models from fewer experiments than were used in the study by Prochazka and Carlson [11] . A candidate model matrix C was constructed from the experiments in Appendix I using the variables shown in Tables I-III and expanding these variables into columns with cross-products and squared variables. The effective rank of C was found to be 35, out of 44 columns. We have fitted a second-order polynomial model (Equation (6)) using a least squares estimator. The model has then been used to predict the outcome of all 162 experiments. The variance of the resulting prediction errors is plotted in Figure 6 as a function of the number of selected experiments used for the least squares fit. We see from the figure that the prediction error variance drops rapidly once maximum column rank is reached. Performing more than around 50 experiments would be a waste of time.
We note that the algorithm produces a set of experiments ordered so that the first experiment represents the direction through the reaction space with the largest variance. The following experiments are ordered in decreasing order of how much of the remaining variance they describe. This is an advantage of the method, since the ordered set of experiments can be used in explorative experimental studies conducting one experiment at a time, when the objective is to find a useful combination of regent, solvent, catalyst, etc. Since the experiments are chosen to be as orthogonal to each other as possible, each new experiment provides new and complementary information as was obtainable from the previous experiments. This allows for a systematic search of the efficient dimensions of the reaction space. It may well be that a satisfactory result is obtained early and in that case we do not have to run experiments to reach a maximum rank. If the objective is to examine in detail how the properties of the constituents influence the outcome, then of course we need good estimates of the model parameters. To achieve this, we see in Figure 6 that at least 35 experiments are needed in the present case.
DISCUSSION AND CONCLUSIONS
In this paper we have presented an algorithm for the construction of optimal experimental designs, for exploring the discrete variations defined by the reaction space. We note that this problem is identical to the problems encountered in combinatorial chemistry in drug research when the objective is to construct target molecules from sets of discrete building blocks. Provided that these sets have been characterized by property descriptors, the presented algorithm can be used to design combinatorial libraries. These libraries will then efficiently cover the variation spanned by the building blocks.
In previous work the D-optimality criterion has been used for constructing optimal designs. When the candidate matrix does not have full column rank, the D-optimality approach will fail. This is the case in the presented example of the Fischer indole synthesis. It is possible, however, to obtain a good predictive model even when the model matrix does not have full column rank. The problem of model fitting with rank-deficient X matrices can be solved by using PLS, as was pointed out by one referee. We have used the pseudoinverse to fit the models. However, the method used to fit the model does not solve the design problem.
In the previous section we show that our algorithm can handle this case with very good result. In an experimental situation where the chemist removes certain combinations of the constituents, since he immediately realizes that these combinations will not work, the effective rank of the candidate matrix might be affected. This is similar to the case in the example presented in this paper, where we have used only those experiments which actually afforded the Fischer indole reaction. It was suggested by one referee that it would be appropriate to scale and center the variables in the candidate matrix and to center the variables of the candidate model matrix. We agree that this facilitates the interpretation of the estimated model. However, it will not change the efficient rank of the matrix and hence not the efficient dimensions of the reaction space necessary to explore. There is, however, another aspect related to scaling that deserves a comment. The basis of the proposed design strategy is the characterization of the constituents of the reaction space by their corresponding principal properties. When these are determined, the original matrix of chemically relevant descriptors is scaled and centered prior to the principal component analysis. The scaling of the chemical information is actually made at this point. When the particular test items are then selected from the corresponding principal property score projections, the chemist makes a selection that spans the range of variation of interest. This means that selected items showing a large range of variation do so because the chemist is interested in a large variation in these principal properties. It would therefore be inappropriate to scale away this important chemical background information.
The presented algorithm is fast, numerically stable and easily implemented on a standard PC. The example presented in this paper was processed with a MATLAB implementation of the algorithm on a 200 MHz Pentium-based computer. The execution time was less than 30 s.
Below is a summary of the proposed strategy 1. Analyze the problem and determine the classes of constituents defining the reaction space. Determine which response(s) should be measured. 2. Define pertinent descriptors for these classes. Compile descriptor data for possible test items of each class. Determine the principal properties. 3. Use the score plots of the principal properties to select subsets of test items from each class so that the desired spread of the molecular properties is covered by the selected test items. 4. Determine the candidate design matrix as a full factorial design in the discrete settings defined by the selected test items. Transform this matrix into a matrix where candidates are replaced by the corresponding principal property scores. 5. Assign a tentative Taylor expansion model for the screening. 6. Compute the candidate model matrix C by appending columns corresponding to terms in the model (constant, cross-product and square terms). 7. Use the presented algorithm to select experiments that span the row space of C. 8. If desired, use the second step of the presented algorithm to select additional experiments to improve the model fit.
9. Run the experiments and fit the model. Assess the significance of the variables.
Confirm conclusions by experiments!
The above strategy yields an experimental design by selecting one experiment at a time.
Step 7 selects experiments that span the row space of C, i.e. the significant dimensions of the reaction space. Since we select experiment vectors that are as parallel as possible to the singular vectors, this procedure peels off one dimension at a time of the reaction space in a sequence of decreasing variance. It there are experiments that are perfectly parallel to the singular vectors, this procedure will yield a perfectly D-optimal design that spans the row space. However, it is not likely that there are experiments that are perfectly parallel to the singular vectors. The present algorithm yields a design that is the best approximate choice. In step 7 the number of experiments is augmented by selecting complementary experiments in those directions through the reaction space in which the information given by the previous experiments is feeble. This improves the condition number of the design and optimizes the design toward the criterion given in Equation (16). Owing to the sequential nature of the design construction procedure, we cannot claim that this strategy yields the ultimately best design available for estimating the model parameters (e.g. according to the D-optimality criterion). Nevertheless, we claim that a design constructed according to the above principles is good enough for the purpose discussed in the present paper. In this appendix we show that, minimizing J E f" " " " " " " " T X yT X y " " " " " " " "g 19 is equivalent to minimizing 
