Each matrix representation : G ?! GL n (K) of a nite group G over a eld K induces an action of G on the module A n over the polynomial algebra A = K x 1 ; ; x n ]. The graded A-submodule M( ) of A n generated by the orbit of (x 1 ; ; x n ) is studied.
Introduction
Each matrix representation : G ?! GL n (K) of a nite group G over a eld K induces an action of G on the free IN-graded module A n over the algebra A = K x 1 ; ; x n ] of polynomials.
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In this article we consider the graded A-submodule of A n generated by the orbit (G)(x) = f (g) 2 6 6 4 x 1 . . . x n 3 7 7 5 : g 2 Gg A n :
When K is algebraically closed and its characteristic does not divide the group order, we give a decomposition (Theorem 5.6) of this module M( ), which re ects the decomposition of into irreducible representations. The basic components of this decomposition are certain generic modules, an up-to-date exposition about which can be found in the monograph 3]. We are interested in the possibility of recovering numerical invariants of the representation -the multiplicities and dimensions of its irreducible constituents -from numerical invariants of the module M( ) -its Hilbert series and Betti numbers. Since the later can be computed quite e ciently by Gr obner bases methods, this may provide a way of computing the representation invariants as well. We use our decomposition theorem to derive expressions for the rank rk( ), the rst and second Betti numbers 0 ( ); 1 ( ), and the Hilbert series H( ; t) of M( ). We show that, if the representation is multiplicity-free, then the Hilbert series su ces to recover the dimensions of the irreducible constituents of .
Then we turn to study generic modules, those generated by the columns of a generic matrix, from a Gr obner bases perspective. We prove that determinantal relations form a Gr obner basis for the syzygies on a generic matrix with respect to any lexicographic order, and construct Gr obner bases for the generic modules themselves as well. As a by product of our consideration of initial modules, we obtain the Hilbert series of a generic module. While the Hilbert series could be also computed from the free resolution (see 5] and 3, Section 2]), our derivation is direct and self contained. As a result, we obtain the expression for the Hilbert series H( ; t) of an arbitrary representation .
The study of the module generated by the orbit (G)(x) is interesting also from a geometric point of view. If F is an extension eld of K then a point in F n is generic if its coordinates are algebraically independent over K. The module structure of (G)(x) gives information on the structure of the orbit (under the induced action of G on F n ) of any generic point. In this respect it is desirable, though will not be carried here, to study (for example, the rank of) the A-submodules generated by arbitrary subsets of the orbit (G)(x). These submodules arise in the study of matroids and other objects de ned on the G-orbits and in the study of the strati cations of F n induced by them 11]. Though we assume here that the eld K is algebraically closed, we note that in some cases of interest (see 11]) such as representations of the symmetric group, these results hold over the reals and rationals as well. The paper is organized as follows. In the next section we x some terminology. In Section 3, the module M( ) of a linear representation is intrinsically de ned by means of the symmetric algebra. In Section 4, we provide a decomposition of M( ) in terms of the modules M( i ) of the isotypic components of . In Section 5 we introduce generic modules and provide a decomposition of the module of an isotypic representation = m , and obtain Theorem 5.6 which provides the decomposition of M( ) for an arbitrary . As a result, in Corollary 5.7 we obtain rk( ) and 0 ( ), and express H( ; t) in terms of the Hilbert series of generic modules. In Section 6 we show that the dimensions of all irreducible constituents of a multiplicity-free representation can be read o from its Hilbert series. In Section 7 we prove that determinantal relations form a Gr obner basis for the syzygies on the columns of a generic matrix with respect to any lexicographic order. As a result, in Corollary 7.3 we obtain 1 ( ). In Section 8 we construct Gr obner bases for generic modules and compute their Hilbert series, resulting in an explicit expression for H( ; t) given in Corollary 8.5. We conclude by raising some questions.
Terminology
We start by xing some terminology on graded modules and nite group representations. Some general references for the former Further facts on graded modules and group representations will be recalled when necessary.
A graded module of a linear representation
We now give an intrinsic de nition of the module discussed in the introduction, making it apparent that its numerical invariants remain invariant under isomorphism of matrix representations.
For a nite dimensional K-vector space U, let SU = d 0 S d U be the graded symmetric algebra of the space U (see for example 9]). Thus, any basis F = ff 1 ; ; f n g of U generates SU freely as a K-algebra, and the dth summand S d U is the K-span of formal monomials n i=1 f i a i of degree d. In particular S 1 U = U and S 0 U = K. Now, given another vector space V , consider the graded SU-module SU V (tensor products are over K unless otherwise indicated), where the scalar multiplication is given by s(t v) = (st) v for s; t 2 SU and v 2 V , and the grading is (SU V ) d = S d U V . In particular, (SU V ) 1 = U V . It is a free module of rank n: any basis E = fe 1 ; ; e n g of V gives an SU-basis f1 e 1 ; ; 1 e n g of SU V . We will be mostly interested in the algebra and module above when U = V is the dual space of V , and reserve the special notation M = SV V for the corresponding SV -module in this case.
For a basis E = fe 1 ; ; e n g of V we denote by E = fe 1 ; ; e n g the unique dual basis of V satisfying e i (e j ) = i;j for all i; j. Using the natural isomorphism of K-spaces between V V and L(V ) which, for any basis E = fe 1 ; ; e n g of V and its dual E = fe 1 ; ; e n g, is given and we can make the following de nition.
De nition 3.1 The graded module M( ) of a linear representation : G ?! GL(V ), where G is a nite group and V is a nite dimensional K-space, will be the graded SV -submodule of M generated by ( (G)). Its rank, rst and second Betti numbers, and Hilbert series will be denoted by rk( ), 0 ( ), 1 ( ), and H( ; t) respectively. We now show that M( ) is an intrinsic version of the module generated by (G)(x) discussed in the Introduction. Let E = fe 1 ; ; e n g be an arbitrary basis of V , so that V is identi ed with K n and the linear representation becomes a matrix representation : G ?! GL n (K). Letting E = fe 1 ; ; e n g be the basis dual to E, the algebra SV is identi ed with A = K x 1 ; ; x n ] via the unit preserving isomorphism of graded K-algebras A ?! SV : x i 7 ! e i ; so that the module M = SV V becomes an A-module, and as such is identi ed with A n via the isomorphism of graded A-modules M ?! A n : 1 e i 7 ! u i : For any T so the set ( (G)) is mapped bijectively onto the orbit (G)(x) = f (g)x : g 2 Gg A n : Therefore, the module M( ) generated by ( (G)) can be identi ed with the A-submodule of A n generated by (G)(x).
Decomposition induced by isotypic components
The observation below follows immediately from the de nition of a graded module. Proof. By de nition, M( ) is generated by ( (G)) M( ) 1 . Therefore, as observed above, a set T minimally generates M( ) if and only if it is a K-basis for span K ( (G)) = M( ) 1 . Since is an isomorphism of K-spaces, this is the case if and only if T = (S) for a K-basis S of span K ( (G)) = E( ). We now need to review some more material from representation theory. Let = k i=1 i be a direct sum decomposition of a linear representation : G ?! GL(V ), i.e., there is a corresponding decomposition V = k i=1 V i of V into -invariant subspaces, and i is the restriction of
In particular, we have E( i ) E( ). If each i in the decomposition of is in turn a direct sum i = m i j=1 i of copies of the same irreducible representation i of G over K and the i are pairwise nonisomorphic, then the i are the isotypic components of . 
We can now prove the following lemma, which reduces the decomposition problem into that for isotypic representations. 
as claimed.
Decomposition into generic modules
Having decomposed the representation module into the modules of the isotypic components of the representation, we now turn to obtain a decomposition of an isotypic representation.
For an isomorphism of K-spaces : V ?! U let : V ?! U denote the dual isomorphism. If fe 1 ; ; e n g is any basis of V , fe 1 ; ; e n g the dual basis of V , f i = (e i ), and ff 1 ; ; f n g the basis of U dual to the basis ff 1 ; ; f n g of U, then is given by (e i ) = f i .
We denote by the isomorphism of the tensor products induced from , which is given by = : V V ?! U U : e i e j 7 ! f i f j :
Now let : G ?! GL(V ) be a linear representation with decomposition = P m i=1 i = m 1 , i.e., the i are isomorphic copies of a single representation 1 , and let V = m i=1 V i and V = m i=1 V i be corresponding decompositions of V and its dual. Let 1 be the identity on V 1 . For i = 2; ; m let i : V 1 ?! V i be an isomorphism of K-spaces yielding an isomorphism of the representations 1 and i , i.e. i ( 1 (g)(v)) = i (g)( i (v)) for all g 2 G and v 2 V 1 , and let i be the extension of i to V i V i as above. Let : L(V ) ?! V V and i : L(V i ) ?! V i V i (i = 1; ; m) be the natural isomorphisms of K-spaces. Then for all i and all g 2 G we have i ( 1 ( 1 (g))) = i ( i (g)). Now, V i V i V V so the image of i is contained in V V for all i. Thus, we get
and we obtain the following statement. Proof. If S spans E( 1 ) then by the above relation,
so by Proposition 4.2, M( ) is generated by
We need one more fact from representation theory (see again 16, x4. 
and choose a basis E = fe i;j : 1 i m; 1 j ng for V such that fe i;j : 1 j ng is a basis of V i and so that the isomorphism which gives the isomorphism of 1 and i as above, is given by i : V 1 ?! V i : e 1;j 7 ! e i;j for all i. Letting E = fe i;j : 1 i m; 1 j ng be the basis dual to E, we have k (e 1;i e 1;j ) = e k;i e k;j for all k. We get the following Proposition. This isomorphism takes the element P m k=1 e k;i e k;j 2 S j to the element P m k=1 x k;i u k of B m . Thus, S j is mapped to the set of columns of an m n generic matrix over B, and the B-module hS j i is mapped isomorphically to a generic module M(m; n) which we now de ne.
De Remark. We point out a slight di erence from terminology used elsewhere: while we reserve the term generic module for the image of the map B n ! B m given by the matrix above, this term is often used (cf. 3]) for its cokernel B m =M(m; n).
We have proved the following lemma. The rank of a generic m n matrix over the eld of fractions of B = K x 1;1 ; ; x m;n ] is minfm; ng, so (see Section 2) rk(M(m; n)) = minfm; ng. Also, by Observation 4.1, 0 (M(m; n)) = dim K (M(m; n) 1 ) = n since M(m; n) is generated by elements in M(m; n) 1 . Let H(m; n; t) be the Hilbert series of M(m; n). By Theorem 5.6 and the behavior of the rank, Betti numbers and Hilbert series with respect to scalar extensions and direct sums (see Section 2), we have the following corollary. In Sections 7 and 8 we will study generic modules in more detail, resulting in explicit expressions for 1 ( ) (Corollary 7.3) and H( ; t) (Corollary 8.5) as well. First, however, we treat the case of multiplicity-free representations, for which a special nice property can be derived.
Multiplicity-free representations
A linear representation is multiplicity-free if it has a decomposition = P k i=1 i where the i are pairwise nonisomorphic irreducible representations. Theorem 6.1 Let be a multiplicity-free linear representation of a nite group G over an algebraically closed eld K, the characteristic of which does not divide the group order. Let = P k i=1 i be a decomposition of into irreducible representations of G over K, let n = dim( ) and let n i = dim( i ). Then the multiset fn 1 ; ; n k g of dimensions of the i can be recovered from the Hilbert series of , which is given by H( ; t) = 1
Proof. The generic 1 n module M(1; n) is simply the unique maximal homogeneous ideal in A = K x 1 ; ; x n ] generated by fx 1 ; ; x n g, and its Hilbert series is H(1; n; t) = H( k 1 A k ; t) = 1 (1 ? t) n ? 1:
Thus, by Corollary 5.7 we have H( ; t) = 1
Now, let l 1 < l 2 < < l r be all distinct values taken by the n i , and for j = 1; ; r let m j be the multiplicity of l j in fn 1 ; ; n k g. It su ces to show that the m j and l j can be read o from H( ; t). Now, n is determined as the smallest positive integer for which (1 ? t) n H( ; t) is a polynomial in t. 7 Gr obner bases for syzygies on generic matrices
The notion of a Gr obner basis is of great importance in contemporary computational algebra. In this section and the following one, we study generic modules from a Gr obner bases theoretical perspective. In the present section we prove that, for any m and n, determinantal relations form a Gr obner basis for the module of syzygies on a generic m n matrix, with respect to any lexicographic monomial order on A n . In particular, this provides an elementary proof for the classical fact that these relations generate the syzygies, and that the second Betti number of M(m; n) equals n m+1 , which gives the second Betti number of an arbitrary linear representation. In the next section we construct a Gr obner basis for the generic module M(m; n) itself and derive an explicit expression for its Hilbert series, resulting in the Hilbert series of an arbitrary linear representation.
We start by reviewing some material from the theory of monomial orders. Some references A total order < on the set of monomials in A m is a monomial order if for all monomials s; t 1 ; t 2 2 A, the conditions s 6 = 1 and t 1 u i < t 2 u j imply t 1 u i < st 1 u i < st 2 u j . This specializes to a de nition of a monomial order on A. Throughout this section and the next one we will assume that A m is equipped with a monomial order. The initial monomial in(f) of f is then the largest monomial appearing in f. A subset G M is a Gr obner basis for a graded A-submodule M of A m if for every f 2 M there exists a g 2 G such that in(g) divides in(f). If G is a Gr obner basis for M then, in particular, it generates M as an A-module. A lexicographic monomial order on A is one that is induced lexicographically from some total order on the indeterminates in A: if A = K x 1 ; ; x n ] and x 1 > > x n , say, then a monomial n i=1 x a i i will be larger than another n i=1 x b i i if, letting i be the smallest index for which a i ? b i 6 = 0, we have a i ? b i > 0. We shall call a monomial order on A m lexicographic if it is obtained from some lexicographic order on A and some total order on m] = f1; ; mg in the following way: su i > tu j if either s > t in A, or s = t and i is larger than j in the order on m].
In this section and the next we use X to denote both the generic m n matrix as in De nition 5.4 and the set fx 1;1 ; ; x m;n g of indeterminates appearing in it. If S is any subset of X then K S] stands for the K-algebra of polynomials generated by the indeterminates in S. In particular, we let A = K X] = K x 1;1 ; ; x m;n ]. The S-content of a monomial in A is the largest monomial in K S] dividing it. By a syzygy on X we mean a syzygy on the columns of X, i.e., an element f = P n j=1 f j u j 2 A n satisfying P n j=1 f j x i;j = 0 for i = 1; ; m. Finally, if 1 i 1 ; ; i k m and 1 j 1 ; ; j k n are indices, not necessarily distinct, we use the bracket i 1 ; ; i k jj 1 ; ; j k ] to denote the corresponding minor of X, i.e. the determinant of the k k matrix obtained by restricting X to the rows and columns indexed by the i l and j l , respectively, reordered as designated in the bracket.
First we observe that there are no nontrivial syzygies on the columns of X if n m.
Observation 7.1 If n m then the module M(m; n) generated by the columns of X is free of rank n. Proof. If n m then rk(M(m; n)) = minfm; ng = n = 0 (M(m; n)) (see end of Section 5), which proves the claim.
It is a classical fact that determinantal relations minimally generate the module of syzygies on X. We now prove that, moreover, they form a Gr obner basis for this module. which shows that all elements of G are indeed syzygies on X. Second, note that all elements of G are homogeneous of the same degree, so in order to prove that no proper subset of G generates the syzygies, it su ces to show that they are K-linearly independent. This is easily seen to be the case, since each element P m l=0 (?1) l 1; ; mjj 0 ; ;ĵ l ; ; j m ]u j l of G involves a monomial m l=1 x l;j l u j 0 appearing in no other element of G.
It remains to prove that G is a Gr obner basis for the module of syzygies. Let a lexicographic order on A n be given. Permuting rows and columns, modifying the total order on n] which gives the order on A n , and relabeling indeterminates if necessary, we may assume that x 1;1 is the A-largest indeterminate. Given n > m and a nontrivial syzygy f = P n l=1 f l u l on X, we will show that there is a determinantal relation on X whose initial monomial divides in(f). For any m, the proof will use induction on n. We claim that we need consider only syzygies f with all components f l nonzero. For n = m + 1, this is always the case for a nontrivial f by Observation 7.1. For larger n, if some f j = 0, then let su k be the initial monomial of f, let S = fx 1;j ; ; x m;j g, and let t be the S-content of s. Let we will have by induction that in(h) = 1 t su k is divisible by the initial monomial of some determinantal relation on X 0 . But this is also a determinantal relation on X, and in(f) = t in(h) is divisible by its initial monomial as well. Thus, for any m and n > m we will consider only syzygies f with all components f l nonzero. For such syzygies, since P n l=1 x i;l f l = 0 for i = 1; ; m, we have that each indeterminate x i;l in X must divide some monomial of f.
We now proceed by induction on m. Consider rst the case m = 1. Let n > 1 be arbitrary and consider any syzygy f = P n l=1 f l u l on X with all f l nonzero, and let su k be the initial monomial of f. Since the monomial order is lexicographic, no monomial in f has larger x 1;1 -content than does s, so in particular x 1;1 divides s. Moreover, since P n l=1 f l x 1;l = 0, any monomial in f 1 must have smaller x 1;1 -content than does s, so in particular, k 6 = 1. Thus, the element w = x 1;k u 1 ? x 1;1 u k is a determinantal relation in the set G, whose initial monomial is x 1;1 u k which divides su k = in(f).
Next, let m 2 and assume the claim is true for smaller values of m. Let n > m be arbitrary and consider any syzygy f = P n l=1 f l u l on X with all f l nonzero. Let su k = in(f) and conclude as above that x 1;1 divides s. Now let S = fx 1;1 ; ; x 1;n g fx 1;1 ; ; x m;1 g and let t be the S-content of s. Since P n l=1 f l x 1;l = 0 we nd again that any monomial in f 1 must have smaller x 1;1 -content than does s, so in particular can not have S-content t. Thus, letting g = P n l=1 g l u l be obtained from f by keeping exactly those terms of f involving monomials with S-content t, we nd that g 1 Since x 1;1 is the A-largest indeterminate and the order on A n is lexicographic, it is then the case that in(w) = x 1;1 in(v). Now, x 1;1 divides t and in(v) divides in(h), so we nally get that in(f) = t in(h) is divisible by the initial monomial in(w) of the determinantal relation w in G. This completes the proof.
Using the fact that 1 (M(m; n)) = n m+1 (which can be deduced at once from Theorem 7.2), by Theorem 5.6 and the behavior of Betti numbers with respect to scalar extensions and direct sums we have the following corollary. 
We record this fact below. Proof. Consider f 2 M. If u k divides in(f) then, since the order is induced, f 2 M k so f k = k (f) 2 I k and in(f) = in(f k )u k . Since P k is a Gr obner basis for I k , there is some p 2 P k such that in(p) divides in(f k ). Picking g 2 G k such that k (g) = p, we nd that in(g) = in(p)u k divides in(f) = in(f k )u k . Now, let again X be the generic m n matrix, let A = K X] = K x 1;1 ; ; x m;n ], and let M = M(m; n) be the module generated by the columns of X. Denote the k n generic matrix consisting of the rst k rows of X by X k] , and the jth column Proof. First note that M 1 = M is generated by G 1 , so I 1 = 1 (M 1 ) is the ideal of A generated by P 1 = 1 (G 1 ) = fx 1;1 ; ; x 1;n g: Second note that for 2 k m, an element P n j=1 f j X j of M is in M k if and only if f = P n j=1 f j u j 2 A n is a syzygy on the generic submatrix X k?1] of X. If n < k < m then by Observation 7.1, there are no nontrivial syzygies on X k?1] , so M k = f0g. Finally, if 2 k minfm; ng then, by Theorem 7.2, the submodule M k is generated by G k . We conclude that if n < k < m then I k = k (M k ) = f0g, whereas if 2 k minfm; ng then I k = k (M k ) is the ideal of A generated by the set P k = k (G k ) = k X l=1 (?1) l+1 1; ; k ? 1jj 1 ; ;ĵ l ; ; j k ]x k;j l : 1 j 1 < < j k ng = f(?1) k+1 1; ; kjj 1 ; ; j k ] : 1 j 1 < < j k ng; which is, up to sign, the set of maximal minors of X k] . Thus, for k = 1; ; minfm; ng the ideal I k of A is generated by the set of maximal minors, so I k = A A(k) D k;n is a scalar extension of D k;n .
For the statement on Gr obner bases, consider any monomial order on A. It is easily seen that, since P k is a Gr obner basis for D k;n with respect to this order, it is also a Gr obner basis for I k . It then follows from Proposition 8. The claim follows by substituting the known expressions for the H(D k;n ; t).
Note that for n m the above expression for the Hilbert series reduces to nt (1?t) mn as it should (cf. Observation 7.1), and for m < n it can be somewhat simpli ed to H(m; n; t) = t 
