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Sum m ary
This thesis focuses on the aerothermal analysis of the intermediate pressure com­
pressor (IPC) drum of a jet engine and the associated internal fluid flow. Emphasis 
is given to the CED modelling of the drum internal flow, associated heat transfer 
and coupled FEM /CFD aerothermal analysis of the drum for a flight cycle. At the 
engine operating conditions two main types of flow occur in the internal cavities of 
the IPC drum; radial inflow and axial throughflow. Evaluation of two turbulence 
models, the k-e model and the Reynolds stress model (RSM), for the prediction 
of these flows, is one of the aims of the present study.
Experiments of radial inflow in a rotating cavity by Firouzian et al. (1985) and 
Farthing (1989) showed a high degree of swirl velocity in the core region of the 
cavity and this rotating core is found to influence the wall torque and heat transfer 
to a great extent in such cavity flows. Various test cases are considered to evalu­
ate the turbulence models for the prediction of radial inflow in narrow and wide 
stationary cavities, rotating cavities with different radius ratios a/6, gap ratios s/h  
and shroud geometry. The rotating cavity test cases covered a range of rotational 
Reynolds number {Re<p^ b) from 1.7 x 10  ^ to 1.2 x 10®, mass flow parameter (Cw) 
from 1,300 to 10,100 and inlet swirl fractions from 0 to 1.0. The RSM performed 
reasonably well in predicting the flow and heat transfer for all the tested cases.
Axial throughflow experiments by Farthing et al. (1991) showed vortex break­
down of the central jet and a strong correlation of jet breakdown modes to the jet 
Rossby number R q. Unsteady Reynolds-averaged Navier-Stokes (URANS) mod­
els and large eddy simulations (LES) subgrid scale models are assessed for the 
prediction of such axial throughflow by carrying out a full 360 degree time de­
pendent simulations. The RSM and LES predicted the flow field and breakdown 
frequencies reasonably well.
Based on the above rotating cavity validation studies and the standalone CED 
studies of the IPC drum internal flows, the 2D k-e model and 3D RSM are selected 
for the coupled FEM /CFD simulations. Predictions from the coupled FEM /CFD 
simulations are compared with the engine test measurements. These simulations 
showed significantly improved predictions of the metal temperatures inside the IPC 
drum at various locations. This work will be a valuable addition to the ongoing 
efforts to carry out the whole engine computational model at the Surrey UTC and 
Rolls-Royce pic
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Introduction
Stresses and displacements of each component in an aero engine constantly vary 
during the flight due to changes in operating pressure and temperature. Knowing 
the precise values of component stresses and displacements at different operat­
ing conditions enable the engine manufacturers to optimize the system for supe­
rior performance and longevity. Currently the engine makers use “aero-thermo- 
mechanical analysis” for estimation of component stresses and displacements. In 
this numerical approach the mechanical stress-strain equation and heat conduc­
tion equation in the solid domain are solved by applying appropriate boundary 
conditions. Typical boundary conditions are pressure and centrifugal loads for 
stress-strain equation and, temperature distribution, convection and radiation for 
conduction equation. However for a system like aero engine, which is an assembly 
of thousands of components, the boundary conditions are interrelated and this 
complicates the analysis. Hence the analysis can be simplified to certain degree 
by decoupling the mechanical and thermal analysis.
“Thermal analysis” involves calculation temperature distribution in solid compo­
nents by solving the heat conduction equation for a given set of boundary con­
ditions. Potential uses of such analysis are many including material selection, 
component design and optimization, component life expectancy predictions and 
failure analysis. The heat equation discretization in the solid domain is often car­
ried out using the Finite Element Method (FEM). The boundary conditions for 
the analysis are provided by the careful evaluation of the flow properties near the 
boundaries. At elevated temperatures the radiation effects are also included along 
with the convective heat transfer.
“Aerothermal analysis” involves modelling of the adjacent fluid flow in addition to 
solving conduction equation in solids. For non-rotating components the knowledge 
of fluid side heat transfer coefficients and mass flow rate are required to perform 
the aerothermal analysis. For rotating components two additional parameters, 
windage heating and swirl fraction, are needed. W ith their knowledge the change
Chapter 1. Introduction
in fluid and metal temperatures can be estimated (see for example Appendix B) 
in a defined geometry. For relatively simple flow configurations (for example flow 
over a flat plate, flow through a pipe or flow adjacent to a rotating disc) these pa­
rameters can be estimated using analytical expressions derived from simplification 
of flow governing equations or empirical correlations devised from the experiments. 
Empirical correlations are also available for several industrial flow configurations 
such as flow over a stack of plates/tubes (heat exchangers), fins, a rotor-stator disc 
cavity or a rotating disc cavity (see for example Holman (1987), Owen and Rogers 
(1989)). But, the flow modelling becomes extremely difficult in the presence of 
complex geometries and large non-coherent flow structures with impingements, 
detachments/ reattachments, recirculating regions and rotation.
In the jet engine internal air systems, due to the presence of rotating components 
and complex geometries, the flow features explained above commonly exist. Hence 
using the empirical flow correlations for the aerothermal analysis may lead to large 
inaccuracies. In such scenarios CED can be a useful tool for estimation of flow and 
heat transfer thus reducing the dependency on approximate correlations. Potential 
benefits of using CED for aerothermal analysis of a jet engine internal air system 
component is investigated in this thesis.
Using CED for modelling flow in internal air systems has increased in recent years. 
A review of latest advancements in this direction is documented in Chew and Hills 
(2007). Setting up an aerothermal model of the internal air system using con­
ventional techniques (discussed in Chapter 3) often requires extensive experience. 
Fine-tuning the boundary conditions, in this conventional method, to achieve rea­
sonable temperature match with the measurements is a tedious job. Using CED, 
on the other hand, the flow and heat transfer information close to the solid com­
ponents can directly be obtained. Also the CED solvers can directly be coupled 
to the FEM solvers and the aerothermal analysis can be automated to minimize 
any user involvement.
However, a major setback of the CED is non-existence of a universal turbulence 
model which can predict all kinds of flows, including highly rotating internal flows 
observed in engine cavities. Due to high rotational speeds flow in engine cavities 
is predominantly turbulent. Reynolds-Averaged Navier-Stokes (RANS) modelling 
on an unstructured grid with the finite volume method is widely used in the 
industry to approximate such flows. In the last six decades several turbulence 
closure approaches have been developed to solve RANS equations. However, the 
accuracy of these models is found to be highly problem dependent. To address 
this deficiency a careful evaluation of various turbulence models has to be made 
and the best model has to be selected for a particular application. In practice, 
this is done through validation of computational results with the experiments.
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One of the main objectives of the present thesis work is extensive validation of 
two turbulence models, the k-e model and the Reynolds Stress Model (RSM), 
for the prediction of rotation dominant flows in the rotating disc cavities of the 
jet engine internal air system. The k-e model is one of the oldest turbulence 
models, developed in the early 1970s and due to its robustness it is widely used 
in the industries for modelling internal flows. Another reason for its popularity is, 
most of the commercial CFD solvers are shipped with this model. However the 
literature (discussed in Chapter 2) suggests that for some test cases, particularly 
with rotationally dominant flows (for example rotor-staor cavity flow, cyclonic 
flow) the k-e model is too diffusive and damps the rotation due to over prediction 
of turbulent viscosity. The RSM, on the other hand, found to perform well in such 
flow conditions due to its ability to compute anisotropic structures. But the RSM 
model is computationally expensive and difficult to converge due to numerical 
stiffness and coupling between the 6 stress equations.
1.1 Im portance o f aero engine secondary air sys­
tem
The component under investigation, the IPC rotor drum, is cooled internally by a 
part of the engine Secondary Air System. This section provides a brief introduction 
to the secondary air system its impact on the engine performance and component 
life.
Key performance parameters of an aero engine are its thermal efficiency {pth) and 
specific work output. Engine makers, in a quest to improve engine performance, 
have always focused on maximizing these performance parameters without com­
promising the safety, while minimizing the weight and manufacturing and main­
tenance costs. From the thermodynamic point of view, pth can be improved by 
increasing the engine operating pressure ratio (OPR) and turbine entry temper­
ature (TFT). Increments in these operating conditions, on the other hand, are 
restricted by the mechanical and thermal stress limits on critical components.
Until the early 1960s, turbine inlet temperatures were severely constrained due to 
temperature limits posed by turbine nozzle guide vane and blade materials. In 
1962 Rolls-Royce successfully introduced convection cooling technologies in their 
Conway engine and this was the first air cooled engine in the airline service. This 
permitted the TFT to go above the melting temperature of the high pressure tu r­
bine (HTP) components and achieve significant increments in OPR and component 
life. For instance. Halls (1967) notes that, in the Conway engine an increment of 
120K in the TFT was achieved with the use of 1.2% of compressor airflow as 
cooling air and due to this the blade life increased from 75 hours without cooling 
to 15,000 hours with cooling. This was a significant achievement and since then
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continuous developments in the cooling technology, driven by scientific advance­
ments and business competitiveness, over several years has pushed TETs to new 
heights. For example, in the Rolls-Royce Trent XWB engine the TFT reaches ap­
proximately 1820K, according to the engine certification document FAS A (2013)^. 
This is roughly 220K above the blade melting temperature.^
Due to higher pressure ratios in the modern engines, even in the compressor section 
the temperature reaches as high as 650K. This demands use of high temperature 
materials for the compressor parts adding to the overall cost. Effective cooling, 
on the other hand, can permit less expensive materials to be used for components 
upstream of the combustor. Cooling also has a significant impact on the compo­
nent life. The impact of cooling on the engine performance and component life 
is so significant that, in modern engines considerable effort is dedicated to the 
design of the secondary or internal air systems which provide the cooling air to 
hot components.
The JE T  ENGINE  hand book, by Rolls-Royce (1996), defines the secondary air 
system as “those airflows which do not directly contribute to the engine thrust” . 
The systems’ foremost function is to deliver the cooling air to hot turbine compo­
nents. In a three shaft engine this cooling air is primarily bled from intermediate 
stages of the IPC and high pressure compressor (HPC). As noted earlier, besides 
allowing increments in the TFT and OPR, the cooling system contributes signifi­
cantly to component life enhancement.
1.2 Secondary air system  of a large three spool 
com m ercial aircraft engine
A typical secondary air circuit of a Rolls-Royce Trent engine is shown in Fig 1.1. 
This Trent engine has three spools each supporting a compressor and turbine 
assembly. The fan is driven by a 5 stage LP turbine, the 8 stage IP compressor is 
driven by a single stage IP turbine and the 6 stage HP compressor is powered by a 
single stage HP turbine. The engine has four secondary air cooling circuits and in 
the figure these circuits are highlighted by 4 different colors. The first extraction 
point is between the 5*^  and 6*^  stage of the IPC, conventionally referred to as 
IP5 air. Typical bleed fraction is around 0.5% of the main annulus flow. IP5 air 
is utilized for ventilating the IPC compressor drum which houses the first 5 rotors 
and the front bearing housing. The bled air heats the bottom of the rotor discs 
and reduces the radial thermal gradient on the discs. Then it is returned to the
^In this engine certification document the TET at Maximum Take Off (MTO) condition is 
not explicitly mentioned. However, a TET value of 1820K is specified at one of the operating 
conditions, below the MTO.
 ^ Considering that the advanced nickel based super alloys have a melting temperature of 
1600K (Pollock and Tin (2006))
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^bustor T J t
LPT
IPCFan
IPC drum ventilation air
Internal air for HPC and LPT drum 
■■i Combustor casing, HPT nozzle vane and rotor blade cooling air
■ ■  HPT and IPT disc cooling air
F i g u r e  1 .1 : Secondary air system  of a Rolls-Royce Trent engine. Courtesy:
Rolls-Royce pic
main annulus near the entrance of the IPC and this sub-system is the focus of 
Chapters 6 and 7.
The second circuit, called IPS air, is colored in yellow in Fig 1.1. This air, extracted 
at the exit of the IPC, heats the last two IPC discs and cools all the HPC discs. 
Upon entering the turbine section, it cools the cob of the HPT disc, seals the 
H PT /IPT  bearing chamber and pressurizes the LPT drum to avoid any hot gas 
ingestion from the main annulus. It is then dumped to the main gas path through 
rim seals provided in the stator wells of different LPT stages. Typical bleed fraction 
is around 2% of core annulus flow. The third circuit, HP3 air (colored in maroon), 
cools the IPT nozzle vanes, rotor blades and the IPT disc and mixes with the main 
annulus gas in the IPT. HP3 air constitutes around 2% of core annulus flow and 
is bled after the 3^^  stage of HPC.
The last and the most prominent cooling stream is the HP6 air and amounts 
to around 10% of the main annulus flow. Around 80% of this HP6 air is used 
for cooling the combustion chamber envelope and HPT nozzle guide vanes. The 
remaining 20% is passed through a drive cone cavity formed between the stationary 
combustor casing and the rotating conical shaft. On the way, it cools the outer 
surface of the combustor casing and forward face of the HPT rotor. It then mixes 
with the main annulus gas after film cooling the rotor blades. In addition to this, 
roughly 5% of the core flow is used for utility purposes and is extracted after 
the and last stages of the HPC. From the above descriptions it is clear that 
approximately 20% of the main annulus flow bypasses the combustor for use as 
cooling and utility flow. This is a significant amount of flow and any reduction in 
this will increase the engine performance parameters as shown by an example in 
Appendix A.
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1.3 T herm al m odelling o f engine com ponents
In an aero engine, accurate knowledge of fluid and component temperatures during 
the transient flight cycle is paramount for two reasons. In the design phase, this 
information can be used for design and optimization and in the final product 
evaluation phase, it assists accurate modelling of component life which is critical 
for engine certification. Accurate understanding of flow and heat transfer in the 
engine allows the designer to narrow down tolerances and margins with higher 
confidence. It also assists in the choice of less expensive materials for non critical 
parts.
Engine makers avail flow and temperature information by conducting a set of ex­
periments in the in-house engine test facilities. The cost of such experiments is 
extremely high and setting up the facilities takes a considerable amount of time. 
Failure of thermocouples and sensors during such testing may further complicate 
and delay the design process. Repeatability and diversity of the experiments 
are also limited due to time and cost considerations. On the other hand, reliably 
calibrated thermal models can be used to estimate the flow and temperature infor­
mation in the engine sections. In recent years, thermal modelling techniques haye 
played a more prominent role in the engine design cycle. Though not a complete 
substitute for experiments, these methods quickly assess the thermal behaviour 
of engine systems and help make certain engineering judgements minimizing or 
sometimes eliminating the need for costly experiments.
1.4 IPC  R otor drum  o f Trent engine
As the current research focuses on the CFD modelling for aerothermal predictions 
in the compressor rotor drum with particular relevance to a Trent IPC, a brief 
description of the hardware is provided here. The IPC rotor drum assembly con­
sidered is primarily divided into two parts, a low pressure drum, housing the rotors 
of the first 5 stages and a high pressure drum, containing rotors of the last two 
stages. The two parts of the drum are separated by the 6th stage rotor as shown 
in Fig 1.2 and both rotate at the same speed. Due to time constraints only the 
part containing first 5 rotors is considered for detailed analysis in this thesis.
The space enclosed between two rotors (or discs) and a shroud at the outer radius 
constitutes a semi enclosed cavity. There are 5 such cavities in the low pressure 
drum, labelled as IP l to IP5 as shown in the Fig 1.2. The cavity IP l is formed by 
P* and 2”  ^stage rotors and the enclosing outer shroud and so on. The ventilating 
air into the low pressure drum is bled after the 5*^  stage of compression, through 
small radial ports drilled in the rim, between rotor 5 and 6. The bled air flows 
radially inwards through these ports forming a strong vortex in the IPS cavity. 
Then it flows axially through the bores of the IPC discs 4, 3, 2 and 1 (numbered
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Cavity (IPl) fonned between 
r ' and 2'“' stase rotors and shroud
Extraction point
Oil guide tube
F i g u r e  1.2: IPC drum of Trent 500, Courtesy: Rolls-Royce pic
in the Fig 1.2) in sequence before escaping to the front bearing housing. From 
there the two seals, one near the rear end of the engine fan (not shown) and the 
other near the entrance of the IPC, regulate the air’s exit into the main annulus.
The function of this air circuit is the ventilation of the low pressure part of the 
IPC drum and sealing of the front bearing housing. The circuit also provides 
operational flexibility during the engine start up and part load operations. Venti­
lating the disc spaces using secondary air reduces the thermal stresses on the discs 
prolonging their life and also helps to maintain sufficient blade tip clearances.
1.5 Problem  definition
Three attempts. Booth (2004), Anderson (2006) and Virginie (2010), have been 
made in the last 10 years to calibrate a conventional thermal model of the IPC 
drum with the measurements^ In all thermal models, the bore thermocouples 
showed large errors", as much as 5% to 7% of the absolute temperature measure­
ments, during the steady part of the square cycle at maximum power condition. 
Further, to achieve a reasonable match, the conventional correlations had to be 
severely modified with no clear justification. The studies highlighted that for ac­
curate thermal modelling of the drum, knowledge of three important flow features 
are essential; swirl pick up in the off-take ports, swirl distribution inside the drum
^Temperature measurements, for the validation of these models, were taken from the Trent 
engine test over a square operating cycle carried out in 2002. During the test metal temperatures 
were successfully measured at 38 locations out of which 13 fall inside the low pressure part of 
the IPC drum.
 ^“Error” is the difference between thermal model solution and thermocouple measurement
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and fraction of through flow entering each of the IP1-IP4 cavities at low power 
and high power operating conditions.
1.6 O bjectives o f th e  thesis
As mentioned in previous sections, this thesis focuses on CFD modelling for 
aerothermal predictions in the IPC rotor drum. The study attempts to estab­
lish a clear picture of the flow inside the low pressure part of the IPC drum using 
state-of-the-art CFD methodology. Flow in this part of the drum can be broadly 
classifled into radial inflow, in the IP5 cavity, and axial through flow in the other 
4 cavities. The literature review in Chapter 2 reveals limited success of CFD when 
modelling such rotation dominated flows. Hence it is important to validate the 
CFD before using it for aerothermal calculations.
Hence the major objectives of this thesis are
• Assessment of state-of-the-art CFD for prediction of flow and heat transfer 
in a rotating cavity with highly swirling radial inflow
• Assessment of state-of-the-art CFD for flow predictions in a rotating cylin­
drical cavity with axial through flow.
• Selection of appropriate turbulence models from the previous two evaluation 
studies and assessment of performance of FEA/CFD thermal coupling for 
the IPC rotor drum
To accomplish the first objective, flow and heat transfer in a cylindrical cavity 
with radial inflow are studied in a narrow and wide stationary cavities in Chap­
ter 4. Further, a rotating cavity with different types of shrouds and gap ratio are 
considered for the study. An integral method to numerically predict radial inflows, 
developed in Rolls-Royce, is also considered in this evaluation.
To achieve the second objective, CFD simulations of axial through flow in a rotat­
ing cavity are performed for a number of rotation speeds of the cavity in Chapter 5. 
Experimental evidence shows that axial through flow in a rotating cavity, similar 
to the flows occurring in the cavities IP l to IP4, exhibits complex behaviour in­
volving unsteady and three dimensional breakdowns of the flow. In HPC cavities 
buoyancy effects in the centrifugal force field are known to be important. For the 
IPC cavities, particularly inside the low pressure part of the drum, radial tem­
perature gradients are less severe or may have a stabilizing effect on the flow. So 
attention here is focussed on the CFD predictions of non-buoyant flows.
In Chapter 6 a detailed study of flow structure and heat transfer at low power 
and MTO conditions, inside the IPC drum, are carried out using standalone CFD
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simulations. To achieve the final objective, axisymmetric FEM model of the IPC 
rotor drum is coupled with 2D and 3D CFD models and the results are evaluated 
against the test rig data in Chapter 7.
Chapter 2
Literature Review
As discussed in Chapter 1, the IPC rotor drum mainly consists of five rotor-rotor 
cavities with superimposed radial inflow in one cavity (IP5) and axial through- 
flow in the other 4 cavities (IP1-IP4). Application of CFD for analysing such 
flows needs thorough understanding of complex flow structures and dynamics in 
these cavities. In this chapter a review of earlier literature relevant to rotating 
flows in rotor-rotor cavities, related experimental works, computational studies 
and previous attempts of thermal modelling is provided. Firstly the simplest con­
figuration, free-disc rotating in a quiescent fluid, is considered in Section 2.1. Flow 
in a stationary and rotating cavity with radial inflow is reviewed in Section 2.2. In 
Section 2.3 literature related to axial through flow in a rotating cavity is discussed. 
Literature related to previous works on the application of CFD for aerothermal 
analysis of engine flows are discussed in Section 2.4. Finally, important conclusions 
from the literature review are summarized in Section 2.5.
2.1 Free disc
This section provides a brief review of free disc correlations and computations. An 
extensive theoretical and experimental review can be found in dedicated references 
such as Owen and Rogers (1989, 1995), Shevehuk (2009), and Childs (2010). Disc 
systems commonly appear in the engine secondary air systems. Though the actual 
systems are quite complex involving multiple coaxial discs, it is useful to consider 
the simplified case of a single disc with adjacent fluid flow. The theory developed 
based on the single disc can then be extended to a single cavity made up of 
two coaxial discs with rotation given to only one disc (rotor stator cavity) or 
both the discs (rotating cavities). Free disc correlations are extensively used in 
the industrial thermal models. Further, the free disc test case is also used for 
validation of experimental and computational studies involving rotating flows.
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A finite disc rotating in a quiescent fluid is called a free disc. When it rotates, 
say about the z axis, the no slip condition forces the adjacent fluid to rotate with 
it thus forming a boundary layer of flnite thickness 5. In general this boundary 
layer is axisymmetric. Normal to the disc the absolute non-dimensional tangential 
velocity decreases monotonically from 1 on the disc to 0.01 near the edge of the 
boundary layer. The centrifugal action in the vicinity of the disc induces a radial 
velocity and this causes entrainment of outside fluid into the boundary layer. The 
radial velocity profile has a local maxima and decreases to zero at the edge of 
boundary layer. Due to the increase in centrifugal force, the entrainment also 
increases resulting in boundary layer growth (in turbulent flow only) as the fluid 
moves outward in the radial direction. The flow is governed by the local rotational 
Reynolds number (Re^=Dr^/z/) and at lower radius, near to the axis of rotation, 
the flow will remain laminar.
The analytical formulation of free disc laminar and turbulent flow was attempted 
by Von Karman (1924) and extended by Cochran (1934). For the laminar flow 
Karman used similarity velocity profiles and obtained the approximate solutions 
using a ‘differential approach’. Cochran improved these solutions by solving the 
equations using a ‘series expansion’ method. For laminar flow, on one side of the 
disc, the non-dimensional entrainment flow coefficient (defined hy m/fib  where 
h is the outer radius of the disc) and disc moment coefficient Cm  {Çm = M /[pÇt%^ ]  ^
where M  is the integrated disc moment) are given by
=  2.779iïeJ;|
C m  =  1 .9 3 5 i? e^ y  (2.1)
For turbulent flows, Von Kârmân used the 1 /T*'' power law and the integrated the 
boundary layer equations (Eq. 3.38, 3.39) to approximate the entrainment and 
moment coefficients. The following values were determined
C  =  0.2186%^!
Cm = 0.0729% ;°^ (2.2)
Goldstein (1935) used a logarithmic velocity profile in the boundary layer and 
obtained the following implicit expression for the moment coefficient.
C]f-^ = 1.97log(Re4,,iC°M^) + 0.03 (2.3)
Theodorsen and Regier (1944) performed experiments using a polished disc of 24 
inch diameter, upto a Reynolds number of 7 million. They reported tha t the 
transition from laminar to turbulent starts at around =2.2x10^ for a rough 
disc and 3.1x10^ for a smooth disc and ends at around 7.0x10^. In the turbulent 
flow region, the tangential velocity profile perfectly matched the logarithmic curve, 
especially at low Reynolds numbers. The authors reported that the profiles also
Chapter 2. Literature 12
matched closely with the 1/7*^ power law used by Kârmân and, at intermediate 
Reynolds numbers (5 x 10  ^ to 2 x 10®), the moment coefficient calculated using 
Kârmân’s formula were closer to the measurements. Later, Dorfman (1963) im­
proved the disc moment predictions using a formula which covered a wide range 
of Reynolds numbers from 1 x 10  ^ to 1 x 10®)
Cm  = 0.491(io5ioiîe^,i)-"“  (2.4)
While investigating the heat transfer on a free disc, Dorfman (1963) noted that, the 
radial temperature distribution has an influence on the heat loss from a rotating 
disc. For example, in laminar flows with Pr = 1, iî the radial temperature gradi­
ent is absent the local Nusselt number can be approximated by Nu=0.399^/Rë^, 
wherein, assuming a quadratic wall temperature distribution assumption, increases 
the value to Nu—0 . 6 1 6 For turbulent flows, Dorfman suggested using the 
Reynolds’ analogy to solve the heat transfer problem extending the similarity 
principle to temperature profile ie., heat flux is proportional to the circumferential 
component of wall shear stress (g=Cr<^Ti„/[rD]).
CFD modelling of free disc for a specified wall temperature profile was carried 
out by Autef (2007) and Javiya (2012). They performed axisymmetric compu­
tations using the Rolls-Royce Hydra solver and A n s y s  F l u e n t . For turbulence 
modelling, the standard k-e model with wall function as well as enhanced wall 
treatment, was used. The local Nusselt numbers were compared with measure­
ments of Northrop and Owen (1988) and theoretical predictions of Von Kârmân 
(1924) for a rotational Reynolds number of 3.1 x 10®. The predicted local Nusselt 
numbers were in excellent agreement with the theory as well the measurements. 
Javiya reported that, for 0.4 < r/rj, < 0.9, the Nusselt number mismatch with the 
measurements were within 5%. At lower radii, the results matched well with the 
theory but showed some discrepancies with the measurements. This was attributed 
to different boundary condition used in CFD (central shaft).
From the review of free-disc flows it can be concluded that analytical solutions 
found by assuming similarity velocity profiles and integrating the boundary layer 
can fairly accurately predict the boundary layer thickness, entrainment and disc 
moment for a wide range of Disc heat transfer can be estimated using
Reynolds analogy; predictions show Prandtl number and wall temperature distri­
bution dependencies. A few studies of CFD validation of free disc flow have been 
reported and the results are encouraging.
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F i g u r e  2 .1 :  Schematic of de-swirled radial inflow in a rotating cavity, (follow­
ing Chew and Snell (1988))
2.2 R adial inflow in a cylindrical cavity
Radial inflow in a cylindrical cavity has been a topic of interest due to its applica­
tion in cyclone separators, swirling combustors, vortex valves and jet engine com­
pressor cavities. The simplest configuration will have a cylindrical cavity formed 
by two identical coaxial discs with or without an enclosing shroud. Flow enters 
with a swirl at the outer radius and leaves the cavity at the inner radius. Owen 
et al. (1985) conducted flow visualization experiments in a rotating cavity and 
their results showed that, if the inlet swirl (c^ ,) is sufficiently high (near to or 
above 1) and the cavity is long (6 > >  a), then the flow pattern will be similar to 
that observed in a stationary cavity. Due to simplicity and relevance to rotating 
cavity flows, the stationary cavity test cases are also investigated in this work along 
with the rotating cavity flows. Experimental cases considered for CFD validation 
in this thesis are looked at in detail while other similar works will be referred to 
briefly.
2.2.1 E xp erim en ts by W orm ley (1969)
From the isothermal analysis for the source sink flow in a rotating cavity Hide 
(1968) deduced that the flow in general will be axisymmetric with four distinct 
regions: (i) an inviscid source region near the inlet (ii) thin Ekman type boundary
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F i g u r e  2 .2 :  Flow visualizations in W ormley’s experiments (from Wormley
(1969)). Vh/uh is the ratio of tangential to radial velocity at the cavity inlet
layers, adjacent to the discs, within which all the radial flow occurs (in) a sink 
region near to the outlet and (iv) an inviscid core surrounded by source, sink and 
Ekman layers, where the flow is dominantly tangential. A schematic of source sink 
flow in a rotating cavity is shown in Eig 2.1. Similar flow regimes were observed 
by AAbrmley (1969) in a narrow vortex chamber experiment when water was in­
jected with high tangential velocity at the outer radius of a stationary cylindrical 
chamber. If the gap ratio s/6 is small, the two wall layers may merge and in such 
a scenario the flow pattern will be different from the 4 region explanation given 
above. The discussion here is restricted to cavities which are wide enough to have 
two separate wall layers due to their relevance to engine test cases.
Wormley injected milk to visualize the flow of water in a chamber with outer 
radius 6=0.0889m, inner radius a=0.00635m (a/6=0.0714) and 0.0254m wide 
(G=s/6=0.285). He varied the area averaged tangential to radial velocity ra­
tio Vb/ui) at the inlet and measured the pressure drop in the cavity using tapping 
near the inlet and outlet.
In the experiments Wormley observed that, when the inlet velocity ratio was less 
than 2A, the source region covered the entire chamber and the pressure drop in the 
cavity could be estimated using the free vortex relations. On increasing the velocity 
ratio, four flow regions, as discussed by Hide (1968), appear to form as shown in 
Fig 2.2. Due to stationary shroud, the inlet recirculation region was negligibly 
small. The pressure distribution in the cavity, in this situation, was dependent 
on a particular non-dimensional parameter called the hnodifled boundary layer 
co-efficient’ (BLC*).
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F i g u r e  2.3: Typical radial pressure drop in the cavity in Wormley (1969)
experiments
Flow visualizations showed that the flow entering the chamber was nearly equally 
split and entrained into the two end wall boundary layers. The radial extent to 
which this entrainment continues defines the extent of the source region (x > Zg 
in Fig 2.1). In the Ekman layers (fully developed end wall layers, x  < Xe), the 
boundary layer thickness slightly reduced with decreasing radius due to increase 
in the inward radial velocity. All the radial flow appeared to occur in these thin 
layers adjacent to the chamber walls. Outside the Ekman layers the flow remained 
purely tangential and this tangential core spread outward as BLC* increased. The 
tangential velocity reached very high values at lower radii, as much as five times 
the inlet value. Due to this, a sharp pressure drop occurred near the inner radius 
of the chamber. A typical radial pressure drop is shown in Fig 2.3.
2.2 .2  E xp erim en ts by V olchkov et al. (1991)
Flow and heat transfer measurements with swirling inflow in a wide vortex chamber 
were reported byVolchkov et al. (1991). The chamber had dimensions b =  0.1m, 
a =  0.015m and s =  0.2m, which means the radius ratio and gap ratio were 
half and 10 times of Wormley’s vortex chamber respectively. A diagram of the 
experimental set up is shown in 2.4. Coolant (air) was supplied to the chamber 
through 4 rows of nozzles, which were mounted tangentially to the outer periphery 
of the chamber. Each row had 10 equi spaced orifices along the axial span of the 
chamber. An axial pipe of 0.015m radius attached to one of the chamber walls was 
used as an outlet. Laser-Doppler anemometry was used for velocity measurements 
in the chamber. For heat transfer experiments a thin circumferentially slotted 
copper foil, coated on the inner face of the side wall opposite to the chamber 
outlet, was used as the heating surface. The outer surfaces of the chamber walls 
were thermally insulated. Volchkov et al. (1991) quoted the heat transfer errors 
during the experiments at less than 10%. The temperature measurements on the 
side wall were obtained using 16 thermocouples fitted in the space between the
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F i g u r e  2 .4 : (a) Schematic of experim ental set up and (b) local heat flux
measurements on the heated disc in Volchkov’s experiemnts. I entraining wall 
layer (source), II central rotating core, III Ekman layer, IV sink flow, l&S end 
walls, 2 shroud, 4 heating coil layer, 5 thermal insulator, 6 tangential orifices 
drilled through shroud for air injection into the chamber, 7 thermocouple for 
measuring the temperature in the axial mid plane (from Volchkov et al. (1991))
concentric copper foils. To measure the temperature at the mid axial plane, a 
single thermocouple was traced over the entire diameter.
Velocity measurements showed similar trends as in Wormley’s experiments. Typ­
ical heat flux distribution on the heated wall for a case with Reynolds numbers 
R c b  ( = n ^ 6 / z / = 2  X 10^) and C^^=14,000 are shown in 2.4b. The results show higher 
heat transfer rates near the lower radii of the chamber due to high swirl. Volchkov 
also notes that the hot air, from the boundary layer of the heated disc, leaves the 
chamber after flowing axially along the axis (in region IV of 2.4a), towards the 
outlet. The temperature of the rotating core (region II) increases due to exchange 
of heat with this hot axial swirling flow.
2.2 .3  E xp erim en ts by F irouzian  et al. (1985, 1986)
Firouzian et al. (1985, 1986) conducted flow visualization experiments in a shrouded 
rotating cavity with a variety of shrouds. Earlier, from a series of experiments, 
Owen et al. (1985) reported that the radial inflow in a rotating cavity is strongly 
dependent on the swirl ratio (c&) at the inlet, mass flow rate and the cavity rota­
tional Reynolds numbers Thus, to study the effect of shroud geometry on
the inlet swirl, Firouzian chose 6 different shroud geometries and configurations. 
Four of the shrouds contained uniformly spaced round holes of different sizes, one 
contained a machined slot running all round the circumference and the last shroud
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F i g u r e  2.5: Flow visualization from Firouzian e t  al.'s experiments with
Cii,=310 and =40000. The photographs show three instances of how oscil­
lation, (from Firouzian et al. (1986))
had a perforated foam hlled slot to achieve an inlet swirl fraction of 0^=1. The 
cavity outer diameter was b =  0.381m, inner diameter was a =  0.038m and axial 
space between the discs was s = 0.051m. The shrouds were 1.5mm thick and the 
hole diameters varied from 6.3mm to 28.6mm. For the open slot shroud the slot 
width was 11mm and for foam filled slot it was 5mm. The mass how rate was 
regulated by varying the suction pressure at the outlet duct using a blower. A 
variable speed motor was used to rotate the test rig (two co axial discs htted with 
a shroud and exit pipe).
Some photographs taken during the smoke visualization experiments are shown 
in Fig 2.5. A thin laser beam was used as an optical source for visualizations. 
Dense smoke occupied the source region, Ekman layer and sink region while the 
rotating core was clean without any smoke. The how was found to be occasionally 
oscillating and the size of source region varied due to these oscillations. As the 
mass how rate increased, the oscillations were suppressed and fully turbulent stable 
how held was observed. For turbulent hows, an important conclusion drawn from 
the experiments was that, when the length to diameter ratio of inlet holes were 
small (hrst 4 shrouds with length/diameter~0.2) the effective inlet swirl ratio was 
weakly affected by the size, pitch and location of the holes. The inlet swirl ratio 
Cb for these tests were just above 0.5 (estimated by the integral methods). But, 
when the length/ diameter ratio was high (perforated shroud), c& was closer to 
unity. Another important observation was that, whenever the inlet swirl was less 
than unity, small radial outflow regions appeared near the outer part of the source 
region (Fig 2.1). When c t= l, these regions were absent and the radial extent of 
the source region was much shorter than other cases. Also, when the rotational
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F i g u r e  2.6: (a) Variation of Cp with Re^ p^ i, in the cavity fitted w ith shroud
containing 28.5mm equi-spaced holes and (b) swirl ratio variation in the mid 
axial plane of the cavity for foam filled shroud in Firouzian et a l.’s experiments
(from Firouzian et al. (1986))
Reynolds number was increased or the mass flow rate was reduced, the source 
region was found to shrink.
Tangential velocity measurements at the mid axial plane of the cavity showed 
that the swirl ratio increased monotonically with decreasing radius and, near the 
inner radius, the local swirl ratio surpassed 2.0. Measurements revealed that, for a 
given mass flow parameter pressure drop coefficient Cp was reduced with the 
increase in cavity rotational Reynolds number as shown in Fig 2.6(a). In the 
same figure it can also be seen that, at a given , cavity rotational Reynolds number 
increasing the mass flow parameter increased the cavity pressure drop coefficient. 
Besides, when the inlet swirl was held constant, the pressure drop was directly 
depended on the through flow parameter \ t  =  CyjRe'^^^^ (not shown here). For 
the foam filled shroud, due to high inlet swirl, the pressure drop was as much as 
20 times that associated with solid body rotation.
Firouzian measured heat transfer on one of the discs which was heated by an 
external heater near the outer radius. Experiments were conducted with three 
of the round holed shrouds only. Steady state temperature measurements were 
made on inner and outer faces of the disc. Using these temperatures as boundary 
conditions, the heat conduction equation was solved in the disc to estimate the 
heat transfer. Qualitative trends are different to Volchkov- et al. (1991) experiments 
with higher heat transfer near the outer radius. Owen and Rogers (1989, 1995)
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F i g u r e  2 .7 :  Cavity and de-swirl nozzles in Farthing et a l.’s experiment, (from
Farthing et al. (1991))
reason that this is due to the entrainment of cold incoming fluid into the disc 
boundary layer near the outer part of the cavity. ^  In the fully developed Ekman 
layer, the local Nusselt numbers decrease because the fluid gets hotter as it moves 
radially inward. When the inlet swirl is high, the fluid becomes hotter than the 
disc near the lower part of the cavity and there is a reversal in the heat transfer 
from the fluid to the disc. Measured disc temperature profile had a maxima at 
around x  % 0.8. At higher mass flow rates, the average Nusselt numbers were 
insensitive to shroud geometry at all rotational speeds.
2 .2 .4  E xp erim en ts by F arthing et al. (1991)
Aiming to reduce the cavity pressure drop. Farthing et al. (1991) fitted de-swirl 
nozzles to the shroud as shown in Fig 2.7. The nozzles were connected to an 
upstream settling chamber to which the inlet air entered through a foam filled 
slot. This arrangement was incorporated to ensure uniform entry of air into the 
cavity. Configuring the nozzle in this way allowed precise estimation of effective 
inlet swirl. The axes of the nozzles were located in the r — (j) plane and made an 
angle of 60° with the shroud normal. The cavity dimensions are shown in Fig 2.7. 
The cavity outer radius (exit of nozzles), inner radius (beginning of cob surface) 
and width were 330mm, 168mm and 102mm respectively. Though the cavity 
outer radius was closer to Firouzian’s experiments (381mm), the radius ratio a/h 
and gap ratio s/h were approximately 5 times and 2.3 times larger. To measure
^Also it should be noted that the external heater was heating only a small region near the 
outer radius of the cavity where as in Volchkov’s experiments the heating coil covered the entire 
disc.
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F i g u r e  2.8: (a) Effect of inlet swirl {ch) on variation of Cp^c w ith |A |^ (b)
Radial pressure drop in the cavity at x 10® (c) Variation of Cw w ith
Cp^c at = 0 .38  x 10®, (from Farthing et al. (1991))
the pressure variation, static pressure taps at r  =  172, 223, 274 and 325mm were 
drilled on the left hand disc as shown in Fig 2.7. Tests were conducted for a wide 
range of inlet swirls (—0.4 < c& < 0.9) by controlling, mass flow rate through 
suction at outlet, and cavity rotation speed.
From the experiments, it was deduced that the overall cavity pressure drop Cp^ c is a 
function of inlet swirl Ch and the through flow parameter (A< =  CyjRe'^^'^), as shown 
in Fig 2.8(a). Flow visualizations showed that, for c& lower than 0.4, the source 
region covered the entire test section and the flow became non-axisymmetric. Re­
ducing the inlet swirl from 0.9 to 0.1 resulted in reduction of Cp^ c by a factor of 
10. However, this advantage was slightly negated due to a steep pressure drop in 
the nozzles. At a given rotation, the Cyj vs Cp^ c plot showed a ‘S-type’ variation. 
An explanation for this is, at very low mass flow rate, due to low flow the pressure 
drop will be negligible even though the inlet swirl is near to unity. Slightly increas­
ing the mass flow rate increased the pressure drop due to the presence of highly 
swirling vortex as seen in earlier experiments At a certain the Cp^ c reached a 
maximum and the inlet swirl at this flow was close to unity. Further increase in 
mass flow rate reduced the effective inlet swirl and hence the pressure drop and 
this trend continued until effective inlet swirl reached zero.
Heat transfer measurements in a rotating cavity were reported by Farthing (1989)
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F i g u r e  2.9: Local Nusselt numbers on the heated disc at = 1 .2  x  10®,
Cu;=3500 and Cin = 1 .0 , (from Farthing (1989))
in a similar rig to that described above. The nozzles were replaced by a foam 
filled, slotted, shroud. One of the discs was heated by an external heater near the 
outer radius while the other was insulated to achieve adiabatic conditions. Since 
the shroud was made up of an insulating material the heat loss was minimum 
through it. The external heater was turned off and the unsteady temperatures 
were measured at the inner and outer faces of the heated disc and using the 
unsteady heat conduction equations the disc heat transfer rates were computed. 
The local Nusselt number^ prohle on the heated disc had a maxima at z  % 0.9. as 
shown in Fig 2.9. At the lower radius, the heat transfer reversed with heat passing 
from the air to the disc.
2.2 .5  In tegral m eth o d s applied  to  radial inflow
Integral methods are the analytical techniques by which the boundary layer equa­
tions, with certain assumptions, are reduced to a set of ordinary differential 
equations (ODE). These ODEs are then solved using finite difference techniques. 
Abrmley (1969) assumed incompressible flow and carried out the boundary layer 
integration using the 1/7*^ power law for tangential velocity. He divided the vortex 
chamber end wall boundary layer into a developing layer in the source region and a 
fully developed Ekman layer after all the radial inflow is entrained into the end wall 
layer. The shroud layer is neglected and the developing layer is assumed to grow, 
radially inward, starting from zero thickness at the outer periphery. Volchkov et al. 
(1991) used similar incompressible flow analysis and included the energy equation 
to estimate the wall heat flux.
For the rotating cavity applications, Owen et al. (1985) proposed a momentum 
integral technique for the treatment of Ekman boundary layers by extending Hide 
(1968) work. Chew and Snell (1988) improved the momentum integral solution by 
including the treatment of disc and shroud boundary layers in the source region
Tn the experiments Farthing (1989) defined the Nusselt number as N u  =  qb/{k{To 
with To >  Tb- Hence -ve Nusselt number indicates -ve heat flux.
TO)
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as entraining layers. They also used the energy equation (earlier implemented by 
Chew and Rogers (1988)) to accommodate the compressibility effects and demon­
strated that for the radial inffow case, with the inlet swirl equal to the rotor speed, 
the non-dimensional pressure drop in a simple cylindrical cavity was dependent 
only on three parameters: through ffow parameter (At =  CwRe'^^jf), the radius ra­
tio for the cavity {a/h) and non-dimensional inlet static pressure. It is interesting 
to note that the non-dimensional parameters given by Wormley and Chew and 
Snell (1988) can be related by BLC* = if Q is taken as angular velocity
of the ffuid at inlet for the stationary cavity.
Farthing et al. (1991) extended Chew and Snell’s model to include the effect of 
‘de-swirl’ and estimation of effective swirl at the inlet. Considering the works 
of Chew and Snell (1988), Chew and Rogers (1988) and Farthing et al. (1991) 
a generalized integral method was presented by Owen and Rogers (1989, 1995). 
The method would evaluate ffow and heat transfer for both compressible or in­
compressible ffows with laminar or turbulent conditions as well as with pre or 
de-swirled scenarios. Highlights of the formulation of this generalized method are 
given in Subsection 3.2.3. A brief explanation of the method’s usage for radial 
inffow calculations is given below.
2.2.5a Source region
Following Farthing et al. (1991) Owen & Rogers subdivided the source region in 
Fig 2.1 into a mixing region SI and an entraining region S2 and the assumed in- 
viscid flow outside the boundary layers. In the SI region c < 1, in the S2 region 
c > 1 and ai X = Xi (intersection of SI and S2) c =  1. The effective inlet swirl ( 
Ce//), due to the mixing of incoming and recirculating fluids, depended on the type 
of shroud used and, Owen and Rogers state that, it has to be determined by ex­
periments. For specific shroud types, like the foam filled shroud used in Firouzian 
et al. (1986) or the de-swirled shrouds in Farthing et al. (1991) experiments, Ch is 
known in advance.
Applying free vortex relation in SI it is easy to deduce that
^1 — ^e// (2-5)
The integral equations which will be discussed further in Chapter 3 (Eq. 3.38,3.39, 
3.44) are solved in SI assuming profiles for tangential and radial velocity compo­
nents in the boundary layers and a specified wall temperature distribution on the 
disc and with the appropriate initial conditions. The swirl distribution outside the 
boundary layer is estimated from the free vortex relation
(2 .6)
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Computations are performed in the radially outward direction until x  = 1. The 
value of Ceff and hence Xi is then corrected using the angular momentum con­
servation equation in Si accounting for inlet swirl and moments on the disc and 
shroud. The computations are continued until the xi  is converged.
Region S2 is treated in a similar fashion and the computations are started at 
converged value of Xi with the provided initial conditions and marched radially 
inward until x=Xe- In S2 the cavity mass flow rate is equally divided and entrained 
into the disc boundary layers.
2.2.5b Ekman layer, inviscid core and sink region
The integral equations are given in Chapter 3 (Eq. 3.38,3.39 and 3.44) and are 
solved using standard finite difi'erence method. Ekman layers are fully developed 
disc boundary layers where all the radial inflow occurs. In the inviscid core the flow 
is considered to be purely tangential. No solution technique is presented for the 
treatment of sink region in any of the literature. Owen and Rogers (1989) explain 
that the sink region has negligible effect on the flows at other three regions.
2.2.5c Cavity pressure drop and com parison w ith  the m easurem ents
Pressure drop in the cavity can be defined as
(J _  Pb ~  Pa /o 71
where pb and Pa are pressures near the shroud and outer radius respectively. In 
the inviscid region the radial momentum equation reduces to
dP oo  ^  P o o V l,  ^  gx
dx X x^
Eq. 2.8 is valid in the source as well as in the rotating core region. Numerically 
integrating the equation between outer and inner radius will give the overall pres­
sure drop in the cavity. Wormley (1969) compared the integral solutions with 
the experiments and found good match for local radial and tangential velocity 
components and radial pressure drop. Chew and Snell (1988) also compared their 
version of integral method with Wormley’s measurements and demonstrated the 
validity of integral methods for radial inflow in stationary cavities. In rotating 
cavities, Firouzian et al. (1985) tested both linear and nonlinear versions of the 
integral method with the experiments. The nonlinear solutions showed a better 
match with the overall cavity pressure drop (shown in 2.6(a)) for a range of 
and particularly at higher ranges. Local tangential velocity measurements
in the mid axial plane of the cavity also agreed well with measurements as shown 
in 2.6(b). Integral methods also gave reasonable predictions of cavity pressure 
drop for de-swirled flows such as the one discussed in subsection 2.2.4.
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2 .2 .6  C F D  applied  to  radial inflow
Standard references such as Pope (2000) and Wilcox (2006) report that accuracy 
of turbulence models vary from case to case. For example the k-e model performs 
well in predicting the high Reynolds number non-seperated internal flows while 
struggles to predict rotating flows, axisymmetric jets and separated flows. A 
seperate near wall model or wall function is needed to compute the near-wall flows 
while using this model. The Spalart Almaras model is used mostly for external 
aerodynamic flows and predicts lower diflusion when applied for internal flows. 
This leads to inaccurate predictions of jet spreading rate (in jet flows) and extent 
of seperation (in boundary layer detached flows). Though the RSM predicts most 
of the general classes of flows reasonably well, it is particularly used for modelling 
swirling and high strain rate flows with large anisotropic structures where the 
eddy viscosity models perform poorly. Due to the presence of many modelled 
terms (discussed in Section 3.3) and coupling of Reynolds stress equations the 
RSM sometimes poses convergence difficulties. Since seven equations are to be 
solved to evaluate the Reynolds stresses the model is computationally expensive.
Previous computational fluid dynamics (CFD) and turbulence modelling evalua­
tions for radial inflow in cylindrical cavities are surprisingly limited. Morse (1988) 
reported axisymmetric modelling of radial inflow in a rotating cavity using a low 
Reynolds number k-e model. He noticed that due to angular momentum conserva­
tion, radial inflow caused higher tangential velocities in the core region which led 
to severe shearing rates in the Ekman layers. The k-e model predicted consider­
able production of turbulence in these high shear regions, specifically at the lower 
radii. In another study Young and Snowsill (2003) used the k-e model for cooling 
air off-take optimization studies in the intermediate compressor cavity (IPC) of a 
three spool aero engine similar to the one considered in this thesis. Their primary 
focus was to study effect of hole geometry and shroud thickness on swirl pick up in 
the off-take ports. In their validation test case the CFD predictions of the pressure 
drop, in the off-take cavity, agreed well with integral method predictions. Apart 
from these two studies no other CFD evaluations, of super-imposed radial inflow 
in rotating cavities, have been reported in the open literature.
Flow in a cyclone separator has similarities to the vortex chamber flow discussed 
earlier. Hence reviewing the literature related to CFD of cyclone separator flow 
may be helpful for drawing certain conclusions on the modelling of confined swirling 
flows. Due to their importance in nuclear industry for enriching the fissile materi­
als and in the oil & gas industry for separating the catalysts from the gas, cyclone 
separators have been studied extensively. Using the laser doppler velocimetry 
(LDV) technique Hoekstra et al. (2001) measured the instantaneous velocity com­
ponents at several axial planes in a long cyclone separator. They also evaluated 
performance of three turbulence models, the k-e, Re Normalized Group theory 
k-e model (RNG k-e) and the Reynolds Stress Model (RSM), in F l u e n t  4.47 for
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the predictions of flow and turbulent statistics. For this the authors solved the 
unsteady Reynolds averaged Navier Stokes (URANS) equations in a full three di­
mensional domain. The k-e model showed solid body rotation while the RNG k-e 
predicted a swirling core with much lower tangential velocities than the measured 
mean values. The RSM showed excellent match with the mean velocity at all 
the measured locations. Hoekstra et al. (2001) also reported that the measured 
tangential and axial normal stresses in the core region showed an anisotropic dis­
tribution. But the fluctuating quantities predicted with the URSM agreed poorly 
with the measurements. The authors point out that the discrepancies are natural 
as the fluctuating quantities predicted were in fact averaged values over a short 
period of time.
Many researchers, for example lacovides and Toumpanakis (1993) and Elena and 
Schiestel (1996), reported poor performance of the eddy viscosity models when 
applied to highly swirling flows and suggested using RSM instead. Since the 
turbulent stress components are not forced to align with the mean strain rate 
tensor, the RSM can predict anisotropic flows accurately compared to the eddy 
viscosity models. Alternatively, Spalart and Allmaras (1994), Smirnov and Menter
(2009) and a few other researchers suggested sensitizing the turbulent production 
term to rotation in eddy viscosity models. Contrarily, standard eddy viscosity 
models have been used with success for rotating cavity flows by many workers; 
see, for example, Virr et al. (1994). In a recent paper. Da Soghe et al. Soghe 
et al. (2010), compared several two equation eddy viscosity models with Elena 
and Schiestel’s(1996) RSM  for rotor-stator cavities with throughflow. The two 
equation models gave good agreement for mean flow and an eddy viscosity model 
was recommended for industrial applications.
2.3 R otatin g  cavity  w ith  axial through flow
Axial through flow occurs in some of the IPC cavities as explained in Chapter 1. 
Such flows may be complicated due to the presence of vortex breakdowns which 
tend to destabilize the flow regions spatially and temporally. Flow visualization 
and velocity measurements by Owen and Pincombe (1979), Farthing et al. (1992a) 
and recently by Long et al. (2007a) confirm the existence of unsteady vortical 
structures in a single or multiple axially stacked rotating cavities. Length scales of 
these vortices are sometimes as large as the cavity dimensions. They play a major 
role in enhancing the mixing inside the cavity. Qualitative treatment of such three 
dimensional unsteady flows are highly difficult due to their strong dependency 
on geometry, inlet boundary conditions, through flow rate, cavity speed and wall 
temperature distributions.
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F i g u r e  2.10: Geometry of single cavity test case in Owen & Pincombe
2.3 .1  O w en and P in com b e (1979) te s t  case
Owen and Pincombe (1979) conducted flow experiments in a simplified single 
cavity rig, shown in Fig 2.10, which had a radius ratio a/6 of 0.1 with h — 190mm 
and gap ratio s/h  of 0.533. The axial Reynolds number Rez {=2pWa/fi) was 
varied upto 1x10^ and upto 2.8x10^. It shoud be noted that the rotational 
Reynolds number for the tests were in the transition range of free disc how (2.1). 
The authors noted that owing to the unsteady nature of the flow during vortex 
breakdown, there was no eonvenient way of distinguishing laminar from turbulent 
flow during rotation. Smoke visualization tests conhrmed the three dimensionality 
of the how for most of the tested conditions. The experiments revealed that, 
for a given geometry, under adiabatic conditions, the gross how behavior mainly 
depended on the axial Reynolds number and Rossby number {Ro^Uav/fla]). For 
low Ro cases with isothermal conditions, the unsteady how held consisted of three 
dominant regions: (i) a central swirling jet which carried most of the through how, 
(ii) a disturbed rotating core surrounding the jet formed due to excursion of huid 
from the central jet and (ill) an undisturbed region deep in the cavity (near the 
outer radius) which exhibited solid body rotation.
For high Rossby numbers (above 100), a single toroidal vortex covered the entire 
cavity. Increasing the cavity speed by maintaining a constant axial Reynolds 
number led to a series of breakdowns of the central jet starting at Rq=100. Owen 
and Pincomlre (1979) related this breakdown of the central jet to vortex breakdown 
of highly swirling hows where the downstream properties drastically change from 
the upstream in the vicinity of the breakdown point (which usually falls on the axis 
of rotation). An extensive review of various types of vortex breakdowns and their 
qualitative analysis are given in Liicca-Nergo and O"Doherty (2001). Four modes 
of breakdowns namely Modela (21< Ro <100), Mode2a (2.6< <21), Mode lb
(1.5< Ro <2.6) and Mode2b (0.8< Ro < 2.5) were identihed by Owen & Pincombe 
when the Rossby number decreased from 100 to 0.8. The mode boundaries are 
shown in Fig 2.11. The Rossby number is inversely proportional to the cavity 
speed. It should be noted that the rotational Reynolds numbers considered in 
these experiments are an order of magnitude lower than those encountered in
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F ig u r e  2 .11: Breakdown modes following Owen and Pincom be (1979)
the engine IP compressors. The Rossby numbers of IP compressor cavity flows 
typically vary between 0.1 to 0.8.
The authors categorized the spiral type breakdown of the jet as ‘M odel’ and 
axisymmetric type breakdown as ‘Mode2’. The type of breakdowns determined the 
radial penetration of a fraction of central through flow into the cavity and dictated 
the pressure drop between cavity inlet and outlet. Breakdowns also deflned the 
radial extent of the regions (ii) and (iii) explained previously.
2.3 .2  H eated  cav ity
In a rotating cavity with axial throughflow, if the temperature of shroud or discs 
is different from the ffuid, then the flow structure drastically changes from the 
isothermal cavities. Farthing et al. (1992a) extended the experimental studies of 
Owen in a similar rig but with 4 different geometries (one with a central shaft) and 
a radius ratio a/b of 0.1 and gap ratio s/b  ranging from 0.12 to 0.533. The cavity 
outer radius varied from 108mm to 475mm for the 4 test rigs. A few tests were 
carried out with heated cavity walls. The tests confirmed the breakdown of the 
central jet and resulting unsteady flow regions observed by Owen and Pincombe. 
But the Rossby number Ro boundaries, where the modes switched, were different 
for narrow and wide cavities. Breakdown and mixing effects became less intense 
when the gap ratio was reduced.
Heating one or both the discs or the shroud increased the through ffow penetration 
into the cavity and enhanced the mixing. Many of the experiments, with axial 
throughflows, concentrated on studying the cold inflow/hot cavity configuration. 
This scenario was known to intensify the convection in the cavity because the body 
forces oppose the buoyancy. In contrast, a cold cavity/hot inflow combination will 
result in stable flow stratification inside the cavity. Heat transfer correlations for
Chapter 2. Literature 28
these flows are generally expressed in terms of Grashoff (or Rayleigh) numbers 
with the usual gravity term replaced by the centrifugal acceleration
In the heated cavity experiments of Farthing et al. (1992a), a pair or multiple pairs 
of cyclic and anti-cyclic circulations (along and against the cavity rotation direction 
respectively) were observed when the discs were heated such that the temperature 
decreased with radius. A fraction of jet fluid entered the cavity through a radial 
arm and fluid from the cavity mixed with central jet through radial inflow near the 
discs. Ekman layers were formed on the disc and this resulted in higher Nusselt 
numbers for the outer portions of the discs. Compared to radial inflow cases, the 
Nusselt numbers were an order of magnitude lower.
Experiments in a heated multicavity rig with 4 cavities by Long et al. (2007a), 
at near engine conditions, also showed similar unsteady three dimensional flow 
features. Additionally, the flow was strongly influenced by the size of the central 
shaft and its sense of rotation relative to the disc assembly. Overall, all the ex­
periments showed that, away from the disc boundary layers, the radial and axial 
velocities in the cavity was approximately two orders of magnitude lower than the 
bulk axial velocity of the central through flow. They also measured the tangential 
velocity from the inner shaft to the shroud at the mid axial plane of the cavity. 
The non-dimensionalized tangential velocity ^  found to increase, reach a maxi­
mum near the jet periphery, then decrease to 1 (solid body rotation) near the mid 
radial location inside the cavity and remain constant (at 1) till the shroud. When­
ever the gas excursion into the cavity was less, the disc Nusselt numbers were low 
indicating a strong link between the flow inside the cavity and heat transfer.
In the same rig. Long et al. (2007b) carried out shroud heat transfer measurements 
in the two inner cavities. The inlet air was colder than the shroud. The authors 
reported that the measured heat transfer correlations showed trends similar to 
Rayleigh-Bénard convection^ near the outer part of the cavity. Shroud Nusselt 
numbers were compared with correlations of Lloyd and Moran (1974)
Nu,k =  OM{Gr,hPrY'\ Gr,u<W  
Nu,h =  Q.lh{Gr,hPrfl\  >  10^
where the shroud Nusselt and Grashoff numbers are deflned by
(2.9)
^Rayleigh-Bénard convection is an internal free convection between a pair of plates, at different 
temperatures, separated by a vertical distance and body force acting towards the hot plate.
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F i g u r e  2 .1 2 :  (a) Transient shroud and inlet temperatures (b ) Normalized
radial heat flux at the mid plane of central disc (from Giinther et al. (2010))
and the reference total temperature is defined by
Tt0,ab Tin + 2 0
(2 .12)
In Eq 2.12, Tin is the rig inlet static temperature and in Eq. 2.11 Tgh,av is the 
average shroud temperature. Differences in shroud Nusselt numbers in the two 
cavities were negligible. Eurthermore, the Nusselt number variation over a range 
of Grashoff numbers agreed qualitatively with the high Grashoff number correla­
tion in Eq. 2.9. Based on this observation Long et al. (2007b) argued that the 
cavity heat transfer is due to turbulent free convection but the Rayleigh number 
dependency is different from the general gravity driven phenomenon. They gave 
a modified correlation for the shroud Nusselt number as
Nu,h = 0.216(Gr,ftPr)i/'‘ +  0.0494(Gr,ftPr), 1 /3 (2.13)
Another paper which is closely related to the present study is by Giinther et al.
(2010). In a two cavity rig they measured the heat transfer on the partitioning 
disc with ‘normal steady state’ and ‘inverse steady state’ conditions and during 
the transients between the two states. The flow parameters were constant at 
Rez=l.S  X 10 ,^ Re^^b =1.5 x 10  ^ and i?o=l. The “normal steady state” conditions 
were shroud temperature, Tgh ~  lOOC and inlet air temperature, Rn ~  35C. The 
transient to “inverse steady state” and back to “normal steady state” along with 
instantaneous heat flux estimates are shown in 2.12(a & b).
It is interesting to note that for the same temperature difference between the inlet 
and the shroud (see for e.g. at time 2 and 8) the radial heat flux distribution is 
different for cavity heating and cooling. The mid part of the disc responds slowly 
to the change in inlet and shroud temperatures. The axial heat flux on both sides 
of the disc shows similar trends (not shown in the Fig2.12 but given in the reference 
Giinther et ah (2010)). Between times 5 and 6, and 9 and 10 the change in inlet 
and shroud temperatures is negligible but the change in the shroud heat transfer
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magnitude is significant. This indicates the slower thermal response of the cavity 
to change in through flow and shroud temperatures.
In a two cavity rig, similar to Giinther et al. (2010), disc and shroud heat transfer 
measurements for upto 9.3 x 10®, Rez upto 1.2 x 10® and upto 2.4 x 10  ^
were carried out by Giinther et al. (2012). In one case, the rig was modified to 
have a radial inflow in one cavity and axial through flow in the adjacent cavity, 
similar to the IP5 and IP4 arrangement in the TVent engine IPC drum (Fig 1.2). 
In another case study, both the cavities had central through flow. When there was 
radial inflow, the heat transfer distributions on inflow cavity walls were similar 
to those of Farthing (1989) and the reversal of heat flux from fluid to disc was 
observed at the lower radius. The inflow strongly influenced the central disc heat 
transfer. In the other case, when both cavities had axial throughflow, the disc 
heat transfer profile was similar on all the surfaces and the magnitude was much 
smaller than for the inflow case.
2.3 .3  C F D  applied  to  ax ia l th rou gh  flows
lacovides and Chew (1993) performed axisymmetric steady RANS computations 
and compared the disc heat transfer with the measurements at Ro=35 and found 
good qualitative agreement with the measurements. At this flow condition buoy­
ancy effects were expected to be small. Other workers have focussed on buoyancy 
affected conditions.
Long et al. (1997) reported computations in a full 3D cavity using a mixing length 
model with a van Driest damping function near the wall. Axisymmtric calculations 
predicted lower mass transfer (approximately 5 times less) into the cavity than the 
3D predictions. The Nusselt number predictions on the disc and shroud were lower 
than the measurements but a good qualitative agreement was found.
RANS and LES investigation of heat transfer predictions in a single cavity is 
reported by Sun et al. (2007). The cavity, with radius ratio of 0.319 and gap 
ratio of 0.195, also consisted a stationary central shaft of radius 0.886a. Grid sizes 
ranged from 1.36 millions for a 45 degree sector to 12.2 millions for a full 360 deg 
domain. Sun applied a two layer RNG k-e/kl model for RANS and Smagorinsky- 
Lilly sub-grid scale model for LES simulations by maintaining near wall ?/+ less 
than 1. The results improved when the sector size increased from 45 degree to 120 
degree implying a domain dependency. LES showed excellent agreement with the 
measured mean tangential velocity profile and the shroud heat transfer predictions 
were within 25% of measurements by Long and Tucker (1994). RANS showed much 
lower shroud heat transfer than LES.
Tian et al. (2008) investigated the influence of centrifugal buoyancy, Coriolis and 
inertial forces on the flow and heat transfer in a rotating cavity using a low
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Reynolds number k-e model. The simulations were steady. Reasonable agreement 
with the Nusselt number measurements of Farthing et al. (1992b) was claimed. 
The studies highlighted the gross variation in flow field for different combina­
tions of Rcz, R6(j)^ b and Buoyancy number {Bo=Re‘^ b/^AT/Rel).  When the radial 
temperature gradient was high (with hot shroud), the centrifugal buoyancy force 
governed the flow and multiple pairs of cyclonic and anti-cyclonic circulations co­
existed in the cavity. However, when the cavity speed increased, these multiple 
structures collapsed to form a single pair and the cavity heat transfer was governed 
by turbulent free convection.
2.4 C FD  for engine aerotherm al analysis
As mentioned in Chpater 1 the aerothermal analysis involves modelling of the ad­
jacent fluid flow in addition to the thermal modelling in the solids. Conventionally 
finite element method (FEM) is used for discretization of the solid components and 
convection and radiation are specified on the boundaries. Since these boundary 
conditions are not known in priori, they have to be devised carefully based on one 
dimensional flow analysis, empirical correlations and engine test measurements. 
The model is then evaluated against engine test data collected over a transient 
operating cycle. However, accurate predictions are not guaranteed because of ap­
proximations used in deriving the boundary conditions. A ‘matching exercise’ 
is carried out to improve the predictions by scaling and adjusting the boundary 
conditions but with some restrictions. Accurate matching requires an extensive 
insight into the flow physics, experience and investment of time. If the scaling 
coefficients are out of the permissible range their use should be justified through 
physical reasoning. Alternatively, the CED can be used to predict the flow field 
adjacent to the solids and associated convective heat transfer.
In the simplest application, CED is run for a range of flow conditions identi­
fied in the engine operating cycle and correlations for heat transfer coefficient are 
developed using these CFD results. These correlations are implemented in the 
standalone FEM model and the thermal problem is solved over the engine operat­
ing cycle. General implementation of such a method becomes difficult if the flow 
structures (flow splits and recirculation patterns) change over the engine operating 
envelope, for example between cruise and maximum take-off power. Also, changes 
in the flow solution due to updated wall temperatures (in the FEM solver) are not 
accounted for in this method and this ‘one way coupling’ reduces the accuracy of 
the analysis.
The next level in the aerothermal problem solving technique is coupled FEM /CED 
approach. In this technique the FEM and CFD solvers are coupled through a third 
interface solver which enforces the temperature and heat flux continuity at the 
boundaries. Basically this routine interpolates the temperatures and heat fluxes
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at the interface boundary and performs the information exchange between the 
FEM and CED solvers. Heselhaus et al. (1994) used this approach for turbine 
blade cooling simulations. In the coupled approach, on the coupled walls, either 
the heat flux can be passed from FEM to CED and temperature from CED to FEM 
or vise-versa. To investigate which method of interface information exchange is 
robust, d ie s  (1997) analyzed the stability of one dimensional diffusion equations 
(which are common to both solid and ffuid domains). He concluded that using 
Dirichlet and Neumann boundary conditions for solving fluid and solid solvers 
respectively would stabilize the coupled computations. Illingworth et al. (2005) 
presented a coupled FEM/CED method to analyse the pre-swirl system over the 
full transient engine cycle. This approach has been developed and validated quite 
extensively at the University of Surrey and at Rolls-Royce. In a recent example 
Canine et al. (2 0 1 2 b) performed the transient coupled analysis of multiple domains 
including the turbine disc and near by components.
The third approach is sometimes called ‘conjugate analysis’ and in this approach 
the Navier-Stokes equations are modified to include the heat conduction equation 
in the solid domain. The resulting system of equations are solved simultaneously 
in a single solver. Using this approach Kilfoil and Chew (2009) computed axial 
througfiow in a two cavity configuration and compared the temperature predictions 
with the 4 cavity experiments of Long et al. (2007b). The second cavity, third 
cavity and the disc separating these two cavities were meshed and A n s y s  F l u e n t  
was used for computations. The temperature profiles from stand alone thermal 
models were imposed on outer surfaces of the two outer discs and the shrouds. 
An enhanced mixing model was used for modelling turbulence since the standard 
models failed to predict mixing in the cavities. Steady simulations were performed 
at 4 different operating conditions and shroud and disc Nusselt numbers were 
compared with the measurements. The results were out by 16% from the measured 
values and this is quite an improvement when compared to 3D standalone RANS 
predictions of Sun et al. (2007).
Cünther et al. (2010) carried out ‘steady’ conjugate heat transfer analysis to com­
pare the numerical results with their experimental measurements using ANSYS 
Eluent. They used the k-uj SST model in a 360 deg domain including the central 
disc for heat transfer modelling. The solutions at “inverse steady state” converged 
without any issues where as the simulations at “normal steady state” did not 
converge. The authors concluded that since the buoyancy forces opposed the cen­
trifugal forces during the cold inlet/hot shroud conditions the ffow field turned 
unstable and this lead to the divergence of steady conjugate analysis. They sug­
gested fully transient conjugate analysis in a complete 3D domain for better heat 
transfer predictions. However, due to the requirement of small time steps for un­
steady CFD calculations, the conjugate analysis is deemed to be impractical for 
transient engine flow computations. Hence in the present work coupled FEM /CFD
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aerothermal analysis of an engine test case is carried out for a simple flight cy­
cle. More about the coupling technique is discussed in Chapter 3 and further in 
Chapter 7.
2.5 C onclusions
A detailed review of theoretical, experimental and computational work published 
in the past, related to rotating cavity flows, particularly relevant to the present 
study has been covered in this chapter. The following conclusions can be drawn 
from this detailed literature review
1. Understanding the fundamentals of rotating cavity flows are important for 
analyzing the flow and heat transfer in engine secondary air systems. The 
most fundamental problem of ‘rotating free disc’ in a stationary surrounding 
is discussed and the moment and heat transfer correlations are presented. 
Some of these correlations are used in industrial aerothermal analysis which 
is discussed further in Chapter 3. The studies indicate that all the three 
flow regions, laminar, transition and turbulent may coexist in such a simple 
test case and no universal analytical model can predict the flow and heat 
transfer over a wide range of rotational Reynolds numbers. The integral 
method, using the 1/7^^ power law profile for velocities by Karman and 
logarithmic profile by Coldstien, showed good agreement with measurements 
for a reasonable range of Reynolds numbers in the turbulent regime. The 
analytical models devised to predict the heat transfer on the disc were found 
to be sensitive to the Prandtl number and radial temperature profile. The 
CFD showed good agreement with measurement for a particular condition 
but no firm conclusions can be made about the performance of CFD for 
predicting such flows due to lack of reported/ published works.
2. The engine test case considered in the present study has a cavity in which 
the radial inflow is predominant. The experimental works on radial inflows, 
discussed in Section 2 .2 , reported high pressure drops in the cavity due to the 
formation of a single highly swirling vortex near the lower radius of the cavity. 
The non-dimensional mass flow rate rotational Reynolds number 
radius ratio a /b  and inlet swirl ratio govern the radial inflow in a rotating 
cavity. The shroud geometry has a say on the inlet swirl ratio. Flow and heat 
transfer predictions using integral methods, in a regular cylindrical cavity, 
agreed well with the measurements. However, the assumption of mid axial 
symmetry limits the use of these methods for engine test case predictions. 
Experiment in a two cavity rig involving a radial inflow and axial through 
flow showed that the heat transfer, on the cavity walls, with radial inflow is 
an order of magnitude higher than that with the axial throughflow.
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Several CFD studies on highly swirling inflow in a stationary cylindrical 
cavity reported poor performance of eddy viscosity models and superior per­
formance of RSM. However, there is a lack of CFD studies related to the 
radial inflow and heat transfer in a rotating cavity. Due to the complexity 
of the problem a detailed validation of CFD models for prediction of such 
flows is essential before using them for engine test case. Hence an extensive 
CFD validation of radial inflows is undertaken in the present study and is 
discussed in Chapter 4
3. Another important flow occurring in compressor cavities is axial through­
flow. Experiments show unsteady three dimensional vortex breakdown phe­
nomenon for a range of Rossby numbers and axial Reynolds numbers. The 
unsteadiness was increased when the discs and/or shrouds were hotter than 
the throughflow air. Long et al. (2007a), Farthing et al. (1992a) and many 
other investigators reported that the flow is affected by buoyancy in this sce­
nario. In such flows the heat transfer at the lower radii of the cavity (with the 
discs) will be forced convection dominated and inside the cavity will be free 
convection dominated. The heat transfer predictions using RANS showed 
poor agreement with measured Nusselt number and LES gave improved pre­
dictions. Since the buoyancy effects may be negligible in the cavities of IPC 
drum, and CFD of buoyancy driven flows have been more widely studied by 
others, the present study focusses on the CFD of isothermal axial through­
flow in a rotating cavity.
4. A brief review of use of CFD for aerothermal analysis is provided in Sec­
tion 2.4. CFD is found to be a useful tool for flow and heat transfer analysis 
in complex systems like jet engines. Two solid/fluid thermal coupling meth­
ods have been discussed. Due to smaller CFD time steps the conjugate 
methods are not practical for the transient aerothermal analysis of engine 
components. On the other hand, coupled FEM /CFD analysis is quicker and 
found to give reasonable agreement for engine transient test case involving 
HP turbine disc. Use of coupled CFD/FEM  analysis is explained in this the­
sis for the aerothermal predictions of compressor rotor drum temperatures.
Chapter 3
M odelling Techniques
In a dynamic thermal system like a jet engine there will be a continuous heat 
interaction between solid and fluid domains. For aerothermal modelling of such 
a system the governing equations have to be solved in both solid and fluid do­
mains in a coupled manner. In this chapter we will look into the basic flow and 
heat governing equations in solids and fluids and their modelling for engineering 
calculations. Most of the content presented in this chapter are available in other 
publications but are included here for completeness.
The mode of heat transfer in fluids is predominantly convection where as in the 
solids it is diffusion. The heat flow in fluids is governed by the Navier-Stokes 
equations (NS) and in solids by the Fourier conduction equation. The NS equations 
in their general form in the Cartesian and cylindrical co-ordinate systems are 
presented in Section 3.1. These equations will be referred when we discuss the 
integral methods in Section 3.2 and turbulence modelling in Section 3.3. The 
heat conduction equation in solids and its modelling using FEM are discussed in 
Section 3.4. The aerothermal modelling method in the Rolls-Royce FEM code 
SC03 along with the conventional industrial standard boundary conditions and 
heat and work transfer correlations are discussed in the same section.
3.1 F low  governing equations
The fluid flow is governed by the Navier-Stokes (NS) equations. Eor a perfect 
gas like air, the NS equation in three dimensional space consists of a continuity 
equation for mass conservation, three scalar equations for momentum conservation, 
a scalar equation for energy conservation and a state equation relating the static 
properties of the gas. The equations are coupled and nonlinear in nature and no 
exact solution have been found for high Reynolds number flows.
35
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3.1 .1  N S  eq u ation s in th e  C artesian  coord in ate  sy stem
The NS equations are mass, momentum and energy conservation equations for 
a fluid in a continuous domain. The general equations for a compressible flow 
are given in Bachelor (1967), Owen and Rogers (1995). The derivation of these 
equations is not needed in the present context and only the flnal equations are 
furnished to assist further discussions. The continuity equation is
(»)
For convenience the Einstein summation convention is used in the above equation. 
The momentum equation is given by
' - I
where Fi is the body force vector, p is the static pressure, and is the molecu­
lar viscosity. The stress tensor can be related to the fluid strain rate tensor
««=2 +  ^ )  by
r 1 1
Gij = 2ii{eij — -Aâij)  (3.3)
where is a scalar representing the divergence of the flow and %  is the
Kronecker delta function of order 3.
The energy equation is given by
^ (  ôT + j  ■ ^ d t ~
where the speciflc total enthalpy H is given by, JI=^CpT -h ^UiUi -h with 
k '=l  for incompressible fluid and 0 for perfect gas, T is the static temperature, 
qi=—kf§T  is the heat conduction and kf is the thermal conductivity of the fluid.
3 .1 .2  N S  eq u ation s in  th e  cy lind rica l coord in ate  sy stem
When working with rotating cavities, it is convenient to write the NS equations in 
cylindrical coordinate system. This can be achieved by setting x=rcos(l), y=rsin(j) 
and z axis as the rotation axis. The r and ÿ are radial and tangential (or azimuthal) 
coordinates. The velocity components in absolute reference frame, along (r,ÿ,z) 
are denoted as (u,v,w). The continuity equation then is,
dp 1 d(pru) 1 d{pv) , d{pw) „
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The radial momentum equation is given by
d{pu) 1 d{pru^) 1 d{puv) d{puw) pv^
dt r dr r d<p dz r
_  dp l d { r ( T r r )  , IdUr^, dcTrz
-  ^  ^  ~dT
The tangential momentum equation is written as
r
d(pv) 1 d{pr‘^ uv) 1 d{pv^) d(pvw) 
H n  X------- 1-------—-----hdt dr d4>
— pT(j) —  +  2r d(p r^
The axial momentum equation is
dr +  -r d(j) +
dcr^ fz
d{pw) 1 d{pruw) 1 d{pvw) d{puT)
dt r dr ^  r d(j) dz
ap l^(rO-;gr) ,
where the stress components are defined as
I d v  u . -  .
+    A
r d(j) r )  3
^zz — P 
r^(f) — 04cfr ~  P 
O'rz — 04zr — P 
04(j)z — 04z(j) — P
the velocity divergence A is given by
I d u  dv V
r d(f) dr r
dw du 
dr dz
dv 1 dw
dz r d(f)
. du u 1 dv dw
A =  —— I------1— —  +
dr r r d(p dz
(3.6)
(3.7)
(3.8)
(3.9)
(3.10)
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The energy equation is given by
dt
d{pH) 1 d{pruH) 1 d{pvH) d(pwH)
r dr r d(f> ^  dz
dp 1 d
— piuFj. +  vF^ +  wFz) +  —  ~  [ (^Çr ~  UGrr ~  VO'rtj) ~  '^O'rz)]
r  d(j) (,Q(f) uCfcj) —  U K T ^ z )  ~  —  U C Trz ~  '^O'cpz ~  'W ( J z z )
(3.11)
where qr=—k f ^ ,  and qz——k f ^  are the heat conduction in radial,
tangential and axial directions respectively.
3.2 T he integral m ethod
Integral method is a simple yet powerful method to evaluate two dimensional 
attached boundary layer flows. The method involves simplifying the NS equations 
to boundary layer equations which can be further approximated to evaluate both 
wall bounded and free shear flows. The boundary layer equations are obtained by 
assuming that, in the boundary layer, the changes lateral to the flow are much 
larger than the longitudinal changes and all the frictional eflFects are confined 
within the layer. Additionally flow outside the thin shear layer is assumed to be 
inviscid and simplified Euler equations are solved in this region. The inviscid and 
viscous solutions are then matched at the edge of the boundary layer. Certain 
smooth functions are assumed for the velocity profiles in the boundary layer and 
the boundary layer equations are simplified to ordinary differential equations which 
are then solved iteratively. The first step in integral method is the boundary layer 
approximation and the following sections this for a rotating disc and shroud.
3.2 .1  B ou n d ary  layer ap proxim ation  on  th e  d isc
To analyse a plain disc, rotating about the z axis, it is convenient to use the NS 
equations in the cylindrical coordinate system. The centre of the disc is located at 
(r, z )= (0 ,0) and the outer radius of the disc is covered by a shroud at r=b. The 
basic assumption is that the flow is steady, axisymmetric and the boundary layer 
is attached to the rotating disc. The shroud boundary layer will be considered in 
the next section. A second assumption is that, except for pressure, changes in the 
flow quantities normal to the disc are much larger than parallel to the disc. This 
implies
^ { p , u , v , w , T ,  H, q) d
dr
(p, u, V, w,  T, H, q) and dp dp
^z dr
(3.12)
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Also, it is assumed that the axial velocity component is negligible when compared 
to the velocity components parallel to the disc.
\w\ C  \u,v\ (3.13)
The heat conduction normal to the wall is assumed to be much larger than the 
other components, ie.,
\qz\^\qr,qci>\ (3.14)
The following quantities are assumed to be of the same order.
O
dw
O
dv
dr
O
du
dr O O (3.15)
Prom the axisymmetric assumption, Eq. 3.9, Eq. 3.10 and Eq. 3.15, it can be 
verified that out of six stress components, four (arr, cTzz and (7^^) approximate 
to zero. This reduces the continuity equation Eq. 3.5 to
d{pru) ^  d{prw) _  ^
dr ^z
(3.16)
Applying the assumptions to the momentum equations simplifies them to a great 
extent. The radial momentum equation Eq. 3.6 reduces to
dipru^) dipruw)  ^ f  dp dar^
The tangential momentum equation Eq. 3.7 simplifies to
d{pr‘^ uv)  ^ d{pr‘^ wv) _
(3.17)
+ =  rdr dz dz
and the axial momentum Eq. 3.8 significantly simplifies to
dp
^z
=  0
The energy equation, Eq. 3.11, becomes
—  {pruH) +  — {prwH) — ~  — voT(f,z)
(3.18)
(3.19)
(3.20)
where the total enthalpy H=CpT  +  |(a^  +  n^) +  with the constant k' holding 
the same definition as in Eq. 3.4.
3.2 .2  B ou n d ary  layer ap proxim ation  on  th e  shroud
In simple rotating cavities, the shrouds extend axially at constant radius r=b 
and the following assumptions can be made to deduce the shroud boundary layer
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equations 
d
dr
(p , u, V, w, T, H, q) » ^ { p , u , v , w , T ,  H, q) and
dp dp
^z dr
\v^w\ )$> |n|
|9r|
O
du
dr
O
dv
O
du u
dr »
—
r
dw
^z
(3.21)
(3.22)
(3.23)
(3.24)
(3.25)
Due to the above assumptions, the 4 stresses, cr„j a„  and reduce to zero, 
and the continuity equation Eq. 3.5 simplifies to
d{fm) ^  djfm)  ^  ^
dr ^z
(3.26)
The radial momentum equation, assuming the boundary layer thickness <K 5, 
becomes
dp _  pv^ 
dr b
That is in the radial direction the pressure force is balanced by the centrifugal 
force. The tangential momentum equation reduces to
(3.27)
d{puv) ^  d{pwv) _  darcj)
dr dz
The axial momentum equation simplifies to
dr (3.28)
d{puw) d{pw^) _  dp dcFr-,
dr dz dz~^ dr
The energy equation becomes
d . \ d  d ,
—  {puH) +  — {pwH) -  -  —  {q^ -  WGrz -  UCJrcf)
(3.29)
(3.30)
where the total enthalpy H=CpT F w ) +  k'^ with the constant k' holding
the same definition as in Eq. 3.4.
3 .2 .3  T h e in tegral eq u ation s
The integral equations reduce the boundary layer equations discussed in subsec­
tion 3.2.1, 3.2.2 to a set of ordinary differential equations. Outside the boundary 
layer the flow is assumed to be inviscid and the radial and axial velocities are neg­
ligibly small compared to the tangential component. Hence the radial momentum
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equation Eq. 3.6 reduces to
dpoc „  PooC (3.31)
dr r
ie., the pressure force is balanced by the centrifugal force. The subscript oo denotes 
values outside the boundary layer. Also the ratio of shear stress components 
parallel to the disc are related to the corresponding relative velocity ratios as
=  — lim —- — =  —a  (3.32)
where the subscript ‘o’ denotes values on the disc. The disc heat flux is related to 
the local total enthalpy in a similar fashion as shear stress is to local tangential 
velocity. This analogy is called Reynolds analogy. It is shown by Dorfman (1963) 
that the analogy is valid for a free disc if the radial distribution of disc temper­
ature is quadratic and and the fluid Prandtl number {Pr=fiCp/kf) is unity. For 
cases when these conditions do not hold. Chew and Rogers (1988) give a modified 
Reynolds analogy by including two factors; a profile correction factor % depended 
on Pr  and temperature profile and a recovery factor % depended on the Eckert 
number, T c r = - ^ ^ ^ z f ^  • The modified equation for heat transfer is given by
Qo _  {H o  — H oo) — 0.bü‘^ r‘^ {l — c)[2 — {1 — c){l — U)] ro oo\
r , , o ~  ^  f i r ( l - c )
When the boundary layer equations, Eq. 3.17, 3.18 and 3.20, are integrated, the 
density term accompanying the velocity terms in the equations pose difficulties 
in simplifying the equations. Hence it is assumed that there exists a density p(r) 
such that
noo poo
/ pudz = p{r) / udz 
Jo  Jo
poo poo
/ pu^dz — p{r) /  u‘^ dz 
Jo  Jo
poo poo
/ =  (3.34)
Jo Jo
poo poo
/ puvdz = p{r) / uvdz
Jo  Jo
poo poo
/ p{v -  Voo)dz =  p{r) / { v - V o o ) d z
Jo  Jo
The density p{r) can be found by using the state equation, distribution of Poo(^) 
and the mean of disc and core temperature given by T  =  0.5(To-hToo). Eor further
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simplifications, velocity shape factors are defined as ratio of integrals
/(THu = 
Ky = JT ~  '^oo)dz 
(^o -  '(;oo) jiT
(3.35)
Jo “ <^2
'OO
x , = “ '
_ afQ°°(v-Voo)^dz
 ^ (^o -  "(^ oo) JIT
The mass fiow rate at any radius in the disc boundary layer is given by
poo
Thd = 2'Kpr / udz (3.36)
Jo
To simplify the energy equation, an enthalpy shape factor is defined as
Owen and Rogers (1995) show that by integrating the boundary layer equations 
Eq. 3.17 and 3.18 between the limits z=0 to z=oo and replacing the integrals with 
shape factors in eq.3.35 and 3.37 the following 2 ordinary differential equations 
can be obtained.
X da X  dc X  dn x  dKy I f  K 2 2c K i \  2Kw
1 J------------------------- 1------ L -I-----------   ± J------------  I--I---------    =  0
a dx 1 — cdx rjdx Ky dx a^ \ K u  1 — c K y J  K „(l — c)
(3.38)
2  4 - 2c x{ l  -  Ky) dc x ^  x _ d ^  _  2Ky, ^
Ky{l — c) Ky{l — c) dx rjdx Ky dx (1 — c)Ky
where x  is the radius ratio given by
a: =  -  (3.40)
and c is the non dimensional swirl velocity at the edge of boundary layer, defined
by y  y
c = ^  =  ^  (3.41)
Ür Vo
The non dimensional mass fiow rate entrained in the boundary layer is defined in 
terms of p as
V = (3.42)
mre/
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and Ky, is non dimensional tangential shear stress on the disc defined by
Integration of energy equation 3.20 gives
X  dp ^  X  d f  Ho \  ^  x{K h  — 1) d9 ^  x  dKn
p d x  K n O d x  \C pT ref J  K h O dx  K h  dx
‘^ K y ,  f  ^  ^  Ç T l T x ^ { l  -  c)[x(l -  c)(l -  %) + 2(1 -rg)]\  ^  ^
( 1  -  c ) %
where 9 is the non dimensional temperature difference between disc surface and 
free stream given by
e = (3.45)
Up-t r e f
ihref and Tref are reference mass flow rate and temperatures.
It should be noted that there are 4 dependent variables {a, c, p and 9) and three 
differential equations. Hence variation of one of the variables should be assumed 
depending on the problem. For example, in the free disc problem, the swirl outside 
the boundary layer is assumed to be zero and the equations are solved to determine 
a, p and 9. The application of integral method for radial inflow in a rotating cavity 
is discussed in Subsection 2.2.5.
3.3 Turbulence m odelling
Most engineering flows are turbulent and so is the fiow inside aeroengine secondary 
air systems. Richardson (1922), while studying atmospheric flows, explained that 
the turbulent flows contain numerous eddies of various sizes, the largest being the 
order of the boundary layer thickness. The large eddies are unstable and break up 
into smaller ones, transferring their energy in the process, and the smaller eddies 
further break up. The break up process continues until the Reynolds number 
of eddies are so small that they become stable and their energy is dissipated 
through viscous action. The process is popularly known as the energy cascade. 
Kolmogorov (1941) hypothesized that both the velocity and the time scales of the 
turbulent eddies decrease as they break up and, below certain length scales, the 
turbulent motion of eddies becomes statistically isotropic. This means that, the 
motion of small scale eddies is independent of the geometry or large scales and, 
are only dependent on the kinematic viscosity of the fluid v and turbulent energy 
dissipation rate e. Based on this hypothesis, Kolmogorov defined the length scale 
(Eq. 3.46), velocity scale (Eq. 3.47) and time scales (Eq. 3.48) of these smallest
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eddies as
/ , . 3 \  J
(3.46)
(3.47)
(3.48)
For engineering fluids like air or water, these scales are extremely small and re­
solving all the scales is almost impossible for high Reynolds number flows. This 
renders the computation of turbulent flows challenging. Pope (2000) argues that 
completely resolving all the scales in a very high Reynolds number flow is be­
yond the reach of best supercomputers today. The alternative is to approximate 
the solutions by employing some statistical techniques. Three well established ap­
proaches are used in this work for the computation of engine flows namely (i) eddy 
viscosity models (ii) Reynolds stress models (RSM) and (iii) large eddy simula­
tions (LES). The first two techniques are classed as the Reynolds averaged Navier 
Stokes (RANS) approaches and are discussed in Subsections 3.3.1-3.3.3 and LES 
is discussed Subsection 3.3.4. Again, all these materials are ‘standard’ materials 
which can be found in many general references related to CFD for turbulence 
modelling, for e.g. Wilcox (2006), Pope (2000) and F l u e n t  (2006).
3.3 .1  R eyn o ld s A veraged  N av ier-S tok es E q u ation s
Reynolds (1894) decomposed the instantaneous flow variables in Eq. 3.1 and 3.2 
(but for incompressible fluids) into mean and fluctuating quantities as
Ui = Ui~\-u[ , 2 =  1,2,3 (3.49)
^  =  4^  +  ^ ' (3.50)
where Ui, Ui and wj are instantaneous, mean and fluctuating velocity components 
respectively and 'ijj, 4^  and ■0 ' are instantaneous, mean and fluctuating scalars (like 
pressure or energy). Noting that the time average of fluctuating quantities are 
zero the following rules apply for any scalar while averaging
ijj = ^  Ip' =
dip d'^
dt dt
lp\lp2 — (^1 +  '0 i)(^2  +  4 2^) ~  ^ 1 ^ 2  +  T  4^2'01 +  '0l'02 “  ^ 1 ^ 2  +
(3.51)
Substituting the instantaneous quantities in Eq. 3.1 and 3.2 and using the time 
averaging rules (Eq. 3.51) the Reynolds Averaged Navier Stokes equations can 
be obtained. It should be noted that including the density fluctuations, during
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the averaging operation, produces triple correlation terms which are difficult to 
compute or simplify. To avoid this, the Favre averaging technique is used in which 
the mean velocities are calculated by mass weighted averaging,
1
Ui = -  lim /  pUi dt (3.52)
P  (-4-00  J t
However, many reference books neglect the density fluctuations and use the in­
compressible time averaged equations when discussing turbulence flows. Hence 
this approach is followed further in this chapter. The time averaged continuity 
equation is written as
The time averaged momentum equation (ignoring the external body force) be­
comes
2 ^^  ( %  -
where Eij is the mean strain rate tensor given by
dt dxj dxi dxj
d
+  ^ ( - K g )  (3.54)
2 \  dxj dxi ^
Eq. 3.54 looks very similar to Eq. 3.2 with two major differences; (i) all instanta­
neous quantities are replaced by mean quantities (ii) an additional vector, which 
is the divergence of —pu'pi'j (a tensor), appears on the right hand side. The tensor 
—pu'iu'j is the Reynolds stress tensor which is symmetric and has 6  independent 
components.
The consequence of averaging is that, the number of equations has remained the 
same but 6  additional dependent variables (Reynolds stresses) surfaced. Hence to 
close the RANS system, either the Reynolds stresses have to be modelled in terms 
of existing mean variables, or additional equations have to be generated. The 
transport equation for Reynolds stresses can be obtained by taking the moment of 
momentum equation and applying the time averaging principles discussed earlier. 
Wilcox (2006) gives the following equation for stress transport (collection of 6  
transport equations, one for each stress component)
djpu'iu'j)
dt
+  Cij — Ttf j  +  Ti^ij +  Vij 4- Bij -f- Yiij — 6ij (3.56)
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Where,
Convection, Cy =  (3.57)
UX}^
Turbulent Diffusion, Vt^ij = [pu'pi'^u'  ^ -\-p{5kju'  ^+  dikUjŸj (3.58)
Molecular Diffusion, ( fi—H  ] (3.59)
o x k  y o x k  J
Stress Production, Vij = —p (3.60)
Pressure Strain, =  p (3.61)
Dissipation, (3.62)
OXk OXk
The Reynolds stress equations will be discussed further in Subsection 3.3.3.
For compressible flows, using the Reynolds analogy (derived similar to Eq. 3.33), 
a modelled energy equation can be obtained as
{ k f  +  ^ )  g  -  U jim fU f (3.63)
where T  is the mean temperature, Pvt is the turbulent Prandtl number (we use 
Prf=0.85) and the effective stress tensor is deflned as ( F l u e n t  (2006))
(^u)e// =  2/Xe// (^Eij -  (3.64)
In Eq. 3.64, peff is the effective viscosity given by the sum of molecular viscosity 
p, and turbulent viscosity pt^ The turbulent viscosity is not a ffuid property and it 
quantifles the resistance offered by the turbulent eddies to the flow. The estimation 
of turbulent viscosity is the basis of turbulence modelling and a detailed review of 
the subject is given in references like Pope (2000) and Wilcox (2006).
3.3 .2  B ou ssin esq  or E d d y v isco sity  approach
The eddy viscosity hypothesis, introduced by Boussinesq in 1897 linearly relates 
the anisotropic part of Reynolds stress tensor to the mean strain rate tensor as
— {pu'pi'j — - p k f ô i j )  =  2pt  ^E i j  — (3.65)
^as mentioned in Pope (2000)
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where the proportionality constant fit is called as the turbulent viscosity. Rear­
ranging the terms yields,
— pu[u'j = 2fitEij — -  ^pk + (3.66)
Eq. 3.66 has only two dependent variables, the turbulent kinetic energy k and the 
turbulent eddy viscosity pt, in addition to the mean quantities. The estimation 
of k and pt can be made using algebraic equations derived from boundary layer 
theory and empirical correlations or using one or two equation models. Since k 
and pt are scalars, the hypothesis forces all the Reynolds stress tensor components 
to align with the mean velocity gradient tensor. However in many practical flows. 
Pope (2000) explains that, this alignment does not occur.
3.3.2a The Spalart Almaras m odel
Spalart and Allmaras (1994) gave a one equation closure model based on the 
transport of modified kinematic eddy viscosity (called the Spalart variable) z>. 
The last term in Eq. 3.66 is neglected and the variable pt is modelled in terms of 
the Spalart variable as
Pt = pî>fvi (3.67)
where fj i^ is the viscous damping function given by
in which X  is the ratio of Spalart variable to kinematic viscosity of the fluid (^) 
and C^i=7.1. The transport equation for v is given by (F l u e n t  (2006))
d{pv) ^  d{pvuj) ^  J_ d /  .  dz> \  (  dv
[p + pu]—  +Cb2pdxj \  9 x jJ (3.69)dt dxi (Ji
where Vu is the turbulent production of û given by
=  (3^%)
(3.71)
where, C6i=0.1355, k=0.4187 is the Von Karman constant and d' is the distance 
from the wall. The magnitude of mean deformation, S  in Eq. 3.71, is estimated 
using either the vorticity magnitude {S=y/^KÏÏjQ^) or by including the effect of 
both vorticity and mean strain rate as proposed by Dacles-Mariani et al. (1995).
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In the strain-vorticity based production model S  is computed as
S  = +  Cprod min(0 , \Eij\ — (3.73)
where Cprod =  2 .0 , the strain rate magnitude \Eij\ = y^ÔJËÏjËïj, the vorticity mag­
nitude \Qij\=^2flijQij and the mean vorticity tensor is given by n^^=0.5 
This approach reduces the eddy viscosity estimation in regions where the mean 
vorticity exceeds the mean strain rate magnitude.
The turbulent destruction term is modelled as
d'T>u — Cwipfw \ 3 7  1 (3.74)
U  = 9 ' (  V  ° (3.75)\9'G +  C%3/
g ' = r ' ~ ' f ' )  (3.76)
where the constant Cwi is given by
=  %  +  1 + ^  (3.78)
(Jv
Cw2 = 0  3, Cu,3 = 2 .0 , Cft2 = 0 . 6 2 2  and ap=2/3. Eq. 3.74-3.77 show that, far away 
from the wall the destruction term is negligibly small.
The modified turbulent viscosity on the wall is assumed as zero. The Spalart-
Almaras model is a low Reynolds number model and when the near wall distance
is small enough to resolve the laminar sublayer, the wall shear stress is calculated 
using the laminar equation as
[/ == (3/T9)
where Ur is the friction velocity defined by U is the velocity parallel to
the wall, y'^=pUryd/P is the non-dimensional distance from the wall and ya is 
the distance of centroid of wall adjacent cell from the wall. However, when the 
logarithmic wall function is used for computational economy, the above equation 
is modified to
u = ^  ln{EY) (3.80)
where E'=9.793.
3.3.2b T h e  k-e m odel
The k-e model was introduced by Launder and Spalding (1974) and is widely used 
in industrial CED applications. The model solves two transport equations, one for
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the turbulent kinetic energy k=^u[u[ and the other for turbulent dissipation rate 
e (Eq. 3.62) and the turbulent viscosity pt is estimated using
P t = pCp—  (3.81)
where Cp=0.09. The kinetic energy transport equation in its exact form can be 
obtained by taking the trace of the Reynolds stress equation (Eq. 3.56).
d{pk) d{pkUi) —f—f-dUi d f  dk  1
dt + -  p '“i )  (3-82)
However, due to the presence of fluctuating terms, it is impossible to solve the 
resulting equation without modelling. To model the Reynolds stresses, the Boussi- 
nesq hypothesis (Eq. 3.66) can be applied. Based on the gradient diffusion anal­
ogy, the turbulent transport and pressure diffusion terms can be approximated in 
terms of the turbulent kinetic energy gradient as (|pwjwjw'- The
resulting equation is
d{pk) d{pkUi) _  d 
Tdt dxi dxj T 2ptEijEij — pe (3.83)d k j  dx
where Eij is the strain rate tensor defined in Eq. 3.55 and ak=1.0
There is no exact transport equation for the dissipation rate. Hence an empirical 
equation is used which can be written as
d{pe) d{peUi) d / p t \  oe _ e
dt dxi dxj +  ‘^ Cupt—EijEij — C2eP~^ (3.84)
where 0 -^=1 .3, Cie=1.44 and C2e=1.92.
The k-e model is essentially a high Reynolds number model and Eq. 3.83 and 
Eq. 3.84 are valid only in the core region and up to the outer edge of the buffer 
layer (p+ > 30). In many solvers (e.g. F luent), to integrate the high Reynolds 
number models with the near-wall flow two methods are available. For coarser 
grids, a logarithmic profile for mean velocity is used for the wall adjacent cell 
layer. From this, the wall shear stress and effective viscosity is estimated. The 
kinetic energy equation (Eq. 3.83) is simplified assuming ^  =  0, where n' is the 
wall normal coordinate and the production term Vk — 2ptEijEij is altered to
where subscript p represents the near wall cell centroid. The dissipation equation 
(Eq. 3.84) is not solved, instead a local equilibrium between the kinetic energy
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and the dissipation rate is assumed and Cp is calculated from
^ 3 / 4 , 3 / 2
=  (&86)
/(2/p
The second method is to resolve the flow near the wall into the laminar sub­
layer and use the linear stress-rate of strain relation to estimate the wall shear 
stress. For example in the enhanced wall treatment approach in F l u e n t  (the k-
e/kl model) a separate ‘low Reynolds number model equation’ is solved to evaluate
the effective turbulent viscosity (pt,2i) for sufficiently fine near wall meshes. The 
two layer turbulent viscosity pt,2i smoothly blends the laminar viscosity p near the 
wall adjacent cell to turbulent viscosity pt in the log region {Rey=py\/k/p < 200). 
More details about these wall treatments can be found in references such as Wilcox 
(2006) and the F l u e n t  (2006) user guide.
3 .3 .3  T h e R eyn o ld s S tress M od el
In this model, the transport equations for the 6  Reynolds stresses (Eq. 3.56) are 
solved to evaluate the Reynolds stress tensor in Eq. 3.54. But some terms in 
the stress transport equation retain the fluctuating quantities which cannot be 
evaluated through an exact method. Modelling of these terms based on the known 
mean variables are necessary and we will discuss how this is done in the F l u e n t  
(2006) solver. The turbulent diffusion term (3.58) is modelled as
-  d l ,  [ a ,  d k j
The pressure strain term has the order of the stress production term and also plays 
a critical role in many engineering flows. The term is divided into slow pressure 
strain Uij s^iow and rapid pressure strain Tlij r^apid ie.,
hij "F ^ij,rapid (3.88)
The two terms are modelled as
^ij,siow = —Cip— ^ i U j  — -S i j l ^  (3.89)
^ ij,ra p id  — —C 2 ( ^ j  +  TZij ~  Qj — - 5 i j { V k k  ~  Cfcfc)^ (3.90)
where C i ^ l . 8  and 0 2 = 0 .6 . There is an additional pressure strain term called the 
wall reflection term and this term is neglected in Eq. 3.88 because the user guide 
discourages using it for swirling flows.
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Another term which requires modelling in Eq. 3.56 is the dissipation tensor. It is 
assumed that Cij is isotropic and related to the scalar dissipation term e by
2 /  2k \
i^j = (3 91)
where 7  is the ratio of specific heats of the gas, R  is the gas constant. The closure 
is not yet achieved because the turbulent viscosity in Eq. 3.87 and the turbulent 
dissipation rate in Eq. 3.91 depends on the mean flow and has to be estimated. 
To model the dissipation rate Eq. 3.84 is slightly modified as
d{pe) d{peUi) d+dt dxi dxj T + -
P t \  de
CTe J d X j
with the constants (Je=1.0, Cie=1.44 and 026=192. The turbulent viscosity pt 
is calculated as in Eq. 3.81 and the kinetic energy is evaluated by k=\u'pi[. The 
RSM is more computationally expensive than the k-e or the SA model because it 
requires solving 7 additional transport equations over the continuity, momentum 
and energy equations.
On coarser meshes, when using the wall function, the following assumptions are 
made in the wall adjacent cell (i) the logarithmic law applies (ii) the turbulent 
kinetic energy production and dissipation are in equilibrium and the dissipation 
rate is estimated by Eq. 3.86 (iii) the stress diffusion and convection are negligible 
in Eq. 3.56. Additionally the components of Reynolds stresses along the local wall 
tangent (ÿ^), normal (rii) and binormal (7 2^ ) coordinates are explicitly specified in 
terms of the wall shear stress as
=  5.1, =  1.0, =  2.3, =  1 , 0  (3.93)
C/'T- L/ y  L /y  L/ y
where the friction velocity is given by Ur =  \ / t I p. When using enhanced wall 
treatment, the laminar stress-strain relationship is applied in the near wall cell to 
estimate the wall shear stress ie., only the assumption (i) is changed.
3 .3 .4  Large ed d y  sim u lation
Large Eddy Simulation (LES) is a numerical tool for turbulent flows which at­
tempts to resolve the energy carrying large eddies in a flow; the small eddies, 
which play a major role in viscous dissipation, are modelled. The separation of 
eddies is carried out through a ‘filtering’ operation. Then the question arises, 
which eddies are ‘large’ ? This depends on the filter size, which in practice is the 
local grid size for implicit models.
Typical energy spectrum for a turbulent flow is shown in Fig 3.1. It is evident that 
the larger eddies (which will have smaller wave numbers) carry most of the energy.
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Also, these eddies are grossly influenced by the geometry, boundary conditions 
and are anisotropic in nature. For this reason, the eddy viscosity approaches, 
which model the eddies as isotropic, often fail to accurately predict the anisotropy 
dominant flows and perform well otherwise. Hence LES is considered to be superior 
to RANS.
The LES, however, has certain limitations. Unlike RANS where solution can be 
obtained using a steady solver for a steady flow problem, the LES should always be 
carried out in a time dependent manner. For high Reynolds number flows the mesh 
should be sufficiently fine to resolve large eddies influencing the flow. Limitation 
on CFL number (which should be <  1) often limits the time step size on fine 
meshes to very small value (for example < 10“^s) and this delays the simulation 
significantly (several days compared to a few hours in RANS) depending on the 
mesh size. Also, since the solution is always dependent on the mesh fineness (finer 
the mesh more scales will be resolved and the solution tend to direct numerical 
solution) it is difficult to establish whether the mesh is sufficiently fine for a given 
problem. Another limitation is treatment of inlet conditions for LES. Defining (or 
triggering) realistic turbulent conditions at the inlet boundary (or boundaries) is 
currently accomplished by using synthetic turbulence generation methods. The 
methods are still under development and not accurate (Tabor and Baba-Ahmadi 
(2010)).
Details about the derivation of LES equations can be found in references like 
Pope (2000) and Sagaut (2005) and only the final equations are provided here 
for completeness. A filter is a mathematical convolution integral proposed by 
Leonard (1974). In F l u e n t  the filter is applied implicitly. For example, the 
general filtering operation on a velocity field is represented by
U:(%) =  /  U i(X 3G (% ,X 3d% \ G F
J v
(3.94)
Resolved Subgrid
Wave number
F ig u r e  3.1: Energy spectra showing the range of resolved and subgrid scale
wave numbers
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where G { X ,X ' )  is a filter function. In implicit filtered LES, such as the one used 
in F luent , the finite cell volume V  is used as a filter function:
1/y, X ' e V
elsewhere
(3.95)a f x . x ' )  =  { J '
gives the filtered velocity field
W i ( X )  =  4  y  Ui{X')dX',  X ' € V (3.96)
Using the filtering operation over the NS equations (Eq. 3.1, 3.2) yields
dTjj
dxj
(3.98)
where Eij=^  is the filtered strain rate tensor and Tij is the subgrid
scale stress tensor given by Leonard (1974)
Tij — pUiUj — pU iUj (3.99)
It is the Tij in LES which requires modelling to close the set of equations 3.97 and 
3.98. Similar to the Boussinesq approximation, the subgrid scale stresses can be 
estimated as ^
Tij — -TkkSij = —2ptEij (3.100)
The isotropic part of the stress tensor, ie., Tkk is added to the pressure term and
hence not modelled. Now the only term which require modelling in Eq. 3.100
is the turbulent viscosity. Two such models used for evaluation of /if, namely 
the dynamic Smagorinsky-Lilly and dynamic kinetic energy subgrid scale models, 
implemented in F luent (2006), are briefly discussed below.
3.3.4a D ynam ic Smagorinsky-Lilly subgrid scale m odel
The most basic model for estimation of /if was first proposed by Smagorinsky 
(1963). The Smagorinsky-Lilly model is based on the local equilibrium assumption 
between the subgrid scale kinetic energy production and dissipation. The turbulent 
viscosity is modelled as
IJk = pLl\E\ (3.101)
where E = j 2 E i j E i j  is the strain rate of resolved velocity field and Lg is the mixing
length for the subgrid scales. This mixing length is evaluated by
Lg = min(/cd', CgV'^l^) (3.102)
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where k is the Von Karman constant, d' is the distance to the closest wall, V  is 
the computational cell volume and Cs is the Smagorinsky constant whose value 
can be varied between 0.1-0.2.
For some test cases the choice of Cs is found to affect the results. Hence, non­
universality of Cs is the weak point of Smagorinsky-Lilly model. Also, the value 
of Cs does not vanish in the near wall regions where the turbulent viscosity is 
negligible or in the places where flow is predominantly laminar. To overcome this 
shortcoming, Germano et al. (1996) proposed a method by which the Cs will be 
calculated dynamically based on the scales resolved using the default filter (grid 
size) and a slightly larger filter. Though this addressed the local variation of Cs, 
near wall regions and laminar regions still present difficulties.
3.3.4b Dynam ic kinetic energy subgrid scale m odel
In this model the energy budget between the resolved and the unresolved scales is 
enforced through an additional transport equation for subgrid scale kinetic energy. 
The transport equation for the subgrid scale kinetic energy ksgs is written as
d k g g g  , d { U j k g g g )  _  _  d U i  k % s  , d  /  ^
where the subgrid scale kinetic energy is defined as
= I m - u l )  (3.104)
and the model constant cTfc=1.0. The turbulent viscosity fit is modelled as
fh =  Ctk%lv^/^ (3.105)
and the stress equation (Eq. 3.100) changes to
%  — -^ksgsSij = —2CkkyggV^^^Eij (3.106)
The other two constants, Ck and Q  are dynamically determined.
For near wall treatment, when the mesh is fine, the wall shear stress is computed
using laminar relationship. Otherwise, the standard logarithmic law of the wall is
used in the wall adjacent cell.
3.3 .5  C FD  m eth o d o lo g y
The first step in CFD is geometry preparation and meshing. The mesh can be 
unstructured or structured depending on whether the connectivity between cells 
is defined or not respectively. However for complex geometries the unstructured
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meshes are used in general. In this work for mesh generation A n s y s  I c e m c f d  
is used. For all the simulations the multi-block quadrilateral (2D) or hexahedral 
(3D) meshes are generated. To generate coarse level grids from a given fine grid, 
for multigrid implementation, the edge collapsing algorithm available in the Hydra 
solver is used.
The next step is domain discretization. Numerical solution of NS equations in a 
finite domain can be carried out using several discretization techniques such as 
Finite Volume Method (FVM), Finite Element Method (FEM), Finite Difference 
Method (FDM) or spectral method. However, for industrial applications, the most 
convenient approach is FVM and the method is mathematically conservative. The 
greatest advantage of FVM is it can be easily formulated to include unstructured 
meshes. The negative aspect is the solution accuracy: ‘robustly implemented’ 
solvers can yield only upto 2"^ order accurate solutions.
Solvers
Two CFD solvers with FVM discretization are used in the current research. In 
Rolls-Royce pic’s Hydra solver the FVM formulation is node based where as in 
A n s y s  F l u e n t  solver it is cell center based. This indicates where the variables are 
calculated and stored during computations. Hydra solves the fully coupled RANS 
equations using a density based approach which is most suitable for compressible 
fiows. In F l u e n t  the user can select either a density based solver or a pressure 
based solver. The pressure based solver solves the continuity and momentum 
equations in either a segregated or coupled manner and the energy, turbulence and 
any other scalar conservation equations are solved sequentially. In the segregated 
algorithm, the momentum equations are solved and the pressure correction is 
applied through continuity equation to update the solution in a sequential mode. 
The momentum and continuity equations are solved simultaneously in the pressure 
based coupled approach.
For calculation of convective fiuxes on faces, spatial discretization of the conser­
vation equations has to be carried out. In Hydra this is done using the first or 
second order upwind scheme and in the present work the latter is used. In F l u e n t  
several schemes are available for discretization of each equations and the second 
order upwind or QUICK (Quadratic Upstream Interpolation for Convective Kine­
matics) scheme has been used for all the simulations. The QUICK scheme is a 
weighted average of second order upwind and central difference schemes and the 
local weights are calculated dynamically to assist robust convergence. For interpo­
lating the pressure from cell centres to the faces second order upwind or PRESTO! 
(PRessure STaggering Option) scheme has been used. It was observed tha t the 
PRESTO! scheme gave superior angular momentum conservation in the compu­
tational domain for rotating fiows and is also recommended by F l u e n t  (2006) 
for such fiows. However, when using the enhanced wall treatment the PRESTO!
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scheme showed convergence difficulties and thus the second order upwind scheme 
is used for pressure interpolation.
For most of the cases presented in this thesis, steady simulations are carried out. 
When the steady simulations failed to converge or showed high mass or angu­
lar momentum imbalances, unsteady simulations were carried out. For unsteady 
simulations the implicit dual time stepping algorithm is used where a number of 
steady inner iterations are performed before advancing to the next time step. For 
near wall solutions either the standard wall functions available in the respective 
solvers are used or, in case of fine mesh, a low Reynolds number one equation 
model is blended with the standard high Reynolds number turbulence models as 
described in Subsection 3.3.2b. When wall functions were used, the near wall spac­
ing is adjusted to achieve > 30 in most of the near-wall cells. However, near the 
stagnation points the local values could be well below 30 and this was unavoidable. 
The Î/+ values were kept below 2 when using enhanced wall treatments.
M ultigrid
Hydra uses geometric multigrids with several coarser levels to accelerate conver­
gence of low frequency errors while F l u e n t  uses the Algebraic Multigrid (AMG) 
technique. In the algebraic multigrid approach, the coarser level equations are 
generated mathematically without using any geometric grids; where as in the ge­
ometric multigrid approach (in Hydra) the user has to provide the coarser grid 
files. As mentioned in the F l u e n t  (2006) User guide, the geometric multigrid 
approach has the advantage of preserving solution nonlinearity up to the coarsest 
level, where as in AMG solvers, due to linearization of the equations, this ad­
vantage is lost. However, the AMG has the advantage of less memory usage and 
computations compared to the geometric multigrid approach.
Convergence
The convergence of computations in a CFD simulation is monitored using residual 
history of governing equations. In Hydra the root mean square (rms) of residuals of 
all the 5 equations (continuity, 3 momentum components and energy) is summed 
up and monitored during each iteration. These residuals are non-dimensional 
residuals since the variables are non-dimensionalized in the Hydra solver. The 
acceptable tolerances were set to 10“ ®^ for all the steady simulations. Residuals of 
turbulent equations were computed separately and the rms values of each equations 
were summed together (for the k-e model).
F l u e n t  calculates residuals for each equation separately by summing up the 
residuals in all cells. These are unsealed residuals. The ‘scaled’ residuals can 
be obtained by dividing the unsealed residuals with the maximum residual value 
obtained in the first 5 iterations. However for rotating fiows, judging the con­
vergence based on residuals may be sometimes misleading. Additional checks are
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performed by monitoring angular momentum conservation over the whole domain. 
The following equation is used for checking the angular momentum (AM) conser­
vation
/  S  ^wall \
% Error in AM flux =  I 1 — . wall — | ^qq (3.107)
1 /  pvr{UiUi) dA
where Ui is the velocity vector and Ui is the boundary normal vector at the in­
flow/outflow boundaries, M^aii is the wall moment about the rotation axis. How­
ever, the relation predicts very high values when the inlet swirl is near to zero 
(de-swirling cases axial through flow cases). In such cases the AM imbalance is 
compared with the free disc moment of same dimension as the cavity. For most 
of the simulations the AM imbalance was kept within 3%. For unsteady time ad­
vancement the aforementioned strategy is used: when the inner iterations reached 
a user specified maximum counts or the relative residuals reduced to 1% of the 
first iteration values whichever is attained first. The computations are carried 
out in parallel on the March 4 cluster of the Thermo Fluid Systems University 
Technology Centre (TFSUTC) at the University of Surrey. For post processing 
the Paraview and F l u e n t  post processing tools are used.
3.4 H eat conduction
The mode of heat transfer in solids is conduction (also called diffusion) which is 
governed by the Fourier’s gradient diffusion law. This states that the heat flux 
in any directions is proportional to the temperature gradient along that direction. 
The transient heat equation in the three dimensional Cartesian space is
dt pC S^,Z7 rx I T Q (3.108)
where ksjj is the anisotropic thermal conductivity tensor, pC is the specific heat 
per unit volume of solid and Q is the internal heat generation rate per unit volume. 
The equation needs an initial condition which is generally the initial temperature 
distribution at all points in the solid domain and boundary conditions on all the 
enclosing surfaces. The boundary conditions may be Dirichlet (Temperature spec­
ification) or Neumann (heat flux specification). When Neumann conditions are 
used, those surfaces should satisfy
dT
q = Uiksjj (3.109)
where q is the heat flux into the volume and Ui is the unit outward normal.
In the present work a solver called SC03 is used for finite element analysis, which is 
a proprietary solver of Rolls-Royce pic. In this solver the spatial discretization of
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Eq. 3.108 is carried out using the Finite Element Method (FEM) and the temporal 
discretization using the finite difference technique. The domain TZ is divided into 
geometrically similar finite elements, each element having certain number of node 
distributed at its edges. This mesh generation is automatically done in SC03. 
More information about the solver can be obtained in the SC03-Manual (1999). 
A short description is given here.
Temperature distribution in a finite element is assumed to follow
T  = NeTe (3.110)
where Ne is the shape function in element ‘e’ and Te is a temperature associ­
ated with the element. The shape function depends on the element type chosen. 
Assuming that the temperature distribution in an element can be given by an 
arbitrary function T{x)  and this function can be approximated using the summa­
tion of product of nodal temperature (T)) and shape function [Nj(x)) at nodes 
surrounding the element, one can write T(x)  as
T(j;) =  [Ari(T) # 2(4 ... [Ti 7^... (3.111)
where [A i^(a;), ^ 2 (0;)...] is nodal shape/interpolation array and [Ti, T2 ...]^ ’’“”® is the 
nodal temperature vector. Then the Nj satisfies
i!
In this weak formulation the temperature at an element is only strongly dependent 
on the surrounding nodes. More details of such weak formulations can be found in 
any standard finite element text books. Substituting the approximate temperature 
distribution function into eq 3.108 and carrying out the integration over the entire 
domain reduces the conduction equation to
dT
M — + K T  = P  (3.113)
where M , FT, P  and T  are specific heat matrix, conductivity matrix, nodal heat 
fiow vector and nodal temperature vector respectively. The boundary contribution 
to this equation is from the heat fiux vector (P). Using the 9 method weighted 
time discretization, Eq. 3.113 is written as
/ r p n + l  _  rp n  \
I -— j -f- K^+-^0'T^+^ +  -  e')T^ = P^^+^  (3.114)
with ^'=0 ^  explicit forward differencing, ^'=0.5 => central differencing (Crank- 
Nicholson), 9'=\  G alar kin scheme and 9'=1 => backward Euler scheme.
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W ith the assumption of constant material heat capacity and thermal conductivity, 
the residual vector can be written as
R n+l   pn+1 +
M
A t
Æ(1 - jin _
M
A t
+ K 6 rjrn+l (3.115)
Then the Jacobian is given by 
Finally, the solution is found using quasi-Newton iterative procedure as
(3.116)
(3.117)
where 13' is the relaxation factor. The non-linear heat flux vector P  is computed 
using standard Nusselt number correlations in the stand alone SC03 analysis or 
estimated indirectly from the CFD solutions in the coupled analysis.
3.5 A erotherm al coupling
In the previous sections we discussed the governing equations and their compu­
tations in the solid and fluid domains. To solve the heat transfer problem in the 
collective solid/fluid domain, it is essential to enforce the continuity of heat flux 
and temperature at the interfaces, ie..
Tbs = Tbf 
^bfQbf ~  '^ bsQbs
(3.118)
(3.119)
These interface conditions can be imposed either strongly (conjugate heat transfer 
analysis) or weakly. In the conjugate heat transfer analysis, the Navier-Stokes 
equations are modified to include the heat governing equations in the solid domain. 
The resulting system of equations are solved simultaneously in a single solver. The 
method is time consuming for transient analysis and if the formulation is done 
using finite volume discretization, the order of accuracy will be limited to second 
order in both domains.
In the weakly coupled treatment, the solid and fluid equations are solved in sep­
arate solvers and the heat fiux and temperature continuity at the interface is 
imposed through an iterative procedure. This formulation has several advantages.
•  Freedom to choose the FEM and CFD solvers and the interface coupling 
algorithm.
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Figure 3.2: FEM/CFD coupling using Anderson mixing algorithm
• The mesh can be coarser and finer in the solid and fluid regions respectively 
(unequal number of nodes at the interface)
• Higher order FEM scheme can be used to solve the solid conduction equation. 
Also, the method can be extended to include stress analysis in solids.
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• Flexibility to run transient FEM and steady CFD
• A mixture of CFD and other specialized convective boundary conditions can 
be used
Further details about various aerothermal coupling methodologies are given by Sun 
et al. (2010). The use of steady CFD is justified by the fact that fluids respond 
quickly to change in temperatures due to high flow speeds.
3.5 .1  C oup ling a lgorith m
The present coupling procedure is an extension of Illingworth et al.’s(2005) work. 
Illingworth used a quasi-Newton iterative procedure for thermal coupling. Where 
as, here the Anderson (1965) mixing method is used to solve the interface problem. 
Anderson mixing is essentially an acceleration technique for ‘fixed point iteration 
algorithm’. Canine et al. (2012b) used this algorithm for aerothermal coupling of 
turbine disc and demonstrated quick and stable convergence.
The coupling algorithm is implemented in an SC03 plugin program called ‘SC89’. 
In the SC89 panel of SC03, the inlet walls, coupling walls and CFD models are 
defined during the model setup stage. Convective boundary conditions are im­
plemented on the coupled walls in SC03 (defined in Subsection 3.5.2). In the 
stand alone mode (of SC03), the input to convective type boundaries are heat 
transfer correlations (defined in Subsection 3.5.3) and fluid temperatures. In the 
coupled mode, these values are supplied by SC89 from the CFD calculations. In 
setting up the CFD models, mass flow inlet boundary conditions are used if there 
are multiple inlets and static pressures (from SC03) are specified at each outlet 
boundary. When supplying the wall temperatures from SC03 to CFD and supply­
ing the computed heat transfer coefficients and fluid temperatures back to SC03, 
these quantities should be interpolated. This interpolation is carried out in SC89.
During coupled calculations, at each iteration, SC03 (through SC89) supplies wall 
temperatures, wall rotation speeds, mass flow rates and swirls at inlets and static 
pressures at outlet boundaries to CFD. In return, the heat fiux, outlet swirl velocity 
and the corresponding boundary coordinates are passed from CFD models to SC89 
after steady computations. SC89 calculates the heat transfer co-efficients and fluid 
temperatures using the current and previous iteration values (Eq. 3.120) and passes 
them to SC03 wall nodes through interpolation.
h = -  Qif^-1 (3.120)
Tbf,k-i -  Tbf^k
Tf = ^  + Tbf,k (3.121)
Sometimes the heat transfer coefficient calculations yield negative values and in
his scenario the lower limit is set to 200 Details about the formulation
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Figure 3.3: Heat flux and temperature exchange at the interface
and performance of this method with other iterative procedures is given by Canine 
et al. (2012a) and Canine et al. (2012b). The iterative procedure is shown in 
Fig 3.2 and Fig. 3.3.
Three convergence criteria are imposed in SC03. First, the residual (r^"^^) should 
reach an acceptable level (10“^). Second, the magnitude of the maximum tem­
perature change at any node should be less than 2.5K and the third criteria is 
time stepping accuracy. To check this at every node a parabola is fitted with 
Ti_i, Ti and T^+i where i is the current time step. If the difference between this 
parabolic variation of temperature and the linear variation is greater than a user 
specified value, between the interval U-i and then the most recent time step 
(At = — is rejected and the new optimum time step is evaluate by
User specified tolerance 
Estimated error
(3.122)
If any of these convergence criteria fails or the maximum number of iterations are 
reached, then the current time step is rejected and computations are restarted from 
the previous converged solutions, but with a smaller time step. A starting value 
of = 0.5 is chosen for the mixing parameter. However, its value is dynamically
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adjusted between 0 and 1 as the computations proceed based on the residual 
reduction rate.
A fixed number of iterations are performed in steady CFD simulations. It was 
found that, for the rotor drum calculations around 1000 steady iterations are 
needed in the F l u e n t ’s pressure based solver to achieve reasonable convergence 
at each CFD call. More details about the coupling calculations will be provided 
when discussing the results in Chapter 7
3.5 .2  SC 03 B ou n d ary  C ond ition s
SC03 is a Rolls-Royce proprietary FEM solver. It can solve conduction equation 
in the solid domain in addition to mechanical stress-strain equations. There is 
an option to perform only thermal analysis by switching off the stress solver and 
this option is used for all the analysis reported in this thesis. In addition to static 
and dynamic load boundary conditions the solver can handle thermal boundary 
conditions such as heat flux, temperature, convection and radiation for thermo 
mechanical analysis. Extensive details about the solver, and formulation and 
implementation of boundary conditions in the solver are provided in the SC03- 
Manual (1999). This section provides a short overview of the conventional SC03 
thermal boundary conditions.
There are 7 main types of thermal boundary conditions in SC03 and if required 
more than one condition can be enforced simultaneously on a boundary. All the 
boundary conditions contribute to the heat flux vector P  in Eq. 3.113 and assume 
one dimensional flow adjacent to the boundary.
‘Direct heat flux specification’ is the simplest boundary condition. If the boundary 
is exposed to fluid of known temperature and infinite heat capacity, the ‘convecting 
zone’ boundary condition can be used. The contribution to a boundary node 
through heat flux matrix is
P j  =  j  N jh ( T f -T „ ) d A  (3.123)
where Tf and T ,^ are fluid and wall temperatures respectively and Nj is the nodal 
shape function at node j .  The heat transfer coefficient is supplied through empir­
ical relations which will be discussed in Subsection 3.5.3.
The ‘thermal stream’ boundary condition is one of the most extensively used 
boundary conditions in the SC03. It is specified on the boundary which is exposed 
to fluid advection and applied along the direction of the flow. The required inputs 
are mass flow rate of the fluid m /, inlet temperature Tin, work done (or heat 
pick up) per unit area Hpu (usually an empirical expression), fluid pressure, heat 
transfer coefficient (empirical) and swirl velocity (optional). It is assumed tha t the
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F i g u r e  3.4: Example of stream and duct boundary conditions in SC03. — > 
(STXX) are streams, —  ^ (DUXXXA/B) is a duct and show how the inte­
gration of eq 3.124 is carried out in a duct.
fluid in the stream has finite heat capacity and exchanges energy with the wall. 
The resulting change in fluid temperature is computed by an ordinary differential 
equation:
dTf Hpu +  h(Tyj — Ty) dA (3.124)
ds Cifhf ds
where s is the local flow vector and Tf = Tin is used as the boundary condition at 
s=0.
Another widely used boundary condition in SC03 is the ‘duct’ which is a special 
case of stream boundary condition. Two streams are paired together on different 
parts of the boundary and integration is carried out as shown in Fig 3.4. Ducts 
are used on the boundary pairs where the mutual energy exchange is strong due 
to fluid mixing. The my, Tin and swirl velocity will be same for a duct, but, the 
pressure, heat transfer coefficient and Hpu expressions can be different on the two 
surfaces.
‘Void’ boundary conditions are used on the surfaces of enclosed volumes or on 
boundaries near to which the through flow is negligible. The basic assumption is 
that the adjacent fluid has very small heat capacity and there is no net heat flow 
into the void, ie..
h{Tuj — Tf)dA  +  Qin — 0 (3.125)
The void boundary condition is employed in the inner cavities of IP and HP 
compressors and will be discussed in Chapter 6. Two other important boundary 
conditions are external and internal radiation. The ‘external radiation’ accounts 
for the radiative heat fluxes from the surrounding (the sources are not within the 
model). On the other hand, radiative heat transfer between cold surfaces exposed
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to hot metal parts are accounted by applying the ‘internal radiation’ boundary 
condition.
In SC03, each boundary condition is given a unique index. Different types of 
boundary conditions can be stitched together to form a network and information 
can be passed from one boundary to another using the indexes. For example, if 
smxxx, stxxx and spxxx represents mass flow rate, total temperature and pressure 
of fluid respectively in stream xxx, the boundary conditions in Fig 3.4 can be 
linked as
dmlOO =  sm20 -f- sm35 , mass flow rate into the duct
dtlOO =  tmza;(20,35) , duct Tin calculated from st20 and st35-
- assuming constant enthalpy mixing
dpi 00 =  sp20 , pressure of fluid in the duct
sm55 =  0.3 * dmlOO , mass flow rate into stream 55
st55 =  dtlOO , total temperature into stream 55
sm25 = dmlOO — sm55 , mass flow rate into stream 25
gt25 — dtlOO , total temperature into stream 25
and so on.
3 .5 .3  E m pirical C orrelations in SC 03
SC03 uses several empirical correlations for heat transfer coefficient and heat 
pick up (work done) estimations. These correlations have been developed over 
many years of experimentation and experience. Only a few important correla­
tions, specifically developed for internal rotating flows, will be introduced here for 
illustration.
Forced convection
The heat transfer coefficient over a free disc due to forced convection is given by
h =
0.616 when < 2.4 x 10^
0.0267 Pr^'^ Re^^ when Rcc  ^ > 3.0 x 10^
(3.126)
where r is the radial coordinate. For transitional Reynolds numbers, h is linearly 
interpolated between the laminar and turbulent values. Heat transfer coefficient 
for forced convection in duct or internal passages are computed using the Sieder 
and Tate (1936) correlation if the flow is laminar and the Nunner (1958) correlation 
if the flow is turbulent. For laminar flows.
Nud =  1.86 RePrDh\^^^ [  jn
L ) (£)
0.14
(3.127)
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where R e  is the Reynolds number based on D h ,  the hydraulic diameter of the 
passage, defined by 4*(cross-sectional area)/Perimeter. The molecular viscosity 
fi and fiw are calculated based on bulk temperature and wall temperatures re­
spectively. The Nusselt number can be related to the heat transfer coefficient 
hy h = Nud kf/Dh. The most important aspect of Sieder & Tates’s equation is 
that it accounts for the variation of heat transfer coefficient due to entry effects 
(through Dh/L  parameter). A drawback is, for long pipes (fully developed laminar 
fiows) Eq. 3.127 tends to estimate zero Nusselt number whereas experiments pre­
dict a constant Nusselt number of 3.66. However, in engine conditions, the fully 
developed laminar fiow situation is extremely rare and can safely be neglected.
For turbulent fiows, the entry length is generally short due to strong eddy transport 
(Holman (1987)) and, the Nunner correlation is used assuming fully developed fiow
N u  =  — ---------------CiPrR£  ^ -^-----   (3.128)
1 +  1.15 P r~ l Re~l
where Cy is the friction factor for the surface and Cyo is the friction factor for the 
smooth surface at the same Reynolds number. For transitional Reynolds numbers 
(2100 < Re < 2300), the Nusselt number is computed by linearly interpolating 
the values obtained by Eq. 3.127 and 3.128.
The heat pick up or windage in SC03 is estimated through various means. The 
most general windage formula (windage per unit area), which can be applied over 
cones, cylinders and discs, is
^  =  [1.2275 {logw -  0.5502 (logio iîe^)‘  ^“ ] W  (3.129)
where G =  m a ^ (e ,e .)  (3.130)
27T
In Eq. 3.129 W  has the unit {W/m^). © is the half cone angle for conical surfaces. 
For cylinders 0 = 0 , but SC03 uses 0 = 0 c  because at this angle the equation for 
discs and cones becomes equal to that for cylinders. SC03 can also calculate the 
windage using the integral methods which is discussed in Subsection 2.2.5.
3.6 Sum m ary
In this chapter the Navier-Stokes equations and Fourier heat conduction equations 
have been reviewed. The simplification of Navier-Stokes equations to ordinary dif­
ferential boundary layer equations using integral methods was discussed in detail. 
The integral methods will be used in Chapter 4 to compute the wall moment, pres­
sure drop and heat transfer in rotating cavities with radial inflow. The method
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is also implemented in SC03 (through a plug-in called SC77) to compute heat 
pickups on the rotating walls.
Three important RANS models, k-e, SA and the RSM discussed in this chapter, 
are used for computation of radial inflow in cylindrical cavities in Chapter 4. When 
computing these flows in Hydra density based approach is used and in F l u e n t  
pressure based solver is used. For the computation of axial throughflow in a 
rotating cavity LES will be used in addition to the RANS models.
The CFD solution methodology adopted for this research are discussed in detail. 
A density based solver is used in Hydra and a pressure based solver is used in 
F l u e n t  for computations and will be discussed in the forthcoming chapters. Two 
near-wall flow computation techniques, viz., using the logarithmic wall function 
and enhanced wall treatment, are adopted for the computations. The solutions’ 
convergence are monitored by computing the, sum of root mean square of continu­
ity, momentum and energy equations in Hydra. In F l u e n t , the sum of residuals 
over all the cells for each scalar equations, scaled using the maximum sum of resid­
uals in the first 5 iterations, is monitored. An additional criteria of monitoring 
angular momentum balance error is also applied.
For solving the heat conduction equation a FEM solver, SC03, is used. The dis­
cretization of the conduction equation, solution method, convergence criteria and 
time stepping criteria were discussed in detail. Different types of SC03 bound­
aries, the empirical heat transfer correlations and heat pick up correlations were 
also discussed. SC03 will be used in standalone mode in Chapter 6 and in coupled 
mode with CFD in Chapter 7 for transient aerothermal analysis of the jet engine 
IPC drum. CFD computations are carried out in steady state during these coupled 
FEM /CFD calculations.
Chapter 4 
Com putation of Radial Inflow in 
a Cylindrical Cavity
In the IPC drum, air is extracted into the secondary air system from the main 
annulus to reduce the disc temperature gradients and ventilate the rotor drum. 
This air flows radially inwards with a high degree of swirl causing a large pressure 
drop and altering the heat transfer rates significantly as discussed in Section 2.2. 
Prom the review of literature (in the same section), it was recognised that such 
flows are challenging to predict numerically. Though the integral methods are 
available to analyse the accuracy is not guaranteed if the flow exhibits complex 
impingement and separations in the mixing region. CFD may be a powerful tool 
in such scenarios for modelling the fiow and heat transfer. However, the literature 
related to the application of CFD for evaluation of radial inflow in rotating cavities 
has been very limited. CFD modelling of swirling inflow in a cyclone separator 
(stationary cavity) has been shown to be well predicted by the Reynolds stress 
turbulence model. No heat transfer CFD validation studies have been reported 
till date to this author’s knowledge.
In this chapter three RANS models, the k-e model, SA model and the RSM are 
evaluated for prediction of highly swirling radial inflows in stationary and rotating 
cavities. The better performing models will then be considered for the aerother­
mal analysis of the rotor drum. The k-e model is the most widely used RANS 
model in the industry while the SA model is popular among external aerodynamic 
researchers. The RSM, which models all the Reynolds stresses, has been recom­
mended for computation of highly swirling flows. In Section 4.1 and 4.2 the CFD 
models are evaluated for radial inflow in stationary cavities. In Section 4.3 and 
4.4 the models are evaluated for rotating cavity applications. An integral method 
is also considered alongside the RANS methods. Much of the material in this 
chapter were published by Vinodkumar et al. (2013).
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4.1 W orm ley te st  case
Experiments by Wormley (1969) in a narrow vortex chamber (s =  0.0254m, b = 
0.0889m, a = 0.00635m) with high inlet swirl are used to evaluate turbulence 
models for radial inflow in a stationary cavity with a small gap ratio {G = s/h — 
0.2857). For pressure drop measurements, Wormley used air as the working fluid 
with pressure tappings in the stationary housing. In the experiments, Wormley 
varied the inlet velocity ratio v i/u i  and measured corresponding pressure drop in 
the cavity. Wormley estimated the inlet radial velocity using ui = m / {2tïpsh) after 
measuring the mass flow rate. Here, computations are carried out for a case which 
had an inlet velocity ratio of =  59.8 with ^{,=0.2438 m /s in the experiments. 
Corresponding values of inlet rotational Reynolds number {Ret =  pv^b/p) and 
non-dimensional mass flow rate {Cw = m/pb) are 93600 and 2800 respectively. Air 
is taken as the working fluid. As the absolute pressure ratio across the chamber 
is close to unity {pb/Pa ~1.06), the non-dimensional results approximate those 
for any incompressible fluid at the given Cw and More details about the
experiment are provided in Subsection 2.2.1.
4 .1 .1  S etup
A sector geometry with one degree sector angle is used in the computations. 
The thin sector was chosen as an alternative to axisymmetric geometry because 
of unavailability of an axisymmetric solver in Hydra. The geometry and CFD  
mesh used are shown in Fig 4.1. The fluid is assumed to enter the cavity uni­
formly through the outer cylindrical surface with strong swirl and leaves the cavity 
through an extension pipe at the inner radius. The SA and the k-e models in both 
the solvers (Hydra and F l u e n t ) and the RSM  model in F l u e n t  were tested.
Mesh dependency was investigated for models using wall functions by comparing 
the solutions on two meshes with 8000 and 22,000 cells. Comparison of cavity 
pressure drops on the two meshes showed a difference of less than 1% of the inlet 
gauge pressure. Near-wall layer resolved solutions are obtained on a mesh with 
62,500 cells. Noting that computations in F l u e n t  and Hydra are cell and node 
centred respectively, to achieve similar values on two solvers, the near wall 
distance in F l u e n t  had to be doubled and this was done for all the meshes (used 
for computations in F l u e n t ) .  Steady state simulations were performed using 
second order schemes. The pressure based segregated solver with the SIMPLE 
algorithm is used in F l u e n t  while the density based coupled algorithm was used 
in Hydra.
While initializing the solution a uniform total pressure of 108,200Pa was specified 
in the domain with all the velocity components being zero. The simulations were 
started with first order discretization later switching to second order in both the 
solvers. The solutions diverged when the computations were started with default
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F i g u r e  4.1: Mesh used for Wormley (1969) test case
relaxation factors in F l u e n t . Hence the pressure and momentum relaxation fac­
tors were reduced to half their default values and after around 5000 iterations, 
when the computations were stabilized, the original values were restored.
4.1 .2  R esu lts
The convergence in Hydra was found to be slow and it took almost three times 
the number of iterations to converge compared to F l u e n t . When started from 
the initialized solution the eddy viscosity models in F l u e n t  took around 80,000 
iterations to converge while the RSM converged within 50,000 iterations. It was 
found that the source region and boundary layers developed quickly, within ap­
proximately 10,000 iterations, and the rotating inner core took a long time to 
develop. Initializing with a small tangential velocity did not help to accelerate the 
convergence rate. A similar solution convergence methodology was adopted for all 
test cases in this chapter.
The radial pressure distribution on the left hand wall of the chamber is shown 
in Fig 4.2. Among the tested eddy viscosity models, the SA solutions in Hydra 
agreed best with the pressure measurements. Differences in results from the two 
solvers, are mainly attributed to the different implementation of wall functions. 
Similar discrepancies in the coarse mesh results, due to different wall function im­
plementation strategies, in the two solvers have been reported by other researchers; 
see for example J aviva et al. (2011). As supportive evidence, resolving the near 
wall layer in both the solvers reduced these discrepancies (Fig 4.2a and c) thus 
showing the sensitivity to wall function implementation.
Chapter 4. Radial inflow 71
\\
SA-Hydra k-e-Hydra\\
% \\0.7 Int. method
0.5
0.2 O.'/ 0.60 0 0.4
oo
SA-FLUENT k-e-FLUENTo
\\
\\
\ \
\\ o
\ \  O
\ \\\
\ \
J___
I 0.7
0.5
0.2 0.4 0.60 0 0.2
RSM-FLUENT FLUENT
0.7 k-e
Kato-Launder
Wormley
0.5
0 0.2 0.4 0 0.2 0.4 0.6
1-r/b
F ig u r e  4.2: Radial pressure distribution on the left end wall of vortex chamber
with Cw — 2800 and Re^ =  93600.  Wall functions, enhanced wall
treatment, ‘o’ Wormley’s experiments. Note tha t the vertical axis represents 
ratio of local gauge pressure to inlet gauge pressure as presented in Wormley
The pressure drop was also calculated using the integral method. Since the integral 
method was developed for rotating discs/cavities, wall rotation speed has to be 
provided as one of the inputs to obtain the solution. Hence, a very slow wall 
rotation speed is assumed with Cl ~  O .lra d /5. The computed pressure distribution 
agreed well with the measured values at all radii as shown in Fig 4.2(b). Halving 
the wall rotation speed to 0.05 rad/s did not show any change in the results.
The pressure drop estimates by the k-e model in both the solvers are consider­
ably less than the measurements. F l u e n t  solutions showed negligible sensitivity 
to near wall modelling as shown in Fig 4.2(d). The RSM solutions, shown in 
Fig 4.2(e), agreed very well with the measurements but the overall pressure drop 
was slightly higher in the wall function model than the near wall resolved case.
Experiments show sharp drop in cavity pressure for (1 — r/6) > 0.7 due to forma­
tion of a strong vortex. This steep drop was not captured by the k-e model in both
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F i g u r e  4 .3 :  Contours of ‘turbulent viscosity to molecular viscosity ratio’
predicted by four turbulence models for =  2800 and Rch =  93600
solvers as shown in Fig 4.2(b & d). This behaviour is attributed to excessive tur­
bulent viscosity production at lower radii of the cavity where the swirl is dominant, 
and this can be seen in Fig 4.3. A variant of the k-e model, applying the Kato- 
Launder modification to the turbulent production term in the k-equation with wall 
functions, was also tested anticipating lower turbulent production and better swirl 
velocity predictions near the lower radius regions. Compared to the standard k-e 
model, in Fig 4.2(f), the Kato-Launder modification showed a slight improvement 
in the radial pressure distribution but was hardly nearer to the measurements.
When discussing the turbulent viscosity, it is important to know how Vt is com­
puted in the three models. Calculation of Vt in and SA models are straight
1
V elocity Mci'^nitiide, (m /s): 10 20  3 0  40  50  60
k -e  H ydra  k -e  F L U E N T  K a to -L au n der SA -H ydra  SA -F LU E N T R SM
F ig u r e  4.4: Computed velocity magnitude in the x —r  plane of vortex chamber
for Cw =  2800  and Ret, =  93600
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F i g u r e  4 .5 :  Cavity pressure drop in W ormley’s test case for Cyj =  2800  and
R e t  =  93600 . ‘W F ’ refers to com putations using wall functions
forward and are given in Eq. 3 .8 1  and Eq. 3 .6 7  respectively. In the RSM model, 
theoretically, is not needed as all the Reynolds stresses are directly computed 
from solving the stress transport equations. However, because of the modelling 
requirements for the turbulent stress dissipation term in Eq. 3 .8 7 , E l u e n t  calcu­
lates Ut based on the eddy viscosity definition of the k-e model. But the kinetic 
energy for calculations is obtained by taking the trace of Reynolds stress tensor 
rather than solving the kinetic energy transport equation.
The turbulent viscosity distributions in the r — cj) plane are shown in Fig 4 .3 . It 
is interesting to note that the Kato-Launder modification reduced the turbulent 
viscosity in the core region but the Vt values were far higher than the SA and 
the RSM model results. Among all the models considered, the RSM predicted 
least turbulent mixing in the rotating core region. Good agreement of the results 
with the measurements from this model and the integral method (which neglects 
viscous diffusion in the rotating core) suggest that the turbulent viscosity may be 
negligible in the core. The RSM performed better than other models because it 
reproduced the suppression of turbulence by rotation in the core region and this 
is also reported by other researchers as discussed in Subsection 2.2.6.
No data related to the overall pressure drop in the cavity was reported by Wormley. 
Nevertheless, it is interesting to compare the pressure drop predictions from the 
tested turbulence models and this is done in Fig 4.5. The pressure co-efhcients 
are defined by the equation Cp^ sc =  {Ph — Pa)/(0.5p6U^) and the mass weighted 
averaged value of vt is used for the calculations, pt and Pa are the pressures on 
the left hand wall at r  =  6 and r = a respectively. This plot gives a clear idea of 
the sensitivity of the results to the turbulence models and their implementations
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in the two solvers. Sensitivity to near wall modelling is also striking and shows 
approximately 7 to 10% variation between the tested cases. The k-e models in 
F l u e n t  consistently show lower values for Cp^ sc-
4.2 Volchkov test case
Volchkov et al. (1991) carried out experimental and theoretical investigations of 
the flow and heat transfer in a wide vortex chamber (G=2.0). Details of the 
geometry and measurements were provided in Subsection 2.2.2. The mesh is shown 
in Fig 4.6. Two test cases are discussed. In the first case the velocity in the mid 
axial plane of the cavity is compared with the measurements for Ret = 22,000 and 
Cw = 2 ,360. In the second case the heat transfer predictions are compared with 
measurements for Ret = 200,000 and Cyj = 14,000. Volchkov measured tangential 
velocities at the outer edge of the shroud boundary layer (at r /6  % 0.95) and based 
on these values the rotational Reynolds numbers are defined.
4 .2 .1  S etup
A one degree sector domain with a mesh size of 97,000 hexahedral cells was used 
for the computations with standard wall functions and a 0.4 degree sector with a 
mesh size of 590,000 cells was used for near wall resolved computations. To avoid 
the axis in the sector domain, a small shaft of 0.001m radius was introduced at 
the center of the chamber. Due to small sector sizes the solutions are essentially 
axisymmetric. A slightly larger sector was chosen for the case using wall functions 
to maintain cell aspect ratio. 10 parallel circumferential slots, each having an area 
equal to the area of intersection of four nozzles with the peripheral shroud, were 
used as inlets for the CFD domain and this is shown in Fig 4.6.
The inlet conditions were determined assuming a total pressure and temperature of 
101300 Pa  and 290K respectively. These conditions along with the velocity angles 
and turbulent quantities (kinetic energy and dissipation rate calculated assuming 
5% intensity and width of slot as length scale) were specified at the inlet. The 
inlet velocity angles were adjusted to achieve the required tangential velocity at 
the edge of shroud boundary layer. The outlet pressure was adjusted to achieve 
the desired mass flow rate (using a mass flow outlet boundary condition). Due 
to the presence of multiple inlets and a single outlet, this combination of flow 
boundary conditions was considered to be convenient.
For the adiabatic test case all the walls were assigned zero heat flux. For the heat 
transfer test case a temperature profile was specified on the side wall opposite to 
the outlet (left wall in Fig 4.6) and an isothermal boundary condition was assumed 
on the right wall. This arrangement was used because, in the experiments, the right 
wall was not insulated and the reported temperature distributions were almost
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F igure  4.6: Mesh used for Volchkov et al. (1991) test case
constant at 290K. The temperature profile was obtained from the experimental 
measurements reported by Volchkov et al. (1991). The inlet shroud, central shaft 
and exit pipes were assumed to be insulated and on these surfaces a zero heat flux 
boundary condition was used. The overall angular momentum balance error in the 
converged solution was found to be less than 3% and 1% of the difference between 
inlet and outlet angular momentum fluxes for the cases using wall functions and 
near wall resolved models respectively.
Computations were undertaken using the k-e and SA models in the Hydra solver 
using standard wall functions. Further simulations, resolving the near wall regions, 
are carried out using the SA model in Hydra and the RSM model in F l u e n t  on 
the finer mesh (with 590,000 cells, mentioned earlier). In the RSM model near­
wall Reynolds stresses were specified in terms of the wall shear stress as in Fq. 3.93. 
Solutions were also obtained using the integral method by assuming a very slow 
rotation of the cavity walls (~  0.01 rad/s) as explained for the Wormley test case. 
Though the SA and the k-e models in F l u e n t  were tested, their predictions were 
similar to the Hydra results and hence are not included here. The solutions were 
initialized with the inlet conditions and the SA simulation was carried out first. 
The converged SA solution was then used as the initial conditions for other models 
in both solvers.
4 .2 .2  R esu lts  
Flow field
Similar convergence behaviour was shown by both the solvers as observed in the 
Wormley test case. The time taken by eddy viscosity models, to fully converge 
the solution, was almost three times the time taken by RSM (in F l u e n t ). Non- 
dimensional tangential velocity profiles at the axial mid plane (at z =  0.1m) of the 
cavity for the flow tests are shown in Fig 4.7. The tangential velocity at x = 0.95 
is used to non dimensionalize the velocity profiles. Both the eddy viscosity models 
failed to predict the highly swirling vortex observed in the experiments. If the
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F ig u r e  4 .7 :  Radial variation of tangential velocity in the mid axial plane of
the cavity for the flow test case with Rei, =  22000  =  2360 . Results from
the (a) eddy viscosity models in Hydra and the integral m ethod (b) RSM
tangential velocity in the vortex is approximated by the power law v /v t  % 1/a;" 
with n=l representing free vortex, both the eddy viscosity models predicted nearly 
forced vortex behaviour (n % —0.4 and —1 in the SA and the k-e model results 
respectively) in the cavity. Whereas the experiments reported nearly free vortex 
(n % 0.7) in the cavity.
The RSM results, obtained using both the wall function and near-wall resolved 
models matched the measurements reasonably well and also appeared to show a 
tangential velocity distribution close to the free vortex. However, some degree of 
sensitivity to near wall treatments was observed. At the outer radius of the cavity 
the wall function model showed higher swirl velocity than the near wall resolved 
model and a reverse trend was observed near the inner radius of the cavity. The 
velocity magnitude contours computed from two eddy viscosity models in Hydra 
and RSM with wall functions is shown in Fig 4.8. The formation of a vortex 
core is clearly visible in the RSM model. Though the integral method solution 
predicted free vortex kind of flow, the swirl velocities at the lower radius of the 
cavity overshoot the measurements significantly.
vclociiYMavniiuile (m/s): I /  7 9 Ji Ia /.> 17
F i g u r e  4.8: Velocity magnitude contours computed from two eddy viscosity  
models in Hydra and RSM in F l u e n t  with wall functions for Re^ =  22000
-  2360
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F i g u r e  4 .1 0 :  Total temperature contours in the cavity com puted using the
SA model and RSM for Ret, =  2 0 0 ,0 0 0  and — 1 4 ,0 0 0 . The measured 
temperature on the left wall is also shown.
H eat tra n sfe r
In the heat transfer experiments Volchkov measured temperature and heat flux 
distribution on the left hand wall (in Fig 4.6). The total temperature at the axial 
mid-plane of the chamber and the local Stanton number on the heated side wall 
of the chamber are plotted in Fig 4.9 (a) and (b) respectively. Volchkov defined 
the Stanton number as St =  qo/{pCumax{To ~  TV)) where Qo is the local wall 
heat flux and. To and TV are temperatures on the wall and edge of the boundary 
layer^ respectively. The quantity Umax in the above equation denotes the maximum 
radial velocity in the disc boundary layer and Volchkov et al. estimated it using 
the relation Umax =  u?,[0.4((r/6)“  ^ — l)/n]°-^, where n % 1. Only the solutions 
computed from the enhanced wall treated models (SA in Hydra and RSM in 
F l u e n t ) are reported here. Stanton number predictions from the RSM were 
closer to the measurements than the SA model in Hydra. The integral method 
solutions were also close to the measurements at the inner radius of the cavity but 
show significant differences for r/b > 0.7.
 ^Since locating the edge of the boundary layer and traversing the thermocouple along the 
boundary layer edge to measure the fluid temperature is difficult in such small scale experiments 
\blchkov et ah considered temperature measured at x=10mm as temperature on (or close to) 
the edge of the boundary layer
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The total temperature distribution in the cavity given by the SA and RSM com­
putations are shown in Fig 4.10. It can be seen that the heat affected volume 
is larger in the SA model than the RSM. Further, it is interesting to note that 
at around 0.07 < r/b < 0.15 the heated fluid from the left side of the chamber 
flows axially towards the outlet and increases the core temperature as shown in 
Fig 4.9(a). This mechanism is not observed in the SA model. The average heat 
flux from the left wall predicted by the SA model and RSM were 3A2kW /m ‘^ and 
A.lAkW/mP' respectively. The measured average heat flux through the same wall 
in the experiments was 6.1kW/m^ (with an uncertainty of ±10%).
4.3 F irouzian test case
Firouzian et al. (1985, 1986) conducted a series of experiments to study the flow 
and heat transfer in a narrow rotating cavity with superimposed radial inflow. The 
geometrical details and experimental results were discussed in Subsection 2.2.3. 
To study the effect of and and effective inlet swirl C{, on the flow, they 
used six different shrouds and varied the flow and rotation speed of the cavity. 
Tangential velocity was measured in the axial mid plane at various radial locations 
in the cavity using Laser Doppler Anemometry. By correlating the data with the 
integral method Firouzian et al. (1985) concluded that the inlet swirl fraction was 
less than unity (c % 0.42 to 0.72) for shrouds with orifices (circular holes placed 
evenly around the circumference) or a continuous slot and c =  1 for a shroud with 
a foam filled slot inlet. They also concluded that the inlet swirl strongly depended 
on the shroud geometry.
A computational study of two test cases is presented here; (i) velocity and pressure 
drop in the cavity fitted with foam filled slotted shroud (‘shroud F ’ of Firouzian 
et al.) (ii) pressure drop in the cavity fitted with a shroud consisting of 30 eq- 
uispaced central orifices (‘shroud A’ of Firouzian et ah). Axisymmetric domain 
was chosen for shroud F while both an axisymmetric and a 3D sector domain 
including one orifice, were chosen for the shroud A case study. The geometries are 
shown in Fig 4.11. The axial length of the annulus pipe, near the outlet, was not 
given in the literature. Here the outlet pipe was extended upto 2.35s where s is 
the cavity width. The exit pipe, with inner and outer diameter of 12.5mm and 
38mm respectively, was partly blocked at the outlet to avoid reverse flow and this 
restricted the outlet boundary to between r = 33mm and 38mm.
4 .3 .1  Setup: Shroud F
A foam filled slot of 5mm wide, situated at the centre of the shroud, was consid­
ered for the computational studies. The sector size was 2 degrees and hence the 
computations can be safely assumed to be axisymmetric. For mesh dependency 
studies, the mesh sizes were varied from 11,500 cells for a coarse mesh to 41,500
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for a fine mesh. The coarser mesh had at least 30% lesser nodes in the axial, 
radial and tangential directions than the finer mesh. Comparison of velocity pro­
files computed using the RSM, on these two meshes, in the mid axial plane of the 
cavity, confirmed mesh independent solutions.
A relative frame formulation was used with the coordinate system (and all bound­
aries) rotating at same angular velocity. At the inlet boundary, total pressure 
(101,300Pa), total temperature (300A), turbulence intensity (2%), turbulence 
length scale (1mm) and inlet velocities normal to the boundary (in the rotating 
frame) were specified. Low turbulent intensity was chosen owing to damping of 
turbulence by the foam filled slot. At the outlet boundary, pressure was varied to 
achieve the target mass flow rate and this option is available in both the solvers 
(‘mass flow outlet’ in Hydra and ‘pressure outlet’ with ‘target mass flow rate’ 
option in F l u e n t ).
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(a) Shroud F (b) Shroud A
F igure  4 .11: Geometry and mesh used for Firouzian test case (a) slotted
shroud (b) shroud with central orifices
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F i g u r e  4 .1 2 :  Radial distribution of non-dimensional tangential velocity in the 
axial mid plane of the cavity computed in (a) Hydra and (b) F l u e n t  solvers 
for = 3 .45  x 10  ^ and =  1,300 (shroud F)
Simulations were run in Hydra and F l u e n t  using SA and k-e models with stan­
dard wall functions and RSM in F l u e n t . The rotational Reynolds number (iîe^) 
and non-dimensional mass how rate (Cyj) for the simulations were respectively 
3.45 X 10  ^ and 1,300. The walls were considered to be adiabatic. All the simula­
tions converged smoothly to give good mass and angular momentum conservation. 
The overall angular momentum imbalance, computed as per Eq. 3.107 was less 
than 2% for all the tested cases. Similar convergence behaviour to that reported 
for stationary cavities was observed here with slow development of rotating core, 
particularly when using the eddy viscosity models.
4 .3 .2  R esu lts: Shroud F
The non-dimensional absolute velocities at the axial mid-plane of the cavity, com­
puted in Hydra and F l u e n t  solvers, are shown in Fig 4.12(a) and (b) respectively. 
Among the Hydra results, the SA model showed promising agreement with mea­
surements while the k-e model solutions deviated from the measurements at the 
lower radius of the cavity. A similar trend was observed in the stationary cavity 
computations with theses models.
Velocity profiles predicted by the turbulence models in F l u e n t  is shown in Fig 4.12(b). 
Both the eddy viscosity models showed good agreement with the measurements 
with the maximum deviation being 5% from the measured value at r /6  ~  0.5. The 
RSM showed the closest match with predictions within 1% of the measurements. 
However, at the inner part of the cavity {r/b < 0.5), where the rotation effects 
are dominant, the results showed some variations for different turbulence models. 
But, no velocity measurements were available at these locations to compare the 
results. Velocity profile predicted by the integral method agreed reasonably well 
with the measurements with the maximum disagreement being 8% of measurement 
at r/b  % 0.86.
The computed cavity pressure drop co-efficients {Cp^ c) are shown in Fig 4.13. The 
k-e model in Hydra and F l u e n t  showed large discrepancies in the pressure drop
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F ig u r e  4.13: Pressure drop coefficient com puted on the left hand disc, between  
r = b and a, w ith = 3 .45  x 10  ^ and =  1,300 for Firouzian et al. test
case (shroud F)
predictions. Similar trends were also observed in the Wormley test case (Fig 4.5). 
The k-e model in F l u e n t  solver predicted the lowest pressure drop. The SA 
model in both the solvers showed nearly equal Cp^ c while the RSM predictions are 
closer to the integral method results. No further conclusions can be made on the 
validity of the results due to the lack of measurements.
4 .3 .3  Setup: Shroud A
For this test case, both an axisymmetric and a 12 degree 3D domain consisting of 
one orifice were chosen for the simulations. The axisymmetric domain had 10740 
quadrilateral cells with the orifice replaced by a continuous slot whose width is 
determined based on the total area of 30 orifices.
The 3D domain was extended above the orifice to include a settling chamber as 
shown in Fig 4.11(b). The inlet for this settling chamber was situated at the outer 
radius of the chamber ie., at r/b  =  1.13 and the width of the chamber was double 
the cavity width. The axial distance from the axis of the orifice to either side 
walls of the chamber was the same. The shroud thickness was 1.5 mm. Inclusion 
of the settling chamber eliminated the need to specify the inlet swirl at the cavity 
entrance.
Computations were performed in the relative reference frame with constant 
of 2750 and 1.7 x 10  ^ < Re^^b < 9.86 x 10 .^ For the axisymmetric simulations 
all the walls were included in the rotating frame. For the sector simulations, the 
computational domain, discs, inner and outer surfaces of the shroud (of width
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s =  0.051m), the orifice and the extended outer pipe were assumed to be rotating 
at the same speed. The inlet, settling chamber walls and the bottom portion of 
the settling chamber (projected axially out from the outer surface of the shroud) 
were assumed to be stationary (or rotating at — relative to the cells). Mass 
flow rate was specified at the inlet boundary with a total temperature of 298K. 
Turbulent intensity and length scales were set to 5% and 0.01m at the inlet. Pure 
radial velocity was assumed at the inlet in 3D simulations as the domain and inlet 
were in the relative reference frame. For the axisymmetric simulations though the 
domain was in relative reference frame, the inlet boundary was in the absolute 
frame and a swirl ratio of 0.59 was fixed at the inlet using a user defined function. 
Firouzian et ah, using the integral method, estimated this value for the effective 
inlet swirl. For all the simulations the outlet pressure was fixed at 98325Pa (- 
SOOOFa gauge).
Simulations were undertaken using the RSM and the k-e model in F l u e n t . Wall 
fnnrfinno wprQ used for ncar Wall modelling. For 3D simulations, mesh dependency
was tested using two meshes with 176820 and 260572 cells. Cp^ c on the coarse mesh 
was found to be 1.9% and 4.1% lower than the fine mesh values in the k-e model 
and the RSM respectively for a low rotational Reynolds number test case. On 
the finer mesh the angular momentum imbalance, quantified as per the Eq. 3.107, 
in the cavity was found to be less than 5% for 1.7 x 10  ^ < < 4.9 x 10 .^
For the high Re^ f^, cases (6.8 and 9.9 x 10^), the imbalance increased to, 31.2% in 
the RSM model and 29.3% in the k-e model, of the net angular momentum flux 
through the flow boundaries. The axisymmetric simulations showed very good 
angular momentum conservation with the angular momentum imbalance of less 
than 3% for all the cases.
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F i g u r e  4 .1 4 :  (a) Pressure drop coefficient computed on the left hand disc 
between r  =  b and a, and (b) swirl pick up in the orifice (lower and upper end 
of the bar indicates swirl at the inlet and exit of the orifice) for Firouzian et al. 
test case with C'y, =  2750 (shroud A)
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F ig u re  4.15: Stream lines of the mean flow near the oriflce (top row), velocity 
magnitude in the x — r  plane (middle row) and velocity magnitude in the mid r  — 
4> plane of the cavity (bottom row) for a range of from the 3D simulations 
using the RSM for Firouzian et al. test case with =  2750 (shroud A). 
Stabilization of the flow at higher near the outer radius of the cavity can
be attributed to strong Coriolis effect.
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4 .3 .4  R esu lts: Shroud A
The cavity pressure drop Cp^ c for a range of is compared with the ‘corrected 
data’ of Firouzian et al. (1986) in Fig 4.14(a). The density at r  =  6 was chosen as 
the reference density and the pressure on the left hand disc was used for calculation 
of Cp^ c- At higher the RSM models (both 2D and sector computations)
showed good agreement with the measurements where as the k-e model performed 
well at lower The integral method results were close to the measurements
as well as to the 2D RSM. It should be noted that the inlet swirl ratio (at cavity 
entrance) was not enforced in the 3D model. The swirl ratio pick up in the orifice 
is plotted in Fig 4.14(b). These are mass weighted averaged values at the orifice 
inlet and outlet (iso-radius) planes. It can be seen that, for all the cases the RSM 
showed higher swirl pick in the orifice. The effective swirl ratio at the cavity inlet 
increased with the increment in Computations indicate that the cavity inlet
swirl ratio c& varied from 0.5 to 0.8 in the tested range.
The stream lines of the mean flow, near the orifice, from the RSM for =1.7 x 
10  ^ and 9.9 x 10  ^ are shown in Fig. 4.15 (top). The background contours are 
absolute velocity magnitude in the r — (j) plane (at z/s=0.5, reference plane z=0 
co-insides with left disc). For low the fluid enters the cavity with large
radial component where as for the high Re^^b the tangential component is much 
larger due to the rotation induced by the rotating shroud surfaces (note that the 
settling chamber walls are stationary). The absolute velocity magnitude in the x —r 
plane, computed using the RSM, are also shown in the Fig. 4.15 (middle row). The 
dominating velocity component is tangential. It should be noted that the (stream) 
lines in these figures are plotted by setting the tangential velocity component 
to zero just for visualization. Hence they represent axisymmetric stream lines. 
However, it is pointed out here that, the flow was three dimensional in the source 
region and exhibited unsteadiness. It can be seen that as Re^ j^ b^ is increased, for the 
same mass flow rate, the velocity in the cavity also increased. The radial extent 
of the tangential core also increased, pushing outwards and shrinking the source 
region. It is difficult to exactly define the boundaries between these two regions. 
However a rough estimate can be made through visualizations.
The results show that the flow was three dimensional at all the Reynolds numbers 
tested particularly in the source region. This was also reported by Firouzian 
et al. (1985) who observed oscillations of the rotating core in the radial direction. 
However at low Re^^b the strength of these fluctuations were weak owing to lower 
velocities in the source region. At higher (for example 9.9 x 10^), it is
interesting to note that, the flow is nearly symmetric about the mid cavity r — <j) 
plane. Despite this, higher angular momentum imbalance was observed for this 
test case. The contours of velocity magnitude in the mid cavity r  — ÿ plane reveal 
strong non-axisymmetric flow structures for this Reynolds number at the outer
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F igure 4.16: Geometries for the Farthing et al. (1991) test cases
radii. Stabilization of the flow at higher near the outer radius of the cavity
can be attributed to strong Coriolis effect.
4.4 Farthing test case
Farthing et al. (1991) studied flow and heat transfer in a rotating cavity, similar 
to the IPC cavity, with radial inflow. The shroud was fitted with lengthy nozzles, 
which directed the fluid into the cavity in a direction opposite to the cavity rota­
tion, in order to achieve lower inlet swirl values. Descriptions of the experiments, 
geometry, measurements and results were provided in the Subsection 2.2.4. In this 
section, computation of three test cases are discussed. Computed cavity pressure 
drop coefficients and Nusselt numbers are compared with Farthing et al.’s 1991 
measurements.
The three test cases, investigated in this section, are called as F T l, FT2 and FT3. 
The flow parameters used for the test cases are tabulated in Table. 4.1. Geometries 
used for each case were varied at the cavity inlet to achieve different degrees of 
inlet swirls. The test case F T l had 40 nozzles (20 x 2 rows), FT2 had 80 nozzles 
(40 X 2 rows) and in the FT3 the nozzles were replaced by a continuous foam 
filled slot. Dimensions of the cavity and nozzles for F T l and FT2 are provided in 
Subsection 2.2.4. The cavity width in FT3 was the same as in other two geometries
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C a se Cb At RC(/>,6
F T l 3050 0.4 0.072 0.01 xlQ(^
5080 0.0 0.120 0.01 xlO^
FT2 050 0.0 0.022 0.01 xlQ(^
2030 0.8 0.048 0.01 xlQG
4070 0.0 0.005 0.01x10^
0000 0.4 0.143 0.01 xlQG
8170 0.2 0.190 0.01 xlO^
10100 0.0 0.238 0.01 xlQG
FT3 3500 1.0 0.048 1.20x10^
Table 4.1: Flow parameters considered for Farthing et al. (1991) test case
while the outer radius (6) was increased by 18.5% to 391mm and the inlet was 
assumed to be a 10mm slot.
4.4 .1  Setup: F T l
In this test case local non-dimensional pressure coefficient {Cp) on the right hand 
disc in Fig 4.16 was computed for 2 inlet swirl ratio s; c;, =  0 and 0.4. The inlet 
swirl ratio was varied by controlling the mass how rate (or indirectly C-w) in the 
cavity for a given of 0.61 x 10®. Both axisymmetric and 3D simulations
were performed for this test case. For the axisymmetric test case, a thin sector 
of 1 degree was chosen and at the inlet, the nozzles were replaced by a thin slot 
of equivalent area. Obviously, the radial vanes between the cobs were neglected. 
To avoid reverse how at the outlet, a similar strategy, to that discussed in Sub­
section. 4.3.1 was adopted. The wall function approach was used for near-wall 
modelling and mesh dependency was checked on two meshes with 105,000 and 
160,000 hexahedral cells for the =  0 test case in F T l (Table. 4.1). The results 
showed no sensitivity to mesh resolutions. However, the angular momentum im­
balance, calculated as per Eq. 3.107, was found to be quite high. Also it should be 
noted that, using the Eq. 3.107 for calculation of angular momentum error may 
be misleading in this particular test case because of very small swirl velocity (or
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F igure 4.17: Local Cp on the right hand disc in test case FTl. Predictions 
from the (a) SA model (b) the k-e model and (c) RSM and integral methods 
for Ctü=3050, Cb=OA and Res  ^ =0.61 x 10®
Chapter 4. Radial inflow 87
RSM-2D 
RSM-3D 
Int. Meth. 
Expt.
2D-Hydra
2D-Fluent
3D-Hydra
3D-Fluent
Fxpt.
Fegends, see (a)1.2
0.4 O.j 0.6 0.7 0.8 0.9 / 0.4 O.J 0.6 0.7 0.8 0.9 /  0.4 0.6 0.6 0.7 0.8 0.9 7
X  X  X
F igure 4.18: Local Cp on the right hand disc in test case FTl. Predictions 
from the (a) SA model (b) the k-e model and (c) RSM and integral methods 
for Cy;=5080, Cft=0.0 and Re^^^ =0.61 x 10®
nearly zero angular momentum flux) at the inflow boundary. Hence the error was 
also compared with the disc moments predicted by the integral solution for similar 
conditions. It turned out that the error was approximately 18% of disc moments.
For 3D simulations an 18 degree sector, consisting of a pair of nozzles as shown 
in Fig 4.16, was chosen. The sensitivity of solutions to the mesh resolution were 
tested by performing the computations on three meshes with 0.63, 0.86 and 1.6 
million cells using the RSM for =  0 test case in FT l. Comparison of local
Cp on the left wall for the three meshes showed negligible differences and hence
solutions were considered to be mesh independent. The 0.63 million mesh was 
used for all the subsequent 3D simulations. The angular momentum error reduced 
to less than 1% (Eq. 3.107) which was a significant improvement compared to the 
axisymmetric test case. The SA and the k-e model in both the solvers were used 
for the validation studies as well as the RSM in F l u e n t .
4 .4 .2  R esu lts: F T l
The Cp variation on the right hand disc (in Fig 4.16), for =  0.4, is shown 
in Fig 4.17. Clearly, the 3D models (continuous lines) perform better than the 
axisymmetric test cases. The integral method predictions are also close to the 
measurements. Only the k-e model in F l u e n t  showed slightly higher pressure 
drop in the cavity than all other models and the measurements.
For a higher de-swirling case with =  0, the pressure drop in the cavity signifi­
cantly reduced to less than halve the value at c& =  0.4. Prediction of Cp for this 
higher de-swirling case, from various turbulence models, on the right hand disc of 
the cavity is shown Fig 4.18. The k-e model and the RSM showed good agreement 
with the measurements while the SA model under-predicted the pressure drop. 
The 3D solutions were closer to the measurements than the 2D solutions. The 
integral solutions showed lower pressure drop than experiments.
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4 .4 .3  Setup: F T 2
As discussed in Subsection 2.2.4 and shown in Fig. 2.8(c), the characteristic curve 
representing the variation of cavity pressure drop  ^ with respect to the non- 
dimensional mass flow rate, in a de-swirling how, exhibits ‘S-type’ variation at 
a given Re^^b- To examine whether the turbulent models could predict this be­
haviour, the k-e model and the RSM in F l u e n t  were tested for various and 
combinations at a constant of 0.61 x 10®. The how parameters are tabulated 
in Table. 4.1(FT2). The modihed geometry is shown in Fig 4.16(FT2) and has the 
same sector size as the F T l test case. Two nozzles were added and the settling 
chamber was removed and this reduced the mesh size to 306600 cells. Only 3D 
simulations were performed in the F l u e n t  solver.
4 .4 .4  R esu lts: F T 2
The pressure coefhcients at r  =  a, [Cp^ a] predicted by two turbulence models and 
the integral method are compared with the measurements in Fig 4.19. When the 
inlet swirl is reduced from =  1, Cp^ a increased and reached a maximum value at 
around ~  2000 with Cb ~  0.8. Further de-swirling the how reduced Cp^ a- Both
the turbulence models and the integral method reproduced this overall ‘S-type’ 
behaviour reasonably well. Among the CFD models, the RSM results were closer 
to the measurements than the k-e at higher inlet swirls (c > 0.7, Cy, < 3000) and 
the k-e model predictions agreed well at higher de-swirled conditions (0.2 < c < 
0.7).
The radial velocity contours on the x — r plane, midway between two successive 
nozzle rows’ exits, are shown in Fig 4.20. The Ekman type layers can be seen 
adjacent to the discs in the hrst two cases (Eig 4.20, a & b) when Cb > 0.5. In 
these cases the source region was restricted to the outer quarter of the cavity and 
the flow was almost symmetric on either sides of the axial mid-plane. It should be 
noted that this flow symmetry is one of the assumptions while deriving the integral
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two successive nozzle row exits, in test case FT2. =  0.61 x 10®
boundary layer equations. Most of the inflow occurs near to the discs and for this 
reason the integral theorem solutions agreed well with the measurements. For 
c < 0.5, the source region covered almost the entire cavity and the axial symmetry 
broke down. A strong inflow near the the left disc and outflow near the right disc 
is also predicted by both the models. Since the integral method does not account 
for this unequal distribution of flow in the disc and shroud boundary layers its 
accuracy is reduced at lower values of c&. For these conditions the RANS models 
show better match with the measurements. Also, it is interesting to note that 
both the models showed similar flow structures in the tested Cyj range.
Since the velocity distribution showed large 3D structures, suggesting unsteady 
behavior, an unsteady simulation was carried out for a duration of approximately 
60 sector passings (23 full cavity rotations) for the case with c& =  0.2 using the 
RSM turbulence model. A second order implicit scheme with dual time marching 
with a time step of 1 x 10“‘^ s (0.5 degree of cavity rotation per time step) was 
adopted for unsteady simulations. Around 10 inner iterations were performed in 
each time step. The unsteady simulations showed no significant change in flow 
structures. In the unsteady RSM model the total angular momentum imbalance 
was found to be less than 3% of the sum of cavity disc torques.
4 .4 .5  Setup: F T 3
In the FT3 test case heat transfer prediction by two eddy viscosity models in 
Hydra and the RSM in F l u e n t  was investigated for a high o f  1-2 x 10®.
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The inlet is a foam filled circumferential slot in the middle of the shroud, as shown 
in Fig 4.16(FT3). Farthing (1989) used this arrangement to ensure inlet swirl of 
Cb = 1.0. Axisymmetric and 3D sector simulations were performed with the inlet 
conditions corresponding to = 3500 and Cb = 1.0. The 3D simulations were 
carried out only in Hydra. A thin sector of 1 degree and a thick sector of 18 degrees 
were chosen for axisymmetric and 3D simulations respectively. For axisymmetric 
cases the mesh dependency was tested on two meshes with 30,000 and 64,000 
cells. The 3D sector had nearly 307,000 hexahedral cells. The computational set 
up is similar to the F T l test case (Subsection. 4.4.1). The temperature profile, 
from Farthing’s experiment, was imposed on the left hand disc.
The maximum difference between the local Nusselt numbers on the fine and coarse 
meshes at any location is found to be less than 1.04% of the peak value. The 
overall angular momentum imbalance, as per Eq. 3.107, was less than 1.5% in all 
the simulations. The energy imbalance was calculated using
% energy imbalance =  y 100 (4.1)
\ f l in  ^ o u t )
and found to be within 2% in the SA model and less than 4% in the k-e model.
4 .4 .6  R esu lts: F T 3
Local Nusselt numbers were calculated using the relation N u  = qor/{kf{To — Tb)), 
where Qo is the surface heat flux on the left hand disc, k f is  the thermal conductivity 
of the air. To is the disc temperature at radius r  and Tb is the total temperature of 
air at the cavity inlet. The qualitative variation of N u  along the disc radius, when 
compared with the measurements, was well predicted by all the CFD models and 
the integral solution. The SA solutions (with wall functions), shown in Fig 4.21 
a & b, agreed well with the measurements for r /5  > 0.75 and showed higher heat 
transfer rates below this radius. 3D simulations in Hydra, using the same model 
(Fig 4.21,d), showed relatively little deviation from the axisymmetric results. The 
k-e model significantly over estimated the Nusselt numbers, particularly near the 
lower radius in all the simulations. However, the Hydra implementation showed 
slightly better values for the N u  than the F l u e n t  implementation. The integral 
method showed a reasonable match with the experimental results at all radii. The 
RSM model solutions closely agreed with the measurements as shown Fig 4.21,c. 
These solutions also predicted the reversal of heat transfer from the fluid to the 
disc at r /6  < 0.56 due to continuous heating of the fluid in the Ekman layer, which 
was also reported in the experiments close to this radial location. However, in the 
mid radial location, at r/b  ~  0.6 all the CFD models over predicted the N u  and 
the integral method showed closer agreement with the measurements.
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4.5 C onclusions
Numerical investigation of flow and heat transfer in stationary and rotating cylin­
drical cavities with superimposed radial inflow have been carried out. Two eddy 
viscosity models, the k-e and SA, a Reynolds stress model and an integral method 
have been used to evaluate the flow and heat transfer. For selected test cases 
eddy viscosity models were tested in two different solvers. Numerical predictions 
have been evaluated against previously published flow and heat transfer measure­
ments for narrow and wide vortex chambers and rotating cavities with swirled and 
de-swirled inflows. The eddy viscosity and integral methods are representative of 
industrial practice while the RSM is often proposed as a more suitable model for 
highly rotating flows.
From the computational studies the following conclusions can be made
The four flow regions viz., the source, Ekman layer, rotating core and the 
sink, observed in the experiments are also predicted by the CFD solutions 
for stationary and rotating cavity test cases
Computations show that, in test cases with high inlet swirl, the rotating core 
covers a large portion of the cavity. Ekmal type layers cover most part of the 
disc and source and sink regions occupy relatively small volumes. In CFD 
simulations, the development of the core region takes a significant amount of 
computation time, particularly when using the eddy viscosity models. Also, 
these models show considerable amount of turbulent diffusion in the core 
region affecting the local flow and heat transfer predictions.
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• Experimentalists reported that the measurement of effective inlet swirl is dif­
ficult in rotating cavities with superimposed radial inflow. However, the ef­
fective inlet swirl predictions by the turbulence models, in the thin shrouded 
rotating cavity test case (Firouzian et ah), showed good agreement with the 
literature. Hence CFD can be used for estimation of effective inlet swirl in 
complicated shrouded geometries at various flow conditions
• The CFD solutions show some sensitivity to the near wall modelling, tur­
bulence model implementation in solvers. Axisymmetric results agreed well 
with the measurements for most of the test cases. In the engine like ge­
ometries (Farthing test cases), however, the 3D computations gave superior 
results compared to the axisymmetric cases.
• The integral methods are simple to set up, quicker to use and give good 
results for radial inflow test cases. However, when three dimensional effects 
are significant, as in the de-swirling test case, the results may deteriorate 
owing to boundary layer separations and impingement.
•  The eddy viscosity models showed mixed results for predictions of flow and 
heat transfer in a cylindrical cavity with superimposed radial inflow. The 
RSM and the integral methods showed good agreement with the measure­
ments for all the tested cases. The solution convergence in RSM is found to 
be quicker than the eddy viscosity models. Hence this model is recommended 
for highly swirling flow computations.
Chapter 5 
Com putation of Axial 
Throughflow in a Cylindrical 
Cavity
Axial throughflow occurs in gas turbine secondary air system when the coolant 
passes through bores of a disc stack. For example, in the IPC of Trent engine, 
which will be considered in Chapter 6 and 7, axial throughflow occurs in cavities 
formed by first 5 rotors. The literature related to experiments, theory and com­
putations of axial throughflow was reviewed in Section 2.3. The flow and heat 
transfer in such cavities are mainly governed by the geometrical parameters such 
as radius ratio and gap ratio of the cavity, presence of a central shaft and flow 
parameters such as axial Reynolds numbers, Rossby numbers, buoyancy numbers, 
and fluid and surface temperatures.
The literature review indicated that vortex breakdown of the central swirling jet 
strongly affects the disc and shroud heat transfer. Such breakdowns enhance 
the mixing of central throughflow and cavity interior flow. The mixing is also 
enhanced by the rotational buoyancy force when the shroud is hotter than the 
central throughflow. However, in the IPC rotor drum (which will be considered 
in Chapter 6 and 7), during most of the flight conditions, the throughflow air 
will be hotter than lower stage shrouds and thus the buoyancy effects stabiliz­
ing rather than de-stabilizing. No measured flow data is available to validate 
the computational models for the prediction of engine flows. The available heat 
transfer measurements at engine conditions are also limited and are focused on de­
stabilizing temperature distributions. Computational validation of such test cases 
are already undertaken by Sun et al. (2007) and other researchers as discussed in 
Section 2.3 and hence will not be considered here.
In this chapter axial throughflow test cases where the flow is isothermal are consid­
ered. CFD predictions are compared with the single cavity test rig measurements
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F ig u re  5.1: Flow regime map showing the breakdown modes following Owen 
and Pincombe (1979). À indicate test case conditions considered in this chapter
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Outlet 
rotating pipe
Inlet 
rotating pipe
Outlet 
stationary pipe
Outlet
F ig u re  5.2: Geometry of single rotating cavity rig used by Owen and Pin­
combe (1979)
of Owen and Pincombe (1979). In particular attention is focused on the perfor­
mance of the k-e model, the RSM and the LES in predicting the two different types 
of breakdown modes observed at slow cavity speeds. Simulations were performed 
at two Rossby numbers close to the transition boundary between mode la and Ila 
{Ro=21) as well as in a stationary cavity. 2D axisymmetric, 3D sector and full 
360 degree cavity simulations were carried at an axial Reynolds number of 32000. 
However, the 2D and sector computation results showed no breakdown at all at 
tested conditions and the velocity predictions showed poor agreement with the 
measurements. Hence they are not discussed here but are available in a TFSUTC 
internal report by Vinodkumar et al. (2011). Here the full 360° simulation results 
are compared with Owen and Pincombe (1979)’s measurements and an effort is 
made to qualitatively classify the breakdown modes predicted by the turbulence 
models.
5.1 M odel set up and C om putations
The test case geometry is shown in Fig 5.2 and the dimensions are given in Ta­
ble 5.1. Owen and Pincombe (1979) carried out flow measurements at isothermal
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F ig u re  5.3: Close-up of the mesh for Owen and Pincombe (1979) test cases
G eom etry D im ensions
Inlet p ipe length =  600mm, radius — 19mm
Outlet rotating pipe length =  150mm, radius =  19mm
O utlet stationary p ipe length =  300mm, radius =  19mm
Discs bore radius =  19mm, outer radius =  190mm
T a b le  5.1: Geometrical descriptions of the Owen and Pincombe (1979) test
case
conditions without any temperature difference between the incoming fluid and the 
cavity walls. Air passed through a ‘calming section’ (not shown in Fig 5.2) to damp 
the turbulence, before entering a stationary pipe of diameter a. The stationary 
pipe was connected to the inlet rotating pipe which is shown in Fig 5.2. Owen and 
Pincombe used smoke generated by vaporized oil particles for flow visualization 
and Laser Doppler Anemometer (LDA) for velocity measurements.
N am e R bj- RB(Pi, Bo B reakdow n typ e
ST 32,000 0 oo No breakdown
32,000 57,140 28 Spiral (Mode la)
m e 32,000 100,000 16 A xisym m etric (Mode Ila)
T a b le  5.2: Test case descriptions
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Item  Descriptions
Solver F l u e n t  6.3, Pressure based
Frame of reference Absolute
Fluid Air, incompressible,
density—1.1757 kgm~^, 
viscosity=1.8702E-05 Pas 
Operating pressure=101325 Pa 
Time Unsteady, 2"^ order implicit
Pressure-velocity coupling Coupled, Courant number^ =10^
Discretization (RANS) PRESTO! for pressure
QUICK for all other equations 
Discretization (LES) Bounded central differencing for momentum
Subgrid Scale modelling Dynamic Smagorinsky-Lilly
Kinetic energy transport^
Inlet boundary condition Velocity inlet with specification of axial velocity
profile from pipe flow simulation 
Inlet Turbulence Intensity of 7%,
Length scale of 3mm
Spectral synthesizer method (LES)
Outlet boundary condition Pressure outlet. A gauge pressure
of -150Pa for all simulations
Table  5.3: CFD model set up
Test case details used for the current study are given in Table 5.2. The type of 
breakdowns observed by Owen and Pincombe for the three cases are listed in the 
last column and their relative positions in the vs Rcx plot are shown as filled 
triangles in Fig 5.1. It should be noted that cases R28 and R16 are on either 
sides of the boundary between modes la  and I la  at Ro=21, and ST represents 
stationary cavity flow. Rcx in the pipe is 32,000 which is well above the critical 
Reynolds number for transition to turbulence (around 2300) in pipe flows.
Simulations were performed using the k-e model, RSM and LES in their standard 
implementation in F l u e n t  6.3. Near wall modelling was done using standard wall 
functions and near-wall mesh spacing was maintained such that > 20 in most 
of the domain. The geometry was meshed using the multi-block option in ICEM 
to generate hexahedral cells. The overall mesh size was 1.06 millions with the 
cavity section containing 57, 97 and 120 cells in the axial, radial and tangential 
directions.
Simulating test case R16 on a coarser mesh, with 20% and 33% lesser cells along 
radial and tangential directions respectively, showed little differences in the re­
sults. For example, with the RSM the time averaged centreline axial velocity at 
x/s=0.755 increased by 0.7%, time averaged pressure drop between the inlet and 
outlet boundaries reduced by 4% and the frequency of peak mode in the tangential 
velocity spectra measured at (z/s=0.75, r/a=0.83) varied by just 0.4%. Hence the 
chosen mesh was deemed to be fine enough for RANS simulations. However, no 
mesh dependency check was made for LES studies. CED setup details are given 
in Table 5.3.
Chapter 5. Axial throughflow 97
To obtain a fully developed profile for the axial velocity at the inlet boundary, a 
separate stationary 2D pipe flow simulation was performed assuming a pipe length 
of 2.0m (% 100a). Moderate turbulent intensity of 7% was chosen assuming that, 
in the experiments, the fluctuations are damped in the ‘calming section‘ before 
entering the rotating pipe.
UR ANS (Unsteady Reynolds Averaged Navier Stokes) simulations were started 
from the respective steady RANS solutions. LES computations are started from 
the steady RSM solutions. The times step size was chosen such that the maximum 
‘cell Courant number‘ remain within 1 for LES and 15 for RANS (see, section 
25.17.1 of F l u e n t  user’s guide). A dual stepping algorithm is used for time 
marching with 3 to 5 inner iterations per time step. It was observed that within 
this number of inner iterations the continuity residuals reduced by 2 orders of 
magnitude. Further increasing the number of inner iterations showed no signiflcant 
reduction in residuals.
Tim e averaging
Individual monitors were set up at distinct points, for e.g., 13 equispaced points 
along the radial direction from r/a= 0  to 2 to record instantaneous axial velocity, 
17 equispaced points along the axial direction from x/s=0.032 to 0.94 to record 
the instantaneous radial and tangential velocities etc. Monitoring of unsteady 
flow variables was started only after the cavity torque oscillations reached a steady 
state. For example, in Fig 5.4, the time averaging of variables was started only after 
7 seconds. The velocity profiles in all the graphs (unless exclusively mentioned) 
are plotted from the mean values at the individual monitoring points and at times 
they may look like plots on a coarse grid.
5.2 Test case S T l
In this test case the cavity was stationary. Owen and Pincombe observed a single 
stationary toroidal vortex covering the entire cavity and the measurements re­
vealed its center to be at (x/s%0.5, r/a%8.0). Due to the presence of this vortex, 
the axial jet exhibited lesser spreading rate and the centre line velocity was higher 
than the free jet at a similar Rcx-
The steady simulations in RSM showed slight fluctuations (or lack of convergence) 
in the wall-torque monitor hinting at unsteadiness. Unsteady simulations were 
carried out with a time step size of 4e-04s and 2e-5s in RANS and LES respec­
tively. Mean radial velocity profile at r/a=5.7  and mean axial velocity profiles at
^This Courant number is a reference solution parameter in the pressure based coupled algo­
rithm and as per Fluent (2006) user guide (section 25.4.4 and 25.9.1), its value should be set 
to 10  ^ for unsteady simulations.
^Only for a repeated test case with R q =  IQ
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F igure 5.4: Cavity wall torque variation for test case R28 during unsteady
RSM com putations
x/s=0.755 are shown in Fig 5.5. All three models showed reasonable agreement 
with the measurements. The mean radial velocity profiles confirm the presence of 
a toroidal vortex with radial outflow near the downstream disc and inflow near the 
upstream disc. An instantaneous iso-surface of non-dimensional vorticity (cJa/tF, 
where u5 is the vorticity magnitude) from the RSM simulation shown in Fig 5.6, 
confirms the presence of a toroidal vortex covering the entire cavity. The velocity 
magnitude contour on the right hand hgure confirmed the centre of this vortex at 
x/s%0.5, r/a~8.0.
The mean axial velocity profile and local turbulent intensity from the LES sim­
ulations is compared with the near field measurements (x/a=4) of a free round 
jet in Fig 5.7. The round jet measurements are those of Fellouah et al. (2009) at 
a Reynolds number of Rea,=30,000 which is close to the present test case. It is 
interesting to note that the fluctuations predicted by the LES qualitatively agree 
with the free jet measurements. Lower values of the turbulent intensities may be
0.16
0J2
0.08
0.04
0
-0.04
-0.08
-0 T 2
at r/a=5.7
0 0.2 0.4 0.6 0.8 y
(a) x/s
1
at x/s=0.75 5
0.6
0.4
0.2
0
0 0.4 0.8 y.2 y.6 2
(h) r/a
F igure 5.5: Non-dimensional (a) radial velocity profile at r/a= 5 .7  (b) axial
velocity profile at x/s=0.755, in test case STl (Rea,=32,000, Ro=oo)
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F low
T oroidal vortex
Velocity Magnitude, m/s
F ig u r e  5.6: Instantaneous iso-surface of non-dimensionalized vorticity
(o;a/tc=0.066, left) and velocity m agnitude in the r  ~  tp plane at x / s  =  0.5 
(right) from the RSM for test case S T l (Re^;—32,000, R o = o o )
due to the presence of the toroidal vortex. The computations confirm the smaller 
spreading rate of the confined jet compared to the free jet.
5.3 Test case R28
In this rotating cavity test case, Owen & Pincombe observed that, the central jet 
broke down periodically injecting a fraction of incoming fluid deep into the cavity. 
They classified the breakdown as spiral (mode la ). The simulations are carried out 
with a time a step 2E-4s in RANS models and 2E-5s in LES. The computed axial 
velocity profiles at x/s=0.251 and 0.755 are compared with the measurements in 
Fig 5.8. The LES shows the best agreement with the measurements closely followed 
by the RSM. In the k-e model though the jet exhibited a low amplitude oscillation, 
the breakdown was not observed. In Eig 5.9 instantaneous contours of resultant 
axial-radial velocity magnitude (xAA^+uF, first row) show a small fraction of jet
LES
Expt
0.4
0.2
20 0.5 1 1.5 2.5
(a) r/a
O.I
0
0 0.5 I 1.5 2
(h) r/a
F ig u r e  5.7: (a) Mean axial velocity profile and (b) radial variation of turbulent 
intensity at x /a = 4 . —  LES (Test case ST, R ex=32000, R o = o o )  , À Fellouah
et al. (2009) (itea;=30,000)
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F i g u r e  5 .8 :  Axial velocity profiles at (a) x / s —0 .2 b l  and (b)  x /s= 0 .7 5 5  in
test case R28 {R o = 2 8 )
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F i g u r e  5.9: Instantaneous contours of -\-w ‘^ ) (first row), non-dimensional 
relative velocity in the mid axial plane (second row) and instantaneous iso­
surface of +  w ^ )=7.5m /s using the three turbulence models for test case
R28 (Ro=28)
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F i g u r e  5.10: Radial velocity profile at (a) rfa=b.7 and (b) r/a—8.0 in test
case R28 (77o=28)
fluid flowing radially outward near the downstream disc after impinging on it. For 
the RSM and LES this fluid can be seen to reach the shroud and move backwards 
towards the upstream disc while rotating slightly slower than the shroud (see 
contours in the first and second row of Fig 5.9). The same volume of fluid joins 
the jet after spiralling radially inwards. As this happens, the jet was pushed 
radially outwards away from the radial inflow direction causing the breakdown 
again. In the last row of Fig 5.9 the iso-surface of \ /u ‘^ + w‘^ is plotted and spiral 
type breakdown is clearly visible in the RSM and LES.
The time averaged radial velocity at two radial locations {r/a = 5.7 and r / a  =  8) in 
the cavity is plotted in Eig 5.10. Note that the velocities are small compared to the 
bulk axial velocity. The LES predicted the outflow adjacent to the downstream 
disc and inflow near the upstream disc reasonably well. At r /a  =  8 the k-e 
model showed negligible radial penetration due to absence of breakdown. The 
non-dimensional tangential velocity near the jet boundary ( r /a  =  1.5) and in the 
middle of the cavity (r/a=5.7) is shown in Eig 5.11. Again the LES predictions 
were closer to the measurements while the RSM predicted slightly weaker swirl. 
Inside the cavity all the three models predicted tangential velocity close to solid 
body rotation agreeing well the experimental results.
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F i g u r e  5.11: Non-dimensional tangential velocity profile at (a) r/a=1.5 and 
(b) r/a=5.7 in test case R28 (Ro=28)
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F ig u r e  5.12; (a) Non-dimensional tangential velocity at r /a  =  5.3, z j s  — 0.5 
and (b) its power spectra in test case R28 {R o= 28)
Owen and Pincombe observed good correlation between the peak in the velocity 
power spectrum and visual frequency of the jet breakdown. In the present study 
the tangential velocity was monitored at r /a  — 5.3, z js  = 0.5 and Fast Fourier 
Transform (FFT) was performed on the monitored signal to obtain the power spec­
tra. The temporal signal from the three models and their frequency distributions 
are plotted in Fig 5.12. The signal time in Fig 5.12(a) is re-arranged to fit all the 
three results in the same graph and do not represent the time at which the signals 
were monitored during the computations. The RSM and LES predicted strong 
vortices with peak tangential velocities more than twice the cavity speed. Refer­
ring to Fig 5.12(b), the peak frequencies predicted by these simulations were also 
closer to the experiments. The frequency corresponding to peak in the spectral 
density of the tangential velocity signal in the k-e model, however, was close to 
the cavity rotation frequency. Owen & Pincombe observed such behaviour of the 
jet during axisymmetric breakdowns. The RSM and LES simulations are most 
consistent with the experimental observation that the jet core revolves around the 
cavity axis in the same direction as the cavity rotation but with approximately 
two third of the cavity speed.
at x /s= 0 .75 5at x/s=0.251
I
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F ig u r e  5.13: Axial v elocity  profiles at (a) x /s= 0 .2 5 1  and (b) x /s= 0 .7 5 5  for
test case R16 {R q—IG)
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5.4 Test case R16
In the experiments, when the cavity rotation speed was further increased from 
the R28 test case, the amplitude of jet oscillations suddenly decreased and the 
jet exhibited axisymmetric breakdown. Computed mean axial, radial and tan­
gential velocity profiles at various locations in the cavity are compared with the 
measurements in Fig 5.13 to Fig 5.15. The jet profiles at %/s=0.251 and 0.755 
were well predicted by the RANS models while the LES showed considerably lower 
axial velocity at the axis. The fluid injection into the cavity was minimal in this 
test case with almost zero radial mass flux at r/a=8  (Fig 5.14b). The non- 
dimensional tangential velocity was considerably less than the R28 test case near 
the jet vicinity (Fig 5.15a) and inside the cavity fluid exhibited solid body rotation 
(Fig 5.15b). Both the RANS models predicted these behaviors reasonably well. 
The type of breakdown predicted by the computational models can be identified 
by a combination of spectral analysis and visual study of contour plots as for the 
R28 test case.
The signal monitored at at r /a  =  5.3, z / s  = 0.5 and its power spectra are shown 
in Fig 5.16. The mean of the non-dimensional tangential velocity signals in the
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F i g u r e  5.15: Non-dimensional tangential velocity profile at (a) r /a = 1 .5  and
(b) r /a —5.7 for test case R16 (77q=16)
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F i g u r e  5.16: (a) Non-dimensional tangential velocity at r /a  — 5.3, z f s  =  0.5 
and (b) its power spectra for test case R16 (i?o=16)
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k-e and RSM were nearly 1 suggesting solid body rotation. During the spiral 
breakdown the average was around v/ifllr) ~1.5 showing influence of breakdown 
deep in the cavity. The LES exhibited large amplitude oscillations hinting at 
severe breakdown of the central jet. The spectral density plot for the LES showed 
a large peak with frequency of 3.05 Hz which is less than half the mesaured value. 
Both the RANS models showed better agreement with the measured dominating 
frequency of jet oscillation. In Fig 5.17, the velocity magnitude in the
r-x plane (first row), relative non-dimensional tangential velocity (second row) and 
isosurface of \AË~+ië^=7.5 m /s are shown. For ease of comparison the contour 
levels are kept identical to Fi 5.9. The RANS models show unbroken jet while the 
LES predicted complete breakdown. However, deep inside the cavity all the three 
models predicted negligible flow and solid body rotation was dominant.
From these observations it is evident that both the RANS models predicted ax­
isymmetric breakdown for this test case while the LES showed spiral breakdown of 
the jet. The reason for disagreement between measurement and LES may be poor 
mesh resolution, sensitivity to the dynamic Smagorinsky parameter Cg (Eq. 3.102) 
or near wall modelling. However, simulating the same test case with a mesh size of 
1.6 millions with fine near wall mesh showed no significant changes in the results.
Dynam ic kinetic-energy SGS m odel
When the R16 [Rq =  16) case was computed using the dynamic kinetic energy 
SGS model available in F l u e n t , on the base mesh, the results significantly im­
proved. The mean axial velocity at x/s=0.755, mean non-dimensional tangential 
velocity at r /a  — 1.5 in this case are shown in Fig 5.18. The tangential velocity 
signal at r /a  = 5.3, z /s  =  0.5 and its power spectral density plot is shown in 
Fig 5.19. Clearly, changing the SGS model significantly improved the results and 
showed similar type of breakdown as observed in the experiments for this Rossby
at x/s=0J55
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F i g u r e  5.18: Axial velocity profile of the jet at x /s  =  0.755 and tangential
velocity at r /a  =  1.5 for test case R16 {R o = l6 )  computed from LES using the
kinetic energy SGS model.
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its power spectra computed from LES using the kinetic energy SGS 
model for test case R16 (i?o=16)
number. The velocity contours in Fig 5.20 shows a small through flow affected 
region surrounding the jet ( r /a  < 4).
Owen and Pincombe supported the vortex breakdown observations and associated 
sudden changes in the flow behaviour on either sides of the transition Rossby 
number i?o =  21 by measuring the cavity pressure drop. The cavity pressure 
coefficient Cp^atf drastically reduced when the cavity accelerated from Ro=28 to 
Ro=lQ maintaining the same through flow rate.
In the experiments the cavity pressure drop was estimated indirectly, by using the 
measurements from two pressure tappings; one located at the entrance of upstream 
rotating pipe and the other at the exit of downstream rotating pipe. Differences 
between the mean of measurements from these taps gave the pressure drop across 
the rotating apparatus (say Aptot) at a particular Ro number. Then the axial gap 
between the discs was reduced to zero by bringing the discs closer, at the same 
Ro, and pressure drop across rotating pipes were measured (say Appipe). Cavity
f l r + w '  ,m /s
I
i
F i g u r e  5.20: Iso-surface of -\/(w^-|-w^)=7.5(m/s) velocity, contours of
velocity in the r-x plane and non-dimensional relative velocity in the mid 
axial plane at a particular instant of time, computed from the LES using the 
kinetic energy SGS model in test case R16 (Ro=16)
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D escription Cp ,atf
R28 R16
Experiment 1.31 0.56
k-e 0.73
RSM 1.30 0.78
LES 1.23^ 0.48^
T a b l e  5.4: Comparison of cavity pressure drop predictions with Owen and
Pincombe (1979)’s measurements
pressure drop was then estimated by using
Apatf — Apfof Appipo (h.l)
A similar approach was adopted in the computations to estimate the pressure drop 
across the cavity (though direct pressure drop could have been obtained across the 
cavity). The Appipe at a given Ro was estimated by a steady pipe flow simulation 
using RSM. For this simulation the pipe length was estimated by adding the 
upstream and downstream rotating pipe lengths.
Pressure co-efficient Cp^atf was estimated by dividing the cavity pressure drop by 
the bulk dynamic head at the upstream pipe inlet. The pressure co-efficients are 
listed in Table 5.4. The k-e model showed no significant change in the cavity 
pressure drop for the two Rossby numbers where as the LES, and RSM followed 
the experimental trend. It should be note that the LES results quoted in the table 
were obtained using the dynamic Smagorinsky-Lilly SGS model for Ro = 28 and 
the kinetic energy SGS model for Ro — 16 case. Also, the pressure fluctuations in 
the LES were unusually high compared to those in RANS.
5.5 C onclusions
Earlier attempts to compute axial throughflow in the HP compressor cavities us­
ing eddy viscosity models (discussed in section 2.3.3) showed dicouraging results. 
It was reasoned that the eddy viscosity models fail to capture the flow instabil­
ities or vortex breakdowns typically observed in such flows and also the mixed 
convections in the cavity. Hence LES was considered for computing axial through­
flow in a rotating cavity in this work along with RANS models. The LES was 
expected to resolve large anisotropic structures and mixed laminar turbulent flow 
regimes in the cavity (observed in the experiments) and predict the breakdowns 
accurately. The low Reynolds number of the flow permitted use of coarse grid for 
LES computation.
 ^using dynamic Smagorinsky-Lilly SGS model 
^using dynamic kinetic energy SGS model
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Two RANS models, the k-e model and the RSM, and LES were tested for predic­
tion of two types of vortex breakdown of the jet at the same through flow rate of 
Re2;=32000. Solutions were computed in a time accurate manner. The axial, radial 
and tangential velocities at various locations inside the cavity were compared with 
the measurements of Owen and Pincombe (1979). The jet breakdowns predicted 
by various computational models are qualitatively and quantitatively analyzed by 
visual contour plots, spectral analysis of the velocity signals and pressure drop 
estimations.
In the stationary cavity test case though all the three models showed reasonable 
agreement with the jet axial velocity profile, the toroidal vortex structure was 
predicted more accurately by the RSM and LES with Smagorinsky-Lilly dynamic 
SGS model. The k-e model estimated a weaker vortex.
In the spiral breakdown test case {Ro = 28) the LES with Smagorinsky-Lilly dy­
namic SGS model showed excellent agreement with the measurements. The RSM 
also showed spiral breakdown of the jet while the k-e model predicted axisymmet­
ric breakdown. At a lower Rossby number {Ro = 16) the RSM and the k-e model 
predicted axisymmetric breakdown as observed in the experiments while the LES 
with the dynamic Smagorinsky-Lilly SGS model showed spiral breakdown charac­
teristics.
However, changing the SGS model to kinetic energy dynamic model improved the 
numerical predictions and showed axisymmetric breakdown of the jet. It should 
be noted that due to lower penetration of throughflow into the cavity at =  16 
the flow inside the cavity is thought to be predominantly laminar. Hence SGS 
viscosity should be close to zero in the cavity interior regions. Since the SGS 
model based on kinetic energy can capture this physics it performed better than 
the Smagorinsky-Lilly dynamic SGS model.
The performance of RSM was reasonably good in all the test cases. Though not 
reported in this thesis, the RSM showed mixed results when the ‘second order 
upwind’ scheme was used for computations and this was reported in Vinodkumar 
et al. (2011). The k-e model was also attractive due to ease of convergence and 
coarser mesh requirements. However, it failed to predict the transition from one 
breakdown mode to another. Despite of these drawbacks these two models will be 
considered for evaluating the engine test case in Ghapter 6 and 7.
The LES showed closer agreement with the measurements but was sensitive to 
choice of SGS model. Due to tight project time line the LES with kinetic energy 
SGS model was not tested for ST and R28 test cases and hence further work 
is recommended. Also to fully uncover the potential of LES it is essential to 
resolve the near wall layers using a fine mesh which is not undertaken in this 
work. Nat ably, using the same computational resource (number of nodes in a 
cluster) RSM calculations were at least three times faster than the LES and the
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RSM could also handle larger time steps than LES (upto 5 times). However, LES 
can be a valuable tool for study of complex engine flows involving strong rotation, 
transition and mixed convections.
Though this study do not contribute much to the engine test cases considered in 
Chapter 6 and Chapter 7, the study showed useful insight into the complexities 
involved in modelling axial throughflows. It is evident that even in a simple geom­
etry, like the one considered in this chapter, the complicated flow structures render 
the computational modelling of such flows difficult. Hence accurate predictions of 
flow and heat transfer in multiple rotating cavities observed in the engine IPG 
drum, rotating at speeds as large as 20 times faster than the present test cases, is 
deemed challenging.
Chapter 6 
Standalone CFD M odelling of a 
Compressor Drum
In the previous two chapters evaluation of various turbulence models for the radial 
inflow and axial through flow test cases in a rotating cavity was discussed. The 
RSM performed reasonably well compared to the standard k-e model in predicting 
the rotating flows. Differences between the solutions of these two models were 
quite significant for highly swirling radial inflow test cases (c^ >  1) in cavities with 
small radius ratios (a/6 ~  0.1). The k-e model poorly captured the highly swirling 
vortex which is typical of flow in such long cavities with the non-dimensional swirl 
increasing upto 4 times the inlet value near the lower radius of the cavity. Where as 
for moderately swirling inflow, in a cavity with large radius ratio (a/6 ~  0.5), such 
as that considered by Farthing et al. (1991), the results showed little sensitivity 
to the considered turbulence model. This is because the developed vortex was 
weaker, with the swirl ratio hardly reaching twice the inlet value near the lower 
radius of the cavity.
The IP5 cavity (Fig 1.2) in the engine test case is expected to have high inlet swirl 
~  1 due to moderate length to diameter ratio of the off-take ports (approximately 
1) and large radius ratio (~  0.56). In such conditions it is difficult to predict 
which model would give acceptable solutions for the cavity flow and disc heat 
transfer. Testing the two turbulence models with similar boundary conditions will 
help to judge their performances and limitations, and identify and appropriate 
model for coupled FEM /CFD calculations. Hence standalone CFD studies of the 
IPG drum were carried out. Computations using the two turbulence models in 
axisymmetric and sector domains were performed. Flow in the drum as well as the 
heat transfer rates on disc surfaces, at engine’s stabilized maximum power (also 
called Maximum Take-Off, MTO) condition, was modelled. Two minimum engine 
power conditions, one before the acceleration and the other after the acceleration, 
were also investigated.
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Earlier, in Chapter 4 it was observed that, for a rotating cavity with radial inflow, 
the inlet swirl is strongly depended on the shroud geometry and for a given pressure 
difference has a compelling influence on the cavity mass flow rate and heat transfer 
rates. Determining the most appropriate inlet swirl is essential for the accurate 
thermal modelling of the IP5 cavity. Hence the swirl pick up in the IP5 off-take 
ports was also computationally evaluated at idle and MTO conditions.
A brief description of the engine thermal FEM model is provided in Section 6.1. 
The standalone CED model set up is described in Section 6.2 and the inlet non- 
dimensional swirl evaluation is discussed in Section 6.3. Section 6.4 discusses 
the flow structures in the IPG drum at stabilized MTO condition. The disc and 
cob heat transfer rates predicted by different GFD models at MTO conditions is 
studied in Section 6.5. A short discussion on the flow and heat transfer at low 
power conditions is provided in Section 6.6 and Section 6.7 concludes the chapter.
6.1 T he rotor drum  FEM  m odel
Precise predictions of flow and temperatures at various sections of an engine ideally 
requires aero thermo mechanical modelling of the whole engine. However this task 
is complex and in practice the analysis is simplifled by modelling only a part of 
the engine. Further simpliflcation is achieved by discarding the stress governing 
equations and considering only the heat equations in the solid parts. This approach 
was adopted in this study for the thermal modelling of the IP compressor rotor 
drum using the Rolls-Royce FEM code ‘SG03’.
The IP compressor section of a Trent engine is shown in Fig 1.1 of Ghapter 1. 
The corresponding 2D SG03 thermal model is shown in Fig 6.1. This model was 
supplied by Rolls-Royce pic. and more details about the model are provided in 
the technical design report by Virginie (2010).
In this baseline SG03 model, duct boundary conditions (green lines) were applied 
on the interior surfaces of the IP5 cavity (e.g., DU2550 - 2552 in Fig 6.Id), bores of 
all the rotors (e.g. DU2340 and 2440 in Fig 6.1c and DU2540 in Fig 6.Id), stator 
wells (e.g., DU2420, 2520 in Fig 6.1b) and rotor rim seals (e.g., DU2422, 2522 in 
Fig 6.1b). The IP l to IP4 cavity interiors were modelled using the void boundary 
conditions marked in blue (e.g., VO2530.1-3 in Fig 6.1c), and as explained in 
Ghapter 3. Stream boundary conditions, coloured in red, were applied on the cob 
surfaces (e.g., ST2430 in Fig 6.1c), to model the main annulus flow (e.g., ST2500, 
2600 in Fig 6.1b), IP5 off-take ports and to mix the void and bore flows in the 
drum. The convection boundary conditions (light blue) were applied on the inner 
surface of the oil guide tube (e.g., GZ3 in Fig 6.1c).
These boundaries were interconnected to form a complex network. The feed for 
this IP l to IP5 network was provided at the entrance of the IP5 stator well cavity
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F i g u r e  6.1: The baseline SC03 model used for the present studies.
Courtesy:Rolls-Royce pic
(to duct DU2520 in Fig 6.1c) and these inflow conditions depended on the main 
annulus flow conditions. The main annulus flow conditions at different stages of 
the compressor were estimated by experienced flow engineers using well established 
scaling methods and flow modelling tools at Rolls-Royce pic. and their values were 
embedded into the SC03 model.
6.1 .1  N on -d im en sion a liza tion
Due to Rolls-Royce pic’s confidentiality requirements, all the parameters used in 
this thesis, except the physical time and wall heat fluxes, were non-dimensionalized.
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F igure 6.2: Transient flight cycle definition for the engine test case
The reference values were taken from Virginie (2010)’s baseline SC03 model, 
at t =  3000s of the transient square cycle. The shaft speed trace was non- 
dimensionalized using the IP shaft speed. The IP5 inlet mass flow rate was used as 
the reference value for non-dimensionalizing the mass flow rates. The temperatures 
were non-dimensionalized using the IP compressor exit temperature (called T26) 
as the reference value. The distances were non-dimensionalized using the radial 
coordinate of the off-take ports’ inlet. The velocities contours (except the swirl 
velocity) were non-dimensionalized using the tangential speed of off-take ports’ 
inlet.
6.1 .2  C ycle d efin ition
In the thermal FEM model the main annulus conditions were defined in terms 
of transient flight cycle definition. These cycle parameters were obtained during 
the rig testing of the engine. The flight cycle, defined in terms of the IP shaft 
speed and time, for the present engine test case is shown in Fig 6.2(a). The engine 
test cycle lasted for 5754s (approximately 96 minutes). Transient mass flow rates 
through the off-take ports near the IP5 cavity inlet and leakage flows are shown 
in Fig 6.2(b). It should be noted that these mass flow rates were estimated values 
only.
The numbered circles indicate ramp points which define changes in the engine cycle 
parameters. The cycle definition used in this study had 23 ramp points. Process 
1-2 indicates the initial ramp (approximately 1.3 minutes), 2-3 indicates the cold 
idle which lasted for 20 minutes. The engine accelerated from the cold idle to the 
MTO power between points 3 and 12 within 13 seconds, state 12-13 represents 
MTO power condition which lasted for 35 minutes. The engine decelerated from 
MTO power to hot idle condition within 26 seconds. Points between 13 and 22 
indicate this deceleration and 22-23 indicates the hot idle (roughly 40 minutes). 
The method of carrying out transient thermal modelling using SC03 was described 
earlier in Section 3.4. During each time step the boundary conditions were updated 
using the empirical correlations discussed in Subsection 3.5.3 and more details
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Sector angle 360/152=2.3682 degrees
Hexahedral cells 762,000
Frame o f reference relative
Working fluid air (ideal gas law for density, Sutherland law for viscosity)
Solver pressure based coupled solver
Discretization second order
Near wall modelling enhanced wall treatm ent w ith wall <  2
Table 6.1: CFD model setup description for the 3D test case
about the thermal modelling using the SC03 are provided in the SC03-Manual 
(1999).
For the standalone CFD modelling, required boundary conditions were taken from 
the converged standalone SC03 solutions at t=3000s which is near the end of the 
MTO condition. The non-dimensional mass flow rate at the inlet of IP5 cavity 
and the leakage flow into the drum are shown in Fig 6.2(b). Since mass flow rates 
during the idle were less than 10% of the MTO conditions the heat transfer rates 
will be much less during these conditions. Hence the stabilized MTO condition 
was considered for the standalone CFD studies and is discussed in the forthcoming 
sections. However, for completeness, a short discussion on the CFD of drum flow 
during the idle conditions is also included.
6.2 C FD  m odel setup
Though the IPC drum contains 8 cavities, only the first 5 cavities (IP l to IP5) were 
considered for the coupled FEM /CFD studies (Chapter 7) to reduce the calculation 
time. Hence for standalone CFD studies these 5 cavities were considered. To 
investigate the swirl pick up in the inlet port of IPS cavity a 3D sector model 
consisting of one off-take port was developed. The stator well was included in the 
model but not the seal between the stage 5 vane tip and rotor shroud. The mesh 
is shown in Fig 6.3. Further data about the mesh and computational model are 
provided in Table 6.1.
All the CFD models had 2 inlet boundaries and an outlet boundary. All the walls 
were rotating at the IP shaft speed except the stator rim in the stage 5 stator well 
in the 3D model. For the 3D model, the axial gap (a cylindrical slot) between the 
stator 5 shroud and rotor 6, at the outer radius of the stage 5 stator well, was 
considered as the inlet boundary. The ‘leakage’ boundary (shown in Fig 6.3) was 
a thin circumferential slot with inner and outer non-dimensional radii of 0.549 and 
0.5614 respectively. The placement and width of the slot was approximate and it 
was situated in the vicinity of the stage 6 rotor bolts (shown in Fig 6.1a).
The inlet, leakage and outlet boundaries for the 3D model are shown in Fig 6.3. 
Mass flow rate, total temperature in the absolute reference frame and the swirl
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F i g u r e  6.3: Geometry and mesh for the 3D CFD model of the IPC drum
fraction were specified at the inlet and leakage boundaries. The input to these 
flow boundaries was obtained from the standalone SC03 (baseline) model. At the 
outlet, the ‘pressure boundary condition’ was used and the pressure value was 
supplied by the standalone SC03 model.
Mesh dependency of the 3D RSM solutions was checked using a finer mesh with 
1,276,000 cells. This mesh had 20% more cell layers in the tangential direction than 
the coarse mesh. A visual comparison is given in Fig 6.4. The heat flux variation on 
the IP5 cavity surfaces and rotor 1-5 bores, for the two meshes, are also compared 
in the Fig 6.4. Minor differences in the heat flux on the IP5 cavity surfaces was 
due to oscillating flow field in this cavity. The maximum difference was around 
2hWIvrF near the (normalized) radial location of 0.66 and this amounts to around 
5% of the maximum heat flux on the right hand disc of IP5 cavity. Differences in 
the bore heat fluxes were negligible and the maximum difference was observed at
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F ig u r e  6.4: Meshes used for mesh dependency studies. Wall heat fluxes
obtained from the solutions on two meshes are compared in the last row.
the left hand cob of rotor 5 which was approximately 0.75A:fF/m^. This difference 
is around 1.8% of the maximum heat flux (AQkWlm?) on the right hand disc of 
IPS cavity. These differences are quite small compared to the average change in 
the mesh (an increment of 67.5% in cell counts compared to the coarse mesh). 
Hence the 3D RSM solutions were assumed to be mesh independent. Solutions 
computed on the coarser mesh are reported here.
For the 2D test cases a fine mesh with 161,000 quadrilateral cells was chosen. The 
IPS stator well was not considered in this model. The off-take ports were replaced 
by a narrow slot of equivalent area and this slot formed the inlet boundary. When 
the simulations were carried out on coarser meshes of 119,000 and 65,000 cells (us­
ing RSM) with the same boundary conditions the pressure drop in the drum (from 
inlet to the outlet boundary), slightly reduced ([Ap/^^esi -  ^ V c o a r s e s t ] / f i n e s t  x  
100 < 3%). The heat flux comparison showed a maximum difference of AkW/uC  
between the fine and coarse mesh solutions. But these differences were attributed 
to poor convergence of the 2D RSM model rather than dependency of the solu­
tions on the mesh densities. This was supported by observing, on fine and coarse
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F ig u r e  6.5: Iteration history of sum of wall torques in the (a) RSM (b) the
k-e model in the 2D test case
meshes, that the difference at the same location varied strongly as iterations con­
tinued. The flow held also showed oscillating structures at several places in the 
drum. The normalized and scaled residuals (using the highest value in the hrst 5 
iterations) dropped only by an order compared to the initial values and stayed at 
this level even after several thousands of iterations. Oscillations in the IP rotor 
torques, shown in Fig 6.5, were around ±3.8% of their stabilized mean value. All 
these trends conhrmed the poor convergence of 2D RSM.
The 2D k-e model showed a steady how held. The angular momentum imbalances 
were up to 15.4% and 3.5% of net angular momentum hux through how bound­
aries when using the 2D RSM and the 2D k-e models respectively. The energy 
imbalances (ratio of difference between net heat hux through all the boundaries 
and net work done to the net heat hux through all the boundaries) for the two 
models were less than 7.1% (RSM) and 0.58% {k-e) of the net heat hux through 
all the boundaries. Surprisingly, the 3D solutions using the RSM showed nearly
steady how holds (with mild oscillations) and the overall angular momentum and 
energy balance errors in the drum (without the stator well and inlet ports) were 
less than 3.8%.
6.3 IP 5 effective in let swirl
A CFD study was carried out to estimate the swirl pick up in the off-take ports. 
As discussed in the introduction of this chapter, swirl pick up is key for the how 
and heat transfer calculation in the IP5 cavity. Modelling the off-take ports as a 
slot of equivalent area in the 2D domain would obviously lead to underestimation 
of the effective swirl at the IP5 entrance due to lower how resistance offered by 
the slot. Hence a 3D domain with one off-take port was chosen for these studies 
as shown in Fig 6.3.
Computations were carried out for two how conditions (idle and MTO) using the 
RSM and the boundary condition details are provided in Table 6.2. It should 
be noted that the rim seal leakage and recirculation how in the stator well were
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D escription H igh power Low power
Test cases 2D/3D RSM, 2D/3D k-e 3D R SM
In let boundary
T ype mass-How-inlet
mlrhref 1.0 0.0735
Torei/Tref (IP5 inlet) 0.875 0.572
c 0.3 (in 3D), 0.00 (in 2D) 0.3
Leakage boundary
Type mass-Bow-inlet
mjlhref 0450 0.0I8I
To/Fre/ 1.031 0.605
C 1.0 1.0
O utlet boundary
T ype pressure-outlet
p (gauge) I0I570 Pa 2000 Pa
W alls
Thermal Temperature proRle 
(from standalone SC03)
Temperature profile
R eference frame
Relative frame for 3D cases R elative frame
Absolute frame for 2D cases
Domain speed (non-dimensional) 1.0 0.402
T a b l e  6.2: Boundary conditions for the high flow standalone CFD test cases
not considered in the 3D simulations. Hence, the flow in the stator well was 
approximately 5 times lower than the flow rate used in the standalone SC03 model.
Contours of non-dimensional swirl in the stator well and near the entrance of 
the IP5 cavity are shown in the Fig 6.6. At low power conditions the effective 
non-dimensional swirl increased from 0.3 at the inlet to 0.62 near the entrance of 
off-take ports. In the off-take ports the swirl picked up from 0.62 to 0.94. On the 
other hand, at MTO conditions, though the swirl pick up in the stator well was a 
little lower (c=0.52) than the low power case, the effective swirl at the IP5 cavity 
entrance remained close to 0.96. Hence an inlet swirl of 0.96 can be reasonably 
assumed throughout the transient cycle for the coupled calculations.
c =0.3
Stator
(a) Low power
Rotor
1.10
C =0.3
Off-take 
Port
(b) High power
F i g u r e  6 .6: Non-dimensional swirl distribution in the stator well and off-take 
port (shown on the mid r — x plane of the sector) from the 3D RSM solutions
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F i g u r e  6 .7 : Contours of non-dimensionalized \ /u ^  +  ± 2  velocity in the r — x 
plane of the drum at stabilized MTO condition
6.4 Flow  structure
Flow structure in the cavity at stabilized MTO conditions is discussed here. The 
gross flow structure in the disc cavities can be observed in Fig 6.7 which shows 
the contours of resultant of the axial and radial velocities {s/v? +  in the r — x 
plane. The fluid entered through the off-take ports, flows radially inwards in the 
IP5 cavity forming a strong vortex. From this cavity it flows towards the front end 
bearing chamber through the bores of the rotor discs. Fig 6.7 confirms the vortex 
flow with Ekman type layers on the side walls of the IP5 cavity. Axial throughflow 
was observed in the other 4 cavities with negligible throughflow entering deep into 
the cavities. Similar flow features are observed in all CFD models except the 
2D RSM which showed significantly more of the axial throughflow entering the 
IP l to IP4 cavities. These features are assumed to be artifacts arised due to the 
inability of RSM to model the flow in two-dimensional domain. It is interesting 
to observe that, near the IP5 inlet, the k-e model predicted steady strong inward 
flow adjacent to the right hand disc whereas the 3D RSM predicted an unsettled 
jet oscillating towards left and right discs (rotor 5 and 6).
From the velocity contours in Fig 6.7 it is clear that there is little
difference between the 2D and 3D k-e model solutions. Bothe the 3D models (k-e 
model and RSM) showed small three dimensional features in the vicinity of the 
off-take ports and elsewhere the flow was axisymmetric. No significant differences 
were observed between the 3D RSM and k-e model solutions at most part of the 
domain. However at some locations such as; near the exit of off-take ports, near 
the bore of IP6 disc (impingement) and near the bore of IP5 - IP3 cavities the 
3D RSM showed stronger flow features. The 2D RSM, on the other hand, showed 
significant mixing inside the IP5-IP3 cavities. In this model the jets near the bores
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F i g u r e  6 .8 : Contours of non-dimensional static temperature in the r — x plane 
of the drum at stabilized MTO condition
of rotor 4-6 oscillated in the radial direction resulting in poor convergence of the 
solutions. As pointed out earlier these features are assumed to be artifacts arised 
due to the inability of RSM to model the flow in two-dimensional domain.
Fig 6.8 shows the contour plot of non-dimensionalized static temperature in the 
IPC drum. The contours show hot flow near the bores and stable stratified flow in 
the axial throughflow cavities. A mild destabilizing temperature gradient occurs 
in cavity 4. This is due to hotter shroud temperature. 2D RSM predicted stable 
stratified flows only in the IP l and IP2 cavities and destabilized flow in other 3 
cavities.
Contours of non-dimensional swirl in the r — x  plane of the drum are shown in 
Fig 6.9. Again the k-e model solutions showed little sensitivity to the choice of 
domain (2D/3D). The swirl velocity in the 3D RSM was slightly higher than for 
the k-e predictions at lower radii. Also, the axial decay of the swirl was quicker 
with the k-e model. Since the local swirl affects the relative total temperature and 
thus the heat transfer rate, differences can be expected between the 3D RSM and 
the k-e model heat flux predictions near the cobs regions. In the 3D RSM, the 
swirl ratio increased from 0.96 at the exit of off-take ports to 1.83 near lower radii
/.O'/ /.2&
3D k-e
1.52 /.76 2.00
2D RSM
2D k-e
F i g u r e  6.9: Contours of non-dimensional swirl velocity in the r — x plane of 
the drum at stabilized MTO condition
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of the IP5 cavity. At the same location the k-e model predicted a maximum swirl 
ratio of 1.7. Both the turbulence models predicted a gradual decay of swirl ratio 
from their maximum values to around 1.3 as the flow proceeded from IPS to IP l. 
The swirl ratio near the outlet was closer to unity. Also the rotating axial columns 
of fluid originating from the projected surfaces such as cobs are more pronounced 
in the 3D RSM model.
In the IP4 to IP l cavities, where the axial through flow occurred, 3D models 
predicted a non-dimensional swirl close to unity (solid body rotation) in the outer 
part of the cavities. This is inline with the observations of Chapter 5. The k-e 
model, however, predicted slightly higher rotation in the IP4 and IP3 cavities. The 
size of through flow affected regions in the IP4 to IP l cavities reduced along the 
flow direction and this variation was similar in the 3D and 2D simulations. Also, 
radial inflow was observed on the front and rear sides of the disc cobs in these 4 
cavities. A close correlation between the extent of radial inflow (on both discs in a 
cavity) and the swirl ratio distribution in that cavity was observed. Inflow started 
at the same radial location on both the (disc) surfaces of a cavity and close to 
the point where the swirl ratio reached unity (and stayed at this value up to the 
shroud). The non-dimensional radial locations (from the 3D RSM solutions) were 
0.84, 0.76, 0.67 and 0.61 in the IP4, IP3, IP2 and IP l cavities respectively. The 
2D RSM showed a very strong vortex in the IP5 cavity with the swirl fraction 
reaching upto 2.3 near the IP5 bore.
The axial distribution of the swirl predicted by the 2D RSM, in the drum, was 
also quite high compared to the 3D cases. Surprisingly, near the outer radii of 
IP1-IP4 cavities, where experiments predict a swirl ratio close to 1.0, this model 
predicted c % 0.7, which may be unrealistic. It was observed that for a given mass 
flow rate, through inlet and leakage boundaries, the flow structure altered when 
the inlet total temperature and wall temperature distributions were changed for 
this model.
6.5 D isc and cob heat transfer
In this section the disc and cob heat transfer rates estimated from the 2 turbulence 
models in the 3D and 2D test cases are presented. The boundary conditions used 
for the IP5 inlet swirl studies were retained for the present study as well. For 
fair comparison, the (mass weighted averaged) relative total temperature, at the 
entrance of IP5 cavity, in all the test cases should be same for identical wall 
temperature distributions. Hence the inlet total temperatures were adjusted at 
the inlet boundaries on a case by case basis (Table 6.2) to achieve the relative 
total temperature of 7o,ref/FI.e/=0.875 (±0.5FT) at the entrance of the IP 5 cavity. 
This value is close to the relative total temperature at the inlet of in the baseline 
SC03 model. Since it was difficult to define the exact entrance, averages were
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taken on the surface r/b  = 0.989 inside the off-take port (or the extension in 2D). 
The relative total temperature distribution for the 2D and 3D RSM test cases near 
the entrance of IP5 cavity are shown in Fig 6.10.
The wall temperature distribution was the same in all the test cases. The surface 
heat transfer depended on two factors, the relative total temperature of the fluid 
and local flow velocities (especially the swirl component) near the surfaces. Hence 
it is useful to examine the distribution of relative total temperature in various test 
cases, shown in Fig 6.11. The 2D and 3D test cases using the k-e model predict 
similar temperature distributions (as was the case for the velocity contours of 
Fig 6.7, 6.9). Some noticeable differences between the 3D RSM and the k-e
results were observed in the IPS cavity, near the outer cavity regions (shrouds) 
and the bore regions. 3D RSM predicted deeper penetration of hot fluid into the 
IP l, IP2 and IP3 cavities.
In the IPS cavity heat is added to the incoming fluid and this increases its total 
temperature as it moves radially inwards near the bore. If the flow is adiabatic, 
noting that the change in relative total temperature is purely a function of radius 
in a rotating cavity, the relative total temperature of the fluid at the bore of the 
cavity can be estimated using Eq B.IO. In this case the supposed increment in 
the non-dimensional relative total temperature is roughly O.OST^ e/- The 3D RSM
3D RSM
r
r
^ O .re /^ re f
^0.886
2D RSM
F ig u re  6.10: Relative total temperature near the entrance of IPS cavity
O.fOO 0.902 O.Pjg 0.970
3D RSM
3D k-e
2D RSM
F ig u re  6.11: Contours of relative total temperature distribution in the r  — x
plane of the drum.
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F igure 6.12: Temperature distribution and heat flux on rotor discs enclosing
the IPS cavity
predicted an increment of O.OSlT^ -e/ with heat transfer while the 3D k-e model 
predicted 0.076T^e/- This shows that the heat transfer in the IPS cavity, in this 
case, significantly contributes to the increment in relative total temperature of the 
fluid. However, if the cavity inlet flow is hotter than the disc surfaces (during the 
acceleration and initial stages of MTO condition) the increment in relative total 
temperature will be less than the adiabatic case.
Relative total emperature in the core of IP4 cavity is highest among the all 5 
cavities. This trend was also observed in the adiabatic test case (a separate case 
using the 3D RSM where all the walls were assigned zero heat flux). The fluid 
relative total temperature falls as it passes through the bores of IP4 to IP I cavities 
because of the heat transfer to the discs and shrouds which are relatively cooler 
than the bore flow.
6.5 .1  IP 5  cav ity
The heat transfer rates on the rotor disc surfaces of the IP5 cavity are shown in 
Fig 6.12. Significant differences can be observed between the 2D and 3D RSM 
predictions on both the rotor surfaces. Though some difference existed between 
the 2D and 3D k-e model predictions, they were not as apparent as in the case of 
RSM. Results from both the 3D test cases show similar trends in the wall heat 
flux distribution on the cavity surfaces. In the IP5 cavity, the incoming cold fluid 
heats up as it moves radially inward. The heat transfer rate from the surfaces 
reduce as the fluid moves towards the bore and the heat flux reversal occurs on 
the cob of the left hand disc indicating heating of the surface at this location. 
Note that heat added to the fluid is positive in this figure.
The heat transfer rate on the disc surfaces is highest near the outer radius of the 
IP5 cavity. This is despite of low relative swirl between the discs and the fluid at 
this region compared to the values at lower radii (where the non-dimensional swirl 
is double the IP5 inlet value). This is because the relative total temperature of
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the incoming fluid in these regions is lower than the local disc and shroud temper­
atures. Higher metal temperatures may be due to conduction from downstream 
hotter components such as discs in the IP7-8 cavities and IP bearing house. How­
ever, during the initial stages of the MTO condition the inflow will be hotter. A 
test case pertaining to this condition will be discussed briefly in subsection 6.5.4. 
It appears that the effect of temperature difference dominates in producing high 
heat flux in the outer part of the cavity.
Further investigation reveals that, in the k-e model test cases (both 2D and 3D 
in Fig 6.7) the incoming fluid flows adjacent to the right hand disc at the outer 
part of the IP5 cavity. The heated flow then mixes with the fluid in the source 
region (outer part of the IP5 cavity) thus increasing the temperature at this region. 
Where as, in the 3D RSM, the flow is more or less symmetrical about the mid-axial 
plane of the cavity. Fig 6.13 suggests that the relative total temperature of the 
source region, predicted by this model, is lower than that in the k-e model. Heat 
transfer rate on the outer radius of the right disc is around 20kW /nF  less than 
that predicted by the k-e model. On the left disc heat flux is around lO kW /m ‘^ 
more than the k-e predictions.
6.5 .2  I P l  to  IP 4  cav ities
The disc heat transfer rates in the 4 cavities computed by the CFD models are 
shown in Fig 6.14. Compared to the IP5 cavity disc surfaces, the heat transfer rates 
are much lower, especially away from the bore. This is due to the absence of radial 
through flow in these cavities and very low relative swirl between the rotating fluid 
and the walls. The fluid core temperature is very close to the surrounding disc and 
shroud temperatures in these cavities. The heat transfer rates are slightly high 
near the cobs due to the influence of the central hot through flow. Differences
0.P7
jD  ID
F i g u r e  6.13: Contours of relative total temperature in the IP5 and IP4 cavities
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in the heat flux distribution given by the k-e and 3D RSM are hardly noticeable. 
The heat transfer rates on the rotor bores are shown Fig 6.15. 2D RSM predicted 
cooling while the other 3 test cases showed heating of the cobs. However, the 
cob/bore heat transfer rates were much less than that on the IP5 cavity surfaces.
6.5 .3  O scilla tin g  flow fleld
As mentioned earlier in Section 6.2, convergence difficulties were observed in the 
2D RSM test case. Though the 3D simulations showed better convergence with 
good angular momentum and energy balances, the oscillations still persisted near 
the rotor 6 bore (region marked in Fig 6.16), particularly on the angled surface. 
The k-e model, on the other hand, showed a steady flow field.
Flow oscillations may become an issue during the FEM /CFD coupled thermal 
calculations. During each FEM time step, the SC03 performs a certain number of 
inner iterations to converge the temperatures, at all the nodes, below a tolerance 
value. To obtain the surface heat flux, during the inner iterations, SC03 calls for 
CFD calculations. Fluctuations in the local heat flux, computed by the CFD, at a 
particular location may trigger temperature fluctuations in the subsequent FEM 
calculations. If the fluctuations are significant the EEM inner iterations may never 
converge forcing the SC03 solver to use a smaller time step and terminating the 
calculations at the current time step. This automatic time step reduction delays 
the coupled calculations significantly.
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F i g u r e  6.16: Contours of non-dimensionalized velocity in the r  — x
plane. The graphs show heat flux variation at intervals of 1000 iterations on the  
circled surface (plotted along the positive x distance starting from the bottom
of rotor 6)
The right hand column of Fig 6.16 shows contour plots of y/v? F  velocity for 
the 2D RSM case. After 1000 iterations the flow fleld appear to alter significantly. 
Though the solution already converged flow oscillations existed at several regions. 
The most affected areas were the slant surface right side of rotor 6 bore, the right 
hand surface of rotor 4 and 5 (due to impingement of the bore flow) and core flow 
inside the IP3-IP5 cavities.
The y/v? F w‘^ velocity contour plots for the 3D RSM case are shown in the 1^  ^
column of Fig 6.16. The differences are most noticeable at two locations; the 
jet flow near the inlet of IP5 cavity and impingement on the angled surface near 
the bore of rotor 6. The heat flux fluctuations on the angled surface after every 
1000 iterations, near the right side of rotor 6 bore, for the 2D and 3D RSM are 
shown in Fig 6.16. It should be noted that the y axis scales on the two plots are 
different. The 3D simulations showed a maximum heat flux fluctuation of around 
10A:lF/m^ on the impinging wall while the 2D RSM showed a variation of around 
bkW /w?. These variations may be significant and may cause time step trimming 
in the FEM/CFD coupled simulations.
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6 .5 .4  E ffect o f  w all tem p era tu res changes on  th e  flow
During the FEM /CFD coupled calculations for the square cycle, at MTO con­
ditions, quantities such as the inlet and leakage mass flow rates, outlet pressure 
and drum speed remain more or less constant. Only the inlet and wall tempera­
tures change during each FEM time step. To investigate whether these changes 
drastically affect the flow structures inside the IPC drum, two test cases were sim­
ulated using the 3D RSM. One at t=1500s and the other at t=3000s. At t=1500s 
(roughly 3.5 minutes after the acceleration), the IPC discs will be colder than 
the annulus air temperature. In the IP5 cavity, this may cause flow instabilities 
due to colder disc temperatures. The other case, with t=3000s, which has al­
ready been discussed in the beginning of this section, was once again studied with 
revised inlet temperature and wall temperature distributions. It is interesting to 
find out whether such changes in the temperatures alter the flow field significantly. 
The revised temperatures were obtained from the ‘corrected’ SC03 model which 
showed better matching with thermocouple data than the baseline SC03 model. 
The relative total temperature at the inlet was 0.964T^g/ for both the cases.
Contour plots in the D* and 2"^ row of Fig 6.17 show variation of resultant velocity 
-t- w‘^ and static temperatures in the r —x  plane of the IPC drum. The left and 
right columns correspond to results at the beginning (t=1500s) and end (t=3000s) 
of the MTO power. The macro flow structures are similar except in the IP5 cavity 
and in the bore of the rotor 6. The static temperature contours show tha t the flow 
is stratified and stable in the IP1-IP3 cavities. In the IP4 cavity axial variation 
of the temperature is observed at t=1500s. In the IP5 cavity the flow is unstable 
near the right hand disc (in the Ekman layers) at t=1500s. Though the imposed 
temperature was smooth, variation in the heat flux distribution, near the lower 
radii, on this disc confirm the unstable flow.
The heat transfer on the discs and cobs, near the end of MTO, is lower than at the 
beginning of MTO. Also, changes in the inlet temperature and wall temperature 
profiles significantly lowered the heat transfer predictions in the IP 5 cavity surfaces 
compared to the previous test case (Fig 6.12) discussed in Subsection 6.5.1.
6.6 Flow  and heat transfer at low power condi­
tions
Though the magnitudes of flow and heat transfer are much smaller at the low power 
conditions, buoyancy effects may render the flow unstable inside the through flow 
cavities leading to sizeable errors in the heat transfer estimations. Such a scenario 
may occur after the deceleration when the shrouds and discs are hot and the bore 
flow is cold. For completeness of the CFD studies two cases at low power idle 
were studied, one at t=1200s, before acceleration and the other at the end of the
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square cycle (t=5000s). The boundary conditions are provided in the Table 6.2. 
Simulations were carried out using the RSM model in the 3D domain.
The contours plots in the 1^\ 2"^ and 3^  ^rows of Fig 6.18 are of velocity,
non-dimensional swirl velocity and static temperature in the r —x  plane of the drum 
respectively. The inlet/leakage mass flow rates and temperatures were the same 
for both the low power conditions. Only the wall temperatures were changed. The 
velocities were small due to lower mass flow rate (around 1/10*^ of MTO) and the 
contour values of Fig 6.17 were halved for clear visualization. The flow structures 
are different from the MTO conditions with weaker jet flows near the bores. No 
oscillations were observed in the flow field. The maximum non-dimensional swirl 
in the drum was around 1.45 near the bores of IP5-1P3. The flow structures were 
similar at both the tested idle conditions. The static temperature contours indicate 
stable stratified flow inside the through flow cavities. Though the relative total 
temperatures at the inlet were same for both the cases, the bore flow is hotter 
at t=1200s. This is because of the heat removed from the right hand disc of IP5 
cavity and is shown in the 5*^  row, right column plot of Fig 6.18. The bore heat 
transfer plots show that the cobs are getting heated up during the early stages of 
the low power and getting cooled at idle after the deceleration. However, compared 
to the MTO power conditions the magnitudes of heat fluxes on the cavity surfaces 
were less by an order (within 3kW /m^).
6 .7  C onclusions
Two turbulence models, the RSM and the k-e model, were evaluated for prediction 
of engine flow. After evaluating these models for simple test cases in Chapter 4 and 
5 it was thought that the predictions from the two models would be significantly 
different in the engine test case where the rotational Reynlods number is an order 
higher than the test cases considered in the previous chapters. Surprisingly that 
was not the case. Though the RSM predicted slightly stronger swirl and sharper 
flow features than those predicted by the k-e model, the overall differences were 
within ±10% of the k-e model solution. Further, the k-e model showed stable 
convergence while the RSM showed oscillating solution. For FEM /CFD coupling 
it is important to have a stable CFD solution. Keeping this in view the 3D k-e 
model is considered as the first choice for coupled FEM /CFD simulations. Apart 
from this the following conclusions can be drawn from the standalone CFD studies 
in this chapter
• The non-dimensional swirl at the entrance of 1P5 cavity is close to unity 
(~  0.96) and this value can be safely assumed at the inlet boundary (when 
the stator well is excluded in the CFD domain) throughout the transient 
cycle for the coupled calculations
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• The heat transfer rates on the IP 5 cavity walls are higher than on all other 
cavity surfaces in the drum. The fluid temperature, as it reaches the bore 
of the 1P5 cavity, largely depends on the heat transferred to the fluid in 
that cavity. Heat transfer also depends on the swirl pick up in the vortex. 
Hence accurate modelling of flow inside this cavity is vital for the thermal 
modelling.
• Heat transfer rates on the IP l to IP4 cavity surfaces are an order of magni­
tude lower than those on the IP5 cavity surfaces. However, during transients, 
the heat transfer on these surfaces may be high as that on the IP5 cavity 
surfaces.
• Study of flow structures inside the drum; at low power conditions before 
acceleration, immediately after the acceleration to MTO, at the end of MTO 
and at the end of the low power idle, indicate that the flow structure is 
sensitive to the 1P5 mass flow rate. At a particular mass flow rate, the 
flow structures do not show any noticeable variations even when the wall 
temperatures change. Inside the through flow cavities stable and stratifled 
flow was observed at all 4 conditions.
•  The non-dimensional swirl at the bore region is close to 1.83 and 1.45 during 
the MTO and idle conditions respectively and decays in the direction of the 
through flow. The rate of decay is important for the estimation of accurate 
heat transfer rates at the cobs of 4*^  to stage rotors.
• Change in the inlet and wall temperatures, within the engine operating con­
ditions, has little or no effect on the macroscopic flow structure inside the 
IPC drum
• Signiflcant differences existed between the 2D and 3D RSM results. The 2D 
models showed signiflcant flow and heat flux oscillations at several places 
in the domain. It appears that the 2D RSM solutions have not converged 
adequately and hence the 3D RSM appears more promising for use in the 
coupled FEM /CFD modelling.
• It is important to note that, the temperature profiles for the standalone CFD 
studies were taken from the SC03 solutions, which, in the first place, do not 
necessarily replicate the actual engine flow conditions. Hence, care should 
be taken while interpreting the CFD results and drawing conclusions based 
on these forcefully availed solutions. On the other hand, solutions obtained 
through the FEM /CFD coupled simulations may represent a better physics 
and give a good insight into the engine flows.
Chapter 7 
FE M /C F D  Coupled therm al 
M odelling of a Compressor Drum
The present chapter investigates the use of CFD in thermal modelling of an IPC 
rotor drum. Thermal modelling of the drum is carried out by coupling the Rolls- 
Royce FEM solver (SC03) with the F l u e n t  CFD solver. 2D FEM/2D CFD and 
2D FEM/3D CFD thermal coupling calculations are performed for the square 
engine test cycle discussed in Section 6.1. The predicted metal temperatures at 
various locations inside the drum are compared with engine test thermocouple 
measurements.
A brief description about the engine test is provided in Section 7.1. This sec­
tion also describes the domain under consideration for the present studies and 
the location of thermocouples in the domain. Brief descriptions of the previous 
thermal modelling and matching exercises at Rolls-Royce pic. are provided in the 
Section 7.2. Some of the modelling issues encountered during these studies are 
highlighted. The scope of the present study is described in Section 7.3. The SC03 
and CFD models are detailed in Section 7.4, the results are discussed in Section 7.5 
and Section 7.6 concludes the chapter.
7.1 Test rig m easurem ents
The metal temperature data used in the present study were acquired during the 
testing of Trent development engine at Rolls-Royce’s Derby site. Details of the 
instrumentation, measurements and processing the measured data are given in 
the Rolls-Royce internal report by Booth (2003). The thermocouples are embed­
ded in the surfaces of the rotor and the transmitted signals are recorded via a 
telemetry unit located in the front end bearing chamber. Only the first 5 cavities, 
enclosed between rotor 1-6, were considered for FEM /CFD coupling. The loca­
tion and identifying number of the thermocouples, relevant to the present study,
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inside the drum enclosing the first five cavities are shown in Fig 7.1. Temperature 
measurements at 13 locations are available inside the IP1-IP5 cavities.
7.2 P revious therm al m atching a ttem p ts
A brief account of previous thermal validation studies of the IPC drum is provided 
here. Since 2004, three attempts have been made to construct the thermal model 
of the IPC drum using conventional modelling techniques. Booth (2004) built the 
first model and achieved good temperature matching of bore and IP5 thermocou­
ples within ±5iF in the steady state. The studies reported that there was no well 
established method to model the stage 1 to 4 inter-disc cavities. It was assumed 
that, around 50% of the bore how entered each drum and upto 30% reached the 
shroud (disc rim) during stabilized maximum power. During idle, these how frac­
tions were 50% and 3% respectively. However, the standalone CFD simulations 
in the previous Chapter ( 6) indicate very weak mixing of through how with the 
cavity interiors.
Anderson (2006) used inbuilt SC03 (Version 9D0) functions such as swirl fraction 
and VORX^ in the thermal boundary conditions to compute heat transfer in the 
rotating frame, avoiding complex explicit expressions for heat pickup. Tenqjera- 
ture errors in the IP5 drum were upto -17K at steady maximum power conditions. 
The mixing of bore and cavity recirculation hows was reduced to 5% at MTO 
conditions and 3% at idle. This was a signihcant reduction compared to Booth’s 
model and agrees better with the observations made in Chapter 6. Other issues 
highlighted during the second matching exercise were, extreme values of free disc 
ETC factors near the disc cobs and sensitivity of bore how to seal clearances.
 ^VORX is a simple function in SC03 which estimates the work done on the fluid in the relative 
frame as a function of radius
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The third matching study by Virginie (2010) used the latest SC03 functionalities 
for heat pickup estimation and an optimizer (called ISIGHT) to find the constant 
multipliers (coefficients) which minimize the temperature errors at the target lo­
cations (set in ISIGHT). The steady state temperatures were within 5K of the 
measurements in the IP l to IP4 drums except for the bore thermocouple of the 
5*^  and 6*^  stage rotors where approximately 30K differences were reported at sta­
bilized MTO conditions. It was speculated that the uncertainty in estimation of 
inlet swirl at the IP5 off-take port and swirl variation in the 1P5 drum might have 
contributed to considerable temperature mismatch in the bore of 1P5. This study 
also highlighted another unresolved issue of slow response of stage 1-5 bore ther­
mocouples during acceleration and fast response during deceleration. This lead 
to the reasoning that the mass flow rate through the stage 1-5 bore during these 
transients might be different than that estimated by air system network model. 
All the three studies were inconclusive on the degree of energy exchange through 
mixing between axial bore flow and inter disc cavity recirculation flow.
7.3 Scope o f th e  present stu dy
The aim of the coupled FEM/GFD simulations was to give further insight into 
some of the ambiguities highlighted in the previous standalone studies. These 
include mixing of bore flow with the cavity interior fluid, high heat transfer co­
efficients near the bores and cobs, inlet swirl at the entrance of IP5, and work 
transfer with the fluid. Other issues, such as, the change in bore mass flow rate 
due to change in seal clearances during transients could not be addressed in the 
present study. It should be noted that GFD also introduces some uncertainties 
due to turbulence modelling errors. These factors were discussed in the standalone 
CFD modelling studies in Chapter 6. The scope of the present study is limited 
to the thermal matching of the IPC drum by coupling the 1P1-IP5 cavity walls 
with the CFD, without altering any other boundary conditions apart from the 
1P5 inlet (which is explained later in Subsection 7.4.3). Further refinement of the 
predictions by fine tuning the SC03 model is not considered here.
7.4 M odel Setup
The 2D SC03 model constructed by Virginie (2010) was used as the starting point 
for the present study. The model included all the 8 IPC stages (excluding rotor 
blades), stator wells, oil guide tube and the IPC bearing house. Details about the 
model can be found in the Rolls-Royce technical design report Virginie (2010). 
However, the CFD domain considered for the present study included only the first 
5 cavities enclosed between IP 1-6 rotors. Conventional SC03 boundary conditions 
were retained on rest of the surfaces.
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7.4 .1  G eom etry  m odification
The baseline geometry was slightly modified to include the oil-guide tube which 
was taken from the entire engine model built at Rolls-Royce pic. Three major 
changes due to this modification are labeled as A, B and C in Fig 7.2(b). The 
trapezoidal shaped projections on the oil guide tube (near ‘A’), between rotor 1 
and 2 bores, were additional features in the new geometry. At ‘B’, the radius of 
the oil guide tube enclosure piece between the bores of rotor 2 and 3, was increased 
by a 0.01556 (6 is the radial coordinate of the inlet of IP5 off-take ports). The 
conical piece at ‘C’ was also taken from the complete engine model. The dummy 
blocks used in the base model to mix the bore and inter-disc cavity flows between 
rotor 1-6 were removed.
7.4 .2  F E M  m odel setu p
The standalone SC03 boundary conditions had to be modihed to couple with the 
CFD model and this was achieved as follows. Fig 7.3 shows the stage 5 stator well, 
1P5 off-take ports and the outer region of the 1P5 cavity. In the baseline model 
the stator well was modelled using a duct DU2580. This duct was unaltered in 
the coupled model. The off-take ports were modelled using streams (ST2580,
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ST2581) in the baseline model. The outflow of these streams were mixed and 
the resulting flow was sent to the inlet of duct DU2552. It should be noted that 
all these boundary conditions were deflned in the absolute reference frame. The 
non-dimensional swirl at the inlet of duct DU2580 was 0.337 and it reached 0.348 
at the duct exit (or the inlet of streams ST2580/81). From this point to the bore 
of the IP5 cavity the non-dimensional swirl was assumed to vary according to 
the free vortex law. Thus the work input and swirl pick-up in the off-take ports 
were ignored in the baseline model. This led to large errors in the temperature 
predictions, upto 30K, near the rotor 5 and 6 bores in the baseline model during 
the stabilized MTO conditions.
In the coupled model streams ST2580 and ST258I were replaced by a single duct 
(DU2580) to account for the mixing in the off-take ports. This duct was modelled 
in the relative reference frame. The outlet temperature of DU2520 was converted 
to relative total temperature assuming a swirl fraction of 0.348. It should be noted 
that the work added in the relative frame is purely due to change of radius which 
is negligible in this case. The outlet of DU258Ü was fed to stream ST258I which 
was modelled in the absolute reference frame. The outlet temperature of DU2580 
(in relative reference frame) was converted back to the absolute frame using a swirl 
fraction of 0.96. In this way the swirl pick up and the work done in the off-take 
ports were accounted for.
The outlet mass flow rate and absolute total temperature of ST258I was fed to 
the CFD inlet at each time step. In this way the CFD inlet BC was coupled to 
the upstream SC03 boundary conditions. Coupling of walls were straight forward, 
for example, the duct DU2552 was replaced by two convective zone boundary 
conditions CZ2585 and CZ2586. The input needed to evaluate these convective 
BCs, the HTC and bulk temperature of the fluid, were evaluated in the SC89
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Quadrilateral cells 161,000
Frame o f reference absolute
Working fluid air (ideal gas law for density, Sutherland law for viscosity)
Solver steady, pressure based coupled solver
Discretization second order
Near wall modelling enhanced wall treatm ent with wall y'  ^ < 2
In let boundary
T ype mass-üow-inlet
rh supplied by stream  ST2581
Total tem perature supplied by stream  ST2581
Swirl Faction 0.96, through UDF
Leakage boundary
T ype mass-Bow-inlet
fn GRWlLOlO(t)^
Total tem perature duct DI264(P
Swirl fraction 1.0, through UDF
O utlet
Type Pressure outlet
Pressure (Gauge) G R P lC 02B (t) (see footnote 1)
Turbulence^
(on all flow boundaries)
Turbulent kinetic energy 1.0 vr? js^ (Default value in F l u e n t )
Turbulent dissipation rate 1.0 (Default value in F l u e n t )
Table  7.1: Setup descriptions for the 2D CFD model
plug-in using the CFD data as explained in Subsection 3.5.1 of Chapter 3. Care 
was taken to ensure that the start and end of each convecting boundary spatially 
coincided with the corresponding wall boundary in the CFD model to avoid any 
interpolation errors during wall flux and temperature interchange between the two 
solvers.
The mass weighted average total temperature from the CFD solutions at the outlet 
boundary was supplied to the downstream SC03 ‘stream’ boundary condition. 
This stream was modelled in the relative reference frame. To convert the absolute 
total temperature from the CFD outlet to relative total temperature at the inlet 
of this stream a swirl fraction of 1.0 was used^. The exit of this stream was fed 
into another SC03 stream in the absolute reference frame and the relative total 
temperature was converted back to absolute total temperature assuming a swirl 
fraction of 0.5. This value for the swirl fraction was chosen because the exit volume 
is a rotor-stator cavity and, it is a usual practice to use a bulk swirl fraction of 
0.5 in such cavities. However, this method proved to be inconsistent as the work 
in the outlet port would keep the exit swirl close to unity. A standalone SC03
^This is a graphical item (m vs t) supplied by the Rolls-Royce engineers and the values are 
evaluated using the Rolls-Royce plc.’s proprietary solver SPAN (ID fluid network solver)
^Inlet temperature of duct DU2640
^Standalone CFD tests showed no sensitivity to inlet turbulence when the turbulent quantities 
were varied reasonably from their default values in F l u e n t .
^The standalone CFD simulations showed the swirl fraction to be around 1.0 near the exit of 
the IPC drum (see for e.g., swirl contours in Fig 6.9 at MTO and Fig 6.18 at idle)
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simulation, to test the effect of this inconsistency, showed negligible differences in 
the metal temperature distribution with the rotor 1 bore temperature showing IK 
lower than the baseline model.
7 .4 .3  2D  C F D  m od el se tu p
The 2D mesh, used for the standalone CFD studies in Chapter 6, was also used for 
the coupling calculations. The k-e model and RSM were used for the turbulence 
modelling. The flow boundaries were modelled as slots of equivalent area. The 
outlet was modified to avoid reverse flow which otherwise would affect the exit total 
temperature predictions. The setup descriptions and the boundary conditions are 
given in Table 7.1.
Irrespective of whether the computations are carried out in the absolute or relative 
reference frame, the F l u e n t  solver treated the temperature specified at the in­
let boundary (when using ‘mass-flow-inlet’ boundary condition) as absolute total 
value. Hence care was taken in the SC03 model to convert the inlet total tem­
perature into the absolute reference frame. Another issue was the specification of 
inlet velocity angles. F l u e n t  required that the velocity angles are specified in the 
absolute reference frame. Hence a User Defined Function (UDF) was written and 
used to maintain the inlet swirl fraction closer to 1 at the inlet boundaries during 
the coupled simulations. This UDF was invoked at the start of each CFD run to 
update the inlet swirl fraction as a function of off-take port rotation speed. The 
SC89 plugin was modified to incorporate these changes.
In the present coupling approach only one converged CFD model was provided 
at the beginning of the coupled simulations. The near wall mesh in this model 
was refined such that during the max power conditions the wall y'^ stayed below 
2 over most of the domain. The SC89 plug-in was modified to account for the 
changing mass flow rate and absolute total temperature on the inflow boundaries 
at each time step. This eliminated the requirement for several converged models 
at different ramp-points during the engine cycle (shown in Fig 6.2). W ithout 
updating the wall rotation speed at each time step, however, the coupling is not 
complete. The SC89 plug-in was therefore modified to pass the wall rotation speed 
to the coupled rotating walls.
7.4 .4  3D  C F D  m od el setu p
Since 2D and 3D RSM showed different results in the standalone CFD studies, 
2D-FEM/ 3D-CFD coupling using the RSM was also attempted. This study was 
undertaken during the later stages of the research and Rolls-Royce provided a 
more recent SC03 model for the study. The only change in this geometry from 
that used for old baseline SC03 model was, again, the bottom oil guide tube. The 
new SC03 model was built using improved modelling techniques and practices.
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F i g u r e  7.4: The new SC03 model row) and CFD mesh used for the sector 
model (2^^ row). The plots (3^  ^ row) compare the mass flow rate and absolute 
total temperatures at the inlet boundaries of old and new SC03 models.
Fig 7.4 shows the geometry and the CFD mesh used for the 2DFEM/3DCFD 
simulations. The figure also shows the comparison of inlet mass flow rate and 
total temperature in the absolute reference frame between the old and new SC03 
models. The inlet mass flow rate in the new model was 33.6% higher than the 
old model and the inlet absolute total temperature was around 30K cooler. It 
is noted that, in this SC03 model, the IP5 inlet mass flow rate was artificially 
doubled (from the air system network model estimations) at the MTO conditions 
to achieve the matching. This inflated mass flow rate was retained in the coupled 
simulations for ease of comparison with the standalone model results.
The 3D mesh used for the standalone CFD studies, in the previous chapter, was 
modified to adopt It to the new geometry. The changes in oil guide tube geometry 
were Incorporated and the stage 5 stator well cavity and the off-take port were
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F i g u r e  7.5: Effect of CFD inner iterations on the coupled simulation results 
when using the k-e model. Measured temperature and difference w ith the SC03 
at the bore of rotor 5 (M4393) and 1 (M4370)
excluded. These modifications reduced the mesh size from 776,000 to 339,000 
hexahedral cells in the present study, for the same sector size. A thin axial slot, 
with an area equivalent to the inlet area of one off-take port, formed the inlet 
boundary. The outlet boundary was slightly extended outwards and narrowed 
down to avoid any reverse flow as shown in Fig 7.4
7.4 .5  C onvergence
The coupled calculations were automated so, once started, the user had almost no 
control over the SC03 or CFD runs. The main control for the convergence of each 
CFD simulation was the specified number of iterations. While fewer iterations may 
lead to errors in the thermal predictions, more iterations may delay the calculations 
significantly (by several days in this case). Since there was no flexibility to change 
the number of CFD iterations in between the runs, it was important to find an 
optimum number of CFD steady iterations before commencing the computations 
and use this value for the entire transient cycle. To arrive at this number, the 
inlet temperature in the standalone converged model was increased by 20K and 
the sum of wall heat fluxes and wall torques were monitored.
It was observed that the torque monitor stabilized quicker than the energy monitor 
(sum of wall fluxes). The energy monitor in the 2D RSM and the k-e model took 
around 1600 and 3000 iterations respectively to reach the steady state. Oscillating 
solution persisted in the 2D RSM case ( discussed in the previous chapter). In 
the sector model (RSM) the solutions updated quickly for any small change in 
boundary conditions, typically within 1000 iterations. Hence these values are 
used for respective coupled simulations.
7.5 R esu lts
Thermal modelling of the IPC drum was carried out using two different standalone 
SC03 models. Virginie s^ model was used during the earlier stages and this model is
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Case Description CFD inner Number of Time for
iterations CFD calls completion^
BL-Old Old SC03 m odel NA NA 9 mins
BL-New
by Virginie (2010) 
N ew SC03 m odel NA NA 5 mins
2D K -0M BL-Old +  2D-k-e m odel coupling 2000 434 5 days
2D R -0M BL-Old -h 2D-RSM  coupling 1000 3219 33 days
2DK-New BL-New  -f 2D-k-e m odel coupling 2000 328 4 days
3DR-New BL-New -h 3D-RSM  coupling 400 9077 48 days
Ta bl e  7.2: Test cases and their details.
referred as ‘old’ SC03 model from now onwards. Two 2D-FEM/2D-CFD coupling 
simulations, one using the RSM and the other using the k-e model were performed 
using this old SC03 model. Near the end of the research programme, two more 
coupling simulations; a 2D-FEM/2D-CFD case using the k-e model and a 2D- 
FEM/3D-CFD case using the RSM model, were performed with a ‘new’ updated 
SC03 model. Hence the performance of 6 cases, including two baseline cases, are 
discussed in this section. For convenience the cases are named as described in 
Table 7.2.
Since the SC03 thermal model and CFD models were considered most reliable at 
the stabilized MTO conditions emphasis is given to the results at this flight condi­
tion. Table 7.2 gives details of the number of CFD inner iterations, total number 
of CFD calls and time for completion of each case. The number of CFD inner 
iterations was chosen based on the standalone CFD studies. However, reducing 
the number of CFD inner iterations to 500 in the 2D k-e model showed little dif­
ference in the results. This is shown in Fig 7.5 at two locations, the bore of 5*^  
(M4393) and 1^  ^ (M4370) stage rotors. Hence the chosen inner iteration numbers 
are assumed to be conservative.
7.5 .1  S im ulations u sin g  th e  old  SC 03 m od el
The results obtained using the old SC03 model are discussed first. Fig 7.6 shows 
the temperature contours at t=2300s, at approximately approximately stabilized 
maximum power conditions. At the bores of rotors 3-6 the baseline model pre­
dicted higher temperatures than the coupled models. The 2DR-01d model pre­
dicted the lowest temperature near the bores of rotor 3-6. Comparison of SC03 
(old) temperature predictions with the thermocouple data at various locations in 
the IP5 cavity is shown in Fig 7.7. The coupled RSM simulation (2DR-01d) be­
haved erroneously during deceleration resulting in large mismatch after t > 3700s.
Thermocouple M4395 was located at the exit of the off-take ports (or entrance 
of the IP5 cavity). Comparison of SC03 results with the thermocouple data at
^Waiting time in the cluster included
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F ig u re  7.6: Temperature distribution in the rotor drum at t= 2300s (approx­
im ately stabilized maximum power). Simulations using the old SC03 model
this location suggest that the upstream SC03 boundary conditions near to this 
location were well modelled. Due to higher flow rate in the stage 5 stator well 
cavity (nearly 8 times the drum flow rate) the temperature at this location was 
strongly influenced by the stator well flow.
The M4387 thermocouple reading, near the rim of the rotor 5 was, also strongly 
influenced by the annulus flow temperature and weakly influenced by the cavity 
flow. The SC03 predictions at this location were close to the test data and the 
temperature differences (SC03 - thermocouple) fell within 8K at MTO power con­
ditions. The 2DK-01d predictions were very close to the measurements. Both the 
coupled simulations and the standalone SC03 model showed a good match with 
the stage 4-5 diaphragm thermocouple (M4390) measurements, with the 2DR-01d 
showing the closest agreement.
In the test, the bore thermocouples (M4393 and M5300) were cooler than the 
off-take port exit thermocouple (M4395) at the MTO condition. The baseline 
case failed to show this temperature difference due to incorrect flow modelling in 
the off-take ports thus over predicting the bore temperatures. The mistake was 
rectifled in the coupled simulations by modifying the inlet conditions, as explained 
in Section 7.4.3, and by including the work done and swirl pick up in the off-take 
ports. This improved the M4393 and M5300 predictions signiflcantly and this can
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F ig u re  7.7: Comparison of old SC03 temperature predictions w ith the therm o­
couple data at various locations inside the IP 5 cavity. Temperature differences 
(SC03-Thermocouple) for the 3 cases at t= 3000s are provided in the box
be seen in Fig 7.7. The 2DK-01d model showed very close agreement with the 
thermocouple data at steady MTO conditions while the 2DR-01d model under 
predicted the temperatures (by around 16K) at the bore locations.
The measured temperatures and differences between the SC03 predictions and the 
thermocouple measurements at several locations in the IP3 and IP4 cavities are 
shown in Fig 7.8. Steady state temperature differences in the rotor rim locations 
(M4382, M4381 and M4376) may be due to modelling approximations in the stator 
well cavities. Negligible difference between the baseline and 2DK-01d model results 
at these locations support this. The 2DR-01d model results slightly differ due 
to the unsettled flow held and intense mixing of bore how inside the cavities 
(described in Section 6.4).
Chapter 7. Coupled FEM/CFD modelling 145
^0.9 - 
K 0 .8  - 
:  0 .7  -
0.6 - 
0.5 ^  
40 r
C  0.7 
^  0.6 
0.5 
40
20-7.jA: -p.jÆ -/y/r
-20 SC03-ThermocoupIeSCOS-Thennocouple
1000 20001000
^0.9 
& 0.8
:  0.7 
0.6
0.5
40 -y.j^ A -y.jA
M4381 ^ nW882 0 ^
-20 SC03-Thermocouple
-40
y 000Thermocouple
BL-OId
2DA-oy(y
2Dy;-oy6^
IPS
y^yA /.7 A  -8A
y  SC03-ThermocoupIe
4000
& 0.8
:  0.7 
0.6 
0.5 
40
& 0.8
: 0.7 
0.6
0.5
40 OA -2.8A  -7.2A y^A  .<A -6.5A
20
-20-20 SC03-Thennocouple SC03-Thermocoiiple 
2000 5000
-40-40
100040001000 3000
F ig u re  7.8: Comparison of old SC03 temperature predictions with the therm o­
couple data at various locations in the IP 3 /IP 4  cavity. Temperature differences 
(SC03-Thermocouple) for the 3 cases at t= 3000s are provided in the box
Chapter 7. Coupled FEM/CFD modelling 146
0.6
Vu
I P l 20
-20
/  SC03-Thermocouple
1000 50003000
0.6
0.5
Thermocouple
BL-Old
-20
fSC03- Thermocouple 
20002DR-0ld WOO 4000
F igure 7.9: Comparison of SC03 (old) temperature predictions with the
2^^ and 1^  ^ stage rotor bore thermocouples. Temperature differences (SC03- 
Thermocouple) for the 3 cases at t=3000s are provided in the box
Near the bore and cob of rotor 4 the 2DK-01d model predictions more closely 
follow the measurements than the 2DR-01d results. The former over predicted 
the temperature by around 5.7K while the latter under predicts by ~8K at steady 
MTO conditions. The baseline case over predicted the temperature by around 
14K. At the bore of the stage rotor (Fig 7.8, M4378), the 2DK-01d model and 
the baseline model temperature predictions were within the tolerance of ±5iF of 
the measurement while the 2DR-01d under predicted the temperature by around 
7K.
Thermocouple measurements and temperature differences between the SC03 and 
thermocouple readings near the 1-2 rotor bores (M4370 and M4374 respectively) 
are shown in Fig 7.9. All the SC03 models predicted the M4374 measurements 
accurately at the MTO power condition. Near the rotor 1 bore location the baseline 
and the 2DK-old models show a temperature error of around -5K while the 2DK- 
old errors were within IK. The stage 1 rotor, however, took a long time (more 
than half the max power interval) to reach the steady state.
In the standalone CFD studies (Subsection 6.5.2), comparison of bore heat fluxes 
showed cooling effects with the 2D-RSM and heating effects with the 2D, 3D k-e 
models and 3D RSM under nearly identical boundary conditions. Similar be­
haviour was also observed in the coupled simulations with the 2DR-01d model 
predicting lower temperatures than the 2DK-01d model at most of the bore loca­
tions.
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F igure 7.10: Local temperature error on the wall boundaries at t =  2390.
Since the maximum error is > 2.57C CFD is called again for evaluation of heat
flux.
The SC03 results showed slower thermal responses of the rotor cobs than the 
actual responses during the transients. None of the bore thermocouples showed 
good agreement with the measurements during the deceleration and the idle at 
the end of the cycle. Poor thermal matching during transients and cooling idle
a
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F igure 7.11: Temperature distribution in the compressor rotor drum at
t=2300s. Simulations using the new SC03 model
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may be due to incorrect inflow boundary conditions at the IPS entrance. Previous 
investigations (by Virginie) suggest possible excess mass flow rate, for a short 
period of time, during the acceleration and reduced mass flow rate during and 
after the deceleration. These factors could not be investigated in this research due 
to shortage of time.
7.5 .2  S im ulations using  th e  new  SC 03 m odel
Two coupled simulations were carried out with the new SC03 model, the 2DK-New 
and 3DR-New test cases in Table 7.2. The 2DK-New model converged quickly 
without any issues. However, simulations using the sector CFD with the RSM 
model (3DR-New) struggled to converge due to oscillating heat flux at inner radii 
of rotor 6. The wall temperature differences between two consecutive CFD calls 
are shown in Fig 7.10. The time step was automatically reduced frequently at 
the MTO conditions and this delayed the progress of the 3DR-New simulation 
significantly. Calculations were progressed upto t =  2391s with the CFD being 
called 9290 times during the simulation.
Temperatures predictions using the three cases, dX t — 2300s, are shown in 
Fig 7.11. The temperatures were nearly stabilized at this time. The 3DR-New
T/T,
'V 0.76 0.976  0.96S
t= 2 3 0 0 s
F igure 7.12: Static temperature distribution in the rotor drum at t=1320s (25 
seconds after the acceleration) and at t=2300s (17 minutes after the acceleration, 
nearly stabilized conditions). Simulations using the new SC03 model
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F i g u r e  7.13: Axial velocity contours in the cavity at t =  1320s from the
3DR-New simulations.
predicted higher disc and cob temperatures than the other two models. Fig 7.12 
shows the static temperature distribution in the drum using the 3DR-New model 
at two time instances. At t — 1320s, immediately after the acceleration, the inlet 
air is hotter than the IPS cavity disc surfaces and thus heat the discs 5 and 6. This 
is contrary to what was observed in the standalone CFD test cases in Chapter 6. 
This IPS air cools down as it flows radially inward due to heat transfer to the 
discs. A sudden decrease in the temperature is observed at the radial location 
close to the bore of rotor 6. This is because of strong mixing of hot flow from the 
IPS cavity and cold bore flow from the IP4 and IP3 cavities. The axial velocity 
contours in Fig 7.13 show positive axial velocity (from the bore of IP4 cavity to
yu'+w/(Qb) 
0.07
F i g u r e  7.14: Non-dimensional resultant velocity and non-
dimensional swirl in the drum at t =  2300s from the 3DR-New simulations. 
The horizontal lines in the axial throughflow cavities indicate the radial loca­
tion below which radial inflow is observed on both sides of the cavity surfaces. 
The non-dimensional swirl at and above these radial locations is close to 1
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IP5 cavity bore) and clock-wise circulation in the bore region thus confirming the 
mixing.
At  ^ =  2300s, 17 minutes after the acceleration, the IP5 inlet air is cooler than 
the right hand disc (rotor 6) and gets heated up as it flows radially in. The high 
temperature of rotor 6 is due to conduction from the downstream components. 
The temperature distribution in the IP3, IP4 and IPS cavities are almost uniform. 
It is interesting to note that the shrouds are cooler in the axial through flow 
cavities. Also the resultant velocity in Fig 7.14 show no evidence of
throughflow in these cavities. Thus it appears that the hot core temperature in 
the IP l to IP4 cavities is due to diffusion of bore heat through rotation. Similar 
observations were also made by other workers in the heated axial throughflow 
cavity experiments and are discussed in Section 2.3.3. Fig 7.14 also shows non- 
dimensional swirl velocity distribution in the drum. The maximum swirl fraction 
is around 2.1 at the bore region which is much higher than those observed in the 
Chapter 6 standalone simulations. The reason for such an increase is 35% higher 
mass flow rate (Fig 7.4) in the new SC03 model compared to the old one. The 
radial locations in the axial throughflow cavities where the swirl fraction reaches to 
1 and below which radial inflow occurs on both surfaces of the cavity, are marked 
using a black horizontal lines in Fig 7.14. The non-dimensional radial locations 
are 0.86, 0.81, 0.76 and 0.67 respectively in the IP4-IP1 cavities.
The temperatures error (SC03-measurement) at 5 different locations in the IPS 
cavity are shown in Fig 7.IS. Only the stabilized maximum power results are dis­
cussed further. The baseline model showed excellent agreement at all the locations. 
Among the coupled cases the 3DR-New model over predicted the temperatures at 
the bore locations (M4393, M5300). The 2DK-new predictions at the bore of 
rotor 5 (M4393) matched closely with the thermocouple data. However, at the 
rotor 6 bore (M5300), rotor 5 diaphragm (M4390) and rim (M4387) locations the 
mismatch was up to 7.3K, 23K and 16K respectively (all lower than the mea­
surements). Temperature predictions at idle conditions, from both the coupled 
models, were in excellent agreement with the measurements at all locations.
Comparison of SC03 temperature predictions with the thermocouple data at var­
ious locations in the IP3 and IP4 cavities are shown in Fig 7.16. All the three 
models predicted the rim temperatures accurately and the errors were within the 
acceptable limit of 5K. At the bore of rotor 3 and 4 the 3DR-New model over pre­
dicted the temperatures while the 2DK-New and BL-New model results showed 
excellent agreement with the measurements. Similar results are predicted at the 
bores of rotor 1 and 2, shown in Fig 7.17. It is interesting to note tha t at all 
the bore locations, except for rotor 6, the 3D RSM predictions (3DR-New) were 
higher than the measurements by roughly 25K and the 2D k-e model predictions 
(2DK-New) were very close to the measurements (within 5K). This contradicted 
the findings of Chapter 6 where negligible differences were observed between the
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(SC03-Thermocouple) for the 3 cases at t= 2300s are provided in the box
standalone 3D RSM and 2D k-e model solutions for a given set of boundary con­
ditions. Due to time limitations further investigations could not be carried out to 
determine causes for these discrepancies. However, considering that, throughout 
this research the RSM showed better predictions when tested for swirling flows, 
one cannot downplay the 3DR-New model results. It is possible that adjustment 
of the inlet temperature for the 3DR-New model would considerably improve the 
agreement with the measurements, and this may be within the uncertainty levels 
for the boundary conditions. Also a reducing the mass-flow rate^ may also improve 
the bore temperature predictions.
I^t should be noted that the IP5 mass flow rate in the new SC03 model is artificially doubled, 
as per the model documents
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F i g u r e  7.16: Comparison of new SC03 temperature predictions w ith the
thermocouple data at 6 locations in the IP3 and 1P4 cavities. Temperature 
differences (SC03-ThermocoupIe) for the 3 cases at t= 2300s are provided in the
box
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F i g u r e  7.17: Comparison of new SC03 temperature predictions with the
thermocouple data at the rotor 1 and 2 bore locations. Temperature differences 
(SC03-Thermocouple) for the 3 cases at t= 2300s are provided in the box
7.6 C onclusions
In this chapter use of CFD for thermal modelling of engine components was in­
vestigated. Performance of two turbulence models, the k-e model and RSM for 
engine flow and heat transfer predictions, was tested. Metal temperature predic­
tions during the stabilized maximum power conditions at various locations inside 
the IP compressor rotor drum are compared with thermocouple measurements.
The coupled simulations gave reasonably good results but at the cost of high com­
putation time. The results were sensitive to chosen turbulence model. Simulations 
using the k-e model converged quickly within 4 to 5 days while the RSM simula­
tions were up to 10 times slower due to oscillating heat fluxes. Results with the 
SC03/A;-e model cases were closer to the measurements for the boundary conditions 
supplied with the updated SC03 model.
Accuracy of coupled results also depend on the accuracy of inflow conditions and 
modelling of non-coupled boundaries using the conventional techniques. When 
the inlet conditions were modified in the new SC03 model the standalone and 
coupled results improved substantially. Errors during the transients (acceleration 
and deceleration) were significantly higher than at the steady state MTO condi­
tion. This may be due to incorrect estimation of inflow conditions (mass flow rate 
and temperature) as reported in the previous study by Virginie (2010). Other 
factors influencing the transient predictions are recirculation and heat transfer in
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the stage 5 stator well cavity, sealing flow through the rotor 5 rim and estimation 
of main gas path temperature.
Though the k-e results look good it should be noted that the bore mass flow rate 
in the new model is double the air system estimation and 33.6% higher than the 
old SC03 model. High rate of cooling at the bore locations during acceleration 
suggests that the heat transfer coefficients predicted by the CFD may be higher 
than actual due to higher bore mass flow rate. During the acceleration from idle to 
MTO and at the beginning of MTO {t < IbOOs), the bore flow is relatively cooler 
than the metal. At MTO (between t = 1500 ~  1700s) the bore flow gets hotter 
due to absorption of heat from stage 6 rotor and begin to heat the cobs. Consistant 
to this observation the cobs are cooler during acceleration and beginning of MTO 
in the RSM coupled solutions and hotter at close to t % 1700s. This suggests 
that the bore mass flow rate (and resulting heat transfer coefficients) may be in 
the higher side in the new SC03 model. Studying the transient matching with 
few more simulations, for example 25% and 50% reduction in bore mass flow rate, 
would have given conclusive results. But due to lack of time these studies were 
not undertaken and concluding whcih model performs better for the present test 
case is difficult from the available results.
Though the coupled computation times were significantly higher than the stan­
dalone modelling (a few days!), setting up of the model took significantly less time 
and effort. Since the boundaries were directly coupled to the CFD, the heat trans­
fer coefficients and bulk fluid temperatures were directly estimated by the fluid 
solver with minimal assumptions. The insight obtained from the CFD studies can 
be used to construct a more accurate thermal model of the IPC drum.
Chapter 8
Conclusions and future work
This research focussed on the application of CFD for aeorothermal modelling of 
the IPC drum of an aero engine. In the literature review it is recognized that two 
types of flows dominate in the IPC drum; the radial inflow in the 1P5 cavity and 
axial throughflow in the 1P1-1P4 cavities. Hence the CFD evaluation of these flows 
was undertaken in Chapters 4 and 5. Based on their performance, two turbulence 
models, the k-e model and the RSM in the F l u e n t  solver were chosen for the eval­
uation of flow and heat transfer in the IPC drum at engine operating conditions. 
The standalone CFD modelling and coupled FEM /CFD modelling of the low pres­
sure part of the IPC drum was carried out in Chapters 6 and 7 respectively. The 
overall conclusion of the study is that CFD is a useful tool for modelling flow and 
heat transfer in complex thermal systems such as the aero engine secondary air 
system. When coupled with the FEM, the hybrid tool can be used effectively to 
predict the thermal behaviour of the components at engine operating conditions. 
Detailed conclusions of various studies, undertaken during the present work, are 
provided at the end of respective chapters and a few important conclusions are 
summarized here.
CFD evaluations of flow and heat transfer in stationary and rotating cavities with 
radial inflow are discussed in Chapter 4. The SA and the k-e model in the Hydra 
and F l u e n t  solvers, and the RSM in F l u e n t  were tested. Simulations were car­
ried out using the wall function and near-wall resolved models. Mesh independent 
solutions were obtained. Solutions were found to be sensitive to the wall function 
implementation in the two solvers. Simulations using the pressure based solvers 
converged quickly when compared to the density based solvers. Hydra, took thrice 
the number of iterations to achieve convergence compared to the pressure based 
solver. CFD solutions showed the coexistence of 4 regions; the source, Ekman 
type disc layers, rotating core and the sink regions observed in the experiments. It 
was noticed that the development of the rotating core takes a significant amount 
of computation time in radial inflow cases irrespective of whether the cavity is
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rotating or stationary. When the inlet swirl ratio was more than unity and the 
cavity radius ratio a/b was small the CFD clearly showed the four regions with 
the rotating core occupying most of the cavity volume. On the other hand, when 
the inlet swirl ratio was closer to zero in a cavity with large a/6, unsteadiness was 
observed in the source region of the cavity and this region occupied the largest 
cavity volume.
The performance of eddy viscosity models were mixed with good agreement with 
the measurements for low swirling flows in a wide cavity. Their performance 
was less good when tested for the prediction of highly swirling flows. Flow and 
heat transfer predictions using the RSM, on the other hand, closely agreed with 
the measurements for most of the tested cases. By comparing with Firouzian 
et al.’sl985 ‘shroud A’ test case it was shown that CFD can be successfully used 
to estimate the effective inlet swirl. Such a study was extended to the engine test 
case in Chapter 6 and the effective inlet swirl fraction in the 1P5 cavity at the idle 
and MTO conditions was estimated.
Computations of axial throughflow in a rotating cavity are discussed in Chap­
ter 5. Unsteady RANS and LES were carried out in a full 360 degree sector. The 
jet breakdowns predicted by the numerical models were qualitatively and quan­
titatively compared with the experiments. The RSM, qualitatively and quantita­
tively, predicted the jet breakdown modes in the rotating cavity reasonably well. 
For both the Rossby numbers {Ro=16 and 28) the LES with Smagorinsky-Lilly 
dynamic SGS model predicted spiral breakdown while the k-e model predicted 
axisymmetric breakdown. Changing the LES model to dynamic kinetic energy 
SGS model for the 16 test case signiflcantly improved the predictions showing 
axisymmetric breakdown as reported in the experiments and the results agreed 
well with the measurements. The simulations confirmed that a very small fraction 
of the through flow entered the cavity and during axisymmetric breakdown the 
flow inside the cavity is forced vortex flow.
In Chapter 6 standalone CFD modelling of low pressure part of the IPC drum 
was undertaken. Two turbulence models, the RSM and the k-e model, in the 2D 
and 3D configurations were tested for flow and heat transfer predictions at MTO 
conditions. No significant differences were observed between 2D and 3D k-e model 
results while the 3D RSM showed slightly higher swirl velocity at the bore of the 
drum. The overall flow structure remained same in both the 3D models. The 2D 
RSM results suffered from poor convergence and showed oscillating solutions.
3D CFD investigation of swirl pick up in the off-take ports showed that the IP 5 
cavity inlet swirl remains closer to 0.96 at both idle and MTO flow conditions. 
Hence one important variable, the 1P5 cavity inlet swirl ratio, was determined 
for the future engine thermal modelling exercises. This also eliminated the need
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for including the stator well cavity and off-take ports in the 2D FEM/3D CFD 
coupled simulations.
Investigation of flow structures at four distinct operating points in the square 
engine cycle; cold idle, at the start and end of MTO, and at the end of hot idle 
were carried out using the 3D RSM. The results showed that at a particular power 
condition the flow structures in the drum do not vary much. Flow in the 1P5 
cavity was similar to those observed in the radial inflow test cases. The swirl ratio 
increased from 0.96 near the cavity inlet to 1.83 at the bore of the 1P5 at MTO 
conditions. Then it gradually decayed to 1.3 at the bore of the drum as the air 
flowed from IP5 to IP l. Near the outlet the swirl ratio was closer to unity. At idle 
conditions the maximum swirl ratio was around 1.45 near the bore of 1P5 cavity 
which decayed to 1.0 near the exit of the drum. In the 1P1-1P4 cavities radial 
inflow was observed on both disc surfaces of a cavity and the inflow boundary 
layer started at the location where the swirl ratio reached 1 (and stayed at this 
value upto the shroud).
The disc and bore heat transfer studies showed that the heat fluxes are maximum 
on the 1P5 cavity walls. At MTO, air absorbed heat in the 1P5 cavity and heated 
the disc bores and cobs on its way towards the outlet. At low power conditions 
the heat transfer rates were an order of magnitude lower than the high power con­
ditions. Hence proper modelling of the 1P5 cavity flow is critical for the accurate 
temperature predictions in the standalone FEM modelling of the drum.
Coupled FEM /CFD simulations of the IPC rotor drum for a square engine cycle 
were undertaken in Chapter 7. 2D FEM/2D CFD and 2D FEM/3D CFD simu­
lations were performed using the k-e model and the RSM. An error in the inlet 
boundary condition of the baseline SC03 model was rectified before using it for the 
coupled FEM /CFD simulations. The coupled simulations significantly improved 
the predictions at the MTO conditions. In particular the matching achieved with 
the 1P5 cavity thermocouples was impressive. However, the transient temperature 
errors were high and this was attributed to the incorrect inflow boundary condi­
tions. Simulations using the new SC03 model significantly improved the predic­
tions at all the locations. Hence it can be concluded that the coupled CFD/FEM  
is an effective analysis tool for aerothermal modelling of engine components. Thor­
ough validation of the CFD models has to be carried out before using it for coupled 
FEM /CFD analysis.
8.1 Suggested  future work
The RSM in F l u e n t  showed encouraging results when used for prediction of 
rotating flows throughout this research. Particularly its performance in predicting 
the jet breakdown in the axial throughflow cavity is remarkable considering the
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complexity of the flow. However, its performance is not tested when applied for 
heat transfer predictions in the axial throughflow cavities. Therefore it will be an 
interesting exercises to test this model in the full 360 degree domain with a near­
wall resolved mesh for calculation of buoyancy driven flows in the axial throughflow 
cavities.
The LES results were also promising considering that the simulations were carried 
on the same mesh mesh as those used for the UR ANS simulations. Simulating 
the test cases on a finer mesh resolving the near-wall flows may minimize the SGS 
model dependencies observed in this research. LES also gives a good insight into 
the turbulent characteristics. It has been proposed by other workers that LES has 
the potential to capture the mixed convection flows inside the axial throughflow 
cavities. Hence the future work should consider the use of LES with flue meshes 
for modelling of axial throughflow in a rotating cavity.
The coupled FEM /CFD modelling of the IPC drum showed encouraging results. 
Using a heat flux averaging technique may accelerate the coupled simulations. 
This has already been achieved in the Hydra/SC03 coupling calculations and its 
extension to the F l u e n t  steady solver may smooth the the oscillating solutions 
observed in the coupled simulations.
Since a large portion of the heat input to the IP5 air is from the right hand 
disc of the IP5 cavity, the accuracy of the results may be improved if the IP6- 
IP8 cavities are included in the future coupled FEM /CFD simulations of the IPC 
drum. The present matching, using the RSM model, can be improved by running 
a few simulations either (i) with a reduced IP5 mass flow rate or (ii) with a reduced 
inlet temperature at MTO conditions.
Preliminary investigations, which were not completed here due to lack of time, 
suggested that matching after the deceleration can be improved if the IP5 massflow 
rate is halved from its current value. The uncertainties in the boundary conditions 
can be reduced by coupled FEM/CFD aero-thermo-mechanicaP simulations by the 
use of moving and deforming meshes.
8.2 Rem arks
• Though the RSM calculations are computationally expensive, in this research 
it was observed that, the overall computation time was reduced when this 
model was used for computing rotating flows. This is because the develop­
ment of rotating core, which takes most of the computation time in rotating 
flows, is quicker in RSM. Convergnce of energy equation is also found to be 
at-least three times quicker in the RSM calculations than the eddy viscosity 
calculations.
^The work in this direction is already in progress at the Surrey TFSUTC.
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• It has been found that the near-wall resolved 2D RSM in F l u e n t  gives 
erroneous solutions when used for swirling flow predictions. When Cw was 
high, the model struggled to converge despite considerable efforts by the user 
following the guidelines provided in the F l u e n t  (2006) user guide. Hence 
use of this model should be avoided for swirling flow analysis, at least in this 
version of F l u e n t
• Sensitivity to near-wall modelling was observed in most of the tested cases. 
Since the near-wall layer resolving models showed better agreements (except 
2D RSM in F l u e n t ) with the measurements these models are recommended 
for simulating cases involving wall rotation and heat transfer. In general the 
RSM in F l u e n t  needs good quality and flner meshes when compared to the 
eddy viscosity models. Care should be taken to provide gradual stretching 
of the meshes when using this model. Also, for this model care should be 
taken to mesh the near wall region; a minimum of 15 cells should be present 
inside the boundary layer.
• It has been found that in F l u e n t  the pressured based coupled solvers con­
verge the solutions quickly than the density based solvers, especially for cases 
with Mach number less than 1. For steady flows the recommended Courant 
number (relaxation factor) range is 5-20 when using RSM and 10-40 when 
using the eddy viscosity models. The pressure and momentum relaxation 
factors should be at or below 0.8.
Appendix A  
N eed for Optim ization of 
Secondary Air System s
In modern engines, typically 18 to 20% of core engine flow is diverted through 
the secondary air system for cooling purposes. The secondary flow is expensive 
because some amount of work is already expended on it during the compression 
process. When it mixes with the hot gases in the turbine, some of the expended 
work is recovered. But, the overall effect is to reduce the cycle work output due to 
irreversible mixing in the turbine and pressure losses in the secondary air system. 
This loss, nevertheless, is offset by increments achieved in rjth and specific output 
due to higher TET. On the other hand, increasing the extraction above a break­
even level results in lower output and reduced thrust than the uncooled engine 
(with lower TET) thus nullifying the advantages gained by the increased TET. 
Hence the secondary air flow should be optimized to achieve maximum TET with 
the minimum expense cooling flow. This is illustrated in the following parametric 
analysis of a simple rubber engine.
Let us consider two engines operating at same inlet conditions and OPR, desig­
nated as engine A and B. No cooling is implemented in A and its TET is limited 
by the melting temperature of its turbine blades, which is, say Tsm- Engine B’s 
blades are cooled using an internal air system thus enabling it to operate at higher 
TET at Ts = Tsm +  AT. As shown in Fig A.l, under ideal conditions, A follows 
l-2-3m-4m where as B follows l-2-3’-4’ where 3’ is the effective TET after mixing 
of cooling air with the combustor exit air. It is to be noted that all temperatures 
and pressures mentioned in this section are total values. Let the pressure ratio of 
the engine be OPR—P2 /P 1 where pi and p2 are compressor inlet and exit pressures 
respectively. In engine B. (m) amount of air is extracted from the compressor 
exit, bypassed the combustor and mixed to the hot gases at the turbine entrance. 
Overall compressor efficiency (%) and turbine efficiency (pt) are taken into account 
for the analysis. It is convenient to neglect the pressure drop in the combustor and
160
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F ig u r e  A .l: (a) Schematic of a simple gas turbine cycle with cooling (b) T-S 
diagram of corresponding Brayton cycle
the secondary air system. The equations are derived for engine B and performance 
of engine A can be deduced from these equations by assuming 0 values for AT 
and cooling air mass flow rate.
The compressor work is given by
m C T i(n -  1)
Vc
(A.1)
where IT =  (OPR)  ^ . The compressor exit temperature is
T ' =  Ti ( 1 +  ^  ^
Vc
The energy balance across the combustor gives
m (l — af)C T2 +  m a fL c v  = fli(l — «c +  c^f)(Tm +  A T )C
(A.2)
(A.3)
where «c is mass fraction of cooling ^ow(7hc/rh), a /  is mass fraction of fuel flow 
(m f/m ), L ev  is the lower calorific value of fuel and AT is the increment in com­
bustor exit temperature assumed over the un-cooled engine (AT=T 3-Ts^).
Simplifying eq.A.3 gives an estimate of mass flow fraction of fuel used for raising 
the temperature of air from 7^ to T^m +  AT in the combustor.
a f =
Cil-ac)(Tsm +  A T - T ' )
L ev — C(T3m +  a t )
(A.4)
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Also, energy balance of complete mixing process at the exit of combustor gives 
the final temperature of the air entering the turbine (Tg).
77i(l — Ofc Œ f)(T3m +  AT") +  liicïcCT^ — n iC { l  +  (Xf)T^ 
which reduces to,
(A.5)
(1  — Oc +  CK/) (? 3 m  +  a t )  +  a c T \ { l  +
Vc
1 + a f
(A.6)
From eq.A.6 it is evident that, higher the ac  lower will be the Tg. The turbine 
expansion work is given by
(AT)
where is the turbine exhaust temperature which can be re-written in terms of 
Tg and turbine efficiency r]t as T4 =  Tg(l — %(1 — ^)). The net work output of 
engine B is
and the thermal efficiency is
^ n e t  —  k k f  — W c
r]th =
(A.8)
a fL c v
It can be shown that when cooling flow fraction ac  is above a critical level, say 
«cr, the output of engine B will be less than engine A and the benefit of increased 
TET is nullified. This acr can be expressed in terms of Tsm, AT, Ti and II 
as
( z ,c v - C T i ( l  +  J ^ ) )  AT
arr =
Tsm +  AT — T i(l 4- ) { L e v  — CT^m)
(A.IO)
Assigning near realistic values for the operating conditions as in Table A .l, the 
performance of two engines are compared in Fig A.2(a,b) and the value of «cr for 
various AT in Fig A.2(c). Under these conditions, the break even cooling fiow 
fraction for engine B is a cr= 3 6 .5 % .
0 10 20 30 40 50 50 0 100 200 300 400 500
(a) (b) (c) àT(K)
F ig u r e  A.2: (a) Net work output, (b) thermal efficiency and (c) break even
value of acr for engine B under operating conditions mentioned in Table A.l
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Ti Tsm a t  o p r  771 L ev  r]c Pt 7 
300K 13Q0K 300K 20 100 kg/s 43.0 MJ 87% 91% 1.4
Table A.l: Operating parameters for engines A and B
Yet, this estimation of acr is optimistic because when ac is increased, higher pres­
sure losses occur in the secondary air system which will adversely affect the output. 
Also irreversible mixing in the blade passages force the expansion process away 
from isentropic conditions and reduce the turbine output and efficiency. Also, 
from the Figures it is evident that lower the value of extraction ac, higher will be 
the Wnet and pth- On the other hand, lower cooling means higher thermal stresses 
and lower component life. This calls for optimization of secondary air systems.
Appendix B 
Temperature Change in a 
Rotor-Stator Cavity
Let us consider flow in a rotor-stator cavity as shown in Fig B.l. The rotor rotates 
about an axis with an angular velocity of Q rad/s. Let the inner radius of the 
cavity be am and outer radius be bm. rh kg/s of gas enters the cavity at the 
inner radius with inlet swirl of Ca (the swirl at any radius is defined by c=u^/(Ur) 
where v^pm/s is tangential velocity of the fluid in the absolute reference frame and
”^0b’ r^elb'
Rotor Stator
------------r=b
M D
À
Lola- c.
r=a
Q.
n
F ig u r e  B . l :  Rotor-stator cavity 
1 6 4
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r  m is the local radius) and leaves the cavity at the outer radius with swirl ratio 
Cl. Due to the viscous action there will be a drag, D Nm, on the stator and 
torque of M  Nm on the rotor. If the local non-dimensional swirl of the fluid (c) 
is greater than 1, the work is done on the rotor and vice versa. Let the absolute 
and relative total temperatures be To and Trei respectively and static temperature 
be T. From the secondary system’s point of view it is convenient to assume that 
the flow is dominantly swirling and the radial and axial components of velocity is 
small compared to swirl velocity.
First let us derive the relationship between absolute and relative total tempera­
tures. The absolute total temperature of gas at any radial location is given by
=  T +  A  =  (B .l)
and the relative total temperature is given by
Trel = T + ' ^  (B.2)
where is the relative tangential velocity and can be related to absolute tan­
gential velocity by
'0(f,rei = V(j, — Llr = Llr{c — 1) (B.3)
Substituting eq. B.3 into eq. B.2 and then subtracting the resulting equation from 
eq. B .l gives
T o - i ;e ,  =  ^ ( c ^ - ( c - l ) ^ )  (B.4)
Q2 2
To =  T„, +  - ^ ( 2 c - 1 )  (B.5)
The total temperature change in the cavity can be determined by the energy 
balance as
Q -  kF =  -  71)^ ) (B.6)
Note that the rotor work done on the fluid (W) is taken as negative and heat
added as positive. The work done can be deduced from the angular momentum 
balance as
M  -  D = m iv^iri -  u^ro) =  m ü{cirl -  c^r^) (B.7)
Multiplying eq. B.7 by the rotor speed D give the work on rotor and substituting
the resulting equation in the energy balance equation eq. B.6 yields
Î06 -  =  ^  +  ^  +  L  -  C .4) (B.8)
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Using the relation between absolute and relative temperatures, ie., eq. B.5 in 
eq. B.8 the relative total temperature variation in the cavity can be obtained as
Q2 D d o  Q2
T r e l ,  -  -  1) -  4 ( 2 c ,  - 1 ) )  =  ^  +  ^  +  (B.9)
which can be simplified to
3 ; e i 6 - î ; e t a - ^  +  ^  +  ^ ( r j - 0  (B.IO)
Eq. B.8 is important when calculations are performed in the absolute reference 
frame and eq. B.IO in the relative reference frame. It should be noted that, when 
the flow is radially inwards the work is done on the fluid and the sign of the third 
term on the right hand side in Eq. B.8 changes to negative.
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