Abstract. We consider classical particles on the line with the Weierstrass ℘ function as potential. This system parameterizes special solutions of the KP equation. We derive the trace formula which relates the Hamiltonian of the particle system to the residues of some Abelian differential (meromorphic one-form) on the spectral curve. Such formula is important for the construction action-angle variables and study invariant Gibbs' states.
1. Introduction. The subject of this note is a system of N classical particles on the line interacting with the Hamiltonian
℘(q n − q m ).
The parameter* σ = 1 corresponds to attractive particles and σ = i = √ −1 corresponds to repulsive particles. The potential is the Weierstrass ℘ function with real period 2ω and pure imaginary period 2ω ′ . The system includes the well known integrable potentials sin −2 x, sinh −2 x and x −2 ; which correspond to various degeneration of ℘.
In a remarkable article Airault, McKean, Moser, [AMM] , discovered a connection between particles with rational or elliptic potential and the Korteweg-de Vries equation
Few years later Krichever, [K] , found an isomorphism between particles with elliptic potentials and special solutions of the Kadomtzev-Petviashvilli (KP) equation 3 4 σ 2 u yy = (u t + 3 2 uu x − 1 4 u xxx ) x .
The case σ = 1 corresponds to the KP-2 equation and σ = i to KP-1. The KP equation arises as a compatibility condition for the zero curvature representation
where
Any such solution is associated with a spectral curve Γ N of genus N , defined by
whereL is a N × N matrix which depends on q, p and z. The functions r n (z) are elliptic, so the curve Γ N is an N -sheeted covering of the elliptic torus. The matrixL has a simple pole above z = 0 and can be expanded in powers of z
where L nm = −2(1−δ nm ) is a constant matrix. This "zero order" approximation provides all the information needed to solve the direct spectral problem and obtain a formula for the solution in terms of Riemann theta functions, see [K] . In this note we address a different question. Is there a formula of the type
where I ′ α are parameters of the Riemann surface associated with the system? We give an affirmative answer to this question here. The formula is needed, see , to express the canonical measure as where d vol is produced from the basic symplectic structure* ω = dp ∧ dq and I's and φ's are classical action-angle variables constructed from ω. After this is done one can try to compute the partition function, [V1] . Now analysis of the direct spectral problem requires a "second order" approx-
Such an approximation provides the coefficients k (0) 1 and k
(1) 1 (Theorem 9) for the expansion of the function k
on the"upper" sheet of the curve. The desired formula can be easily obtained by a simple application of Cauchy's theorem. Moreover, in the repulsive case the parameters I ′ α are real for all configurations of particles. In order to prove this we show that in the expansion
the coefficients k
α are distinct for all α = 2, · · · , N and a generic configuration of particles. That much information can be obtained by perturbation techniques on "lower" sheets.
Presumably I ′ α are moduli of the corresponding N -sheeted covers and the actions relative to some symplectic structure ω ′ on the phase space, but this is not proved. Compare [V2] for the case of the cubic Schrödinger curves. We will return to this issue elsewhere.
2. Elliptic solutions of KP hierarchy. Consider the N particle Hamiltonian on the line
The Hamiltonian produces a system of first order equations of motion
*Here ω is not the same as 2ω, the period of the elliptic functions.
The system can be written in the form
(1)
The key step in the embedding of the particle system into the elliptic solutions of the KP equation is the following theorem Theorem 1. [K] . The equations
have solutions of the form and (x − q n ) −1 vanish. This condition can be written in a compact form with the aid of N × N matrices L and M
Lemma 2. [K] . The vectors a(y, k, z) and a † (y, k, z) satisfy the equations
These equations determine the curve Γ N which is the subject of the next section.
*σ(z) denotes the Weierstrass function.
3. Riemann surface. The matrix L can be simplified using a gauge transformation
The existence of a nontrivial vector a : (L + 2k)a = 0 implies that R N (k, z) = det(L + 2k) vanishes and this condition determines the curve. We denote by P, Q, etc., points (k, z) on the curve.
Lemma 3. [K] . The determinant R N (k, z) can be written in the form
where r n (z) are elliptic functions of z.
The curve Γ N is an N sheeted covering of the elliptic curve. The next lemma describes symmetries of the curve. 
(ii). σ = i. The curve Γ N admits the antiholomorphic involution
Proof. (i). For rectangular lattice
The function Φ 0 (x, z) has a simple pole at z = 0 and can be expanded in powers of z
The matrix L (−1) is a constant matrix. Its spectrum and eigenvectors can be easily computed.
Let
with k α = −1 for α = 2, . . . , N and k 1 = N − 1.
The necessary information about the curve is obtained by perturbation of this trivial case. The eigenvectors a α (z) and eigenvalues k α (z) can be expanded in power series in z
The index "α" labels the sheets of the curve Γ N . We call the sheet α = 1 the "upper" sheet. In fact, the upper sheet is distinguished by k (−1) , the leading term of the asymptotics. The "lower" sheets (α ≥ 2) are distinguished for generic configuration of particles by different values of k (0) since all k (−1) = −1. This is proved in Lemma 5. The proof of Lemma 6 shows that all leading terms a
α are distinct. This implies that all "lower" sheets can be indexed according to these asymptotics and a
*We omit˜above L and a to simplify the notations.
Lemma 5. For generic configuration of particles
Proof. To prove the statement we need first order perturbation theory for multiple eigenvalues. We choose N − 1 vectors e (0) in the subspace generated by a
α , α = 2, . . . , N ;
where the η's depend on e (0) and are such that
Now we collect terms in the identity
and
The eigenvalues −2k
α ′ ), α, α ′ = 2, . . . , N ; are distinct for generic configuration of particles.
Lemma 6. For all configurations of particles the "zero" order approximations
α z +. . . of the spectral problem (L+2k)ã = 0 normalized by the conditionã (0) (1) = 1 are given by the formulã
Proof. If A as n × n matrix then AA ∧ = det A I, where A ∧ is the matrix which consists of auxiliary minors of A, see also [KNS] . For any column r = 1,
in the vicinity of z = 0*.
We know that
Since rank E = 1 we have
where the subscriptŝ means that the s-th column is replaced by
For a generic configuration k (0) are distinct on all sheets of the curve. This and the formula forã(p) imply that allã (0) are also distinct and therefore matchã
α . Since allã (0) α are fixed the statement is true for all configurations of particles. The following two lemmas are simple consequences of the discussion above *Note thatã is not a function on the curve, since the entries of the matrixL + 2k are not elliptic functions.
Lemma 7. [K] . The determinant R N (k, z) can be written in the form
The genus of the curve Γ N can be easily computed using the Riemann-Hurwitz formula.
Lemma 8. [K, KBBT] . (i) The elliptic case: 2ω, 2ω ′ < ∞. For generic configuration of particles the genus of the curve Γ N is N .
(ii) The rational case: 2ω, 2ω ′ = ∞. The genus of the curve Γ N is 0.
Asymptotics for k(z).
The main result of this section is the following Theorem 9. On the "upper" sheet for k 1 (z) the following asymptotics hold
℘(q n − q m ), and
To prove the theorem we need the following lemma which is the second order perturbation theory of simple eigenvalues adapted to our considerations.
Lemma 10. The following identities hold
Proof. We start with the identity
Collecting the terms in z −1
Note,
Therefore k (−1) = N − 1, as it has to be.
Now we collect terms with
which implies that the two terms in (3) cancel each other. From the definition (a (0) , a (0) ) = 1 we obtain the first statement of the lemma. Now we derive the formulas for a (1) on the "upper" sheet, which will be useful later on. Multiply (2) by a
α ) = 0.
The last term vanishes due to the orthogonality of eigenvectors corresponding different eigenvalues. Similar to (4)
α ) = 0 and (a (1) , a
α ), α = 2, . . . , N.
The condition ||a(z)||
and (a (1) , a (0) ) = 0. Therefore
α ).
In order to prove the second formula of the lemma we collect terms with z
and two of the terms in the formula (6) vanish. Using the normalization conditions (a (0) , a (0) ) = 1 and (a (1) , a (0) ) = 0 we obtain
Using the formula for a (1) , we finally have
The lemma is proved.
Now we use the lemma to compute the coefficients k (0) and k (1) . Note, first, that L (0) can be split into two parts L (0) = σA + B, where
The matrix A is symmetric and B is skew-symmetric
The term with B vanishes due to skew-symmetry. The computation of the next term k (1) is much more involved. Using the decomposition for L (0) we have
Step 1. Our goal is to evaluate the first term I. Arguments for the attractive and the repulsive case are different and we consider these two cases separately. Repulsive case. σ = i. Using the symmetry of A and skew-symmetry of B,
The last term can be easily estimated
To estimate the first term, we introduce α ′ such that
Using the identity |a + b| 2 + |a − b| 2 = 2|a| 2 + 2|b| 2 we obtain
Atractive case. σ = 1. Again using properties of A and B we have
The second sum vanishes. Indeed,
Therefore,
Combining the results for two cases σ 2 = ±1, we obtain
Step 2. Now we estimate
To do this we introduce for two polynomials
It is easy to see that
Finally,
Step 3. Now using the expression for II*
we will estimate
We will prove that
This would imply
and complete the proof of the theorem.
*In the rational case ℘ − ζ 2 ≡ 0; L (1) and II vanish identically.
Step 4. To prove the identity (7) we make some manipulations with the sums
Fix k 1 < k 2 < k 3 and consider all their permutations. Collect the terms with such indices
Using the identity
The last expression is invariant under permutations and therefore it is equal
This completes the proof of the identity (7) and the theorem. Example. For N = 2 the equation defining the curve Γ 2 has the form
Solving the quadratic equation
Expanding k 1 (z) at z = 0 we obtain
5. Trace formula. If the total momentum vanishes, P N = 0, then the result of Theorem 9 becomes
Theorem 11. The following identity holds
where Proof. By Cauchy's theorem
where γ α is a small contour surrounding P α , the point on the α'th sheet above z = 0. The asymptotics (8) implies the result.
The second part of the proof is different for repulsive and attractive cases. We treat them separately. α are distinct. The antiinvolution τ 1 leaves the upper sheet invariant, but is can permute the lower sheets of the curve. An example after the proof of the Theorem shows how it happens for N = 3. Therefore, some lower sheets α and τ 1 α are interchanged by antiinvolution τ 1 and some are invariant. These and k Example. For N = 3 we can explicitly compute expansion for k α (z) at z = 0. In this case R 3 (k, z) = 8k 3 + 4σP k 2 + σ 2 (P 2 − 2H) − 24℘(z) k + 8σJ + 8℘ ′ (z), where 8J = σ 2 p 1 p 2 p 3 + 4p 1 ℘(q 2 − q 3 ) + 4p 2 ℘(q 1 − q 3 ) + 4p 3 ℘(q 1 − q 2 ).
