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Les travaux présentés dans ce mémoire s’inscrivent dans la théorie des
automates et des langages formels. Dans cette théorie, un alphabet est un
ensemble fini de lettres et les mots sont toutes les concaténations successives
différentes de lettres de l’alphabet. Les langages sont des ensembles, finis ou
infinis de mots. La théorie des automates permet de manipuler ces mots et
ces langages.
Ce mémoire peut se diviser en deux parties et donne également deux
visions différentes de la manière dont la théorie des automates permet de
manipuler les langages. Dans une première partie les automates sont vus
comme un moyen de représenter les langages rationnels. La problématique
abordée est alors celle de naviguer entre deux modèles, les automates finis et
les expressions rationnelles, représentant le même langage. Dans la deuxième
partie, nous traitons de problèmes de la théorie des automates issus de la
considération des systèmes de numération. Ces systèmes permettent de re-
présenter des ensembles dénombrables par un langage infini. Il s’agit alors
d’utiliser les automates, dans leur généralité, afin de manipuler des entiers
et en particulier d’être capable de ‘compter‘ sur un langage représentant les
entiers.
D’un coté donc, les automates, dans leur forme la plus simple, sont des
machines finies à travers lesquelles des mots peuvent être lus. Si la lecture
d’un de ces mots permet d’atteindre un état d’acceptation de la machine,
alors on dit que ce mot est reconnu par l’automate. Les automates, finis,
peuvent ainsi permettre de reconnaître les mots de langages qui peuvent
être infinis. De tels langages sont appelés des langages reconnaissables. Pour
chaque langage reconnaissable, il est possible de construire différents auto-
mates qui reconnaissent ce langage. En particulier, il est possible d’avoir des
automates dits déterministes, c’est-à-dire pour lequel la lecture d’un mot se
fait de manière linéaire : il suffit de suivre les lettres consécutives du mot sur
un graphe sans autre choix.
De l’autre coté, il est possible de créer des langages en appliquant des
successions d’opérations sur les langages. Ces opérations sont l’union de deux
langages, le concaténation membres à membres de deux langages et l’étoile
d’un langage, c’est-à-dire l’union pour tout entier n des concaténations n
fois de ce langage. Ces opérations sont appelées opérations rationnelles. Si
l’on prend l’ensemble le plus petit fermé pour ces opérations rationnelles
et contenant les langages composés uniquement des lettres de l’alphabet,
on obtient une classe de langages appelés langages rationnels. Comme ces
langages sont obtenus par une succession d’opérations à partir d’atomes, il
est possible des les représenter de manière finie par une formule bien paren-
thésée représentant ces opérations. Une telle formule est appelée expression
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rationnelle.
Le théorème fondamental de la théorie des automates, énoncé par Kleene,
stipule qu’un langage sur un alphabet est rationnel si, et seulement si, il est
reconnaissable par un automate fini sur le même alphabet. Autrement dit,
les langages rationnels et les langages reconnaissables sont les mêmes. Cela
signifie que les automates finis et les expressions rationnelles représentent les
mêmes objets : les langages rationnels. Dès lors le problème du passage d’un
modèle à un autre est un problème qui a fait l’objet de beaucoup d’intérêt.
Dans un premier sens, les algorithmes les plus classiques pour calculer une
expression rationnelle à partir d’un automate fini – en conservant le langage
qu’ils représentent – sont les algorithmes de ‘McNaughton et Yamada‘ [34]
et d’élimination d’états (cf.[49] et [50] par exemple). Ces deux algorithmes,
bien que différents, produisent des résultats similaires. En particulier les
deux algorithmes dépendent d’un ordre sur les états et un choix d’ordre dif-
férent peut produire des expressions très différentes dans la forme et dans
la taille. Un même automate peut donc produire différentes expressions ra-
tionnelles. Une autre méthode pour produire des expressions rationnelles est
la résolution de systèmes d’équations en utilisant le lemme d’Arden (cf. [43,
p107–108]).
Dans le deuxième sens, il existe beaucoup plus d’algorithmes pour obte-
nir un automate fini à partir d’une expression rationnelle. Ces algorithmes
peuvent même fournir des automates différents les uns des autres. On peut en
particulier évoquer l’automate de Thompson qui est un automate construit
à partir de l’expression avec des successions de constructions ‘de base‘ qui
correspondent aux opérations rationnelles de l’expression. Cependant cet au-
tomate n’en est pas un au sens classique du terme car il possède des transi-
tions spontanées c’est-à-dire étiquetées par le mot vide et non une lettre de
l’alphabet. Dans les algorithmes notables, l’algorithme le plus répandu est
celui de Glushkov [26] qui construit un automate, dit des positions dont la
taille est celle de l’expression, c’est-à-dire qu’il y a – en plus de l’état qui ne
sert que d’état initial – autant d’états que d’occurrences de lettres dans l’ex-
pression rationnelle. Cela fait que cet automate semble très proche dans les
informations qu’il contient de l’expression rationnelle elle-même. L’automate
des positions a également cela de particulier qu’il est possible de le calculer
de plusieurs manières, a priori différentes. En effet, si la méthode de [26]
construit l’automate des positions en calculant les ensembles de lettres qui
peuvent suivre une lettre donnée – à partir de l’expression rationnelle –, il
existe un algorithme qui le construit avec une construction un peu comme
pour l’automate de Thompson : des constructions de base permettent de
réaliser la somme et la concaténation de deux automates standards ainsi
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que l’étoile standard d’un automate standard – c’est à dire avec un unique
état initial qui n’est pas accessible à partir du reste de l’automate –, pour
construire l’automate des positions d’une expression, il suffit de construire
inductivement cet automate (cf. [43, p156–157]).
Bien que l’automate des positions soit un automate intéressant pour les
raisons que nous venons d’exposer, d’autres constructions d’automates à par-
tir d’expressions rationnelles ont été considérées, dans le but de construire
un automate le plus petit possible. En particulier on peut citer l’automate
follow de Ilie et Yu [27] qui se trouve être un quotient de l’automate des
positions.
Les problématiques de passer d’un modèle à l’autre et réciproquement
étant bien étudiées, il apparaît intéressant de regarder la réversibilité de ces
opérations. Une première voie, développée dans [13], s’intéresse à la récupéra-
tion d’une expression rationnelle ’petite’ à partir de l’automate des positions
d’une expression rationnelle. Une autre problématique envisagée dans [32]
la possibilité de retrouver un automate fini à partir d’une expression ration-
nelle calculée sur cet automate. Une solution à cette problématique, donnée
dans [32], utilise l’automate des termes dérivés cassés d’une expression.
Pour définir l’automate des termes dérivés cassés, il faut tout d’abord re-
venir à la définition d’une dérivation pour les expressions rationnelles. Cette
dérivation a été introduite par Brzozowski dans [11]. Il s’agit d’une trans-
position syntaxique de la notion de quotient d’un langage aux expressions
rationnelles : la dérivation d’une expression par rapport à une lettre est une
expression qui dénote le quotient par rapport à cette lettre du langage dé-
noté par l’expression de départ. Il se trouve que cette dérivation permet,
modulo des identités sur les expressions rationnelles – l’associativité, la com-
mutativité et l’idempotence de la somme –, de construire un automate fini
reconnaissant le langage de l’expression. Cet automate est déterministe et sa
taille est exponentielle en la taille de l’expression.
Il apparaît donc que cette dérivation ne fournit pas un automate ‘petit‘,
en plus de devoir réaliser des opérations contraignantes comme de repérer les
expressions égales par commutativité de l’addition. C’est pour résoudre ce
problème qu’Antimirov propose dans [5] une variante de la dérivation : cette
nouvelle dérivation d’une expression rationnelle n’est plus une expression
rationnelle mais un ensemble d’expressions rationnelles. Cette modification
des dérivées, que nous appelons termes dérivés d’une expression, permet de
construire un automate qui est un quotient de l’automate des positions [18],
donc plus petit.
Les termes dérivés cassés sont une variante des termes dérivés. Cette
variante consiste en l’éclatement des termes dérivés qui commencent par
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une somme – c’est-à-dire, si l’expression est une concaténation, si le terme
le plus à gauche commence par une somme–. Cette variante permet entre
autre d’avoir des automates plus généraux que les automates des termes
dérivés qui sont toujours standard. Plus important encore, il est montré
dans [32] que si l’on prend un automate – co-déterministe et co-mimimal –,
que l’on calcule une expression rationnelle par élimination d’états et que l’on
construit le co-quotient minimal de l’automate des termes dérivés cassés de
cette expression alors on obtient l’automate de départ. Et ce, quel que soit
l’ordre d’élimination des états choisis.
La première partie de ce mémoire se propose d’étudier plus en avant les
termes dérivés cassés, en particulier la question de la borne de la taille de
l’automate par rapport à l’expression de départ est étudiée. Si dans le cas
général la taille de l’automate des termes dérivés cassés peut être le double
de celle de l’automate des positions de l’expression, il apparaît que pour une
certaine classe d’expressions cette borne devient plus raisonnable. La classe
des expressions en question est une classe introduite par Brügemann-Klein
dans [10]. Il s’agit des expressions rationnelles sous forme normale c’est-à-
dire telles que le mot vide n’est jamais ‘étoilé‘. Dans [10] il est en particulier
montré l’intérêt de cette classe qui permet un calcul quadratique de l’auto-
mate des positions. Mieux encore, toute expression peut se réduire en temps
linéaire en une expression en forme normale ayant le même automate des po-
sitions. En résumé les expressions en forme normale permettent de calculer
de manière quadratique l’automate des positions de n’importe quelle expres-
sion. Dans le sujet qui nous intéresse elles permettent également d’avoir une
borne sur la taille de l’automate des termes dérivés cassés d’une expression
qui soit la même borne que celle des automates des termes dérivés.
Un autre problème que nous étudierons concerne la compatibilité des
opérations de dérivation avec l’associativité de la concaténation des expres-
sions rationnelles. En effet, il est très fréquent de noter les concaténations
multiples sans parenthésage explicite car la plupart des opérations classiques
sur les expressions rationnelles donnent le même résultat indépendamment
du parenthésage. Ce n’est pas le cas pour les termes dérivés (respectivement
cassés) et un parenthésage différent peut donner un nombre de termes déri-
vés (resp. cassés) différent. Nous montrons ainsi que le parenthésage le plus
à gauche possible donne un nombre minimal de termes dérivés (resp. cas-
sés). Néanmoins nous notons également que la dérivation (resp. cassée) est
compatible avec l’associativité des expressions rationnelles.
Ce mémoire s’intéresse également à la construction de l’automate des
termes dérivés cassés. Des travaux ont déjà été réalisés pour la construc-
tion de l’automate des termes dérivés. On peut citer en particulier le travail
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de [1] qui donne des constructions à la fois pour l’automate des positions,
l’automate follow et l’automate des termes dérivés. Ces constructions sont
basées uniquement sur des minimisations et des éliminations de transitions
spontanées à partir de l’automate de Thompson de l’expression.
Une autre construction de l’automate des termes dérivés est proposée
par Champarnaud et Ziadi dans [17]. Leur construction permet de calcu-
ler les termes dérivés d’une expression par le calcul de chemins sur l’arbre
syntaxique représentant l’expression rationnelle. Cette idée de chemin a été
pour la première fois utilisée dans [51] pour calculer l’automate des posi-
tions de l’expression. D’autres algorithmes plus récents (cf.[28]) améliorent
la méthode de construction de Champarnaud et de Ziadi. Dans ce mémoire
nous donnons une méthode similaire à celle de [28]. Les différences que nous
apportons ne modifient pas le calcul effectif de l’automate mais permettent
de donner une méthode simplement adaptable à notre objectif : donner un
algorithme pour le calcul de l’automate des termes dérivés cassés. En parti-
culier, on peut noter que l’algorithme de [28] utilise explicitement le fait que
l’automate des termes dérivés est un quotient de l’automate des positions.
Comme ce n’est pas le cas de l’automate des termes dérivés cassés, nous
évitons d’utiliser ce résultat pour le calcul de l’automate des termes dérivés.
Finalement il est possible d’envisager une généralisation de tous les ré-
sultats pour les automates à multiplicités. Les automates à multiplicités ne
reconnaissent plus seulement un langage mais une série, c’est-à-dire qu’à un
mot donné ils associent un élément d’un semi-anneau. De ce point de vue
on peut donc voir les automates ‘classiques‘ comme des automates à mul-
tiplicités sur le semi-anneau booléen. Si un mot prend pour un automate
la valeur 1 il est reconnu, sinon il n’est pas reconnu. Avec la généralisation
des automates pour les multiplicités vient également une généralisation des
expressions rationnelles pour les multiplicités. Ces expressions rationnelles
dénotent également des séries et il a été montré par Schützenberger que
les séries dénotées par des expressions rationnelles et les séries qui sont le
comportement d’un automate à multiplicités sont les mêmes.
De ce constat le problème du passage d’expressions rationnelles à auto-
mates en gardant la série se pose naturellement comme généralisation du cas
booléen. Comme dans le cas booléen, des constructions d’automates à partir
d’expressions rationnelles existent. Dans [12] l’automate des positions d’une
expression rationnelle est généralisée pour les multiplicités. Cet automate
est toujours un automate dont les états sont les occurrences de lettres dans
l’expression rationnelle. En fait l’automate des positions d’une expression à
multiplicités est le même automate que celui de la version booléenne de l’ex-
pression pour laquelle chaque transition a un coefficient égal à la multiplicité
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des possibilités de faire suivre une lettre donnée par une autre. Dans [31], une
autre construction de cet automate est proposée : l’automate des positions
est construit inductivement à partir de constructions élémentaires pour la
somme, le produit, l’étoile et la multiplication par un scalaire d’automates
standard – avec un unique état initial qui n’est pas accessible par le reste
de l’automate et dont le poids d’entrée est 1K –. Cet automate peut éga-
lement être construit, à partir de l’automate de Thompson à multiplicités
de l’expression auquel on applique des éliminations de transitions sponta-
nées et des minimisations ([1]). Finalement il est également possible de le
construire, comme cela est présenté dans [14], à partir de l’arbre syntaxique
d’une expression, par une méthode similaire à celle de la ZPC-structure pour
les expressions rationnelles à multiplicités.
Afin d’avoir un automate plus petit, il est également possible de
construire, à partir d’une expression rationnelle, l’automate des termes
dérivés de l’expression. Les termes dérivés des expressions à multiplicités ont
déjà été définies dans [31]. La définition choisie est telle que l’automate des
termes dérivés est, comme dans le cas booléen, un quotient de l’automate
des positions à multiplicités de l’expression. Dans ce mémoire, nous allons
utiliser ces définitions pour donner un algorithme pour construire l’automate
des termes dérivés à multiplicités. En plus du calcul de l’automate des
termes dérivés à partir de sa définition, il est possible de le construire en
utilisant la version à multiplicité de la ZPC-structure [15]. Nous allons
présenter comment adapter l’algorithme de construction de l’automate
que nous présentons dans le cas booléen pour construire l’automate des
termes dérivés d’une expression rationnelle à multiplicités dans K. Cet
algorithme utilise des chemins de nœuds de l’arbre syntaxique pour re-
présenter les termes dérivés. L’application de réductions sur ces chemins
permet d’identifier ceux qui dénotent la même expression, donc le même
état de l’automate des termes dérivés. Finalement nous présenterons une
proposition de définition pour les termes dérivés cassés comme une synthèse
des travaux réalisés sur les termes dérivés cassés booléens et les termes
dérivés sur les expressions à multiplicités. Nous donnerons également un
algorithme pour le calcul de ces termes dérivés cassés pour les expressions
rationnelles à multiplicités.
Dans une deuxième partie, les travaux de cette thèse s’inscrivent dans
la théorie des systèmes de numération abstraits. Un système de numération
est un moyen de représenter des nombres par des mots sur un alphabet
donné. Nous ne nous intéresserons dans ce mémoire qu’à la représentation
d’entiers naturels. Les systèmes de numération les plus connus sont ainsi les
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systèmes en base binaire ou en base décimale. Dans ces cas, les alphabets
sont les chiffres 0 et 1 et les chiffres de 0 à 9. A partir d’une représentation il
est facile de calculer la valeur qu’elle représente en multipliant chaque chiffre
par la puissance de 2 ou de 10 adéquate et en faisant la somme de chaque
résultat. On peut également noter que l’ensemble des représentations des
entiers forme le langage des mots qui ne commencent pas par 0 – sauf le
mot 0 lui même –. Si l’on ordonne les représentations dans l’ordre radiciel,
c’est-à-dire en prenant d’abord compte la longueur du mot puis l’ordre
lexicographique, on se rend compte que la représentation d’un entier n donné
est exactement le n + 1-ième mot dans le langage décrit précédemment.
Cette propriété, qui se retrouve dans d’autres systèmes de numération
classiques, a motivé la définition des systèmes de numération abstraits par
Lecomte et Rigo dans [30] : étant donné un langage, l’entier n est associé
au n + 1-ième mot, dans l’ordre radiciel, de ce langage. Cependant, dans
un tel système de numération, le calcul de la valeur d’un mot n’est, a
priori, pas aussi direct que dans le cas du système binaire. En effet pour
connaître la valeur d’un mot il faut ‘compter‘ tous les mots plus petits que
lui, c’est-à-dire les énumérer un à un.
Dans cette partie, les automates seront vus comme des machines qui
permettent des opérations sur les mots et donc, par leur représentations,
sur les entiers. Pour utiliser les automates dans cet optique, nous utilisons
une généralisation des automates, non pas sur un monoïde libre, mais sur un
monoïde produit de monoïde libres. Un tel automate est appelé transducteur
et peut être vu comme un automate ‘avec sortie‘. C’est-à-dire que lorsque
l’on lit un mot, comme dans un automate classique, dans un transducteur, on
obtient non seulement un résultat d’acceptation du mot, mais également un
nouveau mot sur un monoïde libre. Les transducteurs réalisent des relations
rationnelles qui associent un ou des mots de sortie à un mot d’entrée.
En particulier on peut envisager l’utilisation des transducteurs pour étu-
dier la fonction successeur d’un système de numération abstrait. La fonction
successeur est, étant donné un langage, la fonction qui associe le mot sui-
vant dans ce langage ordonné par l’ordre radiciel. C’est-à-dire que la fonction
successeur permet de ‘compter‘ les entiers dans un système de numération
donné. En effet si l’on donne un entier par sa représentation, la fonction per-
met de ‘réciter‘ les représentations des entiers qui suivent. Cette fonction est
une fonction rationnelle si le langage considéré est rationnel, et elle peut être
décrite par un transducteur fini lettre-à-lettre. La fonction successeur d’un
langage rationnel n’est pas nécessairement séquentielle ou co-séquentielle.
Nous prouverons que la fonction successeur dans un langage rationnel est
une fonction co-séquentielle par morceaux.
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La séquentialité, pour les fonctions rationnelle, est une notion proche
du déterminisme des automates classiques : un transducteur séquentiel est
un transducteur dont l’entrée est lu déterministiquement. Les fonctions sé-
quentielles sont les fonctions qui peuvent être réalisées par des transducteurs
séquentiels. La notion de séquentialité par morceaux a été définie par Chof-
frut et Schützenberger sous le nom de fonctions pluri-sousséquentielles dans
[21]. Les fonctions séquentielles par morceaux sont les fonctions rationnelles
qui peuvent être réalisées par une union finie de transducteurs séquentiels
à domaines deux à deux disjoints. Nous étudions dans ce mémoire les fonc-
tions séquentielles par morceaux et, en particulier, nous montrons que ce
sont exactement les fonctions qui peuvent être réalisées par des cascades de
transducteurs séquentiels : on part d’un mot, on le lit dans un transduc-
teur séquentiel, et, suivant l’état de sortie, on lit l’image dans un nouveau
transducteur séquentiel. C’est-à-dire que les cascades réalisent des lectures
successives de mots acceptés dans différents transducteurs séquentiels qui
dépendent de l’état de sortie à chaque lecture. Ces cascades fournissent na-
turellement une possibilité de calculer la sortie de la fonction qu’elles réalise
en temps linéaire puisqu’il suffit d’un nombre fixé de lectures du mot pour
obtenir l’image.
Finalement pour compter dans un système de numération abstrait, il
est utile de pouvoir connaître la valeur d’une représentation donnée. Ce
problème, pour la théorie des automates, se réduit à une étude de la sé-
rie énumératrice du système de numération : la série formelle qui, à chaque
représentation, associe l’entier qu’elle code plus un. En fait cette série ne
dépendant que du langage et de l’ordre sur l’alphabet, elle peut également
être appelée série énumératrice du langage. Dans le cas d’un système de nu-
mération abstrait rationnel, la série énumératrice est une série rationnelle
[39]. Ce résultat a également été montré par Choffrut et Goldwurm dans
[20]. Ce dernier article fourni même un cadre plus général et il est montré
que différentes séries, qui correspondent à différents ordre en plus du radiciel,
sont rationnelles lorsque le langage est rationnel. Il est en outre également
montré que si le langage est algébrique, alors les mêmes séries le sont aussi.
Nous montrerons dans le dernier chapitre que le résultat de rationalité de
la série énumératrice d’un langage rationnel permet de calculer, par des mé-
thodes classiques, la valeur d’un mot dans un système de numération. Nous
donnerons une preuve simple et qui permet de construire une représentation
de la série énumératrice d’un langage rationnel à partir de la représenta-
tion d’un automate non-ambigu reconnaissant ce langage. La construction
de la représentation de la série nous permet ensuite de présenter un cal-
cul simple pour la valeur d’un mot dans le système de numération abstrait.
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Enfin nous donnons également une méthode pour construire un automate
reconnaissant l’ensemble des mots dont les valeurs sont dans un ensemble
reconnaissable de nombres donné – c’est à dire une union finie d’ensemble
ultimement périodiques de nombres –. La construction d’un tel automate
est également traitée dans [29] et dans [40]. Finalement la rationalité de la
série énumératrice nous permet également de montrer qu’il est décidable si
une série rationnelle quelconque est une série énumérative d’un système de
numération abstrait.
L’étude du nombre de termes dérivés cassés d’une expression rationnelle
booléenne et de l’effet du parenthésage des concaténations d’expressions ra-
tionnelles sur la dérivation ont été présentés à DCFS09 et ont été publiés
dans [2]. Le début de l’étude des fonctions séquentielles par morceaux et
des cascades de transducteurs a été présentée aux JM08. La co-séquentialité
par morceaux de la fonction successeur d’un langage rationnel est présentée
dans [3]. Les résultat concernant la rationalité de la série énumératrice d’un
langage rationnel ont été présentés aux JM10 (cf. [4]).
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Première partie
Les termes dérivés cassés d’une
expression rationnelle
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Chapitre 1
Notations et préliminaires
1.1 Mots et langages et automates
Un alphabet A est un ensemble fini d’éléments appelés lettres. Un mot
sur l’alphabet A est un élément du monoïde libre A∗, c’est-à-dire une suite
finie de lettres de A ou l’identité 1A∗ , appelée mot vide de A∗.
La longueur d’un mot u sur un alphabet A, notée |u|, est le nombre de
lettres qui composent u. Si a est une lettre de A, alors nous notons |u|a le
nombre d’occurrences de a dans u. Par exemple |abaa| = 4, |abaa|a = 3
et |abaa|b = 1.
Un langage de mots sur l’alphabet A est un sous-ensemble, fini ou infini,
de A∗.
Dans ce mémoire, plusieurs sortes d’automates sont définis : les auto-
mates sur un alphabet, les automates dont les sorties peuvent être étiquetées
par un mot, les K-automates ainsi que les transducteurs. Nous donnons ici
la définition des automates booléens les plus simples.
Définition 1. Un automate fini A sur un alphabet A est un quintu-
plet 〈Q,A,E, I, T 〉 où :
(i) Q est un ensemble fini dont les éléments sont appelés états ;
(ii) E est un ensemble d’arcs entre des éléments de Q étiquetés par A, ce
sont les transitions de A ;
(iii) I est un sous-ensemble de Q, l’ensemble des états initiaux ;
(iv) T est un sous-ensemble de Q, l’ensemble des états finaux.
Dans ce mémoire, nous ne traitons pas le cas des automates infinis et nous
appellons automates les automates finis. La Figure 1.1 montre comment nous
représentons les automates. Les états initiaux sont repérés par des flèches
entrantes, les états finaux par des flèches sortantes.
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baa
bb
Figure 1.1 – Un automate, B1 sur l’alphabet {a, b}
Un état p d’un automate A est dit acccessible s’il existe un chemin dans
l’automate d’un état initial de I à p. Il est co-accessible s’il existe un chemin
de p à un élément de T . Un automate A est accessible si tous ses états le sont,
co-accessible si tous ses états le sont et émondé si il est à la fois accessible
et co-accessible.
Un calcul réussi de A est un chemin qui commence dans un état initial
et qui se termine dans un état final. Le langage reconnu par A, noté |A| est
le sous-ensemble de A∗ des étiquettes des calculs réussis :
|A| =
{
u ∈ A∗ | i
u
→ t, i ∈ I, t ∈ T
}
.
Par exemple le langage reconnu par l’automate B1 de la Figure 1.1 est
|B1| = A
∗{b}A∗, c’est-à-dire le langage des mots sur A qui contiennent au
moins un b.
Un langage de A∗ est dit reconnaissable s’il existe un automate fini qui
le reconnaît.
Un automate est dit déterministe s’il a un unique état initial i et si, pour
tout état p, il existe, au plus, une unique transition sortante étiquetée par
chaque lettre de A. Un automate est dit ambigu si il existe un état q et un
mot u tel qu’il y ait plus d’un chemin d’un état initial à q étiqueté u. Un
automate déterministe est non-ambigu.
Proposition 1. Il est possible de transformer tout automate fini A en un
automate fini déterministe B qui reconnaît le même langage. Si l’automate A
a n états, il est possible de construire B avec au plus 2n états.
Les langages reconnaissables sont donc les langages reconnus par les au-
tomates finis déterministes. Il peut y avoir plusieurs automates déterministes
qui reconnaissent le même langage.
1.2 Expressions rationnelles
Afin de définir les expressions rationnelles et les langages rationnels sur
un alphabet, nous définissons tout d’abord les opérations rationnelles sur les
sous-ensembles d’un monoïde :
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Définition 2. Les opérations rationnelles sur les sous-ensembles d’un mo-
noïde M sont l’union, le produit d’ensembles et l’étoile définie par :
X∗ = {1M} ∪
⋃
n>0
Xn .
La famille des sous-ensembles rationnels deM , notée RatM , est la fermeture
des ensembles finis par ces opérations.
En particulier, nous appelons langages rationnels sur A∗ les sous-
ensembles rationnels de A∗. Les expressions rationnelles sont un moyen de
décrire ces langages en notant les opérations rationnelles successives pour
obtenir le sous-ensemble rationnel. Plus précisément :
Définition 3. Une expression rationnelle E sur A est une formule bien
parenthésée obtenue inductivement par la grammaire suivante dans lesquelles
les atomes sont les lettres de A et les expressions prédéfinies 0 et 1 :
E→ {a | a ∈ A} | 0 | 1 | (E+ E) | (E · E) | (E∗) .
L’ensemble des expression rationnelles sur un alphabet A est
noté RatE(A).
Comme toute expression bien parenthésée, une expression rationnelle E
peut être représentée par un arbre syntaxique, que nous notons TE. La pro-
fondeur d’une expression E, notée d(E), est la profondeur de l’arbre syn-
taxique, plus précisément :
d(0) = 0 , d(1) = 1 , d(a) = 1 ,
d(E+ F) = max(d(E), d(F)) + 1 ,
d(E · F) = max(d(E), d(F)) + 1 ,
d(E∗) = d(E) + 1 .
Exemple 1. La formule ((a+ b)∗ · b) · (a+ b)∗ est une expression rationnelle
de profondeur 5.
Par défaut, lorsque les parenthèses seront absentes, c’est le parenthésage
à gauche qui sera utilisé : E · F · G = ((E · F) · G). Le justification de ce choix
sera donnée par l’analyse de l’influence du parenthésage des produits sur les
termes dérivés (et les termes dérivés cassés). La longueur littérale de l’ex-
pression E, notée ℓ(E), est le nombre d’occurrences de lettres de l’alphabet A
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dans celle-ci. Le langage dénoté par une expression rationnelle E, noté |E|,
est défini inductivement par :
|0| = ∅ , |1| = {1A∗} , |a| = {a} ,
|(E+ F)| = |E| ∪ |F| ,
|(E · F)| = |E||F| ,
|(E∗)| = |E|∗ .
Exemple 2 (Ex. 1 cont.). Le langage dénoté par l’expression rationnelle
((a+ b)∗ · b) · (a+ b)∗ est le langage A∗bA∗ des mots contenant au moins une
occurrence de b.
Les langages rationnels sur A∗ sont exactement les langages dénotés par
une expression rationnelle sur A∗. Il peut y avoir plusieurs expressions ration-
nelles qui dénotent le même langage rationnel. Deux expressions rationnelles
sont dites équivalentes si elles dénotent le même langage.
Afin de simplifier les manipulations sur les expressions rationnelles, nous
définissons des identités triviales, que nous notons (T), et pour lesquelles
les expressions rationnelles sont équivalentes de manière évidente et tous les
calculs réalisés par la suite seront réalisés modulo (T) :
E+ 0 ≡ 0+ E ≡ E , E · 0 ≡ 0 · E ≡ 0 , E · 1 ≡ 1 · E ≡ E , 0∗ ≡ 1 . (T)
Une expression est dite réduite par ces identités triviales si elle ne contient
aucune sous-expression de la forme d’un membre gauche d’une de ces iden-
tités. En particulier, ces expressions permettent d’assurer qu’une expression
différente de 0 n’a pas pour sous-expression 0, ce qui va nous permettre de
traiter ce cas différemment lors de nos preuves par induction sur la profon-
deur des expressions.
Il apparaît que toute expression rationnelle E peut être réécrite dans une
expression réduite équivalente E′ et que cette expression réduite est unique
indépendamment de l’ordre dans lequel sont appliquées les différentes iden-
tités.
Finalement, il est possible de définir inductivement un booléen, appelé le
terme constant d’une expression rationnelle E, noté c(E), par :
c(0) = 0 , c(1) = 1 , ∀a ∈ A c(a) = 0 ,
c(F+ G) = c(F) ∨ c(G) , c(F · G) = c(F) ∧ c(G) , c(F∗) = 1 .
Proposition 2. Le terme constant d’une expression E est égal à 1 si, et
seulement si, le mot vide 1A∗ est dans le langage |E|.
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Nous avons pris soin de donner des définitions sur les expressions ration-
nelles de manière inductive car nous allons pouvoir ainsi utiliser les objets
définis dans des preuves par induction. Ces définitions inductives permettent
également de faire les calculs sur l’arbre syntaxique de bas en haut, ce qui
sera utilisé lorsque nous donnerons une méthode pour calculer l’automate
des termes dérivés.
Finalement nous rappelons le théorème de Kleene qui est le théorème
fondamental à la base de la théorie des automates :
Théorème 3 (Kleene). Pour tout alphabet fini, l’ensemble des langages ra-
tionnels est égal à l’ensemble des langages reconnaissables.
Il est donc possible de représenter un même langage rationnel par un au-
tomate fini qui le reconnaît ou par une expression rationnelle qui le dénote.
C’est ce théorème qui nous amène à envisager la possibilité de construire des
automates à partir d’expressions rationnelles, ou de construire des expres-
sions rationnelles à partir d’automates en gardant le langage représenté.
1.3 Automate des positions
Dans cette section nous allons donner l’exemple le plus classique d’auto-
mate construit à partir d’une expression rationnelle. Cet automate, que nous
appellerons l’automate des positions d’une expressions rationnelle, a été dé-
fini simultanément et indépendamment par Glushkov [26] – il est, pour cette
raison, souvent appelé automate de Glushkov de l’expression – et MacNaugh-
ton et Yamada [34]. Cet automate est intrinsèquement très lié à l’expression
rationnelle et en particulier il existe plusieurs algorithmes très différents pour
le construire à partir de l’expression. Nous décrirons ici la méthode originale
pour le construire.
L’automate des positions est standard , c’est-à-dire qu’il a un unique état
initial i et qu’aucune transition ne pointe vers i. Dans [43], l’automate des
positions est également appelé automate standard de l’expression et, il est
possible de le calculer par une méthode inductive à l’aide de constructions
de bases sur les automates standard pour les opérations rationnelles.
Pour construire l’automate, nous devons tout d’abord définir les positions
d’une expression rationnelle. Une expression rationnelle E peut être linéari-
sée - c’est-à-dire que chaque lettre n’apparaît qu’au plus une fois dans E –
sur un alphabet plus grand (de la taille de l’expression) en une expression
rationnelle E en indiçant les occurrences de chaque lettre. Le nouvel alpha-
bet ainsi créé est appelé l’ensemble des positions de l’expression E. Une autre
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manière de voir ces positions est sur l’arbre syntaxique : les positions sont
les feuilles qui sont étiquetées par une lettre de l’alphabet. L’ensemble des
positions est noté fp(E) et appelé l’ensemble des feuilles propres de E.
Définition 4. Soit E une expression rationnelle. L’ensemble First(E) des
premières positions de E, l’ensemble Last(E) des dernières positions de E
et l’ensemble Follow(l,E) des positions qui suivent l dans E, où l est une
position, sont définis inductivement par :
First(0) = First(1) = ∅ ,
First(a) = {a}, a ∈ fp(E) ,
First(F+ G) = First(F) ∪ First(G) ,
First(F · G) = First(F) ∪ c(F)First(G) ,
First(F∗) = First(F) ,.
Last(0) = Last(1) = ∅ ,
Last(a) = {a}, a ∈ fp(E) ,
Last(F + G) = Last(F) ∪ Last(G) ,
Last(F · G) = Last(G) ∪ c(G)Last(F) ,
Last(F∗) = Last(F) ,.
Follow(l, 0) = Follow(l, 1) = ∅ ,
Follow(l, a) = ∅, a ∈ fp(E) ,
Follow(l,F+ G) = Follow(l,F) ∪ Follow(l,G) ,
Follow(l,F · G) =
{
Follow(l,F) ∪ c(F)Follow(l,G) ∪ First(G) si l ∈ Last(F)
Follow(l,F) ∪ c(F)Follow(l,G) sinon
,
Follow(l,F∗) =
{
Follow(l,F) ∪ First(F) si l ∈ Last(F)
Follow(l,F) sinon
.
C’est-à-dire que First(E) est l’ensemble des positions qui sont les pre-
mières positions d’un mot dans le langage dénoté par l’expression linéarisée E.
L’ensemble Last(E) est l’ensemble des positions qui sont les dernières posi-
tions d’un mot dans |E|. Si l est une position alors Follow(l,E) est l’ensemble
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des positions telles qu’il existe un mot dans |E| pour lequel elles suivent la
position l.
Pour la suite, et lorsqu’il n’y aura pas de confusion possible, nous nous
autoriserons à parler de positions dans les mots du langage |E| pour parler
des positions correspondantes dans les mots de |E|.
Exemple 3 (Ex. 1 cont.). Considérons l’expression rationnelle ((a+ b)∗ · b) ·
(a + b)∗. Afin de différencier les feuilles qui représentent une même lettre,
nous donnons un indice à chaque occurrence de lettres dans cette expression
rationnelle – linéarisation – : E1 = ((a1 + b1)∗ · b2) · (a2 + b3)∗.
Nous avons alors :
First(E1) = {a1, b1, b2} ,
Last(E1) = {b2, a2, b3} ,
Follow(a1,E1) = Follow(b1,E1) = {a1, b1, b2} ,
Follow(a2,E1) = Follow(b2,E1) = Follow(b3,E1) = {a2, b3} .
Il est alors possible de définir l’automate des positions :
Définition 5. L’automate des positions d’une expression rationnelle E est
l’automate tel que :
(i) les états sont les positions de E et l’unique état initial i ;
(ii) les états finaux sont les positions dans Last(E) ;
(iii) il y a une transition de i aux positions l étiquetée par a, la lettre associée
à l, si l ∈ First(E).
(iv) il y a une transition entre une position l et une position l′ étiquetée
par a, la lettre associée à l′, si l′ ∈ Follow(l,E).
Exemple 4 (Ex. 1 cont.). L’automate des positions de l’expression ((a +
b)∗ · b) · (a + b)∗ est montré sur la Figure 1.2. On remarque en particulier
grâce à cet exemple que les transitions entrantes dans un état sont toujours
étiquetées par la lettre de la position représentée par l’état.
Proposition 4. L’automate des positions d’une expression rationnelle E est
un automate standard à ℓ(E) + 1 états qui reconnaît |E|.
1.4 Forme normale
Dans la suite, afin de donner une borne au nombre de termes dérivés
cassés d’une expression rationnelle, nous sommes amenés à considérer une
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Figure 1.2 – L’automate des positions de ((a+ b)∗ · b) · (a+ b)∗
classe particulière d’expressions rationnelles : les expressions rationnelles en
forme normale. Ces expressions ont été définies par Brüggemann-Klein [10]
et elles ont l’intérêt de permettre une construction quadratique de l’automate
des positions. En outre il est possible de construire à partir d’une expression
rationnelle quelconque une expression équivalente en forme normale dont
l’automate des positions est identique en temps linéaire. La définition des
expressions en forme normale donne donc un algorithme quadratique pour
construire l’automate des positions d’une expression.
Nous donnons dans ce mémoire une définition légèrement différente de
celle donnée dans [10] des expressions en forme normale mais qui ne change
pas les constructions qui permettent d’obtenir une expression en forme nor-
male à partir de n’importe quelle expression rationnelle.
Définition 6 ([10]). Une expression rationnelle E est en forme normale si,
et seulement si, pour toute sous-expression F∗ de E, on a c(F) = 0 .
Si cette définition décrit les expressions en forme normale, ce qui nous
intéresse particulièrement c’est la transformation d’expressions rationnelles
quelconques en expressions en forme normale. Pour cela, dans [10], il y a deux
opérateurs • et ◦ définis par induction. L’opérateur • transforme l’expression
en une expression en forme normale en appelant l’opérateur ◦ lorsque • est
appelé sur des expressions étoilées. L’opérateur ◦ transforme, à l’intérieur
d’une expression rationnelle, les produits d’expressions rationnelles dont le
terme constant est non nul en la somme des mêmes expressions.
Dans cette section nous donnons les définitions inductives originales de
[10] puis nous proposons un mode de calcul légèrement différent pour la
forme normale d’un expression rationnelle. Cette modification du calcul nous
permettra par la suite d’établir des preuves inductives sur les expressions en
forme normale.
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Les définitions inductives de [10] sont les suivantes :
0◦ = 0 , 1◦ = 0 , for all a ∈ A a◦ = a , (1.1)
(F + G)◦ = F◦ + G◦ , (1.2)
(F · G)◦ =


F · G si c(F) = c(G) = 0 ,
F◦ · G si c(F) = 0 et c(G) = 1 ,
F · G◦ si c(F) = 1 et c(G) = 0 ,
F◦ + G◦ si c(F) = c(G) = 1 ,
(1.3)
(F∗)◦ = F◦ . (1.4)
et :
0• = 0 , 1• = 1 , pour tout a ∈ A a• = a , (1.5)
(F + G)• = F• + G• , (1.6)
(F · G)• = F• · G• , (1.7)
(F∗)• = ((F•)◦)∗ . (1.8)
Il est alors possible d’établir :
Proposition 5 ([10]). Pour toute expression rationnelle E, l’expression E•
est en forme normale et est équivalente à E.
Les définitions inductives (1.1)-(1.8) posent le problème suivant : même
si les sous-expressions d’une expression en forme normale sont en forme nor-
male, il n’y a pas la même notion d’héritage pour la transformation réalisée
par l’opérateur ◦. Par exemple :
((a∗b∗)∗)◦ = a+ b alors que (c (a∗b∗)∗)◦ = c (a∗b∗)∗ .
Cette difficulté est facilement surmontable si l’on se rend compte que dans
le calcul de E•, l’opérateur ◦ n’est utilisé qu’en conjonction de l’opérateur •
(in (1.8)). Il est alors possible de définir un nouvel opérateur  inductivement
par :
∀E ∈ RatE(A) E

= (E•)◦ .
Il est alors possible de donner une définition inductive de  grâce aux pro-
priétés suivantes de ◦ et de • :
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Proposition 6 ([2]). Soit E une expression rationnelle. On a :
c(E◦) = 0 , (1.9)
c(E) = 0 =⇒ E = E◦ (c’est-à-dire : E = E◦ ⇔ c(E) = 0) , (1.10)
(E◦)◦ = E◦ (i.e., ◦ est idempotent) , (1.11)
c(E•) = c(E) . (1.12)
Proposition 7 ([2]). Soient F et G deux expressions rationnelles.On a :
(F + G)

= F

+ G

, (1.13)
(F · G)

=
{
F
 + G si c(F) = c(G) = 1
F• · G• sinon
, (1.14)
(F∗)

= F

. (1.15)
Démonstration. Des équations (1.2) et (1.6), on a (1.13).
Si (F · G)

= ((F · G)•)◦ = (F• · G•)◦ ; le reste de la preuve de (1.14) demande
un examen des cas suivants (en utilisant implicitement le fait que c(H•) =
c(H) pour toute expression H) :
Si c(F) = 0 ou c(G) = 0 alors c(E) = 0 et, l’équation (1.10) donne donc
(F• · G•)◦ = F• · G•.
Si c(F) = c(G) = 1, alors (F• · G•)◦ = (F•)◦ + (G•)◦ = F + G.
Finalement, (F∗)

= ((F∗)•)
◦
= (((F•)◦)∗)
◦
= ((F•)◦)
◦
= (F•)◦ par l’équation
(1.11).
Corollaire 8 ([2]). L’expression E peut être calculée par induction sur la
profondeur de E en utilisant les équations (1.13)–(1.15) et les cas de base
suivants :
0

= 0 , 1

= 0 , ∀a ∈ A a

= a .
Il est maintenant clair que (1.13)–(1.15), avec (1.5)–(1.7) et (1.8) réécrit
en :
(F∗)• = (F

)∗ , (1.8’)
est une nouvelle description inductive du calcul de E•, à la différence que
toute sous-expression de E est en forme normale. Par exemple :
((a∗b∗)∗)

= a+ b et (c (a∗b∗)∗)

= c (a+ b)∗ .
Cette nouvelle description donne, comme la description originale, un algo-
rithme linéaire pour calculer E•.
Comme dans la Proposition 6 pour l’opérateur ◦, nous pouvons donner
des propriétés qui nous seront utiles par la suite pour les opérateurs  et •.
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Proposition 9 ([2]). Soit E une expression rationnelle, alors on a :
c(E

) = 0 , (1.16)
c(E) = 0 ⇐⇒ E• = E

, (1.17)
ℓ(E

) = ℓ(E•) = ℓ(E) , (1.18)
E en forme normale =⇒ E = E• . (1.19)
1.5 Multiplicités
Dans cette section nous allons définir le cadre pour l’étude des automates
et des expressions rationnelles à multiplicités. Ces notions ne seront utilisées
que dans les Chapitres 5 et 8. Toutes les expressions rationnelles et les au-
tomates rencontrés en dehors de ces chapitres devront être compris sous le
sens booléen défini précédemment. Les définitions pour les séries formelles
suivent celles données dans [8].
1.5.1 Séries formelles
Dans la suite on notera K un semi-anneau quelconque dont l’addition
est notée ⊕ et la multiplication par une simple concaténation. Une fonction
d’un monoïde M dans K peut être vue comme une somme formelle infinie
de monômes dont les variables sont les éléments de M . C’est pour cela que
l’on appelle séries formelles sur M à coefficients dans K les fonctions de M
dans K.
Soit s une série sur M à coefficients dans K. On note <s, x> le coefficient
– ou la multiplicité – de x ∈M dans la série s. Le support de s, noté supp (s),
est l’ensemble des éléments de M dont la multiplicité est différente de 0K.
De manière plus précise nous utilisons par la suite des séries formelles sur
le monoïde libre engendré par un alphabet. L’ensemble des séries formelles
engendrées par le monoïde libre A∗, noté K〈〈A∗〉〉, est un semi-anneau.
Dans ce cadre, la série caractéristique d’un langage L est la série s telle
que <s, u> = 1K pour les mots u de L et <s, u> = 0K sinon.
Exemple 5 (Ex. 1 cont.). La série caractéristique du langage A∗bA∗ est la
série :
s = b+ ab+ ba+ bb+ aab+ . . .
1.5.2 K-automates et K-représentations
Les séries formelles permettent d’imaginer des automates qui ne recon-
naissent plus seulement un langage mais également un coefficient pour chaque
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mot de ce langage, c’est-à-dire une série. Nous donnons une définition simple
de tels automates :
Définition 7. Soit A un alphabet. Un K-automate sur A est un quintu-
plet A = 〈Q,A,E, I, T 〉 où :
(i) Q est un ensemble d’états ;
(ii) I est une fonction de Q dans K appelée fonction initiale. Pour q ∈ Q,
si I(q) est non nul alors q est initial avec pour valeur initiale I(q) ;
(iii) T est une fonction de Q dans K appelée fonction finale.
(iv) E est l’ensemble des transitions, c’est-à-dire des arcs orientés entre
états étiquetés par des monômes dont le support est une lettre.
Le comportement d’un K-automate A est la série |A| telle que le coeffi-
cient du mot u soit la somme des coefficients des calculs réussis du mot u
dans A. En particulier, si l’on considère les automates booléens définis au-
paravant comme des B-automates, alors le comportement d’un tel automate
est la série caractéristique du langage reconnu par l’automate. Les séries for-
melles qui sont le comportement de K-automates finis sont appelées séries
K-reconnaissables .
Exemple 6 (Ex. 1 cont.). Prenons (Z,+,×) comme semi-anneau. Nous
notons le monôme 1Za par l’étiquette a. Le Z-automate de la Figure 1.3 est tel
qu’un mot u est l’étiquette d’autant de calculs que le nombre d’occurrences
de b dans u. En effet, la transition du milieu, étiquetée par b peut être
traversée une et une seule fois et chaque b implique un calcul différent. En
outre chaque chemin a pour valeur 1. L’automate A1 ‘compte‘ donc le nombre
de b et réalise la série dont le support est A∗bA∗ et telle que <s, u> = |u|b.
b
aa
bb
Figure 1.3 – Un Z automate, A1 sur l’alphabet {a, b}
Une K-représentation de dimension n est un triplet (λ, µ, ν), où λ et ν
sont respectivement, un vecteur ligne de dimension n et un vecteur colonne
de dimension n sur K, et µ est un morphisme de A∗ dans KQ×Q.
La série s ∈ K〈〈A∗〉〉 réalisée par (λ, µ, ν) est définie par : pour tout u ∈
A∗, <s, u> = λ · µ (u) · ν. Les K-représentations sont en fait des objets si-
milaires aux K-automates : il est possible d’associer une représentation à
chaque K-automate : un automate dont les états sont Q = {q1, . . . , qn} est
représenté par (λ, µ, ν) de dimension n si :
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(i) λi est la valeur initiale de l’état qi,
(ii) νi est la valeur finale de l’état qi,
(iii) (µ (a))i,j est le poids de la transition entre qi et qj étiquetée par a (si
le poids est nul il n’y a pas de transition).
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Chapitre 2
Termes dérivés
Dans ce chapitre nous donnons des définitions qui permettent de
construire des automates finis à partir d’expressions rationnelles. La notion
particulière abordée ici est la dérivation. Nous rappelons ainsi la première dé-
finition de dérivation sur les expressions rationnelles, donnée par Brzozowski
dans [11]. Nous présentons ensuite une variante plus récente, les termes déri-
vés d’une expression, définie par Antimirov dans [5]. Le but de ces définitions
est de nous permettre, dans le chapitre suivant, de définir les termes déri-
vés cassés, nouvelle variante, et dont la motivation sera trouvée dans [32] et
développée dans le chapitre suivant.
Nous avons déjà vu l’automate des positions de [26] qui permet de
construire un automate standard de la même taille que l’expression. La no-
tion de dérivation est une autre manière de construire un automate à partir
d’une expression rationnelle. La notion de dérivation d’expressions a été in-
troduite en premier lieu dans [11]. La dérivation d’une expression est une
construction qui permet de faire passer les calculs de quotients de langages
rationnels au niveau des expressions rationnelles.
L’idée de la dérivation est de construire, pour une expression rationnelle E
dénotant L et étant donné un mot u, une expression rationnelle qui dénote
le langage u−1L, quotient de L par u. L’importance de cette construction est
qu’elle permet d’obtenir, sous certaines conditions, notamment l’associativité
et la commutativité des sommes, un nombre fini de ces expressions dérivées.
A partir de ce point il est possible de construire un automate fini déterministe
qui reconnaît L.
Afin de s’épargner la complexité des calculs des expressions modulo la
commutativité de la somme, Antimirov introduit une variante de cette déri-
vation dans [5]. Cette variante ne va plus construire une expression dérivée
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par lettre, comme c’était le cas précédemment, mais un ensemble d’expres-
sions rationnelles. L’automate que permet de construire cette variante, que
nous appelons automate des termes dérivés, est un automate qui reconnaît
toujours le même langage. L’automate alors construit n’est pas nécessaire-
ment déterministe et sa taille est plus petite que celle de l’automate des
positions. En fait il a même été montré dans [18] que c’est un quotient de
l’automate des positions.
En plus des définitions et propriétés intéressantes des dérivées et de
termes dérivés d’expressions rationnelles, nous allons, dans ce chapitre, don-
ner un résultat sur le comportement des opérations de dérivations alors dé-
finies par rapport au parenthésage des produits d’expressions rationnelles.
En particulier si les termes dérivés sont invariants modulo l’associativité du
produit, les dérivées ne le sont pas. Ces résultats permettent également de
justifier notre choix de parenthésage à gauche par défaut.
2.1 Dérivation des expressions
Dans cette section nous rappelons la définition des expressions dérivées
d’une expression rationnelle et de l’automate qui en découle.
2.1.1 Expression dérivée d’une expression
Définition 8 ([11]). Soient E une expression rationnelle sur A et a une
lettre de A. L’expression dérivée 1 de E par rapport à a, notée [a]-1(E), est
l’expression rationnelle définie inductivement par :
[a]-1(0) = [a]-1(1) = [a]-1(b) = 0 ∀b ∈ A, b 6= a ,
[a]-1(a) = 1 ,
[a]-1(F + G) = [a]-1(F) + [a]-1(G) ,
[a]-1(F · G) = ([a]-1(F)) · F+ c(F)[a]-1(G) ,
[a]-1(F*) = ([a]-1(F)) · F∗ ,
où il faut comprendre que c(F)[a]-1(G) vaut [a]-1(G) si le terme constant de F
est non nul et 0 sinon.
Nous avons choisi de noter [a]-1(E) l’expression dérivée par rapport à a
de l’expression rationnelle E afin de n’avoir aucune ambiguïté avec les autres
opérations de dérivation que nous définissons par la suite.
1. Appelée en anglais derivative dans [11].
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Exemple 7. Posons K1 = (b · a∗) · ((a+ b)∗). Pour simplifier l’écriture, nous
posons K′1 = (a+ b)
∗ et donc K1 = (b · a∗) · K′1. Les expressions dérivées par
rapport à a et b de K1 sont :
[a]-1(K1) = [a]
-1(b · a*) · K′1 + c(b · a
∗)[a]-1(K1’)
= [a]-1(b · a*) · K′1
= ([a]-1(b) · a∗) · K′1 + c(b)[a]
-1(a*)
= (0 · a∗) · K′1 = 0
[b]-1(K1) = ([b]
-1(b) · a∗) · K′1
= a∗ · K′1
Si l’on dérive ce dernier résultat par a on obtient :
[a]-1(a* · K’1) = [a]
-1(a*) · K′1 + c(a
∗)[a]-1(K1’)
= a∗ · K′1 + K
′
1
La notation choisie est justifiée par la propriété suivante :
Propriété 10. Si E est une expression rationnelle sur A qui dénote le lan-
gage L et que a est une lettre de A, alors le langage dénoté par la déri-
vée [a]-1(E) de E par rapport à a dénote le langage a−1L.
Finalement nous pouvons étendre la dérivation aux mots :
Définition 9 ([11]). Soient E une expression rationnelle sur A, u un mot
non vide de A∗ et a une lettre de A. L’expression dérivée de E par rapport
à ua, notée [ua]-1(E), est l’expression rationnelle définie inductivement par :
[ua]-1(E) = [a]-1([u]-1(E)) .
L’ensemble des expressions dérivées d’une expression E est l’ensemble des
expressions dérivées de cette expression E par rapport à n’importe quel mot u
non vide de A∗.
Exemple 8 (Ex. 7 cont.). Comme nous l’avons déjà calculé :
[ba]-1(K1) = [a]
-1(a* · K1’) = a
∗ · K′1 + K
′
1 .
et nous avons :
[bb]-1(K1) = [b]
-1(a* · K1’) = K
′
1 ,
[baa]-1(K1) = [a]
-1(a* · K1 + K1’)
= a∗ · K′1 + K
′
1 + K
′
1 .
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Propriété 11. Si E est une expression rationnelle sur A qui dénote le lan-
gage L et que u est un mot non vide de A∗, alors le langage dénoté par
l’expression dérivée [u]-1(E) de E par rapport à u dénote le langage u−1L.
2.1.2 Nombre d’expressions dérivées
La définition donnée peut produire un nombre infini d’expressions déri-
vées pour une expression rationnelle E donnée, comme le montre l’exemple
de l’expression K1 puisque la dérivation par rapport au mot ban donne :
[ban]-1(K1) = a
∗ · K′1 + K
′
1 + · · ·+ K
′
1 ,
avec une somme de n fois K′1.
Cependant si les calculs sur les expressions rationnelles sont réalisés mo-
dulo l’associativité de la somme, la commutativité de la somme et l’idempo-
tence de la somme, alors nous avons le théorème suivant :
Théorème 12 ([11]). L’ensemble des expressions dérivées d’une expression
rationnelle est fini modulo les identités As, C et I et il est calculable.
Exemple 9 (Ex. 7 cont.). Modulo AsCI, les expressions dérivées de K1
sont : 0, K1, a∗ · K1, K1 et a∗ · K1 + K1.
2.1.3 Automates des expressions dérivées
Le théorème précédent permet de calculer un ensemble fini d’expressions
dérivées. Cela permet donc de définir l’automate fini suivant dont les états
sont les expressions dérivées modulo AsCI d’une expression :
Définition 10. L’automate BE des expressions dérivées d’une expression
rationnelle E est l’automate déterministe tel que :
(i) l’ensemble des états est l’ensemble des expressions dérivées mo-
dulo AsCI de E ;
(ii) l’état initial est l’expression E ;
(iii) les états finaux sont les états dont le terme constant est non nul ;
(iv) si F est une expression dérivée de E alors (F, a, [a]-1(F)) est une transi-
tion de BE.
De la Propriété 11 découle directement :
Proposition 13 ([11]). Si E est une expression rationnelle dénotant L,
alors BE reconnaît L.
Exemple 10 (Ex. 7 cont.). L’automate des expressions dérivées de K1 est
montré sur la Figure 2.1.
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K1 a
∗ · K′1
a∗ · K′1 + K
′
1
K′1
b
a
b
b
a
a, b
Figure 2.1 – Automate des expressions dérivées de K1
2.2 Termes dérivés d’une expression
L’automate des expressions dérivées d’une expression E reconnaît le lan-
gage L dénoté par E, cependant sa taille peut être exponentielle en la taille de
l’expression et présuppose également des calculs modulo AsCI très coûteux.
Nous décrivons dans cette section une modification de l’opération de
dérivation vue dans la section précédente, due à Antimirov dans [5] et qui
permet de construire un automate – qui peut ne pas être déterministe – qui
ne soit pas plus gros que l’automate standard de cette expression.
L’idée pour atteindre ce but est de remplacer la dérivée d’une expres-
sion par un ensemble d’expressions dont chaque élément est un terme de la
somme que définit l’expression dérivée. Cela permet, d’une certaine manière,
de réaliser ‘à la volée‘ l’opération de modulo AsCI là où elle est nécessaire.
2.2.1 Définition et propriétés
Nous allons maintenant définir les termes dérivés d’une expression ra-
tionnelle. Ces termes dérivés ont été définis en [5] sous le nom de partial
derivatives. Nous n’utilisons pas cette terminologie mais celle de [43, I.5.2]
pour les raisons évoquées dans cette dernière référence : les ‘derivatives‘
de [11] sont déjà partielles dans le sens où elles sont définies par rapport à
une lettre. La terminologie ‘terme dérivé‘ est utilisée car les termes dérivés
sont les termes de la somme définie par l’expression dérivée.
Définition 11 ([5]). Soient E une expression rationnelle sur A et a une lettre
de A. La dérivation d’une expression de E par rapport à a, notée ∂
∂a E, est
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un ensemble d’expressions rationnelles sur A, défini récursivement par :
∂
∂a
0 =
∂
∂a
1 = ∅, ∀b ∈ A
∂
∂a
b =
{
{1} si b = a ,
∅ sinon,
,
∂
∂a
(F+ G) =
∂
∂a
F ∪
∂
∂a
G , (2.1)
∂
∂a
(F · G) =
(
∂
∂a
F
)
· G ∪ c(F)
∂
∂a
G , (2.2)
∂
∂a
(F∗) =
(
∂
∂a
F
)
· F∗ . (2.3)
L’Equation (2.2) doit être vue comme :
∂
∂a
(F · G) =
{ (
∂
∂a F
)
· G ∪ ∂
∂a G , si c(F) = 1 ,(
∂
∂a F
)
· G , si c(F) = 0 .
Et l’induction des équations (2.1–2.3) doit être comprise en étendant la
dérivation de manière additive – comme toutes les opérations de dérivation,
et où, ici, l’addition est l’opération d’union sur les ensembles – et en ajoutant
la distribution (à droite) de l’opérateur · sur les ensembles d’expressions :
∂
∂a
X =
⋃
E∈X
∂
∂a
E , (X) · F =
⋃
E∈X
(E · F) ,
où X est un ensemble d’expressions rationnelles.
Nous rappelons également que les équations sont définies, comme tou-
jours, modulo les identités triviales T.
Exemple 11. Soit E1 = (a∗ + b∗) · (a · (a∗ + b∗)) sur {a, b}. Nous posons
F1 = (a
∗ + b∗), c’est-à-dire :
E1 = F1 · (a · F1) .
Il vient :
∂
∂a
E1 =
(
∂
∂a
F1
)
· (a · F1) ∪ c(F1)
∂
∂a
(a · F1) = {a
∗ · (a · F1) , F1} .
∂
∂b
E1 =
(
∂
∂b
F1
)
· (a · F1) ∪ c(F1)
∂
∂b
(a · F1) = {b
∗ · (a · F1)} .
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Pour tout mot non vide u de A∗, la dérivation d’une expression E sur A
par rapport au mot ua est définie par induction par :
∂
∂ua
E =
∂
∂a
(
∂
∂u
E
)
. (2.4)
De cette définition, il apparaît que si ua = bv alors :
∂
∂a
(
∂
∂u
E
)
=
∂
∂v
(
∂
∂b
E
)
. (2.5)
Définition 12. Soit E une expression rationnelle sur A. Les éléments des
ensembles ∂
∂u E pour chaque mot u non vide de A
∗ sont appelés les vrais
termes dérivés de E et nous notons TD (E) l’ensemble des vrais termes dé-
rivés de E :
TD (E) =
⋃
f∈A+
∂
∂f
E . (2.6)
Les termes dérivés de E sont les vrais termes dérivés et l’expression E
elle-même –qui peut être vue comme la dérivation par rapport au mot vide –
et nous notons D (E) leur ensemble :
D (E) = TD (E) ∪ {E} .
De cette définition il découle que si E est une constante alors TD (E) = ∅
et donc D (E) = {E}.
Remarque 1. Afin de ne pas faire de différence entre les termes dérivés et
les vrais termes dérivés, il est possible d’envisager une dérivation par rapport
au mot vide d’une expression rationnelle E dont le résultat serait E. Cette
solution n’est pas acceptable pour nous car elle n’est pas compatible avec
l’idée que la dérivation d’Antimirov ’sépare’ les expressions somme. En fait si
l’on devait définir une dérivation par rapport au mot vide elle correspondrait
au cassage d’une expression que nous définissons dans le chapitre suivant.
Afin d’être constant dans les définitions pour les différentes dérivations
que nous étudions, nous choisissons donc pas non plus de définir une dériva-
tion par rapport au mot vide pour les termes dérivés cassés.
Exemple 12 (Ex. 11 cont.). La dérivation de E1 par rapport aux mots de
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longueur 2 donne :
∂
∂aa
E1 =
∂
∂a
({a∗ · (a · F1) , F1}) = {a
∗ · (a · F1) , F1} ∪ {a
∗} ,
∂
∂ab
E1 =
∂
∂b
({a∗ · (a · F1) , F1}) = {b
∗} ,
∂
∂ba
E1 =
∂
∂a
({b∗ · (a · F1)}) = {F1} ,
∂
∂bb
E1 =
∂
∂b
({b∗ · (a · F1)}) = {b
∗ · (a · F1)} .
Il n’y a pas de nouveaux termes dérivés trouvés par dérivation par rapport
à des mots plus longs et donc :
TD (E1) = {a
∗ · (a · F1) , b
∗ · (a · F1) , F1 , a
∗ , b∗} ,
D (E1) = {E1 , a
∗ · (a · F1) , b
∗ · (a · F1) , F1 , a
∗ , b∗} .
La justification de cette variante de la dérivée d’une expression rationnelle
réside dans le fait que l’ensemble des termes dérivés est fini et permet de
construire – comme nous le verrons par la suite – un automate au moins
aussi petit que l’automate standard :
Théorème 14 ([5]). Le nombre de termes dérivés d’une expression ration-
nelle E est majoré par ℓ(E) + 1.
Nous donnons maintenant des propriétés sur l’ensemble des vrais termes
dérivés de somme, de produit et d’étoile d’expressions rationnelles :
Proposition 15 ([31]). Soient F et G deux expression rationnelles. Nous
avons :
TD ((F + G)) = TD (F) ∪ TD (G) , (2.7)
TD ((F · G)) = (TD (F)) · G ∪ TD (G) , (2.8)
TD ((F∗)) = (TD (F)) · F∗ . (2.9)
Démonstration. Nous allons prouver cette proposition par induction sur la
profondeur des expressions rationnelles.
Dans le cas où l’expression E est une somme F+ G, montrons :
∀u ∈ A+
∂
∂u
(F+ G) =
∂
∂u
F ∪
∂
∂u
G . (2.10)
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L’équation (2.10) est l’équivalent de (2.1) pour les mots u de longueur supé-
rieure à 1 :
∀u ∈ A+ , ∀a ∈ A
∂
∂ua
(F+ G) =
∂
∂a
(
∂
∂u
(F+ G)
)
=
∂
∂a
(
∂
∂u
F ∪
∂
∂u
G
)
=
∂
∂a
(
∂
∂u
F
)
∪
∂
∂a
(
∂
∂u
G
)
=
∂
∂ua
F ∪
∂
∂ua
G .
En passant à l’union de tous les mots non vides de A∗, cette dernière équation
permet d’établir (2.7) par hypothèse d’induction sur F et G.
Dans le cas où E est un produit F · G, montrons :
∀u ∈ A+
∂
∂u
(F · G) =
(
∂
∂u
F
)
·G ∪

 ⋃
v,w∈A+
vw=u
c(
∂
∂v
F)
∂
∂w
G

 ∪ c(F) ∂∂u G .
(2.11)
En effet :
∀u ∈ A+ , ∀a ∈ A
∂
∂ua
(F · G) =
∂
∂a
(
∂
∂u
(F · G)
)
=
∂
∂a


(
∂
∂u
F
)
· G ∪

 ⋃
v,w∈A+
vw=u
c(
∂
∂v
F)
∂
∂w
G

 ∪ c(F) ∂∂u G


=
(
∂
∂a
(
∂
∂u
F
))
· G ∪ c(
∂
∂u
F)
∂
∂a
G
∪

 ⋃
v,w∈A+
vw=u
c(
∂
∂v
F)
∂
∂a
(
∂
∂w
G
)
∪ c(F)
∂
∂a
(
∂
∂u
G
)
=
(
∂
∂ua
F
)
· G ∪

 ⋃
v,w∈A+
vw=ua
c(
∂
∂v
F)
∂
∂w
G

 ∪ c(F) ∂∂ua G .
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Comme F n’est pas une constante, il existe un mot v ∈ A+ tel que :
c( ∂
∂v F) = 1 et donc, par passage à l’union sur tous les mots non vides
et par hypothèse d’induction sur F et G, l’équation(2.8) est obtenue.
Dans le cas de l’étoile F∗ nous ne calculons pas exactement l’expression
pour ∂
∂f
(F∗), nous montrons la double inclusion :
∀u ∈ A+
(
∂
∂u
F
)
· F∗ ⊆
∂
∂u
(F∗) ⊆
⋃
w∈A+
vw=u
(
∂
∂w
F
)
· F∗ . (2.12)
En effet :
∀u ∈ A+ , ∀a ∈ A
∂
∂ua
(F∗) =
∂
∂a
(
∂
∂u
(F∗)
)
⊇
∂
∂a
((
∂
∂u
F
)
· F∗
)
⊇
(
∂
∂a
(
∂
∂u
F
)
∪ c(
∂
∂u
F)
∂
∂a
F
)
· F∗
⊇
(
∂
∂ua
F
)
· F∗ .
∀u ∈ A+ , ∀a ∈ RatE(A)
∂
∂ua
(F∗) ⊆
∂
∂a

 ⋃
w∈A+
vw=u
(
∂
∂w
F
)
· F∗

 = ⋃
w∈A+
vw=u
((
∂
∂wa
F
)
· F∗ ∪ c(
∂
∂w
F)
∂
∂a
F · F∗
)
⊆
⋃
w∈A+
vw=ua
(
∂
∂w
F
)
· F∗ .
Lorsqu’on prend l’union pour tous les mots u de A+ les deux extrémités de la
double inclusion sont égales à TD (F) ·F∗, ce qui finit d’établir la proposition.
Les trois équations de la Proposition 15 permettent de donner une défini-
tion alternative et inductive de l’ensemble des vrais termes dérivés – et donc
également de l’ensemble des termes dérivés –. C’est pourquoi nous avons dis-
tingué dans la terminologie l’opération de dérivation et les termes dérivés,
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qui peuvent être calculés différemment – en fait nous verrons même par la
suite, que dans le cas des expressions à multiplicités, les deux définitions ne
coïncident plus et c’est la définition inductive qu’il convient de choisir –.
Corollaire 16. L’ensemble TD ((E)) des vrais termes dérivés d’une expres-
sion rationnelle E sur A peut être calculé par induction sur la profondeur
de E en utilisant les équations (2.7)–(2.9) et les trois cas de base suivants :
TD (0) = ∅ , TD (1) = ∅ , ∀a ∈ A TD (a) = {1} .
Définition 13. Soit E une expression rationnelle, on appelle concaténa-
tion à droite de sous-expressions de E une expression qui est soit une sous-
expression de E soit de la forme F ·G où G est une sous-expression de E et F
est une concaténation à droite de sous-expressions de E.
La définition inductive de l’ensemble des termes dérivés induite par le
Corollaire 16 donne également une preuve directe de la proposition suivante :
Proposition 17 ([18]). Les termes dérivés d’une expression E sont des
concaténations à droite de sous-expressions de E.
Remarque 2. Cette proposition n’est pas donnée en terme de concaténa-
tions à droite dans [18] car dans ce papier le produit d’expressions rationnelles
est associatif, ce qui, comme nous allons le /ontrer dans la section suivante,
est une hypothèse valide mais que nous avons pas retenue dans un soucis de
généralité.
2.2.2 Automate des termes dérivés
Comme le Théorème 14 montre qu’il y a un nombre fini de termes dérivés,
l’automate que l’on peut construire, comme pour les expressions dérivées,
avec les termes dérivés comme états et dont les transitions sont données par
l’opération de dérivation est fini :
Définition 14 ([5]). L’automate des termes dérivés D(E) d’une expression
rationnelle E est l’automate tel que :
(i) l’ensemble des états est l’ensemble D (E) ;
(ii) l’état initial est l’expression E ;
(iii) les états finaux sont les états dont le terme constant est non nul ;
(iv) soient K1 et K2 deux termes dérivés, la transition (K1, a,K2) existe pour
une lettre a ∈ A donnée si et seulement si K2 ∈
∂
∂a K1.
Cette définition se justifie par :
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Proposition 18 ([5]). Le langage reconnu par l’automate D(E) est le langage
dénoté par E.
Exemple 13 (Ex. 11 cont.). La Figure 2.2 montre l’automate D(E1) des
termes dérivés de E1.
E1 F1
a∗ · (a · F1)
b∗ · (a · F1)
a∗
b∗
a
a
a
a
b
a
b
a
b
a
b
Figure 2.2 – D(E1)
Comme nous avons vu, l’automate des termes dérivés est au plus aussi
grand que l’automate standard. Plus précisément le résultat suivant lie l’au-
tomate des termes dérivés avec l’automate des positions :
Proposition 19 ([18]). L’automate des termes dérivés D(E) de l’expression
rationnelle E est un quotient de l’automate des positions E.
2.3 Dérivation et associativité du produit
Il est courant de noter le produit de plusieurs expressions rationnelles E, F
et G comme si ce produit était associatif E ·F ·G. Ceci se comprend par le fait
que les opérations habituelles sur les expressions rationnelles sont invariantes
peut importe le parenthésage choisi.
Dans cette section nous montrons que les termes dérivés sont invariants
modulo Ap, c’est-à-dire que les termes dérivés des expressions parenthésées
à droite et à gauche sont égaux par l’associativité du produit. Nous allons
également montrer que, sans l’associativité du produit, le parenthésage à
gauche donne au plus autant de termes dérivés que le parenthésage à droite
de l’expression rationnelle.
Finalement une étude similaire montre que les expressions dérivées ne
sont pas invariantes modulo Ap et qu’il n’y a pas de comparaison possible
du nombre d’expressions dérivées entre le parenthésage à gauche ou à droite
d’un produit donné.
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2.3.1 Termes dérivés
Montrons tout d’abord que les termes dérivés conservent l’égalité modulo
l’associativité du produit, c’est-à-dire :
Proposition 20. Soient E, F et G des expressions rationnelles. Il vient alors
D ((E · F) · G) ≡Ap D (E · (F · G)) .
Démonstration. Cette proposition se montre directement par la définition
inductive des termes dérivés :
D ((E · F) · G) = TD ((E · F) · G) ∪ (E · F) · G ,
= TD (E · F) · G ∪ TD (G) ∪ (E · F) · G ,
= (TD (E) · F) · G ∪ TD (F) · G ∪ TD (G) ∪ (E · F) · G ,
≡Ap TD (E) · (F · G) ∪ TD (F) · G ∪ TD (G) ∪ E · (F · G) ,
≡Ap D (E · (F · G)) .
Remarque 3. Si l’on veut être plus précis c’est en fait l’opération de dé-
rivation elle-même qui commute modulo Ap et pas uniquement l’ensemble
des termes dérivés.
Pourtant, si l’on ne considère pas que les expressions sont identiques
par associativité du produit, les ensembles de termes dérivés d’une même
expression avec un parenthésage droit ou un parenthésage gauche peuvent
ne pas avoir le même cardinal comme le montre l’exemple suivant :
Exemple 14. Soit l’expression produit non (totalement) parenthésée sui-
vante :
ab (c (ab))∗
nous observons le résultat de la dérivation de deux expressions obtenues
respectivement par parenthésage à droite et par parenthésage à gauche :
a (b (c (ab))∗) et (ab) (c (ab))∗ :
D (a (b (c (ab))∗)) = {a (b (c (ab))∗) , b (c (ab))∗ , (c (ab))∗ , (ab) (c (ab))∗} .
D ((ab) (c (ab))∗) = {(ab) (c (ab))∗ , b (c (ab))∗ , (c (ab))∗} .
Cet exemple est un cas particulier du théorème :
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Théorème 21 ([2]). Soient E, F et G des expressions rationnelles, alors :
card (D ((E · F) · G)) 6 card (D (E · (F · G))) .
Démonstration. Par la définition inductive de l’ensemble des termes dérivés,
donnée par la Proposition 15, nous avons :
D ((E · F) · G) = (TD (E) · F) · G ∪ TD (F) · G ∪ TD (G) ∪ (E · F) · G et
D (E · (F · G)) = TD (E) · (F · G) ∪ TD (F) · G ∪ TD (G) ∪ E · (F · G) .
Posons :
X = TD (F) · G ,
Y = TD (G) .
Il y a évidemment une bijection entre les éléments de (TD (E) · F) · G et
ceux de TD (E) · (F · G) qui ont donc le même cardinal.
Il suffit donc, pour montrer le théorème, de montrer que :
TD (E) · (F · G) ∩ (X ∪ Y ) = ∅ et E · (F · G) 6∈ (X ∪ Y ) .
Car alors, en effet, D ((E · F) · G) a au plus autant d’éléments
que D (E · (F · G)).
Comme F n’est pas 1 – sinon E ne serait pas réduite par les identités
triviales – une expression produit avec pour terme de droite F ·G ne peut pas
être dans X dont les éléments sont des produits avec pour terme de droite G.
D’un autre côté, comme les termes dérivés de G sont des concaténations
de sous-expressions de G et comme F ·G ne peut pas être une sous-expression
de G, l’intersection avec Y est également vide.
Comme l’intersection de l’ensemble des expressions qui sont un produit
dont le terme de droite est F · G avec X et Y est vide, les deux conditions
posées ci-dessus sont vérifiées et donc le théorème est prouvé.
Remarque 4. C’est ce résultat qui nous a fait choisir le parenthésage à
gauche comme parenthésage par défaut pour les produits d’expressions ra-
tionnelles. En effet les concaténations à droite sont parenthésées naturelle-
ment à gauche.
2.3.2 Expressions dérivées
L’exemple suivant permet de montrer que, contrairement aux termes dé-
rivés, les expressions dérivées ne commutent pas à l’associativité du produit.
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Exemple 15. Soit l’expression a∗ aa∗, on a :
[a]-1((a*a)a) = (a∗a+ 1) · a et
[a]-1(a*(aa*)) = a∗(aa∗) + a∗ .
Ces deux expressions ne sont pas égales modulo Ap.
En déroulant l’exemple précédent nous pouvons voir que (a∗a)a∗ a plus
d’expressions dérivées que a∗(aa∗). L’Exemple 14 montre que ce résultat est
inversé pour l’expression ab (c (ab))∗.
Il n’y a donc pas, dans le cas des expressions dérivées modulo AsCI un
choix évident pour réduire la taille de l’automate, entre un parenthésage à
droite et un parenthésage à gauche.
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Chapitre 3
Termes dérivés cassés
Nous avons vu dans le chapitre précédent que les termes dérivés per-
mettent de construire un automate fini plus petit que l’automate standard
et qui est même un quotient de celui-ci. Dans ce chapitre nous introduisons
une nouvelle variante de la dérivation, la dérivation cassante, qui casse les
sommes les plus à gauche d’une concaténation.
La motivation pour cette nouvelle variante n’est pas exclusivement la
construction d’un automate petit à partir d’une expression, bien que nous
montrons que, sous certaines conditions, la borne sur l’ensemble des termes
dérivés tient aussi pour les termes dérivés cassés. La motivation vient de
[32] – ou plus précisément [33], la version corrigée du précédent –. Il y est
montré qu’il est possible en utilisant les termes dérivés cassés, de reconstruire
un automate à partir d’une expression calculée par élimination sur celui-ci.
Plus précisément, si A est un automate co-déterministe et co-minimal et
si E est une expression rationnelle calculée par élimination d’états, quelque
soit l’ordre d’élimination choisi, sur A, alors A est le co-quotient minimal de
l’automate des termes dérivés cassés de E.
Dans ce chapitre nous présentons donc la définition des termes dérivés
cassés et de l’automate qu’il représente. Nous présentons également des ré-
sultats qui donnent des bornes sur la taille de l’automate des termes dérivés
cassés d’une expression donnée. En particulier si une expression est en forme
normale, alors son automate des termes dérivés cassés a la même borne de
taille que son automate des termes dérivés. L’automate des termes dérivés
cassés n’est cependant pas un quotient de l’automate des positions et, pour
des expressions qui ne sont pas en forme normale, il est également possible
qu’il soit deux fois plus grand que ce dernier.
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3.1 Définitions et propriétés
3.1.1 Cassage d’une expression
Posons tout d’abord quelques notations sur les ensembles d’expressions
rationnelles : soit X un ensemble d’expression rationnelles, (X)p est la partie
propre de X – c’est à dire X \ {1} – et δX est un booléen valant 1 si
l’expression 1 appartient à X. En particulier il vient :
∀X ⊆ RatE(A)
∂
∂a
Xp =
∂
∂a
X , c(Xp) ∨ δX = c(X) , (3.1)
et Xp ∪ δX{1} = X . (3.2)
Le cassage d’expressions rationnelles est en fait une opération qui décom-
pose une expression en un ensemble d’expressions dont le facteur le plus à
gauche n’est pas une somme :
Définition 15 ([2]). L’ensemble B (E) des termes cassés l’expression ration-
nelle E sur A est l’ensemble d’expressions défini inductivement par :
B (0) = {0} , B (1) = {1} , ∀a ∈ A B (a) = {a} ,
B (F+ G) = B (F) ∪ B (G) , (3.3)
B (F · G) = (B (F))p · G ∪ δB(F)B (G) , (3.4)
B (F∗) = {F∗} . (3.5)
L’ensemble B (E) peut également être appelé le cassage de E, ou, lorsque
l’on parle plus précisément de la fonction B, on dit fonction de cassage.
Par définition, le cassage d’une expression est additif :
∀X ⊆ RatE(A) B (X) =
⋃
E∈X
B (E) .
Il est immédiat de vérifier, par exemple par induction, que cette opération
est idempotente :
B (B (E)) = B (E) .
Il est aussi possible de comparer le langage d’une expression E et le
langage des expressions résultant du cassage de E :⋃
X∈B(E)
|X| = |E| .
Il apparaît également immédiatement que le cassage d’une expression
rationnelle E est un ensemble de concaténations droites de sous-expressions
de E.
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Exemple 16 (Ex. 11 cont.). Nous continuons d’utiliser l’expression E1 =
F1 · (a ·F1) avec F1 = (a∗+b∗). Le cassage de E1 et de F1 donne les ensembles
de termes cassés suivants :
B (E1) = {a
∗ · (a · F1) , b
∗ · (a · F1)} , B (F1) = {a
∗ , b∗} .
3.1.2 Termes dérivés cassés
Nous définissons maintenant la dérivation cassante par rapport à une
lettre (respectivement à un mot) qui va nous permettre de définir les termes
dérivés cassés :
Définition 16. La dérivation cassante d’une expression rationnelle E sur A
par rapport à une lettre a est définie comme le cassage de la dérivation de E
par rapport à a :
∂b
∂a
E = B
(
∂
∂a
E
)
.
La dérivation cassante par rapport à un mot ua, avec u ∈ A+, est définie
comme pour les autres dérivations :
∂b
∂ua
E =
∂b
∂a
(
∂b
∂u
E
)
.
Toute expression qui appartient à
∂b
∂u
E, pour un mot u quelconque de A+,
est appelée vrai terme dérivé cassé de E. Nous notons TBD (E) l’ensemble des
vrais termes dérivés cassés de E :
TBD (E) =
⋃
u∈A+
∂b
∂u
E . (3.6)
L’ensemble BD (E) des termes dérivés cassés de E est l’union de l’en-
semble TBD (E) des vrais termes dérivés cassés de E et de l’ensemble B (E)
des termes cassés de E : BD (E) = TBD (E) ∪ B (E) .
Par induction sur la profondeur de E et en utilisant la définition du
cassage de E, on a :
∀a ∈ A
∂
∂a
B (E) =
∂
∂a
E ,
il en découle directement que :
∀u ∈ A+
∂b
∂u
E = B
(
∂
∂u
E
)
.
Ce qui implique la propriété fondamentale suivante :
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Propriété 22. Les termes dérivés cassés (respectivement les vrais termes
dérivés cassés) d’une expression rationnelle E sont obtenus en prenant les
termes cassés des termes dérivés (resp. des vrais termes dérivés) de E :
∀E ∈ RatE(A) BD (E) =
⋃
K∈D(E)
B (K) , TBD (E) =
⋃
K∈TD(E)
B (K) .
(3.7)
En particulier, si une expression E est constante, alors TBD (E) = ∅ . De
même, cela montre que l’ensemble des termes dérivés cassés est fini.
Exemple 17 (Ex. 11 cont.). L’ensemble des vrais termes dérivés cassés de E1
est :
TBD (E1) = B ({a
∗ · (a · F1) , b
∗ · (a · F1) , F1 , a
∗ , b∗}) ,
= {a∗ · (a · F1) , b
∗ · (a · F1) , a
∗ , b∗} .
L’ensemble des termes dérivés cassés de E1 est donc :
BD (E1) = TBD (E1) ∪ B (E1) = {a
∗ · (a · F1) , b
∗ · (a · F1) , a
∗ , b∗} .
La Propriété 22 donne une manière de calculer l’ensemble des vrais termes
dérivés cassés directement à partir de l’ensemble des vrais termes dérivés.
Cela permet donc d’avoir, comme précédemment, une manière de calculer
l’ensemble des termes dérivés cassés inductive sans passer par la dérivation
cassée :
Proposition 23. Soient F et G deux expression rationnelles. Nous avons :
TBD (F+ G) = TBD (F) ∪ TBD (G) , (3.8)
TBD (F · G) = (TBD (F))p · G ∪ TBD (G) ∪ δTBD(F)B (G) , (3.9)
TBD (F∗) = (TBD (F)) · F∗ . (3.10)
Démonstration. Cet énoncé est une application directe de (3.7) au cal-
cul inductif de l’ensemble des vrais termes dérivés (Proposition 15, Equa-
tions (2.7)–(2.9)). L’équation (3.8) est triviale, développons (3.9) :
TBD (F · G) = B (TD (F · G)) = B
(
(TD (F)) · G ∪ TD (G)
)
= B ((TD (F)) · G) ∪ B (TD (G))
= (TBD (F))p · G ∪ δTBD(F)B (G) ∪ TBD (G) .
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Pour établir (3.10), notons tout d’abord que pour tout ensemble X d’expres-
sions rationnelles, nous avons :
(B (X))p ⊆ B
(
(X)p
)
,
et donc, par (3.2) : B
(
(X)p
)
∪ δB(X){1} = B (X) . Nous avons alors :
TBD (F∗) = B (TD (F∗)) = B
(
(TD (F)) · F∗
)
=
(
B
(
(TD (F))p
))
· F∗ ∪ δB(TD(F))B (F
∗)
= B
((
(TD (F))p ∪ {1}
)
· F∗
)
= (TBD (F)) · F∗ .
Alors qu’il n’est pas nécessaire de donner une définition inductive directe
de l’ensemble des termes dérivés car il suffit de rajouter l’expression elle
même à l’ensemble des vrais termes dérivés – définis inductivement –, il est
utile de le faire pour les termes dérivés cassés :
Proposition 24. Soient F et G deux expression rationnelles. Nous avons :
BD (F+ G) = BD (F) ∪ BD (G) , (3.11)
BD (F · G) = (BD (F))p · G ∪ TBD (G) ∪ δBD(F)B (G) , (3.12)
BD (F∗) = (TBD (F))p · F
∗ ∪ {F∗} . (3.13)
Démonstration. Une nouvelle fois le cas de la somme, (3.11), est trivial ; nous
développons donc (3.12) :
BD (F · G) = TBD (F · G) ∪ B (F · G)
= (TBD (F))p · G ∪ (B (F))p · G ∪ TBD (G) ∪ δTBD(F)B (G) ∪ δB(F)B (G)
= (BD (F))p · G ∪ TBD (G) ∪ δBD(F)B (G) .
Pour l’Equation (3.13), l’écriture directe donne :
BD (F∗) = TBD (F) · F∗ ∪ {F∗} .
Comme 1 · F∗ ≡ F∗ modulo les identités triviales, il est possible de prendre
la partie propre de TBD (F) dans l’expression ci-dessus et, donc, de la trans-
former en Equation (3.13).
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Enfin, comme pour les termes dérivés, cela permet une définition induc-
tive directe de l’ensemble des termes dérivés cassés (resp. des vrais termes
dérivés cassés).
Corollaire 25. Les ensembles BD (E) et TBD (E) des termes dérivés cas-
sés et des vrais termes dérivés cassés d’une expression rationnelle E sur A
peuvent être calculés par induction sur la profondeur de E en utilisant les
équations (3.8)–(3.13) et les cas de base suivants :
TBD (0) = ∅ , TBD (1) = ∅ , ∀a ∈ A TBD (a) = {1} ,
BD (0) = {0} , BD (1) = {1} , ∀a ∈ A BD (a) = {a, 1} .
Il apparait alors évident que nous avons, comme pour les termes dérivés :
Proposition 26. Les termes dérivés cassés d’une expression E sont des
concaténations à droite de sous-expressions de E.
3.1.3 Automate des termes dérivés cassés
Comme pour les expressions dérivées et les termes dérivés, les termes
dérivés cassés permettent la définition d’un automate fini :
Définition 17 ([32]). L’automate Db(E) des termes dérivés cassés d’une
expression rationnelle E est tel que :
(i) l’ensemble des états est l’ensemble BD (E) ;
(ii) les états initiaux sont les termes cassés B (E) de E ;
(iii) les états finaux sont les états dont le terme constant est non nul ;
(iv) soient K1 et K2 deux termes dérivés cassés, la transition (K1, a,K2)
existe pour une lettre a ∈ A donnée si et seulement si K2 ∈
∂b
∂a K1.
Et nous avons :
Proposition 27. Le langage reconnu par l’automate Db(E) est le langage
dénoté par E.
Exemple 18 (Ex. 11 cont.). La Figure 3.1 montre l’automate Db(E1) des
termes dérivés cassés de E1.
Remarque 5. Le fait que l’automate des termes dérivés cassés d’une ex-
pression puisse avoir plusieurs états initiaux montre en soi que ce n’est pas,
contrairement à l’automate des termes dérivés, un quotient de l’automate
standard.
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a∗ · (a · F1)
b∗ · (a · F1)
a∗
b∗
a
a
a
a
a
b
a
b
Figure 3.1 – Db(E1)
.
La motivation de la définition des termes dérivés cassés et de l’automate
associé vient de la problématique même du passage d’une expression ration-
nelle à un automate, et vice-versa, en effet :
Théorème 28 ([32]). Soient A un automate fini co-déterministe et co-
minimal et E une expression rationnelle obtenue par élimination d’états sur
l’automate A dans un ordre quelconque.
Le co-quotient minimal de l’automate Db(E) des termes dérivés cassés
de E est isomorphe à A.
Ce théorème est important car il montre que – dans les conditions énon-
cées – l’élimination d’états ne se contente pas d’encoder le langage reconnu
par l’automate dans l’expression mais également, d’une certaine manière, la
structure de l’automate lui-même. La dérivation cassante permet donc de
‘décoder‘ les informations ainsi placées dans l’expression.
3.1.4 Associativité du produit
Comme pour les termes dérivés et les expressions dérivées, il est inté-
ressant de regarder l’effet du parenthésage des produits d’expressions sur le
nombre de termes dérivés cassés.
Comme l’opération de cassage des expressions rationnelles ‘entre‘ dans
le terme le plus à gauche d’une concaténation, peu importe le parenthésage,
il en résulte que le cassage commute par l’associativité du produit. Il en
découle que la dérivation cassante également :
Proposition 29. Soient E, F et G des expressions rationnelles :
BD ((E · F) · G) ≡Ap BD (E · (F · G)) .
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Comme les termes dérivés cassés d’une expression rationnelle E sont,
comme les termes dérivés, des concaténations à droite de sous-expressions
de E, une preuve similaire à celle du Théorème 21 permet d’établir :
Théorème 30 ([2]). Soient E, F et G des expressions rationnelles.
card (BD ((E · F) · G)) 6 card (BD (E · (F · G))) .
3.2 Taille de l’automate des termes dérivés cassés
Pour que l’automate des termes dérivés cassés soit un objet manipulable,
il faut entre autres pouvoir donner une borne sur sa taille. C’est ce que nous
établissons dans cette section.
Nous montrons tout d’abord une borne sur la taille de l’automate des
termes dérivés cassés dans le cas général – ou presque général –. Cette borne
correspond à deux fois la taille maximale de l’automate des termes dérivés.
Ensuite nous donnons une borne dans le cas d’une expression en forme nor-
male. Comme nous l’avons vu précédemment une expression peut être trans-
formée en une expression équivalente en forme normale en temps linéaire, ce
qui rend ces expressions particulières intéressantes et quasi-générales. Pour
une expression en forme normale, l’automate des termes dérivés cassés est
au plus aussi grand que l’automate standard – comme l’automate des termes
dérivés –. Enfin nous analysons les tailles de l’automate des termes dérivés et
de l’automate des termes dérivés cassés d’une même expression pour montrer
qu’elles sont incomparables.
3.2.1 Dans le cas général
Commençons par un exemple :
Exemple 19. Soit l’expression constante 1+1∗+(1∗)∗+((1∗)∗)∗. Ses termes
cassés sont :
B (1+ 1∗ + (1∗)∗ + ((1∗)∗)∗) = {1, 1∗, (1∗)∗, ((1∗)∗)∗} .
Cet exemple donne une manière facile de créer une expression sans aucune
lettre et dont l’ensemble des termes dérivés cassés, est arbitrairement grand
car l’ensemble des termes cassés est lui-même aussi arbitrairement grand.
Cependant cette explosion est une conséquence du cassage de l’expression
initiale elle même et non de la dérivation car l’expression de l’exemple n’a
aucun vrai terme dérivé – et donc aucun vrai terme dérivé cassé –. Il apparaît
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donc raisonnaible de restreindre dans le cas général l’utilisation de l’étoile
sur l’expression 1.
Nous appelons expression constante étoilée une expression constante dont
une sous-expression – donc constante également – est de la forme E∗. Une
expression constante qui n’est pas étoilée est donc une somme de 1.
L’exemple suivant nous montre également que, même sans considérer les
expressions constantes étoilées, le nombre de termes dérivés cassés d’une
expression E peut dépasser la limite ℓ(E) + 1 des termes dérivés :
Exemple 20. Soit Gk = ((a∗)∗ + 1)
k , pour tout entier positif k. Plus préci-
sément – puisque le choix du parenthésage a une importance – : nous posons
G1 = ((a
∗)∗ + 1) et Gk+1 = (G1 · Gk) . Nous avons ℓ(Gk) = k et :
B (G1) = {(a
∗)∗ , 1} , et BD (G1) = {(a
∗)∗, a∗(a∗)∗, 1} ,
ensuite, pour tout k, B (Gk+1) = (a∗)∗ · Gk ∪ B (Gk) . Par (3.12), et comme
δBD(G1) = 1 , nous avons :
BD (Gk+1) = BD (G1 · Gk) = (BD (G1))p · Gk ∪ BD (Gk)
= (a∗)∗ · Gk ∪ (a
∗(a∗)∗) · Gk ∪ BD (Gk) .
Comme toutes les expressions Gk sont deux à deux disjointes, il en va de
même pour les (a∗)∗ · Gk et les (a∗(a∗)∗) · Gk.
Et donc : BD (Gk) ∩
(
(a∗)∗ · Gk ∪ (a
∗(a∗)∗) · Gk
)
= ∅ , il en découle :
card (BD (Gk)) = 2ℓ(Gk) + 1 .
L’expression de cet exemple atteint la borne générale des termes dérivés
cassés :
Théorème 31 ([2]). Soit E une expression rationnelle sans sous-expression
constante étoilée. Le nombre de termes dérivés cassés de E est borné par deux
fois sa longueur littérale plus un :
card (BD (E)) 6 2 ℓ(E) + 1 .
Ce théorème est une conséquence de la proposition suivante :
Proposition 32. Soit E une expression rationnelle sans sous-expression
constante étoilée. Nous avons :
card
(
(BD (E))p
)
6 2 ℓ(E) , (3.14)
si ℓ(E) > 1 , card (TBD (E)) 6 2 ℓ(E) − 1 . (3.15)
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Comme card (X) 6 card
(
(X)p
)
+1 pour tout ensemble d’expressions X,
le Théorème 31 correspond exactement à l’équation (3.14). La nécessité d’éta-
blir simultanément (3.15) est provoquée par l’apparition de TBD (F) dans la
définition inductive de BD (F∗) (cf. Proposition 24).
Démonstration. Nous prouvons cette proposition par induction sur la pro-
fondeur de E à l’aide des formules de la Proposition 24.
Les cas de base E = 1 et E = a sont trivialement vérifiés.
Le cas E = 0 n’est pas considéré comme un cas de base car une expression
différente de 0 n’a pas 0 comme sous-expression (par les identités triviales
T).
Nous rappelons que si E = F+G ou E = F ·G alors ℓ(E) = ℓ(F)+ ℓ(G) , et
si E = F∗, alors ℓ(E) = ℓ(F) . De plus, pour la bonne exécution de l’induction,
il convient de noter que si E n’a pas de sous-expression constante étoilée, il
en est de même pour F et G.
Nous avons donc les hypothèses d’induction suivantes :
card
(
(BD (F))p
)
6 2ℓ(F) et card
(
(BD (G))p
)
6 2ℓ(G) .
et, si ℓ(F) > 1,
card (TBD (F)) 6 2ℓ(F)− 1 . (3.16)
Cas E = F+ G : Par la définition inductive (3.11), nous avons (BD (E))p =
(BD (F))p ∪ (BD (G))p et (3.14) est vérifiée par induction. De même,
la définition inductive des vrais termes dérivés cassés (3.8) donne :
TBD (E) = TBD (F) ∪ TBD (G) .
Si ℓ(E) > 1, alors on peut supposer sans perte de généralité que ℓ(F) >
1 et alors on a (3.16).
Dans ce cas, ou bien ℓ(G) = 0, et donc TBD (G) = ∅, ou bien ℓ(G) > 1
et alors card (TBD (G)) 6 2ℓ(G) − 1 . Dans les deux cas, (3.15) est
vérifiée.
Cas E = F · G (qui implique que F et G sont différents de 1) :
De la définition inductive des termes dérivés cassés (3.12), on a :
BD (E) = (BD (F))p · G ∪ TBD (G) ∪ δBD(F)B (G) .
54
Comme G 6= 1,
(
(BD (F))p · G
)
p
= (BD (F))p · G et alors :
(BD (E))p = (BD (F))p · G ∪
(
TBD (G) ∪ δBD(F)B (G)
)
p
⊆ (BD (F))p · G ∪ (BD (G))p ,
donc : card
(
(BD (E))p
)
6 card
(
(BD (F))p · G
)
+ card
(
(BD (G))p
)
,
l’équation (3.14) est vérifiée.
De (3.9), TBD (E) = (TBD (F))p · G ∪ TBD (G) ∪ δTBD(F)B (G ).
Si 1 ∈ TBD (F), alors ℓ(F) > 1 et TBD (E) = (TBD (F))p ·G ∪ BD (G) .
Les hypothèses d’induction donnent card
(
(TBD (F))p
)
6 2ℓ(F) − 2
et card (BD (G)) 6 2ℓ(G) + 1 et donc (3.15).
Si 1 6∈ TBD (F),
alors TBD (E) = (TBD (F))p ·G ∪ TBD (G) ⊆ (BD (F))p ·G ∪ TBD (G) .
Si ℓ(E) > 1 alors,
soit ℓ(G) > 1 et alors card (TBD (F · G)) 6 2ℓ(F) + 2ℓ(G) − 1 ,
ou ℓ(G) = 0 et alors ℓ(F) > 1 et TBD (G) = ∅, et donc :
card (TBD (F · G)) 6 2ℓ(F)− 1
Dans les deux cas, (3.15) est vérifiée.
Cas E = F∗ : La sous-expression F est étoilée, donc, par hypothèse, elle n’est
pas constante et ℓ(F) > 1. Par induction, card (TBD (F)) 6 2ℓ(F)−1 =
2ℓ(E)− 1 .
De (3.13), on a BD (F∗) = (TBD (F))p · F
∗ ∪ {F∗} et donc :
card
(
(BD (E))p
)
= card
(
(TBD (F))p
)
+ 1 6 2ℓ(E) .
De (3.10), on a TBD (F∗) = TBD (F) · F∗ et donc :
card (TBD (F∗)) = card (TBD (F)) 6 2ℓ(E) − 1 .
3.2.2 Pour les expressions en forme normale
Théorème 33. Pour une expression rationnelle E en forme normale, on a :
card (BD (E)) 6 ℓ(E) + 1 .
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Démonstration. Le théorème est vérifié trivialement pour E = 0 , et nous
pouvons donc supposer maintenant que E, et donc toutes ses sous-expressions
sont différentes de 0.
Comme pour le cas général, nous préférons démontrer le théorème sous
la forme suivante :
card
(
(BD (E))p
)
6 ℓ(E) , (3.17)
et, comme pour le cas général, l’induction nous amène à démontrer simulta-
nément deux énoncés supplémentaires :
si c(E) = 0 , card
(
(TBD (E))p
)
6 ℓ(E)− 1 , (3.18)
si c(E) = 1 et 1 ∈ TBD (E) , card
(
(TBD (E))p
)
6 ℓ(E)− 1 .
(3.19)
Nous démontrons ces trois conditions par induction sur la profondeur
de E en utilisant les définitions inductives des ensembles des termes dérivés
cassés et des vrais termes dérivés définis dans les Propositions 23 et 24. Les
deux cas de bases, E = 1 et E = a sont triviaux à vérifier.
Cas E = F+ G :
BD (E) = BD (F) ∪ BD (G)
et (3.17) est vérifiée par induction. De plus :
TBD (E) = TBD (F) ∪ TBD (G) ⊆ BD (F) ∪ TBD (G) ,
alors :
(TBD (E))p = (TBD (F))p ∪ (TBD (G))p ⊆ (BD (F))p ∪ (TBD (G))p .
Si c(E) = 0, alors c(F) = c(G) = 0 et, d’après les hypothèses de récur-
rence :
card
(
(TBD (E))p
)
6 ℓ(F)− 1 + ℓ(G)− 1 = ℓ(E) − 2 .
Si c(E) = 1, sans perte de généralité, on peut supposer que c(F) = 1.
Dans ce cas, soit c(G) = 0 ou bien c(G) = 1. Dans le premier cas, on peut
appliquer (3.18) à G. Dans le deuxième cas, si 1 ∈ TBD (E) alors on peut
supposer que 1 est dans TBD (G) car F et G ont le même rôle et le même
terme constant. On peut alors appliquer (3.19) à G.
Dans les deux cas, on a card
(
(TBD (G))p
)
6 ℓ(G)− 1 et donc :
card
(
(TBD (E))p
)
6 ℓ(F) + ℓ(G)− 1 = ℓ(E)− 1 .
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Cas E = F · G :
BD (E) = (BD (F))p · G ∪ TBD (G) ∪ δBD(F)B (G) ⊆ (BD (F))p · G ∪ BD (G) .
Comme G 6= 1, (3.17) est vérifiée.
TBD (E) = (TBD (F))p ·G ∪ TBD (G) ∪ δTBD(F)B (G) ⊆ (BD (F))p ·G ∪ BD (G) .
Si c(E) = 0 alors, ou bien c(F) = 0 (cas 1), ou bien c(F) = 1 et 1 ∈ TD (F)
(cas 2) ou bien c(F) = 1 et 1 6∈ TD (F) (cas 3). Pour les cas 1 et 2, par
récurrence :
card
(
(TBD (E))p
)
6 card
(
(TBD (F))p
)
+card
(
(BD (G))p
)
6 ℓ(F)−1+ℓ(G) = ℓ(E)−1 .
Dans le cas 3, nous avons à la fois c(G) = 0 et δTBD(F) = 0 et alors par
induction :
card
(
(TBD (E))p
)
6 card
(
(BD (F))p
)
+card
(
(TBD (G))p
)
6 ℓ(F)+ℓ(G)−1 = ℓ(E)−1 .
Cas E = F∗ :
BD (E) = (TBD (F))p · F
∗ ∪ {F∗} et TBD (E) = (TBD (F))p · F
∗ .
Comme E est en forme normale, c(F) = 0, alors nous avons
card
(
(BD (E))p
)
6 (ℓ(F)−1)+1 et (3.17) est donc vérifiée. Comme c(E) = 1
et 1 6∈ TBD (E) (puisque F 6= 1) les deux énoncés (3.18) et (3.19) sont véri-
fiés.
3.2.3 Comparaison avec les termes dérivés
Pour finir, nous montrons que le nombre de termes dérivés cassés est
incomparable avec le nombre de termes dérivés de la même expression.
Nous avons déjà vu à travers l’exemple de l’expression E1 = (a∗ + b∗) ·
(a · (a∗ + b∗)) qu’il y a des expressions pour lesquelles l’automate des termes
dérivés cassés est plus petit que l’automate des termes dérivés. En fait on
peut même étendre à des expressions plus longues, par exemple, Ek = (a∗ +
b∗) · (a · (a∗ + b∗))k a 3k + 3 termes dérivés et 2k + 2 termes dérivés cassés.
D’un autre côté, si nous posons Hk = a ·(b1+b2+ ...+bk), l’expression Hk
a 3 termes dérivés et k + 2 termes dérivés cassés (La Figure 3.2 montre
l’automate des termes dérivés – à gauche – et l’automate des termes dérivés
cassés – à droite – de l’expression H3 = a · (b1 + b2 + b3)).
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H3 b1 + b2 + b3 1
a b1, b2, b3
H3
b1
b3
b2 1
a
a
a
b1
b2
b3
Figure 3.2 – D(H3) et Db(H3)
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Chapitre 4
Construction des automates
des termes dérivés et termes
dérivés cassés
Dans ce chapitre, nous expliciterons une construction pour l’automate
des termes dérivés et pour l’automate des termes dérivés cassés. La première
construction d’un automate des termes dérivés est donnée dans [5] comme
l’application directe de la définition de l’automate. Dans cette méthode, on
construit l’ensemble des termes dérivés en dérivant tous les termes dérivés
connus par chaque lettre de l’alphabet jusqu’à ne plus en trouver de nou-
veaux. Les transitions sont construites simultanément à chaque étape par la
dérivation par rapport à une lettre. Si l’expression de départ est de taille n
alors la méthode d’Antimirov a une complexité de O(n5). Pour les termes
dérivés cassés il est possible d’envisager une méthode similaire, avec une
complexité identique.
Il existe également une construction de l’automate des termes dérivés
qui se base sur des modifications de l’arbre syntaxique de l’expression. Ces
modifications font ressortir une représentation des termes dérivés sous forme
de chemins dans un graphe. Cette idée de modifier l’arbre syntaxique d’une
expression rationnelle en ajoutant des arcs orientés afin de pouvoir obtenir
un automate a d’abord été introduite dans [51] où une telle modification
de l’arbre, appelée alors ZPC-structure permet de construire l’automate des
positions de l’expression.
En se basant sur le résultat que l’automate des termes dérivés est un quo-
tient de l’automate des positions, Champarnaud et Ziadi, dans [18], utilisent
également la ZPC-structure pour calculer l’ensemble des termes dérivés –
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l’automate Follow (cf. [27]) est également un exemple d’automate qui est un
quotient de l’automate des positions qui peut être constuit en utilisant la
ZPC-structure – . Les termes dérivés sont alors représentés par des chemins
sur la ZPC-structure ([17]) et décrits par une liste de sous-expressions dont
la concaténation donne le terme dérivé. Une méthode de Paige et Tarjan
développée dans [36] permet d’identifier les listes qui représentent la même
expression. Cette méthode permet alors d’identifier les termes dérivés avec
une complexité en O(n3). L’automate des termes dérivés est alors construit
en utilisant le calcul, quadratique, des transitions de l’automate des positions
de [51]. L’automate des termes dérivés est alors construit en complexité cu-
bique.
L’identification des termes dérivés identiques, qui constitue l’étape la plus
coûteuse de [18], peut être améliorée. Ainsi dans [17], le marquage des sous-
expressions étoilées identiques de l’expression rationnelle permet de réaliser
cette identification en complexité O(n2). L’identification des sous-expressions
est poussée encore plus loin dans [28] où toutes les sous-expressions sont
marquées de manière à ce que deux sous-expressions isomorphes partagent
la même marque. Cette méthode permet d’améliorer encore la complexité du
calcul en O(ln) où l est la longueur littérale de l’expression rationnelle.
Dans [1], Allauzen et Mohri proposent un algorithme pour construire l’au-
tomate des termes dérivés d’une expression à partir de l’automate de Thomp-
son (cf. [47]) de cette expression. Dans [1] c’est en fait à la fois l’automate
des positions, l’automate des termes dérivés et l’automate Follow qui sont
construits à partir de l’automate de Thompson de l’expression en utilisant
uniquement des opérations de minimisation et d’élimination de transitions
spontanées. Plus précisément, l’automate des termes dérivés est le résultat
de l’élimination des transitions spontanées sur la minimisation de l’automate
obtenu par élimination des transitions spontanées créées lors d’une concaté-
nation dans la construction de l’automate de Thompson. Cette méthode a la
même complexité que l’algorithme de [28] mais permet d’unifier la construc-
tion de différents automates à partir d’une expression rationnelle.
Pour le calcul de l’automate des termes dérivés, dans ce chapitre, c’est
une méthode très similaire à celle de [28] que nous présentons. Le calcul
des termes dérivés est réalisé à partir de chemins dans l’arbre syntaxique
de l’expression et nous marquons les états de cet arbre pour identifier les
termes dérivés. La méthode que nous allons décrire peut être vue comme
une généralisation de l’algorithme de [28] dans le cas où les expressions ne
sont pas construites modulo l’associativité du produit. Une autre différence
réside dans le fait que, afin de pouvoir adapter notre algorithme au calcul
de l’automate des termes dérivés cassés, nous ne séparons pas le calcul des
60
transitions de celui des états de l’automate, c’est-à-dire que nous n’utilisons
pas directement le fait que l’automate des termes dérivés est un quotient
de l’automate des positions. Ceci est important car l’automate des termes
dérivés cassés n’est pas un quotient de l’automate des positions. Dans le cas
de l’automate des termes dérivés, cette différence de conception ne change
pas les calculs réalisés car dans les deux cas, c’est l’idée de l’algorithme de [51]
– pour les transitions de l’automate des positions – qui est utilisé.
Afin de réaliser l’identification des termes dérivés, et des termes dérivés
cassés, nous présentons tout d’abord une méthode de marquage de l’arbre
syntaxique d’une expression rationnelle. Ce marquage, avec des réductions
que nous décrivons, permet de représenter de manière canonique les conca-
ténations – à droite – de sous-expressions et, ainsi, de les identifier. Cette
identification nous permet alors de décrire l’algorithme de construction de
l’automate des termes dérivés par l’utilisation de chemins sur l’arbre syn-
taxique. Pour finir, nous détaillons l’algorithme, adapté du précédent, qui
permet de construire l’automate des termes dérivés cassés en temps quadra-
tique.
4.1 Concaténation à droite de sous-expressions
Comme nous l’avons vu dans les chapitres précédents, par les proposi-
tions 17 et 26, les termes dérivés et les termes dérivés cassés d’une expres-
sion E sont des concaténations à droite de sous-expressions de E. Les sous-
expressions de E sont identifiables sur l’arbre TE par des nœuds, représentant
un sous-arbre.
Dans cette section, nous présentons une manière de représenter des
concaténations à droite de sous-expressions par des mots sur les nœuds de
l’arbre syntaxique. Nous montrons ensuite comment l’identification des sous-
expressions, par le marquage des sous-expressions égales de l’expression, et
l’utilisation d’un système de réécriture simple, permet de donner une repré-
sentation canonique des concaténations à droite de sous-expressions.
4.1.1 Sous-expressions sur l’arbre syntaxique
Nous avons déjà défini l’arbre syntaxique TE d’une expression ration-
nelle E sur A. Comme nous travaillons toujours modulo T, les feuilles de TE
sont étiquetées soit par 1 soit par une lettre de A. Nous avons noté fp(E)
l’ensemble des feuilles propres de TE, c’est-à-dire les feuilles étiquetées par
une lettre – ces feuilles propres sont souvent également appelées positions
de E (cf. [26] par exemple) –.
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Afin de décrire l’arbre syntaxique formellement, nous utiliserons des no-
tations empruntées aux expressions rationnelles :
(i) si x est un nœud de TE, étiqueté par + et dont les fils gauche et droit
sont respectivement y et z, nous notons x = y + z ;
(ii) de la même manière, nous notons x = y · z un nœud x, étiqueté par ·
et dont les fils sont y et z ;
(iii) enfin nous notons x = y∗ un nœud étiqueté par ∗ dont le fils est le
nœud y.
Ces notations sont raisonnables car les nœuds sont utilisés pour repré-
senter des sous-expressions de E et on a naturellement [|y + z|] = [|y|] + [|z|],
[|y · z|] = [|y|] · [|z|] et [|y∗|] = [|y|]∗. Nous notons également φ(x) le père du
nœud x.
Par simplification, nous noterons a une feuille x étiquetée par a et 1 une
feuille étiquetée par 1 lorsque seule l’étiquette de ce nœud est importante.
Cependant ces notations ne sont pas de même nature que les précé-
dentes, il s’agit juste de simplifications d’écriture lorsque seule l’étiquette
d’un nœud est importante. Ces simplifications ne peuvent pas permettre de
décrire l’arbre puisque deux feuilles différentes avec la même étiquette ne
sont pas identifiables par cette notation.
Exemple 21. Dans cette section nous posons A = {a, b, c} et E1 = ((a ·
b) · (c∗)) + (b · (c∗)). La Figure 4.1 montre l’arbre syntaxique de E1. Les
nœuds sont notés x1, . . . , x11 et les feuilles propres de l’arbre sont : fp(E1) =
{x6, x8, x9, x10, x11}.
On a, par exemple : [|x2|] = (a · b) · c∗ et [|x3|] = b · c∗.
Et, avec nos notations, dans TE1 , on a x2 = x4 · x5 et x5 = x
∗
10.
Comme nous utilisons les nœuds de l’arbre pour représenter les sous-
expressions de E, nous pouvons étendre au domaine des nœuds certaines
définitions et notations déjà données sur les expressions rationnelles : le terme
constant c(x) d’un nœud x de l’arbre syntaxique TE de l’expression E sur A
est le booléen défini par :
c(0) = 0 , c(1) = 1 , ∀x ∈ fp(E) c(x) = 0 ,
c(x+ y) = c(x) ∨ c(y) , c(x · y) = c(x) ∧ c(y) , c(x∗) = 1 .
Comme il est évident que c(x) = c([|x|]), cette définition est pertinente. Cette
définition donne directement une méthode de calcul des termes constants de
tous les nœuds de l’arbre de bas en haut, c’est en fait la méthode habituelle
pour calculer le terme constant d’une expression.
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+· ·
· ∗ b ∗
a b c c
x1
x2 x3
x4 x5 x6 x7
x8 x9 x10 x11
Figure 4.1 – L’arbre syntaxique TE1
Nous étendons également l’ensemble des premières positions d’une ex-
pression, défini dans les préliminaires pour la construction de l’automate des
positions, à l’ensemble des premières positions d’un nœud x :
First(0) = First(1) = ∅ ,
First(x) = {x}, ∀x ∈ fp(E) ,
First(y + z) = First(y) ∪ First(z) ,
First(y · z) = First(y) ∪ c(y)First(z) ,
First(y∗) = First(y) ,.
De nouveau, nous avons First(x) = First([|x|]). Nous noterons égale-
ment First(x, a) le sous-ensemble de First(x) des feuilles étiquetées par a.
Exemple 22 (Ex. 21 cont.). Dans l’arbre TE1 , on a : c(x1) = c(x2) =
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c(x3) = c(x4) = c(x6) = c(x8) = c(x9) = c(x10) = c(x11) = 0 et c(x5) =
c(x7) = 1.
Et, par exemple, First(x1) = {x8, x6} et par conséquent : First(x1, a) =
{x8}, First(x1, b) = {x6} et First(x1, c) = ∅.
Remarque 6. Pour être précis, le nœud x est lié à l’arbre duquel il est
extrait, cependant, en pratique, il pourra être utilisé dans un autre arbre,
en particulier l’arbre dont il est la racine, qui est un sous-arbre de l’arbre
initial. Comme les fonctions décrites ci-dessus se calculent de bas en haut
dans l’arbre, il n’est pas nécessaire de préciser l’arbre dans lequel on effectue
le calcul.
Puisque les nœuds de l’arbre syntaxique permettent de représenter les
sous-expressions d’une expression E, nous utilisons les mots sur l’alphabet
dont les lettres sont les nœuds de TE pour représenter les concaténations à
droite de sous-expressions. Les mots sur les nœuds sont définis comme des
mots sur l’alphabet dont les lettres sont les nœuds de l’arbre. Afin d’éviter
toute confusion, la concaténation sur ces mots est notée :: et le mot x :: y est
la concaténation du mot x et du mot y. De même nous choisissons ε comme
notation pour le mot vide – pour le distinguer du mot vide 1A∗ –.
Les mots sur les nœuds permettent de dénoter une expression, définie
inductivement par :
(i) l’expression dénotée par le mot vide est [|ε|] = 1 ;
(ii) le mot x1 :: x2 :: · · · :: xn dénote l’expression [|x1 :: x2 :: · · · :: xn|] =
[|x1 :: x2 :: · · · :: xn−1|] · [|xn|].
De par la définition de l’expression dénotée, les mots sur les nœuds de TE
dénotent des concaténations à droite de sous-expressions de E. Cependant
cette représentation n’est pas unique et une même concaténation peut être
dénotée par plusieurs mots sur les nœuds.
Enfin les notions de terme constant et de premières positions sont éten-
dues aux mots sur les nœuds, de manière à rester cohérent avec les expressions
qu’ils dénotent :
(i) c(x1 :: x2 :: · · · :: xn) = c(x1) ∧ c(x2) ∧ · · · ∧ c(xn),
(ii) First(ε) = ∅,
(iii) First(x1 :: x2 :: · · · :: xn) = First(x1 :: x2 :: · · · :: xn−1) ∪
c(x1 :: x2 :: · · · :: xn−1)First(xn) = First(x1) ∪ c(x1)First(x2 :: · · · :: xn).
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Exemple 23 (Ex. 21 cont.).
[|x8 :: x9 :: x5|] = [|x8 :: x9|] · [|x5|] = (a · b) · c
∗ ,
[|x9 :: x5|] = b · c
∗ = [|x3|] .
c(x9 :: x5) = c(x9) ∧ c(x5) = 0 ,
First(x9 :: x5) = {x9} .
4.1.2 Représentation canonique
En vue de construire l’automate des termes dérivés de E, et comme les
termes dérivés – et termes dérivés cassés – sont des concaténations à droite
de sous-expressions de E, nous allons les représenter par des mots sur les
nœuds de TE. Cependant, pour construire exactement l’ensemble des états
de l’automate voulu, il faut être capable d’identifier deux mots sur les nœuds
dénotant la même expression. C’est ce que nous allons maintenant faire en
proposant une forme canonique pour représenter toute concaténation droite
de sous-expressions de E.
Cette idée de représentation canonique des concaténations de sous-
expressions rationnelles est sous-jacente dans [28] mais appliquée directe-
ment aux mots particuliers qui donnent les termes dérivés. Nous préférons
développer une représentation canonique pour toutes les concaténations à
droite de sous-expressions afin de pouvoir également appliquer ce résultat
pour la construction de l’automate des termes dérivés cassés – qui ne sont
pas représentés par les mêmes mots que les termes dérivés –.
Marquer les nœuds
Afin d’avoir une forme canonique pour représenter une concaténation à
droite de sous-expressions de E, nous allons ’marquer’ les différentes sous-
expressions de E. Cette notion de marquage est introduite dans [17] où seules
les sous-expressions étoilées sont marquées. Comme dans [28], nous allons
repérer tous tous les nœuds représentants des sous-expressions identiques
par un même identifiant.
Pour cela nous affectons à chaque nœud x une marque, notée x telle
que, si x et y sont deux nœuds dont les expressions dénotées sont égales –
c’est-à-dire que les sous-arbres sont isomorphes –, alors x = y. C’est-à-dire
que la marque d’un nœud est directement associée à l’expression rationnelle
dénotée par le sous-arbre dont il est la racine. C’est donc une manière de
repérer les sous-expressions dans l’arbre syntaxique.
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Comme, pour que deux nœuds x et y aient la même marque, il faut,
soit que ce soient des feuilles avec la même étiquette, soit qu’ils aient la
même étiquette et que leurs fils aient les mêmes marques, il est possible de
marquer tout l’arbre en marquant les feuilles en premier puis en remontant
dans l’arbre.
Une méthode similaire pour marquer les nœuds de l’arbre est donnée
dans [28] par minimisation d’un automate – sans circuits – construit à partir
de l’arbre syntaxique : l’arbre syntaxique est transformé en un automate avec
un unique état initial dont les transitions sortantes pointent vers les feuilles
avec la même étiquette que la feuille en question. Les arêtes de l’arbre sont
transformées en transitions ascendantes dont l’étiquette dépend de l’étiquette
du père et de la nature du fils (droit ou gauche). L’état final est la racine. En
effectuant le quotient de cet automate on récupère les classes d’équivalence
des nœuds pour les marques.
Comme les marques représentent les sous-expressions, nous étendons aux
marques les définitions proposées précédemment sur les nœuds : [|x|] = [|x|]
est l’expression rationnelle associée à x. Il est également naturel d’étendre la
définition du terme constant d’un nœud – ou d’une expression – : c(x) = c(x).
Enfin il est également possible de définir des mots sur les marques de
nœuds – les notations sont les mêmes que pour les mots sur les nœuds – et
l’expression qu’ils représentent :
[|x1 :: x2 :: · · · :: xn|] = [|x1 :: x2 :: · · · :: xn|] .
Il est donc finalement possible de représenter les concaténations droite
de sous-expressions par des mots sur les marques.
Exemple 24 (Ex. 21 cont.). On pourrait par exemple marquer l’arbre TE1
de la manière présentée sur la Figure 4.2.
Exemple 25. La Figure 4.3 montre l’arbre syntaxique de l’expression ((a ·
b) · c)+ (a · (b · c)). Seules les feuilles x8 et x6, x9 et x10 , x5 et x11 partagent
la même marque.
Réduction préfixe
Si les marques permettent d’identifier les sous-expressions identiques,
elles ne permettent pas directement d’identifier les concaténations de sous-
expressions.
On peut noter que si les mots x :: y et z dénotent la même expression,
alors il existe sur l’arbre un nœud concaténation marqué z dont les fils gauche
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+· ·
· ∗ b ∗
a b c c
α8
α7 α6
α4 α5 α2 α5
α1 α2 α3 α3
Figure 4.2 – Exemple de marquage de l’arbre syntaxique TE1
et droit sont marqués respectivement par x et y. Il peut pourtant arriver
que [|x :: y|] = [|z|] sans que x et y soient les fils de z ni même qu’ils soient
fils d’un même nœud concaténation.
Par exemple, sur la Figure 4.3, I :: II et IV sont des mots de marques
qui dénotent la même expression (a · b) et le nœud x4 est marqué IV et ses
fils sont marqués I et II. Par contre, les nœuds x6 et x10 sont aussi marqués
respectivement I et II mais ne sont pas les fils d’un même nœud. De même,
la même expression ((a · b) · c) dénote les mots de marques I :: II :: III,
IV :: III et V II qui peuvent eux-mêmes être associés à différents mots de
nœuds.
C’est pourquoi nous introduisons une réduction sur les mots de marques
qui permet d’obtenir une représentation canonique des concaténations à
droite de sous-expressions d’une expression rationnelle.
Considérons R l’ensemble des règles de réécriture sur les mots de marques
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+· ·
· c a ·
a b b c
x1
x2 x3
x4 x5 x6 x7
x8 x9 x10 x11
V III
V II V I
IV III I V
I II II III
Figure 4.3 – Exemple de marquage pour ((a · b) · c) + (a · (b · c))
α1 :: α2 → β avec α1, α2 et β telles qu’il existe y = x1 · x2 avec x1 = α1,
x2 = α2 et y = β c’est-à-dire des nœuds dont les marques sont respective-
ment α1 et α2 et qui sont fils gauche et droit d’un nœud étiqueté par une
concaténation et dont la marque est β.
Notons ρ
(
X
)
le résultat de la réécriture préfixe du mot sur les marques X
par les règles R. Ainsi si les deux premières lettres de X correspondent à
un nœud concaténation dans l’arbre, on remplace ces deux lettres par la
marque du nœud et l’on recommence la réécriture sur le mot ainsi formé.
Cette réécriture termine puisqu’elle transforme deux lettres en une seule. De
plus on a :
[|ρ
(
X
)
|] = [|X|] .
Exemple 26 (Ex. 21 cont.). Les règles R1 pour l’arbre TE1 sont :
α1 :: α2 → α4 , α2 :: α5 → α6 , α4 :: α5 → α7 .
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Et un exemple de réduction serait :
ρ (x9 :: x5 :: x9 :: x5) = ρ (α2 :: α5 :: α2 :: α5) = α6 :: α2 :: α5 .
Cet exemple montre bien que la réduction est préfixe car α2 :: α5 n’est réduit
qu’en début de mot.
Notons 1 la marque de n’importe quelle feuille étiquetée par 1. Nous ap-
pellerons mot propre sur les marques un mot dont 1 n’est pas une lettre. Les
expressions rationnelles étant, comme toujours, définie modulo les identités
triviales T, il est possible de transformer un mot non propre sur les marques
en un mot propre en éliminant les occurrences de 1 tout en conservant l’ex-
pression dénotée.
Pour montrer que ρ
(
X
)
est une représentation canonique de [|X |] par-
tagée par tous les mots de marques qui dénotent la même expression, nous
prouvons le théorème suivant :
Théorème 34. Soient X et Y deux mots propres sur les marques de l’arbre
syntaxique d’une expression rationnelle.
[|X |] = [|Y |]⇔ ρ
(
X
)
= ρ
(
Y
)
Démonstration. Prouvons le sens direct par l’absurde : soient X = x1 · · · xn
et Y = y1 · · · ym deux mots propres sur les marques, différents, réduits et
tels que [|X |] = [|Y |].
– Supposons que n > 1 et m > 1, alors, comme X est propre, [|X |] =
[|x1 . . . xn−1|] · [|xn|] donc [|X |] est une concaténation dont le terme de
droite est [|xn|] et de même [|Y |] est une concaténation dont le terme de
droite est [|ym|]. Il est donc nécessaire que xn = ym et que x1 · · · xn−1
et y1 · · · ym−1 soient deux mots, différents, réduits – car un préfixe d’un
mot réduit est réduit – et dénotent la même expression. Par hypothèse
de récurrence, on peut supposer donc que n = 1.
– Si n = m = 1 alors [|x1|] = [|y1|] et donc, par définition, x1 = y1.
– Si n = 1 et m = 2 alors [|x1|] = [|y1|] · [|y2|]. Il existe alors un nœud x1 tel
que [|x1|] = [|y1|] · [|y2|] et donc x1 est un nœud concaténation dont le fils
gauche représente [|y1|] et le fils droit [|y2|] c’est-à-dire que leurs marques
respectives sont y1 et y2. Contradiction avec l’hypothèse que Y est
réduit.
– Si n = 1 et m > 2 alors supposons que Y soit un mot de lon-
gueur minimale qui dénote la même expression qu’un mot X de lon-
gueur 1. Dans ce cas [|Y |] est une concaténation dont le terme de gauche
est [|y1 . . . ym−1|], il y a donc un nœud x1 dans l’arbre dont le fils
69
gauche dénote cette dernière expression. C’est en contradiction avec
l’hypothèse de minimalité.
Comme [|ρ
(
X
)
|] = [|X|], la réciproque est directe.
Nous considérons dans ce chapitre uniquement les mots de nœuds propres
car les mots que nous calculons pour représenter les termes dérivés et les
termes dérivés cassés sont propres. Cette hypothèse simplifie grandement les
réductions pour obtenir un mot de marque canonique pour une expression.
Dans le cas des expressions à multiplicités, les mots qui représentent les
termes dérivés et les termes dérivés cassés ne sont pas propres et nous verrons
dans le chapitre suivant qu’il faut alors rajouter des règles de transforma-
tions, sur les mots de marques, pour obtenir la représentation canonique
souhaitée.
4.2 Calcul de D(E) et Db(E)
Afin d’établir un algorithme pour calculer l’automate des termes dérivés
cassés, nous allons d’abord montrer, dans cette section, comment les mots sur
les nœuds et les mots sur les marques permettent de calculer efficacement
l’ensemble des termes dérivés et les transitions de l’automate des termes
dérivés. Une fois l’algorithme pour les termes dérivés établi, nous détaillerons
les modifications qui permettent d’obtenir la construction de l’automate des
termes dérivés cassés.
4.2.1 Calculs sur l’arbre syntaxique décoré
Nous présentons ici la méthode de Champarnaud et Ziadi (cf. [17] ou [16]
par exemple) qui, inspirée des calculs réalisés sur l’arbre syntaxique pour
obtenir l’automate standard (cf. [51]), permet de calculer les termes dérivés
d’une expression en complexité quadratique.
Pour ce faire, nous allons définir pour chaque position de l’arbre syn-
taxique un chemin dans celui-ci qui remonte à la racine. Ce chemin permet
de collecter quelques nœuds de l’arbre qui définissent alors un mot sur les
nœuds qui, nous le verrons par la suite, représente un terme dérivé.
Plus précisément, il est possible de ‘décorer‘ l’arbre syntaxique en ajou-
tant des arcs orientés, appelés liens,
(i) du fils de chaque nœud étiqueté par ∗ à son père ;
(ii) de chaque fils gauche de nœud concaténation au fils droit de ce dernier.
Cette décoration de l’arbre syntaxique est une manière de représenter la
ZPC-structure décrite dans [51]. La ZPC-structure est constituée de deux
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copies orientées de l’arbre syntaxique telles que dans l’une les déplacements
sont descendants et dans l’autre ascendants. Il existe des liens entre les deux
copies. Dans [51] la ZPC-structure d’une expression rationnelle permet de
construire directement l’automate des positions de l’expression.
L’arbre syntaxique décoré que nous avons défini est une manière de voir
la ZPC-structure en superposant les deux copies. Par exemple, l’arbre décoré
de E1 est montré sur la Figure 4.4.
+
· ·
· ∗ b ∗
a b c c
x1
x2 x3
x4 x5 x6 x7
x8 x9 x10 x11
Figure 4.4 – Arbre syntaxique décoré de TE1
Dans l’arbre décoré, il existe un unique chemin qui part d’un nœud x,
qui prend les arcs orientés décrits ci-dessus lorsque c’est possible, et si ce
n’est pas possible remonte au père, jusqu’à la racine de l’arbre. Si l’on décrit
ce chemin comme un mot dont les lettres sont les nœuds successivement
atteints en empruntant un arc orienté (cf. [17]), on obtient le mot π(x), que
nous définissons formellement ci-dessous.
Soit E une expression rationnelle, TE l’arbre syntaxique qui la représente.
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On note r la racine de TE. Le chemin associé à un nœud x de TE est le mot
sur les nœuds défini par :
πr(x) =


ε si x = r,
y :: πr(φ(y)) si φ(x) = x · y,
y :: πr(y) si y = x∗,
πr(φ(x)) sinon.
Lorsqu’il n’y a pas de confusion sur l’arbre que l’on considère, on note π(x)
à la place de πr(x).
Pour tout x, les chemin π(x) est donc un mot de nœuds qui sont tous ex-
trémités d’un lien. Comme les expressions – et leurs arbres – sont construites
modulo T, le mot π(x) est propre pour tout x car les liens pointent soit sur
une étoile, soit sur le fils droit d’un nœud concaténation, un tel fils ne peut
pas être étiqueté par 1.
Remarque 7. Si la concaténation d’expressions rationnelles est associative,
c’est-à-dire que les expressions sont construites modulo Ap, alors l’arbre
syntaxique d’une expression est tel qu’aucun nœud concaténation n’a pour
fils droit un autre nœud concaténation – les concaténations consécutives sont
représentées par un peigne orienté vers la gauche –. En particulier, aucune
lettre de π(x) ne peut être associée à une concaténation.
C’est pourquoi dans [28] où le produit est associatif, il n’y a pas be-
soin d’utiliser la réduction préfixe par R car, dans le calcul des chemins,
aucune lettre ne représente une concaténation. En reprenant la Figure 4.3,
si le produit est associatif, les deux sous-arbres gauche et droit, de racines
respectives x2 et x3, représentent la même expression rationnelle et c’est le
sous-arbre de racine x2 qui doit en fait être construit dans les deux cas.
Exemple 27 (Ex. 21 cont.). Dans TE1 on a les chemins associés suivants :
π(x6) = π(x11) = x7, π(x8) = x9 :: x5, π(x9) = π(x10) = x5, πx4(x8) = x9 ,
pour lesquels on a, par exemple,
[|π(x8)|] = b · c
∗ , [|π(x6)|] = [|π(x9)|] = [|π(x10)|] = [|π(x11)|] = c
∗ .
Dans l’exemple, x6 et x9 ont des chemins différents qui dénotent une même
expression rationnelle.
Les chemins associés aux feuilles propres d’un arbre permettent de décrire
les termes dérivés de l’expression rationnelle. C’est ce qu’énonce le théorème
suivant qui est une réécriture avec nos notations de la Proposition 6 de [17],
dont la preuve est également donnée par induction sur la profondeur de
l’expression.
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Théorème 35 ([17]). Soit E une expression rationnelle dont l’arbre syn-
taxique TE a pour racine r. On a :
∂
∂a
E = {[|πr(l)|] | l ∈ First(r, a)} .
Démonstration. Prouvons ce théorème par induction sur la profondeur de
l’expression E :
– Si E = 1, alors First(r, a) = ∅ et ∂
∂a E = ∅.
– Si E = b, avec b 6= a, alors First(r, a) = ∅ et ∂
∂a E = ∅
– Si E = a, alors First(r, a) = {r} et ∂
∂a E = [|π(r)|] = [|ε|] = 1.
– Si E = F+ G, alors r = x+ y avec [|x|] = F et [|y|] = G. On a donc :
First(r, a) = First(x, a) ∪ First(y, a) .
Si l ∈ First(x, a), alors πr(l) = πx(l) et donc [|πr(l)|] = [|πx(l)|]. De
même, si l ∈ First(y, a) alors [|πr(l)|] = [|πy(l)|] et donc par induction :
{[|πr(l)|] | l ∈ First(r, a)} =
∂
∂a
F ∪
∂
∂a
G .
– Si E = F · G, alors r = x · y avec [|x|] = F et [|y|] = G. On a :
First(r, a) = First(x, a) ∪ c(x)First(y, a) .
Si l ∈ First(x, a), alors πr(l) = πx(l) :: y et donc [|πr(l)|] = [|πx(l)|] · G.
Si l ∈ First(y, a) alors πr(l) = πy(l) et donc [|πr(l)|] = [|πy(l)|]. Alors,
par induction :
{[|πr(l)|] | l ∈ First(r, a)} =
∂
∂a
F · G ∪ c(F)
∂
∂a
G .
– Si E = F∗, alors r = x∗ avec [|x|] = F. On a :
First(r, a) = First(x, a) .
Si l ∈ First(x, a), alors πr(l) = πx(l) :: r et alors [|πr(l)|] = [|πx(l)|] · E.
Par induction :
{[|πr(l)|] | l ∈ First(r, a)} =
∂
∂a
F · E .
Afin de pouvoir dériver par rapport à un mot non vide, et comme nous
venons de voir que les dérivations par rapport à une lettre sont des mots de
nœuds, nous ‘dérivons‘ les mots de nœuds :
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Théorème 36. Soit E une expression rationnelle et X un mot sur les
nœuds :
∂
∂a
[|X|] = {[|π(l)|] | l ∈ First(X, a)} .
Démonstration. Par induction sur la longueur de X. Si X = x1 alors ce
théorème est une instance du précédent pour l’expression rationnelle [|x1|].
Pour X = x1...xn, nous avons par définition :
First(X, a) = First(x1 :: · · · :: xn−1, a) ∪ c(x1 :: · · · :: xn−1)First(xn, a) .
L’arbre syntaxique représentant [|X|], dont la racine est notée p, peut être
représenté, récursivement, par la concaténation de l’arbre représentant [|x1 ::
· · · :: xn−1|], dont nous noterons la racine q, et du sous-arbre de TE dont la
racine est xn.
Si l ∈ First(x1 :: · · · :: xn−1, a), alors [|πp(l)|] = [|πq(l)|] · [|xn|] et donc
{[|π(l)|] | l ∈ First(X, a)} = {[|π(l)|] · [|xn|] | l ∈ First(x1 :: · · · :: xn−1, a)}
∪ c(x1 :: · · · :: xn−1){[|π(l)|] | l ∈ First(xn, a)} .
C’est à dire :
{[|π(l)|] | l ∈ First(X, a)} =
[
∂
∂a
[|x1 :: · · · :: xn−1|]
]
· [|xn|] ∪ c(x1 :: · · · :: xn−1)
∂
∂a
[|xn|]
=
∂
∂a
[|X|] .
En particulier, une instance de ce théorème donne, pour une feuille
propre h :
∂
∂a
[|π(h)|] = {[|π(l)|] | l ∈ First(π(h), a)} .
L’application du Théorème 35 avec cette dernière équation donne l’équi-
valent du théorème 9 de [18] :
Théorème 37 ([18]). Soit E une expression rationnelle, on a :
TD (E) = {[|π(l)|] | l ∈ fp(E)}
Exemple 28 (Ex. 21 cont.).
TD (E1) = {[|π(l)|] | l ∈ fp(E1)}
= {[|π(x6)|], [|π(x8)|], [|π(x9)|], [|π(x10)|], [|π(x11)|]}
= {b · c∗, c∗}
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4.2.2 Construction de l’automate des termes dérivés
Nous avons vu dans les sous-sections précédentes toutes les briques qui
permettent maintenant de construire l’automate des termes dérivés. Cette
construction se divise en deux étapes. La première étape est la construc-
tion de l’ensemble des états de l’automate. Cette étape utilise le résultat
du Théorème 37 et l’identification canonique des concaténations à droite de
sous-expressions décrite dans la section précédente et coïncide avec le calcul
des états réalisé par la méthode présentée dans [28]. La deuxième étape est
le calcul des transitions de l’automate. Cette étape utilise le Théorème 35
et reprend la méthode de calcul des transitions de l’automate des positions
de [51].
Soit E une expression rationnelle dont l’arbre syntaxique TE a pour ra-
cine r. Les états de l’automate D(E) des termes dérivés de E sont l’expression
elle-même [|r|] et les [|π(l)|] pour toute feuille propre l de TE. Il est possible
que pour deux feuilles l et l′, [|π(l)|] = [|π(l′)|]. Cependant, il est possible de re-
présenter de manière unique [|π(l)|] en prenant la réduction du mot marqué :
ρ
(
π(l)
)
= ρ
(
π(l′)
)
.
Il est donc possible de considérer que les états de D(E) ne sont plus les
termes dérivés mais les mots réduits sur les marques qui les représentent.
L’ensemble des états est construit en calculant les réductions par R des
mots de marques résultant du calcul des chemins pour chaque feuille. L’état
initial est ρ (r) et les états finaux sont ceux dont le terme constant est non
nul c(q) = 1 – le terme constant a été défini pour les mots de marques –.
Notons θ(q) l’ensemble des feuilles propres l de TE dont la réduction du
mot marqué associé au chemin est q. C’est-à-dire que si l et l′ sont dans θ(q)
alors : ρ
(
π(l)
)
= ρ
(
π(l′)
)
= q.
Nous choisissons de définir First(q) = First(π(l)) où l est un représen-
tant arbitrairement choisi dans θ(q). Il faut noter que, même si l et l′ sont
dans θ(q), les chemins π(l) et π(l′) peuvent être différents et il n’y a alors
pas nécessairement égalité de First(π(l)) et First(π(l′)). Le choix d’un repré-
sentant pour définir la fonction First pour toute la classe q est justifiée par la
proposition suivante – qui découle directement du fait que si deux feuilles ont
des chemins associés à la même expression, alors la dérivation par rapport à
une lettre de ces chemins est nécessairement identique – :
Proposition 38. Soit q un état de l’automate des termes dérivés. Si l et l′
sont dans θ(q) alors :
{[|π(k)|] | k ∈ First(π(l), a)} = {[|π(k)|] | k ∈ First(π(l′), a)} .
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Enfin nous pouvons décrire de manière constructive l’ensemble des tran-
sitions de l’automate D(E) : soient qi et qj deux états, on a :
[|qj|] ∈
∂
∂a
[|qi|]⇔ ∃l ∈ First([|qi|], a), [|π(l)|] = [|qj|] ,
⇔ ∃l ∈ First(qi, a), l ∈ θ(qj) .
C’est à dire qu’il y a une transition entre un état qi et un état qj étiquetée
par a si et seulement si, il existe dans TE une feuille propre l étiquetée par a
telle que l ∈ First(qi) et l ∈ θ(qj).
Pour résumer, pour construire l’automate des termes dérivés d’une ex-
pression rationnelle E nous suivons les différentes étapes suivantes :
1. calcul pour tout nœud x de l’arbre syntaxique par un parcours de bas
en haut :
– du terme constant c(x) ;
– de l’ensemble des feuilles propres First(x) ;
– de la marque x ;
2. calcul du chemin π(l) associé à toute feuille propre l de TE et réduction
préfixe de leur version marquée : ρ
(
π(l)
)
;
3. par identification lexicographique, toutes les feuilles l et l′ telles que
ρ
(
π(l)
)
= ρ
(
π(l′)
)
sont regroupées dans une même classe. Les classes
de cette étape donnent les états de l’automate, il faut garder la com-
position de chaque classe θ(q) de feuilles ;
4. pour chaque état q, calcul de First(ρ
(
π(l)
)
) pour un représentant l ∈
θ(q) donné ;
5. chaque état q dont le terme constant c(q) est non nul est identifié
comme un état final ;
6. pour chaque paire d’états (qi, qj) calcul des intersections First(qi, a) ∩
θ(qj). Si l’intersection est non vide, alors il y a une transition de qi à qj
étiquetée a.
Si n est la taille de l’expression rationnelle E et l sa longueur littérale
alors, le point 1 est réalisé par un parcours en profondeur sur l’arbre, donc
en O(n). Le calcul du chemin pour une feuille donnée est également en O(n)
et la réduction préfixe est linéaire. L’étape 2 a donc un complexité de O(ln).
L’identification lexicographique des états – étape 3 – est également en O(ln).
Finalement les étapes suivantes sont également en O(ln) et l’algorithme ob-
tenu est donc en O(ln), comme l’algorithme de [28].
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Exemple 29 (Ex. 21 cont.). Nous avons vu que les trois états de D(E1)
sont α8 – le marque de la racine de TE1 – qui est initial, α2 :: α5, qui
représente b · c∗ et α5, qui représente c∗ et est final.
La Figure 4.5 montre l’automate des termes dérivés de E1 ainsi construit :
α8 α2 :: α5 α5
a b
b c
Figure 4.5 – L’automate D(E1)
Le calcul de l’ensemble des états de l’automate des termes dérivés que
nous avons décrit est, à l’associativité du produit près, la méthode exposée
dans [28].
En revanche, la méthode de calcul des transitions diffère, conceptuelle-
ment, de celle de [28]. Dans [28] les transitions sont calculées presque indé-
pendamment du calcul des états de l’automate. En fait ce sont les transitions
de l’automate des positions qui sont calculées et c’est en réalisant le quotient
de l’automate des positions, grâce aux classes d’équivalence des états, que
sont obtenues les transitions de l’automate des termes dérivés. Dans les faits,
la méthode de [28] réalise les mêmes calculs que ceux que dans la méthode
que nous présentons car, l’automate des positions est calculé par la méthode
exposée dans [51] qui utilise les mêmes chemins sur l’arbre pour construire
l’automate des positions que ceux pour calculer les termes dérivés.
Comme l’automate des termes dérivés cassés n’est pas un quotient de
l’automate des positions, nous avons choisi de proposer une méthode de
calcul pour les termes dérivés qui s’adapte facilement aux autres cas que nous
allons considérer – termes dérivés cassés et multiplicités –. C’est pourquoi
nous ne séparons pas le calcul des états de celui des transitions.
4.2.3 Termes dérivés cassés
Nous allons maintenant décrire comment modifier la méthode décrite
ci-dessus afin de calculer l’automate Db(E) des termes dérivés cassés de l’ex-
pression rationnelle E.
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Cassage d’un mot de nœuds
Comme nous avons représenté les vrais termes dérivés par un mot de
nœuds de l’arbre syntaxique – décrit par un chemin sur celui-ci –, et que
les vrais termes dérivés cassés sont le cassage des vrais termes dérivés, nous
allons nous intéresser à la réalisation d’une sorte de cassage sur les mots de
nœuds – qui donne donc, à partir d’un mot de nœuds, un ensemble de mots
–. Ce cassage doit représenter le cassage de l’expression dénotée.
Exemple 30. Nous utiliserons maintenant comme exemple courant l’expres-
sion E2 = (a∗ + a · (b+ 1)) · (a+ b) dont l’arbre syntaxique est présenté sur
la Figure 4.6.
Pour tout nœud x de l’arbre TE, définissons l’ensemble des nœuds sui-
vants :
ω(x) =


{x} si x est une feuille ou si x = y∗,
ω(y) si x = y · z,
ω(y) ∪ ω(z) si x = y + z.
C’est-à-dire que ω(x) est l’ensemble des nœuds obtenus à partir de x
dans le sous-arbre dont il est racine en :
(i) continuant dans chaque branche d’un nœud étiqueté + ;
(ii) continuant dans la branche gauche d’un nœud · ;
(iii) s’arrêtant sur tout autre nœud – feuille ou nœud ∗ –.
Exemple 31 (Ex. 30 cont.).
ω(x1) = ω(x2) = {x4, x9} , ω(x3) = {x6, x7} , ω(x10) = {x11, x12} .
Nous allons maintenant introduire le cassage B(X) d’un mot X sur les
nœuds. Comme un mot sur les nœuds représente une concaténation, l’idée est
de ‘casser‘ le premier terme de cette concaténation, c’est-à-dire la première
lettre du mot. Si ce cassage donne le mot vide, alors il faut casser également
la deuxième lettre et ainsi de suite.
Nous donnons donc une définition inductive :
(i) si X = ε, alors B(X) = {ε} ;
(ii) si X = x1 :: · · · :: xn alors :
B(X) = {y :: πx1(y) :: x2...xn | y ∈ ω(x1), [|y|] 6= 1}
∪ {B(πx1(y) :: x2...xn) | y ∈ ω(x1), [|y|] = 1} (4.1)
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Exemple 32 (Ex. 30 cont.).
B(x1) = {x4 :: πx1(x4), x9 :: πx1(x9)} = {x4 :: x3, x9 :: x10 :: x3} ,
B(π(x9)) = B(x10 :: x3)
= {x11 :: πx10(x11) :: x3,B(πx10(x12) :: x3)}
= {x11 :: x3, x6, x7} .
Exemple 33 (Ex. 30 cont.). Comme pour les termes dérivés, il est possible
de voir les opérations qui nous intéressent pour le calcul des termes dérivés
cassés de manière graphique sur l’arbre syntaxique.
Ainsi, pour réaliser le cassage des chemins – que nous avons définis à
l’aide de liens sur l’arbre dans le cas des termes non cassés –, nous allons
introduire la notion de lien secondaires – tous les liens précédemment définis
existent sous l’appellation lien primaires –.
Ces liens secondaires partent de chaque nœud duquel part un lien pri-
maire, et, si y est le nœud destination de ce lien primaire, alors les liens
secondaires pointent vers les ω(y). En particulier, les liens secondaires qui
partent d’un nœud sous une étoile se confondent avec le lien primaire.
Les chemins cassés sont alors définis comme les chemins qui :
(i) partent du nœud qui nous intéresse ;
(ii) remontent vers la racine ;
(iii) empruntent un lien secondaire dès que possible jusqu’à en avoir em-
prunté un ne pointant pas vers 1 ; à partir de là :
(iv) empruntent les liens primaires dès que possible.
Comme pour les termes dérivés, chaque chemin est représenté par le mot
composé par les extrémités de liens primaires et secondaires. L’ensemble des
mots correspondant aux liens secondaires qui partent d’un nœud x forme
l’ensemble des chemins cassés de x : B(x).
En reprenant l’exemple E2 = (a∗ + a · (b + 1)) · (a + b), la Figure 4.7
montre les liens primaires (en continu) et secondaires (en pointillés).
La définition donnée ci-dessus est justifiée par le théorème suivant :
Théorème 39. Soit X un mot sur les nœuds de l’arbre syntaxique TE d’une
expression rationnelle E. Nous avons :
B([|X|]) =
⋃
Y ∈B(X)
[|Y |] = [|B(X)|]
Démonstration. Par induction sur la profondeur de [|X|]. Nous supposons
que X est propre. Nous avons déjà vu qu’il est facile de transformer un mot
en mot propre.
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Si [|X|] = 1, alors, comme X est propre, X = ε et B(X) = {ε} et vérifie
bien B([|X|]) =
⋃
Y ∈B(X)[|Y |].
Si [|X|] = a ou [|X|] = F∗ alors X = x1 où x1 est un nœud étiqueté par a
ou par une étoile. On a alors ω(x1) = {x1} et donc B(X) = {x1} ce qui
termine ce cas.
Si [|X|] = F + G : alors X = x1, où x1 = y1 + y2, avec y1 dénotant F
et y2 dénotant G. Dans ce cas, on a ω(x1) = ω(y1) ∪ ω(y2). Et comme pour
tout z ∈ Tyi , on a πx1(z) = πyi(z), alors B(X) = B(y1) ∪ B(y2) et donc
B([|X|]) = B([|y1|]) ∪ B([|y2|])u.
Si [|X|] = F · G : on distingue deux cas suivant la longueur de X :
soit X = x1 :: · · · :: xn, avec n > 2. De la définition du cassage, on a :
B(x1 :: x2 :: ... :: xn) = B(x1) :: (x2 :: ... :: xn)
∪ δB(x1) :: B(x2 :: ... :: xn)
= B(x1 :: ... :: xn−1) :: xn
∪ δB(x1::...::xn−1)B(xn)
,
alors, par récurrence, B(X) = B ([|x1 :: · · · :: xn−1|]) · [|xn|] ∪
δB([|x1::···::xn−1|])B ([|xn|]).
soit X = x1, alors comme [|X|] est une concaténation, le nœud x1 est une
concaténation : x1 = y1 · y2 et ω(x1) = ω(y1). De plus, pour z ∈ Ty1 ,
πx1(z) = πy1(z) :: y2. On a alors :
B(X) = {z :: πy1(z) :: y2 | z ∈ ω(y1), [|z|] 6= 1}
∪ {B(πy1(z) :: y2) | z ∈ ω(y1), [|z|] = 1}
ce qui correspond au premier cas avec X = y1 :: y2.
La Propriété 22 permet d’appliquer le théorème ci-dessus aux résultats
obtenus pour les termes dérivés et d’obtenir directement :
Théorème 40. Soit E une expression rationnelle dont l’arbre syntaxique TE
a pour racine r et soit X un mot sur les nœuds :
∂b
∂a
[|X|] =
⋃
l∈First(r,X)
{[|X|] | X ∈ B(π(l))} .
et :
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Théorème 41.
TBD (E) =
⋃
l∈fp(E)
{[|X|] | X ∈ B(π(l))} .
Construction de l’automate des termes dérivés cassés
Comme dans le cas des termes dérivés, nous venons de montrer que les
vrais termes dérivés cassés peuvent être calculés par un mot sur les nœuds
de l’arbre. Il est donc possible de représenter de manière unique les états
de l’automate des termes dérivés cassés – il faut rajouter le cassage B(r)
de l’expression elle-même, qui sera également l’ensemble des états initiaux –
avec des mots réduits sur les marques.
Cependant la méthode diffère un peu de celle des termes dérivés car le cas-
sage du chemin d’une feuille propre l peut donner plusieurs mots de marques
réduits différents. Il ne faut donc plus identifier les états de l’automate a une
classe de feuilles dont les chemins marqués et réduits sont identique mais
directement les identifier aux différents chemins dont la réduction est iden-
tique.
C’est-à-dire que pour chaque état q on associe θb(q) l’ensemble des
mots X tels qu’il existe une feuille propre l telle que X ∈ B(π(l)) et ρ
(
X
)
=
q. En particulier, dans ce cas, First(q) est alors défini comme le First
d’un représentant, c’est-à-dire qu’on choisit un X arbitrairement dans θb(q)
et First(q) = First(X).
L’application des théorèmes de la sous-section précédente permet de mon-
trer directement, en appliquant les résultats montrés pour les termes dérivés,
qu’il y a une transition dans Db(E) de qi à qj étiquetée par a si et seulement si
il existe une feuille l ∈ First(qi, a) et un mot sur les nœudX ∈ B(π(l))∩θb(qj).
En résumé pour calculer l’automate des termes dérivés cassés d’une ex-
pression rationnelle E nous suivons les différentes étapes suivantes :
1. calcul pour tout nœud x de l’arbre syntaxique – par un parcours de
bas en haut – :
– du terme constant c(x) ;
– de l’ensemble des feuilles propres First(x) ;
– de la marque associée x ;
2. calcul pour tout nœud x de l’arbre – par un parcours de haut en bas –
de l’ensemble ω(x) ;
3. calcul du chemin π(l) associé à toute feuille propre l de TE ; calcul
du cassage B(π(l)) et réduction préfixe des mots ainsi obtenus, pour
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chaque mot X il faut retenir l’ensemble des feuilles l telles que X ∈
B(π(l)) ;
4. identification des mots X et X ′ obtenus à l’étape précédente, tels que
ρ
(
X
)
= ρ
(
X ′
)
. Cette étape donne les états de l’automate, il faut
garder la composition de chaque classe θb(q) de mot ;
5. pour chaque état q, calcul de First(X) pour un représentant X ∈ θb(q)
donné ;
6. chaque état q dont le terme constant c(q) est non nul est identifié
comme un état final ;
7. pour chaque paire d’états (qi, qj), il y a une transition étiquetée par a si
on trouve une feuille de First(qi, a) telle qu’il existeX ∈ B(π(l))∩θb(qj).
Par rapport à l’algorithme donné pour les termes dérivés, l’algorithme
des termes dérivés cassés se distingue par le fait que chaque chemin peut
engendrer plusieurs chemins cassés. Cependant ces chemins sont limités par le
nombre de liens secondaires, ou plutôt par le nombre de nœuds dans lesquels
arrive un lien secondaire, puisqu’un chemin cassé peut être vu comme un
chemin ’normal’ partant d’un nœud extrémité d’un lien secondaire. Il en
résulte que l’algorithme reste quadratique mais en O(n2).
Exemple 34. Prenons l’exemple très simple de l’expression E3 = (a + b) ·
(c+ d) dont l’arbre est présenté sur la Figure 4.8.
Sur cet exemple nous n’avons pas a nous préoccuper de marques particu-
lières puisque tous les sous-arbres sont différents : les noms des nœuds sont
les marques.
Il existe un unique lien primaire entre x2 et x3. On a ω(x1) = ω(x2) =
{x4, x5} et ω(x3) = {x6, x7}. Il y a donc des liens secondaires entre x2 et x6
d’une part et x7 d’autre part. De plus les mots x4 :: x3 et x5 :: x3 sont les
états initiaux de l’automate des termes dérivés cassés.
On a également π(x4) = π(x5) = x3 et π(x6) = π(x7) = ε. Le cassage du
mot x3 donne B(x3) = {x6, x7}. Les termes dérivés cassés sont donc {x4 ::
x3, x5 :: x3, x6, x7, ε}.
Comme First(x4 :: x3) = First(x5 :: x3) = {x6, x7}, on peut construire
l’automate des termes dérivés cassés de la Figure 4.9.
Remarque 8. Dans la version 1.4 de la plateforme de manipulation d’au-
tomates Vaucanson, le calcul de l’automate des termes dérivés et le calcul
de l’automate des termes dérivés cassés se font par un algorithme hybride
entre l’algorithme de [5] et l’algorithme de [18] : les dérivations par rapport à
chaque lettre de l’alphabet sont effectuées pour chaque terme dérivé (cassé)
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jusqu’à ce qu’aucun nouveau ne soit créé, comme dans la méthode d’Anti-
mirov. Les termes dérivés (cassés) sont néanmoins représentés par une liste
de nœuds de l’arbre comme dans [18]. Le premier élément de la liste est
alors décomposé tant qu’il s’agit d’un produit afin de garantir l’unicité de la
décomposition – raisonnement similaire à celui que nous adoptons dans la
première section de ce chapitre –. L’identification des termes dérivés (cassés)
égaux est alors réalisée par une reconnaissance lexicographique de la liste des
éléments de la liste un à un.
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·+ +
∗ · a a
a a +
b 1
x1
x2 x3
x4 x5 x6 x7
x8 x9 x10
x11 x12
Figure 4.6 – l’arbre syntaxique TE2
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·+ +
∗ · a a
a a +
b 1
Figure 4.7 – l’arbre syntaxique décoré TE2
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·+ +
a b c d
x1
x2 x3
x4 x5 x6 x7
Figure 4.8 – L’arbre syntaxique TE3
x4 :: x3
x5 :: x3
x6
x7
ε
a
b
a
b
c
d
Figure 4.9 – L’automate des termes dérivés cassés de E3
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Chapitre 5
Multiplicités
Le but de ce chapitre est de généraliser les études et les résultats précé-
demment présentés au cas des expressions rationnelles à multiplicités dans
un semi-anneau K. La première chose qu’il faut faire, pour manipuler les
expressions rationnelles à multiplicités, est de définir le cadre dans lequel
on peut les considérer. En effet, l’étoile d’un scalaire de K n’étant pas né-
cessairement définie, il faut s’assurer tout d’abord que la notion d’étoile soit
cohérente dans le semi-anneau K. Ensuite il faut également s’assurer qu’étant
donné une expression sur K, les étoiles des scalaires soient définies.
Les termes dérivés d’une expression rationnelle à multiplicités ont été dé-
finis dans [31] afin de pouvoir construire un K-automate qui soit un quotient
de l’automate des positions de l’expression. Comme pour le cas booléen, les
termes dérivés sont définis conjointement à une opération de dérivation. Ce-
pendant la relation entre termes dérivés et cette dérivation n’est pas aussi
directe que dans le cas booléen. En effet la dérivation à multiplicités ne
produit pas des ensembles d’expressions rationnelles mais des combinaisons
linéaires – c’est-à-dire des ensembles dont chaque élément est pondéré par
un élément de K – d’expression rationnelles. Par le jeu des coefficients qui
peuvent s’annuler, un terme dérivé peut ’disparaître’ de la combinaison li-
néaire obtenue par dérivation. C’est pourquoi, pour les expressions à multi-
plicités, les termes dérivés sont définis par une induction sur des ensembles
d’expressions rationnelles. Ce sont les états de l’automate et les combinai-
sons linéaires obtenues par dérivation permettent d’obtenir les transitions de
l’automate des termes dérivés.
Dans ce chapitre nous donnons un algorithme pour construire l’auto-
mate des termes dérivés d’une expression rationnelle à multiplicités. Cet al-
gorithme utilise, comme dans le cas booléen, des chemins de nœuds de l’arbre
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pour représenter les termes dérivés. Un marquage de ces nœuds et des règles
de réduction permettent d’identifier les termes dérivés. Les transitions sont
également calculées par des calculs sur l’arbre.
Finalement nous proposons une définition pour les termes dérivés cassés.
Cette définition introduit le cassage d’une expression à multiplicités sous
forme d’une combinaison linéaire d’expressions rationnelles. Les termes dé-
rivés cassés permettant la construction d’un automate, nous donnons éga-
lement un algorithme pour calculer cet automate. Cet algorithme est une
synthèse des résultats pour les termes dérivés cassés booléens et pour les
termes dérivés à multiplicités.
5.1 K-expressions rationnelles
Afin de généraliser nos résultats, il nous faut d’abord donner une défini-
tion des expressions rationnelles à multiplicités. En particulier il nous faut
énoncer les identités triviales qui seront utilisées. Certains choix sont justifiés
lors de la définition des termes dérivés.
5.1.1 Définitions et notations
Lorsque l’on traite des séries rationnelles, plus particulièrement de l’étoile
de celles-ci, il faut définir une distance, au moins implicitement, sur le semi-
anneau des coefficients. Dans tout ce chapitre, K est donc un semi-anneau
topologique, c’est-à-dire que K est muni d’une topologie pour laquelle l’ad-
dition et la multiplication sont continues, et A est un alphabet. L’addition
sur K est notée ⊕ et la multiplication est notée par une simple concaténa-
tion. Par extension, ⊕ note également l’addition dans les séries à coefficients
dans K. Le semi-anneau K n’est, a priori, pas commutatif. Sur le semi-anneau
topologique K pour tout élément k, la famille {kn}n∈N peut être, ou ne pas
être, sommable. Lorsqu’elle est sommable, nous appellerons étoile de k sa
somme, notée k∗ :
k∗ =
∑
n∈N
kn .
Lorsqu’elle n’est pas sommable, nous dirons que l’étoile de k n’est pas définie.
Si K est un semi-anneau topologique fort, c’est-à-dire que le produit
de deux familles sommables est sommable, alors il est possible de munir le
semi-anneau des séries formelles K〈〈A∗〉〉 de la topologie produit dérivée de la
topologie de K – ce qui est plus intéressant que d’utiliser la topologie produit
dérivée de la topologie discrète sur K – (cf. [43, III.1.3]).
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Les opérations rationnelles peuvent alors être définies pour les séries ra-
tionnelles. Soient s et t deux séries :
<s⊕ t, w> = <s,w>⊕ <t, w> ,
<st, w> = σuv=w<s, u><t, v> ,
s∗ = σn∈Ns
n .
L’étoile de la série s n’est définie que si la série est propre, c’est-à-dire si
le coefficient de 1K dans la série s est nul.
Expressions rationnelles à multiplicités
Définition 18. Une expression rationnelle sur A∗ à multiplicités dans un
semi-anneau K, ou K-expression rationnelle, est une formule bien parenthé-
sée obtenue inductivement par la grammaire :
E→ {a | a ∈ A} | 0 | 1 | (E+ E) | (E · E) | (E∗) | (kE), k ∈ K | (Ek), k ∈ K .
On note KRatEA∗ l’ensemble des K-expressions rationnelles sur A∗.
L’unité du semi-anneau K est notée 1K pour éviter toute confusion avec
le mot vide 1A∗ et l’expression 1. Pour éviter également des confusions entre
des scalaires et l’expression 1 (par exemple dans l’expression (21), nous nous
autorisons à noter l’expression 1 par 1A∗ (qui donne (21A∗)) même si nous
sommes conscient que le mot vide et l’expression 1 ne sont pas les mêmes
objets.
Exemple 35. Les formules suivantes sont des expressions rationnelles :
((3a) + (2b)) ((a · ((a∗2) + 1A∗))3) .
Remarque 9. Les expressions rationnelles à multiplicités sont souvent (cf.
[41] ou [14] par exemple) définies par :
E→ {a | a ∈ A} | 0 | 1 | k ∈ K | (E+ E) | (E · E) | (E∗) .
C’est-à-dire que les multiplicités sont considérées directement comme des
atomes et les multiplications scalaires à gauche et à droite sont alors confon-
dues avec la concaténation. Nous ne prenons pas ce formalisme car dans nos
constructions les scalaires et les lettres ne jouent pas le même rôle et les mul-
tiplications à droite et à gauche ne sont pas traités comme la concaténation.
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Le parenthésage des expressions rationnelles pourra être implicite lors-
qu’il n’y a pas de confusion (par exemple les multiplicités à gauche et à droite
sont appliquées à la plus petite expression à laquelle elles sont accolées –.
De plus, les concaténations à droite consécutives pourront être écrites sans
parenthèses.
Nous appelons K-expression unitaire (à gauche et à droite) une expres-
sion rationnelle qui n’est ni (kE), ni (Ek) – donc soit une somme, soit une
concaténation, soit une étoile, soit un atome –.
Exemple 36. L’expression rationnelle 3(a·b) n’est pas unitaire. En revanche,
l’expression (3a · b) l’est (avec le parenthésage explicite, la multiplicité 3
s’applique à a et non à a · b).
Comme dans le cas booléen, nous définissons des identités dites triviales
modulo lesquelles les K-expressions rationnelles sont calculées. Ces identités
sont les identités (T) du cas booléen auxquelles on ajoute des identités pour
les multiplications à gauche et à droite par un scalaire :
(0KE) ≡ (E0K) ≡ 0 , (1KE) ≡ (E1K) ≡ E
(1k) ≡ (k1) , ((k1) · E) ≡ (kE) , (E · (k1)) ≡ (Ek) ,
(k(k′E)) ≡ (kk′E) , ((kE)k′) ≡ (k(Ek′)) , ((Ek)k′) ≡ (Ekk′) .
La considération de ces identités permet à nouveau d’éviter d’avoir 0
comme sous-expression d’une expression non nulle. En outre, les trois der-
nières identités permettent de représenter toute K-expression rationnelle par
un triplet (k,E, k′) où k et k′ sont des éléments de K et E est une expression
unitaire.
Exemple 37. L’expression 2(a · 31A∗)3 se réduit par identités triviales
en 2(a9).
Remarque 10. Il est courant d’utiliser également comme identité triviale
la commutativité des multiplicatition par un scalaire à gauche et à droite :
(ak) ≡ (ka). Nous ne la retenons pas car les définitions que nous donnerons
des termes dérivés ne commutent pas à cette identité.
Il est également possible de définir une profondeur sur les K-expressions
afin de réaliser des raisonnements inductifs sur celles-ci. La profondeur d’une
expression rationnelle à multiplicités dans K est définie comme celle d’une
expression booléenne, augmenté de :
d(Ek) = d(kE) = d(E) + 1 .
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Rappelons que l’addition sur le semi-anneau K est notée ⊕, la multipli-
cation implicitement et que les neutres sont 0K et 1K.
Définition 19. Le terme constant d’une expression rationnelle est un élé-
ment de K défini par :
c(0) = 0K, c(1) = 1K, ∀a ∈ A c(a) = 0K ,
c((kE)) = kc(E), c((Ek)) = c(E)k ,
c((F+ G)) = c(F)⊕ c(G), c((F · G)) = c(F)c(G) ,
c((E∗)) = c(E)∗ si le membre de droite est défini. .
On dit qu’une expression rationnelle est valide si son terme constant est
défini – et alors toutes ses sous-expressions sont valides –.
Les expressions rationnelles à multiplicités dans K sont une manière de
représenter les séries rationnelles à coefficients dans K. La série dénotée par
l’expression rationnelle E est définie par :
|0| = 0 , |1| = 1A∗ , |a| = a ,
|(kE)| = k|E| , |(Ek)| = |E|k ,
|(E+ F)| = |E| ⊕ |F| ,
|(E · F)| = |E||F| ,
|(E∗)| = |E|∗ .
Comme dans le cas booléen, où le terme constant exprime l’appartenance
du mot vide au langage reconnu par une expression rationnelle, le terme
constant d’une expression rationnelle à multiplicité est égal à la multiplicité
du mot vide 1A∗ dans la série rationnelle qu’elle dénote.
Il faut bien faire la différence entre le monôme kE – que nous pourrons
également noter [kE] pour éviter toute confusion – et l’expression ration-
nelle (kE). Cette distinction est d’autant plus importante par la suite lorsque
les combinaisons linéaires d’expressions sont définies.
L’ensemble des séries rationnelles sur A∗ a coefficients dans K est la
clôture rationnelle de l’ensemble des polynômes sur A∗ à coefficients dans K.
Proposition 42. Une série formelle est rationnelle si, et seulement si, elle
est dénotée par une K-expression rationnelle valide.
Le théorème suivant, relie, comme le théorème de Kleene dans le cas
booléen, les séries rationnelles avec les séries reconnaissable (cf. [43, Th.
III.3.5]).
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Théorème 43 (Kleene-Schützenberger). Une série de K〈〈A∗〉〉 est ration-
nelle si, et seulement si, elle est le comportement d’un K-automate fini
sur A∗.
Combinaisons linéaires de K-expressions
Par la suite, pour définir les termes dérivés et les termes dérivés cassés,
nous avons besoin d’introduire les combinaisons linéaires à gauche d’expres-
sions rationnelles. Ces combinaisons forment un K-module, c’est-à-dire que
l’addition est commutative et la multiplication à gauche par un scalaire de K
est distributive :
kE⊕ k′F = k′F⊕ kE, kE⊕ k′E = [k ⊕ k′]E .
Nous ajoutons également à ce module une multiplication à droite par un
scalaire et une concaténation à droite par une expression :
([kE] · F) ≡ k(E · F), ([kE]k′) ≡ k(Ek′) ,
([E ⊕ E′] · F) ≡ (E · F)⊕ (E′ · F), ([E⊕ E′]k) ≡ (Ek) ⊕ (E′k) .
Nous ne définissons pas une multiplication sur l’ensemble des combinai-
sons linéaires car, comme la concaténation des expressions rationnelles n’est
pas associative, cette multiplication ne serait alors pas associative non plus.
L’ensemble des combinaisons linéaires à gauche ne forme donc pas une semi-
algèbre.
Arbre syntaxique
Comme nous l’avons déjà fait remarquer, toute K expression rationnelle
peut être représentée par un triplet (k,E, k′), avec E unitaire. Afin de rester
proche du modèle booléen, nous choisissons ces représentations en triplets
pour l’arbre syntaxique d’une K-expression. C’est-à-dire que les nœuds de
l’arbre sont des triplets (k, u, k′) où u représente un sous-arbre dont la ra-
cine est une somme, une concaténation, une étoile ou un atome – i.e. un
sous-arbre représentant une expression unitaire –. Un tel u est appelé le u-
nœud – pour nœud unitaire – du nœud (k, u, k′). Il faut noter que si nous
avons choisi cette représentation de l’arbre syntaxique d’une expression pour
sa facilité d’écriture et afin de repérer facilement les expressions unitaires,
elle a le désavantage de déconnecter la profondeur de l’expression définie pré-
cédemment avec celle de l’arbre. La profondeur de l’expression serait celle
de l’arbre si nous avions choisi de représenter les multiplications par des
scalaires par des nœuds sur l’arbre.
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Les feuilles propres de l’arbre syntaxique TE d’une expression E sont les
u-nœuds de TE étiquetés par une lettre de A. Leur ensemble est toujours
noté fp(E).
Notons [|(k, u, k′)|] l’expression rationnelle représentée par le sous-arbre
dont la racine est le nœud x = (k, u, k′). Notons dans la continuité [|u|]
l’expression rationnelle unitaire représentée par u. Ainsi, on a :
[|(k, u, k′)|] = (k([|u|]k′)) .
Exemple 38. Posons F1 = (2a3 · b) et l’expression rationnelle :
E1 = 3 ((2F12) + (F
∗
12)) 3 .
L’arbre syntaxique de E1 est montré sur la Figure 5.1. Nous noterons pour
la suite ui le u-nœud associé au nœud xi. Par exemple u3 est étiqueté par ∗
et l’expression associée est [|u3|] = F∗1.
(3,+, 3)
(2, ·, 2) (1K, ∗, 2)
(2, a, 3) (1K, b, 1K) (1K, ·, 1K)
(2, a, 3) (1K, b, 1K)
x1
x2 x3
x4 x5 x6
x7 x8
Figure 5.1 – L’arbre syntaxique de E1
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Un u-nœud pondéré est un triplet (k, u, k′) où k et k′ sont des éléments
de K. Il est important de noter que si un nœud x de l’arbre est bien un
u-nœud pondéré, la réciproque n’est pas vraie. C’est-à-dire que nous nous
autorisons à donner des coefficients aux u-nœuds qui n’apparaissent pas né-
cessairement dans l’arbre syntaxique de l’expression – seule l’expression uni-
taire doit apparaître dans l’arbre –.
Sur les u-nœuds pondérés il est possible d’étendre la définition d’expres-
sion rationnelle associée et de définir un terme constant naturellement :
(i) [|(k, u, k′)|] = (k([|u|]k′)),
(ii) c((k, u, k′)) = c([|(k, u, k′)|]).
Exemple 39 (Ex. 38 cont.). Par exemple le u-nœud pondéré (2, u6, 2) n’est
pas un nœud de l’arbre TE1 . Il représente pourtant la même expression que
le nœud x2 : [|(2, u6, 2)|] = 2F12.
Nous étendons également la notion de premières feuilles d’un nœud – ou
d’une expression – pour les expressions à multiplicités :
Définition 20. La fonction First associe à tout u-nœud pondéré de l’arbre
syntaxique TE de l’expression E une combinaison linéaire à gauche de feuilles
propres définie inductivement par :
First(0) = First(1) = 0K ,
First((k, u, k′)) =
{
ku si u ∈ fp(E)
kFirst(u) sinon.
,
First(x+ y) = First(x)⊕ First(y) ,
First(x · y) = First(x)⊕ c(x)First(y) ,
First(x∗) = c(x)∗First(x) ,
où (k, u, k′), x et y sont des u-nœuds pondérés.
Exemple 40 (Ex. 38 cont.). On a par exemple :
First(x1) = 12u4 ⊕ 6u7 .
Comme nous le verrons par la suite, les termes dérivés et les termes
dérivés cassés d’expressions à multiplicités sont des concaténations à droite
pondérées de sous-expressions unitaires. C’est pourquoi nous considérons les
mots dont les lettres sont des u-nœuds pondérés. Le mot ε représente le mot
vide sur cet alphabet. Sur ces mots, à l’instar des mots de nœuds booléens,
nous étendons les fonctions terme constant et First :
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(i) c(x1 :: x2 :: . . . :: xn) = c(x1)c(x2) . . . c(xn),
(ii) First(ε) = 0K,
(iii) First(x1 :: . . . :: xn) = First(x1 :: . . . :: xn−1) ⊕
c(x1 :: . . . :: xn−1)First(xn).
Pour simplifier les écritures, nous nous autorisons à simplifier la nota-
tion des u-nœuds pondérés dont l’expression unitaire est 1. Ces expressions
apparaîtront beaucoup dans les mots que nous calculerons et, par le jeu
des expressions triviales, représentent sur l’expression dénotée par un mot,
non pas une concaténation, mais une multiplication à droite par un scalaire.
Ainsi, nous simplifions le u-nœud pondéré (k′, 1, k′′) en k, avec k = k′k′′. Un
tel u-nœud pondéré sera naturellement appelé une multiplicité, ou poids.
Exemple 41 (Ex. 38 cont.). Par exemple on a :
[|3 :: x5 :: 2 :: 3|] = (3(b6))
[|3 :: x8 :: (1K, x3, 1K) :: 2 :: 3|] = ((3b) · F
∗
1)6
[|2 :: 3|] = (61A∗)
[|x3 :: 2 :: 3|] = F
∗
16 .
Et on a :
First(3 :: x5 :: 2 :: 3) = 3u5
First(3 :: x8 :: (1K, x3, 1K) :: 2 :: 3) = 3u8
First(2 :: 3) = 0
First(x3 :: 2 :: 3) = 2u7 .
5.1.2 Représentation canonique
Dans le cas booléen, les termes dérivés étaient représentés par des mots
sur les nœuds car ils étaient des concaténations à droite de sous-expressions.
Pour les expressions à multiplicités, nous allons montrer par la suite que
les termes dérivés, et les termes dérivés cassés, sont des concaténations de
sous-expressions unitaires pondérées. Il apparaît donc que les termes dérivés
pourront être représentés par des mots sur les u-nœuds pondérés. Nous allons
donc développer dans cette sous-section une méthode similaire à celle du cas
booléen, avec des marques sur les nœuds et u-nœuds, qui permet de les
identifier et d’avoir une représentation canonique d’une concaténation de
sous-expressions unitaires pondérées par un mot sur les u-nœuds pondérés.
Plusieurs particularités des multiplicités rendent la tâche plus complexe que
dans le cas booléen.
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Dans le cas booléen, il était possible de ne s’intéresser qu’aux mots
propres car il suffisait ’d’effacer’ les lettres 1 du mot sans que cela ne change
l’expression associée. Ceci n’est pas aussi direct dans le cas à multiplicités car
seules les lettres (1K, 1, 1K) peuvent être effacées. Les autres poids non égaux
à l’unité doivent être traités différemment. En particulier il est nécessaire,
avant de faire tout autre calcul, de transformer le mot afin de se ’conformer’
aux identités triviales introduites par les multiplicités. La première opération
est alors de regrouper les poids successifs.
Les marques
L’arbre syntaxique de l’expression E est ’marqué’ de telle manière que
chaque u-nœud u a une marque u telle que u = v si [|u|] = [|v|], c’est-à-dire
que u et v sont racines d’arbres isomorphes. La définition de marque s’étend
aux u-nœuds pondérés par :
(k, u, k′) = (k, u, k′) .
Dans un souci de simplicité, nous continuons d’appeler poids les marques des
poids (les u-nœuds pondérés dont l’expression unitaire est l’unité). Les mots
sur les marques sont les mots dont les lettres sont des marques de u-nœuds
pondérés.
Exemple 42 (Ex. 38 cont.). Notons αi la marque du u-nœud ui. On a alors
les égalités suivantes :
α4 = α7 α5 = α8
de plus comme les poids sont identiques, on a x4 = x7 et x5 = x8 et donc on
a également :
α2 = α6 .
Il est important de remarquer que l’on n’a néanmoins pas x2 = x6 car les
poids diffèrent.
Les identités triviales
Dans un premier temps, pour transformer un mot sur les marques en
un mot canonique pour l’expression associée, nous allons le transformer de
la même manière que les identités triviales permettent de transformer des
expressions. Il faut noter que, contrairement aux réductions vues dans le cas
booléen – et dont l’adaptation aux multiplicités suit –, les réductions que
nous effectuons ici sont totalement indépendantes de l’expression E.
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Nous allons ainsi tout d’abord transformer un mot sur les marques afin
qu’il soit cohérent avec les identités :
((Ek)k′) = (Ekk′) et (k(k′E)) = (kk′E) .
Pour cela il suffit de remplacer tous poids consécutifs en leur produit :
α1 :: . . . :: k :: k
′ :: · · · →ρ1 α1 :: . . . :: kk
′ :: . . . .
Exemple 43 (Ex. 38 cont.). Par exemple 3 :: x5 :: 2 :: 3 se réduit par ρ1
en 3 :: x5 :: 6.
Dans un deuxième temps, nous rendons cohérent le mot pour l’identité :
((k1) · (k′E)) = (kk′E) .
Pour cela il faut rentrer le coefficient dans le premier terme de la conca-
ténation à droite :
k :: (k1, u1, k
′
1) :: · · · →
ρ2 (kk1, u1, k
′
1) :: . . . .
Exemple 44 (Ex. 38 cont.). Par exemple 3 :: x5 :: 6 se réduit par ρ2
en (3, α5, 1K) :: 6.
Finalement, nous transformons l’expression pour la rendre cohérente
avec :
((Ek) · (k′1) = (Ekk′)
Comme les mots sur les marques représentent des concaténations à droite, le
coefficient en fin de mot ne doit être rentré dans la marque précédente que
dans le cas où celle-ci est également la première marque du mot :
(k1, u1, k
′
1) :: k →
ρ3 (k1, u1, k
′
1k) .
Exemple 45 (Ex. 38 cont.). Par exemple (3, α5, 1K) :: 6 se réduit par ρ3
en (3, α5, 6). En revanche, (3, α5, 1K) :: 6 :: (2, α1, 3) ne se réduit pas par ρ3.
Après avoir réalisé successivement les transformations ρ1, ρ2 et ρ3, un
mot de marque X quelconque est donc remplacé par un mot de marque Y i =
ρ3(ρ2(ρ1(X))) tel que :
(i) il n’y a pas deux poids consécutifs dans Y ;
(ii) Y ne commence pas par un poids ;
(iii) si Y est de longueur 2 alors ses lettres ne sont pas des poids ;
(iv) X et Y représentent la même expression.
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Réduction
Lorsque le mot a été transformé pour être cohérent avec les identités
triviales, nous allons réaliser les réductions qui permettent d’avoir une repré-
sentation canonique des concaténations de sous-expressions. Contrairement
aux transformations précédentes, les règles de réductions présentées mainte-
nant sont dépendantes de l’expression rationnelle, ou plus particulièrement
de son arbre syntaxique, que l’on considère.
Soit R l’ensemble des règles de réécriture sur les mots de marques :
(k1, α1, k
′
1) :: (k2, α2, k
′
2)→ (1K, u, 1K)
avec α1, α2 et u tels qu’il existe v = x1 · x2 où x1 = (k1, u1, k′1) et x2 =
(k2, u2, k
′
2) et avec u1 = α1, u2 = α2 et v = u. C’est-à-dire des nœuds dont
les marques sont respectivement α1 et α2 et qui sont fils gauche et droit d’un
u-nœud étiqueté par une concaténation et dont la marque est u.
Exemple 46 (Ex. 38 cont.). Pour E1 il y a une seule règle dans R car les
deux concaténations amènent la même règle sur les marques :
(2, α4, 3) :: (1K, α5, 1K)→ (1K, α2, 1K) .
Notons ρ4 la réduction préfixe par l’ensemble des règles R. La réduc-
tion complète est notée ρ : pour tout mot sur les marques X , on a ρX =
ρ3(ρ4(ρ3(ρ2(ρ1(X))))). Le dernière occurrence de ρ3 vient du fait que la ré-
duction préfixe ρ4 réduit la taille du mot et il est possible qu’il devienne de
longueur 2 et il faut alors à nouveau vérifier si la deuxième marque est un
poids. Avec cet ajout, il apparaît que la réécriture ρ est idempotente. En
outre toutes les transformations ont été choisies dans le souci de conserver
l’expression rationnelle dénotée :
[|ρX |] = [|X |] .
La réduction ρ permet l’écriture de manière canonique de concaténations
à droite de sous-expressions unitaires pondérées comme le prouve le théorème
suivant :
Théorème 44. Soient X et Y deux mots sur les marques. On a :
[|X|] = [|Y |]⇔ ρ
(
X
)
= ρ
(
Y
)
.
Démonstration. Comme la réduction est idempotente, nous allons montrer
que si X et Y sont réduits par ρ, alors ils sont égaux si, et seulement si,
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ils dénotent la même expression. La réciproque est triviale, montrons donc
que s’ils dénotent la même expression, alors ils sont égaux. Soient X = x1 ::
. . . :: xn et Y = y1 :: . . . :: ym deux mots réduits sur les marques, avec
xi = (ki, ui, k
′
i) et yi = (hi, vi, h
′
i).
Par induction sur n et sur m : Cas n = 1 :
m = 1 : [|X |] = [|Y |] si, et seulement si, [|x1|] = [|y1|], c’est-à-dire [|u1|] = [|v1|],
k1 = h1 et k′1 = h
′
1, soit X = Y .
m = 2 : comme Y est réduit, ni y1, ni y2 ne sont des poids. Dans ce cas
[|X|] = [|Y |] si, et seulement si, [|x1|] = [|y1|] · [|y2|]. Ce qui implique k1 =
k′1 = 1K et il existe x tel que x = x1 et x = y1 ·y2. Ce cas est impossible
puisque Y a été réduit par ρ4.
m > 2 : Ce cas se réduit inductivement au cas précédent qui est impossible.
Cas n > 1 et m > 1 : par identification sur l’expression rationnelle [|X |],
on a [|X |] = [|Y |] seulement si xn = ym et l’on peut donc revenir au premier
cas.
5.2 Termes dérivés
Dans cette section nous rappelons la définition des termes dérivés et de
la dérivation qui leur est associée dans le cas des expressions rationnelles
à multiplicités. Cette définition a été donnée dans [31]. Par rapport au cas
booléen, un certain nombre de choix sont à faire si l’on souhaite étendre la
définition des termes dérivés, en particulier en ce qui concerne le traitement
des expressions avec des poids à gauche et à droite. La définition qui a été
retenue l’a été afin d’avoir, comme dans le cas booléen, l’automate des termes
dérivés quotient de l’automate des positions. Nous verrons entre autre que
cette condition amène à considérer différemment les multiplications à gauche
et à droite, ce qui justifie notre choix de ne pas construire les expressions
modulo la commutativité des multiplicités sur les atomes.
5.2.1 Définition
Définition 21 ([31]). Soit E une expression K-rationnelle et a une lettre
de A. La K-derivation de E par rapport à a, notée
∂
∂a
E, est la combinaison
linéaire à gauche d’expressions rationnelles à coefficients dans K, définie par
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les formules suivantes :
∂
∂a
0 =
∂
∂a
1 = 0 ,
∂
∂a
b =
{
1 si b = a
0 sinon
,
∂
∂a
(k E) = k
∂
∂a
E ,
∂
∂a
(E k) =
([
∂
∂a
E
]
k
)
,
∂
∂a
(E+F) =
∂
∂a
E⊕
∂
∂a
F , (5.1)
∂
∂a
(E · F) =
([
∂
∂a
E
]
· F
)
⊕ c(E)
∂
∂a
F , (5.2)
∂
∂a
(E∗) = c(E)∗
([
∂
∂a
E
]
· (E∗)
)
. (5.3)
La dérivation d’une combinaison linéaire est définie par linéarité :
∂
∂a
(⊕
i∈I
ki Ei
)
=
⊕
i∈I
ki
∂
∂a
Ei . (5.4)
Exemple 47 (Ex. 38 cont.). La dérivation de E1 par rapport à a donne :
∂
∂a
F1 = 2(
∂
∂a
(a3) · b)
= 2((1A∗3) · b) = [2(3b)]
∂
∂a
E1 = 3
(
∂
∂a
((2F12) + (F
∗
12))
)
3
= 3
(
2(
∂
∂a
F12)⊕ ((
∂
∂a
F1 · F
∗
1)2
)
3
= [12(3b2)] ⊕ [6(((3b) · F∗1)6)] .
Nous rappelons que [12(3b2)] est le monôme de coefficient 12 et d’expres-
sion rationnelle (3b2), ce qui est différent de [36(b2)] qui est le monôme de
coefficient 36 de l’expression (b2).
Cette dérivation par rapport à une lettre permet une dérivation par rap-
port à un mot :
Définition 22. La dérivation de E par rapport à un mot non vide ua de A∗
est définie par induction par :
∂
∂ua
E =
∂
∂a
(
∂
∂u
E
)
.
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Exemple 48 (Ex. 38 cont.). La dérivation de E1 par rapport à ab et aba
donnent :
∂
∂ab
E1 =
∂
∂b
12(3b2) ⊕ 6(((3b) · F1)6)
= 36(21A∗)⊕ 18(F16)
∂
∂aba
E1 =
∂
∂a
36(21A∗)⊕ 18(F16)
= 36((3b)6) .
Contrairement au cas booléen, la définition de termes dérivés à partir
des termes qui apparaissent dans les dérivations par rapport à un mot et la
définition inductive de l’ensemble des termes dérivés ne donnent pas le même
résultat. Dans le but de garder, dans le cas à multiplicités, l’automate des
termes dérivés comme quotient de l’automate des positions de l’expression,
nous prenons la définition inductive des termes dérivés :
Définition 23 ([31]). L’ensemble TD (E) des vrais termes dérivés de l’ex-
pression E est défini inductivement par les règles suivantes :
TD (0) = TD (1) = ∅ , ∀a ∈ A, TD (a) = {1} ,
∀k ∈ K, TD (k E) = TD (E) , TD (E k) = (TD (E) k) ,
TD (E+ F) = TD (E) ∪ TD (F) ,
TD (E · F) = (TD (E) · F) ∪ TD (F) ,
TD (E∗) = (TD (E) · (E∗)) .
L’expression E n’est pas nécéssairement dans TD (E) et l’ensemble des
termes dérivés de E est : D (E) = TD (E) ∪ {E} .
Exemple 49 (Ex. 38 cont.). Les vrais termes dérivés de E1 sont :
TD (F1) = TD ((a3) · b)
= {(1A∗3) · b} ∪ TD (b) = {(3b), 1A∗}
TD (E1)
= TD ((2F12) + (F
∗
12)) 3
= (TD (F12) 3) ∪ (TD (F
∗
12) 3)
= {3b6, 6, ((3b) · F∗1)6, (F
∗
16)} .
La définition inductive des vrais termes dérivés – et celle des termes
dérivés qui en découle – permet d’énoncer la proposition suivante :
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Proposition 45. Les termes dérivés d’une expressions rationnelle E sont
des concaténations à droite de sous-expressions unitaires de E pondérées.
Une induction sur la profondeur de l’expression permet de relier la déri-
vation avec l’ensemble des termes dérivés :
Théorème 46 ([31]). Soit D (E) = {K1, ...,Kn} l’ensemble des termes dé-
rivés de E. Pour toute lettre a de A, il existe une matrice carrée aµ, de
dimension n et à coefficients dans K telle que :
∀i 6 n
∂
∂a
Ki =
⊕
j
aµi,jKj .
Définition 24. L’automate des termes dérivés d’une K-expression E est
l’automate D(E) dont les états sont les termes dérivés.
(i) La fonction initiale vaut 1 pour E et 0 pour tous les autres termes
dérives.
(ii) La fonction finale est le terme constant du terme dérivé.
(iii) Il y a une transition de Ki à Kj étiqueté par ka si k = aµi,j 6= 0K.
Exemple 50 (Ex. 38 cont.). La Figure 5.2 représente l’automate des termes
dérivés de E1.
E1
3b6
(3b · F∗1)6
61A∗
F∗16 6
6
12a
6a
3b
2a
3b
Figure 5.2 – L’automate D(E1)
L’automate D(E) reconnaît la série dénotée par E et est un quotient de
l’automate des positions [31]. C’est ce résultat qui a motivé deux choix dans
nos définitions qui sont explicités dans les deux remarques suivantes :
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Remarque 11 ([31]). Nous avons choisi comme définition pour les termes
dérivés avec multiplicités la définition inductive. Ce n’est pas, comme la gé-
néralisation du cas booléen pourrait faire penser, l’ensemble des expressions
qui apparaissent avec un coefficient non nul dans une dérivation par rapport
à un mot non vide.
Ceci s’explique par la possibilité qu’un terme apparaissant lors d’une
dérivation par rapport à une lettre d’un terme dérivé n’apparaisse pas dans
la dérivation par rapport à un mot non-vide car il peut exister plusieurs
chemins dont les coefficients s’annulent. Il est même possible que la dérivation
par rapport à une lettre – et non un mot – ne fasse pas apparaître certains
termes dérivés.
Par exemple, si l’on prend l’expression rationnelle à coefficients dans Z :
a+ (−1a) alors la dérivation par rapport à a donne :
∂
∂a
a+ (−1)a = 1⊕−1[1] = 0 .
Les dérivations par rapport à tout mot non vide donnent le même résultat.
Si l’on prenait une définition des termes dérivés basés sur la dérivation, l’ex-
pression a+(−1a) aurait pour automate de termes dérivés un automate avec
un unique état initial. Ce n’est pas le quotient de l’automate des positions
qui a un état initial et un état final ( sans transition).
La définition des termes dérivés inductive donne TD (a+ (−1a)) = {1},
ce qui correspond donc a un automate des termes dérivés à deux états, un état
initial, un état final et aucune transition. Cet automate est bien un quotient
de l’automate des positions, qui a trois états, un initial, deux finaux, et des
transitions étiquetées respectivement a et−a de l’état initial aux deux états
finaux (cf.Figure 5.4).
Figure 5.3 – L’automate D(a+ (−1)a)
Remarque 12. De la même manière, le choix de ne pas calculer les expres-
sions modulo l’identité (ak) ≡ (ka) se justifie par le fait que l’on veut que
l’automate des termes dérivés soit un quotient de l’automate des positions.
En effet, l’expression rationnelle ((c · b)k) est telle qu’avec cette identité,
l’automate des termes dérivés construit ne serait pas le quotient de l’auto-
mate des positions. Dans ce cas c’est même le Théorème 46 qui ne s’applique
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a−a
Figure 5.4 – L’automate des positions de a+ (−1)a
plus, en effet :
∂
∂c
(c · b)k = (bk) ≡ (kb)
∂
∂b
kb = k1A∗ .
Pourtant la définition inductive donne :
TD ((c · b)k) = TD (c · b) k = {(bk), (1k)} ≡ {(kb), (k1)}.
Le terme dérivé 1 n’apparaît pas dans la définition inductive, c’est k1 qui le
remplace.
5.2.2 Calcul de l’automate
Chemins et termes dérivés
Afin de construire l’automate des termes dérivés d’une expression à mul-
tiplicités dans K, nous allons d’abord montrer comment, comme dans le cas
booléen, les termes dérivés peuvent être exprimés sous formes de mots sur
les u-nœuds pondérés obtenus par un chemin dans l’arbre syntaxique.
Il est toujours possible de décorer l’arbre syntaxique à la manière de ce
qui est fait dans le cas booléen. Seule une différence pour les liens : le lien qui
part d’un fils gauche d’un nœud concaténation pointe sur son frère, comme
dans le cas booléen, mais le lien qui part d’un fils d’un nœud étoilé pointe vers
le u-nœud de son père. Cette modification se justifie par le fait que si deux
u-nœuds sont fils d’une concaténation, alors l’expression qui est représentée
est bien la concaténation des deux u-nœuds. Par contre, lorsqu’une sous-
expression est étoilée, elle est unitaire et donc indépendante des poids sur le
nœud père.
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Les chemins qui permettent d’obtenir les termes dérivés sont les mêmes
physiquement sur l’arbre que dans le cas booléen mais le mot qui leur est
associé est différent car les poids droits sont récoltés également tout le long
du trajet.
Formellement, le chemin associé au u-nœud pondéré x = (k, u, k′) est
défini par le mot suivant :
πr(x) =


ε si x est la racine et si k′ = 1K,
k′ si x est la racine et k′ 6= 1K,
k′ :: (1K, v, 1K) :: πr(φ(x)) si v = x∗,
k′ :: y :: πr(φ(x)) si φ(x) = x · y,
k′ :: πr(φ(x)) sinon.
Lorsqu’il n’y a pas d’ambiguïté sur la racine, il est possible d’écrire π(x). De
même, si u est un u-nœud, il sera possible d’écrire π(u) pour π((1K, u, 1K)).
Exemple 51 (Ex. 38 cont.). On a par exemple :
π(u4) = 3 :: x5 :: 2 :: 3 ,
π(u5) = 2 :: 3 ,
π(u7) = 3 :: x8 :: (1K, u3, 1K) :: 2 :: 3 ,
π(u8) = (1K, u3, 1K) :: 2 :: 3 .
Comme dans le cas booléen, on se rend compte sur cet exemple, à travers
des calculs déjà réalisés, que les expressions associées aux chemins des feuilles
sont les termes dérivés.
Théorème 47. Soit E une expression rationnelle, TE son arbre syntaxique
de racine r. Si First(r, a) =
⊕
i kiℓi, alors :
∂
∂a
E =
⊕
i
ki[|π(ℓi)|] .
Démonstration. Dans cette preuve, nous allons calculer des chemins dans
des sous arbres, nous allons donc préciser la racine de l’arbre dans lequel le
chemin est calculé. Lorsque la racine sera omise, nous seront dans l’arbre
complet, de racine r. La preuve de ce théorème est une induction sur la
profondeur de E. Les cas de base où E est un atome sont triviaux. Supposons
donc que r = (k, u, k′).
– Si u = x+ y, c’est-à-dire que E = (k((F + G)k′)), alors :
First(E, a) = kFirst(u, a) = k(First(x, a)⊕ First(y, a)) ,
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Si First(x, a) =
⊕
j kjℓj, avec kj 6= 0K, alors on a :
πr(ℓj) = πx(ℓj) :: k
′ ,
et donc [|πr(ℓj)|] = ([|πx(ℓj)|]k′).
De la même manière pour les feuilles de G : si First(y, a) =
⊕
h khℓh
alors [|πr(ℓh)|] = ([|πy(ℓh)|]k′).
Finalement :⊕
i
ki[|π(ℓi)|] = k((
⊕
j
kj [|π(ℓj)|]k
′)⊕ (
⊕
h
kh[|π(ℓh)|]k
′))
= k
(
∂
∂a
(Fk′ + Gk′)
)
=
∂
∂a
E .
– Si u = x · y, c’est-à-dire E = (k((F · G)k′)), alors :
First(E, a) = kFirst(u, a) = k(First(x, a) ⊕ c(x)First(y, a)) .
Si y = (h, v, h′) et si First(x, a) =
⊕
j kjℓj , avec kj 6= 0K, alors on a :
πu(ℓj) = πx(ℓj) :: (h, v, 1K) :: h
′ :: k′ ,
donc [|πu(ℓj)|] = (([|πx(ℓj)|] · G)k′).
Si First(y, a) =
⊕
h khℓh alors [|πr(lh)|] = ([|πy(lh)|]k
′) et donc :⊕
i
ki[|π(ℓi)|] = k(
⊕
j
kj(([|π(ℓj)|] · G)k
′)
⊕
h
c(s)kh([|π(ℓh)|]k
′))
= k
(
∂
∂a
(F · G)k′
)
=
∂
∂a
E .
– Si u = x∗, c’est-à-dire E = (k((F∗)k′)), alors :
First(E, a) = kc(x)∗First(x, a) .
Si First(x, a) =
⊕
j kjℓj, avec kj 6= 0K, alors on a :
πr(ℓj) = πu(ℓj) :: (1K, x, 1K) :: k
′ .
donc [|πr(ℓj)|] = (([|πu(ℓj)|] · F∗)k′). et donc :⊕
i
ki[|π(ℓi)|] = kc(x)
∗
(
(
∂
∂a
F · F∗)k′
)
=
∂
∂a
E .
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Le théorème suivant, dont la preuve est similaire à celle du Théorème 36,
permet de dériver des concaténations à droite de sous-expressions – unitaires
pondérées – :
Théorème 48. Soit E une expression rationnelle et X un mot sur les nœuds
de TE. Si First(X, a) =
⊕
i kiℓi, alors :
∂
∂a
[|X|] =
⊕
i
ki[|π(ℓi)|] .
Pour une feuille propre h telle que First(π(h), a) =
⊕
i kiℓi, on a donc :
∂
∂a
[|π(h)|] =
⊕
i
ki[|π(ℓi)|] .
Et finalement, directement :
Théorème 49.
TD (E) = {[|π(ℓ)|] | ℓ ∈ fp(E)}
Construction de l’automate
Le théorème précédent, identique au cas booléen, permet, comme dans ce
cas là, de considérer que les états D(E) ne sont plus les termes dérivés mais
les mots réduits sur les marques qui les représentent. L’unique état initial
est r, la fonction finale est définie par le terme constant des mots de marques.
Ainsi nous notons également θ(q) l’ensemble des feuilles propres ℓ de TE dont
la réduction du mot marqué associé au chemin est q. C’est-à-dire que si x
et x′ sont dans θ(q) alors : ρ
(
π(x)
)
= ρ
(
π(x′)
)
= q. Un représentant x
arbitrairement choisi dans θ(q) permet de définir First(q) = First(π(x)),
justifié par :
Proposition 50. Soit q un état, si x et x′ sont dans θ(q) et
si First(π(x), a) =
⊕
i kiℓi et First(π(x
′), a) =
⊕
j k
′
jℓ
′
j alors :⊕
i
ki[|π(ℓi)|] =
⊕
j
k′j[|π(ℓ
′
j)|] .
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Enfin nous pouvons décrire de manière constructive l’ensemble des tran-
sitions de l’automate D(E) : soient qi et qj deux états. Si First(π(qi), a) =⊕
m kmℓm , alors on a par le Théorème 48 :
aµi,j =
∑
ℓn∈θ(qj)
kn .
Cette équation permet de construire les transitions par le Théorème 46.
5.3 Termes dérivés cassés
Dans cette section, nous donnons finalement la définition des termes déri-
vés cassés pour le cas des expressions rationnelles à multiplicités. Une défini-
tion avait déjà été envisagé dans [31] mais ce n’est pas la définition que nous
retenons et nous nous justifierons de ce choix. Nous achevons cette partie
sur l’adaptation des constructions données précédemment afin de construire
l’automate des termes dérivés cassés pour les expressions rationnelles à mul-
tiplicités.
5.3.1 Définition
Le cassage des expressions booléennes peut être interprété comme une
dérivation par le mot vide. Il en résulte que le cassage d’une expression ra-
tionnelle booléenne donne un ensemble d’expressions rationnelles. Dans le cas
des expressions à multiplicités, le cassage d’une expression sera donc, comme
la dérivation, une combinaison linéaire à gauche d’expressions rationnelles.
Il nous faut alors quelques petites notations préliminaires. Soit X une
combinaison linéaire à gauche d’expressions rationnelles. Le coefficient de
l’expression 1 dans X est noté δX et la combinaison linéaire égale a X sauf
pour l’expression 1 qui a un coefficient nul est notée (X)p. Il en découle entre
autres que (X ⊕ Y )p = Xp⊕Yp et δXp = 0 pour tout X et Y . Ces notations
sont évidemment cohérentes avec celles posées dans le cas booléen.
Définition 25. Le cassage de l’expression rationnelle E est la combinaison
linéaire à gauche B (E) définie inductivement par :
B (0) = 0 , B (1) = 1 , ∀a ∈ A B (a) = a ,
B (F+ G) = B (F) ⊕ B (G) ,
B (F · G) = (B (F))p · G ⊕ δB(F)B (G) ,
B (F∗) = F∗ ,
B (kF) = kB (F) , B (Fk) = (B (F) k) .
108
Le cassage des expressions s’étend naturellement au cassage de combi-
naisons linéaires d’expressions par :
B ([kX]) = kB (X) et B (X ⊕ Y ) = B (X)⊕ B (Y ) .
Exemple 52 (Ex. 38 cont.). Le cassage de l’expression E1 donne : B (E1) =
[6(F16)]⊕ [3(F
∗
12)]
Nous pouvons remarquer que nous n’avons pas appelé cette fonction
termes cassés, comme c’est le cas dans le cas booléen. C’est parce que nous
ne voulons pas confondre les ’termes’, qui sont les états de l’automate des
termes dérivés cassés et donc un ensemble avec la combinaison linéaire dont
les coefficients permettront de calculer les poids des transitions de l’auto-
mate.
Pour cela, par analogie avec les séries rationnelles, nous noterons supp(X)
le support de la combinaison linéaire X, c’est-à-dire l’ensemble des expres-
sions dont le coefficient est non nul dans X. L’ensemble supp(B (E)), qui
correspond donc aux expressions qui apparaissent dans le cassage de E, est
alors appelé, par analogie avec le cas booléen, l’ensemble des termes cassés
de E. Sa définition inductive est :
supp(B (0)) = ∅ , supp(B (1)) = {1} , ∀a ∈ A supp(B (a)) = {a} ,
supp(B (F+ G)) = supp(B (F)) ∪ supp(B (G)) ,
supp(B (F · G)) = (supp(B (F)))p · G ∪ δsupp(B(F))supp(B (G)) ,
supp(B (F∗)) = F∗ ,
supp(B (kF)) = supp(B (F)) , supp(B (Fk)) = (supp(B (F))k) .
De par la définition, les termes cassés de E sont nécessairement des sous-
expressions unitaires à gauche de l’expression E, de plus, on peut montrer
par une récurrence directe que :
|B (E)| = |E| .
Définition 26. La K-dérivation cassée d’une expression rationnelle E sur A
par rapport à une lettre a de A est définie par :
∂b
∂a
E = B
(
∂
∂a
E
)
.
La K-derivation cassée par rapport à un mot non vide ua est définie par
induction sur la longueur des mots :
∂b
∂ua
E =
∂b
∂a
∂b
∂u
E .
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Une induction directe permet de montrer que pour toute expression E,
on a :
∀a ∈ A
∂
∂a
B (E) =
∂
∂a
E , et donc ∀f ∈ A+
∂b
∂f
E = B
(
∂
∂f
E
)
.
Finalement nous prenons la définition des termes dérivés cassés suivant
– comme pour les termes dérivés nous prenons la définition inductive – :
Définition 27. L’ensemble des vraies termes dérivés cassés est l’en-
semble TBD (E) défini inductivement par :
TBD (0) = TBD (1) = ∅, TBD (a) = {1} ,
TBD (F+ G) = TBD (F) ∪ TBD (G) ,
TBD (F · G) = (TBD (F))p · G ∪ TBD (G) ∪ δTBD(F)supp(B (G)) ,
TBD (F∗) = [TBD (F)] · F∗ ,
TBD (kF) = TBD (F) , TBD (Fk) = (TBD (F) k) .
Définition 28. L’ensemble des termes dérivés cassés de E est : BD (E) =
TBD (E) ∪ supp(B (E)).
Ces définitions ont été choisies pour que l’on ait le résultat suivant :
Proposition 51. Les termes dérivés cassés d’une expression rationnelle sont
le support du cassage des termes dérivés de cette expression.
Démonstration. Cette proposition se prouve par induction sur l’expres-
sion rationnelle. L’induction des cas de base, de la somme, de l’étoile et
des multiplications par un scalaire est directe par la définition inductive
de supp(B (E)). Nous allons développer le cas E = F · G :
supp(B (TD (F · G))) = supp(B (TD (F) · G ∪ TD (G)))
= supp(B (TD (F) · G)) ∪ supp(B (TD (G))) .
Par induction supp(B (TD (G))) = TBD (G) et on a :
supp(B (TD (F) · G)) = (supp(B (TD (F))))p · G ∪ δsupp(B(TD(F)))supp(B (G)) .
Par induction (supp(B (TD (F))))p = (TBD (F))p et donc la proposition
est prouvée.
Proposition 52. Les termes dérivés cassés d’une expressions rationnelle E
sont des concaténations à droite de sous-expressions unitaires de E pondérées.
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Théorème 53. Soit BD (E) = {K′1, ...,K
′
n} l’ensemble des termes dérivés
cassés de E. Pour toute lettre a de A∗, il existe une matrice carrée aµ′, de
dimension n et à coefficients dans K telle que :
∀i
∂b
∂a
K′i =
⊕
j
aµ′i,jK
′
j .
Démonstration. Il suffit, pour démontrer ce théorème, de montrer que le
support de la dérivation cassante d’un terme dérivé cassé est un ensemble de
termes dérivés cassés. On sait déjà, par le Théorème 46, que le support de la
dérivation des termes dérivés est un ensemble de termes dérivés. Or comme
les termes dérivés cassés sont le support du cassage des termes dérivés, en
passant au cassage de la dérivation, on obtient bien le résultat.
Finalement nous pouvons donner la définition naturelle de l’automate
des termes dérivés cassés :
Définition 29. L’automate des termes dérivés cassés d’une expression E est
l’automate Db(E) dont les états sont les termes dérivés cassés.
(i) Les états initiaux sont les termes cassés de E et le poids associé est
celui de l’expression dans le cassage B (E).
(ii) La fonction finale est le terme constant de chaque terme dérivé cassé.
(iii) Il y a une transition de Ki à Kj étiqueté par ka si k = aµ′i,j 6= 0K.
Cet automate, reconnaît la série dénoté par E :
Théorème 54. Le comportement de l’automate des termes dérivés cas-
sés Db(E) de l’expression E est la série dénotée par E.
Démonstration. Nous montrons que le comportement de l’automate des
termes dérivés cassés est le même que celui des termes dérivés. En effet,
si un mot u a pour coefficient k dans la série reconnue par l’automate des
termes dérivés d’une expression rationnelle E, cela veut dire que :
c(
∂
∂u
E) = k .
Comme le comportement du cassage d’une expression est le comportement
de l’expression on a :
c(
∂b
∂u
E) = k .
Cela signifie que la somme de tous les coefficients des calculs réussis de u
dans l’automate des termes dérivés cassés de E est k et donc le comportement
de l’automate est le même que celui des termes dérivé : c’est la série dénotée
par E.
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Exemple 53. Prenons l’exemple de l’expression E3 = 2((3a+ b)5 ·2(c+d)).
Le cassage de l’expression E3 donne :
B (E3) = [6(a5 · 2(c+ d))]⊕ [2(b5 · 2(c+ d))] ,
supp(B (E3)) = {a5 · 2(c+ d) , b5 · 2(c+ d)} .
Les vrais termes dérivés cassés de E3 sont :
TBD (E3) = {c , d , 1} .
La dérivation des termes cassés donne :
∂b
∂a
a5 · 2(c+ d) = [10c] ⊕ [10d]
∂b
∂b
b5 · 2(c+ d) = [10c] ⊕ [10d]
L’automate des termes dérivés cassés de E3 est donc l’automate de la Fi-
gure 5.5.
2
6
a
10b
10a
b
c
d
Figure 5.5 – L’automate des termes dérivés cassés de E3
5.3.2 Calcul de l’automate
Une nouvelle fois, nous allons modifier la méthode de calcul des termes
dérivés pour obtenir l’automate des termes dérivés cassés. Pour ce faire,
comme la dérivation cassée est le cassage de la dérivation, il suffit de définir,
comme dans le cas booléen, une opération de cassage des mots sur les u-
nœuds pondérés.
Cassage de mots d’u-nœuds pondérés
Afin de définir le cassage de mots, nous introduisons d’abord la combi-
naison linéaire d’u-nœuds pondérés ω(x), où x = (k, u, k′), par :
ω(x) =


k(1K, u, k
′) si u est une feuille ou si u = y∗,
kω(y) si u = y · z,
kω(y)⊕ kω(z) si u = y + z.
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Le cassage du mot X sur les u-nœuds pondérés est défini inductivement
par la combinaison linéaire à gauche de mots suivante :
(i) B (X) = ε si X = ε
(ii) si X = x1 :: . . . :: xn où xi = (ki, ui, k′i) et si ω(x1) =
⊕
j tjyj où yj =
(hj , vj , h
′
j) alors :
B(X) =
⊕
vj 6=1
tj(yj :: πx1(yj) :: x2 :: . . . :: xn)
⊕
vj=1
tjB(πx1(y) :: x2 :: . . . :: xn) . (5.5)
Cette définition de cassage des mots se justifie par le théorème suivant :
Théorème 55. Soit X un mot sur les u-nœuds pondérés de l’arbre TE.
Si B(X) =
⊕
i kiYi, alors :
B([|X|]) =
⊕
i
ki[|Yi|] .
Démonstration. Le raisonnement de cette preuve est le même que celui dans
le cas booléen. Pour simplifier l’écriture, nous allons uniquement traiter les
cas qui ne sont pas traités dans le cas booléen, c’est-à-dire :
Si [|X|] = (kE), alors on a nécessairement X réduit à un seul u-nœud pondéré
de la forme (k, u, k′). Par définition de ω(u), et comme le chemin d’un
nœud ne récupère pas les coefficients à gauche, on a B((k, u, k′)) =
kB((1K, u, k
′)). Comme [|(1K, u, k′)|] = E alors l’énoncé est vérifié.
Si [|X|] = (Ek), alors on a X = x1 :: . . . :: xn :: k ou bien X = (1K, u, k).
Dans le premier cas, la définition récursive du cassage de mot assure
que B(X)) = B(x1 :: . . . :: xn) :: k. Dans le deuxième cas, c’est la
définition du chemin qui récupère les coefficients à droite qui assure
que B(X)) = B((1K, u, 1K)) :: k. Dans ces deux cas l’énoncé se vérifie.
En particulier, si r est la racine de TE, nous avons B (E) = B(r) et
l’ensemble des termes cassés de E sont le support de B(r).
L’application du Théorème 55 et des résultats pour les termes dérivés
cassés donne directement :
Théorème 56. Soit E une expression rationnelle et X un mot sur les u-
nœuds pondérés. Si First(X, a) =
⊕
i kiℓi et B(π(ℓi)) =
⊕
j hi,jXi,j, alors :
∂b
∂a
[|X|] =
⊕
i,j
kihi,j [|Xi,j |] .
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Théorème 57.
TD (E) =
⋃
ℓ∈fp(E)
supp({[|X|] | X ∈ B(π(l))})
Construction de l’automate
Il va donc être possible de construire l’automate des termes dérivés cassés
de l’expression rationnelle par la représentation sous forme de mots sur les u-
nœuds pondérés. Pour cela :
1. calcul pour tout nœud x = (k, u, k′) de l’arbre syntaxique – par un
parcours de bas en haut – :
– du terme constant c(x) et du terme constant c(u) ;
– de l’ensemble des feuilles propres First(u) ;
– de la marque associée u ;
2. calcul pour tout nœud x de l’arbre – par un parcours de haut en bas –
de l’ensemble ω(x) ;
3. calcul du chemin π(ℓ) associé à toute feuille propre ℓ deTE ; calcul du
cassage B(π(ℓ)).
4. Pour tout mot de supp(B(π(ℓ))) : calcul du mot réduit par ρ – par
calculs successifs par ρ1, ρ2, ρ3, ρ4 et ρ3 –. Pour chaque mot X il faut
retenir l’ensemble des feuilles ℓ telles que X ∈ supp(B(π(ℓ))) ainsi que
son coefficient dans le mot B(π(ℓ)) ;
5. identification des mots X et X ′ obtenus à l’étape précédente, tels que
ρ
(
X
)
= ρ
(
X ′
)
. Cette étape donne les états de l’automate, il faut
garder la composition de chaque classe θb(q) de mots partageant la
même marque ;
6. pour chaque état q, calcul de First(X) pour un représentant X ∈ θb(q)
donné ;
7. identification des états finaux et de leur poids par le calcul de c(q) pour
tous les états q ;
8. la fonction initiale est donnée par B(r) ;
9. il existe une transition (qi, ka, qj) si les trois conditions suivantes sont
satisfaites :
– il existe une feuille ℓ étiquetée par a avec un coefficient k′ non nul
dans First(qi, a),
– il existe X ∈ θb(qj) avec un coefficient k′′ non nul dans B(π(l)) tel
que k′k′′ = k.
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Deuxième partie
Enumération dans les langages
rationnels
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Chapitre 6
Systèmes de numération
abstraits et fonctions
rationnelles
Dans cette partie nous allons étudier des éléments de la théories des
automates qui apparaissent naturellement dans les systèmes de numération
abstraits. Ce chapitre joue un rôle de préliminaire à cette parie, en parti-
culier nous donnons les définitions des systèmes de numération abstraits et
certaines propriétés des fonctions rationnelles que nous utilisons par la suite.
Dans un cadre général, les systèmes de numération sont un moyen de
représenter les nombres sous formes de mots afin de pouvoir les manipuler,
d’effectuer des opérations. Par exemple dans le système binaire, les entiers
naturels sont représentés par des mots sur l’alphabet {0, 1}. Plus précisément
les représentations des entiers dans le système binaire sont, par convention,
tous les mots sur {0, 1} qui ne commencent pas par 0. Il apparaît donc que
le langage des représentations forme un langage rationnel. Plus intéressant
encore, les représentations sont rangées, pour un certain ordre – l’ordre radi-
ciel, que nous définissons par la suite – dans le même ordre que leurs valeurs
dans N.
L’idée des systèmes de numération abstraits, définis dans [30], est de
généraliser cette particularité, c’est-à-dire de prendre un langage L – le plus
souvent rationnel – et d’associer à chaque mot la valeur correspondant à son
rang pour l’ordre radiciel dans L. L’intérêt de prendre un langage rationnel
est de pouvoir utiliser des automates pour faire des calculs sur L, donc sur
les entiers. En particulier, nous allons nous intéresser dans cette partie au
problème de l’énumération dans les langages rationnels. Ce problème peut
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être vu sous deux aspects différents : le premier c’est de pouvoir ’compter’
dans le système de numération donné, c’est-à-dire d’être capable de donner, à
partir de la représentation de n’importe quel entier n, la représentation des
entiers qui suivent. La deuxième opération importante est, à partir d’une
représentation donnée, d’être capable d’en calculer la valeur.
Le premier problème sera traité par l’étude de la fonction successeur,
qui associe à une représentation la représentation de l’entier suivant. Nous
allons montrer que cette fonction appartient à une classe particulière de
fonctions rationnelles qui sont réalisées par la lecture successive de mots
dans des transducteurs ‘déterministes‘. Le deuxième problème sera traité par
l’étude de la série énumératrice du système de numération. Cette série, par
sa rationalité, permet le calcul direct de la valeur d’un mot dans le système.
6.1 Systèmes de numération abstraits
Dans cette section nous définissons plus formellement les systèmes de
numération abstraits et la fonction successeur.
6.1.1 Définition
Soit A un alphabet muni d’un ordre total <. L’ordre radiciel ≺ sur A∗
est défini par : 1
u ≺ v si
{
soit |u| < |v| ,
ou |u| = |v| , u = wau′ , v = wbv′ et a < b .
C’est-à-dire que l’ordre radiciel – également appelé ordre militaire – est
l’ordre sur les mots de A∗ qui prend tout d’abord en compte la longueur du
mot puis l’ordre lexicographique.
Définition 30 ([30]). Un système de numération abstrait (ou SNA) est un
triplet S = (L,A,<) où A est un alphabet muni d’un ordre total < et L est
un langage infini de A∗.
Le système S permet une bijection entre N et L en associant à tout en-
tier n le (n + 1)-ième mot de L dans l’ordre radiciel sur A∗ donné par <.
La représentation de n est notée 〈n〉S et, inversement, la valeur d’un mot w
de L est notée πS (w).
1. Pour être plus précis, ≺ n’est pas réflexif et il n’est pas un ordre mais la partie
stricte de l’ordre.
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Nous avons donc :
〈πS (w)〉S = w et πS (〈n〉S) = n .
Dans la plupart des cas, l’alphabet A et l’ordre < sur A sont fixés et il
est possible de parler, par simplification, du SNA défini par le langage L et
les notations peuvent être simplifiées en 〈n〉L et πL (w).
Si L est un langage rationnel de A∗, alors le système défini naturellement
par L, S = (L,A,<), est dit rationnel.
Exemple 54. Soit A = {a, b} , avec a < b et soit L1 le langage des mots
avec un nombre pair de b L1 = {w ∈ {a, b}∗ | |w|b ≡ 0 mod 2} . Le lan-
gage L1 est reconnu par l’automate déterministe de la Figure 6.1 :
b
b
aa
Figure 6.1 – Un automate déterministe reconnaissant les mots avec un
nombre pair de b
La suite des représentations des entiers dans le système de numération
abstrait défini par L1 est : {ε, a, aa, bb, aaa, abb, bab, . . .} et, par exemple,
〈18〉L1 = aabab and πL1 (bbabb) = 29 .
Il est également possible de décrire le langage L1 par l’arbre de la Fi-
gure 6.2 où les mots de L1, jusqu’à la longueur 3, sont entourés.
1A∗
a
aa bb
aaa abb bab bba
b
ab ba
aab aba baa bbb
Figure 6.2 – L’arbre des mots de L1
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6.1.2 Enumération
Pour la suite, ce qui nous intéressera particulièrement, c’est l’énumération
radicielle d’un langage rationnel, c’est-à-dire la suite des représentations des
entiers dans le système de numération abstrait défini par ce langage. En
particulier nous étudions la fonction successeur d’un langage L.
Définition 31. La fonction successeur d’un langage L sur l’alphabet A,
notée SuccL, est la fonction de L dans L qui associe au mot u ∈ L le mot v
tel que v soit le plus petit mot de L plus grand que u pour l’ordre radiciel.
Il résulte de cette définition que le successeur du mot u de L est le mot
dont la valeur dans le système de numération abstrait défini par L est l’entier
suivant :
πL (SuccL(u)) = πL (u) + 1 .
Exemple 55 (Ex. 54 cont.). La fonction successeur apparaît naturellement
sur l’arbre des représentations : le successeur d’un mot est le suivant en lisant
l’arbre de gauche à droite puis de haut en bas. Par exemple : SuccL1(aa) = bb,
SuccL1(abb) = bab et SuccL1(bb) = aaa.
6.2 Relations rationnelles
La fonction successeur d’un système de numération abstrait défini par
un langage rationnel L est une fonction de L dans L. En fait c’est même
une fonction rationnelle, c’est-à-dire que c’est une fonction réalisable par
un transducteur fini. Nous donnons dans cette section toutes les définitions
de ces notions, et certains résultats classiques qui nous seront utiles par la
suite. Le lecteur pourra se référer à [43], par exemple, pour les énoncés et les
preuves de cette section.
6.2.1 Relations et fonctions rationnelles
Définition 32. Une relation α de A∗ dans B∗ est dite rationnelle si son
graphe est une partie rationnelle de A∗ ×B∗.
L’image d’un élément u de A∗ par une relations α de A∗ dans B∗ est
l’ensemble des éléments v de B∗ tels que (u, v) soit dans le graphe de α.
Définition 33. Une relation rationnelle telle que l’image de tout mot a au
plus un élément est appelée fonction rationnelle.
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Il apparaît de ces définitions que l’union et la concaténation de deux re-
lations rationnelles sont des relations rationnelles. En revanche, l’union et
la concaténation de fonctions rationnelles ne sont pas nécessairement des
fonctions. Cependant, si les domaines de deux fonctions rationnelles sont
disjoints alors l’union est également une fonction rationnelle. Si α est une
fonction rationnelle dont le domaine est un ensemble préfixe, et si α′ est
une fonction rationnelle, alors la concaténation de α et de α′, c’est-à-dire
la concaténation des images en décomposant le mot d’entrée en une conca-
ténation entre un mot du domaine de α et un mot du domaine de α′, est
également une fonction rationnelle.
Nous avons également :
Proposition 58. La restriction d’une fonction rationnelle à un ensemble
rationnel est une fonction rationnelle.
Proposition 59. Les fonctions (co-)séquentielles sont fermées par compo-
sition.
6.2.2 Transducteurs finis
Les relations rationnelles sont les relations dont le graphe peut être re-
connu par un automate fini sur A∗×B∗. Nous appelons transducteur un tel
automate – sur un produit de monoïdes libres –.
Comme l’ensemble (A × {1B∗}) ∪ ({1A∗} × B) est un ensemble généra-
teur de A∗ × B∗, les relations rationnelles sont celles dont le graphe est le
comportement d’un transducteur dont les transitions sont étiquetées par des
éléments de cet ensemble générateur.
En fait, il est possible de voir ces objets, les transducteurs, d’un autre
point de vue. En effet, plutôt que de voir une transition d’un transducteur
comme un couple de A∗×B∗, il est possible de le voir comme d’une fonction
qui lit en entrée un élément de A∗ pour sortir un élément de B∗. L’image
d’un mot u ∈ A∗ est alors l’ensemble des sorties des chemins dont l’entrée
est u. Avec cette vision, nous pouvons donner comme définition pour les
transducteurs la définition suivante :
Définition 34. Un transducteur τ de A∗ dans B∗ est un septuplet :
τ = {Q,A∗, B∗, δ, η, I, T}, où : (6.1)
(i) L’ensemble Q est un ensemble fini d’états.
(ii) La fonction de transition δ est une fonction partielle de Q×A∗ dans Q
dont le domaine est fini.
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(iii) La fonction de sortie η est une fonction partielle de Q× A∗ dans B∗,
qui a le même domaine que δ.
(iv) La fonction initiale I est une fonction partielle de Q dans B∗.
(v) La fonction finale T est une fonction partielle de Q dans B∗.
On note respectivement QI et QT les domaines des fonctions par-
tielles I et T . On appelle automate d’entrée sous-jacent de τ , l’automate
{Q,A∗, δ,QI , QT }.
Un transducteur est dit standard si sont automate d’entrée sous-jacent est
standard et la fonction initiale a pour valeur 1B∗ sur l’unique état initial i. Un
transducteur est dit lettre-à-lettre si toutes les transitions sont étiquetées par
des lettres en entrée et en sortie, c’est-à-dire que le domaine de δ et de η est
dans Q×A et η est à valeurs dans B. Un transducteur est dit fonctionnel si
il réalise une fonction rationnelle. Un transducteur fonctionnel co-accessible
ne peut pas avoir deux chemins avec la même entrée et une sortie différente
qui arrivent en un même état.
Finalement, et pour être complet, nous pouvons énoncer le résultat de
décidabilité suivant :
Théorème 60 ([44]). Il est décidable si un transducteur réalise une fonction.
6.2.3 Fonction successeur
La fonction successeur d’un langage rationnel est une fonction rationnelle
(cf. [24]), en fait on peut même énoncer le théorème plus précis suivant :
Théorème 61 ([25]). La fonction successeur d’un langage rationnel est réa-
lisée par un transducteur lettre-à-lettre.
Afin d’affiner la classification des fonctions successeur pour les langages
rationnels, nous allons considérer dans la suite des sous-classes de fonctions
rationnelles : les fonctions séquentielles et séquentielles par morceaux. Nous
allons ainsi montrer que la fonction successeur d’un langage rationnel est
co-séquentielle par morceaux c’est-à-dire qu’elle peut être calculée par une
union finie de transducteurs dont l’automate d’entrée sous-jacent est co-
déterministe.
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Chapitre 7
Fonctions séquentielles par
morceaux
Dans la suite, nous nous intéressons à la fonction successeur d’un langage
rationnel, en particulier à son calcul. Il apparaît donc utile de pouvoir classer
cette fonction dans une sous-classe de fonctions rationnelles dans laquelle les
fonctions peuvent avoir un calcul déterministe par des transducteurs.
Nous étudions dans ce chapitre la classe des fonctions séquentielles par
morceaux. Cette classe de fonctions a été définie dans [21] sous le nom
de fonctions plurisousséquentielles. Les fonctions séquentielles par morceaux
étendent naturellement les fonctions séquentielles, qui sont les fonctions qui
peuvent être réalisés par des transducteurs ’déterministes en entrée’, c’est-
à-dire tels que la lecture d’un mot se fait de manière déterministe et permet
d’obtenir l’image de ce mot en un seul passage déterministe dans l’automate.
Les fonctions séquentielles par morceaux peuvent être réalisées par une union
finie de transducteurs réalisants des fonctions séquentielles ou, comme il a été
montré dans [3], par des cascades de transducteurs séquentiels, c’est-à-dire
une succession finie de transducteurs séquentiels telle que pour avoir l’image
d’un mot, il faut lire celui-ci dans un transducteurs séquentiel puis l’état de
sortie atteint détermine le transducteur séquentiel suivant qui lira l’image
du mot obtenue.
Nous étudions ensuite les classes Seqpm et coSeqpm des fonctions séquen-
tielles et co-séquentielles par morceaux et leur positionnement dans l’espace
des fonctions rationnelles par rapport aux classes des fonctions séquentielles
et co-séquentielles [3].
Les transducteurs réalisant les fonctions séquentielles par morceaux ont
déjà été étudiés dans [21], et, en particulier, une preuve de la décidabilité de
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ces fonctions, que nous retranscrirons, est donnée dans ce même papier.
7.1 Fonctions séquentielles
Les fonctions séquentielles sont particulièrement étudiées car elles
peuvent être réalisées par des transducteurs dont le comportement ressemble
à celui des automates déterministes. C’est-à-dire que l’on peut lire le mot
d’entrée de manière déterministe dans le transducteur et obtenir ainsi l’image
du mot avec une complexité linéaire en la taille du mot d’entrée. Nous rappe-
lons dans cette section la définition et certaines caractérisations des fonctions
séquentielles et des transducteurs qui leur sont associés. Pour les preuves
manquantes de ce chapitre, le lecteur peut se référer à [43, IV].
7.1.1 Séquentialité
Par fonction séquentielle nous entendons ce qui est également commu-
nément appelé dans la littérature fonction sous-séquentielle (cf. [19] ou [7]).
Nous définissons tout d’abord les transducteurs séquentiels :
Définition 35 ([45]). Un transducteur séquentiel τ de A∗ dans B∗ est un
transducteur dont l’automate d’entrée sous-jacent est déterministe. En par-
ticulier, la fonction initiale I est une fonction dont le domaine est l’unique
état initial i.
Définition 36 ([45]). Une fonction rationnelle est séquentielle si elle est
réalisée par un transducteur séquentiel.
Nous notons Seq la famille des fonctions séquentielles. Il est possible de
définir les notions duales :
Définition 37. Un transducteur co-séquentiel τ de A∗ dans B∗ est un trans-
ducteur dont l’automate d’entrée sous-jacent est co-déterministe. En parti-
culier, la fonction finale T est une fonction dont le domaine est l’unique état
terminal t.
Définition 38. Une fonction rationnelle est co-séquentielle si elle est réali-
sée par un transducteur co-séquentiel.
La famille des fonctions co-séquentielles sera notée coSeq. Et, comme
pour les fonctions séquentielles, nous avons naturellement :
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Remarque 13. Il est également possible de voir les transducteurs co-
séquentiels, en prenant leur transposé, comme des transducteurs séquen-
tiels qui lisent les mots de droite à gauche. Un tel transducteur sera appelé
transducteur séquentiel droit – par opposition aux transducteurs séquentiels
classiques qui pourront également être qualifiés de gauche –. Il est à noter
que le terme gauche ou droit ne change pas la définition du transducteur
séquentiel mais uniquement le sens de lecture du mot.
Nous choisissons de ne pas transcrire la notion de gauche/droit aux fonc-
tions car elles associent des images à des mots sans tenir compte du sens
de lecture du mot. Ainsi un fonction séquentielle sera réalisée par un trans-
ducteur séquentiel – gauche – ou par un transducteur co-séquentiel droit
– par exemple le transposé du précédent –. Les fonctions co-séquentielles
sont réalisées par des transducteurs séquentiels droits ou des transducteurs
co-séquentiels gauches.
7.1.2 Caractérisation
Nous avons vu que les fonctions séquentielles sont les fonctions réalisées
par des transducteurs séquentiels. Nous donnons maintenant une autre ca-
ractérisation, quasi-topologique, classique des fonctions séquentielles.
Pour cela, nous définissons tout d’abord la distance préfixe sur les mots
d’un monoïde libre :
dp(u, v) = |u|+ |v| − 2|u ∧ v| , (7.1)
où u ∧ v est le plus long commun préfixe de u et de v.
La donnée d’une distance permet d’énoncer la définition de fonctions
lipschitziennes pour cette distance :
Définition 39. Une fonction α de A∗ dans B∗ est dite k-Lipschitz (pour
la distance préfixe) si :
∀u, v ∈ Domα , dp(α(u), α(v)) 6 k dp(u, v) .
Une fonction sera dite lipschitzienne si il existe k pour lequel elle est k-
Lipschitz.
Cette définition donne une autre caractérisation des fonctions séquen-
tielles :
Théorème 62 ([19]). Soit α une fonction rationnelle de A∗ dans B∗. La
fonction α est séquentielle si, et seulement si, elle est lipschitzienne.
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Il existe naturellement une définition duale en prenant une distance suf-
fixe ds et pour laquelle les fonctions rationnelles lipschitziennes sont les fonc-
tions co-séquentielles.
Il existe des fonctions rationnelles qui ne sont ni séquentielles ni co-
séquentielles. En particulier ce résultat est connu pour les fonctions suc-
cesseurs de langages rationnels (cf. par exemple [25]) : la fonction succes-
seur d’un langage rationnel n’est pas nécessairement séquentielle ou co-
séquentielle.
Exemple 56. Nous considérons la fonction α0 = SuccA∗ , la fonction succes-
seur sur A∗ lui-même. Pour cet exemple nous prendrons l’alphabet A2 à deux
lettres : A2 = {0, 1}. La fonction α0 est co-séquentielle mais pas séquentielle.
|0 0|1
0|0, 1|11|0
Figure 7.1 – Transducteur co-séquentiel réalisant α0
La fonction α0 est réalisée par le transducteur co-séquentiel de la Fi-
gure 7.1.
La caractérisation lipschitzienne des fonctions séquentielles nous permet
de montrer la non séquentialité de α0 : soit k un entier, posons un = 1n0 et
vn = 1
n. La distance préfixe entre un et vn vaut :
dp(u, v) = 1 .
Les images de un et de vn par α0 sont α0(un) = 1n+1 et α0(vn) = 10n. Nous
avons :
dp(α0(un), α0(vn)) = 2n .
Il est donc possible de choisir n tel que dp(α0(un), α0(vn)) > k dp(un, vn).
La fonction α0 n’est donc pas k-Lipschitz.
Comme séquentialité et co-séquentialité sont deux notions duales, il est
facile d’imaginer à partir de cet exemple une fonction qui serait séquentielle
mais non co-séquentielle. Ainsi, la fonction réalisée par le transducteur sé-
quentiel de la Figure 7.2 n’est pas co-séquentielle.
Nous allons maintenant montrer par un nouvel exemple qu’il existe des
fonctions qui ne sont ni séquentielles, ni co-séquentielles :
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|0
0|1
0|0, 1|11|0
Figure 7.2 – Transducteur séquentiel réalisant la transposée de α0
Exemple 57. [[25]] Considérons le système de numération de base le carré
de la suite de Fibonacci. La base de ce système est définie par l’induction
un+2 = 3un+1 − un. C’est-à-dire que la base est Uτ = {1, 3, 8, 21, ...}. Les
représentations dans ce système sont caractérisées par le langage ration-
nel Lsqf = A∗ \ {A∗(21∗2)A∗ ∪ 0A∗} où A = {0, 1, 2}.
La fonction αsqf = SuccLsqf n’est ni séquentielle, ni co-séquentielle.
Considérons un = 2(1)n et vn = 1n. Nous avons :
SuccLsqf (un) = 1(0)
n+1 et SuccLsqf (vn) = 1
n−12 ,
Or, comme ds(un, vn) = 1 et ds(1(0)n+1, 1n−12) = 2n+1, la fonction αsqf
n’est pas lispchitzienne pour la distance suffixe, ce qui montre la non co-
séquentialité.
Une étude similaire à l’exemple précédent avec α0 montre également que
la fonction αsqf n’est pas séquentielle :
SuccLsqf (21
n0) = 2(1)n+1 et SuccLsqf (21
n) = 10n+1 .
On a donc 21n0 et 21n deux mots de distance préfixe 1 dont les successeurs
ont pour distance préfixe 2n+ 4.
Rappelons qu’un ensemble de mots X est préfixe si et seulement si pour
tout mot u de X il n’y a pas de préfixe propre de u dans X. Il est intéressant
de donner le résultat suivant, qui correspond au Lemme 2 de [21] :
Proposition 63. Soient α et β deux fonctions séquentielles. Si le domaine
de α est un ensemble préfixe, alors le produit de α et β, défini par le produit
des graphes de α et β :
αβ(uv) = α(u)α(v)
est une fonction séquentielle.
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7.1.3 Décidabilité
Afin d’étudier la décidabilité de la séquentialité de fonctions rationnelles
– ou co-séquentialité par dualité –, nous allons donner une caractérisation
des fonctions séquentielles. Plus précisément, le problème est de décider si un
transducteur fonctionnel τ donné réalise une fonction séquentielle ou non. Ce
problème a été résolu pour la première fois dans [19] (cf. également [7]) par
une méthode qui utilise une caractérisation structurelle des transducteurs qui
réalisent des fonctions séquentielles, à savoir que tous les états sont jumeaux
deux à deux.
Afin de pouvoir exprimer plus simplement la propriété des transducteurs
réalisants des fonctions séquentielles par morceaux, nous choisissons, dans la
suite, de modifier la définition des états jumeaux qui est donnée dans [19] en
séparant la notion de conjugaison et la notion de jumelage :
Définition 40. Deux états q1 et q2 d’un automate sont dits jumeaux s’il
existe deux mots u et v tels que u ∈ L′q1 et u ∈ L
′
q2
et s’il existe des cycles
étiquetés par v sur q1 et q2.
Par extension, deux états d’un transducteur fonctionnel sont dits jumeaux
si les états correspondants dans l’automate d’entrée sous-jacent sont jumeaux
(cf. Figure 7.3).
q1
q2
i
u|u2
u|u1
v|v1
v|v2
Figure 7.3 – Deux états jumeaux q1 et q2
Pour simplifier les définitions qui viennent, nous prendrons en hypothèse
que le transducteur étudié est standard, avec pour unique état initial i. Cette
hypothèse n’est pas trop forte puisqu’il est possible de transformer directe-
ment un transducteur en transducteur standard.
Définition 41. Soit τ un transducteur fonctionnel standard de A∗ dans B∗.
Soient q1 et q2 deux états de τ . Les états q1 et q2 sont dits q-conjugués si
pour tout couple (u, v) tel que u étiquette un chemin de q à q1 et q2 dont les
images sont respectivement u1 et u2 et v étiquette l’entrée de circuits autour
de q1 et q2 dont les images sont respectivement v1 et v2, on a :
(i) soit v1 = v2 = 1B∗ ,
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(ii) soit il existe w tel que u2 = u1w et wv2 = v1w,
(iii) soit il existe w tel que u2w = u1 et v2w = wv1.
Deux états états jumeaux d’un transducteur standard sont dits conjugués
si ils sont i-conjugués. Il peut être intéressant d’insister sur le fait qu’il suffit
d’un chemin d’entrant et d’un circuit ayant les mêmes entrées sur deux états
pour être jumeaux. En revanche ce sont tous les couples des sorties qui
doivent être vérifiés pour tester la conjugaison.
Dans la définition originale de [19], les états jumeaux sont définis comme
deux états q1 et q2 tels que pour tout mots u et v qui satisfont la Figure 7.3
alors q1 et q2 sont conjugués. Nous avons changé ces définitions afin de décor-
reler la notion de jumelage de celle de conjugaison, ce qui est intéressant car
on peut envisager de repérer dans un transducteur d’abord les états jumeaux
– comme d’un motif sur un graphe – avant de tester leur conjugaison.
Le théorème donné dans [19] dit qu’un transducteur fonctionnel réalise
une fonction séquentielle si tous les états sont deux-à-deux jumeaux – avec
la définition d’états jumeaux de ce même papier –. Avec nos définitions, cela
s’énonce :
Théorème 64 ([19]). Soit τ un transducteur émondé réalisant une fonction
rationnelle α. La fonction α est séquentielle si et seulement si tous les états
jumeaux de τ sont conjugués.
Ce théorème, qui donne donc une caractérisation des transducteurs fonc-
tionnels qui réalisent une fonction séquentielle, permet de résoudre le pro-
blème de la décidabilité de la séquentialité d’une fonction rationnelle. La
résolution du problème de jumelage des états est donnée en complexité ex-
ponentielle dans le papier original mais il a été montré qu’il est possible de
l’obtenir en temps polynomial dans [48] et dans [6]. Dans ce dernier papier
la séquentialité est prouvée en effectuant le produit par une action donnée
sur le carré du transducteur – la preuve n’utilise pas directement le jumelage
des états mais la Remarque 5 de [6] montre que les conditions énoncées pour
la décidabilité sont les mêmes que la propriété de jumelage énoncée ci-dessus
–.
7.2 Fonctions séquentielles par morceaux
Comme nous allons montrer par la suite que la fonction successeur d’un
langage rationnel est une fonction qui peut-être réalisée par une union finie
de transducteurs co-séquentiels par morceaux, nous allons étudier la classe
de telles fonctions. Plus particulièrement, par dualité, nous allons étudier les
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fonctions qui sont séquentielles sur un nombre fini de "morceaux" ration-
nels. Nous appelons ces fonctions les fonctions séquentielles par morceaux.
Ces fonctions sont également réalisables par des passages successifs dans des
transducteurs séquentiels qui permettent d’avoir l’image d’un mot de ma-
nière déterministe et en complexité linéaire en la taille du mot. La différence
d’avec les fonctions séquentielles est qu’il faut lire le mot deux fois pour avoir
l’image. Les fonctions séquentielles par morceaux sont même exactement les
fonctions réalisées par de telles cascades de transducteurs séquentiels.
Dans cette section nous allons donc définir les fonctions séquentielles –
et co-séquentielles – par morceaux, ainsi que donner des exemples de fonc-
tions qui permettent de cerner la ‘géographie‘ de ces classes de fonctions par
rapport à l’ensemble des fonctions rationnelles, et aux classes des fonctions
séquentielles et co-séquentielles. Pour finir, nous donnons une caractérisa-
tion structurelle des transducteurs qui réalisent des fonctions séquentielles
par morceaux. Cette caractérisation reprend la notion d’états jumeaux ap-
pliquée à la caractérisation des fonctions séquentielles par morceaux donnée
dans [21].
7.2.1 Définition
Définition 42. Une fonction est dite séquentielle par morceaux si elle est
une union finie de fonctions séquentielles dont les domaines sont deux à
deux disjoints. Nous notons Seqpm la famille des fonctions séquentielles par
morceaux.
De cette définition il apparaît qu’une fonction séquentielle par morceaux
peut être réalisée par une union finie de transducteurs séquentiels dont les
domaines sont deux à deux disjoints. En fait, si l’union réalise une fonction,
il est possible de se débarrasser de la condition de disjonction :
Proposition 65. Une fonction est séquentielle par morceaux si, et seulement
si, elle est réalisable par une union finie de transducteurs séquentiels.
Démonstration. Si une fonction α est séquentielle par morceaux alors il
existe α1, . . . , αn séquentielles et dont les domaines sont deux à deux dis-
joints tels que α soit l’union des αi. Pour chaque i, il existe une transducteur
séquentiel τi qui réalise αi. L’union des transducteurs τi réalise α.
Réciproquement, soient τ1, . . . , τn des transducteurs séquentiels dont
l’union réalise une fonction α. Pour tout i, τi réalise une fonction séquen-
tielle αi. Les domaines des αi ne sont pas nécessairement disjoints mais
comme ils sont rationnels, l’intersection du domaine de αi et du domaine
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de αj est un langage rationnel Xi,j. Comme l’union de αi et αj est une fonc-
tion, alors c’est également l’union de αi et de la restriction de αj a Domαj−X
et c’est donc une union de deux fonctions séquentielles à domaines disjoints.
En réalisant la même opération pour tous les i et les j, on trouve que si
l’union des transducteurs est une fonction, alors elle est séquentielle par
morceaux.
Les fonctions co-séquentielles par morceaux sont définie de manière duale
par une union finie de fonctions co-séquentielles dont les domaines sont deux
à deux disjoints. Leur famille est notée coSeqpm.
Comme les fonctions séquentielles et co-séquentielles sont fermées par
composition, on a :
Proposition 66. Les fonctions (co-)séquentielles par morceaux sont fermées
par composition.
7.2.2 Cascades de transducteurs séquentiels
Cette sous-section présente une nouvelle famille de machine déterministes
qui permettent, comme les unions finies de transducteurs séquentiels, de réa-
liser les fonctions séquentielles par morceaux. Ces machines sont appelées
cascades de transducteurs séquentiels et l’idée de ces cascades est de lire
l’image d’un mot u par un transducteurs séquentiel dans un autre transduc-
teur séquentiel qui dépend de l’état de sortie dans le premier transducteur.
On peut très bien imaginer répéter ce processus h fois et obtenir ce que l’on
appellera une cascade de hauteur h.
Définition 43 ([3]). Une cascade de transducteurs séquentiels de hauteur h
est un ensemble fini de transducteurs séquentiels
τ0 ∪
⋃
16i6h−1
τi,qi,j , (7.2)
où les q1,j sont les états finaux de τ0 et les qi,j sont tous les états finaux des
transducteurs τ(i−1),q(i−1),j .
La fonction réalisée par une telle cascade est la fonction rationnelle α
telle que :
α(u) = τh,qi,j(τh−1,qi−1,j′ . . . (τ0(u))) , (7.3)
où qi,j est l’état de sortie de (τh−1,qi−1,j′ . . . (τ0(u))).
Une cascade de hauteur 1 est donc un unique transducteur séquentiel
et la fonction réalisée est une fonction séquentielle. Le transducteur de hau-
teur 1, τ0, d’une cascade pourra être appelé transducteur initial de la cascade.
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Exemple 58 (Ex. 57 cont.). La fonction αsqf est une fonction que nous
avons montré être ni séquentielle ni co-séquentielle. La Figure 7.4 montre
une cascade de transducteurs séquentiels droits réalisant la fonction αsqf .
Pour avoir l’image d’un mot u, il faut le lire dans le transducteur τ puis,
suivant l’état de sortie p ou q, lire respectivement le mot de sortie alors
obtenue dans le transducteur du haut σp ou du bas σq.
p
q
0|1
2|0
1|2
0|1, 1|2
0|1
0|0, 1|1, 2|2
1|1
2|2
0|0, 1|1, 2|2
(a) τ
|1
2|0 2|0
1|0
0|1, 1|2
0|0, 1|1, 2|2
0|0, 1|1, 2|2
(b) σp and σq
Figure 7.4 – Cascade de transducteurs séquentiels droits réalisant αfibo2
Nous montrons maintenant que les fonctions réalisées par les cascades
de transducteurs séquentiels sont exactement les fonctions séquentielles par
morceaux.
Théorème 67 ([3]). Soit α une fonction rationnelle de A∗ dans B∗. Les
propositions suivantes sont équivalentes :
(i) α est une fonction séquentielle par morceaux ;
(ii) α est réalisable par une cascade de transducteurs séquentiels de hau-
teur 1 ou 2 ;
(iii) α est réalisable par une cascade de transducteurs séquentiels de hau-
teur h > 1.
Démonstration. (i) ⇒ (ii) : Si α est séquentielle par morceaux, il est possible
de construire une union finie de transducteurs séquentiels dont les domaines
sont deux à deux disjoints et réalisant α. Notons ces transducteurs τ1, . . . , τn
et leurs domaines respectifs L1 · · ·Ln. Il est possible de construire un au-
tomate déterministe A dont l’ensemble T des états finaux est partitionné
en T1, . . . , Tn de telle manière que le langage des mots reconnus dans A par
les états de Ti est Li.
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Soit τ0 le transducteur dont l’automate sous-jacent d’entrée est A et dont
la fonction de sortie est l’identité sur chaque transition – ce transducteur réa-
lise une restriction de l’identité –. La cascade de hauteur 2 dont le transduc-
teur initial est τ0 et dont les transducteurs de hauteurs 2 sont les τ1, . . . , τn
– associés aux états finaux T1, . . . , Tn de τ0 – réalise la fonction α.
(ii) ⇒ (iii) : Cette implication est triviale.
(iii) ⇒ (i) : Décomposons tout transducteur séquentiel τk de la hauteur k
d’une cascade en une union de transducteurs identiques à τk mais avec cha-
cun un unique état final. Comme τk est séquentiel, cette décomposition est
une union finie de transducteurs, notés τk1 , . . . , τ
k
n , séquentiels.
La composition de fonctions séquentielles est une fonction séquentielle
donc la composition les fonctions réalisées par τki avec les fonctions réa-
lisées τk+1j est une fonction séquentielle. L’union de toutes ces fonctions
séquentielles forme donc une fonction séquentielle par morceaux.
Naturellement il y a également le théorème dual suivant :
Théorème 68. Soit α une fonction rationnelle de A∗ dans B∗. Les propo-
sitions suivantes sont équivalentes :
(i) α est une fonction co-séquentielle par morceaux ;
(ii) α est réalisable par une cascade de transducteurs co-séquentiels de hau-
teur 1 ou 2 ;
(iii) α est réalisable par une cascade de transducteurs co-séquentiels de hau-
teur h > 1.
L’exemple précédent montre donc que la fonction αsqf est co-séquentielle
par morceaux.
7.2.3 coSeqpm et Seqpm
Dans un souci de complétude, nous étudions maintenant les familles des
fonctions séquentielles et co-séquentielles par morceaux afin d’établir une
"géographie" de cette classe relativement aux familles des fonctions séquen-
tielles et co-séquentielles.
Par les exemples précédents, nous avons déjà montré que Seq ( RatF
et coSeq ( RatF. Par définition, nous avons également Seqpm ⊆ RatF,
coSeqpm ⊆ RatF ainsi que Seq ⊆ Seqpm et coSeq ⊆ coSeqpm.
L’exemple 57 montre également qu’il existe des fonctions qui sont co-
séquentielles par morceaux sans être ni séquentielles, ni co-séquentielles :
Il existe des fonctions qui sont séquentielles sans être co-séquentielles et
qui sont à la fois séquentielles et co-séquentielles par morceaux (cf. [3]).
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Exemple 59. Considérons la fonction α1 de A∗ dans lui même, avec A =
{0, 1} dont le domaine est Domα1 = {un = 00n | n ∈ N} ∪ {vn = 10n | n ∈
N} et définie par :
α1(un) = 11
n , α1(vn) = 1
n0 .
La fonction α1 est séquentielle mais pas co-séquentielle mais elle triviale-
ment l’union de fonctions séquentielles et co-séquentielles donc une fonction
séquentielle et co-séquentielle par morceaux.
Nous montrons enfin qu’il existe des fonctions qui ne sont ni séquentielles
par morceaux, ni co-séquentielles par morceaux.
Soit A = {a, b} et ϕ : A∗ → A∗ la fonction, que l’on appelle réduction de
Fibonacci, et qui associe à chaque mot w de A∗ l’unique mot ϕ(w) obtenu
à partir de w en appliquant la règle de réécriture abb → baa et qui ne
contient plus aucun facteur abb. La réduction de Fibonacci est une fonction
rationnelle (cf. par exemple [7, Exer. III.5.5] ou [37]) qui n’est ni séquentielle,
ni co-séquentielle (cf. par exemple [23]).
Proposition 69 ([3]). La réduction de Fibonacci n’est ni une fonction sé-
quentielle par morceaux, ni une fonction co-séquentielle par morceaux.
Démonstration. Pour montrer que la fonction n’est pas séquentielle par mor-
ceaux, nous montrons que, pour tout K, on ne peut pas trouver k fonc-
tions K-Lipschitz dont l’union réalise ϕ. Pour cela, étant donné K, il suffit
de trouver, pour tout k, k + 1 mots pour lesquels la fonction ϕ ne satisfait
pas le critère K-Lipschitz deux à deux.
Notons tout d’abord que, même si ϕ(uv) 6= ϕ(u)ϕ(v), le facteur aa per-
met de séparer un mot :
ϕ(uaav) = ϕ(u)aϕ(av) . (7.4)
Considérons tout d’abord les mots un = (ab)na et vn = (ab)nb . Nous
avons dp(un, vn) = 2 et :
dp(ϕ(un), ϕ(vn)) = dp(un, (aa)
nb) = 4n + 1 .
Considérons les k + 1 mots suivants (pour 1 6 i 6 k + 1) :
wi = wi,kaawi,k−1aa . . . aawi,1 ,
où :
wi,j =
{
vli si i=j
uli sinon
.
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où les li forment une suite croissante qui sera définie explicitement par la
suite. De (7.4) nous tirons que :
ϕ(wi) = ulkaaulk−1aa . . . aauli+1aab (aa)
liaauli−1aa . . . aaul1
pour 1 6 i 6 k, et :
ϕ(wk+1) = Xk+1 = ulkaaulk−1aa . . . aaul1 .
Nous déduisons alors que pout tous i, j, 1 6 i < j 6 k + 1, nous avons :
dp(wi, wj) = 2
( ∑
16m6i−1
(2lm + 3)
)
,
dp(ϕ(wi), ϕ(wj)) = 2
( ∑
16m6i−1
(2lm + 3) + 2li + 1
)
.
Si nous choisissons les longueurs l1, . . . , lk inductivement avec :
l1 >
1
2
(K − 1)
li >
1
2
(K − 1)
( ∑
16m6i−1
(2lm + 3)
)
alors pour tous i, j, 1 6 i < j 6 n+ 1, nous avons :
dp(ϕ(wi), ϕ(wj)) > Kdp(wi, wj)
ainsi ϕ ne peut être l’union de k fonctions K-Lipschitz et n’est donc pas une
fonction séquentielle par morceaux.
Une méthode similaire, en prenant un = a (bb)n et vn = ab (bb)n montre
également que ϕ n’est pas une fonction co-séquentielle par morceaux.
Nous pouvons finalement établir la géographie des fonctions rationnelles
comme le montre la Figure 7.5 où les inclusions sont toutes strictes.
7.2.4 Décidabilité
Finalement, dans cette sous-section, nous étudions la décidabilité de la
séquentialité par morceaux des fonctions rationnelles. La décidabilité a déjà
été prouvée dans [21] à l’aide d’une caractérisation des fonctions rationnelles
par morceaux qui utilise la notion de branchement que nous allons rappeler.
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RatF
coSeq
Seq
coSeqpm
Seqpm
ψ2ψ1
ψ3
ψ0
ϕ
Figure 7.5 – Géographie des fonctions rationnelles
Nous allons ensuite transcrire les définitions de branchements et les carac-
térisations associées afin de reprendre une terminologie proche de celle des
états jumeaux et de la conjugaison. Ce travail de transcription est la pre-
mière étape pour envisager une décidabilité structurelle de la séquentialité
par morceaux : c’est-à-dire la reconnaissance d’un motif dans le transducteur
qui réalise la fonction.
Définition 44 ([21]). Soit τ un transducteur fonctionnel. Un branchement
est un triplet d’états (q, q1, q2) tel que l’intersection des langages des mots
lus de q à q1 et des mots lus de q à q2 est non vide (cf. Figure 7.6).
q1
q2
qi
u|u2
u|u1
Figure 7.6 – Un branchement
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Un branchement faible est un branchement (q, q1, q2) tel que la distance
préfixe des images de chemins étiquetés par le même mot de q à q1 et q2
est bornée : il existe un entier k > 0 tel que pour tout u qui est l’étiquette
d’entrée d’un chemin de q à q1 et à q2 dont les images respectives sont u1
et u2 on a : dp(u1, u2) < k.
Un branchement fort est un branchement qui n’est pas faible. Un bran-
chement absolu est un branchement fort (q, q1, q2) où q = q1 ou q = q2.
L’existence de branchements forts dans un transducteur est en fait direc-
tement liée à l’existence d’états jumeaux non-conjugués. Nous retranscrivons
ici la caractérisation de [21] avec la terminologie des états jumeaux. En par-
ticulier nous montrons par la suite que l’existence de branchements absolus
est conjointe à l’existence d’états q1 et q2 monozygotes non q1-conjugués :
Définition 45. Deux états q1 et q2 d’un automate ou d’un transducteur
standard émondé sont dits monozygotes si il existe un mot u tel que q1 et q2
sont accessibles à partir de q1 par u et il existe un mot v qui est l’entrée d’un
circuit sur q1 et q2 (cf. Figure 7.7)
q1 q2
u|u2
u|u1, v|v1 v|v2
Figure 7.7 – Deux états monozygotes q1 et q2
Deux états monozygotes q1 et q2 sont jumeaux. Ce qui nous intéresse
dans cette section, pour caractériser les transducteurs fonctionnels réalisant
une fonction séquentielle par morceaux, c’est la q1-conjugaison – ou
q2-conjugaison – des états monozygotes. C’est-à-dire que nous étudions la
notion de conjugaison des états pour les chemins initiaux qui passent par
l’un des deux états.
En particulier deux états monozygotes q1 et q2 peuvent être simultané-
ment non-conjugués et q1-conjugués (cf. Figure 7.8). En revanche, deux états
monozygotes non q1-conjugués sont nécessairement également des états ju-
meaux non-conjugués.
Comme pour les états jumeaux, la notion de q1-conjugaison des états
monozygotes, bien qu’intrinsèquement liée au fait qu’ils soient monozygotes,
est séparée pour permettre de tester la séquentialité par morceaux, d’abord
par une recherche de motif (celui de la Figure 7.7), puis un test de conjugaison
sur les sorties des chemins impliqués.
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q1
q2
i
a|b
a|a
b|a
a|a
b|a
a|a
Figure 7.8 – Deux états monozygotes non-conjugués et q1-conjugués
Afin de relier la notion d’états jumeaux et monozygotes au travail de [21]
sur les branchements, nous montrons la propriété suivante :
Propriété 70. Un transducteur standard possède un branchement absolu si,
et seulement si, il existe un couple d’états monozygotes (q1, q2)
non q1-conjugués.
Démonstration. Un branchement est fort s’il n’est pas faible, c’est-à-dire
que les distances préfixes des images de chemins qui arrivent en q1 et q2 à
partir de q par le même mot u ne sont pas bornées. Cette condition implique
qu’il existe une infinité de tels mots u. Nous appelons branchement infini
un tel branchement (q, q1, q2), avec une infinité de mots qui sont l’entrée de
chemins à la fois de q à q1 et de q à q2. Un branchement fort ou absolu est
nécessairement infini mais un branchement infini n’est pas nécessairement
fort.
Pour qu’un branchement (q, q1, q2) soit infini il faut qu’il y ait une infinité
de mots lus à la fois de q à q1 et de q à q2. Cela implique qu’il y a un état q′1,
respectivement q′2, sur un chemin de q à q1, resp. q2, tels que q1 et q2 ont
un circuit dont l’entrée est la même. Les états q′1 et q
′
2 sont alors des états
jumeaux. La Figure 7.9 montre un branchement infini.
q1
q2
qi
q′1
q′2
u|u1
u|u2
u′|u′1
u′|u′2
v|v1
v|v2
Figure 7.9 – Un branchement infini
Nous avons donc montré que l’existence d’un branchement infini im-
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plique l’existence d’états jumeaux. La réciproque étant directe, nous mon-
trons maintenant que l’existence d’état jumeaux non-conjugués est équiva-
lente à l’existence de branchements forts.
Il est trivial de montrer que si deux états sont jumeaux non-conjugués
alors la distance préfixe des images des mots obtenus en faisant des tours de
boucles n’est pas bornée et donc ils forment, avec l’état initial, un branche-
ment fort.
Montrons que si un automate a un branchement fort, alors il a des états
jumeaux non-conjugués. Un branchement fort (q, q1, q2) induit une branche-
ment infini comme sur la Figure 7.9 où les états q′1 et q
′
2 sont jumeaux et
les distances préfixes des mots u1vn1 u
′
1 avec les mots u2v
n
2u
′
2, pour tout en-
tier n, ne sont pas bornées. Il résulte que, pour tout n, les distances préfixes
de u1vn1 et u2v
n
2 ne sont pas bornées puisque u
′
1 et u
′
2 sont de longueurs fixes.
Cette condition implique directement que les états q′1 et q
′
2 ne sont pas conju-
gués. Un branchement fort a donc la forme d’un branchement infini dont les
états q′1 et q
′
2 ne sont pas conjugués.
Un branchement est absolu s’il est fort et que q1 = q. C’est-à-dire qu’on
a la situation de la Figure 7.10. Les états q′1 et q
′
2 sont jumeaux monozygotes
avec un circuit commun v et comme boucle sur q′1 qui amène également en q
′
2
le mot u′u. Le même argument que pour la non-conjugaisons des états q′1 et q
′
2
lors d’un branchement fort montre que q′1 et q
′
2 sont monozygotes
non q′1-conjugués en cas de branchement absolu.
q2
qi
q′1
q′2
u|u1
u|u2
u′|u′2
u′|u′1
v|v1
v|v2
Figure 7.10 – Un branchement absolu
Finalement, pour la réciproque, supposons que deux états q1 et q2 soient
monozygotes non q1-conjugués, avec les notations de la Figure 7.7. Les dis-
tances préfixes des mots u1vn1 et u2v
n
2 , pour tout n, ne sont pas bornées,
puisque les états sont non q1-conjugués, et le branchement (q1, q1, q2) est
absolu.
Théorème 71 ([21]). Soit τ un transducteur émondé standard réalisant une
fonction rationnelle α. La fonction α est séquentielle par morceaux si et
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seulement si il n’y a pas d’états q1 et q2 de τ qui soient monozygotes
non q1-conjugués.
Démonstration. Cette preuve est la preuve de [21] adaptée à la terminologie
des états jumeaux et monozygotes. Pour simplifier la preuve, nous reprenons
l’hypothèse de [21] que τ n’a qu’un seul état initial i. Le sens direct est
trivial.
Soit τ un transducteur réalisant la fonction α. Soit Q son ensemble d’états
et Q1 le sous-ensemble de Q des états qui ont un jumeau non conjugué.
Montrons que si τ n’a pas d’états monozygotes q1 et q2 non q1-conjugués,
alors α est séquentielle par morceaux.
Pour tout état q ∈ Q, notons Xq l’ensemble des mots qui sont l’étiquette
d’entrée d’un chemin de i à q dont aucun état intermédiaire n’est dans Q1.
L’union des Xq pour les états de Q1 est X =
⋃
q∈Q1
Xq. L’ensemble Yq
est l’ensemble des mots qui sont l’étiquette d’entrée d’un chemin de q à un
état de sortie – c’est-à-dire que Yq est égal à Lq dans l’automate d’entrée
sous-jacent de τ –.
Posons Z = Dom(α) \XA∗ et Wq = XqYq. Il est possible de décomposer
le domaine de α en :
Dom(α) =
⋃
q∈Q1
Wq ∪ Z
Étudions les restrictions de la fonction α à chaque ensemble rationnel Wq
et à Z. Posons α′ la restriction de α à l’ensemble Z. Cette restriction est
réalisée par le transducteur τ ′, restriction de τ à l’ensemble d’états Q−Q1.
Le transducteur τ ′ n’a donc pas d’états jumeaux non-conjugués et donc, par
le Théorème 64, α′ est une fonction séquentielle.
Posons αq la restriction de α à l’ensemble Wq. Comme Xq est un en-
semble préfixe, il est possible de voir la fonction αq comme le produit de
deux fonctions βq et γq de domaines respectifs Xq et Yq. Plus précisément βq
est la fonction qui associe à chaque mot u de Xq l’image du chemin de i à q
dont l’entrée est u. Cette fonction est réalisée par un transducteur qui est la
restriction de τ à l’ensemble d’états Q − (Q1 \ {q}) et dont l’ensemble des
états finaux est {q}. Ce transducteur n’a pas d’états jumeaux non-conjugués
et donc βq est une fonction séquentielle.
La fonction γq est la fonction qui à tout mot v de Yq associe le mot de
l’image du chemin de q à un état final dont l’entrée est v dans τ . Cette
fonction est réalisée par le transducteur τq construit à partir de τ mais dans
lequel q est le seul état initial. Montrons que dans τq, i n’est pas un état
accessible, c’est-à-dire qu’il n’y a aucun chemin de q à i dans τ .
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Comme q ∈ Q1, il existe q′ ∈ Q tel que q et q′ soient des états jumeaux
non-conjugués. Il existe donc un couple de mots (u, v) où u étiquette l’entrée
de chemins de i à q et q′ et v étiquette l’entrée de circuits sur q et q′ et tels
que q et q′ sont non-conjugués pour le couple (u, v). Supposons qu’il existe un
chemin de q à i étiqueté w. Alors q et q′ sont tous les deux accessibles par le
mot uwu et il y a un chemin de i à q′ passant par q étiqueté uwu. Les états q
et q′ sont donc monozygotes. Comme q et q′ sont non i-conjugués pour le
couple (u, v), ils sont également non q-conjugués pour (uwu, v), ce qui est
contradictoire avec l’hypothèse. L’état i n’est donc pas accessible dans τq.
Il est donc possible d’éliminer l’état i de τq sans changer la fonction
réalisée. Ce transducteur à un état de moins que τ et pas d’états monozy-
gotes q1 et q2 non q1-conjugués. Par récurrence sur le nombre d’état, comme
un transducteur avec un unique état est séquentiel, la fonction γq est donc
séquentielle par morceaux.
Pour démontrer le théorème il reste juste à montrer que le produit de βq
et γq est une fonction séquentielle par morceaux. Notons γq,k des fonctions
séquentielles dont l’union donne γq. Le produit de βq et de γq est l’union
des produit de βq et des γq,k. Comme Xq, le domaine de βq est préfixe, ce
produit est une fonction séquentielle. Il en résulte que αq est séquentielle par
morceaux et donc également α.
La preuve du théorème ci-dessus implique également la décidabilité de la
séquentialité par morceaux d’une fonction réalisée par un transducteur fonc-
tionnel. Cette décidabilité, qui est celle montrée dans [21], est en complexité
exponentielle.
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Chapitre 8
Fonction successeur de
langages rationnels
Ce chapitre traite particulièrement de la fonction successeur pour des
langages rationnels. Nous avons déjà vu dans les chapitres précédents que
la fonction successeur dans un langage rationnel est une fonction rationnelle
mais qu’elle n’est pas nécessairement séquentielle ou co-séquentielle, à travers
les exemples 56 et 57. Nous allons maintenant montrer que le résultat trouvé
pour ces deux exemples est un résultat général :
Théorème 72 ([3]). La fonction successeur d’un langage rationnel est co-
séquentielle par morceaux.
La preuve de ce théorème, que nous donnons dans ce chapitre, construit
une union finie de transducteurs séquentiels droits réalisant la fonction suc-
cesseur d’un langage L à partir d’un automate fini déterministe qui recon-
naît L. En fait nous réduisons le problème de la fonction successeur à une
fonction successeur restreinte aux mots dont le successeur est de même lon-
gueur. Pour retrouver la fonction successeur à partir de cette restriction, il
faut imaginer introduire un caractère spécial que l’on insère autant de fois
que nécessaire en début de mot.
Afin de montrer la co-séquentialité par morceaux des fonctions succes-
seur à longueur constante, nous présentons tout d’abord des constructions
particulières sur des automates et sur des transducteurs pour avoir des trans-
ducteurs séquentiels – nous travaillons sur les transducteurs séquentiels sans
préciser s’ils sont droits ou gauches –.
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8.1 Produit synchronisé d’automates monocyles
Dans cette section nous voulons établir le résultat suivant qui sera utilisé
par la suite dans la preuve du Théorème 72 :
Proposition 73. Si L et K sont deux langages rationnels avec au plus un
mot par longueur, alors la fonction α qui associe à tout mot de L le mot de K,
de même longueur, si il existe, est une fonction séquentielle et co-séquentielle
par morceaux.
Pour ce faire nous définissons les langages rayon, qui sont les langages
reconnus par des automates avec un seul cycle, appelés automates mono-
cycles. Nous montrons ensuite que le produit synchronisé de deux automates
monocycles réalise une fonction séquentielle par morceaux.
8.1.1 Définitions
Langages, automates et transducteurs monocycles
Nous utilisons une terminologie utilisée par Reutenauer dans [38] et nous
appelons langage rayon un langage L de la forme L = uv∗w. L’intérêt de
tels langages est que tout langage à croissance bornée est une union finie de
langages rayons (folklore, cf. par exemple [43, I.8.4]). En particulier, ce qui
va nous intéresser, les langages qui n’ont qu’au plus un mot par longueur
sont une union fini de langages rayons.
Un automate monocycle est un automate émondé avec un seul état initial,
un seul état final et qui est composé d’un unique circuit et de deux chemins
qui relient le circuit à l’état initial et l’état final. Un transducteur monocycle
est un transducteur dont l’automate d’entrée sous-jacent est monocycle.
Un automate monocycle est dit à boucle préfixe soit s’il n’a pas de circuit,
soit si celui-ci passe par l’état initial. Il est dit à boucle suffixe s’il n’a pas de
circuit ou bien si celui-ci passe par l’état final.
La proposition suivante traduit les définitions précédentes par la caracté-
risation des degrés entrants et sortants des états d’un automate monocycle :
Proposition 74. Les automates monocycles sont les automates émondés
avec :
(i) un unique état initial,
(ii) un unique état final,
(iii) le degré entrant de tous les états est au plus 1 sauf pour au plus un état
pour lequel il vaut 2,
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(iv) le degré sortant de tous les états est au plus 1 sauf pour au plus un état
pour lequel il vaut 2.
Les automates monocycles à boucle suffixe (resp. à boucle préfixe) sont
les automates émondés avec un unique état initial (resp. état final) dont tous
les états ont un degré sortant (resp. entrant) d’au plus 1.
Proposition 75. Les langages rayons sont exactement les langages reconnus
par les automates monocycles.
Exemple 60. La Figure 8.1 montre deux exemples d’automates mono-
cycles Ar et Br. L’automate Ar reconnaît le langage rayon (ba)∗ et Br re-
connaît ba(ba)∗aa.
L’automate Ar est à la fois à boucle préfixe et à boucle suffixe alors
que Br n’est ni l’un ni l’autre.
a
b
(a) L’automate Ar
b
a
b
a a
(b) L’automate Br
Figure 8.1 – Deux automates monocycles
Proposition 76. Un automate monocycle A non déterministe est transfor-
mable en un automate monocycle déterministe équivalent.
Démonstration. La seule source possible de non déterminisme dans un auto-
mate A monocycle est à partir de l’état q dont on sort de la boucle puisque
c’est le seul à avoir un degré sortant de 2. Il est possible d’éliminer ce non
déterminisme sur q en faisant rouler le circuit vers l’état final, c’est-à-dire :
(i) si q est à la fois l’entrée et la sortie du circuit et qu’il y a une transition
de q étiquetée par a à la fois vers q′ et q′′ alors il faut fusionner q′ et q′′,
(ii) sinon il faut tout d’abord décaler le cycle d’un état : si q1 est l’état
d’entrée dans le cycle et q2 sont successeur par la lettre a, alors il faut
séparer q1 en deux états : le premier appartient au cycle mais n’est plus l’état
d’entrée du cycle, le deuxième est un état intermédiaire qui n’appartient
pas au cycle mais dont la transition sortante va en q2 (qui devient l’état
d’entrée du cycle). Ensuite il faut ’rembobiner’ le chemin de sortie : si q a
une transition sortante étiqueté par a dans la boucle vers l’état q′ et une
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transition étiquetée par a vers un état q′′ sur le chemin vers l’état final, il
est possible de fusionner q′ et q′′. L’état q′ devient alors l’état de sortie de la
boucle à la place de q.
Comme le chemin de sortie est fini, si le non déterminisme subsiste, il
suffit de refaire rouler le circuit un nombre fini de fois (dans le pire des cas,
l’automate deviendra alors a boucle suffixe). La transformation est montrée
sur la Figure 8.2.
a
b
a b a a
a
b
b a a
a
a
b
a a
a b
a
b
a
Figure 8.2 – Transformation d’un automate monocycle en automate mono-
cycle déterministe
La transformation ci-dessus est adaptable de manière duale pour obtenir
un automate monocycle co-déterministe en roulant le cycle vers l’état initial.
Produit synchronisé de deux automates
Définition 46. Soient A = 〈Q,A,E, I, T 〉 et B = 〈R,A,F, J, U〉 deux au-
tomates finis. Le produit synchronisé de A par B est la partie émondée du
transducteur :
A ✶ B = 〈Q×R,A,A,G, I×J, T×U〉 ,
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où l’ensemble des transitions G est défini par :
G = {((p, r), (a, b), (q, s)) | (p, a, q) ∈ E, (r, b, s) ∈ F} .
Si A et B sont deux automates finis sur A∗ qui reconnaissent respecti-
vement les langages L et K alors le produit synchronisé 1 A ✶ B réalise la
relation de A∗ dans A∗ dont le graphe est :
{(u, v) | u ∈ L, v ∈ K, |u| = |v|} = L×K ∩ (A×A)∗ .
Si B reconnaît un langage avec au plus un seul mot par longueur alors le
transducteur A ✶ B réalise une fonction.
Le produit synchronisé est distributif par rapport à l’union :
[⋃
i∈I
Ai
]
✶

⋃
j∈J
Bj

 = ⋃
(i,j)∈I×J
(Ai ✶ Bj) .
Le degré sortant d’un état (p, q) de A ✶ B est le produit des degrés
sortants des états p de A et q de B. De la définition du produit synchronisé
on tire que, même si A est déterministe, le transducteur A ✶ B n’est pas
séquentiel dès B a un état de degré sortant au moins 2.
Proposition 77. Si A est un automate monocycle déterministe et si B est un
automate monocycle à boucle suffixe (resp. préfixe) alors le produit synchro-
nisé A ✶ B est un transducteur monocycle séquentiel (resp. co-séquentiel).
Démonstration. Cette proposition est un corollaire direct de la Proposi-
tion 74 car B à boucle suffixe implique que le degré sortant de chaque état
est au plus 1 et donc il n’y a qu’une transition créée dans A ✶ B pour chaque
transition sortante de A par état de A ✶ B correspondant.
Comme A est déterministe, l’automate d’entrée sous-jacent à A ✶ B est
déterministe.
Exemple 61 (Ex. 60 cont.). La Figure 61 montre le produit synchronisé
de Ar par Br qui n’est ni séquentiel ni co-séquentiel.
1. Le produit synchronisé défini ici diffère un peu de celui défini en [43, Exerc. IV.6.17]
qui réalise la relation dont le graphe est L×K.
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pq
(p, q)
b
a
a
b
b a a
a|b
b|a
a|b
a|a b|a
Figure 8.3 – Le produit synchronisé Ar ✶ Br
8.1.2 Séquentialité du produit de deux automates mono-
cycles
Dans cette sous-section, nous allons montrer que la fonction réalisée par
le produit synchronisé de deux automates monocycles est une fonction sé-
quentielle et co-séquentielle.
Pour cela, nous allons modifier légèrement la définition des automates
pour y ajouter des transitions spontanées et des fonctions initiale et finale :
– les transitions d’un automate sont soit étiquetées par une lettre a de A,
soit par le mot vide 1A∗ ;
– les ensembles initiaux et finaux I et T sont remplacés par des fonctions
de Q dans A∗ que nous notons également I et T et dont les valeurs
pour un état q seront notées Iq et Tq.
Quand ce sera nécessaire, dans cette sous-section, nous appellons auto-
mates classiques les automates sans transitions spontanées et sans fonctions
initiales et finales. Il est connu que les automates – avec la définition étendue
– reconnaissent exactement les mêmes langages que les automates classiques
et que les automates classiques sont vus comme des automates en définissant
une fonction initiale (resp. finale) ayant pour valeur 1A∗ sur les états initiaux
(resp. finaux) – et ∅ sur les autres –.
Si c est un calcul réussi d’un automate A, alors nous notons ℓ(c) la
longueur de c, c’est-à-dire le nombre de transitions de c.
Cette définition élargie de la notion d’automate nous permet de montrer
la proposition suivante :
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Proposition 78. Tout automate monocycle classique B peut être transformé
en un automate monocycle
<< <
B tel que :
(i)
<< <
B est équivalent à B ;
(ii)
<< <
B est à boucle suffixe ;
(iii) si les calculs c et c′ respectivement de B et
<< <
B sont étiquetés par le même
mot, alors ℓ(c) = ℓ(c′).
Démonstration. L’automate
<< <
B est obtenu à partir de l’automate monocycle B
par les opérations suivantes :
(a) Si q est l’état de B par lequel on peut sortir du circuit et si w est
l’étiquette du chemin qui va de q à l’état final de B alors on remplace ce
chemin par une valeur pour la fonction finale en q de
<< <
B égale à w.
(b) Ajout avant l’état initial de B de |w| transitions spontanées.
Par (a), l’automate
<< <
B est a boucle suffixe et est équivalent à B ; l’égalité
des longueurs des calculs vient de l’opération (b).
Exemple 62 (Ex. 60 cont.). La construction appliquée à l’automate Br est
montrée sur la Figure 8.4.
b
a
b
a a
(a) L’automate classique Br
aa
1 1 b
a
b
(b) L’automate
<< <
Br
Figure 8.4 – Transformation d’un automate monocycle en un automate
monocycle à boucle suffixe
Il existe une transformation duale qui transforme un automate monocycle
en un automate monocycle à boucle préfixe.
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La définition du produit synchronisé est également étendue à la nouvelle
classe d’automates :
A ✶ B = 〈Q×R,A,A,G, I×J, T×U〉
où : [I×J ](p,q) = (Ip, Jq), [T×U ](p,q) = (Tp, Uq) et :
G = {((p, r), (x, y), (q, s)) | (p, x, q) ∈ E, (r, y, s) ∈ F} .
Exemple 63 (Ex. 60 cont.). La Figure 8.5 montre le produit synchronisé
de Ar par
<< <
Br.
aa
1|aa
b
a
1 1 b
a
b
a|1
b|1
a|b
b|a
a|b
Figure 8.5 – Le produit synchronisé Ar ✶
<< <
Br
Le graphe de la fonction réalisée par le produit synchronisé de deux auto-
mates A et B qui reconnaissent L etK n’est plus l’ensemble des couples (u, v)
où u est dans L et v dans K tels que |u| = |v| mais tels qu’il existe un calcul
de u dans A de longueur égale à un calcul de v dans B.
D’après la définition de
<< <
B on a donc :
Proposition 79. Soit A un automate et B un automate monocycle. Le pro-
duit synchronisé A ✶ B est équivalent au produit synchronisé A ✶
<< <
B.
Comme l’automate
<< <
B a un degré sortant d’au plus A, il apparaît que le
produit synchronisé A ✶
<< <
B est séquentiel lorsque A est déterministe.
Comme nous avons montré que la transformation
<< <
B est possible pour
tout automate monocycle :
Théorème 80. Le produit synchronisé A ✶ B d’un automate A déterministe
avec un automate B monocycle réalise une fonction séquentielle.
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De la Proposition 77 nous déduisons également :
Proposition 81. Soient A et B deux automates monocycles. Si A est déter-
ministe, alors le produit synchronisé A ✶
<< <
B est un transducteur monocycle
séquentiel.
Comme nous avons vu par la Proposition 76 qu’un automate monocycleA
pouvait être transformé en un automate monocycle déterministe équivalent
et comme des transformations duales existent, nous avons :
Théorème 82. Le produit synchronisé A ✶ B de deux automates monocycles
réalise une fonction séquentielle et co-séquentielle.
Il faut noter que si le produit synchronisé de deux automates monocycles
réalise une fonction à la fois séquentielle et co-séquentielle, c’est parce qu’il
existe – et nous les construisons – un tranducteur séquentiel et un transduc-
teur co-séquentiel qui la réalisent. Il n’y a cependant pas nécessairement de
transducteur à la fois séquentiel et co-séquentiel pour réaliser cette fonction.
8.1.3 Les langages avec un mot par longueur au plus
Nous pouvons maintenant donner la preuve de la Proposition 73 :
Démonstration. Les langages L et K sont des unions finies de langages rayon
et donc respectivement reconnus par des unions A1, . . . ,An et B1, . . . ,Bm
d’automates monocycles. La fonction α est réalisée par l’union des produits
synchronisés Ai ✶ Bj.
Nous avons montré que
<< <
Bi est équivalent à Bi et donc K est également
reconnu par l’union des automates monocycles
<< <
B1, . . . ,
<< <
Bm (Proposition 78).
Pour tout i et j, par la Proposition 81, le transducteur Ai ✶
<< <
Bj est un
transducteur séquentiel et donc α est une fonction séquentielle par morceaux.
La co-séquentialité se prouve directement de manière duale.
8.2 Concaténation de transducteurs co-séquentiels
Dans cette section nous revenons à la définition classique des automates
et nous allons donner des conditions sur des transducteurs co-séquentiels afin
de réaliser la concaténation par un transducteur co-séquentiel. Plus précisé-
ment, et comme c’est le cas qui nous intéressera dans le développement de la
preuve, nous étudions la concaténation d’un transducteur co-séquentiel avec
un transducteur monocycle co-séquentiel.
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Comme nous l’avons déjà montré, la concaténation de deux fonction sé-
quentielles – ou co-séquentielles – n’est pas nécessairement séquentielle, ce
n’est même pas nécessairement une fonction.
Sur la Figure 8.6 nous montrons la construction qui nous intéresse
particulièrement : la concaténation d’un transducteur co-séquentiel et co-
standard κ avec un transducteur monocycle co-séquentiel τ . Cette concaté-
nation est notée κ||τ .
p
y|v
x|u
z|w
(a) Le transducteur co-standard κ
i
|h
s|t
f |g
(b) Le transducteur monocycle τ
p
y|vh
x|uh
z|wh
s|t
f |g
(c) La concaténation κ||τ
Figure 8.6 – La concaténation de deux transducteurs
Proposition 83. Soit κ un transducteur co-séquentiel et co-standard. Si τ
est un transducteur monocycle co-séquentiel, alors la concaténation κ||τ est
un transducteur co-séquentiel si, et seulement si, on a l’une des conditions
suivantes :
(i) τ n’a pas de circuit ;
(ii) τ n’est pas à boucle préfixe ;
(iii) τ est à boucle préfixe mais l’étiquette de l’unique transition entrante
dans l’état initial de l’automate sous-jacent d’entrée de τ est différente de
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l’étiquette des transitions arrivant dans p, état final de l’automate sous-jacent
de κ.
Pour comprendre cette propriété, il faut remarquer que lors de la conca-
ténation de deux transducteurs co-séquentiels, la seule non co-séquentialité
peut apparaître lors de la fusion de l’état initial i de τ et de l’état final p
de κ. Il faut donc regarder les transitions entrantes dans l’état initial i de τ .
Si τ n’est pas à boucle préfixe, i a un degré entrant nul et l’affaire est
entendue. Si i est sur le circuit de τ , la troisième condition assure que les
étiquettes de la transition qui arrive en i et de celles qui arrivent en p sont
différentes. La concaténation est alors assurée d’être co-séquentielle.
Il y a une et une seule transition entrante sur i si et seulement si i est
sur le circuit de τ . Il convient alors de vérifier si le transducteur κ||τ est
co-séquentielle en analysant les automates d’entrée sous-jacents.
8.3 La fonction successeur uniforme
Dans cette section nous définissons la fonction successeur uniforme et
nous montrons que le problème de la co-séquentialité de la fonction succes-
seur se réduit à la co-séquentialité de cette fonction uniforme.
Nous introduisons tout d’abord les langages des mots minimaux et des
mots maximaux – pour chaque longueur – d’un langage L :
Min(L) = {u ∈ L | ∀v ∈ L, |u| = |v| ⇒ u 4 v} ,
Max(L) = {u ∈ L | ∀v ∈ L, |u| = |v| ⇒ v 4 u} .
On peut voir dans [42, 46], par exemple, que si L est rationnel alors les
langages Min(L) et Max(L) sont également rationnels. Leur définition im-
plique également que ce sont des langages avec au plus un mot par longueur.
Ces langages apparaissent utiles pour prouver la co-séquentialité de la
fonction successeur car lorsque un mot u et son successeur v ont la même
longueur, alors il existe a < b deux lettres et u′, v′ deux mots tels que, si w
est le plus long commun préfixe de u et v alors :
u = wau′ et v = wbv′ . (8.1)
Et u est le mot maximal de longueur |u| de L commençant par wa et v
est le mot minimal de longueur |u| de L commençant par wb. En fait v est le
mot minimal de longueur |u| dans L commençant par wc pour toute lettre c
telle que a < c.
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C’est pour cela que le bloc principal de la construction de notre preuve
est le produit synchronisé de langages avec au plus un mot par longueur.
Comme le produit synchronisé est une fonction qui préserve la longueur, et
que la fonction successeur ne le fait pas, nous allons tout d’ abord utiliser
une restriction de la fonction successeur préservant la longueur :
Définition 47. La fonction successeur uniforme d’un langage rationnel L,
notée ULSuccL, est la restriction de la fonction SuccL à (A×A)
∗ :
∀u ∈ L, ULSuccL(u) = SuccL(u)⇔ |u| = |SuccL(u)| ,
et si |SuccL(u)| > |u| alors ULSuccL n’est pas définie sur u.
Les mots de L pour lesquels la fonction ULSuccL n’est pas définie
sont exactement les mots dans Max(L) – c’est-à-dire dont le successeur est
dans Min(L)–.
De plus, si SuccL(u) = v, pour u ∈ Max(L), alors il n’y a aucun mot
dans L de longueur l telle que |u| < l < |v|.
L’idée, pour réduire le problème de la fonction successeur à sa restriction
uniforme, est d’introduire dans l’alphabet un nouveau caractère spécial –
que nous notons $ dans la suite –, qui est plus petit que toutes les autres
lettres, et qui s’ajoute en tête de chaque mot du langage pour former le
langage K = $∗L. Ce langage est choisi car tout mot u de L peut être
représenté par un mot de K de longueur l > |u| : $l−|u|u. En particulier le
calcul de la fonction successeur uniforme surK pour tout mot deK ‘contient‘
le calcul de la fonction successeur sur L.
Exemple 64. La Figure 8.7 représente le langage K1 = $∗L1 où L1 est le
langage des mots contenant un nombre pair d’occurrences de b.
Plus particulièrement, si u est dans Max(L), et donc son successeur v
est de longueur plus grande, alors le mot $|v|−|u|u de K a pour successeur v
dans K et $|v|−|u|u et v ont la même longueur. Cela permet de montrer
que même si la fonction successeur ne préserve pas la longueur, la fonction
successeur uniforme permet de retrouver tous les successeurs. En particulier,
le résultat qui nous intéresse est :
Proposition 84. Si ULSucc$∗L est co-séquentielle par morceaux, alors SuccL
l’est également.
Démonstration. La fonction qui ”efface” toutes les occurrences du caractère
spécial $ en début de mot est une fonction séquentielle et co-séquentielle
réalisée par le transducteur de la Figure 8.8 pour un alphabet {a1, . . . , an}.
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1A∗
a
aa bb
aaa abb bab bba
$
$a$$
$$$ $$a $aa $bb
b
ab ba
aab aba baa bbb
$b
$$b $ab $ba
Figure 8.7 – L’arbre représentant K1
$|1A∗
$|1A∗ ai|ai
Figure 8.8 – Transducteur co-séquentiel qui efface les $
Si la fonction ULSuccL est co-séquentielle par morceaux, alors elle peut
être réalisée par une cascade de transducteurs co-séquentiels de hauteur h. La
cascade de transducteurs de hauteur h+1, formée par la cascade précédente
et dont tous les transducteurs de hauteur h + 1 sont le transducteur de la
Figure 8.8, réalise la fonction successeur sur L.
Si on ajoute le transducteur de la Figure 8.8, nous obtenons une cascade
de hauteur supérieure qui réalise la fonction SuccL. La fonction SuccL est
donc co-séquentielle par morceaux.
Remarque 14. Comme nous avons déjà montré qu’il est possible de trans-
former une union finie de transducteurs co-séquentiels en une cascade de
transducteurs co-séquentiels de hauteur 2, la preuve ci-dessus donne une
construction de la cascade réalisant SuccL à partir de l’union finie réali-
sant ULSuccL et que nous allons détailler ci-après.
Finalement, pour prouver le Théorème 72 il ne reste à montrer que le
théorème suivant :
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Théorème 85. La fonction successeur uniforme ULSuccL d’un langage ra-
tionnel L est une fonction co-séquentielle par morceaux.
Démonstration. Nous donnons la construction d’une union finie de transduc-
teurs co-séquentiels qui réalise ULSuccL.
L’idée sous-jacente est que si ULSuccL(u) = v alors il existe a < b deux
lettres de A ∪ {$} et u′, v′ deux mots tels que u = wau′ et v = wbv′ où w =
u∧ v et u est le mot maximal de longueur n de L commençant par wa ; v est
le mot minimal de longueur n de L commençant par wc pour toute lettre c
telle que a < c dans L.
Soient A = 〈Q,A, δ, i, T 〉, déterministe, qui reconnaît L et q = i · w
dans A, alors :
(i) au′ est le mot maximal de longueur |au′| que l’on peut lire depuis l’état q
dans A qui commence par la lettre a,
(ii) bv′ est le mot minimal de longueur |bv′| = |au′| que l’on peut lire depuis
l’état q dans A qui commence par un lettre plus grande que a.
Il s’agit donc, dans un premier temps, de réaliser la fonction qui asso-
cie bv′ à au′ pour chaque état q atteint. Cette fonction est réalisée par un
transducteur monocycle co-séquentiel car est un produit synchronisé de lan-
gages avec au plus un mot par longueur.
Posons Lq = {w ∈ A∗ | q ·w ∈ T} le langage des mots qui sont lus à partir
d’un état q dans A jusqu’à un état final. De même L′q = {w ∈ A
∗ | i ·w = q}
sont les mots qui sont lus de l’état initial i jusqu’à q. Les langages Lq et L′q
sont rationnels.
Définissons maintenant Kq,a (respectivement Hq,a) l’ensemble des mots
maximaux (resp. minimaux) de Lq qui commencent par a (resp. une lettre
plus grande que a) :
Kq,a = Max(a(a
−1Lq)) et Hq,a = Min(
⋃
c>a
c(c−1Lq)) .
Les langages Kq,a et Hq,a sont rationnels et ont au plus un mot par
longueur. La fonction αq,a qui associe à chaque mot de Kq,a le mot de Hq,a
de même longueur est donc, d’après la Proposition 73 réalisée par une union
finie de transducteurs co-séquentiels monocycles.
Lemme 86. Si ULSuccL(wau
′) = wbv′, avec a < b et que w ∈ L′q, alors la
fonction qui associe au′ à bv′ est exactement la fonction αq,a.
Démonstration. Nous avons déjà montré que au′ est dans Kq,a et bv′
dans Hq,a et ils ont la même longueur (par définition de la fonction suc-
cesseur uniforme).
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Il reste donc à montrer que pour tout s ∈ Kq,a et t ∈ Hq,a tels que |s| =
|t|, tout mot w ∈ L′q est tel que wt = ULSuccL(ws).
Comme Kq,a et Hq,a sont des sous-ensembles rationnels de Lq, tout
mot w ∈ L′q est tel que ws et wt sont dans L. De plus comme s commence
par a et t par une lettre plus grande que a, et comme |ws| = |wt| alors
ws ≺ wt. Comme s et t ne commencent pas par la même lettre, et comme s
est dans Kq,a, w est nécessairement le plus long commun préfixe de ws et de
son successeur. Finalement son successeur est donc wt car t, dans Hq,a, est
le mot le plus petit, de longueur |t|, qui soit plus grand que s et tel que wt
soit dans L.
Par la Proposition 73, la fonction αq,a est une fonction réalisée par
une union finie de transducteurs co-séquentiels monocycles que l’on peut
construire. Notons τq,1, . . . , τq,k de tels transducteurs monocycles. Avec nos
notations précédentes, cette union associe bv′ à au′.
Pour réaliser la fonction qui associe wbv′ à wau′, if suffit de concaténer
un transducteur réalisant la restriction de l’identité sur L′q à chaque trans-
ducteur τq,i.
Comme nous l’avons vu précédemment, la concaténation n’est pas néces-
sairement co-séquentielle. Nous allons donc essayer de réunir les conditions
de la Proposition 83. Pour cela, prenons κq, un transducteur co-standard et
co-séquentiel réalisant l’identité sur L′q – c’est-à-dire un transducteur dont
les entrées sont égales aux sorties et dont l’automate d’entrée sous-jacent est
un automate co-déterministe reconnaissant L′q –.
La Proposition 83 donne des conditions sur les τq,i pour que κq||τq,i soit
co-séquentiel. Nous allons maintenant montrer que ces conditions sont soit
réalisées, soit que l’on peut transformer κq et τq,i en des transducteurs qui
réalisent les conditions :
Lemme 87. Le transducteur θq,i = κq||τq,i réalise une fonction co-
séquentielle par morceaux.
Démonstration. Le transducteur monocycle et co-séquentiel τq,i remplit l’une
des conditions suivantes :
1. Soit τq,i n’a pas de circuit ; soit τq,i n’est pas à boucle préfixe ; soit τq,i
est à boucle préfixe mais l’étiquette de l’unique transition entrante dans
l’état initial de l’automate sous-jacent d’entrée de τ est différente de
l’entrée des transitions arrivant dans p, état final de κq.
2. Ou bien τq,i est à boucle initial et l’étiquette d’entrée x de la transition
entrante dans l’état initial est égale à l’entrée d’une transition qui va
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d’un état p à l’état final q de κq. Nous notons f |g l’étiquette du circuit
de τq,i et donc il existe f tel que f = f ′x.
Dans le premier cas, correspondant aux conditions de la Proposition 83,
la concaténation θq,i est co-séquentielle.
Une représentation de τq,i et κq pour le deuxième cas est montrée sur la
Figure 8.9. Pour que la figure soit complètement générale, il faudrait consi-
dérer le cas où f ′ est le mot vide. Cependant le raisonnement qui va suivre
est toujours valide avec cette hypothèse.
qp
x|x
y|y
z|z
y′|y′
x′|x′
(a) κq
|h s|t
x|1f ′|g
(b) τq,i
Figure 8.9 – κq and τq,i
Dans ce deuxième cas, θq,i n’est pas co-séquentiel. Nous allons transfor-
mer les transducteurs κq et τq,i afin de construire une union finie de trans-
ducteurs co-séquentiels.
La première transformation consiste à dupliquer κq en deux copies κq,1
et κq,2. Dans κq,1 nous enlevons la transition entre p et q étiquetée par x. Dans
le deuxièmes nous enlevons toutes les autres transitions entrantes en q – l’état
final de κq. Cette "séparation" de κq en deux transducteurs co-séquentiels
est montrée sur la Figure 8.10.
L’union de κq,1 et κq,2 réalise bien la même fonction identité que κq
car ce dernier est co-déterministe et co-standard et donc chaque calcul
réussi emprunte une unique transition arrivant en l’état final q. Le trans-
ducteur κq,1||τq,i est dans le cas 1) défini plus haut et donc co-séquentiel.
Maintenant il reste à traiter la concaténation de κq,2 avec τq,i. Rappelons
que la seule transition arrivant en l’état final q de κq,2 est la transition entre p
et q étiquetée par x en entrée.
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qp
y|y
z|z
y′|y′
z′|z′
(a) κq,1
qp
x|x
y′|y′
z′|z′
(b) κq,2
Figure 8.10 – Séparation de κq en deux composantes
Nous transformons κq,2 à nouveau en un transducteur κ′q en effectuant
les opération suivantes :
(i) toutes les transitions d’un état r de κq,2 à p, étiquetées par y|y sont
dupliquées entre r et q ;
(ii) on concatène x à la sortie de ces nouvelles transitions – l’état de cette
transformation peut être vu sur la Figure 8.11 – ;
(iii) on supprime la transition de p à q.
Nous transformons également τq,i en τ ′q,i en décalant la boucle de l’état
initial. C’est à dire que l’étiquette de la boucle devient xf ′|g et nous ajoutons
une transition x|1A∗ entre la boucle et son chemin de sortie – voir Figure 8.11.
Montrons tout d’abord que la concaténation θ′q,i = κ
′
q||τ
′
q,i réalise la
même fonction que κq,2||τq,i : d’un coté, nous avons Dom κ′q = [Domκq,2] x
−1
et κ′q(u) = ux, de l’autre coté : Dom τ
′
q,i = xDom τq,i et τ
′
p,i(xv) = τp,i(v).
Nous avons donc finalement :[
κ′q||τ
′
q,i
]
(uxv) = κ′q(u)τ
′
q,i(xv)
= κq,2(ux)τq,i(v) = [κq,2||τq,i] (uxv) .
Nous pouvons remarquer que κ′q n’a pas exactement les mêmes proprié-
tés que κq puisque ses transitions qui arrivent en q ne sont plus étiquetées
par une identité. Cependant cela ne joue aucun rôle dans notre construc-
tion et nous nous autorisons à faire une récurrence. Nous répétons donc les
opérations et les transformations réalisées avec κq et τq,i avec les nouveaux
transducteurs κ′q et τ
′
q,i.
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qp
x|x
y′|y′
z′|z′
(a) κq,2
|h s|t
x|1f ′′x′|g
(b) τq,i
qp
y′|y′x
z′|z′x
y′|y′
z′|z′
(c) κ′q
|h xs|t
x′|1xf ′′|g
(d) τ ′q,i
Figure 8.11 – Transformation de κq,2 et τq,i en κ′q and τ
′
q,i
Ce genre de transformation pourrait très bien ne pas s’arrêter (cf. Re-
marque 15 pour la construction d’automates κ et τ pour lesquels ces trans-
formations seraient sans fin). Cependant dans notre cas précis, et de par la
nature de τq,i, cela est impossible et c’est ce que nous établissons maintenant.
Soit n le nombre d’états de A et l = |f | la longueur de la boucle préfixe
de τq,i. Supposons que nous avons fait nl fois les transformations précédentes
en retombant à chaque fois sur le cas 2). Nous aurions alors que fn est un
suffixe d’un mot de L′q.
Il existe alors nécessairement une boucle dans A étiquetée par une puis-
sance k < n de f car A n’a que n états et on va de cette boucle en q en lisant
une autre puissance de f . Or comme A est co-déterministe, cela implique que
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q · fk = q.
Comme τq,i est une restriction de Kq,a ✶ Hq,a, les mots fks et hgkt sont
des mots de Lq de même longueur. De plus la première lettre de f est a
et la première lettre de h est b avec b > a. On déduit avec la boucle sur q
que f2k et fkhgkt sont dans Lq également. Comme h commence par un b on
a f2k ≺ fkhgkt. Or donc f2k n’est pas un mot maximal commençant par a
et ne devrait donc pas être dans le domaine de τq,i. Nous en déduisons donc
qu’il suffit de faire un nombre fini – inférieur à nl – de fois les transformations
pour retomber uniquement sur le cas 1).
Finalement, il reste à montrer que l’union des θq,i réalise exactement une
restriction de ULSuccL aux mots dont le plus grand commun préfixe avec
son successeur est dans L′q. Ceci est direct puisque κq réalise exactement
l’identité sur L′q et l’union des τq,i exactement la fonction dont l’image de ce
que nous avions noté au′ est bv′.
Remarque 15. Il est possible de construire des transducteurs κ et τ simples,
tels que κ soit co-séquentiel et co-standard et τ soit un transducteur mono-
cycle, pour lesquels la construction définie dans la preuve du Lemme 87 est
sans fin.
En effet, si l’on prend les transducteurs de la Figure 8.12, la construction
est sans fin puisque κ est invariant et que la boucle de τ reste étiquetée
par a|a.
a|a
a|a
(a) tranducteur κ
1|b
a|a
b|1
(b) transducteur τ
Figure 8.12 – Transducteurs pour lesquels la construction est sans fin
Remarque 16. Enfin il faut préciser que toutes les constructions pour la
preuve sont symétriques sauf une. En particulier les constructions de pro-
duits synchronisés et de concaténations sont compatible avec le passage à la
dualité. On pourrait donc s’attendre à pouvoir également construire de ma-
nière duale une fonction séquentielle par morceaux. Ce n’est pas le cas car,
alors qu’il est possible de choisir un automate déterministe et standard – co-
déterministe et co-standard dans notre preuve – reconnaissant un langage L,
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il n’est pas possible, en général, de construire un automate déterministe et
co-standard – ce qui serait nécessaire pour adapter cette preuve et montrer
la séquentialité par morceaux.
En outre, nous avons déjà montré dans le chapitre précédent que la fonc-
tion successeur d’un langage rationnel n’est pas, en général, séquentielle par
morceaux.
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Chapitre 9
Séries énumératrices des
langages rationnels
Dans ce chapitre, nous décrivons une autre manière de représenter l’énu-
mération radicielle d’un langage : la série énumératrice.
Définition 48 ([4]). Soit S = (L,A,<) un système de numération abstrait,
la série énumératrice de S est la N-série sur A∗, que l’on note ES , définie
par :
ES =
∑
w∈L
(πS (w) + 1) w .
La notation précédente peut être simplifiée en EL =
∑
w∈L (πL (w) + 1) w .
La série énumératrice d’un langage L est donc la série formelle entière
dont le support est L et qui associe à chaque mot u de L le coefficient qui
correspond au rang de u lorsque L est ordonné dans l’ordre radiciel.
Remarque 17. Il pourrait sembler, au premier abord, qu’il est lourd de
prendre πL (w) + 1 comme définition du coefficient de w plutot que πL (w),
plus naturel. Cependant cette définition est prise afin que la série énumé-
ratrice détermine le langage L. En effet, si w est le premier mot de L dans
l’ordre radiciel, alors πL (w) = 0 et il serait impossible de distinguer le mot w
de tout mot qui n’est pas dans L. En particulier, la définition que nous avons
donné de la série énumératrice donne :
L = supp (EL) .
161
Dans cette section nous étudions la rationalité de la série énumératrice
d’un langage L rationnel qui a été établie pour la première fois dans [20].
Nous en donnons une preuve qui permet de donner une construction d’une
représentation de la série énumératrice. Les calculs pour cette contruction
sont ceux de [29] dans lequel la rationalité de la série énumératrice de L n’est
pas remarquée.
De la rationalité découlent immédiatement des résultats déjà établis sur
les systèmes de numération abstraits. Plus encore, la preuve de la rationalité
par le calcul d’une représentation permet de faire les calculs très simplement.
Nous montrons ainsi comment la représentation de la série énumératrice per-
met de calculer la valeur d’un mot dans un système de numération abstrait
défini par un langage rationnel L. Ce problème avait été étudié auparavant
dans [30].
Nous développons également comment la rationalité de la série énuméra-
trice d’un langage rationnel permet de résoudre le problème de la reconnaissa-
bilité des représentations, dans un système de numération abstrait rationnel,
d’un ensemblre reconnaissable d’entier. Ce problème est résolu dans [30] et
dans [29].
Finalement, nous essayons d’avoir une vue d’ensemble sur les séries ra-
tionnelles qui sont des séries énumératrices et nous démontrons qu’il est dé-
cidable de savoir si une série donnée est une série énumératrice d’un langage
ou non ([4]).
9.1 Rationalité
Dans cette section nous montrons le théorème suivant, ainsi que des ap-
plications directes de son énoncé ou de la preuve que nous allons en donner :
Théorème 88 ([20]). La série énumératrice d’un langage rationnel est une
série N-rationnelle.
La preuve de [20] construit une représentation pour une relation ration-
nelle non-ambiguë associant à tout mot u les mots v qui sont plus grands que
lui dans l’ordre radiciel. L’utilisation du théorème suivant, sur l’application
de relations rationnelles aux langages rationnels et son extension aux séries
rationnelles (Proposition 90), permet alors de construire une représentation
pour la série énumératrice.
Théorème 89 ([35]). L’image d’un langage rationnel par une relation ra-
tionnelle est un langage rationnel.
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L’application de ce dernier théorème aux séries rationnelles – voir [43] – :
Proposition 90. Soit ϕ : A∗ → B∗ une relation rationnelle non-ambiguë
et soit s une série K-rationnelle sur A∗. La série
ϕ(s) =
∑
w∈A∗
<s,w>ϕ(w) =
∑
u∈B∗
<s, ϕ−1(u)>u , (9.1)
si elle est définie, est une série K-rationnelle sur B∗.
Le résultat prouvé dans [20] est plus général que celui que nous exposons
ici et s’applique à d’autres séries que la série énumératrice. En particulier
il est possible d’avoir le même résultat pour d’autres ordres sur les mots
d’un langage. Par exemple, la série qui donne le rang des mots pour l’ordre
lexicographique, ou encore celle qui compte le nombre de préfixes d’un mot x
dans le langage L sont également rationnelles.
Le résultat est également plus fort dans le sens où il permet également
d’étendre le résultat aux langages algébriques : lorsque le langage est al-
gébrique, alors la série énumératrice – et toutes les autres séries traitées
dans [20] – de ce langage est également algébrique.
Une autre preuve du Théorème 88 peut être trouvée dans [39] à tra-
vers l’utilisation de la caractérisation de séries reconnaissables comme étant
celles qui appartiennent à sous-module stable finiment engendré des séries
formelles. Cependant, et contrairement à la preuve de [20], cette preuve ne
donne aucun moyen de calculer une représentation de EL.
Finalement ce résultat est retrouvé, sans y être explicitement énoncé,
dans [29] par la construction d’une N-représentation de la série énuméra-
trice d’un langage rationnel. Nous détaillons cette construction qui utilise,
en particulier, une décomposition de l’ensemble des mots plus petits qu’un
mot u donné. Nous donnons également quelques résultats, déjà connus, que
la rationalité de la série énumératrice permet de rendre directs, par la défi-
nition ou par des résultats classiques des séries rationnelles. En particulier
nous développons des méthodes constructives pour le calcul de la valeur d’un
mot dans un système de numération abstrait, ou bien le calcul d’un auto-
mate permettant de reconnaître un ensemble reconnaissable d’entiers dans
un système de numération abstrait.
9.1.1 Représentation de la série énumératrice
Afin de construire une représentation pour la série énumératrice d’un
langage rationnel L, nous utilisons les notations suivantes : si a est une
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lettre de l’alphabet A, alors Aa est l’ensemble des lettres de A plus petites
que a :
Aa = {b ∈ A | b < a} .
Si u est un mot de A∗, alors nous notons P (u) l’ensemble des mots de A∗
strictement plus petits que u dans l’ordre radiciel :
P (u) = {v ∈ A∗ | v ≺ u} .
La série énumératrice est naturellement lié à l’ensemble P (u) par :
∀u ∈ L πL (u) = card (P (u) ∩ L) .
L’ensemble P (ua) peut être décomposé en plusieurs éléments : tout
d’abord le mot vide est dans P (ua), ensuite tous les mots vb, où v est un mot
plus petit que u et b est n’importe quelle lettre, sont également dans P (ua),
enfin, tous les mots uc, où c est une lettre plus petite que a, sont dans P (ua).
De cette décomposition, on obtient une définition inductive de P (u) :
Lemme 91 ([29]).
∀u ∈ A∗ , ∀a ∈ A P (ua) = 1A∗ ∪ uAa ∪ P (u)A
Soit (λ, µ, ν) une N-représentation d’un automate fini non-ambigu, de
dimension k, reconnaissant L :
∀w ∈ A∗ λ · µ (w) · ν = 1 ⇐⇒ w ∈ L .
Nous utilisons la notation suivante : si K est un ensemble fini de A∗
alors :
µ (K) =
∑
w∈K
µ (w) .
Comme (λ, µ, ν) est une représentation non-ambiguë finie, nous avons :
∀K ⊆ A∗ λ ·µ (K) · ν =
∑
w∈K
λ ·µ (w) · ν = card (K ∩ L) . (9.2)
En particulier nous avons donc :
∀u ∈ A∗ λ · µ (P (u)) · ν = card ({v ∈ A∗ | v ∈ L et v ≺ u}) .
et donc :
∀w ∈ L λ · µ (P (w)) · ν = πL (w) .
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Du Lemme 91 nous avons – voir Lemme 2 de [29] – :
∀u ∈ A∗ , ∀a ∈ A
λ · µ (P (ua)) · ν = λ · µ (1A∗) · ν + λ · µ (u) · µ (Aa) · ν
+ λ · µ (P (u)) · µ (A) · ν . (9.3)
Soit σ = µ (A) et, pour toute lettre a de A, σa = µ (Aa).
L’équation (9.3) peut se réécrire :
∀u ∈ A∗ , ∀a ∈ A
λ · µ (P (ua)) · ν = λ · ν + λ · µ (u) · σa · ν + λ · µ (P (u)) · σ · ν . (9.4)
Choisissons maintenant (η, κ, ζ) la représentation de dimension 2k + 1
décrite par la décomposition par blocs carrés de tailles (1, k, k) ci-dessous :
η =
(
1 λ 0
)
, ∀a ∈ A κ (a) =

1 0 λ0 µ (a) σa
0 0 σ

 , ζ =

00
ν

 .
D’après le Lemme 91, par induction sur la longueur de u de A∗, nous
avons :
λ · µ (P (u)) · ν = η · κ (u) · ζ .
Soit ξ =

10
ν

 et s la série réalisée par la représentation (η, κ, ξ) :
∀u ∈ A∗ <s, u> = 1 + card ({v ∈ A∗ | v ∈ L and v ≺ u}) .
C’est-à-dire que s est la série formelle dont le support est A∗ et qui associe
à tout mot u le nombre de mots de L plus petits que u.
Pour avoir la série énumératrice de L il faut donc prendre la restriction
de la série s au langage L. Pour cela nous faisons le produit de Hadamard
de s par la série caractéristique L de L :
EL = s⊙ L ,
Comme la représentation (η, κ, ξ) de s est de dimension 2k+1, et comme
la dimension de la représentation la série caractéristique de L est de dimen-
sion k, il est possible de construire une représentation de taille 2k2 + k de
la série énumératrice EL. Nous verrons par la suite que, pour les calculs, il
n’est pas nécessaire d’expliciter cette dernière représentation car il est pos-
sible d’utiliser la représentation (η, κ, ξ).
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bb
aa
Figure 9.1 – Un automate déterministe reconnaissant les mots avec un
nombre pair de b
Exemple 65 (Ex. 54 cont.). Nous considérons toujours le langage L1 des
mots avec un nombre pair de b. Sont automate est remontré en Figure 9.1.
La représentation (λ, µ, ν) de cet automate est :
λ =
(
1 0
)
, µ =
(
a b
b a
)
, ν =
(
1
0
)
.
Nous avons alors :
σa =
(
0 0
0 0
)
, σb =
(
1 0
0 1
)
, σ =
(
1 1
1 1
)
.
La décomposition (η, κ, ξ) qui en découle est donc de dimension 5 :
η =
(
1 1 0 0 0
)
, ζ =


0
0
0
1
0

 ,
et :
κ (a) =


1 0 0 1 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 1
0 0 0 1 1

 , κ (b) =


1 0 0 1 0
0 0 1 1 0
0 1 0 0 1
0 0 0 1 1
0 0 0 1 1

 .
Et donc l’automate de la Figure 9.2 est un N-automate qui renvoie, pour
un mot donné de A∗, le nombre de mots, plus un, qui sont dans L1 et qui
sont plus petits que lui.
9.1.2 Calcul de la valeur d’un mot
La description par une N-représentation d’une série N-rationnelle donne
directement un moyen de calculer les coefficients des mots dans s. La
construction de la représentation précédente résout donc, de fait, le problème,
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a, b
a
a
a, b
a, b
b
b
a, b
a, b
a, b
b
b
Figure 9.2 – N-automate de représentation (η, κ, ξ)
déjà résolu dans [30] par une approche combinatoire similaire au Lemme 91,
du calcul de la valeur πL (w) d’un mot w dans le système de numération
abstrait rationnel défini par L.
Si une série s a une représentation (χ, ω, φ) de dimension n, et si w est
un mot de longueur ℓ, alors la méthode générale consiste à calculer, pour i
de 0 à l − 1 :
χ · ω(wi+1) = (χ · ω(wi)) · ω(ai+1) ,
où ai est la i-ième lettre de w et wi son préfixe de longueur i. Chaque
étape de cette méthode coûte 2n2 opérations, c’est-à-dire au total envi-
ron 2ln2 opérations.
Pour la série énumératrice, nous avons construit dans la sous-section
précédente une représentation de dimension 2k2 + k. Afin de réduire l’ordre
de grandeur du nombre d’opérations à effectuer, nous n’appliquons pas la
méthode générale directement à cette représentation.
En effet, tout d’abord, nous avons vu que EL = s ⊙ L, et nous avons
en donnée une représentation (λ, µ, ν), de dimension k, de la série L. Il est
donc possible, pour calculer πL (w), de faire le produit de <s,w> et <L,w>
– c’est-à-dire successivement le calcul de <s,w> et de <L,w> –. Avec la
représentation (η, κ, ξ), de dimension 2k + 1, cela permet d’économiser un
exposant carré.
Il est néanmoins possible d’aller encore plus loin concernant le calcul
de <s,w>. En effet la représentation (η, κ, ξ) par blocs de taille k (et 1)
permet de réduire le problème à des calculs sur des vecteurs et des matrices
de dimension k. Nous allons expliciter ces calculs.
Nous reprenons (λ, µ, ν) une représentation de dimension k d’un auto-
mate A non-ambigu reconnaissant L. Pour tout mot w de A∗, nous calculons
deux vecteurs ligne α(w) et γ(w) de dimension k. Le vecteur α(w) prend ses
valeurs dans {0, 1} et γ(w) est dans Nk. Ils sont définis par induction sur la
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longueur ℓ de w par :
α(1A∗) = λ , β(1A∗) = λ , et γ(1A∗) = 0 ,
et pour tout 0 6 i < ℓ :
α(wi+1) = α(wi) · µ (ai+1) , β(wi+1) = α(wi) · σai+1 ,
et γ(wi+1) = λ+ β(wi+1) + γ(wi) · σ .
Le vecteur α(w) correspond aux chemins dans l’automate A, depuis un
état initial, étiquetés par w ; c’est-à-dire que l’entrée j de α(w) correspond
au nombre de chemins étiquetés par w qui arrivent en un état qj. Comme A
est non-ambigu, les valeurs de α(w) sont bien dans {0, 1}.
Le vecteur β(wi+1) correspond au nombre de chemins –donc de mots par
non-ambiguïté – étiquetés par un mot wib, où b < ai+1, et qui arrivent dans
chaque état.
Enfin le vecteur γ(w) correspond donc, d’après le Lemme 91, au nombre
de chemins étiquetés par des mots plus petits que w arrivant en chaque état.
Finalement nous avons πL (w) = γ(w)·ν car α(w)·ν = 1 est exactement
le calcul de la valeur <L,w>. Cette méthode coûte environ 6ℓk2 opérations.
Exemple 66 (Ex. 54 cont.). Nous considérons toujours le langage L1 des
mots avec un nombre pair de b.
Par exemple, le calcul de πL1 (bbabb) s’effectue avec les calculs suivants :
i ai αi βi γi
0 (1, 0) (1, 0) (0, 0)
1 b (0, 1) (1, 0) (2, 0)
2 b (1, 0) (0, 1) (3, 3)
i ai αi βi γi
3 a (1, 0) (0, 0) (7, 6)
4 b (0, 1) (1, 0) (15, 13)
5 b (1, 0) (0, 1) (29, 29)
Et finalement, πL1 (bbabb) = (29, 29) · ν1 = 29.
9.1.3 Sous-ensembles reconnaissables d’entiers
Une autre conséquence de la rationalité de la série énumératrice d’un lan-
gage rationnel est la rationalité de tout langages dont les coefficients forment
un ensemble reconnaissable d’entiers (voir par exemple [8, Corol.III.2.4], [22,
Th. VI.10.1] ou [43, Corol. III.4.21]) :
Théorème 92. Soit s une série N-rationnelle, pour tout ensemble recon-
naissable X d’entiers, le langage des mots dont le coefficient dans la série s
est dans X est rationnel.
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Et donc en particulier :
Corollaire 93 ([30]). Un ensemble reconnaissable d’entiers est L-
reconnaissable dans tout système de numération abstrait L.
Si ce dernier corollaire est une conséquence directe du théorème précé-
dent, il peut néanmoins être intéressant de donner une méthode pour calcu-
ler 〈X〉L, où X est un ensemble reconnaissable d’entiers. En particulier en
réutilisant la méthode de calcul utilisée dans la sous-section précédente pour
calculer la valeur de chaque mot, nous obtenons la proposition suivante :
Soit L un langage rationnel sur A∗ reconnu par un automate déterministe
de dimension k. Pour tous entiers p et r < p, l’ensemble reconnaissable des
entiers congruents à r modulo p est noté Xp,r = pN+ r . Le langage 〈Xp,r〉L
est les langage des mots dont la valeur – pour le système de numération
défini par L – est dans Xp,r.
Proposition 94 ([29]). Soit L un langage rationnel et p et r des entiers tels
que r < p, le langage 〈Xp,r〉L est reconnu par un automate déterministe de
dimension au plus kpk.
Démonstration. Soit A un automate déterministe de dimension k reconnais-
sant L et soit (λ, µ, ν) sa N-représentation associée. Notons Q l’ensemble des
états de A. Comme A est déterministe, λ and µ sont monomiaux en ligne et
par conséquent, il en est de même de α(w). C’est-à-dire que α(w) a une seule
– exactement si A est complet – coordonnée j non nulle. Il est donc possible
de représenter α(w) par qj, l’état de Q correspondant à la coordonnée j.
Notons δ(w) = γ(w) mod p le vecteur ligne de dimension k dont les
valeurs sont celles de γ(w) modulo p. Ce vecteur prend un nombre fini de
valeurs différentes – plus précisément pk –.
L’idée de la preuve est de construire un automate dont chaque état est
tel que les mots qui y parviennent sont les mots correspondant à une valeur
fixée du couple
(
α(w), δ(w)
)
. L’ensemble des états de l’automate B que l’on
construit est donc :
R = {
(
α(w), δ(w)
)
| w ∈ A∗} .
C’est-à-dire que les états de B sont les couples (qj, δm) où qj est un état de A
et δm un vecteur ligne de dimension k à valeurs inférieures strictement à p.
Comme α(wa) et γ(wa) dépendent de α(w) et γ(w) mais pas de w pré-
cisément, on peut noter les transitions de B de la manière suivante :
∀a ∈ A
(
qj, δm
) a
−−→
B
(
qj′, δm′
)
,
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si il existe w tel que α(w) représente qj et δ(w) = δm et tel que α(wa)
représente qj′ et δ(wa) = δm′ . L’état initial de B est (λ, 0) et les états finaux
sont les états où qj est final et δm · ν mod p = r.
L’automate B est déterministe, a kpk états au plus, et reconnaît le lan-
gage 〈Xp,r〉L, car en effet, chaque chemin de A se relève en un unique chemin
de B.
Exemple 67 (Ex. 54 cont.). La Figure 9.3 montre l’automate qui reconnaît
l’ensemble 3N + 1 construit à partir de l’automate A1 (à droite). Les vec-
teurs γ correspondant à chaque état sont notés sur ceux-ci. La composante α
se retrouve en projetant sur l’automate A1.
Cet automate n’est pas minimal – son quotient minimal a 8 états (voir
Figure 9.4) – la méthode décrite ci-dessus ne donne donc pas un automate
minimal.
q1
q2
a
a
b
b
0, 0
2, 0
1, 0
0, 2
2, 1
0, 1
2, 2
2, 1
0, 2
1, 0
1, 1
1, 2
b
b
b
b b
b
a
a
a
a a
a
b b
a
a
b
b
b
b
a
a
a
a
Figure 9.3 – Automate déterministe reconnaissant 3N+ 1 dans L1.
a
a
a
b
b ab
b
a
a
a
ab
b
b
b
Figure 9.4 – Quotient minimal
Remarque 18. Comme toutes les constructions précédentes étaient valables
à partir non seulement d’automates déterministes, mais plus généralement
non-ambigus, cette construction est également possible à partir d’un auto-
mate non-ambigu et l’automate ainsi calculé a au plus 2kpk états.
Remarque 19. Une méthode différente pour calculer un automate recon-
naissant 〈Xp,r〉L est donnée dans [9, Th. 3.3.1]. L’automate construit par
cette méthode est co-déterministe mais pas déterministe et a, environ, kpk+1
170
états. Comme l’automate obtenu est co-déterministe, sa déterminisation
donne l’automate minimal de 〈Xp,r〉L. La forme particulière de cet automate
permet donc une déterminisation sans explosion exponentielle – puisque la
Proposition 94 majore le nombre d’états de l’automate minimal –.
9.2 Décidabilité
De par la nature croissante des coefficients d’un série énumératrice, il est
évident que toutes les séries rationnelles ne sont pas des séries énumératrices
d’un certain système de numération abstrait rationnel.
Avant de montrer la décidabilité de l’appartenance d’une série à l’en-
semble des séries énumératrices de langages rationnels, nous rappelons un
résultat de décidabilité pour les séries rationnelles :
Théorème 95 ([22]). Si K est un sous-semi-anneau d’un corps, alors il est
décidable si une série K-rationnelle s est la série nulle ou non.
Théorème 96 ([4]). Il est décidable si une série rationnelle s est la série
énumératrice d’un système de numération abstrait rationnel L ou non.
Démonstration. Une série formelle est une série énumératrice d’un système
de numération rationnel L si et seulement si les trois conditions suivantes
sont réalisées :
(i) son support supp s est rationnel ;
(ii) le mot w0 le plus petit du langage pour l’ordre radiciel a pour coeffi-
cient 1 ;
(iii) la différence de coefficients entre deux mots successifs est exactement 1,
c’est-à-dire que :
<s,SuccL(u)> − <s, u> = 1 .
Comme nous avons déjà vu, la fonction successeur est une fonction ration-
nelle, en particulier nous avons même montré au chapitre précédent que c’est
une fonction séquentielle par morceaux. SuccL est donc une relation ration-
nelle non-ambiguë et, d’après la Proposition 90, la série
SuccL(s) =
∑
w
<s,w>SuccL(w)
est une série N-rationnelle et, donc, la série t = s − SuccL(s) est Z-
rationnelle.
La série s est série énumératrice si et seulement t est telle que <t, w> = 1
pour tous les mots de L \ {w0}, c’est-à-dire si t − L \ {w0} = 0. D’après le
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Théorème 95, et comme Z est évidemment un sous-anneau d’un corps, le
problème est décidable.
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Index des Notations
A ✶ B produit synchronisé de deux
automates, 142
A∗ monoïde libre d’un alphabet, 17
Seqpm ensemble des fonctions sé-
quentielles par morceaux,
127
|E| Langage ou série dénotée par une
expression, 20
coSeqpm ensemble des fonctions co-
séquentielles par morceaux,
128
BD (E) termes dérivés cassés d’une
expression, 47
D (E) termes dérivés d’une expres-
sion, 36
πS (u) valeur d’un mot dans un SNA,
115
∂b
∂a E dérivation cassante d’une ex-
pression, 47
∂
∂a E dérivation d’une expression, 34
B (E) cassage d’une expression, 46
K〈〈A∗〉〉 ensemble des séries engen-
drées par un monoïde libre
sur un semi-anneau, 27
〈n〉S représentation d’un entier dans
un SNA, 115
RatE(A) ensemble des expression ra-
tionnelles, 19
SuccL fonction successeur d’un lan-
gage, 117
c(E) terme constant, 20
TBD (E) vrais termes dérivés cassés
d’une expression, 47
TD (E) vrais termes dérivés d’une ex-
pression, 36
<s, u> coefficient d’un mot dans une
série, 27
dp(u, v) distance préfixe de deux
mots, 122
d(E) profondeur d’une expression, 19
[a]-1(E) expression dérivée d’une ex-
pression, 31
Db(E) automate des termes dérivés
cassés d’une expression, 50
D(E) automate des termes dérivés
d’une expression, 40
[|x|] expression dénoté par un nœud,
un mot de nœuds ou un mot
de marques, 62
φ(x) père d’un nœud, 62
κ||τ concaténation de deux transduc-
teurs, 148
Seq ensemble des fonctions séquen-
tielles, 121
ℓ(E) Longueur littérale d’une expres-
sion, 19
|A| langage ou série reconnue par un
automate, 18
|u| longueur d’un mot, 17
fp(E) feuilles propres d’une expres-
sion, 22
(X)p partie propre d’un ensemble, 46
coSeq ensemble des fonctions co-
séquentielles, 121
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Index
alphabet, 17
automate
d’entrée sous-jacent, 119
des termes dérivés cassés d’une
expression, 50
des termes dérivés d’une expres-
sion, 40
fini, 17
accessible, 18
ambigu, 18
co-accessible, 18
des positions d’une expression,
23
déterministe, 18
standard, 21
à multiplicités, 28
émondé, 18
monocycle, 140
branchement, 133
absolu, 134
faible, 133
fort, 134
infini, 135
comportement d’un automate, 28
concaténation
à droite de sous-expressions, 40
derivation, 34
distance préfixe, 122
expression
constante étoilée, 53
dérivée d’une expression, 31
rationnelle, 19, 87
en forme normale, 24
équivalente à une autre, 20
feuilles propres d’une expression, 22
fonction
co-séquentielle, 121
lipschitzienne, 122
rationnelle, 117
successeur, 117
successeur uniforme, 150
séquentielle, 121
par morceaux, 127
identités triviales, 20, 88
langage, 17
dénoté par une expression, 20
rationnel, 19
rayon, 140
reconnaissable, 18
reconnu, 18
longueur
d’un mot, 17
littérale d’une expression, 19
monoïde libre, 17
mot, 17
ordre radiciel, 115
partie propre d’un ensemble, 46
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produit synchronisé, 142
profondeur d’une expression, 19
représentation, 28
d’un entier, 115
système de numération abstrait, 115
série
K-reconnaissables, 28
caractéristique d’un langage, 27
dénotée d’une expression, 89
formelle, 27
énumératrice d’un SNA, 159
terme constant, 20, 89
d’un nœud, 62
termes cassés d’une expression, 46
termes dérivés
cassés d’une expression, 47
d’une expression, 36
transducteur, 118
co-séquentiel, 121
fonctionnel, 119
lettre-à-lettre, 119
monocycle, 140
standard, 119
séquentiel, 121
valeur d’un mot dans un SNA, 115
vrais termes dérivés
cassés d’une expression, 47
d’une expression, 36
états
q-conjugués, 125
jumeaux, 125
conjugués, 126
monozygotes, 134
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