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Abstract
Let H be a hypergraph with n vertices. Suppose that d1, d2, . . . , dn are degrees of
the vertices of H. The t-th graph entropy based on degrees of H is defined as
Itd(H) = −
n∑
i=1
(
dti∑n
j=1 d
t
j
log
dti∑n
j=1 d
t
j
)
= log
(
n∑
i=1
dti
)
−
n∑
i=1
(
dti∑n
j=1 d
t
j
log dti
)
,
where t is a real number and the logarithm is taken to the base two. In this paper
we obtain upper and lower bounds of Itd(H) for t = 1, when H is among all uniform
supertrees, unicyclic uniform hypergraphs and bicyclic uniform hypergraphs, respec-
tively.
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1 Introduction
Throughout this paper, logarithms are always taken to the base two. Let p = (p1, p2, . . . , pn)
be a probability distribution, that is, 0 ≤ pi ≤ 1 and
∑n
i=1 pi = 1. The Shannon’s entropy
is defined as
I(p) = −
n∑
i=1
(pi log pi). (1.1)
This notion was first proposed by Shannon et al. [21] in 1949, which is one of the most
important metrics in information theory as a measure of unpredictability of information
content.
Applying Shannon’s entropy formula (1.1) with a probability distribution defined on
the vertex set or edge set of a graph, one can obtain a numerical value, which is usually
called a graph entropy. Of course, different probability distributions defined on graphs
∗Supported by NSFC (Nos. 11531011, 11571135, 11671320 and 11701441) and the China Postdoctoral
Science Foundation (No. 2016M600813).
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contribute to different graph entropies. Up until now, a lots of graph entropies have been
proposed (see [2,4,5,9,10,12,14–18,20,22]). For more results on the theory and applications
of the graph entropy, we refer the reader to four survey papers [5, 13,19,20].
Let G be a finite, undirected and connected graph with vertex set VG = {v1, v2, . . . , vn}.
Define a mapping f : VG → R
+, and a probability distribution p = (p(v1), p(v2), . . . , p(vn)),
where
p(vi) =
f(vi)∑n
j=1 f(vj)
for each vertex vi ∈ VG. The graph entropy of G based on f is defined as
If (G) = −
n∑
i=1
(
f(vi)∑n
j=1 f(vj)
log
f(vi)∑n
j=1 f(vj)
)
. (1.2)
Such a graph entropy was introduced by Dehmer in [4]. Note that in Equation (1.2), f
can be any mapping. Thus, by (1.2), Cao et al. [3] gave a novel graph entropy based on
the degrees of graphs as follows.
Definition 1 (See [3]). Let G be a connected graph with vertex set VG = {v1, v2, . . . , vn}.
Denote by di the degree of the vertex vi. Then the t-th graph entropy based on degrees of
G is defined as
Itd(G) = −
n∑
i=1
(
dti∑n
j=1 d
t
j
log
dti∑n
j=1 d
t
j
)
= log
(
n∑
i=1
dti
)
−
n∑
i=1
(
dti∑n
j=1 d
t
j
log dti
)
,
where t is a real number.
In [3], Cao et al. studied the extremal properties of Itd(G) for t = 1, when G is in the
class of trees, unicyclic graphs, bicyclic graphs, chemical trees or chemical graphs. For
t > 0, Cao et al. conjectured that the path on n vertices is the unique tree on n vertices
that maximizes Itd(G) in the class of trees, and the star on n vertices is the unique tree
on n vertices that minimizes Itd(G) in the class of trees. In [8], Ilic´ showed that the upper
bound is correct for t > 0, and the lower bound is correct only for t ≥ 1 in the conjecture.
In this paper, we extend the results of [3] to k-uniform hypergraphs. A hypergraph
H = (VH, EH) with n vertices and m edges consists of a set of vertices VH = {1, 2, . . . , n}
and a set of edges EH = {e1, e2, . . . , em}, where ei is a nonempty subset of VH for i =
1, 2, . . . ,m. If |ei| = k for i = 1, 2, . . . ,m, then H is called a k-uniform hypergraph. Clearly,
ordinary graphs are referred to as 2-uniform hypergraphs. A k-uniform hypergraph H is
called simple if there are no multiple edges in H, that is, all edges in H are distinct. In the
sequel of this paper, we assume that all hypergraphs considered are simple and k-uniform
with k ≥ 3.
In a hypergraph, a vertex v is said to be incident to an edge e if v ∈ e. Two vertices
are said to be adjacent if there is an edge that contains both of these vertices. Two edges
are said to be adjacent if their intersection is not empty. For a k-uniform hypergraph H,
the degree dv of a vertex v ∈ VH is defined as dv = |{ej : v ∈ ej ∈ EH}|. A vertex of
degree one is called a pendent vertex. Otherwise, it is called a non-pendent vertex. An edge
e ∈ EH is called a pendent edge if e contains exactly k− 1 pendent vertices. Otherwise, it
is called a non-pendent edge.
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A walk W of length l inH is a sequence of alternating vertices and edges: v0e1v1e2 · · · elvl,
where {vi−1, vi} ⊆ ei for i = 1, . . . , l. If v0 = vl, then W is called a circuit. A walk of H
is called a path if no vertices and edges are repeated. A circuit H is called a cycle if no
vertices and edges are repeated except v0 = vl. The hypergraph H is said to be connected
if every two vertices are connected by a walk. A hypergraph H is called a linear hypergraph
if each pair of the edges of H has at most one common vertex. Otherwise, it is called a
non-linear hypergraph.
The following concept of power hypergraph was introduced in [7].
Definition 2 (See [7]). Let G = (V,E) be an ordinary graph. For an integer k ≥ 3,
the k-th power of G, denoted by Gk := (V k, Ek), is defined as the k-uniform hypergraph
with the set of vertices V k = V ∪ (∪e∈E{ie,1, . . . , ie,k−2}) and the set of edges E
k =
{e ∪ {ie,1, . . . , ie,k−2}
∣∣e ∈ E}, where ie,1, . . . , ie,k−2 are new added vertices for e.
Definition 3 (See [7, 11]). The k-th power of an ordinary tree is called a k-uniform
hypertree.
The star with n vertices, denoted by Sn := ({v1, . . . , vn}, ES), is a graph with the
vertex set {v1, . . . , vn} in which vivj ∈ ES if and only if i = 1 or j = 1.
Definition 4 (See [7]). The k-th power of Sn, denoted by S
k
n, is called a hyperstar (see
Figure 2 (a) for an example).
Definition 5 (See [6]). Let H be a k-uniform hypergraph with n vertices, m edges and l
connected components. The cyclomatic number of H is defined to be
c(H) = m(k − 1)− n+ l.
So, a hypergraph H can be called a c(H)-cyclic hypergraph.
Definition 6 (See [11]). A hypergraph is said to be acyclic if it does not contain any
cycles.
A connected hypergraph H is acyclic if and only if c(H) = 0.
Proposition 1 (See [11]). A connected k-uniform hypergraph with n vertices andm edges
is acyclic if and only if m(k − 1) = n− 1.
Definition 7 (See [11]). A supertree is a hypergraph which is both connected and acyclic.
From Definitions 3 and 7, we know that all k-uniform hypertrees are supertrees. Con-
versely, a k-uniform supertree T with at least two edges is a k-uniform hypertree if and
only if each edge of T contains at most two non-pendent vertices. For example, Figure 1
depicts a 5-uniform supertree, which is not a hypertree.
Definition 8 (See [6]). If H is connected and contains exactly one cycle, then H is called
a unicyclic hypergraph (see Figure 2 (b) for an example).
Proposition 2 (See [1]). If H is a connected hypergraph with n vertices and m edges,
then it has a unique cycle if and only if
∑m
i=1(|ei| − 1) = n.
3
Figure 1: A 5-uniform supertree
A connected hypergraph H is unicyclic if and only if c(H) = 1. The following result
follows from Definition 8 and Proposition 2 immediately.
Proposition 3. A connected k-uniform hypergraph H with n vertices and m edges is a
unicyclic k-uniform hypergraph if and only if m(k − 1) = n.
Definition 9 (See [6]). A connected hypergraph H is called bicyclic if c(H) = 2 (see
Figure 2 (c) and (d) for examples).
The following result follows from Definitions 5 and 9 immediately.
Proposition 4. A connected k-uniform hypergraph H with n vertices and m edges is a
bicyclic k-uniform hypergraph if and only if m(k − 1) = n+ 1.
(a) Hyperstar S56
(b) Unicyclic hypergraph H1
(c) Bicyclic hypergraph H2 (d) Bicyclic hypergraph H3
Figure 2: Examples on hyperstars, non-linear unicyclic or bicyclic hypergraphs
The paper is structured as follows. In Section 2, we give some definitions and basic
results. In Sections 3-5, we obtain upper and lower bounds of Itd(H) for t = 1, when
H is among all uniform supertrees, unicyclic uniform hypergraphs and bicyclic uniform
hypergraphs, respectively.
2 Preliminaries
In this section, we give some definitions and basic results which will be used later. Let
H = (VH, EH) be a k-uniform hypergraph with n vertices and m edges. Define the non-
increasing degree sequence of H by pi(H) = (d1, d2, . . . , dn), that is, d1 ≥ d2 ≥ · · · ≥ dn.
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Note that
n∑
i=1
di = km.
By Definition 1, we have
I1d (H) = log
(
n∑
i=1
di
)
−
n∑
i=1
(
di∑n
j=1 dj
log di
)
= log(km)−
1
km
n∑
i=1
(di log di). (2.1)
Thus, for a class of k-uniform hypergraphs with given number of edges, in order to de-
termine the extremal values of I1d (H), we just need to determine the extremal values of
n∑
i=1
(di log di). Then we define
h(H) :=
n∑
i=1
(di log di).
In the following, we first study some properties of h(H).
Li, Shao and Qi [11, Definition 14] introduced the operation of moving edges on hy-
pergraphs, which is stated as follows.
Definition 10 (See [11]). Let r ≥ 1 and H = (VH, EH) be a hypergraph with u ∈ VH
and e1, . . . , er ∈ EH such that u /∈ ei for i = 1, . . . , r. Suppose that vi ∈ ei and write
e′i = (ei \ {vi}) ∪ {u} (i = 1, . . . , r). Let H
′ = (VH, EH′) be the hypergraph with EH′ =
(EH \ {e1, . . . , er}) ∪ {e
′
1, . . . , e
′
r}. Then we say that H
′ is obtained from H by moving
edges (e1, . . . , er) from (v1, . . . , vr) to u.
Remark 1 (See [11]). (a) The vertices v1, . . . , vr need not be distinct.
(b) The new hypergraph H′ may contain multiple edges. But if H is acyclic and there
is an edge e ∈ E containing all the vertices u, v1, . . . , vr, then H
′ contains no multiple
edges.
Let H = (VH, EH) be a hypergraph with the non-increasing degree sequence pi(H) =
(d1, d2, . . . , dn). If there exist two vertices vi and vj such that di ≥ dj+2, where vi ∈ e ∈ EH
and vj /∈ e, then we define a new hypergraphH
′, which is obtained fromH by the operation
of moving edge e from vi to vj (see Definition 10). Thus pi(H
′) = (d1, d2, . . . , di−1, di −
1, di+1, . . . , dj−1, dj + 1, dj+1, . . . , dn). By modifying the proof of [3, Lemma 1], we obtain
the following result.
Lemma 1. Let H and H′ be two hypergraphs specified as above. Then h(H) > h(H′).
Proof. Note that di ≥ dj + 2, that is, di > di − 1 ≥ dj + 1 > dj . Then
h(H)− h(H′) = di log di + dj log dj − (di − 1) log(di − 1)− (dj + 1) log(dj + 1)
=
(
di log di − (di − 1) log(di − 1)
)
−
(
(dj + 1) log(dj + 1)− dj log dj
)
=
(
log ξ1 +
1
ln 2
)
−
(
log ξ2 +
1
ln 2
)
> 0,
where ξ1 ∈ (di − 1, di) and ξ2 ∈ (dj , dj + 1). This completes the proof. 
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The following edge-releasing operation on linear hypergraphs is a special case of the
edge moving operation defined in Definition 10.
Definition 11 (See [11]). Let H be a k-uniform linear hypergraph, e be a non-pendent
edge of H and u ∈ e. Let e1, e2, . . . , er be all the edges of H adjacent to e but not
containing u, and suppose that ei ∩ e = {vi} for i = 1, . . . , r. Let H
′ be the hypergraph
obtained from H by moving edges (e1, e2, . . . , er) from (v1, . . . , vr) to u. Then H
′ is said
to be obtained from H by an edge-releasing operation on e at u.
Remark 2 (See [11]). (a) In Definition 11, the vertices v1, . . . , vr need not be distinct.
(b) If H is acyclic, then H′ contains no multiple edges.
(c) If H′ and H′′ are two hypergraphs obtained from a k-uniform linear hypergraph H
by an edge-releasing operation on some edge e at u and at v, respectively, then H′ and
H′′ are isomorphic.
Proposition 5 (See [11]). Let H′ be a hypergraph obtained from a k-uniform supertreeH
by an edge-releasing operation on a non-pendent edge e of H. Then H′ is also a supertree.
Proposition 6. Let H′ be a hypergraph obtained from a unicyclic k-uniform hypergraph
H by the operation of moving edge. IfH′ is connected, thenH′ is also a unicyclic k-uniform
hypergraph.
Proof. By the definition of the operation of moving edge, we can see that H and H′
the same number of edges. Thus, by Proposition 2 we have | EH |=| EH′ |=
n
k−1
. Note
that H′ is connected. Hence, by Proposition 3, we conclude that H′ is also a unicyclic
k-uniform hypergraph. 
Proposition 7. Let H′ be a hypergraph obtained from a bicyclic k-uniform hypergraph
H by the operation of moving edge. If H′ is connected, then H′ is also a bicyclic k-uniform
hypergraph.
Proof. By the definition of the operation of moving edge, we can see that H and H′
the same number of edges. Thus, by Definitions 5 and 9 we have | EH |=| EH′ |=
n+1
k−1
.
Note that H′ is connected. Hence, by Proposition 4, we conclude that H′ is also a bicyclic
k-uniform hypergraph.
Lemma 2. Let H′ be the hypergraph obtained from a connected k-uniform linear hyper-
graph H by an edge-releasing operation on e at u, where e is a non-pendent edge of H and
u ∈ e. Then h(H) < h(H′).
Proof. Suppose that u′ ∈ e and u 6= u′. By (c) of Remark 2, if H′′ is the hypergraph
obtained from H by an edge-releasing operation on e at u′, then H′′ is isomorphic to H′.
So, without loss of generality, we assume that du = maxv∈e{dv}. Let e1, e2, . . . , er be
all the edges of H adjacent to e but not containing u, and suppose that ei ∩ e = {vi}
for i = 1, . . . , r. Then du ≥ dvi > dvi − 1, and dvi ≥ 2 for i = 1, . . . , r. Suppose that
pi(H) = (. . . , du, . . . , dv1 , . . . , dv2 , . . . , dvr , . . .) is the non-increasing degree sequence of H.
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Let H1 be the hypergraph obtained from H by moving an edge e1 from v1 to u (see
Definition 10). Then H1 = (VH, EH1) is a hypergraph with EH1 = (EH \ {e1}) ∪ {e
′
1},
where e′1 = (e1 \ {v1}) ∪ {u}. Clearly, the degree sequence of H1 is
pi(H1) = (. . . , du + 1, . . . , dv1 − 1, . . . , dv2 , . . . , dvr , . . .).
Then we have
h(H)− h(H1) = du log du + dv1 log dv1 − (du + 1) log(du + 1)− (dv1 − 1) log(dv1 − 1)
= −
(
(du + 1) log(du + 1)− du log du
)
+
(
dv1 log dv1 − (dv1 − 1) log(dv1 − 1)
)
= −
(
log ξ1 +
1
ln 2
)
+
(
log ξ2 +
1
ln 2
)
< 0,
where ξ1 ∈ (du, du + 1) and ξ2 ∈ (dv1 − 1, dv1). So, h(H) < h(H1).
Define Hi+1 to be the hypergraph obtained from Hi by moving an edge ei from vi to
u for i = 1, 2, . . . , r − 1. Iteratively applying the technique used to prove h(H) < h(H1),
we obtain
h(H) < h(H1) < · · · < h(Hr−1) < h(Hr).
Clearly, Hr is isomorphic to H
′. This completes the proof. 
Let H = (VH, EH) be a connected hypergraph with the non-increasing degree sequence
pi(H) = (d1, d2, . . . , dn). If there exist two vertices vi and vj such that di ≥ dj , where
vj ∈ e ∈ EH and vi /∈ e, then we define a new hypergraph H
′, which is obtained from
H by the operation of moving edge e from vj to vi. Thus pi(H
′) = (d1, d2, . . . , di−1, di +
1, di+1, . . . , dj−1, dj − 1, dj+1, . . . , dn). By modifying the proof of h(H) < h(H1) in Lemma
2, we obtain the following result.
Lemma 3. Let H and H′ be as above. Then h(H) < h(H′).
3 Extremality of I1d(H) among all k-uniform (k ≥ 3) su-
pertrees
In this section, we investigate the extremality of I1d (H) among all k-uniform (k ≥ 3)
supertrees.
Lemma 4. Let T be a k-uniform (k ≥ 3) supertree on n vertices with m = n−1
k−1
≥ 2 edges.
Then
(a) h(T ) ≥ 2(m − 1) log 2, with the equality holding if and only if T ∈ T ∗, where T ∗
denotes the family of all k-uniform (k ≥ 3) supertrees on n vertices with m = n−1
k−1
≥
2 edges whose maximum degree is 2; and
(b) h(T ) ≤ m logm, with the equality holding if and only if T ∼= Skm+1.
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Proof. We prove (a) by contradiction. Suppose that T /∈ T ∗ attains the minimum value
among all k-uniform (k ≥ 3) supertrees on n vertices with m = n−1
k−1
≥ 2 edges. Then,
there exists at least one vertex u in T with du ≥ 3. Let e denote a non-pendent edge
containing u, e1 6= e denote another edge containing u, and e0 denote a pendent edge with
u /∈ e0. Suppose that us ∈ e0 and dus = 1. Let T
′ = (VT , ET ′) be the hypergraph with
ET ′ = (ET \{e1})∪{e
′
1}, where e
′
1 = (e1 \{u})∪{us}. Then pi(T ) = (. . . , du, . . . , dus , . . .),
and pi(T ′) = (. . . , du − 1, . . . , dus + 1, . . .). Note that du ≥ 3 = dus + 2. Then, by Lemma
1, we have h(T ) > h(T ′), a contradiction. This implies that only T ∈ T ∗ can attain the
minimum value among all k-uniform (k ≥ 3) supertrees on n vertices with m = n−1
k−1
≥ 2
edges. By simple computation, we have h(T ) = 2(m − 1) log 2 for any T ∈ T ∗. This
completes the proof of (a).
Next, we prove (b) by the induction. Denote by N2(T ) the number of non-pendent
vertices of T . If T is a k-uniform (k ≥ 3) supertree on n vertices and m = n−1
k−1
≥ 2
edges with N2(T ) = 1, then T ∼= S
k
m+1 and then h(T ) = m logm. If T is a k-uniform
supertree on n vertices and m = n−1
k−1
≥ 2 edges with N2(T ) = 2, then T ≇ S
k
m+1. In
such case, m ≥ 3 and T has only two vertices (say u and v) whose degrees are not less
than 2. Suppose that e is the non-pendent edge containing u and v. By repeating the
edge-releasing operation on e at u (see Definition 11), we obtain Skm+1. Then, by Lemma
2, we have h(T ) < h(Skm+1) = m logm.
Assume that h(T ) < m logm for all k-uniform (k ≥ 3) supertree T on n vertices
and m = n−1
k−1
≥ 2 edges with 1 < N2(T ) ≤ l ≥ 2. For a k-uniform (k ≥ 3) supertree
T ′ on n vertices and m = n−1
k−1
≥ 2 edges with N2(T
′) = l + 1, it is easy to see that
T ′ ≇ Skm+1. Then, there exists one non-pendent edge e in T
′. Assume that u ∈ e. Let
T ′′ be the hypergraph obtained from T ′ by an edge-releasing operation on e at u (see
Definition 11). Then, by Proposition 5 and Lemma 2, we obtain that T ′′ is a k-uniform
(k ≥ 3) supertree and h(T ′) < h(T ′′). Note that N2(T
′′) < N2(T
′) = l + 1. Based on the
assumption that h(T ′′) < m logm for all k-uniform (k ≥ 3) supertree T ′′ on n vertices and
m = n−1
k−1
≥ 2 edges with 1 < N2(T
′′) ≤ l ≥ 2, we have h(T ′) < h(T ′′) < m logm. Thus,
h(T ) < m logm for all k-uniform (k ≥ 3) supertree T on n vertices and m = n−1
k−1
≥ 2
edges with N2(T ) ≥ 2.
From the discussion above, we note that only T ∼= Skm+1 can attain the maximum
value among all k-uniform (k ≥ 3) supertrees on n vertices with m = n−1
k−1
≥ 2 edges, that
is, h(T ) = m logm if and only if T ∼= Skm+1. This completes the proof of (b). 
From Lemma 4 and Equality (2.1), we get the following result.
Theorem 1. Let T be a k-uniform (k ≥ 3) supertree on n vertices with m = n−1
k−1
≥ 2
edges and T ∗ as in Lemma 4. Then
log(km)−
logm
k
≤ I1d(T ) ≤ log(km)−
2(m− 1) log 2
km
,
where the first equality holds if and only if T ∼= Skm+1, and the second equality holds if and
only if T ∈ T ∗.
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4 Extremality of I1d(H) among all unicyclic k-uniform hyper-
graphs
In this section, we investigate the extremality of I1d (H) among all unicyclic k-uniform
(k ≥ 3) hypergraphs.
Lemma 5. Let H be a unicyclic k-uniform (k ≥ 3) hypergraph on n vertices with m =
n
k−1
≥ 2 edges. Then
(a) h(H) ≥ 2m log 2, with the equality holding if and only if H ∈ HI , where HI denotes
the family of all unicyclic k-uniform (k ≥ 3) hypergraphs on n vertices with m =
n
k−1
≥ 2 edges whose maximum degree is 2; and
(b) h(H) ≤ m logm + 2 log 2, with the equality holding if and only if H ∼= HII , where
HII is shown in Figure 3.
Figure 3: The unicyclic k-uniform hypergraph HII
Proof. We prove (a) by contradiction. Suppose that H /∈ HI attains the minimum
value among all unicyclic k-uniform (k ≥ 3) hypergraphs on n vertices with m = n
k−1
≥ 2
edges. Then, there exists at least one vertex u with du ≥ 3. Let e denote a non-pendent
edge containing u and C = v1e1v2e2 · · · etvt+1 (vt+1 = v1) the unique cycle in H. In the
following, we say u ∈ C if u ∈ ∪ti=1ei; otherwise, u /∈ C, and f ∈ C if f = ei for some
i ∈ {1, 2, . . . , t}; otherwise, f /∈ C.
Case 1. u ∈ C.
Without loss of generality, we assume e = e1 and u ∈ e1. Find a longest path P =
uf1u1f2 · · · fsus starting at u such that ui /∈ C and fi /∈ C for i = 1, 2, . . . , s. Obviously,
dus = 1.
Subcase 1.1 u = v1 or v2.
Without loss of generality, we assume u = v1. Then dv1 ≥ 3. Let H
′ = (VH, EH′)
be the hypergraph with EH′ = (EH \ {e1}) ∪ {e
′
1}, where e
′
1 = (e1 \ {v1}) ∪ {us}.
Then, by Proposition 6, H′ is also a unicyclic k-uniform hypergraph. Note that pi(H) =
(. . . , dv1 , . . . , dus , . . .), pi(H
′) = (. . . , dv1 − 1, . . . , dus +1, . . .), and dv1 ≥ 3 = dus +2. Then,
by Lemma 1, we have h(H) > h(H′), a contradiction.
Subcase 1.2 u 6= v1, v2.
Let f1 6= e1 denote another edge containing u. Let H
′ = (VH, EH′) be the hypergraph
with EH′ = (EH\{e1, f1})∪{e
′
1, f
′
1}, where e
′
1 = (e1\{v1})∪{us} and f
′
1 = (f1\{u})∪{v1}.
Then, by Proposition 6, H′ is also a unicyclic k-uniform hypergraph. Note that pi(H) =
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(. . . , du, . . . , dus , . . .),pi(H
′) = (. . . , du − 1, . . . , dus + 1, . . .), and du ≥ 3 = dus + 2. Then,
by Lemma 1, we get h(H) > h(H′), a contradiction.
Case 2. u /∈ C.
Find a longest path Q = vf1u1f2 · · · fsus (ui /∈ C and fi /∈ C for i = 1, 2, . . . , s)
starting at v such that v ∈ ei for some i ∈ {1, 2, . . . , t} and fj−1 ∩ fj = {u} for some
j ∈ {1, 2, . . . , s}. Let H′ = (VH, EH′) be the hypergraph with EH′ = (EH \ {ei, fj}) ∪
{e′i, f
′
j}, where e
′
i = (ei \ {vi}) ∪ {us} and f
′
j = (fj \ {u}) ∪ {vi}. Then, by Proposition
6, H′ is also a unicyclic k-uniform hypergraph. Note that pi(H) = (. . . , du, . . . , dus , . . .),
pi(H′) = (. . . , du − 1, . . . , dus + 1, . . .), and du ≥ 3 = dus + 2. Then, by Lemma 1, we have
h(H) > h(H′), a contradiction.
Thus, the discussions above imply that only H ∈ HI can attain the minimum value
among all unicyclic k-uniform (k ≥ 3) hypergraphs on n vertices with m = n
k−1
≥ 2 edges.
By simple computation, we have h(H) = 2m log 2 for any H ∈ HI . This completes the
proof of (a).
Next, we give the proof of (b). Suppose that H attains the maximum value among all
unicyclic k-uniform (k ≥ 3) hypergraphs on n vertices with m = n
k−1
≥ 2 edges. Again,
we use C = v1e1v2e2 · · · etvt+1 (vt+1 = v1) to denote the unique cycle in H.
Claim 1. There exists one vertex vi ∈ C with the maximum degree ∆(H).
Suppose that there is no vertex on the cycle C possessing the maximum degree ∆(H).
Choose a vertex v /∈ C such that d(v) = ∆(H). Find a path P1 = uf1u1f2 · · · us−1fsv
(ui /∈ C for i = 1, 2, . . . , s−1 and fj /∈ C for j = 1, 2, . . . , s) starting at u such that u ∈ ei for
some i ∈ {1, 2, . . . , t}. LetH′ = (VH, EH′) be the hypergraph with EH′ = (EH\{ei})∪{e
′
i},
where e′i = (ei \{u})∪{v}. By Proposition 6, H
′ is also a unicyclic k-uniform hypergraph.
Note that pi(H) = (dv , . . . , du, . . .), pi(H
′) = (dv + 1, . . . , du − 1, . . .), and dv > du − 1 ≥ 1.
By Lemma 3, we obtain that h(H) < h(H′), a contradiction.
Claim 2. Let e(C) = {e | e is an edge ∈ C}. Then |e(C)| = 2.
Without loss of generality, suppose that d(v0) = ∆(H) and v2 6= v0 ∈ e1 (v0 can
be equal to v1). If |e(C)| ≥ 3, then let H
′ = (VH, EH′) be the hypergraph with EH′ =
(EH \{e2})∪{e
′
2}, where e
′
2 = (e2 \{v2})∪{v0}. By Proposition 6, H
′ is also a unicyclic k-
uniform hypergraph. Note that pi(H) = (dv0 , . . . , dv2 , . . .), pi(H
′) = (dv0+1, . . . , dv2−1, . . .),
and dv0 ≥ dv2 > dv2 − 1 ≥ 1. By Lemma 3, we have h(H) < h(H
′), a contradiction.
Claim 3. ∆(H) = m.
If ∆(H) ≤ m− 1, without loss of generality, suppose that d(v0) = ∆(H). Then, there
exists at least one edge e ∈ E(H) with v0 /∈ e. Let ei for some i ∈ {1, 2, . . . , t} be the edge
which adjacent to e and ei ∩ e = {w} and H
′ = (VH, EH′) be the hypergraph with EH′ =
(EH \ {e}) ∪ {e
′}, where e′ = (e \ {w}) ∪ {v0}. By Proposition 6, H
′ is also a unicyclic k-
uniform hypergraph. Note that pi(H) = (dv0 , . . . , dw, . . .), pi(H
′) = (dv0+1, . . . , dw−1, . . .),
and dv0 > dw − 1 ≥ 1. By Lemma 3, we obtain that h(H) < h(H
′), a contradiction.
From Claims 1-3, we obtain that h(H) attains the maximum value among all unicyclic
k-uniform (k ≥ 3) hypergraphs on n vertices with m = n
k−1
≥ 2 edges if and only if
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H ∼= HII . By simple computation, we have h(H) = m logm + 2 log 2 for H ∼= HII . This
completes the proof of (b). 
From Lemma 5 and Equality (2.1), we have the following result.
Theorem 2. Let H be a unicyclic k-uniform (k ≥ 3) hypergraph on n vertices with
m = n
k−1
≥ 2 edges, and let HI , HII be as in Lemma 5. Then
log(km)−
m logm+ 2 log 2
km
≤ I1d (H) ≤ log(km)−
2 log 2
k
,
where the first equality holds if and only if H ∼= HII , and the second equality holds if and
only if H ∈ HI .
5 Extremality of I1d(H) among all bicyclic k-uniform (k ≥ 3)
hypergraphs
In this section, we investigate the extremality of I1d (H) among all bicyclic k-uniform (k ≥ 3)
hypergraphs.
Lemma 6. Let H be a bicyclic k-uniform (k ≥ 3) hypergraph on n vertices with m =
n+1
k−1
≥ 2 edges. Then
(a) h(H) ≥ 2(m+1) log 2, with the equality holding if and only if H ∈ HIII , where HIII
denotes the family of all bicyclic k-uniform (k ≥ 3) hypergraphs on n vertices with
m = n+1
k−1
≥ 2 edges whose maximum degree is 2; and
(b) h(H) ≤ m logm + 4 log 2, with the equality holding if and only if H ∼= HIV or
H ∼= HV , where HIV and HV are shown in Figure 4.
(a) HIV (b) H
V
Figure 4: The bicyclic k-uniform hypergraphs HIV and HV .
Proof. We prove (a) by contradiction. Suppose that H /∈ HIII attains the minimum value
among all bicyclic k-uniform (k ≥ 3) hypergraphs on n vertices with m = n+1
k−1
≥ 2 edges.
Then, there exists at least one vertex u with du ≥ 3. Let e denote a non-pendent edge
containing u and C = v1e1v2e2 · · · etvt+1 (vt+1 = v1) be a cycle in H.
Case 1. u ∈ C.
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Without loss of generality, we assume e = e1 and u ∈ e1. Find a longest path P =
uf1u1f2 · · · fsus starting at u such that ui /∈ C and fi /∈ C for i = 1, 2, . . . , s. Obviously,
dus = 1.
Subcase 1.1 u = v1 or v2.
Without loss of generality, we assume u = v1. Then dv1 ≥ 3. LetH
′ = (VH, EH′) be the
hypergraph with EH′ = (EH \ {e1})∪ {e
′
1}, where e
′
1 = (e1 \ {v1})∪ {us}. By Proposition
7, H′ is also a bicyclic k-uniform hypergraph. Note that pi(H) = (. . . , dv1 , . . . , dus , . . .),
pi(H′) = (. . . , dv1 − 1, . . . , dus + 1, . . .), and dv1 ≥ 3 = dus + 2. Then, by Lemma 1, we
obtain that h(H) > h(H′), a contradiction.
Subcase 1.2 u 6= v1, v2.
Let f1 6= e1 denote another edge containing u. Let H
′ = (VH, EH′) be the hypergraph
with EH′ = (EH \ {e1, f1}) ∪ {e
′
1, f
′
1}, where e
′
1 = (e1 \ {v1}) ∪ {us} and f
′
1 = (f1 \
{u}) ∪ {v1}. By Proposition 7, H
′ is also a bicyclic k-uniform hypergraph. Note that
pi(H) = (. . . , du, . . . , dus , . . .), pi(H
′) = (. . . , du − 1, . . . , dus + 1, . . .), and du ≥ 3 = dus + 2.
Then, by Lemma 1, we obtain that h(H) > h(H′), a contradiction.
Case 2. u /∈ C.
Find a longest path Q = vf1u1f2 · · · fsus (ui /∈ C and fi /∈ C for i = 1, 2, . . . , s) starting
at v such that v ∈ ei for some i ∈ {1, 2, . . . , t} and fj−1∩fj = {u} for some j ∈ {1, 2, . . . , s}.
Let H′ = (VH, EH′) be the hypergraph with EH′ = (EH \ {ei, fj}) ∪ {e
′
i, f
′
j}, where e
′
i =
(ei\{vi})∪{us} and f
′
j = (fj \{u})∪{vi}. By Proposition 7, H
′ is also a bicyclic k-uniform
hypergraph. Note that pi(H) = (. . . , du, . . . , dus , . . .), pi(H
′) = (. . . , du−1, . . . , dus +1, . . .),
and du ≥ 3 = dus + 2. Then, by Lemma 1, we obtain that h(H) > h(H
′), a contradiction.
Thus, the discussions above imply that only H ∈ HIII can attain the minimum value
among all bicyclic k-uniform (k ≥ 3) hypergraphs on n vertices with m = n+1
k−1
≥ 2 edges.
By simple computation, we have h(H) = 2(m+1) log 2 for any H ∈ HIII . This completes
the proof of (a).
Next, we give the proof of (b). Suppose that H attains the maximum value among all
bicyclic k-uniform (k ≥ 3) hypergraphs on n vertices with m = n+1
k−1
≥ 2 edges. Let u be
a vertex of the maximum degree.
Claim 1. If e ∈ EH has k − 1 pendent vertices, then u ∈ e.
Otherwise, suppose that e ∈ EH has k−1 pendent vertices but u /∈ e. Let w ∈ e be the
vertex with dw > 1. Construct a new hypergraph H
′ = (VH, EH′) with EH′ = (EH \{e})∪
{e′} where e′ = (e\{w})∪{u} and dw > 1. By Proposition 7, H
′ is also a bicyclic k-uniform
hypergraph. Note that pi(H) = (. . . , du, . . . , dw, . . .), pi(H
′) = (. . . , du + 1, . . . , dw − 1, . . .),
and du > dw − 1. By Lemma 3, we have h(H) < h(H
′), a contradiction.
Claim 2. u is a common vertex of all the cycles of H.
Otherwise, assume u does not lie on the cycle C = v1e1v2e2 · · · etvt+1 (vt+1 = v1) of
H. Find a path P0 = vf1u1f2 · · · us−1fsu (ui /∈ C for i = 1, 2, . . . , s − 1 and fj /∈ C for
j = 1, 2, . . . , s) starting at v such that v ∈ ei for some i ∈ {1, 2, . . . , t}. Let H
′ = (VH, EH′)
be the hypergraph with EH′ = (EH \ {ei, f1}) ∪ {e
′
i, f
′
1} where e
′
i = (ei \ {vi}) ∪ {u},
f ′1 = (f1 \ {v})∪{vi}. By Proposition 7, H
′ is also a bicyclic k-uniform hypergraph. Note
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that pi(H) = (. . . , du, . . . , dv , . . .), pi(H
′) = (. . . , du + 1, . . . , dv − 1, . . .), and du > dv − 1.
By Lemma 3, we get that h(H) < h(H′), a contradiction.
Claim 3. |e(C)| = 2 for any cycle C in H, where e(C) = {e | e is an edge ∈ C}.
Again, we use C = v1e1v2e2 · · · etvt+1 (vt+1 = v1) to denote a cycle in H. Without
loss of generality, suppose that v2 6= u ∈ e1 (u can be equal to v1). If |e(C)| ≥ 3,
then let H′ = (VH, EH′) be the hypergraph with EH′ = (EH \ {e2}) ∪ {e
′
2} where e
′
2 =
(e2 \ {v2})∪{u}. By Proposition 7, H
′ is also a bicyclic k-uniform hypergraph. Note that
pi(H) = (du, . . . , dv2 , . . .), pi(H
′) = (du + 1, . . . , dv2 − 1, . . .), and du > dv2 − 1. By Lemma
3, we obtain that h(H) < h(H′), a contradiction.
By Claims 1-3, we obtain that h(H) attains the maximum value among all bicyclic
k-uniform (k ≥ 3) hypergraphs on n vertices with m = n+1
k−1
≥ 2 edges if and only if
H ∼= HIV or H ∼= HV . By simple computation, we have h(H) = m logm + 4 log 2 for
H ∼= HIV or H ∼= HV . This completes the proof of (b). 
By Lemma 6 and Equality (2.1), we have the following result.
Theorem 3. Let H be a bicyclic k-uniform (k ≥ 3) hypergraph on n vertices with m =
n+1
k−1
≥ 2 edges, and let HIII , HIV , HV be as in Lemma 6. Then
log(km)−
m logm+ 4 log 2
km
≤ I1d(H) ≤ log(km)−
2(m+ 1) log 2
km
,
where the first equality holds if and only if H ∼= HIV or H ∼= HV , and the second equality
holds if and only if H ∈ HIII .
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