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Abstract
This research uses atomistic simulations to examine the behavior of nanocrystalline Cu under
impact at ballistic speeds. The advantage of using atomistic simulations to study shock induced
deformation is that a real-time picture of the evolution of the microstructure can be attained,
whereas experimentally this is not possible. Specifically, molecular dynamics simulations are
used to build models of the material and run the simulations. Six cases are explored: Single
crystal Cu loaded along the <100>, <110>, and <111> directions, and nanocrystalline samples
with average grain diameters of 5, 10, and 15 nm. The target to flyer ratio is varied to generate
different shock pulse shapes and to provide comparisons between models. The free surface
velocity is measured and used as an indicator of the energy transmitted through the material and
the severity of spall damage within the sample.
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I. Background
a. Nanocrystalline Metallic Materials
Recall that metals have a polycrystalline microstructure composed of many grains with
random orientations. In the case of Cu, each grain can be considered as a small crystal with facecentered cubic (FCC) structure, as shown in Fig. 1. If the grain size is large enough, dislocations
exist within each grain. Dislocations are the imperfections in the
crystal lattice that enable a metal to deform. Without dislocations,
metals would be brittle and unworkable. The relationship between
dislocations and material properties can be used to control the
strength of a material. In short, making dislocation movement
more difficult generates an increase in strength. Dislocation
movement can be obstructed through increasing dislocation

Figure 1. Face
centered cubic crystal
structure of Cu [12].

density, or providing more obstacles to their movement, such as
grain boundaries or alloying elements [1].
Nanocrystalline (NC) materials are classified as materials with average grains size of less
than 100 nm (1 nm = 1 x 10-9 m). To put this into perspective, the next size class of materials is
ultrafine crystalline (UFC), with grain sizes between 100 and 1000 nm. Materials with grains
larger than this, (one micrometer or larger) are classified as microcrystalline (MC) or sometimes
simply known as coarse-grain [2]. Nanocrystalline metals have significantly higher strength due
to the increased number of grain boundaries per unit volume of material. The high number of
grain boundaries impedes dislocation movement. Increases in the yield strength of NC metals
with a decrease in the grain size (diameter) are described via the Hall-Petch relationship [1]. The
trend occurs until the grain size of the material is on the order of 10-30 nm, where softening
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occurs for continued decrease in grain size. This softening response occurs because materials
with grain sizes near 10 nm exhibit different mechanisms for deformation and failure. When
samples of this type are deformed, the grains accommodate the strain by rotating and sliding past
one another, which differs from the dislocation dominated behavior of coarse grain materials.
Previous molecular dynamics simulations have reported that void nucleation during biaxial
tension begins at a triple joint of grain boundaries as a result of this sliding and separation of
grains [3].

b. Application / Synthesis of NC Metals
Nanocrystalline materials are of interest for various reasons. They have improved
strength, corrosion resistance, wear resistance, and favorable behavior under high strain rates.
The largest barrier to the real world use of NC materials to date has been problems regarding
their production or synthesis. Available techniques to produce NC and UFC materials include:
(1) mechanical alloying and compaction, (2) severe plastic deformation, (3) vapor deposition and
consolidation, and (4) electrodeposition. Of these methods, options 3 and 4 are capable of
producing samples with grains in the tens of nanometers. Options 1 and 2 typically cannot go
that small, and only produce UFC grain samples. Production of a bulk sample that could be used
as stock material for actual parts has yet to become feasible.
Fabrication is not the only problem for NC materials. Once a sample is produced, the
grain structure may not be stable with respect to the application temperature. Some NC materials
experience grain growth at temperatures well below their intended service temperatures and
processing temperatures, rendering them unusable. However, work is constantly being done to
remedy this, and researchers at Massachusetts Institute of Technology have refined a previously
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proposed method to produce stable NC metals. Using a process described as “High Energy Ball
Milling,” MIT researchers were able to produce a W-Ti alloy with an average crystal size of 20
nm. As a control, a pure W sample with the same grain size was also produced. Both materials
were placed in an Ar filled chamber and held at 1100 oC for one week. The control sample
exhibited grain coarsening to the micrometer scale, while the W-Ti alloy retained the 20 nm
grain size. In addition to producing this sample, a computer model was created to enable the
design of alloying combinations that will remain stable [4].

c. Spallation
Spallation is a failure mode commonly seen in conditions involving high velocity impact.
The phenomenon was first observed in the testing of steel armor plating. It was discovered that
even if a projectile didn’t have enough energy to penetrate the material, it could still weaken it
through the formation of spalls on the surface opposite of the impact. Spallation occurs as a
result of the behavior of the shock waves traveling within the material. Upon impact, incident
waves are generated and travel through the material. These waves are reflected from free
surfaces and begin traveling back through the material. When incident and reflected waves
intersect, a region of high tensile stress is created. This high stress is believed to be caused by the
fact that dislocations cannot move fast enough to dissipate the energy of the shock. Spalls form
when the tensile stress in this localized region exceeds the ultimate tensile strength of the target
material and void nucleation is initiated. If the shock is strong enough, the sample may fracture
completely, or eject material from the back surface. To date, very few studies have examined the
spall behavior of nanocrystalline metallic materials and more critically the role of grain size on
the response of NC metals to shock loading conditions.
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d. Molecular Dynamics Simulation
Molecular dynamics (MD) simulation originated in the 1950’s and early 1960’s. Some
attempts were made before computers were available to process simulations, and may be
considered primitive. One such case involved the assembly of a group of rubber balls connected
by rods of varying lengths in an attempt to model the properties of liquids [5]. In 1959, computer
modeling of particles became available. The most advanced computers at the time could handle
systems containing up to 500 particles. (For comparison, some of the models used in this
research contain over 9 million particles). Although basic, this modeling would lay the
foundation for today’s modern simulations. The early simulation method did not differ much
from modern procedure. Forces on each particle were calculated as a function of their proximity
to their neighbors. The particles were then allowed to move for a short period of time, and then
the forces were recalculated. The accuracy of the simulation improved as the time step was
shortened with the advancement of computing hardware [6]. Today, molecular dynamics is a
powerful tool used to simulate the behavior on range of topics from protein interactions to fluid
flows to experimental metals. Using Newton’s laws of motion (or augmented versions of these
equations in the case where temperature and/or pressure is to be controlled during the
simulation), the position and energy of each particle in a simulated system are tracked.
For this research, we employ LAMMPS (the Large-scale Atomic/Molecular Massively
Parallel Simulator), a program made available through Sandia National Laboratories. The
University of Arkansas has computing resources that are capable of handling such loads in the
AHPCC (Arkansas High Performance Computing Center). For convenience, codes may be
written and run from any University computer that has been equipped with the secure connection
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to the AHPCC system. The programming language is C++ and the command line environment is
Linux based. The LAMMPS software may be downloaded from the Sandia National
Laboratories website. The same site also lists all of the commands used to build models of
material and run the simulations [7]. However, LAMMPS does not provide a graphical user
interface to visualize and analyze atomic behavior. To visualize the shock wave propagation and
study spallation, we employ the code OVITO, distributed by Alexander Stukowski [8].

II. Method of Simulation
The response of single crystal and nanocrystalline Cu to shock deformation is studied
using the molecular dynamics method. Models are built using FCC Cu with a lattice unit 3.615
Å. The Embedded-Atom Method (EAM) potential used to describe interatomic interactions in
this work was developed by Mishin et al. [9]. This mathematical model defines the forces that
each atom exerts on its neighbors. This EAM potential for Cu has been shown to be accurate in
both shock and non-shock loading conditions. Shock loading will be induced along the X axis
(defined in Figs. 3-8 for each model) of the system. Periodic boundary conditions are applied
along the Y and Z axes, which enables the model to mimic the behavior of a piece of material
with a larger cross sectional area. Along the X axis, non-periodic, shrink wrapped boundary
conditions are applied. This creates free surfaces at each end of the flyer and target, and does so
in a computationally efficient way.
Each system consists of a target and a flyer plate as shown in Figs. 3-8. For shock loading
along [100], the target is 320a x 40a x 40a, where "a" is the lattice constant of Cu (3.615 Å). The
dimensions for the other simulation in this work are matched as close as possible to these
dimensions to assure consistency in the spallation comparisons, as the shock waves will have the
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same distance to travel in each case. The flyer plate is of the same cross sectional area, but its
thickness is varied to achieve different values for R, the ratio of target to flyer thickness. Three
size ratios were used during this research, R = 4, 8, and 16, with each size ratio producing a
different shape and duration of the shock pulse that is transmitted through the Cu sample. The
flyer plate is placed one lattice unit away from the target to prevent interaction of the atoms
before impact. For the 10 nm and 15 nm cases, the cross sectional area of the system was
quadrupled by doubling the Y and Z dimensions. This was done to allow enough space to build a
sufficient number of grains for the sample to be considered statistically representative. If the
grain count in a given sample is too low, it will not represent an accurate model for the behavior
of a real material. Doubling the dimensions in the Y and Z directions should not affect the
validity of the simulations, as the shock is applied only along the x direction, which is the
dimension held constant for all of the models.
The “control” simulation in this work is single crystal Cu, loaded along the [100]
direction. The Y and Z axes are along the [010] and [001]
directions, respectively. Molecular dynamics simulations have
been used previously to study spall damage generated by shock
deformation in this crystallographic direction. In this work the
role of crystal orientation is studied with shock simulations
performed in the [110] and [111] directions for comparison.
Shock deformation is expected to be dependent on the loading
orientation because (1) the speed of the shock wave is sensitive
to the crystallographic direction of travel and (2) Schmid’s Law
indicates that details of dislocation movement will depend on the
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Figure 2. Geometry of
Schmid’s Law [13].

crystallographic loading direction. In any crystalline material, there exist slip planes along which
the material will deform. Certain loading directions result in a lower portion of the applied stress
projected onto the slip plane in the direction of slip for a dislocation, thus making dislocation
movement more difficult. These directions are generally known as “hard” directions. Conducting
tests where single crystal samples are loaded along one of these “hard” directions may produce
results similar to that of a sample with very small grains where dislocation activity is limited.
For the nanocrystalline Cu samples, targets consisting of 5, 10, and 15 nm average grain
diameter models were generated. These targets were built in separate files using Voronoi
construction methods. This is done by randomly placing N grain centers in a defined region, and
then building each grain outward from its center until the entire box is filled with atoms in
discrete grains with random orientations. Five targets were built for each grain size, and the
results of their simulations were averaged to provide a uniform display of the behavior of 5, 10,
and 15nm grain models. The following figures show representative models prior to shock
loading generated using OVITO.

Figure 3. Single crystal Cu with R4 geometry. The flyer is shown in red.
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Figure 4. Single crystal Cu with R8 geometry. The flyer is shown in red.

Figure 5. Single crystal Cu with R16 geometry. The flyer is shown in red.
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Figure 6. 5 nm nanocrystalline Cu model with R8 geometry.

Figure 7. 10 nm nanocrystalline Cu model with R8 geometry. Note that even with the larger
cross section, there are fewer grains (186).
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Figure 8. 15 nm nanocrystalline Cu model with R8 geometry. Note that this sample also has a
larger cross section, and also has the fewest grains (56).

The system is brought to an equilibrium temperature of 300 K (room temperature) before
the impact simulation begins. This is done in LAMMPS by adjusting the velocities of the
individual atoms with the sample over the course of 10,000 time steps. When the atoms are
initially created in LAMMPS they are assigned a random initial temperature. Running the
simulations without performing a temperature equilibration would not model the behavior of Cu
accurately.
To make the simulations as simple as possible, the target and flyer are given initial
velocities that are opposite of each other such that upon impact, the entire system has zero center
of mass velocity. The velocity of the impact 𝑈𝑝 is held constant throughout the project at 1 km/s.
Initial velocities for the flyer and target are assigned as follows:
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and

𝑉𝑓 =
𝑉𝑡 =

2∗𝑅∗ 𝑈𝑝

(1)

−2∗ 𝑈𝑝

(2)

(𝑅+1)

(𝑅+1)

Each time step in the simulations is 1 fs (1 x 10-15 s). The simulations are run for a total
of 50,000 time steps. This amount of time is sufficient to observe shock wave travel and
reflection, void nucleation, and the resulting spallation. The free surface velocity is obtained by
tracking the average velocity of the last plane of unit cells on the free surface of the target.

IV. Results
a. Spallation in Single Crystal Samples
Spallation was achieved in all three single crystal cases. Images showing the progression
of the shock waves and spall formation are shown below for the single crystal sample loaded in
the [100] direction. The atoms are colored by centrosymmetry, which is a measure of how close
they are to an equilibrium position with their neighbors [14]. Blue atoms indicate a perfect FCC
lattice, while red and green indicates atoms that have been displaced from their perfect FCC
behavior. The “lines” that are apparent from Fig. 9 indicate the position of dislocations that have
been generated during the shock deformation, with the leading edge of the shock front indicated.
In Fig. 10, the initiation of nanoscale voids occurs within the sample due to the reflected tensile
wave from the free surface of the sample. Significant dislocation activity is observed in the local
neighborhood of the voids, similar to that observed in previous molecular dynamics simulations
of shock deformation [10]. In Fig. 11, the voids that are initiated in Fig. 10 have grown and
coalesced (merged together) to form larger porosity within the single crystal sample.
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Figure 9. Single crystal Cu R8 model with loading along the [100] direction. Image taken at
20ps. The green and yellow lines indicate the shock front that is nearing the free surface of the
target and will soon be reflected.

Figure 10. Single crystal R8 model with [100] loading. Image taken at 30ps. The shock
waves have reflected from the free surface of the target, and a region of tensile stress has
developed. The red atoms indicate void nucleation and incipient spall.
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Figure 11. Single crystal R8 model with [100] loading. Image taken at 40ps. Void growth and
coalescence has taken place, resulting in spallation of the sample.

Figure 12. Singe Crystal R8 model [100] loading. Image taken at 50ps. After initial spallation
occurs, the shock pulses continue reflecting within the sample from the new free surface. A
second spall occurrence can be seen in this figure.

Figure 13. Single Crystal R8 model [110] loading. Image taken at 50ps.
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Figure 14. Single Crystal R8 model [111] loading. Image taken at 50ps.

Figures 12, 13 and 14 may be used for a comparison of the spall damage between the
three single crystal models. Each figure is generated from the last time step in the simulations,
50ps. The [100] direction shows severe damage, with spallation occurring at multiple different
locations. The [110] direction also has significant spall damage, as full separation of the material
is nearly achieved at the end of the simulation. The [111] direction has the least amount of
damage. This is as predicted from Schmid’s Law, because [111] is known as the “hard”
direction, and has less resolved shear stress acting on the primary slip systems.
Also notice that the spallation occurs in slightly different locations along the X axis for
each of the three samples. Because each model had the same geometry, this suggests that the
shock pulses travel at different rates depending on loading direction. Graphs of the free surface
velocity and images from OVITO both show that the shock pulse arrives at the target free surface
faster in the [110] and [111] models.

b. Spallation in Nanocrystalline Samples
The following Figures (15-29) show sequential images from the shock simulations for the
5, 10, and 15 nm models. Each model has four images taken from the simulation. Although
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there are many possible images that could have been shown, scenes from 20, 30, 40 and 50
picoseconds were selected. Snapshots at these times show the material (1) after initial impact, (2)
after shock reflection from the free surface and at the onset of void nucleation, (3) during the
process of void coalescence, and (4) at the final time step of the simulation.
Again, centrosymmetry [14] is used to color the atoms. Blue represents a perfect FCC
lattice while other colors are assigned to atoms that are far from their equilibrium position. Using
this technique, grain boundaries and dislocations appear as green and yellow lines. As the
simulations progress, void formation is show by red atoms. Although these images do not
provide a quantitative measure of the spall damage, they do provide a visual comparison between
the three nanocrystalline models, and also serve to illustrate the deformation mechanisms at work
in each sample. Quantitative principles such as shock energy accommodation and spall strength
are discussed later in this work.

i. 5 nm models

Figure 15. 5 nm R8 model. Image taken at 20ps. Impact has occurred, but due to the presence of
grain boundaries, centrosymmetry is no longer effective in showing the location of the shock
front.
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Figure 16. 5 nm R8 model. Image taken at 30ps. Shock pulses have reflected from the free
surface, and void nucleation has started, as indicated by the red atoms.

Figure 17. 5 nm R8 model. Image taken at 40ps. Voids have begun to coalesce, forming porosity
in the sample.

Figure 18. 5 nm R8 model. Image taken at 50ps.

ii. 10 nm models
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Figure 19. 10 nm R8 model. Image taken at 20ps. Impact has occurred, and dislocations have
formed across the grains throughout the sample.

Figure 20. 10 nm R8 model. Image taken at 30ps. Void nucleation begins along grain
boundaries.
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Figure 21. 10 nm R8 model. Image taken at 40ps. Voids begin to coalesce.

Figure 22. 10 nm R8 model. Image taken at 50ps. Final time step shows spallation and additional
void nucleation further into the sample.

iii. 15 nm models.
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Figure 23. 15 nm R8 model. Image taken at 20ps. Notice increased amount of dislocation activity
as compared with the 10nm model.

Figure 24. 15 nm R8 model. Image taken at 30ps. Void nucleation begins along grain
boundaries.
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Figure 25. 15 nm R8 model. Image taken at 40ps.Voids begin to coalesce, creating porosity.

Figure 26. 15 nm R8 model. Image taken at 50ps. Final time step shows spallation and additional
void nucleation further into the material.
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iv. Dislocation Observation in Nanocrystalline Samples
Each of the following images is a close up view of the 5, 10, and 15 nm models at 20ps.
These images show the material condition after shock waves pass through the sample, and
provide insight to the deformation mechanisms in each model.

Figure 27. 5 nm R8 model. Image taken at 20ps.

Figure 28. 10 nm R8 model. Image taken at 20ps. Arrow indicates an example of a dislocation
that appears as a straight line across a grain. Multiple occurrences of dislocation formation can
be seen throughout the 10 nm target.
22

Figure 29. 15 nm R8 model. Image taken at 20ps. As with the 10nm model, the arrow indicates
an example of a dislocation that appears as a straight line across a grain. Multiple occurrences of
dislocation formation can be seen throughout the 15 nm target.

Figures 27-29 provide support for the idea that exceptionally small grains do not deform
through the traditional mechanisms. In the 5 nm model, no dislocations appear within the grains.
Instead, the grain boundaries appear to thicken as the grains move past each other and begin to
separate. As reported in previous work [2], the void nucleation typically begins at a triple point
junction between three grains. The 10 nm and 15 nm models also experience void nucleation at
grain boundaries, but dislocations are active in the material as well, providing two mechanisms
for material deformation.

c. Comparison between Single Crystal and Nanocrystalline Spall
After demonstrating that spallation can be modeled using molecular dynamics
simulations in the previous sections, the task becomes quantitatively analyzing the response of
the material to the shock deformation. Experimentally, one method to evaluate the spall strength
of the material is to measure the free surface velocity on the back side of the target during the
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shock deformation. An exact analogous method can be done within the molecular dynamics
simulations and provides a gauge for how much energy is transmitted through the material as a
shock wave, and how much energy is accommodated by deformation. Using the acoustic method
[11], the free surface velocity can also be used to calculate the tensile stress in the sample just
before spallation occurs, also known as the spall strength, 𝜎𝑠𝑝 , given by:
1

1

𝜎𝑠𝑝 = 2 𝜌0 𝐶�∆𝑢𝑓𝑠 � = 2 𝜌0 𝐶(𝑢𝐵 − 𝑢𝐶 )

(3)

where 𝜌0 is the initially density, 𝐶 is the speed of sound through the material, and ∆𝑢𝑓𝑠 is the

pullback velocity, which is the difference between the peak and first minimum on the graph of
free surface velocity. For all spall strength calculations, 𝐶 and 𝜌0 were given as 4.0 km/s and

8935.32 kg/m3, respectively. Figures 12-14 show the free surface velocity (on the back side of
the target) for all models studied in this work for the three different shock ratios. For each
nanocrystalline model, 5 random samples are generated and the data presented in Figs. 12-14 are
the average of the free surface velocity as a function of time.
The plots of the free surface velocity are used to quantify and compare the materials
behavior under shock loading. The initial peak in the graph signifies the arrival of the shock front
at the free surface. The height of this first peak is thought to be directly proportional to the
amount of shock energy transmitted through the sample. Lower peaks indicate that more energy
has been accommodated by deformation (dislocation activity) within the material. The rising
edge leading to the second peak is known as a spall pullback signature, indicating that spallation
has occurred [10].
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Figure 30. Free surface velocity versus time for all R4 shock models.

Figure 31. Free surface velocity versus time for all R8 shock models.
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Figure 32. Free surface velocity versus time for all R16 shock models.

The data used to generate figures 30-32 is contained in a Microsoft Excel spreadsheet.
Using excel’s functions to find the maximum and minimum values in a data set, the peak (𝑢𝐵 )
and first minimum after the peak (𝑢𝐶 ) values for 𝑢𝑓𝑠 were obtained. These values were then

entered into Eq. (3) to calculate spall strength via the acoustic approximation [11]. Table 1 lists
the spall strength calculated for each model and target to flyer ratio.

Table 1: Spall strength for all models.
Model
100
110
111
5nm
10nm
15nm

R4
15.54
13.64
13.30
13.49
13.14
12.95

Spall Strength, GPa
R8
20.05
16.95
17.10
14.77
13.40
12.85
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R16
21.05
14.05
16.25
14.12
12.49
11.93

Figure 33. Spall strength of Cu samples with R4 shock.

Figure 34. Spall strength of Cu samples with R8 shock.

Figure 35. Spall strength of Cu samples with R16 shock.
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As shown by Table 1 and Figs. 33-35, the single crystal sample routinely exhibits the
highest spall strength. Of more interest though, is the behavior of the NC samples, which has not
been examined previously in the literature. In each case, spall strength is shown to decrease with
increasing grain size. This is believed to be caused by the failure mechanisms of the materials
within grains at or below 10 nm average grain diameter. Dislocation activity is less of a factor in
such small grain materials; they are forced to accommodate the stress via grain boundary sliding
followed by void nucleation along grain boundaries.

V. Conclusions
The MD simulations of single crystal and nanocrystalline Cu samples have shown a
direct correlation between decreasing grain size and increased spall strength. For all R ratios, the
5 nm targets exhibited the highest spall strength among the NC models. However, the single
crystal [100] model possessed the highest spall strength overall. For the single crystal samples,
the [100] loading direction displayed the highest spall strength, followed by the [111] and [110]
directions. It may also be noted that the shock front arrives at the free surface more quickly for
the [110] and [111] directions, with the [110] being the fastest. This is likely because [110] is the
close-packed direction, allowing the shock pulses to travel faster through the material.
In each NC case, plastic deformation was observed prior to spallation. From the graphs of
the free surface velocity, we draw the conclusion that larger grain samples accommodate more of
the shock energy through dislocation nucleation and motion. This is in alignment with the idea
that dislocation activity is present in larger grains, and mostly absent in smaller grains, forcing
the smaller grains to deform by grain sliding, rotation, and eventually separation along grain
boundaries. This phenomenon is illustrated in figures 27, 28 and 29, where the 5 nm model does
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not contain dislocations after impact, but the 10 and 15 nm models do show evidence of
dislocation nucleation and motion.
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