Estimation of the dynamic error components model is considered using two alternative linear estimators that are designed to improve the properties of the standard firstdifferenced GMM estimator. Both estimators require restrictions on the initial conditions process. Asymptotic efficiency comparisons and Monte Carlo simulations for the simple AR(1) model demonstrate the dramatic improvement in performance of the proposed estimators compared to the usual first-differenced GMM estimator, and compared to non-linear GMM. The importance of these results is illustrated in an application to the estimation of a labour demand model using company panel data.
Introduction
In dynamic panel data models where the autoregressive parameter is moderately large and the number of time series observations is moderately small, the widely used linear generalised method of moments (GMM) estimator obtained after first differencing has been found to have large finite sample bias and poor precision in simulation studies (see Alonso-Borrego and Arellano, 1996) . Lagged levels of the series provide weak instruments for first differences in this case. Here we consider two alternative estimators that impose further restrictions on the initial conditions process, designed to improve the properties of the standard first-differenced GMM estimator.
The first type of restriction justifies the use of an extended linear GMM estimator that uses lagged differences of y GR as instruments for equations in levels, in addition to lagged levels of y GR as instruments for equations in first differences (see Arellano and Bover, 1995) . Monte Carlo simulations and asymptotic variance calculations show that this extended GMM estimator offers dramatic efficiency gains in the situations where the basic first-differenced GMM estimator performs poorly. This estimator is also shown to encompass the GMM estimator based on the non-linear moment conditions available in the dynamic error components model (see Ahn and Schmidt, 1995) , and we find substantial asymptotic efficiency gains relative to this non-linear GMM estimator.
The second type of restriction validates the use of the error components GLS estimator on an extended model that conditions on the observed initial values. This provides a consistent estimator under homoskedasticity which, under normality, is asymptotically equivalent to conditional maximum likelihood (see Blundell and Smith, 1991) . A Monte Carlo analysis also suggests that this estimator has good finite sample properties. However, the conditional GLS estimator requires homoskedasticity, and only extends to a model with regressors if the regressors are strictly exogenous. This is not the case for the GMM estimators.
Both types of restrictions are satisfied under stationarity but both are also valid under weaker assumptions. The gain in precision that results from exploiting these initial condition restrictions in these two alternative estimators is shown to increase for higher values of the autoregressive parameter and as the number of time series observations gets smaller. Our Monte Carlo analysis finds both a large downward bias and very low precision for the standard firstdifferenced estimator in these cases. The initial condition information not only greatly improves the precision but also greatly reduces the finite sample bias.
The main contributions of the paper are: to characterise the weak instruments problem for the first-differenced GMM estimator in terms of the concentration parameter (cf. Staiger and Stock, 1997) ; to demonstrate that the levels restrictions suggested by Arellano and Bover (1995) remain informative in the cases where the first-differenced instruments become weak; to relate these restrictions explicitly to the initial conditions process; to evaluate the asymptotic efficiency gains that result from exploiting these restrictions compared to both the differenced GMM estimator and the non-linear GMM estimator of Ahn and Schmidt (1995) ; to relate the conditions needed for consistency of the Blundell and Smith (1991) conditional GLS estimator to the initial conditions process; and finally to evaluate the performance of these estimators using both Monte Carlo simulations and an application to company panel data.
The layout of the paper is as follows. In Section 2 we briefly review the standard moment conditions for the autoregressive error components model, in the framework of Anderson and Hsiao (1981) , Holtz-Eakin et al. (1988) , Arellano and Bond (1991) , and Ahn and Schmidt (1995) . In Section 3 we evaluate the problem of weak instruments in the first-differenced instrumental variable estimator. Section 4 goes on to consider restrictions on the initial condition process that render lagged values of y GR valid as instruments for the levels equations and discusses the extended GMM estimator which is available when these restrictions are satisfied. In Section 5 we consider the conditional GLS estimator in which initial conditions are explicitly added to the model. Section 6 presents the results of Monte Carlo simulations which highlight the potential importance of exploiting the extra moment restrictions relating to the properties of the initial condition process for the efficiency of the AR coefficient estimators. Section 7 discusses the extensions to models with strictly exogenous and predetermined regressors. An application to a panel data model of labour demand is presented which illustrates the usefulness of the extended GMM estimator in practice. Section 8 concludes.
The model
We consider an autoregressive panel data model of the form
for i"1, 2 ,N and t"2, 2 ,¹, where u GR , G #v GR is the usual 'fixed effects' decomposition of the error term; N is large, ¹ is fixed and " "(1. This has the corresponding 'common factor' restricted ( "! ) form
In our application to panel data employment equations presented in Section 7 we allow for the inclusion of x GR regressors, but for the evaluation of the various estimators we use an AR(1) model with unobserved individual-specific effects
All of the estimators discussed below and their properties extend in an obvious fashion to higher-order autoregressive models.
for i"1, 2 ,N and t"2, 2 ,¹. Since our focus is on the role of initial conditions we will assume that G and v GR are independently distributed across i and have the familiar error components structure in which
In addition, there is the standard assumption concerning the initial conditions y G (see Ahn and Schmidt, 1995 , for example)
Conditions (2.4), (2.5) and (2.6) imply moment restrictions that are sufficient to (identify and) estimate for ¹*3.
Estimation in first differences

The standard moment conditions
In the absence of any further restrictions on the process generating the initial conditions, the autoregressive error components model (2.3)-(2.6) implies the following m"0.5(¹!1)(¹!2) orthogonality conditions which are linear in the parameter E(y GR\Q v GR )"0 for t"3, 2 ,¹ and s*2 (3.1)
These depend only on the assumed absence of serial correlation in the time-varying disturbances v GR , together with the restriction in Eq. (2.6).
The moment restrictions in Eq. (3.1) can be expressed more compactly as
where Z G is the (¹!2);m matrix given by (omitting the i subscripts)
). The generalised method of moments estimator based on these moment conditions minimises the quadratic distance (uM ZA , ZuM ) for some metric A , , where Z is the m;N(¹!2) matrix (Z , Z , 2 , Z , ) and uM is the N(¹!2)
. This gives the GMM estimator for as
, and yM and yM \ are stacked across individuals in the same way as uM .
Alternative choices for the weights A , give rise to a set of GMM estimators based on the moment conditions in Eq. (3.1), all of which are consistent for large N and finite ¹, but which differ in their asymptotic efficiency. In general the optimal weights are given by
where uM K G are residuals from an initial consistent estimator. We refer to this as the two-step GMM estimator. In the absence of any additional knowledge about the process for the initial conditions, this estimator is asymptotically efficient in the class of estimators based on the linear moment conditions [Eq. (3.1)] (see Hansen, 1982; Chamberlain, 1987) . Ahn and Schmidt (1995) show that additional linear moment conditions are available if the v GR disturbances are homoskedastic through time, i.e. if
Homoskedasticity
This implies ¹!3 orthogonality restrictions of the form
These estimators are all based on the normalisation (2.3). Alonso-Borrego and Arellano (1996) consider a symmetrically normalised instrumental variable estimator based on the normalisation invariance of the standard LIML estimator.
As a choice of A , to yield the initial consistent estimator, Arellano and Bond (1991) suggest
where H is the (¹!2);(¹!2) matrix given by
which can be calculated in one step. Note that when the v GR are i.i.d., the one-step and two-step estimators are asymptotically equivalent in this model. and allows a further ¹!3 columns to be added to the instrument matrix Z G . Calculation of the one-step and two-step GMM estimators then proceeds exactly as described above.
The problem of weak instruments
The instruments used in the standard first-differenced GMM estimator become less informative in two important cases. First, as the value of increases towards unity, and second, as the relative variance of the fixed effects G increases. To examine this further consider the case with ¹"3. For ¹"3, moment conditions (3.1) reduce to a single orthogonality condition, so that is just-identified. The corresponding method of moments estimator L in Eq. (3.2) reduces to a simple instrumental variable (IV) estimator with reduced form (instrumental variable regression) equation
For sufficiently high or variance of G , the least-squares estimate of the reduced form coefficient can be made arbitrarily close to zero. In this case the instrument y G is only weakly correlated with y G . To see this notice that the model (2.3) implies that
The least-squares estimator of ( !1) in Eq. (3.6) is generally biased upwards, towards zero, since we expect E(y G G )'0. Assuming stationarity and letting E "var( G ) and
¹he bias term effectively scales the estimated coefficient on the instrumental variable y G toward zero. We find that plim L P0 as P1 or as ( E / T )PR, which are the cases in which the first stage F-statistic is O (1). A graph showing both plim L and !1 against is given in Fig. 1 , for E " T "1, ¹"3. Here we have considered taking towards unity with E fixed (" T ). This seems reasonable for the case where we are asking what happens to the properties of this IV estimator for specific values of . An alternative is to
The additional columns Z &G are
analyse the limiting sequence of P1 keeping E /(1! ) fixed. In this case the plim L has the form illustrated in Fig. 2 , and although there is still substantial bias towards zero, it is less serious than in Fig. 1 .
We are interested in inferences using this differenced IV estimator when is local to zero, that is where the instrument y G is only weakly correlated with y G . Following Nelson and Startz (1990a,b) and Staiger and Stock (1997) we characterise this problem of weak instruments using the concentration parameter. First note that the F-statistic for the first stage instrumental variable regression converges to a noncentral chi-squared with one degree of freedom. The concentration parameter is then the corresponding noncentrality parameter which we label in this case. The IV estimator performs poorly when approaches zero. Assuming stationarity, has the following simple characterisation in terms of the parameters of the AR model
The performance of the L estimator in this AR(1) specification can therefore be seen to deteriorate as P1, as well as for decreasing values of T and for increasing values of E . To examine this further, Fig. 3 provides a plot of This would be equivalent to fixing the variance of f G in the common factor specification of the model (2.2). Fig. 2 shows the case where against for the case E " T "1, ¹"3. We further investigate the finite sample properties of the differenced GMM estimator using Monte Carlo experiments in Section 6.
In this special case, it is also interesting to note the following simple relationship between the asymptotic standard error of L and the concentration parameter
where is the reduced form error variance E(r G ) in Eq. (3.5). We see that the asymptotic variance of the L estimator explodes as P0. For higher values of ¹ the precision of L will also be shown to deteriorate as P1, although at a slower rate. A comparison of asymptotic variances is given in more detail in the following section.
Non-linear moment conditions and restrictions on the initial conditions process
In this section we consider an additional, but in many cases relatively mild, restriction on the initial conditions process which allows the use of additional linear moment conditions for the levels equations in the GMM framework. This allows the use of lagged differences of y GR as instruments in the levels equations. These additional moment conditions are likely to be important in practice when is close to unity or when E / T is high, since we have seen that lagged levels will be weak instruments in the differenced equations in these cases.
Non-linear moment conditions
A number of authors have previously suggested using the additional ¹-3 non-linear moment conditions (see, for example, Ahn and Schmidt, 1995, Eq. ( 
which are implied by Eqs. (2.4)-(2.6) and which could be expected to improve efficiency. These conditions relate directly to the absence of serial correlation in v GR and do not require homoskedasticity. Under the homoskedasticity through time restriction (3.3), Ahn and Schmidt (1995, Eq. (11b) ) show the existence of an additional non-linear moment condition
Asymptotic efficiency comparisons reported in Ahn and Schmidt (1995) confirm that these non-linear moments are particularly informative in cases where is close to unity and/or where E / T is high.
Initial conditions
In contrast to the non-linear moment restrictions (4.1), we consider the following ¹-3 linear moment conditions:
The use of lagged differences as possible instruments for equations in levels was proposed by Arellano and Bover (1995) . Clearly, Eq. (4.3) does not imply Eq. (4.1). However, notice that since y G is observed, there is an additional restriction available, namely To examine the conditions under which Eq. (4.4) will hold, we write y G as
The model specifies a convergent level for y GR from t"2 onwards for each individual, and u G is simply the initial deviation from this convergent level.
The key requirement is therefore that the deviations of the initial conditions from G /(1! ) are uncorrelated with the level of G /(1! ) itself. This condition is clearly satisfied in the fully stationary model, where u G will be the infinite weighted sum Q\ ( Q>v G\Q ), and where assumptions (2.4) and (2.5) are maintained for all s and t. However, stationarity is not necessary for the In this section we focus on moment conditions that remain valid under heteroskedasticity. Given Eqs. (2.3)-(2.6), we can write
validity of the extra linear moment conditions (4.3) and (4.4). Condition (4.6) imposes no restriction on the variance of u G , and any entry period 'disequilibrium' from G /(1! ) which is randomly distributed across agents will preserve condition (4.4). Other departures from stationarity such as y
will violate Eq. (4.6) however, so this restriction is not without content.
To show that the moment conditions (4.3) and (4.4) remain informative when approaches unity or E / T becomes large, we again consider the case of ¹"3. Here we can use one equation in levels
for which the instrument available is y G , and the reduced form equation is
In this case the plim L is given by
which is illustrated in Fig. 4 . As was the case for L , the performance of the GMM estimator based on this levels equation can be seen to deteriorate as P1. However, with " "(1, this moment condition stays informative in clear contrast to the L estimator. The efficient GMM estimator will combine both sets of orthogonality restrictions, to which we turn next.
A system GMM estimator
Calculation of the GMM estimators using conditions (4.3) and (4.4) can be based on a stacked system comprising all (¹!2) equations in first differences and the (¹!2) equations in levels corresponding to periods 3, 2 ,¹, for which instruments are observed. The instrument matrix for this system can be written
where Z G is as defined in Section 3. The calculation of the two-step GMM estimator is then analogous to that described above.
Asymptotic variance comparisons
To quantify the gains in asymptotic efficiency that result from exploiting the linear moment conditions (4.3) and (4.4), Table 1 reports the ratio of the asymptotic variance of the standard first-differenced GMM estimator described in Section 3.1 to the asymptotic variance of the system GMM estimator described in Section 4.3. These asymptotic variance ratios are calculated assuming both stationarity and homoskedasticity. They are presented for ¹"3 and ¹"4, for two fixed values of E / T , and for a range of values of the autoregressive parameter . For comparison, we also reproduce from Ahn and Schmidt (1995) the corresponding asymptotic variance ratios comparing first-differenced GMM to the non-linear GMM estimator which uses the quadratic moment conditions (4.1), but not the extra linear moment conditions (4.3) and (4.4). In the ¹"3 case there are no quadratic moment restrictions available. These calculations suggest that exploiting conditions (4.3) and (4.4) can result in dramatic efficiency gains when ¹"3, particularly at high values of and high values of E / T . These are indeed the cases where we find the instruments used to obtain the first-differenced estimator to be weak.
In the ¹"4 case we still find dramatic efficiency gains at high values of . Comparison to the results for the non-linear GMM estimator also shows that the gains from exploiting conditions (4.3) and (4.4) can be much larger than the gains from simply exploiting the non-linear restrictions (4.1).
In this case, though, there is no one-step GMM estimator that is asymptotically equivalent to the two-step estimator, even in the special case of i.i.d. disturbances. Non-linear System Non-linear In the Monte Carlo simulations presented in Section 6 we investigate whether similar improvements are found in finite samples.
Homoskedasticity
In the case where the initial conditions satisfy restriction (4.4) and the v GR satisfy restriction (3.3), Ahn and Schmidt (1995) , (Eq. (12b) ) show that the ¹!2 homoskedasticity restrictions (3.4) and (4.2) can be replaced by a set of ¹!2 moment conditions
which are all linear in the parameter . The non-linear condition (4.2) is again redundant for estimation given Eq. (4.4), and the complete set of second-order moment restrictions implied by Eqs. (2.3)-(2.6), (3.3) and (4.4) can be implemented in a linear GMM estimator.
The conditional GLS estimator
In the autoregressive error components model with homoskedasticity across both individuals and time, restrictions on the initial conditions process can be used to derive a consistent conditional GLS (CGLS) estimator by including y G in
In this section we require E(v GR )" T and E( G )" E for i"1, 2 ,N and t"2, 2 ,¹.
each of the ¹!1 levels equations and then applying the standard error components GLS estimator. Under joint normality, this is the conditional ML estimator (CMLE) proposed by Blundell and Smith (1991) .
To examine this estimator we write the model for each i as a ¹!1 equation system
). The error component assumptions imply
where J 2\ is the (¹!1);(¹!1) unit matrix ll and I 2\ the (¹!1);(¹!1) identity matrix.
The presence of the fixed effect G in u GR not only implies
but also
As a result the standard OLS, Within Groups and GLS estimators are all inconsistent (see Hsiao, 1986; Nickell, 1981 and Sevestre and Trognon, 1985, respectively) . Notice, however, that the system may be written
with A a (¹!1);(¹!1) lower triangular matrix and a"( ,0, 2 ,0). Since A is lower triangular the inconsistency of the GLS estimator can be seen to depend on E(y G G )O0. That is, although diagonalising the (¹!1);(¹!1) error covariance matrix, premultiplying the ¹!1 system (5.5) by \ introduces y G into all ¹!1 equations of the transformed system and induces a correlation with G . The aim of the conditional GLS estimator is to eliminate this correlation. Given Eq. (2.6), we have that E(y
We then make the following assumption
Including y G in each equation of the system (5.5) gives an extended system
Blundell and Smith (1991) consider a range of CMLE estimators, from the case without the full error components restrictions, to the fully stationary error components model (which is equivalent to the ML estimator in Bhagarva and Sargan (1983) 
is common across individuals. The conditional model (5.7) therefore retains an error components structure with homoskedastic errors.
Defining I to be the (¹!1);(¹!1) error covariance matrix for the errors uI G "l J G # G in system (5.7), we then have the following moment condition:
As a result error components GLS will be consistent for in the conditional model (5.7). The parameter is identified for ¹*3 through the restrictions between A and a. Under the normality assumption
this CGLS estimator is equivalent to the conditional MLE. For the autoregressive error components model with homoskedastic normal disturbances and satisfying assumption (5.6), this CGLS estimator is therefore efficient for provided there are no cross equation restrictions between and .
Monte Carlo results
In this section we report the results of a Monte Carlo study which investigates the potential gains from exploiting the moment conditions (4.3) and (4.4) in finite samples, as well as the potential gains from using the conditional GLS estimator.
Design
We consider two data generation processes for y GR .
Model A:
Note that it remains the case that E(y G\ uI G )O0. The orthogonality condition (5.8) is an example of a GLS transformation which is necessary for consistency and not just efficiency. As a result, although consistency does not require normality, it does require imposing the correct restrictions on I . As indicated in Prucha (1984) , this is a situation when the asymptotic covariance matrix for the feasible conditional GLS estimator of depends on the distribution of the estimated I . Bootstrap methods would, however, be applicable in this parametric autoregressive model, as described in Horowitz (1997) . See Blundell and Smith (1991) .
for i"1,2, 2 ,N and t"2, 3, 2 ,¹, where in each case the G and v GR are drawn as mutually independent i.i.d. N(0,1) random variables. In model B, the contribution of the time-invariant component of the error term becomes less important as the autoregressive parameter increases.
In both cases we generate the initial conditions y G as:
) random variable, independent of both G and v GR , and with the variance of u G chosen to satisfy stationarity. Some models with non-stationary initial conditions, and non-normal and heteroskedastic disturbances, are considered in the appendix. All results are based on 1000 Monte Carlo replications, with new values for the initial conditions drawn in each replication.
We present results for three GMM estimators:
The standard first-differenced GMM estimator, based on moment conditions (3.1) only. SYS: The system GMM estimator, based on moment conditions (3.1), (4.3) and (4.4). ALL: The system GMM estimator which also exploits the further ¹!2 moment restrictions (4.8) that follow from assumption (4.4) and the homoskedasticity through time of v GR .
Note that the linear GMM (ALL) estimator exploits the complete set of second-order moment restrictions implied by assumptions (2.3)-(2.6), (3.3) and (4.4).
The results reported below are for conventional two-step GMM estimators. For GMM (DIF), the choice of A , to yield an initial consistent estimator is that discussed in footnote 3. In our Monte Carlo designs, these one-step and two-step GMM (DIF) estimators are asymptotically equivalent, and their finite sample distributions were found to be similar in our simulations. For GMM (SYS) and GMM (ALL), the choice of A , to yield an initial consistent estimator is
which is asymptotically inefficient relative to the two-step estimators. However the finite sample distributions of the one-and two-step system GMM estimators were found to be similar in most of our simulations. This is discussed further in the appendix. For comparison, we also report results for a feasible conditional GLS estimator, which uses residuals from the one-step GMM (SYS) estimator to estimate the required variance components.
Without prior knowledge of, for example, E / T , there is no one-step weight matrix that is asymptotically equivalent to two-step GMM in these cases.
Results
The main results are presented in Table 2 . We consider sample sizes with N"100, 200 and 500, and values of varying from 0.0 to 0.9. Table 2a reports results for model A with ¹"4, Table 2b reports results for model B with ¹"4, and Table 2c reports further results for model A with ¹"11.
Our main findings concern the poor performance of the first-differenced GMM estimator at high values of , and the dramatic improvement that results from exploiting the additional moment conditions (4.3) and (4.4) in these cases. This is particularly the case for model A, where the permanent effects remain important even at high values of , and when only a small number of time-series observations are available. Consider first the experiments where is 0.8 or 0.9 in Table 2a . For GMM (DIF) we find both a huge downward bias and very imprecise estimates. This is consistent with our analysis in Section 3.2, where we showed that there was a serious problem of weak instruments for the GMM (DIF) estimator at values of around 0.8 and above, particularly in model A. In contrast, we find both a much smaller bias and much improved precision for either of the system GMM estimators. For example, at "0.8 and N"200 the root mean squared error (RMSE) for GMM (SYS) is only 20% of the RMSE for GMM (DIF). These gains from using conditions (4.3) and (4.4) remain very impressive, even at N"500.
Consistent with our theoretical analysis, the finite-sample bias of the firstdifferenced GMM estimator is less serious in model B, as shown in Table 2b . The weak instruments problem depends on the persistence in the level of the series, which decreases both with and with the importance of the permanent effects. Even in this case, though, there remain substantial efficiency gains from exploiting conditions (4.3) and (4.4). For example, at "0.8 and N"200 the RMSE for GMM (SYS) is still 50% of the RMSE for GMM (DIF).
Similarly the poor performance of GMM (DIF) improves with the number of time periods available, as shown for model A in Table 2c . Nevertheless, for high values of there remain impressive gains in bias, precision and RMSE, even at ¹"11. For example, at "0.8 and N"200 the RMSE for GMM (SYS) remains less than half of the RMSE for GMM (DIF).
The gains from exploiting the homoskedasticity restrictions (4.8) are found to be much smaller. The biggest gains are found for highly persistent series and low values of ¹. At "0.9 and ¹"4, the RMSE for GMM (ALL) is around 85% of the RMSE for GMM (SYS) in model A. However at ¹"11 we find that there is no gain from exploiting the homoskedasticity restrictions, and the same is found in model B even at ¹"4.
Conditional GLS also offers much better performance than the first-differenced GMM estimator. At N"500, the variance of conditional GLS is generally found to be higher than the variance of the system GMM estimators. However at N"100 the finite sample performance of conditional GLS is generally found to be better than that of the system GMM estimators. Table 3 summarises the gains in precision found in Table 2 , in the same format as the asymptotic efficiency comparisons presented in Ahn and Schmidt (1995 , Table 1 ) and used in Table 1 in Section 4.4. The figures in Table 3 show the ratio of the empirical variance of the two-step GMM (DIF) estimator in our simulations to the empirical variance of the two-step GMM (SYS) estimator. High values of this ratio imply large efficiency gains when the additional moment conditions (4.3) and (4.4) are exploited. As would be expected from the discussion of Table 1 , the efficiency gains are largest at high values of , low values of ¹, and at higher values of the variance of the permanent effects (relative to the variance of v GR ). The empirical variance ratios found at N"500 in Exceptions are found for "0.9 in Table 2a and for "0.0 in Table 2c . At ¹"4 this is particularly found at high values of , although this is not repeated when ¹"11. Notice that by neglecting the reductions in bias, these ratios tend to underestimate the improvement in root mean squared error. Table 3 Empirical variance ratios Table 3a are reasonably close to the corresponding asymptotic variance ratios given in the ¹"4, E / T "1 results of Table 1 . Further Monte Carlo results presented in the appendix investigate the reliability of inference based on the usual asymptotic variance formulae for the GMM estimators. The main result is that whilst asymptotic t-tests based on the one-step GMM estimators are found to have the correct empirical level in our simulations, the asymptotic t-tests based on the two-step GMM estimators can be seriously misleading, and tend to reject too frequently. This tendency is exaggerated when the errors are non-normal or heteroskedastic.
7. An application to employment equations
The model
In this section we illustrate the benefits of exploiting the additional linear moment restrictions (4.3) and (4.4) in an application using real data. We consider a simple dynamic labour demand equation of the form
where n GR is the log of employment in firm i in year t, w GR is the log of the wage rate and k GR is the log of the capital stock. This log-linear model can be derived as the static conditional labour demand equation for a competitive firm with Cobb-Douglas technology, with the dynamics resulting from an AR(1) disturbance as in model (2.2). However, we do not impose the implied common factor restrictions, and alternatively the dynamics may be thought of as an empirical approximation to some more general adjustment process.
In the context of model (2.1) with regressors x GR , the precise set of moment conditions available will depend on assumptions made about the correlation between x GR and u GR . To exploit the linear moment conditions in Eqs. (4.3) and (4.4) an additional requirement is that E( x GR G )"0, which is clearly weaker than requiring the levels of x GR to be uncorrelated with the individual effects. This is precisely the case considered in Arellano and Bover (1995) . Together with the restriction (4.4) on the initial conditions process this allows the use of both lagged y GR and lagged x GR as instruments in levels equations. As we do not expect wages and capital to be strictly exogenous in our employment application, we focus here on moment conditions of the type E(u GR y GR\ )"0 and E(u GR x GR\ )"0. Stricter exogeneity restrictions on the x GR would allow the use of further instruments, as detailed in Arellano and Bond (1991) , Ahn and Schmidt (1995) and Arellano and Bover (1995) . For the same reason we do not consider conditional GLS results here. Extension of conditional GLS to models with regressors requires strict exogeneity, as discussed in Blundell and Smith (1991) .
Data
The data we use is taken from Arellano and Bond (1991) . Briefly, this is an unbalanced panel of 140 UK listed manufacturing companies with between 7 and 9 annual observations over the period [1976] [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] . The data starts in 1976 only because Datastream did not report employment in earlier years. Hence, there is nothing special about the first observation on the firms in this sample, and we might expect the initial conditions restriction (4.4) to be valid here.
Results for a short sample period
We first consider omitting the first 3 observations for each firm, leaving an unbalanced panel with between 4 and 6 observations between 1979 and 1984. The first two columns of Table 4 report the results for GMM (DIF) and GMM (SYS) respectively. These are the one-step GMM estimators, for which we Both wages and capital are treated as potentially endogenous variables, so that for GMM (DIF) the instrument set contains observations on (n, w, k) dated t-2 and earlier. For GMM (SYS) the instruments used in the levels equations are the observations on ( n, w, k) dated t-1. The results are obtained using DPD98 for GAUSS, which can be obtained by email from steve.bond@nuffield.ox.ac.uk. 
believe inference based on the asymptotic variance matrix to be more reliable. Using the first-differenced GMM estimator in this short panel, the coefficient on the lagged dependent variable is only 0.4, and the elasticity of employment with respect to capital is only 0.2, suggesting implausibly low returns to scale. Using the system GMM estimator which exploits the moment conditions (4.3) and (4.4), the coefficient on the lagged dependent variable is 0.86, and the elasticity of employment with respect to capital is a more plausible 0.6. We also find a substantial improvement in precision, and the extended set of moment restrictions is not rejected by the Sargan/Hansen test of over-identifying See Section 6.2 and the appendix for further discussion. The reported standard errors are asymptotically robust to heteroskedasticity.
restrictions. The tests of serial correlation in the first-differenced residuals are in both cases consistent with the maintained assumption of no serial correlation in v GR .
Results for a longer sample period
The last two columns of Table 4 report the results for the same estimators, but using the full sample period from 1976 to 1984 as originally used in the Arellano and Bond (1991) study. The main difference is that the GMM (DIF) estimates are now much closer to the GMM (SYS) estimates: the coefficient on the lagged dependent variable is now 0.71, and the elasticity of employment with respect to capital is found to be around 0.8 for both estimators. There remains a gain in precision from exploiting the additional moment restrictions, and their validity is not rejected in this example.
The results of this section appear to be consistent with our earlier analysis. With short sample periods and persistent series, we find important small sample biases and imprecision using the standard first-differenced GMM estimator. These biases can be substantially reduced, and more precise parameter estimates can be obtained, if restriction (4.4) is satisfied and we exploit the extra moment conditions that this implies.
Summary and conclusions
In this paper we have discussed the importance of exploiting initial condition information in generating efficient estimators for dynamic panel data models where the number of time-series observations is small. We have focused on the individual effects autoregressive model y GR " y GR\ # G #v GR although our results extend naturally to dynamic models with regressors.
We considered two estimators that can improve the precision of the standard first-differenced GMM estimator for this model. One approach imposes an additional restriction on the initial conditions process, under which all the moment conditions available can be exploited by a linear GMM estimator in a system of first-differenced and levels equations. The second approach conditions on the observed initial values to obtain a system that under certain conditions can be estimated consistently by error components GLS.
The finite sample properties of these estimators were studied using Monte Carlo simulations. Both can improve dramatically on the performance of the usual first-differenced GMM estimator when the autoregressive parameter is moderately high and the number of time-series observations is moderately small. In addition, asymptotic variance comparisons suggest that the system GMM estimator can be considerably more efficient than non-linear GMM in this case.
In this appendix we present some further Monte Carlo results, which consider designs with non-stationary initial conditions, non-normal and heteroskedastic disturbances; and we investigate the reliability of inference based on the usual asymptotic variance formulae for the GMM estimators. We focus on the case with ¹"4, N"200, "0.5, E "1 and T "1. Table 5 reproduces the base case results for this configuration from Table 2a .
Here we present the one-step GMM estimators as well as the two-step GMM estimators, and we present OLS levels, within groups and standard error components GLS results for comparison. As expected in this i.i.d. design, the one-step GMM(DIF) estimator performs as well as the two-step GMM(DIF) estimator. More interestingly, the loss in efficiency from using the one-step GMM(SYS) and GMM(ALL) estimators is quite modest.
For the GMM estimators, we also report the number of rejections (from 1000 replications) of a Wald test of the null hypothesis that "0.5, and of the standard Sargan/Hansen test of over-identifying restrictions. The one-step Wald tests appear to have the correct empirical level, but the two-step Wald tests tend to reject too frequently, particularly for the system estimators where there are more over-identifying restrictions. This is primarily because the asymptotic standard errors for the two-step GMM estimators tend to underestimate the true dispersion of these estimators in finite samples. For example, the mean asymptotic standard error (ASE) of the two-step GMM(ALL) estimator is only 89% of its empirical standard deviation. Table 6 reports an experiment with non-stationary initial conditions, in which the initial values are mean zero noise. This results in serious biases for the system GMM estimators. The conventional Sargan test has power to detect these biases. Table 7 presents a stationary design but with non-normal errors. The v GR disturbances are drawn from a skewed (1) distribution, then centred and v GR &N(0, R ) where "0.2, "1 and "1.8. E "1, "0.5, ¹"4, N"200. scaled to have mean zero and variance one. Comparing Tables 5 and 7 suggest that this non-normality has little impact on the means and standard deviations of these estimators. However, there is a further deterioration in the quality of inference based on the asymptotic standard errors for the two-step GMM estimators. The mean ASE for the two-step GMM(ALL) estimator falls to just 78% of its empirical standard deviation in this design. Table 8 presents a design with heteroskedasticity across individuals, in which the variance of v GR is dependent on y G . These disturbances are again scaled such that they have variance one across the whole sample. This form of heteroskedasticity considerably increases the variance of the GMM(DIF) estimators, but has a smaller impact on the variance of the system GMM estimators. There is a small improvement in the precision of the two-step GMM estimators relative to the one-step GMM estimators. More striking again is the downward bias in the (heteroskedasticity consistent) asymptotic standard errors for the two-step GMM estimators. Inference based on the one-step GMM estimators appears to be much more reliable when either non-normality or heteroskedasticity is suspected.
Finally, Table 9 presents a design with heteroskedasticity over time. As expected, this results in serious biases for both the GMM(ALL) estimator and for conditional GLS. In the former case, the conventional Sargan test has power to detect the invalidity of the overidentifying restrictions in this design.
