Estimation of the mean using the rank statistics of an auxiliary variable by Wey, Ing-Tzer
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1966
Estimation of the mean using the rank statistics of
an auxiliary variable
Ing-Tzer Wey
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Statistics and Probability Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Wey, Ing-Tzer, "Estimation of the mean using the rank statistics of an auxiliary variable " (1966). Retrospective Theses and Dissertations.
3140.
https://lib.dr.iastate.edu/rtd/3140
This dissertation has been 
microfihned exactly as received 67-5634 
WEY, Ing-Tzer, 1933-
ESTIMATION OF THE MEAN USING THE RANK 
STATISTICS OF AN AUXILIARY VARIABLE. 
Iowa State Universily of Science and Technology, Ph.D,, 1966 
Statistics 
University Microfilms, Inc., Ann Arbor, Michigan 
ESTIMATION OF THE MEAN USING THE EAM! 
STATISTICS OF M AUXILIARY VARIABLE 
by 
Ing-Tzer Wey 
A Dissertation Submitted to the 
Graduate Faculty in Partial Fulfillment of 
The Requirements for the Degree of 
DOCTOR OF PHILOSOPHY 
Major Subject: Statistics 
Approved: 
fe,;ior /Work In Charg of Majo
Head of Major Department 
Dea Grafflaate College 
Iowa State University 
Of Science and Technology 
Ames, Iowa 
1966 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
il 
TABLE OF CONTEMS 
Page 
I. INTRODUCTION 1 
II. REVIEW OF THE LITERATURE 4 
A. Regression Estimation 4 
B. Ratio Estimation 23 
C. Post-stratification 33 
III. ESTIMATION OF THE MEAET USING THE RANK STATISTICS 
OF AN AUXILIARY VARIABLE 38 
A. The Distribution of Order Statistics 38 
B. Construction of Estimators of the Population Mean Y k-2 
1. Pseudo-post-stratified estimators h-2 
2. Unbiased estimators $4 
IV. EFFICIENCY OF THE ESTIMATORS 66 
A. Efficiency of the Pseudo-post-stratified Estimators 67 
B. Efficiency of the Unbiased Estimators 87 
A 
C. Comparison Between ^ Y^ and the Post-stratified 
Estimators 98 
V. ESTIMATION OF THE VARIANCES 104 
A. Estimation of the Variance of Y^^^ 104 
A 
B. Estimation of the Variance of ^Y^ I06 
VI. SUMMARY 110 
VII. REFERENCES 113 
VIII. ACKNOWLEDGMENTS II6 
1 
I. lîWRODUCTION 
Research in the theory of sample surveys may he divided into 
three broad categories, namely (i) design, (ii) field procedures, and 
(iii) estimation. Sampling design involves the specification of the 
sampling unit, the classification of the sampling units into groups 
and sub-groups, and the method of selecting units or groups of units 
for the sample. A large variety of designs has been developed with 
the express purpose of making the most effective use of the resources 
available in particular circumstances. The major advances in design 
include stratified, cluster, multi-stage, multi-phase, and systematic 
sampling schemes. The selection procedure may use either equal or 
unequal probabilities or both, as is often done in multi-stage designs. 
In connection with sampling design, research has examined the optimum 
methods of allocating to the groups and sub-groups the numbers of L 
sampling units to be selected from each. 
Research into field procedures has been implemented mainly by a 
real concern over the numerous sources of non-sampling errors in surveys. 
For surveys of human populations in particular, there has been a gradual 
building up of a volume of approved field procedures. The problems of 
questionnaire construction, interviewer technique, and missing data 
have been subjected to intense study which is still in progress. These 
problems have, in recent years, received more attention than the prob­
lems of sampling design and estimation mainly because the development 
of the theory pertinent to the latter has progressed to a point where 
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the relative magnitude of the non-sampling errors and the sampling 
errors usually is such that the former constitute the major source of 
error in sample surveys. In a sense, the non-sampling errors in sample 
surveys remain to be subjected to the control now possible over the 
sampling errors when satisfactory selection principles are applied. 
There are two broad classes of estimators in general use in 
sample surveys. For a specified design, the choice of estimator for a 
population characteristic usually is made between an unbiased linear 
estimator and an estimator making use of information available on an 
auxiliary variable. The latter estimator may or may not be unbiased. 
A portion of the research into estimation procedures, with particular 
emphasis on their application in saoule surveys, has been devoted to 
methods involving auxiliary variables, these being regression and ratio 
estimations. Both the commonly used regression and ratio estimators of 
the population mean require in all sampling schemes except for multi­
phase sampling that the population mean of an auxiliary variable be 
known exactly. It is known that both estimators are in general biased 
and their biases are of order l/n. Mckey [l8] has derived some finite 
population unbiased ratio and regression estimators. Before his work, 
Hartley and Ross C13] had constructed an unbiased ratio estimator which 
in fact is a particular estimator of Mickey's. Unfortunately these 
estimators have not yet been extensively employed in saurple surveys 
because they are tedious to compute. 
In a finite population consisting of F elements represented by the 
pairs y^) i = 1, 2, ..., N, let us assume that the y-variables 
of interest are highly correlated with the auxiliary x-variables which 
have distinct values, i.e. < ... < x^^. Suppose that a 
simple random sample of size n is drawn without replacement from this 
population. Denote the sampled pairs by y^^j); i = 1/ 2, n, 
where is the i-th order statistic of the x-variable while y^^^ is 
the observed value associated with the order statistic x^^^. It will 
be shown later that the sampling distribution of the order statistics 
x^^^ are the same as that of the rank z of the x-value in the popula­
tion. The random variable z is simpler to handle than the random 
variable x^^^ since the mass points of z are located at the successive 
integers i, i + 1, .... N - n + i whereas those of x^^^ are located at 
x_., x^ .... x^ „ .. As the y-variables are assumed to be highly Oi' 0;].+l ' OjN-n-fi 
correlated with the x-variables, the relationship between the y-variables 
and the z-variables will also be high, since the z-variables are one-to-
one transformation of the x-variables. Since the z-variable has a 
probability density function which will be shown to be a hypergeometric 
function, the moments of the z-variable can be easily obtained. There­
fore, this study considers the pairs (z^, instead of (x^^^, y^^^) 
in the estimation problem. Two types of estimators will be derived in 
this study, namely (i) pseudo-post-stratified estimators, and (ii) un­
biased estimators. 
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II. REVIEW'OF THE LITEMTUEE 
We shall consider a population consisting of W elements represented 
by the pairs i = 1, .E where the x characteristic, being 
correlated "with the y characteristic under study, will be used as an 
auxiliary variable to estimate the parameters of the y-variable. We 
assume that the population mean X of the auxiliary variable is known 
and a simple random sample of n pairs (x^, y^) is drawn from the popula­
tion. There are two general classes of estimators which are designed 
to increase precision by utilizing this supplementary information, 
these being the ratio and the regression estimators. Both estimators 
may or may not be unbiased. We shall discuss these two classes of 
estimators in the following sections. 
A. Regression Estimation 
The linear regression estimate of Y, the population mean of. the y^ 
is given by 
y^r y (1) 
where y and x are the sançle means, and b is an estimate of the regres­
sion coefficient of y on x. Although, in most applications, b is ob­
tained from the results of the sample, it is sometimes reasonable to 
choose the value of b on the basis of a priori information about the 
population such as pilot sançles. Let b^ be such a predetermined con­
stant. Then the estimate 
= y + tgCx - x) (2) 
is tmbiased., with variance 
Var(5i^) = ^  (S^ - SfS^ + 
2 2 
where S , S and S are the variances of y, x, and the covariance of 
y X yx 
y and x, respectively. Note that no assmption is required about the 
relation between y and x in the finite population. The best value of 
b^ is obtained by minimizing Var(y^^) with respect to b^ as follows: 
E _ _ 
z fe - x)(yi - Ï) 
^ 
Z (x - X)2 
i=l 
which is called the linear regression coefficient of y on x in the finite 
population. The resulting mnimum variance is, [4], given by 
where p is the population correlation coefficient between y and x. 
If b must be computed from the sample an effective estimate is 
likely to be the familiar least squares estimate of B; that is, 
n _ _ 
Z (x - x)(y. - y) 
b = i ^  
2 (%. - 5)2 
i=l ^ 
Let us assume the following linear model: 
y. = Y + B(x - X) + e (4) 
6 
where the x.'s are observable without error, X; and e. are assumed to 1 • 1 X 
be independent. Furthermore 
E(ej^|x^) =0 (5) 
and E(e^|x^) = for all x^ (6) 
It is then known that the linear regression estimate of the popula­
tion mean Y is unbiased; with variance 
^ n(î - tf , 
1 (T) Var{7^) = [1 + E j-
S (X - X)^ 
i=l 
where E denotes the expectation over all possible samples with respect 
X 
to X. 
In sample surveys, it is frequently very unrealistic to assume 
that such a model is satisfied by the data and in such, an event y^^ will 
be in general biased because 
= Y + XE(b) - E(bx) 
= Y - Cov(b; x) (8) 
Thus the bias of y^^ is - Cov(b; x). We know from Schwartz's inequality 
that 
[Cov(b, x)]^ = Var(b) Var(x) 
where b - B is known to be of order n ^  and x - X to be of order n ^  too. 
Hence Cov(b, x) is of order n ^ , and y^^ is consistent. If the sample 
1 
size n is large enough so that terms of order n ^  are negligible, then 
the variance of y^^ is given by [If] 
7 
g2 
Var(y^^) = (l - P^) (9) 
Mickey [l8] has provided a useful idea for unbiased estimation in 
sample surveys which holds regardless of the form of the relationship 
between the variables under consideration. He notes that the estimate 
^Ir Given in Equation (2) is an unbiased estimate of Y for all choices 
of the constant b . He modifies this simple idea so that the coefficient 
o 
can be taken to be a function of the observations while the estimate 
remains unbiased. To do this he considers the sangle as an ordered 
set of elements and points out that for any choice of the first m sample 
elements (m < n), the n - m remaining sample elements constitute a 
random sample from the finite population of N - m elements. He defines 
an estimate u^ as follows : 
ny-my nx-mx KK-mx 
% = - ^(^m) c-mr -
where denotes the ordered set of observations on the first m sample 
elements, and the order is, say, the order in which the sample is drawn. 
Hence a(z ) is a function of the first m sample elements and y and x 
m  . m m  
are the sample means of the first m sample observations. Then 
I 
^ II - m 
so that an unbiased estimate of Y is easily obtained by adjusting u^ 
for the bias as follows: 
8 
(H - •n)u„ + ay^ 
m N 
N - m n [y - a(Z^)(x - X)] 
N n - m ^ m 
ïï - n m [y^ - a(Z^)(x - X)] (11) 
N n - m m m 
It is obvious that t^ is a conditionally unbiased and thus uncondi­
tionally unbiased estimate of Y, i.e. 
Now it is possible by different choice of the form of the a(Z^) 
coefficients to generate many different types of estimators, and several 
of these are actually considered by Mickey. One of them is 
m _ _ 
,s (yi - - y 
^ — \ (^-2) 
2 K - %m) 
X—1 
•which is the form of the least squares estimate of a regression coef­
ficient computed on the ordered set Z^. Insert b^ into Equation (ll), 
one obtains an unbiased regression estimate of Y as follows: 
For constructing an unbiased estimate of the variance of this re­
gression type estimateJ it is convenient to introduce a slight nota-
tional change by explicitly displaying the size of the sample upon which 
the estimate is based; t(m, n) denotes t^ based upon a sample of size n. 
Then if 0 < m-[_ < m2 < ... < %+! = ii; the estimates t(mj_, mg); 
9 
n y ) ,  . n )  a r e  m u t u a l l y  u n c o r r e l a t e d  a n d  a r e  u n b i a s e d  
estimates of Y. Therefore 
t Z (lit) 
1=1 
is an unbiased estimate of Y and an unbiased estimate of the variance 
of t is given simply by 
= Elk^ Vi' - (IS) 
Williams [$8, 59^ ^O] considers the sample as being split into k 
mutually exclusive and exhaustive groups and that the sample size n is 
a multiple of k. The next step is to compute the estimates of the form 
using each of these k groups. This gives k estimates of the form 
ti(^) i = 1, k as follows: 
t,f) + - X)] (16) 
where t^(^^ denotes the estimate t^y^ being confuted from the i-th 
group, y^; and b^ are, respectively, the sample means of y, x, and 
regression coefficient of y on x obtained from the i-th group of size 
n/k. These k estimates are averaged to provide an unbiased estimate 
of Y which is more efficient than the estimate t(^), i = 1, k 
alone. Let this average be T^ where subscript k-refers to the number 
of splits of the sample. 
T k b . - b . x .  -  X. 
= -ÏÏ)(S.-;) (XT) 
10 
_ 1 k 
where b = — 2 h. 
k 1=1 1 
For the derivation of the variance of first consider the linear 
model assumptions given by Equations (5); and (6), and assume that 
the sampling fraction n/N is negligible. Then the estimate of (l7) 
can be written as 
_ . k _ 
5?TTJ J. (^8) 
and it is shown that 
Cov(y, b. ) = Cov(b , b .) = 0 for i 7^ d (l9) 
1 13 
Also since y = Y + B(X - X) + e, then 
Therefore the conditional variance of T^ for a fixed set of x's is 
U=1 ^ 
where denotes summation taking over the i-th group. When the x's 
are normally distributed, the expected value of the conditional variance 
of T^ is given by 
(21) 
which is compared with that of the conditional variance of y^^ given in 
Equation (7) being 
11 
yar(y^^) = Sji + 
Then the relative efficiency of T^ to y^^ is 
Var(y^^) ^ _ 2 . 3k^ - k(n + 3) + n n ^  ^ /nn\ 
^ 3k^.k(.+ 4)+n'^^ ^ ' 
which, for fixed k, tends to 1 as n increases. 
If the data under consideration does not satisfy such linear model 
assumptions; the expression for the variance of T^ is so complicated 
that it will not he given here. However, the estimation of the variance 
is given as follows: The sampling is imagined as being done in two 
stages. At the first stage, one of the possible splits of the popula­
tion into s mutually exclusive and exhaustive groups of size n/k is 
selected with equal probability and without replacement. Then IT = sn/k. 
The second stage consists of drawing with equal probability and without 
replacement k of the groups of size n/k from the total number (s) of 
groups of that particular split of the population. "If the finite 
population correction is assumed to be negligible, which in^lies a 
large s and a small k/s. Then T^ can be written as 
= y - ^ 
and an unbiased estimate of the variance of T^ for a given split of 
the population into s groups is 
var(Tj^) = \ - ^ k"nj ^i^o 
Fuller [8] has recently derived a nearly unbiased regression 
12 
estimate of Y. He considers the same linear model as defined in Equa­
tion (4) and assumes without loss of generality that X = 0 for the sake 
of simplicity, that is 
= Y + + e^ 
N _ N 2 
where B = 2 x. (y. - Y)/ Z x 
i=l ^ i=l 
It follows from the definition of B that 
E(e.) = E(e.x.) = 0 
but no further assumptions are made about the e^. The ordinary re­
gression estimator of Y is defined by 
Ylr = y - b'x 
Now since 
Z(x. - x)e. n . 
b - B = n- = % (- 2x.e. - x e) 
icTTif zcx^ - 5)2 -, -
. 1 /I Sx.e. - X e - — d 2 x.e.) + 0(n 
b 
X 
_ 
where d - —^ - 1 
It follows that 
Cov(b; x) = + 0(n"^) 
He defines a parameter A as 
13 
A - 1 x) 
S Var ( X ) 
X 
— -2 
so that (h - Ax), to the level of approximation 0(n ) is •uncorrelated 
with X. As the bias in is - Cov("b, x), the following estimator of 
Y is obtained by adding an estimator of Cov(b, x) to y^^ and is shown 
—2 
to have a bias of o(n ): 
= y - (b - X (25) 
^ Zx 
Zx^Yi • ^ 
where a p 
nZx^ 
—  ^  — 2  The mean square error of is approximately, to o(n ), given by 
+ , (26) 
° ®x 
which is compared with that of the ordinary regression estimator y^ 
having the same order of approximation: 
M.S.E. (?^) = ^  + ig [4AV + 28g - ) + E(x^) E(xe )] (gy) 
Thus, the difference between these two mean square errors is 
2 2 
M.S.E.(y^^) - M.S.E. (%) = ^  + 28% - 2 ^ 
+ ij- E(x^) E(xe^)] 
^x 
This difference would be positive for some x populations and non-linear 
regression of y on x. For example, if the regression of y on x is 
quadratic and x is normal, then the last term of the above equation 
vanishes and 
5A^S^ > ^ - S^] X e  
X 
Therefore, under the assumption that the regression of y on x is 
quadratic and x is normal, we have 
M.8.E.(%) < M.S.E.(y^^) 
The next concept of interest is the one which was introduced by 
Wald [56] and later discussed by Nair and Shrivastava [22], Nair and 
Banerjee [21], Bartlett [2] and very recently by Gibson and Jowett 
[ 9, 10]. Wald's original suggestion concerned a simple method of curve 
fitting. For example, to fit a straight line to a set of pairs (x^, y^) 
in the two dimensional space, Wald suggested the following method: 
Split the sançile into two halves on the basis of the x variables by 
arranging the x's in ascending order, and taking the observations in 
the lower half as one group and the observations in the upper half as 
the second group. The estimator of the slope of the linear relationship 
is then obtained by taking the ratio of the differences of the means 
of the two extreme groups. Later Nair and Shrivastava [22] and then 
Bartlett [2] independently showed that it was not optimum to split the 
senile into two groups but that a higher efficiency could be obtained 
by a split into three groups and then estimating the regression slope 
via the means of the two extreme groups. 
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More specifically the method was to divide the sample into three 
groups, an upper, lower, arid medium group, on the basis of the x var­
iables. Then if y^, y^, x^, x^ denote the means of the upper and lower 
groups, for y and x respectively, take 
b' = (5, - yi)/(3y -
as the estimate of the regression slope. Nair and Shrivastava suggest 
that the two extreme groups be used for location also, but Bartlett 
points out that it is more advantageous to use the point (x, y). Hence 
Bartlett suggests the simply fitted line 
y^ = y + b' (x^ - x) 
He also considered the efficiency of this estimate of the regression 
slope in the special case that the least squares method is applicable. 
Bartlett shows, in fact, that the efficiency of this group average 
estimate to the least squares estimate is about eight-ninths. This 
result was also obtained by Nair and Shrivastava. Both papers assume 
equally spaced x variables. 
Gibson and Jowett [9] have recently developed this method and have 
discussed certain properties of it. In particular, they point out two 
graphical methods of obtaining an estimate of the residual error. They 
also consider the optimum selection of numbers in each group for various 
X distributions and derive optimum proportions for several distributions. 
For the x's being normally distributed, the numbers in each group should 
be in the proportion of 1:2:1. This allocation of the points to each 
l6 
of the three groups is not, however, very critical. 
Making application of this three-group estimate of the regression 
slope, Williams [4o] has constructed an unbiased estimate of Y by 
substituting b^ for b^ in i.e. 
,, • k bl - b'. X. - X. 
Z (28) 
i<3 
where b^ = i = 1; - --, k 
1 k 
1=1 
Under the assumed linear model being = Y + B(X^ - X) + E^ where 
E(e.|x,) = 0, E(e?lx.) = S^, E(e.e.|x., x.) = 0 for i ^  j, and the 
^ il 1^ ' . xl x' e' \ X j| x' ' 
residual errors are independent of the x^ •which is distributed normally, 
the relative efficiency of to ignoring the finite population cor­
rection is given by 
^ l(.(k - l)(n - 2) + (k + $k^ - k(n + 3) + % 
YâîT^ = Hn - 5Kk - i) 5^2 - k(n H. „) + n 
which is less than 1 when n = 15k - 12 showing that as a larger number 
of groups the population to be divided into, a larger sangle size is 
necessary in order that be the more efficient estimate. 
Williams [4o] has discussed the regression estimate to the situa­
tion in which p auxiliary x-variables are available. The finite popula­
tion of F elements is now represented by the set of ordered p + 1 tuplets 
3=1, ....H 
IT 
A sample of n of these tuples is then drawn without replacement from the 
population. The population means of x-variables,, are again assumed 
to be known. Only the ordinary form of regression estimate will be 
considered here, i.e. 
= y + (S - i) (29) 
where b' is the transpose of an pxl vector b. 
b = s (x - x).y. 
0=1 ^ 
n 
n 
G = [ S (x. - x)(x. - x)'] is a nxn matrix of the sums 
j=l of squares and products. 
"ij 
X 2j 
•PD 
_ . n _ . N 
'  Ï 2 d '  
We assume that the y-variable follows the multiple linear regression 
model given below: 
yj = ? + B'(Xj - X) + Ej 
where E(e.|x.) = 0 
J ' ~J 
21 2 E ( e . X.)  = S for every j 
and the x.'s are observable without error and are uncorrelated with the 
~3 
e.'s. Ignoring the finite population correction, the conditional var-
iance of y _ for a fixed set of x.'s is 
mlr ~n 
18 
Vax(y^lx^'s) = Yax(j) + (X - x)'Vax(t)(X - x) + 2(x - x)'Cov(b, y) 
= sJi+(l-i)'S-^(l-i)] (30) 
since Gov (b, y) = 0. 
Further, it is assumed that x.. follows a multivariate normal dis-
tribution with mean X and vaxiance-covariance matrix V. Now it is a 
result of multi-variate analysis that, see Anderson [l], the statistic 
= nS - !)• G"'- (i - X) 
n 
2 2 has a Hotelling's T distribution, it is also known that T /(n - l) has 
the distribution of 
^ ' n-p 
.2 2 
n-p 
n - p  d e g r e e s  o f  f r e e d o m ,  r e s p e c t i v e l y .  I t  f o l l o w s  t h a t  
where Xp and are independent chi-square distributions with p and 
Therefore the unconditional variance of 7^^ is 
g2 
[1 + n - t - 2^ 
It is sometimes convenient and economical to collect certain items 
of information on the whole of the units of a sample, and other items 
of information on only some of these units, these latter units being 
"If 
so chosen as to constitute a sub-sample of the units of the original 
sample i This may be termed two-phase sampling, it is also called double 
sampling. The second-phase sample may either be a sub-saaçle of the 
19 
first-phase sample, or be independent of it; the small differences in 
the variance formulas will be indicated. Information collected at the 
second-phase may be collected at a later time, and in this event, in­
formation obtained on all the units of the first-phase sample may be 
utilized, if this appears advantageous, in the selection of the second-
phase sample. 
An important application of two-phase sampling is the use of in­
formation obtained at the first-phase as supplementary information to 
provide, by the method of regression or ratio estimation, more precise 
estimate of a parameter of vajriables obtained only in the second-phase. 
We assume that the first-phase sample of size n' is drawn at 
random without replacement from the population and the second-phase 
sample of size n is a random sub-sample drawn from the first. In the 
first-phase sample, we measure only in the second-phase, we measure 
both and y^. Then the regression estimate of the population mean 
Y is 
^dlr ^ ^ (52) 
where y, x, and b are the sample means of y, x and the least squares 
regression coefficient of y on x from the second-phase sample, re­
spectively, and x' is the mean of the first-phase sample. Under the 
linear regression model assumed as before, the conditional expected 
value of y^^ given the x^ values in both the first and the second-
phase saiKples is equal to B(X' - X), and hence the conditional mean 
square error of y^^ is, see Cochran [4], given by 
20 
M.S.E.(y^^) = sji + ]+ B^(x' - X)^ (J5) 
Z(x. -
If the axe normally distributed, then the average M.S.E. over all 
possible drawings of the first and the second phase samples is found to 
In some applications the second-phase saiiÇ)le is drawi independently of 
the first-phase sample. This case of two independent samples was first 
considered by Bose [$]. In this event the conditional mean square error 
of y^^ is still the same as that given in Equation (35) but the term 
(^ - ) in Equation ($4) is replaced by (^ + ^ , ) ' Sukhatme [5^ 
assumes that a simple random sample of size n is drawn from a popula­
tion of size N on which both y and x are observed, and a second random 
sample of size n' is drawn from the remaining N - n units of the popula­
tion on which only x is observed. He constructs the following regres­
sion estimate of Y: 
. y + b (x- - x) (35) 
where x' is the mean of the second sample. Ignoring the finite popula­
tion correction, he gives the conditional mean square error of y*^ as 
follows : 
2 2 
.2 S S 
and if the x^ are normally distributed, the average M.S.E. is given by 
21 
V=t(5Si,) = (57) 
which is the same expression given by Bose. On the same sampling 
scheme as SuMiatme's, there are two different types of regression 
estimates given by Fiering [6] and Jessen [l4], respectively, as 
follows: 
?dlr = ^  08) 
^dlr " ^ ^ (39) 
where x is the combined sample mean of the first and the second samples. 
Under the assumption that the are normally distributed, it is shown 
that the variance of y^^ is the same as that given in Equation (34), 
and the variance of y^^ is given by 
= r z-r%r —] -^s-nr- C") 
There are several papers dealing "with the multivariate regression 
estimate of Y based on a double saoule such as Fiering [6], Lord [l6], 
Matthai [l?], and Nicholson [24]. Fiering discussed the trivariate 
case, Lord a special trivariate case, and Matthai considered the general 
multivariate normal population and carried through the discussion for 
the trivariate case. Fiering assumes that a random sangle of size n 
is drawn from a trivariate normal population of size N on which y^., 
and X . are observed. In addition, an independent random sample of 
size n' is taken from the population on which only x, . and x . are 
observed. Then he forms the trivariate regression estimate of Y as 
22 
follows : 
= y + - Xi) + - Xg)] W 
where and b^ are the least squares partial regression coefficients. 
The variance of this estimate is given by 
where R is the multiple- correlation coefficient of y with and x^. 
For estimating the variance of y^^, Fiering applies the following formula 
2 2 to estimate denote the estimate by s^: 
(n + n' - = S (y - y f + Z %) 
1=1 1=1 
where y^ = y + - \) + bgfxgi " 
2 The estimate s^ has expectation 
= ®y - (n'lV tl)^ 
which is not consistent unless n and n' increase in such a way that 
n' 
>0. This result may be generalized to a model represented by a 
multiple regression on p auxiliary variates. The estimate of Y is 
V = y ti(=i -
1=1 
with the variance 
25 
^ 2 ^^3 (4g) 
B. Ratio Estimation 
We assume that a simple random sample of n pairs y^) is drawn 
from a population of lï pairs, and the population mean X of the auxiliary 
variable is known. There are two types of ratio estimates, namely 
yp = Ax (1) 
and y^ = r X (2) 
^ _ n n 
where R = y/x = E y./ E x 
i=l ^  i=l 
_ n n 
r = Z .=1 =5 ''l 
1=1 1=1 
These two estimates are in general biased. Hartley and Ross [l5] 
give an upper bound to the ratio of the bias to the standard error. 
* _ 
Since the covariance of R and x is 
Cov(R, x) = y - X E(R) 
Hence 
E(R) = R - Cov(R, x) (5) 
X 
where R = Y/X. Thus the bias in R is - COV(R, X)/X 
Further 
Bias ia S I % 
X X 
A _ 
where p* is the correlation coefficient between R and x. Therefore 
2k 
I Bias in R 1 < °^x 
= -2 = cv of X (4) 
The same bound applies, of course, to the bias in This shows also 
that the bias in y„ is of order n"^ and hence negligible, for the sample 
size n sufficiently large, as con^ared to its standard error which is 
_i_ _ 
of order n The approximate variance of y^ is, [4], [l2] and [$4], 
given by 
In order to construct an unbiased ratio estimate. Hartley and Ross [l$] 
first consider the bias in r. Since 
Cov(r^, x^) s= Y - R X 
_n N _n M 
where R = If" Z y./x. = N Z r. 
i=l ^ ^ i=l ^ 
Hence E(r^) = R - Cov(r^, x^)/ X (6) 
But in single random sampling E(r.) = E(r) = R. Therefore 1' 
Sias in r| = | Cov(r^, x^^) / X = ^ ^x / ^  
and thus |Bias in r | < —j (y) 
a— 
r 
By comparison of inequalities (?) and (4), the upper bound to the ratio 
of the bias to the standard error is greater in y' than in y by a 
K R 
2 
.multiple of n . 
It is obvious that an unbiased estimate of 
^ / N 1 I , -, N -
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is given by 
x=l 
On substituting into Equation (6), the estimate r, corrected for bias, 
iS 
becomes as follows: 
r. = r + - ^2 (? - 7 i) 
(n - 1)EX 
Therefore an unbiased ratio estimate of Y is 
+ (8) 
Assuming a large or an infinite population (K»n), the exact variance 
formula for y^ is given by Goodman and Hartley [ll] : 
= & (Sf 4. (8% + 8^) (9) 
The corresponding results for finite population was derived by Robson 
[28] -who applied the multivariate polykays to the construction of un­
biased ratio estimate and its variance. Robson and Vithayasai [29] 
expressed the exact variance in the notation of Tukey's.symbolic, dot-
multiplication [55] as follows: 
+ T 
As E gets large, of course, the dot-product of two or more moments 
approaches the ordinary product of the moments, provided the latter 
approach a limit, and so the limiting Var(yuj^) of Goodman and Hartley 
26 
is obtained. 
; 
General comparisons of the precision of and can be made 
only in samples large enough so that the approximate formula for Var(y^) 
is valid. As Goodman and Hartley point out, y^ is more precise in 
large samples if the line Y + R(x^  - X) fits the values y^ more closely 
than the line Rx^. 
From a different point of view, Mickey [l8] has derived two unbiased 
ratio estimates, one of which is the same as Hartley and Ross's. He 
supposes that the sample elements are drawn one at a time, so that the 
sangle is an ordered set, the order being that of the order of draw. 
Let denote the ordered set of observations on the first m sample 
elements, 1 = m < n, and let a(Z^) denote a function of these observa­
tions. He then constructs the following unbiased estimate of Y: 
where y and x are the sample means of the first m sample observations, 
mm
If the choice of a(z^) is 
a(z^) = y^/x^ 
then 
is an unbiased estimate of Y, and thus the average of n is also 
unbiased, i.e. 
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which is equal to derived hy Hartley and Ross. If the choice of 
is 
then from expression (lO) yields another unbiased estimate of Y as 
follows : 
Sastry [$o] has derived an unbiased ratio estimate in the case 
when the regression of y on x is linear and y has a constant variance 
2 Sg for any given x; the regression line, however, does not necessarily 
pass through the origin. He gives an unbiased estimate of R as follows: 
Ê =[(-^ :r)E - (-% &-)]/(-& &-) (12) 
X X X 
where is the harmonic mean of the sample. The conditional variance 
of an unbiased estimate R^X of Y under the assumption of ignoring the 
finite population correction is given by 
/— 2 (x, - W, ) 
Var(E X x- s) = [l + - \ " ] (13) 
— 2 
where w^ is the harmonic mean of x in the sample. 
As an alternative approach, Lahiri [15] showed that the ratio 
estimate R is unbiased if the sample is drawn with probability pro­
portional to nx. There are two ways of drawing the sample. One, due 
to Lahirij is to draw a sample without replacement in the usual way. 
If T is the sum of the n largest values of x^^ in the population, draw 
28 
_ > 
a random number between 1 and T, say p. If nx = p for the sample, retain 
it. Otherwise replace it and start again, drawing a new random number 
for each sample that is tried until one is found that can be retained. 
Clearly, the probability that a sample will be retained is proportional 
to nx". A second method, due to Midzuno [l$], is to draw the first member 
of the sangle with probability proportional to and the remaining 
(n - l) members with equal probability. It is easily shown that the 
probability that a sangile with a specified value of nx will be drawn is 
P= ^ ^ 
a-
For this method of sample selection, with = y/x 
E(R^) = 2'P 
where 2' denotes a sum over all simple random saoules. Substituting the 
value of P, we have 
Nanjamma et [23] give unbiased ratio estimates constructed by 
selecting the first member of the sample with probability proportional 
to x^, replacing it and selecting the (nr- l) remaining sample members 
with equal probability and with replacement at each draw. 
For an approximately unbiased ratio estimation, Quenouille [2j] 
has produced a method of adjustment, applicable to a broad class of 
-1 -2 
estimates, which reduces the bias from order n to order n . The 
utility of this method for ratio estimates was pointed out by Durbin [$]. 
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Pascual [26] constructs an approximately unbiased ratio estimate 
from the notion that, to the order of n~^ approximation, 
Cov(-~, x)= Cov(r^, x^) 
so that from Equation (5) he obtains an approximately unbiased estimate 
of y denoted "by y* as follows: 
with mean square error, 
M.S.E. (5j) = i(S^ + kV - 2RS ) + ^3 ' [-|- + (n - if + l] 
T 4 
Note that, when the sample size n is large, the estimate y* is about as 
efficient as y_ which has the mean square error as follows: 
K 
M.S.E.(yj^) = i(Sy + - 2RS^) - CovCx., (y.-Rx. )^] (l6) 
n ^  
Pascual also considers the other form of a linear combination of y . 
K 
Denote this estimate by y^^. Then 
with an approximate variance 
Var(rCB) = E-:-! (Sy + - 2% 
50 
In order to gain in efficiency with respect to we must have Var(ygg) 
< Var(y^) which leads to 
< Val(Ê) 
Murthy ajid Nanjamma [20] derive the estimate y^^ given in Equation (17) 
by estimating the bias in y^ from interpenetrating sub-sauries. 
Olkin [25] has extended the ratio estimate to the situation in 
which p auxiliary x-variables are available. A simple random sample of 
size n out of N elements represented by p + 1 tuplets (y., x , x , 
J Xj 
X .) is drawn. The proposed ratio estimate of Y is given by 
= .1 (^-8) 
1=1 
where the w^ are weights to be determined to maximize the precision of 
the estimate subject to Sw^ = 1, and = y/ÏL . 
Let C = [C. .3 be an (p + l)(p + l) matrix of the relative variance-
iD 
covariances and be assumed to be positive definite, where 
Tvr 8. . _ ÎJ 
=ij = ^ = rrr Kk - - ^3' 
i Ô 
where 0 = i, j = p, the subscript 0 denotes the y-variable; e.g. 
XQJ £ YJ, XQ S % Bg. ^  S^., and 0^^ . C^j. 
It is known that the variance of R.X. and the covariance of R.X. XX IX 
A — mm"^ 
and R.X., to the order of n approximation, are given by 
J J 
VarCê^X. ) = ^  ^ («00 + 
OovCÊ^Î., If.) = ^ (Ogg + = V.j 
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Let V = [V. Jbeanpxp matrix of the variance-covariances of (R,X, ^ ÏJ X X 
Ep^p)* Then the following relationship holds: 
V = TOT' 
where 
T = 
1 
1 
0 
-1 
10 0 
0 
is an px(p + l) matrix of rank p. It follows that, since the matrix C 
is assumed to be positive definite, the matrix V is positive definite. 
-1 
"by 
Now the variance of is, to the order of n approximation, given 
_ p p _ _ 
Var(y^)= Z Z w^w^ Cov(lx^, R^X^.) =w'Vw 
i=l j=l 
where w' = (w^, w^, .. w^) is the weight vector with w'e = 1, where 
e' = (l, 1, ..., l). The criterion for optimality of the weight vector 
w is to minimize Var(y^) subject to w'e = 1. Let 
F = fw'Vw - 7c(w'e - l) 
•where X is a Lagrange multiplier. Setting the derivative of P with 
respect to the vector w equal to zero, we have 
Vw - \e = 0 
or w = XeV"^ 
By the restriction w'e = 1, it follows that \ - l/(e/V"^e), and hence 
the optimim w is given by 
2 = f'V&'v'a (19) 
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Therefore the -variance of is given by 
VarG;:^) = l/e'V-\ (20) 
We now consider some ratio estimations in double sampling. Assume 
that a sample of size n' is selected out of F to observe the x-variable 
•while a sub-sample of size n is selected out of n' to observe both the 
X and the y variables. The ratio estimate of the population mean Y is 
 ^ (21) 
X 
•where x' is the mean of the first-phase sample •while y and x are the 
means of the second-phase sample. This estimate is known to be biased. 
For a sufficiently large sample size, the approximate variance of y^ 
is given by 
= 5 (Sy + E' (22) 
•where the finite population correction terms are assumed negligible. 
If the first and the second samples are dra^wn independently, the approx­
imate variance of y,„ is given by, see Cochran [4], with the fjpc ignored, CLK 
Var(?^) = i (s2 + sV - + inV (23) 
SuKhatme [32] gives an unbiased ratio estimate suggested by Hartley and 
Ross as follows: 
with variance 
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VarG^) = i(s2 + - 2KS^) 
+ -, (R^8^ + + ^ [(x - X)^(r - R)]) 
n' ^ X rx ^ ^ ' •' 
where the f^c is ignored. It is shown that if Pg < 0 and 0 < R < R < 
then Var(y^) is smaller than Var(y^), where 
Pg = E[(X - X)^(r - R)]/Var[(x - -X)(r - R)] 
and B is the population regression coefficient of y on x. SuJshatme and 
Koshal [33] have extended the double sampling technique to multi-stage 
designs. 
C. Post-stratification 
In most applications of stratified sampling, the stratum to which 
a unit "belongs can he identified in advance, and a sample of fixed, 
predetermined size can he drawn from each of the strata. However, 
there are numerous situations in which the population strata sizes are 
known, but it is impossible to determine the exact stratum to which a 
unit belongs until the unit has actually been sampled. Personal char­
acteristics such as age, sex, race, and educational level are common 
examples. Hence, although it is known that there are units in the 
h-th stratum, it is not known which particular units make up the 
and it is impossible to draw a saoule of fixed size. A stratified 
estimate may still be used by placing each unit in its appropriate 
stratum as it is drawn. This is known as post-stratification. However, 
the variable sample size in each stratum means that the usual variance 
formulas for stratified samples are regarded as inappropriate because 
they are conditional variances in this case. 
In simple random sampling the post-stratified estimate of the pop­
ulation mean is known and can be found; for example, in Cochran [4] and 
Hansen, et [l2]. The variance of the post-stratified estimate is 
obtained by first considering the sample number in each stratum as fixed 
and then allowing for the variation over possible stratum satiçjle size 
by using a result of Stephan [3l]« Denote the post-stratified estimate 
— — -2 by y . Then the variance of y is, to terms of order n , given by 
ps ps 
+ (1) 
^ n 
«here = Z % 
y, is the mean of the sample units that fall in stratum h. 
U 
= N^/N, N = Z 
2 is the variance of the h-th stratum. 
It can be seen that this method is almost as precise as proportional 
stratified sampling, provided that (i) the saoiple is reasonably large 
in every stratum, and (ii) the effects of errors in the wei^ts can 
be ignored. Williams [4l] has derived a method for obtaining the var­
iance of a post-stratified estimate in any type of s angling. 
The. above mentioned approaches are based on the fact that a simple 
random sangle size n is large enough to reduce the probability of zero 
stratum sample sizes to so small that the contribution to the variance 
from this source is negligible. Fuller [7] has developed unbiased pro­
cedures admitting zero stratum sample sizes for which exact variances 
are available. He first constructs small sangle estimators for two post 
strata and. compares them with pooling or collapsing procedures commonly 
employed in practice. He shows that the practice of combining two post 
strata when one contains few sample elements is inadmissible. A pro­
cedure for generalizing the two strata procedure to any number of strata 
is illustrated. This procedure permits the construction of an unbiased 
estimator for a population divided into a large number of small post 
strata. 
Assume that a random sample of size n is drawn from a population 
of size N which is divided into two strata. The proportion of elements 
in the first stratum is known to be P and thus Q = 1 - P is the propor­
tion of elements in the second stratum. Then the proposed estimate y^ 
of the population mean Y is 
(2) 
where y^ is the sample mean of the h-th stratum, h = 1, 2. 
A^ is a weight depending upon the number k of units in the 
sample that fall in stratum one, k = 0, 1, ..., n. }  •  " }  
The conditional mean square error for the estimate y given k sample 
P 
elements in the first stratum is 
= say 
' 2k n - k + (\ -
(3) 
where is defined to be zero if k = 0 and (l - A^)^(^ ^  is 
also defined to be zero if k = n. 
^6 
= (^1 - ^ k)/Ng 
2 8^ is the variance of the h-th stratm. 
Minimizing M.8.E.| k) -with respect to A^, one obtains 
kf 8p + k(ii - k) P(Y^ - Yp)^ 
\ ^ T- —=—r-p (^) 
(n-k)f^8^ + kfg^82 + k(n-k)(Y^-Yg) 
Given the following simplifications: 
then 
A - k + kfn - k)m 
K n + k(n - k)M 
The estimate is in general "biased, being -unbiased for all M if P = ^  
or for all P if M = 0. The bias is E(A^ - P)(Y^ - Y^). The mean square 
error of is obtained by taking expectation of M.8.E. (y^ | k). An 
approximate result is 
•where the finite population correction terms are ignored and it is 
2 2 2 
assumed that 8^ = 8^ = 8^. 
In order to make the estimate y^ unbiased, the following additional 
condition should be imposed: 
n n-1 
2 p il = P or Z p A = P - p = F (7) 
k=0 k=l ^ ^ 
where p^ is the probability that the first stratum contains k sample 
elements, An optimum weight A^ is obtained by minimizing 
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n-l n-1 
l'A - ^ l'A -k=l k=l 
where is given by Equation (5) v. Under the simplifying assumptions 
used to derive Equation ($), one obtains 
k + (n - k) k(BI + 
\ n + k(n - k)M 
where 
n-l , \t«, n-l 
X _ FTP T k + kÇn - k)lMir^ _ k(n - k) 
M ^k n + k^n - k)M k n + k(n - k)M 
The exact variance of the estimate can be computed as E(V^) or Equation 
(6) furnishes an approximation. 
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III. ESTIMATION OF THE MEAH USING THE RAM 
STATISTICS OF M AUXILIARY VARIABLE 
We consider a finite population consisting of IT elements repre­
sented by the pairs i = 1, 2, .. N. Let us assume that 
the y-variables of interest are highly correlated with the auxiliary 
X-variables which have distinct values, i.e. < x^^ < ... < x^^. 
Suppose that a simple random sample of size n is drawn without replace­
ment from this population and it is desired to estimate the population 
mean Y of the y-variables. Let x^^^ denote the i-th order statistic of 
the x-variable and y^^^ denote the observed value associated with the 
order statistic x^^^. 
A. The Distribution of Order Statistics 
Before proceeding to construct an estimator of the population mean 
J, we shall consider the saoipling theory of the i-th order statistic 
x^^^. Given a sample size n and x^^^ = x^^, there are (i - l) observa­
tions less than x^^ to be chosen from (z - l) elements x^^ < x^^ for 
j = 1, z - 1 and (n - i) observations greater thazi x^^ to be chosen 
from H - z elements x^^ > x^^ for j = z + 1, ..., N. Therefore, the 
probability density function of x^^^ is given by 
(1) 
where z=i, i+1, ..., N-n+i 
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Note that can be considered either as: (i) the 
probability density function of the random variable x^^y its mass 
points being z = i, i + 1, N - n + i, or (ii) the probability 
density function of the random variable z, that is, the rank of the x-
value in the population to which the i-th order statistic x^^^ in the 
sample is equal. The random variable z is simpler to handle than the 
random variable x^^^ since the mass points of z are located at the suc­
cessive integers i, i + 1, .E - n + i, whereas those of x^^y are 
located at x_., x ., x . Thus, we shall use the pairs 
Ul X't'X 
(z^, y(i)) instead of (x^^ , ^(i)^' i = 1, .n, to estimate the pop­
ulation mean Y. As the y-variables are assumed to be highly correlated 
with the X-variables, the relationship between the y-variables and the 
z-variables will be high since the z-variables are one-to-one trans­
formation of the X-variables. 
It is convenient to determine the moments of discrete random vari­
ables by first evaluating factorial moments [37] • If we let 
z^^^ = z(z - 1) ... (z - r + l) 
the r-th factorial moment is defined as 
[r1 
We shall first, evaluate E[(z+r-l) ], and then find the ordinary 
moments from these factorial moments. We have 
r -7 N-n+1 r -] 
E[(z + r - 1)L J ] = S (z + r - l)'"^*' p(z | E,n,i) 
z=i 
Since P(z | M,n,i) is a probability density function, the sum of 
4o 
P(z I ÎT,n,i) over all z is equal to unity, i.e. 
îT-n+i 
Z F(z 1 N,n,i) = 1 
z=i 
IT-n+i 
or 
z=i 
Further, we can express | ^ j as follows : 
f ^  ~ (z - 1)1 _ (z + r - 1)1 (i + r - l)^^^ 
\i - 1A (i - 1)1(z - i)l (i + r - l)i(z - i)l (z + r - 1)^^^ 
_fz + r - 1\ (i + r - l)[^] 
" -i + r _ iJ (: + r " 
Thus, 
In) z=i 
/N + r| 
. (1 + r - *2^^ (2) 
t:) 
Patting r = 1 and r = 2, we have 
E(Z) = ^  1 (3) 
^ = [n I l)(a + g] 
and Var(s) . ' !)(% + !)(% ' =) (t) 
(n + 1) (n + 2) 
Furthermore, we shall evaluate the covariance of z. and z. (z. < z,), 
1 J ^ J 
By combinatorial analysis, it is easy to find the joint probability 
density function of the order statistics and where i < j. 
4l 
Given a sample size n, , and x^^^ = x^^ , we have 
= p(z., Z. |N,n,i,j), say (5) 
i. J » 
where = i, i + 1, ..., N - n + 1 and z^ = z^ + 1, z^ + 2, ..., 
IT - n + j. This joint probability density function can also be con­
sidered either as the joint probability density function of the random 
variables and x^^^, or the joint probability density function of 
the razidom variables z. and z. which are the ranks of the x-values in 
^ J 
the population to which the i-th and the j-th order statistics in the 
sample are equal, respectively. In order to obtain the covariance of 
z. and z., we first evaluate the r-th factorial moment as follows: 
X 3 
E[(Z - + r - 1)'-^^ ] 
F-n+i ÎT-n+j r -i 
Z Z (z - z. + r - l) P(z.,z I N,n,i,j) 
„ .n J 1 <3 I z.=i z.=z.+l 
1 J 1 
%-n+i "-=+3 ( ^i-1 ] / \/""^j 1 
(^) z.=i z.=z.+l * i -1 / ^ j -i +r-l/\ n -j / 
^n/ 1 0 X 
= (j - X + r - (m-r) (6) 
( S )  
From this expression for r = 1, 2 we find that 
E(z. - z^) . (j - 1) ^  (7) 
k2 
and Cov(z., z.) = ^ (8) 
^ ^ (n + l)2(n + 2) 
B. Construction of Estimators of the Population Mean Y 
Since the sampling distribution of the random variables, z's is 
already known, we are in the position to construct estimators of the 
population mean Y. Let (z^, ); i = 1, .n be the i-th pair in 
a simple random sample of size n, where denotes the rank of the x-
value in the population to which the i-th order statistic in the 
sample is equal, i.e. x^^^ = Note that z^ < if i < j. 
denotes the observed value associated with the i-th order statistic 
=(i)' 
1. Pseudo-post-stratified estimators 
Let us stratify the population into n strata with stratum boundaries 
defined as + z^), for i = 1, ..., n, where 
ZQ = 1 - z^ and z^^^ = 2N + 1 - z^. Consequently the numbers of elements 
contained in the corresponding strata are, respectively, 
^1 ^  + Zg " 
\ for i = 2, ..., n - 1 (9) 
= i(2m- X - -%) 
The stratum sizes w^ thus defined vary from sample to sauçle since they 
are functions of the random variable z^. The expected values and the 
variances of w^'s are easily obtained from Equations (5), (4), (%), and 
(8) as follows; 
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for i = 2, ..., n - 1 
(10) 
Var(w.) = i 
(n - !)(¥ + 1)(U - n) 
2(n + l)^(xi + 2) 
for i = 2 • 19 J n — l 
It is interesting to note that the stratum sizes i = 2, .n - 1, 
are identically distributed with the mean and the variance given in 
Equation (lO). As the stratification takes place after selection of 
the sample, this procedure may he called post-stratification. However, 
by comparing this procedure with the ordinary post-stratification, we 
find that the stratum population sizes are known in advance and the 
stratum sample sizes are random variables in the ordinary procedure, 
on the contrary, the stratum population sizes vary from sample to 
sample and the stratum sample sizes are all equal to 1 in our procedure. 
In order to distinguish our procedure from the ordinary one, we shall 
call it pseudo-post-stratification. 
Now let, us construct an estimator of the population mean Y. Apply­
ing the ordinary stratified estimator to our pseudo-post-stratification 
scheme, we can form the following estimator: 
where the multiplier (n + l)/n(lT + l) comes from the fact that we want 
our estimator Y to be unbiased, and we redefine the first and the last 
P 
weights as w^ = ^ z^ and w^ = -Ku + 1 - The reason for this will 
be given later. Note that the expected values and variances of these 
two wei^ts are the same as those of the other weights w\; i = 2, ..., 
(11) 
n - 1. The estimator Y^ is, in general, biased except for the case 
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when the regression of y on z is linear. To verify this statement, we 
first evaluate the expected value of the estimator. 
\ + i y(i)) 
where 
®(V(i)) = Vi' ?(!)) - y(i))] 
for i = 2, ..., n - 1, and 
®(VCn)' = \ - i y(n)) 
Thus, 
'(%) = 1 \ 
n , -x 
+ t S } Cov(z^_^^, y(i)) - Cov(z^_^, 7(1)) ) ] 
where = 0 and = N + 1. Since the sample is drawn by the method 
of simple random sampling without replacement, we have 
n . n (n) " ^ ) ÏÏ 
4 ° Q i!i A ° i=i ° 
Therefore, the expected value of the estimator is given by 
^ + ai(/A) ?(!)) - ?(!))] (12) 
n 
i=l 
Hence, the bias in Y is as follows: 
P 
n t l  °  
= simj y(i)) - o°v(z..^, y(i))] (15) 
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If the y-variable is highly correlated with the z-variable, then the 
difference between Cov(z^+^, ^ (i)^ Cov(z^_^, ^ (i)) i = 2, . 
n - 1 will be small whereas the difference between Cov{z^, y^^^) and 
Cov(z^ ^(n)^ probably provide greater contribution to the bias. 
If we use the first and the last weights as defined in Equation (9), 
A ^ 
and denote this estimator by Y*, then the bias of y* can be shown to be 
BiasCïj) = Biastf,) + ^(1)) " ="^(V 
A A 
It is natural that the bias of Y* will be larger than that of Y^. 
As mentioned above, the difference Cov(zg, ^ (i)^ " Cov{z^_^, ^ (n)^ 
contributes greater amount of magnitude to the bias of the estimator 
A 
Yp than the other differences do. To reduce this bias, we can use 
(K + l)/(h + l) instead of w^ and w^ as the weight for y^^^ and y^^^ in 
Equation (ll) and obtain the following estimator : 
= #31 V(i) + ^ (^(1) + 
1=2 
-Ci^ The bias in Y is thus reduced to 
P 
Bia^(ïW) = ^2^[0cy(z.^^, yj. J) - Ocv(z._3_, y^. j)] (15) 
Let us give a numerical example to examine the biasednesses of 
- -fl") 
Y^ and Y^ and to coiigare them with that of the linear regression 
estimator y^^. The population is of size N = 8 and all possible sauries 
of size n = 6 are drawn from it. Let eight pairs (i, y^^) in the pop-
ulationbe (l, l), (2, 3), D, 4), (4, 6), ($, 7), (6, 4), (7, $), (8, 2). 
h6 
Then Y = 3«75 and Z = 4.5- There are 28 possible samples of n = 6 that 
can be drawn from this popiilation. Identification of the different 
samples is presented in Table 1. 
Table 1. All possible samples of size 6 from a population of 
size 8 
Sample Pair 
1 X X X X X X 0 0 
2 X X X X X 0 X 0 
5 X X X X 0 0 X X 
4 X X X X 0 X X 0 
5 X X X X 0 X 0 X 
6 X X X X 0 0 X X 
7 X X X 0 X X X 0 
8 X X X 0 X X 0 X 
9 X X X 0 X 0 X X 
10 X X X 0 0 X X X 
11 X X 0 X X X X 0 
12 X X 0 X X X 0 X 
15 X X 0 X X 0 X X 
Ik X X 0 X 0 X X X 
15 X X 0 0 X X X X 
l6 X 0 X X X X X 0 
17 X 0 X X X X 0 X 
18 X 0 X X X 0 X X 
19 X 0 X X 0 X X X 
20 X 0 X 0 X X X X 
21 X 0 0 X X X X X 
22 0 X X X X X X 0 
25 0 X X X X X 0 X 
2k 0 X X X X 0 X X 
25 0 X X X 0 X X X 
26 0 X X 0 X X X X 
27 0 X 0 X X X X X 
28 0 0 X X X X X X 
Ù. ) _ 
The confuted values of ^ and for the 28 possible samples are 
listed in Table 2. This table shows that the three estimators have 
- -flV different degrees of biasedness. The magnitudes of bias in Y^; Y^ -- -
^7 
and are, respectively, .0764,.0$51, and .1125. The estimator y^^ 
^ -Cl) has the largest Mas in this illustration while the estimator has 
the smallest bias. . The "bias of y^^ is more than 3 times the Mas of 
ÎTote that in this example the distribution of the y-variable is 
non-linear, or more specifically, a bell-shaped distribution. This non-
linearity provides a great contribution to the bias of y^^. 
- -Cl') -
Table 2. Values of Y^, Y^ ' and y^ for all possible samples 
Sample 
number Y P 
#(1) 
P ^ir 
Sample 
number Y P 
^1) 
p ^ir 
1 3.7592 3.4259 4.9953 16 3.7593 3.6481 4.2286 
2 3.9537 3.7130 4.3928 17 3.8241 3.7407 4.0000 
3 4.1481 4.0000 3.9595 18 3.9537 4.0000 3.8250 
h 3.5648 3.5185 3.6863 19 3.5648 3.6111 3.3206 
5 3.6296 3.6111 3.3774 20 3.7593 3.8056 3.4412 
6 3.6296 3.7407 3.1738 21 3.8889 3.8704 3.7865 
7 3.7593 3.7130 3.8631 22 3.8889 3.7222 4.5000 
8 3.8241 3.8056 3.5622 23 3.9537 3.8l48 4.3643 
9 3.9537 4.0648 3.3517 24 4.0833 4.0741 4.2516 
10 3.2407 3.3519 2.8333 25 3.6944 3.6852 3.7917 
11 3.8889 3.8426 4.1366 26 3.8889 3.8796 3.9534 
12 3.9537 3.9252 3.8650 27 4.0185 3.8I48 4.4286 
13 4.0833 4.1944 3.6667 28 3.8889 3.5926 4.9619 
' Ik 3.6944 3.8056 3.1526 Mean 3.8264 3.7851 3.86^5 
15 3.8889 4.0000 3.2790 MSE 0.0424 0.0399 0.2966 
-fl') One mi^t ask if the estimator Y^ ' is unbiased when the relation-
P 
ship between the y-variable and the z-variable is linear. This ques­
tion will be answered below. 
k8 
Let us assume the follo-wing linear model: . 
Y(I) = A + BZ^  + E^  (16) 
"Where A  =  Y - B Z  =  Y -  • f - ( N  +  1 ) B  
E(e. 1 z. ) =0 for all i 
^ 1 I 1 
E(e? Iz.) = for all i (l?) 
^ il 1 e 
E(e.e. z., z ) = 0 for i ^  j 
1 J 1 G 
Then we can proceed to find the expected value of Y^^^ under the assumed 
linear model. From Equation (8), we have 
«VI.,1 ®'  ' 
N + 1 - (n-2i+l)(M'+l)CN-n) 
° 1 i (n+l)"(n+2) 
Thus, 
< > ) •  f e  ®  A  
n _ n-1 
= — Z Y. ; since Z (n-2i+l) = 0. 
^ i=l ^ i=2 
=Y (18) 
—fl) 
Therefore, the estimator Y is unbiased under the assumed linear 
F . 
model. We can also easily show that Y is unbiased. 
and 
1^9 
B 
The sm of these two expected values is equal to (îï+l) (Y^+Y^)/(n+l). 
Therefore, the vnibiasedness of Y^ follows iramediately from Equation (l8), 
Although both estimators Y and Y^^^ are unbiased under the assumed 
P P ^ 
-(l) . -
linear model, we prefer the estimator Y to the estimator Y because 
P P 
in practical application the assumed linear model cannot always hold 
true and biases will naturally appear in both two estimators. In this 
case the estimator Y^^^ may have smaller amounts of bias than the 
A ^ 
estimator Y . We shall construct unbiased estimators later. 
P 
One might ask if the estimator would be improved by constructing 
pseudo-post-strata such that each stratum sample size is more than one. 
To this end, we assume that the sample size n is even, and after selec­
tion of the sample we stratify the population into m = n/2 strata such 
that each stratum sample size is 2. The stratum boundaries are defined 
by 
^^(^2h-l ^2h-2^' ^2h+l^^' h = 1, ..., m 
where z- = 1 - z. and z = 2N + 1 - z . Then the total number of 0 1 n+1 n 
elements contained in the h-th stratvim is given by 
= t(=2h "a+i - "a-i - "zh-g)' " ° •••' (19) 
which is a random variable. It can be shown that the random variable 
( 2 )  
w^ , h = 2, .. ., m-1, are identically distributed with mean and var­
iance given by 
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2(N + 1 
Ver(w(^)) = - 5)(lT + l)(N - n) ^ ^ (20) 
^ 2(n + 1) (n + 2) 
-(l) 
Applying the argument given in obtaining the estimator ' in 
Equation (l4), we have 
where the superscript (2) of indicates the stratum sample size, and 
y^ is the sample mean of the h-th stratum. Note that the i-th y-variable 
in the h-th stratum, except for those in the first and the last strata, 
has w^^^/2 as its weight. The variance of the weight for y^^^, i = 3, 
..., n-2 is then 
VarW")) . (22) 
^ 8(n + l)2(n + 2) 
By comparison between this variance and the variance of the weight used 
in the previous estimation, we find that 
Var(w. ) - Var(fw^^^) = [|-(n-l) - i(5n-5)] 
(n+l) (n+2) 
_ (N+1)(N 
8 (n+l) (n-
where Var(w. ) is from Equation (lO). 
—(2) 
The expected value of is as follows: 
Under the linear model assumed in Equations (16) and (1%), it can be 
51 
shoTO. that the estimator y(^) is unbiased. Since 
P 
Cov(J^\ jj = ("+!)#-=) („.!Hi+2)B 
^ (n+1) (n+2) 
m-l 
and 2 (n - 4h + 2) = 0. 
h=2 
If the assumed linear model is not satisfied, then the estimator 
is in general biased. To compare the bias in "with the bias , 
•we note that the random variables y^^h-l) ^(2h) estimator 
Y^^^ have, respectively, the weights ^ and given in Equation (9) 
and that 
° * ^sti+1 ' ^ai-1 " ° "a-i ^sh 
Then Oot(w^^\ + 0°^"^' ^(21)) 
—fl^ Now the bias of Y^ given in Equation (15) can be rewritten as follows: 
[Cov(Wg, 7(2,) + Cov(w^_^, rfn-l)) 
m-l 
+ CoT(Wg^, + Oov(wg^_^, y(a-l)'l ] 
Thus, the difference between Bias(ï^^^ ) and Bias(ï^^^) is 
Bias(Y^^') - tcor^' =^(2)' + ^ "^(''n-l' ^(n-l)^ 
1 I 
+ 2 (^2h - "2h-l'' (y(2h) - y(2h-l)' J ] 
The q_uantity in the right-hand side of the above equation may be either 
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— ( 2 )  
positive or negative. Therefore, the Mas of may he either less 
-Cll 
or greater than that of Y^ . We shall use the data given in Tahle 1 
to illustrate the biasedness of Y^^^ and to compare it -with that of 
—ri") — 
Yp . The computed values of Y^ for all possible sangles are listed 
in Table 3» 
-CpI 
Table 3. The values of Y^ ' for all possible samples 
Sample 
number 
#(2) 
P 
Saaçle 
number 
#(2) 
P 
Sample 
number 
OJ 
Sample 
number 
OJ 
1 3.7963 8 3.8056 15 3.6389 22 4.0185 
2 3.6296 9 3.9954 16 3.6852 23 3.8519 
3 3.4259 10 3.5741 17 4.1667 24 4.1065 
4 3.4537 11 3.9398 18 3.7731 25 5.6111 
5 3.2870 12 3.7731 19 3.6111 26 4.1389 
6 3.4444 13 4.0278 20 3.4491 27 3.7593 
7 3.9722 14 3.7685 21 2.9259 28 3.9259 
E(Y^^b = 3.8056, Bias(Y^^b = .0556, MSE(Y^^^) = .2077 
P P P 
—^2) 
From Table 3; it is seen that the estimator Y has a bias in this 
example of .0556 which is about I.5 times as large as that of Y^ , 
being equal to .0351 as shown in Table 2. The mean square error of 
-C2) 
Y is .2077 which is 5 times as large as the mean square error of 
•^l) 
Y^ , being equal to .03999* 
We shall generalize our argument to the case where the sample is 
of size r in each stratum. Assume that the sample size n is a multiple 
of r, i.e. n = mr. As before we stratify the population into m strata 
after selection of the sample. Then the sample size in each stratum is 
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equal to r, and the stratum, boundaries are defined by 
where = 1 - and z = 2N + 1 - z . The total number of elements 0 1 n+1 n 
contained in the h-th stratum is given by 
^h ^ ^ Z^^hr ^hr+1 " ^ (h-l)r " ^ (h-l)r+l^ 
where the superscript (r) of indicates the stratum sample size. 
(r) 
It can be shown that the random variable , h = 2, m-1 are 
identically distributed with mean and variance given by 
for h = 2, m-1 
^ [ (n+l) (2r-l)-2r^] (W+l) (H-n) (25) 
^ 2(n+l)^(n+2) 
This agrees with Equations (lO) and (20) for the case of r = 1 and 
—fl) 
r = 2. Applying the argument given in obtaining the estimator 
in Equation (l4), we can construct the following estimator of the pop­
ulation mean Y: 
where y^ is the sample mean of the h-th stratum. Note that; in this 
estimator; the i-th y-variable in the h-th stratum, except for those in 
the first and the last strata has w^ /r as its weight. The variance 
of the weight for y^^ r+i)'' ^ ~ i = 1; ..r is then 
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^ ' 2r^(m+l)'^(n+2) (^7) 
By conç)arison "between this variance and the variance of the weight 
-Cl') 
used in Y^ } we find that 
P 
VarCw.) - fe(i (1 - i)' > 0 (28) 
where Var(w^) is from Equation (lO). It is seen that the variance of 
the weight for y^^ r+i)' ^  = 2, m-1; i = 1, ..r decreases as 
the number of pseudo-post strata decreases. The consequence of this 
-fr) 
may increase the precision of the estimator . We shall discuss it 
later. 
The expected value of ' is as follows: 
Therefore, the estimator is in general biased. 
2. Unbiased estimators 
Unbiased estimators of the population mean Y or total Y can be 
obtained from a conditional argument, i.e. fixing a set of observations, 
we can construct a conditionally unbiased estimator for the remainder 
of the population. To simplify our development of the estimator we 
assume that the sample size n is an odd number, i.e. n = 2ùi+l, where 
m = 2. Let us first fix the set of paired observations (z^, ^ (i)^ which 
are even order statistics, i.e. 
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\ (Zgi, y(2i)) : i = 1, m ) 
Then, for the pair (z^, ^ (2)^ fixed, the pair (z^, ^ (l)^ can be con­
sidered as a simple random sample of size one out of (z^ - l) pairs, 
and for both two pairs (zg, and (z^, fixed, the pair 
(z^, can be considered as a simple random sample of size one out of 
(z^ - Zg - 1) pairs. In general, for both two pairs ^(21-2)^ 
(z^i^ y^2i)^ fixed, the pair (z2^_^, y^2i-l)^ can be considered as a 
simple random sample of size one out of (z^^ - "^21-2 ~ pairs. Thus, 
a conditionally unbiased estimator for the remainder of the population 
total is given by 
\ = % - 1) ?(!) + (^4 - =2 - 1) y(3) + ••• 
+ ("2i - ^21-2 - ^(21-1) + ••• + (K - Vl' y(n) 
It follows that a conditionally unbiased estimator for the whole pop­
ulation total Y is given by 
. - m 
.^1 = ^ 1 + y(2i) 
In a similar manner we fix the set of paired observations which are odd 
statistics except for the first and the last order statistics, i.e. 
I(^2i+l' y(2i+l)) ' ^ ) 
Then, applying a similar argument to the case where even order statistics 
are fixed, we establish the following conditionally unbiased estimator 
for the residual population total, denoted by Y^, 
% = tCzj - i)(y(i) + y(2)) + y(4) + ••• 
56 
(^2i+l " ^ 21-1 " ^(2i) 2(1^ " V2^^^(n-l) + 
and a conditionally unbiased estimator for the whole population total is 
given by 
A  A  
Averaging the two conditionally unbiased estimators and we have 
A ? A A 
- 4 V(i) (29) 
A A 
where the pre-subscript 2 of indicates that is the mean of two 
A 
conditionally unbiased estimators, the subscript u of ^Y^ stands for 
unbiased; and the weights v^ are as follows: 
= iCzg - - 1) = ^ (2Zg + - 3) 
Vg = i + - 1) = + 1) 
= 2 + ï{\ - Zg - 1) = i(z% - Zg) 
Vj = Î + -1) = (30) 
V2 = 4 + - V2 - - V3' 
v^_l = Î + è(n - = id + 2 - z^_g) 
- - V2' = - V2 - ^Vl' 
It is easily seen that the sum. of these wei^ts v^ is equal to F. Fote 
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that these weights are applicable to even or odd sample sizes greater 
than 3. Since the estimator is a linear combination of the two 
A  A  
conditionally unbiased estimators and it is an unconditionally 
unbiased estimator for the population total. The unconditionally un­
biased estimator for the population mean Y is thus given by 
n 
2^ ^ ^  A 
01) 
Let us use the data given in Table 1 to show numerically the un-
A  A  
biasedness of the estimator ^Y^. The computed values of ^Y^ are pre­
sented in Table 4. 
Table k. The values of ^ Y^ for all possible sançles 
Sangle 
number 2^ 
Sample 
number 
A 
2?u 
Sample 
number Â 
Sample 
number 
1 4.3125 • 8 3.6250 15 3.6250 22 4.1875 
2 4.0000 9 5.7812 16 3.7500 23 3.9688 
5 3.6875 10 3.1250 17 3.5312 24 4.1250 
5.6250 11 3.9062 18 3.6875 25 3.7812 
5 3.2750 12 3.6875 19 3.3438 26 3 .9375 
6 3.4375 13 3.8438 20 3.4575 27 4.0625 
7 3.8438 i4 3.5000 21 3.4375 28 4.5750 
ECgi)  = 3.75 11 
1
 .0920 
From Table k, it is seen that the average value of for all 
possible samples of size n = 6 drawn from the population of size Hf = 8 
is equal to the population mean Y = 5•75* This gives an empirical 
A  
verification of the unbiasedness of gY^. Furthermore, the variance of 
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pY is equal to .0920 which is smaller than .l6$Y, the variance of 
- 1 : 
We now proceed to construct another unbiased estimator of the pop­
ulation mean Y by first establishing three conditionally unbiased esti­
mators and then combining these three estimators to obtain an unbiased 
estimator of Y. The method of construction is similar to that used in 
A  
the previous derivation of the estimator ^Y^. To simplify our develop­
ment of the estimator we assume that the sample size n = 3m + 2. Let 
us first fix the following set of paired observations; 
Î (^^i' ^(5i)^ : i = 1, ..., m j 
Then, for the pair (z^, y^^) fixed, the two pairs (z^, and. 
(zg, can be considered as a simple random sample of size two out 
of (z^ - l) pairs, for both two pairs (zy, and (zg, fixed, 
the two pairs (z^, (z^, y^^^) can be considered as a simple 
random sample of size 2 out of (zg - z^ - l) pairs, and so on. There­
fore, a conditionally unbiased estimator for the remainder of the pop­
ulation total is given by 
\ + y(2)) + - zy - + y($)) + ••• 
+ V2)(y(n_i) 
It follows that a conditionally unbiased estimator for the whole pop­
ulation total is given by 
A ^ m 
^1 - \ iSl ^ (5i) 
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In a similar manner we fix the following set of paired observations : 
{ (^31-2' : 1 = 2' •••' ">+1 } 
Then, a conditionally -unbiased estimator for the remainder of the pop­
ulation total is given by 
\ + y(2) ^  + ^ (6)) 
* 2^^51-2 • ^31-5 " ^ ''^31-lt) * ^(3i-3)^ * 
+ (H - y(n) 
Hence, a conditionally unbiased estimator for the whole population total 
is as follows; 
m+1 
\ = "^2 .fg ^ (51-2) 
Finally, we fix the following set of observations: 
\ (^$i-l/ y($i-l)) = ^ m } 
Then, a conditionally unbiased estimator for the whole population total 
is 
A ^ m 
where = (Zg - l) y^^^ + |(z^ - Zg - l)(y(^^ + y^^)) + ••• 
"^2^^51-1 ' ^31-4 • ^^^^(3i-5) y(31-2))* "" 
+ - Sa_3)(y(a_2) + y(n_l) + y(n)) 
6o 
Averaging the ahove three conditionally unbiased estimators, we obtain 
A  
an -unbiased estimator for the population total, denoted by 
A  T A  A  A  
which can be expressed as follows : 
3\ = f V(i) 
where the weights are the sim of the weights for y^^^ in the three 
A  
conditionally unbiased estimators i.e. 
^1 + 5(21^-1) + (zg-l) = ^ (6zg+3z^+2z^-ll) 
Ug = ICz^-l) + j(z)^-l) + 1 = §($z^+2z^+l) 
= 1 + = §(3z^+2z^-5z2+l) 
\ 1 + 2(z^-Zg-l) = ^ (zg+z^-z^-zg) 
\ " 2^h+2 ^i+1 " ^ i-1 " h-2^ 
^n-3 ^  2^ V2"V5"^^ 2^ Vl" ^ ^  2^^n-l^^n-2"^n-4"^n-5) 
%.2 = ^ + |(Vl-VU-^) + ?(%-=n.3) = |(®-^3+3Vi-2V3-5^-U' 
Vl = 1 + 3<%-:n.3) = è(5HH€-3 
% = + C-Vl) + If-'-Vj' = 5(™-SVl-5V2-2^n-3' 
Note that these weights are applicable to any saoule sizes greater than 
h, and that the sum of these weights is equal to 5N. 
The unconditionally unbiased estimator for the population mean is 
then given by 
6l 
In a similar fashion, we can construct many other unbiased esti-
A  A  A  
mators such as Y . Take the estimator Y for instance. We 4 XI H Xl *1 Xl 
fix only one paired observation instead of a set of paired observations 
at each time to obtain a conditionally unbiased estimator. There are 
n such estijnators as follows: 
Fixing 
A N - z. n 
Y^ = z^y/, ^ + T—T- ^ (1) n - 1 ^^2 
N - Zg n 
N - z^ n 
Fixing (zg, y^g^), we have 
^2 = - 1) 7(1) + y(2) + ^ TT-f .fj y(i) 
Fixing (zy, ^ (5)^' have 
% = #(^3 - i)(y(i) + y(2)) + y(3) + 3^ ^(1) 
In general, fixing (z^, we have 
A T i-1 N - z. n 
= — (^1 - ^(k) ' ^(i) + — ^(k) 
Finally, fixing (z^, y^^^), we have 
= rh: y(i) + (h - +1) 
Then, the unconditionally unbiased estimator for the population mean is 
obtained from averaging the above n conditionally unbiased estimators 
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as follows : 
ni = S . ° ® V(i) 
1=1 1=1 
n-1 ^ 
^here = 2^ + S ï(%l+l " ^  
1=1 
1-1 N - z n z - 1 
t. = Z —'—r— + 1 + S —— % for i = 2, • • '} n.-l 
^ k=i k^+i k-i 
n-1 N - z, 
t = Ï + (» - 2 +1) 
k=l ° ° 
n 
and L t. = nE. 
1=1 ^ 
For generalization of the unbiased estimator of the population mean 
Y, we assume for the sake of simplifying the derivation that the sang^le 
size n = km + k - 1. Let us first fix the following set of paired ob­
servations : 
i "^(«+1)'= ^ i 
Then, a conditionally unbiased estimator for the remainder of the pop­
ulation total is given by 
^1 k 1 ^ / \ 
^1 " k^^k+l"^) y(j) k^ (%kl+l"^ki-k+l"^) ^(ki-k+l+j) 
n=l 1=2 ]=l ^ 0 1 J: 
1 
1=2 ^ ^'V+1^ ^(km+l+j) 
It follows that a conditionally unbiased estimator for the whole pop­
ulation total is given by 
^1 = ^ 1 + i^/(kl+l) 
In a similar manner we fix the following set of paired observations: 
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Then, a conditionally unbiased estimator for the whole population total 
is 
m 
^ , k-1 . m k-1 
where Yg = ^ ( ^(j) ^ ^(ki-k+j) 
J—J. X—J~*J-
+ k^(^-^km) .1^ ^(km+j) 
Next we fix the following set of paired observations: 
Hv-i'^(ki-i)'= ^  5 
Then, we have 
^ m 
^5 " ^5 •" ^(ki-1) 
^ 2 k-2 ]_ m k-1, 
where = kZg^^k-l"^^ %) FT V-l" V-k-l"^\^/(ki-k-l+ô) ' j=l 1=2 0=1 ^ 
1 ^ 
0-1 
Fiirther, fixing the set | (z^_2, 3/^(ki-2)^ ' ^  ~ '"> have 
_ m+1 
\ \ ^(ki-2) 
^ ^ k-5 ^ m+1 k-1 
where = ^ (zj^_2-l) ^ y(j) (%ki-2"^ki-k-2"^ .^/(ki-k-2+â) j=l 1=2 0=1 ^ 
+ (K-z„.i) y (a) 
Repeat the procedure until each pair of observations except for the first 
and the last pairs has been fixed once and only once in this derivation. 
6if 
There are k conditionally unbiased estimators to be constructed. Aver­
aging these estimators, we have an -unbiased estimator for the population 
A  
total, denoted by 
A 1 ^ A 
= r Z Y. 
k u k . , 1 1=1 
k u kN 
\ = 
1=1 
° 3=1 
- 1) 
- 1) + 1 
(25) 
and hence an unbiased estimator for the population mean is as follows: 
1 
3=2 ' W j 
for h = 2, .k 
fk") 1 ^ 1 
\i+h ~ k-1 .,^^ki+J " ^ ki-k+j^ k-1 .^^^\i+k+ô " ^ ki+j^ j=h+l ^ j= 
1 
k-1 " ''"ki+h+o "ki+h-j 
n—J-
for i = 1, .m-1; h = 1, k-1 
^Ll-h " " ^ n-j) ^ FT j^g(^n+l-j " V-Ô ' 
for h = 2, ..k 
= I, jC - ^n-j) 
Note that these weights are applicable to any sample sizes greater than 
k + 1, and that the sum of these weights is equal to kN. 
Let us use the data given in Table 1 to show numerically the un-
A 
biasedness of the estimator and to conçare precision with the 
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estimator The computed values of for all possible samples of 
size n=6 is listed in Table 5-
From Table 5; it is seen that the expected value of ^ Y^ is equal 
to the population mean Y = 3*75- This gives an en^irical verification 
A  A  
of the unbiasedness of -,Y . The variance of _Y is greater than that 5 u pu 
of gY^, being equal to .0920 given in Table 4. 
Table 5- The values of ^ Y^ for all possible samples 
Sample y Sample Y Sample 
A  
Y  
Sample y 
nimber 3 u number 3 u number 3 u nimber 3^u 
1 4.3889 8 3.5347 15 3.4306 22 4.2917 
2 4.1111 9 3.5069 16 3.8889 23 4.0903 
5 3.8333 10 2.9306 17 3.6875 24 4.1181 
k 5.6111 11 3.9583 18 3.7153 25 3.7153 
5 3.3750 12 3.7569 19 3.2847 26 3.9097 
6 3.3056 13 3.7847 20 3.4375 27 4.1944 
7 3.7500 14 3.2778 21 3.6389 28 4.4722 
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IV. EFFICIENCY OF THE ESTIMA.TORS 
It is difficulty without any model assumption^ to obtain a simple 
expression for the variances of the estimators constructed in this 
study. Since the variances of our estimators can be easily obtained 
under the linear model assumed in Equations (l6) and (17) of Section III, 
•we shall devote ourselves to comparing the efficiency of our estimators 
under the linear model. It is kno-wn that the ordinary regression esti­
mator y^^ is a best linear unbiased estimator when the assumption of a 
linear model holds true. It is, therefore, obvious that the efficiency 
of our estimators will naturally be lower than that of ordinary re­
gression estimators since our estimators are linear combinations of the 
y-variable. The main value of our estimators such as is, of course, 
that it is unbiased in situations in which the ordinary regression 
estimator is not. 
The assumed linear model is 
y(l) = A + Bz. + e. 
where and e^ are assumed to be independent and 
A = Ï - |(N + 1)B 
E(e. I z.) =0 for all i 
2 
E(e? z^) = S^ for all i 
E(e.e. z., z.) =0 for i ^  j 
1 J 1' J 
The ordinary regression estimator of the population mean Y is given by 
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•where Z = ^ (W+l), the population mean of the ranks of an auxiliary 
variable. The conditional variance of given a fixed set of z^'s 
can he found in any textbook on the subject, see for example [4], 
2 
I %l's) = r + "n " ^ 
i=l 
•where the finite population correction (f^c) is ignored. The average 
value of this quantity over different selections of the is sho'vm to 
be [4], to terms of order l/n , 
1 
Var(y^^) = ~ (l) 
A. Efficiency of the Pseudo-post-stratified Estimators 
—fl^ For simplicity, the estimator is considered first. Its form 
I S  
^ere 
Defining ~ (K+l)/(n+l); -we can re^write the above equation in a 
simple form as 
f  ^ V(i) 
-fl") 
Then, the variance of Y can be obtained from the fact that the 
P 
variance of an estimator is equal to the expectation of the conditional 
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variance given a set of z.'s plus the variance of the expectation given 
X  
a set of z.'s [l2], i.e. 
Var(Y^^b = E Var(Y^^^ I z.'s) + Var [e(Y^^^ | z 's)] (2) 
P z P ' 1 z P ^ 
Let us find the two components in the ahove equation separately. As 
the covariance of y^^^ and y^^^ given z^ and z^ is equal to zero, we 
find the first component in the right-hand side of Equation (2) to be 
;(i) 
E vs.dl'-' z.'s) = E[w. vax(y(., | 
+ 2 ^(3) I "i' 
=< J, 
From Equation (lO of Section III, we have 
ECj) = Var(wJ + 
Z ^ ^ ^ 2(n+l) (n+2) . 
Thus, 
_ g2^1 ^  (n-2)(n-l)(N-n)^ 
® ^ 2n^(n+2)(N+l) 
Hence, ignoring fpc, we have 
E Var(ï'^' z.'s) ^  + (n-l)(n-2}i , , l ' a n  J  O) 
lext, the second conçonent in the right-hand side of Equation (2) is 
I z.'s)] = Vrf+ BZ^)] 
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Since 
and 
4.1 o p ^ n n 
= VAR( Z w ) + 2AB COY( Z w_ Z w z ) 
ni,i\it-x; z ^ i=l ^ i=l 
P n 
+ B Var(Z¥z.)] (h) 
i=l ^ 
" 1/ . \ _ N+1 
° 2(^11-1 + - =1 - Zg) + 2 n+1 
1=1 
.^/i\ = iK-i\ - V2) + ^  (^1 + V' 
1=1 
ve have Var( Z w.) = (^n-13)(N+l)(M-n) (^) 
i=l ^  2(n+l) (n+2) 
^ ^ N+1 
Cov( Z Z w.z.) = C0v(z^_^+z^_z2, z^+z^) 
1=1 1=1 
+ I COV(Z^_1+2^-ZI-Z2, V1W2) 
where Cov(z ^+z -z^-z^. z.+z ) =0 
^  n - 1  n  1  2 '  I n '  
To obtain the covariance in the very right-hand side of Equation 
(6), it is convenient to maJce the transformation of a random variable 
and to consider the limiting distribution of the transformed random 
variable. Let z^ = z^/N, then for a large N; is the i-th order 
statistic in the sample of size n drawn from a population having the 
rectangular distribution over the interval [O, l]. The probability 
density function (p.d.f.) of z^, i = 1, n is, see for example 
Wilts [57]J given by 
where F(i) is a Gamma function. 
And the joint p.d.f. of (z! , zz' _ ) is given by iCn TiCp *^1 • • • »ILq 
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= t ) 
'k^+...+k p 
r(k^^)r(kg).. .^k_)r(ii.''' ) -k-~k„-...-k +1) 1 2 1 
P 1 2 P 
k -1 n-k^-•••-k (8) 
< < 
•where 0 = = 1. 
Using the p.d.f. of Equation. (8), we can proceed to find the fol­
lowing expectations: 
(i) where p and q are positive integers. The joint 
p.d.f. of (z^, z^^^) is 
P(zr = .1+, = t^) . "î'" d-ts)"'''' 
Then 
E(z.5zi5i) = r(ifr(Sl) t|(i -
_ r(n+l) , 1 ^ r(p+q+i+l)r(n-i) 
r(i)r(n-i) (p+i) * r(ntp4-q+l) (9) 
It follows that 
(n+l)(n+2) 
\ _ n-1 
h-l'n'^ ~ n+2 E ( Z '  , Z '  
E(Z| zp - (n+i) (n+2} {n+3 ) 
12 
E(zj^z^ ) - (n+i)"(n+2)(n+5) 
and 
Cov(z^, z|zp 5n-l 
(n+l) (n+2)(n+3) 
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(10) 
P 
Cov(z' z' z') 
. (n+l)(n+2)(n+5) 
G°?(=A' = (n+lXnl2Xn+3) 
(ii) E(z'z'zl) and. E(z'z' z') where i > 2_, k < n-1. The joint 
.d.f. of (zjy z^, z|) is 
'<•1 • V• Vi • «.) • 5;:^v/W" 
• sSS; 
= a . t J"-? if i = n 
rCn-2) " ^ 
Then, E(.iz.z;_^) =  
V2*n.l 
2r(n-3) 
Let tg/t^ ^  = u, and t^ ^  = v, then the Jacobiaii of the transformation 
is I J I = V. 
Hence, E(zJz'z' ) = J'yV^^(l-v)u^(l-u)^"Vdv 
^ 2r(n-5) 
~ (n+2)(n+5) 
î(n-2) 
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Let tg/t^ = u and t^ = Vj then 
(l-u)"-5dudv 
r(n+i) : r(U)r(n-2) . i 
2r(n-2) r(n+2) ^+3 
_ 3 
(n+l)(n+5) 
12 
Therefore, Cov(z^Zg, ^n-1^ ~ 2 
(n+l) (n+2)(n+5) 
Cov(zjz^, z^) = 6 
(n+l)^(n+2)(n+5) 
(11) 
To obtain E(zJz' ^z') where k < n-1, we first find the joint p.d.f. 
^ k n-1 n' 
of (z', z' T, z') as follows: 
^ k' n-1' n 
:n.l = u, = V) = 
= (u - t)^"^ if k = 1 
r(n-2) 
= t(u-t)^"^ if k = 2 
r(n-5) 
Then, 
Let t/u = X and u = y, then 
_ r(n+l) r(k+l)r(n-k-l) 1 
r(k)Z(n-k-l) r(n) (n+l)(n+3) 
M 
(n+l)(n+5) 
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Therefore, Cov(z', 
6 (12) 
Inserting Equations (lO, (ll), and (12) into Equation (6), we have 
n n 5 p ^ 
Coy( s w , S w z ) i (5n + 2n - 59) (l5) 
i=l i=l l^(n+l) (n+2)(n+3) 
Now, we proceed to find the following variances: 
Vax( S w^z.) = Var[§(z^_^z^ - syZg) + ^  (^3^ + %%)] 
1=1 
= ^ Var(z^_^z^) - 2Cov(z^Zg, z^_^z^) + Var(z^zg)] 
+ (^) [Var(z3_) + 2Cov(zi, z^) + Var(z^)] 
+ {«) [cov(Zj^, + Cov(z^, z^_^z^) 
- Cov(z^, Z^Zg) - Cov(z^, Z^Zg)] 
Using Equation (9), we have 
° (ISSU) 
Var(z^zp 51n +$Tn-28 (15) 
(n+1) (n+2)^(n+5)(n+if) 
To find Cov(z£z^, z^ we first determine the joint p.d.f. of 
(zj, z^, z^ z^) as follows; From Equation (8), we have 
PCz- = V, Z' = X, Z^_^ = y, z; = z) = (y - X)""** 
Then 
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zjn™(y-x)°-'* dwdxdydz 
Let x/y = u and y = v, then 
=#} I w 
r(n+i) r(4)r(n-3) i 
2r(n-3) r(n+l) (n+2)(n+4) 
- (n+2)(n+4) 
Hence, Cov(z^z^, = 
Therefore, 
18 
(n+1) (n+2,) (n+U) 
n 
S 
1=1 
5nE Var( w.z.) = p 
^ 4(n+2)^(nA) 
-2 
to terms of order n 
Furthermore, B = p 8^8^ 
•where p is a correlation coefficient between y and z, and 
1=1 1=1 
= _i_ [-N(N+1)(2W+1) _ N(N+l) 2^ 
^ IT(U+l) 
(16) 
(17) 
since z^ = i, i + 1, .^ 
Thus, B =,/l2 p 8 /^N(N+lj (l8) 
Inserting Equations ($), (13), (l7), and (l8) into Equation (4), we have. 
-2 
2„2 
to terms of order n , 
.  SVJApS 15 p's^ 
Y [G(Tp = âsfesy + (n+2)(n+3) + 
= -^ (ï^ + 3 p%b 
2n ^ 
(19) 
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since A = Y - |(N + l) B = Y - yj P 8 . 
"f ^2. 
Therefore, the variance of Y^ ^ is, to terras of order n , given by 
Var(Y^^b = + ,(n-l)(n-2)j + -^ (^ + 3 P%) (20) 
9 G n 2a^{n+2) 2n^ ? 
-("l) 
Because the sum of the weights in the estimator Y^ ^ is not equal 
—2 
to the population size ET, so the term Y appears in the variance. 
Note that if the straight line passes through the origin, i.e. 
—fl) -2 
A = 0, then the variance of Y^ ^ becomes, to terms of order n , 
yar(Y^^b = Sg [^ + + 1| p2g2 (2l) 
P ® 2n^(n+2) n^ ^ 
When the population is divided into m = n/2 strata after selection 
of the sa2iç)le of size n, the estimator for the population mean is given 
"by 
(2) = J2) 
which can be rewritten in the following expression by defining ^ = 
= 2(N+l)/(n+l), 
= 5I#ÏÏT 
The variance of this estimator is 
Var(Y^^b = E Var(Y^^^ I z.'s) + Vax [e(Y^^^ I z.'s)] (22) 
P  z  P  1 1 '  z  P  I  1  ^  
The first component in the right-hand side of the above equation can' 
be easily obtained as follows: 
m 
Z 
z h=l 
Î I z^'s) = f f } 2 Tar(?j^) 
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+ 22 Cov(y. , yj] 
8 m 
- h=i 
since the covariance of and y^^^ given z^ and is equal to zero. 
From Equation (20) of Section III, we have 
11: )  '  2(n+l)"(n+2) 
h=l ' " / lt(n+l)2(n+2) 
Therefore, E Var(#(^) I z. • s) = ^  [| + (a-4)(?%-5)(M-n)] 
and ignoring f^c, we have 
E Var(?(^) 1 z. • s) = [i + (23) 
2 P I 1 en 3n2(„+2) 
Fext; the second component in the right-hand side of Equation (22) is 
vrfE(f(2) 1 2.'S)] = + B^)] 
m m m 
= Z + 2mCov( Z Z \ )  
nuN+x; 2 ti=l h=l h=l 
+ B^ar( Z w(^) Z )] (2lf) 
h=l ^ 
' i^V2 Vl • ^2 • ^3) + «e have 
VarC Z J^h = f»'-M)(M)(n-n) (g,) 
h=l ^  2(n+l) (n+2) 
Let Wg = |(z^_2 + - Zg - Zj), then 
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^ ^ _ III _ 
Cov( 2 , Z z.) = Z Cov(w„, -ve z^) 
h=l li=l h=l 
We shall now evaluate separately the cpvariances in the above equation. 
Ccv(w_ z,) ,3(n-i>)(m)^K-n) 
° ^ > (n+lf(n+2) 
CO.C» , w(') i ) = 3(n-'>)(^H.l)?(H-n) 
0 * (n+l)^(n+2) 
Before proceeding to find the remainder of the covariances, we first 
evaluate E(zI^z'.'^z'^), where z! < z'. < z', p, q, and r are positive 
X J K 1 J -K 
integers. The joint p.d.f. of (z!, z\, z^) is 
1 J -K 
P(Zj_ = zj = tg, = t^) = j_i)r(k-j )r(n-k+l) ^ 1 
- -+ yk-j-lfT ^ ^n-k 
t^. t. 
Then, eCzI^zA^"^} = kJ"^/ 'J' -t^) • yk-j-l 
\n-k 
• (l-t^)''-"dt^dtgdt^ 
, „ „ r(n+l) 
where K - Y(i)r(j-i)!(k-j)r(n-k+1 ) 
Let t^/tg = u and t^ = v, then 
E(zfz.^z'^^) = K 
j-i-1 
' (l-u) dudvdt^ 
Let v/t^ = X and t^ = y^ then 
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• (1-x)^ ^  ^ixdy 
= ^(^tl)/(P+^)r(P+'3.+j )r(p+q+r+kl ,26) 
r( i ) r(p+j )r(p+q.+k) r( n+p-^q+r+1 ) 
It also can be shown that 
or letting r = 0 in Equation (26), we can obtain the same result. 
Now, using Equations (26) and (27), we can evaluate the following 
covariances: 
Cov(w., z. ) = 5M^(8h-n-l) for h = 3, ..m-2 
° ^ ^ (a4.1)2(„+2)(a+3) 
Cov(w., 4^' ;,) A "'(-5^^589) 
8(11+1) (n+2)(n+3) 
ttua, Oov( z J ^ \  %) ^ «^(9=^-1^-123) (28) 
h.l^ h.l % ^ l.(n+l)V2)Cn+3) 
m C2') _ 
Further, we shall evaluate the variance of Z wr / z,. As the evaluation 
h=l ^  ^ 
of this variance is very tedious, we shall use the following argument to 
obtain an approximate variance for it. Let x and y be unbiased esti­
mators for n and \x , respectively. Then they can be expressed as X y 
X = + e^ and y = + e^. How, the mean square error of xy is given 
by 
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M.S.E.(xy) = E(xy -
= H^ar(y) + a^ar(x) + 2^ u Cov(x^ y) A J X. Y 
= Var(xy) (29) 
2 2 
The approximation disregards the terms 2(1 Cov(x, y ) + 2|j. Cov(x , y) X y 
2 2 
+ Cov(x , y ) which are of the third and fourth orders, compared to the 
second-order terms retained. In a similar manner we can obtain the 
approximate covariance of xy and uv, where x, y, u, v are estimators 
such that E(x) = \x^, E(y) = E(u) = and E(v) = i-i^. 
Cov(xy, uv) = E(xy - n ^ )(uv -
= E(|J. e +|J.e +ee)(iJ.e +iae + ee) 
X y y X X ^ u v vu u 
= l^2^I^T^Cov(y, v) + n^^Cov(y, u) 
+ [x^^Cov(x, v) + H ^ Cov(x, u) (50) 
(2) — 
Wow the variance of Zw^ can be written as 
Var( Z w^^) z ) = Z Var(w^^^ z ) + 2 Z Cov(w^^^ z , w^^^ z ) (31) 
h=l h=l n ^ h<k n n k; K 
We shall evaluate separately the variances and covariances in the ri^it-
hand side of the above equation. Let G = (N+l)^(N-n)/(n+l)^(n+2). Then 
Var(w^^^ z^) = (5n - 4)G 
Vax(w^^^ z^) = (5n - 4)G 
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Var(w^^^ z. ) = [2(3n-29>^ + (l5xi+^5)h]G for h = 2, .. m-1 
Therefore, summing all the variances, we have 
E Var(w^^^ z ) = [~ n(n-l)(n-2)(3n-29) + i n(n-2) (l3n+lf5)]G (32) 
h=l Û Û xd 
The covariances in the right-hand side of Equation (31) are as follows: 
Cov(wp^ ^ 1^ h ) '  6(n - 4h + 2)G for h = 2, . m - 1  
Cov(w^^^ 9G 
Cov(w^^^ ^ h^ 6(4h - 1)G for Il — 2^ • • • ^ m-1 
Cov(w^^^ V "ill Vi' = |[2(n-63)h^ + (33n-3l)h - 67n + 125] 
for h=2, .m-2 
Cov(w^^^ z^, -vr^^ z^) = 4(^h-l)(n-4k+2)G for k = h+2, m-1 
Therefore, summing all the covariances, we have 
2 S Cov(w(^) z^, w^^^ z ) = 2 L Z Cov(w^^^ z , w^^^ z ) 
h<k n h k k k=h+l n n k k 
= - |ç n^(n-4)(6n-67) (33) 
where the approximation is to terms of order n . 
Inserting Equations (32) and (33) into (31), we have 
Var( Z *(2) ) ; 2 & n? (2%) 
h=l 
Substituting Equations (18), (25), (28), and 0h) into (24), we have 
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- (2 )  
an approximate variance of the conditional expectation of given a 
fixed set of z^'s as follows : 
Var[E(Y^^^ | z 's)] = -^ (Y^ + 5 pV) (55) 
P 2n y 
-(2) 
Finally, the approximate variance of Y^ ^ is obtained by summing Equa­
tions (25) and (55) as follows: 
Vax(Y^^b = sji + + _9^ (y^ + 5 p%) D6) 
^ ® ^ 8n (n+2) 2n ^ 
-2 
"where the approximation is to terms of order n 
If the straight line passes through the origin, i.e. A = 0 in the 
assumed linear model given in Equation (16) of Section III, then the 
—(2) 
variance of Y^ is, to the same order of approximation, given by 
V.r(¥^b = sfi + i2fl22z5lj + 2 . 0T) 
I" ^ " 8n^(n+2) ^ 
As compared -with the variance of Y^ in Equation (56) with the 
—fl) ^ 
variance of Y^ in Equation (20), we see that 
Var(f^^h - Var(Y^^h = ^ (Y^ + 3 P^S^) OS) 
P 9 8n2(a+2) ^ ^2 Y 
This difference may have a negative value if the population mean Y is 
large. 
We shall further evaluate the variance of the estimator for a 
general case where the population is di"vided into m = n/r strata after 
selection of the sample of size n. Recall that the estimator for the 
population mean is given by 
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fi*) (r) 
which can be rewritten in the following expression "by defining 
= r(N+l)/(n+l), 
$(r) _ n+1 ^ Jr) -
h=l n(ïï+l) , \ 
Now the variance of this estimator is obtained by the conditional argu­
ment as before, i.e. 
Var(¥^h = E Var(Y^^^ 1 z.'s) + Var [E(Y^^^ 1 z.'s)] (59) 
P z P ' 1 z p 1 1 
The first component in the right-hand side of Equation (59) can be 
easily obtained by using Equation (25) of Sect:.on III as follows: 
I I z.'s) . [^] E [ j ^ VarC?^) 
since the covariance of y^^^ and y^^^ given z^ and z^ is by assumption 
equal to zero. From Equation (25) of Section III, we have 
prJr)-,2 ^  [ (n+1) (2r-l)-2r^] (u+l) (N-n) r 
^ 2(n+l)2(n+2) 
V E[v^r)n2 ^  (n-2r)[ (n+l) (2r-l)-2r^] (N+l) (ïï-n) ^ 
h=l ^ 2r(n+l)2(n+2) 
Therefore, 
83 
E Var(Y^^^ z. 's) = S^- + (%-2r)[(n+l)(2r-l)-2r ](N-n)j 
z pi ® ^ 2r n (n+2)(E-+l) 
and ignoring f^)C, we have 
E  V a j I  z . ' s )  =  S ® [ -  +  (n+l)(2r-l)-2r ] (4o) 
P ' =• « " 2r^n^(n+2) 
This equation checks with the previously derived cases of r = 1 and 
r = 2 in Equations (5) and (23), respectively. 
Next; the second conqponent in the right-hand side of Equation (59) 
is 
Vii{E(|W I . [^]2 + B^)] 
+ B^ar( Z w^^^ z )] (4l) 
z h=l G * 
Since Z = |(\-r+Vr+l-^r-Vl' * ^  
h=l 
Var( Z w^^^) = [ (ix-i) (ij-r+l) - 8r^] (42) 
h=l 2(n+l)'^(n+2) 
Let *0 = |KZa_r + z^.r+i " - Zp+i), then 
m / \ m / \ m / \ 
Cov( Z Z wj ^z ) = Z Cov(w ; w\^\) 
h=l h=l h=l u n n 
Now we evaluate the above co variance s separately. We shall apply 
Equation (30) to obtain approximate covariances. Let C = (N+l) (lî-n)/ 
(n+l)^(n+2). 
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Cov(-Wq, r(2r+l)(4hr-n-2r+l) for h=3, . m-2 
COV(WQ, [4r(2r+l)(6r-n+l) - (n+l)(5r+l)] 
Cov(wqj ^ m-l^m-1^ ^ ô'('n+i) [^2^2r+l)(3&-6r+l) - (n+l)(2n-5r+l)] 
a.. Cov(.,, J%) . Hr.X)|n.ar)(..l) , 
Summing the above -covariances, we have 
Cov( Z L J^'h) = ('»-^l)V°) [ (l,r+l)n-8/-Ur-l] (%;) 
11=1 b l,(n+l)^ (n+2) 
fr)-
¥e now proceed to evaluate the variance of 2 w^ which can be written 
Var( S w^^^z^) = Z Var(w^^^z^) + 2 Z Cov(w^^^z^j 
as follows; 
m / \ m 
s E
h=l " h=l " " h<k 
The variances and covariances in the right-hand side of the above equa­
tion are evaluated separately as follows: Let G = (îH-l)^(W-n)/ 
(n+l)^(n+2). 
Var(w^^^z^) = — r(r+l) [2(2r+l)n.- (5r+2)(r-l)] 
Var(w^^'z^) = ~ r(r+l) [2(2r+l)n - (5r+2)(r-l)] 
° il 
Var(w^^^z^) = ^  [r^ I (n+l)(2r-l)-8r^ |h^ - r \ (n+l)(2r-l)(r-l) 
- 4r^(n+2r-l)] h] 
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Sximming the above variances^ we have 
Z Var(-w^^^z^) = n^(n-r)[2n(2r-l) - 12r^ + l4r - 5] (45) 
The covariances in the right-hand side of Equation (44) are evaluated 
as follows : 
Cov(w|^^^z^, ^ r^(r+l)(n-2hr+r) 
Cov(w^ ^^ z^ , = I r^ (r+l)^  
Cov('w^^^z ; ) = ê r^(r+l) (2hr-r+l) 
^ h h/ m m 2 ^ 
C / (r)- (r)~ ) = |[r^(n-l6r^+l)h^ + r,j n(8r^+l)-8r^+l ] h] 
^h+l h+1 
Cov(-w^^^z^, w^^^z^) = r^(2hr-r+l) (n-2kr+r)G, for h+2 = k = m-1 
Now summing the above covariances, we have 
2 Z Cov(w^^^z , w^^^z ) = 2 Z Z Cov(w^^^z , ) 
h<k h=l k=h+l ^ ^ 
= - n^(n-2r)[2n(2r-l)-20r^+9r-5] (46) 
Adding Equations (45) and (46) together, we have 
Var( Z w^^^E^) = I n^(4r+l) (4?) 
Substituting Equations (42), (45), and (4?) into (4l), we have an 
-(r) 
approximate variance of the conditional expectation of ' given a fixed 
set of z^'s as follows: 
Var[E(Y^^^ 1 z 's)] = (4r+l)(Y^ + 5 P^S^) (48) 
•7 p » X r\..^  y 2n 
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- ( v )  
Finally, the approximate variance of ' is obtained by adding Equations 
(4o) and (48) together as follows: 
V a r =  8 ^ ^  +  (n_2r)j(n+l)(2r_l)_2r^ ) ] +  ^p2g2^  
 ^ 2rV(n+2) 2n^   ^
(49) 
-2 
where the approximation is to terms of order n . This equation checks 
with the previously derived cases of r = 1 and r = 2 in Equations (20) 
and (37), respectively. 
If the straight line passes through the origin, i.e. A = 0 in the 
assumed linear model given in Equation (l6) of Section III, then the 
-(r) 
variance of ' is, to the same order of approximation, given by 
V a r =  S ^ i  +  ("-2^ ) ! (ntl) (2r-l)-gr^  j ] ^ 3(fe+l) (50) 
p en 2r n (n+2) n""  ^
The optimum number of the sample size r in each pseudo-post-stratum 
given the total sample size n can be obtained from the minimization of 
the variance of Y^  . For simplicity, the variance of Y^  can further 
be evaluated approximately by the following expression: 
V a r =  S ^ i  +  ("-'^ )("-2r)] + (Y^  + 5 P^ S^ ) 
r ® " rn' 2n^  ^ 
Assuming | p | 7^  1 and n given, we differentiate this equation with respect 
to r and set the result of differentiation equal to zero. It is then 
found that the optimum number of the pseudo-post-stratum sample size r 
is given by 
n^ S^  1 
= [—c To-r]' (51) 
2 I 8g + + 3 P^ y) } 
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or equivalently, the optimum number of pseudo-post-strata is given by 
e 
. [2 {l +-^ (-§ + 3 P^ )j P (52) 
1-P 0^  
•where is the coefficient of variation of the y-variable. 
If the straight line passes through the origin, the optimum number 
of the pseudo-post-stratum sample size is found to be 
y. = r n^ (l - p^ ) -li ^  rn(l -
oP'fc- 2 jl + C6n - 1) p^ j 12 p^  
B. Efficiency of the Unbiased Estimators 
The unbiased estimator of the population mean Y obtained by aver­
aging two conditionally unbiased estimators is given by 
cl 1  ^
2\ = f V(l) 
1=1 ^ ' 
where the weights v^  are given in Equation (50). 
The variance of this estimator is evaluated by the following con­
ditional argument: 
Var(gYj = E Var(gY^  | z.'s) + Var[E(g^  | z.'s)] (55) 
The first component in the right-hand side of the above equation can be 
obtained as follows: 
88 
A n p 
yaxC^ Yj ..'a) = ^  E Ysx(y(i) I 
+ 2 2 v.vj CovCyç^ j, Yfj) | Zj)] 
n . 
= 4 Z E(vf) 
N i=l , 
since the covariance of and given and is by assumption 
2 
equal to zero. The expected values of v^  for i = n-2 can be 
easily evaluated from Equation (lO) of Section III since v^  •= for 
i = 3; ..n-2. 
E(v^ ) = + @2 for i = 3, ..., 1.-2 
 ^ 2(n+l)^ (n+2) 
, 2, ^  (19n-;o)(m)(li-n) + 1 m _ ;]2 
l6(n+l)2(n+2), ÎS'-'n+l 
 ^ l6(n+l)^ (n+2) 
ECv^ .I) = E(v^ ), ®(Vl' ° 
E(v^ ) = E(T^ ), E(V^ ) = E(V^ ) 
It is seen that the first and the last two v-variables are symmetric, in 
the sense that the expected values and the variances of the first and 
the last variables axe the same and so are the variables v^  and v^ _^ . 
2 Summing the expected values of the v^  ^we have 
Z E(v^ ) = (2n^ +n-10) + ^ (Wl^ ) 
i=l  ^ 4(n+l)^ (n+2)  ^
Therefore^  the expected value of the conditional variance of - given 
the set of z^ 's is, to terms of order n"^  and ignoring fpc^  given by 
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- I 8^  . 
E Var(gY^ |z.'8) = ^ 0+1) (5%) 
Next, the second component in the right-hand side of Equation (55) is 
A - ii 
Var[E( Y z.'s)] = ^  Var[ E v. (A + Bz )] 
rr £.11 X 17 • . X X IT" z i=i 
p2 n 
Var[ Z V z ] (55) 
N i=l ^  ^  
Since the sum of v. ' s is equal to the component A does not appear X 
in the variance. We proceed to evaluate the variance of Zv\z^  in the 
above equation by using the approximate formulas given in Equations (29) 
and (30). The sum of v.z. can be reduced as follows: 
1 1 
n 
_ (z^ -l)zg + (N+2)z^ _^  + 
Letting G = (N+l)^ (N-n)/(n+l)^ (n+2), C = (N+1)(N-n)/(n+l)^ (n+2), and 
ignoring the terms of order higher than or equal to n"^ , we have 
Var[(N+2)z^_^] = 2nE^C 
Var[ifv^ z^ ] = I^j P^G 
Cov[(N+2)z^ _^ , 
Cov[(lT+2)z W z ] =-6nlfc 
^ ' n-1 n n 
Summing the above variances and covarianceS; we have 
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 ^ i ? p 
Var[ Z V.Z.] = ^ (n-^ G - nN C) 
1=1 ^  ^  
Inserting the above result into Equation (55) and simplifying^  we have 
A 
Var[E( Y I z 's)] = 0 
z c: u ' X 
— —2 Therefore, the variance of ^ Y^  is, to terms of order n , equal to the 
A 
expected value of the conditional variance of ^ Y^  given a set of z^ 's, 
namely 
g2 
VarCgY^ ) = E Var[gY^  | z.'s] = ^  (5 + J) (56) 
As we have said at the very beginning of this section, our estimator 
gY^  will be less precise than the ordinary linear regression estimator 
y^  ^under the assumption that the linear model is known to hold. Drop 
—2 the terms of order n" in the variances of both estimators, we see that 
A 
the relative efficiency of ^ Y^  to y^  ^is two thirds. Further, let us 
conçaxe our estimator ^ Y^  with the sample mean of tye y-variable, y. 
— — -1 
Then, the relative efficiency of ^ Y^  to y is, to terms of order n , 
given by 
Var(y)  ^ 2 
Var(gY^ ) 5(1 - P^ ) 
which is greater than one if | p | > A/Î/J = .5775 -
When the unbiased estimator of the population mean Y is obtained 
by averaging three conditionally unbiased estimators, it is of the form 
3^ 11 " 5n V(i) 
where the weights u- are given in Equation (52). 
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The variance of this estimator is evaluated hy the following condi­
tional argument: 
Var(^ Yj = E Var(^ Y^  | z.'s) + Var[E(^ Y^  | z.'s)] (57) 
The first conçonent in the right-hand side of the above equation can be 
obtained as follows: 
— I ]  ^ p 
E Var( Y z 's) = —^  E [ Z u Var(y, J z ) 
z u I X 2 -L  ^
+ y(j) I 
9N i=l 
since the covarlance of and and z. Is by assumption 
1 J 
2 
equal to zero. The expected values of the u^  are obtained as follows: 
Let C = (H+l)(]I-ii)/(n+l)^ (n+2), then 
eCuJ) = j| (271n - 570) + (29 S . 11)2 
= 3§ (79n - 210) + ^  (IT m + 1)2 
E(u|) = ^  (67n - 222) + ^  (17 g + if 
5) + 9 (^)^ FOR I = N-5 II 1 (5N ' 
= E(U^ 
= E(U| 
E(U^) = E(U^), 
E\.2^  = E(^ ) 
E(ii^ _l) = E(Ug) 
E(u^ ) = E(U^ ) 
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2 Slamming the above expected values of the and ignoring the terms of 
order higher than or equal to n we have 
2 E(u^ ) = §(l5n^  + lOn) + + 1^ 9) 
i=l 
A 
Therefore, the expected value of the conditional variance of given a 
set of z^ 's is, to terms of order n" and ignoring f^ )c, given by 
g2 
Efe(jf^ |z^ 's)=j^ (23+2) (58) 
Next, the second conçjonent in the right-hand side of Equation (57) is 
1. . n 
Var[E(,Y, 1 z.'s)] = Var[ Z u, (A + Bz. )] 
z :> U ' 1 9ir z 1=1 1 
t,2 n 
= ^ Var[Zuz.] (59) 
9# z i=l 
We proceed to evaluate the variance of S in the above equation by 
using the approximate formulas given in Equations (29) and (50). The 
sum of u.z. can be reduced as follows: 
X 1 
- (zk-DCzg+S)) + VjtVa-'Vi' 
- X—X 
+ (2N+3)z^ _2 + (5N+6)z^ _^  + 6u^ zJ 
Letting G = (N+l)^ (N-n)/(n+l)^ (n+2), C = (N+l)(N-n)/(n+l)^ (n+2), and ig­
noring the terms of order higher than or equal to n we have 
= lt5 n'o 
Var[ (2N+^ )z^ _g] = 12nlfc 
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Var[ (5N+6)2^ _^  ] = 50riN^ C 
Var[ 6% ] = 271n^ G 
Vs^ Va-^ n-l'' (2H+3)V2 ^ 
C°T[ VB^ Va'^ n-l'' (5IH6)Z^ _^  ] ; tonfc 
Vs^Va+Vi^' %\ ] = -
Cov[ (2N+3)z^ _2, (5W)z^ _^  ] = 20D]fc 
Cov[ (2IT+3)z -, 6u z; ] = - ^ kri^ C G-c u n 
Cov[ (5N+6)Z , 6u z ] = - llOiiN^ C 
n-1 n n 
Summing the above variances and covariances, we have 
n 
Z 
i=l 
Inserting the above result into Equation (59) and simplifying, we have 
Var[ u^ z^  ] = ^  (l02n^ G - 102nlfc) 
VarC E(^ T^  | z.'s) ] = 0 
— —2 Therefore, the variance of is, to terms of order n" equal to the 
A • 
expected value of the conditional variance of given a set of z^ 's, 
namely  ^
V^CjY^) = E VarCjf^ | s^'s) = ^  (23 + 21 ) (60) 
where fpc is ignored. 
We shall evaluate the variance of the unbiased estimator for the 
general case where k conditionally unbiased estimators are constructed. 
9^ 
The estimator for the population mean is given in Equation (35) of Section 
III, namely 
k^ u ~ kN \^ (i) 
1=1 ' 
where the superscript of the weight v^  is dropped to simplify the notation. 
The variance of this estimator is obtained by the conditional argument as 
before, i.e. 
A ^ A 
Var(^ Tj = E Var(^ Y^  z^ 's) + Var[ E(^ Y^  z^ 's) ] (6l) 
z z 
The first component in the right-hand side of the above equation can be 
obtained as follows: 
I I  ^ y^ , j | ) 
{^1)' " 
since the covariance of y^ j^ and y^  ^given z^  and z^  is by assumption 
zero. The expected values of v? for i = k+1, ...,n-k are as follows. From 
Equation (35) of Section III, the weight v^  is of the form 
 ^ k-1 
Let C = (N+l)(lT-n)/(n+l)2(n+2). Then 
95 
 ^ [ 2 [2j(n-2j+l.)C +  ^)2} (k_l)2 ' n+l 
+ 22 [2j(n-2h+l)C + 4hj( ^  )^ ] ] 
j<h 
= [ (3a+5-'4k)C + 2(2k-l)( ^  ) 
+ (k-2)(2n-3k+3)C + (k-2)(3k-l)( ^  ] 
 ^ [ {n(2k-l)-3k2+5k-l]c + 3k(k-l)( S ] 
~ 3(k-l) "  ^' J ' n+l 
Since the expected values of the first and the last k v^ 's are not easy to 
evaluate and each of them being approximately equal to the above quantity 
A A 
(in view of the previous evaluation of the variances of and we 
shall use the above quantity as an approximation for each of them. 8o, 
Z^ E(vf) = [, {(2k-l)n-3k^ 4^ k-l}c + 3k(k-l)( S )2 ] 
Note that this approximation is inadequate when k approaches to n. Hence, 
A 
the expected value of the conditional variance of given a set of z^ 's 
is, to terms of order n \ 
96 
The second component in the right-hand side of Equation (6l) is ob­
tained as follows : 
A N N 
Var[ E(^ Y^  | z.'s) ] = ^ Var[ + Bz.) ] 
= [ ^  ]^  Var[ 2 v^ z^  ] (63) 
i=l 
The sum of v^ z^  can be expressed as 
+ //n-h \ + Vn 
h=l " " " j=h+l  ^
, 1 1  
where t. = T -
J_ j k-1 
= 1 - T—T + ET. h-1 k-1 ' ""h+1 
k 
"'''A: 
Retaining the variances and covariances of order n we have 
n k-1 k 
Var( Z v.z ) = Z Var[ z . (& - Z z _ t ) ] 
i=l h=l j=h+l ^  ^ 
" a'/covC V. ] 
+ Var(v^ z^ ) 
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We proceed to evaluate the variances and covariances in' the above equation 
by using the approximate formulas given in Equations (29) and (30). Letting 
G = (]!î+l)^ (N-n)/(n+l)^ (n+2), and ignoring the terms of order hi^ er than or 
equal to n" , we have 
 ^  [ 2h3.3kh^ +k(3k-2)h ] 
3 
= [ h^ -(4k-3)h-k(k+l)+2(k-h)i ] 
2(k-l)2 
Vh(\ Vn ] = [ .h3+(k-3)h2.3k(k.2)h ] 
Var(v z ) = 2(k+l)n^ G 
 ^n n/ ' 
NoW; summing the above variances and covariances, we have 
Var( Z^ v.z. ) = (k-2)(k-3)(k^ -3k-3) 
Substituting the above variance into Equation (63) and simplifying, we have 
2 
Var[ E( Y | a 's) = (k-2)(k-3)(k -3k-3) ,232 
z ^ u 1 2k^(k-l)n'^ ^ 
A 
Hence ; the approximate variance of , Y is given by 
where the terms of order n"^  in the first component of the above equation 
are ignored. If k, the number of conditionally unbiased estimators in 
A 
is large, then the variance of ^ Y^  can be approximated by 
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= IT (1 + 35; ) + E*: (65) 
The optimvun k can be obtained approximately from the minimization of 
the above equation. Assuming | p | 1 and n given, we differentiate the 
above equation with respect to k and set the result of differentiation 
equal to zero. It is then found that the optimum number of conditionally 
A 
unbiased estimators in is given by 
k , = [ 4a ( 1 - (66) 
opt. 3p2 
A 
C. Comparison Between and the Post-stratified Estimators 
As we have already seen that for large N, the variable z| = Z^ /n is 
distributed as a rectangular distribution over the interval [o, l], the 
comparison will be made under the following linear model; 
y. = A + Bzî + e. 
1 IX 
where the zSvariable and the residual error e^  are independent, and 
E( e^  I ) = 0 for all i 
E( e? I zl ) = for all i 
 ^ 1 I 1 ' e 
E( e.e.l z!, z\ ) = 0 for all i ^  j 
1 J I 1' J  ^" 
A = Y - I B, B = v/l2 pSy 
We first consider the post-stratified estimator derived by Fuller [7] 
for the case where two post strata are formed. Suppose that a simple 
random sample of size n is drawn without replacement from an infinite popu­
lation known to contain a proportion P of elements in the first stratum 
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A 
strata after selection of the sample. But the variance of Y is not avail-
n u 
able now. Therefore, we shall farther consider the estimation problem for 
the case where four post strata are constructed. The population is first 
divided into two strata such that proportions of the population in these 
two strata are and Pg = 1 - P^ , respectively. Denote the number of 
sample elements falling into the i-th stratum by n^ , and the sample mean 
by y^ , i = 1, 2. Each one of these two strata is further subdivided into 
two strata with proportions P^ ,^ j = 1, 2 such that P^ ^^  + P^ g = P^ . Denote 
the number of sample elements falling into the ij-th stratum by n. and XJ 
the sample mean by y^ .. Some of n^ .'s may of course be zero, and n^  ^+ n^ g 
= • 
The estimator for the population mean Y is then constructed by comput­
ing an unbiased estimator for each pair of strata in the subdivision condi­
tioning on the number of sample elements in the pair and then combining 
these estimators in an unbiased manner. Denote this estimator by y* . ps 
Then 
- A^ ( + •^ X2^ 12 ) 2^^  ^ 21^ 21 2^2^ 22 ^  ^^ 9) 
where the weights are determined to minimize the variance of y*^ . 
For the sake of simplicity, we assume that P^  ^= P^ g = Pg^  = Pgg = ^  and 
hence P^  = Pg = Under the assumed linear model, we have 
= Sf + , say 
e 
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®yl = 3^ 2 = 8= + pzgz . say 
Therefore, the optimum weights are found to be 
Hj + - >i)^ A 
I 2 n + n^ (n - n^ )M^  
. _i « 1^1 °ll("l " "ll^ l^A 
II 12 1^ •'" i^i^ l^ " \l^  ^
A _ 1 _ A - ^ 21 2^l("2 " ^ 21^ i^A 
21 22 ng + BgitBg -
where - Yg = 3P^ /( 1 - J- ) 
2^ = ( ^11 - ^ 12 )=/8:2 = ( ?21 - ^ 22 )=/9:s 
= 3P^A( 1 - p2 ) 
The variance of y* is approximately given by ps 
(1 + 
Ignoring the terms of order higher than or equal to n we have 
ygs ) = ; ( 1 -1# p"" K 
A 
We shall compare this variance with the variance of k = ^  + 1 in which 
each one of conditionally unbiased estimators is obtained by dividing the 
population into four strata after selection of the sample. From Equation 
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A 
(65), we have the variance of , Y ad follows: 
 ^ " k u 
= è ~ I" )s^  + — 32 
n ^ d ' ' y ov,2 e y 3n^  
Note that this variance is least valid since k is large. This variance is 
smaller than it should be, because in the expectation of the conditional 
A 
variance of ,Y given a set of z.'s we use E( vf ), i = k+1....,n-k as an ku 1 1" ' -
approximation for each one of the first and the last k E( V? )• The former 
is smaller than the latter in view of the evaluation of the variances of 
— Ù. _2 
gY^  and ^ Y^  . Ignoring the terms of order higher than or equal to n , we 
A 
have the relative efficiency of , Y to y^  as follows: 
•' k u ps 
Var( y^  ^) 1 - ^  
LB—= 
This shows that both estimators have about the same precision. 
When the number of strata increases, the variance of Fuller's estimator 
is unknown. Suppose that the sample size n is sufficiently large so that 
the probability is one that the nimber of units in the sample which fall in 
stratum h = 1,...,L is not zero. Then, the variance of the ordinary post-
— -2 
stratified estimator y is valid and is to terms of order n , see for 
w 
example Cochran [4J, 
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If W, = W and S\ = for all h, then the variance of y becomes h yh w ' "-w 
Vax( y^  ) = ^  S2 [ w + i ( 1 - W ) ] 
where W = ^  
gz = g2 + JL p2g2 
w e 1,2 y 
Tinder the assumed linear model. 
Now, assuming that the number of strata, L is equal to n/h, we have 
s;; 
where the terms of order higher than or equal to n~^  are. ignored. 
A 
The variance of in which each one of conditionally unbiased 
estimators is obtained by dividing the population into n/k- strata after 
selection of the sample, is obtained from Equation (64) as follows: 
_2 
Therefore, ignoring the terms of order higher than or equal to n , we 
A _ 
have the relative efficiency of to y^  given below: 
w^ ) 25 
A 23 
Var( ) 
This also shows that both estimators are about equally precise. If we 
_ A 
compare y with ^ Y under the optimum selection of k, then the relative 
A _ 
efficiency of ^ Y^  to y^  may increase. 
1* 
V. ESriM&TIOF OF THE VARIANCES 
-(r) 
A. Estimation of the Variance of ' 
A(r) 
Since the estimator is obtained, after selection of the sample 
of size n, by dividing the population into m strata with the stratum size 
defined in Equation (2^ ) of Section III such that each stratum consists 
of r equally-sized sample units, and then applying the ordinary stratified 
estimator for the whole population mean, the estimator for the variance of 
-fr) 
Y can be constructed in a manner similar to the estimator for the vari-
P 
ance of the ordinary stratified sample mean. 
Define 
+ + (1) 
1 r _ 
where «g 'pn 
1  ^
h^ ~ r ^ _^ (^hr-r+i) 
We ,shall again use the linear model assumed in Equations(l6) and (ij) 
(r) 
of Section III to evaluate the expected value of V and then check with 
A  ^
the variance of Y^ ^^  given in Equation (50) of Section IV. We shall drop 
fx* 1 the superscript of the w^  ' to simplify the notation. It is easily shown 
under the assumed linear model that 
E( sg I 2.'S ) . 8| + 
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1 ^ 
where 2 (Zhr_r+i -
1=1 
_ 1 r 
h^ ~ r h^r-r+i 
1=1 
Now, from Equations (25) of Section III and (4o) of Section IV, we have 
E[ E( vt'-) I Si's ) ] = S| [ i + ] 
n(N+l) T ®zh ^  
vhere - 1 3 
T 
h^er, ï[Wj^ (v^ )=ih^  = éï ît^ hK-^ 'f I .J.^ a+l^ +o" 
1=1 1<J 
where the subscript a = hr - r. 
We shall let = Z^ /N and employ the moments of Beta-distribution 
given in Equations (26) and (27) of Section TV to evaluate the expected 
values in the above equation. After a long algebraic computation, we have 
E[ WH(*H-L)S|^ ]= A 
3n 
( t )  
Therefore, an unconditional expectation of is given by 
E[v(f)] = 8= [ 1 + (n-2r){(n+l)(2r-l)-2r^ } 3  ^kvir+Q) 
 ^ en 2r^ n^ (n+2) n  ^
-(r) 
By comparing the above expected value with the variance of given in 
Equation (49) of Section TV, namely 
io6 
Var( [ - + (%-2r)[(a+l)(2r-l)-2r2] ^ + gpSgS ) 
P en 2r^ n^ (n+2) 2n^   ^
we note that both equations are equal to terms of order n"^ . Consequently, 
if r is not large, or the number of pseudo-post-strata is not small, then 
Equation (l) can be used as an estimator of the variance of • We 
rewrite it as follows: 
where = 1 ( V" V+1 " V-r " V-r+1 ' 
B- Estimation of the Variance of ^ Y^  
Suppose that the sample size n = k(m+l). In obtaining one of k condi­
tionally unbiased estimators for the population mean, we have fixed a set 
of paired observations such as 
{( ): i = 1, ...,m ] 
We shall use these z^ 's as the pseudo-post-stratum boundaries and construct 
the following estimator, denoted by , 
 ^ m+1 
1 
where 2 ^ Vj " ^  ' 
J=1 
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 ^ k-1 
\ = FT ( V+3 - \i-3 ' for i = 2, m 
J—-L 
1 k-1 
Vi = M ) 
J—-L 
1 k 
=k? ( ^(ki.k+j) - ) 
J-J. 
1 k 
~ k (^kl-k+j ) 
J—X 
Note that the weight t^  is the average difference of z-variables, except 
for those used as stratum boundaries, in the i-th and the (i+l)-th strata, 
and the sum of these weights is equal to N. 
It is easily shown under the assumed linear model given in Equations 
(l6) and (17) of Section III that 
E( ) = Sj + s|i 
1 k 
"%l = k3 ( ^ki-k+3 " =^ 1 
0=1 
z = - Z z i k ki-k+j 
J—X 
Now, the conditional expectation of given a set of z^ 's is 
m+1 2^ m+1 
The unconditional ejqpectation of is obtained by averaging the above 
quantity over all possible selections of the z^ . We first evaluate the 
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expected values of the t^ . Let C = (]N'+l)(lT-n)/(n+l)^ (n+2)• 
=sriîT +[ M#} 
E(t2) = C cfn(2k-l)-31^ -J^ k-l} + 3k(k-l)( ^  ] 
for i = 2, ..., m. It is interesting to note that.the expected value of t? 
for i = 2, m is equal to the expected value of where is 
A 
the weight used in the estimator The reason for this is that the 
moments of the difference of two order statistics z. and z. depend only 
1 J 
on the difference (j - i). Summing the above expected values, we have to 
-1 
terms of order n 
We proceed to evaluate the expected value of t? s|^  by using the approxi­
mate formula given in Equation (30) of Section IV. 
k k(k-l) .^ k^i+j^ ki+h) ^ 
J—i-
Where E(t| 3^  
After a tedious algebraic computation, we have 
B(ti = if 
g 11 
where G = (iT+l) (ïï-n)/(n+l) (n+2) 
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•d2 Bl+1 , 
and hence, _ E( tf ) i ^  
Therefore, the unconditional expectation of is given by 
By comparing the above expected value with the variance of given in 
Equation (64) of Section TV, namely 
we note that both equations are equal to terms of order n Consequently, 
A 
we may use as an estimator of the variance of We express it as 
the following commonly used notation: 
A T m+1 
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VI. SUMMMIY 
In a finite population consisting of N elements represented by the 
pairs ( y^ , ), we assume that the y-variables of interest are highly 
correlated with the auxiliary x-variables which have distinct values, i.e. 
x»T < x_„ < ... < x^ T,T. Suppose that a simple random sample of size n is UJL Uc UiM 
drawn without replacement from this population. Denote the sampled pairs 
by ( x^ j^ y y^ j i = 1, ...,n, where x^ ^^  is the i-th order statistic of 
X while y^  ^is the observed value associated with the order statistic x^ .^ 
The sampling distribution of the order statistic x^ ^^  ^is the same as 
that of the rank z of the x-value in the population. The random variable 
z is simpler to handle than the random variable x^  ^since the mass points 
of z are located at the successive integers i, i+l,...,N-n+i whereas those 
of x^  ^are located at x^ ,^ x^  •.., x^  . As the y-variables are 
assumed to be highly correlated with the x-variables, the relationship 
between the y-variables and the z-variables will also be high, since the 
z-variables are one-to-one transformation of the x-variables. Therefore, 
in this study the pairs ( z^ , y^ ^^  ) are considered instead of y^ ^^ y) 
in the estimation problem. 
There are two types of estimators for the population mean Y derived 
in this study, namely 
(i) Pseudo-post-stratified estimator; 
tee wj"'' = I ( V + V+1 - V-r - V-r+1 ) 
Ill 
This estimator is obtained by dividing the population into m strata with 
respect to the z-variables after selection of the sample of size n = mr 
and then applying the method of stratified estimation. This estimator is 
in general biased. 
(ii) Unbiased estimator: 
Â = à J/f ' y(i) 
where the weight are defined in Equation (35) of Section III. This 
estimator is obtained by averaging k conditionally unbiased estimators 
which are derived from fixing each time a different set of paired observa­
tions and then applying the method of stratified estimation. 
Both estimators are linear combinations of the y-variable. It follows 
that the efficiency of these two estimators will be lower than that of the 
ordinary regression estimator y^  ^= y + b(Z-z) when a linear model holds 
A 
true. However, the main value of the estimator , Y is that it is unbiased 
' k u 
in situations in which the ordinary regression estimator is not. 
In some populations e.g. where the expected value of y is a bell-shaped 
-(r) 
function of z and the sample size is large enough so that the bias in 
-(r) 
can be ignored, the estimator Y^  may be used to estimate the population 
_ A 
mean Y since it is simpler to compute than the estimator ^ Y and its mean 
A 
square error could be less than the variance of , Y . k u A 
By comparing the estimator with Fuller's post-stratified estimator 
[7] and ordinary post-stratified estimator, it is seen that the estimator 
A 
j^ Y^  is sli^ tly less precise than Fuller's estimator and more precise than 
the ordinary post-stratified estimator under the assumption of a linear 
112 
model and the stratum weight being equal in each stratim. These 
comparisons were all based on approximations, the approximation probably-
being least valid for the ordinary post-stratified estimator. 
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