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5Abstract
Investigations into dynamic stall and dynamic stall control on airfoils are detailed using pitching
airfoil experiments and numerical investigations at Mach 0.3, 0.4 and 0.5 on the airfoils EDI-M109,
EDI-M112 and OA209. Two-dimensional dynamic stall was investigated, and the effects of the wind
tunnel interference, rotation and the nite wing on the three-dimensional stall process were described.
The curvature of the stall vortex and its effect in reducing the strength of the dynamic stall compared
to a two-dimensional treatment was investigated using CFD and experiments with high-speed pres-
sure sensitive paint (PSP) and pressure transducers. Stall control was designed based on its ability
to increase the lift in CFD simulations of static stall and implemented by using constant and pulsed
blowing with high-pressure air jets in the vertical direction, and the stall was demonstrated to be sig-
nicantly reduced at all Mach numbers investigated. Optimal mass ux and jet spacing were found
for Mach 0.3 and Mach 0.5, and depended on the test case investigated. Optima for deep stall were
aroundCm=0.12 forM=0.3 andCm=0.02 forM=0.5. Pulsed blowing was found to be at best as effec-
tive as constant blowing with the same mass ux, for the jet conguration and test cases investigated.
Flow control by blowing reduced drag for separated ow, but the energy required in compressed air
to achieve this was more than the savings in drag, and no cases were found in which ow control
resulted in a reduction in total power used.
Zusammenfassung
Die vorliegende Arbeit beschreibt experimentelle und numerische Untersuchungen des dynamischen
Stro¨mungsabrisses und dessen Beeinussung bei Mach 0,3, 0,4 und 0,5 an den Prolen EDI-M109,
EDI-M112 und OA209. Untersucht wurde hauptsa¨chlich der zweidimensionale dynamische Stro¨-
mungsabriss. Ebenso wurden die Einu¨sse derWindkanalinterferenz, der Rotation und der Blattspitze
auf den dreidimensionalen Ablauf des dynamischen Abrisses untersucht. Die dreidimensionale Kru¨m-
mung der Ablo¨sewirbel bewirkte eine Verringerung der Sta¨rke des dynamischen Stro¨mungsabrisses
im Vergleich zum zweidimensionalen Ansatz. Diese Verringerung wurde durch Experimente mit
schnell reagierender drucksensitiver Farbe (PSP) sowie Drucksensoren und mit CFD untersucht.
Methoden zur Beeinussung des dynamischen Stro¨mungsabrisses wurden unter anderem aufgrund
ihrer Fa¨higkeit ausgewa¨hlt, den Auftrieb in CFD-Simulationen mit statischer Stro¨mungsablo¨sung
zu erho¨hen. Die Beeinussung des dynamischen Stro¨mungsabrisses ist durch die Verwendung von
konstantem und gepulstem Ausblasen mit Hochdruckluftdu¨sen in der vertikalen Richtung umgesetzt
worden. Die negativen Effekte des Stro¨mungsabrisses wurden bei allen Machzahlen deutlich re-
duziert. Fu¨r die Machzahlen 0,3 und 0,5 wurden optimale Werte fu¨r den reduzierten MassenstromCm
und den Du¨senabstand bestimmt. Fu¨r Testfa¨lle mit starkem dynamischen Stro¨mungsabriss ergaben
sich Werte im Bereich von Cm=0,12 (M=0,3) bis Cm=0,02 (M=0,5). Fu¨r die untersuchten Luftstrahl-
kongurationen und Testfa¨lle war gepulstes Ausblasen nicht effektiver als konstantes Ausblasen mit
dem gleichen Massenuss. Stro¨mungssteuerung durch Ausblasen reduzierte den Luftwiderstand fu¨r
abgelo¨ste Stro¨mung, aber die fu¨r die Druckluft beno¨tigte Energie war immer gro¨ßer als der ener-
getische Gewinn durch Reduktion des Widerstandes. Es gab keine Testfa¨lle bei denen Stro¨mungs-
steuerung zu einer Verringerung der Gesamtleistung fu¨hrte.
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Foreword
This habilitation thesis contains a summary of my work in the eld of the ow control of dynamic
stall between 2008 and 2014 at the Institute of Aerodynamics and Flow Technology at the German
Aerospace center (DLR), in Go¨ttingen, Germany. The work has been published in both the refereed
and unrefereed literature, and where the work has been otherwise published, this is indicated in the
text. A full list of my publications can be found after the bibliography. The relevant publications are
referenced in the text and listed together with other references in the bibliography.
Between 2008 and 2014, a range of experimental and numerical investigations were carried out
at the DLR. The experimental work concentrated on pitching airfoil experiments, that is a wing of
constant cross-section spanned the whole width of the wind tunnel and was moved with forced, sinu-
soidal pitching oscillations of large amplitude around the quarter-chord axis. The experiments took
place in the transonic wind tunnel Go¨ttingen (TWG) at Mach numbers between 0.3 and 0.85, and
total pressures between 0.3 bar and 1.2 bar. My own contributions included investigations of two
new helicopter airfoils, the EDI-M109 and EDI-M112 for their dynamic stall performance, and the
ow-control model OA209-FCD.
The control of dynamic stall was investigated using high pressure constant and pulsed blowing of
air on an OA209 pitching airfoil model in the TWG. The model design and jet layout was performed
using CFD and the experiment was performed with two wind tunnel entries in 2011 and 2012. A
large number of new results regarding 2D and 3D dynamic stall and dynamic stall control resulted
from these experiments and are detailed in this habilitation thesis. The results included the rst use
of fast response pressure-sensitive paint for the investigation of dynamic stall and a large amount of
high-quality pressure sensor data.
In addition, the effect of 3D stall in rotating and nonrotating systems was investigated numerically,
showing that both systems show signicant differences to 2D dynamic stall. Further, the effect of
the model-wall connection was investigated both numerically and experimentally showing that the
connection method can signicantly inuence the local aerodynamics of the airfoil while not being
directly detectable on the airfoil centerline.
All of these results are presented in this document, and are connected to an overview of the state
of aerodynamic investigations on dynamic stall.
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Nomenclature
Symbols
A Jet area for 1m of airfoil (m2)
ARe f Airfoil reference area (m2)
a Acceleration (m/s2)
a Angle of attack (±)
aCLmax ;static Angle of attack at maximum lift for a static polar (
±)
amax Sinusoidal motion maximum angle (±)
amin Sinusoidal motion minimal angle (±)
a§ Sinusoidal motion amplitude (±)
a Mean angle of attack (±)
a 0 Mean angular velocity (±/s)
a 0norm Normalised mean angular velocity(±/s)
b Breadth of airfoil considered (m)
b Vortex rotation angle (±)
C Heat capacity. For airC=1004 J/K/kg.
CD Drag coefcient
CD Mean drag coefcient
CDp Peak drag coefcient
CDrake Drag coefcient as measured by the wake rake
CL Lift coefcient
CL Mean lift coefcient
CLmax Maximum lift coefcient
CLp Lift coefcient peak
CM Pitching moment coefcient
CM Mean pitching moment coefcient
CMp Negative pitching moment coefcient peak
Cm Momentum ratio jets/freestream: Cm = 2cLact
mmv j
r¥v2¥
Cq Mass ux ratio jets/freestream; Cq = mmr¥v¥cLact
CP Pressure coefcient
CP¡crit Critical pressure coefcient
CP0 CP at minimum angle of attack
c Length of the airfoil chord (0.3m)
D Difference in variable
DCL, DCM Lift/drag correction for jet impulse
D Aerodynamic damping
d Jet diameter (m)
da Airfoil thickness (m)
F Force due to the jet impulse (N): F = mv= m=Lact
q
2gRT0
g+1
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F+ Dimensionless pulsing frequency: F+ = fpulsexte=v¥
f Frequency (Hz)
fpulse Jet pulsing frequency (Hz)
g Ratio of specic heats
h Slot height (m)
hRi Reference length for Ri (m)
K Calibration constant for minst (kg/s/Pa)
k Reduced frequency: k = w¤=2= p f c=v¥
kn Turbulent kinetic energy
L Integration length for wake rake (m)
Lact Breadth of model with actuation (m)
LS Stack spacing of 2D planes along the blade (% chord)
l2 Vortex and curvature criterion [51]
M Mach number
m Mass ux (kg/s)
minst Instantaneous mass ux (kg/s)
m j Mass ux out of the injectors over 1 meter of wing section (kg/s/m) (= m=b)
mm Mean mass ux (kg/s)
m Advance ratio = Helicopter ight speed/rotor tip speed
nt Eddy viscosity
w Rotation rate of the blade (radians/s)
w¤ Reduced frequency: w¤ = 2k = 2p f c=v¥
P Pressure (Pa)
P¥ Freestream pressure (Pa)
P0 Total pressure (Pa)
P0¥ Freestream total pressure (Pa)
P4 Pressure after valve (Pa)
Pj Total pressure of the jet air (bar)
Pt2 Pitot pressure (Pa)
f Phase of 1/rev blowing compared to optimal (±)
y Azimuthal coordinate system of rotation (±)
R Gas constant (R=287 J/kg/K for air)
Rmax Position of blade tip (m)
Rmin Position of blade root (m)
Rre f Position of reference section (=2.75m)
r Radial position (m)
Re Reynolds number (based on c)
Ri Richardson number: Ri= ahRi
v2Ri
r¥ Freestream density (kg/m3)
r0 Total density (kg/m3)
s Jet spacing in y-direction (m)
s Standard deviation of variable
T Period T = 1= f (s)
T¥ Freestream temperature (K)
T0 Total temperature (K)
t Time (s)
Tu Turbulence intensity
Umax Maximum inow velocity (m/s)
v¥ Freestream velocity (m/s)
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v j Speed of the jet at the injector exit (M=1) (m/s)
vRi Reference velocity for Ri (m/s)
WD Power required to offset drag on 1m of airfoilWD = 12CDARe fr¥v
3
¥ (W/m)
WDp Power required to offset peak drag on 1m of airfoil (kW/m)
WD Power required to offset average drag on 1m of airfoil (kW/m)
Wj Power required to drive air jetsW j = ln
³P0 j
P¥
´
RT¥ m
2b (W/m)
WT Total powerWT =WD+Wj (kW/m)
X Refers to a value CL,CD,Cmy or D
x Streamwise co-ordinate (m)
xte Distance from actuator to trailing edge (m)
y Co-ordinate across the width (m)
y+ Dimensionless wall distance for the rst structured grid layer
z Co-ordinate in height (m)
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Acronyms and Trademarks
2D Two-dimensional
3D Three-dimensional
BL Boundary Layer
Centaur A grid generation program
CFD Computational Fluid Dynamics
CFL Courant-Friedrichs-Lewy number (dimensionless timestep size)
CPUh Central Processing Unit hours of operation
DC Duty cycle
DE Discretisation error
DLR German Aerospace Center
DNW German-Dutch Wind tunnels
DS Dynamic Stall
DS2 SIMCOS Dynamic Stall test case 2
OA209, c=300mm, M=0.31, Re=1.16e6, a=12.87§7.13±, w¤=0.101, T¥=313K.
ECD The rm Eurocopter Deutschland, now Airbus Helicopters
EDI-M109 A 9% thickness helicopter airfoil
EDI-M112 A 12% thickness helicopter airfoil
EDIRHE ONERA project on helicopter dynamic stall
FCD Fluidic Control Device
INROS DLR/ECD project on helicopter dynamic stall
LEVoG Leading Edge Vortex Generator of cylinder type used by Mai et al
LUSGS Lower Upper Symmetric Gauss Seidel implicit solver scheme
MUSCL Monotone Upstream-centered Schemes for Conservation Laws
OA209 A 9% thickness helicopter airfoil
ONERA French Aerospace Center
ONERA-F2 ONERA low-speed wind tunnel
PIV Particle Image Velocimetry
PSP Pressure Sensitive Paint
RANS Reynolds-averaged Navier-Stokes CFD
SAE Spalart-Allmaras turbulence model with Edwards modication
SBR Single-Blade Rotor
SIMCOS DLR-ONERA project on helicopter dynamic stall
SJA Synthetic Jet Actuator
STELAR DLR project on helicopter dynamic stall
TAU DLR unstructured CFD code
TCXX Denotes a test case number for an injector conguration
TR-PIV Time-Resolved PIV
TWG Transonic Wind tunnel Go¨ttingen
URANS Unsteady (time accurate) Reynolds-averaged Navier-Stokes CFD
VR7 A helicopter airfoil
ZMF Zero Mass Flux jet
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Chapter 1
Introduction
The helicopter is a fascinating ying machine, not least because of its fundamentally unsteady aero-
dynamics and complex system of aerodynamic surfaces moving relative to each other. The main rotor
of a conventional helicopter consists of a number of helicopter blades connected in their center to a
rotating hub. The blades have a large aspect ratio and long regions of constant cross-section, and so
the aerodynamics of blade sections can be approximated by the two-dimensional airfoil problem for
the estimation of qualitative and quantitative performance at many relevant ight conditions.
A conventional helicopter consists of a single main rotor, which provides the lift and thrust, and a
tail rotor as an anti-rotation measure, as seen in Fig. 1.1a. The aerodynamic limits on the helicopter
are given by the limits on the main rotor, and it is this conguration which is mainly investigated
Figure 1.1: Types of helicopter, from [65]
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in this habilitation thesis. Alternative congurations using two rotors (Fig. 1.1b-e) do not require a
tail rotor, and have advantages for particular ight conditions, but the simplicity of the single rotor
conguration has ensured its continued popularity.
Figure 1.2: Simple diagram of a helicopter blade ref-
erence system
For a helicopter in forward ight, the
main rotor blades experience a varyingMach
number as they rotate. The azimuthal coor-
dinate system of rotation starts over the tail-
boom with y=0± (Figure 1.2). As the blades
rotate toward the front of the helicopter, the
airfoil sections see an onow faster than the
rotational speed, and this is a maximum at
y=90±. As seen in Fig. 1.3, the forward
ight speed and the rotational speed of the
rotor are superimposed, so that at y=90± the
local airfoils on the rotor see the sum of the
rotational and forward ight speeds. Starting
at y=180±, over the nose of the aircraft, the
airfoil sees an onow slower than the ight
speed of the aircraft, and the onow speed
is a minimum at y=270±. Since the Mach
number over the rotor is also a function of
radius, with the rotational Mach number de-
creasing in the direction of the rotor hub, the
addition of the forward speed of the aircraft to the rotational speed of the rotor results in a region
where the rotor blade experiences a negative ow velocity, i.e. the sharp rear of the rotor blade air-
foils sees the ow rst. This is the circular region to the left of the centerline in Fig. 1.3. On the rim
of the circle the ow speed is zero, and thus in this region no lift is produced.
In order to balance the forces on the helicopter, the main rotor blades can be controlled by collec-
tive pitch controls, which vary the pitch angle (a) of all blades equally to increase thrust, or by cyclic
pitch controls, which vary the pitch angle (a) as a function of the azimuthal position (y). In this
way a is low at y=90± for low-drag, medium lift conditions at high Mach number and a is high at
y=270± for high lift to balance the forces during low-Mach number ow (Figure 1.4). Since the pitch
varies with the azimuthal angle, this means that each airfoil section sees a pitching motion with the
same frequency as the rotor rotation frequency, which is usually of the order of 3-8Hz. At the same
time, each airfoil sees a Mach number variation with 180± phase change to the pitching variation (i.e.
high Mach number is seen at low angle, and vice-versa).
Figure 1.3: Mach number variation over a rotor. (Figure 1.1 from [46])
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Figure 1.4: Blade airfoil aerodynamic angle of attack at a) Horizontal ight, b) Ascent at 5.1m/s, c)
Autorotation. (From [98])
(a) (b)
Figure 1.5: (a) UH-60 helicopter (from Wikimedia commons), (b) Stall map for the UH-60 ight test
from [96]. Grey areas indicate separated ow.
The thrust of older helicopters, which often used reciprocating engines or low-power turbine en-
gines, was primarily limited by the power available to the rotor from the engines. Modern advances
in engine and transmission technology mean that the engines can provide more power than can be
effectively used by the rotor. In this case the thrust of a helicopter at a particular speed is limited by
the stall of the blades on the retreating side. When airfoil sections of the blades are stalled, then lift
is signicantly reduced, as known from xed-wing aircraft. However, the transient stall causes the
formation of vortices which cause a high transient pitching moment. The combination of this high
transient pitching moment and fast loss of lift in sections causes high vibratory loads on the helicopter,
and can cause structural damage, particularly to the pitch-links (rods which control the blade pitch
angle). This process is known as dynamic stall, and is the topic of this habilitation thesis.
In the extreme case that signicant sections of the rotor blade stall, then lift is lost in this region.
The effect is experienced with a delay of y=30-90± depending on the exibility of the rotor system,
due to the effect of the rotating rotor system. A fully articulated rotor will experience high-speed
pitch-up, whereas stiffer rotors will experience a mixture of roll and pitch-up. Figure 1.5a, shows a
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Figure 1.6: Limits on the helicopter ight envelope, from [120].
common a 5 tonne military helicopter, the UH-60 black hawk. Figure 1.5b shows a stall map for the
rotor of a UH-60 helicopter at an advance ratio m=0.24. The advance ratio is dened as the helicopter
ight speed divided by the rotor tip speed, and this ight point is thus a highly loaded fast forward
ight case. In the diagram the helicopter is ying toward the left of the picture and the rotor is turning
anticlockwise. A large stall region is seen for the retreating blade, starting at y=200± in the middle of
the rotor blade, and moving outward toward the blade tip with increasing y . At the point of minimum
local ow velocity, at y=270±, the outer 25% of the rotor blade is stalled, and the size of the stalled
region then reduces until y=300±. This region is the classical dynamic stall area due to low-speed
ow. The second stall region in Fig. 1.5b, at y=320-360± often occurs due to the torsional elasticity
of the rotor blade. The stall causes a strong pitch-down torsion, which twists the rotor blade to reduce
the angle of attack. This causes an early end to the dynamic stall region. When the stall ends, the
pitch-down torsion stops and the rotor elastically recoils to have a higher angle of attack than would
be expected for a stiff blade, and this causes the blade to stall for a second time. The increasing Mach
number in this region means that the stall is prolonged past where it would be expected from a rigid
blade.
The ight envelope of a helicopter has four basic limits, as shown in Fig. 1.6. At low forward ight
speed, the rotor speed must be fast enough so that it contains enough rotational kinetic energy to allow
transition to autorotation in the case of an engine failure. At the upper limit, the rotor should avoid
transonic effects which cause high noise, but also increases drag and vibration. On the advancing
rotor at high forward ight speeds, the appearance of strong shocks causes high drag and vibration
which limits the maximum ight speed of the helicopter. This line can be shifted to higher speeds by
the use of high-performance transonic airfoils in the outer part of the rotor blade, but these airfoils
are generally thin, and the structural requirements of the rotor blade limit their application. A second
method of avoiding this area is to slow the rotor rotation speed at high speed forward ight, however
the technical difculty of achieving a variable-speed transmission for a constant-speed turbine is
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considerable.
The dynamic stall limit, seen at the bottom right in Fig. 1.6, appears on the retreating side for
ight speeds where the rotor rotation rate is not high enough to cause transonic stall problems rst.
Lower rotor rotation rates cause earlier dynamic stall, and there is thus an optimum rotor rotation rate
where both effects can be avoided. The line denoting dynamic stall can be easily moved to the left
or right, and its location depends on the blade design and the load on the rotor (or thrust produced
by the rotor), as a function of the ight altitude. A highly loaded rotor can be produced either by a
heavily loaded helicopter, or by additional loading in turning ight. Additionally, the maximum thrust
a rotor can produce without stalling is a function of the ight altitude and other factors including the
air temperature and humidity. Thus the dynamic stall limits on a helicopter are often stated as HHH:
Hot, High and Heavy. For a given forward ight speed and rotor rotation rate, a helicopter will y
into dynamic stall earlier if it is heavily loaded, undergoing turning maneuvers with increased positive
g-loading, ying at high altitude, or on a hot day. Since the most basic parameters of an aircraft are
the load it can carry, ight speed, turn rate and service ceiling, it can be seen that dynamic stall is a
serious limitation on the ight envelope of helicopters
Airfoil design for rotor blades is complicated by the requirement to meet a range of design targets,
both for the different ow conditions encountered during the rotor cycle for a constant ight condition,
and for different ight conditions. The optimum performance (L/D) of most airfoils is reached shortly
before stall, and thus stall diagrams, as seen in Fig. 1.7 illustrate how the different aims limit the rotor
performance at different points. In Fig. 1.7a, the local sectional lift of the airfoil lift is plotted against
the Mach number seen by the airfoil. At low Mach number and high angle of attack the airfoil stalls,
and this is most commonly seen on the retreating blade. At high Mach number and high angle of
attack, or with increasing angle of attack at constant Mach number, the airfoil experiences shock-
induced stall. In Fig. 1.7a, the path followed by a single airfoil for high advance ratio and low blade
loading is shown, and this section of the rotor would experience shock-induced stall. Of course
parts of the rotor which are closer to the root have a lower Mach number and higher load, as seen in
Fig. 1.7b, which can result in dynamic stall. To avoid these problems, modern rotors are designed with
multiple airfoils, including thicker airfoils with higher lift before stall nearer to the hub, and thinner
airfoils with a higher drag divergence Mach number near the rotor tip. Each airfoil is optimised for
its maximum lift coefcient and drag divergence Mach number, and is optimised to produce a good
L/D over a wide range of operating conditions. Additionally, the airfoils are required to have a low
pitching moment to help reduce the blade control loads. Rotor blades are twisted to improve their
efciency, with higher angles of attack near the rotor hub, reducing toward the rotor blade tip, and
this twist is also modied to reduce the effects of dynamic stall and shock-induced stall. The twist is
visible in Fig. 1.4, especially on the high-speed side of the rotor (at y=90±), and it can be seen that
even slightly negative angles of attack are achieved near the rotor blade tip at this position.
Thus it can be seen that dynamic stall is an interesting effect, and a practical problem which it
would be advantageous to control. Improving our knowledge of dynamic stall allows improved heli-
copter design to avoid stall, an improved prediction of the helicopter ight envelope, and possibilities
of reducing or eliminating dynamic stall. One method of approaching this problem is to study the
effect of dynamic stall on a helicopter airfoil.
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(a)
(a)
Figure 1.7: Example of operating limits on an airfoil at different ight conditions for a helicopter
rotor airfoil. The limits may be determined by (a) Performance limitation my compressibility effects
(b) Performance limitation by retreating blade dynamic stall (from [65]).
1.1 Dynamic stall on a helicopter airfoil
Dynamic stall is a well-known effect, which occurs when a pitching airfoil stalls [5, 9, 64] leading to
a rapid change in pitching moment. Static airfoil stall is characterised by a transition from high lift
attached ow to lower lift separated ow with increasing angle of attack. Between these two states
is an intermediate region which contains a mix of the two conditions. In contrast, dynamic stall is
characterised by large peaks in the forces and moments during the stall process which exceed the
forces during any other ow condition.
Dynamic stall is a complex phenomenon, which is still not easily predictable or well understood.
For low Mach number leading-edge stall, the most commonly studied variant, separated ow rolls up
to form a coherent vortical structure: the dynamic stall vortex. The low pressure region in the center of
the vortex acts on the airfoil to increase lift, which is a desirable effect also used by the apping wings
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Figure 1.8: Dynamic stall variation with mean angle of attack on pitching airfoils. Red lines indicate
downstroke. (from [79] via [46])
of insects. The dynamic stall vortex is convected downstream by the ow. As the point of application
of the localised suction from the vortex moves toward the airfoil trailing edge a large negative pitching
moment is seen in addition to the lift increase. As the vortex moves away from the airfoil, a rapid
drop in lift is observed, as well as a return of the pitching moment to smaller negative levels, similar
to those seen in static stall. The torsional impulse from the pitching moment peak is often a load-
limiting case for the pitch links of the helicopter rotor blades, and high drag is experienced compared
to attached ow. Control of dynamic stall concentrates on reducing the pitching moment peak while
retaining high lift, and normally this will also result in a reduction of drag.
The dynamic stall vortex forms at the leading edge of the airfoil and is rst indicated by leading
edge separation, as for the OA209 [84], or by trailing edge separation, as for the VR-7 [77]. De-
pending on the airfoil, a leading edge separation vortex may be induced by the bursting of a laminar
separation bubble or the action of a shock [9]. Particularly in the case where no large regions of
supersonic ow are present around the airfoil, regarding the boundary layer as fully turbulent appears
to often match the experimentally observed dynamic stall behaviour of the OA209 well [103].
With a few notable exceptions [50], most wind tunnels operate at constant Mach number over
a period of seconds or longer. Thus the periodic variation of Mach number, as experienced by a
helicopter airfoil cannot be directly studied except by installing a full rotor system into a wind tunnel.
The experimental study of full rotor systems is technically challenging since the wind tunnel rotors
have a high mechanical complexity, need to be driven by a motor and require trimming to the ight
conditions. The high aspect ratio of the blades means that the wind tunnel model cannot be assumed
to be stiff, and the elastic properties of the rotor blades must be known, and the true position and
deformation of the rotor blades must be measured during the experiment to provide high-quality
aerodynamic data. Due to the requirement to scale down a full rotor to the space available in a
wind tunnel, the chord length of the rotor blades is generally small, with the limited space restricting
the amount of instrumentation which can be included. Additionally, the extraction of data from the
rotating frame requires a telemetry system which is costly and often very limited in the number of
channels which can be broadcasted. The common simplication of the three-dimensional rotor is to
use an airfoil pitching at a constant Mach number, where the Mach number is selected to be correct
at the moment of stall.
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Figure 1.9: Dynamic stall variation with pitching frequency on pitching airfoils, from [79]
Figure 1.10: Dynamic stall variation with different airfoil types, from [79]
The most common aerodynamic simplication of the helicopter dynamic stall problem is seen in
the sinusoidally pitching airfoil. Figure 1.8 shows the effect of raising the mean angle of attack of a
pitching airfoil. At low mean angles of attack, the ow is linear and attached, and the resulting force
curves show a damped, linear hysteresis around the static polar values, as suggested by Theordorsen's
thin airfoil theory. As the mean angle is increased, then the oval hysteresis curve at lower angle turns
into an 8, since at the high angle of attack nonlinearities due to the thickening of the boundary layer
appear. Continuing to higher mean angles of attack results in stalled ow, by dynamic stall. The
pitching moment coefcients show a large a negative pitching moment peak and this is concurrent
with a large positive drag peak. Thus dynamic stall causes high transient loads in pitching moment,
drag and lift, which lead to vibration and fatigue on an aircraft.
In addition to the mean angle of attack, the reduced frequency w¤ = 2k = 2p f c=v¥ affects the
severity of the dynamic stall, as seen in Fig. 1.9. At one extreme, the static stall (at zero reduced
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frequency) does not cause a peak in the pitching moment. When dynamic pitching is used, increasing
the pitching frequency increases the hysteresis of the lift curve, and increases the size of the pitching
moment peak, leading to more severe dynamic stall with increasing pitching frequency. It can be
shown that the severity of the dynamic stall is related to the pitching rate of the airfoil at stall, and
thus increasing the pitching amplitude causes more severe dynamic stall, as a combination of the
increased maximum angle of attack and the increased pitching rate at stall. Each of the results for the
variation of mean angle and pitching rate in Figs. 1.8 and 1.9 are for a single airfoil. The selection of
the airfoil tested at a particular ow and pitching condition has a strong effect on the severity of the
dynamic stall, and on the behaviour at stall, as seen in Fig. 1.10. In Fig. 1.10 the AMES-01 and VR-7
airfoils have similar pitching moment peaks, but the VR-7 has a double peak in the lift at maximum
lift, and a strong second peak is seen in the pitching moment. In comparison, the NLR-1 has a similar
size of the pitching moment peak, but the earlier stall means both that the maximum lift is lower, and
the time with a large negative pitching moment is greater than both of the airfoils to its left. Again the
double pitching moment peak is seen for the NLR-1. In contrast the NLR-7301, which is a transonic
supercritical airfoil, shows late stall with a very high maximum lift. When the NLR-7301 stalls, the
pitching moment peak is as large as for the other airfoils, but the negative pitching moment remains
low for much longer than the other airfoils. The clockwise middle loop in the pitching moment
indicates a negative aerodynamic damping, and this airfoil will tend to extract energy from the air
into the structure, and be prone to utter under these conditions. Thus it can be seen that the airfoil
selected can have a large effect on dynamic stall.
A pitching airfoil in a wind tunnel at constant Mach number can be used to estimate the dynamic
stall properties of an airfoil [69, 77], as seen in the example in Fig. 1.11. Here an airfoil is mounted
across the width or height of a wind tunnel test section, or more rarely between splitter plates, and
the airfoil is moved in a forced, sinusoidal pitching motion by motors outside the wind tunnel. The
dynamic pitching airfoil is a standard wind-tunnel technique used since at least the mid-1950s [76].
The best known experiments with this method come from McCroskey et al. [77]. Dynamic pitching
airfoil rigs are used by a large number of universities [43, 64, 105, 108, 125] and research institutions
[22, 56, 73, 99], although only NASA's Dynamic Stall Testing and Research Facility (DSTAR) [74],
DLR's Transonic Wind Tunnel Go¨ttingen (DNW-TWG) [32], and Notre Dame's Whiteeld Labora-
tory [4] have recently published results for M¥ ¸ 0:5.
Airfoil testing in adaptive-wall test sections has been extensively studied for static cases showing
that minimal interference with wind tunnel walls and good correction of the data is possible [100].
Figure 1.12 shows a sketch of an adaptive-wall test section where the top and bottom wind tunnel
walls are deformed to follow the streamlines of an airfoil. An additional deformation compensates
the blockage due to the growth of the boundary layers on the wind tunnel side-walls. The advantage
of adaptive-wall test sections is that models with large blockages (10% or more) can be tested without
the large wind tunnel interference which would be seen for a static-wall wind tunnel. Additionally,
since the shape of the walls is recorded, the Reynolds-averaged Navier-Stokes (RANS) computation
of the full three-dimensional wind tunnel installation is easier than for perforated walls or a free-jet.
It is generally assumed that the difference in static stall behaviour between two airfoils tested in
the same wind tunnel is more reliable than predictions by Reynolds-Averages Navier-Stokes (RANS)
codes, and can be used as a predictive tool when corrected and used as input into a correctly calibrated
comprehensive code (for example as [52]) where dynamic stall models estimate the dynamic stall
performance of the airfoils. The dynamic ow on a nite-span airfoil must be treated with some
caution as a predictor for three dimensional (3D) rotor dynamic stall. Experimental results [5] suggest
that the dynamic stall results are similar except near the blade tip, even though three-dimensional stall
[14] exhibits the development of far more complex structures than two dimensional (2D) stall [84].
Despite these potential problems, pitching motion on a nite-span airfoil is usually the best available
dynamic stall data available before ight testing.
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Figure 1.11: Pitching motion device in a wind tunnel showing mounting and actuation (from [64])
Figure 1.12: Diagram of the adaptive wall test section of the Langley 0.3m Transonic Cryogenic
Tunnel (TCT) (from [100])
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The Mach numbers and Reynolds numbers of interest for the study of dynamic stall depend on the
assumption about the condition in which stall occurs. If stall due to exceeding the maximum ight
speed is assumed, then the dynamic stall occurs at Mach numbers M < 0.3. However a common
case for dynamic stall is aircraft operation at high altitude with heavy loads (or under maneuver loads
>1g), and in this case stall occurs at much slower forward ight speeds, leading to stall at Mach
numbersM < 0.5.
Figure 1.13 illustrates a typical low-Mach-number leading edge dynamic stall and the comparison
with static stall. At point 1, the airfoil is at low angle of attack, pitching up. Flow is attached in
both the static and dynamic cases, and the aerodynamics are comparable. At point 2, the static stall
angle has been reached, and the static case begins to separate. The dynamic case has attached ow,
but a thickening of the boundary layer. Point 3 sees the start of the dynamic stall process, with the
development of a small dynamic stall vortex near the airfoil leading edge. At this point the rest of the
ow on the airfoil is still attached, and the stall is visible as the start of the negative pitching moment
peak, and a reduction in the slope of the lift curve. As the dynamic stall vortex moves downstream,
Figure 1.13: Low Mach number, leading edge dynamic stall (from [65])
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the vorticity in the airfoil boundary layer is entrained into the vortex. The rotating vortex has a low
pressure region at its core, which acts on the airfoil. By point 4 the effect of the low pressure region of
the vortex is at a maximum, causing a peak in the lift. Since the vortex is near the airfoil trailing edge
at this point, the effect is to suck the trailing edge upward, causing a negative peak in the pitching
moment. The separated ow on much of the airfoil and the high angle of attack mean that point 4 is
also associated with a peak in the airfoil drag. After this, the vortex moves off from the airfoil, causing
a rapid drop in lift and a rise in the pitching moment, as the airfoil transitions to fully separated ow
at point 5. As the airfoil pitches down, then the ow reattaches from the leading edge to the trailing
edge around point 6, and the cycle restarts.
The idea for the control of dynamic stall is that transitioning from point 2 to point 5 in Figure 1.13
by no means requires the appearance of high pitching moments or a dynamic stall vortex. Since the
lift is lower in stalled ow, the circulation of the airfoil must be transported away somehow. This
is already the case for some well-known natural cases, such as for shock-induced separation, where
the transport of circulation away from the airfoil occurs by the formation of a thick, separated shear
layer downstream of the shock which does not form a dynamic stall vortex. Likewise, many airfoils
exhibit trailing edge stall at low Mach number, and here most of the circulation is bled away in a slow
expansion of the separated region from the trailing edge to the leading edge before a dynamic stall
vortex is formed, and these test cases show lower peaks in pitching moment and drag. Additionally,
if the lift after stall remains relatively high then the circulation available for the formation of the
dynamic stall vortex is reduced.
Although the convection of circulation (or vorticity) away from the airfoil explains the reduction
in lift associated with dynamic stall, this does not explain why two airfoils might have similar lifts
before and after stall but a different dynamic stall process. The movement of the separation point,
either from trailing edge to leading edge, or from a midpoint on the airfoil towards the leading edge
accounts for much of the difference between airfoils. Likewise, trailing edge separation cases result in
less of the pre-separation shear-layer being rolled up into the dynamic stall vortex, and in a slower stall
process, both of which are clearly advantageous in reducing the peak forces and moment associated
with dynamic stall.
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1.2 Visualisation of dynamic stall in the literature
Experiments in dynamic stall have a long history, with the rst modern pitching airfoil experiments
taking place in the 1950s [76]. Wind tunnel experiments primarily used pressure measurements with
tubes attached to a scanning pressure system. As seen in [77], the time-scale of these measurements
was limited to, at best, a few hundred Hertz, due to the length of the tubes and the limitations of
the scanning system. Modern experiments, such as those described in this habilitation thesis, use
miniature pressure sensors mounted close under the surface of the airfoil, and this results in reliable
measurements up to a frequency of 1-5 kHz, depending on the details of the sensor mounting. Ad-
ditional measurements using force balances can also be used, but tend to be avoided since airfoil
measurements are nearly impossible to make without a signicant effect of the end connections of the
airfoil, which can lead to systematic errors as high as 30% of the force measured.
Modern ow visualisation has resulted in a signicant understanding of the dynamic stall process,
and has improved on the classic visualisations of the ow using hot-wire anemometry and distributed
Figure 1.14: Visualisation of the propagation of dynamic stall over a three dimensional wing by the
analysis of hot lm and pressure signals (from [71])
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pressure sensors. Figure 1.14 shows an analysis of pressure and hot-lm signals to nd the three-
dimensional footprint of the dynamic stall vortex on the surface of a three-dimensional wingtip during
dynamic stall for different sweep angles of the wing. This is a particularly interesting problem for
rotorcraft, since the rotor blade only has a nonzero sweep at y=90± and y=270±, and the rest of the
time the blade has a sweep angle which may approach 90± for areas on the blade which have a low
onow velocity. In Fig. 1.14, the point of initial stall moves toward the wing tip for increasing sweep
angle. The dynamic stall vortex becomes bowed as it moves downstream, and this bowing is more
pronounced for higher sweep angles, where the stall vortex propagates towards the wing tip and starts
to interact with the wing tip vortex. Similar surface visualisations can be gained by liquid crystals, or
by using Pressure Sensitive Paint (PSP), as seen in Chapter 3 of this habilitation thesis.
A sensitive Schlieren system (see Fig. 1.15) can visualise the density gradients produced when the
dynamic stall vortex is formed. In Fig. 1.15, the formation of a classic low-speed dynamic stall vortex
Figure 1.15: Schlieren visualisation of dynamic stall on pitch-up. Left: a=15.9±, Right: a=17.1±
(from [10], via [65])
(a) (b)
(c) (d)
Figure 1.16: Dye visualisation of the progression of a dynamic stall vortex in a water tunnel (a)-(d):
Generation of the main dynamic stall vortex (from [21])
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is shown, with the vortex forming near the leading edge of the airfoil and afterwards being convected
downstream by the external ow. The small initial vortex rolls up the turbulence from the boundary
layer on the suction side of the airfoil, and the turbulent structure of the ow within the dynamic stall
vortex can be clearly seen in Fig. 1.15, Right. The Schlieren system can also detect the boundary
layer and wake of the airfoil, with sufcient sensitivity. Alternative systems to Schlieren, including
shadowgraphy and Background Oriented Schlieren (BOS) will provide similar data to those seen for
the schlieren system.
The concentrated nature of the vortex and the low density gradients mean that visualisation in
water tunnels using bubbles or dye (see Fig. 1.16) can be used for an improved visualisation of the
dynamic stall process. The dye visualisation in Fig. 1.16 shows the generation of dynamic stall in
more detail. A trailing edge separation extends forward from the trailing to the leading edge, and then
a dynamic stall vortex is formed. More ne detail can be seen here than in the Schlieren visualisation,
and the generation of multiple vortices can be seen in a shedding stream, with some similarity to blunt
body ow. The laminated structure of the young vortices due to the entrainment of the boundary layer
ow, and the turbulent nature of the vortices is apparent due to the rapid mixing of the dye. This
visualisation shows a typical trailing edge stall, as seen for stall with relatively thick airfoils, or
for lower reduced frequency. Using smoke trails, bubbles or other tracer methods result in similar
visualisations.
Unfortunately, many dynamic stall phenomena, even at moderate Mach numbers are the result of
transonic effects [74], so that water tunnel experiments are only suitable for qualitative comparisons,
or for very low Mach number comparisons. The effects of compressibility on dynamic stall are
effectively illustrated at Mach 0.3 by the interferograms in Fig. 1.17. Interferometry produces fringe
diagrams, where the fringe shift is a linear function of the refractive index, and for subsonic ows
is approximately a function of the density. In Fig. 1.17a it can be seen that the leading edge stall is
preceded by the formation of a series of weak shocks. In this case the shocks do not cause separation
(a) (b)
(c) (d)
Figure 1.17: Point diffraction interferogram visualisation of the progression of a dynamic stall vortex
at Mach 0.3 (a)-(d): Generation of the main dynamic stall vortex (from [8])
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directly, and the separation is triggered by the advance of the trailing edge separation towards the
leading edge. The dynamic stall vortex is visible as a density ring in Fig. 1.17b, due to the low
pressure region in the middle of the vortex. The reattachment starts from the leading edge with the
re-formation of the suction peak in Fig. 1.17c, and then the attached ow expands toward the trailing
edge. Like Schlieren, interferograms give qualitative integral data on the ow eld, and although they
can be calibrated to give absolute density data, this is technically challenging and not usually done.
Although the visualisation of the ow via Schlieren or tracers is important qualitatively, quanti-
tative analysis of the ow requires improved measurement techniques. The oldest of the quantitative
optical methods currently in use is Laser Doppler Velocimetry (LDV), also known as Laser Doppler
Anemometry (LDA). In this method the velocity at a single point is measured using a particle count-
ing method at the intersection of two laser beams. Multiple velocity components can be measured
by using multiple pairs of laser beams, and data rates of tens of kilohertz are typical. If the beam is
scanned across a volume, then an image can be produced, but this image is averaged both over both
over a range of time (or angle of attack), and phase-averaged. Moreover, due to the scanning process,
different parts of the images are taken at different times. Figure 1.18 shows an LDV measurement
of dynamic stall on the suction side of a nite wing, where the colour contours are of normalised
velocity. The attached ow in Fig. 1.18a gives way to progressively more separated ow in Fig. 1.18b
and 1.18c, and then the separated ow starts to reduce in Fig. 1.18d. The time and spatial averaging
in the LDV measurements mean that no concentrated dynamic stall vortex is visible, but the velocity
values are absolute.
An improvement on this situation is given by using Particle Image Velocimetry (PIV), where
the entire two-dimensional eld is taken my measuring the movement of particle groups between
two images. The images are taken by illuminating the ow using a thin laser sheet, with the small
seeding particles visible as points on the images. Many PIV measurements are phase-averaged to
improve the signal-to-noise ratio of the signals, and this results in data such as that in Fig. 1.19.
The fast laser pulses and known measurement times results in a well-dened time of the images,
and the thin laser sheet mean that a dened two-dimensional slice of the eld is observed. Similar
to the dye results, Fig. 1.19a and b show a trailing edge separation which advances to the leading
edge. Figures 1.19c and d show the generation of a single, large dynamic stall vortex, with some
smaller vortices surrounding it, and this single large vortex propagates downstream. We know, for
Figure 1.18: LDV visualisation of the progression of a dynamic stall vortex with contours of velocity.
the ow is from left to right and the airfoil top surface is at the bottom of each image. (a)-(d):
Generation of the dynamic stall vortex (from [58])
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example from the dye visualisation, that the main vortex is an agglomeration of smaller vortices, but
the phase averaging causes the resulting image to appear to have only a single vortex in the results.
This description of the dynamic stall vortex is sufcient to describe the amount of energy in the vortex,
and the low pressure region in the center of the vortex region. Many CFD codes using one and two-
equation turbulence models, as seen in Fig. 1.20, also predict the generation of a few large vortices,
rather than the smaller vortices seen in experiments, although sufciently complex turbulence models
also generate smaller vortices. The counter-rotating vortex generated at the airfoil trailing edge is
visible both in the experiment and the PIV, and it is this vortex which works to convect the dynamic
stall vortex upward away from the airfoil, and eventually to separate it from the airfoil.
High speed particle image velocimetry functions similarly to standard PIV, but the laser pulse rate
is high, usually 1-10 kHz, and cameras are available which take a picture for each laser pulse. This
results in a series of images with direct correlation to the instantaneous ow. The camera data rate,
total amount of data and laser power required are technically challenging, but high-speed PIV systems
are currently commercially available. The results of the high-speed PIV analysis is a series of elds
which follow each other directly, and thus individual vortices can be followed. The correlation of the
(a) (b)
(c) (d)
Figure 1.19: Phase-averaged PIV visualisation of the progression of a dynamic stall vortex (a)-(d):
Generation of the dynamic stall vortex (from [125])
(a) (b)
Figure 1.20: Two-dimensional CFD of low speed dynamic stall (a)-(b): Propagation of the main
vortex downstream (from [126])
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(a) (b)
(c) (d)
Figure 1.21: Instantaneous PIV visualisation of the progression of a dynamic stall vortex, with simul-
taneous pressure measurements (a)-(d): Propagation of the main vortex downstream and reattachment
(from [85])
PIV images with pressure data aids in understanding the pressure signals for other cases where PIV is
not available. Figure 1.21 shows four high speed PIV images, together with their corresponding pres-
sure distributions for an airfoil undergoing dynamic stall. The out-of plane vorticity is coloured, and
the in-plane components are denoted by the vectors. The vortex cores were detected using an Euler
method and are illustrated using orange dots for clockwise vortices and blue dots for counterclock-
wise vortices. The newly generated dynamic stall vortex is shown in Fig. 1.21a, and in Fig. 1.21b
and Fig. 1.21c it is convected downstream, leaving a fully separated, turbulent ow in its wake. In
Fig. 1.21d the ow reattaches from the leading edge, and this image is immediately followed by fully
attached ow. It can be seen in the vectors that a single dynamic stall vortex is formed, but the colour
contours show that this vortex is highly turbulent, with high local out-of-plane velocities. The vortex
detection method yields multiple vortex cores, showing that the large vortex actually agglomerates
several smaller vortices. The counter-rotating trailing edge vortex is not seen in this view, although it
must be present.
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1.3 Similarity parameters for dynamic stall
The forces on a pitching airfoil are affected by the same similarity parameters as for non-pitching
airfoils: Mach number M and Reynolds number Re computed using the airfoil chord. When we
consider the force coefcients CL, CD and CM, then the direct effect of Mach number is to dene
whether the ow will separate due to the presence of recompression shocks. Depending on the airfoil,
this rst occurs around Mach 0.4-0.5. Since the typical Reynolds numbers at which helicopter airfoils
are operated are of the order of 1 Million, then the Reynolds number has two effects: Firstly, a
thickening of the boundary layer at low Reynolds numbers increases the amount of vorticity in the
shear layer which can be entrained into a dynamic stall vortex, resulting in higher forces, as seen in
section 4.3. Secondly, the boundary layer transition interacts with the separation and reattachment
in unexpected ways. The transition has been shown to have a large effect in some test cases and
absolutely no effect in others [103].
For a sinusoidal pitching of the type:
a = a+a§ sin(2p f t) ; (1.1)
the reduced frequency:
w¤ = 2k = 2p f c=v¥; (1.2)
is used to nd a similarity between different test cases. The two reduced frequencies w¤ and k differ
by a factor of 2 and are used by different research groups. Increasing the reduced frequency increases
the hysteresis of attached ow, and increases the strength of the dynamic forces due to dynamic stall
during separated ow, as shown further in section 2.2. Increasing the pitching amplitude a§ or the
mean angle of attack a results in an increase in the maximum angle of attack amax, and this correlates
with an increase in the dynamic stall forces, see section 2.2. Similarly, increasing the pitching rate
of the airfoil a 0 at the moment of stall results in increased forces, although since the instantaneous
pitching rate a 0 is often not known (due to variation in the separation angle), the mean pitching rate
a 0 can be used as a substitute.
The aerodynamic damping:
D= [¡
I
CM da(a§)2p3c f ]=[2v¥]; (1.3)
is used as a measure of the energy transfer between the ow and structure, and is used particularly for
the pitching moment to identify ows which can be aeroelastically unstable, as shown in sections 4.3.7
and 2.2. Particularly when ow control by blowing is used, then the damping is an important param-
eter. For ow control, the blowing constants:
Cm =
2
bc
m jv j
r¥v2¥
; (1.4)
(jet momentum ratio) and:
Cq =
m j
r¥v¥bc
; (1.5)
(jet mass ratio) can be used to normalise the blowing rates. Cm is well dened for incompressible
ows, but can provide some unexpected results for compressible ows, and thusCq is provided addi-
tionally. For pulsed blowing, the pulsation rate is normalised as:
F+ = fpulsexte=v¥; (1.6)
where xte is the distance between the ow control and the airfoil trailing edge, effectively providing a
Strouhal number for the pulsation.
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1.4 Dynamic stall control in the literature
A large number of groups have investigated devices for the control of dynamic stall. Passive methods,
including slotted airfoils [6, 7] and perforated airfoils [97], use the energy in the oncoming ow and
do not require any actuation in the rotor blade. The example perforated airfoil in Fig. 1.22 has a pipe
installed to use air from the airfoil pressure side to control the ow on the airfoil suction side. This
is an example of low pressure blowing, with the advantage that the pressure difference between the
pressure and suction sides of the airfoil increases with increasing angle of attack, meaning that the
blowing is most effective near stall. Equally, since the pressure difference between the pressure and
suction sides is small at low angle of attack, the negative effect on the ow is reduced. Prince et al.
showed experimentally and numerically that this conguration could control static stall on an airfoil,
while having the same or less drag as the airfoil without ow control.
Camber-changing devices including the active droop nose [37], which can also be combined with
a ap [8, 53] use the energy of the incoming ow, but require actuation to change the camber of the
airfoil between the retreating and advancing sides of the rotor. The droop nose airfoil in Fig. 1.23
could be actively actuated once per pitching cycle to change the camber of the airfoil. Statically, the
droop nose acts similarly to a slat or a ap, but is more mechanically stable. Statically the maximum
lift is increased and the stall delayed, but once the airfoil stalls, the stall behaviour is not signicantly
changed. For the pitching airfoil, since camber-changing devices increase the maximum lift before
stall, the droop nose could delay stall and signicantly decrease the height of the pitching moment
peak. The active actuation was necessary to avoid adverse transonic effects at high Mach number
The relatively low actuation frequencies of the droop nose, due to its relatively large size, mean
that a smaller device would be more suitable if higher harmonic control is of interest in addition to
dynamic stall control. Smaller devices also can be actuated with less power and smaller actuators.
The active Gurney ap, shown in Fig. 1.24, is a small, vertical ap which extends from the underside
of an airfoil near the trailing edge. In the example shown, the Gurney ap is not precisely at the
trailing edge due to the space required to retract the Gurney ap at low angles of attack and high
Mach numbers. The low weight of the Gurney ap meant that it could be fully actuated at up to
Figure 1.22: Perforated airfoil geometry for dynamic stall control (from [97])
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Figure 1.23: Active droop nose airfoil for dynamic stall control (from [8])
Figure 1.24: Active Gurney ap for dynamic stall control (from [66])
35Hz, 5-7 times the rotational frequency of most helicopter rotors. These active Gurney aps are
robust enough to be installed on a rotor. Investigations of a number of different rotor ight conditions
indicate that Gurney aps have great potential to improve the efciency and expand the ight envelope
of helicopter rotors [81].
Passive devices for dynamic stall control on the OA209 airfoil [23] have shown promising results,
with Leading Edge Vortex Generators (LEVoGs) showing a 50% reduction in the pitching moment
peak (CMP) at M=0.14 [48], and around 25% reduction in CMP at M=0.3 and 0.4 [73]. These small
disturbance generators are cylinders or discs attached to the leading edge of an airfoil (Fig. 1.25) and
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Figure 1.25: Leading Edge Vortex Generators (LEVoGs) (from [48])
Figure 1.26: Vortex wakes from different LEVoGs, from from [48]
are at the stagnation point when the airfoil is at low angle of attack. At high angle of attack, the
stagnation point moves so that the suction side streamlines ow over the LEVoGs, energising the ow
and delaying the ow separation. It appears that, despite the name, the discrete vortices produced by
the LEVoGs do not persist in the ow, but that the increased level of turbulence shifts the point of
initial separation further downstream, and introduces three-dimensional disturbances into the ow, on
the scale of 1/4 to 1/2 of the chord length, which result in a weakening of the dynamic stall vortex.
Despite the disappearance of the discrete vortices, the direction of the vortices was shown to have an
effect on the effectiveness of the LEVoGs. As seen in Fig. 1.26, three shapes were tested. The disc and
backward triangle in Fig. 1.26a and b caused an upwash in the middle of the wake, and the forward
triangle in Fig. 1.26c caused a downwash in the middle of the wake. Only the congurations which
caused an upwash in the middle of the wake were effective in reducing the pitching moment peak,
and the triangle with downwash in the middle of the wake even caused earlier stall. Experiments with
forcing boundary layer transition using roughness elements showed that the effect of the LEVoGs is
not caused by forcing earlier boundary layer transition. From the LEVoGs it is clear that moving the
initial separation point rearward and creating three-dimensional structures in the separated ow are
effective strategies to reduce the size of the pitching moment peak without a negative effect on the lift
of an airfoil.
Deployable Vortex Generators (DVGs), standard corotating vortex generators which were re-
tracted at low angle of attack and extended at high angle of attack, reduced CMP by up to 55% at
M=0.16 [67], see Figure 1.27. The vortex generators caused the initial point of separation to be
moved rearward, and for the dynamic stall vortex to be considerably weaker than without the vortex
generators. The retraction was necessary to avoid high drag at low angles of attack, and the airfoil
with the retracted vortex generators was not signicantly different in its aerodynamic performance to
the airfoil without the vortex generators. The retraction mechanism is, however, a signicant tech-
nical challenge due to its mechanical complexity. Similar experiments by Martin et al. using vane
vortex generators [74], showed a strong control effect at M=0.3. As shown in Fig. 1.28, Martin et al.
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Figure 1.27: Deployable vortex generators for dynamic stall control (from [67])
Figure 1.28: Vane-type vortex generators on a glove for dynamic stall control (from [74])
changed the airfoil leading edge contour using a glove manufactured by a rapid prototyping process
to separately investigate the effect of the change in airfoil contour and of the vortex generators, which
were moulded as part of the glove. Both the change in airfoil shape and the vane vortex generators
were extremely effective in reducing the pitching moment peak and the lift hysteresis from dynamic
stall. In contrast to most other experiments, which investigated only low Mach numbers, Martin et al.
investigated increased Mach numbers including ow separation dominated by a strong shock, and in
this case the stall was worsened by the addition of the vane vortex generators, due to their tendency to
generate additional local shocks on the airfoil. This tendency would have been countered if the vanes
had been retractable. From this experiment we can see that effective ow control for dynamic stall
must be effective fromM=0.1 to 0.5, and have no criticalM or a dependence.
In contrast to passive control devices, which use energy from the oncoming ow, active control
devices have an external energy source, increasing the maximum possible control of the ow. Active
methods include suction [57, 2], which removes energy from the ow, and pulsed blowing [44] or
synthetic jets [101], which add energy to the ow. One type of active control device is constant
blowing by jets out of the surface of the airfoil. Blowing by air jets can be used to control separated
ow, and has been used on rotor blades since at least the 1950s [5]. Early experiments with low
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Figure 1.29: Boundary layer control system installed on a Cessna CH1 helicopter in the 1950s
(from [49])
(a) (b)
Figure 1.30: Early ow control system from the 1950s (a) Blowing slot near the airfoil leading edge
(b) Blowing slots near the middle of the airfoil (from [76])
pressure boundary layer control, noted that for blowing from slots, the maximum ight speed of
a small helicopter could be signicantly increased [49] (Figure 1.29). Since in this case a small
reciprocating engine helicopter was used, the maximum ight speed of the helicopter was limited by
the engine power, rather than the appearance of dynamic stall on the rotor, and the literature does
not record whether the additional power of the air compressor would have been sufcient to achieve
this increase if applied directly to the rotor. A similar conguration investigated on a rotor in the
wind tunnel [76], see Fig. 1.30, could test the rotor up to stall, and a noted a signicant increase
in maximum advance ratio (from 0.3 to 0.46) before stall. This is equivalent to a 50% in maximum
forward ight speed of the helicopter for a constant rotor rotation rate. As seen in Fig. 1.30, two nozzle
congurations were tested. The blowing at the leading edge of the airfoil (Fig. 1.30a) was effective in
increasing the maximum advance ratio, but the blowing at the mid-chord position (Fig. 1.30b) showed
no improvement in the stall boundary. Both the ight experiments and the wind experiments also
noted that with cyclic control of blowing (constant blowing only on the retreating side), that the same
increase in ight speed or maximum advance ratio could be achieved with around half the compressed
air required by constant blowing. These early experiments also demonstrated the similarity between
the ow control on a pitching airfoil and in ight. The method was not further pursued, probably
because advances in rotor design were able to increase the ight speed limits acceptably using passive
methods without requiring active ow control. Modern helicopters operating at high altitude and
thrust coefcient have renewed the interest in ow control by blowing, both as high frequency pulsed
blowing and constant blowing.
Recent investigations into uidic control devices (FCDs) on an airfoil have often been performed
with synthetic jet actuators (SJAs) in mind. These jets rely on a small plenum chamber from which
air is sucked in from the outside or ejected to the outside using a piston or diaphragm actuator, see
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Fig. 1.31. A high-frequency train of air pulses is used to create a chain of vortex rings which act on
the external ow This type of jet has zero mass ux (ZMF) when integrated over a cycle, and thus
only electrical power (no air) needs to be provided, but the total power which can be added to the
ow is much lower than for constant air jets. Synthetic jet actuators typically produce low subsonic
jet velocities and work similarly to vortex generators in that resonant frequencies of the boundary
layer are excited by the pulsation frequency. Investigators into ow control using blowing generally
assume that the effect of pulsed blowing or ZMF blowing and suction is similar to that for constant
blowing, but requiring less power and thus the constant blowing case is often used as a benchmark
for the comparison of injector congurations [107]. Despite this assumption it is far from clear that
pulsed blowing will perform in the same way as constant blowing for these jet congurations [26],
although since investigations into pulsed blowing have a much larger number of variables which can
be investigated, it is difcult to dene the operating condition where a pulsed jet system will perform
with maximum efciency. Experiments by Traub et al. using SJAs [117] showed that a similar positive
effect is achieved as with constant blowing, with an additional advantage attributed to the increased
resistance of the boundary layer to separation due to the amplication of turbulent frequencies by the
high frequency SJA injection. The same effect has also been noted for pulsed blowing from a high
pressure source (not ZMF), by Greenblatt and Wygnanski [44]. As seen in Fig. 1.32, dynamic stall
could be controlled by pulsed blowing from slots near the leading edge. Greenblatt and Wygnanski
investigated a range of pulsing reduced frequencies, and found good control of dynamic stall in the
range F+=0.6-1.4. Using constant blowing at the same mass ux as the pulsed blowing resulted in a
worsening of the dynamic stall behaviour compared to the case without blowing.
A number of ow control experiments have been performed using tangential blowing from slots
in the airfoil surface. Investigations on airfoils with static stall for airfoils in incompressible ow
[110] and on a generic ap [89] have shown pulsed blowing to be more effective than constant blow-
ing. Experiments using synthetic jet actuators with zero mass ux [117] showed that the control of
stall on a ramping airfoil could be achieved, with a saturation in effect around Cm=0.01. Greenblatt
and Wygnanski's experiments demonstrating dynamic stall control using pulsed blowing from a high
pressure source [44] with 0.001· Cm ·0.004 noted that at these blowing rates pulsed blowing was
more effective than constant blowing at the sameCm . Both of these studies investigated dynamic stall
with a small hysteresis and weak stall.
Figure 1.31: Left: Schematic diagram of a synthetic jet actuator Right: Schlieren image of a rectan-
gular synthetic jet. (from [40])
42 CHAPTER 1. INTRODUCTION
Figure 1.32: Results of dynamic stall control by high frequency pulsed and constant blowing, from
[44]
Figure 1.33: Air vortex generator geometries. (from [113])
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Figure 1.34: Results of dynamic stall control by high frequency pulsed blowing, from [113]
Singh et al. [113] used blowing from angled jets atM=0.13 and Re=1.1£106 on a pitching airfoil
(Figure 1.33). For the jets located at x/c=0.12 and spaced at y/c=0.1 along the span with the jet exit
pitched at f=30± and skewed at y=60±, they found that for constant blowing at Cm=0.008 there was
good control of dynamic stall. As shown in Fig. 1.34, the pitching moment peak was signicantly
decreased, without signicantly altering the lift hysteresis. An important result of tests such as this is
to show that it is possible to change the lift and pitching moment time histories independently of each
other, meaning that a separate optimisation of both values may be possible. As with other ow control
results, the dynamic stall control by Singh et al. delayed the onset of stall by around two degrees in
pitching angle of attack. Sensors which show this property are generally capable of suppressing stall
completely for motions where the maximum angle of attack exceeds the stall angle by less than the
amount which the actuators can delay the stall. Further experiments by the same group [112] found
that for the control of static stall that pulsed blowing at reduced pulsing frequencies of F+=0.7 and
F+=1.3, was as effective as constant blowing with around twice the average mass ux.
Weaver et al. [121] investigated the control of deep dynamic stall in water tunnel experiments on
a VR-7 airfoil. Control was by blowing through a tangential slot located at x/c=0.25. Figure 1.35
shows the change in the lift and pitching moment curves for a dynamic stall case by constant blowing.
The blowing rates are signicantly higher than for many other experiments investigating dynamic
stall control by pulsed blowing (a factor of 100 greater than Singh et al., for example), and the change
in the lift curves is signicant. For the case with maximum blowing, at Cm=0.566, the maximum lift
is increased by 40% over the case without blowing, and the stall is completely eliminated. Lower
blowing rates also resulted in a signicant reduction of the stall hysteresis, without completely elimi-
nating it. As seen in the pitching moment curves in Fig. 1.35, the pitching moment peak is eliminated
when stall is suppressed, but even when stall is not completely suppressed, the pitching moment peak
was reduced by 50%. Weaver et al.'s results were seen as the most promising for the control of deep
dynamic stall, and thus the blowing rates were scaled to compressible ow in the wind tunnel for the
design of the ow control experiment described in Chapter 4.
Weaver et al. [121] investigated a few points with pulsed blowing for lower blowing rates, and
compared the results to constant blowing, as seen in Fig. 1.36. They found that found that for their
conguration and points investigated, pulsed blowing was better than steady blowing withCm ·0.01,
but forCm ¸0.02, as required for the control of deep dynamic stall, steady blowing started to become
equal or better in effectiveness. In Fig. 1.36, Left, it can be seen that both the constant and pulsed
blowing increase the lift near maximum lift, after the kink in the lift curve which indicates the onset
of trailing edge stall, and both results reduce the hysteresis in lift. However the constant blowing
produces around twice the difference to the case without blowing as pulsed blowing at the same mass
ux. Similarly for the pitching moment in Fig. 1.36, Right, both pulsed and constant blowing reduce
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Figure 1.35: Results of dynamic stall control by constant blowing, from [121]
Figure 1.36: Results of dynamic stall control by constant and pulsed blowing, from [121]
the pitching moment peak, but the constant blowing has around twice the effect of pulsed blowing
at the same mass ux. Weaver et al. varied the pulsed blowing frequency between F+=0-2.7, with
pulsed blowing at F+=0.9 being the most effective. Thus for the experiments described in Chapter 4,
valves were designed which would allow pulsed blowing at F+=0.9. Weaver et al. also compared
their results with other ow control congurations investigated in the same water tunnel facility, as
shown in Figure 1.37.
Two recent experiments by the author [31, 32] (section 4.3) at M=0.3-0.5 showed control of deep
dynamic stall for constant blowing normal to the airfoil chord, through round portholes at 10% chord,
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Figure 1.37: Airfoil congurations for the reduction of dynamic stall (from [121])
with diameter 1% chord. These jets pass through the boundary layer and allow attached ow to pass
between the jets. Jet spacing along the airfoil breadth was varied from 6.7% chord to 20% chord.
Stall could be delayed, and when stall occurred, the negative effects could be signicantly reduced
by blowing. These experiments were based on design computations using constant blowing [34], and
the experimental results were at least qualitatively similar to the results of the design computations.
Results by Packard et al. with constant blowing through similar jets on a laminar NACA 643-618
airfoil [91] showed good control of static laminar separation near the trailing edge of the thick airfoil,
with maximum Cm approximately 0.005.
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1.5 Overview of topics in the cumulative habilitation thesis
This section provides a summary of the work presented in Chapters 2-4. The primary focus of this
habilitation thesis is the control of dynamic stall by blowing, presented in Chapter 4. Chapter 2
introduces the wind tunnel, and discusses the testing rig for producing quasi-2D dynamic stall in the
wind tunnel environment. Dynamic stall results are shown, and the effect of parameter variation on the
dynamic forces is discussed in detail. In Chapter 3, the effect of the wind tunnel testing environment
on the results is discussed in detail, as is the effect of rotation. The effect of the wall connection of
the airfoil and the three-dimensional ow on the quasi-2D model is analysed in detail, showing the
effects on the aerodynamic oweld, and on the forces. Finally, in Chapter 4, the design and testing
of a wind tunnel model to control dynamic stall by air jets is discussed in detail. A new numerical
method for the design of actuators for dynamic stall control is demonstrated and veried, and the
results are shown for a variety of parameter variation, including Mach number, Reynolds number,
airfoil pitching amplitude and frequency, and jet pressure and pulsing rate.
In each chapter, numerical and experimental results are presented which illustrate the effects being
investigated. These are supported by the text and illustrations from the papers used in this cumulative
habilitation thesis, as noted in the text.
The wind tunnel and pitching motion rig
The DNW-TWG is a closed-test section wind tunnel with a closed cycle. The wind tunnel is
powered by a 12MW axial compressor, and the ow is cooled by a water-lled heat exchanger in the
plenum. The ow downstream of the heat exchanger is straightened using a honeycomb system, and
then the large vortices are reduced using a system of sieves. A 16:1 nozzle is used to accelerate the
ow to the test section, and three exchangeable test sections are available. A perforated test section
is used for three-dimensional models or transonic testing, and can be used from Mach 0.3 to 1.2,
with suction of the ow through the walls by an additional 3MW compressor. In this test section, the
models can be mounted either using a rear sting or from the side-walls, depending on the conguration
desired. A Laval test section is additionally available for supersonic testing between Mach 1.2 and
2.4, for sting-mounted models.
For two-dimensional airfoil testing, the adaptive-wall test section is used. Here the upper and
lower walls of the wind tunnel are deformed to compensate for the blockage of the model and the
bending of the streamlines. The result is that for two-dimensional airfoils at static angle of attack, the
primary wind tunnel interference effect is the sidewall interference from the interaction between the
airfoil and the wind tunnel boundary layer. Dynamic two-dimensional airfoil testing is achieved by
using a hydraulic pitching motion rig which pitches the airfoil sinusoidally around its quarter-chord
axis. A PID controller is used to force the pitching rig to follow a dened motion, which is generally
sinusoidal, but can be set to arbitrary movements. For these tests the wind tunnel walls are adapted to
the ow at the airfoil mean angle of attack, and remain unchanged during the dynamic testing.
The Mach number is set by a sonic throat downstream of the test section, and for cases with static
aerodynamics can be set to better than 0.001 accuracy in the Mach number. The Reynolds number is
set by varying the pressure in the wind tunnel by the application of vacuum down to P0=0.3 bar, or
pressure up to 1.4 bar. The working uid is atmospheric air which is dried using a silica gel drying
system.
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Effect of the nite wing and rotation
A helicopter rotor differs from a two-dimensional airfoil both in its nite length and in its rotation,
ignoring the interaction effects with preceding rotor blades which become important for some specic
ight conditions. These effects were investigated numerically for a pitching three-dimensional nite
wing to assess the effect on the forces produced by dynamic stall. The tip vortices caused by the
nite wing cause a reduction in the lift on the nite wing centerline compared to the two-dimensional
airfoil, and result in a reduction in the strength of the dynamic stall vortex produced. The shorter
the nite wing, the stronger this effect. The three-dimensional wing also results in a weaker and
less concentrated dynamic stall vortex, which causes less lift overshoot than in the two-dimensional
case. When the same nite wing is rotated, the effect is to further reduce the strength of the vortices
and the pitching moment peak over the nonrotating three-dimensional test case. The dynamic stall
vortex weakens much faster than in the nonrotating case, and this results in a similar lift history to
the nonrotating case, although the pitching moment is much less than in the nonrotating case. The
varying pressure distribution over the length of the blade, caused by the varying Mach number under
rotation causes a jet toward the blade tip in the boundary layer on the suction side of the rotor blade.
On the suction side of the rotor blade, the higher Mach numbers nearer the rotor blade tip cause lower
pressures, and this gradient causes an acceleration of the ow on the suction side towards the blade
tip. On the pressure side of the rotor blade, the higher Mach numbers nearer the rotor blade tip cause
higher pressures, and the ow is accelerated towards the blade root. Both the pressure gradient and
the jet strength are much stronger on the suction side than on the pressure side.
Wind tunnel interference
The classical wind tunnel interference effects can be grouped into blockage, downwash and gra-
dient effects. Gradient effects are due to a non-constant Mach number or pressure along the model
of interest, and are manifested most strongly as a correction to the drag, for sting-mounted models
without control surfaces, or as a change in the effectiveness of the control surfaces, when these are
present. Equally, the blockage in the test section due to boundary layer growth on the wind tunnel
walls can cause a gradient effect for other mounting systems. For airfoil testing at subsonic Mach
numbers, the gradient effects can generally be neglected for adaptive-wall test sections, as used for
the experiments here.
The blockage effect of a model is to raise the local Mach number, increasing lift at a given angle
of attack. The effect is difcult to separate from other effects which cause a change in circulation,
including sidewall interference and the downwash effect, but estimates of the magnitude can be easily
gained by a one-dimensional analysis of the area change at the model. The downwash effect appears
when the downwash produced by the wake of a model strikes the wind tunnel wall and is diverted up-
ward. This causes a reduction in the lift which can be estimated by two-dimensional potential theory
and is linear with the lift and model planform area. Both of these effects can be signicantly reduced
by using an adaptive-wall test section with the walls adapted to follow the freestream streamlines.
Although the gradient, blockage and downwash effects can be signicantly reduced by adaptive
wall test sections, this applies only to airfoils at static angle of attack. For dynamic tests the wind
tunnel walls are adapted to the ow at the airfoil mean angle of attack, and do not compensate either
the effects of higher or lower lift. Additionally, the dynamic blockage of the dynamic stall vortex
cannot be compensated for. The exact amount of this interference effect is not well characterised, but
tests with different wall contours (for example, adapted to other angles of attack), have shown that the
force peaks are relatively unaffected by the selection of the wall contour, meaning that comparisons of
different airfoils or ow control settings in the same wind tunnel will be valid. A dynamic correction
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of the wind tunnel data is not undertaken.
The nal effect, which cannot be well compensated by the adaptive wall test section, is the side-
wall effect which is caused by the interaction between the airfoil and the wind tunnel wall. This causes
a strongly three-dimensional ow on the airfoil near the wind tunnel walls, which causes a reduction
in the effective angle of attack on the midline of the wind tunnel. Statically, a wind tunnel correction
based on the measured lift can compensate the interference well, but for the unsteady pitching airfoil
no correction method is currently available. The difference between the sidewall effect with and with-
out a gap between the airfoil and the wall is investigated numerically with comparison to experiment
in Chapter 3, and shown to be locally signicant, but not detectable on the airfoil midline for an airfoil
at static angle of attack.
Two dimensional dynamic stall
Quasi-two dimensional dynamic stall on an airfoil model in the wind tunnel is characterised by
having a single set of values on the airfoil midline which can be evaluated. Further, phase-averaging
the data simplies the results, so that for each test point a single loop in lift (CL) and pitching moment
(CM) against angle of attack (a) can be plotted, and together with an analysis of the phase-averaged
pressure distributions, this allows a relatively simple understanding of the production of forces and
moments. The drag (CD) is generally not plotted, since for most cases it is inversely proportional
to CM. Three airfoils are compared in Chapter 2, with the EDI-M109 and OA209 airfoils exhibiting
leading edge dynamic stall and the EDI-M112 airfoil exhibiting trailing edge stall at M=0.3 and
0.4 and both airfoils showing shock-induced dynamic stall at M=0.5. The slower stall produced by
trailing edge stall produces lower pitching moment peaks and less lift hysteresis than comparable
leading edge stall cases.
It could be noted in Chapter 4 by the comparison with experiments using forced transition by
roughness elements on the surface that the effect of boundary layer transition on the separation for
an OA209 airfoil was minimal. This can be explained by noting that the transition point of the
suction surface moves forward with increasing angle of attack, reaching the leading edge of the airfoil
signicantly before the onset of dynamic stall. Dynamic stall is then initiated on parts of the suction
side of the airfoil with fully turbulent ow, and is thus insensitive to the transition behaviour of the
airfoil selected.
Increasing frequency and amplitude both result in the production of stronger dynamic stall vor-
tices, as does increasing the maximum angle of attack reached during the pitching cycle. For the
EDI-M109 airfoil, pitching at low frequency caused trailing edge stall, which changed to leading
edge stall as the frequency was increased. Using a non-sinusoidal forcing motion resulted in a change
in the dynamic stall only if the pitching rate at the moment of stall was different than for the sinusoidal
pitching motion, which means that if the pitching rate at stall is known for a helicopter with elastic
blades, then the effect should be well modelled by a stiff sinusoidally pitching airfoil. It was noted
that the newer EDI-series airfoils have much better performance than the older OA209 airfoil.
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Design of the wind tunnel model
A quasi-2D airfoil model for the investigation of dynamic stall control with jets was designed
numerically, and the design process and results are shown in Chapter 4. Three-dimensional jet cong-
urations including slots and skewed and inclined porthole jets were tested using a three-dimensional
numerical domain of 20% chord width, with periodic boundary conditions. The numerical cost of
performing three-dimensional unsteady numerical computations for a large number of congurations
was prohibitive, so a new method using static computations was used to identify a small number of
promising candidates which were then investigated using the more costly unsteady computations. It
was shown that jet congurations which best increased the lift after stall in a static computation would
also be best against dynamic stall. Further, the jet congurations divided into three groups, and were
evaluated for their ability to reattach the ow by blowing along the airfoil, to anchor the separation
position, to delay the separation and to slow the passage of the dynamic stall vortex over the surface
of the airfoil. Additionally, the ability of the jets to break up the two-dimensional dynamic stall vortex
into smaller three-dimensional structures was investigated. Each of these had been identied as an
important effect to achieve by an analysis of the literature. Target blowing rates for the control of
deep dynamic stall were scaled to compressible ow from low-speed experiments in the literature, as
were frequencies for ow control by pulsed blowing.
In a nal step, three jet congurations were evaluated using unsteady CFD against the reference
airfoil without ow control for their ability to control dynamic stall using practical amounts of pres-
surised air. A 50 bar pressure source with limited ow rate was available for the experiment, and
the potential congurations were evaluated against pressures and ow rates which were practically
achievable. Each of the three jet congurations was found to provide a roughly equivalent amount of
stall control, and the nal conguration was chosen since it had the minimum change in the airfoil
contour, meaning that the airfoil with the jets turned off could be used as a reference test case. This
was important since any wind tunnel interference effects could thus be regarded as approximately
equal in each pair of results with and without ow control to be investigated.
The wind tunnel airfoil model was comparable to the earlier EDI-M109 model, using a similar
aluminium and carbon-bre construction, and the structure was made to be as stiff as possible. The
airfoil was instrumented with pressure sensors, accelerometers and temperature sensors. The wind
tunnel model was built to include an air supply system with an internal pressure reducer from the high-
pressure feed line, and air jet had its own individual valve. The valves were a special development
which allowed fast switching at high pressure, in a small enough space to be installed in the wind
tunnel model. Since the carbon-bre shell of the airfoil model was glued shut, the valves needed to
be very reliable, since they could not be repaired in the case of failure. By switching the valves in
different groups the jet spacing could be investigated, and by turning the valves on and off rapidly,
the effect of pulsing the jets at high frequency compared to constant blowing could be investigated.
Testing of the wind tunnel model
The testing of the wind tunnel model was done in two wind tunnel entries, and the ow control
was tested over a range of parameters. The effect of Mach number and Reynolds number on both
the dynamic stall and dynamic stall control were evaluated, as were pitching parameters including the
mean angle of attack, amplitude and frequency. For cases where the maximum angle of the airfoil was
only a few degrees above the dynamic stall angle, the stall could be completely suppressed by using
an appropriate amount of constant blowing. For higher maximum angles, the pitching force could
be signicantly reduced, but the airfoil still stalled. In general, the stronger the pitching moment
peak the stronger the (percentage) reduction in the pitching moment peak by using ow control, with
50 CHAPTER 1. INTRODUCTION
higher frequency and higher amplitude leading to more reduction in the pitching moment peak. When
the airfoil stalled with ow control, residual pitching moment peaks remained which could not be
further reduced by the application of blowing. It was shown that with increasing blowing pressure the
pitching moment peak reduced, reached a minimum, and then increased again, leading to an optimum
in the blowing pressure. In all cases without shocks in the ow the lift was relatively unaffected by
the application of ow control, except that the hysteresis was reduced and the lift in the fully stalled
ow was signicantly increased. The stall was delayed by around 2±, and the time taken to stall was
much longer than without ow control. This was partially due to the ow control causing a change in
the stall behaviour of the airfoil from leading edge stall to trailing edge stall.
Although the dynamic stall behaviour was different, the ow control worked similarly well for
cases with leading edge stall and for shock-induced stall, although for cases with shock-induced stall,
blowing into the supersonic region of ow in the suction side resulted in a signicant reduction in lift
for attached ow before stall. Analyses of the aerodynamic damping showed that although the ow
control reduced the positive aerodynamic damping, enough margin was left to be uncritical. Using
an assumption of a perfect constant-temperature compressor, an analysis was made of the energy
balance of the airfoil with and without blowing. It was found that using the jets always resulted in a
higher total energy consumption on all parts of the pitching cycle, even though the drag of the airfoil
was signicantly reduced. A comparison between the numerical design and the experimental results
showed that the CFD predicted a signicantly more effective ow control for the amount of air used,
but that the qualitative effect of constant blowing on the ow was captured.
Pulsed blowing
Pulsed blowing was investigated both at frequencies much higher than the pitching frequency,
and at the pitching frequency. The valves could be pulsed at up to 500Hz for high-frequency ow
control. For high-frequency pulsed blowing some other authors had found that it was as effective
as constant blowing with more than twice the mass ux, and others had found it to be less effective
than constant blowing. Unfortunately, for the pulsing frequencies which could be achieved with the
valves installed, the performance of the pulsed blowing on the wind tunnel model and test cases
investigated was always worse than for constant blowing with the same mass ux. To achieve faster
switching, the valves would have to be smaller, and mounted closer to the surface of the airfoil, since
the establishment of the ow between the valve and the outer surface of the model took a signicant
time. This is a difcult technical challenge with the high pressures used, and the valves installed in the
wind tunnel model were already unavailable commercially, and had to be developed specially for this
wind tunnel model. An additional disadvantage of pulsed blowing is the additional vibration added
to the model, with peak-to-peak vibrations of around 75% of the mean lift. The additional energy
required by the valves was not otherwise analysed, but was around 2 kW for the one meter of airfoil
tested, meaning that it was around 5% of the energy required to provide the compressed air.
Technically easier is pulsed blowing at the pitching frequency of the model. In this ow control
case, the jets are turned on with constant blowing only at high angle of attack where separated ow
is expected. Unfortunately at low pulsing frequencies the ow-through pressure reducer included in
the wind tunnel model had a signicant increase in pressure during the time when the valves were
closed, which meant that a constant feed pressure could not be achieved. Experimental and numerical
testing with pulsed blowing at the pitching frequency showed a clean change between the blowing
and non-blowing states when the valves were switched, with minimal transients, indicating that this
is a method by which the energy budget for ow control by blowing can easily be halved. This type
of control of the blowing was already own on a helicopter in the 1950s, although the analysis at that
time was not capable of fully analysing the aerodynamics.
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Three-dimensional dynamic stall on the two-dimensional model
An investigation of the three-dimensional effects of dynamic stall on the two-dimensional airfoil
showed that signicant differences to the nominally two-dimensional dynamic stall could be seen.
A numerical analysis of the three-dimensional stall showed that the two-dimensional assumption in
the integration of the experimental lift from a line of pressure transducers on the model centerline
showed a signicant discretisation error (up to 8%) for some cases using the jet blowing. An analysis
of the pressure eld on the surface of the airfoil using pressure sensitive paint (PSP) showed that
this was primarily due to the positioning of a single pressure sensor near the jets. Further analysis
of the PSP measurements showed that the ow elds of the air jets joined to form a wall which the
dynamic stall vortex could not easily pass, resulting in a slowing of the vortex passage. The PSP
measurements further showed that the three-dimensionality of the ow caused by the ow control jets
was a maximum just before stall, and after stall a relatively two-dimensional ow eld was produced.
Similarly to the effect of a nite wing, the dynamic stall vortex in the wind tunnel was shown to
develop an increasingly bowed form as it moved downstream, with the dynamic stall vortex near the
wind tunnel walls remaining anchored to the leading edge of the airfoil at the join between the airfoil
and the wind tunnel wall. The three dimensional shape was visualised using PSP and veried by an
array of pressure transducers on the surface of the wind tunnel model. The three-dimensional shape
of the stall was seen where a dynamic stall vortex was formed, but where shock-induced stall was
seen, only the separation under the shock foot was seen to have a slight three-dimensional shape, and
otherwise the ow was uniform over the central portion of the airfoil.
Conclusions
The investigations of dynamic stall in this habilitation thesis show how the ight envelope of a
helicopter can be extended to higher ight speeds, greater take-off weights, better maneuverability and
higher service ceiling. In addition, the new understanding of dynamic stall will assist the development
of more efcient passive and dynamic methods for the alleviation of dynamic stall.
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Chapter 2
Pitching airfoil experiments
The pitching airfoil experiments described in this document all use a similar set-up and are all per-
formed in the adaptive-wall test section of the DNW-TWG wind tunnel in Go¨ttingen. This section
describes the basic setup of the experiments and wind tunnel, as well as some example results for
airfoils without dynamic stall control.
2.1 Description of the experimental arrangement
The experimental arrangement consists of the wind tunnel, model support and airfoil model. The
instrumentation, data acquisition and data analysis are described for the general test case.
2.1.1 DNW-TWG with adaptive-wall test section
The German-DutchWind Tunnel Association's Transonic Wind Tunnel Go¨ttingen (DNW-TWG) with
the 1m x 1m adaptive wall test section is a Go¨ttingen-type closed circuit wind tunnel which can
produce ow with 0.3·M·1.0 and 30 kPa· P0·140 kPa, with a turbulence level of 0.07% atM=0.5
and 0.05% at M=0.3 (Figure 2.1). The adaptive test section has exible top and bottom walls which
can be driven to a shape computed to minimise the wall interference velocity. The ow angularity is
set by the error in wall adaptation and is ·0.01±. For dynamically pitching experiments, the adaptive
test section walls are statically adapted at the model mean angle of attack.
When the adaptive test section in the TWG is empty, the top and bottom walls need to diverge
in order to keep the Mach number constant along the test-section and compensate for the boundary
layer growth on all four side-walls. Since the boundary layer also grows on the static side-walls, the
center plane of the tunnel has a ow divergence, characterised by half the physical divergence of the
top wall. The top wall divergence to account for the turbulent boundary layer of the empty test section
in the TWG is 2.8mm/m or a divergence of 0.080± at 0.5m from the centerline [13].
The DNW-TWG has an automatic feedback controller for Mach number (M), total pressure (P0)
and total temperature (T0), so that these are kept constant over the test period. The wind tunnel can be
operated constantly over periods of 12 hours or more, if required, but model access is over a plenum
which is normally at the freestream pressure (P¥), so stopping and venting the tunnel is necessary for
any manual model adjustments.
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Figure 2.1: Transonic Wind tunnel Go¨ttingen (TWG). Source: DNW
2.1.2 Pitching motion test stand
Figure 2.2: The pitching motion device, dismounted
from the DNW-TWG.
The pitching motion test stand (NVS) is an
addition to the DNW-TWG, operated by the
Institute of Aeroelasticity in Go¨ttingen. As
seen in Figure 2.2, the NVS is a U-shaped
structure which wraps around the adaptive-
wall test section. The model is driven by
two hydraulic motors, one on each side of
the tunnel. The drives are essentially iden-
tical, and Figure 2.3 shows the drive on the
east side of the tunnel, where ow is from
left to right in this picture. Each hydraulic
motor is switched by a fast-acting solenoid
in a control loop where the angle of attack
for the motor is monitored by a potentiome-
ter. The drive shaft is decoupled for small
misalignments of the shaft and motor by a
bellows. A safety clamp is available to limit the maximum and minimum angles of attack of the
model, and this can be adjusted to completely clamp the shaft while the model is being worked on.
The aerodynamic loads are borne by a bearing around the drive shaft and the lift, drag and pitching
moment on the model are measured by a force balance. The force balance is to ensure that the model
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Figure 2.3: The eastern drive shaft and hydraulic motor.
does not exceed the design loads, and its measurements include the parts of the model affected by the
wind tunnel wall boundary layer, thus the integrated forces from the pressure sensors on the model
midline are preferred for the measurement of lift and pitching moment.
The angle of attack of the model is simultaneously measured by sensors in the hydraulic motors,
which are used for the PID controller, and by laser distance meters mounted outside the test section.
Four laser distance meters are used, two on each side of the wind tunnel, and on each side one
upstream and one downstream of the model axis. The distance is measured to a straight beam which
pitches with the airfoil. The laser distance meter measurements are calibrated with an inclinometer
and the four measurements of angle of attack are averaged to remove noise and torsion effects.
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2.1.3 Wind tunnel airfoil model
The wind tunnel airfoils are carbon ber models (Fig. 2.4), with chord length c=0.300m and breadth
b=0.997m (aspect ratio 3.3). The models are constructed of two carbon-ber half-shells, one for the
upper side and one for the lower side, around an internal spar system, which depends on the airfoil
loading requirements. The instrumentation is installed inside the hollow space of the model, and then
the shells are glued together and the aerodynamic surface is nished. The attachment to the pitching
motion test stand is over metal feet, which can be bolted to the drive shafts.
When the model is mounted in the wind tunnel (Figure 2.5), a 1.5mm gap remains between the
model and sidewall, as also seen in Figure 2.6, and this is not further sealed. The effects of this 1.5mm
gap are important, as described further in Chapter 3. Investigations in section 3.1 have showed that the
region of uniform ow in the middle of the model has a width of 0.75m, or 1.25 chords on either side
of the centerline. Due to the pressure difference between the plenum chamber and the test section,
the gaps between the drive shafts and the test section wall are sealed with thin steel plates (Figure 2.6,
Left).
Loads are computed by CFD for expected steady and unsteady ow conditions and applied to the
model over an FEM solver in the design stage. The design target is that the airfoil sections will deform
less than 0.1mm in the worst case, although a heave of the airfoil is allowed, and sometimes the test
matrix is expanded to include some test points with higher deformation. Maximum vertical loads
are usually of the order of 7000N, and maximum heave movements of around 2mm are unavoidable
Figure 2.4: OA209-FCD model Figure 2.5: The OA209-FCD model installed
in the adaptive-wall test section of the DNW-
TWG.
Figure 2.6: Left: Drive shaft sealing, Right: Gap between the model and the wind tunnel side wall.
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under these loads. Before installation, the models are statically balanced around the drive shaft using
offset weights (See Fig. 2.3), and the test conditions are limited by the maximum normal force safe
to apply to the model (computed by the FEM analysis), and the maximum torsional force of the drive
system (approx. 600Nm)
The airfoils are instrumented with pressure sensors (Kulite type XCQ-093), from which the dy-
namic lift, drag and pitching moment can be integrated, and accelerometers to monitor potential
vibration, utter and resonance conditions which could exceed the designed tolerances. Additionally,
the airfoils are mounted on a 3-component balance (Lift, drag and pitching moment) which is mainly
used for model monitoring. The balance shows a systematic error of around 20% in comparison to
the integrated pressures on the centerline, due to the measurement of the parts of the airfoil which are
inside the wind tunnel boundary layers.
Figure 2.7: The wake rake.
Behind the model in Figure 2.5 is a wake rake
equipped with static pressure probes. It is positioned
two model chords downstream of the model trailing
edge and consists of a row of total pressure probes and
a number of static pressure sensors. This allows the
drag coefcient to be computed from the model wake
for static angles of attack. The wake rake does not de-
liver time-resolved data and so is not used for points
where the angle of attack was dynamically varied. The
wake rake (Figure 2.7) is used to measure the drag of
the model by a measurement of the total pressure loss
in the model wake. In contrast to the drag measure-
ment by the pressure sensor integration, the wake rake
measurement includes the viscous drag, and is thus
essential for performance measurements on airfoils at
low angle of attack. Both the measured Pitot prole
and the integral drag measurement are available to the
experimenter. The wake rake can be driven in the ver-
tical direction, but not in the horizontal direction, and
thus the wake can only be measured on the centerline
of the model.
The wake prole is stored, and the drag is com-
puted automatically according to:
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In addition, the pressure on the centerline of the walls is measured by a steady measurement
system for the computation of the wall contours, and by an additional unsteady pressure measurement
system. For airfoil measurements, the pressures on the side-wall of the test section are typically
measured in three sections on the midline and above and below the airfoil on the one side-wall. All
of these data and the wall positions are available to the experimenter.
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Figure 2.8: Left: Typical lift and pitching moment from a 2D numerical computation of dynamic stall
on a rotor airfoil. Right: Example pressure distributions during a pitching cycle
2.1.4 Pressure sensor positioning 1
At dynamic stall conditions on rotor blade airfoils, separated ow creates a dynamic stall vortex,
which causes a lift peak as it forms, and then a rapid drop in lift and a negative spike in pitching
moment as it swims off from the airfoil, with a typical dynamic numerical result in Fig. 2.8, Left. In
wind tunnel experiments where dynamic stall is produced, a much wider variety of pressure distribu-
tions are produced than for static attached ow at the same Mach number, as shown in Fig. 2.8, Right,
particularly since the vortex shedding seen during the dynamic stall process produces large pressure
gradients around the mid and trailing part of the airfoil. A ring of pressure sensors are positioned
around the model midline and integrated to nd the dynamic lift, drag and pitching moment of the
airfoil, and the limited number of discrete sensor positions mean that the computation of these forces
will always be subject to a discretisation error. The pressure sensor positions must then be optimised
to have a low discretisation error for a wide range of pressure distributions.
Time-accurate and static computations with high spatial resolution using the DLR-TAU solver in
RANS and URANS modes are used to develop an optimised distribution of the pressure sensors for
a new airfoil model. Static polars between Mach 0.3 and 0.8 are used, as well as dynamic pitching
motion at the SIMCOS DS2 test condition (M=0.31, Re=1.16e6, a=12.87§7.13±, (w¤=0.101)), so
that the pressure sensor positions are optimised for a large number of pressure distributions. The
accuracy in lift, drag and pitching moment is evaluated for each test point for different distributions
of the pressure sensors, and a layout of the pressure sensors is found which reduces the error in lift,
drag and pitching moment below 1% full scale.
The pressure distributions from CFD solutions for static polars and for dynamic stall are required
as an input. The lift, drag and pitching moment are integrated from the CP distributions, and these
are used as reference values. Finally, for each distribution of the pressure sensors, the data is reduced
to only the sensor positions and re-integrated using the same algorithms. The difference between the
two solutions is then the absolute error.
Figure 2.9 shows the results of absolute error for lift and pitching moment at constant angle of
attack, for static polars at Mach 0.3, 0.4, 0.5, 0.6, 0.7 and 0.8. As expected, the absolute error in
both lift and pitching moment increases over each polar (although the relative error remains relatively
constant), and then falls as the next polar begins. As can be seen, a signicant reduction in the absolute
1Text and illustrations in this section are taken from [29]: A.D. Gardner, K. Richter, Optimised pressure sensor
positioning on a rotor blade airfoil model for dynamic stall experiments, STAB Mitteilung, 2012.
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Figure 2.9: Absolute errors due to the sensor discretisation for static polars Left: Lift, Right: Pitching
moment
Figure 2.10: Absolute errors due to the sensor discretisation for dynamic pitching at M=0.31,
Re=1.16e6, a=12.87§7.13±, (w¤=0.101) Left: Lift, Right: Pitching moment
error in lift and pitching motion is possible by the optimisation of the sensor positions and increasing
the number of sensors. Sensor distribution 1 has 44 sensors, sensor distribution 2 has 48 sensors,
and sensor distributions 3 and 4 both have 50 sensors. It should be emphasised that by historical
standards, 44 dynamic sensors in a single section is a large number, but for the distribution tested, a
systematic error of up to 3% was noted in the lift. The systematic optimisation reduced the maximum
error to under 1%, with most test cases having signicantly less error. For the dynamic stall test
case (Figure 2.10), the improvement is even more marked, and particularly the systematic error in the
pitching moment around dynamic stall could be signicantly reduced.
2.1.5 Data analysis
Data is acquired using a Dewetron digital data recorder, and all channels are acquired with the same
time-scale. The data recorder is timed so that the sampling rate is xed to the airfoil pitching rate, and
1024 samples are acquired per period (i.e. 6144Hz for pitching at 6Hz). To allow the convergence of
averaging, 160 periods of data are acquired, for a total measurement time which varies with the airfoil
pitching rate (27 seconds for 6Hz pitching). After the data has been acquired, it is archived together
with all of the wind tunnel data including wall shape and ow conditions.
Each of the data points is typically phase-averaged for a mean and standard deviation of CP, CL,
CD and CM. The mean is used for comparison with CFD and between different measurement points,
and the standard deviation gives a measure of the cycle-to-cycle variation. Cycle-to-cycle variations
come from structural vibrations and turbulence or separated ow. Thus for each angle of attack on
the upstroke and each on the downstroke a pressure distribution and set of forces is available.
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The repeatability of nominally identical points measured on different days can be used as a sub-
stitute for error. For simple models with attached ow the repeatability of CL and CLp is better than
1%, and the repeatability of CD, CM, CDp and CMp is within 3% for nominally identical test points.
For ow control with strongly 3D ow, the repeatability is worse, and the systematic discretisation
errors increase.
The systematic errors due to the wind tunnel blockage and sidewall effect can be corrected for
steady tests. In this case, the angle of attack is corrected and CL and CD are only slightly corrected
due to the change in angle of attack (so that the lift/drag ratio remains essentially unchanged). For
unsteady pitching, no reliable correction method for the wind tunnel effects is known, and the data
is mainly analysed in an uncorrected form. Due to the setting of the adaptive walls at mean angle of
attack the dynamic correction is mainly due to 3D sidewall effects, and can be analysed by computa-
tions of the 3D pitching airfoil in the wind tunnel, although due to the computational cost this is not
usually undertaken.
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2.2 Dynamic stall results2
Investigation of dynamic stall on different airfoils yields a large number of new results, particularly as
the quality of data improves. Improvements in airfoil design mean that the drag is reduced, as the lift
and drag divergence Mach number are increased. Investigating dynamic stall provides insights about
the best methods of designing new airfoils, and about options for the control of dynamic stall
This section includes results taken in the DNW-TWG on the airfoils EDI-M109, a modern laminar
airfoil with chord to thickness ratio of 9%, EDI-M112 an airfoil of the same family with a thickness
ratio of 12%, and the OA209, an older helicopter airfoil with a chord to thickness ratio of 9%. Each
of these airfoils performs differently under dynamic stall and the differences are illustrative of the
decisions which occur in an airfoil design program.
The design of helicopter airfoils has changed in recent years to rely more strongly on numerical
prediction of both the dynamic and static properties of potential airfoil designs. Due to problems with
the accuracy of prediction models for the dynamic properties of airfoils, and in particular for dynamic
stall, experimental investigations are still required to assess the dynamic performance of airfoils. As
part of the German Luftfahrtforschungsprogramm (LuFo IV), the German Aerospace Center, Uni-
versity of Stuttgart and Eurocopter Deutschland had a cooperation (INROS) to design and evaluate
new helicopter airfoils with good static characteristics and acceptable dynamic stall characteristics
(see also [61]). Two new airfoils were designed for a helicopter main rotor with maximum thickness
da/c=9% and da/c=12%, designated EDI-M109 and EDI-M112 respectively. The use of unsteady cri-
teria for the design is described by Klein et al. [59]. This section investigates selected experimental
results illustrating the dynamic performance of the new airfoils.
2.2.1 Experimental arrangement
Figure 2.11: The EDI-M112 airfoil model installed
in the test section of the DNW-TWG wind tunnel.
Carbon ber models with a chord length
c=0.300m and a breadth b=0.997m were
produced for the 1m x 1m adaptive wall
test section of the DNW-TWG. The adap-
tive test section has exible top and bottom
walls which can be adapted to minimise the
interference velocities at the wall at the mean
angle of attack of the model. The mod-
els are mounted horizontally in the test sec-
tion, as seen in Fig. 2.11, and are driven
with pitch-oscillations from shafts through
the side-walls attached at the quarter-chord
point. Hydraulic motors drive the model
from both sides and are located outside the
test section. The model could be driven in
a Da=20± range without opening the tunnel,
and mean angular velocities a 0·200±/sec could be used with sinusoidal movement. The models were
each tted with a line of 48 Kulite unsteady pressure sensors (type XCQ-093), at an angle of 10± to
the oncoming ow, near the centerline. The sensors were situated so as to guarantee a maximum
discretisation error of 1% in lift, pressure-drag and pitching moment computed from the pressure taps
during static measurements and dynamic stall. The discretisation error was estimated in the design
2Text and illustrations in this section are taken from [30]: Gardner, A.D., Richter, K., Mai, H., Altmikus, A.R.M.,
Klein, A. and Rohardt, C.-H., Experimental investigation of dynamic stall performance for the EDI-M109 and EDI-
M112 airfoils, Journal of the American Helicopter Society, Volume 58, Number 1, 2013. DOI:10.4050/JAHS.58.012005
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phase by comparing discretised and non-discretised data for a given pressure sensor distribution using
around 2000 computed dynamic and static pressure distributions for each airfoil. The angle of attack
was measured using four high-frequency laser range nders on beams attached to each end of the
model. A phase-locked data acquisition system, sampled each sensor with 1024 points per period for
160 periods.
The dynamic test points were produced for two classes of points, both with sinusoidal pitching
motion about a mean angle: a = a+a§ sin(2p f t) at M 2[0.3, 0.4, 0.5] and with Reynolds numbers
4£106 · Re=M ·7£106. Points were taken with large amplitudes 4± · a§ ·10± and low frequency
3.3Hz· f ·6.6Hz, to generate dynamic stall matching the main rotor rotation rate. A listing of
the dynamic stall points used in this section is in Table 2.1. In addition, points with low amplitude
0.5± · a§ ·2± and high frequency 13Hz· f ·45Hz were tested to produce data for the damping
criterion [69] for dynamic stall strength.
The experimental data for the EDI-M109, EDI-M112 and OA209 is presented with angle of attack
uncorrected for wind tunnel effects, geometry changes in the model compared to the nominal airfoil
or other effects. It should be noted that the experimental OA209 geometry used was built in the design
shape (with rotation and trailing edge from the optimisation process) rather than the industrial shape
(with shape modied by the manufacturing constraints). The EDI-M109 and EDI-M112 models were
operated at up to M=0.8 and Re=5.8£106, such that under the maximum load case the airfoil has a
maximum contour deformation of 0.15mm.
2.2.2 Data averaging
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Figure 2.12: Comparison between instantaneous and
phase-averaged data for the EDI-M109 airfoil at
M=0.3, Re=1.8£106, f=6.6Hz, a=12§7±.
Variables were phase averaged over 160 cy-
cles of 1024 points to get a mean and stan-
dard deviation for each point on the cycle.
The standard deviation in a , sa · 0:05±,
and so is not plotted. Additionally, the mean
liftCL, mean dragCD and mean pitching mo-
ment CM over a cycle were taken for each
dynamic point by averaging the data over
all cycles. The peak lift CLp , peak drag
CDp and peak pitching moment CMp were
found by analysing the phase-averaged data
and nding the maximum value for lift and
drag or the minimum value for pitching mo-
ment. The repeatability of CL and CLp was
better than 1%, and the repeatability of CD,
CM, CDp and CMp was within 3% for test
points which were nominally identical. Fig-
ure 2.12 illustrates the differences between
the instantaneous and phase-averaged data. Over a large number of periods, the stochastic vortex
shedding after stall is well averaged, and the standard deviation on the phase averaged data gives an
indication of the cycle-to-cycle variation of the ow at that angle of attack. The standard deviation of
the phase-averaged data is shown for every 16th point on all gures.
The damping coefcient D gives an indication of whether a negative damping will be too large
to be counteracted by the structural damping and is computed from the theoretical and measured
values of the aerodynamic damping [69]: D = [¡H CM da(a§)2p3c f ]=[2v¥], where D=1 for small
oscillations with attached ow. This analysis was performed for each dynamic point measured, using
the uniform INROS analysis code shared by ECD, ONERA, University of Stuttgart and DLR. The
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Table 2.1: Dynamic airfoil data.
a a§ CLp CL CMp f a 0 w¤
[±] [±] [-] [-] [-] [Hz] [±/s] [-]
EDI-M109 at M=0.3, Re=1.2£106
13 7 1.66 1.07 -0.27 5.6 157 0.10
EDI-M109 at M=0.3, Re=1.8£106
10 4 1.50 1.12 -0.12 6.6 106 0.12
10 5 1.57 1.05 -0.22 6.6 132 0.12
10 6 1.65 0.99 -0.25 6.6 158 0.12
10 7 1.68 0.95 -0.28 6.6 185 0.12
11 7 1.59 0.99 -0.21 3.3 92 0.06
11 7 1.64 0.97 -0.26 5.0 140 0.09
11 7 1.69 0.99 -0.29 6.6 185 0.12
12 4 1.59 1.15 -0.23 6.6 106 0.12
12 7 1.69 1.05 -0.30 6.6 185 0.12
EDI-M109 at M=0.3, Re=1.8£106 - Dual
12 7 1.70 1.06 -0.31 6.6 185 0.12
EDI-M109 at M=0.4, Re=2.4£106
10 4 1.47 1.13 -0.12 6.6 106 0.09
10 5 1.55 1.08 -0.15 6.6 132 0.09
10 6 1.57 1.02 -0.18 6.6 158 0.09
10 7 1.59 0.97 -0.22 6.6 185 0.09
EDI-M109 at M=0.5, Re=3.0£106
10 4 1.35 1.13 -0.08 6.6 106 0.07
10 5 1.38 1.09 -0.08 6.6 132 0.07
10 6 1.40 1.05 -0.10 6.6 158 0.07
10 7 1.42 1.00 -0.12 6.6 185 0.07
EDI-M112 at M=0.3, Re=1.2£106
13 7 1.69 1.10 -0.18 5.6 157 0.10
EDI-M112 at M=0.3, Re=1.8£106
8 8 1.69 0.87 -0.13 6.6 211 0.12
10 4 1.55 1.18 -0.03 6.6 106 0.12
10 5 1.60 1.10 -0.09 6.6 132 0.12
10 6 1.65 1.05 -0.13 6.6 158 0.12
10 7 1.71 1.01 -0.18 6.6 185 0.12
11 7 1.45 0.92 -0.17 3.3 92 0.06
11 7 1.54 0.94 -0.19 5.0 140 0.09
11 7 1.62 0.96 -0.21 6.6 185 0.12
12 4 1.62 1.21 -0.14 6.6 106 0.12
12 7 1.78 1.09 -0.23 6.6 185 0.12
EDI-M112 at M=0.3, Re=1.8£106 - Dual
12 7 1.87 1.14 -0.29 6.6 185 0.12
EDI-M112 at M=0.4, Re=2.4£106
10 7 1.59 0.89 -0.19 6.6 185 0.12
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Figure 2.13: Comparison of lift (Left) and pitching moment coefcient (Right) for the EDI-M109
airfoil with various amplitudes at M=0.3, Re=1.8£106, f=6.6Hz, a=10§4-7±.
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Figure 2.14: Comparison of lift (Left) and pitching moment coefcient (Right) for the EDI-M112
airfoil with various amplitudes at M=0.3, Re=1.8£106, f=6.6Hz, a=10§4-7±.
damping was additionally computed for the separated modes 1/rev to 6/rev.
2.2.3 Variation of amplitude
The primary effect of increasing the amplitude is to increase the severity of the dynamic stall. Fig-
ures 2.13 and 2.14 illustrate the effect of varying the oscillation amplitude for the EDI-M109 and
EDI-M112 airfoils respectively. In each case the oscillation frequency was f=6.6Hz, but of necessity
these will have different mean angular velocities, as shown in Table 2.1.
Figure 2.13 shows the EDI-M109 at a mean angle of a=10± atM=0.3. As the amplitude increases
from a§=4± to a§=7±, the peak lift increases from CLp=1.50 to CLp=1.68, but the mean lift over one
cycle decreases fromCL=1.12 toCL=0.95, as shown in Table 2.1. This is typical of dynamic stall, and
there is a corresponding increase in the mean drag over one cycle as the amplitude increases. Simi-
larly, the pitching moment peak increases as the dynamic stall is strengthened at increasing amplitudes
fromCMp=-0.12 to CMp-0.29.
From static polars, where an infrared camera was used to measure the heat ux on both airfoils,
it was seen that a step in the pressure distribution and an increased cycle-to-cycle variation in the
pressure is associated with transition over a laminar boundary layer separation. The transition point
on the top of the airfoil moves upstream with increasing angle of attack as shown in Fig. 2.15. The
approximate angle at which the transition reaches the leading edge can thus be estimated from a
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Figure 2.15: Time sequence of pressure dis-
tributions for the EDI-M112 airfoil at M=0.3,
Re=1.8£106, f=6.6Hz, a=10§6±, showing
the movement of the transition position.
Figure 2.16: Time sequence of pressure dis-
tributions for the EDI-M109 airfoil at M=0.3,
Re=1.8£106, f=6.6Hz, a=10§7±, showing
leading edge separation.
time-series of pressure distributions.
For the EDI-M109 at a mean angle of a=10± at M=0.3, the boundary layer transition on the top
of the airfoil moves upstream on the upstroke reaching the leading edge at around a=10±. There is a
reduction in slope of the lift curve at this point, which appears to be associated with the halting of the
transition point movement. The EDI-M109 sees a signicant increase in the cycle-to-cycle variation
in the pressure signals near the trailing edge above a=13±, and by a=13.5± this has developed into a
trailing edge stall.
As seen in Fig. 2.16, for the case a=10§7±, by a=14.3± the trailing edge stall is clearly visible
and the pressure coefcient on the trailing edge is less than zero. At a=14.5±, the ow separates at
10% and 50% chord, and by a=14.7±, the leading edge vortex has started to move downstream. From
this point, the aerodynamics is much more like a leading edge stall, since the leading edge stall vortex
travels downstream, pushing the trailing edge separation off the end of the airfoil. The two peaks in
the lift curve for a=10§7± in Fig. 2.13 at a=14.7± and a=15.8± are associated with the formation of
the stall vortex at the leading edge, and with the passage of the stall vortex over the trailing edge. As
the stall vortex moves toward the trailing edge, the pitching moment decreases toward a negative peak
and at the point where the vortex crosses the trailing edge, the minimum pitching moment is reached.
After stall a highly unsteady ow is observed, with reattachment at lower a for higher amplitudes.
The pressure distributions (not shown) indicate that for the EDI-M109 at M=0.3, the reattachment
starts at the trailing edge and moves upstream, with the suction peak being the last place to reattach.
Figure 2.14 shows the EDI-M112 at a mean angle of a=10± at M=0.3. As amplitude increases
from a§=4± to a§=7±, the peak lift increases from CLp=1.55 to CLp=1.71 and the mean lift over one
cycle decreases fromCL=1.18 toCL=1.01 in the same way as for the EDI-M109, as seen in Table 2.1.
Also similarly, the mean drag over one cycle increases as the amplitude increases, and the pitching
moment peak increases from CMp=-0.04 to CMp=-0.18. The dynamic stall peaks for the pitching
moment are signicantly less than for the EDI-M109 at these ow and motion conditions, which is
expected, since the 9% airfoil is designed for a higher Mach number than the 12% airfoil. On the
upstroke, the boundary layer transition reaches the leading edge at around a=13±, and at the same
angle the pressure signals near the trailing edge start to increase in cycle-to-cycle variation, and the
start of the region of unsteady signals moves upstream with increasing a .
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Figure 2.17: Time sequence of pressure distributions
for the EDI-M112 airfoil at M=0.3, Re=1.8£106,
f=6.6Hz, a=10§7±, showing trailing edge separa-
tion.
As seen in Fig. 2.17, for the case
a=10§7±, by a=14.9± there is a clear trail-
ing edge separation, which moves slowly up-
stream on the airfoil with increasing a un-
til the leading edge is reached. For ampli-
tudes of a§=5± and above, the trailing edge
separation is followed by unsteady separated
ow. The cycle-to-cycle variation in the lift
coefcient in the separated region is signif-
icantly less than for the EDI-M109. As for
the EDI-M109, the higher amplitudes reat-
tach at lower a , but the difference between
different amplitudes is reduced. At a§=4±
there is unsteady ow, which might be a pre-
cursor to separation, and a signicant hys-
teresis in the lift, but a full separation of the
ow does not occur. The pressure distribu-
tions (not shown) indicate that for the EDI-
M112 at M=0.3, the reattachment starts at the leading edge and moves downstream, with the trailing
edge being the last place to reattach.
For the EDI-M109 atM=0.4 at a mean angle of a=10±, shown in Fig. 2.18, the reduced frequency
has reduced to w¤=0.09 for the constant absolute frequency of f=6.6Hz, as seen in Table 2.1. As the
amplitude increases from a§=4± to a§=7±, the peak lift increases from CLp=1.47 to CLp=1.60. As
for M=0.3, the mean lift over one cycle decreases from CL=1.13 to CL=0.97. Similarly to M=0.3, the
pitching moment peak increases as the dynamic stall is strengthened at increasing amplitudes from
CMp=-0.12 to CMp=-0.22. The boundary layer transition on the top of the airfoil reaches the leading
edge at around a=9±, and the sudden change in the slope of the lift curves at a=12± is associated
with the release of a leading edge stall vortex travelling downstream. The ow in the suction peak is
supersonic, and although shock-induced stall is suspected, no strong shock is visible in the pressure
distributions (not shown). For the EDI-M112 at this ow condition (not shown), the curves look very
similar to Fig. 2.14 and in this case the pressure distributions have a strong shock at around 10%
chord, followed by separated ow to the trailing edge, leading to trailing edge stall. At M=0.4 the
EDI-M109 reattaches from the trailing edge, with the last attachment in the supersonic region, and
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Figure 2.18: Comparison of lift (Left) and pitching moment coefcient (Right) for the EDI-M109
airfoil with various amplitudes at M=0.4, Re=2.4£106, f=6.6Hz, a=10§4-7±.
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Figure 2.19: Comparison of lift (Left) and pitching moment coefcient (Right) for the EDI-M109
airfoil with various amplitudes at M=0.5, Re=3.0£106, f=6.6Hz, a=10§4-7±.
the EDI-M112 has reattachment from the leading edge.
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Figure 2.20: Time sequence of pressure distributions
for the EDI-M109 airfoil at M=0.5, Re=3.0£106,
f=6.6Hz, a=10§7±, showing shock induced sepa-
ration.
For M=0.5 the results change, and in
Fig. 2.19 there is not the same loss of lift af-
ter separation as seen forM=0.3 andM=0.4.
ForM=0.3 a 16% reduction in mean lift was
observed between the minimum and max-
imum amplitudes, but here the reduction
is 11%. After stall no discrete peaks are
formed, but the ow has a high cycle to cycle
variation in the lift. There is still an increase
in the peak lift fromCLp=1.35 toCLp=1.42 as
amplitude increases from a§=4± to a§=7±,
a decrease in mean lift from CL=1.13 to
CL=1.00, and an increase in the pitching mo-
ment peak from CMp=-0.08 to CMp=-0.12, as
seen in Table 2.1. For the EDI-M109, the
boundary layer transition nears the leading
edge at around a=7± on the upstroke, proba-
bly remaining laminar until the shock, which
appears at around the same angle of attack,
strengthening up to a=10±, as shown in Fig. 2.20. The boundary layer separates after the shock, and
this results in trailing edge separation at a=10-12± depending on the oscillation amplitude (at 11± in
Fig. 2.20). After separation, a highly unsteady ow with supersonic attached ow near the leading
edge and high lift remains, as seen in Fig. 2.20. Reattachment is from the trailing edge with the su-
personic regions near the leading edge being the last to reattach. The EDI-M112 follows this scheme
too, but the shock is signicantly stronger.
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Figure 2.21: Comparison of lift (Left) and pitching moment coefcient (Right) for the EDI-M109
airfoil with various frequencies at M=0.3, Re=1.8£106, f 2[3.3, 5.0, 6.6] Hz, a=11§7±.
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Figure 2.22: Comparison of lift (Left) and pitching moment coefcient (Right) for the EDI-M112
airfoil with various frequencies at M=0.3, Re=1.8£106, f 2[3.3, 5.0, 6.6] Hz, a=11§7±.
2.2.4 Variation of frequency
The frequency was varied at constant amplitude, to separate the effects of varying mean angle of attack
(a) by amplitude (a§) variation at constant frequency ( f ) and by frequency variation at constant
amplitude. Figures 2.21 and 2.22 illustrate the effect of varying the oscillation frequency for the EDI-
M109 and EDI-M112 airfoils respectively. For both airfoils it can be seen that the lower frequencies
have a stronger curvature above a=11± in the lift vs a curve than for higher frequencies. The higher
frequencies also have a higher peak in lift and a lower lift in the separated part of the cycle. The
effect of the frequency is strongest on the height of the pitching moment peak. The higher reduced
frequencies increase the pitching moment peak signicantly. Moving from w¤=0.06 to w¤=0.09
increases the peak height by 24% for the EDI-M109 and 21% for the EDI-M112, and increasing the
frequency from w¤=0.09 to w¤=0.12 increases the peak height by 11% for the EDI-M109 and 18%
for the EDI-M112.
For the EDI-M112 the primary stall behaviour is unchanged with frequency, as shown in Fig. 2.22,
with a trailing edge separation starting at around a=13± and propagating upstream. As seen in
Fig. 2.23, although the highest frequency results in the highest angle of attack before separation, the
time between the start and end of separation is lower for w¤=0.12 (18ms) than for w¤=0.06 (25ms).
For higher frequencies the reattachment is delayed to lower angles and the cycle-to-cycle variation in
the lift is reduced during the detached ow phase. The reattachment is always from leading to trailing
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Figure 2.23: Lift coefcients plotted against
time for the EDI-M112 airfoil with various
frequencies at M=0.3, Re=1.8£106, f 2[3.3,
5.0, 6.6] Hz, a=11§7±.
Figure 2.24: Lift coefcients plotted against
time for the EDI-M109 airfoil with various
frequencies at M=0.3, Re=1.8£106, f 2[3.3,
5.0, 6.6] Hz, a=11§7±.
edge.
For the EDI-M109 a drastic change in the separation takes place, as shown in Fig. 2.21. Here
at f=6.6Hz leading edge stall is seen, similar to that in Fig. 2.13, but at f=3.3Hz trailing edge stall
occurs. The boundary layer at the trailing edge begins to become unstable at a=13± for all cases,
separating soon after, and then the separated region propagates upstream. At f=6.6Hz and f=5.0Hz,
a leading edge separation occurs before this can propagate to the leading edge, but for f=3.3Hz, the
time before separation is sufcient for the trailing edge separation to reach the leading edge and cause
full separation of the airfoil.
Due to the lower frequency, the time between the start of trailing edge separation and loss of lift
is more than doubled (from 10ms to 21ms) for f=3.3Hz over f=6.6Hz, as shown in Fig. 2.24. In
all cases the reattachment is from trailing edge to leading edge with the suction peak being the last to
reattach. The reattachment at f=3.3Hz is at signicantly higher a than the cases at higher frequency,
and this angle decreases with increasing frequency.
The dynamic stall peak in the pitching moment increases with increasing amplitude, increasing
mean angle of attack and with increasing frequency. If these values are combined as the normalised
mean angular velocity: a 0norm = w
¤
M £ (amax¡aCLmax ;static), where aCLmax ;static is the angle of attack at
maximum lift for a static polar at these ow conditions, amax = a +a§, w¤ is the reduced pitching
frequency and M is the Mach number then an approximately linear relationship to peak pitching
momentCMp can be seen.
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Figure 2.25: Relationship ofCMp to normalised mean
angular velocity at Re/M=6£106 for varying ampli-
tude, mean angle of attack and frequency.
As seen in Fig. 2.25, in this case, the data
at varying amplitudes 4± · a§ ·8±, mean
angle of attack 8± · a ·12± and frequency
3.3Hz· f ·6.6Hz fall approximately onto a
single line for each airfoil and Mach number
for M=0.3-0.5. To test the idea in Fig. 2.25
that the strength of the dynamic stall peaks is
a function of the maximum angle of attack,
cases were compared with the same maxi-
mum angle of attack and a different mean an-
gle of attack at a constant pitching frequency.
For light dynamic stall, where the maximum
angle of attack of the airfoil is approximately
equal to the angle of attack at separation, this
results in similar dynamic stall qualities, and
the dynamic stall strength is nearly indepen-
dent of the minimum angle of attack. As the
maximum angle of attack increases, the sim-
ilarity is reduced.
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Figure 2.26: Comparison of lift (Left) and pitching moment coefcient (Right) for the EDI-M109
airfoil with constant maximum angle of attack at M=0.3, Re=1.8£106, f=6.6Hz, a=10§6±, 12§4±.
AtM=0.3 and Reynolds number Re=1.8£106, pitching with a=10±§6± and a=12±§4± give sim-
ilar results, as shown in Fig. 2.26, with a difference in CMp of 8% between the two cases shown.
For the EDI-M112, pitching with a=8±§8±, a=10±§6± and a=12±§4± also gives similar results, as
shown in Fig. 2.27, with a difference in CMp of 1% between the three cases shown.
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Figure 2.27: Comparison of lift (Left) and pitching moment coefcient (Right) for the EDI-M112
airfoil with constant maximum angle of attack at M=0.3, Re=1.8£106, f=6.6Hz, a=8§8±, 10§6±,
12§4±.
2.2.5 Higher order pitching motion
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Figure 2.28: Comparison of the pitching motions
between single-sine motion at 1/rev and a dual-sine
mixture of 1/rev and 5/rev sine movements.
The effect of higher order pitching motion
on dynamic stall is interesting because the
primary pitching motion of 1/rev for a heli-
copter blade is always overlaid with effects
due to the elasticity of the blades. At con-
ditions with dynamic stall the elasticity can
have a signicant effect on the local angle
of attack of a section of blade. In order to
partially simulate this, a dual-sine pitching
motion: a = 12±+7± sin(2p f t)+1± sin(5£
(2p f t + p2 )), was generated and compared
to a pure sinusoidal pitching motion: a =
12± + 7± sin(2p f t). As seen in Fig. 2.28,
these pitching motions share the same max-
imum and minimum angles of attack, but
have different shapes with the dual-sine sig-
nal having a double peak at the maximum
and minimum angles.
For the EDI-M109 the additional higher frequency motion adds more wiggles into the lift curve, as
shown in Fig. 2.29, but qualitatively the result is the same. At a=12± on the upstroke, the 5/rev motion
causes the upward movement to momentarily become much slower. This can be seen in Fig. 2.29 by
the more closely clustered symbols for the dual-sine case, where the time between two symbols is
equal for the dual-sine and reference cases. The separation for the dual-sine case is at higher angle of
attack, due to the higher angular velocity around the separation angle. The time between the end of
the linear lift increase and the loss of lift is the same in both cases, but the higher angular velocity of
the dual-sine case moves this time to a higher angle. For this case, it appears that using a dual-sine
motion does not have any signicant effect on the dynamic stall behaviour of the airfoil, so long as
the maximum and minimum angles of attack remain constant.
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Figure 2.29: Comparison of lift (Left) and pitching moment coefcient (Right) for the EDI-M109
airfoil with single and dual-sine pitching motion at M=0.3, Re=1.8£106, f=6.6Hz, a=12§7±.
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Figure 2.30: Comparison of lift (Left) and pitching moment coefcient (Right) for the EDI-M112
airfoil with single and dual-sine pitching motion at M=0.3, Re=1.8£106, f=6.6Hz, a=12§7±.
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Figure 2.31: Lift coefcients plotted against time
for the EDI-M112 airfoil with single and dual-sine
pitching motion at M=0.3, Re=1.8£106, f=6.6Hz,
a=12§7±.
For the EDI-M112 the dual-sine case has
more wiggles added into the lift curve, as
shown in Fig. 2.30, and in contrast with the
results for the EDI-M109, the dual-sine case
had a signicantly higher pitching moment
peak than for the simple sinusoidal pitch-
ing motion. The lift coefcients vary at
a=12± on the upstroke, where the 5/rev mo-
tion causes the upward motion to momentar-
ily become much slower. The increase in
the lift and in the pitching moment for the
dual-sine case has the same cause as seen
for the EDI-M109. The two lift coefcients
are nearly identical at a=15±, and from this
point, the time to separation is the same, as
shown in Fig. 2.31, although the angle is
different due to the higher angular velocity
around the separation angle. The effect on
the pitching moment peak is large, with a 35% increase in the pitching moment peak for the dual sine
2.2. DYNAMIC STALL RESULTS 73
6 8 10 12 14 16 18 20
α (ο)
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
C L
EDI-M109 (Re=1.2e6)
EDI-M112 (Re=1.2e6)
OA209 (Re=1.2e6)
6 8 10 12 14 16 18 20
α (ο)
-0.3
-0.2
-0.1
0.0
C M
EDI-M109 (Re=1.2e6)
EDI-M112 (Re=1.2e6)
OA209 (Re=1.2e6)
Figure 2.32: Comparison of lift (Left) and pitching moment coefcient (Right) for the EDI-M109,
EDI-M112 and OA209 airfoils at M=0.31, Re=1.2£106, f=5.7Hz, a=13§7±.
case over the simple sinusoidal motion.
2.2.6 Comparison of the airfoils
A comparison of the dynamic properties of the airfoils provides a different suggestion about how far
along the rotor the transition from the EDI-M109 to the EDI-M112 should be made than if the purely
static polar data is used. From a purely static perspective, the thicker 12% airfoil will be better at
lower Mach numbers, but the thinner 9% airfoil will be better at higher Mach numbers. Figure 2.32
shows a comparison between the EDI-M109, EDI-M112 and the OA209 airfoil [23] measured at
M=0.3 in the DNW-TWG [38]. The OA209 airfoil data was sampled at 128 points per period, in
contrast to 1024 points per period for the EDI airfoils. The OA209 model was not measured at the
high dynamic pressures used with the EDI airfoils, so the EDI airfoils were tested for one point which
has been extensively investigated by the DLR as the DS2 test case [34, 103].
AtM=0.3 the EDI-M109 has a signicant improvement in mean lift and a reduction in the pitching
moment peak, when compared to the OA209 at this test point, as shown in Fig. 2.32. The advantage
of the EDI-M112 over the OA209 is larger at this test point, with the pitching moment peak halved,
and the lift increased over the EDI-M109. The change when the boundary layer transition reaches
the leading edge and the slope of the lift curve reduces is visible in a divergence of the lift curves
of the EDI-M109 and EDI-M112 during the upstroke. At a=10± the lift of both the EDI-M109 and
EDI-M112 airfoils has the same gradient and both airfoils have transition moving upstream on the
top surface. At a=14± the lift of both airfoils has the same gradient and both airfoils have transition
at the leading edge. Between these points, the transition on the EDI-M109 reaches the leading edge
at around a=11± and for the EDI-M112 the transition reaches the leading edge at around a=12±. The
increased cycle-to-cycle variation in the ow after stall (leading to increased vibration) is up to twice
as large for the OA209 as for the EDI-M112, and 3.5 times as large for the EDI-M109 as for the
EDI-M112.
At M=0.4 the advantage of the EDI-M112 over the EDI-M109 increases, as shown in Fig. 2.33,
since the EDI-M112 has a soft trailing edge stall with a relatively small pitching moment peak, where
the EDI-M109 has a leading edge stall with a pitching moment peak nearly as big as that found for
the OA209, which unfortunately was only tested at a much lower Reynolds number. For this case the
lift curves in the upstroke are parallel and the boundary layer transition reaches the leading edge for
both cases at around a=11±.
In Table 2.2, the absolute value of abs(XM112¡XM109)abs(XM112) indicates how similar the airfoils are, and the
sign indicates which airfoil has a better value for that comparison, with positive numbers indicating
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Table 2.2: Comparison of the EDI-M109 and EDI-M112 for dynamic stall test cases at Re/M=6£106.
a a§ f Comparison §abs(XM112¡XM109)abs(XM112)
(±) (±) (Hz) CL
CD
CLp CDp CMp D
Comparison at M=0.3
8 4 6.6 0.34 0.02 1.56 0.04 -0.11
8 5 6.6 0.40 0.03 1.64 0.04 -0.22
8 6 6.6 0.62 0.02 3.54 3.28 0.73
8 7 6.6 0.60 0.01 3.69 1.86 0.43
10 4 6.6 0.65 0.03 4.09 3.46 1.27
10 5 6.6 0.59 0.02 2.58 1.44 1.33
10 6 6.6 0.57 0.00 1.54 0.88 0.60
10 7 6.6 0.54 0.02 1.08 0.61 0.33
12 4 6.6 0.55 0.01 1.23 0.73 1.42
12 5 6.6 0.53 0.01 0.98 0.55 0.82
12 6 6.6 0.50 0.04 0.77 0.41 0.45
12 7 6.6 0.47 0.05 0.55 0.27 0.29
Comparison at M=0.4
8 4 6.6 0.48 0.05 1.54 0.00 -0.30
8 5 6.6 0.64 0.07 3.29 2.28 0.64
8 6 6.6 0.53 0.09 0.92 0.16 -0.50
8 7 6.6 0.56 0.07 1.18 0.54 -0.25
10 4 6.6 0.52 0.09 0.47 -0.02 3.00
10 5 6.6 0.53 0.07 0.61 0.16 0.29
10 6 6.6 0.53 0.07 0.77 0.33 0.17
10 7 6.6 0.51 0.07 0.78 0.44 0.00
12 4 6.6 0.49 0.08 0.37 0.09 0.87
12 5 6.6 0.49 0.07 0.49 0.18 0.47
12 6 6.6 0.47 0.08 0.52 0.22 0.23
12 7 6.6 0.44 0.07 0.26 0.08 0.20
Comparison at M=0.5
8 4 6.6 0.43 0.07 1.01 1.82 -0.64
8 5 6.6 0.42 0.07 0.57 0.28 -0.44
8 6 6.6 0.39 0.06 0.32 -0.10 -0.31
8 7 6.6 0.34 0.06 0.12 -0.22 0.00
10 4 6.6 0.40 0.08 0.28 -0.02 -0.41
10 5 6.6 0.36 0.07 0.13 -0.20 -0.13
10 6 6.6 0.31 0.07 0.10 -0.13 -0.09
10 7 6.6 0.26 0.07 0.04 -0.16 0.05
12 4 6.6 0.32 0.08 0.00 -0.20 -0.19
12 5 6.6 0.27 0.08 0.02 -0.15 -0.10
12 6 6.6 0.24 0.07 0.06 -0.05 0.03
12 7 6.6 0.22 0.07 0.07 0.01 0.10
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Figure 2.33: Comparison of lift (Left) and pitching moment coefcient (Right) for the EDI-M109
and EDI-M112 at Re=2.4£106 and the OA209 at M=0.4, Re=1.2£106 (OA209), with f=5.7Hz,
a=10§7±.
that the EDI-M112 was better. It can be seen that the EDI-M112 has a lower pitching moment peak
than the EDI-M109 for dynamic stall conditions at M=0.3 and M=0.4 and has a signicantly higher
(34-64%) mean glide ratio (as computed by the pressure taps) over a pitching cycle. The peak in the
pitching moment is smaller for the EDI-M112 than the EDI-M109 forM=0.3 andM=0.4 and the peaks
in lift and drag coefcient are better (lift peak is increased, drag peak is reduced). The EDI-M112
always has positive aerodynamic damping, and the damping is mostly higher than for the EDI-M09.
The EDI-M109 has slightly negative aerodynamic damping at M=0.3 and M=0.4 for the test cases
a=10§4± and a=12§4±. The higher modes (2/rev-6/rev) had damping too small for signicance,
except when dual-sine motion was used, and an increase in the 5/rev damping was noted. At M=0.5
the decision is not so clear, as the performance (CL/CD) is still 22-43% better for the EDI-M112, but
the dynamic stall peak (CMp) in the pitching moment is up to 22% stronger for the EDI-M112. Both
airfoils have positive aerodynamic damping atM=0.5.
Based on this information, the pitching moment peak data suggests that the crossover point for
the airfoil change between EDI-112 and EDI-M109 should be at between M=0.4 and M=0.5 on the
retreating blade at maximum aircraft speed. The CL/CD performance data suggests that the crossover
should be at aboveM=0.5. Both of these indications may be different to the suggestion based on static
airfoil polars.
2.2.7 Damping-criterion
It has been posited by Liiva [69] that there is a correlation between low aerodynamic damping for
high-frequency, low amplitude oscillations and poor unsteady aerodynamic performance, and Klein
et al. [59] suggest that these test cases indicate airfoils which will have a problem with higher order
excitation of the blade. These low-amplitude cases would be particularly interesting for the airfoil
design phase, because they potentially give a simple guideline to exclude a particular airfoil. A large
number of these test cases were measured at M 2[0.3, 0.4, 0.5] and Re/M=6£106 and these are
listed in Fig. 2.34. Liiva's original experiments used excitation at a frequency corresponding to 6/rev,
which would be 39.6Hz for the EDI-series airfoils. Liiva used oscillation angles of a§=2.5± and
a§=5.0± around the dynamic stall angle and noted changes in the damping coefcient of the model at
higher angles of attack. These cases require a 0=400±/sec and a 0=800±/sec respectively, but due to the
limitations of the pitching test rig used in this investigation, test points with a 0 ·200±/second were
considered. The frequency of the pitching motion was varied 13Hz· f ·45Hz, the amplitude varied
0.5± · a§ ·2± and the mean angle of attack varied 12± · a ·20±.
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Figure 2.34: Overview of damping data at Re/M=6£106 for the analysis of the airfoil using the
damping criterion.
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A comparison of the aerodynamic damping for both new airfoils for all test cases is shown in
Fig. 2.34. For M=0.3 at a=12±, the damping for both airfoils is positive and equal at a§=0.5± and
a§=1.0±. At a§=2.0±, the damping for the EDI-M109 is suddenly negative, and clearly different
than for the EDI-M112. At a=16±, the EDI-M112 generally has a slightly lower damping, and both
airfoils show a strong tendency to lower damping at higher frequency. The cycle-to-cycle variation
of the results is signicantly increased compared to a=12±. At a=20±, the EDI-M112 again has a
slightly lower damping than the EDI-M109, but the difference is small compared to the scatter of the
data. No signicant effect of amplitude or frequency on the damping is seen at a=20±. Since from
the previous section the EDI-M112 has a lower pitching moment peak the EDI-M109 at M=0.3, then
the only data which supports this conclusion is at a=12§2±. Otherwise, no strong correlation is seen
to the dynamic stall data.
At M=0.4, the points at a=16± and a=20± mostly overlap in the damping, and there is no signi-
cant effect of amplitude or frequency on the damping. At a=12± the results of the two airfoils is only
signicantly different at a=12§1±, where the EDI-M109 shows negative damping with damping in-
creasing with increasing frequency. Since the data at both a=12§0.5± and a=12§2± show exactly the
opposite tendency, it is difcult to say that a general correlation can be found between lower damping
for the EDI-M109 at this case and the higher pitching moment peaks for the EDI-M109 at M=0.4
seen in the previous section. At M=0.5, no data could be taken at the highest angle of attack due to
excessive model loads. At a=16± the data overlaps within the scatter, and at a=12± the EDI-M112
has a slight trend to lower damping.
The hypothesis that low aerodynamic damping of an airfoil with low amplitude, high frequency
pitching motion is an indicator of poor dynamic stall performance is not supported by the experimental
data. In contrast, the results for the two airfoils mostly lie within the scatter of the results, or are even
in the opposite direction to that expected. The difference may be low because both of these airfoils
have good dynamic stall performance, and a comparison with an airfoil with poor dynamic stall
performance may give other results. Additionally the higher amplitudes at 6/rev originally applied
by Liiva may give different results. The damping-criterion, as applied here, is not sensitive enough
to distinguish between similar airfoils of a single design family within a design process and select a
better airfoil for dynamic performance.
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2.2.8 Conclusion
A high-quality dynamic aerodynamic test of two new airfoils, the EDI-M109 and EDI-M112, was
carried out in the DNW-TWG. The results are:
1. The amplitude and frequency of the pitching motion was varied, and the strength of dynamic
stall increased with increasing amplitude and frequency.
2. The pitching moment peak size was found to have an approximately linear correlation to the
normalised mean angular velocity a 0norm = w¤M £ (amax¡aCLmax ;static). Test cases where the
maximum angle of attack and oscillation frequency was preserved while varying amplitude had
similar dynamic stall qualities.
3. A mixture of 1/rev and 5/rev pitching motion changed the angular velocity at the separation
angle, resulting in EDI-M109 performance qualitatively similar to that for pure 1/rev pitching
and quite different EDI-M112 performance.
4. The EDI-M112 has both better mean glide ratio and a smaller pitching moment peak than the
EDI-M109 for dynamic stall conditions at M=0.3 and M=0.4. At M=0.5, the EDI-M112 still
has a better mean glide ratio, but the pitching moment peak is higher than for the EDI-M109.
5. No positive correlation was found between the aerodynamic damping at high-frequency, low
amplitude oscillations, and the severity of dynamic stall. The damping-criterion, as applied
here, is not sensitive enough to distinguish between similar airfoils of a single design family
within a design process and select a better airfoil for dynamic performance.
Chapter 3
3D effects on pitching airfoil experiments
The 3D effect on dynamic stall of a nite wing with one free end was extensively investigated by
Lorber et al. [71, 72] using surface pressure transducers and hot-lm anemometers. In [71], Lorber
noted for an unswept wing that the somewhat subjective effect of the free end on the vortex positions
was twofold: Firstly, the tip vortex reduced the local angle of attack at the wing tip, meaning that the
initial separation took place at the wall and the separated region expanded outward toward the wing tip
with increasing angle of attack. Secondly, the propagation rate of the dynamic stall vortex decreased
toward the wing tip, as the stall vortex interacted with the tip vortex. Experiments by Piziali [92] also
showed these effects with tufts.
Numerical investigations by Spentzos et al. [115] of a nite wing used a symmetry condition at
the wind tunnel wall and also noted the faster propagation of the vortex with distance from the wing
tip. Due to the symmetry condition, however, the path of the dynamic stall vortex was more normal
to the onow outside the direct effect of the tip vortex than noted in Lorber's experiments.
The 3D vortex dynamics have been veried by ONERA in [11] and [68] with an experimental and
numerical investigation of an untwisted nite wing in dynamic stall. The nite wing was investigated
using particle image velocimetry (PIV), tufts, laser Doppler velocimetry (LDV) and computational
uid dynamics (CFD) with the Spalart-Allmaras and k-w turbulence models, see also [58].
For the nominally 2D airfoil, supported at both sides, there have been fewer investigations, since
this arrangement is usually assumed to result in a reasonable approximation of 2D dynamic stall on
the model centerline. As noted in the numerical investigation in section 3.2 [28], when both ends of a
3D airfoil in dynamic stall are free, then the initial stall is at the midline of the airfoil and the dynamic
stall vortex will be curved, as also noted by Lorber [71]. In section 3.2 a signicant difference to the
2D forces were seen for an aspect ratio of 8, which reduced to around the experimental uncertainly at
an aspect ratio of 16. It was particularly noted that the peak lift and pitching moment are signicantly
reduced (by 19% and 23% respectively compared with 2D) for an aspect ratio of 8 due to the stall
vortex curvature. Visbal et al.'s [119] experiments and computations for a low-aspect airfoil with two
free ends at a very low Reynolds number of 10000 suggest that in this case the vortex rolls up as
an arch vortex with clear tracks on the airfoil. However, it is not yet clear whether these results are
relevant to dynamic stall at high Reynolds number.
Dynamic stall computations on the pitching EDI-M109 and EDI-M112 airfoils including the wind
tunnel environment were performed by Klein et al. [60] to compare with experiments in the German-
Dutch wind-tunnel association's transonic wind tunnel Go¨ttingen (DNW-TWG). It was shown that
the lift and pitching moment peak overshoot seen in 2D computations in comparison with experiment
was reduced in 3D computations.
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3.1 Effect of wall connection 1
The accuracy of static wind tunnel data is improved by the application of wind-tunnel wall correc-
tions, including classical circulation and blockage corrections [20]. When a multipart wind-tunnel
correction for static testing is used (for example, correcting blockage, sidewall effects, and model
deformation), assessing the relative correctness of the different parts is difcult. For constant cross-
section wind tunnels, the primary interference is the increase in Mach number due to the blockage,
which increases the uncorrected lift gradient [16, 111]. Adaptive-wall wind tunnels, which minimise
the interference velocity at the top and bottom wall and compensate for the model blockage, have
primarily sidewall interference, which causes a lift gradient reduction [41, 82, 103].
When a two-dimensional airfoil model is mounted between rigid wind tunnel sidewalls, a combi-
nation of a horseshoe vortex at the airfoil leading edge, thinning of the sidewall boundary layer, and
a corner separation is expected. The effect of this sidewall interaction has been found to vary widely
between wind tunnels [100], and with the increasing accuracy in the measurement of physical angle
of attack, it is now possible to show that the sidewall interference has a considerable effect on the lift
at the airfoil center section, and currently is the largest systematic error in measurement accuracy for
many low Mach number test congurations in an adaptive wall test section. The corner separation
effect is well known, for example for wing-body joins or airfoil-wall joins, and a separated region is
formed at the intersection of the airfoil and wall, as in Figure 3.1.
Figure 3.1: Corner separations for an NLR7301 airfoil in the DNW-TWG at a=0±. Flow is from left
to right, and the wind tunnel wall is at y/b=0. Left: Suction side Right: Pressure side. [35]
A considerable improvement in static and dynamic testing accuracy is required to further improve
computational uid dynamics (CFD) models. This requires new approaches because many correction
methods (for example, see Murthy [86]), do not achieve the accuracy required. Accuracy can be in-
creased when multiple test campaigns of the same model are used in different wind tunnels [78], but
this cannot be the standard approach. Analytical corrections for the sidewall effect in adaptive-wall
test facilities can correct the lift slope for steady or unsteady measurements, but the experimental
1Text and illustrations in this section are taken from [27]: Gardner, A.D., Richter, K., Effect of the model-sidewall
connection for a static airfoil experiment, Journal of Aircraft, Vol. 50, No. 2, pp. 677-680, March-April 2013. DOI:
10.2514/1.C03201
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Figure 3.2: EDI-M109 airfoil model in the
TWG test section with the wake rake visible.
Photograph from upstream of the model.
Figure 3.3: Computational domain of the
TWG wind tunnel nozzle, test section and air-
foil model.
pitching rate of the airfoil will be underestimated, causing a reduction in dynamic stall strength [19].
A number of recent results [61, 90] have shown signicant improvement in the comparison between
CFDmodeling and experimental pressure distributions from the airfoil centerline, when the full three-
dimensional wind-tunnel geometry is modeled rather than only a two-dimensional case enclosed by
a far-eld boundary condition, but this approach does not directly provide insights into how the wall
interference can be reduced. For dynamic testing, the way forward appears to be to understand and
reduce the wind-tunnel interference in the original measured data, reducing the reliance on correc-
tions.
Experiments [30], described further in section 2.2, measured the effect of the corner separation
on the helicopter rotor blade airfoil EDI-M109 with relative thickness 9% chord at static angle of
attack using a row of static-pressure taps on the suction side of the airfoil surface at a constant 90%
chord, in a line running normal to the wind-tunnel sidewall. These were connected with long tubes to
a static-pressure measurement system.
Figure 3.2 shows the carbon-ber model with a chord length c=0.3m and a breadth b=0.997m
mounted in the 1m x 1m adaptive wall test section of the Transonic Wind Tunnel Go¨ttingen (DNW-
TWG). The adaptive test section has exible top and bottom walls, which can be adapted to minimise
the interference velocities at the wall at the mean angle of attack of the model. The model was
mounted horizontally in the test section, and there are two mounting options available. In the rst
arrangement, investigated here using only CFD, the airfoil is longer than the width of the test section,
and extends through the wind-tunnel wall. The gap between wall and model is sealed using wall
inserts specially machined for each airfoil, and the angle of attack is changed by rotating a round
insert in the sidewall (see Richter and Rosemann [104] for an example). In the second arrangement,
investigated here using both experiments and CFD, the airfoil is shorter than the width of the test
section, and is driven with round drive-shafts extending through the sidewalls, attached to the model
at 25% c. A gap of 1.5mm (0.5% c) remains between the model ends and the wind-tunnel walls, and
this is not further sealed. This is a common mounting method for dynamic stall testing, also used
by other groups [56, 77, 125]. The model was tted with 48 Kulite unsteady pressure sensors (type
XCQ-093) on the centerline, from which the pressure lift, pressure drag, and pitching moment were
computed during static measurements and dynamic stall. The angle of attack was measured using
four high-frequency laser range nders on beams attached to each end of the model.
The pressures measured were compared with Reynolds-averaged Navier-Stokes (RANS) compu-
tations of the test section and model. Figure 3.3 shows the computational domain, which starts in
the settling chamber downstream of the screens to reduce large-scale turbulence. The ow is then
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Figure 3.4: Comparison between the 2D grid (Left) and the 3D grid on the symmetry plane (Right),
with grid mapped onto an OA209 airfoil.
accelerated by a 16:1 contraction area nozzle into the test section. The shape of the adaptive walls
was the experimentally measured contour from the experiments, as was the angle of attack of the
model. The domain is bounded by a symmetry plane on the midline of the wind tunnel. The domain
was discretised using a hybrid grid with 28 prism layers with y+ · 1.0 on the surfaces and tetrahedra
in the eld using the CentaurTMunstructured grid generator. The surface of the airfoil was discretised
with cells of approximately 1% chord, reducing to 0.07% chord at the leading and trailing edges.
In each case, the grid had approximately 10 million points. To generate reference far-eld compu-
tations, two-dimensional grids were generated with 28 prism layers and cells of 1% on the airfoil,
reducing to 0.03% on the leading and trailing edges. A comparison between the two-dimensional and
three-dimensional grids is shown in Fig 3.4. The domain was computed using the DLR-TAU unstruc-
tured solver [39] in RANS mode with all walls set to be fully turbulent using the Spalart-Allmaras
turbulence model [114]. All computations were for Re/M=6£106.
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Figure 3.5: Comparison between experimental and
numerical boundary layer proles on the side-wall
of the empty DNW-TWG adaptive test section at
the model position. Comparison is at M=0.80,
Re=13.6£106 /m.
The selection of the domain was veri-
ed by the comparison between experimen-
tal and numerical wall boundary-layer pro-
les. The thickness of the boundary layer on
the test section wall was measured by a pitot
probe at the model position at Mach 0.8,
and the comparison with CFD shows that the
shape of the boundary layer is adequately
close to the experimental shape (Fig. 3.5),
and that the velocity prole is signicantly
different from the at-plate boundary layer
prole, due to the acceleration by the noz-
zle.
Two different geometries of the con-
nection between the model and wall were
computed, related to the two different air-
foil mounting arrangements available in the
DNW-TWG. First, the connection was mod-
eled as a clean connection without gaps to
match the experimental arrangement with the airfoil extending through the test section sidewalls. In
this case, for M=0.3, Re=1.8£106 at constant a=7.06±, a corner separation is formed, which reduces
the circulation on the airfoil centerline (Fig. 3.6a). In Fig. 3.6, the black points show the positions
of the pressure sensors at 90% chord in the experiment and the ow in the corner between the airfoil
and wind-tunnel wall is indicated by skin-friction streamlines. Second, the connection was modeled
as a gap of 1.5mm width, interrupted by the drive-shaft, similar to the experimental arrangement in
which the airfoil is shorter than the test section width. In this case, for M=0.3, Re=1.8£106 at con-
stant a=7.06±, the ow through the gap is signicant and causes mass to move from the bottom to the
top of the airfoil, reducing the separated region over that seen for the simple connection (Fig. 3.6b).
Figure 3.7 shows a cut through the ow at constant x/c=0.90 for M=0.3, Re=1.8£106 at constant
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(a) (b)
Figure 3.6: Skin-friction streamlines at M=0.3 showing: a) Separation for a gapless connection, and
b) complex ow for a gap between the airfoil and wind-tunnel wall.
(a) (b)
Figure 3.7: Flow streamlines in a y-z plane atM=0.3 showing: a) Separation for a gapless connection,
and b) mass addition for a gap between the airfoil and wind-tunnel wall.
a=7.06±, showing how the mass addition due to the gap between model and wall gives a similar
displacement to the separation for the gapless connection.
Figure 3.8a shows a comparison between experimental and CFD pressure coefcients at x/c=0.90
on the suction side of the airfoil, for a point in the linear part of the lift polar for M=0.3 and
Re=1.8£106. For both the experiment and CFD, the physical, uncorrected angle of attack of a=7.06±
is used. It can be clearly seen that the experiments (with a gap between model and wall) follow
the numerical results for the gap between airfoil and wall, rather than the gapless connection. As
seen in Fig. 3.8b, both of the three-dimensional CFD results match the CP distribution on the model
centerline well, except in the suction peak, despite the signicant differences in the ow topology at
the wall. The error in the uncorrected lift in the two-dimensional computation was 7.3% compared
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Figure 3.8: Comparison between experiment and CFD for M=0.3, Re=1.8£106 at constant a=7.06±:
(a) Pressure distribution on the suction side at x/c=0.90, (b) Pressure distribution at the model center-
line.
with the experiment, and this reduced to 2.8% and 2.3% error compared with the experiment for
the three-dimensional computations with a gapless connection and with a gap between model and
wall, respectively. The improved agreement in lift can be seen in the small movement of the pressure
coefcient closer to the experimental values over the whole length of the airfoil, which has a signi-
cant integral effect in the lift compared with the two-dimensional computation. The two-dimensional
computation reproduced the experimental suction peak better, and the three-dimensional computa-
tions would have shown a 0.4% increase in the error compared with the experiment if the suction
peak were the same as the two-dimensional case. This is a small change compared with the difference
between the two-dimensional and three-dimensional computations.
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Figure 3.9: Comparison between experiment and CFD for M=0.6, Re=3.6£106 at constant a=4.65±:
(a) Pressure distribution on the suction side at x/c=0.90, (b) Pressure distribution at the model center-
line.
AtM=0.6, Re=3.6£106 and a=4.65± the comparison of the static pressure coefcients at x/c=0.90
on the suction side of the airfoil for the geometry (Fig. 3.9a) again show that the CFD using the 1.5mm
gap between model and wall match the experimentally measured pressures (also with a gap), whereas
the CFD results using the direct connection are quite different from the experimental data. A corner
ow is produced similar to that seen in Fig. 3.6 for Mach 0.3. The error in uncorrected lift reduces
from 10.4% for the two-dimensional computations to 4.5% and 4.1% error for the three-dimensional
computations with a gapless connection and with a gap between model and wall, respectively. At
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M=0.6, both methods of computing the wall connection also give similar pressures on the model
centerline (Fig. 3.9b), although here the laminar ow before the shock in the experiment and the
turbulent ow in the CFD lead to different minimum pressures in the supersonic ow region. The
improvement in agreement of the pressure distribution for three-dimensional simulations over two-
dimensional simulations is much more clearly visible at Mach 0.6 than at Mach 0.3, with a signicant
improvement in the pressure level for the supersonic region.
It has been shown that the gap between an airfoil and the wind-tunnel wall can have a signicant
effect on the three-dimensional near-wall ow topology for a static angle of attack, without being de-
tectable at the midline of an airfoil model. Understanding the interaction between model and sidewall
is necessary to improve the accuracy of wind-tunnel airfoil testing and reduce the sidewall interfer-
ence. The measurements in this technical note show that care must be exercised, when comparing full
three-dimensional modeling of the wind tunnel and model with experiments, not to draw the wrong
conclusion from a good t between computation and experiment. In this case, a good agreement
can be gained by CFD modeling that produces the wrong ow topology, but the agreement will not
necessarily remain good if the test conditions change.
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3.2 Effect of nite wing length and rotation 2
Figure 3.10: The rotating single blade rotor (SBR)
test case. The blade is shown at steps of 26± with
pressure contours. The blade is in dynamic stall in
the lower right quadrant.
In a ying helicopter, the 2D aerodynamics
of the rotor blade airfoil are supplemented
by 3D effects due to the rotation, nite span
of the blade and blade sweep. Additionally,
effects of ying into the wake of a preceding
blade may cause considerably more complex
aerodynamics [95]. An example of 3D ef-
fects on the rotor can be made by comparing
2D computations with nite-span computa-
tions, and then rotating that same geometry.
The data from nite-span non-rotating
experiments is used as a predictive tool when
corrected and used as input into a correctly
calibrated comprehensive code (for exam-
ple, [52]) where dynamic stall models esti-
mate the dynamic stall performance of the
airfoils. This method treats the relationship
between 2D stall and 3D stall as a black box, and only the differences in blade loading are estimated.
However it has been shown that for rotors in forward ight, a comprehensive code can be as good
as a full 3D simulation [70]. However, comprehensive analysis can not be relied upon to produce
accurate results when ight conditions with dynamic stall are considered. To improve future rotor-
craft it is necessary to understand how 3D dynamic stall differs from 2D dynamic stall, so that the
value of the existing 2D dynamic stall experimental data can be maximised. A full consideration of
the dynamic stall problem on rotors must include 3D factors including time-varying effects of blade
sweep and Mach number, or rotational effects including Mach number gradient and cross ow which
signicantly impact the performance of a rotor blade built from 2D airfoil sections.
It has been shown that 3D stall in a rotating system [14, 124] exhibits the development of far more
complex structures than nominally 2D stall measured on nite-span models [84], and that for fully
3D rotor blade congurations, strong, localised surface jets appear, and the ne structure of the ow
changes. A small 3D perturbation of the 2D test case, such as that from wind tunnel side-wall inter-
ference, can lead to signicantly different dynamic stall results than expected from 2D computations
[61]. Computations of a full helicopter conguration in dynamic stall have been demonstrated by
several groups [96, 106], with fully grid-converged and time-step converged computations of the 3D
ow. This approach yields quite acceptable prediction of the air-loads, but the results produced from
dynamic stall in forward ight are complex to analyse. For a fully resolved URANS computation,
the ow structures from each of the blade tips over multiple cycles, from blade-vortex interaction,
from the blade roots and hub wake, from the separated area of reverse ow on the rotor as well as dy-
namic stall vortices, combine with the blade wakes to produce a complex 3D ow where the relation
between cause and effect is extremely difcult to understand, and where the number of grid points
make the postprocessing technically challenging. For this reason, only a few authors have adequately
investigated the 3D aerodynamics in addition to the integral forces on the aircraft, for example, [94].
Simpler approaches predict that the appearance of a strong radial vortex along the blade delays the
stall of the inboard sections [15]. Generally, the ow on the rotating blade will be angled toward the
blade tip, when compared with the onow, due both to the pressure gradient caused by the varying
Mach number over the blade, and due to the centrifugal forces of the rotation. In order to separate
2Text and illustrations in this section are taken from [28]: Gardner, A.D., Richter, K., Inuence of rotation on dynamic
stall, Journal of the American Helicopter Society, Volume 58, Number 3, 2013. DOI: 10.4050/JAHS.58.032001
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different 3D effects, a numerical test case was designed in the long-term DLR-ONERA cooperation
on the SImulation and COntrol of dynamic Stall (SIMCOS). This test case provides a unied geom-
etry allowing individual quantication of each of the aerodynamic effects encountered when moving
from 2D to 3D.
The SIMCOS Single Blade Rotor (SBR) test case uses an untwisted rotor blade of constant OA209
cross-section [23] and simple cut-off ends, as shown in Fig. 3.10. The OA209 is a tabbed helicopter
airfoil developed in the 1960s by ONERA and Aerospatiale, and still ying on several helicopters.
The minimum radius of the SBR is Rmin=1.5m, the maximum radius is Rmax=4.0m, and the chord
length is c=0.3m. A strong 1/rev pitching motion is used on the rotating blade to cause dynamic
stall in hover, with the blade propagating into undisturbed ow at all times (with no downwash from
previous blades/cycles). This conguration is compared with a forward translation of the blade using
a constant velocity and the same strong pitching motion. In this way, the effect of rotation on the
blade is investigated separately of other effects.
The blade movement is set such that at the reference plane, dened to be at the mid-point be-
tween root and tip of the blade at Rre f=2.75m, the ow matches the SIMCOS DS2 test condition:
M=0.31, Re=1.15e6, a=13±+7±sin(wt), w*=2pfc/v¥=0.1. For the DS2 test condition there is exper-
imental data from the DNW-TWG [38, 73] and numerical investigations [34, 103]. Richter et al.
[103] investigated the mesh densities and time step sizes necessary to get good CFD results for the
OA209 airfoil, and test cases were identied where fully turbulent computations with a one-equation
turbulence model gave good estimates of the airfoil performance when compared with experiment,
including the test case used here.
3.2.1 Computational approach
Computations using the DLR-TAU code [39, 109] are presented for an untwisted rotor blade of
constant OA209 cross-section. Unsteady Reynolds-averaged Navier-Stokes (URANS) computations
were undertaken with DLR-TAU. The node-based nite-volume solver was used on a hybrid unstruc-
tured grid, generated using the CentaurTMunstructured grid generator, consisting of four grid blocks
communicating by the grid overset (chimera) method, as shown in Fig. 3.11. The solver used a cen-
tral second order spatial discretisation scheme, and the chimera interpolation was also second order in
space. First a 2D, unstructured grid was generated according to the guidelines of Richter et al. [103]
for 2D grid convergence on this airfoil geometry and test condition. Each 2D plane is a hybrid grid of
130,000 points with 60 cells in the boundary layer and cell renement to 1% chord in the separated
wake region. Surface cells are 1% chord, reducing to 0.05% at the leading and trailing edges (See
Table 3.1).
Figure 3.11: The grid along the Single Blade Rotor (SBR). From left to right: 2D grid; Stacked blade
grid; Including blade tip grids; Embedded in background grid.
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Table 3.1: Data for the 2D and 3D grids.
Option Value
Rectangular boundary layer (BL) grid - 2D slices
Structured layers in the BL 60
Cell stretching in the BL 1.1
y+ ·1.0
Surface grid - 2D slices
Maximum cell size 1% chord
Leading edge cell size 0.05% chord
Trailing edge cell size 0.05% chord
Triangular grid - 2D slices
Cell size in source near model 1% chord
Cell size at chimera interface 30% chord
Grid data for the 3D grids
Grid nodes in one 2D plane 135000
2D stacks along blade 16 or 32
Stack spacing along blade LS 80%c or 31% c
Nodes in blade grid 2.16 or 4.32 Million
Nodes in blade tip grids 360000
Nodes in background 460000
Total nodes 3.34 or 5.50 Million
Table 3.2: List of congurations.
Case 2D-CFD Long blade Short 80% c Short 31% c
LS - 80% chord 80% chord 31% chord
Rmin - 0.5m 1.5m 1.5m
Rmax - 5.5m 4.0m 4.0m
Rre f - 2.75m 2.75m 2.75m
w¤ 0.1 0.1 0.1 0.1
a 13± 13± 13± 13±
a§ 7± 7± 7± 7±
This 2D grid was then stacked along the blade at either a ne grid spacing of LS=31% chord or a
coarse grid spacing of LS=80% chord. All congurations tested are listed in Table 3.2. The blade grid
had an odd number of planes, so that a plane was at the midpoint of the blade (the reference plane at
Rre f=2.75m). Flow separation can only be computed at radial locations with a grid plane.
The grid was very ne in the ow direction and coarse in the radial direction. Due to the coarse-
ness of the grid spacing in the blade radial direction, ne 3D structures were not modeled, and the
computation behaved as a set of coupled 2D computations. This was a desired effect, since the com-
plexity of a full-3D computation would have made the results much more difcult to analyse, and it
was hoped that this grid conguration would simplify the process. The computation is grid-converged
in the chord-direction, but not grid-converged in the radial direction, and the sensitivity to radial re-
nement is investigated for both the rotating and the non-rotating cases in the following sections.
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Figure 3.12: The computational domain of the Single
Blade Rotor (SBR), showing how unperturbed ow
is obtained for the rotating test cases.
The inner and outer tips of the resulting
blade were meshed with tetrahedral grids,
joined to the blade grid using the grid over-
set (chimera) method, as shown in Fig. 3.11.
This combination of blade grids was then
embedded in a hemispherical background
grid, with a fareld condition set at all
boundaries. In the rotating case, the hemi-
spherical grid rotates with the blade around
the rotation-axis, and the fareld boundary
condition produces ow with velocity zero
in the cabin frame, such that the blade al-
ways propagates into air without perturba-
tions, as shown in Fig. 3.12. In the non-
rotating case the fareld produces a M=0.31
onow for the blade, and the blade again
propagates into air without perturbations.
The effective angle of attack of the blade
at the mid-section is thus directly compa-
rable in both the rotating and non-rotating
cases, as the same grid and pitching motion
are used, and the onow at the midpoint is
M=0.31 for both cases.
The blade is pitched around the quarter-
chord line, and this line also passed through
the center of blade rotation at r=0m. The
plane of the hemispherical fareld grid is
normal to the quarter-chord line, and placed at r=0m. In addition to the normally spaced 2D stacks,
there is a clustering of the 2D stacks at the blade ends at a stack spacing of LS=16% chord, so that the
tip effects will be isolated and the communication between the grid blocks will be correct.
All computations were fully turbulent, using the unmodied Spalart-Allmaras turbulence model
[114], due to the good results obtained for this test case by previous investigators. A central scheme
was used with the scalar dissipation method of Mavriplis [75]. A 2nd order Runge-Kutta time-
stepping scheme was used, with no multigrid convergence acceleration and a CFL number of 1.8.
Each cycle was computed with dual-time-stepping set to 1500 time-steps per pitching period, and
800 inner iterations were used to converge each time-step, following the guidelines of Richter et al.
[103] for time-stepping convergence. Each computation was run for 2.5 pitching periods, and con-
vergence between the cycles was noted after 1.5 pitching periods. Convergence of the computation
was assumed when the lift and pitching moment for two consecutive cycles were within pre-dened
tolerances, approximately equal to 1% of the value at the minimum angle of attack computed. Lift and
pitching moment in this section are the pressure-parts of the forces only, and are computed in the 2D
computation and at the midline of the 3D computations, by integration of the surface pressures. This
simplies the integration of extracted cuts and provides forces directly comparable to those measured
in an experiment. The error in lift and pitching moment due to this simplication is signicantly less
than the convergence error.
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3.2.2 Non-rotating test case
Cases without rotation were compared to investigate the effect of blade aspect ratio and radial grid
density, as listed in Table 3.2. The short blade of 2.5m length (aspect ratio 8.3) and grid spacing of
LS=31% chord was translated at M=0.31 without rotation into the oncoming ow. The sectional lift
and pitching moment at the blade midline were compared with a 2D computation using the base 2D
grid as in Fig. 3.11, with a 2D fareld boundary of 1000 chords radius added via a chimera interface,
the same boundary radius as in the 3D test case. As seen in Fig. 3.13, the short blade with the grid
density of LS=31% chord has a decreased lift at the same angle of attack, and a reduced gradient on
the lift curve in the attached ow. The lift peak for the nite-span blade is reduced by 19% compared
to the 2D computation at the same conditions and the pitching moment peak is reduced by 23%.
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Figure 3.13: Comparison of lift (Left) and pitching moment coefcient (Right) between different
blade lengths and spanwise grid densities for the non-rotating test case, including comparison to the
2D test case.
The radial grid spacing on the short blade was increased to a radial grid spacing of LS=80%
chord, to investigate the effect on grid density on the stall behaviour. The lift and pitching moment
curves in Fig. 3.13 are essentially unchanged by the change in radial grid density except in the fully
separated ow, showing that both radial spacings give a similar engineering approximation of the
solution (although neither solution is grid-converged). The reduction in lift at the mid-span is due
to the proximity of the blade ends, and as a comparison, a long blade (5.0m, aspect ratio 16.7) with
radial grid plane spacing of LS=80% chord was also tested, matching the radial grid density of the
coarser of the two shorter blades. Here the lift in the attached ow increases compared to the short
blade, but remains less than the 2D computation and the slope of the lift in attached ow is also
increased over the shorter blade. The pitching moment peak also lies between 2D and 3D test cases
with the short blade, indicating that only the proximity of the blade ends, and not the grid density is
responsible for the 3D effects observed. The spanwise location of initial separation in all three test
cases is the model midline.
As noted by other authors [103], the overshoot in the lift at stall for the 2D computation with
Spalart-Allmaras turbulence models is well known, but is not seen in nite-span experiments. The
lift overshoot is the peak in lift, which starts for the 2D computation in Fig. 3.13 at a=16± and
rises to CL=2.07. Data from pitching airfoil experiments tends to have a signicantly reduced peak
and be approximately horizontal in this region. The overshoot was signicantly reduced in the 3D
case with an aspect ratio of 8.3, but was large for an aspect ratio of 16.7, indicating that the over-
shoot is numerically correct for the 2D case, but is reduced in 3D congurations with smaller aspect
ratios. The change is probably due to the curvature of the dynamic stall vortex reducing the vortex
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Figure 3.14: Separation on the non-rotating airfoil during the upstroke, as indicated by iso-contours
of l2 vortex criterion [51]. From left to right: a=17.62±; a=18.25±; a=18.62±; a=18.95±; a=19.37±.
Figure 3.15: The separation process for the non-rotating conguration at the reference plane
(Rre f=2.75m) during the upstroke. Shown are contours of CP and streamlines. Top left: a=17.62±;
Top right: a=18.25±; Bottom left:a=18.62±; Bottom right: a=18.95±.
strength. The qualitative change in the form of the lift peak at stall with the switch to a 3D grid of
the same streamwise point distribution is the same as seen between pitching airfoil experiments and
2D computations, and can help the further development of 2D turbulence models for dynamic stall
computation.
Figure 3.14 illustrates the ow separation using contours of the l2 vortex criterion [51]. The
contours are on the 2D planes along the blade and only the planes outside the chimera overlap are
illustrated. In Fig. 3.14 the separation rst appears at the midline of the non-rotating rotor blade at
the trailing edge of the blade. This is followed by a leading edge separation at the midline, and the
planes to the left and right of the midline separate in order after this. The planes in the middle are
fully separated with vortices swimming off from the blade, while the separation nearer to the ends is
just starting. Due to the different separation times of the leading edge, the main separation vortex is
curved, at times at an angle greater than 45 degrees to the oncoming ow.
Figure 3.15 illustrates the separation process at the reference plane (Rre f=2.75m), using CP con-
tours and volume streamlines. The separated ow starts with individual separations on the leading and
trailing edges of the airfoil, which grow to meet near the middle of the airfoil. As the angle of attack
increases, the leading edge vortex grows, nally suppressing the trailing edge vortex and covering the
entire airfoil. The development of the primary dynamic stall vortex at this point ends as the dynamic
stall vortex swims off from the airfoil, and a counter-rotating vortex begins to be formed from the
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Figure 3.16: The separation process on the suction-side surface for the non-rotating conguration
during the upstroke. Shown are contours of pressure and wall streamlines. The reference section
(Rre f=2.75m) is marked with the grey stripe. From top to bottom: a=13.59±; a=17.62±; a=18.25±;
a=18.62±; a=18.95±; a=19.37±.
trailing edge of the airfoil. The generation of the stall vortices is qualitatively similar to the ow in
the purely 2D computation (not shown), with a similar main stall vortex and counter-rotating vortex
from the trailing edge. The purely 2D case separates at a lower angle of attack, and has a stronger
main stall vortex than the 3D test case.
The ow on the suction side of the blade is illustrated with pressure contours and surface stream-
lines in Fig. 3.16, where the oncoming ow is from the top of the gure.
As seen at a=17.62±, the ow is separated and symmetric about a plane in the middle of the
blade; towards the tip the ow is attached. At a=17.62±, in the center section of the blade, the ow
is uniform and separated for a width of around two chord lengths. At increasing angles of attack, the
region of separated ow widens, and the ow angle away from the centerline increases. The strong
spanwise ow away from the blade midline in the 3D computation is probably the cause of the weaker
stall vortex than in the 2D computation. The tip ow affects about one third of the blade on each side,
meaning that a signicantly 3D ow is generated.
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Figure 3.17: The local pressure distribution on
the airfoil top at the 25% chord position, at
a=13.59± just before stall for the different grids and
rotating/non-rotating cases.
Even in the attached ow in Fig. 3.16
at a=13.59±, the ow is signicantly non-
parallel and this is seen in the comparison of
the spanwise surface pressure distributions
at the quarter-chord position on the suction
side in Fig. 3.17. Here the ne and coarse
grids for the short blades always have the
same pressure distribution. The non-rotating
short blades have a much stronger pressure
gradient towards the center than the non-
rotating long blades, but the pressure at the
centerline is the same for each grid density
on the short blades, and for the long blade.
As seen in Fig. 3.13, this pressure gradient
affects the separation process, including re-
ducing the height of the lift peak. However,
the lift peak has a qualitatively similar shape,
possibly because no net spanwise-ow is in-
duced. The rotating blades, however, induce a strong spanwise ow toward the blade tip, as seen in
the next section.
3.2.3 Rotating test case
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Figure 3.18: Comparison of lift (Left) and pitching moment coefcient (Right) between the rotating
and non-rotating test cases for the SBR geometry.
Simulations of the short blade with grid spacing of LS=31% chord were performed with rotation,
and the results compared with the non-rotating case. In Fig. 3.18 it can be seen that the effect of
rotation is to reduce the slope of the lift curve at the reference section, and to delay separation. The
lift peak is increased, but the stall process takes longer, which is associated with a 25% reduction in the
height of the pitching moment peak. The forces after stall and reattachment are changed signicantly,
with much earlier reattachment.
The difference in the ow separation process is illustrated in Fig. 3.19, and it can be seen that the
separation starts further toward the blade tip than for the non-rotating case. The stall occurs rst at
r=3.32m, and the stalled region expands inboard. The reference section at Rre f=2.75m sees a delay
of stall by about Da=1±, and a change in the ow on the airfoil at stall. In contrast to the non-rotating
case, where the axis of the dynamic stall vortex is parallel to the blade at the midpoint, in the rotating
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Figure 3.19: Separation on the rotating airfoil during the upstroke, as indicated by iso-contours of l2
vortex criterion [51]. Rotation is anticlockwise around a point to the right of the picture. From left to
right: a=17.84±; a=18.44±; a=19.24±; a=19.59±; a=19.83±.
Figure 3.20: The separation process on the suction-side surface for the rotating conguration during
the upstroke. Shown are contours of pressure and wall streamlines. Rotation is clockwise around r=0.
The reference section (Rre f=2.75m) is marked with the grey stripe. From top to bottom: a=13.59±;
a=17.84±; a=18.44±; a=19.24±; a=19.59±; a=19.83±.
case the dynamic stall vortex is at an angle of 20-30± trailing the blade axis (depending on the section
of vortex observed), leading to strong out-of-plane ow at the reference section.
The ow on the suction side of the blade is illustrated with pressure contours and surface stream-
lines in Fig. 3.20. Here it can be seen that at a=13.59±, where the ow is still fully attached, the ow
has an angle in the direction of the blade tip. To evaluate the ow angle, ow velocities and pressures
were extracted for a=13.59± along two spanwise lines outside the boundary layer on the suction and
pressure sides near the quarter-chord line of the rotor blade. To simplify the extraction of the data, the
lines were described by constant x=c=0.25 and z=c=§0.1. Data from these lines is in Fig. 3.21, and
it can be seen that the ow is driven by a pressure gradient due to the varying Mach number, which
is approximately linear with radial position, resulting in a net ow angle. The ow on the suction
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Figure 3.21: The ow angle and local pres-
sure distribution along the lines x=c=0.25,
z=c=§0.1, at a=13.59± just before stall for the
rotating conguration. The reference section
(Rre f=2.75m) is marked with the grey stripe.
Figure 3.22: The tip-ward ow velocity
along the line x=c=0.25, r=Rre f=2.75m, at
a=13.59± just before stall for the rotating con-
guration.
side of the airfoil is clearly driven by the decreasing pressure in the direction of the blade tip, and this
results in positive ow angles (ow angles towards the tip), with a ow angle of 1.4± at the reference
section at Rre f=2.75m.
The situation on the pressure side of the airfoil is more difcult to explain, since the pressure
gradient should result in a ow toward the root of the blade. Instead, the ow angle is slightly positive
for most of the blade, with a ow angle of 0.2± at the reference section. The centrifugal force would
tend to increase the angle, but even without this, the meeting of the ow from the suction side and
the pressure side to form a shear layer at the trailing edge will cause an interaction between the ow
angles of the two sides. The interaction will tend to cause the suction side ow to have less of an
angle toward the tip, and the pressure side ow to have more of an angle toward the tip. The angle
difference will also drive the formation of vortices with their axis in the ow direction which will
form in the wake of the blade, as observed experimentally in [14]. This is probably the cause of the
kink in the streamlines at around x=c=0.8 at a=13.59± in Fig. 3.20. The large ow angles near the
ends in Fig. 3.21 appear to be caused by the tip vortices interacting with the surface ow.
It is not possible on the basis of these computations to denitively separate the centrifugal and
shear-layer interaction effects, but an estimate of the relative strength of the centrifugal force can
be made. The relative effects of the centrifugal and aerodynamic forces can be estimated by the
Richardson number (Ri), dened as:
Ri=
ahRi
v2Ri
; (3.1)
where a= rw2 is the local acceleration, hRi is a reference length in the direction of the acceleration and
vRi is the relevant aerodynamic reference velocity. For Ri <1.0 the aerodynamic forces are stronger
and for Ri >1.0 the centrifugal forces are stronger. The centrifugal stresses in the rotor ow have an
uneven effect on the ow. For the ow outside the boundary layer, reasonable estimates might be
vRi = rw (the local onow velocity) and hRi=c, giving Ri = c=r, or Ri=0.11 at the reference section.
This means that for the ow outside the boundary layer, the centrifugal forces can be regarded as a
second order effect and disregarded for this analysis. For the ow in the boundary layer, hRi will be
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the order of the boundary layer thickness or smaller, but the velocities in the boundary layer go to
zero, meaning that the centrifugal force will dominate at the bottom of the boundary layer, switching
at some point to ow dominated by aerodynamic forces at the top of the boundary layer. The ow
velocity toward the rotor tip is shown on the top and bottom of the airfoil in Fig. 3.22 for a vertical
cut through the ow at Rre f=2.75m and x=c=0.25. The lines shown in Fig. 3.21 intersect these lines
at z=c=0.03. Reference [14] noted ne structures caused by the proportionately higher centrifugal
acceleration of the lower parts of the boundary layer compared to the higher parts, with the effect
of boundary layer jetting, and this can be seen in the velocity overshoot in the boundary layer,
especially on the top of the airfoil. Due to the coarse grid in the spanwise direction, these gradients
due to the centrifugal forces will not result in any ne structures in the CFD solution.
As seen in Fig. 3.20, at the point of initial separation at a=17.84±, a region of supersonic ow
is present near the tip of the blade at around r=3.75m. This is made visible on the surface by the
shock-induced separation line seen in the surface streamlines. The supersonic ow is quite distinct
from the location of initial separation at r=3.32m, and the initial separation is shockless at Mach 0.36.
The initial separation progresses both inboard and outboard with increasing angle of attack during the
upstroke, until essentially the whole blade has separated ow. The parts of the blade with remaining
attached ow are the inner end, which is affected by an inner tip vortex and the supersonic region
upstream of the shock in the outer part of the blade. As the angle of attack increases, the supersonic
region extends further toward the root, and the shock moves upstream on the airfoil. The end effects
appear to be much more localised on the blade than for the non-rotating case (as seen in Fig. 3.16).
Figure 3.23: The separation process for the rotating conguration at the r=2.75m plane on the rotor
blade during the upstroke. Shown are contours of CP and streamlines. Top left: a=17.84±; Top right:
a=18.44±; Bottom left: a=19.24±; Bottom right: a=19.59±.
At the reference section, the topology of the separated ow is similar to that for the non-rotating
case. As seen in Fig. 3.23, the separated regions on the leading and trailing edge appear not to touch
for the rotating case (a=17.84±), but as seen in Fig. 3.20, the two separations do actually touch on
the surface. As the leading edge separation grows (a=18.44±), the trailing edge separation is fully
suppressed at a much earlier stage of the separation than for the non-rotating case. When the leading
edge vortex covers the whole of the airfoil (a=19.24±), the height of the separated region is smaller
than for the non-rotating case (see Fig. 3.15 at a=18.62±). This reduced height continues until after
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Figure 3.24: Comparison of lift (Left) and pitching moment coefcient (Right) between different grid
densities for the rotating test case.
the dynamic stall vortex starts to swim off from the airfoil (a=19.59±), and the counter-rotating vortex
from the trailing edge is also stronger than for the non-rotating case.
The separation behaviour is different for the case with the coarser grid with spacing LS=80%
chord, as seen Fig. 3.24. This is caused by a motion of the initial separation point by 50% chord
towards the blade tip, since separation is computed only on the grid planes, which are now further
apart. The propagation of the separation point inboard is also slower in the case with the coarser grid,
leading to a greater vortex angle and a slower separation at the reference section. Thus for the rotating
case, the grid density has an effect on the solution. Finer grids were not investigated in this test case
due to limits of the computational power available, and since the resolution of 3D structures on the
blade was not part of the approach selected for this investigation. This is an open topic for future
work. The long blade was also tested for the rotating case, but in contrast to the shockless initial
separation seen in the shorter blade, the dynamic stall on the longer blade was induced by a strong
shock at the blade tip, and so the results are not directly comparable.
3.2.4 Discussion
The changes in the ow between the 2D computation and the 3D computation without rotation appear
to be due to a combination of the effect of the nite blade affecting the circulation in the reference
section and the 3D ow resulting from the varying separation time over the length of the blade.
Figure 3.25 shows the pressure distributions at the midpoint of the blade at the point of maximum
lift for the 2D and 3D non-rotating test cases. Despite the reduced lift in the 3D test case, the ow
is qualitatively similar. The spatial distribution of the footprint of the vortex on the blade is similar
between the two cases, and the main difference is that the strength of the vortex is reduced for the 3D
case.
In both the 2D and 3D non-rotating test cases, the angle of attack for maximum pitching moment
follows the angle of attack for maximum lift so closely that the pressure distribution is not signicantly
changed from that seen in Fig. 3.25. Thus these curves may also be taken to illustrate the point of
maximum pitching moment. The maximum pitching moment occurs before the center of the dynamic
stall vortex passes over the trailing edge of the airfoil. As the center approaches the trailing edge,
where the moment arm is longest, the effect of the vortex on the pitching moment is weakened by
the vertical movement of the vortex away from the surface and by the passage of some of the vortex
footprint over the trailing edge. The movement of the vortex center away from the airfoil surface, is
driven by the counter-rotating vortex, as seen in Fig. 3.15.
For the rotating case, the point of maximum lift and the point of maximum pitching moment are
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Figure 3.25: CP distributions for maximum
lift/maximum pitching moment at the refer-
ence section (Rre f=2.75m) for: 2D test case
at a=17.39±; Test cases with spacing LS=31%
chord: non-rotating test case at a=18.67±
and rotating test case at a=18.84± and at
a=19.28±.
Figure 3.26: CP distributions for a compari-
son of the young vortex strength and size at
the reference section (Rre f=2.75m) for: 2D
test case at a=16.72±; Test cases with spac-
ing LS=31% chord: non-rotating test case at
a=18.25± and rotating test case at a=18.84±
and at a=19.28±.
more separated in time, such that they give different pressure distributions at the reference section, as
seen in Fig. 3.25. At the point of maximum lift, the vortex is much further upstream than for either of
the other test cases, and the minimum pressure due to the vortex lies between the other two test cases.
It is to be expected, though, that the strength of the vortex reduces in all test cases as the vortex moves
downstream. At the point of maximum pitching moment, the vortex position is similar to that seen for
both the 2D and 3D non-rotating computations, but the strength of the vortex footprint on the airfoil
is reduced for the 3D case. The vortex moves away from the airfoil earlier for the rotating case, due
to a stronger counter-rotating vortex from the trailing edge than for the non-rotating case (Compare
Figs. 3.15 and 3.23), and is reduced in strength in the rotating test case.
The pressure distributions are plotted for the young vortex in Fig. 3.26, such that for all cases the
vortex core is at the position which gives maximum lift for the rotating test case. Here the difference
in the vortex strength can be seen, and the 2D case has the strongest, and most localised vortex. The
footprint of the vortex for the 3D non-rotating case is qualitatively similar to that seen for the 2D
computation, but it is weaker. The footprint of the vortex for the rotating test case has a weaker peak
than seen for the other two cases, and the footprint is much wider on the airfoil. The trailing edge of
the airfoil has attached ow in the rotating test case, as seen from the trailing edge pressure coefcient
in Fig. 3.26, whereas the 2D and 3D non-rotating test cases both have a trailing edge separation which
has not yet been suppressed by the main stall vortex. The widening of the footprint in the 3D test case
may be partially a simple effect of the angle of the vortex to the rotating blade, as seen in Fig. 3.20,
but the reduction of the minimumCP in the center of the vortex would not be explained by this simple
effect. Instead the 3D separation in the rotating test case appears to have a related, but different
mechanism to the simple boundary layer-driven process of the 2D or non-rotating cases, with the
dynamic stall driven by the root-ward propagation of the dynamic stall vortex.
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3.2.5 Conclusions
A new conguration consisting of an untwisted single rotor blade was computed to investigate the
differences in dynamic stall behaviour due to the presence of rotation. The results show that the
rotation causes the stall process to take longer at the reference section, with a less localised stall
vortex footprint on the blade surface and a 25% reduction in the height of the pitching moment peak.
For the rotating cases, the axis of the dynamic stall vortex is at an angle of 20-30± trailing the blade
axis. In contrast, for the cases without rotation the dynamic stall vortex was parallel to the blade
at the midsection, and then curved toward the leading edge at points nearer to the blade tips. The
rotation of the blade caused radial ow for the attached ow during the upstroke, with a ow angle
of 1.4± towards the blade tip on the suction side of the blade at the reference section, caused by the
Mach-number driven pressure gradient. Despite a pressure gradient in the opposite direction, the ow
on the pressure side at the reference section of the blade also had ow towards the blade tip, with a
ow angle of 0.2±, and the cause of this could not be isolated between the centrifugal force and the
entrainment due to the ow angle on the suction side of the blade.
The 3D grid computed without rotation had lower lift at the reference section than for a 2D com-
putation, and the lift overshoot classically observed for Spalart-Allmaras turbulence models during
2D dynamic stall was signicantly reduced for the 3D case with an aspect ratio of 8.3, but remained
large for an aspect ratio of 16.7. The trailing edge separation is fully suppressed at a much earlier
stage of the separation for the rotating case than for the non-rotating case. When the leading edge
vortex covers the whole of the airfoil, the height of the separated region is smaller for the rotating case
than for the non-rotating case. This reduced height continues until after the dynamic stall vortex starts
to swim off from the airfoil, and the counter-rotating vortex from the trailing edge is also stronger for
the rotating case than for the non-rotating case.
The 3D separation in rotation appears to have a related, but different mechanism to the process of
the 2D or non-rotating cases, with the dynamic stall driven by the propagation of the dynamic stall
vortex towards the blade root. The simplied test case proved to be a valuable aerodynamic analysis
tool for investigating the complex separated ow seen in dynamic stall without over-complicating the
solution.
100 CHAPTER 3. 3D EFFECTS ON PITCHING AIRFOIL EXPERIMENTS
3.3 3D ow on the model centerline 3
A 2D model of the OA209 airfoil (Fig. 3.27) with chord length c=0.300m and breadth b=0.997m
was produced for the 1m x 1m adaptive wall test section of the DNW-TWG wind tunnel. The model
was constructed of two carbon-ber half-shells, an aluminum spar and aluminum mounting feet, and
was tted with a line of 48 Kulite unsteady pressure transducers (type XCQ-093), at an angle of
10± to the oncoming ow, near the centerline. The standard aerodynamic coordinate system is used,
with ow in the positive x-direction, airfoil breadth in the y-direction and the z-coordinate directed
vertically upward. To investigate 3D ow effects, the wind tunnel model was also equipped with
lines of pressure transducers at constant x/c=0.51 and x/c=0.80, starting at the centerline (y/c=0) and
extending towards the wind tunnel side-wall (y/c=-1.67). The model was driven using drive shafts
through the wind tunnel side-walls with a hydraulic pitching motion device, and the wind tunnel top
and bottom walls were statically adapted to the mean angle of attack. As shown in Fig. 3.27, one side
of the airfoil was coated with white pressure-sensitive paint (PSP) on the suction side and observed
from a window in the sidewall (as indicated by the red arrow). The close-up of the coating in Fig. 3.28
also shows the ow control system, which could suppress dynamic stall by constant blowing through
42 porthole jets of 3mm diameter positioned at x/c=0.10 with spacing y/c=0.067. Experiments with
this ow control system are in chapter 4.
Figure 3.27: The OA209-FCDmodel installed in the DNW-TWG. The red arrow indicates the camera
angle for PSP.
Figure 3.28: Closeup of the jets and edge of the PSP coating. The black markers are used to map the
PSP result onto the 3D geometry of the model surface.
3Text and illustrations in this section are taken from [25]: Gardner, A. D., Klein, C., Sachs, W., Henne, U. , Mai, H.,
Richter, K., Investigation of three-dimensional dynamic stall on an airfoil using fast response pressure sensitive paint,
Experiments in Fluids, Volume 55, No. 9, 2014. DOI: 10.1007/s00348-014-1807-4
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The data was recorded phase-locked at 1024 points per period for 160 periods and then phase
averaged. On the diagrams in this section the points indicate the mean value and the scatter bars
indicate the standard deviations. The instantaneous lift (CL), drag (CD) and pitching moment (CM)
are integrated from the line of pressure transducers near the centerline and also phase averaged. The
pressure transducers were positioned so that for the set of possible pressure distributions computed
with CFD (without blowing) the error in CL,CD and CM is always less than 1% of the peak value.
3.3.1 High speed PSP measurements
High speed pressure sensitive paint is becoming increasingly applicable to helicopter applications,
with several groups recently reporting encouraging results for a rotor in hover and forward ight
[123], a high-speed rotating blade in hover [54], and for rotating blades and pitching airfoils [45].
The pressure-sensitive paint used in this experiment was developed by the DLR in cooperation with
the Organic-Chemistry Institute of the University of Hohenheim, Germany. Several unsteady PSP
formulations, containing sensor dye and binder, were evaluated in calibration tests [62]. It was found
that PtTFPP-based PSP in combination with a styrene-based polymer is suitable for the unsteady
pressure measurement. To enlarge the porosity of this polymer, TiO2 powder was added. This paint
was applied with a spray gun directly to the model surface without an additional screen layer un-
derneath, in-situ in the wind tunnel. A total paint thickness of 10§2 micrometer was achieved on
the model. The temperature sensitivity of the paint was determined from the calibration curves to be
approximately -800 Pa/±C.
A constant UV-LED illumination was used together with the intensity method to acquire lumi-
nosity images from a camera mounted above the model in the wind tunnel side-wall, as shown in
Fig. 3.27. In this method the paint is simultaneously illuminated and observed by a camera. The paint
emits light and the light intensity (brightness) is a function of pressure, illumination and observation
angle. Images were taken for ow-off conditions to reference the illumination and observation angle
data, and thus the intensity of the measurement images remains only a function of pressure. The
measurement images were then mapped onto a 3D volume using marker tracking (the markers can be
seen in Fig. 3.28) and calibration data applied to convert light intensity to pressure.
A CMOS camera, the Photron Fastcam SA1 was used for PSP data acquisition. This camera has a
resolution of 1024 x 1024 pixels, with a pixel size of 20 mm, 12 bit dynamic range, 35% quantum ef-
ciency and 5400Hz maximum data acquisition rate at full pixel resolution. The camera was operated
with a f=50mm lens, corresponding to a pixel resolution of approx. 15 pixel/mm. To get sharp images
for the whole model, the camera was equipped with a miniaturised Scheimpug adapter fullling the
setup requirements at the wind tunnel.
Both in-situ and a-priori calibrations were performed. At the same time as the airfoil was
coated with PSP, several test samples were also coated with PSP. These test samples and the coated
model were calibrated in the test section of the wind tunnel between 30 - 100 kPa at 25±C (in-situ).
After the wind tunnel test was nished, an intensive a-priori calibration was performed with exactly
the same hardware that was used in the wind tunnel test using the PSP test samples coated at the
same time as the model. These a-priori calibrations were performed between 10 - 150 kPa for 10, 15,
20, 25, 30, 35, 40, 45 and 50±C. For both types of calibrations the same set-up (camera, lens, lter,
LED, viewing angle, etc.) was used. For 25±C the in-situ calibration and the a-priori calibration have
good agreement. For the nal data reduction the values of the a-priori calibration were used, since
the temperature information can also be taken into account in this way. This is the standard DLR
evaluation strategy for PSP measurements.
102 CHAPTER 3. 3D EFFECTS ON PITCHING AIRFOIL EXPERIMENTS
1.55 1.6 1.65 1.7 1.75 1.8
t (s)
54
55
56
57
58
59
P 
(kP
a)
Kulite, x/c=0.59
PSP, x/c=0.59
Figure 3.29: Model pressure comparison over time
for a single pressure transducer and a PSP point
at x/c=0.59 and M=0.3, Re=0.53£106, f=5.7Hz
(w¤=0.11), a=13§7±.
Figure 3.30: Model temperature with infrared ther-
mography at M=0.3, Re=0.53£106, a=13±.
The PSP data requires a zero-offset from
an adjacent pressure transducer. When this is
performed the PSP and pressure transducer
signals follow each other well, as shown in
Fig. 3.29, with some aliasing due to the dif-
fering sampling rates of the two data sets.
The pressure transducers were sampled at
5878Hz, with an anti-aliasing lter at 3 kHz.
The PSP data was sampled at 367Hz and the
sampling was phase locked so that this was
equivalent to 1024 and 64 points per pitch-
ing period, respectively. The measurements
were phase-averaged, to provide the images
in this section.
The model structure was unevenly
heated by the wind tunnel ow and the pres-
sure transducers, and as a result the surface
temperature of the model varied by 2-5K,
depending on the test condition. An ex-
treme example is shown in the infrared ther-
mographic image in Fig. 3.30. The ow is
around 30±C and is from left to right and the
effect of the aluminum strut can be clearly
seen in the dark (cold, 27±C) stripe on the
model surface. Just downstream of the lead-
ing edge of the model, boundary layer tran-
sition with a local separation is observed as a
dark line and the portholes for the ow con-
trol are visible downstream of this line. In
the background the model is reected in the
metallic wind tunnel side-wall. The PSP fol-
lows the relative changes in pressure accu-
rately, but the data has a temperature offset,
which varies with position on the model. No
pointwise temperature offset data was taken,
so the data could not be directly adjusted.
Using the unadjusted data would result in
comparisons as seen in Fig. 3.31.
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Figure 3.31: Direct, uncompensated pressure com-
parison between pressure transducers and PSP, not-
ing effect of spar cooling at t=1.72 s in Fig. 3.29
at M=0.3, Re=0.53£106, f=5.7Hz (w¤=0.11),
a=13§7±.
Despite the problems due to the temper-
ature distribution, the pitching airfoil has the
advantage of providing a large number of
pressure distributions in a short time and so
a compensation method based on computed
pressures can be used. In this method, the
local pressure CP is modied by subtracting
the pressure at that point at minimum an-
gle of attack CP0 . Phase-averaging the data
then removes the worst of the measurement
noise and a qualitative picture of the ow
is achieved. The results of this method are
seen in Fig. 3.32 for the data from the pres-
sure transducers. The difference CP-CP0 is
zero at the point of minimum angle of at-
tack (Fig. 3.32a) and at high angle of attack
CP-CP0 provides the position of the suction
peak (Fig. 3.32b). When the airfoil stalls,
the dynamic stall vortex is visible as a con-
stant pressure with a sharp pressure rise at its downstream end. The position of the dynamic stall
vortex is accurately shown in CP-CP0 around x/c=0.5 in Fig. 3.32c, and around x/c=0.8 in Fig. 3.32d,
as seen in the comparison with the original CP data.
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Figure 3.32: Comparison ofCP andCP-CP0 data at the pressure transducers on the upstroke forM=0.3,
Re=0.53£106, f=5.7Hz (w¤=0.11), a=13§7±. (a) At minimum angle of attack (a=6±). (b) At high
lift with attached ow (a=13.5±). (c) With stall vortex on the front half of the airfoil (a=15.5±). (d)
With stall vortex on the back half of the airfoil (a=16.1±).
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Figure 3.33: Force coefcients integrated from the pressure transducers at M=0.3, Re=0.53£106,
f=5.7Hz (w¤=0.11), a=13§7±. Left: CL Right CM. Letters relate to the subgures of Figs. 3.34 and
3.35.
3.3.2 Dynamic stall at Mach 0.3
The model was pitched at a=13§7± and frequency 5.7Hz (w¤=0.11) at M=0.3 and Re=0.53£106.
Figure 3.33 shows the phase-averaged force coefcients integrated from the pressure transducers near
the model midline. The plot of lift coefcient against angle of attack shows a roughly linear increase
in lift on the upstroke with a kink at a=11± as the transition on the suction side reaches the leading
edge. The lift then rises linearly (but with a lower gradient) until the airfoil stalls. The dynamic stall
vortex formation causes a small peak in the lift around a=15±. The dynamic stall vortex then moves
downstream, increasing in size and strength, causing a second peak in the lift around a=16±. A sharp
reduction in lift follows, as the stall vortex is convected away from the airfoil. A large hysteresis
follows, with ow reattachment around a=9± on the downstroke. The pitching moment shows a
similar process, but a large negative pitching moment peak is caused by the dynamic stall vortex, with
the peak shortly after maximum lift.
Figures 3.34 and 3.35 show typical results of the 3D ow with PSP and pressure transducer mea-
surements. Both gures include 8 phase-averaged subgures (a-h) taken during pitch-up, covering
the time during dynamic stall. The time points are the same (i.e. Figs. 3.34a and 3.35a show the same
ow, and so on), and the times are noted as the red letters in Fig. 3.33.
In Fig. 3.34 the ow is from left to right and the view is from over the suction side of the airfoil.
The wind tunnel wall is at the top of the picture at y/c=1.67 and the model centerline at the bottom at
y/c=0. Figure 3.34a shows the attached ow before stall and the end-effects of the wind tunnel wall
(a tip vortex from the 1.5mm gap between model and wall) can be seen as a triangle of increased
pressure at the top right of the gure, as discussed further in section 3.1 [27]. The thickness of the
wind tunnel wall boundary layer is roughly y/c=0.25. The stripes in CP-CP0 are a small measurement
artifact due to the readout procedure of the CMOS sensor which are not visible in individual PSP
images, but the stripes are amplied by the subtraction process to become visible. Since the pressure
sensors indicate uniform ow in the mid-region of the model, a small region where CP-CP0 is still
affected by the temperature can be identied, as seen in the triangle of lower CP-CP0 near the leading
edge on the model midline.
As the model pitches up, the ow passes successively through the states in Figs. 3.34a-h. In
Fig. 3.34a, the ow is attached and the suction peak is visible as a green stripe near the airfoil leading
edge. As the angle of attack increases, the suction peak becomes stronger, and in Fig. 3.34b the
airfoil stalls and this progresses in Fig. 3.34c. At stall, the suction peak reduces and a dynamic
stall vortex is produced, and the footprint of the dynamic stall vortex is visible as a green suction
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 3.34: PSP pressure distributions (CP-CP0) illustrating the 3D ow during stall for M=0.3,
Re=0.53£106, f=5.7Hz (w¤=0.11), a=13§7±. (a) a=13.5± (b) a=14.2± (c) a=14.8± (d) a=15.5±
(e) a=16.1± (f) a=16.7± (g) a=17.2± (h) a=17.7±. The black dots illustrate the symmetric reection
of the pressure transducer positions used in Fig. 3.35. The black rectangles indicate the regions for
which the CP distributions are shown in Fig. 4.68
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Figure 3.35: Pressure distributions (CP) illustrating the 3D ow during stall forM=0.3, Re=0.53£106,
f=5.7Hz (w¤=0.11), a=13§7±. (a) a=13.5± (b) a=14.2± (c) a=14.8± (d) a=15.5± (e) a=16.1± (f)
a=16.7± (g) a=17.2± (h) a=17.7±
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stripe. This means that the suction region starts in Fig. 3.34b near the leading edge and propagates
downstream in Figs. 3.34c and 3.34d. In Figs. 3.34e and 3.34f the vortex moves downstream and
becomes progressively more bowed in shape. It can be seen in the PSP images that although the
vortex is initially normal to the oncoming ow, that it appears to be anchored to the airfoil leading
edge at the wall and to turn during its passage over the airfoil, ending at an angle of around 30± to
its original orientation as it passes over the trailing edge of the airfoil. The previous investigations
of Lorber and Spentzos et al. [71, 115] with a free-end noted a slowing of the vortex rather than the
anchoring at the leading edge of the wall connection noted here, but qualitatively the ows are similar.
This is consistent with the ndings in section 3.1, which showed that the small gap between airfoil
and wall causes a wingtip vortex more similar to a free end than to a closed end.
As the vortex moves downstream the suction due to the vortex on the airfoil reduces, as can be
seen in the comparison between Figs. 3.32c and 3.32d. Thus in Fig. 3.34e, which is taken at the same
time as Fig. 3.32d, the vortex is no longer so strongly visible. For Figs. 3.34d and 3.32c the angle of
attack is a=15.5± and for Figs. 3.34e and 3.32d the angle of attack is a=16.1±. Figures 3.34f-3.34h
show the vortex passing over the airfoil trailing edge and the airfoil ow becoming fully separated.
The passage of the vortex is also illustrated by the spanwise pressure distributions in Fig. 3.35,
where the pressure transducers are on the part of the model without PSP. Since the ow should be
symmetric, the transducer positions are equivalent to the black dots in Fig. 3.34. Figures 3.35a-h are
at the same times as Figs. 3.34a-h, and show the same ow. Figure 3.35a shows attached ow as
Fig. 3.34a, and in Figs. 3.35b and 3.35c, the ow is separated as seen in Figs. 3.34b and 3.34c, but
the dynamic stall vortex has not yet reached x/c=0.51.
The footprint of the dynamic stall vortex causes slightly higher pressures downstream of the core,
due to the downwash directly hitting the airfoil, and lower pressures directly under the vortex and
upstream of the vortex. Thus in Fig. 3.35d, at a=15.5±, the vortex is over (x/c, y/c)=(0.51, 0.0) and
at (x/c, y/c)=(0.80, 0.0) the pressure has risen due to the vortex downwash. For x/c=0.51 the pressure
rises with distance from the centerline and is at a maximum at (x/c, y/c)=(0.51, 0.50) due to the
downwash.
The vortex passes further over x/c=0.51 and x/c=0.80 in Fig. 3.35e, but it is not until a=16.7±
(Fig. 3.35f) that the vortex reaches the transducer at (x/c, y/c)=(0.51, 1.0). In Figs. 3.34d and 3.34e
the green low pressure stripe of the vortex is stationary for y/c>1.2. Finally, in Fig. 3.35g at a=17.2±,
the start of fully separated ow on the airfoil is reached.
Using the two points in Fig. 3.35f where the suction is at a maximum: (x/c, y/c)=(0.51, 0.50) and
(0.80, 0.0), results in a vortex angle of b=30± to the original vortex orientation, which agrees well
with the value from the PSP image at the same time (Fig. 3.34f). Numerical investigations such as
those in section 3.2 and [28, 60] suggest that that vortex curvature is responsible for a reduction in
both the lift and pitching moment force peaks, and that a similar angle would result in a 25% reduction
in the pitching moment peak over the ideal 2D case, which is roughly the overestimation noted by
Richter et al. [103] in the 2D computation of a similar 3D wind tunnel model with dynamic stall in
the DNW-TWG, also at Mach 0.3.
Visbal et al. [119] observed that for a low Reynolds-number plunging wing that the ends of the
vortex detached from the wing ends and retreated to the midline of the airfoil, forming a compact
W vortex with attached ow nearer to the wing tips. Figure 4.33g shows that the attached ow does
not appear and the ow is fully separated to the ends of the airfoil. No indication of the ends of the
vortex detaching from the wing ends is seen, and thus the spot seen in Fig. 3.34g (in green) is not the
impression of an W vortex. Apart from the initial trailing-edge separation observed by [119] which
also does not appear here, the stall process is otherwise similar in both experiments.
Increasing the Reynolds number to Re=1.15£106 results in a similar shape of the dynamic stall
vortex to that seen at Re=0.53£106, as seen in Fig. 3.36. The PSP frames during separation are
slightly different in time to those in Fig. 3.34 and a similar structure of the dynamic stall vortex
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Figure 3.36: PSP pressure distributions (CP-CP0) illustrating the 3D ow during stall at M=0.3,
Re=1.15£106, f=5.7Hz (w¤=0.11), a=13§7±. (a) a=14.3± (b) a=14.9± (c) a=15.6± (d) a=16.1±.
The black dots illustrate the symmetric reection of the pressure transducer positions.
shape is produced. In Fig. 3.36b, the dynamic stall vortex is parallel to the airfoil leading edge in the
middle of the airfoil, but nearer the wall it is slowed. As the vortex moves rearward on the airfoil in
Figs. 3.36c and 3.36d, the region of airfoil for which the vortex is parallel to the airfoil leading edge
reduces until the entire vortex is at an angle to the oncoming ow, producing the same effect as at
Re=0.53£106. Thus the dynamic stall vortex curvature is independent of Reynolds number.
3.3.3 Dynamic stall at Mach 0.5
When theMach number is increased to 0.5, the OA209 airfoil undergoes shock-induced dynamic stall.
The suction peak which appeared at Mach 0.3 is replaced by a region of supersonic ow bounded by
a shock at its downstream end. The ow separation appears rst at the shock foot and extends down-
stream with increasing angle of attack also causing the retreat of the shock upstream. At Mach 0.5 no
dynamic stall vortex is visible and instead the force coefcients for dynamic pitching are a hysteresis
around the coefcients for the static polar. This process is described in detail in section 4.3.7.
Figure 3.37 shows results for M=0.5, Re=0.85£106, f=5.7Hz (w¤=0.06), a=11§7±. The lift
overshoot is no longer as strong as seen at M=0.3 and the hysteresis in pitching moment after stall is
reduced. The shock-induced stall is illustrated in the pressure distributions in Fig. 3.38. In Fig. 3.38a
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Figure 3.37: Force coefcients integrated from the pressure transducers at M=0.5, Re=0.85£106,
f=5.7Hz (w¤=0.06), a=11§7±. Left: CL RightCM. Letters relate to the subgures of Figs 3.38, 3.39
and 3.40.
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Figure 3.38: Comparison ofCP andCP-CP0 data at the pressure transducers on the upstroke atM=0.5,
Re=0.85£106, f=5.7Hz (w¤=0.06), a=11§7±. (a) Before stall (a=9.3±). (b) Start of stall (a=9.9±).
(c) Stall continuing (a=11.3±). (d) Fully stalled (a=12.0±).
at a=9.3±, the ow is attached and the initial separation is in Fig. 3.38b at a=9.9±. With advancing
time (and increasing angle of attack) in Figs. 3.38c and 3.38d, the separated ow extends downstream
and the shock moves upstream, reducing the size of the region with supersonic ow and CL. The
pressure difference to that at minimum angle of attack (CP-CP0) does not capture the qualitative change
in the ow as clearly atM=0.3, however both the retreat upstream of the shock and supersonic region,
and the increase in surface pressure on the airfoil downstream of the shock due to the separation
process are visible.
(a) (b) (c) (d)
Figure 3.39: PSP pressure distributions (CP-CP0) illustrating the 3D ow during stall at M=0.5,
Re=0.85£106, f=5.7Hz (w¤=0.06), a=11§7±. (a) a=9.3± (b) a=9.9± (c) a=11.3± (d) a=12.0± The
black dots illustrate the pressure transducer positions used in Fig. 3.40.
The PSP images of CP-CP0 in Fig. 3.39 show that no visible dynamic stall vortex forms on the
airfoil. Figure 3.39a shows the attached ow before stall and the initial separation occurs shortly
before Fig. 3.39b. The ow directly under the shock (at x/c=0.15) separates and the separated region
spreads both upstream and downstream. The separated region is just barely visible in Fig. 3.39b at
x/c=0.15 and y/c<0.3. By Fig. 3.39c, the ow on the model midline is separated to the trailing edge,
the separated region is expanding in the y direction on the airfoil, and is separated for y/c<0.9. The
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Figure 3.40: Pressure distributions (CP) illustrating the 3D ow during stall atM=0.5, Re=0.85£106,
f=5.7Hz (w¤=0.06), a=11§7±. (a) a=9.3± (b) a=9.9± (c) a=11.3± (d) a=12.0± (e) a=12.6± (f)
a=13.2±
end-effect due to the model-wall connection is always visible as a triangle at the top right of the
images and the shock system inside the wind tunnel boundary layer (the rst y/c=0.25 from the wall)
at the upstream side of the model, remains unchanged during stall.
A problem with the use of CP-CP0 can be identied for M=0.5 in Figs 3.38d and 3.39d, where
CP-CP0 appears to indicate a second suction peak. A comparison with the measured CP in Fig. 3.38d
shows, however, that this is an artifact of the subtraction of data from the minimum angle of attack.
Additionally, the shock causes a local temperature inhomogeneity which will increase the error in the
PSP measurement near the shock.
The surface pressures as CP-CP0 give only a rough impression of the shock-induced stall pro-
cess, however as seen in Fig. 3.40, the CP distributions measured at the two x-stations x/c=0.51 and
x/c=0.80 show a mild transition to fully separated ow between a=11.3± and a=12.0±. The stall is
rst seen as an increase in the cycle-to-cycle scatter of the data, illustrated by the enlarged scatter-bars
in Fig. 3.40c, which leads to an increased suction at both x/c=0.51 and x/c=0.80 in Fig. 3.40d. The
initial stall is weighted toward the midline of the airfoil, extending outward in Fig. 3.40e. The arrival
of stall at x/c=0.51 and x/c=0.80 is delayed compared to the initial stall at the shock position. Two
further time-points are included in Fig. 3.40 than in Fig. 3.39 and it can be seen that Fig. 3.40d already
shows fully separated ow in the middle of the airfoil. The separated region spreads to y/c>1.3 in
Fig. 3.40e and 3.40f so that the ow over the whole airfoil is stalled.
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3.3.4 Conclusions
The dynamic stall of a nominally 2D airfoil was investigated using high-speed pressure sensitive paint
(PSP) and pressure transducers, concentrating on the suction side of the airfoil. The 3D nature of the
stall was illustrated, with a curved 3D vortex at M=0.3 and a 3D shock-induced stall at M=0.5. The
main results were:
1. The dynamic stall vortex at M=0.3 was initially formed on the airfoil midline and propagated
downstream. The propagation rate near the wind tunnel sidewalls was much less than that in the
model centerline, leading to curvature of the stall vortex. Other investigations have indicated
that vortex curvature is responsible for a reduction in both the lift and pitching moment force
peaks.
2. The dynamic stall at M=0.3 and both Reynolds numbers Re=0.53£106 and Re=1.15£106 was
qualitatively similar, both in the forces produced and in the PSP pressure distributions.
3. At M=0.5, a shock-induced stall formed a separation bubble under the shock at the model
midline which expanded upstream, downstream and in the spanwise direction with increasing
angle of attack and time. No dynamic stall vortex could be detected at M=0.5.
4. The PSP paint had a high temperature sensitivity of -800 Pa/±C and this lead to a temperature
error in the CP measurement which could not be directly corrected.
5. Using the difference CP-CP0 where CP0 is the pressure distribution at the minimum angle of
attack resulted in a qualitative illustration of the progress of stall and the dynamic stall vortex.
Chapter 4
Dynamic stall control by blowing
Air jets of dry compressed air can be used to reduce the effect of dynamic stall. The energy of the
air jet is locally added to the ow to reduce ow separation, back-ow or vortices. Air jets share
many characteristics with other ow control systems, including aps, slats and vortex generators, and
guidelines can be devised for the application of ow control devices for the reduction of dynamic
stall.
Flow control investigations have two primary aims: Firstly, by introducing a precisely directed
change into the system, more can be learned about the dynamic stall process and secondly, strategies
to reduce the negative effects of dynamic stall, while preserving the positive effects can be tested.
Dynamic stall has the primary positive effect of signicantly increasing the maximum lift before
stall compared with static stall, so that an increased performance can be gained from a reduced wing
area. There are a number of negative effects and the primary aims of a successful dynamic stall control
method is to combat these deciencies.
² A large hysteresis in the lift means that although the maximum lift is high, the mean lift over a
pitching cycle is signicantly reduced for attached ow, which means that the total lift over the
rotor disk is reduced. A successful dynamic stall control method will reduce the lift hysteresis
while preserving high maximum lift.
² The forces on the airfoil uctuate rapidly, in lift, drag and pitching moment, and these result in
high vibrations. A successful dynamic stall control method will reduce these gradients, either
by slowing the aerodynamic processes or reducing the absolute height of the step changes.
² The absolute maximum value of the negative pitching moment peak is often 10-20 times that of
the pitching moment for attached ow. This exceeds the structural constraints of the pitch links
and causes damage. A successful dynamic stall control method will reduce the absolute value
of the pitching moment peak.
² The low lift during the hysteresis means that there are particular azimuthal angles of a rotor
in stall without sufcient lift which results, for example, in high speed pitch-up. A successful
dynamic stall control method will increase the lift of a fully stalled airfoil and help increase the
maneuverability of the helicopter..
This list of goals allows us to understand whether an implemented change will be useful for
combating dynamic stall, but offers little insight into how the changes can be achieved. A number of
general strategies for reducing the negative effects can be identied.
² Reducing the total amount of circulation convected away from the airfoil will result in both a
smaller step-change in the lift, and in less vorticity available to be bound up into a dynamic stall
vortex.
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² Reducing the rate of circulation propagation away from the airfoil reduces the gradient of force
change and thus the vibration. Practically, the only way to do this results in a larger, dynamic
stall vortex which convects more slowly downstream which also results in reduced dynamic
forces due to the higher pressure in the vortex core.
² Since the rotor blade is a 3D structure, a localised high force is not necessarily a problem if
this is not repeated at the same time on many radial position of the blade. Thus making the
dynamic stall vortex less parallel to the rotor blade or breaking up the 2D vortex into multiple
3D vortices is a method of reducing the peak forces on the blade while still retaining high peak
forces on individual 2D airfoil sections.
² If the downstream propagation of the vortex can be slowed, then the gradients of the forces will
be lower, resulting in reduced vibration. This can be achieved by splitting the 2D vortex into
multiple smaller vortices or by introducing effective blockages into the path of the vortex.
² For fully stalled ow, if the bounding streamline above the airfoil can be moved closer to the
airfoil surface, then the lift in fully separated ow will be increased. Additionally, reducing or
reversing the back-ow along the airfoil suction side during fully separated ow will result in
an increase in the lift. During the ow separation process, the vorticity of the boundary layer
is entrained into the dynamic stall vortex by back-ow along the airfoil suction surface, so
reducing or reversing the back-ow reduces the vorticity available to be bound up in a dynamic
stall vortex.
² If the point of initial separation can be moved rearward from the airfoil leading edge to the
elastic axis of the airfoil (x/c=0.25), then the initial positive excursion in pitching moment can
be reduced, and the maximum size of the dynamic stall vortex can be reduced. This can be
achieved by vortex generators, turbulators, or laminar airfoil designs with a delayed adverse
pressure gradient. Care must be taken in these cases not to increase the airfoil drag at low
angles of attack (vortex generators) or to cause a premature stall (laminar airfoils).
² Delaying the dynamic stall to higher lift coefcients will result in more lift and less time in stall
for a given airfoil motion. Combining a stall delay with a slowing of the stall process will often
result in a signicant reduction of the peak forces.
With these strategies in mind, congurations can be identied which will improve the airfoil be-
haviour under dynamic stall. Currently an automated optimisation method for the design of dynamic
airfoils is not possible in the same way as for static airfoils, but by understanding the aerodynamics
potentially positive congurations can be identied and tested.
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4.1 Design of constant blowing experiments using CFD 1
The DLR projects SIMCOS (advanced SIMulation and COntrol of dynamic Stall) and STELAR (Stall
and Transition on Elastic Rotor Blades) are part of a long-term German-French cooperation to inves-
tigate dynamic stall (DS) and improve numerical modelling with regards to dynamic stall. They were
performed in parallel with the ONERA projects SIMCOS and EHIRHE. As part of these projects the
effect of pulsed and constant blowing jets on dynamic stall was investigated both experimentally and
numerically for an OA209 airfoil in the DNW-TWG wind tunnel.
The airfoil OA209 was chosen, because it is an openly available contour [23] which is in use
on the outer section of a number of Eurocopter helicopters, and for which both the DLR and the
ONERA have good databases of experimental results taken in the DNW-TWG and the ONERA-F2
[36, 47, 83] wind tunnels. It is an airfoil of thickness da=c=9%, which displays leading edge stall
and a number of interesting and difcult dynamic stall behaviours. This family of airfoils has been
extensively investigated at the DLR with results on laminar separation bubble bursting [38] and for
leading edge vortex generators (LEVoGs) for dynamic stall control [12, 73]. A numerical study
[103] investigated the mesh densities and time step sizes necessary to get good results for the clean
OA209 airfoil, and test cases were identied where fully turbulent computations with a one-equation
turbulence model gave good engineering estimates of the airfoil performance when compared with
experiment. Additional studies on the OA209 including clean [83] and LEVoG [47] test cases were
carried out, providing an examination of the dynamic stall process using time resolved particle image
velocimetry (TR-PIV), dye injection and surface pressure measurements to investigate the onset of
dynamic stall at low Mach and Reynolds numbers.
In the current study, a new wind tunnel model was designed which was to include injector holes
or slots as Fluidic Control Devices (FCDs). Fluidic Control Devices have the advantage that, when
turned off, the original airfoil contour and performance are available. Constant blowing or pulsed
blowing at up to 500/cycle at total pressures of up to 50 bar can be realised experimentally using valves
[88] in the model installed behind each injection point. An air supply positioned outside the tunnel and
provided the blowing air through a plenum chamber/air-pipe. A constant compressed air supply of up
to 50 bar is available at the TWG, and the injected air can be removed by a suction pump (to preserve
constant mass ow in the circuit) at a rate of up to 10 kg/s. The actual wind tunnel experiment is
considerably more complex than the CFD model, but it was unknown at the start of this investigation
what could be practically implemented in time for the experiment. Modelling the high-frequency
effects of an actuated jet on the boundary layer by URANS methods is difcult and computationally
expensive (although some qualitatively good results exist in the literature [101]), and it was initially
unclear how the high-frequency pulsed blowing would work experimentally, so the decision was made
to investigate designs for constant blowing. The constant blowing case should dene a lower limit of
actuator effectiveness and an upper limit of air use. This chapter describes injection with supercritical
jet conditions, where the gas expands to supersonic conditions after injection.
Computations using the DLR-TAU code are presented for a 3D slice of the dynamically pitching
OA209 airfoil. Different types of air jets were investigated and evaluated for their ability to reduce
the negative effects of dynamic stall, while preserving the positive effects. The values of pitching
moment peak height and peak drag height were minimised, as was the mean drag. The mean lift
and the instantaneous lift at high angles of attack were maximised and high values were used as an
indicator of reduced lift hysteresis.
1Text and illustrations in this section are taken from [34]: Gardner, A.D., Richter, K., Rosemann, H., Numerical
investigation of air jets for dynamic stall control on the OA209 airfoil, CEAS Aeronautical Journal, Volume 1, Issue
1, Page 69-82, 2011. DOI 10.1007/s13272-011-0002-z and [24] Gardner, A.D. Numerical investigation of air jets for
dynamic stall control on the OA209 airfoil, DLR internal report: DLR-IB 224-2009 A 32, DLR Institute of Aerodynamics
and Flow Technology, Go¨ttingen, Germany, 2009.
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Figure 4.1: Experimental arrangement for the
LEVoG experiments ([73]).
Figure 4.2: Photograph of the LEVoGs in-
stalled on a wind tunnel model ([73]).
4.1.1 The LEVoG experiments of Mai et al.
The Leading Edge Vortex Generator (LEVoG) experiments of Mai et al. [73] are an important ref-
erence point for this numerical investigation. They are the most recent investigations of the OA209
in the TWG and include measurements on both the clean and modied airfoil at the test condition
DS2. Most particularly, the pneumatic ow control mechanisms implemented on the OA209 must be
at least as good as the LEVoGs, since active ow control systems are capable of better ow control
than passive systems. Figure 4.1 shows the general experimental arrangement when LEVoGs were
attached to the airfoil.
The streamwise position, height, diameter and spacing of the LEVoGs was varied within the ex-
periment, and the conguration -45±, spacing 20mm, height 0.54mm, diameter 6mm is the optimal
conguration. The position around the nose was varied, and is referenced here by an angle, where
0± describes the position of the LEVoGs when the center of the LEVoG is at the center of the nose
(The stagnation point at a=0±). A LEVoG position of -45± has the LEVoG attached to the lower side
of the airfoil, with the center at approximately -45± when referenced to the center of curvature of
the nose. Figure 4.2 shows the LEVoGs mounted on the model in the wind tunnel with the optimal
conguration.
Static polar results in Figure 4.3 show that the separation angle for the OA209 was around 14±, and
this was not signicantly altered by the LEVoGs. The lift after separation was marginally improved
and drag on the airfoil at lower lift coefcients was acceptable. For the dynamic case (Figure 4.4)
the improvement in the pitching moment and drag coefcient during dynamic stall is signicant and
the reattachment process is changed. PIV images taken during this experiment show a dynamic stall
vortex which is reduced in size. Finally, Figure 4.5 shows the thermographic images of the airfoil top
surface taken at a static angle of attack of 19± with tracks behind the LEVoGs which join into larger
structures on the surface.
Further experiments by Heine et al. [47] indicate that the effect of the LEVoGs is to move the
position of the separation rearward, with the separation point rst occurring away from the leading
edge and then moving forward. In this way both the drag is reduced and the moment arm of the
separation is reduced. The LEVoGs add vortices in the ow direction that work to break up the main
dynamic stall vortex into smaller structures helping to further reduce the size of the separation peak.
The reattachment is helped by the additional energising of the boundary layer, and so occurs sooner
than with the standard OA209.
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Figure 4.3: Results for static polars at the DS2
test conditions. Black is clean and red is for
the LEVoGs ([73]).
Figure 4.4: Results for dynamic stall at the
DS2 test conditions. Black is clean and red
is for the LEVoGs ([73]).
Figure 4.5: Thermography on the airfoil top at a static angle of attack of 19±. Left is clean and right
is with LEVoGs ([73]).
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4.1.2 Denitions
Figure 4.6: Measurement of the peak height for two
sets of data.
The following denitions are used to charac-
terise ow control and dynamic stall:
Reduced frequency: w¤ = 2p f cv¥ ; with f the
oscillation frequency (Hz), c the chord and
v¥ the freestream velocity.
Jet momentum ratio: Cm = 2bc
m jv j
r¥v2¥
; with
m j the mass ux out of the jets, v j the jet
speed at the jet exit (set to be a constant
value, M=1.0) and b the span width of the
rotor blade. Cm is well-dened for the in-
compressible case (Cm = Ac
v j
v¥
), (A is the jet
area), but its extention to compressible ow
depends on the jet conditions used as a ref-
erence. The extension above is simplest, but differs from some denitions used in the literature.
Jet mass ratio: Cq =
m j
r¥v¥cb
Drag and pitching moment peak heights: CMp and CDp are the difference between the value at the
peak and at value a short time beforehand (Fig. 4.6).
Mean values of lift and drag: CL and CD are averaged over one pitching cycle.
Mass ux: m j is an output of the TAU solver for the jet boundaries. It is averaged over one pitching
cycle and normalised to one meter of blade span width.
4.1.3 Computational approach
Computations using the DLR-TAU code are presented for a 3D slice of the dynamically pitching
OA209 airfoil at the DS2 test condition: M=0.31, Re=1.16e6, a=12.87§7.13±, w¤=0.101. Reynolds-
averaged Navier-Stokes (RANS) and Unsteady RANS (URANS) computations were undertaken with
the DLR-TAU solver [39, 109]. The node-based nite-volume solver was used on a hybrid unstruc-
tured grid consisting of prismatic layers close to the viscous surfaces and a tetrahedral eld, generated
using the CentaurTM[1] unstructured grid generator. All computations were fully turbulent, using the
Spalart-Allmaras turbulence model [114] with the Edwards modication (SAE) [17], due to its excel-
lent speed and stability, and the good results obtained for this test case by previous investigators. A
central scheme was used with the scalar dissipation method of Mavriplis [75]. A lower upper symmet-
ric Gauss-Seidel (LUSGS) implicit ux solver was used, with no multigrid convergence acceleration
and a CFL number of 2.
The RANS computations were run for 10000 iterations, for a total of around 60-80 CPUh, al-
though true convergence was not reached due to the separated ow at the conditions computed. The
coefcients were instead averaged over the last 2000 iterations to obtain the values quoted in this
section. This averaging is not truly physically correct due to the RANS scheme and the dual time-
stepping method meaning that each iteration is not truly comparable to a slice of physical time, but
the approximation is sufcient for the engineering estimate of relative performance required.
The URANS computations used 1600 time steps per period with 400 inner iterations per timestep.
Signicantly more inner iterations were required for convergence with jet injection than had been
previously observed for clean cases. A minimum of 3 pitching cycles needed to be computed for con-
vergence, with each cycle costing 3400-4400 CPUh. Convergence of the computation was assumed
when differences between the lift, pitching moment and drag between the second and third cycles
were within pre-dened tolerances, approximately equal to 1% of the value at the minimum angle of
attack computed.
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Figure 4.7: Airfoil gridded area.
The grid was generated according to the
guidelines of Richter et al. [103] for grid
convergence on this geometry and test con-
dition, with grid cells of 1% chord on the
top and bottom of the airfoil and ner cells
of 0.15% on the leading and trailing edges
and around the jets (See Table 4.1). A 3D
slice of the airfoil with a width of 20% chord
(60mm) was used. This slice was bounded
by periodic side-walls (Fig. 4.7) which allow a net spanwise ow for jet congurations with all jets
skewed in one direction. The domain was selected to capture the qualitative effects required to make
a good decision about which jet to choose, with a small number of node points (under 2 million) so
that the geometry could be computed with acceptable cost by the URANS solver.
Figure 4.8: Cut through the grid at the injector posi-
tion in the middle of the grid for TC12.
Figure 4.9: Comparison of airfoil modications for
portholes (left) and for tangential injection (right and
bottom).
It is expected that this domain is insuf-
ciently wide to see 3D effects for the main
dynamic stall vortex, but the 3D effects in
the rst 20-40% of the airfoil will be pre-
served, as needed for the jets. This type
of computational domain has also been used
by a number of other investigators, amongst
them Prince et al. [97], who got quite good
results when compared with experiment for
passive air-jet vortex generators in incom-
pressible ow. In order for the effect of the
jet boundary layer to be captured, the jets
were modelled as short tubes sunk into the
surface with a length of twice the jet diam-
eter (or slot width), with a boundary set-
ting the total temperature (T0=300K), pres-
sure and density (P0=r0=90909) at the bot-
tom end (Fig. 4.8). The constant temperature
is a concession to the verifying wind tun-
nel experiment which will use high-pressure
gas supply with a plenum inside a large alu-
minium block at room temperature. The
static conditions at the jet exit will depend
on the inviscid cross-sectional area of the in-
jector at the sonic point, which is a func-
tion of the boundary layer thickness and the
interaction between the jet and the external
ow. In cases where a tangential slot of
width 0.5mm was to be used, the surface of
the airfoil was changed, shifting the surface
inward by 0.75mm (to include the 0.25mm wall outside the slot), and blending in all the changes
back to the original contour within a length of 7% chord (Fig. 4.9). The same method was used for all
tangential slot congurations shown in this section. The cells around the injectors were constrained to
0.08% chord, and the walls of the injectors were modelled as fully turbulent, with a prismatic sublayer
equivalent to that on the model surface (Fig. 4.8).
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Table 4.1: Grid data for the 3D grids.
Option Value
Whole grid
Grid nodes 1.2-1.7 Million
Prismatic grid
Layers 44
Stretching 1.15
y+ ·1.0
Surface grid
Maximum cell size 1% chord
Nose cell size 0.16% chord
Trailing edge cell size 0.16% chord
Injector cell size 0.08% chord
Tetrahedral grid
Cell size in source near model 1% chord
Cell size at fareld 10% chord
Figure 4.10: Comparison between the results for
DS2 for different fareld boundary distances, com-
pared with experiment. Finally 17 chords was se-
lected as providing a good balance between the num-
ber of cells in the fareld and preserving the qualita-
tive behaviour of the experiment and the 2D CFD.
Figure 4.10 shows the comparison be-
tween different fareld boundary distances.
Finally 17 chords was selected as provid-
ing a good balance between the number of
cells in the fareld and preserving the qual-
itative behaviour of the experiment and the
2D CFD. The closer fareld approached the
model to 2 c on the upwind side, while leav-
ing 5 c on the wake side.
The forces on the airfoil are the sum
of the forces for all nodes on the surface.
For the non-slip boundaries, the pressure and
viscous forces are computed from the pres-
sure and skin friction. The non-slip bound-
aries are the airfoil top, airfoil bottom, airfoil
trailing edge and the internal surfaces of the
injection holes including points belonging to
both the injection holes and the injection in-
ow surfaces. For the injection inow surfaces the forces are computed from the mass ux and
velocity across the inow plane. Thus the lift, drag and pitching moment should be equal to the true
forces seen in an experiment on this conguration excepting the force in the y-direction due to the gas
delivery by a pipe in the blade spanwise direction.
4.1.4 Deep dynamic stall on the OA209
The SIMCOS DS2 test case (M=0.31, Re=1.16e6, a=12.87§7.13±, w¤=0.101) shows all the typical
behaviour of deep dynamic stall at low Mach numbers. At low angles of attack, on the upstroke, the
ow is attached and is qualitatively similar to the statically attached ow (Fig. 4.11, left). At stall, a
large dynamic stall vortex appears, which is associated with a peak in the lift and pitching moment
coefcients (Fig. 4.11, middle). The vortex attachment point is at the nose and the large main vortex
stretches to the leading edge while a counter-rotating vortex is formed from the trailing edge. After
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Figure 4.11: Comparison of ow topologies on the periodic plane before (left), at (middle) and after
(right) dynamic stall for the Clean OA209 airfoil. The three cases correspond to a=15.6±, 17.9±
and 19.5± respectively for an instantaneous solution at the periodic plane.
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Figure 4.12: URANS results of the coefcients over one pitching cycle a=12.87§7.13±, w¤=0.101
for: (left) Lift coefcient, (right) Pitching moment coefcient. Shown is the result for the Clean
OA209 airfoil compared with a static polar computed with RANS on a 2D grid with a fareld bound-
ary.
stall (Fig. 4.11, right) the dynamic stall vortex moves downstream, and the pressure minimum in the
center of the dynamic stall vortex wanders over the trailing edge of the airfoil, sustaining the negative
peak in the pitching moment while the lift rapidly reduces. Additionally, the attachment point of
the dynamic stall vortex (the separation point of the ow on the top of the airfoil) moves forward.
The movement of the attachment point can be observed by the movement of the forward streamline
of the dynamic stall vortex between Figures 4.11 (middle) and (right) but is difcult to see in these
pictures. The negative peak in the pitching moment is the main undesirable effect of dynamic stall,
and is the maximum load for the pitch links on a helicopter blade. The reduction in size and strength
of the dynamic stall vortex is a central target of dynamic stall control strategies. In addition, better
anchoring the attachment point of the dynamic stall vortex can reduce the height of the peak in the
pitching moment by reducing and stabilising the size of the dynamic stall vortex.
Fig. 4.12 shows the lift and pitching moment coefcients over a cycle for the OA209 airfoil at the
DS2 test condition. The upstroke has attached ow, before a peak in the lift coefcient associated
with the formation of the main dynamic stall vortex occurs (Fig. 4.12, left). A peak in the pitching
moment coefcient is formed together with the lift peak (Fig. 4.12, right), and is sustained longer than
the lift as the dynamic stall vortex moves downstream. After stall there is unsteady, separated ow,
which continues up to the maximum angle of attack and to around a=16± on the downstroke. This
unsteady ow is caused by the shedding of smaller vortices from both the leading and trailing edges
of the airfoil. After around a=16± on the downstroke the ow stabilises, and the ow reattaches, so
that the bottom part of the downstroke again has ow qualitatively similar to the fully attached ow
on a statically inclined airfoil.
The dynamic stall control strategies followed in this section will concentrate on using blowing
with air jets to keep the ow attached, reduce the strength of the dynamic stall vortex, and to anchor
the separation of the ow and the attachment point of the dynamic stall vortex. Each type of air jet
used one or more of these types of ow control and, in the following sections, the air jets are grouped
by the main type of ow control which they display. The strategies are:
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1. Dynamic stall vortex reduction. The strength of the dynamic stall vortex was reduced by blow-
ing with a component in the airfoil spanwise direction to turn the dynamic stall vortex from a
single vortex with only a y-component to its axis into one or more vortices with a vortex axis
having components in the x, y, and z directions.
2. Coanda effect tangential blowing. Flow attachment was improved using air jets in the ow
direction to push the separation point backward using the Coanda effect.
3. Limiting the separation by vertical blowing. The dynamic stall vortex was stabilised by using
blowing normal to the airfoil chord line to provide an anchor point for the separation and limit
its upstream travel.
4.1.5 The vertical slot and LEVoGs
Figure 4.13: Jet streamlines (URANS) for the
0.5mm width vertical slot situated at 10% chord, at
1.0 bar total pressure (Cq=0.0032), a=13± ". (Figure
14 from [24])
A vertical slot of width 0.5mm at 10%
of chord (Figure 4.13) was actuated using
pressures of 1.0 bar (Cq=0.0032) and 0.6 bar
(Cq=0.0008). This conguration was chosen
because it is an essentially 2D conguration
which should show any problems in the 3D
grid. The major problem with this cong-
uration should be immediately visible from
Figure 4.13; namely that although the ow
in the volume where the dynamic stall vor-
tex forms is affected, the slot forces a com-
plete boundary layer separation in order to
do it. The lack of ow through the jet plane
from the front of the airfoil causes a lack
of mass ux behind the injector leading to
a large stall vortex which is bounded on the
upwind end by the injector. In this way the
dynamic stall vortex is nearly completely re-
placed by a classic static separation, which
is not much of an improvement.
An investigation of the LEVoG congu-
ration was done at a static angle of attack of
17.5±, which is well above the static separation point of a=13.5±. Computations were done using
the RANS solver on a geometry with 17 LEVoGs at a position of -45± below the model centerline.
Figure 4.14 shows similar bubble structures to those inferred from the thermographic infrared images
taken during the experiments (Figure 4.5), as well as track structures in the wake of the LEVoGs,
similar to those seen on thermographic images. The operating principle of the static LEVoGs is not yet
completely clear, but it is clear that they create a strongly 3D structure, and that this is advantageous
in reducing dynamic stall.
Initial investigations showed that using URANS computations directly as the sole tool for the
numerical investigation of these air jets was too costly in both computing power and time. In contrast,
RANS results above the static stall angle were found to be a relatively cheap method of identifying
effective ow control devices. Thus, potential ow control devices were rst investigated with RANS
before a reduced number of devices were investigated using URANS with full pitching motion.
It was found that the control of mass ow in low pressure jets was too unreliable, and instead su-
percritical congurations should be investigated. This meant that the impulse of the jet was signicant
and had to be taken into consideration. Finally, it was found that the jets should pierce the boundary
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Figure 4.14: The computations on a static wing at a=17.5± showing contours of l2 at 1e-6.
Left:Clean. Right: LEVoGs in the -45 degree position. (Figure 19 from [24])
layer without separating it, meaning that all congurations having slot injectors normal to the surface
were removed from consideration because of the large separated regions which they caused.
4.1.6 RANS results at a=17.5±
Using RANS computations, 12 congurations (Fig. 4.15) were investigated at M=0.31, Re=1.16e6
for a steady angle of attack of a=17.5±, well above the static stall angle of a=14± (Fig. 4.12). This
approach provided a qualitative estimate which jets would give a performance improvement over the
clean case comparatively cheaply compared to URANS computations. The improvement in lift and
drag compared with the reference airfoil identied interesting congurations, with only the three most
interesting congurations extensively investigated using URANS on an airfoil with pitching motion.
Each conguration was investigated for two air mass ow rates: a maximum ow rate of 0.22 kg/s per
meter of blade and a ow of half that (0.11 kg/s/m), resulting in supercritical injection with pressure
ratios across the jet of between 2 and 20. This approach simplied the local modelling of the jet since
no feedback into the jet was expected and the main effect was of a macroscopic jet. The test cases are
enumerated in Table 4.2 and Fig. 4.15. An example for each grouping can be seen in Fig. 4.16.
The test cases for the dynamic stall vortex reduction use jets which were inclined at 45± down-
Table 4.2: Test cases.
Case Jet Type (d) Position Space Incline/Skew
Reference case
TC01 Clean OA209, width=60mm, chord=300mm
Dynamic stall vortex reduction
TC05 Hole (6mm ) 10% top 60mm 45±/45±
TC06 Hole (3mm) 10% top 60mm 45±/45±
TC10 Hole (3mm) 10% top 20mm 45±/45±
TC16 Hole (2mm) 10% top 60mm 45±/45±
TC18 Hole (1mm) 10% top 60mm 45±/45±
Coanda effect blowing
TC04 Slot (0.5mm) 10% top  Tangent
TC13 Slot (0.5mm) 10+75%t.  Tangent
TC14 Slot (0.5mm) 75% top  Tangent
TC15 Slot (0.5mm) 75% bot.  Tangent
Dynamic stall vortex limitation
TC07 Hole (3mm) 10% top 60mm Vertical
TC12 Hole (3mm) 10% top 20mm Vertical
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Figure 4.15: Test matrix of RANS computations.
Figure 4.16: Test matrix for URANS computations with an example of each jet type group, showing
ow state at a=16.35± on the upstroke for the maximum mass ow rate tested. (Top, left) Clean case
with unsuppressed dynamic stall vortex (TC01); (Top, right) tangential slot 0.5mm (TC04); (Bottom,
left) 3mm jet at 60mm spacing inclined/skewed at 45±/45± (TC06); (Bottom, right) Vertical 3mm jet
at 20mm spacing (TC12). Jets were at 10% chord.
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stream, and skewed at 45± across the ow with a jet spacing of 60mm (for example TC06 in Fig. 4.16)
or 20mm. The inclination is relative to the model chord and 45± was chosen to be approximately half
way between the vertical jet and the tangential jet angles. In the RANS results, three effects of the jets
are observed: rstly a vortex is generated at the root of the jet, which propagates along the top side
of the OA209, secondly a sideways momentum is given to the ow so that the dynamic stall vortex
is not purely 2D, and nally the angling of the jets downstream reduces the drag, by adding some
of the jet thrust in the forward direction, and turning the ow further toward the surface due to the
Coanda effect. The vortex along the wall will help the ow to remain attached longer, and it is hoped
that the break-up of the 2D vortex will reduce the height of the dynamic stall peaks in lift, drag and
momentum as the dynamic stall vortex separates. It is postulated that a similar 3D effect due to model
end conditions (section 3.2 [35]), which causes a reduction in lift for experiments at moderate angles
of attack, causes the overestimation of the size of the lift and pitching moment peaks at the moment
that the dynamic stall vortex separates when compared with experiment [103].
The jet diameter and spacing were varied at constant mass ow for the dynamic stall vortex reduc-
tion. With reducing hole diameter and constant mass ow through the jets, smaller jets have higher
Mach number, stagnation pressure and injected energy (Table 4.3). The overall effect of reducing the
spacing to 20mm is a reduction in lift and an increase in drag over the single jet case, since the ow is
not turned as much toward the airfoil, and no vortices are created along the top surface of the airfoil.
In fact the total effect of reducing the spacing to 20mm (TC10) is to join the jet ows into a single
blockage. As seen in Table 4.3, at Cm=0.06 all of the 60mm jet spacing congurations increased lift
by 50-80%, and decreased drag by around 35%. The TC06 was selected for URANS testing due to
practical considerations of the feeder pressure and geometry.
The test cases for the Coanda effect blowing use slots tangential to the airfoil surface to increase
lift by turning the external ow back toward the airfoil (for example TC04 in Fig. 4.16). This is done
by using the Coanda effect on the ow near the separation streamline, and by providing blowing in
the streamwise direction along the wall so that the reverse ow, which would form near the airfoil for
separated ow, is not permitted. Slot blowing at the 10% chord position caused fully attached ow
on the rear 90% of the airfoil, and only a small separation of the front 10% of the airfoil. As seen
in Table 4.3, for the TC04 at Cm=0.06 the lift is increased by 70% and the drag is reduced by 60%,
due in part to the direction of the jet rearward, and also to the almost complete absence of separated
regions.
Two basic problems remain with the tangential slot jets. Firstly due to the large exit area of the
slots the jet pressures used are low, leaving little room to operate at lower pressure to reduce power
use, and the possibility of reducing the slot width is limited since the slot is already only 0.5mm wide.
Additionally the alteration of the airfoil contour at the point where the highest Mach number ow is
found on the advancing blade is likely to be a serious problem unless the slot itself is a deployable
object. The TC04 was nevertheless selected for URANS testing because of its good performance.
The test cases for the dynamic stall vortex limitation use vertical jets at 10% chord to limit the
upstream travel of the dynamic stall vortex (similarly to the back-ow ap [3, 80]), and convert it to
a static separation, with accompanying suppression of dynamic separation effects (for example TC12
in Fig. 4.16). The idea is to create a separation limiting effect similar to that possible for a vertical
slot, but without forcing the boundary layer to separate fully.
This idea did not work fully for a jet spacing of 60mm. However with a jet spacing of 20mm
(TC12) the size of the separation is limited by the front edge of the separation anchoring at the
jet, and a modest improvement in lift, drag and pitching moment were achieved at Cm=0.06, with
around 30% improvement in lift and 30% reduction in drag over the reference case, as can be seen
in Table 4.3. Conrming the selection of TC12 for further URANS study were the results at half
pressure (Cm=0.03), where the ow was fully turned and only a small separation was seen behind the
jets. It is postulated that the additional ventilation provided to the back half of the airfoil between
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Table 4.3: Results of the RANS investigations.
Case Name Pj (bar) m j (kg/s/m) CL/Ref CD/Ref CMp/Ref
Reference case
TC01 0 0 1.00 1.00 1.00
DS vortex reduction (Cq=0.01, Cm=0.06)
TC05 3.04 -0.22 1.52 0.64 0.28
TC06 11.11 -0.22 1.72 0.66 0.27
TC10 3.35 -0.22 1.24 0.99 1.20
TC16 41.68 -0.22 1.72 0.62 0.23
TC18 278.9 -0.22 1.79 0.63 0.22
DS vortex reduction (Cq=0.005, Cm=0.03)
TC05 1.52 -0.12 1.02 0.93 0.90
TC06 5.55 -0.11 1.01 0.94 0.89
TC10 1.67 -0.11 0.94 0.88 0.81
TC16 20.84 -0.12 1.14 0.85 0.72
TC18 120.2 -0.11 0.97 0.96 1.01
Coanda effect blowing (Cq=0.01,Cm=0.06)
TC04 2.07 -0.22 1.70 0.39 -0.01
TC13 1.04 -0.22 1.01 0.64 0.54
TC14 1.99 -0.22 1.08 0.92 1.14
TC15 1.99 -0.22 1.09 0.90 1.14
Coanda effect blowing (Cq=0.005,Cm=0.03)
TC04 1.03 -0.11 0.86 0.74 0.56
TC13 0.52 0.01 1.05 0.87 0.79
TC14 1.00 -0.11 0.97 0.95 0.94
TC15 1.00 -0.11 1.03 0.95 0.95
DS vortex limitation (Cq=0.01,Cm=0.06)
TC07 24.40 -0.22 0.94 0.80 0.94
TC12 6.70 -0.22 1.31 0.73 0.59
DS vortex limitation (Cq=0.005,Cm=0.03)
TC07 12.20 -0.12 0.92 0.97 0.99
TC12 3.35 -0.12 1.23 0.59 0.10
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Figure 4.17: Comparison of ow topologies on the periodic plane before (left), at (middle) and after
(right) dynamic stall for the TC04 (tangential slot blowing) OA209 airfoil. The three cases cor-
respond to a=16.4±, 17.5± and 18.5± respectively for an instantaneous solution at the periodic plane
(between the jets).
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Figure 4.18: URANS results of the coefcients over one pitching cycle a=12.87§7.13±, w¤=0.101
for: (left) Lift coefcient, (right) Pitching moment coefcient. Shown is the result for the TC04
(tangential slot blowing) plotted against the Clean OA209 airfoil.
the jets causes the large difference to the vertical slot case investigated initially. For the half-pressure
case, the improvement in lift over the reference case was only 20%, but the drag was only 60% of that
for the reference case, and improvement of 10% over the case with full pressure.
The RANS computations indicated a reduction in drag and an increase in lift for congurations
with air jets which allowed the congurations using each of the three control strategies to be identied.
As an example of the Coanda effect blowing, the tangential slow conguration TC04 was selected.
As an example of the dynamic stall vortex reduction, the inclined/skewed jet conguration TC06 was
selected. As an example of the dynamic stall vortex limitation and anchoring the vertical jet congu-
ration TC12 was selected. These congurations were then investigated using URANS computations
with pitching motion.
4.1.7 URANS results with a=12.87§7.13± atCm=0.06
The test cases TC01, TC04, TC06 and TC12 were investigated with URANS computations on a dy-
namically pitching OA209 airfoil. The test cases are shown in Fig. 4.16 and have one example of
each ow control method, together with the reference case. The images in Fig. 4.16 are all taken at
a=16.35± on the upstroke, and large differences in the ow topology due to the ow control mech-
anisms are visible. The ow in the reference case has just developed the main dynamic stall vortex,
where the cases with air blowing have all suppressed it to some degree. For the TC04, which used
blowing from a slot parallel to the airfoil surface, the ow is fully attached except for a small, at
separation near the trailing edge. For the TC06, which used jets inclined in the ow direction and
skewed to the left, the separation has been greatly reduced, and no real vortex is currently visible. A
strong sideward component to the ow on the surface has been created due to the jet skew. For the
TC12, which used vertical jets, the ow is separated both before and after the jets, but the size of both
is reduced. A strong anchoring of the separation on the back of the airfoil at the position of the jets is
visible, as is the termination of the separated region on the front of the airfoil by the jets.
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Table 4.4: Results of the URANS investigations.
Case Name Pj (bar) m j(kg/s/m) CL/Ref CD/Ref CMp/Ref CDp /Ref
Reference case
TC01 0 0 1.00 1.00 1.00 1.00
DS vortex reduction (Cq=0.01,Cm=0.06)
TC06 11.11 -0.22 1.07 0.56 0.74 0.68
DS vortex reduction (Cq=0.005,Cm=0.03)
TC06 5.55 -0.11 1.03 0.73 0.76 0.79
Coanda effect blowing (Cq=0.01, Cm=0.06)
TC04 2.07 -0.22 1.18 0.31 0.62 0.62
Coanda effect blowing (Cq=0.005, Cm=0.03)
TC04 1.03 -0.11 1.07 0.68 0.83 0.80
DS vortex limitation (Cq=0.01, Cm=0.06)
TC12 6.70 -0.22 0.99 0.58 0.15 0.22
DS vortex limitation (Cq=0.005, Cm=0.03)
TC12 3.35 -0.12 1.02 0.61 0.29 0.31
Coanda effect blowing:
The effect of the 0.5mm slot used for the Coanda effect blowing test case (TC04) is to shift the
separation vortex rearward and cause earlier reattachment (Fig. 4.17). The high Mach number of the
air exiting the slot causes a small separation in front of the slot during the upstroke (Fig. 4.17, left),
which expands as the angle of attack increases, but is qualitatively similar, even after stall. After
stall, the blowing prevents the formation of the dynamic stall vortex until halfway back on the airfoil
(Fig. 4.17, middle). This vortex is smaller, weaker and positioned further back than for the clean case,
meaning that the lift and pitching peaks are reduced. As the dynamic stall vortex becomes very large
and moves over the trailing edge of the airfoil (Fig. 4.17, right) the blowing of the jet still enforces
attached ow along the majority of the airfoil.
The stall for the TC04 occurs at approximately the same angle as for the reference airfoil, and there
is no large lift peak since no large dynamic stall vortex forms (Fig. 4.18, left). An increase in lift of
up to 15% was seen during the attached ow part of the upstroke due to the jet being pointed directly
aft of the airfoil, decreasing at lower angles of attack, and a net thrust (negative drag) was produced
at low angles of attack due to the jet being pointed directly backward. While the improvements in
mean lift (18%) and mean drag (69%) are impressive (Table 4.4) they come at the cost of a signicant
modication to the airfoil contour for the injection slot and the creation of a second dynamic stall
vortex. The pitching moment peak from the rst dynamic stall vortex is reduced by 38% (Fig. 4.18,
right) and the shape of both the lift and pitching moment peaks is rounded when compared to the
reference case. The rounding of the lift peak is due to the slow growth of a separation on the front
part of the airfoil, which is prevented by the jet from spreading backwards as is the case for the
clean airfoil. In addition, the growth of the main dynamic stall vortex limited to the back half of the
airfoil. The vortex later swims off, but without giving a large dynamic stall peak. Due to the airfoil
modication, the TC04 is not preferred to the porthole congurations TC06 or TC12.
Dynamic stall vortex reduction:
The effect of the inclined and skewed jets (TC06) is to reduce the size of the dynamic stall vortex
and to stabilise its position at the jets. Fig. 4.19 (left) shows the ow on the periodic plane, just
after the end of the attached ow section of the upstroke. Here the sidewards ow of the air jets
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Figure 4.19: Comparison of ow topologies on the periodic plane before (left), at (middle) and after
(right) dynamic stall for the TC06 (inclined/skewed blowing) OA209 airfoil. The three cases cor-
respond to a=16.4±, 19.2± and 19.7± respectively for an instantaneous solution at the periodic plane
(between the jets).
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Figure 4.20: URANS results of the coefcients over one pitching cycle a=12.87§7.13±, w¤=0.101
for: (left) Lift coefcient, (right) Pitching moment coefcient. Shown is the result for the TC06
(inclined/skewed blowing) plotted against the Clean OA209 airfoil.
causes a stable deviation of the streamlines upward away from the trailing edge of the airfoil which
does not immediately separate. Instead this state persists for around Da=3± until nally a dynamic
stall vortex starts to form, at a delay of about Da=2± from the reference case (Fig. 4.19, middle).
Finally the dynamic stall vortex moves downstream (Fig. 4.19, right), with a considerably reduced
strength, but the counter-rotating vortex formed at the trailing edge is much stronger. As a result of
the strengthening of the counter-rotating vortex, a second dynamic stall vortex is produced, which is
as strong as the original vortex.
With TC06 a constant lift up to just over a=19± (Fig. 4.20, left) is produced, and the lift peak
seen in the reference case does not appear. After separation and on the downstroke a second vortex is
released from the surface creating a second peak not present in the clean case. The two peaks in the
pitching moment are equally large (Fig. 4.20, right) and are reduced by 26% over the clean case. The
rst peak in pitching moment is moved around 2± higher in angle, consistent with movement seen in
the drop in lift coefcient. Likewise the peak in drag (Table 4.4) is reduced by 32%, with a similar
movement in the peak position. After this the ow in the reference and TC06 test cases is rather
similar, although the reattachment for the TC06 is marginally later. For the test case DS2 investigated
here, dynamic stall could not be avoided, but indications are that for light dynamic stall the separation
may be delayed sufciently to avoid dynamic stall entirely. As seen in Table 4.4, the improvements
in the mean lift and drag for TC06 were 7% and 44% respectively.
Due to the narrowness of the computational domain (20% chord), the splitting of the main dy-
namic stall vortex into smaller vortices with x, y and z components to the axis was not captured. It
is expected that these vortices would have a width of around 1 chord and so a computational domain
of at least 2-3 chords would be needed to capture this behaviour, for a computational cost around 10
times that of these investigations. Additionally, due to the computational domain size a quasi-two-
dimensionality is enforced at the trailing edge which will tend to strengthen both the dynamic stall
vortex and the counter-rotating vortex from the trailing edge, so it remains to be seen whether a full
3D investigation can better estimate the respective strengths of these two vortices. This effect would
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Figure 4.21: Comparison of ow topologies on the periodic plane before (left), at (middle) and after
(right) dynamic stall for the TC12 (vertical blowing) OA209 airfoil. The three cases correspond to
a=16.4±, 17.5± and 18.5± respectively for an instantaneous solution at the periodic plane (between
the jets).
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Figure 4.22: URANS results of the coefcients over one pitching cycle a=12.87§7.13±, w¤=0.101
for: (left) Lift coefcient, (right) Pitching moment coefcient. Shown is the result for the TC12
(vertical blowing) plotted against the Clean OA209 airfoil.
be expected to further reduce the strength of the dynamic stall vortex.
Dynamic stall vortex limitation:
The effect of the vertical jets for dynamic stall vortex limitation (TC12) is to cause the formation of a
static separation bubble behind the injection position, which is stable in size and anchored in position
by the jets. This separation is limited in height and does not block the ow. A separation is also
formed in front of the jets, but this is stable and not connected to any other separation region. As seen
in Fig. 4.21 (left), the vertical blowing is detrimental during the parts of the cycle with attached ow,
since it forces the ow before and after the jets to separate, as well as reducing the lift due to the direct
jet acceleration downward on the airfoil. In a practical implementation with constant blowing the jets
would only be turned on during the parts of the cycle needing stabilisation, so this is not necessarily a
problem. Switching the ow on and off once each per cycle was investigated numerically, and it could
be shown that at the start and end of jet actuation the solution moved neatly between the solution for
the jets and the solution for the clean OA209 airfoil in under Da=0.5± of movement.
At stall (Fig. 4.21, middle), a dynamic stall vortex similar to that seen for TC04 is formed near
the rear of the airfoil. In addition a long, at separation lying close to the airfoil surface stretches
between the jets and the upstream side of the dynamic stall vortex. After stall (Fig. 4.21, right) the at
separations around the injectors stretch to the trailing edge and this causes the ow to be less unstable
than for the reference case, even though separation is present. A similar arrangement using a vertical
slot produces an unstable separated region, and the stabilising effect for TC12 is the ventilation of the
separated region from the front between the individual jets.
As seen in Fig. 4.22 (left) the separation of the ow occurs at about the same angle of attack as
for the reference airfoil (a=16±), but the stabilisation of the separation results in a much more stable
coefcient history after separation. The lift near the maximum angle is improved by 20% between
a=19±-20±. The ow reattaches around Da=3± later than for the reference case, meaning that the
mean lift was reduced 1% from the reference case (Table 4.4), although when only the top half of the
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Figure 4.23: Comparison of ow topologies on the periodic plane before (left), at (middle) and after
(right) dynamic stall for the TC12 (vertical blowing) OA209 airfoil at half pressure. a=16.4±, 17.5±
and 18.5± respectively for an instantaneous solution at the periodic plane (between the jets).
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Figure 4.24: URANS results of the coefcients over one pitching cycle a=12.87§7.13±, w¤=0.101
for: (left) Lift coefcient, (right) Pitching moment coefcient. Shown is the result for the TC12
(vertical blowing) with half-pressure blowing plotted against the Clean OA209 airfoil.
cycle is considered, a modest 5% gain over the reference case is seen. The late reattachment can be
solved by turning the jets off at the appropriate moment.
The improvement in the pitching moment coefcient (Fig. 4.22, right) is by far the best for any
conguration investigated, and no second dynamic stall peak is formed. As reported in Table 4.4, a
reduction in the pitching moment peak of 85% was found and the mean drag coefcient is improved
by 42%.
4.1.8 URANS results with a=12.87§7.13± atCm=0.03
To investigate whether the improvements noted in mean lift, mean drag, pitching moment peak and
drag peak were linear with the amount of air used for blowing, each of the test cases TC04, TC06
and TC12 were also tested with half-pressure blowing (Cm=0.03). For TC04 (tangential slot blowing)
and TC06 (inclined/skewed blowing), the effect of the pressure reduction was to create a qualitatively
similar change to that for the full pressure case, but with the improvements in mean lift, mean drag,
pitching moment peak and drag peak over the reference case approximately halved (Table 4.4). This
means that the improvements will react linearly. For TC04, the pressure was reduced to around 1
bar, which was the limit for supersonic blowing in this case, which sets the lower limit for this linear
relationship. For TC06 a further factor of 5.5 reduction in pressure would be possible before the
pressure is at 1 bar and the blowing is no longer supersonic.
For the vertical blowing (TC12), halving the blowing pressure had less effect than expected by a
linear dependency. As seen in Table 4.4, the mean lift and drag were marginally improved, mostly
due to the reduction of the negative effects of the vertical blowing, since the jet effect downward and
the size of the separation around the jets in the attached ow are both reduced (Fig. 4.23, left). As
the dynamic stall vortex forms (Fig. 4.23, middle), the size is approximately the same as for the full-
pressure case, but the separations around the jet are atter and closer to the body. The dynamic stall
vortex remains attached to the airfoil longer than for the full-pressure case (Fig. 4.23, right).
The improvement in the behaviour during the attached ow can be seen in the history of the lift
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Table 4.5: Estimate of the power balance for the injector congurations for the top half of the cycle
from a=15.1± on the upstroke to a=10.6± on the downstroke.
15:1!10:6±
Case Wj WD Net power Difference
(kW/m) (kW/m) (kW/m) (kW/m)
Ref 0.0 29.7 29.7 0.0
TCO4, Cm=0.06 21.0 13.7 34.7 5.0
TCO4,Cm=0.03 4.8 21.6 26.4 -3.3
TCO6,Cm=0.06 48.2 20.5 68.7 39.0
TCO6,Cm=0.03 19.4 23.6 43.0 13.3
TC12,Cm=0.06 40.4 16.0 56.4 26.7
TC12,Cm=0.03 16.4 17.2 33.6 3.9
coefcient (Fig. 4.24, left) where the lift is now approximately the same as for the reference case.
In addition the reduced pressure allows earlier reattachment of the ow during the downstroke. The
reduction to the pitching moment peak was still 71% over the reference case, rather than 42% as might
be linearly expected (Table 4.4) and it can be seen that the pitching moment history is qualitatively
similar to that for the full-pressure blowing (Fig. 4.24, right).
4.1.9 Estimate of the power required for actuation
Estimating the power required for a realistic implementation of the actuation is difcult since no
pulsed actuator for exactly these test cases has yet been built. An order of magnitude estimate of
the power balance for the sections of blade undergoing dynamic stall can be made if it assumed that
the power for the actuators is similar to the power required by a constant-temperature compressor for
supply of a particular pressure and mass ux: W j = ln
³
Pj
P¥
´
RT¥ m
2b , where it is assumed that the gas is
being compressed from the local ight static pressure and temperature P¥=57228 Pa and T¥=258K to
the injector pressure Pj. This gas is air with heat capacityC=1004 J/K/kg and is supplied over a blade
length of b meters. The engine power required to offset the drag is: WD = 12CDARe fr¥v
3
¥, which can
be expressed in kW per meter of blade. Table 4.5 shows the power balance with these assumptions.
The half pressure blowing case for the TC04 and the half pressure case for TC12 have net powers
close to the original clean wing. The actuation power, pump efciency and duct pressure losses are
not included in this computation. The assumptions here use only the top part of the cycle, since for
a helicopter the advancing blade will be at high transonic Mach numbers, which are not simulated in
the wind tunnel.
4.1.10 Conclusion
The numerical investigation of air jets for dynamic stall control has been described for the SIMCOS
DS2 test case (M=0.31, Re=1.16e6, a=12.87§7.13±, w¤=0.101). The dynamic stall control strategies
concentrated on using blowing with air jets to keep the ow attached, reduce the strength of the
dynamic stall vortex, and to anchor the separation of the ow and the attachment point of the dynamic
stall vortex. Steady RANS computations were rst used to narrow a wide eld of candidates to one
candidate for each ow control strategy.
Computations using URANS on the pitching airfoil showed that each of the three candidates
investigated increased the mean lift and reduced the mean drag over a pitching cycle, while reducing
the peaks in pitching moment and drag caused during the production of the dynamic stall vortex. Each
conguration was investigated for two blowing pressures to investigate the linearity of the ow control
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effect. From the results of the URANS computations, a conguration using vertical 3mm portholes
at 10% chord and 20mm spacing (TC12) is the preferred conguration, with a conguration using
a 3mm inclined porthole at 60mm spacing (TC06) as a second choice and a tangential slot (TC04)
as the third choice. For the best conguration (TC12), improvements in the pitching moment peak
of 85% and in the drag peak of 78% were observed, together with a 42% reduction in the mean drag
over the unsteady pitching cycle. Based on these results a wind tunnel model for the DNW-TWG was
constructed to investigate pulsed blowing on the vertical jet conguration.
The vertical jets have the interesting property of stabilising the separation point at the point of
injection, with a small separation in front of the jets which stabilises the large vortex behind the jets
by a constant ow between the jets. This avoids the unsteadiness in attachment position and size of
the large vortex which would otherwise appear, such that the ow after separation is less unsteady
than without ow control.
An open question from this investigation is the effect of a 3D computation with sufcient domain
width to see full 3D development of the stall vortex, since the domain width here was so narrow as to
enforce mainly 2D behaviour at higher stall angles.
132 CHAPTER 4. DYNAMIC STALL CONTROL BY BLOWING
4.2 Design of pulsed blowing experiments using CFD 2
Experiments using synthetic jet actuators (SJAs) or pulsed blowing [44, 117] assume that a similar
ow control can be achieved as with constant blowing, but using signicantly less power, although the
results do not show this unambiguously. The investigation in section 4.1 identied congurations of
constant blowing jets, which reduced the effects of dynamic stall. RANS computations at a constant
angle of attack above stall and URANS computations with pitching motion were compared, showing
that jet congurations which increased lift and reduced drag in the RANS computations also reduced
dynamic stall in the URANS computations with pitching motion. Estimates of required power were
also made in section 4.1. This section investigates pulsed jet congurations on an airfoil at a static
angle of attack above stall, with the assumption from section 4.1 that increased lift and reduced drag
indicates a conguration which reduces dynamic stall on a pitching airfoil. This approach results in a
large computational saving over computations with pitching motion, since the computations converge
on the time scale of the jet pulse (0.0017 seconds), rather than on the scale of the pitching motion
(0.17 seconds).
4.2.1 Grid and solver
Computations using the DLR-TAU solver are presented for a 3D slice of a dynamically pitching
OA209 airfoil at M=0.31, Re=1.16e6, a=12.87§7.13±, w¤=0.101 by the same method as in sec-
tion 4.1. Reynolds-averaged Navier-Stokes (RANS) and Unsteady RANS (URANS) computations
were undertaken with the DLR-TAU release 2009.1.0 [109]. The node-based nite-volume solver
was used on an unstructured grid generated according to the guidelines of Richter et al. [103] us-
ing the CentaurTM[1] unstructured grid generator. All computations were fully turbulent, using the
Spalart-Allmaras turbulence model [114] with the Edwards modication (SAE), due to its excellent
speed and stability, and since results match the experimentally observed dynamic stall behaviour at
this test condition. The grid domain was a 3D slice of a 300mm-chord airfoil with a width of 20%
chord (60mm), bounded by periodic side-walls (Figure 4.25), with a total of 1.5 or 1.2 million grid
nodes, for the cases with and without actuators respectively.
Figure 4.25: Airfoil gridded area for the TC12 geometry.
The RANS computations used 10000 time-steps (70CPUh), but true convergence was not reached
due to the highly separated ow conditions computed. Coefcients were averaged over 2000 time-
steps to obtain the values quoted in this section. The URANS computations with a pitching airfoil for
the constant-blowing or clean test cases used 1600 time-steps per period with 400 inner iterations per
time-step. Signicantly more inner iterations were required for the cases with constant jet blowing
2Text and illustrations in this section are taken from [26]: Gardner, A.D., Knopp, T., Richter, K., Rosemann, H.
Numerical investigation of pulsed air jets for dynamic stall control on the OA209 airfoil, In: Notes on Numerical Fluid
Mechanics and Multidisciplinary Design: New Results in Numerical and Experimental Fluid Mechanics VIII, Springer
Verlag, 2013. ISBN 978-3-642-35679-7, pp. 287-295, DOI: 10.1007/978-3-642-35680-3 35
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Figure 4.26: URANS computations at constant angle of attack a=20±. Showing the one lift cycle
Left = Lift, Right = Mass ux.
than previously observed for clean cases. A minimum of 3 pitching cycles were computed for conver-
gence, where convergence was assumed if the force coefcients for the second and third cycles were
always within 1% of the coefcient value at minimum a . Each cycle cost 4000CPUh.
For URANS simulations of constant blowing at a static angle of attack, the time-stepping was
1.7e-5 seconds, but for pulsed blowing the computations were not stable, with both stability and
convergence rst achieved for a time-step of 2e-6 seconds. This converted to 800 time-steps per pulse
or 85000 time-steps per period for computations with pitching motion at DS2, with an increase in
computational time by about a factor of 5 over constant blowing.
The forces on the airfoil are the sum of the pressure and viscous forces for all nodes on the surface
(including the airfoil top, airfoil bottom, airfoil trailing edge and the internal surfaces of the injection
holes), and the forces on the injection inow surfaces computed from the mass ux and velocity
across the inow plane. The lift, drag and pitching moment are equal to the true forces seen in an
experiment on this conguration excepting the unmodelled forces in the gas delivery tubing.
4.2.2 The pulsed injection actuator boundary condition
As part of SIMCOS and the LUFO IV project Aeronext, the DLR-TAU code was extended with a
new boundary condition for ow control [63]. The pulsed injection boundary condition, used with
a time-stepping method (URANS), allows time-variant combinations of blowing and suction either
by constant mass ow, constant pressure, or constant total conditions. This boundary condition was
used for the numerical prediction of ow control by jets in SIMCOS and Aeronext [34, 116].
The boundary conditions of the free jet can be set as incompressible or compressible, and the su-
personic exit-plane of a Laval nozzle can be simulated setting the expansion ratio and total conditions.
The eddy viscosity and the turbulent length scale are set using the method in chapter 5 of [93] to agree
with available experimental data. The eddy viscosity nt is nt(x; t) = 0:11
p
knd = 0:11
q
3
2TuUmax
d
2
with turbulent kinetic energy kn , turbulence intensity Tu, inow diameter d, and maximum inow
velocity Umax. The pulse duty cycle can be set between zero and one, and the code stability during
switching of the square-wave signal is improved by smoothing the function to remove the singular-
ities in the second derivative. In the mode used here, the total conditions are set by the user and
the mass ux varies during the computation. This means that the ow cannot be turned off so we
used an off cycle with a light suction of about 10% less than the local pressure, as seen in the
mass ow rates across the boundary (Figure 4.26, Right). In all test cases shown, pulses at 589Hz
(100 pulses/pitching cycle for DS2) at duty cycle 50% were used.
Numerical tests have shown that the exact value of the mass ow of the free jet is necessary to
correctly compute the aerodynamic coefcients. Thus the boundary condition cannot be set on the
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Table 4.6: Results for constant angle of attack comparing RANS and URANS computations.
Case Pj m j(kg Duty CL CD CL CD
Name (bar) /s/m) Cycle /REF /REF
RANS, a=20.0±
Clean - - 0.0 0.84 0.302 1.0 1.0
Half Pressure 3.35 0.125 1.0 1.07 0.251 1.27 0.83
Full Pressure 6.7 0.195 1.0 1.15 0.205 1.37 0.68
URANS, a=20.0±
Clean - - 0.0 0.99 0.363 1.0 1.0
Half Pressure 3.35 0.125 1.0 1.06 0.223 1.07 0.61
Full Pressure 6.7 0.222 1.0 1.19 0.188 1.20 0.52
Pulsed 50% 6.7 0.103 0.5 1.19 0.423 1.20 1.17
Table 4.7: Results of the URANS investigations with pitching airfoil motion.
Case Pj m j(kg Duty CL CD CMp CDp
Name (bar) /s/m) Cycle /REF /REF /REF /REF
Clean - - 0.0 1.00 1.00 1.00 1.00
Half Pressure 3.35 0.125 1.0 1.02 0.61 0.29 0.31
Full Pressure 6.7 0.222 1.0 0.99 0.58 0.15 0.22
Pulsed 50% 6.7 0.103 0.5 NA NA 0.96 0.92
surface of the airfoil since this would ignore the interaction between the jet and airfoil boundary
layers. Instead the pipe leading to the injection porthole must be considered along with the boundary
layers of the jet, and thus the actuation boundary is recessed in pots of two hole diameters depth
under the surface of the airfoil (Figure 4.25).
4.2.3 Results
Using RANS computations, the TC12 conguration from section 4.1, consisting of vertical jets of
3mm diameter (1% chord) at 10% chord and a spacing along the blade of 6.7% chord was investi-
gated. This conguration has previously been shown to decrease dynamic stall when constant blowing
is used. The ow was M=0.31, Re=1.16e6 for a steady angle of attack of a=20±, well above the static
stall angle of a=14±. This approach allowed an engineering estimate of the performance improvement
for a given injector over the clean case with comparatively little computing power when compared to
pitching URANS computations, but with an unavoidable increase in the uncertainty associated with
the results. The improvement in lift and drag compared with the reference airfoil was used as an
indicator for the ability to control dynamic stall. The conguration was investigated for two total
pressures (6.7 and 3.35 bar), giving air mass ow rates of around 0.2 kg/s per meter of blade and
0.1 kg/s/m. This supercritical injection had pressure ratios over the injector between 6 and 12. As a
reference, the ow-off case without portholes was modelled.
For constant blowing, this jet conguration limits the upstream travel of the dynamic stall vortex
(similarly to the back-ow ap [80]), and converts it to a static separation, with accompanying sup-
pression of dynamic separation effects, but without forcing the boundary layer to separate fully. The
separation on the airfoil is anchored in position by the jets and is limited in height avoiding blocking
the ow. The separated region in front of the jets is stable. It was hoped that pulsed blowing would
provide the same results, but with considerably less air use.
The results of the RANS computations with constant blowing are shown in Table 4.6, and an im-
provement over the reference case (half pressure/full pressure) in lift (27%/37%) and drag (17%/32%)
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Figure 4.27: URANS computations at constant angle of attack a=20±. Showing the averaging win-
dows for: Left = Lift, Right = Drag
was seen. For the URANS computations with constant blowing (Also Table 4.6), the absolute values
of the lift and drag mean values remain similar for the jet blowing cases, but the mean lift and drag
of the reference case are higher than for the RANS computations, meaning that the blowing cases
now have a 7%/20% increase in lift and a 39%/48% decrease in drag over the reference case. The
difference is because for unsteady ow the RANS computations do not average to the theoretically
correct solution. The URANS computations with pulsed blowing created an increase in lift equal to
that for the full pressure blowing (which required double the air mass ux), but more drag than the
reference case.
Figure 4.27 shows the URANS results for lift and drag at constant angle of attack. The constant
blowing at full pressure stabilises the ow, by providing a stable anchor for the separated ow on the
top of the airfoil. For the half pressure blowing a new high-frequency unsteady behaviour is created
as the jets cause a second smaller vortex to form on the front of the airfoil. The URANS results for
pulsed blowing increase the lift similarly to full pressure blowing (20%), but the drag is 17% worse
than for the reference case. As seen in Figure 4.26, the oscillation of the ow for pulsed blowing
is unrelated to the pulsation frequency (although some peak locking to the pulsation edges occurs),
and is caused by the small vortex in front of the jets. The overshoot in jet mass ux as the ow is
established swiftly reduces to constant ow. This overshoot causes part of the increase in drag over
the constant blowing case, with the remainder caused by the vortex splitting and rejoining as the jet is
switched.
Figure 4.28 shows the ow conditions around the jets during jet starting and stopping. Before the
start of the blowing, a vortex is over the jet. As the jet ow starts, a barrel-shock is pushed out, and
the vortex is split at the jet. As the ow establishes, the jet narrows, until a parallel jet of the type seen
for constant blowing is formed, and the two vortices behind the injector slowly merge. Finally static
vortices are present; one in front and one behind the injector. As the ow is turned off, the vortex
which was in front of the injector starts to extend downstream until at the start of the next cycle it is
sitting directly over the injector.
Results for the jets at the SIMCOSDS2 test condition are shown in Figure 4.29 (M=0.31, Re=1.16e6,
a=12.87§7.13±, w¤=0.101). With constant blowing, a stable vortex is anchored behind the injection
position. This stabilises the ow, even though separation is present. As seen in Figure 4.29, the injec-
tion of gas vertically reduces the lift in the attached ow due to the direct jet acceleration downward
on the airfoil. The separation of the ow occurs at about the same angle of attack as for the reference
airfoil (a=16±), but the stabilisation of the separation results in a much more stable coefcient history
after separation, but the reattachment is signicantly delayed. The mean lift was reduced 1% from
the reference case (Table 4.6) and at a=20±, a 20% increase in the instantaneous lift is visible, the
same as predicted by the URANS computations at a=20±. A reduction in the pitching moment peak
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Figure 4.28: One pulse cycle: Left, Top to bottom: Before jet start, Initial shock, Barrel shock. Right
top to bottom: Narrowing of jet, Fully developed jet, After jet is turned off.
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Figure 4.29: URANS computations for pitching at DS2. Comparison of different blowing methods:
Left = Lift, Right = Pitching moment
of 85% was found and the mean drag coefcient improved by 42%.
For the half-pressure case (Figure 4.29), the performance is nearly as good as for the full-pressure
case, with a considerable reduction in the pitching moment and drag peaks (71% and 69% respec-
tively). Interestingly, the mean lift is slightly improved (2% higher than the reference case), due both
to an improvement in the lift during the attached phase with the reduced jet effect, and to an earlier
ow reattachment.
Computing pulsed ow together with pitching motion is especially challenging, requiring a large
investment in computing time and requires the computations to be very stable. Although the results
for the pulsed blowing at constant angle of attack were promising, stability problems limited the
investigation with pitching motion and computations could not be continued beyond a=19± on the
downstroke (Figure 4.29). A reduction in the pitching moment peak of 4% (Table 4.6) was seen for
pulsed blowing over the reference case, and both the half pressure and the full pressure test cases
with constant blowing were better at controlling dynamic stall. It appears that for the pulsed blowing,
the main dynamic stall vortex is not stabilised, and a higher duty cycle than 50% will be necessary.
Investigations into improving the numerical stability when pulsed blowing is used are continuing.
4.2.4 Conclusion
Test cases with constant blowing, which show increased lift and reduced drag for a RANS or URANS
test case at a constant angle of attack above the static stall angle, also show improved dynamic stall
behaviour. For the case that pulsed blowing at 589Hz was used, an increase in both lift and drag
was observed over the reference case, in contrast to the constant blowing case where an improvement
in both lift and drag was observed. The modelling of pulsed jets for a pitching airfoil suffered from
problems of computational stability. The dynamic stall vortex was not stabilised, and the lift, drag
and pitching moment were similar to the reference case.
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4.3 Results with constant blowing 3
Figure 4.30: The OA209-FCD model installed in the
DNW-TWG.
After the end of the numerical design de-
scribed in sections 4.1 and 4.2 an airfoil
model was built. A carbon ber model
(Fig. 4.30) with chord length c=0.300m and
breadth b=0.997m (Aspect ratio 3.3) was
produced for the 1m x 1m adaptive wall
test section of the DNW-TWG in a simi-
lar conguration to that used for other dy-
namic stall investigations [38]. From investi-
gations on similar models in section 3.1, the
region of uniform ow in the middle of the
model is around 0.75m, or 1.25 chords ei-
ther side of the centerline. The model was
constructed of two carbon-ber half-shells,
an aluminum spar and aluminum mounting
feet (Fig. 4.31(a)). Dry compressed air was
supplied to jets at a maximum total pressure of 10 bar, and maximum ow rate of mm=0.25 kg/s for a
breadth of model which is acted upon by the actuation jets Lact=0.84m. Cavities in the spar distributed
the air to 42 portholes of 3mm (x/c=0.01) diameter positioned at x/c=0.10, with even distribution of
the air assured by the choked ow at the jets. Pressure and acceleration instrumentation were mounted
on the inside of the carbon-ber shells, and the pressure system was integrated into the aluminum spar
and controlled by cylindrical valves screwed into the spar.
(a) Photograph inside model before closing (b) Schematic of the pneumatic system
Figure 4.31: Pressure system and instrumentation inside the OA209-FCD model.
Figure 4.31(b) shows a schematic of the pressure system. Dry compressed air is supplied at be-
tween 1 bar and 50 bar. A Systec DF12 mass ux measurement system, based on differential pressure
over a calibrated strut, temperature and pressure measurement (MT), is located outside the test sec-
tion. Inside the aluminum spar of the model, the pressure is reduced by ow through four orices
(O1-O4), and the pressure (PT) and temperature (TT) of the system is measured. Finally, air with
pressure between 1 and 10 bar is supplied to valves V1-V42, screwed into the spar. The valves were
3Text and illustrations in this section are taken from [32]: Gardner, A.D., Richter K., Mai, H., Neuhaus, D., Experi-
mental investigation of air jets for the control of compressible dynamic stall, Journal of the American Helicopter Society,
Volume 58, Number 4, 2013. DOI: 10.4050/JAHS.58.042001 and [31] Gardner, A. D., Richter, K., Mai, H., Neuhaus,
D., Experimental investigation of air jets to control shock-induced dynamic stall, Journal of the American Helicopter
Society, Volume 59, Number 2, 2014. DOI: 10.4050/JAHS.59.022003
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developed by the DLR [87, 88] and can be individually switched on and off, and pulsed at frequencies
of up to 500Hz, although in this section the pulsed blowing is not used, and the blowing is always
constant.
Figure 4.32: Closed fast switching valve. The solid
line shows the magnetic ux, and the dashed line the
gas path through the valve.
Figure 4.32 shows the fast switching
valve. A single 8mm diameter magnetizable
valve ball (1) is the closure element of the
valve, and its only moving part. Only the
pressure difference between valve inlet and
valve outlet keeps the ball in the valve seat
(2). To open the valve the magnetic coil (3)
generates a magnetic eld, which is guided
by magnetizable material in the housing of
the valve. The magnetic eld generates a
force on the ball which rolls the ball off the
valve seat. The force acts mainly perpendic-
ular to the valve axis. When the magnetic
eld is switched off, the ow carries the ball back on the valve seat and the valve closes.
The air is ejected from the airfoil surface using portholes of 3mm diameter at x/c=0.10, ush with
the airfoil surface. The jets resulting from these portholes are directed normal to the airfoil chord line
on the suction side of the airfoil, with a spacing of s/c=0.067 (20mm).
The model was mounted horizontally in the adaptive-wall test section of the DNW-TWG wind
tunnel and driven with pitch-oscillations from drive shafts through the side-walls attached at the
quarter-chord position. The adaptive test section has exible top and bottom walls which were stati-
cally adapted at the mean angle of attack of the model to minimise the interference velocities at the
wall. Hydraulic motors, located outside the test section, drove the model from both sides. The model
was moved with a strong pitching motion at amplitudes 4-7± and frequencies 2-5.7Hz at M=0.3-0.5.
A phase-locked data acquisition system, sampled each sensor with 1024 points per period for 160
periods. The model was equipped with a line of 49 Kulite unsteady pressure sensors (type XCQ-093),
near the centerline. The line of sensors is at an angle of 10± to the oncoming ow so that no sensor will
be in the turbulent wake of its predecessor. The sensors were situated to have a maximum discretiza-
tion error (due to only having a nite number of sensors) of approximately 1% in lift, pressure-drag
and pitching moment computed from the pressure taps during static measurements and dynamic stall
without blowing.
Drag was measured for static points without blowing using a wake rake. The angle of attack was
measured using laser triangulators at the ends of the model. An array of control accelerometers, angle
meters and force balances ensured that maximal structural loads on the model were not exceeded
during the experiments.
4.3.1 Numerical method
Computations using the DLR-TAU code are presented for a 3D slice of breadth 20% chord of the
dynamically pitching OA209 airfoil using periodic boundaries, using the method described in sec-
tion 4.1. The domain was selected to capture qualitative effects with a small number of node points
(under 2 million) so that the geometry could be computed with acceptable cost by the URANS solver.
It is expected that this domain is insufciently wide to see 3D effects for the main dynamic stall vor-
tex, but the 3D effects in the rst 20-40% of the airfoil will be preserved. In order for the effect of the
jet boundary layer to be captured, the jets were modeled as short tubes sunk into the surface with a
length of 6mm, with a boundary setting the total conditions at the bottom end. Unsteady Reynolds-
averaged Navier-Stokes (URANS) computations were undertaken with the DLR-TAU code [39]. The
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node-based nite-volume solver was used on a hybrid unstructured grid consisting of prismatic layers
close to the viscous surfaces and a tetrahedral eld, generated using the CentaurTM unstructured grid
generator. The grid and time-step settings used were according to the guidelines of Richter et al.
[103] for convergence on this geometry and test condition. The computations were fully turbulent us-
ing the Spalart-Allmaras turbulence model, with 1600 time steps per period with 400 inner iterations
per time-step. This time-step is on the order of the Strouhal frequency for vortex shedding around a
3mm diameter cylinder at these conditions.
4.3.2 Data analysis
(a) CFD result at a=14.4± " (b) Experimental oil ow picture
Figure 4.33: The complex ow around the jets for M=0.3, Re=1.15£106, a=13±, Pj=10 bar. Flow is
from left to right and the white spheres are pressure sensor locations.
The experimental CL, CD and CM are integrated from pressure transducers on the model sur-
face. These were positioned using 2D computations assuming uniform ow across the y-coordinate
(breadth) of the airfoil model without blowing. Figure 4.33(a) shows a CFD result for pitching at
a=13§7± with M=0.30, Re=1.15£106, at a=14.4± on the upstroke. The surface CP is indicated with
colored contours, showing that a second suction peak appears at the position of the jets, which is
not uniform over the y-coordinate. Volume streamlines illustrate the ow, with the white streamlines
being material from the jets, and dark lines material from the freestream. The acceleration of material
from the freestream out of the separated region behind the jets leads to a local decrease in CP in the
region directly behind each jet, and the ow blockage between the jets causes a local decrease in CP
between the jets. The re-expansion of the ow from between the jets is seen in oil-ow pictures at
constant angle of attack (Fig. 4.33(b)).
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Figure 4.34: Comparison of CFD data for different
discretizations, with experiment.
In Fig. 4.33(a) the experimental pres-
sure sensor positions are noted with white
spheres. It is desirable to know whether
the integration of the pressure signals will
result in a reliable estimate of the integral
force over the surface. Figure 4.34 com-
pares the pressure distribution at this condi-
tion extracted from the locations of the pres-
sure sensors in the CFD, with the pressure
distribution obtained by averaging slices of
the CFD solution at constant x/c across the
breadth of the computational domain. The
method of averaging slices yields a pressure
distribution which can be integrated to yield
the true forces for the 3D ow at a=14.4±,
on the upstroke (Fig. 4.34). For this point,
the discretization error (DE) inCL was +8%,
and the inclusion of the sensor at x/c=0.11 better reproduced the qualitative shape of the pressure dis-
tribution, indicating that this sensor should be used. At the same point,CM was increased by 0.02 due
to the DE. The DE is a function of the ow topology and angle of attack, and Fig. 4.35 shows results
from 3D CFD with DLR-TAU, showing the difference between the forces as computed from the full
surface and the sensor positions. The DE reduces when the gradients in the CP distribution are low,
thus the DE reduces sharply at stall, when the suction peak between the jets disappears. The differ-
ence between the DE as estimated from the 2D and the 3D computations is due to the differences in
the pressure distributions on the surface. The results in Fig. 4.35 show that the DE is highest for cases
where blowing with every jet or every second jet are used, causing an overestimation of the lift and
the negative peak of the pitching moment to be underestimated. In contrast, when only every third jet
is turned on, the jet near the sensor in Fig. 4.33(a) is turned off, resulting in a slight underestimation
of the lift and overestimation of the negative peak of the pitching moment.
The forces on the model, calculated from the pressure sensors, need to be corrected for the mo-
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Figure 4.35: Discretization error from 3D CFD computations with DLR-TAU. Error is plotted as
difference between the full force and the force as computed from the experimental sensor positions.
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mentum force F due to the air jets, computed from the impulse by:
F = mv= mm=Lact
s
2gRT0
g+1
: (4.1)
The jet is assumed sonic at the surface of the model, and T0, the total temperature, is assumed to be
equal to the measured temperature of the aluminum spar in the model. Further, mm is the mass ux
as measured by the DF12 mass ux sensor, Lact=0.84m is the breadth of model which is acted upon
by the actuation jets, and g=1.4 and R=287 J/kg/K are the gas constants for dry compressed air. The
corrected values of CL, CD and CM are computed from their uncorrected values, assuming that the jet
force is directed normal to the model chord in a downward direction, at x/c=0.10. The values of F
are in Table 4.8 for each point, as are approximate values for the changes to the lift (DCL) and drag
(DCM). The qualitative results were not changed by these offsets.
Table 4.8: Dynamic airfoil data.
CLp CL CMp Pj mm F DCL DCM W j WD WDp
[-] [-] [-] [bar] [kg/s] [N] [-] [-] [kW] [kW] [kW]
M=0.3, Re=1.15£106, f=5.7Hz (w¤=0.11), a=13§7±
1.56 0.88 -0.232 0.0 0.000 0.0 0.00 0.000 0.0 12.2 41.9
1.64 0.94 -0.331 3.1 0.078 31.0 -0.03 -0.004 13.0 12.1 47.6
1.47 0.96 -0.179 5.9 0.150 58.8 -0.05 -0.008 35.5 10.2 38.1
1.42 0.94 -0.077 9.7 0.252 99.6 -0.09 -0.013 73.7 8.7 23.8
M=0.3, Re=1.15£106, f=5.7Hz (w¤=0.11), a=13§7±, with tape
1.50 0.92 -0.178 0.0 0.000 0.0 0.00 0.000 0.0 12.2 32.5
M=0.3, Re=1.15£106, f=5.7Hz (w¤=0.11), a=13§4±
1.40 1.03 -0.191 0.0 0.000 0.0 0.00 0.000 0.0 10.1 34.5
1.41 1.13 -0.031 9.7 0.234 92.8 -0.08 -0.012 67.6 5.5 12.1
M=0.3, Re=575000, f=5.7Hz (w¤=0.11), a=13§4±
1.41 0.81 -0.241 0.0 0.000 0.0 0.00 0.000 0.0 6.5 19.9
1.35 0.94 -0.085 4.9 0.110 43.5 -0.08 -0.012 31.6 4.7 13.4
1.29 0.90 -0.096 7.9 0.184 72.6 -0.11 -0.016 58.9 5.5 15.3
1.09 0.78 -0.047 9.9 0.233 91.8 -0.15 -0.022 81.0 4.5 9.4
M=0.3, Re=575000, f=5.7Hz (w¤=0.11), a=13§4±, only every 2nd jet on
1.50 1.05 -0.042 9.9 0.120 47.6 -0.09 -0.013 43.0 4.7 12.6
M=0.3, Re=575000, f=5.7Hz (w¤=0.11), a=13§4±, only every 3rd jet on
1.45 0.97 -0.056 9.9 0.089 35.3 -0.06 -0.010 32.0 5.3 15.2
M=0.4, Re=1.5£106, f=5.7Hz (w¤=0.08), a=12§7±
1.38 0.86 -0.187 0.0 0.000 0.0 0.00 0.000 0.0 27.0 80.8
1.30 0.90 -0.199 6.0 0.139 55.0 -0.03 -0.004 33.3 23.0 90.3
1.25 0.86 -0.082 9.9 0.235 92.8 -0.05 -0.007 68.2 19.1 59.4
Variables were phase averaged over 160 cycles of 1024 points to get a mean and standard deviation
(plotted as scatter-bars) for each point on the cycle. The experimental data is presented with angle of
attack uncorrected for wind tunnel effects, geometry changes in the model compared to the nominal
airfoil or other effects. The standard deviation in a was less than 0.05±, and so is not plotted. The
mean lift (CL) was taken for each dynamic point by averaging the data over all cycles. The pitching
moment peak (CMP) is taken as the difference between the value of the phase-averaged coefcient,
at the peak and at value a short time beforehand, as in section 4.1, to compensate for the general
shift in the pitching moment values which occurs with blowing. This data is shown in Table 4.8.
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The repeatability ofCL andCLp was better than 3% for test points which were nominally identical.
The repeatability ofCMP was within 12%. The standard deviation of the phase-averaged data is shown
for every 16th point on all gures. The Systec DF12 mass ux measurement system is calibrated to
better than 1% accuracy at the conditions tested. The mass ux (in kg/s) is only approximately linear
with Pj (in bar), but a regression through the measured points allows a rough estimate: m = 0:023Pj
for cases where all valves were on, m = 0:012Pj for cases where every second valve was on, and
m= 0:008Pj for cases where every third valve was on.
The ow control with constant blowing scales with the mass ux ratio:
Cq =
mm
r¥v¥cLact
; (4.2)
or the momentum ratio:
Cm =
2
cLact
mmv j
r¥v2¥
; (4.3)
between the jets and the freestream, as dened for compressible ow [34]. Here, mm is the mass ux
and v j the jet velocity, set as M=1.0.
Estimating the power required to provide the compressed air is difcult, however an order of
magnitude estimate can be made assuming a perfect constant-temperature compressor for supply of a
particular pressure and mass ux:
W j = ln
µ
P¥
Pj
¶
RT¥ mm
Lact
; (4.4)
expressed as kW per meter of blade, where it is assumed that the gas is being compressed from the
local static pressure (P¥) and temperature (T¥) to the jet total pressure. Example values ofWj are in
Table 4.8. The engine power required to offset the drag is:
WD =
1
2
CDARe fr¥v3¥; (4.5)
in kW per meter of blade, and the total power is dened as:
WT =WD+Wj: (4.6)
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4.3.3 Results at static angle of attack
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Figure 4.36: Experimental comparison of OA209
static drag polars without blowing for M=0.3,
Re=1.15£106.
Static polars were taken for a range of con-
ditions, with the model stationary at each
point, and the walls of the adaptive test
section adapted to the model ow. Fig-
ure 4.36 shows drag polars taken at M=0.3.
Since the portholes of 3mm diameter poten-
tially cause early boundary layer transition,
the transition behavior was investigated by
comparing with drag measurements where
the holes are covered by a silicon-backed
Teon tape of thickness 62 mm. This tape
was thinner than the 90-120 mm required
to cause boundary layer transition at these
conditions, using Eq. (7) from [118]. For
static points without blowing, the complete
drag was measured using a wake rake. In
Fig. 4.36 the model has a lower drag when
the holes are covered with tape. A laminar
dip is present in the experimental data, both
with and without tape, indicating that the laminarity of the boundary layer is only quantitatively (by a
maximum of eight drag counts) and not qualitatively affected by the addition of the portholes.
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Figure 4.37: Experimental polars with and without constant blowing at M=0.3, Re=1.15£106.
Lift polars were measured at M=0.3 with and without constant blowing through all portholes
(Fig. 4.37(a)). In the case without blowing, CL increases monotonically up to CLP=1.25 at a=13.5±
with a low scatter. The ow then separates and CL decreases monotonically with increased unsteadi-
ness compared with the attached ow, up to the maximum angle measured at a=20±. The polar with
tape over the holes is identical to that without tape in the linear range. The polar with tape appears to
stall earlier (at a=12.7±), but this polar was measured with fewer points, so a point is missing com-
pared with the case without tape. Since the existing points agree well with each other, we conclude
that the portholes did not affectCLP within the measurement accuracy. Points without tape, and using
Pj=0 bar are used as the reference cases in this section.
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When constant blowing was used, CLP increased by 10% to CLP=1.37 for Pj=6 bar (Cm=0.069,
Cq=0.010) and CLP=1.35 for 10 bar (Cm=0.12, Cq=0.017). In addition, CL at a=20± increased by
approximately 40% compared to CL for the case without blowing, due to the blowing controlling the
static stall. In comparison, CFD during the design phase predicted a 37% increase using RANS in
section 4.1 and a 48% increase using URANS in section 4.2, for blowing at Pj=6.7 bar.
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Figure 4.38: Experimental CP for constant blowing at M=0.3, Re=1.15£106.
If the angle of attack is now held constant, and the jet pressure is increased in steps, a pressure
polar is obtained (Fig. 4.37(b)). For this ow condition, at Pj=10 bar, Cm=0.12 and Cq=0.017, and
these scale linearly with pressure. At a=20± and at low pressures, increasing the blowing pressure
results in an increase in CL, until at Pj=7 bar an increase in CL of 48% is observed compared to the
case with no blowing. After this, CL reduces, or remains approximately constant with increasing
pressure. Similarly, for a=13± with attached ow, a maximum improvement of 3.2% in CL is seen
at Pj=4 bar, decreasing thereafter. For the attached ow (Fig. 4.38(a)), increasing the pressure causes
the suction peak at the jet position to become stronger and the suction peak near the leading edge to
weaken, leading to an optimum effect at Pj=4 bar. For the separated ow (Fig. 4.38(b)), increasing
the blowing pressure increases the suction peak near the leading edge, but at higher pressures this
causes a stronger separation behind the jets which decreases the lift, leading to an optimum effect at
Pj=7 bar.
4.3.4 Dynamic stall control at Mach 0.3
Figure 4.39 shows data for the pitching dynamic stall airfoil without blowing for the conditionM=0.3,
Re=1.15£106, f=5.7Hz (w¤=0.11), a=13§7±. The OA209 airfoil shows leading edge stall with a
strong dynamic stall vortex, followed by unsteady separated ow. Additionally, Fig. 4.39 shows the
variation in the forces due to the installation of tape over the blowing holes. The same silicon-backed
Teon tape of thickness 62 mm was used as in the cases with static angle of attack. Figure 4.39
shows that the case with taped holes has earlier separation, by around Da=-0.5± compared with the
reference case, but CMP is relatively unchanged. The valve leakage when closed was measured at
·0.04 atmosphere-liters per hour at Pj=2 bar for the worst valve, and is relevant for cases when
pressure is applied but not all valves are open. To observe the effects of leakage, a pressure of 2 bar
was applied when all valves were closed. The result, as shown in Fig. 4.39, is that the difference
observed remained within the scatter.
The ow control effect with constant blowing is illustrated in Fig. 4.40 for Pj=3 bar (Cm=0.035,
Cq=0.005), Pj=6 bar (Cm=0.069, Cq=0.010) and Pj=10 bar (Cm=0.12, Cq=0.017), compared with the
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Figure 4.39: Experimental comparison of airfoil data without blowing, with effects of tape and valve
leakage.
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Figure 4.40: Experimental comparison with and without constant blowing at M=0.3, Re=1.15£106,
f=5.7Hz (w¤=0.11), a=13§7±.
reference case with no blowing. Data is for M=0.3, Re=1.15£106, f=5.7Hz (w¤=0.11), a=13§7±.
Blowing at Pj=3 bar causes worse dynamic stall than no blowing, with an increase in CMP of 43%
compared with the reference case. The jets strengthen the two leading edge stall vortices, causing the
large pitching moment peaks. In contrast, CL increased by 7.2%.
If the blowing is increased to Pj=6 bar (Cm=0.069, Cq=0.010), an improvement in the dynamic
stall behavior is observed, with CMP reduced by 51%. However at this condition the secondary stall
peak is stronger than the initial peak, and this second peak is only 23% reduced from the reference
case. An analysis of the time-resolved CP distributions indicates that the initial stall is a trailing edge
stall, which is then followed by a stronger leading edge stall causing the large second stall peak. At
Pj=10 bar (Cm=0.12, Cq=0.017), both the primary and secondary stall peak are about the same size,
and CMP is reduced by 67% over the reference case. Analysis of the time-resolved CP distributions
indicates that for Pj=10 bar a pure trailing edge stall occurs, with the ow in front of the jets not
stalling at all.
The effect of the dynamic stall control by the jets at Pj=10 bar in Fig. 4.40 is to slow down the
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dynamic stall process, so that although it starts at a=16±, as for the case without blowing, CMP is
reached at a=18.5± rather than at a=17± for the reference case. This slowed separation has the effect,
as noted in the design study in section 4.1, of producing a signicantly weaker dynamic stall vortex
and thus causing lower pitching moments. The slowing of the stall is also seen at Pj=6 bar, but less
strongly.
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Figure 4.41: URANS computed forces at M=0.3, Re=1.15£106, f=5.7Hz (w¤=0.11), a=13§7±, for
constant blowing.
As a comparison, a similar pressure variation was computed using URANS (Fig. 4.41), with
the coarse grid and settings from the design study in section 4.1. A dynamic stall control effect is
achieved, which is qualitatively similar to that seen in the experiment. The CFD with Pj=6.7 bar has
the same mass ux as the experiments with Pj=10 bar. A much stronger dynamic stall control effect
is seen, with an 86% reduction in CMP at Pj=6.7 bar, which is signicantly more than seen in the ex-
periments. Further, the ow control at Pj=3.35 bar is signicant, whereas in the experiment at similar
pressures a net negative effect is seen. Instead of the increased slowing of the stall with increasing
blowing seen in the experiments, the stall is faster with increasing blowing in the computations. Al-
though the general dynamic stall control effect is predicted by the coarse CFD, the prediction requires
more investigation of the grid and turbulence model than the settings which were primarily chosen in
the experiment design phase to yield good engineering approximations at acceptable computational
cost.
Despite the downward force from the jet at x/c=0.10, which causes a negative pitching moment,
and contrary to the CFD, CM for the experiment during the attached ow remains relatively constant.
Figure 4.42(a) shows that the positive CM caused by the additional suction peak formed between the
jets offsets the downward force from the blowing. The critical pressure is exceeded, but the ow
appears not to behave like the shock-induced separations seen at higher Mach numbers. After stall, at
peak pitching moment (Fig. 4.42(b)), theCM of the cases with blowing is increased by the preservation
of a suction plateau in front of the jets, and by increasing CP on the surface behind the jets, probably
due to reduced strength of the dynamic stall vortex. The suction plateau is also the reason for the
signicantly increased lift after stall when constant blowing is used (Fig. 4.40). CL increases by 7%
for Pj=10 bar compared to the reference case without blowing.
A large number of devices to control dynamic stall have been tested over the years. One of these
is leading edge vortex generators (LEVoGs) [38, 73]. As a comparison, LEVoGs were attached to the
model and tested without blowing (Fig. 4.43). The LEVoGs reduced CMP by 24% and increased CL
by 4%.
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Figure 4.42: Experimental CP for constant blowing at M=0.3, Re=1.15£106, f=5.7Hz (w¤=0.11),
a=13§7±.
6 8 10 12 14 16 18 20
α (ο)
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
C L
α=13±7°, Pj=0 bar
α=13±7°, LEVoGs
α=13±7°, Pj=10 bar
(a)CL vs a
6 8 10 12 14 16 18 20
α (ο)
-0.2
-0.1
0.0
C M
α=13±7°, Pj=0 bar
α=13±7°, LEVoGs
α=13±7°, Pj=10 bar
(b)CM vs a
Figure 4.43: Experimental forces at M=0.3, Re=1.15£106, f=5.7Hz (w¤=0.11), a=13§7±, for con-
stant blowing and ow control by LEVoGs.
For a=13§4±, the stall is no longer so deep, and the pitching motion reaches the maximum angle
of attack shortly after stall. In this case, the effect of the jets with blowing at Pj=10 bar to delay
and slow stall means that the airfoil never fully stalls. In Fig. 4.44, CMP is reduced by 84%, with
an increase of CL by 9% and a increase in CLP by 1%. Experiments with light stall indicate that
the dynamic stall control efciencies found for deep dynamic stall represent a lower boundary of
efciency.
4.3.5 Investigation of optimum pressure and jet spacing
In contrast to the stall control for the static test cases, where a saturation of the positive effect was seen
at Pj=7 bar, no saturation of the dynamic stall control effect was noted at M=0.3 and Re=1.15£106.
At Re=1.15£106 the maximum pressure of the pneumatic system was reached at 10 bar, so to fur-
ther increase Cm and Cq, the Reynolds number was reduced to Re=575000. At this Reynolds num-
ber, the blowing coefcients at Pj=5 bar (Cm=0.12, Cq=0.019) are roughly equivalent to those at
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Figure 4.44: Experimental comparison of forces for light stall at M=0.3, Re=1.15£106, f=5.7Hz
(w¤=0.11), a=13§4±, with and without constant blowing at Pj=10 bar.
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Figure 4.45: Experimental comparison of forces at M=0.3, Re=575000, f=5.7Hz (w¤=0.11),
a=13§7±, with and without constant blowing.
Re=1.15£106 and Pj=10 bar (Cm=0.12, Cq=0.017), and an equivalent trailing edge dynamic stall is
seen for Pj ¸5 bar. In Fig. 4.45, the data without blowing looks different to that at higher Reynolds
number, due mainly to the pronounced kink in the lift curve at a=12±, which has been shown in other
experiments in section 2.2 to be the point at which the boundary layer transition on the top of the air-
foil reaches the leading edge and stops moving with angle of attack. The enhanced effect at reduced
Reynolds number is probably due to the increased boundary layer thickness. The stall occurs Da=-1±
lower in angle of attack than at the higher Reynolds number, and CLP is reduced by 27%. Despite
these differences, CMP is of comparable size. The lift during the downstroke is reduced from that at
Re=1.15£106, but reattachment occurs at around a=9± at both Reynolds numbers.
At Pj=5 bar (Cm=0.12, Cq=0.019), CMP is 65% reduced from the reference case (Pj=0 bar) while
CLP remains similar to the reference case and CL increased by 16%. Both CL and CMP are worse
for both Pj=4 bar and Pj=6 bar (not shown), indicating saturation of the dynamic stall control ef-
fect at Pj=5 bar. The dynamic stall control reduces slowly in effectiveness until Pj=8 bar (Cm=0.20,
Cq=0.030), which still has a reduction in CMP of 60% and an increase in CL of 12%. Starting at
Pj=5 bar,CLP starts to reduce, until it is 9% reduced for Pj=8 bar. At higher pressures,CLP diminishes
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rapidly, until at Pj=10 bar (Cm=0.25,Cq=0.038), (Fig. 4.45(a)),CLP is reduced by 23% and there is no
dynamic stall. For this case, the peak in CM is effectively completely removed (Fig. 4.45(b)). Even
though CLP is reduced, the lack of stall means CL is only 3% lower than in the case with no blowing.
As such, there are two optimum amounts of blowing at M=0.3 and s/c=0.067: for low dynamic
loading Cm=0.25 (Cq=0.038) and for high performance Cm=0.12 (Cq=0.019).
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Figure 4.46: Experimental effect of jet spacing with constant blowing on forces atM=0.3, Re=575000,
f=5.7Hz (w¤=0.11), a=13§7±.
Finding the optimal spacing of the jets with constant mass ux is more difcult since the max-
imum mass ux is more strongly limited by the maximum 10 bar total pressure of the jet system.
The jet spacing was increased from using every jet (s=6.7%c=20mm) to using every second jet
(s=13%c=40mm) or using every third jet (s=20%c=60mm), as shown in Fig. 4.46. No saturation
of the ow control effect was found with the wider spacings, so the results at the maximum pressure
of Pj=10 bar are shown. For the case using every jet, the pressure for which saturation was achieved,
Pj=5 bar is shown. The data with every jet at Pj=5 bar (Cm=0.12, Cq=0.019) has approximately the
same mass ux as that with every second jet at Pj=10 bar (Cm=0.12,Cq=0.019), but with every second
jet CMP is reduced 83% as opposed to the 65% peak reduction seen for blowing with every valve. In
Fig. 4.46(b) for the case using every third jet at Pj=10 bar (Cm=0.08, Cq=0.013), the reduction in CMP
is 76%, although now the rst and second pitching moment peaks are joined. The increase in CLP for
the case with every third jet is particularly clear in Fig. 4.46(a), although an increase is present for
all three spacings, and the post-stall lift is improved by a similar amount for all three cases. All three
blowing cases have trailing edge stall, with good preservation of the suction peak in front of the jets
during and after stall.
The offset in CL for the case using every second jet is signicantly higher than all other cases. In
Fig. 4.47(a) for attached ow at a=14± the additional lift for the case with every second jet is due to
the additional height of the peak around the jet, as described in the discussion of discretization error
in section 4.3.2. Likewise, when every third jet is used, the pressure peak near the jets disappears
entirely in Fig. 4.47(a), which is the reason for the lower lift in the attached ow region (Fig. 4.47(a)).
The reason for this is that the pressure measurement is close to the jet near the sensor in Fig. 4.33(a),
which is on when every jet is used, or every second jet, but which is turned off when every third jet
is used. Thus, althoughCL is increased by 30% for the case with every second jet and by 19% for the
case with every third jet, these values must be treated with some caution. After stall (Fig. 4.47(b)),
all three jet spacings cause a pressure plateau in front of the jets which increases lift and decreases
pitching moment. For the pressures available in this experiment, the optimal jet spacing was s=c=0.13
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Figure 4.47: Experimental comparison of CP for different jet spacings at M=0.3, Re=575000,
f=5.7Hz (w¤=0.11), a=13§7±.
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Figure 4.48: Experimental comparison of forces at M=0.4, Re=1.5£106, f=5.7Hz (w¤=0.08),
a=12§7±, with and without constant blowing with s/c=0.067.
(s=40mm) for the maximum effect. Although s=c=0.20 (s=60mm) has the most efcient use of air
pressure it is assumed that this form of ow control would only be used for short periods, and thus
efciency of air use is a secondary consideration. The reduced number of portholes could result in
less expensive blades.
4.3.6 Dynamic stall control at Mach 0.4
At higher Mach numbers, other ow control methods have been shown to be of varied effectiveness.
The LEVoGs of Mai et al. [73] noted a control effect with slightly reduced effectiveness at M=0.4,
and the vortex generator and glove approach of Martin et al. [74] showed good control at M=0.3, but
was counterproductive when shocks appeared for Mach numbers between 0.4 and 0.5, depending on
the pitching motion.
For the constant blowing at M=0.4 (Fig. 4.48), for the jet separation of s/c=0.067, the dynamic
stall control effect is similar to that at M=0.3. At M=0.4, the mean angle of attack was reduced to
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12± so that the ow at mean angle of attack was attached, aiding the adaption of the test section
walls. Strong shocks appear in the ow, but analysis of the time-resolved CP distributions indicates
that the initial stall behavior remains a typical leading edge stall, similar to that seen at M=0.3. For
the no blowing case, a second stall peak, similar in size to the rst stall peak appears, also with
typical leading edge stall. At Pj=6 bar (Cm=0.030, Cq=0.0060), a double stall is seen, but the initial
stall is trailing edge stall, followed by a stronger leading edge stall, much as at M=0.3. At Pj=10 bar
(Cm=0.050,Cq=0.010), the airfoil has only trailing edge stall, and a strong dynamic stall control effect
is seen.
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Figure 4.49: Experimental comparison of CP for different blowing pressures at M=0.4, Re=1.5£106,
f=5.7Hz (w¤=0.08), a=12§7± with s/c=0.067.
In Fig. 4.48(b) for M=0.4, CMP is reduced by 56% for Pj=10 bar, while CL is increased by 6%.
CLP is reduced by 60% at this test condition. In Fig. 4.49(a), for the attached ow, the jets cause a
reduction in CL, and a change in effective angle of attack (not visible at this scale) causes a decrease
inCP on the lower side of the airfoil. For the attached ow at a=12±, the ow over the pressure sensor
near the jets is now supersonic, indicating an increase in the supersonic part of the ow near the jet
near the sensor in Fig. 4.33(a), compared to M=0.3, and this suction acts to increase both CL andCM.
At the higher angle of attack where peak pitching moment occurs (Fig. 4.49(b)), a suction plateau at
subsonic Mach number is maintained in front of the jets at Pj=10 bar, leading to a signicantly higher
CL in the separated ow region and reducing the negative CM of the airfoil.
The dynamic stall control effect at M=0.4 is less than at M=0.3 and, due to the limitation of the
pressure system, no saturation of the dynamic stall control effect was found. Despite these short-
comings, the stall control is good, and no critical Mach number dependence was found. Thus no
sudden change in the ow control effectiveness is to be expected if the jets were to be positioned
sub-optimally along the radius of a rotor blade.
4.3.7 Dynamic stall at Mach 0.5
The dynamic stall of the OA209 at M=0.5 is mainly inuenced by the strong shock that appears at
medium angles of attack and causes a shock-induced separation of the ow on the suction side of
the airfoil, starting around a=11±. It is known from the static experiment in subsection 4.3.3, that
the jet portholes do not cause boundary layer transition at these Reynolds numbers, but do increase
the turbulence in the boundary layer such that CD is increased by a maximum of 10 drag counts for
static points at M=0.3. The portholes do not change either the static or dynamic stall behavior. The
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drag at Mach 0.7 was also checked in this reference, and found to be consistent with the drag without
portholes, thus it is assumed that the effect of the portholes on the aerodynamics is also minimal at
M=0.5.
The matrix of points measured at Mach 0.5 is in in Table 4.9, and example values of mm, F , Cq
and Cm are in Table 4.10 for a range of pressures. The values when using every second or every third
jet can be linearly computed from the values in Table 4.10. It is a coincidence that in Table 4.10
DCL=-Cm .
Figure 4.50 shows the effect of varying amplitude for a constant pitching frequency of f=5.7Hz
(w¤=0.06), constant Reynolds number Re=1.9£106 and constant mean angle of attack a=7±. As seen
in Fig. 4.50(a), the lift at mean angle of attack is similar in all cases. For a=7§4±, the ow does not
stall, and a small hysteresis in the lift appears. As the amplitude increases, the hysteresis becomes
Table 4.9: Dynamic airfoil data.
a a§ f Pj CLp CL CMp CDp± ± Hz bar - - - -
Re=1.9£106, every jet on
7 4 5.7 0 1.12 0.73 -0.003 0.053
7 5 5.7 0 1.16 0.70 -0.024 0.096
7 6 5.7 0 1.20 0.66 -0.057 0.140
7 7 5.7 0 1.23 0.62 -0.081 0.179
7 7 3 0 1.16 0.62 -0.076 0.174
Static Polar 0 1.09 - -0.056 0.150
9 4 5.7 0 1.17 0.89 -0.056 0.139
9 4 5.7 6 1.13 0.86 0.002 0.085
7 6 5.7 0 1.20 0.66 -0.057 0.140
7 6 5.7 6 1.15 0.65 -0.002 0.086
7 7 5.7 0 1.23 0.62 -0.081 0.179
7 7 5.7 3 1.16 0.60 -0.045 0.142
7 7 5.7 6 1.16 0.60 -0.019 0.118
7 7 5.7 10 1.08 0.59 -0.004 0.112
11 7 5.7 0 1.23 0.84 -0.129 0.298
11 7 5.7 3 1.17 0.83 -0.141 0.305
11 7 5.7 6 1.17 0.82 -0.085 0.251
11 7 5.7 10 1.09 0.80 -0.054 0.212
Re=0.85£106, every jet on
7 7 5.7 0 1.22 0.58 -0.103 0.189
7 7 5.7 1 1.12 0.56 -0.070 0.165
7 7 5.7 2 1.12 0.57 -0.006 0.117
7 7 5.7 3 1.10 0.57 0.000 0.111
11 7 5.7 0 1.24 0.77 -0.136 0.294
11 7 5.7 2 1.13 0.78 -0.101 0.266
11 7 5.7 4 1.07 0.77 -0.044 0.213
11 7 5.7 6 0.98 0.73 -0.050 0.208
Re=0.85£106, every second jet on
11 7 5.7 6 1.19 0.83 -0.051 0.241
Re=0.85£106, every third jet on
11 7 5.7 7 1.16 0.81 -0.055 0.250
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Table 4.10: Example for blowing with all jets at Re=1.9£106.
Pj mm F Cq Cm DCL DCM W j
bar kg/s N - - - - kW/m
1 0.024 9.1 0.0008 0.003 -0.003 -0.0004 1.3
2 0.048 18.1 0.0016 0.006 -0.006 -0.0009 6.0
3 0.072 27.2 0.0024 0.009 -0.009 -0.0013 11.9
4 0.096 36.2 0.0033 0.012 -0.012 -0.0018 18.6
5 0.120 45.3 0.0041 0.015 -0.015 -0.0022 26.0
6 0.144 54.3 0.0049 0.018 -0.018 -0.0027 33.8
7 0.168 63.4 0.0057 0.021 -0.021 -0.0031 42.0
8 0.192 72.5 0.0065 0.024 -0.024 -0.0036 50.5
9 0.216 81.5 0.0073 0.027 -0.027 -0.0040 59.4
10 0.240 90.6 0.0081 0.030 -0.030 -0.0045 68.5
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Figure 4.50: Experimental comparison of forces at M=0.5, Re=1.9£106, f=5.7Hz (w¤=0.06),
a=7§4-7±, without blowing.
larger and the peak lift increases, although the 6% increase in CLp between a=7§4± and a=7§7± is
less than might be expected from the increase in amplitude (Table 4.9. In each case, the lift curve
becomes nonlinear around a=10±, and for the two highest amplitudes (a§=6± and 7±), there is a
peak in lift on the upstroke between a=11± and 12±. The ow reattaches at a=9±-10±, with later
reattachment for higher amplitudes. An increased hysteresis is also visible at lower angles, and this is
due to the increase in pitching angular velocity, rather than the increased maximum angle of attack.
The pitching moment in Fig. 4.50(b) has a slightly negative CM during the pitch-up, and a kink
in the positive direction around a=8± on the upstroke appears with the advent of supersonic ow
and a shock. Moment stall starts around a=11±, and in contrast to the lift, the hysteresis loop in
the pitching moment after stall does not become signicantly wider but follows a relatively constant
path as maximum angle of attack increases. On the downstroke, the pitching moment follows a
qualitatively similar to the path on the upstroke, but with positive CM. The kink in the pitching
moment at a=8± is also present on the downstroke. Higher amplitudes lead to a larger hysteresis in
CM during the attached part of the cycle.
At subsonic Mach numbers [32, 85] dynamic pitching causes signicant overshoots inCL andCM
compared with steady polars, due to the formation of a dynamic stall vortex which acts on the airfoil
after stall and an increase in the angle of attack of stall. Figure 4.51 illustrates the effect of varying
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Figure 4.51: Experimental comparison of forces at M=0.5, Re=1.9£106, f=0-5.7Hz (w¤=0-0.06),
a=7§7±, without blowing.
frequency from a stationary polar at f=0Hz to dynamic pitching at f=5.7Hz. The dynamic CL and
CM open in a hysteresis around the static polar. Figure 4.51(a) shows that maximum lift increases from
CLp=1.09 to CLp=1.23 when increasing the pitching frequency from f=0Hz and 5.7Hz (Table 4.9).
All three cases have similar pitching rates at a=13.5± and, as might be expected, CL is similar for all
three cases at that point. At low angle, the hysteresis increases with increasing pitching frequency in
much the same way as for increasing amplitude.
Increasing the pitching frequency does not signicantly increase the angle of attack of stall. This is
most clear in Fig. 4.51(b), where the pitching moment stall is around a=11± regardless of frequency.
After stall on the upstroke, CM falls faster for higher frequencies, reaching a maximum difference
in CM of -0.03 compared with the steady polar. On the downstroke, all frequencies follow approx-
imately the same pitching moment path. For the attached ow, the hysteresis in CM is higher for
higher pitching frequency. The kink in the pitching moment is at approximately a=8± for all three
frequencies.
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Figure 4.52: Pressure distributions on the up-
stroke forM=0.5, Re=1.9£106, f=5.7Hz (w¤=0.06),
a=7§7±, without blowing.
Figure 4.52 shows the surface CP distri-
butions on the model during the upstroke for
M=0.5, Re=1.9£106, f=5.7Hz (w¤=0.06),
a=7§7±. At a=6.0±, the ow is shockless
and subsonic. As the angle of attack in-
creases, supersonic ow appears at a=7.6±.
After this, a supersonic region of low CP
grows on the front of the airfoil, as seen at
a=10±. Since this supersonic region will act
to increase the pitching moment, the kink in
the pitching moment around a=8± is due to
the appearance and disappearance of the su-
personic region on the upstroke and down-
stroke respectively.
At around a=11± in Fig. 4.52, the ow
separation starts, and here the (isentropic)
maximum Mach number on the airfoil is
1.45. At this angle of attack, the sharp com-
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pression due to the shock is no longer visible on the suction side due to the sudden growth of the
boundary layer separation under the shock foot and some cycle-to-cycle variation of the shock posi-
tion. As the angle of attack increases, the ow separation spreads downstream, decreasing the surface
CP at the airfoil trailing edge, and upstream reducing the area of supersonic ow. Thus the airfoil has
undergone shock-induced stall. Both of these changes cause a decrease in the pitching moment, as
seen in Figs. 4.50 and 4.51. There is no travelling wave seen in the surface CP, and thus no dynamic
stall vortex is formed. The ow at the front of the airfoil remains supersonic after stall until after the
ow reattachment, and this causes the lift to remain high even though the airfoil is stalled.
4.3.8 Stall control with constant blowing at Mach 0.5
Figure 4.53: CFD result for the 3D ow. Pitch-
ing at M=0.5, Re=1.9£106, f=5.7Hz (w¤=0.06),
a=11§7± with constant blowing of Pj=10 bar at
a=9.6± on the upstroke.
The control of the shock-induced stall with
constant blowing was rst investigated us-
ing all blowing jets at Re=1.9£106. Fig-
ure 4.53 shows a Computational Fluid Dy-
namics (CFD) result for ow control with
constant blowing at a=9.6± on the upstroke,
to illustrate the topology of the ow with
blowing. Flow is from left to right, and
the white spheres are pressure sensor loca-
tions. The surface CP is indicated with col-
ored contours, showing that a region of low
pressure appears at the front of the airfoil,
which is terminated by a shock in front of
the jet position at high angles of attack (in
Fig. 4.53 the ow is just supercritical). A
second suction peak appears at the position
of the jets, which is not uniform over the
spanwise direction, and which is also termi-
nated by a shock downstream of the jet posi-
tion. Volume streamlines illustrate the ow,
with the white streamlines being air from the jets and dark lines air from the freestream. The jet
acts as an eductor jet pump, causing a vertical acceleration of air from the freestream, leading to a
local decrease in CP in the separated region directly behind each jet. Additionally, the ow blockage
between the jets causes a local decrease in CP between the jets.
For points in this section, the mass ux ratio (Cq) and momentum ratio (Cm ) can be found in
Table 4.10. Further data on the forces can be found in Table 4.9.
During light stall, where the maximum angle of attack slightly exceeds the angle at which stall
occurs, the stall can be fully controlled using constant blowing from the jets. In Fig. 4.50, at M=0.5,
Re=1.9£106, f=5.7Hz, no stall occurs for a=7§4±. For a=7§5±, where light stall occurs, the stall
can be fully controlled by blowing through all jets at a constant Pj=3 bar (not shown). For a=7§6±
full control requires Pj=6 bar. For a=7§7± no blowing condition was found where the stall was fully
controlled, but the pitching moment was signicantly reduced, as shown later. Thus the ow could be
fully controlled only for pitching motions with a maximum angle amax ·13±, i.e. less than 2± above
the stall angle of a=11±.
Figure 4.54 shows the full control of two test cases with amax=13±. The shape of both the CL and
CM curves near amax depends mainly on amax and not on the amplitude. Likewise, the shape of the
curves near amin depends mainly on amin. For these cases there is no moment stall in Fig. 4.54(b),
and the pitching moment becomes slightly more positive due to the blowing, contrary to what might
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Figure 4.54: Experimental comparison of forces atM=0.5, Re=1.9£106, f=5.7Hz (w¤=0.06), for test
cases with full control of dynamic stall by constant blowing.
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Figure 4.55: Variation of peak forces with maximum angle of attack at M=0.5, Re=1.9£106, f=3-
5.7Hz (w¤=0.03-0.06), a=7-11§4-7±, with and without constant blowing.
be expected due to the impulse of the jet. This is because the negative moment imparted by the jets
is more than compensated by the low-pressure regions created by the jets. The lift at low angles
of attack is decreased with blowing in Fig. 4.54(a), as expected, and at around a=8±, where the
supersonic ow rst appears when no blowing is used, there is a kink to lower lift. The maximum lift
is slightly reduced, fromCLp=1.20 to 1.15, but the mean lift over the pitching cycle remains relatively
constant, reducing from CL=0.66 to 0.65 (Table 4.9).
The similarity in response of test cases with the same amax is illustrated in Fig. 4.55, using all
points measured, and not just those in Table 4.9. The peak pitching moment (CMp) is plotted against
the maximum angle of attack (amax) in Fig. 4.55(a) for amplitudes a§=4-7± and for frequencies
f=3-5.7Hz. For points without blowing, there is low scatter in the results due to the frequency and
amplitude variation, with values for each amax well grouped. From amax=11±, where there is no stall,
CMp falls at -0.024/
± up to amax=15± and at -0.012/± thereafter.
For blowing at Pj=10 bar, in Fig. 4.55(a), the results are also tightly grouped by amax, excepting
at amax=15±. As discussed above, at amax ·13± the stall is fully controlled by blowing at Pj=10 bar.
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At amax=14± the stall is nearly fully controlled, with a small pitching moment peak remaining, and
the pitching moment peak sharply increases at amax=15±. At amax ¸16±, the pitching moment peak
remains constant at approximately CMp=-0.06, rather than decreasing further as for the uncontrolled
ow. The pitching moment peak is thus reduced by at least 96% for amax ·14±, 35% for amax=15±,
increasing to better than 50% reduction for amax=18±.
The maximum drag (CDp) is plotted against amax in Fig. 4.55(b), again for amplitudes a§=4-7±
and for frequencies f=3-5.7Hz. Blowing with Pj=10 bar causes a reduction in maximum drag, which
increases with increasing amax. The increase inCDp with amax is 0.037/± without blowing and reduces
to 0.022/± with blowing at Pj=10 bar at Re=1.9£106.
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Figure 4.56: Variation of CLp with amax at M=0.5,
Re=1.9£106, f=3-5.7Hz (w¤=0.03-0.06), a=7-
11§4-7±, with and without constant blowing.
The maximum lift (CLp) is plotted
against amax in Fig. 4.56, and without blow-
ing there is some variation inCLp at constant
amax due to the effect of frequency and am-
plitude, up to a range of DCLp=0.09. With
blowing,CLp reduces by 0.1 on average, and
the effect of variation in frequency and am-
plitude is reduced.
At higher values of amax the stall can-
not be fully controlled by blowing, but a
reduction in the pitching moment can still
be found. Figure 4.57 shows the rst point
where full control of dynamic stall was not
possible, with a=7§7± at Re=1.9£106 with
blowing at up to Pj=10 bar, which is the
maximum blowing pressure possible from
the pressure system installed. The maximum
lift is reduced in Fig. 4.57(a), fromCLp=1.23
without blowing, to CLp=1.16 for Pj=3 bar
and 6 bar, and to CLp=1.08 for Pj=10 bar (Table 4.9). Likewise blowing at Pj=10 bar reduces CL
by 6% over that without blowing. The point at which the lift encounters supersonic ow moves from
a=9± to a=7± as Pj increases. The ow reattachment also moves from a=9± to a=7± as Pj increases.
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Figure 4.57: Experimental comparison of forces at M=0.5, Re=1.9£106, f=5.7Hz (w¤=0.06),
a=7§7±, with and without constant blowing.
4.3. RESULTS WITH CONSTANT BLOWING 159
4 6 8 10 12 14 16 18
α (ο)
0.4
0.6
0.8
1.0
1.2
C L
α=11±7°, Pj=0 bar
α=11±7°, Pj=3 bar
α=11±7°, Pj=6 bar
α=11±7°, Pj=10 bar
(a)CL vs a
4 6 8 10 12 14 16 18
α (ο)
-0.15
-0.10
-0.05
0.00
0.05
C M α=11±7°, Pj=0 bar
α=11±7°, Pj=3 bar
α=11±7°, Pj=6 bar
α=11±7°, Pj=10 bar
(b)CM vs a
Figure 4.58: Experimental comparison of forces at M=0.5, Re=1.9£106, f=5.7Hz (w¤=0.06),
a=11§7±, with and without constant blowing.
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Figure 4.59: Pressure distributions during stall at M=0.5, Re=1.9£106, f=5.7Hz (w¤=0.06),
a=11§7±.
Figure 4.57(b) shows CM for the same conditions. Here a monotonic improvement in CMp is
observed with increasing Pj, with Pj=3 bar reducing CMp by 44%, Pj=6 bar by 77% and Pj=10 bar by
96% over the case without blowing. Additionally the stall is delayed by approximately Da=2-3± for
Pj=10 bar. For this test case no saturation of the control effect is seen up to the maximum blowing
rate of Pj=10 bar.
Figure 4.58 shows the deepest stall investigated. At a=11§7± the minimum pitching moment
is less reduced than for a=7§7±, and blowing at Pj=3 bar does not bring any advantage, increasing
CMp by 9% and adding a strong sine-wave oscillation to the forces. At higher blowing pressures a
monotonic improvement in CMp occurs with increasing Pj, with Pj=6 bar reducing CMp by 34% and
Pj=10 bar by 58% over the case without blowing. Similar to a=7§7± there is no saturation of the
ow control effect seen up to the maximum blowing rate of Pj=10 bar. CLp reduces from 1.23 without
blowing to 1.09 with Pj=10 bar, slightly less reduction than for a=7§7± (Table 4.9).
The surfaceCP distributions for a=11§7± with Pj=0 bar and Pj=10 bar are examined in Fig. 4.59.
The surface CP distributions without blowing in Fig. 4.59(a) are similar to those at the same a for
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a=7§7± in Fig 4.52. At a=16±, the supersonic region at the front of the airfoil has disappeared, and
this correlates with the kink in CMp seen at a=15± in Fig. 4.55(a).
Figure 4.59(b) depicts the surface CP distributions for Pj=10 bar. At a=7±, the CP distribution is
similar to that without blowing, except that there is a large suction peak due to the ow acceleration
near the jets with supersonic ow and thus probably terminated by a shock. The suction peak on
the front of the airfoil is lower (more positive CP) than without blowing. The additional jet-induced
suction peak results in an upward force, which almost completely offsets the downward impulse of the
jet, added in the data correction procedure. The suction peak due to the jets remains approximately
the same as angle of attack increases and, similar to the case without blowing, a supersonic region
with terminating shock appears at the front of the suction side of the airfoil. Blowing suppresses the
suction peak at the front of the airfoil and delays the appearance of the supersonic area from a=7.4±
for a=11§7± with Pj=0 bar to a=8.8± for Pj=10 bar. This delay correlates with the kink in the lift
curve for Pj=10 bar in Fig. 4.58(a). The pressure distribution continues to have two suction peaks as
the angle of attack increases.
The airfoil without blowing stalls around a=11±, as for the motion at a=7§7± in Fig. 4.52, but the
moment stall for Pj=10 bar starts around a=14±, as the two supersonic regions join in Fig. 4.59(b),
and the suction peak due to the jets reduces in size. A trailing edge stall starts before this, however, at
around a=12±, and this correlates with the drop in the lift slope to near zero in Figs. 4.57 and 4.58 at
a=12±. By a=16± on the upstroke, the two suction peaks have fully merged, and there is supersonic
ow from the start of the suction peak to the jets at x/c=0.10. This CP distribution remains similar
until approximately a=16± on the downstroke and correlates with the plateau in CMp for Pj=10 bar
and a ¸16± in Fig. 4.55(a). The reattachment behavior without blowing starts with the reappearance
of the shock, the disappearance of the separation under the shock and reattachment from the shock
toward the trailing edge. With blowing the reattachment is similar, but the reattachment occurs from
the shock after the jet supersonic region, since the ow on the front of the airfoil remains supersonic
and never separates.
4.3.9 Optimization of blowing at Mach 0.5
It is desirable to know the optimalCq,Cm and jet spacing (s) for this kind of ow control. Since for the
data at Re=1.9£106, the control of stall continued to improve up to Pj=10 bar (Cq=0.0081,Cm=0.030),
further increases in the normalised blowing could only be achieved by reducing the Reynolds number.
Thus the optimization of blowing was investigated at Re=0.85£106, where a saturation of the blowing
effect could be achieved. Example values of mm, F , Cq and Cm are in Table 4.11 for a range of Pj,
with values for the changes to the lift (DCL) and moment (DCM) due to the jet momentum force F , at
Re=0.85£106, a=10± andCL=1.0.
Figure 4.60 shows dynamic stall at a=7§7± at Re=0.85£106 andM=0.5 with f=5.7Hz (w¤=0.06).
Without blowing, the stall is similar to that at Re=1.9£106, shown in Fig. 4.57, with CLp reducing by
0.5% and CL reducing by 7% over that at high Reynolds number (Table 4.9). The pitching moment
increases signicantly, with the pitching moment peak at Re=0.85£106 being 27% greater than that
at Re=1.9£106.
As at Re=1.9£106, increasing the blowing pressure in Fig. 4.60 resulted in a reduction in peak
lift, and a reduction of the pitching moment peak, however due to the reduced Reynolds number, a
saturation of the ow control effect was observed with an optimum at Pj=3 bar (Cq=0.006,Cm=0.020),
completely removing the pitching moment peak. Additionally, CLp was reduced by 10% and CL was
reduced by 2% compared to the case without blowing (Table 4.9). Further increases in Pj resulted only
in an undesirable reduction of lift. This optimum was less than the normalised blowing required for
almost-optimum control of the dynamic stall at Re=1.9£106, with Pj=10 bar (Cq=0.0081,Cm=0.030).
Thus higher Reynolds numbers require relatively more blowing (higherCq,Cm ) to control the dynamic
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Table 4.11: Example for blowing with all jets at Re=0.85£106.
Pj mm F Cq Cm DCL DCM W j
bar kg/s N - - - - kW/m
1 0.024 9.1 0.002 0.007 -0.007 -0.001 3.3
2 0.048 18.1 0.004 0.014 -0.013 -0.002 9.9
3 0.072 27.2 0.006 0.020 -0.020 -0.003 17.8
4 0.096 36.2 0.007 0.027 -0.027 -0.004 26.5
5 0.120 45.3 0.009 0.034 -0.033 -0.005 35.8
6 0.144 54.3 0.011 0.041 -0.040 -0.006 45.5
7 0.168 63.4 0.013 0.047 -0.047 -0.007 55.7
8 0.192 72.5 0.015 0.054 -0.053 -0.008 66.2
9 0.216 81.5 0.017 0.061 -0.060 -0.009 77.1
10 0.240 90.6 0.018 0.068 -0.067 -0.010 88.1
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Figure 4.60: Experimental comparison of forces at M=0.5, Re=0.85£106, f=5.7Hz (w¤=0.06),
a=7§7±, with and without constant blowing.
stall, at least for this airfoil and movement.
At the deepest stall tested, with a=11§7±, in Fig. 4.61, the mean and peak lift without blowing are
similar to those at Re=1.9£106, but CMp is increased by 5% (Table 4.9). A saturation of the control
effect was observed, but the stall could not be fully controlled by the blowing. At Pj=4 bar (Cq=0.007,
Cm=0.027), the pitching moment peak was reduced the most with a 68% reduction over the reference
case without blowing. A further increase in Pj led to a worse CMp , and a rapid decrease in CLp . For
Pj=4 bar,CLp is 13% reduced, and CL is 0.4% reduced over the case without blowing.
The spacing of the control jets was investigated by using the valves to switch on every second or
every third jet only. The jet spacings of 20mm (s=c=0.067), 40mm (s=c=0.13) and 60mm (s=c=0.20)
are compared. For each of these cases, the optimum blowing pressure was found for a=11§7± at
Re=0.85£106 and M=0.5 with f=5.7Hz (w¤=0.06), using the same method as when every blowing
jet was used. The result of this optimization is shown in Fig. 4.62. When every second valve is on, the
optimum is Pj=6 bar (Cq=0.006,Cm=0.020) and when every third valve is on the optimum is Pj=7 bar
(Cq=0.004,Cm=0.016). The reduction inCq andCm over the values in Table 4.11 is because fewer jets
are active.
Figure 4.62(a) shows that increasing the jet spacing increased the CLp measured, with a loss of
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Figure 4.61: Experimental comparison of forces at M=0.5, Re=0.85£106, f=5.7Hz (w¤=0.06),
a=11§7±, with and without constant blowing.
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Figure 4.62: Investigation of optimal jet spacing with comparison of forces at M=0.5, Re=0.85£106,
f=5.7Hz (w¤=0.06), a=11§7±, with and without constant blowing with varying spacings.
only 4% in CLp compared to the reference case without blowing, and an increase of 9% in CL when
using every second jet (Table 4.9). Similarly, using every third jet results in a 6% reduction inCLp and
a 5% increase in CL. The offsets in lift are due to the differences in sensor discretization error with
different jet spacings. In subsection 4.3.2 the maximum offsets due to the discretization error were
estimated to be DCL=0.12 and DCM=0.02, meaning that the experimental error is increased, but the
conclusions remain unchanged. The pitching moment peak in Fig. 4.62(b) is signicantly reduced for
each of the three jet spacings, with a reduction inCMp of 68% using every jet, 63% using every second
jet, and 60% using every third jet. Despite the reduced control in the pitching moment peak when
increasing the jet spacing to 60mm (s=c=0.20), the increase in lift and reduction of piping required
for a practical installation make it an attractive option in addition to the 42% saving in compressed air
mass required for the optimal control.
Each of the jet spacings investigated increased the drag at low angle of attack and decreased the
drag at high angle of attack, as seen in Fig. 4.63(a). Although the drag is reduced, the energy required
in compressed air to achieve this is more than the savings in drag, as shown in Fig. 4.63(b). No cases
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Figure 4.63: Investigation of drag and energy balance atM=0.5, Re=0.85£106, f=5.7Hz (w¤=0.06),
a=11§7±, with and without constant blowing with varying spacings.
were found in which ow control resulted in a reduction in total power used. Blowing at low angles of
attack increases the total required power signicantly with the increase proportional to the amount of
compressed air used. At high angles of attack the total energy is also increased despite the reduction
in drag. Thus this kind of blowing does not save power, although it will lead to a decrease in peak
system power if a compressed air buffer is used. It would be desirable to switch the jets at 1/rev,
so that they are only active when the ow is separated, although this would result in a considerable
increase in system complexity. Cases with 1/rev switching and pulsed blowing were measured and
will be reported in a later publication.
4.3.10 Aerodynamic damping at Mach 0.5
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Figure 4.64: Investigation of aerodynamic damp-
ing for Re=0.85£106 and f=5.7Hz (w¤=0.06),
a=11§7±, with constant blowing at varying pres-
sure.
The damping coefcient D gives an indica-
tion of whether a negative damping will be
too large to be counteracted by the structural
damping and is computed from the theoreti-
cal and measured values of the aerodynamic
damping [69]:
D= [¡
I
CM da(a§)2p3c f ]=[2v¥]; (4.7)
where D=1 for small oscillations with at-
tached ow, and CM are the phase-averaged
values of the pitching moment.
Figure 4.64 illustrates that changing the
blowing changes the aerodynamic damp-
ing, generally reducing it from the positive
damping without blowing. With the excep-
tion of a few points with very high blow-
ing rates, the damping D is greater than
1.0. A single point, pictured in Fig. 4.64,
with Pj=9 bar and a=7§7± at Re=0.85£106
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shows a slightly negative damping, however this point has more than double the optimal blowing
and is thus unlikely to appear in a realistic conguration. Generally, the ow control with air jets is
uncritical regarding the aerodynamic damping at M=0.5.
4.3.11 Conclusions
Experiments have been described, showing the dynamic stall control effect of air jets at x/c=0.10.
Dynamic stall control by constant blowing from portholes was investigated on an OA209 airfoil at
Mach 0.3 at Re=1.15£106 and Re=0.575£106, Mach 0.4 at Re=1.5£106 andMach 0.5 at Re=1.9£106
and Re=0.85£106 with dynamic pitching motion. At Mach 0.3 and 0.4 the primary results were:
1. The effect of blowing at high pressure is to slow the stall and delay the pitching moment peak
relative to the initial stall.
2. The initial stall is changed from a leading edge to a trailing edge stall, and the suction peak is
maintained in front of the jets after stall. This reduces CMP and increases the lift after stall.
3. It was found that atM=0.3 the optimal blowing mass ux for the jet separation of s/c=0.067 was
described byCm=0.25 (Cq=0.038) for low dynamic loading, with some loss in lift performance,
and Cm=0.12 (Cq=0.019) for maximum reduction in CMP without loss of lift performance. At
these conditions a maximum reduction ofCMP by 67% was seen, whileCLP remained similar to
the reference case and CL increased by 7%.
4. As a comparison, the passive LEVoG ow control devices were attached to the model and tested
without blowing, reducing CMP by 24% and increasing CL by 4% at the same conditions.
5. Increasing the spacing of the jets resulted in an improvement in the ow control performance,
with the best result found with a spacing of s/c=0.13 and blowing at Cm=0.12 (Cq=0.019). At
this condition a CMP reduction of 83% was found and CL was increased by 30%. The dynamic
stall control effect was also found to increase signicantly for the few points measured with
light stall, due to the stall-delaying effect of the jets.
6. At M=0.4 a reduction in CMP of 56% was achieved, for the jet separation of s/c=0.067. The
pressure available for the jets was limited, so that no saturation of the control effect was found
at M=0.4 and 0.5.
At Mach 0.5 the primary results were:
1. At both Reynolds numbers, the OA209 without blowing experiences shock-induced stall with
a hysteresis in lift and pitching moment around the static values, rather than the overshoot in
forces typically associated with a dynamic stall vortex.
2. The forces, both with and without ow control, were primarily functions of the maximum angle
of attack, with pitching frequency, amplitude and mean angle of attack having minor effects.
3. Stall could be fully suppressed for lower values of amax, and for higher amax (in deep stall) a
reduction in pitching moment peak of up to 68% was demonstrated.
4. The higher Reynolds number required relatively more blowing (higher Cq, Cm ) to control the
dynamic stall.
5. Increasing the jet spacing resulted in equivalent ow control with less air use.
6. Drag was reduced for separated ow, but the energy required in compressed air to achieve this
was more than the savings in drag, and no cases were found in which ow control resulted in a
reduction in total power used.
7. The ow control with air jets was uncritical regarding the aerodynamic damping.
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Due to the negative effects of the blowing on attached ow, it would be desirable to switch the jets at
1/rev, so that they are only active when the ow is separated. Active stall control using air jets in the
manner described in this section offers a method of reducing peak loads during maneuvering ight.
Since the compressed air requires signicant power to supply, this would only be suitable for short
bursts of use. The stall control effect does not have any critical Mach number dependence, and thus
no sudden change in the ow control effectiveness is to be expected if the jets were to be positioned
sub-optimally along the radius of a rotor blade.
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4.4 3D effect of ow control by blowing 4
The three-dimensional effect of ow control by blowing was investigated with pressure-sensitive paint
on an OA209 airfoil, using the setup described in section 3.3. The ow generated by the blowing is
strongly 3D and the error in the computation of the forces by a single line of pressure transducers is
estimated to be a maximum of 8% using 3D unsteady CFD, as shown in subsection 4.3.2. Each jet was
tted with a valve [88], to switch it on and off. The blowing is characterised by Cm , the momentum
ratio between the jets and the freestream one chord length above the airfoil. The ow control system
is fully described in section 4.3.
Figure 4.65 shows the force coefcients on the pitching airfoil with three different ow control
settings compared to the case without ow control at M=0.3, Re=0.53£106, f=5.7Hz (w¤=0.11),
a=13§7±. The ow is controlled by using every jet, every second jet or every third jet. The momen-
tum ratio Cm is equal for the rst two cases and slightly reduced for the case using only every third
jet, due to a limit on the maximum pressure in the model pressure system. It can be seen that each of
the three ow control methods reduces the pitching moment during stall signicantly and that each
produces a qualitatively similar time-history in both lift and pitching moment with some offsets. The
cycle-to-cycle differences and uctuations (not shown) are reduced by up to a factor of 4-8 during
stall on the upstroke by the blowing, but for fully stalled ow on the downstroke the uctuations are
only reduced by a factor of 2 by the blowing.
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Figure 4.65: Force coefcients integrated from the pressure transducers at M=0.3, Re=0.53£106,
f=5.7Hz (w¤=0.11), a=13§7± with ow control by blowing. Left: CL Right CM. Letters relate to
the subgures of Figs. 4.66 and 4.68.
The 3D effect of the jets and the problems for the pressure integration can be seen in Fig. 4.66.
In Fig. 4.66a the attached ow before stall is seen for all 3 ow control cases and for the reference
case without blowing. The pressure distributions are similar on the pressure side, and the downstream
half of the suction side the airfoil and differ near the leading edge on the suction side of the airfoil.
Without blowing, a standard suction peak is formed, but when all jets are turned on, a second suction
peak appears at the pressure transducer which is between the jets at x/c=0.12. The pressure upstream
of the jet is increased when blowing is used. When only every second jet is used, then the pressure
distribution is similar, with the suction peak near the jets increased, but otherwise a similar pressure
distribution. However, when only every third jet is used, the suction peak at the position of the jets is
greatly reduced and this is because the jet which that pressure transducer is close to is now turned off.
4Text and illustrations in this section are taken from [25]: Gardner, A. D., Klein, C., Sachs, W., Henne, U. , Mai, H.,
Richter, K., Investigation of three-dimensional dynamic stall on an airfoil using fast response pressure sensitive paint, ,
Experiments in Fluids, Volume 55, No. 9, 2014. DOI: 10.1007/s00348-014-1807-4
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Figure 4.66: Comparison of CP data at the pressure transducers on the upstroke at M=0.3,
Re=0.53£106, f=5.7Hz (w¤=0.11), a=13§7± for different blowing types during stall, at the points
illustrated in Figs. 4.65 and 4.68. (a) a=14.2± (b) a=15.5± (c) a=16.7± (d) a=17.7±
(a) (b) (c) (d)
Figure 4.67: PSP pressure distributions (CP-CP0) illustrating the 3D ow during stall for M=0.3,
Re=0.53£106, f=5.7Hz (w¤=0.11), a=13§7±. (a) a=14.2± (b) a=15.5± (c) a=16.7± (d) a=17.7±.
The black rectangles indicate the regions for which theCP distributions are shown in Fig. 4.68. These
are Figs. 3.34b, 3.34d, 3.34f and 3.34h.
This provides an illustration of the problem of characterizing a 3D ow using an essentially 2D line
of pressure transducers. It can be seen that this problem persists in Fig. 4.66b as the stall begins, but
in Figs. 4.66c and 4.66d as the ow fully stalls the localised suction peak joins the primary suction
peak in all three ow control cases and it might be assumed that all ows are more 2D than before
stall.
Figure 4.68 shows PSP surfaceCP distributions for each of the four test cases. The time-points are
shown by the red lettering and lines in Fig. 4.65 and cover points on the upstroke during the dynamic
stall. The area visualised is chosen as having a relatively low error due to temperature variation and
is shown by the black rectangle in Figs. 3.34b, 3.34d, 3.34f and 3.34h. Due to this low temperature
variation, the CP data could be used directly from the PSP images. The black dots illustrate the
positions of the pressure transducers relative to the holes.
The pressure transducers are around y/c=0, but for illustrative purposes to understand the effect
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Figure 4.68: PSP pressure distributions (CP) illustrating the 3D ow around the ow control jets
at M=0.3, Re=0.53£106, f=5.7Hz (w¤=0.11), a=13§7± during stall. (a) a=14.2± (b) a=15.5±
(c) a=16.7± (d) a=17.7± (i) No blowing (ii) All jets, Cm=0.12 (iii) Every 2nd jet, Cm=0.12 (iv) Every
3rd jet,Cm=0.08
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of the holes on the transducers, the pressure transducer positions have been shifted 12 holes in the
positive y direction. Figures 4.68i-a to 4.68i-d show the ow during separation and are exactly the
same data as in the rectangles in Fig. 4.67a to 4.67d, but as CP rather than CP-CP0 . Here no ow
control is active and the airfoil stalls normally. Due to the high zoom level, the passage of the vortex
at stall is not visible between Figs. 4.68i-a and 4.68i-b. The pressure distribution is relatively even in
the y-coordinate, both before and after stall, and thus quasi 2D.
For the test case with ow control turned on using every jet, seen in Figs. 4.68ii-a to 4.68ii-d, each
active jet is visible as a 3D suction region (in blue) created around the jet. The suction region contains
material from the external ow accelerated by the ow control jet, in the same way as an eductor
jet pump. In Fig. 4.68ii-a, the onow shifts the 3D suction region to the lee of the jet. The ow
between the jets is also from the onow, accelerated in the restriction due to the jets. The jets form a
unied wall of ow control at x/c=0.10, with the local effects of the jets meeting. The stall is delayed,
meaning that for a=15.5± in Fig. 4.68ii-b, the ow is not stalled, in contrast to the airfoil without ow
control. As the ow stalls, in Fig. 4.68ii-c, the strength of the individual 3D suction peaks greatly
reduces and a unied suction area is formed which covers the area between the suction peak and the
jets, as also illustrated in Fig. 4.66c. The ow does become more two-dimensional, but this effect is
exaggerated in the pressure transducers, since in Fig. 4.68ii-d the 3D suction peak reduces in size and
the pressure transducer at x/c=0.12 is now outside the suction peak.
For the test case using only every second jet, seen in Figs. 4.68iii-a to 4.68iii-d, the spacing of
the 3D suction peaks has increased. The area of the suction regions is larger than when every jet is
used, which is expected since the jet pressure is increased to have the same mass ux through half as
many portholes. This increase in area could be responsible for the slight increase in the suction peak
height in Fig. 4.66a, but the width of the 3D suction peak remains roughly equal. This illustrates the
problems in undersampling of such a 3D region with pressure transducers.
The ow between the jets is no longer as strongly accelerated as when every jet is active, but
Fig. 4.65 shows that the ow control effect to reduce the pitching moment peak is even stronger when
using every second jet than when every jet is used. As the ow stalls, the suction regions around the
jets again reduces in strength and joins the main suction peak, but the rearward extent of the suction
peak is signicantly reduced between the jets, which will lead to a reduced lift compared to the case
using every jet and the lift will be overestimated when computed using the pressure transducers.
In the PSP-images where only every third jet is on, in Figs. 4.68iv-a to 4.68iv-d, the ow is similar
to that using only every second jet. This is a contrast to the pressure transducer data which saw the
disappearance of the pressure peak around the jets for this nal condition. As seen in Fig. 4.68iv-a,
the difference comes because the pressure transducer at x/c=0.12 which previously indicated the 3D
suction peak is now outside the remaining suction peaks. This results in a change in the pressure
integration through the pressure-cut. At stall the ow is similar to that using every second jet, but
Fig. 4.68iv-d shows that although the suction peak extends to the jets, that CP at x/c=0.05 is always
higher than for either the case using all jets or every second jet, and this is further illustrated in the
pressure transducer data in Fig. 4.66d. The lift will be underestimated when computed using the
pressure transducers.
4.4.1 Conclusions
In total, a good illustration of both the weakness of single sensor measurement for strongly 3D ows
and the potential advantages of PSP is found by the examination of the test cases with blowing, at
least for the reduced view with a relatively constant temperature distribution. The results showed a
that spatial undersampling with pressure transducers in the characterization of 3D owelds could be
identied and the direction of the force integration error could be identied.
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4.5 Results with pulsed blowing 5
The interest in pulsed blowing stems from a number of experiments showing a much greater effect for
the same energy applied to the control for pulsed blowing as for constant blowing. Investigations on
airfoils with static stall for airfoils in incompressible ow [110] and on a generic ap [89] have shown
pulsed blowing to be more effective than constant blowing. Experiments using synthetic jet actuators
with zero mass ux [117] showed that the control of stall on a ramping airfoil could be achieved,
with a saturation in effect around Cm=0.01. Experiments demonstrating dynamic stall control using
pulsed blowing from a high pressure source [44] with 0.001·Cm ·0.004 noted that at these blowing
rates pulsed blowing was more effective than constant blowing at the same Cm . Both of these studies
investigated dynamic stall with a small hysteresis and weak stall. Weaver et al. [121] investigated the
control of deep dynamic stall in water tunnel experiments on a VR7 airfoil. Control was by blowing
through a tangential slot located at x/c=0.25. Weaver et al. found that for their conguration and
points investigated, pulsed blowing was better than steady blowing withCm ·0.01, but forCm ¸0.02,
as required for the control of deep dynamic stall, steady blowing started to become equal or better
in effectiveness. Pulsed blowing frequency was varied between F+=0-2.7, with pulsed blowing at
F+=0.9 being the most effective.
Singh et al. [113] used blowing from angled jets atM=0.13 and Re=1.1£106 on a pitching airfoil.
The jets were located at x/c=0.12 and spaced at y/c=0.1 along the span with the jet exit pitched at
30± and skewed at 60±. They found that for constant blowing at Cm=0.008 there was good control of
dynamic stall. Further experiments by the same group [112] found that for the control of static stall
that pulsed blowing at F+=0.7 and F+=1.3, was as effective as constant blowing with around twice
the average mass ux.
In this experiment, the same setup was used as in the previous sections, with dry compressed air
supplied to the pressure system of the wind tunnel model. The mass ux measurement was around
20m from the model, and thus averaged the mass ux from the pulsed blowing with a limiting fre-
quency lower than 1Hz. The valves, each weighing 85 g, were developed by the DLR [88] and could
be individually switched on and off, and pulsed at frequencies of up to 500Hz. In Fig. 4.69 a drawing
of the fast switching valve is shown installed in the nose of the airfoil. Flow around the airfoil model
in the external freestream is from left to right, and ow through the valve is from right to left. A single
8mm diameter magnetizable valve ball (1) is the closure element of the valve, and its only moving
part. Only the pressure difference between valve inlet and valve outlet keeps the ball in the valve seat
(2). To open the valve, the magnetic coil (3) generates a magnetic eld, which is guided by magnetiz-
able material in the housing of the valve. The magnetic eld generates a force on the ball which rolls
the ball off the valve seat (in the vertical direction in Fig. 4.69. The force acts mainly perpendicular
to the valve axis. When the magnetic eld is switched off, the ow carries the ball back on to the
valve seat and the valve closes. The valves are not damaged by high accelerations, and are generally
insensitive to acceleration and vibration. The opening status of two valves was monitored using a
Kulite unsteady pressure sensor (4), and no difference in the switching behavior was noted between a
static and pitching model. For all test cases reported here, the jets were switched in-phase with each
other, and all jets were used, for a jet spacing of 20mm. The actuation system was chosen for its
simplicity and robustness, not for its similarity to a yable actuation system, and thus the actuation
power is disregarded in this analysis.
A list of points measured is in Table 4.12. The wind tunnel had a total pressure of P0=30 kPa and
total temperature of T0=310§5K for all test points
5Text and illustrations in this section are taken from [33]: Gardner, A. D., Richter, K., Mai, H., Neuhaus, D., Experi-
mental investigation of high-pressure pulsed blowing for dynamic stall control, CEAS Aeronautical Journal, Volume 5,
Issue 2, pp. 185-198, 2014. DOI 10.1007/s13272-014-0099-y
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Figure 4.69: Closed fast switching valve. The solid line shows the magnetic ux, and the dashed line
the gas path through the valve. Freestream ow is from the left.
Table 4.12: Dynamic airfoil data. For all cases P0=30 kPa, T0=310K and f=5.7Hz
DC fpulse F+ Pj mm CL CLp CMp Cm Cq W j
% Hz - bar kg/s - - - - - kW/m
M=0.3, Re=530000, v¥=109m/s, a=13§4±, w¤=0.10
0 0 0.00 0 0.000 0.92 1.30 -0.186 0.000 0.000 0.0
100 0 0.00 5 0.120 1.07 1.29 -0.001 0.079 0.014 35.7
50 200 0.50 10 0.127 1.07 1.30 -0.047 0.084 0.014 46.8
50 400 0.99 10 0.127 1.08 1.30 -0.023 0.084 0.014 47.0
M=0.3, Re=530000, v¥=109m/s, a=13§7±, w¤=0.10
0 0 0.00 0 0.000 0.81 1.40 -0.229 0.000 0.000 0.0
100 0 0.00 3.5 0.075 0.92 1.37 -0.129 0.050 0.008 19.6
100 0 0.00 4 0.086 0.92 1.36 -0.127 0.057 0.010 23.7
100 0 0.00 5.5 0.125 0.91 1.32 -0.081 0.083 0.014 38.5
50 100 0.25 6 0.081 0.96 1.34 -0.168 0.054 0.009 25.7
50 200 0.50 6 0.089 0.97 1.35 -0.183 0.059 0.010 28.2
25 200 0.50 10 0.075 0.98 1.37 -0.192 0.050 0.009 27.7
50 400 0.99 6 0.079 0.94 1.36 -0.189 0.052 0.009 24.9
50 500 1.24 6 0.090 0.94 1.37 -0.129 0.059 0.010 28.4
50 100 0.25 10 0.124 0.96 1.36 -0.162 0.082 0.014 45.8
50 200 0.50 10 0.129 0.97 1.36 -0.135 0.085 0.015 47.6
50 400 0.99 10 0.129 0.94 1.35 -0.068 0.085 0.015 47.5
50 500 1.24 10 0.149 0.92 1.33 -0.080 0.098 0.017 54.8
50 5.7 0.01 - 0.086 0.91 1.35 -0.107 0.056 0.010 -
M=0.5, Re=850000, v¥=172m/s, a=11§7±, w¤=0.06
0 0 0.00 0 0.000 0.77 1.23 -0.136 0.000 0.000 0.0
100 0 0.00 4 0.098 0.77 1.07 -0.044 0.028 0.008 27.1
50 5.7 0.01 - 0.087 0.78 1.18 -0.065 0.025 0.007 -
4.5.1 Data analysis
The experimental lift (CL), drag (CD) and pitching moment (CM) coefcients are integrated from a
line of 49 Kulite unsteady pressure sensors (type XCQ-093), near the model centerline, and are thus
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pressure-parts only of those forces. The coefcients are corrected for the momentum force F due to
the air jets:
F = mv= m=Lact
s
2gRT0
g+1
: (4.8)
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Figure 4.70: Pitot calibration data showing time-
delay and rise-time for different pulsing frequencies
and pressures.
The jet is assumed to be sonic at the sur-
face of the model, and T0, the total temper-
ature, is assumed to be equal to the mea-
sured temperature of the aluminum spar in
the model. Here, g=1.4 and R=287 J/kg/K
are gas constants for air. For high-frequency
pulsed blowing ( fpulse ¸100Hz), the phase-
averaged data is corrected using m= mm, the
mean mass ux measured by the DF12 mass
ux sensor. The corrected values of CL, CD
andCM are computed from their uncorrected
values, assuming that the jet force is directed
normal to the model chord in a downward di-
rection, at x/c=0.10. The qualitative results
were not changed by these offsets.
A time-varying correction force is re-
quired when using pulsed blowing, since the
impulse from the compressed air varies with
time. The measured mass ux could not be
directly used, since this only provided aver-
aged values. The signal from the pressure
sensor at (4) in Fig. 4.69 (P4) was assumed
to be linear to the instantaneous mass ux
( minst). A calibration constant K was com-
puted for each measured point, such that:
minst = K (P4¡min(P4)) ; (4.9)
where the mean values of minst and mm over
160 pitching cycles are equal, and the cor-
rection of forces for the jet impulse used
minst in Eqn. 4.8.
The speed and form of the pulsed blow-
ing is a function of the pressure applied.
The valves are driven by a relay which ap-
plies power in a square wave based on a
TTL pulse. Using more electrical power on
the valves results in faster opening times,
due to the fast establishment of the mag-
netic eld, but slow closing times, since the
peak magnetic eld is higher. Each pulsation
frequency and pressure requires a different
voltage to be applied, calibrated to produce
the shortest opening and closing times.
The speed of the system was tested by a
calibration in which a Pitot probe, consisting
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of a single Kulite pressure sensor without a cavity, was situated 10mm above the center of a jet exit.
This thus measured the time for formation/stopping of the jet, including the electrical, mechanical
and pneumatic parts of the system. The delay between the start of jet switching and the rise in Pitot
pressure was approximately 1.3ms. The results of this calibration are in Fig. 4.70, with the time
(t) normalised to the pulsing period (T) for a duty cycle (DC) of 50%. The valves work better with
higher pressures, and at Pj=3 bar three oscillations, either from bouncing of the ball element or an
aerodynamic effect, can be seen after opening at fpulse=100Hz. This reduces to 2 oscillations at
fpulse=200Hz and one oscillation at fpulse=400Hz, due to the reduced time for which the valve is
open. At fpulse=500Hz for Pj=3 bar, the valve no longer has time to completely open and close in one
pulse cycle.
For Pj=6 bar in Fig. 4.70, the oscillation is signicantly reduced, and the valve now has enough
time to completely open and close at fpulse=500Hz. At Pj=10 bar there are no oscillations, and
a clean opening and closing is seen for all pulsation frequencies. With increasing frequency, the
relative delay of the pressure signal to the TTL driving signal increases, and the rise-time of the Pitot
pressure relative to (t=T ) is longer, although the absolute rise-time slightly decreases with increasing
frequency. The maximum frequency of the valves can be increased by using lighter valve balls than
the steel balls used here, however the high reliability of the steel ball with zero creep under high
load was selected because the valves are laminated inside the model and cannot be accessed for
maintenance. A further investigation of the jet start process is in [122].
4.5.2 Results for pulsed blowing
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Figure 4.71: CL (Left) and CM (Right) for pulsed blowing at Cm=0.08 with M=0.3, Re=530000,
a=13§4±, f=5.7Hz (w¤=0.10) for F+=0 and 0.99 (Constant and 400Hz).
The OA209 airfoil was tested at M=0.3 and Re=530000, with a pitching motion of a=13§4± at
f=5.7Hz (w¤=0.10). The valves were either operated for constant blowing, for pulsed blowing or
turned off. The pulsed blowing was not a multiple of the pitching frequency, so that within the phase-
averaging time of 160 cycles, the pulsed blowing was even distributed over the cycle. This allows the
evaluation of the mean behavior of pulsed blowing. The force correction for the jet impulse was made
using the average mass ux. Figure 4.71 shows the ow control for a test case with light stall, in terms
of the lift and pitching moment. For this rather low Reynolds number, the ow without blowing shows
a pronounced kink in the lift polar at a=12± during the attached ow, probably due to the boundary
layer transition on the suction side of the airfoil reaching the leading edge [102, 32]. Investigation
with surface hot lms on a similar airfoil [102] showed a no laminar separation bubbles at M=0.3.
At a=13±-14± the moment stall starts, and from a=14± the gradient of the lift curve reduces as the
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dynamic stall vortex starts to be formed. By a=15± the lift stall has started and the pitching moment
reaches its negative peak a short time later. The airow remains separated while the airfoil pitches
down, and reattaches shortly before the minimum angle of attack.
When constant blowing is used the lift at minimum angle of attack is reduced in Fig. 4.71, but the
lift becomes more linear on the upstroke. The maximum lift is approximately the same as without
blowing, but no sudden stall appears. A lift hysteresis appears on the downstroke but the pressure
distributions (not shown) indicate that there is no ow separation, and the hysteresis loop closes
around a=11±. The pitching moment shows no moment stall, and dynamic stall is fully suppressed
by using constant blowing. For this case, Cm=0.079 (Table 4.12), which is considerably higher than
for other comparable cases in the literature. Two cases with pulsed blowing with F+=0.50 and 0.99
(200Hz and 400Hz) were tested (Table 4.12), and the case with the best reduction in pitching moment
peak, at F+=0.99 is included in Fig. 4.71. For this case the mass ux of air is approximately the same
as for constant blowing,Cm=0.084, andWj is increased by 32% due to the increased pressure required
to drive the jets. For pulsed blowing the maximum lift is shifted Da=+1±, and the lift after stall is
slightly higher than for constant blowing, but otherwise the lift is similar to that for constant blowing.
The minimum pitching moment is lower than for fully attached ow, with 12% of the original peak
remaining, and it is difcult to know whether the ow on the airfoil is stalled (usually clearly visible
by unsteadiness in the surface pressure distribution), due to the highly unsteady ow generated by the
pulsation.
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Figure 4.72: CL (Left) and CM (Right) for pulsed and constant blowing at Cm=0.06 with M=0.3,
Re=530000, a=13§7±, f=5.7Hz (w¤=0.10) for F+=0 and 1.24 (Constant and 500Hz).
When the amplitude is increased from a=13§4± to a=13§7±, the OA209 airfoil exhibits deep
dynamic stall with the formation of a second stall peak due to the formation of a secondary vortex.
Figures 4.72 to 4.75 show results for M=0.3 and Re=530000, with a=13§7± at f=5.7Hz (w¤=0.10).
At Cm=0.06, the best reduction in pitching moment peak was found for F+=1.24, and for Cm=0.08,
the best reduction in pitching moment peak was for F+=0.99, and these two test cases are compared
with constant blowing in Figures 4.72 and 4.74 respectively.
In Fig. 4.72, for a=13§7±, the case without blowing shows the same kink in the lift polar on
the upstroke as seen for a=13§4±. The maximum lift is higher than for a=13§4±, increasing CLp
from 1.30 to 1.40. The lift drops slightly at a=15±, as the dynamic stall vortex is formed, and then
rises again at a=16.5± as the fully formed vortex creates a suction on the upper side of the airfoil
[48]. The second peak at a=16.5± is where the effect of the vortex is the strongest, with the vortex
at around x/c=0.6 on the airfoil, and this is closely followed by the negative peak in pitching moment
followed by a rise in the pitching moment as the vortex swims off from the airfoil. As the angle of
attack continues to increase, a second dynamic stall vortex is formed at the leading edge of the airfoil,
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leading to a further, smaller, peak in the lift and pitching moment around a=18.5±. On the downstroke
the lift is lower than for a=13§4±, but reattachment in both cases is at around a=9±.
In Fig. 4.72 for constant blowing the stall is much slower than without blowing, and the pitching
moment peak is reduced by 45% (Table 4.12). The lift on the downstroke is nearly double that
without blowing, increasingCL by 14%, and reattachment is around a=11± on the downstroke. When
constant blowing is used, the surface pressures do not show a fully developed dynamic stall vortex,
but in contrast to the full suppression of stall at a=13§4±, at a=13§7± the airfoil stalls. For the
pulsed blowing at F+=1.24 (500Hz), the lift is again slightly higher than for constant blowing at a
similar mass ux, and the pitching moment peak is approximately the same as for constant blowing.
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Figure 4.73: CL (Left) and CM (Right) for pulsed blowing at Cm=0.06 with M=0.3, Re=530000,
a=13§7±, f=5.7Hz (w¤=0.10) for F+=01.24 (Constant to 500Hz).
Test cases for 0.25· F+ ·1.24 (100Hz· fpulse ·500Hz) were tested at Cm=0.06, as shown in
Table 4.12 and Fig. 4.73. It can be seen that there is some variation in Cm between the test cases
(between 0.052 and 0.059). As noted above, F+=1.24 was the best frequency with the smallest
pitching moment peak after stall, and a similar lift hysteresis to the other cases with pulsed blowing.
The pitching moment peak for the second best frequency, F+=0.99 ( fpulse=400Hz), only reduced the
pitching moment peak by 17% from that without blowing (Table 4.12). Table 4.12 shows the power
required to produce the pressurised air for these test cases, computed with Eqn. 4.4. For cases with
the same average mass ux, the pressure Pj needed to be 70% higher for pulsed blowing than for
constant blowing, and this results in a budget of 25% more energy to produce the compressed air for
pulsed blowing at this condition than for constant blowing. Table 4.12 also shows results for testing
at F+=0.050 ( fpulse=200Hz) for 25% and 50% duty cycle. The results with 25% duty cycle show that
it is less efcient at reduction of the pitching moment peak than 50% duty cycle at similar mass ux.
Figure 4.74 shows results for pulsed and constant blowing at an increased Cm=0.08. Constant
blowing at Cm=0.083 reduced the pitching moment peak by 65%, and pulsed blowing at F+=0.99
( fpulse=400Hz) reduced the pitching moment peak by 70%. As seen in Fig. 4.75, pulsed blowing
at F+=1.24 (500Hz) reduced the pitching moment peak by 65%, and all other frequencies reduced
the pitching moment peak by less than constant blowing. Pulsed blowing at F+=0.99 had Cm=0.085
andW j (as estimated by Eqn. 4.4) was increased by 23% over constant blowing. Blowing atCm=0.08
resulted in a lower lift during the attached part of the ow and a delay in stall of Da=+2± compared
to the case without blowing. Although the pulsed blowing reduced the pitching moment peak more
than constant blowing for this case, the difference is within the experimental error.
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Figure 4.74: CL (Left) and CM (Right) for pulsed and constant blowing at Cm=0.08 with M=0.3,
Re=530000, a=13§7±, f=5.7Hz (w¤=0.10) for F+=0 and 0.99 (Constant and 400Hz).
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Figure 4.75: CL (Left) and CM (Right) for pulsed blowing at Cm=0.08 with M=0.3, Re=530000,
a=13§7±, f=5.7Hz (w¤=0.10) for F+=01.24 (Constant to 500Hz).
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Figure 4.76: Phase-averaged pressure distributions
without blowing for M=0.3, Re=530000, a=13§7±,
f=5.7Hz (w¤=0.10).
Figure 4.76 shows the pressure distribu-
tions for the ow at a=13§7± without blow-
ing. It should be noted that for a ·17±,
essentially identical pressure distributions
are produced by the a=13§4± motion. A
subsonic suction peak appears on the up-
stroke, seen at a=14± shortly before stall in
Fig. 4.76, and this reduces sharply at stall
(a=15±), with the formation of a dynamic
stall vortex which moves in the ow direc-
tion. The suction peak and the low pres-
sure area due to the dynamic stall vortex are
merged at a=16± in Fig. 4.76. After stall, el-
evated pressures on the trailing edge and the
pressure side of the airfoil produce low lift
and high pitching moment, and this remains
qualitatively constant until the ow reattach-
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Figure 4.77: Phase-averaged pressure distributions for pulsed blowing at Cm=0.08 with M=0.3,
Re=530000, a=13§7±, f=5.7Hz (w¤=0.10) for F+=0 (Left) and 0.99 (Right) (Constant and 400Hz).
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Figure 4.78: Instantaneous results for CL (Left) and CM (Right) for pulsed blowing at Cm=0.08 with
M=0.3, Re=530000, a=13§7±, f=5.7Hz (w¤=0.10). Note that the lines are offset by the CL or CM
value in brackets in the legend, to make the unsteady effects visible.
ment on the downstroke. Figure 4.77 shows the pressure distributions with constant (Left) and pulsed
(Right) blowing at Cm=0.08. The phase-averaged pressure distributions are essentially identical for
pulsed and constant blowing, and the aerodynamics is also similar. On the upstroke, the jets produce
a second subsonic suction peak, push the downstream ank of the primary suction peak upstream,
and reduce the suction peak size. Stall starts Da=+1± later than without blowing, and is seen as a
trailing edge stall. The stall proceeds slowly and the suction regions join. Full stall occurs near the
point of minimum pitching moment, and even on the downstroke after stall, a signicant suction peak
remains, keeping the pitching moment lower and the lift higher than without blowing.
The pulsed blowing causes an additional vibration on the airfoil, illustrated in Fig. 4.78 using data
from a single pitching cycle, which is not phase-averaged. Note that the lines in Fig. 4.78 are offset by
theCL orCM value in brackets in the legend to make the unsteady effects visible. The force correction
for the jet impulse was made using the instantaneous mass ux, and the data is plotted against time
normalised by the pitching period (t=T ). Without blowing, the lift and pitching moment have the
vibrations due to the aerodynamic loads of the dynamic stall. With constant blowing at Cm=0.083,
the peaks of these values are reduced. With blowing at Cm=0.085 and F+=0.99 (400Hz), the size of
this unsteady signal added to CM increases to around 25% of CMp without blowing, and likewise the
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unsteady signal added to CL is around 20% of CLp without blowing. For blowing at Cm=0.082 and
F+=0.25 (100Hz), the size of the unsteady signal increases again, with an unsteady oscillation inCM
of 50-150% of CMp without blowing, and in CL of 20-50% of CLp without blowing. The vibration
added is a product of the in-phase pulsed blowing used, but can probably be signicantly reduced by
varying the phase of pulsation over the jet array.
For these test cases, pulsed blowing and constant blowing at the same mass ux were roughly
comparable in aerodynamic effect, but the pulsed blowing required around 25% more energy for the
compressed air (neglecting the actuation power), due to the higher pressure required to achieve the
same mass ux. However it must be emphasised that this is a limited data set, and since other authors
have found a positive effect of pulsed blowing for low mass uxes, there must be cases where pulsed
blowing is more advantageous than seen in our experiments.
4.5.3 Switching constant blowing at 1/rev
Flow control is only required for the parts of the pitching cycle where stall occurs, and switching the
constant blowing on only for high angles of attack where stall occurs can also lead to a reduction in
the air usage. This 1/rev switching has previously been demonstrated by Hinton [49], although Cm
was not measured. McCloud et al. [76] investigated 1/rev switching of constant blowing between
Cm=0.0003 and Cm=0.0033, noting a halving of the compressed air required compared with constant
blowing. Greenblatt et al. [42] showed control of dynamic stall on an airfoil in a low speed wind
tunnel with Re=300000 and 600000, where the stall angle was exceeded by approximately 2±, using
1/rev switching of pulsed blowing with F+=0.6 and 1.1 and Cm=0.001 and 0.02. The ow-through
pressure reducers in the strut of the OA209 model used here are not optimal for such an experiment,
since the pressure inside the model increases almost linearly with time when the valves are switched
off, leading to a variation of pressure of §30% around the mean over a pitching cycle and resulting
in no meaningful value of Pj. The results for 1/rev switching are corrected for the blowing force only
when the jets are turned on, using minst .
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Figure 4.79: CL (Left) and CM (Right) for constant blowing and 1/rev switching at f=0±,Cm=0.06
M=0.3, Re=530000, a=13§7±, f=5.7Hz (w¤=0.10).
Figure 4.79 shows CL and CM against a for 1/rev switching at M=0.3 and Re=530000, with
a=13§7± at f=5.7Hz (w¤=0.10). The blowing is switched on for 50% of the pitching cycle, and
the phase f was varied compared to the pitching motion, with the optimum (dened as f=0±) shown
in Fig. 4.79. The pressure of the blowing system could not be held constant for 1/rev switching,
and thus the mean, rather than the instantaneous mass ux was used as a comparator, see values in
Table 4.12. The comparison case with constant blowing was chosen for its similar CL and CM time
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history. It can be seen that when the jets are turned on at a=15±, both the lift and moment stall are
arrested and both CL and CM switch to follow a similar path to that seen for constant blowing. When
the jets are turned off at a=13± on the downstroke, both CL and CM switch back to the paths without
blowing. The pressure distributions for this case are as those for Figures 4.76 and 4.77 (Left).
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Figure 4.80: CL (Left) and CM (Right) for 1/rev switching at different phases f for Cm=0.06 M=0.3,
Re=530000, a=13§7±, f=5.7Hz (w¤=0.10).
Figure 4.80 shows the variation of the phase f in switching on the blowing. Since the blowing was
always over 50% of the cycle, it also shows the difference caused by varying the phase of switching off
the blowing. In Fig. 4.79 (Left) the lift after stall between a=16± and 18± on the upstroke is different,
and as seen in Fig. 4.80 (Left) this is also the same for other phases. Particularly it can be seen
that for f=-20± there is a transient and then the lift lowers signicantly. Since the blowing pressure
is not constant, but is much higher at the moment of valve opening than the average, this range of
Da=2± appears to have stronger blowing than the constant blowing case. After this initial phase, the
1/rev blowing forces are similar to those for constant blowing. It can be seen that the optimal phase
is where the blowing is switched on at the moment of stall, and switching on the blowing before
or after stall results in either over-control of the ow (for f <0), or uncontrolled dynamic stall (for
f >0). Switching off the blowing appears to be less sensitive to phase than switching it on. As seen in
Fig. 4.79, the reattachment is optimal for f=0±, however over the phase range shown, the difference
inCL due to the phase of switching off the blowing is minimal.
At Mach 0.5, Re=850000, with a=11§7± at f=5.7Hz (w¤=0.06) where shock-induced separation
is observed, a similar switching is shown in Fig. 4.81. The dynamic stall of the OA209 at M=0.5
without blowing is mainly inuenced by the strong shock which appears at around a=8± (see sub-
section 4.3.7) and is preceded by a region of supersonic ow of up to around 10% chord in length,
as seen in the pressure distributions in Figure 4.82 (Left). This shock causes a shock-induced sepa-
ration of the ow on the suction side of the airfoil, starting around a=11±. The pitching moment has
a slightly negative CM during the pitch-up, and a kink in the positive direction around a=8± on the
upstroke due to the appearance of supersonic ow and a shock. Moment stall starts around a=11±,
and the hysteresis loop in the pitching moment follows a relatively constant path as maximum angle
of attack increases, without the overshoots seen at Mach 0.3. In fact it appears that at Mach 0.5 no
dynamic stall vortex is formed for the OA209 (see subsection 4.3.7). On the downstroke, the pitching
moment follows a qualitatively similar to the path on the upstroke, but with positive CM. The kink in
the pitching moment at a=8± is also present on the downstroke, as the supersonic ow disappears.
For constant blowing in in Fig. 4.81, the lift is reduced. As seen in the pressure distributions in
Figure 4.82 (Right), the suction peak produced by the jets is now supersonic, and for attached ow
at high angles of attack, the supersonic region which produces lift without blowing is terminated by
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Figure 4.81: CL (Left) and CM (Right) for constant blowing and 1/rev switching at f=0±, Cm=0.03
with M=0.5, Re=530000, a=11§7±, f=5.7Hz (w¤=0.06).
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Figure 4.82: Phase-averaged pressure distributions for M=0.5, Re=530000, a=11§7±, f=5.7Hz
(w¤=0.06) for no blowing (Left) and constant blowing at Cm=0.03 (Right).
a shock which forms in front of the jets. The appearance of the shock on the upstroke is delayed
Da=+1± compared to the case without blowing, and the jets push the position of the shock further
forward, meaning that the lift is further reduced for supersonic ow, as seen in subsection 4.3.7.
Moment stall is delayed Da=+2± compared to the case without blowing, and the pitching moment
peak is reduced by 68% over that without blowing. Figure 4.82 (Right) shows that with blowing a
trailing edge separation is formed rather than the shock-induced separation seen without blowing,
and although the suction peak after stall is stronger with blowing, the pressure on the suction side
of the airfoil downstream of the jets is higher, meaning that lift with stalled ow is not signicantly
increased over the case without blowing.
For 1/rev switched blowing in Fig. 4.81 there is a signicant increase in lift during attached ow
over the constant blowing, and the reduction in CLp due to constant blowing is avoided by the 1/rev
switching. The effects of phase variation, shown in Fig. 4.83, are much stronger than at Mach 0.3,
with switching on the blowing too early causing a signicant reduction in lift, and switching on the
ow too late causing full stall of the airfoil. It appears that the interaction of the blowing with the
shock on the airfoil in attached ow is undesirable, but that a good control of the stalled ow can
nevertheless be achieved by a well-timed switching. The phase of switching off the blowing appears
to be much more critical than at Mach 0.3, with turning off the ow too early resulting in stall of the
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Figure 4.83: CL (Left) and CM (Right) for 1/rev switching at different phases f for Cm=0.03 with
M=0.5, Re=530000, a=11§7±, f=5.7Hz (w¤=0.06).
airfoil and a pitching moment peak as high as without ow control. Switching off the blowing too
late only resulted in a slight reduction in lift.
It is assumed that the negative effects of constant blowing will worsen as the Mach number in-
creases, meaning that 1/rev switching of the jets would be very advantageous for the control of dy-
namic stall during fast forward ight. After stall, the positive effect of the blowing is seen, as at Mach
0.3. The 1/rev switching results in improved lift during the part of the upstroke with attached ow
compared to constant blowing and a good reduction in the pitching moment peak. Within the limita-
tions of this experimental apparatus, it appears that the 1/rev switching works and provided both the
advantage of the clean airfoil in attached ow and of blowing for separated ow.
4.5.4 Conclusions
Pulsed blowing with all jets in-phase for four frequencies, two different movements and two pressures
at M=0.3 was investigated for the control of dynamic stall. The pitching moment peak for deep
dynamic stall could be reduced by up to 70% and the lift after stall was signicantly increased.
However pulsed blowing was found to be at best as effective as constant blowing with the same mass
ux, for the jet conguration and test cases investigated in this section. Due to the higher blowing
pressures, the power required to produce the compressed air for pulsed blowing was 25% higher than
for constant blowing (ignoring the actuation power), and thus pulsed blowing always required more
energy than constant blowing for the same aerodynamic effect.
Switching of constant blowing at 1/rev was achieved, within the limitations of the experimen-
tal apparatus. These initial results indicate that the 1/rev switching worked and provided both the
advantage of the clean airfoil in attached ow and of blowing for separated ow. The advantages
of switching off the jets while the airfoil has attached ow at transonic Mach number were demon-
strated. However the pressure control was too inaccurate to show whether a saving in mass ux could
be achieved by 1/rev switching.
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Conclusions
The dynamic stall on helicopters continues to be one of the major limitations on the operating en-
velope, causing strong pitch-down torsional loads on the rotor blades, and a loss of lift on parts of
the rotor disc. The techniques in this habilitation thesis (amongst others) can be used to reduce or
eliminate the large forces associated with dynamic stall. The most basic parameters of an aircraft are
the load it can carry, ight speed, turn rate and service ceiling, and dynamic stall is the limiting factor
on all four of these parameters for a modern helicopter. Reducing or eliminating dynamic stall will
result in faster, and more agile helicopters, which can carry larger loads, in addition to improving the
safety and fatigue lifetime of the aircraft.
Investigations into dynamic stall and dynamic stall control on airfoils were detailed using pitching
airfoil experiments and numerical investigations at Mach 0.3, 0.4 and 0.5. Two-dimensional dynamic
stall was investigated experimentally using an airfoil spanning the width of the adaptive-wall test
section of the Transonic wind tunnel Go¨ttingen (TWG). The 2D airfoil was pitched with forced si-
nusoidal oscillations using motors mounted outside the wind tunnel test section. The effects of the
wind tunnel interference, and parameter variation in the wind tunnel were investigated, as well as the
effect of ow control using constant blowing, pulsed blowing and leading edge vortex generators.
The 2D dynamic stall was demonstrated to be signicantly reduced by the ow control at all Mach
numbers investigated. The effect of rotor blade rotation and the nite extent of a pitching wing on the
three-dimensional stall process were investigated numerically and both effects were found to reduce
the severity of the dynamic stall.
In a range of experiments and numerical investigations the following conclusions were found:
1. For a nominally 2D airfoil experiment (with aspect ratio 3.3) at static angle of attack, the gap be-
tween the airfoil and the wind-tunnel wall can have a signicant effect on the three-dimensional
ow topology at the intersection between airfoil and wall. However this difference is not de-
tectable at the midline of the airfoil model. Understanding the interaction between model and
sidewall is necessary to improve the accuracy of wind-tunnel airfoil testing and reduce the side-
wall interference.
2. Numerical investigations of an untwisted single rotor blade with axial-only ow (Hover)
with a large cyclic pitch were compared with pitching of a nite wing and a 2D airfoil at
the same ow conditions. The results show that the rotation causes the stall process to take
longer at the reference section, and the axis of the dynamic stall vortex is at an angle of 20-30±
trailing the blade axis. This results in a less localized stall vortex and a 25% reduction in the
height of the pitching moment peak compared to the 2D case. The 3D separation in rotation
appears to have a related, but different mechanism to the process of the 2D or non-rotating
cases, with the dynamic stall driven by the propagation of the dynamic stall vortex towards
the blade root. This resulted in a broader footprint of the vortex on the airfoil and a stronger
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counter-rotating vortex for the rotating case. Without rotation, the 3D nite wing had lower lift
at the reference section than for a 2D computation, and the lift overshoot classically observed
for Spalart-Allmaras turbulence models during 2D dynamic stall was signicantly reduced. The
nite wing developed a curved dynamic stall vortex which produced qualitatively similar vortex
dynamics at the reference section, but lower forces compared to the 2D test case.
3. Experimental investigations were performed on a pitching airfoil with high-speed pressure sen-
sitive paint (PSP). Although the PSP had a high temperature sensitivity of -800 Pa/±C, which
lead to a temperature error in the CP measurement that could not be directly corrected, qualita-
tive results could be extracted using the difference CP¡CP0 where CP0 is the pressure distribu-
tion at the minimum angle of attack. Both the PSP and pressure transducers showed the forma-
tion of a curved 3D vortex atM=0.3, similar to that observed in the numerical investigations and
other experiments with a free end from the literature. Since the numerical investigations were
also with a free end, it can be stated that the wind tunnel experiments have vortex propagation
much more similar to a free end than a xed end.
4. Experimental investigations with a pitching airfoil showed that at M=0.5 the OA209 airfoil
experiences shock-induced stall, with a hysteresis in lift and pitching moment around the static
values which increases with increasing pitching frequency and amplitude. A 3D shock-induced
stall was observed using PSP, without the formation of a dynamic stall vortex and with a wide
region of constant ow in the middle of the airfoil. This is in contrast to the overshoot in forces
associated with a dynamic stall vortex observed for the same airfoil at Mach 0.3.
5. Experimental investigations with pitching EDI-M109 and EDI-M112 airfoils showed that the
strength of dynamic stall increased with increasing pitching amplitude and frequency. The
pitching moment peak size was found to have an approximately linear correlation to the nor-
malised mean angular velocity a 0norm = w¤M £ (amax¡aCLmax ;static). Test cases where the max-
imum angle of attack and oscillation frequency were preserved while varying amplitude had
similar dynamic stall qualities. Using a non-sinusoidal motion which combined a mixture of
1/rev and 5/rev pitching motions changed the angular velocity at the separation angle, result-
ing in EDI-M109 performance qualitatively similar to that for pure 1/rev pitching and quite
different EDI-M112 performance.
6. A version of the Liiva-criterion was applied to the EDI-M109 and EDI-M112 airfoils, where
low-amplitude, high-frequency pitching oscillations were investigated at mean angles of attack
around the stall angle. It was posited that negative aerodynamic damping in these test cases
would correlate with large pitching loads for dynamic stall test cases. However, no positive
correlation was found between the aerodynamic damping at high-frequency, low amplitude
oscillations, and the severity of dynamic stall. The damping-criterion, as applied here, is not
sensitive enough to distinguish between similar airfoils of a single design family within a design
process and select a better airfoil for dynamic performance.
7. An air jet blowing system to control dynamic stall was designed using RANS and URANS
computations. The dynamic stall control strategies concentrated on using blowing with air jets
to keep the ow attached, reduce the strength of the dynamic stall vortex and to anchor the
separation of the ow and the attachment point of the dynamic stall vortex. Steady RANS
computations were rst used to narrow a wide eld of candidates to one candidate for each
ow control strategy. It was noted that congurations which increased the lift in RANS sim-
ulations of deep static stall were also successful at controlling dynamic stall. A conguration
using vertical 3mm portholes at 10% chord and 20mm spacing was selected to be built into
a wind tunnel model in preference to a tangential slot due to practical considerations. In the
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computations performed during the design phase, pulsed blowing delivered less ow control
than constant blowing.
8. When the air jet system was investigated experimentally on a pitching airfoil, it was noted that
the effect of blowing at Mach 0.3 is to slow the stall and delay the pitching moment peak relative
to the initial stall, and the initial stall is changed from a leading edge to a trailing edge stall. At
Mach 0.3, 0.4 and 0.5 reductions in the pitching moment peak between 50% and 100% were
achieved, depending on the test case, with a delay in the stall angle of around Da=2±. Optimal
mass ux and jet spacing were found for Mach 0.3 and Mach 0.5, and depended on the test case
investigated. Optima for deep stall were around Cm=0.12 and s/c=0.13 for the maximum effect
at M=0.3 and Cm=0.02 and s/c=0.13 at M=0.5. The highly 3D ow around the air jets meant
that the pressure-sensor integration to compute lift had a larger systematic error (up to 8%) with
blowing than without, and this effect was quantied by CFD for different blowing schemes
and angles of attack. Higher Reynolds number required relatively more blowing (higher Cq,
Cm ) to control the dynamic stall and the ow control with air jets was uncritical regarding the
aerodynamic damping.
9. Pulsed blowing with all jets in-phase for four frequencies, two different movements and two
pressures at M = 0.3 was experimentally investigated for the control of dynamic stall. The
pitching moment peak for deep dynamic stall could be reduced by up to 70% and the lift after
stall was signicantly increased. However, pulsed blowing was found to be at best as effective
as constant blowing with the same mass ux, for the jet conguration and test cases investi-
gated in this paper. Due to the higher blowing pressures, the power required to produce the
compressed air for pulsed blowing was 25% higher than for constant blowing (ignoring the
actuation power), and thus pulsed blowing always required more energy than constant blowing
for the same aerodynamic effect. Switching of steady blowing at 1/rev was achieved, within the
limitations of the experimental apparatus.
10. Flow control by blowing reduced drag for separated ow, but the energy required in compressed
air to achieve this was more than the savings in drag, and no cases were found in which ow
control resulted in a reduction in total power used. Thus the blowing control investigated cannot
be used to improve the efciency of a rotorcraft operating at high speed, but could be used to
improve the aerodynamic performance of the aircraft for short periods during maneuvering
ight.
Future techniques for ow control on helicopter blades need to be simple, robust and energy
efcient in addition to their aerodynamic effectiveness, and developments will push the actuators in
this direction to provide vertical lift technology for the future.
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