I.
Introduction
An analysis of dimensional relatiohs in conducting fluids (Elsasser, 1954) shows that Maxwell's equations for a cosmic fluid can be written VxE= .
(1)B is the fluid velocity, and the other symbols have their usual meanings.
Eliminating between these equations, we obtain the hydromagnetic induction equation,
where
is the "magnetic viscosity." We will assume throughout that the fluid is unbounded, homogeneous, and incompressible. This means that v is constant and
We will further assume a stationary flow, i.e. a \.* 0 V = V J 1 .
(5 )
Our purpose in these pages will be to obtain integrals of the induction equation under these and certain other conditions.
The problem will be treated as kinematical, with V given.
Unless otherwise specified the coordinate system used is cartesian and defined by the unit base vectors (C 1 , E 2 , On taking the divergence of (2) one obtains, since the divergence of a curl is identically zero, 
V -2-
The usual proof of (7) given in textbooks on electrodynamics does not include the induction current, 6.#xI3. Equation (2) may now be written in the more familiar form
where use has been made of a familiar vector identity.
In seeking physically significant solutions of the induction equation, the solenoidal character of t must be kept constantly in mind. While it is true that any solution of (2) is automatically divergence-free, this is not so for solutions of (8).
In fact taking the divergence of (8) shows that
SV.EB V *
Although its solutions are not generally divergence-free ;, their divergence, nevertheless, obeys a diffusion equation, i I so that if initially divergence-free, they remain so. We (9 conclude that (8) is equivalent to (2) provided (7) is true at t O 0.
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II. The Lagrangian viewpoint
When the fluid has infinite conductivity, so that v 0, (1-8) may be written db i d-= (J3V ) \I,
where d/at denotes the substantial derivative, a/2rt V , of hydrodynamics.
In writing (1) we have used the identity Vx(Ctx)
=a(V.41) -(7.c) (V.C)L)-+ (ct.)b (2)
and imposed the condition that V'3 = 0. This has the form of the Helmholtz vorticity equation of hydrodynamics, which equation was integrated by Cauchy (Brand, 1947) , using the Lagrangian formulation of hydrodynamics. The integral was rediscovered by Lundquist (1951 and 1952) and applied to the hydromagnetic equation (1)
designate the position of a fluid particle in terms of its initial position, and the time. The Cauchy-Lundquist integral of (1) then is (b°. V°r, (4) where Vo stands for the operator with components a/ax , Q and ° and E refer to the field measured at a particle when its position is ro and r, respectively.
The importance of a Lagrangian description of the fluid flow is at once apparent. The particle trajectories are solutions of the diffurential equation
and the initial position, , enters by way of the constants of integration. The solution of this equation has been discussed in a previous report (Skabelund, 1955 
d /dt as it appears in (1) refers to the substantial derivative (8); but in verilying (4) one must bear in mind that 6 is now expressed in Lagrangian form, and (9) applies.
In component notation (4) reads
which is (1). Note that B is independent of t and that a/at and a/ax commute.
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I
its solutions are divergence-free, but the remarks previously made concerning the divergence of solutions of (1-8) do not hold for solutions of (1).
In fact, speaking of b as a solution of (1), we have
rather than &T/at = 0, as (1-8) would imply.
(11) follows after taking the divergence of (1) and using (2) as well as the identity
It must be established then that solution (4) is solenoidal. The necessity of doing this has evidently been overlooked in previous accounts of the Cauchy-Lundquist integral.
A well-known interpretation of (1) is that lines-offorce of 6 are "embedded" in the fluid. With this geometrical picture in mind it seems clear that no new lines are generated during the course of the fluids motion, so that divRB if initially zero would remain zero. Another way of lookingat * the problem is to note that (11) has the form of a first-order wave equation, so that div propogates like a wave in an inhomogeneous \#-field (Skabelund, 1955) . Thus divJ9 once zero, shoul' remain zero. Using (4/) the divergence of (4) 
ax Repeating these steps for the other two sets allows us to write
x 0 where (D<,f3, ey is a cyclic permutation on (1,2,3). The last form on the right follows because the curl of a gradient is zero and, for any scalar and vector) and 6t,
identically. Finally, because the divergence of a curl vanishes, we conclude that
ax 0
Substitution of this result into (131 reveals that
the last equality on making the initial field divergence-free. Thie completes the proof that (4) is an integral of the induction equation for infinite conductivity. Clearly (20)) is the Lagrangian equivalent of V" ' = 0, the Eulerian statement of incompressibility. in component form we have, using (2),
Since f is a solution of (3) by assumption, (6 ) may be written which has the form (1) except for the last term.
It remains to examine 2 , subject to (2). One (2) is an integral of (1) with 13 subject to (3) if and only if A C = o0 (l Since the partials with respect to the x and xko which appear in A. and C i do not commute, the conditions (11) will not, in general, be met. In fact, these conditions will be found to be very restrictive. This is not surprising, for according'to (2), (91), and (11), the quantity V2 ,8 which accounts for the diffusion of B , will evolve in the same way as B itself.
Obviously, not many types of flow patterns will permit this. It will be shown presently, however, that (11) can be satisfied under certain conditions. Accepting this fact for the moment, let us see what has been accomplished.
The task of integrating (1) has been reduced to that of integrating the auxiliary equation (3).
The net effect of our efforts has been to eliminate the term (
7) from (1). This is a
considerable simplification, for in (1) the components of are coupled through the term ( B° )\.
The set (1) of three simultaneous equations in all three Bi has been reduced to the three independent equations of (3), in which the Bi are not coupled. In this respect (2) is a partial integral of the induction equation. More precisely, this is so provided 1 thus determined, has zero divergence.
From (2) 
It can be shown that for the types of fluid flow which satisfy our criterion (11)
-lland thus
This demonstration must await our discussion of equation (11) of sec. 1; however, rather than interrupt the argument there, the proof is given in Appendix IV B.
As to the physical significance of B , note from 
c. Satisfying the conditions -Linear velocity shear
Suppose that the streamlines are straight; we may without loss of generality take them to be directed along the %-axis.
It will further be supposed that \*does not vary in this direction, i.e., we assume = V(xx 3 ) e 2 .
(16)
The Lagrangian trajectories are given by
whose Eswlutions are
We have seen in the preceding section that a partial integral of the form (2) exists only when the quantities
-12-of (10) Now, the ax 0/2x)_ may be found at once from (18).
In more general cases, solving the Lagrangian trajectories for the inverse functions x, t) is no easy matter-still the axo/ax j can easily be found in terms of the ax,/2x ,.
once the latter are known---.as they will be from the trajectories. This procedure will now be discussed because of its importance to a general Lagrangian formulation, although as mentioned, it is not essential here.
Return to equations (2-14) of sec. 2; if they are viewed this time as comprising three sets of algebraic equations for the nine ax/ax in terms of the ax,/axo, then we have, on exchanging the roles of randt 0 in (2-17), 
0
The equi-velocity surfaces are planes ax I + bx + c = const., parallel to the streamlines. Thus v must change linearly in a direction normal to the flow (the 2-axis).
We could just as well take this &irection to be the 1-or 3-axis so that, for example,
which represents a linear velocity shear in the 3-direction.
Many velocity fields will obey this condition locally, except at points where I \# has extrema. Recall that has not been limited in any way.
d. Approximate theor for l magnetic Reynolds numbers.
The possibility of satisfying the conditions (11)
approxmately will now be considered, Suppose the larges of the 8xi/Sx' has an order of magnituck &; we write -a.
Then, if X is the scale of the fluid motion and if the motion is reasonably "smooth"., where Rm is the magnetic Reynolds number (Elsasser, 1954) .
During the time a fluid particle has moved a distance comparable to the scale of the velocity field, X, the B-field has diffused through a distance
We see that The divergence condition, (14)) is satisfied to the same order of small quantities, as discussed in Appendix IV B. W'e propose in this section to obtain solutions of (1). The symbolB will be used throughout, with the understanding it may be replaced by P when appropriate.
Whenever the solutions obtained are intended to represent the complete magnetic field and not just 2 , they are I subject to either (2) or (3), and this must be verified for particular solutions. The field is-continually spreading " t both by diffusion and by its being (partially) dragged with the fluid. It is not difficult, however, to construct A closer examination, however, reveals that (1) is an equation of the elliptic rather than hyperbolic type (Sommerfeld, 1949, p. 38 ) , and mathematically it is more akin to a diffusion equation than a wave equation.
It is in this direction, therefore, that we look for a solution. Physically the equation represents a combination of propogation and diffusion in an inhomogeneous anisotropic "Inedium"; consequently, it will not be surprising to find its solution cumbersome.
b. The substantial diffusion equation as an inhomogeneous diffusion equation
Trying to solve the equation, even for simple fluid flows, dispels any notion of there existing bounded solutions with variables separated. A Fourier analysis and an application of the WKB approximation for slowly varying V were also unsuccessful in obtaining physically meaningful solutions.
We therefore choose to look upon (1) as an inhomogeneous The last integral is a known function or rather functional, in terms of ('I,O), which will be designated by : r ,}:V-l dF IVG( r, t I r', "OJ (r',o) . 
At this point it becomes necessary to state something more about the Green~s function. The appropriate Greenus function for the infinite domain can be shown to be the impulse function
where U is the unit step function (Morse and Feshbach 9 19539 p. 894) Certainly, then our assumption about the behavior of G at o was justified.
Furthermore 9 since G=0 for all t >t, the time integration in (8) can equally well be extended over all t , so we may write
which is an inhomogeneous Fredholme quation of the second kind. The kernel is asymmetric:-
Fredholm equations for a function of more than one U! -20-variable are seldom discussed in the textbooks; however, they can be solved using straightforward generalizations of the standard methods used on equations for a function of one variable (Courant and Hilbert, 1953, page 152) o One method of solution is found in Appendix IV. Finally, let (,t)
be the solution so obtained; then substitution into (5) gives Examination shows that there exist no physically meaningful solutions of (1) with variables separated, Bg (V,t) = X,(x.I)Y,(x 2 )Z(x 3 )T(t) (no summation on greek indices). This, however, does not preclude the existence of solutions composed of a sum of terms, each term of which has variables separated. In an effort, then, to find solutions of (1) less awkward than ; 1(14)
we look for solutions of the form 
The details of this operation are contained in Appendix III. G is the Green's function for the Helmholtz equation and may be taken as G(rlr';k) = R-exp(ikR) (21) (Morse and Feshbach, 1953, p. 891) . As S recedes to infinity the surface integral vanishes if F goes at least as
Assume this is so. In the infinite domain, then,
This is a particular solution of (18b) 
It follows at once that The order of the definite integrals involved has been reduced by one by using this quasi-separation of variables in (16).
It has been done, however, at the expense of assuming that there exist solutions of (ly) of the form (16) which are regular at ooand which allow the spectrum function to be determined through (29). Whether or not this is so must evidently be decided in individual cases.
In obtaining solution (14) its form was in no wise restricted; hence there can be no doubt -2 that it vanishes at least as r at infinity, whenever the initial field is confined to a finite region(because from a distance, then, the field appears to arise from multipole sources).
It seems now natural to inquire if (1) could not be treated as an inhomogeneous wave equation to which the familiar Kirchhoff method of integration might be applied.
This method is not applicable, it turns out, because of the intrinsically anisotropic character of the propagation which (l) describes.
d. The solutions in Lagrangian form
Consider the subject of section 4a. Once the solution of (11) is known one may proceed directly to finds in Lagrangian form. Using (2-3), (2-5), and (13) 
Although it is usually more convenient to have solutions expressed in Eulerian terms, it may be desirable to settle for a Lagrangian form and thus avoid the complicated multiple integrations involved in (14) .
The solution which is the subject of section 4c may also be expressed in Lagrangian form, at a considerable saving of labor. From (26) we have
and
Besides requiring that V.1=0 as in (30), it is necessary to have°"
because the term F( eo) is arbitrary as far as the Lagrangian integration is concerned.
e. The pure-diffusion solutions
We close this discussion with an account of one class of solutions of (1) I.. The following results hold.
-(° )
Vxx(
where ax,
is the Jacobian or functional determinant of the transormation , r°-->-r( -°,t) , and (o,,< is a cyclic permutation on 
(8)
(8) is the Lagrangian equivalent of the Eulerian statement (6) expressing incompressibility.
Equation ( Now, let G( r ,t /,t' ) be the response of the system at (.-rt) to an instantaneous point source of unit strength located at (rt'), i.e.,
;
VG-v d tt3
and require that
(this is a causality statement, required by the unidirectionality in time implicit in the diffusion equation).
It is a consequence of these two conditions that GT,t Ir',t' ) = G( T",-t'Ir,-t),
(S'ee e.g. Morse and Feshbach, Vol. I., p. 858) which is a statement of reciprocity and is rather obvious from physical considerations. It follows that
at -30-Returning to (2) and using this result gives
As to the last integral on the left of (2) The essential steps in this integration may be found in Morse and Feshbach(1953, pp. 859 ff.) or(,J955, Chap. VII),.
Appendix III.
Integration of the Inhomogeneous Helmholtz
Equation.
Equation ( For the partial integral under the circumstances of sections 3d and 3c however, it is not essential that 0., but rather that
by virtue of (3-13 The last term in (25) As before, we see that if 70.u. = 0 initially, there is no tendency for sources to develop, and we surmise that .7
.
remains thereafter zero. This inference is given added weight by considering what happens when t is small but not zero.
The last term on the right of (29) Equation (3-14) follows at once.
As regards the approximate solutions of section 3d, the last terms of (21) and (25) Then from (4-24) and (4-25).
S=1
and (41) ( "v) = ( Vf -1dr T
(V-I
-40-which. have precisely the same forms as (6) and (7), respectively. We may state at once that if' 0 then both (Y. )f and/vanish.
Once a particular solution of the homogeneous equation is selected, r is given by (40), and this fixes the form of 7.
it is that for which the "inhomogeneous" term is
7.
. And if ' =0 then 7'17 = 0.
This leads to equation (4-30).
D.
From the physical and mathematical analyses of the "'inhomogeneous" t differential equations studied-in this appendix, (-,0) = 0, a result corresponding to (15), there are initially no sources for A , and moreover, because of this there is no tendency to generate sources.
Whenever the latent "sources,) ' -ZA , depend onA in such a way that they are zero when A is everywhere zero, they are given no chance to develop, and the quantity A once zero remains zero thereafter.
, ,4
