Abstract In this paper we discuss a natural extension of infinite discrete partition-of-unity copulas to continuous partition of copulas which were recently introduced in the literature, with possible applications in risk management and other fields. We present a general simple algorithm to generate such copulas on the basis of the empirical copula from high-dimensional data sets. In particular, our constructions also allow for an implementation of positive tail dependence which sometimes is a desirable property of copula modelling, in particular for internal models under Solvency II.
Introduction
The statistical literature about copulas, the fitting of data to particular copula models and their simulation by Monte Carlo methods has increased enormously during the last years; see e.g. Durante and Sempi (2016) , Joe (2015) , or Mai and Scherer (2017) . Several related textbooks put particular emphasis on applications in insurance, finance and quantitative risk management, e.g. Cadoni (2014), Cherubini et al. (2004) , Cherubini et al. (2016) , Denuit et al. (2005) , Ibragimov and Prokhorov (2017) , Malevergne and Sornette (2006) , McNeil et al. (2015) , Rank (2004) or Szegö (2004) . More recent applications, especially to natural perils, engineering or hydrology, are treated in , and Liu et al. (2015) . In most practical applications, the focus lies on the estimation of parameters for particular copula families in a classical way. In contrast, approaches to data-driven copula density estimation in the sense of multivariate density estimation (see, e.g., Scott (2016) ) are relatively new and have been tackled by González-Barrios and Hernández-Cedillo (2013) or Kauermann et al. (2013) and Dong et al. (2018) . The latter approaches are based on polynomial spline interpolation procedures. Although very flexible, they result in bounded copula density estimations which prevent e.g. the consideration of tail dependence. Such modelling aspects are, however, of great importance for Internal Models under Solvency II or Basel III (the insurance and banking sector) where, among others, the modelling of scenarios is required that lead to unfavourable capital requirements (see, e.g., Cadoni (2014) , Cruz (2009 ), or Sandström (2011 for Solvency II, and Bluhm et al. (2010) Cannata and Quagliariello (2011) for Basel III) . Different novel approaches to copula modelling in high dimensions with applications to economics have 1 Carl von Ossietzky Universität Oldenburg, Germany 2 University of Bremen 3 Taras Shevchenko National University of Kyiv, Ukraine 4 École des Ponts ParisTech been discussed by Oh and Patton (2017) . Copula structures that lead to worst case scenarios for the total aggregated risk portfolio w.r.t. risk measures like Value-at-Risk (VaR) have been investigated recently completely by Embrechts, Puccetti and Rüschendorf (2013) (for further references, see e.g. McNeil et al.(2015) , Chapter 8.4, Arbenz et al. (2012) or Mainik (2015) ). In practical applications, such extremely unfavourable situations are typically achieved by the so-called Rearrangement Algorithm on Monte Carlo simulation output data. Other approaches based on patchwork constructions that allow for more flexibility (including tail dependence) are discussed in detail in Durante et al. (2013) . In recent publications, Pfeifer et al. (2016 Pfeifer et al. ( , 2017 have shown that data-driven copula density estimations are possible via discrete infinite partition-of-unity copula (PUC) approaches that allow for asymmetry as well as for tail dependence or approximations of the worst case scenario as outlined above. Pioneering works on finite partition-of-unity copulas are Li et al. (1997 Li et al. ( , 1998 or Kulpa (1999) ; however, these papers only discuss the two-dimensional case. The resulting PUC densities are particular mixtures of multivariate product densities induced by known discrete distributions like the binomial, the negative binomial, the Poisson and other distributions. The binomial distribution is directly related to Bernstein copulas, but the approach can easily be generalized, see, e.g., Blumentritt (2012), Rose (2015) or Masuhr (2018) . An essential element of modelling here is the empirical copula introduced by Deheuvels (1979) or, equivalently, the rank vectors of the data involved (called driver of the IPU copula). An important advantage of this approach is an easy implementation in usual spreadsheet tools even for arbitrarily large data dimensions. In the present paper, we generalize the discrete PUC approach to continuous partition-of-unity copulas that share all of the desirable properties of discrete infinite PUC's and are equally easy to implement. Mixtures of both approaches (dimension-wise) are also possible. We conclude this paper by two case studies of data sets discussed in Cottin and Pfeifer (2014) and a high-dimensional data set discussed in Neumann et al. (2018) in the light of quantitative risk management. 
Continuous partition-of-unity copulas
, , , 0,1
defines the density of a d-variate copula, which is called continuous partition-of-unity copula (CPUcopula for short).
Proof. We restrict ourselves to the case 2, d = to keep the complexity of notation low. The proof of the general case is obvious from our argumentation. Also, we abbreviate 1 2 :
, : , j j j y = = 
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This proves the Theorem.
Note that relation (4) also remains valid if the distribution induced by p is singular, i.e. if P is a probability measure with marginal distributions that possess the densities 1 , , , 
For instance, if P corresponds to the upper Fréchet bound and all k j are identical -hence also all k f are identical, say to f -we have
We call this situation the case of diagonal dominance.
Note that it is extremely easy to perform a Monte Carlo simulation for a CPU-copula. We describe the procedure in the following steps.
Step 1: Let ( )
U be a vector of random variables with a given copula C as joint distribution function, which we call copula driver for our construction. Let
denote the quantile function pertaining to .
possesses the joint (possibly degenerated) distribution P with the desired marginal distributions (in fact, C here is the copula pertaining to P) .
Step 2: Let ( ) with the density c as given by (4) or (6).
A particularly interesting choice of a data-driven C is a copula that is derived from the empirical copula in the sense of Deheuvels (1979) . Such an approach was intensively discussed in Pfeifer et. al. (2017) . In particular, the following type of a driver is of importance, which is constructed as a patchwork copula with a local Gaussian copula. Suppose that n independent observations ( ) which is concentrated around the relative ranks of the data. C can be considered as a kind of natural extension of the empirical copula to a true copula, which is close to the original dependence structure of the data. For the choice of (1, ,1),
which corresponds to the independent case, we obtain a rook copula. For the choice of
we obtain the upper Fréchet bound as a driver. In two
gives the lower Fréchet bound as a driver.
We call the resulting copula drivers UF and LF copula drivers, resp.
Particular cases
Firstly, we introduce what we call the Gamma copula model. To start with, denote ( ) : 
we obtain the density of a Gamma copula:
, 0 , , 1
with the k f given in (9). Here p is the density of an absolutely continuous multivariate distribution with marginal densities , 1, , .
Note that in the case of two-dimensional diagonal dominance, we get ( )
For integer values of a, this can be simplified to 
The final result follows from the observation 
are densities of exponentially transformed Gamma distributions. To be more precise, let k X be a Gamma distributed random variable with parameter 1 k a + and 1/ ( 1).
The corresponding density is thus given by (13) 1 (1 ) (
This follows from the observation that
Secondly, we introduce what we call the Power copula model. Here we define
It is straightforward to see that
we obtain the density of a Power copula:
where the k f given in (18). Here p again is the density of an absolutely continuous multivariate distribution with marginal densities , 1, , .
The following graphs show the densities ( ) 
with the corresponding quantile functions
For the simulation of a random variable following the distribution with cdf , k A a simple tabular inversion method is appropriate.
Tail dependence
The Gamma copula shows an upper tail dependence that coincides precisely with that of the negative binomial copula , NB c a particular discrete partition-of-unity copula, see Pfeifer et al. (2016) : Fig. 4 show the ratios of negative binomial and Gamma copula densities, for various values of a, which also suggest that these copula types are tail-equivalent. In fact, since ln (1 ) 
we see by a comparison of (12) and (15) that (24) 1 1 ,sing 0 0 Stanley (1997) , Example 1.1.17). The main difference between both copulas lies obviously in the lower south-west corner of the unit square.
Theorem 2. The upper tail dependence coefficient ( ) l U a of the diagonal dominant Gamma copula is identical to that of a diagonal dominant negative binomial copula , 
which proves the first equality above. For the remainder, we proceed by induction on a.
The case 1 = a is evident because of
For 2, a ³ assume that the equality 
z e dz a z e dz a a and, likewise,
Substituting this in the expression above, we get, with the Lemma from the appendix, 
i.e. the statement is also true for 1.
This proves the assertion. 
for 3 b ³ from where we get
K s t ds ds
A simple analysis shows that for 2 3, b < < ( ) K t also is bounded, by the constant ½, so that the limit relation (33) 
We thus obtain, for > t ½, 
( 1 ) 1 2 2 For simplicity, we will first concentrate on the example data set given in COTTIN AND PFEIFER (2014) because it was also used as a data basis in several papers on partition-of-unity-copulas (PFEIFER The marginal distributions were estimated by Q-Q-plots as Normal and Gumbel for the log risks, i.e. as Lognormal for the first risk and Fréchet for the second risk, see Tab. 1 and Fig. 14 and Fig. 15 . We concentrate on the Gamma copula here. Tab. 2: location and scale parameters Fig. 16 to Fig. 21 show some simulated examples for this data set. We start with a selection of copula drivers as described in Section 2 above.
LF copula driver, 1 r = -normal copula driver, 0.8 r = -rook copula driver, 0 r = Fig. 16 Fig. 17 Fig. 18 normal copula driver, 0.9 r = UF copula driver, 1 r = "worst-case" copula driver The "worst-case" scenario here refers to a copula driver which is a mixture of the lower and upper Fréchet copula in the sense of Pfeifer (2013) , the change becoming obvious in the range from 0,9 to 1 in both coordinates.
It is of course also possible to change any copula driver in the north-eastern corner in order to get a basis for unfavourable capital requirements in the spirit of Embrechts, Puccetti and Rüschendorf (2013) . This aspect will be treated elsewhere.
For the Power copula, the following graphs show the results of a corresponding Monte Carlo study.
with rook copula driver, As an application to risk management, we estimate several values of the risk measure (quantile function) Pfeifer et al. (2017) , note that here the location and scale parameters were estimated from the Q-Q-plots (Tab. 2) while in the mentioned paper, the parameters were estimated by the method of moments.
copula type "worst case" NB "worst case" Gamma LF Gamma UF Gamma LF NB UF NB a influences the results heavily. In the example above, the Gamma copula gives signifcantly higher
VaR values for both risk levels, 0.05 and 0.01, for the lower and upper Fréchet copula driver. Note also that in the example above we have, for both the negative binomial and the Gamma copula model, the same positive tail dependence coefficient for the UF-copula types of 0.79 and 0.86 for the parameter choices 1 2 7 a a = = and 1 2 15, a a = = resp., but different VaR estimates according to the copula type.
This shows again that tail dependence alone does not necessarily provide unfavourable VaR scenarios. A detailed discussion on the interplay between the structure of marginal distributions and the joint dependence structure w.r.t. VaR estimates can be found in Ibragimov and Prokhorov (2017) .
In contrast, corresponding VaR estimates with the Power copula show essentially lower values, as expected.
copula type "worst case" LF UF "worst case" LF UF Obviously, there are no larger differences in the estimates, independent of the choice of the copula type or the choice of parameters.
Case Study B
In order to show the powerfulness of continuous PUC approaches in higher dimensions we conclude the applied section with a discussion of the 19-dimensional data set presented in Neumann et al. (2018) , listed in Tab. 6 and Tab. 7, containing insurance losses from a non-life portfolio of natural perils in 19 areas in central Europe over a time period of 20 years. The monetary unit is 1 Mio. €.
For simplicity, we will consider only the Gamma copula in this section.
Year Area 1 Area 2 Area 3 Area 4 Area 5 Area 6 Area 7 Area 8 Area A1  A2  A3  A4  A5  A6  A7  A8  A9  A10 A11  A12 A13 A14 A15 A16  A17 A18 A19  A1  1 The graphs displayed in Fig. 38 to Fig. 49 show a selection of the 171 possible pairwise twodimensional projections of corresponding Monte Carlo simulations k U where high pairwise correlations have been observed, together with the empirical copulas (relative rank vectors: circular points). The correlation matrix given in Tab. 11 was used as parameter matrix for the Gaussian and t-copula. Obviously, the Gamma copula approach follows the particular asymmetries in the data much better than the Gaussian or t-copula constructions.
As an application to risk management, we again estimate several values of the risk measure the insurance losses in Area k. The analysis is based on 100,000 simulations each. For a direct comparison, note that the Gaussian copula and the Gamma copula with the rook copula driver do not show a tail dependence, whereas the t-copula and the Gamma copula with the upper Fréchet copula driver possess a distinct upper tail dependence. We show the results in Tab. 12.
copula type Gaussian copula rook Gamma copula t-copula UF Gamma copula which is more than 50% higher estimated with the UF Gamma copula than with the Gaussian copula, and that even the rook Gamma copula with no tail dependence produces a higher estimate than the tcopula which has a tail dependence.
Final Remarks
We close this paper by the remark that the continuous and discrete finite or infinite partition-of-unity copula approach is absolutely flexible, i.e. it is even possible to choose dimension-wise different distribution families (binomial, negative binomial, Poisson, Gamma, etc.) for the copula estimation and also different copula drivers which can be any reasonable simple patchwork copula based on the observations. Further, it is possible to choose copula drivers which allow for an implementation of tail dependence, although this feature cannot be concluded from a finite data set. However, in the light of Solvenvy II, it might be desirable to compare VaR estimates for aggregate losses with and without a tail dependent copula. Another advantage is the easy implementation of the simulation algorithm even in ordinary spreadsheet software for arbitrary large dimensions. We have worked in practice with 114-dimensional data sets from the insurance sector without any problems. An open problem for practical applications is an appropriate estimation of the PUC parameters which influence the shape of the estimated copula density, and which also influence estimations of risk measures and capital requirements in Internal Models under Solvency II. This is a similar problem as in multivariate density estimation. A pragmatic way-out on the basis of comparisons of empirical correlations was presented in Pfeifer et al. (2017) , but further research will be necessary to provide more sufficient answers. 
