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Abstract-A general class of iterative methods is introduced for solving positive definite linear 
systems Aa: = b. These methods use two or more different iterative techniques and each of them 
reduces the error by a constant factor in a different subspace of 91 “. The Multigrid, ss an example of 
a multi-iterative method, combines these partial results and we reach a reduction of the error by 0” at 
each step, where v is the number of applications of the first scheme and 0 > 1 is a constant independent 
of n. In the second part, we consider the “prolongation” operator p with a special “antidiagonal” 
structure and we show that the multigrid method for Toeplitz matrices [I] is an example of a method 
of this class. In a third part, we extend the multigrid method to block-Toeplitz matrices, obtaining a 
“block-antidiagonal” structure; for Toeplitz and block-Toeplitz cases, the choice ofp which maximizes 
convergence speed simply depends on the coefficients of matrix A. The numerical results on 1-D and 
2-D elliptic differential problems confirm the effectiveness of this multi-iterative method; in fact its 
spectral radius is very small and independent of the mesh spacing h. 
Keywords-Multi-iterative methods, Approximate and exact multigrids. 
1. PRELIMINARIES 
Many iterative methods for solving a linear system, Aa: = b, can be written in the general form 
r$) = &-l) + M-l@ _ A&-‘)) j = 1,2,. . . , (1) 
where the matrix M-l is taken to be an approximation to A-’ such that the product of M-’ 
and an arbitrary vector is easy to compute. The error e(‘) = A-lb - dk) is then given by 
e(le) = (1 - M-lA) e(k-l). (2) 
The error is quickly reduced if the norm of the matrix I - MwlA is much smaller than one. 
Now we consider 1 different approximations to A-‘, that is, M;l,. . . , Ml-’ and then I iterative 
methods with iteration matrices Si = I - M2T1A, i = 1,. . . ,l. 
The following multi-iterative scheme is considered: 
&J) = si r(j) + bi, (3) 
&J) = sz .(j,l) + bs, 
. . . . . . 
.(j+l; ’ ’ = sl &J-l) + bl, 
where bi = iW:‘b and then 
&+l) = Sl . S&l.. .s, . s,,(j) + bl + S&l + . . . S& + S&l). . .). (4) 
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Calling 2 the exact solution of the system Aa: = b, the errors &+r) dzf &+r) -5, e(jvi) dzf x(j,i) -x 
satisfy the following relations: 
e(j,i) = Si... SZ . &e(j), 
e(j+l) = Sr . Sl-i . . . S2 . &e(j). (5) 
If &+I is highly contractive in a subspace di+i and if Si(&) c di+i where Bi is another 
subspace on which Si reduces slowly the norm of the error, then IjSi+rSijl can be much smaller 
than IlSi+lll . II&II. Th us, the multi-iterative methods can be fast even if the basic iteration 
matrices have norms close to one. 
The multigrid methods [2-41 can be written in the general form (3)-(4) where 1 = 2 and 
& = S”. S, called “smoother,” is a simple iterative method and the second method is the “coarse- 
grid-correction” operator, because it involves the inverse of a smaller matrix. In the following 
section, we introduce and analyze two kinds of Multigrid Methods, namely, the Exact Multigrid 
(E.M.) and the Approximate Multigrid (A.M.). They are used for solving linear problems whose 
matrices are positive definite. In Section 4, a special A.M. is considered, and in the last sections 
it is shown that multigrid methods applied to some differential problems, arising from a finite 
differences approximation, are an example of this special A.M. 
First of all, we give a concise description of the multigrid algorithm for the linear problem 
Ax = b. We consider a simple iterative method 
,(j+l) = S&) + br dzf S(.& br), (6) 
with S = I - M-lA, bl = M-lb, and an operator p E Cnxk, where k is some number less than n 
and Cnxk is the linear space of n x k matrices with complex elements; 
MUL(p) : 
1. .(j+‘) = $Y(&), bl) 
2. d, = Ax(j*“) - b 
3. dk = p*d, 
4. Ak = p*Ap 
5. Solve(Ak Yk = dk) 
6. &+l) = .#J’) _pyk, 
Stage 1 performs v steps of “smoothing” and stages 2-6 show the “coarse-grid-correction-cycle.” 
Thus, the iteration matrix of the multigrid method is given by 
MUL(p) = (I - pAl,‘p*A)S”, 
where p, S are the basic free parameters: in the following section, we fix S and we show that 
a fast multigrid algorithm needs a choice of prolongation operator p which strongly depends on 
the iteration matrix S. 
2. EXACT MULTIGRID 
Without loss of generality, we take A such that JIAJJs = 1 an we choose a “Richardson method” d 
with iteration matrix S 
,(j+l) = S&) + ,‘j 7 S=I-A. (7) 
So A and S have the same orthonormal basis of eigenvectors U = [ui, .. . , u,]; their corre- 
sponding eigenvalues are 
6 < (AA)1 <“‘< (AA)n = 1, (8) 
1 > (ki)l 1. *. > (As), = 0. (9) 
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Now we consider the eigenvectors u.4 = [uk+l, . . . ,u,,] such that (XS)~ < c (or, equivalently, 
(X,)i > c) and the eigenvectors UB = [UI, . . . , uk] such that (A& 2 c (or, equivalently, (XA)i < c) 
where c is some real number less than one and independent of the dimension n; thus, AJ? are 
’ defined as the linear spaces generated, respectively, by ud and Us. We remark that S is highly 
contractive in A but that it can be slow in the orthogonal space B: to sum up, the essential thing 
is that the “coarse-grid-correction-cycle” reduces strongly the error in the subspace B. 
THEOREM 2.1. Under the preceding hypotheses for A and S, setting p = Uo, we have 
p(MUL(Ua)) < cv. (10) 
PROOF. Obvious; we solve exactly the problem in the subspace B. In the orthogonal space, the 
error is smoothed by S” (for more details see [5]). I 
This result can be generalized: let us consider V E Cnxk to be a basis of f3; V can be expressed 
in the most general form 
v = u,c = USC, 
where C E Ckxk is a non-singular matrix. 
THEOREM 2.2. Under the same hypotheses as Theorem 2.1, for any non-singular C, we have 
MUL( U,“) = MUL( Ua). 
PROOF. It is a simple check [5]. I 
The choice of C is not meaningful for the convergence rate of the E.M. method, but it is essential 
to define an algorithm with a low computational cost: in fact, C determines the structure of 
p = U&’ and the structure of Ak = pTAp. Generally, we do not know a basis of the subspace B 
where the matrix A is highly contractive; sometimes we have only an approximate information 
about B (see Section 5 and [l]). In the following section, this case is considered and, consequently, 
an approximate multigrid method is defined. 
3. APPROXIMATE MULTIGRID 
We now take p to be an approximation to a basis of I3 
P = u&t3 f udcd, (11) 
where Ca E Ckxk is a non-singular matrix and cd E C tnAkjxk. Our aim is p(MUL(p)) < c”; 
in order to obtain this result the structure and the norm of p are analyzed and evaluated. First 
of all, we introduce the following lemma which can be proved by using the same arguments as 
Theorem 2.1. 
LEMMA 3.1. [5] Takep as in (11) and let K E Ckxk such that det(K) # 0; then we have 
MUL(p) = MUL(pK). 
For the sake of simplicity, it is useful to choose J? := C;‘, thus we have 
Now we call cd the “d-coefficient of p” and c = Cdci’ the “normalized d-coefficient of p”; 
moreover, c is the only free parameter of p, thus we analyze c in order to satisfy the condition 
PWJL(P)) < c”. 
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Recalling that MUL(p) = MUL@), we observe that it is simpler to study MUL($; then 
from (11) and, from the definition of ii, we have 
UTjj= I 
[ 1 c (12) 
and, moreover, 
Ak dzf ?jTAp = f_$ I + f_$-l”T,k$ ,c? . 
II 
> 
From the expression of MUL(p) we define Mxp) = VTMUL(p)U, where 
MKp)= I- ( [+I Ai1 [ I 1 CT ] *A )^S”; (1-n) (1-n) (13) 
thus, by calling A = $$-lCTcktI+n,C, C = I + A and from (12) and (13) the expression of 
Mxp) is 
[ 
Ml,1 Ml,2 
M2,1 M2,2 I7 
where 
Ml,1 = (I - C-l) *S y, 
(1-k) 
IA 
Ml,2 = -C- +J$ 
-l-TAA hi v 
C (k+l--n)(h+l--n) ' 
- IA" M2,r = -CC- S , 
(1-k) 
M2,2 = 
( 
- IA I - CC- ,I_+) -l-T AA AS y. C 
(kfl--n) ) (k+l--n) 
The evaluation of p(MUL(p)) = p(MKP)) is not trivial; thus, it is useful to introduce the 
following lemma. 
LEMMA 3.2. Let us partition a matrix A into four blocks, say 
A djf ;;,: A12 , 
[ , A2,2 1
(14) 
with Al,l E Ckxk; then we have 
1. IlAll’ dzf I-II~~{IIA~,~~~~ + (jAi,zllz} is a matrix norm; 
2. p(A) I ll All:. 
PROOF. The first, ccdition is straightforward. To prove the second we define the following norm 
on C” 
where 
Ml dAf ma {II4l27 11412~ 1 
y= v EP, 
[ 1 ?JECk, w E&n-k); W 
the matrix norm induced by II . II is 1 ess or equal to the proposed norm II . 11’ whence 
P(A) I Ml’. 
For more details see [5]. 
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Now we consider 
y= D 0 
[ 1 w 0 I ’ D = ;_$ ;
we may write 
Y M%+)Y -’ dzf 
(15) 
(16) 
where, recalling that D = t_$ 
112 
, the following relations hold: 
NI,l = (I - DYID-‘) *SW, 
(l--k) 
Nl 2 zz -DC-‘D-2cT A A ‘S “, 
(kfl--n)(k+l--n) 
N2,1 = -CTID-’ AS 
” 
(1-k) ’ 
N2 2 = 
( 
I - c’C-1D-2cT A A 
> 
AA “; 
c/c+*-7%) (kfl-n) 
from the preceding results, we obtain the following: 
THEOREM 3.1. Let o dsf IlcD-‘112, then 3iT > 0 independent of the dimension n such that if 
u 5 ii we have 
PWWP)) < c”. (17) 
PROOF. Set X = DFID-l. then we have 
NI,I = (I - X) *S “, 
(l--k) 
Nl 2 = -XD-lcT A A “S “, 
(L+1--n)(b+l--n) 
N2,1 = -CD--lx S , A ” 
(1-k) 
~~ 2 = I - CD-~XD-~~~ * A 
> 
As “. 
(k+l--n) (k+l--n) 
Now we evaluate the spectral norm of X; from the definition of C, we obtain 
X = DC-‘D-’ 
= D(I + D-lcT AA 
(.k+l-V&r) 
c)-lD-l 
-1 
= I+cT AA CD-’ 
(k+l--n) > 
Then, recalling that p(A) 5 1, we have 
11412 = IICTc&+nICD-1~12 5 cc2. 
Therefore, setting u < fl, from the preceding equation and from the definition of X, we have 
II-VI2 52 ll~~ll2 I &; 
j=O 
(18) 
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whence 
j=oO 
111 - XII2 I c lP~ll2 I aT2g-J. 
j=l 
Thus, recalling p(A) 6 1, p(S) < 1 and from (18) and (19), we have 
(19) 
llN,1ll2 < co2 j+ ef L71,1(~), 
11~1,2112 < $y$ cv fzf g1,2(a), 
ll~2,1112 < & fzf S2,1(4, 
llN2,2112 < (1 + 6) cv ef cv + ga,nw; 
hence, from the definition of 11 . II’, we obtain 
IYMm)Y-‘(’ = mty{llh’i,ll12 + llN,2ll2} 
5 m={g1,1(a) + 91,2(a),g2,1(a) + gn,n(a) + c"} ) 
where 
l&psi,j(4 = 0, i,j = 1,2. 
Moreover, Y Mq$Y-’ is similar to MUL(p) and, finally, from Lemma 3.2, we notice that 
there exists 5 > 0 independent of the dimension n, such that if g = ~~~‘0-‘~~2 < 5, then 
PWJL(P)) < cv. 
Now we can find an interesting result by analyzing the structure of 6’. 
THEOREM 3.2. If llCil12 I a/&m, i = l,.. ., k where Ci are the columns of the matrix c, 
then we have c 5 5 and p(MUL(p)) < cV. 
PROOF. Let K = [K1,..., Kk] = cDpl, from the hypothesis we have IlKill 5 ii/& and then 
trivially 
0 dzf (IKl(2 5 a; 
the second condition holds in the light of Theorem 3.1. 
Now recall that 
p= ua+u_& 
I 
the columns of jj are 
pi = ui $- UACi, i = l,...,k. 
But by the orthogonality of the eigenvectors Vi, we have 
lluAcill2 5 lIcill2t i = l,...,k. 
Finally, in order to have an A.M. method as fast as the E.M. method, Theorem 3.2 establishes 
that the columns of the prolongation operator p must be close to the vectors of the basis Us of I3 
in a special manner, i.e., I(pi - Uill2 E O(m):>, where (XA)i is the eigenvalue of A associated 
to the eigenvector Vi. 
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4. THE ANTIDIAGONAL A.M. METHOD 
In this section, we introduce a special kind of prolongation operator 
where n = 2ni, c,, CA E C nlxnl and the normalized d-coefficient of p is an antidiagonal matrix 
enI 
(T= . 
[ 1 , (20) el 
Obviously if ]ei] I am, i = 1,. . . , n1 , where (XA)~ are the eigenvalues of A defined as in (8)) 
then we have ]]GD-l]]z 5 - (T and so, from Theorem 3.1, p(MUL(p)) < cV follows. But in this 
special case, we can give the expression of eigenvalues of iteration matrix MUL(p); moreover, 
with a simple hypothesis on values ei, we prove that this multigrid method of iteration matrix 
MUL(p) has a convergence speed independent of n even if matrix A is ill-conditioned. 
THEOREM 4.1. Let A a positive definite matrix, with llAl[z = 1, S = I - A and p defined as 
in (20) 
A. Setting 
(AA)i 
‘(‘) = (xA)i + ef(XA)+i+l ’ 
i = l,...,ni, 
we have 0 5 z(i) 5 1; moreover, the nonzero eigenvalues of MUL(p) are 
% = (1 - 49)(k): + 4W.x-i+1, i=l ,...,nl. (21) 
B. If IJyJnl{b%l(~A)~1’2} = q constant independent of the parameter n, then we obtain 
-- 
p(MUL(p)) 5 5 < I. 
PROOF. Let X = diag(zi,..., zk), we define rev(X) dsf diag(zk,. . . ,%I); now we consider the 
iteration matrix MUL@) and the reduced matrix 
A,,,= nA+C?T AA c 
Thus, from the preceding 
UTMUL@)U becomes 
- O-n1) (nl+l-n) 
= ,te, + diag(el, . . . , e&) rev . 
and from (13), by setting L-l = A,, the expression of Mm& = 
L LCT AA AS? 
I > CL CLCT (l-n) (1-n) ’ 
by defining F dzf I - L(tq, the diagonal matrix with elements fi = I - z(i) for i = 1,. . . , nl, n 
MTp) is 
But, since for any X, Y E Cnxm, non-zero eigenvalues of XYT coincide with non-zero eigenvalues 
of YTX [6], the non-zero eigenvalues of MUL(p) can be expressed by the matrix 
[I -c-l]%” F 1 = k3 “F+rev (1-n) rev(F - 1)c (1-n1) (r%;) (I - F), 
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which is a diagonal matrix; finally, from the expression of F, we have 
^li = (1 - z(i))(XsK + z(i)(&4:_i+lr i=l ,.**,n1, 
where z(i) is given by the expression in (21). This establishes the A part. Recalling 
SUP {Ieil(k4)~1'2} = q, 
l<i<T%l 
we have 
p(MUL(p)) = sup{(l - I): + #(As);-i+r] 
2 &{(I - s(i)) + X(i)C”} 
i 
5 1 - minx(i) + minz(i)c” 
i i 
1 
El---- 
1 
-_cV = q+cV <I - 
1+q +1+q q+l 
Now we can rewrite equation (21) in a more suggestive form: 
“li = 
~(i)(k); + (WL+1; 
T(i) + 1 
where for all i = 1,. . . , nl 
(22) 
When (AA); M 0 for some i the corresponding eigenvalue of S is close to 1; thus, the Richardson 
iteration is very slow. (In many applications we point out that if the Richardson iteration needs 
a number of step which diverges as n approaches to infinity, then all classic iterations, namely 
Jacobi, Gauss-Seidel, C.G have a similar behaviour.) Finally, we must choose e(e) such that 
r(i) < q2 < 00; a stronger condition is r(i) x 0; in this manner, (As): x 1 is eliminated in the 
expression of yi which becomes approximately equal to (XS):_~+~ < cV < 1; consequently, we 
have a convergence speed independent of the dimension n. In the following sections, multigrid 
methods for 7 and Toeplitz matrices (introduced in [l]) are considered and extended to block- 
matrices; moreover, it is shown that these multigrid iterations are a special kind of antidiagonal 
A.M. method. The choice of p, such that r(i) < q2 < co (or better r(i) x 0) for all (xA)i M 0 is 
in this case very simple and leads to a very fast multi-iterative algorithm. 
5. MULTIGRID FOR r AND TOEPLITZ MATRICES IS AN A.A.M. 
METHOD 
For any given dimension n, r, is the matrix algebra generated by 
-0 1 
1 . . . . . . 
Hz . . . ...‘*. 7 
*. *. . . 1 
l o-nxn 
whose eigenvalues and orthonormal eigenvectors are given by 
pi = 2COS21ry i=l 
n+l 
,...,n, 
(vci))j = dzsin $, i=l ,..., n j= l,..., n. 
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This means that any matrix A E 7, can be expressed as a polynomial q in H of degree at most 
n - 1; so the eigenvalues of A = q(H) are Xi = q(pi). Now we introduce the banded T matrices: 
let am be the matrices in r, of bandwidth 2b + 1 (for consistency, we assume n 2 2b + 1); in 
the following, by “central” rows, we mean those within the range j E {b, b + 1,. . . , n - b}; the 
elements of these rows depend only on the difference of their subscripts and are characterized 
by 2b + 1 significant entries ab. . . as. . . ab. There is a more suggestive representation [l] of the 
eigenvalues Xj : 
12 
Xj = as + 2 C ak cos(zji), 
i=l 
j = 1,. . . ,?I. 
where 
i7r 
zi = - 
nfl’ 
l<i<n; 
the function u(z) = a0 + 2 C;=, ak cos(ks) will be called the “eigenvalues function.” It is inter- 
esting to note that for Toeplitz matrices a similar result holds. Given the set {ak}keN such that 
Wiener condition 
&rkl <oo 
k=O 
is satisfied, we define 
A(z) = a0 + 2 c ak cos(ks). 
k=l 
For any Toeplitz matrix A, having as,. . . , n on its first row, the eigenvalues are well-described 
by A(z) as shown in the following result. 
THEOREM 5.1. [7] If we sort the eigenvalues of A, in non-decreasing order and set a, = 
min {A(x)}, a~ = o~Zxc{A(~)}, then we have 
O<Z<?r -- -- 
lim A?) = a, lim A’? = UM 
n-CO n--rcO n V 
for all v < n constant independent of n. Moreover, the eigenvalues of A, are equally distributed, 
in the sense of U. Grenander and G. Szego, in the set {y = A(x), 2 E [0, ~1). 
In the following, we denote by T, the class of symmetric Toeplitz matrices of order n, by Tn(b) 
the subset of T, whose matrices have bandwidth 2b+ 1; moreover, T, [ao, . . . , a,_i] is a T, matrix 
which has, on its first row, the elements ae, . . . , a,_i. 
5.1. The Iteration MUL(p) for 7 Matrices 
We now consider a multigrid method for T matrices [l], for these the spectral properties and 
the effectiveness of the method may be easily evaluated. Given the linear system 
Ax = c, A E in, 
where its eigenvalues function a(z) is non-negative, we consider as smoother the iteration matrix 
S=I-2, uM = o~Z~~{u(Z)~~ 
-- 
It is easy to check that S E 7,; thus, s(x) = 1 - (a(X))/(aM) d e fi nes the eigenvalues function of 
S; since z E [o, z], the spectral radius of 5’ is at most 1. 
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Following the techniques shown in [l], we choose the structure of the prolongation operator 
p=P.HT, 
where P E T,, is called “weights” matrix and H is the cutting matrix 
Now some spectral properties can be demonstrated. 
LEMMA 5.1. [l] Let F, and F,, be the matrices, whose columns are the eigenvectors of r, and T,,, 
algebras, ordered in increasing frequency; then 
F,, A F, = diag(a(sr), . . . , a(s,)), 
F, SF, = diag(s(zi), . . . , s(z,)), 
F, f’& = diadp(zl), . . . ,ph)), 
where zi = (i~)/(n + 1) and a(s), s(z), p( x ) are the eigenvalues functions of A, S, P; moreover, 
Hut) = & $j, i =1,...,721; 
&(n-i+l) 1 (9 
n = -~%I, i=l,...,n1; 
Hvh+1) = 0,;; 
n 
PROOF. It is a simple check. 
The preceding equations can be rewritten in matrix form 
and, consequently, the prolongation is 
c P(X1) 
-1 
0 . . 
-P(Xn) 
whence, recalling ~a = [vi’), . . . , VP’)] and Ua = [vn (n1+1) , . . . , ?I$?)], we obtain the “normalized 
d-coefficient of p” : 
c = c*c;’ = 
r 0 . . . 0 
I -P &I -79 P x1 (23) 
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which has an antidiagonal structure. From antidiagonal Theorem 4.1, we find the expression of 
non-zero eigenvalues of MUL(p): 
s”(x!) + P2(4M4> 
“li’ 2 P2(xi)a(Xi) 
s”(xi) 
1 + P2W44) ’ 
P2(xi)a(%) 
where zi = (ir)/(n + l), i = 1,. . . , n1 and z: is equal to r - (i~)/(n + 1). As the points 
{Xi: lii<?Q} 
become dense in [0, .rr], when the dimension of A approaches infinity, the non-zero eigenvalues of 
MUL(p) are well-described by the function y : [0, 7r] --+ !I? in terms of the already defined functions 
p(z),a(z) and s(z). 
s”(r _ ,r) + P2(T - z)o(r - z) 
a”(x) 
Y(X) = 
P2 (z)e(z) 
I + P2(T - x)a(r - x) 
1 (25) 
p2(z)o(z) 
observe that since T(X) = 
p2(7r - x)u(7r - x) 
p2(z)o(z) 
is non-negative, y(x) is a mean of sV(7r - x) and 
Z?(X); moreover, r(x) acts as r(i) defined in (22). 
When u(xc) = 0 for a certain x0, the proposed iterative method together with all the classical 
ones are characterized by a very low convergence speed that gets worse when the dimension of A 
increases: in fact, 
lim p(S) = 1, 
7L’M 
and so classical smoothers achieve a poor approximation in the subspace generated by eigenvectors 
of A whose eigenvalues vanish. It is worth noting that without any hypotheses on p(x), the 
outlined multigrid method is useless: the mean in (25) is lost because the weight is all given to 
the bigger term (~(50) = 1). Following the antidiagonal theorem, in order to obtain a convergence 
rate independent of the dimension it is necessary that 
lim T(X) < co; 
1-20 
in other words, 
lim p2(~- x, < oc) 
%‘I0 u(z) . 
Thus, p(x) has in r - x0 a zero of order bigger than half of the order of u(xe); this condition is 
equivalent to the second hypothesis of Theorem 4.1: SUP {Ieil(XA)i”2} = Q. Such a function 
l<i<nl 
is easily obtained: let p%,(x) = 2 cosze + 2 cosx be the the base polynomial with a zero in 
50 = x - x0; then it is enough to set p(x) = p&(x) where p is the smallest integer i such that 
p?? 
*<+ca k% u(x) 
The associated prolongation operator is easily constructed: p = PtoHT, where 
Pzo = T,[2cosxo, l,O,. . . ,O] 
is the tridiagonal matrix with eigenvalues function p%, (ST); as observed in [I], this form of function 
is suggested by computational convenience because the associated matrix minimizes the number 
of elementary operations in a matrix-vector product. 
CAlclA 26:4-F 
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If a(z) 1 a, > 0, we have 
lim p(S) = 1 - z < 1; 
n‘Wo3 
in this case, the smoother is a method with a convergence speed independent of n; if a(~) = a,, 
by choosing p(z) = pZO, we have from (25) 
y(Q) = sV(7r - ZIJ) < S”(Q). 
The iteration MUL(p) becomes a convergence accelerator. 
6. MULTIGRID FOR BLOCK-T AND BLOCK-TOEPLITZ 
MATRICES IS A BLOCK A.A.M. METHOD 
In this section, the multigrid technique discussed in [l] is extended to block-matrices. So it is 
possible to treat bi-dimensional differential problems such as the classic Poisson problem Au = f. 
Often the discretized operators are represented by matrices A, ill-conditioned; this means that 
lim Kz(A,,+) = co, 
n-+00 
where n is the dimension of the matrix. Usually all the classic iterations need a number of steps 
which increases to infinity in n, while this block A.A.M. has for all n the same convergence speed, 
depending only on the “eigenvalues function” related to the matrix A,. 
6.1. Preliminaries 
Let A E !RmXm, B E ?Rkxk; we define tensor product of B and A as the matrix 
C=B@A, 
where C is a k x k block-matrix having blocks Ci,j of order m 
Ci,j = bi,j * A. 
we define Tk,m (a more general definition can be found in [B]) as the set of mk x mk matrices C 
such that 3Ai, Bi, i = 1,. . . , 1, 1 E N and 
LEMMA 6.1. Tk,m is a matrix algebra. 
PROOF. c E Tk,m implies C = cf=, Bi @ Ai, Ai E rmr Bi E Tk; so we have 
Ai = F,diag(ai(zl), . . . , +m))& = Kn Dai Fm, 
Bi = Fkdiag(bi(yl), . . . , bi(Yk))Fk = Fk Dbi Fk, 
where zr = (rr)/(m + l), ys = e and ai( hi(y) are the eigenvalues functions of Ai and Bi. 
From well-known properties of the tensor product there follows 
& @ Ai = (Fk @ Fm)(& @ Dai)(Fk 63 En) 
and finally 
CT’ = (Fk 53’ Fin) c Db; @ Da; (F/c 63 En), 
i=l 
where Fk @ F, is a unitary symmetric mk matrix. I 
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Using these results, it is possible to define an “eigenvalues function”; in fact, 
C(&, 9s) = k %(G)bi(!/,) 
i=l 
are the eigenvalues of the matrix C = ‘& Ai @ Bi. Now consider the set Tk,m of the k x k 
symmetric block-Toeplitz matrices where each block is a Toeplitz matrix of order m (a more 
general definition can be found in [8]): C E T k,m if and only if for some integer 1, 3Ai E T,, 
BRETT, i=l,...,Zsuchthat 
C=CBi@Ai. 
i=l 
If the coefficients of the first rows of Ai and Bi respect, separately, the Wiener conditions, then 
the following functions are defined: 
Ai(x) = at) + ‘2  .f’ cos(ks), Bi(y) = bt) + 2 2 bf) cos(ky), 
k=l k=l 
and so, for all c E Tk,mr we have 
the function C(z, y) is called “eigenvalues function” describing approximately the eigenvalues 
of c. 
6.2. The Iteration MUL(p) for Block-T Matrices 
Let c E Tk,rn with non-negative eigenvalues function and CM the maximum of c(z, y) over 
[0, z12; the following smoother is considered 
&r-C. 
CM 
Following the techniques of the preceding sections, we choose as prolongation operator 
P==&, 
where P E Tk,m g ives the “weights” and Hk,m provides the connection between Tk, ,,,, algebra and 
Tk,m algebra with 2kl + 1 = k; the expression of this operator is 
Hzm = H:@I,,,, 
where Hk is the cutting matrix of dimension kl x k. The following block version of Lemma 5.1 
holds. 
LEMMA 6.2. Let Fk,m. = Fk @F,, then 
Fk,mCFk,m = ~~~~(~(~l~Yl)~~~~~~(~~~~l)~~~~~~(~l,Yk)~~~~~~(~~~Yk))~ 
Fk,m SFk,m = diag(s(Q, Yl), . . . , +n, Yl); . . . ; S(zl, yk), . +a, S(Gn, yk)), 
Fk,mPFk,m = diag(P(21,yl),...,P(~m,Y1);...;P(~l~Yk),...~p(~m,yk)), 
where 4~ Y), ~(2, Y), P(Z, Y) are the eigenvalues functions of C, S, P; moreover, 
Hk,,&$) @F,,J = 3 ?J,$ i= l,...,ki; 
Hk ,&,;-i+l) @ F,) = _F, $1 
Jz I’ 
i=l ,.“, kl; 
Hk,‘dVk (kl+l) 63 F,) = oWnl. 
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PROOF. The first three results are trivial. For s E (1, . . . , k} and j E (1, . . . , h}, we have 
[&,,(Q @ Fm,lj = FVI [@)] zj 9 
but [$‘,]2j = (1)/W% [$‘)]j 
In a matrix form, we have 
and from the expression of ug’ the thesis follows. 
%d$,$‘kl,m = - ;z 0 ... _o& ; 
_ -Irn 
Thus, we set UB = 
[ 
v;) @ F,, . . . , .fl) 8 F~] and Ud = [up’+” @I F,, . . . , vr’ @J F,] ; recall- 
ing that p = P. H{,, we have the expression of the “normalized d-coefficient of p” 
where 
0 . . 0 
c = c/&i1 = Cl 
. I 7 % (26) 
Observe that 6 has an antidiagonal form. 
Using the same tools as Theorem 4.1 we have a block version of its results and so the non-zero 
eigenvalues of the iteration matrix MUL(p) are 
S”(% Y(i) + 
P%i, Y(i)C(% Y(i) 
P%, YjM% Yj> 
f(G, Yj) 
‘Y&j = 
P2(%Y;)c(% y;, ’ 
(27) 
1 + P2(xi, Yj>C(G,Yj) 
where xi = a, Yj = &,i=l )...) m,j=l,..., kl and yi is equal to x - Yj. Since the points 
{(zi,Yj) : 1 I i 5 m, 1 I j 5 h} 
become dense in [0,.rr12 when numbers m and k tends to infinity, the non-zero eigenvalues of 
MUL(p) are well-described by the function y : [0,.rr12 --+ 93 in terms of the already defined 
functions p(z, y), c(x, y) and s(x, y). 
sV(x, K - y) + 
P2(X, r - Y)C(X, 7r - Y) 
f(x, Y) 
-/(x3 Y) = 
P2(C Y/)4X, Y) 
1 + p2(x, 7r - Y)C(& 7r - Y) 
P2(G Y)C(G Y) 
(28) 
As the form of y(z, y) is completely similar to y(x), the discussion about the convergence of 
MUL(p) in the block case follows the same scheme as that for the element case. Let (20, ye) be 
the point of [0, 7r12 such that 
s(zor Yo) = ,<~~<<,W? Y)); 
- 9 - 
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consequently c( ~0, ~0) = o<Iy;<T<r(4T 9)) = cm- If c, > 0, it suffices to choose P such that 
P(Q, n-yo) = 0; the iterati&m<thod with matrix MUL(P) will be much faster than the smoother. 
If c, = 0 the smoother iteration is a very slow method and we must take p, with respects the 
following condition (analogous to the second hypoyhesis of Theorem 4.1): 
lim P2(V-Y) <oo 
(~~Yb+(m~Yo) C(?Y) 
(29) 
In this case, for any given n = mk the method MUL(p) needs a constant number of steps in order 
to provide a given accuracy. The choice of p such that p(zo, 7r - yo) = 0, which minimizes the 
fill-in of the matrix and also the computational cost, is 
P=P&)@I, or p=Ik@pzo, (30) 
where 
P@, = Tk[2cosYO, l,O,. . . ,o], 
PZ, = T,[2COSZ& -l,O,. . .,O]; 
like the element case, the associated eigenvalues functions are p,, (z, y) = 2 cos ~0 - 2 cos 5 and 
p&y) = 2cosyl-J + 2cosy. 
When c, = 0, then in order to obtain a convergence rate independent of the dimension, we must 
satisfy the condition (29); thus we choose, minimizing the computational cost, the prolongation 
related to the matrix 
P=PgwPp,p, 
where PI, pz are the minima i, j such that 
p2i (x 7r - y)pZj ( 
lim Zo ’ yo 27R - Y) < CO. 
(~,y)-(m~yo) 4x, Y) 
7. SOME COMPUTATIONAL RESULTS 
In this section, we show how it is possible to reach a convergence speed independent of the 
dimension with a low computational cost of O(n) for banded and block-banded Toeplitz linear 
systems. 
7.1. The Toeplitz Case 
We define T,(b, x0) as the class of matrices T,(b) in which the eigenvalues functions a(x) verify 
two properties: 
1. a(x) > 0, 
2. a(xo) = 0. 
The class T,(b, +) is the subset of T,(b) such that a(x) is positive. Let A E T,(b, x0), and let 50 
be the only point x where a(x) vanishes; for x0 = 0, X, in [l], the following facts are proved: 
THEOREM 7.1. 3p such that 
a.1. lim PZ%) < oo’ 
I-IO C%(Z) ’ 
a.2. tile bandwidth of A,, = pTAp is 2bl + 1 where bl 5 b and p is the prolongation associated 
with p$!, (2); 
a.3. [d/2] 5 p < [b/2] h w ere 2d 5 2b is the order of the zero. 
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Moreover, as the eigenvalues function of A,, is al(z) = p”(7r - z)a(r - Z) +p2(x)a(x) (p(x) := 
pg,, (x)), we see that a,,(z) has the same spectral properties as A. Hence we can apply, recursively, 
the same multigrid algorithm to the reduced problem with the same prolongation operator and 
so on: finally, an actual multigrid method is realized. Moreover, result a.1 tells us that MUL(p) 
iteration has a convergence speed independent of n, while result a.2 tell us that, for any given step 
of MUL(p), the succession of reduced problems has a bandwidth bounded by 2b + 1: therefore, 
in order to reach a fixed accuracy E the cost is O(n). Now we generalize these results to T!(b, ~0) 
where 50 E [0, ~1; a very similar result is obtained. 
LEMMA 7.1. [l] Let p be the prolongation of function p(z) := p&(x) (or more generally p has 
bandwidth 20 + 1); the reduced problem pTAp has bandwidth 2bl + 1, where 
THEOREM 7.2. Let A E T,(b,xo), x0 E (0,~) with associated function a(x); then 3p such that 
b.2. A,, = pTAp has bandwidth at most 2b + 1 where p is the prolongation associated with 
Pi0 (5); 
b.3. d 5 /I 5 [b/21 w h ere 2d 2 2b is the order of the zero a(x0). 
PROOF. From the hypotheses, we find that a(x) is a polynomial of cosines of degree b, a(x) 2 0 
and a(z0) = 0; consequently the order of the zero is an even number 2d 5 b; in fact, 
a(x) = (cos 2 - cos xo)2dg(cos(x)) 
and deg(g) 5 b - 2. 
Moreover, in order to obtain b.1, we have 2p 2 2d, i.e., /3 > d; to respect b.2 in view of 
Lemma 7.1, we have p 5 [b/21 and finally 
Observe that this inequality always has solutions because 2d 5 b and 2d even implies maxd = 
lV2_! * I 
REMARK. Now we are free to choose p E {d, . . . , [b/21}; for reasons related to the computational 
cost, the best is p = d (or at most p = d + 1): increasing p the spectral radius of MUL(p) does 
not decrease sensibly while the computational cost rises linearly with /3. 
If A E T,(b, +), then the prolongation operator used is Pz,, . HT where a(xo) is the minimum 
value of a(x). In this case the half-bandwidth of the reduced matrix is 
bl = $ + 1. 11 
At level i, in the nested iteration of a step of MUL(p), the ith reduced problem A,” has half- 
bandwidth 
bi= 9 +l,i>l. 
I 1 
Observe that the maximum subscript i is i,,, = O(logzn), since at level i,,, the reduced 
problem has constant size and so can be solved exactly. The following result holds. 
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LEMMA 7.2. Let Ani be the succession of reduced problems with size ni = 2ni_l + 1; then 
b = 1 implies bi = 1, i = l,... ,Ww2n>; 
b = 2 impJies bi = 2, i=l ,-..,W32n); 
b > 3 implies that bi decreases and for all j 2 [Zog2(b - l)] we have bj = 2. 
PROOF. It is a simple consequence of previous recurrent relations. I 
If a(~) = 0 and the order of this zero is 2d > 0, we can choose /3 = d (2d 5 [b/2]). So in view 
of Lemma 7.1, we have 
bi = 9 +d, i > 1. 
I 1 (31) 
The following theorem holds. 
THEOREM 7.3. 
b = 2d implies bi = 2d, i=l ,...,W372n); 
b = 2d + 1 implies bi = 2dy i = l,... ,O(h~2n); 
b > 2d + 1 implies that bi decreases, and for all j 2 [logQ(b + 1 - 2d)l, we have bj = 2d. 
PROOF. Use equations (31). I 
From a mathematical point of view, the above theorem states that the prolongation P& . H 
turns A into Anj whose eigenvalues function uj(z) is equal to the “critical factor” of a(z), that 
is, aj(z) is the factor of a(x) vanishing in 20. 
In T!(b) class, the only case not discussed is that of a(z) with different zeros, namely 0 5 
x1 < ..* < 21 5 K. Let 2dl, . . .2dl be the orders of these zeros, then a prolongation assuring a 
convergence speed independent of the dimension is p associated with the function 
P(Z) = ~P$), 
i=l 
where di 5 pi for xi E (0,~) and [di/21 5 pi f or xi = 0,~. Observe that p has bandwidth 2p + 1 
where /3 = cf=, pi; a~ deg(a(x)) = b, we have Cf=, di < b. So, as a consequence of Theorem 7.2 
and from result a.3 in Theorem 7.1, it is possible to choose PI,. . . , /3l such that 
c.1. di 5 /?i for xi E (0,x); 
c.2. [di/21 5 pi for xi = 0,~; 
c.3. P = cf_-, Pi 5 [b/2]. 
According to the preceding theorems, MUL(p) h as a convergence speed independent of n without 
“band explosion” at the inner levels of a multigrid iteration. By a completely different strategy, 
we deal with the critical points separately; we discuss a multi-iterative method in which each 
component is MUL(pi), pi being the prolongation operator arising from the function 
P$l+), ,..*,l i=l 
and all /3i verify conditions c.1, c.2. Note that each method MUL@i) is, singly, a multi-iterative 
method. Choosing ,$ minimum, this second strategy is equivalent to the first one with regard to 
the convergence rate. Moreover, these two techniques have a similar computational cost: in fact, 
generally, di < b and so the reduced matrices A,i have a bandwidth much lower than A; but, 
while the first strategy in a step uses only one multigrid iteration i.e., MUL(p), the second one 
uses I multigrid iterations i.e., MUL(pi); thus their costs are approximately the same. 
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7.2. The Block-Toeplitz Case 
Define T,,k(b) as the class of block symmetric Toeplitz matrices whose bandwidth is 2b + 1 
and whose blocks have order m. Let T,.k(b, (xo,yo)) be the subset of T,.k(b) such that each 
matrix C has the eigenvalues function respecting the following relations: 
1. C(Z,Y) > 0, 
2. c(xo, Yo) = 0. 
The following theorem holds. 
THEOREM 7.4. Let A E Tk,,(b, (x0, yo)) with associated function c(z, y); then 3p1,pz such that 
d.1. lim PZ!’ (4&?(y) < co 
(~~Y)-+(~O,YO) 4x7 Y) 
; 
d.2. Akl = pTAp has bandwidth at most 2b + 1 where p is the prolongation associated with 
&x)&Xy). 
Moreover, Lemma 7.2 and Theorem 7.3 hold where k acts as n and 2d is the order of the zero 
with regard to the second variable y. 
The proofs use the same tools as the element case: indeed the commutativity of the product 
by elements is never used. The only drawback is the fill-in for the blocks in the reduced matrices. 
8. NUMERICAL EXPERIMENTS 
8.1. The Problem (d2)/(dx2) u = f 
A natural model of an elliptic equation is the one-dimensional Dirichlet boundary value problem 
{ 
-_u” = f on (0, l), 
u(0) = u(l) = 0 
A finite-differences discretization on a regular grid leads to a linear problem Au = f with 
A=T,[2,-1,O ,..., 01. 
This class of linear problems is ill-conditioned [2], i.e., 
K~4-4) E 0(n2); (32) 
consequently all the classical iterations converge very slowly (see [2,9] and the end of the following 
subsection). Now we consider the multigrid algorithm MULl(p), as in Section 2, which can be 
viewed as a multi-iterative algorithm with 1 = 2, and where the basic iteration matrices are 
S = I - A/4, CGC = I - pAilpTA, p being the classic prolongation [2] associated with the 
function pr(x) = 2 + 2 cos 2. 
According to the considerations about the multi-iterative methods, the following remark is 
needed: it is the combination of smoothing iteration (S2 ) and coarse-grid-correction cycle that 
is rapidly convergent, whereas both components, by themselves, converge slowly or do not at all; 
in fact 11S2112 = 1 - 0(l/n2), \lCGCllz = 1 [lo] but 
p(S2CGC) M 0.16. 
The following table shows the behaviour of 15 steps of the algorithm MULl. 
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Table 1. 
MULI 
Dimension= 2047 Presmoothing= 2 Postsmoothing= 0 
Iter= 
Iter= 
Iter= 
Iter= 
Iter= 
Iter= 
Iter= 
Iter= 
1 EQM= 0.10124 
3 EqM= 0.54315E-02 
5 EqM= 0.36403E-03 
7 EqM= 0.25686E-04 
9 EQM= O.l8453E-05 
Ii EQM= O.l3382E-06 
13 EQM= 0.97604E-08 
15 EqM= 0.71079E-09 
Emax= 
Emax= 
ElIlaX= 
Emax= 
ElIlaX= 
EmaX= 
EmaX= 
EmaX= 
0.2301 
O.i4617E-01 
O.i0121E-02 
0.74125E-04 
0.54145E-05 
0.39495E-06 
0.28856E-07 
0.21448E-08 
where Em,, = llz - di)Ilm, EQM = (l)/(&i)11z - di)l12 with x the exact solution of the system 
Aa: = b and with ~(~1 the ith iterate. We observe that the convergence rate is near 0.16 (that is 
]]e(i+l)]]oo/]]e(i)]] Dc) M 0.16) and the asymptotical cost of the algorithm MULl is O(n) [2] at each 
step, which is the asymptotic cost of the Jacobi, Gauss-Seidel and conjugate gradient methods. 
These classical iterations for this problem are very slow; actually, in order to reduce the error 
by a factor lo3 with n = 2047 the Jacobi method needs 4. lo6 steps and the Gauss-Seidel method 
2 . lo6 steps. The relaxated Gauss-Seidel method with the parameter w,+ [9] and the conjugate 
gradient method are much faster but they perform, respectively, 3000 and 1400 iterations in order 
to reduce the error by the same factor. 
8.2. The Problem &u=.f 
Let us consider the differential problem & u = f on the interval (0,l) with homogeneous 
boundary conditions on the derivatives of lower order; A is the discretization matrix, arising from 
the finite differences with equidistant points: 
A=T,[6,-4,1,0 ,..., 01. 
A E T,(2,0) and its eigenvalues function is 
u(r) = (2 - 2cos2)2; 
moreover, A can be expressed as A, +e eT with eT = 
1 0 . . . 0 
0 . . . 0 1 1 and A, E ~,(b, 0)-class; 
from a spectral analysis, we find that the eigenvectors of A are close to the eigenvectors of the 
m-class and the eigenvalues (AA)% are such that [8] 
lim [(XA)~ - lS.st] = Jeme(n) = 0, 
TX-00 
where si = sin(ir)/(2(n + l)), e(n) E 0(nm4); finally, we have 
K;?(A) E 0(n4). 
Now we consider two multi-iterative algorithms, MULl with S = S’f = (I - A/l6)2, and MUL2 
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such that 
MUL2(p) : 
1 .W) = &(&), bl) 
2 d, = A&l) - IJ 
3 dk=pTdn 
4 AI,=pTAp 
5 Solve(Ak yk = dk) 
6 &2) = &l) _ pyb 
where 1 = 3, the pre-smoothing iteration matrix is Si, the post-smoothing iteration matrix is 
S’s = I - i and p, which defines the coarse-grid-correction, is the classic prolongation. 
Table 28shows the behaviour of 10 steps of MULl and MUL2. 
Table 2. 
Dimension = 1001 
MULI MuL2 
Iter= 1 
Iter= 2 
Iter= 3 
Iter= 4 
Iter= 5 
Iter= 6 
Iter= 7 
Iter= 8 
Iter= 9 
Iter= 10 
ElIlaX= 
ElllCiX- 
EUlaX= 
ElIlaX= 
EUlaX= 
El&X= 
ElIlaX= 
ElllaX= 
ElIlaX= 
EmaX= 
5.3132 
I. 7805 
0.70740 
0.30539 
0.13897 
0.65666E-01 
0.31914E-01 
0.15855E-01 
0.80171E-02 
0.41176E-02 
5.9596 
1.0816 
0.24816 
0.71291E-01 
0.21184E-01 
0.70083E-02 
0.23396E-02 
0.78395E-03 
0.26495E-03 
0.9038OE-04 
We point out that a step of MULl performs the same number of operations as a step of MUL2; 
in fact, the iteration matrices Si = I - A/16, S2 = I - A/8 have the same structure and thus 
the same computational properties. On the other hand, their speeds of convergence are different; 
in MULl, the convergence rate is near 0.5 and in MUL2 the associated convergence rate is 0.35: 
remark that these values are very close to the maxima of functions y(z) defined in the previous 
sections and related to the multigrid methods for r matrices. This different behaviour is due to 
the dissimilar composition of MULl and MUL2 
MULl(p) = (I - pAi’ pTA) St, MUL2(p) = S2(l - pAk1 pTA) &. 
5’: reduces the error in the subspace A generated by vi such that i 2 k, I -pAL1pTA reduces the 
error especially in the complementary subspace B; finally the spectral radius of MULl is reached 
for the eigenvalues of MULl related to the eigenvectors belonging to the linear space C generated 
by the set {vi} with i near to k. The first part of MUL2 is the matrix (I - pA,‘pTA)& which 
has the same spectral behaviour as MULl; consequently, it leaves the error in C. Ss is a slow 
iteration matrix; in fact p(S21~) M ~(&\a) = 1 - 0( l/n2) but it has very small eigenvalues in 
the intermediate space C. Finally it is the good complementarity of these three iteration matrices 
that makes fast the multi-iterative algorithm MUL2. 
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8.3. The Problems & ZL = f 
Let A9 be the matrices arising from the discretization of the problems &u = f with finite 
differences schemes; Aq E Tn(q, 0) and its significant entries are a,, . . . , aa, . . . , ap, where 
ai = 2q ( > q+i ’ i = 0,. . . , q. 
The associated eigenvalues function is 
U(X) = (2 - 2cosz)P. 
Since a(0) = 0 with order 2q, following Theorem 7.1, we take the prolongation whose function is 
p(z) = (2 + 2cosZ)D, 
where ,C? = [q/21. S o we reach a convergence speed constant with regard to n without increse in 
bandwidth in the reduced problems. 
Analyzing the function r(z) that describes well the eigenvalues of MUL(p), we point out that 
y(s) has maximum for z = zq belonging to (0, r): the error can be concentrated in the subspace 
generated by the frequencies v,? where j is close to 
j, = i”q’;+“1. 
For low values of q (q = 1,2), jq is near n/2; thus, by using the post-smoother S = I - 2$-, 
which reduces the error in the middle frequencies, the multi-iterative method becomes very fast,. 
Another strategy is possible: we use, alternately, MUL(p) with p(z) = g(z) and MUL(p) with 
p(x) = pz,(z), In this way, the coarse-grid-correction with p(z) = p!(x) strongly reduces the 
error in the spaces generated by ~2’ where i is a constant with respect to n; the pre-smoother 
S = I - & and the post-smoother S = I - 2& reduce the error in high and middle frequency. 
Finally the coarse-grid-correction with p(x) = p,<, ( ) x e iminates the error in the space generated 1 
by ~2’ where j is close to j,. 
8.4. A Pentadiagonal Example 
The following example shows that the techniques discussed in the previous sections are general 
and are not tied to differential problems (where the classical multigrid method was originally 
imaged). Let A E T*(2); 
A =T,[3,2,1,0,...,0]. 
The associated eigenvalues function is 
a(x) = 3 + 4cosx + 2~0~22; 
a(z) can be rewritten as (1 + 2~0s~)~ and so A E T,(2,4~/3); moreover, the order of a(4n/3) 
is 2 and, consequently, d = 1. The prolongation operator chosen has function (1 - 2cosx) and 
its associated matrix is 
-1 
1 
-1 
-1 
1 
nxn 
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It is obvious that A does not have a differential meaning and it is impossible to see p as an 
“interpolator.” 
Choosing Sr = I - & = I - $ as a pre-smoother and Sr = I - 28 as a post-smoother, the 
iteration MUL(p) needs a number of steps independent of n (although p(Sr) = 1 -O(s), p(Sz) = 
1 - O(-$) and all classic iterations have a similar behaviour). In fact 
p(MULl(p)) M 0.79, p(MUL2(p)) x 0.69. 
Analyzing the function y(z) for MULl(p) and MUL2(p), we obtain a precious information: the 
spectral radii, i.e., 0.79 and 0.69, are reached in the subspace of frequencies such that a(z) = 1. 
Now we consider as a post-smoother, Ss = I - A which eliminates the error in such a subspace. 
Unfortunately p(S3) = 8 and, therefore, 
p(MUL3(p)) w 1.8, 
where MULS(p) = E&(1- pAilpTA)S1. 
Analyzing the function y(z) of MULS(p), we find out the space where MUL3(p) reaches its 
spectral radius: it is, approximately, the space of frequencies such that a(z) = 5. Taking SJ = 
I - $ (which is another divergent iteration) we define 
MUL4(p) = MULS(p) . &, MUL5(p) = MUL3(p) . S4”, 
Thus, MUL$(p) has two steps of pre-smoothing, namely 5’4 and Sr, and MUL5(p) has three steps 
of pre-smoothing: Sd, S4 and Sr. Their spectral radii are: 
p(MUL4(p)) M 0.57, p(MUL5(p)) M 0.48. 
8.5. The Poisson Problem Au = f 
Given the classic problem Au = f on the unit square with homogeneous boundary conditions 
on the derivatives of lower order, the discretizating operator, by using finite differences on a 
regular grid, is represented by the matrix 
- B -I 
-I B ‘.. 
c= . . . . . . . . . 
7 
. . . . 
. . -I 
-I B -nxn 
where B is an m x m Toeplitz matrix: 
B=T,[4,-1,O ,..., 01. 
C E ~~,~(2) and its function is 
c(z,g) = 4 - 2cosz - 2cosy. 
We observe that c(O,O) = 0 and, in a neighborhood of (O,O), c(z, y) = z2 + y2. Consequently, 
the optimal prolongation operator is generated by the function 
p(z) =po(x)p,(y) = (2 - 2cosz)(2 + 2cosy). 
Let us consider now three different multi-iterative methods, namely, MULl(p), MUL%(p), MULS(p): 
in all the three methods, we use p = P, @ PO . Hk,, where m = k = n; in the first, we use 
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as post-smoother and pre-smoother; in the second the post-smoother is 
S, = I - 5 that converges well in the middle frequencies. In the third method we use two steps 
of post-smoothing: first S2 and then Ss = I - g; thus, MULS(p) = SaMUL2(p). It is interesting 
to remark that S’s is a non-convergent iteration: indeed p(Ss) x 3. Moreover, Ss has eigenvalues 
close to zero in the middle-low frequencies where MUL2(p) leaves the error, while Ss diverges in 
the subspace where the pre-smoother Si is highly contractive. Therefore, the spectral radii of 
these methods are: 
p(MULl(p)) x 0.54, p(MUL2(p)) M 0.38, p(MULS(p)) M 0.26. 
9. AN OPEN PROBLEM 
The theorems and the lemmas of the previous sections (namely Sections 5 and 6), showing the 
convergence of multigrid iteration on elements and blocks matrices, are proved when the matrix 
of the problem belongs to 7, or Q,~. Moreover, it is well-known [7,8] that VA E T,(b), 3A, E 
am and VA E T&(b), 3A, E Tk,m(b) and A and A, have, asymptotically, the same spectra. 
Using this consideration as a heuristic procedure, we have applied these multi-iterative methods 
to T,(b) and Tk,m@) matrices: spectral radii of these methods are in practice equal to the 
maxima of r(z) or y(z, y) as shown in the last section and in [l]. Now the open question 
is whether MUL@, A) and MUL(p,A,) have asymptotically the same spectra or at least the 
same spectral radii. Unfortunately this issue, which completes the theory of A.A.M. method for 
Toeplitz matrices is, for the time being, a conjecture. 
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