Chaotic Ant Swarm (CAS) is an optimization algorithm based on swarm intelligence theory, which has been applied to find the global optimum solution in search space. However, it often loses its effectiveness and advantages when applied to large and complex problems, e.g. those with high dimensions. To resolve the problems of high computational complexity and low solution accuracy existing in CAS, we propose a Disturbance Chaotic Ant Swarm (DCAS) algorithm to significantly improve the performance of the original algorithm. The aim of this paper is achieved by three strategies which include modifying the method of updating ant's best position, neighbor selection method and establishing a self-adaptive disturbance strategy. The global convergence of the DCAS algorithm is proved in this paper. Extensive computational simulations and comparisons are carried out to validate the performance of the DCAS on two sets of benchmark functions with up to 1000 dimensions. The results show clearly that DCAS substantially enhances the performance of the CAS paradigm in terms of computational complexity, global optimality, solution accuracy and algorithm reliability for complex high-dimensional optimization problems.
Introduction
More and more complex real-world problems are widely encountered in engineering, economy, scientific research and other relative areas. How to solve these problems at lower time costs and at less economic costs plays a crucial role in pushing forward the development of science and engineering, thus optimization has become an active but challenging field. Since traditional optimization methods [Echer & Kupferschmid, 1988; Momoh et al., 1999] often fail to solve such problems in acceptable time and satisfactory precision, better optimization algorithms are always needed [Li et al., 2009b] .
In recent years, many researchers focus on developing rapidly converging optimization algorithms based on animal actions such as foraging routines, flying. These heuristic optimization techniques are fast growing tools that can overcome most of the limitations found in traditional method. Dorigo [1992] firstly introduced Ant Colony Optimization (ACO) inspired by the behavior of ant colony. In ACO system, each artificial ant moves from one node to another on a graph to construct one feasible solution according to the heuristic information as well as pheromone, and heuristic information is accumulated on the edges. Due to this positive feedback process, all ants choose the shorter path. Therefore, good solutions are the emergent property of the ants' cooperative interaction [Dorigo & Gambardella, 1997; Dorigo et al., 1999] . ACO has been widely applied to solving various combinatorial optimization problems such as traveling salesman problems [Dorigo & Gambardella, 1997] , quadratic assignment problems [Maniezzo & Colorni, 1999] , scheduling problems [Colorni et al., 1994; Chen & Zhang, 2009; Zhan et al., 2010] , etc. Although ACO has very good searching capability in combinatorial optimization problems, it could not be directly applied to the continuous variable optimization problems. Hence, there are some studies on the improvement of ACO for continuous spaces [Bilchev & Parmee, 1995; Wodrich & Bilchev, 1997; Mathur et al., 2000; Dreo & Siarry, 2002; Ho et al., 2005] . Particle Swarm Optimization (PSO) is also a heuristic optimization approach, first published by Kennedy and Eberhart in 1995. PSO implements the search of the best solution by simulating the motion of a flock of birds or insects. The birds or insects are called as "particles". Each particle adjusts its velocity and position in the search space toward its own previous best position p best and the previous best position g best attained by the whole swarm . Ever since the concept of PSO was first proposed by Kennedy and Eberhart, there have been an increasing number of researchers and scientists studying the performance of PSO, and improving its performance during last years. Much effort has been devoted to obtaining a better understanding of the convergence properties of PSO [Shi & Eberhart, 1998a , 1998b Clerc & Kennedy, 2002; Naka et al., 2003; Poli, 2008] . Li et al. [2006] presented a very promising heuristic optimization paradigm called Chaotic Ant Swarm (CAS), which is inspired by the behaviors of ants in nature and based on chaos theory. CAS describes the adaptation of the chaotic behavior of individual ant and the intelligent organization actions of ant colony to the solution of optimization problems. Each ant performs a chaotic exploration of its hunting positions and interacts with its neighbors. These ants search chaotically until they have been organized via pheromone trails (or visual landmarks), and then move to the position which is the most successful one among the previously met hunting positions. The CAS algorithm has recently received much interest and has been applied successfully to solve some real-world problems such as parameter estimation of the dynamical system , fuzzy system identification [Li et al., 2009a] , function optimization [Li et al., 2009b] , economic dispatch [Cai et al., 2007; Cai et al., 2010] and data clustering [Wan et al., 2010] .
However, like PSO, CAS has shown excellent search abilities when applied to some lowdimensional optimization problems, while it suffers from the "curse of dimensionality", which implies that its performance deteriorates quickly as the dimensionality of search space increases [Tang et al., 2007] . Hence, when CAS is used to solve highdimensional optimization problems, it is characterized by the high computational complexity and low optimal performance. These problems had been discovered via numerous simulations in [Li, 2006] . So in this paper, we concentrate on improving the performance of CAS to overcome high computational complexity and low precision in solving highdimensional optimization problems. To this end, a Disturbance Chaotic Ant Swarm (DCAS) is formulated by developing three strategies. Firstly, to decrease the computational complexity, a greedy rule of updating ant's best position is devised according to the social individual cognition rule to its environment. Then, to reduce runtime and to accelerate the search process, the neighbor selection method in CAS is modified. Finally, an adaptive disturbance strategy has been designed to ensure that this algorithm can adjust self-adaptively the size of the disturbance space so as to enhance search efficiency during the global search process. Simulation experimental results show that this algorithm can achieve better search successful rate and better quality solution without affecting the convergence rate, especially for high-dimensional complex function optimization problems.
The rest of the paper is organized as follows. Section 2 presents the chaotic ant swarm. Section 3 describes the version of the DCAS algorithm in detail. Section 4 presents and discusses experimental results. Finally, the conclusion is given in Sec. 5.
Chaotic Ant Swarm Algorithm
Chaotic Ant Swarm (CAS) algorithm is a global optimization method based on swarm intelligence, Disturbance Chaotic Ant Swarm 2599 which draws on the chaotic behavior of individual ant and a strong ability for self-organization of ant colony. In the following, we illustrate the effectiveness and feasibility of the chaotic ant swarm algorithm based on some biological observations and investigations on the chaotic and self-organizing behaviors of ants.
Chaos and self-organization in ant societies
Ants have captured the attention of many scientists because ant society is a particular class of social organization, and social ants have self-organization and information communication behaviors. As a result, these insects can achieve the high degree of societal organization in spite of very limited individual capabilities. The phenomenon where the group ability is greater than the sum of each individual acting alone can be a form of emergent behavior. In the past few years, despite the large amount of experimental and theoretical work on emergent behaviors in a variety of ethological examples [Bonabeau et al., 1996] , only a few studies have been done with chaos. Cole [1991] reported that single ant shows low-dimensional deterministic chaotic activity patterns while an ant colony exhibits periodic behavior. Cole also speculated that, "The existence of chaos in animal behavior can have several important implications. Variation in the temporal component of individual behavior may not be due simply to chance variations in the stochastic world, but to deterministic processes that depend on initial conditions" . Miramontes [1995] showed that, "systems of many interacting elements may exhibit both optimal information processing capabilities and optimal adaptive capacity when poised in a state at the boundary separating chaos from order. Ant societies, composed of interacting chaotic individuals, which can generate regular cycles in the activity of the colony, provide one of the very first examples of this phenomenon". These studies of ant chaos and of their self-organization capacities attempted to explain the problem of how the chaotic behavior of single ant relates to the self-organization and foraging behaviors of the ant colony. From the view of dynamics, there are interactions between the two kinds of behaviors. These interactions help ants to find food and survive, which can be adapted to the solution of optimization problems. So, inspired by the chaotic and self-organization behaviors of ants, Li et al. [2006] proposed a novel mathematical model, called CAS.
Chaotic ant swarm model
The CAS model is developed based on the following ideas. Ants can find the food sources, decide which one of the food sources is better, and then memorize the information of the best food source. Ants have neighbors and are able to exchange information with them. The ant colony undergoes two successive phases during the self-organizing foraging process, which are chaotic phase and organization phase. In the beginning, the search behavior of the single ant is "chaotic", the organization capabilities of the ants are very weak. With the continual change of pheromone or visual landmarks as a form of indirect communication depositing in time and space, the chaotic behavior of the individual decreases gradually. After that, a selforganization phase starts. Due to the influence of the self-organizing capability and the communication with neighbors, the individual ant alters his position and moves to the best one it can find in the search space. In CAS, the searching area of ants corresponds to the problem search space. The algorithm searches for optimum or near-optimum in the search space symbolized as R D , which is the D-dimensional continuous space of real numbers. An ant colony composed of N ants is considered. These ants are located in a search space S and they try to minimize a function f : S → R. Each point s in S is a valid solution to the specific optimization problem. The position of ant i in the ant colony is assigned an algebraic variable symbol s i = (x i1 , x i2 , . . . , x iD ), where i = 1, 2, . . . , N. Naturally, each variable can be of any finite dimension.
In what follows, we describe how chaos is embedded in the CAS algorithm. Solé et al. [1993] reported a one-dimensional chaotic map to describe the activation process as a chaotic phenomenon for an isolated ant x(t + 1) = x(t)e µ(1−x(t)) , where µ is a control parameter. Let x(t) = (1/µ)z(t), we have z(t + 1) = z(t)e (µ−z(t) ) . This system is in chaotic state when µ = 3 . Then, let z(t) = ψx(t), we have the chaotic system x(t + 1) = x(t)e (3−ψx(t)) (ψ is defined in Eq. (2)). For an initialization of the chaotic search, the above transformed chaotic system is introduced into the heuristic Eq. (2) of CAS. Also, the term (p id − x id ) of Eq. (2) is introduced to achieve the information exchange of individuals and the movements to new site taken on the best fitness. The p id is a local optimal position of the dth dimension of ant i, and it is selected based on the fitness theory which is very widely developed in optimization theory such as genetic algorithm, tabu search, and so on. That is to say, the concrete method of calculating p id is not imposed restrictions on general algorithmic model of CAS. In addition, a successive decrement of organization variable y i is introduced into CAS, that is Eq. (1). The organization variable is employed to adjust the individual ant's behavior from chaotic state to self-organization and to perform self-organization foraging process of ant colony. Now a skeleton structure of Eq. (2),
), is formulated. According to the convergence of Eq. (1), we let G(y i (t)) = 1 − e −ay i (t) and H(y i (t)) = e −2ay i (t)+b so that the convergence of Eq. (2) can be controlled (a, b are described in the following). Meanwhile, the term (7.5/ψ d )v i in Eq. (2) is employed to adjust the search region so that the elements of the optima can be located in all the ranges of real-numbered space. More details about the formation of CAS are given in . Thus, CAS can be described as:
where t is the current iteration, and (t − 1) is the previous iteration. In Eq. (1), y i (t) is the ith ant's organization variable of the current iteration, y i (0) = 0.999; r i is termed as the organization factor of ant i, which affects the convergence speed of CAS directly. If r i is very large, the time of "chaotic" search is short, then the system converges quickly and the desired optima or near-optima cannot be achieved. In contrast, if r i is very small and the time of "chaotic" search is large, then the system converges slowly and the runtime will be longer. Hence, the format of r i can be designed according to concrete problems and runtime. Since small changes are desired as time evolves, the value of r i is chosen typically 0 ≤ r i ≤ 0.5, such as r i = 0.01 + 0.2r and (1).
In Eq. (2), x id (t) is the current state of the dth dimension of ant i, and it is a real number, (1); p id (t − 1) is the best position found by the ith ant and its neighbors within (t − 1) steps ; v id (0 < v id < 1) determines the coordinate transformation of search region of the dth dimension of ant i. If v i = 1/2, it means the chaotic attractor of ant i moves a half to the negative orientation. Hence, the values v i should be suitably selected according to the concrete optimization problems; a is a sufficiently large positive constant which is used to enlarge the effect of y i (t) which can be selected as a = 200; b is a constant in the .
Equations (1) and (2) describe the search process of CAS. The organization variable y i (t) controls the chaotic process of ant moving, its influence on the ant's behavior is very weak at initial stage. As time evolves, the influence of y i (t) becomes stronger. The system finally stabilizes the state of the chaotic system to the optima or near-optima via the influences of y i (t) and p id (t − 1). Each ant exchanges information with other ants, then compares and memorizes the information in the search process.
Based on above, the principle of CAS is different from that of ACO even if CAS and ACO are both inspired by ant behaviors. The CAS algorithm is developed based on chaotic search strategy and self-organization of ant colony. Further, the chaos-based search strategies have been used to obtain good capabilities in escaping from local optima, whereas the ACO algorithm mimics how ants can find the shortest paths between food sources and their nests based on probability theory.
More importantly, the ACO algorithm does not take into account the chaotic behaviors of single ants.
Descriptions of DCAS
When using population-based optimization algorithm to solve complex problems, two of the most crucial factors significantly affect the capability of algorithms: (1) communication structures, and (2) information inheriting and diffusing mechanisms. The two factors could influence the cooperation of the population and the self-adaption of the individual, and further affect the performance of the algorithms. According to the above two factors, we study this swarm system to improve the solution accuracy and to reduce the computational complexity of CAS in this section. In the following, we present three strategies of DCAS -update method of ant's best position, neighbor selection method and adaptive disturbance. Then, the algorithm procedure and convergence analysis of DCAS are given.
Update method of ant's best position
In CAS, p id (t) is defined as the ith ant's best position at the tth step among its own position at step (t − 1), the best position of its neighbors at step (t − 1), and the best position of them within (t − 1) steps. If, however, we consider the update method of ant's best position from a sociological point of view, we can obtain a simply greedy rule. From the sociological point of view, the different individuals in society have a part in informationsharing social cognition, while each individual always takes into account its own interests so that each ant of the colony will use other ants' information as much as possible. On the other hand, since the cognitive ability of individual to society is limited, each ant can only access or use a certain number of other ants' information (or within a certain region). Besides, we take into account the universality of natural selection in nature. Thus, a selfish individual does not give up its best position unless it has found another better position than its own.
Based on the motivations above, a simplified update method of each ant's position will be got: the ith ant's best position p id (t) of the tth step is the best position among p id (t − 1) of the (t − 1)th step, its position x id (t) and the best position of its neighbors x kd (t) (ant k is the neighbor of ant i) of the tth step.
In the following, we will give an example to explain how the ants communicate with their neighbors and update their best positions. For example, we consider a population of N ants, N = 10, at t iterative step, the neighbors of ant i are ants l, k, j. x id (t), x ld (t), x jd (t), x kd (t) are the current positions of ants i, l, j, k, respectively. p id (t − 1) is the best position of ant i at (t − 1) step. Ants l, j, k communicate with ant i and convey the information x ld (t), x jd (t), x kd (t) to ant i. Ant i compares fitness values of these positions p id (t − 1), x ld (t), x jd (t), x kd (t) with that of itself, and select the position taken on the best fitness. Let p id (t) be equal to the best position which is found by ant i, and ant i has the best fitness value at current step t, that is
Under the same conditions, the corresponding best position of CAS defined in can be put as
where p ld (t − 1), p jd (t − 1), p kd (t − 1) are the best positions of ants l, j, k, respectively within (t − 1) steps.
In order to more clearly explain our proposed method in DCAS and to illustrate the difference from the original method in CAS, we give the pseudo-code of two methods in Figs Input all ant's current position; 3:
Input the best positions of all ants' neighbors within (t − 1) steps; 4:
For i = 1 to the swarm size do 5:
The ith ant receives the best positions of its neighbors within (t − 1) steps p has the following contributions: (1) reducing the communication between the ants; (2) decreasing the computational complexity and space complexity.
As previously mentioned, after the "chaotic" search, y i (t) is approximately equal to zero, and the convergence of Eq. (2) will be mainly determined by
In this condition, when 0 ≤ b ≤ 2/3, the state x id (t) of Eq. (2) will converge to p id (t).
Consequently, compared to the update method of ant's best position of CAS in , this approach not only reduces the computational cost, but also ensures that each ant keeps track of the best move direction of every dimension in the ant swarm.
Neighbor selection
Neighbor definition and selection is a key part of chaotic ant swarm. Neighbor is defined as a finite number of ants which are closer to one ant in the search space, namely, there is one or more ants in an ant's neighborhood. Here are three different methods of neighbor selection in most cases. Disturbance Chaotic Ant Swarm 2603 decision space. This method was used by CAS Li, 2006] . This is a kind of dynamic neighbor which changes as time evolves. Suppose (θ i1 , θ i2 , . . . , θ iD ) and (θ j1 , θ j2 , . . . , θ jD ) are the ith and jth ants' positions respectively, then the distance between both ants is as follows:
where i = j, i, j = 1, 2, . . . , D. Based on the changeability of the number of neighbors, two ways of neighbor selection were defined in . The first way is the nearest fixed number of neighbors, the nearest number of ants are defined as the neighbors of ant i. The second way for the number of neighbor selection is to consider the situation in which the number of neighbors increases with iterative steps. That is to say, the number of nearest neighbors is dynamically changed as time evolves or iterative step increases. This is due to the influence of self-organization behaviors of ants. The impact of organization will become stronger than before and the neighbors of the ant will increase. For example, we define the number p of single ant increases for every T iterative steps. Given an initial number p = 1 of neighbors at step t, let the number of neighbors increase by 1 every T = 10 iterative steps. It seems that both perform well in . As for their complexity, the first method is fixed, and is given in the following, while the second is changeable in terms of concrete setting. Hence, we employ the former in this paper.
Method 2. Neighbors of ant i are the nearest num (≤ N ) of ants at the same move direction according to Euclidean distance in decision space. For selecting the nearest number of ants from N ants, the above two approaches take O((num+1)N ) runs, of which calculating the distance between ant i and other ants requires O(N ) suboperation. Because the neighbors of each ant will have to be found by Euclidean distance during the search process of CAS, search time of CAS is so long that it is inefficient. (1) is only a bounded number. Therefore, we choose method 3 to reduce the computational requirement.
Adaptive disturbance
CAS has powerful global search ability to find exact or approximate solutions for optimization or search problems. However, its exploitation ability of local search is weak, and its solution precision is lower.
When an ant moves in the search space, it could only move following its best position (local best position) since no global best position is defined in CAS. Every ant can search new positions in phase space as time evolves, but, perhaps, this new position is of no avail for search process because it is far from the optimal value. And then, in order to improve the searching capability, ants should be endued with more talent to free themselves from the original trajectories to explore more potential search space in terms of chaos control, so we let ants cast their eyes on solutions not belonging to their neighbors. More importantly, chaos has an crucial property that it must be sensitive to initial conditions, an arbitrarily small disturbance of the current trajectory may lead to significantly different future behavior of ant moving. Hence, these ideas have led to the proposed adaptive disturbance strategy.
On the other hand, we can analyze the reasons why disturbance is required from the whole search process. At the previous phase of CAS, the difference between the current optimal solution and the global optimal solution is wide, meanwhile organizational capacity of organization variable is very weak, as a result, randomness of x id is larger and p id has a larger neighborhood. Naturally, using neighborhood disturbance to find a better solution is required. Then at the latter phase in the search process, CAS has been searched at or near the region that contains the global optimum, in other words, the global optimum must be in a smaller neighborhood of p id . Obviously, neighborhood disturbance is also required to find the optimal solution. Consequently, an appropriate neighborhood disturbance method will increase efficiency and accuracy of the global optimal solution.
Based on the analysis above, each ant's best position p id is a curial component in CAS, because each individual adjusts its trajectory toward the successes of neighbors, the swarm converges or clusters in optimal regions of the search space eventually. Therefore, we design an adaptive disturbance strategy to enhance the optimization capability of CAS. That is, every ant could construct a neighborhood of its best position p id by a neighborhood function (as depicted in the following). We give an Fig. 3 for understanding the mechanism visually. In Fig. 3 , we assume that the search space is a plane cut by the range of two variables. All candidate solutions are distributed in the plane. The ith ant constructs its neighborhood by a neighborhood function given in Eq. (4).
where p id is the best position at current step, p id is a value in the neighborhood of p id , ε is the corrected value of p id , and it is as random value within the range (−δ d , δ d ), δ d is determined by the current iteration iter, the current ant's best position p id at tth step and the mean value of all ants' best position p id , δ d can be expressed as:
where α is a given constant less than 1, usually let α be 0.1, 0.01, 0.001, 0.0001 and so on. The neighborhood function makes ants in DCAS select the new best position independently and dynamically, and then conduct a local search around themselves.
Although adaptive mutation in evolutionary algorithms (EAs) and adaptive disturbance in DCAS look similar, they are quite distinct. The aim of adaptive mutation of EAs is to enhance the diversity of the population [Thierens, 2002] . However, adaptive disturbance strategy has three functions in DCAS: (1) The disturbance could adjust the size of neighborhood self-adaptively. The range of ε could be large at early iterations when the difference of p id of ant i withp id of its neighbors is relatively large. Then, along with the ants gradually converging to the global optimal solution or near optimum, that difference reduces and leads to a relatively smaller range of ε; (2) The disturbance rule could give ants the power to make a wise jump, and it could help explore the search space in a local competition neighborhood and enhance the diversity of the swarm; (3) The adaptive disturbance strategy could generate a directed next move for ant colony. So DCAS could have greater potential to search for global optimum in the search space.
As previously mentioned, it is necessary to execute adaptive disturbance strategy in the whole search process of CAS, but the DCAS does not adopt this strategy at each iterative step because of computational cost. Therefore, our algorithm does not impose any limitation on the start condition for self-adaptive disturbance. Generally speaking, we can give k disturbances every J iterative steps of our proposed algorithm. That is, if mod(t, J) = 0, self-adaptive disturbance is started, where t denotes the number of current fitness evaluations in DCAS, k is the maximum times of disturbance in DCAS. The values k, J should be suitably selected according to the concrete optimization problems. If the search space of problem is large, the value k should usually be large. The reason is, the search space is larger, so p id has a larger neighborhood. In this paper, we set k = 2, J = 2 in all experiments.
Algorithm description
According to the above, the proposed DCAS algorithm is conducted in this section.
Algorithm: disturbance chaotic ant swarm Input: an unconstrained optimization problem Output: an optimal solution Begin (i) Configure population size N , parameters ψ d , a, b, r i , and initialize all ants' position x i in a given interval; (ii) While (the number of fitness evaluations < the maximum number of fitness evaluations) do (a) Calculate each ant's position x id (t) in terms of Eqs. (1) and (2); (b) Calculate the best position of each ant's neighbors by using the third method of neighbor selection. Ant i compares fitness values of the best position of last step p id (t − 1), the best position of its neighbors x kd (t) (ant k is the neighbor of ant i) with those of its position x id (t), and get the best position p id (t) for the next step;// call update method of ant's best position (c) If (the start condition for self-adaptive disturbance is satisfied) i. Set initial value of disturbance Z id = p id , and set the best position of disturbance Z best id = Z id ; ii. While (times of disturbance < maximum times of disturbance) do A. Calculate a neighborhood solution Z id by using Eqs. (4) and (5)
Convergence analysis
As previously mentioned in Sec. 2, the ants often exchange information through some direct or indirect ways of communication, the organization between them becomes gradually stronger as time evolves, and finally all ants walk toward the best position. Important memory unit p id remembers the search process by the greedy rule. The DCAS algorithm employs neighborhood disturbance to create ant best position diversity. Under the influence of the above mechanism, the DCAS algorithm converges to the global optimal solution. Solis et al. Solis & Wets [1981] proposed a sufficient condition for convergence to the global optimal solution with probability 1 for random search algorithms, whose main conclusions are restated as follows:
where F is an iterative function to generate a new individual of the algorithm. U is a feasible region of the variable. (1 − µ t (A)) = 0 where θ(A) denotes measure degree of A, µ t (A) denotes the probability of some elements of A, which is obtained by sampling strategy. Lemma 1. Suppose f is measurable function, U ⊆ R n is a measurable set, (H1) and (H2) are satisfied, let {x(t)} ∞ t=0 be a sequence generated by the algorithm. Then
where P (x t ∈ R ε ) is the probability of generating solution x t ∈ R ε at the tth iterative step, R ε is the set of global optimal point. Proof. Induced by Lemma 1, we only prove that DCAS algorithm satisfies (H1) and (H2).
(1) As previously mentioned in Sec. 3.1, the iterative function of our proposed algorithm F can be summed up as:
where t is the iterative step, x j (t) is the best position of ant i and its neighbors, and {p i (t)} ∞ t=0 denotes a sequence of solutions of DCAS. We can see that the above equation satisfies (H1). (2) As previously mentioned in Sec. 2, CAS has two search processes. After the "chaotic" search, y i (t) is approximately equal to zero, and the convergence of Eq. (2) will be mainly determined by
Then, the self-organizing process determines the convergence of DCAS in the end. Equation (6) is a first-order linear difference equation. Since each dimension is independent of each other, our analysis can be simplified to the one-dimensional problem, then Eq. (6) is as follows:
The balancing point of Eq. (7) is determined by x = x + e b (p − x), and then, the balancing point x * = p, so that: when t → ∞, x(t) → p(t), Eq. (6) is stable.
For the sequence {p(t)} ∞ t=0 , ∀ r > 0, let C(x * , r) = {x ∈ U | |f (x) − f (x * )| < r} be the neighborhood of the global optimal point x * , assume that p t = {F (t) ∩ C(x * , r) = ø}, which denotes the sequence runs into the C(x * , r) at the tth iterative step.
Let {ε t }, t = 0, 1, 2, 3, . . . denote states where the sequence p t runs into C(x * , r), when p t has run into C(x * , r), take its value as 1, for the opposite, take 0.
Let
For the mathematical expectation and variance:
Using Chebychev inequality, we get
Obviously, the above equation is consistent with the conclusion of (H2). Moreover, according to the definition of neighborhood, lim t→∞ δ = 0 i.e. neighborhood disturbance strategy does not affect convergence.
Based on the analysis above, Theorem 1 satisfies (H1) and (H2), that is to say, the DCAS algorithm converges to the global optimal solution with probability 1.
Experimental Studies
In this section, we have chosen the well-studied domain of function optimization as the test bed for our new DCAS so as to facilitate comparisons with other work. In order to describe the whole process clearly, some experimental environment settings will be given in Sec. 4.1. Section 4.2 will give the analysis of adaptive disturbance constant α to indicate the relation between disturbance constant α and the optimization results. Section 4.3 will analyze and examine the nonlinear dynamical search process of the DCAS algorithm as a whole. Finally, we will present experimental results in detail in Sec. 4.4, which are intended to show how the proposed DCAS can improve the performance of CAS by using two types of test functions.
Experimental environment settings
To validate the proposed DCAS techniques and to compare the DCAS with existing other algorithms, experiments were conducted on both classic benchmark functions [Yao et al., 1999; Yang et al., 2008a] and the new suite of test functions provided by CEC 2008 special session [Tang et al., 2007] on large scale global optimization (a more detailed description of each function is given in Appendix A); the former are widely known for testing the performance of different heuristic optimization algorithms such as evolutionary programming, genetic algorithms, and particle swarm optimization; the latter were generated based on and [Yao et al., 1999] for high-dimensional optimization to examine different kinds of nature-inspired optimization algorithms where many of them suffer from the "curse of dimensionality". Hence, these two suites of benchmark functions are ideal for experimental evaluation of the DCAS algorithm. In order to make the comparisons as fair as possible, the same number of fitness evaluations (FEs) will be used for all algorithms as the stopping criterion.
For all experiments, we set the common parameters according to two models, CAS and DCAS. a is a sufficiently large positive constant and can be set to a = 200; b (0 ≤ b ≤ 2/3) is a constant, and it is set to 0.2; y(0) is set to 0.999 so that the organization variable y i (t) can control the chaotic process of ant walking. In order to denote that each ant has different r i , we set r i = 0.01 + 0.001r and (1); v i = 0.5, it means the chaotic attractor of ant i moves half way to the negative orientation. Other parameters are in accordance with those of Eqs. (1) and (2). In addition, the number of neighbors in DCAS is set to 10, DCAS' disturbance constant α can be set to 10 −20 as per the analysis in Sec. 4.2.
Analysis of adaptive disturbance constant α
In order to investigate the influence of the disturbance constant α on optimization effects, we conduct experiments with 13 benchmark functions f 1 − f 13 in [Yao et al., 1999] Tables 1 and 2 show the mean experimental results of DCAS on 13 functions with dimension D = 10, 20, 30. α = 1e−6 denotes that the disturbance constant α is set to 1×10 −6 , and α = 0 means that the DCAS algorithm runs without the adaptive disturbance strategy. From the data in Tables 1 and 2 , we can see clearly that the accuracy of mean values of almost all functions has been improved except for f 5 , f 8 , especially, the results of f 6 , f 9 , f 11 are always optimal values. When dimension D = 10, the accuracy of mean values of the six functions f 1 , f 2 , f 3 , f 4 , f 10 , f 12 , f 13 can be increased about 10 14 times, 10 5 times, 10 11 times, 10 5 times, 10 4 times, 10 3 times, 10 2 times from α = 0 to α = 1e−20, respectively; when dimension D = 20, their accuracy can be improved about 10 13 times, 10 9 times, 10 20 times, 10 8 times, 10 11 times, 10 2 times, 10 3 times from α = 0 to α = 1e−20, respectively; when dimension D = 30, their accuracy can also be improved significantly, especially that of functions f 1 , f 3 is increased 10 22 times, 10 23 times from α = 0 to α = 1e−20, respectively, whereas the mean fitness values of almost all functions have been increased from α = 1e−20 to α = 1e−50. What causes these results? Considering the mechanism of adaptive disturbance strategy, we can understand that α is a tuning parameter, the smaller α causes the smaller δ, as a result, obtaining the probability of a suitable neighborhood value p id is decreased dramatically. Therefore, we can draw the following conclusions:
When α > 1, the mean fitness values of test functions change little as constant α increases. When 0 < α < 1, a very marked inflexion of the mean fitness value, usually 1e−30 ≤ α ≤ 1e−20, can be found for most test functions.
To sum up, within the allowed range of α, if a suitable α is set, usually 1e−20, the solution accuracy of the proposed DCAS algorithm is better. The relation between the disturbance constant α and mean fitness values also indicates that adaptive disturbance strategy is necessary and effective.
Simulation results of the DCAS algorithm
In order to analyze and examine the nonlinear dynamical search process of the DCAS algorithm as a whole, we present the simulation diagram of Rastrigin function with the DCAS algorithm, Rastrigin function is f 9 (x) in [Yao et al., 1999] . Because of limitation of space, we only give the simulation results with dimension D = 100. The DCAS algorithm runs 200 iterations, and the population size N = 20. All the other parameters are set as those in Sec. 4.1. Figure 4 shows the trajectories of a single ant in searching the optimum x 1 (t), when r i = 0.01 + 0.001r and, where t is the iterative step. Figure 5 shows the time evolution of x 1 (t) in the dynamics of DCAS, and the time evolutions of x 2 (t), . . . , x 100 (t) are similar to that of x 1 (t). Figure 6 shows the corresponding curve of organization variable y i (t). Figure 7 shows the graph of f (x) as time evolves. We plot search values of all the ants in Fig. 7 so as to observe the nonlinear dynamical search process of the ant swarm as a whole. As seen obviously from Fig. 7 , the search process has two phases, chaotic phase and self-organization phase. When the capacity of self-organization is not strong enough, DCAS shows its chaotic characteristic with the influence of the update method of ant's best position. Therefore, sometimes f (x) may be wavy.
From Figs. 4-7, we can see that the trajectories of (x 1 , x 2 , . . . , x 100 ) converge at the real values of the global minimum (0, organization variable y(t) and organization factor r i , indicating that DCAS is an effective optimization algorithm. Compared with Figs. 4-7 with simulation results in , we can see that the new algorithm represents better optimal performance for high-dimensional complex functions, and it not only improves the accuracy of the optimal solution, but also the speeds up convergence. This conclusion means that it is feasible to introduce three strategies into CAS.
Comparison results of DCAS with other algorithms
In this section, we intend to show how the proposed DCAS can improve the performance of CAS. 
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We firstly test DCAS' performance on a set of widely used benchmark functions for numerical optimization in [Yao et al., 1999] . We also chose functions f 1 -f 13 which have been described in Sec. 4.2. Experiments were conducted on 500-dimension and 1000-dimension of these functions, the maximal fitness evaluation numbers (FEs) of them are set to 2.5e+6 and 5.0e+6, respectively. We conducted the experiments for 25 independent runs to eliminate the influence of the initial value on each function. We also set population size N = 20, disturbance constant α = 1e−20.
The average results over 25 independent runs of our experiments are summarized in Table 3 . The best mean values among all algorithms are marked in bold face. The results of other existing algorithms, SaNSDE [Yang et al., 2008c] , DECC-G [Yang et al., 2008a] , were taken from [Yang et al., 2008a] . Self-adaptive NSDE (SaNSDE) combines the advantages of Neighborhood Search Differential Evolution (NSDE) [Yang et al., 2008b] and SaDE [Qin & Suganthan, 2005] together, while DECC-G is SaNSDE with cooperative coevolution. Comprehensive learning PSO (CLPSO) [Liang et al., 2006] is a new variant of particle swarm optimizer. CLPSO offers a comprehensive-learning strategy, which aims at yielding better performance for multimodal functions. The parameters of the variants of PSO are set in accordance with the original settings in the corresponding papers, except that FEs are set the same as DCAS.
From Table 3 , we can see clearly that DCAS performs significantly better than CAS on most benchmark functions, except for f 1 , f 8 , f 11 , f 12 . DCAS' mean performance on f 5 was 9.88e+02 while DECC-G's was 9.87e+02 with 1000-dimension. However, the performance of DCAS on f 11 , f 12 is poor, and it is close to that of CAS on two functions. It is obvious that adaptive disturbance cannot work well on high-dimensional generalized penalized functions because in its directed role it is a failure. Table 3 . Comparison between DCAS, CAS, SaNSDE, and DECC-G on functions f 1 -f 13 in [Yao et al., 1999] with dimension D = 500, 1000. All results have been averaged over 25 runs. For a thorough comparison, the t-test [Yao et al., 1999] has also been carried out with dimension D = 1000. Table 4 presents the t values and the P values on every function of this two-tailed test with a significance level of 0.05 between DCAS and another existing algorithm. We present several rows for a statistical analysis to show an overall comparison in Table 4 . Rows "1 (Better)", "0 (Same)", and "−1 (Worse)" give the number of functions that DCAS performs significantly better than, almost the same as, and significantly worse than the compared algorithm, respectively. Besides, we give an overall comparison between the two algorithms in row "General Merit", which is used to show the difference between the number of 1's and the number of −1's. For example, comparing DCAS and CLPSO, the former significantly outperforms the latter on 12 functions (except for f 1 ), does better than the latter on 1 function (f 1 ), and does worse on 0 function, yielding a "General Merit" figure of merit of 12 − 0 = 12, indicating that DCAS generally outperforms CLPSO. As confirmed in Table 4 , although DCAS performed slightly weaker on some functions, it in general offered much improved performance than other existing approaches.
In order to look at the performance of DCAS clearly, we compare DCAS with CAS on representative benchmark functions f 1 , f 3 , f 4 , f 5 , f 9 , f 10 with dimension D = 500, 1000, and plot their evolutionary processes in Figs. 8 and 9 .
Figures 8 and 9 demonstrate that the performance of CAS deteriorates rapidly as the problem dimension is increased. In contrast, DCAS is not so sensitive to the increase of problem dimensions. The search accuracy of CAS algorithm becomes lower with higher dimensions as well as slower convergence occurs, while DCAS algorithm is subject to few effects of changes in dimension. The search ability of the DCAS algorithm is more efficient than that of CAS algorithm as well as quick convergence to global optimum or near optimum, especially for tackling most of high-dimensional optimization problems.
In order to more clearly, quantitatively analyze the computational cost and stability of two algorithms, DCAS and CAS, we introduce the following evaluation index, mean runtime MRT and mean successful rate R as . These indexes are defined as follows:
(i) Mean runtime MRT: it is the arithmetic average of runtime that the algorithm runs 25 times. (ii) Mean successful rate R as : if an algorithm runs M times, in which M s times are success, the mean success rate
Then, we investigate the stability of the two algorithms, DCAS and CAS, with mean successful rate on four functions f 1 , f 5 , f 9 , f 11 . The two algorithms run 25 times with dimension D = 10, 20, 30. The successful rates of two algorithms are summarized in Table 5 . It can be seen that the mean successful rates of DCAS is larger than those of CAS, especially when dimension D = 30. Hence, DCAS has better stability than CAS.
In order to quantify the significance of these three strategies to DCAS, the performance of DCAS without one out of three strategies is tested respectively. We still discuss this problem on the precision of mean fitness values. The relative experiments are constructed on five out of 13 functions f 1 , f 4 , f 5 , f 7 , f 9 . The results are summarized in Table 6 . "S1", "S2", "S3" in Table 6 stand for the three strategies, the new update method of ant's position, the third neighbor selection method, the adaptive disturbance, respectively. In other words, DCAS-S1 denotes that DCAS uses the original update method of ant's position, instead of the proposed one in this paper, and DCAS-S2 indicates that DCAS uses the original neighbor selection rather than the proposed one, while DCAS-S3 means DCAS is without adaptive disturbance. We observe that there is little difference on mean fitness values of five functions between DCAS-S1 and DCAS-S2, while great differences are seen between DCAS-S3 and DCAS-S1, DCAS-S2. It is clear from Table 6 that DCAS' performance on improving the accurate solution is significantly better than DCAS-S3's. In general, there is overwhelming evidence to support the effectiveness of the adaptive disturbance strategy in DCAS.
The main reason why DCAS performs better is that it adopts a disturbance strategy, which makes DCAS find a "better" position accurately. Without such characteristics, DCAS would not be expected to outperform other algorithms. And then, we consider the impact of the three strategies on the computational cost. Due to same runtime environment and programming language, the computational time is a reliable measure in these experiments. We carry out the experiments on the four benchmark functions f 1 , f 5 , f 9 , f 11 in [Yao et al., 1999] . To reduce the runtime, we let dimension be D = 30, population size be N = 20. All the settings are the same as those mentioned in Sec. 4.1. The mean runtime of CAS and DCAS, DCAS-S1, DCAS-S2, DCAS-S3 is given in Table 7 .
From Table 7 , the results that are presented in the "DCAS-S1, DCAS-S2" columns are smaller than those in "CAS" column, and they are dramatically reduced in "DCAS-S3" column, whereas they are increased in "DCAS" column. These changes show the runtime of DCAS with the first two strategies being reduced dramatically, but the third strategy, adaptive disturbance, requires an addition Disturbance Chaotic Ant Swarm 2615 to the computational cost. As a whole, our algorithm can reduce time consumption around half of CAS.
To evaluate the proposed DCAS algorithm further, the second set of benchmark functions, which was provided by CEC 2008 special session on large scale global optimization (for more details, please see Appendix A), are used in this section. It includes seven scalable functions, where the first two are unimodal problems and the other five are multimodal problems. Functions F 2 , F 3 , F 5 , F 7 are nonseparable, while other functions are separable. Their detailed descriptions can be found in [Tang et al., 2007] .
Experiments are conducted on 100-dimension, 500-dimension and 1000-dimension of the seven functions, their maximal fitness evaluation numbers (FEs) are set to 5e+5, 2.5e+6 and 5.0+6, respectively. The population size N is set to 50, the number of neighbors in DCAS is set to 20. The adaptive disturbance is set to α = 1e−20. We also conducted the experiments for 25 independent runs, and the functions error value, i.e. the difference between current fitness value and optimum, is used to compare the algorithms' performance [Tang et al., 2007] . The best error values and mean error values of 25 independent runs are given in Table 8 . To compare with other approaches clearly, we restate the mean results comparison on 1000-dimension problems in Table 9 , which were taken from comparisons among the accepted entries on CEC 2008 [Tang, 2008] . All the algorithms in Table 9 were designed for the purpose of solving the large scale global optimization. The ranks of DCAS in the ten algorithms are given for every function by mean results as well as evaluation criterion of Table 9 . Mean results comparison on 1000-dimension problems [Tang, 2008] . CEC 2008, and they are added to the last row in Table 9 .
To give a more sophisticated test evaluation, we compare DCAS with the top six algorithms of CEC 2008 by carrying out t-test. And the six approaches are listed in order. All results are summarized in Table 10 . The rows "1 (Better)", "0 (Same)", "−1 (Worse)" are in accordance with those of Table 4 , and here the figure of row "General merit" is the number of algorithms which are inferior to DCAS.
(1) Multiple trajectory search (MTS) [Tseng & Chen, 2008] ; (2) A univariate estimation of distribution algorithm with an effective sampling strategy under mixed Gaussian and Lévy probability Distribution (LSEDA-gl) [Wang & Li, 2008] ; (3) Self-adaptive differential evolution (DE) with population size reduction (jDEdynNP-F) ; (4) Multilevel cooperative coevolution (MLCC) [Yang et al., 2008d] ; (5) Efficient population utilization strategy for PSO (EPUS-PSO) [Hsieh et al., 2008] ; (6) Differential Evolution (DE) with self-adaptation and cooperative coevolution (DEwSacc) .
From the results in Table 8 , we can see that DCAS performs similarly on the same function with different dimensions, while different performances Table 10 . Comparisons between DCAS and the top six algorithms of CEC 2008 using t-test on F 1 -F 7 with dimension D = 1000. The bold-marked value of t with 24 degrees of freedom is significant at α = 0.05 by two-tailed test. can be observed on different functions. The proposed DCAS algorithm performs quite well for five out of seven test functions F 1 , F 4 , F 5 , F 6 , F 7 . However, DCAS fails to get close enough to the optima of two nonseparable functions F 2 , F 3 . Let us consider all the results in Tables 8-10 together, DCAS achieves better results on all five multimodal functions, especially, it performs quite well for four test functions, F 3 , F 4 , F 6 , F 7 , whose results are ranked the top two, which include two nonseparable functions F 3 , F 6 . For the unimodal problems F 1 , F 2 , they cannot achieve results as good as the other algorithms because DCAS has a large potential search space, but from Table 10 , we can see that DCAS has the same performance as others on F 2 . On the contrary, the multimodal functions benefit from the large potential search space to obtain better experimental results. In comparison with other algorithms in Tables 9 and 10 , it is obvious that DCAS demonstrates stable performance for the multimodal problems although it is not the best one.
To give an entire visualized search process, Fig. 10 gives the evolutionary processes of six functions. By comparing the curves from 100-dimension to 1000-dimension, DCAS can converge to global optimum quickly on F 1 , F 4 , F 5 , F 6 , while it cannot converge on F 2 , F 3 with 500-dimension and 1000-dimension. It is interesting that DCAS can work well on F 2 with 100-dimension, but it can do nothing effectively on F 2 with 500-dimension, 1000-dimension. The evolutionary processes of DCAS on F 7 are shown in Fig. 11 . Although the global optimum of F 7 is not known, the decrease of fitness values partially demonstrates the efficacy of DCAS on this function, and another testimony in Table 9 is that the rank of DCAS on this function is the second. In summary, the effectiveness of DCAS is more prominent on multimodal functions than on unimodal functions.
By analyzing all the results of DCAS so far, one may conclude that the DCAS does not perform the best for unimodal problems f 1 , F 1 , F 2 as it does for multimodal ones f 6 , f 7 , f 9 , f 10 , f 11 , F 3 , F 4 , F 5 , F 6 . According to the "no free lunch" theorem [Wolpert & Macready, 1997] , "any elevated performance over one class of problems is offset by performance over another class". To obtain better performance on multimodal problems, DCAS shows slow convergence on unimodal problems. Hence, we may not expect the proposed DCAS has best performance on all classes of problems.
With the adaptive disturbance, DACS explores a large search space to generate the best direction for ant's neighbor. Because of this, the DCAS performs comparably to or better than other existing algorithms on most of the multimodal problems experimented in this paper.
In general, the overall results of Figs. 8-11 and Tables 3-10 substantiate our claim that our algorithm can reduce computational complexity significantly in most cases because of the first two strategies, new update method of ant's best position and simper neighbor selection method, and can improve the accuracy of CAS due to the neighborhood disturbance strategy.
Conclusion
To overcome the lower solution accuracy and the high computational complexity in solving highdimensional problems by the CAS algorithm, this paper presents a DCAS algorithm by introducing new update method of ant's best position, neighbor selection method and neighborhood disturbance into the CAS algorithm. Such methods are very efficient because the first two strategies reduce the computational cost and the third method can adjust self-adaptively the access region to improve significantly the performance of the CAS algorithm. In a wide set of simulated and experimental investigations, the DCAS algorithm can efficiently tackle the problems of computational complexity and search precision existing in the CAS algorithm, together with global optimality and algorithm reliability being improved.
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The proposed algorithm deals with global continuous optimization problems only. For further research, we will consider the method for the multiobjective optimization problems using the DCAS algorithm. Moreover, it will be interesting to investigate the following issues: designing effective information interaction to strengthen the power of CAS; developing a discrete counterpart for combinatorial optimization problems. 
[z F 7 (x) is a fast fractal function, "DoubleDip", for more details please see [Tang et al., 2007] , where the z = x − o, for some offset o, are shifted objective variables, and b 1 , . . . , b 6 are fixed biases.
