ABSTRACT In the era of the Internet of Things, the role of a satellite has become increasingly important. The use of satellite resources can meet the needs of high-speed Internet connection of the Internet of Things. Effective communication between satellites and the ground is crucial. This paper proposes an appropriate combination approach that is based on an improved genetic algorithm (GA) for a satellite downlink replanning problem. The initial population of the GA is optimized using a backpropagation (BP) neural network (NN). First, a variety of scheduling schemes is used to train the BP NN, and characteristics are extracted through self-adaptive learning. The NN model after training provides a good initial solution for the input information of the GA. This hybrid algorithm (HA), which consists of a scheduling GA and a local search algorithm, can quickly complete the replanning of the downlink task sequence. The ability of the HA is enhanced by the BP NN. A series of experiments is used to prove the validity of the HA. As revealed in the results of different scale instances, the proposed algorithm performs better than other scheduling algorithms.
I. INTRODUCTION
Satellites hold an irreplaceable position in both the commercial and military fields, especially in today's Internet of Things (IoT). This is inextricably linked with their ability to provide services such as communications, resource monitoring, and disaster prediction. Satellite communications, positioning, and navigation. There is a large amount of data interaction in the Internet of Things, which requires high-speed communication for support. Satellite-based data forwarding and downlinking are also important parts of network connectivity. High-throughput satellites (HTS), low earth orbit (LEO) or geostationary (GEO) satellite systems are currently in use. The satellite is located in the network layer throughout the IoT hierarchy. As more mission requirements equate to higher requirements for satellite systems, the effective control of the satellite has become an issue of great concern. While daily satellite control is relatively mature and well established with respect to satellite resource management, the satellite systems often encounter unexpected situations. In such instances, emergency tasks may require the system to respond quickly and generate a new mission planning strategy. This process is called satellite mission replanning (SMR) [1] , [2] .
The goal of this paper is to establish a model and algorithm for solving an SDRP. Based on the background of the scheduling scheme data, the Back Propagation (BP) neural network is used to assist decision making, maximize the benefits of the task, and complete as many data downlink tasks as possible.
A satellite downlink replanning problem involves the process of allocating satellite and ground station resources and downloading valid data to the ground stations. Specifically, a SDRP contains a large number of task requests and a limited available time window of ground stations [3] , [4] . Although it is reasonable to schedule mission downlinks to improve overall profit [5] , there are several constraint conditions. For example, (1) each task can only be downloaded within a limited time range; (2) the downlink process cannot be interrupted once it starts; (3) each antenna can only support, at most, one task at a time; (4) after a data downlink task is completed, another task must be started within a certain time period; (5) the data transmission capability of the antenna is the same.
In recent years, satellite data downlink tasks have rapidly increased with the increase in the number of satellites in orbit [6] . Accordingly, ground control centres produce planning programmes that can be used to guide the subsequent task re-planning process by mining their characteristics. The BP neural network can access a decision model by training many samples and can produce a high quality initial solution before replanning.
This problem is a typical NP-hard problem [7] whose main feature is over subscripted. Research in this area is generally divided into precise solution algorithms, heuristic algorithms, and meta-heuristic algorithms [8] - [14] . In smallscale scenes, a heuristic algorithm or exact solution algorithm can achieve good results, but when the task size increases, it is not only difficult for the exact solution algorithm to achieve good results, but it is also difficult for heuristic algorithms to weigh the speed and solution quality [14] , [15] . In practical applications, an increase in the number of tasks increases the requirements of the solution algorithm. Intelligent optimization algorithms, such as the genetic algorithm and ant colony algorithm, have achieved good results in solving an SDRP [16] . However, after an increase in the task size, the genetic algorithm has a fast convergence due to the size of the population. Thus, some genetic algorithm improvement strategies have become a popular topic for domestic and foreign scholars. Using the neighbourhood search method or local search method in combination with the genetic algorithm can improve the solution and thereby move it closer to optimization [17] , [18] . In addition, the quality of the initial solution largely influences the optimization result of the genetic algorithm [19] , [25] . BP neural network is very effective in the context of big data [21] - [23] . Accordingly, using the prediction results of the BP neural network to reconstruct the solution can increase the effect of the initial solution.
This article is structured as follows. In the second section, a description of the SDRP is presented and the problem formulation is discussed. In the third section, several algorithms for the SDRP are proposed. A BP neural network model is used to train after scheduling, and a hybrid genetic algorithm is used to optimize the solution. In the fourth section, the algorithm is verified using scenarios with different features. The research is then summarized in the final section.
II. PROBLEM FORMULATION
Satellite downlink replanning consists of finding a suitable antenna for a data downlink task in the requested sequence that determines the time for the task to begin the downlink and obtains profit under conditions that meet the constraints. Specifically, the problem formulation is described as follows.
A. AVAILABLE DATA SET
Let A be the set of available antennas. There are N available time windows. Each time window is described as e j , l j .
Let R be the set of satellite data downlink requests. There are M tasks in total. Each r j ∈ R contains several attributes, which are represented as r j = ei j , es j , le j , d j , pr j , i j . The meanings of these attributes are:
• ei j : end time of image acquisition of request r j ∈ R • es j : earliest data download start time of request r j ∈ R • le j : deadline of data downlink of request r j ∈ R • d j : duration of the data downlink of request r j ∈ R • pr j : the profit of request r j ∈ R • i j : task conversion interval of request r j ∈ R B. DECISION VARIABLES Let s j be the downlink start time of request r j ∈ R; if the request is unscheduled, it will be set at 0.
Let x j be 1 if the task j is scheduled; otherwise, it will be set at 0;
C. MODEL
The SDRP must complete more tasks while also ensuring the high revenue of the task. Therefore, our objective function is to maximize the mission benefits. Hence, the model is described as follows:
D. CONSTRAINTS
• Each task can be executed only once.
• Data downlink tasks must be performed after the imaging task is completed.
• No overlap is allowed between tasks.
• The task must be completed before the deadline.
• The start of the task must be after the conversion time of the previous task.
The model consists of decision variables and task revenue. On the one hand, it is necessary to prioritize high-profit tasks for scheduling. On the other hand, the number of completed tasks must be considered [3] . The constraints of the problem lead to the conflict between tasks and completed tasks, and the conflict between tasks and the visible time window of the ground stations. The elimination of these two conflicts is one of the major factors that the proposed algorithm must consider. 
III. METHODS
To solve the SDRP, the BP neural network is used to forecast the scheduling scheme. Following that, the proposed HA is used to complete the optimization of the scheduling scheme based on the predicted task schedulability. In the task scheduling process, a heuristic algorithm referred to as TLSA is proposed. The combination of the BP neural network and HA can effectively solve the SDRP.
A. BP NEURAL NETWORK
The BP neural network yields the prediction model by training the existing planning scheme [19] , [20] . The BP neural network is then used to predict the task set that must be scheduled for scheduling. The result of the schedulability of the task is used to optimize the results. The schematic diagram of the BP neural network is presented in Figure 1 . The BP neural network can mine useful information about tasks, scenes, and satellite states through learning and determine whether the task is in the data download task scheduling scheme. The BP neural network includes three parts, namely, the input layer, hidden layer, and output layer [24] . In the following, the BP neural network settings associated with these three levels are as follows.
1) INPUT LAYER
The input layer is responsible for inputting information related to data downlink tasks, mission scenarios, etc., including the end time of the imaging task, the size of the data downlink task, the duration of the data downlink task, and the latest data downlink times for each of these five attributes.
2) HIDDEN LAYER
According to the characteristics of the problem, we choose the single hidden layer as the hidden layer model of the BP neural network. The activation function is the Logsig function, and the function's expression isf (x) log sig = 1/(1+e −x ).
3) OUTPUT LAYER
The output layer outputs the model's schedulable results after learning. After forward and backward propagation, a set of results between 0 and 1 is obtained where 1 indicates that the task should be planned and scheduled and 0 indicates that the task is not in the scheduled sequences.
B. ONE PROPOSED CONSTRUCTION HEURISTIC ALGORITHM
It is also important to determine the start time of the download compared to determining the set of tasks to be performed. To accomplish this, a move location approach is employed. The relationship between satellite data downlink tasks and ground station visible time windows is presented in Figure 2 . From among the four cases, there are two tasks that must be moved, one that does not need to be moved, and one (the last one) that directly considers the task in the next time window. The results are displayed in Table 1 .
According to the rules arranged immediately before the task, we proposed a task location selection algorithm (TLSA) for satellite data downlink tasks to schedule time for a given set of tasks and obtain available planning solutions. The two key parts of the TLSA are to select which tasks to download and when to begin the current task.
The TLSA can be used to plan and schedule the sequence of each task in the HA that is proposed later to ensure the efficiency while simultaneously focusing on the quality of the planning scheme.
C. HYBRID ALGORITHM (HA)
To effectively improve the quality of the SDRP's solution, a scheduling genetic algorithm (SGA) for large-scale searches is proposed. As the number of iterations increases, the accuracy of the solution must be improved. A local search algorithm (LSA) is also proposed.
Combining the two algorithms not only guarantees an efficient search for all solution spaces but also moves the results after planning closer to the optimal solution of the problem. The initial solution of the HA is obtained by the BP neural network prediction of the task set, which guarantees the quality of the initial solution.
1) SCHEDULING GENETIC ALGORITHM (SGA)
The SGA is an improved genetic algorithm for generating a selected set of tasks. The algorithm includes initial VOLUME 6, 2018 population generation, selection, crossover, mutation, population of individual assessment, and generation of new populations.
a: INITIAL POPULATION
The initial population uses the BP neural network to plan the scheduling sequence that must be slated for scheduling. Individuals in the population can perform local gene adjustment according to the initial scheduling scheme to ensure the diversity requirements. As population size setting affects the quality of the solution, a small number of individuals cannot guarantee the quality of the solution and too many individuals can lead to low solution efficiency. Therefore, a coding method that dynamically sets the initial population size according to the task scale is used, and the coding method of the population is real-coded.
b: FITNESS
The fitness calculation of each individual in the population invokes the TLSA proposed in the previous section.
c: SELECTION
The selection operation is performed by means of roulette, and the selection is based on the proportion of individual fitness values in the population to the overall fitness value.
d: CROSSOVER
Because the population is encoded in real-coding, the twopoint recombination method is used rather than the crossover method. Specifically, two random gene segments in the individual are selected to be exchanged for the positions of the two random segments.
e: MUTATION
Mutations are performed using the random exchange of two genes in a population. However, mutations are only performed when they are less than the probability of mutation.
The overall flow of the SGA is shown below. The stop criterion of the SGA sets the number of iterations according to the scale of the problem, and the subsequent neighbourhood search largely depends on the result obtained by the SGA.
2) LOCAL SEARCH ALGORITHM (LSA)
The local search algorithm is an improvement strategy proposed to further improve the revenue of the SGA. Using the results of the SGA as the initial solution of the local search can ensure that the HA does not become a local optimal situation and that it can effectively reduce the times of neighbourhood searches.
IV. EXPERIMENTAL ANALYSIS A. EXPERIMENTAL SETTINGS 1) EXPERIMENTAL ENVIRONMENT
The proposed algorithms are implemented by Matlab2017a on a desktop with Core I7-7700 3.6 GHz CPU, 8 GB memory, and Windows 7 operating system.
2) TEST INSTANCE
Three low, medium, and high task-scale instances were developed for high earth orbit (HEO) satellites, low earth orbit (LEO) satellites, and hybrid missions of two types of satellites. These instances are generated randomly under consideration of the actual operational capabilities of the satellites to avoid the dependence of the algorithm on the problem
Algorithm 1 Task Location Selection Algorithm (TLSA)
Input: A set of antennas A and time windows, and a set of data downlink requests R. Output: An executable solution S
Step 1: Provide a set of satellite data downlink tasks and a set of available time windows for ground stations;
Step 2: If the unplanned task set is not empty, enter the next step; otherwise, go to Step 10;
Step 3: Add the conversion time of the task to the task in the task collection;
Step 4: Select a task from the task set, find the available time window to perform the task, enter the next step; otherwise, go to Step 10
Step 5: Select the earliest available time window, compare the duration of the task and the length of the available time window; if it is longer than the length of the available time window, go to Step 10;
Step 5.1: Compare the imaging end time with the antenna start time window start time. If earlier than the start time, go to step 6; otherwise, go to the next step;
Step 5.2: Select the earliest time that can be downloaded as the start time for the data downlink, then go to step 7;
Step 6: Take the earliest visible time of the ground station as the start time for the data transmission, then arrange the tasks at this location and proceed to the step 7;
Step 7: Update the unplanned task set and task scheduling scheme;
Step 8: Update the time window;
Step 9: If there are unplanned tasks, go back to step 2; otherwise, go to the next step;
Step 10: Output planning scheme S.
structure. In the case of LEO satellites, global targets and regional targets are also one of our considerations. In the case study scale, 50, 100, 150, 200, 300, 500, 750, and 1000 tasks are set. For satellite ground station time windows, 22 ground station visible time windows were allowed. The experiments use these test instances and ground station visible time windows.
3) SATELLITE ORBITAL PARAMETERS
The experiments are based on several LEO satellites and HEO satellites in China. The initial orbital parameters of one of the satellites are given. The locations of satellites in space are characterized by six orbital parameters: the length of the semi-major axis (LSA), eccentricity (E), inclination (I), argument of perigee (AP), right ascension of the ascending node (RAAN), and mean anomaly (MA). The initial orbital parameters for the satellite are presented in Table 2 .
4) GENETIC ALGORITHM PARAMETERS
The problem involves a wide variety of tasks. Population size and other parameters are adjusted according to the scale of the Algorithm 2 Scheduling Genetic Algorithm (SGA) Input: A set of antennas A and time windows, a set of data downlink requests R, and initialized population P Output:A best solution S
Step 1: Calculate the initial population fitness;
Step 2: Record the best individual and fitness of the current generation, and record the worst individual;
Step 3: Conduct the genetic operation;
Step 3.1: Select individuals in the population based on roulette;
Step 3.2: If the random probability is greater than the recombination probability, perform the two-point regroup operation; otherwise, proceed to Step 3.3;
Step 3.3: If the random probability is greater than the mutation probability, perform the mutation operation; otherwise, proceed to Step 4;
Step 4: Calculate the individual's fitness in the population after conducting the genetic operation;
Step 5: Compare the fitness value of the optimal individual to the optimal value of the previous generation population after the genetic operation; if it exceeds the fitness value of the previous generation, update the optimal individual information in the population;
Step 6: Discard the worst individual in the previous generation;
Step 7: Return to Step 2 until the number of iterations exceeds the threshold, then go to the next step;
Step 8: Output optimal solution S. task. The genetic algorithm parameter settings are presented in Table 3 .
B. EXPERIMENTAL RESULTS
We first designed an example for the low-orbit satellite's three types of tasks: high-medium-low task size, selected GA algorithm [5] , local search algorithm [25] , and two heuristic algorithms, specifically, average profit first (APF) and duration first (DF). For each task size, two scenarios are designed, namely, global missions and regional missions. Experiments on low earth orbit (LEO) satellites in small-scale global missions were conducted. The results are presented in Table 4 . In the planning of LEO satellites for small-scale global missions, the HA exhibits the highest revenue performance in all scenarios. The performances of the three meta-heuristic algorithms and the two heuristics are relatively close. Even the DF algorithm in heuristics approaches the HA in three scenarios with 50 task sizes. This is because the duration of the low-orbit missions is short, the missions are sparse with fewer missions, and the conflicts between missions are small. Hence, most missions can be arranged in close to optimal locations. When the task size rises from 50 to 100, the gap between the revenue of meta heuristics and heuristics increases. In the heuristic algorithm, there is uncertainty in the performance of the APF and DF in different scenarios. A task completion rate experiment is then designed for the LEO satellites' small-scale regional missions. The results are presented in Table 5 .
We only selected the HA, GA and the algorithms for the APF and DF to compare the task completion rates because the HA uses the concept of the LSA and has a strong similarity in accomplishing more tasks. The significance of this comparison is very small. Furthermore, only the results of these four algorithms are compared in our subsequent task completion rate tests.
In the three scenarios of 50 tasks, the results of the four algorithms are similar in that they all can accomplish a similar number of downlink missions of satellite data and the multiple scenes achieve a mission completion rate of 100%. However, compared with the HA, the other three algorithms exhibit scenario dependency and the results of the algorithm are unstable. The dependence on the scenario is more obvious when the task size is 100 with the DF algorithm yielding similar planning results to those of the HA in the 100-2 scenario. However, in the other two scenarios that contain 100 data downlink tasks, the DF algorithm does not perform well. Thus, the task size is increased to 150 and 200 for mediumscale experiments. The results are presented in Table 6 .
After the data downlink tasks reach the level of the medium scale, the gap between the revenue of the meta-heuristic algorithm and the heuristic algorithm increases. In the metaheuristic algorithms, the GA's planning results are generally not as good as those of the LS algorithm, and the gap between the LS and the HA increases compared to the smallscale global tasks, thus reflecting the improvement in the HA's problem solving after the algorithm is mixed. The improvement of the solution of the HA largely depends on the improvement of the initial solution. Following this, the accomplishments of the HA's task for the regional mission of the medium-scale mission are analysed. The results are presented in Table 7 .
With respect to the completion rate of the task, it is similar to the pattern of the task revenue under the medium-scale task scenarios. The task completion rate gap between meta heuristics and heuristics increases, and the advantages of meta heuristics are reflected. In the HA, the LSA is used to further optimize the solution and constantly try to change the structure of the solution to achieve the implementation of a large number of tasks. In the scenario of 200-2, the gap between the completion rate of the task of the HA and APF is as high as 23% and that of the DF is as high as 16.5%. Accordingly, it is concluded that the gap between the algorithms is significant. We next expanded the scale of the task to 300, 500, and 1000 and compared the performance of the algorithm in large-scale task scenarios. The results are presented in Table 8 .
As large-scale task scenarios require high efficiency when solving the SDRP, the same running time was selected to compare the results of the algorithm. After a large-scale task experiment, it is evident that the HA has obvious advantages. At the same time, when the scale of the tasks increased from 500 to 1,000, the rate of the increase in revenue was lower than the previous rate of increase. This is because when the number of tasks reach 1,000, the conflicts of the tasks increase rapidly and the difficulty in arranging for task execution time increases as well. Accordingly, due to the conflict, the task cannot be completed. This result is well illustrated in Table 9 .
After the task increases to 300, the task completion rate is reduced to below 80%. Except for the 500-1 scenario, the completion rate is 86.6% due to the task structure. Furthermore, the task completion rate in other scenarios continues to decrease as the task size increases. When the task scale is 1000, the task completion rate after HA planning can only approach 60%.
The second part of the experiment is conducted on the mission of data downlink tasks of high earth orbit (HEO) satellites. HEO satellites have a longer observation window than LEO satellites and can perform more observation tasks. Correspondingly, the downlink time of HEO satellites has a higher time window requirement, and thus, the success rate of task execution is low. The profit for global target data downlink tasks of HEO satellites is displayed in Figure 3 .
The downlink results of the HEO satellite global target tasks indicate that the solution algorithm significantly influences the planning results. Particularly, after the scale of the task is increased to 500 and 1000, the heuristic algorithm could not successfully solve the SDRP problem. Hence, it is concluded that the GA does not perform as well as the HA and LS on large-scale tasks. This is because the increase in scale is limited by the running time, thereby making it difficult to fully exploit the advantages of the diversity of the GAs. We also analysed the completion rate of HEO satellite missions. The results are presented in Table 10 .
Due to the large-scale tasks of HEO satellites, because there is a higher resource requirement for ground station time windows, the completion of downlink missions for HEO satellite data is lower than that of LEO satellites as a whole. When the task scale reaches 1000, HA's task completion rate is less than 50%, and the other three task completion rates are approximately 30%. From this result, it is evident that the scale of the problem of the SDRP strongly influences the final planning result. When the conflicts between tasks increases to the case where multiple tasks are in conflict, the HA eventually accomplishes the repeated improvements of the planning scheme, although there are many tasks that cannot be downloaded. Another set of experiments was then conducted to consider the hybrid mission planning problem of the HEO and LEO satellites during the actual application process. The hybrid missions of the HEO and LEO satellites considered three scenarios, namely, small-scale, medium-scale, and large-scale. First, the SDRP was performed for the hybrid mission of small-scale HEO and LEO satellites. The results are presented in Figure 4 .
When the task size is only 25, the performance of the five algorithms is basically the same, but as the number of tasks in the scenario increases, the differences between the algorithms are reflected. When the task scale increases to VOLUME 6, 2018 100 and 125, the meta-heuristic algorithm performs much better than the heuristic algorithm. In small-scale scenarios, the results of the HA and LS are relatively close, reflecting that the HA can approximate the optimal solution for smallscale tasks. Hence, medium mission-scale tests of HEO and LEO satellites were then conducted. The results are presented in Figure 5 .
In the medium-scale scenario, the algorithm's revenue results are relatively stable, and the HA and LS have smaller profit gaps. It is further noted that when the scale of the task increases from 225 to 250, the task revenue does not increase. This reflects the impact of the task conflict that was previously mentioned. The increase in the number of conflicts has resulted in many tasks with higher returns recording results, and hence, The loss of those tasks.
As the task scale further increases, as presented in Figure 6 , the gap between the HA and LS, as well as several other algorithms, increases in the SDRP after 400 tasks. At the same time, the gap between the HA and LS has further increased, reflecting the effectiveness of the BP neural networks and the improved genetic algorithms for large-scale tasks.
The SDRP experiments of the HEO and LEO satellites are combined to verify that the HA proposed in this paper is effective in solving the problem and completing the task. The results of the prediction are obtained by using the BP neural network as this network can make the initial solution more favourable to the later optimization and can use the HA to continuously optimize the results to achieve the best possible planning results.
In the improved genetic algorithm, the most sensitive parameter for the SDRP is the population size setting as it is difficult for an extremely small population to reflect the diversity characteristics of the genetic algorithm and It is difficult for excessively large populations to demonstrate high efficiency.
C. PARAMETRIC ANALYSIS
Experiments for verifying population size setting select a large-scale task scenario in the case of a mixed task. The number of tasks selected is 1000, and the number of iterations is 500 generations, of which the number of missions for a high-orbit satellite data set does not exceed 30%. The initial population is used as a base throughout the experiment. The results are presented in Figure 7 . Figure 7 indicates that within the range of 500 generations, as the population size increases, the effect of the genetic algorithm improves to some extent. When the population size is 100, the effect is at its best. However, when the population size increases, the task's completion income begins to decline. Thus, it is evident from this experiment that the population size setting greatly influences the impact of the HA on the solution to the SDRP.
V. CONCLUSION
This paper studies the issue of satellite data downlink replanning problem for Internet of Things (IoT) internet connection. This paper constructed a mathematical model for the SDRP and proposed a hybrid algorithm (HA). In the HA, the prediction of a given set of tasks by the BP neural network is included and the results indicated that the improved genetic algorithm on the planning scheme is rapidly improved and the LSA is further improved in the solution quality. To verify the effectiveness of the proposed HA, multiple sets of experiments using LEO satellites, HEO satellites, and a mixture of two types of satellite missions were designed. A task size of the experiment ranging from 25 to 1000 to test the algorithm can be well planned for different scenarios.
It is evident from the experimental results that the HA is similar to other algorithm planning results with respect to small-scale tasks experiments. As the task size increases, however, the HA is superior to both the task revenue and the task completion rate. The improvement of these planning results is closely related to the addition of BP neural networks and the improvements in the genetic algorithms and the local search algorithm. We then also analysed the influence of the parameter design of the genetic algorithm on the experimental results using the size of the population in the case of largescale tasks as our analysis of the parameters. The results indicated that too large and too small parameter sizes may lead to unsatisfactory final optimization results.
Future research should consider adding more effective neighbourhood search methods to the algorithm. More types of data downlink tasks may also become a trend in satellite data downlink scheduling research. Making full use of satellites to build Internet of Things is worth thinking about. Finally, it is suggested that the use of artificial intelligence or machine learning methods for autonomous scheduling planning may be explored as a possible research area.
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