Abstract. It has been known for some time that in the L p t L q x bilinear dispersive estimates for the wave equation the worst interaction occurs between spatially concentrated waves which travel in the same direction. Such interactions, however, are essentially canceled for a special class of bilinear expressions, called null forms. In this article we prove certain null form estimates for second order hyperbolic equations with rough coefficients. This extends some earlier L p results of Wolff and Tao for the constant coefficient case, and also some L 2 null form estimates for operators with rough coefficients due to Smith and Sogge.
Introduction
We first describe the Strichartz estimates for the constant coefficient wave equation, 2u = 0 in R n × R.
We denote by X the space of L 2 solutions to the homogeneous equation,
. One can think of this norm as an energy functional, since it is conserved in time.
We say that the function u is localized at frequency λ if the Cauchy data (u(0), u t (0)) has Fourier transform supported in the region {|ξ| ∈ [λ, 4λ]}. We denote by X λ the closed subspace of functions in X which are localized at frequency λ. Then one can express the Strichartz estimates in the form
We rewrite this as
and use this type of notation from here on. The exponent s is determined by scaling, c 0000 (copyright holder) and the exponents 2 ≤ p, q ≤ ∞ satisfy the relation
with the exception of the forbidden endpoint (p, q, n) = (2, ∞, 3). Note that the interesting case is when the equality holds, the rest follows by Sobolev embeddings. Also one can recover the complete family of estimates from two endpoints 1 , namely (∞, 2) (4, ∞) n = 2 (∞, 2) (2, 2(n − 1) n − 3 ) n ≥ 3.
We refer the reader to the survey article Ginibre-Velo [3] and references therein, and also to Keel-Tao [4] for the endpoint estimates. If one considers instead second order hyperbolic operators with rough coefficients g ij ∂ i ∂ j then similar estimates hold locally in time if the coefficients are C 2 (see Smith [8] , Tataru [11] ) or more generally if ∇ 2 g ∈ L 1 L ∞ (see Tataru [12] ). To see that the range of exponents (p, q) in (1.2) is sharp it suffices to look at Knapp's counterexample. This is a highly focused wave which at frequency λ and time-scale 1 is like a smooth bump function in a parallelepiped of size λ −1 × (λ −   1 2 ) n−1 × 1. To understand its spatial orientation one can think of a λ −1 × (λ −   1 2 ) n−1 parallelepiped at time 0, which travels in time with speed 1 in the "normal" direction. From here on we call such solutions more concisely λ-wave packets.
On the Fourier transform side, the initial data for λ-wave packets is concentrated in a dual region, namely a sector of the annulus {|ξ| ∈ [λ, 4λ]} of size λ × (λ . Consider now bilinear estimates of the same type. Then the situation becomes more complicated, because one needs to consider interactions between very different frequencies. There are two cases to consider:
a) The two factors have approximately the same frequency λ. Then the product is localized at frequency at most λ, therefore it is interesting to consider expressions of the form S µ (X λ · X λ ) with µ λ. Here S µ is a multiplier which selects the frequencies of size O(µ).
b) The two factors have very different frequencies µ λ. Then the product is localized at frequency λ, therefore it suffices to look at expressions of the form X λ · X µ .
Corresponding to these two cases we now describe the bilinear estimates. However, instead of writing the complete family, it is easier to write the relevant endpoints, from which everything else follows by interpolation and Sobolev embeddings:
respectively (1.4)
n ≥ 5.
1 Strictly speaking this claim is false for n = 3 where the endpoint estimate is false; however, it is "almost" true
Note that in these estimates it becomes important to have the correct balance of powers of λ and µ. In several cases this differs from the trivial one obtained simply by applying twice the linear estimate (1.1) . This is the case with the second part of (1.3) which was proved in [6] . It is also the case with the third part of (1.4) for n ≥ 4, which is still a conjecture (see also [2] ). All these bilinear estimates are sharp in the case when both factors are λ-wave packets or µ-wave packets traveling in the same direction (or combinations thereof on different time scales). On the Fourier transform side, this means that the sectors of size λ where the Fourier transform of the corresponding initial data is concentrated are oriented in the same direction. However, it is best to look at this using a space-time Fourier transform. In space-time we denote by ξ the time Fourier variable and by τ the time Fourier variable. The symbol for 2 is τ 2 − ξ 2 , which vanishes on the characteristic cone
The Fourier transform of a solution to the homogeneous wave equation is a distribution supported on K. If one multiplies two such solutions, this translates into a convolution in the Fourier space. Then it becomes interesting to look at sums of covectors on K. Observe that the sum of two such covectors is "close" to K if and only if the two covectors are "almost" colinear. This corresponds exactly to the case of the product of two wave packets which travel in the same direction. It was observed some time ago in Klainerman-Machedon [5] , Bourgain [1] that the range of exponents (p, q) for which bilinear estimates hold can be increased if one avoids the above mentioned type of interaction. This can be done either by replacing the product by a null-form, i.e. a bilinear form whose symbol vanishes when its two arguments are colinear and on the characteristic cone, or simply by assuming some angular separation between the Fourier transforms of the two factors.
Some of Klainerman-Machedon's L 2 null form estimates were later extended by Smith-Sogge [9] to second order hyperbolic operators with C 2 coefficients. However, obtaining L p estimates for p = 2 turns out to be a considerably more difficult problem.
In a recent article Foschi and Klainerman [2] provide a tentative description of all possible estimates of the type
where D, D + and D − are multipliers with symbols |ξ|, |τ | + |ξ| respectively |τ | − |ξ|. Note that D − is the symbol which vanishes on vectors on the characteristic cone, thereby providing some cancellation for products of waves which travel in the same direction. The conjectured range of p, q is
One should compare this range with the (doubled) range in (1.2), which is sharp for estimates where no cancellation occurs. Inequalities of this type were studied recently by Wolff [13] and then Tao [10] in the special case when p = q. They consider products of two solutions to the 2 To this one should add the restriction p > 4 3 in dimension n = 2 homogeneous wave equation for which the supports of the Fourier transforms are separated by an O(1) angle. If we denote such products by X λ· X µ , then their result can be stated as
Wolff's original result is an L p estimate for p > n+3 n+1 and λ = µ, while Tao obtains the endpoint and extends the estimate to the case λ = µ. Combining this result with dyadic and angular decompositions and with Lorentz transforms, Tao [10] observes that this implies most of the Foschi-Klainerman conjecture in the case p = q.
Our goal here is twofold. On one hand we want to extend the results of Wolff and Tao to the case when p = q, while on the other hand we want to have the result applicable to second order hyperbolic equations with rough coefficients. To gain in generality in terms of the regularity of the coefficients we make some compromises with respect to the type of estimates we prove.
On one hand, we allow a loss of an in the power of µ in the estimates. In this regard our estimates are comparable to Wolff's non-endpoint result. Conceivably one could use some of Tao's arguments in [10] to gain the endpoints, but this would increase the complexity of the argument by orders of magnitude.
On the other hand, sharp angular separation is not easy to define in the rough coefficient case, nor is it easy to define the operator D − . Consequently, we limit ourselves to bilinear null-form estimates. This is not a serious restriction since on one hand these are the type of estimates which are needed for applications, while on the other hand in the constant coefficient case one can combine the null form estimates with Lorentz transforms to recover the estimates in the form stated by Foschi-Klainerman.
Finally, we focus on L p L q estimates with p, q on the end line
Of course, for larger p and/or q one can use Sobolev embeddings and/or interpolate with the bilinear Strichartz estimates (1.3), (1.4). However, there are still two endpoints missing, one of which is the counterpart of Tao's missing endpoint in [10] . We consider a second order hyperbolic operator
with variable coefficients g ij . All our estimates are true when
However, instead of making such an assumption on the metric we postulate the existence of a parametrix, constructed as a superposition of wave packets. Then we show how the estimates follow from certain geometric properties of the wave packets. This has two advantages. On one hand it makes the connection between the properties of the Hamilton flow and the estimates very explicit. On the other hand the result is more robust and can be applied for certain metrics with less regularity which arise in the study of nonlinear hyperbolic equations (see Smith-Tataru [7] ).
A null form is a bilinear quadratic form
whose symbol b ij ξ i η j vanishes when ξ and η are colinear and on the characteristic cone K = {g ij ξ i ξ j = 0}.
All null forms are linear combinations of two special types of null forms, namely
In our estimates we work with approximate solutions for the wave equation, therefore we should allow for inhomogeneous terms in our equations. Hence we need an in homogeneous replacement for the X λ spaces. Consequently, we set X 1 to be the space with norm
The subspace of X 1 which contains functions with space-time Fourier transform supported in {λ ≤ |ξ| ≤ 2λ} is denoted by X 1 λ . This is only a naive definition, it will be modified later to enlarge the space and make it more stable with respect to various operations.
The estimates we prove in this article are local in time. For the reader's convenience we state them here in the same format as (1.3) and (1.4), including the trivial L ∞ L 1 bound coming from the energy estimates. Let > 0. For µ ≤ λ we get
while for µ λ we have
Interpolating between these endpoints we obtain a set of sharp estimates (modulo the exponent) on the line (1.6). As mentioned before, there are two endpoint estimates away from this line but within the range conjectured by Foschi-Klainerman which do not follow from the above ones. One applies to the (λ, λ) → µ case,
n ≥ 3 and the second to the (λ, µ) → λ case:
The wave equation parametrix
This section contains our assumptions on the metric g and on the corresponding hyperbolic equation. All the analysis we do is local in time. Hence, because of the finite speed of propagation, we can localize the estimates spatially as well. To fix the speed of propagation we assume that the coefficients g ij are a small L ∞ perturbation of the coefficients of the d'Allembertian and that the speed of propagation is smaller than 1. We set Q = {|t| ≤ 1, |x i | < 1} to be the region where we want to obtain the bilinear estimates. For C > 0 we denote by CQ the cube with the same center but C times larger in all directions. By C x Q we denote the parallelepiped with the same center and the same time length, but whose spatial size is C times larger. In the sequel we assume that the coefficients are defined in a larger region 9 x Q. By X 1 0 (Q) we denote the functions in X 1 (Q) whose Cauchy data vanishes on the time-like (i.e. lateral) boundary of Q. The notation C ∞ 0 (Q) has a similar meaning. On the metric g we impose a minimal regularity assumption, namely
Here we assume smallness only in order to make this assumption consistent with the remaining assumptions. In general this can be always achieved by dividing the time interval into smaller subintervals.
Remark 2.1. It is useful to observe that this assumption is scale invariant, i.e. for any cube R ⊂ Q of size r the metric g(rx, rt) uniformly satisfies the same condition in R.
However, we make a stronger assumption concerning the existence of a wave packet type parametrix for the wave equation. The idea is quite simple, namely to decompose the frequency λ localized solutions u to 2 g u = 0 into a sum of almost orthogonal wave packets. One can think of the wave packets as the building blocks for solutions to the wave equation.
There is more than one way of constructing wave packet parametrices for the wave equation. In the constant coefficient case this is essentially done by decomposing the initial data in both space and frequency on scales consistent with the uncertainty principle which remain coherent on the unit time scale, see e.g. Wolff [13] . In the variable coefficient case, a different wave packet parametrix was constructed in Smith [8] for operators with C 1,1 coefficients. His approach extents with little change to the case when Tataru [12] ). Recently, a similar parametrix was constructed in Smith-Tataru [7] for certain operators whose coefficients have even less regularity, arising in the study of nonlinear second order hyperbolic equations.
We do not want to tie our present result to any single wave packet parametrix. Instead we assume that for each frequency λ we have a family T λ of subsets of 8 x Q which we call λ-tubes. In addition, for each T ∈ T there is a family of functions in 8 x Q supported in T which we call normalized λ-wave packets. The properties of the wave packet parametrix for frequency λ localized solutions to the homogeneous equation 2 g u = 0 are summarized as follows:
(P2) Let λ > 1. Let S λ be a multiplier whose symbol is supported in {|ξ| ∈ [
(ii) For each solution v ∈ X 1 0 (6 x Q) to the homogeneous problem 2 g v = 0 there is a λ-wave packet superposition u which depends linearly on v of the form
Furthermore, this is assumed to hold uniformly at all scales less than 1 (see Remark 2.1). Clearly, obtaining estimates for superpositions of wave packets must use some geometric information on the λ-tubes and λ-wave packets. The complete geometry is, however, not necessary for our arguments. Instead, we only need one geometric condition, namely a characteristic energy estimate. This would be easier to state in the absence of S λ in condition (P2), namely (2.1)
However, the multiplier S λ is needed because the functions u T are sharply localized in the physical space so they cannot be simultaneously localized in frequency. To deal with this uncertainty principle problem we allow some more freedom in the estimate. Given a λ-tube T and a point P we define
where N is a large number. Then the desired characteristic energy estimate is
For any point P in Q and any collection u T of normalized λ-wave packets we have
Furthermore, the above property is assumed to hold uniformly at all scales less than 1 (see Remark 2.1).
Remark 2.2. The energy estimate (2.2) is true for Smith's parametrix, and it is relatively easy to obtain. This is discussed in the Appendix. Furthermore, although the matter clearly becomes more delicate, it appears that it also holds in the setup of Smith-Tataru [7] .
The main result
Before we state the main result we address the question of defining precisely the X 1 λ spaces; one issue we must consider comes from the uncertainty principle, as we want to localize both in space and in frequency. Secondly, our proof uses a wave packet decomposition in which the range of frequencies is increased by a factor. This would not cause any problems in a direct argument, but is somewhat annoying in a proof as this which uses induction on scales. These factors motivate the set-up which follows.
The first step is to make precise choices for a spatial cutoff function χ in Q and the frequency cutoff multiplier S λ . Let φ be a smooth nonnegative function with the following properties:
and the spatial multiplier S λ whose symbol
is supported in {|ξ| ∈ [λ/4, 8λ]} and equals 1 in {|ξ| ∈ [λ/2, 4λ]}. We also introduce the space-time multiplier T λ with symbol
is the space of functions which can be represented as u = χS λ v + r, where v ∈ X 1 0 (6 x Q) and ∇r ∈ L ∞ C N , with norm
In other words, functions in X 1 λ are localized at frequency λ and in the interior of Q modulo O(λ −N ) errors. Here N is a large number. One can think of this definition as a more robust way of dealing with the notion of margin which is used by Wolff [13] and Tao [10] . Now we are ready to state our main result.
Theorem 3.2. Assume the metric g satisfies the assumptions (P1-3). Let > 0. Suppose B is a null form with respect to the metric g whose coefficients
To understand the applicability range of this result recall that 3 the assumptions
Hopefully, they can also be verified for the less regular coefficients arising in the context of the work in [7] on nonlinear hyperbolic equations.
The remainder of the paper is devoted to the proof of this result. The main idea is the same as in the work of Wolff [13] , namely to combine the wave packet decomposition with an inductive argument on scales. One can use here either the parametrix in Wolff [13] and Tao [10] or the one in Smith [8] . The second one seems to be more robust for low regularity coefficients (see again [7] ).
Ideally, one would like to have a direct argument which only uses only the size of the wave packets, without taking advantage of any cancellations due to oscillations. This idea, however, does not work even in the constant coefficient case, because without oscillations one cannot localize the Fourier transform of wave packets away from the origin. Thus we get a low frequency overlapping of the wave packets which suffices in order to blow up all the estimates.
To avoid this difficulty, one tries to split the quadratic form into two parts. One contains relatively few wave packets interactions, and can be estimated simply based on the size of the wave packets combined with energy estimates. The second part contains most of the wave packets interactions, but instead has the redeeming feature that it is localized on a smaller spatial scale. After rescaling back to size 1, the estimate for the second part is identical to the original one, but at a lower frequency. This leads to the idea of induction with respect to scales. This idea works in this form for the proof of all estimates in the Theorem except (3.5), for which one needs a more sophisticated variation on the same theme based on an idea in Tao [10] .
The outline of the paper is as follows. In the following section we show how to represent frequency localized functions in X 1 as truncated superpositions of wave packets; this essentially follows from a fixed point argument combined with the variation of parameters formula. Next we explore some simple properties of the X 1 λ spaces, including estimates for spatial localizations at different scales. Then we present the key bilinear decomposition lemma. This is followed in Section 7 by the inductive argument on scales. Finally, the Appendix contains a discussion of Smith's parametrix and of the characteristic energy estimate in (P3). Note that the null condition is only used in order to derive (P3) and improve the energy estimates in the (λ, λ) → µ case.
Exact solutions vs the parametrix
The wave packet parametrix provides us with approximate solutions to the homogeneous wave equation, while the estimates we want to prove apply to exact solutions to the inhomogeneous wave equation. To bridge this gap we need the following representation of the exact solutions to the inhomogeneous wave equation as superpositions of truncated wave-packet combinations:
(ii) The remainders r, r s are smooth and small, i.e. for any fixed large N we have
(iii) u j s,T are normalized λ-wave packets.
(iv) The coefficients a j s,T satisfy
Proof. We observe that it suffices to replace (4.1) with
. Indeed, if we know this then the Proposition follows using an iterative argument.
Since the speed of propagation is at most 1 we can represent u in terms of P u using the variation of parameters formula,
where the functions
is a smooth cutoff which equals 1 in 3.5 x Q. Then
Since χ ∈ C ∞ 0 (Q) we can easily bound the error due to the truncation of initial data for u s ,
To conclude the proof it remains to find an appropriate representation for the functions u s . This follows from the following lemma with f = 0 and g = (1 4xQ P u 1 )(s) for s ∈ (−1, 1], respectively f =χu(−1) and g =χ∂ t u(−1) for s = −1.
with f, g supported in 4 x Q. Then there are functions v s , w s , r s so that
(ii) The remainder r s is smooth and small, i.e. for any fixed large N we have
are normalized λ-wave packets.
To prove the Lemma we apply (P2) to the function u s . We redenote the function u in (P2)
The problem is, the condition w s (s) = ∂ t w s (s) = 0 is not satisfied. Instead, we only get the bound
However, if we have this then we can repeat the same argument with (f, g) replaced by (w s (s), ∂ t w s (s)) and iteratively arrive at the case when w s (s) = ∂ t w s (s) = 0.
Cubes and spaces
We begin with some simple observations about the X 1 λ space. Since both S λ and multiplication by χ map X 1 into itself, it follows that X 1 λ ⊂ X 1 0 . Next, note that without any restriction in generality we can assume that the function v in Definition 3.1 is supported inside 4 x Q. Indeed, if we replace v byχv then u is modified by χS λ (1 −χ)v. Since the supports of χ and 1 −χ are separated, this is an O(λ −N ) term which can be included in the smooth remainder r. The function v is not necessarily localized at frequency λ, but, once we have v supported inside 4 x Q, this can almost be achieved by replacing v byS λ v, wherẽ S λ is another multiplier localized at frequency λ and whose symbol is 1 within the support of the symbol of S λ . This is not completely correct since we lose the support information on v. However, the part ofS λ v which is outside 5 x Q is of size O(λ −N ) and can be harmlessly cut off. Hence we can replace v byS λ v + O(λ −N ). This gives us better leverage on v, for instance by using estimates of the following type:
We summarize the above discussion as follows:
We next observe that X 1 λ is invariant with respect to multiplication by smooth functions.
Lemma 5.2. Let φ be a smooth function. Then
Proof. As u is supported in Q, without any restriction in generality we assume that φ is supported in 4 x Q. Start with u = χS λ v + r where
Then we want a similar decomposition for φu, φu = χS λṽ +r. The term φr is easily placed inr, so it remains to look at φχS λ v. Naively we would like to conjugate φ by S λ modulo small errors which we can put intor. The difficulty is that S λ is not invertible, but this can be overcome by a careful truncation argument. We choose a spherically symmetric cutoff function a(ξ)
We use the formal series for the product φS λ up to the order 10N to write
By the standard pseudodifferential calculus, the symbol of the remainder R satisfies
and decays rapidly beyond frequency λ. This implies that the contribution of R to φu is negligible and can be placed inr. On the other hand we write
and claim that we can takẽ
For this we need to prove that
The case α = 0 is trivial and the multiplication by ∂ α x φ is harmless, the difficulty may come from the multiplier with symbol
But from the definition of b and a λ we get
Hence this is in effect a nice multiplier so the desired estimate
follows easily.
Given a cube R ⊂ Q and 0 < γ < 1 we define a smaller parallelepiped R − γ ⊂ R as follows. If the lateral boundary of R does not intersect the lateral boundary of Q then we set R − γ = (1 − γ) x R. Otherwise, we define R − γ to be the parallelepiped obtained by extending (1 − γ) x R up to the common lateral boundary of R and Q.
Given δ > 0 we cover the unit cube Q with a regular array Q δ of sub-cubes of size δ so that
.
Correspondingly we choose a smooth partition of unity in Q,
, and with uniform bounds on the δ scale,
Note that the functions φ R are compactly supported in R unless the boundary of R intersects the boundary of Q. However, we must allow φ R to be nonzero in a compact subset of the common boundary of R and Q. Let Q t δ be the set of δ cubes in Q δ which intersect the t time slice. By J δ we denote a set of equidistant times in [−1, 1] with separation δ.
Given R ∈ Q δ we denote by X 1 λ (R) the space of functions which is obtained by rescaling R to scale 1, using Definition 3.1 with λ replaced by δλ, and then scaling back with the scaling factor which leaves the X 1 norm unchanged. Then the norm on
where χ R is the rescaled counterpart of χ. , with uniform bounds on the R scale as in
Proof. For R ∈ Q t δ we choose a cutoff function ψ R ∈ C ∞ 0 (6 x R) which is 1 in 4 x R. We represent u = χS λ v + r with v, r as in Lemma 5.1. Then we writẽ
where
We first note that the the functions b R are uniformly smooth on the δ scale. This is trivial if R is not near the boundary of Q, whenφ R is supported away from the lateral boundary of R. Otherwise, we need to take a closer look at what happens near the common lateral boundary of R and Q. Thereφ R needs not be zero and χ
−1
R is singular; however, we can take advantage of the fact that χ decays rapidly near the boundary of Q. More precisely, near a common face of Q and R, say x j = 1, due to the definition of χ and χ R , we get factors of the form
, which are smooth on the δ scale in a δ neighborhood {1 − δ ≤ x j ≤ 1} of the common boundary. By Lemma 5.2 applied in the rescaled setting of the cubes in Q t δ , it remains to prove that
The bound for v R follows easily from energy estimates combined with the finite speed of propagation. The first term in r R can be estimated by
which gives a better bound than needed, namely
The second term in r R is negligible since the kernel of S λ decays rapidly beyond the λ −1 scale while the supports ofφ R and (1 − ψ R ) are separated by δ ≥ λ −1+ .
The bilinear decomposition
The main step in the inductive argument is the following bilinear decomposition lemma.
µ be a superposition of normalized µ-wave packets,
and v ∈ X 1 0 (Q). Then there are functions u R ∈ X 1 µ (R) for R ∈ Q δ so that the following properties are satisfied:
(i) (square summability)
(ii) (remainder estimate)
Then there are functions v R ∈ X 1 λ (R) for R ∈ Q δ so that the following properties are satisfied: (i) (square summability)
Note that part (a) is a special case of part (b). We state and prove it separately, however, since the ideas involved are more transparent in this case.
Proof. a) We associate each µ-tube T to δ cubes which roughly carry most of the interaction of u T with v. More precisely, we say that T ∼ R if
We choose cutoff functionsφ R ∈ C ∞ (R), supported in R
which equal 1 in the support of φ R . Define
It is clear that each tube T ∈ T µ is associated to at most finitely many cubes. Then we use (P2)(i) and Lemma 5.3 separately for each δ cube R to obtain the condition (i). It remains to prove (6.2). Denote
v).
For P ∈ Q and T ∈ T µ we say that P ∼ T if P ∈ R for some δ-cube R ∈ Q δ so that T ∼ R. Then
Using the condition P ∼ T we further get ,4δ) ) . Applying the Cauchy-Schwartz inequality with respect to T in the previous estimate we obtain
According to the characteristic energy estimates (2.2), the second factor is bounded by
Integrating this inequality we obtain
and conclude the proof. b) As before, for S ∈ T λ and R ∈ Q δ we say that S ∼ R if
Again each λ-tube S is associated to at most finitely many δ cubes, which by (P2)(i) and Lemma 5.3 implies the square summability relation (i). It remains to estimate the error term
For each point P ∈ Q there are finitely many indices L (depending only on the dimension) for which φ L (P ) = 0. Then
From here on the argument proceeds exactly as in case (a). The modified characteristic energy estimates in (2.2) are now applied separately for each function u L .
7. The inductive argument 7.1. Proof of (3.1), (3.2): We denote by M (λ, µ) the best constant in (3.1) or (3.2) with = 0 with respect to all scales less or equal than 1 and with respect to all null forms B whose coefficients are in a bounded set,
Note carefully that λ and µ stand for the frequencies after rescaling into an unit cube, and not before. Then we seek a recursive relation for M (λ, µ). For this proof it is sufficient to have the function M well defined up to a fixed multiplicative constant. This is unlike in the similar argument in [10] for the endpoint estimate. We claim that
We postpone for now the proof of (7.1) and instead show that it implies (3.1), (3.2) via an iterative argument. As a starting point for the iteration we can take 100 = µ λ. In this case (3.1), (3.2) follow trivially from the energy estimates therefore M (λ, 100) 1. We successively apply (7.1) for an exponentially increasing sequence {δ k } k=1,m of values for δ,
This gives
On the other hand for M (λ, µ) we get the iterated bound
We optimize with respect to m and set m ≈ N It remains to prove (7.1). It suffices to do it for (3.2), as the case of (3.1) is similar to the 3-d case for (3.2). We need to prove that for u, v ∈ X 1 λ we have
We use the representation in Lemma 4.1 for u and then for v. The bound for the remainder term r is trivial. The size of u s is integrable in s, therefore it suffices to prove the Lemma with u replaced by χS λ 1 {t≥s} u s . Furthermore, u s (s) = 0 therefore B(χS λ 1 {t≥s} u s , v) = 1 {t≥s} B(χS λ u s , v). Hence we may as well replace u by χS λ u s . The bounds for the remainder terms r s are again trivial. Hence it suffices to consider the the case when both u and v are normalized λ-wave packet superpositions,
Now we use the decomposition in Lemma 6.1, first for u and then for v at the same scale δ. We obtain functions u R , v R ∈ X 1 λ (R) for R ∈ Q δ , which satisfy (6.1), respectively (6.3). Combining (6.2) with (6.4) we get the L 2 estimate
In order to prove (7.2) it suffices to show that (7.4)
(7.5)
The plan is on one hand to prove (7.4) using (3.2) at a lower scale, and on the other hand, to obtain (7.5) either directly from (6.4) (for n ≤ 3) or by interpolating it with energy estimates (for n ≥ 4).
Since the cubes R and L have the same size, it follows that in the above summations each cube R interacts with a small number of cubes L, which depends only on the dimension n. Furthermore, we can write
Hence without any restriction in generality we can set R = L and replace φ R φ L by φ R . Taking (6.1) and (6.3) into account, it follows that (7.4) is a consequence of the Cauchy-Schwartz inequality and the simpler bound
If we rescale R to size 1 then the rescaled functions u R (δ
) are localized at frequency δλ and S µ is replaced by S δµ . Also φ R is replaced by a function φ which is smooth on the unit scale. Hence, without any restriction in generality, we can include φ in the coefficients of B. We apply (3.2) corresponding to frequencies δλ, δµ and then rescale back to scale δ. One can easily verify that (3.2) with = 0 is dimensionally correct, i.e. the constant in the estimate does not depend on the scale. Hence we get (7.6) and conclude the proof of (7.4).
We now prove (7.5). If n = 3 this is a trivial consequence of (7.2). If n ≥ 4 then (7.5) follows by interpolating (7.2) with an L 1 bound coming from an energy estimate, namely (7.7)
Note that the trivial bound in this case is
and in order to improve it we need to use the null condition. We use the triangle inequality in the left hand side. Arguing as before we can take L = R and use the Cauchy-Schwartz inequality in order to take advantage of the square summability for the size of u R and v R with respect to R. Then we are left with two estimates to prove, namely
The first follows directly and the second after rescaling from
Here φ is a smooth function in Q, which we insert into B. To prove this we consider the two possible forms of a null form B. If B(u, v) = b 0j Q 0j (u, v) then we write
The last two terms arise since u, v might not be 0 at the initial or the final time.
For the first two terms we use
while for the next two we have
Finally, the last two terms can also be bounded by ) with i, j = 0 then the problem is simpler as we no longer get the last two terms. Finally, if B = b 0 Q 0 then we write
All terms are treated as before except for the second one, for which we have the better estimate
Proof of (3.4).
The argument is similar to the previous one in the case n = 2, 3, but simpler, because the multiplier T µ is no longer present.
Proof of (3.3).
Observe that we can get an estimate similar to (3.3) by interpolating the trivial L ∞ L 1 estimate with either (3.4) or (3.5). The problem with this reasoning is that we get the wrong balance of powers of λ and µ. To remedy this, we need to find a substitute for the arguments above which only uses the scale reduction argument for the lower frequency factor u i.e. the estimate (6.2) in Lemma 6.1.
As before we denote by M (λ, µ) the best constant in (3.3) with = 0 with respect to all scales less than 1. We claim that M (λ, µ) satisfies the same recursive relation as before, namely (7.1). Since from energy estimates we trivially have M (λ, 100) 1, the desired conclusion M (λ, µ) µ follows as in the previous case.
We now prove (7.1). Precisely, for u ∈ X 1 µ and v ∈ X 1 λ with µ ≤ λ we need to show that
Using the representation in Lemma 4.1 for u we reduce the problem to the case when u is a superposition of wave packets,
where we need to prove that
We use part (a) of Lemma 6.1 to construct the functions u R ∈ X 1 µ (R) for R ∈ Q δ . If we apply (3.3) to B(u R , v) in R then we get
Here we have replaced v byφ R v. Sinceφ R = 1 within the support of φ R this does not change anything. Now we sum this up with respect to R. For u R X 1 µ (R) we have square summability, but for φ R v X 1 we have to contend ourselves with the square summability on time slices given by (5.2). This yields
Finally, we sum this with respect to t ∈ J δ and use (6.1). This gives (7.9)
On the other hand, we do a parallel computation for the energy estimates. Start with
and use the same summation procedure as above to get
Using also the energy estimate for B(u, v) we obtain
This we interpolate with (6.2) to get
Adding (7.9) to this yields (7.8) , and the proof is concluded.
7.4. Proof of (3.5) . Observe first that the previous arguments fail 4 to provide a proof for (3.5). The difficulty is as follows. We want to estimate an L 1 norm in time, therefore it seems that we need to decompose both u and v to gain the summability with respect to the δ-cubes. However, when we use the decomposition argument for the frequency λ factor we get a too large power of λ. Hence it would appear that we should use the decomposition argument only for the frequency µ factor. This gives initially a better balance of powers of λ and µ than needed, but worsens as the scales decrease because we only get square summability in time.
The solution to this dilemma is to first use the decomposition argument only for the frequency µ factor for as long as possible, which turns out to be up to the spatial scale µ λ . It is at this point only where we start decomposing both factors at the same rate. The advantage of doing this is that the already decomposed frequency µ factor satisfies a better energy type estimate, which suffices in order to close the argument. 
We postpone the proof of the Proposition and instead show that the estimate (3.5) reduces to (7.10) . For this we use the decomposition of the frequency µ factor only, using the estimate (6.2). Given r satisfying max{µ −1 , µλ −1 } ≤ r ≤ 1 we denote by C(r) the best constant in the estimate
Then we can argue exactly as in the proof of (3.3) and get a recursive relation for C(r), namely
The good factor (
2 appears because we only decompose the frequency µ function, so we get only a power of µ from Lemma 6.1. The bad factor r − 1 2 comes from the fact that we are estimating an L 1 norm in time but only have square summability in time on the r scale. To prove that C(1) µ we iterate (7.11), but for this to work we need a good stopping point. We have to consider two cases. a) Suppose µ ≤ √ λ. Then we can stop the iterations at r = 100µ −1 . Indeed, in this case we can use the trivial estimate
If J is an equidistant set of times with step µ −1 then
This implies that
2 then we stop the iterations instead at r = µ λ , where we use (7.10). 7.4.2. The second iterative procedure. To prove Proposition 7.1 we seek a recursive relation for the best constant M (λ, µ) in (7.10) with = 0. We claim that
The conclusion M (λ, µ) µ follows by iterating this up to the point where µ = 100λ 1 2 , in which case the bound M (λ, µ) 1 was verified directly in the previous paragraph.
Given u R ∈ X 1 µ (R) for R ∈ Q µ λ and v ∈ X 1 λ we want to prove that
We use the representation in Lemma 4.1 for both u R and v to reduce the problem to the case when u R , v are wave packet superpositions,
In this case the estimate to prove is
Next we use Lemma 6.1 twice. First we apply (a rescaling of) part (a) to the pair (u R , v) relative to the cube R of size µ λ to produce the functions u L on the new scale δ µ λ , and then we apply part (b) to the pair u L , v to obtain the functions v P on the δ scale. From (6.2) we get the L 2 estimate
where the factor (
comes from scaling. Without any restriction in generality we redenote φ R φ L := φ L , which is a nice cutoff function even if we think of L as an element of Q δµ λ (instead of Q δµ λ (R)). After summation with respect to R this gives
On the other hand, from (6.4) we get
Adding up the last two relations yields
For n ≥ 4 we interpolate this with an L 1 estimate, namely
Although easy to prove 5 , this is really the key improvement which makes the argument work. The crucial ( . This is why we had to localize v first on the µ λ scale. After interpolation we get
To complete the L 1 L n+1 n−1 estimate for R∈R λ µ φ R B(u R , v) it remains to use (7.10) at a lower scale in order to get a bound for
The size of the functions in this expression is summable with respect to δ-cubes. Hence we can rescale δ-cubes to size 1, use (7.10) with (λ, µ) replaced with (δλ, δµ), scale back and sum up with respect to δ cubes. Since (7.10) is dimensionally correct, all powers of δ cancel so in the end we get
Adding (7.13) and (7.14) we get (7.12), which concludes the proof. Here we outline Smith's [8] construction of a wave packet parametrix.
The λ-tubes. We begin with the constant coefficient case. Then the λ-tubes are parallelepipeds of size λ −1 × (λ −   1 2 ) n−1 × 1 which are produced as follows. Given a unit covector e in R n we partition the space into a grid of parallelepipeds which have size λ In the variable coefficient case considered by Smith [8] in the case of C 2 coefficients one starts with a similar partition of the initial data space R n , but now the λ −1 × (λ 
The λ-wave packets. In the constant coefficient case a λ-wave packet associated to a tube T ∈ T λ is a bump function which is smooth on the scale of T . One can think of it as a λ − 1 2 wide piece cut from a traveling wave. This is the smallest scale on which such solutions can remain localized on the unit time scale.
In the variable coefficient case, Smith's construction was to parallel transport the initial bump in a λ −1 × (λ n−1 × λ. (ii) Each such piece is further localized spatially with respect to dual regions. (iii) Transport the doubly localized initial data pieces along the (straight) Hamilton flow as described above. These are the λ-wave packets.
(iv) Show that the λ-wave packets are approximate solutions to the wave equation.
(v) Show that superpositions of λ-wave packets are approximate solutions to the wave equation. This requires orthogonality estimates for λ-wave packets associated to different λ-tubes.
In the variable coefficient case, this program was carried out in Smith [8] for operators with C 1,1 coefficients. His approach extents with little change to the case when ∂ 2 g ∈ L 1 L ∞ (see also Tataru [12] ). Recently, a similar parametrix was constructed in Smith-Tataru [7] for certain operators whose coefficients have even less regularity, arising in the study of nonlinear second order hyperbolic equations.
Appendix B. Characteristic energy estimates
In the following discussion we place ourselves in the case when g ij are a small C 2 perturbation of the coefficients of the d'Allembertian. However, the geometric properties involved in the argument remain valid as well in the case when
The model estimate (2.1). We begin with a proof of the simpler estimate (2.1) in the special case when δ = O(1). Thus we want to show that (B.1)
For |h| 1 we construct the characteristic cones K h starting at P h = (x P , t P + h), with equation K h = {t = φ(h, x)}.
These can be obtained by solving the Hamilton flow starting at P h , and are nondegenerate on the time-scale 1. In effect one can compute their regularity by looking at the linearization of the Hamilton flow, as in Tataru [12] and show that away from P , φ is a C 2 function. At each point on K h we introduce a so-called null frame l,l, e a . This is a basis in the tangent space which is the pseudo-riemmanian replacement of an orthonormal basis. More precisely l is the conormal vector (which is also tangent to K h because K h is characteristic), l and e a span the tangent space to K h and < l, e a >= 0, <l, e a >= 0, < e a , e b >= δ ab , <l,l >= 0, < l,l >= −2, < l, l >= 0.
For the present argument the regularity of the null frame is irrelevant.
The geometric properties of the λ-tubes and λ-wave packets which are needed are summarized in the following Lemma B.1. Let T be a λ-tube containing P and u T a corresponding λ-wave packet. Then (i) T ∩ B(P, (iii) The intersections T ∩ B(P, To see this it suffices to express the null form B in the null frame and observe that the expressionlu Tl v cannot occur. This is clear for the analogue of B ij , while, on the other hand, B 0 has the form B 0 (u, v) =< e a u, e a v > − < lu,lv > − < lv,lu > .
Using this pointwise bound, the properties (i)(iii) allow us to write where D = {φ(λ −1 , x) ≤ t ≤ φ(λ −1 , x)} ∩ B(P, 1 2 ) c .
The main difference is that we are getting all these powers of δ, but these are nonessential in our argument. We can use the property (ii) to obtain similar bounds for χS λ u T : Using these bounds the proof of (B.2) can be completed as the proof of (B.1). Note that part (iii) of Lemma B.2 shows that the overlapping between the functions χS λ u T yields only an additional factor which is a power of δ.
