such that @(t, , t,, , x0) = E (identity matrix), and There are many results which relate the stability of the trivial solution of (1.1) to that of the trivial solution of (1.2) when the operator T is defined by Ty = y (see [2-5, 8, 9, 111) . The problem considered in thii paper is in the general spirit of the investigations in [l-12] . In particular, if we impose on T various meanings, it is apparent that Eq. where the symboi yt is as defined in [S, Vol. II]. On the other hand, we note that, the class of perturbation terms considered in (1.2) is not general enough to treat the functional differential equations of neutral type. In Section 3, we shall study the stability and asymptotic behavior of solutions of perturbed system (1.2) under some suitable conditions on g and on the operator T. In Section 4, we investigate the asymptotic relationship between the solution of a nonlinear differential system (1.1) and its perturbed system (1.2). The basic tools of the investigation are a generalized version of the variation-of-constants formula and a much used comparison principle. In our subsequent discussion it is assumed that, for any two continuous functions u, v E C(I) the operator T satisfy the following property LEMMA 3. Let u(t), f(t) and g(t) be real-valued nonnegative continuous functions defined on I, for which the inequality idds, where u. is a nonnegative comtmlt.
Then
We now turn to the stability definitions that we later use. The following, Definition 1, is stated for (1.2). Of course, it can apply to (1.1) as w-eli. DEFINITION 1. System (1.2) will be called stable if for any two solutions y(t, t, , y,J and ~(t, t, , 7,) of (1.2) with the initial condition y(t,J = y0 and mlJ = 70 P respectively, such that DEFINITION 3. The solution .2: = 0 of (1.1) is said to be e.xpzentiaZZy asymptotically stable if there exist constants K > 0, c > 0 such that 1 .c(t, t, , x,,)l < K ) x0 ) e-c(t--tO), (t 3 to), provided [ x0 ( is sufficiently small.
STABILITY THEOREMS
The analog of the variation-of-constants formula for nonlinear systems developed by Alekseev [l] has been applied to the study of stability and asymptotic behavior of nonlinear systems in [2-5, 8, 9, 111. The Alekseev formula gives a comparison between the solutions of (1.1) and the solutions of (1.2). Theorem 1 below investigates that the stability and asymptotic stability behavior of solutions of (1.2) depends upon the stability and asymptotic stability behavior of solutions of (1.1) and (2.1). where Y, h E C[I, R+] and h(t) = / x(t) -S( t)l, hue x(t) and z(t) aye any two solutions of (1.1).
Proof.
Using a slight variant of the nonlinear variation-of-constants formula of Alekseev [l], any solution y(t) = y(t, ts , x0) of (1.2) passing through (t, , x0) is represented by
where x(t) = x(t, t, , x0) is a solution of (1.1) passing through (t, , x0). Let At) = jqt, to 7 D E ) be any solution of the system
passing through (to, z,,). We consider the unperturbed system corresponding to (3.4):
Then the solution y(t) of (3.4) is represented by
where F(t) = z(t, t,, , ~~0) is a solution of (3.5) passing through (t,, , *F,,). Using (3.3), (3.6), and (3.1) we obtain I r(t) -@>I < I 4t> -WI + j-1 W, I Y(S) -y(s)l, T IY(s) -Al) ds.
(3.7) A suitable application of Lemma 1 to (3.7) and (3.2) yields where yh(t) is a solution of (3.2) with h(t) = 1 x(t) -f(t)].
Since system (1.1) is stable, we have whenever \ x(t) -z(t)\ < cs, t > to j x0 -Z. i < 6.
Further, Eq. (3.2) is stable so that we have m(t) < ci8 for k(t) < ~8. Thus, I Y(t) -Y(4l < CA t >, to whenever I %J -zo I < 8, i.e., system (1.2) is stable.
From inequality (3.8) it follows that if instead of stability of (1.1) and (3.2) we have asymptotic stability, then system (1.2) will be asymptotically stable.
Strauss [l l] has discussed the stability behavior of solutions of (1.2) (with Ty = y) under different conditions on g and CD. The proof of our Theorem 1 is different from his and moreover easy.
Recently, Brauer [2] has shown that if the trivial solution of (1.1) is exponentially asymptotically stable, and if g(t, y, 7'~) = g(t, y) = 0 (i y \) as \ y 1 -+ 0 uniformly in t, then the trivial solution of (1.2) is also exponentially asymptotically stable.
We now consider (1.2) under more general conditions on g and on the operator T. The proof of Theorem 2 given below is an adaptation of an argument given in [2] . In fact this type of proof is possible, since Lemma 3 is available. Using Lemma 2 with x0 = 0, together with (3.9), (3.10), and (3.11), we have 1 y(t)1 f Kl 1 y. 1 e-cl(t-fO)
s t -I to k;e-+)p(s) (I y(s)/ + e-'ls jt: h(t)[ Y(T)/ d~j ds.
Multiplying both sides of the above inequality by eclt, applying Lemma 3 with u(t) = j y(t)1 eclt, then multiplying by e-clt, we obtain 1 y(t); < Kl 1 y. 1 e-c'(t-tQ)
The above estimation yields the desired result if we choose Kr and 1 JJ,, 1 small enough, and hence the proof of the theorem is complete. Brauer and Strauss [3] have studied the perturbations of a class of unstable systems, namely, those whose solutions grow more slowly than any positive exponential.
We note that there is no essential difficulty in obtaining an analogous result (see [3, Theorem 41 ) for the perturbed system (1.2) in view of Lemma 3 and suitable conditions on g and on the operator T.
ASYMPTOTIC RELATIONSHIP
Brauer [2], Fennel1 and Proctor [5] , and Marlin and &ruble [9] showed the asymptotic behavior of the solutions of a nonlinear system determines the asymptotic behavior of perturbations of the system. A technique that has often been used to establish the asymptotic relationship between the solutions of nonlinear system and its perturbed system is the comparison principle.
In fact, most research papers in this area consider majorant functions that are used in connection with the comparison technique are assumed to be nondecreasing in the dependent variable. An effort in the opposite direction, was undertaken by Hale and Onuchic (see [6, Corollary 2, p. 721) and Hallam [7] , in which the majorant function that is used in connection with the comparison technique is assumed to be nonincreasing in the dependent variable. This remains true despite fundamental applications (for example, gravitational problems) where the differential equations involved contain a decreasing function of the dependent variable. In Theorem 3 below, we develop this idea further to establish the asymptotic relationship between the solutions of (1.1) and (1.2).
To establish the main result of this section, we require the following form of the comparison principle analogous to Theorem 2 given in [12] . existing on I such that m(ta) > k, then m(t) a P(t), t > t, .
THEOREM 3. Let A(t) be a continuous nonsingzzlar n x n nzatrix defined for t > t, and D, C D, be such that (1) 1 A(t)y 1 > p(t) implies y is in D, , t > t, , where p(t) is the positive minimal solution of (4.1) existitzg on I such that lim,,, p(t) = pa; , (2) 14) W, s, y)g(s, Y, WI d Ws, I-WY !, T I 4s)~ !I, for t, s in h , m3), Y ill 4 , where W is the function as defined in Lemma 4, (3) / A(t) x(t, f,, r)l 3 k, for t > t, , y in D, . Then for y in D, there is a sohztion y(t), t > to, of (1.2) passing through y at t = t, ; and for eaclz such solution there is a corresponding solution x*(t), t 3 to , of (1.1) such tlzat
Using the nonlinear variation of constants formula, we can represent any solution y(t) of (1.2) p assing through x,, at t = t, for x0 in D, by the integral equation for all t for which y(t) is in D, . Then A(t)y(t> = 4) 4, to > II x ) + Jt: A(t) @(t, s> y(s)) g(s> 3:(s), TY(s)) ds which implies on account of (2) and (3) . N ow, an application of Lemma 4 yields I 4)YWl a P(t) > 0.
By hypothesis (1) y(t) is in Dl ; therefore y is defined and satisfies (4.3)
for all t > to . Further, for E > 0, there is a n such that when n < tl < t2 we have 0 < p(tl) -p(tJ < c. Consequently, / I:' 4) @i(t> s> y (4) is a solution of (1.1). The details which are used to verify this statement are similar to those found in the proof of Theorem 1 of [5j; hence we omit the details. Thii completes the proof of the theorem. Hallam [7] has an example in the general spirit of Theorem 3, in which he considers perturbation (with Ty = y) corresponding to the linear system. Theorem 4 below, deals with a converse problem to that considered in Theorem 3 above. THEOREM 4. Let the hypothesis of Theorem 3 hold. Then for any solution x(t) of (1.1) which exists for t 3 t,, and such that x(&J is in II2 , there is a tl > to and a solution y(t) of (1.2) for t > tl suclz that
The details of the proof of this theorem proceeds much as in Theorem 5 given in [7] and Theorem 2 given in [5] with suitable modifications due to the differences in the monotonicity hypotheses. Since the details are given in [7 and 51, we do not discuss it here.
EXAMPLES
The nonlinear variation-of-constants formula of Alekseev [I] has been used to obtain various resuhs on the effect of a perturbation on the solutions of a nonlinear system (see [l-5, 9 and 111). In this section, we construct two simple examples which illustrate the asymptotic relationship between the solutions of (1.1) and (1.2). The solution x(t, t, , x0) of (5.1) is given by so that x(t, t, , XJ = xo[xo2(t -t,) + 11-l/Z, t > t, z Q, qt, to ) x0) = [x,2(t -to) + 11-a/2.
Hence 1 @(t, to, x0)] < 1 for all t > t, > 0 and all real x,, . Using the nonlinear variation-of-constants formula (3.3) any solution y(t) = y(t, to , XJ of (5.2) is given by y(t) = x(t, to 9 ~0) + j-t; [Y'(s)(~ -4 + 1l-3'2 .g(sy(+ TY(s)) ds.
Choose 1 g(t, y(t), Ty(t))[ = e-2t+to -+e-". Since ( @(t, to , x,J[ < 1, we obtain ( y(t) -r(t, to , x0)/ < *emt[l -em(t-to)].
Hence I ~(0 -Nt, to , x0)1 -+ 0 as t + 0~). This shows that corresponding to some solution of (5.1) there is a solution of (5.2) which is asymptotically similar.
EXAMPLE 2. Consider the differential equations XI = -e"tg and y' = -esty3 + g(t, y, Ty).
The solution x(t, to , x0) of (5.3) for t 3 to 3 0 is given by x(t, to ) x0) = xo[xo2(e"' -e""") + l]-r'a for which @(t, to , x0) = [X,2(e2t -e"'O) + l]-"', and ] @(t, to, x00)\ < 1 for all t > to > 0 and all real x0. Choose 1 g(t, y(t), Ty(t))j = e-t(2 -e-t)-l.
Then as in Example 1, we obtain ( y(t) -x(t, to, x0)/ < log[2 -eet/2 -eeto], where y(t) = y(t, to, x0) is any solution of (5.4) given by the nonlinear variation-of-constants formula (3.3). Thus 1 y(t) -x(t, to , x0)/ + 0 as t --) 03, and the solutions of (5.3) and (5.4) are not asymptotically similar. 
