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ABSTRACT
Jie Xiong: Radial Distance Weighted Discrimination
(Under the direction of J. S. Marron and D. P. Dittmer)
Motivated by the challenge of using DNA-seq data to identify viruses in human blood
samples, we propose a novel classification algorithm called “Radial Distance Weighted Dis-
crimination” (or Radial DWD). This classifier is designed for binary classification, assuming
one class is surrounded by the other class in very diverse radial directions, which is seen to be
typical for our virus detection data. This separation of the 2 classes in multiple radial direc-
tions naturally motivates the development of Radial DWD. While classical machine learning
methods such as the Support Vector Machine and linear Distance Weighted Discrimination,
can sometimes give reasonable answers for a given data set, their generalizability is severely
compromised because of the linear separating boundary. Radial DWD addresses this challenge
by using a much more appropriate (in this particular case) spherical separating boundary. Sim-
ulations show that for appropriate radial contexts, this gives much better generalizability than
linear methods, and also much better than conventional kernel based (nonlinear) Support Vector
Machines, because the latter methods essentially use much of the information in the data for
determining the shape of the separating boundary. Real virus detection data also demonstrates
the effectiveness of Radial DWD.
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CHAPTER 1: THE MOTIVATION FOR RADIAL DWD
We will discuss some useful virology background in this section and describe the virus
hunting project which motivates our work. Viruses must replicate in living host cells. The
replication and propagation of a given virus in a population is frequently (not always) mani-
fest with the occurrence of an infectious disease that spreads between individuals (Wagner and
Hewlett 2004 [1]). For example, infection with smallpox virus causes variola; infection with
poliovirus can lead to paralytic polio. While variola and paralytic polio are both acute infec-
tions, viral infections could also be chronic, like warts caused by papillomavirus and chronic
lung infection caused by adenovirus. Some viruses, on the other hand, exhibit latency with
episodic reactivation with ensuing milder symptoms of the original acute infection. In a latent
infection, the viral genome is maintained in a specific cell type and does not actively replicate
(Wagner and Hewlett 2004 [1]). Example viruses include human herpesviruses. At least five
species of herpesviruses are extremely widespread among humans, including Human simplex
virus (HSV), Varicella zoster virus (VZV or chicken pox), Epstein-Barr virus (EBV) and Cy-
tomegalovirus (CMV). More than 90% of adults in the US have been infected with at least one
of these, and a latent form of the virus remains in most people (Chayavichitsilp et al. 2009 [2],
NCID 2006 [3]). Moreover, some viral infections have long incubation periods, like rabies,
HIV-AIDS etc.
A current major scientific challenge is the detection of viral pathogens from human blood
samples. For an effective treatment, a rapid and accurate detection is crucial. The objective of
our virus hunting project is to design a novel virus detection machine that takes DNA samples
as input and outputs a list of viruses that have infected the input samples with high probabil-
ity. This machine is actually a nonlinear classification algorithm that we call Radial Distance
Weighted Discrimination (Radial DWD), which will be introduced in the following sections.
Detailed discussion of existing classification algorithms appears in Chapter 2.
As stated above, viral infection does not exhibit obvious symptoms during latency or in-
cubation periods but it may finally lead to serious and potentially dangerous diseases. For
example, EBV is associated with the development of endemic Burkitt’s lymphoma, classic
Hodgkin lymphoma, lymphoepithelioma-like nasopharyngeal carcinoma and a certain subtype
of gastric adenocarcinoma; EBV and Kaposi sarcoma-associated herpesvirus (KSHV) estab-
lish long-term latency in B cells and induce hematological malignancies (Sin and Dittmer 2012
[4]). Another example is the transmission of HIV during the latent period of AIDS, which is
then followed by severe diseases. A virus detection machine could screen the potential viral
infection and benefit by either helping patients receive an earlier cure or by shedding light on
the pathological behavior of the diseases. Besides, a number of closely related viruses can
cause diseases with similar features. For example, two herpesviruses, EBV and human CMV,
cause infectious mononucleosis, and the exact cause of a given clinical case cannot be fully de-
termined without further virological test (Wagner and Hewlett 2004 [1]). Meanwhile, similar
diseases can be caused by completely unrelated viruses as well. A well designed virus detection
machine could discriminate the 2 (or more) potential sources of infection with high sensitivity
and specificity. Moreover, a good virus detection machine could reveal the co-infection among
viruses. It is known that hepatitis delta (D) virus is defective as it cannot replicate without the
aid of hepatitis B. Therefore a hepatitis delta patient should be positive to both hepatitis delta
virus and hepatitis B virus. There may be a lot more potential co-infection cases other than
hepatitis B and delta. By using a fast and accurate virus detection machine, one could largely
improve the screening efficiency by narrowing down the huge pool of viruses that could hardly
be handled simultaneously by conventional biology experiments, to a much smaller set. There-
after, the downstream analysis could be carried out in a more targeted fashion. However, as
detailed in the Appendix A, many conventional biological detection methods are quite limited.
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The virus detection machine we designed, Radial DWD, will be shown to possess high
sensitivity (or low false negative rate) and specificity (or low false positive rate) with robust
performance (as discussed in Chapter 2). Before reviewing some existing methods, we would
like to present virus detection as a classification problem. In the statistics and machine learn-
ing literatures, a detection machine is called a classifier. A classifier takes virus negative and
positive samples as a training set. Based on certain rules, the classifier computes a separating
boundary such that the data points from positive and negative classes could be “best” separated.
A future sample will be classified either to the virus positive or negative class using this sepa-
rating boundary. Note that for our convenience, we will use the notations of +1 (-1) class and
virus positive (or virus negative respectively) class interchangeably.
Working with the notion of separating boundary requires a data space. A useful data space
for virus hunting comes from the DNA sequencing and alignment data collection process. This
is based on first sequencing DNA from the positive and negative samples and then aligning
short sequenced reads (small chunks of DNA pieces) to a chosen virus reference. Reviews of
the DNA-sequence techniques can be found in Goldstein et al. (2013) [5], Mwenifumbo and
Marra (2013) [6], Rehm (2013)[8], Grada and Weinbrecht (2013)[7]. The training set should be
designed such that the positives are of high DNA sequence homology with the reference virus
while the negatives are genetically very distinct from it. Obviously reads from the positives
are more likely to be aligned to the reference virus. This DNA alignment process produces
coverage vectors that count the number of reads (from each DNA sample) mapped to each
nucleotide position on the reference genome. A natural choice of the positive samples is to use
a set of reference homologous viruses, e.g. in a problem of KSHV diagnosis, we use several
strains of KSHV as positives and one of the strains is chosen to be the reference. Meanwhile, we
use 24 purified human genomes Hg19 (e.g. NC000001 ∼ 24 as indexed in the NCBI database
[9]) as the negative controls since they are supposed to contain no virus genetic materials.
Reviews of Hg19 can be found in Gregory 2006 et al.[10], Hillier et al. 2005 [11] and Deloukas
et al. 2004 [12] etc. However, it was noted in Burgess 2011[13] that Hg19 is derived from a
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small number of anonymous donors. In order to overcome the potential sampling bias and to
account for ethnicity, the 1000 Genomes Project [14] was carried out to generate three groups
of geographically distinct reference sequences. In spite of this, we use Hg19 at this time.
Note that a coverage vector can be seen as a data point in the Euclidean space so that we
will use terminologies of positive/negative coverage vectors and positive/negative data points
interchangeably. Coverage vectors for testing cases will also be generated in the same way.
Note that we exclude those samples whose reads do not align to the reference, or say we exclude
zero coverage vectors, from the downstream classification analysis. Once we introduce the idea
of Radial DWD in Chapter 2 and formulate the optimization of it in Section 3.2, it will be clear
that ignoring these samples is equivalent to putting them at infinity. More information about
how to randomly generate reads from DNA samples in vitro and DNA alignment are included
in the Appendix.
Thereafter, we train the classifier using coverage vectors from the virus homologies (the
positives) versus the ones from Hg19 (the negatives). Each positive/negative training DNA
sample is then numerically represented by a coverage vector which is of the same length as the
reference virus. Additionally, increasing the total number of reads generated from a sample
usually inflates entries in its coverage vector and vice versa. In many cases including our
virus hunting project, the number of reads generated from samples differs. Meanwhile, in real
sequencing experiments (in order to generate reads by using biological sequencing machines,
not by the computational scheme described in Chapter 8), the total number of reads depends
heavily on the experimental settings and the sequencing platform. The fact that we usually
collect different numbers of reads for the samples is regarded as a bench effect here.
The bench effect may negatively impact the classification and needs to be handled properly
if one tries to include all available samples into the same dataset and make meaningful compar-
isons. In our project, we normalize a coverage vector by dividing its entries by the L1 norm,
which is simply the summation of absolute values of the entries in that vector. Therefore, en-
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tries of the normalized vectors can be interpreted as proportions and all coverage vectors now
have unit L1 norms, making them directly comparable to each other. Since the normalization
technique described above projects coverage vectors to the unit simplex, we regard it as “unit
simplex normalization”, see Section 4.1 for details.
A major statistical challenge in such a classification problem is called high dimension low
sample size (HDLSS), where the dimension of the data space is much higher than the sample
size. For example, the human herpesvirus genomes are often of length 100 thousand to 200
thousand nucleotides (nts) long, which determine the dimension of the data space. However,
usually the sample size, including both the positive and negative data points, is in the tens.
Equivalently speaking, these samples are located in the Euclidean space of over 100 thousand
dimensions or on a high dimensional unit simplex after being normalized! This characteristic
will break down many traditional statistical inference methods, which motivates a need for new
methods. The HDLSS problem will be further addressed in Chapter 2 and Chapter 4.
It will be seen shortly that the geometry of the unit simplex is crucial, as well as the lo-
cations of the positive/negative data points on it. Figure 1.1 shows an overlaid plot of the
normalized data vectors from an HSV-1 (a human herpesvirus) detection problem. HSV-1, or
human herpesvirus-1 is the leading cause of non-traumatic blindness and can cause fatal en-
cephalitic disease in children. The virus can be treated with acyclovir, if and only if diagnosed
rapidly and accurately. Both serum and cerebral spinal fluid are used for diagnosis and can
be readily obtained for sequencing. After normalization, most entries of the positive coverage
vectors (top panel) are nonzero and of similar (and small) amplitudes while most entries of the
negatives (bottom panel) are zeros. Additionally, the very large peaks in the nonzero entries of
the negatives tend to appear at different locations in different samples, as shown by the colored
spikes. Remember that each normalized data point is on the unit simplex and is represented
by a vector with nonnegative entries summing up to one. Generally speaking, data points with
more nonzero entries lie more towards the interior of the unit simplex. When all entries are
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approximately the same, the data point is near the center. At the same time, the more zeros
in a vector, the more close this data point is to one of the vertices of the unit simplex. In the
extreme case when there is only one nonzero entry “1” in the vector, the data point is at a ver-
tex. Note that entries of the positive (negative) data points are mostly nonzero (zero), making
them locate near the center (vertices, respectively). Moreover, negatives usually locate among
a very diverse set of vertices since the nonzero entries, or spikes, appear at different loci for
each negative data point, determined by its common regions shared with the reference virus.
This is a property of all virus detection problems, since the negative sequences are chosen to
be genetically very different from the virus. The aligned reads (from the negatives to the virus
sequence), on the other hand, are often short stretches of sequence which are of reduced com-
plexity, i.e. repeats or single nucleotide (either A, C, T or G) runs. A simple yet insightful
calculation of some typical distances on the unit simplex will appear in Section 4.1 which helps
to better explain the geometry of these positive/negative data points.
As for now, it is useful to examine a particular example. Boxplots are provided in Figure
1.2 to illustrate some typical distances of the (normalized) training data points from Figure 1.1.
In each of the boxplots, the central red line is the median, the edges of the box are the 25th
and 75th percentiles and the area between two whiskers is the +1.5/ -1.5 interquartile range. As
shown in Figure 1.2, the positives are tightly clustered to each other (see the boxplot labeled
as “Pos.-Pairwise”) and they are located near the overall center of the simplex (see the boxplot
labeled as “Pos.-Center”) while the negatives are much farther away from the center (see the
boxplot labeled as “Neg.-Center”). At the same time, the negatives are away from each other
(see the boxplot labeled as “Neg.-Pairwise”) and some negative data points are even further
away from the rest, as shown by red pluses. By comparing the boxplots labeled as “Neg.-
Center” and “Neg.-Pairwise”, one could observe that the negatives tend to be further to each
other than to the center of the simplex, which is true when the negatives lie near a divergent set
of vertices. Moreover, the pairwise distances between the negatives and the positives are about
the same as those between the negatives and the center (by comparing the boxplots labeled as
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Figure 1.1: Overlaid plot of 8 normalized data vectors of the HSV-1 positive (the +1) class
is shown in the top panel by different colors; the bottom panel shows the overlaid plot of 24
data vectors from the HSV-1 negative (the -1) class. The overall entries of the +1 data vectors
are relatively small (see the vertical axis labels) and have relatively comparable amplitudes.
Nonzero entries of the -1 data vectors are sparse and with large amplitudes (over 100 times
larger than that of the positive samples). Additionally, differently colored peaks of the -1 data
vectors show that the -1 class is located near quite divergent vertices of the unit simplex. Note
that if we keep the same range of y-axis in plotting the positive data vectors as in plotting the
negative data vectors, one can see almost nothing since the amplitudes of the former ones are
much smaller than the latter ones.
“Pos.-Neg.” and “Neg.-Center”), which is consistent with the fact that the distances between
the positives and the center of the simplex are negligibly small.
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Figure 1.2: Boxplots to show some typical distances of the training data from Figure 1.1.
Remember that the data points are located on the simplex. The boxplots labeled ‘Pos.(Neg.)-
Center” shows the pairwise distances between the positives (negatives) and the overall center of
the simplex; the boxplot labeled “Pos.(Neg.)-Pairwise” shows the pairwise distances within the
positive(negative) data points; the boxplot labeled “Pos.-Neg.” shows the pairwise distances
between the positives and the negatives. It can be seen from the “Neg.-Pairwise” boxplot that
the negatives are quite diversified and 14 out of 24 are above the upper whisker.
Figure 1.3 provides an easier illustration of the distances related to the positive data points,
which is a zoomed-in version of Figure 1.2 by considering only the “Pos.-Center” and “Pos.-
Pairwise” boxplots. It shows that the pairwise distances among the positives are larger than
their distances to the center, approximately by a factor of
√
2. It follows that when we consider
the vector pointing from the center of the simplex to each positive data point, those vectors are
approximately orthogonal to each other.
All the above observations are general in our virus hunting data and they together lead to a
simplified data structure, shown in Figure 1.4, which illustrates the main concept: the positive
data points are close to each other and to the overall center while the negative data points are
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Figure 1.3: Boxplots show distances between the positives and the overall center of the sim-
plex, as well as the pairwise distances among the positives.
located near different vertices, surrounding the center from diverse directions.
A similar tendency is also expected for future testing samples. Firstly, aligning reads from
samples (usually these are a mixture of reads mainly from human with a small portion of viruses
and other sources) to the reference virus usually produces coverage vectors with many zero
entries (especially for the negative samples, yet usually not as sparse as the negative training
samples), making the samples lie near the vertices. Moreover, common regions shared between
the target virus and testing samples are sample-specific, so that samples tend to approach to a
set of divergent vertices that are far from the center, yet may not be the vertices that appear in
the negative controls used in the training.
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Figure 1.4: A simplified example of normalized data vectors of the positive (+1 class) data
(red plus signs) and the negative (-1 class) data points(blue circles). The unit simplex is shown
as the gray triangle. Because there are many zeros in the -1 data vectors, they typically locate
at the vertices of the unit simplex while the positives are more close to the center.
It will be seen in Chapter 2 that many linear classifiers have been designed for HDLSS
classification. However, the special geometry of virus hunting datasets motivates the develop-
ment of classifiers to explicitly deal with nonlinearity among the training set (the positives near
center, surrounded by the negatives distributed around different vertices of the unit simplex).
Such a development is given in Chapter 2 where we propose to fit a separating (hyper)sphere
by using Radial DWD, to separate the positive and negative data points, in favor of putting the
positives inside and negatives outside of the (hyper)sphere.
Finally, discussion of existing classification methods including conventional linear DWD
appears in Chapter 2, where the advantages of Radial DWD are discussed. Chapter 3 reviews
the optimization of conventional linear DWD and then introduces the optimization problem
associated with Radial DWD along with its solution. Chapter 4 gives an asymptotic analysis of
the HDLSS data and Radial DWD. In Chapter 5, simulations are used to study the potential ad-
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vantages of Radial DWD over linear and nonlinear competitors. The virus hunting data analysis
using Radial DWD is presented in Chapter 6. Chapter 7 summarizes the overall performance
of Radial DWD in virus hunting data analysis. Information about detailed bioinformatics tools,
some further discussion of Radial DWD and simulation are included in the Appendix.
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CHAPTER 2: BACKGROUND ON CLASSIFICATION METHODS
Classification is a supervised learning problem of assigning class labels to new observations
on the basis of given training data, of which the class labels are known. Various types of
methods or classifiers have been proposed to better “learn” from the training data. It is also
well known that the performance of classifiers depends heavily on the underlying data structure
so that no single method is best for all circumstances. Good references to the classification
include Hand (1981) [16], MacLachlan (1992) [17], Gordan (1999) [18], Hastie, Tibshirani and
Friedman (2009) [19], Duda, Hart and Stork (2006) [20]. We would like to give an overview
of the popular classification methods and discuss their HDLSS performances, especially for
virus hunting data analysis. Good references on HDLSS data analysis and challenges include
Hall, Marron and Neeman 2005 [21], Liu et. al 2008 [22], Jung and Marron 2009 [23], Jiang,
Marron and Jiang 2009 [24].
First of all, it is meaningful to introduce the concept of classification and present the no-
tations to be used. Although the classifier we are interested in is binary, a general overview
of multiple-class classification is useful. In case of K-class classification, each observation is
associated with a unique class label specifying the class membership, along with a vector of
measurements, or say covariates or features. The class label of an observation could either be
coded as an integer number or as a vector with the kth entry being nonzero iff the observation
comes from class k. When K=2, the class labels for the 2 classes can be coded as -1/+1, 1/2
or 0/1 etc., while -1/+1 is sometimes more convenient in terms of mathematical notations. The
covariates or features associated with the observations, for example, could be gene expression
levels in microarray DNA/RNA analysis (Ben-Dor et. al. 2000 [25]), digitalized voice signals
in speech recognition (Pieraccini, Roberto 2012 [26]) or responses to toxic substances in Tox-
icogenomics (Fisher 1936 [27]) and also the coverage vectors in our virus hunting project. In
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this paper, when we consider the classification with more than 2 classes (e.g.K>2), the class
labels are coded as the integers ranging from 1 to K; in case of binary classification (e.g.
K=2) the class labels are coded as -1 (for negative class) and +1 (for positive class). Note
that, throughout the paper, we will use terminologies of features and covariates interchange-
ably while they actually both mean the measurements of the observations. For convenience
of visualization, we will also discuss the separating boundary computed by each classification
method.
We first introduce binary linear classifiers. A binary linear classifier in Rd can be expressed
as f(x) = wTx + b, where the d-column vector w is the normal vector of the separating
hyperplane and the scaler b is called the shift or location parameter. Define sign(f(x)) as the
class label associated with measurement x. By projecting data onto the normal vector, we hope
that the observations from different classes are well separated. Various methods have been
proposed to “best” estimate the normal vectors and the shift parameters under various criteria.
Among the most well known ones include the Centroid or Mean Difference method (Scho¨lkopf
and Smola 2002 [28]), the Linear Discriminant Analysis method (Fisher 1936 [27]) and the
Naïve Bayes rule (Domingos and Pazzani 1997 [29], Hand and Yu 2001 [30]).
The Centroid Difference or Mean Difference is simple and intuitive. By defining the nor-
mal vector w as the differences of class means (centroids), a new observation is classified to the
class whose mean (centroid) is closest to the projection of the observation to the normal vector.
In spite of its simplicity, the Centroid Difference or Mean Difference works very well when-
ever the between-class variance can be well explained by the shift of means (centroids) and the
within-class variances are isotropic. A refinement of this idea can be found in the “shrunken
centroid method” given by Tibshirani et al. (2002) [31], where they proposed a Bayes op-
timal method (which minimizes the Bayesian conditional loss of misclassification) assuming
observations from each class are multivariate Gaussian distributed with common spherical co-
variance matrix. However, it could be far from efficient if these assumptions do not hold. Jiang,
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Marron et al. (2009) [24] proposed “RCME”, a robust centroid based classification method by
replacing the class means with Hubers’L1 M-estimate (Huber 1981 [32]) and showed its ro-
bustness against non-Gaussian distributions.
The Linear Discriminant Analysis (LDA) and the Naïve Bayes rule (NB) can both be for-
mulated through maximizing the “class posterior densities” given observations, assuming ob-
servations are generated from the multivariate Gaussian distributions. However, LDA and NB
differ in an important way in terms of estimation of the underlying data variance-covariance
structure.
LDA assumes observations from each class are generated from distributions with a com-
mon variance-covariance structure. The common variance-covariance matrix is estimated by
the pooled-demeaned data. However, in general the common variance-covariance structure may
not hold. In case of binary classification, LDA can be formulated through the linear regression
with +1/-1 coded class labels as responses. Since this derivation does not require Gaussianity,
LDA could be extended beyond Gaussian data (Hastie, Tibshirani and Friedman 2009 [19]).
An extension is Quadratic Discriminant Analysis (QDA), which relaxes LDA by allowing dif-
ferent variance-covariance matrices for different classes, where Gaussian likelihood analysis
results in quadratic separating boundaries in the feature space. The quadratic boundaries are
more flexible in terms of smaller classification error for the training set. However, this relax-
ation of LDA to QDA could dramatically increase the number of parameters to be estimated
as the dimension of the feature space gets high, causing overfitting and inflation of estimates’
variances. Friedman (1989) [33] dealt with this bias-variance tradeoff by introducing a regu-
larized compromise between LDA and QDA. Generally speaking, LDA and QDA work well
for a large range of data in cases where Gaussian models are appropriate and fully estimable,
i.e. where (piecewise) linear or quadratic boundaries are useful. Moreover, by coupling with a
basis expansion, e.g. by including higher order polynomial terms and interaction terms of co-
variates, LDA and QDA could give far more flexible boundaries but the bias-variance tradeoff
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still needs to be considered.
On the other side, the Naïve Bayes (NB) rule maximizes the class posterior densities assum-
ing that each of the class densities is the product of marginal densities or equivalently assumes
conditional independence of the features in each class (Domingos and Pazzani 1997 [29]). It
has long been recognized that in case of HDLSS classification, rules that assume independence
between covariates (or features) may outperform the classifiers trying to estimate the covari-
ance structure (see Bickel and Levina 2004 [34], Domingos and Pazzani 1997 [29], Lewis
1998 [35], Levina 2002 [36], Dudoit et al. 2002 [37]). Naïve Bayes sometimes outperforms
many sophisticated methods. This is true as the independence assumption guarantees a much
smaller set of covariance parameters to be estimated which reduces noise and meanwhile the
approximating covariance matrix could well capture the data covariance structure.
Notice that applying LDA involves inverting the whole covariance matrix while applying
NB involves inverting a diagonal approximating covariance matrix. Under HDLSS settings,
due to the singularity of the sample covariance matrix, the exact inverse is unavailable. One
could use the generalized inverse instead, such as the Moore Penrose inverse (Moore 1920
[38]; Penrose 1955 [39]). Generalization of the above linear classifiers to HDLSS cases is then
computable but this leads to poor performance as shown in Ahn and Marron (2010) [40].
Some other classifiers are model-free, such as the K-Nearest-Neighbors (Cover and Hart
1967 [41]) classifier. The K-Nearest-Neighbors (K-NN) classifier is a local method in terms of
using the criterion of majority votes among theK neighbors. Users of K-NN have to decide the
number of neighbors “K” which seems to be arbitrary. However, Cover (1968) [42] shows the
choice of K may not be crucial since the asymptotic classification error is no more than twice
the theoretical optimal Bayes error, defined by Bayesian conditional risk of misassignment,
given the sample size is big enough. However, for HDLSS classification, the classification
error of K-NN could be large since the K-Nearest-Neighbors suffers from “the curse of dimen-
sionality”, namely the “neighborhood” of each data point is pretty sparse as the data points
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tend to be far away from each other, causing the upper bound of asymptotic errors being not
valid anymore (Friedman 1994 [43]). Hastie and Tibshirani (1996) [44] proposed the so-called
Discriminant Adaptive Nearest-Neighbor (DANN) and extend K-NN to the high dimensional
classification, assuming the class probabilities change only along a low-dimensional subspace.
Similar ideas can be found in Short and Fukunaga (1980) [45], Myles and Hand (1990) [46].
Another approach to classification is through regression. The extension of the Linear Re-
gression is natural. Suppose we have n training data points of which the class labels are known
a priori. Let an vector of class labels be the response Y and denote its ith entry as Yi, i=1...n.
Suppose K is the number of classes, we usually code the class labels so that Yi ∈ {1, 2, ..K}.
Let Xi ∈ Rd be the input feature vector of the ith training data points and Yi = k iff i ∈ kth
class, k=1...K. The Linear Regression classifier, trained by regressing Y on X , gives a linear
(or piece-wise linear in the case K>2) separation hyperplane by assigning new observations
to class k if the fitted values of the observations are closest to k (among 1...K), see Hastie,
Tibshirani and Friedman (2009) [19] where Y is coded as a matrix of indicators. Although the
Linear Regression classifier is simple to formulate and compute, because of the rigid model
assumption of linearity, classes can be masked by each other when K is big. It is worth noting
that the basis expansion of input features, e.g. by including higher order polynomial terms and
interaction terms of covariates for instance, one could significantly improve the linear models’
flexibility. By coupling with a basis expansion and doing classification in an enlarged feature
space, one could get a much more flexible classification boundary after mapping the separating
hyperplane from the enlarged space back to the original one.
Following the same line, one could extend the Logistic Regression to binary classification
problems. Note that although one could always use the ordinal linear regression for binary clas-
sification, the logistic regression is always preferred. One reason is that the model estimates of
ordinal linear regression depend heavily on the label coding; additionally its predicted class la-
bels are continuous, which creates extra difficulty to interpret. A good reference that compares
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the ordinal linear regression with the logistic regression goes to Cook et al. 2001[47]. The Lo-
gistic Regression classifier also gives a linear separation boundary in the feature space defined
by the hyperplane on which the posterior log-odds is equal to zero. However, as we need to
estimate more parameters as the dimension of the feature space gets higher, the variances of
fitted values get bigger. At the same time the model becomes harder to interpret as well. More-
over, under HDLSS settings where the number of features d is much higher than the sample
size n, the logistic regression becomes completely useless as the parameters are not estimable.
One could use shrinkage methods, or penalized regressions, by introducing appropriate penal-
ties to control model complexity, e.g. Ridge Regression (Hoerl and Kennard 1970 [48]), Lasso
Regression (Tibshirani 1996 [49]), SCAD (Fan and Li 2001 [50]), Elastic Net (Zou 2005 [51])
etc. The penalized regressions guarantee that a sparse subset of covariates is selected which
at the same time reduces the variance of fitted values and increases interpretability (see for
example, Tibshirani 1996 [49]; Fu 1998 [52]; Fan and Li 2001 [50]). Furthermore, the group-
penalized regressions allow the models to select the sparse groups of variables while keeping
the “weights” inside each group similar (Friedman, Hastie, Tibshirani 2010 [53], Yuan and Lin
2006 [54]). Additionally, Fan and Lv (2010) [55] suggest using feature screenings before ap-
plying any classification methods. For an overview of the penalized methods, see Fan and Lv
(2010) [55]. The linear models that adapt themselves to the HDLSS settings also include Prin-
cipal Component Regression (PCR) and Partial Least Squares (PLS). It was noted by Hastie,
Tibshirani and Friedman (2009) [19] that the PLS, PCR and Ridge Regression tend to behave
similarly while the Ridge Regression is often preferred because it shrinks smoothly instead of
in discrete steps. Shrinkage methods could be efficient when the features having “discrimi-
nation power” intrinsically lie in a much lower space than d. Although penalized regressions
work well for many datasets, as gene expression data analysis for example, it does not work
well for our virus hunting project since the variables that distinguish 2 classes are usually not
sparse, as seen in the simulation study in Chapter 5 and real data examples in Chapter 6.
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To deal with binary linear classification, some other methods directly optimize in order to
find the “best” linear separating boundaries (or hyperplanes). One of the most famous methods
of this type is Support Vector Machine (SVM). SVM tries to maximize the minimum distance
between classes (Burges 1988 [56]; Cristianini and Shawe-Taylor 2000 [57]). Although SVM is
intuitively pleasant and relatively easy to solve numerically, Marron et al. 2007 [58] observed
that in high dimensions it may be subject to an issue called “data piling” where data points
could have identical projections in the SVM normal direction within each class. Later Ahn
and Marron (2010) [40] discovered the “Maximal data piling direction” (MPD) and showed
when the dimension of the feature space is larger than the sample size one could usually find a
direction that gives perfect data piling. Directions with data piling overfit the training data and
may suffer from low generalizability (Marron et al. 2007 [58]).
To alleviate the data piling and therefore improve generalizability, Marron et al. (2007)
[58] invented a binary linear classification method called Distance Weighted Discrimination
(DWD). DWD tries to find a separating hyperplane by minimizing the sum of inverse distances
from each data point to the separating hyperplane, as illustrated in Figure 2.1. The optimization
problem of DWD can be formulated into a Second Order Cone Program (or SOCP, see Alizadeh
and Goldfarb 2003 [59] for a good review) and numerically solved by a recently developed
infeasible point algorithm called SDPT3 (Tutuncu, Toh, Todd 2001 [60]).
DWD has been shown to be an appealing classifier in many real applications, see for ex-
ample Huang H. et al. 2012 [61], Huang CC. et al. 2012 [62], Vierlinger et al. 2011 [63],
Rudy and Valafar 2011 [64]. While in case of HDLSS classification, even if the negatives go
around the positives circularly from many diverse directions, as seen in virus hunting data, one
may still be able to successfully separate the 2 training classes by using the conventional linear
DWD. Intuitively this is true because the sample size is so small comparing to the dimension
of the data space, the separation of such sparse data points in an ultra high dimensional space
is usually not hard (i.e. think about the MDP direction).
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Figure 2.1: A toy example illustrating the idea of linear Distance Weighted Discrimination.
Class +1 (positive) data points are shown as red pluses while Class -1 (negative) data shown as
blue circles. The separating hyperplane is shown as the cyan line. Each data can be projected
onto the hyperplane through the grey dashed line segments and the length of those segments
are distances from the samples to the separating hyperplane.
However, for virus hunting data analysis, even if the training classes are linearly separable,
linear classifiers are not the best option. It will be shown by simulation and real data in Chapter
5 and 6 that linear classifiers present high classification error. In case of a very divergent
negative training set where negatives tend to locate near many distinct vertices of the unit
simplex, it is more natural to consider some more flexible nonlinear separating boundaries.
One option is to use the kernel methods. It was noted in Marron 2007 [58] that both the
SVM and DWD optimization problems depend on data vectors only through the inner products.
Therefore, a powerful technique that generalizes linear SVM and DWD to cases where the
decision boundaries are not linear is through Kernel tricks by solving the classification problem
in the kernel embedded space. By projecting a separating hyperplane from the embedded space
to the original one, the separating boundary is nonlinear. A good reference on kernel methods
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is Shawe-Taylor and Cristianini 2004 [72]. However, it was noted by El Karoui 2007 [73] that
in HDLSS settings, linear SVM and DWD often performs better than their nonlinear kernel
extensions. This may happen because of kernel methods overfit the training data.
Being aware of the limitation of the linear and kernel classifiers, we propose a novel method,
Radial DWD, to fit a hypersphere, a sphere in a high dimensional space parameterized by
its center and radius, as the classification boundary. To be more specific, we want to fit a
hypersphere so that data points from the positive class tend to lie inside while data points from
the negative class tend to lie outside. Simulations and real data will be presented to show
the advantages of Radial DWD over linear competitors and kernel methods in Chapter 5 and
Chapter 6.
Radial DWD mimics the rationale behind linear DWD while substituting the conventional
“Euclidean distance” with “radial distance”, see Figure 2.2 for a 2-dimensional example, where
Radial DWD tries to find a separating sphere that minimizes the sum inverse of “radial dis-
tances” from each data point to the separating hypersphere. Note that in Figure 2.2, training
data are shown by red plus signs (the positives) and blue circles (the negatives) while the cor-
responding separating boundary is shown in cyan. The radial distances are the lengths of the
grey dashed line segments, shown in the right panel in Figure 2.2.
An important advantage of Radial DWD over linear DWD is its “Robustness” against the
modification of training set. As illustrated in Figure 2.3, normalized training data points are
lying on the unit simplex in the three dimensional Euclidean space, reds are positive and they
are close to the center of the simplex; blues are negative and they are close to one of the
vertices. In Figure 2.4, the upper left panel shows the linear DWD separating plane, trained by
using reds versus blues, that separates the two classes. The upper right panel shows a jitter plot,
along with the kernel density estimates, of the signed distances for the data points from the 2
classes to the separating plane (negative if a data points falls at lower left side of the plane and
positive otherwise). Suppose now researchers receive one more negative data, shown by a blue
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Figure 2.2: A toy example comparing the rationale behind linear DWD and Radial DWD. In
the left panel, DWD separating boundary is linear, shown by a cyan line; in the right panel, the
separating boundary is a sphere, shown by a dashed cyan circle. In both panels, the distances
to separating boundaries (or residuals) are the lengths of grey dashed line segments connecting
the data points to the separating boundary. We regard those distances in Radial DWD as “radial
distances”.
cross in the lower left panel in Figure 2.4, linear DWD is then re-trained by using reds versus
blue circles and cross. One could observe a dramatic change of the DWD separating plane by
comparing the upper and lower left panels. At the same time by comparing the kernel densities
in the right 2 panels, one should observe that all the positives are closer to the separating plane
after adding one more additional negative training data point. The modification of training set
is common as one usually needs to refine the classifiers as more training data come in handy.
We generally hope a “continuously” varying separating boundary rather than a “discretely”
changing one. However, because of the geometry of the training data, one additional negative
data points in this example makes a big impact on the overall linear DWD classification, which
is not desirable. On the other hand, as shown in Figure 2.5, the same dataset is classified using
Radial DWD and Radial DWD is re-trained after adding one negative data. It is clear that
Radial DWD is much more robust: adding more negative data does not drastically change the
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separating boundary or the jitter plot.
Figure 2.3: A simple 3 dimensional example showing that the training set is located on the unit
simplex, reds are positive and they are near the center, blues are negative and they are near a
vertex.
As stated in Chapter 1, Radial DWD also has a better generalizability than linear classifiers.
It could successfully classify samples which are located near vertices of the simplex that do not
appear in the training process. This idea could also be interpreted from Figure 2.3 and Figure
2.4. Firstly in Figure 2.3, linear DWD is trained on the reds versus the blues (including the blue
cross or not does not matter). Suppose a future sample appears at the highest vertex, since it
is at the same side of linear DWD hyperplane as the positives (in red), it would be classified
as a positive sample. However, this sample seems to differ from the positives by a “similarly
amount” as the negatives (in blue), yet from a different direction. If the same situation happens
for Radial DWD classification as in Figure 2.4, this new sample would be classified as negative,
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Figure 2.4: A simple 3 dimensional example showing linear DWD is not robust to the change
of training set. The upper left panel shows the linear DWD separating plane (cyan) trained by
reds versus blues; the upper right panel shows a jitter plot of the signed distances of the training
data points to the separating plane in x axis (and y axis shows random heights to separate data
points, for a better 1 dimensional view), kernel densities are given as well; the lower panels
are similar except that we add one more negative training data point (blue cross) near another
vertex and re-train linear DWD using reds versus blues, including the new data point. One
could observe a drastic change in the separating plane by comparing the upper and lower left
panels; additionally, the distance from the positive data points to the separating plane shrink as
well by looking at the jitter plot and kernel densities in the lower right panel.
which seems to be more reasonable in virus hunting.
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Figure 2.5: A simple 3 dimensional example showing Radial DWD is more robust to the
change of training set. The upper left panel shows the Radial DWD separating sphere (cyan)
trained by reds versus blues, in the upper right panel, a jitter plot with kernel densities is given
and the x-axis shows the distances of the training data points to the separating sphere (the y axis
shows random heights to separate data points, for a better 1 dimensional view); lower panels
are similar except that we add one more negative training data point (blue cross) and re-train
the Radial DWD including the new data point. One could observe that the separating sphere
remains stable by comparing the left two panels; additionally, the distance from the training
data points to the separating plane are stable as well.
Besides, we could conceptually think the conventional linear DWD as the limit of Radial
DWD: by moving the center of separating plane to infinity, the separating boundary of Radial
DWD converges locally (near the data points) to the conventional linear DWD separating hy-
24
perplane. In Figure 2.6, we show a simple 2-dimensional toy example when we “push” the
center of separating sphere further away from the training data along the direction of linear
DWD normal vector (the vector that is orthogonal to the DWD separating hyperplane, pointing
to the positive data) to the infinity. In the upper left panel in Figure 2.6, we train both linear and
Radial DWD using red pluses versus blue circles. The separating boundary is either depicted as
a black dashed line (for linear DWD) or a cyan circle (for Radial DWD). Suppose the normal
vector of linear DWD hyperplane is w ∈ R2, the center of Radial DWD sphere is O ∈ R2
and we attempt to move O further away from the data by defining the center as O + λw and
make λ → ∞. Note that each time when we attempt to increase λ, Radial DWD calculates
the separating sphere by optimizing its radius only, with its center fixed at O + λw. As λ gets
bigger, the separating boundary given by Radial DWD appears more and more linear near the
data points and gradually the 2 separating boundaries (showed by cyan and black) converge.
It’s worth mentioning that Radial DWD could be extended to a much broader set of classifi-
cation problems than virus hunting. It makes sense to use Radial DWD whenever its assumption
of underlying geometry of data is satisfied. Another interesting example comes from Magnetic
Resonance Imaging (MRI) analysis of brain tumors. The MRI of the normal brain tissue is a 3
dimensional object occupying the whole cranial cavity. Once a brain tumor develops, it com-
presses the normal brain tissue. In Figure 2.7, 4 normal brain MRIs are shown in the middle,
circularly surrounded by 4 brain tumor MRIs. Because the tumor may develop at any site inside
the cranial cavity, the compression would come from any directions. Once a suitable data space
is established, each brain image can be treated as a data point in it. Therefore, those data points
corresponding to the tumor brains tend to be located circularly around the normal ones, from
many diverse directions.
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Figure 2.6: A toy example showing that when the center of the separating sphere is pushed
far away (to +∞) from the training data, locally the separating sphere (cyan dashed circle)
converges to the linear DWD separating plane (black dashed line). The upper left panel shows
the optimal Radial DWD trained on reds versus blues and the sphere is optimized over its
center and radius; the upper right panel and the 2 lower panels show the case when we push the
center away from the data along the linear DWD normal vector, fix the center and optimize the
separating sphere only over its radius. Besides, λ values are shown above each panel, the bigger
the value, the further the distance of the center of separating sphere to the data, when λ=0, the
resulting separating sphere is radial DWD optimal. As the center goes further, locally (near the
training set) the separating sphere looks more and more linear and gradually converges to the
linear counterpart.
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Figure 2.7: The middle 4 figures are normal brain tissue MRIs and the “butterfly” shaped area
in each of them is symmetric; the other 4 panels show that when tumors develop and com-
press the normal brain tissue from different directions, the “butterfly-shaped” regions become
asymmetric. The phenomenon that normal brain tissue MRIs are surrounded by abnormal ones
makes Radial DWD a possible classification tool.
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CHAPTER 3: RADIAL DWD
3.1 Review linear DWD optimization
Since Radial DWD is a generalization of the conventional linear DWD, it is useful to give
an overview of optimization details associated with the latter one. First of all, let us set the
notations to be used. The training set consists of n d-vector xi together with corresponding
class labels yi ∈ {−1,+1}, i = 1...n. We let X denote the d × n matrix whose columns
are xi. Let n+ = Σni=1I{yi=+1} and n− = Σ
n
i=1I{yi=−1} = n − n+ be the sample size of the
positive class and the negative class respectively. To simplify the notations, we use Y as a
n × n diagonal matrix with yi as the ith diagonal entry. Denote w ∈ Rd as the normal vector
of the separating hyperplane and β ∈ R as the shift parameter. The residual of the ith data
point is r¯i = yi(xTi w + β), or in matrix-vector notation r¯ = Y (X
Tw + βe) where e ∈ Rn is
a column vector of 1s. To incorporate inseparable cases, we add a term called “slack variable”
in order to account for misclassification, denote by ε ∈ Rn+ as in Burges (1998) [56], Marron
et al. (2007) [58]. Thereafter, Marron et al. (2007) [58] define the perturbed residuals to be
r = Y (XTw + βe) + ε. The linear DWD minimizes the sum of the reciprocals of the ri plus a
penalty term of the classification error:
Minr,w,β,ε
∑
i
1
ri
+ CeT ε (3.1)
s.t. r = Y (XTw + βe) + , wTw ≤ 1, r ≥ 0, ε ≥ 0 (3.2)
where C > 0 is a is a penalty parameter (usually set to be 100 divided by median of pairwise
Euclidean distances between classes). The norm of the normal vector is relaxed to be less
than or equal to 1 in order to make the problem convex. If the data points are strictly linearly
separable, the optimal solution will guarantee the norm of w =1 (Marron et al. (2007) [58].).
This convex optimization problem can be transformed into a Second Order Cone Program
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(SOCP) and solved by SDPT3, a primal-dual infeasible path following algorithm developed by
Tutuncu, Toh, Todd, 2001 [60].
3.2 Formulate Radial DWD optimization
Now let us turn to the optimization problem associated with Radial DWD. Note that we will
write each term explicitly for now instead of in a matrix form. We still minimize the sum of
reciprocals of the residuals penalized by the augmented sum of classification error. But now we
define the residuals ri in a different way: ri = yi(R−‖xi−O‖2), where yi and xi are the same
as appear in Section 3.1, R ∈ R+ is the radius and O ∈ Rd is the center of separating sphere,
‖.‖2 represents the Euclidean norm. Therefore as defined, ri is the signed distance between the
data point xi to the separating hypersphere with smallest absolute value. By requiring ri ≥ 0
we are actually in favor of putting positive data points (from class +1) inside the separating
sphere while putting negative data points (from class -1) outside. As for linear DWD, we re-
define the residuals by adding the slack variable: ri = yi(R − ‖xi − O‖2) + εi. Therefore the
optimization problem to be solved looks as follows:
Minr,O,R,ε
∑
i
1
ri
+ CeT ε (3.3)
s.t. ri = yi(R− ‖xi −O‖2) + εi, i = 1...n (3.4)
R ≥ 0, r ≥ 0, ε ≥ 0 (3.5)
where r is a vector of ri, ε is vector of εi. Similarly, C is a tuning parameter to be determined,
a large C penalizes more on classification error and vice versa. Following Marron et al. (2007)
[58], we linearize the objective function by defining ρi = (ri + 1ri )/2 and σi = (
1
ri
− ri)/2, so
that 1
ri
= ρi + σi, ri = ρi − σi. Equivalently we could reformulate the problem as:
Minρ,σ,O,R,ε
∑
i
(ρi + σi) + Ce
T ε (3.6)
s.t. ρi − σi = yi(R− di) + εi, di = ‖xi −O‖2 i = 1...n (3.7)
ρ2i − σ2i = 1, ρi − σi ≥ 0, i = 1...n, (3.8)
R ≥ 0, ε ≥ 0 (3.9)
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Additionally, we relax the constraints
{ρ2i − σ2i = 1, ρi − σi ≥ 0, i = 1...n} (3.10)
to the second order cone (SOC) constraint
{(ρi, σi, 1) ∈ S3, i = 1...n}, (3.11)
where the SOC of dimension k is defined as
Sk = {(ς;µ) ∈ Rk : ς ≥ ‖µ‖2}. (3.12)
It is not hard to show when the 2 classes are separable by using a hypersphere, this relaxation
will not change the optimal solution. Substitute with the SOC constraints, the optimization
problem becomes:
Minρ,σ,O,R,ε
∑
i
(ρi + σi) + Ce
T ε (3.13)
s.t. ρi − σi = yi(R− di) + εi, di = ‖xi −O‖2 i = 1...n (3.14)
(ρi, σi, 1) ∈ S3, i = 1..n, (3.15)
R ≥ 0, ε ≥ 0 (3.16)
This is almost a Second Order Cone Program (SOCP) except that the equality constraints
{di = ‖xi −O‖2, i = 1..n} (3.17)
are nonlinear (which also makes the problem non-convex). We will use the first order Taylor
expansion iteratively to approximate the nonlinear equalities by linear ones, which will be
detailed in the following algorithm in Section 3.3.
3.3 An iterative algorithm to numerically solve Radial DWD
We consider applying the first order Taylor expansion iteratively to bypass the nonlinear-
ity of the equality constraints. Here we present an algorithm to numerically solve Radial DWD:
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Initialization (Step 0):
Choose an initial center of the separating hypersphere and denote it as O0 (e.g. the mean
or the coordinate-wise median of the +1 class training data), let the initial objective value be
Obj0 = −1 (an arbitrary negative number).
The iteration at Step k: k ≥ 1
Apply the first order Taylor expansion on di around Ok−1, that is,
di = ‖xi −O‖2 ≈
√
(xi −Ok−1)T (xi −Ok−1) + (∇O=Ok−1‖xi −O‖2)T (O −Ok−1)
(3.18)
= ‖xi −Ok−1‖2 − (xi −O
k−1)T
‖xi −Ok−1‖2 (O −O
k−1) := d
′
i (3.19)
Notice that d′i is a linear function of O. By substituting di with d
′
i, the optimization becomes a
valid SOCP and could be solved forOk andRk using SDPT3. LetObjk be the current objective
value at step k.
Stop: if |Objk −Objk−1| < , where  is a predetermined precision parameter.
Note that at each step k, in order to well approximate the nonlinear terms by using the
first order Taylor expansion, we further confine Ok in a neighborhood of Ok−1 (the solution
computed from the previous step) by adding one more constraint to the original optimization:
‖Ok −Ok−1‖2 ≤ δk, where δk ∈ R+ is called the step length parameter. A small δk guarantees
the precision of Taylor expansion but may slow down the whole procedure. This additional
constraint is actually a SOC constraint (δk, Ok − Ok−1) ∈ Sd+1 so that we still end up with a
valid SOCP at step k. In our current data analysis, we choose  = 10−4 and δk = 10−4. The
choice of penalty C will be discussed in Section 3.4.1.
3.4 Miscellanies of Radial DWD optimization
In this section, we only focus on the optimization problem at step k with linearized equal-
ity constraints, which is a SOCP. We are going to examine its dual formulation, optimality
conditions, an interpretation to the dual and some Radial DWD weighting schemes.
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3.4.1 The dual problem
To gain more insights of Radial DWD, it is useful to give the dual formulation of the SOCP
at each step k. Let
wk−1i =
(xi −Ok−1)
‖xi −Ok−1‖2 , (3.20)
dk−1i =
√
(xi −Ok−1)T (xi −Ok−1). (3.21)
and they are functions of xi. After some algebra, we could come up with the dual formulation
associated with the primal SOCP (as in (3.13) to (3.16) with di replaced by d
′
i) at step k:
Maxz
∑
i
yizid
k−1
i + δk(−‖
∑
i
yiziw
k−1
i ‖2) + 2
∑
i
√
zi (3.22)
s.t. 0 ≤ zi ≤ C, i = 1..n, (3.23)
Σiyizi ≤ 0 (3.24)
It is neat to put the primal and dual problem in more compact matrix forms. First of all, let us
again clarify the notations, Y denotes the diagonal matrix with yi on the diagonal, y is the n
vector of class label yi. Denote e a vector of 1s, ρ and σ the n-vectors with ρi and σi as entries, ε
the vector of classification errors, Wk−1 = (wk−11 , ..., w
k−1
n ) ∈ Rd×n with wk−1i defined above.
Besides, let4k−1O = O −Ok−1 and dk−1 = (dk−11 , ..., dk−1n )T ∈ Rn so that:
(Primal) Minρ,σ,4k−1O ,R,ε Ce
T ε+ eTρ+ eTσ (3.25)
s.t. σ − ρ+Ry + YW Tk−14k−1O + ε = Y dk−1, (3.26)
(δk,4k−1O ) ∈ Sd+1, (ρi, σi, 1) ∈ S3, i = 1..n, (3.27)
R ≥ 0, , ε ≥ 0 (3.28)
(Dual) Maxz dTk−1Y z + δk(−‖Wk−1Y z‖) + 2eT
√
z (3.29)
s.t. 0 ≤ z ≤ Ce, i = 1..n, (3.30)
yT z ≤ 0 (3.31)
where
√
z is a n -vector with
√
zi as entries.
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It is not hard to show the existence of strict feasible solutions to both the primal and the dual
problems. Since the primal and the dual are convex so that the solution of following optimality
conditions are guaranteed to be optimal, equivalently speaking, the following equations are
sufficient and necessary optimality conditions.
σ − ρ+Ry + YW Tk−14k−1O + ε = Y dk−1, (3.32)
0 < z ≤ Ce, ε ≥ 0, (Ce− z)T ε = 0, (3.33)
R ≥ 0, yT z ≤ 0, R(yT z) = 0 (3.34)
Either Wk−1Y z = 0 and ‖O −Ok−1‖ ≤ δk, (3.35)
Or ‖O −Ok−1‖ = δk(Wk−1Y z)/‖Wk−1Y z‖, (3.36)
ρi =
zi + 1
2
√
zi
σi =
zi − 1
2
√
zi
for all i = 1..n (3.37)
It is important to address that in most cases the optimal radius is nonzero. Suppose we fix
the center of separating sphere to be O so that di > 0 is true for all i (which is the case when C
is large and the 2 classes are separable). Let P and N denote the index set for the positive (+1)
class and negative (-1) class respectively. From the original formulation of primal problem,
when the radius is set to zero, the objective function can be written as:
∑
i∈P
(
1
εi − di + Cεi) +
∑
i∈N
1
di
(3.38)
Since dis are fixed numbers as the center is fixed, by maximizing (3.38) with respective to εi
the primal objective value can be written as
Pobj = Σi∈P (2
√
C + Cdi) + Σi∈N
1
di
(3.39)
by putting εi = di + 1√C . Now suppose we increase the radius from zero to φ > 0. Let φ be
small enough such that di−φ > 0 for all i. Similarly we can write the primal objective function
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for R = φ as:
Σi∈P (
1
φ+ ε
′
i − di
+ Cε
′
i) + Σi∈N(
1
di − φ) (3.40)
≥ Σi∈P (2
√
C + Cdi − Cφ) + Σi∈N( 1
di − φ) (3.41)
≈ Σi∈P (2
√
C + Cdi − Cφ) + Σi∈N( 1
di
+
φ
d2i
) (3.42)
= Σi∈P (2
√
C + Cdi) + Σi∈N(
1
di
) + Cφ(Σi∈N(
1
Cd2i
)− Σi∈P1) (3.43)
= PObj + Cφ(Σi∈N(
1
Cd2i
)− Σi∈P1) (3.44)
= P
′
Obj (3.45)
Since
(
1
di − φ) =
1
di
(1− φ
di
)−1 ≈ 1
di
(1 +
φ
di
) =
1
di
+
φ
d2i
. (3.46)
Obviously, P ′Obj < PObj iff
(Σi∈N(
1
Cd2i
)− Σi∈P1) < 0, (3.47)
which is true by choosing a large C. Often the case for virus hunting, the number of members
in the negative class is larger than that of the positive class so that Cd2i >
n−
n+
for i ∈ N is
sufficient to guarantee a nonzero radius at optima. Suppose this is true, we can modify the
third line of optimality conditions as: yT z = 0, R > 0. The requirement of positive radius is
conceptually pleasant and this will be shown important in Section 3.4.2 where we discuss an
interpretation of the Radial DWD dual problem. Moreover, the condition Cd2i >
n−
n+
for i ∈ N
could be a candidate criterion for choosing the parameter C.
It is worth noting that solving the primal/dual problem in an ultra high dimension may be
quite inefficient. To deal with this issue, we first factor data matrix X by QR factorization, e.g.
X = QU where Q ∈ Rd×n has orthonormal columns and U ∈ Rn×n is an upper triangular
matrix. Then we solve the optimization by replacingX by U and call it a reduced problem. The
reduced problem could be solved more efficiently because it shrinks the intrinsic dimension of
the problem from d to the sample size n. Note that it is fairly easy to recover X from U once
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we solve the reduced problem. Because Q is orthonormal, the original and the reduced prob-
lem have the same objective values: suppose (ρ, σ,O,R, ε) is primal feasible to the reduced
problem, it is easy to show (ρ, σ,QO,R, ε) is feasible to original primal problem. Notice that
O ∈ Rn, QO ∈ Rd and the following hold
dk−1i =
√
(xi −Ok−1)T (xi −Ok−1) (3.48)
=
√
(Qxi −QOk−1)T (Qxi −QOk−1) (3.49)
wTi,k−1(O −Ok−1) = (Qwi,k−1)T (QO −QOk−1) (3.50)
‖4k−1O ‖2 = ‖O −Ok−1‖2 = ‖QO −QOk−1‖2 (3.51)
Since wi,k−1 is also computed from the reduced problem so that wi,k−1 ∈ Rn and
Qwi,k−1 =
(Qxi −QOk−1)
‖xi −Ok−1)‖2 =
(Qxi −QOk−1)
‖Qxi −QOk−1‖2 ∈ R
d. (3.52)
Thus all terms that depend on X stay the same between the original and reduced problem so
that a reduced feasible solution could be easily transformed into an original feasible solution
without changing the objective value. After all, the 2 problems are equivalent.
3.4.2 An interpretation to the dual
Let us give an interpretation to the dual problem. Assume that the two classes are separable
with a “proper” sphere which has nonzero radius, therefore R > 0 and yT z = 0 are true
at optima. Moreover, yT z = 0 implies eT+z+ = e
T
−z−, where z+(z−) is the subvector of z
corresponding to the positive (negative) points and e+(e−) the corresponding vector of ones. It
makes sense to scale z such that eT+z+ = e
T
−z− = 1. We can write z in the dual problem as ηz
∗,
where η is a positive scaler and z∗ satisfies the additional scaling condition. By maximizing the
dual objective function with respective to η for a fixed z, we find if
−dTk−1Y z∗ + δk(‖Wk−1Y z∗‖) > 0 (3.53)
Then
√
ηˆ =
eT
√
z∗
−dTk−1Y z∗ + δk(‖Wk−1Y z∗‖)
(3.54)
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Equivalently the dual objective function becomes:
Maxz∗
(eT
√
z∗)2
−dTk−1Y z∗ + δk(‖Wk−1Y z∗‖)
(3.55)
Moreover we have
dTk−1Y z
∗ − δk(‖Wk−1Y z∗‖) (3.56)
= (Σi∈Pdk−1i z
∗
i − Σi∈Ndk−1i z∗i )− δk‖Σi∈P
xi −Ok−1
dk−1i
z∗i − Σi∈N
xi −Ok−1
dk−1i
z∗i ‖ (3.57)
Since Σi∈P z∗i = 1 with z
∗
i ≥ 0, Σi∈Pdk−1i z∗i is a convex combination of dk−1i and it may
be interpreted as an average distance from the current center of the separating sphere to all the
positive data points, similar for Σi∈Ndk−1i z
∗
i . In the case when two classes are separable with
R > 0, the positive (negatives) will be locating inside (outside) the separating sphere so that
the average distance of negative points are larger than that of the positive points:
Σi∈Pdk−1i z
∗
i − Σi∈Ndk−1i z∗i < 0 or − dTk−1Y z∗ > 0 (3.58)
From the above observation, (3.53) is true when two classes are separable. Meanwhile, (3.53)
is a measure of separability of the 2 classes and the bigger the absolute value, the bigger the
separability. Additionally, wk−1i =
xi−Ok−1
dk−1i
is a vector of unit Euclidean norm pointing from
the current center to each data point. Suppose we define the centroid of the positive (negative)
class as the convex combination ofwk−1i , i ∈ P (orN respectively) under weights z∗i s, therefore
Σi∈N
xi −Ok−1
dk−1i
z∗i − Σi∈P
xi −Ok−1
dk−1i
z∗i (3.59)
is the vector pointing from the centroid of positives to the centroid of the negatives, so that
its Euclidean norm scaled by δk is also a measure of separability of the 2 classes. Finally, the
whole denominator of (3.55) is a measure of separability of the 2 classes. In order to achieve
optima, the dual problem minimizes the separability between classes divided by the square of
the sum of the square roots of the convex weights.
36
3.4.3 Weighting schemes
Note that in some situations, the proportions of the 2 classes in the dataset may not be able
to reflect the real proportions in a target population due to sampling bias, or the 2 classes are
extremely unbalanced. The separating boundary tends to be closer to the class with smaller
training sample size. Qiao et al.(2010)[65] developed a weighting scheme and we follow the
same line to set up the weights we use in Radial DWD. Suppose we need to optimize the
following objective function:
∑
i
w(yi){ 1
ri
+ CeT ε} (3.60)
subject to the same set of constraints defined before. Note that w(yi) is the weight associated
with the ith training data point and it only depends on the class label and w(yi) = 1 in our
previous setups.
Qiao et al.(2010) [65] also mentioned that in some applications, it is more desirable to
use different costs for different types of misclassification, say, classifying a positive sample
as negative may be more serious than classifying a negative sample to positive. This may be
true when we do virus hunting since in order to find new viruses whose genetic information
is diluted in tons of host DNAs, the diagnosis machine may be tuned to be sensitive so that
the false negative is more serious than the false-positive. Therefore, Overall Misclassification
(OM) criterion and Mean Within Group Error (MWGE) criterion are developed to assess the
misclassification, see Qiao and Liu 2009 [66]. Based on OM and MWGE, they proposed the
corresponding weighting scheme in Table 3.1 and 3.2. Table 3.1 shows the weighting scheme
to adjust for the unequal costs and Table 3.2 is the weighting scheme for biased sampling.
Note that c+(c−) is the false-positive (false-negative) cost, pi+(pi−) is the class probability of
the positive (negative) class in the population; pi+s (pi
−
s ) is the class proportion of the positive
(negative) class in the training dataset.
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Criterion OM MWGE
w(+1) c+ c
−
pi+
w(-1) c− c
+
pi−
Table 3.1: Weighting schemes for unequal costs
Criterion OM MWGE
w(+1) c
−pi+
pi+s
c−
pi+s
w(-1) c
+pi−
pi−s
c+
pi−s
Table 3.2: Weighting schemes for biased sampling
In our virus hunting data analysis, currently we use weighting scheme in order to adjust for
unbalanced training sets so that the weights in (3.60) are:
w(+1) =
n−
n+ + n−
;w(−1) = n+
n+ + n−
. (3.61)
However, in case that unequal costs or biased sampling is considered, weighting schemes in
Table 3.1 and Table 3.2 could be incorporated easily. Both the simulation studies and the real
data analysis presented later will use Radial DWD with weights defined in (3.61).
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CHAPTER 4: RADIAL DWD ASYMPTOTICS
In this chapter, we are going to examine the d asymptotics of HDLSS data, where the
dimension of the data space d goes to infinity and the sample size n stays fixed (see Hall, Marron
and Neeman 2005 [21], Ahn 2006 [67] and Qiao et al. (2010)[65]). Section 4.1 computes some
distances on the high dimensional simplex. Section 4.2 studies the geometry of HDLSS data
and shows that the (scaled) pairwise distances between the data vectors become a constant in
the limit. The HDLSS geometric representation for the Dirichlet distributions is discussed in
Section 4.3. Section 4.4 connects this HDLSS geometry with Radial DWD and discusses the
asymptotic behavior of Radial DWD.
4.1 Distance on the high dimensional simplex
For data in the non-negative orthant, Rd+ = {x = (x1, ..., xd)T : x1 ≥ 0, ...xd ≥ 0},
consider the following scale normalization that map nonzero data points to the unit simplex
S = {x ∈ Rd+ : Σdj=1xj = 1}. Suppose x ∈ Rd+\{0}, the following operation defines the “unit
simplex” normalization:
Ps(x) =
x
Σdj=1xj
(4.1)
Next explore the structure of this data space as the dimension grows, i.e. in the limd→∞,
using the notations of face and face center. To define these, first define the unit vectors, ej
to have a 1 in the jth entry and 0 elsewhere for j = 1, ..., d. Let I denote any index set of
cardinality m, i.e. I ⊆ {1, ..., d},#(I) = m. Then take the m − face indexed by I , denote
by F (I) to be the linear span of {ej : j ∈ I}. Each such face has a center. For I denoting the
index set of an m face, the face center of F (I) a vector whose jth entry is 1
m
if j ∈ I , otherwise
is 0, which is the average of the unit vector basis of this m− face, {ej : j ∈ J}.
Next consider two disjoint faces, F (I) and F (J), where #(I) = m and #(J) = n.
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Because the faces are disjoint, we must have m + n ≤ d. The distance between the respective
face centers is:
ds(µs(I), µs(J)) = {m× ( 1
m
)2 + n× ( 1
n
)2}1/2 = ( 1
m
+
1
n
)1/2 (4.2)
A simple special case is both 1 − faces, m = n = 1, where ds(µs(I), µs(J)) =
√
2, which
is consistent with the simplest version of the Pythagorean theorem. An important case is both
(d/2)− faces, m = n = d/2, where
ds(µs(I), µs(J)) = {(2
d
) + (
2
d
)}1/2 = 2d−1/2 (4.3)
Also of interest is the distance from a unit direction (a 1 − face) to the center of the disjoint
(d− 1)− faces,
ds(µs(I), µs(J)) = {1 + ( 1
d− 1)}
1/2 = 1 +O(d−1) (4.4)
The main conclusion here is that the m− face and n− face are close to each other if both m
and n are big and are far apart if m and/or n become(s) small.
Next consider some distances to the overall center point of S. As above, let F (I) denote a
given m− face, i.e. #(I) = m. First denote the overall center as µs = (1d , ..., 1d)T . Note that
ds(µs(I), µs) = {m( 1
m
− 1
d
)2 + (d−m)(1
d
)2}1/2 = (d−m
md
)1/2 (4.5)
Interesting special case includes m = 1, where
ds(µs(I), µs) = (
d− 1
d
)1/2 = 1 +O(d−1) (4.6)
In the limit as d→∞, and m = d/2, where
ds(µs(I), µs) = (
d/2
d2/2
)1/2 = d−1/2 (4.7)
The main conclusion here is that points in m− faces for small m (i.e. vectors with many 0’s)
are much further away from the center, than points in m− faces for much larger m.
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We then connect all above calculations to explain the structure of the positive and negative
training points in our virus hunting project. One may refer to the specific example illustrated
in Figure 1.2 and Figure 1.3. We’ve seen that the positives are near the center of the simplex
and their distances to the overall center of the simplex is small since they are locating near the
m − faces with large m. Suppose 2 positives are at the center of m1 − face and m2 − face
with m1, m2 large, indexed by I and J respectively with I ∩ J 6= ∅. The pairwise distance
between the two is small since their distances to overall center µs are small and the following
triangle inequality holds:
ds(µm1(I), µm2(J)) ≤ ds(µm1(I), µs) + ds(µm2(J), µs) (4.8)
On the contrary, the negatives are far from the overall center µs and far from the positives
as well. Suppose a negative point is approximately locating near the center of m−−face (with
m− small) indexed by I and its distance to an arbitrary positive point at m+ − face (with m+
big) indexed by J is bounded from below:
ds(µm−(I), µm+(J)) ≥ ds(µm−(I), µs)− ds(µm+(J), µs) (4.9)
while the second term on the right hand side is often much smaller than the first term. It is also
useful to explore the pairwise distances among the negative data, which could be approximated
by the distances between disjoint m− faces. Suppose 2 negatives are locating at the center of
two disjoint faces m−,I − faces and m−,J − faces indexed by I and J , their pairwise distance
is
ds(µ−,I(I), µ−,J(J)) = (
1
m−,I
+
1
m−,J
)1/2 (4.10)
which is big when both m−,I and m−,J are small.
The positives are near the overall center of unit simplex and they are close to each other; the
negatives are locating near the vertices that are far from the center. The within class pairwise
distances of the -1 Class are also comparably bigger than those of the +1 Class. This simple
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calculation based on the concept of face and face center explains the structure in Figure 1.2 and
Figure 1.3. More insightful discussions for the HDLSS data are given in the next section.
4.2 HDLSS geometric representation
Understanding the geometry of HDLSS data is a challenging task due to the limitation of
visualizing the data. The following discussion follows Hall, Marron and Neeman 2005 [21]
and Ahn 2006 [67]. It will be shown that in the d asymptotics limit as dimension of data space
goes to infinity while sample size is fixed, the (scaled) pairwise distances between data points
becomes a constant.
Let zd = (z1, ..., zd)T be a d-dimensional random vector from the Gaussian distribution
with mean zero and identity covariance matrix. Since the sum of squared entries of zd has
a Chi-square distribution with degrees of freedom d, it has been shown in Hall, Marron and
Neeman 2005 [21] that data vectors lie approximately on the surface of an expanding sphere:
||zd|| = d1/2 +Op(1), (4.11)
and any two independent vectors from the same distribution, z1,d and z2,d for instance, have a
pairwise distance:
||z1,d − z2,d|| = (2d)1/2 +Op(1). (4.12)
Besides, they are approximately orthogonal because the angle between them is:
angle(z1,d, z2,d) =
1
2
pi +Op(d
− 1
2 ). (4.13)
Suppose there are n i.i.d random vectors from the same distribution, then the data vectors form
an n− simplex, having constant pairwise distances (i.e. edge lengths) and all pairwise angles
between them are approximately perpendicular.
Hall, Marron and Neeman 2005 [21] extended above observations to the non-Gaussian
cases. Suppose xd = (x1, ..., xd)T is a d-dimensional random vector from a d-dimensional
distribution such that:
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(1) The fourth moments of the entries of the data vectors are uniformly bounded.
(2) For a constant σ2,
1
d
d∑
j=1
var(xj)→ σ2. (4.14)
(3) Viewed as a time series, x1,...xd,... is ρ-mixing for functions that are dominated by
quadratics. That is, for i, j=1,...,d with |i− j| ≥ r,
sup
|i−j|≥r
|E(xixj)| ≤ ρ(r)→ 0 as r →∞. (4.15)
If x1,d, ..., xn,d are random vectors from the distribution satisfying the above conditions, the
distance between xi,d and xj,d, i 6= j, is approximately (2σ2d) 12 , in the sense that
d−
1
2 ||xi,d − xj,d|| → (2σ2) 12 in probability. (4.16)
However, condition (3) requires entries in the data vector to be nearly independent: corre-
lation of any two entries diminishes as they are further apart. This condition is too strict and
Ahn 2006 [67] relaxed it by a milder condition on the sphericity of the underlying distribution.
Note that Ahn 2006 [67] assumed that the covariance matrix of the underlying distribution is Σ
is of full rank and studied the asymptotic properties of the sample covariance matrix based on
eigenvalues. We now repeat the argument in Ahn 2006 [67] but allow Σ to be ill-conditioned.
Suppose we have a d× n (d > n) data matrix
X = [x1, ...xn], (4.17)
where xj = (x1j, ..., xdj)T are iid from a d-multivariate distribution with mean zero and positive
semi-definite covariance matrix Σ. The eigenvalue decomposition of Σ is Σ = V ΛV T , where Λ
is a r-by-r diagonal matrix of eigenvalues λ1 ≥ ... ≥ λr > 0, where r equals the rank of Σ (i.e.
the number of positive eigenvalues of Σ). Meanwhile, V is the d-by-r matrix of eigenvectors
corresponding to nonzero eigenvalues. A factor matrix, which is essentially the square root of
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Σ, is defined as F = V Λ
1
2 so that Σ = FF T . Using the factor matrix F , we can writeX = FZ
where
Z = Λ−
1
2V TX (4.18)
is a r-by-n random data matrix from r-multivariate distributions with identity covariance ma-
trix Ir. Note that if X is from the multivariate Gaussian distribution, the element of Z are
independent standard univariate normal variables and r = d.
Using the factor matrix F , the sample covariance matrix S is decomposed as
S =
1
n
XXT =
1
n
FZZTF T . (4.19)
Ahn 2006 [67] defined a “dual” sample covariance matrix as an n× n matrix
SD =
1
n
XTX. (4.20)
Note that SD has the same eigenvalues as S. If we write X as FZ and use the fact that
V TV = Ir,
nSD = (Z
TF T )(FZ) = ZTΛZ =
r∑
i=1
λiWi, (4.21)
where the n-by-n matrix Wi = zTi zi and zi, i=1,...,d, are row vectors of the matrix Z. If X is
Gaussian, Wi are independent from Wishart Distribution.
Ahn 2006 [67] showed that under some mild conditions of the population eigenvalues, SD
becomes a scaled identity matrix for very large dwith a fixed n. Thus all positive eigenvalues of
SD (also those of S) are approximately the same. In a sense, extreme HDLSS data behave as if
the underlying distribution was spherical in a d-dimensional space (or r-dimensional subspace
if Σ is of rank r < d).
The assumption for establishing the HDLSS asymptotic geometry is known as a measure
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of sphericity (see Muller et al. 2005 [69])
 =
tr2(Σ)
dtr(Σ2)
=
(
d∑
j=1
λj)
2
d
d∑
j=1
λ2j
=
(
r∑
j=1
λj)
2
d
r∑
j=1
λ2j
, (4.22)
given λr+1 = ... = λd = 0 if the rank of Σ = r. The empirical version is
ˆ =
tr2(S)
dtr(S2)
, (4.23)
is a locally most powerful invariant test statistics of sphericity of multivariate Gaussian distri-
butions (John 1972 [70]). Note that 1
d
≤  ≤ 1 and  = 1 implies perfect sphericity.
Theorem 1 For a fixed n, consider a sequence of d × n random matrices from multivari-
ate distributions with dimension d, with zero means and covariance matrix Σ1, ...,Σd, .... Let
λ1,d ≥ ... ≥ λrd,d > 0 be the eigenvalues of the covariance matrix Σd where rd ∈ {1, ..., d}
is the rank of Σd and it grows as d increases. Let SD,d be the corresponding dual sample co-
variance matrix. Suppose the fourth moment of the distribution is uniformly bounded and the
eigenvalues of Σd are sufficiently diffused, in a sense that
1
d
=
rd∑
j=1
λ2j,d
(
rd∑
j=1
λj,d)2
→ 0 as rd →∞. (4.24)
Then the sample eigenvalues behave as if they are those of the identity covariance matrix in a
sense that
SD,d
1
n
rd∑
j=1
λj,d
→ In in probability as rd →∞. (4.25)
Proof. Since nSD,d =
rd∑
j=1
λj,dWj,d, any diagonal element of nSD,d can be expressed as
rd∑
j=1
λj,dZ
2
j where Zj are iid from univariate distribution with zero mean and unit variance. De-
fine the relative eigenvalue
λ˜j,d =
λj,d
rd∑
j=1
λj,d
(4.26)
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so that the mild condition becomes
1
d
=
rd∑
j=1
λ˜2j,d → 0 as rd →∞. (4.27)
Then by Chebyshev’s inequality, for any τ > 0,
Pr(|
rd∑
j=1
λ˜j,dZ
2
j − 1| > τ) ≤
var(
rd∑
j=1
λ˜j,dZ
2
j )
τ 2
(4.28)
=
var(Z2j )
rd∑
j=1
λ˜2j,d
τ 2
→ 0 as rd →∞. (4.29)
given the fourth moment of the underlying distribution is uniformly bounded. Thus the diagonal
element converges to 1 in probability.
The off-diagonal elements of nSD,d can be expressed as
rd∑
j=1
λj,dZl1Zl2 where Zl1 and Zl2
are independent. For any τ > 0,
Pr(|
rd∑
j=1
λ˜j,dZl1Zl2| > τ) ≤
var(
rd∑
j=1
λ˜j,dZl1Zl2)
τ 2
(4.30)
=
rd∑
j=1
λ˜2j,d
τ 2
→ 0 as rd →∞. (4.31)
Thus the off-diagonal elements converge to 0 in probability.
As showed in Ahn 2006 [67], whenever the ρ-mixing condition in Hall, Marron and Neeman
2005 [21] is satisfied, the sphericity condition will also be satisfied and the geometric represen-
tation can be established using this milder sphericity condition. Suppose xj,d = (x1j, ..., xdj)T
is a d-dimensional random vector from a d-dimensional distribution with zero mean and covari-
ance matrix Σd satisfying the conditions in Theorem 1. Therefore the squared distance between
xi,d and xj,d is
||xi,d − xj,d||2 =
d∑
k=1
(xki − xkj)2 (4.32)
=
d∑
k=1
x2ki +
d∑
k=1
x2kj − 2
d∑
k=1
xkjxki. (4.33)
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Note that the first 2 terms are the i-th and j-th diagonal entries of nSD,d so that they are close
to
rd∑
j=1
λj,d for large d by Theorem 1. The cross term is the (i, j)-th off-diagonal entries of nSD,d
and diminishes to zero as d goes to infinity. Thus for sufficiently large d, the pairwise distances
become approximately to
||xi,d − xj,d|| ≈ {2
rd∑
j=1
λj,d} 12 . (4.34)
Note that a scaled version of (4.34) converges to a constant in probability and the appropriate
scaler depends on the underlying distribution, see Section 4.3.2 for a discussion. Thus data
points tend to have the same L2 norm (i.e. {
rd∑
j=1
λj,d} 12 ) and also tend to be a deterministic
distance apart. Besides, it can be shown that any pair of data vectors are approximately perpen-
dicular, by using a simple delta method calculation to the inverse cosine of the inner product,
see (4.13). Then it follows
||x1,d − x2,d||
||x1,d|| →
√
2 in probability. (4.35)
4.3 HDLSS geometric representation of Dirichlet distributions
4.3.1 Representation of a single sample
Suppose the underlying distribution is the d-dimensional Dirichlet distribution with param-
eter vector α = (α1, ..., αd)T and entries of α are non-negative. Let Σd be the corresponding
covariance matrix with entries Σd(i, j), i, j = 1, ..., d and α0 =
d∑
j=1
αj . Important facts about
the Dirichlet distribution can be found in Kotz et al. 2000 [68]. The (i, i)-th diagonal entry of
Σd is
Σd(i, i) =
αi(α0 − αi)
α20(α0 + 1)
. (4.36)
The (i, j)-th entry (i 6= j) is
Σd(i, j) =
−αiαj
α20(α0 + 1)
. (4.37)
Equivalently Σd can be expressed as
Σd =
α0D(α)− ααT
α20(α0 + 1)
(4.38)
47
where D(α) is a diagonal matrix with entries from the vector α. To compute the sphericity
measure  (given in 4.22 and 4.23) we need the trace of Σd and Σ2d. It can be shown that
trace(Σd) =
trace(α0D(α))− trace(ααT )
α20(α0 + 1)
(4.39)
=
α20 −
d∑
j=1
α2i
α20(α0 + 1)
. (4.40)
The square matrix of Σd can be expressed as
Σ2d =
(α0D(α)− ααT )(α0D(α)− ααT )
α40(α0 + 1)
2
(4.41)
=
α20D(α)
2 − 2α0 · ααTD(α) +
d∑
j=1
α2i · ααT
α40(α0 + 1)
2
(4.42)
Therefore
trace(Σ2d) =
α20
d∑
j=1
α2i − 2α0
d∑
j=1
α3i + (
d∑
j=1
α2i )
2
α40(α0 + 1)
2
, (4.43)
so that
 =
tr2(Σ)
d · tr(Σ2) =
(α20 −
d∑
j=1
α2i )
2
d · {α20
d∑
j=1
α2i − 2α0
d∑
j=1
α3i + (
d∑
j=1
α2i )
2}
. (4.44)
Theorem 2 Suppose independent d-dimensional data vectors x1,d and x2,d are from Dirichlet(α),
where α = (α1, ..., αd)T > 0. Denote the population mean of the Dirichlet distribution as µα.
Assume that α satisfies the condition that
1
d
=
tr(Σ2)
tr2(Σ)
=
α20
d∑
j=1
α2i − 2α0
d∑
j=1
α3i + (
d∑
j=1
α2i )
2
(α20 −
d∑
j=1
α2i )
2
→ 0 as d→∞, (4.45)
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then as d→∞, we have
||x1,d − µα||/
√√√√√α20 − d∑j=1α2i
α20(α0 + 1)
→ 1 in probability; (4.46)
||x1,d − x2,d||/
√√√√√α20 − d∑j=1α2i
α20(α0 + 1)
→
√
2 in probability; (4.47)
Proof. For the Dirichlet distribution of dimension d, the rank of the corresponding covariance
matrix is rd = (d − 1). Besides, the fourth moment of the Dirichlet distribution is uniformly
bounded by 1. Therefore based on Theorem 1
||x1,d − µα||√
tr(Σd)
→ 1 in probability. (4.48)
Since
√
tr(Σd) =
√√√√√α20 − d∑j=1α2i
α20(α0 + 1)
(4.49)
and
||x1,d − x2,d||
||x1,d − µα|| →
√
2 in probability, (4.50)
the statement is true.
It is useful to examine a simple case of the symmetric Dirichlet distributions where all
entries of the vector α are the same (i.e. α1 = ... = αd). Beside, we assume αi = cdβ and
c > 0. Note that
trace(Σd) =
α20 −
d∑
j=1
α2i
α20(α0 + 1)
=
d− 1
d
1
cdβ+1 + 1
. (4.51)
Therefore as d→∞,
(cdβ+1 + 1) · trace(Σd)→ 1. (4.52)
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Suppose β > −1, trace(Σd) = O(d−(β+1)) (i.e. decreases as d increases). Then it follows
that the distances of the Dirichlet data to the population mean (which is the overall center of
the simplex) are O(d−
β+1
2 ).
If β = −1, trace(Σd) → 1c+1 = O(1) as d → ∞. Otherwise, if β < −1, trace(Σd) → 1
as d → ∞. Then it follows that the distances of the Dirichlet data to the population mean are
approximately a constant. The constant is
√
1
c+1
when β = −1; the constant is 1 when β < −1.
In the subsequent discussion, we will use the notation of “A ≈ B” to represent limd→∞ AB →
1 in probability. Based on the above observation, if x1,d and x2,d are iid from a symmetric d-
dimensional Dirichlet(α) such α is constant (i.e. β=0) and d is sufficiently large, then
||x1,d|| ≈ ||x2,d|| ≈ ( 1
cd
)
1
2 = O(d−
1
2 ) (4.53)
||x1,d − x2,d|| ≈
√
2||x1,d|| ≈
√
2||x2,d|| = O(d− 12 ). (4.54)
Therefore, n data vectors of a d-dimensional Dirichlet distribution satisfying the sphericity
condition in Theorem 2 can be geometrically represented by an n-simplex in the d-dimensional
data space, where the edges have approximately the same deterministic length (getting smaller
as dimension d gets larger), and those n data vectors are approximately perpendicular to each
other (assuming the population mean is chosen as the origin).
On the other hand, if we assume β = −1 (i.e. entries of α decrease at the same rate as d
increases) and let d increase, the corresponding Dirichlet distribution lies closer to the vertices
of the simplex (more discussions appear in the simulation study in Section 5). Then for large d
||x1,d|| ≈ ||x2,d|| ≈ ( 1
c+ 1
)
1
2 < 1 (4.55)
||x1,d − x2,d|| ≈
√
2||x1,d|| ≈
√
2||x2,d|| ≈
√
2(
1
c+ 1
)
1
2 <
√
2. (4.56)
If β < −1 (i.e. entries of α decreases faster than d increases), then the corresponding
Dirichlet distribution lies on the vertices in the sense that for large d
||x1,d|| ≈ ||x2,d|| ≈ 1 and ||x1,d − x2,d|| ≈
√
2. (4.57)
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Note that in Section 4.1 we compute the pairwise distances based on the concept of face and
face center. By using the HDLSS asymptotic analysis of the Dirichlet distribution, we obtain a
deeper knowledge of the distances on the simplex. This is particularly important as we study 2
populations on the simplex in the following section.
4.3.2 Representation of two samples
Firstly, without specifying the underlying distribution, we will establish an asymptotic ge-
ometric representation for two samples in Rd. Then, an analysis of two Dirichlet distributions
will be given.
Assume that x+,d is a data vector from the d-dimensional distribution with mean µx+ and
covariance matrix Σx+,d, x−,d is a data vector from the d-dimensional distribution with mean
µx− and covariance matrix Σx−,d. Assume that the following limit exists
h(d)||µx+ − µx−||2 → µ2 as d→∞. (4.58)
where µ ≥ 0 is a constant representing the scaled difference of the population means, and h(d)
is a normalizing constant depending on d. The form of h(d) is determined by the underlying
distribution:
• h(d) = 1
d
for Gaussian data;
• h(d) = d for spherical Dirichlet data with α1 = ... = αd = c and c > 0 (i.e. β = 0).
Let the covariance matrices of the two classes, Σx+,d and Σx−,d, have positive eigenvalues
λx+,1, ..., λx+,rd+ and λx−,1, ..., λx−,rd− , where rd+ and rd− are the ranks of the two covariance
matrices respectively.
Theorem 3 Assume x+,d and x−,d come from 2 multivariate distributions satisfying the condi-
tions in Theorem 1 and (4.58), in addition, we assume that the following limits exist
h(d)
rd+∑
j=1
λx+,i → σ2x+; h(d)
rd−∑
j=1
λx−,i → σ2x− as rd+, rd− →∞, (4.59)
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where rd+ and rd− are the ranks of Σx+,d and Σx−,d respectively. Then the squared distance
between x+,d and x−,d, multiplied by h(d), converges in probability to l2 = σ2x+ + σ2x− + µ2.
Proof. A very similar proof can be found in Qiao et al. (2010)[65] where the following is
shown
h(d)||x+,d − x−,d||2 (4.60)
= h(d)||(x+,d − µx+)− (x−,d − µx−) + (µx+ − µx−)||2 (4.61)
= h(d){||x+,d − µx+||2 + ||x−,d − µx−||2 + ||µx+ − µx−||2}+ op(1) (4.62)
= h(d)
rd+∑
j=1
λx+,i + h(d)
rd−∑
j=1
λx−,i + µ2 + op(1) (4.63)
= σ2x+ + σ
2
x− + µ
2 + op(1). (4.64)
for sufficiently large d.
The subsequent HDLSS geometric representation follows Hall, Marron and Neeman 2005
[21]. Let nx+ and nx− be the sample size of data vectors from two distributions. After rescaling
each component of d-variate space by h(d)−
1
2 , the N = nx+ + nx− points are asymptotically
located at the vertices of a convex N -polyhedron, where the polyhedron has N vertices and
N(N − 1)/2 edges. Just nx+ of the vertices are the limits of the nx+ points of X+ distribution
and are the vertices of an nx+-simplex of edge length
√
2σx+. The other nx− vertices are the
limits of the nx− points ofX− distribution and are the vertices of an nx−-simplex of edge length
√
2σ−. The lengths of the edges in the N -polyhedron that link a vertex deriving from a point
in X+ to one deriving from a point in X− are all of length l =
√
σ2x+ + σ
2
x− + µ2.
As in the simulation studies using spherical Dirichlet distributions (and in the case that
β = 0), we are particularly interested in studying the two sample cases where one class lies in
the interior of the simplex while another class lies towards the vertices. A simple example is
given by assuming nx+ data vectors are from the Dirichlet(αx+) where the entries of αx+ are
the same and they are equal to cx+ > 1. Another class consists of nx− data vectors from the
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Dirichlet(αx−) where the entries of αx− are equal to a constant cx− ∈ (0, 1). Since the two
distributions are both symmetric on the simplex, µ = 0. For sufficiently large d, the geometric
representation can be established and the distance between the nx+-simplex and nx−-simplex
is approximately
1√
d
× ( 1√
cx+
+
1√
cx−
) = O(d−
1
2 ). (4.65)
4.4 Radial DWD asymptotics
In this section, we discuss the d-asymptotic behavior of Radial DWD in Rd at the popula-
tion level. We assume that the optimal center is on the line connecting the population means
(when the means of the 2 samples differ), as illustrated in Figure 4.1. Then the position of
the Radial DWD center, O, and the length of the radius, R, can be calculated based on the the
HDLSS geometry. Note that we will only discuss the cases where nx,+ = nx,− = n (i.e. bal-
anced classes) since unbalanced cases can be adjusted using weights defined in Section 3.4.3.
We further simplify the discussion to the spherical separable samples (see Figure 2.2 for an il-
lustration). At the end of this section, Radial DWD classification of two Dirichlet distributions
is discussed.
Figure 4.1: Relative relationships between the center of the Radial DWD sphere, and the means
of the two populations.
Note that Radial DWD optimizes the sphere to separate the 2 classes such that the +1 (-1)
Class lies inside (outside) the sphere (see Figure 2.2). Denote the population mean of the +1
Class by µx+ and the population mean of the -1 Class by µx−. Assume that µx+ 6= µx− and
the optimal center O lies on the line connecting the population means of the 2 classes (i.e. L).
From Section 4.2, the scaled difference of the population means is h(d)−
1
2µ. Assume without
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loss of generality that µx+ lies on the left-hand side of µx− as shown in Figure 4.1, then we
have the following lemma.
Lemma 4 Suppose that the Radial DWD center, O, lies on the line connecting the population
means of the 2 classes. Then O lies outside the line segment connecting µx+ and µx− and is
closer to µx+. Equivalently, the relative relationships between the center of the Radial DWD
sphere and the means of two populations shown in Figure 4.1 is valid.
Proof. The idea of the proof is to show that for any candidate center Oˆ lying in-between µx+
and µx−, we can reflect Oˆ around µx+ and its reflection O˜ results in a smaller (i.e. better)
Radial DWD objective value. Therefore, the optimal Radial DWD center O lies outside the
line segment connecting the population means and is closer to µx+. Note that we shall not
reflect the candidate center Oˆ around µx− since the Radial DWD sphere with such a center
cannot separate the 2 classes so that the +1 (-1) Class lies inside (outside) the sphere.
Let a candidate center Oˆ lies in-between µx+ and µx−, we reflect Oˆ around µx+ to its
reflection O˜, such that the ||Oˆ − µx+|| = ||O˜ − µx+|| (while R being fixed). From the HDLSS
geometric representation discussed in Section 4.2 and 4.3, all xi,+ are equally distant from µx+
and (xi,+ − µx+) are perpendicular to the line connecting µx+ and µx− (i.e. L). Equivalently,
points xi,+, µx+, Oˆ (or O˜) form a right triangle, with µx+ being the point of orthogonality.
Similarly, points xi,−, µx−, Oˆ (or O˜) also form a right triangle, with µx− being the point of
orthogonality.
Denote the distance between the ith +1 (-1) data point to Oˆ as dˆi,+ (or dˆi,−) and the distance
between the ith +1 (-1) data point to O˜ as d˜i,+ (or d˜i,−). Then the following is true:
d˜i,+ =
√
||xi,+ − O˜||2 =
√
||xi,+ − µx+||2 + ||O˜ − µx+||2 (4.66)
=
√
||xi,+ − µx+||2 + ||Oˆ − µx+||2 = di,+ (4.67)
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based on the Pythagorean theorem and similarly
d˜i,− =
√
||xi,− − O˜||2 =
√
||xi,− − µx−||2 + ||O˜ − µx−||2 (4.68)
≥
√
||xi,− − µx−||2 + ||Oˆ − µx−||2 = di,−, (4.69)
(i.e. distances of the +1 data to the sphere stay the same while -1 data get further from the
sphere). Therefore the Radial DWD objective value decreases after such an reflection operation.
Lemma 4 shows that the relative relationships between the center of the Radial DWD sphere
and the means of two populations in Figure 4.1 is valid. Based on this observation, the position
of Radial DWD center and the radius R can be determined from the following theorem.
Theorem 5 Suppose µx+ 6= µx− and the optimal Radial DWD center,O, is on the line connect-
ing the µx+ and µx− (i.e. L). Then it follows that the optimal Radial DWD solution satisfies:
(1) if σx,+ < σx,− and d→∞, then
h(d)
1
2 ||O − µx,+|| → µ σx,+
σx,− − σx,+ (4.70)
h(d)
1
2R→ σx,− + σx,+
2
√
1 +
µ2
(σx,− − σx,+)2 ; (4.71)
(2) if σx,+ ≥ σx,− and d→∞, then
||O − µx,+|| → ∞ and R→∞ (4.72)
and furthermore Radial DWD converges to linear DWD. Note that h(d) is the normalizing
constant depending on d as discussed below 4.58.
Proof. Since the 2 classes are balanced (i.e. having equal sample size) and the optimal center is
assumed to be on L, then based on the HDLSS geometry discussed in Section 4.3.2, the Radial
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DWD optimization problem can be simplified to the following:
MinR,x
1
R−
√
x2 + h(d)−1σ2x,+
+
1√
(x+ h(d)−
1
2µ)2 + h(d)−1σ2x,− −R
(4.73)
s.t. R−
√
x2 + h(d)−1σ2x,+ ≥ 0, x ≥ 0, R ≥ 0 (4.74)√
(x+ h(d)−
1
2µ)2 + h(d)−1σ2x,− −R ≥ 0, (4.75)
where x = ||O−µx,+|| determines the position of the optimal center on L. For any fixed x ≥ 0,
the above problem becomes a 1-dimensional constrained optimization for R. From (4.74) and
(4.75) √
(x+ h(d)−
1
2µ)2 + h(d)−1σ2x,− ≥
√
x2 + h(d)−1σ2x,+, (4.76)
therefore
x ≥ max{0, σ
2
x,+ − σ2x,− − µ2
2h(d)−
1
2µ
}. (4.77)
Solving (4.73) to (4.75) for R we have
R = R(x) =
1
2
(
√
(x+ h(d)−
1
2µ)2 + h(d)−1σ2x,− +
√
x2 + h(d)−1σ2x,+) (4.78)
Then if we replace R in the optimization problem by R(x), we have an equivalent problem:
Maxx
√
(x+ h(d)−
1
2µ)2 + h(d)−1σ2x,− −
√
x2 + h(d)−1σ2x,+ (4.79)
s.t. x ≥ max{0, σ
2
x,+ − σ2x,− − µ2
2h(d)−
1
2µ
}. (4.80)
Note that the first (second) term in (4.79) is the scaled distance from the -1 (+1) data to the
Radial DWD center. By comparing (4.79) and (4.80) with Figure 4.1, we see that the above
problem is finding the optimal x (i.e. the position of center) such that the 2 classes are furthest
apart. Let g(x) =
√
(x+ h(d)−
1
2µ)2 + h(d)−1σ2x,− −
√
x2 + h(d)−1σ2x,+ so that
g
′
(x) ≥ 0 iff σx,+(x+ h(d)− 12µ) ≥ σx,−x. (4.81)
56
Suppose σx,+ < σx,−, then g
′
(x) ≥ 0 iff x ≤ h(d)− 12µ σx,+
σx,−−σx,+ . Then it follows that for
sufficiently large d,
||O − µx,+|| ≈ h(d)− 12µ σx,+
σx,− − σx,+ , (4.82)
R ≈ h(d)− 12 σx,− + σx,+
2
√
1 +
µ2
(σx,− − σx,+)2 . (4.83)
Since all the scaled distances we used in the proof converge to constants in probability, we have
that
h(d)
1
2 ||O − µx,+|| → µ σx,+
σx,− − σx,+ in probability, (4.84)
h(d)
1
2R→ σx,− + σx,+
2
√
1 +
µ2
(σx,− − σx,+)2 in probability. (4.85)
as d→∞.
On the other hand, if σx,+ ≥ σx,−, then g(x) is a non-decreasing function in x and the
optimal x → ∞ and R → ∞. Locally near the data points, the separating sphere tends to be
linear and we have
||xi,− −O|| − ||xi,+ −O|| =
√
(x+ h(d)−
1
2µ)2 + h(d)−1σ2x,− −
√
x2 + h(d)−1σ2x,+ (4.86)
→ h(d)− 12µ = ||µx,+ − µx,−||, (4.87)
as x→ +∞ and h(d)− 12 = o(x). This locally-linear separating sphere bisects the line segment
connecting the means of two populations since both (R − di,+) and (di,− − R) converges to
1
2
||µx,+ − µx,−|| as d → ∞. This is exactly the limiting linear DWD hyperplane for balanced
samples (see Hall, Marron and Neeman 2005 [21] for details).
The following theorem studies the case where the 2 population means are the same. By
assuming the optimal Radial DWD center lies at the common population mean, the Radial
DWD radius, R, can be determined from Theorem 6.
Theorem 6 Suppose O = µx+ = µx− and σx,+ < σx,− (if need be, switch the 2 classes to
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guarantee this is true). Then it follows that
h(d)
1
2R→ σx,− + σx,+
2
in probability as d→∞. (4.88)
Proof. Note that ifO = µx+ = µx− and σx,+ = σx,−, the 2 classes are not spherically separable.
Otherwise if the assumptions are true, the statement can be proved using a similar calculation
(as shown in the Theorem 5). Note that for sufficiently large d, h(d)−
1
2σx,+ (or h(d)−
1
2σx,−)
is approximately the distance of +1 Class (-1 Class, respectively) to the common population
mean and the optimal radius is approximately the average of h(d)−
1
2σx,+ and h(d)−
1
2σx,−.
We now analyze a simple case with two samples where the +1 Class comes from Dirichlet
(α+, ..., α+) where α+ = c+dβ+ and the -1 Class comes from Dirichlet(α−, ..., α−) where
α− = c−dβ− . Since both distributions are symmetric, µ = 0 and the optimal center is assumed
to be the overall center of the simplex.
Suppose β+ = β− = 0 and c+ > c− (i.e. the -1 Class is further away from the center of the
simplex than the +1 Class). Then it follows from Theorem 6 that the optimal radius
R ≈ 1
2
√
d
(
1√
c+
+
1√
c−
) (4.89)
for sufficiently large d, where 1√
d
1√
c+
is the distance of +1 class to the center of the simplex,
1√
d
1√
c−
is the distance of -1 class to the center of the simplex. Therefore if both α+ and α−
are constant and the +1 class is much closer to the center of the simplex than the -1 class (i.e.
having α+ much bigger than α−), the Radial DWD radius is approximately the half of the
distance from the -1 class to the center of the simplex.
On the other hand, consider β+ = β− = −1 and c+ > c−. Then it follows that
R ≈ 1
2
(
√
1
c+ + 1
+
√
1
c− + 1
), (4.90)
which does not change with d as long as d is sufficiently large. In case that β+ < −1 and
β− < −1, the 2 classes are not spherically separable since the 2 classes are equally distant
from the center of the simplex as d→∞.
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If β+ > −1 and β− ≤ −1, the +1 class lies very close to the center while the -1 class lies
on the vertices of the simplex as d→∞, and the Radial DWD radius is approximately 1
2
.
More discussion about the Dirichlet distribution can be found in the Appendix D. The ex-
ample where β+ = β− = 0 will be useful for understanding the simulation studies in Section
5, where linear methods work in a degenerate mode: they classify samples to one of the classes
no matter which distribution those samples come from (see Hall, Marron and Neeman 2005
[21] for a discussion).
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CHAPTER 5: SIMULATION ANALYSIS
In this section, we are going to compare Radial DWD with several other classification
methods through simulating data from the Dirichlet distribution. While there are 2 well-known
distributions on the unit simplex, namely the Logit-normal distribution and Dirichlet distribu-
tion, the latter one is much easier to simulate from. The parameter α > 0 determines the mode
and dispersion of the Dirichlet(α) probability distribution. We explore some parameter set-
tings in Figure 5.1 where α = (α1...αd) > 1 (in this particular case, d=3). Data points tend
to be closer to the vertices of the simplex corresponding to large entries in α. If all the entries
of α are the same, the distribution is centered; inflating the entries makes the distribution more
concentrated. Note that the data are simulated on the unit simplex since that is the data space
of virus detection but the idea can be carried over to general cases whenever the separation
along radial directions is the key for classification. Further exploration of the Dirichlet density,
including the case when α < 1, can be found in the Appendix D.
Before arriving to the simulation results, we would like to introduce the rationale behind
kernel methods and the justify the kernels we choose, since kernel methods are being compared
with Radial DWD. Note that both the primal and dual SVM/DWD optimization problems de-
pend on X only through the inner products of each training point with each other, given in the
matrix XTX . Therefore, one could replace the vector xi by Φ(xi) for some possibly nonlinear
mapping function Φ. The symmetric kernel function K associated with this mapping function
Φ has the property: K(xi, xj) = φ(xi)Tφ(xi), so that the inner product of transformed data
points are decided only through the kernel function. By replacing the inner products in the
linear SVM and DWD optimizations by the kernels and apply linear classifications in a kernel
embedded space (usually has higher dimension than the original one), one extend the linear
classification.
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Figure 5.1: The Dirichlet density under various parameters α > 1. Each triangle is a rotated
simplex in the three dimensional Euclidean space and corresponding α is specified under each
triangle. A red-blue colormap is used to visualize the height of density: red is large, blue is
small. Suppose the entries of α are the same, as appear in the 3 left panels, the corresponding
Dirichlet distribution is centered; “spiked” α make the distribution skewed towards vertices of
the simplex; multiplying α with a ≥ 1 constant makes the distribution more condensed and
vice versa.
Two types of kernels will be considered: the Polynomial Kernel and the Gaussian Ra-
dial Basis Function (RBF) Kernel. The (inhomogeneous) Polynomial Kernel of degree p is
K(x, y) = (x · y + 1)p. As Radial DWD is trying to fit a hypersphere to the data points, it
is natural to compare it with SVM and DWD embedded with the (inhomogeneous) Polyno-
mial Kernel of degree 2 (or say, the Quadratic kernel). Meanwhile the Gaussian RBF Kernel
can be written as K(x, y) = exp(−‖x− y‖2/2σ2). The parameter σ is sometimes called the
“bandwidth” and a smaller σ makes the kernel embedded classifier fits the training data better.
5.1 Simulation 1
The simulated data in Figure 5.2 have dimension d = 50, with n+ = 20 class +1 samples
represented as red plus signs and n− = 20 class -1 samples represented as blue circles. Data
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are simulated using the Dirichlet distribution Dirichlet(α), supported on the unit simplex. The
+1 class data in Figure 5.2 are drawn from Dirichlet(α+) with α+ = (5, ..., 5) and the -1 class
data are generated from Dirichlet(α−) with α− = (0.5, ..., 0.5). Therefore, positive data points
are close to the overall center and the negative data points are closer to the vertices.
Figure 5.2: Class +1 is shown as red pluses, -1 as blue circles, test samples, simulated from
the negative population, as gray x symbols. The vertical axis shows random heights to visually
separate the points, along with kernel density estimates (i.e. smooth histograms). The separat-
ing boundaries are calculated using: (a) MD, (b) Linear SVM, (c) Linear DWD, (d) LASSO,
(e) RBF SVM and (f) Radial DWD. Except Radial DWD, all the other methods have poor clas-
sification performance for the test samples, which should be mostly to the left of the dashed
line in each case.
Classifiers, including MD, LASSO, linear SVM, RBF Kernel SVM, DWD and Radial
DWD, are trained on the red pluses and blue circles. We assess the performance by classi-
fying 200 new test samples drawn from the -1 class population. The test samples are shown in
Figure 5.2 as gray x symbols. Note that the Quadratic Kernel SVM (QSVM) was also consid-
ered. It performed very similarly with RBF SVM in this particular example and hence is not
shown here.
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In each panel of Figure 5.2, the signed distances of the data points to the optimal separating
hyperplane are shown on the horizontal axes. The position of each separating hyperplane is
shown as a dashed line. Data points that fall on the same side of the hyperplane as the +1 (-1)
class will have positive (negative) distances. Kernel density plots (e.g. smooth histograms) are
provided as another way of viewing the population of each class.
As shown in Figure 5.2(a), MD performs poorly (with many gray test points to the right
of the boundary) since the separation of classes in this example is not a shift of means. In
particular, 152 out of 200 samples are misclassified as +1.
It can be seen from Figure 5.2(b) that the 2 training classes are linearly separable by using
SVM, but the training data from both classes pile up at the margin. Moreover, 129 out of 200
test samples are misclassified as +1.
Data piling is a sign of overfitting and is very undesirable since the corresponding separating
hyperplane is driven heavily by the particular realization of the data at hand (see Marron, Todd
and Ahn 2007). DWD was developed to address this ubiquitous problem with SVM. Yet Figure
5.2(c) is similar to (b). The phenomenon of data piling is diminished as expected from the ideas
of Marron, Todd and Ahn (2007). However, the performance of DWD for this test set is far
from satisfactory because radial separation is the key: again many (142 out of 200) test samples
are misclassified as +1.
Classification using LASSO is illustrated in Figure 5.2(d). Although the training data are
separated, there are 117 out of 200 misclassified test samples. It is not surprising that despite
the underlying nonlinear pattern, SVM and DWD successfully separate the 2 training classes
due to the large size of the data space. However, the good classification performance does not
carry over to the test samples, which may differ from the +1 class in directions that do not
appear in the -1 class training data. This highlights the limitation of linear methods in this type
of context.
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Table 5.1: Parameter α used in simulation
Case # +1 class -1 class corresponding panels in Figure 5.3.
1 (1...1) (0.1...0.1) (a.1) (b.1) and (c.1)
2 (1...1) (0.5...0.5) (a.2) (b.2) and (c.2)
Figure 5.2(e) shows the classification using the RBF (nonlinear) Kernel SVM. When the
training set is linearly separable, kernel SVM behaves like the linear counterpart but may overfit
the training data more severely under HDLSS assumptions. Although the dimension is fairly
moderate, data piling still exists. The expected improvement over the linear counterpart is
present in the sense that only 120 out of 200 test samples are misclassified, although this is still
unacceptably poor.
A much improved performance and classification accuracy can be observed in Figure 5.2(f)
where Radial DWD is applied. Training data are well separated with no signs of data piling and
except for one test data point, all the other test samples are correctly classified, showing that
Radial DWD solves the overfitting problem one may intuitively expect from the RBF kernel
SVM in HDLSS radial contexts.
5.2 Simulation 2
Next a broader simulation study is conducted. The training data and the test data are simu-
lated on the unit simplex usingDirichlet(α) with α summarized in Table 5.1. In each example,
n+ = 20 +1 class and n− = 50 -1 class data of dimension d = 10, 50, 100, 500, 1000, 5000,
10000, 50000, 100000 are generated in order to cover a range from non-HDLSS to extreme
HDLSS cases. Additionally, in panels (a1) and (a2), 5000 test samples are drawn from the -1
class in order to assess the false positive rate; in panels (b1) and (b2), 5000 test samples are
drawn from the +1 class in order to assess the false negative rate. Thirty repetitions are done
for each case and each dimension in order to calculate a simulated confidence interval for the
classification error.
Note that the tuning parameters in LASSO, (linear/Quadratic/RBF) SVM, DWD are de-
termined by 5-fold cross validation. Classifiers are trained using the +1 versus the -1 class.
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Classification error (false positive and false negative) is calculated for classifying the 5000 test
samples and is illustrated in Figure 5.3.
Figure 5.3: The false positive rate is depicted in panels (a1) and (a2) under each parameter
setting, with the corresponding false negative rate (under the same training setup) is in (b1) and
(b2). The average of the false positive and false negative rate is shown in panels (c1) and (c2)
respectively. Classification error is calculated for: −·MD ··LASSO, −−Linear/Quadratic/RBF
SVM, − Linear DWD and −Radial DWD (RDWD). Color key is also given. Error bars are
obtained by repeating the simulation 30 times for each dimension d. Figure 5.3 shows the
outstanding performance of Radial DWD relative to typical methods in these radial settings.
In the first simulation in panels (a1), (b1) and (c1), the +1 class is simulated uniformly
on the the simplex using Dirichlet(1...1) while the -1 class is simulated near the vertices of
the simplex, as given in Table 5.1. The class separation is hard in low dimensions but as
dimension grows, the relatively low sample size of the training data makes the separation easier.
It can be seen in panel (a1) that when dimension is low (around 10), RBF kernel SVMs and
Radial DWD perform similarly well with false positive error rates below 10%, LASSO and
Quadratic kernel SVM follows and all the other linear methods perform poorly. As dimension
goes to ∞, the false positive error of Radial DWD shrinks to zero quickly while that of the
MD/SVM/DWD/RBF kernel SVM/Quadratic kernel SVM goes to 1; that of LASSO converges
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to around 50%. A quite different tendency can be observed in panel (b1) when the false negative
rate is being examined. When dimension is low, LASSO tends to have a very large false
negative error but the error shrinks to zero quickly as dimension grows, so do the false negative
error rates for the other methods. The average of the 2 types of errors is summarized in (c1). It is
not hard to see that the kernel SVMs and Radial DWD are comparably good in low dimensions;
the error rate of the former one converges to around 50% while that of the latter one converges
to zero quickly as dimension grows. Additionally, the average error rate of MD/SVM/DWD
is relatively stable (around 50%); the average error rate of LASSO is around 35% for large
dimensions.
The second simulation in panels (a2), (b2) and (c2) is similar to the first except that the
-1 class is closer to the center. This is even a harder classification problem when dimension
is low. An almost opposite tendency could be observed in (a2) and (b2), compared to (a1)
and (b1). Except LASSO, the false positive rate (in (a2)) of all methods shrinks to zero while
that of Radial DWD decreases much faster; the false positive error rate of LASSO is around
35% for large dimensions. Shown in panel (b2), the false negative error rate of Radial DWD
stills decreases to zero as dimension grows, however, the error rates of its competitors goes to
1 (or above 60% for LASSO). The average of the false positive and the false negative rate is
illustrated in panel (c2) where a similar pattern as (c1) can be observed, except that even in
low dimensions, kernel SVMs did not work as well as Radial DWD. When dimension is high,
all Radial DWD’s competing classifiers have error rates around about 50%, which is the same
performance as purely random choice.
In the above simulations, we use the spherical Dirichlet distributions with constant parame-
ter vector α (i.e. β = 0 as discussed in Section 4.4). As suggested in Chapter 4, linear methods
(except LASSO, which classifies samples in a much lower dimensional subspace) tend to work
in a degenerate mode for HDLSS data. They classify samples to one of the classes no matter
which class those samples are simulated from. Thus in the limit as d → ∞, either the false
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positive, or the false negative rate will be 100% and the other will be 0%, giving a 50% average
error rate. More insights of this phenomenon can be found in Hall, Marron and Neeman 2005
[21].
We have also studied a number of other examples. These are not shown to save space be-
cause the lessons learned in these other examples are fairly similar to those presented herein.
As suggested by our current simulations, Radial DWD outperforms MD, LASSO, (linear,
Quadratic, RBF) SVM and linear DWD when the radial separation is the key player to dis-
criminate classes. Note that the full set of simulations shown here, involving many replications
was done in a few hours.
The reason for the outstanding performance of Radial DWD in this type of data context is
the particular geometry of this situation. In Figure 1.1, we show that there are scaling issues
with these coverage vectors as data objects, which are handled by dividing by the sum of
the entries. This transformation means the data live on the unit simplex, hence we study its
geometry. Furthermore, because the dominant spikes in Figure 1.1 are in different locations, the
data negative samples are widely distributed around the simplex, in many different directions.
We tried to illustrate this with a grossly simplified (because human perception tends to fail
beyond 3 dimensions) toy example in Figure 1.4. But it is the major exaggeration of this
effect, that naturally occurs in this HDLSS context, that drives the major breakthrough of Radial
DWD relative to the existing competitors (which were not designed for this setting). The same
conclusion can be drawn by examining the real virus hunting data analysis given in Chapter 6.
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CHAPTER 6: THE VIRUS HUNTING DATA ANALYSIS USING RADIAL DWD
6.1 Introduce virus hunting dataset
In this section, we introduce our dataset for virus hunting. It is useful to clarify some
terminologies using a specific example. In case of an HSV-1 diagnosis problem, 8 HSV-1
homologous sequences are positive controls, one of the HSV-1 homologous sequences would
be the target sequence; the 24 Hg19 sequences (introduced in Section 1) are negative controls.
Besides, HSV-1 is called the target virus in this problem. Currently, all the 21 target viruses in
our dataset are human herpesviruses, showed in Figure 6.1 by a taxonomy tree, spanning across
three herpesvirus subfamilies, namely, Alphaherpesvirinae in blue, Betaherpesvirinae in green
and Gammaherpesvirinae in red. If a herpesvirus belongs to Alphaherpesvirinae, as for HSV-1,
we call it an alpha herpesvirus and so forth. A full list of 21 target viruses is summarized in
Table 6.1.
Most of the time, the sample size of the positives is between 3 to 20 while the sample size
of the negatives is usually 24. The length of human herpesviruses varies from approximately
100 thousand to 200 thousand nts. In Section 6.2, we will show an HSV-1 detection problem
using Radial DWD.
6.2 Radial DWD analysis: a single virus detection problem
The objective is to use Radial DWD as a virus detection machine that takes DNA (short
reads) alignment data vectors as input samples and outputs a list of possible viruses that may
infect these samples. Some useful biology and a detailed description of how to obtain the DNA
alignment data vectors can be found in the Appendix.
As briefly described in Chapter 1, Radial DWD presents an appealing virus detection ca-
pability. Another comparison between Radial DWD and its linear and nonlinear competitors
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Table 6.1: Target Herpesviruses
Genus Group Description Reference Size (nts) #
Alpha Simplex Human Herpesvirus 1 (HSV1) NC_001806 152261 8
Human Herpesvirus 2 (HSV-2) NC_001798 154746 3
Saimiriine Herpesvirus 1 NC_014567 156742 3
Elephantid herpesvirus 1 NC_020474 180421 5
Gallid herpesvirus 1 JN542534 151756 20
Varicellovirus Bovine Herpesvirus 5 NC_005261 137821 4
Human Herpesvirus 3 (VZV) NC_001348 124884 23
Equid Herpesvirus 1 NC_001491 150224 4
Beta Roseolovirus Human Herpesvirus 6A NC_001664 159322 2
Human Herpesvirus 6B NC_000898 162114 3
Human Herpesvirus 7 NC_001716 153080 3
Cytomegalovirus Human Herpesvirus 5 NC_006273 235646 16
Murid Herpesvirus 1 HE610451 229543 6
Gamma Lymphocryotovirus Human Herpesvirus 4 (EBV) NC_009334 172764 7
Macacine Herpesvirus 4 NC_006146 171096 2
Rhadinovirus Saimiriine Herpesvirus 2 NC_001350 112930 3
Murid Herpesvirus 4 NC_001826 119451 4
Bovine Herpesvirus 4 NC_002665 108873 3
Macacine Herpesvirus 5 NC_003401 133719 5
Human Herpesvirus 8 (KSHV) NC_009333 137969 8
Unclassified Rodent Herpesvirus Peru NC_015049 124335 3
A summary of the 21 target herpesviruses. Genus, group and description are used to identify
the corresponding target herpesviruses. ‘Reference’ indicates the NCBI identification; ‘Size’
is the length of the reference sequence; ‘#’ indicates the number of positive samples (or
homologous sequences) used in the training.
is given in this section through analyzing a real data example of detecting the α-Human Sim-
plexvirus 1 (α-HSV-1 or HSV-1). The dataset consists of the following 2 subsets:
• The training data are n+ = 8, n− = 24 vectors of dimension 152,261, which is the DNA
length of HSV-1. Entries of each data vector correspond to the nucleotide positions in
the virus DNA sequence. The training data of the +1 (HSV-1 positive) and -1 (HSV-1
negative) class are normalized to the unit simplex (of dimension 152,261). The +1 class
tends to locate near the center while the -1 class tends to locate near a diverse set of
vertices of the simplex. Classifiers are trained using the +1 versus the -1 class.
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Figure 6.1: NCBI taxonomy tree for the 21 reference herpesviruses. Each leaf of the tree
represents a herpes reference virus in our dataset. Colors are used to distinguish alpha (blue),
beta (green) and gamma (red) viruses while the shades of colors can further visualize different
subfamilies (e.g. alpha simplex viruses are dark blue, alpha varicellovirus are bright blue etc.)
Each leaf is written as “subfamily name abbreviation”-“species”-“NCBI accession number”.
• The test set consists of the DNA alignment vectors from the following samples: 4 HSV-1
positive human samples (not appearing in the training), 14 non-human α Simplexvirus-1
(including 5 monkey Simplexvirus-1, 8 pig Simplexvirus-1 and 1 cow Simplexvirus-1)
and 109 much more distantly related viruses.
Nonzero data vectors are normalized to the unit simplex and can be viewed as points on it.
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Samples whose DNA alignment vectors are zero vectors are put at−∞. This is reasonable since
zero vectors only exist in the -1 class training set or the test set: a) if the sample comes from
the -1 class training set, it has no effect on the calculation of the separating sphere (interpreting
the reciprocal of −∞ to be zero); b) if the sample comes from the test set, it should surely be
classified as -1 and −∞ is viewed as outside the separating hypersphere.
The classification performance of Radial DWD is compared with a number of popular clas-
sification methods including MD, LASSO, linear DWD, SVM and RBF Kernel SVM in Figure
6.2. Quadratic SVM gave results that were quite similar to RBF SVM so therefore not shown
here. For methods including a separating plane, relative performance comes from the projection
onto the normal vector, shows as the horizontal axes in Figure 6.2. Radial DWD is similarly in-
terpreted as the signed distance to the separating sphere. The +1 training data are shown as red
plus signs, -1 training data as blue circles. HSV-1 positive human samples (real human DNA
samples that are infected by HSV-1) as magenta asterisks, related α simplex herpesviruses as
green asterisks and other samples as gray x-symbols (known to be HSV-1 negative). The posi-
tion of the separation boundary is shown by the black vertical dashed line. Signed distances to
the separating boundaries are depicted along the horizontal axis while the vertical perturbation
is used for visual separation of the points. Kernel density plots are provided as well.
While the training data is well separated in all cases in Figure 6.2, the good classification
property may not carry over to the test samples. The performance of MD, SVM, DWD and
RBF SVM tend to be similar in this example where the false positive rates are very high (larger
than 50%), i.e. most of the negative gray x-symbols are to the left of the dashed line. This
contrasts sharply with panel (f) where all gray x-symbols are to the right. Meanwhile LASSO
presents a unique behavior with zero false positive. However, it fails to correctly classify 8
(out of 14) HSV-1 related viruses (green asterisks) since they fall on the left hand side of the
LASSO separating hyperplane. The other 6 HSV-1 related viruses are much further from the
positive training data (red plus signs) to the right. Our simulations show that LASSO tends to
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pick out a small subset of nucleotide positions and classify data merely based on very limited
information gained on those positions, which results in poor classification.
Radial DWD shows a superior classification result not only because it correctly classified
all HSV-1 positive samples but also the positive samples are grouped reasonably well: HSV-1
positive human samples (magenta asterisks) are tightly clustered with the positive training data
(red plus signs); related herpesviruses (green asterisks) are clusters according to the host species
that they infect − from the right to the left − monkey, pig and cattle. The grouping property
of Radial DWD can be exploited to classify new viruses, e.g. in different animal hosts, as they
would be related, but not identical to the known ones.
Figure 6.2: We show 6 panels of 1 dimensional “signed distance to separating boundary”
plots to compare Radial DWD (panel (f)) with MD, LASSO, linear DWD, SVM and RBF
SVM. Red plus signs are +1, blue circles are -1, magenta asterisks are HSV-1 positive humans,
green asterisks are related non-human herpesviruses, gray x-symbols are non-positive samples.
Figure 6.2 shows the superior performance of Radial DWD.
Radial DWD has shown to possess a much better classification accuracy in terms of both
lower false positive and lower false negative error rates, while all the other competitors consid-
ered here perform poorly. Note that real data examples of β−HHVs and γ−HHVs (the other 2
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subfamilies of HHV) classification were also analyzed. These results are very similar, so they
are not included here to save space.
In addition to giving outstanding classification results when one class is widely distributed
around the other, the computation of Radial DWD is fast enough to be useful for modern scale
bioinformatics data sets. The computational speed is nearly independent of the dimension of
the data vectors, because the method is based on a QR decomposition. By comparing Figure
5.2 with Figure 6.2, we further conclude that simulating from the Dirichlet distribution recovers
data structure seen in the real virus hunting so that is a reasonable choice in studying Radial
DWD.
We have not calculated the misclassification rate since assigning membership of the testing
samples is not simply a “right or wrong” issue: a β-HHV may share a certain amount of
similarity with the HSV-1 (+1 class, α-HHV) while another β-HHV could be much different
from it, or say, the similarities between viruses are continuously changing. Most of the time
we use visual detection and focus on interesting sample clusters (such as the clusters in Figure
6.2, panel (f)). Phylogenetic analysis may help to assign “similarity scores” to viruses so that
the classification accuracy can be calculated numerically (which has not been done so far).
6.3 An automated pipeline using Radial DWD
A computational pipeline is developed to automate the Radial DWD based pathogen dis-
covery. It consists of an aligner, Radial DWD classifier and in-house MATLAB and Python
codes. In the current pipeline, Bowtie2 aligner (Langmean and Salzberg 2012 [75]) is used
because of its fast speed and high accuracy. SAMtools [76] is used to extract the coverage
vectors. A brief overview of aligners will be given in the Appendix A.
The flowchart for a single-virus detection problem is given in Figure 6.3. Panel A shows
the training process, where in this particular example, HSV-1 is the target virus. A set of 8
strains of HSV-1 are chosen as the positives while 24 human Hg19, 1 mitochondrial and 10 E.
Coli genomes jointly serve as negatives. Note that since mitochondrial and E. Coli DNAs are
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common source of lab contamination, we include them in the negative training set to control
for false positive.
Figure 6.3: Panel A shows the training process of an HSV-1 detection problem. After the in
silico random reads sampling, each of the negative and positive samples is a collection of short
reads. Through aligning to the HSV-1 target, their normalized coverage vectors are obtained
and input to the Radial DWD algorithm. Thereafter, an HSV-1-trained Radial DWD is com-
puted. In panel B, coverage vectors of the test samples are classified to either HSV-1-positive
or negative based on their HSV-1 scores.
The pipeline starts with an in silico random reads generator that samples reads of specified
length (e.g. 64 nts), from each of the raw DNA sequences. In order to sample enough reads to
cover the samples’ genome, 10,000 reads and 1 million reads are generated for herpesviruses
and human, respectively. Therefore, each of the input positive and negative training samples
is represented by a collection of short reads. Reads are then aligned to the HSV-1 reference
genome (NCBI accession number NC_001806) and 8+35 coverage vectors are extracted and
normalized. Based on the coverage vectors, Radial DWD is trained to differentiate HSV-1 from
human and E. Coli. A separating sphere is fitted so that the 8 HSV-1-positive data vectors lie
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inside, the 35 HSV-1-negative data vectors lie outside the sphere.
In panel B, a set of test samples (each is a collection of reads generated from that sample) are
aligned to HSV-1 and their normalized coverage vectors are obtained. The score is calculated
by the radial distance between the coverage data vector and the sphere. Positive (negative)
scores will be assigned to the samples that lie inside (outside, respectively) the trained HSV-
1 sphere. Suppose that there are n samples to classify, an n-column vector of HSV-1 scores
is generated. The score vector is ready for visualization, such as the 1-d jitter plot shown in
Figure 6.2. For a given set of testing samples we are more interested in testing the existence of
multiple viruses (called target viruses or targets). Therefore, screening for each target is carried
out in a parallel fashion and a score vector is generated for each target virus. Those vectors
are combined into a matrix, called Radial DWD score matrix and will be used for heatmap
visualization, as will be introduced in the following section.
6.4 Multiple-virus detection and heatmap visualization
In this section we consider 3 datasets, each contains multiple testing samples. The 21 target
viruses described in Section 6.1 are tested using the Radial DWD pipeline. For example, in
dataset 1 described in Section 6.4.1, 52 samples are tested against the 21 targets and a Radial
DWD score matrix of dimension 52 by 21 is obtained for further visualization.
6.4.1 Dataset 1: 52 sequenced samples
The score matrix is of dimension 52 by 21, since we have 21 targets and 52 samples (see
Table 6.2 for a summary of samples). The score matrix is visualized by heatmap techniques,
shown in Figure 6.4, where scores are colored gradually from blue to red as scores increase
from negative to positive. Ambiguous scores (close to zero) will come up as white. The rows
(test samples) are clustered by hierarchical clustering with Euclidean distance measure and
Ward linkage, while the columns (target viruses) are ordered according to their phylogenetic
similarities.
Table 6.2: Dataset 1, with 52 test samples.
Infectious Agent Sample ID Size (MB) Radial DWD Validation
Human Herpesvirus 1 SRR038621 964.3 HSV-1, HSV-2, Bovine 5, Equid 1, Saimirrine 1
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SRR038622 1060 HSV-1, HSV-2, Bovine 5, Equid 1, Saimirrine 1
SRR038650 1040 HSV-1, HSV-2, Bovine 5, Equid 1, Saimirrine 1
DRR000853 18 HSV-1, HSV-2, Bovine 5, Equid 1, Saimirrine 1
Human Herpesvirus 4 French 275 HHV4 (EBV), Macacine 4
Han 254.8 HHV4 (EBV), Macacine 4, marginally for HHV6B
Papuan 246.2 HHV4 (EBV), Macacine 4, marginally for HHV6B
San1 386.1 HHV4 (EBV), Macacine 4, marginally for HHV6B
San2 381.3 HHV4 (EBV), Macacine 4, marginally for HHV6B
San3 391.3 HHV4 (EBV), Macacine 4, marginally for HHV6B
San7 387.6 HHV4 (EBV), Macacine 4, marginally for HHV6B
Yoruban 303.9 HHV4 (EBV), Macacine 4, marginally for HHV6B
DeadGuy 1370 HHV4, KSHV, Murid 4, Macacine 5, Equid1,
marginal for HHV6B, Bovine 4 and 5
pagano_RL7 12.1 HHV4 (EBV), Macacine 4, marginally for HHV5
pagano_RL8 8.2 HHV4 (EBV), Macacine 4, marginally for HHV5
pagano_RL9 11.9 HHV4 (EBV), Macacine 4, marginally for HHV5
pagano_RL10 7 HHV4 (EBV), Macacine 4, marginally for HHV5
Human Herpesvirus 5 454_RL9 18.9 HHV5 (HCMV), Murid1 (Mouse CMV)
454_RL10 28.3 HHV5 (HCMV), Murid1 (Mouse CMV)
454_RL11 32.5 HHV5 (HCMV), Murid1 (Mouse CMV)
454_RL12 10.5 HHV5 (HCMV), Murid1 (Mouse CMV)
Guinea pig CMV 1.GAC.454.2012 31.8 HHV5 (HCMV), Murid1 (Mouse CMV)
2.GAC.454.2012 45.4 HHV5 (HCMV), Murid1 (Mouse CMV)
1.GAC.454.2014 31 HHV5 (HCMV), Murid1 (Mouse CMV)
2.GAC.454.2014 44.3 HHV5 (HCMV), Murid1 (Mouse CMV)
Human Herpesvirus 6B SRR387909 2820 Saimiriine 1, HHV7
Mustelid Herpesvirus 1 ERR233401 2060 Saimiriine 1, marginally for HHV6B and HHV7
Bovine Herpesvirus 4 SRR298716 31.9 Bovine 4
Human Herpesvirus 8 PEL1 0.856 HHV8 (KSHV), HHV4 (EBV), Macacine 4
PEL2 1.4 HHV8 (KSHV), HHV4 (EBV), Macacine 4
PEL3 1.3 HHV8 (KSHV), HHV4 (EBV), Macacine 4
PEL4 0.73 HHV8 (KSHV), HHV4 (EBV), Macacine 4
ERR243998 530.3 HHV8 (KSHV), marginally for Murid 1 and Saimiriine 1
ERR243999 557.6 HHV8 (KSHV), marginally for Saimiriine 1
ERR244004 717.3 HHV8 (KSHV), marginally for Saimiriine 1
ERR244005 818.8 HHV8 (KSHV), marginally for Murid 1 and Saimiriine 1
ERR244006 648.8 HHV8 (KSHV), marginally for Murid 1 and Saimiriine 1
ERR244007 781.5 HHV8 (KSHV), marginally for Murid 1 and Saimiriine 1
ERR244008 714 HHV8 (KSHV), marginally for Murid 1 and Saimiriine 1
ERR244105 1520 HHV8, HHV4, Macacine 4, marginally for Saimiriine 1
SRR582447 7010 HHV8, marginal for Macacine 5, Equid 1, Rodent Peru
Human Herpesvirus 3 SRR038595 19.9 HHV3 (VZV)
SRR043089 43.6 HHV3 (VZV)
Measles virus vaccine SRR038590 4.7 HHV3 (VZV)
Mumps virus vaccine SRR038592 5.6 HHV3 (VZV)
SRR043090 13.8 HHV3 (VZV)
Polio virus vaccine SRR038588 61.5 HHV3 (VZV)
Rotavirus vaccine SRR038593 7.5 None
SRR038594 9.1 HHV3 (VZV)
Rubella virus vaccine SRR038589 7.6 None
Yellow fever virus vaccine SRR038591 11 HHV3 (VZV)
Viral metagenomic vaccine SRR043091 0.5 HHV3 (VZV)
A summary of the test dataset 1 which consists of 52 test samples. Each of the sample is a
mixture of DNA reads from the host and viruses) (i.e. Infectious Agents). The column names
are self-explanatory. If a sample is downloaded from SRA, its NCBI SRA accession number
is used as sample ID, otherwise a lab_ID is provided if the sample is sequenced in Dittmer
Lab. The column ‘Radial DWD Validation’ shows the classification results, where the possible
infectious agents are listed.
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The Radial DWD score matrix can be interpreted in similarly as gene expression arrays,
where the “genes” are replaced by target viruses. Table 6.2 summarizes the information of
each test sample, and the corresponding Radial DWD classification results. The column “Ra-
dial DWD Validation” lists the possible viruses that infect samples. Since alpha herpes simplex
viruses are very similar, one may notice Human Herpes Simplex 1 (HSV-1) samples are also
positive to Human Herpes Simplex 2 (HSV-2). EBV infected samples are positive for both
EBV and EBV-like Macacine 4 herpesvirus. All the EBV-infected samples are sequenced
in the Dittmer lab from patients, some of them are also marginally positive for either Rose-
olovirus (HHV6B) or Cytomegalovirus (HCMV, or HHV5). Other results in Table 6.2 are
self-explanatory. Related viruses can be seen from the heatmap as blocks of red entries. For
example, human, guinea pig and mouse CMV are clustered; mustelid and saimiriine simplex
have the similar pattern etc. Co-infections of KSHV and EBV in Primary effusion lymphoma
(PEL) samples (which are collected in Dittmer lab) can also be observed in Figure 6.4.
Note that, one Roseolovirus (HHV6B) infected sample (NCBI accession number: SRR387909)
is not positive for HHV6B, but instead positive for HHV7 and saimiriine simplexvirus 1, this
requires further analysis of the sequenced reads. Meanwhile, many vaccine samples (measles,
mumps, poliovirus, rotavirus, rubella, yellow fever vaccine) are positive to HHV3 (VZV, or
chicken pox). This is may due to cross-contamination in the preparation of sequencing ma-
terials, since all the vaccine samples are obtained from the same viral metagenomics study of
vaccine samples (Victoria et al. 2010 [77]). In the study, nucleic acids in trivalent oral po-
liovirus, rubella, measles, yellow fever, HHV3, rotavirus (Rotarix and Rotateq) and multivalent
Measles/Mumps/Rubella(MMR-II) live vaccines were partially purified, randomly amplified,
and pyrosequenced, as described in Victoria et al. 2010 [77].
6.4.2 Dataset 2: samples from a herpesvirus sequencing project
We also scored another dataset, downloaded from a herpesvirus whole genome sequencing
study (with NCBI accession number SRA: ERP001026). In total, 183 samples are sequenced,
including 103 EBV, 39 homo sapien, 26 VZV, 15 KSHV samples. Scoring against the same set
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of 21 herpesviruses. The resulting Radial DWD score matrix is visualized as a heatmap, given
in Figure 6.5. Out of the 26 VZV samples, 13 of them are also positive for EBV and Macacine
4 (EBV and Macacine 4 are of high sequence homology); all the 39 homo sapiens are positive
to EBV and Macacine 4; 7 out of the 15 KSHV samples are positive for EBV and Macacine 4.
We conclude that a cross-contamination of EBV (or Macacine 4) is very likely in this study.
6.4.3 Dataset 3: samples from 3 individual studies
This dataset consists of samples downloaded from the NCBI Short Reads Archive (SRA),
including 45 lymphoblastoid cell lines (LCLs) samples (NCBI: SRA010302), 5 Akata samples
(EBV infected, NCBI SRA047981, Xu et al. 2014 [88]), and 41 Human Burkitt′s Lymphoma
(BL) samples (NCBI: SRA048058), which is summarized in Table 6.3.
Table 6.3: A summary of the 3 independent studies our dataset 3
Name Description Size (GB) No. Samples Figure
Set 1 Samples from Dittmer Lab 4 25 Figure 6.4
Human samples from SRA 22 27 Figure 6.4
Set 2 SRA ERP001026 400 183 Figure 6.5
Set 3 SRA010302 174 45 Figure 6.6
SRA010302 110 5 Figure 6.7
SRA048458 693 41 Figure 6.8
A summary of the 3 sets of scoring data. The samples are either sequenced in Dittmer lab, or
downloaded from SRA. The unique identifier is provided for each sample in the column
‘Description’.
Scoring the LCLs samples against the 21 target viruses produces the heatmap in Figure
6.6. All samples are positive to EBV as expected, since the high similarity between EBV and
Macacine 4, most samples (excluding SRR032238, SRR032261) are also positive for the latter.
However, many samples are also marginally positive for Murid herpesvirus 1(HE610451 beta
herpes), Rodent Peru (NC_015049, gamma herpes), Human herpesvirus 2 (NC_001798, alpha
herpes) and Bovine herpesvirus 5 (NC_005261, gamma herpes). This may be caused by cross-
contamination in the lymphoblastoid cell line samples.
Meanwhile, Akata samples are only positive for EBV as expected; among all BL sam-
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ples, 9 of them are positive for EBV (SRR387393, DRR387394, SRR387396, SRR387401,
SRR387403, SRR387437, SRR387427, SRR387430, SRR387432). In Xu et al. 2014 [88]),
a BLAST-based approach was adopted to identify EBV infected BL samples, where only
6 (SRR387393, DRR387394, SRR387396, SRR387401, SRR387403, SRR387437) samples
were identified there. This shows that this BLAST-based pathogen discovery is not as sensitive
as Radial DWD. Heatmaps of Akata and BL samples are shown in Figure 6.7 and 6.8.
As shown by these real data examples, Radial DWD is very sensitive to the presence of viral
DNA among the host genetic materials. Visualizing by a heatmap, co-infection and possible
contamination can be detected.
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Figure 6.4: Columns are the 21 target viruses, rows are the 52 testing samples with either
NCBI accession numbers or Dittmer lab identifiers. Entries of the heatmap are colored based
on the value of the Radial DWD scores: red for positive, white for zero, blue for negative
scores. Scores range from -1 to 0.1, in their raw scale. Hierarchical clustering with Euclidean
distance measure and Ward linkage is performed on the rows, while the column order is pre-
determined based on a phylogenetic analysis of the targets. Block patterns can be observed if
samples are co-infected by multiple viruses (for instance, PEL samples are co-infected with
KSHV and EBV), or related viruses present among the chosen targets (e.g. EBV and Macacine
4). 80
Figure 6.5: Heatmap visualization for the “herpesvirus whole genome sequencing” study
(dataset 2). The same set of 21 herpesviruses are on the columns while 183 sequenced samples
are on the rows. Coloring scheme and clustering algorithm are the same as in Figure 6.4.
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Figure 6.6: Heatmap visualization for the LCLs samples. The same set of 21 herpesviruses are
on the columns while 45 samples are on the rows. Coloring scheme and clustering algorithm
are the same as in Figure 6.4.
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Figure 6.7: The 5 Akata samples are scored against the 21 herpesvirus targets. As expected, all
samples are positive to EBV (NC_009334). Because of the high sequence homology between
EBV and Macacine Herpesvirus 4 (NC_006146), all the samples are also positive for the latter.
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Figure 6.8: The 41 Human Burkitt′s Lymphoma (BL) samples (NCBI: SRA048058) are scored
against the 21 herpesvirus targets. Nine are positive for EBV (SRR387393, DRR387394,
SRR387396, SRR387401, SRR387403, SRR387437, SRR387427, SRR387430, SRR387432).
In Xu et al. 2014 [88]), and a BLAST-based approach was adopted to identify EBV infected
BL samples, where only 6 (SRR387393, DRR387394, SRR387396, SRR387401, SRR387403,
SRR387437) samples were identified there.
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CHAPTER 7: CONCLUSION
In this article, we have proposed a nonlinear binary classifier, Radial DWD, for the virus
hunting data analysis, where the virus positive class is surrounded by the negative class in
very diverse radial directions. Because of the nonlinearity of classes, linear methods including
MD, LASSO logistic regression, SVM, DWD perform poorly with high classification error.
Meanwhile, kernel SVM shows a very limited improvement over its linear counterpart in high
dimensions. Since standard nonlinear methods, including kernel methods, require a type of
“data richness", that is not present in the virus hunting problem. In particular they work well in
situations (such as all the usual machine learning examples) where training data can be found in
all of the various regions where the test data will appear. But in our particular data context, that
completely breaks down, so all the classical nonlinear methods fare just as poorly as the linear
ones. By using a much more appropriate spherical separating boundary, Radial DWD shows
both low false positive and low false negative classification error. These are shown by real data
analysis and simulation studies. Its computation through solving a sequence of Second Order
Cone Programs is efficient, even with high dimensional data.
We believe Radial DWD will be applicable in some settings beyond virus hunting. This well
happen in classification contexts where there is one class with relatively small variation, and the
other with much larger variation tending towards a number of quite divergent directions. The
brain tumor MRI analysis discussed in Chapter 2 is an example, while another example comes
from cancer research. Cancer is a disease of sometimes massive disruption of the genome, and
these disruptions can go in many diverse directions, while the normal genome is far more stable.
Therefore another potential for Radial DWD comes in imaging bones and cartilage, where the
normal population is relatively homogeneous, but severe wear and other types of abnormalities
can go in many directions in the image space.
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APPENDIX A: BIOLOGY AND BIOINFORMATICS BACKGROUND
The most crucial question to address in responding to viral infection is the identity of viral
pathogens. Conventional methods include cell culture, consensus PCR and microarray gene
expression analysis. Despite the accomplishments brought by using these methods, each of
them is highly limited for various reasons. Viral culture is usually time consuming and many
viral agents cannot be cultured easily, for example, hepatitis viruses (Wilson et al. 2012 [78]).
Consensus PCR involves primer pairs design, which essentially assumes the viral pathogen and
some known viruses which share common conserved genomic regions. Its success in identify-
ing coronaviruses (Watanabe et al. 2010 [79]) and herpesviruses (VanDevanter et al. 1996 [80])
has made it one of the most effective approaches in virus hunting. However, when no conserved
targets are available (which is the case in identifying highly divergent viruses), consensus PCR
may not be effective. Similarly since microarray utilizes probes targeting highly conserved
genes, its performance will also be severely compromised in detecting divergent, or even com-
pletely novel viruses. In order to overcome such an obstacle, sequence-independent techniques
were developed, including sequence-independent single-primer amplification (SISPA), random
PCR, and rolling-circle amplification. Note that these methods should only be applied to a
purified sample containing only the agent of interest, otherwise the background material will
also be amplified (Firth and Lipkin 2013 [81]). Other approaches that do not make assump-
tions about sequence homology for the agent include cDNA library panning, used previously to
discover the hepatitis C virus (Choo et al. 1989[84]), and representational difference analysis,
used to discover KSHV (Chang e al. 1994 [85]).
More recently, high-throughput sequencing (HTS) technology has opened up a new era of
virus hunting. Multiple HTS platforms are currently available (Firth and Lipkin 2013 [81]). It
is now almost routine to sequence samples associated with a particular syndrome in the study
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of infectious diseases. The quantity of the sequenced reads is usually at a scale of millions or
even billions. The sequenced reads are a mixture of genetic materials from the host and the
pathogen of interest. In order to separate the two, subtraction methods were developed. One
of this kind, Digital Transcript Subtraction (DTS), was developed to subtract in silico known
human sequences from expression library data sets, leaving candidate nonhuman sequences for
further analysis. This approach requires precise discrimination between human and nonhuman
cDNA sequences (Feng et al. 2007 [86]). However, this strategy involves multiple layers of
human sequence mapping using and also subjective decisions in deciding the final nonhuman
sequences. It is not easy to apply to multiple viral pathogen discovery. A similar idea can be
found in Tamburro et al. 2012 [87], where nonhuman reads are assembled into larger contigs
using de novo assembly and the contigs are searched against the database of all viruses using
BLAST (which will be introduced later). Besides, since de novo assembly performs well only
if a large pool of high quality reads are available, the method in Tamburro et al. 2012 [87] will
have limited applications. A more recent example can be found in Xu et al. 2014 [88].
Cross-contamination could also severely compromise the performance of HTS-based vi-
ral pathogen discovery. For example, in the study of Strong et al. [82], the pervasiveness of
microbial reads in sequencing data across cohorts, sample types (e.g. cell line or biopsy ma-
terial), and study protocols were described. In that study, the bulk of microbial reads did not
represent bona fide infections and likely originated from sample preparation and/or sequencing
procedures (Strong et al. 2014 [83]). Another discussion about the diverse and widespread
contamination can also be found in Lusk 2014 [89].
It is worth noting that human DNA subtraction is not necessary in the use of Radial DWD.
Based on information gained during training, the classifier differentiates the regions on the
target virus genome: if a region is covered by reads from both training classes (i.e. target
virus and human), this region will not contribute to discriminate the 2 classes; if a region is
only (or mostly) covered by the reads from virus and not from human, this region therefore
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possesses discrimination power. Test samples having reads aligned to these regions will push
forward to classifying the samples to be virus-positive. Meanwhile, reads aligned to the regions
covered by human training reads won’t do the same. The ultimate classification decision is an
aggregate effect of all reads aligned to the target. If no reads can be aligned, the test sample
is easily classified as negative. Similarly, the false positive caused by E. Coli contamination is
eliminated by putting E. Coli sequences in the negative set. By forming the negative set in a
proper manner, the subtraction of human and E. Coli DNA is done in an automatic manner.
It is noted that the improvements in the efficiency of DNA sequencing have both broad-
ened the applications of sequencing and dramatically increased the size of sequencing datasets
(Langmead et al. 2009 [90]). As a result, fast and accurate aligners become increasingly crucial
for sequencing analysis. Hash-table based methods, including Maq (Li, Ruan and Durbin 2008
[91]), SOAP (Li et al. 2008 [92]) and SHRiMP (Rumble et al. 2009 [93]) were popular but
they have been shown to be ineffective in terms of high computational cost of aligning a huge
number of short reads. Burrows-Wheeler index based methods, on the other hand, achieve an
ultra fast speed and an appealing memory-efficiency by the new indexing system. Such meth-
ods include Bowtie (Langmead et al. 2009 [90]), BWA (Li and Durbin 2009 [94]), SOAP2 (Li
et al. 2009 [95]), they are often preferred given a large set of short reads to align. Moreover,
Bowtie2 (Langmean and Salzberg 2012 [96]) is a further improved version of Bowtie to better
deal with gapped alignment. By the initial ungapped seed-finding stage and a dynamic opti-
mization stage thereafter, Bowtie2 achieves an effective combination of speed, sensitivity and
accuracy across a wide range of read lengths and sequencing technologies/platforms (Lang-
mean and Salzberg 2012 [96]). Among the many applications of DNA aligners, we use them
to assist the measurement of sequence similarity: more similar sequences will have more reads
aligned to each other and the reads are supposed to cover broader regions on their sequences.
In terms of virus hunting, the positives are aligned to a reference virus and their reads should
cover almost all nucleotide positions on the reference while the negative, on the contrary, only
cover a small proportion.
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The Basic Local Alignment Search Tool (or BLAST) is a another popular bioinformatics
software to compare the similarity between a target sequence (or say a query sequence) and
database sequences. It is optimized to speed up the database search with good reliability. In
order to achieve the appealing speed, BLAST uses three heuristic layers, known as seeding,
extension and evaluation, to form a stepwise refinement procedure that allows it to sample the
entire search space fast and with high accuracy, see Korf, Yandell and Bedell 2003 [97]. Among
several BLAST variations, BLASTn is used to align DNA sequences. The seeding step of
BLASTn defines a “word” (simply a short DNA sequence) with pre-specified length (e.g. 11 nts
for DNA alignment). When comparing two sequences, BLASTn first determines the locations
of common identical words, which are called word hits and then narrows down the search space
by using only the regions with hits as seeds. Once the search space is seeded, the software
next attempts to extend the seeding sequences from both sides using Smith-Waterman dynamic
algorithm (Smith and Waterman, 1981 [98]). The extension stops when a measurement of
similarity, called maximal segment pair (MSP) scores, cannot be increased by further extension
(Altschul et al. 1990 [99]). The final evaluation step is to assess the statistical significance of
the local alignments. It was shown that the asymptotic distribution of MSP scores generated by
random sequence alignments follows a certain limiting distribution. The limiting distribution
can be used to compute P values (or equivalent E values) of locally matched subsequences
(Kailin and Altschul 1990 [100]).
It worth noting that in order to eliminate any arbitrary scaling factors of scoring system,
BLAST adopts a scaled score (or bit score) for each MSP. The sum score between the query
sequence and a database sequence is then the sum of all MSP scores penalized by the total
number of MSPs and adjusted for consistent ordering of MSPs (Korf, Yandell & Bedell 2003
[97]). The pair-wise P-value for a sum score can also be calculated approximately. The theo-
retical foundation of the above calculations is that the MSP scores of random matched follow
a limiting distribution, which is true when doing ungapped alignment. In case of gapped local
alignment, simulation studies show the same limiting distribution is able to well approximate
89
the behavior of MSP scores (Altschul et al. 1996 [101]). We may conclude that the statistical
theory for ungapped alignments carries over essentially unchanged to gapped cases.
As can been seen from the above discussion, BLAST seems to be a nice alignment tool but
we consider to use Bowtie2 because of the following reasons. Firstly, BLAST is a general-
purpose aligner mainly to do database search while Bowtie2 is optimized explicitly to align
short reads to long references, which is the case for virus hunting. Meanwhile, BLAST gener-
ally performs better when aligning 2 long sequences or aligning relatively long reads to short
references. Besides, Bowtie2 gives more options and is more flexible. In our method when
we simulate training data, we randomly sample short reads with uniform read length (e.g. 60
nts) from sample DNAs and align them to a reference virus sequences. In case we want to
control the “false positive”, we could align the reads to the reference using the so-called “end-
to-end” option in Bowtie2, which is a rather stringent alignment option. In case we want to
tune the aligner so that it is sensitive to any sequence homology, we may use less stringent
options, e.g. local alignment options, a full description of Bowtie2 alignment can be found at
http://bowtie-bio.sourceforge.net/bowtie2/manual.shtml.
Bowtie2 is chosen to work as the aligner in our project but one should be aware that he
or she may replace Bowtie2 with another aligner, while the downstream classification will be
carried out in exactly the same way. Throughout the paper, Bowtie2 is set up in a way that
the positive controls are aligned using default sensitive option while the negatives and testing
samples are aligned to the reference using default local option.
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APPENDIX B: THE PERFORMANCE OF RADIAL DWD PIPELINE
Radial DWD is a nonlinear binary classification algorithm, designed for pathogen discov-
ery. It is trained using virus positive and negative coverage vectors, generated from a DNA
short reads alignment process. The trained Radial DWD is used to score test samples. For
multiple-virus detection, Radial DWD is trained for each target virus and the corresponding
Radial DWD score vectors are combined into a score matrix, which can be visualized by us-
ing heatmap techniques. Multiple testing datasets have been studied, which validate the good
performance of Radial DWD. As notes, Radial DWD can also be used to screen the possible
cross-validation among sequenced samples.
In this section, we discuss the performance of Radial DWD in the following cases. Firstly,
in case that a very large dataset is to be scored and running time of the pipeline could be long.
In order to shorten the running time, reads sequenced from the test samples are sub-sampled
to decrease the size of data, and the sub-sampled reads are used in the scoring phase. Whether
Radial DWD could discriminate positive samples using a down-sized dataset is of particular
interest. Empirically, a down-sized dataset means a faster and cheaper process of pathogen
discovery since sequencing is usually charged per each sequenced read.
Secondly, in case that BLAST is used as another scoring alternative, we compare Radial
DWD scores and BLAST scores on the same set of in silico test samples. The limitation of
BLAST in viral pathogen discovery will be discussed.
B.1 Speed versus sensitivity
The parameters used in the Bowtie2 aligner allow gaps and ambiguous characters etc.,
which essentially performs Bowtie2 in a local alignment mode, for the sake of high sensitivity.
This is particularly useful when pursuing “virus hunting”. However, when scoring a much
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larger dataset against more virus targets, this may bring a long running time. Therefore, whether
the Radial DWD pipeline could carry out a sensitive “virus hunting” with a reasonable running
time is of interest. In order to address this issue, we conduct a subsampling experiment by
sampling a small portion of reads from each of the test samples previously mentioned. We
found that the running time of the pipeline is linearly increasing with the size of scoring dataset.
More importantly, Radial DWD could discriminate positive samples with much less reads.
For example, we sub-sampled Akata (about 700 GB without sub-sampling) and BL samples
(about 110 GB without sub-sampling) by randomly taking 2/4/8/16 million reads (roughly 2%,
4%, 8% and 16% of the total reads) from each of the samples and scored against the targets
using the sub-sampled reads. We noticed that the scoring results were highly consistent among
the sub-sampled datasets and overall pattern looks similar as in Figure 6.7 and 6.8. Therefore
viral infection discovery using Radial DWD can be carried out efficiently with relatively small
number of sequenced reads, which could also be utilized to speed-up the classification with
very large scoring datasets.
Note that currently the pipeline is tuned in a sensitive manner, so that it does not distinguish
HSV-1 from HSV-2 as they are of fairly high sequence similarity. One possible experiment
is to differentiate the similar viruses, for example, HSV-1 v.s. HSV-2. By including HSV-2
(together with Hg19, mitochondrial and E. Coli) into the negative training set, false positive
caused by HSV-2 is thus eliminated.
B.2 Radial DWD and BLAST
In this section, we will compare Radial DWD and BLAST scores. When aligning two
sequences (i.e. query and subject sequences) against each other using BLAST, scores are gen-
erated for each locally aligned subsequence pairs. Based on the limiting distribution of scores,
E-value is calculated. A BLAST score and its E value are one-to-one associated and the larger
the BLAST score, the smaller the E value, see Altschul et al. 1990 [102]. Large BLAST
score (or small E value) is corresponding to an alignment with high quality (or high statistical
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significance).
To compare Radial DWD with BLAST, we scored 211 pure herpesvirus (from alpha, beta
and gamma families) along with 24 Hg19 against the 21 target herpesvirus, using the 2 meth-
ods. Note that the 21 target viruses (along with the different strains of each) are also included
in the 211 test sequences. In the Radial DWD pipeline, 10 thousand 64-mer reads are randomly
sampled from each test virus and 1 million reads are sampled from Hg19. Thereafter, these
in-silico reads are used in the scoring phase against the previously trained Radial DWD, and
211 Radial DWD scores are calculated for each target virus. In the BLAST scoring, the default
option in the NCBI BLASTn program (expect threshold=10, word size=11, gap cost=5, exten-
sion cost=2, match score=2, mismatch=-3 etc.) is used. By doing that, BLAST max score and
total score are generated. The max score records the largest score of all locally aligned pairs,
while the total score is the summation of scores of all matched pairs.
For each target virus, we compare the Radial DWD score with BLAST total and max score.
In Figure B.1, an EBV (subject ID NC_009334) example is given, and the Radial DWD score,
BLAST total and max scores are depicted in the top, middle, bottom panel respectively. The
EBV strains are shown as red pluses, human Hg19 are shown as blue triangles, the EBV re-
lated viruses (EBV related herpesvirus from marmoset lymphomas AF319782 and NC_004367,
EBV-like Macacine 4 Herpesvirus NC_006146 and AY037858) are shown as green circles,
while other distant viruses are shown as grey circles.
The range of Radial DWD is roughly between -1 and 0.1, except for those that do not
align to EBV at all (which are put at the minus infinity, see the top panel in Figure B.1). The
cutoff value of zero is shown by the vertical black dashed line. No that the BLAST scores
are right-skewed: the largest scores (at scale of 106) are assigned to the strains of EBV while
other sequences tend to have much smaller scores. Therefore, it makes more sense to plot the
BLAST max and total score on log10 scale (see the x-axis in the middle and bottom panel). In
each plot, kernel densities (or smoothed histograms) are drawn.
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Figure B.1: Figures comparing the Radial DWD scores with BLAST total and max scores.
Scores in each panel are depicted along the x-axis while the y-axis shows the random heights
to visually separate the points. In each panel, the EBV strains are shown as red pluses, human
Hg19 are shown as blue triangles, EBV related viruses (EBV related herpesvirus from mar-
moset lymphomas AF319782 and NC_004367, EBV-like Macacine 4 Herpesvirus NC_006146
and AY037858) are shown as green circles, while other distant viruses are shown as grey circles.
By comparing the top panel with lower two, it is clear that without proper colors, BLAST-based
detection would have missed 3 out of 5 EBV-related herpesviruses.
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By examining the top panel in Figure B.1, it can be seen that the red (EBV strains) and the
blue (Hg19) are separated by the dashed line, and also related viruses are on the same side of
the dashed line. EBV-like Macacine 4 Herpesvirus are very close to the EBV, while the EBV
related herpesvirus samples from marmoset lymphomas are close to, but marginally within, the
classification boundary.
Meanwhile, BLAST total and max score separate EBV from the rest. Macacine 4 Her-
pesvirus lie in between EBV and Hg19. However, EBV related herpesvirus from marmoset
lymphomas are in the cluster of human Hg19, so that will be regarded as EBV-negative. This is
consistent with the fact that BLAST is conservative and needs fairly high sequence homology
in hunting for related viruses. It is also worth noting that BLAST total score is preferred to
BLAST max score since the latter is driven only by one read. Examples for other target viruses
are also examined, which are not shown since they all lead to the same conclusion: Radial
DWD outperforms BLAST in terms of higher sensitivity.
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APPENDIX C: MORE ON RADIAL DWD
C.1 Discussion on the choice of “step length” parameter
The proposed iterative algorithm is guaranteed to converge: within each step k, the convex
SOCP would be efficiently solved by using SDPT3, and the objective value keeps decreas-
ing from step (k − 1) to k. Obviously the objective value for this problem is bounded from
blow at zero which ensures convergence. However, the rate of convergence depends on op-
timization parameters especially the “step length” δk. A very small δk keeps first order Tay-
lor expansion precise while it may slow down the algorithm. In order to choose a proper
value of δk, we firstly explain the Taylor approximation geometrically. In Figure C.1, de-
note the distance between a data point xi to the Radial DWD center at step k − 1 as dk−1i =
||xi − Ok−1||. One could see the algorithm approximates di by d′i, where di is the distance
between xi to a candidate center O (at step k) and d
′
i is an approximation of di by project-
ing di onto the line connecting xi and Ok−1 (the center at the (k − 1)th iteration). This
approximation is precise only if the “step length” δk = ||O − Ok−1|| is small enough com-
paring to dk−1i . A simple strategy of using fixed “step length” at all iterations is to define
δk = δ = Min(1e−4, 110Min{pairwise distance between data points}), k = 1, 2, 3, .... In case
of virus hunting, this choice works well since data points locating on the simplex are rela-
tively close to each other. It makes sense to modify the step length parameter according to the
distribution of data. However, the following modification may further improve the numerical
calculation of Radial DWD.
The reason of Taylor expansion is to linearize the equality constraints. However, a further
examination of di = ‖xi − O‖2, i ∈ P reveals that we could simply apply a convex relaxation
by substituting this constraint with di ≥ ‖xi − O‖2, i ∈ P (which is a SOC constraint). In
separable cases, it is not hard to show this constraint must be satisfied with equality. Therefore,
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Figure C.1: An illustration of the first order Taylor expansion of di. The algorithm approx-
imates di by d
′
i, this approximation is precise only if the “step length” δk is small enough
comparing to dk−1i
one only needs to linearize the equality constrainst associated with the negatives and the choice
of step length δk depends only on dk−1i for i ∈ N . As a consequence, the numerical solution
could approximate the original problem more precisely. This modification has not been used in
Radial DWD since for our current data a fixed δk gives accurate results in a reasonable running
time.
C.2 Radial DWD on unit sphere: a special case using “Geodesics”
All the simulation studies we considered before are based on the Dirichlet distribution.
However, some other applications usually normalize data using another type of normalization
which maps all data points to a unit sphere. We call it “unit sphere” normalization and it is
carried out either by simply dividing entries of a vector by its Euclidean norm, or by following
the standardization procedure given below, which is often seen in gene expression analysis.
Let xi = (xi,1, ..., xi,d)T be a feature vector corresponding to the ith sample, the normalization
defines:
x
′
i,j =
1√
d
xi,j − x¯i
σ¯i
, j = 1...d (C.1)
where x¯i = 1dΣ
d
j=1xi,j and σ¯i = {1dΣdj=1(xi,j − x¯i)2}1/2. This standardization makes each
vector have zero mean, unit variance and unit Euclidean norm Σdi (x
′
i,j)
2 = 1. An algorithm
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solving Radial DWD on the unit sphere is to substitute the Euclidean distance in the primal
problem by the Geodesic distance. Geodesic distance on the sphere is the shortest path along
the surface that connects 2 data points. In order to overcome the difficulty brought by the
Geodesic distance, we follow the idea found in Jung, Dryden, Marron 2012 [103]. First let the
current center of separating sphere (with arbitrary radius) be the geodesic mean of data points.
Next, we rotate all the data points so that the current center of the separating sphere is at the
north pole. Then we apply Log Map to project data points from the unit sphere to the tangent
plane at the north pole and solve Radial DWD on the tangent plane. Then the center computed
on the tangent plane (as well as all the data points on the tangent plane) are mapped back to the
unit sphere through Exponential Map. We iteratively do rotation, projection and optimization
till convergence. Detailed algorithm is fully specified as below.
Suppose x = (x1, ..., xd+1)T ∈ Rd+1 is lying on the unit sphere Sd, so that ‖x‖2 = 1. A
tangent space at p ∈ Sd, written as TpS, is an affine d-dimensional vector space. Without loss of
generality, suppose the point of tangency is fixed to be the north pole p = ed+1 = (0, ..., 0, 1)T
since an arbitrary point on unit sphere could be rotated to p easily through a rotation matrix
(See Jung, Dryden, Marron 2012 [103]).
The exponential map Expp : TpSd → Sd is defined for all z ∈ Rd ∼= TpSd by
Expp(z) = (
sin(‖z‖)
‖z‖ )z
T , cos(‖z‖))T (C.2)
The log map is the inverse of exponential map defined for
Logp(z) =
θ
sin(θ)
(x1, ..., xd)
T ∈ Rd,where cos(θ) = xd+1. (C.3)
The algorithm for solving Radial DWD on the unit sphere involves iteratively projecting
data points from the unit sphere to its tangent plane, solve Radial DWD in the tangent space
and map back the data points to the sphere. To be more specific:
Step 0: pick the starting position of center of separating sphere to be O0, the geodesic mean
98
on unit sphere. Let the objective value at step 0 be Obj0 = −1 (an arbitrary negative number).
Step k: k ≥ 1:
1). Rotate all data points so that Ok−1 is at north pole. Maps all data to the tangent plane
(at north pole);
2). Solve Radial DWD in the tangent space (initialize the algorithm from Tped+1) and
calculate the new center Okp ∈ Rd+1 and radius Rk ∈ R+. The current objective value for step
k is Objk;
3). Map all the data points and center Okp ∈ Rm+1 back to the unit sphere, denote the new
center on unit sphere to be Ok ∈ Sd.
Stop: if |Objk −Objk−1| < , where  is a predetermined precision parameter.
99
APPENDIX D: DIRICHLET DISTRIBUTION
The parameter vector α = (α1, ..., αd), αi > 0 for all i = 1, ..., d, determines the mode and
dispersion of the Dirichlet(α) probability distribution. We explore some parameter settings in
the 3 dimensional space (d = 3) in Figure D.1 and Figure D.2. Note that if x = (x1, x2, x3) is
generated from the Dirichlet(α) distribution (where α = (α1, α2, α3)), the Dirichlet density
can be expressed using only the first 2 coordinates, namely x1 and x2, since x1 + x2 + x3 = 1.
In Figure D.1 and D.2, such two coordinates are shown as the bottom two axes while the height
of density is along the vertical axis.
Figure D.1: The height of each distribution density (or log-density in case α ≤ 0) is depicted
along the vertical axis. The corresponding α is specified under each panel. A red-blue colormap
is used to highlight the heights of density: red is large, blue is small. The distributions are
centered on the simplex since all the entries of α are the same.
In Figure D.1, entries of α are all the same, so that the three dimensional Dirichlet distribu-
tion is centered on the simplex. If the common entries are less than or equal to 1, the height of
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the log-density of Dirichlet(α) is shown along each vertical axis with colors (red is high, blue
is low, see the first row in Figure D.1). If the common entries of α are less than 1, the distribu-
tion is concentrated to the vertices of the unit simplex; increasing the common entries (from 0.1
to 0.5 and then to 1, as in Figure D.1) flattens the log-density. Eventually as α = (1, 1, 1), the
corresponding Dirichlet distribution is the uniform on the simplex (see the flat green triangle
in Figure D.1). On the other hand, if the common entries are larger than 1, the height of the
Dirichlet(α) density (instead of the log-density) is shown (see the second row in Figure D.1).
Increasing the common entries of α makes the distribution more concentrated to the overall
center of the simplex. Figure D.1 shows that when α entries are the same, the modes of the
Dirichlet densities shift from the vertices to the center of the simplex, as the common entries of
α increase from less than 1 to larger than 1.
Figure D.2: The density of three dimensional Dirichlet distributions (or log-density if all en-
tries of α are less than or equal to 1) under various parameters α, similar as in Figure 1. The
distributions are not centered on the simplex since entries of α are no longer the same.
In Figure D.2, the last two entries of α are the same while the first entry may vary for
different panels. As a consequence, the Dirichlet distributions are not centered any more. In
the first row in Figure D.2, heights of the log-densities of the Dirichlet distributions are shown
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along the vertical axis. While α2 = α3 = 0.1, α1 increases from 0.1 to 0.5 and then to 1,
making theDirichlet(α1, 0.1, 0.1) distribution getting closer towards the vertex corresponding
to α1. In the second row in Figure D.2, all the entries of α are larger than or equal to 1 and
the height of Dirichlet densities are illustrated. Note that α2 = α3 = 5, and α1 decreases from
5 to 2 and then to 1, the Dirichlet(α1, 5, 5) distribution getting further away from the vertex
corresponding to α1 (or equivalently, closer to the vertices corresponding to α2 and α3). Figure
D.2 shows that when α entries are not the same, the mode of the Dirichlet distribution tends to
get closer to the vertices of simplex corresponding to the large entries of α.
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APPENDIX E: SIMULATION STUDY: A LINEAR EXAMPLE
In this paper, we carefully studied the geometry of virus hunting data which motivates
the development of Radial DWD. By using real data and simulation we showed that Radial
DWD outperforms many linear and nonlinear classifiers when one class has relatively small
variation, and the other has much larger variation tending towards a number of quite divergent
directions. However, it is natural to wonder if Radial DWD could have a good classification
accuracy under linearly separable settings. Here we present a simple simulation study based
on Gaussian distributions and compare Radial DWD with DWD and SVM when classes are
linearly separable, as shown in Figure E.1.
In this example, n+ = 25 +1 class and n− = 25 -1 class data of dimension 10, 50, 100,
1,000, 10,000, 100,000 are simulated to cover a range of non-HDLSS to extreme HDLSS cases.
Training data are simulated from spherical Gaussian distributions with identity covariance ma-
trix. The mean vector for the +1 class is (+2,1,...,1) and the mean vector for the -1 class is
(-2,1,...,1). Thus the (theoretical) Bayes Rule for this discrimination problem is to separate the
classes with the hyperplane normal to the first coordinate axis. If it is known that one should
look in the direction of the first coordinate axis, then the two classes are easy to separate.
However,in high dimensions, it can be quite challenging to find that direction.
We test the performance of Radial DWD, DWD and SVM by classifying test samples, ei-
ther drawn from the +1 class, or the -1 class population. The average of the false positive and
false negative error rate for each of the three classifier is calculated and depicted, as shown in
Figure 3. Note that the three classifiers have fairly similar performance in this linear example:
SVM (Radial DWD) tends to have slightly larger classification error in low (high) dimensions;
DWD is the best at all dimensions we considered. This is expected since for linearly sepa-
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Figure E.1: Training and testing data are simulated from 2 spherical Gaussian distributions
with mean difference at the first dimension. The average of the false positive rate and the false
negative rate is calculated and depicted for Radial DWD in red, DWD in blue and SVM in
black. Radial DWD performs well for low dimensions and shows slightly larger classification
error for higher dimensions, while SVM classification shows an opposite pattern. DWD is the
best classifier among the three by this linear classification example.
rable cases, while the center and radius of Radial DWD grow to infinity simultaneously, the
shape of the separating boundary tends to look more linear in the neighborhood of training
and testing data. If the center goes to infinity along the normal vector of DWD, Radial DWD
will eventually converge to DWD in theory. However the solution path of Radial DWD center
may not follow the normal vector of DWD and this departure makes Radial DWD have slightly
higher classification error in this example. Since when radial separation is crucial, Radial DWD
showed a much more improved performance over the other two, we believe that Radial DWD
is a promising classifier in general.
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