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In this paper, we develop a design methodology for information granulation-based genet-
ically optimized fuzzy inference system, which deals with the tuning method with a vari-
ant identiﬁcation ratio for structural as well as parametric optimization of the reasoning
system. The tuning is carried out with the aid of the hierarchical fair competition-based
parallel genetic algorithms and it employs the mechanism of information granulation. This
version of the genetic algorithm is a multi-population variant of parallel genetic algo-
rithms, which is particularly suitable for handling multimodal problems of high-dimen-
sionality. The granulation of information is realized with the aid of the C-Means
clustering algorithm. The concept of information granulation is applied to the formation
of the fuzzy inference system in order to realize its structural optimization. Here we divide
the input space in order to construct the premise part of the fuzzy rules. Subsequently the
consequence part of each fuzzy rule is organized based on the center points (prototypes) of
data group obtained as a result of clustering. In particular, this concerns the fuzzy inference
system-related parameters, i.e., the number of input variables to be used in the fuzzy infer-
ence system, a collection of a speciﬁc subset of input variables, the number of membership
functions used for each input variable, and the polynomial type (order) occurring at the
consequence part of fuzzy rules. Making use of a mechanism of simultaneous tuning for
the parameters, we construct an optimized fuzzy inference system related to its structural
as well as parametric optimization. A comparative analysis demonstrates that the proposed
methodology leads to improved results when compared with some conventional methods
exploited in fuzzy modeling.
 2008 Elsevier Inc. All rights reserved.1. Introduction
Fuzzy modeling has been a focal pursuit of the technology of fuzzy sets from its very inception. To highlight a few
representative trends, we may refer to some developments that have occurred over time. In the early 1980s, linguistic
modeling [1,4] and fuzzy relation equation-based approach [2] were proposed as primordial identiﬁcation methods for
fuzzy models. The so-called TSK models, developed by Takagi, Sugeno and Kang [3], gave rise to more sophisticated rule-
based systems where the rules come with conclusions forming local regression models. Building a TSK fuzzy model. All rights reserved.
Electrical and Computer Engineering, University of Alberta, Edmonton, Canada AB T6G 2G6.
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elements in structure identiﬁcation deal with the determination of the number of if–then rules, partition of the input
space to form a family of fuzzy sets in the condition part and a selection of meaningful input variables. Parameter iden-
tiﬁcation involves estimation of parameters of membership functions and coefﬁcients of polynomials of the consequents.
Buckley [8] generalized the original TSK model by changing the form of the consequent part into a high-order polyno-
mial. The advantage of this generalization is straightforward: with a small number of fuzzy rules we are able to describe
highly nonlinear systems. The smaller number of the rules contributes to the readability (transparency) of the resulting
model [9,10].
Several genetically-oriented identiﬁcation methods applied to fuzzy models have been reported in the literature
[11,22,23,25–33,38]. Oh and Pedrycz presented identiﬁcation methodology of fuzzy model based on information granulation
(IG) and genetic algorithms (GA) [11,22,23,25,26]. Especially, they consider various regression polynomial as consequent
parts of fuzzy model, i.e., constant (Type 1), linear (Type 2), quadratic (Type 3) and modiﬁed quadratic (Type 4) and included
the selection step of the order of polynomial in the structure identiﬁcation process. The binary-coded GA [14,15] was used to
optimize structure and premise parameters of the models. The GA-driven identiﬁcation scheme supports both the structural
as well as parametric optimization. These two modes of optimization are applied in a sequence: once the structure has been
formed, the model is subject to the parametric optimization. In some instances, this two-phase process is repeated.
In the sequential tuning, the structural and the parametric optimization are carried out sequentially. First, the structure
optimization is completed and then we proceed with the parametric phase. The structural optimization of the fuzzy model is
carried out assuming that the apexes of the membership functions are kept ﬁxed. The ﬁxed apexes of the membership func-
tions are taken as the center values produced by the C-Means algorithm, while the parametric optimization is applied to the
fuzzy model derived through the structural optimization.
The drawback of the sequential tuning is that the range of search space for the structural as well as the parametric opti-
mization becomes strictly restricted. In other words, from the viewpoint of structure identiﬁcation, only one ﬁxed parameter
set, which are the assigned apexes of membership functions obtained by C-Means clustering, is considered to carry out the
overall structural optimization of fuzzy model. From the viewpoint of parameter identiﬁcation, only one structurally opti-
mized model that is obtained during the structure identiﬁcation is considered to be involved in the overall parametric opti-
mization. The sequential tuning method may get lead to locally optimal fuzzy model due to the restriction on the range of
the search space involved in the structural as well as the parametric optimization.
In this study, we concentrate on the optimization of an IG-oriented fuzzy model based on Oh and Pedrycz’s identiﬁcation
methodology. We propose to use a real-coding Hierarchical Fair Competition-based Parallel Genetic Algorithm (HFC-PGA)
[19] as an optimization vehicle and introduce a simultaneous tuning scheme with a variant identiﬁcation rate to improve
the drawback of sequential tuning method.
GA is well known as an optimization algorithm supporting global search. It has been shown to be successful in many
applications and in very different domains. In spite of its potential, there are cases where GA may get trapped in a sub-opti-
mal region of the search space and thus become unable to ﬁnd better quality solutions. This deﬁciency becomes quite appar-
ent especially when dealing with very large search spaces. Parallel genetic algorithm (PGA) was developed with the aid of
realizing global search more effectively while avoiding premature convergence [16]. In particular, as one of parallel model,
the hierarchical fair competition (HFC) model was proposed by Hu et al. [17,18]. The underlying optimization was inspired
by a stratiﬁed competition often observed in society. Subpopulations are stratiﬁed by ﬁtness in castes or classes of individ-
uals with different skills. Individuals move from low-ﬁtness to higher-ﬁtness subpopulations if and only if they exceed the
ﬁtness-based admission threshold of the receiving subpopulation. The HFC model was applied to real-world analog circuit
synthesis problem using a genetic programming (HFC-GP). The HFC using a real-coding PGA was developed and applied to
numerical optimization by Oliveira et al. [19]. The real-coding HFC-PGA exhibits a promising performance when dealing with
huge search spaces, high-dimensionality, and multimodality of the search problems.
We introduce an identiﬁcation algorithm based on the simultaneous tuning method with a variant identiﬁcation rate
determined with the use of the IG and the HFC-PGA. In this method, genes for both the structure and parameter optimi-
zation are linked within an individual. Given this arrangement, these two optimization phases are carried out simulta-
neously. The variant identiﬁcation ratio, which is a generation-based stochastic variable guiding change in structure
and parameter optimization, modiﬁes its value throughout the ongoing generation process. More speciﬁcally, the identi-
ﬁcation that pursuits being focused on the structural optimization of the IG-based fuzzy model is carried out at the early
stages of the identiﬁcation process. Over the course of the identiﬁcation (viz. for later generations of the evolutionary opti-
mization), the identiﬁcation of IG-based fuzzy model becomes mostly focused on its parametric optimization. In other
words, the structural optimization rate intends to become lower, while the parametric optimization rate increases
gradually.
The paper is organized in the following manner. First, Section 2 introduces the design of the IG-based fuzzy model. In Sec-
tion 3, we discuss the HFC-PGA. The algorithmic details of the simultaneous tuningmethod based on the HFC-PGA comewith
an overall description of the identiﬁcation methodology of IG-based fuzzy model in Section 4. In Section 5, we report on a
comprehensive set of experiments. Finally, concluding remarks are covered in Section 6. To assess the performance of the
proposed model, we experiment with well-known software data used in software engineering such as NASA, the medical
imaging system, and Boston housing dataset. The fuzzy model is directly contrasted with several existing fuzzy models re-
ported in the literature.
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Usually, information granules [12] are viewed as related collections of objects (data points, in particular) brought together
by some criteria of proximity, similarity, or functionality. Granulation of information is an inherent and omnipresent activity
of human beings carried out with intent of gaining a better insight into a problem under consideration and arriving at its
efﬁcient solution. In particular, granulation of information is aimed at transforming the problem at hand into several smaller
and therefore manageable tasks. In this way, we partition this problem into a series of well-deﬁned subproblems (modules)
of a far lower computational complexity than the original one. The form of IG itself becomes an important design feature of
the fuzzy inference system, which is geared toward capturing relationships between information granules.
In the premise part of the rules, we conﬁne ourselves to triangular membership functions whose parameters are subject
to further optimization. The C-Means clustering [13] helps us organize the data into clusters so in this way we can capture
the essential structural characteristics of the experimental data. In the regions where some clusters of data have been iden-
tiﬁed, we end up with some fuzzy sets.
The optimization of the premise part is completed in the following manner. Given is a set of data U = {x1,x2, . . .,xk;y},
where xk = [x1k, . . .,xmk]T, y = [y1, . . ., ym]T, k is the number of variables,and m is the number of data.
[Step 1] Arrange a set of data U into data set Xl composed of respective input data and output data.Xl ¼ ½xl; y ð1Þ
Xl is data set of lth input data and output data, where, xl = [x1l, . . .,xml]T, y = [it y1, . . ., ym]T, l = 1,2, . . . ,k.
[Step 2] Run the C-Means algorithm for data set Xl to determine their centers (prototypes) vlg, where g = 1, . . . , c, and c is the
number of clusters.
[Step 3] Partition the corresponding regions of the input space using the prototypes of the clusters vlg. Associate each cluster
with some meaningful label (assign some semantics), e.g., Small and Large.
[Step 4] Set the initial values of the apexes of the membership functions using the prototypes vlg.Once the premise part of
the rules has been constructed, we identify the structure considering the initial values of the polynomial functions
based on the information granules realized for the consequence and antecedent parts.
[Step 1] Find a set of data included in the fuzzy space of the jth rule.
[Step 2] Compute the prototypes Vj of the data set by taking the mean of each rule.Vj ¼ fV1j;V2j; . . . ;Vkj;Mjg ð2Þ
[Step 3] Set the initial values of polynomial functions using the center vectors Vj.
The identiﬁcation of the consequence part of the rules deals with a selection of their structure (Type 1, Type 2, Type 3 and
Type 4 as outlined below) which is followed by the determination of the respective parameters of the local functions occur-
ring there.
The conclusion part of the rule that is extended form of a typical fuzzy rule in the fuzzy inference system has the formRj : Ifx1 is A1c and    and xk is Akc then yj Mj ¼ fjðx1; . . . ; xkÞ ð3Þ
Depending of the nature of the function, we distinguish between the following types of the rules.
Type 1 (simpliﬁed or constant inference):fj ¼ aj0 ð4Þ
Type 2 (linear inference):fj ¼ aj0 þ aj1ðx1  Vj1Þ þ    þ ajkðxk  VjkÞ ð5ÞType 3 (quadratic inference):fj ¼ aj0 þ aj1ðx1  V1jÞ þ    þ ajkðxk  VkjÞ þ ajðkþ1Þðx1  V1jÞ2 þ    þ ajð2kÞðxk  VkjÞ2 þ ajð2kþ1Þðx1  V1jÞðx2  V2jÞ
þ    þ ajððkþ2Þðkþ1Þ=2Þðxk1  V ðk1ÞjÞðxk  VkjÞ ð6ÞType 4 (modiﬁed quadratic inference):fj ¼ aj0 þ aj1ðx1  V1jÞ þ    þ ajkðxk  VkjÞ þ ajðkþ1Þðx1  V1jÞðx2  V2jÞ þ    þ ajðkðkþ1Þ=2Þðxk1  V ðk1ÞjÞðxk  VkjÞ ð7ÞThe calculations of the numeric output of the model, based on the activation (matching) levels of the individual rules, use the
following well-known expression:y ¼
Pn
j¼1wjiyiPn
j¼1wji
¼
Pn
j¼1wjiðfjðx1; . . . ; xkÞ þMjÞPn
j¼1wji
¼
Xn
j¼1
w^jiðfjðx1;    ; xkÞ þMjÞ ð8Þ
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formw^ji ¼ wjiPn
j¼1wji
; w^ji ¼ Aj1ðx1iÞ      AjkðxkiÞPn
j¼1Aj1ðx1iÞ      AjkðxkiÞ
ð9ÞWhere Rjis the jth fuzzy rule, xk represents the input variables, Akc is a membership function of the kth fuzzy set, ajk is a con-
stant, Vjk and Mj are the center value of the input and output data, respectively, n is the number of fuzzy rules, y* is the in-
ferred output value, wji is the premise ﬁtness matching Rj(activation level).
The values of the consequence parameters ajk can be determined by the standard least square method (LSM) that leads to
the following well-known expressiona^ ¼ ðXTXÞ1XTY ð10Þ
In the case of Type 2 conclusion part we havea^ ¼ ½a10 . . . an0 a11 . . . an1 . . . a1k . . . ankT; X ¼ ½x1x2 . . .xi . . . xmT;
xTi ¼ ½w^1i . . . w^niðx1i  V11Þw^1i . . . ðx1i  V1nÞw^ni . . . ðxki  Vk1Þw^1i    ðxki  VknÞw^ni;
Y ¼ y1 
Xn
j¼1
Mjwj1
 !
y2 
Xn
j¼1
Mjwj2
 !
. . . ym 
Xn
j¼1
Mjwjm
 !" #T
;
X ¼ ½x1x2   xi   xmT:3. HFC based-parallel genetic algorithm
One of the fundamental problems in evolutionary computation is to combat premature convergence and to achieve bal-
anced exploration of the search space. In traditional GAs, selection pressure must not overwhelm the diversity-increasing
operators (mutation and, to some extent, crossover) or premature convergence is likely to occur. As the evolutionary process
goes on, the average ﬁtness of the population gets higher and higher, and then only those new individuals with similarly high
ﬁtness tend to survive. New individuals in fairly different regions of the search space usually exhibit low ﬁtness, until some
local exploration of their beneﬁcial characteristics has occurred. Hence traditional GAs tend to concentrate more and more of
its search effort near several discovered peaks, and may eventually get trapped in some local optima.
PGA has been devised to alleviate this problem. For this purpose considered were various PGA models involving those of
global, ﬁne-grained, and coarse-grained nature of search. The most popular model is a coarse-grained one. It consists of mul-
tiple-deme (subpopulation), and individuals of each deme evolve independently through generation process, and speciﬁed
individuals migrate to other deme in regular generation interval [16]. In coarse-grained model, migration methodology is a
main issue to be researched. We are concerned about the following crucial questions: (a) how many subpopulations to use ;
(b) howmany individuals migrate and in which way. As one of the migration method of coarse-grained model, the HFC mod-
el was introduced by Hu [17]. The fair competition is obtained in the HFC model by dividing the individuals into independent
castes or classes according to their skills. Such model is frequently observed in several advanced societies. In human society,
competitions are often organized in a hierarchy of levels. None of themwill allow unfair competition. For example, a primary
student will not normally compete with graduate students in an academic system. Even in cruel ecological systems, one can
observe mechanisms of parental care to protect the young and allowing them to grow up and develop their full potential.
In the HFC model, multiple demes are organized in a hierarchy, in which each deme can only accommodate individuals
within a speciﬁed range of ﬁtness. Each deme has an admission threshold that determines the boundary of the ﬁtnesses in
each deme. Individuals are moved from low-ﬁtness to higher-ﬁtness subpopulations if and only if they exceed some ﬁtness-
based threshold (limit).
One of the major difﬁculties in the HFC evolutionary algorithm is the determination of the admission thresholds for the
given problem. As the ﬁtness landscape is always unknown before evolutionary search starts, it is hard to deﬁne these
admission thresholds in advance. In order to handle this problem, Hu introduced an adaptive version of HFC model, in which
the admission thresholds are automatically determined and adjusted [18]. Here, the adaptive HFC model was applied to real-
world analog circuit synthesis problem using a genetic programming (GP). The adaptive HFC-PGAwas developed and applied
to numerical optimization by Oliveira [19].
Evolutionary process of adaptive HFC-PGA is similar to traditional GAs, but it also includes a migration algorithm. In HFC-
PGA, a migration is executed in regular generation intervals. To explain the pertinent details, we consider the following se-
quence of steps; refer also to Fig. 1. The arrows indicate the migrations available. The entry deme (worst deme) may send
individuals to all other demes, while the elite deme only can receive individuals, without sending any individuals.
[Step 1] Normalize the ﬁtness of individuals in each subpopulation,nfj;i ¼ fj;i  fminfmax  fmin ð11Þ
Subpopulation N
(Elite deme)
Subpopulation 2
Subpopulation 1
Subpopulation 0
(The worst deme)
Admission buffer
for elite deme
Collect qualified candidates
from lower ranking populations
Exchange  individuals within buffer
for appropriated subpopulation
Subpopulation N
(Elite deme)
Subpopulation 2
Subpopulation 1
Subpopulation 0
(The worst deme)
Normalize fitnesses and calculate
admission threshold
Admission buffer for 
2nd deme
Admission buffer for 
1st deme
Initialize population 
randomly
1L
A
2L
A
NL
A
iL
A
Old populations New populations
Fig. 1. The migration process of HFC-PGA.
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respectively.[Step 2] Calculate some admission threshold (ALi). We use average of normalized ﬁtness to determine admission threshold
for the ith deme,ALi ¼ 1ni
Xni
j¼1
nfj;i ð12Þ
where ni is a size of ith subpopulation.
[Step 3] Create admission buffer located at each admission threshold level. The admission buffer located at current admis-
sion threshold level collects qualiﬁed candidates (individuals) from subpopulation located at the lower admission
threshold level. In other words, the individuals of subpopulation (deme) which exhibit higher values of the normal-
ized ﬁtness at each corresponding admission threshold level (the boundary value) are saved into the admission buf-
fer located at the higher admission threshold level. Consequently, the individuals involved in the admission buffer
located at each admission threshold level have higher normalized ﬁtness in comparison with the corresponding
admission threshold level. For example, the normalized ﬁtness of the each individual involved in the admission buf-
fer 3 is higher than that of the admission threshold level 3, and is lower than that of the admission threshold level 4.
[Step 4] Migrate the qualiﬁed individuals from the admission buffer to the corresponding deme (subpopulation). At each
level of hierarchy, the replacement procedure is repeatedly carried out sequentially for all individuals within the
admission buffer. By doing this, we determine which individuals in the admission buffer are to migrate into the cor-
responding subpopulation. First, we ﬁnd the worst individual that comes with the minimum normalized ﬁtness
value in the target deme (the corresponding subpopulation). If the normalized ﬁtness value of the ﬁrst individual
within the admission buffer is higher than that of the worst individual of the subpopulation corresponding to
the admission buffer, the worst individual is replaced with the ﬁrst individual of the admission buffer. Otherwise
the ﬁrst individual located in the admission buffer does not migrate to the corresponding subpopulation. The sec-
ond individual, the third individual, and so on are repeatedly processed in the same way. Therefore, although many
individuals within each admission buffer may exist, there could be no replacement if all individuals located in the
admission buffer have lower normalized ﬁtness than the worst individual in the target deme (the corresponding
subpopulation). The all individuals within the worst deme (subpopulation 1 shown in Fig. 1) are randomly initial-
ized to maintain the diversity of the population.4. Identiﬁcation methodology of IG-based FIS
The identiﬁcation of the IG-based fuzzy set model is carried out by considering its structural and parametric optimization.
As far as the structure optimization is concerned, we have to determine the following:
(a) how many and which input variables are going to be used,
(b) the level of granulation (viz. the number of fuzzy sets) deﬁned for each variable,
(c) type (order) of polynomial being used in the conclusion part of the rules.
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(adjusted). When running the optimization method, we distinguish between the two main categories of adjustment, i.e.,
the sequential and simultaneous tuning. In the sequential tuning, the structural and the parametric optimization are carried
out sequentially. First, the structure optimization is completed and then we proceed with the parametric phase. The struc-
tural optimization of the fuzzy model is carried out assuming that the apexes of the membership functions are kept ﬁxed.
The ﬁxed apexes of the membership functions are taken as the center values produced by the C-Means algorithm, while the
parametric optimization is applied to the fuzzy model derived through the structural optimization.
In other words, ﬁrst when the ﬁxed apexes of the membership functions corresponding to the center values of the clusters
obtained by the C-Means method are provided, the structural optimization takes into consideration the change of the param-
eters such as the number of the membership functions, the number of inputs, polynomial order, and a collection of speciﬁc
subset of input variables. In the sequel the parametric optimization is carried out to ﬁne-tune the apexes of the membership
functions.
In a nutshell, from the viewpoint of structure identiﬁcation, only one ﬁxed parameter set, which is the assigned apexes of
membership functions obtained by C-Means clustering, is considered to carry out the overall structural optimization of fuzzy
model. From the viewpoint of parameter identiﬁcation, only one structurally optimized model that is obtained during the
structure identiﬁcation is considered to be involved in the overall parametric optimization. In order to construct the opti-
mized IG-based fuzzy model, the range of search space for the structural as well as the parametric optimization is strictly
restricted in the sequential tuning method. Fig. 2 graphically depicts the restricted identiﬁcation search area (multi-points)
being considered for optimization in the sequential tuning method.
In order to alleviate this problem, the simultaneous tuning method is proposed. In this method, we simultaneously realize
the structural as well as parametric optimization of the model. The genes for the structure and the parameter identiﬁcation
of the IG-based fuzzy set model are arranged within the same individual. A generation-based stochastic variable (a variant
identiﬁcation ratio) used within a modiﬁed simple crossover operator of the HFC-PGA is used to support an efﬁcient simul-
taneous tuning embracing both the structural as well as parametric optimization of the model. During the initial generations
of the genetic optimization, a crossover point is assigned with higher probability to the chromosome region involving genes
responsible for structure identiﬁcation. This probability becomes lower when dealing with a region of the chromosome
involving genes responsible for parameter identiﬁcation, refer to Fig. 3. In this manner, the optimization becomes mostly
focused on the structure optimization. Over the course of running the genetic optimization (in consecutive generations of
the optimization), the probability that the crossover point can be generated (assigned) within the gene area responsible
for parameter identiﬁcation gradually increases. In this sense, the optimization of the IG-based fuzzy set model becomes pre-
dominantly focused on the parametric optimization.
In the sequential tuning method, in the ﬁrst step, the ‘‘topology (structure)-only search with ﬁxed parameters” is carried
out for optimization. In the next step, the ‘‘parameter-only search with ﬁxed topology (structure)” is carried out. In the
simultaneous tuning method, genes related to the parameter identiﬁcation of model are serially connected with genes re-
lated to the structure identiﬁcation of model. Therefore the ‘‘simultaneous topology/parameter search” is realized. Hence
the simultaneous tuning method enables us to consider much more extensive topology/parameter search space for optimi-
zation compared with the sequential tuning method.Structurally optimized fuzzy model (any one point within horizontally shadowed band
range)
Multi-points (Fuzzy models) being considered in the structural optimization process
(C-Means clustering-based one parameter set being considered for any structure set)
Entire identification range being considered for parametric optimization
Identification area being considered in the parametric optimization process 
under the optimized structure set
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Fig. 2. Shadowed area being taken into consideration for the optimization realized by the sequential tuning method (here each rectangular symbol means
one point (one set) as one fuzzy model).
Fig. 3. Arrangement of chromosomes of each tuning method based on HFC-PGA.
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mented based on a modiﬁed simple crossover (MSX). Its essential parameters such as gen,maxgen, and k are given. Here, gen
is an index of the current generation,maxgen stands for the maximal number of generation being used in the algorithm, and
k serves as an adjustment coefﬁcient whose values can determine a variant identiﬁcation ratio (p) for both structural and
parameter optimization.
The crossover algorithm is presented as follows:
While {the termination conditions are not met}Select two parent individuals from a population.
Generate random variable (r1).
IF {r1< crossover rate}
Generate random variable (r2).
Calculate a variant identiﬁcation ratio (p) which is a generation-based stochastic (random) variable of the form
p ¼ r2 þ ð1 gen=maxgenÞ
k
IF {p > 0.5}
Randomly select one crossover point within the assigned range of genes for structure optimization.
Else
Randomly select a crossover point within the assigned range of genes for parameter optimization.
End If
638 J.-N. Choi et al. / International Journal of Approximate Reasoning 49 (2008) 631–648Complete the crossover operation for two parent individuals.
End IF
End while
Fig. 3 depicts the arrangement of chromosomes used in the HFC-PGA for optimization of the IG-based fuzzy inference sys-
tem. Arrangement of chromosomes used for the sequential tuning is shown in Fig. 3a, genes for structure optimization is
separated from genes used for parameter optimization. The size of the chromosomes for structure identiﬁcation of the
IG-based fuzzy model is determined according to the number of all input variables. The size of the chromosomes for param-
eter identiﬁcation depends on structurally optimized fuzzy inference system. Fig. 3b shows the arrangement of chromo-
somes used for the simultaneous tuning method. Genes for parameter identiﬁcation are linked up with genes for
structure identiﬁcation within an individual. The size and arrangement of genes for structure identiﬁcation is the same as
those in the sequential tuning method, while the size of the chromosomes for parameter identiﬁcation is determined by con-
sidering both the number of the system’s input variables and the number of the membership functions being used in their
representation. Since we use real-coding HFC-PGA, we allocate a single memory location per variable.
Fig. 4 shows an illustration of variant identiﬁcation ratio versus the number of generations. With the increase of number
of generations, the parameter identiﬁcation rate gets higher than the structure identiﬁcation rate. In other words, a variant
identiﬁcation ratio (p) gradually decreases over running the generation process. By varying the values of the coefﬁcient, k, a
variant identiﬁcation ratio (p) which corresponds to the structure and the parameter identiﬁcation rate can be effectively
adjusted.
Table 1 depicts the usage of parameter information obtained by the C-Means clustering algorithm when the optimization
of fuzzy rules of the IG-based fuzzy inference system is carried out for structure and parameter identiﬁcation of both the
sequential and the simultaneous tuning method. In the parametric optimization process of the sequential tuning as well
as the simultaneous tuning, the center values are used to determine the search region of parameters (apexes of membershipFig. 4. Variant identiﬁcation ratio vs. number of generations according to the increase of number of generations in case when using the simultaneous tuning
method: (case maxgen = 50).
Table 1
Usage of parameter information obtained by the C-Means clustering algorithm
Tuning method Center values of clusters Cluster groups (membership matrices)
Sequential S Used as the ﬁxed apexes of membership functions Used to get prototypes (Vj) of IG-based fuzzy
inference systemP Used to determine the search region between the ﬁxed apexes of
membership functions
Simultaneous (S + P) Used to determine the search region between the ﬁxed apexes of
membership functions
S: Structure identiﬁcation process, P: Parameter identiﬁcation process.
J.-N. Choi et al. / International Journal of Approximate Reasoning 49 (2008) 631–648 639functions). We used the average values between center values as the boundary point of the search region as this choice main-
tains the linguistic interpretability.
5. Experimental studies
Once the identiﬁcation methodology has been established, one can proceed with intensive experimental studies. In this
section, we provide numerical examples to evaluate the advantages and the effectiveness of the proposed approach. We
show its performance for well known and widely used datasets in software engineering. The ﬁrst one concerns the NASA
dataset. The second one deals with the medical imaging systems (MIS). The third one comes from the Machine Learning
repository and concerns the Boston Housing data. The simultaneous tuning method with variant identiﬁcation rate is com-
pared with the sequential tuning one.
We use three measures (performance indexes), which are the MSE (the mean square error), the RMSE (the root mean
square error) and the MMRE (the mean magnitude of relative error).
The mean magnitude of relative error (MMRE)PIðor E PIÞ ¼ 1
m
Xm
i¼1
jyi  yi j
yi
ð13ÞThe mean square error (MSE)PIðor E PIÞ ¼ 1
m
Xm
i¼1
ðyi  yi Þ2 ð14ÞThe root mean square error (RMSE)PIðor E PIÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
m
Xm
i¼1
ðyi  yi Þ2
vuut ð15ÞHere, PI and E_PI are the values of the performance indexes for the training and testing datasets, respectively, m is the total
number of input–output data pairs, yi is the ith target output data and yi stands for the ith actual output of the model for this
speciﬁc data point.
In this study, in order to compare the performance of the proposed model with that of other models existing in the lit-
erature, we have considered the same performance index as used in the previous studies.
Table 2 provides the list of parameters and operators used in the HFC-PGA. In the sequential and simultaneous tuning
methods, the number of input variables to be selected is conﬁned to the range of one to two (1–2) in NASA data, one to three
(1–3) and one to four (1–4) in MIS data and Boston housing data. Likewise the number of membership functions is bound to
be either equal to two or three (2–3). The order of the polynomial used in the consequent part of fuzzy rules is chosen from
the four types, that is Types 1–4.
The proposed method was compared with other models which are used in system modeling or prediction. Here, we de-
scribe these models brieﬂy.
Support vector regression (SVR) [36] is a version of a support vector machine (SVM) for regression, which was proposed in
1996 by Vladimir Vapnik, etc. Support vector machines is a powerful methodology for solving problems in nonlinear clas-
siﬁcation, function estimation and density estimation. They commonly use kernel based methods to apply linear classiﬁca-
tion techniques to nonlinear classiﬁcation problems. There are a number of types of SVM such as linear, polynomial, sigmoid
etc.
Multivariate adaptive regression splines (MARSplines, MARS) [37] is an implementation of techniques popularized by Fried-
man [37] for solving regression-type problems with the main purpose to predict the values of a continuous dependent (out-
put) variable from a set of independent or predictor variables. MARS is a method for ﬂexible modeling of highly dimensional
data. The model takes the form of an expansion in product spline basis functions, where the numbers of basis functions as
well as the parameters associated with each one are automatically determined by the data.
Table 2
Summary of the parameter of HFC-PGA and fuzzy model
HFC-PGA parameters The sequential tuning The simultaneous tuning
Structure Parameter
Maximal number of generations S1 100 500 600
S2, S3 300 300 600
Number of subpopulations 3 5 5
Sizes of demes [50,50,50] 100 for each subpopulation 100 for each subpopulation
Crossover operator MSX for each subpopulation Proposed MSX for subpopulation
Selection operator Linear ranking based selection algorithm for each subpopulation
Mutation operator Uniform mutation algorithm for each subpopulation
Crossover rate 0.65 for each subpopulation
Mutation rate 0.1 for each subpopulation
Migration interval 20 generations for each optimization phase
Migration model Adaptive HFC model
Identiﬁcation parameters of fuzzy model
Parameters (restriction) for structure identiﬁcation Maximal number of input variables to be selected S1: 1 6 l 6Max(2)
S2,S3: 1 6 l 6Max(3)
S2,S3: 1 6 l 6Max(4)
Number of membership functions per input 2 6M 6 3
Polynomial type of the consequence part of rules 1 6 Type 6 4
Parameters for parameter identiﬁcation Cluster groups and central values of groups through C-Means clustering
S1: NASA dataset, S2: MIS dataset, S3: Boston housing dataset.
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ﬁcation and LSE for parameter identiﬁcation.
Neurofuzzy network (NFN) [22] had been constructed by using GA for structure and parameter (apexes of membership
function) identiﬁcation. The connections of the networks were learnt by using back-propagation (BP) algorithm.
Self-organizing neurofuzzy networks (SONFN) [23] is hybrid modeling architecture combining relation-based neurofuzzy
networks (NFN) and self-organizing polynomial neural networks (PNN). NFNs contribute to the formation of the premise
part of the rule-based structure of the SONFN. The consequence part of the SONFN is designed using PNNs. Here the optimal
structure of the network was obtained by running the GA. NFN is learned by using BP algorithm and PNN is learned by using
LSE.
Fuzzy polynomial neural network (FPNN) [26] is based on a genetically optimized multilayer perceptron with fuzzy poly-
nomial neurons (FPNs). The structural optimization is realized via GA whereas in case of the parametric optimization it was
proceeded with a standard LSE-based learning. The proposed IG-based fuzzy model which is obtained by the sequential tun-
ing comes with better performance index than other models such as SONN and FPNN and this has been achieved in spite of
using a small number of rules.
5.1. NASA software data
The experimental studies are concerned with a well-known software effort dataset coming from NASA [20]. The dataset
consists of two independent variables viz. developed lines of code (DL) and methodology being used (ME), and one depen-
dent variable, viz., effort (Y). DL is in KLOC and Y is in man–months. Here, ME is a composite measure of methodologies em-
ployed in this NASA software environment.
For this dataset, our model selection procedure is aimed at forming a sound compromise between approximation and
generalization capabilities of the model. The main performance measure that we use in this paper is the MMRE (mean
magnitude of relative error) described by (13). For evaluation of generalization capabilities, we employ the Leave-one-out
cross-validation (LOOCV) estimate of the generalization error because of two reasons. First, it possesses sound statistical
properties. Second, it seems to be particularly suited for software engineering applications where the available data are
relatively small [21].
Table 3 summarizes the results obtained for the optimized structure and performance index for optimized parameters
using the sequential tuning method and the simultaneous tuning method with variant identiﬁcation rate based on HFC-
PGA. Shown are the results produced by the simultaneous tuning method while the selected input variables are DL and
ME, and the number of membership functions varies in between three and two, respectively. The consequent part of the fuz-
zy rule is of Type2 (Linear).
Fig. 5 displays the resulting IG-based fuzzy inference system resulting from the simultaneous tuning method. The upper
parts of Fig. 5a and b show the cluster groups and the central values generated through C-Means clustering algorithm for
both input variables and the number of membership functions (viz. the number of groups). The lower parts show the initial
(ﬁxed) apexes of membership function that is the same with central values of groups and tuned apexes of membership func-
tions. In the case of the sequential tuning method, the central values are used for the ﬁxed apexes of membership functions
Table 3
Performance index of the IG-based fuzzy inference system by means of the HFC-PGA
Identiﬁcation method Optimized structure Performance index for optimized fuzzy model
Selected input variables Number of MFs (rules) Order of Polynomial PI (MMRE) E_PI (MMRE)
Sequential DL, ME 2  3 (6) Type 1 0.0546 0.0792
Simultaneous k = 1.5 DL, it ME 3  2 (6) Type 2 1.2782E5 0.0020
k = 2.0 DL, ME 2  2 (4) Type 3 1.7834E9 0.0024
k = 2.5 DL, ME 3  2 (6) Type 2 1.0059E10 0.0098
Fig. 5. Groups and centers produced by the C-Means clustering algorithm.
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optimization. In the case of the simultaneous tuning method, the central values are used just for the determination of search
region of membership functions for the parametric optimization. Fig. 5c shows the newly created cluster groups and ob-
tained prototypes. In the case of both sequential tuning method as well as simultaneous tuning method, the cluster groups
of Fig. 5a and b generate the new cluster groups to be built by using I/O dataset included within each fuzzy rule. The new
cluster groups are used to get prototypes Vj, which are used in the initial values (see Eq. (2)) of polynomial function of the
consequent part of fuzzy inference system.
Fig. 6 Shows the resulting values of the performance indexes when running the sequential tuning and the simultaneous
tuning identiﬁcation based on the HFC-PGA.
The optimized IG-based fuzzy model constructed by the simultaneous tuning method (in case of k = 2.0) comes with the
four fuzzy rules. As shown in (3), these rules are described as follows. Here, x1 and x2 are DL andME, respectively. The mem-
bership functions and IG are depicted in Fig. 5. The consequent part of fuzzy rules is given as quadratic form:R1 : IF x1 is A11 and x2 is A21 Then y1 ¼ 1:3x1 þ2:32x2 þ11:67x21 4:36x22  0:67x1x2
R2 : IF x1 is A11 and x2 is A22 Then y2  15:77¼ 1:63ðx1 10:94Þ  6:83ðx2 28:46Þ  0:35ðx1 10:94Þ2
þ 0:05ðx2 28:46Þ2 þ 0:59ðx1  10:94Þðx2 28:46Þ
R3 : IF x1 is A12 and x2 is A21 Then y3  96:45¼ 9:60ðx1  63:92Þ2 þ 0:05ðx2  25:50Þ2 þ 0:59ðx1  63:92Þðx2 25:50Þ
R4 : IF x1 is A12 and x2 is A22 Then y4 ¼ 2:89x1 7:20x2  0:16x21 þ 0:03x22 þ 0:35x1x2Table 4 summarizes the results of comparative analysis of the proposed model with respect to other constructs. Statistical
model such as SVR and MARS show better performance than NN. But, in general, fuzzy and neuro-fuzzy models such RBF,
NFN, SONFN and FIS are superior than SVR and MARS. From the viewpoint of both indices (PI and E_PI), the proposed model
obtained by the sequential tuning method as well as the simultaneous tuning method is better in comparison with other
models. Under restriction of having the same condition, i.e., the maximal number of input variables to be selected, the
Table 4
Comparative analysis of fuzzy models
Model Selected
inputs
Number of MFs
(rules)
Order of
Polynomial
PI
(MMRE)
E_PI
(MMRE)
SVR [36] DL, ME 0.1634 1.1529
MARS [37] DL, ME 0.1822 0.2263
NN DL, ME (6 nodes) 0.5091 0.5938
RBF Model [20] DL, ME (7 nodes) 0.0870 0.1907
Fuzzy set-based NFN [22] DL, ME 2  2 (4) 2 0.1457 0.1679
Fuzzy relation-based NFN [22] DL, ME 2  2 (4) 2 0.1544 0.1967
SONFN [23] DL, ME NA 2 0.0877 0.1309
Our model Sequential tuning DL, ME 2  3 (6) 1 0.0546 0.0792
Simultaneous tuning (case
k = 2.0)
DL, ME 2  2 (4) 3 1.7834E9 0.0024
NA: not available as hybrid network architecture.
Fig. 6. Trace curves of the performance indexes for the sequential tuning and the simultaneous tuning based on the HFCPGA.
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simultaneous tuning method leads to the fuzzy model with better performance when contrasted with the results formed
by the sequential tuning method.
5.2. MIS data
Here we consider the MIS data set which concerns characterizatoion of quality of 390 software modules written in Pascal
and FORTRAN for modeling [14]. These modules consist of approximately 40,000 lines of code. To design an optimal model,
we study 11 input variables and one system output variable, each representing a single attribute, ﬁr the pertinent details
refer to Table 5. The performance index is deﬁned as the MSE (mean squared error) given by (14). We randomly partition
the data set to produce two separate data sets. The ﬁrst 50% of data set is used for the construction of the fuzzy model.
The remaining 50% data set, the testing data set, is used to quantify the predictive quality of the model.
Table 6 summarizes the optimized structure and includes the results of its optimization realized by running the sequen-
tial and simultaneous tuning methods based on HFC-PGA.
Fig. 7 shows the details of the designed IG-based fuzzy inference system whereas Fig. 8 includes the values of the perfor-
mance index obtained in simultaneous iterations when running the sequential and simultaneous tuning method.
The optimized IG-based fuzzy model formed by the simultaneous tuning method (in case when M* and k = 2.0) has 24
fuzzy rules with four input variables. As shown in (3), 24 fuzzy rules are described as follows. Here, x1, x2, x3 and x4 stand
for TChar, TComm, DChar and N, respectively. And membership functions are depicted in Fig. 7. The polynomial type (order)
of the consequent part of fuzzy rules is given as constant form. By inspection, fuzzy rules, R17, R21 and R22 are meaningless
and can be discarded, since the consequent parts of fuzzy rules are equal to zero:R1 : IF x1 is A11 and x2 is A21 and x3 is A31 and x4 is A41 Then y1  4:25 ¼ 4:71
R2 : IF x1 is A11 and x2 is A21 and x3 is A31and x4 is A42 Then y2 ¼ 3:45
R3 : IF x1 is A11 and x2 is A21 and x3 is A32and x4 is A41 Then y3 ¼ 66:63
R4 : IF x1 is A11 and x2 is A21 and x3 is A32 and x4 is A42 Then y4 ¼ 32:93
R5 : IF x1 is A11 and x2 is A22 and x3 is A31 and x4 is A41 Then y5 ¼ 5:09
Table 5
Description of system’s variable
System variables Description
LOC The number of lines of code, including comments
CL The number of lines of code, excluding comments
TChar The number of characters
TComm The number of comments
MChar The number of comment characters
DChar The number of code characters
N N = N1 + N2 is program length, where N1 is the total number of operators and N2 is the total number of operandsbN bN ¼ g1log2g1þg2 log2g2 is an estimated program length, where g1 is the number of unique operators and g2 is the number of unique
operands
NF NF = (log2g1)! + (log2g2)! is Jensen’s estimator of program length
V(G) McCabe’s cyclomatic number that is one more than the number of decision nodes in the control ﬂow graph
BW Belady’s bandwidth metric, where BW = 1/n
P
iiLi and Li represents the number of nodes at level I in a nested control ﬂow graph of n
nodes. This metric is indicative of the average level of nesting or width of the control ﬂow graph representation of the program
Changes The number of changes required to remove faults discovered
Table 6
Performance index of the IG-based fuzzy model obtained by means of the HFC-PGA
Tuning method Optimized structure Performance index for optimized fuzzy model
Selected input variables Number of MFs (rules) Order of polynomial PI (MSE) E_PI (MSE)
Sequential M NA TComm, MChar 3  2 (6) Type 3 35.23 28.03
M* NA TComm, MChar 3  2 (6) Type 3 35.23 28.03
Simultaneous M k = 1.5 TChar, TComm, N 2  3  2 (12) Type 1 35.07 20.12
k = 2.0 TComm, DChar, N 3  3  2 (18) Type 1 31.74 21.17
k = 2.5 TComm, MChar,bN 3  3  3 (27) Type 1 29.86 26.81
M* k = 1.5 TChar, TComm, Char, N 3  2  2  3 (36) Type 2 24.50 24.13
k = 2.0 TChar, TComm, DChar, N 3  2  2  2 (24) Type 1 25.88 17.87
k = 2.5 TChar, TComm, MChar, N 3  2  2  2 (24) Type 1 28.93 17.67
NA: not available, M: Maximal number of input variables to be selected is 3, M*: Maximal number of input variables to be selected is 4.
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R7 : IF x1 is A11 and x2 is A22 and x3 is A32 and x4 is A41 Then y7 ¼ 317:53
R8 : IF x1 is A11 and x2 is A22 and x3 is A32 and x4 is A42 Then y8 ¼ 568:55
R9 : IF x1 is A12 and x2 is A21 and x3 is A31 and x4 is A41 Then y9  13:14 ¼ 35:191
R10 : IF x1 is A12 and x2 is A21 and x3 is A31 and x4 is A42 Then y10  11:00 ¼ 59:87
R11 : IF x1 is A12 and x2 is A21 and x3 is A32 and x4 is A41 Then y11  13:00 ¼ 58:90
R12 : IF x1 is A12 and x2 is A21 and x3 is A32 and x4 is A42 Then y12  13:20 ¼ 19:96
R13 : IF x1 is A12 and x2 is A22 and x3 is A31 and x4 is A41 Then y13 ¼ 381:19
R14 : IF x1 is A12 and x2 is A22 and x3 is A31 and x4 is A42 Then y14 ¼ 207:80
R15 : IF x1 is A12 and x2 is A22 and x3 is A32 and x4 is A41 Then y15  24:00 ¼ 53:72
R16 : IF x1 is A12 and x2 is A22 and x3 is A32 and x4 is A42 Then y16  27:33 ¼ 20:13
R17 : IF x1 is A13 and x2 is A21 and x3 is A31 and x4 is A41 Then y17 ¼ 0:00
R18 : IF x1 is A13 and x2 is A21 and x3 is A31 and x4 is A42 Then y18 ¼ 1027:37
R19 : IF x1 is A13 and x2 is A21 and x3 is A32 and x4 is A41 Then y19 ¼ 298:87
R20 : IF x1 is A13 and x2 is A21 and x3 is A32 and x4 is A42 Then y20 ¼ 82:93
R21 : IF x1 is A13 and x2 is A22 and x3 is A31 and x4 is A41 Then y21 ¼ 0:00
R22 : IF x1 is A13 and x2 is A22 and x3 is A31 and x4 is A42 Then y22 ¼ 0:00
R23 : IF x1 is A13 and x2 is A22 and x3 is A32 and x4 is A41 Then y23 ¼ 4108:60
R24 : IF x1 is A13 and x2 is A22 and x3 is A32 and x4 is A42 Then y24  53:80 ¼ 57:63
Fig. 7. Groups and centers formed by the C-Means clustering algorithm (case, k = 2.0, M*).
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of SVR is the best among those obtained for all models. The value of E_PI of SVR is also better. The performance of NN is not
so good in spite of a large number of nodes in the hidden layer. In terms of both PI and E_PI, the performance of the proposed
models obtained by the sequential tuning method as well as the simultaneous tuning method is better than the one reported
for other models. Under the same condition imposed on all models, the simultaneous tuning method leads to fuzzy model
with better performance than the sequential tuning method.
5.3. Boston housing data
Here we investigate a Boston housing data set [35]. This data concern a description of real estate in the Boston area where
housing is characterized by a number of features including crime rate, size of lots, number of rooms, age of houses, etc. and
Fig. 8. Values of the performance indexes for the sequential and simultaneous tuning methods making use of the HFC-PGA (k = 2.0 and M*).
Table 7
Results of comparative analysis for the MIS data
Model Selected inputs Number of MFs
(rules)
Order of
Polynomial
PI (MSE) E_PI
(MSE)
Regression model [24] All 40.05 36.32
TComm, MChar,
DChar, N
43.84 38.91
SVR [36] TComm, MChar 16.01 31.97
TChar, TComm,
DChar, N
8.50 30.27
MARS [37] TComm, MChar 50.30 45.89
TChar, TComm,
DChar, N
44.04 40.06
NN TComm, MChar 20 (nodes) 51.99 45.53
TChar, TComm,
DChar, N
24 (nodes) 45.14 37.57
SONFN [25] TComm, MChar,
DChar, N
NA Type 2 39.17 23.86
FPNN [26] TComm, N 3  3 (9) Type 1 51.00 36.35
TChar, Tcomm, N 2  3  2 (12) Type 1 38.48 30.50
Our model Sequential (case M*) TComm, MChar 3  2 (6) Type 3 35.23 28.03
Simultaneous (case
k = 2.0, M*)
TChar, TComm,
DChar, N
3  2  2  2 (24) Type 1 25.88 17.87
NA: not available.
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completed for 253 data points regarded as a training set. The rest of the data set (i.e., 253 data points) is retained for testing
purposes. The performance index is deﬁned as the RMSE (root mean squared error) as given by (15).
Table 9 depicts optimized structure and performance index for the optimized parameters by the sequential tuning meth-
od and the simultaneous tuning method with variant identiﬁcation rate based on HFC-PGA.Table 8
System’s variable
System variables Description
CRIM Per capita crime rate by town
ZN Proportion of residential land zones for lots over 25,000 sq. ft.
INDUS Proportion of non-retail business acres per town
NOX Nitric oxides concentration(parts per 10 million)
CHAS Charles River dummy variables
RM Average number of rooms per dwelling
AGE Proportion of owner-occupied units built prior to 1940
DIS Weighted distance to ﬁve Boston employment centers
RAD Index of accessibility to radial highways
TAX Full-value property-tax rate per $ 10,000
PTRATIO Pupil–teacher ratio by town
B 1000(Bk-0.63)2, Bk is the proportion of blacks by town
LSTAT % lower status of the population
MEDV Media value of owner-occupied homes in $1000s
Table 9
Performance index of the IG-based fuzzy model obtained by means of the HFC-PGA
Tuning method Optimized structure Performance index for optimized fuzzy model
Selected input variables Number of MFs (rules) Order of Polynomial PI (RMSE) E_PI (RMSE)
Sequential M NA RM, TAS, LSTAT 2  3  3 Type 1 3.6537 3.4522
M* NA RM, DIS, TAS, LSTAT 3  2  2  2 (24) Type 1 3.4607 3.4760
Simultaneous M k = 1.5 CHAS, RM, LSTAT 3  2  2 Type 2 3.1386 3.1832
k = 2.0 CHAS, RM, LSTAT 3  2  2 Type 2 3.1474 3.1576
k = 2.5 CHAS, RM, LSTAT 3  2  2 Type 2 3.1427 3.1524
M* k = 1.5 CHAS, RM, LSTAT 3  2  2 Type 2 3.1814 3.1221
k = 2.0 CHAS, RM, LSTAT 3  2  2 Type 2 3.1382 3.1704
k = 2.5 CHAS, RM, LSTAT 3  2  2 Type 2 2.9899 3.2773
NA: not available, M: Maximal number of input variables to be selected is 3, M*: Maximal number of input variables to be selected is 4.
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The optimized IG-based fuzzy model produced by the simultaneous tuning method (in case ofM* and k = 2.0) has 12 fuzzy
rules with three input variables. 14 fuzzy rules produced are described below. Here, x1, x2 and x3 denote CHAS, RM and LSTAT,
respectively. The obtained membership functions are depicted in Fig. 9. The consequent part of fuzzy rules is linear:R1 : IF x1 is A1 and x2 is B1 and x3 is C1 Then y1 ¼ 119:61þ 191:63x1 þ 9:00x2 þ 10:12x3
R2 : IF x1 is A1 and x2 is B1 and x3 is C2 Then y2 ¼ 165:24 223:74x1  4:13x2 þ 15:54x3
R3 : IF x1 is A1 and x2 is B2 and x3 is C1 Then y3  38:08 ¼ 83:42 138:234ðx1  0:48Þ þ 3:07ðx2  7:26Þ
 14:34ðx3  5:13Þ
R4 : IF x1 is A1 and x2 is B2 and x3 is C2 Then y4 ¼ 126:64þ 282:14x1 þ 21:49x2  21:59x3
R5 : IF x1 is A2 and x2 is B1 and x3 is C1 Then y5  22:78 ¼ 60:28þ 420:80ðx1  0:48Þ  13:18ðx2  6:28Þ
þ 1:08ðx3  8:54Þ
R6 : IF x1 is A2 and x2 is B1 and x3 is C2 Then y6  18:71 ¼ 49:39 424:65ðx1  0:53Þ  30:33ðx2  5:87Þ
þ 1:02ðx3  17:28Þ
R7 : IF x1 is A2 and x2 is B2 and x3 is C1 Then y7  28:49 ¼ 1:25þ 129:29ðx1  0:48Þ  13:19ðx2  6:68Þ
 1:97ðx3  7:62Þ
R8 : IF x1 is A2 and x2 is B2 and x3 is C2 Then y8  27:50 ¼ 8:96þ 681:93ðx1  0:60Þ þ 54:33ðx2  6:85Þ
 1:37ðx3  19:78Þ
R9 : IF x1 is A3andx2 is B1 and x3 is C1 Then y9  23:11 ¼ 78:35þ 137:64ðx1  0:75Þ þ 12:14ðx2  5:78Þ
 2:07ðx3  9:67ÞFig. 9. Groups and centers (prototypes) obtained by the C-Means clustering algorithm (k = 2.0, M*).
Fig. 10. Values of the performance index for the sequential and simultaneous tuning using the HFC-PGA method (k = 2.0, M*).
Table 10
Results of comparative analysis
Model Selected inputs Number of
MFs (rule)
Order of
Polynomial
PI
(RMSE)
E_PI (RMSE)
SVR [36] CHAS, RM, LSTAT 1.17 5.84
RM, DIS, TAS, LSTAT 0.97 5.96
MARS [37] CHAS, RM, LSTAT 3.43 4.13
RM, DIS, TAS, LSTAT 3.00 4.07
NN CHAS, RM, LSTAT 12 (nodes) 4.19 4.26
RM, DIS, TAS, LSTAT 24 (nodes) 3.27 5.14
FNN[34] (21) 3.76 4.08
FPNN RM, DIS, PTRATIO, LSTAT 2  2  2  2 (16) Type 2 3.5071 16.93
Our model Sequential
(case M*)
RM, DIS, TAS, LSTAT 3  2  2  2 (24) Type 1 3.4607 3.4760
Simultaneous
(case k = 2.0 and M*)
CHAS, RM, LSTAT 3  2  2 (12) Type 2 3.1382 3.1704
J.-N. Choi et al. / International Journal of Approximate Reasoning 49 (2008) 631–648 647R10 : IF x1 is A3 andx2 is B1 and x3 is C2 Then y10  13:59 ¼ 14:23 54:02ðx1  0:72Þ  7:83ðx2  5:93Þ
þ 0:62ðx3  20:77Þ
R11 : IF x1 is A3 andx2 is B2 and x3 is C1 Then y11 ¼ 196:45 380:21x1 þ 12:79x2  3:82x3
R12 : IF x1 is A3 andx2 is B2 and x3 is C2 Then y12 ¼ 191:99þ 147:92x1 þ 18:11x2  1:42x3Table 10 shows the results of comparative analysis of the proposed model contrasted with other models. The value of PI of
SVR is the lowest; however, E_PI of SVR is worse than reported in other models and this becomes indicative of eventual over-
ﬁtting. The performance of the proposed models obtained by the sequential as well as simultaneous tuning method is better
in comparison to the performance reported for other models. As before, we note the advantage of using the simultaneous
tuning over its sequential counterpart.
6. Concluding remarks
In this study, we have developed a simultaneous tuning method with a variant identiﬁcation rate for the structural as well
as parametric optimization of the fuzzy inference systems that is based on the HFC-PGA and IG. The HFC-PGA is proposed as
an optimization framework for IG-based fuzzy model. Information granulation realized with the aid of the C-Means cluster-
ing algorithm helps determine essential parameters of the model such as prototypes to be used in the consequence part of
the fuzzy rules and the search regions for the membership functions for the parametric optimization. The structural as well
as parametric optimization procedures for the IG-based fuzzy model are carried out through the simultaneous tuning meth-
od with a variant identiﬁcation ratio. The experimental studies showed that the proposed fuzzy inference system comes with
the better performance and becomes more compact (by being realized through a small number of rules) than some other
previously constructed models. This demonstrates that the proposed tuning mechanism can be viewed as an effective opti-
mization vehicle for system identiﬁcation.
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