Abstract. We extend a result of the second author [27, Theorem 1.1] to dimensions d ≥ 3 which relates the size of L p -norms of eigenfunctions for 2 < p <
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Introduction and main results
Let (M, g) be a smooth, compact boundaryless Riemannian manifold of dimension d ≥ 3. Let ∆ g be the nonnegative Laplace-Beltrami operator and consider eigenfunctions e λ satisfying ∆ g e λ = λ 2 e λ with λ ≥ 0. If Π denotes the space of unit length geodesics and dz the volume element associated with the metric g, then our main result is the following generalizations of [27, Theorem 1.1]: Theorem 1.1. Let e λ , λ ≥ 1, be an eigenfunction and
Then there is a uniform constant C < ∞ so that given ε > 0 we can find a constant C ε so that 
and the implication follows.
In the case when (M, g) has nonpositive sectional curvatures, we shall be able to show that (1.4) holds for the full sequence of eigenvalues and hence extend the two-dimensional results of the second author and Zelditch [32] improved L p -estimates under the above curvature assumptions follow, by interpolation from the aforementioned p =
2(d+1)
d−1 and an improved L ∞ -estimate which is implicit in Bérard [1] (see also the second author and Zelditch [29] and [28] ). Hassell and Tacy [18] have recently obtained further results for this range exponents. Improvements for p >
d−1 are a bit more straightforward than (1.6) due to the fact that everything follows from pointwise estimates, while, to obtain (1.5) and consequently (1.6), we have to use oscillatory integrals and a finer analysis involving the deck transforms of the universal cover. We should point out that there are no general L p -improvements for the endpoint p =
d−1 of the results in [25] , which on the sphere are saturated by eigenfunctions concentrating at points as well as ones concentrating along geodesics.
As noted before, the special case of d = 2 of Theorem 1.3 is in [32] . When d = 3, if one assumes constant nonpositive curvature, (1.5) follows from recent work of Chen and the second author [9] , who showed that if ds denotes arc length measure on γ, then (1.7) sup γ∈Π γ |e λ | 2 ds = o(λ) as λ → ∞.
In dimensions d ≥ 4, Burq, Gérard and Tzvetkov [7] showed that one has the following bounds for geodesic restrictions (1.8)
Improving this to o(λ d−2 ) bounds as in (1.7) for d = 3 is not strong enough to obtain (1.5) when d ≥ 4. This comes as no surprise since, in these dimensions, (1.8) is saturated on the round sphere S d not by the highest weight spherical harmonics which concentrate along geodesics, but rather zonal spherical harmonics, which concentrate at points. By our main result, Theorem 1.1, we know that (1.5) is relevant for measuring the size of L p -norms in the range 2 < p <
d−1 , which are saturated on S d by highest weight spherical harmonics. These eigenfunctions saturate the Kakeya-Nikodym averages in (1.5) , by which we mean that the left side of (1.5) is Ω(1), but they do not saturate the restriction estimates (1.8) for d ≥ 4.
Fortunately, we can adopt the proof of the aforementioned improvement (1.7) of Chen and the second author [9] to obtain (1.5) in all dimensions under the assumption of nonpositive curvature. Additionally, even for d = 3, unlike the stronger estimate (1.7), our techniques do not require that we assume constant sectional curvature.
Let us conclude this section by recording some applications of Theorems 1.1 and 1.3. First, using (1.5) we can improve the lower bounds for L 1 -norms of the first author and Zelditch [30] under the above assumptions:
As pointed out in [30] , no such improvement is possible for the sphere.
The proof of (1.9) is very simple. For, by Hölder's inequality, if p > 2,
e λ L 1 , meaning that (1.6) implies (1.9).
Let us now see how (1.9), along with an estimate of Hezari and the second author [19] improves the known lower bounds for the Hausdorff measure of eigenfunctions on manifolds of variable nonpositive curvature.
To this end, for a given real eigenfunction, e λ , we let Z λ = {x ∈ M : e λ (x) = 0} denote its nodal set and
This was verified by Donnelly and Fefferman [14] in the real analytic case and so, in particular, if (M, g) has constant sectional curvature. The lower bound H d−1 (Z λ ) ≥ cλ was verified in the C ∞ case when d = 2 by Brüning [6] and Yau, but much less is known in this case. An upper bound
2 ) is also known by Dong [13] and Donnelly and Fefferman [15] when d = 2, but the best known upper bounds for d ≥ 3 are
), which are due to Hardt and Simon [17] .
Until recently, in higher dimensions for the C ∞ case, the best known lower bounds for H d−1 (Z λ ) were also of an exponential nature (see [16] ). Recently, Colding and Minicozzi [10] and the second author and Zelditch [30] proved lower bounds of a polynomial nature. Specifically, the best known lower bounds for d ≥ 3 in the C ∞ case are those of Colding and Minicozzi [10] who showed that (1.10) cλ
Subsequent proofs of this using the original approach of the second author and Zeldtich [30] were obtained by Hezari and the second author [19] and the second author and Zelditch [31] . The latter works and the earlier one [30] were based on a variation of an identity of Dong [13] .
The proof of (1.10) in [19] was based on the following lower bound
Indeed, simply combining (1.11) and the L 1 -lower bound of the second author and Zelditch [30] (1.12) cλ
yields (1.10).
Similarly, by using the improvement (1.9) of (1.12), we can improve 1 the known lower bounds (1.10) under our assumptions: Corollary 1.5. Let (M, g) be a compact boundaryless Riemannian manifold of dimension d ≥ 3 with nonpositive sectional curvatures. Then
In particular, when d = 3, H 2 (Z λ ) becomes arbitrarily large as λ → ∞.
By a simple argument (see [27] ) one always has (1.3) and consequently (1.4) as λ ranges over a subsequence of eigenvalues {λ j k } if the resulting eigenfunctions form a quantum ergodic system (i.e. |e λj l | 2 dx converges in the weak * topology to the uniform probability measure dx/Vol g (M )). Consequently, by the above proof, we also have the following Corollary 1.6. Let {e λj k } be a quantum ergodic system on a compact Riemannian manifold of dimension d ≥ 3. We then have
In particular, if the geodesic flow is ergodic, we have (1.14) as {λ j k } ranges over a subsequence of eigenvalues of density one.
The last part of the corollary follows from the quantum ergodic theorem of Snirelman [23] / Zelditch [39] / Colin de Verdière [11] (see also [28] ). This paper is organized as follows. In the next three sections we shall present the proof of our main result, Theorem 1.1. In §2 we shall go through the essentially routine step of reducing matters to proving certain bilinear estimates, and this step is very similar to the argument for the two-dimensional case of one of us [27] . It gives partial control of the left side of (1.1) by the last term in the right. The needed bilinear estimates, which lead to the first term in the right side of (1.1) are then presented in §3 and §4. In §3 we show the bilinear estimate we require follows, up to an ε loss, from one of Lee [22, Theorem 1.1]. We then are able to remove this loss in §4 using a variable coefficient version of the "ε-removal lemma" of Tao and Vargas [35, Lemma 2.4 ] (see also Bourgain [2] ). Then, in the final section, §5, we prove Theorem 1.3 which says that we have o(1) bounds for L 2 -norms over shrinking tubes under the assumption of nonpositive curvature, and consequently, by Theorem 1.1, improved L p (M )-norms for 2 < p <
d−1 of the estimates in [25] .
Reduction to oscillatory integral estimates
In this section, we begin the proof of Theorem 1.1, reducing matters to estimates on oscillatory integral operators. Let χ λ denote the operator χ( ∆ g − λ), where χ is a smooth bump function with χ(0) = 1 and sufficiently small compact support. Hence χ λ e λ = e λ . Recall (see Sogge, Chapter 5 [26] ) that the kernel of this operator can be written as
where α λ (z, y) is supported in δ ≤ d g (z, y) ≤ 2δ for some δ > 0 sufficiently small and less than half the injectivity radius of (M, g).
Using a sufficiently fine partition of unity, we may assume that the support of α λ is sufficiently small. In particular, we may assume that supp(α λ ) ⊂ {|z −z 0 |+|y −y 0 | ε 0 } for some points z 0 , y 0 ∈ M with |z 0 − y 0 | ≈ δ. Let γ 0 denote the geodesic connecting z 0 , y 0 and suppose that Σ is a suitable codimension 1 submanifold passing through y 0 such that γ 0 is orthogonal to Σ. Now let (t, s) ∈ R d−1 × R denote Fermi coordinates for Σ with (0, 0) = y 0 , (0, s) parameterizing γ 0 , and (t, 0) parameterizing Σ. This means that for any fixed t 0 , (t 0 , s) locally parameterizes the geodesic passing through (t 0 , s) orthogonal to Σ.
It suffices to prove that
Indeed, using Young's inequality for products applied to the Hölder conjugates L q (M ) from the first term into the left hand side, for ε sufficiently small, yielding (1.1) when f = e λ . Moreover, it suffices to prove that for each s the expression in parentheses on the left hand side is bounded by the right hand side. For convenience, we will show this for s = 0 as the argument below works for any value of s and does not use the structure of Σ once Fermi coordinates are given.
Fix λ and let
Hölder's inequality with conjugates 2 q−2 , 2 4−q will then imply that
and it is verified that the exponent of λ on the right is the same as the one in (1.1).
Observe that
Let N > 0 be a sufficiently large dyadic number (which will essentially play the same role as the integer N in [27, (2.5)]) and let j 0 be the largest integer such that 2
where each Q j ν has sidelength 2 −j and is centered at a point ν ∈ 2
(t)h(t) where the first factor denotes the indicator of the cube Q j ν . Hence
where Ξ j denotes the collection of (ν, ν ) indexing the cubes satisfying
Theorem 2.1. Suppose T = T λ is the oscillatory integral operator defined by
where a λ is smooth and supp(a λ ) is contained in a sufficiently small uniform compact set and whose derivative bounds can be taken uniform in λ. Assume further that φ(x, s, t) satisfies a Carleson-Sjölin type condition that ∇ 2 xt φ is invertible and that if θ is a unit vector for which ∇ t ∇ (x,s) φ, θ = 0, then
tt ∇ (x,s) φ, θ has eigenvalues of the same sign. Then
It can be verified that setting z = (x, s) ∈ R d−1 × R, the phase function in question φ(x, s, t) := d g ((x, s), (t, 0)) = ψ((x, s), t) satisfies the Carleson-Sjölin condition given here. Moreover, our assumption that q < 
Since Hölder's inequality with conjugates q 2 ,−2 , and the triangle inequality yield
the contribution of this sum is bounded by the first term on the right hand side of (2.1) by taking N suitably large. This estimate can be considered as analogous to [27, (2.6)].
Our main tool in proving (2.4) will be a bilinear estimate due to Lee [22, Theorem 1.1] along with a refinement of arguments in §3 of that same work. Indeed, the estimate (2.4) should be compared with [22, Lemma 3.3 and (3. 3)]. In [22] , the author proves bilinear estimates which can be thought of as a variable coefficient versions of bilinear restriction estimates due to Tao [34] for elliptic surfaces (inspired by prior work of Wolff [37] and TaoVargas-Vega [36] ). Lee then showed that these bilinear estimates in turn implied linear estimates on oscillatory integral operators whose phase function satisfies the CarlesonSjölin type condition (2.3) (more generally called the "Hörmander problem"). However, his estimates suffer losses when compared to the optimal estimate predicted by scaling.
In the present work, we cannot afford such losses. Hence one of the central tasks in this work is to prove a variable coefficient version of the ε-removal lemma for bilinear estimates in [35, Lemma 2.4 ] (see also Bourgain [2] ) and refine the almost orthogonality arguments in [22, §3] .
We now turn to the second sum in (2.2); since 2 −j0 ≈ λ − 1 2 it will be treated essentially the same way as in [27, p.527-9] . Observe that
The main estimate for this term is then
, we may sum in ν to see that the contribution of these terms is bounded by the last term in (2.1).
To see (2.5), we will use geodesic normal coordinates centered at the point on M corresponding to (ν, 0) in the Fermi coordinates (recall that ν ∈ 2 −j0 Z d−1 ) and let x → κ(x) denote the diffeomorphism which makes this change of coordinates. We may assume that κ(ν, s) = (0, s) (parameterizing the geodesic orthogonal to Σ through (ν, 0)). We now let {ω l } l denote a λ
Now let
and observe that the left hand side of (2.5) can be dominated by
where the z l are chosen to maximize |T (h j0 ν )(z)| as z ranges over κ −1 (S l ) and K is a small set containing the x-support of α λ (x, y). It thus suffices to see that for some suitable bump function ψ,
After a translation in t, it suffices to assume that ν = 0 and the desired L 2 → 2 estimate follows from the one dual to (2.7) below. }. Assume also that ρ vanishes when z is outside of a small neighborhood N of (s 0 , 0) with s 0 ≈ δ with δ > 0 (in the Fermi coordinates described above). Let z l be a collection of points in N indexed by Z d−1 such that whenever |l − k| is sufficiently large,
The proof of (2.7) is the same as the one in [27, Prop. 2.3], once it is observed that
But since the pushforward of ∂/∂z d under z → κ(z) is itself, this is a consequence of (2.6) and the identity
where ν i is the pushforward of ∂/∂z i .
Almost Orthogonality
In this section, we begin the proof of Theorem 2.1. We first appeal to [22, Lemma 3.1] (which follows results of Bourgain [4] and Hörmander [20] ) and the ensuing remark, which states that after a change of coordinates and multiplying T h, h by harmless functions of modulus one, we may assume
Let ψ be a smooth bump function supported in
Lemma 3.1. Suppose 1 ≤ p ≤ 2 and that T is as in Theorem 2.1. There exist amplitudes a ν,µ , a ν ,µ both with x-support contained in supp(A µ ) and satisfying derivative bounds of the form
such that if T ν,µ is the oscillatory integral operator with phase φ and amplitude a ν,µ
.
Proof. For a given s, consider the slice of
, and hence we shall assume that s is fixed throughout the proof. Now let Φ(x, t, t ) = φ(x, s, t) + φ(x, s, t ) and observe that
can be written as
Treating D x = −i∇ x as a vector-valued differential operator we want to write
for some N large based on d and each operator on the right satisfies (3.3). It thus suffices to see that this can be done for any monomial of
which in turn will follow by induction. To this end, observe that products of functions satsifying (3.3) satisfy the same condition as do weighted derivatives (c∂
The claim then follows.
It now suffices to see that if P ν,ν is the Fourier multiplier
then for any sequence of {f ν,ν } of Schwartz class functions defined on
The latter follows from the triangle inequality and Young's inequality for convolutions, so it suffices to treat the former. But
Recall that for each ν, the number of ν such that (ν, ν ) ∈ Ξ j is O(1). Therefore since the ν range over a regularly spaced 2 −j lattice, the desired bound follows from a routine computation using Plancherel's identity.
Returning to the proof of Theorem 2.1, fix a pair (ν,
Also set h 2 (t) = h j ν (2 −j t) and define T j,ν ,µ (h 2 )(x, s) analogously, noting that φ j remains independent of ν, ν . Moreover, we may assume that a j,ν,µ (x, s, ·) (resp. a j,ν ,µ (x, s, ·)) is supported in a slightly larger cube containing supp(h 1 ) (resp. supp(h 2 )). It is helpful to observe that given (3.1), (3.2)
Lemma 3.2. There exists an amplitudeã j,ν,µ (x, s, t) satisfying bounds of the form (3.3) such that
Proof. Observe that
and thus by the support properties of a j,ν,µ the first term satisfies (3.3) as well. The lemma then follows by an inductive argument akin to that in Lemma 3.1.
Given this lemma we let P µ = P µ (D t ) be the Fourier multiplier with symbol P µ (ζ) = (1 + 2 2j |λ −1 2 j ζ + µ| 2 ) −N and observe that by self-adjointness of P µ (−D t ), we have
Thus if we can show that
taking a sum with respect to µ and applying Cauchy-Schwarz will give
and by almost orthogonality of the
Hence Lemma 3.1 and Cauchy-Schwarz mean that the left hand side of (2.4) is dominated by
The desired estimate (2.4) now follows from the embedding 2 → q .
We are left to show (3.5). At this stage, d(supp(h 1 ), supp(h 2 )) ≈ 1, but we want to exhibit the uniformity of the phases and amplitudes. To this end, observe that
The last two terms here can be neglected. A Taylor expansion gives
As observed in [22, (3.9 )], we may change variables y = x + sν + ∇ t E(x, s, ν) and, neglecting terms which can be absorbed into either T (h i ) or h i , we can write
where E ν (y, s, t) will also satisfy (3.2) (with y replacing x). Hence
Also define σ s = µ + sν + ∇ t E(µ, s, ν) (recalling that µ is the center of the x-support ofã j,ν,µ ,ã j,ν ,µ ) and observe that linearizing the change of coordinates gives that if
and define
and T 2 (g 2 ) in the same way except with amplitudeã j,ν ,µ (2 −j y + σ s , s, t). The bound (3.5) will then follow from (3.7)
This estimate in turn follows from one of Lee [22, Theorem 1.1] along with ε-removal lemmas in the next section. We state this using his hypotheses.
For i = 1, 2, let T i be oscillatory integral operators
with a i smooth and of sufficiently small compact support. Assume that ∇
Moreover, if T 1 , T 2 are members of a family of operators whose phase and amplitude functions satisfy these hypotheses uniformly and are uniformly bounded in C ∞ with amplitudes supported in a set of uniform size, then the implicit constant in (3.9) can be taken independent of each operator in the family.
We postpone the proof of this theorem until the next section. It is then verified (see [22, (3.14) ]) that if one takes ξ = t, z = (x, s),φ(x, s, t) = φ 1 (x, s, t) = φ 2 (x, s, t) and a 1 , a 2 as the amplitudes in T 1 , T 2 respectively, then the left hand side of (3.8) satisfies
Therefore since |t 1 − t 2 | ≈ 1, the desired bound follows by taking (3.9) with λ replaced by λ2 −2j .
Remark 3.4. As a consequence of Theorem 3.3 and the almost orthogonality arguments in this section, we obtain the bound
2 in the previous section is essentially the same as that in his work, and the estimate over the (ν, ν ) ∈ Ξ j0 is treated on p. 85 there. Since Hölder's inequality gives
, (3.6) and the almost orthogonality arguments above yield the following variation on (2.4)
(since it suffices to treat the cases where q ≥ p). Taking a sum in j then yields (3.10).
We also note that when p = ∞, the estimate in (3.10) is valid for a larger range of q by a recent work of Bourgain and Guth [5] .
The ε-removal lemma
Turning to the proof of (3.9), the estimate (4.1)
for arbitrary α > 0 and Lemma 4.1. Suppose T 1 , T 2 satisfy the hypotheses of the previous theorem and that they satisfy the estimate (4.1) for some 1 < q < d+1 d−1 and some α > 0. Assume further that
Then the scale-invariant estimate
is also valid for any r > p.
The hypothesis (4.2) is stronger than the one appearing in [35] (corresponding to
but is sufficient for our purposes.
Let
. By a Marcinkiewicz interpolation argument, it suffices to see that
Denote the set on the left by E. Observe that since T 1 f 1 T 2 f 2 ∞ 1, it suffices to assume that β 1. Hence we may assume that |E| λ −d throughout since the desired bounds are guaranteed otherwise. Moreover, we know from (4.1) and Tchebychev's inequality
Consequently it suffices to assume that β > λ Since β|E|
, it suffices to show that
We deduce this by showing that for any unit vectors
where it should be stressed that E is dependent on f 1 , f 2 above, but that g 1 , g 2 are completely independent of these functions. Fix g 2 and let T = T E,g2 be the linear operator
By a duality argument, we square the left hand side of the previous inequality to see that it suffices to show that
where the inner product on the left is with respect to
2 One sees that this inequality implies the lossless bilinear inequalities for each exponent r > p since if ω(β) = |{x : |T 1 f 1 (x)T 2 f 2 (x)| > β}| then ω(β) = 0 for β larger than a fixed constant and
and satisfies estimates |K(w, z)| (1 + λ|w − z|)
2 . This bound follows from the invertibility of ∇ 2 ξξ ∂ s φ 1 when w − z is inside a small cone about (0, . . . , 0, 1). Otherwise, stronger estimates result from integration by parts and the invertibility of ∇ xξ φ 1 . We now let R ≥ λ −1 be a parameter to be determined shortly and write K(w, z) = K R (w, z) + K R (w, z) where K R (w, z) is smoothly truncated to |w − z| ≥ R and K R (w, z) is supported in |w − z| ≤ 2R. Observe that by Stein's generalization of Hörmander's variable coefficient oscillatory integral theorem (see [33] 
Thus the contribution of
It is now verified that taking
ensures that the contribution of K R is acceptable towards proving (4.5) (by scaling, this is consistent with the choice of R in [35, Lemma 2.4]). We also remark that another computation reveals that (4.4) along with the hypothesis (4.2) ensures that R λ d such that supp(ψ k ) is contained in a cube of sidelength 2R centered at a point w k ∈ RZ d . Let P R be the operator determined by the integral kernel K R and observe that its contribution to the left hand side of (4.5) is dominated by (4.6)
Given a fixed k, the number of k for which P R (ψ k F ), ψ k F = 0 is O(1) and satisfies d(supp(ψ k ), supp(ψ k )) R. Hence we will restrict attention to the sum over the diagonal k = k , as a slight adjustment of the argument below will handle the off-diagonal terms.
At this stage it will be convenient to use the semiclassical Fourier transform with
Since F 1/λ is related to the usual Fourier transform by
and the right hand side can be written as
where
Strictly speaking, one needs to justify the use of Fubini's theorem here, but this can be done by passing to Schwartz class approximations to F and employing crude L 2 continuity bounds for P R . Therefore over supp( ψ k ),
where we use that R λ 
as the domain of integration in (w, z) is of volume R 2d . Let S 1 k denote the hypersurface {∇φ 1 (w k , ξ) : ξ ∈ Q}. This in turn allows us to deduce that
Consequently, by using Cauchy-Schwarz in (4.8) we have that
We examine the case l = 0, the other cases are similar and aided by the factor of 2 −lN . Let {g 1,k } k be a sequence of functions with supp(g 1,k ) ⊂ S 1 k,0 for each k and
To finish the proof and show that (4.8) is dominated by the right side of (4.5), it suffices to see that
which in turn follows from
Now reverse the roles of g 1 and g 2 from the previous step, treating {g 1,k } k as a fixed sequence and redefine
By duality, the desired bound on T will follow from
By finite overlap of the supp(ψ k ), the first factor on the right is seen to be bounded by |E| .7)) where we use that
. Decomposing the integral kernel of T 2 T * 2 as a sum K R + K R as before, we may handle the contribution of K R by using (4.9) to reason analogously to the argument above. We are thus reduced to handling the contribution of K R and denote the corresponding operator as P R . As before, we restrict attention to the diagonal terms, and are thus reduced to seeing that
where this time S 2 k,l denotes the (λR) −1 2 l neighborhood of the hypersurface S 2 k = {∇φ 2 (w k , ξ) : ξ ∈ Q}. We again restrict attention to the l = 0 case, and let {g 2,k } k be a sequence such that supp(
and it suffices to show that the right hand side is bounded by λ
But each term on the right is bounded by
Rescaling w → Rw and applying the bilinear estimates (4.1) (or even those in [34] ) shows the preceding term is bounded by
. Taking the sum in k and applying Cauchy-Schwarz completes the proof once we observe that |E|
p , which in turn can be rearranged as
But since λ d |E| 1, this follows once it is observed that (4.3) is equivalent to
Even though we only need the weaker condition (4.3) to conclude the argument, the stronger hypothesis (4.2) is used above in a significant way to ensure that λR 2 ≤ 1.
L 2 estimates for shrinking tubes
By Corollary 1.2, (1.6) follows from (1.5). Therefore, if , as before, Π denotes the space of unit length geodesics, we must show that if (M, g) has nonpositive sectional curvature, then if ε > 0 is fixed there is a Λ ε < ∞ so that (5.1)
Here, as before, we are denoting the volume element associated to the metric simply by dx.
We shall first fix γ ∈ Π and prove the special case (5.2)
After doing this we shall see that we can adapt its proof using the compactness of Π to obtain the estimates (5.1) which are uniform as γ ranges over this space.
To prove these estimates, we shall want to use a reproducing operator which is similar to the local one, χ λ , that was used to prove Theorem 1.1. This operator was a local one, but to able to take advantage of our curvature assumptions and make use of the method of time-averaging, it will be convenient to use a variant that is in effect scaled in the spectral parameter.
To this end, let us fix a real-valued function ρ ∈ S(R) satisfying
Then for a given fixed T 1 we have
As a result, we would have (5.2) if we could show that there is a uniform constant A = A(M, g) so that whenever T 1 is fixed there is a constant A T < ∞ so that for λ ≥ 1 we have
If we now let
we can square the right side of (5.5) to see that whenever h is supported in the tube
Whence we deduce that our desired inequalities (5.2), (5.4) and (5.5) would all follow from
with C and C T being equal to A 2 and A
is supported in |τ | < 1, we can write
After perhaps multiplying the metric, we may assume that the injectivity radius of the manifold is larger than 10. Let us then fix an even bump function β ∈ C ∞ 0 (R) satisfying
, and β(τ ) = 0, |τ | ≥ 2.
We then can split
where (suppressing the T -dependence)
and, if r T (τ ) denotes the inverse Fourier transform of τ → β(τ )m(τ /T ),
Clearly, |r T (τ )| ≤ B for some B independent of T ≥ 1, and therefore,
As a result, we would obtain (5.7) if we could show that
By Euler's formula, ifm T denotes the inverse Fourier transform of T −1 (1−β(τ ))m(τ /T ), we have
Sincem T (λ+ ∆ g ) has a kernel which, for T ≥ 1, is O T ((1+λ) −N ) for every N = 1, 2, . . . asm T ∈ S(R), we conclude that we would obtain (5.8) if we could prove that
It is at this point that we shall finally use our hypothesis that (M, g) has nonpositive sectional curvature. By the Cartan-Hadamard theorem (see [8] , [12] ), for each point P ∈ M , the exponential map at P , exp P , sending T P M , the tangent space at P , to M is a universal covering map. For our sake, it is natural to take P to be the center of our unit-length geodesic segment γ. Thus, with this choice, if we identify R d with T P M , we have that
is a covering map. Ifg = κ * g denotes the pullback via κ of the metric g to R d , it follows that κ is a local isometry. We let dg(y, z) denote the Riemannian distance with respect tog of y, z ∈ R d . By the Cartan-Hadamard theorem there are no conjugate points for either (M, g) or (R d ,g). Also, the image under κ of any geodesic in (R d ,g) is one in (M, g). If {γ(t) : t ∈ R} denotes the parameterization by arc length of the extension of our geodesic segment γ ∈ Π, letγ = {γ(t) : t ∈ R} denote the lift of this extension, which is the unique geodesic in (R d ,g) that passes through the origin and satisfies κ(γ(t)) = γ(t), t ∈ R.
Next we recall that the deck transforms are the set of diffeomorphisms α :
for which κ • α = κ. The collection of these maps form a group Γ. Since α * g =g, α ∈ Γ, any deck transform preserves angles and distances. Consequently, the image of any geodesic in (R d ,g) under a deck transform is also a geodesic in this space. As a result, the collection of all α ∈ Γ for which α(γ) =γ is a subgroup of Γ, which is called the stabilizer subgroup ofγ that we denote by Stab(γ). If {γ(t) : t ∈ R} is not a periodic geodesic, i.e., if there is no t 0 > 0 so that γ(t + t 0 ) = γ(t), t ∈ R, then Stab(γ) is just the identity element in Γ. If the extension of γ ∈ Π is periodic with minimal period t 0 > 0 then Stab(γ) is a cyclic subgroup which we can write as {α : ∈ Z}, where α is determined by α (γ(t)) =γ(t + t 0 ), = 0, ±1, ±2, . . . . Thus, restricted toγ, α just involves shifting the geodesicγ(t) by times its period, and Stab(γ) is generated by α 1 .
Next, let
). We can then add to D Dir a subset of ∂D Dir = D Dir \Int (D Dir ) to obtain a natural fundamental domain D, which has the property that R d is the disjoint union of the α(D) as α ranges over Γ and {ỹ ∈ R d : dg(0,ỹ) < 10} ⊂ D since we are assuming that the injectivity radius of (M, g) is more than ten.
Given x ∈ M , letx ∈ D be the unique point in our fundamental domain for which κ(x) = x. We then have (see e.g. [28, §3.6] ) that the kernel of cos(τ ∆ g ) can be written as (5.12) cos(τ ∆ g ) (x, y) = α∈Γ cos τ ∆g (x, α(ỹ)),
) is the cosine transform associated withg. Thus, if dVg is the associated volume element, we have that when
is the solution of the Cauchy problem (with
Also, this kernel is smooth when dg(x,z) = |τ |, i.e., (5.14) sing supp cos τ ∆g (
To proceed, we need a result which follows from the Hadamard parametrix and stationary phase:
Lemma 5.1. Let m be as in (5.3) and (5.6), and, as above, assume that β ∈ C ∞ 0 (R) satisfies β(τ ) = 1, |τ | < 
with constants C j independent of T, λ ≥ 1, and
and |R(λ, T ;x,ỹ)| ≤ C T,K λ
This lemma is standard and can essentially be found in [9] , [32] or [28, §3.6] . So let us postpone its proof to the end of the section and focus now on using it to help us to prove (5.9).
If we combine (5.10) and (5.12), we can write the kernel of our operator as
with, as in (5.12),x andỹ being the unique points in our fundamental domain having the property that x = κ(x) and y = κ(ỹ), respectively.
In view of (5.13) the number of nonzero summands in (5.18) is finite, but, if the sectional curvatures of (M, g) are strictly negative, the number of such terms grows exponentially with T . Therefore, as in [32] and [9] , it is convenient and natural to split the sum into the terms in the stabilizer group forγ and everything else. So let us write
, where
We shall also call the operator associated with the second term in the right side of (5.
19) S
Osc λ since we shall be able to use oscillatory integral operator bounds to control it.
The other piece is very easy to estimate. We claim that
By Young's inequality, this would be a consequence of the following estimate for the kernel
since we may restrict to (x, y) ∈ T λ −1/2 (γ) × T λ −1/2 (γ). If our γ ∈ Π is not a segment of a periodic geodesic in (M, g) then Stab(γ) is just the identity element, in which case (5.23) follows trivially from Lemma 5.1. Otherwise, if the geodesic has period t 0 > 0 then as noted before Stab(γ) = {α } ∈Z where α (γ(t)) =γ(t + t 0 ). Since dg(α(w), α(z)) is uniformly bounded asw andz range over D and α over Γ, Lemma 5.1 also yields, in this case,
using (5.16) (with j = 0) to obtain the first term in the right and (5.17) to obtain the other term. Since d ≥ 2, (5.24) implies (5.23). For later use, note that, since the period t 0 must be larger than 10, in view of our assumption on the injectivity radius of (M, g), the constants in (5.22) can be chosen to be independent of γ ∈ Π.
In view of (5.22), the proof of (5.9) would be complete if we could show that
By Lemma 5.1,
where, with bounds independent of γ ∈ Π, 
Here, to simplify the notation to follow, as we may, we are identifying T λ −1/2 (γ) with its preimage in D via κ. So we have lifted our calculation to R d , and dy denotes the volume element coming from the metricg.
To prove this we shall use the following result which is an immediate consequence of Hörmander's L 2 -oscillatory integral theorem in [20] (see also [26, Theorem 2.1.1]).
Assume that the mixed Hessian in the (x, y) variables of φ satisfies
Then there is a uniform constant C so that for λ ≥ 1
where all the integrals are taken with respect to Lebesgue measure.
We also require the following simple geometric lemma so that we can use Lemma 5.2 to exploit the fact that our tubes are only have width λ Proof of Lemma 5.3. Since α ∈ Γ\Stab(γ), it follows thatγ and α(γ) are distinct or intersect at a unique point P = P (γ, α) (by the Cartan-Hadamard theorem). In the first case both α(y 0 ) / ∈γ and α −1 (x 0 ) / ∈γ. We also have the desired conclusion if P = α(y 0 ), for then we must have α(y 0 ) / ∈γ as α(y 0 ) ∈ α(γ).
Suppose that we are in the remaining case whereγ ∩ α(γ) = {α(y 0 )}. Since x 0 , y 0 ∈ D and D ∩ α(D) = ∅, it follows that x 0 = α(y 0 ). Therefore, as x 0 ∈γ, we must have that ∈ α(γ). Thus, in this case, we must have α −1 (x 0 ) / ∈γ, meaning that we have the desired conclusion for this case as well.
To use these two lemmas we require some simple facts about the Riemannian distance function dg(x, z). We recall that (R d ,g) has no conjugate points. Thus, the d × d Hessian With this in mind, let us fix points x 0 and y 0 on our unit geodesic segment γ ⊂ D. We shall now prove a local version of our remaining estimate (5.28). By Lemma 5.3, for our given α ∈ Γ\Stab(γ), we know that either α(y 0 ) / ∈γ or α −1 (x 0 ) / ∈γ. For the moment, let us assume the former, i.e., (5.29) α(y 0 ) / ∈γ.
We then have that the geodesic passing through z 0 = α(y 0 ) and x 0 ∈ γ ⊂γ intersects γ transversally. We may therefore choose geodesic normal coordinates in R d vanishing at x 0 so thatγ is the first coordinate axis, i.e. γ = {(t, 0, . . . , 0) : t ∈ R}, and, moreover, if x = (x 1 , . . . , x d−1 ) are the first d − 1 coordinates of x in this coordinate system then
By Gauss' lemma this will be the case if the geodesic through the origin and z 0 intersects the hyperplane {x : x n = 0} transversally as shown in Figure 1 below, which can be achieved after performing a rotation fixing the first coordinate axis if needed. Since α :
is a diffeomorphism it follows that in given our fixed points x 0 , y 0 ∈ γ ⊂γ ∩ D, we can find δ > 0 so that, in the above coordinates, (5.30) Rank ∂ 2 ∂x j ∂y k dg (x , x n ), α(y)) = d − 1, if x ∈ B δ (x 0 ) and y 0 ∈ B δ (y 0 ), with B δ (w) denoting the geodesic ball of radius δ about x ∈ R d .
Next, it follows from (5.26) and Lemma 5.2 that, in our coordinates, for each fixed value of x n , we have {x :(x ,xn)∈T λ −1/2 (γ)∩B δ (x0)} T λ −1/2 (γ)∩B δ (y0) ρ(x, α(y)) a ± (λ, T ; dg(x, α(y))) × e ±iλdg(x,α(y)) h(y) dy dx Since |x n | λ ρ(x, α(y)) a ± (λ, T ; dg(x, α(y))) × e ±iλdg(x,α(y)) h(y) dy dx We claim that for our fixed points x 0 , y 0 ∈ γ we can find δ > 0 so that (5.31) remains valid for this case as well. To do this, we just use the fact that our α ∈ Γ\Stab(γ) is an isometry and therefore dg(x, α(y)) = dg(α −1 (x), y).
Consequently, since α −1 ∈ Γ\Stab(γ), we obtain (5.31) under the assumption (5.32) since it is essentially just the dual version of the case we just handled, and so follows from the above argument after taking adjoints.
Since we have shown that (5.31) holds either under assumption (5.29) or (5.32), Lemma 5.2 tells us that given any two fixed points x 0 , y 0 ∈ γ we can find a δ > 0 so that (5.31) is valid. By the compactness of our unit geodesic segment γ, this implies (5.28), which completes the proof of the estimate (5.2) for our fixed γ ∈ Π.
It is straightforward to see how to obtain the stronger estimate (5.1), which involves uniform bounds over Π, by using the proof of (5.2). We use the fact that if T 1 is fixed and if γ ∈ Π is fixed then there is a neighborhood N (γ) of γ in Π so that if α ∈ Γ\Stab(γ) and the geodesic distance between our fundamental domain D and its image α(D) is ≤ 2T , then we also have that α / ∈ Γ\Stab (γ 0 ) for any γ 0 ∈ N (γ). This follows from the fact that there are only finitely many α ∈ Γ for which the distance between D and α(D) is ≤ 2T , and if α is not a stabilizer forγ then it is also not a stabilizer for nearby geodesics.
Because of this and the uniform dependence on the smooth parameter z in Lemma 5.2, if we define S Osc,γ λ to be the operator whose kernel is given by (5.21), we have the uniform bounds Together these two estimates imply the analog of (5.1) where, instead of having the geodesic segments range over Π, we have them range over N (γ) and Λ ε = Λ ε (N (γ)) depends on N (γ). By the compactness of Π, this in turn yields (5.1).
To wrap things up, we also need to prove Lemma 5.1.
Proof of Lemma 5.1. Sincem(τ ) = 0 when |τ | > 1/2 it follows that the left side of (5.15), We also recall (see e.g. [26] ) that we can write the Fourier transform of Lebesgue measure on the sphere in R 
