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ABSTRACT
Dynamic Equations on Changing Time Scales: Dynamics of
Given Logistic Problems, Parameterization, and
Convergence of Solutions.
Kelli J. Hall
In this thesis we use the theory of dynamic equations on time scales
to understand the changes in dynamics between difference and differen-
tial equations by parameterizing the underlying domains. To illustrate
where and how these changes occur, we then construct a bifurcation di-
agram for a simple family of dynamic equations. However, these results
are only true if we can move continuously through our domains, i.e, the
time scales. In the last part of this thesis, we define what it means to
have a convergent sequence of time scales. Then we use this definition
to prove that the limit of solutions over a convergent sequence of time
scales converges to a solution over the limit time scale.
ACKNOWLEDGEMENTS
The author wishes to acknowledge the contributions of the following
people:
Dr. Bonita A. Lawrence, who has opened up the world of mathe-
matics to me and given me so many unbelievable opportunities. I am
so utterly grateful for all of the personal and educational guidance. I
never have learned so much from one teacher. Thank you from the
bottom of my heart.
Dr. Ralph Oberste-Vorth, who introduced me to the field of dy-
namical systems. Along with Dr. Lawrence, he spent many summer
days patiently working with me on the ideas that eventually became
this thesis, and then gave me the opportunity to travel the world and
see places I never thought I’d ever get to see. Thank you.
Dr. Basant Karna, for being on my committee and helping share
the joy of time scales with the rest of the world.
The entire faculty of the Marshall University mathematics depart-
ment.
My family, who is always there for me. To my mother, who gave me
my first introduction to mathematics and has always been my strongest
supporter. To my brother, who can, at times, be the biggest pain but
still be the best brother without whom I couldn’t live.
I dedicate this thesis to my grandmother, Lois Hall, who passed
away during its creation.
iii
Contents
1 Introduction 1
2 Time Scales 4
3 Dynamics 9
3.1 The Tools . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.2 Topological Conjugacy . . . . . . . . . . . . . . . . . . 12
3.3 One Period Doubling Bifurcation . . . . . . . . . . . . 17
3.4 In General: A Barrier at c = 1
4
. . . . . . . . . . . . . . 19
4 Bifurcation Diagram 21
4.1 Building the Bifurcation Diagram . . . . . . . . . . . . 21
4.2 Description of the Parameter Space . . . . . . . . . . . 25
5 Convergence of Solutions 28
5.1 Approximation by Totally Discrete Time Scales . . . . 29
5.2 Limits over Time Scales . . . . . . . . . . . . . . . . . 31
iv
List of Tables
2.1 Classification of Points . . . . . . . . . . . . . . . . . . 6
v
List of Figures
1.1 Logistic solution on a continuous domain. . . . . . . . . 2
1.2 Logistic solution on a discrete domain. . . . . . . . . . 3
2.1 Classification of Points. . . . . . . . . . . . . . . . . . . 6
3.1 Logistic solution on a discrete domain. . . . . . . . . . 12
3.2 Period three. . . . . . . . . . . . . . . . . . . . . . . . 16
4.1 First period-doubling bifurcation. . . . . . . . . . . . . 24
4.2 First and second period-doubling bifurcation. . . . . . 25
4.3 Parameter space for x∆ = x2 − x+ c with x(t0) = x0. . 26
5.1 Discretizing an interval. . . . . . . . . . . . . . . . . . 30
5.2 Discretizing an interval. . . . . . . . . . . . . . . . . . 30
5.3 Discretizing at dense points not contained in an interval. 31
vi
Chapter 1
Introduction
The study of dynamical systems begins with Poincare´ and grows ex-
ponentially in the 20th century with the aid of computers . This inter-
esting branch of mathematics thrives on the fascination of scientists in
diverse disciplines, not just mathematicians, with applications ranging
from economics and meteorology to biology and chemistry. One of the
most well-known examples comes from biology and the study of popu-
lation dynamics, where research surrounding the topic has yielded rich
results. For instance, consider the following logistic equation of pop-
ulation growth, expressed as a differential equation on a continuous
domain.
For a population P (t) at time t, a positive real number k, and a
limiting value of L for the population, consider
dP
dt
= kP (L− P ),
with initial condition P (0) = P0.
Through an easy utilization of the method of separation of variables,
we find that the solution of this differential equation is
P (t) =
LP0e
Lkt
L− P0 + P0eLkt .
As we would hope, and as we can see in 1.1, the solution produces
smooth continuous curves. However, when we examine the correspond-
ing difference equation we have completely different behavior of solu-
tions.
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Figure 1.1: Logistic solution on a continuous domain.
In fact, the solution of the difference equation
Pn+1 = kPn(1− Pn)
cannot even be written in a closed form (it is commonly seen in its
iterative form). The difference logistic equation is the classic example
of a chaotic dynamical system, Figure 1.2.
We are now looking at one the most widely analyzed and compli-
cated dynamical systems studied today. Figure 1.2 shows an initial
point being iterated in a logistic difference equation. First pick an
initial condition, P0, and find P1 = kP1(1−P1) (the point P1 is the in-
tersection of the vertical line going up from the initial condition P0 and
the equation Pn+1 = kPn(1 − Pn).) To find P2, we move horizontally
from P1 to the line y = x and at y = x move vertically until we hit
kPn(1− Pn) again. This point is P2. Continuing this iterative process
produces the figure provided.
Given these examples, we see that we have the same equation being
solved on two different domains (R for the continuous case and Z for
the discrete case), but with drastically different results in dynamics.
What is causing such a large disparity as we move between these two
cases? This is the question that we seek to answer.
2
Figure 1.2: Logistic solution on a discrete domain.
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Chapter 2
Time Scales
In the previous section, we mentioned “moving” between the two do-
mains R and Z. So, first of all, what exactly is “in between” these two
and then, how do we get “in between” them? If we consider the dis-
tance between the points within each set, along with a few other ideas,
we will be led naturally to a very generalized calculus. Since points in
R are dense, meaning that any given number is indistinguishable from
the “next point,” we say that there is zero distance between points
in R. Similarly for Z, if we are given any particular integer, we must
add 1 to get the next highest integer, we say that there is a distance
of 1 between points in Z. Thus, with regard to our logistic problem,
when we have no distance between points in the domain we have nice,
smooth, continuous solutions and when we have a distance of 1 between
points in the domain, we have chaotic solutions. What if the distance
between the points is 1
2
or 3
4
? What is the behavior of solutions in these
cases? More importantly, how do we even calculate solutions on these
domains, or any domains with distances between points between 0 and
1?
In 1988, German mathematician Stefan Hilger, in his PhD thesis
(under the supervision of Bernd Aulbach), attempted to unify contin-
uous and discrete calculus. This new theory allows us to study the
continuous and discrete cases all at once, instead of attacking each in-
dividually as before! A thorough study of this theory can be found in
[1]. I will now explain some of the basics that we will later use in our
analysis of the logistic problem.
A time scale, T, is a nonempty, closed subset of the real numbers.
The time scale will serve as the domain upon which we will work with
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our dynamic equations. For example, the set of real numbers, the set
of integers, and the set {
1
n
| n ∈ N
}⋃
{0}
are time scales. However, the set of rational numbers and the interval
(0, 1) are not time scales since they are not closed sets.
Definition 1 Jump Operators and Classification of Points
Let T be a time scale. For t ∈ T we define the forward jump operator
σ:T→ T by
σ(t) := inf{s ∈ T : s > t}
while the backward jump operator ρ:T→ T is defined by
ρ(t) := sup{s ∈ T : s < t}.
If σ(t) > t, we say t is right-scattered, while ρ(t) < t means that
t is left-scattered. If t is both right-scattered and left-scattered, then
it is called isolated. If t < supT and σ(t) = t, then we say t is right-
dense, while t > inf T and ρ(t) = t means that t is left-dense. If t is
both right-dense and left-dense, then it is called dense. (These types
of points are shown in 2.1.) The graininess function µ : T→ [0,∞) is
defined by
µ(t) := σ(t)− t
We can think of σ(t) as the “next element” after t, ρ(t) as the “pre-
vious element”, and µ(t) as the distance between elements.
In Figure 2.1, the point t1 is left-dense and right-dense (also known
as dense), the point t2 is left-dense and right-scattered, the point t3
is left-scattered and right-dense, and the point t4 is left-scattered and
right-scattered (also known as isolated). Also, in some cases, it is
necessary to use a modified version of T. If T has a left-scattered
maximum m, then Tk = T − {m}. Otherwise, Tk = T. We will use
Tk when we generalize our definition of derivative. In general we can
write T k as:
5
t right-scattered t < σ(t)
t right-dense t = σ(t)
t left-scattered ρ(t) < t
t left-dense ρ(t) = t
t isolated ρ(t) < t < σ(t)
t dense ρ(t) = t = σ(t)
Table 2.1: Classification of Points
Figure 2.1: Classification of Points.
Tk =
{
T \ (ρ(sup T), sup T], if sup T <∞
T, if sup T =∞.
For notational purposes, if f :T→ R is a function, then the function
fσ:Tk → R is defined by
fσ(t) = f(σ(t)) for all t ∈ Tk.
Now, since we are not always working with continuous functions,
we will need a more precise definition of a derivative. We can define
the delta (or Hilger) derivative as:
Definition 2 ([1], pg. 5) Assume f :T → R is a function and let
t ∈ Tk. Then we define f∆(t) to be the number (provided it exists)
with the property that given any ² > 0, there is a neighborhood U of
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t such that∣∣[f(σ(t))− f(s)]− f∆(t)[σ(t)− s]∣∣ ≤ ² |σ(t)− s| for all s ∈ U.
We call f∆(t) the delta derivative. Also, we say that f is delta differ-
entiable on Tk provided that f∆(t) exists for all t ∈ Tk. The function
f∆ : Tk → R is called the (delta) derivative of f on Tk.
From this definition, we obtain the following theorem.
Theorem 1 ([1], pg. 5-6) Assume f : T → R is a function and let
t ∈ Tk. Then
1. If f is differentiable at t, then f is continuous at t.
2. If f is continuous at t and t is right-scattered, then f is differen-
tiable at t with
f∆(t) =
f(σ(t))− f(t)
µ(t)
.
3. If t is right-dense, then f is differentiable at t if and only if the
limit
lim
s→t
f(t)− f(s)
t− s
exists as a finite number. In this case
f∆(t) = lim
s→t
f(t)− f(s)
t− s .
4. If f is differentiable at t, then
f(σ(t)) = f(t) + µ(t)f∆(t).
In order to work with integration of functions, we need them to be
integrable. To be integrable, a function must be rd-continuous.
Definition 3 A function f : T → R is called rd-continuous provided
it is continuous at right -dense points in T and its left-sided limits exist
and are finite at left-dense points in T.
We also need the concept of pre-differentiability.
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Definition 4 ([1], pg. 22) A continuous f : T → R is called pre-
differentiable with region of differentiation D, provided D ⊂ Tk, Tk\D
is countable and contains no right-scattered elements of T, and f is
differentiable at each t ∈ D.
And, finally, we have a result which is a corollary of the Mean Value
Theorem (which uses pre-differentiability) and will help with our main
result in Chapter 5.
Theorem 2 ([1], pg. 25) Suppose that f is pre-differentiable with D.
If U is a compact interval with endpoints r, s ∈ T, then
|f(s)− f(r)| ≤
{
sup
t∈Uk∪D
|f∆(t)|
}
|s− r|. (2.1)
We will now concentrate on using these ideas from the theory of
dynamic equations on time scales to analyze the behavior of solutions
of dynamic equations in various settings.
8
Chapter 3
Dynamics
The discrete logistic problem given in Chapter 1 is commonly presented
as the quadratic family of functions
Fν(x) = νx(1− x), (3.1)
where ν is a constant parameter. (In the generally accepted notation
for Fν , the letter µ is used instead of ν. However, we are already using
µ with our time scales notation, therefore we will use the letter ν to
avoid confusion when referring to this function.)
For example, let us consider the logistic initial value problem
x∆ = 4x
(
3
4
− x
)
, x(0) = x0 (3.2)
over the time scales R+ and µZ+ for 0 < µ ≤ 1. (The time scale µZ+
is defined as the set µZ+ = {µk : k ∈ Z+}. We will be looking at µ
values in (0, 1].) We can use the definition of delta derivative and say
that for all t ∈ µZ+,
x∆(t) =
x(σ(t))− x(t)
µ
= 4x(t)
(
3
4
− x(t)
)
.
Since, in this case, we have that x(σ(t)) = x(t+ µ), the solution of the
problem is found by iterating. This yields
x(t+ µ) = 4µx(t)
(
3
4
− x(t)
)
+ x(t) = 4µx(t)
(
3µ+ 1
4µ
− x(t)
)
.
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Note that the right-hand side of this equation is in the form of (3.1) ,
thus it is an Fν . In fact, when µ = 1, we are on the time scale Z and
4µx
(
3µ+ 1
4µ
− x
)
= 4x(1− x).
The function F4(x) ≡ 4x(1−x) is well-known for its chaotic dynamics.
Similarly, as µ→ 0, the solutions tend to the solution of the differential
equation on R+. Therefore, we should look at the dynamics of the
quadratic family of functions
Lµ(x) ≡ 4µx
(
3µ+ 1
4µ
− x
)
. (3.3)
3.1 The Tools
In order to analyze the dynamics of the given family of functions, Lµ(x),
we must first gather the set of tools that we will need to use. Since the
goal of dynamical systems is to understand where points go using an
iterative process, we need to classify certain types of points.
Definition 5 The point x is a fixed point for a function f if and only
if f(x) = x. The point x is a periodic point of period n if fn(x) = x.
The least positive n for which fn(x) = x is called the prime period of
x.
Now, what is the possible behavior of these special points? How are
the other points in some neighborhood being affected?
Definition 6 Let p be a periodic point of prime period n. The point
p is hyperbolic if |(fn)′(p)| 6= 1.
• The point p is called an attracting periodic point if p is a hyper-
bolic periodic point of period n and |(fn)′(p)| < 1.
• A fixed point p is called a repelling fixed point if |(f)′(p)| > 1.
For our example, Equation 3.3 , what are the fixed points and where
do we have repelling and attracting points? The fixed points of Lµ will
be the solutions of the equation
4µx
(
3µ+ 1
4µ
− x
)
= x
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(3µ+ 1)x− 4µx2 = x
µx(3− 4x) = 0
Since µ 6= 0, we have that 0 and 3
4
are the fixed points of Lµ. Before
determining whether the points are attracting or repelling, we need the
derivative of Lµ(x), which is:
(Lµ)
′(x) = 3µ+ 1− 8µx.
For the fixed point 0,
|(Lµ)′(0)| = |3µ+ 1| > 1
since µ > 0. Therefore, 0 is a repelling fixed point for (3.3) for all
µ ∈ (0, 1].
Similarly, for the fixed point 3
4
,
|(Lµ)′
(
3
4
)
| = |1− 3µ| < 1
when µ ∈ (0, 2
3
), and
|(Lµ)′
(
3
4
)
| = |1− 3µ| > 1
when µ ∈ (2
3
, 1].
So, the fixed point 3
4
is attracting for one interval of µ values but
repelling for another with a turning point occurring at µ = 2
3
! As it
turns out, there is actually a bifurcation that occurs at µ = 2
3
, as can
be seen in the following diagram showing the long-term behavior of
iterates of Lµ.
In Figure 3.1 on page 18, we can see that there seems to be a period-
doubling bifurcation at µ = 2
3
and that the diagram seems reminiscent
of the bifurcation diagram for the family of quadratic polynomials.
As we will show, the behavior is not just similar, but dynamically
equivalent.
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Figure 3.1: Logistic solution on a discrete domain.
3.2 Topological Conjugacy
A topological conjugacy is a mathematical concept that, once estab-
lished, will tell us that, if two functions have a certain special relation-
ship, then they behave essentially in the same manner. Thus, if we
have a function that we do understand and a function we don’t under-
stand and they satisfy this set of conditions, then these two functions
are dynamically equivalent.
Definition 7 Let X and Y be topological spaces, and f : X → X
and g : Y → Y be two maps. The functions f and g are said to be
topologically conjugate if there exists a homeomorphism h : X → Y
such that
h ◦ f = g ◦ h.
The homeomorphism h is called a topological conjugacy.
As previously mentioned, functions that are topologically conjugate
are completely equivalent in terms of their dynamics. For instance, if
p is a fixed point for f and a topological conjugacy exists, then h(p) is
a fixed point for g.
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Two of the most studied families of quadratic polynomials are given
by
Qc(x) = x
2 + c,
for any real number c, and
Fν(x) = νx(1− x),
for any nonzero real number ν.
For example, every quadratic polynomial is topologically conjugate
to both Qc and Fν . Also Qc and Fν are topologically equivalent to each
other. Consider the functions
f(x) = ax2 + bx+ d,
where a, b, and d are real numbers and a 6= 0, and g(x) = x2+ c, where
c is a real number. Let’s suppose there exists a topological conjugacy
h(x) = αx+ β and solving for α and β yields
h ◦ f = α(ax2 + bx+ d) + β = αax2 + αbx+ αd+ β
and
g ◦ h = (αx+ β)2 + c = α2x2 + 2αβx+ β2 + c.
Now, equating coefficients we have the following equalities:
α2 = aα, bα = 2αβ, αd+ β = β2 + c.
Thus, we find that α = a, β = b
2
, and c = ad + b
2
− b2
4
, so that the
topological conjugacy is
h(x) = ax+
b
2
.
Therefore, the dynamics of all quadratic polynomials is the same as the
dynamics of the well-known functions Qc. (Note also that all quadratic
polynomials are then topologically conjugate to Fν , which can be shown
with the same process as above.) This fact will be extremely helpful in
our analysis of the behavior of solutions of our dynamic equations on
time scales and leads us to our first theorem. (A more in-depth study
of these dynamical systems topics can be found in [2] and the following
results were first noted in [4].)
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Theorem 3 The solutions of the initial value problem (3.2) over µZ+
are topologically conjugate to the quadratic polynomials Qc = x
2 + c,
where every µ ∈ (0, 1] corresponds to exactly one value of c ∈ [−2, 1
4
).
Proof. Let
Lµ(x) ≡ 4µx
(
3µ+ 1
4µ
− x
)
.
The solution of the IVP is found by iterating Lµ, starting at x(0) = x0.
Suppose the topological conjugacy has the form h(x) = αx + β. We
will solve for α and β. Let f = Lµ and g = Qc. Then
h ◦ f = α((3µ+ 1)x− 4µx2) + β = (3αµ+ α)x− 4αµx2 + β
and
g ◦ h = (αx+ β)2 + c = α2x2 + 2αβx+ β2 + c.
Equating coefficients we have that
−4αµ = α2, 3αµ+ α = 2αβ, β − β2 = c.
So
α = −4µ, β = 3µ+ 1
2
,
3µ+ 1
2
−
(
3µ+ 1
2
)2
= c.
Therefore, Lµ is topologically conjugate to Qc for
c =
1
4
(1− 9µ2)
by the topological conjugacy h(x) = −4µx+ 3µ+1
2
.
Note that c is a decreasing function of µ on the interval 0 < µ ≤ 1.
When µ = 1, c = −2 and as µ goes to 0, c goes to 1
4
. Thus, every
µ ∈ (0, 1] corresponds to exactly one value of c ∈ [−2, 1
4
). ¤
As noted previously, it seems that we have period doublings leading
to chaos for Lµ. Dynamically speaking, a period-doubling bifurcation
has two requirements:
• A change from an attracting fixed point to a repelling fixed point.
• The appearance of a new period two orbit.
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Knowing that Lµ is topologically conjugate to Qc, we will be able
to show a period-doubling bifurcation by going back and forth between
Lµ and Qc using the topological conjugacy h and the inverse of h. The
inverse function is given by
h−1(x) =
3µ+ 1− 2x
8µ
,
where, for each c value, µ has the value
µ =
1
3
√
1− 4c.
For c < 1
4
, the fixed points of Qc are the solutions of x
2 + c = x, which
are
x± =
1±√1− 4c
2
.
Since h ◦ Lµ = Qc ◦ h, the corresponding fixed points of Lµ are
h−1(x±) = h−1
(
1±√1− 4c
2
)
=
3µ+ 1− (1± 3µ)
8µ
.
As we have seen previously, these two solutions reduce to 0 and 3
4
.
Since
Q′c(x) = 2x,
Q′c(x+) = 1 +
√
1− 4c > 1,
and thus x+ is repelling for all c <
1
4
. Similarly
Q′c(x−) = 1−
√
1− 4c.
For −3
4
< c < 1
4
, x− is attracting. For c < −34 , x− is repelling. So the
fixed point 3
4
is attracting for 0 < µ < 2
3
and switches to repelling for
2
3
< µ ≤ 1. This satisfies the first requirement for a period-doubling
bifurcation.
Now, let’s consider Lµ
2 to see if we have a new period two orbit:
Lµ
2(x) = (1+6µ+9µ2)x+(−8µ−36µ2−36µ3)x2+(32µ2+96µ3)x3−64µ3x4.
The new fixed points are
x± =
2 + 3µ±√9µ2 − 4
8µ
.
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We can find these through direct, brute force computation, or we can
use our topological conjugacy. For c < −3
4
, Qc has four points of period
two: the original two fixed points and a new cycle of period two (found
by calculating the fixed points of Q2c). The cycle of period two is
y± =
−1±√−3− 4c
2
.
By computing h−1(y±), we find the new fixed points mentioned above.
Also,
(Q2c)
′(y±) = 4(1 + c).
Solving |4(1 + c)| < 1, we find that for −5
4
< c < −3
4
we have an
attracting period two cycle. Thus, at −5
4
, we have another change
where another period-doubling bifurcation occurs. We can continue
this process of finding new bifurcations indefinitely, which leads us the
chaotic dynamics. A well-known result of Li and Yorke [7] states that
having a cycle of period three implies chaos, and looking at Figure
(3.2), which shows a close up of a region of Figure (3.1), we can clearly
see a the period three occurring at approximately µ = 0.943958018428.
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Figure 3.2: Period three.
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3.3 One Period Doubling Bifurcation
The following theorem shows us a different type of example where the
dynamics of the difference and differential solutions are not as dissimilar
as in our previous example.
Theorem 4 The family of solutions of the initial value problem
x∆ = x2 − 5
4
, x(0) = x0
undergoes exactly one bifurcation with respect to the time scales µZ+
for 0 < µ ≤ 1, a period-doubling bifurcation at µ = 2√
5
.
Proof. For all t ∈ µZ+,
x∆(t) =
x(σ(t))− x(t)
µ
= x2(t)− 5
4
.
Solving for x(σ(t)), we see that the solution of the IVP over µZ+ is
found by iterating the function
Gµ(x) ≡ µx2 + x− 5
4
µ,
with the initial condition x(0) = x0. Suppose the topological conjugacy
has the form h(x) = αx + β. We will solve for α and β. Let f = Gµ
and g = Qc. Then
h ◦ f = α(µx2 + x− 5
4
µ) + β = αµx2 + αx− 5
4
αµ+ β
and
g ◦ h = (αx+ β)2 + c = α2x2 + 2αβx+ β2 + c.
Equating coefficients we have that
αµ = α2, α = 2αβ,−5
4
αµ+ β = β2 + c.
So
α = µ, β =
1
2
,−5
4
µ2 +
1
2
−
(
1
2
)2
= c.
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Therefore, Gµ is topologically conjugate to Qc for
c =
1
4
− 5
4
µ2
by the topological conjugacy h(x) = µx+ 1
2
.
Note that c is a decreasing function of µ on (0, 1] with µ = 1 corre-
sponding to c = −1 and c→ 1
4
as µ→ 0.
We now need to analyze this problem in terms attracting and re-
pelling fixed points. The fixed points of Gµ(x) are
x± = ±
√
5
2
for all µ. Since
|G′µ(x+)| = |
√
5µ+ 1| > 1
for all µ, the fixed point x+ =
√
5
2
is a repelling fixed point.
Similarly, for the fixed point x− = −
√
5
2
,
|G′µ
(
−
√
5
2
)
| = | −
√
5µ+ 1| < 1
when µ ∈ (0, 2√
5
], and
|G′µ
(
−
√
5
2
)
| = | −
√
5µ+ 1| > 1
when µ ∈ ( 2√
5
, 1].
So, the fixed point x− = −
√
5
2
is attracting for one interval of µ val-
ues but repelling for another with a turning point occurring at µ = 2√
5
.
Also, Gµ has a cycle of period two at
y± = − 1
µ
± 1
2µ
√
5µ2 − 4
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for 2√
5
< µ ≤ 1. At µ = 2√
5
, this cycle coincides with x−. We compute
(G2µ)
′(y±) = 5(1− µ2).
For 2√
5
< µ < 1, this period two cycle is attracting. In this case, the
dynamics change only at µ = 2√
5
. ¤
In Theorem 1, we see an example of a quadratic dynamic equation
that leads to very complicated behavior with many bifurcations. Our
second theorem shows that other quadratic dynamic equations may
have much more simple behavior (only a single bifurcation). Thus, we
can see that, depending on the given dynamic equation, we may have
a wide variety of behavior occur.
3.4 In General: A Barrier at c = 14
We have seen in our two theorems that our values for c corresponding to
the functions Qc have a limit of
1
4
as µ goes to 0. This is no coincidence.
Theorem 5 Let a, b, and d be constants such that b2 − 4ad 6= 0.
Consider the initial value problem
x∆ = ax2 + bx+ d, x(0) = x0.
If the iterated functions defining its solutions over the time scales µZ+
for 0 < µ ≤ 1 are topologically conjugate to Qc(x) = x2 + c where c
ranges over [a, b), then b = 1
4
and a can be anything less than b.
Proof. For all t ∈ µZ+,
x∆(t) =
x(σ(t))− x(t)
µ
= ax2(t) + bx(t) + d.
Solving for x(σ(t)), we see that the solution of the IVP over µZ+ is
found by iterating the function
Hµ(x) ≡ µax2 + (1 + µb)x+ µd
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with the initial condition x(0) = x0. Suppose the topological conjugacy
has the form h(x) = αx+ β. Once again we will solve for α and β. Let
f = Hµ and g = Qc. Then
h ◦ f = α(µax2+(1+µb)x+µd)+ β = αµax2+(α+αµb)x+αµd+ β
and
g ◦ h = (αx+ β)2 + c = α2x2 + 2αβx+ β2 + c.
Equating coefficients we have that
αµa = α2, α(1 + µb) = 2αβ, αµd+ β = β2 + c.
So
α = µa, β =
1 + µb
2
, µ2ad+
1 + µb
2
−
(
1 + µb
2
)2
= c.
Therefore, Hµ is topologically conjugate to Qc for
c = µ2ad+
1
4
(1− b2µ2)
by the topological conjugacy h(x) = µax+ 1
2
(1 + µb).
Since
dc
dµ
= (2ad− 1
2
b2)µ,
c varies monotonically with µ. Note that µ = 1 corresponds to
c = ad+ 1−b
2
4
and c→ 1
4
as µ→ 0. When b2 − 4ad = 0, then
c = −1
4
(b2 − 4ad)µ2 + 1
4
=
1
4
for all µ. ¤
So, what can we conclude from our results? In all of the theorems
we have mentioned, we’re given some dynamic equation and we study
what happens as we change µ. What if we add more parameters?
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Chapter 4
Bifurcation Diagram
As previously mentioned, in Chapter 3 we were given a dynamic equa-
tion, we let µ vary, and then analyzed the dynamics. What happens if
we introduce more parameters? (For example, see [5].) What if we let
our dynamic equation include a parameter, c, in addition to the time
scale parameter, µ?
Let’s consider the following family of dynamic quadratic equations:
x∆ = x2 − x+ c, (4.1)
with initial condition x(t0) = x0 and parameter c, a real number. We
will completely describe the parameter space consisting of pairs of the
equation parameter, c, and the graininess, µ, of the time scales µZ+.
We will restrict our attention to (c, µ) ∈ R× (0, 1].
4.1 Building the Bifurcation Diagram
At this point it may help if we have a visual representation of the
parameter space and show where bifurcations occur. As it turns out,
our µ values where bifurcations occur will depend on the parameter
value, c. We can then map these curves on R × (0, 1] to create a
parameter space picture. If we consider the dynamic equation above,
for all t ∈ Z+ and for a constant 0 < µ < 1,
x∆(t) =
x(σ(t))− x(t)
µ
= (x(t))2 − x(t) + c.
Hence,
x(t+ µ) = µ(x(t))2 + (1− µ)x(t) + µc
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and the solution of (4.1) over µZ is found by iterating the function
Bµ(x) ≡ µx2 + (1− µ)x+ µc
starting from x(0) = x0. Note that when µ = 1, we have that µZ = Z
and Bµ = Qc. Suppose there exists a topological conjugacy of the form
h(x) = αx + β. We will solve for α and β. Let f = Bµ and g = Qω.
Then
h ◦ f = α(µx2 + (1− µ)x+ µc) + β = αµx2 + α(1− µ)x+ αµc+ β
and
g ◦ h = (αx+ β)2 + ω = α2x2 + 2αβx+ β2 + ω.
Equating coefficients we have that
αµ = α2, α(1− µ) = 2αβ, αµc+ β = β2 + ω.
So
α = µ, β =
1− µ
2
, µ2c+
1− µ
2
−
(
1− µ
2
)2
= ω.
Therefore, Bµ is topologically conjugate to Qω for
ω = µ2c+
1− µ2
4
by the topological conjugacy h(x) = µx+ 1−µ
2
.
Next, we will show a series of period-doubling bifurcations starting
with period two, then period four, and so on. These two bifurcations are
the beginning of a sequence of period-doubling bifurcations leading to
chaotic dynamics. Further along there is a region of attracting cycles
of period three (and thus all periods). Let’s start with period two.
Remember first that we need to find the fixed points of our iteration
function, show that we have fixed points changing from attracting to
repelling, and the birth of a new period two orbit.
The fixed points of Bµ are the solutions of
µx2 + (1− µ)x+ µc = x,
which are
x± =
1±√1− 4c
2
.
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Now, when are these fixed points attracting and when are they re-
pelling? For x+,
|B′µ(x+)| = |2µ
(
1 +
√
1− 4c
2
)
+ 1− µ| = |µ√1− 4c+ 1|.
And when is x+ attracting? The fixed point x+ is attracting when
|µ√1− 4c+ 1| < 1.
Thus, when
−2√
1− 4c < µ < 0,
x+ is attracting. But recall that that our µ values are restricted to (0, 1].
Hence, this fixed point is never attracting! Since x+ is never attracting,
it will never switch from attracting to repelling. Let’s examine the other
fixed point, x−.
So we have
|B′µ(x−)| = | − µ
√
1− 4c+ 1|.
The fixed point x− is attracting when
| − µ√1− 4c+ 1| < 1.
This occurs when µ = 2√
1−4c . Thus, at µ =
2√
1−4c , the fixed point x−
switches from attracting to repelling. Now, technically we should show
that there are new fixed points in the second iteration of Bµ, but we
will need to find those when we find the fixed points for period four, so
we will see them later. At this point we can add our first bifurcation
curve to the bifurcation diagram. (See Figure (4.1).)
Let’s continue on to period four. First, we need the fixed points of
B2µ. Since Bµ(x) ≡ µx2 + (1− µ)x+ µc, we have that
Bµ(Bµ(x)) = cµ+(1+µ)(x(1−µ)+cµ+x2µ)+µ(x(1− µ) + cµ+ x2µ)2.
Thus, the fixed points of B2µ are the solutions of
cµ+ (1 + µ)(x(1− µ) + cµ+ x2µ) + µ(x(1− µ) + cµ+ x2µ)2 = x.
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Figure 4.1: First period-doubling bifurcation.
We still have the previous two fixed points, plus we gain two new fixed
points
x± =
−2µ+ µ2 ±√−4µ2 + µ4 − 4cµ4
2µ2
.
In this case, both of the new fixed points are attracting when
|(B2µ)′(x+)| = |(B2µ)′(x−)| = |5 + (4c− 1)µ2| < 1.
This means that we have attracting fixed points when√ −4
4c− 1 < µ <
√ −6
4c− 1 .
Therefore, at µ =
√
−6
4c−1 , the fixed points switch from attracting to
repelling. Thus, we can add the new bifurcation curve µ =
√
−6
4c−1 to
the bifurcation diagram. (See Figure (4.2).)
We could conceivably continue this process of finding period-doubling
bifurcations, but as there are infinitely many, we’ll stop here. What
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Figure 4.2: First and second period-doubling bifurcation.
other types of behavior can we find? We can see that as c heads toward
0 from the left there seems to be some sort of asymptotic behavior. So
what is happening in this region 0 < c < 1
4
? Recall that we have the
fixed points x± =
1±√1−4c
2
.When 1−4c = 0, the number of fixed points
changes (meaning that there is only one fixed point because x+ and x−
coincide). Thus, we can add the line c = 1
4
to the diagram.
Lying under the first period-doubling bifurcation line we have a
region of periodic attracting and repelling fixed points. We also have
regions of chaotic behavior found in the c > 1
4
region and above the lines
of bifurcation (revealed as horseshoes). We obtain our final diagram,
4.3, to represent the parameter space.
4.2 Description of the Parameter Space
The curves ω = constant in the c-µ parameter space are lines of “equi-
dynamics.” In particular, the curves ω = 1
4
, ω = −3
4
, ω = −54, ....,
ω = −2 are bifurcation curves in the parameter space. The bifurcation
curve ω = 1
4
corresponds to c = 1
4
, which is the vertical line in the c-µ
parameter space diagram.
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Figure 4.3: Parameter space for x∆ = x2 − x+ c with x(t0) = x0.
When ω < 1
4
, bifurcations occur for
µ =
√
4ω − 1
4c− 1 .
Since 4ω − 1 < 0, as µ goes to 0, c tends to −∞.
Notice that as µ tends to 0, µZ+ tends to R+ (with the Hausdorff
topology, which we’ll see in the next chapter). We will see that as
µZ+ tends to R+, the solutions over µZ+ tend to the solutions over
R+. The solution of (4.1) over R+, for c < 14 , has two fixed points
at x± =
1±√1−4c
2
. Note that these are exactly the same fixed points of
the previously analyzed Lµ. The fixed point x+ =
1+
√
1−4c
2
is repelling.
When µ is small, the fixed point x− =
1−√1−4c
2
is attracting. This
agrees exactly with what happens for the differential equation. This is
26
what we would expect : the solutions over µZ+ tending to the solutions
over R+ is the basis for using Euler’s method to approximate solutions.
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Chapter 5
Convergence of Solutions
In the previous sections, we relied on µZ+ “tending” to R+ so that the
solutions over µZ+ “tended” to the solutions over R+. This seems to
be a reasonable scenario, but what exactly is this tendency and how do
we know it actually works? (These results were first noted in [6] and
[3].)
Looking at the convergence of time scales requires knowing the
topology of CL(R), i.e. the set of all nonempty, closed subsets of R.
Suppose that X is a metric space. Let d be a bounded metric on X.
For every x ∈ X and every S ∈ CL(X), define
d(x,S) = inf{d(x, s)|s ∈ S}.
Thus, to find the distance between the point x and S, we must find
distance between x and all points s ∈ S, and then take the greatest
lower bound of all those distances.
Then, for every r > 0 and every S ∈ CL(X), define
Ndr (S) = {x ∈ X|d(x, S) < r},
where Ndr (S) is called the generalized open d-ball inX about S of radius
r.
Now we can define the Hausdorff metric on CL(X) induced by d,
denoted by Hd and given by
Hd(S,T) = inf{r > 0|S ⊂ Ndr (T) and T ⊂ Ndr (S)}
for all S,T ∈ CL(X). Therefore, S and T are at most Hausdorff distance
δ apart if and only if every point of S is no more than distance δ from
some point of T and vice versa.
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On CL(R), we will use the Hausdorff metric H induced from the
bounded metric d on R defined by
d(x, y) =
|x− y|
1 + |x− y|
for all x, y ∈ R. Therefore, for now, when we refer to a “limit” or the
“convergence” of time scales, we are using the Hausdorff metric H.
5.1 Approximation by Totally Discrete Time Scales
We will define a time scale T as totally discrete if and only if it contains
only isolated points. It is our claim that the set of totally discrete time
scales, denoted CLD(R), is dense in the space of time scales under the
Hausdorff metric.
Theorem 6 CLD(R) is dense in CL(R).
Proof. Choose a time scale T in CL(R). We will use the bounded
metric d(x, y) = |x−y|
1+|x−y| on R and the Hausdorff metric
Hd(S,T) = inf{r > 0|S ⊂ Ndr (T) and T ⊂ Ndr (S)}
on CL(R). Thus, given ² > 0, we wish to construct a totally discrete
time scale S ∈ CLD(R) such that the Hausdorff distance between S and
T can be made arbitrarily small.
First, for every interval [a, b] that is a connected component of T,
choose n ∈ N such that
b− a
n
< ²
and define
ak = a0 + k
b− a
n
for k = 0, 1, 2, ..., n.We include the following n+1 points of T in S (see
Figure 5.1):
a = a0, a1, ..., an = b.
Second, for every isolated point t ∈ T, include the point t in S.
Now S ⊂ T and for every t ∈ T, there exists an s ∈ T such that
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Figure 5.1: Discretizing an interval.
Figure 5.2: Discretizing an interval.
|s−t| < ².However, Smay not be a time scale since accumulation points
of sequences of isolated points have been left out. This is corrected with
our final case. See Figure 5.2.
Lastly, at every left- or right-dense point t in T that is not contained
in an interval of real numbers in T, do the following: Choose δ such
that 0 < δ ≤ ² and T∩[t−δ, t+δ] contains no intervals; for ² sufficiently
small, we can set δ = ². Now remove all elements of T ∩ [t − δ, t + δ]
from S and add t to S. Let’s compute H(S,T). Since S ⊂ T, for all
x ∈ S, d(x,T) = 0. On the other hand, S was designed so that for all
x ∈ T, d(x, S) < ². ¤
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Figure 5.3: Discretizing at dense points not contained in an interval.
5.2 Limits over Time Scales
Since we wish to consider the convergence of a sequence of function
over different time scales, we need to generalize the idea of pointwise
convergence of functions. Recall that if we are looking at a sequence of
real-valued functions fn, which converge to f pointwise on a common
domain, then for every x in that domain,
lim
n→∞
fn(x) = f(x).
In our case, since the domain changes as fn changes, we must consider
that some xmay be in some of these domains, but not others. However,
if the sequence of underlying time scales converges to a time scale, it
may be reasonable to use sequences xn that converge to any given x in
the limit time scale such that
lim
n→∞
fn(xn) = f(x).
Let’s make the definitions that we will use precise.
Let T be a time scale and let Tn, for all n ∈ N, be time scales. Let
t ∈ T and suppose that tn is a sequence of real numbers.
Definition 8 We will say that tn converges to t through the Tn time
scales if and only if tn ∈ Tn, for every n ∈ N, and tn converges to t ∈ R.
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Now for pointwise convergence, let f : T→ R be a function and let
fn : Tn → R, for all n ∈ N, be a sequence of functions.
Definition 9 The sequence of functions fn converges to f as Tn con-
verges to T if and only if for every t ∈ T there exists a sequence tn
converging to t through the Tn time scales such that fn(tn) converges
to f(t).
This leads us to our first result.
Theorem 7 Suppose that Tn ⊂ T for all n. Suppose also that there
exists an M such that for every t ∈ T, there exists a neighborhood U(t)
of t such that for all n and all u ∈ U(t), |f∆n (u)| ≤M. If fn converges
to f as Tn converges to T, then for every t ∈ T and for every sequence
tn converging to t through the Tn time scales, fn(tn) converges to f(t).
Proof. Let tn and t
′
n denote sequences converging to t through the
time scales Tn, where the latter comes from the definition of convergent
functions. For n sufficiently large, all tn and t
′
n are in U(t). Then
|fn(tn)− fn(t′n)| ≤M |tn − t′n| → 0.
¤
It is quite possible that solutions of dynamic equations may not be
unique. Before stating the actual theorem at this point, we will note
that the proof will be done using the Induction Principle on time scales.
This principle is stated as follows.
Let T be a time scale and t0 ∈ T. If
{S(t)|t ∈ [t0,∞) ∩ T}
is a set of statements such that
1. S(t0) is true;
2. if t ∈ [t0,∞) ∩ T is right-scattered and S(t) is true, then S(σ(t))
is true;
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3. if t ∈ [t0,∞) ∩ T is right-dense and S(t) true, then there exists
a neighborhood U of t such that, for all s ∈ U ∩ (t,∞), S(s) is
true; and
4. if t ∈ [t0,∞) ∩ T is left-dense and S(s) is true for all s ∈ [t0, t),
then S(t) is true,
Then S(t) is true for all s ∈ [t0,∞) ∩ T.
Now we can formally state the main result of this section.
Theorem 8 Suppose that, for every n ∈ N,Tn is a time scale with
t0 = inf Tn. Suppose also that Tn converges to a time scale T with
respect to the Hausdorff metric H and that there do not exist any right
dense points in T. If f is rd-continuous and xn : Tn → R, for every
n ∈ N, and x : T→ R are solutions of
x∆ = f(t, x), x(t0) = x0,
over the respective time scales, then the sequence xn converges to x.
Proof. Our goal is to show that xn(tn) converges to x(t) for every t ∈ T
as a corresponding sequence tn through the Tn times scales converges
to t. Mathematically, we want that for every t ∈ T,
for all ² > 0 there exists N such that if n ≥ N, then|xn(tn)− x(t)| < ².
(5.1)
Note that this inequality depends on both ² and t. Fix an arbitrary
² > 0. We will let our induction statement S(t) be 5.1.
Thus,
S(t) : for all ² > 0 there existsN such that if n ≥ N, then|xn(tn)−x(t)| < ².
Condition 1. Suppose that t = t0. Because of the initial condition,
xn(t0) = x0 = x(t0) for all n ∈ N.
Condition 2. Suppose that t is right-scattered in T.
Let tn be a sequence that converges to t through the Tn time scales.
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By hypothesis, xn(tn) converges x(t). Let s = σ(t) ∈ T and let sn
be a sequence that converges to s through the times scales Tn. Since
t < s, tn → t, and sn → s, we can say that, for all sufficiently large n,
tn <
1
2
(t+ s) < sn.
Define sequences t′n and s
′
n for large n by
t′n = sup{u ∈ Tn|u ≤
1
2
(t+ s)}
and
s′n = σn(t
′
n).
For big enough n,
tn ≤ t′n < σn(t′n) = s′n ≤ sn.
Thus, t′n and s
′
n converge through the time scales Tn to t and s, respec-
tively. Note that
xn(sn)−x(s) = xn(s′n)−xn(t′n)−x(s)+x(t)+xn(sn)−xn(s′n)+xn(t′n)
−xn(tn) + xn(tn)− x(t)
and
x(s)− x(t) = x∆(t)(s− t).
Therefore,
|xn(sn)− x(s)| ≤ |xn(s′n)− xn(tn)− x∆(t)(s− t)|
+|xn(sn)− xn(s′n)|+ |xn(t′n)− xn(tn)|+ |xn(tn)− x(t)|.
Each term on the right hand side can be made arbitrarily small for
sufficiently large n, so we have that |xn(sn)− x(s)| ≤ ².
Condition 3. There are no right-dense points in T.
Condition 4. Suppose that t is left-dense in T.
Let tn be a sequence that converges to t through the time scales Tn.
From our assumption, we know that for every s ∈ [t0, t)∩T and corre-
sponding sequence sn that converges to s through the time scales Tn,
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we can say that xn(sn) → x(s) . Since f is rd-continuous, for some
δ > 0,
M = sup{|x∆(u)||u ∈ [t− δ, t+ δ] ∩ T}
and
R = sup{|x∆n (u)||u ∈ [t− δ, t+ δ] ∩ Tn}
exists. For sufficiently large n,
|xn(tn)− x(t)| ≤ |xn(tn)− xn(sn)|+ |xn(sn)− x(s)|+ |x(s)− x(t)|
≤ R|sn − tn|+ |xn(sn)− x(s)|+M |t− s|.
Each term on the right hand side can be arbitrarily small by choosing
s close enough to t. ¤
Unfortunately, we have had to throw out all right-dense points in
order for the theorem to work with its present assumptions. If we in-
clude right-dense points, we actually have a counter example.
Consider the initial value problem
x∆ =
√
x, x(0) = 0
with Tn = T = R for all n. Note that this dynamic equation does not
have a unique solution. Let x(t) ≡ 0 and
xn(t) =
{
1
4
t2, if n is even
0, if n is odd.
So we have an alternating sequence of solutions, and, thus, we don’t
have xn → x as n→∞.
How do we fix the problem with right-dense points? At this time,
we believe that we can find a subsequence of xn which converges to x in
the manner described above. Nonetheless, by removing all right dense
points from T, we have also eliminated strong requirements on f(t, x)
and a requirement of uniqueness of solutions. In order to have conver-
gence for right dense points, we will need to have stronger assumptions,
such as uniqueness of solutions or a Lipschitz condition. This work will
be continued in further research.
However, we still have quite a nice result. At this point, a reason-
able question to ask is “How practical is it?” Consider the sequence
of times scales Tn = [−n, n] and the time scale T = R. Does this se-
quence work in the the above theorem? The real question is: Does
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Tn = [−n, n] converge to R with the Hausdorff topology? And if it
doesn’t, is there some other topology that will give us convergence?
So let’s suppose that [−n, n] does converge to R with the Haus-
dorff topology. Then for all ² > 0, there exists an N ∈ N such that
m ≥ N implies that the Hausdorff distance between [−n, n] and R
can be made arbitrarily small. So, for instance, the distance between
the interval [−N − 1, N + 1] and R should be finite. Recall that the
Hausdorff distance requires finding all of the distances between points
in [−N − 1, N + 1] and points in R. If we look at the “endpoints” of
these two sets, we see that, no matter how large N gets, N + 1 still
has infinite distance from the right “endpoint” of R. Thus, we have a
contradiction in the fact that the distance between [−n, n] and R can-
not be made arbitrarily small. Therefore, we do not have convergence
of time scales when Tn = [−n, n] and T = R.
So, mathematically, we do not have the convergence that we would
like because of problems at infinity. However, when using our time
scales theory in real world applications (population studies, for in-
stance), we really are only concerned with fixed periods of time. These
“problems” at infinity would have no damaging effect on such a study.
Therefore, when we ask “Is our result practical?”, we can comfortably
say, for most intents and purposes, “Yes!”
Fortunately, when cases such as the above arise, we do in fact have
a topology that will solve our problems with the far away ends of our
sets. This topology is known as the Vietoris topology. For a set S,
Leopold Vietoris defined a topology on the collection of all nonempty
closed subsets of a set S, CL(S), producing the topological space (S, T ),
as the following:
For each finite collection U1, U2, ..., Un ∈ T , let 〈U1, U2, ..., Un〉 denote
the set of all A in CL(S) such that
• A ⊂ ∪ni=1Ui, and
• A ∩ Ui 6= ∅ for each i = 1, 2, ..., n.
With this definition, the sets 〈U1, U2, ..., Un〉 form the basis of the
topology on CL(S). When a set X is compact and metrizable, the
Hausdorff and Vietoris topologies coincide. Thus, locally, we have
equivalency between the two topologies, with Vietoris removing any
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problems with sequences going to infinity. In our case, S = R and each
A is a time scale.
Note that when we used the Hausdorff topology, we had a metric
with which to describe convergence. With Hausdorff, we only have
balls. Thus, we will have to use a modified version of convergence.
Definition 10 The sequence of time scales Tn converges to R if and
only if for each ball B around R, there exists an N ∈ N such that
n ≥ N implies Tn ∈ B.
Now we can show that, with the Vietoris topology, Tn = [−n, n]
does in fact converge to R.
Theorem 9 The sequence of time scales Tn = [−n, n] converges to R
with the Vietoris topology.
Proof. Let B′ be a ball around around R. So R ∈ B′. Then there
exists another ball composed of a finite collection of sets, denoted B=
〈U1, U2, ..., Uk〉, such that B ⊂ B′ and R ∈ B. Since R is unbounded, we
know that at least one Ui, where i = 1, ..., k, is unbounded. (Remember
that one of the conditions for the Vietoris that we must satisfy is
R ⊂ ∪ki=1Ui.)
The question now becomes: how do we pick N?
The other condition of the Vietoris topology allows us to pick N large
enough such that [−N,N ]∩Ui 6= ∅ for each i. (We can do this because
there are finitely many Ui.)
Thus, for n > N ,
• Tn ∩ Ui 6= ∅ for each i, and
• Tn ⊂ ∪Ui = R.
Since Tn ⊂ R and R ∈ B′, we can conclude that Tn ∈ B′. This is
our definition of convergence! Therefore, the sequence of time scales
Tn = [−n, n] converges to R with the Vietoris topology. ¤
Since we can now fix any sticky situations that may have come up
when we used the Hausdorff topology, we should be able to adjust the
proofs of Theorem 6 and Theorem 8. Future work will address these
issues and more. In the end, we hope to amend our convergence in
Theorem 8 so that xn → x uniformly.
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