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A real time computational method is presented for the identifica- 
tion of linear discrete dynamic systems with unknown parameters. 
It is shown that the method is globally convergent tothe true param- 
eters in a stochastic environment. Experimental simulation of 2nd 
and 4th order systems further affirms the practicality of the method. 
I. INTRODUCTION 
The problem of identification in the current theory of control usually 
arises from the following consideration: 
The equation of motion of a system (in the absence of control) is givml as 
i/ = g(y ,  t) (1) 
where the functional form of g is not exactly known. The problem is 
then to determine g by making some form of measurement onthe system. 
In order to reduce the complexity of the problem, one further assump- 
tion is often made. We shall assume that (1) can be written as 
9 -~ g*(Y, a, t) (2) 
where g* is known and ~ represents a set of unknown parameters obeying 
the equation 
/0  (stationary problera) 
& = [known function of a, x, and t (nonstationary problem) (3) 
* This work is supported in part by NONR Contract 1866(16). 
~ Present address: Aerospace Corporation, E1 Segundo, California. 
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Equations (2) and (3) can now be combined to yield 
2 = f(x,  t) (4) 
where f i saknownvector funct ionandx  = IY l i s the  enlargedstate 
vector. The measurements on the system can generally be represented by 
z( t )  = h(x,  t) (5) 
The identification problem is then stated as: 
Given the measurements z(t), to <= t < tl <= ~,  determine the state 
of the dynamic system (4) at some time r, say r = to • Deterministically, 
the above problem is not too interesting at least from a conceptual view- 
point. For example, consider the discrete version of (4) and (5), we 
can always write 
z t -~ h(xt)  -~ h( f (xt -1)  ) -- hl(xt-1) 
. . . . .  h,(xo) (6) 
for t = 1, 2, . . . .  If enough measurements are taken, (6) will represent 
a set of equations from which x0 can be solved. Questions concerning 
the solvability and uniqueness of (6), of course, need to be investigated. 
However, they are of secondary importance when one considers the fact 
that in real life identification must invariably be carried out in a sto- 
chastic environment, i.e., Eqs. (4) and (5) should be replaced by 
5c = f (x ,  w, t) (7 )  
and 
z(t) = h(x, v, t) (8) 
where w, and v axe random processes whose description may only be 
partially known. This is essentially a nonlinear filtering or smoothing 
problem. 
To the best of the writer's knowledge, there as yet exists no general 
solution to the nonlinear estimation problem posed by (7) and (8). 
However, two general approaches are worth mentioning. 
A. LEAST SQUARE SMOOTHING 
Consider the criterion function 
f t  t l  ~ 2 ~ 2 J = l l z - -  z]I~-i + I Iw--  w l l~- id t+ ]lxo-- ~0]]~ 1 (9) 
9 
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and the constraint equations 
:~ = f (~,  ~,  t); :~(to) = :~o (10) 
2 = h(2, t) (11) 
where R, Q, and P0 are the covariance matrices of v, w, x0 respectively. 
We posed the problem of determining a particular t~(t), S(t) and a 2o 
such that (9) is minimized subject o (10) and (11). This represents a 
typical deterministic optimization which can be solved by known tech- 
niques in the calculus of variations. Under suitable assumptions on the 
statistics of w and s, it is actually possible to obtain a probabifistic nter- 
pretation for the procedure. This is the approach of Bryson and Frazier 
(1962), and is mainly intended for nonreal time applications. The basic 
computational problem here is the time consmning task of solving the 
two point boundary value problem resulting from (9)-(11). Each time 
a new z is received, the t.p.b.v.p, must be re-solved. 
B. SUCCESSlVF~ LINEAR FILTERING 
The idea of this procedure is very simple. Starting with an initial 
estimate of x, Eqs. (7) and (8) are linearized about his estimate. Based 
on these linearized equations of motion, we apply the Wiener-Kalman 
estimation procedure to obtain an improved estimate of x at the next 
instant. The procedure then repeats by linearizing (7) and (8) about 
the improved estimate. The method is ideally suited for real time compu- 
tation and has actually been used with success by various authors 
(Schmidt, 1962; Kopp, 1963). The only difficulty is that no proof of and 
criterion for convergence has been obtained for this procedure. In other 
words, it is not possible to assert hat the estimation error decreases or 
remains bounded with increasing measurement data. Experience, how- 
ever, seems to indicate that this procedure can be expected to converge 
over wide ranges of the estimation error. 
The purpose of this paper is to establish a real time convergent identi- 
fication scheme for a restricted class of, namely linear, dynamic systems. 
The scheme was first mentioned in (Ho and Whalen, 1963), where the 
proof of convergence was not supplied. In this paper we shall study the 
particular scheme in much more detail with accompanying proof of 
convergence. Furthermore, xperimental results of the application of the 
method to 2nd and 4th order systems will be presented. Thus, the prac- 
ticality of the method will also be established. 
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II. THE IDENTIFICATION ALGORITH~i 
We shall restrict ourselves to the consideration of the linear, discrete 
version of (7) and (8). They are 
x(t + 1) = q~x(t) + dwl(t) ( l la )  
Zl(~) "~ hTx(t) ~-Yl(~) (12) 
where ¢, d, h are constant but unknown matrix and vectors, wl and vl 
are independent, scalar, white random sequences with zero mean and 
finite variances. The problem is the identification of • based on the 
scalar measurements zff l) ,  zff2), . . - ,  zf f t ) , . . . .  The identification 
procedure is required to satisfy the following two criteria: 
(i) Real time realizabil ity--The computation effort involved per 
measurement should not be increasing with the total number of meas- 
urements. 
(ii) Stability--Regardless of the initial knowledge of 4), the estimate 
of 4~ should approach the true value of • as the number of measurements 
increases to infinity. One need not elaborate on the desirability of these 
criteria. 
We shall further assume that 
Det [d, 4, d, - . .  , 4 ,~-~ d] ~ 0 (13) 
i.e., (q~, d) is a controllable pair 
Det [h, q~rh, - . .  , ~-~rh] # 0 (14) 
i.e., (~, h) is an observable pair, and that • is a stable system matrix, 
REMARKS 
(i) The assumptions of observability and controllability are not really 
restrictive. Since from the canonical decomposition theorem of Kahnan 
(1963), the only part of a dynamic system that can be determined from 
input-output measurements is the part which is both controllable and 
observable. 1 Hence there is no loss of generality by assuming (13) and 
(14). The restriction on stable • matrix is necessary only for the pur- 
pose of the convergence proof. For finite time operation the procedure 
is applicable to even unstable systems (see numerical example later). 
1 Actually, the part which is observable but not controllable will transmit 
information to the output zl. However, if the part is stable, then its influence on 
the output will die away. If it is not, then identification is meaningless inthis case. 
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(ii) If (13) is true, then it is easily verified that 
n--1 
n--I--i T n--l--i T ¢ d d q~ > 0 (i.e. positive definite) (15) 
i=0 
(iii) If (14) is true, then (11) and (12) can be rewritten as 
s(t -+ 1) = ~*s(t) + d*wfft) (16) 
z,(t) = h*%(t) q-v~(t) (17) 
where 
i° ] 
L+, ..o. :j 
A 
and s(t )  = Tz ( t )  
II j = T cz (18) 
and 
Si(t -1- 1) = Si+l(t) @ di wl( t ) ;  i ~ n - -  1 (21)  
Combining (20), (21) and (17), one gets after straightforward but 
messy manipulations 
zl(t + 1) = ~ ~,~z~(t - n + i) + ~(t) 
'i=1 (22) 
A 
= ~z( t )  + o~(t) 
In other words, it is possible to choose a different basis in the state space 
such that only n unknown instead of n 2 unknown are involved in • and 
that (16) and (17) are identical to (11) and (12) as far as zfft) is con- 
cerned. Rewriting (17), we get 
sn(t q- 1) = ~ ~s~(t) q- d~*wl(t) (20) 
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where 
and 
z(t) =AIz~( t - -n+l )  l z~( t )  
~o(t) = ~i[vl(t - n + i) -- ~ dj*w1(t -- n + i - j)] 
i=1 j=l (23) 
+ ~ di*wl(t - i -+ 1) + vl(t + 1) 
i= l  
Consequently, the identification problem can be restated as: 
Given the system of (22) determine ~ from measurements z~(1), 
z~(2), . . .  , where the statistics of o~(t) are 
E(oa(t) ) = 0 Vt (24) 
E(o~(t)o~(t + i)) = {0 finite i >n-~l  ~ n -t- 1 (25) 
From a theoretical viewpoint, the fact that ~(t) represents a correlated 
random sequence is not very crucial. In view of (25), if we choose to 
look at (22) only for t = n -{- 1, 2(n + 1), 3(n ~- 1), . . .  then the 
random sequence o~(n + 1), ¢0(2(n + 1)), - . .  is uncorrelated. Hence, 
for the sake of notational simplicity and without loss of generality, we 
shall assume in the ensuing discussion that o~(t) is a white random se- 
quence with zero mean and finite variance. This assumption is identically 
satisfied if vl(t) = 0 for all t (i.e., no measurement oise) and d~* = 0 
for i = 1, . . .  , n - 1. Otherwise, it is understood that (22) will only 
be used at t instants sufficiently far apart in time to ensure ~0(t) as an 
uncorrelated sequence. 
Now consider the specific estimation algorithm 
~(t + 1) = ~(t) + p(t)z(t)(z~(t + 1) - ~(t)rz(t)) 
A 
= ~o(t) + p(t)z(t)(z~(t + 1) -- ~l(t q- 1)) (26) 
~(1) = arbitrary 
where p(t) is an as yet unspecified scalar time sequence. The intuitive 
reasoning behind (26) is clear. It says that the estimate of the vector ,, 
at time t + 1 based upon the receipt of the new information zx(t + 1) 
consists of two parts: 
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(i) the old estimate at time t 
(ii) a correction term which is proportional to the difference between 
the actual measurement zl(t q- 1) and the predicted measuremen~ 
2l(t q- 1) calculated based on the old estimate. 
Since the residue ~l(t -k 1) =k z~(t + 1) - 2l(t q- 1) is caused par- 
tially by errors of the estimate ~(t) and partially by the random term 
~(t), the term p(t)z(t) can essentially be regarded as a weighting factor 
which appropriately distributes the residue according to the confidence 
one attaches to it. Another way to look at (26) is to note that 
grad~ ![ z,(t Jr 1) - ~o(t)%(t)ll 2 = -z ( t ) ( z l ( t  + 1) - ~o(t)rz(t)) (27) 
Equation (26) can then be regarded as a descent scheme which proceeds 
in the direction to reduce the instantaneous e timation error of the meas- 
urement. The following assertion can now be stated: 
Proposition: If one chooses 
p(t)  = 1/t  (2s) 
then (26) with arbitrary ~(1) implies 
lira E{I[ ¢(t) - ~ [I 2} = 0 (29) 
i.e., the estimate converges to the true value in mean square. The  proof 
of the proposition is somewhat  lengthy and technical and will be pre- 
sented in the Appendix.  However ,  (28) is intuitively reasonable. Initially 
when the estimate ~(t) is expected to be poor, considerable weight is 
given to the residue term. As  the estimate improves, less and less im- 
portance is attached to the correction term since more  and more  probably 
it simply represents the noise ~(t). Equat ion (28) quantitatively expresses 
the above consideration. In fact, it will be shown in the Append ix  that 
E !i ~(t + i) - ~ I] ~ & U II ~(t + 1)]I ~ __< (I - p(t))E II ~(t)il ~ 
(3o) 
+terms proportional to (p~(t), p(t)p(t -- i), p(t)p2(t -- i) ) 
A 
where i _= n. Now let ~(r)  = E I/~(t)l/2 and using (28), it is easy to 
see that (30) will be dominated by the solution of the nonnegative 
scalar differentia] equation 
1 b ~ c~ ~ c~* 
& = - - [  ee q- ~ -k ~=~ t(t q- i-~-~ q- ~=~ t(t q- i) 2 (3t) 
0 < a(1) = arbitrary < 
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with appropriate constants b, c~, and * c~. Equation (31) can be directly 
solved to yield 
,~(t) = ~(i) i- + 7 + ~ ~-(~- + i~ + ~ ~-(r T i)~ dr (32) 
which converges to zero as t --> co. 
III. RELATIONSHIP TO OPTIMAL LINEAl% FILTERING 
Readers who are familiar with Wiener-Kalman filtering method un- 
doubtedly have noticed the strong resemblance of (26) with the optimal 
linear fi]tering formula. In fact, (22) for successive values of t can be 
written in the vector matrix form 
zl(t+ 2) -- ] zr(t+ 1) [~] + 
i Lzr(t + k--  1) 
[_z~(t + k) 
which is in the form of 
b=Ax+v 
[ ~o(t~)l)  l (32) 
~(t + k - 1) 
(33) 
the regular form of the single stage estimation problem (Ho, 1963). 
Now if we deliberately ignore the correlation among elements of A, v, 
and b (i.e., among zl(t + 1), z(t), and w(t)) and apply the filtering 
formula formally, then we have, 
,~(t + 1) = ,~(t) + P(t + 1)z(t)(zl(t + 1) -- ~(t)~z(t)) (34) 
where 
P(t + 1) = P(t) - P(t)z(t)(z(t)rP(t)z(t) + (r2)-iz(t)rP(t) (35) 
But it has already been shown that the matrix P(t) asymptotically 
behaves as 1/t (tIo, 1963). Hence by an extension of the proof of con- 
vergence for (26) in the Appendix, we can show (34) to be convergent 
also despite the fact that the Wiener-Kalman method is not strictly 
applicable here. Of course, we can no longer claim any optimal property 
for (34) 2 in a stochastic sense. Determiaistically, the estimate given by 
(34) still represents the least square fit to the measurement data. 
Note also that the approach of (34) and (35) is conceptually different from the 
method in (Kopp, 1963), where the system equation is considered as a nonlinear 
equation where the unknown parameters play the role of the additional state vari- 
ables and where xplicit linearization is involved before application ofthe filtering 
formula. No such linearization is present in this case. 
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IV. COMPUTATIONAL IIESULTS 
The identification scheme shown in Eqs. (34) and (35) were pro- 
trammed for digital computation. Preliminary results indicate con- 
siderable promise. The results of two computational experiments will be 
presented. The first experiment deals with the identification ofstationary 
linear system parameters. The second experiment deals with the traek- 
ing of nonstationary linear system. 
Exper iment  I. A fourth order linear system is used. The basic dynami- 
cal relationships are 
zl(t)  = h*rx( t )  (36) 
where 
10 [!1 [il o o lJ -r= ~=[ -o . l s  
and wl(t )  is a white gaussian oise with zero mean and variance ¢2. In 
terms of sampled-data l nguage, this is equivalent o a z transfer 
function 
3 Z 
G(z)  = (z 2 _ 1.8z + 0.8z)(z 2+ 0.8z + 0.8) (37) 
with the pole-zero configuration shown in Fig. 1. The dynamics of (37) 
FIG. 1. Pole-zero pattern of 4th order system 
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:FIG. 2. Effect of noise amplitude upon the identification 
can be considered as a hypothetical missile with the short period and 
the first bending mode included. 
Four different noise levels (~ = 0.01, 0.1, 1.0, 10.0) were used in the 
experiment. In all cases, the initial estimate ~0 is assumed to be exactly 
opposite to the true ~ and the initial P0 = diag (100). The computa- 
tional results are presented in Fig. 2. In all cases, the estimation error 
converges rapidly at filet and then asymtotically approaches zero. The 
convergence properties for different noise levels are roughly the same. 
The "estimation error" is larger for higher noise level as is to be expected. 
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Computational results also showed (Lee, 1964) that the convergence 
properties of the identification are insensitive to the initial choice of P0 
and ~0. These properties are highly desirable in practical application 
where one has no apriori information P0 and ~0. 
Exper iment  I I .  Parameter tracking of nonstationary systems. For 
this experiment a 2nd order system is used. The dynamic relationships 
are as follows: 
X(t~-l) = ~$X(t) "-[- ~yWl(t) 
*T 
zl(t) = h x(,) (38) 
where  
~(t+l) z ~(t) 
+0.I L-O.IJ 
[,OOO o] Po = (r 2 = 0.33 
IO0 
The traieetory of the system poles as a hmct ion  of t ime is illustrated in 
Fig. 3. Note  that as t ime progresses, the system becomes  unstable. The  
S/  
FIG. 3. Pole-zero patterrL of 2rid order system 
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computat ional  formula used are 
~(t + 1) = ~b~(t) + M(t + 1)z(t) (39) 
• (z(t)rM(t + 1)z(t) + z2)-~(z~(t + 1) -- zr ( t ) .~( t ) )  
M(t  + 1) = ¢P(t)~b ~ (40) 
P(t + 1) = M(t + 1) -- M(t + 1)z(t) 
(41) 
• (z(t)rM(t + 1)z(t) + (,2)-lz(t)M(t + 1) 
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These are simply the nonstationary versions of (84) and (35). The 
results are shown in Figs. 4 and 5. Excellent tracking behavior was 
demonstrated. Note that the identification is still optimal in the sense 
of least square fit over finite data. 
Experiments were also performed for nonstationary systems whose 
parameter variations are further subjected to random perturbation. 
Excellent tracking behavior was also obtained in spite of the fact that 
the identification process is no longer optimal in any sense. The compu- 
tational results are shown in Figs. 6 and 7. 
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V. CONCLUSION 
It  has been shown that least square fit over finite data is not only a 
deterministically optimal procedure for identification purposes but also 
has the property of stochastic onvergence. Experimental simulation 
further affirms the real time practicality of the method. Application of 
the method to adaptive filtering and control is obvious and immediate. 
For example, Eqs. (34) and (35) actually represent an adaptive pre- 
dictor for z,(t + 1) which has the property that asymptotically it per- 
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forms as well as a Wiener-Kalman predictor which requires knowledge 
of ~. Thus, practically all of the knowledge for linear control and filtering 
theol7 can be extended via this approach to eases where certain pa- 
rameters of the linear dynamic system in question are unknown. 
APPENDIX. CONVERGENCE OF THE STOCHASTIC 
ESTIMATION METHOD 
For simplicity of notation, we shall prove the convergence of the 
estimation scheme 
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~(~ 9- 1) = ~(t) "71- t0(t)(Zl(t 9- i) -- (/~(t) Ts(t))s(t)  
only for the system 
where 
z:(t + i)  = ~%(t) + w:(t) 
(a .  i )  
(A. 2) 
: • = d = (A. 3) 
s(t) = z : i t )  - -  
L~J  
and 
s(t 9- 1) = ~,s(t) 9- dwl(t) (A. 4) 
I] ,~(t 9- 1)[]2 = f] ,~(t)1[~-2o(o~(t)~(t)r) 
9- 2p( t )w: ( t )s ( t ) rO(t )~(t )  (A. 7) 
9- P2(t)[wi2(t)s(t)rs(t) 9- II ~(t)lI~(~>~<~)r),] 
Since w:(t) is independent of s(t) and ~(t), we get after taking expecta- 
tion of both sides of (A. 7) 
E [] ~(t 9- 1)[I ~ = E{t[ ~(t)ll~,-2o(t)~(t)~(~)r)} 9- (O(p2(t)) (A. 8) 
Now let us examine the second quadratic form in (A. 8) in detail. 
= 2p(t)E{ II ,~(t -- 1) l i~OT(t - -1)s(t )s( t )TO(t - -1)+2p(t - -1)sT(t - -1)OT(t - -1)  
.s(t)s(t)  Tdwl(t - -1)+p2 (t--1)w~(t--1)s(t--1) Ts(t )s( t )  T n ( t -- 1 ) } 
= 2p(t)E{I 1 (o(t - 1)II~(t-i)~(t)~(t)ro(t-i)} 
Thus 
As was pointed out in Section II this is no real loss of generality. Now 
combining (A. 1) and (A. 2), we get for the error of the estimate, 
,~(~) _-A ~(t) - ~, 
,~(t + 1) = ( I  -- o(t)s(t)s(t)r)(o(t)  + p(t)s(t )w:(t )  (A. 6) 
A 
=- O(t)(~(t) 9 -p ( t ) s ( t )w: ( t )  
E (w: ( t ) )  = 0; Var(w:(t)) < co (A. 5) 
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+ 6(p( t )p ( t -  1), p(t)p2(t -- 1)) 
= 2p( t )E{  II ~(t - 1) ll~s(t)s(t>T--2p(t--I)s(t--1)s(t--1)Ts(t)s(t)T 
--p(t--1)s(t)s(t) Ts(t--1)s(t--1) 
@p2 (t--1)s(t--1)s(t--1) Ts(t)s(t) Ts (t--1)s(t--1) T] } 
-Jr O(p( t )o ( t -  1), p( t )p2( t -  1)) 
= 2p(t)E{ 11 .~(t - -  1)]]~(t)~(~)r} -k ©(p(t)p(t - -  1),p(t)p2(t - -  1)) 
Repeating the above reduction tinges we get 
2 E{ i[ ~(t)llL~(~.+fl = 2p(t)E{ H (o(t - -  n)[l~+~.)fl 
+ O(o( t )p( t  - -1 ) ,  p(t)p2(t -- 1), . - .  p(t)p2(t -- n ) )  
But 
s(t )s( t )  ~ 
109 
(A. 9) 
(A. to) 
n--1 
= q/~s(t -- n )s ( t  -- n )Tq /~r+ ~ +~-~-~ dw~2(i) dr~ ~-~-~ 
i=O 
+ cross product erms in wff i )wf f j )  (A. 11) 
n--1 
i=0 (A. 13) 
x0 = X~,~(R). 
then combining (A. 13), (A. 12), (A. 10), and (A. 8) we arrive at the 
result 
E H ~(t q- 1)]12 < E H ~(t)H 2 - 2p( t )ME II ~(t  - n)H 2 
(h. ~4) 
+ O(o(t )o( t  -- i ) ,  p(t)p2(t -- i ) )  
which also implies 
E I1 '~(t)]] 2< E I] ~(t -- n)]] 2 + second order terms in p. (A. 15) 
Let us define 
Since w~( i )w l ( j )  are independent of ~(t - n ) ,  s(t  - n)  for all i, 
j > t -  n. Hcnee 
_ 2 = - il +,,~(t-~)~,-~) ~+,,r }E{ll+(t ,~) llo+~+T} EIIl~(t ~) ,2  
+ E li ~(t - ~) II = ,~_, ~ 
> 0 (by controllability Remark (ii)) 
110 r io  AND LEE 
Applying (A. 15) to (A. 14) we finally get 
E II ~(t + 1)112 ___ E II ~(t ) l l2 (  1 - -  2p(t)X0) 
(A. 16) 
-b O(p( t )p ( t - -  i ) ,p ( t )p2( t - -  i ) )  i=  O, . . .  ,n .  
which is the desired result claim in (30). It is easily verified (Bronwieh, 
1947) that if we choose 
p(t) = 1/t (A. 17) 
then 
(1 - 2p(t)x0) = 0 (A. 18) 
t~N 
p(t)p J ( t - -  i) < ~ j = 1,2 (A. 1.9) 
t=• i = 0, . . .  ,n  
Hence Dvoretzky's proof of the convergence of a stochastic approxima- 
tion sequence applies (Dvoretzky (1956), p. 52). We have proved that 
lim E JI ~(t)I] ~ = 0 (A. 20) 
t~ 
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