S
(1) (β, p 0 , u)
By a functional Taylor expansion of S (1) (β, p 0 , u)/S (0) (β, p 0 , u) with respect to S (1) (β, p 0 , u) and S (0) (β, p 0 , u) around µ −1 s (1) (β, u) and µ −1 s (0) (β, u), respectively, combined with Conditions (d), (e) and the fact that n 1/2 N (u) − F (u) converges in distribution to a zero-mean Gaussian process, n −1/2 U (β, p 0 ) can be written as {Z ij (u) − e(β, u)} Y ij (u)e
followling a parallel setting described by van der Vaart & Wellner (1996) (example 2.11.16 on p.215). By another functional Taylor expansion, we get It is easy to show that
where G 1i (p) is as defined in Theorem 1, and that 
Combining (3), (4) and using the fact that (4) converges in probability to D 1 (β), (1) can be written as
Similarly, we can show that (2) can be written as
Therefore, it follows that
with W i (β, p) as defined in Theorem 1.
The quantity W i (β 0 , p 0 ) can be written as
Note that E {1 − (γθ)
Hence under the assumed conditions, asymp-
are independent and identically distributed random quantities with mean zero and finite variance, E {W 1 (β 0 , p 0 ) ⊗2 }. By the Multivariate Central Limit Theorem
A.2 Proof of Theorem 2
To prove the consistency of β t , we use the Inverse Function Theorem (Foutz, 1977) by verifying the following conditions:
(i) ∂U (β, p 0 )/∂β T exists and is continuous in an open neighborhood B of β 0 .
(
is positive definite with probability 1 as n → ∞. that β t converges in probability to β 0 .
A.3 Proof of Theorem 3
Here we prove results for β s only, since results for β w can be proved similarly. By a Taylor expansion of the score function U ( β s , p s ) with respect to β and around β 0 , and by a Taylor expansion of U (β 0 , p s ) with respect to p around p 0 ,
where β * is on the line segment between β s and β 0 , p * is on the line segment between p s and p 0 , and
Since
Condition (e) and continuity,
Then, by continuous mapping,
Using the fact that
where
Since E {ψ i (β 0 , p 0 )} = 0, by the MCLT,
. Therefore by Slutsky's Theorem,
, completing the proof.
A.4 Covariance Matrix Estimators
We now describe he consistent estimates of the covariance matrices in Theorems 2 and
, respectively, where
, and
A.5 Proof of Theorem 4
We can decompose α n (t) = Λ 0 ( β, p, t) − Λ 0 (t) into three parts, α n (t) = α 1:n (t) + α 2:n (t) + α 3:n (t), where
Taking a Taylor expansion of α 1:n (t),
where p * lies between p and p 0 , and p, u) and N (u) are all bounded and S (0) (β, p, u) is bounded away from 0. Using the fact that p converges in probability to p 0 implies that α 1:n (t)
With respect to the second term of (6), applying a Taylor expansion,
where β * lies between β and β 0 . Since E(β, p 0 , u) and N (u) are bounded, S (0) (β, p 0 , u) is bounded away from 0, and β P −→ β 0 , it follows that α 2:n (t)
Now, considering the last term in (6),
which is bounded away from 0, and since
, it follows that α 3:n (t) P −→ 0. Combining results for α 1:n (t), α 2:n (t) and α 3:n (t), it
With respect to convergence to a Gaussian process, note that, by the consistency of β, p * and Lemma 1 in the Appendix in Lin et al. (2000) ,
We then have that
Considering n 1/2 α 3:n ,
Applying Taylor expansions of
and
It then follows that
Combining the above results, one obtains
It then follows from the MCLT that n 1/2 Λ 0 ( β, p, t) − Λ 0 (t) converges to a multivariate normal with mean zero and covariance function at (s, t) given by E {φ 1 (β 0 , p 0 , s)φ 1 (β 0 , p 0 , t)}.
Using similar arguments to Spiekerman et al. (1998) , tightness can be verified. Therefore, by the Functional Central Limit Theorem (Pollard, 1990) , n 1/2 Λ 0 ( β, p, t) − Λ 0 (t) converges to a Gaussian process with mean zero and covariance function at (s, t) given by
A.6 Derivation of Equation (3)
Let Z(u) = {Z(s) : 0 < s u}. Equation (3) of the article can be derived as follows:
A.7 Extension of proposed methods to a stratified model
Let V ij denote the stratum for subject (i, j) and set V ijk = I {V ij = k}, k = 1, . . . , K, where there are K mutually exclusive strata. If subject (i, j) is in the kth stratum, the marginal hazard of failure is specified as
where λ 0k (·) is an unspecified stratum-specific baseline hazard function. Under model (7),
j=1 V ijk δ ij be the total number of failures in stratum k in the full cohort and let The parameter β 0 can be estimated by β, the solution to U (β, p) = 0, where 
To establish the asymptotic properties of β t , β s and β w , we need to modify Conditions (a), (e), (f ) and (g) as follows:
. . , n are independently and identically distributed.
(e ) For each k, sup
is an absolutely continuous function of β ∈ B and uniformly in u ∈ (0, τ ], and s
(g ) Λ 0k (τ ) < ∞ for each k, and λ 0k (t) is absolutely continuous for t ∈ (0, τ ].
Conditions (b ), (c ), and (d ) are the same as (b), (c), and (d) respectively.
Theorem A.7.1: Under conditions (a ) − (g ), β t converges in probability to β 0 , and n 1/2 ( β t − β 0 ) converges in distribution to a mean zero Normal with covariance matrix
Theorem A.7.2: Under conditions (a ) − (g ), both β s and β w converge in probability to β 0 , and each of n 1/2 ( β s − β 0 ) and n 1/2 ( β w − β 0 ) is asymptotically a zero-mean Normal with covariance matrix I(
respectively, where for a = s and w, Ω a (β 0 ,
The proofs of Theorems A.7.1 and A.7.2 are very similar to those of Theorems 2 and 3, respectively. The asymptotic properties of Λ 0k ( β, p k , t) and the derivations thereof are analogous to those of Λ 0 ( β, p, t). In the article, we considered α = 0.8, which corresponds to Kendall's τ of 0.2 for weak intracluster association. Here we conducted some simulation studies with α = 0.5, which leads to Kendall's τ of 0.5 for fairly strong intracluster association. (Table 2 ). The proposed methods still perform well, at least in the examples we considered.
A.8 Additional simulation results
[ Table 2 about here.]
We conducted some simulation studies with smaller number of clusters, smaller number of subjects within clusters, and smaller subcohort size. Table 3 summarized these results.
This illustrates that the proposed method generally works well, though there is some slight under-coverage for Designs B and C, which is reduced as the number of clusters increases.
[ Table 3 about here.]
We also did some simulation studies with smaller marginal event rate of p 0 = 0.03 (Table   4 ). The results display that even when the event rate is small, β s still performs well.
[ Table 4 about here.]
Next, we examined the stratified method proposed in Section (A.7). As shown in Table 5 , the proposed stratified method appears to perform well with a reasonable small number of strata.
[ Table 5 about here.]
The results in Table 6 show that the efficiency gain of the proposed method over that of Lu and Shih (2006) is more obvious when the covariate is cluster-specific.
[ Table 6 about here.]
Next, the performance of an inverse sampling probability weighted (ISPW) estimator and the proposed estimator were compared through simulation (Table 7) . The ISPW method used the true sampling probability, while the methods proposed here used estimates of the sampling probability. The results show that the ESD of the ISPW method is generally comparable to that of our proposed method.
In addition, the point estimates based on simple random samples (SRS) for some non-rare event settings are provided (Table 7 ). This investigation showed that the ESDs of the point estimates based on SRS are very close to those based on Bernoulli sampling. Therefore, one does not gain much efficiency by using SRS, at least for the examples we considered.
[ Table 7 about here.] Estimate of β 0 from 5 methods with a continuous covariate: Method FC = full cohort analysis; SC = estimating p 0 using the subcohort, ps; WC = estimating p 0 using whole cohort, pw; T = using true value, p 0 ; LS = Lu and Shih (2006) estimator. 100 clusters, m i follows a Bin(50,0.8) distribution, α=0.8, λ 0 =1, censoring time C=1, β=log(0.5), Z follows a N(0,1) distribution. The number of individuals in the subcohort is ns = 800.
Table 2
Simulation results with α = 0.5 based on 1000 replications. Estimate of β 0 from 5 methods: Method FC = full cohort analysis; SC = estimating p 0 using the subcohort, ps; WC = estimating p 0 using whole cohort, pw; T = using true value, p 0 ; LS = Lu and Shih (2006) estimator. 100 clusters, m i follows a Bin(50,0.8) distribution, α=0.5, λ 0 =1, censoring time C=1, β=log(0.5), Z follows either a Bernoulli(0.5) distribution or a N(0,1) distribution. The number of individuals in the subcohort is ns = 800.
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Table 3
Simulation results to evaluate the performance of the proposed method with a smaller number of clusters and a smaller cluster size based on 1000 replications. 
Design &
Table 4
Simulation results with p0 = 0.03 based on 1000 replications. Estimate of β 0 from 5 methods: Method FC = full cohort analysis; SC = estimating p 0 using the subcohort, ps; WC = estimating p 0 using whole cohort, pw; T = using true value, p 0 ; LS = Lu and Shih (2006) estimator. 100 clusters, m i follows a Bin(50,0.8) distribution, α=0.8, λ 0 =1, censoring time C=1, β=log(0.5), Z follows a Bernoulli(0.5) distribution. The number of individuals in the subcohort is ns = 800. Empirical standard deviation of the estimate of β 0 from following methods: Method FC = full cohort analysis; SC = estimating p 0 using the subcohort, ps; WC = estimating p 0 using whole cohort, pw; T = using true value, p 0 ; ISPW = inverse sampling probability method; BER = Bernoulli sampling; SRS = simple random sampling. 100 clusters, m i follows a Bin(50,0.8) distribution, α=0.8, λ 0 =1, censoring time C=1, β=log(0.5), Z follows either a Bernoulli(0.5) distribution or a N(0,1) distribution. The number of individuals in the subcohort is ns = 800.
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