The shortcoming of a test is the difference between the maximal attainable power and the power of the test under consideration. Vanishing shortcoming, when the number of observations tends to infinity, is therefore an optimality property of a test. Other familiar optimality criteria are based on the asymptotic relative efficiency of the test. The relations between these optimality criteria are investigated. It turns out that vanishing shortcoming is seemingly slightly stronger than first order efficiency, but in regular cases there is equivalence. The results are in particular applied on tests for goodness-of-fit.
Introduction
Comparison of tests is in principle based on the power of the tests. Exact powers of tests are hard to compute and, if they can be computed, it is in general not easy to compare them for large sets of alternatives simultaneously. Therefore, often an asymptotic approach is applied to simplify things. The simplifications by the asymptotics should be such that computation can be done and comparison can be made. Moreover, the conclusions based on the asymptotics should be in line with the finite sample behavior, which means that the asymptotics should provide good approximations.
A direct way of comparison of two tests is to consider the difference in power of the two tests. In particular, the difference between the most powerful test and a given test is of interest. It is called the shortcoming of that test. This concept is used to express optimality of a test: if the shortcoming of a test tends to 0 when the number of observations n tends to infinity, the test is asymptotically optimal.
Another, indirect, way of comparison of tests is based on the number of observations N(α, β, θ) needed to get power β at the alternative θ when the level of the test equals α. If we have two tests with corresponding numbers N 1 (α, β, θ) and N 2 (α, β, θ), the ratio N 2 (α, β, θ)/N 1 (α, β, θ) is called the relative efficiency of test 1 w.r.t test 2. If the relative efficiency equals r, test 2 needs r times as much observations to perform equally well as test 1 and hence test 1 is called r times as efficient as test 2. To investigate optimality we consider N * (α, β, θ)/N (α, β, θ) , where N * (α, β, θ) corresponds to the most powerful test.
Again, an asymptotic approach is welcome to simplify the calculation and evaluation, as N i (α, β, θ) depends on three parameters. When sending n to infinity, two principles are (a) to "decrease the significance probability as n increases", i.e. to send α to 0, or (b) to "move the alternative hypothesis steadily closer to the null hypothesis", i.e. to send θ to the null hypothesis H 0 . Both principles are attractive: with more observations it seems reasonable to have a stronger requirement on the level and on the other hand, for alternatives far away from H 0 there is no need for statistical methods, since those alternatives are obviously different from H 0 . In Pitman's asymptotic efficiency concept, method (b) is used, while one deals with fixed levels, thus ignoring principle (a). In Bahadur's asymptotic efficiency concept, method (a) is actually used, while fixed alternatives are under consideration, thereby ignoring principle (b). Intermediate or Kallenberg efficiency, as defined in Kallenberg (1983a) , applies both attractive principles simultaneously.
Optimality of a test can be expressed by first order efficiency, which means that N * (α, β, θ)/N (α, β, θ) converges to 1, where the limit is taken according to the efficiency concept involved.
It is the purpose of this paper to investigate the relations between the asymptotic optimality concepts based on vanishing shortcoming on the one hand and the three asymptotic efficiency concepts on the other hand. It turns out that asymptotic vanishing shortcoming is in the Pitman case equivalent to first order efficiency, while in the Bahadur and intermediate case vanishing shortcoming seems slightly stronger than first order efficiency. However, in regular cases first order efficient tests do also have asymptotic vanishing shortcoming. Here is a parallel with the phenomenon of "first order efficiency implies second order efficiency" (cf. Bickel, Chibisov and van Zwet (1981) and Kallenberg (1983a) ).
The main results on the relationship between vanishing shortcoming and first order efficiency are very general: there is a very general set-up, very mild conditions on the most powerful tests and no condition at all on the (form of the) first order efficient tests. Moreover, the results hold simultaneously for all three efficiency concepts.
The paper is organized as follows. Section 2 contains notation, definitions and basic assumptions. The main results describing in great generality the relations between vanishing shortcoming and asymptotic relative efficiency are given in Section 3. These results are based on an asymptotic expression for N * (α, β, θ) and on an investigation of the number of extra observations needed to get a gain in asymptotic power for the most powerful test. These theorems (Theorem 3.2, 3.3, 3.2 and 3.3 ) and their extensions to general (regular) tests (Theorem 4.1 and 5.11) may be of independent interest. Some examples in Section 3 show the great generality of the results. Apart from an asymptotic expression for N (α, β, θ) , when the test is based on a (regular) test statistic, it is shown in Section 4 that as a rule vanishing shortcoming and first order efficiency are equivalent. Section 5 is devoted to further elaboration of the examples of Section 3. Applications are made to some first order efficient tests in these cases with special attention to tests for testing goodness-of-fit. In particular, some useful formulas for their asymptotic relative efficiencies are derived, showing that both for the Cramér-von-Mises test and for the Anderson-Darling test first order efficiency is only attained in one direction. In all other directions the asymptotic relative efficiency is less than one and often much lower. Moreover, these applications give a nice illustration of the phenomenon that equality of asymptotic optimal shift implies also equality of scale terms.
Notation, definitions and basic assumptions
Let S be a space of points s, A a σ-field of subsets of S and for each point θ in a set Θ let P θ be a probability measure on A. The random element S with values in S is distributed according to P θ . In typical cases S = (X 1 , X 2 , . . . ) is a sequence of i.i.d. r.v.'s, but as yet (S, A,P θ ) is a quite general probability space. Note that θ is an abstract "parameter" and hence the results apply as well to parametric, nonparametric or semiparametric testing problems.
Suppose the hypothesis H 0 : θ ∈ Θ 0 has to be tested against H 1 : θ ∈ Θ 1 ⊂ Θ − Θ 0 . Let {ψ n,α : n ∈ N, 0 < α < 1} be a family of (randomized) level-α tests of H 0 , i.e., for each n ∈ N and 0 < α < 1 the function ψ n;α is a measurable function on S with values in [0, 1] satisfying
Under very weak conditions a most powerful (MP) test of H 0 against the simple alternative H * 1 : θ = θ 1 exists (cf. Lehmann (1986) p. 576). In general, such a MP test depends on the particular alternative. The existence of such MP tests will be assumed in the sequel. They will be denoted by {ψ * n;α }, suppressing their dependence on the particular alternative θ 1 . In case of ambiguity we write ψ * n;α (S; θ).
The power E θ ψ n;α (S) of the level-α test ψ n;α is denoted by β n (α, θ). When taking the supremum over all level-α tests, we get the envelope power function, denoted by β * n (α, θ). In formula
where ψ = {ψ n;α } runs through all families of level-α tests of H 0 . Obviously, β * n (α, θ) is the power of ψ * n;α . The shortcoming of ψ n;α is defined by
Asymptotic relative efficiency is defined in terms of N (α, β, θ) , which is the smallest number of observations N such that the level-α test ψ m;α has power at least β at the alternative θ for all m ≥ N. In formula
In case of the MP test of H 0 against the simple alternative θ we write N * (α, β, θ) .
For given sequences {α n } and {θ n } with 0 < α n < 1 and θ n ∈ Θ 1 we want to relate the shortcoming with N(α n , β, θ n ) − N * (α n , β, θ n ), where 0 < β < 1. If α n → α ∈ (0, 1) and θ n converges to Θ 0 , we speak of Pitman efficiency. If α n → 0 and θ n is fixed, we deal with Bahadur efficiency. The case α n → 0 and θ n converging to Θ 0 is called intermediate or Kallenberg efficiency. All throughout the paper {θ n } and {α n } are given sequences with 0 < α n < 1, lim n→∞ α n =ᾱ ∈ [0, 1) and θ n ∈ Θ 1 .
As n is the number of available observations, ψ the m−n extra observations. Since ψ * m;α is the MP test based on m observations, we have for all 0 < α < 1 and
We assume that the MP test of H 0 against the simple alternative θ for each n ∈ N and 0 < α < 1 is based on a real valued test statistic T * n (which as a rule will depend on θ), rejecting for large values of T * n . More precisely, the level-α MP test of H 0 against θ is given by
(2.4)
The next assumption concerns the behavior of the test statistics T * n , given in (2.3) (A2) There exist a continuous distribution function G * on R, strictly increasing on its support, which is R or [a, ∞) with a ∈ R, and a function µ * : 6) and, as n → ∞,
with c ∈ R, not depending on n. Moreover, lim sup n→∞ µ * (θ n ) < ∞ and lim n→∞ µ * (θ n ) = 0 in caseᾱ > 0. (A2 ) Letᾱ = 0. There exist a continuous distribution function G * on R, strictly increasing on its support, which is R or [a, ∞) with a ∈ R, functions µ n * : Θ 1 → (0, ∞) and functions r 1n * and r 2n * , defined on an open interval containing the limiting points of {µ n * (θ n )} and satisfying for i = 1, 2
for all x and some constants b 1 , b 2 , such that for every sequence
and, as n → ∞, −N −1 log sup
with {d n } ⊂ R being any bounded sequence. Moreover, 
see also Example 3.6. This gives the connection between (A2) and (A2 ) if G * is the standard normal distribution function, cf. also (3.27). Note that also in (A2 ) G * is often the standard normal distribution function, but in the Bahadur case the variance as a rule is not equal to 1. Checking of (A2) and (A2 ) is exemplified in Examples 3. 4 -3.6 . 2
Main results
The idea behind the relationship between vanishing shortcoming and optimality in the sense of asymptotic relative efficiency is as follows. The asymptotic shift of the MP test statistic T * n for testing H 0 against the simple alternative θ n is equal to √ nµ * (θ n ). To obtain with k additional observations asymptotically a gain in power at θ n requires lim inf n→∞ (
Therefore, vanishing shortcoming corresponds to an additional number k of observations satisfying (
). In the following theorem the latter result is indeed established under (A1) and (A2).
Theorem 3.1 Assume (A1) and (A2). The following statements are equivalent
The related version of this theorem under (A1) and (A2 ) is as follows.
Theorem 3.1 Assume (A1) and (A2 ). The following statements are equivalent
Before proving Theorem 3.1 and Theorem 3.1 we give some comments. First order optimality in the sense of asymptotic relative efficiency means
In the Pitman case, typically µ * (θ n ) is of exact order {N * (α n , β, θ n )} −1/2 and vanishing shortcoming corresponds to first order optimality in the sense of (3.1).
For Bahadur efficiency θ n = θ is fixed and vanishing shortcoming seems to be a stronger property than first order optimality in the sense of asymptotic relative efficiency, since N(α n , β, θ) should not only have the same first order term, but also the same √ N -term as N * (α n , β, θ). So, it seems that first order optimality in the sense of Bahadur efficiency, i.e. (3.1) with θ n = θ, is not sufficient to guarantee vanishing shortcoming as (3.1) does not automatically imply (ii) in case θ n = θ. However, in regular cases it turns out, by a simple argument, that nevertheless most tests which are first order efficient in the sense of Bahadur do also have vanishing shortcoming. The same argument applies to intermediate or Kallenberg efficiency. In Section 4 more details are given.
The proof of Theorem 3.1 and 3.1 consists of a few steps. First we establish a formula for N * (α n , β, θ n ).
Theorem 3.2 Assume (A1) and (A2). For all β ∈ (ᾱ, 1) we have
Proof. For a (sufficiently small) positive set
Consider the test which rejects H 0 if
Denote the level of this test by α
n . Then, by (2.7) and (3.3), we get for sufficiently large n α (1) n = sup
and, by (2.6),
Hence, for sufficiently large n,
By sending → 0 in (3.4), cf. also (3.3), we arrive at
and consider the test which rejects H 0 if
By (2.7) we get for sufficiently large n α (2) n = sup
In view of (2.2) and (3.7) we therefore have
for sufficiently large n. Sending → 0 in (3.8), cf. also (3.6), we end up with
Combination of (3.5) and (3.9) completes the proof. 2
Under (A1) and (A2 ) Theorem 3.2 takes the following form.
Theorem 3.2 Assume (A1) and (A2 ).
For all β ∈ (0, 1)
Proof. Write r in * for short instead of r in * (µ n * (θ n )). Note that by (2.8) r in * and µ n * are of the same exact order, implying e.g. that r 2n * /r 1n * is bounded away from 0 and ∞. For a (sufficiently small) positive set
(1) n . Then, by (2.11) and (3.10), we get for sufficiently large n log α
(1) n = log sup
and, by (2.10), for sufficiently large n
By sending → 0 in (3.11), cf. also (3.10), we arrive at
By (2.11) we get for sufficiently large n log α (2) n = log sup
< log α n and, by (2.10), for sufficiently large n
In view of (2.2) and (3.14) we therefore have
for sufficiently large n. Sending → 0 in (3.15), cf. also (3.13), we end up with
Combination of (3.12) and (3.16) completes the proof. 2
In view of Remark 2.1 we get in typical cases the same expression (up to o(1)) for N * (α n , β, θ n )µ * (θ n ) in Theorem 3.2 as for N * (α n , β, θ n )r 1n * (µ n * (θ n )) in Theorem 3.2 if G * is the standard normal distribution function, cf. also (3.27).
The next theorem specifies the argument mentioned in the first lines of this section: "to obtain with k additional observations asymptotically a gain in power at θ n requires lim n→∞
Theorem 3.3 Assume (A1) and (A2). For each β ∈ (ᾱ, 1) and for each sequence
In view of (3.2) and (3.18), m is of the form (2.5). By (2.4) and (2.7) the critical value c m in (2.3) of the level-α n MP test of H 0 against θ n based on m observations satisfies
Since
and G * is continuous, it follows by (2.6) and (3.2) that
So, (3.17) holds for sequences of the form (3.18).
for every b ∈ R and n sufficiently large. Thus lim n→∞ β * m (α n , θ n ) = 1. On the other hand,
So, (3.17) holds true also in this case. We can proceed similarly in case b n → −∞ getting (3.17) again. The general case follows now by a subsequence argument.2 A counterpart of Theorem 3.3 when (A1) and (A2 ) hold is as follows. 
(3.20)
Proof. Write r in * for short instead of r in * (µ n * (θ n )) and
In view of Theorem 3.2 and (3.21), m is of the form (2.9).
By (2.11) we get log sup
Therefore, considering > 0 and < 0 inc m , it follows that the critical value c m , of the level-α n test based on T * m satisfies
and G * is continuous, it follows by (2.10) and Theorem 3.2 that 
So, (3.20) holds true also in this case. We can proceed similarly in case b n → −∞ getting (3.20) again. The general case follows now by a subsequence argument.2
we have, in view of (3.17),
for sufficiently large n. Since > 0 is arbitrarily chosen, (ii) now follows.
(ii) =⇒ (i) Let m = m(n) be some sequence. By a subsequence argument we may for proving
n ) → 0 and hence it suffices to prove that the statement β * m (α n , θ n ) → β + for some > 0 and β + >ᾱ leads to a contradiction.
So, assume β m (α n , θ n ) → β and β * m (α n , θ n ) → β + with 0 ≤ β < 1 and α < β + ≤ 1. For sufficiently large n we have for all β * andβ such that β < β * <β < β + and
Hence, we get
and therefore, by (ii),
Application of (3.17) with m = N * (α n ,β, θ n ) and β replaced by β * gives a contradiction.
2
we have, in view of Theorem 3.3 and noting that µ n * , r 1n * (µ n * (θ n )) and r 2n * (µ n * (θ n )) are all of the same exact order,
n ) → 0 and hence it suffices to prove that the statement β * m (α n , θ n ) → β + for some > 0, leads to a contradiction. So, assume β m (α n , θ n ) → β and β * m (α n , θ n ) → β + with 0 ≤ β < 1 and β + ≤ 1. For sufficiently large n we have for all β * andβ such that β < β
Application of Theorem 3.3 with m = N * (α n ,β, θ n ) and β replaced by β * gives a contradiction.
As is seen from the definitions and basic assumptions in Section 2, there are no conditions or assumptions on the tests ψ. This means that Theorems 3.1 and 3.1 are in fact properties of MP tests.
We end this section by presenting some testing problems, where assumptions (A1) and (A2) hold and hence Theorem 3.1 can be applied. In Example 3.6 we also show that (A1) and (A2 ) hold and apply Theorem 3.1 in the given context. 
θ ∈ Θ, with respect to a σ-finite measure ν on R k . Here γ θ x denotes the inner product of γ θ and x, while ψ(
is a curved exponential family in the terminology of Efron (1975) .
Consider the testing problem H 0 : θ = θ 0 against H 1 : θ > θ 0 , where θ 0 ∈ Θ is given. Additionally to the above assume that γ θ 0 ∈ int Γ and that the covariance matrix of X 1 under p θ 0 is nonsingular.
Let {α n } be a sequence of levels satisfying 23) or, equivalently,
Let {θ n } be a sequence of alternatives satisfying
Condition (A1) holds with
To check (A2) set
We have
where for short we write ∆γ = γ θ − γ θ 0 and ∆ψ = ψ(
, we get µ * (θ) ≥ 0 for any θ. Due to the differentiability of the bijection γ θ we have that (γ θn − γ θ 0 )/{var θ 0 (γ θn − γ θ 0 ) X} 1/2 →γ θ 0 /s, where · denotes the derivative w.r.t. θ, while s = {var θ 0γ θ 0 X} 1/2 . Observe now that the above and the assumption γ θ 0 ∈ int Γ imply that there exists δ > 0 such that
∈ int Γ for all |t| < δ and n sufficiently large. Since the mapping ψ(γ) is continuous on int Γ, the preceding implies that both E θn exp{t(γ θn − γ θ 0 ) X} and E θ 0 exp{t(γ θ 0 − γ θ 0 ) X} are uniformly bounded for t in a neighborhood of 0 and n sufficiently large. This ensures that also moments of (γ θn − γ θ 0 ) X are uniformly bounded under p θ 0 and p θn .
So, under the above assumptions, Liapounov's theorem easily yields
for an arbitrary sequence M = M(n) tending to infinity and θ n → θ 0 . This, in particular, implies that (2.6) of (A2) holds with G * = Φ. Exploiting again the continuity of ψ(γ) on int Γ, in a similar way as done in the proof of Theorem 5.8 in Inglot and Ledwina (1996) , we can apply the Cramér-type large deviation result for triangular arrays obtained by Book (1976) (cf. Lemma 4.1 in Jurečková et al. (1988) ). This yields
if t n → ∞ and t n = √ Nµ * (θ n ) + c with c ∈ R and N of the form (2.5). (Note that for getting o(t n ) in (3.26) we need t n = o(n 1/4 ) and this is one of the reasons to require (3.23).) Combination of 
where
To check (A2), define G * = Φ and µ * (θ) = θ. Consider sequences of levels {α n } and alternatives {θ n } such that
According to (2.5) take
By Lemma 5.4 and Proposition 6.6 in Inglot and Ledwina (1996) we get (2.6). Indeed, due to (3.29) we get
is given by (5.18) of Inglot and ledwina (1996) . In view of Proposition 5.12 and Lemma 5.4 in Inglot and Ledwina (1996) we can apply Book's (1976) result as in the previous example. The assumption θ n Φ −1 (1−α n ) → 0 (see (3.29)) yields √ Nθ n = o(N 1/4 ) and hence Book's result gives (cf. also (3.26))
for all t n = √ Nµ * (θ n ) + c with c ∈ R. Therefore, (A2) holds and Theorem 3.1 can be applied for all sequences {θ n } and {α n } satisfying (3.29).
Next it will be shown that (A2 ) holds for all sequences of levels {α n } and alternatives {θ n } such that lim n→∞ α n = 0 and lim
We assume that inf{1 + θ 1 a(x) : x ∈ [0, 1]} > 0. Note that θ 1 can be 0 (intermediate case) or unequal to 0 (Bahadur case). So, in the intermediate case this is no restriction at all and in the Bahadur case this is only slightly more than stating that the alternative is well-defined. To avoid writing every time "for sufficiently large n" we further assume w.l.o.g. that inf{1 + θ n a(x) :
We have µ n * (θ) ≥ 0 for all θ ≥ 0. Next set
Using Liapounov's theorem (as in the proof of Proposition 6.6 in Inglot and Ledwina (1996)) we have for any sequence
which proves (2.10) of (A2 ). Write
and denote by P nθ 0 the distribution of Y ni when X i has the uniform distribution. Define the exponential family associated with P nθ 0 by dQ nu (y) = exp(uy − ψ n (u))dP nθ 0 (y), when ψ n (u) is the normalizing factor, given by
Standard exponential family theory yields
where E nu and var nu denote the expectation and variance under Q nu . We write
It is immediately seen that λ n (0) = E θ 0 Y ni = 0 and that λ n is increasing. The so called Kullback-Leibler information number of Q nu w.r.t. P nθ 0 is given by
The functions r 1n * and r 2n * are defined by
It is seen that Let N be of the form (2.9) and define u n by
where P nθ 0 = Q n0 is the distribution of Y n when Y ni has distribution P nθ 0 . Hence, we get 
Noting that Y ni is uniformly bounded and hence also its third central moment, it follows from the Berry-Esseen theorem that, for some c > 0,
for all n. Note that ψ n (u n ) is bounded away from 0 and infinity. (This can be seen as follows. If Hence, by taking C large enough we get, for all 1
Therefore,
.
Since v n → 0 implies r 1n * (v n )/v n → 1, it follows from (2.9) that u n N 1/2 → ∞ and thus we get
(The upper bound can be sharpened by the same method as used in the lower bound, cf. (the proof of) Lemma 3.2 in Kallenberg (1981b) .)The upper and lower bound result in
with ξ n between µ n * (θ n ) and
This completes the proof that (A2') holds true. Therefore, Theorem 3.1 can be applied in the Pitman case, using (A2) The examples will be investigated further in Section 5, where Theorem 3.1 will be applied on several first order efficient tests after the general discussion on these tests in Section 4.
First order efficient tests
In this section we present an expansion for N(α n , β, θ n ) (a counterpart of Theorem 3.2) when ψ is based on a test statistic. The result is applied to show that as a rule vanishing shortcoming is equivalent to first order efficiency.
The basic assumptions of this section are modifications of (A1) and (A2) and an extra condition to replace (2.2), which obviously holds for MP tests, but not automatically for other tests. Condition (A1) is replaced by (B1), which is obtained from (A1) by writing ψ n;α and T n instead of ψ * n;α and T * n , i.e.
(B1)
Condition (A2) is replaced by the following one.
(B2) There exist continuous distribution functions G 1 and G 2 on R, strictly increasing on its support, which is R or [a, ∞) with a ∈ R, and a function µ : Θ 1 → (0, ∞) such that for every sequence N = N(n) of natural numbers satisfying
it holds that
and, as n → ∞,
with c ∈ R, not depending on n. Moreover, lim sup n→∞ µ(θ n ) < ∞ and lim n→∞ µ(θ n ) = 0 in caseᾱ > 0.
The extra condition replacing (2.2) is as follows.
(B3) For every sequence N = N(n) of natural numbers satisfying
This condition is used to show that if the power tends to 1 for some sequence m(n), it still goes to 1 if we have even more observations. Such a property is needed, due to the definition of N(α, β, θ) .
Inspection of the proof of Theorem 3.2 shows that the first part of the proof can be copied, replacing T * N(α n , β, θ n ) , β N and G * by G 1 or G 2 in an obvious way. To prove the modified version of (3.9), suppose that there exist δ > 0 and a sequence n(k), k ≥ 1, of natural numbers with n(k) → ∞, such that for all k ≥ 1
By definition of N(α, β, θ) we have
) contains a subsequence tending to ∞, then by (B3) we get a contradiction. If this sequence is bounded, we can proceed as in (3.6)-(3.7), leading again to a contradiction. Hence, we have the following result. 
Suppose that (B2) holds for ψ n;α with G 1 = G * (see Sections 5.3 and 5.4). Often this can be established by a monotone transformation of the test statistic, thus keeping the same test. For instance, if
which often reduces to 1−G * (t n +o(1)). Assume further that the asymptotic shift represented by µ and µ * is the same: µ = µ * . If we have first order efficiency, i.e. N * (α n , β, θ n )/N (α n , β, θ n ) = 1 + o(1), this equality will often hold true. Having no difference in shift, suppose that there is a possible difference in scale. So, suppose that G 2 (x) = G * (x/σ) for some σ ∈ R.
Since N(α n , β, θ n ) ≥ N * (α n , β, θ n ) for all β ∈ (ᾱ, 1), by definition of N * , we get in view of Theorem 3.2 and Theorem 4.1,
for all β ∈ (ᾱ, 1). If G −1 * (1 − β) takes positive as well as negative values (which for instance is the case if G * is the standard normal distribution function), then we get σ = 1. Therefore, the same shift implies automatically the same scale. Concrete examples of this phenomenon are presented in Sections 5.3 and 5.4, when discussing the Cramér-von-Mises test and the Anderson-Darling test. A similar argument as above is used in proving first order efficiency implies second order efficiency in Kallenberg (1983a) .
As a conclusion we may state that in many situations tests which are first order efficient (N * (α n , β, θ n )/N (α n , β, θ n ) = 1 + o(1)) satisfy not only µ * = µ and G * = G 1 , but automatically also G 1 = G 2 . We call such a situation a "regular case". It follows in that case that for each β ∈ (ᾱ, 1)
This, together with Theorem 3.1, yields Corollary 4.2 Assume (A1) and (A2) for ψ * n;α and (B1), (B2) and (B3) for ψ n;α with µ * = µ,
and
From Corollary 4.2 and the discussion above it is seen that the seemingly stronger property of vanishing shortcoming is, in regular cases, in fact equivalent to first order efficiency.
The exception in Corollary 4.2 with respect to the shortcoming is not very serious. Letᾱ > 0 and lim n→∞ β * m (α n , θ n ) =ᾱ. This means that with the m(n) observations θ n is too close to Θ 0 to detect. As a rule β m (α n , θ n ) will also converge toᾱ in this case, at least if the test ψ is asymptotically unbiased. However, the conditions (B1), (B2) and (B3) give no information on this exceptional occasion. So, formally the restriction should be there.
Applications and extensions
It has been shown in the previous sections that shortcoming and first order efficiency are strongly related optimality concepts. The equivalence holds in quite generality as is seen from the very general structure of the testing problem, the different types of efficiency concepts which are involved, from local to non-local, and the rather weak conditions imposed on the test statistics. Here we consider some concrete examples and applications. Also some extensions to comparison of tests which are not efficient are discussed.
Student test
Consider the situation from Example 3.4.
In the Pitman situation with θ n = cn −1/2 for some c > 0 and α n =ᾱ ∈ (0, 1), we consider the one-sided Student's t-test. It is easily seen that (B1), (B2) and (B3) hold with G 1 = G 2 = G * = Φ and µ(θ) = µ * (θ) = θ. By Corollary 4.2 we get the well-known result that the t-test is Pitman-efficient (cf. e.g. Serfling (1980) , p. 320) and that its shortcoming tends to 0.
Next consider a sequence {θ n } with θ n → 0 and n 1/2 θ n → ∞ as n → ∞. Let {α n } be a sequence of levels satisfying lim n→∞ α n = 0 and Φ −1 (1 − α n ) = o(n 1/2 ). Again conditions (B1), (B2) and (B3) hold (note that the power of the t-test increases with n). Hence, Corollary 4.2 gives that the shortcoming of the t-test tends to 0 for all these alternatives and, equivalently, that its efficiency equals N * (α n , β, θ n 
Finally, in the Bahadur case with θ n = θ > 0, (B1) and (4.3) continue to hold with G 2 = G * = Φ and µ(θ) = µ * (θ) = θ, but
and hence (4.4) does not hold with G 1 = G * = Φ. This corresponds to the fact that the t-test is not Bahadur-efficient.
Curved exponential families
Consider the situation from Example 3.5 and the locally most powerful test. Its test statistic is of the form T n =γ θ 0 (X n − E θ 0 X) √ n/s. It is seen from Lemma 3.7 in Kallenberg (1981a) with the number of observation n replaced by m that R m (α n , θ n ) → 0 in all cases, provided that
it immediately follows that (5.1) is implied by (3.25). Hence, for all sequences of levels {α n } and all sequences of alternatives {θ n } satisfying (3.24) and (3.25)
Therefore, by Theorem 3.1, the locally most powerful test is first order efficient in the Pitman case and in the intermediate case, provided in the latter situation that (3.24) and (3.25) are satisfied. (Of course, the locally most powerful test is in general not first-order efficient in the sense of Bahadur, see Kallenberg (1981a), p. 673.) 
Cramér-von-Mises test
Consider the situation from Example 3.6. The Cramér-von-Mises test statistic for this testing problem is defined by rejecting H 0 for large values of
where F n is the empirical distribution function. We will show that (within the class (3.28)) there is only one function a(x), a(x) = C 1 (x) = √ 2cos(πx), under which the Cramér-von-Mises test is efficient (cf. Corollary 5.9). This result supplies analogous results stated in another framework by Neuhaus (1976) and Nikitin (1995) . Moreover, the asymptotic relative efficiency under other alternatives than the one given by C 1 (x) will be calculated. The phenomenon that equality of asymptotic optimal shift implies also equality of scale terms, as discussed in general terms in Section 4, is illustrated clearly in the case. Similar results for the Anderson-Darling statistic are treated in Section 5.4.
To apply Theorem 4.1 we have still to check conditions (B1), (B2) and (B3). First we introduce some notation
Instead of using (5.2) as test statistic we take the equivalent test statistic
This simplifies notation a little bit and has no influence upon the results on N(α n , β, θ n ). Condition (B1) holds. Lemmas 5.1 and 5.2, given below, yield (4.4) with G 1 = Φ. The proof of Lemma 5.1 follows from inequalities in Inglot and Ledwina (1990) . The constant π involved in (5.4) can be deduced from Nikitin (1995) , e.g., while a related result on the tails of the limiting distribution of T n can be found in Gregory (1980) , cf. also Theorem 2.1 and Proposition 2.3 in .
Lemma 5.2 For any {θ n } and {α n } such that for n → ∞ α n → 0 and θ
2), we derive from (5.5) 
Hence, (4.3) holds with G 2 (x) = Φ( A x/(σπ)). 
where B is a Brownian bridge. Hence,
B(t)A(t)dt
and the rest of the proof can be easily deduced. 2
Lemmas 5.1 and 5.3 can also be used to prove (B3).
Lemma 5.4 Assume (5.6). Then condition (B3) holds true.
Proof. Let N = N(n) be a sequence of natural numbers satisfying
Consider the test which rejects the null hypothesis if
for sufficiently large n and hence
By Lemma 5.1 we get for the levelα n of the test given in (5.9)
and taking ρ = γ + 2 it is seen from (5.6) and (5.8) that (5.10) reduces to
and hence
This completes the proof of the lemma. 2
Theorem 4.1 can now be applied and we get the following result.
Theorem 5.5 Let p n (x) = 1 + θ n a(x) be as in (3.28). Suppose that (5.6) holds. Then for each β ∈ (0, 1)
where σ and A are given in (5.7) and (5.3).
Application of Theorem 3.2, cf. Example 3.6, yields Theorem 5.6 Let p n (x) = 1 + θ n a(x) be as in (3.28). Suppose that (3.29) holds. Then for each β ∈ (0, 1)
Theorems 5.5 and 5.6 imply the following corollary.
Corollary 5.7 Let p n (x) = 1 + θ n a(x) be as in (3.28). Suppose that (5.6) holds. Then for each β ∈ (0, 1)
To study the magnitude of π A the following lemma is convenient.
Lemma 5.8 Let a be bounded,
Besides, in both inequalities equality holds if and only if
Proof. Write 
and the series on the right converges also in L 2 [0, 1]. Hence
(5.14)
As the integral is a continuous linear functional in L 2 [0, 1] it easily follows that, writing C k (x) = √ 2 sin(πkx),
(5.15) Hence the conclusion follows. 2
Lemma 5.8 together with Theorems 5.5, 5.6 and 3.1 give a useful corollary. For short introduce the notation
for the asymptotic relative efficiency of T n with respect to T * n .
Corollary 5.9
Under the assumptions of Theorem 5.5 we have the following situation.
For any other alternative p n (x) = 1 + θ n a(x), satisfying our assumptions,
Theorems 5.5 and 5.6 clearly illustrate the phenomenon discussed in Section 4. To get first order efficiency, the asymptotic shift µ(θ n ) = π A θ n of T n should be the same as that of T * n , which equals µ * (θ n ) = θ n . Hence, π A should be equal to 1. However, (5.11) and (5.12) show that also the terms corresponding to the scale of the limiting distributions G 2 and G * are different: πσ/ A and 1, respectively. But, in case π A = 1, these scale terms should be the same as well due to the phenomenon discussed in Section 4. And, indeed this is the case: if π A =1, then σ = π −2 and hence πσ/ A = 1. This is shown in Lemma 5.8 analytically, but could also be derived from (5.11) and (5.12) directly. Let π A = 1. Since N * (α n , β, θ n ) ≤ N(α n , β, θ n ) for all β ∈ (0, 1) and Φ −1 (1 − β) can be positive as well as negative, it follows that the coefficients of Φ −1 (1 − β) in (5.11) and (5.12) should be the same. Together with π A = 1 this gives σ = π −2 . The next section contains similar results for the Anderson-Darling test.
Anderson-Darling test
Consider the situation from Example 3.6. The Anderson-Darling test rejects for large values of Proof. Theorem 5.10 can be proved similarly as the corresponding results for the Cramér-von-Mises test. In particular, to get (5.16) it is useful to apply formulas of Sansone (1959) , p. 175 to see that for {L n (x)} n≥0 one gets (x 2 − x)L n (x) = n(n + 1)L n (x), where L n (x) = x 0 L n (t)dt, and to prove that {L n (x)} n≥1 , are orthogonal with the weight {x(1 − x)} −1 . Expanding a(x) in the {L n (x)} system, using continuity of the inner product and proceeding exactly as in the proof of Lemma 5.8, (5.16) follows. To get (c) one can use results of Section 4 of or of Example 2.1 in . Note that γ should be smaller than 1/2 in (d) and (e), due to (c).
The same remark on the effect that optimal asymptotic shift implies also equality of scale terms as after Corollary 5.9 applies here. If √ 2 A w = 1, σ w should be 1 by this property. And indeed, this is the case.
Concluding remarks and extensions
In Sections 5.1-5.4 the equivalence of vanishing shortcoming and first-order efficiency is illustrated on a lot of examples. Numerous other examples and applications could be added, both in the Pitman case, the intermediate one and for fixed alternatives. The equivalence is partly due to the phenomenon that equality of asymptotic optimal shift implies also equality of scale terms. This is clearly illustrated in the applications in Sections 5.3 and 5.4, where for most directions there is no first order efficiency. In those cases the asymptotic shift and scale of T n and T * n differ. As soon as the asymptotic shifts (first order efficiency) coincide, automatically also the asymptotic scales become the same, which in turn is equivalent to vanishing shortcoming.
The results of the Sections 5.3 and 5.4 can be extended to other statistics being bilinear functionals of the empirical process. For appropriate limit theorems see .
Results like (5.14), (5.15), (5.16) and (5.13), (5.17) are of independent interest. They provide a simple and intuitive way of comparison of quadratic tests with the best possible one or of two quadratic tests with each other. They supply Nikitin's (1995) results, where Bahadur's approach has been exploited. On the other hand, they can be nicely confronted with the two step approach proposed by Hájek and Sidák (1967) and applied in Neuhaus (1976) as well as Wieand's approach exploited by Gregory (1980) . Moreover, the results coincide with those obtained in Section 7.7 of Inglot and Ledwina (1996) , where a slightly different definition of asymptotic intermediate relative efficiency (cf. also Kallenberg (1983b) ) has been applied.
Although the main theme of the paper concerns the relation between vanishing shortcoming and first order efficiency, Theorem 4.1 can also be applied to compare two tests with each other. This gives an easy way to calculate the asymptotic relative efficiency of T n w.r.t.T n , where T n andT n are two test statistics.
Similarly, Theorem 3.3 can be generalized to other statistics than the MP. The proof of Theorem 5.11 is obtained from the proof of Theorem 3.3 by obvious modifications and is therefore omitted. As Theorem 4.1 can be used to get results on the asymptotic relative efficiency of T n w.r.t.T n , Theorem 5.11 in combination with Theorem 4.1 can be applied to obtain results on the "shortcoming of T n w.r.t.T n ": β m (α n , θ n ) −β m (α n , θ n ).
