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Abstract
Uniform asymptotic properties of the classical Jacobi polynomials have been studied via various ap-
proaches other than Darboux’s method. In this note, by using ideas of the uniform treatment of Darboux’s
method, an asymptotic expansion, in terms of the Bessel function of the ﬁrst kind and its derivative, is
obtained for Jacobi polynomials P (,)n (cos ). The expansion is uniformly valid for  ∈ [0,  − ],  being
an arbitrary positive constant.
© 2007 Elsevier Inc. All rights reserved.
MSC: 41A60; 33C45
Keywords: Uniform asymptotic expansion; Uniform treatment of Darboux’s method; Jacobi polynomials
1. Introduction
On the uniform asymptotic behavior of the Jacobi polynomials, the ﬁrst result is probably
Szegö’s Hilb-type formula [5, p. 197], namely,(
sin

2
) (
cos

2
)
P
(,)
n (cos ) = N−(n +  + 1)
n!
(

sin 
)1/2
J(N)
+
{
1/2O(n−3/2) if cn−1 − ε,
+2O(n) if 0cn−1, (1.1)
where  > −1,  real, N = n + 12 ( +  + 1), and c and ε are positive constants.
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Szegö’s formula dates back to 1933. Since then, a variety of approaches has been developed to
investigate the uniform asymptotic properties of these polynomials. For example, in Baratella and
Gatteschi [2], an asymptotic expansion is provided in terms of J(N) and J+1(N), holding
uniformly for  ∈ [0,  − ε], by using the differential equation theory. Based on an alternative
integral approach, Frenzen andWong [4] have obtained an expansion in terms of {J+m(N)}∞m=0,
uniformly in the same -interval as in [2].Also using an integral method,Wong and Zhao [8] have
derived an expansion comparable to that given in [2], uniformly on the orthogonal interval.While
[9] provides uniform expansions in complex domains, on and beyond the orthogonal interval. The
readers are referred also to [8] for a brief historical account of the rigorous uniform asymptotic
approximations of Jacobi polynomials.
To some extent, the system of Jacobi polynomials has become a touchstone of the reliability of
new methods and improvements of classical methods.
Recently, in Wong and Zhao [10], a novel uniform treatment of Darboux’s method has been
developed. Assume that an() are deﬁned as the Maclaurin coefﬁcients so that
F(z, ) =
∞∑
n=0
an()w
n, (1.2)
and that there is a set of branch points on the circle of convergence. The classical Darboux method
applies if the conﬁguration of the branch points is essentially kept unchanged, that is, the branch
points do not approach each other when the parameter  varies. The method breaks down when
two or more singularities coalesce with each other, when the parameter  approaches some critical
values. This raises the problem of uniform approximation of an() in the neighborhood of the
critical values of the uniform parameter .
In [10], several examples are analyzed in detail to illustrate the new treatment. Among them,
F(z, )=
[
(ei−z)(e−i−z)
]−
f (z, ) and F(z, )=
{
q∏
k=1
(zk()−z)−k
}
f (z, )
correspond, respectively, to the two branch point and many branch point cases, where f (z, ), in
each case, is a z-analytic function in a -independent neighborhood of the unit disk, while in the
second case, each zk() is a continuously differentiable function and zk() → 1 as  → 0,  and
k are bounded quantities. The method of Wong and Zhao [10], is to approximate the behavior
of an() by certain special functions, completed by an iterative procedure now widely applied in
uniform asymptotics; compare, e.g., Wong [7, Chapter VII].
One way to deﬁne the Jacobi polynomials P (,)n (x) is by using the generating function
[5, p. 69,1, p. 783],
2+R−1(1 − w + R)−(1 + w + R)− =
∞∑
n=0
P
(,)
n (x)w
n, (1.3)
where R = (1−2xw+w2)1/2, which takes 1 for w = 0, while (1−w+R)− and (1+w+R)−
take the values 2− and 2−, respectively.
It is readily observed that there is a pair of branch points w = e±i of R−1 in (1.3) for  = 0, 
where  = arccos x, while the factors (1 − w + R)− and (1 + w + R)− possess no singularity
other than the branch points w = e±i. For  = 0, the pair w = e±i coalesce with each other at
w = 1, which is now a simple pole of R−1, as well as a branch point of (1−w+R)−. A similar
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situation occurs when  = . These bring up the problem of uniformity, and the classical version
of Darboux’s method fails to work in the current situation. It is thus desirable to see whether the
method in [10] can be applied to these well-studied orthogonal polynomials. Indeed, this is one
of the motivations of the present investigation.
In a very recent paper, Ursell [6] has addressed the problem of ﬁnding an expansion for the
Gegenbauer Polynomials Cn(cos ) of large order. The result he obtained is uniformly valid in a
bounded complex neighborhood of  = 0.
In view of the reﬂection formula [5, p. 59]
P
(,)
n (x) = (−1)nP (,)n (−x), (1.4)
without loss of generality, we may restrict ourselves to the critical value  = 0. In the derivation
that follows, we will apply the essential ideas of the uniform treatment of Darboux’s method [10]
to Jacobi polynomials, starting from the generating function (1.3). The asymptotic expansion we
obtained is in terms of J(N) and J ′(N), and the uniformity parameter  is in the interval
0 −  for arbitrary positive . The result is not new. Indeed, the expansion we obtained
can be found in, e.g., [3, (3.49)] as a special case; see also [2,8]. The main objective of the
paper, however, is to illustrate in a natural way a novel approach based essentially on [10], to
address the problem of uniform asymptotic expansions of integrals. One feature of the method,
as demonstrated in [10] and in the present paper, and also as a natural extension of Darboux’s
original idea, is to extract the approximators (special functions) via analyzing the singularities
of the integrands. This time no canonical transformations are involved. The idea seems to be
applicable to other situations in deriving uniform asymptotic expansions of integrals.
An integral expression of the Bessel function (formula (2.5) below) plays a crucial role in the
present treatment.
2. Derivation of the asymptotic expansion
Applying Cauchy’s integral formula to (1.3), we have
P
(,)
n (x) = 12i
∫
w
2+R−1(1 − w + R)−(1 + w + R)−w−n−1 dw, (2.1)
where w is an arbitrary simple closed curve encircling the origin but not the branch points
w = e±i, here  ∈ [0, ] is introduced by writing x = cos . Recall that when  tends to its
critical values 0 and , the pair of branch points coalesce with each other.
For n > − − , we can deform the integration path w so that it starts from +∞, encircling
w = e±i clockwise, and then goes to +∞ along the upper edge of the real line. The deformed
path is still denoted by w, for the sake of convenience.
Next, we adapt a transformation
w = e−s (2.2)
from Wong and Zhao [10], aiming at separating the coalescing branch points w = e±i, as 
approaches 0. The points w = e±i correspond, respectively, to the points s = ∓i, w is mapped
to a curve −, where the minus sign indicates that the direction of the path has been reversed, and
 is a loop of Hankel’s type, which starts from −∞, encircling both s = ±i counterclockwise,
ends at −∞.
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Eq. (2.2) establishes a conformal mapping w ←→ s from the complex w-plane to the s-strip
|Im s| < /. Applying (2.2) to (2.1) yields
P
(,)
n (x) = 2
+
2i
∫

R−11 (e
(1/2)s − e−(1/2)s + R1)−
×(e(1/2)s + e−(1/2)s + R1)−eNs ds, (2.3)
where R1 = (es + e−s − 2 cos )1/2, and we have introduced instead of n the new large
parameter N = n + ++12 . An advantage of the new variable is that it makes the integrand of(2.3) symmetrical.
We will carry out our formal derivation on the basis of (2.3). To begin, we recall an integral
expression for the Bessel function of the ﬁrst kind (cf. e.g., Wong [7, p. 112])
J(z) = 12i
∫ (0+)
−∞
e(1/2)z(−−1)−−1 d (2.4)
for |arg z| < 2 , the loop contour starts from −∞ on the real axis, passes around the origin in a
counterclockwise direction and returns to −∞. Now put s = 12 (− −1), more precisely, choose
the branch  = s + √s2 + 1 so that  ≈ 2s for large s. It follows that
J(z) = 12i
∫

ezs(s +
√
s2 + 1)− ds√
s2 + 1 , (2.5)
where the integration path  is chosen as in (2.3). Formula (2.5) is initially valid for |arg z| < 2 ,
and the sector of validity can be extended to elsewhere.
Now we consider the small  behavior of each factor in the integrand of (2.3) for ﬁxed s.
Straightforward calculation leads to
R−11 ≈ −1(s2 + 1)−1/2,
(e(1/2)s − e−(1/2)s + R1)− ≈ −(s +
√
s2 + 1)−,
(e(1/2)s + e−(1/2)s + R1)− ≈ 2−.
Substituting all these into (2.3), and paying attention to (2.5), formally we have
P
(,)
n (cos ) ≈
(

2
)−
J(N), (2.6)
which reminds us of the formula of the Mehler–Heine type [5, p. 167],
lim
n→∞ n
−P (,)n
(
cos
z
n
)
=
( z
2
)−
J(z), (2.7)
holding uniformly for |z|R withR ﬁxed. The approximation (2.6) also agrees with the Hilb-type
formula (1.1) given by Szegö [5, p. 197].
Inspired by the previous formal derivation, we write
P
(,)
n (cos ) =
(

2
)− 1
2i
∫

h0(s, )e
Ns(s +
√
s2 + 1)− ds√
s2 + 1 (2.8)
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with
h0(s, ) =
(
R1

√
1 + s2
)−1⎛⎝e(1/2)s − e−(1/2)s + R1

(
s + √s2 + 1
)
⎞
⎠
−
×
(
e(1/2)s + e−(1/2)s + R1
2
)−
. (2.9)
For simplicity, we put
 = 2(s2 + 1).
It will be shown in the next section that h0(s, ) has the following expression.
Lemma 1. For || < , we have
h0(s, ) = A0 + sB0 + 
√
s2 + 1 C0 + 2s
√
s2 + 1 D0, (2.10)
where
A0 =
∞∑
j=0
a0,j (
2)j , B0 =
∞∑
j=0
b0,j (
2)j , C0 =
∞∑
j=0
c0,j (
2)j ,
D0 =
∞∑
j=0
d0,j (
2)j ,
the coefﬁcients a0,j (2), b0,j (2), c0,j (2) and d0,j (2), given in (3.6) below, are analytic func-
tions in 2. All the four expansions are absolutely convergent for |s| < /.
We leave the proof of this lemma to the next section. Now we introduce an iterative procedure
hk(s, ) = ak,0(2) + s bk,0(2) + 
√
s2 + 1 gk(s, ) (2.11)
and
hk+1(s, ) =
[
−
√
s2 + 1 d
ds
+ 
]
gk(s, ) (2.12)
for k = 0, 1, 2, . . . . The following facts are readily justiﬁed.
Lemma 2. Each hk has the expression
hk(s, ) = Ak + sBk + 
√
s2 + 1 Ck + 2s
√
s2 + 1 Dk, (2.13)
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where
Ak =
∞∑
j=0
ak,j (
2)j , ak,j = ck−1,j + (2j + 1)2bk−1,j+1 − 2jbk−1,j ,
Bk =
∞∑
j=0
bk,j (
2)j , bk,j = dk−1,j − (2j + 1)ak−1,j+1,
Ck =
∞∑
j=0
ck,j (
2)j , ck,j = ak−1,j+1 + 2(j + 1)2dk−1,j+1 − (2j + 1)dk−1,j ,
Dk =
∞∑
j=0
dk,j (
2)j , dk,j = bk−1,j+1 − 2(j + 1)ck−1,j+1,
for k = 1, 2, 3, . . ., all four series Ak , Bk , Ck and Dk being absolutely convergent in  =
2(s2 + 1) for |s| < /, with coefﬁcients analytic in 2 for || < .
It is readily obtained from (2.5) that
1
2i
∫

sezs(s +
√
s2 + 1)− ds√
s2 + 1 = J
′
(z) = −J+1(z) +

z
J(z). (2.14)
Appealing to (2.5) and (2.14), we can obtain an expansion associated with the iteration procedure
(2.10)–(2.12). We are now in the position to state the main result of the present note, the proof of
which is also left to the next section.
Theorem 1. For ﬁxed  and ,  > −1,  real, we have the asymptotic expansion
P
(,)
n (cos ) =
(

2
)− {
J(N)
m−1∑
k=0
ak,0(
2)
Nk
+ J ′(N)
m−1∑
k=0
bk,0(
2)
Nk
+ εm
}
, (2.15)
where
εm = N
−m
2i
∫

hm(s, )e
Ns(s +
√
s2 + 1)− ds√
s2 + 1 , (2.16)
and there exists a constant Mm, independent of  and n, such that
|εm|MmN−m
{|J(N)| + |J ′(N)|} (2.17)
for  ∈ [0, −], where  is an arbitrary positive constant. The ﬁrst few coefﬁcients are described
in (3.7) below.
3. Technical details
3.1. The proof of Lemma 1
We proceed to give a rigorous justiﬁcation of Lemma 1. We do so by expanding each factor of
h0(s, ) in (2.9) into an absolutely convergent series. To begin, let
(z) =
{
ez − e−z
2z
}−1/2
.
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It is readily seen that (z) is analytic in |Im z| < , and hence in |z| < , withMaclaurin expansion
(z) =
∞∑
j=0
j z
2j , for |z| < ,
where 0 = 1, 1 = − 112 and 2 = 1160 . Since
(
R1

√
s2+1
)−1 =  (2 (s + i))  ( 2 (s − i)), taking
the obvious symmetry and the absolute convergence into account, by regrouping the series we
have (
R1

√
s2 + 1
)−1
=
∞∑
j=0
	j (
2)j . (3.1)
The regrouped expansion is absolutely convergent so long as |s| < 2/ − 1. Bringing in the
natural boundary |Im s| < / (cf., the paragraph between (2.2) and (2.3)), the coefﬁcients 	j (2)
are resulted from absolutely convergent series in 2, thus are analytic functions for || < . The
ﬁrst few coefﬁcients are 	0(2) = 1 + 1122 + 
4
160 + O(6), 	1(2) = − 124 − 
2
160 + O(4) and
	2(
2) = 75760 + O(2).
Following similar steps, we also obtain
R1 = 
√
s2 + 1
∞∑
j=0
r1,j (
2)j , (3.2)
with r1,0 = 1 − 212 + 
4
1440 + O(6), r1,1 = 124 − 
2
1440 + O(4) and r1,2 = 11920 + O(2). Hence
e(1/2)s + e−(1/2)s + R1 can be expanded in absolutely convergent series as
e(1/2)s + e−(1/2)s + R1 =
∞∑
j=0
r2,j (
2)j + √
∞∑
j=0
r1,j (
2)j ,
with r2,0 = 2− 142+O(4) and r2,1 = 14 +O(2). The sum of the last two absolutely convergent
series can of course be regarded as an analytic function in terms of
√
 = √s2 + 1, convergent
for |s| <  ,  ∈ (0, ). Notice that e(1/2)s±e−(1/2)s+R1 does not vanish for any s if  ∈ (0, ).
Our procedure works in this way: at ﬁrst we expand functions for small ranges of , and then
usually we ﬁnd that the expansions should hold in larger domains. Thus we have
(
e(1/2)s + e−(1/2)s + R1
2
)−
=
∞∑
j=0
2,j (
2)j + 
√
s2 + 1
∞∑
j=0
1,j (
2)j . (3.3)
The ﬁrst few coefﬁcients are
2,0 = 1 +

8
2 + O(4), 2,1 =
2
8
+ O(2) and
1,0 = −

2
(
1 + 3 + 1
24
2
)
+ O(4).
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Now we expand the remaining factor in a detailed way. Firstly, write
e(1/2)s − e−(1/2)s = s(1 + G),
√
es + e−s − 2 cos  = 
√
s2 + 1 (1 + H), (3.4)
where
G =
∞∑
l=1
(s/2)2l
(2l + 1)! =
∞∑
j=0
gj (
2)j ,
and the coefﬁcients gj (2) are analytic functions in 2 for || < , with
g0 = − 
2
24
+ 
4
1920
+ O(6), g1 = 124 −
2
960
+ O(4) and g2 = 11920 + O(
2).
As can be seen from (3.2), H is also of this form. Indeed,
H =
∞∑
j=0
hj (
2)j ,
where h0 = − 212 + 
4
1440 + O(6), h1 = 124 − 
2
1440 + O(4) and h2 = 11920 + O(2).
From (3.4), we have
2(1 − cos ) = (1 + H)22 + 2s2(H − G)(2 + H + G).
Hence,
s2(H − G) = 2(1 − cos )/
2 − (1 + H)2
(2 + H + G) ,
which is also of the form
∑∞
j=0 fj (
2)j . Expanding both sides of the previous equation in
power series of  and identifying the coefﬁcients of like powers of  gives
hj − gj = 2(fj+1 + hj+1 − gj+1) for j = 0, 1, 2, . . . ,
then we can write
G − H = 2
∞∑
j=0
gˆj (
2)j ,
where the gˆj ’s are analytic functions in 2, gˆ0(2) = 124 − 
2
5760 +O(4), and gˆ1(2) = − 12880 +
O(2). Hence, it is readily veriﬁed that
e(1/2)s − e−(1/2)s + R1

(
s + √s2 + 1
)
= 1 +
{
H + s2(H − G) + s
√
s2 + 1 (G − H)
}
= 1 +
{[(
− 
2
24
+ 
4
1920
+ · · ·
)
+
(
− 
2
1152
+ · · ·
)
+ · · ·
]
+ 2s
√
s2 + 1
[(
1
24
− 
2
5760
+ · · ·
)
+
(
− 1
2880
+ · · ·
)
+ · · ·
]}
.
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In turn,⎛
⎝e(1/2)s − e−(1/2)s + R1

(
s + √s2 + 1
)
⎞
⎠
−
=
∞∑
j=0
2,j (
2)j + 2s
√
s2 + 1
∞∑
j=0
1,j (
2)j ,
(3.5)
where 2,0 = 1 + 242 + O(4), 2,1 = 
2
1152 + O(4), and 1,0 = − 24 + O(2).
Substituting (3.1), (3.3) and (3.5) into (2.9) yields (2.10). The coefﬁcients of A0, B0, C0 and
D0 can be expressed as
a0,j =
∑
l1+l2+l3=j
	l12,l22,l3 , j = 0, 1, 2, . . . ,
b0,0 = 0, b0,j =
∑
l1+l2+l3=j−1
	l11,l21,l3 , j = 1, 2, 3, . . . ,
c0,j =
∑
l1+l2+l3=j
	l11,l22,l3 , j = 0, 1, 2, . . . ,
d0,j =
∑
l1+l2+l3=j
	l12,l21,l3 , j = 0, 1, 2, . . . , (3.6)
with
a0,0 = 1 + 2 +  + 324 
2 + O(4), a0,1 = 3
2 − 1
24
+ O(2),
b0,0 = 0, b0,1 = 48 + O(
2), c0,0 = −2 + O(
2), d0,0 = − 24 + O(
2). (3.7)
This completes the proof of Lemma 1.
3.2. The proof of Theorem 1
To prove Theorem 1, we only need to justify the error estimate (2.17). This is quite an easy
task, since from the iteration procedure (2.10)–(2.12) we know that each of the functions Ak , Bk ,
Ck and Dk is deﬁned by an absolutely convergent series for |s| <  , when  ∈ (0, ). Thus we
have hm bounded for |s| < 
0 for some positive constant 
0. For s not in this region, we can, as
described right after (2.2), let s ∈ (−∞,−
0/]. Denote by I the portion of  in |s| < 
0/,
and by O the upper and lower edges of (−∞,−
0/]. We can now rewrite (2.16) as
Nmεm := rIm + rOm , (3.8)
where rIm and rOm denote, respectively, the integral in (2.16) along I and O .
To justify (2.17), we ﬁrst recall that
J(z) =
( z
2
) ∞∑
j=0
(−z2/4)j
j ! ( + j + 1) , (3.9)
where the branch of
(
z
2
) is chosen by assuming it to be real positive for real positive z; see
[1, p. 360]. In particular, we have
J(N) ∼ 1
( + 1)
(
N
2
)
and J ′(N) ∼
1
2()
(
N
2
)−1
(3.10)
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for N bounded. The second approximation in (3.1) is valid for  = 0,−1,−2, . . ., while the
ﬁrst holds for  = −1,−2, . . . . Since in this note we consider only the case  > −1, the ﬁrst
approximation always holds. For unbounded N, we have
J(z) =
√
2
z
{
cos  + O(|z|−1)
}
and J ′(z) =
√
2
z
{
− sin  + O(|z|−1)
}
, (3.11)
where  = z − 12 − 14 and z = N; see [1, p. 364].
Next, we note that along O , s − 
0/, hence the factor eNs in rOm is exponentially small
and satisﬁes eNse−
0N . Also observe that the orders of magnitude of all other factors in the
integrand of (2.16) are at most algebraic and all these factors are independent of N. When N is
bounded, by introducing a change of variable u = s and in view of (3.10), we have from (2.16)∣∣∣rOm ∣∣∣ Me−
0N/2|J(N)|, (3.12)
where M is a constant independent of both N and . When N → ∞, (3.11) implies that
|J(N)| +
∣∣ J ′(N)∣∣ 2−1/2−3/2√/N1/N. (3.13)
Notice that whenN is bounded from below, rOm is still of order e−
0N, and that +N−;
we thus have, in the case when N is not bounded, that∣∣∣rOm ∣∣∣ Me−
0N/2 {|J(N)| + ∣∣ J ′(N)∣∣} , (3.14)
where again M is a constant not depending on N and .
To estimate rIm, we again distinguish two cases; namely, N bounded and N unbounded. In
the ﬁrst case, introducing a rescaling u = Ns, we have
rIm = (N)
1
2i
∫
˜I
eu
(
u +
√
u2 + (N)2
)− du√
u2 + (N)2 ,
where ˜I = (N)I is still compact. Since ±Ni keep ﬁxed distances from ˜I , in view of (3.10)
we have, for N bounded, that∣∣∣rIm∣∣∣ M|J(N)|. (3.15)
When N is not bounded, we have N → ∞. Picking up the contribution of rIm from s = ±i
which are the singularities of the integrand in (2.16), we get a linear combination of (N)−1/2eNi
and (N)−1/2e−Ni . This can be proved by ﬁrst deforming the path of integration into two
segments parallel to the real axis and then using Watson’s lemma. In view of (3.11), we have∣∣rIm+1∣∣ M{|J(N)| + |J ′(N)|}. Furthermore, notice that in this case we have  > 1/N ;
hence, from (2.15) it follows that∣∣∣rIm∣∣∣ M{|J(N)| + |J ′(N)|}. (3.16)
The desired result (2.17) now follows from a combination of (3.12), (3.14)–(3.16) and (3.8), thus
proving Theorem 1.
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