A general parametrically and externally excited mechanical system is considered. The main attention is focused on the dynamical properties of local bifurcations as well as global bifurcations including homoclinic and heteroclinic bifurcations. In particular, degenerate bifurcations of codimension 3 are studied in detail. The original mechanical system is first transformed to averaged equations using the method of multiple scales. With the aid of normal form theory, the explicit expressions of the normal form associated with a double-zero eigenvalue and Z 2 -symmetry for the averaged equations are obtained. Based on the normal form, it has been shown that a parametrically and externally excited mechanical system can exhibit homoclinic and heteroclinic bifurcations, multiple limit cycles, and jumping phenomena in amplitude modulated oscillations. Numerical simulations are also given to verify the good analytical predictions.
Introduction
In this paper, we consider a general model describing parametrically and externally excited mechanical systems, given by the following differential equation
x − ε(µ − αx 2 + γx 4 )ẋ + (ω 2 + 2ε cos 2t) (x − εβx 3 + εδx 5 ) = εF cos Ωt
where ε is a small perturbation parameter, β, δ, α, µ and γ are system parameters. α, µ and γ can take arbitrary real values while β and δ are allowed to take positive values only. Equation (1) may represent the rolling motion of a ship in the regular beam seas or the longitudinal waves [Blocki, 1980; Feat & Jones, 1984; Sanchez & Nayfeh, 1990 Zhang & Chen, 1998 ], or the motion of a single mode of a flexible beam [Abou-Rayan et al., 1993] or a plate [Chia, 1980] under combined axial and transverse excitations. Based on model (1), we will give a detailed analysis on the local bifurcations and degenerate bifurcations of codimension 3. In particular, the attention is focused on a case combining 1/2 subharmonic resonance and primary parametric resonance, which is frequently observed in real physical and engineering systems. In order to obtain a fairly complete bifurcation diagram, analytical formulas must be derived. To achieve this, first we apply the method of multiple scales [Nayfeh & Mook, 1979 ] to transform system (1) to averaged equations. Then based on the averaged equations, the explicit expressions of the normal form associated with a double-zero eigenvalue and Z 2 -symmetry are derived with the aid of normal form theory. The Melnikov and Petrov methods are then used to analyze the homoclinic and heteroclinic bifurcations, and multiple limit cycles. The results obtained in this paper show that a parametrically and externally mechanical system can exhibit rich nonlinear dynamics, including Hopf bifurcation, homoclinic bifurcation, heteroclinic bifurcation and multiple limit cycles. It is also interesting to note that jumping phenomena can occur not only in the asymptotic amplitude modulated oscillations, but also in the transient period of oscillations.
Normal form theory is one of the basic tools for the study of nonlinear dynamical systems. The basic idea of normal forms is to use a series of near identity nonlinear transformations to change the original system to a new system as simple as possible. This simpler system is topologically equivalent to the original system in the vicinity of an equilibrium, and thus the local dynamic analysis of the orginal system can be carried out using the simpler system, which greatly simplifies the analysis. In this paper, the particular normal form associated with the double-zero eigenvalue and Z 2 -symmetry is derived and used to consider degenerate bifurcations of codimension 3. In general, studying a degenerate bifurcation is more complicated. Many results have been obtained for the degenerate bifurcations of codimensions 2 and 3 associated with Z 2 -symmetry singularity (e.g. see [Dumortier et al., 1987; Yu & Huseyin, 1986 , 1988 Sethna & Shaw, 1987; Li & Rousseau, 1989 Zhang, 1993; Joyal, 1994] ). In this paper, we use the normal form to particularly show the existence of multiple limit cycles and jumping phenomena in amplitude modulated oscillations. The main attention is focused on the bifurcation properties related to the contribution of the fifth-order terms in the normal form.
In the next section, the averaged equation is derived from system (1) and a brief bifurcation analysis is given. Homoclinic bifurcation, multiple limit cycles and heteroclinic bifurcation are discussed in Secs. 3-5, respectively. Then numerical simulation results are presented in Sec. 6, and finally, conclusions are drawn in Sec. 7.
Averaged Equation and
Bifurcation Analysis
Averaged equation
In this section, we shall give the local bifurcation analysis for system (1). The analysis is based on the averaged equations of (1), which will be obtained using the method of multiple scales [Nayfeh & Mook, 1979] . To start with, one assumes that a uniform solution of Eq. (1) can be represented in the form
where T 0 = t and T 1 = εt. Note that a general solution (2) given on the form of multiple scales should include unlimited time scales T 0 , T 1 , T 2 , . . . . Here we only take two scales T 0 and T 1 , which are usually called two time scales, because it is enough for the analysis of system (1). Then, the differential operators become
where D n = ∂/∂T n , n = 0, 1. The main attention in this paper is focused on the 1/2 subharmonic resonance-primary parametric resonance, because this resonant case is the most common case which may be exhibited in system (1). Thus, we may assume that ω = 1 + εσ and Ω = 2, where σ is a detuning parameter. Substituting Eqs. (2)-(4) into Eq. (1) and balancing the coefficients of like power of ε in the resulting equation yields the following differential equations:
The solution of Eq. (5) can be written in the complex form:
where A denotes the complex conjugate of A. Substituting Eq. (7) into Eq. (6) gives
where cc represents the corresponding complex conjugate part. Eliminating the terms that may generate secular terms in solution x 1 yields
and then the solution of Eq. (8) can be found as
To obtain the solution in a real form, we may express A in the polar form
where a and φ are real functions of T 1 . Substituting Eq. (11) into Eq. (9), separating the real and imaginary parts and solving da/dT 1 and dφ/dT 1 from the resulting equations yields the following averaged equations:
Now, based on the averaged Eq. (12), we will perform bifurcation analysis. First, to find the bifurcation response equation, letting da/dT 1 = dφ/dT 1 = 0 in Eq. (12) 
which in turn yields five possible solutions: one is a = 0 and the other solutions are given by the roots of the following polynomial It is easy to verify that a = 0 is always a solution of Eq. (12) for any values of parameters. Letting
then if ∆ = 0, at most four different nonzero solutions may exist simultaneously. When ∆ = 0, there can exist at most three different nonzero solutions simultaneously. If
there can exist at most two different nonzero solutions simultaneously. From the above analysis on the solutions of the averaged Eq. (12), we can obtain the imperfect bifurcation set for system (1) in the parameter plane (σ, µ), as shown in Fig. 1 . Since the perfect bifurcation set cannot be obtained from Eq. (14), we call Fig. 1 as an imperfect bifurcation set. In the remaining of the paper, we first briefly analyze the nonzero solutions using a numerical approach. Then we focus on the bifurcations associated with the zero solution, and apply normal form theory to give a detailed analysis, in particular, for codimension 3 bifurcations.
Numerical simulation
It can be seen that it is impossible to obtain all the nonzero solutions analytically from the bifurcation response Eq. (14). Thus, we have used a Figure 2 shows the bifurcation response curves for δ = 1, γ = 0 and γ = 0.5, γ = 0. It is observed from the figure that the amplitudes of the solutions are changed as parameters α, β and µ are varied. The range of the frequency for which three nonzero solutions exist simultaneously decreases when the value of the parameter µ increases. The results given in Fig. 3 show other possible type of bifurcation response curves. Figure 4 , on the other hand, shows that bifurcation response curves separate when µ = 0.08, and the small amplitude of the nonzero solutions vanishes when the value of parameter µ is increased to a critical point. Figure 5 depicts the bifurcation response curves for δ = 0.2, γ = 0. It can be seen that when the values of the parameter α and µ increase, the nonzero solutions will separate from the zero solution. Figure 6 shows that the upper part of the bifurcation response curves is broken when δ = 0.2, γ = 0. It is also noted that with the increase of parameter µ the separation of the nonzero solutions from the zero solution seizes. It is observed from the numerical simulation that the bifurcation response Eq. (14) may have at most three nonzero solutions with same frequency. The numerical results, however, show that system (1) can have eight different types of bifurcation response curves. The bifurcation response curves can have different forms for the parameter values located in different regions.
Stability of the zero solution
For the convenience of determining the stability of the zero solution, we transform the averaged Eq. (12) from the polar form into a Cartesian form. To achieve this, let
where u and v are real functions of T 1 . Substituting Eq. (17) into Eq. (9) and separating the real and imaginary parts produces the following averaged equations in Cartesian form:
System (18) has a zero solution (u, v) = (0, 0). The Jacobian of the system corresponding to the zero solution is given by
where w = (u, v) T . The characteristic equation of the Jacobian is
where ∆ is given by Eq. (15). It follows from Eq. (20) and Fig. 1 that two eigenvalues of the characteristic equation become zero simultaneously at the points C and D, indicating that on the zero solution the points C and D are either codimension 2 or codimension 3 critical points. Thus, degenerate bifurcations of codimension 2 or 3 can occur at the points C and D. In this paper we will concentrate on the study of the degenerate bifurcations of codimension 3. We first find the bifurcation diagram and the topology of phase portrait for degenerate bifurcations of codimension 3 near point C, and then for that near point D. The study will be based on normal form theory.
Homoclinic Bifurcation Near Point C
Now based on the averaged Eq. (18), we consider the degenerate bifurcations of codimension 3. For the convenience of analysis, let σ = −(1/2) + σ and then apply the normal form given in [Zhang, 1993] to obtain
where the dot denotes the derivative with respect to T 1 , and
The universal unfolding of the first type of the system has been shown in the form [Zhang, 1993] .
where ε 1 = σ, ε 2 = 2µ and ε 3 = b 1 = −2α are the three unfolding parameters. Because a 1 < 0, system (23) may exhibit homoclinic bifurcation. It has been shown that the term a 2 u 5 in Eq. (23) can be eliminated by a transformation [Li & Rousseau, 1990] . Thus, in the following we may simply assume that a 2 = 0, that is, 20δ−α 2 −9β 2 = 0 is satisfied. Under this condition, system (23) becomes
The Jacobian matrix of system (24) is given by
It is easy to see from Eq. (24) that when σ < 0 (i.e. ε 1 < 0), the only equilibrium solution is the trivial solution (u, v) = (0, 0). The stability of the zero solution can be determined from Eq. (25): when µ < 0 (µ > 0), the trivial singular point is a sink (source). On the line defined by µ = 0 limit cycles (Hopf bifurcation) may bifurcate from the zero solution, and they are stable for µ > 0. On the line σ = 0, Pitchfork bifurcation occurs and the zero solution bifurcates into three solutions. The order of Hopf bifurcation is determined by the index of the first nonzero Liapunov coefficient. For example, if the first Liapunov coefficient equals zero but the second Liapunov coefficient is nonzero, then the system is of Hopf bifurcation of order 2, which is usually refereed to as a degenerate Hopf bifurcation of codimension 2. It is known that Hopf bifurcation of order 2 is unstable and may split into two limit cycles under a perturbation. Now consider system (23), if ε 3 = 0, namely, α = 0, the system has a Hopf bifurcation which is of order 1. Hopf bifurcation is of order 2 if ε 3 = 0 (α = 0). Inside the region determined by µ < 0 and α > 0, there exist two limit cycles, and one is stable and the other unstable, with the unstable limit cycle inside the stable one.
When σ > 0, system (24) has three singular points given by q 0 = (0, 0) and q ± = (± 2σ/3β, 0). It is easy to find that singular point q 0 is a saddle. The stability of q ± is determined by the characteristic equation
where
It is seen from Eq. (26) that when ∆ 1 < 0 (or ∆ 1 > 0), the two nonzero solutions q ± are sinks (or source). On the curve defined by ∆ 1 = 0, Hopf bifurcations occur from the nonzero solutions q ± . Further, system (24) has Hopf bifurcation of order 2 for ε 3 = 0, (α = 0). According to the results obtained in [Shi, 1981] , we know that system (24) has a limit cycle for ∆ 1 < 0 because the second Liapunov coefficient does not equal zero. When ∆ 1 > 0 and α > 0, system (24) has two limit cycles. It follows from Eq. (27) that the equation for determining the curve of Hopf bifurcation, denoted by notation (H) (similar notations introduced later for other bifurcations), is given by
In order to conveniently study the homoclinic bifurcation, we introduce the following scale transformations
under which system (24) can be transformed into
When ε = 0, Eq. (30) becomes
which is a Hamiltonian system with the Hamiltonian
When h = 0, there exists a pair of homoclinic loops
|T 1 ∈ R} which consist of a hyperbolic saddle q 0 = (0, 0), and two homoclinic orbits Γ 0 + (T 1 ) and Γ 0 − (T 1 ) based on the hyperbolic saddle. The equations for the pair of homoclinic orbits may be found as
Because the perturbation term in system (30) given by ε(ε 2 + ε 3 u 2 + b 2 u 4 )ν, is independent of time T 1 , so Melnikov function may be written as
To keep the homoclinic loops preserved under the perturbation, it requires that M (σ, µ, α) ≡ 0. Therefore, a curve (HL) of homoclinic bifurcation can be obtained from Eq. (34) as
Let M (σ, µ, α) = M, then under the degenerate conditions: 
Periodic Orbits from Degenerate Bifurcations of Codimension 3
In this section, we study multiple limit cycles based on Eq. (30). To do this, we need to consider the number of zeros of subharmonic Melnikov function. Let (u(T 1 ), v(T 1 )) represent the closed periodic orbits inside or outside Γ 0 , where Γ 0 is defined in the previous section. The Hamiltonian function, defined by Eq. (32), is now H(u, v) = h with period T . Therefore, the subharmonic Melnikov function can be obtained as
When the degenerate conditions, M (h) = M (h) = · · · = M (k−1) (h) = 0, are satisfied, the system can have a limit cycle of multiplicity k. The limit cycle of multiplicity k is unstable and easy to bifurcate into k limit cycles under a perturbation [Zhang et al., 1985] . Because M (h) given by Eq. (36) is a complete elliptic integral, we can apply the method developed by Petrov [1984 Petrov [ , 1986 Petrov [ , 1987 to consider the number of zeros of equation M (h) = 0. Thus, we need to calculate the following elliptic integrals:
Since M (h) is a linear combination of the integrals I i , it is a linear combination of I 0 and I 1 . This is because that all I i , i ≥ 2, can be expressed in terms of I 0 and I 1 . In fact, we have the following recursive formula [Zhang & Yu, 2000] (2i + 3)
Furthermore, based on the above result, we can prove that [Zhang & Yu, 2000] : (a) Let P = I 1 /I 0 , then P satisfies a Ricatti equation
(b) I 0 and I i satisfy the Picard-Fuchs equations:
Degenerate Bifurcation Analysis 697 By using Eqs. (37) and (38), one may write the Melnikov function M (h) as
and thus one can define
Therefore, we may consider the zeros of function M (h) instead of function M (h). First we study the characteristic and the bifurcation diagram of function P (h). The bifurcation diagram of function P (h) can be determined from the solutions of the following vector field:
The phase portraits of Eq. (43) can show the qualitative behavior of function P (h). We can conclude from the above analysis that system (31) exhibits homoclinic loops for h = 0. When h ∈ (−σ 2 /6β, 0), there exist two families of closed periodic orbits, each enclosing one of the two centers (± 2σ/3β, 0). When h > 0, there exist periodic orbits enclosing all the three singular points of system (31).
From the results obtained in [Dumortier et al., 1987; Li & Rousseau, 1990; Rousseau & Zoladak, 1991] , we know that the bifurcation diagrams of function P (h) are composed of five trajectories of the vector field (43): Ω 1 , Ω 2 , Ω 3 , Ω 4 and Ω 5 . The detailed description is given below (refer to Fig. 7 ):
(I) When h < σ 2 /6β, the Ω 1 is the unstable separatrix of the saddle (ε 2 1 /4a 1 , −ε 1 /a 1 ). (II) The Ω 2 is the saddle (ε 2 1 /4a, −ε 1 /a 1 ). (III) When h ∈ (−σ 2 /6β, 0), the Ω 3 is the unstable separatrix of the saddle (ε 2 1 /4a 1 , −ε 1 /a 1 ) connecting the saddle (ε 2 1 /4a 1 , −ε 1 /a 1 ) and the node (0, −4ε 1 /5a 1 ). (IV) The Ω 4 is the stable node (0, −4ε 1 /5a 1 ). (V) The Ω 5 is a trajectory converging to Ω 4 as t → +∞ (i.e. as h → 0 + ). More properties of function P (h) can be found:
(1) When h ∈ (−σ 2 /6β, 0), dP/dh < 0, dP/dh× (ε 2 1 /4a 1 ) = −1/2ε 1 and dP/dh(0) = −∞. (2) When h > 0, dP/dh has a unique zero point at h = h; and dP/dh < 0 for h < h while dP/dh > 0 for h > h.
The above results can be used to draw the phase portrait of system (43), as shown in Fig. 7 . In addition, for a comparison we use a numerical method to directly integrate Eq. (43) to obtain the numerical results shown in Fig. 8 . Figure 8(b) shows the local phase portrait corresponding to Fig. 8(a) . In Fig. 8 we only draw the upper half of the phase portrait with the parameter values and the initial conditions chosen as follows: ε 1 = 1, a 1 = −1 and h(0) = 4.9, P (0) = 3.0 for h > 0 and h(0) = −0.24, P (0) = 1.0 for h < 0. A good agreement between the analytical predictions and the numerical results has been observed from the comparison of Fig. 7 with Fig. 8 . Now we can use the results obtained in previous sections to study the bifurcation diagram of the zeros of function M (h). Using Eq. (42) to consider M (h) = 0 yields
Therefore, the zeros of M (h) can be determined by the intersection points of P (h) and the line M (h) = 0. Because M (h) = M(h)/I 0 (h) and I 0 (h) = 0, the number of the zeros for M (h) equals the number of the zeros of M (h). Figure 9 shows the relative positions of M (h) = 0 and P (h), as well as the number of the zeros of M (h). The following is observed from Fig. 9 .
(1) From Fig. 9 (a) we know that the two zeros of M (h) are located on the interval (−σ 2 /6β, 0). This indicates that two small limit cycles exist simultaneously, each of them contains one of the two singular points. Moreover, a large limit cycle must exist, which encloses all the three singular points.
(2) Figure 9 (b) shows that M (h) has three zeros on the interval (0, +∞). This suggests that there can simultaneously exist three large limit cycles enclosing all the three singular points. In this case, there is no small limit cycles. (3) Figures 9(c) and 9(d) indicate that in the case of two large limit cycles, we may have either one small limit cycle or none at all. (4) When the line M (h) = 0 is tangent to P (h) at the point Ω 2 (ε 2 1 /4a 1 , −ε 1 /a 1 ), a degenerate Hopf bifurcation of codimension 2 can occur, as shown in Fig. 9(e) . It is known that the slope of the line M (h) = 0 is −1/(2ε 1 ). With the aid of Eq. (44), we can obtain a point (H 2 ) for the degenerate Hopf Fig. 9 . The relative positions of M (h) = 0 and P(h): (a) Two small limit cycles and one large limit cycle; (b) Three large limit cycles; (c) two large limit cycles; (d) One small limit cycle and two large limit cycles; (e) (H2) for the degenerate Hopf bifurcations of codimension 2; (f) (HL) and (H) for the bifurcation curve of homoclinic loop and the Hopf bifurcation curve; (g) (2Cint) for the bifurcation curve of the two small limit cycles; and (h) Triple limit cycle. bifurcation of codimension 2 as follows
When the line M (h) = 0 is tangent to P (h) at the point Ω 4 (0, −4ε 1 /5a 1 ), there can exist a symmetric homoclinic bifurcation of order 2. Because the slope of M (h) = 0 at the point Ω 4 is ∞, we may use Eq. (44) to obtain a point (HL 2 ) for a degenerate homoclinic bifurcation of codimension 2 ε 3 = 8b 2 7a 1 ε 1 i.e. α = 48γσ 21β + 32βσ .
(5) When the line M (h) = 0 passes through the two points Ω 2 and Ω 4 simultaneously, we find a point at which there simultaneously exist a Hopf bifurcation and a symmetric homoclinic loop bifurcation, as shown in Fig. 9 (f). In this case there is only one large limit cycle enclosing the symmetric homoclinic loop. Because the slope of M (h)0 is −4/5ε 1 , then a line and a curve can be found from Eq. (44) as follows ε 3 = 3b 2 ε 1 7a 1 and ε 2 = − 4b 2 ε 2 1 7a 1 . Fig. 11 . Bifurcation sets and phase portraits near point C in parameter plane (µ, α).
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(6) Figure 9 (g) shows that the line M (h) = 0 is tangent to P (h) and passes through the point Ω 2 . Therefore, there is a point in the bifurcation diagram at which a double large limit cycle exists together with Hopf bifurcation. (7) The bifurcation curve (2C int ) of the two small limit cycles connects the point (H 2 ) and the point (HL 2 ). The curve (2C ext ) of the two large limit cycles joins the point (HL 2 ) and crosses the Hopf bifurcation curve (H).
(8) Figure 9 (h) shows that the line M (h) = 0 passes through the inflection point h 0 , implying that there exists a point associated with a triple limit cycle.
The numerical results are shown in Fig. 10 to indicate the relative positions of M (h) = 0 and P(h) for the case which has three large limit cycles simultaneously. The parameter values and the initial conditions are chosen as follows: ε 1 = 1.0, a 1 = −1.0, ε 2 = 2.16, ε 3 = −0.79541, b 2 = −1.0, h(0) = 4.9, P (0) = 3.0 for h > 0, and h(0) = −0.24, P (0) = 1.0 for h < 0. It is observed from Figs. 9 and 10 that there is a good agreement between the theoretical predictions and the numerical results.
From Eqs. (28) and (35), we know that the Hopf bifurcation curve and the homoclinic bifurcation curve pass through the points (H 2 ) and (HL 2 ), respectively. In the case of degenerate bifurcations of codimension 3, we should draw the bifurcation diagram in the three-dimensional parameter space (σ, µ, α). Due to the complex relation between the parameters, it is difficult to draw the accurate bifurcation surfaces and curves in the bifurcation set of the three-dimensional parameter space. Therefore, we may represent the bifurcation set in the parameter plane (µ, α) by changing a fixed value of σ.
Based on the above analysis, we can qualitatively draw the bifurcation set of the degenerate bifurcations of codimension 3 and the global bifurcations for system (18) in the parameter plane (µ, α), as shown in Fig. 11 . In Fig. 11 we only show the limit cycles (homoclinic loop and homoclinic orbit are not shown). The notations in Fig. 11 are described below: (HL 2 ), the point for degenerate homoclinic bifurcation of codimension 2; (H 2 ), the point for degenerate Hopf bifurcation of codimension 2; (2C ext ), the bifurcation curve for the two large limit cycles; (2C int ), the bifurcation curve for the two small limit cycles; (HL), the bifurcation of homoclinic loop curve; and (H), the Hopf bifurcation curve.
It is observed from Fig. 11 that system (18) may lead to the coexistence of multiple attractors (limit cycle). Because the limit cycles of the averaged Eq. (18) correspond to the amplitude modulated oscillations of the original system (1), it implies that system (1) can exhibit multiple amplitude modulated oscillations. This may cause jumpings between the amplitude modulated oscillations with variation of the initial conditions. Such jumping phenomena of the amplitude modulated oscillations are similar to the jumping of the amplitudes of the periodic solutions with the change of its frequency.
Heteroclinic Bifurcation Near Point D
In this section we study the topological structure of bifurcation set and phase portrait near the point D. With a careful consideration of the averaged Eq. (18), it is easy to find that when µ = σ = 0, where σ = 1/2 + σ, the two eigenvalues of the linearized system evaluated at the zero solution (u, v) = (0, 0) are λ 1 = λ 2 = 0. Further, it is easy to show that one eigenvector of matrix A = 0 0 1 0 corresponding to the eigenvalues λ 1 = λ 2 = 0 is (0, −1) T , while the other generalized eigenvector is (−1, 0) T . Thus, we may introduce a linear transformation, given by
and substitute it into system (18) 
By using the results obtained in [Zhang, 1993] , the normal form of system (46) up to fifth-order can be written as
where a 1 = (3/2)β, b 1 = −2α, a 2 = (1/4)(20δ−α 2 − 9β 2 ) and b 2 = 6γ + 4αβ. The universal unfolding of the first type for system (47) is given by
where ε 1 = −σ, ε 2 = 2µ and ε 3 = b 1 = −2α are the three unfolding parameters. Since a 1 > 0, so system (48) may exhibit heteroclinic bifurcations. Similar to the analysis given in Sec. 3, without loss of generality, we choose a 2 = 0, namely, 20δ − α 2 − 9β 2 = 0 as a case study. Thus, system (48) becomes
When σ < 0, the trivial zero solution of system (49) is the only singular (saddle) point. On the line σ = 0, there is a Pitchfork bifurcation. When σ > 0 there are three singular points found from Eq. (49), given by q ± = (± 2σ/3β, 0) and q 0 = (0, 0). It is easy to find from the Jacobian of system (49) that the singular points q ± are saddle, while the singular point q 0 is a sink (source) when µ < 0(µ > 0). On the line µ = 0, limit cycles bifurcate from the zero solution, which are stable when µ > 0. This Hopf bifurcation is of order 1 when ε 3 = 0, and order 2 when ε 3 = 0. Inside the region defined by µ < 0 and α < 0 two limit cycles exist simultaneously. In order to study the heteroclinic bifurcation, we introduce the scale transformations
under which Eq. (49) can be written as
Setting ε = 0 in system (51) yields
The equations of a pair of heteroclinic orbits are obtained as
Because the perturbation term in Eq. (51), ε(ε 2 + ε 3 y 2 1 + b 2 y 4 1 )y 2 , is independent of time T 1 , so the Melnikov function for the heteroclinic orbits can be found as
To keep the heteroclinic loop preserved under a perturbation, it is necessary and sufficient to require that M (σ, µ, α) ≡ 0. Thus a heteroclinic bifurcation curve (HL) can be obtained from Eq. (55)
Next, we discuss the bifurcations of the subharmonic orbits. To do this, we need to use the subharmonic Melnikov function and may follow the procedure in analyzing the existence of the bifurcations of the homoclinic loops. It is seen from Eq. (53) that the value h = 0 corresponds to the origin of system (52). When h = σ 2 /6β, system (52) exhibits a heteroclinic loop, and when h ∈ (0, σ 2 /6β), there exist closed periodic orbits enclosing the origin of system (52).
A similar equation to (43) can be obtained for this case, and the qualitative diagram of function P (h) can be determined by the phase portrait of Eq. (43). Similar to what obtained in Sec. 4, we have the following results: The diagrams of function P (h) consist of five trajectories Q 1 , Q 2 , Q 3 , Q 4 and Q 5 for the vector field (43) when a 1 > 0 and ε 1 < 0.
(1) When h > σ 2 /6β, Q 1 is a stable trajectory converging to the node (ε 2 1 /4a 1 , −ε 1 /5a 1 ) as t → +∞.
(2) Q 2 is the node (ε 2 1 /4a 1 , −ε 1 /5a 1 ). (3) When h ∈ (0, σ 2 /6β), Q 3 is a stable trajectory converging to the node Q 2 and connects the node Q 2 and the saddle (0, 0). (4) Q 4 is the saddle (0, 0).
(5) Q 5 is the unstable separatrix of the saddle (0, 0).
In the case of heteroclinic bifurcation, due to h ∈ 0, σ 2 /6β we only need to use the diagrams of function P (h) for h ∈ 0, σ 2 /6β . Further, the function P (h) has the following properties: when h ∈ [0, σ 2 /6β), dP/dh > 0, d 2 P/dh 2 > 0, dP/dh(h = 0) = −1/2ε 1 and dP/dh(ε 2 1 /4a 1 ) = −∞. Based on the above results, we can plot the diagram of function P (h), as shown in Fig. 12 . Comparing Fig. 12 with Fig. 7 indicates that the function P (h) for the case of heteroclinic bifurcation is symmetric with that for the case of homoclinic bifurcation about P -axis. In the case of heteroclinic bifurcation we only need the lower half phase portrait of Fig. 12 to study the bifurcation of limit cycles. For the case of homoclinic bifurcation we may only use the upper half phase portrait of Fig. 7 to study the bifurcation of limit cycles.
The zeros of M (h) can be analyzed from bifurcation diagram, shown in Fig. 13 , where the relative positions of functions M (h) and P (h), as well as the number of the zeros of M (h) are depicted. From this figure we may have the following findings. (1) Figure 13 (a) indicates that there is one zero of M (h) located on the interval (0, σ 2 /6β). Thus system (51) has one limit cycle enclosing the singular point (0, 0).
(2) From Fig. 13(b) it is observed that there are two zeros of M (h) on the interval (0, σ 2 /6β), and there can be at most two zeros. Therefore, there simultaneously exist two limit cycles enclosing the singular point (0, 0) of system (51).
(3) When the line M (h) = 0 is tangent to P (h) at the singular point (0, 0), the degenerate Hopf bifurcation of codimension 2 can occur, as shown in Fig. 13(c) . It is seen that the slope of M (h) = 0 is (−1/2ε 1 ), and therefore, the point (H 2 ) corresponding to the degenerate Hopf bifurcation of codimension 2 is solved from Eq. (44) under the condition ε 2 = ε 3 = 0 (i.e. µ = α = 0). When the line M (h) = 0 is tangent to P (h) at the point Q 2 (ε 2 1 /4a 1 , −ε 1 /5a 1 ), the degenerate heteroclinic bifurcation of codimension 2 can occur. Because the slope of M (h) = 0 at the point Q 2 is ∞, the point (HL 2 ) for the degenerate heteroclinic bifurcation of codimension 2 can be determined from Eq. (44) as
Having established the above results, we can now qualitatively draw the bifurcation set of the degenerate bifurcations of codimension 3 and the global bifurcations for system (51) in the parameter plane (µ, α), as shown in Fig. 14 , where the notation (2C) denotes the curve for the bifurcation 
Numerical Simulation of Jumping Phenomena
To verify the analytical results obtained in the previous sections, we use a numerical method in this section to study the degenerate bifurcations of codimension 3 and the jumping phenomena of the amplitude modulated oscillations. As an example, we consider the case of homoclinic bifurcation. It is well known that for a nonlinear oscillator under combined parametric and forcing excitations, the amplitude of periodic oscillations can suddenly vary with the change of frequencies [Nayfeh & Mook, 1979; Bajaj, 1987; Nayfeh & Chin, 1995; Zhang & Ye, 1994] . Such jumping phenomena for system (1) are shown in Figs. 2-6 . The results obtained in the previous sections show that the coexistence of the multiple limit cycles may occur in the averaged Eqs. (18), and the stability of the limit cycles can vary alternately. Because the limit cycles in the averaged equations correspond to the amplitude modulated oscillations in the original system (1), jumping phenomena can occur in amplitude modulated oscillations. The amplitude modulated oscillations can jump from one limit cycle to the other with the change of the initial conditions. Such kind of jumping phenomena in amplitude modulated oscillations are closely related to the sudden change of oscillations in physical and engineering problems or some physical procedure.
From the bifurcation set given in Fig. 11 it can be seen that the parameter plane (µ, α) can be divided into several different regions, corresponding to the existence of three large limit cycles, one small limit cycle and two large limit cycles, two large limit cycles, and two small limit cycles and one large limit cycle, respectively. It has been noted that a jumping in the amplitude modulated oscillations can occur for the same parameter values. For example, in the region where there exist three large (or external) limit cycles, the amplitude modulated oscillations of system (1) can jump from the smallest external limit cycle to the largest external limit cycle if the initial conditions are changed. In the region where there simultaneously exist one small limit cycle and two large limit cycles, the amplitude modulated oscillations of system (1) can jump from the small limit cycle to one large limit cycle under the change of the initial conditions. When multiple limit cycles exist simultaneously, some of them are stable and some are unstable. For example, in the region where one small limit cycle and two large limit cycles exist simultaneously, one possible case is that the small limit cycle is unstable, the first large limit cycle is stable but the second large limit cycle is unstable. Another possible case is that the small limit is stable, the first large limit cycle is unstable but the second large limit cycle is stable. Thus the amplitude modulated oscillations of system (1) can jump from the stable oscillation to the unstable oscillation or to another stable oscillation when the initial conditions are varied. These observations suggest that large or small oscillations as well as stable or unstable oscillations can alternately occur due to jumpings of amplitude modulated oscillations in parametrically and externally excited mechanical system.
It can be seen from Eq. (32) that different limit cycles are located in different energy planes of the averaged system (18). This implies that a motion of the parametrically and externally excited mechanical system (1) can jump from a lower energy plane to a higher energy plane, associated with the jumping phenomena of amplitude modulated oscillations. Thus, energy jumpings can occur in a parametrically and externally excited mechanical system due to jumpings between different oscillations. Figure 15 shows the energy jumping for the averaged system (18).
A numerical method has been used to study the universal unfolding (30) to conform the analytical predictions. The numerical result given in Fig. 16 shows the coexistence of one small limit cycle and two large limit cycles. The system parameters chosen are as follows: ε 1 = 0.2, a 1 = −2.0, ε 2 = 1.2, ε 3 = 12.0, b 2 = 3.5, ε = 0.01 . Fig. 16 . The coexistence of one small limit cycle and two large limit cycles. A good agreement can be observed between the numerical results and the analytical predictions which are depicted in Fig. 11. Figure 17 , on the other hand, shows that two large limit cycles exist simultaneously, where the chosen parameters are: ε 1 = 0.2, a 1 = −2.0, ε 2 = 1.2, ε 3 = 6.0, b 2 = 3.5, ε = 0.01 .
The result also indicates a good agreement with the analytical result (see Fig. 11 ). More numerical results are obtained for other regions, again showing a good agreement with the analytical predictions.
Furthermore, it is observed that the jumping phenomena can occur in the transition of the amplitude modulated oscillations for the nonlinear mechanical system (1). In the transition, the amplitude modulated oscillations of the nonlinear system can suddenly jump from the motion enclosing one singular point to the motion enclosing all the three singular points, and finally converge to the stable amplitude modulated oscillations enclosing all the three singular points. Such a motion procedure may be reversed if appropriate parameter values are chosen. Figure 18 shows the jumping phenomenon of the transition in which amplitude modulated oscillations jump from the motion enclosing one singular point to the motion enclosing all the three singular points. The system parameters are chosen as follows:
ε 1 = 1.0, a 1 = −0.91, ε 2 = 1.7, ε 3 = 1.5, b 2 = 1.8, ε = 0.001, u 0 = 0.49, v 0 = 0.37 . Figure 19 shows the reverse jumping phenomenon of the transition compared to the one in Fig. 18 . The parameter values are: ε 1 = 1.4, a 1 = −1.25, ε 2 = 2.1, ε 3 = 1.8, b 2 = −1.5, ε = 0.01, u 0 = −0.65, v 0 = 0.77 .
Conclusions
In this paper, we have studied the local bifurcations and the degenerate bifurcations of codimension 3 of a parametrically and externally excited nonlinear mechanical system. It has been found that eight different types of bifurcation response curves exist for the local bifurcations. The analysis for the degenerate bifurcations of codimension 3 has been given based on the averaged equations. It has been shown that the multiple limit cycles may exist simultaneously, and the jumping phenomena can occur in amplitude modulated oscillations. It is also found that jumping phenomena may exist in transition period. This implies that if parameters of such a dynamical system are not appropriately chosen, the motion of the systems may be very complicated and difficult to control. Therefore, the jumping in the amplitude modulated oscillations of a nonlinear system is very dangerous in engineering designs. For example, if the jumping happens in the rolling motion of a ship, it may cause the capsizing of the ship. This indeed shows the importance of the study of degenerate bifurcations.
