Automated accessibility evaluation will have an increasingly important role in the near future due to legal requirements to monitor the accessibility of the websites of public bodies in the European Union. However, automated evaluation tools are still limited in the scope of the conformance testing they are able to perform. Future solutions resorting to AI based techniques might help in addressing some of these limitations. In this paper we present an updated version of an algorithm that classifies the quality, from an accessibility perspective, of alternative texts for images in web pages. We evaluated the proposed algorithm on a set of 149 images and their corresponding alternative texts and found improved performance compared to the initial version of the algorithm.
INTRODUCTION
Web accessibility evaluation is an important process for web content developers to ensure the content they create is accessible for most, if not all, of the potential consumers or users of that content. Furthermore, accessibility evaluation is also now relevant for monitoring bodies. For example, in Europe following the publication of the European Directive on the accessibility of websites and mobile applications of public sector bodies [4] , national monitoring agencies will have to ensure that websites of public bodies abide by the national laws that transpose the directive. Given the number of websites that need to be monitored, it can be expected that automated means for monitoring the accessibility of the websites will be needed.
Existing automated accessibility evaluation tools provide several benefits, including reduced costs, quicker availability of results, higher consistency, and others [8] . However, those tools also possess several limitations. One of the most relevant is their inability to assess all the guidelines that define what is an accessible website, according to the directive [9] .
Ways to improve both the coverage as well as the accuracy of evaluations have been studied in the past. Recently, AI based solutions have been gaining some traction [1] . One approach proposed by Duarte et al. [3] consisted in using existing tools that perform image analysis and compute semantic similarity to address the problem of assessing the quality of text alternatives for image-based content. This is a specific example of the difficulties that automated tools face. Most existing solutions are able to detect the presence of the alternative text but cannot judge its quality. Instead, they redirect the assessment to a human expert. In this paper, we present an updated version of the algorithm tackling this problem. In the next section we discuss the attributes that an alternative text should possess. This is followed by the description of the updated algorithm. After we present an evaluation of the algorithm, and in the final section we conclude and discuss the current limitations of our approach.
IMAGE DESCRIPTIONS
Images have always been a paramount factor in the web. The web's popularity really started growing in 1993 due to the inclusion of the IMG tag in the NCSA Mosaic browser, which allowed mixing text and images on the same page, capturing the interest of the tech press [11] . Nowadays, with the growth of social networks and user generated content, image uploads are in the order of billions per day [6] . If users and content providers don't make their images accessible, this represents an enormous amount of information that is inaccessible to a significant part of the population of web users. Julie Grundy's report [5] sheds some light on the types of problems that alternative texts for images can present: 66.36% of the problems found were informative images that did not have a text alternative; 20.33% corresponded to informative images with a text alternative that was inadequate or not useful; 10.35% were decorative images with an alternative text when it was not required; and 2.96% matched images with a text alternative that repeated other available content.
This report highlights that not all images should be treated equally. The W3C groups images according to their purpose [12] . Informative images have the purpose to convey additional information or concepts to the user. The text alternative for these images should convey the same meaning that is displayed visually. Typically, a literal description of the image is not required to convey its meaning. Decorative images do not add new information to a page. These images might repeat content that is available in text adjacent to the image or might be used simply to make the website more appealing from a visual perspective. A null alternative text should be provided for these images so that they can be ignored by assistive technology. Functional images initiate actions instead of providing information. They are commonly used in interactive elements, like buttons. The text alternative should convey the action, not a description of the image.
The instructions above provide a brief guidance on writing text alternatives. Other resources provide more details on what a good text alternative for image content should be [7, 10] . The following list summarizes the key attributes for a text alternative for informative images:
•
The description should be succinct, with some sources placing the maximum size around 125 characters;
The alternative text should convey the most relevant concepts from the image;
The larger the number of relevant image concepts conveyed in the text alternative, the more likely it is to be a good description of the image;
The alternative text must take into account the context of the webpage the image is in; •
The alternative text must not provide redundant information that is already available in the webpage; • Avoid using text alternatives beginning with "images of" or "graphic of".
SEMANTIC ANALYSIS
In [3] we presented an algorithm with the same goal. That algorithm related concepts extracted from an image with the text of its description, identified topic domains which were related to both the image's concepts and the description, and identified named entities in the description that were related to those domains. The algorithm combined all these inputs into a semantic measure of the quality of the image's description. The algorithm was evaluated on a set of 15 images and corresponding descriptions. The algorithm's classification was compared with the classification of 101 survey participants and a moderate correlation was found between both classifications ( = 0.404).
In the updated algorithm presented here, we kept the assessment of direct and domain relations, added relations based on image's metadata when available and included a penalty factor based on the description's size.
The SCREW v2 Algorithm
The algorithm takes as input an image and its description and has as output a classification between 0 and 1 representing the quality of the image's description from an accessibility perspective. The algorithm combines three levels of concept comparison.
The first level compares the image descriptors with the image's description. The image descriptors are the output of an image analysis module. For each image descriptor Idk in the set of image descriptors Id, the algorithm searches the descriptor (and its plural form) in the description. If the descriptor is found, the relations counter CR is incremented. If the descriptor is not found in the description, the algorithm searches the description for a synonym SIdk of the descriptor. If the synonym is found, the relations counter CR is incremented. If the synonym is not found, the algorithm assesses if the semantic relation between the descriptor and the description is above a threshold tSR1. If the semantic relation is above the threshold, the relations counter CR is incremented. The classification output from this level is equal to CR divided by the number of descriptors in the set Id. If the attribute is found, the classification is increased by an increment iDM. If it is not found, the algorithm extracts named entities (e.g. the name of persons or of places) from the description and assesses the semantic relation between the attributes and the named entities. If any semantic relation is found above a threshold tSR4, an increment iNE is added to the classification.
The final step of the algorithm judges the size of the description.
Based on the quality of the descriptions of images in the training set (described in the following section) we created a bandpass filter that penalizes descriptions as a function of their size ( Figure  1 ). The classification resulting from the output of the first level with the addition of all increments from the second and third levels is multiplied by the description size quality factor. If the final output is above 1, the algorithm limits the output to 1.
Figure 1 -Description quality (vertical axis) as function of the number of words in the image's description (horizonal axis)
The following pseudo-code presents the described algorithm. 
Parameter Optimization
To optimize the different parameters and thresholds used in the algorithm, we created a training set. The algorithm described relies on a set of semantic functions. In our implementation of the algorithm we used free applications and services for the required functions. These applications are described in the following.
To identify descriptors of images we used the Clarifai 1 service. Clarifai uses different recognition models to extract information from images. The general model is used by us to extract the general descriptors. The domain models are used to extract the domain descriptors. We used the following Clarifai domain models: Apparel, Celebrities, Food, Travel, and Wedding.
To identify semantic relations between descriptors and descriptions we used the Swoogle 2 service. This service, developed at UMBC, is able to compute the semantic similarity between two sentences. Swoogle can use different corpus for similarity calculation. In our test we identified the webbase corpus as the one with better results for our aims.
To identify named entities in the descriptions we used the spaCy 3 library. spaCy is a natural language processing library, with statistical models supporting eight different languages. It offers more features, but we only used named entity recognition.
To compute the semantic similarity between named entities and image attributes we used the Sematch 4 framework. Sematch's service is similar to what Swoogle offers, but we found its performance was better when named entities were involved in the semantic similarity computation.
Semantic Services

EVALUATION
To evaluate the performance of the proposed algorithm we created a new image set. This test set included 149 images collected from blogs, online magazines, news sites and other sources. None of the images of the training set was included in the test set. The test set is available at https://goo.gl/7CZMko with information of the page where the image was found and the URL of the image's alttext. All the images were classified individually by each of the authors in a scale from 1 to 4, with 1 representing a very bad description, 2 a bad description, 3 a good description and 4 a very good description. As the agreement between classifications was not satisfactory, the authors arranged a meeting where they reached a consensus classification. Individual and consensus classifications can also be found in the link provided.
The correlation between the expert consensus classification and the algorithm classification was 0.698, a strong correlation. We also analyzed the performance with a binary classification (good vs bad). We used the 0.3 threshold for the classifier to separate good and bad classifications. Table 2 presents the number of true positives, true negatives, false positives and false negatives. 
CONCLUSIONS
In this paper we presented the second version of SCREW, an algorithm to automatically assess the quality of text alternatives for images from a web accessibility perspective. The algorithm explores semantic relations between different descriptors of the image content and the available text alternative. The descriptors considered include the ones extracted by image analysis models, possibly limited to specific domains of analysis, and image's metadata that might be captured automatically by the camera (if it is a photo) or entered manually by the image's creator. The algorithm was evaluated on a set of 149 images. The correlation between the algorithm's classification in a 1 to 4 scale and a classification originating from the consensus of three experts was 0.698. When considering just a binary scale, the algorithm's accuracy was 0.83, revealing a positive performance for classifying both good and bad descriptions.
Even though these developments show promise in the use of automatic tools for performing what currently is a manual evaluation process, there are still limitations that need to be addressed: first, the quality of the results depends directly of the quality of the semantic services used. Currently the results are already positive but can still be improved if the semantic services capabilities are also improved. A second limitation, linked to the first one, relates to the domains currently being used. These domains are limited to those provided by the image analysis service used, and do not cover all possible domains. The lack of availability of these services in more languages than English is a further limitation. Another level of limitations stems from the lack of usage of the page's context. Currently, we are analyzing the image and its description without considering the remainder of the page's content. This precludes us from penalizing descriptions that are redundant when considering adjacent content, for example. Furthermore, the algorithm currently only applies to informative images, but does not include mechanisms to check if the purpose of the image is informative or another. Nevertheless, even with all the current limitations, the algorithm can be useful in a semi-automatic web accessibility evaluation scenario, representing an improvement over current solutions that mark all alt-texts as something that needs to be checked by a human. The classification provided by the algorithm can represent a confidence level that can be used by both developers to find the descriptions that are, probably, in higher need of reformulation, and human accessibility evaluators to find a subset of images of a site to manually check their conformance to guidelines.
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