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Der Einsatz binokularer Sehsysteme eröffnet sowohl in der Natur
als auch in der Technik die Möglichkeit zum räumlichen Sehen. 
Das Grundprinzip bildet hierbei eine passive Triangulation, deren 
Ausgangspunkte die korrespondierenden Positionen darstellen, auf 
die ein Raumpunkt in die Stereobilder projiziert wird. Das zentrale 
Problem besteht bei dieser Technik darin, die korrespondierenden 
Bildpunkte eindeutig einander zuzuordnen. Dieses sogenannte 
Korrespondenzproblem ist einerseits aufgrund mehrerer ähnlicher 
Strukturen in der betrachteten Szene oft stark mehrdeutig und besitzt 
andererseits nicht immer eine Lösung, da Bereiche in der Szene 
auftreten können, die nur aus einer der beiden Perspektiven zu 
sehen sind. Weiterhin wird eine eindeutige Zuordnung korrespon-
dierender Bildbereiche durch interokuläre Differenzen wie perspekti
-vische Verzerrungen, Beleuchtungsunterschiede und Rausch-
prozesse zusätzlich erschwert.
In der vorliegenden Arbeit werden die einzelnen Komponenten eines 
Gesamtsystems vorgestellt, die zur stereoskopischen Rekonstruktion 
der räumlichen Struktur einer Szene erforderlich sind. Den Schwer-
punkt der Arbeit bildet ein Selbstorganisationsprozeß, der in Verbin-
dung mit weiteren Verfahrensschritten eine eindeutige Zuordnung 
korrespondierender Bildpunkte erlaubt. Darüber hinaus werden 
hierbei einseitig sichtbare Bildbereiche, die eine wesentliche Fehler-
ursache in der Stereoskopie darstellen, detektiert und vom 
Zuordnungsprozeß ausgeschlossen.
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Geleitwort des Herausgebers
Die Erforschung und Nachbildung kognitiver Leistungen hat in einer Zeit fast unbegrenzt
wachsender Rechnerleistung große Fortschritte gemacht. Dies gilt auch für die automatische
visuelle Erkennung und Vermessung von Objekten. Allerdings zeigt sich, daß derzeit die
Anwendungen vorwiegend auf die Sichtkontrolle und Fertigungsüberwachung konzentriert
sind. Die naheliegende Anwendung im Bereich der Robot-Vision, also der sichtgestützten
Manipulation, hat noch nicht den oft vorhergesagten Durchbruch erreicht. Bei immer gleich-
bleibenden Fertigungsvorgängen wird Robot-Vision oft als überflüssig betrachtet, bei stark
variierenden Manipulationsaufgaben wie etwa der Demontage erscheint die Automatisierung
oft zu aufwendig oder nicht realisierbar.
Ein wichtiges Ziel unserer Arbeitsgruppe war es daher, anhand der Demontage von Altautos
exemplarisch zu zeigen, daß mit einem lernfähigen Objekterkennungssystem eine sichtge-
führte, wissensbasierte Manipulation mit vertretbarem Aufwand machbar ist. Für die Anwend-
barkeit war von hervorragender Bedeutung, daß es gelang, die Vermessung der
Demontageobjekte in sechs Freiheitsgraden mit hinreichender Genauigkeit auf der Basis
stereoskopischer Information durchzuführen. Dies war so wichtig, weil ein über einen Meter
entferntes Kamerapaar - im Gegensatz zu Sensoren an der Roboterhand - den Manipulations-
prozeß nicht stört und keine überflüssigen Roboterbewegungen zur Sensorpositionierung
erfordert. Dies war auch deshalb wichtig, weil einunddieselbe Sensorik Objekterkennung und
Vermessung übernimmt und Sensorfusionsprobleme vermieden werden.
Obwohl nun Stereosysteme seit vielen Jahren ausführlich untersucht wurden, waren sie in der
bekannten Form für die genannte Aufgabenstellung nicht geeignet. So ändern sich in dem von
uns untersuchten Beispiel der Demontage von Autorädern mit jedem Manipulationsvorgang
räumliche Lage, Größe, Form, Bauart und Zustand der Objekte, damit aber auch Konturstruk-
turen und räumliche Verdeckungen. Herkömmliche Stereosysteme zeigen unter diesen Bedin-
gungen nicht die gewünschte Robustheit und führen bei räumlichen Verdeckungen oft zu
unvorhersagbaren Meßfehlern.
Mit seiner Dissertation leistete Herr Trapp einen maßgeblichen Beitrag zur qualitativen und
quantitativen Verbesserung von Stereosystemen im Allgemeinen und für die genannte Anwen-
dung. Er setzt auf einem Verfahren von Haken und Reimann auf, bei dem die geschätzten
Disparitäten unter den Randbedingungen Eindeutigkeit und Kontinuität iterativ optimiert
werden. Es gelingt ihm, die Detektion von Okklusionen in diesen Iterationsprozeß einzubezie-
hen, falsche Distanzzuweisungen an verdeckten Bereichen auszuschließen und die Ausbrei-
tung verdeckungsbedingter Fehler in sichtbare Gebiete hinein zu unterbinden. Zusätzlich
konnte die Möglichkeit zu einer subpixelgenauen Disparitätsschätzung geschaffen werden,
durch die die Genauigkeit des Verfahrens erheblich erhöht wurde. Herr Trapp hat damit nicht
nur neue theoretische Ergebnisse vorgelegt, sondern diese auch in einem sehr robusten System
der Anwendung zugänglich gemacht. Schließlich hat die technische Realisierung eines aus
Standard-Kameras aufgebauten kostengünstigen Stereosystems die praktische Bedeutung der
Arbeit weiter gesteigert.
Paderborn, im Oktober 1998 Georg Hartmann
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11 Einleitung
Die fortschreitende Entwicklung der Computertechnologie und anderer technischer Diszipli-
nen bietet zunehmend die Möglichkeit, komplizierte Aufgaben auf Automaten zu übertragen,
um den Menschen auf diese Weise zu entlasten. Nahezu vollkommen automatisiert sind bei
dem derzeitigen Stand der Technik Prozesse, die im wesentlichen aus periodisch wiederkeh-
renden Handlungsabläufen bestehen. Als Beispiel hierfür seien die Fertigungsstraßen in der
Automobilindustrie genannt. Die immer gleichbleibende Situation in der Serienproduktion
erlaubt es hier, die Montageaufgaben durch vordefinierte Bewegungen der Montageroboter zu
bewältigen. Problematischer sind dahingegen Prozesse, die nicht vorhersehbaren Änderungen
unterliegen. In solchen Situationen müssen diese Änderungen sensorisch erfaßt werden, damit
der Automat entsprechend reagieren kann. Speziell in der Robotik sind die zu erfassenden
Änderungen oft von räumlicher Natur. Dies ist zum Beispiel der Fall, wenn ein Robotersystem
die Aufgabe hat, Objekte zu greifen oder zu manipulieren, deren relative Position in Bezug auf
das Robotersystem nicht a priori bekannt ist. Um eine Interaktion des Roboters mit seiner
Umgebung zu ermöglichen, ist es in diesem Zusammenhang notwendig, die räumliche Struk-
tur der betreffenden Umgebung sensorisch zu erfassen. Eine ähnliche Situation herrscht bei-
spielsweise bei der Navigation autonomer Fahrzeuge oder bei der sogenannten
„Hand-Auge-Koordination“ in der Robotik. Weitere Anwendungsgebiete, in denen die Ver-
messung räumlicher Strukturen ebenfalls von zentraler Bedeutung ist, sind die Photogramme-
trie oder die Oberflächenanalyse.
In Verbindung mit den obengenannten Aufgaben haben sich in der Praxis seit langem soge-
nannte aktive Verfahren bewährt. Als aktiv werden in diesem Zusammenhang Techniken
bezeichnet, bei denen zur räumlichen Vermessung spezielle Strahlungsquellen eingesetzt wer-
den. Die Reflexion der entsendeten Strahlung läßt bei diesen Verfahren Rückschlüsse auf die
Position der bestrahlten Objekte zu. In diese Kategorie fallen sowohl Laufzeitmessungen mit
Ultraschall oder Laserlicht als auch Triangulationsverfahren wie die Lasertriangulation oder
Ansätze mit strukturiertem Licht [EY85, PA82]. Besteht die Aufgabe jedoch darin, selektiv
Objekte in einer variablen Umgebung zu manipulieren, so ergibt sich die Notwendigkeit diese
Objekte zunächst zu identifizieren. Abgesehen von einigen Triangulationsansätzen, bei denen
die Empfangseinheit eine Kamera darstellt, lassen die Sensoreinheiten aktiver Verfahren im
allgemeinen eine eindeutige Identifikation nicht zu. Des weiteren ist der Einsatz geeigneter
Strahlungsquellen, wie z. B. Laserlicht, aus sicherheitstechnischen Gründen in der Praxis oft
kritisch.
Sogenannte passive Verfahren, die allein die diffuse Umgebungsbeleuchtung ausnutzen, sind
seit etwa drei Jahrzehnten Gegenstand intensiver Forschung. Das wachsende Interesse an die-
sen Verfahren ist nicht zuletzt darin begründet, daß auch die Natur im Zuge der Evolution pas-
sive Strategien hervorgebracht hat, die effizient zur Identifikation und Lokalisation eingesetzt
werden. Als Beispiel sei an dieser Stelle das Sehsystem des Menschen genannt. Zahlreiche
psychophysikalische Experimente bewiesen die Existenz mehrerer auf unterschiedlichen phy-
sikalischen Effekten beruhender Mechanismen, die der Mensch und auch andere höhere Lebe-
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wesen zur Erfassung räumlicher Strukturen nutzen. Im Zuge der funktionellen technischen
Nachbildung dieser Prozesse entstanden die sogenannten „Form durch X“-Techniken, bei
denen die räumliche Struktur durch den Hinweis X rekonstruiert wird. Zu den bekanntesten
Techniken dieser Art zählen: Form durch Stereoskopie, Bewegung, Fokussierung, Schattie-
rung, Textur und Kontur. 
Die Eingangsinformationen passiver Verfahren bilden im allgemeinen die Bilder oder Bildfol-
gen eines monokularen oder polyokularen Kamerasystems. Da die Tiefeninformation der
betrachteten Szene durch die Projektion des dreidimensionalen Raumes auf die zweidimensio-
nale Bildebene während der bildgebenden Prozesse einer Kamera verloren geht, ist die Rekon-
struktion dieser Information die zentrale Aufgabe, die es bei diesen Verfahren zu lösen gilt. Die
enormen Datenmengen, die bei diesem Problem verarbeitet werden müssen und die inhärente
Unsicherheit, die mit der Rekonstruktion der Tiefeninformation verbunden ist, sind Gründe
dafür, daß passive Verfahren zum gegenwärtigen Stand der Technik bei der Erfassung räumli-
cher Strukturen in der Praxis eine eher untergeordnete Rolle spielen. 
Während alle anderen der obengenannten passiven Verfahren monokulare Techniken sind, ist
beim Stereosehen ein binokularer oder polyokularer Sehapparat notwendig. Durch die aus
unterschiedlichen Perspektiven aufgenommenen Bilder ist bei dieser Methode die Möglichkeit
zu einer passiven Triangulation gegeben. Abgesehen von der sehr ungenauen Rekonstruktion,
die mit Hilfe der Fokussierung durchgeführt werden kann, erlaubt nur diese passive Technik
eine direkte quantitative Aussage über die räumliche Position der in der betrachteten Szene
vorhandenen Strukturen. Auch in der Natur nimmt die Stereoskopie eine gewisse Sonderstel-
lung ein. Obwohl das Zusammenwirken mehrerer der obengenannten passiven Mechanismen
bei der räumlichen Wahrnehmung des Menschen eine wissenschaftlich gesicherte Tatsache ist,
gelang es Julesz [Jul60] durch psychophysikalische Experimente auf eindrucksvolle Art nach-
zuweisen, daß der Mensch allein aufgrund stereoskopischer Informationen zur räumlichen
Wahrnehmung befähigt ist. 
In der Stereoskopie, die auch ein zentraler Bestandteil der vorliegenden Arbeit ist, wird die zu
vermessende Szene mit Hilfe von Kameras aus zwei oder mehreren verschiedenen Perspekti-
ven aufgenommen. Aufgrund der unterschiedlichen Positionen, auf die ein Raumpunkt in die
Bildebenen projiziert wird, kann die Position des Punktes im Raum rekonstruiert werden. Im
Gegensatz zu aktiven Triangulationsmethoden ist das zur Rekonstruktion notwendige Dreieck
in der Stereoskopie nicht a priori bekannt, sondern es muß vielmehr aus der Bildinformation
ermittelt werden. Zu diesem Zweck muß eine eindeutige Korrespondenz zwischen den Punk-
ten der einzelnen Bilder hergestellt werden. Da die Zuordnung der Bildpunkte zum einen stark
mehrdeutig sein kann und zum anderen nicht immer möglich ist, wird dieses sogenannte Kor-
respondenzproblem als ein nach der Hadamard’schen Definition „schlecht gestelltes“ Problem
bezeichnet [BPT88, PTK85]. Die Lösung des Korrespondenzproblems wird darüber hinaus
durch perspektivische Verzerrungen, Rauschprozesse, Beleuchtungs- und Kontrastunter-
schiede zwischen den Bildern zusätzlich erschwert. Diese für passive Rekonstruktionstechni-
ken charakteristischen Probleme können im allgemeinen nur unter Ausnutzung geeigneten
Vorwissens bewältigt werden.
3Beginnend mit dem Ansatz von Marr und Poggio [MP76] entwickelte sich in den letzten zwei
Jahrzehnten eine nahezu unübersehbare Vielzahl von unterschiedlichen stereoskopischen
Ansätzen. Diese Verfahren können hinsichtlich der verwendeten Kamerageometrie, der Merk-
male, die zur Korrespondenzbestimmung herangezogen werden, und der Methoden zur Auflö-
sung der Mehrdeutigkeiten unterschieden werden. In der Literatur sind Konstruktionen mit den
klassischen zwei bis zu vier Kamerasystemen zu finden, die entweder in einer statischen Kon-
stellation betrieben werden oder aktiv ihre relative Lage verändern können. Weiterhin wird
zwischen gebietsbasierten, merkmalsbasierten und phasenbasierten Stereoverfahren unter-
schieden. Um Korrespondenzen zwischen den Stereobildern zu bestimmen, werden bei
gebietsbasierten Ansätzen lokale Gebiete der Grauwertbilder miteinander korreliert, wohinge-
gen merkmalsbasierte Verfahren zunächst Merkmale aus den Grauwertbildern extrahieren, die
anschließend einander zugeordnet werden. Wird die relative Verschiebung korrespondierender
Bildbereiche, die sogenannte Disparität, mit Hilfe der Phaseninformation in den Antworten
von Quadraturfilterpaaren ermittelt, so wird von phasenbasierten Verfahren gesprochen. Bei
der Ausnutzung von Vorwissen zur Auflösung der Mehrdeutigkeiten kommen im wesentlichen
Relaxationstechniken, Regularisierungsmethoden, stochastische Optimierung und Methoden
der dynamischen Programmierung zum Einsatz.
Eine der bedeutendsten Fehlerursachen in der stereoskopischen Korrespondenzbestimmung
stellen Bereiche in einer betrachteten Szene dar, die nur aus einer Kameraperspektive zu sehen
sind. Zu den Bildbereichen, in die diese Regionen der Szene abgebildet werden, existieren
keine Korrespondenzpartner im anderen Stereobild. Diese Bildbereiche werden als Okklusio-
nen bezeichnet. Werden Okklusionen bei der Korrespondenzbestimmung nicht geeignet
berücksichtigt, so kommt es je nach Ansatz zu mehr oder weniger starken Fehlkorresponden-
zen und damit zu einer fehlerbehafteten Tiefenrekonstruktion. Okklusionen stellen daher ein
schwerwiegendes Problem in der Stereoskopie dar, das erstaunlicherweise nur in sehr wenigen
Ansätzen eine explizite Behandlung erfährt. Die gemeinsame Basis der Verfahren, die Okklu-
sionen berücksichtigen, bildet ein dualer oder bidirektionaler Zuordnungsprozeß [GLY92,
HA89, JM92, LB95, WAH88]. Auf eine berechnungsintensive Weise werden in diesen Ansät-
zen die Bilddaten des linken Stereokanals denen des rechten und zusätzlich in umgekehrter
Richtung zugeordnet. Dies geschieht in zwei identischen, aber weitestgehend unabhängigen
Prozessen.
Gegenstand der vorliegenden Arbeit ist ein Gesamtsystem, das die mechanisch-geometrischen
Voraussetzungen, die Bildverarbeitungstechniken und die Verfahren zur stereoskopischen Kor-
respondenzbestimmung umfaßt, die notwendig sind, um die räumlichen Struktur einer betrach-
teten Szene anhand von Stereobildern zu rekonstruieren. Auf der mechanischen Seite
behandelt die Arbeit den Aufbau und die Kalibrierung eines binokularen Sehsystems, das es
erlaubt, zwei Kameras in vier rotatorischen Freiheitsgraden zu bewegen. Mit Hilfe dieser Frei-
heitsgrade können die Kameras auf nahezu beliebig positionierte Raumpunkte ausgerichtet
werden. Das aktive Sehsystem, das nicht zuletzt wegen seines modularen und kostengünstigen
Aufbaus bereits an der Universität Hamburg mit Erfolg nachgebaut wurde, ermöglicht einen
effizienten Einsatz des stereoskopischen Verfahrens. Weiterhin behandelt die vorliegende
Arbeit die Vorverarbeitung der Bilddaten in Form einer Filterbank, die einerseits die Grund-
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lage zur Merkmalsextraktion im Rahmen eines Mustererkennungssystems bildet und anderer-
seits die Eingangsinformation für die Korrespondenzbestimmung liefert. Den zentralen
Bestandteil der Arbeit bildet das Verfahren zur Korrespondenzbestimmung, das im wesentli-
chen aus zwei Verarbeitungsschritten besteht. Zunächst erfolgt die Berechnung eines komplex-
wertigen Ähnlichkeitsmaßes, das die Übereinstimmung des linken und rechten gefilterten
Bildsignals widerspiegelt. Dieses Ähnlichkeitsmaß dient anschließend zur Initialisierung eines
auf der Arbeit von Reimann und Haken [RH94] basierenden Selbstorganisationsprozesses, der
unter Ausnutzung geeigneten Vorwissens die Korrespondenzen zwischen den Stereobildern
errechnet. Eine besondere Eigenschaft dieses Verfahren stellt die implizite Detektion von
Okklusionen dar. Spezielle Kopplungsstrukturen innerhalb des Selbstorganisationprozesses
verhindern hierbei Korrespondenzen mit okkludierten Bildbereichen, ohne daß ein aufwendi-
ger bidirektionaler Zuordnungsprozeß notwendig ist. 
Nachdem die mit der Stereoskopie verbundenen Probleme kurz dargestellt worden sind, erfolgt
in Kapitel zwei eine Beschreibung der Einschränkungen, die als a priori Wissen zur Lösung
des Korrespondenzproblems im allgemeinen herangezogen werden und denen daher in der
Stereoskopie eine zentrale Bedeutung zukommt. Die unterschiedlichen Verfahren zur stereo-
skopischen Korrespondenzbestimmung und deren Taxonomie sind ebenfalls Gegenstand die-
ses Kapitels. Besonderen Stellenwert haben hierbei phasenbasierte Verfahren, da das in dieser
Arbeit behandelte Verfahren teilweise eine gewisse Verwandschaft zu diesen Techniken auf-
weist. Ein Relaxationsverfahren, das die Grundlage des in dieser Arbeit behandelten Selbstor-
ganisationsprozesses liefert, ist der im dritten Kapitel ausführlich beschriebene Ansatz von
Reimann und Haken. Das auf der Haken’schen Mustererkennungsgleichung [Hak79, Hak87,
Hak91] beruhende Verfahren ermöglicht eine effiziente, leicht parallelisierbare Lösung des
Korrespondenzproblems. Das im Rahmen dieser Arbeit entwickelte aktive Sehsystem, seine
Kalibrierung und die einzelnen Verfahrensschritte der Korrespondenzbestimmung sind Gegen-
stand des vierten Kapitels. Im Vordergrund steht hierbei eine Erweiterung des Relaxationsan-
satzes von Reimann und Haken um eine effiziente Strategie zur Detektion der in der Szene
vorhandenen Okklusionen. Die Leistungsfähigkeit des Verfahrens wird im fünften Kapitel
sowohl an synthetischen als auch an realen Stereogrammen demonstriert. Weiterhin wird in
diesem Kapitel die Genauigkeit des Gesamtsystems bei der räumlichen Rekonstruktion disku-
tiert. Eine konkrete Anwendung in Form eines Demontageprozesses, bei dem die Bewegungen
eines Roboterarmes koordiniert werden müssen, wird in Kapitel sechs gegeben, ehe im siebten
Kapitel die wesentlichen Aspekte der Arbeit zusammengefaßt werden.
52 Grundlegende Aspekte und Strategien in der Stereo-
skopie
Die verschiedenen Faktoren, die in der Stereoskopie zum Tragen kommen, angefangen bei der
Kamerageometrie über die Bildverarbeitungstechniken bis hin zu modellbasierten Optimie-
rungsverfahren, bieten Raum für die unterschiedlichsten Lösungsansätze. Diese Tatsache, aber
auch die rasante Entwicklung in der Video- und der Computertechnologie, sind Gründe für die
Vielfalt der bislang entwickelten Verfahren. Da selbst eine detaillierte Beschreibung der
wesentlichen Verfahren den Rahmen der Arbeit sprengen würde, wird in diesem Kapitel nur
eine Übersicht und eine Bewertung hinsichtlich der prinzipiellen Eigenschaften einzelner Ver-
fahrensklassen gegeben, nachdem kurz das Prinzip der passiven Triangulation und die für diese
Technik charakteristische Problematik erörtert wurden. Für eine ausführliche, wenn auch nicht
mehr ganz aktuelle Übersicht über stereoskopische Verfahren sei der Leser an [DA89] verwie-
sen. 
2.1 Das Prinzip der passiven Triangulation
Zur stereoskopischen Positionsbestimmung werden im allgemeinen Kamerasysteme einge-
setzt, welche die elektromagnetische Strahlungsintensität im Bereich des sichtbaren Spektrums
erfassen. Durch die physikalischen Prozesse der Strahlenreflexion wird eine dreidimensionale
Szene, die sich aus mehreren komplexen Objekten zusammensetzen kann, mit Hilfe eines sol-
chen Kamerasystems in eine zweidimensionale Strahlungsintensitätsverteilung umgesetzt. Zur
digitalen Weiterverarbeitung wird diese Verteilung durch einen Sensor in elektrische Signale
umgewandelt und sowohl im Ort als auch in der Amplitude quantisiert. Die sich auf diese
Weise ergebende werte- und ortsdiskrete Intensitätsverteilung wird im allgemeinen als Grau-
wertbild bezeichnet. 
Die bildgebenden Prozesse in einer Kamera bewirken, daß die Tiefeninformation der betrach-
teten Szene verlorengeht. Die Rekonstruktion dieser Information ist die zentrale Aufgabe in
der Stereoskopie und erfolgt durch eine sogenannte passive Triangulation. Anstelle des bei
aktiven Verfahren eingesetzten Senders tritt in der Stereoskopie eine zweite Kamera. Mit Hilfe
der beiden räumlich versetzt angeordneten Kameras wird die zu analysierende Szene aus
unterschiedlichen Perspektiven aufgenommen. Die Entfernung zwischen einem Raumpunkt
und dem Kamerasystem kann so aus der Differenz der korrespondierenden Positionen, auf die
der Raumpunkt in die Bildebenen projiziert wird, rekonstruiert werden. Die Differenz korre-
spondierender Positionen im linken und rechten Stereobild wird als Disparität oder auch Paral-
laxe bezeichnet. In Bild 2-1 wird das Prinzip der passiven Triangulation am Beispiel einer
Stereogeometrie, bei der die optischen Achsen der beiden Kamerasysteme parallel ausgerichtet
sind, verdeutlicht. Der Abbildungsprozeß wird hier durch die Zentralprojektion des klassi-
schen Lochkameramodells beschrieben [DH73, GW93, Jäh93]. Zur Veranschaulichung wird
die Triangulation im folgenden am zweidimensionalen Beispiel erläutert. 
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Bild 2-1: Stereogeometrie mit parallelen optischen Achsen am Beispiel des
Lochkameramodells
Die Koordinaten (xw, zw) des Punktes pw beziehen sich hierbei auf ein Weltkoordinatensystem,
dessen Ursprung sich in der Mitte der beiden Projektionszentren befindet. Der Abstand der bei-
den Projektionszentren wird als Stereobasis bs bezeichnet. Die Bildebenen sind in einem
Abstand f, der sogenannten effektiven Brennweite, von den Projektionszentren parallel zur Ste-
reobasis angeordnet. Vereinfachend soll hier angenommen werden, daß die effektiven Brenn-
weiten der beiden Kameras identisch sind. Die in diesem Fall eindimensionalen
Bildkoordinaten x, auf die der betrachtete Raumpunkt pw im linken und rechten Bild projiziert
wird, ergeben sich nach der Abbildungsgleichung der Zentralprojektion zu:
; (2-1)
Durch einfache Umformungen können die Weltkoordinaten des Punktes pw aus diesen Bezie-
hungen rekonstruiert werden:
; mit  , (2-2)
wobei dx die Disparität der Bildkoordinaten ist, auf die der Punkt pw projiziert wird.
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Obwohl das Prinzip der passiven Triangulation bei Kenntnis der korrespondierenden Bild-
punkte von einfacher Natur ist, stellt die praktische Umsetzung dieser Technik ein nicht uner-
hebliches Problem dar. Ein Grund hierfür ist, daß die Kamerageometrie in den seltensten
Fällen vollständig bekannt ist. Um die Kameras in eine definierte Position und Orientierung
bringen zu können, müssen daher zunächst die intrinsischen Kameraparameter, welche die
Abbildungsvorgänge beschreiben, und die extrinsischen Kameraparameter, welche die Posi-
tion des Projektionszentrums und die Orientierung der optischen Achse definieren, ermittelt
werden. Dies geschieht im allgemeinen durch eine Kalibrierung. Bei dieser Technik werden
spezielle Meßpunkte, deren Positionen im Raum und deren zugehörige Bildpositionen, auf die
sie projiziert werden, genau bekannt sind, analysiert, um die gesuchten Parameter zu bestim-
men. Die Parameter müssen hierbei aus einem nichtlinearen Gleichungssystem, das durch die
sogenannten Kollinearitätsgleichungen aufgestellt wird, ermittelt werden [AK89, Kra84]. Bei
einfachen Kameramodellen kann dieses Gleichungssystem zwar geschlossen gelöst werden
(siehe z.B. [FT86, Len87, Tsa87], jedoch ist insbesondere bei komplexeren Modellen eine
genaue Ermittlung der Parameter nur durch eine aufwendige nichtlineare Optimierung möglich
[Gen79, Li94, WCH92]. Aufgrund des nichtlinearen Modells müssen darüber hinaus diese
Optimierungsalgorithmen geeignet initialisiert werden, da sonst die Gefahr besteht, daß die
Verfahren zu lokalen Minima im jeweils verwendeten Kostenfunktional konvergieren. Liegen
keine Herstellerangaben bezüglich der Kameraparameter vor, so können gewisse Initialisie-
rungswerte mit Hilfe von Zoomingverfahren oder Fluchtpunktberechnungen ermittelt werden
[CT90, Ech90, LT87, Li94].
2.2 Das Korrespondenzproblem
Zur Rekonstruktion der Tiefeninformation ist es in der Stereoskopie erforderlich, das zur Tri-
angulation notwendige Dreieck aus der Bildinformation zu ermitteln. Zu diesem Zweck müs-
sen die Bildpunkte oder Bildregionen der beiden Stereokanäle in eindeutiger Weise einander
zugeordnet werden. Die unvollständige Information in den beiden Bildern über den abgebilde-
ten Raum führt dazu, daß die Zuordnung korrespondierender Bildpunkte im allgemeinen ein
im Hadamard‘schen Sinn „schlecht gestelltes“ Problem ist [BPT88]. Dies bedeutet, daß die
Lösung des Problems entweder nicht eindeutig ist, überhaupt nicht existiert oder nicht kontinu-
ierlich von den Meßdaten abhängt. Da in beiden Bildern durchaus mehrere ähnliche oder sogar
periodische Strukturen auftreten können, ist die Lösung dieses sogenannten Korrespondenz-
problems im allgemeinen stark mehrdeutig. 
Eine oft angewandte Strategie, um die Mehrdeutigkeit des Korrespondenzproblems zu reduzie-
ren, besteht in dem Vergleich von komplexeren Bildstrukturen anstelle der einzelnen Bild-
punkte. Zwar kann dieses Vorgehen, das in Kapitel 2.5.2 noch näher erläutert wird, das
Korrespondenzproblem je nach Komplexität der verwendeten Bildstrukturen mehr oder weni-
ger vereinfachen, aber eine eindeutige Zuordnung kann auch durch diese Strategie nicht immer
gewährleistet werden (vgl. Bild 2-2).
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Bild 2-2: Mehrdeutigkeit bei der Zuordnung von korrespondierenden Bildpunk-
ten. Vier identische Objekte (ausgefüllte Kreise) werden in die beiden
Bildebenen projiziert. Jeder der vier Projektionen des einen Kamera-
bildes kann jede der Projektionen im anderen Kamerabild zugeordnet
werden. Die entsprechenden Positionsrekonstruktionen ergeben vier
korrekte (ausgefüllte Kreise) und zwölf falsche (leere Kreise) Lösun-
gen (in Anlehnung an [Jul71]).
Ein weiteres spezifisches Problem stellen Bereiche in der zu analysierenden Szene dar, die nur
aus einer der beiden Perspektiven gesehen werden können. Diese sogenannten Okklusionen
führen bei den meisten existierenden Stereoverfahren zu erheblichen Fehlern in der Korrespon-
denzbestimmung und damit in der Objektlokalisierung, da in diesen Bereichen das Korrespon-
denzproblem keine Lösung besitzt. Die Zuordnung korrespondierender Bildpunkte wird
darüber hinaus durch interokuläre Differenzen wie perspektivische Verzerrungen, Beleuch-
tungs- und Kontrastunterschiede zwischen den Bildern und Rauschprozesse zusätzlich
erschwert. 
Um dennoch eine eindeutige Lösung zu erhalten, wird in der Stereoskopie wie auch bei ande-
ren schlecht gestellten Problemen im allgemeinen Vorwissen über die physikalische Natur des
Problems zur Einschränkung des Lösungsraumes genutzt [BPT88, MMP87, PTK85] (siehe
Kapitel 2.4). 
2.3 Das Blendenproblem
Bei einer Stereogeometrie mit parallelen optischen Achsen, wie sie in Bild 2-1 zu sehen ist, ist
die Verschiebung korrespondierender Bildpunkte in einem Stereobildpaar immer parallel zur
Stereobasis gerichtet. Bei einer genauen Kenntnis der Kamerageometrie kann aufgrund dieser
Tatsache die Richtung der Disparität im Vorfeld ermittelt und somit die Suche nach korrespon-
dierenden Bildpunkten erheblich erleichtert werden. Problematisch sind jedoch Bildregionen,
Linke Kamera Rechte Kamera
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in denen keine Strukturen oder Intensitätsänderungen in Richtung der Stereobasis auftreten. In
diesem Fall kann eine Verschiebung korrespondierender Bildpunkte nicht festgestellt werden
(vgl. Bild 2-3). Da die Detektion der Verschiebung in der Stereoskopie meist durch einen loka-
len Operator erfolgt, wobei der übrige Teil der Szene ausgeblendet wird, wird dieses Problem
auch als ein Spezialfall des sogenannten Blendenproblems betrachtet, dem in der Bewegungs-
analyse eine besondere Bedeutung zukommt (siehe z.B. [Jäh93]).
Bild 2-3: Schematische Darstellung des Blendenproblems in der Stereoskopie:
a) Keine eindeutige Aussage bei einer parallel zur Stereobasis gerich-
teten Grauwertkante. b) Eindeutige Verschiebung in den Stereobildern
bei einer Grauwertkante, die orthogonal zur Stereobasis gerichtet ist
Eine Lösung dieses Problems kann durch den Einsatz eines oder mehrerer zusätzlicher Kame-
rasysteme erzielt werden. Sind die Basisstrecken eines solchen Systems nicht parallel zueinan-
der angeordnet, so können alle Grauwertänderungen zur Tiefenrekonstruktion herangezogen
werden [AL87, HAL90, II86, PH86, SP96]. 
2.4 Einschränkungen in der Stereoskopie
Bedingt durch seine spezielle Natur kann das Korrespondenzproblem, ebenso wie viele andere
schlecht gestellte Probleme, nur unter Ausnutzung geeigneten Vorwissens eindeutig gelöst
werden. Mit Hilfe dieses Vorwissens wird der Lösungsraum entsprechend eingeschränkt und
das Problem in ein gut gestelltes Problem umgewandelt. In den folgenden Unterkapiteln wer-
den einige dieser Einschränkungen, die eine besondere Relevanz für die vorliegende Arbeit
zeigen, näher erläutert.
bs bs
dxdx=?
Rechter Bildausschnitt
Linker Bildausschnitt
a) b)
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2.4.1 Die Epipolareinschränkung
Die Epipolareinschränkung ist eine Einschränkung des Suchraumes, in dem der Korrespon-
denzpartner eines bestimmten Bildpunktes im jeweils anderen Bild zu finden ist. Ist die Geo-
metrie der Kamerasysteme hinreichend genau bekannt, so muß der Korrespondenzpartner
nicht in der gesamten Bildebene des anderen Bildes gesucht werden, sondern nur entlang einer
sogenannten Epipolarlinie. Im Gegensatz zu einer Stereogeometrie mit parallelen optischen
Achsen verläuft diese Linie im allgemeinen Fall nicht parallel zur Stereobasis. Die Epipolarli-
nie ist vielmehr die Schnittlinie der sogenannten Epipolarebene, die durch die zwei optischen
Zentren der Kameras und den betrachteten Raumpunkt definiert wird, mit der betreffenden
Bildebene. 
Bild 2-4: Graphische Konstruktion von Epipolarlinien bei nichtparallelen opti-
schen Achsen. Die zum linken Bildpunkt pl korrespondierende Epipo-
larlinie im rechten Bild wird durch die Projektion p’l des betreffenden
Bildpunktes in die rechte Bildebene und den Epipol e definiert. Zur
Veranschaulichung sind die Bildebenen in diesem Beispiel vor den
Projektionszentren angeordnet.
Sind die optischen Achsen der beiden Kameras exakt parallel zueinander und die Bildzeilen
parallel zur Stereobasis ausgerichtet, ein Zustand, der in der Praxis schwer realisierbar ist aber
dennoch bei vielen theoretischen Ansätzen vorausgesetzt wird (siehe z.B. [HSY96, KA87,
LB95]), so sind die Epipolarlinien in den beiden Bildebenen kollinear und identisch mit den
Bildzeilen. 
Bei Kamerasystemen, bei denen die optischen Achsen zur Vergrößerung des Überlappungsbe-
reiches der beiden Stereobilder aktiv ausgerichtet werden können, stellt dieser Zustand jedoch
nur einen Ausnahmefall dar. Die nichtparallelen optischen Achsen führen bei diesen Architek-
turen zu vertikalen Disparitätskomponenten, die ungleich Null sind und von der Position in der
pw
fr 
fl 
Epipolarebene
pr
Basisstrecke
Linke Bildebene Rechte Bildebene
pl
Epipolarlinie
e
p'l
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Bildebene abhängen. Im Zuge der Korrespondenzbestimmung muß in diesem Fall somit ent-
weder eine berechnungsintensive zweidimensionale Suche nach korrespondierenden Bild-
punkten durchgeführt werden, oder die Epipolarlinien müssen für jeden Bildpunkt neu
geschätzt werden, um so das Problem wieder auf eine eindimensionale Suche zu reduzieren
[BB85, Ols92, YZ88]. 
Eine aufwandsgünstigere Möglichkeit, die Suche nach Korrespondenzpartnern zu vereinfa-
chen, besteht darin, die Bildinformation der beiden Bilder in eine gemeinsame Ebene, die
sogenannte Rektifikationsebene, zu projizieren. Durch diese Transformation kann eine nicht-
parallele Stereokonfiguration in eine parallele Anordnung überführt werden [AH88, GG93,
PD96].
2.4.2 Die Eindeutigkeitseinschränkung
Eine der beiden Einschränkungen, die zuerst von Marr und Poggio [MP76] postuliert wurden,
ist die Eindeutigkeitseinschränkung. Sie basiert auf der physikalischen Eigenschaft, daß ein
bestimmter Punkt auf einer Oberfläche, die ein Objekt begrenzt, eine eindeutige Position in
Raum und Zeit aufweist. Diese physikalische Einschränkung formulierten Marr und Poggio
für die Korrespondenzbestimmung in Stereobilddaten in Form der folgenden Regel:
Jedem Merkmal in den beiden Bildern kann maximal eine Disparität zugeordnet
werden. 
In der Praxis kann diese Regel nicht uneingeschränkt auf die Grauwerte der Stereobilder ange-
wendet werden. Konflikte können insbesondere dann auftreten, wenn in der Szene transparente
Oberflächen vorhanden sind. Um dieses Problem zu umgehen, werden in vielen Verfahren
zunächst eindeutig lokalisierbare Merkmale aus den Stereobildpaaren extrahiert, auf die dann,
wie auch schon von Marr und Poggio vorgeschlagen [MP79], die Eindeutigkeitseinschränkung
angewendet wird. Ein Kantenmerkmal kann beispielsweise nicht auf einer transparenten Ober-
fläche liegen.
2.4.3 Die Kontinuitätseinschränkung
Die Kontinuitätseinschränkung ist die zweite von Marr und Poggio postulierte Einschränkung
[MP76]. Sie beruht auf der Tatsache, daß Materie kohärent ist. Sie kann in einzelne Objekte,
die durch ihre Oberflächen begrenzt sind, unterteilt werden. Weiterhin sind diese Objektober-
flächen im allgemeinen glatt im Vergleich zu ihrer Entfernung zum Beobachter. Die Regel, die
Marr und Poggio aus diesen physikalischen Eigenschaften ableiteten, lautet: 
Der Disparitätsverlauf ist fast überall stetig. Nur in einem kleinen Bruchteil der
Bildfläche treten Objektbegrenzungen und damit Diskontinuitäten in der Tiefe auf,
die in Unstetigkeitsstellen im Disparitätsverlauf resultieren.
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2.4.4 Die Ordnungseinschränkung
Der sogenannten Ordnungs- oder Monotonieeinschränkung liegt die Annahme zugrunde, daß
die Abfolge, in der Objekte in die Bildebenen abgebildet werden, im linken und rechten Bild
identisch ist [BB81, Fau93, OK85]. Wie die nachfolgende Abbildung zeigt, hat diese Ein-
schränkung jedoch nur begrenzte Gültigkeit. 
Bild 2-5: Verbotene Zonen bei der Ordnungseinschränkung (Erläuterung siehe
Text)
Liegt der Punkt qw, wie in Bild 2-5 im linken Beispiel zu sehen ist, bei einem bereits zugeord-
neten Korrespondenzpaar (pl,
 
pr) außerhalb der grau unterlegten Bereiche, so ist die Reihen-
folge der Projektionen von links nach rechts in beiden Bildern identisch und die
Ordnungseinschränkung ist erfüllt. Eine Verletzung der Ordnungseinschränkung liegt im rech-
ten Beispiel in Bild 2-5 vor. Der Punkt qw befindet sich hier innerhalb eines grau unterlegten
Bereiches und die Reihenfolge der Projektionen im linken und im rechten Bild ist umgekehrt.
Die Korrespondenzpaare (pl,
 
pr) und (ql,
 
qr) schließen sich in diesem Fall gegenseitig aus. Die
grau unterlegten Bereiche werden daher auch als „verbotene Zonen“ bezeichnet. 
Obwohl es durchaus reale Szenen gibt, in denen die Ordnungseinschränkung verletzt wird, exi-
stieren zwei Argumente, die für diese Einschränkung sprechen [Fau93]:
1. Der Abstand der betrachteten Punkte zu den Kameras ist im allgemeinen groß
im Vergleich zur Basisstrecke bs, wodurch die verbotenen Zonen sehr klein wer-
den.
2. Die Ordnungseinschränkung kann genutzt werden, um Okklusionen zu detektie-
ren, da Punkte, die nur aus einer Kameraperspektive zu sehen sind, generell in
den verbotenen Zonen korrekter Korrespondenzpaare liegen.
pw
bs
prpl
qw
qr
ql
pw
bs
prpl
qw
qrql
Verbotene Zonen
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2.4.5 Die Disparitätsgradientengrenze
Die Einschränkung des sogenannten Disparitätsgradienten wurde aus psychophysischen
Untersuchungen von Burt und Julesz [BJ80] abgeleitet. Im Rahmen dieser Untersuchungen
konnte festgestellt werden, daß das menschliche Sehsystem nur dann zu einer binokularen
Fusion fähig ist, wenn der Disparitätsgradient den Wert 1,0 nicht überschreitet. Zur approxima-
tiven Berechnung des Disparitätsgradienten wird im allgemeinen eine virtuelle Kamera einge-
führt, die in der Mitte der beiden Kameras angeordnet ist. Diese Kamera wird auch als
zyklopische Kamera bezeichnet [Jul71]. 
Seien pw und qw zwei Raumpunkte und  bzw.  die zugehö-
rigen Bildpunkte im linken bzw. rechten Stereokanal eines binokularen Kamerasystems mit
parallelen optischen Achsen, so ergeben sich die korrespondierenden zyklopischen Bildkoordi-
naten zu:
 bzw. (2-3)
Sind weiterhin
und (2-4)
jeweils die horizontalen Disparitäten der Bildpunkte, so kann der Disparitätsgradient durch die
dimensionslose Größe
(2-5)
approximiert werden. Wird nun für alle Bildpunktkombinationen (i, j) mit  eines Bildes
ein Disparitätsgradient mit  gefordert, so ergeben sich ähnlich wie bei der Ord-
nungseinschränkung verbotene Zonen um jeden rekonstruierten Raumpunkt, in denen sich
kein weiterer Raumpunkt befinden darf (siehe z.B. [Fau93, LH96, PMF85, PP+85]). 
Diese Einschränkung der möglichen Korrespondenzen ist allgemeiner als die Ordnungsein-
schränkung aus Kapitel 2.4.4 und kann je nach Disparitätsgradientengrenze die Eindeutigkeits-
einschränkung einschließen. Die Disparitätsgradientengrenze geht für  in die
Ordnungseinschränkung über [Fau93].
pl r⁄ xp yp[ ]l r⁄
T
= ql r⁄ xq yq[ ]l r⁄
T
=
pc
pl pr+
2
---------------= qc
ql qr+
2
---------------=
dxp xpl xpr–= dxq xql xqr–=
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i j≠
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2.5 Strategien zur Korrespondenzbestimmung
Die Disparitätsmessung und die damit verbundene Korrespondenzbestimmung in der Stereo-
skopie kann, wie die Vielzahl der verschiedenen Ansätze zeigt, auf unterschiedliche Art und
Weise erfolgen. Obwohl auf eine detaillierte Beschreibung der einzelnen Lösungsansätze hier
aus Übersichtsgründen verzichtet wird, sollen dennoch die Prinzipien und die grundlegenden
Eigenschaften der einzelnen Lösungsstrategien in diesem Abschnitt dargestellt werden, um das
in dieser Arbeit vorgestellte Verfahren zur Korrespondenzbestimmung taxonomisch einordnen
und von den existierenden stereoskopischen Verfahren abgrenzen zu können. Hierbei handelt
es sich keineswegs um eine vollständige Auflistung aller existierenden Strategien, sondern es
werden nur solche betrachtet, die eine gewisse Relevanz in der Stereoskopie oder eine Ver-
wandschaft zu dem in dieser Arbeit vorgestellten Verfahren aufweisen. 
2.5.1 Gebietsbasierte Verfahren
Bei sogenannten gebietsbasierten Verfahren erfolgt die Zuordnung einzelner Bildbereiche der
Stereobilder anhand der Grauwerte. Zur Bestimmung eines Ähnlichkeitsmaßes werden die
Grauwerte der Stereobilder jeweils in einem begrenzten Gebiet miteinander verrechnet [BT80,
CM92, Mor77, YC78]. Die Disparität ergibt sich im einfachsten Fall durch die Verschiebung
der Bildregionen im linken und rechten Bild, die sich durch das größte Maß an Übereinstim-
mung auszeichnen. Einige dieser Verfahren selektieren durch einen sogenannten Interest-Ope-
rator vor der Korrespondenzbestimmung zunächst aus jedem Bild Gebiete mit besonderen
Eigenschaften, die anschließend miteinander verrechnet werden [BT80, Mor77]. Eine Unter-
gruppe dieser Verfahren bilden die intensitätsbasierten Methoden [Gen88, Hor86, LB95]. In
diesen Ansätzen werden lediglich punktweise die Intensitäts- bzw. Grauwertdifferenzen der
Stereobilder ohne die Verrechnung eines größeren lokalen Gebietes zur Korrespondenzbestim-
mung verwendet. Die Fehleranfälligkeit der intensitätsbasierten Verfahren ist jedoch sehr
hoch, so daß sie eine relativ geringe Rolle in der Stereoskopie spielen.
Je nach Interest-Operator berechnen gebietsbasierte Verfahren für sehr viele Bildpunkte eine
Korrespondenz, wodurch sich sehr dicht besetzte Disparitätskarten, in welche die Verschiebun-
gen der korrespondierenden Bildpunkte eingetragen werden, ergeben. Eine Interpolation der
Disparitätskarten gestaltet sich daher als sehr einfach oder kann ganz entfallen. Im allgemeinen
wird bei den gebietsbasierten Stereoverfahren davon ausgegangen, daß das eine Bild lediglich
eine verschobene Version des anderen ist. In der Praxis gestaltet sich das Problem jedoch als
wesentlich komplizierter. So können Unterschiede bezüglich der Beleuchtung und des Kontra-
stes zwischen den beiden Bildern auftreten. Weiterhin können relativ zur Stereobasis geneigte
Oberflächen bewirken, daß sich die beiden Grauwertverläufe durch eine Dehnung bzw. Stau-
chung unterscheiden. 
Durch die direkte Verrechnung der Intensitäten sind gebietsbasierte Stereoverfahren äußerst
empfindlich bezüglich der obengenannten interokulären Differenzen. Je nach Größe des
berücksichtigten Grauwertgebietes können die Korrespondenzen bei den gebietsbasierten Ver-
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fahren stark mehrdeutig sein, so daß im allgemeinen ein zusätzlicher Verarbeitungsschritt not-
wendig ist, der die Mehrdeutigkeiten auflöst.
2.5.2 Merkmalsbasierte Verfahren
Die meisten der existierenden stereoskopischen Ansätze können in die Kategorie der merk-
malsbasierten Verfahren eingeordnet werden. Bei dieser Technik werden zunächst Merkmale
aus den Bilddaten extrahiert, die das Bild auf einer abstrakteren Ebene beschreiben. Anschlie-
ßend wird in einem weiteren Schritt eine Korrespondenzbestimmung auf der Ebene der Merk-
male durchgeführt. Häufig verwendete Merkmale sind hierbei Kanten-, Linien- oder
Eckenpunkte oder auch Kanten- bzw. Liniensegmente. Große Bedeutung kommt bei diesen
Verfahren den differenzierenden Filtern zu, die Grauwertänderungen wie Kanten oder Linien
aus den Bildsignalen herausfiltern. Eines der bedeutendsten Filter ist hierbei der Marr-Hild-
reth-Operator [Mar82, MH80]. Da rein differenzierende Filter Rauschprozesse erheblich ver-
stärken können, werden diese bei dem Marr-Hildreth-Operator zunächst durch ein
gaußförmiges Tiefpaßfilter unterdrückt. Das Ergebnis wird anschließend zweifach räumlich
differenziert. In der Praxis wird diese Operation durch den Einsatz eines linearen Bandpaßfil-
ters, dessen Impulsantwort  sich aus der zweifachen räumlichen Ableitung der Gauß-
funktion ergibt, in einem Schritt durchgeführt. 
(2-6)
Das Übertragungsverhalten dieses Filters wird hierbei durch den Parameter σ bestimmt. Die
Merkmalspunkte, die in diesem Ansatz Kantenpunkte repräsentieren, werden durch die Null-
durchgänge im Ergebnis r(x) einer zweidimensionalen Faltung von Grauwertbild i(x) und Ope-
rator  definiert. 
(2-7)
Die Richtung der Kante kann durch den Gradienten des Faltungsproduktes bestimmt werden.
Der isotrope Operator  und vereinfachte Versionen hiervon bilden die Grundlage für
viele merkmalsbasierte Stereoverfahren [Gri81a, Gri81b, Gri85, GST89, HA89, HSY96,
KA87, MF81]. 
Andere merkmalsbasierte Verfahren nutzen mehrere anisotropische Filter, die gerichtete Grau-
wertänderungen aus dem Bildsignal extrahieren [JM92, MP79, PH86]. Auf diese Weise erge-
ben sich höher spezifizierte Merkmale, welche die Anzahl der möglichen Korrespondenzpaare
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drastisch reduzieren können. Bei einer weiteren Kategorie von Verfahren werden die extrahier-
ten Punktmerkmale vor der Korrespondenzbestimmung zu höheren Merkmalen weiterverar-
beitet, indem sie zu sogenannten linearen Kantensegmenten verknüpft werden [AF87, AL87,
HS89, LB87, MN85, MMN89, PH86, RBS87, SP96].
Aufgrund der selektiven Extraktion von Bildmerkmalen reduzieren merkmalsbasierte Verfah-
ren im allgemeinen die Anzahl der möglichen Korrespondenzpaare. Hierdurch gestaltet sich
die Lösung des Korrespondenzproblems meist weniger aufwendig als bei den gebietsbasierten
Verfahren. Weiterhin sind die extrahierten Merkmale, je nach Verfahren und Merkmalsart,
unempfindlicher bezüglich interokulären Differenzen, wie perspektivischen Verzerrungen,
Kontrast- und Beleuchtungsunterschieden usw. Darüber hinaus kann die Korrespondenzbe-
stimmung durch das einfache Vergleichen von Merkmalsattributen im allgemeinen schneller
erfolgen als bei gebietsbasierten Methoden. Da die Merkmale jedoch unter Umständen relativ
selten im Bild vorhanden sind, ergeben merkmalsbasierte Verfahren oft nur sehr spärlich
besetzte Disparitätskarten, so daß zusätzlich eine Interpolation durchgeführt werden muß.
Genau wie bei den gebietsbasierten Verfahren ist bei diesen Ansätzen im allgemeinen ein wei-
terer Verarbeitungsschritt notwendig, um die Mehrdeutigkeiten aufzulösen.
2.5.3 Phasenbasierte Verfahren
Die Grundlage für die sogenannten phasenbasierten Methoden zur Disparitätsmessung liefert
der Verschiebungssatz der Fouriertransformation. Obwohl die zu verarbeitenden Grauwertbil-
der im allgemeinen in ortsdiskreter Form mit einem durch die Bildabmessungen begrenzten
Definitionsintervall vorliegen, sollen die weiteren theoretischen Betrachtungen zur Vereinfa-
chung der Darstellung für den ortskontinuierlichen Fall mit unendlichen Definitionsintervallen
erfolgen. Das im weiteren verwendete zweidimensionale ortskontinuierliche Fouriertransfor-
mationspaar sei durch die Hintransformation
= 6 (2-8)
und durch die Rücktransformation
= 6 (2-9)
definiert. Hierbei kennzeichnen x = [x y]T die Orts-, k = [kx ky]T die Ortsfrequenzvariablen und
 die imaginäre Einheit. 
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Unterscheiden sich die zwei Eingangsbilder il(x) und ir(x) nur durch eine Verschiebung
d = [dx dy]T,
(2-10)
so gilt nach dem Verschiebungssatz der Fouriertransformation (siehe z.B. [Jäh93])
6 (2-11)
für die Fouriertransformierten der Bilder:
(2-12)
Die Spektren I(k) der Bildsignale können durch ihren Betrag und ihre Phase φ(k) mit
(2-13)
beschrieben werden. Werden nun die Spektren der beiden Bilder auf die folgende Weise mit-
einander verrechnet
, (2-14)
so reduziert sich die Messung der Disparität auf eine Suche nach Dirac-Impulsen in der inver-
sen Fouriertransformation von Beziehung (2-14), da
6 . (2-15)
Diese einfache Art der Disparitätsmessung wird auch als Phasenkorrelation bezeichnet [KH75,
OP89]. In der Stereobildverarbeitung ist jedoch im allgemeinen nicht mit einer ausschließlich
globalen Verschiebung zwischen den Bildern zu rechnen, da unterschiedlich weit vom Kame-
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rasystem entfernte Objekte unterschiedliche Disparitätswerte in den Stereobildern aufweisen
(vgl. Beziehung (2-2)). Folglich müssen die Verschiebungen korrespondierender Bildbereiche
in dem Stereobildpaar durch lokale Operatoren ermittelt werden, so daß eine Phasenkorrela-
tion generell nur in Verbindung mit einer gefensterten Fouriertransformation sinnvoll ist. Auf
einem ähnlichen Prinzip basieren die Verfahren, bei denen die Disparität durch die sogenann-
ten Cepstral-Funktion bestimmt wird [CB91, CB93, OP89, YS89].
Die größte Bedeutung innerhalb der phasenbasierten Verfahren kommt den sogenannten Pha-
sendifferenzmethoden zu. Die Phaseninformation ergibt sich bei diesen Techniken aus der Ant-
wort von komplexen Filterpaaren, mit denen die Eingangsbilder gefiltert werden. Eine
wesentliche Voraussetzung für dieses Verfahren ist, daß die Phase der Filterantworten nähe-
rungsweise eine lineare Funktion des Ortes ist. Diese Eigenschaft kann dann erreicht werden,
wenn die Filterübertragungsfunktion keinen Gleichanteil aufweist und für negative Frequenzen
verschwindet. Diese Eigenschaft wird als Quadraturverhalten bezeichnet (siehe [WK+95]).
Die überwiegende Anzahl der Verfahren verwendet zur Extraktion der Phaseninformation
sogenannte Gaborfilter [Gab46], die jedoch nur unter bestimmten Voraussetzungen eine Qua-
dratureigenschaft besitzen (siehe [FJ93, FJJ91, JJ89, JJ94, MBE95, San88, TM94]). Eine
Übersicht über Verfahren mit exakter Quadratureigenschaft ist in [WK+95] gegeben. 
Als Gaborfilter wird im allgemeinen ein Filter bezeichnet, dessen Impulsantwort durch das
Produkt einer komplexen Schwingung mit einer Gaußfunktion beschrieben werden kann. Für
den eindimensionalen Fall, der hier zur Erläuterung des Prinzips betrachtet wird, sei sie wie
folgt definiert:
(2-16)
Hierbei sei k0 die Modulationsortsfrequenz und σ der Streuungsparameter der Gaußfunktion.
Die Übertragungsfunktion G(k) des Filters ergibt sich somit zu:
(2-17)
Das wachsende Interesse an Gaborfiltern im Bereich der Bildverarbeitung begründet sich auf
zwei Eigenschaften: In neueren neurophysiologischen Untersuchungen konnte gezeigt werden,
daß das Übertragungsverhalten des visuellen Systems höherer Lebewesen in einer bestimmten
Verarbeitungsstufe, im Bereich der sogenannten einfachen Zellen, erstaunlich genau durch
Gaborfunktionen modelliert werden kann [Dau85, JP87a, JP87b, JSP87, KMB82, Mar80,
PR81, Sab96]. Die zwei bislang existierenden Theorien über das visuelle System, auf der einen
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Seite das Modell der lokalen rezeptiven Felder von Hubel und Wiesel [HW62, BCH73] und
auf der anderen Seite das visuelle System als Fourieranalysator [CR68, DDY79, KB81, MF77,
PLT71], konnten durch dieses Modell erweitert und in gewisser Weise vereint werden. 
Die zweite wesentliche Eigenschaft der Gaborfilter ergibt sich durch die spezielle Form der
Filterfunktion. Gabor [Gab46] konnte zeigen, daß die nach ihm benannten Elementarsignale
die Unschärferelation der Informationstheorie durch ihr minimales „Zeit-Bandbreite-Produkt“
an der unteren Schranke erfüllen. Für die Bildverarbeitung ergibt sich hieraus die Möglichkeit,
Bilder frequenzselektiv bei optimaler Auflösung im Orts- und Ortsfrequenzbereich zu filtern.
Sanger [San88] zeigte erstmals, daß es mit Hilfe von Gaborfiltern auf einfache Art möglich ist,
Disparitäten in Stereobildern zu messen.
Seien rl(x), und rr(x) die Antworten der Gaborfilter im linken und rechten Stereokanal, die sich
aus der Faltung der Filterfunktion g(x) mit dem Eingangssignal i(x) ergeben:
(2-18)
Die Filterantworten können durch ihren Betrag und den Phasenwinkel φ(x) beschrieben
werden.
(2-19)
Sind die Eingangssignale der beiden Stereokanäle und damit auch die Filterantworten relativ
zueinander um die Disparität dx verschoben mit rl(x) = rr(x + dx), so kann diese Verschiebung
durch die Phasendifferenz der Filterantworten approximiert werden:
(2-20)
Die Disparität kann nur dann exakt durch Beziehung (2-20) errechnet werden, wenn die ver-
wendeten Filter eine infinitesimale Bandbreite aufweisen [San88]. Bei größeren Bandbreiten
ergibt Beziehung (2-20) nur dann eine korrekte Disparitätsmessung, wenn die Eingangssignale
sinusförmig sind und die Filtermodulationsortsfrequenz k0 im Nenner durch die Frequenz der
Sinusschwingung ersetzt wird (siehe [Fle94]). Einerseits ist jedoch der Grauwertverlauf in
einem Bild meist nicht sinusförmig und andererseits kann eine gute Auflösung im Ortsbereich
nur durch relativ breitbandige Filter erreicht werden. 
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Je nach gewählter Bandbreite der Filter kann die Näherung in Beziehung (2-20) daher zu
erheblichen Fehlern bei der Disparitätsbestimmung führen. Um dies zu vermeiden, verwenden
viele Verfahren die mittlere Phasenableitung der linken und rechten Filterantwort als Näherung
der lokalen Ortsfrequenz anstelle der Filtermodulationsortsfrequenz [FJ93, FJJ91, JJ89, JJ94,
JJT91, TM94]. 
mit (2-21)
Die Phasenableitung wird auch als Momentanfrequenz bezeichnet [Boa92, Pap65]. Der Mittel-
wert der linken und rechten lokalen Ortsfrequenzen wird hier eingesetzt, um die Auswirkun-
gen von relativen Stauchungen bzw. Dehnungen der Grauwertverläufe, die durch relativ zur
Stereobasis geneigte Oberflächen entstehen können, zu vermindern.
Sowohl gebiets- als auch die meisten merkmalsbasierten Verfahren erlauben eine Disparitäts-
messung nur in Form von ganzzahligen Vielfachen des Sensorrasterabstandes. Die Genauig-
keit der Tiefenrekonstruktion, die bei diesen Verfahren mit Pixelgenauigkeit bezeichnet wird,
wird durch diese Diskretisierung erheblich eingeschränkt. Phasendifferenzmethoden haben
dahingegen den Vorteil, daß Disparitäten genauer als das zugrundeliegende Abtastraster
bestimmt werden können. Diese Verfahren sind somit subpixelgenau. Da die Phaseninforma-
tion invariant bezüglich der Amplitude der Filterantworten ist, sind phasenbasierte Verfahren
darüber hinaus relativ robust bezüglich interokulären Beleuchtungs- und Kontrastdifferenzen. 
Durch die Mehrdeutigkeit bei der Phasenberechnung können jedoch nur Disparitätswerte bis
zur halben Modulationswellenlänge des verwendeten Filters gemessen werden. Um große Dis-
paritätswerte messen zu können, müssen daher Filter mit sehr niedriger Modulationsortsfre-
quenz verwendet werden. Da die Bandbreite dieser Filter relativ gering sein muß, damit die
Quadratureigenschaft erhalten bleibt, ist die Ortsauflösung entsprechend gering. Wenn diese
Verfahren dennoch eine gute Auflösung im Ortsbereich aufweisen sollen, sind sogenannte
Grob-Fein-Strategien notwendig [FJJ91, San88, TM94]. Bei diesen Strategien werden die Bil-
der mit mehreren Filtern unterschiedlicher Modulationsortsfrequenz gefiltert, wobei die in
einer bestimmten Filterebene ermittelten Disparitäten dazu dienen, die Filterergebnisse der
nächsten, feiner auflösenden Filterebene so zu verschieben, daß die jeweils auftretenden Dis-
paritäten in den aktuellen Meßbereich fallen und somit genauer erfaßt werden können usw. 
Im Gegensatz zu merkmals- und gebietsbasierten Verfahren benötigen phasenbasierte Verfah-
ren keine zusätzlichen Strategien zur Auflösung von Mehrdeutigkeiten, da das Korrespondenz-
problem durch die Grob-Fein-Strategie implizit gelöst wird. Wird jedoch in einer
Auflösungsebene eine falsche Verschiebung ermittelt, ist es möglich, daß diese Strategie zu
falschen Disparitätsmessungen führt. Weiterhin wird die Phase im allgemeinen instabil, wenn
die Ausgangssignale der Filter in der Nähe des Ursprungs der komplexen Ebene liegen, so daß
an diesen Stellen die Disparitätsmessung äußerst ungenau wird. Einige Verfahren nutzen des-
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halb sogenannte Vertrauenskarten, die aus den Amplituden der Filterantworten errechnet wer-
den, um die Güte der Disparitätsmessung zu bewerten [TM94, VT95, WK+95]. Wie viele
andere Ansätze reagieren auch phasenbasierte Verfahren sehr empfindlich auf Okklusionen. 
2.5.4 Regularisierungsmethoden
Die im wesentlichen auf Tikhonov [TA77] beruhende Theorie der Regularisierung wird
sowohl bei gebiets- als auch bei merkmalsbasierten Verfahren dazu genutzt, um die Mehrdeu-
tigkeiten des Korrespondenzproblems mit Hilfe von a priori Wissen aufzulösen [Mor93]. Das
Korrespondenzproblem wird bei der sogenannten Standardregularisierung in Form der Mini-
mierung einer Energie- oder Kostenfunktion ed formuliert. 
(2-22)
Je nach Ansatz können hierbei die Bilddaten h(x) des linken und rechten Stereokanals reine
Grauwerte [Gen88, Hor86] oder bereits bandpaßgefilterte Intensitäten sein [Bar89, DP86,
HSY96, MMP87]. Der erste quadratische Term in Beziehung (2-22) repräsentiert die Überein-
stimmung der beiden Stereokanäle bei der entsprechenden Verschiebung dx an der Bildkoordi-
nate x = [x y]T. Durch den zweiten Term, der als Stabilisierungsfunktional bezeichnet wird,
fließt die Kontinuitätseinschränkung (siehe Kapitel 2.4.3) mit in die Kostenfunktion ed ein. Um
eine möglichst glatte Disparitätskarte dx(x) zu erhalten, wird die Funktion f meist als Betrag
eines Gradienten [BPT88, Gen88] oder auch als Betrag eines Laplaceoperators [Bar89, Hor86,
MMP87, PTK85] realisiert. Der sogenannte Regularisierungsparameter λ ist eine positive
Konstante, die den Einfluß der Kontinuitätseinschränkung auf die Lösung bestimmt. Vertikale
Disparitätskomponenten werden bei diesen Ansätzen selten modelliert.
Eine alternative Möglichkeit zur Ausnutzung der Kontinuitätseinschränkung besteht in der
Modellierung der Disparitätskarten durch sogenannte Markov’sche Zufallsfelder [Bar89,
CC92, DP86, HSY96, LB95, YGB91]. Dieses Feld ist eine auf einem diskreten Gitter defi-
nierte Zufallsverteilung, bei der die bedingte Wahrscheinlichkeit einer Korrespondenz nur von
einer kleinen Untermenge in ihrer lokalen Nachbarschaft abhängt. Mit Hilfe einer Bayes‘schen
Schätzung wird bei diesen Ansätzen die a posteriori Wahrscheinlichkeit einer bestimmten
Lösung errechnet. Das Ziel bei diesen Verfahren ist es, diese a posteriori Wahrscheinlichkeit zu
maximieren oder eine entsprechende Fehlerfunktion zu minimieren. Die Standardregularisie-
rung kann als ein Spezialfall dieser Bayes’schen Methode angesehen werden (siehe z.B.
[PTK85]). 
Die Minimierung der Kosten- oder Fehlerfunktionen kann auf verschiedene Weise erfolgen. Ist
die Kostenfunktion konvex, so können über das Variationsprinzip die Euler-Lagrange-Diffe-
rentialgleichungen ermittelt und anschließend iterativ gelöst werden [Gen88, Hor86, Ter86,
TWK87]. Eine Voraussetzung hierfür ist allerdings, daß dx(x) in Beziehung (2-22) stetig und
ed hl x y,( ) hr x dx x( ) y,+( )–( )∫∫ 2= λ f dx x( )( )( )2d2x+
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differenzierbar ist [BPT88]. Der Disparitätsverlauf dx(x) hat in der Stereoskopie jedoch die
Eigenschaft, daß er im allgemeinen nicht kontinuierlich ist. Vielmehr treten in natürlichen Sze-
nen an Objektkonturen grundsätzlich Diskontinuitäten auf, wenn sich mehrere Objekte in
unterschiedlichen Entfernungen im Blickfeld befinden. Darüber hinaus sind gerade in den
zuvor geschilderten Szenarien meist Okklusionen vorhanden, in denen dx(x) nicht definiert ist.
Weiterhin kann nicht gewährleistet werden, daß das Funktional in Beziehung (2-22) konvex ist.
Die direkte Minimierung über die Euler-Lagrange-Gleichungen führt daher nicht immer zu
einer optimalen Lösung.
Ansätze, die im Fall eines nichtkonvexen Funktionals die Konvergenz zu lokalen Minima ver-
meiden, können in die stochastischen Relaxationsverfahren untergliedert werden. Diese stoch-
astischen Ansätze ermöglichen unter gewissen Umständen die Bestimmung des globalen
Optimums durch Strategien wie „Simulated Annealing“ [Bar89, GG84, KGV83, KD88].
Allerdings sind diese Verfahren mit einem erheblichen Berechnungsaufwand verbunden.
Wesentlich schneller hingegen, jedoch nur suboptimal, sind deterministische Verfahren wie die
„Mean-Field-Theory“ [CC92, YGB91] und die „Graduated-Non-Convexity-Methode“
[LB95]. 
Obwohl diese Verfahren teilweise in der Lage sind, das globale Optimum der jeweiligen
Kostenfunktionale zu ermitteln, können die im allgemeinen willkürlich gewählten Modelle der
Disparitätskarten, die als a priori Wissen einfließen, dazu führen, daß die optimale Lösung mit
der Realität nicht viel gemein hat. Um diesen Effekt zu vermindern, werden bei einigen Ver-
fahren zusätzlich sogenannte Linienprozesse eingeführt, die in Form von binären Variablen
Diskontinuitäten im Disparitätsverlauf modellieren [GG84, LB95, MMP87, YGB91]. Ein
nicht unwesentlicher Nachteil der Regularisierung ist der erhebliche Berechnungsaufwand, der
erforderlich ist, um die Mehrdeutigkeiten des Korrespondenzproblems auf diese Weise aufzu-
lösen.
2.5.5 Dynamische Programmierung
Die dynamische Programmierung ist ein effektiver Weg, um Kostenfunktionale mit einer gro-
ßen Anzahl von diskreten Variablen zu minimieren bzw. zu maximieren. Bei Verfahren, die
diese Technik zur stereoskopischen Korrespondenzbestimmung nutzen, wird zunächst jedes
Merkmal oder jeder Bildpunkt entlang einer Epipolarlinie von einem Bildrand zum anderen
mit einem aufsteigenden Index versehen. Dies geschieht sowohl im linken Bild mit einem
Index  als auch im rechten Bild mit einem Index  entlang der jeweils
korrespondierenden Epipolarlinien. Anschließend wird eine Matrix konstruiert, deren Einträge
an der Stelle (m, n) die Kosten repräsentieren, die eine Zuordnung der Merkmale m und n her-
vorrufen würde. Die Kosten jedes Matrixeintrages werden hierbei im allgemeinen durch die
Ähnlichkeit der entsprechenden Merkmale und gegebenenfalls durch die Kontinuität der resul-
tierenden Disparitätskarte bestimmt. 
Ziel dieser Verfahrens ist es, ausgehend vom linken oberen Matrixeintrag (0, 0) einen Pfad bis
zum rechten unteren Matrixeintrag (M, N) zu suchen, der in der Summe die geringsten Kosten
m 0..M[ ]∈ n 0..N[ ]∈
Strategien zur Korrespondenzbestimmung 23
hervorruft. Die Lösung des Korrespondenzproblems kann auf diese Weise als eine Suche nach
dem optimalen Pfad in Bezug auf bestimmte Kostenfunktionale formuliert werden [BB81,
GLY92, OK85, RBS87]. Ein häufig gewählter Ansatz zu Errechnung des optimalen Pfades ist
der sogenannte Viterbi-Algorithmus (siehe z.B [RBS87]).
Eine wesentliche Voraussetzung für diese Verfahren ist, daß die korrespondierenden Merkmale
oder Bildpunkte in der gleichen Reihenfolge im linken und rechten Stereokanal auftreten.
Diese Voraussetzung, die gleichbedeutend mit der in Kapitel 2.4.4 beschriebenen Ordnungs-
einschränkung ist, ist jedoch nicht immer erfüllt (vgl. Bild 2-5). Darüber hinaus reagieren diese
Verfahren besonders anfällig auf periodische Strukturen und Okklusionen (siehe [DA89,
Shi87]).
2.5.6 Relaxationsverfahren
Eine weitere Verfahrenskategorie zur Lösung des Korrespondenzproblems bilden die soge-
nannten Relaxationsverfahren. Der diesen Verfahren gemeinsame Ansatz hat seinen Ursprung
im Bereich der Bildsegmentierung und ist im wesentlichen auf die Arbeiten von Rosenfeld,
Hummel und Zucker [RHZ76] zurückzuführen. Bei den meisten Ansätzen, die dieses Verfah-
ren in der Stereoskopie anwenden, werden zunächst Merkmale oder Bildregionen mit besonde-
ren Eigenschaften aus den Grauwertbildern extrahiert. Den Bildkoordinaten, an denen die
erwähnten Elemente auftreten, werden anschließend sogenannte Knoten zugeordnet. Jeder die-
ser Knoten wird weiterhin mit einem Satz von Variablen versehen, die jeweils eine Korrespon-
denz des betreffenden Knotens mit unterschiedlichen Elementen im anderen Bild
repräsentieren. Diese Variablen werden je nach Ansatz als Wahrscheinlichkeit [BT80, KA87]
oder als Neuronenaktivität  [LH96, MPP78, MP76, MP79] bezeichnet. 
Zu Beginn des eigentlichen Relaxationsprozesses werden die Variablen in Abhängigkeit der
Ähnlichkeit der entsprechenden Merkmale oder Grauwerte initialisiert. Anschließend werden
die Variablenwerte in einem dynamischen Prozeß iterativ aktualisiert. Der Zuwachs der Varia-
blenwerte hängt dabei meist von den Variablenwerten anderer Knoten in einem lokal begrenz-
ten Umfeld in der Bildebene ab, bei denen die korrespondierenden Merkmale die gleiche
Disparität aufweisen. Diese Variablen wirken verstärkend auf den betreffenden Variablenwert,
wodurch Variablenwerte, die lokal häufiger auftretende Disparitäten repräsentieren, schneller
wachsen. Auf diese Weise wird bei Relaxationsansätzen die Kontinuitätseinschränkung (siehe
Kapitel 2.4.3) zur Auflösung der Mehrdeutigkeiten ausgenutzt. Der Iterationsprozeß wird im
allgemeinen beendet, wenn eine stationäre Lösung oder eine vorgegebene Anzahl von Iteratio-
nen erreicht wurde. Da nach der Eindeutigkeitseinschränkung (siehe Kapitel 2.4.2) nur maxi-
mal eine Korrespondenz pro Knoten existieren darf, bestimmt schließlich die Variable mit dem
höchsten Wert die Disparität des betreffenden Knotens. Neben den verstärkend wirkenden
Kopplungen sind bei einigen Ansätzen die Variablen zusätzlich mit allen anderen Variablen
des betreffenden Knotens dämpfend gekoppelt. Auf diese Weise kann die Eindeutigkeitsein-
schränkung explizit in den Iterationsprozeß integriert werden [RH94, MPP78, MP76, MP79].
Die Variablen sind je nach Ansatz entweder wertdiskret  [MPP78, MP76, MP79] oder wert-
kontinuierlich  [BT80, KA87, RH94, MN85, Pra85]. 
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Relaxationsverfahren sind aufgrund der verstärkend wirkenden lokalen Kopplung relativ
robust bezüglich interokulärer Differenzen und weisen im allgemeinen eine wesentlich höhere
Konvergenzgeschwindigkeit als Regularisierungsmethoden auf. Da die Kopplungen bei den
Relaxationsverfahren in der Stereoskopie immer lokal begrenzt sind, haben diese Verfahren
darüber hinaus den Vorteil, daß sie sehr einfach zu parallelisieren sind. Als Vorbild für diese
Art von Ansatz können die lokalen Nachbarschaftsbeziehungen von Neuronen, die in biologi-
schen Sehsystemen nachgewiesen werden konnten, angesehen werden (siehe z.B. [Jul71,
MP76].
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3 Der Ansatz von Reimann und Haken
Ein Stereoverfahren, das in diesem Kapitel gesondert betrachtet wird, ist der in die Kategorie
der Relaxationsverfahren einzuordnende Ansatz von Reimann und Haken [RH94]. Der Grund
für die detailliertere Betrachtung an dieser Stelle ist, daß ein wesentlicher Teilaspekt der vorlie-
genden Arbeit auf diesem Ansatz basiert. 
Grundlage für diesen Relaxationsansatz, der im weiteren als Selbstorganisationsprozeß
bezeichnet wird, ist die im ersten Teil dieses Kapitels beschriebene Haken’sche Mustererken-
nungsgleichung [Hak87, Hak91]. Im weiteren Verlauf des Kapitels werden die einzelnen
Erweiterungen erläutert, die notwendig sind, um diese allgemeine Theorie auf die Stereoskopie
anzuwenden.
3.1 Die Haken’sche Mustererkennungsgleichung
Der Forschungsschwerpunkt des von Haken begründeten interdisziplinären Wissenschafts-
zweigs der Synergetik ist die Untersuchung von Vielteilchensystemen fern vom thermischen
Gleichgewicht [Hak79, Hak81, Hak82]. Ein interessantes Phänomen, das unter gewissen Vor-
aussetzungen bei solchen Vielteilchensystemen auftritt, ist die Struktur- oder Musterbildung
durch spontane Selbstorganisation. Die einzelnen Bestandteile, die bei diesen Systemen in
Wechselwirkung miteinander stehen, können dabei z. B. Atome, Flüssigkeitspartikel oder Neu-
rone sein. Durch das Konzept der sogenannten Ordnungsparameter gelang es, einen gemeinsa-
men mathematischen Rahmen für die spontane Entstehung von Ordnung für Systeme aus sehr
unterschiedlichen wissenschaftlichen Disziplinen zu schaffen. Diese Ordnungsparameter
bestimmen die Struktur oder das Muster, das sich innerhalb der dynamischen Prozesse der
Vielteilchensysteme herausbildet. 
Mit Hilfe der sogenannten Mustererkennungsgleichung, die aus der Ordnungsparameterglei-
chung des Benard-Problems der Hydrodynamik abgeleitet werden kann, konnte Haken eine
formale Analogie zwischen Musterbildung und Mustererkennung aufzeigen [Hak87, Hak91].
(3-1)
Die Parameter b und c sind hierbei positive Konstanten. Für λk > 0 findet ein Wettkampf zwi-
schen den verschiedenen Ordnungsparametern ξk statt. Es kann gezeigt werden, daß nur der
Ordnungsparameter mit dem betragsmäßig größten Startwert die stabile stationäre Lösung 
ξk· λkξk b c+( ) ξk′2 ξk cξk3–
k′ k≠
∑–=
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 mit  (3-2)
annehmen kann und auf diese Weise als Gewinner aus dem Wettbewerb hervorgeht, während
alle anderen Ordnungsparameter die stationäre Lösung  annehmen (siehe z. B.
[Hak91]). Für negative Startwerte wird dabei die negative stationäre Lösung angenommen und
für positive die positive stationäre Lösung. Für λk > 0 repräsentiert der erste Term auf der rech-
ten Seite von Beziehung (3-1) exponentielles Wachstum, wobei der dritte Term dieses Wachs-
tum begrenzt. Der zweite Term in Beziehung (3-1) bewirkt schließlich eine dämpfende
Wirkung aller übrigen in den Prozeß involvierten Ordnungsparameter auf den betrachteten
Wert ξk und ist somit die eigentliche Ursache für den Wettbewerb.
Die Ordnungsparametergleichung konnte von Haken auf Probleme der Mustererkennung
erfolgreich angewendet werden. Haken zeigte, daß unter gewissen Voraussetzungen unvoll-
ständige oder gestörte Muster rekonstruiert werden können, wenn die Startwerte der Ord-
nungsparameter in Beziehung (3-1) die Übereinstimmung eines Testmustervektors q mit einem
als Prototyp bezeichneten Vergleichsmuster vk repräsentieren. Der Wettbewerb muß in diesem
Fall nur zwischen einer Anzahl von Ordnungsparametern, die der Anzahl der Prototypen ent-
spricht, ausgetragen werden. Mit Hilfe von Beziehung (3-1) kann das Testmuster q über Zwi-
schenzustände in das Vergleichsmuster vk, das die größte Ähnlichkeit mit dem Testmuster
aufweist, überführt werden. In diesem Zusammenhang werden die Ordnungsparameter auch
als Neurone bezeichnet [Hak91].
3.2 Anwendung auf die Stereoskopie
Zur Anwendung der Haken’schen Mustererkennungsgleichung auf das stereoskopische Korre-
spondenzproblem sind einige zusätzliche Mechanismen notwendig. Da in der Stereoskopie
generell keine Prototypen vorliegen, muß die Initialisierung des Selbstorganisationsprozesses
auf einem anderen Wege geschehen als im vorangegangenen Abschnitt. Weiterhin ist die
Lösung des Korrespondenzproblems an gewisse Einschränkungen gebunden, die zusätzlich in
den Selbstorganisationsprozeß integriert werden müssen.
3.2.1 Ähnlichkeit von Bildregionen
Im Ansatz von Reimann [Rei95] geht dem Selbstorganisationsprozeß zunächst ein gebietsba-
siertes Verfahren voraus, mit dem die Ähnlichkeit s(x, d) zwischen Bildregionen in den beiden
Stereokanälen ermittelt wird. Da keine besondere Kamerageometrie in diesem Ansatz voraus-
gesetzt wird, ist eine zweidimensionale Suche nach Korrespondenzpartnern erforderlich. Um
eine lokale Messung der Ähnlichkeit zu erhalten, wird hier eine zweidimensionale Fenster-
funktion f verwendet, die bewirkt, daß nur Werte in einem kleinen Umfeld um den betreffen-
den Bildpunkt zur Messung der Ähnlichkeit beitragen.
ξks
λk
c
----±= ξ·ks 0=
ξks 0=
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(3-3)
Die Konstante s0 wird hierbei so gewählt, daß das Ähnlichkeitsmaß keine negativen Werte
annimmt und maximal bei größter Übereinstimmung der Bildregionen wird. Um eine gewisse
Invarianz bezüglich lokal auftretender Beleuchtungsunterschiede zwischen linkem und rech-
tem Bild zu erreichen, werden die Grauwerte i(x) vor der Berechnung des Ähnlichkeitsmaßes
von ihrem lokalen Mittelwert befreit.
(3-4)
Wie bei den meisten Relaxationsverfahren, dient das Ähnlichkeitsmaß dazu, den Relaxations-
prozeß zu initialisieren, der in einem weiteren Schritt die Mehrdeutigkeiten des Korrespon-
denzproblems unter Ausnutzung der Einschränkungen auflöst.
3.2.2 Kontinuität durch Kopplung von Mustererkennungsgleichungen
Der in Kapitel 3.1 beschriebene Formalismus wird in dem Ansatz von Reimann [Rei95] durch
eine geeignete Erweiterung auf das Korrespondenzproblem in der Stereoskopie angewendet. In
diesem Ansatz wird jedem Bildpunkt in einem der Stereobilder ein Satz von Mustererken-
nungsgleichungen zugeordnet. Jeder der pro Bildpunkt vorgesehenen Ordnungsparameter
ξ(x, d, t), die von Reimann [Rei95] als binokulare Neurone bezeichnet werden, repräsentiert
hier eine Korrespondenz des betreffenden Bildpunktes mit einem Bildpunkt im anderen Ste-
reokanal. Über Beziehung (3-1) wirken nun alle binokularen Neurone eines Bildpunktes
dämpfend aufeinander, so daß ein Wettbewerb zwischen den Neuronen mit den gleichen Bild-
koordinaten entsteht. Im weiteren Verlauf der Arbeit werden die Ordnungsparameter als Varia-
blen bezeichnet.
Werden die Variablen mit Hilfe des in Kapitel 3.2.1 beschriebenen Ähnlichkeitsmaßes initiali-
siert, so würde nach dem in Kapitel 3.1 beschriebenen Mechanismus die Variable, welche die
größte Ähnlichkeit repräsentiert, den Wettbewerb gewinnen und somit die Korrespondenz des
betreffenden Bildpunktes bestimmen. Die Eindeutigkeitseinschränkung der Stereoskopie
(siehe Kapitel 2.4.2) würde auf diese Weise implizit erfüllt. Da jedoch allein die Ähnlichkeit
von Bildregionen aufgrund der speziellen Natur des Korrespondenzproblems (siehe Kapitel
2.2) in den seltensten Fällen zu einer eindeutigen Zuordnung führt, wird im Reimann’schen
Ansatz zusätzlich jede Variable mit den Variablen, welche die gleiche Disparität repräsentie-
ren, in einem kleinen räumlichen Umfeld U um die betreffende Bildkoordinate gekoppelt.
s x d,( ) s0
f x x˜–( ) il’ x˜( ) ir’ x˜ d+( )–( ) d2x˜∫∫
f x( )d2x∫∫
--------------------------------------------------------------------------------–=
i’ x( ) i x( )
f x x˜–( )i x˜( )d2x˜∫∫
f x( )d2x∫∫
-------------------------------------------–=
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Durch dieses verstärkend wirkende Umfeld können auch Variablen den Wettbewerb gewinnen,
die nicht mit dem höchsten Ähnlichkeitsmaß initialisiert wurden, wenn im Umfeld die gleiche
Disparität entsprechend stark durch hohe Variablenwerte vertreten ist. Diese Kopplung
bewirkt, daß Variablen mit konformem Umfeld im Wettbewerb bevorzugt werden und kontinu-
ierliche Disparitätskarten, wie sie in der Kontinuitätseinschränkung gefordert werden (siehe
Kapitel 2.4.3), entstehen.
Für jede Bildkoordinate x = [x y]T und jede mögliche Disparität d = [dx dy]T ergeben sich auf
diese Weise die sogenannten gekoppelten Mustererkennungsgleichungen:
(3-5)
Über den vierten Term auf der rechten Seite in Gleichung (3-5) wirken Variablen, welche die
gleiche Disparität repräsentieren wie die betreffende Variable ξ(x, d, t), innerhalb einer lokalen
Umgebung U um die Bildkoordinate x verstärkend auf ξ(x, d, t). Der erste und vierte Term ver-
körpern somit einen zeitabhängigen Zuwachsfaktor, der einerseits aufgrund des begrenzten
Umfeldes einen gewissen Gradienten im Disparitätsverlauf zuläßt und andererseits verhindert,
daß grundsätzlich die Variable mit dem höchsten Initialisierungswert den Wettbewerb gewinnt.
Die stationären Lösungen von Beziehung (3-5) ungleich Null ergeben sich zu:
(3-6)
Jede Variable wird zu Beginn des Wettbewerbs über das Ähnlichkeitsmaß aus Beziehung (3-3)
mit einem positiven Anfangswert, der kleiner als die positive stationäre Lösung ist, initialisiert.
Reimann konnte sicherstellen, daß die grundlegende Eigenschaft der Mustererkennungsglei-
chung, daß grundsätzlich nur eine Variable den Wettbewerb gewinnen kann, bei geeigneter
Wahl der Parameter auch für Beziehung (3-5) erhalten bleibt [Rei95]. Die negativen Lösungen
in (3-6) können aufgrund der positiven Initialisierung in diesem Ansatz nicht erreicht werden.
Weiterhin ist der Grad des verstärkend wirkenden Terms eine Ordnung niedriger als der Grad
der dämpfend wirkenden Terme, so daß ein exponentielles Wachstum der Variablen ausge-
schlossen ist. 
Ein wesentlicher Nachteil des Ansatzes von Reimann und Haken ist, daß im stationären
Zustand an jeder Bildkoordinate eine Variable einen Wert ungleich Null annimmt. Somit exi-
ξ· x d t, ,( ) λ x d,( )ξ x d t, ,( ) b c+( ) ξ2 x d′ t, ,( )ξ x d t, ,( )
d′ d≠
∑ cξ3 x d t, ,( )––=
e x′( )ξ x′ d t, ,( )
x′ U∈
∑+ ξ x d t, ,( )
ξs x d,( ) 1c-- λ x d,( ) b c+( ) ξs
2
x d′,( )
d′ d≠
∑– e x′( )ξs x′ d,( )
x′ U∈
∑+  ±=
Anwendung auf die Stereoskopie 29
stiert für jede Bildkoordinate ein Gewinner des Wettbewerbs, der eine Korrespondenz reprä-
sentiert. Dies gilt auch für Okklusionsbereiche, in denen keine Korrespondenz existiert. 
Zur Beurteilung der Leistungsfähigkeit stereoskopischer Korrespondenzbestimmungen werden
im weiteren sogenannte Zufallspunktstereogramme verwendet. Diese synthetischen Bilder
wurden im wesentlichen von Julesz [Jul60] eingeführt und haben sich seit langem als Testmu-
ster in der Stereoskopie etabliert. Bei einem Stereogramm dieser Art werden mit Hilfe eines
Zufallsprozesses zwei identische Bilder erzeugt, die aus zufällig verteilten Nullen und Einsen
bestehen. Anschließend wird ein zweites kleineres Bild beliebiger Form auf dem gleichen
Wege erzeugt und mit einem relativen Versatz in die beiden zuvor generierten Bilder eingefügt.
Diese sich nur durch den versetzten Bereich unterscheidenden Bilder repräsentieren das linke
und rechte Bild des Stereogramms. 
Daß der Mensch allein aufgrund stereoskopischer Informationen zu räumlichem Sehen befä-
higt ist, läßt sich anhand eines Zufallspunktstereogramms leicht feststellen. Wird das linke Bild
in Abbildung 3-1 mit dem linken Auge betrachtet und das rechte Bild mit dem rechten Auge,
eine Aufgabe, die etwas Übung erfordert und durch ein Blatt Papier, das aufrecht zwischen die
beiden Bilder gestellt wird, erleichtert werden kann, so entsteht nach kurzer Zeit der Eindruck,
daß ein Quadrat aus dem Hintergrund hervortritt.
Bild 3-1: Zufallspunktstereogramm nach Julesz. Bei stereoskopischer Betrach-
tung entsteht der Eindruck eines aus dem Hintergrund hervortretenden
Quadrats.
Die Probleme, die durch Okklusionen bei fast allen Verfahren zur stereoskopischen Korrespon-
denzbestimmung hervorgerufen werden, sollen anhand des in Bild 3-1 gezeigten Stereo-
gramms verdeutlicht werden. Zu diesem Zweck wird der Ansatz von Reimann und Haken auf
dieses Beispiel angewendet. Als Resultat sind die Disparitätskarten in der nachfolgenden Gra-
fik zu sehen. Die Disparitätswerte sind hier als Grauwerte kodiert dargestellt. Hierbei bedeuten
hellere Grautöne eine größere Disparität als dunklere. Die Disparitätskarten beziehen sich auf
das linke Grauwertbild in Bild 3-1.
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Bild 3-2: Nach dem Ansatz von Reimann und Haken berechnete Disparitätskar-
ten zum Stereogramm in Bild 3-1. a) Disparitätskarte bei kleinem ver-
stärkend wirkendem Umfeld. b) Disparitätskarte bei großem Umfeld
Der Umriß des verschobenen Quadrates ist in Bild 3-2 zur Verdeutlichung nachträglich als
schwarzer Rahmen in die Disparitätskarten eingefügt worden. Da hier das Quadrat nur in hori-
zontaler Richtung verschoben wurde, ist auch nur die Disparitätskarte der dx-Komponente dar-
gestellt. Auffallend an den Disparitätskarten ist der Bereich rechts neben dem Quadrat. Hier
treten Disparitätswerte auf, die im Stereogramm nicht vorhanden sind. Es handelt sich bei die-
sem Bildbereich um ein Okklusionsgebiet, das im linken Bild zu sehen ist und im rechten Bild
durch das eingefügte Quadrat verdeckt wird. In diesem Bereich ist die Disparität nicht defi-
niert. Der Ansatz von Reimann und Haken ergibt hier Disparitätswerte, deren zugehörige
Variablenwerte bei der Initialisierung im Mittel etwas größer als die übrigen Variablenwerte
waren. Die Größe der Umgebung U in Beziehung (3-5) bewirkt, daß sich bei kleinerer Umge-
bung lokale Gruppen von falschen Disparitätswerten herausbilden oder bei größerer Umge-
bung, die Disparitätswerte von Vorder- und Hintergrund auf ebenso falsche Weise
zusammenwachsen (siehe Bild 3-2a bzw. b). Um Korrespondenzfehler zu verhindern, wird in
dem Ansatz von Reimann und Haken der Parameter  individuell für jede Variable
gleich dem Wert des Ähnlichkeitsmaßes s(x, d) gewählt. Auf diese Weise erreichen Variablen-
werte, deren zugehörige Bildbereiche einander sehr ähnlich sind, schneller die stationäre
Lösung als andere Variablen und gewinnen auf diese Weise den Wettbewerb leichter. Die
Werte, welche die Variablen im stationären Zustand annehmen, sind in diesem Modell um so
größer je größer das Ähnlichkeitsmaß s(x, d) ist (siehe Beziehung (3-6)). Eine nachträglich auf
die Variablenwerte angewandte Schwellwertoperation extrahiert anschließend nur die Dispari-
täten, die eine entsprechend hohe stationäre Lösung angenommen haben. 
Die Annahme, daß Zuordnungen von Okklusionen mit Hilfe eines Ähnlichkeitsmaßes detek-
tiert werden können, ist jedoch nicht allgemeingültig. Darüber hinaus sind aufgrund der gerin-
geren verstärkenden Wirkung des Umfeldes die Variablenwerte im stationären Zustand entlang
von Diskontinuitäten im Disparitätsverlauf generell niedriger als bei Variablen mit konformem
Umfeld, so daß auch diese Werte von der Schwellwertoperation unterdrückt werden (siehe
Beziehung (3-6)). 
λ x d,( )
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4 Vom Kamerabild zur Tiefenkarte 
Zur Ermittlung der räumlichen Struktur einer Szene anhand von Stereobilddaten müssen gene-
rell mehrere Verfahrensschritte und Systemkomponenten miteinander verknüpft und aufeinan-
der abgestimmt werden. So ist ein Stereoverfahren beispielsweise grundsätzlich an die
Geometrie der eingesetzten Kameras gebunden. Ist diese nicht bekannt, so steigt einerseits der
Aufwand bei der stereoskopischen Korrespondenzbestimmung beachtlich und andererseits ist
eine quantitative Vermessung der betrachteten Szene nicht direkt möglich. Weiterhin sind die
Kamerabilder im allgemeinen durch Linsenfehler verzerrt und mit Rauschprozessen überla-
gert, so daß die reinen Grauwerte zu einer direkten Korrespondenzbestimmung wenig geeignet
sind. Um Störeinflüsse dieser Art zu unterdrücken, ist es daher sinnvoll, die Bilddaten vor der
Korrespondenzbestimmung durch spezielle Kompensationstechniken und Filterverfahren
geeignet aufzubereiten.
Obwohl der zentrale Gegenstand der vorliegenden Arbeit die stereoskopische Korrespondenz-
bestimmung und die Behandlung der damit verbundenen Probleme ist, entfällt ein nicht unwe-
sentlicher Teil der Arbeit auf die obengenannten zusätzlichen Aspekte, die bei der Realisierung
eines Systems zur räumlichen Vermessung zu berücksichtigen sind. In diesem Kapitel werden
nun die einzelnen Systemkomponenten betrachtet, die im Rahmen eines Gesamtsystems erfor-
derlich sind, um aus zwei Kamerabildern die räumliche Struktur einer Szene zu rekonstruieren.
Die Reihenfolge, in der die einzelnen Komponenten und Verfahrensschritte aufgeführt werden,
richtet sich dabei im wesentlichen nach dem Informationsfluß, angefangen bei der Bildauf-
nahme bis hin zur Tiefenkarte.
4.1 Das aktive binokulare Sehsystem
Seitdem gezeigt werden konnte, daß gewisse Aufgaben im Bereich der Bildverarbeitung durch
Verwendung von Kamerasystemen, deren Abbildungseigenschaften und deren Lage im Raum
aktiv beeinflußbar sind, wesentlich vereinfacht werden können [AWB87, Baj85], wurden an
mehreren Universitäten unterschiedliche Prototypen von aktiven Sehsystemen entwickelt
[AA92, Chr92, Fer92, JMT92, PE92]. Viele dieser Konstruktionen lehnen sich an biologische
Systeme an und nutzen diese als Vorbild.
Da das Blickfeld einer Kamera aufgrund der endlichen Ausdehnung der Sensorfläche begrenzt
ist, haben aktive Sehsysteme gegenüber statischen Systemen den Vorteil, daß sie ein wesent-
lich größeres Erfassungsgebiet explorieren können. Darüber hinaus können mit einem solchen
System Aufgaben aus dem Bereich der Bewegungsanalyse, wie z. B. die Bewegungsverfol-
gung, effizient gelöst werden. In der Stereoskopie hat ein Sehsystem mit aktiv ausrichtbaren
optischen Achsen den Vorteil, daß der Überlappungsbereich der Stereobilder maximiert und
gleichzeitig der Wertebereich der auftretenden Disparitäten und damit der Suchaufwand mini-
miert werden kann. Um mit einem solchen System genaue Positionsbestimmungen durchfüh-
ren zu können, muß jedoch die Lage der Kameras mit entsprechender Genauigkeit
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meßtechnisch erfaßt werden können. Sind weiterhin die optischen Eigenschaften des Kamera-
systems, wie z.B. Fokus, Zoom oder Blende aktiv beeinflußbar, so kann das System sehr flexi-
bel an seine Umgebung angepaßt werden. 
Die aktiven Sehsysteme, die zum gegenwärtigen Zeitpunkt kommerziell verfügbar sind, besit-
zen bei weitem nicht die Positionierungsgenauigkeiten, die für Anwendungen wie die passive
Triangulation erforderlich sind. Die bislang existierenden Prototypen sind dahingegen entwe-
der extrem aufwendig [JMT92, PE92] und dementsprechend nur unter erheblichem finanziel-
len Aufwand zu fertigen, oder sie stellen nur reine Experimentierumgebungen mit ebenfalls
fehlender Genauigkeit dar [AA92, Chr92, Fer92]. Aus diesen Gründen wurde im Verlauf der
Arbeit speziell unter den Gesichtspunkten der Positionierungsgenauigkeit und des Kostenauf-
wandes ein aktives Sehsystem entwickelt. In diesem Kapitel erfolgt nun eine kurze Beschrei-
bung der Systemarchitektur und ihrer Besonderheiten. Eine ausführliche Dokumentation der
technischen Details des Systems ist in [Tra96b, TD96] zu finden.
Bild 4-1: Aktives binokulares Kamerasystem zur Erfassung räumlicher Struktu-
ren anhand von Stereobilddaten
4.1.1 Systemüberblick
Das in Bild 4-1 dargestellte Sehsystem besitzt vier mechanische Freiheitsgrade, die es ermögli-
chen, die optischen Achsen der beiden Kameras flexibel und sehr präzise auszurichten. Die
Motoren, die zu diesem Zweck die Kameras antreiben, werden nach einem sogenannten
Microstepping-Verfahren angesteuert und über optische Meßwertgeber in einem geschlosse-
nen Regelkreis betrieben. Beide Kameras können unabhängig voneinander um eine vertikale
Vergenzachse bewegt werden, wodurch eine Objektfixation mit unsymmetrischen Vergenzwin-
keln möglich ist. Weiterhin können die Kameras um eine gemeinsame Neigeachse bewegt wer-
den, die zur Ausrichtung der optischen Achsen in vertikaler Richtung dient. Eine zusätzliche
gemeinsame Schwenkachse, die in der Mitte zwischen den beiden Vergenzachsen angeordnet
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ist, ermöglicht eine Objektfixation mit stets symmetrischen Vergenzwinkeln und kann perspek-
tivische Verzerrungen bei extremen Konstellationen verringern (vgl. Bild 4-2). 
Während die Motoren für die Vergenzbewegungen die Kameras direkt antreiben, werden die
Schwenk- und Neigebewegungen indirekt über losearme Winkelgetriebe ausgeführt. Diese
Realisierungsmöglichkeit zur Erzeugung des für die obengenannten Bewegungen erforderli-
chen Drehmomentes wurde trotz der Ungenauigkeit durch die verbleibende Getriebelose
zugunsten eines einfachen modularen Aufbaus gewählt. 
Bild 4-2: Konfiguration der Systemkomponenten
Auf einen weiteren Freiheitsgrad in Form einer Zyklotorsionsbewegung, welche die Möglich-
keit bietet, beide Kameras um die optischen Achsen zu drehen, wurde bei dieser Konstruktion
aufgrund des erforderlichen Mehraufwandes verzichtet. Eine Zyklotorsionsbewegung dient zur
aktiven Ausrichtung der Epipolarlinien (siehe Kapitel 2.4.1) und wird sowohl in technischen
als auch in biologischen Sehsystemen zur Aufwandsreduzierung bei stereoskopischen Anwen-
dungen genutzt [JMT92, JT94]. Weitere Freiheitsgrade zur automatischen Kompensation der
Projektionszentrumsdrift, die durch Änderung der optischen Freiheitsgrade hervorgerufen
wird, sind in dieser Konstruktion ebenfalls nicht vorgesehen. Im Gegensatz zum sehr aufwen-
digen KTH-System [PE92], bei dem diese Drift mechanisch kompensiert wird, erfolgt bei der
hier vorgestellten Konstruktion zunächst eine Kalibrierung, mit der die Drift im Vorfeld ermit-
telt wird. Während des Betriebs wird die Projektionszentrumsdrift abhängig vom Kamerazu-
stand aus Tabellen ermittelt und z. B. bei der Tiefenrekonstruktion berücksichtigt.
Das Gesamtsystem ist für einen statischen „Look-and-Move“-Betrieb konzipiert, bei dem die
Sollwerte für die Positionierung und die Bewegungsparameter über ein RS232-Protokoll von
einer Sun-Workstation vorgegeben werden. Diese kaskadische Kontrollstruktur ist so ausge-
legt, daß jeder Zyklus von Bildaufnahme und Bewegung sein eigenes von vorhergehenden
Zyklen unabhängiges dynamisches Verhalten aufweist. 
Workstation
RS232 Schnittstellenkarte
Video Framegrabberkarte
PAL
RS2324
Motorregelung
Neigeachse
SchwenkachseLinke Vergenzachse Rechte Vergenzachse
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Die Kameramodule besitzen flexible Mehrlinsensysteme mit jeweils drei optischen Freiheits-
graden. Über das RS232-Protokoll können Fokus, Zoom und Blende kontrolliert werden.
Neben der Regelung der Linsen- und Blendenpositionen verfügt ein auf dem Kameraboard
integrierter Mikrocontroller über Verfahren zur automatischen Fokus- und Blendeneinstellung,
die bei Bedarf zugeschaltet werden können. Die Kameras liefern ein PAL-Signal, das mit Hilfe
eines SBus Frame-Grabbers digitalisiert wird.
Die Positionierungsgenauigkeit der einzelnen Antriebe ist in der nachfolgenden Tabelle darge-
stellt. Die Winkelauflösung der Achsen mit Getriebe entspricht hierbei lediglich der minimalen
Schrittweite. Da die Drehgeber aus Platzgründen nicht auf die Ausgangswelle der Getriebe
montiert werden konnten, wurden sie an der Motorwelle befestigt. Winkeldifferenzen, die
durch die Getriebelose entstehen, können daher nicht durch die Motorregelung kompensiert
werden. Die reale Positionierungsgenauigkeit der Schwenk- und Neigebewegung ist deshalb
im allgemeinen geringer als die in der Tabelle angegebene Winkelauflösung.
Ein wesentlicher Vorteil dieser Konstruktion gegenüber den meisten existierenden Prototypen
und den kommerziell verfügbaren Systemen besteht in dem Direktantrieb der Vergenzachsen.
Um eine möglichst hohe Winkelauflösung zu erzielen, werden bei den meisten aktiven Sehsy-
stemen die Kameras über entsprechende Getriebe um die Vergenzachsen gedreht. Eine Rück-
kopplung der Winkelposition auf der Getriebeseite ist dabei aus Platzgründen im allgemeinen
nicht möglich, wodurch die Getriebelose nicht erfaßt werden kann (siehe z.B. [AA92, Chr92,
Fer92, JMT92]). Da die Genauigkeit, mit der die Vergenzwinkel gemessen werden können,
erheblich die Genauigkeit der Tiefenrekonstruktion beeinflußt, wurde bei diesem System ein
Direktantrieb verwendet. Durch den Einsatz von Hybrid-Schrittmotoren, die über ein Micros-
tepping-Verfahren angesteuert werden, und hochauflösenden Drehgebern konnte trotz Direkt-
antrieb eine angemessene Winkelauflösung erzielt werden. 
4.1.2 Besonderheiten der Konstruktion
Um die optische Achse einer Kamera abhängig von der Bildinformation auf einen Raumpunkt
ausrichten zu können, ist es von Vorteil, wenn die Kamera um das Projektionszentrum des
Lochkameramodells gedreht wird. Nur in dieser Konstellation wird eine rein rotatorische
Bewegung des Kameramodells durchgeführt und die Ausrichtung der optischen Achse kann
unabhängig von der Entfernung des betreffenden Raumpunktes erfolgen. 
Achse Winkelauflösung Arbeitsbereich Getriebeübersetzung
Vergenzachsen 0,02197 Direktantrieb
Neigeachse 0,009 10:1
Schwenkachse 0,009 10:1
Tabelle 4-1: Positionierungsgenauigkeiten und Arbeitsbereiche der einzelnen Achsen
° 60°±
° 90°±
° 90°±
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Da einerseits die Position des Projektionszentrums im allgemeinen nicht in den Herstelleranga-
ben zu finden ist, insbesondere dann nicht, wenn es sich um kostengünstige Kameramodule
handelt, und andererseits die Lage des Projektionszentrums von den optischen Freiheitsgraden
des Kamerasystems abhängt, ist eine flexible Konstruktion notwendig, wenn das System in der
oben beschriebenen Konstellation betrieben werden soll. Zu diesem Zweck wurde die Kon-
struktion mit einer besonders flexiblen Kameraaufhängung versehen. So ermöglichen drei
translatorische Justierungsvorrichtungen eine präzise Positionierung des Projektionszentrums
der Kamera im Schnittpunkt der Vergenz- und der Neigeachse. 
Bild 4-3: Translatorische Positionierung des Kameramoduls
Da die absolute Position des Projektionszentrums von Zoom und Fokus abhängt, kann eine
Justierung im allgemeinen nur für einen bestimmten Kamerazustand erfolgen. Wie die Kali-
brierung des Systems jedoch zeigte, verschiebt sich das Projektionszentrum bei Veränderung
des Fokus nur minimal, so daß bei konstantem Zoom seine Lage als näherungsweise konstant
angesehen werden kann.
Über einen speziellen Mechanismus kann das Projektionszentrum der Kameras in vertikaler
Richtung positioniert werden. In einer Führung, die gegen Verwindung gesichert ist, kann
hierzu das Kameragehäuse über ein Gewinde entlang der Vergenzachse verschoben werden. In
Querrichtung läßt sich das Kameragehäuse durch unterschiedliche Distanzstreifen und in
Längstrichtung innerhalb einer Klemmvorrichtung positionieren (vgl. Bild 4-3).
Drei weitere rotatorische Justierungseinrichtungen erlauben es, die optischen Achsen der
Kameras so auszurichten, daß sie näherungsweise in einer Ebene liegen. Innerhalb der
Gehäuse sind die Kameras zu diesem Zweck flexibel befestigt, so daß die Schwenk-, Neige-
und Kippwinkel mit Hilfe der Justierungsschrauben eingestellt werden können (vgl. Bild 4-4). 
Kameragehäuse
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Feinjustierung
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Bild 4-4: Rotatorische Justierungsmöglichkeiten 
Diese flexiblen Justierungsmöglichkeiten erlaubten bei der hier vorgestellten Konstruktion den
Einsatz von weniger hochwertigen und daher kostengünstigen Kameramodulen, obwohl deren
Abbildungsgeometrie von Exemplar zu Exemplar teilweise stark variierte. 
4.2 Die Kalibrierung des Kamerasystems
Die hier eingesetzten Kamerasysteme haben den Vorteil, daß sie sehr flexibel an die Umwelt
angepaßt werden können. So können z. B. Objekte automatisch fokussiert werden oder durch
eine verstellbare Blende können schwankende Beleuchtungsverhältnisse kompensiert werden.
Derartig komplexe Mehrlinsensysteme, die diese Möglichkeiten aufweisen, lassen sich jedoch
nicht mehr mathematisch geschlossen beschreiben. Zur Modellierung der bildgebenden Pro-
zesse solcher Linsensysteme wird im allgemeinen die Zentralprojektion des Lochkameramo-
dells herangezogen. Dieses weit verbreitete Modell ist zwar mathematisch sehr einfach
handhabbar, jedoch gelten die jeweiligen Modellparameter immer nur für einen bestimmten
Kamerazustand. Da sich darüber hinaus die Kamerasysteme nur sehr grob durch die einfache
Zentralprojektion beschreiben lassen, sind in der Fachliteratur zahlreiche Erweiterungen dieses
Modells zu finden, die zusätzlich diverse Linsenverzeichnungen berücksichtigen [CR93,
Len87, LT87, Li94, MC+93, SA94,  Tsa87, WCH92]. 
Da das in Kapitel 4.1 beschriebene aktive Kamerasystem unter anderem die Grundlage für die
räumliche Vermessung bilden soll, ist eine genaue Modellierung der bildgebenden Prozesse
dieses Systems unumgänglich. Im folgenden werden daher die Modellierung der Kameras und
die Ermittlung der Modellparameter im Rahmen einer aufwendigen Kalibrierungsprozedur
näher erläutert. Die Kalibrierung der Modellparameter muß auch bei den hier eingesetzten
Kamerasystemen für die verschiedenen Systemzustände erfolgen, da das verwendete Modell
von den optischen Freiheitsgraden der Kameras abhängt. Eine Kalibrierung der Modellpara-
meter während der Laufzeit würde sehr hohe Anforderungen an das Kalibrierungsverfahren
stellen und müßte in Echtzeit erfolgen. Andererseits werden die Bewegungen des Kamerasy-
stems im Rahmen der Regelung meßtechnisch erfaßt, so daß die veränderbaren extrinsischen
Parameter relativ zu einer Referenzposition gemessen werden können. Die Kalibrierung muß
daher nur für eine Kameraposition durchgeführt werden. 
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Die optischen Freiheitsgrade des eingesetzten Mehrlinsensystems sind zwar ebenfalls meßbar,
sie entsprechen jedoch nicht den intrinsischen oder den extrinsischen Parametern des Lochka-
meramodells. Diese Parameter müssen deshalb für verschiedene Systemzustände bestimmt
und tabelliert werden.
4.2.1 Das mathematische Modell
Die Modellierung der bildgebenden Prozesse der Kameras erfolgt durch eine erweiterte Ver-
sion des klassischen Lochkameramodells. Das Modell beschreibt den Prozeß, durch den ein
Punkt qw, dessen Koordinaten sich auf ein dreidimensionales Weltkoordinatensystem beziehen,
in die Bildebene der Kamera projiziert wird. Dieser Abbildungsprozeß erfolgt über mehrere
Zwischenschritte, die im folgenden näher erläutert werden. Die im weiteren verwendeten
Koordinatensysteme sind, soweit nicht anders vermerkt, kartesische rechtshändige Koordina-
tensysteme.
Bild 4-5: Erweitertes Lochkameramodell mit den einzelnen Koordinatensyste-
men
Um die Position in der Bildebene zu bestimmen, auf die ein beliebiger Punkt in der betrachte-
ten Szene abgebildet wird, werden zunächst die Weltkoordinaten xw = [xw yw zw]T mittels einer
affinen Abbildung in die sogenannten Kamerakoordinaten xk = [xk yk zk]T überführt. 
(4-1)
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Der Ursprung dieses Koordinatensystems liegt im optischen Zentrum der betreffenden
Kamera, wobei die zk-Achse identisch mit der optischen Achse des Kameramodells ist (vgl.
Bild 4-5). Die Matrix R ist hierbei eine orthonormale Rotationsmatrix mit
(4-2)
und t = [tx ty tz]T ist ein geeigneter Translationsvektor. Durch die Abbildungsgleichung des
Lochkameramodells (vgl. Beziehung (2-1)) werden die Kamerakoordinaten xk in einem weite-
ren Schritt in die zweidimensionalen Sensorebenenkoordinaten xs = [xs ys]T abgebildet.
; (4-3)
Im Fall des idealen Linsensystems werden die Sensorebenenkoordinaten xs anschließend durch
den Bildsensor auf die unverzerrten diskreten Bildkoordinaten xu = [xu yu]T überführt.
; (4-4)
Die Parameter x0 und y0 sind hierbei die unverzerrten Bildkoordinaten des Punktes, an dem die
optische Achse des Kameramodells die Sensorebene durchstößt. Dieser Punkt wird als Haupt-
punkt bezeichnet. Die Parameter ax und ay stellen den horizontalen bzw. vertikalen Abstand
zweier benachbarter Sensorelemente dar. Durch die Normierung der Sensorparameter in (4-4)
auf diese Größen, haben die Bild- und Hauptpunktkoordinaten die normierte Einheit Pixel
(Picture elements). Der Ursprung des Bildkoordinatensystems ist die linke untere Bildecke.
Zur Vereinfachung werden die effektive Brennweite f und die Sensorelementabstände ax, ay
 
zu
den normierten effektiven Brennweiten fx und fy zusammengefaßt.
; (4-5)
Da die eingesetzten Kameras die Möglichkeit bieten, auch relativ kleine Brennweiten einzu-
stellen, treten insbesondere in diesem Zustand beachtliche Verzeichnungsfehler auf. Neben der
kleinen Brennweite ist die niedrige Qualität der verwendeten Objektive, die hier aus Kosten-
gründen eingesetzt werden, eine weitere Ursache für diese Fehler. Um die Verzeichnungsfehler
R
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in einem späteren Verarbeitungsschritt kompensieren zu können, wird deshalb zusätzlich die
sogenannte radiale Linsendistorsion modelliert. Weitere, hier aus Aufwandsgründen nicht
berücksichtigte Verzeichnungsarten sind die tangentiale Linsendistorsion und die dünne Pris-
madistorsion (siehe [CR93, Li94, MC+93, SA94, WCH92]). 
Die durch die Linsendistorsion verzerrten Bildkoordinaten xd ergeben sich aus den unverzerr-
ten Bildkoordinaten zu:
(4-6)
Die radiale Linsendistorsion wird in der Literatur im allgemeinen durch die folgende implizite
Darstellung modelliert (siehe z.B. [Len87, LT87, Li94]):
mit: (4-7)
Da jedoch die Linsendistorsion durch eine Entzerrung der Bilddaten im Rahmen der Bildauf-
bereitung kompensiert werden soll, wie in Kapitel 4.3.1 noch näher erläutert wird, ist eine
explizite Formulierung der verzerrten Bildkoordinaten mit
(4-8)
erforderlich. Um diesen Zusammenhang aus den Beziehungen (4-6) und (4-7) zu erhalten,
müßte ein gekoppeltes Gleichungssystem dritten Grades für jeden Bildpunkt und nach jeder
Bildaufnahme gelöst werden. Dieser zusätzliche Berechnungsaufwand kann vermieden wer-
den, wenn die radiale Linsendistorsion durch die folgende explizite Darstellung modelliert
wird. 
(4-9)
Die Terme höherer Ordnung (siehe Beziehung (4-7)) werden in diesem Ansatz vernachlässigt,
da sich einerseits durch diesen zusätzlichen Mehraufwand nur geringe Verbesserungen in der
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Modellierung erzielen lassen und andererseits die teilweise sehr hohen Beträge dieser Kompo-
nenten leicht zur numerischen Instabilität bei der Ermittlung der Parameter führen können
(siehe [Tsa87]). Eine weitere Besonderheit dieses Ansatzes besteht in der Modellierung des
Torsionszentrums xt = [xt yt]T. Während das Torsionszentrum xt im allgemeinen gleich dem
Hauptpunkt x0 gewählt wird [CR93, LZB95, Len87, LT87, Li94, MC+93, NM+92, SA94,
Tsa87, WCH92], werden hier zwei weitere Parameter vorgesehen, die den Ort des Torsions-
zentrums separat beschreiben. Durch diese zusätzlichen Parameter können die Ungenauigkei-
ten, die bei der Montage und der Fertigung der Linsen auftreten, berücksichtigt und später
kompensiert werden (siehe Kapitel 4.3.1). 
Aus der Kombination der Beziehungen (4-1) - (4-6) ergeben sich die sogenannten Kollineari-
tätsgleichungen, die den gesamten Abbildungsprozeß des Kameramodells beschreiben.
(4-10)
(4-11)
Die Parameter rij sind hierbei die Komponenten der Rotationsmatrix R aus Beziehung (4-2).
Als extrinsische Parameter sind somit die drei Komponenten des Translationsvektors t und die
drei Eulerwinkel α, β und γ zu kalibrieren. Die zu bestimmenden intrinsischen Parameter sind
die Hauptpunktkoordinaten x0, die normierten effektiven Brennweiten fx, fy und die radiale
Linsendistorsion τ mit ihren Zentrumskoordinaten xt. Die Parameter werden einem
Vektor p wie folgt zugeordnet:
(4-12)
4.2.2 Bestimmung der Modellparameter
Die Parameter des Kameramodells können aus den Kollinearitätsgleichungen (4-10) und
(4-11) ermittelt werden, wenn eine geeignete Menge von Meßpunkten vorliegt. Hierzu müssen
die Weltkoordinaten der Meßpunkte und die Bildkoordinaten der zugehörigen Abbildungen
bekannt sein. Die Meßpunktmenge muß darüber hinaus so gewählt werden, daß ein nicht
unterbestimmtes Gleichungssystem aufgestellt werden kann. Die zur Kalibrierung der hier ein-
gesetzten Kameras erforderlichen Meßpunkte liefert eine eigens zu diesem Zweck konstruierte
Meßvorrichtung. 
xd x0 τx fx 
r11xw r12yw r13zw tx+ + +
r31xw r32yw r33zw tz+ + +
-------------------------------------------------------------–+=
yd y0 τy fy 
r21xw r22yw r23zw ty+ + +
r31xw r32yw r33zw tz+ + +
-------------------------------------------------------------–+=
M 1×( )
p x0 y0 fx fy tx ty tz α β γ κ xt yt
T
=
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Bild 4-6: Meßvorrichtung zur Kalibrierung von Kamerasystemen. Die Ecken der
schwarzen Quadrate bilden die Meßpunkte für die Kalibrierung.
Die Meßpunkte bilden bei dieser Vorrichtung die Ecken schwarzer Quadrate, die phototech-
nisch auf eine Meßplatte aufgebracht wurden (vgl. Bild 4-6). Während die Weltkoordinaten
der Meßpunkte relativ genau vermessen werden können, müssen die zugehörigen Bildkoordi-
naten, auf welche die Meßpunkte abgebildet werden, in den Grauwertbildern zunächst detek-
tiert werden. Um bei dieser Prozedur eine möglichst hohe Genauigkeit zu erreichen, sind
aufwendige Verfahren notwendig, die eine subpixelgenaue Detektion der Meßpunkte erlauben
(siehe [Tra96b, TD96]). Die unbekannten Modellparameter werden unter Berücksichtigung
des Meßrauschens durch ein im folgenden beschriebenes Optimierungsverfahren ermittelt. 
Sei  der störungsfreie  Koordinatenvektor von N Meß-
punkten in verzerrten Bildkoordinaten und sei  der korrespondierende mit dem
 Fehlervektor v behaftete Meßvektor, so gilt:
(4-13)
Wobei f(p) einen Vektor darstellt, dessen Komponenten sich aus den Kollinearitätsgleichungen
durch Einsetzen der jeweiligen Meßpunktweltkoordinaten und des Parametervektors p errech-
nen. Das Ziel ist es nun den Parametervektor p so zu bestimmen, daß der Fehler v
minimiert wird.
Dieses Problem der nichtlinearen Optimierung kann durch Minimierung der quadratischen
Form
(4-14)
Kamera
Meßplatte
xm x1 y1 x2 y2…xN yN[ ]d
T
= 2N 1×( )
xm’ xm= v+
2N 1×( )
xm’ f p( ) v+=
M 1×( )
ek v
TWv=
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beschrieben werden. Die Matrix W ist hierbei eine positiv definite, symmetrische 
Gewichtsmatrix. Im allgemeinen sollte W die Inverse der Kovarianzmatrix Σv des Meßrau-
schens v sein. Wenn das Meßrauschen v mittelwertfrei ist und die einzelnen Meßwerte unkor-
reliert sind, wie vernünftigerweise angenommen werden kann, so ist die Kovarianzmatrix Σv
eine Diagonalmatrix. Werden alle Messungen mit der gleichen Genauigkeit durchgeführt, so
entspricht die Matrix W einer Multiplikation der Einheitsmatrix I mit einer skalaren Größe.
Die Minimierung von ek wird auch als ein verallgemeinertes Verfahren der kleinsten Fehler-
quadrate bezeichnet.
Eine Möglichkeit den Parametervektor p zu bestimmen, stellt das Gauß-Newton-Verfahren für
nichtlineare Ausgleichsprobleme [FH84] dar. Dieses Verfahren wird in der Photogrammetrie
auch als Bündelausgleichung bezeichnet [AK89, Kra84]. Bei diesem Ansatz wird die Funktion
f zunächst durch eine Taylor-Reihe um einen Parameterwert p0 linearisiert, indem Terme höhe-
rer Ordnung vernachlässigt werden.
(4-15)
Für den Meßvektor aus (4-13) folgt somit:
(4-16)
Hierbei ist J(p0) die Jacobi-Matrix der Funktion f an der Stelle p0. Aus der notwendigen Bedin-
gung für ein Minimum von ek 
(4-17)
und durch Auflösen von Beziehung (4-16) nach dem Fehlervektor v mit anschließender Ablei-
tung nach dem Parametervektor p
(4-18)
kann die explizite Darstellung für den Parametervektor p 
2N 2N×( )
f p( ) f p0( ) p∂
∂
 f p( )
p p0=
p p0–( )+≈
xm’ f p0( ) J p0( ) p p0–( ) v+ +=
p∂
∂ek 2vTW
p∂
∂v 0= =
p∂
∂v J p0( )–=
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(4-19)
gewonnen werden. Eine Invertierung der Matrix  ist jedoch nur dann möglich,
wenn die Meßpunkte nicht in einer gemeinsamen Ebene liegen. Aus diesem Grund ist es not-
wendig, bei jeder Parameterbestimmung die in Bild 4-6 gezeigte Meßplatte zur Generierung
der Meßpunktmenge mehrfach verschoben aufzunehmen. 
Aus Beziehung (4-19) ergibt sich ein iterativer Optimierungsalgorithmus, wenn der Korrektur-
vektor  nach jedem Iterationsschritt i zum aktuellen Parametervektor pi addiert wird.
(4-20)
Die gesuchten Modellparameter p ergeben sich auf diese Weise nach Erfüllung eines geeigne-
ten Konvergenzkriteriums
; mit . (4-21)
Aufgrund der Nichtlinearität der Kollinearitätsgleichungen kann im allgemeinen nicht garan-
tiert werden, daß das Verfahren zum globalen Optimum konvergiert. Ob die optimale Lösung
ermittelt werden kann, hängt davon ab, ob der Initialisierungsvektor p0 im Konvergenzgebiet
des Verfahrens liegt. Zur Ermittlung der meisten Initialisierungsparameter wurde bei der Kali-
brierung der Kameras das Tsai-Verfahren [Tsa87] eingesetzt, das eine direkte suboptimale
Lösung der Kollinearitätsgleichungen erlaubt. Die Hauptpunktkoordinaten, die nicht durch das
Tsai-Verfahren errechnet werden können, wurden vorab durch ein Zoomingverfahren
bestimmt [LT87]. Die Kalibrierung zeigte, daß die auf diese Weise ermittelten Initialisierungs-
parameter sehr nahe bei der optimalen Lösung liegen, so daß die Konvergenz des Gauß-New-
ton-Verfahrens kein Problem darstellte [Luk98, Tra96b]. Die Kombination dieser einzelnen
Verfahrensschritte erlaubte es, die Kameras ohne Vorkenntnisse und unabhängig von Herstell-
erangaben zu kalibrieren.
Das Gauß-Newton-Verfahren ist eine Approximation des Newton-Verfahrens und besitzt
lineare Konvergenz. Das Newton-Verfahren besitzt zwar quadratische Konvergenz [ERS77,
Hor79], jedoch wurde dieses Verfahren hier nicht eingesetzt, da es durch die zusätzliche
Berechnung der Hesse-Matrix in jedem Iterationsschritt wesentlich aufwendiger ist und im
Fall der Konvergenz zur gleichen Lösung konvergiert wie das Gauß-Newton-Verfahren
[Gen79]. Das Konvergenzgebiet des Gauß-Newton-Verfahrens kann durch den Einsatz der
Levenberg-Marquardt-Methode vergrößert werden [FH84]. Der Einsatz dieser Methode war
jedoch hier, aufgrund der relativ genauen Initialisierungsparameter, nicht erforderlich. 
p p0–( ) ∆p JT p0( )WJ p0( )( )
1– JT p0( )W xm’ f p0( )–( )= =
JT p0( )WJ p0( )
∆p
pi 1+ pi–( ) ∆pi JT pi( )WJ pi( )( )
1– JT pi( )W xm’ f pi( )–( )= =
pi 1+ pi– ε< ε 0≥
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4.2.3 Einfluß der optischen Freiheitsgrade auf die Modellparameter
Im Rahmen der Kalibrierung der Kamerasysteme wurde in zahlreichen Messungen der Einfluß
der unterschiedlichen optischen Freiheitsgrade auf die Modellparameter ermittelt. Während
sich die Blendeneinstellung der verwendeten Kameramodule nur in einem vernachlässigbaren
Maß auf die Modellparameter auswirkt, zeigte sich ein teilweise erheblicher Einfluß der
Fokus- und insbesondere der Zoomeinstellungen auf das Kameramodell. Besonders groß ist
dieser Einfluß auf die effektiven Brennweiten, die radiale Linsendistorsion und die Position
des Projektionszentrums in Richtung der optischen Achse. 
Bild 4-7: Einfluß von Zoom und Fokus auf die effektive Brennweite (a), die Posi-
tion des Projektionszentrums in Richtung der optischen Achse (b) und
die radiale Linsendistorsion (c) einer Kamera. Die Fokus- und Zoom-
werte sind in Encoderschritten angegeben.
Zur Bestimmung der Modellparameter für die unterschiedlichen Kamerazustände wurden
durchschnittlich 450 Meßpunkte pro Kamerazustand ausgewertet. Der normalisierte Kalibrie-
rungsfehler nach Weng lag bei fast allen Messungen um den Wert 1,0. Dies entspricht einer
Kalibrierung, deren verbleibender Fehler im Vergleich zu den Quantisierungsfehlern, die durch
das diskrete Abtastraster der Sensoren hervorgerufen werden, vernachlässigbar gering ist
[WCH92]. Die Modellierung des Distorsionszentrums durch zusätzliche Parameter (vgl. Kapi-
tel 4.2.1) wirkte sich in einer Verbesserung des normalisierten Kalibrierungsfehlers bis zu 10%
gegenüber der herkömmlichen Modellierung aus [Luk98].
200
400
600
800
1000
0
200
400
600
800
−70
−60
−50
−40
−30
−20
−10
200
400
600
800
1000
0
200
400
600
800
0
1000
2000
3000
4000
5000
200
400
600
800
1000
0
200
400
600
800
−4
−3
−2
−1
0
1
x 10−7
a)
b) c)
t z
/m
m
f x/
Pi
x
el
κ
x
10
-
7 /P
ix
el
-
2
Fokus/
Steps
Zoom/Steps
Zoom/Steps
Zoom/Steps
Fokus/
Steps
Fokus/
Steps
Entzerrung und Rektifikation der Bilddaten 45
Wie in Abbildung 4-7 zu sehen ist, konnten nicht alle möglichen Kombinationen von Zoom
und Fokus kalibriert werden. Der Grund hierfür ist, daß die Kameras eine begrenzte Tiefen-
schärfe besitzen, die mit zunehmendem Zoom geringer wird. Die Meßpunkte der hier verwen-
deten Meßvorrichtung (vgl. Bild 4-6) konnten daher nicht bei allen Kamerazuständen scharf
abgebildet werden. 
Um die Auswirkungen der Parameterschwankungen auf die Tiefenrekonstruktion kompensie-
ren zu können, wurden die Modellparameter für die einzelnen Kamerazustände tabelliert. Die
optischen Freiheitsgrade der Kamerasysteme werden während des Betriebs meßtechnisch
erfaßt und die jeweiligen Modellparameter werden in Abhängigkeit dieser Meßwerte mit Hilfe
der „Look-up“-Tabellen ermittelt und in nachfolgenden Verarbeitungsschritten berücksichtigt.
4.3 Entzerrung und Rektifikation der Bilddaten
Die genaue Modellierung der Abbildungsprozesse der Kameras in Kapitel 4.2 liefert die Vor-
aussetzung für die Aufbereitung der Stereobilddaten in einem ersten Verarbeitungsschritt. Die
in diesem Zusammenhang eingesetzten Strategien dienen dazu, die Genauigkeit der Tiefenre-
konstruktion zu erhöhen und die weiteren Verarbeitungsschritte des Stereoverfahrens erheblich
zu vereinfachen. 
4.3.1 Kompensation von Verzeichnungsfehlern
In welcher Form Linsenverzeichnungen in weiteren Verarbeitungsschritten Berücksichtigung
erfahren, ist in der Literatur nur selten erläutert. In der Stereoskopie ist es denkbar, die nach der
herkömmlichen Methode modellierte Linsendistorsion bei der Tiefenrekonstruktion oder der
Schätzung von Epipolarlinien zu berücksichtigen. Da die Epipolarlinien jedoch hier aufgrund
des hohen Berechnungsaufwandes nicht explizit geschätzt, sondern die Stereobilddaten über
eine Rektifikationstransformation in Stereobilder mit kollinearen Epipolarlinien überführt wer-
den sollen, werden die Bilddaten über eine Entzerrungsoperation zunächst von der Linsendis-
torsion befreit. Ein zusätzlicher vorteilhafter Nebeneffekt dieses Vorgehens ist, daß auch ein
Mustererkennungsverfahren, das diese Bilddaten als Eingangsinformation verwendet, nicht
durch die Verzeichnungsfehler beeinflußt wird. 
Eine Möglichkeit zur Entzerrung der Bilddaten besteht darin, die Grauwerte des verzerrten Bil-
des an den Koordinaten xd auf die unverzerrten Bildkoordinaten xu abzubilden. Bei dieser
Transformation ergeben sich jedoch im allgemeinen Zielkoordinaten, die zwischen den diskre-
ten Bildkoordinaten liegen. Die Grauwerte müßten somit in einer geeigneten Weise auf die
jeweils benachbarten Koordinaten verteilt werden. Wesentlich einfacher ist es dahingegen, die-
sen Abbildungsprozeß in umgekehrter Richtung zu durchlaufen, indem zunächst für jeden
Bildpunkt im unverzerrten Bild die entsprechenden verzerrten Bildkoordinaten xd errechnet
werden. Die Voraussetzung hierfür liefert die in Beziehung (4-9) vorgestellte Modellierung der
radialen Linsendistorsion. Aus den Beziehungen (4-6) und (4-9) ergibt sich folgender explizi-
ter Zusammenhang zwischen den verzerrten und den unverzerrten Bildkoordinaten.
46 Kapitel 4:  Vom Kamerabild zur Tiefenkarte
(4-22)
Die auf diese Weise ermittelten verzerrten Bildkoordinaten liegen zwar im allgemeinen eben-
falls zwischen den diskreten Bildpunkten, jedoch können die gesuchten Grauwerte i(xu) in die-
sem Fall relativ einfach durch eine bilineare Interpolation der benachbarten vier Grauwerte um
die Koordinate xd berechnet werden. 
Bild 4-8: Kompensation der radialen Linsendistorsion am Beispiel einer Kali-
brierungsmeßplatte. a) Verzerrtes und entzerrtes Bild. b) Bildaus-
schnitt um das rechte obere Quadrat
4.3.2 Rektifikation der Stereobilddaten
Das in Kapitel 4.1 vorgestellte binokulare Sehsystem bietet die Möglichkeit, die optischen
Achsen der Kameras aktiv auf eine Szene auszurichten und auf diese Weise Objekte im Blick-
feld zu fixieren. Neben den schon erwähnten Vorteilen, die hierdurch erzielt werden können,
sind jedoch auch gewisse Nachteile mit dieser Fähigkeit verbunden. Die Ausnutzung der Epi-
polareinschränkung (siehe Kapitel 2.4.1) zur Reduktion des Aufwandes bei der Suche nach
Korrespondenzpartnern gestaltet sich bei einem System mit den obenerwähnten Eigenschaften
etwas komplizierter. Der Grund hierfür ist, daß die Epipolarlinien nicht wie bei einer Kamera-
konstellation mit parallelen optischen Achsen identisch mit den Bildzeilen sind, sondern im
allgemeinen schräg zu diesen verlaufen. Bei bekannter Kamerageometrie können die Epipolar-
linien zwar ermittelt werden (vgl. Bild 2-4), jedoch muß diese Berechnung für jeden einzelnen
Bildpunkt durchgeführt werden und ist somit relativ aufwendig. Aufgrund des diskreten Abt-
astrasters bedarf es bei dieser Technik weiterhin einer geeigneten Interpolation der Grauwerte. 
xd
xu κ xu xt–( )+ xu xt–( )2 yu yt–( )2+( )
yu κ+ yu yt–( ) xu xt–( )2 yu yt–( )2+( )
=
a) b)
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Eine andere Möglichkeit besteht darin, das Bildsignal derart zu transformieren, daß die Epipo-
larlinien stets kollinear und identisch mit den Bildzeilen sind. Dies kann durch eine Projektion
des rechten und des linken Bildes in eine gemeinsame Ebene, die sogenannte Rektifikations-
ebene, geschehen [AH88, GG93, PD96, Tra96c]. Die Rektifikationsebene sei hierzu in einem
Abstand fn von der Basislinie bs angeordnet und parallel zu den yk-Achsen der Kamerakoordi-
natensysteme ausgerichtet.
Bild 4-9: Rektifikation der Stereobilddaten durch die Projektion der Bilder in
eine gemeinsame Rektifikationsebene
In einem Weltkoordinatensystem, dessen Ursprung sich in der Mitte der Basislinie befindet
(vgl. Bild 4-9), kann die Rektifikationsebene durch die Normalenform
(4-23)
beschrieben werden. Der Normalenvektor n = [0 0 1]T entspricht hierbei dem Einheitsvektor
des Weltkoordinatensystems in zw-Richtung. Die neuen Koordinaten eines Punktes im rektifi-
zierten Bild ergeben sich aus dem Durchstoßpunkt der Geraden, die durch den Kamerakoordi-
natenursprung und den betreffenden Bildpunkt in der Sensorebene definiert ist, und der
Rektifikationsebene (vgl. Bild 4-9). Um diesen Punkt zu ermitteln, wird im folgenden die ent-
sprechende Geradengleichung im Weltkoordinatensystem aufgestellt. Hierbei werden die
Kamerakoordinaten xk zunächst auf das linke der beiden Kamerasysteme bezogen.
Die Weltkoordinaten xw sind über die folgende Transformation mit den Kamerakoordinaten xk
verknüpft:
qw
fr fl 
Epipolarebene
qur
Rektifizierte Bilder
b r-b l
zw
yw
xw
Linkes Bild Rechtes Bild
qr
qul
ql
bs
Epipolarlinie
n
T
xw fn 0=+
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(4-24)
Der Translationsvektor ergibt sich für die linke Kamera zu t = [-bs/2 0 0]T. Die weiteren
Berechnungen erfolgen für den Fall, daß die beiden Kameras so justiert sind, daß die optischen
Achsen der Kameras in einer Ebene liegen und daß die Bildzeilen bei parallel ausgerichteten
optischen Achsen kollinear zur Basislinie sind. Für diese Konfiguration, die durch die in Kapi-
tel 4.1.2 beschriebenen Vorrichtungen leicht eingestellt werden kann, hat die Rotationsmatrix
R die vereinfachte Form:
(4-25)
Der Winkel β entspricht unter idealen Voraussetzungen dabei dem meßtechnisch erfaßbaren
Vergenzwinkel βv der betrachteten Kamera. Ein beliebiger Punkt q in der Sensorebene wird im
entsprechenden Kamerakoordinatensystem durch q = [xs ys -f ]T definiert. Werden dieser Punkt
und der Ursprung des Kamerakoordinatensystems über Beziehung (4-24) in die Weltkoordina-
ten überführt, so kann eine Geradengleichung für die oben beschriebene Gerade in Parameter-
form zu
(4-26)
angegeben werden. Da der Durchstoßpunkt der Geraden und der Rektifikationsebene die
gesuchten Koordinaten bestimmt, wird Beziehung (4-26) in Beziehung (4-23) eingesetzt.
Somit folgt für den freien Parameter :
(4-27)
Durch Substituieren von  in Beziehung (4-26) ergeben sich die Weltkoordinaten der rektifi-
zierten Bilddaten zu:
xw Rxk t+=
R
βcos 0 βsin
0 1 0
βsin– 0 βcos
=
xw
-
bs
2
----
0
0
λR
xs
ys
-f
+=
λ
λ fnf β xs βsin+cos
------------------------------------=
λ
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(4-28)
Die rektifizierten Bildkoordinaten x können nun direkt aus den ersten beiden Komponenten
des Vektors xw in Beziehung (4-28) ermittelt werden. Hierzu wird die xw-Komponente geeignet
verschoben, so daß der Ursprung des Sensorebenenkoordinatensystems auf einen Punkt  im
rektifizierten Bild abgebildet wird. 
(4-29)
Der Punkt  wird in diesem Ansatz so gewählt, daß der Ursprung des Sensorebenenkoordina-
tensystems auf das neue Bildzentrum abgebildet wird. Der Ursprung des neuen Koordinatensy-
stems ist die linke untere Bildecke. 
Da die Sensorebenenkoordinaten xs nicht direkt zur Verfügung stehen, werden diese durch die
unverzerrten Bildkoordinaten xu, die mit Hilfe der Entzerrungstransformation aus Kapitel 4.3.1
rekonstruiert werden, angenähert. Unter Verwendung der Beziehungen (4-4) und (4-5) ergibt
sich somit:
(4-30)
Da diese Rektifikationstransformation ebenso wie die Entzerrung in Kapitel 4.3.1 auf diskrete
Koordinaten angewendet werden muß, ist auch in diesem Zusammenhang eine bilineare Inter-
polation der Grauwerte notwendig. Die explizite Auflösung von Beziehung (4-30) nach den
unverzerrten Bildkoordinaten, die zu diesem Zweck erforderlich ist, stellt jedoch kein Problem
xw
fn 
xs β f βsin–cos
f β xs βsin+cos
------------------------------------
bs
2
----–
 fn ys
f β xs βsin+cos
------------------------------------
-fn
=
x0’
x x0’–
1 0 0
0 1 0
xw
bs
2
---- fn βtan+
0
+ fn
 xs
f βcos( )2 xs βsin βcos+
--------------------------------------------------------
 ys
f β xs βsin+cos
------------------------------------
= =
x0’
x x0’– fn
xu x0–( )
fx βcos( )2 xu x0–( ) βsin βcos+
--------------------------------------------------------------------------
fx yu y0–( )
fx fy β fy xu x0–( ) βsin+cos
-----------------------------------------------------------------
=
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dar. Zur Verminderung des Berechnungsaufwandes werden die Entzerrung und die Rektifika-
tion verkettet, wodurch nur eine bilineare Interpolation pro Bildpunkt erforderlich ist. 
Durch den noch zu bestimmenden Abstand fn der Rektifikationsebene zur Basislinie wird im
wesentlichen die lokale Dehnung bzw. Stauchung der Bilder beeinflußt, durch die die Bildda-
ten bei der Rektifikationstransformation verzerrt werden. Um diese Verzerrungen im Mittel
möglichst gering zu halten, wird der Abstand fn daher gleich dem arithmetischen Mittelwert
der auf die Ebenennormale n projizierten normierten effektiven Brennweiten fxl und fxr
gewählt.
(4-31)
Bei dieser Wahl des Parameters fn verläuft die Rektifikationsebene bei symmetrischen
Vergenzwinkeln und gleicher normierter effektiver Brennweite durch die Hauptpunkte des
Kamerasystems, wodurch die Bildmitte der rektifizierten Bilder nicht verzerrt wird.
Bild 4-10: a) Originales und b) rektifiziertes Stereogramm einer Kalibrierungs-
meßplatte. Im Originalstereogramm weist die Disparität der im linken
Bild markierten Position eine vertikale Komponente auf. Durch die
Rektifikation wird diese kompensiert.
fn 12-- fxl βl fxr βrcos+cos( )=
a)
b)
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4.4 Bilddatendekomposition durch Gaborfilter
Die enorm großen Datenmengen, die in der digitalen Bildverarbeitung manipuliert werden
müssen, stellen trotz der Fortschritte auf dem Gebiet der Computertechnologie immer noch ein
erhebliches Problem dar. Zur Reduktion des Berechnungsaufwandes kommen daher in der
Bildverarbeitung oft Strategien zum Einsatz, die sich im wesentlichen am biologischen Vorbild
orientieren. So werden allgemein in der Mustererkennung aber auch speziell in der Stereosko-
pie in vielen Ansätzen Merkmale aus dem Grauwertbild extrahiert, welche die Bildinformation
auf einer abstrakten Ebene beschreiben und auf diese Weise die Datenmenge erheblich redu-
zieren können. Als Beispiel sei an dieser Stelle der Marr-Hildreth-Operator genannt, der
sowohl in der Stereoskopie als auch in der Mustererkennung zur Merkmalsextraktion einge-
setzt wird (vgl. Kapitel 2.5.2). Dieser Operator simuliert das Übertragungsverhalten der soge-
nannten Zentrum-Umfeld-Zellen, die in der Retina vieler höherer Lebewesen nachgewiesen
werden konnten (siehe z.B. [HW62]). Auch der Einsatz sogenannter Auflösungspyramiden
[Bur84, BA83] dient in vielen Ansätzen zur Aufwandsreduktion und ist durch das inhomogene
Auflösungsvermögen des Auges und die nachgewiesenen unterschiedlichen Ortsfrequenzka-
näle im Sehsystem höherer Lebewesen ebenfalls biologisch motiviert [AP79, DDY79, MF77,
MTT78, PLT71]. 
Obwohl durch die vorangegangenen Verarbeitungsschritte bereits einige prinzipielle Voraus-
setzungen für eine effiziente Korrespondenzbestimmung gegeben sind, werden die Bilddaten
einem weiteren Verarbeitungsschritt in Form einer Filteroperation unterzogen. Ziel dieser Fil-
terstrategie ist es, analog zu den einfachen Zellen des primären visuellen Kortex höherer Lebe-
wesen ein zweidimensionales monochromes Bildsignal mit Hilfe einer Filterbank
orientierungs- und frequenzselektiv zu filtern. Der Berechnungsaufwand soll dabei durch eine
Auflösungspyramide erheblich reduziert werden. Die Filterbank wird durch einen Satz von
Gaborfiltern, die bereits prinzipiell in Kapitel 2.5.3 beschrieben wurden, gebildet. Das mini-
male „Zeit-Bandbreite-Produkt“ dieser Filter bewirkt dabei eine optimale Auflösung im Orts-
und im Ortsfrequenzbereich. 
Neben der Aufwandsreduktion, die durch die Filterung in Verbindung mit einer Auflösungspy-
ramide erzielt werden kann, existieren zwei weitere Gründe für diesen Verarbeitungsschritt. Da
parallel zur Korrespondenzbestimmung ein Mustererkennungsverfahren eine selektive Identifi-
kation einzelner Objekte erlauben soll, deren räumliche Position anschließend durch die pas-
sive Triangulation bestimmt wird, dient die im folgenden näher beschriebene Filteroperation
als Vorstufe für eine Extraktion von Konturmerkmalen. Anhand dieser orientierten Kontur-
merkmale werden schließlich einzelne Objekte im Rahmen einer Erkennungsstrategie identifi-
ziert [SH97]. 
Der wesentliche Aspekt für die stereoskopische Korrespondenzbestimmung ist jedoch, daß mit
Hilfe dieser Filterstrategie orientierungsselektiv Intensitätsänderungen, die eine Komponente
in Richtung der Epipolarlinien aufweisen, aus den Grauwertbildern extrahiert werden können.
Bedingt durch das stereoskopische Blendenproblem tragen allein diese Komponenten die
Information für die passive Triangulation (siehe Kapitel 2.3). Weiterhin werden Rauschpro-
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zesse, welche die Grauwertbilder im allgemeinen überlagern und die zu erheblichen Proble-
men in der Korrespondenzbestimmung führen können, durch die Filterung effizient
unterdrückt. Darüber hinaus liefern die hier eingesetzten Gaborfilter die Voraussetzung für
eine subpixelgenaue Disparitätsbestimmung in Kapitel 4.7.
Erkennung und Korrespondenzbestimmung geht somit der gleiche Vorverarbeitungsprozeß
voraus, wodurch kein zusätzlicher Aufwand durch unterschiedliche Vorverarbeitungsstrategien
betrieben werden muß. 
4.4.1 Vorüberlegungen zum Filterentwurf
Da die Gaborfilter auf zweidimensionale Grauwertbilder angewendet werden sollen, wird die
Beziehung (2-16) zunächst um eine Dimension erweitert. Die komplexe Impulsantwort g(x)
des im weiteren verwendeten Gaborfilters ergibt sich in Bezug auf die zweidimensionalen
Bildkoordinaten x zu:
(4-32)
Die Matrix A setzt sich hierbei aus einer zweidimensionalen Rotationsmatrix R und einer Para-
metermatrix S zusammen.
(4-33)
In der zweidimensionalen Formulierung der Gaborfunktionen treten zusätzlich der Parameter
σy, der die Breite der gaußförmigen Einhüllenden in der zusätzlichen Dimension bestimmt,
und der Drehwinkel , der die Lage der Einhüllenden im zweidimensionalen Raum
beschreibt, auf. Die zusätzliche Komponente des Modulationsortsfrequenzvektors
 bildet einen weiteren Entwurfsfreiheitsgrad. Es läßt sich leicht zeigen, daß
das Gaborfilter auch für den zweidimensionalen Fall die Unschärferelation an der unteren
Schranke erfüllt [Dau85].
Aus Symmetriegründen wird für den folgenden Filterentwurf gefordert, daß der Modulations-
frequenzvektor parallel zu einer der Hauptachsen der gaußförmigen Einhüllenden ist. Weiter-
hin soll nach dem biologischen Vorbild die Modulationsrichtung orthogonal zur längeren
Hauptachse der Einhüllenden sein [JP87a, JP87b, JSP87]. Mit σx < σy folgt somit:
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(4-34)
Mit dem Ähnlichkeitssatz der mehrdimensionalen Fouriertransformation 
6 (4-35)
ergibt sich die Übertragungsfunktion des Gaborfilters aus Beziehung (4-32) zu:
(4-36)
Mit Hilfe dieses orientierungsselektiven Bandpaßfilters soll eine Filterbank gebildet werden,
die das Grauwertbild in N Ortsfrequenzbänder und M Orientierungen zerlegt. Die einzelnen
Ortsfrequenzbänder sollen dabei den Einsatz einer Auflösungspyramide ermöglichen. Diese
Strategie soll es erlauben, sehr feine Details, die im allgemeinen mit hochfrequenten Signalan-
teilen verbunden sind, im Ortsbereich sehr gut aufzulösen, während niederfrequente Signalan-
teile zur Aufwandsreduktion entsprechend grob aufgelöst werden. Des weiteren sollen
Konturmerkmale wie Kanten oder Linien sehr einfach aus den Filterantworten extrahiert wer-
den können. Die Antwort von Bandpaßfiltern schwingt im allgemeinen in der Nähe von Grau-
wertsprüngen, die in der Bildverarbeitung gewöhnlich die Merkmale bilden, wodurch eine
eindeutige Detektion und Lokalisierung der Merkmale erschwert wird. Werden die Gaborfilter
jedoch so ausgelegt, daß sie eine gewisse Quadratureigenschaft aufweisen, kann dieses Pro-
blem erheblich vereinfacht werden. 
Die Antwort r(x) eines Gaborfilters ist durch die zweidimensionale Faltung eines Grauwertbil-
des i(x) mit der Impulsantwort g(x) des Filters definiert. 
(4-37)
Diese Antwort kann als ein Produkt eines komplexen Tiefpaßsignals rt(x) mit einer komplexen
Schwingung beschrieben werden [AKM95].
(4-38)
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Wird nun der Betrag der Filterantwort gebildet, so verschwindet aufgrund der Quadratureigen-
schaft des Filters die komplexe Schwingung und das Resultat ist die Amplitudeneinhüllende
der Filterantwort. 
(4-39)
In der Bildverarbeitung ergibt sich durch dieses Vorgehen der Vorteil einer schwingungsarmen
Antwort auf eine orientierte Intensitätsänderung im Grauwertbild. Eine Extraktion von Kan-
ten- oder Linienmerkmalen kann somit einfach durch eine Maximumsuche im Betragsergebnis
erfolgen.
Bild 4-11: a) Sprungförmiger Grauwertverlauf. b) Realteil, c) Imaginärteil und d)
Betrag der zugehörigen Antwort eines Gaborfilters
Um näherungsweise eine Quadraturbeziehung zwischen Real- und Imaginärteil der Filterant-
worten zu erreichen, ist es notwendig, daß Gleichanteile im Grauwertbild möglichst stark
bedämpft werden, bzw. daß die Filterimpulsantwort näherungsweise mittelwertfrei ist.
4.4.2 Ortsfrequenzeinteilung
Bei der Einteilung des Eingangsspektrums auf einzelne Filterkanäle mit unterschiedlichen
Beträgen der Modulationsortsfrequenz wird gefordert, daß sich die Übertragungsfunktionen
benachbarter Kanäle in Richtung der Modulationsortsfrequenz bei einer bestimmten Ortsfre-
quenz kr überschneiden. Bei dieser Ortsfrequenz sollen beide Filterübertragungsfunktionen
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den gleichen Wert r aufweisen. Die Übertragungsfunktion aus Beziehung (4-36) wird hierzu
bei einem Ortsfrequenzvektor kr = k[cosϕ sinϕ]T betrachtet, der mit der kx-Achse der Ortsfre-
quenzebene den gleichen Winkel ϕ wie die Modulationsortsfrequenz k0 einschließt. Die Über-
tragungsfunktion aus Beziehung (4-36) reduziert sich damit zu:
(4-40)
Um den Ortsfrequenzraum gleichmäßig auf die Filter aufzuteilen, besteht die Möglichkeit, die
absolute Bandbreite  in Richtung der Modulationsortsfrequenz mit
(4-41)
für alle N Filter konstant zu wählen.
(4-42)
Diese Einstellung führt dazu, daß alle Filter eine gleich gute bzw. gleich schlechte Auflösung
im Ortsbereich aufweisen. Sinnvoller erscheint es jedoch im Bereich der Bildverarbeitung,
hochfrequente Signalanteile, die meist Objektdetails im Grauwertbild repräsentieren, besser im
Ortsbereich aufzulösen als niederfrequente Anteile, die allmähliche Grauwertänderungen
repräsentieren. Um dieses Verhalten zu realisieren, wird die relative Bandbreite  konstant
für alle N Filter gewählt.
(4-43)
Diese Einstellung führt zu einer logarithmischen Bandaufteilung des Ortsfrequenzspektrums.
Im weiteren wird die relative Bandbreite in Oktaven angegeben. Die allgemein übliche Berech-
nungsweise lautet hierbei: 
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(4-44)
Die Bandbreite der Filter nimmt durch die Vorgabe in Beziehung (4-43) mit wachsender
Modulationsortsfrequenz logarithmisch zu, wodurch die Ortsauflösung ebenfalls zunimmt.
Um eine Unterabtastung der Filterantworten auf den diskreten Bildkoordinaten mit Abtastfak-
toren, die sich aus Potenzen von zwei ergeben, zu ermöglichen, werden die Filter in Oktavbän-
der eingeteilt. Die Beträge benachbarter Modulationsortsfrequenzen weisen in diesem Fall die
folgende Beziehung auf:
(4-45)
Aus der Forderung, daß zwei benachbarte Filterübertragungsfunktionen bei einer bestimmten
Ortsfrequenz kr in Richtung des Modulationsvektors einen Wert r aufweisen sollen 
, (4-46)
ergibt sich nach einigen Umformungen:
(4-47)
Der Wert, den die Filterübertragungsfunktionen für Gleichanteile annehmen, läßt sich aus den
Beziehungen (4-40) und (4-47) zu
(4-48)
errechnen. Bei einer Filterbank, bei der beispielsweise r = 0,5 gewählt wird, beläuft sich dieser
Wert bereits auf weniger als 0,2% des Maximalwertes der Übertragungsfunktion. Der Betrag
der Modulationsortsfrequenz wird im Rahmen der Oktavbandeinteilung zu
; mit (4-49)
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gewählt. Werden die Filterantworten im Rahmen einer Datenkomprimierung mit einem Faktor
sn = 2n abgetastet, so ist die kritische Ortsfrequenz, oberhalb der die Filterantwort nach dem
Shannon’schen Abtasttheorem keine Signalanteile mehr aufweisen darf, die Modulationsorts-
frequenz des benachbarten Filterkanals. Der Wert, den die Übertragungsfunktion an der kriti-
schen Ortsfrequenz annimmt, ist somit gleich dem Wert, den das Filter bei Gleichanteilen
aufweist. Die Filterantworten sind bei r = 0,5 somit näherungsweise mittelwertfrei und auch
der Fehler, der durch die Unterabtastung entsteht, ist vernachlässigbar gering. Das nachfol-
gende Beispiel zeigt die Übertragungsfunktionen von Gaborfiltern für N = 3 Kanäle mit
r = 0,5. Die relative Bandbreite der Filter entspricht hierbei etwa  Oktaven. 
Bild 4-12: Schnitt durch die Übertragungsfunktionen der Filterbank in Richtung
der Modulationsortsfrequenz für N = 3
4.4.3 Orientierungseinteilung
Als noch festzulegende Entwurfsparameter verbleiben an dieser Stelle der Parameter σy und
der Winkel ϕ. Der Parameter σy beschreibt die Ausdehnung der einhüllenden Gaußfunktion
orthogonal zur Modulationsrichtung k0. Hierdurch bestimmt er direkt die Orientierungsselekti-
vität des Filters. Durch den Winkel ϕ wird die Richtung der Modulationsortsfrequenz und
damit die Orientierung des Filters festgelegt (vgl. Beziehung (4-33) und (4-34)). Die Winkel-
auflösung  ergibt sich aus der Anzahl M der Filter mit unterschiedlicher Orientierung, die
für jeden Filterkanal n vorgesehen werden.
(4-50)
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Die Anzahl M der Filter sei für alle N Filterkanäle identisch. Der Winkel ϕm der einzelnen Fil-
ter ergibt sich unter diesen Voraussetzungen zu:
; mit (4-51)
Analog zum Kapitel 4.4.2 wird der Parameter σyn so bestimmt, daß sich die Übertragungsfunk-
tionen benachbarter Filter auf einem Kreis, dessen Radius gleich dem Betrag k0n der Modulati-
onsortsfrequenz k0n ist, mit gleichem Wert r überschneiden. Da die Filter symmetrisch zur
Modulationsrichtung sind, errechnet sich der Frequenzvektor ktn für diesen Schnittpunkt zu: 
(4-52)
Durch Einsetzen der Ortsfrequenz ktn in Beziehung (4-36) ergibt sich unter Ausnutzung ver-
schiedener trigonometrischer Additionstheoreme:
(4-53)
Unter Ausnutzung von (4-47) und (4-49) errechnet sich der Parameter σyn aus Beziehung
(4-53) zu:
(4-54)
Wie diese Beziehung zeigt, wird das Verhältnis der Hauptachsen der einhüllenden Gaußfunk-
tion nur durch die Winkelauflösung  bestimmt. Das Verhältnis ist somit konstant für alle
 Filterkanäle. Die vorzugebenden Parameter der Filterbank beschränken sich somit auf
die Anzahl N und M der Filter mit unterschiedlicher Modulationsortsfrequenz und Orientie-
rung und den Parameter r. 
Da das zu filternde Grauwertbild i(x) reell ist, können Symmetrieeigenschaften der Fourier-
transformation ausgenutzt werden, so daß die Filterung nur mit der Hälfte der M Orientierun-
gen durchgeführt werden muß. Da alle Übertragungsfunktionen mit gleichem Betrag der
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Modulationsortsfrequenz abgesehen von ihrer Orientierung identisch sind, gilt folgende Sym-
metrie:
(4-55)
Für die Fouriertransformierte Rmn(k) der Filterantwort rmn(x) gilt somit:
(4-56)
Unter Ausnutzung der Symmetrieeigenschaft
6 (4-57)
ergibt sich für die komplexen Filterantworten im Ortsbereich:
(4-58)
Die Antworten der jeweils um den Winkel pi versetzten Filterorientierungen können auf diese
Weise leicht aus den ursprünglichen Filterantworten durch eine komplexe Konjugation errech-
net werden. Da somit nur die Filterantworten der Orientierung  für jeden
Filterkanal n direkt berechnet werden müssen, läßt sich der Aufwand an dieser Stelle entspre-
chend reduzieren.
Im Rahmen der Mustererkennung werden die Filterantworten aller Orientierungen ohne eine
Gewichtung genutzt, um Konturmerkmale aus den Bildern zu extrahieren (siehe [SH97]). Auf-
grund des stereoskopischen Blendenproblems (siehe Kapitel 2.3) sind jedoch für die Stereo-
skopie nur die Grauwertänderungen von Bedeutung, die eine Komponente in Richtung der
Epipolarlinien aufweisen. Bedingt durch die Rektifikation in Kapitel 4.3.2 liegen die spektra-
len Anteile, durch die diese Grauwertänderungen repräsentiert werden, auf der kx-Achse in der
Ortsfrequenzebene. Zur Korrespondenzbestimmung werden daher auch nur die Filterkanäle
mit der Orientierung ϕm = 0 und zusätzlich, um dichter besetzte Disparitätskarten zu erhalten,
die zwei Nachbarorientierungen herangezogen. 
In Abbildung 4-13 ist die Aufteilung der Ortsfrequenzebene in die einzelnen Kanäle der Filter-
bank zu sehen. Durch die Ellipsen sind jeweils die Ortsfrequenzen gekennzeichnet, an denen
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die Übertragungsfunktionen den Wert Gmn(k) = 0,5 annehmen. Die Winkelauflösung beträgt in
diesem Beispiel . Alle übrigen Parameter entsprechen denen aus Kapitel 4.4.2.
Bild 4-13: Halbwertskonturen der Filterbank in der Ortsfrequenzebene. Während
zur Mustererkennung alle Kanäle ausgewertet werden, dienen nur die
Filterantworten der grau unterlegten Filterkanäle zur stereoskopi-
schen Korrespondenzbestimmung.
Die Impulsantwort der zweidimensionalen Gaborfilter weist bei der Orientierung ϕ = 0 einen
geraden Realteil und einen ungeraden Imaginärteil in horizontaler Richtung auf. In Anlehnung
an die klassische Bildverarbeitung kann der Realteil somit als Linienfilter und der Imaginärteil
als Kantenfilter bezeichnet werden [HW62, Wah84]. Als ein interessanter Aspekt sei an dieser
Stelle vermerkt, daß neuere neurophysiologische Untersuchungen eine erstaunliche Überein-
stimmung zwischen der Form der rezeptiven Felder einfacher Zellen höher entwickelter Lebe-
wesen und der Impulsantwort zweidimensionaler Gaborfilter zeigen [JP87a, JP87b, JSP87,
PR81].
Bild 4-14: Impulsantwortpaar des Gaborfilters. a) Realteil und b) Imaginärteil
der Filterimpulsantwort
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Soweit nicht anders erwähnt, werden zur Berechnung aller weiteren Ergebnisse und Beispiele
die in diesem Kapitel angegebenen Filterparameter verwendet.
4.4.4 Die Auflösungspyramide
Zur Reduktion des Berechnungsaufwandes werden bei vielen klassischen Bildanalyseverfah-
ren mehrstufige Auflösungspyramiden wie Gauß- oder Laplacepyramiden eingesetzt [Bur84,
BA83, Jäh93]. Bei dieser Technik wird das Grauwertbild unter Berücksichtigung des Abtast-
theorems kaskadisch mit isotropen Tief- oder Bandpaßfiltern gefiltert und abgetastet. Das
Ergebnis einer Filterung mit anschließender Unterabtastung dient dabei als Eingangsinforma-
tion für die jeweils nächste Auflösungsebene. Diese Art von Vorverarbeitung basiert in vielen
Fällen auf separablen Faltungsmasken und wird im allgemeinen mit einer speziellen Faltungs-
hardware durchgeführt [Jäh93]. Da Hardware dieser Art nicht zur Verfügung stand, und da die
hier eingesetzten Filterimpulsantworten weder in polaren noch in kartesischen Koordinaten
vollständig separabel sind, wurde der gesamte Filtervorgang als Multiplikation des Eingangs-
spektrums mit den Übertragungsfunktionen im Fourierbildbereich mit anschließender Rück-
transformation implementiert. 
Die Auslegung der Filter in Kapitel 4.4.2 erlaubt es, die Antworten  einer Filterebene n
unter Berücksichtigung des Shannon‘schen Abtasttheorems (siehe z.B. [Jäh93]) mit dem Fak-
tor sn = 2n abzutasten, ohne daß ein wesentlicher Informationsverlust auftritt. 
(4-59)
Die auf diese Weise komprimierten Filterantworten  werden im Gegensatz zu den klas-
sischen Auflösungspyramiden hier nicht kaskadisch, sondern unabhängig voneinander berech-
net. Diese Technik hat einerseits den Vorteil, daß die Filterbank leicht auf einer
Mehrprozessormaschine parallelisiert werden kann und andererseits bietet sie die Möglichkeit,
unterschiedliche Bildbereiche pro Auflösungskanal zu filtern. Im weiteren wird diese Eigen-
schaft genutzt, um in den einzelnen Auflösungsebenen Bildbereiche unterschiedlicher Größe
zu verarbeiten. Die Bildbereiche sind dabei konzentrisch und überlappend angeordnet und in
ihrer Größe so gewählt, daß nach dem Filtervorgang und der Abtastung in jedem Kanal die
gleiche Anzahl von Abtastpunkten vorliegt. Auf diese Weise ergibt sich eine Auflösungspyra-
mide mit einem kartesischen Abtastgitter, deren Auflösung mit steigendem Abtastfaktor sn ab-,
und deren Eingangsbildbereich gleichzeitig zunimmt. Damit der Basis-2-Algorithmus bei der
Fouriertransformation angewendet werden kann, wird im weiteren für die Dimensionen der
Eingangsbilder eine Potenz von zwei gewählt.
Ähnlich den biologischen Sehsystemen besitzt somit die Auflösungspyramide einen kleinen
Bereich, in dem noch sehr feine Strukturen, die sich durch hochfrequente spektrale Anteile
auszeichnen, aufgelöst werden können. In Richtung der Peripherie werden nur noch zuneh-
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mend grobe und damit niederfrequente Strukturen erfaßt. Eine solche Architektur setzt
zwangsläufig einen bewegungsfähigen Sehapparat voraus, der es durch Ausrichten der opti-
schen Achsen erlaubt, beliebige Bereiche der betrachteten Szene in den hochauflösenden
Bereich abzubilden. In Abbildung 4-15 sind die Antworten von drei Auflösungskanälen auf ein
Grauwertbild zu sehen. Die Grauwerte der Bilder repräsentieren hierbei jeweils die Beträge der
Filterantworten. Zur übersichtlicheren Darstellung sind die einzelnen orientierungsselektiven
Kanäle jeweils in einem Bild überlagert gezeigt. Als orientierte Konturmerkmale werden bei
der Mustererkennung jeweils lokale Maxima in den Beträgen der einzelnen Filterkanäle detek-
tiert und zur Identifikation herangezogen [SH97].
Bild 4-15: Filterung eines Grauwertbildes durch die Auflösungspyramide. a)
Bildausschnitte der einzelnen Auflösungskanäle (aus [Pla72]). b)
Überlagerte Beträge der Filterantworten aller Filterorientierungen. c)
Überlagerte extrahierte Merkmalspunkte aller Filterorientierungen 
Die Filterung der Eingangssignale im diskreten Fourierbildbereich mit endlichen Definitions-
intervallen entspricht einer zyklischen Berechnung des Faltungsproduktes. Da im allgemeinen
a)
b)
c)
n = 0n = 1n = 2
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die Eingangssignale jedoch nicht periodisch sind, treten in den Randbereichen Fehler auf,
wenn in der periodischen Fortsetzung des Bildsignals Unstetigkeitsstellen vorhanden sind.
Dieses Problem kann durch die Ausklammerung der Randbereiche der Filterantworten beho-
ben werden, wobei deren Breite etwa der halben Ausdehnung der Impulsantwort entspricht.
Die Komprimierung der Filterantworten erfolgt bei der implementierten Version der Filterbank
nicht explizit nach der Rücktransformation im Ortsbereich, sondern sie wird vielmehr implizit
durch die Rücktransformation des jeweiligen Spektralbereiches bewirkt. Auf diese Weise kann
der Berechnungsaufwand drastisch reduziert werden, da der größte Anteil der Laufzeit bei der
Filterung auf die Fouriertransformationen entfällt (siehe [Tra96a]).
4.5 Das Ähnlichkeitsmaß
Ein Aspekt, der bei allen Strategien zur stereoskopischen Korrespondenzbestimmung, abgese-
hen von den phasenbasierten Verfahren, eine zentrale Rolle spielt, ist die Übereinstimmung
zwischen den Stereobildern. Diese Übereinstimmung liefert bei vielen Ansätzen den ersten
Hinweis auf mögliche Korrespondenzpaare. Die Verrechnung von Grauwerten zur Ermittlung
lokaler Übereinstimmung zwischen den Grauwertbilden nach einem Korrelationsprinzip führt
bei den gebietsbasierten Verfahren, im Gegensatz zu den merkmalsbasierten Verfahren, zu sehr
dicht besetzten Disparitätskarten. Da sich jedoch Rauschprozesse, welche die Grauwertbilder
überlagern, und andere interokuläre Differenzen bei diesen Ansätzen direkt auf das Ähnlich-
keitsmaß auswirken, sind diese Verfahren entsprechend fehleranfällig. 
Nachdem in den vorangegangenen Kapiteln gezeigt wurde, wie die Bilddaten für die Korre-
spondenzbestimmung aufbereitet werden, erfolgt in diesem Abschnitt die Beschreibung eines
Verfahrens, mit dem die Ähnlichkeit zwischen den Stereokanälen ermittelt wird. Bei diesem
Verfahren bildet, ähnlich wie bei den gebietsbasierten Methoden, ein lokaler Korrelationsan-
satz die Grundlage zur Ermittlung sehr dicht besetzter Disparitätskarten. Die Ausnutzung der
Epipolareinschränkung in Form einer Rektifikation (siehe Kapitel 4.3.2) erlaubt hierbei eine
effiziente Implementierung des Verfahrens. Die vorausgehende orientierungs- und frequenzse-
lektive Filterung der Grauwertbilder durch die Gaborfilter unterdrückt einerseits gewisse Stör-
einflüsse und ermöglicht andererseits die Berechnung subpixelgenauer Disparitätswerte, ohne
daß eine explizite Berechnung von Phasendifferenzen oder Momentanfrequenzen wie bei den
phasenbasierten Verfahren erforderlich ist. Die in Kapitel 4.4.4 vorgestellte Auflösungspyra-
mide wird zwar im weiteren zur Aufwandsreduktion verwendet, da aber der Wertebereich der
Disparitäten nicht wie bei den phasenbasierten Verfahren durch die Modulationswellenlänge
der Filter begrenzt wird, ist sie keine zwingende Voraussetzung für diesen Ansatz.
4.5.1 Lokale Korrelation 
Wie in Kapitel 2.5.3 bereits erläutert wurde, kann die Disparität näherungsweise durch die
Phasendifferenz zwischen den Filterantworten der beiden Stereokanäle berechnet werden. Die
positiven Eigenschaften dieses Ansatzes, wie hohe Robustheit und dichte Disparitätskarten,
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können jedoch nur bedingt ausgenutzt werden, da der Wertebereich der Disparität aufgrund der
Mehrdeutigkeit der Phaseninformation durch die Modulationswellenlänge der Quadraturfilter
begrenzt wird. Um diesen Nachteil zu umgehen, werden im folgenden die Antworten der in
Kapitel 4.4 vorgestellten Filter zunächst in Form eines Korrelationsansatzes miteinander ver-
rechnet. Um ein lokales Maß für die Übereinstimmung zwischen den Filterantworten des lin-
ken und rechten Stereokanals zu erhalten, wird die Korrelation durch eine Fensterfunktion
räumlich gewichtet. 
Seien  und  die komprimierten Antworten des Filterkanals mn im linken bzw.
rechten Stereokanal und wmn(x) eine geeignete reelle Fensterfunktion, so wird das komplexe
Ähnlichkeitsmaß ρmnr(x,d), das sich auf das rechte Bildkoordinatensystem bezieht, zu
(4-60)
definiert. Durch die Faltung mit der Fensterfunktion wmn(x) ergibt sich durch das Ähnlichkeits-
maß ρmnr(x,d) eine Aussage über die lokale Ähnlichkeit der rechten Filterantwort an der Koor-
dinate x zu der linken Filterantwort an der Koordinate (x + d). Der maximale Betrag des
Ähnlichkeitsmaßes wird durch den Nenner in Beziehung (4-60) auf den Wert 1,0 normiert. Die
in Kapitel 4.3.2 vorgestellte Rektifikation der Stereobilder bewirkt durch die horizontalen Epi-
polarlinien an dieser Stelle, daß die Korrelation in Beziehung (4-60) nur in Abhängigkeit der
x-Koordinate durchgeführt werden muß und damit erheblich aufwandsgünstiger implementiert
werden kann. 
Weiterhin kann der Berechnungsaufwand durch eine geeignete Einschränkung der erfaßbaren
Raumtiefe vermindert werden, indem nur ein begrenzter Disparitätsbereich zugelassen wird.
; (4-61)
Die Wahl der Fensterfunktion wird von zwei Faktoren beeinflußt. Eine ausgedehnte Fenster-
funktion kann zu einer Reduktion der Mehrdeutigkeiten bei der Korrespondenzbestimmung
führen, da viel Information zur Identifikation der Korrespondenzpartner ausgewertet werden
kann. Mit zunehmender Ausdehnung der Fensterfunktion wird jedoch die Auflösung, mit der
die Disparität ermittelt werden kann, vermindert. Das Ähnlichkeitsmaß reagiert somit emp-
findlicher auf Gradienten im Disparitätsverlauf, was insbesondere bei Diskontinuitäten im Dis-
paritätsverlauf zu erheblichen Problemen führen kann. 
Um eine maximale Auflösung in Richtung der y-Koordinate zu erzielen und um den Berech-
nungsaufwand weiter zu reduzieren, wird die Breite der Fensterfunktion in y-Richtung gleich 1
r˜
mnl x( ) r˜mnr x( )
ρmnr x d,( )
wmn x( ) * r˜mnr x( )r˜mnl
* x d+( )
wmn x( ) * r˜mnr x( )
2
wmn x( ) * r˜mnl x d+( )
2
----------------------------------------------------------------------------------------------------------------=
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Pixel gewählt. Eine Grauwertänderung im Eingangsbild resultiert grundsätzlich in einer Filter-
antwort, deren räumliche Ausdehnung größer oder gleich der räumlichen Ausdehnung der Fil-
terimpulsantwort ist. Die Fensterfunktion wmn(x) wird daher als Kompromiß zwischen den
obengenannten Argumenten als eine eindimensionale Gaußfunktion gewählt, die jeweils der
Einhüllenden der Filterimpulsantworten in Epipolarrichtung entspricht. Da zur Berechnung
des Ähnlichkeitsmaßes die mit dem Faktor sn abgetasteten Filterantworten dienen (vgl. Kapitel
4.4.4), wird die Fensterfunktion durch den jeweiligen Abtastfaktor entsprechend skaliert. Auf-
grund der vorangegangenen Rektifikationstransformation (vgl. Kapitel 4.3.2) sind die Epipo-
larlinien identisch mit den Bildzeilen, so daß sich die Fensterfunktion über die Beziehungen
(4-32) und (4-33) aus der entsprechend skalierten gaußförmigen Einhüllenden in Richtung der
x-Koordinate ergibt.
(4-62)
Bedingt durch die Auslegung der einzelnen Filterparameter nach den Beziehungen (4-47),
(4-49) und (4-54) und der Wahl des jeweiligen Abtastfaktors sn ist die Fensterfunktion, abgese-
hen von einem konstanten Faktor, der jedoch keinen Einfluß auf das Ähnlichkeitsmaß hat,
unabhängig von der Auflösungsebene n. 
Die Bestimmung des Ähnlichkeitsmaßes nach Beziehung (4-60) beschränkt sich auf eine Mes-
sung der Übereinstimmung von Filterkanälen mit gleicher Modulationsortsfrequenz und Ori-
entierung. Differenzen in Ortsfrequenz und Orientierung korrespondierender Elemente, die
durch die unterschiedlichen Kameraperspektiven hervorgerufen werden können, werden hier
nicht explizit berücksichtigt. Da jedoch diese Differenzen im allgemeinen relativ gering sind
und aufgrund der Filterbandbreiten in gewissen Grenzen toleriert werden können, wird auf
eine zusätzliche Berechnung der Ähnlichkeit zwischen Filterkanälen unterschiedlicher Modu-
lationsortsfrequenz oder Orientierung im weiteren verzichtet.
4.5.2 Eigenschaften des Ähnlichkeitsmaßes
Werden die Filterantworten  in einer polaren Darstellung durch Betrag  und
Phase  beschrieben,
(4-63)
so kann Beziehung (4-60) zu
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(4-64)
umformuliert werden. Der Real- und der Imaginärteil des Ähnlichkeitsmaßes ergeben sich
somit zu:
(4-65)
Bei optimaler lokaler Übereinstimmung der linken und der rechten Filterantwort ist die Pha-
sendifferenz im Argument des Kosinus in Beziehung (4-65) gleich Null und der Realteil des
Ähnlichkeitsmaßes wird maximal. Maxima im Verlauf des Realteils sind somit Kandidaten für
mögliche Korrespondenzpaare. Da die Phasendifferenz der Filterantworten näherungsweise
linear von der Disparität abhängt (vgl. Beziehung (2-20)), tritt bei lokalen Maxima im Realteil
im Verlauf des Imaginärteils in Bezug auf die Disparität im allgemeinen ein Nulldurchgang
auf. Diese wesentliche Eigenschaft des Ähnlichkeitsmaßes wird in Kapitel 4.7 ausgenutzt, um
die Genauigkeit der Disparitätsmessung zu erhöhen. 
Das Ähnlichkeitsmaß wird in Beziehung (4-60) auf Terme, die von den lokalen Beträgen der
Filterantworten abhängen, normiert. Bedingt durch das Übertragungsverhalten der Gaborfilter
liefern diese Terme eine Aussage darüber, in welchem Maß Grauwertänderungen mit geeigne-
ter Orientierung in der durch die Fensterfunktion wmn(x) begrenzten Eingangsbildregion vor-
handen sind. Um zu verhindern, daß Tiefenschätzungen an Bildkoordinaten durchgeführt
werden, an denen keine signifikante Information vorhanden ist, wird das Ähnlichkeitsmaß nur
an Bildkoordinaten bestimmt, an denen die Nennerterme in Beziehung (4-60) einen geeigneten
Schwellwert überschreiten.
Wie sich im weiteren Verlauf der Arbeit im Zusammenhang mit der Okklusionsbehandlung
noch zeigen wird, ist die Beziehung zwischen dem Ähnlichkeitsmaß , das sich auf
das rechte Bildkoordinatensystem bezieht und dem, das sich auf das linke Bildkoordinatensy-
stem bezieht, von großer Bedeutung. Das Ähnlichkeitsmaß  im linken Bildkoordi-
natensystem errechnet sich zu:
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(4-66)
Wird der Disparitätsverlauf in diesem Ausdruck umgekehrt, so ergibt sich:
(4-67)
Wird nun weiterhin die Eigenschaft des Faltungsproduktes
(4-68)
auf Beziehung (4-67) angewendet und das Ähnlichkeitsmaß komplex konjugiert, so können die
beiden Ähnlichkeitsmaße  und  ineinander überführt werden.
(4-69)
Ähnlich der normierten Kreuzkorrelation ist das Ähnlichkeitsmaß invariant bezüglich einer
Dämpfung einer der beiden Filterantworten durch einen reellen Faktor u. Diese Art von inter-
okulären Differenzen kann durch einen Kontrastunterschied zwischen den Stereobildern her-
vorgerufen werden. Da sich diese Differenzen relativ leicht durch unterschiedliche
Kameraeinstellungen ergeben können, kommt dieser Eigenschaft des Ähnlichkeitsmaßes eben-
falls eine besondere Bedeutung zu.
(4-70)
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Existieren in der betrachteten Szene flächenhafte Strukturen, die eine Neigung relativ zur Ste-
reobasis aufweisen, so unterscheiden sich die beiden Stereobilder neben der relativen Verschie-
bung zusätzlich durch eine Dehnung bzw. Stauchung der Intensitätsverläufe. Diese Dehnungen
bzw. Stauchungen bewirken das Auftreten eines Gradienten im Verlauf der horizontalen Dispa-
ritätskomponente. Abgesehen von einigen merkmalsbasierten Ansätzen (siehe Kapitel 2.5.2)
reagieren die meisten Verfahren zur Disparitätsmessung äußerst empfindlich auf diese Art von
interokulären Differenzen. Eine einfache Methode zur Modellierung derartiger Unterschiede
zwischen den Stereobildern wird in [JJT91] für eindimensionale Intensitätsverläufe beschrie-
ben. In diesem Ansatz wird der Verlauf der horizontalen Disparitätskomponente durch eine
lineare Funktion der Bildkoordinate x modelliert.
(4-71)
Die Intensitätsverläufe il und ir sind somit unter der Vernachlässigung von Beleuchtungsunter-
schieden zwischen den Bildern durch
(4-72)
miteinander verbunden. Anstelle der relativen Verschiebungen zwischen den Intensitätsverläu-
fen der Stereobilder muß bei einem solchen Ansatz ein Offset c0 und eine Steigung c1
geschätzt werden. Auf die zusätzliche Modellierung eines Gradienten im Disparitätsverlauf
wird in diesem Ansatz jedoch verzichtet, da das Ähnlichkeitsmaß, wie schon erwähnt, eine
gewisse Toleranz bezüglich relativer Dehnungen bzw. Stauchungen der Grauwertverläufe in
den Stereobildern aufweist. Disparitätsgradienten können somit ohne eine explizite Modellie-
rung in gewissen Grenzen erfaßt werden [Tra96d]. 
4.6 Korrespondenz durch Selbstorganisation
Der nahezu beliebige Disparitätsbereich, der mit dem im vorangegangenen Kapitel beschriebe-
nen Korrelationsansatz erfaßt werden kann, wird gegenüber den phasenbasierten Verfahren
durch den Nachteil erkauft, daß ähnlich wie bei den gebiets- und den merkmalsbasierten
Ansätzen ein zusätzlicher Mechanismus notwendig ist, der die Mehrdeutigkeiten des Korre-
spondenzproblems auflöst. Obwohl Regularisierungsmethoden und stochastische Optimie-
rungsansätze weit verbreitete Strategien zur Lösung dieses Problems sind, soll das
Korrespondenzproblem in diesem Ansatz auf andere Weise gelöst werden. Den Grund hierfür
bilden die zahlreichen prinzipiellen Nachteilen der obengenannten Verfahren, deren Ursprung
meist in der Modellierung der Disparitätskarten zu finden ist. Ein weiterer Grund ist der
enorme Berechnungsaufwand, der insbesondere bei den stochastischen Optimierungsansätzen
auftritt (siehe Kapitel 2.5.4). 
dx x( ) c0 c1x+=
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Um einerseits zu gewährleisten, daß die Laufzeit des Verfahrens in einem vertretbaren Rahmen
bleibt, und andererseits eine ohnehin nicht mögliche exakte Modellierung der Disparitätskarten
zu vermeiden, wird die Lösung des Korrespondenzproblems durch einen Selbstorganisations-
ansatz erzielt, der in die Gruppe der Relaxationsverfahren einzuordnen ist. Das Verfahren, das
teilweise auf dem Ansatz von Reimann und Haken (siehe Kapitel 3) basiert, zeichnet sich
durch eine implizite Okklusionsdetektion gegenüber den existierenden stereoskopischen
Ansätzen aus. Durch diesen Mechanismus werden nur einseitig sichtbare Bereiche in der
betrachteten Szene vom Zuordnungsprozeß ausgeschlossen, wodurch eine der wesentlichen
Fehlerursachen in der Stereoskopie praktisch vollständig eliminiert werden kann.
Die Grundlage des im weiteren verwendeten Selbstorganisationsprozesses ist eine leicht modi-
fizierte Version der gekoppelten Mustererkennungsgleichungen von Reimann und Haken
(siehe Beziehung (3-5)).
(4-73)
Der individuelle Verstärkungsterm λ(x, d) für jede Koordinate x und Disparität d in Beziehung
(3-5) wird zur Vereinfachung in diesem Ansatz durch die Konstante a ersetzt und ist somit
identisch für alle Variablen. Ebenso wird der Kopplungsparameter e des Umfeldes unabhängig
von der Position der Variablen im Umfeld gewählt. Damit der Einfluß der Kopplungsterme
nicht von der Anzahl der gekoppelten Variablen abhängt, werden die entsprechenden Parame-
ter hier auf die Anzahl P und Q der beteiligten Variablen normiert. Die Summe (b+c), die in
Beziehung (3-5) als Gewichtung des dämpfenden Terms dient, wird hier zu dem Parameter b
zusammengefaßt. Alle Parameter seien im weiteren positiv. Die zeitliche Dynamik des Selbst-
organisationsprozesses wird ähnlich wie im Ansatz von Reimann und Haken [RH94] in zeit-
kontinuierlicher Form als gekoppeltes Differentialgleichungssystem beschrieben. Obwohl nur
eine zeitdiskrete Formulierung direkt als Differenzengleichung numerisch auf einem Digital-
rechner in Form eines Iterationsschemas implementierbar ist, wird die zeitkontinuierliche
Beschreibungsform hier gewählt, da sie allgemeiner ist und die numerischen Realisierung auf
diese Weise unabhängig vom Prinzip der Selbstorganisation gewählt werden kann. 
4.6.1 Initialisierung des Selbstorganisationsprozesses
Stimmen die Filterantworten der beiden Stereokanäle an einer Bildkoordinate bei einer
bestimmten Disparität lokal überein, so ist die Phasendifferenz der Filterantworten gleich Null
und der Realteil des Ähnlichkeitsmaßes nimmt den maximalen Wert 1,0 an. Der Imaginärteil
weist in diesem Fall eine Nullstelle auf (vgl. Beziehung (4-65)). Anders als im Ansatz von Rei-
mann und Haken wird hier der Realteil des in Kapitel 4.5.1 definierten Ähnlichkeitsmaßes zur
ξ· x d t, ,( ) aξ x d t, ,( ) b
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Initialisierung des Selbstorganisationsprozesses herangezogen, da dieser die Übereinstimmung
der Filterantworten repräsentiert. Um dichter besetzte Disparitätskarten zu erhalten, werden
zusätzlich zu den Antworten der Gaborfilter, deren Modulationsortsfrequenzvektor genau in
Richtung der Epipolarlinie zeigt, auch die Filterantworten benachbarter Orientierungen zur
Initialisierung verwendet (vgl. Bild 4-13). Zu diesem Zweck werden alle Variablen zum Zeit-
punkt t = 0 mit Hilfe einer Funktion f, die von der gewichteten Überlagerung der Realteile des
Ähnlichkeitsmaßes unterschiedlicher Filterorientierungen abhängt, initialisiert.
(4-74)
Da der im weiteren verwendete Selbstorganisationsprozeß identisch für alle N Auflösungsebe-
nen ist, wird auf einen zusätzlichen Index n bei den einzelnen Variablen zur Erhöhung der
Übersichtlichkeit verzichtet. Die Variablenwerte beziehen sich hier zunächst auf die rechten
Bildkoordinaten. Die Gewichtung µm der einzelnen Filterorientierungen m sei mit
µm = 1/(2Ms + 1) identisch für alle Orientierungen. Da das dynamische Verhalten der
Haken’schen Mustererkennungsgleichung für positive und negative Variablenwerte identisch
ist (siehe [Hak91]), werden im folgenden nur positive Variablenwerte betrachtet. Die Funktion
f dient in diesem Zusammenhang zur Abbildung der Summe in Beziehung (4-74) auf einen
nicht negativen Wertebereich. Soweit nicht anders erwähnt, geschieht dies im weiteren durch
eine einfache Schwellwertoperation, die negative Werte durch den Wert Null ersetzt. 
(4-75)
Der Wertebereich der Variablen zum Zeitpunkt t = 0 ergibt sich unter diesen Voraussetzungen
zu:
(4-76)
Bei allen im weiteren Verlauf der Arbeit gezeigten praktischen Beispielen werden die in Abbil-
dung 4-13 markierten drei Filterorientierungen (Ms = 1) zur Initialisierung verwendet.
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4.6.2 Unterdrückung von Okklusionskorrespondenzen
Ein erhebliches Problem in der Stereoskopie stellen Bereiche in der betrachteten Szene dar, die
aufgrund der unterschiedlichen Perspektiven, aus denen die Stereobilder aufgenommen wer-
den, in einem Bild zu sehen sind und im anderen nicht. Innerhalb dieser sogenannten Okklusi-
onsbereiche ist die Disparität nicht definiert, da kein korrespondierender Bildbereich im
anderen Stereokanal existiert. Bei den meisten existierenden Verfahren zur stereoskopischen
Korrespondenzbestimmung wird diese Tatsache nicht weiter berücksichtigt und die Okklusi-
onsbereiche werden mehr oder weniger zufällig Bereichen im anderen Stereobild zugeordnet.
Diese Korrespondenzfehler resultieren jedoch in fehlerhaften Positionsbestimmungen bei der
räumlichen Rekonstruktion des entsprechenden Bildausschnittes.
Die bislang einzige Strategie zur Behandlung dieses Problems, die in der Literatur zu finden
ist, basiert auf einem bidirektionalen Zuordnungsprozeß. Die wenigen Ansätze, die das Okklu-
sionsproblem auf diese Weise berücksichtigen, versuchen zur Detektion der Okklusionsberei-
che die Stereodaten bidirektional in zwei identischen, aber weitestgehend unabhängigen
Prozessen in Deckung zu bringen [GLY92, JM92, LB95]. Hierbei wird das linke Bild mit dem
rechten verglichen und umgekehrt. Ergeben sich in beiden Zuordnungsversuchen für eine Bild-
region nicht die gleichen Ergebnisse, so wird dieser Bereich als Okklusionsbereich deklariert.
Im allgemeinen wird bei diesen Ansätzen eine binäre Okklusionskarte eingeführt, die Okklusi-
onsbereiche im Rahmen einer Regularisierung oder Relaxation ausblendet und somit von der
Optimierung ausschließt. 
Die bidirektionalen Strategien basieren auf der Annahme, daß die Merkmale oder Bildbereiche
in Okklusionen prinzipiell anderen Bildbereichen unähnlicher sind als diese ihren eigentlichen
Korrespondenzpartnern. Da sich die Stereobilder aufgrund der verschiedenen Perspektive und
anderer interokulärer Differenzen prinzipiell unterscheiden, ist diese Annahme nicht allgemein
gültig. Darüber hinaus wird im allgemeinen nicht beachtet, daß die Okklusionen des einen Bil-
des auch Okklusionen des anderen Bildes zugeordnet werden können. Besonders aufwendig ist
bei diesen Verfahren das Durchlaufen aller Verfahrensschritte, wie die Messung von Ähnlich-
keiten, die Regularisierung oder die Relaxation für beide Richtungen. Der Berechnungsauf-
wand ist somit wesentlich höher als bei gleichen Ansätzen ohne Okklusionsbehandlung. 
Um Korrespondenzfehler, die durch Okklusionen hervorgerufen werden, zu vermeiden, wird
an dieser Stelle der Ansatz von Reimann und Haken um einen Mechanismus erweitert, der im
Rahmen des Selbstorganisationsprozesses verhindert, daß Okklusionsbereiche anderen Bildbe-
reichen zugeordnet werden. Unter Ausnutzung der Beziehung zwischen den Ähnlichkeitsma-
ßen, die in unterschiedlicher Richtung berechnet werden (siehe Gleichung (4-69)), können
hierbei Okklusionen ohne einen aufwendigen bidirektionalen Ansatz zuverlässig detektiert
werden.
Im Selbstorganisationsprozeß von Reimann und Haken besteht das Problem, daß die Variablen
in Okklusionsbereichen, die eine Korrespondenz mit nicht okkludierten Bereichen im anderen
Bild repräsentieren, nicht daran gehindert werden, den Wettbewerb zu gewinnen. Diese nicht
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okkludierten Bereiche im anderen Bild besitzen jedoch korrekte Korrespondenzpartner in dem
Bild, in dem die Okklusionen auftreten. Im Realteil des Ähnlichkeitsmaßes, das in umgekehr-
ter Richtung berechnet wird, müßten somit an den entsprechenden Bildkoordinaten Korrelati-
onsmaxima auftreten. Genau dieser Fall soll in dem nachfolgenden Beispiel verdeutlicht
werden.
Bild 4-16: a+b) Zufallspunktstereogramm. c+d) Ähnlichkeitsmaße an den ge-
kennzeichneten Bildpunkten im rechten und linken Bild (Erläuterung
siehe Text)
Die beiden oberen Bilder in Abbildung 4-16 zeigen das linke und rechte Bild eines Zufalls-
punktstereogramms. Der horizontal versetzt eingefügte Bereich (dy = 0) in Form eines Quadra-
tes ist zur Orientierung schwarz umrandet. In Abbildung 4-16d ist der Verlauf des Realteils des
Ähnlichkeitsmaßes in Abhängigkeit der Disparität an der Bildkoordinate, die im rechten Bild
des Stereogramms als weißer Punkt gekennzeichnet ist, zu sehen. Da der korrespondierende
Bildpunkt im linken Bild durch das Quadrat verdeckt wird, liegt der weiße Punkt in einem
Okklusionsbereich. Das deutliche Maximum im Verlauf des Realteils des Ähnlichkeitsmaßes
bei der Disparität dx = -3 in Abbildung 4-16d repräsentiert die Übereinstimmung mit dem Bild-
bereich im linken Bild, der durch den schwarzen Punkt gekennzeichnet ist. Im Zuge eines
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Selbstorganisationsprozesses ohne Okklusionsbehandlung hätte die Variable, die mit diesem
Ähnlichkeitsmaß initialisiert wird, aufgrund ihres hohen Wertes gute Voraussetzungen, den
Wettbewerb zu gewinnen. Der gleiche Wert ist nach Beziehung (4-69) im Realteil des Ähnlich-
keitsmaßes, das sich auf das linke Bild des Zufallspunktstereogramms bezieht (vgl.
Bild 4-16c), an der schwarz gekennzeichneten korrespondierenden Bildkoordinate, bei der
Disparität dx = 3 zu finden. Entscheidend ist jedoch an dieser Stelle, daß der korrekte Korre-
spondenzpartner dieses Bildpunktes, der im rechten Bild des Zufallspunktstereogramms eben-
falls schwarz gekennzeichnet ist, im Realteil des Ähnlichkeitsmaßes ρl als absolutes Maximum
bei der Disparität dx = -10 vorhanden ist. 
Die grundlegende Idee besteht nun darin, zusätzlich die Variablen ξl(x, d, t) in den Wettbe-
werbsprozeß aus Beziehung (4-73) zu integrieren, die mit dem Ähnlichkeitsmaß, das sich auf
das linke Bild bezieht, initialisiert werden. Wirken nun diese Variablen ebenfalls dämpfend auf
einen Variablenwert, der sich in einem okkludierten Bereich im rechten Bild befindet, so wird
diese Variable den Wettbewerb verlieren, wenn eine der zusätzlichen Variablen die korrekte
Korrespondenz mit einem ausreichend hohen Initialisierungswert oder einem geeignetem
Umfeld U repräsentiert. Um diese Strategie zu realisieren, werden die Variablen ξl(x, d, t) in
den dämpfend wirkenden Term von Beziehung (4-73) eingefügt. 
(4-77)
Da nun die doppelte Anzahl von Variablen dämpfend auf die Variablenwerte wirkt, wird die
Normierung des Dämpfungsterms entsprechend angepaßt. Die Dynamik der Variablenwerte
ξl(x, d, t) im linken Bildkoordinatensystem müßte analog zu Beziehung (4-77) errechnet wer-
den, so daß eine doppelte Anzahl von Variablen und der doppelte Berechnungaufwand notwen-
dig wären, um diese spezielle bidirektionale Strategie zu implementieren. Da jedoch die
Variablenwerte unmittelbar aus den Ähnlichkeitswerten ρr(x, d) hervorgehen (siehe Gleichung
(4-74)), gilt nach Beziehung (4-69):
(4-78)
Mit Hilfe dieses Zusammenhangs können die Variablenwerte ξl(x, d, t) in Gleichung (4-77)
durch die entsprechenden Variablenwerte, die sich auf das rechte Bildkoordinatensystem
ξr· x d t, ,( ) aξr x d t, ,( ) cξr3 x d t, ,( )–=
b
2P
------ ξr2 x d′ t, ,( ) ξl2 x d+ d′– t, ,( )+( )ξr x d t, ,( )
d′ d≠
∑–
e
Q--- ξr x′ d t, ,( )
x′ U∈
∑+ ξr x d t, ,( )
ξl x d t,,( ) ξr x d+ d t,–,( )=
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beziehen, ersetzt werden. Für den dämpfend wirkenden Term in Gleichung (4-77) ergibt sich
somit:
(4-79)
Die Integration der Okklusionsbehandlung in den Selbstorganisationsprozeß kann auf diese
Weise ohne einen aufwendigen bidirektionalen Prozeß erfolgen. Der doppelte Berechnungs-
und Speicheraufwand entfällt somit. Im weiteren wird der Relaxationsprozeß nur auf das
rechte Bildkoordinatensystem bezogen und auf den entsprechenden Index r verzichtet. Das
dynamische Verhalten der Variablen wird somit durch
(4-80)
beschrieben. 
4.6.3 Unterdrückung von Okklusionspaaren
Durch den im vorangegangenen Abschnitt beschriebenen Mechanismus kann zwar verhindert
werden, daß Variablen den Wettbewerb gewinnen, die eine Korrespondenz eines okkludierten
Bildbereiches mit einem Bildbereich im anderen Bild repräsentieren, der seinerseits über einen
korrekten Korrespondenzpartner verfügt. Jedoch kann auf diese Weise nicht ausgeschlossen
werden, daß Variablen den Wettbewerb gewinnen, die eine Korrespondenz eines Okklusions-
bereiches im linken Bild mit einem Okklusionsbereich im rechten Bild repräsentieren. In die-
sem Fall besitzt keiner der beiden Bildbereiche einen korrekten Korrespondenzpartner. Da
Diskontinuitäten in der Tiefe einer betrachteten Szene grundsätzlich sowohl im linken als auch
im rechten Stereobild Okklusionen erzeugen, müssen derartige Fehlkorrespondenzen verhin-
dert werden. 
In bislang bestehenden Techniken wird dieser Fall im allgemeinen nicht berücksichtigt, da die
Okklusionen, die ein Objekt im linken und im rechten Bild erzeugt, grundsätzlich auf unter-
schiedlichen Seiten des Objektes in der Bildebene zu finden sind. Um eine Fehlkorrespondenz
zwischen diesen Bildbereichen zu erzeugen, muß der zugelassene Disparitätsbereich größer
sein als die Bildregion, in die das gesamte Objekt abgebildet wird. Der Disparitätsbereich muß
ξr2 x d′ t, ,( ) ξl2 x d+ d′– t, ,( )+
d′ d≠
∑ ξr2 x d′ t, ,( ) ξr2 x d d′–+ d′ t, ,( )+
d′ d≠
∑=
ξ· x d t, ,( ) aξ x d t, ,( ) cξ3 x d t, ,( )–=
b
2P
------ ξ2 x d′ t, ,( ) ξ2 x d d′–+ d′ t, ,( )+( )ξ x d t, ,( )
d′ d≠
∑–
e
Q--- ξ x′ d t, ,( )
x′ U∈
∑+ ξ x d t, ,( )
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jedoch bei den meisten Verfahren aufgrund des Berechnungsaufwandes oder der angewendeten
Technik zwangsläufig sehr klein gewählt werden, so daß Okklusionspaare bei diesen Techni-
ken relativ selten auftreten. Da der Disparitätsbereich bei der hier zum Einsatz kommenden
Strategie nicht durch das Verfahren selbst begrenzt wird und darüber hinaus große Tiefenberei-
che erfaßt werden sollen, wird ein weiterer Mechanismus vorgesehen, der diese Art von Fehl-
korrespondenzen unterdrückt.
Bild 4-17: Bei unterschiedlich zum Kamerasystem entfernten räumlichen Struktu-
ren werden Okklusionen sowohl im linken als auch im rechten Bild er-
zeugt (schwarze Rechtecke). Aus Sicht einer zyklopischen Kamera
verdecken sich die rekonstruierte räumliche Position einer gegenseiti-
gen Zuordnung dieser Bereiche (karierter Bereich) und das betref-
fende Objekt immer gegenseitig. 
Zur Vermeidung von Okklusionspaaren wird eine virtuelle zyklopische Kamera, die in der
Mitte zwischen den beiden Kamerasystemen angeordnet ist, eingeführt. Aus der Perspektive
einer solchen Kamera befinden sich das Objekt und die rekonstruierte räumliche Position, die
sich durch die Korrespondenz der Okklusionsbereiche ergibt, direkt hintereinander und werden
somit auf denselben Bildbereich in der zyklopischen Bildebene abgebildet. Die Idee besteht
nun darin, den Selbstorganisationsprozeß aus Beziehung (4-80) derart zu erweitern, daß
zusätzlich ein Wettbewerb zwischen allen Variablen, die in einem zyklopischen Bildkoordina-
tensystem die gleiche Position aufweisen würden, erzwungen wird. 
Die zyklopische Bildkoordinate xc eines Variablenwertes ξ(x, d, t) an der Koordinate x im
rechten Bild und der Disparität d kann mit Hilfe der Beziehungen (2-3) und (2-4) zu 
Linke Kamera
Zyklopische Kamera
Rechte Kamera
Hintergrund
Objekt
Okklusion links Okklusion rechts
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(4-81)
errechnet werden. Um den oben beschriebenen Wettbewerb zu realisieren, müssen nun alle
Variablen, deren Bildkoordinate  und deren Disparität  die Gleichung
, mit  (4-82)
erfüllen, dämpfend auf den Variablenwert ξ(x, d, t) wirken. Der Dämpfungsterm in Beziehung
(4-80) wird zu diesem Zweck um eine zusätzliche Komponente, die alle Variablen mit der
zuvor gezeigten Eigenschaft einbezieht, erweitert. Mit Beziehung (4-82) und einer entspre-
chend angepaßten Normierung des Dämpfungsterms ergibt sich:
(4-83)
Durch Gleichung (4-83) wird die Dynamik der einzelnen Variablen des im weiteren verwende-
ten Selbstorganisationsprozesses definiert. Neben der Errechnung von eindeutigen und konti-
nuierlichen Disparitätskarten erlaubt dieser Relaxationsansatz eine implizite Detektion von
Okklusionen, da für diese im Rahmen der Selbstorganisation keine Korrespondenzen errechnet
werden. Der erweiterte Wettbewerbsprozeß kann hierbei auch als eine erweiterte Eindeutig-
keitseinschränkung interpretiert werden [TDH98]. 
4.6.4 Stabilitätsbetrachtungen
Der Wertebereich der Variablen in Beziehung (4-83) ist aufgrund der speziellen Struktur des
Differentialgleichungssystems begrenzt. Ein unbegrenztes exponentielles Wachstum ist ausge-
schlossen, da die verstärkend wirkenden Terme eine niedrigere Ordnung aufweisen als die
Dämpfungsterme. Da sich die endgültigen Korrespondenzen, wie schon erwähnt, bei diesem
Ansatz aus den stationären Lösungen der einzelnen Variablen ergeben, müssen diese unter
bestimmten Voraussetzungen stabil sein. Welche Vorkehrungen zu treffen sind, damit diese
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Stabilität gewährleistet werden kann, soll eine lineare Stabilitätsanalyse der stationären Lösun-
gen klären. 
Beziehung (4-83) weist ähnlich der Haken‘schen Mustererkennungsgleichung (siehe Kapitel
3.1) insgesamt drei stationäre Lösungen mit  pro Bildkoordinate auf:
(4-84)
mit:
(4-85)
Da der Parameter c > 0 gewählt wird, existieren die Lösungen  nur dann, wenn der
Term  ebenfalls positiv ist. Im weiteren wird neben der Lösung  nur die posi-
tive stationäre Lösung  betrachtet, da, wie noch gezeigt wird, die negative Lösung
aufgrund der hier verwendeten positiven Startwerte nie angenommen wird. Um die lokale Sta-
bilität der stationären Lösungen zu untersuchen, werden kleine Auslenkungen  aus
der Ruhelage betrachtet:
(4-86)
Werden alle Variablen zu einem Vektor  zusammengefaßt und wird Beziehung (4-83) um
die stationäre Lösung linearisiert, so kann das Gesamtsystem durch
(4-87)
beschrieben werden. Die Matrix J stellt hierbei die Jacobi-Matrix des Differentialgleichungs-
systems im stationären Zustand dar. Sind die Realteile aller Eigenwerte von J negativ, so ist die
stationäre Lösung asymptotisch stabil [CL55]. Die Komponenten der Jacobi-Matrix, die
ungleich Null sind, ergeben sich nach Beziehung (4-83) zu:
ξ·s x d t, ,( ) 0=
ξs1 x d,( ) 0=
ξs2 3⁄ x d,( ) η x d,( )c-----------------±=
η x d,( ) a eQ--- ξs x′ d,( )
x′ U∈
∑+=
b
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------ ξs2 x d′,( ) ξs2 x d d′–+ d′,( ) ξs2 x 12-- d d′–( )+ d′,  + +d′ d≠∑–
ξs2 3⁄ x d,( )
η x d,( ) ξs1 x d,( )ξs2 x d,( )
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ξ t( )
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(4-88)
mit  und  
Um die Stabilitätseigenschaften des Systems zu ermitteln, werden nun verschiedene Konstella-
tionen der unterschiedlichen stationären Lösungen betrachtet, die das System annehmen kann.
Zunächst soll angenommen werden, daß eine bestimmte Variable und alle auf sie dämpfend
wirkenden Elemente die Lösung  annehmen. Die Variablen im Umfeld U der
betrachteten Variablen seien dabei beliebig. Die einzigen nicht verschwindenden Elemente der
Matrix J ergeben sich in diesem Fall aus den Beziehungen (4-85) und (4-88) zu:
(4-89)
Der betreffende Unterblock der Matrix J weist in diesem Fall nur auf der Hauptdiagonalen
Werte ungleich Null auf. Da die Parameter a und e größer Null gewählt werden und alle Varia-
blen durch das Ähnlichkeitsmaß aus Beziehung (4-74) mit Werten größer oder gleich Null
initialisiert werden, sind alle Werte auf der Hauptdiagonalen und damit alle betreffenden
Eigenwerte reell und größer Null. Die stationäre Lösung ist somit instabil. Aus diesem Grund
können nicht alle Variablen, die im gegenseitigen Wettbewerb stehen, gleichzeitig die statio-
näre Lösung  annehmen.
Für den Fall, daß eine Variable an einem bestimmten Bildpunkt x0 die stationäre Lösung
 annimmt und alle anderen Variablen beliebige Werte aufweisen, besitzt der
betreffende Unterblock der Matrix J ebenfalls nur auf der Hauptdiagonalen Werte ungleich
Null mit:
(4-90)
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Da  reell ist, sind auch alle Eigenwerte dieses Unterblocks reell. Ist  positiv,
so ist der betreffende Eigenwert ebenfalls positiv. Die stationäre Lösung ist somit instabil und
bei kleinen positiven Auslenkungen aus der Ruhelage wächst der Wert der Variable. Ist
 negativ, so ist die stationäre Lösung  asymptotisch stabil. Da durch
die Initialisierung nur positive Auslenkungen aus der Ruhelage zugelassen werden und alle
Eigenwerte reell sind, wird sowohl im stabilen als auch im instabilen Fall der Variablenwert
 nie unterschritten.
Die Parameter des Systems sollen nun so gewählt werden, daß die stationäre Lösung
 an einer bestimmten Bildkoordinate x0 stabil wird, wenn eine der am Wettbe-
werbsprozeß beteiligten Variablen die stationäre Lösung  annimmt und auf diese
Weise den Wettbewerb gewinnt, während alle übrigen am gleichen Wettbewerb beteiligten
Variablen ebenfalls die stationäre Lösung  annehmen. Der betreffende Unter-
block der Matrix J weist in diesem Fall wiederum nur reelle Elemente auf der Hauptdiagona-
len auf:
(4-91)
mit 
Da die zugehörigen Eigenwerte die Elemente der Hauptdiagonalen sind, muß für die asympto-
tische Stabilität der stationären Lösung somit die Bedingung
(4-92)
erfüllt sein. Da der Wert der stationären Lösung  von den Variablenwerten des betref-
fenden Umfeldes U abhängt (vgl. Beziehung (4-84) und (4-85)), wird im folgenden gefordert,
daß die Bedingung (4-92) auch für den ungünstigsten Fall erfüllt wird. Diese Situation tritt
dann ein, wenn im Umfeld U der stationären Lösung  alle Variablen mit der Dispa-
rität d1 die stationäre Lösung  angenommen haben. Aus Beziehung (4-85) ergibt sich
dann:
(4-93)
Die Parameter b, c und die Anzahl P der übrigen zugelassenen Disparitäten müssen nach den
Beziehungen (4-92) und  (4-93) mit a > 0 die Ungleichung
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(4-94)
erfüllen. 
Nimmt eine beliebige Variable die stationäre Lösung  an und alle anderen Variablen,
die am gleichen Wettbewerbsprozeß beteiligt sind, nehmen die Lösung  an, so ist
 bei den hier zugelassenen Parameterwerten immer positiv und reell. Die nicht ver-
schwindenden Komponenten des betreffenden Unterblocks der Matrix J ergeben sich für die-
sen Fall aus Beziehung (4-88) zu:
(4-95)
Eine quantitative Aussage über die Eigenwerte dieses Unterblocks der Matrix J kann mit Hilfe
des Satzes von Gerschgorin getroffen werden (siehe z. B. [Var62]).
Sei  eine beliebige komplexwertige  Matrix, so sind die sogenannten
Gerschgorin-Kreise wie folgt definiert:
(4-96)
Die Eigenwerte von A sind dann in der Vereinigung aller Gerschgorin-Kreise gi enthalten. 
Ist A strikt diagonal dominant, mit
(4-97)
und sind darüber hinaus alle Diagonalelemente von A negative reelle Zahlen, so folgt unmittel-
bar aus dem Satz von Gerschgorin, daß alle Eigenwerte von A negative Realteile aufweisen
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[Var62]. Eine stabile stationäre Lösung  liegt nach Beziehung (4-95) somit immer
dann vor, wenn die Ungleichung
(4-98)
erfüllt ist. Hieraus ergibt sich:
(4-99)
Um  nach unten abschätzen zu können und auf diese Weise weitere Aussagen über
die Parameter zu erhalten, mit denen die Ungleichung (4-99) erfüllt werden kann, wird der Fall
betrachtet, daß L Nachbarn im Umfeld U von  ebenfalls eine stationäre Lösung mit
gleich hohem Wert annehmen. Die stationäre Lösung ergibt sich für diesen Fall zu:
(4-100)
Wird diese Gleichung nach  aufgelöst, so ergibt sich die einzig positive Lösung zu:
(4-101)
Durch Einsetzen dieses Ausdrucks in Gleichung (4-98) ergibt sich schließlich folgende Ein-
schränkung für die Parameter:
(4-102)
Da alle Parameter größer Null gewählt werden, ist diese Ungleichung immer erfüllt, wenn
mehr als die Hälfte der Variablen im betreffenden Umfeld U die stationäre Lösung 
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mit mindestens gleich hohem Wert wie die betrachtete Variable annehmen. Für den Extremfall,
daß alle Variablen im betreffenden Umfeld die Lösung  annehmen, reduziert sich die
Beziehung (4-102) zu:
(4-103)
Durch eine Parameterkombination, die diese Ungleichung erfüllt, würden Disparitäten zuge-
lassen, die isoliert an einer Bildkoordinate auftreten. Aufgrund der geforderten Kontinuität der
Disparitätskarten (siehe Kapitel 2.4.3) ist dieser Fall jedoch wenig sinnvoll. 
4.6.5 Das Prinzip des Wettbewerbs
Die Korrespondenzpaare in den Stereobildern werden durch die stationären Lösungen
 des Selbstorganisationsprozesses repräsentiert. Im Rahmen dieses Prozesses muß
gewährleistet werden, daß nur Variablen diese Lösung annehmen, die sich entweder durch eine
hohe Ähnlichkeit der korrespondierenden Filterantworten oder durch ein konformes Umfeld
oder beides zugleich auszeichnen. 
Die Variable  mit der Disparität d1 an der Bildkoordinate x1 sei die Variable mit
dem größten Wert aller am gleichen Wettbewerbsprozeß beteiligten Variablen zum Zeitpunkt t.
 (4-104)
Weiterhin soll diese Variable die größte Verstärkung durch ihr Umfeld U1 erfahren.
(4-105)
Für diesen Fall soll die Variable  das größte Wachstum mit 
aufweisen. Aus Beziehung (4-83) folgt somit: 
(4-106)
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Hierbei ist
. (4-107)
Unter der Voraussetzung (4-105) ergibt sich somit:
(4-108)
Aus Beziehung (4-104) folgt somit unmittelbar die Forderung:
(4-109)
Unter den oben getroffenen Annahmen ist die Konsequenz dieser Forderung, daß die betrof-
fene Variable schneller wächst bzw. langsamer abklingt als alle anderen Variablen, die im glei-
chen Wettbewerbsprozeß involviert sind. Bleibt die Voraussetzung (4-105) während der
Selbstorganisation erhalten, so weist diese Variable immer den größten Wert auf und wird
daher die stationäre Lösung  erreichen, während alle anderen Variablen die stationäre
Lösung  annehmen. Soll die Stabilität der stationären Lösung  für den im vor-
angegangenen Kapitel behandelten ungünstigsten Fall gewährleistet sein (siehe Beziehung
(4-93)), so ist Bedingung (4-109) automatisch erfüllt.
4.6.6 Numerische Realisierungsaspekte
Um Disparitätskarten durch den vorgestellten Selbstorganisationsprozeß mit Hilfe eines Digi-
talrechners ermitteln zu können, muß das zeitliche Verhalten der einzelnen Variablen durch
eine numerische Integration des Differentialgleichungssystems (4-83) approximiert werden.
Als eine aufwandsgünstige Realisierungsmöglichkeit soll an dieser Stelle das sogenannte
Euler-Verfahren, das auch bei der Implementierung des Selbstorganisationsprozesses einge-
setzt wurde, diskutiert werden. Die zeitliche Ableitung wird bei diesem Verfahren durch einen
Differenzenquotient approximiert:
(4-110)
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Hierbei wird  als Schrittweitenparameter bezeichnet. Der Wert einer Variablen
zu einem diskreten Zeitpunkt ti läßt sich somit auf folgende Weise bestimmen:
(4-111)
Das Euler-Verfahren hat den Nachteil, daß der Approximationsfehler proportional zum Schritt-
weitenparameter  ist und deshalb dieser im allgemeinen relativ klein gewählt werden muß.
Mit anderen numerischen Integrationsverfahren lassen sich die entsprechenden zeitkontinuier-
lichen Differentialgleichungen unter Umständen wesentlich genauer approximieren (siehe
z. B. [Wer92]). Die Genauigkeit der Integration ist jedoch bei diesem Ansatz nicht das ent-
scheidende Argument. Die kritischen Faktoren, die in diesem Zusammenhang für den Einsatz
des Euler-Verfahrens sprechen, sind der Speicher- und Berechnungsaufwand. Das Euler-Ver-
fahren ist ein Einschrittverfahren und benötigt im Gegensatz zu Mehrschrittverfahren daher zu
Beginn der Simulation keine Anlaufberechnung. Weiterhin muß pro Iterationsschritt die Funk-
tion  nur einmal berechnet und gespeichert werden, was bei den hier auftretenden
Datenmengen erhebliche Auswirkungen auf die Laufzeit und den Speicherbedarf hat. 
Aufgrund der rekursiven Berechnung kann es bei der numerischen Integration zur Instabilität
kommen, obwohl die zugrundeliegende Differentialgleichung ein stabiles Verhalten zeigt. Bei
dem Euler-Verfahren hängt der Stabilitätsbereich stark von der Wahl des Schrittweitenparame-
ters  ab. Wie dieser Parameter nun zu wählen ist, ohne daß die Stabilität der stationären
Lösungen gefährdet wird, soll im weiteren näher untersucht werden. Bei der Behandlung die-
ser Problematik wird im folgenden vorausgesetzt, daß die Parameter des Differentialglei-
chungssystems die Bedingungen aus Kapitel 4.6.4 und Kapitel 4.6.5 erfüllen.
Wird Beziehung (4-111) um die stationäre Lösung linearisiert, so ergibt sich mit Beziehung
(4-87) für das Gesamtsystem:
(4-112)
Die Eigenwerte  der Matrix  errechnen sich zu:
, (4-113)
wobei  die entsprechenden Eigenwerte der Matrix J sind. Für die Konvergenz des
Euler-Verfahrens muß die Bedingung
t∆ ti 1+ ti–=
ξ x d ti 1+, ,( ) ξ x d ti, ,( ) t∆ f x d ti, ,( )+=
t∆
f x d ti, ,( )
t∆
ξ ti 1+( )∆ ξ ti( )∆ t∆ J ξ ti( )∆+=
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(4-114)
erfüllt sein. Da der Hauptanteil der Berechnungszeit bei diesem Ansatz zur Korrespondenzbe-
stimmung auf den Selbstorganisationsprozeß entfällt, soll die numerischen Integration mög-
lichst zeitoptimal durchgeführt werden. Aus diesem Grund wird zur numerischen Integration
ein maximaler Schrittweitenparameter gewählt, bei dem die Stabilität der stationären Lösun-
gen noch gesichert ist. Für rein reelle negative Eigenwerte λj kann die maximal zulässige
Schrittweite  durch den maximalen Eigenwertsbetrag  abgeschätzt werden.
 (4-115)
Die Eigenwerte der stationären Lösungen  ergeben sich aus den Elementen auf
der Hauptdiagonalen des entsprechenden Unterblocks der Matrix J und sind somit reell (vgl.
Beziehung (4-90)). Es läßt sich hierbei zeigen, daß unter den Parametervoraussetzungen aus
Kapitel 4.6.4 und Kapitel 4.6.5 der maximale Eigenwertsbetrag dann auftritt, wenn alle Varia-
blen im Umfeld von  ebenfalls die stationäre Lösung  angenommen
haben und eine Variable im Wettbewerbsprozeß den maximalen Wert  aufweist.
Diese Lösung wird wiederum dann angenommen, wenn alle Variablen im betreffenden Umfeld
ebenfalls die maximale Lösung  annehmen und alle anderen, am gleichen Wettbe-
werbsprozeß beteiligten Variablen den Wert  aufweisen. Nach den Beziehungen
(4-84) und (4-85) errechnet sich diese stationäre Lösung zu:
(4-116)
Unter der Voraussetzung (4-92) ergibt sich somit aus Beziehung (4-115) für die maximal
zulässige Schrittweite:
(4-117)
Für eine stabile stationäre Lösung  zeigt Beziehung (4-95) die Form des entsprechen-
den Unterblocks der Jacobi-Matrix J. Da in diesem Fall die Beziehung (4-98) erfüllt sein muß,
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ergibt sich nach den Satz von Gerschgorin (vgl. Kapitel 4.6.4) die folgende Bedingung für den
Eigenwert λj:
(4-118)
Der maximale Betrag dieser Eigenwerte kann mit  und
 durch 
(4-119)
abgeschätzt werden. Im Fall reeller Eigenwerte ergibt sich durch die Beziehungen (4-115) und
(4-116) für die maximale Schrittweite:
(4-120)
Da jedoch die jeweiligen Unterblöcke der Jacobi-Matrix J für diese stationären Lösungen nicht
immer exakt symmetrisch sind (vgl. Beziehung (4-95)), können hier komplexe Eigenwerte
nicht generell ausgeschlossen werden. In der Praxis zeigte sich jedoch in allen untersuchten
Fällen ein schwingungsfreies Eingleiten in die Ruhelagen . Zur numerischen Integra-
tionen werden daher Schrittweiten gewählt, die die Forderungen (4-117) und (4-120) erfüllen.
4.6.7 Parameterwahl
Das Verhalten des Selbstorganisationsprozesses wird durch die Parameter a, b, c, e und die
Anzahl P bzw. Q der Variablen, die dämpfend bzw. verstärkend auf jede Variable wirken,
bestimmt. Der Wertebereich der Parameter wird durch die Beziehungen (4-94), (4-102) und
(4-109), welche die Stabilität der stationären Lösungen sichern und einen sinnvollen Wettbe-
werb zwischen den Variablen ermöglichen, eingeschränkt. Die einzelnen Forderungen, die in
diesem Zusammenhang an die Parameter gestellt werden, können mit unendlich vielen Para-
meterkombinationen erfüllt werden. Im folgenden werden daher exemplarisch einige Parame-
terkombinationen, mit denen der Selbstorganisationsprozeß ein unterschiedliches Verhalten
zeigt, ermittelt. Alle im weiteren gezeigten Ergebnisse wurden, soweit nicht anders erwähnt,
mit diesen Parameterkombinationen berechnet. 
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Um die frei wählbare Zeiteinheit festzulegen, wird zunächst der Parameter b zu b = 1,0 festge-
legt. Die übrigen Parameter werden in diesem Beispiel für einen Disparitätsbereich mit
dmax = -dmin = 15 bestimmt. Die Anzahl der dämpfend wirkenden Variablen ergibt sich hieraus
zu P = 2dmax -1 = 30. Für den Parameter c gilt nach Beziehung (4-109) somit: c < 0,011. Im
weiteren wird deshalb der Parameter c = 0,01 gewählt. Über den Parameter e wird die verstär-
kende Wirkung des Umfeldes und damit die Auswirkung der Kontinuitätseinschränkung (siehe
Kapitel 2.4.3) beeinflußt. Weiterhin wirkt sich dieser Parameter über die Beziehung (4-102)
auch auf die Stabilität der stationären Lösung  aus. Die Forderung (4-103), welche die
Stabilität dieser Lösung bei fehlender Umfeldverstärkung sichert, ist in Bezug auf die Konti-
nuitätseinschränkung wenig sinnvoll. Im weiteren wird deshalb für eine stabile stationäre
Lösung  gefordert, daß mindestens die Hälfte der Variablen im Umfeld ebenfalls
diese Lösung angenommen haben. Der maximale Wert der stationären Lösung  wird
im wesentlichen durch die nun relativ frei wählbaren Parameter a und e bestimmt (siehe Bezie-
hung (4-116)).
Eine weitere Einschränkung an die Parameter a und e ergibt sich aus dem sehr unwahrscheinli-
chen Fall, daß alle Variablenwerte innerhalb eines Wettbewerbsprozesses und alle Variablen in
den beteiligten Umfeldern den gleichen Wert aufweisen. Da bei gleichmäßig verteilten Varia-
blenwerten ein Wettbewerb nicht sonderlich sinnvoll ist, wird für diesen speziellen Fall gefor-
dert, daß keine Änderung der Variablenwerte stattfindet. Aus Beziehung (4-83) ergibt sich
somit die Forderung:
(4-121)
Da diese Forderung nur für einen bestimmten Wert von  erfüllt werden kann, soll sie
für den Fall einer maximalen Initialisierung aller beteiligten Variablenwerte gelten. Mit
 folgt somit:
(4-122)
Über das Verhältnis von a zu e kann der Einfluß des jeweiligen Umfeldes variiert werden. Eine
starke Umfeldkopplung bewirkt eine erhöhte Gewichtung der Kontinuitätseinschränkung im
Selbstorganisationsprozeß. Sie führt jedoch auch zu einer Erhöhung der stationären Variablen-
werte  (siehe Beziehung (4-116)). Dies bewirkt wiederum, daß die maximale Schritt-
weite  zur Erhaltung der numerischen Stabilität (siehe Beziehung (4-117) und (4-120))
kleiner gewählt werden muß, was gleichbedeutend mit einer Vergrößerung der Simulations-
dauer ist. In der nachfolgenden Tabelle sind exemplarisch einige Parameterkombinationen, die
alle Forderungen erfüllen und die im weiteren verwendet werden, aufgeführt.
ξs2 x d,( )
ξs2 x d,( ) ξs2 x d,( )
0 a bξ2 x d t, ,( )– cξ2 x d t, ,( ) eξ x d t, ,( )+–=
ξ x d t, ,( )
ξ x d t 0=, ,( ) 1=
a e+ b c+=
ξs2 x d,( )
tmax∆
88 Kapitel 4:  Vom Kamerabild zur Tiefenkarte
4.7 Subpixelgenaue Disparitätsschätzung
Die Filterung der Bilddaten in Kapitel 4.4, die Bestimmung des Ähnlichkeitsmaßes in Kapitel
4.5 und der gesamte Selbstorganisationsprozeß in Kapitel 4.6 beziehen sich auf die diskreten
Bildkoordinaten x. Wie schon erwähnt, besitzen diese Koordinaten und somit auch die Dispari-
tät die normierte Einheit Pixel. In welchem Zusammenhang diese Einheit mit der Kamerageo-
metrie steht, hängt von den einzelnen Modellparametern und dem jeweiligen Abtastfaktor
(siehe Kapitel 4.4.4) ab. Die Diskretisierung der Bildkoordinaten, die durch den Bildsensor
hervorgerufen wird, führt dazu, daß die stereoskopische Positionsbestimmung von Quantisie-
rungsfehlern überlagert wird. Je nach gewähltem Abtastfaktor und Kamerageometrie kann
diese Diskretisierung zu erheblichen Meßfehlern führen. Um diese Art von Meßfehlern zu
reduzieren, wird die pixelgenaue Disparitätsmessung, die aus dem Selbstorganisationsprozeß
hervorgeht, nachträglich durch ein einfaches Verfahren verbessert. 
Wie bereits in Kapitel 4.5.2 erläutert, wird der Realteil des Ähnlichkeitsmaßes in Beziehung
(4-65) maximal, wenn die Filterantworten der beiden Stereokanäle lokal übereinstimmen. Der
Imaginärteil des Ähnlichkeitsmaßes weist an dieser Stelle einen Nulldurchgang auf. 
Bild 4-18: Verlauf des Real- und des Imaginärteils des Ähnlichkeitsmaßes in Ab-
hängigkeit der Disparität an einer bestimmten Bildkoordinate x1
Satz a b c e P
1 1,0 1,0 0,01 0,01 30 10,51 0,86
2 0,7 1,0 0,01 0,31 30 33,11 0,062
3 0,4 1,0 0,01 0,61 30 61,64 0,017
4 0,1 1,0 0,01 0,91 30 91,10 0,0072
Tabelle 4-2: Auswahl einiger Parameterkonstellationen
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Um trotz des diskreten Abtastrasters subpixelgenaue Disparitätswerte zu erhalten, kann der
Imaginärteil des Ähnlichkeitsmaßes auf die folgende Weise ausgenutzt werden: Der Realteil
des Ähnlichkeitsmaßes dient weiterhin zur Initialisierung des in Kapitel 4.6 vorgestellten
Selbstorganisationsprozesses. Die Gewinner des jeweiligen Wettbewerbs an den einzelnen
Bildkoordinaten korrespondieren im allgemeinen mit lokalen Maxima im Realteil des Ähn-
lichkeitsmaßes, da diese bevorzugt den Wettbewerb gewinnen können (siehe Kapitel 4.6.5).
Nach der Selbstorganisation werden daher die zu den Gewinnervariablen korrespondierenden
Nulldurchgänge im Imaginärteil des Ähnlichkeitsmaßes durch eine lineare Interpolation ermit-
telt und die pixelgenaue Disparität des Gewinners um den entsprechenden Differenzwert
 korrigiert. 
(4-123)
Wie in Bild 4-18 exemplarisch zu sehen ist, tritt im Realteil des Ähnlichkeitsmaßes ein lokales
Maximum bei dx(x1) = 0 auf. Die eigentliche Disparität wies bei diesem Beispiel jedoch den
Wert dx(x1) = 0,4 auf. Wird nun der Nulldurchgang im Imaginärteil des Ähnlichkeitsmaßes in
der Nähe des Maximums im Realteil nach dem oben erwähnten Verfahren zur Bestimmung der
Disparität herangezogen, so ergibt sich in diesem Fall die Disparität zu dxs(x1) = 0,415. Wie in
Kapitel 5 zu sehen ist, können die Quantisierungsfehler in der Disparitätskarte und damit auch
in der Positionsbestimmung durch diesen einfachen und effizient implementierbaren Ansatz
erheblich reduziert werden.
Im Gegensatz zur Initialisierung des Selbstorganisationsprozesses in Kapitel 4.6.1 werden die
Imaginärteile der unterschiedlich orientierten Filterkanäle zur subpixelgenauen Disparitäts-
schätzung nicht überlagert. Es zeigte sich in mehreren Messungen, daß eine separate Auswer-
tung der unterschiedlich orientierten Filterkanäle zu wesentlich geringeren Fehlern führt
[Tra97]. Zur subpixelgenauen Disparitätsschätzung wird daher jeweils der Imaginärteil des Fil-
terkanals verwendet, der an der betreffenden Bildkoordinate den größten Betrag in der Antwort
aufweist. 
4.8 Rekonstruktion der Weltkoordinaten
Nachdem eine gegenseitige Zuordnung der Bildpunkte in den beiden Stereokanälen erfolgt ist,
können die Weltkoordinaten relativ leicht durch eine Triangulation rekonstruiert werden (vgl.
Bild 2-1). Die Weltkoordinaten werden hier in Bezug auf das bereits in Kapitel 4.3.2 einge-
führte Koordinatensystem ermittelt, dessen Ursprung sich in der Mitte der beiden Vergenzach-
sen auf der Höhe der Projektionszentren der Kamerasysteme befindet. Im idealen Fall liegt der
Ursprung des Weltkoordinatensystems somit in der Mitte der Basisstrecke und die xw-Achse
hat die gleiche Richtung wie die Basisstrecke. Die yw-Achse ist in diesem Fall kollinear mit
den Vergenzachsen des Kamerasystems (vgl. Bild 4-9). 
dx x( )∆
dxs x( ) dx x( ) dx x( )∆+=
90 Kapitel 4:  Vom Kamerabild zur Tiefenkarte
4.8.1 Räumliche Rekonstruktion unter idealen Voraussetzungen
Bedingt durch die Kamerageometrie und die Verfahren, die den Abbildungsprozeß beeinflus-
sen, gestaltet sich die Rekonstruktion der Weltkoordinaten hier etwas komplizierter als für das
einfache Beispiel aus Kapitel 2.1 (vgl. Gleichung (2-2)). Vielmehr müssen in diesem Zusam-
menhang alle Transformationen der einzelnen Koordinatensysteme, die zur Vereinfachung der
Korrespondenzbestimmung dienen, berücksichtigt werden. Zu diesen Operationen zählen die
Entzerrung in Kapitel 4.3.1, die Rektifikation in Kapitel 4.3.2 und die Unterabtastung der Fil-
terantworten in Kapitel 4.4.4. 
Zur Ermittlung der Weltkoordinaten lassen sich unter Ausnutzung der Gleichungen (4-3),
(4-24), (4-25) und (4-29) zunächst die folgenden Beziehungen zwischen den x-Koordinaten
des jeweiligen Stereokanals und den Weltkoordinaten angeben:
(4-124)
Bezieht sich das Ähnlichkeitsmaß und damit die Disparität nach Beziehung (4-60) auf das
rechte Bildkoordinatensystem, so sind korrespondierende Bildkoordinaten im linken und rech-
ten Stereokanal durch die Disparität dxs auf die folgende Weise miteinander verknüpft:
(4-125)
Ist der Abtastfaktor sn identisch für die beiden Stereokanäle, was im weiteren vorausgesetzt
wird, so läßt sich die zw-Koordinate eines auf die Bildkoordinate xr abgebildeten Punktes mit
den Beziehungen (4-59), (4-124) und (4-125) zu 
(4-126)
bestimmen. Wird die zw-Koordinate in Beziehung (4-124) durch Gleichung (4-126) substitu-
iert, so ergibt sich mit Beziehung (4-125) die xw-Koordinate zu:
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(4-127)
Aus den Beziehungen (4-3), (4-24),(4-25), (4-29) und (4-59) folgt für die yw-Koordinate:
(4-128)
Für jede Bildkoordinate, an der eine Korrespondenz und somit eine Disparität bestimmt wer-
den kann, läßt sich auf diese Weise die zugehörige Raumposition rekonstruieren und eine soge-
nannte Tiefenkarte der betrachteten Szene erstellen. 
4.8.2 Kompensation der Projektionszentrumsdrift
Die im vorangegangenen Kapitel rekonstruierten Weltkoordinaten beziehen sich auf ein Koor-
dinatensystem, dessen Ursprung nur dann in der Mitte der Basisstrecke liegt, wenn die Projek-
tionszentren der Kameramodelle exakt im Schnittpunkt der Bewegungsachsen positioniert
sind. Da dieser Zustand mit Hilfe der in Kapitel 4.1.2 vorgestellten Mechanismen nur für einen
bestimmten Kamerazustand eingestellt werden kann, verändert sich die Position des Weltkoor-
dinatenursprungs, wenn die Kamerazustände variiert werden. Wie die Kalibrierung der Kame-
ras zeigte, kann diese Drift insbesondere bei Veränderung der Zoomeinstellungen mehrere
Zentimeter in Richtung der optischen Achse der Kameras betragen (vgl. Bild 4-7b). Bei nicht-
parallelen optischen Achsen führt dies dazu, daß sich die Basisstrecke, die in die Positionsbe-
stimmung mit eingeht, verändert. Ist die Drift im linken und im rechten Kamerasystem
unterschiedlich, so werden die Weltkoordinaten zusätzlich durch eine Rotation verfälscht. Dar-
über hinaus bewirkt diese Drift, daß sich die meßtechnisch erfaßten Vergenzwinkel von den
Winkeln der optischen Achsen unterscheiden können. Neben der Rekonstruktion der Weltko-
ordinaten ist auch die Rektifikation der Stereobilder durch diesen Effekt betroffen. Wird diese
mit falschen Vergenzwinkeln berechnet, so sind die Voraussetzungen, unter denen die Epipo-
lareinschränkung ausgenutzt werden kann, nicht erfüllt. Da hierdurch einerseits die Korrespon-
denzbestimmung scheitern kann und andererseits nur eine sehr ungenaue Positionsbestimmung
möglich ist, wird dieser Effekt im folgenden durch eine entsprechende Transformation der
Weltkoordinaten und eine Korrektur der Vergenzwinkel kompensiert.
Da die Lageänderungen der Projektionszentren in xk- und yk-Richtung in Abhängigkeit der
optischen Freiheitsgrade vernachlässigbar gering sind, wird im weiteren nur die Drift in Rich-
tung der optischen Achse, die identisch mit der zk-Achse ist, berücksichtigt.
xw
bs snxr x˜0r– fn βrtan–( )
sndxs xr( ) x˜0r x˜0l– fn βrtan βltan–( )+ +
------------------------------------------------------------------------------------------------
bs
2
----+=
yw
bs snyr y˜0r–( )
sndxs xr( ) x˜0r x˜0l– fn βrtan βltan–( )+ +
------------------------------------------------------------------------------------------------=
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Bild 4-19: Einfluß der Projektionszentrumsdrift auf die Koordinatensysteme, die
Basisstrecke und die Vergenzwinkel
Die Weltkoordinaten , die sich auf ein Koordinatensystem beziehen, dessen Ursprung in der
Mitte der Vergenzachsen angeordnet ist, lassen sich durch die folgende Transformation aus den
in Kapitel 4.8.1 bestimmten Koordinaten xw errechnen:
(4-129)
Seien  und  die durch die Kalibrierung ermittelten Abstände der Projektionszentren
des rechten und des linken Kameramodells von der jeweiligen Vergenzachse, so läßt sich der
Winkel ϑ durch
(4-130)
bestimmen. Hierbei ist bv der Abstand der Vergenzachsen. Die korrekte Stereobasis bs läßt sich
aus der Zentrumsdrift, den Kamerawinkeln und dem Abstand der Vergenzachsen zu
-b vl
b vr
-b l
b r
x'w
zw
xw
z'w
Vergenzachse
links
Vergenzachse
rechts
Projektionszentrum
rechts
Projektionszentrum
links
J
D tzl
D tzr
bv
bs
Optische Achsen
x′w
x′w R′xw t′
ϑcos 0 ϑsin
0 1 0
ϑsin– 0 ϑcos
xw
t′x
0
t′z
+=+=
t∆ zr t∆ zl
ϑ arctan
t∆ zl βvlcos t∆ zr βvrcos–
t∆ zr βvrsin t∆ zl βvl bv+sin–
------------------------------------------------------------------  =
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(4-131)
errechnen. Die verbleibenden Komponenten des Translationsvektors ergeben sich zu
(4-132)
und
. (4-133)
Die optischen Achsen der Kameras schließen mit den meßbaren Vergenzwinkeln βv den Win-
kel ϑ ein. Zur korrekten Rektifikation über die Beziehungen (4-30) und (4-31) und zur korrek-
ten Positionsrekonstruktion durch die Beziehungen (4-126) bis (4-128) müssen daher die
Winkel
(4-134)
anstelle der gemessenen Vergenzwinkeln βv verwendet werden.
4.9 Abschließende Betrachtungen
In den vorangegangenen Abschnitten dieses Kapitels wurden neben dem eigentlichen Problem
der Korrespondenzbestimmung einige Komponenten beschrieben, ohne die eine praktische
Umsetzung des Verfahrens nicht möglich wäre. Diese Aspekte sind zwar von grundlegender
Bedeutung, wenn es darum geht über die Stereoskopie quantitative Positionsmessungen vorzu-
nehmen, für das Problem der Korrespondenzbestimmung haben diese Komponenten jedoch
nur einen indirekten Einfluß. In diesem Abschnitt soll daher nun unabhängig von den System-
voraussetzungen und den geometrischen Aspekten der passiven Triangulation die prinzipiellen
Grenzen des Verfahrens zur Korrespondenzbestimmung aufgezeigt werden und eine Abgren-
zung zu existierenden Techniken erfolgen. 
bs
t∆ zr βvrsin t∆ zl βvl bv+sin–
ϑcos------------------------------------------------------------------=
t′x
t∆ zr βvrsin t∆ zl βvlsin+
2
-------------------------------------------------------=
t′z
t∆ zr βvrcos t∆ zl βvlcos+
2
---------------------------------------------------------=
β βv ϑ+=
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4.9.1 Verfahrensgrenzen
Um die prinzipiellen Grenzen des Verfahrens zur Korrespondenzbestimmung aufzuzeigen,
werden im folgenden nur das Filterverfahren, die Bestimmung des Ähnlichkeitsmaßes und der
Selbstorganisationsprozeß betrachtet. Da aufgrund des Blendenproblems in der Stereoskopie
nur Strukturen bzw. Grauwertänderungen, die eine Komponente in Richtung der Epipolarlinien
aufweisen, eine eindeutige Korrespondenzbestimmung erlauben, können grundsätzlich nur für
die Bildkoordinaten die zugehörigen räumlichen Positionen rekonstruiert werden, an denen
Grauwertänderungen dieser Art auftreten. Der Einsatz der orientierungsselektiven Bandpaßfil-
ter in Kapitel 4.4 bewirkt in diesem Zusammenhang eine Selektion der geeigneten Grauwert-
änderungen. Diese Einschränkung ist von grundsätzlicher Natur und für alle binokularen
Stereosysteme gleichbedeutend. Der Einsatz der Fensterfunktion bei der Berechnung des Ähn-
lichkeitsmaßes in Kapitel 4.5 begrenzt in gewisser Weise die Auflösung der Disparitätsbestim-
mung. Da aber diese Funktion gleich der Ausdehnung der unterabgetasteten Impulsantwort der
verwendeten Filter in Epipolarrichtung gewählt wird, ist dieser Effekt relativ gering und wird
im wesentlichen durch die Filter bzw. durch die Ebenen der Auflösungspyramide (vgl. Kapitel
4.4.4) beeinflußt. Während die Unterdrückung der Okklusionskorrespondenzen im Rahmen
des Selbstorganisationsprozesses in Kapitel 4.6.2 allgemeingültig ist, gelten die Annahmen,
die zur Unterdrückung der Okklusionspaare in Kapitel 4.6.3 getroffen werden, nicht uneinge-
schränkt. Es lassen sich in diesem Zusammenhang vielmehr Situationen konstruieren, bei
denen die Relaxation nach Beziehung (4-83) unweigerlich zu falschen Korrespondenzen führt.
Ein solcher Fall ist exemplarisch in der nachfolgenden Graphik dargestellt.
Bild 4-20: Konstellation, bei der ein Objekt und ein beidseitig sichtbarer Bereich
des Hintergrundes identische zyklopische Bildkoordinaten aufweisen.
Eine korrekte Korrespondenzbestimmung ist aufgrund der Unterdrük-
kung von Okklusionspaaren nicht möglich.
Linke Kamera
Zyklopische Kamera
Rechte Kamera
Hintergrund
Objekt
Okklusion links Okklusion rechts
Beidseitig sichtbarer Bereich
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Ähnlich wie im Beispiel 4-17 erzeugt in Bild 4-20 ein Objekt Okklusionen im linken und im
rechten Stereobild. In diesem Beispiel ist jedoch sowohl im linken als auch im rechten Bild ein
Bereich vom Hintergrund zu sehen, der sich aus Sicht der zyklopischen Kamera direkt hinter
dem eigentlichen Objekt befindet. Da aber aufgrund von Beziehung (4-83) keine Korrespon-
denzen zugelassen werden, die in einem zyklopischen Kamerabild die gleichen Bildkoordina-
ten aufweisen würden, können die räumlichen Positionen des Objektes und des betreffenden
Hintergrundbereiches nicht gleichzeitig rekonstruiert werden. In diesem Fall konkurrieren im
Rahmen des Selbstorganisationsprozesses jeweils zwei Variablen miteinander, die korrekte
Korrespondenzen repräsentieren. Der Selbstorganisationsprozeß bewirkt hier, daß abhängig
von den Initialisierungswerten eine der beiden Variablen den Wettbewerb gewinnt und somit
einer der beiden konkurrierenden Bildbereiche korrekt zugeordnet wird, während für den ande-
ren eine andere, falsche Korrespondenz errechnet wird. Der in Bild 4-20 gezeigte Fall stellt
jedoch eine relativ extreme Situation dar, die in der Praxis nur selten auftritt. An dieser Stelle
sei erwähnt, daß auch der Mensch aufgrund der nachgewiesenen Disparitätsgradientengrenze
im visuellen System nicht in der Lage ist, diese Bereiche gleichzeitig zu fusionieren [BJ80].
Prinzipiell können bei den Unterdrückungsmechanismen zur impliziten Okklusionsbehand-
lung in Kapitel 4.6.2 und Kapitel 4.6.3 Probleme auftreten, wenn in Bildbereichen keine geeig-
neten Grauwertänderungen und damit Filterantworten vorhanden sind, durch die
Okklusionszuordnungen verhindert werden könnten. 
4.9.2 Einordnung des Verfahrens
Obwohl die Berechnung des Ähnlichkeitsmaßes in Kapitel 4.5 ähnlich wie bei den meisten
gebietsbasierten Verfahren in Form einer lokalen Korrelation erfolgt, besteht doch ein ent-
scheidender Unterschied zu diesen Ansätzen. Bevor es bei dem hier beschriebenen Verfahren
zu einer Berechnung der Ähnlichkeit kommt, werden die Grauwertbilder zunächst orientie-
rungs- und frequenzselektiv gefiltert, um Grauwertänderungen in Richtung der Epipolarlinien
aus den Eingangsdaten zu extrahieren (siehe Kapitel 4.4). Da eine anschließende Berechnung
des Ähnlichkeitsmaßes nur in Bildregionen erfolgt, in denen Grauwertänderungen mit den
gewünschten Eigenschaften auftreten, kann dieses Filterverfahren entfernt als ein
Interest-Operator angesehen werden (vgl. Kapitel 2.5.2). Da im Zuge der Korrespondenzbe-
stimmung keine Merkmale aus den Grauwertbildern explizit extrahiert werden, besteht keine
unmittelbare Verwandschaft dieses Ansatzes zur Kategorie der merkmalsbasierten Verfahren.
Aufgrund der zur Filterung eingesetzten Gaborfilter ist eine gewisse Übereinstimmung des hier
vorgestellten Verfahrens mit den phasenbasierten Ansätzen gegeben (vgl. Kapitel 2.5.3). So
können beispielsweise sehr dicht besetzte Disparitätskarten mit Subpixelgenauigkeit errechnet
werden. Der wesentliche Unterschied zu dieser Kategorie von Stereoverfahren besteht jedoch
darin, daß die Disparität nicht aus der Phasendifferenz der Filterantworten, sondern durch das
in Kapitel 4.5 beschriebene komplexe Ähnlichkeitsmaß bestimmt wird. Der erfaßbare Dispari-
tätsbereich ist daher im Gegensatz zu den Phasendifferenzverfahren nicht durch die Modulati-
onsortsfrequenz der verwendeten Filter begrenzt. Der Einsatz einer Auflösungspyramide, die
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in diesem Ansatz zur Aufwandsreduktion herangezogen wird (siehe Kapitel 4.4.4), ist somit
nicht zwingend erforderlich.
Der in Kapitel 4.6 beschriebene Selbstorganisationsprozeß stellt eine Erweiterung des Ansat-
zes von Reimann und Haken [RH94] dar und ist in die Kategorie der Relaxationsverfahren ein-
zuordnen (vgl. Kapitel 2.5.6). Bedeutende Unterschiede zu den meisten Verfahren dieser
Kategorie ergeben sich bei diesem Ansatz durch die implizite Detektion von Okklusionen und
durch die Möglichkeit zu einer subpixelgenauen Disparitätsmessung. Die bislang einzige Mög-
lichkeit, Okklusionen im Bereich der Stereoskopie zu behandeln, stellten die bidirektionalen
Ansätze dar, bei denen eine Zuordnung von Bildelementen des linken Stereokanals zu Bildele-
menten des rechten Stereokanals erfolgt und eine weitere Zuordnung in umgekehrter Richtung
[GLY92, HA89, JM92, LB95, WAH88]. Okklusionen in den Stereobildern werden hierbei
durch die Differenzen, die sich zwischen den beiden Zuordnungsprozessen ergeben, explizit
detektiert. Da die Korrespondenzbestimmung bei diesen Verfahren in zwei identischen, aber
weitestgehend unabhängigen iterativen Prozessen erfolgt, ist der Berechnungs- und Speicher-
aufwand, der im Bereich der Stereobildverarbeitung ohnehin beachtlich ist, enorm. Durch die
in Kapitel 4.6.2 und Kapitel 4.6.3 beschriebenen Mechanismen erfolgt in dem hier vorgestell-
ten Verfahren eine implizite Detektion von Okklusionen, ohne daß ein aufwendiger bidirektio-
naler Zuordnungsprozeß durchgeführt werden muß. Darüber hinaus können Okklusionen
aufgrund des verstärkend wirkenden Umfeldes im Rahmen des Selbstorganisationsprozesses in
einem begrenzten Umfang detektiert werden, selbst wenn die Okklusionen lokal eine höhere
Ähnlichkeit zu anderen Bildregionen aufweisen als diese zu ihren korrekten Korrespondenz-
partnern im umgekehrten Zuordnungsprozeß.
Die Unterdrückung von Korrespondenzen zwischen Okklusionen in Kapitel 4.6.3 führt dazu,
daß nicht in allen Fällen Korrespondenzen errechnet werden können. Insbesondere können
Objekte, die sich aus Sicht einer zyklopischen Kamera direkt hintereinander befinden und in
beiden Stereokanälen zu sehen sind, nicht gleichzeitig zugeordnet werden (siehe Kapitel
4.9.1). Hiermit ergibt sich eine gewisse Analogie zu der Disparitätsgradientengrenze (siehe
Kapitel 2.4.5), die von einigen Verfahren eingesetzt wird, um das Korrespondenzproblem zu
lösen [Fau93, LH96, PMF85, PP+85]. Während bei diesen Verfahren Korrespondenzen nur
dann zugelassen werden, wenn der Disparitätsgradient einen endlichen, meist sehr kleinen
Wert nicht überschreitet, ist bei dem hier vorgestellten Verfahren nur dann eine Zuordnung
nicht möglich, wenn sich daraus ein unendlicher Disparitätsgradient nach der Definition (2-5)
ergibt. 
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5 Experimentelle Ergebnisse
Während in den einzelnen Abschnitten des vorangegangenen Kapitels bereits exemplarisch
einige Ergebnisse der Vorverarbeitungsstrategien und Bildaufbereitungverfahren anhand von
Filterantworten und entzerrten bzw. rektifizierten Bildern gezeigt wurden, soll in diesem Kapi-
tel die Leistungsfähigkeit des Verfahrens zur Korrespondenzbestimmung an einigen ausge-
wählten Beispielen demonstriert werden. Weiterhin wird die Genauigkeit, mit der die
Weltkoordinaten eines Raumpunktes durch das Gesamtsystem rekonstruiert werden können,
diskutiert.
5.1 Okklusionsdetektion am Beispiel eines Zufallspunktstereogramms
Auf welche Weise sich die einzelnen Mechanismen zur Okklusionsdetektion im Rahmen des
Selbstorganisationsprozesses auf die Korrespondenzbestimmung auswirken, soll am Beispiel
des folgenden speziellen Zufallspunktstereogramms näher erläutert werden. 
Bild 5-1: a) + b) Zufallspunktstereogramm mit versetzt eingefügtem Rechteck.
Die Disparität des Rechtecks ist in diesem Beispiel gleich seiner hori-
zontalen Ausdehnung. c)-e) Nach unterschiedlichen Verfahren errech-
nete Disparitätskarten (Erläuterung siehe Text)
In den Abbildungen 5-1a und 5-1b sind die zwei Bilder eines Zufallspunktstereogramms zu
sehen, die sich durch einen rechteckförmigen Bereich unterscheiden, der um seine Breite ver-
a) b)
c) d) e)
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setzt in die Bilder eingefügt wurde. Aufgrund der hohen Disparität des eingefügten Rechtecks
tritt in diesem Beispiel ein großer Okklusionsbereich auf. Die Abbildungen 5-1c-e zeigen die
zugehörigen Disparitätskarten, die sich aus unterschiedlichen Selbstorganisationsprozessen
ergeben. Um die Disparität des Rechtecks erfassen zu können, wurde der Disparitätsbereich
bei der Korrespondenzbestimmung gleich der Breite des verschobenen Rechtecks eingestellt.
Bildbereiche, in denen alle Variablen die stationäre Lösung  angenommen
haben, wurden hier durch schwarze Regionen in den Disparitätskarten gekennzeichnet. In die-
sen Regionen ist somit keine Disparität definiert. An dieser Stelle sei bemerkt, daß eine sinn-
volle Fusion dieser beiden Bilder dem Leser bei einer stereoskopischen Betrachtung äußerst
schwer fallen wird. Der Grund hierfür ist die bereits erwähnte Disparitätsgradientengrenze im
visuellen System des Menschen, die in diesem Beispiel in einigen Bildregionen überschritten
wird.
Bild 5-1c zeigt eine Disparitätskarte, die durch ein Selbstorganisationsprozeß nach Beziehung
(4-73) errechnet wurde. Dieser Selbstorganisationsprozeß entspricht im wesentlichen dem von
Reimann und Haken vorgeschlagenen Verfahren und enthält keine Okklusionsbehandlung. Die
Disparitätskarte weist rechts neben dem homogenen weißen Bereich, der die Disparität des
verschobenen Rechtecks repräsentiert, zufällig verteilte Disparitätswerte auf, die Fehlkorre-
spondenzen des okkludierten Bildbereiches mit anderen Bildregionen im zugelassenen Dispa-
ritätsbereich darstellen. 
In Bild 5-1d ist eine Disparitätskarte zu sehen, die sich aus dem Selbstorganisationsprozeß
nach Beziehung (4-77) ergibt. In diesem Wettbewerbsprozeß werden Korrespondenzen zwi-
schen Okklusionen und Regionen im anderen Bild verhindert, sofern diese einen korrekten
Korrespondenzpartner aufweisen (siehe Kapitel 4.6.2). Der zulässige Disparitätsbereich wurde
in diesem Beispiel jedoch so groß gewählt, daß auch Korrespondenzen zwischen den Okklusi-
onsbereichen im rechten und linken Bild möglich sind. Da alle anderen Lösungen durch den
Selbstorganisationsprozeß verhindert werden, gewinnen im Okklusionsbereich die Variablen
den Wettbewerb, die gerade diese Art von Fehlkorrespondenzen repräsentieren. Aufgrund der
Tatsache, daß diese Korrespondenzen auf unterschiedlichen Seiten des Objektes auftreten, ist
die Disparität im Okklusionsbereich in diesem Beispiel einheitlich negativ. In der betreffenden
Disparitätskarte sind die okkludierten Bereiche daher dunkler dargestellt als der Bereich, in
dem das Rechteck liegt. In den schwarzen Regionen im Okklusionsbereich war das Ähnlich-
keitsmaß nicht hoch genug, um Variablen, die Okklusionspaare repräsentieren, mit Werten grö-
ßer Null zu initialisieren (vgl. Kapitel 4.6.1). 
Die Disparitätskarte in Abbildung 5-1e zeigt das Resultat des Selbstorganisationsprozesses,
der durch Beziehung (4-83) beschrieben wird. Durch den gegenseitigen Ausschluß von Korre-
spondenzen, die in einem zyklopischen Bild die gleichen Koordinaten aufweisen, werden hier
Korrespondenzen zwischen Okklusionen im rechten und im linken Stereobild verhindert. Dies
führt dazu, daß im Okklusionsbereich alle Variablen die stationäre Lösung 
annehmen und diesem Bildbereich somit keine Disparitätswerte zugewiesen werden. 
ξs1 x d,( ) 0=
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5.2 Dynamik der Variablen
In Abbildung 5-2 ist das dynamische Verhalten konkurrierender Variablenwerte in drei unter-
schiedlichen Situationen graphisch dargestellt. Die Berechnung der Variablenwerte erfolgte
hierbei durch die in Kapitel 4.6.6 beschriebene numerische Integration des Differentialglei-
chungssystems aus Beziehung (4-83). 
Bild 5-2: Dynamik der Variablenwerte in unterschiedlichen Situationen. a) Die
Korrespondenz wird bereits durch die Initialisierung bestimmt. b) Aus-
geprägter Wettbewerb im Fall von Mehrdeutigkeiten im Stereogramm.
c) Okklusionsbereich
Abbildung 5-2a stellt den zeitlichen Verlauf von Variablenwerten an einem Bildpunkt dar, an
dem keine Mehrdeutigkeiten im Stereogramm auftreten. In diesem Fall gewinnt die Variable
den Wettbewerb, die mit dem größten Ähnlichkeitsmaß initialisiert wird, indem sie die statio-
näre Lösung  annimmt. Alle Konkurrenten dieser Variablen nehmen die stationäre
Lösung  an.
Die Grafik 5-2b zeigt eine Situation, in der Mehrdeutigkeiten im Stereogramm vorhanden sind.
Der Effekt der Umfeldkopplung, durch den weitestgehend kontinuierliche Disparitätskarten
erzwungen werden, bewirkt in diesem speziellen Fall, daß nicht die Variable mit dem größten
Initialisierungswert den Wettbewerb gewinnt, sondern eine Variable, die einen entsprechend
großen verstärkenden Einfluß aus ihrem Umfeld erhält. 
In Abbildung 5-2c ist das zeitliche Verhalten der Variablenwerte im Bereich einer Okklusion
zu sehen. Alle Variablen repräsentieren hier eine Fehlkorrespondenz mit entsprechenden Bild-
bereichen im anderen Stereokanal. Durch die in Kapitel 4.6.2 und Kapitel 4.6.3 beschriebenen
Mechanismen nehmen an dieser Bildkoordinate alle Variablen die stationäre Lösung
 an, sobald eine Variable mit einem korrekten Korrespondenzpartner im umge-
kehrten Zuordnungsprozeß oder mit gleichen zyklopischen Bildkoordinaten im jeweiligen
Wettbewerbsprozeß die stationäre Lösung  erreicht hat.
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5.3 Einfluß der Umfeldkopplung
Die einzelnen Parameterkombinationen des Selbstorganisationsprozesses aus Tabelle 4-2
unterscheiden sich im wesentlichen durch das Verhältnis des Verstärkungsfaktors a zum Kopp-
lungsparameter e. In welchem Maß sich die Umfeldkopplung auf die Ergebnisse, die durch den
Selbstorganisationsprozeß erzielt werden, auswirkt, soll am Beispiel des folgenden stark mehr-
deutigen synthetischen Stereogramms verdeutlicht werden.
Bild 5-3: Synthetisches Stereogramm. a) Originalbild, das als Eingangsbild des
linken Stereokanals dient. b) Mit einem gaußförmig verteilten Grau-
wertrauschen (µ = 0, σ = 20) überlagerte Version des Originals, das
dem rechten Stereokanal zugeführt wird
Aufgrund der periodischen Strukturen des in Bild 5-3 dargestellten synthetischen Stereo-
gramms, liefert die Messung der lokalen Ähnlichkeit keine eindeutige Aussage über die Korre-
spondenzen zwischen den Bildern. Erschwerend kommt in diesem Beispiel hinzu, daß sich die
beiden Bilder durch einen Rauschprozeß unterscheiden, mit dem das rechte Bild überlagert
wird. Eine eindeutige Zuordnung korrespondierender Bildbereiche anhand ihrer Ähnlichkeit
ist nur bedingt am linken und rechten Rand des Linienmusters möglich, da hier Linien vorhan-
den sind, die sich durch ihre Breite von den anderen unterscheiden (vgl. Bild 5-4a). 
Soll in diesem Beispiel eine korrekte gegenseitige Zuordnung aller Linien durch den Selbstor-
ganisationsprozeß erfolgen, so kann dies nur über die Umfeldkopplung der Variablen gesche-
hen. Ausgehend von den Rändern des Musters müssen jeweils die Variablen, welche die
korrekte Disparität repräsentieren, die Variablen in ihrer unmittelbaren Nachbarschaft über die
Umfeldkopplung verstärken. Dieser Effekt muß sich bis zur Mitte des Musters fortpflanzen,
bevor an dieser Stelle zufällig andere Variablen den Wettbewerb gewinnen (vgl. Bild 5-5). 
Die Resultate, die mit unterschiedlich starken Umfeldkopplungen bei diesem Beispiel erzielt
werden können, sind in der nachfolgenden Grafik zu sehen. Der Disparitätsbereich wurde hier-
bei so gewählt, daß jede Linie mit maximal fünf Linien im anderen Bild verwechselt werden
kann. Die Größe des verstärkend wirkenden Umfeldes wurde zu  Pixel gewählt.
a) b)
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Bild 5-4: Disparitätskarten zum Stereogramm aus Bild 5-3. a) Disparitäten mit
maximalem Ähnlichkeitsmaß. b,c+d) Mit unterschiedlichen Parame-
tersätzen errechnete Disparitätskarten
Wie dieses Beispiel zeigt, können korrekte Disparitätskarten bei stark mehrdeutigen Stereo-
grammen nur mit einer entsprechend starken Umfeldkopplung durch den Selbstorganisations-
prozeß errechnet werden. Bei zu geringem Kopplungsparameter gewinnen in der Mitte des
Linienmusters Variablen den Wettbewerbsprozeß, die eine zufällige Verwechselung mit ande-
ren Linien repräsentieren, bevor sich in diesem Bereich der verstärkende Effekt der korrekten
Korrespondenzen aus dem Randbereich des Musters auswirken kann (vgl. Bild 5-4b+c). 
Bild 5-5: Ausbreitung der Variablenwerte, die die korrekte Disparität im Stereo-
gramm 5-3 repräsentieren, nach unterschiedlichen Iterationsschritten
des Selbstorganisationsprozesses (Parametersatz 3). Die Graustufen
entsprechen hier den Werten der Variablen. 
5.4 Auswirkung der subpixelgenauen Disparitätsschätzung
Die Quantisierungsfehler, die bei der Disparitätsmessung durch die diskreten Bildkoordinaten
entstehen, können sich je nach Kamerageometrie enorm auf die Genauigkeit der Positionsbe-
stimmung auswirken. Eine Möglichkeit diese Fehler zu reduzieren, bietet das in Kapitel 4.7
beschriebene Verfahren zur subpixelgenauen Disparitätsschätzung. Bevor in Kapitel 5.6 die
Auswirkung dieser Methode auf die räumliche Positionsbestimmung diskutiert wird, soll an
dieser Stelle der Effekt der subpixelgenauen Disparitätsschätzung zunächst an einem syntheti-
schen Stereogramm verdeutlicht werden. 
Parametersatz 1 (e = 0,01) Parametersatz 2 (e = 0,31) Parametersatz 3 (e = 0,61)
a) b) c) d)
Korrelationsergebnis
i = 100 i = 125 i = 175 i = 200
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Bild 5-6: Subpixelgenauigkeit am Beispiel eines synthetischen Stereogramms.
a+b) Stereogramm, in dem beide Bilder durch ein gaußförmig verteil-
tes Grauwertrauschen erzeugt wurden. Das rechte Bild unterscheidet
sich vom linken nur durch eine horizontale Dehnung von 10%. c) Pi-
xelgenauer Disparitätsverlauf. d) Subpixelgenauer Disparitätsverlauf
In dem synthetischen Stereogramm, das in Bild 5-6a+b zu sehen ist, wurde ein linearer Dispa-
ritätsverlauf erzeugt, indem eines von zwei identischen Bilder horizontal gedehnt wurde. Die
Bilder wurden in diesem Beispiel durch ein gaußförmig verteiltes Grauwertrauschen generiert.
Trotz des relativ starken Disparitätsgradienten, der in diesem Beispiel auftritt, läßt sich durch
den Selbstorganisationsprozeß zunächst eine eindeutige pixelgenaue Disparitätskarte bestim-
men. Die durch die diskreten Bildkoordinaten bedingte Quantisierung der Disparitätswerte ist
im Disparitätsverlauf in Bild 5-6c klar zu erkennen. Die anschließende subpixelgenaue Dispa-
ritätsschätzung durch den in Kapitel 4.7 beschriebenen Prozeß ermöglicht es auf einfache
Weise, die auftretenden Quantisierungsfehler erheblich zu reduzieren (siehe Bild 5-6d). Eine
quantitative Aussage über die Fehler, die bei der Disparitätsmessung auftreten, kann durch die
Quadratwurzel des mittleren quadratischen Fehlers (RMS) getroffen werden.
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Hierbei ist dw jeweils der wahre Disparitätswert, dx der gemessene Disparitätswert und Nm die
Anzahl der durchgeführten Messungen. Die Fehler, die in diesem Beispiel bei pixelgenauen
und bei subpixelgenauen Disparitätsmessungen in unterschiedlichen Ebenen der Auflösungs-
pyramide auftreten (siehe Kapitel 4.4.4), sind in der folgenden Tabelle aufgeführt. Die Anzahl
der jeweils durchgeführten Messungen betrug hierbei etwa .
Wie die Tabelle zeigt, kann der Quantisierungsfehler durch die subpixelgenaue Disparitätsmes-
sung auf 40-44% des ursprünglichen Fehlers vermindert werden. Aufgrund der abnehmenden
Auflösung nimmt der Fehler mit zunehmendem Abtastfaktor sn ebenfalls zu.
5.5 Natürliche Stereogramme
Nachdem bereits einige Ergebnisse gezeigt wurden, die das Verfahren bei speziellen syntheti-
schen Stereogrammen errechnet, soll die Leistungsfähigkeit im weiteren an einigen natürlichen
Stereogrammen veranschaulicht werden. Die Filterung der Bilddaten erfolgte bei den nachfol-
genden Beispielen mit einer Modulationsortsfrequenz von k0 = pi/2. Als Parameterkombination
wurde der Satz 3 aus Tabelle 4-2 mit einem quadratischen Umfeld von  Pixeln verwen-
det. Der horizontale Disparitätsbereich wurde jeweils auf  begrenzt. 
Bild 5-7: a+b) Das Pentagon-Stereogramm. c) Zugehörige Disparitätskarte 
In Bild 5-7 ist das klassische Pentagon-Stereogramm mit der zugehörigen Disparitätskarte dar-
gestellt. Problematisch sind in diesem Beispiel die einzelnen Gebäudeblöcke, die durch ihre
periodische Struktur leicht zu Mehrdeutigkeiten führen können. In der Disparitätskarte hebt
Filtermodulati-
onsortsfrequenz
Abtastfaktor sn RMS / Pixel
pixelgenau
RMS / Pixel
subpixelgenau
pi/2 1 0,3038 0,1224
pi/4 2 0,6193 0,2657
pi/8 4 1,2551 0,5579
Tabelle 5-1: Fehler in der Disparitätsbestimmung bei unterschiedlichen Ebenen
der Auflösungspyramide
Nm 1,1 10
4
×=
5 5×
dx 15≤
a) b) c)
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sich der Gebäudekomplex klar vom Hintergrund ab. Jeweils rechts von den Wänden des
Gebäudes sind in der Disparitätskarte die detektierten Okklusionen, die das Gebäude auf dem
Untergrund erzeugt, als schwarz markierte Gebiete zu sehen. Aufgrund der nicht bekannten
Kamerageometrie konnten in diesem wie auch im folgenden Beispiel keine quantitativen Aus-
sagen über die Position der dargestellten Objekte getroffen werden.
Bild 5-8: a+b) Stereogramm, das während der Pathfinder-Mission entstand. c)
Zugehörige Disparitätskarte
Bild 5-8 zeigt ein Stereogramm aus der Pathfinder-Mission, in dem ein ferngesteuertes Fahr-
zeug auf dem Marsboden zu sehen ist. In der zugehörigen Disparitätskarte ist die nach oben
zunehmende Entfernung des Marsbodens zu erkennen. Das Fahrzeug hebt sich durch seine
geringere Distanz zum Kamerasystem vom Boden ab und erzeugt dadurch Okklusionen auf
dem Marsboden im Hintergrund, die als schwarze Regionen an den rechten Kanten des Fahr-
zeugs zu sehen sind. Aufgrund der unterschiedlichen Perspektive, aus der die Bilder aufge-
nommen wurden, existieren auch im Randbereich der Bilder nur einseitig sichtbare Gebiete. 
5.6 Meßgenauigkeit bei der Positionsbestimmung
Die Genauigkeit, mit der eine Szene stereoskopisch vermessen werden kann, ist in vielen
Anwendungen eine kritische Größe. Sollen beispielsweise die Operationen eines Roboters
über ein stereoskopisches Verfahren koordiniert werden (siehe Kapitel 6), so ist die Genauig-
keit, mit der die räumliche Position der zu manipulierenden Objekte erfaßt werden kann, von
entscheidender Bedeutung. Die Meßgenauigkeit des in der vorliegenden Arbeit beschriebenen
Gesamtsystems wird im wesentlichen durch die vier folgenden Faktoren beeinflußt: 
1. Die Genauigkeit, mit der die Parameter des Kameramodells durch die Kalibrie-
rung ermittelt werden
2. Die Meßgenauigkeit, mit der die Motorwinkel erfaßt werden können
3. Die Einstellung der optischen Freiheitsgrade (Zoom, Fokus usw.)
4. Die Genauigkeit der Disparitätsbestimmung
a) b) c)
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Eine quantitative Aussage über die Auswirkung der unterschiedlichen Quantisierungsfehler
auf die Positionsbestimmung liefert eine Abschätzung durch das totale Fehlerdifferential der
Beziehungen (4-126) bis (4-128) (siehe [ST97]). Die kritische Größe stellt hierbei die Meßge-
nauigkeit in Richtung der zw-Achse dar. Um die theoretische Fehlerabschätzung zu validieren,
wurden spezielle Meßpunkte, deren Positionen im Weltkoordinatensystem bekannt waren, mit
dem Gesamtsystem vermessen. Im Rahmen dieser Untersuchung wurden die Meßpunkte in
unterschiedlichen Entfernungen zum Kamerasystem mit Hilfe einer Kalibrierungsvorrichtung
(vgl. Bild 4-6) positioniert und durch die passive Triangulation lokalisiert. 
Abbildung 5-9 zeigt den Betrag des Meßfehlers ∆zw, der sich durch das totale Fehlerdifferen-
tial ergibt, und den maximalen gemessenen Fehlerbetrag ∆zmax, der bei pixelgenauer Dispari-
tätsmessung auftrat. Weiterhin sind die Quadratwurzeln der mittleren quadratischen Fehler bei
pixelgenauer (RMSzp) und bei subpixelgenauer (RMSzs) Disparitätsmessung zu sehen. Für jede
Entfernung wurden durchschnittlich etwa 200 Meßpunkte ausgewertet, wobei die Vergenzwin-
kel des Kamerasystems mehrfach variiert wurden. Die den Messungen zugrundeliegenden Dis-
paritätskarten wurden mit der besten Auflösungsebene ohne Unterabtastung der
Filterergebnisse errechnet (vgl. Kapitel 4.4.4). Bei der Fehlerabschätzung durch das totale Feh-
lerdifferential wurde ein Quantisierungsfehler von einem halben Pixel in der Disparitätsbe-
stimmung und jeweils 0,01° bei der Erfassung der Vergenzwinkel angenommen. Letzteres
entspricht der halben Winkelauflösung der verwendeten Meßwertgeber. Weiterhin wurde diese
Fehlerabschätzung für eine Fixation (dx = 0) der Raumpunkte in der jeweiligen Entfernung bei
entsprechenden Motorwinkeln und für die jeweils kalibrierten Modellparameter, die sich durch
die Fokussierung ergeben, durchgeführt.
Bild 5-9: Theoretische und gemessene Fehler in zw-Richtung in Abhängigkeit
der Entfernung zum Kamerasystem. a) Fehler bei einem Weitwinkelob-
jektiv. b) Fehler bei einer Zoomeinstellung, die einer Erhöhung der ef-
fektiven Brennweiten gegenüber dem Weitwinkelobjektiv um etwa 75%
entspricht
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Die Grafiken 5-9a+b zeigen deutlich die Auswirkung der subpixelgenauen Disparitätsmessung
auf die Genauigkeit der Positionsbestimmung in zw-Richtung. So kann der mittlere quadrati-
sche Meßfehler in zw-Richtung teilweise erheblich reduziert werden. Wie die Unterschiede
zwischen den Grafiken zeigen, kann die Meßgenauigkeit darüber hinaus durch eine Vergröße-
rung der effektiven Brennweiten erhöht werden. Ein besonderer Vorteil der hier eingesetzten
Kamerasysteme ist, daß die Brennweiten in einem sehr großen Bereich variiert werden kön-
nen. Es besteht daher die Möglichkeit, die je nach Anwendung geforderten Genauigkeiten fle-
xibel durch eine Anpassung der Kameraparameter für unterschiedliche Entfernungen
einzustellen, ohne daß konstruktive Änderungen, wie beispielsweise eine Vergrößerung der
Stereobasis, erforderlich sind. 
Die Meßgenauigkeit des Verfahrens in xw- und yw-Richtung hängt in einem hohen Maß von der
Genauigkeit ab, mit der die zu vermessenden Punkte in der Bildebene lokalisiert werden kön-
nen. Bei der hier durchgeführten, lediglich pixelgenauen Meßpunktdetektion stieg die Qua-
dratwurzel des mittleren quadratischen Meßfehlers mit zunehmender Entfernung zum
Kamerasystem leicht an und betrug bei der größeren Brennweite zwischen 0,56 mm und
0,74 mm in xw- und zwischen 0,4 mm und 0,76 mm in yw-Richtung. 
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6 Demontage von Altautos - ein Anwendungsbeispiel
Als eine Anwendung des in Kapitel 4 beschriebenen Verfahrens zur Tiefenrekonstruktion soll
an dieser Stelle ein spezieller Prozeß im sogenannten DEMON-Projekt, in welches das Verfah-
ren integriert wurde, näher erläutert werden. Das Ziel dieses BMBF-Verbundprojektes ist die
automatische Demontage von Altautos beliebigen Fabrikats zum Zweck der Wertstofftren-
nung. Im Gegensatz zur Fertigung der Kraftfahrzeuge ist bei ihrer Demontage im allgemeinen
nicht mit gleichbleibenden a priori bekannten Gegebenheiten zu rechnen. Die Kraftfahrzeuge
können im Rahmen ihrer Nutzung vielmehr den unterschiedlichsten Veränderungen unterlie-
gen. Darüber hinaus unterscheiden sich die Fahrzeuge von Fabrikat zu Fabrikat oft erheblich.
Zur automatischen Demontage der Kraftfahrzeuge ist aufgrund dieser Umstände ein flexibles
Robotersystem notwendig, das über sensorische Fähigkeiten zur Wahrnehmung seiner Umwelt
verfügt. 
Eine zentrale Aufgabe stellt in diesem Prozeß die Koordination des Roboters bzw. der Demon-
tagewerkzeuge dar. Da die räumliche Position der zu demontierenden Bestandteile nicht als
bekannt vorausgesetzt werden kann, müssen folglich diese zunächst identifiziert und lokalisiert
werden. 
Die Identifizierung bzw. die Erkennung einzelner Objekte erfolgt im DEMON-Projekt durch
das schon mehrfach erwähnte optische Mustererkennungssystem [GS+98, SH97]. Dieses Ver-
fahren, auf das hier nicht näher eingegangen wird, analysiert die Bildinformation eines der bei-
den Stereokanäle des in Kapitel 4.1 beschriebenen aktiven Sehsystems. Die zu analysierenden
Bilddaten werden hierbei ebenfalls den im Rahmen dieser Arbeit entwickelten Verfahren zur
Bildaufbereitung und Filterung unterzogen. Aufgrund der gemeinsamen Daten, die zur
Mustererkennung und zur Tiefenrekonstruktion ausgewertet werden (vgl. Bild 6-1), bietet das
stereoskopische Verfahren gegenüber anderen Abstandssensoren den Vorteil, daß die resultie-
renden Positionsinformationen unmittelbar auf die erkannten Objekte bezogen werden können,
wodurch eine aufwendige Datenfusion entfällt. 
Bild 6-1: Integration der Objekterkennung und der stereoskopischen Korrespon-
denzbestimmung in ein Gesamtsystem zur Objektlageschätzung
Szene
Kamera-
system
Bildauf-
bereitung
Auflösungs-
pyramide
Merkmals-
extraktion
Erkennung
Objektlage-
schätzung
Korrespondenz-
bestimmung
Tiefenrekon-
struktion
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Eine Station der oben beschriebenen Anwendung bildet die Demontage der Fahrzeugräder
(vgl. Bild 6-2). Da in dieser Anwendung das Fahrzeug innerhalb gewisser Grenzen beliebig
zum Robotersystem positioniert sein kann, müssen zunächst das Rad und anschließend die
Befestigungsschrauben, die mit Hilfe des Demontageroboters gelöst bzw. herausgeschnitten
werden sollen, identifiziert und räumlich lokalisiert werden.
Bild 6-2: Analyse einer Demontageszene mit Hilfe eines aktiven binokularen
Sehsystems zur Koordination der Roboteraktionen
Über die Kombination von unterschiedlichen Auflösungsebenen (vgl. Kapitel 4.4.4) und
Zoomeinstellungen kann bei dieser Aufgabe ein Kompromiß zwischen der Größe des zu ver-
messenden Gebietes, der Meßgenauigkeit und dem Berechnungsaufwand erzielt werden. In
den folgenden Abschnitten wird nun gezeigt, wie diese Strategie effizient in den einzelnen
Schritten des Handlungsablaufes umgesetzt werden kann.
6.1 Lageerfassung des Rades
Um einen möglichst großen Raumbereich analysieren zu können, wird die Szene in einem
ersten Schritt mit einer niedrigen Kamerabrennweite aufgenommen und im Rahmen der Auflö-
sungspyramide grob abgetastet (siehe Kapitel 4.4.2). Die aus den Filterantworten gewonnenen
Konturmerkmale erlauben in diesem Verarbeitungsschritt zwar noch keine Identifikation ein-
zelner Details in der Szene, jedoch kann die Kontur der Radfelge in diesem Schritt aufwands-
günstig erfaßt und anhand der Tiefenkarte grob lokalisiert werden. 
Da sich die in Bild 6-3b weiß gekennzeichneten Merkmale, anhand derer die Radfelge erkannt
wird, auf die gleichen Bildkoordinaten wie die Disparitätskarte in Bild 6-3c beziehen, kann die
räumliche Position dieser Merkmale durch das Auswerten der Disparitätskarte an den entspre-
chenden Bildkoordinaten auf sehr einfache Weise ermittelt werden (vgl. Bild 6-4). 
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Bild 6-3: a) + b) Rektifiziertes Stereobildpaar eines Autorades. In Bild b) sind
die Merkmalspunkte, die zur Erkennung der Radfelge herangezogen
wurden, weiß gekennzeichnet. c) Grob aufgelöste Disparitätskarte des
Stereobildpaares
Mit Hilfe der Disparitätskarte in Bild 6-3c kann die Position des Rades und auch seine Orien-
tierung im Raum ermittelt werden. Letzterem kommt im Rahmen des Entschraubungsvorgangs
eine besondere Bedeutung zu, da die Demontagewerkzeuge möglichst senkrecht zur Radebene
aufgesetzt werden müssen. Die hier errechnete Disparitätskarte kann im weiteren dazu genutzt
werden, das Rad durch Ausrichten der optischen Achsen zu fixieren und genauer zu vermes-
sen.
Bild 6-4: Rekonstruierte räumliche Position der Merkmalspunkte, die zur Erken-
nung der Radfelge dienen
6.2 Detektion des Schraubenkranzes
Durch die Fixierung des Rades mit Hilfe des aktiven Sehsystems kann der Disparitätsbereich
eingeschränkt werden, da der zu vermessende Tiefenbereich durch den vorangegangenen Ver-
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arbeitungsschritt bereits bekannt ist. Auf diese Weise läßt sich der Berechnungsaufwand erheb-
lich reduzieren (vgl. Kapitel 4.5). Die Verwendung eines höheren Zoomfaktors und die
Auswertung einer höher auflösenden Ebene der Auflösungspyramide erlauben es in diesem
Verarbeitungsschritt bereits, die einzelnen Schrauben zu erkennen und räumlich zu lokalisie-
ren.
Bild 6-5: a) + b) Höher aufgelöste rektifizierte Bildausschnitte des Schrauben-
kranzes. In Bild b) sind die Merkmalspunkte der einzelnen Schrauben
weiß markiert. c) Disparitätskarte des Bildausschnittes
Ist die Genauigkeitsanforderung entsprechend hoch oder das Objekt zu weit entfernt, so ist es
möglich, daß der komplette Radkranz nicht mit einem angemessenen Berechnungsaufwand
und der geforderten Genauigkeit vermessen werden kann. In diesem Fall besteht die Möglich-
keit, die einzelnen Schrauben sequentiell mit höherer Genauigkeit zu vermessen. 
Bild 6-6: Rekonstruierte räumliche Position der Merkmalspunkte, die zur Erken-
nung des Schraubenkranzes dienen
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6.3 Vermessung einzelner Schrauben
Anhand der im vorangegangenen Verarbeitungsschritt ermittelten Disparitätskarte besteht die
Möglichkeit, einzelne Schrauben exakt zu fixieren und zu vermessen. Die höchste Genauigkeit
kann hierbei durch Bildaufnahmen mit maximaler Zoomeinstellung und durch die Auswertung
der nicht unterabgetasteten Auflösungsebene erzielt werden.
Bild 6-7: a) + b) Hochaufgelöste rektifizierte Bildausschnitte einer einzelnen
Schraube. In b) sind die Merkmalspunkte der Schraube weiß gekenn-
zeichnet. c) Disparitätskarte des Bildausschnittes
Die zuvor erwähnten Einstellungen führen dazu, daß nur sehr kleine Raumbereiche mit vertret-
barem Berechnungsaufwand vermessen werden können. Für das hier diskutierte Anwendungs-
beispiel bedeutet dies, daß die einzelnen Schrauben sequentiell durch jeweils erneutes Fixieren
vermessen werden müssen. In diesem Zusammenhang ist eine zeitliche Verzahnung der einzel-
nen Positionsbestimmungen und der Aktionen des Demontageroboters denkbar.
Bild 6-8: Rekonstruierte räumliche Position der Merkmalspunkte, die in
Bild 6-7b weiß markiert sind
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Die in den Abbildungen 6-4, 6-6 und 6-8 dargestellten rekonstruierten Weltkoordinaten bezie-
hen sich auf das in Bild 4-19 gezeigte Koordinatensystem. Da die zw-Achse dieses Koordina-
tensystems immer in der Ebene liegt, welche die beiden optischen Achsen der Kameras
aufspannen, variiert seine relative Lage zu einem statischen Objekt mit Veränderungen des
Neigewinkels des aktiven Sehsystems (siehe Kapitel 4.1). Während die xw- und die zw- Koordi-
naten in den obengenannten Abbildungen näherungsweise miteinander verglichen werden
können, bezieht sich die yw-Koordinate in diesen Abbildungen auf den jeweils fixierten Punkt.
Da jedoch auch der Neigewinkel des Kamerasystems meßtechnisch erfaßt wird, können die
rekonstruierten Weltkoordinaten in ein Koordinatensystem transformiert werden, auf das sich
die Bewegungen des Demontageroboters beziehen.
6.4 Laufzeiten und spezielle Lösungen
Die Laufzeit des gesamten stereoskopischen Verfahrens kann bei der hier gezeigten Anwen-
dung auf etwa 3,7 Sekunden eingestellt werden. Der größte Anteil der Laufzeit entfällt hierbei
auf den Selbstorganisationsprozeß (etwa 3,1 Sekunden bei 150 Iterationen). Als Rechnersy-
stem wurde bei dieser Messung eine SUN UltraSparc II mit einer Taktfrequenz von 200MHz
und 128MB Arbeitsspeicher verwendet. Die Filterantwortgröße betrug jeweils  Pixel
und als Parameterkombination wurde der Satz 2 aus Tabelle 4-2 mit einer Umfeldgröße von
 Pixel gewählt. Der Disparitätsbereich wurde bei dieser Messung auf 
beschränkt. Da alle Verfahrensschritte unter Verwendung von Multi-Threading-Strategien bis
zu einem gewissen Grad parallel implementiert sind, kann durch den Einsatz einer geeigneten
Mehrprozessormaschine eine Verringerung der Laufzeit erzielt werden. Innerhalb des in
Bild 6-1 gezeigten Gesamtsystems können zudem Erkennungsprozeß und stereoskopische
Korrespondenzbestimmung auf einfache Weise parallel implementiert werden, da diese Pro-
zesse weitestgehend unabhängig voneinander ablaufen. 
Ist der Raumbereich, in dem das zu bearbeitende Objekt frei positioniert werden kann, geeig-
net eingeschränkt, so kann auf ein aufwendiges aktives Sehsystem mit rotatorischen Freiheits-
graden verzichtet und stattdessen ein starres Kamerasystem eingesetzt werden. Da in diesem
Fall keine Fixation möglich ist, die eine starre konzentrische Pyramidenstruktur zulassen
würde, müßten die hochaufzulösenden Bildausschnitte selektiv aus dem Originalbild ausge-
schnitten und weiterverarbeitet werden. Der Berechnungsaufwand ist bei dieser Strategie nicht
wesentlich höher als bei einem aktiven Sehsystem, jedoch wird der Einsatz von unterschiedli-
chen Zoomfaktoren zur Erhöhung der Meßgenauigkeit bei einem Kamerasystem ohne mecha-
nische Freiheitsgrade stark eingeschränkt.
64 64×
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7 Zusammenfassung
Im Rahmen dieser Arbeit konnte ein Gesamtsystem realisiert werden, das es erlaubt, die räum-
liche Struktur einer Szene anhand von Stereobilddaten zu rekonstruieren. Obwohl die einzel-
nen Komponenten, aus denen das System aufgebaut wurde, zunächst speziell für den
stereoskopischen Einsatz konzipiert wurden, fanden einige der entwickelten Verfahren bereits
Anwendung in Bereichen der Bildverarbeitung, die nicht in unmittelbarem Zusammenhang mit
der Stereoskopie stehen. Unter diese Komponenten fällt ein aktives binokulares Sehsystem,
das über die Stereoskopie hinaus in verschiedenen Objekterkennungsstrategien und Anwen-
dungen im Bereich der Detektion bzw. Verfolgung von Bewegungen als aktives bildgebendes
System eingesetzt wird. Die Filtertechnik, die im Rahmen der stereoskopische Korrespondenz-
bestimmung zur Extraktion der relevanten Bildstrukturen aus den Grauwertbildern dient, hat
sich ebenfalls bereits in vielen Anwendungsbereichen bewährt und wird als Vorstufe zur
Extraktion orientierter Merkmale in verschiedenen Mustererkennungsverfahren mit vielver-
sprechendem Erfolg eingesetzt. 
Das anwendungsübergreifend eingesetzte aktive Sehsystem zeichnet sich neben einem äußerst
kostengünstigen Aufbau gegenüber den wenigen vergleichbaren Kamerasystemen durch eine
hohe Positionierungsgenauigkeit und aufwendige Justierungsmöglichkeiten aus. Die sehr kom-
pakten aber dennoch flexiblen Kameramodule erlauben es, das System über mehrere optische
Freiheitsgrade an die jeweiligen Umgebungsbedingungen automatisch zu adaptieren. Durch
eine aufwendige Modellierung der bildgebenden Prozesse dieser Kameras konnten die Voraus-
setzungen für spezielle Bildaufbereitungsverfahren, welche die Auslegung der nachfolgenden
Systemkomponenten erheblich erleichterte, geschaffen werden. Diese Bildaufbereitungsver-
fahren umfassen eine Kompensation von bestimmten Linsenfehlern und eine Rektifikations-
transformation, durch welche die Lösung des stereoskopischen Korrespondenzproblems
vereinfacht werden konnte. 
Die Extraktion speziell orientierter Grauwertänderungen, anhand derer eine stereoskopische
Zuordnung getroffen werden kann, erfolgt durch eine orientierungs- und ortsfrequenzselektive
Filterung der zuvor aufbereiteten Bilddaten. Neben einer gewissen Beleuchtungsinvarianz, die
durch die Bandpaßcharakteristik der eingesetzten Gaborfilter erzielt wird, konnte der Berech-
nungsaufwand bei einer speziellen Auslegung der Filter durch den Einsatz einer Auflösungs-
pyramide drastisch reduziert werden. Nicht zuletzt die hierdurch erzielte Laufzeiteinsparung,
die sich auf alle nachfolgenden Verarbeitungsschritte auswirkt, führte zu einem anwendungs-
übergreifenden Einsatz dieser Filtertechnik.
Einen ersten Hinweis auf mögliche Korrespondenzpaare im Rahmen der stereoskopischen
Zuordnung liefert ein komplexes Ähnlichkeitsmaß, mit dem die lokale Übereinstimmung der
zuvor gefilterten Bilddaten ermittelt wird. Aufgrund der vorangegangenen Bildaufbereitungs-
verfahren konnte die Berechnung dieses Ähnlichkeitsmaßes effizient durch eine nur eindimen-
sionale lokale Korrelation realisiert werden. Durch diesen Korrelationsansatz wird der
erfaßbare Disparitätsbereich im Gegensatz zu den weitverbreiteten Phasendifferenzverfahren
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nicht auf die Modulationswellenlänge der verwendeten Gaborfilter beschränkt. Weiterhin ist
dieses Ähnlichkeitsmaß invariant bezüglich Kontrastdifferenzen zwischen den Stereobildern
und es erlaubt die Berechnung von sehr „dicht besetzten“ Tiefenkarten. Aufgrund der inhären-
ten Mehrdeutigkeit des Korrespondenzproblems ist jedoch eine eindeutige gegenseitige Zuord-
nung der Bilddaten beider Stereokanäle allein anhand deren Ähnlichkeit nicht möglich, so daß
ein weiterer Mechanismus, der dieses Problem berücksichtigt, vorgesehen werden mußte.
Zur aufwandsgünstigen Lösung des Korrespondenzproblems wurde ein sogenannter Selbstor-
ganisationsprozeß implementiert, der unter Ausnutzung bestimmten Vorwissens eine eindeu-
tige Zuordnung korrespondierender Bildbereiche erlaubt. Im Rahmen dieses Prozesses werden
mögliche Korrespondenzpaare durch Variablen repräsentiert, die durch die betreffenden Werte
des Ähnlichkeitsmaßes initialisiert werden. Die Variablen sind hierbei in einen dynamischen
Prozeß involviert, der durch ein nichtlineares gekoppeltes Differentialgleichungssystem
beschrieben wird. Anhand der stationären Lösungen, welche die einzelnen Variablen im Zuge
der Selbstorganisation annehmen, werden schließlich die Korrespondenzpaare ermittelt. Das
Vorwissen, das in Form von Einschränkungen an den Lösungsraum vorliegt, wird durch eine
spezielle Kopplungsstruktur in den Selbstorganisationsprozeß integriert. Eine explizite Model-
lierung der zu rekonstruierenden Szene ist somit überflüssig. Die dämpfend auf die einzelnen
Variablen wirkenden Kopplungsstrukturen führen dazu, daß Lösungen, die eine der Einschrän-
kungen verletzen, im Wettbewerb miteinander stehen und sich gegenseitig ausschließen.
Neben der dämpfenden Kopplung innerhalb des Wettbewerbs sind Variablen, die Korrespon-
denzpaare mit gleicher Disparität repräsentieren, lokal verstärkend miteinander gekoppelt.
Diese laterale Umfeldkopplung bewirkt, daß Mehrdeutigkeiten auch bei Störungen, die das
Ähnlichkeitsmaß beeinflussen, zuverlässig aufgelöst werden.
Eine Besonderheit des hier vorgestellten Verfahrens stellt die implizite Detektion von okklu-
dierten Bildbereichen dar, wodurch eine der Hauptfehlerursachen bei der stereoskopischen
Korrespondenzbestimmung eliminiert werden konnte. Spezielle Kopplungsstrukturen inner-
halb des Selbstorganisationsprozesses bewirken in diesem Zusammenhang, daß Variablen, die
Korrespondenzen mit okkludierten Bildbereichen repräsentieren, im Wettbewerbsprozeß
unterdrückt werden. Im Gegensatz zu den wenigen Ansätzen, in denen Okklusionen Berück-
sichtigung finden, erhöht sich der Berechnungs- und Speicheraufwand bei diesem Verfahren
nicht wesentlich. Darüber hinaus werden aufgrund der lateralen Umfeldkopplungen Okklusi-
onszuordnungen auch bei Störeinflüssen, die durch interokuläre Differenzen hervorgerufen
werden, zuverlässig in gewissen Grenzen verhindert. Durch die ausschließlich lokalen Kopp-
lungsstrukturen innerhalb des Selbstorganisationsprozesses besteht ein hohes Parallelisie-
rungspotential, durch das die Laufzeit des Verfahrens bei Einsatz geeigneter
Rechnerarchitekturen weiter reduziert werden kann.
Durch das verwendete Ähnlichkeitsmaß konnte in Verbindung mit der eingesetzten Filtertech-
nik eine einfache Möglichkeit geschaffen werden, die in den Stereobildern auftretenden Dispa-
ritäten mit Subpixelgenauigkeit zu vermessen. Die Genauigkeit der Positionsbestimmung
konnte durch diese Technik teilweise erheblich verbessert werden.
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Die Leistungsfähigkeit des hier vorgestellten Verfahrens zur stereoskopischen Korrespondenz-
bestimmung konnte anhand von einigen synthetischen wie auch natürlichen Stereogrammen
demonstriert werden. Die Zuverlässigkeit, die geringe Laufzeit und nicht zuletzt die durch
zahlreiche Messungen validierte Genauigkeit der Positionsbestimmung, die durch das flexible
Sehsystem variabel an die jeweilige Anwendung adaptiert werden kann, waren die ausschlag-
gebenden Gründe für die feste Integration des Gesamtsystems in einen Demontageprozeß im
Rahmen eines durch das Bundesministerium für Bildung, Wissenschaft, Forschung und Tech-
nologie geförderten Verbundprojektes. In diesem Projekt wird das Verfahren in Verbindung mit
einer Mustererkennungsstrategie dazu genutzt, die im Blickfeld des Sehsystems befindlichen
Objekte anhand der Bildinformation räumlich zu lokalisieren, um auf diese Weise eine Mani-
pulation der betreffenden Objekte durch ein Robotersystem zu ermöglichen.
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8 Symbolverzeichnis
a Gewichtungsparameter des exponentiellen Wachstums der Variablen
im Selbstorganisationsprozeß
ax, ay horizontaler und vertikaler Abstand der Bildsensorelemente
b Gewichtungsparameter des dämpfend wirkenden Kopplungsterms im
Selbstorganisationsprozeß
bs Stereobasis 
bv Abstand der Vergenzachsen des binokularen Sehsystems
c Gewichtungsparameter des Terms zur Begrenzung der Variablenampli-
tuden im Selbstorganisationsprozeß
d = [dx dy]T Disparität
dxs, dxs(x) subpixelgenaue Disparität, bzw. Disparitätskarte in x-Richtung
e Gewichtungsparameter der verstärkend wirkenden Umfeldkopplung
im Selbstorganisationsprozeß
ed, ek Kostenfunktionen
f effektive Brennweite
fn Rektifikationsbrennweite
fx, fy normierte effektive Brennweiten
6{f(x)} = F(k) Fouriertransformierte von f(x)
g(x), G(k) Impulsantwort, Übertragungsfunktion eines Gaborfilters
gi Gerschgorin-Kreise
i(x), I(k) Grauwertbild, Fouriertransformierte des Grauwertbildes
Im{f(x)} Imaginärteil von f(x)
I Einheitsmatrix
j imaginäre Einheit
J Jacobi-Matrix
k = [kx ky]T Ortsfrequenz
k0 Modulationsortsfrequenz der Gaborfilter
M Anzahl der unterschiedlichen Filterorientierungen
Ms Anzahl der zur Korrespondenzbestimmung herangezogenen Filterori-
entierungen
N Anzahl der Ortsfrequenzbänder
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p Kameraparametervektor
P Anzahl der am Wettbewerbsprozeß beteiligten Variablen
Q Anzahl der Variablen im verstärkend wirkenden Umfeld
rmn(x), Rmn(k) Filterantwort, Fouriertransformierte der Filterantwort
komprimierte Filterantwort
Re{f(x)} Realteil von f(x)
RMS Quadratwurzel des mittleren quadratischen Fehlers
R Rotationsmatrix
sn Abtastfaktor
S Parametermatrix
t Translationsvektor
U verstärkend wirkendes Umfeld im Selbstorganisationsprozeß
v Meßfehlervektor
w(x) Fensterfunktion 
W Gewichtsmatrix
x = [x y]T rektifizierte Bildkoordinaten
x0 = [x0 y0]T Hauptpunktkoordinaten
xc = [xc yc]T zyklopische Bildkoordinaten
xd = [xd yd]T verzerrte Bildkoordinaten
xk = [xk yk zk]T Kamerakoordinaten
xm Meßpunktkoordinatenvektor
fehlerbehafteter Meßpunktkoordinatenvektor
xs = [xs ys]T Sensorebenenkoordinaten
xt = [xt yt]T Bildkoordinaten des Distorsionszentrums
xu = [xu yu]T unverzerrte Bildkoordinaten
xw = [xw yw zw]T Weltkoordinaten
β, βv Vergenzwinkel
δ(x) Dirac-Impuls
∆b, ∆bokt relative Bandbreite
∆dx Disparitätskorrektur in x-Richtung
∆g(x) Marr-Hildreth Operator
∆ϕ Winkelauflösung der Filterbank
r˜
mn
x( )
xm
’
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∆k absolute Bandbreite
∆t Schrittweite der numerischen Integration
φ(x) Phasenwinkel
ϕm Filterorientierung
ϑ Korrekturwinkel zur Kompensation der Projektionszentrumsdrift
κ Distorsionskoeffizient
λk, λ(x, d) individuelle Gewichtungsparameter des exponentiellen Wachstums der
Variablen im Selbstorganisationsprozeß
µm Gewichtung der zur Initialisierung des Selbstorganisationsprozesses
verwendeten Filterorientierungen
ρmn(x, d) lokales Ähnlichkeitsmaß
σ, σx, σy Streuungsparameter einer Gaußfunktion
Σ Kovarianzmatrix
τ radiale Linsendistorsion
ξk, ξ(x, d, t) Ordnungsparameter, Variablen des Selbstorganisationsprozesses
ξs(x, d) stationäre Lösungen des Selbstorganisationsprozesses
Disparitätsgradient
Disparitätsgradientengrenze
Betrag von x
d∇
dg∇
x
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