Abstract. We consider a one dimensional free boundary problem arising in combustion theory, and establish that all solutions are asymptotically equal to a similarity solution which vanishes in a nite time.
1. Introduction. In this paper we deal with the problem (P) 8 > > > > > > > > < > > > > > > > > : u t = u xx for 0 < x < (t); t > 0 ; u x (0; t) = 0 for t > 0 ; u( (t); t) = 0 for t > 0 ; u x ( (t); t) = 1 for t > 0 ; u(x; 0) = u 0 (x) 0 for 0 x 0 ; (0) = 0 ;
where the unknowns are the functions u(x; t) and (t), and where 0 > 0 and the nonpositive function u 0 2 C( 0; 0 ]) are the given initial data.
Problem (P) is a free boundary problem for the one-dimensional linear heat equation, the free boundary being the curve x = (t), which is also called the interface. At this interface one has two boundary conditions, which makes it, in general, impossible to have a xed boundary.
This problem is a one-dimensional version of a more dimensional free boundary problem arising in the theory of ame propagation, in which both u and its normal derivative are prescribed at the interface, see e.g. BL]. For this general and considerably more di cult case there is a paper by Berestycki, Ca arelli and Nirenberg on a slightly di erent problem about travelling wave solutions, and a very recent preprint by Ca arelli and Vazquez CV] in which existence and regularity of solutions to the initial value problem are established. The uniqueness question however is still open. Besides the question of local existence and uniqueness of a solution, say on a maximal time interval 0; T ), one is interested in the behaviour as t ! T .
We note that in this problem T is usually a nite number.
Assuming that u 0 is not identically equal to zero in a neighbourhood of 0 , existence and uniqueness results of (weak) solutions for Problem (P) follow from the theory of elliptic-parabolic equations H]. (We remark here that the radially symmetric case can also be handled by this theory, but involves a lot more work.) Moreover, it follows from the same theory HH] that both u and are smooth for 0 < t < T , and also, by the maximum principle, that u is negative. The maximal value of T follows explicitly from the initial data, in view of the following conservation law. Integrating the equation with respect to x we have d dt
(1:1) so that
(1:2) It was shown in H] that lim t!T (t) = 0 ; (1:3) i.e. the solution focusses at time t = T . In the context of the elliptic-parabolic problem, which models saturated-unsaturated ows in porous media, T is called the saturation time. We shall prove that as t ! T , the solution is asymptotically selfsimilar. To do so we observe that (P) has selfsimilar solutions of the form u(x; t) = f 0 for 0 a ; f 0 (0) = f(a) = 0 ; f 0 (a) = 1 ; for some a > 0. Clearly (S) has exactly one solution pair (f; a) with f < 0 on 0; a). This yields a similarity solution of (P) which "focusses" at time t = T .
In (1:5)
Then, if (u; ) is a solution of (P) on (0; T ), and T is given by (1.2), the pair (w; ) is a solution of Theorem 1.1. Let u 0 2 C( 0; 0 ]) be nonpositive, not identically equal to zero in a neighbourhood of 0 > 0, let (u; ) be a solution of (P), let w and be de ned by (1.5), where T is given by (1.2), and let (f; a) be the unique solution of (D) with f negative. Then lim !1 ( ) = a, and w( ; ) ! f( ) uniformly as ! 1.
2. Uniform bounds on ( ). Throughout this section we assume that u x and w satisfy 0 u x = w L ; (2:1) for some xed constant L > 0. We notice that the upper bound follows from applying the maximum principle to u x , starting at any positive t-value. The zero lower bound is less obvious, and only holds for t su ciently close to T . This was proved in H].
Our rst step is to show that the transformed solution has a free boundary which stays away from zero and in nity. Note that the transformed solution has
Solutions w with a larger integral (less negative) correspond to solutions u which focus earlier, so that w focusses in nite time, whereas solutions w with a smaller integral (more negative) correspond to solutions u which focus later, so that w exists globally with an interface escaping to in nity. Unless otherwise stated, the solutions we consider satisfy (2.2). We begin with a lower bound for the third order space derivative.
Lemma 2.1. There exists M > 0 such that w ?Me ? , for all su ciently large. Proof. Let z = u xxx . Then z satis es z t = z xx , and z(0; t) = u xt (0; t) = 0. On the interface we have, di erentiating the free boundary conditions with respect to t, u x ( (t); t) 0 (t) + u t ( (t); t) = 0 ; u xx ( (t); t) 0 (t) + u xt ( (t); t) = 0 ; (2:3) so that z( (t); t) = u xt ( (t); t) = ?u xx ( (t); t) 0 (t) = ?u t ( (t); t) 0 (t) = u x ( (t); t) 0 (t) 2 = 0 (t) 2 0 : (2:4) Thus, by the maximum principle, and because the solution is smooth, u xxx is bounded from below if t < T is away from zero. Since and consequently w(0; ) is bounded away from zero. Also, in view of (2.1) for n large. This makes it impossible for ( n ) to become unbounded, contradiction.
Lemma 2.3. There exists a 0 such that w > 0 for all 0 and for all 0 ( ). Proof. Since w and u t = u xx have the same sign, it is su cient to show that u t > 0 for t close to T . For q = u t we have q t = q xx while q x (0; t) = u xt (0; t) = 0 and, by (2.4), q x ( (t); t) = u xt ( (t); t) = 0 (t) 2 0. Thus the lemma will follow from the maximum principle if we can nd a t 0 2 (0; T ) such that u xx (x; t 0 ) > 0 for all x 2 0; (t 0 )), which is equivalent to w ( ; 0 ) > 0 for all 2 0; ( 0 )) for some su ciently large 0 . We shall show that such a 0 indeed exists. we see that because of (2.23) the coe cient of 3 in (2.24) goes to zero as least as fast as e ? =2 . This implies that ( n ) must be a bounded sequence, which contradicts (2.18) in view of Corollary 2.4.
Monotonicity properties of ( ). In view of Lemma 2.3 it is no restriction
to assume that, in addition to (2.1), (2.2) and Lemma 2.5, w > 0 :
(3:1)
Theorem 3.1. The function ( ) is eventually a monotone function of , and its limit for ! 1 exists in (0; 1).
The proof is based on an application of lap number type arguments to the functions w and p = w , see e.g. M].
De nition 3.2. Let I < be an interval and let f 2 C(I). The number l I (f) is de ned as the supremum, possibly in nity, of all integers n for which there exist x 0 < x 1 < x 2 < < x n ; x 0 ; : : : ; x n 2 I, such that f(x i?1 )f(x i ) < 0 8i = 1; : : : ; n.
Observe that p satis es the uniformly parabolic equation Because of (3.1) this implies in particular that at the free boundary p = w and w have the same sign and can only disappear simultaneously.
have that p( ( ); ) 6 = 0 for every 2 ( 2 ; 1 ). Consequently every other curve, say the ones with i odd, cannot hit the free boundary while 2 ( 2 ; 1 ). But then the same holds for the curves with i even. Thus all i ( ) are de ned for all 2 ( 2 ; 1 ).
This contradicts the observation at the beginning of this proof.
Lemma 3.4. Suppose that for some 1 2 (0; ( 1 ) Suppose not, then there exists a minimal 4 2 1 ; 3 ) for which the statement is false. By continuity 4 > 1 , and by the maximum principle applied to w , it follows that w < 0 on f( ; ) : 1 < ( ); 1 < 4 g, and that w ( ( 4 ); 4 ) = 0, for otherwise 4 is not minimal. Hence 0 ( 4 ) = 0, and the Boundary Point Lemma applied to w at the point ( ( 4 ); 4 ) implies that w ( ( 4 ); 4 ) > 0, which is impossible in view of (3.5).
In the case that the stronger assumption (3.6) does not hold, we can approximate w( ; 1 ) uniformly in C For every xed n we then have a solution w n of (P) with initial data at 1 given by w 0n . This solution may be obtained by rst transforming (P) back into (P) again.
From BH] we know that the corresponding solutions u n have rst order derivatives continuous up to the parabolic (free) boundary, and which are bounded uniformly in n. Consequently the solution u and w are the uniform limits of the sequences u n and w n respectively, and interior and boundary estimates imply that on the vertical segment f 1 g 1 ; 3 ] also w n converges uniformly to w . Hence by continuity w n < 0 on this segment for all large n. Because of (3.7) all w n satisfy (3.6). Hence by the rst part of this proof, the statement of the lemma holds for all w n . Consequently we have for w that w 0 on f( ; ) : 1 ( ); 1 < 3 g. However the maximum principle implies again that w < 0 on f( ; ) : 1 < ( ); 1 3 g, and exactly as in the rst part of the proof it follows from the boundary point lemma that w cannot achieve the value 0 on the free boundary. Proof. The statements concerning w follow immediately from Lemma 3.4. It remains to examine the behaviour of l near 1 . By standard maximum principle arguments, l is nonincreasing on every -interval in which w stays away from zero on the free boundary, and, by the free boundary conditions again, this is now the case both on ( 2 ; 1 ) and ( 1 ; 3 ).
We claim that as crosses 1 , a drop in l really must occur. It is no restriction to assume that w ( 1 ; 1 ) 6 = 0. Hence, possibly for some 5 > 1 , we have, by Lemma 3.4 again, that w 6 = 0 on f( ; ) : 1 ( ); 1 < 5 g, so that w ( ; ) cannot have any sign changes on 1 ; ( )) if 2 ( 1 ; 5 ). On 0; 1 ], at least in a small neighbourhood of 1 , the number of sign changes of w ( ; ) is nonincreasing, because w ( 1 ; 1 ) 6 = 0, see M]. We shall complete the proof by showing that as " 1 , the number of sign changes of w ( ; ) in 1 ; ( )) has to remain strictly positive.
Suppose not, then there exists 6 2 ( 2 ; 1 ), such that w does not change sign on f( ; ) : 1 ( ); 6 < < 1 g. Since clearly w 6 0, it follows that w 6 = 0 on f( ; ) : 1 ( ); 6 < < 1 g. Just as in the proof of Lemma 3.4
this gives a contradiction in ( ( 1 ); 1 ) in view of the boundary point lemma and (3.4-5).
Proof of Theorem 3.1. This is now obvious. By Lemma 3.4 the number of times that 0 may become zero is limited. Hence, eventually 0 has a xed sign, so that eventually ( ) is monotone. Because of Lemma 2.5 this su ces.
4. Convergence to equilibrium. (4:6) and reason as before.
