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ABSTRACT
As part of the SILCC-ZOOM project we present our first sub-parsec resolution
radiation-hydrodynamic simulations of two molecular clouds self-consistently form-
ing from a turbulent, multi-phase ISM. The clouds have similar initial masses of
few 104 M, escape velocities of ∼5 km s−1, and a similar initial energy budget.
We follow the formation of star clusters with a sink based model and the impact of
radiation from individual massive stars with the tree-based radiation transfer mod-
ule TreeRay. Photo-ionizing radiation is coupled to a chemical network to follow
gas heating, cooling and molecule formation and dissociation. For the first 3 Myr
of cloud evolution we find that the overall star formation efficiency is considerably
reduced by a factor of ∼4 to global cloud values of < 10 % as the mass accretion of
sinks that host massive stars is terminated after .1 Myr. Despite the low efficiency,
star formation is triggered across the clouds. Therefore, a much larger region of the
cloud is affected by radiation and the clouds begin to disperse. The time scale on
which the clouds are dispersed sensitively depends on the cloud substructure and in
particular on the amount of gas at high visual extinction. The damage of radiation
done to the highly shielded cloud (MC1) is delayed. We also show that the radiation
input can sustain the thermal and kinetic energy of the clouds at a constant level.
Our results strongly support the importance of ionizing radiation from massive stars
for explaining the low observed star formation efficiency of molecular clouds.
Key words: hydrodynamics; methods: numerical; ISM: kinematics and dynamics;
ISM: clouds; stars: formation
1 INTRODUCTION
Molecular clouds (MC) condense out of the diffuse, inter-
stellar medium (ISM). These dense regions host filamen-
tary substructures of molecular gas with an atomic enve-
lope (Andre´ et al. 2014; Dobbs et al. 2014; Klessen & Glover
2016). Massive stars form in infrared dark clouds, which are
the densest parts of MCs (Goldreich & Kwan 1974; Lada
& Lada 2003; Rathborne et al. 2006; Klessen 2011; Ragan
et al. 2012). During their lifetime, massive stars emit ion-
izing radiation and eject high-velocity winds, which result
in the deposition of momentum, kinetic, and thermal en-
ergy in the ISM and change the chemical composition. The
underlying physical processes are collectively termed stel-
lar feedback, i.e. stellar winds (Castor et al. 1975; Weaver
et al. 1977; Wu¨nsch et al. 2011), ionizing radiation (Spitzer
1978; Hosokawa & Inutsuka 2006; Dale et al. 2012; Walch
? E-mail: haid@ph1.uni-koeln.de
et al. 2012), radiation pressure (Krumholz & Matzner 2009;
Fall et al. 2010; Murray et al. 2010), and supernovae (SNe,
Sedov 1958; Ostriker & McKee 1988; Walch & Naab 2015;
Ko¨rtgen et al. 2016). Feedback modifies density structures,
counteracts the gravitational collapse, interrupts mass ac-
cretion, and directly influences the cycle of star formation.
However, the detailed impact on molecular cloud evolution
is still a matter of discussion (Whitworth 1979; Krumholz
2006; Krumholz et al. 2009; Walch et al. 2012; Dale 2015).
It seems clear that stellar feedback can change the local
and global multi-phase structure of the ISM with dramatic
consequences for star formation (Naab & Ostriker 2017).
MCs are complex. Observations indicate that they are em-
bedded in their galactic environment (Mac Low et al. 2004)
and coupled to large scale (some 100 pc) motions (Hughes
et al. 2013; Colombo et al. 2014). Galactic turbulent ve-
locity fields seem to be inherited (Brunt et al. 2009) with
consequences for the star formation rate (Rey-Raposo et al.
2015). Hence, it is likely that the cloud properties are al-
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ready imprinted during early formation and continuously
reshaped by physical processes on galactic scales (Dobbs
et al. 2012; Walch et al. 2015; Girichidis et al. 2016; Seifried
et al. 2017; Rey-Raposo et al. 2017). This also suggests that
the possible support of MCs by internal stellar feedback is
highly variable and depends on the cloud structure. An-
alytical models which are usefully guiding our theoretical
understanding, may not fully reflect the complexity of self-
consistently evolving MCs (Matzner 2002).
Early studies treat MCs in isolated environments to investi-
gate gravitational collapse and implications for the star for-
mation rate (Shu 1977; Foster & Chevalier 1993; Hetem &
Lepine 1993; Klessen et al. 2000; Dale et al. 2005; Gavagnin
et al. 2017). Follow-up studies started to investigate connec-
tions to the surrounding ISM with idealised gas replenish-
ing scenarios such as colliding flows (Heitsch et al. 2005;
Va´zquez-Semadeni et al. 2007, 2010) or cloud-cloud colli-
sions (Whitworth et al. 1994; Inoue & Fukui 2013; Dobbs
et al. 2015; Balfour et al. 2015). In galactic-scale simulations
(de Avillez & Breitschwerdt 2005; Slyz et al. 2005; Joung &
Mac Low 2006; Hill et al. 2012; Kim et al. 2013; Hennebelle
& Iffrig 2014; Smith et al. 2014a; Walch et al. 2015; Dobbs
2015; Girichidis et al. 2016) the statistical properties of MCs
are analysed and the global importance of individual feed-
back processes estimated (Girichidis et al. 2016; Padoan
et al. 2016; Gatto et al. 2017; Peters et al. 2017; Padoan
et al. 2017; Kim & Ostriker 2018). Recent progress in com-
putational performance enables us to simulate a galactic-
scale environment and simultaneously increase the spatial
and time resolution in forming molecular clouds. This tech-
nique is referred to as a zoom-in simulation (Clark et al.
2012; Bonnell et al. 2013; Smith et al. 2014b; Dobbs 2015;
Butler et al. 2017; Iba´n˜ez-Mej´ıa et al. 2017; Kuffmeier et al.
2017; Pettitt et al. 2017; Seifried et al. 2017; Nordlund et al.
2017). The advantage is that large scale influences (e.g. SN
shocks) are propagated down to MC-scales and cloud for-
mation can be studied in a self-consistently evolved envi-
ronment.
The impact of stellar feedback strongly depends on the mass
of the star, hence the UV-luminosity (Geen et al. 2018), and
its environment. A massive star with M∗ ≈ 23 M emits a
factor of ∼100 less energy in a wind than it releases in ra-
diative energy (Matzner 2002) but higher/lower mass stars
have stronger/weaker winds relative to radiation. Further-
more, stellar winds are inefficiently coupled to dense en-
vironment (Haid et al. 2018). Therefore, in massive MCs
(M & 105 M), the impact of stellar winds seems negligi-
ble (Dale et al. 2014; Geen et al. 2015; Ngoumou et al. 2015;
Howard et al. 2017). However, in low-mass MCs (M ≈ 104
M), winds are able to reshape the clouds, ablate dense
material, and even drive gas out of the clouds through low
density channels (Rogers & Pittard 2013). Winds are also
more important than radiation if the environment of the
massive star is already warm or hot, because in this case
the radiation does not couple to the surrounding ISM and
the radiative energy cannot be deposited in the gas (i.e.
low coupling efficiency; Haid et al. 2018). Ionizing radi-
ation also struggles to impact bound, massive MCs (Dale
et al. 2012, 2013), while clouds with the sound speed of
the photo-ionized gas being similar to the escape velocity
can be dispersed completely within a few Myr (Walch et al.
2012). In any case, both processes shape the environment
for the final SN explosions to leak out, thereby dispersing
the clouds effectively (Harper-Clark & Murray 2009; Pit-
tard 2013; Rosen et al. 2014; Gatto et al. 2017; Naab &
Ostriker 2017; Peters et al. 2017; Wareing et al. 2017).
The observed star formation in MCs is low with only a few
percent of gas that is converted into stars during one free-
fall time (Zuckerman & Evans 1974; Evans et al. 2009; Mur-
ray 2011). This inefficiency suggests that processes inside a
cloud oppose the gravitational collapse. Stellar feedback is
discussed to be an internal driver of supersonic turbulence
with a velocity dispersion of a few km s−1 (Mac Low &
Klessen 2004; Mac Low et al. 2004; Mellema et al. 2006;
Walch et al. 2012). However, numerical simulations fail to
reproduce this low level of star formation (Klessen et al.
2000; Va´zquez-Semadeni et al. 2003; Dale et al. 2014).
Therefore, two aspects of the interaction of stellar feedback
with the MC environment remain a matter of discussion. Is
star formation limited to the low observed values of a few
percent as a consequence of internal feedback processes?
What is the role of MC substructure and filling factor on the
coupling efficiencies of stellar winds and ionizing radiation
(Haid et al. 2018)?
To address this questions, we present three-dimensional,
radiation-hydrodynamic adaptive mesh refinement (AMR)
simulations of MCs as part of a SN-driven, multi-phase ISM
in a piece of a galactic disc (within the SILCC project;
Walch et al. 2015; Girichidis et al. 2016). We apply a zoom-
in technique to follow the formation and evolution of two
MCs with total gas masses of a few 104 M with an effec-
tive resolution of 0.122 pc (Seifried et al. 2017). Sink parti-
cles are integrated by our novel predictor-corrector scheme
(Dinnbier et al., in prep.). With a model of star cluster
formation within sink particles, we couple ionizing radia-
tion to the ambient medium (Haid et al. 2018). The radi-
ation is treated by the novel, tree-based radiative transfer
scheme TreeRay (Wu¨nsch et al. 2018, in prep.) based on
the tree solver for gravity and diffuse radiation implemented
in Flash (Wu¨nsch et al. 2018). For now, we neglect stel-
lar winds, as their contribution in the early, dense phase of
MCs is likely subordinate to ionizing radiation (Dale et al.
2014; Haid et al. 2018). We focus on the interplay of ioniz-
ing radiation and the particular MC morphology and star
formation efficiency.
The paper is organized as follows. In Section 2, we present
the numerical method. In Section 3, we give an overview of
the simulation setup. We discuss the morphological impact
of ionizing radiation in Section 4. We depict the effect of
radiative feedback on the environment around the stellar
component (Section 5). The evolution of global cloud prop-
erties is shown in Section 6 and the differences between the
two clouds are discussed in Section 7. Finally, we conclude
in Section 8.
2 NUMERICAL METHOD
We use the three-dimensional AMR magneto-
hydrodynamics code (MHD) FLASH 4 (Fryxell et al.
2000; Dubey et al. 2008) with the directionally split,
Bouchut HLL5R solver (Bouchut et al. 2007, 2010; Waagan
2009; Waagan et al. 2011) including self-gravity, a chemical
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3network to follow molecule formation and dissociation, the
novel radiative transfer module TreeRay, sink particles,
and the stellar evolution of massive stars.
2.1 Sink particles
Sink particles represent the unresolved formation of stars
or clusters by gravitational collapse. In the simulations, we
use a new particle module (Dinnbier et al., in prep.) which
uses a Hermite predictor-corrector integrator and is cou-
pled to the Barnes-Hut tree (Wu¨nsch et al. 2018). The sink
formation and accretion criteria are the same as in Feder-
rath et al. (2010). In this work, sink particles represent star
clusters (hereafter also simply called sinks) within which
multiple massive stars (hereafter also stars) can form. For
further information on the cluster sink implementation we
refer to Gatto et al. (2017).
A sink particle can only be formed in a computational cell
and followed through the computational domain if the har-
bouring cell lives on the highest refinement level (smallest
spatial resolution) in the AMR hierarchy. The accretion ra-
dius raccr is set to raccr = 2.5 ×∆x = 0.31 pc. We further
demand that the gas within raccr is Jeans unstable, is in a
converging flow and represents a local gravitational poten-
tial minimum (Federrath et al. 2010). Under the assumption
of an isothermal gas with a temperature T = 100 K, we de-
rive the density threshold above which sinks can form, ρsi
= 1.1×10−20 g cm−3 following the Jeans criterion:
ρsi =
pikB
mPG
T
4r2accr
(1)
where kB is the Boltzmann constant andG the gravitational
constant (Truelove et al. 1997; Gatto et al. 2017).
Sink particles accrete gas. A fraction of the accreted gas is
turned into massive stars by means of the star cluster sub-
grid model. Assuming a Kroupa stellar initial mass function
(IMF), one new massive star (9 M 6 M∗ 6 120 M) is
randomly sampled for every 120 M accreted on a sink
(Kroupa 2001). We assume the Salpeter slope of -2.35 in
the high mass regime of the IMF (Salpeter 1955). Each sink
with a mass Msi can contain N∗ stars with individual ini-
tial masses M∗ and individual stellar evolutions tracks (see
Ekstro¨m et al. 2012, Gatto et al. 2017, Peters et al. 2017
and references therein). We refer to the number of massive
stars, N∗, in a sink as the active stellar component, M∗,tot,
with M∗,tot =
∑N∗
i=1 M∗,i. The residual gas is converted into
low-mass stars, which are not recorded individually as they
currently provide no feedback to the surrounding medium.
Each sink particle is subject to the gravitational attraction
of the gas and the other sink particles. Their trajectories
are integrated by a predictor-corrector scheme, which is in-
spired by the two nested fourth-order Hermite predictor-
corrector integrators used in the Nbody6 code (Makino
1991; Makino & Aarseth 1992; Aarseth 1999, 2003). Here,
the outer (regular) integrator takes into account the slowly
varying force due to the gas, while the inner (irregular) in-
tegrator takes into account the fast varying force due to
the other sink particles. It is an anlogue to the Ahmad-
Cohen scheme (Ahmad & Cohen 1973) where the division
to regular and irregular forces is based on the kind of inter-
action (gas or sink particles) instead of physical proximity.
Figure 1. Time evolution of the radiative luminosities LRAD
of stars with M∗ = 12 (red), 23 (black) and 60 M (blue). The
dashed lines show the values used in the simulations of Dale et al.
(2012). Note that the end of the evolution of the 12 M is not
shown here.
The regular time-step corresponds to the hydrodynamical
time-step, while the irregular time-step ∆tirr is calculated
according to the standard formula (Aarseth 2003)
∆tirr =
(
η(|a||a¨|+ |a˙|2)
|a˙||...a |+ |a¨|2
)1/2
, (2)
and then quantised to bins differing by factor of 2 in time.
We set the constant for integration η to be η = 0.01. The
quantities a, a˙, a¨ and
...
a are the acceleration and the higher
time derivatives acting on the particle due to the other sink
particles. The scheme uses the softening kernel described in
Monaghan & Lattanzio (1985) with softening length corre-
sponding to 2.5 ×∆x = 0.31 pc at the highest refinement
level. Likewise, gas is attracted by sink particles, which
are placed to the tree to facilitate the force evaluation. We
present the detailed description of the sink particle integra-
tor as well as numerical tests in Dinnbier et al. (in prep.).
2.2 Ionizing radiation and radiative heating
The transfer of ionizing radiation is calculated by a new
module for the Flash code called TreeRay. It is an ex-
tension of the Flash tree solver described in Wu¨nsch et al.
(2018). TreeRay uses the octal-tree data structure con-
structed and updated at each time step by the tree solver
and shares it with the Gravity (calculates gas self-gravity,
see Wu¨nsch et al. 2018), Optical-Depth (calculates the
optical depth and parameters for the total, H2 and CO
shielding, see Walch et al. 2015; Wu¨nsch et al. 2018), and
EUV modules. The latter is the new module which cal-
culates the local flux of ionizing radiation. Here, we only
give basic information about TreeRay; a detailed descrip-
tion alongside with accuracy and performance tests will be
presented in Wu¨nsch et al. (2018, in prep). TreeRay has
already been benchmarked in Bisbas et al. (2015) and ap-
plied in homogeneous media (Haid et al. 2018).
Each node of the octal-tree represents a cuboidal collection
of grid cells and stores the total gas mass contained in it,
masses of individual chemical species and the position of the
mass centre. In addition to that, TreeRay stores for each
node the total amount of the radiation luminosity generated
c© 0000 RAS, MNRAS 000, 000–000
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inside the node, the radiation energy flux passing through
the node, and the node volume. Before the tree is traversed
for each grid cell (called target cell), a system of Npix rays
pointing from the target cell to different directions is con-
structed. The directions are determined by the HEALPIX
algorithm (Go´rski et al. 2005), which tessellates the unit
sphere into elements of equal spatial angle. We use Npix
= 48. Each ray is then divided into segments with lengths
increasing linearly with the distance from the target cell.
In this way, the segment lengths correspond approximately
to the sizes of the nodes interacting with the target cell
during the tree walk if the Barnes-Hut (BH) criterion for
node acceptance is used. Here, we use the BH criterion with
an opening angle of θlim = 0.5. When the tree is traversed,
node densities, radiation luminosities, and energy fluxes are
mapped onto the ray according to the node and the volume
belonging to the ray segment.
Finally, after the tree walk, the one-dimensional radiative
transport equation is solved using the On-the-Spot approx-
imation along each ray using the case B recombination co-
efficient αB with the temperature dependence in the range
of T = [5000, 20000] K given by (Draine 2011)
αB = 2.56× 10−13cm3 s−1
(
T
104 K
)−0.83
. (3)
The radiative transfer equation along the ray towards the
target cell is given by
F0 =
0∑
i=N−1
[
i
4pir2i
−
N∑
j=i+1
αB
F 2i,j
Ftot,i
dVij
]
(4)
where F0 is the received flux in the target cell, N is the
number of segments along a ray, i is the emission coef-
ficient in segment i, Ftot,i the total flux coming into seg-
ment i, Fi,j the source in a segment if a source exists, ri
the distance from the segment to the target cell, and dVij
the volume of the segment. As the radiation flux passing
through a given segment from different directions has to be
taken into account, the solution has to be searched for it-
eratively, repeating the whole process of tree construction,
tree walk and solving the radiation transport equation un-
til the maximum relative error drops below 0.01. To speed
up convergence, we use the result of the previous hydro-
dynamic time-step as the radiation field typically changes
only slightly between times-steps, in most cases only one or
two iterations are needed in each time step.
We use the prescription given in Gatto et al. (2017) and
Peters et al. (2017) to simulate the evolution, and in par-
ticular the radiative energy output, of massive stars using
the Geneva stellar tracks from the zero-age main sequence
to the Wolf-Rayet phase (Kudritzki & Puls 2000; Markova
et al. 2004; Markova & Puls 2008; Puls et al. 2008; Ekstro¨m
et al. 2012). An initial proto-stellar phase is not included.
The corresponding time evolution of the radiative luminos-
ity L is shown in Fig. 1 for three stars with M∗ = 12 (red),
23 (black), and 60 M (blue). For the later discussion, we
include dashed horizontal lines that correspond to the lumi-
nosities used in Dale et al. (2012), Dale et al. (2014) based
on stellar models of Diaz-Miller et al. (1998).
The aforementioned stellar tracks provide the time-
dependent number of Lyman continuum photons, N˙Lyc,
and the effective stellar temperature (Peters et al. 2017).
In TreeRay, this information is processed to get the av-
erage excess photon energy, Eν¯−νT between νT = 13.6 eV
h−1 and the average photon frequency ν¯, by assuming a
black-body spectrum for each star and integrating it in the
Lyman continuum (Rybicki & Lightman 2004). Note that,
since we only consider the radiative transfer in a single en-
ergy band (all photons in the Lyman continuum), we do not
distinguish between the direct ionization of H and H2, as
necessary for detailed models of photon-dominated regions
(Ro¨llig et al. 2007; Baczynski et al. 2015).
We calculate the heating rate, Γih, in the ionization-
recombination equilibrium with (Tielens 2005)
Γih = FphσEν¯−νT = n
2
HαBh (ν¯ − νT) , (5)
where Fph is the photon flux, σ the hydrogen photo-
ionization cross-section, nH the hydrogen number density,
and h is the Planck constant. The ionization heating rate
and number of ionizing photons are provided to the Chem-
istry module (see Section 2.3), where the temperature is
self-consistently increased by balancing heating and cool-
ing processes, the mean hydrogen ionization state is up-
dated using the given photo-ionization rate (Haid et al.
2018) and CO is dissociated. In ionization-recombination
equilibrium, an Hii region develops around the sink parti-
cle with interior temperatures between ∼7000 – 9000 K. In
homogeneous media, this is well explained by the ionization
of the Stro¨mgren sphere followed by the Spitzer expansion
(Stro¨mgren 1939; Spitzer 1978; Hosokawa & Inutsuka 2006).
However, the equilibrium temperature strongly depends on
the density of the ionized gas within the Hii region and
can be significantly lower in young, embedded Hii regions,
which are still quite dense (see Section 5.2) .
2.3 Gas cooling, heating and chemistry
We include a simple chemical network, which is explained
in detail in Walch et al. (2015). It is based on Glover & Mac
Low (2007a,b); Glover et al. (2010) and Nelson & Langer
(1997) to follow the abundances of seven chemical species:
molecular, atomic and ionized hydrogen as well as carbon
monoxide, ionized carbon, atomic oxygen and free electrons
(H2, H, H
+, CO, C+, O, e−). The gas has solar metallic-
ity (Sembach et al. 2000) with fixed elemental abundances
of carbon, oxygen and silicon (xC = 1.14 × 10−4, xO =
3.16 × 10−4, xSi = 1.5 × 10−5) and the dust-to-gas mass
ratio is set to 0.01. We include a background interstellar
radiation field (ISRF) of homogeneous strength G0 = 1.7
(Habing 1968; Draine 1978). So far, TreeRay does not
treat the FUV regime. The effect of radiation in the FUV
energy band will be discussed in a follow-up paper. For the
cloud dynamics, we still expect photoionization to be the
dominant process (Peters et al. 2010a; Walch et al. 2012;
Baczynski et al. 2015) with typical temperatures around
∼8000 K almost independently of gas densities. FUV ra-
diation is considered to be important in photo-dissociation
regions which are forming ahead of the ionization shock
fronts. As we show in Section 5.2, a hypothetical FUV field
of 1000 × G0 increases the gas temperature in such dense
(≈10−21 g cm−3) photo-dissociation regions to a few 100 K
at most. Therefore, the predicted dynamical effect result-
ing from the FUV heating is considered to be negligible in
respect to the EUV heating.
c© 0000 RAS, MNRAS 000, 000–000
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the column densities of total gas, H2, and CO. Thus, we
consider dust shielding and molecular (self-) shielding for
H2 and CO (Glover et al. 2010) by calculating the shield-
ing coefficients with the TreeRay Optical-Depth mod-
ule (Wu¨nsch et al. 2018). From the effective column density
in each cell the visual extinction, Av, is calculated by
Av =
NH
1.8× 1021 cm2 , (6)
where the total gas column density NH is given by
NH = ΣH/(µmp) where ΣH is the surface density, µ the
mean molecular weight and mp the proton mass.
For gas with temperatures above 104 K we model the cool-
ing rates according to Gnat & Ferland (2012) in collisional
ionization equilibrium. Non-equilibrium cooling (also for
Lyman α) is followed at lower temperatures through the
chemical network. Within the Hii region, we neglect both
C+ and O cooling because these species are predominantly
in a higher ionization state. Heating rates include the pho-
toelectric effect, cosmic ray ionization with a rate of ξ =
3×10−17 s−1, X-ray ionization by Wolfire et al. (1995), and
photo-ionization heating (see Section 2.2).
3 SIMULATION SETUP
3.1 The SILCC simulation
The SILCC simulation (Walch et al. 2015; Girichidis et al.
2016) is the basic setup and is used to self-consistently study
the evolution of the SN-driven multi-phase ISM. The com-
putational domain with an extent of 500 pc x 500 pc ±5 kpc
has a disc midplane with galactic properties at low red-shift
similar to the solar neighbourhood. The boundary condi-
tions for the gas are periodic in x- and y- direction and
outflow in z-direction. For gravity the boundary conditions
are periodic in x- and y- direction and isolated in z-direction
(see Wu¨nsch et al. 2018 for mixed gravity boundary condi-
tions. The base grid resolution, denoted as lref = 5 in the
following, is ∆x = 3.9 pc.
Initially, the disc has a gas surface density of ΣGas = 10
M pc−2 and the density profile follows a Gaussian distri-
bution in the vertical direction
ρ(z) = ρ0 exp
[
−1
2
(
z
hz
)2]
, (7)
where the scale height of the gas hz = 30 pc and the mid-
plane density ρ0 = 9 × 10−24 g cm−3. The initial temper-
ature of the gas near the mid-plane is 4500 K and the disc
is made up of H and C+. The density is floored to 10−28
g cm−3 with a temperature of 4 × 108 K in the gas at high
altitudes above and below the galactic plane.
The simulation includes a static background potential to
model the old and inactive stellar component in the disc,
which is modelled as an isothermal sheet with a stellar sur-
face density Σ∗ = 30 M pc−2 and a scale height of 100 pc
(Spitzer 1942). This static potential is added to the gravita-
tional potential of the self-gravitating gas that is calculated
in every time-step.
For the first tZI = 11.9 Myr from the start of the simula-
tions, the development of a multi-phase ISM is driven by
SN explosions. Therefore, we inject SNe at a fixed rate of 15
Myr−1. The SN rate bases on the Kennicutt-Schmidt rela-
tion (Schmidt 1959; Kennicutt 1998) and a standard initial
mass function for ΣGas. We use mixed SN driving, where
SNe explode in density peaks and at random positions by
an equal share (1:1 ratio). In z-direction, the positioning of
the random SNe is weighted with a Gaussian distribution
with a scale height of 50 pc for (see Walch et al. 2015 and
Girichidis et al. 2016 for more details).
A single SN injects 1051 erg of energy. Whether the energy
is injected in the form of internal energy or momentum de-
pends on the ability to resolve the Sedov-Taylor radius. The
spherical injection region has a minimum radius of four grid
cells. In case the density is low, the Sedov-Taylor radius is
resolved and the energy thermally injected. If it is unre-
solved, the temperature in the region is raised to T = 104
K and the SN bubble is momentum-driven (Blondin et al.
1998; Gatto et al. 2015; Walch et al. 2015; Haid et al. 2016).
3.2 Initial conditions for this work: the zoom-in
simulations
We refer to the re-simulation of selected clouds with a
higher spatial resolution as zoom-in. Two different molec-
ular clouds, MC1 and MC2, are selected from the SILCC-
ZOOM simulation (Seifried et al. 2017). The selected do-
mains (see Table 1) are traced back in time to properly
model the formation process from the beginning. The zoom-
in starts at tZI = 11.9 Myr where SN driving is suspended
and the typical number densities in the selected zoom-in
regions do not exceed some 10 cm−3.
During the zoom-in simulation, the resolution is gradually
increased in both MCs. Starting from the SILCC base grid
resolution of ∆x = 3.9 pc (lref = 5), we allow adaptive re-
finement down to ∆x= 0.122 pc (lref = 10). Two refinement
criteria are used. The refinement on the second derivative of
gas densities, which picks up density fluctuations, is limited
to a maximum refinement of 0.5 pc. Further refinement to
the smallest ∆x depends on the local Jeans length, LJeans,
which is computed for each cell. We require that LJeans is
resolved with at least 16 cells in each spatial dimension,
otherwise we refine.
The zoom-in is not carried out in a single time-step. Start-
ing from the base grid resolution, we increase the refine-
ment step-by-step and require about 200 time steps in be-
tween two steps. On the one hand, this choice allows the
relaxation of the gas to prevent filamentary grid artefacts,
which appear in case of an instantaneous zoom-in (Seifried
et al. 2017). On the other hand, it avoids the formation of
large-scale, rotating, disc-like structures in case of a slower
zoom-in in which case compressive motions are dissipated
too efficiently. The zoom-in simulation reaches the highest
refinement level at tZE = 13.2 Myr.
3.3 Simulation overview
In this work, we continue from the zoom-in simulation at
tZE = 13.2 Myr and allow for the formation of cluster sink
particles. From this time we start two simulations. The ref-
erence run, ZI NOFB, does not include any stellar feedback.
c© 0000 RAS, MNRAS 000, 000–000
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Figure 2. Gas column density Σgas in the y-z-plane for the
total volume Vtot of cloud MC1 (top) and MC2 (bottom) at
the formation time of the first massive star, at t0,MC1 = 13.73
and t0,MC2 = 13.55 Myr. The black frames indicate the central
volume VCoV to be shown in more detail in Fig. 3 and Fig. 4
.
In the second simulation, ZI RAD, the forming, active stel-
lar component provides ionizing radiation.
Note that each simulation contains both molecular clouds,
MC1 and MC2 with similar volumes Vtot, in which the
zoom-in is enabled, and total gas masses Mtot within 10
percent. Table 1 summarizes the initial properties of the
clouds. Each cloud develops its own sink evolution, i.e. star
formation history. The first sink in MC1 forms at t0,MC1 =
13.51 Myr and in MC2 at t0,MC2 = 13.40 Myr. As radia-
tion feedback sets in, the clouds start to evolve differently.
Therefore, we define six times τi relative to t0, which we
use for the analysis of the clouds as:
τi ≡ ti − t0 with i ∈ [0, 1.0, 1.5, 2.0, 2.5, 3.0] . (8)
The subscript i indicates the time in Myr after t0, i.e. τ0
= 0 Myr refers to t0 and τ3.0 = 3.0 Myr after t0. A second
subscript is used to indicate the respective MC.
Fig. 2 shows the total gas column density, Σgas, in the y-
z-plane in MC1 (top) and MC2 (bottom) at τ0. To obtain
Σgas, we integrate the density ρ along the x-direction within
the volume Vtot (see Table 1). The black frames indicate the
central subregions (later referred to as center of volume,
CoV) to be shown in more detail in Fig. 3 and Fig. 4 with
properties summarized in Table 1.
Table 1. Overview of the total (top, subscript tot) and the cen-
tral part (bottom, subscript CoV ) of MC1 and MC2 with the
center c in x,y,z coordinates (second column), the side length
d in x,y,z direction (third column), the gas mass M (forth col-
umn), and the escape velocity vesc of the cloud (last column) at
t0,MC1 = 13.51 Myr and t0,MC2 = 13.40 Myr.
Cloud ctot [pc] dtot [pc] Mtot [M] vesc [km s−1]
MC1 157,-115,0 88,87,77 1.0 ×105 5.3
MC2 45,196,-3 87,87,71 8.5 ×104 4.5
cCoV [pc] dCoV [pc] MCoV [M] vesc [km s−1]
MC1 127,-112,-4 40,40,40 4.0 ×104 7.1
MC2 55,192,1 40,40,40 2.7 ×104 5.2
4 THE MORPHOLOGY OF THE
MOLECULAR CLOUDS
The masses and volumes of MC1 and MC2 are compa-
rable (see Table 1). However, their formation out of the
turbulent, multi-phase ISM leads to different morpholo-
gies (see Fig. 2). MC1 contains a highly collimated, dense
(Σgas ≈ 500 M pc−2), T-shaped filament, where the bar is
one horizontal structure with extended ends. The vertical
trunk is divided into two, roughly parallel substructures.
Each of the dense filaments is surrounded by an ’envelope’
with intermediate column densities (Σgas ≈ 5 – 50 M
pc−2). To the bottom, right a low column density (Σgas ≈
0.05 – 0.5 M pc−2) cavity is situated, which originates
from a previous SN explosion outside of the cloud. In MC2
the main filamentary structure is vertically elongated and
less condensed with a central, hub-like condensation. Qual-
itatively, the surface density maps of MC1 and MC2 span
the same dynamic range.
In Fig. 3 and Fig. 4 we show the time evolution (from top
to bottom) of the column densities of MC1 and MC2 with-
out (leftmost column) and with radiative feedback (2nd col-
umn). Sink particles without and with active stellar com-
ponents are indicated with circles and stars, respectively
with their age indicated by a second color scheme ranging
from 0 to 3 Myr. The third and 4th column show the col-
umn densities of molecular hydrogen and ionized hydrogen
for the runs with radiation. Here, we only show the central
(40 pc x 40 pc) subregion of the clouds (see Table 1, bottom,
subscript ’CoV’) and therefore the column densities are ob-
tained from the integration along the x-direction over the
corresponding 40 pc, henceforth VCoV. By comparing the
maximum values of Σgas in Fig. 2 with Fig. 3 and Fig. 4,
one can see that only lower density gas from the fore- and
background has been cut.
Without feedback (runs ZI NOFB), gravity is further con-
densing the initial structures while the lower column density
gas surrounding the main filaments is accreted. In MC2 the
gas is gravitationally collapsing but the global structure of
the cloud does not change significantly and is still recog-
nizable at τ3.0. In both clouds, sink formation occurs in the
densest filament(s) and its debris.
Radiative feedback (runs ZI RAD), does not significantly
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7Figure 3. Time evolution of the central volume VCoV of size (40 pc)
3 (see Fig. 2 and Table 1) of MC1 in the simulations ZI NOFB
(left) and ZI RAD (second to forth), respectively, at times τ1.0 to τ3.0 (from top to bottom). The first two columns show the gas column
density Σgas in the y-z-plane. The third and forth show the H2 and H+ column densities. Circles indicate sink particles without an
active stellar component, i.e. without massive stars. Star-shaped markers are cluster sink particles with active stellar feedback. The
color of the markers indicate their age.
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Figure 4. Same figure as in Fig. 3 but for MC2.
alter the global dynamics of MC1 during the first 2 Myr
but more filamentary substructures appear while the ex-
isting substructures seem to be locally supported against
gravitational collapse. The dense regions are puffed up by
the expanding radiative shocks. Multiple radiation driven,
partly or fully embedded bubbles develop (see ΣH+ in the
right columns of Fig. 3 and Fig. 4). Some active sinks do
not form a noticeable bubble of ionized hydrogen, in par-
ticular if the contained massive stars that are less massive
than 20 M. During the last Myr, the clouds decompose
and a variety of filamentary substructures evolve into all
directions. The envelope is widened and heated gas is ex-
pelled into the cavity. Star formation takes place in the bar
and its remnants but primarily in the central dense clump
c© 0000 RAS, MNRAS 000, 000–000
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for simulation ZI NOFB (thick) and ZI RAD (thin) at τ3.0. The
blue line indicates the Salpeter slope proportional to M−2.35∗
(Salpeter 1955). With radiation within this first 3 Myr, 31 and
23 massive stars form within MC1 and MC2, respectively. Hence,
the high mass range (M∗ > 9 M) suffer from low number statis-
tics. However, sampling low mass stars from the residual sink
mass shows that the underlying Kroupa IMF is well represented
(Kroupa 2001). The green, vertical line indicates the boarder
between the low-mass and high-mass regime at 9 M.
(compare to ΣH2 in the third column of Fig. 3). In MC2,
the bottom half of the cloud forms massive stars quickly,
while the upper half forms only low-mass and hence inactive
sink particles. Feedback from the bottom half disrupts the
cloud into an upper, crescent-shaped filament (compare to
ΣH2 in Fig. 4, third column) and some left-over, dispersed
gas below (see ΣH+ at τ3.0 in Fig. 4, forth column) . At later
time, the emerging feedback triggers a second generation (y
= 195 pc, z = 5 pc) of massive stars in the upper part. The
low-density envelope is replenished with expelled gas.
MC1 and MC2 with radiative feedback show a significant
difference in morphology. The first cloud evolves into one
massive structure with multiple embedded Hii regions and
is surrounded by a low density envelope, which is only
slowly evolving. The central structure hosts almost all stars
and star formation continues. The second cloud is partly de-
stroyed by a rapidly forming first generation of stars in the
lower cloud filament. A new generation of stars is triggered
in the upper part of the central subregion. That demon-
strates that not only the mass (which is roughly similar for
both clouds) but also the morphology prior to stellar feed-
back influences its impact. We investigate this further in
Section 6.
5 CLOUD ENVIRONMENTS WITH MASSIVE
STARS
In runs ZI NOFB, the total numbers of sinks in MC1 and
MC2 at time τ3.0 is 39 and 19 with masses of ∼1.8×104
and 1.5×104 M, respectively. In ZI RAD, the two clouds
host 31 sinks with ∼5900 M and 23 sinks with ∼3300
M, respectively (see top panel of Fig. B1). Hence in MC1
more sinks with a smaller average mass per sink particle
are formed than in MC2. The different fragmentation prop-
erties of the two clouds is caused by the different cloud
substructure. In MC2, the total number of sinks is slightly
increased by radiative feedback, although the mass in sinks
is dramatically reduced. This shows that radiative feedback
may regulate star formation and, at the same time, trigger
star formation. A more detailed investigation of triggered
star formation is postponed to a follow-up paper.
The IMF for massive stars in MC1 (red) and MC2 (black) is
shown in Fig. 5 for the simulations ZI NOFB (thick, trans-
parent lines) and ZI RAD (thin, opaque lines) at time τ3.0.
The blue line indicates the Salpeter slope of the IMF in the
high mass range proportional to M−2.35∗ (Salpeter 1955).
In the runs ZI RAD, 31 and 23 massive stars form with
M∗,tot ≈ 830 and 480 M in the total volume of MC1 and
MC2, respectively. Within the period of 3 Myr, a small num-
ber of massive stars is forming, which leaves the high-mass
end of the IMF under-sampled. Hypothetical sampling of
low-mass stars (M∗ < 9 M) from the residual sink mass
results in a well-represented low-mass end of the Kroupa
IMF. The corresponding formation history of the massive
stars is shown in Fig. B3.
Sink particles accrete gas from their environment as long as
the gas is e.g. gravitationally bound. When accretion stops
the sink particle has reached its maximum mass, Msi, max.
It is useful to investigate the accretion time, ∆tacc, which
is the time elapsed from the formation of the sink until
the maximum sink mass is reached, which quantitatively
demonstrates the impact of radiative feedback on the local
star formation rate. In Fig. 6, we show ∆tacc as a function of
Msi, max for the simulations of MC1 (red) and MC2 (black)
with (ZI RAD; full markers) and without radiative feedback
(ZI NOFB; open markers) within VCoV. Transparent mark-
ers are sinks with masses below the massive star formation
limit of 120 M. Blue crosses indicate that the accretion
onto the corresponding sink has stopped. In ZI NOFB, the
accretion times stretch over a wider temporal range and
sinks grow to a few 1000 M because accretion cannot be
halted. In ZI RAD, the accretion time is less than ∼1 Myr.
Sink particles with masses above the star formation thresh-
old not only stop their own accretion but effect or even in-
terrupt the mass accretion of any nearby companion. This
results in a large fraction of sinks that remain below the
star formation mass threshold. We expect that short ac-
cretion times are accompanied by a drastic change in the
environmental density of the sink particles as a function of
time. This is investigated in the following Section.
5.1 Environmental densities
Over the life time of massive stars, their environmental
densities are continuously changing. The ambient density
determines the impact of radiative feedback (Haid et al.
2018). Right after the star a star is born the surrounding
gas is typically so dense, that the young Hii region is con-
fined (Wood & Churchwell 1989; Peters et al. 2010b). The
bubble then expands hydro-dynamically, while more gas is
ionized. However, once the environmental density has sig-
nificantly decreased (after the ionized gas has leaked out
of the bubble or the star has moved out of the dense star-
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Figure 6. Accretion time ∆tacc counted from the formation time
of the sink as a function of the maximum sink mass Msi, max
for the simulations ZI RAD (full markers) and ZI NOFB (open
markers) within VCoV of MC1 (red) and MC2 (black). Transpar-
ent markers indicate that the sink mass does not exceed the 120
M high mass star forming threshold. Blue crosses display that
the accretion has stopped. Radiative feedback stops accretion
onto active sink particles quicker (after ≈ 1Myr).
forming filament) the ionization front spreads out and the
impact of radiative feedback is not locally confined.
In Fig. 7, we show the cumulative distribution of the num-
ber of sinks (top, Nsi) and the cumulative sink mass (bot-
tom, Msi) as a function of the environmental density ob-
tained by averaging the ambient density of each sink in a
sphere with a radius of 1 pc, ρ¯1pc. We show MC1 (left) and
MC2 (right) with (ZI RAD; thin lines) and without feed-
back (ZI NOFB; thick lines) at two times: the formation
time of a sink particle is denoted with τsi,0 (red), and the
end time τ3.0 (black). The green vertical line indicates the
sink formation threshold density, ρsi.
First of all, when comparing ZI RAD and ZI NOFB in
MC2, we can see that with radiative feedback more sinks
are formed, which hints towards triggered star formation.
However, the higher number of sink contains a signifi-
cantly lower total mass (see bottom panels), which indi-
cates that feedback limits the accretion onto star forming
dense regions (see also Fig. 6). Furthermore, we can see that
the sinks’ environmental densities are severely changed by
radiative feedback. All sinks are born in very dense gas
(ρ¯1pc > 10
−21 g cm−3) and without feedback most of them
also stay there (modulo some wandering off a bit). This im-
plies that there is a large enough gas reservoir to feed the
sink particles for the simulated time, even if their mass has
grown significantly. With radiative feedback, however, the
distribution is significantly shifted towards lower densities
at τ3.0 compared to τsi,0. Even though there is still a num-
ber of sinks at ρ¯1pc > 10
−21 g cm−3, these are mostly the
young sink particles which did not have time to disperse
their environment. In MC1 about 60 percent of all sinks
are surrounded by gas with ρ¯1pc < 10
−21 g cm−3. The dis-
persal of MC2 has progressed farther and ∼80 percent of
all sinks are found at ρ¯1pc < 10
−21 g cm−3.
Fig. 7 shows that the environmental densities for more than
90 and 60 percent of the sink particles in MC1, respectively
MC2 lie between 10
−23 g cm−3 and 10−20 g cm−3 at τ3.0.
These are conditions, where stellar winds were shown not
to be important (Geen et al. 2015; Haid et al. 2018). There-
fore, we do not include this additional feedback process
in this work. Nevertheless, the environmental densities are
continuously reduced by ionizing radiation at later stages
(τ > τ3.0) stellar wind might become important.
5.2 The multi-phase evolution
We show the mass-weighted (color) density-temperature
and density-pressure (pressure over the Boltzmann con-
stant) distributions VCoV for both clouds in Fig. 8 and Fig.
9, respectively. Note that, according to the Jeans criterion,
the depicted gas density is fully resolved, even at the high
density end. For each cloud (MC1, top panels; MC2, bot-
tom panels) we show different times τ1.0, τ2.0, and τ3.0 from
top to bottom. To guide the eye, the black lines show the
thermal equilibrium curves calculated using a stand-alone
version of the chemistry module with increasing G0 of 1.7
(solid), 17 (dashed), 170 (dash-dotted), and 1700 (dotted)
in units of Habing fields. The thermal equilibrium curve
can be assumed to be the transition to the CO dominated
gas (Ro¨llig et al. 2007). In each row, the left column shows
the runs without radiative feedback (ZI NOFB) and the
three panels to the right base on run ZI RAD. The second
panel shows the total gas within VCoV, while the third and
forth panel show gas above and below a visual extinction,
Av =1 mag, which is computed self-consistently for every
cell in the computational domain using the TreeRay Op-
ticalDepth module (see Section 2.3). The markers indi-
cate the average environmental density, temperature, and
pressure of sinks without (circles) and with active stellar
components (stars) within a sphere of radius 1 pc around
each sink particle, ρ¯1pc, T¯1pc, and P/kB1pc. The numbers
in the lower left corners indicate the mass within VCoV at
given time or the fraction of mass at high and low Av rela-
tive to MCoV, respectively. It can be seen that MC1 has a
significantly higher fraction of shielded gas than MC2 (for
further analysis see Section 6.1). The sinks are shown in the
respective high/low Av panels depending on their average
Av within the surrounding 1 pc radius.
The gas distributions of runs ZI NOFB (Fig. 8 and 9, left
column) are more or less constant in time and follow the
computed equilibrium curves. For ρ & 10−22 g cm−3, most
of the gas is more deeply embedded and cools down to
∼10 K. For runs with radiative feedback, the phase dia-
grams change significantly as a lot of gas is lifted above
the equilibrium curve towards high temperatures and pres-
sures. Several new horizontal branches become apparent in
the temperature-density diagram. Young and deeply em-
bedded Hii regions first appear in the Av >1 mag distri-
bution (see Fig. A2 for the ionization state of this gas).
With time, these embedded bubbles grow, burst out of the
dense filament and leak into the low density environment.
Fully developed Hii regions are heated up to temperatures
between 8000 K and 10000 K occurring at Av < 1 mag.
Inactive stars are usually deeply embedded inside the cloud
(at high density and low temperature), unless they reside
near an active sink which influences their environment. The
Hii regions seem to expand until the pressure gradient be-
tween ambient medium and Hii region across their outer
boundary is diminished, which can be seen from Fig. 9
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Figure 7. Cumulative cluster sink particles massMsi (top) and numberNsi (bottom panel) distribution dependent on the environmental
densities at different sink ages, τsi,0 (red, formation time), τsi,1.0 (black), and τsi,1.5 (blue) for simulation ZI NOFB (thick) and ZI RAD
(thin). The top and bottom panels correspond to the total domain of MC1 (left) and MC2 (right), respectively. The green, vertical line
shows the sink formation density threshold, ρsi.
where the gas inside the Hii region joins the rising equi-
librium pressure branch of the warm ambient medium.
6 THE INTERACTION BETWEEN
MOLECULAR CLOUDS AND RADIATIVE
FEEDBACK
MC1 and MC2 were chosen as two clouds with similar initial
parameters (see Seifried et al. 2017, and Table 1). Never-
theless, the clouds evolve differently in the presence of ra-
diative feedback (see Fig. 3 and Fig. 4) where MC1 seems
less affected than MC2. In this Section, we discuss the phys-
ical property of the cloud, i.e. the local extinction, which we
ultimately (after a careful and extensive analysis) identify
to be responsible for the apparent differences. Next, we dis-
cuss the energy content and the star formation properties
of both clouds.
6.1 Extinction matters!
Fig. 10 shows the fraction of cloud mass constrained by dif-
ferent extinction thresholds in MC1 (red) and MC2 (black)
in the total cloud ( MAv/Mtot, top) and the central subre-
gion ( MAv/MCoV, bottom) as a function of time in sim-
ulations ZI RAD (thin) and ZI NOFB (thick). Note that
the evolutions of Mtot and MCoV are shown in Fig. A1. We
evaluate the mass with the extinction below (dashed) and
above (solid) a visual extinction of Av = 1 mag. For both
simulations, ZI NOFB and ZI RAD, the evolutions are sim-
ilar for the first 1.5 Myr. In the total domain of MC1 and
MC2, most mass resides at Av 6 1 mag with ∼0.7 of the
total mass, Mtot. Hence, only a small fraction of the gas is
well-shielded with Av > 1 mag and the well-shielded mass
fraction is higher in MC1 than in MC2 by ∼30 percent
at τ0 up to ∼80 percent at τ2.0 and finally become simi-
lar at τ3.0. In the central subregions, the evolutions of the
well-shielded gas follow the larger volume with higher ini-
tial fractions of ∼60 percent and to ∼50 percent of MCoV.
During the evolution, gas is dispersed by feedback and the
fraction of Av < 1 mag dominates (compare to Fig. 8 and
Fig. 9).
In Fig. 11, we show the mass-weighted (top) and volume-
weighted (bottom) density (left) and column density PDF
(right) in simulation ZI RAD at τ1.0 (top panels) and τ3.0
(bottom panel). The PDF includes gas within VCoV for MC1
(red) and MC2 (black). Dotted lines indicate the density
PDF of gas with Av > 1 mag. This Av is calculated for
every cell in the computational domain via the TreeRay
OpticalDepth module. We find that the mass-weighted
and volume-weighted total gas density distributions of MC1
and MC2 are similar over a wide range of densities and at
τ1.0 and τ3.0. The column density PDFs (right column) of
the clouds are slightly different: While MC1 dominates in
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Figure 8. Mass-weighted (color) density-temperature distribution of the of the central subregion (VCoV) of MC1 (top) and MC2
(bottom) at times τ1.0 (top), τ2.0 (center), and τ3.0 (bottom) for simulation ZI NOFB (left column) and ZI RAD (right). The left and
second column show the total gas distributions. The third and forth column show only gas above/below a an Av of 1 mag. The markers
indicate sink particles with an active stellar component (star symbol) and without massive stars (circles). The black lines show the
thermal equilibrium curve derived for G0 of 1.7 (solid), 17 (dashed), 170 (dash-dotted), and 1700 (dotted) in units of Habing fields. The
numbers in the lower left corners indicate the total gas mass in VCoV (first and second column) and the fraction of mass above/below
Av = 1 (third and fourth column), respectively.
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Figure 9. Same figure as in Fig. 8 but for the mass-weighted pressure-density distributions.
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Figure 10. Time evolution of the fraction of total gas mass
found below (dashed) and above (solid lines) an Av of 1 mag for
the total (top) and the central subregion (bottom) MC1 (red)
and MC2 (black) The differences in simulations with radiative
feedback (thin lines) and without radiative feedback (thick lines)
are minor, but MC1 has more mass at Av > 1 than MC2.
the high Σ regime (Σ & 100 M pc−2), MC2 hosts more
gas at lower column densities.
The differences between the two clouds become apparent
when inspecting the high-Av gas (blue, green). MC1 has
more mass in gas at high Av than MC2 and this gas occupies
a larger fraction of the cloud volume. Also, there is basically
no difference between the two time steps τ1.0 and τ3.0 for
MC1, apart from the very high density tail in the mass-
weighted density PDF, which forms at τ3.0. This indicates
that the gas in MC1 is still relatively confined at τ3.0. On
the other hand, MC2 has less mass at high Av and this
mass occupies a smaller fraction of the cloud volume. Also,
the mass and volume fractions of gas at high Av are clearly
decreasing as a function of time, which is a clear sign of
cloud dispersal.
Overall we find that the impact of radiative feedback is
very sensitive to the detailed cloud substructure. In this
regard, even if the volume density distributions are similar,
the distribution of the three-dimensional, visual extinction
may be different and these differences are enhanced when
the cloud is exposed to radiative feedback.
6.2 Energy evolution
In Fig. 12, we show the evolution of the internal (red, Eint)
and kinetic (black, Ekin) energy of the gas for the simula-
tions ZI RAD (thin) and ZI NOFB (thick) for MC1 (top)
and MC2 (bottom). Note that we only consider the gas
while the contribution to Ekin from sink particles is ne-
glected. The initial kinetic and internal energies are similar
for both MCs with Eint ≈ 3×1048 erg and Ekin ≈ 2×1049
erg. Both clouds are initially bound with virial parame-
ters of ∼0.72 and ∼0.89 as calculated for Mtot in Vtot. In
ZI NOFB, the energies in both clouds decrease as no feed-
back energy is injected. With radiative feedback the in-
ternal energy increases following the formation of massive
stars. Radiative feedback also clearly enhances the kinetic
energy content of the clouds, i.e. it drives turbulence (see
e.g. Gritschneder et al. 2009; Walch et al. 2012).
In both clouds, we see jumps in Eint by up to 50 percent.
This behaviour is linked to the confinement of radiative
bubbles. Initially, they are embedded in dense structures,
only a small volume is affected and the radiative impact is
delayed. But as soon as the Hii regions open, radiation and
ionized material leak out and increase the internal energy
in a larger domain. As the average rate of ionizing photons
in the central volume is comparable for both clouds with
a factor of ∼2 difference (see Fig. B3), the final energtic
states are similar.
6.3 Star formation
A common way to separate the diffuse ISM from the dense
gas is to choose a density threshold. With the subscript
’100’ we refer to gas with number density n > 100 cm−3
(ρ > 3.84×10−22 g cm−3). To trace predominantly molec-
ular gas, we use the subscript ’H2’, which means that the
mass fraction of H2 in every cell is equal or greater than 50
percent (see Seifried et al. 2017). A general way to indicate
either of the two constraints is a subscript ’x’.
The instantaneous star formation rate surface density
ΣSFR, inst assumes that all gas that is accreted onto a sink
particle is immediately forming an ensemble of low and high
mass stars. It is defined as
ΣSFR, inst =
1
A
Nsi∑
j=1
M˙si,j(∆t)
[
M Myr
−1 pc−2
]
(9)
where ∆t = 0.1 Myr, A is the area of the cloud and M˙si,j
the mass accretion rate of the sinks over a time period ∆t
(Matzner & McKee 2000; Gatto et al. 2017). A is calculated
from the mass-weighted radius, which we calculate from the
distance of all cells above a given threshold relative to the
center of mass in the volume V100.
In Fig. 13, we depict ΣSFR, inst for MC1 (top) and MC2
(bottom) for the simulations ZI RAD (thin) and ZI NOFB
(thick). We compute the mass-weighted cloud area from
all cells with n > 100 cm−3. The time averaged values for
the simulation ZI NOFB are 1.9 and 1.3 M Myr−1 pc−2 as
well as 0.6 and 0.3 M Myr−1 pc−2 in run ZI RAD for MC1
and MC2, respectively. This shows that radiative feedback
reduces the star formation rate surface density by a factor
of ∼4. Similar values are obtained for a radius constrained
with molecular hydrogen dominated gas.
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Figure 11. Mass-weighted (top) and volume-weighted (bottom) density (left) and column density density PDF (right) in simulation
ZI RAD. We show the distributions at τ1.0 (top four panels) and τ3.0 (bottom four panels) of central subregion of MC1 (red) and MC2
(black). Dotted lines (left column) indicate the density PDF of gas with Av > 1 mag. Although the overall PDFs of the two clouds
are nearly indistinguishable, MC2 contains a lot less well-shielded gas than MC1. Also the dispersal of MC2 can be seen because the
fraction of gas with Av > 1 is reduced from τ1.0 to τ3.0.
The star formation efficiency per free-fall time (SFEff,x) is
the dimensionless ratio of the mass in stars Mst that forms
within a free-fall time τff,x divided by the mass of the cloud
Mx with x = [100, H2]. In this paper, the mass in stars is
equivalent to the mass in the sink particles, Mst = Msi. The
free-fall time is given with τff,x = (3pi/(32Gρx))
0.5, where
ρx = Mx/Vx. This gives
SFEff, x =
M˙si
Mx
τff,x (10)
where M˙si = dMsi/dt (Krumholz & Tan 2007; Murray 2011;
Dale et al. 2014).
In Fig. 14, we show SFEff, x for simulation ZI RAD in MC1
(top) and MC2 (bottom) for ρ100 (red) and ρH2 (black).
The time-averaged values are shown as horizontal, solid
lines. The horizontal, dashed lines are the time-averaged
values from the corresponding simulations without radia-
tive feedback, ZI NOFB. The time-averaged free-fall times
tff,x are 2.7, 2.4 Myr in MC1 and 2.8, 1.8 Myr in MC2 for
the thresholds x = [100, H2], respectively. For the number
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Figure 12. Time evolution of the internal (red, Eint) and ki-
netic (black, Ekin) energy in the simulations ZI RAD (thin) and
ZI NOFB (thick) in MC1 (top) and MC2 (bottom). The jumps
in the evolution of the internal energy are due to embedded Hii
regions that open and release radiation into the ambient medium.
density threshold ρ100 and the H2-based threshold ρH2, the
time averaged SFEff are 9 and 13 percent in MC1 and 5
and 6 percent in MC2 with radiative feedback, and 29 and
40 percent in MC1, respectively 31 and 37 percent in MC2
without feedback. Thus, in the simulations ZI NOFB the
average values are ∼4 times higher and in agreement with
the findings for ΣSFR, inst. In general, we obtain somewhat
higher average values due to short episodes of high star for-
mation, although the SFEff,100 regularly drops down to the
5-percent regime (green, shaded area). Note that SFEff,H2
is larger due to a smaller mass that is available for star
formation (see Eq. 10).
Values for SFEff are observed for low-mass clouds to be
around a few percent (Krumholz & Tan 2007; Evans et al.
2009). In clouds which are more massive and/or have longer
free-fall times, the efficiency can increase up to 30 percent
(Murray 2011). Isolated, bound MCs in numerical simula-
tions by Dale et al. (2012, 2014) show SFEff without and
with feedback of 16 and 11 percent, which indicates that ra-
diative feedback is inefficient in regulating star formation.
This contradicts our findings, where ionizing radiation re-
duces the SFEff on average by a factor of 4. Similar values
are found by Howard et al. (2016). One reason for the inef-
ficiency of radiative feedback in Dale et al. (2012) and Dale
et al. (2014) can be found in the underlying model of Diaz-
Miller et al. (1998), which systematically underestimates
the ionizing luminosities. These differ from the presented
Figure 13. Instantaneous star formation rate surface density
ΣSFR, inst calculated for all gas within the zoom-in region of
MC1 (top) and MC2 (bottom) that has a number density n >
100 cm−3. We show simulations with (ZI RAD; thin) and with-
out radiative feedback (ZI NOFB; thick). Radiative feedback re-
duces ΣSFR, inst by a factor of ∼4.
model by up to a factor of 10 lower values with increasing
stellar mass (see Fig. 1).
Fig. 15 compares the SFEff obtained from the simulations
with resolved observations of Milky Way molecular clouds,
kpc-scale observations of Local Group galaxies, and from
unresolved observations of both disk and starburst galaxies
in the local universe and at high redshift published in Lada
et al. (2010) and Heiderman et al. (2010). We relate the
star formation rate surface density Σ˙∗ = ΣSFR, inst(∆t =
3 Myr) with the surface density over the free-fall time Σ/tff
derived for MC1 (red) and MC2 (black) for the simulations
ZI RAD (full markers) and ZI NOFB (empty markers) at
τ3.0. For each cloud, we only consider gas within its Vtot
above the number density threshold n > 100 cm−3. The
black line and grey shaded area shows the fitted behaviour
found in Krumholz et al. (2012, 2013) and the associated
uncertainty.
The SFEff obtained for the ZI NOFB runs are too high
and clearly offset from the observed relation. However, both
clouds with radiative feedback are right on top of the re-
lation, with MC2 at slightly lower Σ˙∗ than MC1. The two
observed points which sit directly on top of our results cor-
respond to the Taurus and Ophiuchus MCs (points near
MC2) and Lupus 3 (point on top of MC1 result). This re-
sult is reassuring because these observed clouds lie in the
solar neighbourhood - the environment simulated here - and
c© 0000 RAS, MNRAS 000, 000–000
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Figure 14. The evolution of the star formation efficiency per
free-fall time SFEff,x in the total domain of MC1 (top) and MC2
(bottom) for the simulation ZI RAD with the constraints x =
[100 (red), H2 (black)]. The solid, horizontal lines show the time
average. The dashed horizontal lines show the time average of the
same parameter in the simulation ZI NOFB. The shaded green
area indicates an efficiency below 5 percent.
have total masses and other physical properties that are
comparable to our simulated clouds.
7 DISCUSSION: DIFFERENCES BETWEEN
MC1 AND MC2
MC1 and MC2 condense out of the same multi-phase ISM.
They were selected to have similar initial properties like
masses around 104 M, similar volumes, comparable kinetic
and internal energies, and similar virial parameters of 0.72
and 0.89. However, during the evolution under the influence
of ionizing radiation both clouds seem to diverge in respect
to their morphologies, meaning that most of the gas in MC1
remains (see Fig. 3) while MC2 is almost fully dispersed at
τ3.0 (see Fig. 4).
In Fig. 7, we show that the environmental densities of sink
particles gradually decrease with age and particularly the
sinks in MC2 are embedded in low-density media. Together
with Fig. 11, where we show that this cloud has much less
well-shielded gas with Av > 1 mag, we interpret that MC1
has more deeply embedded dense structures and a thicker
envelope. The density-temperature distribution of the cen-
tral region of the clouds (see Fig. 8) with Av > 1 mag indi-
cates that some sources are deeply embedded in these well-
Figure 15. Relation between the star formation surface density
Σ˙∗ and surface density over the free-fall time Σ/tff for MC1 (red
square) and MC2 (black square) for the simulations ZI RAD (full
markers) and ZI NOFB (empty markers) at τ3.0. The black line
shows the fitted behaviour found in Krumholz et al. (2012) sur-
rounded by the scatter in grey. The data is taken from Lada et al.
(2010) and Heiderman et al. (2010). Our simulated clouds are
closest to three nearby low-mass star forming molecular clouds,
Taurus, Ophiuchus, and Lupus 3.
shielded regions. Therefore, radiative feedback is confined
to small bubbles in MC1. The radiative impact is delayed
until the radiative bubbles open into the ambient medium,
ionized gas and radiation leak out and induce kinetic mo-
tions.
It is important to mention, that the emitted radiative en-
ergy is similar in both central regions (see Fig. B3 for the
rate of UV-photons). There are also massive stars forming
in the rest of the cloud. The most relevant stars have high
masses. In our simulations, almost all of those are situated
far away from the central subregion. With distance and with
decreasing mass the UV-photon rates per volume decrease
and easily drop below the rates form a 9 M, hence are con-
sidered as minor. The effect of feedback from massive stars
outside the subregions on the dense structures is minor.
Otherwise it should also be visible in the mass evolution of
well shielded gas (see Fig. 10 and compare ZI NOFB with
ZI RAD) and in the density-temperature distribution, but
both remain almost unchanged (see Fig 8 and Fig. 9).
Concerning the star formation in both clouds, ionizing radi-
ation is able to lower the star formation rate surface density
by a factor of ∼4. The star formation efficiency constrained
by gas above 100 cm−3 is found to be on average ∼5 – 9 per-
cent in both clouds (see Fig. 14 and Fig. 13). In ZI NOFB,
a few, massive sink particles evolve, whereas in ZI RAD in
cloud MC2 the sink masses are significantly reduced but
their number increased. Star formation is triggered by ra-
diative feedback.
The comparison of MC1 and MC2 shows that, not only the
cloud masses (Dale et al. 2012, 2013), the corresponding
luminosities (Geen et al. 2018) and escape velocities influ-
ence the impact from radiative feedback, but that the initial
cloud sub-structure significantly determines the cloud evo-
lution. The initial conditions are imprinted during the for-
mation process of the cloud (Brunt et al. 2009; Rey-Raposo
et al. 2017). We find that the fully three-dimensional shield-
ing properties determine the time scales of molecule forma-
c© 0000 RAS, MNRAS 000, 000–000
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tion (Seifried et al. 2017) as well as the time scales for cloud
dispersal (this paper).
8 CONCLUSIONS
In this paper, we investigate the impact of ionizing radia-
tion feedback from massive stars in the early evolution of
MCs up to 3 Myr. We perform hydrodynamic simulations
with the AMR code FLASH 4 and include the novel ra-
diative transfer scheme TreeRay, which is coupled to a
chemical network to treat the effect of ionizing radiation.
We self-consistently follow the formation of two, initially
bound MCs from a SN-driven, multi-phase ISM down to
a resolution of 0.122 pc within the SILCC-ZOOM project.
We allow for sink particle formation on the highest refine-
ment level. In the simulation ZI RAD, ionizing radiation is
coupled to massive stars. Simulation ZI NOFB is the refer-
ence run without feedback process. In the following we list
the main conclusions.
• Despite the similar initial masses of the two MCs, the
morphological evolutions under the influence of ionizing ra-
diations is different. In MC1, a central blob of gas remains,
whereas a part of MC2 is fully dispersed. We show that this
difference is linked to the mass of internal substructures of
dense and well shielded gas, which embeds, and delays ra-
diative feedback. The substructures are imprinted during
the formation of the clouds.
• We show that the total gas density PDFs are nearly
identical for the different MCs. However, the well-shielded
gas (Av > 1 mag) reveals cloud-specific properties. In this
work, MC1 shows more volume-filling gas at intermediate
densities, i.e. a thicker envelope surrounding the densest,
star-forming filaments. These are responsible for sustaining
the cloud structure despite the impact of radiative feedback.
MC2 contains less of this gas, hence becomes more easily
dispersed.
• In the simulation, we find for some massive stars that
the environmental densities are high and the radiative bub-
bles are embedded in substructures. When the radiative
bubble opens into the ambient medium, internal energy and
hot, ionized gas is released and the embedded phase is ter-
minated. This behaviour is reflected by small jumps in the
internal energy evolution. In this phase the ionized gas in-
side the Hii region is heated to the prototypical ∼8000 K.
• Star formation can be regulated by radiative feedback.
In simulations ZI RAD the star formation efficiency drops
by a factor of ∼4 compared to the ZI NOFB in both clouds.
The star formation efficiency in gas with densities above
100 cm−3 lies at ∼5 – 9 percent. This indicates that in-
ternal morphologies regulate the impact of photo-ionizing
radiation, hence the star formation.
• Without feedback, a few sink particles accrete a sig-
nificant fraction of the cloud mass. Radiative feedback sig-
nificantly reduces the sink mass and instead may increase
its number. This seems to be triggered star formation, even
though the overall star formation efficiency is so severely
reduced.
• When comparing with observational data, we find that
our two clouds, which were simulated using typical solar
neighbourhood conditions, lie on top of the results derived
for Taurus, Ophiuchus, and Lupus 3, three low-mass, star
forming, nearby molecular clouds with similar total masses.
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Figure A1. Evolution of the mass, Mtot, in the total vol-
ume, Vtot (solid), and the central subregion, VCoV (dashed), in
MC1 (red) and MC2 (black) for simulation ZI RAD (thin) and
ZI RAD (thick).
APPENDIX A: MASS EVOLUTION
Fig. A1 shows the time evolution of the total mass in MC1
(red) and MC2 (black) for simulation ZI RAD (thin) and
ZI NOFB (thick) in the total volume, Vtot (solid), and the
central subregion, VCoV (dashed).
Fig. A2 shows the density-temperature distribution of MC1
(top subpanel) and MC2 (bottom subpanel) at τ1.0 (top)
and τ3.0 (bottom). The molecular hydrogen fraction (left)
and ionized hydrogen fraction (right) is indicated by color.
APPENDIX B: STELLAR MASS EVOLUTION
Fig. B1 shows the time evolution of the sink mass, Msi, tot,
(top) and the total mass of massive stars, M∗,tot, (bottom)
in the total volume Vtot of MC1 (red) and MC2 (black) for
simulation ZI NOFB (thick, only top) and ZI RAD (thin).
The initial phase of M∗,tot shows oscillations, which is due
to two particles, which move out of the domain.
Fig. B3 shows the time evolution of the initial stellar mass
(top), the distance (center) to the center of the small, cen-
tral subregion of cloud MC1 (red) and MC2 (black) and
the luminosity of Lyman continuum photons (bottom). Full
markers and solid lines and empty markers and dashed lines
indicate that the star is located in the central subregion or
the rest of the cloud, respectively.
Fig. B2 shows the ratio between the stellar and sink mass
at the time of the stellar formation, M∗,0 / Msi,0, in MC1
(red) and MC2 (black) for simulation ZI RAD in the to-
tal cloud (solid) and the central subregions (dashed). The
mass fractions of the high mass range in respect to the un-
derlying Kroupa IMF lies at 18 percent (green horizontal
line). Hence, a stellar population (in a cloud) which satis-
fies this ratio represents the IMF well. Ratios above and
below indicate that massive stars over-, respectively under-
represented the IMF. After an initial massive star deficit,
both central subregions and MC2 are well sampling the
IMF. The high values in MC1 are caused by an initial ≈
100 M star.
Figure A2. Density-temperature distribution of MC1 (top) and
MC2 (bottom) with the molecular hydrogen fraction (left) and
ionized hydrogen fraction (right) at the τ1.0 (top panels) and
τ3.0 (bottom panels).
APPENDIX C: OTHER PROJECTIONS
Fig. C1 and C2 as well as Fig. C3, C2 show the time evolu-
tion of the gas column density Σgas in the x-z-plane and in
the x-y plane for the central subregion (VCoV, see Fig. 2 and
Table 1) of MC1 and MC2,respectively. The two columns
show simulations ZI NOFB (left) and ZI RAD (right), re-
spectively, at times τ1.0 to τ3.0 (from top to bottom). Circles
indicate sink particles without an active stellar component,
i.e. without massive stars. Star-shaped markers are cluster
sink particles with active stellar feedback. The color of the
markers indicate the sink age.
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Figure B1. Evolution of the sink mass Msi, tot (top) and the
stellar mass M∗,tot (bottom) in MC1 (red) and MC2 (black)
for simulation ZI RAD (thin, only top) and ZI RAD (thick).
The evolution of M∗,tot shows some oscillation at the beginning,
which is due to stars, that move out of the molecular cloud, hence
are not considered in the analysis.
Figure B2. Evolution of the ratio between the stellar and sink
mass at the time of stellar formation in MC1 (red) and MC2
(black) for simulation ZI RAD in the total cloud (solid) and the
central subregions (dashed). The mass fraction of the high mass
range in respect to the underlying Kroupa IMF is shown as a
horizontal, green line. Note that after about 2 Myr star formation
has ceased and the mass fraction remains therefore constant.
Figure B3. The mass of new-born massive stars at their birth
time (top), and their distance to the center of mass (middle
panel) of the clouds MC1 (red) and MC2 (black) as well as the
time evolution of the luminosity of Lyman continuum photons
(bottom). Full markers and solid lines indicate that the star is lo-
cated in the central volume with (40 pc)3, whereas empty mark-
ers and dashed lines indicate indicate a position within the rest
of the cloud.
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Figure C1. Same as the left two columns in Fig. 3 but projected
along y-direction.
Figure C2. Same as the left two columns in Fig. 3 but projected
along z-direction.
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Figure C3. Same as the left two columns in Fig. 4 but projected
along y-direction.
Figure C4. Same as the left two columns in Fig. 4 but projected
along z-direction.
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