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Abstract
We deduce a closed formula for the reflection length functions on the reflection group G(m,p,n) with
p ∈ [m] and p | m. The formula is shown separately in three cases: p = 1, p = m and p ∈ [2,m − 1] (see
the proof of Theorems 2.1, 3.1 and 4.4).
© 2007 Elsevier Inc. All rights reserved.
Keywords: Reflections; Reflection groups; Reflection length
0. Introduction
0.1. Let P (respectively, N, Z) denote the set of positive integers (respectively, non-negative
integers, integers). For any k < n in N, let [k,n] := {k, k + 1, . . . , n} and [n] := [1, n]. Fix
m,p,n ∈ P with p | m (reading “p divides m”), let G(m,p,n) be the reflection group con-
sisting of all the n × n monomial matrices w such that all the non-zero entries, say θ1, . . . , θn,
of w are mth roots of unity with (
∏n
i=1 θi)m/p = 1. Any w ∈ G(m,p,n) can be expressed in
the form w = [a1, . . . , an | σ ] with σ ∈ Sn, where Sn is the symmetric group on the set [n],
and the entry in the (k, (k)σ )-position of w is exp( 2πak
√−1
m
) for k ∈ [n] (note that the notation
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J.-y. Shi / Journal of Algebra 316 (2007) 284–296 285[a1, . . . , an | σ ] given here is just the notation [exp( 2πa1
√−1
m
), . . . , exp( 2πan
√−1
m
) | σ ] given in
[5,6]). By the condition on w, we have p |∑nk=1 ak .
We assume p | m throughout the paper whenever G(m,p,n) is mentioned.
0.2. A linear transformation of a complex vector space V is called a reflection (sometimes
called a pseudo-reflection in the literature to distinguish it from the concept of a reflection in a
euclidean space), if it is of finite order whose fixed point space is a hyperplane of V . A group G
generated by reflections is called a reflection group. Let T be the set of all the reflections in G.
Any w ∈ G can be expressed in the form w = s1s2 · · · sr with si ∈ T . Denote by lT (w) the
smallest possible number r of factors among all such expressions, call lT (w) the reflection length
of w. For any w ∈ G, let V w := {v ∈ V | (v)w = v}. Then the inequality lT (w)  codimV V w
holds in general.
0.3. Under its natural action on the space V = Cn, an element w = [a1, . . . , an | σ ] of
G(m,p,n) is a reflection if and only if one of the following conditions holds:
(1) σ = (i, j) is a transposition of i and j for some i < j in [n], aj ≡ −ai (mod m), and
ak ≡ 0 (mod m) for k = i, j . Denote w by t (i, j ;ai) or t (j, i;−ai), and call it a reflection
of type I.
(2) w = 1 is diagonal with n − 1 diagonal entries being 1 (such kind of reflections exists only
when p <m). Denote w by s(k;ak) and call it a reflection of type II if ak ≡ 0 (mod m).
0.4. Note that the group G(m,p,n) has a well-known presentation whose generating reflec-
tion set S consists of
(i) n+ 1 reflections: t ′1, s, and ti , i ∈ [n− 1], if p ∈ [2,m− 1];
(ii) n reflections: s and ti , i ∈ [n− 1], if p = 1;
(iii) n reflections: t ′n and ti , i ∈ [n− 1], if p = m,
where ti = t (i, i + 1;0), t ′1 = t (1,2;−1), t ′n = t (1, n;−1) and s = s(1;p) (see [1, Appendix II]
and [4, Proposition 3.3]). The length function lS(w) of w is defined to be the smallest possible
number r of factors such that there exists an expression w = s1s2 · · · sr with si ∈ S.
0.5. The group G(m,p,n) has many other presentations and hence many different length
functions accordingly (see [4–6]). The function lT (w) on G(m,p,n) is presentation-free, satis-
fying lT (w) lS(w) for any generating reflection set S of G(m,p,n).
Except for the cases of the groups G(m,1, n), G(m,m,n) with the generator sets S as in
0.4(ii)–(iii) (see [2] and [4, Propositions 2.5 and 3.5]), so far there is no closed formula for the
function lS(w) for the group G(m,p,n) with S in all the other cases.
0.6. In the present paper, we shall deduce a closed formula of the function lT (w) for any w ∈
G(m,p,n). We consider three cases p = 1 p = m and p ∈ [2,m− 1] separately. The results are
included in Theorems 2.1, 3.1 and 4.4. It should be emphasised that the formula in Theorem 4.4
simultaneously covers all the three cases for p. We also give a necessary and sufficient condition
on the validity of the equation lT (w) = codimV V w for w ∈ G(m,p,n) (see Remarks 2.3(1),
3.4(3) and Proposition 5.3(2)).
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ordering, on the elements of G(m,p,n), the latter can be expected to play an important role in
the theory of the groups G(m,p,n), just as the Bruhat–Chevalley order in the theory of the
Coxeter groups. The reflection ordering on G(m,p,n) will be studied in a forthcoming paper.
0.7. The contents of the paper are organised as follows. Section 1 contains the preliminaries,
we collect some concepts and results for subsequent use. Then in Sections 2–4, we prove the
formulae of lT (w) on G(m,p,n) in the cases of p = 1, p = m and p ∈ [2,m−1] separately, one
section for each case. In Section 5, we study some properties of lT (w) by applying Theorem 4.4.
1. Preliminaries
We collect some concepts and results in this section for later use.
Lemma 1.1. Let w = [a1, . . . , an | (1,2, . . . , r)] ∈ G(m,p,n) and s = t (1, j ;a) for some
j, r ∈ [n] with j ∈ [2, r − 1] and ai, a ∈ Z. Then
ws = [a1, . . . , aj−2, aj−1 − a, aj , . . . , ar−1,
ar + a, ar+1, . . . , an
∣∣ (1,2, . . . , j − 1)(j, j + 1, . . . , r)],
where the notation (i1, i2, . . . , ik) stands for the cyclic permutation on [n] : ij → ij+1 for j ∈
[k − 1], ik → i1, and h → h for h /∈ {ij | j ∈ [k]}.
Proof. This can be shown by direct calculation. 
Lemma 1.2. Let w′ = [a′1, . . . , a′n | σ ′] ∈ G(m,p,n), where σ ′ is the cyclic permutation
(1,2, . . . , r) for some r ∈ [n]. Given r1 < r2 < · · · < rk = r in [n] and integers b1, b2, . . . , bk−1,
let w = w′ · t (1, r1 + 1;b1)t (r1 + 1, r2 + 1;b2) · · · t (rk−2 + 1, rk−1 + 1;bk−1). Then w =
[a1, a2, . . . , an | σ ] with σ = (1,2, . . . , r1)(r1 +1, r1 +2, . . . , r2) · · · (rk−1 +1, rk−1 +2, . . . , rk),
where
ai =
⎧⎪⎨
⎪⎩
a′i , if i /∈ {r1, . . . , rk},
a′rj − bj , if i = rj for some j ∈ [k − 1],
a′rk +
∑
j∈[k−1] bj , if i = rk.
(1.2.1)
Proof. This follows by repeatedly applying Lemma 1.1. 
Remark 1.3. Let σ,σ ′ ∈ Sn be as in Lemma 1.2. Suppose that w′ ∈ G(m,p,n) in Lemma 1.2
is given. Then for any I ⊂ [k] with |I | = k − 1 and for any (cj )j∈I ∈ Z|I |, there exists a
unique sequence of integers b1, b2, . . . , bk−1 such that w = w′ · t (1, r1 + 1;b1)t (r1 + 1, r2 +
1;b2) · · · t (rk−2 + 1, rk−1 + 1;bk−1) = [a1, . . . , an | σ ], where arj = cj for any j ∈ I . On the
other hand, suppose that the element w in Lemma 1.2 is given. Then for any I ⊂ [k] with
|I | = k−1 and for any (cj )j∈I ∈ Z|I |, there exists a unique sequence of integers b1, b2, . . . , bk−1
such that w′ = w · t (1, r1 +1;b1)t (1, r2 +1;b2) · · · t (1, rk−1 +1;bk−1) = [a′1, . . . , a′n | σ ′], where
a′ri = ci for any i ∈ I .
These facts will be very useful in the later sections.
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a multi-set) X, we mean that X =⋃i∈[l] Ei is a disjoint union of non-empty subsets (respectively,
sub-multi-sets) E1, . . . ,El . We call Ei a block of E.
For w = [a1, . . . , an | σ ] ∈ G(m,p,n), let P = {P1, . . . ,Pt } be a partition of [n] such that
p | ∑i∈Pj ai for any j ∈ [t], and each Pj is σ -stable (i.e., Pj is a union of some σ -orbits).
Define wk = [ak1, . . . , akn | σk] ∈ G(m,p,n), k ∈ [t], by
akj =
{
aj , if j ∈ Pk ,
0, otherwise,
(h)σk =
{
(h)σ, if h ∈ Pk ,
h, otherwise.
Then we have wjwk = wkwj for any h, k ∈ [t] and w = w1w2 · · ·wt . For any
k ∈ [t], let nk = |Pk|. Then there exists a unique bijective map φk :Pk → [nk] satisfying that
i < j in Pk implies φk(i) < φk(j). φk determines a unique injective group homomorphism
ψk :G(m,p,nk) → G(m,p,n) such that for any y = [b1, . . . , bnk | τk] ∈ G(m,p,nk), the ele-
ment ψk(y) = [bk1, . . . , bkn | τ ] ∈ G(m,p,n) is given by
bkj =
{
bφk(j), if j ∈ Pk ,
0, otherwise,
(h)τ =
{
φ−1k ((φk(h))τk), if h ∈ Pk ,
h, otherwise.
We see that ψk sends reflections of G(m,p,nk) to reflections of G(m,p,n).
1.5. Given m,p, r ∈ P with p | m. Let C = [[c1, c2, . . . , cr ]] be a multi-set of r integers.
A subset E of [r] is called (C,m)-perfect if ∑h∈E ch ≡ 0 (mod m). A partition P ={P1, . . . ,Pl} of [r] is called (C,m)-admissible if Pj is (C,m)-perfect for any j ∈ [l]. Let
Λ(C;m) be the set of all the (C,m)-admissible partitions of [r]. We see that Λ(C;m) = ∅ if
and only if
∑
h∈[r] ch ≡ 0 (mod m). When Λ(C;m) = ∅, denote by t (P ) the number of blocks
of P for any P ∈ Λ(C;m), and define t (C,m) = max{t (P ) | P ∈ Λ(C;m)}.
A subset E of [r] is called (C,m,p)-semi-perfect, if ∑h∈E ch ≡ 0 (mod p) and ∑h∈E ch ≡
0 (mod m). Such a subset E of [r] possibly exists only if p < m. A partition P = {P1, . . . ,Pl}
of [r] is (C,m,p)-semi-admissible if Pj is either (C,m)-perfect or (C,m,p)-semi-perfect
for any j ∈ [l]. Let Λ(C;m,p) be the set of all the (C,m,p)-semi-admissible partitions of
[r]. We have Λ(C;m,p) = ∅ if and only if ∑h∈[r] ch ≡ 0 (mod p). When Λ(C;m,p) = ∅,
denote by t (P ) (respectively, u(P )) the number of (C,m)-perfect (respectively, (C,m,p)-
semi-perfect) blocks of P and define v(P ) = 2t (P ) + u(P ) for any P ∈ Λ(C;m,p). Define
v(C,m,p) = max{v(P ) | P ∈ Λ(C;m,p)} if Λ(C;m,p) = ∅. We have Λ(C;m,m) = Λ(C;m)
and v(C,m,m) = 2t (C,m) if Λ(C;m) = ∅.
Lemma 1.6. Let C = [[c1, . . . , cr ]] (respectively, C′ = [[c′1, . . . , c′r+1]]) be a multi-set of r (respec-
tively, r + 1) integers with c′r + c′r+1 = cr and c′i = ci for any i ∈ [r − 1]. Then the inequalities
t (C,m) t (C′,m) t (C,m)+ 1 hold, provided that Λ(C;m) = ∅.
Proof. Set t = t (C,m) and t ′ = t (C′,m).
(i) There exists some P = {P1, . . . ,Pt } in Λ(C;m). Suppose that r ∈ Pj for some j ∈ [t].
Let P ′j = Pj ∪{r + 1}. Then P ′ = {P1, . . . ,Pj−1,P ′j ,Pj+1, . . . ,Pt } is in Λ(C′;m). This implies
t  t ′.
(ii) There exists some P ′ = {P ′1, . . . ,P ′t ′ } in Λ(C′;m). Let r ∈ P ′i and r + 1 ∈ P ′j for
some i, j ∈ [t ′]. If i = j , then P = {P ′, . . . ,P ′ ,P ′ \ {r + 1},P ′ , . . . ,P ′′ } is in Λ(C;m)1 i−1 i i+1 t
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P = {P ′1, . . . , P̂ ′i , . . . , P̂ ′j , . . . ,P ′t ′ , (P ′i ∪P ′j ) \ {r + 1}} is in Λ(C;m) and hence t  t ′ − 1, where
the notation P̂ ′h stands for the deletion of the term P ′h.
So our result follows from (i)–(ii). 
1.7. For any w = [a1, . . . , an | σ ] ∈ G(m,p,n), write σ as a product of disjoint cyclic per-
mutations:
σ = σ1σ2 · · ·σr, (1.7.1)
where σk = (ik1, ik2, . . . , ikmk ) for k ∈ [r] with
∑
j∈[r] mj = n. Set r(w) = r and |σk| = mk . Let
Ij = {ij1, ij2, . . . , ijmj } for j ∈ [r]. Then I (w) = {I1, . . . , Ir} is a partition of [n] determined
by w. Let cj =∑k∈Ij ak and let C(w) = [[c1, c2, . . . , cr ]]. Set Λ(w;m,p) := Λ(C(w);m,p).
When w ∈ G(m,m,n), we have Λ(w;m,m) = Λ(C(w);m) since Λ(C(w);m,m) =
Λ(C(w);m).
For w ∈ G(m,p,n), we always have Λ(w;m,p) = ∅ since [r] is in Λ(w;m,p) as a partition
of itself.
Set t (w) := t (C(w),m) if p = m and v(w) = v(C(w),m,p) if p ∈ [m].
We always have t (w) > 0 and v(w) > 0 whenever it is applicable. In particular, v(w) = 2t (w)
if w ∈ G(m,m,n).
Let t0(w) = #{j ∈ [r] | cj ≡ 0 (mod m)}. Then t0(w) = codimV V w (see 0.2). In particular,
when w ∈ G(m,1, n), we have v(w) = t0(w)+ r(w).
Corollary 1.8. In the setup of 1.7 with w = [a1, . . . , an | σ ] ∈ G(m,p,n), let s = t (i, j ;a) be
with i, j ∈ Ik for some k ∈ [r]. Then C(ws) = [[c1, . . . , ĉk, . . . , cr , c, d]] for some c, d ∈ Z with
c + d = ck .
Proof. This follows by Lemma 1.1. 
We record the following simple results which will be used implicitly in the subsequent sec-
tions.
Lemma 1.9. For any i = j , h = k in [n] and a, b ∈ Z, we have
t (i, j ;a)t (h, k;b) =
⎧⎪⎪⎨
⎪⎪⎩
t (h, k;b)t (i, j ;a), if {i, j} ∩ {h, k} = ∅,
t (h, k;b)t (k, j ;a − b), if i = h and j = k,
t (h, k;b)t (i, h;a − b), if i = h and j = k,
s(i;a − b)s(j ;b − a), if i = h and j = k.
2. The group G(m,1,n)
In this section, we prove a formula for the function lT (w) on the group G(m,1, n).
Theorem 2.1. lT (w) = n− t0(w) for any w ∈ G(m,1, n).
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ity
lT (w) n− t0(w). (2.1.1)
Let t = t0(w). We may assume cj ≡ 0 (mod m) for j ∈ [t] and cl ≡ 0 (mod m) for l ∈ [t+1, r]
by relabelling the ch’s if necessary. Denote th,j = t (ih,j , ih,j+1;aih,j ) and sk = s(ik,mk ; ck) for
any h ∈ [r], j ∈ [mh − 1] and k ∈ [t + 1, r]. Then we have
w =
t∏
h=1
(th,mh−1th,mh−2 · · · th,1) ·
r∏
j=t+1
(sj tj,mj−1tj,mj−2 · · · tj,1).
This implies that
lT (w)
t∑
h=1
(mh − 1)+
r∑
j=t+1
mj =
r∑
h=1
mh − t = n− t0(w)
which proves (2.1.1).
We claim that t0(ws)  t0(w) + 1 for any reflection s of G(m,1, n). First let s = t (i, j ;a)
for some i = j in [n] and a ∈ Z. If i, j ∈ Ih for some h ∈ [r], then by Corollary 1.8, we have
C(ws) = [[c1, . . . , ĉh, . . . , cr , c, d]] for some c, d ∈ Z with c + d = ch. If i ∈ Ih and j ∈ Ik for
some h = k in [r], then C(ws) = [[c1, . . . , ĉh, . . . , ĉk, . . . , cr , ch + ck]] again by Corollary 1.8.
Next assume s = s(i;a) for some i ∈ [n] and a ∈ Z with m  a. Then i ∈ Ik for some k ∈ [r].
The multi-set C(ws) is [[c1, . . . , ck−1, ck + a, ck+1, . . . , cr ]]. Concerning the above three cases,
the only possibility for violating the inequality t0(ws)  t0(w) + 1 is in the first case, where
c ≡ 0 ≡ d (mod m) and ch = c + d ≡ 0 (mod m). But this is impossible. So we always have
t0(ws) t0(w)+ 1.
Write w = s1s2 · · · sl with l = lT (w). Then by repeatedly applying the above claim, we have
t0(w) t0(1)− l = n− lT (w), i.e., lT (w) n− t0(w). This completes our proof. 
Example 2.2. Let w = [2,1,7,5,2,6,2,3 | (1)(23)(457)(68)] ∈ G(9,1,8). Then w determines
a partition {{1}, {2,3}, {4,5,7}, {6,8}} of the set [8] and hence a partition [[ [[2]], [[1,7]], [[5,2,2]],
[[6,3]] ]] of the multi-set [[2,1,7,5,2,6,2,3]]. So C(w) = [[c1, . . . , c4]] = [[2,8,9,9]]. There are
just two numbers, i.e., 9,9, in C(w) are multiples of 9. Hence t0(w) = 2. We get lT (w) =
8 − 2 = 6.
Remark 2.3.
(1) By Theorem 2.1 and the fact t0(w) = dimV w , we have lT (w) = codimV V w for any w ∈
G(m,1, n) (see 0.2). The function lT (w) reaches its maximal value n if and only if t0(w) =
0, i.e., none of the numbers cj , j ∈ [r(w)], contained in C(w) is divisible by m.
(2) We have the isomorphisms G(1,1, n) ∼= An−1 = Sn and G(2,1, n) ∼= Bn, where An−1, Bn
are the Weyl groups W of types An−1, Bn, respectively. In [3], Carter showed that any ele-
ment of a Weyl group W of rank n can be written as a product of n reflections. Theorem 2.1
gives a more precise result on the function lT (w) for the groups An−1, Bn.
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We prove a formula for the function lT (w) on the group G(m,m,n) in this section.
Recall the notation t (w) = t (C(w),m) and Λ(w;m,m) = Λ(C(w);m) for any w ∈
G(m,m,n) in 1.7.
Theorem 3.1. lT (w) = n+ r(w)− 2t (w) for any w ∈ G(m,m,n).
Proof. Let w = [a1, . . . , an | σ ] be with r = r(w).
(1) First show the inequality
lT (w) n+ r − 2t (w). (3.1.1)
(1a) First assume t (w)=1. We may assume without loss of generality that σ = (1,2, . . . , k1)×
(k1 + 1, . . . , k2) · · · (kr−1 + 1, . . . , kr ) for some 1  k1 < k2 < · · · < kr = n. Let w′ =
w · t (1, k1 +1;0)t (1, k2 +1;0) · · · t (1, kr−1 +1;0). Then w′ = [a1, . . . , an | σ ′] with σ ′ the cyclic
permutation (1,2, . . . , n) by Lemma 1.2. Hence w′t (1,2;a1)t (2,3;a2) · · · t (n−1, n;an−1) = 1.
This implies lT (w) n+ r − 2.
(1b) Keep the notation in 1.7 for w. In particular, write σ as in (1.7.1). Next assume that
P = {P1, . . . ,Pt } is a partition of [r] in Λ(w;m,m) with t = t (w) and |Ph| = ph for h ∈ [t].
Hence
∑
h∈[t] ph = r . For h ∈ [r] and k ∈ [t], let mh = |Ih| and nk =
∑
h∈Pk mh (see 1.7 for the
notation Ih and mh). Then
∑
h∈[t] nh = n. For any k ∈ [t], define wk = [ak1, . . . , akn | σk] by
akj =
{
aj , if j ∈ Ih for some h ∈ Pk,
0, otherwise
and σk =
∏
h∈Pk
(ih1, ih2, . . . , ihmh).
By 1.4, we see that wk can be identified with an element, say xk , in G(m,m,nk) with r(xk) =
pk and t (xk) = 1. Hence by (1a), xk can be written as a product of nk + pk − 2 reflections in
G(m,m,nk). Thus wk is also in G(m,m,n).
We have w =∏k∈[t] wk . So w can be written as a product of ∑h∈[t](nh + ph − 2) = n +
r(w)− 2t (w) reflections. This implies the inequality (3.1.1).
(2) Next show that the inequality
n+ r(w)− 2t (w) n+ r(ws)− 2t (ws)+ 1 (3.1.2)
holds for any reflection s in G(m,m,n). We can write s = t (h, k;a) for some h < k in [n]
and a ∈ Z. Let I = {I1, . . . , Ir} be the partition of the set [n] determined by w and let C(w) =
[[c1, . . . , cr ]] be with cj =∑h∈Ij ah for j ∈ [r]. If h, k ∈ Ij for some j ∈ [r] then C(wx) =[[c1, . . . , ĉj , . . . , cr , c, d]] for some c, d ∈ Z with c + d = cj by Corollary 1.8; if h ∈ Ij and
k ∈ Il with j = l in [r] (we may assume j < l for the sake of definiteness), then C(ws) =
[[c1, . . . , ĉj , . . . , ĉl , . . . , cr , cj + cl]] again by Corollary 1.8. By Lemma 1.6, we have r(ws) =
r(w) + 1 and t (ws) t (w) + 1 in the former case; and r(ws) = r(w) − 1, t (ws) t (w) in the
latter case. Hence the inequality (3.1.2) holds in either case.
(3) Write w = s1s2 · · · sl with l = lT (w) for some reflections s1, . . . , sl in G(m,m,n). By
repeatedly applying (3.1.2), we get
n+ r(w)− 2t (w) n+ r(1)− 2t (1)+ l = lT (w) (3.1.3)
since r(1) = t (1) = n. Therefore our result follows by (3.1.1) and (3.1.3). 
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Theorem 3.1 is compatible with the Carter’s result in [3] that every element of a Weyl group W
of rank n can be expressed as a product of  n reflections in W . The following gives a more
precise result on the function lT (w) for the group Dn.
Corollary 3.2. Let w ∈ G(2,2, n) be with r = r(w). Keeping the notation in 1.7 for w, we have
(1) t (w) 12 r(w).
(2) t (w) = 12 r(w) if and only if t0(w) = 0. When the equivalent conditions hold, the value r(w)
is even and cj ≡ 1 (mod 2) for any j ∈ [r].
(3) lT (w) = n− t0(w). In particular, lT (w) n.
Proof. The results follow easily by Theorem 3.1 and by the facts that t0(w) ≡ r(w) (mod 2) and
t (w) = t0(w)+ 12 (r(w)− t0(w)). 
Example 3.3. Let w = [2,4,8,5,2,6,2,7 | (158)(47)(236)] ∈ G(9,9,8). Then r(w) = 3 and
w determines a partition I = {I1, I2, I3} of the set [8] with I1 = {1,5,8}, I2 = {4,7} and I3 =
{2,3,6}. We also have C(w) = [[c1, c2, c3]] with c1 = 11, c2 = 7 and c3 = 18. Let P = {P1,P2}
be with P1 = {1,2} and P2 = {3}. Then P is a (C(w),9)-admissible partition of [3]. We have
t (w) = 2. Hence lT (w) = 8 + 3 − 4 = 7.
Remark 3.4.
(1) By Corollary 3.2, we see that the formula of lT (w) for G(2,2, n) coincides with that for
G(m,1, n).
(2) Let w ∈ G(m,m,n). When r(w) = 1, we have t (w) = 1 by the fact that t (w) ∈ [r(w)].
Hence lT (w) = n − 1. When w is a permutation matrix, we have t (w) = r(w) and hence
lT (w) = n− r(w). When w is diagonal, we have r(w) = n. In this case, if t (w) = 1, i.e., no
sum of any k < n of its diagonal entries is divisible by m, then lT (w) reaches its maximal
value 2n − 2. Conversely, if w ∈ G(m,m,n) satisfies lT (w) = 2n − 2, then w must be a
diagonal matrix.
(3) By Theorem 3.1 and the fact t0(w) = dimV w , we see that for any w ∈ G(m,m,n), the
equation lT (w) = codimV V w holds if and only if there exists some P = (P1,P2, . . . ,Pt ) ∈
Λ(w;m,m) with |Pi |  2 for any i ∈ [t] (see 0.2 and 1.5). In particular, the equivalent
conditions always hold in the group G(2,2, n) by Corollary 3.2(3).
4. The groups G(m,p,n)
In the present section, we shall extend Theorems 2.1 and 3.1 to the more general groups
G(m,p,n) with p ∈ [m] and p | m. The main result of the section is Theorem 4.4.
We always assume p | m in this section.
4.1. Let p ∈ [2,m − 1]. Fix w ∈ G(m,p,n) with r = r(w). A subset E of [r] is said to be
w-perfect (respectively, w-semi-perfect) if E is (C(w),m)-perfect (respectively, (C(w),m,p)-
semi-perfect) (see 1.5).
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i < j in [n] and a ∈ Z. Then r(ws)− v(ws) r(w)− v(w)+ 1 (see 1.7 for the notation v(w)).
Proof. Keep the notation in 1.7 and 4.1 for the element w.
(1) First assume i, j ∈ Ik for some k ∈ [r]. We may assume k = r by relabelling the Ih’s
if necessary. Then the partition of [n] determined by ws is of the form {I ′1, . . . , I ′r+1} with
I ′h = Ih for any h ∈ [r − 1] and I ′r ∪ I ′r+1 = Ir by Lemma 1.1. Hence r(ws) = r(w) + 1. We
must show v(ws) v(w). Take a partition P = {P1, . . . ,Pt ,Q1, . . . ,Qu} of [r] in Λ(w;m,p)
with 2t + u = v(w) such that P1, . . . ,Pt are w-perfect and Q1, . . . ,Qu are w-semi-perfect.
Assume r ∈ Pl for some l ∈ [t]. We may assume l = t by relabelling the Ph’s if necessary.
Then P ′ = {P1, . . . ,Pt−1,Pt ∪ {r + 1},Q1, . . . ,Qu} is a partition of [r + 1] in Λ(ws;m,p)
with P1, . . . ,Pt−1,Pt ∪ {r + 1} (ws)-perfect and Q1, . . . ,Qu (ws)-semi-perfect. This implies
v(P ′) v(P ) and hence v(ws) v(w). The proof is similar for the case where r ∈ Ql for some
l ∈ [u].
(2) Next assume i ∈ Ik and j ∈ Il with k = l. We may assume k = r − 1 and l = r by
relabelling the Ih’s if necessary. Then the partition of [n] determined by ws is of the form
{I ′1, . . . , I ′r−1} with I ′h = Ih for any h ∈ [r − 2] and I ′r−1 = Ir−1 ∪ Ir by Lemma 1.1. Hence
r(ws) = r(w) − 1. We must show v(ws)  v(w) − 2. Let P = {P1, . . . ,Pt ,Q1, . . . ,Qu} be
as in (1). First assume r − 1, r ∈ Pl for some l ∈ [t]. We may assume l = t by relabelling
the Ph’s if necessary. Then P ′ = {P1, . . . ,Pt−1,Pt \ {r},Q1, . . . ,Qu} is a partition of [r − 1]
in Λ(ws;m,p) with P1, . . . ,Pt−1,Pt \ {r} (ws)-perfect and Q1, . . . ,Qu (ws)-semi-perfect.
Next assume r − 1 ∈ Pk and r ∈ Pl with k = l. We may assume (k, l) = (t − 1, t) by re-
labelling the Ph’s if necessary. Then P ′ = {P1, . . . ,Pt−2, (Pt−1 ∪ Pt) \ {r},Q1, . . . ,Qu} is
a partition of [r − 1] in Λ(ws;m,p) with P1, . . . ,Pt−2, (Pt−1 ∪ Pt ) \ {r} (ws)-perfect and
Q1, . . . ,Qu (ws)-semi-perfect. The proof is similar for the case where r − 1, r ∈ Ql , or
r − 1 ∈ Qk , r ∈ Ql with k = l. Finally assume r − 1 ∈ Pk and r ∈ Ql for some k ∈ [t] and
l ∈ [u]. We may assume (k, l) = (t, u) by relabelling the Ph’s and the Qi ’s if necessary. Then
P ′ = {P1, . . . ,Pt−1,Q1, . . . ,Qu−1, (Pt ∪Qu)\ {r}} is a partition of [r −1] in Λ(ws;m,p) with
P1, . . . ,Pt−1 (ws)-perfect and Q1, . . . ,Qu−1, (Pt ∪Qu) \ {r} (ws)-semi-perfect. In either case,
it is easily seen that v(P ′) v(P )− 2. This implies the inequality v(ws) v(w)− 2.
So our result follows by (1)–(2). 
Lemma 4.3. Let w = [a1, . . . , an | σ ] ∈ G(m,p,n) be with p ∈ [2,m−1]. Let s = s(i;a), where
i ∈ [n] and a ∈ Z satisfy a ≡ 0 (mod p) and a ≡ 0 (mod m). Then r(ws) − v(ws)  r(w) −
v(w)+ 1.
Proof. We have r(ws) = r(w), denote this common value by r . Let P = {P1, . . . ,Pt ,
Q1, . . . ,Qu} be a partition of [r] in Λ(w;m,p) with P1, . . . ,Pt w-perfect and Q1, . . . ,Qu
w-semi-perfect. Keep the notation in 1.7 for w. Suppose i ∈ Ik and k ∈ Pj for some k ∈ [r] and
j ∈ [t]. We may assume j = t by relabelling the Ph’s if necessary. Then P is also a partition of
[r] in Λ(ws;m,p) with P1, . . . ,Pt−1 (ws)-perfect and Q1, . . . ,Qu,Pt (ws)-semi-perfect. Next
suppose i ∈ Ik and k ∈ Qj for some k ∈ [r] and j ∈ [u]. We may assume j = u by relabelling the
Qh’s if necessary. Then P is also a partition of [r] in Λ(ws;m,p) with P1, . . . ,Pt (ws)-perfect,
Q1, . . . ,Qu−1 (ws)-semi-perfect, and Qu is either (ws)-perfect or (ws)-semi-perfect. In either
case, we have the inequality v(ws)  v(w) − 1. So r(ws) − v(ws)  r(w) − v(w) + 1. The
result follows. 
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lT (w) = n+ r(w)− v(w) (4.4.1)
for any w ∈ G(m,p,n).
Proof. Keep the notation in 1.7 for w ∈ G(m,p,n). We know that v(w) = t0(w) + r(w) for
any w ∈ G(m,1, n) and that v(w) = 2t (w) for any w ∈ G(m,m,n) (see 1.7). The result is just
Theorems 2.1 and 3.1 when p = 1,m. So in the subsequent discussion, we always assume p ∈
[2,m − 1]. Keep the notation in 1.7 for w = [a1, . . . , an | σ ]. In particular, σ has the expression
(1.7.1).
The result is true for w = 1 since lT (1) = 0, r(1) = n and v(1) = 2n. Now assume w = 1.
Then l := lT (w) > 0. There exist some reflections s1, . . . , sl in G(m,p,n) with ws1s2 · · · sl = 1.
By repeatedly applying Lemmas 4.2 and 4.3, we have
n+ r(w)− v(w) n+ r(1)− v(1)+ l = lT (w). (4.4.2)
It remains to show the inequality
lT (w) n+ r(w)− v(w). (4.4.3)
(i) Assume that the element w is in the subgroup G(m,m,n) of G(m,p,n) with v(w) = 2
(hence t (w) = 1). Then by Theorem 3.1, the element w can be written as a product of n+ r(w)−
2 reflections of G(m,p,n) in G(m,m,n).
(ii) Assume v(w) = 1. Let s = s(n;−c) be with c = ∑j∈[r] cj . Then s is a reflection in
G(m,p,n) and the element sw is in G(m,m,n) with r(sw) = r(w) and t (sw)  1. By The-
orem 3.1, we see that the element sw can be expressed as a product of at most n + r(w) − 2
reflections in G(m,m,n). So w can be expressed as a product of at most n+ r(w)−1 reflections
in G(m,p,n).
(iii) Now assume that P = {P1, . . . ,Pt ,Q1, . . . ,Qu} is a partition of [r] for some t, u ∈ N
with 2t + u = v(w) such that the Pj ’s are w-perfect and the Qk’s are w-semi-perfect. Let
nj = ∑h∈Pj |Ih|, n′k = ∑h∈Qk |Ih|, pj = |Pj | and p′k = |Qk| for j ∈ [t] and k ∈ [u]. Then
n =∑j∈[t] nj +∑k∈[u] n′k and r(w) =∑j∈[t] pj +∑k∈[u] p′k . For any k ∈ [t], define wk =[ak1, . . . , akn | σk] by
akj =
{
aj , if j ∈ Ih for some h ∈ Pk,
0, otherwise
and σk =
∏
h∈Pk
(ih1, ih2, . . . , ihmh).
Also, for any l ∈ [u], define w′l = [al1, . . . , aln | σ ′l ] by
alj =
{
aj , if j ∈ Ih for some h ∈ Ql,
0, otherwise
and σ ′l =
∏
h∈Ql
(ih1, ih2, . . . , ihmh).
By 1.4, we see that wk (respectively, w′l) can be identified with an element, say xk (respec-
tively, x′l ) in G(m,m,nk) (respectively, G(m,p,n′l )) with r(xk) = pk and v(xk) = 2 (respec-
tively, r(x′) = p′ and v(x′) = 1). By (ii), xk (respectively, x′) can be expressed as a product of atl l l l
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and hence so does wk (respectively, w′l) in G(m,p,n).
We have w =∏k∈[t] wk ·∏l∈[u] w′l . By (i)–(ii), the element w can be written as a product of
at most∑
j∈[t]
(nj + pj − 2)+
∑
h∈[u]
(
n′h + p′h − 1
)= n+ r(w)− 2t − u = n+ r(w)− v(w)
reflections in G(m,p,n). This implies the inequality (4.4.3). The result is proved. 
Example 4.5. Let w = [2,4,8,5,2,3,2,7 | (18)(23)(457)(6)] ∈ G(12,3,8). Then r(w) = 4.
We have C(w) = [[c1, c2, c3, c4]] = [[9,12,9,3]] = [[12]]∪ [[9,3]]∪ [[9]]. So v(w) = 2 ·2+1 = 5.
Hence lT (w) = 8 + 4 − 5 = 7.
5. Some properties of the function lT (w)
In applying Theorem 4.4 to calculate lT (w), a problem is how to get the value v(w) in the case
of w ∈ G(m,p,n) with p ∈ [2,m− 1]. Let Λ0(w;m,p) be the subset of Λ(w;m,p) consisting
of all the elements P with 2t (P ) + u(P ) = v(w). Then the above problem is amount to picking
out an element of Λ0(w;m,p) from the set Λ(w;m,p).
Keep the notation in 1.7 for the element w. The following are some properties for the elements
in Λ0(w;m,p).
Lemma 5.1. Take P = {P1, . . . ,Pt ,Q1, . . . ,Qu} ∈ Λ0(w;m,p), where all the Pj ’s are w-
perfect and all the Qk’s are w-semi-perfect. Then the following conditions hold:
(1) No proper subset of Pj and Qk is w-perfect.
(2) No proper subset of Qk is w-semi-perfect.
(3) If cj ≡ 0 (mod m) for some j ∈ [r], then Pl = {j} for some l ∈ [t].
By taking a suitable choice, we can find some P ∈ Λ0(w;m,p) to satisfy one more condition
as follows:
(4) No proper subset of Pj is w-semi-perfect. In particular, {j} is a block of P whenever cj ≡
0 (mod p).
Proof. (1) If some Pj (respectively, Qk) contains a proper w-perfect subset, say Pj1 (respec-
tively, Qk1), let Pj2 = Pj \ Pj1 (respectively, Qk2 = Qk \ Qk1), then Pj2 is w-perfect (respec-
tively, Qk2 is w-semi-perfect). Then
P ′ = {P1, . . . , P̂j , . . . ,Pt ,Q1, . . . ,Qu,Pj1,Pj2}(
respectively, P ′′ = {P1, . . . ,Pt ,Q1, . . . , Q̂k, . . . ,Qu,Qk1,Qk2}
)
is in Λ(w;m,p) with
2t (P ′)+ u(P ′) = 2t (P )+ u(P )+ 2 = v(w)+ 2 > v(w)(
respectively, 2t (P ′′)+ u(P ′′) = 2t (P )+ u(P )+ 2 = 2v(w)+ 2 > v(w)),
contradicting the choice of P .
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Qk2 is either w-perfect or w-semi-perfect. Hence
P ′ = {P1, . . . ,Pt ,Q1, . . . , Q̂k, . . . ,Qu,Qk1,Qk2}
is in Λ(w;m,p) with 2t (P ′) + u(P ′)  2t (P ) + u(P ) + 1 = v(w) + 1 > v(w), again contra-
dicting the choice of P .
(3) Under the assumption of (3), if {j}  Pl for some l ∈ [t], let Pl1 = Pl \ {j}, then Pl1 is
also w-perfect; if {j}  Qk for some k ∈ [u], let Qk1 = Qk \ {j}, then Qk1 is w-semi-perfect.
Let
P ′ =
{ {P1, . . . , P̂l, . . . ,Pt ,Q1, . . . ,Qu, {j},Pl1}, if {j}  Pl for some l ∈ [t],
{P1, . . . ,Pt ,Q1, . . . , Q̂k, . . . ,Qu, {j},Qk1}, if {j}  Qk for some k ∈ [u].
Then 2t (P ′)+ u(P ′) = 2(t (P )+ 1)+ u(P ) = v(w)+ 2 > v(w), contradicting the choice of P .
(4) If Pj contains a proper w-semi-perfect subset, say Pj1, let Pj2 = Pj \Pj1, then Pj2 is also
w-semi-perfect. Hence P ′ = {P1, . . . , P̂j , . . . ,Pt ,Q1, . . . ,Qu,Pj1,Pj2} is in Λ(w;m,p) with
2t (P ′) + u(P ′) = 2t (P ) + u(P ) = v(w). Denote by n(P ) the number of all the w-perfect parts
Pj each of which contains a proper w-semi-perfect subset. Replace P by P ′ and apply induction
on the number n(P )  0, we can eventually get some P ′′ in Λ(w;m,p) with n(P ′′) = 0, as
required. 
Define t1(w) = max{t (P ) | P ∈ Λ(w;m,p)} and u1(w) = max{u(P ) | P ∈ Λ(w;m,p)} for
any w ∈ G(m,p,n).
We have t1(w) = t (w) for w ∈ G(m,m,n). For any w ∈ G(m,p,n), the inequalities r(w)
t1(w)  t0(w) hold in general; the equality r(w) = t1(w) holds if and only if w ∈ G(m,m,n)
and t1(w) = t0(w).
Lemma 5.2. lT (w) n − t1(w) for any w ∈ G(m,p,n). The equality holds if and only if there
exists some P = (P1,P2, . . . ,Pt ) ∈ Λ(w;m,p) with t1(w) = t (P ) and |Pi | = 1 for any i ∈ [t]
(hence t = r(w), t1(w) = t0(w) and P ∈ Λ0(w;m,p), see 1.5).
Proof. By the definition of v(w) in 1.7, we see that the inequality r(w)  t (P ) + u(P ) holds
for any P ∈ Λ(w;m,p). Hence by Theorem 4.4, we have
lT (w) = n+ min
{
r(w)− 2t (P )− u(P ) ∣∣ P ∈ Λ(w;m,p)}
 n− max{t (P ) ∣∣ P ∈ Λ(w;m,p)}= n− t1(w).
Hence lT (w) = n − t1(w) if and only if r(w) = t (P ) + u(P ) and t1(w) = t (P ) for some P ∈
Λ(w;m,p) by Lemma 5.1. So the proof is completed. 
By Lemma 5.2, one can deduce the following results.
Proposition 5.3. Let w ∈ G(m,p,n).
(1) w is a reflection if and only if t1(w) = n− 1.
(2) lT (w) = codimV V w (see 0.2) if and only if there exists some P = (P1,P2, . . . ,Pt ) ∈
Λ0(w;m,p) with |Pi | 2 for any i ∈ [t] such that |Pi | = 2 only if Pi is w-perfect.
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(4) If t1(w) r(w)2 , then lT (w) n.(5) If t1(w) = r(w), then lT (w) = n− r(w).
(6) If u1(w) = r(w), then lT (w) = n.
(7) lT (w) 2n− 1 for any w ∈ G(m,p,n).
(8) lT (w) = 2n − 1 if and only if r(w) = n, t1(w) = 0 and u1(w) = 1. When the equivalent
conditions hold, the element w is a diagonal matrix such that the product of any k < n
diagonal entries is not an (m/p)th root of unity.
Proof. (1) The implication “⇒” follows by the definition of a reflection (see the conditions (1)–
(2) in the Introduction). For the implication “⇐,” we have the inequalities n r(w) t1(w) =
n − 1. If r(w) = n, then w is diagonal with exactly n − 1 diagonal entries equal to 1; if r(w) =
n − 1, then w has n − 2 diagonal entries equal to 1 and has a 2 × 2 monomial minor which is
non-diagonal with the product of non-zero entries equal to 1. Hence w is a reflection in either
case.
(2) By Theorem 4.4, we see that the equation lT (w) = codimV V w if and only if there exists
some P ∈ Λ0(w;m,p) with r(w) + t0(w) = 2t (P ) + u(P ). Then our result follows easily by
Lemma 5.1(3).
(3) is an easy consequence of Lemma 5.2.
(4) lT (w) = n + r(w) − v(w)  n + r(w) − 2t1(w)  n by Theorem 4.4, the fact v(w) 
2t1(w) and the assumption t1(w) r(w)2 .(5) By the discussion in the paragraph preceding Lemma 5.2, we have w ∈ G(m,m,n) and
t1(w) = t (w). So the result follows by Theorem 3.1.
(6) Under the assumption of u1(w) = r(w), we see that for each P ∈ Λ(w;m,p), any w-
perfect block of P contains at least two elements of [r(w)]. Then t (P )  12 (r(w) − u(P )),
i.e., 2t (P ) + u(P )  r(w). This implies lT (w)  n by Theorem 4.4. On the other hand, there
exists some P ∈ Λ(w;m,p) with u(P ) = u1(w) = r(w). Hence lT (w) = n + r(w) − v(w) 
n+ r(w)− u(P ) = n again by Theorem 4.4. So our result follows.
(7) This follows by Theorem 4.4 and the facts that n r(w) and v(w) > 0.
(8) We see by Theorem 4.4 and (7) that lT (w) = 2n− 1 if and only if r(w) = n and v(w) = 1,
while v(w) = 1 if and only if u1(w) = 1 and t1(w) = 0. This proves that lT (w) = 2n − 1 if
and only if r(w) = n, t1(w) = 0 and u1(w) = 1. Then the remaining assertion follows immedi-
ately. 
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