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Feedback traps use closed-loop control to trap or manipulate small particles and molecules in solution. They
have been applied to the measurement of physical and chemical properties of particles and to explore funda-
mental questions in the non-equilibrium statistical mechanics of small systems. These applications have been
hampered by drifts in the electric forces used to manipulate the particles. Although the drifts are small for
measurements on the order of seconds, they dominate on time scales of minutes or slower. Here, we show that
an extended recursive least-squares (RLS) parameter-estimation algorithm can allow real-time measurement
and control of electric and stochastic forces over time scales of hours. Simulations show that the extended-
RLS algorithm recovers known parameters accurately. Experimental estimates of diffusion coefficients are
also consistent with expected physical properties.
I. INTRODUCTION
The feedback trap is a new experimental technique de-
veloped in 2005 by Cohen and Moerner, who termed
it the ABEL (Anti-Brownian ELectrokinetic) trap.1
The technique allows trapping of small particles and
molecules in solution by creating a feedback loop2 where
one images the object to be trapped and then applies
an electric force to the charged object that moves it in
the desired direction. Because direct electric forces are
stronger than the dipolar forces used in optical and mag-
netic tweezers, feedback traps can trap molecules and
submicron particles that are otherwise impossible to con-
fine. It is even possible to trap a single fluorescent dye
molecule in water.3,4
The feedback trap has had two major types of appli-
cation. First, it has been used to probe the physical
or chemical properties of the trapped object. These in-
clude the diffusion constant and electric-field mobility
of single particles,5 their fluctuations,6 and elastic and
dissipation parameters that characterize the internal de-
grees of freedom of more complex objects.7,8 Feedback
traps can also be used to estimate the chemical prop-
erties of single molecules, including photodynamic and
enzymatic properties of biomolecules9 and the interplay
between fluorescence spectroscopy and conformation at
the single-molecule level.10,11
The second kind of application has been to the study
fundamental questions in statistical mechanics. The key
feature of such traps is the ability to impose arbitrary,
time-dependent virtual potentials on particles. For ex-
ample, Cohen studied the motion of a particle in a vir-
tual double-well potential and in radial potentials of the
form U(r) ∼ rn.12
In preliminary work,13 we used time-dependent virtual
potentials to study Landauer’s principle,14,15 which re-
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lates information erasure to thermodynamic work. Our
initial attempts were frustrated by small but persistent
drifts that, over hours or days, led to significant system-
atic errors in work measurements. Extensive investiga-
tion showed that the drifts were mostly caused by poten-
tial offsets that are linked to chemical reactions at the
electrodes used to impose the electric field on the particle.
A secondary cause was temperature-dependent offsets of
the voltage amplifier used to impose potential differences
across the electrodes. We conclude that such drifts have
been present, not only in our work, but in previous exper-
iments, as well, and have an importance that grows with
the duration of measurements. Improving temperature
and potential control can reduce somewhat the magni-
tude of the drifts but cannot make them small enough to
be neglected in long experiments. A recent discussion of
feedback-trap calibration has successfully demonstrated
accurate parameter measurements over short time scales
(up to one minute).4 The focus here is on time scales
of hours, or even days. Such long times are important
in tests of stochastic thermodynamics, which depend on
high-precision statistics for particle trajectories.
Here, rather than try to eliminate drifts, we continu-
ously measure and correct for them in real time as the
experiment runs. We will see that such techniques can
successfully remove the effects of drifts from experimen-
tal data that are collected over days. We also correct
for biases that arise because of subtle correlations in the
noise that enter because of the structure of the feedback
loop. In related work, we have used the techniques de-
scribed here to make the highest precision measurements
of Landauer’s principle achieved to date.16
Below, we describe in detail the methods we used to
carry out the real-time calibration of the feedback trap.
We begin, in Sec. II A by briefly recalling some of the de-
tails of our trap, in particular as they relate to the timing
of data acquisition. In Sec. III, we review the equations
of motion that describe rigid particles in a feedback trap
and show how to cast the equations in a more convenient
and general form, which is required to implement the cal-
ibration. In Sec. IV, we discuss the principles of ordinary
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2and extended recursive least-squares parameter estima-
tion. The basic idea is to recast least-squares fits to allow
old fit parameters to be updated each time a new data
point is taken, rather than redoing the whole fit. The
resulting speedup is important for real-time operation.
In Sec. V, we generalize the previous discussion from one
to two spatial dimensions. The former is easier to follow,
but the latter is what we actually use. In Sec. B, we de-
scribe our control software. Because the methods we use
are real time, they must be integrated with the rest of
the experiment, leading to a rather complex control pro-
gram, whose details are crucial in achieving a successful
calibration. In Sec. VI, we show that our analysis meth-
ods work on simulated data. That is, we show that if we
simulate data with known parameters, then our analysis
routines recover the known parameters. We will see that
the task is complicated by correlations in the noise term
that bias the inference if not accounted for. Finally, in
Sec. VII, we present experimental results. We see conver-
gence similar to that observed in simulations and, in the
case of the diffusion coefficient measurement, argue that
the absolute values are in the expected range, as well. We
conclude that the advances described here show sufficient
mastery of the experiment to obtain reliable thermody-
namic measurements.
II. FEEDBACK TRAP
The operation of a feedback trap is illustrated in Fig. 1.
The trap first acquires an image of an object and uses
image-analysis software to estimate its position [Fig. 1(a)
and (b)]. Based on the observed position (x¯n) and the
chosen virtual potential, the program calculates the force
to be applied as the negative gradient of the imposed po-
tential [Fig. 1(c)]. This force is applied as an electrical
force by applying voltage over the set of two horizontal
electrodes given in Fig. 1(d). At the end of the cycle, a
particle has been displaced relative to its previous posi-
tion because of feedback and thermal (diffusion) forces.
We use a cycle time of 10 ms.
The scheme in Fig. 1 is easily generalized to the two-
dimensional case by calculating the position along the
other axis and inserting an additional set of “vertical”
electrodes in Fig. 1 (d). We thus apply forces along two
directions independently.
A. Experimental setup
Our version of the feedback trap, described more com-
pletely in Ref. 17, uses 210-nm polystyrene beads in wa-
ter, confined in the vertical dimension in an 800-nm-thick
cell and controlled in the two lateral dimensions by two
sets of electrodes. Particle images are recorded using
an EM-CCD camera mounted to a home-built epifluo-
rescence microscope. The digital image is loaded into
a LabVIEW program that uses a centroid algorithm to
!
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FIG. 1. One time step (one cycle) of a feedback trap: (a)
Acquire an image; (b) estimate position (x¯n) from the image;
(c) calculate feedback force as a gradient of potential Fn =
−∂xU(x¯n, t); (d) apply feedback force as an electric force via
set of electrodes. At the end of the cycle, deterministic and
stochastic forces will have changed the particle position.
determine the particle position, calculate the required
forces, and output voltages to two data acquisition de-
vices (DAQs). The analog output of the first DAQ con-
trols the intensity of the excitation laser, regulating it so
that the detected fluorescence intensity stays constant,
even as the particle bleaches, thus keeping the measure-
ment noise constant.
The analog outputs of the other DAQ are used to apply
forces on the particle. They are sent to a home-built
voltage amplifier with a gain of 15 and then applied to
two pairs of electrodes. To limit current flows through
the cell due to capacitative charging, we place a 10 kΩ
resistor in parallel with each pair of electrodes and 1kΩ
resistor in series. Since the electrical resistance of the
flow cell is ≈ 10 MΩ, the voltage drop due to the series
resistor is negligible.
The update time of the feedback trap is set to 10 ms,
while the camera exposure time is 5 ms. The delay be-
tween the mid-point of the camera exposure and the ap-
plication of a feedback voltage response is set to 10 ms.
The timing diagram for the data acquisition is shown in
Fig. 2.
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FIG. 2. Timing diagram for the feedback trap. The parti-
cle’s position is averaged over an exposure time tc, and forces
are updated after ts. The observed position x¯n is used for
calculating feedback force Fn. The force is applied with a
time delay td = ts, measured from the middle of the expo-
sure. Both the deterministic force Fn and the thermal force
ξn affect the unknown real position xn+1.
3III. PARTICLE DYNAMICS IN A FEEDBACK TRAP
Previously,18 we derived the equations of motion for
a particle in a one-dimensional virtual harmonic poten-
tial of the form Uharm(x) =
1
2κx
2, where κ is the force
constant and x the displacement from equilibrium. Here,
we generalize to the case of motion in an arbitrary, time-
dependent virtual potential U(x, t) and then derive an
alternate form of the equations of motion that is more
convenient for numerical simulations and for inferring pa-
rameter values.
A. Coupled one-dimensional equations of motion
Let Fn be the force due to the virtual potential, held
constant over the time interval ts, defined by [tn, tn+1) ≡
[nts, (n + 1)ts). An important point is that the virtual
potential is based on the observed position x¯n rather than
the unknown true position xn. The observed position
x¯n is inferred from a camera image that averages the
motion over a time tc < ts. The response to each camera
exposure is to update the desired force and necessarily
involves a finite time delay, td, which must be at least
1
2 tc. In our experiments, for simplicity, we set td = ts, as
illustrated in Fig. 2.
With that choice of delay, the dynamics are determined
by two coupled, discrete stochastic equations for xn and
x¯n. In the overdamped limit, which applies in all cases
we study, the equations are18
xn+1 = xn +
1
γFnts + ξn (1a)
x¯n+1 = xn +
1
8γ (Fn − Fn−1)tc − ξ(0)n + ξ¯n + χn . (1b)
In Eq. 1a, the true position xn+1 depends on the de-
terministic force Fn = −∂xU(x¯n, tn) applied during time
ts and on the thermal noise ξn. The particle drag co-
efficient γ gives the response to the feedback force and
is related to the diffusion coefficient by Einstein’s law,
D = kT/γ. As we discuss below in Sec. VII B, the con-
fined vertical geometry implies that the drag coefficient γ
is significantly larger than the Stokes-Einstein value for
an isolated sphere. The effects of thermal fluctuations
are approximated, as usual, by a Gaussian random vari-
able ξn, which satisfies 〈ξn〉 = 0 and 〈ξn ξm〉 = 2Dts δmn,
where δmn is the Kronecker delta symbol.
In Eq. 1b, the observed position x¯n+1 depends on the
true position xn but also on the feedback forces during
previous time steps, via the term 18γ (Fn − Fn−1)tc. This
term results from the finite camera exposure: the timing
of the feedback trap is set so that the force is updated,
from Fn−1 to Fn, at precisely the midpoint of the camera
exposure. A change in force at the update then biases
the position, accounting for the 18γ (Fn − Fn−1)tc term.
The noise terms include the effects of thermal noise as
averaged over the camera exposure tc, and the observa-
tion noise χn. A detailed explanation and derivation of
Eq. 1 is given in Ref. 18.
B. Reduction to a single equation of motion
It is convenient to eliminate the unobservable true po-
sition xn from Eq. 1, reducing the two coupled equa-
tions to a single relation that is more suitable for sim-
ulation and further analysis. To accomplish this reduc-
tion, we convert absolute positions into intervals, defining
∆xn ≡ xn+1−xn for true positions and ∆xn ≡ x¯n+1−x¯n
for observed positions. Then,
∆xn = ∆xn−1 + 18γ (Fn − 2Fn−1 + Fn−2)tc − ξ(0)n + ξ(0)n−1 + ξ¯n − ξ¯n−1 + χn − χn−1 . (2)
Substituting ∆xn−1 = 1γFn−1ts + ξn−1 from Eq. 1a gives
∆xn =
ts
γ
[
Fn−1 + 18
tc
ts
(Fn − 2Fn−1 + Fn−2)
]
︸ ︷︷ ︸
deterministic forces ≡F¯n−1
+ ξn−1 − ξ(0)n + ξ(0)n−1 + ξ¯n − ξ¯n−1 + χn − χn−1︸ ︷︷ ︸
stochastic terms ≡ζn
≡ ts
γ
F¯n−1 + ζn , (3)
where terms proportional to ts/γ are deterministic and
are collected into a single effective force, F¯n−1. The
camera-exposure corrections are small (typically . 6%)
so that Fn−1 ≈ Fn−1. See Appendix A for a discussion.
The terms forming ζn in the second grouping are
stochastic and result from thermal fluctuations and ob-
servation noise. The camera integrates Brownian motion
of the particle over the exposure time tc, while the ob-
servation noise χn results from the finite resolution of
the optical microscope and the finite number of photons
collected during the camera exposure.
4Since ζn is a linear combination of Gaussian random
variables with zero mean, it, too, has zero mean and is
characterized solely by its covariance. The effective noise
ζn is not white but has correlations
18–21
〈ζ2n〉 = 2Dts − 23Dtc + 2χ2
〈ζn ζn−1〉 = 13Dtc − χ2
〈ζn ζn−p〉 = 0 , p ≥ 2 . (4)
The cross-correlation 〈ζn ζn−1〉 arises because neighbor-
ing intervals, ∆xn = x¯n+1 − x¯n and ∆xn−1 = x¯n − x¯n−1
share the noise that is present in measurement x¯n. Equa-
tion 4 shows that nearest-neighbor correlations can be
positive or negative, or even zero with a judicious choice
of tc. Note that the observation noise variance χ
2 is shot-
noise limited and thus ∼ t−1c .
For simulations, it is convenient to write the correlated
noise term ζn in terms of uncorrelated Gaussian random
variables ψn, with 〈ψn〉 = 0 and 〈ψnψm〉 = δnm. More
succinctly, ψn ∼ N (0, 1), and
ζn ≡ c+ψn + c−ψn−1 ,
c± =
1
2
(√
2Dts ±
√
2Dts − 43Dtc + 4χ2
)
, (5)
where the constants c± are chosen to satisfy Eq. 4.
C. Generating feedback voltages
Equation 3 does not fully specify the equations of mo-
tion, since we still need to relate the forces Fn to the
applied voltages Vn and to the desired virtual potential
U(x, t). We first relate the desired forces to voltages
placed across the electrodes in the feedback trap. For
the range of applied voltages (generally, |Vn| < 10 V), the
response is linear, so that we expect Fn =
µ
γVn, where
Vn is the voltage applied across the electrodes, γ is the
particle drag, and µ is the mobility. Empirically, how-
ever, we find that Fn =
µ
γ (Vn−V0), where the voltage V0
leads to a drift and reflects amplifier and electrochemi-
cal offsets in the applied voltage. The drift is important
on time scales of minutes and longer. Substituting this
relation into the expression for F¯n−1 in Eq. 3 shows that
F¯n−1 = µγ (V¯n−1 − V0), where
V¯n−1 = Vn−1 + 18
tc
ts
(Vn − 2Vn−1 + Vn−2) . (6)
The equation of motion then becomes
∆xn = tsµ(V¯n−1 − V0) + ζn . (7)
We note that “mobility” is not quite the correct terminol-
ogy, as the standard definition relates the particle drift
velocity to the local field; however, since determining
fields is difficult, it is common practice to state a mobility
in terms of the potential drop across the electrodes.4
We next need to relate forces to the desired virtual
potential U(x, t). At time tn = nts, we output the volt-
age Vn, which is based on the measurement x¯n (whose
midpoint is at tn−1, as shown in Fig. 2). We choose this
voltage so that
µ
γ (Vn−1 − V0) = −∂xU(x¯n−1, tn−1) . (8)
In principle, we should use V¯n−1 in Eq. 8; however, that
choice leads to a numerically unstable algorithm because
it involves taking the ratio of two small numbers, tc8ts and
[∂xU(xn−1, tn−1)− µγVn−1]. Thus, we take advantage of
the fact that V¯n ≈ Vn in writing Eq. 8. (See Appendix A.)
Explicitly,
Vn−1 = −µ−1∂xU(xn−1, tn−1)γ + V0 . (9)
A final simplification is to redefine the drag γ in terms
of diffusion using Einstein’s relation, γ = (kT )/D and to
write the potential in units of kT . Then, collecting all
the equations together, we have
∆xn = tsµ(V¯n−1 − V0) + ζn
V¯n−1 ≡ Vn−1 +
(
1
8
) (
tc
ts
)
(Vn − 2Vn−1 + Vn−2)
Vn = −µ−1∂xU(xn, tn)/D + V0
ζn = c+ψn + c−ψn−1
c± =
1
2
(√
2Dts ±
√
2Dts − 43Dtc + 4χ2
)
ψn ∼ N (0, 1) . (10)
Finally, we note that Eqs. 10 assume that, over the
timescale ts, the equivalent continuous potential does
not change significantly. Such changes can occur in two
ways: by the motion of the particle in a fixed poten-
tial and by the time-dependence of the potential itself.
For the former, we ask that α ≡ ts/tr  1, where tr
is the relaxation time for motion in a potential. In a
harmonic potential with force constant κ, the relaxation
time would be tr =
√
γ/κ. Here, with a general U(x, t),
the force constant generalizes to κ = −∂xxU(x, t), which
is approximately the curvature of the potential function.
Conservatively, κ(x, t) should be evaluated at the point
of maximum curvature. Note that Eq. 8 is for a single
force Fn−1 and must be generalized to F¯n−1 using the
definition in Eq. 3.
IV. ONLINE PARAMETER ESTIMATION
Equation 10 contains four undetermined parameters:
the mobility µ, drift V0, and noise terms c±. From c±, we
can deduce D and χ, assuming that ts and tc are known.
(The latter are known, either because the hardware gives
deterministic control over timing or because we measure
ts and tc independently, as described in Ref. 17.) As
discussed in the Introduction, we need to measure the
5parameters experimentally in real time, while the ex-
periment is running, as opposed to off-line analysis of
recorded data. Real-time parameter values are required
in order to impose correctly the proper virtual potential.
In particular,
• µ relates displacements to voltages;
• V0 allows drift compensation;
• c± sets the scale of the potential relative to kT .
Since most of our experiments last several days and
since photobleaching limits the particle lifetime in a feed-
back trap to a few hours, we need to acquire data for sev-
eral different particles. Each particle has its own radius
and charge, which translates to an individual diffusion
coefficient D and mobility µ, which must be estimated.
The mobility also varies significantly with location in the
cell. The voltage offset |V0| is typically ≈ 200 mV and
the mobility ≈ 10µm/s/V. Together, these lead to drift
velocities v0 = µV0 that are typically 2µm/s. The drift
terms become comparable to diffusion on time scales of
roughly a second, with v0t
∗ ∼ √Dt∗ =⇒ t∗ ∼ D/v20 ≈
1 s. (These are worst-case estimates; often t∗ ≈ 30 s.)
We thus need an algorithm that can calculate a running
average of the parameter estimates over many time steps
while still being fast enough to update at each time step,
since at each time step we need to output the correct
force, based on the current calibration. The RLS algo-
rithm described in the next section can fulfill both re-
quirements.
A. Recursive Least Squares (RLS)
We begin by formulating the parameter-estimation
problem as a linear, least-squares curve-fit. We first
rewrite Eq. 10 in a vector form:
∆xn = ϕ
T
nθ + ζn , (11)
where ϕTn =
(
V¯n−1 1
)
and θ = tsµ
(
1
−V0
)
. If we neglect,
for now, correlations in the noise term ζn, the optimal
estimate θˆ of the parameters is determined by minimizing
the function
χ2(θ) =
N∑
n=0
(∆xn −ϕTnθ)2 . (12)
Because parameter values drift, we will need to esti-
mate them at every time step. Although in principle one
could minimize χ2(θ) at each time step, it is well known
that the least-squares problem can be formulated recur-
sively, with updated estimates of the parameters inferred
from old estimates and new data [see, e.g., Ref. 22, Ch.
2]. If we again assume decorrelated noise, the recursive
algorithm is given by iterating the three RLS equations:
θˆn+1 = θˆn +Ln+1εn ,
Ln+1 =
P nϕn+1
1 +ϕTn+1P nϕn+1
,
P n+1 = (I −Ln+1ϕTn+1)P n , (13)
where P n+1 is the parameter covariance matrix and
where εn = ∆xn+1−ϕTn+1θˆn defines the innovations, the
difference between observed and predicted displacements.
The RLS algorithm is a simplified version of the Kalman
filter,2 and the vector Ln is known as the Kalman gain:
it gives the relative weight of the old parameter estimates
and the new information contained in εn. The estimate
θˆn includes all data collected up to timestep n.
B. Decorrelating the noise
If one does not account for correlations in the noise
term ζn, the parameter estimates will be biased. We can
avoid bias by transforming to new coordinates where the
noise terms are independent.22 We change variables in
Eq. 3 by first applying the Z transform, or generating
function, which is a discrete version of the Laplace trans-
form. For the sequence ζn, the Z transform is
Z[ζn] = ζ(z) ≡
∞∑
n=0
ζn z
−n . (14)
Since ζn = c+ψn + c−ψn−1 and Z[ψn−1] = z−1ψ(z),
Eq. 11 implies that
∆x(z) = [ϕ(z)]
T
θ +
(
c+ + c−z−1
)
ψ(z) , (15)
where ϕT (z) =
(
V¯ (z)
1
1−z−1
)
. Dividing Eq. 15 by(
c+ + c−z−1
)
then gives
∆x(f)(z) =
[
ϕ(f)(z)
]T
θ + ψ(z) , (16)
where the filtered versions of ∆x(z) and ϕ(z) are
∆x(f)(z) =
∆x(z)
c+ + c−z−1
,
ϕ(f)(z) =
(
V¯ (z)
c++c−z−1
(
1
1−z−1
) (
1
c++c−z−1
))
. (17)
Multiplying Eq. 17 by
(
c+ + c−z−1
)
and inverting the
Z transform gives recursive formulae for the filtered ob-
served position ∆x¯
(f)
n and voltage term ϕ
(f)
n :
∆x¯n = c+∆x¯
(f)
n + c−∆x¯
(f)
n−1
=⇒ ∆x¯(f)n = 1c+
(
∆x¯n − c−∆x¯(f)n−1
)
ϕn = c+ϕ
(f)
n + c−ϕ
(f)
n−1
=⇒ ϕ(f)n = 1c+
(
ϕn − c−ϕ(f)n−1
)
. (18)
6In components, the form of the filtered input in Eq. 18
is
(
ϕ
(f)
n
)T
= (V¯
(f)
n−1 c
−1
0 ), where c0 = c+ + c− =
√
2Dts.
In terms of the filtered variables, the relation between
displacement and voltages becomes
∆x¯(f)n =
(
ϕ(f)n
)T
θ + ψn , (19)
Thus, we first recursively filter x¯n and ϕn and then use
the resulting x¯
(f)
n and ϕ
(f)
n in an ordinary RLS algorithm
to estimate θˆn.
C. Time-dependent parameters
The algorithms for determining µn and V0n given in the
previous section implicitly assume that the underlying
parameter values are constant. Empirically, they drift.
To account for the drift, we can reformulate a running-
average version of RLS that weights recent observations
more than ones taken in the past.22 For N measurements,
we write the exponentially weighted χ2 function as
χ2 =
N∑
n=0
λN−n(∆xn −ϕTn θˆn)2 , (20)
which leads to a slightly altered version of the RLS equa-
tions (Eqs. 13):
θˆn+1 = θˆn +Ln+1εn ,
Ln+1 =
P nϕn+1
λ+ϕTn+1P nϕn+1
P n+1 =
1
λ (I −Ln+1ϕTn+1)P n , (21)
In Eq. 21, the forgetting factor λ ∈ (0, 1), with λ =
1 implying that all measurements are equally weighted.
The forgetting factor is conveniently expressed in terms
of a timescale as λ = 1 − 1/τ , since λn = (1 − 1/τ)n ≈
e−n/τ , with n an integer and τ in units of the time step
ts. The forgetting time τ should be chosen shorter than
the drift, to track parameter variations.
Finally, we estimate the particle diffusion coefficient D
and the observation noise χ. The equations for c± relate
the noise correlations of ζn to the diffusion constant and
observation noise. From Eq. 10,
ζn = ∆xn − µnts(V¯n−1 − V0(n−1)) . (22)
After obtaining ζn, we calculate running averages of the
variance and correlation functions:
〈ζ2〉n = 〈ζ2〉n−1 + λ
(
ζ2n − 〈ζ2〉n−1
)
〈ζζ−〉n = 〈ζζ−〉n−1 + λ [(ζζ−)n − 〈ζζ−〉n−1] . (23)
where λ again sets the filtering time, 〈ζ2〉n and 〈ζζ−〉n
are estimates of the variance and unit-lag covariance, re-
spectively, and (ζζ−)n is the new lag-one covariance at
timestep n − 1. The diffusion and the observation noise
are then
Dn =
1
2ts
(〈ζ2〉n + 2〈ζζ−〉n)
χ2n =
1
3Dntc − 〈ζζ−〉n . (24)
The estimators in Eq. 24 are optimal for short single-
particle trajectories.23
Notice that estimating D and χ (equivalently, c±) re-
quires estimates of µ and V0 (see Eq. 22), while estimates
of µ and V0 depend on the filtering operation to decor-
relate the noise and require estimates of c± (see Eq. 17).
We can determine all four parameters self-consistently, a
situation known as extended RLS.
Unfortunately, the extended-RLS algorithm can di-
verge. To make the algorithm converge, we use nomi-
nal c± values initially to estimate µ and V0. Then, after
the initial estimates for µ and V0 have stabilized, we use
those values to refine c± and again estimate µ and V0.
To check that the extended-RLS algorithm converges to
the correct values, we have performed two tests:
• We simulated time series and confirmed that the
inferred parameter values for all four parameters
were consistent with the simulation values. (See
Section VI.)
• We independently measured the observation noise
directly, using the variance in the apparent position
of an immobilized bead on a glass surface.17 The
“stuck bead” values of χ2 agreed with those found
for diffusing particles using the extended-RLS al-
gorithm.
V. TWO-DIMENSIONAL FEEDBACK TRAP
For simplicity, the above discussion was for one di-
mension (1D), while the actual experiment explores two-
dimensional (2D) motion, with the particle confined in
the z direction by using a thin cell. The lateral x-y
coordinate system is defined in terms of the camera’s
pixel array. Most of the previous discussion then directly
generalizes to two dimensions. Since the applied electric
fields are not along the camera coordinate axes, the x-y
equations of motion are coupled and must be unscram-
bled.
Two sets of electrodes, Pairs 1 and 2, impose a 2D
virtual potential. The schematic diagram of the setup is
given in Ref. 17. Empirically, the fields from Pairs 1 and
2 differ by up to 60% in magnitude and deviate from the
x and y axes by up to 45◦. We account for these effects
by introducing a mobility matrix µ
µ =
(
µx1 µx2
µy1 µy2
)
, (25)
where the subscripts indicate the transformation between
V1 and V2 to x and y displacements. Although µ varies
7with position inside the cell (which measures 2 mm
square), we find it to be constant over the scale of virtual
potentials (several microns) at a fixed position within the
cell. We note that µ is proportional to the mobility ×ts,
with a geometrical factor relating applied potentials at
the electrodes to fields at the particle that must be cali-
brated empirically.
The 2D version of Eq. 10 then is
x¯n+1 = x¯n + tsµ(V¯ n−1 − V 0) + ζn , (26)
where all bold quantities other than µ are 2D vectors.
The rest of the 1D analysis carries forward exactly as
before, leading to filtered displacement equations of the
form
∆x¯(f)n = [ϕ
(f)
n ]
Tθ +ψn , (27)
where θ now has 6 elements (4 from the matrix µ and 2
from V0). The voltages are collected into a 2× 6 matrix,
which has only 2 independent components, made from
the voltages from electrode pairs 1 and 2. The noise
ψn ∼ N (0,1), where 0 =
(
0
0
)
and 1 =
(
1 0
0 1
)
.
Rather than writing out Eq. 27 in components, it is
more convenient to split it into two uncoupled equations
with two individual RLS updates that are each based on
three parameters, θTx = ts
(
µx1 µx2 µx1V
(1)
0 +µx2V
(2)
0
)
and
θTy = ts
(
µy1 µy2 µy1V
(1)
0 +µy2V
(2)
0
)
. These equations are
∆x
(f)
n = ts
(
V¯
(1)
n V¯
(2)
n 1
)(f) µx1µx2
µx1V
(1)
0 +µx2V
(2)
0
+ ψ(x)n
∆y¯(f)n = ts
(
V¯
(1)
n V¯
(2)
n 1
)(f) µy1µy2
µy1V
(1)
0 +µy2V
(2)
0
+ ψ(y)n .
(28)
From the RLS fit algorithm,22 we calculate at each
time step two vectors of length 3 that contain time-
varying estimates of each fit parameter. We also calculate
two 3× 3 covariance matrices that give the uncertainties
of the best parameter estimates. We update the best es-
timate and covariance matrix at each time step. Since
the 3× 3 covariance matrix depends only on the inputs,
it is the same for both equations and thus calculated only
once per time step. The forgetting algorithm is used to
estimate µn and V0n, as in the 1D case. The running av-
erages of the diagonal elements of the matrices 〈ζn ζTn 〉
and 〈ζn ζTn−1〉 are used to estimate the vectors Dn and
χn via Eq. 24. (Physically, of course, we expect D and
χ to be the same along x and y. Calculating the two
components independently checks that we have correctly
decoupled the dynamics.)
From the imposed 2D potential U(x, y, t), we generate
forces by taking the negative gradient of the potential,
F n ≡ −∇U(x¯n, y¯n, tn). As in Sec. III C, we update the
voltages at each time step as
V n = −µ−1[D−1∇U(x¯n, tn)] + V 0 (29)
where D =
(Dx 0
0 Dy
)
. One small effect that we do not
model is that the noise components along x and y have
a small cross-correlation arising from the fact that the
number of photons detected is the same for both axes.
We do not observe any effects traceable to this small
correlation.
VI. SIMULATIONS
Simulations of the particle dynamics are useful in
showing that the rather complicated extended-RLS al-
gorithm we propose here actually works. That is, we
will show that we can simulate a data set with known
parameters (µ, V0, D, and χ) and recover their values
accurately.
A. RLS estimate
In Sec. IV A, we introduce the extended recursive least
squares fit, with its associated filtering to decorrelate the
noise. Here, we use simulations to test the RLS algo-
rithm and show that it converges to the correct values
of material parameters in a feedback trap. The method
proposed in Sec. IV A does not depend on the shape of
potential or on how voltages are applied; rather, the only
requirements are that the voltages must vary sufficiently,
so that they are sufficiently persistent, in the language
of adaptive control.22 The greater the voltage range ex-
plored, the faster the algorithm converges.
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FIG. 3. Simulation of RLS mobility estimate without (gray
curve) and with (black curve) proper noise decorrelation.
Dashed line marks the mobility value used in the simulation,
µ = 1 µm / (V ts). Vertical dashed line shows time used for
calibration, 200 s.
In our experiments, we initially trap a particle in a vir-
tual harmonic potential, to let the estimates of its ma-
terial parameters (mobility and diffusion constant) con-
verge sufficiently. To check the procedure, we simulate
a particle in the potential U = 12κx
2 and estimate its
properties. In Fig. 3, we show both filtered and naive
estimates of the unknown mobility. The naive RLS esti-
mate, which neglects nearest-neighbor noise correlations,
is biased down by ≈ 9%.
8We checked parameter convergence in two stages.
First, we assumed that we knew in advance both the
diffusion constant D and the observation noise χ. The
latter can be pre-calibrated accurately, but the former
varies from particle to particle—by a large amount, if
the particle is an aggregate and by a small amount if an
“elementary” size. But the first stage of parameter esti-
mation requires a nominal value of D. In a second set
of simulations, we checked whether a bad guess affected
parameter convergence and saw no difference, even when
the initial estimate for D was off by a factor of ten.
VII. EXPERIMENTAL DATA
In the previous sections, we developed theoretical
methods for measuring particle properties in a feedback
trap. The framework handles properly (decorrelates) the
different sources of noise in the feedback trap and was
tested using simulations in Sec. VI A. Here, we show typ-
ical experimental data confirming that the various pa-
rameters do converge in practical settings.
We discussed a preliminary version of our experimen-
tal setup in Ref. 17 and gave first measurements of power
spectrum and variance, as inferred from time series of po-
sition measurements in a virtual harmonic potential. In
that work, we were not able to measure particle proper-
ties while trapping. The imposed feedback gain (equiv-
alent to mobility) did not, in fact, match that measured
in post-experiment analysis. Moreover, the feedback gain
drifted in time and was not constant. As a result, we had
to treat both the average feedback gain and diffusion co-
efficient as free parameters in a curve fit. With the devel-
opment of the extended-RLS algorithm presented here,
we no longer need to fit parameters to the power spec-
trum. We show that we can use the RLS algorithm to
estimate the parameters and then simply plot the power
spectrum based on those parameters. Figure 4 shows
the remarkable agreement that we can now achieve. In
particular, we note that the solid line, calculated accord-
ing to the theory in Ref. 18, is not a fit but rather a
plot, based on parameters taken from the extended-RLS
formalism presented here. This agreement justifies the
rather complicated extended-RLS analysis of the param-
eters, the results of which we now describe in detail.
A. Extended RLS estimates
The experimental test of our implementation of the
extended-RLS algorithm (Fig. 4) uses a harmonic vir-
tual potential with feedback gain α′ = 0.2. At each time
step, we apply a force proportional to the observed po-
sition, where α′ is the proportionality coefficient, Fn =
−α′ 1Dts x¯n. For small feedback gains, α′ ≈ α = tr/ts,
which was defined above. For the special case of a virtual
harmonic potential, Eq. 29 implies that output voltages
are calculated as V n = −α′µ−1x¯n/ts + V0. In particu-
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FIG. 4. Power spectra for a particle in a feedback trap. Dark
(light) red markers indicate position measurements along the
x- (y)-axis. Solid black line shows the prediction from Ref. 18,
plotted (not fit) using the independently inferred parameters.
lar, they do not explicitly depend on a particle’s diffusion
constant. Nevertheless, the extended-RLS estimation al-
gorithm for µ−1 and V0 uses the diffusion constant as an
input, and the constant also affects the power spectrum
density calculated from the particle’s position measure-
ments.
As discussed in Appendix B, we adjust the forget-
ting parameter λ in several stages (in order to get the
extended-RLS algorithm to converge). Figure 5 shows
an example of particle parameters recorded during an
experiment run. We estimate ten parameters: four for
the mobility µ, two for the drift V0, two for the diffusion
D and two for the observational noise χ. The time se-
ries in Fig. 5 shows several stages in the convergence of
three parameters: the mobility component µx1, the drift
voltage along one pair of electrodes V0(1), and the dif-
fusion D along x-axis. The full convergence occurs over
five stages, denoted (a)–(e). Stage (a) occurs after a
new particle is detected. During this time, the illumina-
tion is adjusted so that the light intensity detected from
the trapped bead matches the setpoint value. Feedback
voltages are generated using initial guesses for inverse
mobility and drift. In Stage (b), the RLS estimate is
turned on, with a short time constant τ = 10, which is
increased to τ = 100 in Stage (c). (The time constants
are given in units of ts = 10 ms.) The initial guesses are
replaced by their RLS estimates in Stage (d). Finally, in
Stage (e), the time constant is set to τ = 1000, and we
record data for further analysis.
Returning to Fig. 4, we see that the good agreement
between power-spectrum data and the corresponding the-
ory from18 requires accurate estimates of the timing pa-
rameters ts = 10 ms, td = 10 ms (delay), and tc = 5 ms,
of the observation noise χ = 40 nm, and of the diffusion
constant D = 1.54± 0.06µm2/s. The diffusion constant
is calculated from the mean value of the RLS estimate
for D shown in Fig. 5, and its uncertainty is a systematic
error due to the length calibration. As discussed below,
the statistical error is negligible.
Figure 4 also shows that the experimental data along
both axes are similar, as expected physically (both di-
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FIG. 5. Experimental estimates of the mobility component
µx1, drift voltage along one pair of electrodes V0, diffusion
coefficient D, and observed position x along the x-axis. Es-
timates of unknown parameters converge in 5 stages as the
convergence time τ is adjusted, as discussed in App. B 2: (a)
No RLS estimate. (b) and (c) Initial convergence with τ =
10 and τ = 100, respectively. (d) Initial guesses for particle’s
properties are replaced by RLS estimates. (e) Full conver-
gence, with time constant set to τ = 1000.
rections are equivalent). The result has stronger im-
plications, as it also means that we have properly es-
timated the off-diagonal elements of the mobility matrix.
Incorrect values would lead to differences in the power
spectrum, as well as cross correlations (arising because
a voltage that is supposedly aligned along one camera
axis has components along the other axis). In Fig. 6,
we show how the applied voltages affects the observed
position. Although the applied voltages are highly corre-
lated [Fig. 6 (a)], due to mobility matrix µ, they create
an independent and uncorrelated position measurements
[Fig. 6 (b)]. We use Fig. 6(b), together with the power
spectrum analysis in Fig. 4, to test whether particle dy-
namics follow the imposed virtual potential.
B. Estimating the diffusion constant
The extended RLS estimation algorithm successfully
converges to the various parameter values used in nu-
merical simulations and experimental runs. But are the
values that we deduce in the experiment correct? To an-
swer this question, we must first estimate independently
the expected values of these parameters. For the mo-
bility, the charge on each particle is unknown, and the
complexity of the electrode and cell geometry means that
we do not know the electric field at the particle—only
2 V 0.5 µm
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µ
FIG. 6. Experimental scatter plot showing decorrelation
transformation (the matrix µ defined in Eq. 25) between volt-
ages and positions. (a) Voltage applied to Electrode 2 vs.
voltage applied to Electrode 1; (b) Position measurements, y
vs. x.
the voltage at the electrodes. Mobility measurements
are thus relative.
We can do better estimating the lateral diffusion con-
stant. For an isolated sphere of radius r in a fluid of
viscosity η of infinite extent, the Stokes-Einstein rela-
tion gives D∞ = kT/γ, with the fluid drag coefficient
γ = 6pirη. However, r, T , and η must be estimated. In
addition, the particle is not in an infinite fluid medium
but is confined between two parallel plates, an effect that
increases the drag γ and reduces the measured D.
1. Diffusion in an infinite medium
We first estimate D∞. The radius is known to ±3%.17
The temperature varies considerably day to day in the
laboratory but can be measured to ±1◦C by placing a
thermistor near the sample during the experiment. The
uncertainty in absolute temperature is small (0.3%), but
that of water viscosity due to temperature uncertainty is
more significant, ±3%.24 Together, these imply a ±5%
uncertainty in D∞. For r = 100 nm and T = 26◦C, the
nominal value is 2.4 ± 0.1 µm2/s.
2. Diffusion in a confined medium
The dominant uncertainty in the estimation of γ and
D is due to the uncertainty in the absolute sample thick-
ness. Because the particle diameter is ≈ 210 nm and the
nominal plate spacing is ≈ 800 nm, confinement effects
are strong. Qualitatively, the extra shear between fluid
that pinned to the moving sphere boundary and fluid at
the stationary cell plate boundary increase γ and reduce
D. Below, we argue that the electrostatic repulsion from
the walls implies that the particle is usually near the cen-
ter of the cell, where the diffusion coefficient Dmid is well
approximated by the fifth-order expansion,25
Dmid
D∞
≈ 1− 1.004β + 0.418β3 + 0.21β4 − 0.169β5 , (30)
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where β = r/d is the ratio between the particle radius r
and the cell thickness d. Unfortunately, while we use a
profilometer to measure cell thickness prior to assembly,
we do not have a direct way of measuring d, the thickness
of the assembled, filled cell. We estimate the uncertainty
in d to be about ±200 nm (± 25%) from the optical
images of particles that move in and out of focus in the
feedback trap. The depth of focus is ≈ 500 nm, and
we can compare particle images to standard out-of-focus
images, leading to a range of 600–1000 nm in particular
samples and a similar ±25% uncertainty in D.
3. Electrostatic repulsion from the walls
We have assumed that the particle is mostly near the
cell’s midplane. How good is this approximation? To
avoid having particles stick to the cell walls, we ensure
that both the glass walls and latex spheres are negatively
charged.17 Electrostatic forces in water are screened by
counterions, over a length scale quantified by the Debye
length (λD). The Debye length in pure, deionized water
is 960 nm, but CO2 in the air and impurities from the
sample cell reduce the screening. Behrens and Grier26
reported the Debye length in “real” water to be 275 nm.
Although much reduced, such a length is still significant
on the scale of the 800 nm cell and implies that the par-
ticle will spend most of its time near the midplane of the
cell.
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FIG. 7. Effects on the diffusion in confined geometry due to
hydrodynamic and electrostatic effect for a cell of thickness
d = 800 nm. The solid line is based on the superposition
of two independent one-wall corrections (dotted gray lines).
The solid gray line is the midpoint diffusion approximation.
Shaded area is the Debye length λD.
Figure 7 combines our analysis of hydrodynamic drag
and electrostatic repulsion in a confined geometry. The
gray shaded area shows the screening (Debye) length,
from which the particle is effectively excluded. The parti-
cle is nearly always in the central area, where D ≈ Dmid,
with at most a 5% overestimate.
4. Test of diffusion measurements
As a quantitative test of these ideas, we measured D in
a cell with nominal parameters d = 800 nm, T = 26◦C,
r = 105 nm. Using 400 s of data in a harmonic trap, we
found D = 1.54 ± 0.06 µm2/s, where the uncertainty is
dominated by the precision of the length calibration be-
tween camera pixels and absolute length. (The statistical
error from the fit, 4×10−5 µm2/s, is negligible.) The ex-
perimental measurement is consistent with the mid-plane
estimate of Dmid = 1.8± 0.5 µm2/s. The uncertainty in
the latter estimate is dominated by the systematic error
due to the uncertainty in cell thickness. Using a smaller
particle or thicker cell would reduce that source of sys-
tematic error. Such tests are not possible in the current
setup, as smaller particles require faster update times ts,
and thicker cells require either tracking the vertical di-
rection or an imaging system with large depth of focus.
Nonetheless, the important point is that the values that
we measure for the diffusion constant are consistent with
expectations, given the experimental geometry.
VIII. CONCLUSION
We have shown that an extended-RLS algorithm allows
one to reconstruct accurately the mobility and diffusion
constants of particles in a feedback trap. In further work,
we have used the procedures developed here to study
Landauer’s principle, which gives a lower bound to the
amount of work needed to erase a bit of information.
It is interesting to compare the present study with
the recent work of Wang and Moerner4. In the latter
work, camera images are replaced by a continuously scan-
ning laser and a single-pixel detector that detects indi-
vidual photon counts.3,27 Each individual count leads to
an updated estimate of particle position, using a mod-
ified Kalman filter. The advantage of such a setup is
vastly increased speed and a simplicity that comes from
having instantaneous estimates of particle position (no
camera exposure effects). The limitations are that in-
terpreting extended objects becomes difficult. In addi-
tion, the presence of background photons leads to non-
Gaussian statistics and the need for more sophisticated
algorithms (expectation-maximization in Ref. 4 and as-
sumed density filter in a related work28). Both of those
algorithms are significantly more complicated than the
extended-RLS algorithm here.
The algorithm given here will simplify even more if we
can shorten the camera exposure to make the camera-
correction terms not just small but completely negligi-
ble. To keep the observation noise at the same level, we
would then have to compensate for the shorter exposure
by increasing the illumination intensity. Higher intensi-
ties can lead to accelerated photobleaching of fluorescent
molecules, but non-fluorescent imaging that depends on
detecting scattered light would not suffer from such prob-
lems. Gold nanoparticles, which show strong plasmonic
11
scattering at wavelengths that depend on their size, are
attractive candidates for such studies.
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Appendix A: Effect of camera exposure
To see that Fn−1 ≈ Fn−1, we define the deviation
δFn−1 = Fn−1 − Fn−1 and consider
〈(δFn−1)2〉
〈F 2〉 =
(
tc
8ts
)2 〈(Fn − 2Fn−1 + Fn−2)2〉
〈F 2〉
=
(
tc
8ts
)2 (6〈F 2〉 − 8〈F F−1〉+ 2〈F F−2〉)
〈F 2〉 ,
(A1)
where 〈F 2〉 ≡ 〈F 2n〉. We drop the n index because
of the homogeneity in time. The 〈F F−1〉 term sim-
ilarly contains contributions from both 〈Fn Fn−1〉 and
〈Fn−1 Fn−2〉. Next, we recognize that the forces Fn are
correlated on a relaxation time scale tr that is given by
tr = κ/γ, where γ is the fluid drag and where κ is the lo-
cal curvature of the potential. That is, near the position
xn, the potential is locally U(x) ≈ 12κ(x−xn)2. If we de-
fine, as above, α = ts/tr, then the overdamped-dynamics
correlations are given by
〈F F−p〉 ≈ 〈F 2〉e−|p|α , (A2)
The expression in Eq. A1 is then
6〈F 2〉 − 8〈F F−1〉+ 2〈F F−2〉
≈ 6〈F 2〉 − 8〈F 2〉e−α + 2〈F 2〉e−2α
= 4α〈F 2〉+O(α2) . (A3)
Substituting back into Eq. A1 then gives√
〈(δFn−1)2〉
〈F 2〉 =
(√
αtc
4ts
)
≈ 0.06 , (A4)
for α = 0.2 and tc/ts = 0.5. We note that V¯n ≈ Vn, by
the same argument.
Appendix B: Control program
As noted in the main text, the extended-RLS algo-
rithm can diverge, and careful attention to the initial
iterations is crucial for convergence. These initial itera-
tions inevitably are strongly coupled to the actual func-
tioning of the control program. The experimental pro-
tocol is complicated, because particles may bleach and
need to be discarded, because new unwanted particles
may diffuse into the field of view, etc. Here, we first give
a simplified overview of trap operation and then provide
a more detailed account.
1. Overview
Figure 8 shows a simplified flowchart of the control
software. The basic structure is that of a state machine:
at each time step, an image is acquired, the program
determines the trap state and then responds by selecting
a given operational mode. In the simplified version given
in Fig. 8, there are three modes:
FIG. 8. Simplified flowchart of the control program. The
three basic modes of operation are indicated by the shaded
blue boxes.
• Search: No particle is present and we apply a large
voltage to sweep new particles into the field of view.
• Calibrate: A new particle is present and its proper-
ties are being calibrated, a process that takes 400
s.
• Measure: A calibrated particle is present, and we
apply the appropriate virtual potential, updating
the calibration to account for drifts. The update
uses the extended RLS algorithm described above.
In the simplified Fig. 8, the trap operates mostly in the
Measure state and follows a loop that starts from “Ac-
quire image” and proceeds downwards to “Apply volt-
age,” before looping back to acquire another image. If
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there are problems—no good particle is detected (i.e.,
because it has bleached or because an unwanted parti-
cle has diffused into the field of view)—then the system
switches to search mode, where it flushes the existing
particle and searches for a new one by imposing a large,
constant voltage. Once a new particle has been found,
the trap enters a calibration mode, to let parameter es-
timates stabilize, before new measurements can proceed.
2. Details
The description in Section B 1 leaves out many details.
Figure 9 shows the complete flowchart for trap operation.
There are eight possible particle states, and the program
responds by operating in one of four modes of operation.
The states depend on the number of particles in the field
of view (0 or 1 or ≥ 2) and are further classified into
substates, as follows:
• Single particle: good | unknown | partially known
| bleached | aggregate
• Two or more particles: comparable intensities | one
is significantly brighter
• No particle present.
The modes of operation are Search, Calibrate, Measure,
Flush.
FIG. 9. Full flow chart with automated event identification
and detailed event handling.
We also introduce two different timers. The first is
denoted by t and measures the time since a new parti-
cle was detected. This time is also used for defining the
protocols of time-dependent potentials. The second time
is denoted by tfl and counts the time since an unwanted
particle was detected. It is reset to zero when an un-
wanted particle is detected and when unwanted particles
are flushed. Flushing is accomplished by setting a large
voltage (6 V). The mode operates until tfl = 2 s. Note
that images are acquired every ts = 10 ms while the trap
operates in flush mode, but their content is ignored until
the flush is complete.
After the cell is flushed, we maintain the same large DC
voltage. Now, however, its purpose is to search for a new
particle. We then analyze each acquired image. Based on
the summed light intensity in the image, we determine
whether a particle is present,17 which we infer if the inten-
sity is higher than a threshold value (I > Ith) during two
consecutive time steps. We input the observed position
of a new particle and the associated applied voltages into
the RLS algorithm to estimate the material parameters.
We occasionally encounter instability when the initial pa-
rameter guess is too far off, especially when they are over
estimated. In such cases, the program simply flushes and
then reverts to search mode.
When a new particle is detected, we reset the covari-
ance matrix P in Eq. 21 by multiplying all elements by
104. We also set the forgetting factor to λ = 0.99 (or τ
= 100). Then, after 20 s, we increase τ to 1000 and con-
tinue to update the RLS algorithm. For 100 < t < 200 s,
we use an ordinary RLS algorithm with fixed c± to es-
timate µ and V 0. During this time, the RLS algorithm
converges to a constrained steady state. For t > 200 s,
we let the noise parameters c± vary in the full extended
RLS algorithm. This elaborate initialization procedure
keeps the extended-RLS algorithm from diverging.
After the initial RLS convergence (t = 200 s), we in-
crease the forgetting factor lifetime to τ = 10 000 and
start the full extended RLS algorithm. We also start
to estimate D and χ, using Eq. 24. The RLS conver-
gence is not sensitive to the value of D; however, the
shape of imposed potential is. It takes an additional
200 s for the RLS algorithm and D estimate to fully
converge (t < 400 s). If the estimated diffusion coeffi-
cient is smaller than a threshold value Dth, we conclude
that the particle is an aggregate and flush it.
After the RLS algorithm has fully converged, we im-
pose the virtual potential and perform the work measure-
ments. At each time step, we check whether a particle has
bleached, by examining the laser output power. The laser
operates in a proportional-integral feedback loop that at-
tempts to keep the fluorescence intensity constant by al-
tering the input laser power, which saturates at a high
value when the particle is too dim.17 If the particle has
bleached, we flush it. We also test the noise term ζn at
each time step. From Eq. 22, this noise term can be inter-
preted as the difference between the measured displace-
ment ∆xn and the displacement tsµ(V¯n−1−V0) imposed
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by the feedback trap. If the difference between observed
and imposed displacements is too big (ζn > ζmax), then
two or more particles may be present in the observation
area. This happens when a new, unwanted particle dif-
fuses into the observation area and then is mis-tracked by
image analysis algorithm. The inferred position of such
a particle is usually located in between the actual posi-
tions of old and new particles, leading to a sudden, large
“displacement” ζn. In this case, we flush both particles.
Sometimes, one particle is significantly brighter than the
other. In this case, we keep it and use it to calibrate the
system. The dimmer particle is not trapped and quickly
leaves the field of view. It also becomes immediately less
visible after the AOD control algorithm reduces the laser
intensity.
Each of the four possible modes of operation generates
two voltages at each time step, which are sent to the two
electrode pairs to create the desired displacements.
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