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Kapitel 0
Einleitung
Dem Wunsch entsprungen, das verallgemeinerte Borsuk-Ulam-Theorem aus [16] bezie-
hungsweise [9] fu¨r fundamentale Korrespondenzen durch Einbeziehung von Orientierung
weiter zu verallgemeinern (denn die angegebenen Quellen bescha¨ftigen sich vorrangig mit
Z2-Koeffizienten), ist das Ziel dieser Arbeit, die Existenz der sogenannten Dachabbildung
in Cˇech-Homologie mit Z-Koeffizienten nachzuweisen.
Die Existenz dieser Abbildung ist wesentlich fu¨r die Gu¨ltigkeit des verallgemeinerten
Borsuk-Ulam-Theorems, denn sie hat die nu¨tzliche Eigenschaft, unter den passenden Vor-
aussetzungen die Fundamentalklasse einer Mannigfaltigkeit auf
”
die Fundamentalklasse“
der zugeho¨rigen
”
Giebelmannigfaltigkeit“ abzubilden, worauf im letzten Abschnitt der Ar-
beit na¨her eingegangen wird.
Es war also no¨tig, die Giebelkonstruktion Ó (X,A), die fu¨r ein topologisches Raumpaar (X,A)
durch Ó (X,A) := (ËX, ÁA) := (pXτ (X ×X), pXτ (X × A) ∪ pXτ (A×X) ∪ pXτ (4X))
definiert ist, auf ihre Orientierungseigenschaften zu untersuchen.
Hierbei bezeichnet pXτ : X ×X → X ×X/τ die von der koordinatenvertauschenden Invo-
lution τ : X ×X → X ×X induzierte Projektion.
Ebenso beno¨tigt die Definition der Dachabbildung das simpliziale Kreuzprodukt, welches
zu Beginn des zweiten Kapitels bezu¨glich seiner vorzeichenrelevanten Eigenschaften be-
leuchtet wird.
Im Entstehungsprozess der Arbeit stellte sich dann heraus, dass die gewu¨nschte Verall-
gemeinerung der Dachabbildung nur in geraden Dimensionen mo¨glich ist, genauer gesagt
macht sogar die Definition der Dachabbildung nur in geraden Dimensionen Sinn. Die Ur-
sache hierfu¨r ist die Verstrickung der koordinatenvertauschenden Involution in die Defini-
tionen, die in ungeraden Dimensionen
”
die Orientierung umkehrt“, was im zweiten Kapitel
nachgelesen werden kann.
Schließlich war es auch no¨tig, sich mit Cˇech-Homologie zu befassen, denn in dieser soll
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die Dachabbildung insbesondere existieren. Im ersten Kapitel werden daher die verschie-
denen Mo¨glichkeiten, die Cˇech-Homologie zu definieren, beschrieben und verglichen. Das
Hauptresultat des ersten Kapitels wird fu¨r den entscheidenden Existenzbeweis fu¨r gerade
Dimensionen beno¨tigt.
Kapitel 1
Zwei Varianten der Cˇech-Homologie
Eine Suche nach der Definition von Cˇech-Homologie wird mo¨glicherweise zu zwei unter-
schiedlichen Ergebnissen fu¨hren. Das eine, das wohl als klassische Variante zu betrachten
und zum Beispiel in [7] zu finden ist, legt den inversen Limes der Homologiegruppen des
Nervs der verschiedenen mo¨glichen offenen U¨berdeckungen zu Grunde. Andererseits nutzt
die beispielsweise in [4] definierte Variante den inversen Limes der Homologiegruppen von
offenen Umgebungen in einem umliegenden euklidischen Umgebungsretrakt. Dieses erste
Kapitel soll die Isomorphie dieser beiden Definitionen zeigen.
1.1 Limes
Beide Definitionen der Cˇech-Homologie haben den inversen Limes gemein. Der sich an-
schließende erste Abschnitt des Kapitels soll Grundlegendes zum Thema
”
inverser Limes“
zusammenfassen. Er basiert auf der Darstellung in [4]. Da ausschließlich vom inversen Limes
die Rede sein wird, nennen wir diesen ab jetzt der Einfachheit halber schlicht
”
Limes“.
Einen kontravarianten Funktor I : Λ → K zwischen Kategorien Λ und K bezeichnen
wir als Kofunktor. Eine (natu¨rliche) Transformation ϕ : I → J zwischen zwei Kofunktoren
I, J : Λ → K ist eine Abbildung, die jedem Objekt λ ∈ Λ einen Morphismus ϕλ der
Kategorie K zuordnet, na¨mlich ϕλ : Iλ → Jλ, so dass fu¨r alle Morphismen α : λ → µ in
Λ folgendes Diagramm kommutiert:
Iµ
ϕµ //
Iα

Jµ
Jα

Iλ ϕλ
// Jλ
Bezeichnen wir fu¨r ein Objekt K ∈ K den durch dieses Objekt definierten konstanten
Funktor Λ → K ebenso mit K, so ist eine (natu¨rliche) Transformation ϕ : K → I durch
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eine Familie von Morphismen {ϕλ : K → Iλ}λ∈Λ gegeben, so dass fu¨r alle Morphismen
α : λ→ µ aus Λ folgendes Diagramm kommutiert:
Iµ
Iα

K
ϕµ
>>}}}}}}}}
ϕλ !!B
BB
BB
BB
B
Iα
Das heißt, dass ϕλ = Iα(ϕµ) fu¨r alle Morphismen α : λ→ µ ist.
Eine Transformation u : L → I mit L ∈ K heißt universell, falls es fu¨r alle Transforma-
tionen ϕ : K → I einen eindeutigen Morphismus ψ : K → L gibt, so dass ϕ = uψ ist, also
falls
K (K,L) ∼= Transf(K, I), ψ 7→ uψ
gilt.
Definition 1.1. Sei I : Λ → K ein Kofunktor zwischen Kategorien Λ und K . Existiert
eine universelle Transformation u : L→ I, so heißt L der Limes von I, wofu¨r die Schreib-
weise L = lim(I) verwendet wird.
Da der Limes bis auf Isomorphie eindeutig ist, ist seine Definition sinnvoll.
Lemma 1.2 (Eindeutigkeit des Limes bis auf Isomorphie). Sei I : Λ→ K ein Kofunktor
zwischen Kategorien Λ und K . Seien weiterhin u : L→ I und u′ : L′ → I zwei universelle
Transformationen. Dann gibt es einen eindeutigen Morphismus κ : L→ L′, so dass u = u′κ
und κ : L ∼= L′.
Beweis. Da u universell ist, gibt es ein eindeutiges κ′ : L′ → L mit u′ = uκ′. Aus der
Universalita¨t von u′ bekommen wir genauso κ : L→ L′ mit u = u′κ. Es ist also
u = uκ′κ ⇒ κ′κ = idL, da u universell
u′ = u′κκ′ ⇒ κκ′ = idL′ , da u′ universell.
In einigen Fa¨llen gibt es Sa¨tze fu¨r die Existenz eines Limes und sogar Aussagen daru¨ber,
wie dieser konkret aussieht. Spa¨ter werden folgende Begriffsbildungen und der anschließen-
de Satz von Bedeutung sein:
Definition 1.3 (Quasiordnung, gerichtete Menge, inverses System). Eine Relation λ < µ
auf einer Menge Λ heißt Quasiordnung, falls sie reflexiv und transitiv ist. Es ist mo¨glich
und oft sinnvoll, eine quasi-geordnete Menge Λ als Kategorie aufzufassen, wobei die Ob-
jekte die Elemente von Λ sind und jede Beziehung , λ < µ‘ ein Morphismus λ→ µ ist.
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Eine solche Menge wird gerichtet genannt, falls es fu¨r alle Paare λ, λ′ ∈ Λ ein µ ∈ Λ gibt,
so dass λ < µ und λ′ < µ gilt.
Fu¨r eine quasi-geordnete Menge Λ und eine Kategorie K definiert ein Kofunktor
I : Λ → K ein inverses System in K . Fu¨r den Morphismus λ < µ in Λ bezeichnet
Iµλ den Morphismus I
µ
λ := I(λ < µ) : Iµ→ Iλ.
Der Limes eines inversen Systems existiert fu¨r die fu¨r uns wichtigen Kategorien immer
und hat eine Darstellung, die spa¨ter hilfreich im Umgang mit ihm sein wird.
Satz 1.4 (Limes eines inversen Systems). Sei I : Λ→ K ein inverses System. Hier kann
K beispielsweise die Kategorie der abelschen Gruppen, der Moduln oder der Komplexe
sein. Dann existiert der Limes lim(I) immer, und es ist
lim(I) =
{
x = {xν} ∈
∏
ν∈Λ
Iν | xλ = Iµλxµ ∀(λ < µ)
}
Beweis. Setze
L :=
{
x = {xν} ∈
∏
ν∈Λ
Iν | xλ = Iµλxµ ∀(λ < µ)
}
und sei ϕ : K → I eine Transformation fu¨r ein Objekt K ∈ K .
Wegen der universellen Eigenschaft des Produktes gibt es einen eindeutigen Morphismus
ψ : K → ∏
ν∈Λ
Iν , so dass ψ(k) = {ϕλk}λ∈Λ fu¨r alle k ∈ K.
Fu¨r ein Element {ϕλk}λ∈Λ aus dem Bild von ψ gilt: ϕλ(k) = Iµλϕµ(k) fu¨r alle λ < µ, da ϕ
eine Transformation ist. Das heißt aber, dass ψ eine Abbildung nach L ist.
Sei u : L → I die Transformation, bei der uλ : L → Iλ die Projektion auf die λ−te Kom-
ponente ist. Dann gilt nach Konstruktion ϕ = uψ und u ist somit universell.
1.2 Ein kofinaler Funktor
Immer im Auge behaltend, dass wir die Isomorphie zweier Limes zeigen wollen, fu¨hren wir
nun den Begriff des schwach und den des stark kofinalen Funktors ein. In Satz 1.6 werden
wir sehen, dass Kofinalita¨t ein starkes Werkzeug ist, um Limes zu vergleichen.
Entscheidender Bestandteil des Abschnitts ist ein aufwa¨ndiges Beispiel eines stark kofinalen
Funktors von der Kategorie der offenen Umgebungen eines Raumes X in die zur Kategorie
eines Polyeders unter X duale Kategorie.
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1.2.1 Definitionen und Satz
Die Begriffsbildung des kofinalen Funktors und der nachfolgenden Satz sind in [4] nachzu-
lesen, ebenso wie die Definition des konkreten kofinalen Funktors und die der zugeho¨rigen
Kategorien, die in diesem Abschnitt beleuchtet werden sollen.
Schwache und starke Kofinalita¨t wird wie folgt definiert:
Definition 1.5 (Kofinalita¨t). Ein Funktor Θ: Ω → Λ heißt schwach kofinal, falls es fu¨r
alle λ ∈ Λ einen Morphismus λ→ Θ(ω) fu¨r ein ω ∈ Ω gibt. Solch ein Funktor heißt stark
kofinal, falls zusa¨tzlich jedes Paar von Morphismen Θω1 ← λ → Θω2 mit ωi ∈ Ω und
λ ∈ Λ zu einem kommutativen Diagramm wie folgt vervollsta¨ndigt werden kann:
Θω1
Θg1
""E
EE
EE
EE
E
λ
=={{{{{{{{
!!C
CC
CC
CC
C Θω
Θω2
Θg2
<<yyyyyyyy
Hierbei sind gi : ωi → ω Morphismen in Ω.
Der nachfolgende Satz zeigt, wie nu¨tzlich die Begriffsbildung der Kofinalita¨t fu¨r unsere
Zwecke sein kann.
Satz 1.6. Sei Θ: Ω → Λ ein Funktor. Fu¨r jeden Kofunktor I : Λ → K und jedes Objekt
K ∈ K definiere E = IΘ und
Θˆ : Transf(K, I)→ Trans(K,E) durch (Θˆϕ) = ϕΘω.
1. Ist Θ schwach kofinal, so ist Θˆ injektiv.
2. Ist Θ stark kofinal, dann ist Θˆ bijektiv. Außerdem gilt: u : L → I ist universell ⇔
Θˆ(u) : L→ E ist universell.
Lemma1.2⇒ lim(E) ∼= lim(I), falls einer dieser beiden existiert.
Beweis.zu 1.) Betrachte zuerst, warum fu¨r eine Transformation ϕ ∈ Transf(K, I) das Bild
ψ := Θˆϕ ∈ Transf(K,E) ist. Sei hierfu¨r g : ω1 → ω2 ein Morphismus in Ω. Es ist
ψω1 = ϕΘω1
= I(Θg)(ϕΘω2) , da ϕ eine Transformation ist
= Egψω2 .
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Da dies zeigt, dass Θˆ eine Abbildung wie gefordert ist, soll nun die Injektivita¨t nach-
gewiesen werden:
Sei wie eben ϕ ∈ Transf(K, I) eine Transformation. Da Θ schwach kofinal ist, existiert
fu¨r alle λ ∈ Λ ein Morphismus f : λ→ Θω fu¨r ein ω ∈ Ω. Es gilt
ϕλ = If(ϕΘω) = If(Θˆϕ)ω,
da ϕ eine Transformation ist. ϕ wird auf diese Art und Weise durch Θˆϕ ausgedru¨ckt,
woraus folgt, dass Θˆ injektiv ist.
zu 2.) Ein Inverses zu Θˆ kann wie folgt konstruiert werden:
Fu¨r eine Transformation ψ ∈ Transf(K,E) definiere Uψ ∈ Transf(K, I) durch
(Uψ)λ := Ifψω, wobei (ω, f) passend zu λ gewa¨hlt sind, so dass f : λ → Θω ein
Morphismus in Λ ist. Im Allgemeinen wird die Definition von Uψ von der Wahl
von (ω, f) abha¨ngen. Das ist nicht der Fall, wenn Θ stark kofinal ist. Denn fu¨r zwei
Wahlen f1 : λ → Θω1 und f2 : λ → Θω2 ko¨nnen gi : ωi → ω fu¨r i = 1, 2 gefunden
werden, so dass gilt:
Θg1 ◦ f1 = Θg2 ◦ f2. (1.1)
Dann folgt
I(fi)ψωi = I(fi)E(gi)ψω , da ψ eine Transformation ist
= I(fi)I(Θ(gi))ψω , nach der Definition von E
= I(Θ(gi)fi)ψω , da I ein Kofunktor ist.
Der letzte Term ha¨ngt wegen (1.1) nicht von i ab .
Es bleibt zu zeigen, dass Uψ eine Transformation und U invers zu Θˆ ist. Fu¨r ersteres
sei e : µ→ λ ein Morphismus in Λ und f : λ→ Θω wie eben. Es ist
Ie(Uψ)λ = IeIfψω = I(fe)ψω = (Uψ)µ,
was genau die Transformationseigenschaft fu¨r Uψ darstellt. Weiter gilt
(UΘˆϕ)λ
Def.
= If(Θˆϕ)ω
Def.
= IfϕΘω
ϕTrafo
= ϕλ
(ΘˆUψ)ω
Def.
= (Uψ)Θω
Def.
= I(id)ψω
ψTrafo
= ψω,
also ist U invers zu Θˆ und Θˆ somit bijektiv.
Fu¨r den zweiten Teil der Behauptung in 2. sei u : L → I universell. Dann ist
K (K,L) ∼= Transf(K, I), und ebenso folgt aus der Universalita¨t von Θˆ(u) : L → E,
dass K (K,L) ∼= Transf(K,E) gilt.
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Betrachte das folgende kommutative Diagramm:
Transf(K, I)
∼=

K (K,L)
,u◦‘
77nnnnnnnnnnn
,Θˆu◦‘ ''PPP
PPP
PPP
PP
Transf(K,E)
Ist der obere linke Pfeil ein Isomorphismus, so ist es auch der untere und umgekehrt.
Das zeigt den zweiten Teil der Behauptung.
Als na¨chstes behandeln wir das angeku¨ndigte Beispiel des kofinalen Funktors. Es ist
zwar recht kompliziert, doch die Arbeit lohnt sich, denn wir werden es spa¨ter beno¨tigen.
Der Funktor involviert die Kategorie der offenen Umgebungen eines topologischen Raumes
X sowie die Kategorie ΛX , welche zur Kategorie eines Polyeders unter X dual ist. Diese
mu¨ssen wir nun zuna¨chst definieren:
Definition 1.7 (Kategorie der offenen Umgebungspaare). Sei (X,A) ein kompaktes to-
pologisches Raumpaar in einem kompakten euklidischen Umgebungsretrakt E. Wir de-
finieren Ω(X,A) als die Menge aller offenen Umgebungspaare von (X,A) in E, quasi-
geordnet durch umgedrehte Inklusion (das heißt (U, V ) < (W,Z), falls (W,Z) ⊂ (U, V )
fu¨r (U, V ), (W,Z) ∈ Ω(X,A)).
Sie ist sogar gerichtet, denn der Schnitt zweier offener Umgebungspaare ist wieder ein of-
fenes Umgebungspaar, das in beiden urspru¨nglichen Umgebungspaaren enthalten ist, was
genau die in der Definiton fu¨r eine gerichtete Menge geforderte Eigenschaft ist.
Die entsprechende Definition fu¨r offene Umgebungen eines kompakten topologischen Rau-
mes X in einem umgebenden kompakten euklidischen Umgebungsretrakt bezeichnen wir mit
ΩX .
Beide gerichteten Mengen fassen wir wie oben beschrieben als Kategorie auf.
Die zweite Kategorie, die eine Rolle spielt, ist die KategoriePX eines
”
Polyeders unter
X“ beziehungsweise die Kategorie ΛX mit PX = Λ
op
X . Bevor wir aber ein ”
Polyeder unter
X“ verstehen ko¨nnen, sollten wir beginnen, ein Polyeder zu begreifen. Die nun folgenden
simplizialen Grundlagen sind [17] entnommen und dienen dem besseren Versta¨ndnis eines
Polyeders.
Definition 1.8 (Geometrische Realisierung eines Simplizialkomplexes). Es sei ein nicht-
leerer Simplizialkomplex K gegeben. Diesem kann ein topologischer Raum |K| zugeordnet
werden, der geometrische Realisierung von K genannt wird. Definiere hierfu¨r |K| als die
Menge aller Funktionen α von der Eckenmenge von K nach I, so dass gilt:
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• Fu¨r alle α ist {v ∈ K | α(v) 6= 0} ein Simplex von K. Insbesondere ist dann α(v) 6= 0
nur fu¨r eine endliche Menge von Ecken.
• Fu¨r alle α ist ∑
v∈K
α(v) = 1.
Ist K leer, so definiere |K| = ∅. Die reelle Zahl α(v) wird v-te baryzentrische Koordinate
von α genannt.
Um die Topologie auf |K| zu definieren, betrachte fu¨r ein Simplex s in K die Menge
|s| := {α ∈ |K| | α(v) 6= 0⇒ v ∈ s} ,
die als abgeschlossenes Simplex bezeichnet wird. Der Raum |K| erha¨lt die schwache Topo-
logie, das heißt A ⊂ |K| ist abgeschlossen (oder offen) in |K|, genau dann, wenn A ∩ |s|
abgeschlossen (oder offen) in |s| fu¨r alle s ∈ K ist.
Die Zuordnung | · | ist sogar ein Funktor von der Kategorie der Simplizialkomplexe in
die der topologischen Ra¨ume. Denn sei eine simpliziale Abbildung f : K1 → K2 zwischen
zwei Simplizialkomplexen K1 und K2 gegeben, so wird durch
|f |(α)(v′) = ∑
f(v)=v′
α(v) fu¨r v′ ∈ K2
eine stetige Abbildung |f | : |K1| → |K2| definiert.
Bemerkung 1.9. Fu¨r jeden Simplizialkomplex K ist seine geometrische Realisierung |K|
ein normaler Hausdorff-Raum.1
Nicht nur die Definition des abgeschlossenen Simplex ist wichtig, auch das sogenannte
offene Simplex ist eine nu¨tzliche Definition im Umgang mit der Topologie von Simplizial-
komplexen:
Definition 1.10 (Offenes Simplex). Sei K ein Simplizialkomplex. Definiere das offene
Simplex < s >⊂ |K| durch
< s >:= {α ∈ |K| | α(v) 6= 0⇔ v ∈ s} .
Ein offenes Simplex ist nicht unbedingt offen in |K| aber immer offen in |s|.
Die offenen Simplizes eines Komplexes partitionieren diesen im folgenden Sinne: Jeder
Punkt α ∈ |K| geho¨rt zu einem eindeutigen offenen Simplex von K. Dieses ist das Simplex
< s >, wobei s = {v ∈ K | α(v) 6= 0} ist.
1Siehe beispielsweise [17](Thm 3.1.17).
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Zusa¨tzlich dazu, dass jeder Punkt in |K| in einem eindeutigen offenen Simplex wiederge-
funden werden kann, gibt es auch fu¨r jeden Punkt eine Darstellung als Konvexkombination
von Elementen aus |K|. Denn werden die Ecken v eines Simplizialkomplexes K mit ihrer
charakteristischen Funktion
v(v′) =
®
0 , falls v 6= v′
1 , falls v = v′,
in |K| identifiziert, so kann jedes α ∈ |K| wie folgt als Konvexkombination von Punkten
aus |K| geschrieben werden:
α =
∑
v∈K
α(v)v.
Bemerkung 1.11. Es ist mo¨glich, eine weitere Topologie auf der geometrischen Reali-
sierung eines Komplexes K zu definieren, indem die gro¨bste Topologie gewa¨hlt wird, so
dass die durch die eben definierten charakteristischen Funktionen induzierten Abbildungen
|K| → [0, 1] stetig sind. Diese Topologie wird starke Topologie genannt. Fu¨r lokal endliche
Komplexe stimmt sie mit der schwachen u¨berein. 2
Vorangegangenes hilft uns, die Topologie der Polyeder besser zu verstehen, denn:
Definition 1.12 (Polyeder). Eine Triangulierung (K, f) eines topologischen Raumes X
besteht aus einem Simplizialkomplex K und einem Homo¨omorphismus f : |K| → X. Hat
X eine Triangulierung, so wird X ein Polyeder genannt.
Es ist uns schließlich mo¨glich, die Kategorie eines
”
Polyeders unter X“ und den stark
kofinalen Funktor zu definieren.
Definition 1.13 (Polyeder unter X). Sei X ein topologischer Raum. Definiere die Kate-
gorie PX als Kategorie mit Homotopieklassen von Abbildungen [ξ : X → Pξ] von X in ein
Polyeder Pξ als Objekte. Ein Morphismus zwischen ξ und η ist eine Homotopieklasse von
Abbildungen [α : Pξ → Pη], so dass αξ ' η ist. Die Komposition ist gegeben durch Kompo-
sition der Abbildungen α.
Die Kategorie PX wird ein Polyeder unter X genannt.
Die duale Kategorie Kop zu einer Kategorie K bezeichnet die Kategorie, die diesel-
ben Objekten wie K als Objekte hat, in der allerdings die Morphismen in die
”
andere“
Richtung zeigen. Das heißt, dass es fu¨r jeden Morphismus f : A→ B in K einen Morphis-
mus f op : B → A in Kop gibt (diese Zuordnung soll injektiv sein) und die Komposition
f opgop = (gf)op in Kop definiert ist, genau dann wenn gf in K definiert ist.
2Vgl. [4], Remark 7.14
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Satz 1.14. Sei X eine kompakte Teilmenge eines kompakten euklidischen Umgebungs-
retraktes E. Dann gibt es einen Funktor ϑ zwischen ΩX und der Kategorie ΛX , wobei
ΛopX =P
X ist, definiert durch folgende Vorschrift:
ϑ : ΩX → ΛX
U 7→ [X ↪→ U ]
(U < V ) 7→ [V ↪→ U ],
wobei in den Homotopieklassenklammern jeweils die Inklusionsabbildungen stehen.
ϑ ist stark kofinal.
Sowohl Polyeder als auch Homotopieklassen von Abbildungen kommen im vorherigen
Satz vor. Mit diesen umgehen zu ko¨nnen ist also entscheidend. Um Satz 1.14 beweisen zu
ko¨nnen, ist daher etwas Vorarbeit no¨tig, die wir im folgenden Einschub leisten mo¨chten.
1.2.2 Homotopietheoretischer Einschub
Im folgenden Abschnitt geht es um Homotopie, genauer gesagt vor allem um die Homoto-
piea¨quivalenz von Ra¨umen. Sein Inhalt ist zum gro¨ßten Teil [10] entnommen. Wegen des
vorbereitenden Charakters dieses Kapitels wurde versucht, es kurz und knapp zu halten,
weshalb einige Beweise weggelassen wurden.
Der erste nun folgende Satz ist ein altes Resultat, welches nicht direkt etwas mit Homoto-
pie zu tun hat, allerdings wird es beno¨tigt, um die Homotopiea¨quivalenz der in Satz 1.14
definierten Umgebungen zu Polyedern zu zeigen. Auch unabha¨ngig davon, dass und wofu¨r
wir das Ergebnis beno¨tigen, ist es ein interessantes Resultat, denn es liefert die Existenz
einer Triangulierung fu¨r Mengen, die dies auf den ersten Blick nicht vermuten lassen.
Fu¨r den Beweis wird eine
”
zum Rand hin immer kleiner“ werdende Folge von Unterteilun-
gen eines Simplizialkomplexes beno¨tigt. Der Beweis ist nachzulesen in [1](III.3.2.), wo er
auch
”
Satz von Runge“ genannt wird.
Satz 1.15 (Offene Teilmengen von Polyedern im Rn). Sei P ein Polyeder, welches fu¨r ein
n ∈ N linear in den Rn einbettbar ist. Dann ist jede offene Teilmenge U des Polyeders P
ein (im Allgemeinen unendliches) Polyeder.
Wie angeku¨ndigt mu¨ssen wir uns vor allem damit bescha¨ftigen, wann Ra¨ume homoto-
piea¨quivalent zu Polyedern sind. Die folgende Definition der Dominanz von Ra¨umen kann
dabei insofern nu¨tzlich sein, als dass Ra¨ume dominiert von Polyedern homotopiea¨quivalent
zu CW-Komplexen sind, welche wiederum homotopiea¨quivalent zu Simplizialkomplexen
sind.
Bis zum Ende des Abschnitts ko¨nnen die folgenden Sa¨tze und Definitionen in [10] wieder-
gefunden werden.
Definition 1.16. Ein topologischer Raum Y heißt dominiert von einem Raum X, falls es
Abbildungen Y
i→ X r→ Y mit ri ' idY gibt.
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Um Teile des oben Behaupteten zu beweisen, beno¨tigen wir die folgende Definition des
Abbildungsteleskops, welches eine Verallgemeinerung des Abbildungszylinders darstellt.
Definition 1.17 (Abbildungszylinder, Abbildungsteleskop). Sei f : X → Y eine Abbildung
zwischen topologischen Ra¨umen X und Y . Die Menge Mf mit
Mf := (X × I)q Y / ∼ , wobei (x, 1) ∼ f(x)
wird der Abbildungszylinder von f genannt.
Weiter definiere fu¨r eine Folge von Abbildungen X1
f1→ X2 f2→ X3 f3→ . . . das Abbildungs-
teleskop als Quotientenraum von qi(Xi × [i, i + 1]), in dem (x, i + 1) ∈ Xi × [i, i + 1] mit
(f(x), i+ 1) ∈ Xi+1 × [i+ 1, i+ 2] identifiziert wird.
Das Abbildungsteleskop ist also die Vereinigung der Abbildungszylinder Mfi, wobei fu¨r alle
i die Kopie von Xi in Mfi mit Xi ⊂ Mfi−1 identifiziert wird. Es wird mit T (f1, f2, . . .)
bezeichnet.
Die nachfolgenden Eigenschaften des Abbildungsteleskops machen es zu einer nu¨tzlichen
Begriffsbildung.
Lemma 1.18. Sei eine Folge von Abbildungen X1
f1→ X2 f2→ X3 f3→ . . . von topologischen
Ra¨umen gegeben. Dann gilt:
1. T (f1, f2, . . .) ' T (g1, g2, . . .), falls fi ' gi fu¨r alle i.
2. T (f1, f2, . . .) ' T (f2, f3, . . .).
3. T (f1, f2, . . .) ' T (f2f1, f4f3, . . .).
Beweis. Man stelle sich T (f1, f2, . . .) als den Raum qi(Xi × {i}) vor, in den mit Hilfe der
fi der Raum qi(Xi× [i, i+ 1]) eingeklebt worden ist. Es ist auch mo¨glich, sich T (g1, g2, . . .)
auf diese Art und Weise vorzustellen, nur mit fi ersetzt durch gi. Da diese Abbildungen
homotop sind, folgt die erste Aussage.
Die zweite Aussage folgt, da jeder Punkt (x, t) des ersten Abbildungszylinders Mf1 entlang
des Segments x × I ⊂ Mf1 zu seinem Endpunkt f1(x) ∈ X2 stetig verschoben, das erste
Abbildungsteleskop also durch Deformation in das zweite u¨berfu¨hrt werden kann.
Betrachte fu¨r die dritte Aussage T (f1, f2, . . .) als die disjunkte Vereinigung der Abbildungs-
zylinder Mf2i , in die der Raum qi(X2i−1× [2i−1, 2i]) mit Hilfe der f2i−1 eingeklebt wurde.
Nun kann fu¨r alle i Folgendes durchgefu¨hrt werden:
Man verschiebe das Ankleben (mittels f2i−1) von X2i−1 × [2i − 1, 2i] an X2i ⊂ Mf2i an
letzterem Abbildungszylinder entlang nach X2i+1. Dadurch geht man von Mf2i−1 ∪ Mf2i
nach Mf2if2i−1 ∪ Mf2i u¨ber. Vom letzten Raum aus gibt es eine Deformationsretraktion
nach Mf2if2i−1 (wie bei der zweiten Aussage). Damit sind alle Behauptungen bewiesen.
1.2. EIN KOFINALER FUNKTOR 17
Lemma 1.19. Sei eine Folge von Abbildungen von CW-Komplexen X1
f1→ X2 f2→ X3 f3→ . . .
gegeben. Sind die Abbildungen fi fu¨r alle i zellula¨r, so ist das Abbildungsteleskop ein CW-
Komplex.
Beweis. Die Aussage folgt daraus, dass Abbildungszylinder zellula¨rer Abbildungen CW-
Komplexe sind. Sei f : X → Y eine zellula¨re Abbildung zwischen CW-Komplexen, das
heißt f(Xn) ⊂ Y n fu¨r alle n ∈ N.
Um nun zu sehen, dass Mf eine CW-Struktur besitzt, nehmen wir als zu Grunde liegende
diskrete Menge X0 ∪ Y 0 an. An diese kleben wir die fu¨r X und Y beno¨tigten 1−Zellen an,
wie es die jeweiligen Strukturen vorschreiben. Zusa¨tzlich kleben wir im ersten Schritt fu¨r
jedes x ∈ X0 eine 1-Zelle zwischen x und f(x) ∈ Y 0 an.
Im zweiten Schritt werden wie gehabt zuna¨chst die 2−Zellen aus X und Y wie in der
jeweiligen Struktur vorgesehen und zusa¨tzlich fu¨r jede 1−Zelle I aus X1 eine 2−Zelle an-
geklebt, und zwar entlang des
”
Kreises“ bestehend aus I, f(I) und den 1−Zellen, die im
ersten Schritt zusa¨tzlich zwischen deren Randpunkten eingeklebt worden sind.
Allgemein kleben wir also im i−ten Schritt (i>1) innerhalb X und Y alles an, wie von
deren Struktur vorgeschrieben, zusa¨tzlich aber auch noch fu¨r jede (i − 1)-Zelle Di−1 aus
X i−1 eine i−Zelle entlang der (i − 1)-Spha¨re bestehend aus D, f(D) und dem, was im
vorherigen Schritt zwischen deren Ra¨ndern eingeklebt worden ist.
Eine solche Konstruktion kann simultan in allen Abbildungszylindern, die das Abbil-
dungsteleskop bilden, durchgefu¨hrt werden und mu¨ndet dann in einer CW-Struktur auf
T (f1, f2, f3, . . .).
Dank dieser Vorbereitungen ko¨nnen wir nun also die Dominanz von Ra¨umen benutzen,
um die Homotopiea¨quivalenz zu Simplizialkomplexen nachzuweisen.
Satz 1.20. Ein topologischer Raum, der von einem CW-Komplex dominiert wird, ist ho-
motopiea¨quivalent zu einem CW-Komplex.
Beweis. Es seien topologische Ra¨ume Y und X gegeben, so dass es Abbildungen
Y
i→ X r→ Y mit ri ' idY gibt.
Mit den Abbildungsteleskopeigenschaften aus Lemma 1.18 ist
T (ir, ir, . . .)
(3)' T (r, i, r, i, . . .)
(2)' T (i, r, i, r, . . .)
(3)' T (ri, ri, . . .).
Mit Eigenschaft (1) und der Tatsache, dass ri ' idY ist, folgt, dass T (ri, ri, . . .) homo-
topiea¨quivalent zum Teleskop der Identita¨tsabbildungen Y → Y → Y → Y . . . ist, also
homotopiea¨quivalent zu Y × [0,∞) ' Y . Andererseits ist aber ir wegen zellula¨rer Appro-
ximation homotop zu einer zellula¨ren Abbildung zwischen CW-Komplexen f : X → X,
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woraus erneut mit (1) folgt, dass T (ir, ir, . . .) ' T (f, f, . . .) ist. Wegen 1.19 ist das ein
CW-Komplex. Insgesamt folgt also, dass Y homotopiea¨quivalent zu einem CW-Komplex
ist.
Wie fu¨r CW-Komplexe u¨blich, wird im Beweis zu folgendem Satz ein Induktionsargu-
ment ausgenutzt. Entscheidend fu¨r den Beweis ist weiterhin die Approximation stetiger
Abbildungen durch simpliziale Abbildungen sowie der Fakt, dass durch homotope Ankle-
bungsabbildungen entstandene Ra¨ume homotopiea¨quivalent sind. Eine Schwierigkeit stellt
hier jedoch dar, dass Gebilde, die a¨hnlich nu¨tzliche Eigenschaften haben wie der Abbil-
dungszylinder, in der simplizialen Kategorie weniger einfach zu definieren sind.
Ebensolche werden hier aber zur Konstruktion des Simplizialkomplexes beno¨tigt. Ein voll-
sta¨ndiger Beweis findet sich in [10](Thm 2C.5.).
Satz 1.21. Jeder CW-Komplex X ist homotopiea¨quivalent zu einem Simplizialkomplex,
der so gewa¨hlt werden kann, dass er dieselbe Dimension wie X hat, endlich ist, falls X
endlich ist und abza¨hlbar ist, falls X abza¨hlbar ist.
1.2.3 Nachweis der Kofinalita¨t
Es ist nun soweit, dass wir Satz 1.14 beweisen ko¨nnen. Die Ideen des Beweises entstammen
[4].
Zur Erinnerung hier noch einmal die Formulierung:
Sei X eine kompakte Teilmenge eines kompakten euklidischen Umgebungsretraktes E.
Dann gibt es einen Funktor ϑ zwischen ΩX und der Kategorie ΛX , wobei Λ
op
X = P
X
ist, definiert durch folgende Vorschrift:
ϑ : ΩX → ΛX
U 7→ [X ↪→ U ]
(U < V ) 7→ [V ↪→ U ],
wobei in den Homotopieklassenklammern jeweils die Inklusionsabbildungen stehen.
ϑ ist stark kofinal.
Beweis. [von Satz 1.14] Als erstes ist zu zeigen, dass ϑ einen Funktor zwischen den ange-
gebenen Kategorien darstellt. Die Funktoreigenschaften sind klar, es reicht also zu zeigen,
dass ϑ tatsa¨chlich in die Kategorie ΛX abbildet. Damit das gilt, muss jede Umgebung U
von X im euklidischen Umgebungsretrakt E homotopiea¨quivalent zu einem Polyeder sein.
Hierfu¨r ist Satz 1.15 entscheidend, der besagt, dass offene Teilmengen von Polyedern im
Rn wieder Polyeder sind. Insbesondere sind dann alle offenen Teilmengen des Rn Polyeder.
Sei U eine offene Umgebung von X in E. Da E ein euklidisches Umgebungsretrakt ist, ist
es per Definition homo¨omorph zu einem Umgebungsretrakt Y ⊂ Rn.
Es bezeichne ϕ : E
≈→ Y den Homo¨omorphismus zwischen E und Y ⊂ Rn. Wiederum per
Definition existiert eine in Rn offene Umgebung P von Y (welche nach dem zitierten Satz
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ein Polyeder ist) und eine Retraktion r : P → Y .
Letzteres bedeutet, dass Y
i
↪→ P r→ Y die Identita¨tsabbildung ist. Definiere ‹U := ϕ(U) ≈
U , welches eine offene Menge in Y darstellt. Daher ist r−1(‹U) offen im Polyeder P ⊂ Rn
und damit selbst ein Polyeder. Betrachte
ι : ‹U ↪→ r−1(‹U) die Inklusionsabbildung und r˜ := r|
r−1(U˜)
: r−1(‹U)→ ‹U,
wobei erstere Abbildung Sinn macht, da ‹U ⊂ Y und damit ‹U ⊂ r−1(‹U) wegen der Retrak-
tionseigenschaft von r gilt. Es ist r˜ι = id
U˜
, da r eine Retraktion ist, und es folgt, dass ‹U
das Retrakt eines Polyeders ist.
Insbesondere ist ‹U daher dominiert von einem Polyeder. Mit den Sa¨tzen 1.20 und 1.21 ist‹U (und damit U) also homotopiea¨quivalent zu einem Polyeder.
Als na¨chstes mu¨ssen wir die schwache Kofinalita¨t von θ zeigen:
Sei dazu [ξ : X → Pξ] aus ΛX gegeben. Fu¨r schwache Kofinalita¨t ist die Existenz einer
offenen Umgebung U ∈ ΩX und einer Abbildung η : U → Pξ nachzuweisen, so dass ξ ' ηι
gilt, wobei ι : X ↪→ U die Inklusion ist.
Bis auf Homotopie muss die Abbildung η also auf X mit ξ u¨bereinstimmen. Da X eine
kompakte Teilmenge des euklidischen Umgebungsretraktes E ist, findet man eine offene
Umgebung U von X, in der X abgeschlossen ist. Nach einer verallgemeinerten Form des
Tietzeschen Erweiterungssatzes3 ist nun ξ : X → Pξ auf ganz U erweiterbar. Diese Er-
weiterung von ξ liefert eine Abbildung η : U → Pξ, die auf X sogar mit der Abbildung ξ
u¨bereinstimmt, also insbesondere die gestellte Forderung erfu¨llt.
Fu¨r die starke Kofinalita¨t seien nun zwei solcher Abbildungen
η1 : U1 → Pξ ← U2 : η2
von offenen Umgebungen Ui von X gegeben, welche auf X (bis auf Homotopie) u¨berein-
stimmen. Wir suchen nun eine offene Umgebung U von X, fu¨r die U ⊂ Ui gilt und auf der
η1 und η2 homotop sind. Das folgende Diagramm soll also bis auf Homotopie kommutieren.
U1
η1
  @
@@
@@
@@
U
⊂
??
⊂ ??
??
??
??
Pξ
U2
η2
>>~~~~~~~
Sei ht : X → Pξ mit 0 ≤ t ≤ 1 eine Homotopie zwischen η1|X und η2|X .
Aus der Kompaktheit von X folgt wie oben die Existenz einer offenen Umgebung U in der
3Zum Beispiel zu finden in [6] (Thm 5.5).
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offenen Menge U1 ∩ U2, so dass X abgeschlossen in U ist.
Definiere die abgeschlossene Teilmenge
C := (X × I) ∪ (U × {0}) ∪ (U × {1}) ⊂ U × I
und die stetige Abbildung
d : C → Pξ durch d(x, t) =

ht(x) fu¨r x ∈ X, t ∈ I
η1(x) fu¨r x ∈ U \X, t = 0
η2(x) fu¨r x ∈ U \X, t = 1.
Diese kann mit Hilfe eines verallgemeinerten Tietzeschen Erweiterungssatzes4 zu einer Ab-
bildung D : U × I → Pξ erweitert werden. Diese ist die gewu¨nschte Homotopie zwischen
η1|U und η2|U .
ϑ ist also ein stark kofinaler Funktor.
1.3 Definitionen der Cˇech-Homologie
Es gibt zwei verschiedene Arten, die Cˇech-Homologie zu definieren, welche fu¨r viele Ra¨u-
me isomorph zueinander sind. Diese sollen nun zuna¨chst eingefu¨hrt werden. Die erste und
klassische Variante basiert auf [7], die zweite auf [4]. Sind Koeffizienten nicht explizit an-
gegeben, so sind Homologiegruppen mit Koeffizienten in Z gemeint.
1.3.1 Cˇech-Homologie (Variante 1)
Fu¨r ein topologisches Raumpaar (X,A) sei Cov(X,A) die Menge aller offenen U¨berdeckun-
gen des Paares, das heißt die Menge aller offenen U¨berdeckungen U von (X,A), so dass es
V ⊂ U mit A ⊂ ⋃
V ∈V
V gibt. Wir schreiben fu¨r eine solche U¨berdeckung auch (U ,V).
Diese Menge ist quasi-geordnet durch die Relation der Verfeinerung von U¨berdeckungen:
Wir nennen eine U¨berdeckung (U ,V) feiner als eine U¨berdeckung (W ,Z), falls jede Menge
aus U in einer Menge aus W enthalten ist und zudem jede Menge aus V in einer Menge
aus Z enthalten ist. Wir notieren dann (W ,Z) < (U ,V).
Lemma 1.22. Cov(X,A) ist mit dieser Relation sogar gerichtet.
Beweis. Seien (U1,V1) und (U2,V2) aus Cov(X,A) gegeben. Definiere (W ,Z) durch
W = {U1 ∩ U2 | U1 ∈ U1 und U2 ∈ U2} und Z = {V1 ∩ V2 | V1 ∈ V1 und V2 ∈ V2 }. Diese
U¨berdeckung erfu¨llt (U1,V1) < (W ,Z) und (U2,V2) < (W ,Z).
4Wieder zu finden in [6] (Thm 5.5).
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Definition 1.23 (Nerv einer U¨berdeckung). Wir definieren den Nerv ν(U ,V) einer U¨ber-
deckung (U ,V) ∈ Cov(X,A) als das simpliziale Paar (νU , νAV).
Hierbei ist νU der Simplizialkomplex, dessen Ecken die nichtleeren Elemente U ∈ U sind,
dessen n−Simplizes also (n + 1)−Tupel (U0, U1, . . . , Un) mit Ui ∈ U und ⋂
i
Ui 6= ∅ sind.
Dieser beinhaltet einen Unterkomplex νAV bestehend aus den Simplizes s von νU , fu¨r die
A ∩ ⋂
V Ecke von s
V 6= ∅ gilt.
Im Folgenden stehe |ν(U ,V)| := (|νU|, |νAV|) fu¨r die geometrische Realisierung eines Nervs
ν(U ,V).
Um den erwu¨nschten Kofunktor zu definieren, dessen Limes die Cˇech- Homologie ist,
fehlt jetzt noch eine Zutat:
Definition 1.24 (Projektion). Sind (U ,V) < (W ,Z) zwei U¨berdeckungen in Cov(X,A),
so heißt eine Funktion p : (W ,Z) → (U ,V) Projektion, falls p(W ) ⊃ W fu¨r alle W ∈
W gilt. Aufgefasst als Eckenabbildung definiert eine Projektion eine eindeutige simpliziale
Abbildung ν(W ,Z)→ ν(U ,V), welche wir auch mit p bezeichnen.
Die zu einer Relation (U ,V) < (W ,Z) in Cov(X,A) geho¨rigen Projektionen haben eine
sehr nu¨tzliche Eigenschaft:
Lemma 1.25. Ist eine Relation (U ,V) < (W ,Z) in Cov(X,A) gegeben, dann ist die von
einer Projektion (W ,Z)→ (U ,V) in Homologie induzierte Abbildung
Hsing∗ (|ν(W ,Z)|)→ Hsing∗ (|ν(U ,V)|)
von der Wahl der Projektion unabha¨ngig. Einer Relation in Cov(X,A) kann also eindeutig
eine Abbildung zwischen den Homologiegruppen der zugeho¨rigen Nerven zugeordnet werden.
Beweis. Seien zwei Projektionen p, p′ : (W ,Z)→ (U ,V) gegeben. Sei weiter s ein Simplex
in ν(W ,Z) und x ∈ ⋂
W Ecke von s
W ein Punkt. Das heißt, dass x ∈ W ist fu¨r alle Ecken W
von s.
p, p′ sind Projektionen, damit gilt also x ∈ p(W ) und x ∈ p′(W ) fu¨r alle Ecken W von s.
Daraus folgt, dass
x ∈
Ç ⋂
W Ecke von s
p(W ) ∩ ⋂
W Ecke von s
p′(W )
å
6= ∅
ist. Der Simplex s′, der von den Bildern der Ecken von s unter den beiden Projektionen
p, p′ erzeugt wird, ist also ein Simplex in ν(U ,V). Das heißt, dass p(s) und p′(s) Seiten
eines Simplex s′ in ν(U ,V) sind. (Falls s in νAZ ist, wa¨hle x ∈ A ∩ ⋂
W Ecke von s
W . Wie eben
zeigt man, dass s′ in νAV liegt.) Simpliziale Abbildungen mit dieser Eigenschaft, dass die
jeweiligen Bilder eines Simplex Seiten desselben Simplexes im Bildkomplex sind, heißen zu-
einander
”
benachbart“. Das Besondere ist, dass die zugeho¨rigen Abbildungen zwischen den
22 KAPITEL 1. ZWEI VARIANTEN DER CˇECH-HOMOLOGIE
geometrischen Realisierungen homotop sind, denn h : |ν(W ,Z)| × I → |ν(U ,V)| definiert
durch h(x, t) = (1 − t)p(x) + tp′(x) ist eine Homotopie zwischen p und p′ (aufgefasst als
stetige Abbildungen zwischen den geometrischen Realisierungen.). Denn da p(x) und p′(x)
im selben Simplex |s′| liegen fu¨r alle x aus einem Simplex |s|, ist die Abbildung h stetig.
Das liefert auf Grund der Homotopieinvarianz der singula¨ren Homologie die Behaup-
tung.
Nun ist es mo¨glich, folgende Definition sinnvoll zu formulieren:
Definition 1.26 (Cˇech-Homologie mit U¨berdeckungen). Sei (X,A) ein kompaktes topolo-
gisches Raumpaar und sei fu¨r k ∈ N ein Kofunktor
J : Cov(X,A)→ AB
von der Kategorie der U¨berdeckungen in die Kategorie der abelschen Gruppen definiert
durch
(U ,V) 7→ Hsingk (|ν(U ,V)|);
((U ,V) < (W ,Z)) 7→ ÄHsingk (p) : Hsingk (|ν(W ,Z)|)→ Hsingk (|ν(U ,V)|)ä .
Dann ist die k-te relative Cˇech-Homologiegruppe des Raumpaares (X,A) definiert durch
Hˇk(X,A) = lim(J).
Der beschriebene Kofunktor ist ein inverses System in die Kategorie der abelschen
Gruppen, dessen Limes also nach Satz 1.4 existiert. Natu¨rlich kann auch insbesondere
die absolute Cˇech-Homologiegruppe eines kompakten topologischen Raumes X betrachtet
werden, indem (X,A) = (X, ∅) gesetzt wird.
1.3.2 Cˇech-Homologie (Variante 2)
In Definition 1.7 haben wir die Kategorie der Umgebungspaare Ω(X,A) bereits kennen ge-
lernt. Fu¨r die alternative Definition der Cˇech-Homologie wird sie erneut beno¨tigt:
Definition 1.27 (Cˇech-Homologie mit Umgebungen). Sei (X,A) ein kompaktes Raumpaar
in einem kompakten euklidischen Umgebungsretrakt E. Definiere fu¨r k ∈ N den Kofunktor
K : Ω(X,A) → AB
von der Kategorie der offenen Umgebungspaare von (X,A) in E in die Kategorie der abel-
schen Gruppen durch
(U, V ) 7→ Hsingk (U, V )
((U, V ) < (W,Z)) 7→ ÄHsingk (i) : Hsingk (W,Z)→ Hsingk (U, V )ä ,
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wobei i : (W,Z) ↪→ (U, V ) die Inklusion bezeichne. Dann ist die k−te relative Cˇech-
Homologiegruppe mit Umgebungen definiert durch:
HˇUk (X,A) = lim(K).
Auch hier gilt wegen Satz 1.4, dass der Limes des inversen Systems, das durch den
Funktor K definiert wird, existiert und dass insbesondere auch die absoluten Cˇech-
Homologiegruppen eines kompakten Raumes X betrachtet werden ko¨nnen.
1.4 Isomorphie - der absolute Fall
Da wir Satz 1.6 benutzen wollen, um die Isomorphie der beiden Definitionen zu zeigen,
mu¨ssen wir uns noch um die (starke) Kofinalita¨t eines Funktors ku¨mmern. Als erstes mu¨s-
sen wir uns dafu¨r eine Teilmenge der U¨berdeckungen Cov(X) na¨her anschauen, auf der
der Funktor definiert sein wird. Diese Teilmenge ist die der nummerierten U¨berdeckungen,
welche in [4] eingefu¨hrt werden. Auch die Definition des Nummerierungsfunktors und der
Beweis seiner Kofinalita¨t sind an [4] angelehnt.
Definition 1.28 (Nummerierte U¨berdeckungen). Definiere Covn(X) ⊂ Cov(X) als die
Menge der offenen U¨berdeckungen U eines topologischen Raumes X, fu¨r die eine lokal
endliche Partition der Eins pi = {piU}U∈U existiert ( also stetige Abbildungen piU : X → [0, 1]
mit
∑
U piU(x) = 1 fu¨r alle x ∈ X ), so dass pi−1U (0, 1] ⊂ U fu¨r alle U ∈ U gilt. Wir nennen
pi eine Nummerierung von U und U heißt dann nummeriert.
Genau wie Cov(X) ist Covn(X) teilweise geordnet durch Verfeinerung und kann ebenso
als Kategorie aufgefasst werden. Der folgende Beweis folgt im Wesentlichen [8](Thm 5.1.9).
Lemma 1.29. Sei X lokal kompakte Teilmenge eines euklidischen Umgebungsretraktes E.
Dann sind die Mengen Covn(X) und Cov(X) gleich.
Beweis. Zu zeigen ist, dass jede offene U¨berdeckung von X eine Nummerierung besitzt.
X ist als lokal kompakter Teilraum eines euklidischen Umgebungsretraktes insbesondere
parakompakt.5 Das bedeutet, dass es fu¨r jede offene U¨berdeckung des Raumes eine offene,
lokal endliche Verfeinerung gibt. Es ist mo¨glich zu zeigen, dass fu¨r solche Ra¨ume jede offene
U¨berdeckung eine nummerierte U¨berdeckung ist:
Sei U in Cov(X) eine offene U¨berdeckung. Um die Teilung der Eins zu bekommen, wird
zuna¨chst eine abgeschlossene, lokal endliche U¨berdeckung, die eine Verfeinerung von U
ist, beno¨tigt. Die Konstruktion dieser funktioniert so: Da X als Teilmenge eines euklidi-
schen Umgebungsretraktes regula¨r ist, gibt es eine offene U¨berdeckung W von X , so dass¶
W,W ∈ W© eine Verfeinerung von U ist.
5Siehe zum Beispiel [11](Theorem 2-66).
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Wegen der Parakompaktheit ist es mo¨glich, W lokal endlich zu verfeinern. Wa¨hlt man so
eine lokal endliche Verfeinerung V der U¨berdeckung W und fu¨r alle V ∈ V ein UV ∈ U ,
so dass V ⊂ UV gilt, so ist FU = ⋃
UV =U
V eine abgeschlossene lokal endliche U¨berdeckung
von X, welche per Definition eine Verfeinerung von U ist. Da die Mengen der U¨berdeckung
abgeschlossen sind, gibt es fu¨r alle U ∈ U nach Urysohns Lemma6 eine stetige Funktion
gU : X → [0, 1] , so dass gU(x) = 0 fu¨r x ∈ X \ U und gU = 1 fu¨r x ∈ FU .
Definiert man g(x) =
∑
U∈U
gU(x), so liefert das wegen der lokalen Endlichkeit der Partition
{FU}U∈U eine stetige Funktion g : X → R. Nun kann eine lokal endliche Partition der Eins
{piU : X → [0, 1]}U∈U durch piU = gU/g definiert werden. Diese erfu¨llt per Definition die
Bedingung pi−1U (0, 1] ⊂ U fu¨r alle U ∈ U .
Bemerkung 1.30. In [8] wird sogar gezeigt, dass Parakompaktheit und die Eigenschaft,
dass jede offene U¨berdeckung nummeriert ist, a¨quivalent zueinander sind. Das wird hier
aber nicht beno¨tigt.
Wir sind nun bereit den gewu¨nschten Funktor zu definieren.
Lemma 1.31 (Nummerierungs-Funktor). Sei X ein kompakter topologischer Teilraum ei-
nes kompakten euklidischen Umgebungsretraktes. Definiere wie im Folgenden beschrieben
einen Funktor Θ: Covn(X) = Cov(X) → ΛX , wobei ΛopX = PX ist. Nehme hierfu¨r die
folgende Abbildungsvorschrift:
U 7→ [pi : X → |νU|]
(V < U) 7→ [p : |νU| → |νV|] ,
wobei p die in 1.24 beschriebene, bis auf Homotopie eindeutige Projektion bezeichnet und
pi : X → |νU| dadurch definiert wird, dass es x ∈ X auf den Punkt abbildet, dessen bary-
zentrische Koordinaten die {piU(x)}U∈U sind. ({piU}U∈U ist eine Nummerierung von U .)
Dieser Funktor wird auch Nummerierungs-Funktor genannt.
Beweis. Die Abbildung pi : X → |νU| ist stetig, da sie in der starken Topologie7 stetig ist
und wir auf Grund der Kompaktheit von X immer endliche Teilkomplexe von |νU| be-
trachten ko¨nnen.
Weiter ha¨ngt ihr Homotopietyp nicht von der Wahl einer Nummerierung {piU}U∈U ab, denn
ist {ρU}U∈U eine zweite Wahl, so ist (1− t)pi+ tρ, 0 ≤ t ≤ 1, eine Homotopie. Die Stetigkeit
folgt wie zuvor aus der Stetigkeit in der starken Topologie.
Sei V < U eine Relation in Covn(X,A) und sei pi : X → |νU| eine zu Θ(U) geho¨rige
6Siehe zum Beispiel [2](Lemma 10.2).
7Vgl. Bemerkung 1.11 auf Seite 14.
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Abbildung. Wir wissen, dass die Homotopieklasse einer Projektion p : |νU| → |νV| ein-
deutig bestimmt ist.8 Damit diese aber ein Morphismus in ΛX ist, muss es eine zu Θ(V)
geho¨rige Abbildung φ geben, so dass ppi ' φ gilt. Wa¨hle {φV }V ∈V folgendermaßen aus:
φV (x) =
∑
p[U ]=[V ]
piU(x). Dies ist eine Nummerierung, da die piU eine Nummerierung sind
und U eine Verfeinerung von V ist. Sei x ∈ νU mit baryzentrischen Koordinaten xU in der
Form x =
∑
U∈U
xU [U ] gegeben. Es ist
p(x) =
∑
V ∈V
xV [V ], wobei xV =
∑
p(U)=V
xU .
Daher gilt φ ' ppi.
Satz 1.32. Der Nummerierungsfunktor ist stark kofinal.
Beweis. Zuerst muss wie immer gezeigt werden, dass Θ schwach kofinal ist. Sei hierfu¨r
[ξ : X → Pξ] ∈ ΛX gegeben. Es ist die Existenz einer nummerierten, offenen U¨berdeckung
U von X und einer Homotopieklasse von Abbildungen f : |νU| → Pξ zu zeigen, so dass
ξ ' f ◦ p gilt, wobei p : X → |νU| die Abbildung sein soll, die Θ(U) definiert.
Gegeben eine Triangulierung von Pξ mit Eckenmenge J , bezeichne man die zugeho¨rigen
baryzentrischen Koordinaten mit βj : Pξ → [0, 1], j ∈ J .
Wa¨hle nun U als die Mengen (βjξ)−1(0, 1] mit j ∈ J . Weiter ordne jedem U ∈ U den Index
j(U) ∈ J zu, so dass U = (βjξ)−1(0, 1] ist, und definiere eine Nummerierung von U durch¶
piU = βj(U)ξ
©
. Fu¨r x ∈ X ist ∑
U∈U
piU(x) = 1, da die βj die baryzentrischen Koordinaten
sind, und es gilt pi−1U (0, 1] = U per Definition fu¨r alle U ∈ U . Auch dass die Nummerierung
lokal endlich ist, folgt daraus, dass sie durch die baryzentrischen Koordinaten definiert ist.
Θ(U) wird dann durch die Abbildung p : X → νU mit
p(x) =
∑
U∈U
βj(U)ξ(x)
î
(βj(U)ξ)
−1(0, 1]
ó
bestimmt. Definiert man die gesuchte Homotopieklasse von Abbildungen eindeutig durch
die simpliziale Abbildung f : νU → Pξ mit f(U) = j(U) fu¨r alle U ∈ U , so gilt f ◦ p ' ξ.
Fu¨r die starke Kofinalita¨t seien zu einem Objekt [ξ : X → Rξ] aus ΛX zwei nummerierte,
offene U¨berdeckungen U und V von X und Homotopieklassen von Abbildungen [f : |νU| →
Pξ] und [g : |νV| → Pξ] gegeben, so dass
f ◦ piU ' ξ ' g ◦ piV
gilt, wobei piU und piV jeweils die von Θ(U) und Θ(V) bestimmten Abbildungen sind. Im
8Vgl. Lemma 1.25 auf Seite 21
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Diagramm sieht das (bis auf Homotopie) so aus:
|νU|
f
!!C
CC
CC
CC
C
X
ξ //
piU
==||||||||
piV !!B
BB
BB
BB
B Pξ
|νV|
g
=={{{{{{{{
Es ist nun zu zeigen, dass dieses Diagramm (bis auf Homotopie) wie folgt vervollsta¨ndigt
werden kann:
|νU|
f
!!D
DD
DD
DD
D
X
pi //
piU
=={{{{{{{{
piV !!C
CC
CC
CC
C |νW|
OO

Pξ
|νV|
g
==zzzzzzzz
Wir wissen schon, dass Θ schwach kofinal ist. Es reicht also, das Diagramm anstatt mit
einem Nerv νW mit einem Polyeder zu vervollsta¨ndigen, denn dann faktorisiert die zuge-
ho¨rige Abbildung in das Polyeder u¨ber einen Nerv (bis auf Homotopie).
Sei h : [0, 1]× (X,A)→ Pξ die Homotopie zwischen f ◦ piU und g ◦ piV . Defniere
R =
{
(x, y, ω) ∈ νU × νV × P [0,1]ξ | ω(0) = f(x), ω(1) = g(y)
}
und eine Abbildung ϕ : X → R durch
ϕ(x) = (piU(x), piV(x), ωx) , wobei ωx durch ωx(i) = hi(x); i ∈ [0, 1] definiert ist.
Es resultiert das folgende (bis auf Homotopie) kommutative Diagramm:
νU
f
  B
BB
BB
BB
B
X
ϕ //
piU
>>}}}}}}}}
piV   A
AA
AA
AA
A R
pr1
OO
pr2

Pξ
νV
g
>>||||||||
Zu zeigen bleibt also nur, dass R homotopiea¨quivalent zu einem Polyeder ist. Da das
Produkt von Polyedern wieder homotopiea¨quivalent zu einem Polyeder ist und weiter die
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beiden ersten Faktoren, die R ausmachen, Polyeder sind, bleibt der dritte Faktor zu be-
trachten. Dieser ist von der Form (Pξ; im(f), im(g))
([0,1];[0],[1]), wobei Pξ ein Polyeder ist
und die Bilder im(f) beziehungsweise im(g) der gegebenen Abbildungen durch simplizia-
le Approximation der Abbildungen f und g als Unterkomplexe von Pξ angesehen werden
ko¨nnen. Von Ra¨umen dieser Art wird in [15](Thm. 3) gezeigt, dass sie homotopiea¨quivalent
zu Polyedern sind.
Nun ist es mo¨glich, die Isomorphie der beiden absoluten Definitionen der Cˇech-
Homologie zu beweisen:
Satz 1.33. Sei X eine kompakte Teilmenge eines kompakten euklidischen Umgebungsre-
traktes. Dann ist
HˇUk (X) ∼= Hˇk(X)
fu¨r k ∈ N.
Beweis. Die angegebene Isomorphie zu zeigen, bedeutet nichts anderes, als die Isomorphie
zweier Limes zu zeigen, genauer gesagt die Isomorphie von lim(J) und lim(K), wobei
J : Cov(X)→ AB durch
U 7→ Hsingk (|νU|)
(U < V) 7→ ÄHsingk (p) : Hsingk (|νV|)→ Hsingk (|νU|)ä
und
K : ΩX → AB durch
U 7→ Hsingk (U)
(U < V ) 7→ ÄHsingk (i) : Hsingk (V )→ Hsingk (U)ä
gegeben sind.
Betrachte den Hilfsfunktor d : ΛX → AB, der durch
[ξ : X → Pξ] 7→ Hsingk (P )
[α : P → Q] 7→ ÄHsingk (α) : Hsingk (P )→ Hsingk (Q)ä
definiert wird.
Wir ko¨nnen zeigen, dass sowohl lim(J) als auch lim(K) isomorph zu lim(d) sind, und das
liefert die Behauptung.
Zuna¨chst rufe man sich den stark kofinalen Funktor Θ: Covn(X) = Cov(X) → ΛX (den
Nummerierungsfunktor) in Erinnerung und stelle fest, dass
J = d ◦Θ
ist. Mit Satz 1.6 folgt dann
lim(J) ∼= lim(d),
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da Θ stark kofinal ist. In Satz 1.14 wurde die starke Kofinalita¨t des Funktors ϑ : ΩX → ΛX
mit
U 7→ [X ↪→ U ] ; (U < V ) 7→ [V ↪→ U ]
bewiesen. Da
K = d ◦ ϑ
ist, folgt erneut mit Satz 1.6, dass gilt:
lim(K) ∼= lim(d).
1.5 Der relative Fall
Die klassische Variante der Cˇech-Homologie, die u¨ber die Nerven der U¨berdeckungen de-
finiert ist, ha¨ngt im Gegensatz zu der Definition, die die Umgebungen benutzt, nicht vom
umgebenden Raum ab. Die Isomorphie der beiden liefert also insbesondere das Resultat,
dass die Umgebungs-Cˇech-Homologie des Raumes X nur von diesem abha¨ngt.
Fu¨r kompakte Raumpaare (X,A) gilt dann
Hˇk(X,A) ∼= lim
¶
Hsingk (X, V )|V offene Umgebung von A
©
.
Um diese Unabha¨ngigkeit vom umgebenden Raum im relativen Fall zu bekommen, kann
ein Standard-Trick angewendet werden, der die relative Homologie auf die absolute zuru¨ck-
fu¨hrt. Betrachte zu diesem Zweck fu¨r ein kompaktes Raumpaar (X,A) eines kompakten eu-
klidischen Umgebungsretraktes E als Hilfsraum X∪CA, wobei CA = (A× [0, 1])/(A×{1})
den Kegel von A bezeichnet und wir A × {0} ⊂ CA in X ∪ CA mit A ⊂ X identifizie-
ren. Dies ist der sogenannte Abbildungskegel der Inklusionsabbildung A ↪→ X. Er liegt
kompakt im Kegel des umgebenden euklidischen Umgebungsretraktes, welcher wegen der
Kompaktheit des urspru¨nglichen euklidischen Umgebungsretraktes selbst ein kompaktes
euklidisches Umgebungsretrakt ist9.
Definiere nun eine alternative Umgebungs-Cˇech-Homologie von X∪CA ⊂ CE, in der nicht
alle offenen Umgebungen bei der Bildung des Limes beru¨cksichtigt werden, sondern nur
solche von der Form U∪CV . Hierbei bezeichnet U eine offene Umgebung von X in U×[0, ]
fu¨r ein  > 0, wobei U eine offene Umgebung von X in E ist. Desweiteren sei V eine offene
Umgebung von A in E.
Es soll also der Limes u¨ber die singula¨re Homologie solcher Umgebungen betrachtet werden.
Diese Homologie ist im Wesentlichen die des Paares (U ∪CV, ∗) (reduzierte Homologie),
wobei ∗ die Kegelspitze bezeichnet. Da der Kegel sich zu seiner Spitze zusammenziehen
la¨sst, kann dafu¨r auch die singula¨re Homologie von (U ∪CV,CV ) betrachtet werden und
9Siehe zum Beispiel [2] Korollar E.7.
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wiederum wegen Homotopiea¨quivalenz der Ra¨ume diese durch die singula¨re Homologie des
Paares (U, V ) ersetzt werden. Das ist aber die Definition der Cˇech-Homologiegruppe des
Paares (X,A) mit Umgebungen.
Wa¨ren die speziellen Umgebungen von X ∪ CA, wie sie oben beschrieben werden, stark
kofinal in allen offenen Umgebungen (was per Definition gleichbedeutend damit ist, dass
der entsprechende Inklusionsfunktor stark kofinal ist), so wa¨re der betrachtete Limes iso-
morph zu dem u¨ber alle offenen Umgebungen. Von letzterem Limes haben wir aber im
vorherigen Abschnitt durch die Isomorphie zur klassischen Cˇech-Homologie gezeigt, dass
er nur vom Raum X ∪CA abha¨ngt, also nur vom Paar (X,A). Daher wa¨re dann auch die
Paar-Definition der Umgebungs-Cˇech-Homologie nur vom Paar (X,A) abha¨ngig.
Um klar zu machen, dass die speziellen Umgebungen des Raumes X ∪ CA stark kofinal
in allen offenen Umgebungen enthalten sind, bemerken wir zuna¨chst, dass es auf Grund
der Tatsache, dass die Menge der offenen Umgebungen gerichtet ist, ausreicht, schwache
Kofinalita¨t zu zeigen. Denn in diesem Fall folgt die starke Kofinalita¨t aus der schwachen.
Es ist also zu zeigen, dass es fu¨r eine beliebige offene Umgebung von X ∪ CA in CE eine
spezielle Umgebung gibt, die darin enthalten ist. Sei dafu¨r eine beliebige, offene Umgebung
W von X ∪ CA in CE gegeben. Fu¨r alle x ∈ X existiert eine Umgebung Ux in E, so dass
Ux × [0, x] noch in W enthalten ist.
Da X kompakt ist, kann es mit endlich vielen der Ux u¨berdeckt werden. Seien endlich
viele der Ux ausgewa¨hlt, die X u¨berdecken, und sei δ definiert als das Minimum u¨ber die
zugeho¨rigen x, so ist ⋃
ausgewa¨hlte x
Ux × [0, δ)
das gewu¨nschte U.
Ebenso gibt es fu¨r alle a ∈ A eine Umgebung Ua, so dass Ua× [0, 1] ⊂ W ⊂ CE gilt. Dann
ist CA ⊂ CV ⊂ W , wo ⋃a∈A Ua = V gewa¨hlt ist. Insgesamt gilt fu¨r die hier gewa¨hlten U
und V , dass U∪CV ⊂ W ist. Die speziellen Umgebungen sind also stark kofinal in allen
Umgebungen.
Zusa¨tzlich gibt es den Ansatz, die relative Isomorphie direkt mit Satz 1.6 zu beweisen.
Dafu¨r ist es no¨tig, die Definitionen aus Satz 1.14 und Lemma 1.31 zu Raumpaarversio-
nen von stark kofinalen Funktoren zu erweitern. Obgleich dieser Ansatz hier nicht weiter
verfolgt werden soll, sei angemerkt, dass auch auf dem Weg dorthin schon interessante Er-
gebnisse zu erzielen sind. Ein solches, die zur Identita¨t homotopen Abbildungen zwischen
Polyederpaaren betreffend, soll in diesem Abschnitt hergeleitet werden. Hierzu werden als
erstes erneut einige simpliziale Grundsteine gelegt, die [17] entstammen. Anschließend er-
mo¨glichen dann homotopietheoretische Ergebnisse den gewu¨nschten Beweis.
Ein unerla¨ssliches Werkzeug im Umgang mit Simplizialkomlexen sind Unterteilungen
solcher. Insbesondere die baryzentrische Unterteilung ist fu¨r viele Argumente hilfreich, in
denen
”
kleine“ Simplizes beno¨tigt werden.
30 KAPITEL 1. ZWEI VARIANTEN DER CˇECH-HOMOLOGIE
Definition 1.34 (Unterteilung). Sei K ein Simplizialkomplex. Eine Unterteilung von K
ist ein Simplizialkomplex K ′, so dass gilt:
• Die Ecken von K ′ sind Punkte von |K|.
• Ist s′ ein Simplex von K ′, so gibt es ein Simplex s von K, so dass s′ ⊂ |s| ist, das
heißt s′ ist eine endliche nichtleere Teilmenge von |s|.
• Die lineare Abbildung |K ′| → |K|, die jede Ecke von K ′ auf den zugeho¨rigen Punkt
in |K| abbildet, ist ein Homo¨omorphismus.
Definition 1.35 (Baryzentrische Unterteilung). Sei K ein Simplizialkomplex. Definiere
den Schwerpunkt (Baryzenter) b(s) eines Simplexes s = {v0, v1, . . . , vq} in K als den Punkt
b(s) =
∑
0≤i≤q
1
q + 1
vi
und den Simplizialkomplex sdK als denjenigen Simplizialkomplex, dessen Ecken die
Schwerpunkte der Simplizes von K sind und dessen Simplizes endliche, nichtleere Teil-
mengen von Schwerpunkten von Simplizes sind, welche durch die Relation
”
ist Seite von“
vollsta¨ndig geordnet sind.
Die Simplizes von sdK sind also endliche Mengen {b(s0), . . . , b(sq)}, so dass si−1 eine Seite
von si ist fu¨r alle i = 1, . . . , q.
Der Simplizialkomplex sdK heißt baryzentrische Unterteilung von K.
Der Beweis dafu¨r, dass die baryzentrische Unterteilung eine Unterteilung ist, kann zum
Beispiel in [17] (Thm 3.3.9) nachgelesen werden. Hier wird er ausgespart. Jedoch beweisen
wir im na¨chsten Satz ein nu¨tzliches Werkzeug, um zu zeigen, dass ein Simplizialkomplex
eine Unterteilung eines anderen Simplizialkomplexes ist.
Satz 1.36. Seien K und K ′ Simplizialkomplexe, die die ersten beiden Unterteilungsbedin-
gungen erfu¨llen. Dann ist K ′ eine Unterteilung von K genau dann, wenn fu¨r alle Simplizes
s aus K die Menge {< s′ >| s′ ∈ K ′, < s′ >⊂< s >} eine endliche Partition von < s >
ist.
Beweis.
”
⇒“ Wenn K ′ eine Unterteilung von K ist, dann gilt:
{s′ | s′ ∈ K ′} ist eine Unterteilung von |K ′| ≈ |K|. (1.2)
Sei s ∈ K und betrachte < s > ∩ < s′ > fu¨r s′ ∈ K ′.
Es ist entweder < s > ∩ < s′ >= ∅ oder < s > ∩ < s′ >6= ∅. Im zweiten Fall ist
dann aber auch |s˜|∩ < s > 6= ∅ fu¨r das wegen der zweiten Unterteilungseigenschaft
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existierende s˜ ∈ K mit s′ ⊂ |s˜|. Daraus folgt, dass s = s˜, da die offenen Simplizes
K partitionieren. Insgesamt ist dann aber < s′ >⊂< s >, was verbunden mit (1.2)
ergibt, dass
{< s′ >| s′ ∈ K ′, < s′ >⊂< s >}
eine Partition von < s > ist. Aus der Kompaktheit von |s| folgt, dass diese endlich
ist.
”
⇐“ Da jedes Simplex von K eine endliche Anzahl von Seiten hat, ist
K ′(s) = {s′ ∈ K ′ | ∃ Seite s1 ⊂ s mit < s′ >⊂< s1 >}
ein endlicher Unterkomplex von K ′. Gemeinsam mit der Voraussetzung liefert das,
dass die lineare Abbildung hs : |K ′(s)| → |s|, die jede Ecke von K ′(s) auf sich selbst
abbildet, ein Homo¨omorphismus ist.
Also gibt es eine stetige Abbildung g : |K| → |K ′|, so dass g||s| = h−1s fu¨r s ∈ K ist,
welche eine Inverse der Abbildung h : |K ′| → |K| aus der dritten Unterteilungseigen-
schaft ist. Diese ist somit ein Homo¨omorphismus, was zu zeigen war.
Da uns in diesem Abschnitt vor allem Paare von Simplizialkomplexen (und Polyedern)
interessieren, sollten wir wissen, wie in Bezug auf Unterteilungen mit Unterkomplexen
umgegangen werden kann. Das liefert uns das na¨chste Lemma:
Lemma 1.37. Sei K ′ eine Unterteilung von K und sei L ein Unterkomplex von K. Dann
gibt es einen eindeutigen Unterkomplex L′ von K ′, der eine Unterteilung von L ist.
Diese Unterteilung L′ von L heißt die durch K ′ induzierte Unterteilung von L und sie wird
mit K ′|L bezeichnet.
Beweis. Ist L′ ein Unterkomplex von K ′, der eine Unterteilung von L ist, so ist
L′ = {s′ ∈ K ′ |< s′ >⊂ |L|}, was die Eindeutigkeit von L′ zeigt.
Um die Existenz von L′ zu zeigen, zeigt man, dass {s′ ∈ K ′ |< s′ >⊂ |L|} die Eigenschaf-
ten einer Unterteilung von L besitzt. (Diese Menge ist ein Unterkomplex L′ in K ′, da falls
< s′ >⊂ |L| fu¨r ein Simplex s′ in K ′ ist, dann gilt dies auch fu¨r alle seine Seiten.)
Es ist leicht zu sehen, dass L′ die erste Unterteilungseigenschaft erfu¨llt. Die zweite Unter-
teilungseigenschaft folgt, da falls < s′ >⊂ |L| ist, es auch ein Simplex in L gibt, so das s′
darin liegt.
Um die dritte Unterteilungseigenschaft zu zeigen, reicht es wegen Satz 1.36 zu zeigen, dass
fu¨r alle s aus L die Menge {< s′ >| s′ ∈ L′, < s′ >⊂< s >} eine endliche Partition von
< s > ist.
Da wir wissen, dass K ′ eine Unterteilung von K ist, ist wiederum wegen Satz 1.36 fu¨r alle s
aus L die Menge {< s′ >| s′ ∈ K ′, < s′ >⊂< s >} eine endliche Partition von < s >. Nach
der Definition von L′ ist aber
{< s′ >| s′ ∈ K ′, < s′ >⊂< s >} = {< s′ >| s′ ∈ L′, < s′ >⊂< s >} ,
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woraus die Behauptung folgt.
Eine nu¨tzliche Aussage fu¨r Paare von topologischen Ra¨umen (X,A) und deren Trian-
gulierungen ((K,L), f) (das heißt f : (X,A)
≈→ (|K|, |L|)) folgt direkt aus den Definitionen
und dem vorherigen Lemma:
Satz 1.38. Ist ((K,L), f) eine Triangulierung von (X,A) und K ′ eine Unterteilung von
K, dann ist ((K ′, K ′|L), f) auch eine Triangulierung von (X,A).
Spa¨ter wird es von Bedeutung sein, einen Simplizialkomplex in Bereiche aufzuteilen. Um
dann eine vernu¨nftige Darstellung der Simplizes in Bezug auf diese Aufteilung zu erhalten,
ist folgende Begriffsbildung entscheidend. Warum das so ist, la¨sst sich im anschließenden
Lemma erkennen.
Definition 1.39. Ein Unterkomplex L ⊂ K eines simplizialen Komplexes K heißt voll,
falls jedes Simplex von K, dessen Ecken alle in L sind, selbst auch zu L geho¨rt.
Lemma 1.40. Sei L ein voller Unterkomplex eines Simplizialkomplexes K und sei N der
gro¨ßte Unterkomplex von K, der disjunkt zu L ist. Dann ist jedes Simplex von K entweder
in N oder in L oder von der Form s′ ∪ s′′ fu¨r ein s′ ∈ L und ein s′′ ∈ N .
Beweis. Sei s = {v0, v1, . . . , vq} ein Simplex von K. Dann ist entweder keine Ecke von s in
L (also s ∈ N) oder alle Ecken von s sind in L, was bedeutet, dass s ∈ L ist, da L voll
ist, oder es ist mo¨glich, die Ecken so zu nummerieren, dass vi ∈ L fu¨r i ≤ p und vi /∈ L fu¨r
i > p, wobei 0 ≤ p < q. Im letzten Fall ist s = s′ ∪ s′′, wobei s′ = {v0, v1, . . . , vp} in L ist,
da L voll ist und s′′ = {vp+1, . . . , vq} in N ist.
Der Begriff eines vollen Unterkomplexes macht nicht zuletzt auch deswegen Sinn, da
die baryzentrische Unterteilung auf natu¨rliche Weise einen solchen liefert:
Lemma 1.41. Es bezeichne sdK die baryzentrische Unterteilung eines simplizialen Kom-
plexes K. Dann gilt: Ist L ein Unterkomplex von K, so ist sdL ein voller Unterkomplex
von sdK.
Beweis. Sei {b(s0), b(s1), . . . , b(sq)} ein Simplex von sdK, dessen Ecken alle zu sdL geho¨ren.
Das heißt, dass si−1 eine Seite von si ist fu¨r alle i = 1, 2, . . . , q und dass jedes si in L liegt.
Also liegt auch {b(s0), b(s1), . . . , b(sq)} in sdL.
Homotopien erweitern zu ko¨nnen, liefert den Schlu¨ssel fu¨r viele Beweise. Die Definiton
der Homotopieerweiterungseigenschaft ist in diesem Zusammenhang fundamental.
Definition 1.42 (Homotopieerweiterungseigenschaft). Man sagt, ein topologisches Raum-
paar (X,A) habe die Homotopieerweiterungseigenschaft bezu¨glich eines topologischen
Raumes Y , falls fu¨r eine gegebene Abbildung g : X → Y und eine gegebene Homotopie
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G : A × I → Y , so dass G(x, 0) = g(x) fu¨r x ∈ A gilt, eine Abbildung F : X × I → Y
existiert, fu¨r die gilt:
F (x, 0) = g(x) fu¨r x ∈ X und F |A×I = G.
Anders ausgedru¨ckt hat ein Raumpaar (X,A) die Homotopieerweiterungseigenschaft
bezu¨glich Y , wenn die partielle Homotopie G : X × {0} ∪ A× I → Y zu einer Homotopie
F : X × I → Y erweitert werden kann.
Da wir als na¨chstes sehen wollen, dass es tatsa¨chlich Ra¨ume gibt, die die Homotopieer-
weiterungseigenschaft besitzen, betrachten wir folgendes Lemma, in dem fu¨r einige Fa¨lle
die Gu¨ltigkeit der Homotopieerweiterungseigenschaft gesichert wird. Es ist [12] entnommen
und wird dort
”
Dowker’s Lemma“ genannt.
Es entha¨lt die Begriffsbildung eines abza¨hlbar parakompakten Raumes. Diesen charakte-
risiert die Eigenschaft, dass jede abza¨hlbare offene U¨berdeckung des Raumes eine lokal
endliche Verfeinerung hat. Wir interessieren uns in diesem Zusammenhang nur fu¨r Poly-
eder, von denen bekannt ist, dass sie sogar parakompakt sind10, es also fu¨r jede offene
U¨berdeckung eine lokal endliche Verfeinerung gibt.
Lemma 1.43. Sei A eine abgeschlossene Teilmenge eines normalen, abza¨hlbar parakom-
pakten Raumes X und Y ein beliebiger topologischer Raum, und bezeichne mit T die ab-
geschlossene Teilmenge T := X × {0} ∪ A × I des Raumes X × I. Hat eine Abbildung
f : T → Y eine Erweiterung u¨ber (X ×{0})∪U , wobei U eine offene Menge in X × I ist,
die A× I entha¨lt, so hat f auch eine Erweiterung u¨ber X × I.
Beweis. Sei g : (X × {0}) ∪ U → Y eine Erweiterung von f , wobei U eine offene Menge
in X × I ist, die A × I entha¨lt. Da X normal und abza¨hlbar parakompakt ist, ist X × I
normal11. Daher ist es mo¨glich, eine offene Umgebung V von A in X zu finden, so dass
V × I ⊂ U gilt. A und X \ V sind disjunkte, abgeschlossene Teilmengen eines normalen
Raumes X, daher existiert nach Urysohn’s Lemma 12 eine Abbildung e : X → I, so dass
e(x) =
®
1 , falls x ∈ A
0 , falls x ∈ X \ V.
Definiere eine Abbildung h : X × I → durch
h(x, t) = g (x, e (x) t)
fu¨r alle x ∈ X und alle t ∈ I. Diese ist eine Erweiterung von f u¨ber X × I.
Das finale Resultat ist nun mit Ideen aus a¨hnlichen Beweisen in [17] und [7] erreichbar:
10Siehe zum Beispiel [14](Thm 4.2).
11Siehe [5](Thm. 4).
12Siehe beispielsweise [2](Lemma 10.2).
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Satz 1.44. Sei (R,Q) ein polyedrisches Paar. Dann existert eine offene Menge B, wobei
Q ⊂ B ⊂ R und eine Abbildung ω : (R,Q)→ (R,Q), so dass ω(B) ⊂ Q und ω ' idR gilt.
Beweis. Wegen der Sa¨tze 1.38 und 1.41 kann man ohne Beschra¨nkung der Allgemeinheit
davon ausgehen, dass (R,Q) ≈ (|K|, |L|) ist, wobei L ein voller Unterkomplex des simpli-
zialen Komplexes K ist.
Der folgende Beweis soll so funktionieren, dass wir zeigen, dass es eine abgeschlossene Teil-
menge von |K| gibt, von welcher |L| ein starkes Deformationsretrakt ist. |K| zusammen mit
dieser Teilmenge erfu¨llt dann die Homotopieerweiterungseigenschaft wegen Lemma 1.43.
Schließlich wird B als die gefundene Menge ohne ihren Rand definiert.
Es sei N der gro¨ßte Unterkomplex von K disjunkt zu L. Wir ko¨nnen nun zuna¨chst zeigen,
dass |L| ein starkes Deformationsretrakt von |K| \ |N | ist:
Sei dafu¨r α ∈ |K| \ |N |. Dann ist wegen Satz 1.40 α ∈ |L| oder es existieren Ecken
v0, v1, . . . , vp ∈ L und Ecken vp+1, . . . , vq ∈ N mit 0 ≤ p und p + 1 ≤ q, so dass
α ∈< v0, . . . , vq >. Im zweiten Fall gibt es eine Darstellung von α in baryzentrischen
Koordinaten: α =
∑
0≤i≤q
αivi, wobei αi > 0 ist.
Definiere nun a :=
p∑
i=0
αi, fu¨r welches dann 0 < a < 1 gilt. Mit
α′i :=
αi
a
fu¨r 0 ≤ i ≤ p und α′′i :=
αi
(1− a) fu¨r p+ 1 ≤ i ≤ q , sowie
α′ :=
p∑
i=0
α′ivi ∈ |L| und α′′ :=
q∑
i=p+1
α′′i vi ∈ |N | , gilt dann
α = aα′ + (1− a)α′′.
Definiere nun r : |K| \ |N | → |L| mit dieser Notation durch
α 7→
®
α , falls α ∈ |L|
α′ , sonst .
Bezeichnet man mit i : |L| ↪→ |K| \ |N | die Inklusion, dann ist die folgende Homotopie
H : |K| \ |N | × I → |K| \ |N | eine starke Deformationsretraktion von |K| \ |N | nach |L| ,
also eine Homotopie id|K|\|N | ' ir relativ zu |L|:
H(α, t) =
®
α fu¨r α ∈ |L|, t ∈ I
tα′ + (1− t)α fu¨r α ∈ |K| \ (|N | ∪ |L|), t ∈ I.
Die Stetigkeit von H folgt daraus, dass H||L|×I stetig ist und fu¨r alle Simplizes der Form
s′ ∪ s′′, wobei s′ ∈ L und s′′ ∈ N , H|[|s′∪s′′|∩(|K|\|N |)]×I stetig ist.
Betrachtet man nun die baryzentrische Unterteilung sdK und hierin den gro¨ßten Unter-
komplex N1, der disjunkt zu L ist, so gilt |K| \ |N1| ⊂ |K| \ |N |, da |N | echt in |N1| liegt.
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Weiter gilt fu¨r α ∈ |K| \ |N1|, dass H(α, t) ∈ |K| \ |N1| ist fu¨r alle t ∈ I, denn die Homo-
topie H schickt Punkte entweder auf sich selbst oder auf Punkte, die na¨her an |L| liegen
als sie selbst und daher erst recht nicht zu |N1| geho¨ren.
Also definiert die Einschra¨nkung von H auch eine starke Deformationsretraktion von
|K| \ |N1| nach |L|. Fu¨r das Paar (|K|, |K| \ |N1|) gibt es also per Konstruktion eine offene
Umgebung von |K| \ |N1|× I, welche hier |K| \ |N |× I ist, so dass sich die partielle Homo-
topie auf |K| × {0} ∪ |K| \ |N | × I erweitern la¨sst. Mit Lemma 1.43 hat (|K|, |K| \ |N1|)
also die Homotopieerweiterungseigenschaft.
Definiere nun B = |K| \ |N1| und ω als die zur Identita¨t homotope Abbildung, die man
aus der Homotopieerweiterungseigenschaft bekommt. Damit folgt das Gewu¨nschte.
Kapitel 2
Die Dachabbildung
Die Dachabbildung auf Kettenebene mit Koeffizienten in Z sinnvoll zu definieren, ist das
erste Ziel dieses Kapitels. Als Vorbereitung hierauf bescha¨ftigt sich der erste Abschnitt mit
dem simplizialen Kreuzprodukt und auch insbesondere mit dessen Beziehung zur koordi-
natenvertauschenden Involution.
Resultierend ergibt sich im zweiten Abschnitt die Definition der Dachabbildung auf Ket-
tenebene in geraden Dimensionen, deren Existenz in Cˇech-Homologie (in geraden Dimen-
sionen) im Anschluss daran bewiesen wird.
Schließlich soll im letzten Abschnitt beleuchtet werden, welche Eigenschaften die Dachab-
bildung interessant machen.
Sei von nun an X stets eine kompakte Teilmenge einer glatten, kompakten Mannigfal-
tigkeit mit Rand und (X,A) ein kompaktes Paar.
τ : X ×X → X ×X
(x, y) 7→ (y, x)
sei die koordinatenvertauschende Involution und ËX sei definiert alsËX := X ×X/τ = pXτ (X ×X).
Fu¨r das kompakte Paar (X,A) ist dementsprechend Ó (X,A) := (ËX, ÁA), wobeiÁA := pXτ (X × A) ∪ pXτ (A×X) ∪ pXτ (4X)
ist und 4X die Diagonale {(x, x) | x ∈ X} ⊂ X ×X bezeichnet.
2.1 Das simpliziale Kreuzprodukt
Im Folgenden werden wir das simpliziale Kreuzprodukt beno¨tigen, welches wir uns deshalb
nun genauer ansehen wollen. Die hier benutzte Definition ist [10] entnommen.
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Seien also Y und Z topologische Ra¨ume und σ : ∆m → Y und µ : ∆n → Z singula¨re Sim-
plizes. Bezeichne die Ecken von ∆m mit v0, v1, . . . , vm und die von ∆n mit w0, w1, . . . , wn.
Weiterhin sei (σ, µ) : ∆m ×∆n → X × Y die Produktabbildung (v, w) 7→ (σ(v), µ(w)).
Die Idee des Kreuzproduktes ist es, ∆m × ∆n in (m + n)-dimensionale Simplizes zu un-
terteilen, um dann die Summe u¨ber die Einschra¨nkungen der Abbildung (σ, µ) auf diese
Simplizes zu bilden, und zwar mit geeigneten Vorzeichen. Hierfu¨r betrachte man (i, j) mit
0 ≤ i ≤ m, 0 ≤ j ≤ n als Ecken eines (m× n)−Gitters im R2.
Sei f ein Weg vom Punkt (0, 0) zum Punkt (m,n) des Gitters, bestehend aus einer Folge
von m+n waagerechten und senkrechten Kanten, die immer nur entweder nach oben oder
nach rechts fu¨hren. Definiere |f | als die Anzahl aller Gitterka¨stchen unterhalb des Weges
f . Assoziiere zu f außerdem die lineare Abbildung lf : ∆m+n → ∆m × ∆n, die der p-ten
Ecke von ∆m+n das Eckenpaar (vip , wjp) ∈ ∆m ×∆n zuordnet, wobei (ip, jp) die p-te Ecke
des Weges f ist. Diese Vorbereitungen mu¨nden in der
Definition 2.1 (Kreuzprodukt). Definiere das simpliziale Kreuzprodukt
× : Cm(Y,Z)⊗ Cn(Z,Z)→ Cm+n(Y × Z,Z)
durch die Formel
σ × µ := ∑
f
(−1)|f |(σ, µ) ◦ lf .
Um besser zu verstehen, wie die Unterteilung von ∆m × ∆n in (m + n)-dimensionale
Simplizes funktioniert, betrachte man ∆m als Teilmenge von Rm definiert durch die Koor-
dinaten
0 ≤ x1 ≤ . . . ≤ xm ≤ 1 mit Ecken vi = (0, . . . , 0︸ ︷︷ ︸
m−i Stu¨ck
, 1, . . . , 1︸ ︷︷ ︸
i Stu¨ck
). (2.1)
Ebenso fasse man ∆n als Teilmenge von Rn gegeben durch
0 ≤ y1 ≤ . . . ≤ yn ≤ 1 mit Ecken wj = (0, . . . , 0︸ ︷︷ ︸
n−j Stu¨ck
, 1, . . . , 1︸ ︷︷ ︸
j Stu¨ck
) (2.2)
auf.
∆m ×∆n sind dann die Tupel (x1, x2, . . . , xm, y1, y2, . . . , yn), fu¨r die sowohl (2.1) als auch
(2.2) gilt. Hierin definiert 0 ≤ x1 ≤ . . . ≤ xm ≤ y1 ≤ . . . ≤ yn ≤ 1 einen (m + n)-
dimensionalen Simplex.
Fu¨r jeden anderen Punkt p in ∆m × ∆n gibt es 0 ≤ x1 ≤ . . . ≤ xm ≤ y1 ≤ . . . ≤ yn ≤
1, die durch eine Permutation der Koordinaten in p u¨berfu¨hrt werden ko¨nnen. So eine
Permutation entspricht gerade einem Weg f im m× n−Gitter von oben mit je einer nach
rechts fu¨hrenden Kante fu¨r jedes xi und einer nach oben fu¨hrenden Kante fu¨r jedes yi in
der permutierten Darstellung.
So kann ∆m × ∆n als Vereinigung der Simplizes lf (∆m+n) indiziert durch die Wege f
dargestellt werden.
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Bemerkung 2.2. Durch Nachrechnen folgt : Fu¨r σ : ∆m → Y und µ : ∆n → Z gilt die
u¨bliche Randformel
∂(σ × µ) = ∂σ × µ+ (−1)mσ × ∂µ.
Folgende Eigenschaft des simplizialen Kreuzprodukts ist von Bedeutung fu¨r das weitere
Vorgehen:
Lemma 2.3. Bezeichne pXτ : X ×X → ËX die Projektion und (pXτ )] die davon induzierte
Kettenabbildung, so gilt fu¨r singula¨re Simplizes σ1, σ2 : ∆k → X:
1. (pXτ )](σ1 × σ2) = (pXτ )](σ2 × σ1), falls k gerade.
2. (pXτ )](σ1 × σ2) = −(pXτ )](σ2 × σ1) , falls k ungerade.
Beweis. Zu jedem Weg f im k × k-Gitter ist der an der Diagonalen gespiegelte Weg f¯
ungleich f und es gilt:
τ ((σ2, σ1) ◦ lf ) = (σ1, σ2) ◦ lf¯ .
Betrachte
τ(σ2 × σ1) = τ
Ñ∑
f
(−1)|f |(σ2, σ1) ◦ lf
é
=
∑
f
(−1)|f |τ(σ2, σ1) ◦ lf
=
∑
f
(−1)|f |(σ1, σ2) ◦ lf¯ .
Da |f¯ |+ |f | = k2 gelten muss, folgt:
Ist k gerade, so ist |f | genau dann gerade (respektive ungerade), wenn es |f¯ | ist.
Ist k ungerade, so ist |f | genau dann gerade (beziehungsweise ungerade), wenn |f¯ | ungerade
(beziehungsweise gerade) ist. Damit ist
τ(σ2 × σ1) =
∑
f
(−1)|f¯ |(σ1, σ2) ◦ lf¯
= σ1 × σ2 , falls k gerade und
τ(σ2 × σ1) = (−1)
∑
f
(−1)|f¯ |(σ1, σ2) ◦ lf¯
= (−1)(σ1 × σ2) , falls k ungerade.
Daraus folgt die Behauptung.
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2.2 Definition und Existenz in der Cˇech-Homologie
Obiges Lemma zeigt, dass die nun folgende Definition nur fu¨r gerade Dimensionen sinnvoll
formuliert werden kann.
Definition 2.4 (Dachabbildung fu¨r singula¨re Ketten). Sei k ∈ Z eine gerade Zahl und sei
Csingk (X,A;Z) die k-te singula¨re Kettengruppe von (X,A). Definiere
·̂ : Csingk (X,A;Z)→ Csing2k ( Ó (X,A);Z)
durch
σ =
n∑
i=1
giσi 7→ σ̂ :=
∑
i<j
1≤i,j≤n
gigj(p
X
τ )](σi × σj),
wobei × das simpliziale Kreuzprodukt und (pXτ )] die von der Projektion pXτ : X × X →
(X ×X)/τ induzierte Kettenabbildung ist.
Die Dachabbildung ist wohldefiniert, denn zum einen setzt sie sich aus wohldefinierten
Abbildungen zusammen, zum anderen ist sie von der Summationsreihenfolge unabha¨ngig.
Denn sei pi eine Permutation der Menge {1, . . . , n}, dann gilt:∑
i<j
1≤i,j≤n
gigj(p
X
τ )](σi × σj) =
∑
i<j
1≤i,j≤n
gpi(i)gpi(j)(p
X
τ )](σpi(i) × σpi(j)),
was aus der nur fu¨r gerade k gu¨ltigen Gleichung (pXτ )](σi × σj) = (pXτ )](σj × σi) folgt.
Um zu beweisen, dass die Definition der Dachabbildung auf Kettenebene eine Abbildung
in Cˇech-Homologie induziert, ist es erforderlich, relative Homologie zu betrachten. Folgende
Definition beziehungsweise der Fakt, dass diese eine injektive Abbildung liefert, werden
spa¨ter sehr nu¨tzlich sein.
Definition 2.5. Sei X ein topologischer Raum, V ⊂ X und offene Mengen {Uλ}λ∈Λ ⊂ X
gegeben, so dass
• V ∩ Uλ = ∅, also V ⊂ X \ Uλ fu¨r alle λ ∈ Λ gilt und
• die Mengen {Uλ}λ∈Λ X \ V u¨berdecken.
Ausgehend von der Familie kurzer exakter Tripel-Sequenzen (des Tripels (X,X \ Uλ, V ))
von Kettenkomplexen®
0→ Csing∗ (X \ Uλ, V ;Z)
iλ]−→ Csing∗ (X, V ;Z) pi
λ−→ Csing∗ (X,X \ Uλ;Z)→ 0
´
λ∈Λ
(2.3)
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definieren wir die Abbildung
α : Csing∗ (X, V ;Z) −→
∏
λ∈Λ
Csing∗ (X,X \ Uλ;Z)
durch die Vorschrift
σ 7−→
Ñ
ασ : Λ→
⋃
λ∈Λ
Csing∗ (X,X \ Uλ;Z), λ 7→ piλ(σ)
é
.
Lemma 2.6 (Injektivita¨t). Die eben definierte Abbildung ist injektiv.
Beweis. Sei σ ∈ ker(α), also σ ∈ Csing∗ (X, V ;Z) mit α(σ) = ασ ≡ 0, das heißt
piλ(σ) = 0 ∈ Csing∗ (X,X \ Uλ;Z) fu¨r alle λ ∈ Λ.
Die Exaktheit der Sequenz (2.3) liefert fu¨r alle λ ∈ Λ ein Element σλ ∈ Csing∗ (X \Uλ, V ;Z)
mit
iλ] (σλ) = i
λ ◦ σλ = σ. (2.4)
Da die Abbildung iλ] durch die Inklusion i
λ : X\Uλ ↪→ X induziert wird, bedeutet Gleichung
(2.4), dass σ bereits ein Element von Csing∗ (X \ Uλ, V ;Z) ist, und zwar fu¨r alle λ ∈ Λ.
Wegen der U¨berdeckungseigenschaft der Mengen {Uλ}λ∈Λ heißt das aber, dass σ = 0 in
Csing∗ (X, V ;Z) ist. Damit ist gezeigt, dass ker(α) = 0, also α injektiv ist.
Schließlich ist nun zu zeigen, dass die Dachabbildung auch in Cˇech-Homologie existiert:
Satz 2.7. Sei k ∈ Z eine gerade Zahl. Vereinbarungsgema¨ß sei weiter (X,A) ein kompak-
tes Paar einer glatten, kompakten ∂−Mannigfaltigkeit. Dann induziert die Dachabbildung
·̂ : Csingk (X,A;Z)→ Csing2k ( Ó (X,A);Z) fu¨r singula¨re Ketten eine Dachabbildung
·̂ : Hˇk(X,A;Z)→ Hˇ2k
ÅÓ (X,A);Zã
in Cˇech-Homologie.
Beweis. Es ist hier Hˇk(X,A;Z) ∼= Hsingk (X,A;Z).1 Weiterhin ist die Cˇech-Homologie iso-
morph zum inversen Limes u¨ber die relative singula¨re Homologie offener Umgebungen, wie
im ersten Kapitel gezeigt wurde:
Hˇ2k
ÅÓ (X,A);Zã ∼= lim←− ¶Hsing2k (ËX,VÊA;Z) | VÊA ⊃ ÁA offen© .
Daher ist fu¨r σ ∈ Hsingk (X,A;Z), also σ =
∑n
i=1 giσi ∈ Csingk (X,A;Z) mit ∂σ = 0, zu
betrachten, was mit σˆ in Hsing2k (
ËX,VÊA;Z) passiert fu¨r ein offenes VÊA ⊃ ÁA.
1Siehe beispielsweise [4](Prop. 13.17).
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Wa¨hle eine Menge WÊA ⊂ VÊA so aus, dass 4X ⊂ (pXτ )−1(ÁA) ⊂ (pXτ )−1(WÊA) und WÊA ⊂ VÊA
gilt. Setze von nun an V := (pXτ )
−1(WÊA).
Da außerhalb der Diagonalen pXτ |X×X\4X : X ×X \4X → ËX \ pXτ (4X) eine Zweibla¨ttrige
U¨berlagerung ist und insbesondere 4X ⊂ V gilt, ist es mo¨glich, fu¨r jedes x ∈ X × X \
V eine offene Umgebung Ux disjunkt zu V zu finden, so dass p
X
τ |Ux : Ux ≈→ pXτ (Ux) ein
Homo¨omorphismus ist. Zu bemerken ist, dass dann WÊA ⊂ ËX \ pXτ (Ux) gilt fu¨r alle x ∈
X ×X \ V .
Wir ko¨nnen annehmen, dass σ so unterteilt ist, dass entweder
im(σi × σj) ⊂ V
oder (2.5)
im(σi × σj) ∩4X = ∅
gilt ∀i, j ∈ {1, . . . , n}.
Sei nun x ∈ X ×X \ V fest gewa¨hlt. Betrachte
pix : Csing2k (
ËX,WÊA;Z)→ Csing2k (ËX, ËX \ pXτ (Ux);Z),
welches wir schon zur Definition der Abbildung in Definition 2.5 benutzt haben. (Durch
das Dazwischenschalten einer weiteren Projektion kann (pXτ )](σ × σ) als Element von
Csing2k (
ËX,WÊA;Z) angesehen werden.)
Es ist
pix
Ä
(pXτ )](σ × σ)
ä
= pix
Ñ ∑
1≤i,j≤n
gigj(p
X
τ )](σi × σj)
é
(I)
= pix
Ö ∑
i 6=j
1≤i,j≤n
gigj(p
X
τ )](σi × σj)
è
(II)
= pix
Ö ∑
i<j
1≤i,j≤n
gigj(p
X
τ )](σi × σj)
è
= pix (σˆ) ∈ Csing2k (ËX, ËX \ pXτ (Ux);Z), (2.6)
wobei (I) gilt, da im(σi × σi) ∩ 4X 6= ∅ fu¨r alle i ∈ {1, . . . , n} ist und deshalb
im(σi × σi) ⊂ V ⊂ X ×X \ Ux fu¨r alle i. Gleichung (II) gilt, denn die Abbildung
B :
{
(i, j) ∈ {1, . . . , n}2; i 6= j
im(σi × σj) ∩ Ux 6= ∅
}
→
{
(i, j) ∈ {1, . . . , n}; i < j
im((pXτ )](σi × σj)) ∩ (pXτ )(Ux) 6= ∅
}
(i, j) 7→
®
(i, j) , falls i < j
(j, i) , sonst
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ist eine Bijektion. Um das zu zeigen, sei (i, j) mit i < j gegeben mit der Eigenschaft, dass
im(pXτ )](σi×σj)∩ (pXτ )(Ux) 6= ∅. Es gibt also p ∈ im(pXτ )](σi×σj) = im(pXτ )](σj×σi) und
passend q = (q1, q2) ∈ Ux, so dass
p = (pXτ )(q)⇔ p = [(q1, q2), (q2, q1)] ∈ im(pXτ )](σi × σj) = im(pXτ )](σj × σi)
⇒ q ∈ Ux ∩ im(σi × σj) oder q ∈ Ux ∩ im(σj × σi).
Das bedeutet aber nichts anderes als
B(i, j) = (i, j) oder B(j, i) = (i, j),
also die Surjektivita¨t von B. Injektivita¨t folgt leicht. Die so bewiesene Gleichung hilft
weiter:
Da ∂σ = 0 ist, ist ∂(σ × σ) = 0 und wegen (2.6) dann auch
0 = ∂pix(σˆ) ∈ Csing2k−1(ËX, ËX \ pXτ (Ux);Z). (2.7)
Die Abbildung aus Definition 2.5 kann nun nu¨tzlich sein: Fu¨r
α : Csing2k−1(ËX,WÊA;Z)→ ∏
x∈X×X\V
Csing2k−1(ËX, ËX \ pXτ (Ux);Z)
gilt wegen (2.7)
α(∂σˆ)(x) = α∂σˆ(x) = ∂pi
x(σˆ) = 0 fu¨r alle x ∈ X ×X \ V .
Die Mengen {Ux}x∈X×X\V erfu¨llen die Bedingungen aus Definition 2.5, daher ist α injektiv.
Es folgt ∂σˆ = 0 ∈ Csing2k−1(ËX,WÊA;Z). Die Bedingung WÊA ⊂ VÊA liefert dann
∂σˆ = 0 ∈ Csing2k−1(ËX,VÊA;Z).
Es bleibt die Wohldefiniertheit der Dachabbildung auf (Cˇech-)Homologieebene nach-
zuweisen. Fu¨r diesen Nachweis der Wohldefiniertheit seien σ und µ mit [σ] = [µ] ∈
Hsingk (X,A;Z) gegeben. Es gibt also [ν] ∈ Hsingk+1 (X,A,Z), so dass ∂ν = σ − µ ist. Passend
zu Eigenschaft (2.5) von σ und µ kann fu¨r ν =
∑m
i=1 kiνi eine Unterteilung vorausgesetzt
werden, so dass gilt:
im((νi × νi)) ⊂ (pXτ )−1(VÊA) ∀i ∈ {1, . . . ,m}. (2.8)
Zu zeigen ist, dass [σˆ] = [µˆ] =
[ÿ σ − ∂ν] ∈ Hsing2k (ËX,VÊA;Z) gilt. Hierfu¨r reicht es zu zeigen,
dass
[σˆ] =
[ÿ σ − ∂νi] ∀i ∈ {1, . . . ,m},
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denn die gewu¨nschte Aussage folgt dann induktiv. Da die Dachabbildung unabha¨ngig von
der Summationsreihenfolge ist, ko¨nnen nach eventueller Umnummerierung und Umbenen-
nung σ und ∂νi wie folgt dargestellt werden:
σ =
n∑
i=1
giσi +
N∑
i=n+1
giσi,
∂νi =
N∑
i=n+1
giσi +
N+k∑
i=N+1
giσi.
Hier ist es mo¨glich, dass n = N gilt, was dann bedeutet, dass σ und ∂νi keine Simplizes
gemeinsam haben. Es gilt:
σ − ∂νi =
n∑
i=1
giσi +
N+k∑
i=N+1
(−1)giσi.
Die Dachabbildung angewendet ergibt
σˆ =
∑
1≤i<j≤n
gigj(p
X
τ )](σi × σj) +
∑
1≤i≤n<j≤N
gigj(p
X
τ )](σi × σj) + Θ1, wobei
Θ1 =
∑
n<i<j≤N
gigj(p
X
τ )](σi × σj) undÿ σ − ∂νi = ∑
1≤i<j≤n
gigj(p
X
τ )](σi × σj)
+
∑
1≤i≤n≤N<j≤N+k
(−1)gigj(pXτ )](σi × σj) + Θ2, wobei
Θ2 =
∑
N<i<j≤N+k
gigj(p
X
τ )](σi × σj) und damit
σˆ − ÿ σ − ∂νi = ∑
1≤i≤n<j≤N+k
gigj(p
X
τ )](σi × σj) + Θ1 −Θ2
= (pXτ )]
Ñ
n∑
i=1
giσi ×
N+k∑
j=n+1
gjσj
é
+ Θ1 −Θ2 + Θ3 −Θ3 , wobei
Θ3 = (p
X
τ )]
Ñ
N∑
i=n+1
giσi ×
N+k∑
j=n+1
gjσj
é
.
Daraus folgt
σˆ − ÿ σ − ∂νi = (pXτ )](σ × ∂νi) + Θ1 −Θ2 −Θ3
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= (pXτ )](∂νi × σ) + Θ1 −Θ2 −Θ3
= (pXτ )](∂(νi × σ)) + Θ1 −Θ2 −Θ3 , da ∂σ = 0
= ∂((pXτ )](νi × σ)) + Θ1 −Θ2 −Θ3. (2.9)
Θ1,Θ2 und Θ3 enthalten jeweils nur Summanden der Form gigj(p
X
τ )](σi×σj), wobei σi und
σj beides Simplizes aus ∂νi sind. Eigenschaft (2.8) liefert somit, dass die Bilder
im((pXτ )](σi × σj)), die in Θ1,Θ2 und Θ3 vorkommen, Teilmengen der Umgebung VÊA sind.
Es ist also wegen (2.9)
[σˆ] =
[ÿ σ − ∂νi] ∈ H2k(ËX,VÊA;Z),
was die gewu¨nschte Aussage liefert.
Insgesamt haben wir nun gezeigt, dass wir fu¨r σ ∈ Hsingk (X,A;Z) und fu¨r eine feste, offene
Umgebung VÊA ⊃ ÁA ein wohldefiniertes Element σˆ =: σˆVÊA ∈ Hsing2k (ËX,VÊA,Z) bekommen.
Diese Wohldefiniertheit soll aber auch in der Cˇech-Homologie gelten. Bezeichne mit ΩÊA die
Menge aller offenen Umgebungen von ÁA in ËX, gerichtet durch umgekehrte Inklusion. Satz
1.4 auf Seite 9 liefert:
Hˇk(
Ó (X,A)),Z) ∼= lim←−{Hsingk (ËX,VÊA;Z)|VÊA ⊃ ÁA}
∼= {(σVÊA)VÊA∈ΩÊA ∈ ∏
VÊA∈ΩÊAHsingk (ËX,VÊA,Z)|(iVÊAWÊA)∗σVÊA = σWÊA ∀ VÊA ⊂ WÊA},
wobei (i
VÊA
WÊA)∗ die von der Inklusion iVÊAWÊA : VÊA ↪→ WÊA induzierte Abbildung ist. Bilde das
Element
ˇˆσ := (σˆVÊA)VÊA∈ΩÊA ∈ ∏
VÊA∈ΩÊAHsingk (ËX,VÊA,Z),
welches auf Grund der Wohldefiniertheit aller seiner Komponenten selbst wohldefiniert ist.
Weiterhin gilt aber auch
(i
VÊA
WÊA)∗σˆVÊA = σˆWÊA ∀ VÊA ⊂ WÊA.
Das bedeutet aber nichts anderes, als dass ˇˆσ wohldefiniert in Hˇk(
Ó (X,A)),Z) ist.
2.3 Eigenschaften
Im Folgenden soll erla¨utert werden, warum es sinnvoll ist, die Dachabbildung konstruiert
zu haben. Hierfu¨r ist ein wenig Vorarbeit no¨tig. Die Zusammenfassung der Ergebnisse, die
”
Giebelmannigfaltigkeiten“ und ihre Fundamentalklassen betreffen, beruft sich auf [9]. Dort
wurde allerdings mit Z2-Koeffizienten gearbeitet, also Orientierung vernachla¨ssigt. Aus
diesem Grund wird hier zuna¨chst die Orientierung in unserem speziellen Zusammenhang
na¨her beleuchtet.
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2.3.1 Orientierung
Satz 2.8. Sei M eine orientierte Mannigfaltigkeit der Dimension dim(M) = k. Die koor-
dinatenvertauschende Involution τ : M×M →M×M , (x, y) 7→ (y, x) ist orientierungser-
haltend fu¨r gerade Dimensionen k und orientierungsumkehrend fu¨r ungerade Dimensionen
k.
Beweis. M ist orientiert, das heißt, dass es fu¨r alle x ∈ M eine lokale Orientierung µx ∈
Hk(M,M \ x) gibt, fu¨r die eine Umgebung U 3 x und ein Element µU ∈ Hk(M,M \ U)
existieren, so dass fu¨r alle y ∈ U gilt:
µU 7→ µy
durch die Abbildung
Hk(M,M \ U)→ Hk(M,M \ y).
M ×M ist dann auch orientiert:
Sei (p, q) ∈ M ×M . Wa¨hle fu¨r x = (p, q) ∈ M ×M die lokale Orientierung µx = µp × µq,
wobei µp die lokale Orientierung an p, µq die lokale Orientierung an q in M und ”× ” das
vom simplizialen Kreuzprodukt kommende homologische Kreuzprodukt ist.
Es ist (p, q) ∈ Up×Uq =: U(p,q) und µU(p,q) := µUp×µUq , wobei M ⊃ Up 3 p und M ⊃ Uq 3 q
so gewa¨hlt sind, dass µUp 7→ µp¯ durch die Abbildung Hk(M,M \Up)→ Hk(M,M \ p¯) und
µUq 7→ µq¯ durch die Abbildung Hk(M,M \ Uq) → Hk(M,M \ q¯) fu¨r alle p¯ ∈ Up, q¯ ∈ Uq.
Betrachte das folgende kommutative Diagramm:
H2k(M ×M,M ×M \ U(p,q))
∼=

α // H2k(M ×M,M ×M \ (p¯, q¯))
∼=

H2k(M,M \ Up)⊗H2k(M,M \ Uq) // H2k(M,M \ p¯)⊗H2k(M,M \ q¯)
Die senkrechten Isomorphismen sind durch die Ku¨nneth-Formel begru¨ndet. Dieses Dia-
gramm und die obigen Eigenschaften belegen, dass α(µU(p,q)) = µp¯ × µq¯ = µ(p¯,q¯) fu¨r alle
(p¯, q¯) ∈ U(p,q).
Also kann M ×M wie oben definiert orientiert werden. In Lemma 2.3 haben wir gezeigt,
dass
τ(µp × µq) = µq × µp , falls k gerade und
τ(µp × µq) = −(µq × µp) , falls k ungerade
gilt, was die Behauptung liefert.
Als lokale Orientierung fu¨r [(p, q), (q, p)] ∈ ÈM = M ×M/τ kann also in dem Fall, in
dem dim(M) gerade ist, (pMτ )∗(µp × µq) gewa¨hlt werden. Hierbei ist (pMτ )∗ die von der
Projektion p : M×M → ÈM induzierte Abbildung. Mit dem obigen Ergebnis ist diese Wahl
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wohldefiniert und damit wissen wir, dass fu¨r gerade-dimensionale, orientierte Mannigfal-
tigkeiten M auch ÈM orientierbar ist.
Bis zu diesem Zeitpunkt wissen wir allerdings nicht, ob fu¨r eine Mannigfaltigkeit M auch
M ×M oder ÈM eine Mannigfaltigkeitsstruktur aufweisen. Diese Probleme sollen im Fol-
genden erla¨utert werden.
2.3.2 Giebelmannigfaltigkeit und Fundamentalklasse
Fu¨r randlose, glatte Mannigfaltigkeiten M , das heißt glatte Mannigfaltigkeiten mit
∂M = ∅, kann ohne großen Aufwand gezeigt werden, dass M ×M die Mannigfaltigkeits-
struktur von M erbt.
Im Fall von berandeten, glatten Mannigfaltigkeiten M ist es mit gro¨ßerem Aufwand ver-
bunden zu zeigen, dass auch (M,∂M)× (M,∂M) eine berandete, glatte Mannigfaltigkeits-
struktur aufweist. Es wird die Begriffsbildung eines Kragens einer Mannigfaltigkeit und
das Verfahren der Winkelgla¨ttung beno¨tigt. Hierfu¨r sei auf [3](Abschnitt 13) verwiesen.
Die koordinatenvertauschende Involution τ : M ×M →M ×M ist nicht fixpunktfrei, des-
wegen tra¨gt M ×M/τ = ÈM auf den ersten Blick nicht die Struktur einer Mannigfaltigkeit.
Indem die Fixpunktmenge, also die Diagonale 4M , ”herausgeschnitten wird“, kann dieses
Problem gelo¨st werden. Um genauer zu verstehen, inwiefern dann
”
das verminderte ÈM“ ei-
ne Mannigfaltigkeitsstruktur aufweist, sei hier zuna¨chst an die Definition des transversalen
Schnittes zweier Untermannigfaltigkeiten erinnert.
Dieser Abschnitt soll vor allem eine Zusammenfassung der beno¨tigten Ergebnisse liefern.
Details und Beweise ko¨nnen in [9] nachgelesen werden.
Definition 2.9 (Transversaler Schnitt von Untermannigfaltigkeiten). Sei W eine glatte
Mannigfaltigkeit. Die eingebetteten Untermannigfaltigkeiten M1 und M2 schneiden sich
transversal, falls fu¨r alle Punkte p ∈ M1 ∩M2 der Tangentialraum TpW die Summe der
Tangentialra¨ume TpM1 und TpM2 ist. Das soll hier heißen:
TpW = TpM1 + TpM2 := {v + w|v ∈ TpM1, w ∈ TpM2} .
Man notiert M1 tM2.
Die nachfolgende Bemerkung unterstreicht, dass die Definition sinnvoll ist:
Bemerkung 2.10. Der transversale Schnitt zweier Untermannigfaltigkeiten einer glatten
Mannigfaltigkeit ist selbst eine Untermannigfaltigkeit.
Der transversale Schnitt wird beno¨tigt, um die Art und Weise, wie die Diagonale her-
ausgeschnittenen werden muss, zu spezifizieren:
Satz 2.11 (Verminderte Giebelmannigfaltigkeiten). Sei W eine glatte, kompakte, berande-
te Mannigfaltigkeit und (M,∂M) ⊂ (W,∂W ) eine eingebettete Untermannigfaltigkeit mit
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Rand ∂M = M t ∂W . Sei weiterhin (U, ∂U) eine berandete Umgebung der Diagonalen
4W ⊂ W ×W mit transversalem Schnitt ∂U t (M ×M) und Innerem U˚ = U \ ∂U .
Dann ist der verminderte GiebelÚ (M,∂M)U˚ := (ÈM \ pMτ ÄU˚ä ,Î∂M \ pMτ ÄU˚ ∩ (∂M × ∂M)ä)
eine glatte, kompakte 2dim(M)−dimensionale ∂-Mannigfaltigkeit.
Sind (W,∂W ) und (M,∂M) ⊂ (W,∂W ) sogar zusa¨tzlich orientiert und besitzen gerade
Dimension, so erbt Ú (M,∂M)U˚ die Orientierung wie im vorherigen Abschnitt beschrieben.
Das und die Kompaktheit der verminderten Giebelmannigfaltigkeit liefern die Existenz
einer wohldefinierten FundamentalklasseïÚ (M,∂M)U˚ò ∈ Hsing2dim(M) ÅÚ (M,∂M)U˚ ;Zã .
In Cˇech-Homologie liefert das ein sehr brauchbares Ergebnis:
Satz 2.12. Sei (M,∂M) ⊂ (W,∂W ) eine eingebettete, kompakte, gerade-dimensionale
Untermannigfaltigkeit mit den Eigenschaften aus Satz 2.11. Zudem existiere eine Orientie-
rung. Dann besitzt der Giebel Ò (M,∂M) eine nicht triviale, relative Cˇech-HomologieklasseïÒ (M,∂M)ò ∈ Hˇ2dim(M) ÅÒ (M,∂M);Zã .
Beweis. [Idee] Bemerke zuna¨chst, dass die Menge der Umgebungen, die die Eigenschaften
aus Satz 2.11 erfu¨llen, (stark) kofinal in der gerichteten Menge aller offenen Umgebungen
der Diagonale liegen. Das heißt, dass zu einer beliebigen offenen Umgebung V der Diago-
nalen eine Umgebung U ⊂ V der Diagonalen gefunden werden kann, die die Eigenschaften
aus Satz 2.11 erfu¨llt. Da jede Umgebung symmetrisiert werden kann, gehen wir hier immer
von bereits symmetrischen Umgebungen aus. Es ist
Hˇ2dim(M)
ÅÒ (M,∂M);Zã ∼= lim←− {Hsing2dim(M) (ÈM,V ;Z) | V ⊃Î∂M offen } .
Per Definition enthalten die Umgebungen V auch immer die Diagonale4M . Fu¨r jede dieser
Umgebungen V erhalten wir also U ⊂ V , welches zusa¨tzlich die Eigenschaften aus Satz
2.11 erfu¨llt. Fu¨r dieses existiert eine (nicht triviale) FundamentalklasseïÒ (M,∂M)U˚ò ∈ Hsing2dim(M) ÅÒ (M,∂M)U˚ ;Zã .
Fu¨r verschiedene Umgebungen V2 ⊂ V1, gibt es dann auch Umgebungen U2 ⊂ U1 und die
Fundamentalklassen werden von den durch die Inklusionen induzierten Homomorphismen
aufeinander abgebildet. Dadurch erhalten wir fu¨r offene Umgebungen V von Î∂M nicht
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triviale Homologieklassen in Hsing2dim(M)(
ÈM,V ;Z), welche ebenso die Eigenschaft haben, von
den jeweiligen Inklusionen aufeinander abgebildet zu werden.
Diese sind wohldefiniert, da fu¨r zwei verschiedene Wahlen der Mengen U ⊂ V , die die
Eigenschaften aus Satz 2.11 erfu¨llen, eine weitere Menge U˜ gefunden werden kann, die die
entsprechenden Eigenschaften erfu¨llt, und die beide vorherigen Mengen entha¨lt.
Es kann dann gezeigt werden, dass die von U˜ kommende Homologieklasse zu beiden vorher
resultierenden Homologieklassen homolog ist, was die beiden zu homologen Homologieklas-
sen macht.
Aus Satz 1.4 ist die Gestalt des hier zu betrachtenden Limes bekannt, daher ist nun einzu-
sehen, dass das Element, das aus den im vorherigen Absatz konstruierten Homologieklassen
besteht, ein nicht triviales Element in
lim←−
{
Hsing2dim(M)
(ÈM,V ;Z) | V ⊃Î∂M offen } ∼= Hˇ2dim(M) ÅÒ (M,∂M);Zã ist.
Diese Vorarbeit rechtfertigt, dass wir Ò (M,∂M) als Giebelmannigfaltigkeit mit der Klas-
se aus Satz 2.12 als Fundamentalklasse bezeichnen. Nun wird allma¨hlich klar, was fu¨r eine
wu¨nschenswerte Eigenschaft die Dachabbildung hat:
Sie bildet unter den passenden Voraussetzungen die Fundamentalklasse einer Mannigfal-
tigkeit M auf die Fundamentalklasse der zugeho¨rigen Giebelmannigfaltigkeit ab.
Satz 2.13. Sei W eine glatte, kompakte, berandete, orientierte Mannigfaltigkeit und
(M,∂M) ⊂ (W,∂W ) eine eingebettete Untermannigfaltigkeit wie in Satz 2.11 gefordert.
Diese habe weiterhin gerade Dimension k. Dann giltŸ [M,∂M ]Z = ïÒ (M,∂M)ò ,
wobei [M,∂M ]Z die Fundamentalklasse von (M,∂M) und
ïÒ (M,∂M)ò ∈ Hˇ2k(Ò (M,∂M);Z)
die Fundamentalklasse der Giebelmannigfaltigkeit Ò (M,∂M) bezeichnet.
Beweis. Da M als glatte Mannigfaltigkeit trianguliert werden kann, kann auch zu jedem
k−dimensionalen Simplex s von M ein affiner Isomorphismus σs : ∆k → s gewa¨hlt wer-
den, so dass die Fundamentalklasse [M,∂M ]Z von (M,∂M) durch den folgenden k-Zykel
repra¨sentiert werden kann: ∑
s
σs ∈ Csingk (M,∂M ;Z)2,
wobei s die k−Simplizes von M durchla¨uft. Man stelle sich die k-Simplizes durchnumme-
riert vor und es sei n ihre Anzahl.
2Vgl. [13], S. 138.
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Es ist also
Ÿ [M,∂M ]Z = ñ÷∑
s
σs
ô
=
 ∑
s<t
1≤s,t≤n
(pXτ )](σs × σt)
 ∈ Hsing2k
ÅÒ (M,∂M);Zã .
Da k gerade ist, gilt (pXτ )](σs×σt) = (pXτ )](σt×σs) fu¨r alle k−Simplizes s, t von M . Aus die-
sem Grund ist aber
∑
s<t
1≤s,t≤n
(pXτ )](σs × σt) die Summe u¨ber alle 2k-Simplizes von Ò (M,∂M)
und repra¨sentiert somit die Fundamentalklasse der Giebelmannigfaltigkeit Ò (M,∂M).
Allerdings kann das so nur gelten, wenn die Triangulierungen von (M,∂M) und Ò (M,∂M),
welches im Allgemeinen gar keine Mannigfaltigkeit ist, zusammenpassen. Insbesondere soll-
te es an den Schnittstellen, an denen die Umgebung der Diagonalen in M ×M herausge-
schnitten wurde, eine Triangulierung geben, die mit der von M zusammen passt.
Da nun aber die verminderte Giebelmannigfaltigkeit tatsa¨chlich eine glatte Mannigfaltig-
keit ist, kann sie in ausreichender Entfernung von der herausgeschnittenen Diagonalen sogar
auf die selbe Art wie M trianguliert werden. Da Triangulierungen ausdehnbar sind, folgt
das Gewu¨nschte.
2.4 Ausblick
Eine Homologietheorie, die sehr geometrisch definiert ist, ist die Bordismustheorie. Hier
werden fu¨r einen topologischen Raum X Abbildungen f : M → X betrachtet, wobei M
eine geschlossene, glatte, n-dimensionale Mannigfaltigkeit ist.
Solche sogenannten singula¨ren n-Mannigfaltigkeiten (M1, f1) und (M2, f2) heißen bor-
dant, wenn es eine kompakte (n + 1)-dimensionale Mannigfaltigkeit W, eine Abbildung
F : W → X, eine disjunkte Zerlegung des Randes ∂W = ∂0W q ∂1W und Diffeomorphis-
men ui : Mi → ∂iW fu¨r i = 0, 1 gibt, so dass F ◦ ui = fi fu¨r i = 0, 1 gilt. Sie heißen also
bordant, wenn sie gemeinsam den Rand einer ho¨herdimensionalen Mannigfaltigkeit erge-
ben.
”
Bordant“ ist eine A¨quivalenzrelation, und es ist mo¨glich, auf den A¨quivalenzklassen
Nn(X) der Bordismusklassen (M, f) durch die disjunkte Summe die Struktur einer abel-
schen Gruppe zu definieren.
Diese Konstruktion la¨sst sich auf Raumpaare (X,A) und Abbildungen (M,∂M)→ (X,A)
erweitern. Insgesamt resultiert eine Homologietheorie, die allerdings das Dimensionsaxiom
nicht erfu¨llt und die unorientierter Bordismus genannt wird.
Es dra¨ngt sich die Frage auf, ob eine Dachabbildung auch im Bordismus existieren wu¨rde.
Da bei der Frage, inwiefern ÈM fu¨r eine ∂-Mannigfaltigkeit M wieder eine Mannigfaltig-
keitsstruktur aufweist, vor allem die Diagonale in M × M eine Schwierigkeit darstellt,
wird es auch hier no¨tig sein, sich besonders um die Diagonale zu ku¨mmern. Außerhalb der
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Diagonalen entsteht durch die Giebelbildung im Grunde nichts anderes als vorher, denn
dort ist M ×M eine zweifache U¨berlagerung von ÈM (ohne das Bild der Diagonalen). Die
Diagonale ist aber auf den ersten Blick nicht so einfach in das dadurch entstehende Bild
einzufu¨gen.
Literaturverzeichnis
[1] P. Alexandroff and H. Hopf, Topologie. I, Springer-Verlag, Berlin, 1974. Be-
richtigter Reprint, Die Grundlehren der mathematischen Wissenschaften, Band 45.
[2] G. E. Bredon, Topology and geometry, vol. 139 of Graduate Texts in Mathematics,
Springer-Verlag, New York, 1993.
[3] T. Bro¨cker and K. Ja¨nich, Einfu¨hrung in die Differentialtopologie, Springer-
Verlag, Berlin, 1973. Heidelberger Taschenbu¨cher, Band 143.
[4] A. Dold, Lectures on algebraic topology, Classics in Mathematics, Springer-Verlag,
Berlin, 1995. Reprint of the 1972 edition.
[5] C. H. Dowker, On countably paracompact spaces, Canadian J. Math., 3 (1951),
pp. 219–224.
[6] J. Dugundji, Note on CW polytopes, Portugaliae Math., 11 (1952), pp. 7–10.
[7] S. Eilenberg and N. Steenrod, Foundations of algebraic topology, Princeton Uni-
versity Press, Princeton, New Jersey, 1952.
[8] R. Engelking, General topology, PWN—Polish Scientific Publishers, Warsaw, 1977.
Translated from the Polish by the author, Monografie Matematyczne, Tom 60. [Ma-
thematical Monographs, Vol. 60].
[9] S. Hage, Das Borsuk-Ulam-Theorem und spezielle Verallgemeinerungen fu¨r G-Ra¨ume
und fundamentale Korrespondenzen, Diplomarbeit, Mathematisches Institut der Uni-
versita¨t Go¨ttingen, 2006.
[10] A. Hatcher, Algebraic topology, Cambridge University Press, Cambridge, 2002.
[11] J. G. Hocking and G. S. Young, Topology, Dover Publications Inc., New York,
second ed., 1988.
[12] S.-t. Hu, Theory of retracts, Wayne State University Press, Detroit, 1965.
51
52 LITERATURVERZEICHNIS
[13] W. Lu¨ck, Algebraische Topologie. Homologie und Mannigfaltigkeiten., Vieweg Studi-
um: Aufbaukurs Mathematik. Wiesbaden: Vieweg. ix, 266 p., 2005.
[14] A. T. Lundell and S. Weingram, The Topology of CW Complexes, The University
Series in Higher Mathematics, Van Nostrand Reinhold Company, 1969.
[15] J. Milnor, On spaces having the homotopy type of CW-complex, Trans. Amer. Math.
Soc., 90 (1959), pp. 272–280.
[16] T. Schick, R. Simon, S. Spiez, and H. Torunczyk, A parametrized version of
the Borsuk Ulam theorem, (2007), arXiv:0709.1774.
[17] E. H. Spanier, Algebraic topology, Springer-Verlag, New York, 1981. Corrected re-
print.
