Abstract. If µ is a positive Borel measure on the interval [0, 1) we let Hµ be the Hankel matrix Hµ = (µ n,k ) n,k≥0 with entries µ n,k = µ n+k , where, for n = 0, 1, 2, . . . , µn denotes the moment of order n of µ. This matrix induces formally the operator
Introduction and main results
Let D be the unit disc in the complex plane C, and let Hol(D) denote the space of all analytic functions in D. For 0 < r < 1 and f ∈ Hol(D), we set We refer to [9] for the theory of Hardy spaces. The space BM OA consists of those functions f ∈ H 1 whose boundary values have bounded mean oscillation on ∂D. The Bloch space B consists of all analytic functions f in D with bounded invariant derivative:
We mention [1, 13, 23] as excellent references for these spaces. Let us recall that BM OA B.
If µ is a finite positive Borel measure on [0, 1) and n = 0, 1, 2, . . . , we let µ n denote the moment of order n of µ, that is, µ n = [0,1) t n dµ(t), and we let H µ be the Hankel matrix (µ n,k ) n,k≥0 with entries µ n,k = µ n+k . The matrix H µ induces formally an operator, also denoted H µ , on spaces of analytic functions in the following way: if f (z) = ∞ k=0 a k z k ∈ Hol(D) we define
whenever the right hand side makes sense and defines an analytic function in D.
If µ is the Lebesgue measure on [0, 1) the matrix H µ reduces to the classical Hilbert matrix H = (n + k + 1) −1 n,k≥0
, which induces the classical Hilbert operator H. The Hilbert operator is known to be well defined on H 1 and bounded from H p into itself, if 1 < p < ∞, but not if p = 1 or p = ∞ [8] .
The question of describing the measures µ for which the operator H µ is well defined and bounded on distinct spaces of analytic functions has been studied in a good number of papers (see [2, 7, 10, 15, 16, 19, 20, 21] ). The measures in question are Carleson-type measures.
If I ⊂ ∂D is an interval, |I| will denote the length of I. The Carleson square S(I) is defined as S(I) = {re it : e it ∈ I, 1 − |I| 2π ≤ r < 1}. If s > 0 and µ is a positive Borel measure on D, we shall say that µ is an s-Carleson measure if there exists a positive constant C such that µ (S(I)) ≤ C|I| s , for any interval I ⊂ ∂D.
A 1-Carleson measure will be simply called a Carleson measure. If µ is a positive Borel measure on D, 0 ≤ α < ∞, and 0 < s < ∞ we say that µ is an α-logarithmic s-Carleson measure [22] if there exists a positive constant C such that
A positive Borel measure µ on [0, 1) can be seen as a Borel measure on D by identifying it with the measureμ defined bỹ
In this way a positive Borel measure µ on [0, 1) is an s-Carleson measure if and only if there exists a positive constant C such that
We [10] studied the operators H µ acting on H 1 . The action of H µ on the Hardy spaces H p , 0 < p ≤ ∞, has been studied in [7, 15, 16] . The papers [15] and [16] study also the operators H µ acting on distinct subspaces of the Bloch space, including BM OA, Besov spaces, and the Q s -spaces.
In this paper we shall study the operators H µ acting on mean Lipschitz spaces of analytic functions.
If f ∈ Hol(D) has a non-tangential limit f (e iθ ) at almost every e iθ ∈ ∂D and δ > 0, we define
Then ω p (·, f ) is the integral modulus of continuity of order p of the boundary values f (e iθ ) of f . Given 1 ≤ p ≤ ∞ and 0 < α ≤ 1, the mean Lipschitz space Λ p α consists of those functions f ∈ Hol(D) having a non-tangential limit almost everywhere for which
α . This is the usual Lipschitz space of order α. A classical result of Hardy and Littlewood [17] (see also [9, Chapter 5] ) asserts that for 1 ≤ p ≤ ∞ and 0 < α ≤ 1, we have that Λ p α ⊂ H p and
It is known that if 1 < p < ∞ and α > 
The inclusion Λ p 1/p ⊂ BM OA, 1 ≤ p < ∞ was proved to be sharp in a very strong sense in [3, 11, 12] using the following generalization of the spaces Λ 
With this notation we have Λ
The question of finding conditions on ω so that it is possible to obtain results on the spaces Λ(p, ω) analogous to those proved by Hardy and Littlewood for the spaces Λ p α has been studied by several authors (see [4, 5, 6] ). We shall say that ω satisfies the Dini condition or that ω is a Dini-weight if there exists a positive constant C such that
We shall say that ω satisfies the condition b 1 or that ω ∈ b 1 if there exists a positive constant
In order to simplify our notation, let AW denote the family of all functions ω : 
In [3, 11, 12] it is proved that if 1 ≤ p < ∞ and ω is an admissible weight such that ω(δ) δ 1/p → ∞, as δ → 0, then there exists a function f ∈ Λ(p, ω) which is a not a normal function (see [1] for the definition). Since any Bloch function is normal, if follows that for such admissible weights ω one has that Λ(p, ω) ⊂ B.
One of the main results in [16] is the following one. 
A key ingredient in the proof of Theorem A is the fact that for any space X with Λ 2 1/2 ⊂ X ⊂ B the functions f ∈ X of the form f (z) = ∞ n=0 a n z n whose sequence of Taylor coefficients {a n } is a decreasing sequence of non-negative numbers are the same. Indeed, for such a function f and such a space X we have that f ∈ X ⇔ a n = O 1 n . This result remains true if we substitute Λ 2 1/2 by Λ p 1/p for any p > 1. That is, the following result holds: Lemma 1.1. Suppose that 1 < p < ∞ and let f ∈ Hol(D) be of the form f (z) = ∞ n=0 a n z n with {a n } ∞ n=0 being a decreasing sequence of nonnegative numbers. If X is a subspace of
Lemma 1.1 is a consequence of the following one which will be proved in Section 2.
Lemma 1.2. Let 1 < p < ∞, ω ∈ AW and let f (z) = ∞ n=0 a n z n with {a n } ∞ n=0 being a decreasing sequence of nonnegative numbers. Then
Using Lemma 1.1 and following the proof of Theorem A in [16] , we obtain (ii) The operator H µ is well defined in X and, furthermore, it is a bounded operator from
As an immediate consequence of Theorem 1.1 we obtain the following result. The proofs of Lemma 1.2 and Theorem 1.2 will be presented in Section 2. We close this section noticing that, as usual, we shall be using the convention that C = C(p, α, q, β, . . . ) will denote a positive constant which depends only upon the displayed parameters p, α, q, β . . . (which sometimes will be omitted) but not necessarily the same at different occurrences. Moreover, for two real-valued functions E 1 , E 2 we write E 1 E 2 , or E 1 E 2 , if there exists a positive constant C independent of the arguments such that E 1 ≤ CE 2 , respectively E 1 ≥ CE 2 . If we have E 1 E 2 and E 1 E 2 simultaneously then we say that E 1 and E 2 are equivalent and we write E 1 ≍ E 2 .
Proofs of the main results
We start recalling that for a function f (z) = ∞ n=0 a n z n analytic in D, the polynomials ∆ j f are defined as follows: 
Proof of Lemma 1.2. By Lemma A of [18] , since a n ց 0, we have
So by Theorem B we have that
This easily implies (1.2).
Lemma 2.1. Suppose that 1 < p < ∞. Let ν be a positive Borel measure on [0, 1), and let ω ∈ AW satisfying that x −1/p ω(x) ր ∞, as x ց 0. Then following conditions are equivalent:
Proof. Suppose (i). Then we have that
n+1 so using the above we have that
This, and the facts that ω(1/n)n 1/p ≤ ω(1/(n + 1))(n + 1) 1/p and that the weight ω increases give (ii). Suppose now (ii). Then
The first integral can be estimated bearing in mind that (1 − t) −1/p ω(1 − t) ր ∞ when t ր 1 as follows
To estimate of the second integral we use that (1 − t) 1−1/p ω(1 − t) ց 0 when t ր 1 to obtain
Then (i) follows.
ω(1/n) n 1−1/p z n belongs to the space Λ(p, ω) so, by the hypothesis, H µ (f ) belongs also to Λ(p, ω). Now
Notice that
that is, the moments of the measure ν defined by
satisfy that
According to the definition of the measure
and the sum can be estimated as follows
Finally, putting all together we have that
To prove this implication we need to use the integral operator I µ considered in [7, 10, 15, 16] which is closely related to the operator H µ .
If µ is a positive Borel measure on [0, 1) and f ∈ Hol(D), we shall write throughout the paper
whenever the right hand side makes sense and defines an analytic function in D. It turns out that the operators H µ and I µ are closely related. Indeed, as shown in the just mentioned papers, it turns out that if f is good enough H µ (f ) and I µ (f ) are well defined and coincide. Suppose that µ is a Carleson measure supported on [0, 1) and let f ∈ Λ(p, ω). We claim that (2.1)
Indeed, using Lemma 3 of [14] we have that
Then we obtain
If we choose r ∈ [0, 1) we can split the integral in the intervals [0, r) and [r, 1). In the first one, as ω is an increasing weight we have 
So we have that for f ∈ Λ(p, ω) and z ∈ D, (2.1) holds. This implies that I µ (f ) is well defined, and, using Fubini's theorem and standard arguments it follows easily that H µ (f ) is also well defined and that, furthermore,
Now we have,
so the mean of order p of I µ (f ) ′ has the form
Using again (2.2), the Minkowski inequality and a classical estimation of integrals we obtain that ω(1 − t) (1 − t) 1/p (1 − tr) 2−1/p dµ(t).
At this point we split the integrals on the sets [0, r) and [r, 1).
In the first integral we use that x −1/p ω(x) ր ∞, as x ց 0, and the fact that if µ is a Carleson measure (so that µ n = [0,1) t n dµ(t) In the second integral we use that ω is an increasing weight and the fact that the measure µ being a Carleson measure is equivalent to saying that the measure ν defined by dν(t) = Therefore I µ (f ) ∈ Λ(p, ω) and then the operator I µ (and hence the operator H µ ) is bounded from Λ(p, ω) into itself.
