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RÉSUMÉ 
Ce mémoire se concentre sur la théorie des tableaux de Young décalés. Nous intro-
duisons un analogue décalé du monoïde plaxique de Lascoux et de Schützenberger, le 
monoïde plaxique décalé. Ce monoïde peut être défini de deux manières différentes soit 
par les relations de Knuth décalées, soit en utilisant l'insertion mixte de Haiman. 
MOTS-CLÉS: tableaux de Young, algorithme de Robinson-Schensted,jeu 
de taquin, monoïde plaxique, tableaux de Young décalés, insertion de Hai-
man. 

INTRODUCTION 
Les tableaux de Young sont des objets combinatoires qui jouent un rôle important en 
théorie des représentations du groupe symétrique, dans la théorie des fonctions symé-
triques, et dans la théorie des représentations du groupe général linéaire. Ils ont été in-
troduits en 1901 par Alfred Young [YounOl ] comme un outil pour développer la théorie 
des représentations du groupe symétrique. Ils permettent en particulier de construire les 
représentations irréductibles du groupe symétrique. Après ce développement la théorie 
de tableaux de Young joue un rôle important dans plusieurs domaines mathématiques 
comme la combinatoire énumérative et la combinatoire géométrique. Nous étudions 
dans ce mémoire la théorie de tableaux de Young décalés qui est un analogue de la 
théorie de tableaux de Young du point de vue de la combinatoire algébrique. L'objectif 
principal de cet article est d'étudier la construction d ' un analogue décalé du monoïde 
plaxique de Lascaux et de Schützenberger, le monoïde plaxique décalé. Il s'appuie sur 
l'article de Luis Serrano "Noncommutative Schur P-functions and the shifted plactic 
monoïde", 2010. Dans cet article, Serrano a developpé une théorie de monoïde plaxique 
pour les tableaux décalés similaire à celle de Lascaux et de Schützenberger, pour aider 
à obtenir une règle similaire de Littlewood-Richardson pour les fonctions P-Schur, un 
algorithme permettant de calculer le produit de deux fonctions .de P-Schur [Serrano]. 
Il existe une gamme de monoïdes définis en tant que quotients du monoïde libre et 
dont les classes d 'équivalence sont indexées par des objets combinatoires. Le monoïde 
historique et le plus fondamental, est le monoïde plaxique [LaSc], [Lot]. Ce monoïde 
a des importantes applications dans la théorie de la représentation et de la théorie de 
fonctions symétriques, voir [LaLe]. La principale illustration de l'importance du mo-
-----------------
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noïde plaxique est son intervention dans la démonstration de la règle de Littlewood-
Richardson pour calculer les coefficients qui apparaissent lors de la multiplication de 
deux fonctions de Schur [Mac]. 
Une définition de ce monoïde repose sur la donnée d'une congruence sur les mots 
r 
obtenue à partir des relations de Knuth [Knu]. Une autre approche, plus algorithmique, 
consiste à partir de l'algorithme de Schensted [Sche], qui permet de déterminer sur 
l'entrée d'un mot, la longueur de son plus long sous-mot croissant. Cet algorithme 
construit un tableau de Young à partir d'un mot, et il est naturel de considérer que deux 
mots sont équivalents s'ils produisent le même tableau lorsqu' on applique l'algorithme 
de Schensted. Il s'avère que ces deux approches mènent à la construction du même 
monoïde, que les éléments de ce dernier peuvent s'interpréter comme des tableaux de 
Young (semi-standards) et que le produit de ce monoïde se calcule par deux manières 
soit par l'intermédiaire de l'algorithme de Schensted, soit par le jeu de taquin. 
Dans le chapitre! nous étudions la théorie de tableaux de Young, la célèbre correspon-
dance de Robinson-Schensted-Knuth (RSK), le théorème fondamental du jeu de taquin 
dû à Schützenberger (Théorème 1.2.2) qui affirme que le redressé par jeu de taquin 
d'un tableau gauche quelconque ne dépend que de ce tableau, et pas de la suite de glis-
sements choisis. Nous étudions dans le chapitre 2la construction du monoïde plaxique, 
en définissant un mot de lecture canonique pour chaque classe plaxique et indiquant ses 
propriétés importantes . 
La correspondance de Robinson-Schensted-Knuth (RSK) [Sche] est une bijection entre 
des mots sur l'alphabet totalement ordonné A = { 1 < 2 < 3 < · · · } et les paires de 
tableaux de Young de même forme dont les entrées sont dan A, telle que, à chaque 
mot correspond une paire de tableaux (P, Q) avec P un tableau semi-standard et Q un 
tableau standard de même forme. On appelle P le tableau d'insertion du mot et Q le ta-
bleau d ' enregistrement. Les mots qui produisent un ableau d'i.nse1 i.on doont fouueut 
3 
une classe plaxique. A. Lascaux et M. P. Schützenberger [LaSc] ont fait une observation 
basée sur un résultat par D. E. Knuth [Knu] : les classes plaxiques (u) et (v) de deux 
mots u et v déterminent la classe plaxique (uv) de leur concaténation. Cela donne 1' en-
semble de toutes les classes plaxiques, d'une manière équivalente l'ensemble de tous 
les tableaux serni-standards de Young, la structure d' un monoïde plaxique. Par consé-
quence, nous pouvons définir le monoïde plaxique dans lequel le produit est obtenu soit 
par la concaténation, soit par l'insertion de RSK ou soit par les glissements du jeu de 
taquin en concaténant deux tableaux de façon diagonale. On obtient donc le théorème 
principal suivant: deux mots sont équivalents selon la relation d 'équivalence de Knuth 
si et seulement s'ils ont le même tableau d' insertion. Lascaux a developpé une approche 
en prenant le monoïde plaxique comme l'objet fondamental , et identifie chaque tableau 
T avec une représentation canonique de la classe plaxique correspondante, le mot de 
lecture w(T). Ce mot est obtenu par la lecture des lignes de T de gauche à droite, et de 
haut en bas. Un mot w tel que w = w(T) pour un tableau semi-standard Test appelé 
un mot de tableau. Ce mot a la propriété suivante : Un mot w est un mot de tableau 
pour un tableau T si et seulement si w est une concaténation des mots u1u1_ 1 .. . u2u1 
tels que pour 1 ~ i ~ l - 1, le plus long sous-mot croissant du mot u1u1_ 1 . .. ui est 
ui· Pour un mot de tableau w, la longueur de ui est Ài, pour 1 ~ i ~ l (les ui sont les 
lignes du tableau de Young correspondant à w). 
Notre objet principal est développé dans les chapitres 3 et 4, nous étudions un analogue 
approprié du monoïde plaxique pour des tableaux de Young décalés, avec des propriétés 
similaires, et un analogue de mot des tableaux dans le cadre décalé. 
La théorie de tableaux décalés a été développée par D. Worley [Worley] et B. Sagan 
[Sagan] en deux points de vues différents, mais, les deux approches sont fondamentale-
ment la même. Les tableaux de Young décalés sont des diagrammes de Young décalés 
(un diagramme décalé associé à un partage strict) remplis des lettres dans l'alphabet 
A' = {l' < 1 < 2' < 2 < .. . }, voir, e.g., [Sagan]. M. Haiman [Hairn] a intro-
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duit l'insertion mixte (décalée) comme une bijection entre permutations et paires de 
tableaux de Young standards décalés, chaque paire est composé d ' un tableau d'in-
sertion mixte et d'un tableau d 'enregistrement mixte. Cette conespondance peut être 
un analogue décalé de Robinson-Schensted-Knuth. La conespondance de Haiman est 
généralisée à une bijection entre des mots sur 1' alphabet A et paires de tableaux tels 
que chaque paire est composé d'un tableau d'insertion mixte semi-standard et d'un 
tableau d' enregistrement mixte standard. Sagan [Sagan] et Worley [Worley] ont intro-
duit la conespondance de Sagan-Worley, un autre analogue de la conespondance de 
Robinson-Schensted-Knuth pour les tableaux décalés. Haiman [Haim] a prouvé qu'il y 
a une dualité entre la conespondance d'insertion mixte et la conespondance de Sagan-
Worley. 
Dans chapitre 3 nous étudions la relation entre le jeu du taquin et l'insertion de Sagan-
Worley, nous trouverons que le tableau décalé obtenu par les glissements de jeu de 
taquin est le même tableau d'insertion décalé obtenu par l'insertion de Sagan-Worley 
à un mot w. Nous essayons de construire un monoïde plaxique décalé, en utilisant les 
relations de Sagan-Worley ( 4.2.4 ), mais nous trouvons que ces relations ne permettent 
pas de définir une structure de monoïde, car ils ne sont pas compatibles avec la conca-
ténation. 
Alors pour construire ce monoïde nous utilisons les relations d 'équivalences (plaxiques) 
décalées définis dans chapitre 4 (4.2.5). Nous définissons la classe plaxique décalée, la 
classe d 'équivalence pour les relations plaxiques décalées comme l'ensemble de tous 
les mots qui ont un tableau d 'insertion mixte donné. La propriété suivante, analogue à 
celle de Lascoux et Schützenberger, dévient : la classe plaxique décalée de la conca-
ténation des deux mot u et v ne dépend que des classes décalées de u et de v. Par 
conséquence, on peut munir l 'ensemble de classes plaxiques décalées d'une structure 
de monoïde où le produite t donné par la concaténation des mots. Par analogie avec 
le cas ordinaire, on obtient le théorème suivant : deux mots sont équivalent elon les 
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relations de Knuth décalées si et seulement s'ils ont le même tableau d'insertion mixte 
(de Haiman). 
Donc, on peut également définir le monoïde plaxique décalé comme l'ensemble de 
tableaux semi-standards décalés dans lequel le produit est défini par la concaténation 
de mots de tableaux décalés. Ces mots sont développés par Serrano [Serrano]. Il a 
construit une représentation canonique pour chaque classe plaxique décalée, le mot 
de lecture mixte. Comme les tableaux de Young décalés ont des entrées marquées et 
les mots dans leurs classes plaxiques décalées n'en pas, alors le mot de lecture d'un 
tableau de Young décalé ne peut pas être défini d'une manière simple que dans le cas 
classique. Alors nous définissons le mot de lecture mixte wm(T) d'un tableau décalé T 
comme le seul mot dans la classe plaxique décalée correspondante et qui a un tableau 
d'enregistrement spécial (4.2.1). Cette notion est un homologue de tableau de lecture 
dual de P. Edelman etC. Greene [EOR]. Un mot w est un mot de tableau décalé s' il est 
le mot de lecture d' un tableau de Young décalé de telle sorte que w = wm (T ). Ces mots 
ont une propriété similaire à la propriété de mots de tableaux ordinaires, mais avec les 
mots faiblement croissants u1u1_ 1 .. . u 2u 1 sont remplacés par des mots d' équerre (un 
mot d' équerre est un mot composé d ' un segment strictement décroissant suivi d'un 
autre faiblement croissant). 
Cette notion de mot de lecture mixte est précisement la notion qui nous permet de 
décrire le produit en termes de tableaux semi-standards décalés. 
On conclut que le monoïde plaxique décalé peut être défini de deux manière diffé-
rentes : soit par les relations de Knuth décalées, ou en utilisant l'insertion mixte de 
Haiman. 

CHAPITRE! 
NOTIONS PRÉLIMINAIRES 
1.1 Introduction 
Ce chapitre rappelle les définitions et les concepts de base de combinatoire utilisés 
dans ce mémoire. Nous fixons nos notations et rappelons les définitions à propos des 
monoïdes, des mots, des permutations qui sont des mots particuliers, de diagramme et 
des tableaux de Young. Nous rappelons également de la correspondance de Robinson-
Schensted-Knuth et du jeu de taquin ainsi que certaines de leurs propriétés importantes. 
1.2 Définitions et Propriétés 
1.2.1 Les mots 
Notons [n] = {1 , 2, ... n}, avec n un entier positif. 
Définition 1.2.1. Soit A := { a1, a2 , a3 , ... } un ensemble fini ou infini totalement or-
donné par a i < aj si et seulement si i < j. A s'appelle alphabet, les éléments de A 
sont appelés lettres. Un mot sur l 'alphabet A est une suite finie de lettres de A. Soit 
u := u1u 2 . . . Un un mot où ui E A. La longueur de u, c'est le nombre de lettres qui 
le constituent et est notée l( u). Alors, l( u) = n. L 'unique mot de longueur 0 est le mot 
vide et est noté E. Un facteur de u est un mot de la forme uiui+l ... Uj avec i ~ j E [n] . 
Lorsque i = 1, ce facteur est également un préfixe de u, alors un préfixe est tout mot 
de la forme u 1u2 ... Uj . Et lorsque j = n, il s'agit d'un suffixe, alors un suffixe est tout 
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mot de la forme uiui+1 ... Un. Un sous-mot de u est un mot de la forme uit U i2 . .. uik où 
1 ::; i1 < iz < · · · < ik ::; l (u). 
L'image miroir de u est le mot u* := Un . .. u2u 1. 
Exemple 1. Considérons sur l 'alphabet A = {a < b < c < e < f} , le mot u 
abecbbfec. Alors on a bef est un sous mot de u, ecb est un facteur, abe est un préfixe et 
bfec est un suffixe de u. 
On appelle concaténation de deux mots u et v le mot w = u · v obtenu en écrivant 
les lettres de v à la suite de celles de u . Pour simplifier, on écrit uv au lieu de u · v 
quand ceci ne créera pas d'ambiguïté. C'est -à- dire si u := u 1 ... Un et v := v1 ... Vm 
sont deux mots, la concaténation de u et v, notée uv, est le mot u 1 .. . unv1 . . . Vm · Cette 
opération est associative, et elle n'est pas nécessairement commutative. 
Exemple 2. Soient u et v deux mots tel que u = ab et v = bba alors uv 
u3 = ababab et v2 = bbabba. 
abbba, 
Dans un souci d'alléger les notations, les mots seront _notés par des suites d'entiers, 
spécifiant sans ambiguïté les lettres de A correspondantes. Ainsi, à titre d' exemple, la 
suite 213211 sera la notation du mot aza1a3aza1a1 . 
1.2.2 Monoïde 
Définition 1.2.2. Un monoïde est un ensemble M muni d 'une loi de composition in-
terne de la forme· : M x M---t Met telle que 
(i) ·est associative : (x· y) · z =x · (y· z) pour tous x, y, z E M 
(ii) · admet un élément neutre 1 E M : x · 1 = 1 · x = x pour tout x E M. 
Nous notons un monoide sous la forme de trip! t (A1, , 1) ou bien (NI, 1). Soit C un 
sous-ensemble de M . Nous notons par G* le mono ide engendré par G, c'est-à-dire le 
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plus petit sous-mono~de de M qui contient G. La partie M' Ç M est un sous-monoide 
de M si 1 E M'et x · y E M'pour tout x , y E M'. Soit (N , ·N, l N) et (M, ·M, l M) 
deux monoides. Un morphisme de monoide est une application <.p : M ~ N telle que 
<p (lM) = l N et pour tout x, y E M, 
<.p (x ·M y)= <.p (x ) ·N <.p (y) . 
L'ensemble des mots sur 1' alphabet A muni du produit de concaténation est un monoïde 
appelé monoïde libre engendré par A, que l'on note A*. Le monoïde A* est fermé par 
la concaténation tel que soit u et v deux mots dans A*, alors uv E A*, et admet E 
comme élément neutre; il est de plus engendré par l'ensemble A. Si K est un corps, on 
note K (A) 1' espace vectoriel engendré par les mots de A* ou, de manière équivalente, 
l'espace vectoriel des polynômes nori commutatifs dont les variables sont des éléments 
de A. La concaténation munit K (A) d'une structure d' algèbre non commutative appelé 
algèbre libre engendré par A. 
D'après les notes du cours de François Bergeron [Ber], on introduit les notions sui-
vantes. 
1.2.3 Partages et diagrammes de Ferrers 
Définition 1.2.3. Un diagramme est un sous-ensemble fini D = { (i1 , j 1) , .. , (in, Jn)} de 
N* x N*. Les éléments de D sont appelés les cases de D. Si le diagramme an cases, 
on dit que D est un n - diagramme. Une case( i , j) d'un diagramme correspond à un 
carré unitaire dans le plan N* x N*. 
Définition 1.2.4. Soit n E N. Un partage ou une partition À den est une suite décrois-
sante finie d 'entiers positifs. Dans ce texte on va utiliser le mot partage pour À. On note 
À= (À1, .. . Àk) vérifiant: 
À1 + À2 + ...... + Àk = IÀI = n . 
10 
On écrit À f- n lorsque À est un partage den. Si la suite d'entiers est nulle, on dénote 
par 0 et on l'appelle partage vide. De plus, si À a m i parts de taille i, on écrit encore 
À = 1 m1 2m2 · • • nmn . On dit alors que m i est la multiplicité de la part i dans À. La 
longueur l (À) = k de À est le nombre de parts de À. 
Par exemple À= (4 , 4, 2, 1) est un partage de 11, alors À= 11 2142 , et l(>-) = 4. 
Définition 1.2.5. On appelle diagramme de Ferrers ou de Young de forme À le dia-
gramme de l(À) lignes ayant Ài cases cadrées à gauche dans la i-ème ligne. Explicite-
ment, il est le diagramme 
Y (À) = { ( i, j) ; 1 ~ i ~ l (À) et 1 ~ j ~ Ài}. 
Les cases d'un diagramme de Young sont généralement indicées par des paires d'en-
tiers, le premier indice dénotant la ligne, le deuxième la colonne. La notation française 
correspond aux coordonnées cartésiennes de manière que les coordonnées i et j sont 
les y et x du plan cartésien. 
On identife À à son diagramme de Ferrers Y(À) . 
Exemple 3. Diagramme de Ferrers associé au partage ( 4, 4, 2, 1) de 11 
Figure 1.1: Diagramme de Ferrers associé à (4 , 4, 2, 1), (notation française) 
Avec l(À) = 4 et Y(À) = { (1, 1) , (1 , 2) , (1 , 3) , (1, 4) , (2, 1), (2, 2) , (2 , 3) , (2 , 4) , 
(3 , 1) , (3 , 2) , (4, 1)}. 
ce tra ail n u utili n lan tati n françai e. Lan tati n anglai e e t obtenue par 
la réflexion par rapport à 1' axe horizontal du plan. 
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Définition 1.2.6. Le conjugué de À, notée >.', est Le partage Liée à À par La réflexion sur 
La diagonale principale, avec Y(>.') = { (j , i) 1 (i , j) E Y(>.)}. 
Exemple 4. Le partage ( 4, 3, 2, 2) conjugué de ( 4, 4, 2, 1) 
Figure 1.2: Diagramme de Ferrers conjugué de ( 4, 4, 2, 1). 
1.2.4 Ordres partielles sur les partages 
L'ensemble des partages admet trois ordres partiels 
- Ordre d'inclusion: Un partage À est contenu dans le partage p, si leurs diagrammes 
associés satisfont À Ç p,, où Ç est l'inclusion par sous-ensembles. Par abus de nota-
tion, on dénote par Ç l'ordre d'inclusion sur les partages. 
- Ordre de dominance : On dit que le partage À domine le partage p, si À 1 + ... + Àk ::; 
p,1 + ... + P,b pour tout k ~ O. On écrit À <J p, lorsque À domine p, . 
- Ordre lexicographique : On écrit À < p, si la première différence non nulle P,i - Ài 
est positive. 
1.2.5 Diagramme gauche 
Définition 1.2.7. Une forme gauche est un couple (À , p,) de partages tel que À =:J p, 
c'est-à-dire le diagramme de Young du partage À contient le diagramme de Young du 
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partage f-i,; ceci signifie que si À = ( À1, À2 , . . . ) et f-i, = (f-1,1 , f-1,2 , ... ), alors Ài 2:: !J,i pour 
tout i . Une forme gauche est notée Àj f-i, ou À \ f-i,. Le diagramme gauche d 'une forme 
gauche est la différence ensembliste des diagrammes de Young de À et de f-i,. 
Exemple: si À= (5 , 2, 2, 1) et f-i,= (2 , 1) , le diagramme gauche de forme Àj f-i, est 
,---
1 1 1 
Figure 1.3: Diagramme gauche 
1.2.6 Composition 
Définition 1.2.8. Soit n E N. Une composition a den est une suite finie ( a 1 , a 2 , ... , ak ) 
d'entiers positifs tels que a 1 + ... + ak = n. Si a est une composition de n on écrit 
a f=n. 
La taille de a est le nombre lai = n, la longueur de a, dénotée par l(a ) est k . Les 
nombres a 1 , a 2 , .. . , ak sont les parties de a . On appelle composition vide si le nombre 
de parties est n = 0. 
Exemple 5. Exemples de compositions de 12 
Soient a 1 = (3, 3, 4, 2) , a 2 = ( 4, 5, 3) et a 3 = (1 , 2, 1, 5, 3). 
On a l(a1) = 4, l (a2) = 3 et l (a3 ) = 5. 
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1.2.7 Partage associé à une composition 
Soit a f= n, on peut produire un partage de n en ordonnant de façon décroissante les 
parties de a . On dénote par À( a) le partage obtenu à partir de a et on l'appelle partage 
dérivé de a . 
Les partages dérivés des compositions de a 1, a 2 et a3 dans l'exemple précédent sont 
À(a 1 ) = (4 , 3, 3, 2), À(a2 ) = (5 , 4, 3), À(a3 ) = (5 , 3, 2, 1, 1). 
1.2.8 Tableaux de Young 
Un tableau de Young de forme À et à valeur dans [n] est une fonction 
T : À -t [n] 
Rappelons que, on identifie À à son diagramme de Ferrers 
Y (À) = { ( i , j) ; 1 ~ i ~ l (À) et 1 ~ j ~ Ài} 
Définition 1.2.9. Un tableau de Young est construit à partir du diagramme de Ferrers 
tel que ses cases sont remplies avec des éléments de l 'ensemble [n]. Il est indexé 
T = {T( i , j); 1 ~ i ~ l(À) et 1 ~ j ~ Ài}· 
Exemple 6. Lafigure 1.4 montre un tableau deforme (4, 2, 2, 1). 
Définition 1.2 .1 O. Un tableau de Young T est dit serni-standard si les nombres placés 
dans ses cases sont en ordre croissant pour chaque ligne et strictement croissant pour 
chaque colonne, c'est-à-dire 
T(i , j) ~ T(i + 1, j) et T(i, j) < T(i , j + 1) . 
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,-----
4 
1 6 
3 8 
5 12 3171 
Figure 1.4: Tableau de Young de forme (4, 2, 2, 1) à valeur dans [12]. 
,---
7 
5 8 
3 5 
2 2 2161 
Figure 1.5: Tableau de Young semi-standard T1 de forme (4, 2, 2, 1) à valeur dans [8]. 
Exemple 7. La .figure 1.5 montre un tableau semi-standard deforme (4 , 2, 2, 1). 
Un tableau de Young T est dit standard s'il est semi-standard et chaque chiffre de 
{ 1, 2, ... , n} apparait exactement une fois dans le tableau, où 1 À 1 = n. 
Exemple 8. La .figure 1.6 montre un tableau standard deforme (4, 2, 2, 1). 
,---
9 
6 8 
3 5 
1 2 41 71 
Figure 1.6: Tableau de Young standard T2 de forme (4 , 2, 2, 1) à valeur dans [9] . 
On dénote par SST>.[n] (respectivement ST.>,[n]) l'ensemble des tableaux semi-standards 
(r p tiv rn nt tandard ) d f rm À à Tl' n mbl 
de tableaux semi-standard à valeurs positifs. 
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Définition 1.2.11. Un tableau de Young gauche est obtenu en remplissant les cases du 
diagramme gauche correspondant. 
Exemple 9. 
,---
5 
1 4 
3 
2131 4 1 
Définition 1.2.12. Soit T un tableau de Young. Le contenu c de Test 
où m i est la multiplicité de l'entier i dans T . 
Pour le tableau T1 de la figure 1.5, on a c(T1 ) = 233152617181 . Si T E ST>.. , alors 
c(T) = 123 .. . 1À1. Alors, pour le tableau T2 de la figure 1.6, on a c(T2 ) = 123456789. 
Définition 1.2.13. Soit T un tableau, on appelle poids de Tet on note xT le monôme 
dont l'exposant de Xi est égale au nombre d'occurrences de l'entier i dans T. 
1.2.9 Formule des équerres 
Définition 1.2.14. On appelle équerre associée à une case (i, j) du diagramme, l'en-
semble H i,j qui contient ( i , j) ainsi que les cases du diagramme qui se trouvent en-
dessus ou à droite de ( i, j). 
H i,J = {(i, j)} U {(i, j')lj' > j} U {(i' , j)li' > i} 
On désigne par hi,J la longueur de l 'équerre partant de la case ( i, j), c 'est-à-dire 
hi ,j := IHi,j 1· 
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La formule des équerres (voir, par exemple, [Stanley]) est une formule qui permet de 
calculer le nombre de tableaux de Young standards de forme À donnée. Le nombre de 
tableaux de Young standards de forme donnée À est égal à la dimension de la représen-
tation irréductible du groupe symétrique 6 n correspondant à un partage À de n. 
Théorème 1.2.1. (Frame-Robinson-Thrall) [FRT} Soit j>'· le nombre de tableaux de 
Young standard de forme À pour un partage de n. Alors on a : 
l'= n! 
TI .. hi J' 'L ,J ' 
où le produit porte sur toutes les cases du diagramme de Ferrers de forme À. 
1 
5 3 2 1 
7 5 4 3 1J 
(a) (b) 
Figure 1.7: (a) Les longueurs des équerres associées au partage (5, 4, 1) et (b) l'équerre 
associée à la case (2, 1). 
Exemple 11. Pour le partage À= (5 , 4, 1) (figure 1.7), on obtient 
!À = 10! = 288. 
7·5· 4 ·3 · 1 ·5·3·2 ·1·1 
Il y a donc 288 tableaux de Young standard de cette forme, et il y a autant de dimension 
à la représentation irréductible du groupe symétrique 6 10 correspondant à ce partage. 
1.2.1 0 Le groupe symétrique 
Définition 1.2.15. Une permutation d 'un ensemble E est une bijection de E sur lui 
même. L'ensemble 6(E) des permutations de l'ensemble E muni de l 'opération de 
composition o. forme un groupe appelé le groupe symétrique de E . Dans le cas où 
E = {1 , 2, ... , n}, cet ensemble se note 6 n, et l6nl = n!. 
On représente toute permutation Œ de la façon suivante : 
Œ= 
2 3 
Œ(2) Œ(3) 
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n ) 
Nous adopterons la notation mot des permutations où Œ sera en effet notée par le mot 
Œ(l )Œ(2) . . . Œ(n) . La taille d ' une permutation est la longueur du mot qui la represente. 
La permutation qui envoie chaque élément sur lui-même est l'application identité, on 
la note I d. L' inverse de Œ est la permutation Œ- 1 telle que Œ o o-- 1 = I d = Œ- 1 o Œ. 
Une permutation qui échange deux éléments distincts i et j en laissant tous les autres 
inchangés est appelée transposition. Une permutation Œ est dite cyclique ou circulaire 
s' ils existent a1, a2 , ... , ap E [n] différents tels que Œ envoie a1 sur a2, puis a2 sur a3 
etc. et enfin ap sur a1, tandis que les n-p éléments restants de l'ensemble [n] sont fixés 
par Œ. On note 
Œ = (a1a2 . .. ap)· 
Là encore ( a1 .. . ap) = ( a2 ... apa1) = .... On appelle Œ un p-cycle et le nombre p est 
la longueur du cycle. L' ordre d ' un p - cycle est donc égal à p. Donc, une transposition 
est un 2-cycle. 
1.2.11 Décompositions des permutations 
Décomposition en produit de transpositions 
Toute permutation de support fini peut être décomposée en un produ~t de transpositions, 
alors pour toute permutation Œ, il existe Œ1 , . .. , Œm transpositions telle que Œ = Œ1 · 
Œ2 .. . Œî .. . Œm = rr~= l Œi , une telle décomposition n' est pas unique. Or, la parité du 
nombre de transpositions demeure la même dans chaque décomposition en produit de 
transpositions. 
Une permutation paire (respectivement impaire) est une permutation qui peut être ex-
- -----------------·- -----
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primée comme le produit d'un nombre pair (respectivement impaire) de transpositions. 
On appelle signature de G 1' application 
{ 
-1 
sgn( G) := 
1 
si G est pair 
si G est impair. 
La permutation identité est une permutation paire car elle peut être considérée comme 
le produit de 0 transposition. 
Décomposition en produit de cycles à supports disjoints 
L'orbite d'un élément selon une permutation G est l'ensemble de ses images successives 
obtenues par applications répétées de G. 
Par exemple, considérons la permutation de 6 6 
a~ c ~::::) 
L'orbite de 1 est donc l'ensemble {1 , 3, 5}. L'orbite de 3 est également l'ensemble 
{1 , 3, 5}, mais l'orbite de 2 est {2, 4}. Plus généralement, pour une permutation quel-
conque, les orbites sont disjointes et forment une partition de l'ensemble { 1, 2, . .. , n}. 
Toute permutation peut s'écrire de façon unique comme produit de cycles disjoints. 
Pour chaque orbite de G dans <Sn, on construit un cycle en suivant l'ordre de succession 
des éléments de l'orbite par itération de G. Ainsi, u = 11~1 Gi où chaque Gi est un 
ki-cycle, avec ki égal au nombre d'éléments de l'orbite associée à Gi. les longueurs des 
cycles d'une permutation G forment une partition de n appelé le type cyclique de G. 
Il s'agit d'un 1 dans le type de cycle pour chaque point fixe de G, un 2 pour chaque 
transposition, et ainsi de suite. 
On peut supposer k1 2:: k2 2:: ... 2:: kr. On dénote 
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T(CJ) s'appelle le type cyclique de la permutation CJ. 
Exemple 12. On peut écrire CJ de façon unique comme la décomposition en cycles 
disjoints suivante 
(J = (135)(24)(6). 
On peut aussi décomposer CJ comme les produits de transpositions 
(J = (13)(35)(24). 
Le type cyclique de CJ est (3,2,1) qui est une partition de 6, on peut aussi l'écrire CJ = 
312111. La signature de CJ est donc sgn(CJ) = ( -1)3 = -1. 
1.2.12 Algorithme de Robinson-Schensted- Knuth 
Définition 1.2.16. La correspondance de Robinson-Schensted-Knuth, aussi appelée 
RSK, permet d'associer de manière récursive à tout mot w de A* une paire de tableaux 
de Young de même forme. 
C'est-à-dire à w onfait correspondre deux suites (P0 , P1 , . .. , Pn) et (Q0 , Q1 , ... , Qn) 
avec Pk un tableau de Young semi-standard et Qk un tableau de Young standard, défi-
nies récursivement de la manière suivante 
( 1) Si w est le mot vide alors P = 0, et Q = 0. 
(2) Si west non vide, alors on insère Wk dans Pk- l pour k = 1, 2, ... , n de la manière 
suivante 
- si wk est plus grand que ou égal à tous les éléments de la première ligne, on ajoute 
wk à la .fin de cette ligne. 
- si non, soit a 1 le plus petit des éléments de la première ligne tel que a1 > wk> on 
remplace a1 par wk et on insère a1 dans la ligne suivante, et on continue ligne par 
ligne. 
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La procédure se termine lorsque l'élément ai supplanté de la ligne i est supérieur ou 
égal à chaque élément de la ligne i + 1 (qui pourrait être vide), dans ce cas, ai est placé 
à l'extrémité droite de la ligne i + 1, et alors l'algorithme arrête. Le tableau obtenu Pk 
est un tableau semi-standard dénoté Pk- l +- wk. 
Voir les exemples détaillés 13 et 14 pour cette correspondance. 
En générale, pour un tableau T = [T( i , j)] à k éléments, et x un entier, on désigne par 
T +- x le tableau semi-standard correspondant à l'insertion (par ligne) de x dans T. 
Exemple 13. Si Test le tableau 
L 8 9 
et si x = 6, alors le tableau obtenu T +- 6 est 
Tl 
r-s 
5 7 
2 3 6 J 9 J 
Figure 1.8: Tableau obtenu T +- 6 
Pour chaque k = 1, 2, ... , n notons (ik ,Jk) la nouvelle case qu'on a ajouté à Pk- l en 
lui appliquant l'algorithme d'insertion. Le tableau Qk est alors obtenu en ajoutant à 
Qk- l la case T(ik,Jk) = k. C'est-à-dire Qk est obtenu en ajoutant une lettre à Qk- l, 
dans une nouvelle case en même position que celle par laquelle Pk diffère de Pk- l· 
Posons Pn = Pet Qn = Q, alors la paire (P, Q) est la paire de tableaux de Young 
a ocié à w par 1' al orithm 
dard. 
R KoùP mi- tandard t Q st un abl au tan-
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On appelle P le tableau d'insertion et Q le tableau d'enregistrement dénoté respective-
ment par PRsK et QRSK· 
Exemple 14. Soit le mot w = 1332212, l'algorithme décrit par RSK donne les pairs 
(Pk , Qk) suivantes, pour k = 1, 2, ... , 7 
On a donc 
• 
3 
P= ) • 
5 
Q= 
La correspondance RSK généralise la correspondance de Robinson-Schensted, en ce 
sens si w est une permutation de { 1, ... , n}, alors la paire ( P, Q) est le couple de 
tableaux standards associé à la permutation par la correspondance Robinson-Schensted. 
La correspondance de RSK possède un nombre des propriétés remarquables. 
Proposition 1.1. La correspondance de Robinson-Schensted-Knuth établit une bijec-
tion 
7f: A * -7 {(P, Q) 1 P semi-standard, Q standard, et À(P) = À(Q)} , 
entre les mots, et les paires de tableaux P semi-standard et Q standard de même forme. 
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Si on applique l'algorithme de RSK sur les permutations w* et w-1, on obtient les 
relations suivantes, découvertes par Schützenberger. 
Proposition 1.2. Pour toute permutation w, si (P, Q) est la paire de tableaux associé 
par la correspondance de RSK à w, on a 
Exemple 15. Pour w = 3641725, on a w - 1 = 4613725. La correspondance de RSK 
nous donne 
et 
Alors on trouve que Q( w-1) = P( w) et P( w-1) = Q( w ). 
La permutation miroir de w = w1w2 ... Wn est la permutation w* = WnWn- 1 . .. w1 . 
D' autre part, pour tout tableau de Young T de forme À, on note P * le tableau transposé 
de T dont la forme À* est le partage conjugué de À. 
Proposition 1.3. Pour toute permutation w, on a 
P(w*) = P *(w). 
Exemple 16. Pour w = 3641725,on a w* = 5271463. Le tableaux d'insertion est 
~ 
P( w*) = t:îiih:J. 
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On remarque que P(w*) est le tableau transposé de P(w) de l'Exemple 15. 
Soit A et B deux alphabets, une bi-lettre de A x B est dénoté ( : ) . Un bi-mot W est 
un élément de (A x B)*, on le dénote 
Un bi-mot est dit lexicographique, si ses bi-lettres (les colonnes) sont ordonnées en 
ordre lexicographique croissant. Plus Précisement, on définit 
(:) ~ (:) s1 a < c ou a = c et b :::; d. 
Alors W est lexicographique si ( ab1) -< ( ab22) -< . . . -< ( abmm ) . 
Par exemple, 
(31 1 1 2 2 3 3) est un bi-mot. 4 5 1 4 1 4 
La correspondance de Robinson-Schensted-Knuth peut être généralisée aux bi-mots. 
Elle associe récursivement à tout bi-mot lexicographique U une paire de tableaux semi-
standards (P, Q) = (P(U) , Q(U)) de même forme. Les propositions précédentes ont 
été étendues aux bi-mots par Knuth, (voir, par exemple, [Ber]). 
1.2.13 Jeu de taquin 
Le jeu de taquin a été introduit par Schützenberger [Sch63], [Sch77], au cours de ses 
recherches sur les tableaux de Young. C'est un algorithme qui transforme un tableau 
gauche semi-standard en un tableau semi-standard. 
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Définition 1.2.17. Les glissements du jeu de taquin sont définies sur des tableaux semi-
standards gauches contenant une case vide par : 
(1) si b ::; a; 
(2) si b > a; 
(3) 
(4) 
Un redressement d'un tableau semi-standard consiste à appliquer une suite des glisse-
ments pour obtenir un tableau semi-standard. Le tableau résultant est appelé le redressé 
de T . Soit 
~ 
T = tf::b:J 
un tableau gauche de forme (3 , 2, 2) / (2, 1). 
On applique la suite de glissement suivante pour avoir un tableau semi-standard 
Le tableau résultant 
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~3 ~~~l 1 2 12 12 · 2 2 T= ---+ 1 ---+ · 1 ---+ · 1 ---+ 1 1 ---+ 1 1 . 
Figure 1.9: Glissement de jeu du taquin 
est appelé le redressé de T . 
Théorème 1.2.2. [Sch77], [Thom] Le choix des glissements intermédiaires n'importe 
pas sur le résultat. Autrement dit, quel que soit le choix des glissements, le tableau 
obtenu à partir d 'un tableau donné, est unique. 
On va illustrer le théorème avec un exemple 
1.2.14 Le jeu de taquin simule l' algorithme de RSK 
Il existe une relation remarquable, démontrée par Schützenberger [Sch77], entre le jeu 
de taquin et 1' algorithme de RSK. 
Avant illustrer cette relation, on a besoin de définir le tableau de forme anti-diagonale. 
Soit w = w1 w2 .. . Wn un mot de longueur n. Le tableau de forme anti-diagonale associé 
à w est le tableau gauche composé des cellules ( n , 1) ; ( n- 1, 2) ; · · · ; (1, n) et tel que 
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Wj est situé dans la colonne j, pour 1 ::; j ::; n. Par exemple, soit w = 4251. Le tableau 
de forme anti-diagonale associé à w est 
Théorème 1.2.3. À tout mot w, on associe le tableau T de forme anti-diagonale. Si on 
applique le jeu de taquin à ce tableau, on retrouve le tableau d'insertion obtenu par 
l'algorithme de RSK. 
Exemple 17. Soit w = 4251. On associe à w le tableau 
k~~~ 2 2 2 2 4 4 5 5 5 ·5 25 2 T~ -+ · 1-+ 1-+ · 1-+ 1 -+EI!l-+~ 
et l 'insertion de RSK pour w = 4251 donne 
CHAPITRE II 
MONOÏDE PLAXIQUE ET TABLEAU DE YOUNG 
Dans ce chapitre, nous étudions les approches développées par Lascaux et Schützen-
berger pour le monoïde plaxique et le mot de tableau. Nous commençons par présen-
ter l'équivalence entre l'insertion par ligne dans un tableau semi-standard et l'inser-
tion dans les mots de tableaux, puis nous étudions les classes plaxiques du monoïde 
plaxique en présentant une bijection entre l'ensemble de toutes les classes plaxiques et 
l'ensemble de tous les tableaux de Young semi-standards. Nous définissons ensuite le 
produit du monoïde plaxique de trois manières différentes. Nous terminons en étudiant 
les sous-mots et les invariants de Greene. 
2.1 Mots de tableaux 
Le mot de lecture w(T) d'un tableau T de forme À est la suite w(T) = T(c1) .. . T(cn) 
obtenu par la lecture des lignes de T de gauche à droite, et de haut en bas, où { c1 , ... , en} 
est l' ensemble des cases de À. Par exemple, soit le tableau semi-standard T du partage 
(3 , 3, 1) suivant 
b 
tftitij 
Le mot de lecture de Test w(T) = 412341122. Si u = w(T) est le mot de lecture d'un 
tableau semi-standard alors u s'appelle un mot de tableau. La correspondance entre 
28 
mots de tableaux et tableaux semi-standards est bijective. 
2.1.1 Insertion dans les mots de tableaux 
Soit u = w(T) le mot de lecture d'un tableau semi-standard T, et u = u 1u 2 .. . Uk-luk 
où u 1 , u 2 , . . . , uk sont les mots correspondants aux lignes de T. 
ti on d'une lettre x dans u est défini par 
(u +---x) := { 
VUkX 
(v +--- x') ax(3 SI non 
où uk = ax' (3 avec 
- a formé par les lettres de uk qui sont plus petite ou égale à x ; et 
- x' est une lettre tel que x' > x, si une telle lettre existe. 
Généralement, pour v = x1x2 ... Xk , et u E A* le mot obtenu en insérant successive-
ment les lettres de v dans u est dénoté 
Exemple 18. Soit u = 312 et v = 12213142. Alors, 
(312 +--- 12213142) = (((((((312 +--- 1 = 3211) +--- 2 = 32112) +--- 2 = 321122) +---
1 = 3221112) +--- 3 = 32211123) +--- 1 = 322211113) +--- 4 = 3222111134) +--- 2 = 
32223111124. 
Proposition 2.1. 
1. Si u est un mot de tableau, alors u +--- x est un mot de tableau, où x est un 
entier. 
2. u = ( E +--- u) si et seulement si u est un mot de tableau. 
Exemple 19. Soit u = 213 le mot de tableau associé à 
tfuJ 
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Alors le mot (u +--- 1) resultant de l'insertion d'une lettre 1 dans u est 2311 qui est le 
mot de tableau associé à 
[Il]] 
ITIIJ 
On a que 213 = ( E +--- 213) car 213 est le mot de tableau associé à 
Il est clair que la réciproque est vraie. 
Alors on peut définir le tableau semi-standard T +--- x comme l'unique tableau dont le 
mot de lecture est w(T ) +--- x. Plus généralement pour v = x 1x 2 . . . Xk un mot et T un 
tableau semi-standard, alors 
dénote le tableau semi-standard en insérant tous les lettres de v (l ' insertion de RSK). 
Théorème 2.1.1. L 'insertion RSK dans un tableau semi-standard équivaut à l 'insertion 
dans les mots de tableaux, c 'est-à-dire que 
w(T +--- x) = w(T) +---x, 
où laflèche à gauche dénote l'insertion RSK, et la .flèche à droite dénote l 'insertion de 
mots. 
Exemple 20. Pour le tableau 
on a 
r---
3 
2 2 2 3 
+--- 12213142 = 1 1 1 1 2141 
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avec 
w ~ <- 12213142) = 32223111124. 
Pour les mots, on a aussi: (312 +-- 12213142) = 32223111124. D'où l 'égalité. 
2.1.2 Relations de Knuth 
Donald Knuth a défini des règles de réécriture sur l'ensemble des mots sur [m] [Knu]. 
Ces règles de réécriture induisent une relation d 'équivalence sur les mots qui s' appelle 
relation de Knuth ou relation plaxique, noté =· 
Définition 2.1.1. Deux mots sont dits équivalents au sens de Knuth si l'on peut obtenir 
l'un à partir de l 'autre par une séquence de transformations de Knuth élémentaires 
suivantes. 
Si x , y , z sont des lettres, alors on a 
1. y zx = y x z lorsque x < y ::; z ; 
2. x z y = z x y lorsque x ::; y < z . 
Exemple 21. On examine les mots de longueur 3, pn trouve les mots équivalents sui-
vants: 
231 = 213 et 221 = 212 correspondant à la relation 1 dans la Def 2.1.1 . On a aussi 
132 = 312 et 121 = 211 correspondant à la relation 2 dans la Def 2.1.1. Voir aussi 
l'exemple prochain 22. 
Définition 2.1.2. Une relation d 'équivalence = définie sur A * est une congruence de 
monoïde si pour tout mot u , u' , v , v' E A *, u _ u' et v _ v' impliquent u · v = u' · v'. 
Autrement dit, la relation d 'équivalence= est compatible avec la concaténation. 
L__ ____ _ ____ __ _ --------
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Une classe plaxique est une classe pour la congruence engendrée par les relations de 
Knuth. La classe plaxique contenant un mot u est noté (u) . On verra qu'il existe une 
bijection entre les tableaux semi-standards et les classes plaxiques; donnée par 
T-t (w(T)) . 
Exemple 22. Pour n = 4, les classes d'équivalence sont: 
1 1 1 2 1 3 1 4 1 1234 
tilim 2134 = 2314 = 2341 
t!hm 3124- 1324 = 1342 
~ 4123 = 1243 = 1423 
tHE 3 2413 = 2143 
rrm 2 3412 = 3142 
~ 3214 - 3241 = 3421 
~ 4213 = 2431 = 4213 
l& 4312 = 1432 = 4132 
! 4321 
Rappel : un mot de tableau est un mot de lecture d'un tableau semi-standard. 
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Théorème 2.1.2. Chaque mot w de A* est équivalent au sens de Knuth (selon la relation 
d 'équivalence de Knuth) à un et un seul mot de tableau 
w - (E +--- w). 
Exemple 23. Si w = 2314 E A* et 2134 est le mot de tableau associé à 
tihm 
on a 2314 = 2341 = 2134, alors 2134 = (E +--- 2314) est le seul mot de tableau dans 
(2314) . 
Alors, on con<?lut le théorème principal suivant. 
Théorème 2.1.3. [Knu} Deux mots u et v de A* sont équivalents selon les relations de 
Knuth 1 et 2 dans la Def 2.1.1 si et seulement s'ils ont le même tableau d'insertion de 
RSK. Autrement dit, 
u =v ssi PRsK(u) = PRsK(v) 
2.1.3 Jeu de taquin et relations de Knuth 
Proposition 2.2. Les glissements du jeu de taquin sont compatibles avec la relation 
d'équivalence de Knuth. 
C'est-à-dire que si Tet U sont des tableaux semi-standards gauches et si U est obtenu 
à partir de T par un glissement, alors leurs mots de lecture (obtenus de même manière 
que pour un tableau) sont équivalents. Notamment, 
w(T) - w(U) . 
Exemple avec un seul glissement : 
=U 
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Le mot de lecture du tableau semi-standard gauche T est w(T) = 132 et le mot de 
lecture du tableau semi-standard U obtenu par le glissement est w(U) = 312. On a 
132 = 312, alors ces deux mots de lectures sont équivalents au sens de Knuth. 
Corollaire 2.1.1. Le redressé d'un tableau gauche T semi-standard est l 'unique tableau 
semi-standard dont le mot de lecture est équivalent à w(T) . 
Exemple 24. Soit T le tableau semi-standard gauche 
5 6 
1 4 6 
3 5 5 
T= 2 3 
Le mot de lecture de Test w(T) = 5614635523. On applique le jeu de taquin à T, on 
obtient le redressé de T, le tableau semi-standard 
5 
4 6 
3 5 6 
U= 1 2 3 51 
Le mot de lecture de U est w(U) = 5463561235. Le lecteur peut vérifier que les 
deux mots de lecture sont plaxiquement équivalents. Avec U est l 'unique tableau semi-
standard dont w(T) = w(U) .(w(U) est le seul mot de tableau dans (5614635523)). 
2.1.4 Monoïde plaxique 
Lascoux et Schützenberger [LaSc] ont introduit une structure de produit pour l'en-
semble de tableaux semi-standards, le monoïde plaxique, e!l utilisant les 2 relations de 
Knuth. 
La congruence = définie dans la Def.2.1 .2 permet de définir une structure de monoïde 
quotient du monoïde libre que nous notons A*/ -· 
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Définition 2.1.3. Le monoïde plaxique est le mono ide quotient A * 1 = du mono ide 
libre sur un alphabet A totalement ordonné, où = est la congruence engendrée par les 
relations de Knuth 1 et 2 dans la def 2.1.1. On a que: 
- Les générateurs du monoide plaxique sont les classes d'équivalence des lettres de 
l'alphabet. 
- Les relations sont déterminées par les transformations de Knuth élémentaires. 
Si cp : A* --+ A* 1 = est la projection canonique, l'ensemble A* 1 = est muni du produit 
·défini, pour toutes classes d 'équivalence X et Y de A* 1 =,par X · Y= cp(x ·y), où 
x et y sont des éléments quelconques de X et de Y respectivement. C'est à dire que le 
monoïde plaxique est l'ensemble de classes d'équivalence où le produit est donné par 
la concaténation, noté, (u) · (v) = (uv) . 
2.1.5 Monoïde de tableaux semi-standards 
L'ensemble de tableaux semi-standards S ST forme un monoïde, avec pour des tableaux 
semi-standards T1 et T2, le produit défini par 
[RSK]. 
Il est clair que le tableau vide 0 est un élément neutre pour ce produit, mais il est moins 
évident que ce produit est associatif. Il y a un isomorphisme de monoïdes entre SST et 
A* 1 = défini par 
w : S ST --+ A* 1 - , 
puisque 
D'où, on obtient une deuxième façon de définir le produit de deux tableaux T1 et T2 : 
T1 · T2 e t l' unique tableau erni- tandard d nt le rn t de lecture e t dan la ela e 
plaxique de w(T I)w(T2 ) . 
- - -
E x e m p l e  2 5 .  L e  p r o d u i t  d e  d e u x  t a b l e a u x  d o n n e  
5  6  
4  4  
6  
2  
3  5  5  
1  2  2  
3  
. b b J  
o n  a :  
w ( T 1  ·  T 2 )  
5  6  
4  4  
2  
3  
1  2  
6  
5  5  
2  
3  
+ - 2 1 3  
w ( T 1  + - w ( T 2 ) )  
5 4 6 6 3 4 5 2 2 3 5 1 1 2 2 3  
5 6 4 4 6 2 3 5 5 1 2 2 3 2 1 3  
5 6 4 4 6 2 3 5 5 1 2 2 3 .  2 1 3  
w ( T
1
) w ( T 2 ) .  
3 5  
5  
4  
6  6  
3  
4  
5  
2  2  
3  
5 J  
1  1  2  
2 J 3 J  
U n e  t r o i s i è m e  f a ç o n  d e  d é f i n i r  l e  p r o d u i t  d e  d e u x  t a b l e a u x  s e m i - s t a n d a r d s  T e t  U  e s t  
d e  c o n c a t é n e r  c e s  d e u x  t a b l e a u x  d e  f a ç o n  d i a g o n a l e  e t  a p p l i q u e r  l e s  g l i s s e m e n t s  d u  j e u  
d e  t a q u i n .  ( v o i r  E x e m p l e  2 6 )  
E n  r é s u m é ,  i l  y  a  t r o i s  f a ç o n s  d e  d é f i n i r  l e  p r o d u i t :  
1 - P a r  1 '  i n s e r t i o n  d e  R S K  ;  
2 - p a r  l a  c o n c a t é n a t i o n  d e  m o t s  d e  l e c t u r e  ;  
3 - p a r  l e  j e u  d u  t a q u i n .  
T h é o r è m e  2 . 1 . 4 .  L e  p r o d u i t  d e  d e u x  t a b l e a u x  T  e t  U  e s t  l e  m ê m e ,  e n  u t i l i s a n t  l e s  t r o i s  
d é f i n i t i o n s  d i f f é r e n t e s .  
E x e m p l e  2 6 .  S o i t  l e s  d e u x  t a b l e a u x  
•  
6  
6  
e t  T
2  
=  
f f i k  
T 1 =  
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On va trouver le produit en utilisant les trois façons. 
Par RSK: w(T2 ) = 5423, alors T1 · T2 = (T1 f-- w(T2 )) = (T1 f-- 5423). Le produit 
donne 
'6 
• 
6 
6 
5 5 6 
3 4 4 
1 2 3 4J 
Par concaténation : 
w(T1 ) = 5361446 et w(T2 ) = 5423, on a deux classes plaxiques 
{5361446 , 5316446, ... } = (5361446) et {5243 , 2543 , 5423} = (5423). 
Nous concaténons les mots d 'équivalents par relation de Knuth on obtient une classe 
d'equivalence {53614465423 , 65563441234, ... } = (53614465423) qui contient un 
seul mot de tableau 65563441234 qui est exactement le mot de lecture de tableau asso-
cié à T1 · Tz. 
Par les glissement du jeux de taquin : 
Le produit est obtenu en concaténant T1 à T2 de façon diagonale et on applique les 
glissements du taquin on obtient le redressé 
5 
3 6 
1 4 4J6 6 
5 5 5 6 
4 3 4 4 
2 3J 1 2 3 4J 
2.1.6 Sous-mots croissants (décroissants) et les invariants de Greene 
En 1961 , C. Schensted [Sc hel décrit une méthode pour calculer la longueur du plus 
grand sous-mot croissant et décroissant pour un mot u = u 1 Uz · · · uk de A*. 
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Théorème 2.1.5. [Sche] La longueur du plus long sous-mot croissant (resp. strictement 
décroissant) de u est la longueur de la première ligne (resp. la première colonne) des 
tableaux de Young correspondant à u par RS. 
Greene [Gree] a étendu le théorème de Schensted en interprétant le reste de la forme de 
À. 
Nous introduisons les invariants de Greene comme suit 
Soit u = u 1u 2 · · ·Uk un mot de A* où u 1 , u2, · · ·, uk E A et un sous-mot v = Ui1 Ui2 • • ·Uim · 
Le sous-mot v est dit croissant si et seulement si 
Définition 2.1.4. Pour un entier jet un motu, lj(u) (resp.dj(u) ) est le plus grand entier 
qui peut s 'écrire comme somme de longueur de m-sous-mots croissants (respectivement 
décroissant) disjoints de u . 
Exemple 27. Pour u = 134234122332, on a h(u) = 6, car le plus long sous-mot 
croissant apparait dans u est v1 = 122233 ; l2( u) = l( v1 ) + l( v2) = 9 avec v2 = 334; 
et l3(u) = l(v 1 ) + l(v2 ) + l(v3) = 12 avec v3 = 134; et d 1 = 3, d2 = 6, d3 = 9, d4 = 
11 , et d5 = 12. 
Théorème 2.1.6. [Gree] Si u 
PRsx(u) deforme 
w(T) est le mot d'un tableau semi-standard T 
À = À1 ~ À2 ~ ... ~ Àn ~ Àn+l = Ü, 
Alors, on a pour tout k ~ 1, 
et 
avec À1 le conjugué de À. 
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Exemple 28. Le tableau semi-standard T correspondant à u 
RSK est 
3 4 4 
2 3 3 
1 1 2 2J2J 3J 
134234122332 par 
alors la forme de Test À= (6 , 3, 3), et on a l1(u ) = À1 = 6, l2(u) = À1 + À2 = 9 et 
l3(u) = À1 + À2 + À3 = 12. 
On remarque que l'ensemble des valeurs lk(w (T )) ne dépend que de la forme de Tet 
que pour tout mot u, il existe un entier j tel que 
Pour l'exemple précédent on a, h(u) = 6 < l2(u) = 9 < l3(u) = 12. 
Démonstration du théorème 2.1.5 : 
D'après le théorème 2.1.6, on a: lk(u ) = À1 + À2 + ... + Àk et lk-l(u) = À1 + À2 + 
... + Àk-l · On a donc 
avec lo = 0 alors À1 = h - 0 = h eth est la longueur du plus long sous-mot croissant 
de u . 
Exemple 29. Pouru= 134234122332 on a v1 = 122233 est le plus long sous-mot de 
u car aucun sous-mot croissant de longueur 7 n'apparaît dans u et on a 
Proposition 2.3. Si u et v sont équivalents au sens de Knuth, alors pour tout k ~ 1, 
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En effet : 
Si u et v sont équivalents au sens de Knuth, alors PRsx( u) = PRsK( v), alors les 
lignes de tableaux associés à u et v sont les mêmes et par le théorème 2.1.6, on a 
lk(u) = À1 + À2 + ... + Àk. On a donc lk(u) = lk(v). 

CHAPITRE ill 
TABLEAU DE YOUNG DÉCALÉ 
3.1 Introduction 
Ce chapitre pose les définitions fondamentales utilisées dans le chapitre quatre. En par-
ticulier les définitions à propos de partage strict, des diagrammes décalés, des tableaux 
de Young décalés et de la formule des équerres décalées. Nous introduisons les deux 
correspondances principales qui peuvent être considérés comme des analogues décalés 
de la correspondances de Robinson-Schensted-Knuth pour les tableaux de Young déca-
lés, l'insertion de Sagan-Worley et l'insertion mixte de M. Haiman avec des propriétés 
similaires. 
3.2 Définitions et Propriétés 
3.2.1 Partages stricts et diagrammes décalé$ 
Définition 3.2.1. Un partage strict À de n est une suite décroissante finie d'entiers 
positifs, tel que À = (À 1 , À2, À3 , ... , Àk) et À1 > À2 > À3 > · · · > Àk > O. On dénote 
la longueur de À, l(À) = k le nombre de lignes. On a IÀI = À1 + À2 + À3 + '. · · + Àk· 
On note D(n) l'ensemble des partages den. Par exemple À = (4, 2, 1) est un partage 
strict de 7. 
Définition 3.2.2. On appelle diagramme décalé de forme À un tableau de m lignes 
ayant Ài cases dans la ième ligne, et il est décalé i - 1 unités de la gauche. Explicite-
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ment, pour un partage À E D (n), nous associons le diagramme décalé 
Y' (>. ) = {(i , j) E N2 11 :Si :S l (>. ), i :S j :S Ài +i -1}. 
Supposons que À est un partage strict de n ayant une longueur l, la diagonale principale 
de Y'(>.) se compose de cases (i, i) tel que 1 :Si :S l . Toutes les autres cases sont hors 
diagonale. Dans ce travail, on identifie le diagramme décalé correspondant au partage 
strict À par À lui même. 
Exemple 30. Le diagramme décalé deforme À= (4, 2, 1) est 
Figure 3.1: Diagramme décalé 
Avec 1>.1 = 7, l (À) = 3 et Y'(>.) = { (1, 1), (1, 2) , (1, 3) , (1, 4) , (2, 2) , (2, 3) , (3 , 3)} 
Définition 3.2.3. Soit À et f-t des partages stricts telles que le diagramme décalé À 
contient le diagramme décalé f-t. Un diagramme gauche décalé de forme >. j f-t est obtenu 
par la suppression du diagramme décalé de forme f-L du diagramme décalé de forme À. 
Nous appelons un diagramme décalé gauche À/ f-t, une bande horizontale (resp. verti-
cale) si (.. / f-t n'a pas de paire de boites dans la même colonne (res p. ligne) et on appelle 
une bande frontalière, une diagramme décalé gauche qui ne contient pas de 2 x 2 bloc 
carré. Par exemple 
Si À = (5, 4, 2) et f-t= (3 , 2), alors le diagramme décalé gauche de forme >. j f-t est 
43 
Figure 3.2: Diagramme décalé gauche (5,4,2) 1 (3,2) qui est une bande frontalière. 
3.2.2 Tableaux de Young décalés 
Soit A' l'alphabet ordonné {l' < 1 < 2' < 2 < 3' < 3 < ·· ·} . Les lettres 1' , 2' , ... 
sont appelées lettres marquées, et les autres sont non-marquées. 
Un tableau de Young décalé T de forme À est une fonction 
T: Y'(.~) -+A'. 
Définition 3.2.4. Un tableau semi-standard décalé de Young deforme À est un remplis-
sage du diagramme de Young décalé de forme À par les lettres de l 'alphabet A', tel que 
pour k E {1 , 2, ... } 
- Les lignes et les colonnes sont faiblement croissantes, 
- chaque k apparaît au plus une fois dans chaque colonne de T, 
- chaque k' apparaît au plus une fois dans chaque ligne de T, 
- Il n'y a aucune entrée marquée sur la diagonale principale. 
Alors on dit que le tableau Ta un contenu( c1 , c2 , ... ), où ck est le nombre de fois que 
les lettres k et k' apparaissent dans T. Un tableau gauche décalé de forme Àj J.-L où J.-L 
est un partage avec Y' (J.-L) Ç Y' (À) est obtenu en remplissant les cases du diagramme 
gauche correspondant. 
Exemple 31. Un tableau de Young décalé 
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71 
4 5' 
T= Il 1 2' 31 
Figure 3.3: Tableau de Young décalé. 
de forme À= (4, 2, 1) et de contenu (2, 1, 1, 1, 1, 0, 1). 
Rappelons qu ' un tableau de Young de forme À est dit standard s'il contient chacune des 
entrées 1, 2, ... , IÀI exactement une fois. Dans le cas d' un tableau standard décalé, ces 
entrées sont toutes de lettres non-marquées, et a un contenu (1 , 1, 1, ... , 1). Le nombre 
de tableaux de Young standards décalés de forme À est dénoté g>. . Par exemple, la 
liste ci-dessous affiche toutes les tableaux standards de forme décalé (4, 2, 1), ce qui 
démontre que g4•2•1 = 7 
A 5 7 
3.2.3 Formule des équerres de Tableau de Young standard décalé 
On appelle équerre décalée associée à une case (i , j ) E À l'ensemble 
H~,j = {(i, j)} U {(i, j')lj' > j} U {(i' ,j)li' > i} U {(j + l,j')lj' > j} 
avec h' . = IH' -1. 2,J 2,J 
Exemple 32. L'équerre associée à la case (1 , 2) dans le diagramme À = (6 , 5, 3, 2), 
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avec longueur h~ ,2 = 9 : 
• • • 
• 
1 
x • • • • 
Théorème 3.2.1. [Thrall] Si À est un partage strict de n, alors 
À n ! 
g = ITh' .. 
~.J 
Pour l 'histoire de ce théorème voir [Sagan90]. 
Exemple 33. Les longueurs des équerres décalées associées au partage strict ( 4, 2, 1) 
est 
et alors 
71 
9 (4,2,1) = . = 7. 
6·5·4·3·2·12 
3 .2.4 Insertion de Sagan-Worley 
L'insertion de Sagan-Worley introduit par Sagan [Sagan] et Worley [Worley], c'est une 
correspondance entre des permutations et des paires de tableaux de Young décalés. Le 
premier tableau est un tableau standard décalé et le deuxième est semi-standard décalé 
avec le contenu (1, 1, ... , 1) et contient des lettres marquées. 
Pour construire cette correspondance on va définir d'abord 1' insertion de Sagan- Worley 
par ligne et par colonne. 
Définition 3.2.5. (Insertion par ligne 1 colonne de Sagan-Worley) 
L'insertion d 'un élément a dans la ligne l d 'un tableau décalé: 
4 6  
( i )  S i  a  e s t  p l u s  g r a n d  q u e  t o u s  l e s  é l é m e n t s  d e  l a  l i g n e  l ,  o n  a j o u t e  a  à  l a  f i n  d e  c e t t e  
l i g n e .  
( i i )  S i  n o n ,  s o i t  a '  l e  p l u s  p e t i t  é l é m e n t  d e  l a  l i g n e  l  t e l  q u e  a '  >  a .  A l o r s  a  s u p p l a n t e  a '  
e t  p u i s :  
S i  a '  n ' e s t  p a s  s i t u é  d a n s  l a  d i a g o n a l e  p r i n c i p a l e ,  a '  e s t  i n s é r é  p a r  l i g n e  d a n s  l a  l i g n e  
l  +  1 .  
S i  a '  e s t  s i t u é  d a n s  l a  d i a g o n a l e  p r i n c i p a l e ,  d i s o n s  d a n s  l a  c a s e  (  i ,  i ) ,  a '  e s t  i n s é r é  p a r  
c o l o n n e  d a n s  l a  c o l o n n e  i  +  1 .  
R e m a r q u e  1 .  L e  p r o c é d u r e  d e  l ' i n s e r t i o n  p a r  c o l o n n e  e s t  s i m i l a i r e  à  l a  p r o c é d u r e  d e  
l ' i n s e r t i o n  p a r  l i g n e .  O n  p e u t  d é f i n i r  é v i d e m e n t  l ' i n s e r t i o n  p a r  c o l o n n e  d ' u n  é l é m e n t  a  
d a n s  l a  c o l o n n e  c  d ' u n  t a b l e a u  e n  i n v e r s a n t  l e s  r ô l e s  d e s  l i g n e s  e t  d e s  c o l o n n e s  d a n s  
l a  d é f i n i t i o n  d e  l ' i n s e r t i o n  :  a  s u p p l a n t e  l e  p l u s  p e t i t  é l é m e n t  p l u s  g r a n d  q u e  a  d e  l a  
c o l o n n e  c .  C e t  é l é m e n t  e s t  i n s é r é  p a r  c o l o n n e  d a n s  l a  c o l o n n e  c  +  1 ,  e t c .  
D é f i n i t i o n  3 . 2 . 6 .  ( I n s e r t i o n  d e  S a g a n - W o r l e y )  S o i t  w  =  w
1
w
2  
. . .  W n  u n e  p e r m u t a t i o n ,  
o n  c o n s t r u i t  d e  m a n i è r e  r é c u r s i v e  u n e  s é q u e n c e  d e  t a b l e a u x  ( U a ,  V a ) ,  . . .  ,  ( U n ,  V n )  =  
( U ,  V ) ,  o ù  U i  e s t  u n  t a b l e a u  s e m i - s t a n d a r d  d é c a l é ,  e t  V i  e s t  u n  t a b l e a u  s t a n d a r d  d é -
c a l é ,  l e s  d e u x  t a b l e a u x  o n t  l a  m ê m e  f o r m e .  O n  c o n s t r u i t  l e s  d e u x  t a b l e a u x  d e  m a n i è r e  
s i m i l a i r e  à  l ' i n s e r t i o n  d e  R o b i n s o n - S c h e n s t e d - K n u t h .  
O n  d é f i n i t  U a  =  0  e t  V a  =  0 .  S u p p o s o n s  q u e  ( U k _
1
,  V k _
1
)  e s t  d é j à  c o n s t r u i t ,  p o u r  u n  
k ? .  1 .  
P o u r  i n s é r e r  u n  é l é m e n t  w k  d a n s  l e  t a b l e a u  d é c a l é  U k _
1
,  n o u s  c o m m e n ç o n s  à  i n s é r e r  
W k  d a n s  l a  p r e m i è r e  l i g n e  d e  U k - 1  e n  s u i v a n t  l a  d é f i n i t i o n  3 . 2 . 5 .  
L e  p r o c e s s u s  d ' i n s e r t i o n  s e  t e r m i n e  u n e  f o i s  q u e  l a  l e t t r e  p l a c é e  à  l ' e x t r é m i t é  d ' u n e  
l i g n e  o u  d ' u n e  c o l o n n e  n e  s u p p l a n t e  a u c u n  n o u v e a u  é l é m e n t .  O n  o b t i e n t  d o n c  l e  t a b l e a u  
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Uk· Les tableaux Uk et Uk - 1 se diffèrent à une seule case. Vk est obtenu en ajoutant un 
élément à Vk-b dans une nouvelle case à la même position que celle par laquelle Uk 
diffère de Uk_1. On écrit dans cette case kou k' selon que la dernière lettre soit insérée 
dans uk par ligne ou par colonne. 
On appelle U le tableau d'insertion de Sagan-Worley et V le tableau d'enregistrement 
de Sagan-Worley et on les dénote respectivement par Psw et Q sw· 
L'insertion de Sagan-Worley a été définie généralement comme une correspondance 
entre des mots sur l'alphabet A et les paires de tableaux décalés tels que chaque paire 
est composée de deux tableaux, le premier est un tableau semi-standard décalé qui ne 
contient pas de lettres marquées et le deuxième est un tableau semi-standard décalé tel 
que son contenu est (1 , 1, ... , 1). 
Exemple 34. Soit la permutation w = 7512364, les tableaux décalés (U, V) associés à 
w par l'insertion de Sagan-Worley sont obtenus par les étapes successives suivantes : 
4 4 5 4 5 
Vi: 0, ITJ , [m] , 1112'13'1 , ~' ~' ~' & 
On a donc, 
-
6 
U = Psw (w) = A 5 V=Q sw (w)= · et 
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3.2.5 Le Jeu de taquin simule l'insertion de Sagan-Worley 
Les glissements du jeu de taquin sur des tableaux décalés gauches sont définies de la 
même manière que les glissement du jeu de taquin sur des tableaux semi-standards 
gauches. 
Le théorème suivant donne la relation entre le jeu de taquin et l'insertion de Sagan-
Worley. 
Avant illustrer la simulation entre le jeu de taquin et l'insertion de Sagan-Worley, on a 
besoin de définir le tableau décalé de forme anti-diagonale. 
Soit w = w1 w2 ... Wn un mot de longueur n. Le tableau décalé de forme anti-diagonale 
associé à w est le tableau décalé gauche composé des cellules (n, n) · (n - 1, n + 
1); (n- 2, n + 2); · · · ; (1, 2n- 1) et tel que l'entrée dans la case (n - · i, n + i) est 
wi+ 1, pour 0 ::; i ::; n - 1. Par exemple, soit w = 1423. Le tableau décalé de forme 
anti-diagonale associé à w est 
T 
4 
1 21 
1 1 13 1 
Théorème 3.2.2. [Worley ; Sagan] À tout mot w on associe le tableau décalé T de 
forme anti-diagonale dans un demi plan cartésien, si on applique le jeu de taquin à 
ce tableau décalé, on retrouve le tableau décalé d'insertion de Sagan-Worley. C'est-à-
dire, on a Psw ( w) = redressé de T. 
On va illustrer ce théorème par un exemple 
Exemple 35. Soit w = 1423. On associe à w le tableau décalé 
T 
. 4 
1 21 
1 1 131 
~ ~ ~ 
-t d±tfTIJ -t d±ttmJ -t T= 
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Le tableau d 'insertion décalé associé à w par l' insertion de Sagan-Worley est obtenu 
par les étapes suivantes 
On a donc, 
Psw(1423) = ~-
On retrouve que le tableau décalé obtenu par le jeu de Taquin est le même tableau 
d'insertion décalé. Dans la prochaine section, on verra qu 'on peut calculer Q sw ( w) en 
utilisant un analogue de RSK introduit par M. Haiman. 
3.2.6 Insertion mixte décalée 
M. Haiman [Haim] a introduit l'insertion mixte (décalée) comme une correspondance 
entre une permutation et deux tableaux de Young décalés. La construction de Haiman 
peut être vue comme un analogue décalé de Robinson-Schensted-Knuth. 
La généralisation de 1' insertion mixte décalée ce qu'on appelle insertion mixte décalée 
se mi -standard, c 'est une correspondance entre des mots sur 1; alphabet A et les paires de 
tableaux de Young semi-standards décalés dont un de ces deux tableaux est standard. 
Dans ce travail nous nous référons à l ' insertion mixte décalée semi-standard comme 
insertion mixte. 
Définition 3.2.7. (Insertion mixte décalée de Haiman) Soit w = w1w2 . . . Wn E A*. On 
construit récursivement une suite de tableaux (Ua , Va) , ... , (Un , Vn) = (U, V), où Ui 
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est un tableau de Young décalé, et Vi est un tableau standard décalé qui ne contient pas 
de lettres marquées comme suit : 
On définit (Ua , Va) = (0, 0). Pour i = 1, . . . , n, nous obtenons Ui à partir de U i -l en 
insérant Wi dans U i-1 en répétant le processus suivant: 
Si wi est plus grand que tous les éléments de la première ligne, on ajoute wi à la fin 
de cette première ligne. Sinon, soit a le plus petit élément de la première ligne tel que 
a > wi (en respectant l'ordre donné sur l'alphabet A'). Alors wi supplante a, et puis : 
1- Si a n'est pas situé dans la diagonale principale, il y a deux possibilités, soit a est une 
lettre marquée, ou soit a n'est pas une lettre marquée, car les tableaux Ua , U1 , ... , Un 
sont des tableaux décalés qui peuvent contenir de lettres marquées. 
Alors, nous procédons comme suit : 
(i) Si an ' est pas une lettre marquée, insérer a par ligne dans la prochaine ligne. 
(ii) Si a est une lettre marquée, insérer a par colonne dans la prochaine colonne vers 
la droite. 
2- Si a est situé sur la diagonale principale, a doit être non-marquée. Marquez-la et 
insérez-la par colonne dans la prochaine colonne vers la droite. 
Le processus d 'insertion se termine une fois que la lettre placée à l'extrémité d'une 
ligne ou d'une colonne ne supplante aucun nouveau élément. On obtient donc le tableau 
Ui. Les tableaux Ui et U i- l se diffèrent par une seule case. Pour obtenir \li, on ajoute 
cette case à Vi- 1 et on écrit i à l'intérieur de cette case. U s'appelle tableau d'insertion 
mixte, on le dénote par P mix' et V tableau d'enregistrement mixte, on le dénote par 
Q mix· 
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Exemple 36. Soit u = 3457261. Les tableaux de Young décalés (U, V) associés à u 
par l'insertion mixte sont obtenus par les étapes successives suivantes. 
~121415171 
t 3' 
4 _[!]_____ -+~ 
car on a : 2 supplante le a = 3 et comme 3 est situé dans la diagonale principale, on 
marque le 3. On insère 3' dans la deuxième colonne. 3' supplante le 4, comme 4 n 'est 
pas marqué on l'insère dans la deuxième ligne. 
Puis, on insère 6, on obtient !.., ___III1]_ 
~ 
On a insèré 7 dans la deuxième ligne car il n 'est pas marqué . Et enfin on insère 1, on 
obtient 
~ 4 7 4 5 !..,& 
1236 
Car, on a : 1 supplante le 2 et comme 2 est sur la diagonale, on marque le 2. On insère 
2' dans la deuxième colonne. 2' supplante 3' et comme 3' est marqué on l'insère dans 
la prochaine colonne. 3' supplante 5, comme 5 n 'est pas marqué on l'insère dans la 
deuxième ligne. Comme 5 est plus petit que 7, il suplante le 7, alors on insére 7 dans la 
prochaine ligne et on arrête le processus car 7 ne supplante aucun nouveau élément. 
À 5 5 6 Vi: 0, ITJ , [IEJ , 111213 1, 111213141 , ~, 11 [[JI] 41, . 
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On a donc, 
A 6 V= Qmix (u) = · et 
Proposition 3.1. L'insertion mixte est une bijection entre des mots sur l'alphabet A 
et les paires de tableaux décalés (U, V) tels que U est un tableau décalé et V est un 
tableau standard décalé de même forme. 
Pour montrer la bijection de l'insertion mixte de Haiman, on construit son inverse étape 
par étape. Voir aussi Exemple 37. 
L'algorithme inverse de 1' insertion mi x te : On définit (Un , Vn) = ( U, V) = ( P mix, Q mix ). 
Supposons que (Uk , Vk) est déjà construit, où k = 1, ... , n. Pour obtenir (Uk _1 , Qk_1) 
et wk le kème élément de w, nous procédons comme suit : 
Nous localisons l'entrée (i , j) contenant k dans Vk. Soit Pi,j l'entrée (i , j) de Uk. 
Comme k est le plus grand élément de Vk> Pi,j doit être le dernier élément inséré pendant 
la construction du Uk . Puis, 
(1) Si l 'élément Pi,j est non- marqué, alors il était inséré par ligne. On cherche l'élément 
P i-1,j ;_1 le plus grand élément de la ligne i - 1 tel que P i-1,j ;_ 1 < Pi,j (ce qui a été 
supplanté par Pi,j ). Alors, on remplace P i -1 ,j;_ 1 par Pi,j . Puis, 
(la) si P i - 1 ,j ;_ 1 est non-marqué, alors on cherche de la même façon l'entrée de la ligne 
i - 2 qui avait déplacée P i-1,j ;_1 . 
(1 b)Si P i- 1,j ;_1 est marqué, on cherche le plus grand élément plus petit que P i - 1,j ;_ 1 de 
la colonne précédente qui avait déplacé P i- 1,j ;_ 1 (comme décrit dans l'étape 2), etc. 
(2) Si l'élément Pi,j est marqué, alors il était inséré par colonne. On cherche l 'élément 
Pii-d- 1 de la colonne précédente qui est le plus grand élément plus petit que Pi, j· Puis, 
--- ------ -- ----- --------------
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(2a) si Pij-d- l est marqué, on remplace P ij-d- l par P i ,j et on continue de la même 
façon que l'étape (2). 
(2b) Si P ij _ I.J- l est non-marqué, et s'il se trouve sur la diagonale principale, on enlève 
la marque de Pi,j et on remplace P ij-l>J - l par P i,j · On continue de la même façon que 
l'étape (1) parce que Pij_l.}-l est non-marqué. 
(2c) Si P ii - I.J-l est non marqué et s'il n'est pas situé sur la diagonale principale," on 
remplace Pij-d-l par P i ,j et puisque P ij- d - l n'est pas marqué, on continue de la même 
façon que l'étape (1). 
On continue, nous allons enfin supprimer un élément Pl,}! de la première ligne. Le kème 
élément de w est W k = Pl ,jl · On dénote uk- 1 le tableau obtenu par ce processus. Le 
tableau Vk- l est obtenu en enlèvant le k du tableau Vk. En continuant de cette manière, 
nous allons récupérer tous les éléments de w. 
Exemple 37. L'insertion inverse de l 'exemple précédent. Soit les deux tableaux 
À 6 V= . et 
Pour trouver le mot w associé au tableau (U, V ), nous procédons par les étapes inverses 
suivantes: 
Nous commençons avec le dernier élément inséré dans le tableau V qui est 7, l'élément 
correspondant à 7 dans le tableau U est 7. On trouve que 7 a été supplanté par 5 par 
l'insertion ligne. 5 a été supplanté à son tour par 3' par l'insertion ligne. Comme 3' 
est marqué, il doit être supplanté par 2' par l 'insertion colonne. 2' est supplanté par 1 
par l'insertion colonne car il avait touché la diagonale. Donc, on retire l'élément 1 du 
tableau U et on remplace le 2' par 2. On obtient donc la dernière lettre de w, qui est 1. 
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7 
---7 
~ ____II!I]_ 
On supprime le 7 du tableau V, et on continue de la même manière. On choisit le 
dernier élément de V6 qui sera 6 et on cherche l'élément correspondant dans U6 , on 
trouve l'élément correspondant 7, et on trouve que 7 a été supplanté par 6. Comme 
6 n'est pas supplanté par aucun élément, on arrête et on le retire du tableau U6. On 
obtient l'avant dernière lettre du w, qui est 6. 
6 
+---
On supprime le 6 du tableau V6, on continue à chercher l 'élément correspondant au 
dernier élément 5 de %, on trouve que c'est 4. 4 a été supplanté par 3' dans le tableau 
U5 et 3' a été déplacé par 2 par colonne et comme 2 n'est pas déplacé par aucun 
élément. On arrête et on retire 2 du U5, on remplace 3' par 3. On obtient la lettre 2. 
121415171 __;131415 171 
t 3' 
Les éléments 7, 5, 4, 3 sont insérées étape par étape à la première ligne, par l'algo-
ritme d'insertion alors, on supprime le 7, puis le 5, le 4 et le 3 et on obtient le mot 
w = 3457261. 
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Haiman a prouvé qu'il y a une dualité entre l'insertion mixte et l'insertion de Sagan-
Worley dans le sens suivant. 
Proposition 3.2. [Haim] Soit w une permutation, alors 
D'après les exemples 34 et 36, on voit que u = w- 1, alors on peut voir aussi que 
À 6 - - - 1 Psw(w) - - Qmix(w ) 
et 
Les deux insertions, l'insertion de Haiman et l'insertion de Sagan-Worley peuvent être 
généralisés aux bi-mots. 
La proposition précédente a été étendu aux bi-mots par Fomin [Fom], comme suit, 
Proposition 3.3. (Fomin). Soit w un bi-mot. Alors 

CHAPITRE IV 
MONOÏDE PLAXIQUE DÉCALÉ ET MOTS DE TABLEAUX DÉCALÉS 
4.1 Introduction 
Les principaux résultats de ce mémoire sont introduits dans ce chapitre, nous étudions la 
construction d'un analogue approprié du monoïde plaxique pour les tableaux de Young 
décalés (semi-standards), avec des propriétés similaires. Nous étudions un analogue de 
1' approche développée par Schützenberger, le mot de tableau, le mot de lecture mixte 
pour un tableau de Young semi-standard décalé, et affirmons ses propriétés importantes. 
Nous montrons les théorèmes principaux en utilisant les lemmes de la standardisation. 
Nous introduisons la théorie du monoïde plaxique décalé en définissant un représentant 
canonique (un mot de lecture mixte) pour chaque classe plaxique décalée. 
4.2 Mots de tableaux décalés 
4.2.1 Tableau vé 
Un tableau gauche décalé T est appelé un vé si sa forme est une bande frontalière 
(peut être déconnectée), et les entrées i, i + 1, ... , k apparaissent dans T de la manière 
suivante. Pour un i ::; j ::; k, on a : 
- Les entrées i i + 1, ... , j forment une bande verticale et ces entrées sont crois-
santes de bas en haut ; 
- Les entrées j , j + 1, ... , k forment une bande horizontale et ces entrées sont crois-
58 
santes de gauche à droite; 
- Chaque case dans la bande verticale est située à gauche des cases dans la bande 
horizontale qui sont sur la même ligne. 
La taille d'un tableau vé est le nombre k - i + 1 de ses entrées. On dit que le tableau 
vé est connecté si le tableau gauche correspondant est connecté. 
Exemple 38. Un tableau vé des entrées 6, 7, 8, 9, 10 
Avec i = 6 , k = 10 et la taille du tableau vé est 5. les entrées 6, 7, 8forment une bande 
verticale, et 8, 9, 10 forment une bande horizontale. 
4.2.2 Tableau d' enregistrement spécial et mot de tableau décalé 
Définition 4.2.1. Un tableau d'enregistrement spécial c'est un tableau de Young stan-
dard décalé de forme À = (À1 , À2 , ... , À1), et pour chaque i tel que 1 :::; i ::; l, les 
entrées Àt + · · · + Ài+l + 1 , À1 + · · · + Ài+1 + 2, · · · , À1 + · · · + Ài+1 + Àdorment un 
tableau vé décalé connecté. 
Le nombre de lignes du tableau d'enregistrement spécial est égal au nombre de tableaux 
de vés composés. 
Notons que pour chaque forme À, le tabl~au d'enregistrement spécial est unique. 
Le tableau d'enregistrement spécial est un analogue décalé du tableau d'enregistrement 
double (dual) défini par P. Edelman etC. Greene [EGR]. 
Exemple 39. La construction du tableau d'enregistrement spécial deforme (6 , 4, 3) est 
obtenue en ajoutant les vés connectés formés par les ensembles {1, 2, 3}, { 4, 5, 6, 7} et 
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{8, 9, 10, 11, 12, 13} pour chaque 1 ::; i ::; 3, par les étapes suivants: 
10 11 12 
5 6 7 9 
ll 2 3 4 8 13J 
Le tableau d 'enregistrement est donc 
10 11 12 
5 6 7 9 
l t 2 3 4 8 131 
Définition 4.2.2. Le mot de lecture mixte d'un tableau de Young décalé T défini par 
Serrano [Serrano] est le mot correspondant à la paire de tableaux(T, V) sous la cor-
respondance d'insertion mixte de Haiman, où V est le tableau d'enregistrement spécial, 
de la même forme queT. Le mot de lecture mixte décalé est dénoté wm(T). 
Pour obtenir le mot de lecture mixte d'un tableau décalé T, on utilise l 'algorithme 
inverse de l 'insertion mixte. Voir Proposition 3.1 dans chapitre 3. 
Exemple 40. Soit le tableau décalé deforme À= (5 , 3, 2) 
4 5 
2 3' 4 
T= Il 1 2' 2 3 1 
Le tableau d'enregistrement spécial de la même forme queT obtenu par les vés formés 
par {1 , 2}, {3, 4, 5} et {6, 7, 8, 9, 10}, est 
8 9 
4 5 7 
V= Il 2 3 6 101 
Le mot de lecture mixte décalé de T est obtenu en utilisant l'algorithme inverse de 
l'insertion mixte: 
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Nous trouvons le plus grand élément du tableau vé V qui est 10. L'élément correspond à 
10 du tableau Test l'élément 3 ( 3 est le dernier élément inséré pendant la construction . 
duT). Comme 3 est le plus grand élément inséré par l'algorithme de l'insertion mixte 
dans la première ligne, on supprime le 3 du T. On obtient donc la dernière lettre de 
wm(T) qui est 3. On enlève le 10 du tableau V. Maintenant, nous trouvons que 9 est 
le plus grand élément du tableau V, l'élément correspond à l'élément 9 duT est 5. On 
trouve que 5 a été déplacé par l 'élément 4 qui est le plus grand élément plus petit que 
5 placé dans la deuxième ligne. Alors remplaçons le 4 par 5 et cherchons l 'élément qui 
a déplacé 4. Nous trouvons que 4 a été déplacé par le 2 dans la première ligne. Comme 
2 est le plus grand élément inséré dans la première ligne, on supprime le 2 du T et on 
remplace le 2 par 4. On obtient l 'avant dernière lettre de wm(T) qui est 2. On enlève le 
9 du tableau V. En continuant de cette manière, nous allons obtenir le mot de lecture 
mixte décalé 
Wm(T) = 2341254123. 
Définition 4 .2.3. Un mot w est un mot de tableau décalé s'il est le mot de lecture 
d'un tableau de Young décalé T de telle sorte que w = Wm(T). La forme d'un mot de 
tableau décalé est définie comme la forme du tableau correspondant. 
Un mot d'équerre est un mot composé d'un segment strictement décroissant suivi d 'un 
autre faiblement croissant, c'est-à-dire c'est un mot u = a 1 a2 ... am tel que pour 1 ::; 
k::; m, on a 
Théorème 4.2.1. [Serrano} Un mot west un mot de tableau décalé s'il est un union de 
mots ulul - l ... u2u1, tels que 
- Chaque U i est un mot d'équerre. 
e plu grand ou -mot d'équerre du mot u 1 ... ui e t u i , pour tout i. (1 ::; i < 
l- 1) 
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Aussi, pour 1 ~ i ~ l- 1, la forme de Pmix (UzUt - 1 ... ui+lui) est(,.\ , Ài+1 , ... Àz), 
où Ài est la longueur de ui. En particulier, la forme du tableau P mix ( w) est À = 
(À 1 , ... , Àz). Autrement dit, pour un mot de tableau décalé w, les longueurs des ui 
sont précisement les longueurs des lignes du tableau de Young décalé associées à w. 
Exemple 41. Soit w = 2341254123 le mot de lecture obtenu de l'exemple 40. On voit 
que w est l'union de trois mots d 'équerre u3 = 23, u2 = 412 et u1 = 54123, alors 
w = 231412154123 avec, le plus long sous-mot d'équerre de w = u3u2u 1 est u 1 ; le 
plus grand sous-mot d'équerre du u3u2 est u2; etc. De plus, on a À1 = l(u1 ) = 5, 
À2 = l(u2.) = 3 et À 3 = l(u3 ) = 2. Alors west un mot de tableau décalé, et on a, la 
forme du tableau associé à w par l'insertion mixte est À = (5, 3, 2). 
4.2.3 Relations de Sagan-Worley 
Définition 4.2.4. Deux mots sont dits équivalents au sens de Sagan-Worley si l 'on peut 
obtenir l'un de l'autre par les transformations suivantes. 
Si a, b, c sont des lettres, alors, on a 
1. acb =cab lorsque a~ b < c; 
2. bac = bea lorsque a < b ~ c. 
3. ab = ba si a et b sont les deux premières lettres du mot. 
En particulier, les relations 1 et 2 sont les relations plaxiques de Knuth déjà considé-
rées. 
Les relations de Sagan-Worley ne permettent pas de définir une structure de monoïde, 
car ces relations ne sont pas compatible avec la concaténation. 
Exemple 42. Soit les mots u = 12, u' = 21, v = 34 et v' = 43, on a 
12 = 21 et 34 = 43, 
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alors uv= 1234 et u'v' = 2143. Puisque 
P,w(l234) ~ 11 12 131 4 1 et P=(2143) ~ & , 
on voit que 1234 et 2143 ne sont pas équivalents car ils n'ont pas le même tableau 
d 'insertion de Sagan-Worley. Donc, d 'après la définition de monoïde (si u = u' et 
v = v' alors uv = u'v'), on trouve qu 'il y a une contradiction. 
4.2.4 Relations plaxiques décalées 
Pour construire un monoïde plaxique décalé, on doit utiliser des relations différentes 
aux relations de Sagan-Worley. On va utiliser les relations suivantes. 
Définition 4.2.5. Deux mots sont dits plaxiquement équivalents décalés si l 'on peut 
obtenir l 'un de l 'autre par une suite de transformations parmi les huit transformations 
suivantes. 
Si a, b, c, d sont des lettres (dans A), alors, on a 
- abde = adbe lorsque a:Sb:Sc<d; (4.1) 
- acdb = acbd lorsque a:Sb<c:Sd; (4.2) 
- dacb = adcb lorsque a:Sb<c<d; (4.3) 
bade = bdae lorsque a< b :Sc<d ; (4.4) 
- ebda = cdba lorsque a < b <e:S d; (4.5) 
- dbea = bdca lorsque a<b:Sc<d; (4.6) 
- beda= bead lorsque a<b:Sc:Sd; (4.7) 
- cadb = cdab lorsque a ::; b < c ::; d. (4.8) 
Remarque 2. Les relations (4.1)- (4.8) sont appelées les relations plaxiques décalées. 
Ces relations peuvent être décrites de la façon suivante : 
Soit w E A*. Nous observons que w est un mot d'équerre si et seulement si Pmix(w) se 
6 3  
c o m p o s e  d ' u n e  s e u l e  l i g n e .  P a r  e x e m p l e  
P m i x ( 4 1 2 3 )  = 1 1 1 2 1 3 1 4 ' 1  
A l o r s ,  d e u x  m o t s  d e  q u a t r e  l e t t r e s  w  e t  w '  s o n t  p l a x i q u e m e n t  é q u i v a l e n t s  d é c a l é s  s i  e t  
s e u l e m e n t  s i  
- w  e t  w '  s o n t  é q u i v a l e n t s  s e l o n  l e s  r e l a t i o n s  p l a x i q u e s  d e  K n u t h ,  e t  
- n i  w  e t  n i  w '  s o n t  d e s  m o t s  d ' é q u e r r e .  
L e  t h é o r è m e  c i - d e s s o u s  e s t  l e  t h é o r è m e  p r i n c i p a l  d a n s  c e  c h a p i t r e ,  e s t  u n  a n a l o g u e  
d é c a l é  d e s  r e l a t i o n s  p l a x i q u e s  1  e t  2  d a n s  l a  D e f .  2 . 1 . 1 .  
T h é o r è m e  4 . 2 . 2 .  D e u x  m o t s  s o n t  é q u i v a l e n t s  s e l o n  l e s  r e l a t i o n s  p l a x i q u e s  d é c a l é e s  s i  
e t  s e u l e m e n t  s ' i l s  o n t  l e  m ê m e  t a b l e a u  d ' i n s e r t i o n  m i x t e .  
P o u r  l a  d é m o n s t r a t i o n ,  o n  v a  s u i v r e  l a  p r é s e n t a t i o n  d a n s  [ S e r r a n o ] .  L a  d é m o n s t r a t i o n  
d e  c e  t h é o r è m e  s ' a p p u i e  s u r  d e s  l e m m e s  d e  l a  s t a n d a r d i s a t i o n  q u i  e s t  d é f i n i e  c o m m e  
s u i t  
D é f i n i t i o n  4 . 2 . 6 .  S o i t  u n  m o t  w  =  w
1
w 2  . . .  W m  e t  s o n  c o n t e n u  ( c
1
,  c
2
,  . . .  c m )  i . e .  c i  
e s t  l e  n o m b r e  d e  l e t t r e  i  d a n s  w .  L a  s t a n d a r d i s a t i o n  d e  w ,  d é n o t é  s t a n d ( w )  e s t  l a p e r -
m u t a t i o n  o b t e n u e  p a r  r é é t i q u e t a g e  l e s  é l é m e n t s  é t i q u e t é s  i  p a r  c
1  
+  c
2  
+  ·  ·  ·  + c i - l  +  
1 ,  ·  ·  ·  ,  c
1  
+  c 2 ,  ·  ·  ·  + c i - l  +  2 ,  ·  ·  ·  ,  c
1  
+  c 2  +  ·  ·  ·  +  C i J  d e  g a u c h e  à  d r o i t e .  
E x e m p l e  4 3 .  S o i t  w  =  2 3 3 1 4 2 1 1 ,  o n  a  :  c
1  
=  3 ,  c
2  
=  2 ,  c
3  
=  2 ,  c
4  
=  1 .  A l o r s ,  c (  w )  =  
( 3 ,  2 ,  2 ,  1 ) .  P o u r  c a l c u l e r  l a  s t a n d a r d i s a t i o n  d e  w ,  o n  c o m m e n c e  à  r é é t i q u e t e r  l a  l e t t r e  
2 ,  o n  o b t i e n t  c
1  
+  1  =  3  +  1  =  4 ,  p u i s  l a  l e t t r e  3 ,  o n  o b t i e n t  c
1  
+  c
2  
+  1  =  3  +  2  +  1  =  6 ,  
l a  d e u x i è m e  o c c u r e n c e  d e  3  d e v i e n t  c
1  
+  c
2  
+  2  =  3  +  2  +  2  =  7  e t  a i n s i  d e  s u i t e .  O n  
o b t i e n t  s t a n d (  w )  =  4 6 7 1 8 5 2 3 .  
H a i m a n  d a n s  [ H a i m ]  d é f i n i t  l a  s t a n d a r d i s a t i o n  p o u r  l e  t a b l e a u  d e  Y o u n g  d é c a l é  . T ,  d é -
n o t é  s t a n d ( T )  p a r  l a  p r o c é d u r e  s u i v a n t e  :  S o i t  ( c
1
,  c
2
,  ·  ·  ·  ,  c m )  l e  c o n t e n u  d e  T .  L e s  
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entrées étiquetées i ou i' sont réétiquetées par c1 + c2 +···+ ci-l+ 1, · · · , c1 + c2, · · · + 
Ci- l+ 2, · · · , c1 + c2 +···+ ci-l + ci , comme suit: On réétiquete ces nouveaux éléments 
dans l'ordre croissant, en commencant par les entrées étiquetées i', de bas en haut en 
suivant les colonnes, et puis on réétiquete les entrées étiquetées par i, de gauche à droite 
en suivant les lignes. Si l'élément étiqueté est marqué, alors son élément réétiqueté est 
marqué aussi. 
Rappelons qu'un tableau de Haiman est un tableau standard décalé de contenu (1 , ... , 1) 
et peut avoir des lettres marquées hors diagonale. La standardisation d' un tableau de 
Young décalé est le tableau de Haiman de la même forme. 
Exemple 44. Soit les deux tableaux de Young décalés suivants : 
3 ~ 
2 3' 4 5 6' 8 
T= Il 1 1 2' on a : c(T) = (3 , 2, 2, 1) et stand(T) = Il 2 3 4' 
,----- ,-----
3 15 
3 3 13 14 
2 3' 3' 8 10' 12' 
2 2 3' 3' 6 7 9' 11' 
T'= Il 1 1 2' 2 , on a : c(T') = (3 , 5, 7) et stand(T') = Il 2 3 4' 5 
Lemme 4.2.1. Deux mots u et v sont plaxiquement équivalents décalés si et seulement 
s'ils ont le même contenu, et stand(u) = stand(v ). 
On va illustrer ce lemme par un exemple sur les relations plaxiques décalées. 
Exemple 45. On va examiner la relation (4.1) avec un exemple. 
Il y a 4 mots qui admettent 1243 comme standarisation : 1121, 1132, 1232, 1243, et 4 
mots qui admettent 1423 comme standarisation: 1211, 1312, 1322, 1423. 
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On remarque d 'après (4.1) que 
1121 - 1211 , 1132 = 1312, 
1232 - 1322, 1243 - 1423. 
Alors les mots plaxiquement équivalents selon ( 4.1) ont le même contenu et leurs stan-
darisations sont équivalentes (1243 = 1423). La réciproque est claire. 
On peut examiner le lemme aussi sur les autres relations plaxiques. 
Lemme 4.2.2. Soit w un mot et T un tableau de Young décalé. Alors 
Pmix(stand(w)) = stand(Pmix(w)); 
Qmix (stand( w)) = stand( Qmix ( W)); 
Wm(stand(T)) = stand(wm(T)); 
Exemple 46. Soit w = 23314211, on a c(w) = (3, 2, 2, 1) et stand(w) = 46718523. 
Alors, on a 
~ 
7 
5 6' 8 
Pmix(stand(w)) = [1 2 3 4' 
et 
,--
3 
2 3' 4 
Pmix(w) = [1 1 1 2' 
D 'après Exemple 44. on a 
~ 
7 
5 6' 8 
stand(Pmix(w)) = Il 2 3 4' 
D 'où Pmix(stand(w)) = stand(Pmix(w)) . 
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Proposition 4.1. ([Haim92}, corollaire (3.2)) Soit u et v deux permutations. 
Alors, P mix ( u) = P mix (v) ssi u et v sont équivalents selon les relations suivantes : 
x zyx = zxyx , yxzx = yzxx , xxzy - xzxy , xyxz = xyzx. 
Avec x < y < z, et x < y. 
Deux permutations u et v sont équivalentes selon ces relations si et seulement si u et v 
sont plaxiquement équivalents décalés. 
Par exemple, considérons xzyx avec x < x . D'après la relation (4.3), on a que xzyx-
zxyx , et si x < x , alors d'après la relation (4.6) on a que xzyx _ zxyx. 
Même chose pour les autres relations. 
Comme stand(u) et stand(v) sont des permutations, on conclut alors le corollaire sui-
vant: 
Corollaire 4.2.1. Pour tous mots u et v E A*, on a que 
stand(u) = stand( v ) si et seulement si Pmix (stand(u) ) = Pmix(stand(v )) . 
Preuve du théorème 4.2.2 
Soit les deux mots u et v sur A tel que u = v, alors d'après Lemme 4.2.1, on a u et v ont 
le même contenu et stand(u) = stand( v) . D'après Corollaire 4.2.1 et Lemme 4.2.2, on 
a stand( P mix ( u)) = stand( P mix (v )) . Comme u et v ont le même contenu, alors par la 
définition de la standardisation d 'un tableau de Young décalé, on trouve que Pmix(u) = 
Pmix(v) . Réciproquement: soit u et v deux mots tels que Pmix (u) = Pmix(v). Alors, 
stand(Pmix(u)) = stand(Pmix(v)) . D'après Lemme 4.2.2, on a Pmix(stand(u)) = 
P mix (stand( v)) . Alors, d' après Corollaire 4.2.1, stand( u) = stand( v), et par le lemme 
4.2.1 , comme u et v ont le même contenu et stand(u) = stand( v ), on a que u _ v. 
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Exemple 47. Par la relation (4.1), on a 1243 = 1423, alors 
Pm;x (1243) = cdE:IJ = Pmix (1423). 
Une classe plaxique décalée est une classe d'équivalence pour la relation plaxique =· 
La classe plaxique décalée contenant un mot w est dénotée ( ( w)). On peut identifier une 
classe plaxique décalée avec le tableau serni-standard décalé T = Pmix( w) et ( (T)) = 
( (w) ). 
La forme d'une classe plaxique est définie comme la forme du tableau semi-standard 
décalé correspondant. 
Exemple 48. Les classes plaxiques décalées de mot de 4 lettres sont: 
11 12 13 14 1 1234 ~ cili6 3142 = 3412 2341 = 2314 c&6 11 12' 13 14 1 2134 3421 = 3241 
cd!hJ 11 12' 13' 14 1 3214 1342 = 1324 ~ 111213' 14 1 3124 2431 - 4231 
cilibJ 11 12' 1314' 1 4213 1243 = 1423 cdE:IJ 11 1 2 1 3 1 4' 1 4123 1432-4132 
cili6 .111 2 13' 14' 1 4312 2143 = 2413 111 2' 13' 14' 1 4321 
Figure 4.1: Les classes plaxiques décalées de mot de 4 lettres 
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Si on compare ces classes plaxiques décalées avec les classes plaxiques du même mot, 
on remarque les propositions suivantes. 
Proposition 4.2. [Serrano] Si deux mots sont équivalents selon les relations plaxiques 
décalées, alors ils sont plaxiquement équivalents, et chaque classe plaxique est une 
réunion disjointe des classes plaxiques décalées. 
On va illustrer la proposition en comparant les deux exemples 48 et 22. 
Si on compare ces deux exemples, on remarque que la classe plaxique (1243) est 
l'union de deux classes plaxiques décalées ( (1423)) et ( (4123) ). 
Théorème 4.2.3 . Chaque classe plaxique décalée ( (T )) contient exactement un seul 
mot de tableau décalé noté wm(T ). 
Preuve: D'abord, on démontrera l'existence d'un mot de tableau. 
Soit un mot w sur A, d'après la définition du mot de tableau décalé, w est un mot de 
tableau, alors il existe un tableau de Young décalé T , tel que w = wm(T ). On a donc, 
T = P mix ( w). Alors T = P mix ( Wm (T )) car, chaque classe plaxique correspond à un 
tableau T décalé, tel queT= Pmix (w) = Pmix (wm(T )) . Ceci montre qu ' il existe un 
mot de tableau décalé dans la classe plaxique décalée ( (T )). 
Unicité : Soit S un tableau décalé tel que ( ( Wm ( S) )) = ( ( Wm (T))). On montrera que 
S=T. 
D'après le théorème 4.2.2, on a que 
Wm( ) t Wm(T ) 1 
Pmix (wm(S)) =S et Pmix (wm(T )) = T , d'où S = T . 
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4.2.5 Monoïde plaxique décalé 
Définition 4.2.7. [Serrano} Le monoide plaxique décalé noté M * est l'ensemble des 
classes plaxiques décalées avec le produit donné par ( (u)) · ( (w)) = ( (uw) ). M * est 
défini de façon que deux mots sont équivalents selon les relations plaxiques décalées si 
et seulement s'ils ont le même tableau d'insertion mixte. Alors le monoide plaxique se 
définit par la représentation suivante : Il est eng~ndré par les lettres de l 'alphabet A 
soumis aux relations décalées (4.1)- (4.8). 
On peut voir M* aussi comme l' ensemble de tableaux semi-standards décalés. Alors 
le monoïde plaxique décalé muni du produit défini par la concaténation de mots de 
tableau. Il peut être également défini, avec les tableaux décalés et l'insertion mixte de 
M.Haiman. 
Exemple 49. 
c&hJ' 
( (2412)) ( (143)) 
4.2.6 Les invariants décalés de Greene 
___liiTI_ 
~
( (2412143)). 
Dans cette section, nous introduisons un analogue décalé des invariants de Greene qui 
déterminent precisément quelles conditions doit satisfaire un mot pour que son tableau 
d' insertion ait la forme À. 
Rappel: un mot d' équerre est un mot w = w 1 w2 ... w1 tel que, pour 1 ::; k ::; l, on a 
Définition 4.2.8. Un k-sous-mot d 'équerre de w est l 'union de k sous-mots d'équerre 
de w tel que: 
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- n'importe quel élément ne peut apparaître que dans deux des mots, au plus, et 
- chaque deux mots d 'équerre ne peuvent avoir plus qu'un élément en commun. 
Exemple 50. Soit w = 3415961254. On a que le plus grand 1-sous-mot d 'équerre est 
96125, le plus grand 2-sous-mot d'équerre est 96125 , 4159 et le plus long 3-sous-mot 
d'équerre est 96125 , 4159, 3124. 
Le longueur de k-sous-mot d'équerre de west la somme des longueurs des sous-mots 
d'équerre qui les contient. 
L'analogue des invariants de Greene pour le tableau décalé est 
Théorème 4.2.4. Soit w un mot dans A*, la forme À du P mix ( w ). Alors, on a pour tout 
k :s; l(..\), 
avec h(w) est le plus long sous-mot d 'équerre de w. 
Exemple 51. Soit w = 3415961254, le tableau d 'insertion de w, 
6 9' 
4 5 5 
Pmix(w) = Il 1 2 3' 41 
a laforme (5,3,2). On a h(w) = 5, I 2 (w) = 9eth(w) = 13, alors, on voit que 
À1 = 5 = J, (w) , J2 (w) = À,+ À2+ G} J,(w) = À1 + Àd À,+ (:). 
CONCLUSION 
Ce mémoire se concentre sur la théorie combinatoire de tableaux de Young décalés. 
Nous avons construit une structure de produit sur l'ensemble de tableaux de Young 
décalés, le monoïde plaxique décalé. Cette théorie est parallèle à la théorie de tableaux 
de Young ordinaire. 
Nous avons divisé ce mémoire en deux parties parallèles. Nous avons étudié dans la 
première partie la théorie de tableaux de Young et la construction du monoïde plaxique 
développées par Sçhützenberger et Lascoux dans lequel-le produit de ce monoïde est 
obtenu de trois manières différentes, soit par la concaténation, soit par l'insertion de 
RSK et soit par les glissements de jeu du taquin. 
Nous nous sommes concentré dans la deuxième partie sur la théorie de tableaux de 
Young décalés telle que développée par Sagan et nous avons construit un analogue dé-
calé du monoïde plaxique de Lascoux et de Schützenberger, le monoïde plaxique décalé 
qui a été développé par Serrano. Comme nous l'avons illustré, ce monoïde possède de 
nombreuses similarités avec le monoïde plaxique. 
Nous avons étudié de cette théorie les éléments principaux suivants : 
(1) Deux analogues de la correspondance de Robinson-Schensted-Knuth [développés 
par Haiman et Sagan-Worley] qui transforment des mots en paires des tableaux de 
Young décalés. 
(2) Les relations de Knuth, la classe plaxique décalée qui caractérise l'ensemble de 
mots qui produise le même tableau d'insertion. 
-- --· ---- ------------------------------------
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(3) Une version de l'opération de Schützenberger, le jeu de taquin, dans laquelle une 
ligne diagonale des lettres est réduit au premier tableau (tableau d'insertion décalé) 
sous l'algorithme d 'insertion de Sagan-Worley. 
(4) Les invariants de Greene, la longueur du plus long sous-mot croissant d'un mot de 
tableau qui ne change pas sous les relations de Knuth, détermine la forme du tableau. 
Nous avons utilisé ces éléments pour construire un analogue décalé, le monoïde plaxique 
décalé. Nous avons introduit cette théorie en définissant un mot de lecture mixte pour 
chaque classe plaxique décalée. Le produit de ce monoïde plaxique est défini de deux 
manières différentes : soit par la concaténation de mots de tableaux et soit par l 'inser-
tion mixte de Haiman. Décrire ce monoïde avec l'utilisation de jeu de taquin reste une 
question ouverte. 
[Ber] 
[EGR] 
[Fom] 
[FRT] 
[Gree] 
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