This paper deals with the functionality of a research program complex for processing and analysis of unstructured text data. It provides a thorough description of the implemented algorithms and experimental results obtained in various text samples. With the recent disclose of PRISM and similar governmental data surveillance programs, intelligent surveillance of the open source data that circle the World Wide Web is gaining a special importance. Our results might be used for improving the speed and the mode of the unstructured text data analysis and contribute to tackling the new threats that include international terrorism and espionage (including cyber-espionage) in the globalized world.
Introduction
In today's computer science, intelligent data analysis (which is also often called "data and text mining") becomes one of the most widely used and applied approaches [1; 4; 12] . However, despite the fact that the problems of data and text mining are the focus of a number of research groups, there are still no satisfactory answers to many issues [2; 6] . In this regard, special importance is gained by the synthesis of new and original methods of processing and analyzing data, the improvement of existing approaches unification algorithms that might lead to the development of specialized software systems, the use of which can effectively solve practical and research tasks, such as the data retrieval conducted in the well-known PRISM program carried out by the U.S. government [3] .
A special place in this framework belongs to the development of procedures of processing and analysis of documentary information. According to the experts, currently about 70 % of the accumulated and used digital information society is represented by the unstructured text, and only 30 % is represented by the other types of data (e.g. factual, multimedia, etc.) [11] . Therefore, the most efficient mechanisms for processing and analysis of documentary information are represented by the classification methods. The classification of textual information refers to the process of the partition of the set of documents into disjoint groups (classes), which provides proximity (similarity) of elements within the group and the maximum difference between the groups [7] .
Nevertheless, it should be noted that the processing and analysis of documentary information brings a number of specific challenges that do not allow full use of the techniques developed previously in the field of pattern recognition and classification of factual data [10] .
The complexity of the processing and analyzing of documentary information increases the requirements to functionality of software and algorithmic support, and the qualification of the user (researcher, analyst, specialist subject specialist). The right choice of tools enabling conditions initially unpredictable structure arrays text documents reach the set quality criteria depends on the researcher [8] .
Thence, it appears crucial to develop a research software package intended for research known procedures for processing and analysis of textual data and the development of new (modified) methods with the best performance in terms of accuracy (speed, resource-intensive). Our paper proposes some of these methods that might be employed in devising software that would allow achieving the best performance and functionality.
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General characteristics of research software package
The issues centered on the intelligent data analysis described above, impose the following requirements on the hypothetical research software package [1; 9]:
• functionality, i.e. implementation of the algorithm group , which together allow to fully implement all stages of processing and analysis of documentary evidence; • adjustability for the problem, i.e. opportunity to learn the basic methods of analysis of textual information specific to a particular practical problem; • classification, i.e. reproduction of typical situations that arise in practice for the processing and analysis of text documents; • independence from the domain, i.e. all algorithms are invariant to scientific topics and do not use a priori information about the domain; • realistic time costs, i.e. classification of documents should be carried out within the acceptable time; • modularity, i.e. software package (SP) should be composed of a plurality of established modules, each of which corresponds to one stage of processing and analyzing unstructured text documents; • extensibility, i.e. opportunity, if necessary, carry out further complication software for the inclusion of additional specialized modules; • a focus on modern technology, for example, the use of the Internet technology to provide access to the SP and analyzed research databases (RD).
Software package includes the following tasks:
• Formation samples and conducting pre-processing of unstructured text data; • Setting and study methods for classifying unstructured text documents; • Synthesis of decision rules for classification of unstructured text documents.
The priorities for their implementation correspond to the sequence of action in dealing with the real problems of processing and analysis of textual information. Let us consider the basic procedures and sequence of actions implemented in the software package.
Formation samples and pre-processing of data
For experimental studies are encouraged to use the training and examination of a sample of one of the three possible sources of bibliographic documents: Compendex (COMPuterized ENgineering inDEX) database, ACM, digital library, and ResearchIndex digital library. Keywords defining thematic classes are extracted from the source files of documents from which a sample of fixed size is derived. The size of the sample is determined by the number of documents and the number of classes in the class. Parts of recovered documents can be attributed to multiple categories and classes to be on the border or to be irrelevant (e.g. noise). The formed sample is divided into two parts. The first part (training set) is used to estimate parameters and construct a decision rule (learning classification methods, or training of the classifier).
The quality of classification is usually estimated using the learning error estimate which is calculated according to the documents the training set and the generalization error, which is in turn estimated according to the documents of the second part of the original sample (called "the examination") [5] . Generalization error (the error classification) characterizes the power of decision rules built -on how many new documents distributed patterns obtained during training. In this paper, the classification error is estimated as the ratio of the number of documents for which the method of classifying incorrectly defined the class to the total number of documents in the examination sample.
At the stage of preliminary processing of data the following steps are carried out:
• Building the of vocabulary training sample and evaluation of frequencies of terms in the training set; • setting the optimum value cutoff frequency of seldom-repeating terms;
• study of the effect on the classification error removal procedures stopwords and procedures for the allocation of the roots of words, so-called "stemming"; • a study of the effect on the classification error of different ways of weighing terms.
For these studies used classification methods without adjustable parameters (e.g. the method of centroids and method of the nearest neighbor with a fixed metric distance, or naive Bayesian method (NB)).
Setting the study methods for unstructured text documents
As a model representation of text documents the research software package uses the unstructured model in which each document is described as a point in a multidimensional space dimension M ( M -number of features (terms)). To determine the coordinates of points of experiments showed the feasibility of using weighting methods terms: tf, tf-idf, tfc, atc, ltc. The best results were obtained for tfc-weighting [10] . After downloading the document, remove stop words and stemming words compiled document-term matrix:
(1)
is the j-th document in М-dimensional space; A number of methods for determining the classification of the document class requires for the researchers to know how close to each other located documents in a multidimensional space [5] . As a measure of closeness usually use different metric distance (e.g. Euclidean distance, distance Chebyshev, Manhattan distance) and the cosine measure of closeness. In practice, to determine the distance between documents is proposed to use the Euclidean metric that is calculated by the formula:
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where l j X X r r , are the j-th and l-th documents in multidimensional space.
Empirical results of using the research software package
Amongst the basic research conducted using the software research package for processing and analyzing unstructured text documents, one should note the following:
• Selecting the number of informative terms and a comparative analysis of weighting methods; The preliminary data has been set up optimal value cutoff frequency seldom used terms that might limit the dimension of the matrix M at the level of 125 informative terms. The tfc-weighting was selected as the weighing procedure. The parameters of decision rules are listed in Table 1 . The results depicted in Figure 1 demonstrate that the method of potential functions (MPF), k-means, generalized method of nearest neighbor (GMNN) and the method of 2 χ -profiles yielded the smallest classification error. It is worth noting that the most precise of them all, the method of potential functions, turned out to be the slowest (Table  2 ). 
Source: Own results
As shown above, the majority of considered classifiers is related to the sufficiently precise procedure. However, many of them are limited by their accuracy and therefore might yield erratic results on different samples of complex structures. In order to increase the accuracy and stability of estimates we propose the integration of multiple classifiers into a single team with a simple voting for decisions. The synthesis is performed for different number of members of the PKK (for m=3 and m=5), and the different compositions of the collective. In the case of inclusion the diverse selection is based on the criterion of accuracy and diversity. In case of the homogeneous single collective decision rules (SCDR) it is recommended to include either the profile methods, or nearest neighbor-related methods.
We present results of the synthesis of heterogeneous SCDR individual classifiers described above. Based on the testimony of the accuracy and diversity, the PKK has been synthesized, including the method of centroid, the method of 2 χ -profiles and generalized nearest neighbor method (Table 3) . 
Main conclusions
It appears that the use of research software package in practice will contribute to new knowledge in the application of text mining techniques for processing unstructured data sets of different nature documentaries, as well as a more accurate and fast classification algorithms based on conduct comprehensive research.
For further increase in the programming and capacity-building of the algorithmic research software package, it is envisaged that module learning neural network classifiers (multilayer perceptron) and decision trees might be also employed.
One of the plausible solutions might be the possibility of using genetic algorithms in the preprocessing module for selecting the most informative terms, implementing imaging procedures (e.g. nonparametric multidimensional scaling, or Kohonen networks), increasing the number of sources of textual data, which implements automated loading information.
