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Abstract
Recent advances in nanotechnology have generated great potential for use of nanomate-
rials in the manufacturing, cosmetic, pharmaceutical and bio-medical sectors. This has
provoked great interest in utilisation of nanomaterials in disease diagnostics and treat-
ment, as well as significant concern over the potential for unwanted exposure. Thus,
understanding mechanisms by which nanoparticles, structures with at least one dimen-
sion <100 nm, interact with cells, gain entry to the intracellular space, and potentially
affect cellular functions and viability is relevant and timely.
This thesis focuses on current methods for nanoparticle characterisation and anal-
ysis of cellular interactions. The specific interaction between HeLa cells and 20 nm
carboxylate-modified polystyrene nanoparticles is examined in detail, and the effects of
serum proteins in corona formation is analysed. Fluorescence microscopy image acquisi-
tion is studied, with particular attention given to colocalisation analysis. An automated
program is presented, making use of a novel de-noising algorithm which makes analysis
of low signal-to-noise images possible without additional input. This is validated using
computer generated images, and data acquired and analysed by hand. This program was
used to analyse confocal microscopy images to quantify nanoparticle colocalisation with
intracellular protein markers and membrane stains. A protocol is developed to enable use
of total internal reflection fluorescence (TIRF) microscopy for the study of nanoparticle
internalisation. Finally, innovative TIRF methods that permit identification of areas of
local plasma membrane curvature and super-resolution analysis of fluorophore motion in
Z are examined, and significant steps are made to combine these into a single imaging
system. Thus, this project will develop computational analysis methods, novel biological
assays, and physical enhancements to existing hardware with the aim of accelerating the
characterisation of nanoparticle-cell interactions.
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CHAPTER 1
INTRODUCTION
1.1 Nanoparticles
Nanoparticles are defined as structures with at least one dimension smaller than 100 nm[1].
Their use spans as far back as the ninth century BC in Mesopotamia in the form of metallic
lusters on pots, giving a glittering finish. However their characterisation and manufacture
has increased exponentially in the last century, with the dawn of the electron microscope
and their potential in the medical[2], engineering and research sectors. The reason for such
scientific interest is, unsurprisingly, due to their size. They provide the bridge between
macroscopic and molecular structures, where their high surface area to volume ratio can
result in unexpected properties. These characteristics are often completely unpredictable
based on the nature of the bulk material alone. These can include changes in electric
conductivity, colour, melting point, strength and magnetic moment[3, 4, 5]. An example
of differences that can occur between nanoparticles manufactured from identical material
can be seen in Figure 1.1, which features silica nanoparticles of differing sizes.
Gold offers an example of how a nanoscale version of a material can vastly differ from
its macroscopic counterpart. Gold nanoparticles display a melting temperature far lower
than that of bulk gold, around 300◦C for 2.5 nm particles compared to 1064◦C for a
slab of pure gold[3]. Unexpected optical properties also appear, for example with gold
nanoparticles in solution exhibiting a deep red colour[4]. Quantum size effects have also
1
Figure 1.1: Electron microscope images of mesoporous silica nanoparticles. A) Transmis-
sion electron microscope (TEM) image of a 20 nm particle. B) TEM image of a 45 nm
particle. C) TEM image of an 80 nm particle. D) A scanning electron microscope image
of the nanoparticles displayed in B). Image used with permission under CC BY-NC 3.0
US
been observed in the difference in electric potential between nanoparticles of 5 and 20 nm.
Standing electron waves with discrete energy levels can be formed in these particles due
to the gap between atomic valance and conduction bands- something not possible with
bulk metals[5].
1.1.1 Commercial and therapeutic uses for nanoparticles
Given the novel and exciting behaviours exhibited by nanoscopic materials, the wide range
of applications for them is unsurprising. From industry to imaging, and therapeutics to
textiles, the fields in which uses are being found for them are highly varied.
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In computing, storage properties of hard drives are constantly being increased with
the introduction of nanoparticles. Using nanomagnets- individual ferromagnetic dots- to
represent a bit of information can increase the capacity (or decrease the size) of tradi-
tional hard disk drives by one or two orders of magnitude[6]. Traditionally made from
silicon semiconductors, logic gates are the building blocks of digital circuits. However,
the capability for further improvement of these is reaching its limit[7]. In an attempt to
develop alternatives to these traditional systems, the use of gold nanoparticles has proved
effective in the production of nucleic acid based logic gates. These have found uses in
the detection of certain cancers[8]. While an organic computer is far from realisation,
the screening for complex conditions on cell membranes using these organic/nanoparticle
logic gates shows the potential of these constructs for programming complex functional
systems[9].
Textiles are being engineered with incorporated nanoparticles in the emerging inter-
disciplinary field of ’nanofabrics’. The ’Lotus effect’, which describes the superhydropho-
bicity found on lotus leaves due to the nanoscopic structures on their surface, has been
recreated on fabrics with the addition of 40 nm wide silicon nanofibres[10], creating gar-
ments that completely repel water. Garments with odour eliminating properties have
been achieved via the conversion of ethyl mercaptan to diethyl disulphide with the in-
corporation of copper coated silica nanoparticles[11]. Nanocomposite fibres, consisting of
nanoparticles embedded in a polymeric matrix, have increased elasticity, strength, wrinkle
resistant properties[12], and bacterial resistance[13].
It has long been known that silver ions and salts possess antibacterial and antimicrobial
properties. However, studies have shown clearly that silver nanoparticles have effective
antimicrobial effects against yeast, Escherichia coli and Staphlyococcus aureus [14]. This
is significant considering the emergence of increased bacterial resistance to traditional
antibiotics, and the difficulties faced in developing new ones[15]. Other nanoparticles that
destroy or disrupt bacteria have been made from iron, silicon, zinc, silver, gold, copper,
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aluminium, titanium, and their respective oxides[16]. These work in a variety of ways,
including the generation of reactive oxygen species, electrostatic interactions disrupting
plasma membranes, and permeabilisation of bacterial cell walls.
The application of nanotechnology to medicine, or nanomedicine, is arguably one of
the most exciting fields in the area. New discoveries utilising nanoparticles are pushing
forward the frontiers of drug delivery, anti-cancer agents, tissue engineering, and biomedi-
cal imaging[17]. Nanoparticles have shown promise in the treatment of tuberculosis, with
the ability to control and sustain drug delivery from a polymeric matrix[18]. This was
achieved over various routes of administration, including oral and inhalation. Methods for
destroying tumours have also been developed. Non-toxic gold nanoparticles with tunable
optical absorptivities were injected into mice and allowed to circulate. Tumours were then
illuminated with a 808 nm diode laser for three minutes. 90 days later, mice were tumour
free with no side effects[19].
The use of nanoparticles in drug delivery can improve bioavailability to specific markers[20].
Successfully implemented, they can allow minimal side effects and decreased toxicity to
other organs[21]. Targeted, site-specific drug delivery is one of the most sought-after goals
in cancer research. The ability to eliminate a tumorous growth without affecting healthy
cells is becoming closer to realisation with the development of functionalised nanoparti-
cles to target cancer-specific traits. Distribution profiles of anticancer drugs in tissues
and cells can be controlled by their entrapment within polymeric nanocapsules[22]. Sil-
ica nanoparticles have also been tagged with antibodies, vitamins or peptides. Particles
with these conjugations have been shown to preferentially associate with cancer cells[23].
Extended circulation of nanoparticles containing the anti-cancer drug doxorubicin was
shown to be 300 times more effective at treating metastatic cancer and Kaposi’s sarcoma
than free doxorubicin[24, 25]. If it could be shown at the cellular level what makes certain
properties of particles exhibit these behaviours, then research in this area could progress
at a much faster rate[26, 27].
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Nanoparticles exhibit many behaviours that make them a useful tool for studying cell
biology. The size of nanoparticles for example lends perfectly to multifunctionalisation.
This is where various different moieties can be conjugated to the outside of nanoparticles,
or contained within an outer shell. This could allow multi-functional imaging, targeting
of specific receptors, or the delivery of therapeutic agents[28] to target organs of interest
and single cells. The potential for in vivo gene transfer has also been highlighted, using
SiO2 to transfect genes into mouse lung cells without cell toxicity[29].
Despite the vast number of ways nanoparticles are being used to improve and enhance
our daily lives, there remain concerns about their effects on the human body[30]. This is
due to their ability to enter cells[31, 32, 33] and potentially cause harm, as seen in the case
of polyamidoamine dendrimer nanoparticles that have been shown to trigger autophagic
cell death in lung cells[34].
1.1.2 Concerns regarding harmful effects of nanoparticles
At the time of writing, there were no official regulations on nanoparticle production
or manufacture in the EU and US. This is also true for products that contain them.
There are currently over 1600 nanoparticle-containing products on the market[35], and
manufacturers are not legally required to label them as such. This means that the actual
number of nanoproducts on the market is likely to be much higher. There is also no
special legislation currently on consumables at regulatory bodies such as the Health and
Consumer Protection Directorate of the European Commission, or the Food and Drug
Administration in the US. This includes all aspects of production, handling and labelling.
In 1999 the Australian Therapeutic Goods Administration approved the use of nanopar-
ticles in sunscreens[36], without the requirement for package labelling. Zinc oxide (ZnO)
nanoparticles in particular provide effective protection against the sun’s harmful ultravi-
olet radiation by both absorption and scattering, as well as providing preferred optical
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properties to the sunscreen itself- turning it clear as opposed to white on the skin[37].
Extensive testing has shown that these particles, as well as the other commonly used
nanoparticle titanium dioxide (TiO2), are not genotoxic in common tests such as the
Ames’ Salmonella gene mutation test or the Comet assay[38]. They are also unable to
penetrate healthy or previously sun burned skin[39].
As well as being used in sunscreens, TiO2 nanoparticles are also a common addi-
tive to food products, mostly due to their desirable optical properties in sweets and
toothpaste[40]. Other nanomaterials present include nanoclay composite in food and
drink packaging, selenium nutrient delivery systems, soy isoflavones as a food supplement
and polymerised nanocomposite in PET bottles as an oxygen scavenging barrier resin[41].
Some of these particles have shown to accumulate in the liver[42], induce in vitro toxic-
ity in mesothelial cells[43], and cause oxidative stress in the brains of juvenile largemouth
bass[44]. It is generally agreed upon that our knowledge of the effects that the widespread
use of nanoparticles is having and will have in the future is far from certain, and much
more study is required before any long-term effects can be agreed upon[45].
Although these particles are extensively tested in the conditions of their intended use,
they will wash off and enter the environment. This introduces the potential for exposure
in other, unexpected ways. It has been shown that ZnO nanoparticles induce toxicity
in commonly used cell culture lines (RAW 264.7- murine macrophage, and BEAS-2B-
human bronchial epithelial) via the generation of reactive oxygen species[46]. They have
also been shown to be toxic to zebrafish embryos, a concern revealing the need for more
investigation into ecotoxicity in water environments[47]. Animal experiments have shown
that oral exposure to both 20 and 120 nm ZnO nanoparticles lead to accumulation in
bone, heart, pancreas, spleen and liver[48].
The need to look at effects in the natural environment is highly necessary. TiO2
nanoparticles alone do not have a detrimental effect on zebrafish larvae. However, when
pentachlorophenol, an organochlorine compound used as a pesticide and disinfectant is
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also present, reactive oxygen species are induced. These lead to lipid peroxidation and
DNA damage in the larvae[49]. Clearly nanoparticles themselves need to be thoroughly
tested, but they also need to be considered in all possible environments they may end up.
This is considered in more detail in Section 1.1.4.
The potential for harm from nanoparticle exposure extends further than those manu-
factured for deliberate use. Nanoparticles have been generated for decades as undesirable
waste products, chiefly from vehicular and industrial processes.
1.1.3 Environmental exposure to nanoparticles
Whilst deliberately manufactured nanoparticles can enter the environment unintention-
ally through washing off in the case of sunscreens, or landfill in the case of food and its
packaging, they have also long been an unwanted side product from manufacturing pro-
cesses and vehicle exhaust emissions. Studies into these have yielded findings of concern,
with toxic consequences to both people and the environment[50, 51].
Both diesel and petrol engines in vehicles have been shown to release nanoparticles
into the atmosphere. These fall into two broad categories, ’accumulation’ mode particles
which are carbonaceous in nature and are greater than 30 nm in size, and ’nucleation’
mode particles which are comprised of condensed volatile material, generally heavy hydro-
carbons and sulphate. These are typically smaller than 30 nm[52]. While a lot of research
and legislation are going on to reduce the amount of these emissions, there is much work
to still be done. This appears to be especially important in colder climates, where air
pollution accumulates due to the weather[53, 54] and incomplete combustion of fuel on
ignition due to the temperature releases significantly higher amounts of nanoparticles[55],
resulting in a much greater level of human exposure. These have been shown to have an
effect on the cardiovascular system, leading to morbidity and mortality[50, 56, 57]
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Manufacturing processes also create nano-sized airborne particulate matter as an un-
wanted side product[58]. These include procedures such as welding, high speed machining
and heat treatment[59], and can result in laryngeal or lung cancer, asthma, bronchial hyper
responsiveness and lipoid pneumonia[60, 61, 62]. This is due to the nanoparticle’s ability
to enter the tracheobronchial and alveolar regions of the human respiratory tract when
airborne[63]. Nanoparticlulate matter has caused harmful effects such as decreased lung
function, increased respiratory infections and chronic obstructive pulmonary disease[64]
in both the elderly[65] and children[66].
Much of the caution surrounding general nanoparticle use stems from the serious
and fatal illnesses brought on from asbestos exposure. The desirable physical properties
of asbestos, including resistance to heat and fire, lead to its widespread adoption in
building and manufacture in the 1900s. Upon application of force, its brittle nature
leads to fibres being formed which can be as thin as 10 nm, small enough to become
readily airborne. Inhalation of these asbestos fibres can cause scarring, inflammation and
cancer in the lungs and respiratory tract. Nowadays asbestos use is either completely
banned or heavily regulated. However, parallels can be been drawn between asbestos
fibres and carbon nanotubes. It has been shown that introducing carbon nanotubes
(CNTs) into the abdominal cavity of mice showed asbestos-like pathogenicity[67], and
that both asbestos and CNTs induce a pro-inflammatory response in human primary
macrophages[68]. This has prompted the call for further research and greater caution
before introducing nanoproducts into the market.
How a nanoparticle interacts on a cellular level depends on a myriad of variables. This
partly relates to how the nanoparticle enters the body, be it inhalation as in the case of
airborne particulate matter, ingestion in the form of food or drink, or via the bloodstream
through deliberate medical introduction or unintentionally through a wound. However,
nanoparticles have been shown to translocate from the point of entry and cause toxicity
to other organs. For example, upon inhalation nanoparticles have been shown to evade
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clearance from the lungs, and have been found in the liver, heart and brain of rats[69, 70]
and humans[71] via the cardiovascular system[72]. The biological environment in which
the nanoparticle finds itself determines formation of what is known as the ’protein corona’,
and it is this that cells ultimately react to.
1.1.4 Protein corona
When a nanoparticle is introduced into a biological fluid, it comes into contact with
various proteins. These adsorb to the particles surface through a combination of Van der
Waals and electrostatic forces. It is these proteins on the nanoparticle’s surface, known
as the protein corona, that play the greatest part in determining how the nanoparticle
will behave in its environment. This can be visualised in Figure 1.2.
Figure 1.2: The protein corona surrounding a nanoparticle. A change to any one of these
highlighted factors can affect the corona composition, and hence dynamic interactions
between nanoparticle and biological structure of interest. Adapted from [73].
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The interaction of a protein corona with its surroundings affects how a nanoparti-
cle behaves when considering aggregation to other nanoparticles, binding to the plasma
membrane, cellular uptake, and transport within a system[74]. This makes prior knowl-
edge of the formation of a corona around a nanoparticle essential before valid studies can
be undertaken. This will affect the toxicity of nanoparticles, as well as the effectiveness
of any nanoparticle based drug delivery systems and the best way to administer them.
This is due to the composition of the protein corona around a nanoparticle being able to
induce conformational changes in biomolecules, membrane wrapping, and receptor-ligand
binding[75].
Corona formation
The protein corona composition is affected by many variables, illustrated in Figure 1.2.
Although the nature of the biological fluid (be it blood, mucus or cerebrospinal fluid)
determines the types of proteins available for binding, the exact nature of the protein
corona is also affected by the size and shape of the particles, as well as particle composition
and surface functionalisation. A particle’s zeta potential, a measure of the magnitude of
the effective electric charge, also affects the affinity of different proteins for adsorbing
onto the surface[76]. These factors determine the relevant binding energies of adsorption
events, which can be thought of in thermodynamic terms. This is defined in Equation
1.1:
∆Gads = ∆Hads − T∆Sads < 0 (1.1)
The binding energy associated with a adsorption event is known as the Gibbs Free
Energy, a change in which is denoted as ∆Gads. This is equal to the change in enthalpy
during adsorption, ∆Hads, minus the temperature, T, of the system multiplied by the
change in entropy during adsorption, ∆Sads.
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In the early stages of introduction, the most abundant proteins play the largest part
in the corona make-up. Known as the ’soft corona’, this is a reversible coating with low
binding energies between protein and particle[77]. Over time, conformational changes
of abundant proteins and increased likelihood of contact with less abundant but more
energetically favourable proteins causes the make-up of the corona to change. This re-
sults in covalent and non-covalent bonding, and as a result changes the nature of the
nanoparticle[78]. Once this process becomes irreversible it is known as the ’hard corona’.
The time dependency of the protein corona can be seen in the nature of nanoparticles
after differing incubation times in cell culture medium containing 10% serum[78]. After
removal from the serum containing medium and rinsing, 10 nm gold nanoparticles incu-
bated for 0-24 hours regained their previous characteristics (size as measured by DLS,
and zeta potential), whereas the nature of the nanoparticles incubated for 48 hours never
regained their initial properties. This suggests that those particles incubated for shorter
times were affected by the soft corona, lightly bound proteins, which was reversible. How-
ever those incubated for longer periods of time were encased by proteins in a much more
stable, irreversible configuration. This displacement of earlier adsorbed proteins by others
with stronger binding affinities is known as the Vroman Effect. This can happen over the
order of minutes or days, and critically affects nanoparticle pathophysiology, and hence,
biological relevancy[79]. This change over time is illustrated in Figure 1.3.
Corona composition
As suggested earlier, the factors that determine the composition of the nanoparticle pro-
tein corona include the size, shape, and composition of the nanoparticle; the suspending
medium’s acidity, organic matter, and water content; the surface hydration, zeta potential,
and aggregation at the solid-liquid interface; and the membrane/ biomolecule interactions
at the nano-bio interface, which can include receptor-ligand binding, membrane wrapping
or conformational change in biomolecules.
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Figure 1.3: An illustration of the time evolution of the protein corona, known as the
Vroman effect. When the nanoparticle is introduced to the medium, the (soft) corona
is chiefly comprised of the most abundant proteins present. As time passes, the corona
evolves to include the less abundant, but more energetically favourable, proteins- making
the hard corona.
To see the complex nature of the corona composition, one study looked at polystyrene
nanoparticles of two different sizes (50 and 100 nm), and three different surface func-
tionalisations (plain polystyrene, carboxylate-modified, and amine-modified) in blood
plasma[76]. It was shown that although many of the most abundant proteins were similar
in each corona, a significant number differed from particle to particle, even with those
differing only in size. With these less abundant proteins having significantly differing
biological roles, the implications for nanomedicine are wide.
Another study looked at spherical nanoparticles of similar sizes (˜20 nm) and surface
charges (˜-25 mV), namely TiO2, ZnO and SiO2[80]. It was seen that while the silicon
and titanium dioxide nanoparticles adsorbed similar proteins over the time scale of the
experiment, the composition of the zinc oxide protein corona was markedly different. The
same study showed the difference particle shape has on the makeup of the protein corona.
Whilst Apolipoprotein D and Clusterin bound readily to titanium dioxide nanospheres,
they were not associated with nanotubes (average diameter 9 ± 1 nm) or nanorods (el-
lipsoids of average length 75 ± 23 nm and width 27 ± 7 nm).
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Additional challenges faced when looking at the nature of protein corona formation
were highlighted by a study performed using identically sized gold nanoparticles[81]. The
only difference between them was the density of polyethyleneglycol (PEG) on their sur-
faces. Over 70 different blood serum proteins were adsorbed onto the surface of these
particles, with both PEG size and density having a direct effect on the type and quantity
of proteins adsorbed. This was shown to have significant outcomes affecting both the
mechanism and efficiency of internalisation by a macrophage cell line.
Further complications arise when considering the nature of blood serum itself. It is
a complex fluid containing approximately 3700 proteins at various concentrations, which
vary between different members of the human population [82]. It is also worth noting that
these relative concentrations also vary within each person at different times of the day.
This could have an impact on the nature of protein corona formation and may determine
what time of day any nanoparticle based drug delivery systems may be administered, and
whether they are likely to have more of an effect in one individual over another.
It is interesting to note that when the formation of the protein corona is disrupted,
for example when particles are modified to prevent the adsorption of blood serum pro-
teins, they are removed within minutes from the blood stream by monocytes, cells that
phagocytose foreign objects (see Section 1.2.1). Nanoparticles that lack this modification
undergo immediate corona formation and are able to stay within the blood stream to fulfil
their roles- i.e. stimulate or suppress immune responses[83]. It is clear that the nature of
potential protein corona compositions must be considered when studying interactions at
the cellular level.
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1.2 Cells
In vitro studies are an essential tool, reducing much more complicated in vivo scenarios
to their component parts. When looking at the impact of nanoparticles on a biological
system, the ability to isolate different cell types is essential. This is because each cell
type has unique properties that determine how they would interact with foreign objects.
Examples of these can be seen in Figure 1.4. However it must be remembered that these
cells are located in different parts of the body, so nanoparticles studied in vivo will have
formed a unique protein corona based on the environment. This raises problems with in
vitro studies where cells are generally treated identically, and will have to be accounted
for.
Figure 1.4: Different cell types. A) An example of a neutrophil. a) Cell membrane.
b) Mitochondria. c) Lysosome. d) Nucleus. e) Golgi apparatus. B) An example of
an epithelial cell. f) Microvilli, on the free surface. g) Tight junction (impermeable).
h) Anchoring junction with keratin filaments. i) Gap junction. j) Basal surface with
underlying connective tissue. C) Nerve cell. k) Dendrite. l) Axon. m) Myelin sheath. n)
Axon terminal
These differences materialise in if and how nanoparticles are internalised. To under-
stand better the ways this can happen, methods of active cell uptake, or endocytosis, have
to be studied.
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1.2.1 Endocytosis
Endocytosis is an energy dependent process by which molecules are engulfed and inter-
nalised by cells[84]. Due to the diversity of these molecules, e.g. membrane proteins;
receptor ligands; drug delivery systems; and nanoparticles, it follows that there are a
variety of mechanisms by which endocytosis can occur. Understanding what governs and
regulates these pathways is essential to many areas of cell biology. For internalisation
of a specific cargo, mechanisms for selection at the plasma membrane are first required.
Next, the cell surface must invaginate and pinch off. Finally, vesicles must be tethered
for trafficking to their intended destination[85].
The nature of the cargo for internalisation will determine how it is processed by the
cell. There are two main categories of endocytosis. Phagocytosis translates from the Greek
to mean ’cell eating’, and is the uptake of large particles[86]. It is generally restricted
to mammalian cells such as neutrophils, macrophages or dendritic cells. Pinocytosis
translates to ’cell drinking’, and is the uptake of fluid and solutes[87]. Pinocytosis occurs
in all cells and in several different forms. These can be seen in Figure 1.5.
It has been shown that nanoparticle entry is possible via most, if not all, of these po-
tential pathways. This will depend on the size, composition, shape and surface function-
alisation of the particles. When designing new drugs or contrast agents, it is important to
know how these nanoparticle properties affect cellular interactions, and hence uptake[88].
Dynamin Dynamin is a large guanosine triphosphatase (GTPase) that is essential
for regulating many endocytosis pathways[89]. It is required at a late stage of vesicle
formation, where in conditions of low ionic strength, it creates a collar on the neck of
a budding pit through spontaneous spiral formation. GTP hydrolysis then leads to a
conformational change which lengthens the dynamin spiral in a spring-like fashion and
detaches the fully formed vesicle from the membrane[90], as illustrated in Figure 1.6.
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Figure 1.5: Different forms of endocytosis. There are many different internalisation routes
into cells, all of which can be used by nanoparticles. Phagocytosis is the ’eating’ of larger
particles, and pinocytosis is the uptake of fluid and solutes. This can be further charac-
terised by looking at clathrin dependent and independent routes.
Figure 1.6: How dynamin separates a vesicle from the cell membrane. Dynamin initially
forms a tightly wound spiral around a forming vesicle. It then stretches, spring-like, after
GTP hydrolysis, separating the vesicle from the cell membrane. Adapted from [90]
Phagocytosis
Phagocytosis is the uptake of large particulate matter[86]. This includes pathogens and
cell debris in the immune system by macrophages, or nutrients. Invaginations are pro-
gressively formed around the internalised cargo, and this both can or may not involve the
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growth of membrane extensions. A phagosome is typically large enough that it can be
seen under phase contrast microscopy.
It has been shown that nanoparticle uptake is possible through phagocytosis. Mi-
croglia (brain macrophages) have been shown to phagocytose superparamagnetic iron
oxide nanoparticles for use as an MRI contrast, without resulting in cellular stress[91].
Macropinocytosis
Unlike phagocytosis and receptor-mediated endocytosis, macropinocytosis is not activated
by the presence of a specific cargo. Rather, it is the increase of actin polymerisation at the
cell surface caused by activation of receptor tyrosine kinases that leads to characteristic
membrane ruﬄes being formed[92]. These result in a complete region of extracellular fluid
being surrounded and absorbed by the cell.
Macropinocytosis is also a way in which nanoparticles have been shown to enter cells.
It is suggested that this process is charge-dependent, with positively charged nanoparti-
cles being preferentially endocytosed over negatively charged particles via this route of
entry[93].
Clathrin-mediated endocytosis
The most researched and well known form of endocytosis is clathrin-mediated endocytosis
(CME)[94]. Clathrin is a protein composed of three heavy and three light chains in a
triskelion structure. When the triskelia polymerise they form a polyhedral lattice, creating
an array of hexagons and pentagons. The relative ratio of these determines the resulting
curvature of the membrane, and subsequently the size of the formed coated vesicles. These
can range from 60 to 200 nm in diameter[94, 95], and the process can be seen in Figure
1.7. CME is receptor- mediated and dynamin- dependent. Examples of molecules that
undergo CME include iron in the form of transferrin[96], growth factors[97], and cellular
adhesion molecules[98].
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Figure 1.7: An illustration of clathrin mediated endocytosis. (A) Clathrin triskelia interact
to form a coated pit. (B) The pit buds into a vesicle, and the neck is pinched off by
dynamin. (C) The clathrin coated vesicle detaches from the membrane. (D) The clathrin
uncoats from the fully formed vesicle. Adapted from [99]
Being such an important route of entry into cells, it is unsurprising that there is a
vast amount of literature documenting nanoparticle uptake via CME. Amongst others, it
has been shown that fullerenic[100], metal hydroxide[101], mesoporous silica[102], FITC-
chitosan[103] and polystyrene[104] nanoparticles are all internalised, at least in part, via
this route.
Caveolar endocytosis
Of the plasma membrane invaginations that are not clathrin-coated, the most common
are known as caveolae (”little caves”). These tiny flask-shaped buds are around 60-80 nm
in diameter, and are especially prevalent in endothelial, fibroblast, and smooth muscle
cells[105]. Caveolae get their shape and structure from caveolin, of which there are three
isoforms: caveolin-1 and -2, which are most prominently expressed in endothelial and
fibrous cells, and caveolin-3, which is primarily located in smooth muscle cells[106]. All
three types are integral membrane proteins with the COOH and NH2 termini in the
cytosol and a hydrophobic loop in the membrane[107]. Fluorescence microscopy studies
using green fluoescent protein (GFP)-tagged caveolin-1 show localisation at the plasma
membrane until a cargo-specific signalling cascade internalises the caveolae[108]. Caveolar
endocytosis is regulated by the presence of dynamin.
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Nanoparticles conjugated to bovine serum albumin (BSA) have been shown to induce
caveolae-mediated endocytosis through the activation of membrane binding proteins[109].
This has been shown for not only 20 and 40 nm particles, but also for 100 nm particles,
suggesting that caveolae may be able to accomodate larger cargo than previously assumed.
Caveolin and clathrin- independent endocytosis
Endocytic events that are independent of both clathrin and caveolin (CCI) can be split
further into dynamin dependent and independent categories. However these have not
been investigated as thoroughly and thus there exists considerably less literature on them.
Dynamin- dependent CCI endocytosis is classified as either CDC42- dependent or RhoA-
dependent, whereas dynamin independent CCI is classified as either Arf6- dependent or
flotillin- dependent[110].
Very few nanomaterials are documented to utilise any of the CCI pathways. However,
folate-modified nanoparticles have been shown to bind to glycosylphosphatidylinositol-
anchored folate receptor, which is known to enter cells through CCI routes[111]. Another
study displayed size- dependent entry of anionic polymeric particles, with 24 nm nanopar-
ticles entering HeLa and HUVEC cells via a CCI route but 43 nm particles entering mainly
via clathrin-mediated endocytosis[112].
Nanoparticles have been used to investigate these pathways also, with nano-gold
structures bound to shiga toxin being used to show the role of the BAR domain pro-
tein endophilin-A2 in the dynamin independent CCI uptake of both shiga and cholera
toxins[113].
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The main challenge faced when trying to determine the nature of interaction of
nanoparticles with cells is the sheer number of variables involved. From the size, shape
and composition of the nanoparticle, to the nature of the surrounding biological milieu,
to the type of cell that it comes into contact with, all have an effect on interactions and
possible internalisation. One way to view these scenarios is via light microscopy, which
allows the acquisition of real-time images and can offer insight into how changing these
variables can alter the nature of nanoparticle-cell interactions.
1.3 Optics
1.3.1 Light
Visible light is a form of electromagnetic radiation. All forms of wave-like energy have
characteristic electric and magnetic properties; manifested in the oscillating electric and
magnetic fields as these waves propagate through space. The direction of propagation is
perpendicular to the vibrations of both the electric and magnetic oscillating field vectors,
which are also mutually perpendicular[114]. This is illustrated in Figure 1.8.
Figure 1.8: The electric and magnetic components of light. These oscillate sinusoidally
perpendicular to both each other and the direction of propagation of the photon. The
wavelength of the light is defined by the distance between two of the peaks of the waves.
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A standard measure of all electromagnetic radiation is the magnitude of the wave-
length. This varies from 10−15m for high frequency gamma rays, to around 109m for low
frequency radio waves[115]. The wavelength of visible light, to which our eyes are sensi-
tive, ranges from 3.9×10−7m to 7.5×10−7m. Light in this range is used in fluorescence
microscopy to excite specific fluorophores[116]. The wavelength of an electromagnetic
wave is related to its frequency by the relation:
f =
v
λ
(1.2)
where f and λ are the frequency and wavelength, and v is the velocity, defined in Equation
1.3.
1.3.2 Refraction
The refractive index, n, of a medium is a dimensionless number that describes how light
propagates through that medium[117]. It is defined in Equation 1.3. Refraction is an
optical phenomenon that occurs when light encounters a boundary between materials
with different refractive indices. It results in a change in velocity, and hence wavelength
of the light, which causes a change in direction. This can be visualised using wavelets via
the Huygens-Fresnel principle[118], in Figure 1.9. Huygens proposed that the propagation
of a wave can be determined by assuming that every point on a wave front is the source
of a ’forward’ travelling spherical wave. This assumption is used to describe reflection,
refraction and diffraction effects of light. The frequency of the light must remain constant,
as the electric and magnetic fields are continuous at the refractive index boundary. It is
this property that is used in lenses to focus a beam of light onto a single point.
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Figure 1.9: Illustration of the Huygens-Fresnel principle. By assuming every point on
the wavefront (blue) encountering the refractive index boundary is the source of a forward
travelling spherical wave (yellow), refractive properties can be clearly illustrated, and a
change in direction of the light can be seen (green). Image used with permission from
[118].
n = c/v (1.3)
where c is the speed of light in a vacuum (3x108 m/s) and n is the refractive index of
the medium, which is equal to 1 in a vacuum, and increases as the optical density gets
greater. For instance, the respective refractive indices of water and crown glass are 1.333
and 1.520[119]. This means it takes light 1.333 times longer to propagate through water
than in a vacuum. Materials with a higher refractive index slow light (and hence reduce
wavelength) to a greater extent, and so exhibit a larger angle of refraction for incoming
light rays passing through an air interface. Snell’s Law, illustrated in Figure 1.10, defines
the relationship between the angles of a light ray as it encounters a boundary between
two materials of differing refractive indices:
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n1sin(θi) = n2 sin(θr) (1.4)
Figure 1.10: Refraction of light rays upon experiencing a change in refractive index. A)
the speed of light decreases upon experiencing a increase in refractive index, and so bends
towards the normal. B) the speed of light increases upon experiencing an decrease in
refractive index, and so bends away from the normal.
1.3.3 Dispersion
Although mention has already been made to a fixed refractive index for a substance, in
reality this is dependent on the wavelength of the incident light. This can be seen with
a simple white light and prism set-up as illustrated in Figure 1.11. The glass refracts
wavelengths present in white light by differing amounts, causing a characteristic rainbow
to be formed. Light of a shorter wavelength experiences a higher degree of refraction[120].
This is known as the dispersion of light.
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Figure 1.11: The dispersion of light of different wavelengths. White light is made up
of many wavelengths, which are split by a prism into a characteristic rainbow. Shorter
wavelengths are bent more than longer wavelengths.
1.3.4 Total Internal Reflection
Total internal reflection is an optical phenomenon that occurs when light encounters
a boundary into a material with a lower refractive index. If incident light strikes the
interface at an angle greater than the critical angle, by rearranging Equation 1.4:
θc = sin
−1(
n2
n1
) (1.5)
where θc is the critical angle, n2 is the refractive index of the material that the light
is in, and n1 is the refractive index of the material encountered by the light. Then as
long as n1 < n2, instead of passing into the second medium, all of the light’s energy
is reflected back into the first medium[121] (Figure 1.12). Beyond the reflected beam
into the second medium, the electromagnetic field extends into the Z-direction. This is
physically necessary to satisfy the continuous boundary conditions described in Maxwell’s
equations[122], however it cannot be a sinusoidal, energy transmitting wave otherwise the
incident and reflected waves would not have the same energy. Thus, the intensity of this
field decays exponentially, and is known as an evanescent wave. The use of this evanescent
wave is integral to Total Internal Reflection Fluorescence (TIRF) microscopy, which will
be discussed in detail in Section 1.4.5.
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Figure 1.12: A light ray encountering a boundary with a medium displaying a lower re-
fractive index. A) If the light hits the boundary at the critical angle (Equation 1.5), then
it travels along the boundary. B) If the light hits the boundary at greater than the crit-
ical angle, then it is totally internally reflected back into the original medium, and an
evanescent wave (EW) is generated.
The evanescent field intensity decays exponentially with increasing distance from the
interface as described by the equation:
Iz = Ioe
− z
d (1.6)
Where Iz is the intensity of the evanescent wave at a distance z from the boundary, Io is
the intensity of the evanescent wave at the boundary, and d is known as the penetration
depth of the wave. The factors that affect d are the wavelength of the incident light,
the refractive indices of the objective and sample, and the incident angle of the laser
beam[123]:
d =
λ
4pi(n21 sin
2 θ − n22)
1
2
(1.7)
For example, for a laser of 561 nm, coverslip and sample refractive indices of 1.52 and
1.33 respectively, and beam incident angle of 62◦, the penetration depth of the evanescent
wave is 248 nm. As a consequence of rearranging Equation 1.6, the intensity of the
evanescent wave at the point z = d is always Iz =
Io
e
. Due to varying levels of refraction
observed over different wavelengths, if the incident angle remains constant then a shorter
wavelength of light will result in a shallower penetration depth of evanescent wave.
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1.3.5 Fluorescence
If an electron is in a bound state, it has a discrete amount of energy[124]. It is possible for
an orbital electron in a molecule or atom, for example, to transition from one energy level
to another, increasing through the absorption of energy, and decreasing by spontaneous
or stimulated emission, energy transfer to another molecule, or dissipation of the energy
as heat. When an atom or molecule relaxes to its ground state through the emission of
a photon of light, this is of a fixed wavelength. This is because the atomic or molecular
energy levels, and hence the energy of the emitted photons, are fixed[125]. This is because
of the Planck-Einstein relation:
E = hf (1.8)
Where E is the energy of the photon, h is Planck’s constant (= 6.626 ×10−34m2kgs−1),
and f is the frequency of the photon. The wavelength of the resultant photon can be
calculated by substituting this into Equation 1.2. Knowing this allows the characterisation
of an atom or molecule. The process can be visualised in a Jablonski diagram, seen in
Figure 1.13.
A fluorophore is a chemical compound containing several combined aromatic (that is,
cyclic and planar) groups, which can emit light upon excitation[126]. In cell biology the
use of fluorophores as probes or molecular markers is commonplace. The application of
fluorophores is discussed in greater detail in Section 3.2.1.
The efficiency of the fluorescence process is given by the quantum yield. This is
defined as the ratio between the number of photons absorbed by a sample to the number
of photons emitted. A quantum yield of a compound of 0.1 is considered relatively bright,
or strongly fluorescent.
In general, an emitted photon has a longer wavelength and lower energy than the
excitation photon. This is known as the Stokes shift[127]. This is most commonly, but
not exclusively, due to the loss of some energy through non-radiative decay as heat.
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Figure 1.13: An illustration of a Jablonski diagram. A) An orbital electron in a fluorophore
in the ground energy state (S0). When excited by a photon of the correct wavelength, the
electron can absorb this light and increase in energy. B) An electron in a higher energy
state (S1). It usually undergoes non-radiative transitions of energy levels, where the energy
is typically dissipated as heat or rotation of the fluorophore. C) The electron spontaneously
drops to a lower energy level, and emits a photon of equal energy to the gap in levels.
1.3.6 Lasers
The laser (’light amplification by stimulated emission of radiation’) is a device commonly
used in fluorescence microscopy, although light emitting diode (LED) light sources are
becoming more popular. It has many qualities that make them superior to traditional
mercury or xenon arc lamps, such as a higher intensity and the ability to focus to a
narrower physical area[128]. This limits illumination to small parts of the sample, reducing
unnecessary phototoxicity. They are also long lasting, and generate light of a specific
wavelength, negating the need for filters between source and sample. Some lasers allow
very short pulses of light to be created- as short as a femtosecond[129].
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The way a laser works is based on similar principles to that of fluorescence, though
instead of the excited-state electrons in the atoms decaying through spontaneous emission,
they are stimulated by other photons. For a working laser, the majority of atoms in a
population have to be in the excited state (generally achieved via a semiconductor diode or
strong electric currents). When an excited atom is illuminated with an incoming photon
of the same energy as the gap in transition states, the atom may be stimulated to return
to its lower energy state and simultaneously emit a photon. This photon will be identical
in wavelength, phase, direction and amplitude to the incident photon. If this happens on
a large enough scale then a monochromatic, coherent beam will be created[130]. This can
be seen in Figure 1.14.
Figure 1.14: An illustration of photon induced decay in the creation of a laser. A) An
electron is excited to a higher energy level, typically by a laser diode or strong electric
current. The majority of atoms in the sample have to be in this state. B) An electron
in a higher energy state can undergo non-radiative transitions, where energy is lost as
heat. C) When a photon of the correct energy (corresponding to the gap in energy levels)
is incident on the excited electron, it can stimulate the production of an identical photon
along with the decay of the electron to the lower energy level. When this happens on a
mass scale, a working laser is created.
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The wavelength of the laser depends on what material the laser is made of[131]. Dif-
ferent compounds have differing gaps between energy levels, making many different wave-
lengths possible. For example, an argon laser creates a beam of 488 nm wavelength,
whereas a zinc-selenium compound creates one of 560 nm.
1.3.7 Polarisation
When the electric field vectors of light all align, the light is said to be polarised, as
illustrated in Figure 1.15[132]. This is typically achieved by passing the light through a
absorptive filter, or by making use of the optical properties of certain prisms, as in Figure
1.16.
Figure 1.15: An illustration of a polarised beam of light. A) An electric field vector as
illustrated by a photon going into the page. B) A standard beam of light is unpolarised,
as it has electric field vectors oscillating in all directions perpendicular to the direction of
propagation. C) A polarised beam of light only has an electric component in one plane.
D) p-polarised light. The electric field vectors of the light are parallel to the coverslip. E)
s-polarised light. The electric field vectors of the light are perpendicular to the coverslip.
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Figure 1.16: This illustrates two methods of light polarisation. A) An absorptive polariser.
Valence electrons in stretched polymer chains are free to move, absorbing the light polarised
parallel to them, but transmitting the fraction polarised perpendicularly. B) A polarising
prism, e.g. a Glan-Taylor prism. Two prisms of a birefringent material are joined with
a small air gap separating them. This is done in such a way that p-polarised light is
transmitted and s-polarised light is reflected out of the side.
Throughout this thesis, reference will be made to what are known as p- and s- po-
larisations. This refers to the orientation of a polarised beam of light reflecting off of a
surface (typically a coverslip in this case). When the electric field vectors are parallel to
this plane the light is said to be p-polarised. When the electric field vectors are normal
to the plane of incidence, the light is said to be s-polarised, from the German senkrecht,
meaning perpendicular. This is illustrated in Figure 1.15 D and E, and expanded on in
Chapter 5.
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1.4 Microscopy
1.4.1 Fundamentals
The nature of light when applied to microscopy poses several limits on what can be
accomplished. These form fundamental principles, which will be briefly touched on before
discussing the techniques used in this research.
Airy disc
When light passes through a small circular aperture, such as those in a microscope, diffrac-
tion occurs. This is characterised by the Huygens-Fresnel principle[133]. The resulting
constructive and destructive interference results in a pattern known as an Airy disc. This
can be seen in Figure 1.17.
Figure 1.17: A computer simulated image of an Airy disc. Image adapted with permission
from [134].
The central spot is surrounded by concentric rings that decrease in intensity with
increasing distance from the centre. The radius of the Airy disc is defined as the distance
from the centre of intensity to the first minimum. The size of the Airy disc depends on
the wavelength of the light used and the size of the aperture[135], shown in Equation 1.9:
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sin(θ) = 1.22
λ
dap
(1.9)
where θ is the angle in radians at which the first minimum in intensity occurs, measured
from the direction of the incident light, and dap is the diameter of the aperture.
The Abbe resolution limit
The formation of Airy discs due to the wave-like nature of light gives rise to a fundamental
limit on the theoretical maximum resolution of a light microscope. If a microscope’s optics
are as good as the theoretical limit, this instrument is then said to be diffraction limited.
The resolution limit for a single point of light as defined by Ernst Abbe in 1873[136] is:
d =
λ
2nsin(θ)
(1.10)
Where λ is the wavelength of the light travelling in a medium of refractive index n,
converging to a spot with angle θ, d is the radius of the spot that will be formed. This is
normally simplified to state that the limit of the smallest measurable object is about half
the wavelength of the light used.
Rayleigh resolution limit
Rayleigh later expanded on this definition by considering multiple sources of signal. The
Rayleigh resolution limit defines two point-like structures being spatially resolved when
the intensity maximum of one point is in line with the first intensity minimum of the
other[137]. This is dependent on the wavelength of the light used and the numerical
aperture (NA) of the objective lens of the microscope, which is defined in Equation 1.11.
NA = nsin(θ) (1.11)
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where n is the refractive index of the medium in which the lens is working, and θ is the
half angle of the maximum cone of light that can enter the lens. The NA of the objective
lens relates to the Rayleigh criterion as shown in Equation 1.12.
dmin = 0.61
λ
NA
(1.12)
Two identical diffraction limited spots can only be resolved if the distance between them is
equal to or greater than dmin. Increasing the resolution of the system therefore depends on
either using a smaller wavelength of light (which is only practical to an extent, as specific
wavelengths have to be used in fluorescence microscopy), or increasing the NA of the
objective lens[138]. A simplified illustration of this concept in one dimension can be seen
in Figure 1.18. This concept is what determines the spatial resolution of a microscope.
Figure 1.18: Graphical representation of spatial resolution in one dimension. Point
sources are shown in grey, with intensity profiles shown in red and blue, relating to the
middle ”focal place” of an Airy disc. The green line shows the combined light, and hence
the level of intensity collected by the CCD. A) The intensity profile of a single point of
light. B) The two points in the same system which are too close to be distinguished. In
the image (not shown) it would appear as a single spot. C) The points are resolvable when
the minima of one coincides with the maxima of the other.
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Point spread function
A perfect imaging system would image a point source of light as an Airy profile. However,
no imaging system is perfect. Every microscope leaves a unique ’fingerprint’ on an image,
consistent artefacts which depend on the components and set-up of the system. The point
spread function (PSF) of a microscope is what this looks like when imaging an infinitely
small single point source. An optical imaging system follows the linearity property:
Image(Object1 +Object2) = Image(Object1) + Image(Object2) (1.13)
i.e., the imaging of Object1 is unaffected by the imaging of Object2. This means that
the entire image can be thought of as the perfect, exact image of the sample convoluted
with the PSF of the system. If one knows the PSF of a system it is possible to obtain
a much clearer image by undergoing a process known as ’deconvolution’ of the original
image with the PSF[139].
1.4.2 Nyquist criterion
For images to be formed in microscopy, analogue signal from light sources have to be
recorded in digital form. The Nyquist theorem states that for an accurate representation
of an analogue signal, it should be sampled at twice the highest frequency present[140].
What this means in terms of microscopy is that intensity levels have to be recorded at
a distance of half the smallest structure size expected. In terms of 20 nm nanoparticles,
there should be a maximum of 10 nm represented by every pixel in an image. Sampling
at more that twice the highest frequency is known as ’oversampling’, which will create a
larger image file and may pick up useful nuances in information. Sampling at lower than
the Nyquist rate will report false information about the data being recorded. Examples
of these can be seen in Figure 1.19.
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Figure 1.19: The Nyquist criterion. The red line represents an analogue signal to be
recorded and digitised. Black dots indicate pixel spacing and the relative intensities
recorded by them. A) shows sampling at the Nyquist frequency, half the frequency of
the signal. The general essence of the information is captured. B) shows an example
of ’oversampling’, where information is acquired at a higher frequency than is necessary.
Depending on the method of acquisition this may take longer and will create a larger image
file. However it can pick up potentially useful nuances in the data. C) shows an example
of undersampled data. The acquisition rate is lower than half the minimum frequency,
and the image produced will be misleading. This is known as ’aliasing’.
Resolution
Resolution is a term that when applied to microscopy can have multiple meanings. These
include pixel, spatial, temporal and radiometric resolution.
Pixel resolution A pixel is one unit of a digital image. In general, for any given lens
setting, the smaller the size of the pixel, the higher the resolution of the image and the
clearer the object will be[141]. Physically, pixels can be formed in a number of different
ways depending on the type of sensor.
In a widefield image, where all of the image is acquired at once, a pixel corresponds to a
capacitor on a charge-coupled device (CCD) or complementary metal-oxide-semiconductor
(CMOS) chip inside the camera[142]. These convert the energy from a photon hitting it
to an electrical charge which is then recorded. The number of pixels a camera has depends
on the physical size of the detector on the chip, and the size of the chip itself.
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In a confocal microscope, an image is generated on a pixel-by-pixel basis[143]. The
laser is focussed into a point and scanned across the area of interest. Pixels in the x-
direction correspond to the time over which the signal is acquired, and pixels in the
y-direction correspond to the distance between scans in the x-direction. Photons emitted
by the sample enter a detector, typically a photomultiplier tube, where a photocathode
generates an electron, and a series of dynodes (electrodes of increasingly positive charge)
generate a detectable electric current. Integration of this current over time corresponds
to the recorded pixel intensity. Pixel size in this case depends on the accuracy of the
mechanism employed to raster the beam across the sample, and the time spent acquiring
the image.
When studying nanoparticles a high pixel resolution is desired. A low pixel resolution
would not allow distinction between individual or small groups of particles[144], and make
analysis of images impossible.
Temporal resolution Temporal resolution is the precision of a measurement with
respect to time. High speed cameras can achieve frame rates of up to 1000 frames per
second, though these speeds can often mean a reduction in signal to noise ratio, or in an
attempt to combat that, a reduced pixel resolution[145]. The temporal resolution depends
on the sensitivity of the camera, with electron-multiplying CCD cameras able to achieve
greater framerates as they require fewer photons incident on the chip to form an image.
This can also be helped by brighter samples, though in cell biology this can often only
be obtained by increasing the light intensity illuminating the sample, which can result
in photodamage. Obtaining a useful temporal resolution is necessary when studying the
uptake of nanoparticles into cells, a process which takes place over the order of seconds.
It is even more necessary for tracking nanoparticles moving inside cells where they can
move significant distances in fractions of a second[146].
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Radiometric resolution Radiometric resolution is a measure of how finely a system
can register differences in intensity. This is expressed as the number of bits in a system,
typically 8-bit (28 = 256 levels) or 16-bit (216 = 65536 levels). The detected intensity
value is scaled and quantised to fit within this range. This will be especially important in
Chapter 5, where a change in intensity when undergoing TIRF microscopy (see Section
1.4.5) can be interpreted in either a distance from the coverslip or a number of fluorophores
in the vicinity.
1.4.3 Widefield microscopy
Widefield microscopy involves illumination of the entire sample, and the whole image can
be acquired at once on a CCD chip. The light source can consist of an intense xenon
or mercury lamp, employing filters to select the desired wavelength to excite specific
fluorophores. Alternatively, lasers or LEDs can be used for greater light intensity and
a narrower bandwidth of light. Widefield microscopy can use either transmitted light,
where the collection optics are on the opposite side of the sample to the light source, or
epifluorescent illumination, where the collection optics are located on the same side as
the light source[147].
Fluorescence microscopy provides an invaluable way of investigating a myriad of cel-
lular processes. Live cell dyes, protein tags and fluorescent cargo allow information about
structure, signalling pathways and kinetic behaviour of cells[148]. They are used as a
non-destructive method of tracking or analysing biological molecules. The majority of
the light detected by the CCD chip in an epifluorescent microscope is that which has
been absorbed by a fluorophore and emitted back towards the objective lens, as shown
in Figure 1.20. Care has to be taken to avoid other light entering the camera, either
from outside sources or reflections off of the coverslip or cell compartments to ensure the
highest possible signal-to-noise ratio.
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Figure 1.20: A) A schematic of a widefield epifluorescence microscope. Light goes from a
source to a sample via a dichroic mirror. The whole sample is illuminated, with all of the
fluorophores excited, as displayed in (B). Light emitted from these fluorophores is collected
by the objective lens, passes through the dichroic mirror as it is of a longer wavelength,
and hits the detector. As it is a widefield technique the whole image is acquired at once.
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The main limitation of this technique is that when the whole sample is illuminated,
the CCD also detects light from out of focus fluorophores. This gives rise to a blurriness
in the image[149]. Confocal microscopy offers a method to counteract this.
1.4.4 Confocal microscopy
Confocal microscopy offers many advantages over widefield fluorescence microscopy, in-
cluding a much shallower depth of field, a significant reduction of out of focus light, and
the ability to generate 3D images through optical sectioning of a sample[150]. The way
an image is formed in confocal microscopy differs from that of a widefield microscope
in several ways. See Figure 1.21 for reference. A laser is typically used to generate the
images due to their narrow bandwidth and high intensity. However, LEDs are becoming
much more common, and bright lamps in conjunction with notch filters to select specific
wavelengths can also be used. The light source is used to create a ’cone’ of light that is
rapidly scanned across a sample. This restricts the number of fluorophores excited at any
one time to those within this diffraction-limited spot, increasing the signal-to-noise ratio
when compared to other methods. Emitted light then passes back through the objective
lens, through the dichroic mirror, and then through a pinhole aperture. This only lets
light that was emitted from the intended plane of focus through, and blocks light from
any other planes[151]. Emitted light then reaches a photomultiplier tube and forms the
image on a voxel-by-voxel basis.
A photomultiplier tube is much more sensitive than a pixel on a CCD chip as each
photon is multiplied many times before it reached the sensor. This requires many fewer
initial incident photons from the sample to generate an accurate intensity reading from
the sample. The trade off for this increased sensitivity is a much longer image acquisition
time. As a two-dimensional confocal image is formed on a pixel-by-pixel basis, a whole
image can take approximately two orders of magnitude longer to acquire than that of a
widefield image.
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Figure 1.21: A) A schematic of a confocal microscope. The laser light source is passed
through a pinhole aperture which then is focussed by the objective lens into a ’cone’ of light.
This preferentially excites fluorophores within the centre of this cone, which is scanned
across the whole sample, as displayed in (B). The emitted light then passes back through the
objective and dichroic mirror and through another pinhole aperture to a photomultiplier
tube (PMT). This is to block any out of focus light from reaching the detector. The PMT
records values on a pixel-by-pixel basis, meaning that the acquisition time for a confocal
laser scanning microscope is much greater than that of an epifluorescence microscope.
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1.4.5 Total internal reflection fluorescence microscopy
Total internal reflection fluorescence (TIRF) microscopy offers an alternative way to elim-
inate out of focus fluorescence, generating images with a very high signal to noise ratio,
by exciting fluorophores within a ∼200 nm band directly above the coverslip. This allows
high contrast images of the adherent plasma membrane and part of the cytoplasm[152].
This makes it an invaluable tool for studying the interaction of cargo with the plasma
membrane[153], cellular cortical dynamics[154], receptor-ligand interactions[155], initia-
tion of signal transduction at the plasma membrane[156], and cell adhesion[157]. The
process is illustrated in Figure 1.22.
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Figure 1.22: A) A schematic of a TIRF microscope. Laser light goes from the source
to a sample via a dichroic mirror. The laser is angled through the objective in such a
way as to totally internally reflect off of the cover slip. This creates an evanescent wave,
exciting the fluorophores closest to the cover slip as shown in (B). Light emitted from
these fluorophores is collected by the objective lens, passes through the dichroic mirror as
it is of a longer wavelength, and hits the detector. As it is a widefield technique the whole
image is acquired at once.
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TIRF microscopy works by shining an incident laser at an angle at the coverslip, at
an angle greater than the critical angle, which totally internally reflects, as described in
Section 1.3.4. This interaction induces what is known as an evanescent wave, a standing
wave where the intensity exponentially decays as it propagates into the sample. How this
intensity changes with respect to distance from the coverslip is described in Equation 1.7,
and is represented visually in Figure 1.23.
Figure 1.23: Intensity decay of the evanescent wave. This graph displays the values for a
laser of wavelength 488 nm, at incident angles of 68.4◦, 64.4◦ and 63.7◦ to give penetration
depths of 100, 200 and 300 nm. These values are given by the intensity value at I0/e,
obtained from rearranging Equation 1.7 where z = d.
Use of this illumination technique offers a five-fold enhancement of axial optical sec-
tioning compared to confocal microscopy[158]. As this technique employs widefield illu-
mination, pixel values are acquired in parallel, offering several hundreds of frames per
second. This is essential when considering the study of the active uptake of nanoparti-
cles, a process which occurs over the order of seconds[159]. Further advancements in the
development of TIRF techniques are examined in Chapter 5.
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1.5 Aims and objectives of the thesis
The organisation of the thesis is as follows.
1.5.1 Chapter 2: Cellular entry of nanoparticles
It is known that nanoparticles have the potential to enter cells. Variations in cell type,
nanoparticle size, shape and composition, and biological environment all have an effect
on how, and the extent to which, this happens. This study highlights the amount of
work that currently needs to be done in order to characterise the difference seen by
changing one of these variables, namely the presence or absence of serum proteins in
media. This study was performed using confocal microscopy on fixed HeLa cells with 20
nm carboxylate-modified fluorescent microspheres. Nanoparticles were characterised in
different biological media in terms of size, surface charge and intensity under fluorescence
microscopy. Affinity for, and subsequent entry into cells was characterised and quantified
in different concentrations of serum proteins.
1.5.2 Chapter 3: Development of new computational methods
for the analysis of nanoparticle uptake
Colocalisation studies using fluorescence microscopy are a powerful way of determining
cellular functions through the study of interactions between proteins and other molecules.
Current methods for determining colocalisation are examined and critiqued, and an im-
proved method is proposed. This utilises a recently published novel de-noising software to
enhance the signal-to-noise ratio of images prior to analysis. This is compared to existing
methods on computationally created data, and further verified against real data that had
been analysed by hand.
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1.5.3 Chapter 4: Effects of the protein corona on nanoparti-
cle uptake/ Development of new biological methods for
analysis of NP internalisation
Chapter 2 looks into how the presence of serum proteins affects the cellular affinity for,
and subsequent uptake of, nanoparticles. This study examines the difference in behaviour
post-uptake in live cells, and how the absence of serum proteins affects this. Colocalisa-
tion studies using the tool proposed in Chapter 3 were performed between nanoparticles,
endocytic marker proteins, and stained membranes. A novel protocol for using TIRF to
study interactions between nanoparticles and the cell membrane was also developed, and
real-time internalisation of nanoparticles was shown by the co-disappearance of nanopar-
ticle and membrane marker from the evanescent TIRF field.
1.5.4 Chapter 5: Development of a novel imaging system to
study the cellular uptake of nanoparticles
TIRF microscopy offers an unparalleled view of the basal cell membrane, and the work
in Chapter 4 provided a way of visualising nanoparticle entry using this method. This
study examines two established modifications to TIRF microscopy, namely variable angle
and polarised TIRF. The advantages these methods give in studying membrane dynamics
and subsequent motion in the z -direction are highlighted. Currently these two methods
are not able to be performed on the same system, and significant steps are made in this
direction. Variable angle TIRF is performed using the protocol developed in Chapter
4, and advantages over standard TIRF are highlighted. An instrument that takes an
existing laser, splits it into two orthogonally polarised components, and outputs them into
separate polarisation maintaining fibres was constructed and tested. Necessary changes
to the Olympus IX81 before it can be used are outlined.
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1.5.5 Chapter 6: Conclusions
The main conclusions of the thesis are summarised, and a novel alternative implementa-
tion for enabling polarised TIRF on any system without needing to modify the excitation
optics is discussed.
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CHAPTER 2
CELLULAR ENTRY OF NANOPARTICLES
2.1 Overview
As outlined in Chapter 1, the recent boom in nanoparticle production has led to the
inevitability of increased exposure to humans. A greater knowledge of how they interact on
a cellular level is necessary. Combined with the fact that different routes of exposure lead
to formation of protein coronas which result in varying biological outcomes, a more robust
and reliable method of characterising particle-cell interactions in a variety of conditions is
desired. The aim of this preliminary study was to determine the route of entry of 20 nm
carboxy-modified polystyrene nanoparticles into HeLa cells. This included characterising
these nanoparticles in media both containing and free from serum proteins used in cell
culture, in an effort to ascertain the effect a protein corona can have on a single cell
system. It was shown that the primary route of entry for these particles was clathrin-
mediated endocytosis, with a proportion of particles entering via direct plasma membrane
permeabilisation. Having established the current methods required for characterising
nanoparticle-cell interactions, thought is given to how new techniques can be designed to
speed up this process.
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2.2 Introduction
Increasing production and application of nanomaterials raises serious questions regarding
the potential for human exposure and subsequent cellular entry. Structures with at least
one dimension below 100 nm naturally occur, but are also being manufactured in ever-
increasing quantities and varieties due to their novel and potentially beneficial qualities.
This is across a wide range of fields, including medicine, research and industry, and
increases the potential for both incidental and deliberate exposure.
As outlined in Chapter 1, even small differences in the nature of a nanoparticle can
have large effects on the nature of protein corona formation, and hence any subsequent
biological activity[74, 76, 80]. Due to these complexities, it is necessary for each system
to be individually analysed in order to be completely understood. To this end, model
nanoparticles with well defined characteristics are essential for understanding mechanisms
for intracellular exposure and subsequent response.
Polystyrene nanoparticles can be manufactured (e.g. FluoSpheres R© from Invitrogen
Life Technologies, Carlsbad, CA) which are uniform in size and shape, and provided with
a variety of fluorescent labels and surface modifications for use in biological applications.
The ease and consistency at which they can be synthesised makes them useful for studying
interactions between nanoparticles and cells[160]. Numerous studies have been undertaken
looking into the methods of entry of polystyrene nanoparticles into different types of cells,
but these have been largely inconsistent[93, 161, 162, 163, 164].
2.3 Aims and Objectives
The aim of this study is to look at one type of nanoparticle and one cell line, to charac-
terise their interaction at a very specific level, and to determine the scale of work required
to rigorously identify these processes. 20 nm carboxylate-modified polystyrene nanopar-
ticles were chosen as they have been shown to induce less cytotoxicity than cationic
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particles[160]. HeLa cells were chosen as they are human cells known for their hardiness
and rate of growth[165]. They are a very popular choice for all types of biomedical stud-
ies, and are very amenable to microscopy, including TIRF. This study will look at the
effect of both the presence and absence of serum proteins and quantify the effect of a
protein corona. This is an important issue when considering in vitro cell biology, where
cells are cultured in media containing 10% foetal calf serum, but traditional assays study-
ing receptor-mediated endocytosis are performed in the absence of serum[166, 167, 168].
The presence of serum proteins will form a corona around the nanoparticles. This should
lower their surface charge, and reduce their affinity for the cell membrane. However,
the presence of serum proteins in the corona should result in some specific uptake of the
nanoparticles. It is hypothesised therefore that in serum free conditions there will be a
higher relative proportion of nonspecific particle uptake by cells.
It requires many experiments to characterise these interactions. There are hundreds
of different cell types in the human body alone[169], and no conceivable upward limit on
the types of nanoparticle theoretically possible to produce. It has been shown that stem
cells, cancer cells and immune cells all respond uniquely to variations in nanoparticle type,
concentration, and incubation time[170, 171, 172]. With this in mind, thought is given
to how to make this process of understanding quicker and more replicable in future, in
order to speed up the characterisation process.
2.4 Materials and Methods
2.4.1 Cell culture
HeLa and MDCK cell lines (Health Protection Agency Culture Collections, Salisbury,
United Kingdom) were grown within T75 flasks (Corning Life Sciences, Amsterdam, The
Netherlands) in Gibco R© Dulbeccos modified Eagle medium (DMEM) (Invitrogen) supple-
mented with 10% foetal bovine serum (FBS) (Invitrogen), and 1% penicillin/streptomycin
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(Invitrogen). This will henceforth be referred to as serum containing medium (SCM).
Cells were incubated in a CO2 incubator (MCO-17AIC; SANYO, Osaka, Japan) at 37
◦C
in the presence of 5% carbon dioxide. In preparation for experimentation or passaging,
cells were washed with 5 mL Gibco phosphate buffered saline (PBS) (Invitrogen), rinsed
briefly with 2 mL trypsin (Invitrogen), and incubated at 37◦C for 5 minutes in 1 mL
trypsin. Cells were diluted appropriately in SCM and either transferred into new flasks
or used for experimentation. For assays, cells were plated onto glass coverslips 24 hours
prior, and were 60 - 80% confluent at time of use.
2.4.2 Plate reader assay
Detached cells were transferred to µClear R© black 96-well glass bottom plates (Greiner
Bio-One GmbH, Frickenhausen, Germany) and incubated for 24 hours to 60 - 70 % con-
fluence. Yellow/green 20 nm carboxylate-modified polystyrene FluoSpheres (Invitrogen)
(stock 0.02 g/mL ≡ 4.54 × 1015 nanoparticles/mL) were diluted to 1% in either SCM
or Gibco R© DMEM (henceforth referred to as serum free medium (SFM)). Preliminary
experiments were performed with nanoparticle concentrations of 0.1 and 10%, however
1% was deemed the most appropriate in terms of fluorescence intensity. Cells were rinsed
with PBS, and incubated with diluted nanoparticles for 0, 5, 15, 30, 60, or 120 minutes.
Cells were then immediately rinsed twice with 100 µL PBS and fixed through incubation
in 100 L of PBS containing 4% paraformaldehyde (Electron Microscopy Sciences, Hatfield,
PA)for 5 minutes. They were then rinsed twice more with 100 µL PBS. The fluorescence
was observed with PBS solution inside the wells with a FLUOStar Omega fluorescence
plate reader (BMG LABTECH GmbH, Ortenberg, Germany).
2.4.3 Dynamic and electrophoretic light scattering assay
For zeta potential and hydrodynamic diameter measurements of dispersed nanoparticles,
stock was diluted to 0.5% in SCM, SFM and PBS. This was sonicated in ultrasonic
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bath (XUB18; Grant Instruments, Shepreth, UK) for 20 minutes immediately before
measurement using a Zetasizer R© Nano ZS ZEN3600 (Malvern Instruments Ltd, Malvern,
United Kingdom). Zeta potential is measured by applying a uniform electric field over
the sample, and measuring the particles’ movement relative to the fluid. Hydrodynamic
diameter is determined by characterising the scattering of laser light by the sample; the
faster the scattered intensity varies, the smaller the particles.
2.4.4 Cytotoxicity assay
Detached cells were incubated in 6-well plates for 24 hours. The media was exchanged
for one of the following: SCM; SFM; SCM with 1% nanoparticles from stock solution;
or SFM with 1% nanoparticles from stock solution for 15 minutes at 37◦C. These were
then replaced with SCM and returned to the incubator for a further 24 or 72 hours. For
counting, the cells were rinsed twice briefly with 2 mL PBS, and incubated at 37◦C in
1 mL trypsin for 1 minute to remove dead cells. They were rinsed twice more with 2
mL PBS, and incubated at 37◦C in 1 mL trypsin for a further 4 minutes. Cells were put
into a Hawksley counting chamber (AS1000 Improved Neubauer Double Cell Standard;
Hawksley, Sussex, United Kingdom) and counted.
2.4.5 Nanoparticle uptake assay at 37◦C
24 mm glass coverslips were sterilised in 100% ethanol, dried and placed in 6-well plates.
Detached cells were introduced and incubated at 37◦C for 24 hours. Cells were pre-
incubated at 37◦C for 15 minutes in 2 mL of either SCM or SFM. They were then incubated
at 37◦C for a total of 30 minutes. This consisted of 15 minutes in 2 mL of either SCM
or SFM containing 1% nanoparticles from stock solution, and 15 minutes in either SCM
or SFM. They were then rinsed with 2 mL PBS before fixing. Studies performed with
cancer cells found that a total incubation time of 30 minutes was optimal in terms of
viability and functionality[170]. For fixation, cells were rinsed twice in 2 mL PBS at the
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relevant temperature and fixed with 1 mL PBS containing 4% paraformaldehyde for 5
minutes. They were then rinsed twice more with 2 mL PBS. The 24 mm glass coverslips
were then removed and mounted on a larger coverslip with a small drop of Vectashield R©
containing 4,6-diamidino-2-phenylindole (DAPI) (Vector Laboratories Ltd, Peterborough,
United Kingdom) between the cells and coverslip. They were secured using a small coat
of nail varnish around the edge and stored in a refrigerator for imaging.
2.4.6 Nanoparticle uptake assay at 4◦C
For the experiments that required cells to be at 4◦C, the protocol for the 37◦C was followed,
with some changes. The six-well plates containing cells were put on ice for 5 minutes prior
to the start of the experiment, and remained there for the duration. All media introduced
to the cells was chilled beforehand. Only once the 4% paraformaldehyde for fixing was
added to the cells were they taken off the ice and brought back to room temperature.
2.4.7 Dynasore assay
24 mm glass coverslips were sterilised in 100% ethanol, dried and placed in 6-well plates.
Detached cells were introduced and incubated for 24 hours. Cells were rinsed twice with
warm SFM and incubated with 2 mL of either SFM containing 0.1% Dynasore (Sigma-
Aldrich Corporation, St. Louis, MO) from 80 mM stock or SFM containing 0.1% dimethyl
sulfoxide (DMSO) (Sigma-Aldrich) from 5 µg/mL stock. After 15 minutes the media was
removed and replaced with 1 mL of either SCM or SFM containing a 0.1% dilution of
Dynasore or DMSO and 1% red FluoSpheres, and incubated for 15 minutes. Cells were
then rinsed with 2 mL PBS and fixed as described previously.
2.4.8 Dominant negative AP-2 and Caveolin 1 transfection
24 mm glass coverslips were sterilised in 100% ethanol, dried and placed in 6-well plates.
Detached cells were introduced and incubated for 24 hours. Cells were transfected with 4
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µg of either green fluorescent protein (GFP; Clontech Laboratories Inc, Mountain View,
CA), EH29-GFP (provided by Alexandre Benmerah, Institut Cochin, Paris, France), or
Caveolin1(Y14F)-GFP (provided by Mark McNiven, Mayo Clinic, Rochester, MN) using
LipofectamineTM 2000 (Invitrogen) according to the manufacturers protocol. Nanoparticle
uptake assays were conducted 24 hours later as described previously.
2.4.9 Transferrin uptake experiments at 37◦C
24 mm glass coverslips were sterilised in 100% ethanol, dried and placed in 6-well plates.
Detached cells were introduced and incubated at 37◦C for 24 hours. Cells were pre-
incubated at 37◦C for 10 minutes in either SCM or SFM. Cells were then incubated
at 37◦C for 15 minutes in SFM containing 0.2% Alexa Fluor 488-labelled transferrin
(Invitrogen). Cells were fixed as described in Section 2.4.5.
2.4.10 Transferrin uptake experiments at 4◦C
For the experiments that required cells to be at 4◦C, the protocol for the 37◦C was followed,
with some changes. The six-well plates containing cells were put on ice for 5 minutes prior
to the start of the experiment, and remained there for the duration. All media introduced
to the cells was chilled beforehand. Only once the 4% paraformaldehyde for fixing was
added to the cells were they taken off the ice and brought back to room temperature.
2.4.11 Sytox R© Green (Invitrogen)
For the general procedure, see the Nanoparticle Uptake Assay. Sytox Green (Invitrogen,
Grand Island, NY) is a membrane-impermeant stain that only fluoresces when bound to
nucleic acids. It was introduced to determine the extent of, if any, membrane perme-
abilisation that could be directly attributed to the presence of nanoparticles. A negative
control was performed where Sytox Green was present when there were no nanoparticles.
For both the negative control and where nanoparticles were present, Sytox Green was
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introduced during incubation at a concentration of 0.02%. For the positive control con-
dition, fixed cells were incubated for 5 minutes at room temperature in PBS containing
0.1% Triton X100 solution (SigmaAldrich Corporation, St Louis, MO), rinsed in PBS,
and then incubated for 5 minutes in PBS containing 0.02% Sytox Green before mounting.
2.4.12 Imaging and image analysis
Coverslips from the Nanoparticle Uptake and Sytox Green experiments were imaged on a
Nikon A1R inverted confocal microscope (Nikon Corporation, Tokyo, Japan) using a 60×/
1.49 NA oil immersed objective. Coverslips from the Dynasore, Dominant Negative and
Transferrin experiments were imaged on a Zeiss LSM 710 confocal microscope (Carl Zeiss
Microscopy GmbH, Oberkochen, Germany) using 488 nm and 543 nm lasers with a 40×/
1.3 NA or 60×/ 1.4 NA oil objective lens. As images from conditions free from serum were
brighter, for each experiment these were performed first and identical laser settings were
used in the less intense conditions where serum was present. A healthy looking cell that
wasn’t in contact with any others and displaying efficient transfection (where necessary)
was selected for imaging. All analyses were conducted using NIS-Elements 3.2 (Nikon)
or Zeiss Efficient Navigation System (Zeiss) imaging software, where an image from the
centre of the confocal Z-stack was chosen for analysis. Nanoparticle ’spot’ (defined as the
visible accumulation of nanoparticles within a cell) intensity was calculated by manually
drawing around every spot and recording individual intensity values. The intracellular
background fluorescence from an area of equal size as, and adjacent to, the spot was
subtracted. The number of visible nanoparticle spots in the chosen slice were counted
and divided by the area of the cell in that slice to obtain the number of nanoparticle
spots per cell area. Any spots that lay on the cell membrane were not counted. Each
experiment was performed three times, and from each experiment ten cells were analysed.
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2.4.13 Statistical analysis
Error bars in each Figure show the standard error in the data. For analysis of two data
sets, p-vales were gained using Student’s t-test which determines the probability that
two populations are the same. The convention throughout this thesis is to indicate a
5% significance level unless otherwise reported. For analysis of experiments where three
or more independent data sets were obtained, a one-way (or single factor) analysis of
variance (ANOVA) test was performed. This tests the null hypothesis that the means
of all populations are the same. Results were reported in the general form displayed in
Equation 2.1.
F (dfbetween, dfwithin) = Fratio, p (2.1)
Where F indicates the mean squared ratio, df indicates the degrees of freedom between
and within the data sets, and p is the p-value obtained. A statistically significant result,
where p is less than 0.05, leads to accepting the alternative hypothesis, i.e. at least
one of the means tested is significantly different from the others. Where this is the case,
Bonferroni-corrected post hoc Student’s t-tests were performed, where the 5% significance
level is divided by the number of comparisons made[173] to reduce the chance of making a
Type I error. Any post hoc t-tests that met this reduced significance level were considered
statistically significant. Data was tested for normality and homogeneity of variances as is
necessary for performing a one-way ANOVA.
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2.5 Results and Discussion
2.5.1 The effects of serum on nanoparticles
In order to fully understand how nanoparticles interact with cells, it is necessary to learn
how their behaviour is affected in different experimental conditions. In an environmental
setting, a nanoparticle will come into contact with many naturally occurring proteins.
However when utilising traditional assays used for studying receptor-mediated endocyto-
sis, serum free conditions are standard[166, 167, 168]. Therefore preliminary studies have
been performed to ascertain the effects, if any, the presence or absence of proteins have
on nanoparticle interactions with cells.
It has been determined in fluorescence plate reader experiments that the magnitude
of fluorescence from cells incubated with nanoparticles in the presence of serum proteins
was 20-fold smaller than that from cells incubated with nanoparticles in media free from
serum (Fig 2.1). This suggests that any experiments done in the absence of serum, as
traditional receptor-mediated endocytosis assays are traditionally performed, may result
in different outcomes. Before any reliable conclusions could be drawn from the effects
of introducing nanoparticles to cells, the nanoparticles had to be fully characterised in
the presence and absence of serum proteins. If the presence of serum proteins caused the
nanoparticles to aggregate, or quenched fluoresence for example, then definitive results
could not be drawn from the acquired data.
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Figure 2.1: Fluorescence plate reader measurements of HeLa associated nanoparticle in-
tensity over two hours in either serum-free or serum-containing media. A) Data from both
serum-free (black) and serum-containing (white) conditions. B) Magnified data of cells
incubated in serum containing medium. There was a statistically significant difference
between groups as determined by one-way ANOVA (F (11, 576) = 5.21, p = 7.35x10−5).
Significant p-values indicated refer to different conditions at the same time measurement
and were calculated using a Bonferroni corrected post hoc t-test. The experiment was
repeated three times, with 16 wells in each 96-well plate used for each condition. Error
bars show the standard error in the data. Experimental data is attributed to Jennifer
Thorley[104].
Serum does not cause aggregation of nanoparticles
For measuring the hydrodynamic diameter of nanoparticles in suspension, a technique
called dynamic light scattering (DLS) is employed. A laser is shone at the sample and
the light scattered by the particles is measured. The speckle pattern created is used to
determine whether the particles are small and fast moving, or larger and slow moving.
Previously published dynamic light scattering data has demonstrated that the presence
of serum proteins does not cause aggregation of polystyrene nanoparticles[174]. This was
verified in the current study, as seen in Figure 2.2. The observed hydrodynamic diameter
of the nanoparticles did not change when measured in serum-containing media compared
to serum-free media. This shows that it was not aggregation of the nanoparticles in the
presence of serum proteins that was causing the reduction in fluorescence seen in the
plate reader experiments. A hydrodynamic diameter of around 50 nm is observed as DLS
measures the size of a hypothetical hard sphere that diffuses in the same fashion as that
of the particle being measured[175].
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Figure 2.2: Nanoparticle hydrodynamic diameter as calculated by dynamic light scattering.
This was measured in both serum-free and serum-containing media. Three experiments
were performed, with three samples for each condition and each sample was repeated three
times. Error bars show the standard error in data. P-value was obtained using a Student’s
t-test, and shows no significant difference between the two data sets. Experimental data
is attributed to Bjorn Stolpe[104].
Serum does not affect nanoparticle fluoresence
Time-lapse confocal microscopy of the nanoparticles before and after the addition of work-
ing concentrations of serum proteins have shown no effect on the ability of the particles to
fluoresce, as shown in Figure 2.3. The particles in a single field of view were individually
quantified over time, and no overall change in fluoresence was observed. This shows that
the serum proteins were not causing the reduction in fluorescence seen in the plate reader
experiments.
Figure 2.3: Fluorescence intensity measurements of nanoparticles taken with a confocal
microscope upon addition of serum. A) Nanoparticles in serum free media. B) Nanopar-
ticles 30 minutes after introduction of working concentrations of serum. C) Fluorescence
intensity of spots in a single frame over 30 minutes. n = 1.
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Serum does affect the measured zeta potential of nanoparticles
It can be concluded from these two experiments that the serum proteins present in the
media must in some way be inhibiting the nanoparticles from associating with cells. One
possible explanation for this is the effect serum proteins have on the zeta potential of
the nanoparticles. The zeta potential of a particle is the potential difference between
the suspending medium and the layer of stationary fluid encasing the particle[176]. This
is measured by applying an electric potential across the liquid and using the scattering
of laser light to determine the resultant velocity of particles. This knowledge allows
calculation of the zeta potential of the nanoparticles via application of the Henry equation,
shown in Equation 2.2.
UE =
2zf(ka)
3η
(2.2)
Where z is the zeta potential, UE is the electrophoretic mobility of the medium,  is the
dielectric constant, and η is the viscosity of the medium. f(ka) is Henry’s function, which
approximates to 1.5 for aqueous media. When the nanoparticles are in serum containing
medium, the proteins present in the media are attracted to the electronegative surface of
the bare particle, and encase it in a protein corona as defined in Section 1.1.4. This results
in the reduced magnitude of the zeta potential of these particles when compared to those
incubated in serum free medium. The result of this is that the less charged particles have
a reduced affinity for cell membranes, and so result in lower adherence, and hence uptake.
It can be seen in Figure 2.4 that the introduction of serum to the nanoparticles results in
a three-fold decrease in electronegativity of the particles.
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Figure 2.4: Zeta potential measurements of nanoparticles within serum-containing or
serum-free media. Three experiments were performed, with three samples for each condi-
tion and each sample was repeated three times. Error bars show the standard error in data.
P-value was obtained using a Student’s t-test, and shows there is a significant difference
between the two data sets. Experimental data is attributed to Bjorn Stolpe[104].
Further study into the protein corona
Further insight into the nature of the protein corona and its effects on the membrane
affinity of 20 nm polystyrene beads can be gained from considering the results of a con-
current study. Continuing on from the work visualised in Figure 2.1, nanoparticles were
incubated in different amounts of either foetal bovine serum (FBS) or the corresponding
amount of bovine serum albumin (BSA). This is the most abundant protein in FBS, and
was chosen so there was the same amount of BSA in both cases. This was calculated from
the information provided by BioSera regarding the relative concentrations of ingredients
within their FBS. This incubation was only for 15 minutes, and so a soft corona can be
assumed to be present[78]. For the cell membrane associated nanoparticle fluorescence
studies, cells were incubated for 15 minutes with these nanoparticles in media containing
0%, 0.05%, 0.25%, 1%, 2.5%, 5% and 10% FBS by volume, or the equivalent amount of
BSA. For the zeta potential studies, FBS concentrations were at 0%, 0.025%, 0.05%, 1%,
and 10% by volume in DMEM, while again the BSA concentrations were equivalent to
the amount of BSA contained in FBS. Each concentration was tested in triplicate three
times (n = 3). Full methodology can be found in [177].
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Comparison of serum to BSA on nanoparticle associated cellular fluores-
cence A 5-fold reduction in membrane associated fluorescence can be seen when com-
paring media free from serum and media at a concentration of 10% serum (the first and
last red points of Figure 2.5). This study used the same plate reader protocol as used
for the results in Figure 2.1. What was interesting about this study is the reduction
seen in the affinity of nanoparticles to a cell membrane, seen dramatically even at very
low (0.05%) concentrations of serum. This decay begins to reach a plateau at working
concentrations of serum (10%), but suggests that even at these relatively high concen-
trations the corona is still unsaturated and more interactions could occur even at higher
concentrations of serum.
Figure 2.5: A graph showing the reduction of plasma membrane associated cellular flu-
orescence as measured with a fluorescence plate reader. This is from 20 nm polystyrene
nanoparticles incubated for 15 minutes with varying concentrations of FBS and BSA at
15.4 g/l, an amount of albumin equivalent to that found in FBS. It can be seen that al-
though BSA causes a reduction in the plasma membrane associated cellular fluorescence,
it is not to the same extent as FBS. Three experiments were performed, with three samples
for each condition and each sample was repeated three times. Error bars show standard
error of the mean. Experimental data is attributed to Abdullah Khan[177].
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When looking at the BSA data in tandem, although it is clear that there is a similar
concentration dependent reduction in the associated cellular fluorescence overall, it is not
to the same extent as in the FBS case. This is significant as it shows clearly the effect
less abundant proteins have on the corona and hence interactions on a cellular level.
This is relevant to experimental design as some published studies have used albumin in
isolation to study corona formation and subsequent cellular uptake, with the assumption
that because it is the most abundant protein, it must be the most relevant[178].
While the overall trend in Figure 2.5 is a decrease in the membrane associated cellular
fluorescence, there can be seen an increase in fluorescence for the lower concentrations of
BSA. While this was reproducible, it was not statistically significant compared to the 0%
value with an n of 3 using a Student’s t-test. It is interesting when looked at in parallel
with the zeta potential data in Figure 2.6 however.
Comparison of serum to BSA on zeta potential of nanoparticles As dis-
played earlier, Figure 2.6 replicates the finding that there is a three-fold reduction in the
magnitude of the zeta potential displayed by nanoparticles incubated in media with 0%
and 10% serum. Again, the additional data points reveal a sharp decrease and then a
plateau in the relationship between the amount of serum proteins present and the re-
sulting zeta potential of the nanoparticles similar to that seen in Figure 2.5. In this
case however, it is clear a plateau is reached. The zeta potential doesn’t decrease with
additional amounts of serum.
This could be explained by the Vroman effect; that at 1% serum the quantity of protein
forming the corona is stable, and hence the zeta potential observed does not change. With
an increase in the volume of serum, and hence the number of less abundant proteins, the
proteins with a lower binding energy are displaced by those with a higher binding energy.
This could have an effect on the ability of nanoparticles to bind to cell membranes without
altering the zeta potential.
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Figure 2.6: A graph comparing the normalised zeta potentials of nanoparticles incubated
in FBS and the equivalent amount of BSA. Three experiments were performed, with three
samples for each condition and each sample was repeated three times. Error bars show
standard error of the mean. Experimental data is attributed to Abdullah Khan[177].
When looking at the BSA data, it is clear that a similar decay in zeta potential can
be seen when compared to the FBS data. This supports the hypothesis that an increase
in protein concentration reduces the zeta potential of the nanoparticle, which in turn
leads to reduced cell surface interactions and decreased uptake of nanoparticles by the
cell. This isn’t quite to the same extent however, showing definitively that the protein
corona formation around this specific type of nanoparticle depends not only on the most
abundant protein in the medium in which it resides, but also that less common proteins
have more of a binding affinity. It also shows that using BSA alone for an assay studying
cellular uptake of nanoparticles could lead to misleading results for experiments, as the
most abundant protein isn’t necessarily the most biologically relevant[178].
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It is interesting to note in the BSA zeta potential data that there is a slight increase
at a concentration of 0.05%. This corresponds to the increase in signal in the fluores-
cence plate reader data in Figure 2.5. This could be due to a phenomenon seen in some
studies which have shown that certain concentrations of proteins in media have stabilised
nanoparticles and prevented aggregation that would otherwise occur. This would allow
more binding sites to become available for cell interactions. This has been shown for
magnetic iron oxide nanoparticles, where a suitably high concentration of FBS caused
their disaggregation, yielding particles with a significantly smaller hydrodynamic diame-
ter than controls[179]. This seems to be material dependent, with no effect observed in
polystyrene nanoparticles with suphonated surface modifications that had been incubated
in many different concentrations of FBS[180].
Findings like these are significant when considering biomedical applications. If it is
known what conditions can cause nanoparticles to aggregate or disaggregate, the most
effective way of administering nanoparticulate drugs or imaging agents can be utilised.
It is also necessary to know exactly how a nanoparticle will behave in relation to a cell
when it reaches its target.
Preliminary microscopy studies
It has been established that incubating nanoparticles with cells in the presence of serum
greatly reduces associated cellular fluorescence. It is hypothesised that the increased con-
centration of proteins reduces the ability of nanoparticles to enter cells. This is because
more proteins reduce the zeta potential of nanoparticles, affecting their ability to associate
with plasma membranes, resulting in reduced uptake. As a fluorescence plate reader can-
not distinguish between intracellular and cell surface signal, confocal microscopy studies
have to be performed to determine this.
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It can be seen in Figure 2.7 that when identical laser power and gain settings are
used on the microscope, both the intracellular accumulations and cell surface binding
are significantly higher in serum-free conditions than when the cells are incubated with
nanoparticles in serum-containing media. It is clear that the five- to twenty-fold increase
in overall fluorescence intensity observed in the plate reader experiments is primarily
due to cell surface binding, as there is only a two-fold increase in fluorescence intensity
when looking at intracellular accumulations alone. It is interesting to note that although
the spot fluorescence is higher in the serum-free condition (Figure 2.7 C), the number
of intracellular accumulations per unit area does not differ between the two cases. This
suggests that it is possible that the nanoparticles may be entering the cells through similar
pathways, the affinity for the cell surface being the limiting factor in internalisation. It
was also observed from these preliminary studies that these particles did not accumulate
in the cell nucleus. This is in contrast to studies with similar nanoparticles (same size and
surface modifications) in HEp-2 cells, where fluorescence was detected in the nucleus[181].
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Figure 2.7: Representative confocal microscope images of a HeLa cell incubated for 15
minutes with 20 nm carboxylate-modified polystyrene nanoparticles in (A) serum-free me-
dia and (B) serum-containing media. (C) Average nanoparticle spot fluorescence in both
conditions. There is a significant decrease in observed nanoparticle fluorescence for cells
incubated in serum using a Student’s t-test. (D) Average nanoparticle spot density inside
cells in both conditions. There is no significant difference between the two using a Stu-
dent’s t-test. Each experiment was performed three times, and from each experiment ten
cells were analysed. Error bars in (C) and (D) show the standard error in the data. (E)
Representative line scan profiles across the cell membrane display greatly increased cell
surface nanoparticle binding in serum-free media relative to serum-containing media.
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Cytotoxicity assay
Figure 2.7E shows that for cells incubated with nanoparticles in SFM, there is signifi-
cant accumulation on the plasma membrane. This is in contrast to cells incubated with
nanoparticles in SCM, where a line profile of the intensity readings shows no observable
change from background fluorescence. The significant increase in fluorescence intensity
as observed by the plate reader experiments can be attributed to this increased affinity
for the plasma membrane in serum free conditions. A cytotoxicity assay was performed
to determine whether this increased cell surface binding observed had a negative effect
on cells. Figure 2.8 shows a insignificant level of cytotoxicity in both SFM and SCM. A
decrease of between 25 - 38% in cell count can be seen in both cases, 24 and 72 hours after
exposure. It can also be seen that viable cell number increases with time after exposure.
This would seem to indicate that although cells are initially affected negatively by the
presence of nanoparticles, this is reversible to a certain extent.
Figure 2.8: Nanoparticles do not affect cell viability in the presence or absence of serum.
Plated cells were incubated for 15 minutes in either SCM, SFM, SCM and NPs, or SFM
and NPs. They were rinsed and incubated for either 24 or 72 hours in SCM before
counting. The graph shows the percentage of live cells that were incubated with NPs
compared to the control group that were incubated without NPs, for equivalent times. The
experiments were performed on separate groups of cells. Results are obtained from an
experiment count of n = 4, with three dishes of cells analysed per experiment. Bars show
standard error in data. Single factor ANOVA revealed no significant difference between
the means of the control experiments and the nanoparticle experiments (F(3,12) = 0.36,
p = 0.78).
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2.5.2 Endocytosis studies
Cellular entry of nanoparticles is extremely dependent on the cell line being studied,
the physiochemical properties of the particles themselves (size, composition, or surface
characteristics), and the environment they are in[73, 93, 164, 163, 162]. When designing
and testing targeted nanoparticle-based drugs for example, all of these factors will affect
whether and how they are internalised by a specific cell type. This is important, as it
will affect whether the intended target is reached, and if side effects to other organs are
reduced[182]. Modes of uptake are also important, as some internalisation routes will be
more effective at successful drug delivery than others[183]. As a result, it is useful to
be able to determine how changes in environment for example affect how nanoparticles
interact with cells. Consequently, the aim of this project was to determine whether
the route of nanoparticle entry was affected by the presence of serum proteins. This
is an important issue when considering in vitro cell biology, where cells are cultured in
media containing 10% foetal calf serum, but traditional assays studying receptor-mediated
endocytosis are performed in the absence of serum[166, 167, 168].
Based on the findings from Figure 2.7, it is hypothesised that nonspecific uptake of
these 20 nm carboxylate-modified polystyrene beads into HeLa cells is greater in condi-
tions free from serum than in conditions where serum is present. This is due to increased
nonspecific binding brought on by the reduction in zeta potential as a result of protein
corona formation. Proteins incubated in serum free conditions are assumed to display a
greater degree of specific uptake as they will be internalised as a consequence of being
attached to certain proteins.
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Dynamin dependency
As described in Section 1.2.1, Dynamin is a large GTPase which regulates several endo-
cytosis pathways. Dynasore is a small membrane- permeable molecule which specifically
inhibits dynamin function[99, 184], during both coated-pit formation and vesicle scission.
With the introduction of Dynasore prior to nanoparticle incubation, it would be possible
to determine whether nanoparticles are entering cells via a dynamin- dependent route.
As seen in Figure 2.9, in serum-free conditions the introduction of Dynasore results in a
clear, significant inhibition of nanoparticle entry. It can be concluded that the majority
of these particles are entering through dynamin-dependent routes. It is important to note
that the results from studies containing serum have been omitted, as Dynasore binds to
serum proteins and loses activity[185].
Figure 2.9: Dynasore inhibits nanoparticle entry into cells incubated in serum-free media.
A) HeLa cell incubated with nanoparticles in serum-free media and dimethyl sulfoxide
(DMSO) as a control. B) HeLa cell incubated with nanoparticles treated with Dynasore in
serum-free media. C) Average nanoparticle spot fluorescence and D) average spot density
for HeLa cells in these conditions. Bars show standard error in data, n = 10 cells × 3
experiments. p value gained from Student’s t-test.
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Clathrin-mediated versus caveolar endocytosis
Two of the main endocytosis pathways regulated by dynamin are clathrin-mediated and
caveolar endocytosis[99]. To determine whether either of these are involved in the entry
of 20 nm carboxylate-modified polystyrene beads, it was necessary to specifically inhibit
both of these routes and quantify the effects. Positive controls for the inhibitors used
have previously been confirmed [166, 167, 168, 186, 187, 188].
Inhibition of CME As described in Section 1.2.1, the recruitment of clathrin to the
membrane is controlled specifically by the adapter protein complex AP-2. Associated with
this complex is Eps15, which contains domains that are essential for correct coated-pit
formation. It is possible to make cells express genes coding a mutated version of Eps15,
without these specific domains (referred to hence as the EH29 mutant). Upon expressing
Eps15(EH29), AP-2 is distributed evenly across the membrane, preventing clathin from
forming punctate spots, and hence inhibiting CME[189].
Inhibition of caveolar endocytosis Caveolar endocytosis can also be inhibited by
transfection of a dominant negative gene encoding region. Caveolar assembly is stimulated
via Src-phosphorylation on tyrosine-14, which causes a conformational change allowing
it to bind to the membrane. The mutant form, Cav1(Y14F), is not able to undergo
Src-phosphorylation, which prevents caveolae from being formed[190].
Effects in serum free media It can be seen in Figure 2.10 that expression of dom-
inant negative Eps15(EH29) significantly reduces both nanoparticle uptake and spot flu-
orescence when incubated in serum free media. This is in contrast to cells expressing
dominant negative Cav1(Y14F) to block caveolar endocytosis, which had no statistically
significant effect on spot density or fluorescence. This would indicate that nanoparticles
are gaining entry to the cell interior in part by clathrin-mediated endocytosis. To en-
sure that the transfection process wasn’t affecting how the cells react to the presence of
nanoparticles, cells were transfected with GFP as a control. This shouldn’t have had any
effect on cellular function in terms of nanoparticle internalisation.
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Figure 2.10: Effects of endocytosis inhibitors on nanoparticle entry in serum-free media.
Representative images of HeLa cells incubated with nanoparticles in serum-free media ex-
pressing A) green fluorescent protein, B) EH29, and C) Y14F. D) Average nanoparticle
spot fluorescence intensity in each condition. There was a statistically significant differ-
ence between groups as determined by one-way ANOVA (F (2, 186) = 4.46, p = 0.013).
E) average spot density in each condition. There was a statistically significant difference
between groups as determined by one-way ANOVA (F (2, 24) = 10.50, p = 0.00053). n =
3, and 3 cells were analysed per experiment. Significant p-values indicated were calculated
using a Bonferroni corrected post hoc t-test. Bars show standard error in data. Images
were obtained by Helen Wiggins.
Effects in serum containing media Similar effects were observed in cells ex-
pressing these constructs incubated with nanoparticles in serum containing media. This
can be seen in Figure 2.11. The expression of EH29 significantly decreased the number
of nanoparticle accumulations in the cell relative to the control, however this time the
reduction in spot fluorescence intensity was not statistically significant. Interestingly,
the increase in average spot fluorescence intensity induced by expression of Cav1(Y14F)
compared to the control was significant, and suggests that nanoparticle entry could be
increased by inhibiting caveolar endocytosis. A similar effect was seen with the uptake of
fluorescent dextran[191], where inhibiting caveolar endocytosis resulted in almost a 200%
increase in its uptake compared to a control.
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Figure 2.11: Effects of endocytosis inhibitors on nanoparticle entry in serum-containing
media. Representative images of HeLa cells incubated with nanoparticles in serum-
containing media expressing A) green fluorescent protein, B) EH29, and C) Y14F.
D) Average nanoparticle spot fluorescence intensity in each condition. There was a
statistically significant difference between groups as determined by one-way ANOVA
(F (2, 185) = 6.02, p = 0.0029). E) average spot density in each condition. There was
a statistically significant difference between groups as determined by one-way ANOVA
(F (2, 24) = 3.65, p = 0.041). n = 3, and 3 cells were analysed per experiment. Signif-
icant Bonferroni corrected p-values indicated were calculated via post hoc t-test. Images
obtained by Helen Wiggins.
Taken together, these results provide evidence for a dynamin-dependent, clathrin-
mediated route of entry for 20 nm carboxylate modified polystrene beads. This is true
for cases where serum is present or absent at the time of incubation. These results also
suggest that caveolar endocytosis does not play a direct part in this process. However,
both cases show that nanoparticles are still getting into cells even when clathrin-mediated
and caveolar endocytosis are inhibited. Even though it is likely that these endocytic routes
were not completely inhibited, internalisation of these nanoparticles by another route is
still possible.
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2.5.3 Nanoparticle-mediated cellular permeabilisation
To rule out other routes of endocytosis that nanoparticles may be utilising to enter cells
(see Section 1.2.1), cells were cooled to 4◦C before and during incubation, and immediately
fixed afterwards. Cooling to this temperature is known to inhibit endocytosis[192], and
so if nanoparticles were still seen inside cells after this process then it could be concluded
that some internalisation of nanoparticles was endocytosis-independent. To confirm this,
cells were incubated with fluorescently tagged transferrin, a cargo molecule known to be
internalised via clathrin-mediated endcytosis. When comparing data at 4◦C and 37◦C,
endoctytosis was nearly completely inhibited (Figure 2.12).
Figure 2.12: Control for endocytosis inhibition at 4◦C. Representative images of HeLa
cells incubated at A) 37◦C and B) 4◦C with transferrin. Identical imaging conditions and
display values show the almost total inhibition of transferrin entry at 4◦C. Number of
experiments, n = 3, with 10 cells analysed in each experiment. Bars show standard error
in data. p-value obtained using Student’s t-test. Image acquisition and analysis attributed
to Helen Wiggins.
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This experiment was performed with nanoparticles in both SFM and SCM, with the
results displayed in Figure 2.13. Although the magnitude of entry is significantly reduced
in both conditions, nanoparticles are still observed within the cytosol. This would imply
that nanoparticles can enter cells via an endocytosis-independent route.
Figure 2.13: Nanoparticles gain entry to the cytosol even when endocytosis is inhib-
ited. Representative images of a HeLa cell incubated with nanoparticles in A) serum-
free media at 4◦C and B) serum-containing media at 4◦C. C) Average nanoparticle spot
fluorescence intensity in each condition, as compared to 37◦C data from Figure 2.7.
There was a statistically significant difference between groups as determined by one-way
ANOVA (F (3, 1066) = 10.82, p = 5.28x10−7). D) Average nanoparticle spot density
in each condition, as compared to 37◦C data from Figure 2.7. There were no statis-
tically significant differences between group means as determined by one-way ANOVA
(F (3, 98) = 2.15, p = 0.099). Number of experiments, n = 3, with 10 cells analysed in
each experiment. Bars show standard error in data. p-values obtained using Student’s
t-test.
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As the nanoparticles are negatively charged, it is highly unlikely that they are able to
freely diffuse across the plasma membrane. It has also been shown that while rod-shaped
polystyrene nanoparticles are able to induce macropinocytosis, spherical nanopartices
have not exhibited this same property[193]. It would be possible for the nanoparticles
to enter through discontinuities in the plasma membrane however, either pre-existing or
induced. It becomes necessary to confirm that cooling cells to 4◦C for the length of time
of the experiment does not compromise the cell’s integrity in any way.
Sytox R© Green is a membrane impermeant molecule that only fluoresces when bound
to nucleic acids. It is traditionally used to distinguish dead from live cells in flow cytometry
assays[194, 195] by detecting those with compromised membranes. By introducing this
and quantifying the resultant fluorescence intensity, it can be determined if, and to what
extent, the membrane has been compromised in different conditions. According to the
manufacturer’s protocol, cells should be fixed prior to Sytox Green exposure. However,
Figure 2.8 showed even if the nanoparticles are permeabilising the cell membrane during
an experiment, they are not causing significant levels of cytotoxicity. This would suggest
the cells had the ability to recover from any stress caused by the nanoparticles. For this
reason, it was decided to incubate live cells with Sytox Green in the negative control and
nanoparticle conditions at 4◦C.
Cells were incubated at 4◦C in either SFM or SCM with Sytox Green in three different
conditions: with nanoparticles present, with a detergent present, and a negative control
with nothing extra added. It can be seen in Figure 2.14 that the resultant fluorescence
intensity in the negative control condition is significantly less than in other conditions,
confirming that cooling the cells was not disrupting the cell membrane. As a positive con-
trol, cells were incubated with Sytox Green and 0.1% Triton X-100, a detergent known to
permeabilise cell membranes[196, 197]. This would ensure entry of the Sytox Green to the
cell interior, and the resultant increase in fluorescence can be seen in Figure 2.14. When
Sytox Green is introduced to the condition where nanoparticles are present, a statisti-
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cally significant amount of fluorescence is observed when using a t-test compared to the
negative control condition. This would indicate that the nanoparticles are indeed having
a disruptive effect on the plasma membrane, and are able to gain entry to the cytosol
without being actively taken up by the cell. This effect cannot be explained by surfactants
or detergents present in the nanoparticle manufacturing process[198]. The sodium azide
used as a preservative in the stock nanoparticle solution also has no discernible effects on
mammalian cells at the concentration or times used in this experiment[199].
Figure 2.14: Nanoparticles and detergent permeabililse cell membranes to a similar ex-
tent. Representative images of a HeLa cell incubated with A) Sytox Green only, B) Sytox
Green and nanoparticles, and C) Sytox Green and Triton X-100 in serum-free media at
4◦C. D) displays levels of Sytox Green fluorescence within serum-free media. There was
a statistically significant difference between groups as determined by one-way ANOVA
(F (2, 25) = 4.40, p = 0.023). E) displays levels of Sytox Green fluorescence within serum-
containing media. There was a statistically significant difference between groups as deter-
mined by one-way ANOVA (F (2, 23) = 7.15, p = 0.0038). In images, blue channel shows
DAPI nuclear stain, green channel shows Sytox Green nuclear stain, and red channel
shows nanoparticles. Significant Bonferroni corrected p-values indicated were calculated
via post hoc t-test. Number of experiments n = 3, number of cells analysed per experiment
= 10.
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These experiments were repeated at 37◦C to see whether cooling the cells had an effect
on the nanoparticles’ ability to permeabilise the cell membrane. Cells were incubated with
Sytox Green as before alongside either nanoparticles, detergent, or nothing else added as
a control. It was hypothesised that the detergent would permeabilise the membrane as
before, and high levels of fluorescence in the nucleus would be seen. However, due to
the changes made to the recommended manufacturer’s protocol, results concerning the
negative control and nanoparticle experiments may be higher than previously observed.
Results from these experiments can be seen alongside the 4◦C data in Figure 2.15.
Figure 2.15: Membrane permeabilisation by nanoparticles at 37◦C. Data is shown next to
the 4◦C data shown in Figure 2.14. Similar trends can be seen as in the previous data;
control values for Sytox Green fluorescence were lowest, and once more Sytox fluorescence
from conditions where nanoparticles were present were equal to, or greater than those seen
when a detergent was present. Levels of Sytox Green fluorescence within serum-free media
at 37◦C indicated no statistically significant difference between group means as determined
by one-way ANOVA (F (2, 27) = 0.55, p = 0.58). Levels of Sytox Green fluorescence within
serum-containing media indicated a statistically significant difference between groups as
determined by one-way ANOVA (F (2, 27) = 3.74, p = 0.37).The only significant result
not previously indicated was between the control and nanoparticle containing conditions
in serum containing media at 37◦C. Significant Bonferroni corrected p-values indicated
were calculated via post hoc t-test. Number of experiments n = 3, number of cells analysed
per experiment = 10.
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Figure 2.15 shows direct comparison between Sytox green fluorescence from cells in-
cubated with nanoparticles, Triton X-100, and plain controls at 4◦C and 37◦C. Similar
trends are seen in both cases, with both nanoparticles and the detergent permeating the
cell membrane to the extent where Sytox Green fluorescence can be seen in the nucleus.
Results were only significant when comparing nanoparticles and the negative control in
serum containing conditions. It was also seen that there are higher levels of Sytox Green
entry at 37◦C than at 4◦C in serum containing medium in the negative control. This can
be explained by our necessary changes to the protocol. At 37◦C, the cell is undergoing
normal processes, including endocytosis. If the Sytox Green is entering the cell via this
route, then that would explain why there is not a significant difference in fluorescence
when compared to the scenario where detergent is present. This would explain why the
experiment at 4◦C worked, and results are meaningful.
It is important to be aware that serum starvation and stimulation is often used to
trigger cell signalling, for example of Rho family GTPases[200]. This is due in part to
negative feedback mechanisms within the cell which downregulate signalling from constant
stimulation from the medium in which cells are incubated[201]. Serum starving ablates
this negative feedback and allows observation of robust signalling responses [202]. The
process of serum starvation could therefore affect the observed results in Figures 2.7, 2.8,
2.10, 2.11, 2.13, 2.14, 2.15. However, cells traditionally need between 8 and 24 hours to
metabolise constituents in serum containing media[203], and so the 15 minutes employed
in these experiments should not affect cells to any significant degree[204].
The presence or absence of serum can also result in different levels of cell stimulation,
which could affect nanoparticle uptake. Serum contains growth factors which are known to
cause increases in dorsal ruﬄes in cells[205], which leads to increased macropinocytosis[92].
Cell stimulation caused by the presence of serum has also been shown to increase levels
of clathrin mediated endocytosis [206]. This could lead to an increase in the amount of
internalised nanoparticles. However, the opposite was observed in this study; a greater
78
number of nanoparticles were seen to be internalised in conditions free from serum. In fu-
ture studies the effect of serum stimulated endocytosis will need to be evaluated in greater
detail, for example conjugating growth factors onto the nanoparticles before introducing
them to cells. This would allow greater understanding as to what factors both promote
and inhibit uptake.
2.6 Conclusion
It has been demonstrated that the entry of 20 nm carboxylate-modified polystyrene
nanoparticles into HeLa cells is primarily via clathrin mediated endocytosis, with an ele-
ment of direct membrane permeabilisation. This was determined through the use of dom-
inant negative gene transfections and cooling to 4◦C, which prevented clathrin-mediated
and caveolar, or all routes of endocytic entry respectively. Membrane permeabilisation
was inferred via the use of Sytox Green, a membrane impermeant fluorophore, which was
able to gain entry to the cell interior when nanoparticles were present.
The extent to which nanoparticles are able to gain entry to the interior of the cell is
reduced by the presence of serum proteins. These form a corona around the nanoparti-
cle, which does not affect their size, aggregation or florescence intensity, but does reduce
the magnitude of the particle’s zeta potential. This reduces their affinity for the plasma
membrane, as observed in fluorescence plate reader experiments. These showed between
a 5- and 20-fold decrease in the cellular associated fluorescence when serum proteins were
present, depending on incubation times, as opposed to serum-free conditions. Confocal
microscopy studies showed that this resulted in a two-fold reduced uptake when looking
at internal cellular fluorescence. When comparing the total number of nanoparticle ac-
cumulations however, there was no difference in the two conditions. This indicates that
this increased nonspecific binding in serum-free conditions allows for significantly more
particles to enter the cell.
79
With the increased production of nanoparticles comes a greater potential for human
exposure, whether deliberate or accidental. While in a majority of cases extensive studies
are done on these particles before they enter our daily lives, it is clear that it is currently
not possible to characterise fully a nanoparticle’s behaviour in all situations and envi-
ronments. The sheer volume of variations in nanoparticle composition, size and surface
chemistry, nature of cells- both human and environmental- and the vast array of suspend-
ing media and corresponding proteins associated for nanoparticles to come into contact
with renders full nanoparticle characterisation in all scenarios non-trivial.
While we have examined the route of entry for 20 nm carboxylate-modified polystyrene
beads into HeLa cells with and without traditional serum proteins, this process needs
to be accelerated in order to cover the vast and ever-changing conditions of this rapidly
expanding field. A standardised and streamlined method for nanoparticle characterisation
would enable faster, direct comparison between changes in the many variables associated
with this area of study.
To this end, there are three areas that can be improved upon to generate more suit-
able methods of nanoparticle characterisation. Firstly, the image processing and data
analysis. This is all currently done completely by hand, which is not only very time
consuming, but the results also inevitably vary from person to person. Automating the
nanoparticle spot detection process computationally would not only provide much more
accurate, reproducible analysis of images, but also decrease the time it takes to complete.
Secondly, biological assays can be improved. There are currently no protocols that allow
study of nanoparticle uptake via TIRF microscopy. This technique would allow a more
detailed view of what was occurring at the plasma membrane than confocal microscopy.
Finally, if TIRF microscopy was possible, then modifications to this technique to observe
nanoparticle-induced membrane deformation or permeabilisation would enable quantifi-
able information to be gained, and in fewer experiments than is currently possible. These
issues will be addressed, with solutions offered, in the following chapters.
80
CHAPTER 3
DEVELOPMENT OF NEW COMPUTATIONAL
METHODS FOR THE ANALYSIS OF
NANOPARTICLE UPTAKE
3.1 Overview
In Chapter 2 it was established that 20 nm carboxylate- modified polystyrene beads enter
HeLa cells through a combination of clathrin mediated endocytosis and direct plasma
membrane permeabilisation. This work involved extensive time-consuming manual image
analysis. This Chapter looks at existing methods for computational analysis of spot
detection and colocalisation within images, and the benefits of adopting such a procedure.
Furthermore the development and authentication of a purpose written semi-automated
program, resulting in a much reduced analysis time, is outlined in detail.
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3.2 Introduction
In cell biology, the location of a protein within a certain subcellular region generally
determines its function. Likewise, the destination of a particular cargo determines what
effect it has on the cell. Colocalisation studies use information gained from fluorescence
microscopy images to understand certain biological processes by looking at the proximity
of molecules of interest and well characterised labelled markers within the cell[207].
To understand what effect a nanoparticle will have on a cell once it is internalised,
knowing its final location and how it gets there is paramount. To this end, colocalisation
experiments are ideal. Many studies have been performed using colocalisation as a tool
for determining how and where particles are trafficked within a cell, however these often
use very different analysis methods[208, 209, 210, 211]. This highlights the uncertainty
concerning the ideal method to use, and renders direct comparison of results from different
research groups impossible.
Colocalisation studies and analysis are made especially difficult when considering that
for different applications, different techniques may be required (in terms of both biological
assay and image acquisition). There is not one program that is able to successfully analyse
all possible colocalisation experiments considering the various morphologies in the cell-
from linear components of the cytoskeleton, to more complex structures such as the Golgi
network, to simple punctate vesicles- any better than specialised programs designed to
work for each of those conditions alone. In simplistic circumstances, simply looking at the
overlapping pixels may be sufficient, whereas in other conditions more complex solutions
are required, looking at the global statistical analysis of pixel intensity distributions[212].
There is also a high dependence on the resolution of the microscope one has access to,
and whether partial overlap is sufficient to warrant counting an event as ’colocalised’, or
whether complete overlap is required.
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3.2.1 Requirements
There are several requirements for successful colocalisation studies, which if aren’t followed
can lead to incorrect conclusions being drawn.
Fluorophores
The choice of fluorophore is especially important when undergoing colocalisation studies.
As mentioned in Section 1.3.5, a fluorophore is preferentially excited at a certain wave-
length, and emits at a longer wavelength[127]. These values can be visualised in the form
of an excitation/ emission spectrum. It is important that the fluorophore combinations
chosen for colocalisation studies have distinctively different excitation or emission spectra-
or at least that they are known well enough that the necessary precautions can be put in
place. Failure to take this into account can lead to both fluorophores being excited by the
same light source, or light from both fluorophores detected through the same emission
filter[213]. An example of co-excitation can be seen in Figure 3.1.
Figure 3.1: An example of fluorophore co-excitation; two different fluorophores being ex-
cited by a single laser. A) Laser excitation at 488 nm. B) Excitation spectrum of the
FluoSpheres used in the previous Chapter. C) Excitation spectrum of DiI, a membrane
stain used later in this thesis. Although the excitation efficiencies are not the same for
each fluorophore, if the correct precautions are not put in place, erroneous data may be
obtained.
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Co-excitation occurs when excitation spectra of two different fluorophores overlap, and
so can be excited by the same light source. This will cause the belief that a certain tagged
component is present when in fact it is not. One way around it is to use laser excitation,
where the narrow bandwidth minimises its extent.
Figure 3.2: An example of bleedthrough; when the emission spectra of two fluorophores
overlap. A) The emission spectrum of the FluoSpheres used in the previous Chapter. B)
One of the filters in place in the DualView, an emission splitter used later in this thesis,
520/30. C) The emission spectrum of DiI, a membrane stain used later in this thesis. D)
The second of the two filters in place in the DualView, 630/50.
Bleedthrough is when emission spectra overlap, so in an image it is not possible to
know the exact proportion of light from each individual fluorophore. This can again lead
to the belief that a certain molecule of interest is present when it in fact is not. Therefore
emission filters are used between the sample and the camera to reduce background from
unwanted sources[214]. This will mean that even if two different fluorophores are excited
by the same laser, only the light from one of them will reach the detector and be recorded.
An example of this can be seen in Figure 3.2, where both fluorophores can be excited by
a laser operating at 491 nm, and even with emission filters in place signal from both
fluorophores can be detected. In this instance it is necessary to prepare single colour
controls of samples.
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In some cases co-excitation of fluorophores can prove to be beneficial. For example
with an emission splitter system in place (see Section 4.4.7), images of two different
fluorophores can be obtained at once, halving the amount of laser exposure time and
reducing the risk of photodamage[215]. Bleedthrough, as visualised in Figure 3.2, requires
more preparation to work around. In an ideal scenario, a different fluorophore would be
used instead. However this is not always possible. Single colour controls have to be made,
samples that are identical in every way to the experiment containing both fluorophores,
but with only one or the other present. In this way, the sample can be illuminated with
settings for fluorophore A, for example, but with only fluorophore B present. If no signal
can be seen then it is possible to be confident that when both fluorophores are present,
when illuminating with setting for fluorophore A, none of the resultant signal is emanating
from fluorophore B. It is also necessary to have completely unstained samples, to ensure
there is no background autofluorescence that may interfere with the interpretation of
results[216].
Microscopes
Along with confirming the fluorophores chosen have sufficiently separate spectral proper-
ties and there is no discernible autofluorescence, co-excitation or bleedthrough with the
unstained or single colour controls, there are properties of the microscope that have to be
optimised for reliable and accurate data suitable for colocalisation analysis.
As discussed in Section 1.3.3, due to dispersion, a standard objective lens can lead to
errors in analysis of images. This is because coloured light from a single source will be
in focus in different z-planes. The use of plan apochromatic objective lenses reduces this
chromatic shift and prevents dispersion of photons of different wavelengths[217].
85
For fixed samples, sequential acquisition of colours helps to minimise any potential
inaccuracies arising from co-excitation of fluorophores. This may not be suitable for
live samples however, as these could move between acquisitions. For live samples or
scenarios which require rapid acquisition of images it is necessary for the use of a dual
colour imaging system which features a beamsplitter in the emission optics to separate
the two wavelengths from the fluorescent probes. This allows much more rapid imaging
and incorporates emission filters which reduces bleedthrough of light[218].
Although avoiding saturation of pixels is paramount to obtaining good images, extra
care must be taken when performing colocalisation studies as this will affect any analysis
done on the images.
The format in which the image is saved will also have an impact on colocalisation anal-
ysis. Saving the file as a JPEG, BMP or PICT for example will result in loss of potentially
relevant data. A non-lossy format such as a TIFF file must be chosen instead[207].
Image registration is another area which needs to be taken into account when per-
forming colocalisation analysis. The correct aligning of multiple colour channels or modes
of image acquisition in terms of scale, translation and rotation has to be accurate to ac-
quire precise values for levels of colocalisation. A slight misalignment in image channels
can result in a value for colocalisation being obtained that is low, or nonexistent. One
way of ensuring accurate registration is to use diffraction limited fiducial markers, for ex-
ample fluorescent nanoparticles that can be detected in more than one imaging channel.
By taking images over the whole field of view, control points can be determined and a
mapping calculated. This can then be used on future data sets to map points acquired
in one imaging channel directly onto another. This technique can be implemented using
MatLab’s image processing toolbox[219].
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3.2.2 Existing Techniques
There exist many ways of determining whether colocalisation occurs within an image, and
to what extent. These range from subjective to calculated, and vary in their relevance to
each individual case. This section evaluates the most common, and suggests why a new
technique is needed when considering nanoparticles in particular.
Subjective analysis
Subjective identification of colocalisation between two probes can be determined by the
appearance of a colour change when two existing images of probes are superimposed. This
is traditionally shown by the appearance of yellow pixels upon the merge of red and green
images. This poses a problem for those that are colourblind of course, but is dependent
on both of the probes exhibiting similar intensities. This renders this method useful only
in instances where the fluorescence of the two probes occurs in nearly equal proportions.
A more reliable method is to show the two images side-by-side with arrows pointing to
the probe of interest in the first, and duplicating these in the second. While this eliminates
the problems associated with overlaying the images, it still offers no quantifiable solution
to the problem of defining colocalisation.
Manual analysis
The most common form of quantitatively calculating the extent of colocalisation between
two fluorophores is by manually analysing the data in question. Typically the probes
of interest are identified and highlighted in one of the colour channels, and these co-
ordinates are examined in the other channel to determine the amount of overlap. Factors
such as size, fluorescence intensity, and number of these areas are used to give quantifi-
able information about probes present. The advantage manual analysis of data has over
computational methods is the ability of people to distinguish between actual fluorescent
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signal and noise within an image. This could be salt-and-pepper, gaussian or shot noise.
Dealing with noise has always been an issue for computational methods of determining
colocalisation, with techniques ranging from filters to wavelet transforms and probabilistic
neural networks having varying degrees of success[220, 221]. However, when considering
the speed at which a computer program can analyse image data, computational methods
are necessary for large data, high throughput experiments. With multiple cells analysed
per experiment, and repeats needed for validation, it can take days to manually analyse
the results of a single experiment. This can result in either fatigue related errors, or ’user
bias’ where points that support the hypothesis in question are preferentially selected[222].
An automated way of determining colocalisation values is necessary, for both replication
of results and feasibility in regards to time when considering the volume of raw data.
There exist a number of existing computational techniques designed for evaluating
the level of colocalisation between two fluorescent probes. These differ significantly in
approach and relevance to certain applications, and will be considered here.
Scatterplots
A scatterplot offers a relatively simple graphical way of representing results of fluorescence
colocalisation studies. The intensity of one colour is plotted against the intensity of the
second colour on a pixel-by-pixel basis. This results in the points clustering around a line
for positive colocalisation between the two fluorescent markers. Examples of both this
and when there is no correlation can be seen in Figure 3.3.
While scatterplots offer an indication of the degree of colocalisation, they are not
useful for comparing the extent of colocalisation in different experimental conditions,
or distinguishing actual colocalisation from random coincidence[224]. Other methods to
quantify the extent of colocalisation are much more useful.
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Figure 3.3: Colocalisation analysis of endocytic probes. A) Madin Derby Canine Kidney
(MDCK) cells incubated with transferrin conjugated to both Alexa 488 and Texas Red.
B) A scatterplot of the red and green intensities from the image in A. The points cluster
around a line characteristic of colocalised pixel intensites. C) MDCK cells incubated in
both Alexa 488-transferrin and Texas Red-dextran. D) A scatterplot of the red and green
intensities from the image in C. High values in one channel corresponding with low values
in the other indicate a lack of colocalisation. Adapted from [223].
Pearson’s correlation coefficient
The use of scatterplots suggests Pearson’s correlation coefficient (PCC) would be a useful
measure of quantifying colocalisation between different colours in an image[225]. PCC
measures the amount of linear dependence between two variables, in this case the inten-
sities of pixels in two colour channels. The value varies between -1 for complete negative
dependence, 0 for no correlation, and +1 for total positive dependence. The method for
calculating the PCC between two variables can be seen in Equation 3.1.
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PCC =
Σi(Ri − R¯)× (Gi − G¯)√
Σi(Ri − R¯)2 × Σi(Gi − G¯)2
(3.1)
where Ri and Gi are the i
th pixel intensity values in the red and green channels
respectively, and R¯ and G¯ are the mean intensity values of the entire red and green
images. For example, the PCC values in Figure 3.3 B and 3.3 D are 0.944 and -0.045
respectively.
PCC as a tool for quantification is simple, fast, and is free from user bias. As the mean
intensity is subtracted from each individual pixel value, this technique is independent of
signal levels and background noise. However, while extreme values are easy to interpret,
intermediate values are more ambiguous, except when used in comparative studies. This
is because the magnitude of the PCC is generally taken to be r2, giving a magnitude of
between 0 and 1. The result of this is that half of the possible values for the PCC are
contained within 25% of the range of values for r2 (−0.5 < r < 0.5 7→ 0 < r2 < 0.25).
Additionally, when using freely available analysis software, the whole image is generally
used for measurement. However, a region of interest (ROI) should be drawn around the
cell so as not to depress the degree of correlation, either from the background or from
multiple cells expressing different overall intensity values. It should also be noted that this
method does not work if a simple linear relationship is not expected. If one fluorophore
is present in multiple areas while the other is confined to fewer, a much lower value for
PCC is obtained. While this can be overcome by only looking at pixels which contain
both fluorophores, this eliminates all analysis of negative correlation, which is just as
useful as positive correlation[207]. This also raises the issue of distinguishing signal from
background noise. This is not a trivial process, but will be addressed later.
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Manders overlap coefficient
The Manders overlap coefficient (MOC) is related to the PCC, but doesn’t subtract the
mean signal at all, eliminating negative values. The calculation can be seen in Equation
3.2:
MOC =
Σi(Ri ×Gi)√
ΣiR2i × ΣiG2i
(3.2)
While eliminating negative values makes the result less confusing, it does have conse-
quences which make the MOC undesirable as a method of quantifying colocalisation[226].
This is due to the fact that the MOC does not take into account signal proportionality,
only co-occurrence of pixels with positive values in both channels. This is completely
independent of signal values. An example where the MOC fails as a useful indicator of
colocalisation can be seen in the scatterplots in Figure 3.4. While 3.4 A and B have high
magnitude values for both the PCC and MOC, 3.4 C has a very low value for the PCC,
but a very high value for the MOC.
Figure 3.4: Three scatterplots useful for comparing Pearsons correlation coefficient (PCC)
to Manders overlap coefficient (MOC). A) Overall positive correlation: PCC = 0.73, MOC
= 0.99. B) Overall negative correlation. PCC = -0.71, MOC = 0.92. C) No correlation.
PCC = -0.03, MOC = 0.97. Adapted from [223].
Rather than study the co-occurence of two probes it is typically much more biologically
relevant to look at the fraction of one probe that is coincident with the second.
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Fractional overlap
Typically in cell biology one wishes to know the extent of how much one probe interacts
with another, not the amount of co-occurrence of both. To this end, Manders’ correlation
coefficients (MCC) can be calculated[227]. These give values for the fraction of fluorophore
1 (R) present in compartments containing fluorophore 2 (G) and vice versa. These are
calculated as:
M1 =
ΣiRi,colocal
ΣiRi
(3.3)
where Ri,colocal = Ri if Gi > 0 and Ri,colocal = 0 if Gi = 0. M2, which calculates the
fraction of G in compartments containing R is calculated in the same way with the pixel
values reversed.
While this gives an intuitive and biologically relevant value for the colocalisation of
probes, this method relies on having no background fluorescence at all, as seen in the
numerator of Equation 3.3. This raises problems, as the combination of out of focus light,
autofluorescence, light leakage into the system and non specific labelling render the vast
majority of pixels in an image non-zero. This requires post-processing to be performed
on an image before MCC can be calculated. In most cases, simple thresholding of an
image is very sensitive to the value chosen, and introduces user bias into the calculation.
An automated method for selecting threshold values is therefore much more robust and
relevant.
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Thresholding
Costes One way of automatically thresholding an image is using the Costes method[212].
This works by calculating the PCC for all pixels, and works down the intensity values
for each colour down the regression line while the value is greater than or equal to zero.
Once zero is reached, any pixels still remaining are counted as background, i.e. the red
and green values at this point are used as the threshold values. MCC is then calculated
for these remaining ’colocal’ pixels. This process can be visualised in Figure 3.5.
Figure 3.5: An illustration of Coste’s method of thresholding. The line of best fit (cyan)
is calculated using linear least-square fit of the two intensities. Following this, intensity
values starting at the maximum are used to calculate the PCC. These intensity values
are then reduced incrementally until the PCC equals zero. These values are used for the
automatic threshold values. Points shown in yellow are considered colocalised. Some pixels
are still colocalised, as shown in the pink oval. However as they get dimmer it becomes
harder to distinguish them from background noise, as shown in the dotted pink circle.
Adapted from [212].
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This method is reproducible, simple to implement, and eliminates user bias. It has
been shown to work successfully, and has been widely applied to studies in cell biology[228,
229]. However, there are limitations to this technique for automatic thresholding. It has
been shown that in cases of very high labelling density or large differences in the quantity
of cellular compartments labelled it can fail to find a suitable threshold[230]. It is also
not optimal for images with low signal-to-noise ratios, where it identifies a value for the
threshold that is far too low as to be useful for quantifying the data. It is possible in
these cases to manually select regions of the regression used to identify thresholds, however
this once again introduces the possibility for user bias. This method is also unsuitable
for images in which there is spatial variation in the levels of background fluorescence, a
problem to be addressed later.
Otsu’s method Another way of thresholding an image so it is suitable for colocali-
sation analysis is Otsu’s method. This is a clustering-based image thresholding technique
used to binarize a greyscale image. It does this by assuming the image contains two
classes of pixels, the signal fluorescence and background noise, i.e. that the histogram is
bi-modal. It then maximises the variance between these two presupposed clusters. Using
this technique makes it possible to discount the background pixels and use only those
considered signal in the analysis. An example can be seen in Figure 3.6C.
Otsu’s method has successfully been used for thresholding images prior to colocalisa-
tion analysis. It has been demonstrated in a wide range of conditions including study-
ing healthy and compromised bacteria[231], mitochondria between frames in time lapse
images[232], and Rab5 colocalisation with Pten within endosomes[233].
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Figure 3.6: The effect choice of threshold value can have on an image. A shows the original
image (”Dot Blot.jpg”, taken from the sample folder in ImageJ). C shows the image after
being thresholded using the value gained from Otsu’s method. Images B and D show the
image using threshold values 10% above and below the value gained from Otsu’s method.
There is a compromise between selecting as many points as possible without including
erroneous data points. If manually selecting a threshold value, all of these positions have
merit for being chosen, and would depend on the individual.
While Otsu’s method is fast and easy to implement, it does not, for example, take into
account potential variations in background intensities. Another shortcoming, as with the
other methods examined thus far, is that it neglects accounting for the spatial distribution
of pixels in the image. A more reliable technique when considering biological applications
would incorporate some sort of object based thresholding process.
Object-based analysis
All the methods reviewed so far calculate colocalisation or suitable threshold levels on a
pixel-by-pixel basis. This does not take into account at all the fact that what is being
analysed is part of a unique structure, and thus is highly susceptible to noise in both
colour channels. A more biologically relevant way of analysing images when looking at
colocalisation within fluorescence images is by considering structures in three dimensions,
and taking into account the optical distortion introduced by the microscope. This is
known as object-based analysis.
95
One way of doing this involves manually identifying the structures. Plotting fluores-
cence intensity curves of the structures makes it possible to discern biologically relevant
details in the image from background noise[234]. This technique has been successfully used
to quantify the colocalisation of pre-vacuolar compartments with Golgi stacks. While this
method is generally more reliable than merely considering fluorescence intensity in images
on a pixel-by-pixel basis, it requires manual input which can introduce user error, and
can also be very time consuming.
A much better way to perform object-based analysis is by performing morphological
operations to segment the structures of interest within an image. Many ways of doing
this have been tried, usually through delineation of each structure through edge-detection
software, for example Sobel or Laplacian filters[235, 236], followed by basic morphological
operations. A slightly different approach commonly used where the structures being stud-
ied are of a similar shape and size is the top hat filter[237]. This uses a pre-determined
’structuring element’ to identify the required cellular compartments. The effect of apply-
ing this on the image seen earlier shows both its usefulness and limitations, as demon-
strated in Figure 3.7. If structures are still not completely separated, a watershed filter is
commonly used to identify common boundaries between objects[238]. This is where edges
are determined by identifying local minima in an image, analogous to catchment basins
within height maps.
Once the structures in an image have been singled out and separated, a three dimen-
sional centroid detection algorithm can position each of the elements. Either this, or the
centre of intensity for each of the volumes can be used. These coordinates will be the same
if the structures are below the resolution limit, or are homogeneously fluorescent. This will
depend on the subcellular compartment of interest, and will need to be determined in in-
dividual cases. Structures can be considered colocalised if the distance between centroids
in each colour channel are below the resolution limit, as has been displayed with the golgi
association of AtPIN1[239]; or if the centres of intensities display this property, observed
96
Figure 3.7: An illustration of the top hat method of thresholding. A shows the same image
used in Figure 3.6A, with the values inverted so as to better highlight the effects of the
filter. B shows the result of applying a disc shaped structuring element of radius 15 pixels
(in red). C and D have used disc shaped structuring elements of radii 10 and 20 pixels
respectively. This shows that an appropriate choice of structuring element can do a very
good job of highlighting desired elements within an image, and eliminating background
noise. However, if the wrong choice is made, or if the required structures in an image
have different sizes or shapes, this method would not be suitable.
when studying formation of membrane proteins in mammalian cells[240]. It is common to
specify a fraction of overlap, over which the two objects are considered colocalised[241].
This is to determine whether the two objects of interest are close enough to each other so
as to be able to interact[242].
While object-based colocalisation methods are generally much more robust than pixel-
based approaches, there are still shortcomings of the approach. Images with high amounts
of noise are still susceptible to incorrect quantification, such as those in high speed time-
lapse studies of vesicle tracking. The top hat filter tends to underestimate the amount
of colocalisation in an image due to its rigid adherence to detection of predefined struc-
tures only. The watershed transform is particularly susceptible to noise and highlights
inconsistencies in illumination, and attempts to counteract this tend to result in over-
segmentation. It should also be noted that use of centres of intensity or centroids of
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segmented objects results in a massive underestimation of colocalisation if the structures
in question are larger than the optical resolution limit[207]. This can be overcome by
looking at overlap of the centroid of one of the fluorophores in question with the entire
volume of the other[240], however this still only gives information on one class of structure
rather than giving an overall estimate of colocalisation.
More recent advances in the strive for an ideal automated colocalisation program have
included probabilistic models for the likelihood of whether a pixel belongs to an object[243]
and quantification of random noise and estimations of colocalisation uncertainty[244]. De-
spite these attempts, a reliable automated colocalisation analysis method for computa-
tionally thresholding and segmenting an image is not yet available. This makes comparing
results from different research groups impossible. In an attempt to remedy this, a method
to standardise colocalisation analysis for biological applications has been developed.
Colocalisation Benchmark Source
The Colocalisation Benchmark Source (CBS) is a collection of free downloadable images
designed to help researchers validate the degree of colocalisation of probes in fluorescence
microscopy images[245]. They are provided as sets of ten computationally simulated im-
ages, ranging from 0% to 90% colocalisation, and the values for PCC, MOC and MCC are
provided. The method for generating these images uses a known protein-protein proximity
index, described in detail in reference [246]. This allows researchers to compare the values
from their images, and provides a way to standardise colocalisation levels over different
scenarios[247, 248]. It employs a fuzzy linguistic system model, allowing researchers to
state confidently whether the degree of colocalisation is Very Weak, Weak, Moderate,
Strong, or Very Strong. This is both easy to understand and makes comparing images
from different experiments simple. While quantifiable results are not the outcome of using
these images, they do make it easier for researchers to understand and communicate their
results.
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Of particular interest for this research is the computationally generated data that is
provided by this service. Images supplied are independently made and freely provided,
with exact colocalisation values known. Use of this to test the development of a new
colocalisation method will allow production of reliable and reproducible data.
3.2.3 Noise reduction methods
One way to improve the accuracy of automated methods for determining the extent of
colocalisation is via the removal of noise. This allows more accurate analysis by enhancing
the features of interest with respect to their surroundings. This is widely performed by
convolution of the noisy image with a Gaussian kernel, which has the effect of ’smoothing’
the image[249]. While not computationally demanding and easy to implement, this pro-
cess tends to blur images and as such should not be used in isolation for accurate image
analysis.
A more robust method that reliably preserves structure in an image is based on non-
local means. The value of a pixel is determined via comparison to all the pixels in
the image, weighted by how similar they are to the target pixel. The digital image is
then compared to its denoised version, and the difference between the two is modelled
on white noise[250]. While effective, this method has a high computational complexity
which renders it impractical for processing large image sets.
Some of the most promising methods of noise reduction are based on wavelet transforms[251].
An image is split into different bands based on the frequency of the data it contains. Rel-
evant image information is contained within a few of these, with noise evenly spread
throughout[252]. The challenge with this method is determining which planes contain
accurate image information, and which can be discarded. Models based on Bayesian
statistics which accurately describe the signal and noise components have shown to be
successful in this regard[252].
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Noise reduction methods were traditionally used in separating signal from noise in
astronomy images[253]. These methods were then successfully applied as a preliminary
step in spot detection approaches in cell biology[254], prior to signal thresholding and spot
classification. A novel approach to spot detection and classification has been published
recently[255], the initial step involving an improved method for noise reduction. This
has demonstrated both an increase in accuracy and speed. It combines optimal Gaussian
filtering, with the standard deviation of the Gaussian kernel matched to the width of the
point spread function of the microscope. This enhances the spot-like features in the image
while simultaneously suppressing noise. It combines this with an isotropic undecimated
wavelet transform, which is well suited to biological images[254]. This effectively removes
noise without blurring the image, and eliminates uneven background features. By util-
ising this novel approach to noise reduction and applying it to established methods of
colocalisation calculation it will be possible to acquire much more accurate values.
3.3 Aims and Objectives
The aim of this Chapter is to develop a reliable and fast method for determining the
relative colocalisation of two structures of interest within a cell. For the purpose of this
thesis, particular attention will be given to fluorescently tagged cargo within vesicles, or
proteins associated with vesicles. The process will be automated so as to eliminate user
bias or human error from any results. Select parts of a novel algorithm designed for spot
detection and classification will be used to denoise images. This process will be combined
with current methods for measuring colocalisation. This new method will be applied
to both computer generated and manually acquired data, and the results compared to
traditional methods.
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3.4 Materials and Methods
3.4.1 Determining a suitable threshold value: validation of de-
noising algorithm
The images used to compare the ability of different methods to find threshold values
were of HeLa cells expressing fluorescent Rab5 proteins. Rab5 is responsible for much of
the immediate responses to vesicle internalisation[256], and is described along with the
method for obtaining the images in Chapter 4. The images exhibit a high level of noise as
they are single frames from high-speed timelapse series. This was deliberately chosen to
test the limits of the methods studied. All calculations of Otsu’s method of thresholding,
Sobel filter application, and top hat segmentation were implemented in MatLab version
R2014a (8.3.0.532), 64-bit. The novel denoising software[255] was run through ImageJ
version 1.49g running Java 1.6.0.24 (Fiji), accessed from MatLab via the Miji command.
3.4.2 Colocalisation program development
The colocalisation program was implemented in MatLab version R2014a (8.3.0.532), 64-
bit. Images were required to have either two colour channels, or two colour channels and
a brightfield channel, and be of a .tif or .nd2 format (saved as standard by Olympus and
Nikon respectively). All images in a specified folder were loaded, and cropped to the
outline of the cell area using the brightfield image if it was available. The colour channels
were run through the denoising software[255], through ImageJ version 1.49g running Java
1.6.0.24 (Fiji), accessed from MatLab via the Miji command. These were then turned into
binary masks via Otsu’s method of thresholding and subjected to ’opening’, a morpho-
logical operation to erode single pixels from the analysis followed by a dilation so larger
spots returned to their original size. The two colour channels were then overlaid, and one
was chosen to be the focus of the analysis. Intensity centroids of the spots in this channel
were determined, and the proportion of these that overlapped with the mask in the second
channel was calculated. This value was used as the colocalisation value. Original versions
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of this program rotated the second image 180◦ to calculate a value for random overlap.
This was used to calculate the amount of overestimation given by the program, and a
correction was built in for this. Full documentation of the final program can be found in
Appendix B.
3.4.3 Computationally simulated data for validation
Computationally simulated images and data for validation of the program were obtained
from the Colocalisation Benchmark Source, and are freely available at http://www.colocalization-
benchmark.com/. These images were used to test the new colocalisation program alongside
the PCC, MOC and MCC, the values of which were all calculated using the ’Coloc2’ plu-
gin from ImageJ version 1.49g running Java 1.6.0.24 (Fiji). Data was plotted in Microsoft
Excel, which was used to calculate the trendline for the data given by the program. This
was then used (along with the ’random overlap’ of 15% gained from the program) to
calculate the equation to counter the level of overestimation given by the program.
3.4.4 Experimental data for validation
Experimentally acquired images and data for validation of the program were obtained
with permission from Sylwia Jones. All documentation regarding this research can be
found in reference [257]. Image sets of both high and low colocalisation were run through
the newly recalibrated program and compared to the results gained by hand.
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3.5 Results and Discussion
3.5.1 Validation of new noise reduction algorithm
The main problem in trying to quantify colocalisation is a lack of a consistent standard of
analysis. While there are many ways of quantifying the colocalisation of two fluorescent
probes, there are always scenarios in which they are not relevant, or simply do not work.
In a majority of cases, this is due to the signal to noise ratio being too low for compu-
tational techniques to automatically threshold. In these cases someone has to intervene,
introducing user bias into the process.
To account for the difficulty of automatic computational calculation of a suitable
threshold value, or the shortcomings associated with existing segmentation algorithms,
this program utilises a new novel de-noising algorithm developed by William Pitkeathly[255]
to vastly improve the signal-to-noise ratio before thresholding. This consists of a spot de-
tection framework based on variance stabilisation, optimal matched Gaussian smoothing,
and wavelet analysis. This rapidly and consistently separates spot-like features from noisy
pixel values and varying background intensity. The effect of this new algorithm can be
seen alongside those of Otsu’s thresholding, application of a Sobel filter, and top hat
segmentation in Figure 3.8. An image displaying a HeLa cell expressing fluorescent Rab5
proteins was selected for this side-by-side comparison. It is a single frame from a high
speed time lapse experiment, hence the relatively low signal-to-noise ratio. This was de-
liberately chosen as a representative image for future experiments looking at tracking of
nanoparticles in fast moving vesicles.
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Figure 3.8: A comparison of de-noising and segmentation algorithms. A) Original noisy
image of fluorescent Rab5 proteins in a HeLa cell. B) A magnified copy of the highlighted
region in Figure A. C) The result of applying a Sobel filter to the image. The edge detection
is effective for spots with clear boundaries, but less so for faint, or multiple close spots.
D) The result of applying a top hat filter to the image. It produces a good result in this
case, however the structuring element chosen was specific to this image and would have to
be optimised for each experimental condition. E) The result of the new novel de-noising
algorithm. It can be seen subjectively that the new method is much more effective at noise
reduction than the other established methods, and required no additional input.
When applied to the image in Figure 3.8A, Otsu’s thresholding method simply does
not work. The whole image is interpreted as background noise, and no signal can be seen.
The combination of low intensity levels in the image and poor signal to noise ratio renders
this technique inadequate. The levels given by Coste’s algorithm gave an identical result,
with no features being detected at all. With these being the main methods of image
processing for pixel-based colocalisation analysis techniques, it is clear that object based
segmentation is necessary for nanoparticle colocalisation analysis in this case.
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Edge detection filters such as the Sobel filter in Figure 3.8C were also shown to be
inadequate for determining the boundaries of these vesicles. The lack of a distinct edge
results from a combination of the small size of these vesicles, and the low exposure time
required for imaging at such high speeds.
The top hat filter employed (Figure 3.8D) used a disc shaped structuring element with
a radius of 3 pixels. This gave a satisfactory outcome, however the choice of structuring
element required for each case has to be manually selected, resulting in a program that
is not fully automated. A closer look at the result of applying this filter compared to the
new de-noising algorithm can be seen in Figure 3.9.
Figure 3.9: A more in depth comparison of the top hat filter to the new de-noising algo-
rithm on a noisy image of fluorescent Rab5 proteins in a HeLa cell (A). Bi) The highlighted
area in A, after application of the top hat filter using a disc shaped structuring element of
radius 3. Ci) The highlighted area in A, after application of the new de-noising algorithm.
Bii, Cii) The corresponding images after Otsu’s method of thresholding. Individual spots
have been coloured to indicate separation. It can be seen that the top hat method is inferior
to the new de-noising algorithm at separating individual spots.
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Figure 3.9 shows an enhanced comparison between the top hat filter and the new
de-noising algorithm. It can be seen that while there is noise reduction associated with
the top hat filter, it does not compare to the complete background elimination of the
new technique. Colouring of the binary image highlights an inability of the top hat filter
to separate distinct spots. The top hat filter regularly provides images that after Otsu
thresholding claim 74% fewer vesicles than the new de-noising algorithm (n = 3, 10 cells
analysed per experiment). This is with a dedicated circular structuring element in place,
with a radius of three pixels. This size was selected as most of the observed spots were
of this size. A smaller structuring element was tried, which gave a vesicle count of 48%
more than the de-noising algorithm. However, inspection of this revealed a high level
of noisy pixels being detected, and larger spots being split due to the algorithm fitting
smaller spot sizes to what were originally larger vesicles. The new algorithm cleanly and
consistently separates stained vesicles. This is seen regardless of size of the structure
being analysed. This renders it more consistent and easier to implement than the top
hat filter, which requires user input, or any of the other methods traditionally used for
processing of images used in colocalisation analysis.
Now that this technique has been validated, it is possible to implement it in a program
dedicated to the detection and analysis of colocalisation.
3.5.2 Workflow
Now that a method of improving the signal to noise ratio of fluorescent images has been
developed, the process of using this to develop a better colocalisation program can con-
tinue. Methods already shown to be effective can be used reliably, but with improved
spot detection we can be confident that more reliable results can be obtained.
The general process is described in Figure 3.10. Images of most file types have been
shown to work, including those saved as standard by Nikon and Olympus microscopes
(.nd2 and .tif respectively). Firstly, the image is cropped to the size of the selected
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Figure 3.10: A flow chart showing the sequence of steps undergone by the proposed colo-
calisation program.
cell boundary. This is to reduce processing time. Images then undergo the de-noising
program. This reliably and effectively reduces noise from images and separates individual
spots. Morphological processes such as Otsu thresholding and opening of the subsequent
binary mask, which have been shown to be effective in previous methods of colocalisation
analysis, are then performed. These masks are then overlaid, and the intensity centroids
of the spots in the nanoparticle frame checked to see if they are located within the spots
containing the other fluorescent marker. The percentage of those that do is then displayed,
alongside a value for random colocalisation. This is calculated by rotating the nanoparticle
channel and performing the same calculation. Images showing the step-by-step process
are displayed in Figure 3.11.
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Figure 3.11: Images showing the steps performed in the colocalisation program. i:
nanoparticle channel (cyan borders); ii: DiI channel (red borders). A) The original indi-
vidual colour channels. B) Cells are identified and images undergo de-noising. C) Binary
masks are created from the images. D) Masks are overlaid and the percentage of spots
in the nanoparticle frame that significantly overlap with those in the marker channel is
calculated. E) extracted section from the image (purple). The left shows two spots that
significantly overlap (’o’, white). This is counted as a colocalisation event. The centre
of the image shows nanoparticle (cyan) and DiI (red) spots that do not colocalise with
one another. Top right of the image shows slight overlap (white). However, because the
centroid of the nanoparticle spot (’x’) is not contained within the DiI spot, this is not
counted as a colocalisation event.
3.5.3 Validation of new colocalisation program
To ensure that the program is working correctly, it has to be tested in situations where
the outcome is already known. To this end, tests were done on both the computationally
simulated data from the Colocalization Benchmark Source (CBS)[258], and real data that
has already been analysed by hand. This is to make sure that when analysis is done on
new data, the results obtained by the program can be trusted.
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Comparison to simulated data
The ten simulated images provided by the CBS[258] range from 0% to 90% colocalisation.
These are provided in several image sets, for comparison to red/ green images, green/ blue
images and blue/ red images. They are designed to be compared to experimentally ob-
tained images so that reliable and consistent quantitative data can be acquired. However,
for the purpose of validating the program on a series of images of different colours and
accurately known qualities, they are invaluable. If the program gives the same values as
these images are known to have, this builds confidence that it can give the correct results
for images where the values are not known. The program was run on all image sets to
ensure maximum validity, and the results are displayed in Figure 3.12.
Figure 3.12: Results from several measures of colocalisation when applied to the simulated
images from the Colocalisation Benchmark Source. A) shows an example image from the
CBS, of 50% colocalisation between red and green images. B) graphically shows the re-
sults of performing Pearson’s Correlation Coefficient (blue), Manders Overlap Coefficient
(red), Manders Correlation Coefficient (green), and the new program (purple) based on
the improved de-noising algorithm described earlier. Each point was calculated from the
average of the values obtained from the red/green image, red/blue image, and green/blue
image provided by the CBS[258].
It can be seen in Figure 3.12 that the most accurate method for analysing the colo-
calisation in the case of these computer generated images is the Pearson’s Correlation
Coefficient. This is unsurprising, as the method used to generate the images initially
was based on this[258]. It does not match precisely to the stated values because of the
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synthetic noise added to the images. The Manders Overlap Coefficient and Correlation
Coefficients give much higher values than those stated. This is because of the tendency
of these methods to overestimate the amount of colocalisation between two variables due
to randomly overlapped pixels[246]. It can also be seen that while the new program de-
signed to measure colocalisation gives very accurate results for values above 50%, there
is a variable amount of overestimation for lower values. This ranges from 15% at zero, to
5% at 40. One possible explanation for this is the program overestimates at lower values
due to noise in the images, which has less of an impact at higher values of colocalisation.
It becomes necessary to counteract this overestimation seen by the program at lower
values of colocalisation. A formula can be constructed to map the observed values to what
is expected according to the values given by the CBS images. Using the ’plot trendline’
function in Microsoft Excel, and fitting the observed trend to a quadratic polynomial
gives the equation of the line of best fit as:
y = 0.0024x2 + 0.5889x+ 16.7 (3.4)
or
y =
3
1250
x2 +
5889
10000
x+
167
10
(3.5)
Because we are only interested in values between 0 and 100% colocalisation, Equation 3.5
is a one-to-one function and as a result can be inverted. The coefficient of x2 must first
be taken as a factor and can be moved to the other side of the equation:
y =
3
1250
(x2 +
1963
8
x+
20875
3
) (3.6)
so
1250
3
y = x2 +
1963
8
x+
20875
3
(3.7)
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It is now possible to complete the square:
1250
3
y = (x+
1963
16
)2 − (1963
16
)2 +
20875
3
(3.8)
so
1250
3
y = (x+
1963
16
)2 − 8093889327
1000000
(3.9)
This can now be rearranged to find x in terms of y, and the mapping from the equation
given by the new program to the desired outcome is complete:
√
1250
3
y +
8093889327
1000000
− 1963
16
= x (3.10)
As the original equation was an approximation of a trendline, and for simplicity and visual
clarity, numbers have been rounded to the nearest integer in Equation 3.11. Figure 3.13
shows the effect of applying this mapping to the data obtained in Figure 3.12.
√
417y + 8094− 123 = x (3.11)
The results seen in Figure 3.13 show that the program gives values that are almost
identical to those that the images represent according to the CBS. By transforming the
data by the function in Equation 3.11, values obtained with colocalisation values above
50% remain largely unchanged, while lower values of colocalisation are compensated for
previously observed overestimation. The shortcoming associated with this mapping is
that if values under 16.87% (obtained by equating Equation 3.11 to zero and calculating
the value of y for which this occurs) are obtained by the program, they will be transformed
to a negative number. This shouldn’t be seen as a problem however, as this is only the
case in images where the true value for colocalisation (according to the CBS data) is very
close to zero, as seen in Figure 3.12.
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Figure 3.13: Values obtained from CBS images after transformation by Equation 3.11
(blue). Black line indicates y = x, i.e. the line the points should lie on if the precise
values are obtained.
Comparison to human analysis
It can be argued that human interpretation of colocalisation can be open to ”experi-
menter’s bias”. Results can be skewed by deciding fluorophore proximity is ’close enough’
in cases where it suits the hypothesis, and vice versa. By computationally analysing data
this bias is minimised, with every scenario treated equally. However, in order to further
test the program, comparing it to human analysis as a ’ground truth’ is another way to
ensure accurate results are being obtained. To give added credibility to the following,
comparisons with the program were obtained using data not previously quantified by the
author. The results shown in Figure 3.14 were gained from images and data kindly pro-
vided by Sylwia Jones[257]. Results from six different colocalisation studies were used,
covering a range of levels of colocalisation and spot morphology. This included many
small points as seen in 3.14B, or fewer larger spots as seen in A and C. T-tests on the
data are not significant enough to reject the null hypothesis, i.e. it is not possible to
distinguish between data acquired by hand and results obtained by the program. This is
very promising as it cuts analysis time from days down to minutes, and is consistently
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Figure 3.14: Validation of the proposed colocalisation program when compared to human
analysis. In the centre, the graph shows significant similarity between human and auto-
mated analysis of six separate biological colocalisation studies, indicating robustness for
cases exhibiting both high and low colocalisation. A) mCherry-Ack1 with EGFR-GFP; B)
mCherry-Ack1 with p62/SQSTM1; C) mCherry-∆UBA with EGFR-GFP; D) mCherry-
tAck1 with EGFR-GFP; E) mCherry-∆Src with EGFR-GFP; F) Clathrin ds-red with
EGFR-GFP. Surrounding are representative images of results from the running of the
program (Red: mCherry tagged fluorophores in A-E and ds-red in F; Cyan: GFP tagged
fluorophores in A and C-F and p62/SQSTM1 in B; White: points of red and cyan colo-
calisation). Data used for this Figure was obtained with permission from Sylwia Jones
[257]. p-values gained via Student’s t-test indicate no statistically significant differences
so the null hypothesis, that the means of the acquired data sets in each case are similar,
stands. 9 cells were analysed in each experiment. Bars show standard error in data.
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replicable. One way to improve the validity of these results would be to perform many
more equivalent calculations on a wider range of data from multiple sources. This would
reduce further the probability of having made a type II statistical error, and increase
confidence that the data provided by the program is reliable.
3.6 Conclusion
It has already been established that with the rapidly increasing field of nanotechnology,
more research is needed to ascertain the effects of new nanoparticles at the cellular level.
One method to attain this information involves experiments to determine the progression
of nanoparticles throughout the live cell cycle. These typically include colocalisation
studies, using fluorescently tagged nanoparticles and cell compartments to determine what
parts of the cell nanoparticles come into contact with.
With the many different methods for determining colocalisation, direct comparison of
results has typically been a challenge. Either computational methods have been used,
where the choice of method can depend on the individual experiment or the image ac-
quisition technique. These methods have typically also been heavily susceptible to noise,
which can give misleading results. Alternatively, analysis has been done by hand, intro-
ducing user error and bias into the process, as well as proving to be time consuming.
To this end, a new colocalisation program designed for the detection and colocalisation
of nanoparticles with cellular substructures has been realised. It employs a novel noise
reduction algorithm which has been shown to be more robust and reliable than existing
automated methods. It also gives comparable results to human analysis, but is much
faster and free from user bias.
Now that a reliable method for the analysis of nanoparticle colocalisation studies
has been realised, research into more effective biological assays in studying nanoparticle
uptake into cells can be performed.
114
CHAPTER 4
EFFECTS OF THE PROTEIN CORONA ON
NANOPARTICLE UPTAKE/ DEVELOPMENT OF
NEW BIOLOGICAL METHODS FOR ANALYSIS
OF NP INTERNALISATION
4.1 Overview
In Chapter 2, it was established that the presence of serum proteins within cell culture
media reduced the cellular association of 20 nm carboxylate-modified fluorescent modified
beads by up to 20 times relative to those cells incubated in serum-free media. Confocal
microscopy analysis revealed that not only the cell surface association of the beads, but
also the potential for internalisation is greatly reduced by the presence of serum proteins.
However, in both serum-containing and serum-free conditions, internalisation of these
nanoparticles was highly dependent on clathrin-mediated endocytosis. Studies on cells at
4◦C also revealed a likelihood of plasma membrane permeabilisation being a contributing
factor to the presence of intracellular nanoparticle accumulations.
In Chapter 3, a program for performing colocalisation analysis on multichannel images
was outlined and validated. This will be utilised in the following Chapter to allow a
more thorough range of experiments to be accomplished in a much shorter time frame,
and enable a deeper understanding of not only what factors affect the internalisation
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of nanoparticles through studies of the protein corona, but also what happens to the
nanoparticles once they have been internalised.
All of the studies in Chapter 2 were performed on fixed cells so as to get consistent
timings for the image acquisition process. However, when looking at live cells on the mi-
croscope other discrepancies arise between those cells incubated in serum-containing and
serum-free media. These will be examined in this Chapter. Using the program developed
in the previous Chapter it will also be possible to examine the extent of colocalisation
with fluorescent markers for various proteins, enabling rapid quantification of the location
of nanoparticles under different experimental conditions.
In tandem to this, it would be valuable to know how nanoparticles are interacting with
the membrane in terms of the internalisation process. Rather than merely detecting the
permeabilisation of the membrane in terms of the presence of Sytox Green fluorescence as
performed in Chapter 2, if real time identification of the internalisation of nanoparticles
at the cell membrane could be detected, and endocytosis distinguished from direct per-
meabilisation, then immediate quantification is a possibility. To this end, a novel protocol
for using TIRF as a means of studying nanoparticle uptake is established.
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4.2 Introduction
4.2.1 Live cell imaging
While there are advantages to imaging of fixed cells, such as the time to maximise resolu-
tion and contrast, minimise noise, and the ability to image at room temperature, live cell
imaging brings many benefits that justify the added complexity. There are no fixation
artefacts when imaging live cells, and it is the only way of recording real time sequential
events such as cell migration. Dynamic processes, for example microtubule turnover can
be recorded, and sensitive processes such as monitoring of ion gradients and membrane
potential is possible. When considering nanoparticle uptake and trafficking, live cell imag-
ing provides an opportunity to identify differences in dynamics that wouldn’t have been
noticed in studies involving fixed cells, such as motility discrepancies.
Live cell imaging has been used extensively in the study of nanoparticle uptake[259,
260, 261, 262]. These include both studying the uptake of nanoparticles themselves, or
using fluorescent nanoparticles as tags to track other molecules of interest. One thing
that is clear from all studies is that there is no way of knowing how a cell will react to a
nanoparticle before they are introduced, and even then the results can be disputed[181].
The need for a more rapid and robust method of characterisation of new and existing
nanoparticles in different conditions remains[263]. Rapid live cell imaging is arguably the
most relevant way to approach this. The capability for real-time visualisation enables a
unique insight into dynamic interactions in the cellular environment, and would permit
new information to be gained regarding nanoparticle affinity to, and uptake by, cells.
Colocalisation studies with fluorescent proteins or stained membranes, such as those de-
signed to take into account both spatial and temporal data[264], are uniquely able to
attain this data in real time.
117
4.2.2 Endocytic trafficking
One way of determining the behaviour of nanoparticles after internalisation is via colo-
calisation studies with fluorescent probes. As discovered in Chapter 2, clathrin mediated
endocytosis is a primary route of entry for 20 nm carboxy-modified polystyrene nanoparti-
cles. With this in mind, colocalisation experiments with fluorescent markers of endocytic
pathways are an ideal method of discerning what happens to nanoparticles once they are
inside the cell. Most current studies have shown that nanoparticles, regardless of shape,
size and composition, end up in lysosomes (with exceptions, [112, 163, 265, 266]), where
degradation traditionally occurs. However these studies have tended to examine only the
nanoparticles’ final destination. Knowledge of the route they take to end up there could
prove valuable in terms of nanomedicine, where specific subcellular compartments are
targeted. However this process is a complicated one, as the interactions between different
cellular compartments are complex, and much remains unknown.
Arguably the most studied regulators of intracellular trafficking are the Rab family of
GTPases. Rab5 for example is responsible for much of the immediate responses to vesi-
cle internalisation[256], for example regulation of early endosomal membrane fusion[267],
facilitation of vesicle uncoating following clathrin mediated endocytosis[268], and regula-
tion of the microtubule motility of early endosomes[269]. Studies highlighting how the
size of particles affects the route and rate of entry have shown a faster uptake of 40 nm
nanoparticles through Rab5-containing vesicles compared to 100 nm particles. A transfer
to vesicles containing Rab9, a marker of organisation of late endosomes was shown, and
subsequent colocalisation with Rab7 and lysosomal-associated membrane protein 1, a late
endosomal-to-lysosome marker and lysosomal marker respectively[270]. Also nanoparti-
cles modified to cross the blood-brain barrier have been shown to colocalise with vesicles
positive for Rab5 in hippocampal neurons[211]. Live cell imaging studies looking at the
interaction between nanoparticles and Rab5 would give quantifiable information on the
extent to which nanoparticles are endocytosed compared to uptake via other means.
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4.2.3 Membrane stains
Another, more general way of determining how a nanoparticle behaves within a biological
system is to see how it interacts with the cell membrane itself. If the membrane is fluores-
cently labelled, a confocal image should display whether any nanoparticle accumulations
within a cell, such as those studied in Chapter 2, are contained inside vesicles. The choice
of membrane stain for live cell imaging is important, as cell viability must not be affected
and long-term staining for extended studies is preferable. Carbocyanine dyes, such as DiI,
are ideal for this use[271].
With the advancement of nanotechnology, nanomaterial based biosensors and drug
delivering nanocarriers are being developed[272, 273]. These are designed to pass through
the plasma membrane and out of any endosomal entrapment in order to detect for the
presence of certain chemical markers, or deliver drugs to specific locations. Because of
the high rate of cellular mortality related to microinjection, electroporation and gene gun,
biochemical methods of entry are a much more desirable route for nanomedicine[274].
Membrane dyes or fluorescent organelle markers are key for determining the intracellular
destination of nanoparticles in real-time live cell imaging.
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4.3 Aims and Objectives
In Chapter 2, it was observed that the presence of serum proteins resulted in a much
lower cellular association and uptake than when serum proteins were absent. It was also
seen that changing the type of proteins also had an effect on the affinity of nanoparticles
for cells[177]. However, these studies gave no indication of the active processes that were
affecting these discrepancies. It has been shown that increased protein concentration
in the media reduces the zeta potential of the nanoparticles, and it is likely to be this
that negatively affects the affinity for the cell membrane. It is hypothesised that due to
this, cells in serum free conditions will internalise a higher proportion via non-specific
endocytosis. In contrast, conditions where serum is present will result in a protein corona
enveloping the nanoparticles. These are more likely to internalised by cells via receptor-
mediated endocytosis. It has already been shown in Chapter 2 that in both conditions,
a proportion of nanoparticles enter by directly permeabilising the plasma membrane. By
performing live cell imaging with fluorescent protein markers and membrane stains, it will
be possible to see to what extent these differences manifest themselves.
It would also be desirable to be able to visualise membrane dynamics in real time at
the moment of nanoparticle internalisation. This would permit acquisition of information
about how the cell directly reacts to changes in nanoparticle size, shape and properties.
It should be possible to develop a protocol enabling the use of TIRF microscopy for this
purpose.
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4.4 Materials and Methods
4.4.1 Nikon A1R imaging and analysis
Confocal microscopy images were taken on a Nikon A1R inverted confocal microscope
(Nikon Corporation, Tokyo, Japan) using a 60× 1.49 NA oil immersed objective. 488
nm and 560 nm lasers were used, and images taken using the NIS-Elements 3.2 imaging
software (Nikon). Temperature was regulated at 37◦C for live cell experiments.
4.4.2 Cell imaging media
For live cell microscopy, the samples have to be in a solution that contains a pH buffer
and is free from autofluorescent compounds. To make this cell imaging media (CIM), 9.7
g Hanks Balanced Salt (Sigma) and 2.38 g HEPES (Fisher Scientific) were dissolved in a
litre of distilled water. 1 M hydrochloric acid (Fisher Scientific) was added until pH 7.4
was measured on a Basic pH meter (Denver Instruments). This was sterile filtered using
a 0.1 m pore Vacuum Filter System (Corning) and stored at 4◦C prior to use.
4.4.3 High speed imaging of nanoparticles
In order to successfully track nanoparticles once they have already been internalised into
cells, high speed imaging techniques had to be employed. HeLa cells were plated onto
MatTek dishes for 24 hours so they were 60 - 70 % confluent at time of imaging. Cells were
prepared as described in Section 2.4.5, up to the point of the PBS rinse. Following this,
CIM containing 5% FCS was added and cells were imaged immediately. The scanning
area was set marginally larger than the size of the cell being imaged so no time was
wasted imaging the background. The Nikon A1R microscope was set to bi-directional
resonant scanning and the pinhole was opened to 5 airy units, allowing more light in a
shorter space of time to increase the speed of acquisition. The motion in Z was powered
by a piezo z-drive (Mad City Labs; Madison, WI) with no delay between acquisition. All
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of the setup was designed with speed of acquisition in mind, in the knowledge that the
poor signal-to-noise ratio obtained in the images could be corrected by the de-noising
algorithm described in the previous Chapter. This method permitted up to 25 frames per
second, but with a better z-resolution than that obtainable using a widefield microscope.
Each cell was imaged for two minutes, long enough to get a good time sequence of vesicle
movement, but not long enough to cause visible cell damage.
4.4.4 Transfection with fluorescently labelled Rab5
For studying the colocalisation of nanoparticles to vesicles containing Rab5, cells were
transfected with a gene that encoded a fluorescent variant of the protein. Cells were
transfected with 4 µg of Rab5-GFP plasmid construct (kindly provided by Dr. Alexan-
dre Benmerah, Necker Hospital, Paris, France) using LipofectamineTM 2000 (Invitrogen)
according to the manufacturers protocol. They were then incubated with nanoparticles,
fixed and imaged as described in Section 2.4.5.
4.4.5 Membrane staining with DiI for confocal microscopy
CellTracker
TM
CM-DiI (Invitrogen) was made up to 1 mg/ml in dimethyl sulfoxide (DMSO)
(Thermo Fisher Scientific Inc., Massachusetts) and stored at -20◦C. This was defrosted
and diluted to 5 µg/ml in PBS as required. Cells were incubated at room temperature for
10 minutes. This allowed the dye to label the plasma membrane but slowed endocytosis,
reducing dye localization in cytoplasmic vesicles. Cells were then rinsed twice with 2 ml
PBS and were immediately incubated with nanoparticles, fixed and imaged as described
in Section 2.4.5.
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4.4.6 Olympus IX81 imaging and analysis
TIRF images were obtained using an Olympus IX81 inverted microscope (Olympus Med-
ical, Essex, UK) using Olympus ApoN 60×/ 1.49 NA and UApoN 100×/ 1.49 NA oil
immersed objective lenses and 488, 561 and 640 nm lasers. The Olympus exCellence RT
software was used to acquire the images.
4.4.7 Dual wavelength imaging system
As mentioned in Section 3.2.1, one way of avoiding the result of bleedthrough when
looking at fluorophore emissions is by employing emission filters to discern between two
fluorophores. While this is trivial when looking at fixed samples as images can be acquired
separately, rapid live cell imaging requires additional hardware. For concurrent acquisition
of two colour channels, a DualView (Photometrics, Tucson, AZ) system was integrated
into the emission optics of the Olympus IX81 TIRF system. The effect of this was to split
the CCD into two equal halves, showing the same view in each case but made up of light
of different wavelengths. The schematic can be seen in Figure 4.1. The ”DV2 filter cube”
contains dichroic and emission filters, ensuring one half of the CCD receives wavelengths
between 505 and 535 nm, and the other half between 605 and 655 nm. These correspond
to the filters shown also in Figure 3.2.
4.4.8 Auto-Align
The two colour channels present in the single image acquired through use of the Du-
alView imaging system were computationally co-registered using Auto-Align. This is
freely available as an ImageJ plugin from www.sourceforge.net/projects/imageautoalign/.
Full documentation can be found in reference [275].
123
Figure 4.1: Schematic of the inside of the DualView hardware. Light passes from the
microscope into the system, where it is collimated. It passes into a filter cube, containing
a dichroic filter which splits the beam into corresponding wavelengths, and aligns the two
beams with mirrors before sending them through wavelength filters. The beams are then
focussed and sent to different halves of the CCD.
4.4.9 Matrigel
Prior to cell adherence, MatTek dishes (MatTek Corp, Massachusetts, USA) were coated
with a thin layer of phenol-red free Matrigel (BD Biosciences, Oxford, UK). Matrigel was
thawed on ice and diluted 1:1000 in Gibco R© DMEM straight from the fridge, as Matrigel
gels rapidly at 22◦C. 100 µl and 400 µl were pipetted on MatTek dishes of diameter 10
mm and 20 mm respectively and left for one hour. These were then rinsed twice with
2 ml room temperature DMEM. Yellow/green 20 nm carboxylate-modified polystyrene
FluoSpheres (Invitrogen) (stock 0.02 g/mL ≡ 4.54 × 1015 nanoparticles/mL) were diluted
in PBS at a ratio of 1:100000, sonicated, and 2 ml was pipetted on to the Matrigel and
left for 20 minutes. It was then rinsed twice with 2 ml PBS and left for no longer than
24 hours at room temperature before cells were plated.
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4.4.10 Transfection with fluorescent clathrin
For quantifying the colocalisation of nanoparticles with clathrin coated vesicles, cells
were transfected with cDNA encodeding a fluorescent variant of the protein. Cells were
transfected with 4 µg of Clathrin-dsRed plasmid construct (provided by Prof. Thomas
Kirchausen, Harvard Medical School, Boston) using LipofectamineTM 2000 (Invitrogen)
using the manufacturers protocol. After 24 hours of expression, media was aspirated, and
cells were rinsed with 2 ml PBS and incubated in 250 µl of trypsin at 37◦C for 5 minutes.
This was added to 8 ml SCM and divided into 4 MatTek dishes that had been prepared
with Matrigel and nanoparticles. They were incubated for 4 hours before imaging.
4.4.11 Membrane staining with DiI for TIRF microscopy
The plasma membrane of HeLa cells had to be stained prior to plating onto the Matrigel.
To ensure the least amount of time between staining and experiment, this had to occur
while the cells were in suspension. CellTracker
TM
CM-DiI (Invitrogen) was made up to
1 mg/ml in dimethyl sulfoxide (DMSO) (Thermo Fisher Scientific Inc., Massachusetts)
and stored at -20◦C. This was defrosted and diluted to 5 µg/ml in PBS as required.
Detached cells in serum containing media were centrifuged at 1200 rpm for 5 minutes
and the supernatant removed. The pellet was resuspended in 2 ml PBS and centrifuged
again at 1200 rpm for 5 minutes. The pellet was then resuspended in 2 ml 5 µg/ml CM-
DiI in PBS and gently vortexed for 10 minutes at room temperature, before centrifuging
as before. Two PBS rinse/ centrifuge cycles followed, and the pellet was resuspended
in serum containing media and plated onto the preprepared Matrigel and nanoparticle
coated MatTek dishes. These were then incubated at 37◦C for between 2 and 48 hours
before imaging.
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4.5 Results and Discussion
4.5.1 Live cell imaging in serum and serum-free conditions
Prior to fluorescent labelling of different cellular components, experiments were performed
with live HeLa cells and nanoparticles with and without serum. This was to ascertain
whether there was any immediate observable difference between the two conditions. Figure
4.2 shows some of these images. It was observed that in cases where serum was present,
nanoparticles inside the cell exhibited a high degree of mobility. This movement was
not seen to any significant extent with nanoparticles that had been incubated with cells
in serum-free medium. It is therefore hypothesised that particles that are internalised
in conditions where serum is present are actively transported within vesicles, driven by
active motors potentially along microtubules, whereas the extent to which this happens in
serum free conditions is greatly reduced. Quantification of the observed rates of transport
in each condition will be performed and compared to published rates of vesicle motion.
4.5.2 Identifying and quantifying nanoparticle movement
In Chapter 2, uptake of 20 nm carboylate-modified polystyrene nanoparticles was observed
in HeLa cells. This was confirmed with confocal microscopy, where a layer of nanoparti-
cles could be seen coating the coverslip and the cell membrane that was exposed to the
medium. A ’footprint’ where nanoparticles couldn’t get between the cell and coverslip
can be seen in Figure 4.2 Ai and Bi. Individual nanoparticle spots seen in this area were
considered to be inside the cell. As seen in Figure 4.2, the presence of serum proteins dur-
ing the incubation with, and subsequent uptake of, nanoparticles results in their directed
movement within the cell. This is seen in contrast to those nanoparticles internalised in
serum free conditions, which display much reduced movements. This was quantified by
applying the de-noising algorithm described in Chapter 3 to time frames one second apart
over the course of a 20 second imaging run, and comparing the centroids of the resulting
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Figure 4.2: Imaging live cells after the internalisation of nanoparticles shows a discrepancy
between those incubated in the presence of serum proteins and those where serum proteins
are absent. Ai) Representative image of a HeLa cell incubated with 20 nm carboxylate
nanoparticles imaged over 20 seconds. Aii) A majority of the nanoparticle spots are
displaying a high level of movement within the cell. Bi) Representative image of a HeLa
cell incubated with nanoparticles in the absence of serum proteins. Bii) The movement
of the nanoparticles is greatly reduced, and in most cases non-existent. t1 = 10 seconds,
t2 = 20 seconds. The size of the enlarged section is 8 µm × 8 µm. The out of focus
background seen in the images is from nanoparticles adsorbed to the glass coverslip. Cell
outlines (red) were obtained from brightfield images.
detected spots over the course of the experiment. The spots whose centroids in one frame
are still within the area of the spot in the next frame over the 20 second interval are
counted as being static. As the average diameter of nanoparticle spot size was 530 nm
(calculated from measuring the spots from five cells from each of the three experiments),
this means that the nanoparticles in the serum free condition were moving at a speed
of less than 0.265 µm/s. Average velocity of directed movement of complexes and cargo
within cells has been reported between 0.3 and 0.85 µm/s[218, 276, 277, 278], with average
speeds of 0.3 µm/s for myosin V[279], 0.8 µm/s for kinesin motor proteins[280], and up to
8 µm/s reported for early endosome movement along microtubles via the motor protein
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dynein[281]. This is in contrast to Brownian motion, which within cells for objects of this
size is reported to be around 0.21 µm/s[282]. The results of this analysis is quantified in
Figure 4.3.
Figure 4.3: Quantification of intracellular nanoparticle movement in conditions contain-
ing, and free from, serum proteins. A) shows percentage of nanoparticle accumulations in
each condition that displayed directed motion of more than 265 nm in one second over the
time frame recorded. B) and C) display maximum recorded distances moved by particles
in one second as normalised histograms. Distance measures relate to the average radius
of nanoparticle accumulations. It can be seen that a majority of the nanoparticles inter-
nalised in serum free medium displayed movement consistent with Brownian motion. A
majority of those incubated in the presence of serum proteins moved further than this. Av-
erage maximum distance travelled was calculated by taking the average of the three highest
distances recorded between frames 1 second apart. Number of experiments, n, = 3 with 8
cells analysed per experiment. Bars show standard error in data, p value < 0.005 in A)
obtained from a Student’s t-test.
It can be seen that 96.6% of the nanoparticles internalised in SFM displayed movement
consistent with Brownian motion. The 3.4% of particles that showed directed movement
did so at speeds comparable with those seen by myosin V. In SCM, 13.5% of particles dis-
played movement consistent with Brownian motion, 58.9% moved at speeds observed by
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myosin V, and 27.6% moved at speeds of over 530 nm per second, consistent with velocities
observed by vesicles transported along microtubules. The distance moved by a nanopar-
ticle spot between each frame was calculated using the ImageJ plugin MTrackJ[283], with
the average maximum distance calculated by taking the mean of the three highest dis-
tances moved by each spot. This was chosen as it was rare for spots to move the same
distance between each frame. Indeed, it was common for nanoparticles to be stationary for
a majority of the time, and display movement in short bursts. The average of the highest
three was chosen to mitigate any outlying results stemming from potential inaccuracies
in the MTrackJ program.
The presence of serum proteins forming a corona around the nanoparticles seems
to have a significant effect on their subsequent behaviour upon internalisation. This
could be explained by the nanoparticles being internalised primarily via receptor mediated
endocytosis, and so the nanoparticles display greater movement within the cell as they are
passengers in normal protein trafficking pathways. If nanoparticles internalised in serum-
free conditions are being taken up via non-specific routes of entry such as pinocytosis
then this could explain the observed differences. Colocalisation studies with different
intracellular markers could confirm this hypothesis.
4.5.3 Colocalisation of nanoparticles to intracellular markers
It is hypothesised that nanoparticles internalised in the presence of serum proteins follow
different intracellular pathways to those that are internalised lacking a protein corona. In
order to verify this, confocal microscopy was used to perform colocalisation studies with
different cellular markers.
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Pathways: Rab5 Rab5 is a small GTPase which is responsible for much of the
immediate responses to vesicle internalisation. Imaging of cells that have been transfected
with fluorescent Rab5 and incubated with nanoparticles in either serum-free or serum-
containing media could reveal whether or not this uptake pathway is being used.
30 minutes after being incubated with nanoparticles, cells were imaged. A repre-
sentative image can be seen in Figure 4.4B, along with the results of the colocalisation
analysis described in the previous Chapter. It can be seen that 41% of the nanoparticle
accumulations were colocalised with vesicles present for Rab5.
Membrane: DiI As an alternative to looking at markers within the cell, studies of
the cell membrane are another potential way of determining how nanoparticles enter cells.
If nanoparticles are entering via endocytic routes, they are transported through vesicles
composed of phospholipids that previously made up the outer cell membrane. If this was
stained then it would make it possible to identify those intracellular spots that entered
via endocytosis rather than direct membrane permeabilisation, which would not display
any colocalisation with the membrane.
As before, cells were imaged 30 minutes after incubation with nanoparticles (Figure
4.4C). As displayed in Figure 4.4A, 42% of nanoparticle accumulations are within vesicles
stained with DiI. Unfortunately there was no fluorophore combination available with the
lasers on the Nikon A1R confocal system that allowed simultaneous imaging of nanopar-
ticles, Rab5 and DiI so there was no way of confirming that these vesicles were the same
ones, as the numbers would suggest.
Identical studies were performed alongside these, using media free from serum dur-
ing incubation to try and determine what effect the protein corona might have on the
behaviour of nanoparticles during and after cellular uptake.
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Figure 4.4: Quantifying colocalisation of nanoparticle accumulations with vesicles stained
with Rab5 or the membrane stain DiI. A) When imaged with confocal microscopy, af-
ter 30 minutes 41% of the nanoparticle accumulations seen inside a cell that had been
incubated in serum-containing media showed colocalisation with fluorescent Rab5, a pro-
tein present in early endosomes. In separate experiments where the cell membranes had
been stained with DiI, after 30 minutes 42% of the nanoparticle accumulations seen in-
side a cell that had been incubated in serum-containing media showed colocalisation with
DiI-stained vesicles within the cell. Bars show standard error in data. B) Representa-
tive confocal microscope image of a HeLa cell transfected with fluorescent Rab5 (blue)
and incubated in serum-containing media with 20 nm carboxylate-modified polystyrene
nanoparticles (green). C) Representative confocal microscope image of a HeLa cell stained
with DiI (red) and incubated in serum-containing media with 20 nm carboxylate-modified
polystyrene nanoparticles (green). Number of experiments, n, = 3 with 10 cells analysed
per experiment. Scale bars = 10 µm.
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4.5.4 SFM data
All of the experiments performed in this Chapter were run concurrently in serum free
conditions. This was to continue the work studying the effects of the protein corona on
nanoparticle uptake begun in Chapter 2, and continued further with noticing the lack of
motility of nanoparticles inside cells that had been incubated in serum-free media. Unfor-
tunately there were problems associated with these experiments which meant quantifiable
data could not be obtained from the images. These are visualised in Figure 4.5.
Figure 4.5: Images of nanoparticles incubated with HeLa cells either transfected with
fluorescent Rab5, or stained with the membrane stain DiI in serum-free media. A) The best
example of a confocal microscope image of a HeLa cell transfected with fluorescent Rab5
(blue) and incubated in serum-free media with 20 nm carboxylate-modified polystyrene
nanoparticles (green). B) a typical brightfield image of a HeLa cell after transfection with
Rab5 and incubation in serum-free media with nanoparticles. C) The best example, and D)
a typical example of a confocal microscope image of a HeLa cell stained with DiI (red) and
incubated in serum-free media with 20 nm carboxylate-modified polystyrene nanoparticles
(green). In both cases cells either died before or soon after beginning imaging, or the
staining was irregular. Number of separate experiments for each condition, n, = 5 with
similar results observed each time. Scale bars = 10 µm.
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In the Rab5 experiments displayed in Figure 4.5A and B, cells were transfected with
Rab5-GFP as described in Section 4.4.4, and prepared for imaging as outlined in Section
4.4.3. The few that were alive on imaging displayed irregular Rab5 fluorescence staining
(4.5A), and laser power and gain settings had to be much higher than usual, hence the low
signal-to-noise ratio in the images. However, most of the cells died once they were serum
starved for the requisite amount of time and nanoparticles were introduced. Blebbing or
detachment was seen in all repeats of the experiment (4.5B).
In the DiI experiments displayed in Figure 4.5C and D, the staining of DiI was irreg-
ular. Most cells were either not stained at all, or the DiI fluorescence was far higher than
had been seen in any other experiment. For the cells that had an appropriate amount of
even staining, apoptosis occurred in the very early stages of imaging.
In conditions where a protein corona had formed around the nanoparticles, just over
40% of internalised nanoparticle spots had colocalised with either Rab5, a marker of early
endosomes, or DiI, a membrane stain. In conditions where serum was not present, no
useable data could be obtained. This made it impossible to determine what process is
occurring to allow the majority of nanoparticles to enter the cell. It is possible that in
conditions where serum is present nearly 60% of nanoparticles are entering through incon-
sistencies in the cell membrane, which would agree with what was observed in Chapter
2. This would also suggest that in serum free conditions with the lack of a corona, the
transfection or staining process made the cells more susceptible to membrane perme-
abilisation, and it is this that led to the high levels of cell death observed, something
reported previously[284]. An alternative explanation could be that in conditions where
serum proteins are forming a corona around the nanoparticles, entry is also possible via
other methods of receptor mediated endocytosis. It is also possible that nanoparticles are
entering via endocytosis and subsequently released into the cytoplasm after entry, as has
been observed with colloidal gold nanoparticles[285].
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Due to the availability of necessary fluorophores, cells couldn’t be simultaneously
imaged with fluorescent nanoparticles, DiI, and Rab5. This required alternative methods
to determine and accurately quantify routes of nanoparticle entry. With this knowledge
in mind, and a desire to obtain quantifiable data in serum free conditions, other live cell
imaging modalities were considered. TIRF microscopy allows the acquisition of detailed
images of the cell membrane, and would permit views of the precise moments where a
nanoparticle was internalised.
4.5.5 Making TIRF suitable for studying nanoparticle uptake:
Protocol development
TIRF microscopy offers superior resolution and sensitivity over widefield and confocal
microscopy for studying the basal membrane of adherent cells. This could prove advan-
tageous in the study of nanoparticle uptake. If it was possible to obtain more detailed
knowledge about their interactions with the plasma membrane, the speed and extent
of uptake of specialised targeted nanoparticulate drugs for example could be examined
in great detail, and affinity for different cell types could be accurately quantified. This
would be significant in the search for an accurate and quantifiable method of nanopar-
ticle characterisation in biological conditions. Another advantage TIRF microscopy has
over confocal is widefield image acquisition. This means the whole field of view can be
obtained at once, and real time rates of uptake can be studied.
Before TIRF could be used to study nanoparticle uptake, a new assay had to be de-
veloped. Due to the way the TIRF microscope illuminates the specimen, it was necessary
to have a layer of nanoparticles on the coverslip before cells were introduced on top. This
way, nanoparticles would be clearly vivsible in the evanescent TIRF field, and would dis-
appear from view upon internalisation. Initial tests relied on electrostatic interactions
between nanoparticles and the glass coverslip before the introduction of cells. This didn’t
work however, as the cells either wouldn’t adhere (Figure 4.6A), or would detach after a
few seconds exposure to incident laser light (Figure 4.6B and C).
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Figure 4.6: Cells are unable to settle and spread on top of nanoparticles. A) shows
a representative brightfield image of Hela cells four hours after plating in a MatTek dish
with nanoparticles on. B) and C) show representative TIRF images of a HeLa cell stained
with DiI six hours after plating in a MatTek dish with nanoparticles on. B) shows the cell
immediately after locating on the Olympus IX81 microscope, and C) shows the same cell
approximately 10 seconds after the image in B) was taken. The cell is seen to lift away
from the coverslip and eventually out of the TIRF evanescent wave. Scale bar is 20 µm.
To get around this, a thin layer of Matrigel was formed on the coverslip prior to
nanoparticle introduction. Matrigel is a basement membrane preparation rich in extra
cellular matrix proteins, derived from mouse sarcoma cells. It is chiefly comprised of
laminin, collagen IV, entactin and heparan sulfate proteoglycan, which provide a substrate
for the nanoparticles to embed in, and aid the subsequent adherence of cells[286]. The
Matrigel was dissolved at a concentration of 1:1000 in serum free media, and 100 µL were
pipetted onto a MatTek dish containing an optical glass coverslip of 10 mm diameter. This
volume would have resulted in a maximum gel depth of around 100 nm on the coverslip,
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calculated by assuming an even layer of Matrigel (0.1 µL) over the whole coverslip (0.79
cm2). Nanoparticles were then introduced to this thin layer of Matrigel, where they
stayed readily for up to a week as long as the Matrigel was kept hydrated under PBS.
The schematic of this can be seen in Figure 4.7.
Figure 4.7: Schematic of how Matrigel acts as a cell adherence aid in the presence of
nanoparticles. Matrigel is added to the MatTek dish before nanoparticles are added, en-
suring the presence of nanoparticles before cells are introduced, and encouraging the ad-
herence of cells to the glass surface.
The amount of Matrigel used differs greatly from the manufacturers instructions. A
much smaller amount was used than recommended, as even though the refractive index
of gelled Matrigel is very similar to that of water (1.3406 compared to 1.3333[287]), it was
necessary to introduce as few aberrations to the TIRF field as possible. Relevant studies
were done to ensure that Matrigel did not affect the illumination of the TIRF field. The
results of these can be seen in Chapter 5.
4.5.6 Making TIRF suitable for studying nanoparticle uptake:
DiI staining
To test the Matrigel protocol, cells were placed on top of nanoparticles and imaged with
TIRF microscopy over time. The disappearance of nanoparticles from the evanescent
field was observed (Figure 4.8), indicating they have been internalised by the cell. This
indicates that the ability of cells to internalise nanoparticles has not been restricted by
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introducing them to the basal membrane. A large decrease in the number of nanoparticles
early in the experiment indicates that uptake is immediate, and levels off when fewer
nanoparticles are available for internalisation.
Figure 4.8: TIRF microscopy reveals nanoparticle uptake over a three hour period. A) and
B) show TIRF images focussed on the matrigel surface where nanoparticles are embedded
at times of 45 minutes and 3 hours respectively after cells were introduced. Graph shows
how the relative number of nanoparticles in the matrigel decreases over this time period,
comparing the original area where the cell was and an equivalent area where there were no
cells throughout the experiment. This was to show decrease was not due to photobleaching
or other external factors. Sample was imaged immediately after cells were plated. Images
were taken every 45 minutes during the timelapse. Depth of evanescent field was 100 nm.
n = 1. Scale bar is 20 µm.
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Cells were stained with the membrane stain DiI to see whether it was possible to deter-
mine if the nanoparticles that were disappearing from the evanescent field were internalised
via endocytosis, or whether they were entering cells outside of formed vesicles. Figure
4.9 shows a case where a nanoparticle spot has colocalised with a DiI containing vesicle.
The intensity of both spots subsequently decreases, indicating that the nanoparticle has
been internalised within this vesicle. Control intensities have been shown, confirming this
observation is not due to photobleaching.
Further experiments were carried out to see how the rate of uptake changed over
time. Figure 4.10 shows how the association of DiI spots with nanoparticles at the basal
membrane peaks at earlier stages of cell adhesion and seems to level off. This is likely due
to there being fewer nanoparticles in the Matrigel after that amount of time. It should not
be due to the membrane stain dissipating, as the manufacturer claims fluorescent signal
is retained for ”at least 72 hours”[288].
To compare to the previous results seen in Figures 4.4 and 4.10, widefield images
were taken to observe the amount of colocalisation between nanoparticles and vesicles
stained with DiI inside the cell. It can be seen in Figure 4.11 that the colocalisation of
nanoparticles and DiI increases over time. This follows from the data in Figure 4.10.
There is a higher percentage colocalisation when looking at this data than compared to
the confocal microscopy data in Figure 4.4. This however can be explained in reference
to the previous Chapter, where it was outlined that less accurate z-resolution can affect
obtained colocalisation values. It would not surprising if the values gained by the program
in widefield studies gave a higher colocalisation value than from using confocal microscopy
images due to a higher proportion of light emanating from out of focus nanoparticles or
vesicles.
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Figure 4.9: TIRF microscopy with DiI staining shows nanoparticle uptake. 1) TIRF
image of a cell stained with DiI 2 hours after plating on top of nanoparticles embedded
in Matrigel. 1a) DiI channel. 2a) Nanoparticle channel. Red dotted line marks the cell
boundary. Squares show the analysed timelapses. 1b) Disappearing DiI spot over the first
four seconds of the timelapse (white). 2b) Disappearing Nanoparticle spot over the first
four seconds of the timelapse (white). 1c) Control DiI spot over the first four seconds
of the timelapse (green). 2c) Control nanoparticle spot over the first four seconds of the
timelapse (green). 3) Graph showing the average intensity of the 3x3 pixel area at the
centre of each spot (the same pixels in each image). It can be seen that the intensity of
both decreases with respect to the control, indicating the disappearing nanoparticle was
internalised within a vesicle.
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Figure 4.10: Quantifying nanoparticle uptake via TIRF microscopy. HeLa cells were
stained with the membrane stain DiI before introduction to nanoparticles on a Matrigel
coated surface. They were incubated at 37◦C for different times before being imaged with
TIRF microscopy. It can be seen that the colocalisation of nanoparticles with DiI stained
vesicles decreases over time. There was a statistically significant difference between groups
as determined by one-way ANOVA (F (2, 21) = 5.94, p = 0.0090). Significant p-values
indicated were calculated using a Bonferroni corrected post hoc t-test. Number of experi-
ments, n, = 3 with 10 cells analysed per experiment. Bars show standard error in data.
Figure 4.11: Widefield microscopy for studying nanoparticle uptake. HeLa cells were
stained with DiI before introduction to nanoparticles on a Matrigel coated surface. They
were incubated at 37◦C for different times before imaging with widefield microscopy. It
can be seen that the colocalisation of nanoparticle accumulations with DiI stained vesicles
within the cell increased over time. There was a statistically significant difference between
groups as determined by one-way ANOVA (F (2, 21) = 7.55, p = 0.0034). Significant p-
values indicated were calculated using a Bonferroni corrected post hoc t-test. n, = 3 with
10 cells analysed per experiment. Bars show standard error in data.
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4.5.7 SFM data
Experiments using TIRF microscopy were also attempted in serum free conditions. How-
ever, due to the nature of the developed Matrigel experiments, it was not possible for
cells that had already adhered to the Matrigel to have the media swapped for serum free
media, as internalisation would have already begun. This meant cells had to be plated
in serum free conditions. Unfortunately consistent adherence was not seen in these cases,
even with the presence of Matrigel. What minimal adherence did occur happened several
hours after serum containing conditions, and attempts at imaging resulted in the cell
lifting away from the coverslip and out of the illuminating evanescent field.
4.6 Conclusions
It has been established that there is a significant difference in internalisation of nanopar-
ticles in serum-containing and serum-free conditions. Results in Chapter 2 have been
expanded further, with live cell experiments showing that the nature of nanoparticles
upon internalisation are different in the two conditions. Internalisation in the presence of
serum proteins results in directed movement, which is not seen in their absence. Internal-
isation methods were examined in more detail, looking at both intracellular markers in
Rab5 and membrane stains in DiI using confocal microscopy. While preliminary results
were promising in cases where serum-containing media was used, no data was able to be
gained in conditions free from serum. This resulted in the establishment of a novel proto-
col whereby nanoparticles are imaged from the basal membrane of the cell, allowing the
use of TIRF microscopy to image the exact moment of uptake of nanoparticles. While,
once more, the conditions free from serum proteins failed to yield any data, this protocol
nevertheless yielded encouraging results whereby real-time imaging of nanoparticle uptake
was observed and quantified.
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Faster and more reliable analysis of uptake of different nanoparticle types across mul-
tiple cell lines is highly desirable. When considering novel targeted drug delivery methods
for example, a technique that permitted direct, detailed visualisation of nanoparticle in-
teractions with the cell membrane would be invaluable. With this new Matrigel protocol,
potential for identifying and analysing nanoparticle uptake in real time is closer to being
realised. This can be improved further by the development of novel TIRF microscopy
hardware which would be able to identify points of membrane curvature and have the po-
tential to track internalisation of nanoparticles within the first few hundred nanometers
from the coverslip.
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CHAPTER 5
DEVELOPMENT OF A NOVEL IMAGING
SYSTEM TO STUDY THE CELLULAR UPTAKE
OF NANOPARTICLES
5.1 Overview
With the increased use of nanoparticles in the manufacturing, cosmetics, pharmaceuti-
cals and bio-medical sectors, the potential for nanoparticle entry into cells needs to be
examined in greater detail. In terms of targeted nanoparticulate drug delivery, cellu-
lar specificity, internalisation and subsequent behaviour is paramount to increasing the
theraputic index of a drug. Visualising interactions at a detailed level would provide
greater insight into how variation of nanoparticles in size, shape and surface chemistry
result in vastly different interactions. Through research culminating in a published pa-
per, it has been determined that the primary route of entry of 20nm carboxylate-modified
polystyrene nanospheres into HeLa cells is via clathrin-mediated endocytosis. It was also
established that there is a proportion that are entering through direct permeabilisation of
the plasma membrane[104]. It was then seen that the protein corona that forms when a
nanoparticle is present in biological milieu results in a fundamental difference in the way
a cell not only reacts to a nanoparticle associated with the outer membrane, but if and
how it internalises it, and what occurs next. Real-time visualisation and quantification of
these events at the cell membrane would be desirable for studying medical issues in terms
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of targeted drug or contrast agent delivery. This can be realised via modification of both
hardware and software of the Birmingham Advanced Light Microscopy’s Olympus TIRF
microscope, which is the focus of this Chapter.
5.2 Introduction
As has been referred to throughout this thesis, there are many factors contributing to
if and how nanoparticles enter cells. These include, but are not limited to, the size and
shape of the nanoparticle, the proteins present in the surrounding medium, the amount of
time the nanoparticle has spent in that particular milieu, and the cell type. This makes
detailed analysis necessary, but extremely time consuming for each and every condition.
As described in Chapter 1, TIRF microscopy is a technique that generates an excitation
field of the order of hundreds of nanometres above a coverslip. This means that only a
select portion of the fluorophores in a sample are excited, and consequently emit detectable
light. This results in an image of a basal cell surface with a high signal to noise ratio and
high contrast. It is proposed that adapting this microscopy technique to allow observation
of both nanoparticle dynamics and the cell membrane in relation to them would make
quantifiable analysis of each condition much more straightforward. This could be possible
by combining two existing but currently separate techniques: variable angle TIRF and
polarised TIRF.
5.2.1 Variable Angle TIRF
One of the limitations of TIRF miroscopy is that it is impossible to tell from a single image
whether a difference in fluorescence intensity is due to the brightness of a fluorophore or
its distance from the coverslip. This can be seen in Figure 5.1, where two different models
give the same resultant image. A change has to be made to the image acquisition process
in order to be able to differentiate between these scenarios.
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Figure 5.1: Standard TIRF versus variable angle TIRF. A) a typical TIRF image, with
a fixed depth of evanescent wave. It is impossible to tell the difference between a smaller
(or dimmer) fluorophore on the coverslip and a larger (or brighter) fluorophore further
away. This is due to the exponentially decaying intensity nature of the evanescent wave.
B) With variable angle TIRF, it is possible to differentiate between the two scenarios.
One way to be able to differentiate between these two different scenarios would be
to vary the penetration depth of the evanescent field during an experiment. This would
obviously have to be very rapid for live cell imaging to accurately determine cell dynamics
in real time. As described in Equation 1.7, the penetration depth of the evanescent wave
is dependent on four variables: the wavelength of the light; the refractive indicies of the
objective lens and sample; and the angle of incidence of the light source. The only thing
it is possible to have direct control over during an experiment is the angle of the incoming
laser beam, resulting in the aptly-named technique of variable-angle TIRF (VA-TIRF).
Figure 5.2 shows the intensity profiles of a 561 nm laser at the incident angles required
to give corresponding penetration depths of 100, 200 and 300 nm.
As mentioned in Chapter 1, the refractive index of everything from water to diamond
has a slightly different value for each wavelength of light. This known as dispersion and
is how a rainbow can be formed from white light and a prism. For TIRF, this means that
lasers of different wavelengths incident on a coverslip at the same angle will experience
a different change in refractive index, and hence generate evanescent waves of varying
penetration depths. This is visualised in Figure 5.3, and means that for comparable pen-
etration depths of evanescent wave, each laser input would ideally be able to be adjusted
individually. This is much easier for some systems rather than others.
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Figure 5.2: The intensity of an evanescent wave varies with distance from the coverslip.
Intensities are shown for three different penetration depths for a 561 nm laser.
Figure 5.3: Variation of evanescent wave penetration depth with incident angle. It is also
shown how this differs for lasers of different wavelengths.
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There are several possible methods to implement VA-TIRF, and this depends on
whether the TIRF system is prism- based or objective- based (see Figure 5.4). For a
prism- based TIRF system, the most common set-up involves one or a series of rotating
parabolic mirrors[289, 290], although it is possible to incorporate acousto-optic modulator
and telecentric lens optics to enable wavelength-dependant deflection angles and varying
image planes[158, 291]. That there is a correction factored into the optics for the lateral
movement of the laser spot in the x-y plane is the only requirement for the potential for
VA-TIRF on any system. For objective- based TIRF systems such as the one based at
the BALM facility, lateral movement of the laser within the objective lens changes the
angle at which the laser reflect off of the coverslip, without affecting the position of the
TIRF field in the x-y plane.
Figure 5.4: Comparison of objective- and prism- based TIRF. A) an objective-based
TIRF system. The means of sample illumination and capture of fluorescence both happen
through the objective lens. To enable variable angle TIRF, the laser beam must be moved
laterally within the objective lens (orange arrow), so that the angle of incidence is altered
and a different penetration depth can be acquired. B) a prism-based TIRF system. The
laser is under the sample, and prisms are used to attain the correct angle of incidence.
The objective lens is above the sample to collect the fluorescence emission. To enable
variable angle TIRF in this instance it is necessary to have a system in place that allows
the angle of the laser to be altered (orange arrow), without any lateral movement at the
sample.
Depending on the physical restraints of the system, and the wavelength of the laser
being used, a penetration depth from 60 nm to 600 nm is theoretically possible, although
100 nm to 400 nm is more realistic. Depending on the accuracy of tuning, the measure-
ment of sub-microscopic z-distances is possible, with slices up to five times thinner than
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achievable with a confocal scanning microscope[158]. This not only allows the determina-
tion of the intensity and distance from the coverslip of a fluorophore, but also has many
more applications in in vitro studies. Not only qualitatively, where membrane-bound flu-
orophores can be differentiated from those located in the cytosol, but also quantitative
observations have been made based on relative levels of fluorophore excitation[292]. This
fine level of detail has made it possible to accurately determine distances between mem-
branes and fluorescent probes[289, 293], and provided the ability to confidently determine
cell-substrate topology[290].
VA-TIRF has also made valuable contributions in the field of plant biology. Previously,
TIRF microscopy in plant cells was impossible as the plant cell wall can be up to several
µm thick, which is much greater than the depth of the evanescent field. Subcritical inci-
dent angles had been used to excite only a few select fluorophores in a technique known
as variable angle epifluorescence microscopy[294]. This worked to avoid illuminating the
whole sample and so inducing much less out of focus light in the resultant images. How-
ever, this uneven illumination made quantitative interpretation of the images difficult.
With VA-TIRF however, it was shown to be possible to refract the laser light through
the outer cell wall membrane at such an angle that it totally internally reflected off of the
inner cell wall membrane, setting up a TIRF field in the cytosol of the plant cell[295].
Crucially for this project, the penetration depth of the evanescent field is independent
of the polarisation of the incident laser[296].
5.2.2 Polarised TIRF
A standard laser emerges from the fibre unpolarised. This means that the electric field
vectors vibrate in all planes lying perpendicular to the direction of transmission. This is
the case in standard TIRF microscopy, which results in an evanescent field which is also
unpolarised and thus able to excite fluorophores of any given orientation. When light is
linearly polarised, all of the electric field vectors vibrate in a single orientation. When
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this state of plane polarisation is used in TIRF microscopy, it results in an evanescent
field which is also polarised. This is shown in Figure 5.5. S -polarised light, which has
its electric field vectors parallel to the coverslip, generates an evanescent field which is
completely polarised in the y plane, also parallel to the coverslip. P -polarised light, which
has its electric field vectors perpendicular to the coverslip, generates an evanescent wave
which is polarised in the x-z plane.
Figure 5.5: An illustration of the evanescent wave when it is generated with a polarised
incident laser. S-polarised light generates an evanescent field which is completely polarised
in the y plane. P-polarised light generates an evanescent wave which is polarised in the
x-z plane.
Photons with electric field vectors parallel to the transition moment of a fluorophore
are far more likely to be absorbed. The excitation probability is dependent on the rela-
tionship between the orientations of both the fluorophore and the electric field vector of
the photon. This relationship is proportional to cos2θ, and can be visualised in Figure
5.6.
The polarisation of the emitted photon depends on the orientation of the transition
moment. This is the theory behind fluorescence anisotropy studies[297, 298]. Using
this property of fluorophores and polarised evanescent waves, incorporating a specialised
fluorescent probe that lies in the plane of the membrane will allow detailed knowledge
about the orientation of biological membranes. When this is used to study what happens
when nanoparticles are introduced, real time responses can be determined, such as affinity
and uptake of novel types of particulate drugs.
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Figure 5.6: An graphical representation of Malus’ Law. If a fluorophore is oriented hor-
izontally (black arrow), then the probability of excitation depends on the relative orien-
tation of the electric field vector of the incident photon. Imagine a theoretically perfect
system, with a photon travelling directly into (or out of) the page at (0,0), and electric
field vector completely aligned to the fluorophore. There is a 100% chance of excitation.
This drops to 27.6% for a photon at a 45◦ angle, and 0% for a photon orthogonally po-
larised to the fluorophore.This holds true in three dimensions where the fluorophore is
free to rotate in the (x,z) plane.
It has been shown that the amphipathic, long acyl chain fluorescent carbocyanine
dye, diI-C18-(3) (DiI) lies in the plane of the membrane, not only in artificial bilayers
consisting of phospholipids[299] or oxidised cholesterol[300], but also biological plasma
membranes[301]. The conjugated bridge chromophore is parallel to the surface of the cell,
with the acyl chains embedded in the bilayer parallel to the phospholipid acyl chains, as
visualised in Figure 5.7.
Figure 5.7: A DiI molecule inserts into the phospholipid bilayer of the plasma membrane,
with the conjugated bridge chromophore parallel to the membrane surface and the acyl
chains parallel to those of the phospholipids.
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With polarised evanescent waves, and the chromophore of the DiI molecule lying flat
in the cell membrane, it will be possible to preferentially excite those orthogonal to the
coverslip, i.e. those that are undergoing vesicle formation. It should also be possible to
differentiate between those that are entering via endocytosis and those that are directly
permeating the membrane (see Figures 5.8 and 5.9). This would make it possible to
quantify the results seen in Chapter 2. It would also allow studies of many permutations of
nanoparticle and cell types, making it possible to see a cell’s response to different particles.
For example, it could be shown that targeted anticancer drugs are only endocytosed by
certain cell types.
Figure 5.8: A schematic of how DiI embedded in a forming vesicle would look when illu-
minated by light of s- and p-polarisations.
Figure 5.9: A schematic of how DiI embedded in a permeabilised membrane would look
when illuminated by light of s- and p-polarisations.
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With cell membranes stained with DiI, and using the biological techniques developed
in Chapter 4, it will be possible to use TIRF microscopy to study the effects that different
nanoparticles have on cell membranes in real time.
Early uses of polarised light in microscopy studied DiI in synthetic vesicles with epi-
fluorescence microscopy. These techniques progressed to the use of TIRF with synthetic
bilayers to measure how the total fluorescence changed with polarisation angle[302]. As
the technique got more sophisticated the types of cell lines used increased through to
macrophages and enthrocytes[303]. The mathematical modelling of such events was also
able to become more accurate, and benefited greatly from the new data that this technique
was able to provide[304]. More recently, individual events of endo- and exocytosis have
been identified, with the fusion of chromaffin granules seen to induce changes in plasma
membrane topology even before the fusion has occurred[305]. The same group has also
analysed exocytosing secretory granules in chromaffin cells, and distinguished these from
endocytic events[306].
Other uses have also been found for polarised TIRF. One group used this technique
to study the three dimensional strucural dynamics, orientation and rotations of single
molecules[307, 308, 309, 310]. They also improved their technique to add in two extra
polarisations at 45◦ to the standard s- and p- polarisations to be able to successfully
measure the rotation of an actin filament about its axis using rhodamine labelled actin
monomers[311]. Orientation has also been able to be resolved in plastic films [312]. One
technique involved in resolving the orientation of molecules in membranes used polarised
fluorescence and acquired images over several angles[313]. This works on the principle
of fluorescence anisotropy, so if many fluorophores are lined up in the same orientation
then some acquisition angles will detect more emitted light than others[298], thus the
orientation of the molecules can be calculated.
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Polarised TIRF has also been successfully combined with other imaging modalities to
great effect. One group has combined P-TIRF with an Atomic Force Microscope to ex-
amine both peptide-induced membrane disorder[314] and the phase separation properties
of ternary model membranes[315]. P-TIRF has also been combined with Fluorescence
Resonant Energy Transfer measurements, allowing only one camera exposure as opposed
to the several usually needed for this type of experiment[316]. This has allowed better
time resolution of dynamic associations among subcellular components.
There are several methods suitable for implementation of P-TIRF. The most common
way involves using a λ
2
waveplate to polarise the laser and rotating it to produce the
desired evanescent field[314]. This is a relatively slow method, however and would be
unsuitable for witnessing real-time endocytic events. Other ways involve using a Pockels
cell, a device that changes the polarisation of incident light based on the voltage applied
to it[311]. A third way to achieve polarised TIRF would be to have a fast filter wheel in
the beamline with orthogonal polarising filters in two of the slots. This would allow rapid
changing of the beam polarisation, enabling fast image acquisition times. This gives the
option to select a blank filter in the wheel so the unpolarised beam can be used when
required. The final way is to have a series of beamsplitting prisms and shutters, so either
polarisation can be achieved, or the two beams can pass through if both shutters are open
and the original beam can be reformed[303].
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5.3 Aims and Objectives
The two techniques of VA-TIRF and P-TIRF are established and well documented. How-
ever, there aren’t yet any systems that can perform them simultaneously. The aim of this
Chapter is to make significant progress towards this goal. The Olympus celltirf MITICO
combiner allows precise and rapid changes to the incident angle of the laser, providing the
capability for accurate evanescent wave depth control. This will be preceded by a system
of beamsplitting prisms and high speed shutters, built to take the 561 nm laser line, split
the beam into orthogonal components, and output the two via polarising fibres. This will
have the capability to independently fire either polarisation individually, or having both
shutters open will cause the original beam to recombine.
Once complete, this novel imaging system will allow the high spatial and temporal
resolution images of membrane dynamics mentioned in the aforementioned publications,
with the ability to track these events in three dimensions. It is intended that this system
will then be used to study interactions and uptake of nanoparticles with multiple cell
types. This will prove useful for visualising the potential for new drugs to enter specific
cells, as well as expose any possible health concerns posed by nanoparticles used in edible
or cosmetic products.
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5.4 Materials and Methods
5.4.1 Olympus IX81 TIRF microscope
The Olympus IX81 microscope comes equipped with 488, 561 and 640 nm Olympus
cell∗ laser lines, which enter the system through the Olympus celltirf MITICO combiner.
This unit allows independent tuning of the laser angle for each individual laser, allowing
the controlled adjustment of evanescent wave penetration depths. This process is fully
automated and controlled through the Olympus cellSens software. Controlled depths of
evanescent wave are achievable from 65 nm to around 800 nm depending on the wavelength
of the laser.
5.4.2 Fluorescent bead intensity profiling in Matrigel
10 mm diameter MatTek dishes were prepared with a thin layer of Matrigel as described
in Section 4.5.5. 200 nm yellow-green carboxylate-modified fluospheres (Invitrogen) were
sonicated for one minute and diluted from stock at a ratio of 1:1000 in PBS. 2 ml were
pipetted into the MatTek dish and left at room temperature for one hour. The fluid
was aspirated and replaced with 2 ml of PBS before imaging. Images were taken using
the 561 nm cell∗ laser at a power of 5%. Image sets were acquired using the full range of
available penetration depths for fluorescence intensity profiling. A fluorescence profile was
established by drawing a line across the centre of each of the beads and using ImageJ’s
’Plot Profile’ function.
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5.4.3 Variable angle TIRF with HeLa cells
10 mm diameter MatTek dishes were prepared with a thin layer of Matrigel and 20 nm
yellow-green carboxylate-modified fluospheres as described in Section 4.5.5. HeLa cells
were plated to achieve 20% confluence and left to settle for two hours. Media was aspirated
and replaced with 2 ml of cell imaging media as described in Section 4.4.2. Images were
obtained at a range of evanescent wave penetration depths, and the increase in number
of fluorescent spots at each step was calculated by counting all within the cell boundary
(established from a brightfield image) and subtracting the number seen in the previous
frame.
5.4.4 List of components composing the laser polarisation unit
All of the components were sourced from ThorLabs (Ely, UK).
Solid aluminium breadboard (part number MB3045\M) x 1
Single mode fibre patch cable (P1-460A-FC-1) x 1
Aspheric fibreport (PAF-X-11-PC-A) x 3
Post mounting bracket (HCP) x 3
10 mm polarising beamsplitter cube (PBS101) x 1
Small adjustable clamping arm (PM3\M) x 1
Kinematic platform mount (KM100B\M) x 1
Optical beam shutter (SH05) x 2
Optical beam shutter controller (SH10) x 2
Broadband dielectric mirror 400 - 750 nm (BB1-E02) x 4
Precision kinematic mirror mount (KS1) x 4
488 nm, polarising maintaining, FC\PC patch cable, panda style (P1-488PM-FC2) x 2
Optical post (TR75\M) x 10
Post holder (PH50E\M) x 10
Clamping fork (CF175) x 10
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5.4.5 Construction of the laser polarisation unit
Design of the laser polarisation unit was based on designs that have been shown to work in
other cases[303, 311, 315]. A majority of previous designs were built around prism-based
TIRF, so after polarisation, the laser had to be angled and oriented correctly. However,
some adaptations had to be made to these due to the objective-based nature of the
Olympus IX81 TIRF microscope. For simultaneous variable angle TIRF, it was necessary
that after polarisation, the lasers had to enter via the MITICO combiner. Therefore
coupling to polarisation maintaining fibres was essential. A diagram showing the planned
configuration is shown in Figure 5.10.
Figure 5.10: A diagram showing the plan for laser polarisation unit. The input laser is
collimated into free space by the F240FC-A. The beam is then split into orthogonal com-
ponents by the GT10-A Glan Taylor prism. The beams are either blocked or let through by
the SH05 shutters. The beams are then reflected off of BB1-E02 broadband mirrors to align
them into the PAF-X-11-PC-A fibre couplers. They then pass through the P1-488PM-FC-
2 polarisation maintaining fibres and enter the microscope through the MITICO combiner.
Components sourced from ThorLabs.
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5.4.6 Testing and optimisation of the laser polarisation unit
Preliminary testing of the laser polarisation unit was carried out using a 0.9 mW, 532 nm
laser diode module (ThorLabs, Ely). Initial tests were performed using this light source
and a linear polarising filter. Once satisfactory results were seen, accurate measurements
were performed using a polarisation extinction ratio meter (OZ Optics, Ontario). This
works by calculating the ratio between the optical power of the signal on the intended
state of polarisation and the power on the orthogonal axis. The intention was to tune the
instrument as accurately as possible using this less intense laser before fine tuning using
the 561 nm Olympus cell∗ laser, prior to aligning to the celltirf MITICO combiner.
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5.5 Results and Discussion
5.5.1 VA TIRF proof of principle
Based on the results from Section 4.5.6, it is hypothesised that through use of variable
angle TIRF, it should be possible to distinguish between nanoparticles embedded in Ma-
trigel, and those that have been internalised by the cell.
Matrigel testing and nanoparticle intensity profiling
Firstly, it had to be established that having a layer of Matrigel on the coverslip did not
affect the nature of the TIRF field. It was also necessary to confirm that the fluorescence of
the nanoparticles was not affected by the presence of the Matrigel proteins. The coverslips
were prepared in the same way as described in Chapter 4, using 200 nm particles. The
reason for this was because 20 nm particles are much smaller than the resolution of the
system, so 200 nm particles would give a clearer view of the results. It was also due to
the constraints of the variable angle TIRF; the smallest possible penetration depth of the
evanescent field for the 561 nm laser was 65 nm, and could be increased in steps of roughly
30 nm (originating from the stepwise changes in laser angle). These increases are larger
than the diameter of the 20 nm particles. The results from this can be seen in Figure
5.11.
It can be seen in both cases that increasing the penetration depth of the evanescent
field results in a decrease in fluorescence intensity of the nanoparticle, without affecting
the full width at half maximum (FWHM) of the bead profile. This is 260 nm (±5%, n =
3, 10 spots in each image) for all penetration depths in both conditions. Where Matrigel
proteins are present, intensity levels are on average 2.45 times less intense than those
observed where the nanoparticle is on the bare glass coverslip. This was calculated by
examining the ratio between the intensity levels at each individual depth and x -position
in the graphs in Figure 5.11. The reason for this could be due to either the particles in
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Figure 5.11: Intensity line scans and corresponding pictures of 200 nm particles illumi-
nated with evanescent waves of varying depths. Intensity profiles are taken from values
along the dotted red lines. A) shows the intensity profiles/ image of a nanoparticle on a
plain glass coverslip. B) shows the intensity profiles/ image of a nanoparticle embedded
in Matrigel, as prepared for an experiment. The image is taken with a 60× objective
lens in the focal plane of the coverslip. This, and the highly fluorescent nature of these
particles, helps to explain why the particles appear so large. This shows that the Matrigel
isn’t having any adverse effects on the images, aside from overall intensity, and so won’t
cause a problem in image processing. Average full width at half maximum of both of the
intensity profiles is 260 nm (±5%). Scale bar is 500 nm.
the Matrigel being further away from the coverslip, or if the Matrigel itself was causing
recorded intensity levels to be lower. If the particles on the Matrigel were a greater
distance from the coverslip than the particles on bare glass, a small penetration depth of
evanescent wave would result in a lower relative intensity than deeper penetration depths.
However, when these levels are normalised as displayed in Figure 5.12, a strikingly similar
trend is observed.
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Figure 5.12: Normalised nanoparticle spot intensity at the coverslip for different penetra-
tion depths of evanescent wave. A and B) normalised spot instensity for particles on a
blank slide and embedded in Matrigel respectively. C)The normalised maximum intensi-
ties of the particles on a blank slide (blue) or embedded in Matrigel (red), plotted against
the penetration depth of the evanescent wave at the point of imaging. It can be seen that
there is no significant difference between the normalised intensities of a nanoparticle on
blank slide or embedded in a thin layer of Matrigel. It can also be seen that the deeper the
penetration depth of the evanescent wave, the less intense the fluorescence of the particle
when it is on the coverslip. This excludes the peak at 120 nm. Number of experiments, n
= 3, 20 nanoparticle spots analysed per experiment. Bars show standard error in data.
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The general trend is an exponential decrease in the fluorescence intensity of a particle
on the coverslip when the penetration depth of the evanescent wave is increased. This
leads to the conclusion that the particles are similar distances from the coverslip in both
cases, and so the matrigel itself must be causing the observed decrease in fluorescence
intensity.
An increase in normalised fluorescence intensity when the penetration depth is 120 nm
can be seen in both cases in Figure 5.12. If the conclusion that particles in both instances
are the same distance from the coverslip, this can be explained. For any particle, the point
of maximum cross sectional area with respect to the direction of the evanescent wave will
be at a depth equal to its radius, plus the distance from the coverslip. Studies have shown
that due to electrostatic forces, polystyrene nanoparticles of this size remain around 20
nm from a glass coverslip[317], making the distance of the centre of the nanoparticle 120
nm from the coverslip. It has also been established that the Stokes radius of laminin, the
most abundant protein in Matrigel, is 18.6 nm[318]. If the nanoparticle was resting on
a layer a single protein thick, which isn’t unlikely based on the calculations outlined in
Section 4.5.5, then this would explain the observed increase in fluorescence intensity at a
depth of 120 nm.
It has been shown that the presence of Matrigel does not affect the fluorescence profile
of nanoparticles, although observed intensity is decreased, which may have a negative
impact on weaker fluorescent signals. However, the data in Figures 5.11 and 5.12 were
obtained with identical laser power settings (5% power). Therefore if a signal is too weak,
laser intensity can be increased to combat this. Variable angle TIRF was then performed
on live cells.
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Live cell imaging
To further the study began in Section 4.5.6, cells were introduced and variable angle TIRF
was performed. Figure 5.13 shows the effect of varying the depth of evanescent wave after
a two hour incubation on top of the prepared Matrigel/ nanoparticle base.
Figure 5.13: Images show the outline of HeLa cells (red) after a two hour incubation on top
of matrigel containing 20 nm nanoparticles. Figures above show a representation of the
experimental setup. It can be seem that decreasing the angle of incidence on the coverslip
increases the penetration depth of the evanescent wave and so nanoparticles within the cell
become illuminated. These nanoparticles are still only a few hundred nanometres inside
the cell.
It can be seen that as the penetration depth of the evanescent field increases, the
nanoparticles that have already been taken up by the cells become more visible. It can
also be seen that the nanoparticles still embedded in the Matrigel layer get progressively
dimmer with increasing penetration depth. This correlates with the findings in Figures
5.11 and 5.12. In this case, the nanoparticles are only 20 nm (as opposed to 200 nm),
and so the depth that corresponds to the brightest intensity of these nanoparticles would
be around 30 nm (obtained from the assumption that the nanoparticles are 20 nm above
the glass and the brightest point would be halfway up the height of the nanoparticle).
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Due to the constraints of the system, the smallest possible penetration depth is 65 nm
which is why the particles get dimmer throughout the series of images. Figures 5.14 and
5.15 show how both the number and intensity of internalised nanoparticles change with
penetration depth.
Figure 5.14: Increasing the penetration depth of the evanescent wave increases the number
of nanoparticles that can be visualised after internalisation by a cell. 20 nm particles were
on top of Matrigel as described previously. HeLa cells were plated and incubated at 37◦C
for two hours. TIRF imaging with evanescent waves of different penetration depths was
then performed. Increase in number of spots was calculated by counting all spots within
the boundary of the cell, and subtracting the number seen from the previous, shallower,
depth. Boundary of cell was known from brightfield imaging, n = 3, bars show standard
error in data.
It can be seen in Figure 5.14 that as the penetration depth of the evanescent wave
increases, so do the number of internalised nanoparticles that are excited by it. This
is significant as it means that when imaging the cell at a high temporal frequency, by
scanning the laser through multiple incidence angles it will be possible to identify those
that are moving further away from the coverslip.
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Figure 5.15: Nanoparticle spot intensity changes under different evanescent wave penetra-
tion depths. A) shows an example of a HeLa cell under the same conditions as described
in Figure 5.13. Highlighted are examples of two spots, one in Matrigel close to the cover-
slip (blue), and one that has been internalised by the cell (red). B) shows the normalised
average intensity of these spots. The intensity value changes depending on how far the
nanoparticle is away from the coverslip. The intensity profiles show that nanoparticles in
the Matrigel get dimmer with increasing penetration depth, whereas nanoparticles in the
cell get brighter. n = 3. 5 spots for each condition were deliberately selected for displaying
the relevant properties. Bars show standard error in data.
The graph in Figure 5.15 shows the advantage variable angle TIRF has over standard
TIRF microscopy. If the incident angle of the laser is fixed, there would be no way of
knowing where a nanoparticle was in relation to the cell, as a point of high fluorescence
intensity could indicate multiple distant fluorophores in close proximity to each other; or
fewer, closer to the coverslip. In the graph, at a penetration depth of around 125 nm the
spots have the same intensity, and so their position in z would be impossible to determine
without performing a timelapse imaging run and analysing as shown in Figure 4.9. By
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looking at intensity profiles over a range of penetration depths, this difference is resolved
instantaneously. It can be seen that the blue line represents nanoparticles close to the
coverslip, and the red line highlights those that have been internalised by the cell. The
reduction in intensity seen for nanoparticles still embedded in Matrigel in this case is
equivalent to that seen in Figure 5.12. This is to do with the excitation light inhabiting
larger volumes with increased penetration depth, and so associated intensity for a given
area near the coverslip is reduced.
These studies have shown the benefits that variable angle TIRF has over standard
TIRF, and that the technique is possible to implement on our instrument. It has been
shown that it is possible to distinguish between nanoparticles below the cell and those
that have been already internalised from a set of images at a single timepoint, rather than
have to take a timelapse as demonstrated in the previous Chapter. If these could then
be further enhanced by enabling concurrent polarised TIRF, the methods put forward
in the previous Chapter could be used to study in great detail the membrane dynamics
associated with uptake of nanoparticles and the effects these will have on cells. For
example, modifications to the surface of particles in attempts to either optimise or negate
the specificity of drugs to different cell types could be easily and rapidly visualised.
5.5.2 Preparations for polarised TIRF
In order to enable the technique of polarised TIRF on the Olympus IX81 microscope,
modifications to the input laser lines and MITICO TIRF combiner unit had to be per-
formed. The Olympus cell∗ 488, 561 and 640 nm laser lines enter the microscope through
the MITICO combiner as displayed in Figure 5.19A. This is the unit that contains the
controls that allow variable angle TIRF on the system. Currently there is an empty entry
port on the combiner which would be made use of.
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Construction of the laser modification unit
To allow polarised TIRF on this instrument, the 561 nm laser would have to be modified
before it entered the microscope. Light produced by the Olympus cell∗ laser emerges
unpolarised. By first collimating this beam in free space via coupling the laser fibre to a
fixed focus collimator, it could be made to enter a Glan-Taylor polarising prism and split
into two orthogonally polarised beams of light. Re-entry into separate fibres that main-
tained polarisation would then allow coupling to the MITICO combiner. Incorporated
into this design are two high speed shutters, to selectively block light of one polarisation.
Alternatively, if both shutters are left open, light of both polarisations would enter the
microscope at the same time, and would recombine to recover the qualities of the initial
unpolarised laser. A photograph of the final configuration can be seen in Figure 5.16.
Figure 5.16: A photograph of the constructed polarising laser system to enable pol-TIRF on
the Olympus IX81 microscope. The input laser is collimated into free space by the F240FC-
A. The beam is then split into orthogonal components by the GT10-A Glan Taylor prism.
The beams are either blocked or let through by the SH05 shutters. The beams are then
reflected off of BB1-E02 broadband mirrors to align them into the PAF-X-11-PC-A fibre
couplers. They then pass through the P1-488PM-FC-2 polarisation maintaining fibres and
enter the microscope through the MITICO combiner.
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The high speed shutters selected for this project have the capability to run at 25 Hz
if required. This would allow five separate image stacks of five penetration depths with
variable angle TIRF every second. This is equivalent to the frame rate used to acquire the
data in Figure 4.9. The adjustable broadband dielectric mirrors were necessary in order to
align the lasers to the fibreport collimators. The light must pass through perfectly straight
in order to provide the maximum coupling efficiency to the polarisation maintaining fibres.
These fibres have cores as illustrated in Figure 5.17, where one axis is known as the slow
axis. The stress rods illustrated introduce a linear birefringence which maintains the
polarisation of linearly polarised light providing it is aligned correctly upon entry.
Figure 5.17: A cross-section of a ’Panda’ style polarisation maintaining fibre. The stress
rods running either side of the core of the fibre introduce birefringence, slowing the speed
of light along this axis and maintaining linear polarisation of the beam.
Optimising polarisation efficiencies
Once the necessary components were roughly in place, alignment could be established
and optimised. The initial configuration was tested using a 0.9 mW, 532 nm laser diode
module. This is much smaller and less powerful than the Olympus cellTIRF laser that will
be used eventually.
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Initial construction It was first established by eye that this source was unpolarised
by rotating a basic polarising filter by hand in the path of the light source and noting
that the perceived intensity did not change. It was then confirmed that after passing
through the Glan-Taylor prism, each component of the laser was polarised to an extent,
as seen by maximum and minimum intensities every 90◦ rotation of the polarising filter.
Slight changes to height and angle of the laser beam in relation to the polarising cube
were performed as was necessary to ensure the beam was perpendicular to the face of
the cube. This was required to maximise the polarisation efficiencies and minimise the
extinction ratio[319].
Each of the polarised beams then reflect off two adjustable mirrors before entering
the couplers to the polarised fibres. Light must enter these fibres perfectly straight to
ensure the reliable transmission of signal. Figure 5.18 highlights this non-trivial process of
alignment in two dimensions. Once more, initial confirmation could be attained by eye as
the opposite end of the fibre was strongly illuminated upon successful light propagation.
Figure 5.18: A top-down view of the beam coupling process. A) The direction of light once
it has left the Glan-Taylor polarising prism. This could be travelling at one of many angles.
B and C) The alignment mirrors. The angle the light hits the mirror determines the angle
it leaves the mirror. It is required that the light enters the fibre coupler (D) perfectly
straight to allow efficient transmission of polarised light (bright green line). If the mirrors
are misaligned, when the light hits the fibre coupler there will be no transmission (light
green dashed line). If the laser does not leave the polarising cube straight (due to the angle
it enters at) then it makes it very difficult to align the beam successfully (dark green dotted
line, transparent green background).
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Intensity measurement Once transmission of light was obtained at the opposite
end of both fibres, the power and polarisation extinction ratio for each of the beams can be
measured. For this a polarisation extinction ratio meter (PERM) was used. As the laser
using to test this system was 0.9 mW, equal splitting of the original laser beam would give
0.45 mW of power to each polarisation. According to the manufacturer’s specifications,
there is a maximum insertion loss of 1.5 dB in coupling a beam into one of the polarisation
maintaining fibres[320]. The insertion loss is calculated using the formula:
IL(dB) = 10× log10PT
PR
(5.1)
Where ’IL’ is the insertion loss in decibels, ’PT ’ is the power transmitted to the fibre, and
’PR’ is the power received at the detector. Putting the values IL = 1.5 and PT = 0.45 into
this equation gives a maximum output value in each fibre of 0.32 mW, assuming equal
distribution of power.
Following alignment, actual measured power outputs in each of the fibres were 0.246
mW for the p-polarisation fibre and 0.137 mW for the s-polarisation fibre. While this
totalled only 60% of the total possible power (0.246+0.137
2×0.32 ), it was decided that this was
suitable to prove the principle, as it would have to be realigned when the Olympus 561
nm laser was attached for use on the microscope.
Polarisation measurement Polarisation extinction ratio is determined by calculat-
ing the ratio between the optical power of the signal on the intended state of polarisation
and the power of the signal on the orthogonal axis[321]. Intensities are calculated by
transmitting the beam through a rotating polariser and onto a detector. As the polar-
ising filter is rotated, intensity values are recorded. Polarisation extinction ratio is then
calculated by:
ER = 10× logPmax
Pmin
(5.2)
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Where ’ER’ is the extinction ratio, ’Pmax’ is the maximum recorded power, and ’Pmin’
is the minimum recorded power. If the light is not polarised, then Pmax = Pmin, and
the extinction ratio is 0. According to the manufacturer’s specifications, the transmitted
(p-polarised) beam should have an extinction ratio TP :TS > 1000:1. The reflected (s-
polarised) beam will have an extinction ratio of roughly 100:1. Most polarised laser sources
claim extinction ratios of around 100:1[322, 323], so the beam profiles from the polarising
cube should be adequate for these experiments. Extinction ratios observed once light
has travelled through a fibre are much less than these initial values. Measurements from
different studies claim between 13:1 and 25:1 to be a ’good’ extinction ratio for light of
this wavelength[324, 325].
Following alignment, polarisation extinction ratios were determined for each of the
fibres[321]. For the p-polarised fibre, a ratio of between 10 and 11:1 was observed, and
for the s-polarised fibre, an extinction ratio of between 7 and 8:1. While this is a lower
ratio than what other groups have managed to obtain[324, 325], it does show that the
instrument is successfully turning an unpolarised laser into two lasers that display po-
larised behaviour. Once again, more rigorous optimisation of polarisation would have
been performed once the microscope was ready. It should also be noted that ’rotating
polariser’ type PERMs such as the one used tend to give an underestimate for the po-
larisation extinction ratio[326], as other methods typically subtract signal from random
polarisations, and so this value is likely to be pessimistic.
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MITICO TIRF combiner modifications
The current set-up of the Olympus celltirf MITICO system can be seen in Figure 5.19A.
This is the unit that aligns the lasers going into the microscope, and contains the necessary
components for VA-TIRF. The intention is to move the 640 nm laser line to the bottom
input, and couple the polarisation-maintaining fibres to the two central inputs. The
dichroic mirrors for the 561 and 640 nm lasers will be moved down, and a specially
designed dichroic that allows p-polarised light through but reflects s will be fitted in the
second slot. Talks have been held with Cairn Research (Kent, UK) who have agreed to
produce a suitable custom piece. The final modification will be to replace the polarising
beamsplitter in the top of the MITICO with a standard mirror to prevent disruption of
the polarised beams. This is in place to direct and ’clean up’ the beam, i.e. even out any
distortions in intensity and phase profile that may be present. However, the unit built
has been tested for efficiency of polarisation and intensity profile, and has been found
sufficiently uniform so that the lack of this filter will not prove disadvantageous. The
orthogonally polarised fibres will be able to be independently fired using the high-speed
shutter system incorporated into the laser unit. Alternatively, if both shutters are open,
the 540 nm beam will recombine within the microscope before exposure to the sample.
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Figure 5.19: A) The inside of the TIRF combiner as it currently stands. Three laser lines,
488, 561 and 640 nm currently enter the microscope through the combiner. The fibres are
connected to the alignment controls, which allow movement in the ( x,y) plane. The beams
pass through individual collimating lenses, reflect off dichroic mirrors, and pass through a
polarising beamsplitter to enter the microscope body. The polarising beamsplitter leading
to the microscope acts as a ”clean-up filter”, blocking the unwanted output range from the
laser. This would have to be replaced to enable polarised TIRF, with additional checks
performed to ensure any noise transmitted is minimised[327]. B) Planned modifications
to enable polarised TIRF.
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Unfortunately Olympus were unable to make the requested internal alterations within
the time constraints of this thesis, and so the completed and functional laser polarisation
unit was not able to be coupled to the microscope.
5.6 Conclusion
There is a need in research for a method of rapid analysis and quantification of the way in
which nanoparticles interact on a cellular level. Specifically, if the effect a nanoparticle had
on cell membrane dynamics could be determined in real time, rates of active or passive
uptake could be calculated. This could be used to provide an immediate insight into
whether a newly modified drug was more effective in entering the desired cells, or whether
nanomaterials developed for a product proved destructive to the plasma membrane. To
this end, modifications of a TIRF microscope have been outlined, allowing detailed and
accurate visualisation of z-dimensional profiling with VA-TIRF, in tandem to membrane
curvature profiling using P-TIRF. Once final preparations have been made, visualisation
of many different nanoparticles and cell types will be possible. This would represent a
huge improvement in both speed and detail over current methods.
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CHAPTER 6
SUMMARY, CONCLUSIONS AND SUGGESTIONS
FOR FUTURE WORK
6.1 Overview of work undertaken in this study
Nanoparticles are being produced faster than ever thanks to their interesting and often
unexpected properties when compared to bulk material of the same composition. This
has meant they have found uses in many different sectors, from food and beauty products,
to medical and bioengineering fields. However the legislation governing their use is not
always clear, and the potential for human exposure, intentional or otherwise, is increasing.
The range of nanoparticles it is possible to manufacture, in different sizes, shapes and
compositions, all with varying characteristics, leads to the need for a more thorough
characterisation process in biological environments.
6.1.1 A study into the current methods of studying NP inter-
nalisation
A study resulting in a published paper[104] was conducted examining the entry route of
one type of nanoparticle into a single cell type. This was not only to characterise this
interaction, but also as an insight into the work necessary to complete such a task. It was
concluded that 20 nm carboxy-modified spherical polystyrene nanoparticles enter HeLa
cells primarily via clathrin-mediated endocytosis, and that they also have the ability to
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directly permeate the cell membrane. The amount of time invested in this project, both
experimentally and analytically, led to the conclusion that if multiple types of nanoparticle
were to be tested with many different cell types, a more efficient technique was required.
In order to improve methods of nanoparticle characterisation, three areas to focus on
were identified. These were: the computational analysis of the images obtained through
light microscopy; developing new biological protocols enabling more relevant studies to
be performed; and upgrades to existing hardware.
6.1.2 Computational methods of improvement
Previous analysis of images involving colocalisation of nanoparticles to fluorescent markers
within the cell either relied on manual quantification, which is both time consuming and
inconsistent, or computational methods which were often inaccurate when looking at
images with high amounts of noise. An object-based approach was developed making use
of a new noise-reduction algorithm which was more reliable than existing computational
methods, and much faster than manual analysis. Comparisons to both manually and
computationally generated data verified the program.
6.1.3 Biological methods of improvement
When studying uptake of nanoparticles into cells, visualisation at the plasma membrane
is ideal. Development of a protocol whereby nanoparticles are embedded into a thin layer
of matrix proteins before exposure to cells allowed the use of TIRF microscopy in this
analysis, enabling colocalisation experiments with fluorescently tagged endocytic markers.
The high signal to noise ratio in images obtainable with TIRF microscopy combined with
the speed of live cell imaging not possible with confocal microscopy permitted a novel
perspective when studying nanoparticle uptake.
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6.1.4 Towards physical methods of improvement
By altering the incident angle of the laser in TIRF microscopy, the depth of evanes-
cent illumination can be changed during an experiment. This can be used to provide
z-dimensional information on the order of hundreds of nanometres. By incorporating po-
larised lasers it is also possible to determine an element of membrane curvature on the
basal surface of cells. Significant steps have been made to incorporate these two exciting
techniques in the same physical system, allowing analysis of nanoparticle uptake never
seen before. If the membrane dynamics of a cell internalising a nanoparticle could be
determined completely in real time, it would offer a unique view of a cell’s initial re-
sponse to nanoparticle exposure. This would enable rapid quantification over a range of
nanoparticle and cell types, and results of human exposure would be better understood.
This would not only aid in understanding potential new nanomedicines better, but would
also offer a unique method of studying in real time how modifications affect membrane
dynamics and cellular uptake.
6.2 Future work
It is proposed that any TIRF microscope can be used for polarised TIRF experiments
for determining membrane curvature. All current forms of implementing polarised TIRF
involve interfering with the excitation optics, via waveplates, Pockels cells, beamsplitters
or filters as outlined in Section 5.2.2. However, no current system at the time of writing
attempts to determine orientation of the plasma membrane by looking at the polarisa-
tion of emitted fluorescence. The following proposed setup would enable the benefits of
polarised TIRF with a modified DualView, without necessary changes to the excitation
optics or microscope internal.
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Regular TIRF microscopy uses an unpolarised laser and so excites molecules of all
orientations. As illustrated in Figure 5.6, a molecule is much more likely to be excited by
an incident photon with its electric field vector in the same orientation as its chromophore.
When the molecule then fluoresces, the electric field vector of the emitted photon is
the same as when it was absorbed. With this knowledge, it is theorised that points
of membrane curvature should emit a much higher proportion of p-polarised light than
plasma membrane parallel to the coverslip. Therefore if it was possible to differentiate
between s- and p- polarisations of emitted light, the same information could be gained as
with traditional polarised TIRF, without having to manipulate the incident laser at all.
This could be possible using a modified DualView system as outlined in Figure 6.1.
The modifications proposed involve changing the dichroic mirror and coloured filters
as seen in Figure 4.1 for a Glan-Taylor prism and orthogonally oriented polarising filters.
This would allow all molecules of DiI in the membrane to be excited by the unmodified
561 nm laser, and the light emitted by flat membrane would be sent to one half of the
CCD while the light emitted by points undergoing endocytosis or other cases of membrane
curvature would go to the other side. These could then be aligned as before. This can
be coupled with the variable angle TIRF to obtain z-profile data, and with images of
nanoparticles from the 488 nm channel to study internalisation rates and methods.
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Figure 6.1: A schematic showing a potential for an alternative way of implementing
polarised TIRF. Instead of a coloured filter cube in the Dualview system, it is proposed
that a Glan-Taylor prism (or equivalent) would be suitable to split the resultant emission
from DiI in the membrane and see results of curvature in one rather than two image
acquisitions.
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APPENDIX B
COLOCALISATION PROGRAM
%This MatLab code searches folders specified by the user for image files. These image files
ideally contain three frames; the brightfield frame for determining the cell boundary, and
the two fluorescence image frames for determining colocalisation. If the brightfield im-
age is not available the program will calculate colocalisation using the whole field of view.
Denoising is performed on the fluorescence channels, followed by Otsu thresholding and
’opening’ of the resulting binary mask. Mask metadata is obtained, and the centroids of
the spots in the user-specified channel checked for overlap with the spots in the other chan-
nel. This result is given as a percentage of the overall number of spots in the user-specified
channel. Commented out at the bottom is the code used originally to determine random
colocalisation, and replaced with the formula determined in Section 3.5.3 to correct for this.
close all; clear all; clc;
%This is the drawing bit
imtool close all;
% Close all previously open figure windows created by imtool
workspace;
% Make sure the workspace panel is showing
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fontSize = 16;
parentFolder = [’(enter name of parent folder)’];
%this is the name of the folder that contains the images
folderList = dir(parentFolder);
lfo = length(folderList);
%counting the number of files in the folder
counter = 1;
for fileCounter = 1:lfo
%looping through the whole folder
if(folderList(fileCounter).isdir)
fileList2 = dir([parentFolder folderList(fileCounter).name ’\∗.nd2’]);
%finding the image files. .nd2 for Nikon images, .tif for Olympus
lfi = length(fileList2);
%ensuring only the images in the folder are considered
for fileCounter2 = 1:lfi
filename2 = [parentFolder folderList(fileCounter).name ’\’ fileList2(fileCounter2).name];
spotCount = [0,0];
%empty matrix for holding spot count values
centroidPoints = [0,0];
%empty matrix for holding spot centroid values
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masks = {0,0};
%empty array for containing the cell outline mask
figure;
BFmeta = imreadBFmeta(filename2);
%loading metadata concerning the image
z = ceil((BFmeta.zsize)/3);
t = ceil((BFmeta.nframes)/2);
origBF = imreadBF(filename2,z,t,3);
%these select the first colour frame and middle timeframe
for denoiseLoop = 1:2
%Trying to draw round the cell
if denoiseLoop == 1
%Only want to do it once
imshow(origBF, []);
axis on;
title(’Original Brightfield Image’, ’FontSize’, fontSize);
set(gcf, ’Position’, get(0,’Screensize’));
% Maximize figure.
message = sprintf(’Left click and hold to begin drawing.\n Simply lift the mouse button to
finish’);
uiwait(msgbox(message));
hFH = imfreehand();
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% Create a binary image (”mask”) from the ROI object. These next 11 lines take
the values from the brightfield cell outline and define parameters for the rectangle that
surrounds it. The ”binaryImage” sets all the pixel values outside this outline to 0.
binaryImage = hFH.createMask();
xy = hFH.getPosition;
xyMin = min(xy);
xyMax = max(xy);
xmin = xyMin(1);
ymin = xyMin(2);
width = xyMax(1) - xmin;
height = xyMax(2) - ymin;
rekt = [xmin ymin width height];
binaryImage = imcrop(binaryImage,rekt);
end
orig = imreadBF(filename2,z,t,denoiseLoop);
%reads the fluorescence image
blackMaskedOrig = orig; blackMaskedOrig = imcrop(blackMaskedOrig,rekt);
%crops the fluorescence image according to the brightfield outline
imageDenoised = ericDenoise(blackMaskedOrig);
%performs denoising on the fluorescence image
level = graythresh(imageDenoised);
%calculates the threshold level using Otsu’s method
BW = im2bw(imageDenoised,level);
%turns the denoised image into a binary mask using the threshold level
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BW( binaryImage) = 0; subplot(3,2,denoiseLoop); imshow(BW);
%displays the mask for reference
if denoiseLoop == 1
title([fileList2(fileCounter2).name ’(enter name of first fluorescence channel)’]);
end
if denoiseLoop == 2
title([fileList2(fileCounter2).name ’(enter name of second fluorescence channel)’]);
end
%This performs opening of the image to get rid of all the spots that are only one pixel
big after thresholding, using a disc of radius 1.
se1 = strel(’disk’,1);
openBW = imopen(BW,se1);
subplot(3,2,denoiseLoop+2);
imshow(openBW);
%displays the opened mask for reference
if denoiseLoop == 1
title([fileList2(fileCounter2).name ’(enter name of first fluorescence channel)’]);
end
if denoiseLoop == 2
title([fileList2(fileCounter2).name ’(enter name of second fluorescence channel)’]);
end
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%These next 6 lines calculate and save the metadata of the spots for the opened masks to
calculate colocalisation
openCC = bwconncomp(openBW,4);
openSpotData = regionprops(openCC,’basic’);
centroidSpotData = regionprops(openCC,’centroid’);
masks{denoiseLoop} = openBW;
spotCount(denoiseLoop) = openCC.NumObjects;
centroidPoints(denoiseLoop) = cat(1,centroidSpotData.Centroid);
end
maskBlend = logical(masks{2}.* centroidPoints{1});
%choose between ’1’ and ’2’ for which fluorophore channel you want the centroid data
maskBlendCC = bwconncomp(maskBlend,4);
coloc = round( 100 * (maskBlendCC.NumObjects) / spotCount(1) )
%maskRandom = logical(masks{2}.* imrotate(centroidPoints{1},180,’nearest’,’crop’));
%maskRandomCC = bwconncomp(maskRandom,4);
%uncoloc = round( 100 * ( maskRandomCC.NumObjects / spotCount(1) ) )
%choose between ’1’ and ’2’ for which fluorophore channel you want the random data
T = ones(size(openBW,1),size(openBW,2),3) .* 255;
T(:,:,1) = T(:,:,1) .* masks{1};
T(:,:,2) = T(:,:,2) .* masks{2};
T(:,:,3) = T(:,:,3) .* masks{2};
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subplot(3,2, denoiseLoop+3);
imshow(T);
%Showing the two coloured masks overlaid
coloc = sqrt(417 * coloc + 8094) - 123;
title([num2str(coloc) ’% of NP spots are colocalised with DiI.’]);
%Putting the corrected value for the colocalisation in the title. Change the words
depending on what you are imaging.
set(gcf, ’Position’, get(0, ’ScreenSize’));
counter = counter + 1;
end
end
end
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