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Abstract: The thermal problem in hybrid circuits made on ceramic substrates has been studied with a 2D and a 3D 
model. The equation has been solved by an eigenfunction expansion and the boundary element method. The results 
have been compared with emphasis on CPU-time and generality, i.e. the possibility to alter parameters involved in 
thermal design. 
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1. Introduction 
Thermal problems for hybrid microelectronics has been the subject of several papers [1,2,3]. 
Due to the higher integration density, more heat is dissipated in smaller volumes, explaining the 
growing interest in studies of thermal behaviour. It even happens that thermal problems stop the 
possibilities for further integration. 
In this paper we shall limit ourselves to hybrid circuits made on ceramic substrates. This 
material has a very good thermal conductivity (A = 30 W/m” K) making it extremely suited for 
power electronics. In our model screen printed resistors are the only heat sources. These 
components have a perfect thermal contact with the substrate. 
2. Basic equations 
Ceramic substrates as shown in Fig. 1 have dimensions in ‘the ranges a, b = 2-5 cm and 
thickness d, = 0.5 mm. One dimension being much smaller than the other ones and the fact that 
the thermal conductivity A is very high makes a two-dimensional simulation possible in many 
cases [3,4]. The temperature T(x, JJ) satisfies the equation 
v2T- T/L2= -p/Ad, in S (1) 
where L = \id,h/2ol is the characteristic length, LX the convection coefficient and X the thermal 
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Fig. 1. Two- and three-dimensional configuration used to outline the thermal models. 
conductivity. p is the power dissipated per unit area, obviously p = 0 outside the resistors. Along 
the boundary &S the Neumann boundary condition is used: 
vT.ii,=O onaS. (2) 
The condition (2) means that no heat can be removed along aS which is a reasonable assumption 
due to the small value of d,. 
In some particular cases such as heat sources with dimensions comparable to the thickness d, 
(called hot spot), a two-dimensional model was found unsatisfactory [5]. The 3D Laplace’ 
equation is then used for T( x, y, z): 
v2T=0 in V, (3) 
with the convective boundary condition on the front and rear side: 
AvT- ii,, + aT=p, z =o, z=d ST 
and the Neumann condition on the remaining part of ?lE 
(4) 
W-U,=0 x = 0, x = a, y=b, y=o. (5) 
If one looks at the literature, the Fourier series method seems very popular to solve (1) or (3). 
This is not surprising because the geometries of Fig. 1 and the boundary conditions (2) or (5) 
invite us to try a series expansion of the form Ccos cxx cos By rather than starting a pure 
numerical method. Therefore we compared the fourier solution with the boundary element 
method for both the 2D and 3D model. The results and comments are outlined in the subsequent 
sections. 
3. Two-dimensional analysis 
The equation (1) has been solved by an eigenfunction expansion. The temperature is then 
written as: 
T= c xAmn cos~cos~, 
m n 
(6) 
2. Rottiers, G. de Mey / Thermal problems in microelectronics 369 
where the coefficients A,, are given by 
l/W JS p ~~~(max/a) cos(n~~y/b) dx dy A = 
mn (m2v2b2) + (n2a2/b2) + (1/L2) 
JJ 
scos2(m7x/a) cos2(nay,b)dx dy' 
s 
Actually p(x, v) is a piecewise constant function: p =pi (where pi is the heat power density of 
the ith resistor) and p = 0 elsewhere on the substrate. Hence integrals as (7) can be calculated 
analytically. Only the summation (6) has to be done numerically. Note that the shape of the 
eigenfunctions automatically fullfills the boundary condition (2). 
A second technique uses the boundary element method. With Green’s theorem, the equation 
(I) is converted into the relation: 
T(r')=~s[T(r)vG(rIr').ii,- VT-E,G(+‘)] dl-j-k$-G(i,i’) dS (8) 
s 
where G( 7 1 F’) is the Green’s function of (1) given by: 
Substituting the boundary condition (2) in (8) and putting the field point 7’ on the boundary, we 
obtain: 
00) 
Equation (10) is a Fredholm integral equation of the second kind with T( 7) (7 E as) as the 
unknown function. In order to solve (10) numerically, the boundary has been divided into 4n, 
elements (n, on each side). Two approximations for T have been used: a piecewise constant 
(BEMC) and a piecewise linear (BEML) function. 
The boundary element method has been applied to calculate the temperature distribution if 
one square shaped resistor is placed in the middle of the substrate. Figure 2 displays the 
temperature in the middle point ($a, ib) as a function of n, for both BEMC and BEML. The 
temperature found with the fourier analysis is also indicated on Fig. 2. The CPU-times needed 
for the calculations are also drawn as a function of n,. Note that about 10 sec. were needed for 
the fourier series which is comparable to the CPU-time of BEM for n = 5. 
If resistors with smaller dimensions (1 x 1 mm’) are involved, higher harmonic components 
are required to represent this 2-D pulse function by a fourier series. Hence more terms of (6) are 
needed to get sufficient accuracy. Figure 3 shows the CPU time as a function of the resistor 
dimension. Note that this parameter has a negligible influence when using the boundary element 
method. Mentioning the fact that in practical situations dimensions of resistors are expressed in 
mm rather than cm, the fourier method turns out to be inferior with respect to the boundary 
element technique. 
Another interesting point is the number of resistors on a substrate. It was found experimen- 
tally that the relative increase of the CPU-time was much higher for the fourier technique than 
for BEM. 
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Fig. 2. Maximum temperature T in the point (x = ia, y = tb) and the CPU-time as functions of n,. For comparison 
the data obtained with Fourier expansion are also indicated. A resistor of 1 X 1 mm’ is involved here. 
If one wants a complete temperature plot or a drawing of isothermal lines, the temperature has 
to be calculated in an array of points. With regard to BEM, the solution of the integral equation 
has only to be done once. Only the integration (8) has to be repeated for all the array points. 
Again these arguments favour the boundary element method. 
A final argument is that the fourier method is strongly related with the geometry of Fig. 1 and 
with the boundary condition (2). Being essentially an analytical method, extension to other 
geometries or more general boundary conditions is not always possible. This is not the case with 
the boundary element method which is essentially a numerical technique. Nevertheless, an 
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Fig. 3. CPU-time as function of the heat source dimension A for the Fourier expansion method. 
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analytical solution as (6) gives us the opportunity to estimate error so to that one has a result 
with a known accuracy which can be used later on to verify numerical methods. 
4. Three-dimensional analysis 
As already mentioned small shaped heat sources (dimensions -K thickness d,) give rise to three 
dimensional temperature pulses called hot spots. This 3D problem has been attacked by both a 
Fourier series and BEM. A series like (6) can be used for the geometry of Fig. l(b), provided the 
constants A,, are replaced by suitable functions A,,(z) satisfying the boundary condition (4). 
The Fourier method works but required an enormous amount of CPU-time. The BEM fails, 
which is not surprising because the geometry of Fig. l(b) has one dimension much smaller than 
the other ones which is a non friendly shape from the numerical point of view. 
The normal procedure to make BEM working is to introduce subdomains with acceptable 
aspect ratios. However it was found from the Fourier results that the 2D model almost coincides 
with the 3D results outside a hot spot [5]. I was then more convenient to start with a 2D 
simulation followed by a zooming onto a hot spot, i.e. the 3D equation (3) is only solved in a 
small subvolume around a hot spot. The boundary condition (4) is used at z = 0 and z = d,, and 
on the remaining part of the subvolume one uses the temperature value obtained with the 
previous 2D simulation as the boundary conditions. This procedure has been carried out by both 
Fourier series and BEM with piecewise constant approximations in the elementary surfaces. In 
the Fourier method cylindrical subvolumes are required because the eigenfunctions are known 
and the circumference should be isothermal. We shall omit the (lengthly) mathematical details 
here because they are analogous to those outlined in the foregoing section. 
Figure 4 shows some results obtained with the boundary element method applied to a 
subvolume of 2.5 X 2.5 X 0.5 mm3 around a small resistor of 0.5 x 0.5 mm* in the middle of the 
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Fig. 4. Maximum temperature T and CPU-time versus n according to the 3D model. The subvolume for the 3D 
simulation has dimensions 2.5 X 2.5 X 0.5 mm3. Fourier results are also drawn for comparison. 
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front layer. In the z-direction 1 discretisation was used and nx = ny = 5 discretisations in the x 
and y directions. For the calculation of the matrix-elements, we used n x n discretisations. 
Figure 4 shows the maximum temperature and the CPU time versus n. With 3D Fourier analysis 
T = 90.2 was found which agrees very well. The main disadvantage of the Fourier method is now 
that the eigenfunction expansion assumes the boundary lines z = cte being isothermal, which is 
only true in some particular cases. 
5. Conclusions 
We have compared a Fourier expansion with the boundary element method to model thermal 
problems in hybrid microelectronic circuits. It was found that both methods are valuable. In 
most cases the boundary element method is superior from the point of view of CPU time and 
generality. For 3D problems local zooming was necessary to make BEM useful. 
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