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How are objects represented in the human visual pathway? This question continues to 
elude the neuroimaging field due to at least two kinds of problems: first, the relatively 
low spatial resolution of fMRI and second, the bias inherent in prevailing statistical
methods for analyzing the actual diagnosticity of cortical tissue. We collected high-
resolution (1mm x 1mm) imaging data of the fusiform face area (FFA) from 4 subjects 
while they categorized images as ‘animal’, ‘car’, ‘face’, or ‘sculpture.’ We performed 
exploratory analysis to determine the nature of the distributions over classes and the 
similarity structure between classes. The FFA was visualized using nonmetric 
multidimensional scaling revealing “string-like” sequences of voxels, which appeared
in small non-contiguous clusters of categories, intertwined with other categories.  Since
the feature space appeared highly nonlinear, we trained various statistical classifiers 
on the class conditional distributions (labelled) and separated the four categories with 
100% reliability (over replications) and generalized to out of sample cases with high 
significance      (45% to 51%; p<. 000001, chance=25%).  The increased noise inherent 
in high-resolution neuroimaging data relative to standard resolution resisted any
further gains in category performance above 60% (with “FACE” category often having 
the highest bias per category) even coupled with various feature extraction/selection 
methods.    A sensitivity/diagnosticity analysis for each classifier per voxel showed: (1) 
reliable (with S.E.<3%) sensitivity present throughout the FFA for all 4 categories, and 
(2) showed multi-selectivity, that is, many voxels were selective for one category but 
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responded to all 4 categories with some high diagnosticity but at lower intensity.   This 
work verifies the hypothesis that the FFA is a distributed, object-heterogeneous
similarity structure and bolsters the view that the FFA response to “FACE” stimuli in 
standard resolution may be primarily due to a linear bias, which has resulted from an 
averaging artifact.
The body of literature investigating the nature of cortical object representation supports 
two apparently contradictory hypotheses.  At one extreme, the localized representation 
hypothesis claims that the visual pathway is made up of specialized modules, each 
responsible for exclusively processing one type of object [DCP+06].  Perhaps the most 
famous example is the fusiform face area (FFA) which allegedly processes faces and no 
other type of category [KMC97].  Other examples include the parahippocampal place 
area (PPA) [SK02] and the extrastriate body area [DJS+01].  At the other extreme, the 
distributed representation hypothesis claims that the representation is widespread across 
the cortex; there are no specialized modules, and every area can be part of any object’s 
representation [HGF+01].  This distributed representation can be orthogonal or 
combinatorial [HMH04], depending on whether one voxel is involved in one or multiple 
category representations.
One possible methodological reason for the divergent results is the type of 
analysis performed.  Typically, studies supporting a modular account have used a 
standard general linear analysis (GLM)- based approach [KMC97], [SK02], whereas 
those supporting a distributed representation have used nonlinear and multivariate
classifiers  [HGF+01] [HMH04].  There are several limitations of the GLM for this type 
of question: it is univariate and thus treats each voxel independently; whereas the 
question of object representation and similarity must involve multivariate voxel 
interactions, it is restricted to linear relationships; whereas the BOLD time series is 
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highly nonlinear and the categorization surface for object recognition in cortical tissue 
is also likely to be nonlinear and finally the GLM is not typically crossvalidated;
whereas this type of question critically requires measures of reliability and diagnosticity 
per voxel, not just association coefficients which can neither be a superset of all
diagnostic voxels nor can all associations be diagnostic.
Another potential source of the discrepancy involves the resolution of fMRI.
Recently, Grill-Spector and colleagues investigated whether the apparent selectivity of 
the FFA changes depending on resolution [GSR06].  At standard resolution (3mm x 
3mm), the FFA appears to be broadly tuned across all object categories and maximally 
responsive for faces, but at high resolution (1mm x 1mm), for example, it could consist 
of either smaller clusters of sharply tuned neurons, each selective for one category or 
one large cluster primarily responsive to FACE; what Kanwisher (K06) has called the 
“blueberry sized  ‘FACE” module within inferior temporal lobe. Grill-Spector’s study 
supports this kind of hypothesis, in which non-face object-selective voxels exist in the 
FFA, but are less numerous than face-selective ones, creating an averaging artifact of 
face-selectivity at a coarser grain [GSR06].
In this study, we use high-resolution imaging collected with the same paradigm
and imaging parameters as Grill-Spector et al. 2007 [GSR07] (see Supplemental
material).  We first examine the voxel space with exploratory methods in order to reveal
the underlying similarity structure that might promote simple classification. Next  we 
used various classifiers in increasing complexity (from linear to nonlinear to various 
forms of nonlinear) classifiers, in combination with various feature-selection methods
(PCA, entropy) and cross-validation tests, to analyze the voxel activity pattern in the 
FFA of four subjects.  Finally we perform two kinds of sensitivity analysis on the best-
fitting classifier (to increase the validity of the estimated coefficient per voxel) for each 
subject to visualize the voxels that are most diagnostic for classification.
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We defined the FFA in standard resolution fMRI  (significant voxels of GLM
constrast of FACE> Objects)
1
 and re-imaged at high resolution during a categorization 
task using animals (A), cars (C), faces (F), and novel images (N), i.e. abstract 
sculptures. The statistics and sizes of the FFA and intensity per voxel are shown in 
Table 1.  Note the variation in size from 10s to 1000s of voxels. We first examined the 
basis for classification by exploring the frequency distributions per category and doing 
unsupervised feature extraction using Multidimensional scaling and Principle 
components analysis.
Exploratory similarity basis across classes.   A standard way to explore the potential
for classification is to examine the feature space which is to eventually form the basis
for classification.  This can help define whether the classification is linearly separable or 
not, but most critically can begin to define feature selection and extraction methods
appropriate for the data and the optimal classification.
Class conditional distributions (raw and z-scored)
In Figure 1, we show the class conditional frequency distributions for each category for 
each subject. These are examples shown both for the raw data set and are identical to 
the z-score (in volume space) normed distributions. The noise distribution as noted 
previously [HM00, CC05; WR06] is heavy tailed and non-gaussian.   If classes were 
linearly separable, we might observe in the tail “bumps” that are associated with
specific classes  for example for the “FACE” category at higher intensity point along 
the x axis. Instead, what we do note is the high similarity across categories within each 
1
Although this is the standard method for defining the FFA in neuroimaging studies, we would argue that
a more diagnostic way would be to use a classifier to identify face-selective voxels rather than GLM.
Nonetheless to be consistent with past work it is important to use the same methods, notwithstanding their
limitations or biases.
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subject, in that the high signal (right-hand) end tail is practically indistinguishable 
between class conditional distributions.  This, by the way, does not imply that the 
classes will not be separable based on either multivariate patterns or nonlinear methods, 
rather that linear methods will have difficulty doing so, and any simple basis for a 
classification such as “cluster of voxels” that posses a higher intensity than any other 
voxels is not obvious from the high-resolution class distributions.  If these classes are
separable there must be a subtler basis on which classification surface can be based 
upon.
Often it is possible to reveal clusters that are associated with class conditional 
distributions by extracting new features in a lower dimensional space that also attempt
to preserve the original data variance.  Two such methods are principle components 
analysis, which we discuss, in the supplemental material and second, non-metric
multidimensional scaling  (MDS). Both such methods provide a way to visualize the 
similarity of exemplars.  To achieve an average 6 to 1 dimensionality reduction a 10-
dimensional MDS was performed on each subject’s data, scaled within each session, to 
control for session effects.  In subject 1, MDS was able to preserve 86% of the original 
variance; for subject 2, over 86% of the variance; for subject 3, 88% of the variance; 
and for subject 4, 85% of the variance.  Figure 3 shows selected 2-dimensional
projections of the MDS space for each subject.  In all subjects, the different category 
trials (coded by color) appear to distribute in relatively small clumps or “string” like
clusters and are “tangled” throughout the FFA.   It is possible that some unique
patterns
2
 characterize each category in the FFA and may bear some similarity to 
orientation selectivity columns in V1 but in this case in the FFA at the category level.
2
It is possible that the distributed patterns observed here have some underlying structure as in a network
or surface topology of the overall cloud of points that could uniquely characterise the object identification
within the FFA. Further analysis that could approximate or characterise these FFA patterns per category
may reveal a category selectivity map. In any case, it would be important to at the same time examine the
similarity structure between more categories.
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In any case it is even more obvious that linear classifiers will not be able to completely 
separate the classes in this space.   It is possible that an appropriate feature selection and 
extraction method will render the decision surface closer to linear and reduce the noise 
in the BOLD signal to further aid classification performance. 
For each subject, we used a number of feature selection methods for the purpose of 
excluding noisy voxels and choosing a subset of informative ones. Linear discriminant 
analysis (LDA; VR02), Support Vector Machine (SVM, VAP99) and  Neural Network 
(NN, VR02) classifiers were trained on each feature subset.  All classifiers were 
optimized, and crossvalidated by holding out one block (4 scans) for each category at a 
time, and averaging 100 separate such tests.
Feature selection and classifier training.
Each subject had different sized FFAs with different average intensity and variance.
The variation in FFA signal/noise encourages the strategy of exploring various feature 
extraction methods in order increase signal to noise and improve classification 
performance. A number of feature selection methods were used: principal components 
analysis (PCA), nonmetric multidimensional scaling (MDS), z-score thresholding, and
entropy thresholding (for both raw and z-scored datasets.  Since every kind of classifier 
or kernel choice for a classifier will possess a different bias, especially as we entertain 
nonlinear hypotheses, its important to consider a wide set of possibilities. 
Consequently, each feature subset was used for training the following classifiers: LDA, 
linear and nonlinear kernel SVM and NN with varying number of hidden units.  SVM 
was tuned by optimizing cost and, in the radial-basis kernel, gamma.  NN was 
optimized by varying the number of hidden units and weight decay for regularization
[VR02].
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Cross-validation results
Cross-validation tests were performed by holding out one block (4TR’s) of each 
category from training; subject 1 had a total of 384 TR’s, subject 2- 352 TR’s; subject 
3- 288 TR’s, subject 4- 384 TR’s.   The prediction accuracy on these trials is an 
indicator of the fit of the model, and how well it learned patterns of voxel activity that 
are actually diagnostic of an object category.  The reported numbers are averages of 100 
separate crossvalidation tests. Leave-one-out (N-1) cross-validation tends to be
downwardly biased, hence providing a more conservative estimate of the actual 
generalization accuracy rate.
Table 2 shows the linear classifier and the best-case generalization for the best 
nonlinear classifier, and the corresponding feature selection method.  Linear classifiers 
consistently perform lower on these generalization tests, indicating a poorer fit than 
nonlinear classifiers. Nonetheless, the specific classifiers (nonlinear) overall performed
within the margin of error of one another although often one particular nonlinear 
classifier performed significantly better than a linear case, while at the same time 
producing a more similar classification accuracy to all categories. We also observed
that the classifiers performed significantly better across different subjects and in 
particular subject 3 showed little or no significant generalization over all categories. 
The high level of noise in high-resolution BOLD data relative to standard resolution
could account for the lack of classification response, in effect the underlying category 
clusters have a complexity within the noise complexity, making it difficult for the 
classifiers to detect the difference.
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Linear bias
Often when a bias for ‘face’ did exist, it was for a linear classifier relative to any
of the nonlinear classifiers. We call this a “linear bias” in that linear methods such as 
GLM or LDA or even linear SVM will tend to favor features in the sample that are 
higher in frequency simply because they acquire low order variance first (as for 
example in terms of principal components analysis, where the first component is 
typically the one possessing the highest variance). This effect will tend to produce a 
bias toward FACE voxels, assuming they are simply higher in frequency in the FFA.
Of course, this observation would be consistent with an averaging artifact in the 
standard resolution in that FACE response would be oversampled and dominate the 
FFA representation. For example, in Subject 1 there is at least a 11% difference
between FACE category and the next closest category which for the best nonlinear 
classifier reduces to 1%, in effect, a tenfold reduction.  Subject 4, a 4% FACE category 
bias reduces to 0%, and Subject 2 and 3 shows no FACE bias at all, primarily because 
the linear classifier failed to generalize with non-chance accuracy. Nonetheless, we 
often observe linear classifiers with a differential bias towards one category over 
another, which subsequently disappears with better specification of the classifier in 
terms of its complexity with respect to the data.
Diagnosticity: Sensitivity analysis
For each subject, we took the highest-performing classifier/feature extraction 
method and analyzed it to determine the relative importance of each voxel in the 
classification
3
.  As discussed in [HH08] the GLM estimated associative strength of a 
3
Note that this strategy to increase the relative performance of the classifier paired feature extraction
method, makes it less possible to compare exact representational difference across subjects whose
estimation methods now differ. Consequently we focus on relative comparisons between subjects and
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voxel to a TR or more often an average condition (see GLM results in Supplemental 
material) and often shows highest z values associated with “FACE” categories similar 
to what is seen in the standard resolution.   Classifiers, instead, have the potential of 
determining the diagnosticity of the voxel with respect to the class labelled samples.
This kind of sensitivity is more predictive of the actual diagnostic work that voxel is 
doing for the classifier and therefore provides a stronger test of the voxel’s contribution 
to the category determination and hence category identification in cortical tissue.
Although there are many ways to determine sensitivity and different classifiers may 
have more appropriate methods than others (see also HMH04 for a more general 
discussion of this issue), in the present case we determined sensitivity of each classifier 
by using the procedure described in Heiler et al. [HCS04] by calculating the partial 
derivative of each feature with respect to the weight vector given the model
4
, which 
quantifies a feature’s influence on the support vectors or weights.  Conservatively, we
plot the top quartile of sensitivities, after pooling all categories in a single distribution.
In order to get the linear methods (LDA) and NN to work with Subject 4, who’s FFA 
exceeded 2k voxels, we transformed the most significant PC’s based on sensitivity into 
voxel space and plotted its top quartile.   The pattern of results are very similar to those 
subjects whose voxels set sizes allowed us to use full voxel space.
The most diagnostic voxels are plotted back in the original voxel space in Figure
5, and colored according to category.  Each subject has diagnostic voxels for all 
patterns of results that are similar in constrast to any direct comparisons of the specific features that
result.
4
For the linear cases, the weight is varies proportionally with the error while with other kernel functions
each case was treated separately as in the the radial basis function we would have and its
partial derivative with respect to voxel k is , where and are
support vectors (SV’s). Voxel k’s contribution to the model is calculated by summing up the
component of the partial derivative, over all support vectors. Neural Networks partials were also
computed from the sum of the hidden unit activations and resultant hidden unit error.
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categories.  Four rows are plotted, one with each arbitrary selected category overlaid on 
top.  Columns show consecutive slices of the FFA.
Since this analysis takes place within the classically-defined FFA, all of these 
voxels are face-selective at standard resolution imaging using the GLM analysis, but 
high-resolution data analyzed with classifiers show that the FFA to be highly
heterogeneous in function across all 4 subjects.     In contrast the GLM analysis of 
object type verses scrambled (per type) showed significant probabilities for voxels not 
identified sensitivity analysis, and for voxels identified by sensitivity analysis but not by 
GLM contrasts.  This implies that the GLM can both miss and false alarm on voxels that 
sensitivity analysis localizes.
Reliability: Sensitivity overlap across independent classifiers
Given that a classifier with a given data set is a single independent sample, the 
diagnosticity of each voxel could be highly unstable.  Consequently, it is important to 
test the stability the classifier voxel diagnositicity across different instances of the same 
classifier data set estimation.  Past work [CPSM06] has suggested that classifiers can be 
highly unstable across independent classifier estimates in fMRI analysis.   This is often 
due to poor initial fit of a classifier or misspecification of the classifier complexity (e.g. 
linear for a nonlinear surface) given the problem.   If, for example, the standard error is 
high over estimated classifier parameters, it would not be surprising that repeated 
sampling identified different voxels that were most diagnostic in the classifier. We 
performed a sensitivity analysis over 100 separate LDA and SVM classifiers (the most 
accurate nonlinear version) for each subject, and kept track of how often each voxel had
a coefficient within the top 3 quartiles (thus allowing for significant divergence across 
samples of candidate voxels) of all pooled coefficients (LDA) or pooled weight values.
Despite the differences in overlap thresholds compared to a single sampled sensitivity 
analysis, it  provides a similar estimate of the diagnosticity of each voxel, but this time 
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indicating its reliability across variability in instances of different classifier and data 
order.  Effectively these plots show voxels that are consistently important for learning 
the classification compared to those that are less reliable in the classification function 
(i.e. those with coefficients or alphas close to zero).
Figure 6 shows the result of the reliability analysis for each subject.  Since 
voxels can have multiple category selectivities within a given sample, the selective 
voxels are shown separately for each category (rows).  For all subjects, the overlap in 
LDA sensitivity is qualitatively the same (with order as before (A,C,F,N): Sbj 1: 65-67-
67-72; Sbj 2: 65-59-67-59; Sbj 3: 62-54-55-63; Sbj 4: 63-63-64-62.  For (both linear 
and nonlinear) SVM, there is more consistency in the set of selective features, 
particularly for subjects 1 and 4.  Sbj 1: 81-92-54-67; Sbj 2: 54-39-59-64; Sbj 3: 50-41-
54-74; Sbj 4: 99-99-100-100.  The lower percentages for subjects 2 and 3 most likely 
reflect the high level of noise in these subjects' data and the lack of voxels useful for 
classification.  The greater agreement across separate iterations of classifiers is another 
benefit of optimized, nonlinear classifiers over standard linear analyses.  However, with 
poorly optimized classifiers one will tend to see reductions in reliability due to 
increased S.E. per voxel coefficient.
Multiple category sensitivities
As shown in the sensitivity analysis voxels within a given threshold can have multiple 
category selectivity.  For subject 1, 18/472 voxels had multiple diagnosticities, for 
subject 2 it was 10/425, for subject 3 it was 5/28, and for subject 4 it was 448/1609.
This multiple sensitivity is consistent with a type of a combinatorial code (see HMH04)
in the FFA. In such an encoding system, the magnitude of a voxel’s response is not a an 
indicator of diagnosticity: for example, a voxel highly diagnostic for both ‘face’ and 
‘animal’  may have two informative levels of BOLD signal.  The lower-magnitude
level, though equally informative as the higher one, will be ignored by a standard GLM 
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analysis.  This concept is related to the linear bias for faces that we often observed; if 
‘face’ consistently elicits the higher level of activity, standard analyses will artificially 
produce face-selective results because they confound the magnitude of response with 
diagnosticity.
For example, a Student’s t-test for subject 1’s overlapping voxels shows that the 
voxels diagnostic for ‘face’ and at least one other category have higher z-scores for 
‘face’ than for all other categories (p < 3e-5).  The same is true for subject 2 (p < 4e-4),
and for subject 4 only for the voxels diagnostic of both ‘face’ and ‘animal’ (p = .05).
All other comparisons were not significant (likely for subject 3 because of the small 
set), and there were no significant comparisons such that ‘face’ had lower z-scores than 
the other categories, despite the multiple selectivity across categories for these voxels.
The FFA, when imaged in high resolution and analyzed with diagnostic
classifiers which are properly optimized and cross-validated, fails to show evidence of 
face selectivity in a number of ways.  A large portion of all the cross-validation tests 
show equal or even lower generalization accuracy for faces as compared to the other 
three object categories.  In some cases where a bias for faces did exist, the difference in 
performance across categories often disappeared as more nonlinearity was available in 
the classifier.  This linear bias has very likely contributed to the original studies 
implicating the FFA in face processing.
Furthermore, a sensitivity analysis showing the most relevant voxels for 
classification shows that the FFA does contain diagnostic information about all object 
categories tested.  The results support a distributed object representation in the visual 
pathway, and because there is high overlap in diagnostic voxels, that is most consistent 
with a combinatorial code as in other brain systems such the olfactory system.
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The sensitivity analysis performed in this study is much more reliable then the 
GLM because these multivariate classifiers are capable of nonlinear pattern detection, 
and cross-validating extracted patterns provides standard error estimates based on actual 
generalization outside of the training samples. Finally, we identified several possible 
reasons why previous studies have concluded that the area that has been identified in the 
fusiform gyrus, the FFA, is face selective.  First, as suggested by Grill-Spector et al. 
[GSR06], the resolution of the imaging matters; standard resolution imaging can sum 
over many heterogeneous clusters, which if dominated by face selective voxels can give 
rise to an averaging artifact that appears face selective over the entire FFA, despite its 
more complex functionality.  Second, linear analyses create a bias for faces, which often 
vanish when the data are analyzed by an optimized, nonlinear classifier.  Third, many 
studies confound the magnitude of response with diagnosticity; voxels that are 
diagnostic of multiple categories have a higher response to ‘face’ and a lower response 
to other categories, but are equally informative about each category.    There are many 
interesting questions that remain: what exactly is the basis for object selectivity and are 
there distributed patterns, that may have some topological structure (as apparent in the 
MDS patterns) that could form the basis for general object selectivity in cortical tissue?
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TABLES
Table 1: FFA statistics, number of voxels and average intensity per voxel.
                
         
                         
     
                           
                           
                           
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                             
Table 2:  Classification results (Linear case and best Nonlinear case) (see 
supplemental Material for all classifier confusion matrices)
Subject 1:
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LDA MDS- 50 dim.
training:
transfer:
± 3.0 – 2.1 – 2.0 – 2.5 (correct classifications)
p <= .08 – 1e-5 – 1e-15 – 8e-8
avg 48% (p = 7e-7)
Radial-
basis
SVM
Full voxel set
training:
transfer:
± 2.4 – 2.3 – 2.4 – 2.3 (correct classificatio
p = .008 – 2e-6 – 3e-12 – 1e-11
avg 50% (p = 8e-8)
Subject 2
Subject 3
Linear
SVM
Entropy,min z
training
transfer
± 2.6 – 2.2 – 2.6 – 1.9 (correct classifications)
p = 3e-7 – .25 – .02 – .64
avg 36% (p = .02)
Radial
-basis
SVM
MDS-25 dim.
training
transfer
± 2.2 – 2.1 – 2.0 – 3.2 (correct classifications
p = .008 – .03 – 2e-6 – 1e-5
avg 41% (p = 5e-4)
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LDA Full voxel set
training
transfer
± 2.1 – 2.1 – 2.1 – 2.2 (correct
classifications)
p = .02 – .49 – 1 – .08
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Figure 1.  Frequency histograms of raw BOLD signal, separated by category.  A: 
subject 1, B:, subject 2, C: subject 3, D: subject 4.   Distributions are the same if 
normalized to mean and variance in space (e.g. Z-score). 
 
Figure 2.  Heatmaps of raw data organized by category.  Columns are TR’s and 
rows are voxels. A: subject 1, B: subject 2; C: subject 3, D: subject 4.   The lack 
of obvious difference between classes also results with Z-score (in time 
normalization). 
 
Figure 3: A projection of all exemplars in 10-dimensional MDS space for subjects 
1-4 (A-D).  Colors represent object category: red = ‘A’, yellow = ‘C’, green = ‘F’, 
blue = ‘N’.  Note that the recovered structure of the MDS is a 6 to 1 reduction of 
variance in a lower order dimensional structure.   
 
Figure 4: Sensitivity analysis.  The best-fitting classifier for each subject is 
analyzed to determine the most diagnostic weights for each category.  Colors 
indicate category: red = ‘A’, yellow = ‘C’, green = ‘F’, blue = ‘N.’ 
 
Figure 5: Overlap of sensitive features across 100 separate CV tests for (A) LDA 
for each subject and (B) LSSVM, the most accurate classifier, for each subject.  
Note that LSSVM for subject 4 was performed with principal components instead 
of voxels; hence the figure shows a transformation of the PCs’ overlap values 
into voxel space. 
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