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論 文 内 容 要 旨
ニ ュ ー ラ ル ネ ッ トワ ー ク は ニ ュ ー ロ コ ン ピ ュー タを構 成 す る演 算 素 子 で あ り,脳 に お け る神 経
細 胞(ニ ュ ー ロ ン)の 情 報 伝 達 機 構 を摸 した情 報 処理 方 式 で あ る。
1943年,McCuU6chとPittsは ニ ュ ー ロ ンの動 作 に 関 して 次 の よ うな モデ ルを提案 した。 ニ ュー
ロ ンは興 奮 す る と 出力 側 の 軸 策 にパ ル ス を 出 し,興 奮 して い な い と きは ほ とん ど だ さ な い 。1っ
の ニ ュ ー ロ ンは他 の多 くの ニ ュ ー ロ ンか ら受 け取 った 刺激 の総 和 が そ の細 胞 ご とに決 あ られ た閾
値 を越 え る と興 奮 し,別 の ニ ュ ー ロ ンにパ ル スを送 る。 これ は形 式 ニ ュー ロ ンモ デ ル と呼 ば れ て
い る。
1949年,Hebbは ニ ュ ー ロ ン間 の結 合 部(シ ナ プ ス)は 刺 激 を伝 え た と き結 合 強 度 が 増 加 し さ
らに刺 激 が 伝 えや す くな り,こ の神 経 回 路 の可 塑 性 が認 識 や学 習 の基 に な って い る と主 張 した。
この シナ プ ス強 化 則(Hebbianrule)を 形 式 ニ ュ ー ロ ンモ デ ル に 適 用 し,ニ ュ ー ロ ン間 の 結 合
方 式 を吟 味 した もの が今 日 の ニ ュ ー ラル ネ ッ トワ ー クの基 本原 理 で あ る。
この よ うに ニ ュー ラルネ ッ トワー クの基 本 的 考 え方 は通 常 の デ ジ タル コ ン ピ ュー タ(Neumann
型 コ ン ピ ュー タ)と 同 じ時 代 に さかの ぼ る。そ の後 デ ジ タル コ ンピュー タの急 速 な発展 の ため ニ ュー
ラル ネ ッ トワー クの重 要 性 が 少 な くな った が,少 数 の 研 究 者 に よ って基 礎 的 な研 究 は続 け られ て
きた 。
Neumann型 コ ン ピュ ー タ は基 本 的 な演 算 を順 序 だ て て実 行 す る こ とに よ って 情 報 処 理 を行 な
う直 列 情 報 処 理 で あ り,近 年 こ の構 造 に 由来 す る本 質 的 な能 力 限界 が問 題 に な って い る。 一 方,
ニ ュ ー ラ ル ネ ッ トワ ー クの動 作 は典 型 的 な並 列 分 散 処 理 で あ り,最 近 第6世 代 の コ ン ピュ ー タ に
向 け,デ ジタ ル コ ン ピュ ー タの ボ トル ネ ック を解 決 す るか も しれ な い と い う期 待 の も とに ニ ュ ー
ラル ネ ッ トワ ー クが 注 目を され て い る。
ニ ュ ー ラル ネ ッ トワ ー ク は通 常 の直 列 情 報 処 理 コ ン ピュー タに対 比 した コン ピュー タハ ー ドウ ェ
ァ構 造 の名 称 で あ る。 幸 い,ほ とん ど の ニ ュー ラル ネ ッ トワー クの動 作 は通 常 の コ ン ピュ ー タ上
で シ ミュ レー トで きる。 ま た,シ ミュ レー シ ョンの方 が ニ ュー ラル ネ ッ トワ ー ク の構 造 を容 易 に
変 更 で き る ので 応 用 研 究 に は適 切 で あ る 。
ニ ュ ー ラル ネ ッ トワ ー ク はニ ュ ー ロ ンの結 合 に よ って形 成 さ れ,そ の結 合 方 式 に はパ ー セ プ ト
ロ ン型,ホ ップ フ ィー ル ド型,ボ ル ツ マ ンマ シ ン型 が あ る(図1,0は ニ ュ ー ロ ンで シ ミュ レー
シ ョ ンで は0か ら1ま で の数 値 を と る)。
パ ー セ プ トロ ンは1957年 にRosenblattに よ って 自己組 織 化(即 ち,学 習)の モ デ ル と して 提
出 さ れ た 。 これ は単 純 パ ー セ プ トロ ン と呼 ば れ て い る。 この方 法 は当時 か な りの注 目をあ びた が,
1969年,MinskyとPapertは 単 純 パ ー セ プ トロ ンの 動 作 の 理 論 的 限 界 を 示 した た め,そ の 後
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10数年間ほとんど研究されな くなった。 しか し,最 近(1987年),パ ーセプ トロン素子に逆伝播







一方 ,化 合物は1種 のパターンとみることで生物活性 と化学構造との関係はパ ターン認識の1
っとして捉えることができる。 したがって,最 近パターン認識の手法の適用が試みられ,2群 パ
ター ン分類法,最 短距離法,適 応最小2乗 法(ALS)法 などが提出されている。




パターン認識ではパ ターン群の非線形分離機能が要求され,そ れを実現す るためにニューラル
ネットワークは3層 以上の階層的構造が必要となる。種々のニューラルネットワークのうちこの
条件を満足し,有 効な学習則を持ちかっ高速処理が期待出来 るものはパーセプ トロン型ニューラ
ルネットワークである。
申請者は初めにパーセプ トロン型ニューラルネットワークの学習則を解析 し,そ の性質を検討
した。すなわちニューラルネットワークで扱 うデータは0～1区 間の実数値に限定されるため,
この区間に薬物の構造活性データをスケールしなければならない。学習データの数が少な く(数
個以下)か つスケーリングにっいて対称性を満足 していないときには,ニ ューラルネットワーク
の分類に軽微な偏 りが見られた。この偏りは修正可能であるが,実 際に薬物の構造活性相関に適
用する場合,学 習データ数が少な くとも数十に及ぶためその偏 りは無視できることを示 した。
構造活性相関への予備実験として,デ ータに曖昧さの少ないノルボルナ ン誘導体 の13C-NMR
chemical-shift値 とendo/exo異 性体の関係を用いて学習および予測能力 を検討 した。その結果
chemica1-shiftとendo/exoの 関係を100%正 しく学習することができ,未 学習データについて も




活性と分子構造 データの関係に適用 した。マイ トマイシン誘導体で100%,ア リルアクロイル ピ
ペラジン誘導体で90%の 高率で相関関係を正 しく認識できた。これらの結果 は,現 在 もっとも信
頼性の高 いと言われている適応最小2乗 法(ALS法)の マイ トマイシン誘導体に対する94%,
または62～76%を 凌 ぐものである。さらにマイ トマイシン誘導体の1部 のデータを除外 してネッ
トワークの学習を行い,そ のネ ットワークを用いて除外 した未知データの生理活性強度を予測 し
たところ,5段 階分類において75%の 正答率で生理活性等級を予測 した。
申請者 は定量的な構造活性相関を求めるたあに,パ ーセプ トロン型ニューラルネットワークの
出力層のニューロンの数を1っ にし,0～1の 連続値 をとらせた新型 のニュー ラルネッ トワー
クを考案 した。このネ ットワークの動作を解析 し,そ の動作 は非線形重 回帰分析(nonlinear
multir6gressionanalysis)法 のそれに一致することを示 し,MR型 ニューラルネッ トワークと
命名 した。
本法をカルボキノン誘導体の制癌作用,お よびベ ンゾジアゼピン誘導体の抗不安作用と分子構
造データとの関係に適用 した。分子構造パ ラメータと生理活性強度にっいて,ニ ューラルネット
ワークは重回帰分析法に比べて分散値で1.3～3.8倍 強 く関連性をっけることができた。
1eave-N-out法(N-1～10)に より推測機能を調べたところ,デ ータ中に矛盾の少ない場合 馳
にはニューラルネットワークは重回帰分析法よりも正 しい推測を行 う。 しか し,デ ータに自己矛









とネットワークの出力を完全に一致させ,か う非線形パ ラメータを制御 して線形ネットワーク動
作に近づけるとき,重 回帰分析か ら計算される偏相関係数 とほとんど一致する値が得 られること




比を求める新 しい方法を考案 した。 この方法において不飽和型のニューロン動作関数を導入 し,
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学習方程式に[ニ ューロンの疲労]と いう概念を取 り入れた。この方法は前者に比べ,20倍 程度
高速に計算でき学習回数の異なりによる計算結果のゆらぎが無 く,再 現性に優れている。このよ
うに計算された入力,出 力間の相関因子は重回帰分析計算の偏相関係数と正 しく対応する。すな
わちニューラルネットワークを用いた入カ ー出力間の相関計算の新 しいインデックスを導入 した。
パーセプトロン型ニューラルネットワークに,学 習という自己組織構築状態 と同時に形成 した
自己組織の1部 を消去する(忘 却)状 態をも取 り入れることができる。この2つ の状態を混合 し,
学習 も忘却も成立 しない状態をニューロシミュレータで実現する。すなわち,不 十分に学習 した












ALS法 の動作を含み,fittingは 重回帰分析法を含むことがわかり,従 来解析困難 とされていた
ニューラルネットワークの動作に理論的裏付けを与えることができた。ニューラルネットワーク
の実用性を高めるために,っ ぎのような新たな方法を導入 した。.すなわち,(1)分 類において入
力および出力層のニューロン聞の関係を明確にするため,学 習と同時に忘却過程をも取 り入れた
再構築学習法,(2)QSAR研 究のため非線形重回帰分析法の動作を示すMR型 ニューラルネ ット
ワーク,(3)線 形動作を任意の割合で含ませることのできる動作関数(4>不 飽和シグモイ ド関数,
⑤ ニューロン疲労の概念を導入 した学習法を考案 した。これらの方法を用いた結果を,従 来の




で あ る。 これ はニ ュー ロ コ ンピュー タを通常 の コ ン ピュー タに シ ミュ レー トして い るた めで,ニ ュ ー





図1ニ ュ ー ラ ル ネ ッ トワ ー ク の結 合 方 式
a.パ ー セ プ トロ ン型b.ホ ップ フ ィー ル ド型
c.ボ ル ツマ ンマ シ ン型
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審 査 結 果 の 要 旨
新 しい薬物の探索合成を進めていく場合,分 子構造と薬理活性の関連を,化 合物の物理的化学
的定数に基づいて解析 し,そ れを次の分子設計に活用するのが,近 年採用 されている方法である。
しか し,薬 理作用の発現要素は極めて複雑であり,こ の作業に電子計算機を導入 し統計的なデー






論文提出者青山智夫氏 は,こ の背景か ら,世 界に先がけてニューラルネットワークの方式の1
っである階層型(パ ーセプ トロン型)を 薬物の構造一活性相関に適用する研究を行ない,本 法が
極めて有効なことを立証 した。今回提出の学位論文は,そ の成果をまとめたものであり,5っ の
章か ら構成 されている。第1章 はニューラルネットワークが,生 体のように極あて複雑な系にお
ける情報処理 に何故適しているかを述べたものであり,い わば序論である。第2章 は本研究で採
用 した階層型ネットワークの基本動作,お よびこの方法と従来か ら論 じられている適応最小2乗
法や重回帰分析法の構造7活 性相関にっいての優劣を述べたものであるが,そ の論旨は明快で,
説得性に富むものである。第3章 は,ニ ューラルネットワークを構造一活性相関へ適用する際の
方法の細分を定義 し,適 用特性を解析 したものである。ニューラルネットワークの非線形動作の
特徴が明確に述べられている。第4章 は,こ の方法の応用例を具体的に示 したものである。ノル
ボルネンにおける13C-NMRの 化学 シフトからの立体構造の予測,お よびマイ トマイ シン,カ ル
ボキノン,ア クロイル ピペラジン,ベ ンゾジアゼピン等の薬物にっいての解析結果が例示されて
いる。論文提出者が採用 した手法の優秀性が理解できる。第5章 は, .情報科学の立場か ら,提 出
者の方法論の長所を従来法 と比較 しながら検証 したものであり,併 せて今後の展開に対 して追求
すべ き部分をも明示 してある。
以上概括 したように,本 論文中に示 された研究 は,新 しい薬物の創製にっいて,多 年の懸案で
ある"作 用分子設計の方法"に 光明を投ずる有効な手段を提案 したものであり,極 めて独創性の
高いものである。
よって,本 論文を薬学領域における学位論文 として充分な内容を持っ ものと認定する。
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