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Hot spots of solutions to the heat equation
with inverse square potential
Kazuhiro Ishige, Yoshitsugu Kabeya and Asato Mukai
Abstract
We investigate the large time behavior of the hot spots of the solution to the Cauchy
problem {
∂tu−∆u + V (|x|)u = 0 in RN × (0,∞),
u(x, 0) = ϕ(x) in RN ,
where ϕ ∈ L2(RN , e|x|2/4dx) and V = V (r) decays quadratically as r → ∞. In this paper,
based on the arguments in [K. Ishige and A. Mukai, preprint (arXiv:1709.00809)], we classify
the large time behavior of the hot spots of u and reveal the relationship between the behavior
of the hot spots and the harmonic functions for −∆+ V .
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1 Introduction
Let u be a solution of {
∂tu−∆u+ V (|x|)u = 0 in RN × (0,∞),
u(x, 0) = ϕ(x) in RN ,
(1.1)
where ϕ ∈ L2(RN , e|x|2/4 dx). Here LV := −∆ + V is a nonnegative Schro¨dinger operator on
L2(RN ), where N ≥ 2 and V is a radially symmetric inverse square potential. More precisely,
we assume the following condition (V) on the potential V :
(V )


(i) V = V (r) ∈ C1((0,∞));
(ii) lim
r→0
r−θ
∣∣r2V (r)− λ1∣∣ = 0, lim
r→∞ r
θ
∣∣r2V (r)− λ2∣∣ = 0,
for some λ1, λ2 ∈ [λ∗,∞) with λ∗ := −(N − 2)2/4 and θ > 0;
(iii) sup
r≥1
∣∣r3V ′(r)∣∣ <∞.
Nonnegative Schro¨dinger operators and their heat semigroups appear in various fields and have
been studied intensively by many authors since the pioneering work due to Simon [29] (see
e.g., [3]–[6], [9]–[14], [17]–[28], [31]–[33] and references therein). The inverse square potential is a
typical one appearing in the study of the Schro¨dinger operators and it also arises in the linearized
analysis for nonlinear diffusion equations, in particular, in solid-fuel ignition phenomena which
can be modeled by ∂tu = ∆u + e
u. (See e.g., [1], [18], [30], [31] and [34].) In this paper we
investigate the large time behavior of the hot spots
H(u(t)) :=
{
x ∈ RN : u(x, t) = sup
y∈RN
u(y, t)
}
for the solution u of (1.1). The study of the large time behavior of the hot spots is delicate and
it is obtained by the higher order asymptotic expansion of the solutions.
We say that LV := −∆+ V (|x|) is nonnegative on L2(RN ) if∫
RN
[|∇φ|2 + V (|x|)φ2] dx ≥ 0, φ ∈ C∞0 (RN \ {0}).
When LV is nonnegative, we say that
• LV is subcritical if, for any W ∈ C∞0 (RN ) \ {0}, L− ǫW is nonnegative for all sufficiently
small ǫ > 0;
• LV is critical if LV is not subcritical.
For λ ≥ λ∗, let A±(λ) be the roots of the algebraic equation α2 + (N − 2)α − λ = 0 such that
A−(λ) ≤ A+(λ), that is
A±(λ) :=
−(N − 2) ±√(N − 2)2 + 4λ
2
. (1.2)
Under condition (V), there exists a unique solution U of
U ′′ +
N − 1
r
U ′ − V (r)U = 0 in (0,∞) with lim
r→0
r−A
+(λ1)U(r) = 1. (1.3)
2
Assume that LV satisfies one of the following three conditions :
(S) : L is subcritical and λ2 > λ∗; (S∗) : L is subcritical and λ2 = λ∗;
(C) : L is critical and A−(λ2) > −N/2.
Then U > 0 in (0,∞) and U satisfies
U(r) ∼ c∗v(r) as r →∞ (1.4)
for some positive constant c∗, where
v(r) :=
{
rA in the cases of (S) and (C),
rA log(2 + r) in the case of (S∗).
Here A = A+(λ2) in the cases of (S) and (S∗) and A = A−(λ2) in the case of (C). (See [13,
Theorem 1.1].) Furthermore, the following result holds. See [14, Theorem 1.4].
Theorem 1.1 Let N ≥ 2 and ϕ ∈ L2(RN , e|x|2/4 dx). Let u be a solution of (1.1) under
condition (V) with A > −N/2. Set
M(ϕ) :=
1
c∗κ
∫
RN
ϕ(x)U(|x|) dx, κ := 2N+2AπN2 Γ
(
N + 2A
2
)/
Γ
(
N
2
)
,
where Γ is the Gamma function.
(a) In cases (S) and (C),
lim
t→∞ t
N+A
2 u(t
1
2 y, t) =M(ϕ)|y|Ae− |y|
2
4
in L2(RN , e|y|2/4 dy) and in L∞(K) for any compact set K ⊂ RN \ {0}. Furthermore, for
any sufficiently small ǫ > 0,
t
N+2A
2
u(x, t)
U(|x|) = c
−1
∗ M(ϕ) + o(1) + t
−1O(|x|2) as t→∞
uniformly for x ∈ RN with |x| ≤ ǫ(1 + t) 12 .
(b) In case (S∗),
lim
t→∞ t
N+A
2 (log t)u(t
1
2 y, t) = 2M(ϕ)|y|Ae− |y|
2
4
in L2(RN , e|y|2/4 dy) and in L∞(K) for any compact set K ⊂ RN \ {0}. Furthermore, for
any sufficiently small ǫ > 0,
t
N+2A
2 (log t)2
u(x, t)
U(|x|) = 4c
−1
∗ M(ϕ) + o(1) +O(t
−1|x|2) as t→∞
uniformly for x ∈ RN with |x| ≤ ǫ(1 + t) 12 .
(See Section 2.2.) In this paper, combing the arguments in [9]–[12] and [14], we study the large
time behavior of H(u(t)) in the cases (S), (S∗) and (C) and reveal the relationship between the
large time behavior of H(u(t)) and the corresponding harmonic functions. We remark that LV
is not necessarily subcritical.
The behavior of the hot spots for parabolic equations in unbounded domains has been studied
since the pioneering work by Chavel and Karp [2], who studied the behavior of the hot spots
for the heat equations on some non-compact Riemannian manifolds. In particular, for the heat
equation on RN with nonnegative initial data ϕ ∈ L∞c (RN ), they proved:
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(H1) H(et∆ϕ) is a subset of the closed convex hull of the support of the initial function ϕ;
(H2) There exists T > 0 such that H(et∆ϕ) consists of only one point and moves along a smooth
curve for any t ≥ T ;
(H3) lim
t→∞H(e
t∆ϕ) =
∫
RN
xϕ(x) dx
/∫
RN
ϕ(x) dx.
(See also Remark 3.3.) The behavior of the hot spots for the heat equation on the half space of
RN and on the exterior domain of a ball was studied in [7], [8] and [15]. Subsequently, in [9]–
[12], the first and the second authors of this paper developed the arguments in [7] and [8] and
studied the large time behavior of the hot spots for the solution of (1.1) under condition (V) in
the subcritical case with some additional assumptions.
Our arguments in this paper are based on [14], where the precise description of the large time
behavior of the solution of (1.1) was discussed under condition (V). Applying the arguments in
[14], we modify the arguments in [9]–[12] and study the large time behavior of the hot spots.
We study the following subjects when the hots spots tend to the space infinity as t→∞:
(a) The rate and the direction for the hot spots to tend to the space infinity as t→∞;
(b) The number of the hot spots for sufficiently large t.
On the other hand, when the hots spots accumulate to a point x∗, we characterize the limit
point x∗ by the positive harmonic function U . Furthermore, we give a sufficient condition for
the hot spots to consist of only one point and to move along a smooth curve.
The rest of this paper is organized as follows. In Section 2 we formulate a definition of the
solution of (1.1). Furthermore, we recall some preliminary results on the behavior of the solution
of (1.1) and prove some lemmas. In Section 3 we study the large time behavior of the hot spots
for problem (1.1).
2 Preliminaries
In this section we formulate the definition of the solution of (1.1) and recall some results on
the behavior of the solution. Throughout this paper, for positive functions f = f(s) and
g = g(s) in (R,∞) for some R > 0, we say that f(s) ∼ g(s) for all sufficiently large s > 0 if
lims→∞ f(s)/g(s) = 1. Furthermore, we say that f(s) ≍ g(s) for all sufficiently large s > 0 if if
there exists C > 0 such that C−1 ≤ f(s)/g(s) ≤ C for all sufficiently large s > 0.
Assume condition (V) and let U be a positive solution of (1.3). It follows from (1.2) and
(1.3) that U2 ∈ L1loc(RN ). Consider the Cauchy problem{
∂tu∗ + L∗u∗ = 0 in RN × (0,∞),
u∗(x, 0) = ϕ∗(x) in RN ,
(P)
where
L∗u∗ := −1
ν
div (ν∇u∗), ν := U2 ∈ L1loc(RN ), ϕ∗ ∈ L2(RN , ν dx).
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Definition 2.1 Let ϕ∗ ∈ L2(RN , ν dx). We say that u∗ is a solution of (P ) if
u∗ ∈ C([0,∞) : L2(RN , ν dx)) ∩ L2((0,∞) : H1(RN , ν dx)),∫ ∞
0
∫
RN
[−u∗∂th+∇u∗∇h] ν dx dτ = 0 for any h ∈ C∞0 (RN × (0,∞)),
lim
t→+0
‖u∗(t)− ϕ∗‖L2(RN , ν dx) = 0.
Problem (P) possesses a unique solution u∗ such that
‖u∗(t)‖L2(RN , ν dx) ≤ ‖ϕ∗‖L2(RN , ν dx), u∗(·, t) ∈ C(RN ), (2.1)
for any t > 0. See [14, Section 2]. We state the definition of the solution of (1.1).
Definition 2.2 Let u be a measurable function in RN × (0,∞) and ϕ ∈ L2(RN ). Define
u∗(x, t) := u(x, t)/U(|x|) and ϕ∗(x) := ϕ(x)/U(|x|). Then we say that u is a solution of (1.1)
if u∗ is a solution of (P).
2.1 Asymptotic behavior of solutions
In this subsection we recall some results on the large time behavior of radially symmetric solu-
tions of (1.1). See [14, Theorems 1.1, 1.2 and 1.3].
Proposition 2.1 Let N ≥ 2 and assume condition (V ). Let LV satisfy either (S) or (C). Let
u = u(|x|, t) be a radially symmetric solution of (1.1) such that ϕ ∈ L2(RN , e|x|2/4 dx).
(a) Define w = w(ξ, s) by
w(ξ, s) := (1 + t)
N+A
2 u(r, t) with ξ = (1 + t)−
1
2 r ≥ 0, s = log(1 + t) ≥ 0.
Then there exists a positive constant C such that
sup
s>0
‖w(s)‖
L2(RN ,e|ξ|
2/4 dξ)
≤ C‖w(0)‖
L2(RN ,e|ξ|
2/4 dx)
.
Furthermore,
lim
s→∞w(ξ, s) = cAm(ϕ)|ξ|
Ae−
|ξ|2
4 in L2(RN , e|ξ|
2/4 dx) ∩ C2(K)
for any compact set K in RN \ {0}, where
cA =
[
2N+2A−1Γ
(
N + 2A
2
)]−1/2
, m(ϕ) :=
cA
c∗
∫ ∞
0
ϕ(r)U(r)rN−1 dr.
Moreover, if m(ϕ) = 0, then
‖w(s)‖
L2(RN ,e|ξ|2/4 dx)
+ ‖w(s)‖C2(K) = O(e−s) as s→∞.
(b) Set u∗(r, t) := u(r, t)/U(r). Then, for any j ∈ {0, 1, 2 . . . }, ∂jt u∗ ∈ C([0,∞) × (0,∞)).
Define
G(r, t) := u∗(r, t) − [u∗(0, t) + (∂tu∗)(0, t)F (r)] for r ∈ [0,∞), t > 0,
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with
F (r) :=
∫ r
0
s1−N [U(s)]−2
(∫ s
0
τN−1U(τ)2 dτ
)
ds. (2.2)
Then
lim
t→∞ t
N+2A
2 u∗(0, t) =
cA
c∗
m(ϕ), lim
t→∞ t
N+2A
2
+1(∂tu∗)(0, t) = −(N + 2A)cA
2c∗
m(ϕ).
Furthermore, for any T > 0 and any sufficiently small ǫ > 0, there exists C1 > 0 such that
|(∂ℓrG)(r, t)| ≤ C1t−
N+2A
2
−2r4−ℓ‖ϕ‖
L2(RN ,e|x|
2/4 dx)
for ℓ ∈ {0, 1, 2}, 0 ≤ r ≤ ǫ(1 + t) 12 and t ≥ T .
Proposition 2.2 Let N ≥ 2 and assume condition (V ). Let LV satisfy (S∗). Let u = u(|x|, t) be
a radially symmetric solution of (1.1) such that ϕ ∈ L2(RN , e|x|2/4 dx). Then d = N + 2A = 2
and the following holds.
(a) Let w be as in Proposition 2.1 and K a compact set in RN \ {0}. Then there exists a
positive constant C1 such that
sup
s>0
(1 + s)‖w(s)‖
L2(RN ,e|ξ|2/4 dx)
≤ C1‖w(0)‖L2(RN ,e|ξ|2/4 dx).
Furthermore,
lim
s→∞ sw(ξ, s) = 2cAm(ϕ)|ξ|
Ae−
|ξ|2
4 in L2(RN , e|ξ|
2/4 dx) ∩ C2(K),
where cA and m(ϕ) are as in Proposition 2.1.
(b) Let u∗ be as in Proposition 2.1. Then
lim
t→∞ t(log t)
2u∗(0, t) = 2
√
2c−1∗ m(ϕ),
lim
t→∞ t
2(log t)2(∂tu∗)(0, t) = −2
√
2c−1∗ m(ϕ).
Furthermore, for any T > 0 and any sufficiently small ǫ > 0, there exists C2 > 0 such that
|(∂ℓrG2)(r, t)| ≤ C2t−3[log(2 + t)]−2r4−ℓ‖ϕ‖L2(RN ,e|x|2/4 dx)
for ℓ ∈ {0, 1, 2}, 0 ≤ r ≤ ǫ(1 + t) 12 and t ≥ T .
Following [14, Section 1.2], we apply Propositions 2.1 and 2.2 to obtain the large time
behavior of the solution of (1.1). Let {ωk}∞k=0 be the eigenvalues of
−∆SN−1Q = ωQ on SN−1, Q ∈ L2(SN−1),
where ∆SN−1 be the Laplace-Beltrami operator on the unit sphere S
N−1. Then ωk := k(N+k−2)
for k = 0, 1, 2, . . . . Let ℓk and {Qk,i}ℓki=1 be the dimension and the orthonormal system of the
eigenspace corresponding to ωk, respectively. In particular, ℓ0 = 1, ℓ1 = N and
Q0,1
(
x
|x|
)
= q∗ := |SN−1|− 12 , Q1,i
(
x
|x|
)
= qN
xi
|x| with qN = N
1
2 q∗, (2.3)
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where i = 1, . . . , N . Here |SN−1| is the surface area of SN−1, that is |SN−1| = 2πN/2/Γ(N/2). For
any ϕ ∈ L2(RN , e|x|2/4 dx), we can find radially symmetric functions {φk,i} ⊂ L2(RN , e|x|2/4 dx)
such that
ϕ =
∞∑
k=0
ℓk∑
i=1
ϕk,i in L2(RN , e|x|
2/4 dx), ϕk,i(x) := φk,i(|x|)Qk,i
(
x
|x|
)
(see [7] and [9]). Let u(x, t) := [e−tLV ϕ](x) and u0(x, t) := [e−tLV ϕ0,1](|x|). For m = 1, 2, 3, . . . ,
define
Rm(x, 0) := ϕ(x) −
m−1∑
k=0
ℓk∑
i=1
ϕk,i(x), Rm(x, t) := [e
−tLV Rm(0)](x).
Then we have
uk,i(x, t) := [e
−tLV ϕ1,i](|x|) = [e−tLkV φk,i](|x|)Qk,i
(
x
|x|
)
,
u(x, t) = u0(x, t) +
m−1∑
k=1
ℓk∑
i=1
uk,i(x, t) +Rm(x, t),
(2.4)
for x ∈ RN and t > 0, where LkV := −∆ + Vk(|x|) and Vk(|x|) := V (|x|) + ωk|x|−2. Here Vk
satisfies condition (V) with λ1 and λ2 replaced by λ1 + ωk and λ2 + ωk, respectively, and the
operator LkV is subcritical if k ≥ 1. Let Uk be a (unique) solution of (1.3) with V replaced by
Vk. Then
Uk(r) ∼ r
A+(λ1+ωk) as r→ +0,
Uk(r) ∼ ck r
A+(λ2+ωk), U ′k(r) = O
(
rA
+(λ2+ωk)−1
)
as r →∞,
(2.5)
for some positive constant ck. Then, by Propositions 2.1 and 2.2 we obtain the precise description
of the large time behavior of e−tLkV φk,i, where k = 0, 1, 2, . . . . In particular, for k = 0, 1, 2, . . . ,
for any sufficiently small ǫ > 0, we have
t
N+2Ak
2 ∂ℓr
[e−tL
k
V φk,i](|x|)
Uk(|x|)
= [Mk,i + o(1)] δ0ℓ −
[
N + 2Ak
2
Mk,i + o(1)
]
t−1(∂ℓrFk)(|x|) + t−2O(|x|4−ℓ)
= [Mk,i + o(1)] δ0ℓ +O(t
−1|x|2−ℓ) as t→∞,
(2.6)
uniformly for x ∈ RN with |x| ≤ ǫ(1 + t) 12 , where ℓ = 0, 1, 2 and δ0ℓ is the Kronecker symbol.
Here
A0 = A, Ak := A
+(λ2 + ωk) if k ≥ 1, cAk =
[
2N+2Ak−1Γ
(
N + 2Ak
2
)]−1/2
,
Mk,i :=
c2Ak
c2k
∫ ∞
0
φk,i(r)Uk(r)r
N−1 dr =
c2Ak
c2k
∫
RN
Uk(|y|)Qk,i
(
y
|y|
)
ϕ(y) dy,
Fk(r) :=
∫ r
0
s1−N [Uk(s)]−2
(∫ s
0
τN−1Uk(τ)2 dτ
)
ds.
(2.7)
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Here we used∫
RN
Uk(|y|)Qk,i
(
y
|y|
)
ϕ(y) dy =
∫
SN−1
Qk,i(θ)
2 dθ
∫ ∞
0
Uk(r)φ
k,i(r)rN−1 dr
=
∫ ∞
0
Uk(r)φ
k,i(r)rN−1 dr,
which follows from the orthonormality of {Qk,i} on L2(SN−1). On the other hand, it follows
from (1.3), (1.4), (2.5) and Ak > A that
t−
N+2Ak
2 Uk(|x|)
t−
N+2A
2 U(|x|)
≤ CtA−Ak(1 + |x|)Ak−A ≤ Ct−Ak−A2 = o(1) as t→∞ (2.8)
uniformly for x ∈ RN with |x| ≤ (1 + t) 12 . By Proposition 2.1, Proposition 2.2, (2.6) and (2.8),
for any sufficiently small ǫ > 0, we have
[e−tL
k
V φk,i](|x|) = o ([e−tLV φ0,1](|x|)) as t→∞ if M0,1 > 0 (2.9)
uniformly for x ∈ RN with |x| ≤ ǫ(1 + t) 12 . At the end of this section, we recall the following
lemma (see [14, Lemma 5.1]).
Lemma 2.1 Assume condition (V). Let m = 1, 2, . . . . Then there exists C > 0 such that∣∣∣∣ Rm(x, t)U(min{|x|,√t})
∣∣∣∣ ≤ Ct−N+A+(λ2+ωm)2 U(√t)−1‖ϕ‖L2(RN ,e|x|2/4 dx) (2.10)
for x ∈ RN and t > 0.
By Propositions 2.1, Lemma 2.1, (2.6) and (2.9), applying similar arguments as in the proof of
[14, Theorem 1.4] to (2.4), we obtain Theorem 1.1.
2.2 Gaussian estimates and the hot spots
Let p = p(x, y, t) be the fundamental solution generated by e−tLV . We first recall the following
lemma on upper Gaussian estimates of p = p(x, y, t) (see [13, Theorem 1.3]) .
Proposition 2.3 Assume condition (V) with A > −N/2. Then there exists C > 0 such that
0 < p(x, y, t) ≤ C t−N2 U(min{|x|,
√
t})U(min{|y|,√t})
U(
√
t)2
exp
(
−|x− y|
2
Ct
)
(2.11)
for x, y ∈ RN and t > 0.
By the arguments in Section 2.1 and Proposition 2.3 we have:
Lemma 2.2 Let u be a solution of (1.1) under condition (V), where ϕ ∈ L2(RN , e|x|2/4 dx).
Assume that ∫
RN
ϕ(y)U(|y|) dy > 0.
Then H(u(t)) 6= ∅ for t > 0. Furthermore, there exist L > 0 and T > 0 such that
H(u(t)) ⊂ B(0, L√t) for t ≥ T. (2.12)
8
Proof. Let t > 0. Since U is a harmonic function for LV , we see that
U(|x|) =
∫
RN
p(x, y, t)U(|y|) dy =
∫
RN
p(y, x, t)U(|y|) dy, x ∈ RN .
Then the Fubini theorem implies that∫
RN
u(x, t)U(|x|) dx =
∫
RN
∫
RN
p(x, y, t)U(|x|)ϕ(y) dy dx =
∫
RN
ϕ(y)U(|y|) dy > 0.
Therefore we can find xt ∈ RN such that u(xt, t) > 0. On the other hand, by (2.11) we can find
R > 0 such that
sup
x∈RN\B(0,R)
u(x, t) < u(xt, t).
This together with (2.1) implies that H(u(t)) 6= ∅.
We show (2.12) in the cases of (S) and (C). Since
|x− y|2 ≥ 1
2
|x|2 − |y|2, x, y ∈ RN ,
by (2.11) we have
|u(x, t)| ≤ Ct−N2
(∫
B(0,
√
t)
+
∫
RN\B(0,√t)
)
U(min{|y|,√t})
U(
√
t)
e−
|x−y|2
Ct |ϕ(y)| dy
≤ Ct−N+A2 e− |x|
2
2Ct
∫
B(0,
√
t)
e
|y|2
Ct U(|y|)ϕ(y) dy + Ct−N2 e− |x|
2
2Ct
∫
RN\B(0,√t)
e
|y|2
Ct ϕ(y) dy
(2.13)
for x ∈ RN and t ≥ 1 with |x| ≥ √t. Recalling that ϕ ∈ L2(RN , e|x|2/4 dx), by the Cauchy-
Schwarz inequality we see that
∫
RN\B(0,√t)
e
|y|2
Ct |ϕ(y)| dy ≤
(∫
RN\B(0,√t)
e
2|y|2
Ct e−
|y|2
4 dy
) 1
2 (∫
RN
e
|y|2
4 |ϕ(y)|2 dy
) 1
2
≤ C
(∫
RN\B(0,√t)
e−
|y|2
8 dy
) 1
2
≤ Ce− tC
(2.14)
for all sufficiently large t. Then, for any ǫ > 0, by (1.4), (2.13) and (2.14) we can find constants
L ≥ 1 such that
sup
x∈RN\B(0,L√t)
|u(x, t)| ≤ ǫt−N+A2 (2.15)
for all sufficiently large t. On the other hand, by Theorem 1.1 (a) we see that
lim inf
t→∞ t
−N+A
2 max
y∈∂B(0,1)
u(
√
ty, t) ≥ CM(ϕ) > 0. (2.16)
Taking a sufficiently small ǫ > 0 if necessary, we deduce from (2.15) and (2.16) that H(u(t)) ⊂
B(0, L
√
t) for all sufficiently large t. Thus (2.12) holds in the cases of (S) and (C). Similarly, we
can prove (2.12) in the case of (S∗). Thus Lemma 2.2 follows. ✷
By Theorem 1.1 and Lemma 2.2 we have:
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Theorem 2.1 Let LV be a nonnegative Schro¨dinger operator under condition (V) with λ1 < 0.
Let u be a solution of (1.1) such that
ϕ ∈ L2(RN , e|x|2/4 dx), M(ϕ) :=
∫
RN
ϕ(y)U(|y|) dy > 0. (2.17)
Then H(u(t)) = {0} for all sufficiently large t > 0.
In the case of λ1 < 0, Theorem 1.1 together with (1.3) implies that A
+(λ1) < 0, U(r) ∼ r
A+(λ1)
as r → 0 and u(0, t) = +∞ for all sufficiently large t. Thus Theorem 2.1 follows.
3 Large time behavior of the hot spots
We study the large time behavior of the hot spots for problem (1.1) in the case of λ1 ≥ 0. Set
Π :=
{
r ∈ [0,∞) : U(r) = sup
τ∈[0,∞)
U(τ)
}
, Ξ(ϕ) :=
∫
RN
ϕ(y)U1(|y|) y|y|dy.
Throughout this section we use the same notation as in Section 2. For the reader’s convenience,
we give a correspondence table of our theorems. We recall A = A+(λ2) in the cases of (S) and
(S∗) and A = A−(λ2) in the case of (C).
(I) λ1 < 0 (see Theorem 2.1);
(II) λ1 ≥ 0
(1) A > 0 (see Theorem 3.1);
(2) A = 0
(a) Π = ∅ and N = 2 (see Theorems 3.2 and 3.3);
(b) Π = ∅ and N ≥ 3 (see Theorem 3.3 and Corollaries 3.1 and 3.2);
(c) Π 6= ∅ (see Theorems 3.6 and 3.7);
(3) A < 0 (see Theorems 3.4 and 3.5).
We consider the case of A > 0. Theorem 3.1 is proved by the same arguments as in [9, Section 4]
with the aid of the results in Section 2. See also Theorem 1.1 and [9, Theorem 1.2].
Theorem 3.1 Let LV be a nonnegative Schro¨dinger operator under condition (V) with λ1 ≥ 0
and A > 0. Assume (2.17) and let u be a solution of (1.1). Then the following holds:
(a) lim
t→∞ supx∈H(u(t))
∣∣∣ t− 12 |x| − √2A ∣∣∣ = 0;
(b) Assume that Ξ(ϕ) 6= 0. Then there exist a constant T > 0 and a curve x = x(t) ∈
C1([T,∞) : RN ) such that H(u(t)) = {x(t)} for t ≥ T and
lim
t→∞
x(t)
|x(t)| =
Ξ(ϕ)
|Ξ(ϕ)| .
Secondly, we consider the case where A = 0 and Π = ∅. Theorems 3.2 and 3.3 are obtained
by the same arguments as in [11, Section 4] and [10, Sections 4 and 5], respectively, with the
aid of the results in Section 2. See also [11, Theorem 1.2] and [10, Theorem 1.2]. We remark
that, in the case of N = 2, A = 0 if and only if λ2 = 0. Furthermore, if LV is subcritical, then
U(r) ≍ log r as r →∞ and Π = ∅.
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Theorem 3.2 Let N = 2 and LV be a subcritical Schro¨dinger operator under condition (V)
with λ1 ≥ 0 and A = 0. Assume (2.17) and let u be a solution of (1.1). Then
lim
t→∞ supx∈H(u(t))
∣∣t−1(log t)|x| − 2∣∣ = 0.
Furthermore, assertion (b) of Theorem 3.1 holds.
Theorem 3.3 Let LV be a nonnegative Schro¨dinger operator under condition (V) with λ1 ≥ 0,
A = 0 and Π = ∅. Assume that LV is critical if N = 2. Assume (2.17) and let u be a solution
of (1.1). Then
lim
t→∞ supx∈H(u(t))
∣∣∣∣tU ′(|x|)c∗|x| −
1
2
∣∣∣∣ = 0.
Furthermore, assertion (b) of Theorem 3.1 holds.
Let λ1 ≥ 0 and
Γk(r) := r
k
∫ r
0
s1−N−2k
(∫ s
0
τN+k−1V (τ)Uk(τ) dτ
)
ds, k = 0, 1, 2, . . . .
Since U˜k := Uk − Γk satisfies
U˜ ′′k +
N − 1
r
U˜ ′k −
ωk
r2
U˜k = 0 in (0,∞), U˜k(r) ≍ rA+(λ1+ωk) as r → 0,
by the uniqueness of the solution of (1.3) with V replaced by ωkr
−2 we see that
Uk(r) = r
k + Γk(r) if λ1 = 0, Uk(r) = Γk(r) if λ1 > 0. (3.1)
In particular, in the case of A = 0, we have
c∗ ≡ lim
r→∞U(r) =
{
Γ0(∞) + 1 if λ1 = 0,
Γ0(∞) if λ1 > 0.
As a corollary of Theorem 3.3, we have the following result, which revises [10, Corollary 1.1]
and [11, Remark 1.1].
Corollary 3.1 Assume the same conditions as in Theorem 3.3 with λ1 = 0. Furthermore,
assume that V (r) ∼ µr−d as r →∞ for some µ 6= 0 and d > 2.
(a) Let µ > 0. Then
|x| =


(
2µt
(Γ0(∞) + 1)(N − d)
) 1
d
(1 + o(1)) if 2 < d < N,
(
2µ t log t
(Γ0(∞) + 1)N
) 1
N
(1 + o(1)) if d = N,
(
2Λt
Γ0(∞) + 1
) 1
N
(1 + o(1)) if d > N, Λ > 0,
as t→∞ uniformly for x ∈ H(u(t)). Here Λ :=
∫ ∞
0
τN−1V (τ)U(τ) dτ .
11
(b) Let µ < 0 and d > N . Then
|x| =


(
2Λt
Γ0(∞) + 1
) 1
N
(1 + o(1)) if Λ > 0,
(
2|µ|t
(Γ0(∞) + 1)(d −N)
) 1
d
(1 + o(1)) if Λ = 0,
as t→∞ uniformly for x ∈ H(u(t)).
Furthermore, we have:
Corollary 3.2 Assume the same conditions as in Theorem 3.3 with λ1 > 0. Then the same
assertions of Corollary 3.1 holds with Γ0(∞) + 1 replaced by Γ0(∞).
Remark 3.1 Assume the same conditions as in Theorem 3.3. Let V (r) ∼ µr−d as r → ∞ for
some µ 6= 0 and d > 2.
(i) Consider the case where µ > 0 and d > N . Since U(r) ∼ c∗ > 0 as r →∞, Λ can be defined.
If Λ ≤ 0 and µ > 0, then it follows from (3.1) that
U ′(r) = r1−N
∫ r
0
τN−1V (τ)U(τ) dτ = r1−N
[
Λ−
∫ ∞
r
τN−1V (τ)U(τ) dτ
]
< 0
for all sufficiently large r > 0. This implies that Π 6= ∅.
(ii) Consider the case where µ < 0. By (3.1) we see that rN−1U ′(r) → −∞ as r → ∞ if
2 < d ≤ N . Similarly, if d > N and Λ < 0, then U ′(r) < 0 for all sufficiently large r > 0. In
the both cases, it follows that Π 6= ∅.
Next we study the large time behavior of the hot spots in the case where λ1 ≥ 0 and A < 0.
It follows from A < 0 that U(r)→ 0 as r→∞ and Π 6= ∅.
Theorem 3.4 Let LV be a nonnegative Schro¨dinger operator under condition (V) with λ1 ≥ 0
and A < 0. Assume (2.17) and let u be a solution of (1.1). Then
lim
t→∞ supx∈H(u(t))
| |x| −minΠ | = 0. (3.2)
Furthermore, if Ξ(ϕ) 6= 0, then
lim
t→∞ supx∈H(u(t))
∣∣∣∣x−minΠ Ξ(ϕ)|Ξ(ϕ)|
∣∣∣∣ = 0. (3.3)
Proof. For any ǫ > 0, by Theorem 1.1 with A < 0 and Lemma 2.2 we see that
H(u(t)) ⊂ B(0, ǫ√t) (3.4)
for all sufficiently large t.
We consider the cases of (S) and (C). In the case of Ξ(ϕ) 6= 0 we can assume, without loss
of generality, that Ξ(ϕ) = (|Ξ(ϕ)|, 0, . . . , 0). By (2.7) we have
M0,1 > 0, M1,i =
c2A1
c21
Ξi(ϕ) =
c2A1
c21
|Ξ(ϕ)|δ1,i, i = 1, . . . , N, (3.5)
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where δ1,i is the Kronecker symbol. Let ǫ > 0 be sufficiently small. By Lemma 2.1, (1.4), (2.3),
(2.6) and (2.9) we take a sufficiently large m ∈ {1, 2, . . . } so that
t
N+2A
2
u0(x, t)
q∗U(|x|) = [M0,1 + o(1)] −
[
N + 2A
2
M0,1 + o(1)
]
t−1F (|x|)
+ t−2O(|x|4)
= [M0,1 + o(1)] + t
−1O(|x|2),
u1,i(x, t) = qN [M1,i + o(1)]t
−N+2A1
2 U1(|x|) xi|x| + t
−N+2A1
2 U1(|x|)O(t−1|x|2)
= O(t−
N+2A1
2 (1 + |x|)A1),
R2(x, t) =
m−1∑
k=2
ℓk∑
i=1
uk,i(x, t) +Rm(x, t) = O
(
t−
N+2A2
2 (1 + |x|)A2
)
,
(3.6)
as t→∞ uniformly for x ∈ RN with |x| ≤ ǫ(1+ t) 12 , where i = 1, . . . , N . Let ν be a sufficiently
small positive constant. Since A < 0, we can find R > 0 such that
|u0(x, t)| ≤ Ct−
N+2A
2 U(|x|) ≤ νt−N+2A2 ,
|u1,i(x, t)| ≤ νt−
N+2A
2 , |R2(x, t)| ≤ νt−
N+2A
2 ,
(3.7)
for x ∈ RN and all sufficiently large t > 0 with |x| ≤ ǫ(1 + t) 12 , where i = 1, . . . , N . On the
other hand, Theorem 1.1 implies that
lim inf
t→∞ t
N+2A
2 sup
x∈RN
u(x, t) > 0. (3.8)
By (3.4), (3.7) and (3.8) we can find R > 0 such that
H(u(t)) ⊂ B(0, R) (3.9)
for all sufficiently large t.
It follows from (1.2) and λ2 < 0 that
A+ 1 ≤ A+(λ2) + 1 < A+(λ2 + ω1) = A1. (3.10)
By (2.4), (3.6) and (3.10) we have
t
N+2A
2 u(x, t)
= q∗[M0,1 + o(1)]U(|x|) −
[
N + 2A
2
M0,1 + o(1)
]
t−1U(|x|)F (|x|) + o(t−1)
= q∗[M0,1 + o(1)]U(|x|) +O(t−1)
(3.11)
as t→∞ uniformly for x ∈ B(0, R). Since F is strictly monotone increasing in (0,∞), by (3.5),
(3.9) and (3.11) we obtain (3.2) and (3.3). Therefore Theorem 3.4 follows in the cases of (S)
and (C). Similarly, Theorem 3.4 also follows in the case of (S∗). Thus the proof is complete. ✷
We give sufficient conditions for the hot spots to consist of only one point and to move along a
smooth curve. We denote by ∇2f the Hessian matrix of a function f . For any real symmetric
N ×N matrix M , by M ≥ 0 and M ≤ 0 we mean that M is positive semi-definite and negative
semi-definite, respectively.
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Theorem 3.5 Let LV be a nonnegative Schro¨dinger operator under condition (V) with λ1 ≥ 0
and A < 0. Assume (2.17) and let u be a solution of (1.1). Let x∗ ∈ RN be such that |x∗| ∈ Π
and
lim
t→∞ supx∈H(u(t))
|x− x∗| = 0.
Then there exist a constant T > 0 and a curve x = x(t) ∈ C1([T,∞) : RN ) such that H(u(t)) =
{x(t)} for t ≥ T in the following cases:
(a) |x∗| = 0, V ∈ Cγ([0,∞)) for some γ ∈ (0, 1) and ∇2U(|x|) ≤ 0 in a neighborhood of x = 0;
(b) |x∗| > 0, U ′′ ≤ 0 in a neighborhood of r = |x∗| and Ξ(ϕ) 6= 0.
Proof. We consider the cases of (S) and (C). Let r∗ := |x∗| and ǫ > 0. The proof is divided
into the following four cases:
(I) r∗ = 0, U ′′(0) < 0; (II) r∗ = 0, U ′′(0) = 0;
(III) r∗ > 0, U ′′(r∗) < 0; (IV) r∗ > 0, U ′′(r∗) = 0.
We consider case (I). Since U ′(0) = 0 and U ′′(0) < 0, by (2.3) and (2.6) we can find η1 > 0 such
that
− q−1∗ t
N+2A
2 (∇2u0)(x, t) = −[M0,1 + o(1)](∇2U)(|x|) +O(t−1) ≥ −M0,1U
′′(0)
2
IN − ǫIN (3.12)
for x ∈ B(0, η1) and all sufficiently large t, where IN is the N -dimensional identity matrix. On
the other hand, by condition (a), (2.6) and (2.10) we apply the parabolic regularity theorems to
see that u1,i, R2 ∈ C2,γ;1,γ/2(RN × (0,∞)) and
‖∇2u1,i‖L∞(B(0,η1)) + ‖∇2R2‖L∞(B(0,η1)) = O(t−
N+2A1
2 ) (3.13)
for all sufficiently large t, where i = 1, . . . , N . Since ǫ is arbitrary, by (3.12) and (3.13) we see
that −(∇2u)(x, t) is positive definite in B(0, η1) for all sufficiently large t > 0. Then Theorem 3.5
in case (I) follows from the implicit function theorem.
Consider case (II). By condition (a), (2.3) and (2.6) we have
− q−1∗ t
N+2A
2
+1(∇2u0)(x, t)
= −t[M0,1 + o(1)]∇2U(|x|) +
[
N + 2A
2
M0,1 + o(1)
]
∇2[UF0](|x|) +O(t−1)
≥
[
N + 2A
2
M0,1 + o(1)
]
∇2[UF0](|x|) +O(t−1)
(3.14)
in a neighborhood of x = 0 and all sufficiently large t. On the other hand, it follows from (1.3)
and (2.7) that
F ′′0 (r) =
{
(1−N)r−N [U(r)]−2 − 2r1−N [U(r)]−3U ′(r)} ∫ r
0
τN−1U(τ)2 dτ + 1
→ 1−N
N
+ 1 =
1
N
as r→ 0.
(3.15)
This implies that [UF0]
′′(0) = 1/N . Therefore, by (3.14) and (3.15) we can find η2 > 0 such
that
− q−1∗ t
N+2A
2
+1(∇2u0)(x, t) ≥ N + 2A
4N
M0,1IN − ǫIN (3.16)
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for x ∈ B(0, η2) and all sufficiently large t. Similarly to case (I), since ǫ is arbitrary, by (2.4),
(3.13) and (3.16) we see that −(∇2u)(x, t) is positive definite in B(0, η2) for all sufficiently large
t > 0. Similarly to case (I), Theorem 3.5 in case (II) follows from the implicit function theorem.
Consider case (III). By Theorem 3.4 we can assume, without loss of generality, that x∗ =
(r∗, 0, . . . , 0). ThenM1,1 > 0 andM1,i = 0 for i ∈ {2, . . . , N}. Let θα := xα/|x| for α = 1, . . . , N .
Then (r, θ2, . . . , θN ) gives a local coordinate of R
N in a neighborhood of x∗. We study the large
time behavior of ∇˜2u in a neighborhood of x∗, where ∇˜ := (∂r, ∂θ2 , . . . , ∂θN ). Since U ′′(r∗) < 0,
similarly to (3.12), we can find η3 > 0 such that
− q−1∗ t
N+2A
2 (∂2ru0)(x, t) = −[M0,1 + o(1)](∂2rU)(|x|) +O(t−1) ≥ −
M0,1U
′′(r∗)
2
(3.17)
for x ∈ B(x∗, η3) and all sufficiently large t. Furthermore,
(∂r∂θαu0)(x, t) = (∂θα∂θβu0)(x, t) = 0 (3.18)
for x ∈ B(x∗, η3) and all sufficiently large t, where α, β ∈ {2, . . . , N}.
On the other hand, by (2.3), (2.6) and (3.6) we have
q−1N (∇˜2u1,i)(x, t) = [M1,i + o(1)]t−
N+2A1
2 ∇˜2[U1(|x|)θi] +O(t−
N+2A1
2
−1) (3.19)
for x ∈ B(x∗, η3) and all sufficiently large t. Since
θ1 =
(
1−
N∑
α=2
θ2α
)1/2
,
∂θ1
∂θα
= −θ−11 θα,
∂2θ1
∂θα∂θβ
= −δαβθ−11 − θ−31 θαθβ, (3.20)
for α, β ∈ {2, . . . , N}, combining M1,1 = |Ξ(ϕ)| > 0 and U ′(r∗) = 0, we can find η4 > 0 and
C > 0 such that
− tN+2A12 (∂2ru1,1)(x, t) ≥ −C,
− tN+2A12 (∂θα∂θβu1,1)(x, t) ≥
qNM1,1
2
U1(r∗)δαβ − ǫ,
− tN+2A12 (∂r∂θju1,1)(x, t) ≥ −C|θα|U ′1(r) +O(t−1) ≥ −ǫ,
(3.21)
for x ∈ B(x∗, η4) and all sufficiently large t. Furthermore, for i = 2, . . . , N , it follows that
M1,i = 0 and we have
(∇˜2u1,i)(x, t) = o(t−
N+2A1
2 ) (3.22)
for x ∈ B(x∗, η4) and all sufficiently large t. Similarly to (3.13), by (3.6) we apply the parabolic
regularity theorems to obtain
(∇˜2R2)(x, t) = O(t−
N+2A2
2 ) (3.23)
for x ∈ B(x∗, η4) and all sufficiently large t. On the other hand, A1 > A + 1 holds by A < 0.
Then, by (3.17), (3.18), (3.19), (3.21), (3.22) and (3.23) we see that −(∇˜2u)(x, t) is positive
definite in a neighborhood of x∗ = (r∗, 0) for all sufficiently large t > 0. Therefore Theorem 3.5
in case (III) follows from the implicit function theorem.
It remains to consider case (IV). Similarly to case (III), without loss of generality, we can
assume that Ξ(ϕ)/|Ξ(ϕ)| = (1, 0, . . . , 0). It follows from U ′(r∗) = U ′′(r∗) = 0 and r∗ ∈ Π that
[UF0]
′′(r∗) = U(r∗)F ′′0 (r∗)
= U(r∗)
[
(1−N)r−N [U(r∗)]−2
∫ r∗
0
τN−1U(τ)2 dτ + 1
]
≥ U(r∗)
[
(1−N)r−N∗ [U(r∗)]−2
∫ r∗
0
τN−1U(r∗)2 dτ + 1
]
=
1
N
U(r∗) > 0.
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Then, by condition (b) we have
− q−1∗ t
N+2A
2
+1(∂2ru0)(x, t)
= −[M0,1 + o(1)]t(∂2rU)(|x|) +
[
N + 2A
2
M0,1 + o(1)
]
∂2r [UF ](|x|) +O(t−1)
≥
[
N + 2A
2
M0,1 + o(1)
]
∂2r [UF ](|x|) +O(t−1) ≥
N + 2A
4N
M0,1U(r∗) > 0
(3.24)
in a neighborhood of x∗ = (r∗, 0, . . . , 0). Furthermore, by the same argument as in case (III) we
obtain (3.18), (3.21), (3.22) and (3.23). Therefore, since A1 > A + 1, we see that −(∇˜2u)(x, t)
is positive definite in a neighborhood of x∗ = (r∗, 0) for all sufficiently large t > 0. Therefore
Theorem 3.5 in case (III) follows from the implicit function theorem. Thus Theorem 3.5 follows
in the cases of (S) and (C). Similarly, Theorem 3.5 also follows in case (S∗). Therefore the proof
of Theorem 3.5 is complete. ✷
Finally we study the large time behavior of the hot spots in the cases where λ1 ≤ 0, A = 0
and Π 6= ∅.
Theorem 3.6 Let LV be a nonnegative Schro¨dinger operator under condition (V) with λ1 ≥ 0,
A = 0 and Π 6= ∅. Assume (2.17) and let u be a solution of (1.1). Then there exists R > 0 such
that
H(u(t)) ⊂ B(0, R) (3.25)
for all sufficiently large t.
Let x∗ be an accumulating point of H(u(t)) as t → ∞. If Ξ(ϕ) 6= 0, then x∗ = |x∗|Ξ(ϕ).
Furthermore, r∗ := |x∗| is a maximum point of
S(r) := −N
c2∗
M(ϕ)U(r)F0(r) +
1
c21
|Ξ(ϕ)|U1(r) on Π.
Remark 3.2 Assume the same conditions as in Theorem 3.6. It follows from λ2 = 0 that A = 0
and A1 = 1. By (2.2) and (2.5) we see that
F0(r) ∼ (2N)
−1r2, U(r) ∼ c∗, U1(r) ∼ c1r, (3.26)
as r →∞. Then S(x)→ −∞ as |x| → ∞ and the maximum point of S on Π exists.
Proof. Let ǫ be a sufficiently small positive constant. Similarly to (3.4), by Theorem 1.1 with
A = 0 we see that
H(u(t)) ⊂ B(0, ǫ√t) (3.27)
for all sufficiently large t. On the other hand, similarly to the proof of Theorem 3.4, we have
t
N
2 u(x, t) = q∗[M0,1 + o(1)]U(|x|) − q∗
[
N
2
M0,1 + o(1)
]
t−1(UF0)(|x|)
+ t−2O(|x|4U(|x|)) +
N∑
i=1
[M1,i + o(1)]t
−1U1(|x|)Q1,i
(
x
|x|
)
+ t−2U1(|x|)O(|x|2) + o(t−1)
(3.28)
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as t→∞ uniformly for x ∈ RN with |x| ≤ ǫt1/2. Since A1 = A+(ω1) = 1, it follows from (2.3),
(2.7) and (2.17) that
q∗M0,1 = q2∗
1
c2∗
[
2N−1Γ
(
N
2
)]−1
M(ϕ),
N∑
i=1
M1,iQ1,i
(
x
|x|
)
=
1
c21
[
2N+1Γ
(
N + 2
2
)]−1
q2N
(
x
|x| ·
∫
RN
ϕ(y)U1(|y|) y|y| dy
)
=
1
c21
[
2NNΓ
(
N
2
)]−1
Nq2∗
(
x
|x| · Ξ(ϕ)
)
.
Then we have
− q∗N
2
M0,1U(|x|)F0(|x|) +
N∑
i=1
M1,iU1(|x|)Q1,i
(
x
|x|
)
=
q2∗
2NΓ(N/2)
[
− N
c2∗
M(ϕ) +
1
c21
(
x
|x| · Ξ(ϕ)
)
U1(|x|)
]
.
(3.29)
Then Theorem 3.6 follows from (3.26), (3.27), (3.28) and (3.29). ✷
Modifying Theorem 3.5, we give sufficient conditions for the hot spots to consist of only one
point and to move along a smooth curve in the case where A = 0 and Π 6= ∅. We remark that
A1 = A+ 1 if A = 0.
Theorem 3.7 Let LV be a nonnegative Schro¨dinger operator under condition (V) with λ1 ≥ 0,
A = 0 and Π 6= ∅. Assume (2.17) and let u be a solution of (1.1). Let x∗ ∈ RN be such that
|x∗| ∈ Π and
lim
t→∞ supx∈H(u(t))
|x− x∗| = 0.
Then there exist a constant T > 0 and a curve x = x(t) ∈ C1([T,∞) : RN ) such that H(u(t)) =
{x(t)} for t ≥ T in the following cases:
(a) |x∗| = 0, V ∈ Cγ([0,∞)) for some γ ∈ (0, 1) and ∇2U(|x|) ≤ 0 in a neighborhood of x = 0;
(b) |x∗| > 0, U ′′(r∗) < 0 and Ξ(ϕ) 6= 0;
(c) |x∗| > 0, U ′′(r) ≤ 0 in a neighborhood of r = r∗, S′′(r∗) < 0 and Ξ(ϕ) 6= 0.
Here S = S(r) is as Theorem 3.6.
Proof. The proofs in case (a) with U ′′(0) < 0 and case (b) are obtained by the same argument
as the proof of Theorem 3.5 in cases (I) and (III), respectively. So it suffices to consider case (a)
with U ′′(0) = 0 and case (c).
Let us consider case (a) with U ′′(0) = 0. Let ǫ > 0. It follows from (3.1) that U ′1(0) = 0 and
U ′′1 (r) = −(N − 1)r−N−1
∫ r
0
τNV (τ)U1(τ) dτ + V (r)U1(r)→ 0 as r→ 0.
These imply that U1 ∈ C2([0,∞)) and U ′′1 (0) = 0. Then, similarly to (3.20), we have
−tN+2A12 (∂2ru1,1)(x, t) ≥ −ǫ
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in a neighborhood of x = 0 for all sufficiently large t > 0. Then, applying a similar argument as
in proof of Theorem 3.5 in case (II), we obtain Theorem 3.7 in case (a) with U ′′(0) = 0.
Let us consider case (c). Similarly to the proof of Theorem 3.5 in case (III), without loss
of generality, we can assume that Ξ(ϕ)/|Ξ(ϕ)| = (1, 0, . . . , 0) and x∗ = (r∗, 0, . . . , 0) and we
introduce the coordinate (r, θ2, . . . , θN ) in a neighborhood of x = x∗. Then, by (2.3), (2.6) and
(3.20) we have
− q−1∗ t
N
2 (∂2ru0)(x, t)
= −[M1,0 + o(1)](∂2rU)(|x|) +
[
N
2
M0,1 + o(1)
]
t−1∂2r [UF0](|x|) +O(t−2)
≥
[
N
2
M0,1 + o(1)
]
t−1∂2r [UF0](|x|) +O(t−2),
− q−1N t
N
2
+1(∂2ru1,1)(x, t) = −[M1,1 + o(1)](∂2rU1)(|x|)θi +O(t−1),
(3.30)
in a neighborhood of x = x∗ for all sufficiently large t > 0, where i = 1, . . . , N . By condition (c),
(3.29) and (3.30) we obtain
− tN2 +1[(∂2ru0)(x, t) + (∂2ru1,1)(x, t)]
≥ − q
2∗
2NΓ(N/2)
S′′(r) + o(1) +O(t−1) ≥ − q
2∗
2N+1Γ(N/2)
S′′(r∗) > 0
in a neighborhood of x = x∗ for all sufficiently large t > 0. Similarly, we have
− tN2 +1(∂r∂θαu1,1)(x, t) = O(|θα|) +O(t−1) (3.31)
in a neighborhood of x = x∗ for all sufficiently large t > 0, where α = 2, . . . , N . Furthermore,
similarly to the proof of Theorem 3.5 in case (III), we have (3.18), (3.22) and (3.23). Then,
combining (3.30) and (3.31), we see that −(∇˜2u)(x, t) is positive definite in a neighborhood of
x∗ = (r∗, 0) for all sufficiently large t > 0. Thus Theorem 3.7 in case (c) follows from the implicit
function theorem. Therefore the proof of Theorem 3.7 is complete. ✷
Remark 3.3 Consider the case of the heat equation under condition (2.17). Then V ≡ 0,
c∗ = 1, c1 = 1, U(r) = 1, U1(r) = r, F0(r) = r2/(2N) and Π = [0,∞). Since
S′(r) = −rM(ϕ) + |Ξ(ϕ)| = −r
∫
RN
ϕ(y) dy+
∣∣∣∣
∫
RN
yϕ(y) dy
∣∣∣∣,
it follows from Theorem 3.6 that the hot spots converges to
∫
RN
yϕ(y) dy/
∫
RN
ϕ(y) dy. Further-
more, if Ξ(ϕ) 6= 0, then, by Theorem 3.7 (c) we see that the hot spots consist of only one point
and move along a smooth curve. These coincide with statements (H2) and (H3) in Section 1.
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