In recent research on extreme value statistics, there has been an extensive development of threshold methods, first in the univariate case but subsequently in the multivariate case as well. In this paper, we develop an alternative methodology for extreme values of univariate time series, by assuming that the time series is Markovian and using bivariate extreme value theory to suggest appropriate models for the transition distributions. We develop an alternative form of the likelihood representation for threshold methods, and then show how this can be applied to a Markovian time series. A major motivation for developing this kind of theory, in comparison with existing methods based on cluster maxima, is the possibility of calculating probability distributions for extremal functionals more complicated than the maxima or extreme quantiles of the series. In the latter part of the paper, we develop this theme, showing how a theory of compound Poisson limits for additive functionals can be combined with simulation to obtain numerical solutions for problems of practical interest.
Introduction
.: Davison and Smith (1990) proposed a method for extreme value analysis of time series which depends on three essential features. The first is stationarity of the time series. The second is the imposition of a threshold, u, for distributional modelling. The third feature is the focus on the peak value within each cluster of exceedances over the threshold, as a means of handling dependence in the time series. The broad idea is that peak values usually are of prime concern and that these are approximately independent from cluster to cluster, thus avoiding the need for explicit modelling of the temporal structure within clusters.
Within this framework, the process of clusters of exceedances of u is modelled by a Poisson process of rate A, and the peak excesses are modelled by a generalized Pareto distribution, GPD(O",~) , with density (1.1) (x > 0,0" +~x > 0), in which~is a real-valued shape parameter and 0" > 0 is a scale parameter.
With A as the mean number of clusters per year, the process of clusters which exceed the level u + x (x > 0) is then a Poisson process with rate where y+ = max(y, 0). Consequently, the probability that the level u +x is not exceeded during a year is given by (1.2)
Thus, equation (1.2) is the basis for the modelling and prediction of quantiles of the distribution of the annual maximum. This approach, together with covariate model extensions to handle aspects of non-stationarity (Smith, 1989) , is now widely applied in the analysis of extreme values of environmental time series. This whole procedure is justified by probabilistic theory (Pickands, 1971; Hsing, 1987) , which
shows that the two dimensional point process, consisting of the times and magnitudes of cluster peaks, converges to a non-homogeneous Poisson process as both the threshold and the length of the series tend to the distributional upper endpoint and infinity respectively. This paper is concerned with removing the third of the above mentioned features, namely the restriction to peaks as a way of avoiding having to model temporal structure. The existing method has one great advantage -simplicity -but three substantial disadvantages. First there is the problem of identifying independent clusters: misclassified observations lead to biased parameter and standard error estimates. Second, efficiency is lost by discarding non-peak values from the cluster, since the distribution of arbitrary exceedances is also GPD with exactly the same parameters as for the cluster maxima, (Hsing, 1987; Anderson, 1990) . Finally, no temporal characteristics of exceedances within a cluster are identified. The latter feature has received some independent attention in the form of estimation of the extremal index (Leadbetter, 1983; O'Brien, 1987) , which can be regarded as the reciprocal of the mean number of threshold exceedances per cluster. However, all current estimation procedures for the extremal index also depend on ad hoc methods for identifying clusters (Leadbetter et al., 1989; Hsing, 1991; Smith and Weissman, 1994) .
Our approach uses a Markov chain to model the temporal dependence of exceedances. This has some similarities with the time series threshold methods of Tong (1990) , in particular the feature that different models are assumed for different portions of the sample space, but in constrast to Tong we only attempt to model the behaviour of the process above a high threshold.
Much simplicity of the dependence structure then results. For example, for a stationary first order Markov series, {Y n }, if Pr{Yn+I > u I Y n > u} -+ 0, as u tends to the distributional upper endpoint, then exceedances of u will occur independently and so the approach would be identical to the cluster maxima method in this case. As this condition, and higher order extensions of it, apply for all Gaussian series , the use of Gaussian time series models is ruled out if clustering of extreme levels is observed.
(2.1)
To model the dependence of successive extreme observations, we use multivariate extreme value theory. Threshold methods for multivariate extremes have previously been developed by Coles and Tawn (1991) and by Joe et al. (1992) . Our approach extends these methods to the temporal dependence case, but in so doing a new version of the associated multivariate threshold likelihood model is proposed. The fitted model is then used to calculate quantities of interest, including quantiles of the annual maximum distribution, the extremal index and the distribution of aggregate excesses. The main technique for this is simulation, using a random walk approximation developed by Smith (1992 (Pickands, 1981, and Tawn, 1991 ). An example which we shall use in much of this paper (when d = 2) is the logistic model (2.3) where 0 < a~1, which is discussed in Tawn (1988) and Shi et al. (1992) .
We want to turn these asymptotic results into an explicit approximation for the joint distribution of {(OJ,Xj), j = 1, ... ,d}. A suitable analogy here is the method of Davison and Smith (1990) in the univariate case. Motivated by results which give the GPD as an asymptotic distribution for exceedances over a high threshold, they proceeded as if the GPD were exact over a specified threshold. Initially, we make the same assumption for each marginal component, so that for sufficiently large Uj, the marginal distribution of Yj -Uj given Yj > Uj is taken as GPD.
Thus
where Aj = 1 -Fj(uj). By analogy, we also take the limiting result (2.1) as an identity for sufficiently large t. In fact it is more convenient to treat (2.1) as an identity for some fixed t = t c , provided the Vj are sufficiently large; this is clearly an equivalent interpretation. Specifically, taking t c =1 and Vj ;::: Aj\ j = 1, ... , d ensures that the GPD approximation is applicable for each marginal component. Our additional assumption is that these levels are also sufficiently high for the asymptotic dependence structure to be a valid approximation through (2.1).
Suppose now, that OJ =1; j =1, ... , d, so that by the marginal assumptions, and hence 
(2.9) 8 8 8 2
Hence if we define Vl(x, y) = -8x {Vex, y)}, V2(x,y) = -8y {Vex, y)}, and V12(X, y) = -8x8y {Vex, y)}, the joint density of (Dt,X l ,D2,X 2 ) is given by The procedure for d > 2 is similar, with each possible combination of (15 1 , ... , Dd) resulting in a different form of contribution to the likelihood function, constructed by taking suitable sums and differences of (2.5). We do not go into the details of this here, but return to this topic in Section 5.
Removing the marginal constraints
In some circumstances it may be over-restrictive to require that Vj ;::: >..;I;j = 1, ... ,d for the validity of (2.1) to be used as an identity since if (2.1) provides a good approximation over a larger region of the upper joint tail the proposed likelihood procedure will be inefficient. In principle, the functional form (2.5) could still hold over the larger region, but there is a complication:
(2.5) assumes that the GPD holds for each marginal distribution within the range of validity of (2.5). This is only reasonable when we impose a threshold on each Yj. However, the formula corresponding to (2.5) without assuming the GPD tail approximation is easily derived as (2.11)
The asymptotic nature of (2.1) means we still require some threshold restriction on the vector to an alternative form of the likelihood function. The advantage of this approach is that the approximation extends to a larger portion of the sample space, thus in principle making possible more sensitive inferences, and avoiding the inclusion-exclusion arguments which could become very restrictive when d is large. The disadvantage ofthis method, compared with that based on (2.5), is that some modelling of the marginal distribution below the threshold is needed.
Thus we have two forms of approximate likelihood, one using (2.5) and based only on observations which exceed the threshold, the other using (2.11) and requiring some assumptions about the marginal distributions below thresholds. The second method is in fact much closer to the previous multivariate threshold methods proposed by Coles and Tawn (1991) , and by Joe et al. (1992 Suppose, now, we want an approximation to (2.12) based only on the high threshold exceedances. Because of stationarity, we can assume that the threshold u, the exceedance probability '\, and the GPD parameters ((7, k) , are common to all observations. We therefore where P (Yj-l, Yj) is the joint density of two consecutive observations, the problem reduces to that considered in Section 2.1. Specifically, the numerator of (2.13) is approximated as a product of terms of the form (2.10), while the denominator is replaced by the corresponding univariate
Once again, it is also possible to consider a more general approximation based on (2.11) if we make some assumptions about the marginal distribution below the threshold, and this leads to a second form of approximate likelihood function. The two methods differ only in the way the numerator of (2.13) is modelled, not the denominator.
In principle, it might be possible to justify any of these approximate likelihoods by establishing standard properties such as consistency and asymptotic normality of the resulting estimators.
Such a theory would, however, require detailed assumptions on the convergence rates to the separate marginal and dependence components of the bivariate extreme limit. This seems certain to involve considerable technical complications, and therefore we avoid further discussion of it here.
Examples of functionals of extreme events
In Section 1 it was indicated that there are many functionals of the values within each independent extreme event, other than the cluster maximum, which are of interest in applications.
Here we present a general class of functional forms which is broad enough to include examples which address both general and problem-specific issues. Furthermore, this functional class is amenable to asymptotic treatment.
For the process {Y n } and the threshold u, the class of functionals we consider have the form
where 9 : R+ -+ R is a real-valued function for a fixed m~1, and g(O, ... , 0) = O. The structure of (3.1) confines attention to quantities that depend on the high-level exceedances of the process. Some examples are given as follows (i) Let m = 1 and, for some
the number of exceedances of u+z over the time period 1~j~n. In particular, Pr{W n ( u) = O} is the probability that the maximum of the process up to time n does not exceed u +z. (iv) Let m > 1, and for some
is the number of times, in the period 1~j~n, that there are m consecutive exceedances of u +z, counting overlaps. For example, a 'heatwave day' might be defined as a day on which the temperature is above u + Z and the previous m -1 days have also had temperatures above u + z. Then Wn(u) is the number of heatwave days that occur between day m and day n. Clearly, more complicated definitions of a heatwave, analogous to those discussed by Barnett and Lewis (1967) , could also be incorporated within this structure.
(v) Let m = 1 and, for some
is the cumulative total of all excesses over u + z. In the hydrological context, this is a measure of the volume of overflow, which is sometimes taken directly as the main variable of interest (Anderson and Dancy, 1992) .
The sea level at time t is the sum of a deterministic tidal component, T t , and a stationary stochastic surge component, ft. The tidal series is periodic, so we take T 1 , ••• , Tnl to be the values within a cycle. For simplicity, we take the surge to be independent of the tidal level, the dependent case following immediately. Tawn (1992) proposed obtaining the distribution of extreme sea levels by first obtaining the distribution of extreme surge levels and then modifying this to incorporate the tidal series. Given the upper tail of the marginal surge distribution, the dependence structure within extreme surge events, and the tidal series, the probability that the extreme sea level is less than some level, u* say, can be calculated directly.
Specifically, we take the surge threshold to be u and consider only the case when
Then W n (u, i) is the total number of exceedances of u* given that the first tide was Ti. Now the expected number, with respect to the timing of the first tide, of sealevel exceedances of u* n'
is given by Wn(u) = L:Wn(u,i)/n', so Pr{Wn(u) = O} is the probability that the maximum i=1 of the sea level process at time n is less than u*. Provided the temporal dependence model is suitable, this removes the requirement to estimate an additional parameter in Tawn's approach.
Extreme event theory for Markov chains
In this section we discuss how to calculate the limiting distribution of the class of functionals,
given by (3.1), of the high-level exceedances of a Markov chain. First, we prove a limit theo- Throughout we assume the process {Y n } is a stationary aperiodic Harris chain with marginal distribution function F. Loosely, a Harris chain in continuous state space corresponds to an irreducible chain in discrete state space. Asmussen (1987) has precise definitions and a good discussion.
Asymptotic theory for functionals
For a functional W n ( u), in the class defined by (3.1), we develop a limit theorem for the distribution of W n ( u) when nand u are both large. The basic idea is that the high-level exceedances form clusters, and that the distribution in time of the clusters can be represented asymptotically as a Poisson process. Thus the limiting behaviour of W n ( u) is that there are a Poisson-distributed number of independent clusters, and W n ( u) is a sum of contributions from individual clusters.
Any aperiodic Harris chain is strong mixing (O'Brien, 1987) 
Let {un, n;::: I} denote an increasing sequence of threshold values such that
We also assume
Condition (4.4) was also assumed in Smith (1992) where, following O'Brien (1974 O'Brien ( , 1987 , it was used to justify defining the extremal index as This result is proved in the Appendix.
To apply Theorem 1, it therefore remains to estimate both () and the distribution of W*, using the model as fitted by the methods of Section 2. Our methodology for this is simulation.
The extremal index 8 may be defined by (4.5), and it also follows under condition (4.4) that (4.8) is equivalent to
The proof of (4.9) is also given in the Appendix. Two other results are needed before we can define our simulation scheme. First, from (4.5), it follows that 
which is independent of T. This result is known (Hsing, 1987; Anderson, 1990) , but is repeated here to make clear the connections with our other results.
The second result we need is the property that, under the assumptions we have made, a Markov chain in the tails 'looks like' a transformed random walk. Initially suppose 1 -F(y) '" C exp( -y) as y -+ 00. Under the assumption that (Yt, Y 2 ) lies in the domain of attraction of a bivariate extreme value distribution, the limiting distribution function
exists (Smith, 1992 for large u then it is possible to proceed by pointwise transformation to obtain, for given Y n , 4.12) are independent random variables from distributions HF and HB respectively. The u =1 and = 0 case for (4.12), taken as the limit as~-+ 0, is the random walk described above. An alternative to transformation is to use a scheme described by Perfekt (1991) which effectively adapts the random walk approximation to any of the three domains of attraction of univariate extreme value theory. The proposed simulation scheme for extreme events which exceed a high threshold is therefore as follows:-
Choose the function 9, with the associated m, of interest. Select T, the simulation event length.
Generate the cluster maximum
By (4.10), the limiting conditional distribution is GPD, so this step involves simulating a realization from a GPD with the required parameters.
3. Let J denote the index for which YJ = Mr. By stationarity of the process, J is uniformly distributed over {I, 2, ... , T}. 
Given

Higher order models and model selection
In this section we discuss the constraints on, and selection of, parametric models for the depen- As with standard time series modelling, the selection of the order of the process is difficult.
In our temporally dependent extreme value problem testing between orders d -1 and d is equivalent to testing for conditional independence of variables within a unit simplex domain, subject to normalization constraints. Standard likelihood procedures can be used for such tests; however, typically models will be non-nested, in which case we suggest the use of a combination of the usual time series procedures, such as AIG and BIG, and informal model goodness-of-fit assessment based on comparisons of predicted and observed functiona.ls of interest (see Section 3). The same procedures will be used to select a model for the dependence structure given the order of the process. Thus it is clear that the estimation procedure discussed in Section 2.1 extends to higher order Markov chains. The extension of the limit theory of Section 4 and the calculations via the simulation step are not presented here, however these follow as a consequence of the formulation of Section 4 applied to results given by Yun (1993) . Here though we concentrate on models for HF and HB in the d = 2 case.
By the definition of HF and HB, from property (2.2) it is easily shown that
with a(x) = exp(-x)/[1 + exp(-x)]. Thus the models for H, or equivalently V, estimated using the procedure of Section 2, provide models for HF and H B . In this paper we will restrict attention to four specific models, others being given by Coles and Tawn (1991) , , and Coles and Walshaw (1993) .
Bilogistic model:
where s == sew) is the root of (5.7) (Joe et al., 1992 2. Negative Bilogistic model: As (5.6), but with -00 < ai < 0, i = 1,2, (Coles and Tawn, 1994) , so HF(X) = 1-s~-al and HB(X) = 1-(1-s+)I-a 2 • 3. Dirichlet model: Defined by the measure density (5.4), so HF(X) and HB(X) must be evaluated numerically from (5.5).
Asymmetric Logistic model: V(x,y) = (1 -(J)/x + (1 -4»/y + [((J/x)l/a + (4)/y)l/a]a,°:
5 (J :5 1,0 :5 4> :5 1,0 < a :5 1, (Tawn, 1988) . Unlike models 1-3 neither HF(X) nor HB(X) ....°as x 1 -00, since there is positive probability of an infinite step out of the upper tail of the random walk. Thus HF( -00) = 1-(J, HB( -00) = 1-4> with HF(X) =1-(J + (Jl/a( (Jl/a + 4>1/a exp{ -x/ a} )a-l and HB( x) = 1-4>+ 4>1/a(4>I/a + (Jl/a exp{ -x/ a} )a-l for z > -00.
Application to Temperature Data
Our data are daily minimum temperatures, recorded to the nearest degree Fahrenheit, at Wooster, Ohio. Wooster is one of 138 high-quality stations reported in the U.S. Historical ' .
.;
Climatology Network (Quinlan et al., 1987) for which long-term daily data are available. Our reasons for the selection of this particular site are due to it being representative of the network with a long and good quality data series (June 1893 -December 1987 with only 45 missing values). Furthermore, some exploratory analysis of this series is already available (Grady, 1992) .
Restriction to daily minimum temperatures does not greatly inhibit the scientific usefulness of the~tudy, since most practical issues relating to cold weather focus on this quantity, whilst trends in global average surface temperature have also been primarily attributed to increases in minimum temperatures (Karl et al., 1992) . Findings in suggest that there is evidence for a quadratic trend in the Wooster series and that the series is approximately stationary over the winter months December to February, during which all the yearly extreme minimum temperatures occur. To simplify presentation we focus here on the winter months only and assume stationarity throughout this season and over years. A detailed analysis of the complete yearly series, accounting for seasonality, is deferred to a companion paper .
We denote by Yl, Y2, ... the negated series of daily minimum temperatures. Negating the series in this way means that attention is turned to maxima rather than minima. As with most contemporary extreme value analysis, a primary step is the evaluation of a threshold above which the asymptotic model is treated as exact. For this analysis we need a threshold which satisfies both marginal and joint requirements of the model. That is, all exceedances should follow a GPD with the dependence of successive exceedances being Markov with dependence determined by a multivariate extreme value model. If the asymptotic model is applicable above a given threshold each model component should be invariant to a higher threshold selection.
Thus, to maximize efficiency, we need to find the lowest threshold above which model stability is achieved.
By use of a mean residual life plot (Davison and Smith, 1990 ) a range of candidate thresholds based on marginal stability is identified. Then, for a series of thresholds within this range, a first-order Markov model with logistic dependence model (2.3) is repeatedly fitted. The resulting parameter estimates appear stable with respect to thresholds above 5.5 (i.e. -5.5°F), yielding 232 exceedances -an average of less than one per month. We illustrate here the stability of the dependence parameter, (}, as viewed by the variation in the corresponding extremal index with threshold level shown in Figure 1 . After allowing for sampling variability it is evident that () decreases for thresholds below 5.5 corresponding to stronger dependence, whereas higher thresholds yield similar estimates with poorer precision. Thus we take u =5.5 and .oX =232/8485.
Under the assumption of a first-order process and with the stated threshold choice, each of the dependence models discussed in Section 5 is considered within the context of the Markov model. The resulting model fits are given in events rising at a faster rate than they decline, although the asymmetry is not significant when judged by a formal likelihood ratio test for the logistic model within the bilogistic family. One way of comparing the impact ofthe different dependence models is to examine summary statistics of extreme events generated from the fitted models using the simulation procedure described in Section 4, with the random walk step lengths given in Section 5. To illustrate, Table 1 gives, for each dependence model, the simulated values of the extremal index «(J), the mean number of threshold upcrossings (m u ) and the mean standard deviation of excesses within a cluster of exceedances (mil) ' The similarity ofthese values across models confirms that dependence model selection is a relatively unimportant aspect of the modelling procedure here; hence we restrict further analysis to the logistic model only.
We now examine the suitability of the assumption that extremes of the process are first-order
Markov by looking for conditional independence between observations of lag 2 within extreme events. One approach is to consider the trivariate distribution of consecutive triples of extremes;
under the first-order Markov model this distribution should lie in the domain of attraction of a trivariate extreme value distribution with special structure as follows. First transform the observations as (6.1) so that the Yt have a unit Frechet distribution. In fact, because we need to look at triples where perhaps only one or two of the observations has exceeded the threshold, equation (6.1) is applied with the fitted tail model extrapolated back below the threshold u (see Coles and Tawn, 1994) . Now, under the first-order Markov assumption with logistic model for transitions, the distribution of (Yt, ¥ii-I' ¥ii-2) is in the domain of attraction of the time-series logistic model (Coles and Tawn, 1991) with parameters T1 = T2 = 1/0.. In particular, this means that if we set Ri = yt +Yi+1 +Yi+2 and Wi,i = Yi+i-d Ri; j = 1,2,3 then the density of the angular components (Wi,t, Wi,a) is of known form. We can therefore compare contours of the fitted density model with the empirically obtained points for which at least one component exceeds the threshold; this is done in Figure 2 , with contours drawn at heights 1,2, ... 10. The data appear consistent with the model contours though of course more formal goodness of fit tests based on this plot could be developed to further assess this.
A simpler and somewhat more ad hoc procedure is to look for serial correlation in the differences of the successive random walk steps during extreme events. The first lag autocorrelation is 0.12 which is not significantly different from zero. Our conclusion is that there is no reason to doubt the assumption of a first-order Markov process in the extremes. Further examination of this assumption is obtained below by comparing the model-bas~d estimates of various quantities of interest with their empirical counterparts.
The Mean Cluster Size
This functional is just 9-1 (Leadbetter, 1983) ; equivalently, we therefore focus on estimation of 9. Using the random walk, 9 can be calculated using the Weiner-Hopf method of Smith (1992) or the simulation-based method discussed here. Generally the latter will be adequate, although here we have used the former to produce the smooth curve shown in Figure 3 , which illustrates for the logistic model the near-linear relationship between 9 and the extremal coefficient, V(l, 1), over most of the range of 9.
For a given threshold, an empirical estimate of 9 can be obtained simply as the reciprocal of the sample mean cluster size. However, this requires some method of identifying clusters; there are many possibilities for this (Smith and Weissman, 1994) . Figure 1 shows 9 estimated using a 'fixed storm length' definition, whereby extreme events have a maximum duration of specified length. In Figure 1 the maximum lengths are 2,5 and 10 days plotted as +,. and x respectively.
Each empirical estimator follows the profile of the fitted model, with a maximum duration of 5 days apparently doing best. Figure 1 clearly illustrates the difficulty of analysing extreme events without a formal temporal model: results are sensitive to the choice of declustering scheme, whilst without a model for reference or additional physical information, there is little basis for making an appropriate choice.
6.2 The distribution of the number of exceedances per cluster i,From the random walk, the distribution, 11", of the number of threshold exceedances per cluster can easily be obtained. As with the extremal index this functional is invariant to threshold choice. For the fitted logistic model 11" is given in Table 2 . Unlike some analytical examples (Hsing et al., 1988) ,11" is not geometric, having both a heavier tail and larger 11"(1). Also shown in Table 2 are the empirical estimates of 11", based on the declustering scheme which gave the best empirical estimate of 6, for various choices of threshold u. According to the asymptotic arguments on which our model is based, the distribution of the number of events within a cluster should be independent of the threshold, once thresholds are sufficiently high. Indeed, our model threshold of 5.5 was selected so as to give stability in the mean cluster size ( Figure   1 ). It seems, however, that this level does not ensure stability of the distribution as a whole, and that somewhat higher levels may be required to achieve this. This explains, in part, the poor agreement between the model-based and empirical estimates of 1r. The agreement is better when the empirical estimates are obtained at higher thresholds, though in each case the model under-predicts the proportion of two-day events observed. This indicates that the first-order Markov model may not give a sufficiently detailed description of the true temporal dependence for such detailed aspects of temporal behaviour to be accurately estimated.
Return Levels
The distribution of the annual minimum temperature is an essential design input for many manufacturing processes. Quantiles of this distribution are termed 'return levels'. Using standard theory for extremes of stationary processes (Leadbetter et ai., 1983) , we take
where m( = 90) is the number of days in the winter period. This result also follows as a consequence of Theorem 1 applied to functional (i) of Section 3. Using the GPD tail approximation for F, the return level Yl" defined such that (6.2) equals 1 -p, satisfies Yp. However, here this requires considerable additional computation relative to the delta method and so seems unwarranted for an exploratory analysis. Calculation even of the standard error of YP is complicated, since we only have the hessian matrix corresponding to the vector (,x, (1, k, a) . Also shown are return level estimates based on the cluster maxima approach of Davison and Smith (1990) , for which the GPD parameter estimates are a-= 7.16(0. 76),~= -0.344(0.066) and A= 134/8458. Clearly, a consequence of the declustering is that some distortion of the tail has occurred, with compensatory changes in the estimates of scale and shape. The cluster maxima model therefore gives comparable estimates within the range ofthe data, but under-estimation in the extreme tail by comparison with the Markov model. The apparent improvement in precision of the cluster maxima approach, as measured by confidence intervals obtained using the delta method, is an artefact of the shape parameter estimate being greater for that model. Results in Davison and Smith (1990) suggest that if profile likelihood based confidence intervals had been used the width of confidence intervals would be more comparable.
Aggregate Excesses and Cold-Waves
The functionals examined in Sections 6.1 -6.3 relate only to the peak and duration of extreme events. There are many problems for which the cumulative effect of extreme values is a better measure of the severity of an extreme event. In such cases the aggregate excess functional, WE (functional (v) in Section 3), is the main quantity of interest. Anderson and Dancy (1992) derive the asymptotic distribution of this functional when z = 0, from the point process characterization of Hsing (1987) . No specific forms for the dependence structure are assumed, and consequently the limiting distributional family is very broad. By contrast, our fitted Extremal Markov model completely specifies the aggregate excess distribution, which can be obtained by simulation, based on importance sampling of the cluster maximum to ensure accurate tail estimates. For the temperature data, Figure 5 compares the model-based distribution function of WE, with the corresponding empirical distribution function; in each case we take z = 0, and the empirical estimation is based on the previously discussed declustering scheme. Furthermore, by Theorem 1, the distribution of the winter period maximum aggregate excess, WE' is given by
.
:
The joint distribution of the aggregate excess and the cluster maximum, WM, can also be obtained from the above simulation scheme. This distribution has a singular component, with probability 11"(1), for WE = WM, and a density on {w: WE> WM}. In Figure 6 model-based densities are compared with the corresponding empirical observations of the cluster maximum and aggregate excess.
As a final example, we consider the cold-wave functional discussed in Section 3. The stochastic behaviour of this characteristic is highly dependent on the localized structure of extreme events. We fix m = 3 and consider various levels of cold-wave definition z > O. By simulating clusters of exceedances from the fitted model we obtain an estimate of C(z), the probability a cluster contains no cold waves at level u +z. Then by Theorem 1, the probability of no cold waves oflevel u +z in a winter period is given by exp{ -908AC(Z)}. This probability is plotted as a function of u +z in Figure 7 .
Comparison of model and empirical estimates
One of the earliest papers to address the kind of questions we have studied in this paper was Barnett and Lewis (1965) . In that paper, motivated by an industrial problem, they wanted to compute probabilities of various events related to low temperatures, such as whether at any time during the winter the temperature dropped below a certain critical level for three consecutive hours. Their approach was essentially to condition on the annual minimum value, which they modelled by a Gumbel distribution, and to use empirical approaches to obtain the required conditional probabilities. A disadvantage of their method, as they themselves quite openly pointed out, was that without any model for the conditional probabilities their method required some rather ad hoc assumptions that they could not justify on general grounds.
;,From the more modern point of view of threshold methods, we could consider the conditional distribution of an event of the form described given the mimimum temperature within a cluster, rather than given the mimimum temperature over the whole year, and methods of the form described by Barnett and Lewis should still be applicable. This could be considered an empirical approach to the problem, as opposed to the model-based approach which has been the main theme of this paper. The caveat of empirical estimators in this context is that clusters are intrinsically rare, so that estimates tend to be unstable and partially dependent on the declustering scheme adopted. We have shown how an appeal to asymptotic model structure can avoid these difficulties, but it is still valuable to compare model-based and empirical estimates. For example, in the cold-wave example of Section 6.4, the empirical estimate of C(u) is 123/134 =0.92, by comparison with a value of 0.87 obtained from the fitted model. Generally, where comparison is possible, the fitted model appears to capture the key empirical features of functionals of interest. When discrepancies do arise, as highlighted by the empirical and model estimates of the cluster size distribution in Table 2 , the dilemma is whether to attribute the discrepancy to inadequacies of the asymptotic model, or to instability of empirical estimates. Potential deficiencies of the asymptotic model include the possibility of nonstationarity of the process over the winter period (cf. Coles et ai., 1993) , the possible need for a higher-order Markov model, and inconsistencies due to our model being continuous and the data discrete. The choice of threshold u = 5.5 was made so as to ensure stability of empirical estimates of the mean cluster size, but the results of Section 6.2 suggest that a higher threshold may be required to obtain stability of other cluster characteristics. Thus, for example, there is significant evidence that the model under-estimates the aggregate excess distribution at all levels except the tails of the distribution. This is perhaps not too serious, since if the relevant functional is the aggregate excess then the upper tail is the region of most interest.
Thus tPo is the characteristic function of E w~~l, tPk n is the characteristic function of E w~~l, Leadbetter, 1983; or Hsing et al., 1988) , E In,k converges to a Poisson random variable with mean 6r. The result then follows from this fact, the independence of summands, and (4.8).
Proof of (4.9): More precisely, we want to show that if (4.4) holds and if the limiting distribution defined by (4.9) exists, then this limiting distribution also satisfies (4.8).
Fix w > O. If (4.9) holds, then there exists some sequence P~-00 such that Since our proof will work equally well with P~replaced by Pn, this will suffice to show that (4.9) and (4.11) lead to the same limit. Using the fact that 6j{u n ) for 1 ::; j ::; P~is bounded below pã nd above, and that 2:6p:'-J+1{un) diverges as n -00, it suffices to show that The points +,., x correspond to empirical estimates of f) obtained using a fixed storm length declustering scheme of 2, 5 and 10 days respectively. • iU ... ... 
