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Résumé :
Nous présentons rapidement les performances de la méthode FETI avec multipréconditionnement adap-
tatif. Cet algorithme vise à conserver la robustesse de la méthode FETI multipreconditionnée (introduire
sous le nom de FETI-simultané) tout en limitant les coûts numériques associés. Une présentation dé-
taillée est disponible dans [18].
Abstract :
We briefly present some assessments of the adaptive multipreconditioned FETI solvers (AMPFETI) on
realistic industrial problems and hardware. This algorithm (known as the adaptive multipreconditioned
conjugate gradient algorithm) aims at preserving the robustness of multipreconditioned FETI algorithm
(first introduced as Simultaneous FETI) while limiting as much as possible the computational burden of
the method. A detailed presentation is available in [18].
Mots clefs : Décomposition de domaine ; multipréconditionnement adapta-
tif ; calcul parallèle ; solveur de Krylov
1 Introduction
Les méthodes de décomposition de domaine offrent un cadre favorable à la résolution en parallèle des
systèmes linéaires issus de la discrétisation d’équations aux dérivées partielles. En effet, les algorithmes
qui découlent, et en particulier les méthodes associées au complément de Schur, Balancing Domain
Decomposition (BDD) [1], Finite Element Tearing and Interconnecting (FETI) [2], et leurs variantes
contraintes [3, 4], impliquent des échanges entre voisins et quelques communications tous-vers-tous. De
plus la structure creuse du problème grossier introduit pour assurer l’extensibilité des méthodes permet
des mises en œuvre multiniveaux à grande échelle [5, 6].
Ces méthodes souffrent d’une perte de performance dans certains cas (interfaces irrégulières, mauvais
aspect des sous-domaines, fortes hétérogénéités mal placées vis-à-vis de l’interface) qui les rendent in-
efficaces pour résoudre de nombreux systèmes générés par des simulations de mécanique des structures.
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Suite à des avancées théoriques [7, 8], il a été compris que les pertes de performances étaient liées à
l’incapacité du préconditionneur (une somme pondérées des inverses des matrices des sous-domaines)
à prendre en compte certains phénomènes globaux. Des corrections ont été alors proposées sur la base
d’une analyse préalable de problèmes aux valeurs propres généralisés localisés [9, 10, 11] et de l’élimi-
nation des modes problématiques ou de l’optimisation du scaling [12].
Dans l’algorithme FETI-simultané [13], il a été proposé d’éliminer à la volée les contributions locales
néfastes. Cet algorithme est en fait un cas particulier de solveur de Krylov MultiPréconditionné [14, 15,
16], d’où la dénomination par la suite de MPFETI. Dans MPFETI l’additivité du préconditionneur est
exploitée de manière à générer autant de directions de recherche que de sous-domaines : l’information
locale est préservée et une combinaison optimale est calculée à chaque itération. L’inconvénient de cette
méthode est la grande quantité d’information générée à chaque itération qui doit être stockée à cause de la
perte de la récurrence courte. De façon à limiter cette information, un critère de sélection a été proposé
dans [17] où les vecteurs dont les contributions n’ont pas besoin d’être individualisées sont sommés
(comme dans un FETI classique). On parle alors de FETI MultiPréconditionné Adaptatif (AMPFETI).
Cet acte présente un extrait des résultats de l’article [18] consacré à l’étude des performances d’une mise
en œuvre des algorithmes AMPFETI sur des cas tests académiques et industriels.
2 L’algorithme AMPCG
Afin d’éviter de compliquer les notations, on présente l’algorithme dans un cadre le plus simple possible
de problèmes à structure additive. Il sera appliqué à la méthode FETI dans la section suivante.
On considère le système
(∑N
s=1 A
s
)
x = b où (As) est une famille de matrice symétriques positives
telles que A =
(∑N
s=1 A
s
)
soit définie. On suppose qu’un préconditionneur efficace peut prendre la
forme M =
(∑N
s=1 M
s
)
avec (Ms) est une famille de matrice symétriques positives telles que M soit
définie. On suppose de plus que ce préconditionneur est tel que le spectre de l’opérateur préconditionné,
qui correspond aux valeurs propres généralisées des matrices (A,M), est borné inférieurement par 1.
L’algorithme 1 donne diverses variantes du gradient conjugué multipréconditionné avec adaptation, avec
les notations suivantes : 1 = (1 . . . 1)T , r est le résidu, Z est le (multi)vecteur des résidus précondition-
nés, W est le (multi)vecteur des directions de recherche.
L’idée du multpréconditionnement est d’optimiser la contribution de chaque sous-domaine au résidu
préconditionné à chaque itération de manière à diminuer l’erreur autant que possible. Dans le cas d’un
préconditionnement classique, on ne manipule que des vecteurs et des scalaires. Dans le cas multipré-
conditionné, on manipule des multivecteurs à N colonnes (Z, W, Q), des vecteurs de dimensionN (γ,
α) et des matrices N ×N (∆, Φ). L’algorithme est présenté avec réorthogonalisation totale, ce qui est
facultatif sur le gradient conjugué classique, mais obligatoire dans le cas multipréconditionné. Le coût
associé au stockage et à la réutilisation de toutes les directions de recherche est d’ailleurs le problème
majeur des algorithmes multipréconditionnés.
Le τ -test global permet d’alterner entre des itérations où le préconditionneur classique est suffisant pour
assurer une décroissance de l’erreur satisfaisante, et des itérations multipréconditionnées. Le τ -test local
permet de sélectionner les directions de recherche qui ont une contribution notable à la décroissance de
l’erreur, et de manipuler des multivecteurs à nombre de colonnes variable entre 1 et N .
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Algorithm 1: Gradient conjugué multipréconditionné adaptatif. Les données sont l’initialisa-
tion x0, la tolérance  > 0 and le seuil τ > 0 pour les tests.
1 r0 = b−Ax0
2 switch do
3 case Préconditionnement classique do
4 Z0 = (
∑
s M
s)r0 (vecteur)
5 case Multipréconditionnement do
6 Z0 =
(
M1r0| . . . |MNr0
)
(N-multivecteur)
7 W0 = Z0
8 i = 0
9 while
√
r>i Zi1 >  do
10 Qi = AWi
11 ∆i = QTi Wi
12 γi = Z
T
i ri
13 αi = ∆
+
i γi
14 xi+1 = xi + Wiαi
15 ri+1 = ri −Qiαi
16 switch do
17 case Préconditionnement classique do
18 Zi+1 = (
∑
s M
s)ri+1 (vecteur)
19 case Multipréconditionnement do
20 Zi+1 = (M1ri+1| . . . |MNri+1) (N-multivecteur)
21 case τ -test global do
22 Zi+1 =
{
(M1ri+1| . . . |MNri+1) if ti := γ
>
i αi
rTi+1Zi+1
< τ,
(
∑
s M
s)ri+1 otherwise.
23 case τ -test local do
24 tsi =
(Wiαi)
TAs(Wiαi)
rTi+1M
sri+1
25 Zi+1 = concatenate
(
{Msri+1 ; tsi < τ},
∑
tsi>τ
Msri+1
)
26 Wi+1 = Zi+1
27 for 0 ≤ j ≤ i do
{
Φi,j = Q
T
j Wi+1
Wi+1 ←Wi+1 −Wj∆+j Φi,j
28 i← i+ 1
29 Return xi
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Counters Timers (s)
N = 175 # iter. # search dir. Total Precond. Operator Orthog.
FETI 371 371 1553.00 52.91% 29.77% 2.59%
AMPFETIL 103 1627 876.30 49.93% 15.97% 2.63%
AMPFETIG 120 1686 726.60 40.69% 24.49% 2.85%
N = 250 # iter. # search dir. Total Precond. Operator Orthog.
FETI 405 405 1109.00 50.97% 28.71% 3.52%
AMPFETIL 103 2026 635.10 51.74% 14.52% 3.49%
AMPFETIG 121 2113 499.10 40.88% 23.87% 3.83%
N = 500 # iter. # search dir. Total Precond. Operator Orthog.
FETI 544 544 721.60 49.40% 26.70% 7.75%
AMPFETIL 104 3907 408.20 43.73% 11.60% 12.25%
AMPFETIG 122 4613 319.52 30.75% 22.25% 12.64%
Table 1 – Woven composite REV : summary of results
3 Performances appliquées à FETI
Cette étude est empruntée à [18]. On utilise la méthode de décomposition de domaine duale FETI avec
préconditionneur et projecteur de Dirichlet et avec scaling basé sur la rigidité [19]. Le cas test choisi est
un volume élémentaire représentatif de composite tissé issu de Safran Tech basé sur [21, 20], figure 1a.
La matrice est élastique linéaire isotrope, les brins sont linéaires élastiques orthotropes, l’hétérogénéité
maximale est de l’ordre de 7.103.
(a) Microstructure tissée (b) Automatic decomposition (500 subdomains)
Figure 1 – Representative elementary volume of woven composite
Le problème discrétisé contient environ 108 inconnues, il est décomposé en 175, 200 et 500 sous-
domaines. Dans ces cas précis la méthode FETI classique converge alors que la méthode FETI mul-
tipréconditionnée de base génère trop de directions de recherche pour la mémoire disponible ; les va-
riantes adaptatives permettent d’utiliser le multipréconditionnement. Les résultats sont résumés dans le
tableau 1, ils ont été obtenus sur le calculateur Cobalt de Safran Tech en utilisant les valeurs  = 10−6
et τ = 10−2.
Contrairement à FETI, les variantes AMPFETI convergent en un nombre d’itérations pratiquement in-
dépendant de la décomposition : les méthodes sont fortement extensibles en terme d’itérations ; l’exten-
sibilité n’est pas aussi parfaite en terme de temps de calcul, néanmoins on arrive à des performances
tout à fait satisfaisantes (5 minutes pour AMPFETI avec test global dans le cas de 500 sous-domaines).
Malgré le gain en terme de taille d’espace de directions de recherche, la méthode avec test local se révèle
moins performante en temps de calcul que le test local à cause des coûts associés à la construction du
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test.
4 Conclusion
On a présenté brièvement diverses adaptations de l’algorithme du gradient conjugué multiprécondi-
tionné, elles permettent de limiter le nombre de directions de recherche générées à chaque itération tout
en garantissant un certain taux de convergence [17]. Ces méthodes s’appliquent très naturellement aux
méthodes de décomposition de domaine [13], et permettent d’obtenir des performances satisfaisantes sur
des problèmes complexes, voir [18] pour une étude plus complète, pour des nombres de sous-domaines
pour l’instant limités à 1000. Les travaux actuels visent à dépasser cette limitation par une mise en œuvre
plus fine et d’autres types d’adaptation. Par ailleurs, notons que les algorithmes multipréconditionnés
s’adaptent aux problèmes non symétriques-positifs [22], ce qui n’est pas (encore) le cas des autres mé-
thodes pour rendre robustes les solveurs par décomposition de domaine.
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