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Abstract 
Papamichael, N., E.B. Saff and J. Gong, Asymptotic behaviour of zeros of Bieberbach polynomials, Journal of 
Computational and Applied Mathematics 34 (1991) 325-342. 
Let D be a simply-connected domain in the complex plane and let rrn denote the nth-degree Bieberbach 
polynomial approximation to the conformal map f of 0 onto a disc. In this paper we investigate the asymptotic 
behaviour (as n -+ 00) of the zeros of rr,,, rr; and also of the zeros of certain closely related rational approximants 
to f. Our results show that, in each case, the distribution of the zeros is governed by the location of the 
singularities of the mapping function f in C\Q, and we present numerical examples illustrating this. 
Keywords: Bieberbach polynomials, Bergman kernel function, conformal mapping, zeros of polynomials. 
1. Introduction 
Let D be a simply-connected domain of the complex plane C, whose boundary as2 is a closed 
Jordan curve, and let l E Sz. Then, by the Riemann mapping theorem, there exists a unique 
conformal mapping w =fs( z) of 1(2 onto a disc { W: ( w 1 < r,}, such that 
f{(Z) = 09 f;(l) = 1. 
The radius rC of this disc is called the conformal radius of 52 with respect to {. 
For the inner product 
(g, h) := /-$z)h(z) dm, 
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where dm is the 2-dimensional Lebesgue measure, we consider the Hilbert space 
L2(s2) := {g: g analytic in 1(2, 11 g [I2 = (g, g) < co}. 
Let K( z, {) denote the Bergman kernel function of D which has the reproducing property 
s(S) = (g9 KC.9 019 vg=2(Q), (1.1) 
(cf. [1,3,4,8]). Then it is known (cf. [4, p.341) that rC = (aK(l, [))-“2 and that for z E 9, 
0 4 
Next let Q,(Z) = y,z” + * . - , y,, > 0, be the sequence of orthonormal polynomials for the 
inner product ( -, . ), i.e., 
JJ Q,h)Qh) dm = a,,,. Q 
Since D is a Jordan region, it is known (cf. [4, p.171) that { Q, }r forms a complete orthonormal 
system for L2( a) and consequently, from the reproducing property (l.l), that K( -, {) has the 
L2( O)-convergent Fourier series expansion 
K(ZY S) - I? Qj(i’)Q,(Z). 0.3) 
j=O 
The Bieberbach polynomials T” for Ic2 are defined by 
(1.4a) 
where K,_ 1(. , l) denotes the partial Fourier sum 
II-1 
(1.4b) 
These polynomials satisfy 
and provide approximations to the mapping function fs in the sense that 7r,, --) fs locally 
uniformly in s2 (cf. [4, p-341). The latter is a direct consequence of the fact that convergence in 
the norm of I?~(&!) implies uniform convergence on each compact subset of fi (cf. [4, p.261). 
More generally, if { sj}y is any complete orthonormal system for L2( a) and 
where 
‘n-l<‘, S) = ,Gl sj(S)sj(z)P 
(1.5a) 
(1.5b) 
then i;, + fr locally uniformly in G! (cf. [4, p.321). 
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In practice the success of the above method for approximating fs depends critically on the 
choice of the defining orthonormal system. In particular, if the mapping function f{ has 
singularities either on the boundary 352 or close to Cla in @ \G, then it is essential that the 
orthonormal system contains functions that reflect the corresponding singularities of K(. , l) (cf. 
[7,9,10]). For this reason, the problem of determining the location and nature of the singularities 
of & is of considerable practical interest. 
The purpose of this paper is to describe the asymptotic behaviour (as n - cc) of the zeros of 
the Bieberbach polynomials r,, , and also of the zeros of certain rational approximants i;, of the 
type studied in [7,9,10] (see also [4, p.361). 0 ur results show that the distributions of these zeros, 
and also of the zeros of the derivatives ri and 7j,l, are governed by the location of the 
singularities of the mapping function fs in C \ 52. From the more practical point of view, the 
results of several numerical experiments indicate that the distributions of the zeros of 7r,, and r,, 
can help to determine the approximate location of these singularities (see Example 3.2). 
The paper is organized as follows: Section 2 contains the statements of our main result 
concerning the zeros of Bieberbach polynomials (Theorem 2.2) and of an intermediate result 
(Theorem 2.1) which is needed for our proofs. In Section 3 we present three examples illustrating 
the results stated in Section 2, and make several observations regarding the distributions of the 
zeros of v,, and ri in relation to the singularities of & In Section 4 we give the proofs of 
Theorems 2.1 and 2.2. Finally, in Section 5 we treat the problem of the distribution of zeros of 
rational approximants i;, of the type studied in [7,9,10]. 
Our main results will be given in terms of a normalized counting measure for zeros, which is 
defined as follows. If P is a polynomial of degree n with zeros zi, z2,. . . , z, (some of which may 
be repeated), then the measure v(P) is defined by 
v(P)(B):=i.[# ofzerosof P in B], (1.6) 
for any Bore1 set B E C. Thus, v(P) is a probability measure on the Bore1 subsets of C. 
2. Statements of results for Bieberbacb polynomials 
Let w = C#J( z) denote the conformal mapping of D := @\a onto { w: 1 w 1 > l}, normalized by 
+( cc) = cc and +‘( cc) > 0, and observe that the Green function of D with pole at cc is given by 
gD( z, co) = log 1 C#S( z) I. Further, for each u > 1, let r, denote generically the locus 
r,:= {z: I+(z)] =u} = {z: g,(z, co)=log a}, (2.1) 
and set r, := as2. Finally, let 1(2, denote the collection of points interior to the level curve r,. - 
For the compact set 1(2,, u > 1, there exists a unique probability measure p0 supported on r, 
that minimizes the energy integral 
I[p] :=//log I z - t 1-l dp(z) d&) (2.2) 
- 
over all probability measures supported on A2, (cf. [5, 516.41, [14]). The measure CL, is called the - -. 
equilibrium distribution for 0, and the logarithmic capacity of 52, is defined by 
- 
cap(%) := exp(-&J. (2.3) 
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In terms of the mapping function + we have that 
- 
cap(%) = *. (2 4 
Before giving our main result it is convenient to state the next theorem. 
Theorem 2.1. With the notations and assumptions of Section 1, 
limsup]Q,({)]‘/“=$ (<l), 
n-CC 
(2.5) 
where p ( > 1) is the largest index such that f;- has an analytic (single-valued) extension throughout 
9,. 
Notice that if fs has a singularity on T, = i31(2, then p = 1. Moreover, if p < 00, then the 
analytic extension of fs has at least one singularity on r,. 
We can now state our main result concerning the zeros of Bieberbach polynomials. 
Theorem 2.2. Suppose that the constant p’ of Theorem 2.1 is finite and let A c N be a sequence for 
which 
,,limm I Q,(l) I”“’ = f . (2.6) 
?lEA 
Then in the weak-star topology of measures, the normalized counting measures for the zeros of VT, 
and r,,’ satisfy 
* 
+,+I) + PLp and v(ri+,) -r, I+,, asn+oo, nEA, (2.7) 
where p,, is the equilibrium distribution for q. 
In (2.7), the first convergence means that 
lim 
n-+cO J 
f dv(q,+i )=/f d/+ 
nEA 
for every function f continuous on C having compact support. From this it follows (cf. [6, 
pp.8,9]) that if B is any Bore1 set, then 
r.l,(i) G lim infY(rn+i)(B) < lim supv(~,,+,)(B) <pp(z), (2.8) 
n+cc 
IlEA n--too n=n 
where i denotes the interior of B. 
It is important to note that supp( pP) = r,, since this implies via (2.7) and (2.8) that every point 
of T,, attracts zeros of T,, and T,‘. 
Corollary 2.3. With p as in Theorem 2.2, every point on T, is an accumulation point of the zeros of 
the Bieberbach polynomials { V” } T and of the derived sequence { IT; } y. Consequently, { rn }F cannot 
converge uniformly in any neighbourhood containing a point of T,. 
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Remark 2.4. Theorem 2.2 (and Corollary 2.3) do not preclude the possibility that there exist 
accumulation points of zeros of { 7~,, } or { 7~;) that lie off of the level curve r,. However, the 
number of zeros of { T,,+~}~~~ and of { 7~,l+i},,~~ that can lie on a given compact set disjoint 
from r, is o(n). 
Remark 2.5. For p > 1, Corollary 2.3 also follows from the maximal geometric convergence of the 
sequences { rm } F and { 7ri };” and Walsh’s extension of the Jentzsch theorem [El. However, this 
argument does not apply to the important case p = 1. 
3. Examples 
Example 3.1. Consider the case where L? = { z: 1 z 1 < l}. Then 
Q,(z) = pg zn, n=o, l,..., 
and hence 
K(z, l) =; f (j+ l)(s,)j= 1 1 
j=O 
71 (1_iz)2' 3, zEQ, 
K,_Jz, {)= y&i+ l)(sz)‘=; n(Sz) 
- n+l-(n+l)(~z)“+l 
j=O (1 -sr)2 * 
Also, 
so that the mapping function fs has a simple pole at the point z = l/j but is otherwise analytic 
in the extended plane. Therefore: 
(i) Since G(z) = z, the constant p in Theorems 2.1 and 2.2 is 
p=j+. 
This is, indeed, the reciprocal of 
lim ] Q, ({) ]‘ln = lim 
n+m 
.,+,~/~in~“‘= III. 
(ii) If { # 0, th en according to Theorem 2.2 (which holds with A = N) 
v(~~) : ~i,,~, and rk’) A kSI ’ 
where P,,,~, is the equilibrium distribution 
d/.+,[, = pds IT ’ 
where s denotes arc length on the circle 
for the disc I z 1 < l/ I( I. That is, 
IZI =l/lSI. 1 n other words, dpl,,S, is the uniform 
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distribution on the circle 1 z 1 = l/ 1 l (. This limit behaviour can be verified directly from the 
explicit formulae for r:(z) = ( K,_l(z, {)/K,_,({, S)} and am. 
Example 3.2. Let D be the rectangle ti = { z = x + iy: 1 x 1 < 2, I y I < l} and set { = 0. Then, the 
mapping function f. is analytic on a0, but its analytic extension has a simple pole at each of the 
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Fig. 1. Zeros of TV. (a) n = 17; (b) n = 29. 
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Fig. 2. Zeros of T,‘. (a) n = 17; (b) n = 29. 
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points 
z = 2(2k + i1), k, l=O, fl, f2 ,..., k+l=odd. 
Thus, the singularities of f0 nearest to a&? occur at the points z = rf: 2i and, consequently, the 
value of p in Theorems 2.1 and 2.2 is (to 5 significant digits) 
p = + (2i) = 1.4095 
(cf. [lo, p.6621). 
In Fig. 1 we have plotted the zeros of the Bieberbach polynomials ri, and rZV and in Fig. 2 
those of their derivatives 7r1> and v&,_ These zeros were obtained by using the FORTRAN 
conformal mapping package BKMPACK of Warby [17] (for computing the Bieberbach poly- 
nomials) and the NAG zero-finding subroutine C02AEF. There is no special significance in our 
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A- d 
Fig. 3. Images of zeros of T,. (a) n = 17; (b) n = 29. 
choice of 7~~~ and rZY, except that n = 29 is the largest value of n for which BKMPACK gives a 
reliable 7~,. Numerical instability takes over after this value, and for n > 29 the computed 
polynomials are unreliable (cf. [lo, 931). 
Figures 3 and 4 contain, respectively, plots of the images of the ze_ros of q,, q’29 (with the 
exception of z = 0) and of q’7, 7~&, under the conformal map + : C \ 1(2 + { w: 1 w ) > l}. These 
images were obtained from an accurate approximation to $I, which was again computed by using 
BKMPACK. 
We observe the following in connection with the plots in Figs. l-4. 
(i) The plots in Figs. 3 and 4 illustrate the position of the images of the zeros relative to the 
circles 1 w 1 = 1 and I w I = p = 1.4095, and hence the closeness of the zeros to the level curve r,. 
(ii) As predicted by Th eorem 2.2, the zeros of the Bieberbach polynomials appear to be 
approaching the level curve r, that corresponds to the nearest singularities of f,. Although the 
zeros appear to thin out near the two singular points Ifr2i, where f0 becomes unbounded, 
Theorem 2.2 assures us that they do approach these points as n increases. (Notice that we could 
have guessed the approximate location of the singular points _+2i from this “thinning out” 
property of the zeros.) 
\*-A’ 
\* A / 
\* A/ -- 
Fig.P. Images of zeros of ~7,‘. (a) n = 17; (b) n = 29. 
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Fig. 5. L-shaped region D. 
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Fig. 6. Zeros of TV. (a) n =13; (b) n = 23. 
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(iii) The behaviour of the zeros of the derivatives is similar to that described above, except 
that now there is always a zero close to each of the four corners of s2. This reflects the fact that 
_&’ is zero at each of these points. 
Example 3.3. Let 1(2 be the L-shaped domain illustrated in Fig. 5 and take < = 0. In this case, the 
mapping function f0 has a branch point singularity at the re-entrant corner z, = 1, in the sense 
that 
&(z) -fO(zc) - (z - z,)~‘~, as z +z,. 
In addition, f0 has simple pole singularities in C \a, of which the closest to afi occur at the 
points - 1 f i (cf. [lo, p.6631). Since f, has a singularity on F, = ati, it follows that p = 1 in 
Theorems 2.1 and 2.2. 
In Fig. 6 we have plotted the zeros of the Bieberbach polynomials r1’13 and r23 and in Fig. 7 
those of their derivatives 7~;~ and ~;3. These zeros were again computed by using the conformal 
mapping package BKMPACK and the NAG zero-finding routine C02AEF. (Here n = 23 is the 
largest value of n for which BKMPACK gives a reliable 7~,.) 
As predicted by Theorem 2.2, the zeros of both the Bieberbach polynomials and their 
derivatives appear to be approaching the boundary i3ti. In both cases, the zeros appear to thin 
out near the re-entrant corner z, = 1, where fO’ becomes unbounded. They do, however, 
approach z, as n increases. A similar, but less pronounced, thinning out occurs near the parts of 
as2 which are close to the two points - 1 &- i, where f0 becomes unbounded. Finally, in the case 
of the derivatives, there are always zeros close to each of the right-angled comers, reflecting the 
fact that fO’ is zero there. 
(W 
Fig. 7. Zeros of T,‘. (a) n = 13; (b) n = 23. 
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4. Proofs of Theorems 2.1 and 2.2 
To establish Theorems 2.1 and 2.2 we shall make use of several lemmas. The first is due to 
Bernstein and Walsh. 
Lemma 4.1 (Walsh [16, p.771). Let E c C be a compact set whose complement U := c\E is 
connected and regular with respect to the Dirichlet problem. Let g, (z, 00) denote the Green function 
for U with pole at CO. If P,, is a polynomial of degree at most n and 
]] ‘II ]] L,(E) := ygyP,(z,I GM, 
then 
IPn(z)I bMexp{ng,(z, m>}, zEU. (4.1) 
Lemma 4.2 (Walsh [16, p.281). If G IS a bounded simply-connected omain and R > 1 is given, then 
there exists a closed Jordan region E c G such that the closed region G lies interior to the level curve 
1, := {z: gC\E(z, CO) = log R}. (4.2) 
Combining the above lemmas we establish the following lemma. 
Lemma 4.3. The orthonormal polynomials Q, of Section 1 satisfy 
lim II Q, ll’L/,;~, = 1. n-a, (4.3) 
Proof. The argument is similar to that in [16, p.961. Let R > 1 be given. Then, by Lemma 4.2, 
there exists a closed Jordan region E c s2 such that 3 lies interior to the level curve 1, of (4.2). 
Let r := dist( E, aa). From the well-known estimate 
I g(z) I2 G $jLl d dm, z E E, 
which holds for every g E L2( s2) (cf. [4, p.4]), we get 
(4.4) 
and so, by Lemma 4.1, 
II Q, IIL,(,,) G $. 
r7T 
Since 2 lies interior to l,, we have by the maximum principle that 
II Q, IL,(a) G II Qn L,~I,~- 
Thus, from (4.3, 
lim sup II Q, Il’L/,;~, < R. 
“-CC 
But as R is arbitrary, letting R J 1 yields 
lim sup II Q, ll’L/,;a, < 1. 
n-cc 
(4.5) 
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Moreover, the inequality 
is an easy consequence of the fact that the Q,‘s are orthonormal. Thus, (4.3) holds. q 
In the terminology of [ll, $31, Lemma 4.3 shows that the measure dm on 2 is completely 
regular. Consequently (cf. [ll, Proposition 3.2]), the leading coefficients yn of the polynomials Q, 
satisfy 
1 lim vd/” = _ (4.6) n-cc cap@) . 
(The regularity of measures with respect to orthogonal polynomials is studied in detail in [12]. 
We remark that in the special case when 1(2 is bounded by an analytic Jordan curve, then 
estimates finer than that in (4.6) can be obtained for the y,‘s (cf. [4, p.121). 
We can now give the proof of Theorem 2.1. 
Proof of Theorem 2.1. Again the proof is essentially the same as that given by Walsh [16, p.1301. 
From (1.2) and (1.3), we have 
i.e., the constants Q, (5) are the Fourier coefficients of the function K( [, S)f,‘( z): 
- 
Q,(C) = K(L C$$‘Q,, dm. (4.8) 
Now suppose that p > 1 so that fs (and hence &‘) is analytic on s2,3 a, and let p,, geenote the 
polynomials of respective degrees at most n of best uniform approximation to fi on 112. From a 
result of Walsh [16, p.901, we have 
limsupll/;-p,,ll:/j;-,,~~. (4.9) 
n-m 
Furthermore, by the orthogonality property of the Q,‘s, (4.8) can be written as 
Q,(l) = K(L II&f; -pn-,>e, dm. (4.10) 
Thus, from (4.10) and the Cauchy-Schwarz inequality, we get 
lim sup ] Q,(c) ]1’n G 5. 
n+oO 
(4.11) 
Note that in the case when fC is not analytic on a, that is p = 1, inequality (4.11) remains valid. 
Next, we suppose that 
lim sup ] Q,,(c) ]‘I” = i < $, 
n--too 
(4.12) 
and show that this leads to a contradiction. Indeed, from (4.3) and Lemma 4.1, we have for 
o>r>p, 
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and so, by (4.12), 
337 
Thus, the series in (4.7) converges uniformly on 1(2, to an analytic extension of K({, [)f;. But 
this contradicts the definition of p as being the largest index for which fs (and, equivalently, f{) 
is analytic throughout 0,. EI 
In the proof of Theorem 2.2 we shall make us of the following result due to Blatt, Saff and 
Simkani [2], which generalizes an earlier theorem of Szegij [13]. 
Lemma 4.4 (Blatt et al. [2]). Let S be a compact set with positive capacity and suppose that the 
monicpolynomials P,(z) = zn + - . . , which are given for a subsequence of indices n , say n E A c N, 
satisfy 
(4 lims~pIIP,(I’,/m;~,4cap(S), nEA, 
n+cc 
and 
(b) lim v(P,)(A) =O, n GA, n-cc 
for all closed sets A contained in the (2-dimensional) interior of the polynomial convex hull of the set 
s. 
Then, in the weak-star sense, 
,(P,) : lJ,s, asn+oo, nEA, 
where ps is the equilibrium distribution for S. 
By the polynomial convex hull of S we mean the complement of the unbounded component of 
c\s. 
Proof of Theorem 2.2. With the subsequence A as in (2.6) and with the assumption that p -C 00, 
we shall first establish that 
G,l+J : PLp, asn+cc, nEA. (4.13) 
Since 
1 - 
lTi+l(z) = K,(l, l) j=. f ? Q.(C)Q,b>, 
we see that the leading coefficient of 7~,I+i is given by 
(4.14) 
(4.15) 
that is, 7rL’,i = X,zn + . . . . Notice that since p -C CO, (2.6) gives X, # 0 for n E A sufficiently 
large. Setting P, :=&+/An, n E A, we shall show that the hypotheses (a) and (b) of Lemma 4.4 
are valid with S = In,. 
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Since K,(S, 0 + K({, [) > 0 as n + co, we deduce from (4.19, (2.6) and (4.6) that 
lim 1 A, [‘In = 
1 1 
(4.16) 
n+oo flGA p cap(G) = cap(XQ . 
Furthermore, it can be seen from the proof of Theorem 2.1 that ri’,r converges locally uniformly 
in In, to fs’ and that 
lim sup I( T;+~ ll’L/,~ < 1. (4.17) 
n+oo 
Thus, from (4.16) and (4.17) we have 
lim sup II P, II z/,;~, < cap(q), 
n+* ?lGA 
(4.18) 
which establishes property (a) of Lemma 4.4. Also, since ft’ can have at most a finite number of 
zeros in any compact subset A c tip, property (b) of 
Hurwitz. Hence 
@J = +;+I> -r, Pp. asn+oo, nEA. 
Finally, we note that the leading coefficient of q,+r 
l/( n + 1) which does not affect the n th-root estimates 
the same reasoning as above, we get that 
+,+r> -r, CLP, asn+co, nEA. Cl 
Lemma 4.4 follows from the theorem of 
differs from that of ri+r only by a factor 
needed for applying Lemma 4.4. Thus, by 
5. Rational approximants 
Suppose that the mapping function fs is analytic on n (so that the constant p of Theorem 2.1 
is greater than one), and assume that f;. is analytic on r, except for simple poles at the 1 points 
LYJ E r,, j = 1, 2,. , . ) 1. Let fi (> p) denote the largest index such that 
(5-l) 
has an analytic (single-valued) extension throughout In,. Then, as discussed in [lo], improved 
rates of convergence can be obtained in the Bergman kernel method when the defining 
orthonormal system is constructed by orthonormalizing the set consisting of the monomials 
1, z, z2,... and the I rational functions 
n,(z)=: (ZTaj)2. j=1,2,...,1, (5.2) 
that reflect the singularities of K( . , {) at the points o~i, j = 1, 2,. . . ,1. Our goal in this section is 
to study the zeros of the resulting approximations to fs. 
Consider the nested spaces 
Sk:=span{n,,...,771,}, l<k<l, 
SI+j:=span{n, ,..., n,, 1, z ,..., zj-I}, j=l,2 ,... . 
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Let {sr, So,..., s,,} denote an orthonormal basis for S,,, n = 1, 2,. . . , and, for each n, write 
p (4 SJZ) = n 
4m2 ’
where 
4(z) := JQl (z - aj> 
and P,, is a polynomial. We note 
(i) For n > I, s, has the form 
%(Z> =c aj,,9,w + 
j=l 
n-I-1 
C bj,,zj, 
J=o 
(5.5) 
so that P,(z) = s,(z)q(z)2 is of degree n + I - 1 and has leading coefficient fn,, equal to the 
(5.3) 
(5.4) 
the following regarding the polynomials P,. 
leading coefficient of b,_,_,,,q( z)~z~-‘-‘, where y,, = b,_r_l,, may be assumed to be positive. 
(ii) For n > 1, P,, satisfies the 1 linear homogeneous constraints 
=O, k=l,..., I, 
j=l, j#k 
(5.6a) 
which, for brevity, we denote by 
L(P,)=O, n>l. (5.6b) 
(For I = 1 the empty product in (5.6a) is taken to equal 1.) 
(iii) Additional constraints hold for n = 1,. . . , I, and P,, has degree at most 21- 2 for such n. 
(iv) Since 
(5 07) 
the polynomials P,, are orthonormal with respect to the weighted measure dm/ 1 q I4 on fi. 
Hence, for n > I, 
p (4 Fn(z):=y=z n+l-1 ... + 
n 
solves the extremal problem 
min JJ 2 dm IPI lq14’ - p(Z)=Zn+r-l+ *.*, L(p)=O. P B 
(5.8) 
(5.9) 
We next observe that the rational functions s, = P,/q2, n = 1, 2,. . . , form a complete 
orthonormal system for ,C2( 0). Therefore, the function K(l, [)f,’ = K( ., 5) has the Fourier 
series expansion 
(5.10) 
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and, as in [lo], this leads us to consider rational function approximations to fs given by 
1 
/ = 
i;,(z) := 
L(S, S) t=z 
i,-10, l) dt, (5 .ll) 
where 
in_*(z, {) := y pi(l) !Az) 
i I j=l d-)2 qw2. (5.12) 
We observe that i;, is rational, since 
qz) = L(z, S) 
n 
L(S, S) 
(5.13) 
is clearly rational and has zero residue at each of its poles. Indeed, 7;,’ and i;, have, respectively, 
the forms 
6;(z)=% and en(z)=%, 
Z Z 
(5.14) 
where g, and h, are polynomials. Thus, for the study of the zeros of i;, and i;,’ we define the 
normalized counting measures V( Y?,,) and V( 6;) by 
v(i;,‘) := r&,)9 v(7j,) := v(h,), (5.15) 
where g, and h, are the polynomials in (5.14). 
We can now establish the following analogues of Theorems 2.1 and 2.2. 
Theorem 5.1. With the assumptions of this section, 
P (5) 1’n 1 1 
lim sup n 
I I 
=,<-. 
n+m 4(U2 P p 
(5.16) 
Theorem 5.2. Suppose that the constant p is finite and let A c N be a sequence for which 
(5.17) 
Then, 
4i+J -r, Pj3 and ~(fiL+~) 5 Pa, asn+oo, nEA, (5.18) 
where pLa is the equilibrium distribution for q. 
Since the proofs of the above results are similar to those of Theorems 2.1 and 2.2, we shall 
provide only a sketch of the details. 
We first observe from (5.7) and (5.10) that the constants p,(s)/q(r)2, which are the Fourier 
coefficients of K( 5, 5) f/ in the basis {s, }y, are the same as the Fourier coefficients in the 
expansion of the function 
F(z) := K(L r)q(42f;(4 (5.19) 
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in terms of the orthonormal basis of polynomials { P,,}? (with respect to the m_easure dm/ 1 q I4 
on a). The latter expansion can easily be shown to converge maximally to F on 52, in the sense of 
Walsh [16, p.791. (We note that the weight l/l q I4 does not present any difficulties, since it is 
bounded from above and below by positive constants on a.) Thus, 
lim sup 11 F - g, ll’L/,“j = $, (5.20) 
n+oo 
from which it follows (by the same reasoning as that used in the proof of Theorem 2.1) that 
(5.16) holds. 
Next, to prove Theorem 5.2, we can imitate the proof of Theorem 2.2 provided that we first 
establish the analogue of (4.6), i.e., 
lim ?:I” = 1 
.+‘x cap(B) ’ 
This can be seen as follows. Let T,(z) = zn + . * * be the manic polynomial of degree 
satisfies 
II T, IL_(H) = min II P II L,(c?‘) Y 
where the minimum is taken over all manic polynomials p = z” + . . . of degree n. As 
known (cf. [14, §III.S]), 
lim II T, l/lL/_;) = cap(B). 
n+m 
Since L(q2Tn_r_I) = 0 for n > I, we see from the extremal property (5.8), (5.9) of @,, that 
and so from (5.22) we get that 
1 
lim inf ?:I” >, _ 
n-cc cap(Q) ’ 
(5.21) 
n that 
is well 
(5.22) 
(5.23) 
On the other hand, it is known (cf. [14, 6111.51) that for any manic polynomial p(z) = z” + * - * 
of degree n, 
Thus, 
and so 
Finally, it 
lim sup qi’” G 
1 
- lim sup II P, II’L/,;a,. 
n+cc car@) n+oO 
is easily verified that the orthonormal polynomials P,, satisfy 
(5.24) 
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Hence, (5.24) yields 
1 
lim sup ?:I” < - 
n+cc cap@) ’ 
and this, together with (5.23), establishes (5.21). 
Acknowledgement 
We are grateful to Dr. N.S. Stylianopoulos for generating the plots given in Section 3. 
References 
[II 
]21 
]31 
]41 
151 
161 
171 
]81 
]91 
]I01 
[III 
]121 
1131 
]141 
S. Bergman, The Kernel Function and Conformal Mapping, Math. Surveys 5 (Amer. Mathematical Sot., Provi- 
dence, RI, 1970). 
H.-P. Blatt, E.B. Saff and M. Simkani, Jentzsch-Szegii type theorems for the zeros of the best approximants, J. 
London Math. Sot. 38 (1988) 307-316. 
D. Gaier, Konstruktive Methoden der Konformen Abbildung (Springer, Berlin, 1964). 
D. Gaier, Lectures on Complex Approximation (Birkhauser, Boston, 1987). 
E. Hille, Analytic Function Theory, VoZ. ZZ (Ginn, Boston, 1962). 
N.S. Landkof, Foundations of Modern Potential Theory (Springer, Berlin, 1972). 
D. Levin, N. Papamichael and A. Sideridis, The Bergman kernel method for the numerical conformal mapping of 
simply-connected domains, J. Inst. Math. Appl. 22 (1978) 171-187. 
Z. Nehari, Conformal Mapping (McGraw-Hill, New York, 1952). 
N. Papamichael and C.A. Kokkinos, Two numerical methods for the conformal mapping of simply-connected 
domains, Comput. Methocis Appl. Mech. Engrg. 28 (1981) 285-307. 
N. Papamichael and M.K. Warby, Stability and convergence properties of Bergman kernel methods in numerical 
conformal mapping, Numer. Math. 48 (1986) 639-669. 
E.B. Saff, Orthogonal polynomials from a complex perspective, in: P. Nevai, Ed., Orthogonal Polynomials: Theory 
and Practice (Kluwer, Dordrecht, 1990) 363-393. 
H. Stahl and V. Totik, General Orthogonal Polynomials (to appear). 
G. Szego, Uber die Nullstellen von Polynomen, die in einem Kreis gleichmassig konvergieren, Sitzungsber. Ber. 
Math. Ges. 21 (1922) 59-64. 
M. Tsuji, Potential Theory in Modern Function Theory (Dover, New York, 1959). 
[15] J.L. Walsh, The analogue for maximally convergent polynomials of Jentzsch’s theorem, Duke Math. J. 26 (1959) 
605-616. 
[16] J.L. Walsh, Interpolation and Approximation by Rational Functions in the Complex Domain, Amer. Math. SOC. 
Colloq. Publ. 20 (Amer. Mathematical Sot., Providence, RI, 5th ed., 1969). 
[17] M.K. Warby, BKMPACK, User’s Guide, Technical Report, Dept. Math. Statist., Brunel Univ., 1990. 
