Strongly inner anisotropic forms of simple algebraic groups  by Tits, Jacques
JOURNAL OF ALGEBRA 131, 648-677 (1990) 
Strongly Inner Anisotropic Forms of 
Simple Algebraic Groups 
JACQUES TITS 
Chaire de Thkorie des Groupes, Colkge de France, 
II, place Marcelin-Berthelot, 75231 Paris Cedex 05, France 
Communicated by Leonard Scott 
Received August 30, 1989 
DEDICATED TO WALTER FEIT ON THE OCCASION OF HIS 60TH BIRTHDAY 
The main purpose of this paper is to remove a question mark left in the 
list of admissible indices of simple algebraic groups, given in [27, 
Table II]; indeed, we shall prove the existence of groups whose index is 
(the definition of the index of a semisimple algebraic group over a field 
will be recalled in 1.55). More precisely, we show, in Proposition 2(B) 
(cf. 3.1), that if, over a given field k, there exists a central division algebra 
of degree 4 (i.e., of dimension 16) and of order 4 in the Brauer group, then 
there exists a group of type Ei;T over a purely transcendental extension of 
degree 1 k(t) of k. This will be deduced in two different ways from 
Theorem 1 of Section 2, whose precise statement is too technical to be 
given in this introduction, but whose spirit is that it enables one, from the 
existence of groups of a given type with preassigned properties (of a 
geometric and cohomological nature) over a field k, to infer the existence 
of groups of a more complicated type, meeting similar requirements, over 
k(t). That theorem has other, interesting applications to classification 
problems. For instance, we also deduce from it, again in two different ways 
(Proposition 3(B) in 3.2), that the existence of a division algebra of degree 
3 over k implies the existence of groups with index 
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over k(r). That such groups exist over suitable fields was already known 
-as can be seen in [27, Table III-but, to my knowledge, no proof was 
available in print so far. (It should be pointed out that the unpublished 
proof on which the assertion of [27, Table II] was based is more ad hoc 
and complicated than the one given here, but yields a stronger result: cf. 
3.3(a) below). 
It is an immediate consequence of [27, Proposition 63 (cf. also [29, 
1.61) that the existence of a group of type ,?A;; (resp. E::,) over a given 
field is equivalent to the existence over that same field of an anisotropic 
group of type E, (resp. E6) obtained by twisting a split group by a cocycle 
“coming from the simply connected covering of that group” (cf. 2.3 below). 
Since we shall have to deal primarily with such twistings, we give them a 
name, that of strongly inner twists, the result of such twists applied to split 
groups being called strongly inner groups (or forms). Thus, Propositions 2 
and 3 also give sufficient conditions for the existence of strongly inner 
anisotropic groups of type E,, resp. E,, over a purely transcendental 
extention k(t) of a given field k. As we shall see in 1.5, the strongly inner 
groups behave very nicely with respect to the Witt-type classification of 
semisimple groups by means of an index and an anisotropic kernel; this, 
among other features (for instance the fact that groups of type GZ, F4, and 
E, are of course always strongly inner!) makes them worth studying. In 
particular, in view of “Witt’s theorem” (cf. 1.5.3), it is of interest, given a 
field k, to find out for which types of simple groups there exist anisotropic 
strongly inner groups of those types. This question will be considered in 
Section 4: we first collect known information providing the complete 
answer for various important fields (over which anisotropic strongly inner 
groups turn out to be fairly rare objects); then, we recall that strongly inner 
groups of type A,, C,, or D, are neuer anisotropic, and we prove (cf. 
Theorem 2(iii)) that there exist strongly inner anisotropic groups of any 
other simple type over suitable fields. 
1. PRELIMINARIES 
In this section, we recall known facts and point out some less known but 
easy consequences of them. Details and proofs omitted here can be found 
in [ 1; 2; 5; 22; 27; 28; 291. 
1.1. Dynkin Diagrams 
In the whole paper, k denotes a field, k, a separable closure of k, 
r= Gal(k,/k) the Galois group and G a semisimple algebraic group 
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defined over k. Let T be a maximal torus of G defined over k,, X= X*(T) 
the free abelian group of (k,-) rational characters of T, @ = @(G, T) c X 
the root system of G relative to T, U, (for CLE @) the root group corre- 
sponding to CI, that is, the additive subgroup of G normalized by Ton which 
T operates (by conjugation) through CI, B a Bore1 subgroup of G contain- 
ing T and d=d(G; T, B)= {aI, . . . . M,] the basis of @ corresponding to B 
(i.e., B is generated by T and the U,‘s). We endow the real vector space 
V= X@ R with a Euclidean scalar product ( , ) invariant by the Weyl 
group and, for CI E @, we denote by cr ” the dual root, i.e., the linear form 
v H 2(a, v)/(cI, a), element of the dual V* of V. Out of A, one makes a 
Dynkin diagram in the usual way: the vertices of the diagram are the 
elements of A and the nature of the link (empty set, simple stroke or 
oriented double or triple stroke) between two vertices c( and /3 is 
determined by the values of CI ” (p) and a ” (a); for instance, a and /? are not 
connected (resp. are connected by a simple stroke) if a”(/?) = /I” (a) = 0 
(resp. = 1). This Dynkin diagram will also be denoted by A, or by A(G): up 
to canonical isomorphism, it does not depend on the choice of T and B; 
more precisely, if T’ is any maximal k,-torus of G and B’ any Bore1 
subgroup containing T’, all inner automorphisms of G mapping (T, B) 
onto (T’, B’) induce the same bijection A(G; T, B) + A(G; T’, B’), which is 
an isomorphism of the corresponding Dynkin diagrams. Because of that 
invariant character of A(G), the Galois group r naturally operates on it (in 
the special case where T is defined over k, the action of an element y E f 
on A is the composition of that induced by the action of y on T, which 
carries A to some basis A, of @, followed by the action of the Weyl group 
element which brings back A, onto A). We denote by op,, or simply by op, 
the opposition involution of A, that is, the unique permutation of A such 
that the map c( H -op a is induced by an element of the Weyl group. Let 
us recall that, if A is connected, op is the unique automorphism of order 
2 of the diagram A when the latter has type A, (n > 2), Dr, + 1 (m > l), or 
E,, and is the identity otherwise. 
Assuming G absolutely almost simple (i.e., A connected), we denote by 
a0 the opposite of the dominant root, that is, the only root such that, for 
all c( E @, c( - a0 is a linear combination with positive coefftcients of the 
elements of A, and we set -a, = Csltd c, . a = Cf=, c,a,. The set of roots 
A u {a,,} also gives rise to a Dynkin diagram, called the completed Dynkin 
diagram of G, or of @, and denoted (as well as its set of vertices) by 
2 = a(G) = a(@). For any vertex a E d”, let R(a) (resp. N(a)) stand for the 
set of all its neighbours on 2 (resp. on A), i.e., the set of all BE J - { 3) 
(resp. A- {a)) such that a”(/?)#O. We set cZn=cO=l. Then, 
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Evaluating LX” on the two terms of this equality, for any cc~d, we get 
2c,+ c c/ya”(/?)=O. 
BEml) 
In the so-called “simply laced” case, that is, when all links in A are simple, 
this can also be written 
an identity which, together with the relation c,, = 1, gives a very efficient 
procedure to deduce quickly the c,‘s from the completed Dynkin diagram. 
The following table, presented here for later references, concerns the 
exceptional groups E, (m = 6,7,8). For each one of them, it gives the com- 
pleted Dynkin diagram 2 (hence also the ordinary diagram A, which can 
be deduced from 2 by removing the vertex CI~), the indexation of the roots 
cli to be used hereafter and the values of the cI)s (on which the reader may 
test the above algorithm). 
T” 
6 
E6 ++L+ ao+a,+a,+2(a2+a4+a6)+3a3=0 
I 2 3 4 5 
0 1 2 3 4 5 6 
aO + a6 + 2(al + a5 + a,) + 3(a2 + a4) + 41x3 = 0 
E, . . 
0 1 2 3 456 7 
20 + 2(a, + a7) + 3(a2 + ag) + 4(a3 + a6) + 5a4 -t 6a, = 0 
1.2. Cocenter 
The system of dual roots (a ” ),, d is a basis of V* and we denote by 
(%LSd the dual basis (of V), whose elements are called the fundamental 
weights of @. We set w,, = oi. Let A (resp. A’) be the lattice in V generated 
by the fundamental weights (resp. by A) and set C*(A) = AjAr. The action 
of r=Gal(k,/k) on A described in 1.1 induces actions on V, A, and A’, 
hence on C*(A); in particular, C*(A) can be regarded as an Ctale 
finite algebraic k-group. Note that, although V, A, and A’ depend on 
the choice of a maximal torus T, the group C*(A) depends only on the 
652 JACQUES TITS 
“abstract” Dynkin diagram A, up to unique isomorphism. The quotient 
C*(G) =def X/Ar, which is also independent of T, is a subgroup of C*(d) 
stable by r, hence also a finite algebraic k-group; we call it the cocenter of 
G: indeed, the center of G is Hom(C*(G), Mult). Thus, C*(d) is the cocen- 
ter of “the” simply connected covering of G. In order to specify up to 
isomorphism a connected group G, in the central isogeny class of G (that 
is, having “the same” adjoint group as G), it suffices to give its cocenter 
C*(G,), which can be an arbitrary subgroup of C*(d), stable by r if G, is 
to be a k-group. 
We denote by W, the canonical image of cc), in C*(d) and set Wi = O,,. 
For PEA, one has /?=C16d a”(/?).~,, hence 
(1) 
It is clear that taking the W, as generators and the identities (1) as relations 
provides a presentation of C*(d). With the notation N(E) of 1.1, one can 
rewrite (1) as 
and in particular, when @ is simply laced (cf. 1. I ), 
20,= c 0,. 
lEN(B) 
The above presentation ensures a quick determination of C*(d). Here is 
the result (to be used later in this paper): 
if 
2 3 /-I I 
&A,=;” . . . - ) 
C*(d) is a cyclic group of order I+ 1 generated by 0,) and one has 
Oi= i&3,; 
if 
A = B, (resp. C,) = ’ ,-y-.-j 
1-2 I-1 I 
. . . ,--, 
C*(A) is a group of order 2 and Wi has order 2 if and only if i = I (resp. 




. . . 
I/ 
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with I odd (resp. even), C*(d ) is cyclic of order 4, generated by WI- I = c5r ’ 
(resp. elementary abelian of order 4, generated by O,- 1 and W,), (r)i is the 
element 0: (resp. 15~ , + 6,) of order 2, and Wi = iti, for all i d f - 2; 
if A = E, whose vertices are numbered as in 1.1, C*(A) is a group of 
order 3 generated by W, , and one has 0; = iW, ; 
if A = E, whose vertices are numbered as in 1.1, C*(A) is a group of 
order 2 and Wi has order 2 if and only if i = 4, 6, or 7; 
if A=G,, F4, or E,, C*(A)= (0). 
1.3. Galois Cohomology 
Let G1 be a semisimple k-group which is isomorphic to G over k, and 
let 0: G -+ G, be a k,-isomorphism. For y E r, let yc and yG, denote the 
automorphisms of G(k,) and G,(k,) induced by y. Then, z(y) = 8-‘yG,0y;’ 
is an “algebraic” automorphism of G(k,), hence an element of (Aut G)(k,). 
The map r: r-+ (Aut G)(k,) is a (continuous) 1-cocycle, called the 
I-cocycle defined by 0. 
Conversely, let z: r+ (Aut G)(k,) be a 1-cocycle and let us define the 
r-action of r on G(k,) by 
Y: g++ ~(Y)(Y,(g)) (gE G(k)). 
The k-group defined by that action, a group which has the same group of 
k,-rational points as G, is denoted by ,G and called the group G twisted 
by T. Thus, T is the cocycle defined by the identity isomorphism 
G(k) + ,GW 
If n: G’ -+ Ad G is any (central) covering of the adjoint group of G and 
if 0: r + G’(k,) is a 1-cocycle, we set ,G = .<,G and we also say that this 
is the group G twisted by 5. 
By an inner twist (resp. a strongly inner twist) of the group G, we under- 
stand the group G twisted by a cocycle with values in the adjoint group 
(resp. in a simply connected covering) of G. When we say that a group is 
inner, or is an inner form (resp. is strongly inner, or a strongly inner form), 
we mean that it is an inner twist (resp. a strongly inner twist) of a split 
group, that is, a group having a maximal torus which is defined and split 
over k (i.e., k-isomorphic to a direct product of multiplicative groups). 
The following properties are equivalent: 
G is inner; 
r operates trivially on A; 
r operates trivially on C*(A). 
The facts which we are about to recall are special cases of properties 
valid for arbitrary semisimple groups (cf. [27; 28; 291) but whose 
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statements become especially simple in the case of inner groups. Since the 
applications we have in mind only concern that special case, we shall 
assume, from now on, that the group G is inner, except in the very last 
subsection (5.3) of the paper. 
1.4. Brauer Invariants 
The hypothesis just made allows us to set G = ,,G,, where Gi is a split 
group and 0 is a 1-cocycle with values in GTd(ks), where GTd is the adjoint 
group of G, . Let G and G, denote simply connected coverings of G and G, , 
respectively; thus, G = ,G,. Up to canonical isomorphism, we have 
C*(G)= C*(G,)= C*(d); we shall denote this group by C* and set 
C = Hom( C*, Mult). 
To d is canonically associated a homomorphism of C* into the Brauer 
group Br k of k; this homomorphism is an invariant of G and will be 
denoted by fiG. If the order IC*l of C* is prime to the characteristic of k, 
jG can be obtained as follows. Let q E H2(C) be the image of the coho- 
mology class of a by the homomorphism H’(GTd(k,)) + H’(C) of the 
cohomology sequence associated to the short exact sequence 
{ 1) -+ C + G,(k) -+ G;d(k) -+ { 1) 
(which is indeed exact because of the assumption made on JC*l ). Then, for 
x E C* regarded as a homomorphism of C into k,” , /?Jx) is the image of 
q by x*: H2(C) + H2(ksx ) = Br k. In all cases (i.e., without restriction on 
1 C*l ) one can give a similar definition of PG using the flat cohomology 
instead of the ordinary Galois cohomology, but another, more classical 
and elementary method, consists in considering, for x E C*, the short exact 
sequence of algebraic groups 
{ 1 > + Mult + GH,, .~ + GTd + { 1 } 
characterized by the fact that the cocenter of the derived group of G,, x is 
the cyclic subgroup of C* generated by x (it is easily seen that that 
sequence exists and is unique up to isomorphism), and in defining DC(x) 
as the image of the cohomology class of cr by the homomorphism 
H’(GTd(k,)) --+ H2(ksx ) = Br k of the cohomology sequence associated to 
the short exact sequence 
deduced from the above one (this time, the sequence is exact because of 
Hilbert’s Theorem 90). 
For and, we set /3a=/?S(.G = /j&O,). This specialization of the invariant 
PG will be called the Brauer invariant (of G) attached to CL It has the 
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following interpretation in terms of linear representations (cf. [ZS]): the 
irreducible representation of G with highest weight o,, a representation a
priori deliired only over k,, can be “realized over k” as a representation in 
some Z(E), where E is a central simple algebra over k whose image in 
Br k is fl,. Here, SL(E) denotes the algebraic k-group whose group of 
rational points over a k-algebra A is the group of elements of reduced 
norm 1 in the A-algebra A 0 kE. 
In order that a be the image in GTd of a cocycle with values in G,, it 
is necessary and sufficient that Bo vanish on the cocenter C*(G,) = C*(G) of 
G. In particular, G is strongly inner if and only if Po is trivial or, equiv- 
alently, tf and only if all Brauer invariants fl,, o vanish. 
EXAMPLES. (a) If G is a simply connected group of type A,, it is of the 
form SL(E), where E is a central simple k-algebra of dimension (/ + 1)2 
(remember that we have assumed G to be inner). Then, if [E] denotes the 
class of E in the Brauer group Br k, and if the vertices of A are numbered 
as in 1.2, one has /I,,, G = i[E]. 
(b) If G is a simply connected group of type B,, it is the spin group 
of a quadratic form q in 21+ 1 variables. With the vertex numbering of 1.2, 
B a,, G is the class of the even Clifford algebra Cl+ q in Br k; in particular, 
G is strongly inner if and only if Cl + q is a full matrix algebra over k. 
(c) Suppose G is simply connected of type D,. Then, it is the spin 
group Spin q of a quadratic form q in 21 variables if and only if /I,,, G = 0 
(always with the vertex numbering of 1.2). Suppose now that it is so. The 
fact that G is semisimple and inner means that q is nonsingular and that the 
centre of the even Clifford algebra Cl+ q is isomorphic to k x k (if char 
k # 2, this is equivalent to (- I)’ .det q E (k X )*). Then, Cl+ q is the direct 
product of two isomorphic central simple algebras Cl: q and Cl: q whose 
class in the Brauer group is the Brauer invariant Br,,-,, G = Br,,, G. In 
particular, G is strongly inner if and only if Cl: q is a full matrix algebra 
over k. 
1.5. Index, Anisotropic Kernel, and Witt-Type Theorem 
1.5.1. To every subset 0 of A is naturally associated a conjugacy 
class Y@(G) =F@ of subtori of G, the elements of which are obtained as 
follows: one chooses arbitrarily a pair (T, B) as in 1.1, one identifies A with 
d(G; T, B), thus making it a set of characters of T, and one considers the 
subtorus of T which is the connected component of 1 in the intersection of 
the kernels of the elements of A - 0. The centralizers of the tori belonging 
to all &, are the Levi subgroups of parabolic subgroups of G. 
If SE Fe, the derived group L = 93’(s) of the centralizer of S is a semi- 
simple subgroup of G whose Dynkin diagram A, is isomorphic, but not in 
481/131!2-19 
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a canonical way, to the subdiagram of A supported by A- 0. More 
precisely, any choice of a pair (T, B) such that SC T and that B n L is a 
Bore1 subgroup of L determines an isomorphism A, + A - 0 (in an 
obvious way). Such isomorphisms will be called natural; any two of them 
differ by an automorphism of A, induced by the conjugation by an element 
of the normalizer of S in G. 
1.5.2. Let us say, for the sake of the subsequent discussion, that two 
subsets 0 and 0’ of A are equivalent if Fe = Fe,. An easy algorithm for 
determining the equivalence classes is provided by the following statement: 
Let 0, be any subset of 0 and let op, denote the opposition involution 
of the subdiagram of A supported by A - 0, ; then 0, v op,( 0 - 0, ) is 
equivalent o 6. The equivalence relation defined above is the finest having 
that property. 
Observe that an obvious necessary condition for the equivalence of 0 
and 0’ is that the Dynkin diagrams A - 0 and A - 0’ be isomorphic. 
1.5.3. The following Witt-type theorem is a straightforward generaliza- 
tion of [27, 2.7, Theorem 21 (cf. also [29, 1.5, Theoreme 1 ] : 
Let S be a split torus belonging to Fo for some 0 c A (the existence of 
such an S is of course a restriction on 0, except tf G is split). Then, the group 
G is entirely determined up to k-isomorphism by its “absolute type” (i.e., its 
Dynkin diagram A and its cocenter C*(G) c C*(A)), the set 0 and the 
k-group L = 99(S), together with any natural isomorphism A, --, A - 0. 
1.5.4. Conversely, let there be given such data as in the above state- 
ment: a Dynkin diagram A, a cocenter C*, a subset 0 of A, a semisimple 
k-group L and an isomorphism of A, onto A - 0. When do these data 
determine a k-group G? Simple necessary and sufficient conditions for this 
can be given in terms of the Brauer invariants of L. As they are 
straightforward generalizations of conditions given in [27, 3.4.21, for an 
anisotropic L (cf. also [29, 1.6]), we shall here restrict ourselves to the case 
which interests us most, that of strongly inner groups, for which the state- 
ment and proof of the result take an especially simple form. In-order to 
avoid unnecessary complications, we also assume G simply connected (the 
cocenter can be dealt with separately if needed). 
PROPOSITION 1. With the notation of 1.5.2, tf G is simply connected and 
strongly inner, then so is L. Conversely, let A, 0 be as above, let L be a 
simply connected strongly inner semisimple k-group and let there be given an 
isomorphism I: A, + A - 0. Then, there exists a simply connected semisimple 
k-group G with Dynkin diagram A, a split torus SE To and an isomorphism 
L + 92(S) such that, tf we identify those two groups by means of that 
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isomorphism, 1becomes a natural isomorphism. The group G is unique up to 
k-isomorphism and strongly inner. 
Here, “unique up to k-isomorphism” of course means that between two 
groups G with “the same” Dynkin diagram A and the given properties, 
there exists a k-isomorphism inducing the identity of A. The uniqueness 
statement is the special case of 1.53 for strongly inner groups. 
The simple connectedness of L is a well-known fact. The other assertions 
of the proposition are near to trivial, as we shall see. Let G, be a simply 
connected split k-group with Dynkin diagram A, let S, be a split torus in 
&,(Gr), set gZ?(,S,) = L, and, to start with, let (G, S) be any pair consist- 
ing of a simply connected semisimple group with Dynkin diagram A and 
a split torus belonging to Y&G). Denote by E, (resp. Z,) the image of L, 
(resp. Z?‘(S,)) in the adjoint group Gy” and choose a k,-isomorphism 
8: G, -+ G mapping S, onto S and inducing the identity of A. Since S, and 
S are split, the isomorphism S, -+ S induced by 0 is a k-isomorphism. 
Therefore, the cocycle t defined by 8 has its values in Z,(k,). The cohomol- 
ogy sequence associated to the exact sequence 
(l)-~,(k,)~Z,(k,)~(Z,l~,)(k,)~ (1) 
and Hilbert’s Theorem 90 imply the surjectivity of the canonical map 
H’(L,(k,)) + H’(Z,(k,)). Therefore, we may, and shall, assume that t has 
values in L,(k,). Similarly, H’(L(k,)) -+ H’(EZ’(S)(k,)) is surjective and, if 
7 is the image of a cocycle z with values in G,(k,), hence in CZ(S,)(k,), we 
shall assume further that z(T) c L,(k,). Now, the group L, twisted by 7 
(or, more correctly, by the image of S in the adjoint group of L,) is nothing 
else but &Y(S), therefore the k-structure of this last group determines the 
cohomology class of S in H’(t,) and also, a fortiori, its cohomology class 
in H ‘(GTd). This proves the uniqueness assertion (and, in fact, the more 
general statement in 1.5.3). The group G is strongly inner if and only if 
B%(s) is strongly inner, since both properties are equivalent to the 
existence of a cocycle t, as above. Finally, any strongly inner form L of L, 
can be obtained by twisting L, by a cocycle with values in L,(k,) and, 
twisting G, by the same cocycle shows the existence of a group G as in the 
proposition. The proof is complete. 
1.5.5. An important special case of the above is that, where Ye is the 
conjugacy class of the maximal split tori of G (remember that G is sup- 
posed to be inner). Let A, denote the corresponding set 0. An element of 
A is called isotropic or anisotropic according to whether it belongs to A, or 
to A - A,. The partition (Ai, A - Ai) of A or, equivalently, the pair (A, Ai), 
is called the index of G and pictorially represented by the Dynkin diagram 
A in which the isotropic vertices are circled (examples of such diagrams 
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have been seen in the introduction). An important property of di is that it 
is not equivalent (in the sense of 15.2) to any other subset of A; this clearly 
imposes a severe restriction on the indices that can occur. If S is a maximal 
split torus of G, the semisimple group L = 92(s) is anisotropic-it 
is called “the” anisotropic kernel of G-and its Dynkin diagram is the 
subdiagram of A supported by A - Ai. For strongly inner groups, 
Proposition 1 implies the rather striking 
COROLLARY 1. Given the field k, a Dynkin diagram A and a partition 
(Ai, A -A,) of it, a necessary and sufficient condition for the existence of a 
strongly inner k-group with Dynkin diagram A and index (A, A - Ai) is the 
existence of a strongly inner anisotropic group with Dynkin diagram A -A,. 
1.5.6. It is well known (cf. [28; 29]), and easily seen, that the Brauer 
invariant attached to an isotropic vertex of A is trivial. 
1.6. Determination of the Conjugacy Class of Certain Subtori of G 
In Section 3, we shall have to solve special cases of the following 
problem :
(A) Given a set of roots Y’c @, find a subset 0 of A such that the 
torus (fltiEy Ker $)” belongs to the class Fo (cf. 1.5.1). 
Clearly, such a set 0 does exist and it is not difficult to find them all in 
principle, but the actual calculations may be cumbersome. Fortunately, in 
the cases which we are to deal with, we shall be able to get around those 
calculations by applying the following trivial remark: 
1.6.1. If the Dynkin diagram of the derived group L of the centralizer of 
thy Ker $)” in G is isomorphic to a unique subdiagram A, of A, then 
0 = A - A, is the only solution to problem (A). 
In the applications we have in mind, Y will be a subset of j. Therefore, 
in order to apply 1.6.1, we must solve the problem 
(B) Given !P c 3, find the type of the derived group L of the cen- 
tralizer of (n$,y Ker II/)” in G. 
We shall describe an easy algorithm for doing that. First, observe that if 
ozO $ Y, the Dynkin diagram of L is the subdiagram of A supported by Y. 
Let us therefore assume that c(~ E Y, let c be the greatest common divisor 
of all c, for clod- Y (cf. l.l), set B=c-‘(C,,~_~ C,.CL) and let a; denote 
the smallest root which is a linear combination with positive coefficients of 
elements of (Y- {t~~})u {a} ( as usual, we say that a linear combination 
Iit CZGA d, . c1 is smaller than another one C,, d e, . c1 if d, de, for all M E d). 
It is readily seen that such a root exists and that 
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1.6.2. (Y- {aO}) u {&) is a basis of the root system of L. 
We shall now use 1.6.1 and 1.6.2 to solve Problem (A) in three special 
cases which will arise in Section 3. In these examples, the numbering of the 
roots cli is that fixed in 1.1, the Dynkin diagram of (‘Y- {cq,)) u {c&} is 
denoted by d’ and the vertex of d’ representing crb is labelled 0’. 
EXAMPLES. (a) Suppose G of type E, and Y = d”- {x3, ct,}. Then, 
B=4-l(4a,+4c(,)=cc,+cr,, &=cc,+cr,+cc,+cc, and 
AL. . 
1 2 0’ 8 5 4 
Therefore, L is a group of type E, and 0 = (~1~) is the only solution to 
problem (A). 
(b) Suppose G has type E, and Y=d- {IX,, r.x5, a,}. Then, 
p = 3-73~~ + 6a, + 31x,) = a2 + 2u, + clg, ab=a,+cc,+cr,+2cr,+cc,+a,, 
AL.., 
3 4 0’ 7 6 ’ 
L has type E6 and 0 = {tl,, Q}. 
(c) Suppose G has type E, and Y= 2 - {a2, ~1~). Then, 
B=3-‘(3a,+3a4)=a,+cc4, a;=a,+cc,+a,, 
AL,., 
6 5 0’ 7 3 ’ 
L has type E, and 0 = { c(~}. 
1.7. Determination of the Cocenter of Some Subgroups of Maximal Rank 
of G 
In this subsection, the group G is assumed to be simply connected. Let 
c(* E A, set A’ = d” - {a*} = A u {ao} - {a*} (as usual, this is considered 
sometimes as a mere set of roots, sometimes with its structure of Dynkin 
diagram) and let H be the subgroup of G generated by all U, and U-, for 
c1 E A’ (cf. 1.1). Thus, H is a semisimple subgroup of G containing T and 
whose Dynkin diagram is A’. We wish to determine the cocenter of H. 
Let w be a simply connected covering of H and T the inverse image of 
T in B. For c1 E A’, let oh be the corresponding fundamental weight of A 
and let Ol, denote its canonical image in the cocenter C*(A) = C*(A’). The 
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weights w& generate freely the character group A’ of !?, whereas, since G is 
simply connected, the character group of T is the group A generated by the 
w, (cf. 1.2). The image of o, (a E A) by the injection A -+ A’ adjoint to the 
canonical projection T-+ T is 
For CI E A, we set CL = -&‘(w,). In particular, cj, = c, when all roots have 
equal length. Then, reducing modulo the root lattice of H, one finds the 
desired description of C*(H): 
1.7.1 The cocenter of H is the subgroup of C*(A’) generated by the 
elements Oj, - CL . W&, for tx~d- {c(.+}, and ch;ti&. 
EXAMPLES. In Section 3, we shall need an explicit description of the 
cocenters of live groups H of the above type. The first one of them will be 
handled here with some detail as Example (a); as for the others (Examples 
(be)), we shall just state the results, which are obtained in a completely 
similar way. In these examples, the numbering used for the roots c(~ is the 
same as before (cf. 1.2) and we set 6: = tih,. 
(a) Suppose G is a group of type E, and cx, = clj, so that H has type 
A, x A, x A,. Using the values of the c, given in 1.2 and applying 1.7.1, we 
find for C*(H) the generating set 
(6; - 2tib, w; - 3w;, Cal,-3ci&, 5,;-2&), c&-c&, w;-2w;, 45;). 
On the other hand, by the description of C*(A,) given in 1.2, we find that 
the following relations form a presentation of C*(A’): 
w; = 206, (3; = 3ci&, w; = 2w;,, 0; = 3ti;, 
4w; = 40; = 20; = 0. 
Consequently, 
C*(H)= (c&-o;, G&-2&) ~((2/4Z)x (Z/22). 
In particular, the three factors (W&), (Wd), (W;) of C*(A’) are mapped 
injectively into the cokernel of the canonical injection C*(H) + C*(A’), 
which is cyclic of order 4. Therefore, the kernel of the covering fi -+ H is 
a group pu4 which projects onto the centers of the three factors of H. 
(b) If G is of type E, and LY* =c(~, then H has type A,xA, and 
C*(H) = (0; - 26;) g ZJ8Z. 
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(c) IfGisoftypeE,anda,=a,,thenHhastypeA,xA,xA,and 
C*(H) = (a; -o;, w;- 0;) 2 (Z/32)x (Z/32). 
(d) If G is of type E, and a, =CQ, then H has type A, x A, and 
C*(H) = (6; - 0;) g Z/62. 
(e) If G is of type Es and a* = LYE, then H has type A, and C*(H) = 
(34 > z z/32. 
2. MAIN THEOREM 
In this section, G is assumed to be k-split and simply connected; this last 
hypothesis is not really essential for the validity of our result but it avoids 
unnecessary complications in the statement and the proof of the theorem. 
We choose a maximal split torus T of G and a root a.+ ~2. As in 1.7, we 
set A’ = d’- {a,} (but here, A’= A is allowed) and we consider the group 
H generated by the subgroups U, and UP, of G, for u E A’. We set c* = ea.; 
thus, c, is the coefficient of c(, in the dominant root or is 1 according to 
whether a.+ #or = c+,. We consider a transcendental extension k(t’) of 
degree 1 of k and we set t = (t’)c*; thus, k(t) also is a transcendental exten- 
sion of degree 1 of k. If T is the maximal torus canonical image of T in 
the adjoint group Gad, there is a unique point x E T(k(t’)) such that 
a(x)=lfora~A-{cr~}anda,(x)=t’whena,#or,(ifcc,=cr,~x=l);we 
denote by 5 the k(t’)-automorphism of G image of x by the canonical injec- 
tion of Gad in Aut G. Finally, the reader should be warned that we shall use 
the traditional notation and terminology of Galois cohomology recalled in 
1.3 in a situation that is somewhat more general than that of 1.3; indeed, 
twisting cocycles will be taken over Galois groups of separable normal 
extensions of the ground field which are not separable closures (a typical 
example being r considered as the Galois group of k,(t) over k(t)). This 
generalization is of course easily seen and well known to be harmless. 
THEOREM 1. The k(t’)-automorphism 5 of G normalizes the subgroup H 
and induces on it a k(t)-automorphism. Let t be a 1-cocycle of r= 
Gal(k,/k) = Gal(k,( t)/k(t)) with values in H(k,) and let z’ be its image by 5, 
which is a cocycle with values in H(k,(t)) c G(k,(t)). Thus, with the notation 
introduced in 1.3 (and suitably extended: cf: the warning preceding the 
statement of the theorem) rH is a k-group whereas ,*H and ,,G are 
k(t)-groups. Then, 5 induces a k(t)-isomorphism of rH onto ,,H; it maps any 
maximal k-split torus of ,H onto a maximal k(t)-split torus of ,,G which 
remains maximal split (in ,,G) over the field of formal Laurent series k( (t)). 
In particular, tf H is anisotropic over k, then ,,G is anisotropic over k(t) and 
euen over k((t)). 
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Let @’ be the system of roots of H relative to T and, for /I E a’, let d(P) 
denote the constant 0 if CI* = a,, and the coefficient of a0 in fi expressed as 
a linear combination of the elements of A’ if a, #a,,. The automorphism 4 
induces a k(t)-automorphism of T (namely, the identity) and a k(t)- 
automorphism of U, for all p E @’ (namely, the multiplication by t@) if 
one identifies U, with the additive group in some way, compatible with the 
k(t)-structures). The first assertion now readily follows, since the product 
morphism defines an isomorphism of k(t)-varieties of the Cartesian product 
Ta-I,.@~ U,, suitably ordered, onto an open dense subset of H. 
The fact that 5 induces a k(t)-isomorphism of .H onto rrH is an 
immediate consequence of the definitions. 
We set K = k( (t)) and K’ = k((t’)). The field K’ and, by restriction, also 
K is endowed with a complete valuation w which we normalize by setting 
w(t’) = 1 (thus, w(t) = c*). Let K, R’, 0, 8, 6’ denote the maximal &ale 
extensions of K and K’ and the valuation rings of K, E, p. The extension 
of o to R and RI will also be called o. We shall consider the affne 
buildings 3, 9’ of G over K, R’ and identify the former with its canonical 
image in the latter (cf. [4, 1.9.1.19(b)]). Then, the apartments of Y and Y’ 
corresponding to T coincide and they can be identified with the vector 
space V= X@ R (cf. 1.1 ), the identification being determined uniquely by 
the following properties : 
it is compatible with the real afline structures; 
the stabilizer of the point 0 in G(x) (resp. G(K’)) is the group G(8) 
(resp. G(@)); 
an element y of T(k) induces on V a translation whose vector u is 
determined by the relations (a, v) = -o(a(y)) for all a E @ (cf. [4, 
11.4.2.3(l)]). 
The automorphism 5, which operates on G(R’), hence on .Y, maps OE V 
onto the point p of V given by the relations a(p) = 0 for a E A - {a,} and 
a,(p) = 1 if a* #a,,. Let ‘$ be the group-scheme over fi associated to the 
point p of 9 (group-scheme denoted Q, in [4, 11.4.6.261): this is a smooth 
group-scheme with generic fiber G and P= @(a) is the stabilizer of the 
point p in G(R) (it is a maximal E-parahoric subgroup of G(R)). Let (yred 
denote the reductive reduction of ‘g, that is, the quotient of the special fiber 
‘$jk, of ‘g by its unipotent radical: this is a reductive (and even a semi- 
simple) k,-group. Since t(O) =p, the group <(H(8)) fixes p. On the other 
hand, it is contained in H(E), hence in G(K). Therefore, [(H(d)) c $(a). 
Now, consider the sequence 
H(k,) + H(d) 5 $(a) + ‘$Fed(ks), (*) 
in which the first map is the canonical injection and the last one is the 
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reduction homomorphism. It is easy to see, using [4, 11.4.6.121, that the 
homomorphism H(k,) + (glfed(kS), deduced from (*) by composition, is an 
isomorphism. Furthermore, all maps in (*) are compatible with the natural 
action of r on the four groups; in other words, they are homomorphisms 
of r-groups. The inclusion t(r) c H(k,) implies that r’(T) c P; therefore P 
is stable by the z’-action of r on G(E) and the point p, which is the unique 
fixed point of P in 3, is fixed by the t’-action of r on 9 (defined in the 
obvious way). Now, following [4, 11.5.1.91, we can apply Galois descent 
(relative to the r’-action of f-) to ‘$ and thus get a smooth group-scheme 
!J? over 8, whose generic fiber is ,,G. Let (pred denote the reductive reduc- 
tion of ‘$3 (defined as above), which is now a semisimple k-group. Twisting 
the first two r-groups in (*) by t, the third one by t’ and the last one 
by the image of t’ in ‘pred(k,), we get a sequence of f-groups and 
r-homomorphisms 
,H(k) --* $0~) + ?-J(O) + cQredk) 
whose composition is a r-isomorphism, as before, showing that the 
k-groups rH and (pred are k-isomorphic. In particular, the k-rank of ,H is 
equal to the k-rank of Cpred, hence to the K-rank of ,,G (cf. [4, IIS.l.ll]). 
Now, if S is a maximal k-split torus of H, t(S) is a k(r)-split torus of ,,H, 
hence of ,,G, and 
dim r(S) = dim S = k-rank of ,H = K-rank of ,.G. 
This shows that C(S) is maximal split as a torus of .,G over K. The proof 
of the theorem is complete. 
Remark. When c1.+ = Q, 5 is the identity and the whole proof boils 
down to a simple application of [4, 11.5.1.111, Then, all restrictions 
imposed on G (often just for convenience anyway) become superfluous and 
the same argument as above shows that 
for any semisimple k-group, a maximal split k-torus remains maximal 
split over k((t)), hence also over k(t); in particular, such a group has the 
same rank over k, k(t), and k((t)). 
Actually, this remains true (and is of course well known) for an arbitrary 
algebraic k-group. 
3. APPLICATIONS 
3.1. h0P0sITI0~ 2. (A) For afield K, the following two properties are 
equivalent: 
(i) there exists an anisotropic, strongly inner K-group of type E,; 
(ii) there exists a K-group with index EA;f (cf the introduction). 
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(B) If, over the field k, there exists a division algebra of dimension 16 
and of order 4 in the Brauer group, then the field K = k(t) has the properties 
(i) and (ii) of (A). 
(A) is an immediate consequence of Corollary 1 in 1.5.5. 
First Proof of (B). We use the notation of Section 2, taking for G a 
(split) group of type E, and for tr, the root ~1~ (in this whole section, we use 
the numbering of d fixed at the end of 1.1). Let fi be a simply connected 
covering of H, D a division k-algebra of dimension 16 whose class [D] in 
the Brauer group has order 4 and D, a quaternion algebra belonging to the 
class [D,] = 2[D]. Since fi has type A, x A, x A,’ (its Dynkin diagram is 
A’= A - {a3}), it is k,-isomorphic to the group el = SL(D) x SL(D) x 
SL(D,) and we can choose a k,-isomorphism 8: H -+ 8, such that the 
Brauer invariants of a, attached to 6,(a,), tj.+(tx6), and O*(Q) (cf. 1.4) are, 
respectively, [D], [D], and [IDI]. Then, it follows from Example (a) of 
1.7, which gives the cocenter C*(H), that the map Be, vanishes on that 
cocenter (a subgroup of C*(A) which we identify with C*(A,)). By the 
statement preceding the examples of 1.4, it follows that the 1-cocycle 
defined by 0 is the image in the adjoint group of H of a 1-cocycle T with 
values in H(k,). Now, ,fl= 8,, therefore *H is anisotropic and, applying 
Theorem 1, we find a cocycle T' with values in G(k,(t)) such that ,,G is 
anisotropic; this shows that K= k(t) has property (i) of (A). 
Second Proof of (B). We shall now use Theorem 1 to prove property 
(ii) for k(t). Take G split of type E, and a, = a6, so that H has type 
A, x Ai. Let fi be a simply connected covering of H, let D, [D], D1, 
[Dl] = 2[D] be as in the first proof and set E=M,(D) (full matrix 
algebra of degree 2 over D). Consider a k,-isomorphism 8: R-+ fi, such 
that the Brauer invariant of A, attached to @,(a,) is [D]. Since the Brauer 
invariant attached to O*(a,) is CD,], it follows from 1.7, Example (b), that 
the map pR, vanishes on C*(H) (identified with a subgroup of C*(Z!?,), as 
above). Therefore, by 1.4, the cocycle defined by 0 is the image in the 
adjoint group of H of a cocycle T with values in H(k,); we define a cocycle 
T' as in Theorem 1. It is known that the index of A, (with the numbering 
of the vertices of d’ carried over by 0,) is 
I m 1 1 +. 
0 1 2 3 4 5 8 7 
Therefore, the maximal split k-tori of rH which, by Theorem 1, are also 
maximal k(t)-split tori of ,,G, are conjugate to Ker(d - { a3, a,})“. By 1.6, 
Example (a), they belong to T,,,, , which means that ,.G has index Ei::, 
hence our assertion. 
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3.2. PROPOSITION 3. (A) For afield K, the,foElowing three properties are 
equivalent : 
(i) there exists a strongly inner k-group of type E, ; 
(ii) there exists a K-group of index E::, (cf: the introduction); 
(iii) there exists a K-group of index 
(cf [27, Tahfe II]). 
(B) If there exists a central division k-algebra of dimension 9, then 
K= k(t) has the properties (i) to (iii) of (A). 
Proof of (A). For a group of type E,, the only nontrivial element of the 
cocenter C*(d) is ti6 (cf. 1.2). Therefore, any group of index E:y, is strongly 
inner, since the Brauer invariant attached to xg is trivial by 1.5.6 (cf. the 
statement preceding the examples in 1.4). Also any group of type E, is 
inner. Thus, (A) is an immediate consequence of Proposition 1 in 1.5.4. 
Three Proofs of (B). We wish to deduce (B) from Theorem 1 in three 
different ways, namely, via the three properties (i), (ii), and (iii). Let us 
take for G a group of type E, (resp. E,; E,) and set a.+ = t13 (resp. cr,; CQ), 
so that H has type A,xA,xA, (resp. A,xA,; As). Let D be a central 
division k-algebra of dimension 9, fi a simply connected covering of H 
and 0: I!?+ A, = S!,(D) x X(D) x X.(D) (resp. SL(M,(D)) x X(D); 
SL(M,(D)) a k,-isomorphism. By 1.4 and 1.7, Example (c) (resp. (d); (e)), 
the cocycle defined by 8 is the image in the adjoint group of H of a cocycle 
T with values in H(k,). Let then r’ be as in the statement of Theorem 1. By 
that theorem, a maximal k-split torus S of ,H is also a maximal k(t)-split 
torus of ,,G. But S is = {l} (resp. conjugate to Ker(d- {a*, a,})“; to 
Ker(d”- {Q, tx5, CX,})“). Therefore, G is anisotropic (resp. SE~%~) by 1.6, 
Example (c); SE FcZ,, z2J by 1.6, Example (b)). This shows that K= k(t) has 
property (i) (resp. (ii); (iii)) of (A), as announced. 
3.3. Remarks 
(a) The three properties of Proposition 3(A) are also equivalent to 
(iv) over K, there exists a division exceptional simple Jordan algebra 
(of dimension 27). 
(N.B. In characteristic 2, one must of course use McCrimmon’s theory: cf. 
[ 14, 151). The assertions 3.3.1 and 3.3.2 below will make that equivalence 
more precise. 
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To every exceptional simple Jordan algebra J over K are naturally 
associated three algebraic K-groups Go, G,, G,, respectively, of types E,, 
E,, E,. If char K # 2, 3, the Lie algebras of those groups can be given a 
uniform description by means of the general construction of [25] (cf. also 
[ 18, Theorem 4.131) which associates a Lie algebra to every pair consisting 
of a Jordan algebra of degree 3 (here, the algebra J) and an alternative 
algebra of degree 2: the three alternative algebras providing the Lie 
algebras of G,, G,, G, are Kx K, M,(K) and the split Cayley octonion 
algebra over K. As for the groups, G, is the so-called structure group of J 
(cf., e.g., [lo, I.121 or [23, 1.31) G, is the group considered by 
M. Koecher in [12] (cf. also [23, 2.251, which, unlike [12], includes the 
characteristic 2 case) and, to my knowledge, no construction of G, has 
appeared in the literature. Now, it can be shown that 
3.3.1. if J is a division algebra, then G, is strongly inner and anisotropic, 
G, has index E:y, and G, has index E i”z ; conversely, any K-group which is 
strongly inner and isotropic of type E,, or has index ET:, or Eiy, can be 
obtained in that way. 
We also remark that for a simply connected K-group Go of type E,, the 
following three properties are equivalent: 
(I) G, is strongly inner (over K); 
(II) G, has a faithful linear representation of dimension 27 
over K, 
(III) G, is the structure group of an exceptional simple Jordan 
K-algebra. 
The equivalence of (I) and (II) is an immediate consequence of 1.4. 
Clearly (III) implies (II). The converse can be proved by a standard argu- 
ment of Galois cohomology which also shows that if P’ is a 27-dimensional 
K-Go-module and if e is any point of V belonging to the open orbit of G, 
(one knows that E, has an open orbit in its 27-dimension irreducible 
representation spaces), then the pair (G,, e) determines a unique structure 
of exceptional simple Jordan algebra J on V with unit element e and 
structure group G,. Finally, one can show that 
3.3.2. the Jordan algebra J of (III) is a division algebra if and only if G, 
is anisotropic. 
Now, one can construct more or less explicitly all (finite-dimensional) 
exceptional simple Jordan algebras by means of central simple associative 
algebras of dimension 9 (cf. [ 10, IX.121 and, for the characteristic 2 case, 
[16]); in particular, the “first construction” of [16] shows that an 
exceptional division algebra exists over K as soon as there exists a central 
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division associative 9-dimensional K-algebra whose reduced norm is not 
surjective. This is of course a stronger statement han the implication (B) 
of Proposition 3; in fact, the special case of that statement provided by 
Proposition 3(B) (via the implication (i)=(iv)) is nothing else but the 
theorem of A. A. Albert stated in [lo, 1X.21, Theorem 211. 
We have just observed that the study of strongly inner groups of type E, 
is equivalent to that of (finite-dimensional) exceptional simple Jordan 
algebras (up to isotopy). It might be worthwhile trying to develop a similar 
theory for strongly inner groups of type E,. For instance, can one give a 
general construction of such groups showing that there exist anisotropic 
strongly inner K-groups of type E, as soon as there exist central division 
associative 16-dimensional K-algebras of order 4 in Br K whose reduced 
norm is not surjective? 
(b) Theorem 1 can of course also be applied to classical groups. In 
fact, some existence statements concerning orthogonal groups which we 
shall need in Section 4 can be deduced from it. But, as we shall see there, 
those same results (and indeed, more general ones) can be obtained in a 
more elementary way, as consequences of known formulas about Clifford 
algebras. 
4. STRONGLY INNER ANISOTROPIC GROUPS OVER GIVEN FIELDS 
In this section, we shall be concerned with the following problem: given 
a field k, for which types of simple algebraic groups do there exist strongly 
inner, anisotropic groups of those types? Motivation for studying that can 
be found in the previous sections, in particular, in Corollary 1 of 1.55 We 
first consider various special but important classes of fields, for which the 
answer to the above problem is well known. Afterwards, we shall handle 
the question for “general fields.” 
4.1. Fields over Which Every Strongly Inner Anisotropic Group Is Trivial 
(or Equivalently, by Corollary 1, over Which Every Strongly Inner Group 
Splits) 
Such are: 
the fields of cohomological dimension < 1, for instance the algebrai- 
cally closed fields, the finite fields, the fields K(t) with K algebraically 
closed, the fields endowed with a complete discrete valuation whose residue 
field is algebraically closed, etc. (cf. [22, 11.3.3 and S - 31, and the references 
given there); 
the fields endowed with a complete discrete valuation whose residue 
field is perfect, of cohomological dimension < 1 (cf. [ 11, 51); 
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the global fields without infinite place, that is, the function fields and 
the totally imaginary number fields: this case is a consequence of the 
previous one by means of the Hasse principle due to G. Harder ([7; 8; 91) 
and, for groups of type E,, Cernousov (result not yet published). 
4.2. The Field R of Real Numbers 
Over R, there exists a unique simply connected anisotropic semisimple 
group of any given type A, namely, the compact form of the corresponding 
complex group. The question is therefore to know for which A the compact 
form is strongly inner. Note first that it is inner if and only if the opposition 
involution of A (cf. 1.1) is the identity (for compact groups, the complex 
conjugation operates on A via that involution). By 1.4, a compact simply 
connected real algebraic group is strongly inner if and only if all irreducible 
complex linear representations of the group are real. Thus, the answer to 
our problem is already contained in E. Cartan [6] (for a more recent 
presentation, cf. [28]). But one can obtain the result more quickly by 
observing that 
an irreducible complex linear representation of a compact group is real 
tf and only if it is orthogonal. 
(“If” is obvious. “Only if” follows from the fact that the maximal compact 
subgroups of O,(C) are the conjugates of O,(R).) Combining that with 
Dynkin’s criterion for an irreducible representation of a complex simple Lie 
algebra to be orthogonal (cf., e.g., [3, VIII.7.5, Proposition 12]), and using 
the tables of [2], one gets right away: 
PROPOSITION 4. For a compact semisimple real algebraic group G, the 
following properties are equivalent: 
(i) G is strongly inner; 
(ii) G is inner (i.e., has no factor of type A,(1 82) D2,,,+ 1, or E6) and 
in the expression of any fundamental weight as a linear combination of the 
“simple roots” (elements of A), the sum of the coefficients is an integer; 
(iii) each almost simple factor of G has one of the following types: 
B 4m, B4mc3r Den, G,, F4, E,. 
(N.B. To understand the implication (ii)+(i), observe that for a 
complex Lie algebra without factor of type A,, D,, + , , or E,, every linear 
representation is self-dual, which is one of the conditions in Dynkin’s 
criterion.) Putting together Proposition 4 and Corollary 1 of 1.55, it is an 
easy task to draw up the complete list of all indices of strongly inner 
R-groups. (By the way, for k= R, the Witt-type theorem of [27, 2.7.11 
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esentially says that the index of a semisimple real algebraic group deter- 
mines that group up to isogeny; in the present special situation, one can 
also invoke Proposition 1 of 1.54.) With the notation of [27, Table II] 
leaving out the anisotropic groups, already listed in Proposition 4(iii), and 
the split groups, and considering only the irreducible types, one gets the 
following enumeration: 
B n,r (n-re4N or 4N+3), ‘D!,tL (n-rE4N), ‘E&, E:,83, Eip,. 
From that classification, we extract the following special information, 
needed below. Let us say, just for the sake of the forthcoming statement, 
that a vertex of an irreducible Dynkin diagram is minimal if the irreducible 
linear representation of the corresponding complex simple Lie algebra 
whose dominant weight is the fundamental weight attached to that vertex 
is minimal among the dimensions of all faithful representations of the 
algebra. With the notation of the tables [26], the minimal vertices are 
those numbered 1 and their transformed by the automorphisms of A (the 
same thing holds for the tables of [2] except for the types ET, E,, and F4 
for which the unique minimal vertex carries the numbers 7, 8, and 4, 
respectively). Then, simple case checking through the above list of indices 
shows: 
LEMMA 1. If a strongly inner almost simple real algebraic group is 
isotropic, then all minimal vertices of its Dynkin diagram are isotropic 
(CO 1.55). 
4.3, Number Fields with at Least One Real Place 
PROPOSITION 5. A strongly inner almost simple group over a globalfield k 
is anisotropic if and only tf it is anisotropic over some real completion of k. 
“If” is clear. “Only if” follows from Lemma 1, from the results about 
locally compact local fields recalled in 4.1 and from a theorem of G. Harder 
[S, Satz 4.3.31 according to which a vertex of the Dynkin diagram of a 
semisimple group over a global field is isotropic if and only if it is isotropic 
at every place (in [8], the groups of type E, are excluded but the proof 
extends to them once Cernousov’s result is known). 
Proposition 5 and [S, Satz 4.3.11 (also extended to the groups of type 
E,) imply: 
COROLLARY 2. If k is a number field having at least one real place and 
if A is a Dynkin diagram, there exists an anisotropic strongly inner group of 
type A over k if and only tf there exists such a group over R, that is, tf and 
only if the type of each connected component of A belongs to the list of 
Proposition 4(iii). 
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4.4. General Fields 
4.4.1. THEOREM 2. (i) Over any field, a strongly inner group of type 
A, or C, splits. 
(ii) A strongly inner group of type D, is never anisotropic. 
(iii) The above ones are the only general restrictions on the types of 
strongly inner anisotropic groups; indeed, there are fields K such that for any 
Dynkin diagram A without connected component of type A,, C,, or D,, there 
exists an anisotropic strongly inner K-group. 
(N.B. The proof will show for instance that a purely transcendental 
extension of degree 4 of Q is such a field k, but this is not the simplest 
example possible: cf. Remark 4.4.3(b)). 
(i) is a consequence of the well-known fact that H’ of the simply 
connected groups SL,, + , and Sp2, is trivial over any field (cf. [21, X.1 I). 
(ii) Suppose there would exist a field K and a strongly inner 
anisotropic K-group of type D,, then, by Corollary 1 of 1.55, there would 
also exist a K-group of type E, and index 
e-t-L 
which is absurd since the set of isotropic vertices of any group must be 
invariant by the opposition involution (cf. 1.55 and 1.5.2 above, or [ 1, 
6.31). (About this argument and the implication of (ii) for quadratic forms, 
see Remark 4.4.3(c).) 
(iii) We want to show that if K is a purely transcendental extension 
of degree 4 of Q and if A is a connected Dynkin diagram which is not of 
type A,, C,, or D,, then there exists an anisotropic strongly inner group 
of type A. If A has one of the five exceptional types, this follows from 
Proposition 3, Proposition 4 and Corollary 2, taking into account the 
remark at the end of Section 2. Therefore, we may assume that A is of 
classical type. Thus, the theorem will be proved if we show that, for any 
integer n strictly greater than 6 and different from 10, there exists an 
anisotropic quadratic form q in n variables over K such that the group 
SO(q) (reduced connected component of 1 in the orthogonal group) is 
strongly inner. That assertion will be a special case of Corollary 3 in 4.4.2(h). 
4.4.2. On quadratic forms. (a) In this subsection, q will always denote 
a quadratic form in n variables over some extension K of the field k, and 
Cl(q) (resp. Cl+(q)) represents the Clifford algebra (resp. the even Clifford 
algebra) of q. By abuse of language, we shall say that a quadratic form is 
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nondegenerate ither if it is nondegenerate in the usual sense or if the 
characteristic of the ground field is 2 and the form has defect 1. The form 
q will always be assumed nondegenerate in that sense; this is equivalent to 
saying that SO(qtas before, we denote in this way the reduced connected 
component of 1 in the orthogonal groupis a semisimple group. By even 
(resp. odd) form, we understand a form in an even (resp. odd) number of 
variables. If q is even (resp. odd), we say that it is inner when the center 
of Cl+(q) (resp. Cl(q)) is isomorphic to K2 = K[z]/(z’- 1) (z K x K if 
char K#2), and that it is strongly inner if Cl+(q) (resp. Cl(q)) is 
isomorphic to K, @ M, for a suitable integer N. If char K # 2, the form q 
is inner if and only if its signed discriminant ( - 1 )n(n ~ I)/* det q is a square 
(cf., e.g., [13, V.2.41). Every odd form is proportional to an inner form, 
whereas an even form q is inner if and only if SO(q) is inner. If q is inner, 
it is strongly inner if and only if SO(q) is strongly inner. 
(b) From now on, the form q will always be assumed inner and we 
shall denote by c(q) the class of Cl(q) or Cl+(q) in the Brauer group Br k 
according to whether q is even or odd. In the even case, c(q) is also the 
class of any one of the two simple factors of Cl+(q) (cf. [ 13, V.2.51 for the 
odd characteristic ase). 
(c) In the sequel of this subsection 4.4.2, D, D’, D,, etc. will denote 
simple quaternion algebras over some extension of k, n(D) will be the 
reduced norm of D and [D] the class of D in the Brauer group of its 
center. An orthogonal sum of quadratic forms will be represented by the 
symbol 1. The following assertion, which will be essential for us, is easily 
verified and well known, at least in the odd characteristic ase (cf. [13, 
V.2.71). 
For K, q, D as above and any invertible element x of K, the form 
q I xn(D) is inner and 
c(q 1 xn(D)) = c(q) + [Dl. (3) 
(d) Zf q, q’ are two anisotropic quadratic forms over K and if t denotes 
an indeterminate over K (i.e., K(t) is a purely transcendental extension of 
degree 1 of K), then, the quadratic form q + tq’ is anisotropic over k(t) and 
even over k((t)) (cf: [13, VI.1.91). 
(e) Zf n = 4, q is proportional to the norm form n(D) of a simple 
quaternion algebra D and one has c(q) = [D]. In particular, zf c(q) = 0, q is 
isotropic. 
This is well known. 
(f) If n = 6 and c(q) is the class of a quaternion algebra, then q is 
isotropic. 
481/131!2-20 
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Since the group Spin q is of type D3 = A,, it is isomorphic to the group 
X(E) of a central simple algebra E of dimension 16. By the examples (a) 
and (c) of 1.4, the Brauer invariant attached to any extremity of the 
Dynkin diagram of SL(E) = Spin q is, on the one hand, the class of the 
algebra E or its opposite and, on the other hand, the class c(q). If c(q) is 
the class [D] of a quaternion algebra, we have E = M,(D), therefore the 
group Spin q (= SL(E)), and hence also the form q, is isotropic. 
(g) PROPOSITION 6. Let B be an elementary abelian subgroup of 
order 4 of Br k whose elements are represented by quaternion algebras (we 
suppose that such a subgroup exists). Set n = 4m + r with m, r E N and 
1~ r < 4, and let c be an element of B. Zf r = 2, we suppose that there is at 
least one element in B which is not neutralized by all separable quadratic 
extensions of k and that c is either 0 or such an element. Then, there exists 
an anisotropic nondegenerate quadratic form q in n variables over a purely 
transcendental extension K = k( t 1, . . . . t,) of degree m of k such that c(q) = c 
(where Br k is identified with its canonical image in Br K), except in the 
following cases (which are true exceptions): 
n= 1 and c#O, 
n = 2 or 6, 
n= 3, 4, 5 or 10, and c=O. 
That these are indeed exceptions is clear for n = 1 or 2, is a consequence 
of Theorem 2(i, ii) for n = 3, 5, or 10 (because, in those cases, SO(q) would 
have type A 1, C2, or Ds, respectively), and is a consequence of the asser- 
tions (e) and (f) above for n = 4 and 6. 
From now on we exclude those cases, and we are going to prove the 
existence of q. 
If n = 1, one can take the form x H x2, hereafter denoted by (1). 
Suppose n = 3 (resp. 4; resp. 5) and let D be a quaternion algebra 
representing c. The exceptional cases having been excluded, D is a division 
algebra. Then, the restriction of the reduced norm n(D) to the 
3-dimensional space of elements of reduced trace 0 of D (resp. the form 
n(D) itself; resp. (1) I tin(D), which is anisotropic by (d) above) is a form 
q meeting our requirements. 
Suppose n = 10 and let again D be a quaternion division algebra 
representing c. Let k’ be a separable quadratic extension of k which does 
not split D (such an extension exists by hypothesis) and let D, be the 
quaternion algebra over k( t i )---sometimes denoted by (k’( t, )/k( t 1 ), 
- t, fiwhich splits over k’(t,) and in which tl is a reduced norm. It is easily 
verified that the k( t, )-algebra E = D, Ok D is a division algebra. Therefore, 
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Z(E) is the spin group of an anisotropic quadratic form q1 in 6 variables 
and one has c(ql) = [Di] + [D]. Then. the form q = q, I t,n(D,) has the 
desired property. 
In the remaining cases, we shall argue by induction on n, Suppose n B 7 
and n # 10. Choose c’ E B- {c} and, if r = 2, do it so that c’ is not 
neutralized by all separable quadratic extensions of k (since c has that 
property or is 0, it cannot happen that all elements of B- {c} are 
neutralized by all such extensions). By the cases already taken care of, or 
by the induction hypothesis, as the case may be, there exists a non- 
degenerate anisotropic quadratic form q’ in n -4 variables such that 
c(q’) = c’. Then, the form q = q’ 1 x,&D”), where D” is a quaternion 
algebra representing c- c’, has the desired property. The proof is complete. 
(h) COROLLARY 3. Let k be an ordered field in which not every 
positive element is a sum of two squares. Then, for any integer n 2 7, n # 10, 
there exists an anisotropic strongly inner quadratic form in n variables over 
a purely transcendental extension of degree 4 of k. 
(About this number 4, cf. Remark 4.4.3(a)). 
For NE N, let q,,, denote the quadratic form (x,, . . . . xN) ++ XT + . . . + xi, 
let s be a positive element of k which is not a sum of 2 squares and let cO, 
c1 be the classes in Br k of the quaternion algebras whose reduced norm 
forms are q4 and q2 I sq,. Then, the hypotheses of Proposition 6 are 
satisfied for B = { 0 cO, ci , c0 + ci } (observe that c0 is not neutralized by 
the extension k( $ s) of k). Now, write n = 4a + b, with a EN and b = 7, 8, 
9, or 14, and set c =0 or c0 according to whether a is even or odd. By 
Proposition 6, there exists a nondegenerate anisotropic quadratic form q’ in 
b variables over k(t,, t,, t3) such that c(q’) = c. Then, the form q’ I t4qda 
meets our requirements. 
4.4.3. Remarks. (a) Corollary 3 has been formulated so as to allow a 
quick and unified proof on the basis of Proposition 6 alone, but the result 
is of course far from best possible. For any ordered field k satisfying the 
hypothesis of Corollary 3 and any integer n 2 7, n # 10, let m(k, n) denote 
the smallest integer m such that there exists a strongly inner, anisotropic 
quadratic form in n variables over a purely transcendental extension of 
degree m of k. The bound m(k, n) < 4 can easily be improved in various 
ways. For instance: 
if n = 0 or f 1 mod 8, m(k, n) = 0 (in fact, without any restriction on 
the ordered field k) since, in that case, the form qn is strongly inner; 
if n = 0 or 1 (resp. 3) mod 4, the proof of Corollary 3 given above, 
unchanged, yields the bound m(k, n) < 2 (resp. 3); 
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with a little more effort, one can show that the bound m(k, n) < 2 
always holds (under the hypotheses of Corollary 3). 
I do not know whether, in the last assertion, 2 can be replaced by 1. 
(b) Concerning Theorem 2(iii), one would like to say that over any 
“sufficiently general fields,” there exist strongly inner anisotropic semi- 
simple groups of any type without factor A,, C,, or D,, but I do not know 
how to give a precise meaning to such a statement. As we have just seen, 
the example K= Q(t,, t2, t,, t4) given after the statement of the theorem is 
by no means the simplest one. In fact, Q(tl, t2) already has the stated 
property. Question: How about Q(t,)? 
(c) The idea of the proof of Theorem 2(ii) was already implicit in 
[24] (where, however, the field is assumed to have characteristic 0; the 
necessary ingredients are generalized to an arbitrary characteristic in [27] ). 
The fact that a strongly inner quadratic form in 10 variables is necessarily 
isotropic is also implicit in [ 171, where the proof given is purely algebraic 
and makes no reference to exceptional groups (that proof is reproduced in 
c19, P. 901). 
5. FORMS OF EXCEPTIONAL GROUPS 
A complete proof of the results presented in [27, Table III-hereafter 
simply referred to as “Table II-has never been published (although, for 
some of the least obvious cases, the existence proof on which [27] was 
based is given in [20]). For the classical groups, those results are of course 
well known and may be obtained in many different ways. Here, we shall 
outline a proof for the exceptional types, emphasizing the steps where 
Section 4 of this paper brings simplifications. 
5.1. Groups of Types GZ, F4, and E, 
Since those groups are automatically strongly inner, the part of Table II 
which concerns them is an immediate consequence of Corollary 2 of 1.5.5 
and of Section 4. For instance, Corollary 2 and Theorem 2(iii) imply that 
an index (A, 8) is admissible over some field if and only $ the Dynkin 
diagram A - 0 has no connected component of type A,, C,, or D,. 
5.2. Strongly Inner Groups of Types E, and E, 
Applied to those groups, the above criterion provides the following lists 
of possible indices (with the notation of Table II): 
STRONGLY INNER ANISOTROPIC FORMS 675 
in which the first and last ones correspond to the anisotropic and split 
forms, respectively. For special fields (p-adics, reals, number fields), shorter 
lists are obtained using 4.1, 4.2, and 4.3. 
Let us mention, though it is not needed for the proof of Table II, that 
over “general fields,” there may exist anisotropic groups of inner type E, 
and of type E, and groups of index E:“, which are not strongly inner. On 
the other hand, every group whose index belongs to the five remaining 
types above is automatically strongly inner. More precisely 
tf, for a group of type A = E, (resp. an inner group of type A = E6), the 
set 0 of isotropic vertices of A is not contained in {cL~, Q, q, ~1~) (resp. 
{ ~1~) c(~} ), then the group is strongly inner. 
This is an immediate consequence of 1.5.6 and the statement preceding 
the examples of 1.4 since, by the data of 1.2, the image of jG is generated 
by the Brauer invariant attached to any one of the remaining vertices of A. 
5.3. Other Forms of E, and E, 
In this last section, we must depart from the convention made at the end 
of 1.3 and include in our considerations the outer forms of E,, represented 
in the notation of [27] by the diagram 
‘E, ,‘--;(il’ . 
4 5 
For such groups, the index 0 will be viewed as a subset of the set of four 
elements {CC,,, az4, c(~, u6}, where clii stands for {ai, E,}. We shall use the 
notation ci introduced in 1.1 and extend it to ‘E, by setting 
cl5 = c1 + c5 = 2 and ~24 = c2 + c4 = 4. In view of the last assertion of 5.2, we 
only have to determine the admissible indices (A, 0) with 
The main tool here will be the following simple observation (cf. [ 1, 6.4 (2); 
27, 2.5.1; 29, 1.8(d)]): 
There exists a bijection I of 0 onto a basis of the relative root system 
such that, for u E 0, c, is the coefficient of I(M) in the dominant relative root 
expressed as a linear combination of the basis elements. 
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In particular, 
if Card 0 < 3, then all c, are < 3; if, furthermore, Card 0 # 2, then all 
c, are <2. 
This immediately brings down the list of possible cases to the actual list 
of Table II plus four cases: 
A=E, and O= {~~,cl~} or h %I; 
A = E, and O= (a6}; A=2E, and @ = (%s, %>, 
all of which can be discarded easily by a straightforward application of 
[ 27, Proposition 51. 
There remains only to prove that the indices listed in Table II are indeed 
realizable over suitable fields. One can proceed as follows. The indices of 
real and p-adic groups are well known (for a simple algorithm giving them 
all, cf. [29, 1.10.2, 1.10.31). Then, one can go over to number fields via the 
Hasse principle, using Harder’s results amd, in particular, [8, Satz 4.3.1, 
4.3.33 (cf. also [29, 1.10.43). Finally, one observes that all indices listed in 
Table II are realized over number fields or belong to the list of indices of 
strongly inner groups (cf. 5.2), with the only exception of 
[27, Proposition 51 (or [29, 1.61) shows that groups with that index are 
classified by anisotropic quadratic forms q in 10 variables whose invariant 
c(q) is a division quaternion algebra. Such forms do exist by Proposition 6 
of 4.4.2(g) above. 
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