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Composite materials, with statistially distributed threshold for breakdown of individual elements,
are onsidered. During the failure proess of suh materials under external stress (load or voltage),
avalanhes onsisting of simultaneous rupture of several elements our, with a distribution D(∆)
of the magnitude ∆ of suh avalanhes. The distribution is typially a power law D(∆) ∝ ∆−ξ.
For the systems we study here, a rossover behavior is seen between two power laws, with a small
exponent ξ in the viinity of omplete breakdown and a larger exponent ξ for failures away from
the breakdown point. We demonstrate this analytially for bundles of many bers where the load
is uniformly distributed among the surviving bers. In this ase ξ = 3/2 near the breakdown point
and ξ = 5/2 away from it. The latter is known to be the generi behavior. This rossover is a signal
of imminent atastrophi failure of the material. Near the breakdown point, avalanhe statistis
show nontrivial nite size saling. We observe similar rossover behavior in a network of eletri
fuses, and nd ξ = 2 near the atastrophi failure and ξ = 3 away from it. For this fuse model
power dissipation avalanhes show a similar rossover near breakdown.
PACS numbers:
I. INTRODUCTION
Burst avalanhes play an important role in harater-
ising the frature-failure phenomena [1, 2, 3, 4℄. When
a weak element in a loaded material fails, the inreased
stress on the remaining elements may ause further fail-
ures, and thereby give a failure avalanhe in whih sev-
eral elements fail simultaneously. With further inrease
in the load new avalanhes our. The statistis of suh
avalanhes during the entire failure proess explore the
nature of orrelations developed within the system. From
the experimental point of view, failure avalanhes are the
only measurable quantity during the frature-failure pro-
ess of omposite materials [5, 6, 7℄. Under quasi-stati
loading the system, with some internal load redistribu-
tion mehanism, gradually approahes the global failure
point. Suh damage and frature of materials are of im-
mense interest due to their eonomi and human osts.
Therefore, a fundamental hallenge is to nd methods
for providing signals that warn of imminent global fail-
ure. This is of uttermost importane in, e.g., the diamond
mining industry where sudden failure of a mine is always
atastrophi. These mines are under ontinuous aous-
ti surveillane, but at present there is no meaningful
aousti signature of imminent disaster. The same type
of question is of ourse entral to earthquake predition
[2, 3, 4℄.
In this paper we will study rossover behavior of fail-
ure avalanhes in the ontext of two very dierent mod-
els where the system gradually approahes global failure
through several intermediate failure events. We nd that
if a histogram of the number of elements failing simulta-
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neously is reorded, it follows a power law with an expo-
nent that rosses over from one value to a very dierent
value when the system is lose to global failure. This
rossover is, then, the signature of imminent breakdown.
The rst system studied here is a bundle of many bers
[8, 9℄ with stohastially distributed ber strengths. This
model is suiently simple that an analyti treatment is
feasible [10, 11, 12, 13, 14, 15, 16, 17℄. The seond system
is a fuse model [1℄, a two-dimensional lattie in whih the
bonds are fuses, i.e., ohmi resistors with stohastially
distributed threshold values. This model must be ana-
lyzed numerially. Both models exhibit similar rossovers
as signal of imminent breakdown.
The paper is organized as follows. In Setion II we
present numerial evidene for the rossover in the ber
bundle model, baked up by analyti derivations. We pay
partiular attention to the burst properties just before
omplete breakdown. Casading failures in a fuse model
is the theme of Setion III.
II. THE FIBER BUNDLE MODEL
A. Numerial evidene
A bundle of many bers with stohastially distributed
ber strengths, and lamped at both ends, is a muh-
studied model [8, 9, 10, 11, 12, 13, 14, 15, 16, 17℄ for
failure avalanhes. In its lassial version, a ruptured
ber arries no load and the inreased stresses aused
by a failed element are shared equally by all the sur-
viving bers. The maximal loads xn that the bers
n = 1, 2, . . . , N are able to arry are piked indepen-
dently with a probability density p(x):
Prob(x ≤ xn < x+ dx) = p(x) dx. (1)
A main result for this model is that under mild restri-
tions on the ber strength distribution the expeted num-
2ber D(∆) of burst avalanhes in whih ∆ bers fail si-
multaneously is governed by a universal power law [10℄
D(∆) ∝ ∆−ξ (2)
for large ∆, with ξ = 5/2. However, we will show that
when the whole bundle is lose to breaking down the
exponent rosses over to a lower value. Suh a omplete
breakdown an be estimated as follows: The fore F (x)
that the bundle is able to withstand when all bers with
strengths less than x have ruptured, is proportional to
the number of surviving bers times the strength,
F (x) = Nx Q(x), (3)
where
Q(x) =
∫ ∞
x
p(x) dx (4)
is the expeted fration of bers with strengths exeeding
x. As an example, assume the threshold distribution p(x)
to be uniform in an interval (x0, xm),
p(x) =
{
(xm − x0)−1 for x0 ≤ x ≤ xm
0 otherwise.
(5)
In this ase we obtain
F (x) = N
x(xm − x)
xm − x0 , (6)
whih has a maximum at xc = xm/2. In general we
all F (x) the average fore and the value orresponding
to the maximum of F (x) the ritial threshold value xc.
If F (x) given by (3) were the atual fore, the bundle
would break down when x reahes the value xc. By the
existene of utuations, however, the maximum value
of the fore may atually our at a slightly dierent
(probably higher) value of x.
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FIG. 1. The distribution of bursts for the strength distribution
(5) with x0 = 0 and x0 = 0.9xc. The gure is based on 50000
samples with N = 106 bers.
We want to study burst avalanhes when the weakest
ber x0, is lose to the ritial value xc. In Fig. 1 we show
results for D(∆) for the uniform distribution with x0 =
0.9 xc. For omparison, simulation results with x0 = 0
are shown. In both ases D(∆) shows a power law deay,
apparently with an exponent ξ = 3/2 for x0 = 0.9 xc in
ontrast to the standard exponent ξ = 5/2 for the x0 = 0
ase.
In Fig. 2 we show that the same two exponents appear
for a muh more onentrated threshold distribution, the
Weibull distribution. We will in the following explain the
results as a rossover phenomenon.
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FIG. 2. The distribution of bursts for the Weibull distribution
Q(x) = exp(−(x − 1)10), where 1 ≤ x ≤ ∞. Again results for the
two ases x0 = 1 (squares) and x0 = 1.7 (irles) are displayed
(xc = 1.72858 for this distribution). The gure is based on 50000
samples with N = 106 bers and the arrow loates the rossover
point ∆c ≃ 14.6.
B. Analytial treatment of the rossover
For a bundle of many bers the number of bursts of
length ∆ is given by [10℄
D(∆)
N
=
∆∆−1e−∆
∆!
∫ xc
0
p(x)r(x)[1− r(x)]∆−1 exp [∆ r(x)] dx,
(7)
where
r(x) = 1− x p(x)
Q(x)
=
1
Q(x)
d
dx
[xQ(x)] . (8)
From the last expression we see that r(x) vanishes at
the point xc where the average fore expression (3) is
maximal. If we have a situation in whih the weakest
ber has its threshold x0 just a little below the ritial
value xc the ontribution to the integral in the expres-
sion (7) for the burst distribution will ome from a small
neighborhood of xc. Sine r(x) vanishes at xc it is small
here, and we may in this narrow interval approximate the
∆-dependent fators in (7) as follows
(1− r)∆ e∆ r = exp [∆(ln(1 − r) + r)]
= exp[−∆(r2/2 +O(r3))] ≈ exp
[
−∆r(x)2/2
]
(9)
3We also have
r(x) ≈ r′(xc)(x− xc). (10)
Inserting everything into Eq. (7), we obtain to dominat-
ing order
D(∆)
N
=
∆∆−1 e−∆
∆!
∫ xc
x0
p(xc) r
′
(xc)(x− xc)e
−∆ r′(xc)
2(x−xc)
2/2
dx
=
∆∆−2 e−∆p(xc)
|r′(xc)|∆!
[
e−∆ r
′(xc)
2(x−xc)
2/2
]xc
x0
=
∆∆−2 e−∆
∆!
p(xc)
|r′(xc)|
[
1− e−∆/∆c
]
, (11)
with
∆c =
2
r′(xc)2(xc − x0)2 . (12)
By use of the Stirling approximation ∆! ≃
∆∆e−∆
√
2pi∆  a reasonable approximation even for
small ∆, the burst distribution (11) may be written as
D(∆)
N
= C∆−5/2
(
1− e−∆/∆c
)
, (13)
with a nonzero onstant
C = (2pi)−1/2p(xc)/ |r′(xc)| . (14)
We see from (13) that there is a rossover at a burst
length around ∆c, so that
D(∆)
N
∝
{
∆−3/2 for ∆≪ ∆c
∆−5/2 for ∆≫ ∆c (15)
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FIG. 3. The distribution of bursts for the uniform threshold dis-
tribution (5) with x0 = 0.80x.The gure is based on 50000 sam-
ples with N = 106 bers. The straight lines represent two dierent
power laws, and the arrow loates the rossover point ∆c ≃ 12.5.
We have thus shown the existene of a rossover from
the generi asymptoti behavior D ∝ ∆−5/2 to the power
law D ∝ ∆−3/2 near ritiality, i.e., near global break-
down. The fat that there may be a dierent burst dis-
tribution exponent near breakdown has been noted by
Sornette (see Ref.1 and referenes therein), and observed
by Zapperi et al [19℄ for a fuse model. The rossover
is a universal phenomenon, independent of the threshold
distribution p(x). In addition we have loated where the
rossover takes plae.
For the uniform distribution ∆c = (1−x0/xc)−2/2, so
for x0 = 0.9 xc, we have ∆c = 50. The nal asymptoti
behavior is therefore not visible in Fig. 1. The rossover
is seen better for x0 = 0.8x, as in Fig. 3. Now a rossover
is learly observed near ∆ = ∆c = 12.5, as expeted.
The simulation results shown in the gures are based
on averaging over a large number of ber bundles with
moderate N . For appliations it is important that
rossover signals are seen also in a single sample. We
show in Fig. 4 that equally lear power laws are seen for
a single ber bundle when N is large.
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FIG. 4. Avalanhe distribution for the uniform threshold distri-
bution (5) for a single ber bundle with 107 ber: all avalanhes
(squares) and avalanhes near the ritial point (irles). Dotted
straight lines are the best ts to the power laws.
C. Sampling a nite interval
Above we have explained the rossover in burst distri-
butions in whih all bursts up to omplete breakdown are
ounted. For the purpose of nding signals of imminent
global failure one must, of ourse, determine burst distri-
butions short of omplete breakdown. Consequently we
are interested in sampling a nite interval (x0, xf ), with
xf < xc. When the interval is in the neighborhood of xc
we have, as in Eq.(11)
D(∆)
N
≃ ∆
∆−2e−∆p(xc)
|r′(xc)|∆!
[
e−r
′(xc)
2(x−xc)
2∆/2
]xf
x0
(16)
≃ C∆−5/2
(
e−∆(xc−xf )
2/a − e−∆(xc−x0)2/a
)
, (17)
with a = 2/r′(xc)
2
.
This shows a rossover:
D(∆)
N
=
{
C˜ ∆−3/2 for ∆≪ a/(xc − x0)2
C∆−5/2 for a/(xc − x0)2 ≪ ∆≪ a/(xc − xf )2,
(18)
4with a nal exponential behavior when∆≫ a/(xc−xf )2.
Here C˜ = Ca−1
[
(xc − xf )2 − (xc − x0)2
]
.
The 3/2 power law will be seen only when the begin-
ning of the interval, x0, is lose enough to the ritial
value xc to reate a sizeable range of bursts obeying this
power law. Observing the 3/2 power law is therefore a
signal of imminent system breakdown.
D. Burst avalanhes at ritiality
Preisely at ritiality (x0 = xc) we have ∆c =∞, and
onsequently the ξ = 5/2 power law is no longer present.
We will now argue, using a random walk representation,
that at ritiality the burst distribution follows a 3/2
power law. The load on the bundle when the kth ber
with strength xk is about to fail is proportional to
Fk = xk(N − k + 1). (19)
The expetation value of this is the average fore equation
(3). At ritiality the F is, on the average, stationary. It
is, however, the utuations of this load that now deter-
mines the size of the bursts. It has been shown [11℄ that
the probability ρ(f) df that the dierene Fk+1 −Fk lies
in the interval (f, f + df) is given by
ρ(f) =
{
1−r(xk)
xk
e−(1−r(xk))(1+f/xk) for f ≥ −xk
0 for f < −xk
,
(20)
where r(x) is given by Eq. 8. At ritiality r = 0, result-
ing in
ρc(f) =
{
x−1c e
−1 e−f/xc for f ≥ −xc
0 for f < −xc (21)
This an be onsidered as the step probability in a ran-
dom walk. The random walk is unsymmetrial, but un-
biased, 〈f〉 = 0, as it should be at ritiality.
A rst burst of size ∆ orresponds to a random walk
in whih the position after eah of the rst ∆ − 1 steps
is lower than the starting point, but after step no. ∆ the
position of the walker exeeds the starting point. The
probability of this equals
Prob(∆) =
∫
0
−x
ρ(f1)df1
∫ −f1
−x
ρ(f2)df2
∫ −f1−f2
−x
ρ(f3)df3 . . .
..
∫ −f1−f2...−f∆−2
−x
ρ(f∆−1)df∆−1
∫ ∞
−f1−f2...−f∆−1
ρ(f∆) df∆.
(22)
The last integral is easy. By means of (21) we have∫ ∞
−f1−f2...−f∆−1
ρ(f∆)df∆ = e
−1 e(f1+f2+...+f∆−1)/x.
(23)
Sine ρ(f)ef/x = e−1/x we end up with
Prob(∆) = e−∆
∫ 0
−1 df1
∫ −f1
−1 df2
∫ −f1−f2
−1 df3 . . .
..
∫ −f1−f2...−f∆−2
−1
df∆−1. (24)
For simpliity we have put xc = 1, sine the quantity xc
simply determines the sale of the steps, and here it is
only relative step lengths that matters.
In Appendix A we have evaluated the expression (22),
with the result
Prob(∆) =
e−∆∆∆−1
∆!
≃ 1√
2pi
∆−3/2, (25)
and also shown that these probabilities satisfy
∞∑
∆=1
Prob(∆) = 1. (26)
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FIG. 5. Distribution of rst bursts (squares) and total bursts
(irles) for the ritial strength distribution (5) with x0 = xc. The
simulation results are based on 106 samples with N = 80000 bers.
The `star' symbol stands for the analyti result (25).
The result (26) is stritly appliable only in the limit
N →∞; for nite N the sum has to be slightly less than
unity. For one thing ∆ annot exeedN , and breaking o
the sum at ∆ = N would derease the sum by an amount
of order N−1/2. In reality, the sum deviates from unity
by an amount of order N−1/3 (see the following setion).
The simulation results in Fig. 5 are in exellent agree-
ment with the distribution (25). At the ompletion of a
burst the fore, i.e., the exursion of the random walk,
is larger than all previous values. Therefore one may use
this point as a new starting point to nd, by the same
alulation, the distribution of the next burst, et. Con-
sequently the omplete burst distribution is essentially
∝ ∆−3/2 as expeted. In the next setion we study the
burst distribution at ritiality in more detail, in parti-
ular its dependene upon the bundle size N .
E. Finite-size eets at ritiality
When the ber bundle is sub-ritial the average num-
ber of bursts of a given length will be proportional to
5the bundle size N . When the bundle is ritial this is no
longer so. Eah burst will produe a non-negligible weak-
ening of the bundle, so that the bundle will be slightly
more superritial. Then the probability of a total break-
down will inrease, and the probability of a burst of nite
length dereases.
To study this quantitatively we therefore have to spe-
ify not only the size ∆ of a burst, but also if it is the
rst burst after starting, the seond, the third, et. Let
Pn(∆) be the number of bursts of size ∆ that our as
the nth burst. If we start preisely at ritiality, we have
already alulated
P1(∆) =
e−∆∆∆−1
∆!
, (27)
by Eq.(25). We will in partiular study how the proba-
bility dereases with n, so we form the ratios
Rn(∆) =
Pn(∆)
P1(∆)
. (28)
We start by investigating the ∆-dependene of these
ratios, and for simpliity we work with the ritial uni-
form threshold distribution throughout this subsetion.
In Fig. 6 we have plotted Rn(∆) versus ∆. The ratios
(28) depend upon n, but surprising enough we annot
detet any systemati dependene on ∆. We may there-
fore obtain the dependene upon n and N by stiking to
one xed ∆; for simpliity we take ∆ = 1.
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FIG. 6. Simulation results for the ∆-dependene of the ratios
(28). We have used the uniform strength distribution at ritiality.
The gure is based on 107 samples with N = 40000 bers. The
straight lines are the average values.
In Fig. 7 we have plotted Rn(1) for four dierent values
of N and for n = 2, 3, 4 and 5. The gure shows that
Rn(1) for eah value of n apparently depends linearly
on N−1/3 and that 1−Rn(1) apparently is proportional
to n − 1. Empirially the data an reasonably well be
represented by
Rn(1) = 1− 1.27 (n− 1)N−1/3. (29)
More generally we may assume that the linear funtion
is a limiting form of a more general funtion:
Rn(1) = F (x), with x = (n− 1)N−1/3, (30)
where F (0) = 1 and F (x) ≃ 1 − 1.27x for small x. For
large x we expet F (x) to approah zero.
If (30) is orret we should have a data ollapse onto
the single urve F (x). Fig. 8 shows that the data ollapse
works well. In order to test the funtion F (x) beyond its
initial linear behavior, we have added a few points with
larger values of x. In addition to the results of Fig. 7
(A) we have obtained results for n = 10, 20 and 30, with
N = 5000, N = 10000 and N = 80000 (Fig. 7 (B)).
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FIG. 7. Simulation results for the ratios Rn(1) as funtion of
N−1/3 (A) and as funtion of n (B). The dotted lines represent the
funtional forms (29) (in A) and (31) (in B). The results are based
on 107 samples, exept for N = 80000 (106 samples).
6F (x) is seen to derease towards zero for inreasing x,
and the empirial expression
F (x) ≃ 2
1 + e2.54x
(31)
seems to represent the data in Fig. 8 very well.
The relation (30) implies some interesting onse-
quenes. Let us rst onsider the total number of burst
of a given size:
D(∆) =
∑
n
Pn(∆) = P1(∆)
∑
n
Rn(∆) ≃ P1(∆)
∑
n
Rn(1)
= P1(∆)
∑
n
F [(n− 1)N
−1/3
] ≃ P1(∆)
∫
∞
1
F [(n− 1)N
−1/3
] dn
= P1(∆)N
1/3
∫
∞
0
F (x) dx. (32)
We have used that Rn(∆) is essentially independent of
∆ (Fig. 6), and that due to smallness of N−1/3 we may
replae summation by integration.
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8
F(
x)
x
FIG. 8. The data ollapse onto a single urve F (x) (dot-
ted line represents Eq. 28) where x = (n − 1) × N−1/3. We
have taken N = 5000, 10000, 20000, 40000, 80000 and n =
2, 3, 4, 5, 10, 20, 30. Averages are taken over 107 samples, ex-
ept for N = 80000 (106 samples).
The onlusion is that the total number of bursts
should sale as N1/3. The simulation results presented
in Table 1 are in exellent agreement with this N -
dependene.
Table 1
N 5000 10000 20000 40000 80000
N−1/3D(1)/P (1) 0.545 0.546 0.546 0.550 0.550
N−1/3D(2)/P (2) 0.546 0.549 0.550 0.547 0.552
N−1/3D(3)/P (3) 0.542 0.550 0.548 0.547 0.546
N−1/3D(4)/P (4) 0.538 0.548 0.544 0.548 0.546
N−1/3D(5)/P (5) 0.542 0.545 0.546 0.548 0.550
N1/3D(failure) 1.2154 1.2319 1.2346 1.2293 1.2307
Aording to (32) the numbers in the table should all
be the same (or nearly the same) and represent the in-
tegral of F . The integral of the empirial representation
(31) of F (x) equals 0.546, in lose agreement with the
results in the table.
We have also reorded the number D(failure) of im-
mediate failures of the ber bundle (i.e., with no nite
bursts at all). We have presented the numbers in Ta-
ble 1. The number of immediate failures dereases with
inreasing N as N−1/3. The reason for the derease is
that in a large bundle it is more probable to nd a ber
suiently strong to prevent immediate failure.
It remains a hallenge to derive these nite-size saling
results analytially.
III. BURST AVALANCHES IN THE FUSE
MODEL
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FIG. 9. Burst distribution in the fuse model: System size is
100 × 100 and averages are taken for 300 samples . On the aver-
age, atastrophi failure sets in after 2097 fuses have blown. The
irles denote the burst distribution measured throughout the en-
tire breakdown proess. The squares denote the burst distribution
based on bursts appearing after the rst 1000 fuses have blown.
The triangles denote the burst distribution after 2090 fuses have
blown. The two straight lines indiate power laws with exponents
ξ = 3 and ξ = 2, respetively.
Let us test the rossover phenomenon in a more om-
plex situation than for ber bundles. We have studied
burst distributions in the fuse model [1℄. It onsists of
a lattie in whih eah bond is a fuse, i.e., an ohmi re-
sistor as long as the eletri urrent it arries is below
a threshold value. If the threshold is passed, the fuse
burns out irreversibly. The threshold t of eah bond is
drawn from an unorrelated distribution p(t). The lattie
is plaed between eletrial bus bars and an inreasing
urrent is passed through it. Numerially, the Kirhho
equations are solved with a voltage dierene between
the bus bars set to unity. The ratio between urrent ij
and threshold tj for eah bond j is alulated and the
bond having the largest value, maxj(ij/tj) is identied
and subsequently irreversibly removed. The lattie is a
two-dimensional square one plaed at 45◦ with regards
to the bus bars. The threshold distribution is uniform
on the unit interval. All fuses have the same resistane.
7The burst distribution follows the power law (2) with
ξ = 3, whih is onsistent with the value reported in
reent studies [18, 19℄. We show the histogram in Fig.
9. With a system size of 100 × 100, 2097 fuses blow
on the average before atastrophi failure sets in. When
measuring the burst distribution only after the rst 2090
fuses have blown, a dierent power law is found, this time
with ξ = 2. After 1000 blown fuses, on the other hand,
ξ remains the same as for the histogram reording the
entire failure proess, see Fig. 9. Zapperi et al [19℄, who
study the fuse model on the diamond and the triangular
latties, nd signiant variation with the lattie type.
Their exponent values for the diamond lattie are 2.75
and 1.90, not very dierent from the values 3.0 and 2.0
in our Fig. 9.
In Fig. 10, we show the power dissipation E in the
network as a funtion of the number of blown fuses. The
dissipation is given as the produt of the voltage drop
aross the network V times the total urrent that ows
through it. In Fig. 11, we show the power dissipation as
a funtion of the total urrent. The breakdown proess
starts by following the lower urve, and follows the upper
urve returning to the origin. It is interesting to note the
linearity of the unstable branh of this urve. In Fig. 12,
we reord the avalanhe distribution for power dissipa-
tion, Dd(∆). Reording, as before, the avalanhe distri-
bution throughout the entire proess and reording only
lose to the point at whih the system atastrophially
fails, result in two power laws, with exponents ξ = 2.7
and ξ = 1.9, respetively. It is interesting to note that
in this ase there is not a dierene of unity between the
two exponents. The power dissipation in the fuse model
orresponds to the stored elasti energy in a network of
elasti elements. Hene, the power dissipation avalanhe
histogram would in the mehanial system orrespond to
the released energy. Suh a mehanial system would
serve as a simple model for earthquakes.
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FIG. 10. Power dissipation E as a funtion of the number of
broken bonds in the fuse model. The system size and number
of samples are the same as in Fig. 9.
The Gutenberg-Rihter law [2, 3, 4℄ relating the fre-
queny of earthquakes with their magnitude is essentially
a measure of the elasti energy released in the earth's
rust, as the magnitude of an earthquake is the loga-
rithm of the elasti energy released. Hene, the power
dissipation avalanhe histogram Dd(∆) in the fuse model
orresponds to the quantity that the Gutenberg-Rihter
law addresses in seismology. Furthermore, the power law
harater of Dd(∆) is onsistent with the form of the
Gutenberg-Rihter law. It is then intriguing that there
is a hange in exponent ξ also for this quantity when
failure is imminent.
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FIG. 11. Power dissipation E as a funtion of the total
urrent I owing in the fuse model. The system size and
number of samples are the same as in Fig. 9.
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FIG. 12. The power dissipation avalanhe histogram Dd(∆)
in the fuse model. The slopes of the two straight lines are
−2.7 and −1.9, respetively. The irles show the histogram
of avalanhes reorded through the entire proess, whereas
the squares show the histogram reorded only after 2090 fuses
have blown. The system size and number of samples are the
same as in Fig. 9.
8IV. CONCLUDING REMARKS
We have studied the avalanhe distribution D(∆) ∝
∆−ξ in the ber bundle model, and have shown ana-
lytially that lose to omplete breakdown it exhibits a
rossover behavior between two power laws with expo-
nents ξ = 5/2 and ξ = 3/2. This rossover behavior
is universal in the sense that, under mild assumptions,
it does not depend on the statistial distribution of the
thresholds. In the ritial situation an argument based on
a unbiased unsymmetrial random-walk senario explains
the exponent ξ = 3/2. Near ritiality the avalanhe dis-
tribution depends on the system size in a nontrivial way.
For this ase we present quantitative results that may be
summarized by a nite-size saling funtion [Eq. 31℄.
The rossover behavior is not limited to the ber bun-
dle model. We show numerially that the same rossover
phenomenon ours in the two-dimensional fuse model.
The exponents are dierent, though, ξ = 2 near break-
down and ξ = 3 away from it. For this fuse model
the power dissipation avalanhes show a rossover, with
power law exponents ξ = 2.7 and ξ = 1.9. Suh rossovers
signal that atastrophi failure is imminent, and has
therefore a strong potential as a useful detetion tool.
Some of the present results have already been published
as a letter [17℄.
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APPENDIX A: PROOF OF Eq.(25)
We evaluate here the multiple integral in Eq. (22)
Prob(∆) = e−∆
∫
0
−1
df1
∫
−f1
−1
df2
∫
−f1−f2
−1
df3 . . .
∫
−f1−f2...−f∆−2
−1
df∆−1.
(33)
We introdue the new variables
y1 = −f1
y2 = −f1 − f2
... = ...
y∆−1 = −f1 − f2 − . . .− f∆−1, (34)
satisfying
0 ≤ y1 ≤ 1
0 ≤ y2 ≤ 1 + y1
0 ≤ yi ≤ 1 + yi+1 i = 2, 3, . . . ,∆− 1. (35)
Then
Prob(∆) = e−∆
∫ 1
0
dy1
∫ 1+y1
0
dy2
∫ 1+y2
0
. . .
∫ 1+y∆−2
0
dy∆−1. (36)
Dening V0(y) = 1, and
Vd(y) =
∫ 1+y
0
Vd−1(z) dz, (37)
we have
Prob(∆) = e−∆ V∆−1(0). (38)
Equation (37) an be solved by iteration. By alulating
the rst polynomials Vn(y) one is led to assume
Vd−1(y) =
1
d!
d−1∑
i=1
dd−i−1
(
d− 1
i
)
(i + 1)yi. (39)
Suppose this is valid up to some value of d− 1. Then use
(37) to ompute Vd. The integration is trivial, leaving
Vd(y) =
1
d!
d−1∑
i=0
(
d− 1
i
)
dd−i−1 (1 + y)i+1
=
1
d!
d−1∑
i=0
i+1∑
m=0
(
d− 1
i
)(
i+ 1
m
)
dd−i−1 ym
=
1
d!
d∑
m=0
d−1∑
i=m−1
(
d− 1
i
)(
i+ 1
m
)
dd−i−1 ym
=
1
d!
d∑
m=0
S(m) ym, (40)
with
S(m) =
d−1∑
i=m−1
(
d− 1
i
)(
i+ 1
m
)
dd−i−1. (41)
Sine (
i+ 1
m
)
=
(
i
m− 1
)
+
(
i
m
)
, (42)
and (
a
b
)
= 0 for b < 0 or b > a, (43)
we may write
S(m) =
d−1∑
i=0
(
d− 1
i
)[(
i
m
)
+
(
i
m− 1
)]
dd−i−1.
(44)
To evaluate S(m) we dierentiate the binomial expres-
sion
d−1∑
i=0
(
d− 1
i
)
x1 = (1 + x)d−1 (45)
m times with respet to x:
d−1∑
i=0
(
d− 1
i
)
i(i−1) . . . (i−m+1) xi−m = (d−1)(d−2) . . . (d−m)(1+x)d−1−m,
(46)
or
d−1∑
i=0
(
d− 1
i
)(
i
m
)
m!xi−m =
(d− 1)!
(d−m− 1)! (1+x)
d−1−m.
(47)
9Putting now x = 1/d, and multiplying both sides of the
equation by dd−1−m/m!, we obtain
s(m) ≡
d−1∑
i=0
(
d− 1
i
) (
i
m
)
dd−i−1 =
(d− 1)!
(d−m− 1)!m!
(1+d)d−1−m .
(48)
By Eq.(44) then
S(m) = s(m)+s(m−1) =
(
d
m
)
(1+d)d−m(1+m)/(1+d).
(49)
Finally Eq.(40) gives
Vd(y) =
1
(1 + d)!
d∑
m=0
(
d
m
)
(d+1)d−m(1+m) ym. (50)
Sine this is in aordane with the assumption (39), and
sine (39) is orret for d = 2, the indution proof works.
Finally, using (38), the probability we seek is
Prob(∆) = e−∆ V∆−1(0) =
e−∆ ∆∆−1
∆!
, (51)
whih is Eq.(25) in the main text.
Let us also sum these probabilities over all burst
lengths,
S =
∞∑
∆=1
e−∆∆∆−1
∆!
=
∞∑
∆=1
e−∆
∆!
[
d∆−1
dS∆−1
eS∆
]
S=0
. (52)
We may now appeal diretly to the theorem of Lagrange
[20℄ to onlude that the sum satises the equation
S = e−1eS . (53)
Sine S e−S is always less or equal to e−1 for nonnegative
S, we must have
S = 1, (54)
whih is Eq.( 26) in the main text.
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