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Abstract 
Prisner, E., Convergence of iterated clique graphs, Discrete Mathematics 103 (1992) W-207. 
C(G) denotes the clique graph of G and C”(G):= C(C”-t(G)) is the nth iterated clique graph. 
A graph G clique-converges to a set M = {F, C(F), C’(F), . . , Cp-1(F)} of graphs if 
P(F) = F and Cm(G) = F for some integer m. The simplicial complex GT of a graph G has the 
vertex sets of all complete subgraphs of G as simplices. By pi we denote the ith modulo 2 Betti 
number of a complex. A vertex d of G is dominated by a neighbour I if every other neighbour 
of d is also adjacent to z. The completely pared graph P”(G) of a graph G is the graph which 
we finally obtained by deleting successively dominated vertices. The main results of this paper 
are the following: 
(1) If G clique-converges to {F, C(F), .}, then &(GT) = /II, and fiz(Gt) 2 &(Ff) = 
j?,(C(F)T) =. . . . 
(2) If Pm(G) is triangleless, then G clique-converges to {P”(G)} or to {P”(G), CPm(G)}. 
1. Introduction 
All graphs are finite. For a graph G = (V, E) the clique hypergraph g(G) has 
the same vertices as G and all cliques (that is, maximal complete subgraphs) of G 
as hyperedges. For a hypergraph ZY, ZYZ~ is the smallest simplicial complex which 
contains all hyperedges of H as simplices. CT is the simplicial complex with vertex 
set V and all complete subgraphs of G as simplices. The nerve of the family of all 
cliques of G is the complex %(G)*l of the dual clique hypergraph. Its underlying 
graph (l-skeleton) is the clique graph C(G) of G. Iterated clique graphs are 
abbreviated by P(G):= C(C”-l(G)). A graph G is called clique-Helly if its 
clique hypergraph is a Helly-hypergraph, that is, if for every family of pairwise 
intersection cliques the intersection of all cliques of that family is not empty. 
A clique-periodic graph F with period p is isomorphic to its pth iterated clique 
graph P(F) but to no Cq(F) for 19q <p. The set {F, C(F), C’(F), . . . , 
P-‘(F)} is then called a p-periodic circuit. A graph G clique-converges to a 
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p-periodic circuit M if there is some positive integer n for which C”(G) E M. The 
clique index ci(G) is the smallest such integer. Not every graph clique-converges 
(see [8,9]), but if it does, the periodic circuit to which it converges is unique. 
A vertex d is dominated by a neighbour z if every other neighbour of d is also 
adjacent to z, that is, if N(z) zI?(d). 
The pared graph P(G) of a graph G is defined as follows: First we identify 
vertices which have the same closed neighbourhood N(x) in G. The subgraph 
induced by all vertices that are not dominated by another vertex in the resulting 
graph is this pared graph. P’+l(G) is an induced subgraph of P’(G) for every i. 
The smallest nonnegative integer for which these graphs coincide is named the 
pare-index pi(G) of the graph G, and the completely pared graph is defined by 
p*(G):=pPi(G)(G) (=pPi(G)+l(G) = . . .). Th’ IS concept is essentially due to 
Escalante [4]. A graph G is named dismantleable if P”(G) is the one-vertex graph 
K1. 
Up to now most of the results on clique convergence and iterated clique graphs 
are on clique-Helly graphs: The key is Escalante’s observation, that the second 
iterated clique graph equals the pared graph for such graphs. Thus a clique-Helly 
graph G clique-converges to {P”(G), CY(G)} (see [4] or Theorem 3.1). 
Hedman [5] showed that every indifference graph clique-converges to {K,} and 
that its clique index equals the diameter for such graphs. In [l] the class of 
clique-Helly graphs clique-convergent o {K,} was characterized. 
Another approach is the following: Every class of graphs which is closed under 
the clique graph operator C yields a necessary condition for clique convergence. 
Those classes are for example that of all clique-Helly graphs [4] and the 
subclasses formed by the graphs without multicliqual edges [7], disk-Helly graphs, 
strongly chordal graphs, Ptolemaic graphs, block graphs (all [l]), and of 
indifference graphs [S]. 
Beyond clique-Helly graphs, little is known. Escalante [4] constructed examples 
of p-periodic circuits for every integer p. Neumann-Lara gave in [8,9] several 
sufficient conditions for clique divergence. Not every chordal graph is a 
clique-Helly graph, but in [l] we showed that the clique graph of every chordal 
graph is not only a clique-Helly graph but also clique-convergent o {K,}. 
In Section 2 of this paper the relation between the homology groups of Gt and 
C(G)? is investigated. As an immediate consequence of a theorem of Dowker [2] 
in 1952, Gr and C(G)t are homotopic for clique-Helly graphs G. This is not true 
in the general case. However, the first modulo 2 Betti numbers of Gr and C(G)T 
are the same, and the second modulo 2 Betti number never rises from GT to 
C(G)T. So we get an infinity of clique-closed classes of arbitrary graphs and a new 
necessary condition for clique convergence (Corollary 2.5). 
The idea of the pared graph P(G) is used in Section 3 to obtain a new sufficient 
condition for clique convergence: if P”(G) is triangleless, then G clique- 
converges to {P”(G), (Y”(G)} (Theorem 3.4). 
In Section 4, I consider the special case of clique convergence to the one-vertex 
graph K1. The results of the preceding sections can be applied. 
Convergence of iterated clique graphs 201 
Concerning terminology, I write Fc G if F is a subgraph of G and Fo G if the 
subgraph is induced. V(F) is the vertex set of the graph F. In the case of repeated 
graph operations, I tried to avoid brackets-these expressions must be read from 
right to left. S = (x0, . . . , xi) denotes the unordered i-dimensional simplex 
containing the vertices x0, . . . , xi. All sums in homology are meant modulo 2. 
B,(K), C,(K), and Hi(K) are the ith modulo 2 boundary group, cycle group, and 
homology group of the complex K respectively. 
2. Homology of GT and C(G)’ 
The key of this section is a result of Dowker. 
Theorem 2.1 [2]. HJ and H*l are homotopic for every hypergraph H. 
Proposition 2.2. GT and C(G)? are homotopic for every clique-Helly graph G. 
Proof. G is a clique-Helly graph iff Z(G) is a Helly hypergraph. Then its dual 
Z(G)* is conformal whence %(G)*J= C(G)?. But GT= %?(G)J, and we use 
Theorem 2.1. 0 
Theorem 2.3. For every graph G, /3,(Gt) = BI(C(G)T) and Pz(G’) 2 Bz(C(G)~). 
Proof. Look at the two complexes (e(G)*L and C(G)t. Both have the same 
l-skeleton C(G). But C(G)T can also be considered as hypergraph, and this is 
conformal, whereas Z(G)* forms a Helly hypergraph. 
(1) For every 2-simplex S in C(G)?, there is a 2-chain A in %(G)*l such that 
65 = dA and S - A is a 2-boundary of C(G)?. 
Proof of (1): If S = (xi, x2, xj) lies also in %(G)*l, then choose A:=S. 
Otherwise there are hyperedges S,, S,, S, in Z(G)* which contain (xi, x2), 
(x2, x3), and (xi, x3) respectively. Since Z(G)* is a Helly hypergraph, these 
three simplices must contain some common vertex x. Then A : = (x, x1, x2) + 
(x, x2, x3) + (x, x1, x3) is a 2-chain in %‘(G)*J fulfilling dA = dS. Since C(G)? is 
conformal, it contains the simplex (x, x1, x2, x3), and 3(x, xi, x2, x3) = A - S. 
(2) H,(q(G)*‘) = HI(C(G)~). 
Proof of (2): Cr(%‘(G)*I) = C1(C(G)t) and B,(%(G)**) s B,(C(G)T). Let now 
D = aC Si be an l-boundary of C(G)r; the Si are 2-simplices of C(G)t. According 
to (1) there exist 2-chains Ai of ‘%( G)*l satisfying D = LJz Ai. Thus D is also an 
l-boundary of %(G)*l, whence B,(%‘(G)*J) = B,(C(G)t). 
(3) Hz(WG)*~) 2 Hz(C(G)~). 
Proof of (3): Every 2-cycle of %(G)*l is also a 2-cycle of C(G)T. I show that 
every 2-cycle D = C Si in C(G)t is in C(G)r homological to some 2-cycle A of 
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q(G) *l. By (l), there are 2-chains Aj of %‘(G)*l such that 0 = 3D = C &!$ = 
aC Ai. Then A := C Ai is a 2-cycle of %(G)*l. Moreover, D -A = C (Si - Ai) is a 
2-boundary of C(G)T (see (1)). Then A and D are homological in C(G)T. 
(4) By the above mentioned observation of Dowker in [2], Gt = %‘(G)1 and 
%(G)*S are homologically equivalent. This completes the proof. 0 
A trivial fact about the numbers of connected components of G and C(G) is 
that they have the same type: /3,(G) = &,(GT) = /3,(C(G)T) = P,(C(G)). 
The following example shows that, in general, CT and C(G)? need not be 
homotopic. pi may rise or fall from Gt to C(G)T for i Z= 2. Neumann-Lara showed 
that C(nZQ = 2”_1K2 (whence these graphs clique-diverge) [8,9]. 
Example 2.4. Pi(xT) = 1 f or i E (0, n - l}, Pi(nK,‘) = 0 otherwise; for n 3 2. 
Proof. The proof of the statement is by induction on n. The complex &$ is the 
join of (n - l)Kz7 and the complex A consisting just of two isolated vertices. But 
/&(A v K) = /Ii_,(K) for any complex K and any i 3 2 (see for example [6, p. 85, 
Theorem 2.10.91). 
Corollary 2.5. Zf G clique-converges to {F, C(F), . . . , Cp-l(F)} then 
,&(G?) = B1(FT) =&(C(F)T) = - . . = P1(CP-l(F)T) and ,&(Gf) 2 b2(Ff) =. . . = 
B4CP-1(F)f). 
3. The pared graph 
Let us now use the concept of the pared graph, which was implicitly defined by 
Escalante, who showed in [4, Satz 21 the following interesting fact. 
Theorem 3.1 [4]. C*(G) = P(G) f or every clique-Helly graph G. Thus every 
clique-Helly graph G clique-converges to {P”(G)} or to {P”(G), C(P”(G))}. 
There is a stronger topological connection between CT and P(G)T than 
between Gf and C(G)‘. 
Proposition 3.2. For every graph G the complex CT is collapsible to P(G)r, 
especially the two complexes are homotopic. 
Proof. It suffices to show how CT collapses to (G - a)r if the vertex a is 
dominated by z in G, that is, if N(a) c N(z). Every principal simplex containing a 
also contains z in Cr. This assures that removing such a simplex S together with 
the face S - {z} is an elementary collapse. The resulting complex has again the 
property that any principal simplex contains z if it contains a. We can continue 
collapsing until we obtain the complex (G - u)~. Cl 
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Lemma 3.3. For every graph G and for every n 3 0, 
(i) P”+%(G) Q P”CP(G) 0 PC(G), 
(ii) PC(G) o CP”(G), 
(iii) PmC( G) o CP”( G). 
Proof. (1) CP(G),oC(G). F or every clique d of P(G) there is some clique f(d) 
of G such that d = f(d) n V(P(G)), since P(G) is an induced subgraph of G. 
Obviously f(d) #f (d’) f or cliques d #d’ of P(G). If two cliques d and d’ of 
P(G) have non-empty intersection, then f(d) n f (d’) contains this intersection. 
But assume conversely that f(d) fl f (d’) # 0 for two cliques d # d’ of P(G). Take 
some element y of this intersection. If y is not a vertex of Z’(G), then it is 
dominated in G by some vertex z of Z’(G). Every clique containing y also 
contains z. Anyway f (d) n f (d’) fl V(P(G)) # 0, so d rl d’ # 0. I have shown that 
by f, CP(G) is isomorphic to an induced subgraph fCP(G) of C(G). 
(2) PC(G) o CP(G). Let f and fCP(G) ,O C(G) be defined as above in (1). I 
show that every vertex c of C(G) - fCP(G) is dominated by another vertex of 
fCP(G) in C(G). c fl V(P(G)) . IS complete and non-empty, so it is the subset of 
some clique d of Z’(G). Let c’ be a neighbour of c in C(G). c n c’ n V(P(G)) can 
not be empty, since every vertex v of P(G) is contained in all cliques which 
contain a vertex dominated by v. Now 
Thus f (d) dominates c in C(G). 
(3) If P(F) a K f or some induced subgraph K of a graph F, then P(K) o P(F). 
Any vertex of F - P(F), and especially any vertex of K - P(F) is dominated by 
some vertex of P(F). 
(4) I prove (i) by induction on it. The case it = 0 is just (1) and (2) above. Let 
the statement be true for all integers smaller than n > 0. Using (3) and the 
induction hypothesis we first get P”@(G) g P”C(G) ,O P”-‘CP(G). Then we 
apply (3) to this equation to obtain P”+‘C(G) ,o P”CP(G). 
(5) (ii) follows from (i) since the relation ‘ ,O ’ is transitive. (ii) implies (iii) if we 
choose n := max{pi(G), pi(C(G))} 0 
Theorem 3.4. Zf P”(G) i.s triangle-free, then G clique-converges to {P”(G)} or to 
{P”(G), C(Pm(G))}, and ci(G) 6 2 pi(G). 
Proof. (1) P”(G) is a clique-Helly graph without dominated vertices. By 
Theorem 3.1, P”(G) is clique-periodic with period 1 or 2. 
(2) We may assume pi(G) > 1. Then Ppi(G)-l(G) is a clique-Helly graph. 
Let Cl,..., C, be pairwise intersecting cliques of Ppi(G)-l(G). If Ci and Cj 
intersect in a vertex x of P pi(G)-1(G) - PpicG)(G), then Ci and Cj also contain all 
vertices of PpicG)(G) which dominate x in Ppi(G)-l(G). Thus, the simplices 
C1 fl V(PpicG’(G)), . . . , C, fl V(P pi(G) G)) ( are also pairwise intersecting. Since 
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P”(G) is triangleless, these simplices are K,‘s or K,‘s and they must have a 
common vertex. 
(3) C2Ppi(G)-1(G) equals the pared graph of Ppi(G)-l(G) by (2) and Theorem 
3.1, and this latter graph is of course P”(G). 
(4) Ppi(G)-1C2(G) GE’“(G). By Lemma 3.3 (ii) U:=Ppi(G)-‘C(G) is an in- 
duced subgraph of F : = CPpi(G)-l(G). A s in the proof of Lemma 3.3, for every 
clique c of U there is some clique f(c) of F for which f(c) fl V(U) = c. Again, the 
mapping f is injective, and again, c fl c’ # 0 implies f(c) nf(c’) #0. Thus f 
induces an isomorphism between C(U) = CP pi(G)-lC G) ( and some (not neces- 
sarily induced) subgraph of C(F) = C2Ppi(G)-1(G) = P”(G). But Ppi(G)-1C2(G) 
forms by Lemma 3.3(ii) an (even induced) subgraph of CPpi(G)-lC(G) and we 
apply the transitivity of ‘ c ‘. 
(5) p Pi(G)-1C2(G) = P”(G). The complexes of both graphs are just the graphs, 
since they are triangle-free. But both graphs have the same number of connected 
components and the same cyclomatic number by Proposition 3.2 and Theorem 
2.3 (and since both graphs are free from triangles). Deleting an edge of P”(G) 
which is no bridge decreases PI. So P pi(G)-1C2(G) must contain all these edges. 
The deletion of bridges which connect two at least 1-cyclomatic blocks is not 
possible neither. At least one of these blocks-which are now connected 
components-would have to be deleted at the same time in order to hold PO 
constant. But then, /I1 would decrease. On the other hand, P”(G) has no other 
bridges-it has no vertices of degree 1. 
(6) Now P”(C2(G)) = P”(G) is triangle-free, and by using the above argu- 
ments (2), (3), (4), and (5) for C2(G) instead of G we get Ppi’G’-2(C4(G)) = 
P”(G). Continuing in this way we get C2pi’G’(G) = P”(G). 0 
Note that (2) of the preceding proof is not true for arbitrary clique-Helly 
graphs P”(G). 
4. Convergence to {K,} 
Now let us apply these results to the simplest case: clique convergence to {K,}. 
Corollary 2.5 implies the following. 
Corollary 4.1. If a graph G clique-converges to {K,}, then /3,(GT) = 0 
Such graphs (for which /3,(Gr) = 0) are called null-homotopic in [3]. Here, the 
converse fails to be true: B1(Kr) = 0, but 3K2 clique-diverges. From Theorem 
3.4 we have the following. 
Corollary 4.2. Every dismantleable graph G clique-converges to {K,} and 
ci( G) c 2pi( G) 
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Fig. 1 
Again, the converse is not true. Look for example on the planar graph G of 
Fig. 1: G and C(G) have both no dominated vertices, moreover, none of the 
graphs C*(G), C3(G), and C4(G) is dismantleable. But C’(G) (a graph with 116 
vertices) has two vertices adjacent to all others, whence PC’(G) = K1 and 
C’(G) = Ki. 
Thus the true frontier of clique convergence against {K,} is between 
dismantleable graphs and null-homotopic graphs. I do not know whether there 
are graphs G which clique-converge to K1 where Gr is not homological trivial. 
In [l] those clique-Helly graphs were characterized which clique-converge to 
{K1]. 
Theorem 4.3 [l]. For a clique Helly graph G, the following statements are 
equivalent: 
(1) G clique-converges to {K,} 
(2) G is dismantleable 
(3) G is a disk-Helly graph, i.e., the set of all disks D,(v) = {x E V 1 d(x, v) c i} 
(where v E V, i E IW) has the Helly property. 
Moreover, we showed there, that every chordal graph clique-converges to 
{K,}, and that the clique graph of every dismantleable graph is again dismantle- 
able. From Proposition 2.2 we have the following. 
Corollary 4.4. If a clique-Helly graph G clique-converges to {K,}, then CT is 
contractible. 
I conjecture that the null-homotopy of a connected clique-Helly graph G even 
implies contractability of GT. From this it would follow that a connected 
clique-Helly graph clique-converges to {K,} if and only if it is null-homotopic. 
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Now let me introduce one more definition. A graph R is a rerrud of a graph G 
if there are simplicial mappings r : G*+ R1 and f : RI+ GL such that rf = id,. 
P(G) and P”(G) are retracts of G for each graph G, for example. Neumann-Lara 
showed in [8] that whenever R is a retract of G, then C(R) is a retract of C(G). 
Since the only retract of K, is Ki itself, this implies the following. 
Proposition 4.5. Let R be a retract of the graph G and let G clique-converge to 
{K,}. Then R clique-converges to {K,} too, and ci(R) s ci(G). 
Let us finally have a look at the clique index of graphs which clique-converge to 
{K,}. The diameter diam(G) is a lower bound for ci(G) for these graphs [5]. In 
[l] we showed that ci(G) = 2pi(G) = diam(G) for disk-Helly graphs. For dis- 
mantleable graphs ci(G) < 2pi(G) holds. Inequality is possible. Look for example - 
at the graphs K2 + P,, where P,, denotes the path on n vertices. These graphs are - - 
dismantleable, and pi(K2 + P,) = [n/2]. But ci(K2 + P,) = 4, ci(K* + P,) = 5, - - 
ci(K, + P,) = 5. I have the vague feeling that the difference 2pi(Kz + P,) - - - 
ci(K* + P,) as well as ci(K, + P,) itself go to infinity for n -+ ~0. 
In order to disprove clique convergence to {K,} for certain graphs it would be 
nice to have another upper bound b(G) for ci(G) for all {K,}-clique-convergent 
graphs. Then it would suffice to examine the graphs C(G), C2(G), . . . , 
Cb(G)(G). Because of the mentioned coincidence of diam(G) and ci(G) for 
disk-Helly graphs, the second part of the above ‘feeling’ would imply that no - 
multiple of the diameter could fill this role, since diam(K, + P,) = 2 for any 
n EN. 
It would be interesting to investigate clique convergence for the class of planar 
graphs. Of course 0 = &(Gt) = p,(GT) = . - . for each planar G. I would expect 
that exactly the planar graphs with /3,(GT) = /3,(Gt) = 0 clique-converge to {K,}. 
For homologically trivial planar graphs G, Gt is even collapsible, thus it would 
suffice to show that the collapsibility of Gt were sufficient and &(GT) = 0 were 
necessary for clique convergence to {K,}. But for this, finer methods would be 
necessary. What complicates things is also that the class of planar graphs is not 
closed under the operator C. 
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