Abstract. We study a thermodynamically consistent Becker-Döring model introduced by Dreyer and Duderstadt [J. Stat. Phys., 123, No. 1 (2006)]. In this model the fluxes have a possible singularity. We consider a more general model which accounts for the presence of an inert substance in a given system. We prove existence and uniqueness of solutions by using standard methods both for the original singular case and the extension to inert substances. Our results show that due to the structure of the model, solutions avoid the singularity if appropriate initial conditions are considered. We also study existence of equilibrium solutions. In some cases there is an upper bound on the mass contained in an equilibrium solution.
Let A i denote the availability of a system containing a single cluster of i molecules surrounded by free molecules. With the convention A 1 = 0, Dreyer and Duderstadt [4] expressed the total availability A for a many cluster system by (1.5) A(z(t)) =
The first term on the right-hand side is a sum of the availabilities of single cluster systems. The second term takes care of the entropy of mixing. We give three examples of systems where the expressions defining A i are known.
Example 1.1. This corresponds to a simple liquid-vapor system in which a spherical liquid droplet containing i molecules is surrounded by its vapor. At at a temperature T and outer pressure p 0 the availability A i is given by, see Müller and Müller [9, pp. 304] (1.6) A 1 = 0,
+ γi 2/3 , i ≥ 2, β,γ >0, wherep(T ) is the vapor-liquid equilibrium pressure at the temperature T .
Example 1.2. This concerns a liquid solid crystallization system in which a spherical crystal germ containing i molecules is surrounded by a liquid. Let ΔT denote the supercooling of the liquid. Then the availability is given by, see Kelton [7, Equations (3. 3) and (9.4)] (1.7)
A 1 = 0, A i = −ηiΔT + γi 2/3 , i ≥ 2, η,γ >0.
Example 1.3.
Here the system consists of a single liquid droplet of size i contained in a crystalline solid. Both are a binary mixture of gallium and arsenic. The solid is surrounded by an inert gas with prescribed pressure. For large i, the availability grows linearly with i, see Herrmann et al. [6] . This leads to the ansatz (1.8)
A i = β i, for i 1, β >0.
By using the conditionȦ i (t) ≤ 0, which is the second law of thermodynamics, Dreyer and Duderstadt [4] derived a time dependent relationship between the condensation and evaporation rates as (1.9) E i+1 (t) = C i N D (z(t))q i z 1 (t)q i+1 , i≥ 1, where β > 0 and q i := exp(−A i /β) do not depend on time for all i ≥ 1. This relationship between the rates shows that if the condensation rates C i are specified, then the evaporation rates can be determined accordingly. Dreyer and Duderstadt [4] derived condensation rates of the form
kT 2πm involving the radius r i of an i−molecule cluster, the volume V v (t) of vapor, the Boltzmann constant k, the temperature T and the molecular mass m. They then used the ideal gas law in the form z 1 (t) V v (t) = p 0 kT using the constant outer pressure p 0 . This leads to the size dependent constant condensation rate
Now substituting (1.9) and (1.10) into (1.1) gives
These fluxes together with (1.2) constitute the thermodynamically consistent BeckerDöring model of Dreyer and Duderstadt [4] . We observe that the fluxes may be singular in z 1 (t).
Herrmann et al. [6] discussed some of the mathematical properties of the thermodynamically consistent model. Instead of the condensation rates in (1.10) the authors considered those of the form C i = γ i z 1 (t) (1.12) by arguing that thermodynamics dictates the relationship (1.9) but does not restrict the choice of the condensation rates. This form was also used with different notation by Ball et al. [1] and there the equivalent of γ i as well as evaporation rates were referred to as kinetic coefficients. Using such rates leads to non-singular fluxes but transforms the problem to a different time scale τ , which we define here as, τ (t) := t 0 z 1 (s) ds. Herrmann et al. [6] studied existence and uniqueness of solutions to the transformed problem as well as their asymptotic behavior under some conditions on the kinetic coefficients γ i and functions q i . In the end however, they did not construct solutions to the original, possibly singular, problem because they did not prove that they may reverse the above transformation. Following the time scale defined above one can construct solutions to the original problem for all times t > 0 only if the following three conditions are satisfied (1.13) z 1 (t) > 0 for t < ∞, τ(0) = 0, and τ (t) → ∞ for t → ∞.
The solutions constructed by Hermann et al. [6] satisfy the first two conditions. The third one requires existence of a uniform lower bound on z 1 (t) other than zero or knowledge of the decay of z 1 (t) as t → ∞. In particular z 1 (t) must not go to zero faster than 1/t. Herrmann et al. [6] showed that under some conditions the solution z(t) tends to zero as t → ∞. Unfortunately, they did not discuss the behavior of the decay of z 1 (t). For this reason we study existence and uniqueness of solutions to (1.2) for fluxes defined in (1.11). We avoid the above transformation and prove existence directly for the original problem. Before we embark on this task, we first generalize the thermodynamically consistent model to consider nucleation in presence of inert substances. This was motivated by the fact that many applications such as fog formation as well as nucleation experiments include inert substances. For instance experiments by Brus et al. [3] as well as Wölk and Strey [14] on homogeneous nucleation of water vapor and Argon nucleation studied by Sinha et al. [12] . The physical importance of the inert gas is that only due to its presence a stable coexistence of both phases is possible. Without the inert gas the system will tend to a one phase equilibrium. This is seen by studying the thermodynamic availability, see for example Müller and Müller [9, Chapter 11] . Let z 0 ≥ 0 denote the number of inert molecules in the given system. Then the general thermodynamically consistent Becker-Döring model for z(t) is given bẏ z 0 (t) = 0
with initial conditions
In [13] we considered nucleation of liquid droplets in a vapor-inert gas mixture. We used the kinetic theory of gases to derive the condensation rates for this case. If the temperature and total pressure of the system are constant, the rates are given by
where the constants a i are those used in (1.10). We also showed in [13] that the presence of an inert substance changes the entropy of mixing. Therefore for z 0 > 0 the summation in the second term on the right-hand side of (1.5) starts from zero. By using the second law of thermodynamics, as was done by Dreyer and Duderstadt [4] , we were able to show in [13] that relationship (1.9) still holds even in the presence of an inert substance in the given system. In this case however, the total number N D (z(t)) of clusters and free molecules at time t is defined as
Therefore with this definition and the condensation rates in (1.16) the fluxes in (1.1) become
The important point to note here is that the reciprocal (z 0 + z 1 ) −1 appears in the flux (1.18). Therefore we have a finite or infinite system of ordinary differential equations with a possible singularity in the right-hand side. It must be shown that under appropriate initial conditions this singularity is avoided by the solutions. It is clear that there is no singularity in the fluxes if z 0 > 0.
Suppose that m 0 and m 1 are the molecular masses of the two substances in the given system. Then the total mass ρ(t) is given by
For mathematical convenience we set m 0 = m 1 = 1 so that the total mass becomes
We show by Assumption 3.1 that the quotient N D (t)/(z 0 + z 1 (t)) is bounded uniformly for all t ∈ [0, ∞[. This bound shows that if appropriate initial conditions are chosen, the solutions will avoid the singularity at all times, t ∈ [0, ∞[. Existence of solutions is given in Theorem 3.9 which is proved using the standard methods discussed by Ball et al. [1] . To prove uniqueness of solutions, we distinguish between the case for z 0 > 0 and that for z 0 = 0. In general, for C i from (1.16), uniqueness of solutions for z 0 = 0 is only possible if the coefficients a i are size independent. This is stated in Theorem 4.4 (ii). However, by making a stronger restriction on the initial data, we are able to prove uniqueness locally for the whole class of a i given by (3.1), see Remark 4.5. We point out that only for z 0 = 0 and C i given by (1.12) did Hermann et al. [6] prove existence and uniqueness for the whole class of a i discussed in this paper.
For z 0 > 0 equilibrium solutions exist under more general conditions than those for which z 0 = 0. In some cases there exists an upper bound on the mass contained in an equilibrium solution, see (5.8) . This is similar to the behavior of solutions for the standard mass conserving Becker-Döring model which was discussed by Ball et al. [1] . It is an interesting question to investigate the asymptotic behavior of solutions under the different conditions given in Theorem 5.2. We believe that the long time results for z 0 = 0, discussed by Herrmann et al. [6] can easily be adopted to answer this question. Therefore we do not discuss the long time dynamics in this paper. Our work is organized in the following way.
In Section 2 we introduce the appropriate functional spaces. We state some of the results which are essential for the following sections. Section 3 contains existence of solutions. We discuss uniqueness of solutions for the two cases z 0 > 0 and z 0 = 0 in Section 4. Finally, in Section 5 we discuss existence of equilibria for the model.
Function spaces.
In this section we introduce the appropriate function spaces and state some results which are essential for the next sections. We are interested in solutions for which the total mass remains finite for all time. Let N 0 denote the set of natural numbers including zero, that is, N 0 := N {0}. Like in Ball et al. [1] we introduce the Banach sequence space (2.1)
We write z ≥ 0 if z i ≥ 0 for all i ∈ N 0 . We choose ρ ≥ 0 and set (2.2) X + = {z ∈ X : z ≥ 0} and X + ρ = {z ∈ X + : z = ρ}. 
The duality pairing of X and Y is defined as
The proof of this theorem can be done similarly to the results by Naldzhieva [10] by making the transformation z i → z i+1 and noting that (2.5)
Lemma 2.2 (Ball, Carr and Penrose). A sequence z (n) of elements of X converges weak * to z ∈ X, we write z (n) * z, if and only if
The proof can be constructed by using the transformation z i → z i+1 and the norms in (2.5). We can easily adapt the results in Naldzhieva [10] to construct the proof. 
Definition 2.3 (Ball, Carr and Penrose
). Let E ⊂ X. A function θ : E → R is sequentially weak * continuous if for z (n) ∈ E and z ∈ E with z (n) * z, θ(z (n) ) * θ(z).
Existence of solutions.
Here we prove existence of solutions to the model for the general case z 0 ≥ 0. We consider the problem where the condensation rates C i are given by (1.16 ). This form of the rates is the one introduced by Dreyer and Duderstadt [4] for z 0 = 0. Let us make the following assumptions. 
With b i+1 := Δ i a i the first inequality in Assumption 3.1 (ii) is equivalent to the condition b i+1 /a i+1 ≤ b i /a i used by Penrose [11, pp. 518] . The constant R can be identified with the fugacity of saturated vapor. Therefore the requirement κ > 0 in (3.2) is a reasonable one. We will use it later to show that (3.22) holds.
For z 0 = 0 Assumption 3.1 (iii) is physically reasonable for nucleation of condensed phases since free molecules must exist in the old phase before nucleation can take place. As a consequence, this assumption implies that the initial total mass ρ(0) = ∞ i=1 iz i (0) in the system is strictly positive.
Remark 3.2. We point out that one could use the assumption a i = O(i) which was used by Ball et al. [1] as well as Herrmann et al. [6] . Although this gives a bigger class of kinetic coefficients, we are not aware of any applications with rates other than those of the form in (3.1). In fact, with this assumption we are able to prove existence of solutions in a stronger sense by establishing the continuity of the series in (3.42).
It is convenient to divide the space X + into two disjoint subspaces A and B which are chosen such that (3.3)
with κ defined in (3.2). We have introduced the two sets above in order to make our arguments concerning existence of solutions mathematically clear. We have no physical reason to justify this distinction. The most important point is that the initial data must satisfy Assumption 3.1 (iii). Further, we will see that solutions starting in A will move to B whereas those originating in B will remain there. We analyze existence and uniqueness properties of solutions whose initial data are taken from either of the subspaces above. The solution is constructed in three steps. First, in Section 3.1 we prove existence of solutions to the finite dimensional system of size n ∈ N obtained by using the truncation J n (z (n) ) = 0 and z i = 0 for all i ≥ n + 1. The results are summarized in Lemmas 3.4 and 3.6. Next, in Section 3.2 we construct an admissible limiting sequence via Lemma 3.8. Finally, we show in Section 3.3 that the constructed admissible sequence is consistent with the infinite system. This is a standard procedure used by Ball et al. [1] . The existence result is given in Theorem 3.9. The most important novel point of the existence result is our ability to prove the bound (3.39), which shows that the solutions avoid the singularity in the fluxes for all values of z 0 ≥ 0.
Finite system.
Here we prove existence of a unique solution z (n) to the finite dimensional system of size n ∈ N obtained by using J n (z (n) ) = 0 and z i = 0 for all i ≥ n + 1 in (1.14). It is given aṡ
The system is solved for initial data obtained as truncations of the data z(0) ∈ X + satisfying Assumption 3.1 (iii). We consider the initial conditions
i (t) and note that ρ (n) (0) > 0. In system (3.4), the total number of clusters and free molecules is given by N (n)
, while the fluxes are obtained from (1.18) as
Now suppose that the initial data z(0) belong to the subspace B defined in (3.3). Then (1.15) and (3.5) mean that
Lemma 3.4. The system (3.4) -(3.6) with initial data in B has a unique solution for t ≥ 0. At every t the solution satisfies the conditions z 0 + z 1 (t) > 0, z i (t) ≥ 0 for all 2 ≤ i ≤ n and f (n) (t) ≥ 0. Furthermore, the mass in the system is conserved, that is,
For ε > 0 consider the following system obtained by adding ε to each of the right-hand side terms of (3.4) for 2 ≤ i ≤ n and denote the resulting solution by z (ε) . Then
In order to satisfy (3.7) the initial number of free molecules is transformed into
We modify the free molecule equation in (3.4) in the following way
We will show later that this choice of modification is chosen so that the solution stays in the set B. We have the mass
Note that for this system the mass increases linearly in time. To see this we differentiate ρ (ε) with respect to t and use (3.9) together with (3.12) to obtain
i (t), the analogous equation to (3.8) becomes
We note from the definition of the fluxes that the right-hand sides of each of (3.9) and (3.12) are continuous functions of z (ε) for z 0 + z 1 (t) > 0 on [0, t] for any t ∈]0, τ ε ] so that the right-hand sides of (3.9) and (3.12) are locally Lipschitz continuous with respect to z (ε) on the interval [0, t]. The Lipschitz constant can be constructed from the Jacobian matrix of the right-hand side functions as the maximum value of its rows. Thus local existence of a solution is guaranteed by using the Picard-Lindelöf theorem.
To prove positivity of this solution we note that the initial conditions (3.10) and (3.11) are strictly positive for 1 ≤ i ≤ n. Moreover by assumption, the inequality 
Thusż n m (s) > 0 for all 1 ≤ m ≤ n. This is a contradiction to the inequality in (3.15) and therefore proves that z 1 (s) cannot become zero. Next we show that the solution can be extended to the whole interval [0, τ ε ] by proving that it is bounded up to τ ε < ∞. For this we integrate (3.13) to obtain
Thereby the solution is bounded for all t ∈]0, τ ε ].
Finally to prove global existence we show that for the above τ ε we have τ ε = ∞. Suppose that τ ε < ∞. Then due to the condition f (ε) (0) > 0 and continuity of f (ε) (t) we must have
Now we substitute for the fluxes according to (3.6) into (3.14) and use z (ε)
We note that
Using this relation and
Next we use the condition a i > a 1 on the condensation rates and rearrange the results to obtainḟ
Since κ ≤ 1, the above inequality implies thatḟ (ε) (τ ε ) > 0. This contradicts (3.18) for τ ε < ∞. Therefore τ ε = ∞ and the solution exists for all t ∈ [0, ∞[ due to the bound in (3.17). To conclude the proof of Lemma 3.4 we take the limit ε → 0 to obtain z (n) (t) = lim ε→0 z (ε) (t) ≥ 0. We note that the above convergence is uniform, see Hartmann [5, pp. 5 and 25]. In particular, the condition f (n) (t) ≥ 0 is satisfied. Mass conservation is obtained by taking ε = 0 in (3.13). This leads to the following uniform upper bound on the solution
for each i ≥ 1.
Remark 3.5. We point out that we can use the condition f (n) (t) ≥ 0 to obtain an upper bound on the quotient N (n)
Note that if z 0 > 0 the denominator on the left-hand side of the above inequality is bounded from below. It can easily be shown that N (n)
However, for z 0 = 0 the condition (3.24) does not explicitly give a time independent lower bound on the number z (n) 1 (t) of free molecules. To construct a lower bound on z n 1 (t) we note that the mass satisfies the bound
Thus by using mass conservation we have
It follows from (3.24) and (3.25) that
Therefore (3.26) acts as a lower bound on the number of free molecules for a fixed n on [0, ∞[. Now we consider existence and uniqueness of solutions for the finite system (3.4) with initial data taken from A. The result is summarized in Lemma 3.6. Lemma 3.6. The system (3.4) -(3.6) with initial data in A has a unique solution for all t ≥ 0 with z 0 + z 1 (t) > 0 and z i (t) ≥ 0 for 1 ≤ i ≤ n. There exists a finite time t A such that the time derivativeż
In particular, t A is the time it takes for the solution to enter region B from A. Furthermore, the mass in the system is conserved, i.e. ρ (n) (t) = ρ (n) (0).
Proof. Existence, uniqueness and mass conservation can be proved analogously to the results in Lemma 3.4. For existence of the time t A it is sufficient to show that if z (n) (t) ∈ A at time t, thenż 
i . Now using this condition together with a i > a 1 for all 2 ≤ i ≤ n we obtaiṅ
The assumption z 0 + z (n) 1 (0) > 0 implies that the right-hand side of the above inequality is greater than zero for all t ∈ [0, t A ]. To prove the finiteness of t A we note that (3.27) implies that
The conservation of mass means that after a finite time t m , with t m < (κ/2a 1 ) ln ρ (n) (0)/z (n) 1 (0) , all the mass will be contained in the free molecules. It is clear that at t m the solution will already be in region B. The proof ends by noting that continuity of time implies that there exists a time t A with t A < t m . 
Admissible solution.
In the second step we construct an admissible solution which is a limit of a sub-sequence z (n k ) (·) of solutions z (n) (·) as k → ∞. To construct the admissible solution we apply the Arzela-Ascoli theorem by showing that for each 1 ≤ i ≤ n the sequence of solutions z (n) i is uniformly bounded and equicontinuous. Uniform boundedness follows directly from (3.23) while for equicontinuity it is sufficient to show that the derivativesż (n) i (t) are uniformly bounded in i and t. We use the bounds (3.24) and (3.28) to define a constant K by (3.29)
, so that for all initial conditions taken from X + the solution satisfies
Using Assumption 3.1 (i) the fluxes satisfy
Next we use the conditions α ∈ [0, 1[, ν = sup i≥1 Δ i < ∞, and (3.30) together with the mass-conservation property for finite systems to obtain (3.32)
Hence we have (3.33) |ż i (t) are uniformly bounded in n, i and t, giving the equicontinuity of the sequence.
Lemma 3.8 (Admissible solution for z 0 = 0). Let z(0) = (z 0i ) i∈N0 ∈ X + ρ with z 0 + z 01 > 0. Now for every n ∈ N let z (n) ∈ C([0, ∞[; R n ) be the unique solution of (3.4) for the initial data defined by
otherwise.
Then there exists a sub-sequence (z (n k ) ) k∈N of (z 
Proof. We note that the choice (3.34) of initial conditions implies that the mass ρ (n) (0) is such that ρ (n) (0) = ρ for all n ∈ N. Therefore from (3.23) and (3.33) the sequence z 
Using (3.32) then gives
Similarly it is clear from mass conservation that N D (z (n k ) ) ≤ ρ. Therefore by the Arzela Ascoli theorem there exists a sub-sequence still denoted by z (n k ) such that the sequence N D (z (n k ) ) converges to some N D uniformly on compact subsets of [0, ∞[. Due to uniqueness of the limit we must have
Up to this point we have constructed an admissible solution z to (1.14) via Lemma 3.8. In the following section we prove that this solution is consistent with the infinite system (1.14).
Consistency.
Here we show that the admissible solution constructed above actually solves (1.14).
Theorem 3.9 (Existence for z 0 = 0). Let the conditions of Lemma 3.8 be fulfilled. Then z is a solution of (1.14) on [0, ∞[ for initial data z(0) = (z 0i ) i∈N0 . In particular we obtain z i ∈ C([0, ∞[) for every i ∈ N 0 .
The convergence of the term
) which appears in the differential equation for the free molecules is more involved. First of all we have to show that it is uniformly bounded and converges pointwise towards a finite limit
Secondly we must also show that the series ∞ i=1 J i (z(t)) is uniformly convergent so as to guarantee its continuity. For each n k we regard the solution z n k to the finite system as an element of the space X defined in (2.1) by setting z n k i = 0 for all i > n k . Then we can use the mass conservation property of these solutions to write
Therefore, for a fixed m ∈ N we have
By taking the limit k → ∞ we note that both terms on the left-hand side of this inequality have finite limits, due to the bound on the right. In the first one we use Then we can again apply the fundamental theorem of calculus to write
Next we consider convergence for the initial data in the limit k → ∞. This gives
Finally we write (3.4) in integral form as
Taking the limit as k → ∞ in the above system and using (3.36), (3.41), and (3.43) we obtain
To conclude the proof we note that the right-hand sides of the above system are continuously differentiable in t. Thus the left-hand sides must also be continuously differentiable. We can then differentiate both sides with respect to t and use (3.37) together with (3.42) to show that the solution z solves (1.14) in the strong sense.
Remark 3.10. We point out that the solution which was constructed by Herrmann et al. [6, Equation (A2) and the remark on pp. 121] was weak in the sense that the continuity of the series in (3.42) could not be established for the class of condensation rates they considered. Although they considered a bigger class of rates, we are not aware of any applications with rates other than those of the form in (3.1).
Uniqueness of solutions and Mass conservation.
In this section we prove uniqueness of the solution by following an idea introduced by Laurençot and Mischler [8] . There, the authors assumed that the coefficients a i satisfy (4.1) 0 ≤ a i and a i+1 − a i ≤ K for some positive constant K. Clearly the choice a i = ξ i α , α ∈ [0, 1[, made in Section 3 satisfies this condition with K = ξ. In addition, we assume that We consider the case where the condensation rates are given by (1.16). Let z be a solution of (1.14) in the sense of Definition 3.3. Define a sequence F = (F i ) i∈N0 by (4.2)
Then F is a solution to the systeṁ (4.4) where the fluxes are derived from (1.18) by using the substitution z i = F i − F i+1 for i ≥ 0. They are given by
Claim. If z solves (1.14) then F solves (4.3) -(4.5). On the other hand if F solves (4.3) -(4.5) then the sequence z = (z i ) i∈N0 defined by z i = F i − F i+1 solves (1.14). The proof of this claim can be done analogously to the results in Naldzhieva [10, Section 4] . For the first part, the idea is to write (1.14) as a system of integral equations and then use (4.2) with infinity replaced by a finite value, say n. The next step is to take the limit n → ∞, noting that due to (3.40) J n → 0 in this limit. For the second part one has to first show existence of solutions for (4.3) -(4.5) by following the same procedure used in Section 3. Then with z i = F i − F i+1 the solution to (1.14) can be constructed.
Next we take the limit n → ∞, while using Definition 4.1 (iii) and Definition 3.3 (ii) to obtain
For n ≥ 2 we have 
Next we take the limit as n → ∞ while noting that
) and Definition 4.1 (ii). We therefore get the following result from (4.4)
The proof is accomplished by collecting like terms.
Remark 4.3. Mass conservation of solutions for (1.14) is therefore equivalent to the conservation property for (4.3) and (4.4) proved in Lemma 4.2, since ρ(t) The right-hand side goes to zero as n → ∞. Equation (4.6) can be written in integral form as
Note that
and
the last line being due to Lemma 4.2. Using (4.9) and (4.10) we can take the limit as n → ∞ in (4.8) and apply the Lebesgue dominated convergence theorem to obtain
Then the application of Gronwall's Lemma gives the desired result that E i (t) = 0 for all i ≥ 1 and for all t ≥ 0 and hence uniqueness.
For part (ii) we use z 0 = 0. The coefficients β i become (4.12)
The bound (3.39) is equivalent to F 1 /z 1 ≤ K, where K is defined in (3.29). Since we have not constructed a time independent lower bound on z 1 (t) the coefficients β 1 and β 2 can only be bounded uniformly in n if α = 0. Then we have
Similarly, for β 2 we have
For 3 ≤ i ≤ n − 1 we obtain
The uniqueness result can be completed analogously to the proof of part (i).
Remark 4.5. If it is known a priori that the initial data are taken from A then up to the time t A introduced in Section 3 we have a lower bound on z 1 given by (3.28). We can therefore prove uniqueness locally for α ∈ [0, 1[ and t ∈ [0, t A ], since we saw in the proof of part (i) that the terms
5. Equilibrium distribution. An equilibrium state of the Becker-Döring system is a statez ∈ X + such that all fluxes J i vanish inz andz 0 = z 0 . In this section we discuss equilibrium solutions to (1.14) for the case where z 0 > 0. The case z 0 = 0 was discussed already by Herrmann et al. [6] . Define the following terms 
Now we turn our attention to the case where z 0 > 0. It is clear that z = (z 0 , 0, 0, . . .) is an equilibrium solution with mass z 0 . We study equilibrium states withz 0 = z 0 and prescribed fixed positive total mass ρ > z 0 . By setting the fluxes J i in (1.18) to zero, we obtain The equilibrium solution is given by This theorem shows that in the presence of an inert substance, there are more possibilities for the existence of equilibrium solutions than the condition (5.2) which was obtained by Herrmann et al. [6] for z 0 = 0. In fact one can obtain the results of The second of these conditions means that f (1) + z 0g (1) ρ − z 0 < 1, which clearly contradicts the necessary and sufficient existence requirement (5.6). We conclude this section by showing how the results in Theorem 5.2 apply to the examples given in the introduction. By definingS := p 0 /p(T ) orS := exp(ηΔT /β), the two Examples 1.1 and 1.2 are equivalent. In both cases existence of an equilibrium statez with z 0 > 0 does not only depend on the values ofS and γ/β, but also on the mass in the system. In particular, existence of equilibria fails for large values ofS, γ/β and for a mass that satisfies (5.11) . This is different from the case z 0 = 0 where existence of an equilibrium solution does not depend on the mass. In Example 1.3 the presence of an inert substance does not change the results discussed by Herrmann et al. [6] . In particular, we have R = exp(+β) > 1 so that the first inequality in (5.7) always holds.
Conclusion.
In the previous sections we discussed the existence and uniqueness of solutions for a thermodynamically consistent Becker-Döring model, with an inert substance represented by z 0 ≥ 0. For z 0 = 0 and evaporation rates of the form introduced by Dreyer and Duderstadt [4] , we were able to prove a global uniqueness result only for size independent condensation rates. This is as a result of the failure to construct a time independent lower bound on z 1 (t) for all t ≥ 0. In fact this is the same problem encountered when one is to prove existence and uniqueness for all t ≥ 0 by using a time scaled problem, as in Herrmann et al. [6] . In particular, the time scale must satisfy the conditions in (1.13).
For z 0 > 0 we have proved existence and uniqueness for the whole class of condensation rates considered here. The conditions for existence of equilibrium solutions are more general than those for z 0 = 0, which were given by Herrmann et al. [6] . Under some conditions, there is an upper bound on the mass contained in an equilibrium solution. This is similar to the standard mass conserving Becker-Döring model which was studied by Ball et al. [1] .
