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Abstract
This paper establishes the existence of smooth solutions for the Doi-Edwards rheo-
logical model of viscoelastic polymer fluids in shear flows. The problem turns out to be
formally equivalent to a K-BKZ equation but with constitutive functions spanning be-
yond the usual mathematical framework. We prove, for small enough initial data, that
the solution remains in the domain of hyperbolicity of the equation for all t ≥ 0.
Keywords: Doi-Edwards polymer model; K-BKZ viscoelastic fluid; shear flows; convolution
operator; evolutionary integro-differential equation.
1 Introduction.
intro
Today’s modeling of non-Newtonian and viscoelastic industrial flows (and of the rheological be-
havior in general) relies heavily on molecular theories. The rheology of various linear/branched
polymer liquids is very well described by the so-called tube-reptation theories initiated by Doi
and Edwards (DE), see
de1
[7]. At the heartcore of any kinetical model one finds a configurational
probability diffusion equation (a parabolic PDE) the solution of which is needed to obtain the
stress tensor, i.e. the corresponding constitutive equation (CE). For the full, non-linear DE
model, in
chp1
[5] we proved the existence and uniqueness of solutions for the diffusion equation
using the Schauder fixed point theorem and the Galerkin’s approximation method. Moreover,
this work is related to that in
bcip
[4].
Here we focus on an equally crucial issue, that of existence of solutions to shear flows.
The corresponding constitutive equation is that of the simplified DE theory commonly called
Independent Alignment Approximation (IAA). The governing equations for the shear flow are
given below:
∂v
∂t
=
∂θ
∂x
(1.1) 0i1
∗Corresponding author. E-mail: ciuperca@math.univ-lyon.fr, arnaud.heibig@insa-lyon.fr, liviu-
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θ =
∫ 1
0
∫
S2
u1u2Fduds (1.2) 0i2
∂F
∂t
=
∂2F
∂s2
− ∂v
∂x
∂
∂u
· (G0(u)F ) (1.3) 0i3
In the above, the notations are common to the mathematical and the related continuum
mechanics, rheology, and polymer physics literature: v = v(x, t) is the scalar velocity field, θ =
θ(x, t) is the stress, and F (t, u, s, x) the configurational probability function. The flow occurs
in the x direction during time t, s ∈ (0, 1) is the polymer chain’s primitive path curvilinear
coordinate, and u = (u1, u2, u3) the unitary vector pointing outwardly the unit sphere S2.
Similar to notations in
de0
[6], G0(u) =M · u− (M : uu)u, with
M =
 0 1 00 0 0
0 0 0
 (1.4)
To the system of equations (
0i1
1.1)-(
0i3
1.3) we assign the following boundary and initial condi-
tions: 
v = 0, for x ∈ ∂Ω
v = v0, for t = 0
F =
1
4π
, for s = 0 or s = 1
F = F0, for t = 0
(1.5) 0ibc
where Ω ⊂ R is the range for x, while v0(x) and F0(u, s, x) are initial data.
From
de0
[6] one sees the equation (
0i3
1.3) for F can be solved allowing the obtainment of θ as a
function of the velocity gradient
∂v
∂x
. In particular, for F0 = 1/(4π) one gets:
θ = −gDE
(∫ t
0
∂v
∂x
(x, τ)dτ
)
aDE(t) +
∫ t
0
gDE
(∫ t
τ
∂v
∂x
(x, r)dr
)
a′DE(t− τ)dτ (1.6) 0i4
with gDE : R→ R
gDE(y) = −
∫
S2
u1u2
[(u1 − u2y)2 + u22 + u23]3/2
du, ∀y ∈ R (1.7) 0i5
and aDE : R+ → R
aDE(t) =
+∞∑
p=1
1
(2p+ 1)2
e−(2p+1)
2t (1.8) 0i6
the relaxation function of the DE model.
From the above considerations one infers the shear flow problem under scrutiny is tanta-
mount to solving for v the below integro-differential equation:
∂v
∂t
= − ∂
∂x
gDE
(∫ t
0
∂v
∂x
(x, τ)dτ
)
aDE(t) +
∂
∂x
∫ t
0
gDE
(∫ t
τ
∂v
∂x
(x, r)dr
)
a′DE(t− τ)dτ, t > 0
(1.9) 0i7
2
Now equation (
0i7
1.9) - here obtained on molecular dynamics grounds - has been focused on
within the area of viscoelastic fluids as it comes out when one studies shear flows for the K-BKZ
fluids. There is no contingency here as in their 1978 original paper
de0
[6], Doi and Edwards have
shown the simplified IAA version of their nonlinear model actually enters the class of K-BKZ
integral models, which are based on continuum mechanics concepts (for more on see
bird2
[1],
ott1
[13],
ren
[16]). Consequently, when undertaking the study of certain particular flows of DE fluids one
may capitalize on previously obtained results for K-BKZ liquids.
In this paper we study equation (
0i7
1.9) with more general functions g and a replacing gDE
and aDE , respectively. We prove a global in time solution existence result for small enough
data. Uniqueness is the focus of an upcoming paper
hbg
[11]. Equation (
0i7
1.9) - as well as variants
of it - was studied by various authors, see Renardy, Hrusa and Nohel
rhn
[15], Engler
enl1
[8], Brandon
and Hrusa
bh1
[2] and references cited therein.
The existence of local in time solutions
rhn
[15] and of global solutions
enl1
[8],
bh1
[2] are known under
more restrictive conditions compared to those stated in this paper. One of the assumptions
in
enl1
[8] and
bh1
[2] is g′(y) < −γ, for any y ∈ R, with γ > 0, which is not verified by the function
g = gDE. Here we make use of the less restrictive assumption g
′(y) < 0, for any y ∈ [−θ, θ],
with θ > 0, and show that the argument of g′ is confined to [−θ, θ]. The requirement g′ < 0
is a necessary hyperbolicity condition for the solution local existence. For the work presented
in this paper, this condition being valid only locally makes it necessary to control, w.r.t. time
t, the argument
∫ t
0
∂v
∂x
(x, τ)dτ of g′. Observe that at a first sight, this argument may become
large with increasing t.
Next, among the restrictive hypotheses invoked by the authors of
bh1
[2] for function a is that
a′′ ∈ L1(0,+∞), which a = aDE does not verify. Comparatively, here we shall place significantly
less restrictions on a and accordingly will construct a class of totally monotone functions, an
element of which is a = aDE.
The manuscript is organized as following:
In Section
ibvps
2 we introduce the problem and enunciate the main result.
Section
prl
3 is devoted to the proof of several necessary results such as a G˚arding type inequality
and an inversion formula for the operator u 7→ a ∗ u which differs from the one given in bh1[2].
In Section
appe
4 we introduce an approximated problem and obtain useful estimates for its
solution. In particular we obtain an estimate for the argument of g′ with the help of a maximal
function. The proof of the main result is achieved in Section
pmrs
5.
In the ending Section
ax
6 we construct a class of totally monotone functions that is compatible
with the hypothesis made about a.
2 Presentation of the problem and of the main results.
ibvps
Let from now on Ω ⊂ R be a bounded, open interval. Let the functions f : Ω× [0,+∞)→ R,
g : I ⊂ R→ R, with I ∋ 0 an open interval, v0 : Ω→ R, a : [0,+∞)→ R.
The aim is to search for a solution v : Ω× [0,+∞)→ R to the below given initial boundary
value problem:
vt(x, t) = −a(t) ∂
∂x
g
(∫ t
0
vx(x, s)ds
)
+
∂
∂x
∫ t
0
g
(∫ t
s
vx(x, τ)dτ
)
a′(t− s)ds+ f(x, t) (2.1) p1
v(x, t = 0) = v0(x), ∀x ∈ Ω, and v(x, t) = 0, ∀t < 0 (2.2) p2
v = 0, ∀x ∈ ∂Ω, ∀t ≥ 0 (2.3) p3
In the above, vx ≡ ∂v
∂x
and a′ stands for the derivative of a. Throughout this paper, any
3
function defined for t ≥ 0 is understood as being set equal to 0 for t < 0, i.e. it has domain R.
Moreover, for a function ϕ ∈ W k,1(0,+∞) we denote by ϕ(k) the distributional derivative of ϕ
on R∗+, derivative which is understood to be extended to R by 0. Define
v¯t(x, s) :=
∫ t
t−s
v(x, τ)dτ, 0 ≤ s, t; x ∈ Ω
Equation (
p1
2.1) now takes on a simpler form:
vt(x, t) =
∫ +∞
0
a′(s)
∂
∂x
g
(
v¯tx(x, s)
)
ds + f(x, t) (2.4) p4
Drawing inspiration from
bh1
[2], (
p4
2.4) can be re-written as
vt(x, t) + g
′(0)
∫ t
0
a(t− s)vxx(x, s)ds = f(x, t) + G(x, t) (2.5) p5
where
G(x, t) =
∫ +∞
0
a′(s)
[
g′
(
v¯tx(x, s)
)− g′(0)] v¯txx(x, s)ds
=
∫ t
0
vxx(x, s)
∫ +∞
t−s
a′(τ)
[
g′
(
v¯tx(x, τ)
)− g′(0)]dτds (2.6) p6
Convolution with respect to t is denoted as usually by ∗; therefore (p52.5) can be re-written
in a more close form as
vt + g
′(0)a ∗ vxx = f + G
We now proceed to presenting several constitutive assumptions. The function g is taken
such that:
(g1). there exist θ ∈ [0, 1] and K > 0, such that g ∈ C 3 ([−θ, θ],R) and
∣∣g(3)(y)− g(3)(0)∣∣ ≤
K|y|, ∀y ∈ [−θ, θ]
(g2). g(0) = g
′′(0) = 0
(g3). g
′(0) < 0
The function f is such that
(f1). f, fx, ft ∈ C 0b ([0,+∞);L2(Ω)) ∩ L2 ([0,+∞);L2(Ω)),
(f2). ftt ∈ L2 ([0,+∞);L2(Ω)),
∫ t
0
f(x, s)ds ∈ C 0b
(
[0,+∞);H1(Ω)),
where C 0b ([0,+∞);X) is the set of all functions w : [0,+∞)→ X which are bounded and
continous, and X is a Banach space.
Next, let v0 be such that
(v0)1. v0 ∈ H2(Ω).
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We assume that f and v0 are compatible with the already stated initial-boundary conditions:
v0(x) = f(x, t = 0) = 0, ∀x ∈ ∂Ω (2.7) nbce1
Let the measures associated to f and v0 be defined as:
F (f) := sup
t≥0
∫
Ω
[
f 2 + f 2x + f
2
t +
(∫ t
0
f(x, s)ds
)2
+
(∫ t
0
fx(x, s)ds
)2]
dx (2.8) msf
+
∫ +∞
0
∫
Ω
(
f 2 + f 2x + f
2
t + f
2
tt
)
(x, t)dxdt (2.9)
V0(v0) = ‖v0‖2H2(Ω) =
∫
Ω
[
v20 + (v
′
0)
2 + (v′′0)
2
]
(x)dx (2.10) msv
For any function ϕ ∈ L1 ((0,+∞)) we denote by Fϕ (or alternatively by ϕˆ) and Lϕ the
corresponding Fourier and Laplace transforms, i.e.:
Fϕ(ω) :=
∫ +∞
0
ϕ(t)e−iωtdt, ∀ω ∈ R
Lϕ(z) :=
∫ +∞
0
ϕ(t)e−ztdt, ∀z ∈ C,Rez ≥ 0
Let us now assume the function a is such that
(a1). a ∈ W 1,1 (0,+∞), a′(t) ≤ 0 a.e. t ≥ 0,
There exists a sequence of functions (an)n∈N, an ∈ C 2 ([0,+∞) ∩W 2,∞([0,+∞)) s.t.
(a2). a
′
n(t) ≤ 0 ∀ t ≥ 0, such that (an)n∈N bounded in W 1,1 (0,+∞) and an
D ′(0,+∞)−−−−−→
n→+∞
a,
(a3). sup
n∈N
[∫ 1
0
t |a′′n(t)| dt +
∫ +∞
1
√
t |a′′n(t)| dt+
∫ +∞
1
t2 |a′n(t)| dt
]
< +∞,
(a4). there exist constants M1 > 0 and n0 ∈ N s.t. Re (Fan(ω)) ≥ M1
1 + ω2
, ∀n ∈ N, n ≥ n0,
∀ω ∈ R; observe that this is a strong positivity condition, common for this type of
problems (see
bh1
[2]).
(a5). there exist constants M2 > 0 and p ∈ N∗ s.t. [F (a
′
n)]
p
Fan ∈ F
(
BL1(R)(0,M2)
)
, ∀n ∈
N, where BL1(R)(0,M2) denotes the ball in L
1(R) centered at 0 and of radius M2; this
assumption will be used to obtain a representation for the solution u of an ∗ u = b (see
Theorem
il
3.1).
Remark 2.1. In Section
ax
6 we shall construct a class of functions compliant with assumptions
(a1) to (a5). This class contains the Doi-Edwards relaxation kernel aDE : [0,+∞)→ R,
aDE(t) =
∑
k≥1
1
(2k + 1)2
e−(2k+1)
2t (2.11) tila
Also, since gDE ∈ C∞ (R) is an odd function and g′DE(0) = −3
∫
S2
u21u
2
2du < 0, then gDE
also verifies (g1)-(g4) and this paper results equally apply to the function gDE.
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The main result of this paper is stated below:
mr Theorem 2.1 (Main Result). Assume that the hypotheses on the data given in (g1)-(g4),
(f1)-(f2), (v0)1, (a1)-(a5) and (
nbce1
2.7) hold true. Then there exists a δ > 0 such that, if the
additional smallness assumption F (f) + V0(v0) ≤ δ is verified, then there exists at least a
solution
v ∈
{
2⋂
m=0
Wm,∞
(
(0,+∞);H2−m (Ω))} ∩{ 2⋂
m=0
Wm,2
(
(0,+∞);H2−m (Ω))}
with ∫ t
0
v(x, s)ds ∈ L∞ ((0,+∞);H3 (Ω))
to the problem (
p4
2.4), (
p2
2.2)-(
p3
2.3).
Next we take on to introducing (and explaining) the proof stages for the aforementioned
Theorem
mr
2.1. In short, first we obtain a regularized problem (Pn) obtained from (
p5
2.5) with a
being replaced by a sequence an satisfying hypotheses (a1) to (a4). Doing this allows to obtain
a local in time existence and uniqueness result capitalizing on Renardy’s result in
ren
[16]. Next
goal is to obtain estimates independent of n granting the global existence of the solution for
the approximated problem (Pn) and in the end, letting n→ +∞, obtaining our result. How to
get these estimates is explained below.
Let u(x, t) =
∫ t
0
v(x, τ)dτ . For any t > 0, let E(t) stand for the sum of squared L∞t L2x
norms of all derivatives in x and t of u up to third order and of all squared L2tL
2
x norms of all
derivatives in x and t of v up to second order (see (
pr2
4.4)). We prove that if E(t) is “small” for t
close to 0 (a consequence of the assumption made on data v0 and f), then E(t) stays “small”
for any t. We do this by obtaining an inequality of the type
E(t) ≤ 1
2
E(t) + “small enough” quantities depending uniquely onV0 andF (2.12) expl1
Getting the second term in the rhs of (
expl1
2.12) requires previously calculated upper bounds of
v and its up to second order derivatives in x and t, and of u and its up to third order derivatives
in x and t. Equation (
p5
2.5) is equivalently written as:
vt + g
′(0)a ∗ vxx = f + G (2.13) expl2
Next, we calculate three energy estimates (in a way similar in nature with that of Brandon
and Hrusa
bh1
[2]: we derivate (
expl2
2.13) i-times (with i ∈ {0, 1, 2}) w.r.t. time t , then multiply the
result by
div
dti
and integrate on Qt := Ω × (0, t). To calculate the second order derivative one
uses a finite difference operator △hw(t) = w(t+ h)− w(t), see (
fd1
3.4). We sum up the resulting
three equations and get an equality in which the most important term originates from the
convolution part in the lhs of (
expl2
2.13). This term reads
g′(0) [Q (vx, t, a) +Q (vxt, t, a) +Q (vxtt, t, a)] (2.14) expl3
where Q(w, t, a) =
∫ t
0
∫
Ω
w(x, s) (a ∗ w) (x, s)dxds (see (qdf3.3)). We lower bound (expl32.14) using
the Plancherel-Parseval equality and assumption (a4) and get (with w = 0 outside (0, t))
Q(w, t, a) ≥
∫
R
∫
Ω
M1
1 + ω2
|(Fw) (x, ω)|2 dxdω (2.15) expl4
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Notice the presence of
M1
1 + ω2
does not render the rhs of (
expl4
2.15) sufficiently coercive, however
we use it to obtain the necessary coercivity for Q(w, t, a)+Q (wt, t, a) instead of Q(w, t, a). The
procedure is given in sufficient detail in Lemma
ah
3.4, which deals with a G˚arding type inequality
with a boundary term.
The terms denoted by G in expl22.13 can be controlled w.r.t. well chosen norms by carrying
out an integration by parts w.r.t. time t and switching the time derivatives onto a and using
the fact that ta′′ ∈ L1(0, 1) (see assumption (a3)). Eventually one upper bounds w.r.t. L∞t L2x
norms v, vx, vt, vxt, vtt, and w.r.t. L
2
tL
2
x norms v, vx, vt, vxt. The results are gathered into
E1, see (
imeq1
4.6). We point out that the aforementioned energy estimates do not provide norm
estimates for vxx. To cope with this difficulty we use (
expl2
2.13) which allows to express vxx as a
function of vt, f and G with the help of an inversion Theorem for the operator w 7→ a ∗ w and
using the previously obtained estimates. We cannot use the resolvent kernel technique like in
Brandon and Hrusa
bd1
[3] because in this paper case r′ /∈ L1(R) (as a′′ /∈ L1(R+)). Because of
that we prove a point-wise inversion Theorem for the convolution of a assuming pretty weak
constraints on a: see Theorem
il
3.1.
3 Preliminaries.
prl
We shall frequently employ the following inequalities:
|xy| ≤ µx2 + 1
4µ
y2, x, y ∈ R, µ > 0 (3.1) iq1
‖F1 ∗ F2‖Lp(0,T ) ≤ ‖F1‖L1(0,+∞)‖F2‖Lp(0,T ), (3.2) iq2
The above is true for any T > 0, F1 ∈ L1(0,+∞), and F2 ∈ Lp(0, T ), with p ≥ 1. Functions
F1 and F2 are extended to R by 0.
For any T > 0, w ∈ C 0 ([0, T ];L2(Ω)), b ∈ L1(0,+∞) and t ∈ [0, T ]. We define
Q(w, t, b) :=
∫ t
0
∫
Ω
w(x, s)
∫ s
0
b(s− τ)w(x, τ)dτdxds
=
∫ t
0
∫
Ω
w(x, s)(b ∗ w)(x, s)dxds (3.3) qdf
where w is considered as extended by 0 on (T,+∞). For any T > 0 and h ∈ (0, T ), we
define the finite difference operator ∆h
(∆hw) (x, t) = w(x, t+ h)− w(x, t) (3.4) fd1
as a linear operator from C 0 ([0, T − h];L2(Ω)) onto C 0 ([0, T ];L2(Ω)).
Moreover, if X(J) denotes a space of functions defined on J ⊂ R and I ⊂ J , then XI(J)
stands for the subspace of functions X(J) the supports of which are included in I (i.e. that
vanish on J − I).
Recall that b ∈ L1 (R+) is of positive type if, for any t ≥ 0 and any ϕ ∈ L2 (R+), it satisfies∫ t
0
ϕ(s)
∫ s
0
b(s − τ)ϕ(τ)dτds ≥ 0. Next, b is said to be of strong positive type if there exists
ǫ > 0 s.t. the function b(t)− ǫe−t is of positive type. Moreover, Qt := Ω× (0, t).
For future reference we prove the following Lemmas:
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adl1 Lemma 3.1. Let the mappings ϕ and s 7→ sϕ(s) be elements of L1 (R+). Then the function
s 7→
∫ +∞
s
ϕ(τ)dτ belongs to L1 (R+) and we have the estimate∫ +∞
0
∣∣∣∣∫ +∞
s
ϕ(τ)dτ
∣∣∣∣ ds ≤ ∫ +∞
0
|sϕ(s)| ds
Proof. The proof is a direct consequence of Fubini’s Theorem.
adl2 Lemma 3.2. Let ϕ ∈ L1 (R+). Then:
(i) for any w1, w2 ∈ L2(Qt) we haveadl22 ∣∣∣∣∫ t
0
∫
Ω
w1(x, s)(w2 ∗ ϕ)(x, s)ds
∣∣∣∣ ≤ ‖ϕ‖L1(R+)‖w1‖L2(Qt)‖w2‖L2(Qt) (3.5) adl23
(ii) for any w3 ∈ L2(Ω), w4 ∈ L∞ (0, T ;L2(Ω)) we haveadl24 ∣∣∣∣∫
Ω
w3(x)(ϕ ∗ w4)(x, t)dx
∣∣∣∣ ≤ ‖ϕ‖L1(0,T )‖w3‖L2(Ω) sup
0≤τ≤t
‖w4(τ)‖L2(Ω), a.e. t ∈ [0, T ) (3.6) adl25
Proof. Part (
adl22
i): observe that∣∣∣∣∫ t
0
∫
Ω
w1(x, s)(w2 ∗ ϕ)(x, s)ds
∣∣∣∣ ≤ ∫
Ω
‖w1(x, ·)‖L2(0,t) ‖(w2 ∗ ϕ)(x, ·)‖L2(0,t) dx
≤ ‖ϕ‖L1(R+)
∫
Ω
‖w1(x, ·)‖L2(0,t) ‖w2(x, ·)‖L2(0,t) dx (3.7) adl26
which gives the result.
Part (
adl24
ii): one has∣∣∣∣∫
Ω
w3(x)(ϕ ∗ w4)(x, t)dx
∣∣∣∣ ≤ ‖w3‖L2(Ω) ∫ t
0
‖w4(x, t− τ)‖L2(Ω)|ϕ(τ)|dτ (3.8) adl27
and the result follows.
We continue by proving the following result:
lm1 Lemma 3.3. Assume b ∈ W 1,1 ((0,+∞)) verifies: there exists M > 0 s.t.
Re [Fb(ω)] ≥ M
1 + ω2
, ∀ω ∈ R (3.9) sp1
Then:
(i) b(0+) ≥ M ,lmh1
(ii) |Lb(z)| ≥ M
2 (1 + |z|2) , ∀z ∈ C, Re(z) ≥ 0,lmh2
(iii) |Fb(ω)| ≥ M˜
2 (1 + |ω|) , ∀ω ∈ R, where M˜ may depend on b.lmh3
8
Proof. Part (
lmh1
i) is a direct consequence of
b(0+) =
1
π
lim
k→+∞
∫ k
−k
Fb(ω)dω = 1
π
lim
k→+∞
∫ k
−k
Re [Fb(ω)] dω
and of (
sp1
3.9)
Part (
lmh2
ii): one has Re [(Fe−t) (ω)] = 1
1 + ω2
. This fact, together with Theorem 2.4 on page
494 of
grip1
[10] imply that the function t ∈ [0,+∞) 7→ b(t) −Me−t is of positive type. From the
same Theorem one also gets Re [L (b−Me−t) (z)] ≥ 0, ∀z ∈ C with Re(z) ≥ 0. The later
in turn implies Re [Lb(z)] ≥ M 1 + z1
(1 + z1)2 + z
2
2
, ∀z = z1 + iz2 with z1, z2 ∈ R, z1 ≥ 0. The
statement in (
lmh2
ii) now follows.
Part (
lmh3
iii) is a consequence of (
lmh2
ii) and the fact that b ∈ W 1,1(0,+∞). Indeed, from |Fb(ω)| ≥
M
2(1 + ω2)
, ∀ω ∈ R, it suffices to prove that there exist m1, m2 > 0 s.t. |Fb(ω)| ≥ m1|ω| , ∀ω ∈ R
with |ω| ≥ m2. This follows from Fb(ω) = 1
iω
[Fb′(ω) + b(0+)], the fact that Fb′(ω) −→
|ω|→+∞
0
and (
lmh1
i).
The following Lemma is a G˚arding type inequality with boundary terms. It is proved in
bd1
[3] using preliminary results due to Staffans
stf1
[17] (see also
gar1
[9] and
tay
[19]). Here we shorten the
original proof of
bd1
[3] and remove the extraneous assumptions b ∈ W 3,1(0,+∞), b′′ ≥ 0.
ah Lemma 3.4. Assume b ∈ L1
R+
(R) is such that Re
(
bˆ(ω)
)
≥ M1
1 + ω2
, for any ω ∈ R, where
M1 > 0. Then, for any T > 0, w ∈ C 1 ([0, T ], L2(Ω)) and t ∈ [0, T ), we have
∫
Ω
w2(x, t)dx+
∫ t
0
∫
Ω
w2(x, s)dxds
≤ C
[
1
M1
Q(w, t, b) +
1
M1
Q(wt, t, b) +
∫
Ω
w2(x, 0)dx
]
(3.10) ah1
with C > 0 independent of T , t, w and b.
Moreover, if w ∈ C 0 ([0, T ], L2(Ω)), then, for any t ∈ [0, T ],
∫
Ω
w2(x, t)dx+
∫ t
0
∫
Ω
w2(x, s)dxds
≤ C
[
1
M1
Q(w, t, b) +
1
M1
lim inf
h→0+
1
h2
Q(△hw, t, b) +
∫
Ω
w2(x, 0)dx
]
(3.11) ah2
Proof. Assuming that inequality (
ah1
3.10) holds true, we undertake to proving (
ah2
3.11). Let w ∈
C 0 ([0, T ], L2(Ω)) and t ∈ [0, T ) be fixed. For 0 < h < (T − t)/2, define the function wh ∈
C 1 ([0, (t+ T )/2] , L2(Ω)) by
wh(s) :=
1
h
∫ s+h
s
w(σ)dσ, s ∈ [0, (t+ T )/2) (3.12) ah3
Applying (
ah1
3.10) to wh and passing to the limit lim inf
h→0+
gives (
ah2
3.11).
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We now prove (
ah1
3.10). Let w ∈ C 1 ([0, T ], L2(Ω)), t ∈ [0, t) be fixed, and let w˜ ∈ L2[0,t) (R, L2(Ω))
be defined by w˜ = w a.e. in [0, t] and w˜ = 0 outside. Denote by Dw˜ the distributional derivative
of w˜ and by w˜′ its regular part, i.e.
Dw˜ = w˜′ + w(0)δ0 − w(t)δt (3.13) ah4
Due to the Parseval identity we have
Q(w, t, b) =
1
2π
∫
R
∫
Ω
Re
(
bˆ(τ)
) ∣∣∣̂˜w(x, τ)∣∣∣2 dxdτ (3.14) ah5
and a similar equation with w′ instead of w as well. For λ > 0 (to be later determined)
define I(w) by
I(w) := Q (w˜′, t, b) + λQ (w˜, t, b) +
3M1
2
∫
Ω
w2(x, 0)dx (3.15) ah6
By (
ah4
3.13) and (
ah5
3.14) and the strong positivity of b,
I(w) ≥
M1
2π
∫
R
∫
Ω
(∣∣∣iτ ̂˜w(τ)− w(0) + w(t)e−iτt∣∣∣2 + λ ∣∣∣̂˜w(τ)∣∣∣2 + 3|w(0)|2) dx dτ
1 + τ 2
(3.16) ah7
Since for any (a, b, c) ∈ C3 we have |a+b+c|2 ≥ |a|
2 + |b|2
2
−2|a||b|−3|c|2, inequality (ah73.16)
implies
I(w) ≥
M1
2π
∫
R
∫
Ω
( |τ |2 + 2λ
2
∣∣∣̂˜w(τ)∣∣∣2 + |w(t)|2β√|τ | − 2|w(t)||τ | ∣∣∣̂˜w(τ)∣∣∣) dx dτ
1 + τ 2
(3.17) ah8
with
β =
1
2
(∫
R
dτ
1 + τ 2
)
/
(∫
R
√|τ |
1 + τ 2
dτ
)
(3.18) ah9
But:
2|w(t)||τ |
∣∣∣̂˜w(τ)∣∣∣ ≤ β
2
√
|τ ||w(t)|2 + 2
β
|τ |3/2
∣∣∣̂˜w(τ)∣∣∣2
≤ β
2
√
|τ ||w(t)|2 +
( |τ |2
4
+ L
) ∣∣∣̂˜w(τ)∣∣∣2 (3.19) ah10
with L > 0 independent of t, w, b. Choose λ = L+ 1/4. By (
ah8
3.17) and (
ah10
3.19) we get
I(w) ≥ M1
2π
∫
R
∫
Ω
(
|τ |2 + 1
4
∣∣∣̂˜w(τ)∣∣∣2 + β√|τ |
2
|w(t)|2
)
dx
dτ
1 + τ 2
(3.20) ah11
which is (
ah1
3.10).
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We now prove that, under suitable assumptions application w 7→ b ∗ w is invertible, and
obtain an inversion formula. We use truncated Neumann series and a special assumption (see
(b3) below) in order to control the remainder term.
For b ∈ L1(R), let the k-times convolution de denoted as b∗k := b ∗ b ∗ · · · ∗ b︸ ︷︷ ︸
k times
. For 1 ≤ q ≤
+∞ and t0 ∈ (0,+∞], the mapping Rt0,q is defined by:
Rt0,q :
{
Lq[0,t0)(−∞, t0) −→ W
1,q
[0,t0)
(−∞, t0)
w 7→ b ∗ w
Here b ∗ w(t) :=
∫ t
0
b(t− s)w(s)ds, for any t < t0. We always write R in place of R+∞,2.
Next, function b is assumed to comply with:hl0
(b1) b ∈ W 1,1(0,+∞), b(0+) 6= 0,hl1
hl2 (b2) there exists M > 0, β > 0 s.t.
|Lb(z)| ≥ M
1 + |z|β , ∀z ∈ C,Re(z) ≥ 0 (3.21) hl3
hl4 (b3) there exists p ∈ N∗, p ≥ 2 s.t.
F−1
[
(Fb′)p
Fb
]
∈ L1(R) (3.22) hl5
Notice that (b1) and (b2) imply the following: there exists M > 0 s.t.
|Fb(ω)| ≥ M
1 + |ω| , ∀ω ∈ R (3.23) hl7
(see the proof of part (iii) in Lemma
lm1
3.3).
Our goal is to prove the following inversion Theorem:
il Theorem 3.1 (Inversion Theorem). Let the assumptions (b1) - (b3) hold true. Then:il1
il2 (i) for any 1 ≤ q ≤ +∞ and t0 ∈ (0,+∞], the mapping Rt0,q is a Banach isomorphism;
il3 (ii) functions B1, B2 that depend only on b and are being given by
B1 =
p−1∑
k=1
(−1)k (b
′)∗k
bk+1(0+)
(3.24) il4
B2 =
(−1)p
bp(0+)
F−1
[
(Fb′)p
Fb
]
, (3.25) il5
belong to L1
R+
(R);
il6 (iii) for any l ∈ W 1,q[0,t0)(−∞, t0), one has
R−1t0,q(l) =
l′
b(0+)
+B1 ∗ l′ +B2 ∗ l (3.26) il7
For the proof we first need to introduce and prove two preliminary Lemmas.
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pl1 Lemma 3.5. Assume that b ∈ W 1,1 (R∗+), b(0+) 6= 0. Let 1 ≤ q ≤ +∞, t0 ∈ (0,+∞). Then
Rt0,q is a continuous injection.
Proof. We begin by showing Rt0,q is well defined and continous. Since b ∈ W 1,1
(
R∗+
)
, it is
clear that for any w ∈ Lq[0,t0)(−∞, t0), the function b ∗ w belongs to W
1,q
[0,t0)
(−∞, t0). Moreover,
(b ∗ w)′ = [b(0+)w + b′ ∗ w]. Hence
‖Rt0,q(w)‖W 1,q(0,t0) ≤
[
|b(0+)|+ ‖b‖W 1,1(R∗+)
]
‖w‖Lq(0,t0) (3.27) pl12
which proves Rt0,q is indeed continous.
Next, assume w ∈ Lq[0,t0)(−∞, t0) satisfies Rt0,q(w) = 0. Derivating the later leads to
w(s) +
∫ s
0
b′(s− τ)
b(0+)
w(τ)dτ = 0, a.e. s < t0 (3.28) pl13
Multiply (
pl13
3.28) by e−θs, θ > 0, and set w1(s) = e
−θsw(s), b1(s) =
b′(s)
b(0+)
e−θs. Equality
(
pl13
3.28) can now be re-written as
w1(s) +
∫ t
0
b1(s− τ)w1(τ)dτ = 0, a.e. s < t0 (3.29) pl14
It implies that
‖w1‖Lq(0,t0) ≤ ‖b1‖L1(R∗+)‖w1‖Lq(0,t0) (3.30) pl15
Notice that ‖b1‖L1 =
∫ +∞
0
e−θs
|b′(s)|
|b(0+)|ds −→θ→+∞ 0. Pick up a θ > 0 large enough s.t.
‖b1‖L1(R∗+) < 1. From (
pl15
3.30) we get ‖w1‖L1(0,t) = 0. Finally w = 0 and Rt0,q is an injection
mapping.
pl2 Lemma 3.6. The Theorem
il
3.1 holds true for t0 = +∞ and q = 2.
Proof. The proof consists of three steps.
Step 1.
First we prove R is a Banach isomorphism. Due to Lemma pl13.5, one only needs to prove R
is surjective. To begin with, one establishes that, for any w ∈ L2
R+
(R), one has (with M > 0
the constant in (
hl7
3.23))
‖w‖L2(R) ≤ 1√
πM
‖R(w)‖H1(R) (3.31) pl24
Actually using Parseval’s identity and (
hl7
3.23) one gets
√
2π‖w‖L2(R) = ‖Fw‖L2(R) =
∥∥∥∥FR(w)Fb
∥∥∥∥
L2(R)
≤ 1
M
‖(1 + |ω|)FR(w)‖L2(R) (3.32) pl25
Since (1+ |ω|) ≤
√
2(1 + ω2), inequality (
pl25
3.32) implies inequality (
pl24
3.31). Next, inequalities
(
pl12
3.27) and (
pl24
3.31) prove that R (L2
R+
(R)
)
is closed. Therefore, in order to prove that R is
surjective it is sufficient to show that the dense subset (C∞c )(0,+∞) (R) of H
1
R+
(R) is included in
R (L2
R+
(R)
)
.
12
Let r ∈ (C∞c )(0,+∞) (R). We search for w ∈ L2R+(R) s.t. b ∗ w = r. Since we are unable to
identify the support of w by Fourier transform, we use Laplace transform instead. Consider
the function
z ∈ {z ∈ C/Re(z) ≥ 0} 7→ Lr(z)Lb(z) ∈ C
which is well defined based on (b2) and the fact that r ∈ (C∞c )(0,+∞) (R). This function is
clearly continuous on Re(z) ≥ 0 and analytic on Re(z) > 0. As for any z ∈ C and γ ∈ N,
Lr(γ)(z) = zγLr(z), and as r(γ) ∈ L1(R), we deduce that there exists m1 ≥ 0 s.t.
|Lr(z)| ≤ m1
1 + |z|β+2 , ∀z ∈ C, Re(z) ≥ 0
Now it easily follows the existence of m2 ≥ 0 s.t.∣∣∣∣Lr(z)Lb(z)
∣∣∣∣ ≤ m21 + |z|2 , ∀z ∈ C, Re(z) ≥ 0 (3.33) pl26
Next, with the help of Bromwich-Mellin formula, for any t ∈ R and for fixed x > 0, define
w as
w(t) :=
1
2πi
∫
R
et(x+iy)
Lr
Lb (x+ iy)dy (3.34) pl27
Owing to Cauchy’s formula and invoking (
pl26
3.33), w thus defined is independent of x > 0.
Also, for fixed t < 0, letting x → +∞ in (pl273.34) leads to w(t) = 0. This is w(t) = 0 for any
t < 0. Next, for any fixed t ∈ R, using Lebesgue’s Theorem we calculate the limit for x → 0
of (
pl27
3.34) and obtain w = F−1
(Fr
Fb
)
. By Parseval’s identity and by (
pl26
3.33), w is clearly an
element of L2
R+
(R) and satisfies R(w) = r. Therefore R is surjective.
Step 2.
The task now is proving the representation formula. Let w ∈ L2
R+
(R) and set l = R(w).
Derivation of the later gives
w +
b′
b(0+)
∗ w = l
′
b(0+)
(3.35) pl28
Convolute (
pl28
3.35) with the operator
p−1∑
k=0
(−1)k
(
b′
b(0+)
)∗k
∗ (by convention
(
b′
b(0+)
)∗0
= δ0).
We obtain:
w =
l′
b(0+)
+ (B1 ∗ l′) + (−1)
p
bp(0+)
[(b′)∗p ∗ w] (3.36) pl29
Since l = b ∗ w, we get F l = FbFw. Hence
F [(b′)∗p ∗ w] = (Fb′)p F lFb (3.37) pl230
By hypothesis (b3),
(Fb′)p
Fb ∈ L
∞(R), which proves that inequality (
pl230
3.37) holds in L2(R)
since F l ∈ L2(R). This fact allows to state that (−b
′)∗p
bp(0+)
∗ w = B2 ∗ l with B2 given by (
il5
3.25).
Now, for any w ∈ L2
R+
(R) and l = R(w), (pl293.36) gives the representation formula
w =
l′
b(0+)
+B1 ∗ l′ +B2 ∗ l (3.38) pl231
13
Step 3.
Let us now show that the support of B1 and that of B2 are included in R+.
Since the support of b′ is in R+, B1 also has its support in R+ due to formula (
il4
3.24). Let
ρ ∈ DR+ (R) and set w = R−1(ρ) (see Step 1.). Equation (
pl231
3.38) now ensures that, a.e. t < 0,
0 = w(t) =
ρ′(t)
b(0+)
+ (B1 ∗ ρ′) (t) + (B2 ∗ ρ) (t) (3.39) pl232
Since ρ′(s) = 0 a.e. s < 0 and since B1 has support in R+, we get
(B2 ∗ ρ) (t) = 0, a.e. t < 0 (3.40) pl233
Take ρ ≥ 0, ρ 6= 0, and set ρn(t) = nρ (nt), n ∈ N∗, t ∈ R. We know that:
B2 ∗ ρn L
1(R)−−−−→
n→+∞
‖ρ‖L1B2 (3.41) pl234
Taking ρ = ρn in (
pl233
3.40) and using (
pl234
3.41) we obtain B2 = 0 a.e. t < 0. Hence B2 has support
in R+.
We are now in a position allowing to prove the previously stated Inversion Theorem
il
3.1.
Proof. Proof of the Inversion Theorem
il1
3.1
Let q ∈ [1,+∞) and t0 ∈ R∗+ ∪ {+∞}. Define the mapping St0,q by:
St0,q =

W 1,q[0,t0)(−∞, t0) −→ L
q
[0,t0)
(−∞, t0)
l 7→ l
′
b(0+)
+B1 ∗ l′ +B2 ∗ l
with B1, B2 ∈ L1R+(R) given by (
il4
3.24)-(
il5
3.25). Clearly St0,q is well defined and continuous.
We begin by studying the case t0 = +∞.
Notice that S+∞,q◦R+∞,q restricted toD = LqR+(R)∩L2R+(R) is the identity (see Lemma
pl2
3.6).
Since D is dense in Lq
R+
(R), and S+∞,q and R+∞,q are continuous, we find that S+∞,q ◦ R+∞,q
is the identity on Lq
R+
(R). Similarly, R+∞,q ◦ S+∞,q is the identity on W 1,qR+ (R). This proves the
Theorem for t0 = +∞.
Assume now that t0 > 0 and q ∈ [1,+∞]. We know from Lemma
pl1
3.5 thatRt0,q is continuous
and injective. We now prove that Rt0,q is surjective and that St0,q is its inverse. Let l ∈
W 1,q[0,t0)(−∞, t0) and extend l into L ∈ W
1,q
[0,2t0)
(R) by reflexion
L(t) =
{
l(t) for t < t0
l(2t0 − t) for t > t0
Let W = (S+∞,q)(L) and define w ∈ Lq[0,t0)(−∞, t0) as the restriction of W to (−∞, t0).
Then, b ∗ w = b ∗W = l on (−∞, t0), and:
w = W =
L′
b(0+)
+B1 ∗ L′ +B2 ∗ L, on (−∞, t0) (3.42) il8
This is w = St0,q(l). This proves the Theorem.
Notice that from hypotheses (a1), (a4), (a5) and Lemma
lm1
3.3, the above Inversion Theorem
can be used with b = an.
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4 Approximated problems and estimates.
appe
4.1 Approximated and local problems. Preliminary notations and
estimates.
Remark that a is not smooth enough to ensure a straightforward local in time existence result
for a solution v to our problem. As a consequence we study the following approximated problem
which we denote by Pn.
Problem P
n
: find vn : Ω× [0,+∞)→ R s.t.ap1
(Pn)1 (vn)t =
∫ +∞
0
a′n(s)
∂
∂x
g
((
vtn
)
x
)
(x, s)ds+ f(x, t)
ap2
(Pn)2 vn = 0 on ∂Ω, vn(t) = 0, ∀t < 0ap3
(Pn)3 vn(x, 0) = v0(x) for x ∈ Ωap4
Given the assumptions on g we conclude there exist γ > 0 and θ ∈ [0, 1] s.t.
g′(y) < −γ, ∀y ∈ [−θ, θ] (4.1) ap5
Clearly we can take the same θ as in assumption (g1). Moreover, there exists K > 0 s.t.
|g′(y)− g′(0)| ≤ Ky2, ∀y ∈ [−θ, θ] (4.2) ap7
In the above one may consider the same K as in (g1).
Let us denote, for almost every x ∈ Ω,
un(x, t) =
∫ t
0
vn(x, s) ds.
The proof of the next Proposition is very similar to that of Theorem III.10 in
rhn
[15] and is
omitted.
pr Proposition 4.1. Assume that the hypotheses (g1)-(g3), (f1)-(f4), (v0), and (a1)-(a5) on the
data hold true. Then the initial value problem (Pn)1, (Pn)2, (Pn)3 has a unique solution vn
defined on a maximal time interval [0, Tn), Tn > 0, and s.t. vn ∈ C 0 ([0, Tn);H2(Ω)) , (vn)t ∈
C 0 ([0, Tn);H
1(Ω)) , (vn)tt ∈ C 0 ([0, Tn);L2(Ω)) and un ∈ C 0 ([0, Tn);H3(Ω)) . Moreover, if
sup
t∈[0,Tn)
{
‖vn(·, t)‖2H2(Ω) + ‖(vn)t(·, t)‖2H1(Ω) + ‖(vn)tt(·, t)‖2L2(Ω) + ‖un(·, t)‖2H3(Ω)
}
<∞ (4.3) pr1
and
sup
x∈Ω
0≤t≤Tn
|(un)x (x, t)| ≤
θ
2
with θ as in (g4), then Tn = +∞.
Notice that our functional framework is different from that of
bh1
[2]. As a consequence, here
it is necessary to obtain new estimates on ‖un‖H3(Ω).
In this Section we obtain the necessary estimates to proving Tn = +∞. These estimates
will be proved to be independent of n, fact which allows to pass to the limit as n → +∞. To
simplify notations, we drop the subscript n of an, vn and Tn.
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Drawing inspiration from
bh1
[2], we introduce the following expressions:
E(t) = sup
s∈[0,t)
[∫
Ω
(
v2 + v2x + v
2
t + v
2
xx + v
2
xt + v
2
tt + u
2 + u2x + u
2
xx + u
2
xxx
)
(x, s)dx
]
+
∫ t
0
∫
Ω
(
v2 + v2x + v
2
t + v
2
xx + v
2
xt + v
2
tt
)
(x, s)dxds (4.4) pr2
and
ν(t) = sup
x∈Ω
s∈[0,t]
[√
(v2 + v2x + v
2
t ) (x, s)
]
+
√∫ t
0
sup
x∈Ω
(vx(x, s))
2 ds (4.5) pr3
For simplicity let us denote
E1(t) = sup
s∈[0,t)
[∫
Ω
(
v2 + v2x + v
2
t + v
2
xt + v
2
tt
)
(x, s)dx
]
+∫ t
0
∫
Ω
(
v2 + v2x + v
2
t + v
2
xt
)
(x, s)dxds (4.6) imeq1
In fact E1(t) collects the terms of E(t) which will be estimated in a first step with the help of
energy estimates.
Remark that, due to Sobolev inequalities, there exists a constant CΩ > 0 s.t.
ν(t) ≤ CΩ
√
E(t), ∀t ∈ [0, T ) (4.7) pr4
and
sup
x∈Ω
|ux(x, t)| ≤ CΩ
√
E(t), ∀t ∈ [0, T ) (4.8) pr41
Next, from (
p6
2.6) we get
Gt(x, t) = vxx(x, t)
∫ +∞
0
a′(s)
[
g′
(
vtx(x, s)
)− g′(0)] ds
−
∫ t
0
vxx(x, s)a
′(t− s) [g′ (vtx(x, t− s))− g′(0)] ds
+
∫ t
0
vxx(x, s)
∫ +∞
t−s
a′(τ)g′′
(
vtx(x, τ)
)
[vx(x, t)− vx(x, t− τ)] dτds
(4.9) pr5
All subsequent estimates will be obtained under the following smallness hypothesis on E(t):
E(t) ≤ θ
2
4C2Ω
, ∀t ∈ [0, T ) (4.10) pr6
which implies
sup
x∈Ω
0≤t≤T
|ux(x, t)| ≤ θ
2
(4.11) pr61
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Then
sup
x∈Ω
0≤s≤t≤T
∣∣vtx(x, s)∣∣ ≤ θ, a.e. x ∈ Ω (4.12) pr62
Let r0 : R+ → R+, r0(s) := min
{
s,
√
s
}
. We have the following estimates:
le Lemma 4.1. Let t ∈ [0, T ), assume (pr64.10) is satisfied. Then:
(i)
∣∣g(j) (vtx(x, s))− g(j)(0)∣∣ ≤ Kmin {ν(t)r0(s), θ} a.e.x ∈ Ω, s ∈ [0, t], j = 0, 1, 2, 3le1
le2 (ii) |G(x, t)| ≤ Kν(t) [|vxx(x, ·)| ∗ ψ] (t), a.e.x ∈ Ω
le3 (iii) |Gt(x, t)| ≤ Kν(t)a |vxx(x, t)|+Kν(t) [|vxx(x, ·)| ∗ ψ] (t), a.e.x ∈ Ω,
where
a =
∫ +∞
0
|a′(s)| r0(s)ds (4.13) le4
ψ(t) = |a′(t)| r0(t) + 2
∫ +∞
t
|a′(τ)| r0(τ)dτ (4.14) le5
rk1 Remark 4.1. Lemma
adl1
3.1 and the assumptions made about function a grant the fact that ψ in
(
le5
4.14) is s.t. ψ ∈ L1 (R+).
Proof. (i) On one hand, as a consequence of (g1) and (
pr62
4.12) we have∣∣g(j) (vtx(x, s))− g(j)(0)∣∣ ≤ K ∣∣vtx(x, s)∣∣ , j = 0, 1, 2, 3 (4.15) le6
On the other hand,
∣∣vtx(x, s)∣∣ ≤ ∫ t
t−s
|vx(x, λ)| dλ ≤ s sup
t−s≤λ≤t
|vx(x, λ)| ≤ sν(t) (4.16) le7
and
∣∣vtx(x, s)∣∣ ≤ √s [∫ t
t−s
|vx(x, λ)|2 dλ
]1/2
≤ √sν(t) (4.17) le8
which gives the result.
(ii) From (
p6
2.6) and (
le1
i) above one gets:
|G(x, t)| ≤ Kν(t)
∫ t
0
|vxx(x, s)|
∫ +∞
t−s
a′(τ)min{τ,√τ}dτds
≤ Kν(t)
∫ t
0
|vxx(x, s)|ψ(t− s)ds (4.18) le9
from which the result follows.
(iii) We use (
pr5
4.9), (g1), (
le1
i), the fact that g′′(0) = 0 and 0 ≤ θ ≤ 1 to obtain:
|Gt(x, t)| ≤ K |vxx(x, t)| ν(t)
∫ +∞
0
|a′(s)|r0(s)ds
+Kν(t)
∫ t
0
|vxx(x, s)| |a′(t− s)| r0(t− s)ds
+ 2Kθν(t)
∫ t
0
|vxx(x, s)|
∫ +∞
t−s
|a′(τ)|r0(τ)dτds (4.19) le10
which gives the result.
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4.2 Energy estimates.
The next Lemmas give energy estimates for the terms in E1(t) (see (
imeq1
4.6)), as in
bh1
[2].
In what follows, the notation C > 0 stands for a generic constant that is independent of n.
eel Lemma 4.2. Assume the inequality (
pr6
4.10) holds true. Then∫
Ω
v2(x, t)dx− 2g′(0)Q (vx, t, a) ≤ V0 + 2
√
F
√
E(t) + 2K‖ψ‖L1(R+)ν(t)E(t) (4.20) eel1
Proof. For a fixed t ∈ (0, T0), we multiply (
p5
2.5) by v(x, t) and integrate on Ω and on (0, t). We
get
1
2
∫
Ω
v2(x, t)dx− 1
2
∫
Ω
v20dx− g′(0)Q(vx, t, a)
=
∫ t
0
∫
Ω
f(x, s)v(x, s)dxds +
∫ t
0
∫
Ω
G(x, s)v(x, s)dxds (4.21) eel2
Observe that
∫ t
0
∫
Ω
fvdxds ≤ ‖f‖L2(Qt)‖v‖L2(Qt) ≤
√
F
√
E .
Now, using Lemma
le
4.1 we get∣∣∣∣∫ t
0
∫
Ω
G(x, s)v(x, s)dxds
∣∣∣∣ ≤ Kν(t) ∫ t
0
∫
Ω
|v(x, s)| (|vxx| ∗ |ψ|) (x, s)dxds
Using part (i) of Lemma
adl2
3.2 with w1 = v, w2 = vxx and ϕ = |ψ| one gets∣∣∣∣∫ t
0
∫
Ω
G(x, s)v(x, s)dxds
∣∣∣∣ ≤ Kν(t)‖ψ‖L1(R+)E(t),
thus ending the proof.
eel3 Lemma 4.3. Let a and ψ be given by (
le4
4.13) and (
le5
4.14), respectively. Under the assumption
that (
pr6
4.10) is fulfilled , one has the following inequality:
∫
Ω
v2t (x, t)dx− 2g′(0)Q (vxt, t, a) ≤ F + 2‖a‖L1(R+)
√
V0
√
E(t)
+ 2
√
F
√
E(t) + 2K (‖ψ‖L1(R+) + a) ν(t)E(t) (4.22) eel4
Proof. First, we derivate (
p5
2.5) w.r.t. t and obtain
vtt(x, t) + g
′(0)a(0)vxx(x, t) + g
′(0)
∫ t
0
a′(t− s)vxx(x, s)ds = ft + Gt (4.23) eel5
Secondly, multiplying the above by vt and integrating on Ω and on [0, t] leads to
1
2
∫
Ω
v2t (x, t)dx−
1
2
∫
Ω
v2t (x, 0)dx− g′(0)a(0)
∫ t
0
∫
Ω
vxvxtdxds
− g′(0)
∫ t
0
∫
Ω
∫ s
0
a′(s− τ)vx(τ)dτvxt(s)dxds =
∫ t
0
∫
Ω
ftvtdxds +
∫ t
0
∫
Ω
Gtvtdxds (4.24) eel6
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Observe now that∫ s
0
a′(s− τ)vx(τ)dτ = −a(0)vx(s) + a(s)vx(0) +
∫ s
0
a(s− τ)vxt(τ)dτ (4.25) eel7
One now gets:
1
2
∫
Ω
v2t (x, t)dx− g′(0)Q (vxt, t, a) =
1
2
∫
Ω
v2t (x, 0)dx− g′(0)
∫ t
0
∫
Ω
a(s)v′′0 (x)vt(x, s)dxds
+
∫ t
0
∫
Ω
(ftvt) (x, s)dxds +
∫ t
0
∫
Ω
(Gtvt) (x, s)dxds (4.26) eel8
Notice that
vt(x, 0) = f(x, 0) (4.27) eel9
which gives
∫
Ω
v2t (x, 0)dx ≤ F . We also have
∣∣∣∣∫ t
0
∫
Ω
a(s)v′′0(x)vt(x, s)dxds
∣∣∣∣ ≤ ‖v′′0‖L2(Ω) ‖a‖L1(R+) sup
0≤s≤t
‖vt(·, s)‖L2(Ω)
≤ ‖a‖L1(R+)
√
V0
√
E(t) (4.28) eel10
and ∫ t
0
∫
Ω
(ftvt) (x, s)dxds ≤
√
F
√
E(t) (4.29) eel11
Finally, invoking part (iii) of Lemma
le
4.1 and part (i) of Lemma
adl2
3.2 we deduce that∫ t
0
∫
Ω
(Gtvt) (x, s)dxds ≤ Kaν(t)E(t) +Kν(t)‖ψ‖L1(R+)E(t) (4.30) eel12
and with the obtainment of this last estimates the proof ends.
Next, in order to obtain energy estimates for
∫
Ω
v2tt(x, t)dx we shall use the difference oper-
ator (△hw) (x, t) = w(x, t+ h)− w(x, t), for h > 0 small enough.
lies Lemma 4.4. Under the assumption that (
pr6
4.10) is fulfilled, one has:
∫
Ω
v2tt(x, t)dx− 2g′(0) lim
h→0+
1
h2
Q (△hvxt, t, a) ≤C
{
F +
√
F
√
E(t)
+
[
ν(t) + ν3(t)
] E(t) +√V0E(t)} (4.31) lies1
For the Proof, see the Appendix Section.
Since ν(t) and E(t) are non-increasing functions in t, we obtain as a consequence of Lemma
eel
4.2, Lemma
eel3
4.3, Lemma
lies
4.4, Lemma
ah
3.4 and Sobolev embeddings, that:
lse Lemma 4.5. Under the assumption stated in (
pr6
4.10) one has
E1(t) ≤ C
{
V0 + F +
(√
V0 +
√
F
)√
E(t) + [ν(t) + ν3(t)] E(t) +√V0E(t)} (4.32) lse1
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4.3 Non-energy estimates.
In the following we obtain estimates for the other constitutive terms of E(t).
Now, from (
p5
2.5) and using for a.e. x ∈ Ω the result of Theorem il3.1 with b = a,
l(t) =
1
g′(0)
[f(x, t) + G(x, t)− vt(x, t)], and w(t) = vxx(x, t), we deduce the equality
vxx =
1
g′(0)
[
1
a(0)
(ft + Gt − vtt) + A1 ∗ (ft + Gt − vtt) + A2 ∗ (f + G − vt)
]
(4.33) sl0
where A1, A2 ∈ L1[0,+∞)(R) are two functions that depend on an, with bounded L1 norms
which are independent of n, due to (a2) and (a5).
We have the following estimate:
sl Lemma 4.6. Under the assumption stated in (
pr6
4.10) one has
∫
Ω
v2xx(x, t)dx+
∫ t
0
∫
Ω
v2xx(x, s)dxds +
∫ t
0
∫
Ω
v2tt(x, s)dxds
≤ C [F + E1(t) + ν(t)E(t)] (4.34) sl1
Proof. Step 1.
We multiply (
sl0
4.33) by vxx and integrate on Ω. It is clear that, for any η > 0, we have∣∣∣∣∫
Ω
(ft − vtt) vxxdx
∣∣∣∣ ≤ η ∫
Ω
v2xxdx+
1
2η
∫
Ω
(
f 2t + v
2
tt
)
dx (4.35) sl2
From part (iii) in Lemma
le
4.1 we obtain
∣∣∣∣∫
Ω
Gtvxxdx
∣∣∣∣ ≤ Kν(t) ∫
Ω
|vxx(x, t)| (|vxx| ∗ |ψ|) (x, t)dx
+ aKν(t)
∫
Ω
|vxx(x, t)|2 dx (4.36) sl3
Further, with the help of part (ii) in Lemma
adl2
3.2 we obtain
∣∣∣∣∫
Ω
Gtvxxdx
∣∣∣∣ ≤ Kν(t) ‖vxx(·, t)‖L2(Ω) ‖ψ‖L1(R+) sup
0≤τ≤t
‖vxx(·, τ)‖L2(Ω)
+ aKν(t) ‖vxx(·, t)‖2L2(Ω) ≤ Kν(t)
[‖ψ‖L1(R+) + a] E(t) (4.37) sl4
For any η > 0 one has
∣∣∣∣∫
Ω
A1 ∗ (ft − vtt) vxxdx
∣∣∣∣ ≤ ‖A1‖L1(R+) ‖vxx(·, t)‖L2(Ω) sup
0≤τ≤t
[
‖ft(·, τ)‖L2(Ω) + ‖vtt(·, τ)‖L2(Ω)
]
≤ η ‖vxx(·, t)‖2L2(Ω) +
1
2η
‖A1‖2L1(R+) sup
0≤τ≤t
[
‖ft(·, τ)‖2L2(Ω) + ‖vtt(·, τ)‖2L2(Ω)
]
(4.38) sl5
and also
∣∣∣∣∫
Ω
A2 ∗ (f − vt) vxxdx
∣∣∣∣
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≤ η ‖vxx(·, t)‖2L2(Ω) +
1
2η
‖A2‖2L1(R+) sup
0≤τ≤t
[
‖f(·, τ)‖2L2(Ω) + ‖vt(·, τ)‖2L2(Ω)
]
(4.39) sl6
We now have:
∣∣∣∣∫
Ω
(A1 ∗ Gt) (x, t)vxx(x, t)dx
∣∣∣∣ ≤ aKν(t) ∫
Ω
(|A1| ∗ |vxx|) (x, t) |vxx(x, t)| dx
+Kν(t)
∫
Ω
(|A1| ∗ |ψ| ∗ |vxx(x, t)|) (x, t) |vxx(x, t)| dx (4.40) sl7
Then:
∣∣∣∣∫
Ω
(A1 ∗ Gt) (x, t)vxx(x, t)dx
∣∣∣∣
≤ Kν(t)
[
a ‖A1‖L1(R+) + ‖ |A1| ∗ |ψ| ‖L1(R+)
]
‖vxx(·, t)‖L2(Ω) sup
0≤τ≤t
‖vxx(·, τ)‖L2(Ω) . (4.41) sl8
This gives ∣∣∣∣∫
Ω
(A1 ∗ Gt) (x, t)vxx(x, t)dx
∣∣∣∣ ≤ Cν(t)E(t) (4.42) sl9
Likewise, ∣∣∣∣∫
Ω
(A2 ∗ G) (x, t)vxx(x, t)dx
∣∣∣∣ ≤ Cν(t)E(t) (4.43) sl10
Now, from the above estimates (
sl2
4.35), (
sl4
4.37), (
sl5
4.38), (
sl6
4.39), (
sl9
4.42) and (
sl10
4.43), with η > 0
small enough leads to
sup
0≤s≤t
∫
Ω
v2xx(x, s)dx ≤ C [F + E1(t) + ν(t)E(t)] (4.44) sl11
Step 2.
We multiply (
sl0
4.33) by vxx and integrate on (0, t) and on Ω. Proceeding as in Step 1., using
part (i) in Lemma
adl2
3.2, one gets for any η > 0 that
∫
Qt
[ft + Gt + A1 ∗ ft + A2 ∗ (f − vt) + A1 ∗ Gt + A2 ∗ G] vxxdxds
≤ η
∫
Qt
v2xxdxds+
C
η
[F + E1(t)] + Cν(t)E(t) (4.45) sl13n
We are left to focus on terms that contain vtt. Invoking density arguments,
∫
Qt
(vttvxx) (x, s)dxds =
∫
Ω
(vxxvt) (x, t)dx−
∫
Ω
v′′0(x)vt(x, 0)dx+
∫
Qt
v2xtdxds (4.46) sl19
which gives, using (
eel9
4.27),
∣∣∣∣∫
Qt
(vttvxx) (x, s)dxds
∣∣∣∣ ≤ ‖vxx(·, t)‖L2(Ω) ‖vt(·, t)‖L2(Ω)
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+ ‖v′′0‖L2(Ω) ‖f(·, 0)‖L2(Ω) +
∫
Qt
v2xt(x, s)dxds (4.47) sl20
Finally we have:
∫
Qt
(A1 ∗ vtt) (x, s)vxx(x, s)dxds =
∫
Qt
(A1 ∗ vt)t vxx(x, s)dxds
−
∫
Qt
A1(s)vt(x, 0)vxx(x, s)dxds (4.48) sl21
Again, calling in the density arguments leads to
∫
Qt
(A1 ∗ vt)t (x, s)vxx(x, s)dxds =
∫
Ω
(A1 ∗ vt) (x, t)vxx(x, t)dx
+
∫
Qt
(A1 ∗ vxt) vxtdxds (4.49) sl22
From equalities (
sl21
4.48) and (
sl22
4.49) one easily gets:
∣∣∣∣∫
Qt
(A1 ∗ vtt) vxx(x, s)dxds
∣∣∣∣ ≤ ‖A1‖L1(R+)[∫
Qt
v2xtdxds + ‖vxx(·, t)‖L2(Ω) sup
0≤τ≤t
‖vt(·, t)‖L2(Ω) + ‖f(·, 0)‖L2(Ω) sup
0≤s≤t
‖vxx(·, s)‖L2(Ω)
]
(4.50) sl23
Now, adding inequalities (
sl13n
4.45), (
sl20
4.47), (
sl23
4.50) and upon using (
sl11
4.44) it allows us to get∫
Qt
v2xx(x, t)dx ≤ C [F + E1(t) + ν(t)E(t)] (4.51) sl24
Step 3.
We now multiply (
eel5
4.23) by vtt and integrate on Qt. We have the listed below results:∣∣∣∣∫
Qt
vxxvttdxds
∣∣∣∣ ≤ η ∫
Qt
v2ttdxds +
1
4η
∫
Qt
v2xxdxds (4.52) sl25
∫
Qt
(a′ ∗ vxx) vttdxds ≤ ‖a′‖L1(R+) ‖vxx‖L2(Qt) ‖vtt‖L2(Qt)
≤ η ‖vtt‖2L2(Qt) +
1
4η
‖a′‖2L1(R+) ‖vxx‖2L2(Qt) (4.53) sl26∫
Qt
ftvttdxds ≤ η ‖vtt‖2L2(Qt) +
1
4η
‖ft‖2L2(Qt) (4.54) sl27
∫
Qt
Gtvttdxds ≤ akν(t)
∫
Qt
|vxx| |vtt| dxds+ kν(t)
∫
Qt
(|vxx| ∗ |ψ|) |vtt| dxds
≤ kν(t) (a+ ‖ψ‖L1(R+)) E(t) (4.55) sl28
We then obtain, taking η small enough and using (
sl24
4.51), that∫
Qt
v2xx(x, t)dxds ≤ C [F + E1(t) + ν(t)E(t)] (4.56) sl29
Now from estimates (
sl11
4.44), (
sl24
4.51) and (
sl29
4.56) we obtain the result of Lemma
sl
4.6.
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Now we take on to obtaining estimates for u defined as u(x, t) =
∫ t
0
v(x, s)ds. The idea is
to integrate (
sl0
4.33) w.r.t. t; one gets:
uxx =
1
g′(0)
{
f + G − vt
a(0)
+
∫ t
0
[A1 ∗ (ft + Gt − vtt)] (x, s)ds+
∫ t
0
[A2 ∗ (f + G − vt)] (x, s)ds
}
(4.57) sl30
We shall use in the following the below Lemma:
al Lemma 4.7. Suppose that A ∈ L1 (0, T ), ϕ ∈ W 1,1 (0, T ). Then, for any t ∈ (0, T ), we have∫ t
0
(A ∗ ϕ′)(s)ds = A ∗ [ϕ− ϕ(0)H ] (4.58) al1
Proof. The proof is a direct consequence of Fubini’s Theorem.
Recall from (
eel9
4.27) that (f + G − vt) (x, 0) = 0. Then (
sl30
4.57) can be re-written in the form
uxx =
1
g′(0)
{
f + G − vt
a(0)
+ A1 ∗ (f + G − vt) + A2 ∗
[∫ t
0
f(x, s)ds+
∫ t
0
G(x, s)ds− v + v0
]}
(4.59) al3
We deduce from the above equation that
uxxx =
1
g′(0){
fx + Gx − vxt
a(0)
+ A1 ∗ (fx + Gx − vxt) + A2 ∗
[∫ t
0
fx(x, s)ds +
∫ t
0
Gx(x, s)ds− vx + v′0
]}
(4.60) al3n
We can now prove the following:
al4 Lemma 4.8. Assume the assumption formulated in (
pr6
4.10) holds true. Then
sup
0≤s≤t
‖uxx(·, s)‖2L2(Ω) ≤ C
{
V0 + F + ν
2(t)E(t) + E3(t) + E1(t)
}
(4.61) al5
and
sup
0≤s≤t
‖uxxx(·, s)‖2L2(Ω) ≤ C
{
V0 + F + ν
2(t)E(t) + ν2(t)E2(t) + E3(t) + E1(t)
}
(4.62) al5n
where C > 0 is a constant which is independent of n.
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Proof. The proof is performed in two steps.
Step 1.
Here we obtain the necessary estimates for G(t),
∫ t
0
G(s)ds, Gx(t) and for
∫ t
0
Gx(s)ds. Using
(
p6
2.6) and part (i) of Lemma
le
4.1 we have
|G(t)| ≤ Kν(t)
∫ +∞
0
|a′(s)| r0(s) |uxx(x, t)− uxx(x, t− s)| ds (4.63) al6
and this gives
‖G(·, t)‖L2(Ω) ≤ 2Kν(t)
∫ +∞
0
|a′(s)| r0(s)ds
(
sup
0≤s≤t
‖uxx(·, s)‖L2(Ω)
)
≤ Cν(t)
√
E(t) (4.64) al7
On the other hand, using (
p6
2.6) and (
ap7
4.2), we have that
∣∣∣∣∫ t
0
G(x, s)ds
∣∣∣∣ ≤ K ∫ +∞
0
|a′(τ)|
∫ t
0
|vsx(x, τ)|2 |uxx(x, s)− uxx(x, s− τ)| dsdτ (4.65) al8
which implies, taking the L2 (Ω)-norm, that
∥∥∥∥∫ t
0
G(·, s)ds
∥∥∥∥
L2(Ω)
≤2K
(
sup
0≤τ≤t
‖uxx(·, τ)‖L2(Ω)
)
∫ +∞
0
|a′(τ)|
∫ t
0
‖vsx(·, τ)‖2L∞(Ω) dsdτ (4.66) al9
Now we have by Sobolev inclusions:
‖vsx(·, τ)‖L∞(Ω) ≤ C
∫ s
s−τ
‖v(·, λ)‖H2(Ω) dλ ≤ 2CτM
(
‖v˜‖H2(Ω)
)
(s) (4.67) al10
where v˜(x, s) is the function defined on Ω× R by
v˜(x, s) =
{
v(x, s) for s ∈ [0, t)
0 for s ∈ R− [0, t) (4.68) al11
and
M
(
‖v˜‖H2(Ω)
)
(s) = sup
ρ>0
1
2ρ
∫ s+ρ
s−ρ
‖v˜(·, τ)‖H2(Ω) dτ (4.69) al12
is the maximal function of s 7→ ‖v˜(·, s)‖H2(Ω) (see
ste1
[18]).
Now, the maximal inequality (see Theorem 1, page 5 in
ste1
[18]) in this case leads to
∫
R
M
(
‖v˜(·, s)‖2H2(Ω)
)
(s)ds ≤ 2
√
10
∫
R
‖v˜(·, s)‖2H2(Ω) (x, s)ds
= 2
√
10
∫ t
0
‖v(·, s)‖2H2(Ω) (x, s)ds (4.70) al13
Then, from (
al10
4.67) and (
al13
4.70) by Sobolev inclusions we have that:∫ t
0
‖vsx(·, τ)‖2L∞(Ω) dτ ≤ Cτ 2
∫ t
0
‖v(·, s)‖2H2(Ω) (4.71) al14
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Next, with the help of (
al9
4.66) we deduce
∥∥∥∥∫ t
0
G(·, s)ds
∥∥∥∥
L2(Ω)
≤ CK sup
0≤τ≤t
‖uxx(·, τ)‖L2(Ω)
∫ t
0
‖v(·, s)‖2H2(Ω) ds
∫ +∞
0
|a′(τ)| τ 2dτ (4.72) al15
that is ∥∥∥∥∫ t
0
G(·, s)ds
∥∥∥∥
L2(Ω)
≤ CE3/2(t) (4.73) al15n
Next, let Gx(x, t) = I1 + I2, where
I1 =
∫ +∞
0
a′(s)g′′
(
vtx(s)
) ∣∣vtxx(s)∣∣2 ds (4.74) nal1
I2 =
∫ +∞
0
a′(s)
[
g′
(
vtx(s)
)− g′(0)] vtxxx(s)ds (4.75) nal2
and also
∫ t
0
Gx(x, s)ds = I3 + I4, where
I3 =
∫ t
0
∫ +∞
0
a′(τ)g′′ (vsx(τ)) |vsxx(τ)|2 dτds (4.76) nal3
I4 =
∫ t
0
∫ +∞
0
a′(τ) [g′ (vsx(τ))− g′(0)] vsxxx(τ)dτds (4.77) nal4
Since vt(s) = u(t)− u(t− s), using again part (i) in Lemma le4.1 we obtain
‖I1‖L2(Ω) ≤ 2Kν(t)
∫ +∞
0
|a′(s)| r0(s)
[∥∥u2xx(·, t)∥∥L2(Ω) + ∥∥u2xx(·, t− s)∥∥L2(Ω)] ds
≤ 4Kν(t) sup
0≤s≤t
‖uxx(·, s)‖2L4(Ω)
∫ +∞
0
|a′(s)| r0(s)ds (4.78) nal5
This gives further down by Sobolev inclusion:
‖I1‖L2(Ω) ≤ 4K
(∫ +∞
0
|a′(s)| r0(s)ds
)
ν(t)E(t) (4.79) nal6
Next, as in (
al7
4.64), one easily obtains that
‖I2‖L2(Ω) ≤ 2K
(∫ +∞
0
|a′(s)| r0(s)ds
)
ν(t)
√
E(t) (4.80) nal7
Moreover,
‖I3‖L2(Ω) ≤
K
∫ t
0
∫ +∞
0
|a′(τ)| ‖vsx(·, τ)‖L∞(Ω) ‖uxx(·, s)− uxx(·, s− τ)‖L∞(Ω) ‖vsxx(·, τ)‖L2(Ω) dτds (4.81) nal9
As in the proof of (
al5
4.61) we have the following estimates:
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‖vsx(τ)‖L∞(Ω) ≤ 2τM
(
‖v˜x‖L∞(Ω)
)
(s)
‖vsxx(τ)‖L2(Ω) ≤ 2τM
(
‖v˜xx‖L2(Ω)
)
(s)
which give
‖I3‖L2(Ω) ≤ 8K sup
0≤s≤t
‖uxx(·, s)‖L∞(Ω)
∫ +∞
0
|a′(τ)| τ 2dτ√∫ t
0
M
(
‖v˜x‖L∞(Ω)
)2
(s)ds
√∫ t
0
M
(
‖v˜xx‖L2(Ω)
)2
(s)ds (4.82) nal10
Using again the maximal inequality from
ste1
[18] and the Sobolev embeddings leads to
‖I3‖L2(Ω) ≤ C sup
0≤s≤t
‖u(·, s)‖H3(Ω)
∫ t
0
‖v(·, s)‖2H2(Ω) ds (4.83) nal11
that is
‖I3‖L2(Ω) ≤ CE3/2(t) (4.84) nal12
Finally, for I4 we proceed as for obtaining (
al15n
4.73) and get
‖I4‖L2(Ω) ≤ CE3/2(t) (4.85) nal13
The above estimates lead to the below ones:
‖Gx(·, t)‖L2(Ω) ≤ Cν(t)
(
E(t) +
√
E(t)
)
(4.86) nal14
∥∥∥∥∫ t
0
Gx(·, s)ds
∥∥∥∥
L2(Ω)
≤ CE3/2(t) (4.87) nal15
Step 2.
From (
al3
4.59) we obtain:
‖uxx(·, t)‖L2(Ω) ≤
1
|g′(0)|
{
1
a(0)
[
‖f(·, t)‖L2(Ω) + ‖G(·, t)‖L2(Ω) + ‖vt(·, t)‖L2(Ω)
]
+ ‖A1‖L1(R+) sup
0≤s≤t
[
‖f(·, s)‖L2(Ω) + ‖G(·, s)‖L2(Ω) + ‖vt(·, s)‖L2(Ω)
]
+ ‖A2‖L1(R+) sup
0≤s≤t
[∥∥∥∥∫ s
0
f(·, τ)dτ
∥∥∥∥
L2(Ω)
+
∥∥∥∥∫ s
0
G(·, τ)dτ
∥∥∥∥
L2(Ω)
+ ‖v(·, s)‖L2(Ω) + ‖v0‖L2(Ω)
]}
(4.88) al17
Using now (
al7
4.64) and (
al15n
4.73) and the fact that ν(t) and E(t) are increasing functions we
obtain (
al5
4.61). Next,(
al5n
4.62) is obtained in a similar manner: one produces an equality like that
of (
al17
4.88) satisfied by ‖uxxx(·, t)‖L2(Ω) with fx, Gx, vtx, vx, v′0 in place of f , G, vt, v, v0. Using
(
nal14
4.86) and (
nal15
4.87) we get (
al5n
4.62).
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4.4 Smallness estimates.
The next Proposition proves the uniform boundedness of E(t).
smr Proposition 4.2. There exist two numbers E > 0 and δ > 0 independent of n such that,
whenever v0 and f verify F (f) + V0(v0) ≤ δ, one has
E(t) ≤ E
2
, ∀t ∈ [0, T ) (4.89) smr1
Proof. Remark first that, capitalizing on (
eel5
4.23) and (
pr5
4.9), one has vt(x, 0) = f(x, 0), vxt(x, 0) =
fx(x, 0), vtt(x, 0) = −g′(0)a(0)v′′0(x) + ft(x, 0). From the definition of E(t) we deduce
E(0) ≤
[
1 + 2a2(0) |g′(0)|2
]
‖v0‖2H2(Ω) +
∫
Ω
[
f 2(x, 0) + f 2x(x, 0) + 2f
2
t (x, 0)
]
dx (4.90) smr2
Therefore
E(0) ≤ 2
[
1 + a2(0) |g′(0)|2
]
(F + V0) (4.91) smr3
We now use the fact that the seminorm w ∈ H2 (Ω) 7→ ‖wxx‖L2(Ω) is a norm on H2 (Ω) ∩
H10 (Ω), equivalent to the usual norm in H
2 (Ω). We shall as well make use of the inequality(√
V0 +
√
F
)√E(t) ≤ ηE(t) + 1
2η
(V0 + F ), with η > 0 small enough.
From Lemmas
lse
4.5,
sl
4.6 and
al4
4.8 we deduce
E(t) ≤ C
{
V0 + F +
[
ν(t) + ν3(t)
] E(t) +√V0E(t) + E3(t) + ν2(t)E2(t)} (4.92) smr4
provided (
pr6
4.10) holds true.
Recall also the inequality (
pr4
4.7):
ν(t) ≤ cΩ
√
E(t), ∀t ∈ [0, T ) (4.93) smr7
Then, we deduce from (
smr4
4.92) that
E(t) ≤ c1
[
V0 + F + E3(t)
]
(4.94) smr4n
with c1 > 0 a constant independent of n.
Now observe that we can choose E > 0 and δ > 0 such that
c1E2 ≤ 1
2
E < θ
2
4CΩ
c1δ ≤ E
4
2
[
1 + a2(0) |g′(0)|2] δ ≤ E
2
(4.95) smr8
Let us now prove that, for any t ∈ [0, T ), (smr14.89) holds true. Indeed, if the contrary were
true, then invoking the continuity w.r.t. time there exists t2 ∈ (0, T ) s.t. E(t) ≤ E , for any
t ∈ (0, t2), but inequality (
smr1
4.89) is false on an interval (t1, t2) with 0 < t1 < t2. From the second
inequality in (
smr8
4.95) we deduce that (
smr4n
4.94) is satisfied on [0, t2]. Using once more (
smr8
4.95) one gets
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E(t) ≤ E(t)
2
+
E
4
which triggers E(t) ≤ E
2
on [0, t2], hence a contradiction. This later fact ends
the proof.
5 Proof of the main result.
pmrs
Remark that from Proposition
smr
4.2 we actually deduce that for vn - solution of (Pn)1, (Pn)2,
(Pn)3 - we have the following upper bounds:
sup
t∈[0,Tn)
[
‖un(·, t)‖2H3(Ω) + ‖(un)t(·, t)‖2H2(Ω) + ‖(un)tt(·, t)‖2H1(Ω) + ‖(un)ttt(·, t)‖2L2(Ω)
]
+
∫ Tn
0
{
‖vn(·, t)‖2H2(Ω) + ‖(vn)t(·, t)‖2H1(Ω) + ‖(vn)tt(·, t)‖2L2(Ω)
}
dt ≤ E
2
(5.1) ub1
and
sup
x∈Ω
0<s<t<Tn
∣∣∣∣∫ t
t−s
(vn)x (x, τ)dτ
∣∣∣∣ ≤ θ (5.2) ub2
We then deduce from Proposition
pr
4.1 that Tn = +∞, so (
ub1
5.1) and (
ub2
5.2) are valid upon
replacing Tn by +∞. It follows that there exist two limits
u ∈
3⋂
m=0
Wm,∞
(
(0,+∞);H3−m(Ω))
and
v ∈
{
2⋂
m=0
Wm,∞
(
(0,+∞);H2−m(Ω))} ∩{ 2⋂
m=0
Wm,2
(
(0,+∞);H2−m(Ω))}
with u(x, t) =
∫ t
0
v(x, s) ds s.t. (up to a subsequence of n) we have
dmun
dtm
⇀
dmu
dtm
weakly ∗ in L∞ ((0,+∞);H3−m(Ω)) , m = 0, 1, 2, 3
and
dmvn
dtm
⇀
dmv
dtm
weakly in L2
(
(0,+∞);H2−m(Ω)) , m = 0, 1, 2.
By the trace theorem we have v = 0 for x ∈ ∂Ω, t ≥ 0, and v(x, 0) = v0(x), for x ∈ Ω. Now
remark that the equation (Pn)1 can be written in the form
(vn)t(x, t) = − ∂
∂x
∫ t
0
an(t− s)g′ ((un)x(x, t)− (un)x(x, s)) (vn)x(x, s)ds+ f(x, t) (5.3) ub3
We now pass to the limit in (
ub3
5.3) above, for any fixed t ≥ 0. By the trace theorem it is
clear that (vn)t(·, t) L
2(Ω)−−−−→
n→+∞
vt(·, t) weakly. Next, we take on to proving that∫ t
0
an(t− s)g′ ((un)x(x, t)− (un)x(x, s)) (vn)x(x, s)ds
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weakly converges in L2 (Ω) towards∫ t
0
a(t− s)g′ (ux(x, t)− ux(x, s)) vx(x, s)ds
Let φ ∈ L2 (Ω) be fixed; we have to prove that
En −−−−→
n→+∞
E (5.4) ub4
where
En =
∫
Qt
φ(x)an(t− s)g′ ((un)x(x, t)− (un)x(x, s)) (vn)x(x, s)dxds (5.5) ub5
E =
∫
Qt
φ(x)a(t− s)g′ (ux(x, t)− ux(x, s)) vx(x, s)dxds (5.6) ub6
By Sobolev compact inclusion we have that (un)x
C(Qt)−−−−→
n→+∞
ux strongly
and (un)x(·, t)
C(Ω)−−−−→
n→+∞
ux(·, t) also strongly. From (
ub2
5.2), with Tn = +∞ we deduce
sup
x∈Ω
0<s<t
∣∣∣∣∫ t
t−s
vx(x, τ)dτ
∣∣∣∣ ≤ θ (5.7) ub7
Making use of (
ap6
??) leads to the strong convergence
g′ ((un)x(x, t)− (un)x(x, s))
C(Qt)−−−−→
n→+∞
g′ (ux(x, t)− ux(x, s)) . (5.8) ub8
Since (vn)x
L2(Qt)−−−−→
n→+∞
vx strongly and an
L2(0,t)−−−−→
n→+∞
a strongly (consequence of assumption (a2)),
one easily gets (
ub4
5.4) which ends the proof of Theorem
mr
2.1.
6 A class of totally monotone functions compliant with
hypotheses (a1) to (a5).
ax
The goal here is to introduce a large class of functions a compliant with assumptions (a1)-(a5).
The following Lemma deals with sufficient conditions so that (a5) holds.
ax1 Lemma 6.1. Assume that b ∈ W 1,1 (0,+∞) satisfies the following conditions
(i) tb′ ∈ L1 (0,+∞)
(ii) there exists M3 > 0 and α1 > 0 s.t. |Fb(ω)| ≥ M3
1 + |ω|α1 , ∀ω ∈ R
(iii) there exists M4 > 0 and α2 > 0 s.t. |Fb′(ω)| ≤ M4
1 + |ω|α2 , ∀ω ∈ R
(iv) there exists α3 ∈ R s.t. the function R ∋ t 7→ tb(t) ∈ R is an element of Hα3 (R)
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Then there exists M5 > 0 depending only on M3,M4, α1, α2 and α3, and p ∈ N∗ depending
only on α1 and α2 and α3, s.t.
(Fb′)p
Fb ∈ F
(
BL1(R)(0,M6)
)
(6.1) ax2
where
M6 =M5
[
1 + ‖tb′‖L1(R) + ‖tb‖Hα3 (R)
]
(6.2) ax3
Proof. Since H1 (R) ⊂ FL1 (R) and ‖F−1w‖L1(R) ≤ C‖w‖H1(R), ∀w ∈ H1 (R) (see
limg
[12]), it
suffices to consider the H1 norm of E ≡ [Fb
′]p
Fb . From hypotheses (ii) and (iii) it is clear that,
for p large enough depending on α1 and α2, we have
‖E‖L2(R) ≤M5 (6.3) ax4
where M5 depends on M3, M4 and α2. We also have E
′ = E1 −E2, with
E1 := p
[Fb′]p−1 [Fb′]′
Fb (6.4) ax5
E2 :=
[Fb′]p [Fb]′
(Fb)2 (6.5) ax6
Since
∣∣(Fb′)′∣∣ = |F(tb′)| ∈ L∞ (R+), from the above mentioned assumptions we get there
exists p large enough depending on α1 and α2 s.t.
‖E1‖L2(R) ≤ M5‖tb′‖L1(R) (6.6) ax7
From assumption (iv) and the fact that
∣∣(Fb)′∣∣ = |F(tb)| we have that the function ω −→
(1 + ω2)
α3/2 (Fb)′ (ω) ∈ L2(R), and,
∥∥∥(1 + ω2)α3/2 (Fb)′ (ω)∥∥∥
L2(R)
= ‖tb‖Hα3 (R).
Then there exists p large enough depending on α1, α2 and α3 s.t.
‖E2‖L2(R) ≤ M5‖tb‖Hα3 (R) (6.7) ax8
with M5 as before. From (
ax4
6.3), (
ax7
6.6) and (
ax8
6.7) the claimed result follows.
Let µ be a positive, finite and non-zero Borel measure on R+, satisfying
(µ1) : the function R+ ∋ ρ 7→ 1
ρ2
is an element of L1µ(0,+∞)
(µ2) : there exists γ ∈ (0, 1) s.t. the function R+ ∋ ρ 7→ ργ is an element of L1µ(0,+∞)
Remark that, as a consequence of these hypotheses, the function R+ ∋ ρ 7→ ρβ is an element
of L1µ(0,+∞) for any β ∈ [−2, γ].
We now consider the following totally monotone function (see
pru1
[14])
a˜ : [0,+∞)→ R, a˜(t) =
∫
R+
e−ρtdµ(ρ), ∀t ≥ 0 (6.8) ax8p
This Section main result is contained in the below theorem:
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axr Theorem 6.1. Assume the hypotheses (µ1) and (µ2) hold true. Then the function a˜ given by
(
ax8p
6.8) satisfies the hypotheses (a1)-(a5) of Section
ibvps
2 with
a˜n(t) =
∫
[0,n)
e−ρtdµ(ρ), ∀t ≥ 0, ∀n ∈ N∗
Proof. Since the measure µ is finite, it is clear that a˜n ∈ C∞ (R+), and for any t ∈ R+ and
k ∈ N, (a˜n)(k)(t) =
∫
[0,n)
(−1)kρke−ρtdµ(ρ). This gives a˜n ∈ W p,∞ (0,+∞), for any p ∈ N and
also a˜′n < 0.
Let k ∈ N and q ∈ R+. Then
∫ +∞
0
tq (a˜n)
(k) (t)dt = (−1)k
∫ +∞
0
tq
∫
[0,n)
ρke−ρtdµ(ρ)dt = (−1)k
∫
[0,n)
ρk
(∫ +∞
0
tqe−ρtdt
)
dµ(ρ)
Taking τ = ρt in the integral w.r.t. t leads to∫ +∞
0
tq
∣∣∣(a˜n)(k) (t)∣∣∣ dt = ∫ +∞
0
τ qe−τdτ
∫
[0,n)
ρk−q−1dµ(ρ) (6.9) axr1
Invoking hypotheses (µ1) and (µ2) gives∫
[0,+∞)
ρk−q−1dµ(ρ) <∞ (6.10) axr2
provided that
0 ≤ q + 1− k ≤ 2 (6.11) axr3
For q = 0 and k = 0 or k = 1 one sees that (
axr3
6.11) is verified, therefore (a1) and (a2) are
valid.
For q = 2 and k = 1 (
axr3
6.11) is also verified, then
∫ +∞
0
t2|a˜′n(t)|dt is bounded. The same for
q = 1 and k = 2, with this time
∫ +∞
0
t|a˜′′n(t)|dt bounded. The later grants (a3) is valid.
Next, by Fubini’s theorem we obtain, for ω ∈ R,
F a˜n(ω) =
∫ +∞
0
∫
[0,n)
e−ρtdµ(ρ)e−iωtdt =
∫
[0,n)
dµ(ρ)
ρ+ iω
from which one gets
Re [F a˜n(ω)] =
∫
[0,n)
ρ
ρ2 + ω2
dµ(ρ)
Now, assumption (µ1) gives µ ({0}) = 0, so, there exists µ and µ s.t. 0 < µ < µ and
µ
([
µ, µ
])
> 0. Take n > µ to get
Re [F a˜n(ω)] ≥
µ
µ2 + ω2
µ
([
µ, µ
])
, ∀ω ∈ R
which proves (a4).
Now we prove that the hypotheses of Lemma
ax1
6.1 are verified for b = a˜n, with constants
independent of n.
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The last inequality also proves that (ii) of Lemma
ax1
6.1 is verified with M3 independent of n
and α1 = 2. Taking q = k = 1 (which satisfy (
axr3
6.11)) we deduce that part (i) of Lemma
ax1
6.1 is
also verified, and that ‖ta˜′n‖L1(0,+∞) is bounded.
Next, on one hand, we easily calculate
F a˜′n(ω) = −
∫
[0,n)
ρ
ρ+ iω
dµ(ρ)
which gives
|F a˜′n(ω)| ≤
∫
[0,n)
ρ√
ρ2 + ω2
dµ(ρ) (6.12) axr4
We deduce that
|F a˜′n(ω)| ≤
∫
R+
dµ(ρ) (6.13) axr5
On the other hand now, we use the fact that
ρ2(1−γ)|ω|2γ ≤ γ|ω|2 + (1− γ)ρ2 ≤ |ω|2 + ρ2
to get from (
axr4
6.12), for ω 6= 0,
|F a˜′n(ω)| ≤
∫
[0,n)
ρ
ρ1−γ |ω|γ dµ(ρ) =
1
|ω|γ
∫
[0,n)
ργdµ(ρ)
Invoke (µ2) to get, for ω 6= 0,
|F a˜′n(ω)| ≤
1
|ω|γ
∫
R+
ργdµ(ρ) (6.14) axr6
Then, (
axr5
6.13) and (
axr6
6.14) give
|F a˜′n(ω)| ≤
2
1 + |ω|γ
∫
R+
(1 + ργ) dµ(ρ)
Then the assumption formulated in (iii) of Lemma
ax1
6.1 is verified with α2 = γ and a constant
M4 independent of n.
Finally, the inequality (
axr3
6.11) is verified with q = 1 and k = 0. From (
axr1
6.9) and assumption
(µ2) we get
‖ta˜n‖L1(R+) ≤
∫ +∞
0
τe−τdτ
∫
R+
ρ−2dµ(ρ) <∞
The above entails ta˜n is bounded in H
−1(R); consequently hypothesis (iv) of Lemma
ax1
6.1
is verified with β = −1. We then deduce that the conclusion of Lemma ax16.1 is verified with a
constant M6 > 0 independent of n. Then hypothesis (a5) is verified.
frk Remark 6.1. The relaxation function of the Doi-Edwards theory, aDE(t) =
+∞∑
k=1
1
(2k + 1)2
e−(2k+1)
2t,
t ≥ 0, is actually a particular case of (ax8p6.8) with the measure µDE =
+∞∑
k=1
1
(2k + 1)2
δ(2k+1)2 , where
δ(2k+1)2 is Dirac’s measure at (2k + 1)
2.
It is easy to see that the assumptions (µ1), (µ2) are verified for this measure, and this paper
results can be applied for the aDE function.
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7 Appendix.
The task here is to prove Lemma
lies
4.4, relabeled below as Lemma
lies1x
7.2.
Let the function ξ = ξ(s, t, x) be defined a.e. as ξ(s, t, x) := a′(s)
[
g′
(
vtx(x, s)
)− g′(0)],
s ∈ [0,+∞), t ∈ [0, T ), x ∈ Ω. Let DT := {(s, t) : s ∈ [0,+∞), t ∈ [0, T ), s 6= t}.
In the following, ∂1ξ, ∂2ξ, ∂22ξ stand for
∂ξ
∂s
,
∂ξ
∂t
, and
∂2ξ
∂t2
, respectively.
The first step is proving the following:
ies Lemma 7.1. Invoking the above defined notations,
(i) one has: ξ ∈ C 1 (DT ;H1(Ω)), ∂2ξ
∂t2
∈ C 0 (DT ;L2(Ω));
(ii) assuming (
pr6
4.10) holds true, one has the following estimates a.e. x ∈ Ω, s ∈ [0,+∞)
|ξ(s, t, x)| ≤ Kν(t) |a′(s)| r0(s) (7.1) ies1
∣∣∣∣∂ξ∂t (s, t, x)
∣∣∣∣ ≤ 2Kθν(t) |a′(s)| (7.2) ies2∣∣∣∣∂ξ∂s (s, t, x)
∣∣∣∣ ≤ Kν(t) [|a′′(s)| r0(s) + θ |a′(s)|] (7.3) ies3
∣∣∣∣∂2ξ∂t2 (s, t, x)
∣∣∣∣ ≤ 4ν2(t) [Kθ + ∣∣g(3)(0)∣∣] |a′(s)|
+Kν(t) |a′(s)| r0(s) [|vxt(x, t)|+ |vxt(x, t− s)|] (7.4) ies5
The above derivatives may be considered in the classical sense, as they are defined for s 6= t.
Proof. Observe that
∂ξ
∂t
= a′(s)g′′
(
vtx(s)
)
[vx(t)− vx(t− s)]
∂ξ
∂s
= a′′(s)
[
g′
(
vtx(s)
)− g′(0)]+ a′(s)g′′ (vtx(s)) vx(t− s)
∂2ξ
∂t2
= a′(s)g(3)
(
vtx(s)
)
[vx(t)− vx(t− s)]2 + a′(s)g′′
(
vtx(s)
)
[vxt(t)− vxt(t− s)]
Repeated use of part (i) of Lemma
le
4.1 triggers the result.
For sake of clarity and - last but not least - reader’s convenience, we restate Lemma’s
lies
4.4
content and then achieve its proof.
lies1x Lemma 7.2. Under the assumption that (
pr6
4.10) is fulfilled, one has:
∫
Ω
v2tt(x, t)dx− 2g′(0) lim
h→0+
1
h2
Q (△hvxt, t, a) ≤C
{
F +
√
F
√
E(t)
+
[
ν(t) + ν3(t)
] E(t) +√V0E(t)} (7.5) lies1x0
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Proof. Derivate (
p4
2.4) w.r.t. t and apply △h on the resulting equation. One gets:
△hvtt =
∫ +∞
0
a′(s)△h
(
g
(
vtx(s)
))
xt
ds+△hft (7.6) lies2
Multiply the above by △hvt, integrate on Ω× [0, t] to obtain
1
2
∫
Ω
[△hvt(x, t)]2 dx− 1
2
∫
Ω
[△hvt(x, 0)]2 dx
= −
∫ t
0
∫
Ω
∫ +∞
0
a′(τ)△hg (vsx(x, τ))s△hvxt(x, s)dτdxds
+
∫ t
0
∫
Ω
△hft(x, s)△hvt(x, s)dxds (7.7) lies3
Observing that
g (vsx(x, τ))s = g
′ (vsx(x, τ)) [vx(x, s)− vx(x, s− τ)]
leads to
−
∫ t
0
∫
Ω
∫ +∞
0
a′(τ)△hg (vsx(x, τ))s△hvxt(x, s)dτdxds = I1 + I2 + I3 + I4 (7.8) lies4
where:
I1 = −
∫ t
0
∫
Ω
∫ +∞
0
a′(τ)△hvxt(x, s)△hg′ (vsx(x, τ)) [vx(s+ h)− vx(s+ h− τ)] dτdxds (7.9) lies5
I2 = −
∫ t
0
∫
Ω
∫ +∞
0
a′(τ)△hvxt(x, s) [g′ (vsx(x, τ))− g′(0)]△hvx(x, s)dτdxds (7.10) lies6
I3 = g
′(0)
∫ t
0
∫
Ω
∫ +∞
0
a′(τ)△hvxt(x, s) [△hvx(s− τ)−△hvx(s)] dτdxds (7.11) lies7
I4 =
∫ t
0
∫
Ω
∫ +∞
0
a′(τ)△hvxt(x, s) [g′ (vsx(x, τ))− g′(0)]△hvx(s− τ)dτdxds (7.12) lies8
Integrating by parts w.r.t. s leads to I1 = I11 + I12, where:
I11 = −
∫
Ω
∫ +∞
0
a′(τ)△hvx(x, t)△hg′
(
vtx(x, τ)
)
[vx(x, t+ h)− vx(x, t+ h− τ)] dτdx
+
∫ t
0
∫
Ω
∫ +∞
0
a′(τ)△hvx(x, s)△h [g′′ (vsx(x, τ)) (vx(x, s)− vx(x, s− τ))]
[vx(x, s+ h)− vx(x, s+ h− τ)] dτdxds
+
∫ t
0
∫
Ω
∫ +∞
0
a′(τ)△hvx(x, s)△hg′ (vsx(x, τ)) [vxt(x, s+ h)− vxt(x, s+ h− τ)] dτdxds
(7.13) lies90
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and
I12 =
∫
Ω
∫ +∞
0
a′(τ)△hvx(0)△hg′
(
v0x(x, τ)
)
[vx(x, h)− vx(x, h− τ)] dτdx
−
∫ t
0
∫
Ω
a′(s+ h)△hg′
(∫ s
0
vx(x, λ)dλ
)
v′0(x)△hvx(x, s)dxds (7.14) lies91
Observe that
∫
Ω
∫ +∞
0
a′(τ)△hvx(0)△hg′
(
v0x(x, τ)
)
[vx(x, h)− vx(x, h− τ)] dτdx
=
∫
Ω
[vx(h)− vx(0)]
∫ h
0
a′(τ)
[
g′
(∫ h
h−τ
vx(λ)dλ
)
− g′(0)
]
[vx(h)− vx(h− τ)] dτ
−
∫
Ω
a(h) [vx(h)− vx(0)]
[
g′
(∫ h
0
vx(λ)dλ
)
− g′(0)
]
vx(h)dx (7.15) lies92
By integrating the first term by parts w.r.t. τ one gets
I12 =
∫
Ω
[vx(h)− vx(0)]2 a(h)
[
g′
(∫ h
0
vx(λ)dλ
)
− g′(0)
]
dx
−
∫
Ω
[vx(h)− vx(0)]
∫ h
0
a(τ)g′′
(∫ h
h−τ
vx(λ)dλ
)
vx(h− τ) [vx(h)− vx(h− τ)] dτdx
−
∫
Ω
[vx(h)− vx(0)]
∫ h
0
a(τ)
[
g′
(∫ h
h−τ
vx(λ)dλ
)
− g′(0)
]
vxt(h− τ)dτdx
−
∫
Ω
a(h) [vx(h)− vx(0)]
[
g′
(∫ h
0
vx(λ)dλ
)
− g′(0)
]
vx(h)dx
−
∫ t
0
∫
Ω
a′(s+ h)△hg′
(∫ s
0
vx(λ)dλ
)
v′0(x)△hvx(s)dxds (7.16) lies93
Next, dividing the above by h2, passing to the limit for h → 0+ and using the fact that v
and its derivatives up to order 2 belong to C 2 ([0, T );L2(Ω)) leads to
1
h2
I1 −−−→
h→0+
J1 + J01 (7.17) lies10
where
J1 =−
∫
Ω
∫ +∞
0
∂2ξ(τ, t, x)vxt(x, t) [vx(x, t)− vx(x, t− τ)] dτdx
+
∫ t
0
∫
Ω
∫ +∞
0
∂22ξ(τ, s, x)vxt(x, s) [vx(x, s)− vx(x, s− τ)] dτdxds
+
∫ t
0
∫
Ω
∫ +∞
0
∂2ξ(τ, s, x)vxt(x, s) [vxt(x, s)− vxt(x, s− τ)] dτdxds (7.18) lies11
and
J01 = −
∫ t
0
∫
Ω
a′(s)vxt(x, s)g
′′ (vsx(x, s)) vx(x, s)v
′
0(x)dxds (7.19) j01
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The term I2 can be re-written as
I2 =− 1
2
∫ t
0
∫
Ω
∫ +∞
0
ξ(τ, s, x)
∂
∂s
|△hvx|2 (x, s)dτdxds
=− 1
2
∫
Ω
∫ +∞
0
ξ(τ, t, x) |△hvx(x, t)|2 dτdx
+
1
2
∫ t
0
∫
Ω
∫ +∞
0
∂2ξ(τ, s, x) |△hvx(x, s)|2 dτdxds (7.20) lies12
Dividing by h2 and passing to the limit for h→ 0+ one obtains
1
h2
I2 −−−→
h→0+
J2 (7.21) lies13
where
J2 =− 1
2
∫
Ω
∫ +∞
0
ξ(τ, t, x) |vxt(x, t)|2 dτdx
+
1
2
∫ t
0
∫
Ω
∫ +∞
0
∂2ξ(τ, s, x) |vxt(x, s)|2 dτdxds (7.22) lies14
Next, I3 = I31 + I32 + I33, where
I31 = g
′(0)
∫ t
0
∫
Ω
∫ s
0
a′(τ)△hvxt(x, s)△hvx(x, s− τ)dτdxds (7.23) lies15
I32 = g
′(0)
∫ t
0
∫
Ω
∫ s+h
s
a′(τ)△hvxt(x, s)vx(x, s+ h− τ)dτdxds (7.24) lies16
I33 = g
′(0)a(0)
∫ t
0
∫
Ω
△hvxt(x, s)△hvx(x, s)dxds (7.25) lies17
Upon integration by parts w.r.t. τ leads to
I31 = g
′(0)
∫ t
0
∫
Ω
a(s)△hvxt(x, s)△hvx(x, 0)dxds
− g′(0)a(0)
∫ t
0
∫
Ω
△hvxt(x, s)△hvx(x, s)dxds
+ g′(0)Q (△hvxt, a, t) (7.26) lies162
The above implies, upon simplification and integration by parts w.r.t. s, that
I3 = g
′(0)Q (△hvxt, a, t) + g′(0)
∫
Ω
a(t)△hvx(t)△hvx(0)dx
− g′(0)a(0)
∫
Ω
(△hvx(0))2 dx− g′(0)
∫ t
0
∫
Ω
a′(s)△hvx(s)△hvx(0)dxds
− g′(0)
∫ t
0
∫
Ω
∫ s+h
s
a′(τ)△hvt(x, s)vxx(x, s+ h− τ)dτdxds (7.27) lies163
36
Divide the above by h2 and taking the lower limit for h→ 0+ gives
lim inf
h→0+
1
h2
I3 = g
′(0) lim inf
h→0+
1
h2
Q (△hvxt, a, t) + J3 (7.28) lies164
where
J3 = g
′(0)
{
a(t)
∫
Ω
vxt(x, t)vxt(x, 0)dx− a(0)
∫
Ω
v2xt(x, 0)dx
−
∫ t
0
∫
Ω
a′(s)vxt(x, s)vxt(x, 0)dxds−
∫ t
0
∫
Ω
a′(s)vtt(x, s)v
′′
0(x)dxds
}
(7.29) lies165
Next we end up with the same result as in (
lies164
7.28) with
(
lim inf
h→0+
)
being replaced by
(
lim sup
h→0+
)
.
Now we can write I4 in the form:
I4 =
∫ t
0
∫
Ω
[∫ s
0
ξ(τ, s)△hvx(s− τ)dτ +
∫ s+h
s
ξ(τ, s)vx(s+ h− τ)dτ
]
△hvxt(x, s)dxds (7.30) lies166
An integration by parts w.r.t. s gives
I4 = I41 + I42 + I43 + I44 (7.31) lies167
where
I41 = −
∫ t
0
∫
Ω
∫ s
0
[∂2ξ(τ, s)△hvx(x, s− τ) + ξ(τ, s)△hvxt(x, s− τ)] dτ△hvx(x, s)dxds (7.32) lies168
I42 = −
∫ t
0
∫
Ω
∫ s+h
s
[∂2ξ(τ, s)vx(x, s+ h− τ) + ξ(τ, s)vxt(x, s+ h− τ)] dτ△hvx(x, s)dxds
(7.33) lies169
I43 = −
∫ t
0
∫
Ω
[ξ(s+ h, s)− ξ(s, s)] v′0(x)△hvx(x, s)dxds (7.34) lies6n0
and
I44 =
[∫
Ω
∫ s+h
0
ξ(τ, s)△hvx(x, s− τ)△hvx(x, s)dτdx
]s=t
s=0
(7.35) lies6n1
We now deal with the second term in I41; we have:
−
∫ s
0
ξ(τ, s)△hvxt(x, s− τ)dτ = ξ(s, s) [vx(h)− vx(0)]−
∫ s
0
∂1ξ(τ, s)△hvx(x, s− τ)dτ (7.36) lies6n2
fact that allows to get
I41 = −
∫ t
0
∫
Ω
∫ s
0
[∂1ξ(τ, s) + ∂2ξ(τ, s)]△hvx(x, s− τ)△hvx(x, s)dτdxds
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+∫ t
0
∫
Ω
ξ(s, s) [vx(h)− vx(0)]△hvx(x, s)dxds (7.37) lies6n3
Now we obtain
1
h2
I4 −−−→
h→0+
J4 + J04 (7.38) lies6n4
where
J4 =−
∫ t
0
∫
Ω
∫ s
0
[∂1ξ(τ, s) + ∂2ξ(τ, s)] vxt(x, s− τ)vxt(x, s)dτdxds
+
∫ t
0
∫
Ω
ξ(τ, t)vxt(x, t− τ)vxt(x, t)dxdτ (7.39) lies6n5
and
J04 = −
∫ t
0
∫
Ω
[∂1ξ(s, s) + ∂2ξ(s, s)] v
′
0(x)vxt(x, s)dxds (7.40) lies6n6
Now, from (
lies3
7.7), (
lies4
7.8),(
lies10
7.17),(
lies11
7.18),(
lies13
7.21),(
lies14
7.22),(
lies164
7.28),(
lies165
7.29),(
lies6n4
7.38),(
lies6n5
7.39), we deduce that
1
2
∫
Ω
v2tt(x, t)dx−
1
2
∫
Ω
v2tt(x, 0)dx = g
′(0) lim
h→0+
1
h2
Q (△hvxt, a, t)
+
∫ t
0
∫
Ω
vtt(x, s)ftt(x, s)dxds + J1 + J2 + J3 + J4 + J01 + J04 (7.41) lies6n7
with J1-J4 being given by (
lies11
7.18), (
lies14
7.22), (
lies165
7.29) and (
lies6n5
7.39), respectively. One now needs to
appropriately bound the terms J1-J4, J01 and J04. It may be easily seen, using Lemma
ies
7.1,
that all terms J1, J2 and J4 can be bounded by one of the following type of expressions:
cνk(t)
∫
Ω
|w1(x, t)| |w2(x, t)| dx (7.42) bfj1
or
cνk(t)
∫ t
0
∫
Ω
|w1(x, s)| |w2(x, s)| dxds (7.43) bfj2
or
cνk(t)
∫ t
0
∫
Ω
ϕ(τ) |w1(x, t− τ)| |w2(x, t)| dxdτ (7.44) bfj3
or
cνk(t)
∫ t
0
∫
Ω
∫ s
0
ϕ(τ) |w1(x, s− τ)| |w2(x, s)| dτdxds (7.45) bfj4
where ϕ ≥ 0 is a given function in L1(R+) depending on a, c > 0 is a constant, w1, w2 stand
for either v or one of its derivatives up to second order, and k ∈ {1, 2, 3}. This is a consequence
of assumption (a3).
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Terms like (
bfj1
7.42) and (
bfj2
7.43) can easily be bounded by cνk(t)E(t). Using Lemma adl23.2, terms
like (
bfj3
7.44) and (
bfj4
7.45) can also be easily bounded by cνk(t)E(t). We then obtain that there
exists a constant c > 0 s.t.
J1 + J2 + J4 ≤ c
[
ν(t) + ν3(t)
] E(t) (7.46) bfj5
The estimates for J3, J01 and J04 are simpler to obtain since they contain initial data. Using
(
eel9
4.27) we get vxt(x, 0) = fx(x, 0). It easily follows that
|J3| ≤ |g′(0)|
(|a(t)|+ ‖a′‖L1(R+) ) [(√F +√V0)√E(t) + a(0)F] (7.47) bfj6
|J01| ≤ Kθ‖a′‖L1(R+)‖v0‖H2(Ω)E(t) (7.48) bfj6n
and
|J04| ≤ 3K
(
θ‖a′‖L1(R+) + ‖a′′r0‖L1(R+)
) ‖v0‖H2(Ω)ν(t)√E(t) (7.49) bfj7
From (
lies6n7
7.41), (
bfj5
7.46),(
bfj6
7.47) and (
bfj7
7.49), the result stated in the Lemma now follows.
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