Worst-case models of erasure and symmetric channels are investigated, in which the number of channel errors occurring in each sliding window of a given length is bounded. Upper and lower bounds on their zero-error capacities are derived, with the lower bounds revealing a connection with the topological entropy of the channel dynamics. Necessary and sufficient conditions for linear state estimation with bounded estimation errors via such channels are then obtained, by extending previous results for non-stochastic memoryless channels to those with finite memory. These estimation conditions involve the topological entropies of the linear system and the channel.
I. INTRODUCTION
When estimating the state of a linear system via a noisy memoryless channel, it is known that the relevant figure of merit for achieving estimation errors that are almost-surely uniformly bounded is the zero-error capacity C 0 of the channel, and not its ordinary capacity [1] , [2] . However, C 0 = 0 for common stochastic channel models, e.g. binary symmetric and binary erasure channels [3] . This makes them unsuitable for modelling safety-or mission-critical applications that must respect hard guarantees at all times. Furthermore, C 0 depends only on the graph properties of the channel, not on the values of non-zero transition probabilities.
These issues motivate the study of non-stochastic, or worstcase, channel models. Such models have received attention in the recent literature [4] - [6] , and are useful when probabilistic information about the channel noise is not available or when the noise itself is not random, e.g. in adversarial attacks. Using non-stochastic memoryless channels, it has been shown that C 0 still remains the relevant figure of merit for the purpose of obtaining uniformly bounded state estimation errors [4] .
In this paper, non-stochastic models for erasure and symmetric channels are studied, whereby at most d errors can occur in every sliding window of n channel uses. Such models inherently have memory and therefore fall outside the class of channels considered in [1] , [4] , [7] . Upper bounds on C 0 for these channels (Theorems 1 and 2) are derived by applying the dynamic programming equation in [8] for the zero-error feedback capacity of state-dependent channels with states available at transmitter and receiver. Novel lower bounds on C 0 are then derived in terms of the topological entropy of the channel state dynamics (Theorems 3 and 4). Finally, the results of [4] on linear state estimation are extended to non-stochastic channels with finite memory (Theorem 5). This yields separate necessary and sufficient conditions for achieving uniformly bounded estimation errors via such channels (Theorems 6 and 7), in terms of the topological entropies of the linear system and the channel. In a recent conference paper [9] , a worstcase consecutive window model of binary erasure channels was studied. Such a model can be made memoryless by a lifting argument, after which classical techniques can be applied. In contrast, the sliding-window models studied here are truly state-dependent, and require a different approach.
Throughout the paper, q denotes the channel input alphabet size, logarithms are in base q, and coding rates and channel capacities are in symbols (or packets) per channel use. The cardinality of a set is denoted by | · |. Define V n r (q) :
centred at u with · denoting a norm on a finite-dimensional real vector space.
II. WORST-CASE CHANNEL MODELS WITH MEMORY
The following two channels are studied in this paper. Definition 1 (NSE channels). A channel is called (n, d) nonstochastic sliding-window erasure (NSE) if each transmitted symbol is either received perfectly or erased, with at most d erasures possible in every sliding window of past n transmissions. The receiver knows the locations of the erased symbols; however this information is not available to the sender. Definition 2 (NSS channels). A channel is called (n, d) nonstochastic sliding-window symmetric (NSS) if the channel input and output alphabet sets are the same, each input can get mapped to any output symbol, and within every slidingwindow of past n transmissions at most d errors (i.e. when the received symbols differ from the transmitted ones) can happen.
The non-stochastic channels in Defs. 1 and 2 generalize their stochastic counterparts, the binary erasure and symmetric channels. Here, instead of having a probability of error for every single use of channel, the number of errors that may occur over a sliding-window of length n is upper bounded by a non-negative integer d. The maximum error rate is then d/n. Fig. 1 illustrates simple sliding-window erasure and symmetric channels with binary input alphabets, for the case of d = 3 and n = 7. The channel output depends on the errors in the previous window; thus these channels have memory. Equivalently, they may be represented as statedependent channels, with a finite number of possible states.
For an (n, d) NSE channel, the current state of the channel is naturally represented as an n-bit word, with * and • 
respectively indicating the locations of erroneous and perfect transmissions in the previous window. Let S denote the set of all possible channel states. For an (n, d) NSE channel, combinatorial arguments easily show that |S| = V n d (2) = 1 + n 1 + · · · + n d . For example, a (3, 1) NSE channel admits |S| = 4 states, as shown in Table I .
Due to restrictions on the number of errors in each sliding window, not all states can be visited from any starting state in a single step. For example, Fig. 2 shows the state transition diagram for the (3, 1) NSE channel. Let the current state of the channel be s 1 . If no erasure occurs, the state of the channel remains the same; otherwise, the state transitions to s 2 . In s 2 , since the maximum allowed number of erasures has already occurred, the state must change to s 3 . Similarly, in s 3 , a transition can occur only to s 4 . However, in s 4 , since the memory clears, another erasure may occur. Therefore, the state of the channel can transition to either s 1 or s 2 . In Fig. 2 , the red edges illustrate transitions in which an erasure occurs and the black edges illustrate the error-free transitions.
For an (n, d) NSS channel, we define the state as a q-ary word of length n, in which • indicates no error and • , • , . . . label the (q − 1) erroneous symbol swaps that can occur. 1 This is not the most compact state representation; however, for a given input sequence it yields a one-to-one relationship between the state and output sequences, which will be useful in deriving lower bounds. The set S of possible states can be shown to be of size V n d (q) (by selecting i = 1, . . . , d error locations, each with q − 1 distinct possibilities, in a window of length n).
To illustrate this, see Fig. 3 for the possible states and transitions for a (3, 1) NSS channel with q = 3. The state s 1 is error-free and can have q = 3 transitions: (i) there is no error, resulting in no change in the state of the channel, 1 Equivalently, by writing the channel input-output relationship as Y k = X k + Z k mod q, where X k , Y k , Z k ∈ Zq respectively denote the channel input, output and noise at time k, the current channel state is equivalent to Z k−1 k−n ∈ Z n q , with at most d nonzero entries. State Representation (ii) there is an error with output x i + 1 mod 3, resulting in transition to state s 2 , and (iii) there is an error with output x i + 2 mod 3, resulting in transition to state s 5 . Note that both s 2 and s 5 represent only one error; hence, in the case of NSE channel, they would have resulted in one state. Now, in state s 2 , since it is not possible to have any more errors (because d = 1), only one transition is possible, to state s 3 . And so on. Finally, the zero-error capacity C 0 is defined as the highest block-coding rate that permits zero decoding errors, i.e.
where X is the input alphabet, and where F ⊆ X t+1 is the set of all block codes of length t + 1 that yield zero decoding errors for any channel noise sequence and initial state. Note that for an NSE channel, C 0 is strictly positive if d < n. This is because the simple code {00 . . . 0, 1 . . . 1, . . . , (q − 1) . . . (q − 1)}, in which every codeword is an n-repetition of each alphabet symbol, can send one symbol without error every n transmissions, achieving a rate of 1/n. Similarly, C 0 is positive for an NSS channel with d < n/2, since the same code achieves rate 1/n.
III. UPPER BOUNDS USING ZERO-ERROR FEEDBACK
CAPACITY Explicit formulas for the zero-error capacity typically do not exist except in special cases, even for memoryless channels. An upper bound on C 0 is the zero-error feedback capacity C 0f with full feedback of past channel outputs back to the transmitter. For discrete memoryless channels, C 0f can be obtained through an optimization problem [7] . For state-dependent channels with causal state information at the transmitter and receiver, it has been shown that C 0f can be obtained by solving the following sequential optimization problem [8] :
where W (k, s) is a mapping Z + × S → R + and is obtained iteratively (with initial value W (0, s) = 1, ∀s ∈ S) from the dynamic programming (DP) equation in
with P X|S (·|·) being a probability mass function on X for each state s ∈ S. The subset of the inputs that can result in the output y is denoted by G(y, s |s) = {x|x ∈ X , P X (y, s |x, s) > 0}, in which s is the current state and s is the next state of the channel. As an example, in NSE channels, G(y, s |s) = {y} if no erasure occurs and G(y, s |s) = X otherwise. This is because, for each transmission, each input gets uniquely mapped to an output if no erasure happens and X is the set of all possible inputs if an erasure happens. In the following subsections, the zero-error feedback capacities of NSE and NSS channels are investigated separately.
A. NSE channel
In the NSE channel, the state is revealed by the output sequence. Thus, in presence of an error-free feedback channel, the state is known to the encoder and the decoder, and we can apply the techniques of [8] to yield the following formula. Theorem 1. The zero-error feedback capacity of an (n, d) NSE channel is
Proof. See [10] .
Remarks: Theorem 1 is obtained by solving the dynamic programming in (2) for NSE channel. However, it is intuitive that the zero-error feedback capacity is upper bounded by 1 − d/n. This is because, for long input sequences, in a worstcase scenario 1 − d/n proportion of symbols can be erased which bounds the rate from above. Furthermore, this rate can be achieved by a simple feedback encoding method that retransmits every erased symbol until it is successfully received. Therefore, the zero-error feedback capacity equals (3).
Maximum distance separable (MDS) codes can achieve (3) without feedback, but only for a few combinations of (n, d, q) [11] . In addition, they operate block-by-block. In the next section, we provide a lower bound for zero-error capacity that applies to any combination of channel parameters.
B. NSS channel
In contrast to the NSE channel, the receiver cannot determine what errors occurred from observing the output sequence. In other words, the channel states are not known to the decoder. However, the technique of [8] can still be used to
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obtain an upper bound on C 0f , by gifting the decoder with knowledge of the states. Theorem 2. The zero-error feedback capacity of a (n, d) NSS channel with q-ary input alphabet is bounded by
if d < n/2 and C 0f = 0 when d ≥ n/2.
IV. LOWER BOUNDS USING TOPOLOGICAL ENTROPY
In this section, the dynamics of the channel state transition diagrams are investigated, revealing a connection between zero-error capacity and the concept of topological entropy in dynamical systems theory.
Let s 0 and x n = x 1 x 2 . . . x n denote the starting state and input sequence, respectively. Define the state transition matrix A ∈ {0, 1} |S|×|S| such that the (s, s )th entry A s,s equals 1 if the state of the channel can transition from s to s , and equals 0 otherwise. For the case of Fig.2 , it can be seen that Fig. 2 .
In symbolic dynamics, topological entropy is defined as the asymptotic growth rate of the number of possible state sequences. For a finite-state machine with an irreducible transition matrix A, the topological entropy (in base q) is known to coincide with log λ P F , where λ P F is the Perron-Frobenius eigenvalue of A [12] . This is essentially due to the fact that the number of the paths from state s i to s j in N steps is the (i, j)-th element of A N , which grows like λ N P F for large N .
For a given initial state s 0 ∈ S, define the binary indicator vector z 0 ∈ {0, 1} |S| consisting of all zeros except for a 1 in the position corresponding to s 0 ; e.g. in Fig.2 , if starting from state s 1 , then z 0 = [1, 0, 0, 0]. Let Y (s 0 , x N ) denote the set of all the output sequences that can occur by transmitting the input sequence x N from initial channel state s 0 . Observe that since each output of an NSE channel (which can be a correctly received symbol or an erasure) triggers a different state transition, each sequence of state transitions has a oneto-one correspondence to the output sequence, given the input sequence.
Based on these observations, we have the following result: Proposition 1. For any finite-state channel with an irreducible transition matrix A, there is a positive constant β such that
where 1 is a vector of ones with appropriate dimension.
We now relate the zero-error capacity of the channel to its topological entropy. Theorem 3 (NSE bound via topological entropy). The zeroerror capacity of an (n, d) NSE channel with topological entropy h ch is lower-bounded by
Remarks: The topological entropy h ch can be viewed as the rate at which the channel dynamics generate uncertainty. Intuitively, this uncertainty cannot increase the zero-error capacity of the channel, which explains why it appears as a negative term on the RHS.
There are various results that bound h ch = log q λ P F . For instance, for any graph with maximum out-degree d max , we have λ P F ≤ d max [13] . Therefore, a loose lower bound would be 1 − d/n − log q d max . Moreover, note that d max = 2 for the state diagram of any NSE channel. Thus for large alphabet size q → ∞, the lower bound meets the upper bound obtained in (3), i.e. C 0 → 1 − d/n.
For NSS channels, we have the following bound: Theorem 4 (NSS bound via topological entropy). The zeroerror capacity of an (n, d) NSS channel with topological entropy h ch bounded by
Remarks: Alternative lower bounds can be found using combinatorial methods (see e.g. [9] ). However, the connection with dynamical entropy revealed in (4) and (5) is of significant interest. The connection with the state estimation problem is investigated in the subsequent section.
V. STATE ESTIMATION OVER NON-STOCHASTIC
CHANNELS In this section, we first briefly provide some necessary aspects of the uncertain variable (uv) framework of [4] . Using this framework, a necessary and sufficient condition for linear state estimation with uniformly bounded estimation errors via channels with finite memory is derived, extending the memoryless channel analysis in [4] . By combining this condition with the C 0 bounds in previous sections, separate necessary and sufficient conditions are obtained for linear state estimation via NES and NSS channels, involving the topological entropies of the linear system and the channel.
A. Uncertain channels with finite memory
First, some definitions from [4] are needed. Let Π be a sample space. An uncertain variable (uv) Z is a mapping from Π to a set Z. Given other uv's W and Z, the marginal, joint and conditional ranges are denoted Z :={Z(π) : π ∈ Π} ⊆ Z, Z, W :={(Z(π), W (π)) : π ∈ Π} ⊆ Z × W , W |z :={W (π) : Z(π) = z, π ∈ Π}.
The uv's Z and W are said to be mutually unrelated if Z, W = Z × W , i.e. if the joint range is the Cartesian product of the marginal ones.
In what follows, assume that X , Y and V are the input, output, and noise spaces of the channel, respectively. Now, a channel with finite memory can defined as follows. Definition 3 (Uncertain channel with finite memory). An uncertain channel with input sequence X and output sequence Y is said to have a finite memory if there exists an integer m ≥ 0 such that
The smallest m such that (6) holds is called the memory of the channel.
In other words, given channel inputs and past outputs dating back m steps, the current output is conditionally unrelated with the inputs and outputs that are more than m steps old.
Note that m = 0 corresponds to a memoryless channel (with the convention that y(t : t − 1) is the empty sequence).
Further note that the (n, d) NSE and NSS channels considered in this paper have memory n. This is because the sequences x(t − n : t − 1) and y(t − n : t − 1) determine the current channel state; this, when combined with the current input x(t), fully determines the range of values that the current output may take.
B. State estimation of LTI systems over uncertain channels
Consider a linear time-invariant (LTI) dynamical system
where the uv's V (t) and W (t) represent process and measurement disturbances. Here, the goal is to keep the estimation error uniformly bounded, i.e. sup t≥0 X (t) − X(t) bounded, withX(t) denoting the state estimate based on the measurement sequence Y (0 : t).The following assumptions are considered: A1: The pair (C, A) is observable; A2: There exist uniform bounds on the initial condition X(0) and the noises V (t), W (t); A3: The initial state X(0), the noise signals V , W , and the channel error patterns are mutually unrelated; A4: The zero-noise sequence pair (V, W ) = (0, 0) is valid; A5: A has one or more eigenvalues λ i with magnitude greater than one. The topological entropy of the system is given by
and can be viewed as the rate at which it generates uncertainty. We have the following theorem. Theorem 5. Consider an LTI system (7)-(8) satisfying conditions A1-A5. Assume that outputs are coded and estimated via an uncertain channel with finite memory having zero-error capacity C 0 > 0. Then a coder-estimator yielding uniformly bounded estimation errors with respect to a nonempty ball B l (0) ⊆ R n of initial states exists if and only if
Remarks: Theorem 5 extends the results of [4] for memoryless channels to channels with finite memory. It states that uniformly reliable estimation is possible if and only if the zero-error capacity of the channel exceeds the rate at which the system generates uncertainty.
C. State estimation over non-stochastic channels
In the sequel, we explore the consequences of previous results in Theorems 1-5. Theorem 6 (Bounded estimation errors via NSE channel). Consider an LTI system in (7)-(8) satisfying conditions A1-A5. Assume that the measurements are coded and transmitted via an (n, d) NSE channel with topological entropy h ch . Then uniformly bounded estimation errors can be achieved if
Conversely, there exist sequences of process and measurement noise for which the estimation error grows unbounded if h lin > 1 − d n .
Proof. Follows from Theorems 1, 3, and 5.
Remarks: The achievability part of this theorem involves the topological entropies of both the linear system and the channel. If their sum, which can be regarded as a total rate of uncertainty generation, is less than the worst-case rate at which symbols can be transported errorlessly across the channel, then uniformly bounded estimation errors are possible.
For NSS channels, the conditions are as follows: Theorem 7 (Bounded estimation errors via NSS channel). Consider an LTI system in (7)-(8) satisfying conditions A1-A5. Assume that outputs are coded and estimated via a (n, d) NSS channel with topological entropy h ch . Then, uniformly bounded estimation errors can be achieved if h lin + 2h ch < 1.
Conversely, there exists a sequence of process and measurement noises that the estimation error grows unbounded if h lin > 1 − d n log q (q − 1).
Proof. The proof follows from Theorems 2, 4, and 5.
VI. CONCLUSION State estimation of linear time-invariant discrete-time systems over non-stochastic channels was considered. Due to the sliding nature of the channels, they had memory. Bounds for the zero-error capacity of the channels were derived using results from feedback capacity and topological entropy theory. These bounds were translated to uniformly bounded state estimation over channels with finite memory by extending the results in networked estimation theory. Future work will focus on tightening these bounds and on the uniform stability of linear control systems via non-stochastic channels with memory.
