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Abstract
We show that the class of unit grid intersection graphs properly includes both of the classes of interval bigraphs and of P6-free
chordal bipartite graphs. We also demonstrate that the classes of unit grid intersection graphs and of chordal bipartite graphs are
incomparable.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
A bipartite graph G = (X, Y ;E) is a grid intersection graph if every vertex u ∈ X (v ∈ Y ) can be assigned a line
segment LSu (LSv), in the plane, parallel to the horizontal (vertical, respectively) axis so that for all u ∈ X and v ∈ Y ,
{u, v} ∈ E iff LSu and LSv cross each other.We call (LSX, LSY ) a grid representation ofG, where LSX ={LSu | u ∈ X}
and LSY = {LSv | v ∈ Y }. A grid representation is unit if all line segments in the representation have the same length,
and is proper if the representation has no line segment properly containing another. By standard techniques it is easy
to show that a bipartite graph G has a unit grid representation iff G has a proper grid representation. It is also easy to
demonstrate that there exist grid intersection graphs which have no unit grid representation. Let (U)GIG denote the
class of (unit) grid intersection graphs.
Several results for GIG have been reported. Bellantoni et al. [1] and de Fraysseix et al. [3] independently showed that
every bipartite planar graph is a grid intersection graph. Kratochvíl [8] showed that the recognition problem for grid
intersection graphs is NP-complete. Uehara [16] noted that a reduction similar to that byUehara et al. [17] can be used to
show GI-completeness of the graph isomorphism problem for grid intersection graphs. Hartman et al. [5] characterized
grid intersection graphs in terms of cross-freeable 0–1 matrices (see Section 2 for the deﬁnition of cross-freeable 0–1
matrices).
In this paper, we ﬁrst consider the relationship between (U)GIG and the interval bigraphs (IB for short). A bipartite
graph G = (U, V ;E) is an interval bigraph if every vertex w ∈ U ∪ V can be assigned an interval Iw on the real
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Fig. 1. Summary of the results.
line so that for all u ∈ U and v ∈ V , {u, v} ∈ E iff the corresponding intervals Iu and Iv intersect. We call (IU , IV )
a bi-interval representation of G, where IU = {Iu | u ∈ U} and IV = {Iv | v ∈ V }. Interval bigraphs (and interval
digraphs which are closely related to interval bigraphs) are well studied, and several results are obtained [6,13,14,18].
Our motivation to study the relationship between (U)GIG and IB is as follows: grid intersection and bi-interval
representations can be seen as naturalmodiﬁcations of interval representations to represent bipartite graphs. For instance,
consider that the intervals in IU are colored with red and the intervals in IV with blue for a bi-interval representation
(IU , IV ). Then the deﬁnition of interval bigraphs can be interpreted as a variant of that of interval graphs: intersections
of intervals with different colors are only considered and intersections of the same color are ignored. Because of the
similarity of two deﬁnitions one might expect a relationship between them. Furthermore grid representations use “2-
dimensions” and bi-interval representations use “2-colors,” so it might be natural to ask which is more powerful to
represent bipartite graphs, “2-colors” or “2-dimensions.” In Section 4.1, we show that “2-dimensions” is more powerful
than “2-colors.”
Secondly, we consider the relationship between (U)GIG and the chordal bipartite graphs (CBG for short). A bipartite
graph G is chordal bipartite if each cycle in G of length at least 6 has a chord. The class CBG is well studied, and
several characterizations have been found, such as by the elimination scheme, minimal separators, -free matrices [4],
the symmetric difference of cycles [11], and the neighborhood characteristic [12]. The variety of characterizations of
CBG can be a good reason for considering that CBG is a robust and natural class of bipartite graphs. So it would be
worth comparing (U)GIGwithCBG. This is one of our reasons to study the relationship between them. Furthermore it is
known that both UGIG and CBG contain IB and that UGIG /⊂ CBG (this can be shown easily by considering even cycles
of length at least 6). So one might wonder if CBG ⊂ UGIG. In Section 4.2, we demonstrate that UGIG and CBG are
incomparable: There exists a grid intersection graph belonging to CBG but not to UGIG. Moreover we also show that
UGIG contains a restricted class of CBG which is incomparable with IB: P6-free chordal bipartite graphs (P6-free CBG
for short) are unit grid intersection graphs (see Fig. 1), where a P6-free chordal bipartite graph is a chordal bipartite
graph that has no induced path of length 5. We leave the remaining question of whether or not CBG ⊂ GIG as an open
problem.
2. Notation and terminology
2.1. Representations
We use the SANS SERIF font for a set of intervals or line segments, and the CALLIGRAPHIC font for a
grid or bi-interval representation, such as GR = (LSU , LSV ) and BR = (IU , IV ). For our purpose, all line segments,
as well as intervals, considered here are closed. One of the reasons is that we want to prevent the representation on the
left side of Fig. 2 from being a unit grid representation of the graph G on the right side (it can be shown that G has no
unit grid representation in which all line segments are closed).
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Fig. 2. A disallowed unit grid representation of G in which thick and thin line segments are closed and open, respectively.
2.2. Intervals, line segments, and rows/columns
Let G = (U, V ;E) be an interval bigraph and BR = (IU , IV ) be a bi-interval representation of G. The function
IVLG,BR maps a vertex w in G to the interval in BR corresponding to w. The function RGTBR (LFTBR) maps an
interval I in BR to the right (left, respectively) endpoint of I.
Let G = (U, V ;E) be a grid intersection graph and GR= (LSU , LSV ) be a grid representation of G. The function
SMTG,GR maps a vertex w in G to the line segment in GR corresponding to w. The function NTHGR (ESTGR) and
STHGR (WSTGR) maps a vertical (horizontal) line segment LS in GR to the north (east) and south (west, respectively)
endpoints of LS, respectively.
Let G = (U, V ;E) be a bipartite graph and M(G) be a bipartite adjacency matrix of G. The function MTXG,M(G)
maps a vertex w in G to the row/column in M(G) corresponding to w.
To simplify the presentation, we frequently omit the subscriptsG,BR,GR, andM(G) in the functions ifG,BR,GR,
and M(G) are understood. Since there exists no essential difference among a vertex w and the interval, line segment,
and row/column corresponding to w, we often identify them. So, for example, we use the expression “RGT(r)” instead
of “RGT(MTX−1(r))” for a row r, although r is not in the domain of RGT.
2.3. Matrices
We denote the following matrices by :
=
[
1 1
1 0
]
,
and by :
=
[∗ 1
1 0
]
,
where ∗ means 0 or 1 (i.e. the Wild Card). In addition, we call the following matrix cross:[∗ 1 ∗
1 0 1
∗ 1 ∗
]
.
Let A and B be matrices. The symbols rk(A) and ck(A), or simply rk and ck , denote the kth row and column of A,
respectively. A matrix B is a submatrix of A if B can be obtained from A by removing some columns and rows in A,
and A is B-free if A does not contain B as a submatrix. We call A B-freeable if there exist permutations of the rows and
columns of A which makes it B-free.
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Let G = (U, V ;E) be an interval bigraph, and BR = (IU , IV ) be a bi-interval representation of G. We denote by
M(BR) the bipartite adjacency matrix (of G) in which rows/columns are ordered in increasing right endpoints of the
corresponding intervals, i.e. ij iff RGT(ri)RGT(rj ) and pq iff RGT(cp)RGT(cq).
3. A sufﬁcient condition for UGIG in terms of forbidden matrices
There are characterizations of CBG and GIG in terms of forbidden matrices (e.g. [7]). Namely,G is a chordal bipartite
graph iff a bipartite adjacency matrix of G is -freeable, and G is a grid intersection graph iff a bipartite adjacency
matrix of G is cross-freeable. In this section we show a sufﬁcient condition for the unit grid intersection graphs in terms
of forbidden matrices.
Lemma 3.1. If a bipartite graph G has a -free bipartite adjacency matrix, then G has a unit grid representation.
Proof. Without loss of generality we can assume that G does not contain any isolated vertex (i.e. a vertex of zero
degree). Let M(G) be a -free bipartite adjacency matrix of G. Note that M(G) is cross-free (otherwise M(G) is not
-free). From M(G) we can construct a grid representation GR by placing a dot at (i, j) iff the i, j -entry of M(G) is 1
and creating a line segment joining the extremal dots for each i and j [5]. If GR is not a unit grid representation, then
transform GR into a unit grid representation UGR by lengthening the horizontal and vertical segments of GR to the
east and south directions, respectively, so that the horizontal and vertical segments have the same length.
Then line segments LSx and LSy cross each other in GR iff the corresponding line segments LS′x and LS′y in UGR
cross each other. This is because if there exist line segments LSx and LSy such that LSx and LSy do not cross each
other in GR but the corresponding line segments LS′x and LS′y cross each other in UGR, then MTX(LSx), MTX(LSy),
MTX(LSu), and MTX(LSv) would form  (in M(G)), where LSv and LSu are line segments crossing LSx and LSy ,
respectively (from our assumption there are such line segments LSv and LSu). ThusUGR is still a grid representation
of G. 
The converse of Lemma 3.1 is not true: The tree of 10 vertices in Fig. 1 is a unit grid intersection graph such that
any bipartite adjacency matrix of the tree has  as a submatrix.
4. Relationships between (U)GIG and other bipartite graphs
In this section we demonstrate relationships among UGIG and other bipartite graphs by using the sufﬁcient condition
discussed in Section 3. We also study the problem whether or not CBG ⊂ GIG. As a by-product of the investigation,
we show that if G = (U, V ;E) and Gˆ = (U, V ; E¯) are both chordal bipartite graphs then G (thus also Gˆ) is a grid
intersection graph, where E¯ = {uv | u ∈ U, v ∈ V, {u, v} /∈E}.
4.1. “2-Colors” vs. “2-dimensions”
In Theorem 4.3, we show that IBUGIG; In other words (as mentioned in Section 1), “2-dimensions” is more
powerful than “2-colors.”
Lemma 4.1. Every interval bigraph has a -free bipartite adjacency matrix.
Proof. Let G = (U, V ;E) be an interval bigraph, and BR = (IU , IV ) be a bi-interval representation of G. We show
that M(BR) is a -free bipartite adjacency matrix of G. Suppose for a contradiction that M(BR) is not -free. Then
we have that M(BR) has  as a submatrix. So there exist integers i < j and p<q such that ri , rj , cp and cq form .
From the deﬁnition of M(BR), we have RGT(ri)RGT(rj ) and RGT(cp)RGT(cq).
Since 2,2 = 0, we have either RGT(rj )<LFT(cq) or RGT(cq)<LFT(rj ). In the ﬁrst case, as RGT(ri)RGT(rj ),
we have RGT(ri)RGT(rj )<LFT(cq), which implies 1,2 = 0, but this is a contradiction. The other case is similar.

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Fig. 3. Unit grid representations of 3-ary trees of depth 1, 2, and 3.
Fig. 4. A grid representation GR.
Unfortunately the converse of Lemma 4.1 is false: The graphs of 12 and 13 vertices in Fig. 1 have -free bipartite
adjacency matrices, but both graphs are not interval bigraphs (see [6,13]).
Since a -freeable matrix is -freeable, as a corollary we have the following result due to Müller [13].
Corollary 4.2. Interval bigraphs are chordal bipartite graphs.
From Lemmas 3.1 and 4.1 interval bigraphs are unit grid intersection graphs. Now let us observe whether or not
the inclusion is proper. By Corollary 4.2, if a bipartite graph is not chordal bipartite, then it is not an interval bigraph
either. From the deﬁnition, the cycles of length k6 are not chordal bipartite, thus are not interval bigraphs. On the
other hand, clearly the cycles of length 4 + 4k (k1) are unit grid intersection graphs. Another example is a complete
k-ary tree. Since the complete k-ary trees of depth d (k2 and d4) have asteroidal triples of edges, the complete
k-ary trees are not interval bigraphs [13]. On the other hand, it is not difﬁcult to see that the complete k-ary trees have
unit grid representations (see Fig. 3). Thus we have the following theorem.
Theorem 4.3. IBUGIG.
4.2. CBG vs. UGIG
Next we show that CBG /⊂ UGIG but P6-free CBG ⊂ UGIG. Since it is known that UGIG /⊂ CBG, we see that CBG
and UGIG are incomparable. Let us start showing the incomparability.
Lemma 4.4. CBG /⊂ UGIG.
Proof. To prove the lemma we show that the grid intersection graph represented by GR depicted in Fig. 4 belongs
to CBG but not to UGIG. Let us call the graph the double-fence and denote it by DF. It is easy to verify that DF is a
chordal bipartite graph.
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Fig. 5. An illustration for the proof of Lemma 4.4.
Suppose, for a contradiction, that DF belongs to UGIG. Then there exists a unit grid representationUGRDF of DF.
In order to obtain a unit grid representationUGRK3,3 of K3,3 from DF, remove the 18 line segments fromUGRwhich
correspond to the 18 short line segments in GR. Then UGRK3,3 should be homeomorphic to the grid representation
drawn in Fig. 5(a). There are nine missing quadrangles which disappeared from DF. In what follows we are going to
try to recover UGRK3,3 from UGRDF by restoring the missing quadrangles.
Let Qb,2 = (b, 2, 2b, b2) be the missing quadrangle containing b and 2. Consider the restoration of Qb,2 by putting
back two line segments b2 and 2b. (To simplify, we identify vertices and line segments.) Observe that the intersection
point of b2 and 2b should be within the gray area of the grid representation (a). Otherwise we have either a grid but not
unit grid representation or an unsuitable representation. Because of the symmetry, we can assume that the intersection
point is within the gray area at the top left of the grid representation (a). Thus we obtain the grid representation (b).
Next let us try to restore the missing quadrangle Qa,1 = (a, 1, 1a, a1) containing a and 1. Then, by a similar
observation, the intersection point of a1 and 1a should be placed within the gray area of the grid representation (b). So
we have the grid representation (c).
Similarly again consider the restoration of the missing quadrangle Qc,3 = (c, 1, 3c, c3) containing c and 3. Where
should we place the intersection point of c3 and 3c? By a similar argument as above it is not difﬁcult to see that there is
no placement of the intersection point at which we have a suitable unit grid representation. So we have a contradiction.

Now we show that P6-free CBG UGIG by using a doubly lexical ordering of a matrix. A doubly lexical ordering
of a matrix is a pair of orderings of the rows and of the columns of the matrix so that the rows, as vectors, are lexically
increasing and the columns, as vectors, are lexically increasing, where row vectors are read from right to left and column
vectors from bottom to top. Since it is known that every matrix has a doubly lexical ordering, for every bipartite graph
G there exists a bipartite adjacency matrix of G in doubly lexical order. To show the relationship between P6-free CBG
and UGIG, we use the following result, which is a restatement of Theorem 5.2 in Lubiw’s paper [10].
Fact 1. Let M be a 0–1 matrix in doubly lexical order. If, in M, the i1, j2 and the i2, j1 entries are 1 and the i2, j2 entry
is 0 for some i1 < i2 and j1 <j2, then there exist rows ri3 <ri4 < · · ·<ri and columns cj3 <cj4 < · · ·<cj for some
3 which form the submatrix of M depicted in Fig. 6.
Lemma 4.5. Every P6-free chordal bipartite graph has a -free bipartite adjacency matrix.
Proof. LetG be a P6-free chordal bipartite graph. Suppose for a contradiction that no bipartite adjacency matrix ofG is
-free. Consider a bipartite adjacency matrix M of G in doubly lexical order. By the assumption, M contains  as a sub-
matrix. So there are two rows ri1 and ri2 (i1 < i2) and two columns cj1 and cj2 (j1 <j2) ofM such that ri1 , ri2 , cj1 , and cj2
form . Then, by Fact 1, there exists either an induced path P2 = (ri1 , cj2 , ri3 , . . . , ri−1 , cj , ri , cj−1 , . . . , cj3 , ri2 , cj1)
or an induced cycle C2 = (ri1 , cj2 , ri3 , . . . , ri−1 , cj , ri , cj−1 , . . . , cj3 , ri2 , cj1 , ri1). However, this contradicts the
assumption that G is a P6-free chordal bipartite graph as 3. 
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Fig. 6. A submatrix in an ordered doubly lexical 0–1 matrix.
Fig. 7. Forbidden induced subgraphs for interval graphs.
By Lemmas 3.1 and 4.5, we have the following theorem.
Theorem 4.6. P6-free CBGUGIG.
4.3. CBG vs. GIG
In the remaining part of the paper, we consider whether or not CBG ⊂ GIG. Unfortunately we do not know the
answer yet. The question is related to the following question proposed by Spinrad in [15]: For a chordal bipartite graph
G, is it possible to assign a label of size O(log |V (G)|) to every vertex so that the adjacency between any pair of vertices
can be checked by simply examining their labels only? If CBG ⊂ GIG, then we can obtain such a labeling for a chordal
bipartite graph G by taking the coordinates of the vertices in a grid representation of G as labels.
The question whether or not CBG ⊂ GIG is equivalent to the following problem.
Problem 1. For each chordal bipartite graph G, are there two graphs H1 and H2 such that V (H1)=V (H2)=V (G),
E(H1) ∩ E(H2) = E(G), H1 and H2 do not contain any graph in Fig. 7 as an induced subgraph?
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This equivalence is obtained by combining the following Theorem 4.7 by Bellantoni et al., Theorem 4.8 due to
Lekkerkerker and Boland, and Fact 2.
Theorem 4.7 (Bellantoni et al. [1]). A graph G is a grid intersection graph iff b(G)2 and G is a bipartite graph,
where b(G) denotes the boxicity of G (i.e. the smallest integer d such that G is the intersection graph of boxes in
d-dimensional space).
Theorem 4.8 (Lekkerkerker and Boland [9]). A graph G is an interval graph iff G does not contain any graph in Fig.
7 as an induced subgraph.
Fact 2 (E.g. Cozzens and Roberts [2]). For a graph G, b(G)k iff there are k interval graphsHi , i ∈ {1, . . . , k}, such
that V (Hi) = V (G) for all i ∈ {1, . . . , k} and⋂ki=1E(Hi) = E(G).
For a chordal bipartite graph G= (U, V ;E), we denote the graph (V (G),E(G)∪{{u1, u2} | u1, u2 ∈ U, u1 = u2})
by GU and (V (G),E(G) ∪ {{v1, v2} | v1, v2 ∈ V, v1 = v2}) by GV . Then it is easy to check that GU and GV
both cannot contain any graphs except V6 in Fig. 7 as an induced subgraph. From the above observation, we have the
following theorem.
Theorem 4.9. If G = (U, V ;E) and Gˆ = (U, V ; E¯) are both chordal bipartite graphs then G (thus also Gˆ) is a grid
intersection graph, where E¯ = {{u, v} | u ∈ U, v ∈ V, {u, v} /∈E}.
Proof. If GU or GV contains V6 as an induced subgraph, then Gˆ would contain C6. So GU and GV both cannot contain
any graph in Fig. 7 as an induced subgraph. Since E(GU) ∩ E(GV ) = E(G), it follows that G is a grid intersection
graph as in the discussion of Problem 1. 
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