Abstract. Diffraction-enhanced imaging (DEI) is an emerging x-ray imaging method that simultaneously yields x-ray attenuation and refraction images and holds great promise for soft-tissue imaging. The DEI has been mainly studied using synchrotron sources, but efforts have been made to transition the technology to more practical implementations using conventional x-ray sources. The main technical challenge of this transition lies in the relatively lower x-ray flux obtained from conventional sources, leading to photon-limited data contaminated by Poisson noise. Several issues that must be understood in order to design and optimize DEI imaging systems with respect to noise performance are addressed. Specifically, we: (a) develop equations describing the noise properties of DEI images, (b) derive the conditions under which the DEI algorithm is statistically optimal, (c) characterize the imaging performance that can be obtained as measured by task-based metrics, and (d) consider image-processing steps that may be employed to mitigate noise effects.
Introduction
Conventional radiography measures only x-ray attenuation, whereas diffraction-enhanced imaging (DEI) 1 can simultaneously produce separate images of attenuation and refraction effects. Furthermore, DEI rejects wide-angle scatter, leading to images exhibiting very high contrast, which have been shown to dramatically improve the visibility of small, low-absorbing structures as compared to conventional radiography. [2] [3] [4] [5] In a typical DEI imaging system, Fig. 1 , a quasi-monochromated and collimated x-ray beam is passed through the object, and the angular composition of the transmitted beam is measured by using an analyzer crystal. By using images acquired at two rotational positions of the analyzer crystal, Chapman et al. 1 showed that one can compute two images that separately depict attenuation and refraction angle. The refraction image has been shown to be particularly well suited for morphological studies of soft tissue, 4, 5 but the attenuation image is also superior to a conventional radiograph because of the scatter rejection provided by the crystal system. 5 See Refs. 6, 7, and 8 for a broader overview of DEI applications and related analyzer-based phasecontrast imaging techniques.
If DEI is to be transformed into a clinical imaging technique, then it is essential that we understand its performance in the face of practical engineering limitations, as has been done for all of the more-established medical imaging modalities. The main technical challenge in transferring DEI from the synchrotron to the clinic lies in DEI's requirement for a bright source of x-rays. Owing to the difficulty of satisfying this requirement using conventional x-ray tubes, a clinical DEI system will almost certainly be photon limited. Therefore, the noise properties of DEI will be a key consideration. Recently, efforts have been underway to implement DEI with a bench-top system employing conventional x-ray tube sources. [9] [10] [11] This paper seeks to characterize the noise properties and signal-detection capabilities of DEI and introduces denoising approaches to mitigate noise effects. Some of the preliminary results are presented in Refs. 12, 13, and 14 as short conference papers. In Sec. 2, we derive the maximum-likelihood (ML) solution for computing DEI attenuation and refraction images from two raw images corrupted by Poisson noise. Interestingly, we find that the original solution of Chapman et al. 1 is identical to this ML formulation. However, in Sec. 3, we show that this solution produces unbiased results only if the data are acquired at appropriate points on the rocking curve. In Sec. 3, we derive theoretical expressions for the mean, variance, covariance, and signal-to-noise ratio of the DEI attenuation and refraction images in the presence of Poisson noise, and we use computer simulations to validate the statistical findings. In Sec. 4, we evaluate the task-based performance of DEI attenuation and refraction images. In Sec. 5, we outline four denoising algorithms for reducing the variance of the noise in DEI images, while preserving low bias. Finally, in Sec. 6, we present our conclusions.
DEI Estimator
The DEI algorithm computes images of the refraction angle Δθ and the attenuated intensity I r from two "raw" images of the object, obtained at two rotational orientations of the analyzer crystal (θ L and θ H ), which are chosen to be on opposite sides of the angular reflectivity function (rocking curve) of the imaging system RðθÞ.
In the original paper on DEI, 1 the computation of the attenuation and refraction images was presented as the algebraic solution of two simultaneous equations. Such an approach implicitly assumes that the data are noise-free, thus lending themselves to analytical calculation. However, in the presence of noise, determination of the attenuation and refraction images should be more properly posed as a statistical estimation problem. Herein, we set up and solve this estimation problem, and we find that the original DEI solution is indeed the ML solution. However, we also find that the solution is unbiased only if the two "raw" images are acquired at symmetric points on the rocking curve, and if the data are Poisson-like in their noise statistics.
Let us begin by reviewing the nature of the two images we desire to obtain from DEI. The attenuation image is described by Beer's law:
where I 0 denotes the intensity of the incident beam and μðx; y; zÞ represents the object's apparent attenuation (extinction) coefficient at spatial coordinates ðx; y; zÞ. The refraction angle (in the y-direction) is approximately given by Δθðx; yÞ ≅ ∂ ∂y
where nðx; y; zÞ is the object's index of refraction distribution. 15 In DEI, the raw images are obtained by orienting the analyzer crystal at two distinct angular positions to obtain raw images denoted by I L and I H . In the absence of noise, these raw images are approximately described in each pixel bȳ
in which Θ is a concatenation of the true refraction angle and transmitted intensity, i.e., Θ ¼ ½Δθ; I r T where ½ T is the transpose operator, RðθÞ denotes the angular reflectivity function (rocking curve) of the imaging system, and E½ is the expectation operator.
Equations (3) and (4) assume that significant ultra-smallangle scattering is not caused by the object, and that the refraction angle is sufficiently small that a first-order Taylor expansion can be used to approximate the rocking curve (see Ref. 16 , wherein a higher order Taylor expansion was used). If these conditions do not hold, then it may be preferable to use a different imaging approach, such as multiple-image radiography, which we have described in a previous paper. 17 We next pose the problem of estimating the attenuation and refraction images by using the classical ML statistical estimation approach, 18 in which the optimal estimates are obtained by maximizing the likelihood function under an assumption of photon-limited imaging.
If the DEI data are dominated by photon noise, as may be the case when using a conventional x-ray source in place of a synchrotron, then the raw images I L and I H can be represented as independent Poisson random variables, and the likelihood function is
where I ¼ ½I L ; I H T and ! denotes the factorial. By substitutinḡ I L andĪ H from Eqs. (3) and (4) into Eq. (5), we obtain the following equation for the likelihood function:
Having derived the likelihood function, we can now obtain the ML estimator aŝ ΘðIÞ ¼ arg max Θ ½ln pðI; ΘÞ:
The solution of Eq. (7) is found by setting ð∂∕∂ΘÞ ln pðI; ΘÞ ¼ 0, i.e., ∂ ∂Δθ ln pðI; ΘÞ ∂ ∂I r ln pðI; ΘÞ
Solving Eq. (8), we obtain the ML estimator aŝ
which is identical to the original DEI solution given by Chapman et al. 1 In summary, the well-known DEI formulas for calculating attenuation and refraction images are, in fact, the ML solutions to the problem in the presence of Poisson noise. Therefore, we will henceforth refer to these as the "ML-DEI images." noise variance is equal to the mean (as is true for Poisson noise) and (2) the raw images are acquired at symmetric points about the peak of the rocking curve.
When computed exactly, the statistical parameters of the ML solutionΘðIÞ are very difficult to interpret. 19 However, we find that a truncated expansion yields results in a very comprehensible form, which we show using Monte Carlo simulations to result in very good approximations. Specifically, we employ a Taylor expansion ofΘðIÞ aboutĪ (the mean of I): 18, 20 ΘðIÞ ≅ΘðĪÞ þ X n∈fL;Hg
where h.o.t. denotes higher-order terms.
To evaluate the mean of the estimator, we take the expected value of Eq. (10), neglect higher-order terms, and use the fact that observations I L and I H are statistically independent to obtain:
Substituting Eqs. (3), (4), and (9) into Eq. (11), and using the fact that for Poisson-distributed data, var½I n ¼ E½I n , n ∈ ½L; H, we obtain the following equation for the mean of the ML-DEI images:
Equation (12) shows that the mean of the computed ML-DEI images is equal to the true parameter vector Θ plus an error term (in square brackets). The error component for the attenuation image is immediately seen in Eq. (12) to be zero, but the error component for the refraction image is a complicated expression. Fortunately, we can cause this error component to be zero as well by acquiring data in such a way as to make
Because the intrinsic rocking curve of the imaging system is typically an even function, the required condition can be met in such cases by choosing θ L and θ H to be at symmetric points about the peak of the rocking curve, which we refer to as the symmetric-acquisition (SA) condition.
When the SA condition is met, it is easy to see that the last term in the numerator of Eq. (12) will vanish, in which case E½ΘðIÞ ≅ΘðĪÞ ¼Θ: (13) Thus, if the SA condition is met, the ML-DEI images are unbiased estimates of the true attenuation and refraction images. The refraction estimator is only unbiased if the noise variance also equals the mean (i.e., as in the case of Poisson noise).
Estimator Variance and Covariance
We now evaluate the covariance matrix of the ML-DEI estimator ΘðIÞ, which contains the variances of the two images and their covariance. To calculate the covariance matrix of the ML-DEI estimatorΘðIÞ, we use only the first two terms of the Taylor expansion in Eq. (10), which yields: 18, 20 cov½ΘðIÞ
By using the fact that observations I L and I H are independent, this simplifies to cov½ΘðIÞ ≅ ∇ΘðĪÞcov½I∇ΘðĪÞ T ; (15) where ∇ΘðIÞ and cov½I are 2 × 2 matrices defined as follows:
Assuming that observations I L and I H are independent and Poisson-distributed, we obtain
where 20) in which cov½ denotes the covariance and var½ denotes the variance.
Equations (18)- (20) simplify nicely as follows if we use the SA condition:
covðΔθ;Î r Þ ¼ 0; (22) and
Thus, according to Eq. (22), the two DEI images are uncorrelated with one another; Eqs. (21) and (23) characterize the noise variance in the two DEI images. Note that these results are true only under the SA condition and Poisson noise assumption (or other noise for which the mean of the raw data equals the variance).
Signal-to-Noise Ratio
We define the signal-to-noise ratio (SNR) of each image as the ratio of the mean signal, Δθ or I r , to the standard deviation of its estimate, ½varðΔθÞ 1∕2 or ½varðÎ r Þ 1∕2 . Thus, using Eqs. (21) and (23), we obtain
The conclusions we draw from this result are given in the next section, whereas we also summarize the statistical results derived up to this point.
Summary of ML-DEI Noise Statistics
The following is a summary of the noise properties of DEI, assuming that the raw images are acquired at symmetric points about the peak of the rocking curve (the SA condition) and that photon noise is the dominant noise source (i.e., the raw images are Poisson distributed).
The ML-DEI images are approximately Gaussian distributed (our Taylor-series approximation yields a quadratic function which is identical to the log-likelihood of a Gaussian density function). Under the SA condition, the noises in the attenuation and refraction images are uncorrelated with one another [i.e., covðÎ r ; ΔθÞ ¼ 0]. The statistics of the attenuation and refraction images are given in Table 1 .
It is worthwhile to examine the two expressions for SNR, which yield the following basic properties of DEI. First, the SNR of the attenuation (Î r ) image behaves as that for Poisson noise, increasing as a function of the square root of the image intensity I r Rðθ L Þ. Second, the SNR of the refraction image Δθ increases roughly linearly in terms of the SNR ofÎ r , the slope of the rocking curve dR∕dθðθ L Þ, and the absolute value of the refraction angle jΔθj.
Thus, as one would expect, the SNR is improved by using a sharply peaked intrinsic rocking curve and by imaging at analyzer positions corresponding to points near the top of the rocking curve. Image features exhibiting strong refraction will have the greatest SNR, with SNR increasing linearly with jΔθj. The SNR in the attenuation increases, as in Poisson data, in proportion to the square root of the intensity signal. It is interesting to note that, while the noise in the refraction image is dependent on the intensity signal, the noise in the attenuation image is independent of the refraction signal.
Monte Carlo Validation of Theoretical Results
We validated the statistical approximations in the previous section by a Monte Carlo simulation in which we simulated DEI data under the SA assumption with 10 5 noise realizations for an x-ray beam at 18 keV and every combination of intensity I r ∈ ½5;50 photons∕pixel and refraction Δθ ∈ ½−1;1 μrad,
First, we verified the estimator bias to be zero, as predicted by Eq. (13) . In the simulation, we found the bias to be <0.01% over a wide range of object parameters.
Next, we computed estimator variances obtained from the Monte Carlo simulation and compared them with the values predicted by Eqs. (21) and (23) . As shown in Figs. 2 and 3 , there is an excellent agreement between the predicted performance and experimental results. Note that the variance of the I r estimator Table 1 Statistics of diffraction-enhanced imaging (DEI) attenuation and refraction images under symmetric-acquisition (SA) condition.
Image
Mean Variance Signal-to-noise ratio Fig. 1 DEI imaging system. An x-ray beam prepared a monochromator passes through the object and its angular composition is observed by using a third crystal, called an analyzer. does not depend on the refraction angle, however, this is true only under the SA condition. Equation (22) predicts that Δθ and I r estimates are uncorrelated, which is supported by the low observed value of the correlation coefficient (<0.005) in the simulation study.
The accuracy of the approximation increases with the intensity of the x-ray beam. This is expected since the Taylor expansion in Eq. (11) is strictly valid for a quadratic objective function 20 (log-likelihood of a Gaussian density function), and the Poisson distribution asymptotically approaches the Gaussian distribution as the beam intensity increases. It is interesting to note that the accuracy of the approximation also increases with the increase of the refraction angle. This is also expected since the increase of the refraction angle essentially increases the beam intensity.
Task-Based Assessment of DEI Images
While metrics such as SNR are useful, in the medical imaging field it has become accepted that imaging methods can be judged more definitively by their ability to enable specific diagnostic tasks to be performed successfully. 21, 22 For example, an imaging method can be determined to work well if it allows lesions to be readily visualized by the clinician. Within this approach, it has become standard practice in medical imaging to use mathematical detection models as surrogates for human detection performance 23, 24 thereby gain insight into detectability using simple known test signals. 21 In this spirit, we pose a simple detection task-that of detecting a small blood vessel within a background of lung tissue-and we use this task to assess the relative performance of the attenuation, refraction, and raw images obtained by DEI. It has been widely observed that DEI refraction images are particularly effective for visualizing soft tissue features. The goal of this analysis is to confirm and characterize this observation quantitatively and to compare DEI's attenuation and refraction images in terms of the detection task as a function of object size. We use the Neyman-Pearson (NP) criterion to devise the optimal detector, and we use the area under the receiver operating characteristic (ROC) curve as a detectability metric. 18, 21 Previous work in this area has shown that x-ray refraction effects may have promising applications as a medical imaging tool, showing better contrast than attenuation-based mechanisms. For example, Momose et al. 25 showed the ability of phase-contrast x-ray imaging to depict blood vessels without contrast agents, where normal radiography failed to recognize them. Lewis et al. 26 imaged mouse organs to investigate the potential of the DEI technique for soft-tissue imaging. A quantitative study of the contrast comparison of a conventional radiography and the DEI refraction image using lucite cylinders and nylon wires were performed in Ref. 27 using Monte Carlo simulations and experimentally in Ref. 28 , but no task was defined.
DEI System Simulation and Blood Vessel Model
Assuming a cylindrical model of a blood vessel and using the geometrical optics approximation, the x-ray refraction angle image of a blood vessel (in the absence of noise) can be described as
ffiffiffiffiffiffiffiffiffi ffi
and the attenuation image is given by
in which μ lung and μ blood are linear attenuation coefficients and n lung and n blood are refractive indices, of the lung and blood tissue, respectively; and R is the blood vessel diameter (see Fig. 4 ). The intensity of a raw image after the analyzer at angular position θ i is described by
where RðθÞ is the rocking curve of the analyzer, with i ∈ fL; Hg. In Refs. 29, 30, and 31, the authors determined theoretically and experimentally that for this system, the rocking curve can be modeled by a Pearson type VII function as
where θ is in units of microradians. In our experiments using Si (333) crystals and for the incident photon energy of 18 keV, we used the following values: a ¼ 0:8891 and m ¼ 2.0. This Pearson type VII function has the limits of the Gaussian (m ¼ 1), modified Lorentzian (m ¼ 2), and Cauchy (m ¼ ∞) distributions. 29 Given the variety of functions the Pearson type VII function encompasses, it can provide a better fit to near-perfect crystal-reflection rocking curves.
Next the effect of detector pixels and noise can be described by the following equation:
where n ¼ 1;2; : : : ; N, N is number of spatial samples, Δ is the pixel size, x n is the sample location, and Δ ¼ x n − x n−1 .
DEI Estimator
Now using I L and I H , the DEI estimates of refraction and attenuation are calculated as (see Fig. 5 ):
NP Criterion
Next we derive the optimal statistical detector to quantify images in terms of hypothesis testing accuracy. In this approach, we decide whether a blood vessel is present or not. That is to say, we must decide between two hypotheses:
Let us assume that there are N pixel values (in a onedimensional profile along the x-direction),ŝ ¼ ½ŝðx 1 Þ; sðx 2 Þ; : : : ;ŝðx N Þ T , from which we must decide whether a blood vessel is present or not.
The standard NP detector, 18 which maximizes the probability of detection for a given probability of false alarm, is based on the log-likelihood ratio:
where pðŝ; H 1 Þ and pðŝ; H 0 Þ are probability density functions (PDFs) of the data under the two hypotheses. By comparing Fig. 4 Model of a blood vessel within lung tissue. λ to a threshold T, we can accept H 1 if λ > T. As we will see later, we will not need to prespecify the threshold T. Now assuming thatŝðx n Þ are independent and Gaussian distributed (which is valid, as explained in Sec. 3.4), from Eq. (31) it directly follows that
whereŝðx n Þ ∈ fÎ r ðx n Þ; Δθðx n Þ; I L ðx n Þ or I H ðx n Þg and the variances are given by Eqs. (21), (23) and
Under H 0 , we will have n blood − n lung ¼ 0 and μ blood − μ lung ¼ 0. From this, it is easy to show that s H 0 ðx n Þ ¼ E½ŝðx n Þ; H 0 is E½Î r ðx n Þ; H 0 ¼ I 0 , E½Δθðx n Þ; H 0 ¼ 0, and
Under H 1 , s H 1 ðx n Þ ¼ E½ŝðx n Þ; H 1 is defined previously in Eqs. (3), (25) , and (26).
Receiver Operating Characteristic
It is often useful to summarize the accuracy of a detector by a single parameter, such as by the area under the ROC curve (AUC). The ROC curve is a plot of true positive fraction:
versus false positive fraction:
and the AUC is given by
Since pðλ; H 1 Þ and pðλ; H 0 Þ cannot be calculated analytically, we used 10,000 Monte Carlo simulations, using DEI image formation as given in previous and object parameters given in the next section, to estimate these densities and AUC. This number of trails provided AUC estimates with unimportant statistical uncertainty, as it will be reported in Fig. 6 .
Blood Vessel Detection Results and Conclusion
In our simulation, the following parameters were used:
The results of the estimated AUC are presented in Fig. 6 . These results show that for this task, the refraction image is better for detecting small objects (<0.4 cm), whereas the attenuation image is better for large objects (>0.4 cm). As seen in Fig. 6 , the absorption and refraction images, taken individually, have similar overall ROC performance to the individual raw images I L and I H (indicated as "1/2 dose"), from which they are computed. However, the absorption image improves the performance for large objects, while the refraction image improves the performance for small ones. One might expect the absorption or refraction image to outperform an individual raw image, but this is not the case. However, we do expect that a detection that jointly utilizes both the refraction and absorption images would indeed outperform a detection based on the individual raw images, a question that will be studied in future work.
DEI Image Denoising
As we mentioned earlier, DEI imaging systems based on conventional x-ray sources will likely be photon limited. Therefore, it is important that we seek signal-processing methods to ameliorate the noise. Toward this end, we conducted a preliminary investigation of four image-denoising techniques: (1) a simple two-dimensional (2-D) lowpass Butterworth filter of order 4 32 is applied on the raw images, I L and I H ; (2) the same type of filter applied to the computed DEI images Δθ andÎ r ; (3) an Anscombe transformation 33 followed by a Wiener filter; 18 and (4) a Bayesian method based on a Gibbs prior. 34 Each method was evaluated over a wide range of its parameter values to determine its statistical performance.
Raw Image Filtering (LP-Inputs and LP-Outputs)
The simplest method to combat noise is a spatial lowpass filter. In DEI, there are two options for the application of lowpass filtering. One can apply the filter to the raw images (I L and I H ) "prior" to calculating Δθ andÎ r by Eq. (9), or, alternatively, to the output images Δθ andÎ r "after" application of Eq. (9). We call the former approach "LP-inputs," and the latter approach "LP-outputs."
In both cases, we used the well-known Butterworth lowpass filter, for which the magnitude of the transfer function is given by following equation: in which n is the order of the filter and ω c is the cutoff frequency.
In our experiments, we fixed n ¼ 4 and varied ω c over a wide range of values to study the effect of image smoothness on statistical performance.
Anscombe Transform Followed by Wiener Filter
Our raw measurements I L and I H are Poisson-distributed, and thus have spatially varying noise properties. To control this effect and simplify the filtering step, we applied a variancestabilizing transformation, known as the Anscombe transformation, 33 which transforms Poisson-distributed data into Gaussian-distributed data with approximately stationary noise. Next, this permits us to apply a space-invariant Wiener filter, which aims to minimize the mean-square error between the original and the filtered images. We refer to the Anscombe transform followed by a Wiener filter as the "AW method."
To study the upper bound for performance of the Wiener filter, we assumed that the signal power spectrum is known, which would not be true in practice; however, it can be estimated by standard approaches. 35 We varied the noise variance assumed by the Wiener filter over a wide range to investigate a range of statistical performance trade-offs. As we see later, even in its ideal form, the AW filter performed about the same as the simpler lowpass filters, so we did not go on to study its performance with an unknown signal power spectrum.
Maximum a posteriori Method
In our analysis in Sec. 2, we showed that the original formulation of DEI is an ML solution to the problem. In imaging problems, it is well known that the ML solution generally produces unfavorable noise performance because it is unregularized. A standard solution to this shortcoming is to replace the ML strategy with a Bayesian, maximum a posteriori (MAP) formulation. In a MAP framework, the likelihood function is replaced by a posterior PDF, which includes a prior PDF for the true images. This prior allows the user to inject beliefs about the correct answer, most notably that the true image is locally smooth, a constraint that has the effect of suppressing noise.
Within our MAP method, we applied the well-known Gibbs prior, 34 defined as
where Z is a normalizing constant and UðxÞ is the Gibbs energy function defined as
where N j is a set containing pixels in the j'th pixel neighborhood ("clique"). Parameters β I r and β Δθ control image smoothness and, as for the other methods, we varied these smoothness parameters over a wide range to test statistical performance.
The MAP solution is obtained as the maximizer of the logposterior, i.e., ΘðIÞ ¼ arg max Θ ½ln pðI; ΘÞ þ ln pðΘÞ:
We solved Eq. (39) by using an iterative gradient descent algorithm, which typically required about 140 iterations. The typical execution time was <3 min on a 2.0 GHz P4 computer.
Image Denoising Evaluation
As a basis for evaluation, we selected two regions of interest (ROIs) in an image of a human knee joint (Fig. 7) and measured the accuracy of each ROI value based on 1000 simulated noise realizations. The simulated noise level was selected to be in the range that might be expected in a future clinical imaging system, with a maximum number of counts of 24 photons∕pixel.
To evaluate the denoising techniques, we studied the classic trade-off between bias and variance. An image estimator having low bias may be accurate on average but may yield images that are extremely noisy in each particular instance. On the other hand, an image with low variance and high bias may appear overly smoothed and lacking in image detail. Each imaging application may demand a different trade-off between bias and variance; therefore, it is customary to display the entire range of achievable bias-variance values in a single plot.
The bias and standard deviation (square root of variance) were computed as follows. Letf ROI represent the average intensity of image estimatef for a particular ROI. The percent bias Fig. 7 Human knee joint intensity image with highlighted ROIs. and standard deviation (STD) of the estimate are given, respectively, by
and
where E½ denotes the expectation operator andf ROI is the true mean of the ROI.
In Fig. 8 , we show plots of standard deviation versus bias in the two ROIs for both refraction and attenuation images. The original DEI formulation, which we showed to be an ML estimator, is the uppermost point on each curve (denoted by ML-DEI), i.e., it is unbiased, but has very high variance. Figure 8 also shows the results of the Bayesian method (MAP), the Anscombe transform followed by a Wiener filter (AW), and 2-D lowpass Butterworth filters applied before (LP-inputs) or after (LP-outputs) the DEI algorithm. The AW method was able to reduce the noise STD by a factor of about 4 to 6 while yielding nearly unbiased results. A similar performance was achieved by the simple lowpass filters, but the MAP method did not perform as well, probably due to our particular choice of prior.
These results suggest that noise, in this simulation DEI study, can be effectively combated by appropriate image processing algorithms, which can substantially reduce noise while minimally affecting the bias. Algorithms' utility for DEI images denoising, in general, and for clinical perspective, is left for future studies.
Conclusion
As new medical imaging modalities have been developed, the noise properties have been derived and used in various ways to improve the performance of imaging devices and image processing algorithms. Our motivation for this paper has been to begin a similar analysis for the emerging DEI technique. We have derived approximate analytical expressions for the mean, variance, covariance, and SNR of DEI images and verified these approximations by Monte Carlo simulation. We have shown that the original DEI formulation of Chapman et al. 1 is the ML method if the data are Poisson. We showed that this solution is unbiased only if the observations are Poisson-like and acquired at points of the rocking curve that have derivatives that are equal in magnitude and opposite in sign, i.e., ð∂∕∂θÞRðθ L Þ ¼ −ð∂∕∂θÞRðθ H Þ. If the rocking curve is an even function, then these points would be symmetric about the origin. We show in a theoretical analysis of detectability how the refraction and attenuation images compare in performance in a task-based evaluation of detecting a low-absorbing object (a blood vessel) embedded within a similarly low-absorbing background medium (lung tissue). We find that, in this particular case, the refraction image is superior if the object is smaller than some threshold (0.4 cm, in the particular case we considered), but the attenuation image is better if the object is larger than this threshold. Finally, we have shown that, in this simulation DEI study, the noise can be effectively suppressed by tested image processing algorithms.
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