An extension of the latent Markov Rasch model is described for the analysis of binary longitudinal data with covariates when subjects are collected in clusters, e.g. students clustered in classes. For each subject, the latent process is used to represent the characteristic of interest (e.g. ability) conditional on the effect of the cluster to which he/she belongs. The latter effect is modeled by a discrete latent variable associated with each cluster. For the maximum likelihood estimation of the model parameters we outline an EM algorithm. We show how the proposed model may be used for assessing the development of cognitive Math achievement. This approach is applied to the analysis of a dataset collected in the Lombardy Region (Italy) and based on test scores over three years of middle-school students attending public and private schools.
Introduction
Nowadays, many studies of the educational systems are focused on the difference in scholastic achievement due to the presence of particular teachers, schools, or educational conditions. For this aim, growth linear models are typically used. These models associate a trajectory to each student which is defined by a series of random effects having a continuous distribution. The outcomes are evaluated as average test scores or gain scores at the end of each school year and are corrected on the basis of observed covariates. Among these approaches, the one based on the hierarchical multilevel models also known as random effects models (Snijders and Bosker, 1999; Raudenbush and Bryk, 2002; Dronkers and Robert, 2008 ) is able to take into account the hierarchical structure of the data due to students nested in classes and schools.
In the value added models (see the Spring 2004 issue of the Journal of Educational
and Behavioural statistics for a discussion of VAM) student achievement is modeled as a linear additive function of the full history of inputs received plus the student's innate ability. These models consider the achievement level at the beginning of the period as a covariate and the achievement level at the end of the same period as an outcome. They have been extended in the following directions: (i ) to account for the non-compliance and missing values generated by failing to participate in testing after the first year (Rubin et al., 2004; Lubienski, 2006, Lubienski et al., 2008) ; (ii ) to analyze the effects of a multiyear sequence of instructional experiences (i.e. the reassignment of students to teachers and classes at the beginning of each year) and the presence of more than one potential outcome for each treatment; (iii ) to use individual variables varying across time (Hong and Raudenbush, 2008) ; (iv ) to obtain students' achievement outcomes as latent variables underlying the observed achievement scores in a single-year study (Goldstein et al., 2007) . In the last proposal, the latent scores are the common 'causes' of the students' responses depurated by the effects of specific factors; they are corrected on the basis of the influence of the covariates and the multilevel structure of the data is taken into account.
However this proposal can be improved by considering that when the latent scores which measure the achievement are determined by factorial models, the true value added, due to a particular teacher or school, cannot be completed determined. In fact, the effects of the latent scores on students' achievement is not net to their ability and to the difficulty of the items. Moreover the model proposed by Goldstein et al. (2007) is not a longitudinal model, as called for the value added approach.
With observational data, strong assumptions are necessary to interpret the results in causal terms due to the non-random mechanism of assignment, which gives rise to selection bias. For this aim, different methods of analysis have been suggested (see Rubin et al., 2004, and the references therein; Mc Ewan, 2000; Naep, 2005 and Schneider et al., 2007 . However, as shown in other studies (see Stuart, 2007, and Morgan and Winship, 2007) , if the distribution of the available covariates in the sample is very similar to that in the population, the results can sustain a causal interpretation.
Motivated by an application based on a dataset collected in the Lombardy Region of Italy, and concerning test scores on Mathematics from standardized assessments over three years of middle school, we propose a latent Markov (LM) model which attempts to study how cognitive achievement changes over time depending on observable covariates and the type of school attended. The proposed model is a standard tool for the analysis of binary longitudinal data when the interest is in describing individual changes with respect to a certain latent status (for a review see Langeheine and van de Pol, 2002) . In particular, we consider a version of the latent Markov model in which the distribution of the response variable depends on the corresponding latent variable as in the Rasch model (Rasch, 1961 , Bartolucci et al., 2008b . Moreover, following the formulation of Bartolucci and Lupparelli (2007) we extend the model to take into account the multilevel structure of the data. We allow the initial and the transition probabilities of the latent process to depend on time-constant or time-varying covariates as in Vermunt et al. (1999) and on a latent variable having the role of capturing the heterogeneity between classes.
In principle, it would be possible to use a Rasch parameterization for the ability within a value added structure. However, we prefer a multilevel LM model because the latent structure is more flexible and the estimation may be carried out more easily. In fact, the likelihood of the model may be computed by using a recursion taken from the literature on hidden Markov models (MacDonald and Zucchini, 1997) . On the basis of similar recursions, an Expectation-Maximization (EM) algorithm (Baum et al., 1970 , Dempster et al., 1977 may be implemented for the estimation of the model parameters. This avoids the use of quadrature or Monte Carlo methods. The proposed LM approach is also useful when it is important to cluster subjects into a small number of groups corresponding to different membership probabilities. To our knowledge, a multilevel LM approach has not been previously proposed to study the development of student achievement.
The remainder of the paper is organized as follows. To set the context for our study, the next section gives some details on the Italian Educational system and on the dataset used for the application. Section 3 describes the multilevel extension of the LM Rasch model with covariates and Section 4 describes its maximum likelihood estimation and the related model selection strategy. In Section 5 we show the results of the application of the proposed approach to the dataset described in Section 2. In the concluding section, we provide a final discussion of the main findings.
Preliminaries
In the Italian school system there are both public and private schools serving the same functions. The Italian Constitution expressly states that private schools must not impose burdens on the State. Therefore, non-state schools receive funding from some local and regional governments (with vouchers) and the national government has declared its intention to promote equal treatment by the legislation enacted in March 2000 (State. Law No. 62) . With that legislation the non-state schools may form part of the public educational system and the private schools have been specified by a new formula of 'scuole paritarie' (private schools). In Italy, the unitary character of the national educational system is protected through the national definition of curriculum goals, timetables, and specific learning objectives, but the curriculum implemented nationally may be supplemented with elective courses.
In Lombardy, a higher percentage of pupils attends paritarie schools than in any other Italian region. For example, in 2006 only 13% of student nationally were enrolled in paritarie schools compared to 22.6% in Lombardy. Twenty-four percent of all Italian students attending private schools are form Lombardy. Moreover, in Lombardy in 2006, there were 177 private middle schools, with a total of 981 classes, and public middle schools numbered 1,038, with a total of 10,912 classes.
The schools in the regional sample we study in this paper were selected by the Re- The schools participated on voluntary basis. In the regional project promoted by the IRRE, the schools were randomly selected among those belonging to seven homogeneous metropolitan areas which do not include particularly privileged and unprivileged inhabitants. These schools were invited to administer the test to the same students in the same classes for other two years at the end of each educational year. The schools have also been invited to administer a questionnaire to the cohort of the students in Grade 7 to evaluate their background characteristics.
The sample we study is composed of a longitudinal cohort of 1,246 students who progressed from Grade 6 to Grade 8 during the three study years. The students were 994 and 252 from, respectively, 13 public and 7 paritarie middle schools. The overall number of classes is 77. It is important to stress that students are not placed into classes based on their ability or achievement and that at the end of Grade 8 students who have been admitted must pass the national examination to obtain the licence which is necessary to attend the high school.
A different sequence of dichotomously scored items was administered at the end each 
The multilevel latent Markov Rasch model
In the following, we briefly review the LM Rasch model (Bartolucci et al., 2008b ) and then we formulate its multilevel extension, which has a structure suitable for the analysis of the dataset that motivates the present paper.
Latent Markov Rasch model
The LM Rasch model may be seen as a version of the Wiggins's (1973) LM model in which the distribution of the item responses, given the ability, is based on a Rasch parametrization (Rasch, 1961) . The main advantage of this model, with respect to traditional IRT models, is that it allows for transition of the subjects between the latent classes associated with different levels of abilities, so as to take into account the dynamics of the individual characteristics, which typically arises in longitudinal studies.
Let n denote the number of examinees, let T denote the number of time occasions and let J t denote the number of items administered to the examinees at occasion t, with t = 1, . . . , T . For each subject i, i = 1, . . . , n, the item responses are represented by the random vector Y (t) i having elements Y (t) ij , j = 1, . . . , J t . Also let Y i be the overall vector of responses provided by this subject and suppose that individual covariates, if available, are fixed and given. In this framework, the basic assumptions of the LMR model may be summarized as follows:
• the vectors Y 1 , . . . , Y n of the responses provided by the subjects in the sample are independent;
• for each subject i, the response vectors Y • for each subject i and occasion t, the random variables Y (t) ij are conditionally inde-
and, as in the Rasch model,
where θ v is the ability level of the examinees in latent state v and β
j is the difficulty level of the item.
Note that the initial and transition probabilities of the latent process, denoted respectively by π i (v) and π i (v 1 |v 0 ), can depend on the covariates through a logit or similar parametrizations; see Vermunt et al. (1999) . Moreover, it is natural to include in the model the constraint
so that the levels of each latent variable V
correspond to increasing levels of ability and then the latent states have a direct interpretation.
Multilevel extension
We now consider a multilevel structure in which the n examinees are collected in H clusters that, in our application, correspond to the classes in each school. Every subject is then identified by the pair of indices hi, with h = 1, . . . , H and i = 1, . . . , n h and where n h is the dimension of cluster h. Accordingly, we denote the vector of responses by Y
hi , when these are referred to a specific occasion t, and by Y hi when referred to the overall set of items. Each single element of these vector is denoted by Y (t) hij and we also denote by Y i the set of these random variables for i = 1, . . . , n h , j = 1, . . . , J t and t = 1, . . . , T .
In this framework, we propose a multilevel extension of the LM Rasch model illustrated above. This extension closely recalls the multilevel extension of the ordinary LM model proposed by Bartolucci and Lupparelli (2007) . This extension is based on the introduction of the discrete latent variables U h , with support {1, . . . , k 1 }, which have the role of capturing the heterogeneity between clusters in terms of their effect on the ability level of each subject. In our application, the clusters correspond to different classes of students and then the cluster effect is due to different factors, such as teacher, number of students, type of school; some of these covariates can be also unobserved. The resulting model is based on the following assumptions:
• the response vectors Y 1 , . . . , Y H are independent (now Y h is referred to the responses for all subjects in cluster h);
• for each cluster h, the response vectors Y hi , i = 1, . . . , n h , are conditionally independent given the latent variable U h ;
• for each subject hi, the response vectors Y (t) hi , t = 1, . . . , T , are conditionally independent given the latent process V
hi which follows a Markov chain state space {1, . . . , k 2 };
• for each subject hi and occasion t, the response variables
hi and their distribution is formulated as in (1), with the ability level θ 1 , . . . , θ k 2 satisfying constraint (2).
The above assumptions lead to a dependence structure between the latent and observable variables which is represented in the path diagram depicted in Figure 1 where, for simplicity, covariates at individual and cluster levels are not indicated explicitly.
In order to complete the model specification, we need to formulate the distribution of the latent variables given the available covariates, which are assumed to be fixed and given.
Those covariates may be dummy, categorical or continuous. The covariates referred the h-th cluster are collected in the vector x h and the distribution of U h given these covariates is modeled through the logit parametrization
where ρ h (u) = p(U h = u) and γ 12 , . . . , γ 1k 1 are vectors of regression coefficients of the same dimension as x h and γ 02 , . . . , γ 0k 1 are the corresponding intercepts.
The covariates for subject hi at occasion t are denoted by z
hi ; these covariates are assumed to affect the initial and the transition probabilities of the latent Markov process
by a parametrization based on global logits. This type of parametrization is also adopted in a similar context by Bartolucci et al. (2008a) and is motivated by the ordinal nature of the variables V (t) hi . In particular, for what concerns the initial probabilities
where δ 2 is a vector of regression parameters of the same dimension as each z
hi which is common to every level v; this is an usual assumption of models for ordinal variables based on global logits (McCullagh, 1980) . Moreover, the intercepts δ 0u depend on the level of U h and, in order to ensure model identifiability, we let δ 01 ≡ 0. On the other hand, the intercepts δ 1v , depending on the level of V (1) hi , must be in decreasing order, i.e. δ 12 ≤ · · · ≤ δ 1k 2 , to ensure the invertibility of the global logit parametrization.
Finally, as regards the transition probabilities
with u = 1, . . . , k 1 , v 0 = 1, . . . , k 2 , v 1 = 2, . . . , k 2 and t = 2, . . . , T . As above, η
2 is a common vector of regression coefficients for the individual covariates, the intercepts η 0u
depend on the level of U h (with η 01 ≡ 0) and the intercepts η 0v 0 v 1 depend on the levels of
hi and must be decreasing ordered in v 1 for each v 0 . Note that the covariates do not have a direct effect on the item responses, but have a direct effect on the distribution the latent variables U h and V (t)
hi . As such, the support points θ 1 , . . . , θ k 2 are indeed interpretable as ability levels.
Interpretation of the parameters
A fundamental issue concerns how to interpret the model parameters. First of all, the model assumes the existence of k 2 classes of subjects which are ordered according to the ability level. The ability level of class v is denoted by θ v . Moreover, for the j-th item administered at the t-th occasion, β (t) j is the difficulty level measured on the same scale of the ability.
Concerning the interpretation of the parameters for the distribution of the latent variables, it is important to clarify that the intercepts δ 1v and η 1v 0 v 1 in (4) and (5) are relatively less important. Of greater interest are the parameters which characterize the clusters according to their effect on the initial and transition probabilities. In this regard, the model assumes the existences of k 1 different typologies of clusters. The effect of clusters of type u, u = 1, . . . , k 1 , on the initial probabilities is measured by δ 0u and the effect on the transition probability from occasion t − 1 to occasion t is measured by η This formulation allows us to consider time varying confounders as well. Those clusters contribute the initial probabilities in (4) and the transition probabilities (5) in a way that it is possible to identify a clear class effect which is time varying.
We can interpret similarly the regression coefficient in the vectors δ 2 and η (t) 2 . With reference to our application, for instance, if we find that δ 02 > δ 01 and η
this means that classes of type 2 have a better effect, with respect to classes of type 1, on the ability of their students at the first occasion, but these classes contribute less student's improvement from the first to the second occasion. Moreover, suppose that for an individual covariate we have a negative coefficient in δ 2 , but a positive coefficient in η (2) 2 . Then, as the value of the covariate increases, the ability of the student at the first occasion decreases, but he/she improves more consistently between the first and the second occasion.
Finally, the parameter vectors γ 1u in (3) are important for understanding how the distribution of the clusters affects the k 2 different typologies described above. With reference to our application, suppose that we have three typologies of classes and that for a covariate describing some feature of these classes we have a positive coefficient in both γ 12 and γ 13 . This means that, as the value of the covariate increases, there is a greater chance that the class is of type 2 (or of type 3) rather than of type 1. The effect of the covariate on the probability that the class is of type 3 rather than of type 2 depends on the difference between the two regression coefficients. These effects are not always easy to understand and in this case it may convenient to directly consider the probability of each category of U h for different levels of the covariate of interest. This is straightforward when the covariate is a dummy for the class having a particular attribute, such as being in a private rather than public school.
Computing the manifest distribution
As in Bartolucci and Lupparelli (2007) , the manifest distribution of the response variables observed for each cluster h may be expressed as
where p(Y hi = y hi |U h = u) may be efficiently computed by a recursion which is known in the literature on hidden-Markov models (Baum et al., 1970, MacDonald and Zucchini, 1997) . Details on this recursion are given in Appendix 1.
Finally, the probability p(Y h = y h ) can be easily computed through (6) and the assumption of independence between clusters implies that the manifest distribution of all the response variables is given by
Likelihood inference
The likelihood of the LM Rasch model may be expressed as
where φ is a short-hand notation for all model parameters (see Section 3.2). In this section
we show how this function may be maximized, so as to obtain a maximum likelihood estimate of φ based on the observed sample, and we deal with related inferential problems.
Estimation
Maximum likelihood estimation of the LM Rasch is carried out on the basis of the EM algorithm (Baum et al., 1970 , Dempster et al., 1997 . This algorithm is based on the complete data likelihood, i.e. the likelihood that we would compute if we knew the latent state of each subject at each occasion and the value of the latent variable describing the effect of every cluster.
Let w h (u) be a dummy variable equal to 1 if cluster h belongs to latent class u, let
hi (v) be a dummy variable equal to 1 if subject i in cluster h is in latent state v at occasion t and let z (t)
hi (v 1 ) be a dummy variable equal to 1 if subject hi moves from state v 0 to v 1 at occasion t. The complete data log-likelihood may be expressed as
where
Since the above dummy variables are not known, the EM algorithm alternates the following two steps until convergence:
• E-step: compute the conditional expected value of the dummy variables w h (u),
hi (v 0 , v 1 ) given the observed data and the current value of the parameters;
• M-step: maximize the conditional expected value of ℓ * (φ) obtained by substituting each dummy variable in (7) with the corresponding expected value obtained from the E-step; the resulting log-likelihood is denoted byl * (φ).
The conditional expected value of w h (u) corresponds to the posterior probabilitỹ w h (u) = p(U h = u|Y h = y h ) and then, at the E-step, it is computed as
Similarly, we havez
where the conditional probabilities
may be obtained by certain recursions which are illustrated in Appendix 2.
Finally, the M-step is based on standard iterative algorithms to maximize each component ofl * (φ). These algorithms are the same as those used to estimate a multinomial logit model on the basis of a weighted log-likelihood.
It is important to mention that, as typically happens for latent variable models, the likelihood of the proposed model may be multimodal and has a number of local maxima which increases with the number of latent variables and that of the states. It is thus crucial to choose the initial values of the EM algorithm appropriately. In particular, we select the intercepts corresponding to the different levels of the latent variables U h and
hi on a grid of, respectively, k 1 and k 2 equispaced points around 0. Moreover, all the regression coefficients for the covariates are fixed at 0, whereas the difficulty levels of the items are chosen on the basis of the observed frequencies of correct responses.
Model selection and hypothesis testing
For model selection, we rely on the Bayesian Information Criterion (BIC; Schwarz, 1978) , which is based on the index BIC = −2ℓ(φ) + r log(n), where ℓ(φ) is the maximum log-likelihood of the model of interest and r is the number of parameters; the latter obviously depends on both k 1 and k 2 . According to this criterion, the optimal combination of k 1 and k 2 is the one corresponding to the model with the smallest BIC value.
For testing a hypothesis on the parameters, we rely on the likelihood ratio statistic
, whereφ 0 is the estimate of the parameter vector under the hypothesis of interest, which can be computed through the same EM algorithm described in section 4.1. To compute the standard errors for the parameter estimates we rely on a method similar to the likelihood profiling method (Meeker and Escobar, 1995 
Application to the Lombardy dataset
We now illustrate the analysis of the longitudinal patterns of achievement levels in Mathematics measured by the tests administrated at the end of each school year between the two subgroups of students attending public and paritarie schools. Table 2 shows the corresponding sample distributions, including a dummy variable related to the years since school opened. It can be seen that the sample and the population distributions look similar for both types of school. In both cases, the public schools enroll more students and have a higher student-teacher ratio. 
Model fitting and Results
We here report the results obtained by applying the multilevel Rasch LM model to the available dataset. We fitted the proposed model including the students and the school covariates. We also included two dummy variables to account for the student missing responses on the questions related to father and mother levels of education.
We fitted the model for a different number of latent states at cluster level (k 1 ), ranging form 1 to 5, and individual level (k 2 ), ranging from 1 to 7. Table 4 shows the results of the fitted models reporting the maximum log-likelihood (l k 1 ,k 2 ) of the estimated model, the value attained by the BIC index and the number of parameters. We observe that the lowest value of the BIC index corresponds to four typologies of clusters (k 1 = 4) and six math ability levels (k 1 = 6). We then identify six subgroups of students with different levels of ability and four different types of school classes.
The estimated abilities for each latent state are reported in Table 5 . These abilities range from the lowest to the highest levels; note that the ability of the first class is constrained to be 0 to guarantee identifiability. These results are in accordance with the six student proficiency levels in Mathematics identified in the OCSE-PISA reports (see for example OECD, 2007) . They may represent some specific types of task in math that a student is likely to perform successfully. A better interpretation of these latent classes can be gained by looking at the estimated conditional probabilities parameterized through a logit function of the abilities and of the item difficulties. They are depicted in Figure 2 for each level of ability and according to the different item which has been administrated at each grade. From this figure we can read the probability of responding correctly to each set of items for each grade for a student belonging to one of the six latent classes.
They are ordered from the lowest to the highest in each graph.
As we would expect, these probabilities are higher for the items administrated at Grade 6 (top-most graph) and are lower for the items administrated at Grade 8 (bottom graph).
It means that the difficulty of the items is increasing over time. The items which have been replicated over time share the same value of those probabilities. For example item number 2 on the top graph is replicated at Grade 7 and it corresponds to item number 13 of middle graph. Additional observations can be drawn from this figure. For example the probability of responding correctly to the items administered at Grade 6 ranges between 0.8 and 1 for the students with the highest ability. It ranges, instead, between 0 and 0.8 for the students with the lowest ability level. This means that they are specially tailored to measures the abilities of the less capable students. Table 6 displays the estimates of the intercepts and the regression coefficients for the logistic model at cluster level, which is based on parametrization (3). There are three ordered intercepts, one for each of the three clusters identified by the letters B, C and D. The equality restrictions to zero have been imposed on the parameters of the first latent class (A) to make the model identifiable. The other estimated parameters are the regression coefficients for the covariate type of school labeled with 1, to the ratio between students and teachers labeled with 2, and to the dummy variable indicating the years of activity of the school labeled with 3. As the value of the covariate ratio between student and teachers increases, there is less chance that the class is of type A rather than of type B. On the other hand, as the value of the years of activity of the school increases there is more chance that the class is of type A rather than of type B.
To better interpret these estimates, it is convenient to consider the probability of each cluster for different levels of the covariate of interest. For example the average class probability of belonging to each cluster is reported in Table 7 . It indicates that 78% of the classes of the paritarie schools belong to cluster A and 23% to cluster D, whereas the percentage is 32% and 6% for the classes of the public middle schools. On the basis on these results we conclude that the classes of type A are prevalently those of paritarie schools with small values of the ratio between students and teachers and with years of activity higher than eighteen. The classes of type B are mainly in public schools with different years of activity and values of the ratio between students and teachers higher than eight. The classes of type C are mainly in public schools with different values of years of activity and of the ratio between students and teachers. The classes of type D are mainly in paritarie schools with years of activity less than eighteen and with low values of the ratio between students and teachers. Table 8 displays the estimates of the intercepts and the regression coefficients for the initial probabilities of the latent Markov process. These parameter estimates can be interpreted on the basis of formula (4). In particular, there are three ordered intercepts corresponding to the effect on the initial probability of the clusters B, C and D. Therefore the classes of type B help less to increase the math ability on the first year of the middle school compared to the classes of the other clusters. The classes helping more on the first year are those of type C. Table 9 shows the effects of the same variables on the transition probabilities, from Grade 6 to 7 and Grade 7 to 8, of the latent Markov process. On the basis of the estimated coefficients we can state that the classes of type B contribute less on the math ability of their students than those of type C and the classes of type D have a high positive effect on the math ability from Grade 6 to Grade 7. However if we consider the estimated coefficients related to the transition form Grade 7 to 8, type C classes contribute the most to students' math ability.
Looking at the estimated regression coefficients related to the covariate level of education of the father we can see that the ability of the students increases for those having higher educated fathers. The magnitude of this increase is less strong than on Grade 6
and is quite the same for the transition form Grade 6 to 7 and from Grade 7 to 8. For the global logit on the transition probablities from Grade 7 to 8 the variables related to the missing values are significant as well. On the basis of the estimates in Table 9 we conclude that the contribution of the level of education of the father is always inferior of the contribution of type of class on the math achievement.
Finally, we provide a comparison of the above results with some descriptive statistics on the student's scores of the sample across grades. In particular, Table 10 and Table 11 report, for public and paritarie middle schools, the empirical transition matrices obtained by dividing the sum of the scores for each subject in each grade into six classes of score.
Looking at these probabilities from Grade 6 to Grade 7 and from Grade 7 to Grade 8 for both types of schools it can be noticed that the students do not improve their abilities as much as we might expect. There is not a transition towards state characterizing higher scores but there is great persistence in the same state. This is also true for the transition from Grade 7 to Grade 8 for both types of schools. For both the paritarie and public schools, students with less ability have some chance of becoming better performers at the end of the middle school. Individuals attending public schools who are in the first knowledge state show a probability of 0.67 of moving to a better knowledge state form Grade 6 to Grade 7 and a probability of 0.35 of moving from state 2 at Grade 7 to state 3 at Grade 8. In the paritarie schools there are more students with the highest ability level at Grade 8 compared to the public schools. The empirical transition matrices seem to have a tridiagonal structure: the transition is possible only below or above the diagonal.
Conclusions
We propose a multilevel extension of the LM Rasch model for the analysis of longitudinal data derived from the repeated administration of binary test items to students attending public and private middle schools in the Lombardy Region of Italy. The items are aimed at assessing math knowledge of the students during the three years of middle school.
Taking into account that student actual knowledge and the potential to increase such knowledge depends on prior knowledge and socio-cognitive aspects, such as family and school, we propose an alternative method to growth models.
We show how the multilevel extension of the LM Rasch model allows us to make a comparison between two types of schools with different pupil achievement. The model assumes the existence of a latent Markov chain for the ability level dynamics and it allows us to model the probability of individual changes over time, while taking into account the hierarchical structure of the data. It allows us to flexibly parameterize the conditional distribution of the vector of the response variables in order to take into account the different number of items administered at each grade and the fact that items may be replicated at different occasions.
We have shown that the acquisition of mathematical knowledge is a result of the differences between student's background and personal behavior. Moreover the rate of change that brings the student from one knowledge level to the following one may also depend on the quality of the school. When the school tends to its task, family background is less influential on student results. Therefore we could also conclude that the lower the parental education is, the more the school helps.
Our results demonstrate that the model on which our approach is based can describe the main relationships in the data with a rather parsimonious structure. Moreover it takes into account that cognitive achievement changes over time in relation to the background variables of the student and the class type.
A causal interpretation can be given to the estimated regression coefficients as the school covariates appear to have the same distribution on the population of the school in Lombardy. Obviously, in drawing conclusions on the basis of the application we have to consider that schools participate on a voluntary basis in the IRRE project from which the available data have been collected. This could have determined a selection bias. For instance, it is possible that the choice to participate in the study was only made by the best organized schools with the most qualified teachers.
Appendices Appendix 1: computing manifest probabilities
Following Bartolucci (2006) and , we describe the recursion to compute p(Y hi = y hi |U h = u) by using the matrix notation. This makes its implementation easier in most mathematical and statistical packages.
Let p (t)
hi be a column vector with elements
and consider the vector q
hi (u) with elements
The recursion mentioned above allows us to compute this vector as
where the vector π hi (u) has elements π hi (v|u), v = 1, . . . , k 2 , and the matrix Π
At the end of the recursion, we obtain q iT (u); the sum of the elements of this vector is equal to p(Y hi = y hi |U h = u).
Appendix 2: computing posterior probabilities
hi (u) be the column vector with elementsz (t) hi (v|u), v = 1, . . . , k 2 , and and Z (t) hi (u) be the matrix with elementsz
These may be computed through the following backward recursion (see Levinson et al., 1983 , and MacDonald and Zucchini, 1997 :
with 1 k 2 denoting a column vector of k 2 ones. Table 5 : Estimated math ability levels across all groups of students. Table 6 : Estimated intercepts and regression coefficients of the logit defined on the group level latent variable for the covariate type of school labeled with 1 (public or paritaria), the ratio between students and teachers labeled with 2 and for the dummy variable years since school Table 11 : Empirical transition probabilities from Grade 6 to Grade 7 and from Grade 7 to Grade 8 for students attending paritaria school. Figures in italic and boldface correspond to the largest probability in any row.
