We present an alternative, purely semantical and relatively simple, proof of the Statman's result that both intuitionistic propositional logic and its implicational fragment are PSPACE -complete.
Introduction
R. Ladner in his 1977 paper [Lad77] presented a polynomial-space decision procedures for the most common modal logics like S4 and T, and proved that the decision problems in question are PSPACE -complete. The proofs in [Lad77] are purely semantical in the sense that modal logics are defined via their Kripke semantics; no properties of logical calculi are exploited or even mentioned. Later Statman [Sta79] showed that the intuitionistic propositional logic, along with its implicational fragment where all logical connectives except implication → are forbidden, also has a PSPACE -complete decision problem. The proofs in [Sta79] use proof-theoretic methods.
The purpose of this paper is to present proofs of Statman's results which are in the spirit of Ladner's [Lad77] and which may be found a little bit simpler than those in [Sta79] . We will not use any particular property of intuitionistic logic, like finite model property, soundness, completeness, or cut-eliminability. However, we will concentrate on only the construction of the reduction from a known PSPACE -complete problem, namely the QBF problem. The positive part of the story, i.e. the fact that intuitionistic propositional logic is decidable in PSPACE , we take as granted. It can be proved using methods from [Lad77] .
I thank Albert Visser for an interest and stimulating remarks.
Preliminaries
Propositional formulas are built up from propositional atoms and the nulary symbol ⊥ for falsity using the usual binary connectives →, &, and ∨. Formulas ¬A and A ≡ B are shorthands for A → ⊥ and (A → B) & (B → A) respectively. In syntax analysis, implication → has lower priority than conjunction & and disjunction ∨, but higher than equivalence ≡.
A Kripke frame for intuitionistic logic is a pair W, ≤ where W = ∅ and ≤ is a reflexive and transitive relation on W . The elements of W are nodes; if a ≤ b then the node b is said to be accessible from a. A relation − between nodes of a Kripke frame W, ≤ and propositional formulas is a truth relation on W, ≤ if, for any two nodes a, b ∈ W , any propositional atom p and any two propositional formulas A and B, it satisfies the following conditions: 
We shall call the least element of a model K (if it exists) a root of K. More about Kripke models can be found in various sources, e.g. in [vD86] , [dJV88] , or in [Tak75] . For the notions from theoretical computer science, like QBF, I recommend e.g. [Pap94] .
The reduction
A key step in PSPACE -completeness proofs in [Lad77] is the construction of a sequence of propositional formulas such that the size of the formulas grows only polynomially, all have Kripke counter-example, but the size of the minimal counter-example grows exponentially. One can easily check that if the formulas D n are defined by
has a Kripke counter-example and that each counter-example to D n+1 contains two disjoint counter-examples to D n : one in which p n+1 is everywhere positive and another in which it is everywhere negative. So indeed the size of the minimal counter-example to D n grows exponentially with n. This construction, however, does not work because, due to two occurrences of D n in D n+1 , the size of D n also grows exponentially. What works is this construction of E n by recursion:
where the intended meaning of the atom q n+1 is to be a shorthand for E n . This is an explanation of the role of atoms q j in our construction below. We will employ further auxiliary atoms s j whose role is to avoid the use of disjunction in our formulas. Let a quantified Boolean formula A be given. We may assume that A has the form Q m p m . . Q 1 p 1 B(p 1 , . . , p m ) 
Note that
Note that the only thing we had to ensure was the persistency condition, which we did. We have a − A * j−1 → q j . Since the formula
Assume, on the other hand, that j > 0, Q j = ∃ and K is a counter-example to A * j . We may assume that K has a root a and that a − / A *
So the submodel generated by a 0 is a counter-example to A * j−1 in which p j is everywhere negative. For analogical reasons, there exists a node a 1 such that the submodel generated by a 1 is a counter-example to A * j−1 in which p j is everywhere positive. The induction hypothesis says 0 e /
The reasoning in the case where j > 0 and Q j = ∀ is similar. If K is a model with root a and a − A * j then K has an node a 0 such that a 0 − p j ∨ ¬p j and the submodel K 0 generated by a 0 is a counter-example to A * j−1 . Since p j does not change value in K 0 , the induction hypothesis is applicable to K 0 . Details and the proof of the reverse implication are left to the reader. 
Remark 1
The reader of Statman's proof in [Sta79] may be not quite sure whether the symbol ⊥ is also avoidable when constructing the PSPACE -reduction. So our theorem and lemma 2 perhaps clarify this point. Remark 2 Note that if a formula is satisfied in some node of some Kripke model then it is valid in some (one-element) Kripke model. This fact says that the set of all intuitionistically satisfiable formulas equals the set Sat of all classically satisfiable formulas. Or better, this fact shows that the satisfiability problem has not a good sense for intuitionistic propositional logic.
