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Abstract. We prove hypoellipticity with loss of k−1 m derivatives in two ways using different a priori estimates, together with analytic hypoellipticity, for
for F (z, z) such that F zz = |z| 2(m−1) g, g(0) = 0, generalizing results of [7] , [5] . For F (z, z) = f (|z| 2 ), the loss is shown to be optimal.
Introduction and statement of theorems
In his recent paper, [7] , J. J. Kohn exhibited a sum of squares of complex vector fields which satisfied the bracket condition but which was not subelliptic; nonetheless, he showed that the operator was hypoelliptic, though with a large loss of derivatives. His example was:
The a priori estimate Kohn established is a strong one and in this case (since the operator is independent of the variable t,) leads virtually at once to the hypoellipticity of P k : for any s, there exists a constant C s such that for all smooth u and any pair of cut-off functions ϕ,φ withφ ≡ 1 near supp ϕ, Here the last norm stands for a norm of arbitrarily low order, with the constant preceeding it possibly depending on the order of that norm, and u assumed to be of (possibly large) compact support. Subsequently, in [5] , M. Derridj and D. S. Tartakoff proved analytic hypoellipticity for P k using rather different methods, namely they established an inequality for functions v of small support, hence an estimate which did not require explicit cut-off functions, reserving the necessity of localizing an actual solution to a neighborhood of a point to the proof of (analytic) hypoellipticity: for any s, there exists a constant C s such that for all v ∈ C ∞ 0 of small support,
which of course yields the previous estimate at once without the cut-off functions but only for u already known to have (small) compact support.
This paper was partly motivated by the effort to understand the relationship between these estimates, partly to obtain a simpler (or at least more concise) derivation of the former, and finally to generalize these results where possible.
In [12] , Tartakoff had already sharpened the methods of [5] to include the example of the operator
∂ ∂t based on the tangential vector fields to a domain in C 2 of finite type; the technical work was heavily dependent on the methods of [4] .
Both [12] and [5] include proofs of C ∞ -hypoellipticity by 'truncating' the proofs of analytic hypoellipticity, hence use the entire machinery that has come to be known as (T p ) ϕ since [10] . In this paper, we consider the more general operator whose prototype, when F (z, z) = |z| 2m /m, is the operator P m,k discussed above. Here we establish two families of estimates for P F m,k , and prove the optimality of these estimates under the additional restriction
We will then use one of the estimates to prove C ∞ hypoellipticity with precise loss of k−1 m derivatives and the other to prove C ω hypoellipticity and to give another proof of C ∞ hypoellipticity with the prescribed loss. A note on the norms used is in order. All of our norms and derivations are done in
There are several reasons for this. First, Proposition 1.1 could, for s = 0, trivially have the norm on the left replaced with the full − k−1 2m norm, then as mentioned below, using a cut-off in τ dual to t which tends to the identity, one can prove easily that since ∂ t commutes with P, high t derivatives of the solution belong to H s− m−1 m (in t) provided this is true of P u in H s norm. But the whole classical theory of pseudo-differential operators and wave front sets allows us to microlocalize the consideration of hypoellipticity. For it is clear that if z = 0, the operator is elliptic and hence even analytic hypoelliptic, and gains two derivatives. For z close to zero, one must look in the cotangent space, (z, t; ζ, τ ) which, in the complement of (z, t; 0, 0) we write as the union of overlapping cones: the cones Γ ± contain τ = +1, ζ = 0 and τ = −1, ζ = 0 respectively, fixing g(0) > 0 for definiteness, while the "elliptic" cone Γ 0 contains τ = 0. In Γ 0 , the operator P is also elliptic, since this is true of LL. In Γ − , the operator P is maximally hypoelliptic and hence is subelliptic with loss of 1/2m derivatives ( Lv is bounded by Lv there, hence the operator is maximally hypoelliptic, which means that the real and imaginary parts of L and L are bounded by P, and by Hörmander's condition, subelliptic and one has the estimate of Proposition 1.1 with the H s+ 1 2m norm on the left), hence is (microlocally) hypoelliptic with a gain of 1 2m derivatives in that region by conventional arguments.
It is only in the positive cone that all of this work is necessary, and there in addition to having estimates such as Lemma 2.3 below, we also know (as we would in Γ − as well) that |ζ| ≤ C|τ | so that estimating high derivatives in t will yield control in all directions.
In the two Propositions which follow, the notation A B will mean that A ≤ CB with C uniform in v ∈ C ∞ 0 and locally so in s, and F is assumed to satisfy the conditions of (2.1) above. 
Preliminary observations and lemmas
The first observation concerns the apparent difference between the two a priori estimates in the two Propositions above and their use. The second estimate explicitly introduces a second cut-off function, although, as we shall see, except for the last term, the functionφ may be replaced by certain derivatives of ϕ. That is, except for a norm of sufficiently low order, we may control the terms on the right by derivatives of the given localizing function. In fact, the same is true in the proof of (analytic) hypoellipticity using the first estimate -we proceed with a balanced localization (T p ) ϕ of high derivatives in T = ∂ t and encounter errors expressed as derivatives of the localizing function we start with and then at a certain point (in this case a fraction of the derivatives we seek to estimate), we are forced to introduce a cut-off function with strictly larger support and to construct a whole new balanced sum (Tp)φ around this new localizing function -and for the analyticity proof we need to control these supports in a very precise way.
It is not at all clear how to pass from one setting to the other -neither estimate trivially implies the other and the proofs of hypoellipticity are not trivially comparable, but they do seem to contain the same elements.
Our first technical observation concerns the dependence of localizing functions on z. In order to localize to a neighborhood of 0, we may take a product of a function of z, z of small support but identically equal to one near the origin in C with another function of t only, again taken to be of small support. Whenever the first of these functions is differentiated, the resulting function is supported away from z = 0, hence in a region where the operator P is in fact subelliptic and hence far better behaved. We shall ignore such regions and thus take all localizations to be functions of t only.
To make the proofs of Propositions 1.1 and 1.2 flow more smoothly, we prepare some easy lemmas which will be used repeatedly in the sequel. By integration by parts and shifting powers of z from one side of an inner product to the other, these lemmas, especially Lemma 2.4 and 2.5, which are often used, express the obvious fact that by grouping one power of z and a fractional power of Λ t , effectively a fractional power of ∂ t , as a unit, say A = zΛ ρ t , one may move powers of A from one side of an inner product to the other. In all of these lemmas, w will denote a smooth function of (small) compact support and the superscript '+' will indicate that the function has been microlocalized to the positive cone for the symbol of ∂ t .
The following estimates are locally uniform in s, and here and in the sequel the notations "s.c." and "l.c." denote "arbitrary small positive constant" and "large constant" (depending on the small constant).
Furthermore, from now on we will write L for L 
Lemma 2.3. Lw
Proof. The same identity where the symbol of −2i∂ t has the appropriate sign.
but then the second of these terms may be related to lower and higher powers of A, and the result follows.
Proof. This is the subelliptic multiplier argument:
Proof. This is the previous lemma with w = ϕu.
Proof. This is just the observation that
Lemma 2.9. zϕ u 2 0
Lzϕ u
Proof. This is just the observation that the vector fields L and L, or rather their real and imaginary parts, satisfy the (real) bracket condition and hence form a subelliptic system in the usual sense with ε = 1/2m, and then the whole subelliptic estimate is lowered by 1/2m.
Proof of Proposition 1.1
To prove Proposition 1.1, the a priori estimate on compactly supported functions, we set r = − k−1
with w = Λ r t v twice, once for a = 1 and once for a = m − 1. Inserting this in the estimate above for v 2 r , we find
On the other hand, we have by Lemma 2.2,
(which one proves from the Lemma with the additional term z k−1 v 2 0 on the right and then, writing
absorbs this term by the other two). Thus we arrive at
v 2 r ≤ C{ Lv 2 0 + z k Lv 2 0 } = C|(P v, v)| ≤ l.c. P v 2 −r + s.c. v 2 r or v 2 − k−1 2m + Lv 2 0 + z k Lv 2 0 C P v 2 k−1 2m , v ∈ C ∞ 0 ,
Proof of Proposition 1.2. Case k = 1
For k = 1 we will establish the estimate (for u of small support near z = 0) using only Lemmas 2.3 and 2.8:
Here and elsewhere, we will find the following definition useful: For any value of k, from Lemma 2.8,
(Lemma 2.8 even gives z 2m in place of z m ). We claim that this last term is RJ. To see this, Lemma 2.3 tells us that
(provided, as we will show, that we can estimate ϕu 
These last two terms are easy to handle:
which are absorbed modulo the term z 2m−1 ϕ u which is RJ since 2m − 1 ≥ m. Thus in all, in the positive cone, withφ ≡ 1 near the support of ϕ, and for any N,
Or, withφ ≡ 1 near the support of ϕ,
Proof of Proposition 1.2. Case k > 1
To prove Proposition 1.2 when k > 1, which is harder, we cannot just use Proposition 1.1 with a cutoff function ϕ in front of v and then express the right hand side in terms of (ϕP v, ϕv) modulo acceptable errors, since bracket of P with ϕ introduces errors easily absorbed only when the basic estimate is subelliptic, which here means k = 0, the well-known case, or at least, in Kohn's terminology, 'no loss, no gain', namely the case k = 1 which we just considered.
Instead, we proceed as follows. We will establish again the class of "Relative Junk Terms", denoted RJ, which are of the same form as those terms being estimated but of lower Sobolev degree, and the localizing function(s) may have received a derivative. These will be treated recursively at the end, in a very simple manner, but to see that a term is RJ one may have to compare it to all eight terms below.
The terms we want to estimate are eight in number, and will be referred to as (LHS) j , j = 1, . . . 8. In estimating some the others will occur, generally with small constants, but we set up a generic sum with unknown coefficients
Specifically, we will establish, for suitable C j to be determined relative to one another,
In proving ( * ) we will encounter errors from microlocalization, errors which are supported in regions where the regularity is well understood. As these will be included in RJ in any case, we will omit explicit mention of terms of the form u 2 −∞ . For the third term we write, using Lemma 2.1:
Estimating (LHS)
(the last two terms are RJ) and from Lemma 2.4,
s.c. ϕu
and by Lemma 2.3,
= RJ plus a term which can be absorbed by the previous left hand side and a direct application of Lemma 2.4 yields Lemma 5.1.
Putting these together, 
Estimation of (LHS)
So we have to consider
by Lemma 2.4.
Now for the inner product we have, again using Lemma 2.4,
+ RJ but we still need to estimate both (LHS) 7 and (LHS) 8 since the definition of RJ requires it. 8 . We proceed to estimate (a small multiple of) the following expression B, noting that ϕLLu 
Estimation of (LHS) 7 and (LHS)
2 σ = LϕLu 2 σ + RJ: B = z m−1 ϕLu 2 k−1 m + ϕL Lu 2 σ (+ ϕLLu 2 σ ) ϕLLu 2 σ + RJ |(ϕLLLu, ϕLu) σ | + |(ϕLLu, ϕ F z Lu) σ | + RJ = |(ϕLLLu, ϕLu) σ | + s.c.B + RJ |(ϕLP u, ϕLu) σ | + |(ϕL L|z| 2k Lu, ϕLu) σ | + s.c.B + RJ = B 1 + B 2 + s.c.B + RJ. Now B 1 = |(ϕLP u, ϕLu) σ | ≤ |(ϕP u, ϕLLu) σ | + |(F z ϕϕ P u, Lu) σ | ϕP u 2 σ + s.c.B + RJ while B 2 = |(ϕL L|z| 2k Lu, ϕLu) σ | |(ϕL|z| 2k LLu, ϕLu) σ | + |(ϕLz|z| 2(k−1) Lu, ϕLu) σ | = B 21 + B 22 .B 212 = |(ϕL|z| 2k F zz T u, ϕLu) σ | |(ϕLF zz |z| 2k u, ϕLu) k−1 m | + |(ϕ LF zz |z| 2k u, ϕLu) σ | |(ϕF zz |z| 2k Lu, ϕLu) k−1 m | + |(ϕg(z)z|z| 2(k−1) z m−1 u, ϕz m−1 Lu) k−1 m | +|(ϕF zz |z| 2k Lu, ϕ Lu) σ | + |(ϕg(z)z|z| 2(k−1) z m−1 u, ϕ z m−1 Lu) σ | s.c.B + RJ + ϕz 2k+m−2 u 2 k−1 m
s.c.B + (LHS) 5 + RJ
Finally, for B 22 we have 
c.B + RJ = (LHS) 6 + s.c.B + RJ. Thus we have s.c.B s.c.{(LHS) 1 + (LHS) 4 + (LHS) 7 + (LHS) 6 } + ϕP u

Proof of Proposition 1.3 (Optimality)
Proof. For ϕ of compact support, we set h λ (z, t) = ϕv λ and
If |z| is small enough, we have, from above and below,
and hence that (λ(|z|
Also, any function of compact support and equal to zero in a neighborhood of the origin, such as a derivative of a localizing function identically equal to one near the origin, times v λ is of order λ −N for any N. 
Analogously, we have that as a principal term,
Hence if there is an estimate of the form
m , and an analogous argument holds for Proposition 1.1. Finally the optimality at all levels (other values of s) follows at once since the vector field ∂/∂t commutes with the differential operator P 
First proof of Theorem 1
As mentioned above, it is only in the 'positive cone' Γ + that hypoellipticity must be shown, and then only in a small neighborhood of z = 0. Elsewhere the operator is subelliptic in the usual sense or elliptic and (microlocal) hypoellipticity with a gain of derivatives is well known.
In Γ + , since |ζ| |τ |, showing that high derivatives in t exhibit the appropriate gain will suffice. There is in general no way (as yet) to pass from an estimate such as It is not difficult to see that with slight modification, the above estimate may be applied to v = χ M (∂ t )γ + u where the operator χ M (∂ t ) has the obvious meaning (via Fourier transform) and γ + is supported in Γ + and is equal to one near the τ axis. The slight modification is that we must add a constant C u independent of M to handle derivatives of γ + . Thus we may write, suppressing γ + ,
and then let M → ∞ to see that the previous estimate holds also for the solution u and hence that u is smooth in t as well as in the other variables. Strictly speaking, we would need to commute ϕ (orφ) with χ M (∂t), intruducing a term of lower order in ∂t with a derivative on the localizing function, and hence inductively handled. But this will not affect the hypoellipticity.
Second proof of Theorem 1, F (z, z) satisfying (1.5)
Here we will present a second proof of the hypoellipticity of P which extends naturally to a proof of analytic hypoellipticity. It was given in the model case F (z, z) = |z| 2m in [12] . , which is problematic for any value of m -no gain in powers of T and it is unclear even how to estimate this expression. While ζ may be small relative to τ, it is not small relative to |z| 2m+1 τ, so this error can not be estimated easily.
In Kohn's work [7] (m = 1), the z (or z) in front of each derivative of ϕ is carefully followed, and shown to provide, after some work, a gain of 1/2 derivative. Analyticity was not considered in that paper, nor does is it evident that it could be shown by those methods.
Derridj and Tartakoff found in [5] that an entirely different approach, involving a delicately balanced localization of ∂ p t , led to analyticity rather directly, at least for the case F (z, z) = |z| 2 . Then in [12] Tartakoff proved analyticity (and C ∞ ) hypoellipticity borrowing much of the analysis of [4] for the case F (z, z) = |z| 2m . It is remarkable that replacing 2 by 2m changes enormously the degree of technical complexity.
Here we look at F (z, z) subject to the conditions described above, namely
in the language of [4] with μ a suitable real analytic, non-zero function.
To introduce the general proof we include the short argument from [12] , namely the case of P k , m = 1, i.e., F (z, z) = |z| 2 .
8.2.
The case of P k where m = 1.
Definition 8.1. For any pair of non-negative integers, (p
where
Note that the leading term (with a
which is equal to the operator T p1+p2 on any open set Ω 0 where ϕ ≡ 1.
and
where the ≡ denotes modulo C p1−p 1 +p2−p 2 terms of the form
with either p 1 = 0 or p 2 = 0, i.e., terms where all free ∂ t derivatives have been eliminated on one side of ϕ or the other.
Proof. The proof is a straightforward calculation involving a shift of index in the definition of (T p1,p2 1
As we will see below in the more general setting, these are remarkable commutation relations: each bracket will very effectively transfer one T derivative onto ϕ while preserving the precise balance in the localization and at the same time all the ingredients of the operator P (except for the final errors, which are all in 'good' directions). And this process may be repeated until the total order in T has been reduced by a factor of 3/4.
The case of general m, k. We introduce the important vector field
In other words, we have managed to kill the most disturbing term in the bracket of L with ϕ∂ t . Note that addition of ϕ t M would not introduce new ∂ t upon bracketing with L and yet, upon bracketing with L would also kill the most disturbing term. This suggests a relatively straightforward generalization, along the lines of [4] and [1] .
and set 
, and set
We have
The last two terms on the right must cancel, to preserve the balance, since both disturb the balance between derivatives on ϕ and gain in powers of T. We will choose the coefficients A b b of N b in such a way that, modulo acceptable errors, (8.5) [L,
This will provide the needed cancellation via a shift of index in b in the sum just as in the case with F = |z| 2 . The corresponding relation for brackets with L will follow by taking adjoints: again modulo acceptable errors,
Condition (8.5) reads, using the definition of N b , reads:
Expanding the brackets and keeping all factors of zL to the right,
The condition (8.5) thus requires, renaming b − b asb on the right just above,
Fortunately, these equations have been investigated in [4] and, using a result in the book by Hirzebruch [6] have explicit solutionsÃ * * , unique under the conditions that In addition, we will also need good expressions for the other brackets: we compute
In order to recognize these sums as N 's orÑ 's, we need to be able to shift the lower indices on A a a down by one. But this also we have done in [4] , with the result that where
These brackets, then, together with the Proposition, immediately translate, setting (8.5) ,
Similarly we state, and omit the proofs, which are virtually identical to that of the previous proposition, Proposition 8.4.
What these commutation relations mean is that we may move the vector fields of P m past (T p1,p2 ) ϕ freely, at each stage incurring errors with the same vector fields and a gain in derivatives in (T p1,p2 ) ϕ . Thus we may iterate the a priori inequality modulo errors of nearly arbitrarily low order -all of the ≡ signs above mean that we will ultimately arrive at errors where either p 1 = 0 or p 2 = 0.
So we insert first v = (T p1,p2 ) ϕ u into (1.7), then bring (T p1,p2 ) ϕ to the left of P = LL + Lz k z k L, and find that we have:
and by the above bracket relations, modulo the same terms as above where all T 's from one side of ϕ or the other have been 'converted' into L's or L's, we have
• In fact, using larger constantsS 2m +p in the smallest, a loss of k − 1 derivatives. The value of s will be chosen so that we know the norm on the right in (8.18) is finite (for every distribution is locally in some Hs), and then p will be chosen so that P u ∈ H , and with lower order terms of the same form which yield to iteration as here. Finally, F (z, z) of the generality treated in obtaining the estimates involves in addition, commutators with general functions, again treated in [4] and [10] , [11] , whose details we omit.
Remark 1.
For analyticity, one needs to ensure that as we take p larger and larger, the constants satisfied by the Ehrenpreis-type localizers are subject to bounds such that the estimate (8.16 ) is uniform in p. This has been shown often before (cf. [10] , [11] ) and the arguments are the same here.
