Abstract
Introduction
Networks of wireless cameras are very useful in applications such as surveillance and intelligent environments [1] because they require less infrastructure. However, a wireless channel typically has less bandwidth and more disruptions such as dropped frames. These limits can be compensated for by varying both the quality of the image and the frame rate of the video according to the needed and available bandwidth.
These compromises make camera calibration and alignment more difficult. Low image quality hinders common approaches based on finding strong feature points, such as SIFT [8] . Variable frame rates affect methods that match points in trajectories, since these methods typically require frame-to-frame synchronization [19, 11, 16] and/or fixed frame rates [7, 3] .
In this context, we contribute one of the first methods to align unsynchronized videos that have variable frame rates. We propose the novel use of the intersections of ground plane trajectories to find the homography between cameras. Additionally, to find corresponding intersections, we propose a new method for matching trajectories that represents trajectories in a Spatio-Temporal Context Graph (STCG). Our method, see Figure 1 , starts with the ground plane trajectories of two views. Then, the spatial and temporal relationships between trajectories in one view are captured in an STCG, which we use to find the best matching trajectories in another view. Finally, the corresponding intersections of corresponding trajectories are used to compute a homography. Experiments show that our method performs as well as state-of-the-art methods on synchronized videos, and better on unsynchronized videos.
The paper is divided as follows: Section 2 overviews prior work in calibration, alignment, and synchronization. Section 3 describes STCGs and how to use them to match trajectories. Section 4 describes the procedure for using trajectory intersections to align camera views. In Section 5, we present results on both simulated and realworld datasets, and then discuss the advantages and disadvantages of the method in Section 6.
Prior Work
Camera calibration, image alignment, and synchronization has been well covered in the literature. Camera calibration and image alignment typically follows a pattern of finding a set of potential corresponding points across views, and then extracting a geometric model, e.g. a homography or fundamental matrix, using a RANSACbased method. These corresponding points are usually found in static images, and matched using feature descriptors such as SIFT [8] , SURF [2] , and MSER [9] . Examples of this systems are explored by Mikolajczyk et al. [12] and Snavely et al. [18] .
In videos with low image quality or wide-baselines, image features do not work well. Another class of methods finds corresponding points in the tracks of moving ob- , we find corresponding trajectory intersections across views by matching trajectories using Spatio-Temporal Context Graphs.
jects. Lee et al. [7] select object centroids across camera views that occur simultaneously in a small time window as potential corresponding points. Stauffer and Tieu [19] probabilistically match simultaneous points that have similar appearances. Both of these methods treat each object observation separately.
Other methods consider trajectories as a single unit. Caspi et al. [3] use a RANSAC variant to select corresponding trajectories and compute a homography or fundamental matrix from the observations in the trajectories. Meingast et al. [11] use bipartite graph matching to compute the epipolar constraints of synchronized cameras using the trajectories as features. Sheikh and Shah [16] also use a graph framework. They create a digraph that finds the maximum likelihood estimate of the inter-frame homographies.
Two of the these methods handle one form of synchronization: a constant time shift. Lee et al. [7] re-align the videos with different time shifts and select the shift with the least error. Caspi et al. [3] estimates the homography and time shift simultaneously in RANSAC.
The literature on synchronization overlaps with our goal of aligning unsynchronized videos. They also tend to assume videos with constant frame rate, and often require calibration. Whitehead et al. [21] formalize temporal synchronization in cases when different cameras have different constant frame rates. Their proposed synchronization method requires the camera geometry of 3 views, and first roughly synchronizes cameras using the points of maximum curvature. Then, they refine the synchronization to subframe accuracy using the epipolar lines of the inflection points. Pundik and Moses [15] also use epipolar lines from calibrated cameras by matching temporal signals along the epipolar lines. Wolf and Zomet [22] do not assume an existing calibration, but assume the videos have equal and constant frame rates. They synchronize views by rank constraints on matrices that capture either the linear combination between points in two views or the brightness measurements of image patches. Sinha and Pollefeys [17] simultaneously calibrate and synchronize cameras in a network, but require the silhouette of a person instead of the trajectory alone.
These methods are not designed for unsynchronized, variable frame rate videos. Most of the alignment methods require manual synchronization or only handle a constant time shift. Most of the synchronization methods assume constant frame rates or are dependent on an existing alignment. This paper addresses unsynchronized cameras with variable frame rates. It proposes the novel use of trajectory intersections as corresponding points to align these views, and a method to match trajectories based on the the spatial and temporal context between neighboring trajectories. Unlike, the existing methods, these do not required constant frame rates or frame-to-frame synchronization.
Trajectory Matching using STCGs
Our approach requires as input ground plane object trajectories in each camera view. We express each trajectory j in camera i as a sequence of observations Methods for obtaining these trajectories are numerous and outside the scope of this work. In our experiments, we use Visual Tracking Decomposition (VTD) [6] and the Struck tracker [5] .
Given the trajectories detected in each view, we match them across cameras in order to find corresponding tra- jectory intersections that can be used to compute the homography. Our novel trajectory matching technique first codifies for each view the spatio-temporal relationships between the trajectories using a graph. Then we use existing graph matching techniques to match trajectories across views.
For each camera i , we build a fully-connected, attributed multi-graph 
Spatial Trajectory Distances
Spatial trajectory distances measure the distance between trajectories in a view. Intuitively, trajectories that are near each other should remain nearby. However, different viewpoints may reveal different relationships between the trajectories, and some homographies may severely affect the arrangement of distances. In most surveillance networks where cameras are mounted with similar heights and orientations, these types of homographies are less likely.
We experimented with four commonly used spatial distance metrics [13] . They are defined in Table 1 .
The Euclidean distance is computed as the average Euclidean distance between points on two trajectories. This requires that they have the same number of points, and thus the trajectory has to be resampled. In our experiments, we resample to 100 evenly-spaced points.
In the PCA+Euclidean distance, the (x , y ) coordinates of the trajectories are transformed using PCA to capture 95% of the variation. The distance is the Euclidean distance between these coefficients. The trajectories must again be of equal length and so are resampled to 100 points.
Dynamic Time Warping (DTW) finds the optimal time warping that minimizes the total distance between matching points. Unlike the previous distances, DTW does not require that trajectories have the same length.
The Longest Common Subsequence (LCSS) distance determines the longest subsequence that is common to both trajectories. It also handles sequences of different lengths. The distance in Table 1 is based on the LCSS, which is found using the algorithm in Equation 1 .
In this equation, A and B are trajectories, Head(A) = A[0], the first element of the trajectory, and θ and ε are the temporal and spatial thresholds that denote when two trajectory points are close to each other.
Temporal Trajectory Distances
The temporal distance measures the time between trajectories, and, in the STCG, provides the temporal context between trajectories such as the approximate order. Intuitively, the trajectories should maintain a rough temporal order across views. The measurements may deviate, however, as different viewpoints may change the timing between trajectories.
The temporal distances are summarized in Table 1 . The Start Time metric finds the absolute difference between the timestamps of the first observation in the trajectory. The Mean Time metric finds the absolute difference between the average times of each trajectory.
Balanced Graph Matching
To match the trajectories across views, we must find the one-to-one mapping between the trajectories that best preserves the spatial and temporal context between views. This is the goal of graph matching, and one of the start-of-the-art algorithms for graph matching is the Balanced Graph Matching method by Cour et al. [4] . It takes as input a compatibility matrix, W , that captures the similarity between edges.
where a n is the PCA coefficients and N λ is the number of eigenvalues retained 
With s spatial and s temporal defined by Equations 3 and 4.
Balanced Graph Matching formulates the graph matching problem as the Integer Quadratic Program that is relaxed to a spectral matching with an affine constraint. It also normalizes the compatibility matrix such that scores for each edge sums to one, i.e. the bistochastic normalization of the edge similarity matrix.
Calibration using Trajectory Intersections
Using the trajectory matches determined from the previous section, we find the set of corresponding trajectory intersections across views. We use these intersections to find the homography using RANSAC.
To our knowledge, this is the first attempt to use the intersections of object trajectories to align cameras in a network. Intuitively, this method works since the ground plane intersections correspond to the same 3D point in different views, and can be found without perfectly synchronizing the observations of a trajectory.
To find the intersections of two ground plane trajectories, we use dynamic time warping to find the best distance between points in the trajectories. Next, we find local minima in the sequence of distances that are close to zero. These are potential intersections, that we then verify by fitting a third-degree polynomial to the matching points and their four neighbors in each trajectory. If the intersection of these polynomials is in this neighborhood, then this point is defined as an intersection. These intersections are inputted into a RANSAC-based method that finds the best homography. RANSAC takes 4 points, computes a homography, and then finds the set of inliers. The homography with the most inliers is the best estimate. Using this method helps to remove incorrect intersection matches that may have arisen from incorrect trajectory matches.
Results
Our methods are validated on several datasets. In the first dataset, we simulate trajectories in order to find the best combination of distance metrics. These metrics are applied to real world datasets. On synchronized datasets, (PETS 2001 and 2009), we hypothesize that our method should perform similar to existing methods. On unsynchronized datasets (wireless camera dataset), we hypothesize that our method will perform better than existing methods. Our method is compared against manually matched trajectory and Lee et al. [7] with given synchronization. Lee et al. is one of the state-of-the-art methods for camera alignment using object trajectories.
Simulated Dataset
Our initial experiments are on two simulated cameras that are pointed straight down. The camera views have a 4:3 aspect ratio and they overlap such that the right half of camera view 1 is the left half of camera view 2. Each experiment has a random set of 10 trajectories that move in a diagonal across the scene. The speeds and start times of each trajectory is also randomly assigned. We tried different combinations of the distance metrics described in Section 3. Each combination is run 100 times with 10 trajectories each. We compute at the end the percent of trajectories that are correctly matched among the 1000 total trajectories.
The results are shown in Figure 3 . They show that temporal metrics alone are much better than spatial metrics. This is likely because the trajectories are more spread out temporally than spatially. However, any combination of spatial and temporal metrics perform almost perfectly, except for the LCSS metric. The LCSS performs poorly because it is a measure of the percent of two trajectories that are near each other. Trajectories beyond this threshold have the same distance regardless of who far away they are. The DTW was an easier metric to compute, since Euclidean and PCA methods require resampling the trajectories. Therefore, we use the combination of DTW and Mean Time in the remaining experiments.
We also use this dataset to evaluate the effect of incorrect trajectory matches on the reprojection error of the final homography. When all trajectories are matched, the reprojection error of the homography is close to 0. Even when matching accuracy is at 40%, the homography can be recovered.
We also tried to enumerate all possible intersections pairs and apply RANSAC. This did not produce accurate results because the exponential explosion of possible matches hid the correct homography and correct matches.
PETS Datasets
The PETS 2001 Dataset, shown in Figure 1 , consists of two views overlooking a roadway with 10 ground plane trajectories per camera view extracted by taking the bottom point of the bounding boxes of people. These trajectories are smoothed with a Kalman filter.
Vehicle trajectories are not used in this experiment. They skewed the homography results significantly, since points at the bottom of the bounding box did not correspond on the ground plane. This exemplifies a challenge of this method: the trajectories must accurately represent the ground plane point that correspond across views.
The trajectory matching method correctly identified 6 out of the 10 trajectories. It confused two pairs of trajectories. In both of these cases, the pair were walking together. Because they were traveling as a group, their trajectories were similar to other trajectories when compared spatially and temporally.
The approach found only 4 corresponding intersections between the two views. This is the minimum number necessary to compute a homography, and it reveals a challenge for using intersections. In some scenes, there are not a significant number of intersections, such as when viewing a corridor.
We verify the results by marking the five points marked on the ground and finding the error between the marked points and the homographic mapping from view 2 into view 1 and vice versa. The results are shown in Table 2 .
The PETS 2009 S2-L1 Dataset, shown in Figure 4 , consists of two views of the same roadway as PETS 2001, but from different viewpoints. From this dataset, we use views 1 and 8, which are far and near from the road intersection. We track 19 people through both views and smooth the results using a Kalman filter. The matching algorithm correctly matched 10 of the 19 trajectories. We choose as ground truth points the ends and center of the cross that are in the intersection. The reprojection errors of these points for the different methods are shown in Table 2.
Wireless Camera Dataset
The final dataset exemplifies a scenario that is challenging for existing methods. It has two 640-by-480 cameras that are wireless and view a walkway from opposite directions. As seen in Figure 5 , the quality of video is such that there are few strong corners for traditional feature detectors. The video also has a variable frame rate that typically ranges from 15 to 21 frames per second, but occasionally dips to the single digits.
We extracted 24 trajectories from each camera using Visual Tracking Decomposition [6] and the Struck tracker [5]. These produce bounding boxes from which we use the central bottom position for the ground plane trajectory. These trajectories are smoothed by a Kalman filter.
Trajectory matching correctly matches 22 of the 24 trajectories. The two trajectories that were incorrectly matched were adjacent in time and start from the same area. We found 60 matching intersections across views. Three matching ground truth points from each image were selected. The reprojection errors for these points are shown in the final column of Table 2 . These results show that calibration using intersections performs better than using the object points.
Thus matching trajectory intersections are more resilient to variable frame rate. We hypothesize that this should be true even as the frame rate decreases. Thus we compare the effect of decreasing frame rate with reprojection error between Lee et al. and our method in Table  3 . We find that for Lee et al. the error increases slightly while the frame rate decreases, while for our method, the error stays about the same.
Discussion
The proposed methods of trajectory matching and alignment using trajectory intersections show promising results for the relatively new topic of aligning unsynchronized cameras with variable frame rates. The experiments suggest several conclusions and challenges that must be addressed in future work.
Advantages
Consistently and as hypothesized, alignment using manually matched trajectory intersections performs sim- Table 2 : Reprojection errors of the ground truth points for all datasets across three methods. In unsynchronized views, the proposed intersectionbased approach performs better than Lee et al. because there are few truly simultaneous points across views. Nearly simultaneous points have slight differences in their actual 3D matches. We can see this effect when we decrease the frame rate, which increases the error for Lee et al. but does not effect the error of the intersectionbased approach.
Challenges
The proposed method may not work for all video sequences. It is dependent upon a few critical factors such as reliable tracking and the existence and sufficient distribution of trajectory intersections.
Like all of the methods based on matching object trajectories [3, 11, 16] , this method assumes that trajectories completely track the person across the view. Common tracking errors such as breaking one object track into two could lead to an incorrect trajectory match.
The corresponding 2D points in the trajectories must also match in 3D. For example, our tracks must be on the ground plane, which may be more difficult in views with odd angles. For example, in the PETS 2001 dataset, the vehicles were not used because the bottoms of the trajectories did not correspond to the center of gravity of the object, especially in view 2 where the camera is closer to the objects and points down.
This method also depends on the existence of trajectory intersections. In PETS 2001, there were only 4 intersection points, the minimum number of points needed for alignment. This hindered RANSAC's ability to compensate. Other potential examples include people in hallways and roadways whose trajectories are parallel and do not intersect. Some scenes may have intersections confined to a small region of the image, as is noted in each of the datasets.
Some of the inaccuracies produced by poor ground plane correspondence or confined intersections points may be controlled by using these results as an initial coarse alignment for a feature or region-based alignment scheme, as in Stauffer and Tieu [19] . Other issues, such as the reliable tracking, would require additional methods that would attempt to match broken trajectories or to compare the objects using appearance-based features.
When matching trajectories, the spatial and temporal distances do not completely capture the relationships between trajectories across views. Different viewpoints may reveal different parts of a trajectory and the spatial distances are affected by the homography, not invariant to them. This is a greater issue when the camera is closer to the trajectories, but in our experiments, such as PETS 2009, where cameras tend to be mounted farther away, the viewpoint change did not affect the contextual distances enough to severely compromise matching.
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Conclusion
We address the novel problem of aligning unsynchronized camera views that have low or variable frame rates. Our solution takes advantage of trajectory intersections, which can be found robustly, and a new trajectory matching method that does not require frame-to-frame synchronization.
First, trajectories across views are matched by matching Spatial-Temporal Context Graphs (STCG), which capture the distances between trajectories in time and space in a view. Through experimentation, we find that the Dynamic Time Warping spatial distance and Mean Time temporal distance produce the best results. Finally, camera views are aligned by finding and matching the intersections of trajectories.
Results show matching accuracy of using perfectly match intersection points to be similar to object-based alignment, and only slightly degraded by inaccurate matches using it scheme. The analysis of the results suggest a number of future extensions. The intersection points provide a rough homography that may be refined using the complete trajectory by, for example, modeling and match segments between intersection points. Other reference points, such as inflection points, could also be integrated into the framework. Other methods for matching the intersections or the trajectories, such as congealing [10] or cross ratios [14] , may produce better results than the STCG described. Finally, this paper only explores the alignment of the camera views, but a natural extension would be to also synchronize the video using intersection points.
