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Uvod
Pri racˇunanju izvodimo tri bitna koraka: racˇunanje, provjeru rezultata i procjenu tocˇnosti.
U mnogim slucˇajevima racˇunamo s priblizˇnim brojevima ili dobivamo priblizˇno rjesˇenje.
Ako je metoda racˇunanja tocˇna, u svakom koraku racˇunanja postojat c´e gresˇka operacije i
gresˇka zaokruzˇivanja. Ako trazˇimo rjesˇenje problema slicˇnog zadanom, imat c´emo i gresˇku
metode. Prvo poglavlje ovog diplomskog rada govori o gresˇkama, njihovim uzrocima te o
postupku zaokruzˇivanja.
Cilj ovog rada je opisati neke tehnike priblizˇnog racˇunanja vrijednosti elementarnih
funkcija. Jedan od pogodnih nacˇina racˇunanja vrijednosti funkcija su verizˇni razlomci,
stoga su u drugom poglavlju dane osnove teorije verizˇnih razlomaka: postupak odredivanja
konvergenti verizˇnog razlomka i njihova svojstva, kao i razvoji nekih funkcija u verizˇne
razlomke (racionalne funkcije, eksponencijalne funkcije, funkcije kvadratnog korijena i
funkcije tangens) sˇto se koristi u trec´em poglavlju.
U trec´em poglavlju detaljno su opisane josˇ neke tehnike racˇunanja vrijednosti elemen-
tarnih funkcija. Na pocˇetku je opisan Hornerov algoritam te njegova primjena na racˇunanje
vrijednosti racionalnih funkcija. Zatim su dane osnove teorije redova kako bi se objas-
nilo racˇunanje vrijednosti funkcija pomoc´u razvoja funkcije u Taylorov red potencija. Na
kraju ovog poglavlja objasˇnjeno je korisˇtenje iterativnih metoda za odredivanje priblizˇne
vrijednosti funkcija na primjerima funkcije reciprocˇne vrijednosti, kvadratnog korijena,
reciprocˇne vrijednosti kvadratnog korijena te kubnog korijena.
Kako bi se bolje razumjeli postupci racˇunanja vrijednosti funkcija, za svaku elemen-
tarnu funkciju obradenu u ovom radu dan je jedan ili visˇe primjera s rjesˇenjima te ocjenama
gresˇaka.
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Poglavlje 1
Priblizˇni brojevi
U raznim racˇunanjima koja susrec´emo u svakodnevnom zˇivotu, u prirodnim znanostima i
tehnici radimo s priblizˇnim brojevima i priblizˇnim formulama. U tom racˇunanju krec´emo,
na primjer, od brojeva dobivenih mjerenjem razlicˇitih velicˇina. Ta mjerenja, bez obzira
kako se vjesˇto izvela i s koliko god preciznim instrumentima, nikad ne mogu biti apso-
lutno tocˇna. Stoga su brojevi dobiveni mjerenjem priblizˇni mjerni brojevi tih velicˇina. U
formulama cˇesto susrec´emo konstante koje oznacˇavaju priblizˇne brojeve. Takoder, tijekom
racˇunanja neke brojeve zamjenjujemo njima priblizˇnim brojevima. Iz svega toga je jasno
da c´e u svim ovim slucˇajevima rezultat racˇunanja biti priblizˇan rezultat tocˇnog rezultata.
1.1 Apsolutna i relativna gresˇka
Priblizˇan broj a je broj koji se malo razlikuje od tocˇnog broja A i koristi se umjesto broja
A u racˇunima. Ako je a < A, onda kazˇemo da je a donja aproksimacija broja A, a ako je
a > A, onda kazˇemo da je a gornja aproksimacija broja A. Na primjer, za
√
2 broj 1.41 je
donja aproksimacija, a broj 1.42 je gornja aproksimacija jer je 1.41 <
√
2 < 1.42. Ako je
a priblizˇna vrijednost broja A, pisˇemo a ≈ A.
Gresˇkom ∆a priblizˇnog broja a smatramo razliku izmedu tocˇnog broja A i priblizˇnog
broja a, odnosno
∆a = A − a
(ponekad se gresˇkom naziva razlika a − A). Ako je A > a, gresˇka je pozitivna (∆a > 0),
a ako je A < a, onda je gresˇka negativna (∆a < 0). Kako bismo odredili tocˇan broj A,
potrebno je priblizˇnom broju a dodati gresˇku ∆a:
A = a + ∆a.
Dakle, tocˇan broj mozˇemo smatrati priblizˇnim brojem s gresˇkom nula.
2
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U mnogim slucˇajevima predznak gresˇke nije poznat ili nije od prakticˇne vazˇnosti. Stoga
se preporucˇuje korisˇtenje apsolutne gresˇke priblizˇnog broja:
∆ = |∆a| .
Definicija 1.1.1. Apsolutna gresˇka ∆ priblizˇnog broja a je apsolutna vrijednost razlike
tocˇnog broja A i priblizˇnog broja a:
∆ = |A − a| . (1.1)
Razlikujemo dva slucˇaja:
1. Ako je poznat broj A, tada se apsolutna gresˇka ∆ jednostavno racˇuna po formuli (1.1).
Na primjer, ako je A = 4.56786 i a = 4.568, onda je
∆ = |4.56786 − 4.568| = 0.00014 = 14 · 10−5.
2. Ako broj A nije poznat (sˇto je najcˇesˇc´e slucˇaj), apsolutna gresˇka ∆ se ne mozˇe racˇunati
po formuli (1.1). Tada je korisno uvesti gornju procjenu apsolutne gresˇke, tzv. granicu
apsolutne gresˇke.
Definicija 1.1.2. Granica apsolutne gresˇke priblizˇnog broja je svaki broj koji nije manji od
apsolutne gresˇke tog broja.
Dakle, ako je ∆a granica apsolutne gresˇke priblizˇnog broja a koji se uzima umjesto
tocˇnog broja A, onda je
∆ = |A − a| ≤ ∆a. (1.2)
Iz toga slijedi da se tocˇan broj A nalazi izmedu brojeva a − ∆a i a + ∆a, odnosno
a − ∆a ≤ A ≤ a + ∆a. (1.3)
Prema tome, a−∆a je donja aproksimacija broja A, a a + ∆a njegova gornja aproksimacija.
Krac´e mozˇemo pisati
A = a ± ∆a.
Primjer 1.1.3. Odredimo granicu apsolutne gresˇke broja a = 3.14, koji se koristi umjesto
broja pi. Buduc´i da imamo nejednakost 3.14 < pi < 3.15, slijedi da je |a − pi| < 0.01 i stoga
mozˇemo uzeti da je ∆a = 0.01.
Uocˇimo da za
3.14 < pi < 3.142
imamo bolju ocjenu: ∆a = 0.002.
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Primijetimo da je pojam granice apsolutne gresˇke definiran u definiciji 1.1.2 jako sˇirok.
Naime, granica apsolutne gresˇke priblizˇnog broja a podrazumijeva bilo koji broj od be-
skonacˇno nenegativnih brojeva ∆a koji zadovoljavaju nejednakost (1.2). Prema tome, sli-
jedi da se svaki broj koji prelazi granicu apsolutne gresˇke priblizˇnog broja takoder naziva
granica apsolutne gresˇke tog broja. Prakticˇni cilj je za ∆a uzeti najmanji broj koji zadovo-
ljava (1.2). Kada odabiremo, odnosno odredujemo taj broj, kazˇemo da ocjenjujemo gresˇku
priblizˇnog broja. Ocjena te gresˇke vazˇna je u racˇunanju s priblizˇnim brojevima.
Kada se zapisuje priblizˇan broj dobiven mjerenjem, obicˇno se zadaje granica apsolutne
gresˇke. Na primjer, ako je duljina duzˇine l = 214 cm s tocˇnosˇc´u 0.5 cm, tada pisˇemo
l = 214 cm ± 0.5 cm. Ovdje je granica apsolutne gresˇke ∆t = 0.5 cm i tocˇna duljina l
duzˇine zadovoljava nejednakost 213.5 cm ≤ l ≤ 214.5 cm.
Apsolutna gresˇka i granica apsolutne gresˇke nisu dovoljni za opisivanje tocˇnosti mje-
renja i racˇunanja. Pretpostavimo da smo pri mjerenju duljine dva sˇtapa dobili l1 = 100.8
cm ± 0.1 cm i l2 = 5.2 cm ± 0.1 cm. Granice apsolutne gresˇke se podudaraju. Pri prvom
mjerenju pogrijesˇili smo za 0.1 cm na duljini preko 100 cm, a kod drugog mjerenja na
duljini manjoj od 6 cm. Prvo mjerenje je preciznije od drugog. Prema tome, apsolutna
gresˇka i granica apsolutne gresˇke nisu dovoljne za opisivanje tocˇnosti mjerenja. Navedeni
primjer pokazuje da je potrebno apsolutnu gresˇku promatrati u odnosu na jedinicu duljine,
odnosno potrebno je usporediti omjere
0.1
100.8
= 0.000992063 i
0.1
5.2
= 0.019230769.
Broj 0.000992063 relativna je gresˇka priblizˇnog broja 100.8 koja je manja od relativne
gresˇke 0.019230769 priblizˇnog broja 5.2.
Definicija 1.1.4. Relativna gresˇka δ priblizˇnog broja a je omjer apsolutne gresˇke ∆ pri-
blizˇnog broja i apsolutne vrijednosti tocˇnog broja A , 0, odnosno
δ =
∆
|A| . (1.4)
Dakle, ∆ = δ |A|.
Kao i kod apsolutne gresˇke i ovdje uvodimo pojam granice relativne gresˇke.
Definicija 1.1.5. Granica relativne gresˇke δa priblizˇnog broja a je svaki broj δ koji nije
manji od relativne gresˇke tog broja, odnosno
δ ≤ δa. (1.5)
Odatle slijedi da je ∆ ≤ |A| δa. Dakle, za granicu apsolutne gresˇke priblizˇnog broja a
mozˇemo uzeti
∆a = |A| δa. (1.6)
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Buduc´i da je, u prakticˇnim situacijama, A ≈ a, umjesto (1.6) cˇesto se koristi
∆a = |a| δa. (1.7)
Iz te formule, znajuc´i granicu relativne gresˇke δa, dobivamo granicu tocˇnog broja. Cˇinjenicu
da se tocˇan broj nalazi izmedu brojeva a(1 − δa) i a(1 + δa) mozˇemo krac´e zapisati kao
A = a(1 ± δa).
Neka je a priblizˇna vrijednost broja A. Neka je ∆a granica apsolutne gresˇke broja a.
Stavimo da je A > 0, a > 0 i ∆a < a. Tada je
δ =
∆
A
≤ ∆a
a − ∆a .
Sada broj
δa =
∆a
a − ∆a
mozˇemo uzeti za granicu relativne gresˇke broja a. Slicˇno dobivamo ∆ = Aδ ≤ (a + ∆)δa,
odakle je
∆a =
aδa
1 − δa .
Ako je ∆a puno manji od a i δa puno manji od 1, onda mozˇemo uzeti da je
δa ≈ ∆aa ,
odnosno
∆a ≈ aδa.
Primjer 1.1.6. Masa 1 dm3 vode na 0◦C je dana sa p = 999.847 g ± 0.001 g. Odredimo
granicu relativne gresˇke mase vode. Ocˇito je ∆p = 0.001 g i p ≤ 999.846 g. Stoga je
δp =
0.001
999.846
≈ 10−4%.
1.2 Osnovni uzroci gresˇaka
Gresˇke u matematici mogu se podijeliti u pet skupina.
1. Gresˇke ukljucˇene u iskaze problema. Matematicˇka formulacija rijetko daje tocˇnu
sliku aktualne pojave i najcˇesˇc´e se radi o idealiziranom modelu. Promatrajuc´i pojave u
prirodi, prisiljeni smo, u pravilu, prihvatiti odredene uvjete koji pojednostavljuju problem.
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To je uzrok gresˇaka (gresˇka problema).
Ponekad je tesˇko ili cˇak nemoguc´e rijesˇiti dani problem kada je formuliran precizno. U tom
slucˇaju, problem se zamijeni slicˇnim problemom koji daje skoro ista rjesˇenja. Taj uzrok
gresˇke naziva se gresˇka metode.
2.Gresˇke proizasˇle zbog prisutnosti beskonacˇnih postupaka u analizi. Funkcije ukljucˇe-
ne u matematicˇke formule cˇesto su navedene u obliku redova. Sˇtovisˇe, mnoge se mate-
maticˇke jednadzˇbe mogu rijesˇiti samo opisujuc´i beskonacˇne postupke cˇiji je limes trazˇeno
rjesˇenje. Buduc´i da se beskonacˇni postupci ne mogu izvrsˇiti u konacˇnom broju koraka,
prisiljeni smo u nekom trenutku stati i uzeti u obzir da je izracˇunata vrijednost priblizˇno
rjesˇenje. Prirodno, takav postupak uzrokuje pogresˇke. Takvu gresˇku zovemo gresˇka os-
tatka.
Primjer 1.2.1. Funkciju sinus mozˇemo razviti u Taylorov red potencija:
sin x = x − x
3
3!
+
x5
5!
− x
7
7!
+ · · · + (−1)n+1 x
2n−1
(2n − 1)! ,
gdje je n prirodan broj. Pokazat c´emo kako pri graficˇkim prikazima funkcija izgleda aprok-
simacija funkcije sinus pomoc´u njenog Taylorovog reda.
Slika 1.1: Taylorov polinom prvog stupnja za funkciju sinus
Vrijednosti funkcije sinus prikazane na slici 1.1 dobre su samo za vrijednosti x blizu
nule.
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Slika 1.2: Taylorov polinom trec´eg stupnja za funkciju sinus
Na slici 1.2 uocˇavamo da funkcija h(x) = x − x33! dobro aproksimira funkciju sinus
izmedu −pi4 i pi4 .
Slika 1.3: Taylorov polinom petog stupnja za funkciju sinus
Funkcija k(x) = x − x33! + x
5
5! dobro aproksimira funkciju sinus za vrijednosti argumenta
izmedu −pi2 i pi2 . Nastavimo li postupak dalje, dobit c´emo sve bolju aproksimaciju funkcije
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sinus te c´e se gresˇke pri odredivanju vrijednosti funkcija smanjivati.
Slika 1.4: Razvoj funkcije sinus u Taylorov red
3. Gresˇke zbog numericˇkih parametara (u formulama) cˇije se vrijednosti mogu samo
priblizˇno odrediti. To su, primjerice, konstante u fizici. Takva gresˇka se naziva pocˇetna
gresˇka.
4. Gresˇke povezane sa sustavom racˇunanja. Prikazom racionalnih brojeva u obliku
decimalnog broja ili u nekom drugom pozicijskom sustavu, moguc´e je da c´e se iza de-
cimalne tocˇke pojaviti beskonacˇno mnogo znamenaka. Primjerice, mozˇemo dobiti be-
skonacˇno periodicˇan decimalni broj. Pri racˇunanju mozˇemo koristiti samo konacˇan broj
decimala. Takav uzrok gresˇke naziva se gresˇka zaokruzˇivanja. Na primjer, pretpostavimo
li da je 13 = 0.333, onda je gresˇka ∆ ≈ 3 · 10−4. Takoder se trebaju zaokruzˇiti i konacˇni
visˇeznamenkasti brojevi.
5. Gresˇke zbog operacija koje ukljucˇuju priblizˇne brojeve (gresˇke operacija). Pri racˇu-
nanju s priblizˇnim brojevima, prirodno prenosimo, u nekoj mjeri, gresˇke izvornih podataka
u konacˇni rezultat. U tom smislu, gresˇke operacija su blisko povezane.
Sasvim prirodno, u posebnim problemima neke gresˇke su odsutne, a druge vrsˇe zane-
mariv ucˇinak, ali potpuna analiza mora ukljucˇivati sve vrste gresˇaka.
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1.3 Znanstveni zapis. Znacˇajne znamenke. Broj tocˇnih
znamenaka
Pozitivan broj a se mozˇe prikazati kao konacˇan ili beskonacˇan decimalni broj:
a = αm10m + αm−110m−1 + αm−210m−2 + · · · + αm−n+110m−n+1 + · · · , (1.8)
pri cˇemu su αi decimalne znamenke broja a (αi = 0, 1, 2, . . . , 9), pocˇetna znamenka αm , 0
i m cijeli broj (najvec´a potencija broja 10 u broju a). Na primjer,
3141.59 . . . = 3 · 103 + 1 · 102 + 4 · 101 + 1 · 100 + 5 · 10−1 + 9 · 10−2 + · · ·
Svaka znamenka ima poseban polozˇaj u broju a zapisanom u obliku decimalnog broja
(1.8) i ima definiranu vrijednost. Znamenka koja stoji na prvom mjestu jednaka je 10m,
znamenka na drugom mjestu 10m−1 i na n-tom mjestu 10m−n+1.
Stvarni slucˇajevi obicˇno ukljucˇuju priblizˇne brojeve u obliku konacˇnog decimalnog
broja:
b = βm10m + βm−110m−1 + βm−210m−2 + · · · + βm−n+110m−n+1 (βm , 0). (1.9)
Sve decimalne znamenke βi (i = m,m − 1, . . . ,m − n + 1) nazivaju se znacˇajne znamenke
priblizˇnog broja b. Primijetimo da neke od njih mogu biti jednake nuli (s izuzetkom βm).
U dekadskom pozicijskom sustavu u zapisu broja b ponekad treba dodati nule na pocˇetku
ili na kraju broja. Na primjer,
b = 7 · 10−3 + 0 · 10−4 + 1 · 10−5 + 0 · 10−6 = 0.007010
ili
b = 2 · 109 + 0 · 108 + 0 · 107 + 3 · 106 + 0 · 105 = 2003000000.
Podvucˇene nule nisu znacˇajne znamenke.
Definicija 1.3.1. Znacˇajna znamenka priblizˇnog broja je svaka nenul znamenka u deci-
malnom prikazu tog broja ili svaka nula koja se nalazi izmedu znacˇajnih znamenaka ili se
koristi kako bi oznacˇila decimalno mjesto koje se uzima u obzir. Sve ostale nule priblizˇnog
broja koje sluzˇe fiksiranju polozˇaja decimalne tocˇke ne smatraju se znacˇajnim znamen-
kama.
Na primjer, u broju 0.002080 prve tri nule nisu znacˇajne znamenke jer fiksiraju polozˇaj
decimalne tocˇke i ukazuju na vrijednosti decimalnih mjesta drugih znamenaka. Druge dvije
nule su znacˇajne znamenke jer se prva nalazi izmedu znamenaka 2 i 8, a druga pokazuje
da c´emo uzeti u obzir decimalno mjesto 10−6 priblizˇnog broja. Ako zadnja znamenka nije
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znacˇajna, tada bi broj bio zapisan kao 0.00208. Gledano na ovaj nacˇin, brojevi 0.002080 i
0.00208 nisu jednaki jer prvi sadrzˇi cˇetiri znacˇajne znamenke, a drugi samo tri.
Pri pisanju velikih brojeva, nule na desnoj strani mogu sluzˇiti i ukazivanju na znacˇajne
znamenke i fiksiranju vrijednosti decimalnih mjesta drugih znamenaka. To mozˇe dovesti
do nerazumijevanja kada je broj zapisan na uobicˇajeni nacˇin. Razmotrimo, primjerice, broj
689 000. Nije u potpunosti jasno koliko znacˇajnih znamenaka broj ima, iako mozˇemo rec´i
da ima najmanje tri. Ta dvosmislenost mozˇe se izbjec´i korisˇtenjem znanstvenog zapisa
broja (zapisa pomoc´u potencija broja 10) i pisanjem broja kao 6.89 · 105 ako broj ima tri
znacˇajne znamenke, ili kao 6.8900 · 105 ako broj ima pet znacˇajnih znamenaka. Opc´enito,
ovakav zapis je prikladan za brojeve koji sadrzˇe veliki broj nula koje nisu znacˇajne zna-
menke, kao na primjer 0.000000120 = 1.20 · 10−7.
Uvedimo pojam tocˇnih znamenaka priblizˇnog broja.
Definicija 1.3.2. Prvih n znacˇajnih znamenaka priblizˇnog broja nazivamo tocˇnim znamen-
kama ako apsolutna gresˇka broja ne prelazi jednu polovinu dekadske jedinice na n-tom
decimalnom mjestu, brojec´i s lijeva na desno.
Stoga, ako se za priblizˇni broj a, zapisan u obliku (1.8), koji se uzima umjesto tocˇnog
broja A, zna da je
∆ = |A − a| ≤ 1
2
· 10m−n+1,
onda je, prema definiciji, prvih n znamenaka αm, αm−1, . . . , αm−n+1 tog broja tocˇno.
Na primjer, s obzirom na tocˇan broj A = 35.97, broj a = 36.00 je priblizˇan broj koji je
tocˇan na tri decimale jer vrijedi da je |A − a| = 0.03 < 12 · 0.1.
Pojam n tocˇnih znamenaka ne bi trebalo shvatiti doslovno, odnosno nije nuzˇno istina
da se u priblizˇnom broju a, koji ima n tocˇnih znamenaka, prvih n znacˇajnih znamenaka
od a podudara s odgovarajuc´im znamenkama tocˇnog broja A. Na primjer, priblizˇan broj
a = 9.995, koji se uzima umjesto A = 10, je tocˇan na tri decimale, iako se sve znamenke
ovih brojeva razlikuju. Medutim, u mnogim slucˇajevima su tocˇne znamenke priblizˇnog
broja jednake odgovarajuc´im znamenkama tocˇnog broja.
Napomena 1.3.3. U mnogim slucˇajevima prikladno je rec´i da je broj a aproksimacija
tocˇnog broja A s n tocˇnih znamenaka u sˇirem smislu sˇto znacˇi da apsolutna gresˇka ∆ =
|A − a| ne prelazi jedinicu u n-toj znacˇajnoj znamenci priblizˇnog broja, odnosno mora vri-
jediti
∆ = |A − a| ≤ 10m−n+1.
Na primjer, s obzirom na tocˇan broj A = 412.3567, broj a = 412.356 je aproksimacija
broja A tocˇna na sˇest znamenaka u sˇirem smislu, buduc´i da je ∆ = 0.0007 < 1 · 10−3.
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1.4 Zaokruzˇivanje brojeva
Razmotrimo priblizˇan ili tocˇan broj a napisan u dekadskom brojevnom sustavu. Cˇesto se
zahtijeva zaokruzˇiti taj broj, odnosno zamijeniti ga brojem a1 koji ima manji broj znacˇajnih
znamenaka. Broj a1 je izabran tako da se gresˇka zaokruzˇivanja |a1 − a| zadrzˇi na mini-
mumu. Taj postupak naziva se zaokruzˇivanje broja a na broj a1.
Primjer 1.4.1. Broj a = 8.7564 zˇelimo zamijeniti priblizˇnim brojem koji ima samo dvije
znacˇajne znamenke. Jasno je da je
8.756 < 8.7564 < 8.757.
Zˇelimo li broj a zapisati sa cˇetiri znacˇajne znamenke, mozˇemo uzeti 8.756 ili 8.757. Medutim,
kako su apsolutne gresˇke
|8.7564 − 8.756| = 0.0004, |8.7564 − 8.757| = 0.0006,
umjesto broja 8.7564 uzet c´emo broj 8.756. Sada je
8.75 < 8.756 < 8.76.
Zˇelimo li broj 8.756 zapisati s tri znacˇajne znamenke, mozˇemo uzeti 8.75 ili 8.76. No, kako
su apsolutne gresˇke
|8.756 − 8.75| = 0.006, |8.756 − 8.76| = 0.004,
umjesto broja 8.756 uzet c´emo broj 8.76. Nakon toga, zˇelimo li broj 8.76 zapisati s dvije
znacˇajne znamenke, uzimamo brojeve 8.7 i 8.8 te racˇunamo apsolutne gresˇke:
|8.76 − 8.7| = 0.06, |8.76 − 8.8| = 0.04.
Dakle, broj 8.7564 zaokruzˇili smo na broj 8.8.
Pravilo zaokruzˇivanja. Kako bi se broj zaokruzˇio na n znacˇajnih znamenaka, odba-
cimo sve znamenke desno od n-te znacˇajne znamenke ili ih zamijenimo nulama ako je
njima potrebno oznacˇiti decimalna mjesta koja se uzimaju u obzir. Pri racˇunanju, treba
obratiti pozornost na sljedec´e:
1. Ako je prva od odbacˇenih znamenaka manja od 5, preostale znamenke se ostavljaju
nepromijenjene.
2. Ako je prva od odbacˇenih znamenaka vec´a od 5, zadnjoj ostavljenoj znamenki dodaje
se 1.
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3. Ako je prva od odbacˇenih znamenaka jednaka 5 i postoje nenul znamenke medu
odbacˇenim znamenkama, zadnjoj ostavljenoj znamenki dodaje se 1.
4. Medutim, ako je prva od odbacˇenih znamenaka jednaka 5 i sve su odbacˇene zna-
menke jednake nuli, zadnja ostavljena znamenka ostaje nepromijenjena ako je parna,
odnosno dodaje joj se 1 ako je neparna (pravilo parnih znamenaka).
Ocˇito je da, pri primjeni pravila zaokruzˇivanja, gresˇka zaokruzˇivanja ne prelazi jednu
polovinu jedinice na mjestu zadnje ostavljene znacˇajne znamenke.
Tocˇnost priblizˇnog broja ne ovisi o broju znacˇajnih znamenaka vec´ o broju tocˇnih
znacˇajnih znamenaka. Kada priblizˇni broj sadrzˇi netocˇne znacˇajne znamenke, koristi se
pravilo zaokruzˇivanja. Naglasimo sljedec´e prakticˇno pravilo: pri priblizˇnom racˇunanju
broj znacˇajnih znamenaka u medukoracima ne smije prelaziti broj tocˇnih znamenaka za
visˇe od dvije ili tri jedinice. Konacˇan rezultat ne smije sadrzˇavati visˇe od jedne dodatne
znacˇajne znamenke u odnosu na broj tocˇnih znamenaka. Primjenom ovog pravila ne gomi-
laju se nepotrebne znamenke cˇime se olaksˇava i ubrzava racˇunanje.
Primijetimo: ako je tocˇan broj A zaokruzˇen na n znacˇajnih znamenaka pravilom za-
okruzˇivanja, tada je granica apsolutne gresˇke zaokruzˇivanja tocˇnog broja 12 · 10m−n+1 te c´e
priblizˇni broj a imati n tocˇnih znamenaka u uzˇem smislu.
Ako se priblizˇni broj a, koji ima n tocˇnih znamenaka u uzˇem smislu, zaokruzˇi na n
znacˇajnih znamenaka, novi priblizˇni broj a1 c´e imati n tocˇnih znamenaka u sˇirem smislu.
Zaista, na temelju nejednakosti
|A − a1| ≤ |A − a| + |a − a1| ,
granica apsolutne gresˇke broja a1 sastoji se od apsolutne gresˇke broja a i gresˇke zaokruzˇiva-
nja.
1.5 Veza izmedu relativne gresˇke priblizˇnog broja i broja
tocˇnih znamenaka
Dokazat c´emo teorem koji povezuje relativnu gresˇku priblizˇnog broja i broja tocˇnih zna-
menaka tog broja.
Teorem 1.5.1. Ako pozitivni priblizˇni broj ima n tocˇnih znamenaka, relativna gresˇka δ tog
broja ne prelazi omjer broja
(
1
10
)n−1
i prve znacˇajne znamenke danog broja, odnosno vrijedi
δ ≤ 1
αm
(
1
10
)n−1
,
gdje je αm prva znacˇajna znamenka broja a.
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Dokaz. Neka je broj
a = αm10m + αm−110m−1 + · · · + αm−n+110m−n+1 + · · · (αm ≥ 1)
priblizˇna vrijednost tocˇnog broja A i neka je tocˇna na n znamenaka. Prema tome, imamo
∆ = |A − a| ≤ 1
2
· 10m−n+1,
odnosno
A ≥ a − 1
2
· 10m−n+1.
Ova nejednakost vrijedi i ako se broj a zamijeni manjim brojem αm10m:
A ≥ αm10m − 12 · 10
m−n+1 =
1
2
· 10m
(
2αm − 110n−1
)
. (1.10)
Desna strana nejednakosti (1.10) je minimalna za n = 1. Stoga je
A ≥ 1
2
· 10m (2αm − 1) , (1.11)
odnosno, buduc´i da je
2αm − 1 = αm + (αm − 1) ≥ αm,
slijedi da je
A ≥ 1
2
αm10m.
Stoga je
δ =
∆
A
≤
1
210
m−n+1
1
2αm10
m
=
1
αm
(
1
10
)n−1
.
Dakle,
δ ≤ 1
αm
(
1
10
)n−1
. (1.12)

Napomena 1.5.2. Nejednakost (1.11) mozˇe se koristiti za dobivanje bolje ocjene relativne
gresˇke.
Korolar 1.5.3. Za granicu relativne gresˇke broja a mozˇe se uzeti
δ =
1
αm
(
1
10
)n−1
, (1.13)
gdje je αm prva znacˇajna znamenka broja a.
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Korolar 1.5.4. Ako broj a ima visˇe od dvije tocˇne znamenke, odnosno ako je n ≥ 2, onda
za sve prakticˇne svrhe vrijedi sljedec´a formula:
δa =
1
2αm
(
1
10
)n−1
. (1.14)
Zaista, za n ≥ 2 mozˇemo zanemariti 110n−1 u nejednakosti (1.10). Tada je
A ≥ 1
2
· 10m · 2αm = αm10m,
odakle slijedi da je
δ =
∆
A
≤
1
2 · 10m−n+1
αm10m
=
1
2αm
(
1
10
)n−1
.
Konacˇno,
δa =
1
2αm
(
1
10
)n−1
.
Ovaj teorem nam omoguc´uje odredivanje relativne gresˇke δ priblizˇnog broja a pomoc´u
broja tocˇnih znamenaka:
a = αm10m + αm−110m−1 + · · · (1.15)
Kako bi se rijesˇio obratni problem, odnosno odredio broj n tocˇnih znamenaka broja
(1.15) ako je poznata relativna gresˇka δ, obicˇno se koristiti priblizˇna formula
δ =
∆
a
(a > 0),
gdje je ∆ apsolutna gresˇka broja a. Stoga je
∆ = aδ. (1.16)
Uzimajuc´i u obzir vodec´u potenciju broja 10 u broju ∆, lako je odrediti broj tocˇnih zname-
naka danog priblizˇnog broja a. Posebno, ako je
δ ≤ 1
10n
,
onda iz (1.15) i (1.16) dobivamo
∆ ≤ (αm + 1) · 10m · 10−n ≤ 10m−n+1.
Drugim rijecˇima, a je sigurno tocˇan na n decimalnih mjesta u sˇirem smislu. Slicˇno, ako je
δ ≤ 1
2 · 10n ,
onda je broj a tocˇan na n mjesta u uzˇem smislu.
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Napomena 1.5.5. Metoda odredivanja broja tocˇnih znamenaka je priblizˇna. Pri tocˇnom
racˇunanju tocˇnih znamenaka broja a potrebno je nastaviti s nejednakostima
δ ≥ ∆
a + ∆
i ∆ ≤ aδ
1 − δ (0 ≤ δ < 1).
1.6 Gresˇka zbroja
Teorem 1.6.1. Apsolutna gresˇka algebarskog zbroja nekoliko priblizˇnih brojeva ne prelazi
zbroj apsolutnih gresˇaka brojeva.
Dokaz. Neka su x1, x2, . . . , xn dani priblizˇni brojevi. Racˇunamo njihov algebarski zbroj
u = ±x1 ± x2 ± · · · ± xn.
Ocˇito je
∆u = ±∆x1 ± ∆x2 ± · · · ± ∆xn,
te je stoga
|∆u| ≤ |∆x1| + |∆x2| + · · · + |∆xn| . (1.17)

Korolar 1.6.2. Za granicu apsolutne gresˇke algebarskog zbroja mozˇemo uzeti zbroj gra-
nica apsolutnih gresˇaka cˇlanova:
|∆u| ≤
∣∣∣∆x1 ∣∣∣ + ∣∣∣∆x2 ∣∣∣ + · · · + ∣∣∣∆xn ∣∣∣ . (1.18)
Iz (1.18) slijedi da granica apsolutnih gresˇaka zbroja ne mozˇe biti manja od granice
apsolutne gresˇke najmanje tocˇnog cˇlana (u smislu apsolutne gresˇke), odnosno cˇlana koji
ima najvec´u apsolutnu gresˇku. Prema tome, bez obzira na stupanj tocˇnosti ostalih cˇlanova,
ne mozˇemo povec´ati tocˇnost zbroja. Iz tog razloga je besmisleno uzeti u obzir dodatne
znamenke u cˇlanovima s manjom apsolutnom gresˇkom. Iz navedenog dobivamo sljedec´e
pravilo za zbroj priblizˇnih brojeva.
Pravilo. Za zbrajanje brojeva s razlicˇitom apsolutnom tocˇnosˇc´u,
1. pronadite brojeve s najmanje decimala i ostavite ih nepromijenjenim;
2. zaokruzˇite ostale brojeve ostavljajuc´i jedan ili dva dodatna decimalna mjesta u od-
nosu na one s najmanjim brojem decimala;
3. zbrojite brojeve uzimajuc´i u obzir sve ostavljene decimale;
4. zaokruzˇite rezultat smanjujuc´i ga za jednu decimalu.
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Primjer 1.6.3. Izracˇunajmo zbroj priblizˇnih zaokruzˇenih brojeva
s = 0.4391 + 0.2745 + 456.4 + 325.3 + 12.85 + 8.28 + 0.0748 + 0.0324 + 0.000453
te odredimo granicu apsolutne gresˇke zbroja. Prema zapisanom pravilu, uocˇavamo da
brojevi 456.4 i 325.3 imaju samo jednu decimalu. Stoga ostale brojeve zaokruzˇujemo te
racˇunamo zbroj
s = 456.4 + 325.3 + 0.439 + 0.274 + 12.85 + 8.28 + 0.075 + 0.032 + 0.000.
Vrijedi da je
s = 803.650 ≈ 803.6.
S obzirom da su pribrojnici zaokruzˇeni brojevi, iz (1.18) slijedi
|∆u| ≤ 12 ·10
−4 +
1
2
·10−4 + 1
2
·10−1 + 1
2
·10−1 + 1
2
·10−2 + 1
2
·10−2 + 1
2
·10−4 + 1
2
·10−4 + 1
2
·10−6
Dakle,
|∆u| = 0.1102005 < 0.111.
Kada u zbroju
u = x1 + x2 + · · · + xn
pribrojnike zaokruzˇimo na m decimala, tada gresˇka zaokruzˇivanja zbroja, u najnepovoljni-
jem slucˇaju, ne prelazi
∆zaokruzˇivan ja ≤ n · 12 · 10
m. (1.19)
Tocˇniji rezultat mozˇe se dobiti uzimanjem u obzir predznake gresˇaka zaokruzˇivanja poje-
dinih cˇlanova.
Teorem 1.6.4. Ako svi cˇlanovi imaju isti predznak, granica apsolutne gresˇke njihovog
zbroja ne prelazi maksimalnu granicu relativne gresˇke bilo kojeg od cˇlanova.
Dokaz. Neka je u = x1 + x2 + · · · + xn i neka su xi > 0 (i = 1, 2, . . . , n). Oznacˇimo sa
Ai (Ai > 0; i = 1, 2, . . . , n) tocˇne vrijednosti cˇlanova xi i sa A = A1 + A2 + · · · + An tocˇnu
vrijednost zbroja u. Tada za granicu relativne gresˇke zbroja mozˇemo uzeti da je
δu =
∆u
A
=
∆x1 + ∆x2 + · · · + ∆xn
A1 + A2 + · · · + An . (1.20)
Buduc´i da je
δxi =
∆xi
Ai
(i = 1, 2, . . . , n),
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slijedi da je
∆xi = Aiδxi . (1.21)
Uvrstimo li (1.21) u (1.20), dobivamo
δu =
A1δx1 + A2δx2 + · · · + Anδxn
A1 + A2 + · · · + An .
Neka je δ najvec´a od svih relativnih gresˇaka δxi , ili δxi ≤ δ. Tada je
δu ≤ δ (A1 + A2 + · · · + An)A1 + A2 + · · · + An = δ.
Stoga je δu ≤ δ, odnosno
δu ≤ max {δx1 , δx2 , . . . , δxn} .

Poglavlje 2
Uvod u teoriju verizˇnih razlomaka
2.1 Definicija verizˇnih razlomaka
Izraz oblika
a0 +
b1
a1 +
b2
a2 +
b3
a3 + . . .
(2.1)
se naziva verizˇni razlomak. Pretpostavljamo da je ak , 0 za svaki k = 1, 2, 3, . . . Umjesto
(2.1) krac´e pisˇemo [
a0;
b1
a1
,
b2
a2
,
b3
a3
, . . .
]
, (2.2)
a ponekad i
a0 +
b1|
|a1 +
b2|
|a2 + . . . (2.3)
Opc´enito, elementi a0, ak, bk (k = 1, 2, 3, . . . ) verizˇnog razlomka su realni ili kompleksni
brojevi, ili funkcije jedne ili visˇe varijabli. Razlomci a0 = a01 i
bk
ak
(k = 1, 2, 3, . . . ) nazivaju
se komponente verizˇnog razlomka (2.1): a0 je nulta, a bkak k-ta komponenta za k = 1, 2, 3, . . . ,
pri cˇemu se bk naziva k-tim parcijalnim brojnikom, a ak k-tim parcijalnim nazivnikom.
Naglasimo da se u skrac´enom zapisu (2.2) komponente bkak ne mogu skratiti.
Ako verizˇni razlomak ima konacˇno mnogo komponenata (na primjer n ne brojec´i nultu),
naziva se konacˇni (ili preciznije n-cˇlani) verizˇni razlomak. Konacˇni verizˇni razlomak zapi-
sujemo u obliku [
a0;
b1
a1
,
b2
a2
, . . . ,
bn
an
]
=
[
a0;
bk
ak
]n
1
. (2.4)
18
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Konacˇan verizˇni razlomak poistovjec´uje se s odgovarajuc´im obicˇnim razlomkom dobive-
nim izvodenjem naznacˇenih operacija. Verizˇni razlomak (2.1) koji sadrzˇi beskonacˇno kom-
ponenata naziva se beskonacˇni verizˇni razlomak i oznacˇava se sa[
a0;
bk
ak
]∞
1
. (2.5)
Verizˇni razlomak
a0 +
1
a1 +
1
a2 +
1
a3 + . . .
(2.6)
u kojem su svi parcijalni brojnici jednaki 1 naziva se jednostavan verizˇni razlomak i krac´e
oznacˇava sa
[a0; a1, a2, a3, . . . ] . (2.7)
2.2 Pretvaranje verizˇnih razlomaka u obicˇne razlomke i
obratno
Svaki konacˇni verizˇni razlomak mozˇemo pretvoriti u obicˇni razlomak. Kako bismo to
ucˇinili, potrebno je izvesti sve operacije naznacˇene u verizˇnom razlomku.
Primjer 2.2.1. Verizˇni razlomak[
3;
1
3
,
1
1
,
1
4
]
= 3 +
1
3 +
1
1 +
1
4
pretvorimo u obicˇni razlomak. Izvodenjem naznacˇenih operacija dobivamo redom
1 +
1
4
=
5
4
, 1 :
5
4
=
4
5
, 3 +
4
5
=
19
5
, 1 :
19
5
=
5
19
, 3 +
5
19
=
62
19
.
Dakle, [
3;
1
3
,
1
1
,
1
4
]
=
62
19
= 3
5
19
.
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Obrnuto, svaki se pozitivni racionalni broj mozˇe razviti u verizˇni razlomak cˇiji su ele-
menti prirodni brojevi. Pretpostavimo, na primjer, da imamo razlomak pq . Uklanjanjem
cijelog dijela a0 dobivamo p
q
= a0 +
r0
q
,
gdje je r0 ostatak pri dijeljenju p sa q. Ako je
p
q pravi razlomak, onda je a0 = 0 i r0 = p.
Dijeljenjem brojnika i nazivnika razlomka r0q sa r0 imamo
r0
q
=
1
q : r0
=
1
a1 + r1r0
,
gdje je a1 cijeli kolicˇnik, a r1 ostatak dijeljenja broja q sa r0. Dijeljenjem brojnika i naziv-
nika razlomka r1r0 brojem r1 dobivamo
r1
r0
=
1
r0 : r1
=
1
a2 + r2r1
,
gdje je a2 cijeli dio kolicˇnika i r2 ostatak dijeljenja r0 sa r1. Postupak se mozˇe dalje nastaviti
istim nacˇinom. Kako je q > r0 > r1 > r2 > r3 > . . . i kako su ri (i = 0, 1, 2, 3, . . . ) pozitivni
cijeli brojevi, u zadnjem koraku c´emo dobiti rn = 0, odnosno
rn−1
rn−2
=
1
an + 0
.
Supstitucijom riri−1 dobivamo
p
q
= a0 +
r0
q
= a0 +
1
a1 + r1r0
= a0 +
1
a1 +
1
a2 + r2r1
= a0 +
1
a1 +
1
a2 + . . .
+
1
an
.
Primjer 2.2.2. Razlomak 21593 razvijmo u verizˇni razlomak:
215
93
= 2 +
29
93
= 2 +
1
93
29
= 2 +
1
3 +
6
29
= 2 +
1
3 +
1
29
6
= 2 +
1
3 +
1
4 +
5
6
= 2 +
1
3 +
1
4 +
1
6
5
= 2 +
1
3 +
1
4 +
1
1 +
1
5
.
Dakle, 21593 =
[
2; 13 ,
1
4 ,
1
1 ,
1
5
]
.
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Primjer 2.2.3. Verizˇni razlomak[
1;
−x2
1
,
−x2
3
,
−x2
5
]
= 1 − x
2
1 − x2
3− x25
pretvorimo u obicˇni razlomak. Imamo
1 − x
2
3 − x25
= 1 − x
2
15−x2
5
= 1 − 5x
2
15 − x2 =
15 − x2 − 5x2
15 − x2 =
15 − 6x2
15 − x2 ,
1 − x
2
15−6x2
15−x2
= 1 − x
2(15 − x2)
15 − 6x2 = 1 −
15x2 − x4
15 − 6x2 =
15 − 6x2 − 15x2 + x4
15 − 6x2 =
15 − 21x2 + x4
15 − 6x2 .
Dakle, [
1;
−x2
1
,
−x2
3
,
−x2
5
]
=
15 − 21x2 + x4
15 − 6x2 .
2.3 Konvergente verizˇnih razlomaka
Pretpostavimo da imamo konacˇan verizˇni razlomak[
a0;
bk
ak
]n
1
. (2.8)
Definirajmo racionalne brojeve PkQk (k = 1, 2, . . . , n) sa
Pk
Qk
=
[
a0;
b1
a1
, . . . ,
bk
ak
]
.
Racionalne brojeve PkQk nazivamo k-te konvergente verizˇnog razlomka (2.8). Obicˇno uzi-
mamo
P0
Q0
=
a0
1
,
P−1
Q−1
=
1
0
i pretpostavljamo
P0 = a0, Q0 = 1, P−1 = 1, Q−1 = 0. (2.9)
Teorem 2.3.1. Brojevi Pk, Qk (k = −1, 0, 1, 2, . . . , n) odredeni rekurzijom
Pk = akPk−1 + bkPk−2, Qk = akQk−1 + bkQk−2, (2.10)
gdje su
P−1 = 1, Q−1 = 0, P0 = a0, Q0 = 1, (2.11)
su redom brojnici i nazivnici konvergenti verizˇnog razlomka (2.8).
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Dokaz. Neka su Rk (k = 1, 2, . . . , n) uzastopne konvergente verizˇnog razlomka (2.8). Po-
trebno je dokazati da je
Rk =
Pk
Qk
(k = 1, 2, . . . , n).
Ovu tvrdnju dokazat c´emo matematicˇkom indukcijom. Kada je k = 1, imamo
R1 = a0 +
b1
a1
=
a0a1 + b1
a1
.
S druge strane, uvrsˇtavanjem izraza iz (2.11) u (2.10) dobivamo
P1
Q1
=
a1a0 + b1
a1 · 1 + b1 · 0 =
a0a1 + b1
a1
= R1.
Prema tome, tvrdnja teorema vrijedi za k = 1.
Pretpostavimo da tvrdnja teorema vrijedi za sve prirodne brojeve manje ili jednake k.
Zˇelimo dokazati da tvrdnja teorema vrijedi i za prirodni broj k+1. Prema (2.10),
Pk+1 = ak+1Pk + bk+1Pk−1,
Qk+1 = ak+1Qk + bk+1Qk−1.
Iz pretpostavke indukcije dobivamo
Rk =
Pk
Qk
=
akPk−1 + bkPk−2
akQk−1 + bkQk−2
.
Konvergenta Rk+1 se dobiva iz konvergente Rk zamjenom broja ak zbrojem ak + bk+1ak+1 . Stoga
je
Rk+1 =
(
ak +
bk+1
ak+1
)
Pk−1 + bkPk−2(
ak +
bk+1
ak+1
)
Qk−2 + bkQk−2
=
ak+1 (akPk−1 + bkPk−2) + bk+1Pk−1
ak+1 (akQk−1 + bkQk−2) + bk+1Qk−1
=
ak+1Pk + bk+1Pk−1
ak+1Qk + bk+1Qk−1
=
Pk+1
Qk+1
cˇime je teorem dokazan. 
Napomena 2.3.2. Konvergente cˇiji brojnici i nazivnici zadovoljavaju rekurziju (2.10) uz
pocˇetne uvjete (2.11) nazivaju se kanonskim konvergentama. Buduc´i da brojnici i nazivnici
konvergenata nisu jedinstveni, u opc´em slucˇaju ne mozˇemo tvrditi da zadovoljavaju tu
rekurziju. U nastavku pretpostavljamo da su konvergente koje razmatramo kanonske.
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Korolar 2.3.3. U jednostavnom verizˇnom razlomku
a0 +
1
a1 +
1
a2 + . . .
brojnici i nazivnici konvergenti PkQk (k = 1, 2, . . .) mogu se odrediti iz rekurzije
Pk = akPk−1 + Pk−2,
Qk = akQk−1 + Qk−2,
(2.12)
gdje su P0 = a0, P−1 = 1 i Q0 = 1, Q−1 = 0.
Napomena 2.3.4. Sljedec´a tablica omoguc´ava jednostavnije pronalazˇenje vrijednosti kon-
vergenti pomoc´u rekurzije (2.10).
k −1 0 1 2 3 . . .
bk 1 b1 b2 b3 . . .
ak a0 a1 a2 a3 . . .
Pk 1 a0 P1 P2 P3 . . .
Qk 0 1 Q1 Q2 Q3 . . .
Za jednostavne verizˇne razlomke, tj. one za koje je bk = 1 (k = 1, 2, 3, . . .), u tablici izo-
stavljamo redak bk.
Primjer 2.3.5. Odredimo sve konvergente verizˇnog razlomka
163
59
= 2 +
1
1 +
1
3 +
1
4 +
1
1 + 12
.
Iz tablice
k −1 0 1 2 3 4 5
ak 2 1 3 4 1 2
Pk 1 2 3 11 47 58 163
Qk 0 1 1 4 17 21 59
POGLAVLJE 2. UVOD U TEORIJU VERIZˇNIH RAZLOMAKA 24
dobivamo
P0
Q0
=
2
1
,
P1
Q1
=
3
1
,
P2
Q2
=
11
4
,
P3
Q3
=
47
17
,
P4
Q4
=
58
21
,
P5
Q5
=
163
59
.
Primjer 2.3.6. Odredimo sve konvergente verizˇnog razlomka[
0;
1
2
,
3
4
,
5
8
,
7
16
]
.
Imamo tablicu:
k −1 0 1 2 3 4
bk 1 1 3 5 7
ak 0 2 4 8 16
Pk 1 0 1 4 37 620
Qk 0 1 2 11 98 1645
Dakle,
P0
Q0
=
0
1
,
P1
Q1
=
1
2
,
P2
Q2
=
4
11
,
P3
Q3
=
37
98
,
P4
Q4
=
620
1645
.
Teorem 2.3.7. Neka su Pk−1Qk−1 i
Pk
Qk
(k ≥ 1) dvije uzastopne konvergente verizˇnog razlomka
(2.8). Tada vrijedi
Pk
Qk
− Pk−1
Qk−1
= (−1)k−1 b1b2 . . . bk
Qk−1Qk
. (2.13)
Dokaz. Imamo
Pk
Qk
− Pk−1
Qk−1
=
∆k
Qk−1Qk
, (2.14)
gdje je
∆k =
∣∣∣∣∣∣Pk Pk−1Qk Qk−1
∣∣∣∣∣∣ .
Primjenom svojstava determinante i rekurzije (2.10) dobivamo
∆k =
∣∣∣∣∣∣akPk−1 + bkPk−2 Pk−1akQk−1 + bkQk−2 Qk−1
∣∣∣∣∣∣ = bk
∣∣∣∣∣∣Pk−2 Pk−1Qk−2 Qk−1
∣∣∣∣∣∣ = −bk∆k−1.
Prema tome, vrijedi
∆k = (−bk)(−bk−1) · · · (−b1)∆0 = (−1)kb1b2 . . . bk∆0,
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gdje je
∆0 =
∣∣∣∣∣∣P0 P−1Q0 Q−1
∣∣∣∣∣∣ =
∣∣∣∣∣∣a0 11 0
∣∣∣∣∣∣ = −1.
Dakle, vrijedi
∆k = (−1)k−1b1b2 . . . bk.
Prema (2.14), zakljucˇujemo da vrijedi
Pk
Qk
− Pk−1
Qk−1
= (−1)k−1 b1b2 . . . bk
Qk−1Qk
.

Korolar 2.3.8. Ako su Pk−1Qk−1 i
Pk
Qk
(k ≥ 1) dvije uzastopne konvergente verizˇnog razlomka
(2.8), onda je
PkQk−1 − Pk−1Qk = (−1)k−1b1b2 . . . bk.
Korolar 2.3.9. Za dvije uzastopne konvergente Pk−1Qk−1 i
Pk
Qk
(k ≥ 1) jednostavnog verizˇnog
razlomka vrijedi
Pk
Qk
− Pk−1
Qk−1
=
(−1)k−1
Qk−1Qk
.
Teorem 2.3.10. Za dvije uzastopne konvergente jednake parnosti Pk−2Qk−2 i
Pk
Qk
(k ≥ 2) verizˇnog
razlomka (2.8) vrijedi
Pk
Qk
− Pk−2
Qk−2
= (−1)k b1b2 . . . bk−1ak
Qk−2Qk
. (2.15)
Dokaz. Imamo
Pk
Qk
− Pk−2
Qk−2
=
Dk
Qk−2Qk
, (2.16)
gdje je
Dk =
∣∣∣∣∣∣Pk Pk−2Qk Qk−2
∣∣∣∣∣∣ .
Primjenom svojstava konvergenti verizˇnih razlomaka te svojstava determinante dobivamo
Dk =
∣∣∣∣∣∣akPk−1 + bkPk−2 Pk−2akQk−1 + bkQk−2 Qk−2
∣∣∣∣∣∣ = ak
∣∣∣∣∣∣Pk−1 Pk−2Qk−1 Qk−2
∣∣∣∣∣∣ = ak (Pk−1Qk−2 − Pk−2Qk−1) .
Prema korolaru 2.3.8, vrijedi
Pk−1Qk−2 − Pk−2Qk−1 = (−1)k−2b1b2 . . . bk−1.
Stoga je
Dk = (−1)kb1b2 . . . bk−1ak.
Koristec´i (2.16) dobivamo (2.15). 
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Korolar 2.3.11. Za dvije uzastopne konvergente iste parnosti Pk−2Qk−2 i
Pk
Qk
(k ≥ 2) jednostavnog
verizˇnog razlomka
a0 +
1
a1 +
1
a2 + . . .
,
vrijedi
Pk
Qk
− Pk−2
Qk−2
= (−1)k ak
Qk−2Qk
.
Teorem 2.3.12. Neka je verizˇni razlomak
α =
[
a0;
bk
ak
]n
1
(2.17)
takav da su svi ak, bk (k = 1, . . . , n) pozitivni. Neka su PkQk (k = 0, 1, . . . , n) uzastopne
kanonske konvergente od α. Tada vrijede sljedec´e tvrdnje:
1. P0Q0 <
P2
Q2
< P4Q4 < . . . ,
2. P1Q1 >
P3
Q3
> P5Q5 > . . . ,
3. Ako je n paran, a m neparan, onda je PnQn <
Pm
Qm
.
4. Broj α se nalazi izmedu dvije uzastopne konvergente.
Dokaz. Kako su svi ak, bk (k = 1, . . . , n) pozitivni, to su i svi Pk, Qk (k = 1, . . . , n) pozitivni,
pa iz teorema 2.3.10 slijedi, za svaki m ≥ 1,
P2m
Q2m
− P2m−2
Q2m−2
> 0.
Dakle,
P0
Q0
<
P2
Q2
<
P4
Q4
< . . .
Analogno, teorem 2.3.10 povlacˇi, za svaki m ≥ 1,
P2m+1
Q2m+1
− P2m−1
Q2m−1
< 0.
Slijedi
P1
Q1
>
P3
Q3
>
P5
Q5
> . . .
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Ovime smo dokazali da parne konvergente verizˇnog razlomka cˇine rastuc´i niz, a neparne
konvergente padajuc´i niz, odnosno dokazali smo prve dvije tvrdnje teorema.
Dokazˇimo trec´u tvrdnju. Iz teorema 2.3.7 slijedi
P2m−1
Q2m−1
>
P2m
Q2m
,
sˇto znacˇi da je svaka neparna konvergenta vec´a od svake susjedne parne konvegente. Stoga
zakljucˇujemo da je svaka neparna konvergenta vec´a od svake parne konvergente. Doista,
neka je P2s−1Q2s−1 neka neparna konvergenta. Ako je s ≤ m, onda je
P2s−1
Q2s−1
≥ P2m−1
Q2m−1
>
P2m
Q2m
,
a ako je s > m, onda je
P2s−1
Q2s−1
>
P2s
Q2s
>
P2m
Q2m
.
Dakle, za sve s i m dobivamo
P2s−1
Q2s−1
>
P2m
Q2m
.
Preostaje dokazati cˇetvrtu tvrdnju teorema. Za konvergente verizˇnog razlomka
α = a0 +
b1
a1 +
b2
a2 + . . .
+
bn
an
ocˇigledno vrijedi
α >
P0
Q0
, α <
P1
Q1
, α >
P2
Q2
, . . .
Stoga za paran k imamo
Pk
Qk
< α <
Pk+1
Qk+1
, (2.18)
a za neparan
Pk
Qk
> α >
Pk+1
Qk+1
. (2.19)
Za posljednju konvergentu ocˇito c´emo u (2.18), odnosno u (2.19), umjesto desne stroge
nejednakosti dobiti jednakost. 
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Korolar 2.3.13. Ako su elementi verizˇnog razlomka (2.17) pozitivni i PkQk (k = 0, 1, . . . , n)
njegove konvergente, onda vrijedi∣∣∣∣∣α − PkQk
∣∣∣∣∣ ≤ b1b2 . . . bk+1QkQk+1 . (2.20)
Dokaz. Doista, prema cˇetvrtoj tvrdnji teorema 2.3.12 vrijedi∣∣∣∣∣α − PkQk
∣∣∣∣∣ ≤ ∣∣∣∣∣ Pk+1Qk+1 − PkQk
∣∣∣∣∣ .
Stoga je dovoljno primijeniti teorem 2.3.7. 
Korolar 2.3.14. Ako je verizˇni razlomak α jednostavan i ako su PkQk (k = 0, 1, . . . , n) njegove
konvergente, onda je ∣∣∣∣∣α − PkQk
∣∣∣∣∣ ≤ 1QkQk+1 .
2.4 Beskonacˇni verizˇni razlomci
Neka je [
a0;
b1
a1
,
b2
a2
,
b3
a3
, . . .
]
= a0 +
b1
a1 +
b2
a2 +
b3
a3 + . . .
(2.21)
beskonacˇan verizˇni razlomak. Razmatrat c´emo dio beskonacˇnog verizˇnog razlomka koji je
konacˇni verizˇni razlomak:[
a0;
b1
a1
,
b2
a2
,
b3
a3
, . . . ,
bn
an
]
=
Pn
Qn
(n = 1, 2, 3, . . .). (2.22)
Definicija 2.4.1. Kazˇemo da je beskonacˇni verizˇni razlomak (2.21) konvergentan ako po-
stoji limes
α = lim
n→∞
Pn
Qn
. (2.23)
U tom slucˇaju broj α nazivamo vrijednosˇc´u verizˇnog razlomka. Ako limes (2.23) ne po-
stoji, onda kazˇemo da je verizˇni razlomak (2.21) divergentan i ne pridruzˇujemo mu nikakvu
brojcˇanu vrijednost.
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Niz
(
Pn
Qn
)
konvergira ako i samo ako je Cauchyjev, tj. ako i samo ako za svaki ε > 0
postoji N = N(ε) takav da je ∣∣∣∣∣ Pn+mQn+m − PnQn
∣∣∣∣∣ < ε
za svaki n > N i za svaki m > 0.
Ako je Qk , 0 za svaki k, onda ocˇito imamo
Pn
Qn
=
P0
Q0
+
n∑
k=1
(
Pk
Qk
− Pk−1
Qk−1
)
=
P0
Q0
+
n∑
k=1
(−1)k−1 b1b2 . . . bk
Qk−1Qk
, (2.24)
pri cˇemu posljednja jednakost slijedi iz teorema 2.3.7. Prema tome, niz
(
Pn
Qn
)
je konvergen-
tan ako i samo ako je red
∞∑
k=1
(−1)k−1 b1b2 . . . bk
Qk−1Qk
konvergentan. Ako verizˇni razlomak (2.21) konvergira, onda postoji
α = lim
n→∞
Pn
Qn
.
Teorem 2.4.2. Ako su svi elementi ak, bk (k = 0, 1, 2, . . .) verizˇnog razlomka (2.21) pozitivni
i ako vrijedi
bk ≤ ak i ak ≥ d > 0 (k = 1, 2, . . .), (2.25)
onda je (2.21) konvergentan.
Dokaz. Prilikom dokazivanja prva tri dijela teorema 2.3.12 nismo koristili konacˇnost verizˇ-
nog razlomka. Stoga i ovdje zakljucˇujemo: ako su elementi verizˇnog razlomka pozitivni,
onda parne konvergente P2kQ2k (k = 0, 1, 2, . . .) cˇine rastuc´i niz omeden odozgo (na primjer,
brojem P1Q1 ). Odatle zakljucˇujemo da postoji limes
lim
k→∞
P2k
Q2k
= α.
Analogno, neparne konvergente P2k+1Q2k+1 (k = 0, 1, 2, . . .) verizˇnog razlomka (2.21) cˇine pa-
dajuc´i niz omeden odozdo, na primjer, brojem P0Q0 . Stoga takoder postoji
lim
k→∞
P2k+1
Q2k+1
= β
i vrijedi β ≥ α. Osim toga, za svaki k ≥ 0 imamo
P2k
Q2k
< α ≤ β < P2k+1
Q2k+1
,
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pa prema teoremu 2.3.7 vrijedi
0 ≤ β − α < P2k+1
Q2k+1
− P2k
Q2k
=
b1b2 . . . b2k+1
Q2kQ2k+1
de f
= ηk. (2.26)
Trebamo dokazati da ηk → 0 ako k → ∞. Zaista, prema teoremu 2.3.1, za k ≥ 2
dobivamo
Qk = akQk−1 + bkQk−2, Qk−1 = ak−1Qk−2 + bk−1Qk−3.
Odatle, prema pretpostavci (2.25) teorema, zakljucˇujemo
Qk ≥ bk(Qk−1 + Qk−2), Qk−1 ≥ dQk−2.
Stoga,
Qk ≥ bk(1 + d)Qk−2. (2.27)
Iz nejednakosti (2.27) dobivamo
Q2k ≥ b2k(1 + d)Q2k−2 ≥ . . . ≥ b2kb2k−2 . . . b2(1 + d)kQ0 = b2b4 . . . b2k(1 + d)k, (2.28)
a takoder i
Q2k+1 ≥ b2k+1(1 + d)Q2k−1 ≥ . . . ≥ b2k+1 . . . b3(1 + d)kQ1 ≥ b1b3 . . . b2k+1(1 + d)k (2.29)
jer je Q1 = a1 ≥ b1. Mnozˇenjem nejednakosti (2.28) i (2.29) dobivamo
Q2kQ2k+1 ≥ b1b2 . . . b2k+1(1 + d)2k, (2.30)
odakle slijedi
ηk =
b1b2 . . . b2k+1
Q2kQ2k+1
≤ 1
(1 + d)2k
.
Prema tome, ηk → 0 kada k → ∞.
Uzmemo li to u obzir u (2.26), zakljucˇujemo 0 ≤ β − α ≤ 0, odnosno
α = β = lim
n→∞
Pn
Qn
i stoga verizˇni razlomak (2.21) konvergira. 
Napomena 2.4.3. Vrijednost α verizˇnog razlomka (2.21) s pozitivnim elementima nalazi
se izmedu dvije uzastopne konvergente Pn−1Qn−1 i
Pn
Qn
. Dakle,∣∣∣∣∣α − PnQn
∣∣∣∣∣ ≤ ∣∣∣∣∣ PnQn − Pn−1Qn−1
∣∣∣∣∣ = b1b2 . . . bnQn−1Qn .
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Primjer 2.4.4. Razvijmo
√
53 u verizˇni razlomak i odredimo njegovu priblizˇnu vrijednost.
Buduc´i da je najvec´e cijelo od
√
53 jednako 7, dobivamo
√
53 = 7 +
1
a1
. (2.31)
Iz toga slijedi da je
a1 =
1√
53 − 7 =
√
53 + 7
4
.
Najvec´e cijelo od a1 je 3 pa je
a1 = 3 +
1
a2
, (2.32)
iz cˇega slijedi da je
a2 =
1
a1 − 3 =
4√
53 − 5 =
√
53 + 5
7
. (2.33)
Analogno,
a3 =
1
a2 − 1 =
7√
53 − 2 =
√
53 + 2
7
, (2.34)
a4 =
1
a3 − 1 =
7√
53 − 5 =
√
53 + 5
4
, (2.35)
a5 =
1
a4 − 3 =
4√
53 − 7 =
√
53 + 7, (2.36)
a6 =
1
a5 − 14 =
1√
53 − 7 =
√
53 + 7
4
. (2.37)
Primijetimo da je a1 = a6 pa c´e se elementi verizˇnog razlomka ponavljati. Supstituci-
jom jednakosti (2.32), (2.33), (2.34), (2.35), (2.36), (2.37) u izraz (2.31), dobivamo
√
53 = 7 +
1
3 +
1
1 +
1
1 +
1
3 +
1
14 +
1
3 +
1
1 + . . .
.
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Dakle, iracionalni broj
√
53 je razvijen u beskonacˇni periodicˇni verizˇni razlomak
√
53 =
(
7;
1
3
,
1
1
,
1
1
,
1
3
,
1
14
,
1
3
,
1
1
,
1
1
,
1
3
,
1
14
, . . .
)
.
Konvergente PkQk (k = 0, 1, 2, . . .) odredujemo pomoc´u sljedec´e tablice:
k −1 0 1 2 3 4 5 6 7 8
ak 7 3 1 1 3 14 3 1 1
Pk 1 7 22 29 51 182 2 599 7 979 10 578 . . .
Qk 0 1 3 4 7 25 357 1 096 1 453 . . .
Sedma konvergenta je 105781453 = 7.280110117 sˇto je aproksimacija broja
√
53 s apsolut-
nom gresˇkom manjom od 3 · 10−7.
2.5 Razvoj funkcija u verizˇne razlomke
Verizˇni razlomci pogodan su nacˇin prikazivanja i racˇunanja vrijednosti funkcija. U ovom
dijelu obradit c´emo samo neke primjere.
Razvoj racionalne funkcije u verizˇni razlomak
Ako je f racionalna funkcija, tj.
f (x) =
c10 + c11x + c12x2 + . . .
c00 + c01x + c02x2 + . . .
,
onda, u opc´enitom slucˇaju, nakon izvodenja osnovnih operacija dobivamo
f (x) =
1
c00
c10
+ c00+c01 x+c02 x
2+...
c10+c11 x+c12 x2+...
− c00c10
=
c10
c00 + x f1(x)
,
gdje je
f1(x) =
c20 + c21x + c22x2 + . . .
c10 + c11x + c12x2 + . . .
i
c2k = c10c0,k+1 − c00c1,k+1 (k = 0, 1, 2, . . .).
Analogno,
f1(x) =
c20
c10 + x f2(x)
,
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gdje je
f2(x) =
c30 + c31x + c32x2 + . . .
c20 + c21x + c22x2 + . . .
i
c3k = c20c1,k+1 − c10c2,k+1 (k = 0, 1, 2, . . .).
Postupak se analogno nastavlja.
Prema tome,
f (x) =
c10
c00 +
c20x
c10 +
c30x
c20 + . . .
=
[
0;
c10
c00
,
c20x
c10
,
c30x
c20
, . . . ,
cn0x
cn−1,0
]
. (2.38)
Lako se vidi da je verizˇni razlomak (2.38) konacˇan.
Koeficijenti c jk jednostavno se racˇunaju pomoc´u formule
c jk = −
∣∣∣∣∣∣c j−2,0 c j−2,k+1c j−1,0 c j−1,k+1
∣∣∣∣∣∣ ,
gdje je j ≥ 2.
Primijetimo da u nekim slucˇajevima koeficijenti c jk mogu biti jednaki nuli. Tada su
potrebne odgovarajuc´e prilagodbe u razvoju (2.38).
Primjer 2.5.1. Razvijmo funkciju
f (x) =
1 − x
1 − 5x + 6x2
u verizˇni razlomak. Koeficijente c jk zapisˇemo u sljedec´u tablicu
HHHHHHj
k
0 1 2
0 1 −5 6
1 1 −1 0
2 −4 6 0
3 −2 0 0
4 −12 0 0
Prema tome,
f (x) =
1 − x
1 − 5x + 6x2 =
[
0;
1
1
,
−4x
1
,
−2x
−4 ,
−12x
−2
]
=
1
1 − 4x
1 − 2x−4 + 6x
.
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Razvoj ex u verizˇni razlomak
Za ex Euler1 je dobio razvoj
ex =
[
0;
1
1
,
−2x
2 + x
,
x2
6
,
x2
10
, . . . ,
x2
4n + 2
, . . .
]
(2.39)
koje konvergira za svaki x, realan ili kompleksan.
Iz toga dobivamo konvergente
P1
Q1
=
1
1
,
P2
Q2
=
2 + x
2 − x ,
P3
Q3
=
12 + 6x + x2
12 − 6x + x2 ,
P4
Q4
=
120 + 60x + 12x2 + x3
120 − 60x + 12x2 − x3
i tako dalje.
Posebno, uzmemo li x = 1 i ogranicˇimo li se na cˇetvrtu konvergentu, dobivamo
e ≈ 193
71
= 2.7183 . . .
Kako bismo dobili jednaku preciznost u Maclaurinovom razvoju
e =
∞∑
n=0
1
n!
trebamo najmanje osam cˇlanova.
Razvoj tg x u verizˇni razlomak
Za tg x, Lambert2 je dobio razvoj
tg x =
[
0;
x
1
,
−x2
3
,
−x2
5
, . . . ,
−x2
2n + 1
, . . .
]
(2.40)
koji konvergira u svim tocˇkama neprekidnosti funkcije.
1Leonhard Euler (1707.-1783.), sˇvicarski matematicˇar koji je dao veliki doprinos mnogim matematicˇkim
disciplinama (geometrija, matematicˇka analiza, topologija, teorija brojeva) i fizici.
2Johann Heinrich Lambert (1728.-1777.), sˇvicarski matematicˇar, astronom i filozof. U povijesti mate-
matike ostao je poznat po dokazu iracionalnosti broja pi.
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Primjer 2.5.2. Pronadimo priblizˇnu vrijednost od tg 1. Uvrsˇtavanjem x = 1 u (2.40)
dobivamo
tg 1 =
[
0;
1
1
,
−1
3
,
−1
5
, . . .
]
.
Koristec´i rekurzije (2.10) odredujemo konvergente
k −1 0 1 2 3 4
bk 1 1 −1 −1 1
ak 0 1 3 5 7
Pk 1 0 1 3 14 95
Qk 0 1 1 2 9 61
Ogranicˇavajuc´i se na cˇetvrtu konvergentu, dobivamo
tg 1 ≈ 95
61
= 1.557377,
a vrijednost dobivena pomoc´u racˇunala je 1.55740772465.
Poglavlje 3
Racˇunanje vrijednosti funkcija
Zapis funkcije nije nevazˇan. Ako su izrazi matematicˇki ekvivalentni, ne znacˇi da su ekvi-
valentni i njihovi priblizˇni izracˇuni. To dovodi do vazˇnog problema, a to je problem
odredivanja najprikladnijeg zapisa elementarnih funkcija. Pogodnim zapisom funkcije
racˇunanje vrijednosti te funkcije svodi se na slijed jednostavnih racˇunskih operacija.
3.1 Racˇunanje vrijednosti polinoma. Hornerov algoritam
Neka je
p(x) = anxn + an−1xn−1 + · · · + a1x + a0 (3.1)
polinom n-tog stupnja s realnim koeficijentima ak (k = 0, 1, . . . , n), an , 0. Neka je α ∈ R
zadan. Odredujemo koeficijente b0, b1, . . . , bm polinoma
q(x) = bmxm + bm−1xm−1 + · · · + b1x + b0 (3.2)
dobivenog dijeljenjem polinoma p polinomom x−α, te odredujemo vrijednost p(α). Prema
teoremu o dijeljenju polinoma s ostatkom vrijedi da je
p(x) = q(x)(x − α) + p(α). (3.3)
Iz (3.2) i (3.3) dobivamo
p(x) = (bmxm + bm−1xm−1 + · · · + b1x + b0)(x − α) + p(α),
odnosno
p(x) = bm+1xm+1 + (bm−1 − αbm)xm + · · · + (b0 − αb1)x + (p(α) − αb0).
36
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Prema teoremu o jednakosti polinoma, jednakost
anxn +an−1xn−1 + · · ·+a1x+a0 = bm+1xm+1 + (bm−1−αbm)xm + · · ·+ (b0−αb1)x+ (p(α)−αb0)
vrijedi ako i samo ako vrijedi
n = m + 1 =⇒ m = n − 1
an = bn−1 =⇒ bn−1 = an
an−1 = bn−2 − αbn−1 =⇒ bn−2 = an−1 + αbn−1
...
...
a1 = b0 − αb1 =⇒ b0 = a1 + αb1
a0 = p(α) − αb0 =⇒ p(α) = a0 + αb0.
Ovim postupkom odredujemo koeficijente polinoma q i p(α). Prakticˇniji nacˇin racˇunanja
vrijednosti polinoma u tocˇki x = α provodi se pomoc´u Hornerovog1 algoritma:
an an−1 . . . a2 a1 a0
α bn−1︸︷︷︸
an
bn−2︸︷︷︸
an−1+αbn−1
. . . b1︸︷︷︸
a2+αb2
b0︸︷︷︸
a1+αb1
p(α)︸︷︷︸
a0+αb0
Primjer 3.1.1. Izracˇunajmo vrijednost polinoma
p(x) = x5 − 5x4 + 7x3 − 2x2 + 4x − 8
za x = 3. Pomoc´u Hornerovog algoritma racˇunamo:
1 −5 7 −2 4 −8
3 1 −5 + 3 · 1 = −2 7 + 3 · (−2) = 1 −2 + 3 · 1 = 1 4 + 3 · 1 = 7 −8 + 3 · 7 = 13
Dakle, p(3) = 13.
Napomena 3.1.2. Odredivanje vrijednosti polinoma p u tocˇki α prema Hornerovom algo-
ritmu vrlo je efikasno jer zahtijeva n mnozˇenja i n zbrajanja dok racˇunanje vrijednosti p(α)
uvrsˇtavanjem supstitucije x = α u (3.1) zahtijeva n(n+1)2 mnozˇenja i n zbrajanja.
Primjer 3.1.3. Odredimo vrijednost polinoma
p(x) = 4x4 + 5x3 + 6x2 + 7x + 8
1William George Horner (1786.- 1837.), engleski matematicˇar
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u tocˇki α na dva nacˇina te promotrimo broj zbrajanja, odnosno mnozˇenja pri svakom
racˇunanju.
Uvrsˇtavanjem supstitucije x = α u p(x) te racˇunanjem dobivamo
p(α) = 4 · α4 + 5 · α3 + 6 · α2 + 7 · α + 8
= 4 · α · α · α · α + 5 · α · α · α + 6 · α · α + 7 · α + 8.
Ovim nacˇinom racˇunanja za bilo koji α imamo 4 zbrajanja te 10 mnozˇenja, odnosno
ukupno 14 racˇunskih operacija.
Racˇunamo li vrijednost polinoma Hornerovim algoritmom dobivamo:
4 5 6 7 8
α 4 4α + 5 α(4α + 5) + 6 α(α(4α + 5) + 6) + 7 α(α(α(4α + 5) + 6) + 7) + 8
Dakle,
p(α) = α · (α · (α · (4 · α + 5) + 6) + 7) + 8
gdje imamo 4 zbrajanja i 4 mnozˇenja.
Napomena 3.1.4. Hornerov algoritam omoguc´uje odredivanje granica (meda) realnih
rjesˇenja (korijena) polinoma p.
Pretpostavimo da su za x = β > 0 svi koeficijenti bi Hornerovog algoritma nenegativni
te da je prvi koeficijent pozitivan, odnosno da je
bn−1 = an > 0, bi ≥ 0 (i = 0, 1, . . . , n − 2) i p(β) > 0. (3.4)
Tvrdimo da svi realni korijeni xk (k = 1, 2, . . . ,m; m ≤ n) polinoma p nisu smjesˇteni
desno od β, odnosno da vrijedi xk ≤ β za k = 1, 2, . . . ,m. Zaista, iz
p(x) = (bn−1xn−1 + bn−2xn−2 + · · · + b1x + b0)(x − β) + p(β)
slijedi da za svaki x > β uz uvjete (3.4) vrijedi da je p(x) > 0 sˇto znacˇi da svaki broj vec´i
od β nije korijen polinoma p. Prema tome, imamo gornju granicu (medu) realnih korijena
polinoma p.
Za odredivanje donje granice korijena xk zapisˇimo polinom
(−1)n p(−x) = anxn − an−1xn−1 + · · · + (−1)na0.
Za novi polinom pronademo broj x = α (α > 0) takav da su svi koeficijenti Hornero-
vog algoritma nenegativni. Tada, prema ranijim zakljucˇcima, za realne korijene polinoma
(−1)n p(−x), a oni su jednaki −xk (k = 1, 2, . . . ,m), vrijedi −xk ≤ α. Dakle, xk ≥ −α
(k = 1, 2, . . . ,m). Time smo dobili donju granicu −α realnih korijena polinoma p.
Prema tome, svi se realni korijeni polinoma p nalaze u segmentu
[−α, β].
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Primjer 3.1.5. Pronadimo granice realnih korijena polinoma
p(x) = x4 − 2x3 + 3x2 + 4x − 1.
Izracˇunajmo vrijednost polinoma p za, recimo, x = 2. Koristec´i se Hornerovim algoritmom
dobivamo
1 −2 3 4 −1
2 1 −2 + 2 · 1 = 0 3 + 2 · 0 = 3 4 + 2 · 3 = 10 −1 + 2 · 10 = 19
Buduc´i da su svi koeficijenti bi ≥ 0, realni korijeni xk polinoma p (ako postoje) zadovolja-
vaju nejednadzˇbu xk < 2. Gornja granica realnih korijena je 2. Pronadimo donju granicu.
Zapisˇimo novi polinom
q(x) = (−1)4 p(−x) = x4 + 2x3 + 3x2 − 4x − 1.
Racˇunanjem vrijednosti polinoma q za, recimo, x = 1 dobivamo
1 2 3 −4 −1
1 1 2 + 1 · 1 = 3 3 + 1 · 3 = 6 −4 + 1 · 6 = 2 −1 + 1 · 2 = 1
Svi koeficijenti Hornerovog algoritma su pozitivni iz cˇega slijedi da je −xk < 1, odnosno
da je xk > −1. Prema tome, donja granica realnih korijena polinoma p je −1. Dakle, svi
se realni korijeni polinoma p nalaze u segmentu [−1, 2].
3.2 Prosˇireni Hornerov algoritam – Taylorov razvoj
polinoma
Neka je α ∈ R te neka je
p(x) = anxn + an−1xn−1 + · · · + a1x + a0 (3.5)
polinom n-tog stupnja s realnim koeficijentima ak (k = 0, 1, . . . , n), an , 0. Zamjenom
x = y + α
u (3.5) te izvodenjem potrebnih racˇunskih operacija dobivamo novi polinom u varijabli y:
p(y + α) = Anyn + An−1yn−1 + · · · + A1x + A0. (3.6)
Buduc´i da je polinom (3.6) zapravo Taylorov polinom funkcije p(y + α), koeficijente Ai
(i = 0, 1, . . . , n) mozˇemo izracˇunati pomoc´u formule
Ai =
p(i)(α)
i!
(i = 0, 1, . . . , n).
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Koeficijente Ai (i = 0, 1, . . . , n) mozˇemo prakticˇnije odrediti pomoc´u Hornerovog algo-
ritma. Uvrstimo li y = 0 u (3.6) dobivamo da je p(α) = A0. Dijeljenjem polinoma (3.5)
polinomom x − α dobivamo
p(x) = (x − α)p1(x) + p(α), (3.7)
gdje je
p1(x) = bn−1xn−1 + bn−2xn−2 + · · · + b1x + b0.
Uvrstimo li y = x − α u (3.6) dobivamo
p(x) = (x − α)
[
An(x − α)n−1 + An−1(x − α)n−2 + · · · + A1
]
+ p(α). (3.8)
Usporedujuc´i jednakosti (3.7) i (3.8) zakljucˇujemo da je
p1(x) = An(x − α)n−1 + An−1(x − α)n−2 + · · · + A1, (3.9)
iz cˇega slijedi da je
A1 = p1(α). (3.10)
Analogno, dijeljenjem polinoma p1 polinomom x − α dobivamo
p1(x) = (x − α)p2(x) + p1(α), (3.11)
gdje je
p2(x) = cn−2xn−2 + cn−3xn−3 + · · · + c1x + c0.
Iz (3.9) i (3.10) dobivamo
p1(x) = (x − α)
[
An(x − α)n−2 + An−1(x − α)n−3 + · · · + A2
]
+ p1(α). (3.12)
Usporedujuc´i (3.11) i (3.12) zakljucˇujemo da je
p2(x) = An(x − α)n−2 + An−1(x − α)n−3 + · · · + A2,
iz cˇega slijedi da je A2 = p2(α).
Nastavljajuc´i postupak, izrazˇavamo sve koeficijente Ai (i = 0, 1, . . . , n) pomoc´u vrijed-
nosti odgovarajuc´ih polinoma pn(x) = p(x), pn−1(x), . . . , p0(x) = a0 za x = α:
A0 = p(α),
A1 = p1(α),
A2 = p2(α),
...
An−1 = pn−1(α),
An = pn(α),
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pri cˇemu su polinomi pk+1 konstruirani, polazec´i od polinoma pk, pomoc´u formule
pk(x) = (x − α)pk+1(x) + pk(α) (k = 0, 1, . . . , n).
Za racˇunanje vrijednosti pn(α), pn−1(α), pn−2(α), . . . koristimo prosˇireni Hornerov algo-
ritam:
an an−1 . . . a2 a1 a0
α bn−1︸︷︷︸
an
bn−2︸︷︷︸
an−1+αbn−1
. . . b1︸︷︷︸
a2+αb2
b0︸︷︷︸
a1+αb1
p(α)︸︷︷︸
a0+αb0
α cn−2︸︷︷︸
bn−1
cn−3︸︷︷︸
bn−2+αcn−2
. . . c0︸︷︷︸
b1+αc1
p1(α)︸︷︷︸
b0+αc0
...
...
... . . .
...
Primjer 3.2.1. Razvijmo polinom
p(x) = x6 + 4x5 + 6x4 + 6x3 + 5x2 + 2x + 1
oko tocˇke −1, odnosno razvijmo polinom p po potencijama
x − α = x − (−1) = x + 1.
Koristimo prosˇireni Hornerov algoritam:
1 4 6 6 5 2 1
−1 1 3 3 3 2 0 1 = A0
−1 1 2 1 2 0 0 = A1
−1 1 1 0 2 −2 = A2
−1 1 0 0 2 = A3
−1 1 −1 1 = A4
−1 1 −2 = A5
−1 1 = A6
Dakle,
p(x) = (x + 1)6 − 2(x + 1)5 + (x + 1)4 + 2(x + 1)3 − 2(x + 1)2 + 1.
3.3 Racˇunanje vrijednosti racionalnih funkcija
Svaka racionalna funkcija r(x) mozˇe se zapisati kao kvocijent dva polinoma,
r(x) =
p(x)
q(x)
, (3.13)
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gdje su
p(x) = anxn + an−1xn−1 + · · · + a2x2 + a1x + a0,
q(x) = bmxm + bm−1xm−1 + · · · + b2x2 + b1x + b0.
Racˇunamo vrijednost racionalne funkcije r za x = α, odnosno racˇunamo
r(α) =
p(α)
q(α)
. (3.14)
Brojnik p(α) i nazivnik q(α) iz (3.14) racˇunamo pomoc´u Hornerovog algoritma. To
nam daje jednostavnu metodu racˇunanja broja r(α).
Drugi nacˇin je pretvaranje racionalne funkcije r u verizˇni razlomak sˇto je objasˇnjeno u
odjeljku 2.5.
Primjer 3.3.1. Izracˇunajmo vrijednost racionalne funkcije
r(x) =
1 − 4x
1 − 3x + 4x2
za x = 3. Brojnik racionalne funkcije je polinom prvog stupnja, odnosno
p(x) = 1 − 4x,
a nazivnik polinom drugog stupnja, tj.
q(x) = 1 − 3x + 4x2.
Vrijednost racionalne funkcije r za x = 3 racˇunamo tako da izracˇunamo vrijednosti poli-
noma p i q za x = 3. Za funkciju p pomoc´u Hornerovog algoritma racˇunamo:
−4 1
3 −4 1 + 3 · (−4) = −11
Dakle, p(3) = −11. Sada racˇunamo vrijednost polinoma q pomoc´u Hornerovog algoritma:
4 −3 1
3 4 −3 + 3 · 4 = 9 1 + 3 · 9 = 28
Dakle, q(3) = 28. Prema tome, vrijednost racionalne funkcije r za x = 3 je jednaka
r(3) =
p(3)
q(3)
= −11
28
.
Drugi nacˇin racˇunanja vrijednosti racionalne funkcije r za x = 3 je pretvaranje racionalne
funkcije u verizˇni razlomak. Koeficijente c jk racionalne funkcije zapisujemo u sljedec´u
tablicu:
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HHHHHHj
k
0 1 2
0 1 −3 4
1 1 −4 0
2 1 4 0
3 −8 0 0
4 −32 0 0
Prema tome,
r(x) =
[
0;
1
1
,
x
1
,
−8x
1
,
−32x
−8
]
=
1
1 +
x
1 − 8x
1 + 4x
.
Uvrsˇtavanjem x = 3 u gornji izraz dobivamo
r(3) =
[
0;
1
1
,
3
1
,
−24
1
,
12
1
]
=
1
1 +
3
1 − 8 · 3
1 + 4 · 3
.
Izvodenjem naznacˇenih operacija dobivamo redom:
1 − 24
13
= −11
3
, 3 :
(
−11
13
)
= −39
11
, 1 +
(
−39
11
)
= −28
11
, 1 :
(
−28
11
)
= −11
28
.
Dakle, r(3) = −1128 sˇto je jednako izracˇunatoj vrijednosti funkcije r pomoc´u Hornerovog
algoritma.
3.4 Priblizˇno racˇunanje sume reda
Definicija 3.4.1. Neka je (ai) niz realnih ili kompleksnih brojeva. Broj
S n =
n∑
i=1
ai = a1 + a2 + · · · + an
se naziva n-ta parcijalna suma niza (ai). Red, u oznaci
∞∑
i=1
ai = a1 + a2 + · · · (3.15)
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je uredeni par ((ai), (S i)) niza (ai) i niza parcijalnih suma (S i).
Ako je niz parcijalnih suma (S n) konvergentan, kazˇemo da red (3.15) konvergira. Ako
red (3.15) konvergira, onda se broj
S = lim
n→∞ S n (3.16)
naziva suma reda (3.15). Ako niz parcijalnih suma (S n) divergira, kazˇemo da red
∑∞
i=1 ai
divergira.
Dakle, konvergencija reda (3.15) je ekvivalentna konvergenciji niza njegovih parcijal-
nih suma. Prema Cauchyjevom kriteriju konvergencije, niz (ai) konvergira ako i samo ako
za svaki ε > 0 postoji N = N(ε) takav da je∣∣∣S n+p − S n∣∣∣ < ε
za svaki n > N i za svaki p > 0.
Iz jednakosti (3.16) dobivamo
S = S n + Rn, (3.17)
gdje je Rn n-ti ostatak reda (3.15), odnosno
Rn =
∞∑
k=1
an+k = an+1 + an+2 + . . .
Kada n→ ∞, vrijedi da Rn → 0.
Za odredivanje sume S konvergentnog reda (3.15) za tocˇno odredeni ε, potrebno je
uzeti dovoljno velik broj n, odnosno dovoljno velik broj cˇlanova reda, kako bi vrijedilo
|Rn| < ε.
Tada se parcijalna suma S n priblizˇno odreduje iz sume S reda (3.15).
Primijetit c´emo da cˇlanove a1, a2, . . . takoder priblizˇno odredujemo. Osim toga, sumu
S n obicˇno zaokruzˇujemo na odredeni broj decimala. Kako bi se sve gresˇke uzele u obzir
te kako bi se osigurala potrebna tocˇnost, izvodimo sljedec´i postupak: u opc´enitom slucˇaju,
odaberemo tri pozitivna broja ε1, ε2 i ε3 takva da je
ε1 + ε2 + ε2 = ε.
Odredimo broj n takav da je broj cˇlanova reda dovoljno velik, odnosno da gresˇka ostatka
|Rn| zadovoljava
|Rn| ≤ ε1. (3.18)
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Racˇunamo sve cˇlanove ai (i = 1, 2, . . . , n) s granicˇnom apsolutnom gresˇkom koja ne prelazi
ε2
n . Neka su ai (i = 1, 2, . . . , n) odgovarajuc´e priblizˇne vrijednosti cˇlanova reda (3.15),
odnosno neka je
|ai − ai| ≤ ε2n .
Tada gresˇka operacije (zbrajanja) zadovoljava nejednakost
|S n − S n| ≤ ε2, (3.19)
gdje je
S n =
n∑
i=1
ai.
Konacˇno, zaokruzˇimo li priblizˇnu vrijednost S n na broj Ŝ n, tada je gresˇka zaokruzˇivanja
|S n − Ŝ n| ≤ ε3. (3.20)
Tada je broj Ŝ n priblizˇna vrijednost sume S reda (3.15) za odredeni ε. Doista, iz nejedna-
kosti (3.18), (3.19) i (3.20) dobivamo
|S − Ŝ n| ≤ |S − S n| + |S n − S n| + |S n − Ŝ n| ≤ ε1 + ε2 + ε3 = ε.
Broj ε je podijeljen na pozitivne brojeve ε1, ε2 i ε3 kako bi se dobio zˇeljeni rezultat.
Ako je ε = 10−m, rjesˇenje treba odrediti na m decimala te se obicˇno za ε1, ε2 i ε3 uzimaju
ε1 =
ε
4
, ε2 =
ε
4
, ε3 =
ε
2
.
Ako se ne trazˇi zavrsˇno zaokruzˇivanje, onda se uzima
ε1 =
ε
2
, ε2 =
ε
2
, ε3 = 0.
Zadatak postaje kompliciraniji ako je potrebno odrediti sumu reda na m decimala. Za-
pravo, potrebno je odrediti element skupa
{
k
10m : k ∈ Z
}
koji je najblizˇi broju S .
Pretpostavimo da je suma S pozitivna i pretpostavimo da je
S˜ = p0 +
p1
10
+ · · · + pm
10m
+ · · · + pn
10n
(gdje su pk nenegativni cijeli brojevi, n ≥ m) racionalna aproksimacija takva da je
|S − S˜ | ≤ 1
10m+1
.
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Takoder pretpostavimo da je
pm+1 , 4, pm+1 , 5.
Tada, zaokruzˇimo li broj S˜ , dobivamo:
σ = p0 +
p1
10
+ · · · + pm
10m
ako je pm+1 ≤ 3, (3.21)
odnosno
σ = p0 +
p1
10
+ · · · + pm+1
10m
ako je pm+1 ≥ 6. (3.22)
Doista, u prvom slucˇaju, zaokruzˇivanjem dobivamo
0 ≤ S˜ − σ = pm+1
10m+1
+
pm+2
10m+2
+ · · · + pn
10n
≤ 3
10m+1
+
9
10m+2
+ · · · + 9
10n
<
4
10m+1
.
U drugom slucˇaju, zaokruzˇivanjem dobivamo
0 ≤ σ − S˜ = 1
10m
− pm+1
10m+1
− · · · − pn
10n
≤ 1
10m
− 6
10m+1
=
4
10m+1
.
Dakle, u oba slucˇaja dobivamo
|S˜ − σ| ≤ 4
10m+1
i prema tome vrijedi da je
|S − σ| ≤ |S − S˜ | + |S˜ − σ| ≤ 1
10m+1
+
4
10m+1
=
1
2
· 10−m.
Dakle,
S = σ ± 1
2
· 10−m.
Ako je pm+1 = 4 ili pm+1 = 5, treba povec´ati tocˇnost aproksimacije sume S˜ uzimajuc´i
drugi broj decimala.
U posebnom slucˇaju kada je pm+1 = 4 i znamo da je
S < S˜ ,
onda je σ iz (3.21) priblizˇna vrijednost sume S koja je manja od 12 · 10−m.
Analogno, ako je pm+1 = 5 i
S > S˜ ,
onda je σ iz (3.22) priblizˇna vrijednost sume S koja je vec´a od 12 · 10−m.
Kako bi se procijenio ostatak reda (3.15), korisno je primijeniti sljedec´e teoreme.
POGLAVLJE 3. RACˇUNANJE VRIJEDNOSTI FUNKCIJA 47
Teorem 3.4.2. Ako su cˇlanovi reda (3.15) odgovarajuc´e vrijednosti pozitivne padajuc´e
funkcije f (x), odnosno ako je
an = f (n) (n = 1, 2, . . .), (3.23)
onda vrijedi ∫ ∞
n+1
f (x)dx < Rn <
∫ ∞
n
f (x)dx.
Teorem 3.4.3. Ako je red (3.15) alternirajuc´i, odnosno:
a1 > 0, a2 < 0, a3 > 0, . . .
i ako je niz (|an|) monotono padajuc´i, onda je
|Rn| ≤ |an+1|, sgn Rn = sgn an+1.
Primjer 3.4.4. Pronadimo sumu reda
S =
1
13
+
1
23
+
1
33
+ · · · + 1
n3
+ · · · (3.24)
na trec´u decimalu (unutar gresˇke 0.001). Uzmimo da je gresˇka ostatka
ε1 =
1
4
· 10−3 = 1
4000
.
Cˇlanovi reda (3.24) su odgovarajuc´e vrijednosti padajuc´e funkcije
f (x) =
1
x3
.
Procjenu n-tog parcijalnog ostatka reda tj.
Rn =
∞∑
k=n+1
1
k3
odredujemo pomoc´u teorema 3.4.2 i zakljucˇujemo da je
Rn ≤
∫ ∞
n
dx
x3
=
1
2n2
.
Rjesˇavanjem nejednadzˇbe
1
2n2
≤ 1
4000
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dobivamo
n ≥ √2000 ≈ 44.7.
Uzimamo da je n = 45.
Uzmimo granicˇnu gresˇku zbrajanja
ε2 =
1
4
· 10−3
odakle je dopusˇtena granicˇna apsolutna gresˇka cˇlanova parcijalne sume S 45 reda (3.24)
jednaka
ε2
n
≤
1
4 · 10−3
45
=
5
9
· 10−5.
Neka je
ε2
n
=
1
2
· 10−5.
Sada racˇunamo cˇlanove reda (3.24) na pet decimala (i djelomicˇne zbrojeve):
1.00000
0.12500
0.03704
0.01562
0.00800
0.00463
0.00292
0.00195
0.00137
1.19653
0.00100
0.00075
0.00058
0.00046
0.00036
0.00030
0.00024
0.00020
0.00017
0.00406
0.00014
0.00012
0.00011
0.00009
0.00008
0.00007
0.00006
0.00006
0.00005
0.00078
0.00004
0.00004
0.00004
0.00003
0.00003
0.00003
0.00003
0.00002
0.00002
0.00028
0.00002
0.00002
0.00002
0.00002
0.00001
0.00001
0.00001
0.00001
0.00001
0.00013
Dakle,
S 45 = 1.19653 + 0.00406 + 0.00078 + 0.00028 + 0.00013 = 1.20178.
Zaokruzˇimo li vrijednost na tisuc´inke, dobivamo priblizˇnu vrijednost sume:
S ≈ 1.202.
Prema tome, gresˇka zaokruzˇivanja je
ε3 = 0.00022 <
1
4
· 10−3
POGLAVLJE 3. RACˇUNANJE VRIJEDNOSTI FUNKCIJA 49
i ukupna gresˇka ne prelazi
1
4
· 10−3 + 1
4
· 10−3 + 1
4
· 10−3 < 3
4
· 10−3.
Dakle,
S = 1.202 ± 0.001.
Preciznija procjena dobije se ako se broj decimala povec´a. Za usporedbu, vrijednost sume
reda S do 12 · 10−6 iznosi
S = 1.202057.
Napomena 3.4.5. Buduc´i da je odredivanje ukupne gresˇke zahtjevan proces, prakticˇniji
pristup je sljedec´i: da bi se osigurala zadana preciznost za ε = 10−m, sve srednje izracˇune
zapisˇemo s jednom ili dvije dodatne znamenke. U tom postupku se pretpostavlja da gresˇke
ne utjecˇu na m-tu decimalu trazˇenog rezultata.
Prilikom rjesˇavanja primjera 3.4.4 vidljivo je da smo morali pronac´i sumu relativno
velikog broja pribrojnika. U praksi najprije treba pokusˇati transformirati red tako da se
zˇeljeni rezultat dobije pomoc´u manjeg broja cˇlanova. Taj postupak transformiranja reda
naziva se ubrzavanje konvergencije reda i u mnogim slucˇajevima sˇtedi vrijeme racˇunanja.
3.5 Racˇunanje vrijednosti analiticˇkih funkcija
Za realnu funkciju f kazˇemo da je analiticˇka u tocˇki c ∈ R ako ju je u nekoj okolini
|x − c| < R tocˇke c moguc´e razviti u red potencija
f (x) = a0 + a1(x − c) + a2(x − c)2 + · · · + an(x − c)n + · · · , x ∈ R. (3.25)
Uvrstimo li x = c u (3.25) dobivamo da je
a0 = f (c). (3.26)
Funkcija f je klase C∞ na intervalu 〈c − R, c + R〉 te se derivacije f ′ , f ′′ , . . . funkcije f
dobivaju deriviranjem cˇlanova reda, odnosno
f
′
(x) = a1 + 2a2(x − c) + 3a3(x − c)2 + · · · + nan(x − c)n−1 + · · · ,
f
′′
(x) = 2a2 + 3 · 2a3(x − c) + 4 · 3a4(x − c)2 + · · · + n · (n − 1)an(x − c)n−2 + · · · ,
...
f (m)(x) = m!am + (m + 1) · m · (m − 1) · · · 3 · 2 · am+1(x − c) + · · · (m = 3, 4, . . .).
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Uvrsˇtavanjem x = c dobivamo
f
′
(c) = a1, f
′′
(c) = 2a2, . . . f (m)(c) = m!am, . . .
Odatle je
a1 =
f
′
(c)
1!
, a2 =
f
′′
(c)
2!
, . . . am =
f (m)(c)
m!
, . . . (3.27)
Uvrsˇtavanjem (3.26) i (3.27) u (3.25) dobivamo
f (x) = f (c) +
f
′
(c)
1!
(x− c) + f
′′
(c)
2!
(x− c)2 + · · ·+ f
(n)(c)
n!
(x− c)n + · · · , x ∈ 〈c − R, c + R〉 .
(3.28)
Red potencija
f (c) +
f
′
(c)
1!
(x − c) + f
′′
(c)
2!
(x − c)2 + · · · + f
(n)(c)
n!
(x − c)n + · · ·
naziva se Taylorov2 red funkcije f u tocˇki x = c. Za c = 0 Taylorov red postaje tzv.
Maclaurinov3 red:
f (0) +
f
′
(0)
1!
x +
f
′′
(0)
2!
x2 + · · · + f
(n)(0)
n!
xn + · · · (3.29)
Razlika
Rn(x) = f (x) −
n∑
k=0
f (k)(c)
k!
(x − c)k
naziva se n-ti ostatak funkcije f u tocˇki c. Ostatak Rn(x) je i gresˇka koja nastaje zamjenom
funkcije f Taylorovim polinomom
Pn(x) =
n∑
k=0
f (k)(c)
k!
(x − c)k.
Ocjena gresˇke, odnosno n-ti ostatak reda funkcije mozˇe se racˇunati pomoc´u Lagrangeove
formule:
Rn(x) =
f (n+1)[c + θ(x − c)]
(n + 1)!
(x − c)n+1, (3.30)
gdje je 0 < θ < 1. Posebno, za Maclaurinov red (3.29) vrijedi:
Rn(x) =
f (n+1)(θx)
(n + 1)!
xn+1, (3.31)
2Brook Taylor (1685.- 1731.), engleski matematicˇar
3Colin Maclaurin (1698.- 1746.), sˇkotski matematicˇar
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gdje je 0 < θ < 1.
U mnogim slucˇajevima je razvoj funkcije u Taylorov red pogodan nacˇin racˇunanja vri-
jednosti funkcije. Aproksimirati funkciju f odgovarajuc´im Taylorovim polinomom znacˇi
u intervalu 〈c − h, c + h〉 uzeti taj polinom umjesto funkcije f , odnosno staviti
f (x) ≈ Pn(x)
i ocijeniti gresˇku Rn(x) = f (x) − Pn(x). Zapravo, potrebno je odrediti granicu apsolutne
gresˇke ∆P:
| f (x) − Pn(x)| ≤ ∆P.
Za Lagrangeovu formulu ocjene gresˇke vrijedi da je
| f (x) − Pn(x)| = | f
(n+1)[c + θ(x − c)]|
(n + 1)!
|x − c|n+1, (0 < θ < 1, |x − c| ≤ h).
Tada vrijedi
| f (x) − Pn(x)| ≤ f
(n+1)(x)
(n + 1)!
hn+1, za svaki x ∈ 〈c − h, c + h〉 .
Prema tome, za granicu apsolutne gresˇke aproksimacije mozˇemo uzeti
∆P ≥ f
(n+1)(x)
(n + 1)!
hn+1.
Takoder, ako je poznato f (c) te se trazˇi vrijednost funkcije f (c+h), onda se umjesto formule
(3.28) koristi
f (c + h) = f (c) +
f
′
(c)
1!
h +
f
′′
(c)
2!
h2 + · · · + f
(n)(c)
n!
hn + Rn(h), (3.32)
pri cˇemu je
Rn(h) =
f (n+1)(c + θh)
(n + 1)!
hn+1 (0 < θ < 1).
Primjer 3.5.1. Odredimo aproksimaciju broja
√
28. Broj
√
28 mozˇemo zapisati na sljedec´i
nacˇin:
√
28 =
√
25 + 3 =
√
25
(
1 +
3
25
)
= 5
√
1 +
3
25
= 5
(
1 +
3
25
) 1
2
. (3.33)
Neka je
f (x) = (1 + x)
1
2 .
POGLAVLJE 3. RACˇUNANJE VRIJEDNOSTI FUNKCIJA 52
Tada, racˇunanjem derivacija funkcije f , dobivamo
f
′
(x) =
1
2
(1 + x)−
1
2 ,
f
′′
(x) = −1
4
(1 + x)−
3
2 ,
f
′′′
(x) =
3
8
(1 + x)−
5
2 ,
f (4)(x) = −15
16
(1 + x)−
7
2 .
Primijetimo da je
f (0) = 1, f
′
(0) =
1
2
, f
′′
(0) = −1
4
, f
′′′
(0) =
3
8
.
Odatle, uvrsˇtavanjem c = 0 i h = 325 u izraz (3.32) dobivamo(
1 +
3
25
) 1
2
= 1 +
1
2
· 3
25
− 1
8
·
(
3
25
)2
+
1
16
·
(
3
25
)3
+ R3
= 1 + 0.06 − 0.0018 + 0.000108 + R3
= 1.058308 + R3,
(3.34)
gdje je
R3 = −1516 ·
1
4!
·
(
1 +
3θ
25
)− 72
·
(
3
25
)4
= − 81
10000000
·
(
1 +
3θ
25
)− 72
(0 < θ < 1).
Ocˇito je
|R3| < 8.1 · 10−6.
Iz izraza (3.33) i (3.34) dobivamo
√
28 = 5
1 + 12 · 325 − 18 ·
(
3
25
)2
+
1
16
·
(
3
25
)3
+ R3
 . (3.35)
U zbroju
1 +
1
2
· 3
25
− 1
8
·
(
3
25
)2
+
1
16
·
(
3
25
)3
pribrojnike zaokruzˇimo na 5. decimalu. Zapravo moramo zaokruzˇiti samo zadnji pribrojnik
te je stoga gresˇka zaokruzˇivanja
1
2
· 10−5.
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Prema tome, vrijedi da je √
28 = 5 · (1.05831 + E) ,
gdje je
|E| < 5 ·
(
1
2
· 10−5 + 8.1 · 10−6
)
= 6.55 · 10−5.
Zaokruzˇimo li dobivene vrijednosti na cˇetvrte decimale, dobivamo da je
√
28 = 5.2915 ± 6.55 · 10−5.
Vrijednost dobivena pomoc´u racˇunala je 5.291502622 . . .
3.6 Racˇunanje vrijednosti eksponencijalnih funkcija
Za eksponencijalnu funkciju ex imamo razvoj
ex = 1 + x +
x2
2!
+ · · · + x
n
n!
+ · · · =
∞∑
n=0
xn
n!
(3.36)
cˇiji je interval konvergencije −∞ < x < +∞. Red (3.36) ima n-ti ostatak
Rn(x) =
eθx
(n + 1)!
xn+1 (0 < θ < 1). (3.37)
Primjer 3.6.1. Izracˇunajmo broj e unutar gresˇke od 12 · 10−4. Zapravo, trebamo pronac´i
broj d takav da je |d − e| < 12 · 10−4. Za x = 1 i n = 2 iz (3.36) i (3.37) dobivamo
e = 1 +
1
1!
+
1
2!
+
1
3!
eθ < 3.
Prema tome, vrijedi da je
Rn <
3
(n + 1)!
(n = 2, 3, . . .).
Trebamo odrediti najmanji prirodni broj za koji vrijedi
3
(n + 1)!
≤ 1
2
· 10−4,
odnosno
6 · 104 ≤ (n + 1)!.
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Racˇunanjem odredimo da je n = 8. Trazˇena aproksimacija je Taylorov polinom
P8(1) = 1 +
1
1!
+
1
2!
+
1
3!
+
1
4!
+
1
5!
+
1
6!
+
1
7!
+
1
8!
.
Vrijedi
|e − P8(x)| = 39! = 8.267 · 10
−6 < 9 · 10−6.
Potrebno je izracˇunati P8(1). Prva tri pribrojnika nije potrebno zaokruzˇiti. Stoga c´emo
P8(1) aproksimirati brojem d1. Preostalih sˇest pribrojnika potrebno je zaokruzˇiti s tocˇnosˇc´u
do 12 · 10−5 jer c´e tada tih sˇest pribrojnika imati gresˇku zaokruzˇivanja manju od 6 · 12 · 10−5.
Dakle, zaokruzˇivanjem vrijedi
|P8(x) − d1| < 3 · 10−5,
odnosno
|e − d1| < |e − P8(x)| + |P8(x) − d1| < 9 · 10−6 + 3 · 10−5 = 3.9 · 10−5 < 12 · 10
−4.
Prema tome, d1 aproksimira e s gresˇkom manjom od 12 · 10−4. Pribrojnike zaokruzˇujemo na
pet decimala te racˇunamo:
P8(1) = 1 +
1
1!
+
1
2!
+
1
3!
+
1
4!
+
1
5!
+
1
6!
+
1
7!
+
1
8!
= 1 + 1 + 0.5 + 0.16667 + 0.04167 + 0.00833 + 0.00134 + 0.0002 + 0.00002
= 2.71823.
Prema tome, decimalni broj 2.7182 aproksimira broj e unutar gresˇke 12 · 10−4.
Ako x ima veliku apsolutnu vrijednost, red (3.36) je nepogodan za racˇunanje. Stoga je
uobicˇajeni postupak racˇunanja sljedec´i: neka je
x = bxc + q,
gdje je bxc najvec´e cijelo od x i 0 ≤ q < 1 razlomljeni dio broja. Prema tome, vrijedi
ex = ebxc · eq. (3.38)
Prvi faktor umnosˇka (3.38) dobiva se mnozˇenjem:
ebxc = e · e · e · · · e︸        ︷︷        ︸
bxc puta
ako je bxc ≥ 0
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ili
ebxc =
1
e
· 1
e
· · · 1
e︸      ︷︷      ︸
−bxc puta
ako je bxc < 0,
pri cˇemu je
e = 2.718281828459045 . . .
i
1
e
= 0.367879441171442 . . .
Kako bi se osigurala odredena tocˇnost, e i 1e uzimamo s dovoljno velikim brojem decimal-
nih mjesta.
Drugi faktor eq umnosˇka (3.38) se racˇuna pomoc´u razvoja
eq =
∞∑
n=0
qn
n!
, (3.39)
koji za 0 ≤ q < 1 cˇini konvergentni red. Prema (3.37), ocjena n-tog ostatka Rn(q) je
0 ≤ Rn(q) < 3(n + 1)!q
n+1.
Izvedimo sada precizniju formulu za ocjenu ostatka Rn(x) za 0 < q < 1:
Rn(q) =
qn+1
(n + 1)!
+
qn+2
(n + 2)!
+
qn+3
(n + 3)!
+ · · ·
=
qn+1
(n + 1)!
[
1 +
q
n + 2
+
q2
(n + 2)(n + 3)
+ · · ·
]
<
qn+1
(n + 1)!
[
1 +
q
n + 2
+
( q
n + 2
)2
+ · · ·
]
Odatle, odredivanjem sume geometrijskog reda zapisanog u zagradi, dobivamo
Rn(q) <
qn+1
(n + 1)!
· 1
1 − q
n + 2
, (3.40)
odnosno, uocˇavanjem da je
n + 2
n + 1
<
n + 1
n
,
konacˇno dobivamo
0 < Rn(q) <
qn+1
n!n
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ili
0 < Rn(q) < un
q
n
, (3.41)
gdje je
un =
qn
n!
posljednji poznati cˇlan.
Ako je zadana gresˇka ostatka ε, potrebni broj cˇlanova n odredujemo rjesˇavanjem ne-
jednadzˇbe
qn+1
n!n
< ε.
Aproksimaciju od ex za male x racˇunamo pomoc´u
ex = u0 + u1 + u2 + · · · + un + Rn(x), (3.42)
gdje je
u0 = 1, uk =
xuk−1
k
(k = 1, 2, . . . , n). (3.43)
Na racˇunalu se racˇun izvodi prema formulama
uk =
x
k
uk−1, sk = sk−1 + uk (k = 0, 1, . . . , n),
gdje su u0 = 1, s−1 = 0, s0 = 1. Broj sn =
∑n
k=0
xk
k! priblizˇno daje zˇeljenu vrijednost od e
x.
Ako je zadana gresˇka ostatka ε i n ≥ 2 |x| > 0, onda zbrajanje prestaje kada je zadovo-
ljena nejednakost
|Rn(x)| ≤ Rn(|x|) <
∣∣∣xn+1∣∣∣
(n + 1)!
· 1
1 − |x|
n − 2
<
2 |x|n+1
(n + 1)!
=
2 |x|
n + 1
· |x|
2
n!
< |un| ≤ ε.
Prema tome, zbrajanje prestaje ako apsolutna vrijednost posljednjeg cˇlana un ne prelazi ε i
tada je
|Rn(x)| < |un| . (3.44)
Primjer 3.6.2. Odredimo
√
e na petu decimalu, odnosno unutar gresˇke 10−5. Pretposta-
vimo da je gresˇka ostatka
ε1 =
1
4
· 10−5 = 2.5 · 10−6.
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Tada gruba procjena daje da je broj cˇlanova sume (3.42) jednak 10. Stoga c´emo cˇlanove
racˇunati s dodatne dvije decimale. Uzmimo da je gresˇka zbrajanja
ε2 =
1
4
· 10−5.
Tada je dopusˇtena granicˇna gresˇka jednaka
ε2
n
≤
1
4 · 10−5
10
=
5
2
· 10−7.
Za
u0 = 1, uk =
uk−1
2k
(k = 1, 2, . . .)
dobivamo
u0 = 1,
u1 =
1
2
= 0.5,
u2 =
u1
4
= 0.125,
u3 =
u2
6
= 0.0208333,
u4 =
u3
8
= 0.0026042,
u5 =
u4
10
= 0.0002604,
u6 =
u5
12
= 0.0000217,
u7 =
u6
14
= 0.0000016.
Tada je, prema (3.42),
√
e = 1 + 0.5 + 0.125 + 0.0208333 + 0.0026042 + 0.0002604 + 0.0000217 + 0.0000016
= 1.6487212.
Zaokruzˇimo li zbroj na pet decimala dobivamo
√
e = 1.64872. (3.45)
Prema tome, gresˇka zaokruzˇivanja je
ε3 = 0.0000012 <
1
4
· 10−5
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i ukupna gresˇka ne prelazi
ε < 2.5 · 10−6 + 5
2
· 10−7 + 1.2 · 10−6 = 3.95 · 10−6 < 1
2
· 10−5.
Vrijednosti od ex mozˇemo racˇunati i pretvaranjem ex u verizˇni razlomak:
ex =
[
0;
1
1
,
−2x
2 + x
,
x2
6
,
x2
10
, . . . ,
x2
4n + 2
, . . .
]
(3.46)
koji konvergira za svaki x (realni i kompleksni).
Primjer 3.6.3. Odredimo
√
e pomoc´u formule (3.46). Uvrstimo x = 12 u formulu (3.46) i
konvergente odredujemo pomoc´u sljedec´e tablice:
k −1 0 1 2 3 4 5
bk 0 1 −1 1/4 1/4 1/4
ak 1 1 1 5/2 6 10 14
Pk 1 0 1 5/2 61/4 1225/8 34361/16
Qk 0 1 1 3/2 37/4 743/8 20841/16
Ogranicˇimo li se na petu konvergentu, dobivamo da je
√
e ≈ P5
Q5
=
34361
16
:
20841
16
=
34361
20841
= 1.648721
unutar gresˇke od 12 · 10−6.
3.7 Racˇunanje vrijednosti logaritamske funkcije
Za prirodni logaritam brojeva blizu jedinice imamo razvoj
ln(1 + x) = x − x
2
2
+
x3
3
− x
4
4
+ · · · + (−1)n−1 x
n
n
+ · · · (−1 < x ≤ 1). (3.47)
Izraz (3.47) nije prikladan za racˇunanje buduc´i da su razmaci izmedu brojeva 0 < 1+ x ≤ 2
mali. Osim toga, za |x| blizu jedinice, red (3.47) sporo konvergira.
Pokazat c´emo prikladniju formulu za racˇunanje prirodnog logaritma broja. Zamjenom
x sa −x u (3.47) dobivamo
ln(1 − x) = −x − x
2
2
− x
3
3
− x
4
4
− · · · − x
n
n
− · · · . (3.48)
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Oduzimanjem cˇlanova u izrazu (3.48) od cˇlanova u izrazu (3.47) dobivamo
ln
1 − x
1 + x
= −2
(
x +
x3
3
+
x5
5
+ · · ·
)
.
Stavimo li
z =
1 − x
1 + x
,
tada je
x =
1 − z
1 + z
i stoga je, za 0 < z < +∞,
ln z = −2
1 − z1 + z + 13
(
1 − z
1 + z
)3
+
1
5
(
1 − z
1 + z
)5
+ · · ·
 . (3.49)
Neka je x pozitivan broj. Prikazˇimo ga kao
x = 2m · z,
pri cˇemu je m ∈ Z i 12 ≤ z < 1. Zamjenom
ξ =
1 − z
1 + z
,
gdje je
0 < ξ ≤ 1 −
1
2
1 + 12
=
1
3
,
iz (3.49) slijedi
ln x = ln(2mz) = m ln 2 + ln z = m ln 2 − 2
(
ξ +
ξ3
3
+ · · · + ξ
2n−1
2n − 1
)
− Rn,
pri cˇemu je
Rn = 2
(
ξ2n+1
2n + 1
+
ξ2n+3
2n + 3
+
ξ2n+5
2n + 5
+ · · ·
)
< 2 · ξ
2n+1
2n + 1
(1 + ξ2 + ξ4 + · · · ) < 2
1 − ξ2 ·
ξ2n+1
2n + 1
.
Za 0 < ξ ≤ 13 dobivamo
2
1 − ξ2 ≤
9
4
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te je prema tome
0 < Rn <
9
4
· ξ
2n+1
2n + 1
, (3.50)
odnosno
0 < Rn <
1
4(2n + 1)
·
(
1
3
)2n−1
.
Stavimo li
uk =
ξ2k−1
2k − 1 (k = 1, 2, . . .),
mozˇemo pisati
ln x = m ln 2 − 2(u1 + u2 + · · · + un) − Rn, (3.51)
pri cˇemu je
ln 2 = 0.69314718 . . .
Iz (3.50) dobivamo
Rn <
9
4
ξ2 · ξ
2n−1
2n − 1 ≤
1
4
un < ε,
gdje je ε dozvoljena gresˇka ostatka. Prema tome, zbrajanje prestaje kada je
un < 4ε.
Granicˇna gresˇka sume
∑n
k=1 uk mozˇe se procijeniti navodec´i odredeni broj decimalnih
mjesta u sumi te procjenom prikladnog broja sumanada n prema (3.49).
Primjer 3.7.1. Odredimo ln 5 na petu decimalu. Racˇunat c´emo s dodane dvije decimale
kako bismo sˇto tocˇnije odredili ln 5. Izrazimo li
5 = 23 · 5
8
= 23 · 0.625,
imamo z = 0.625 i
ξ =
1 − z
1 + z
=
0.375
1.625
= 0.2307692.
Tada je
u1 = ξ = 0.2307692,
u2 =
ξ3
3
= 0.0040965,
u3 =
ξ5
5
= 0.0001309,
u4 =
ξ7
7
= 0.000005.
POGLAVLJE 3. RACˇUNANJE VRIJEDNOSTI FUNKCIJA 61
Prema tome, vrijedi
u1 + u2 + u3 + u4 = 0.2307692 + 0.0040965 + 0.0001309 + 0.000005 = 0.2350016.
Koristec´i (3.51) dobivamo
ln 5 = 3 · 0.69314718 − 2 · 0.2350016 = 1.60944.
Napomena 3.7.2. Takoder je moguc´e racˇunati prirodni logaritam pomoc´u zapisa
x = epz,
gdje je p ∈ Z i 1e < z ≤ 1.
Za racˇunanje opc´eg logaritma koristi se formula
log10 x = 10 ln x,
gdje je M = log10 e = 0.434294481903252 . . .
3.8 Racˇunanje vrijednosti trigonometrijskih funkcija
Racˇunanje vrijednosti sinusa i kosinusa
Neka je 0 ≤ x ≤ pi2 . Svi ostali x mogu se odrediti primjenom svojstava funkcija sinusa i
kosinusa (tzv. redukcijskim formulama). Ako je 0 ≤ x ≤ pi4 , vrijedi
sin x =
∞∑
n=0
(−1)n x
2n+1
(2n + 1)!
. (3.52)
Tada je Taylorov polinom
Pn(x) = x − x
3
3!
+
x5
5!
− · · · (−1)n x
2n−1
(2n − 1)! ,
a pripadni ostatak, prema Lagrangeovoj formuli
R2n+1(x) = (−1)n cos(θx) (0 < θ < 1).
Primjer 3.8.1. Odredimo Taylorov polinom Pn koji na segmentu
[
−pi8 , pi8
]
aproksimira funk-
ciju f (x) = sin 2x unutar gresˇke 12 · 10−5. Zapravo moramo odrediti polinom Pn za koji
vrijedi
|sin 2x − Pn| < 12 · 10
−5, ∀x ∈
[
−pi
8
,
pi
8
]
.
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Odredimo n za koji vrijedi
|R2n+1(2x)| < 12 · 10
−5.
Znamo da je
|R2n+1(2x)| ≤ |2x|
2n+1
(2n + 1)!
≤ 1
(2n + 1)!
(
2 · pi
8
)2n+1
=
1
(2n + 1)!
(
pi
4
)2n+1
, ∀x ∈
[
−pi
8
,
pi
8
]
.
Uzimajuc´i n = 2, 3, 4 dobivamo redom
1
5!
(
pi
4
)5
= 0.002490394,
1
7!
(
pi
4
)7
= 0.000036576,
1
9!
(
pi
4
)9
= 0.000000313 <
1
2
· 10−5.
Prema tome, dovoljno je uzeti Taylorov polinom sedmog stupnja
2x − (2x)
3
3!
+
(2x)5
5!
− (2x)
7
7!
da bi se funkcija f (x) = sin 2x aproksimirala na segmentu
[
−pi8 , pi8
]
unutar gresˇke 12 · 10−5.
Odredimo segment [−h, h] u kojem je granica apsolutne gresˇke aproksimacije
2x − (2x)
3
3!
+
(2x)5
5!
− (2x)
7
7!
manja od 12 · 10−4. Znamo da je∣∣∣∣∣∣ (2x)99! cos(2θx)
∣∣∣∣∣∣ ≤ (2h)99! (0 < θ < 1).
Takoder znamo da je granica apsolutne gresˇke aproksimacije manja od 12 · 10−4, odnosno
da je ∣∣∣∣∣∣ (2x)99! cos(2θx)
∣∣∣∣∣∣ < 12 · 10−4,
a to c´e vrijediti ako je
(2h)9
9!
≤ 1
2
· 10−4,
odnosno ako je
h ≤ 1
2
9√
0.00005 · 9!.
Buduc´i da je
1
2
9√
0.00005 · 9! > 1
2
3
√
3√
18 >
1
2
3√
2.6 >
1
2
· 1.3 = 0.65,
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vrijedi da je
h ≤ 0.65 = 13
20
.
Dakle, Taylorov polinom
2x − (2x)
3
3!
+
(2x)5
5!
− (2x)
7
7!
aproksimira funkciju f (x) = sin 2x unutar gresˇke 12 · 104 u segmentu
[
−1320 , 1320
]
.
Ako je pi4 ≤ x ≤ pi2 , tada je
sin x = cos z =
∞∑
n=0
(−1)n z
2n
(2n)!
, (3.53)
pri cˇemu je z = pi2 − x i 0 ≤ z ≤ pi4 .
Suma reda (3.52) mozˇe se racˇunati pomoc´u
sin x = u1 + u2 + · · · + un + Rn, (3.54)
gdje se sumandi uk (k = 1, 2, . . . n) racˇunaju pomoc´u formula
u1 = x, uk+1 = − x
2
2k(2k + 1)
uk (k = 1, 2, . . . , n − 1).
Buduc´i da je red (3.52) alternirajuc´i, pri cˇemu apsolutne vrijednosti cˇlanova monotono
padaju, ocjena n-tog ostatka Rn je
|Rn| ≤ x
2n+1
(2n + 1)!
= |un+1|
i vrijedi
sgn Rn = sgn un+1.
Zbrajanje cˇlanova u (3.54) zavrsˇava kada je
|uk| ≤ ε,
pri cˇemu je ε gresˇka ostatka.
Analogno,
cos z = v1 + v2 + · · · + vn + Rn, (3.55)
gdje je
v1 = 1, vk+1 = − x
2
(2k − 1)2kvk (k = 1, 2, . . . , n − 1),
|Rn| ≤ z
2n
(2n)!
= |vn+1| , sgn Rn = sgn vn+1.
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Primjer 3.8.2. Odredimo sin 38◦12′ unutar gresˇke 10−5. Zapisˇimo
x = 38◦12′ = 38.2◦ =
191pi
900
= 0.666716.
Prema (3.54) dobivamo
u1 = x = 0.666716,
u2 = − x
2u1
2 · 3 = −0.049394,
u3 = − x
2u2
4 · 5 = 0.001098,
u4 = − x
2u3
6 · 7 = −0.000012
te je
sin 38◦12′ = 0.666716 − 0.049394 + 0.001098 − 0.000012 = 0.618408.
Zaokruzˇivanjem na petu decimalu dobivamo
sin 38◦12′ = 0.61841.
Vrijednost od cos 38◦12′ racˇuna se na analogan nacˇin.
Primjer 3.8.3. Odredimo cos 38◦12′. Znamo da je x = 38◦12′ = 0.666716. Prema (3.55)
dobivamo
v1 = 1,
v2 = − x
2v1
1 · 2 = −0.222255,
v3 = − x
2v2
3 · 4 = 0.008233,
v4 = − x
2v3
5 · 6 = −0.000122
te je
cos 38◦12′ = 1 − 0.222255 + 0.008233 − 0.000122 = 0.785856.
Zaokruzˇivanjem na petu decimalu dobivamo
cos 38◦12′ = 0.78586.
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Racˇunanje vrijednosti tangensa
Neka je 0 ≤ x ≤ pi4 . Ako je |x| < pi2 , onda vrijedi
tg x = x +
x3
3
+
2x5
15
+
17x7
315
+
62x9
2835
+ · · ·
Vrijednosti tangensa lako racˇunamo pomoc´u verizˇnih razlomaka. Stavimo li
y =
x
tg x
,
tada je, prema Lambertovom razvoju tangensa u verizˇni razlomak (2.40),
y =
[
1;
−x2
3
,
−x2
5
, . . . ,
−x2
2n + 1
, . . .
]
Kako bismo odredili y unutar gresˇke od 10−10 dovoljno je uzeti n = 7. Tada je
y = 1 − x
2
3 − x
2
5 − x
2
7 − x
2
9 − x
2
11 − x
2
13 − x
2
15
.
Obicˇno se y racˇuna pomoc´u Hornerovog algoritma pri cˇemu se krec´e od kraja:
y1 = 13 − x
2
15
,
y2 = 11 − x
2
y1
,
y3 = 9 − x
2
y2
,
y4 = 7 − x
2
y3
,
y5 = 5 − x
2
y4
,
y6 = 3 − x
2
y5
,
y = y7 = 1 − x
2
y6
.
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Konacˇno, tg x = xy .
Primjer 3.8.4. Odredimo tg 25◦. Zapisˇimo
x = 25◦ = 0.436332.
Tada je
x2 = 0.190386.
Racˇunamo:
y1 = 13 − 0.19038615 = 12.987308,
y2 = 11 − 0.19038612.987308 = 10.985341,
y3 = 9 − 0.19038610.985341 = 8.982669,
y4 = 7 − 0.1903868.982669 = 6.978805,
y5 = 5 − 0.1903866.978805 = 4.972719,
y6 = 3 − 0.1903864.972719 = 2.961714,
y = y7 = 1 − 0.1903862.961714 = 0.935718
te je
tg 25◦ =
0.436332
0.935718
= 0.466307.
3.9 Racˇunanje vrijednosti hiperbolnih funkcija
Racˇunanje vrijednosti sinusa hiperbolnog
Kako je
sh x =
ex − e−x
2
,
to je
sh(−x) = − sh x.
Sinus hiperbolni ima sljedec´i razvoj:
sh x = x +
x3
3!
+
x5
5!
+ · · · (−∞ < x < +∞).
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Pretpostavimo da je x > 0. Tada se racˇunanje vrijednosti sinusa hiperbolnog izvodi pomoc´u
zbroja
sh x = u1 + u2 + · · · + un + Rn,
gdje je
u1 = x, uk+1 =
x2
2k(2k + 1)
uk (k = 1, 2, . . . , n − 1)
i Rn n-ti ostatak. Za 0 < x ≤ n dobivamo
Rn =
x2n+1
(2n + 1)!
+
x2n+3
(2n + 3)!
+
x2n+5
(2n + 5)!
+ · · ·
<
x2n+1
(2n + 1)!
[
1 +
x2
(2n + 2)(2n + 3)
+
x4
(2n + 2)2(2n + 3)2
+ · · ·
]
<
x2n+1
(2n + 1)!
· 1
1 − x
2
(2n + 2)(2n + 3)
<
4
3
· x
2n+1
(2n + 1)!
=
4
3
un+1.
Buduc´i da vrijedi
un+1 =
x2
2n(2n + 1)
un <
1
4
un,
slijedi da je
Rn <
1
3
un.
Pomoc´u razvoja sinusa hiperbolnog mozˇemo otkriti vezu izmedu sh ix i sin x. Buduc´i
da je i 2 = −1, i 3 = −i, i 4 = 1, i 5 = i, i 6 = −1 . . . , zamjenom x sa ix u razvoju sinusa
hiperbolnog dobivamo
sh ix =
eix − e−ix
2
= ix − i x
3
3!
+ i
x5
5!
− i x
7
7!
+ · · · = i sin x.
Racˇunanje vrijednosti kosinusa hiperbolnog
Kako je
ch x =
ex + e−x
2
,
to je
ch(−x) = ch x.
Kosinus hiperbolni ima sljedec´i razvoj:
ch x = 1 +
x2
2!
+
x4
4!
+ · · · (−∞ < x < +∞).
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Racˇunanje vrijednosti kosinusa hiperbolnog izvodi se pomoc´u zbroja
ch x = v1 + v2 + · · · + vn + Rn,
gdje je
v1 = 1, vk+1 =
x2
(2k − 1)2kvk (k = 1, 2, . . . , n − 1)
i Rn n-ti ostatak. Za 0 < |x| ≤ n dobivamo
Rn =
x2n
(2n)!
+
x2n+2
(2n + 2)!
+
x2n+4
(2n + 4)!
+ · · ·
<
x2n
(2n)!
[
1 +
x2
(2n − 1)(2n + 2) +
x4
(2n + 1)2(2n + 2)2
+ · · ·
]
<
x2n
(2n)!
· 1
1 − x
2
(2n + 1)(2n + 2)
<
4
3
· x
2n
(2n)!
=
4
3
vn+1.
Za n ≥ 1 vrijedi
vn+1 =
x2
(2n − 1)2nvn ≤
1
2
vn,
iz cˇega slijedi da je
Rn <
2
3
vn.
Racˇunanje vrijednosti tangensa hiperbolnog
Kako je
th x =
sh x
ch x
=
ex − e−x
ex + e−x
,
to je
th(−x) = − th x.
Za |x| < pi2 , za odredivanje vrijednosti tangensa hiperbolnog koristimo sljedec´i razvoj:
th x = x − x
3
3
+
2x5
15
− 17x
7
315
+
62x9
2835
+ · · · .
Za sve vrijednosti broja x, vrijednost tangensa hiperbolnog racˇunamo pretvaranjem u verizˇni
razlomak:
th x =
[
0;
x
1
,
x2
3
,
x2
5
, . . . ,
x2
2n − 1 , . . .
]
.
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Buduc´i da su cˇlanovi verizˇnog razlomka za x > 0 pozitivni, vrijednost th x se nalazi izmedu
susjednih konvergenata.
Ako je x > 0, onda se th x mozˇe racˇunati pomoc´u formule
th x = 1 − 2
e2x + 1
.
3.10 Korisˇtenje iterativne metode za odredivanje
priblizˇnih vrijednosti funkcija
Za danu vrijednost argumenta x potrebno je izracˇunati vrijednost neprekidne funkcije
y = f (x). (3.56)
Ako je funkcija (3.56) komplicirana i ako je potrebno izracˇunati velik broj vrijednosti,
racˇunanje se obicˇno izvodi pomoc´u racˇunala. Moguc´e je da direktno racˇunanje vrijednosti
funkcije pomoc´u formule (3.56) bude zahtjevno ovisno o znacˇajkama stroja. Jednostavne
operacije mogu postati ”komplicirane” ili cˇak nemoguc´e za izvodenje. Na primjer, pos-
toje strojevi za racˇunanje koji nemaju moguc´nost dijeljenja. U takvim slucˇajevima je vrlo
korisna sljedec´a tehnika racˇunanja. Zapisˇimo (3.56) u implicitnom obliku:
F(x, y) = 0. (3.57)
Pretpostavimo da je F(x, y) neprekidna te da ima neprekidnu parcijalnu derivaciju F
′
y(x, y) ,
0. Neka je yn priblizˇna vrijednost od y. Prema Lagrangeovom teoremu, vrijedi
F(x, yn) = F(x, yn) − F(x, y) = (yn − y)F ′y(x, yn),
gdje je yn vrijednost izmedu yn i y. Iz prethodne jednadzˇbe dobivamo
y = yn − F(x, yn)F ′y(x, yn)
. (3.58)
Pretpostavimo li da je yn ≈ yn, dobivamo sljedec´i iterativni postupak za racˇunanje vrijed-
nosti od y:
yn+1 = yn − F(x, yn)F ′y(x, yn)
(n = 0, 1, 2, . . .). (3.59)
Formula (3.58) ima jednostavno geometrijsko znacˇenje. Fiksirajmo vrijednost od x i pro-
matrajmo graf funkcije
z = F(x, y). (3.60)
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Iz izraza (3.59) slijedi da je ovaj iterativni postupak zapravo Newtonova metoda tangente.
To znacˇi da su uzastopne aproksimacije yn+1 dobivene kao apscise sjecisˇta y-osi i tangente
krivulje za y = yn (n = 0, 1, 2, . . .), kao na slici 3.1. Konvergencija postupka je osigurana
ako F
′
y(x, y) i F
′′
yy(x, y) zadrzˇe konstantne predznake u promatranom intervalu koji sadrzˇi y.
Slika 3.1: Newtonova metoda tangente
Opc´enito, pocˇetna vrijednost y0 je proizvoljna i bira se sˇto je moguc´e blizˇe zˇeljenoj
vrijednosti y. Iterativni postupak je neprekidan sve dok se dvije uzastopne vrijednosti yn−1
i yn ne podudaraju unutar granice dane tocˇnosti ε, odnosno sve dok se ne dobije |yn−1 − yn| <
ε. Strogo govorec´i, ne mozˇe se jamcˇiti da je
|y − yn| < ε. (3.61)
Iz tog se razloga svaki konkretni slucˇaj dodatno ispituje.
Vrlina iterativnog postupka je u ponavljanju istih operacija te se stoga lako programira.
3.11 Racˇunanje reciprocˇne vrijednosti
Neka je
y =
1
x
.
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Pretpostavimo da je x > 0. Stavimo
F(x, y)
de f
= x − 1
y
= 0.
Tada je
F
′
y(x, y) =
1
y2
.
Iz (3.59) dobivamo
yn+1 = yn −
x − 1yn
1
yn2
,
odnosno
yn+1 = yn(2 − xyn) (n = 0, 1, 2, . . .). (3.62)
Dobili smo iterativni postupak bez dijeljenja. Pocˇetna vrijednost y0 bira se sljedec´im
nacˇinom. Pretpostavimo da je argument zapisan u obliku
x = 2mx1,
gdje je m cijeli broj i 12 ≤ x1 < 1. Stavimo da je
y0 = 2−m. (3.63)
Ispitajmo uvjete konvergencije postupka (3.62). Iz (3.62) dobivamo
1
x
− yn = 1x − 2yn−1 + xy
2
n−1 = x
(
1
x
− yn−1
)2
. (3.64)
Odatle zakljucˇujemo
1
x
− yn = x2n−1
(
1
x
− y0
)2n
=
1
x
(1 − xy0)2n . (3.65)
Za konvergenciju postupka (3.65) nuzˇno je i dovoljno da vrijedi
|1 − xy0| < 1,
odnosno
0 < xy0 < 2. (3.66)
Prema tome, ako vrijedi (3.66), tada je
lim
n→∞ yn =
1
x
.
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Primijetimo da za odabir y0 u (3.63) dobivamo
xy0 = 2mx1 · 2−m = x1,
pa je
1
2
≤ xy0 < 1 (3.67)
cˇime su uvjeti (3.66) zadovoljeni. Osim toga, iz (3.65) zakljucˇujemo da je∣∣∣∣∣1x − yn
∣∣∣∣∣ ≤ 1x
(
1
2
)2n
≤ 2y0
(
1
2
)2n
.
Prema tome, konvergencija iterativnog postupka je izuzetno brza.
Izvedimo drugu (ponekad prakticˇniju) procjenu gresˇke za vrijednost yn. Najprije uocˇi-
mo da su sve uzastopne aproksimacije y0, y1, y2, . . . dobivene primjenom Newtonove me-
tode tangente na hiperbolu
z = x − 1
y
(x = konstanta),
vidite sliku 3.2.
Slika 3.2: Graf funkcije z = x − 1y , gdje je x =konst.
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Iz (3.64) i (3.67) slijedi
0 < yn <
1
x
(n = 0, 1, 2, . . .).
Osim toga, buduc´i da je
yn − yn−1 = yn−1(1 − xyn−1) = xyn−1
(
1
x
− yn−1
)
≥ 0, (3.68)
slijedi da su uzastopne aproksimacije od yn monotono rastuc´e, odnosno
y0 ≤ y1 ≤ y2 ≤ · · · .
Iz (3.68) dobivamo
1
x
− yn−1 = 1xyn−1 (yn − yn−1),
odnosno, zbog
xyn−1 ≥ xy0 ≥ 12 ,
imamo
1
x
− yn−1 ≤ 2(yn − yn−1).
Odatle slijedi
1
x
− yn ≤ yn − yn−1.
Dakle, ako pronademo yn i yn−1 za koje vrijedi yn − yn−1 < ε, onda takoder vrijedi
0 <
1
x
− yn < ε.
Primjer 3.11.1. Koristec´i (3.62) odredimo vrijednost funkcije y = 1x za x = 3. Vrijedi da
je x = 22 · 34 . Stavimo li y0 = 14 , dobivamo
y1 =
1
4
(
2 − 3
4
)
=
5
16
= 0.312,
y2 = 0.312(2 − 3 · 0.312) = 0.332,
...
Iterativni postupak brzo konvergira.
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3.12 Racˇunanje kvadratnog korijena
Neka je
y =
√
x (x > 0). (3.69)
Stavimo
F(x, y)
de f
= y2 − x = 0.
Tada je
F
′
y(x, y) = 2y.
Koristec´i (3.59) dobivamo
yn+1 = yn − y
2
n − x
2yn
,
odnosno
yn+1 =
1
2
(
yn +
x
yn
)
(n = 0, 1, 2, . . .), (3.70)
sˇto je Heronov4 postupak (Heronov algoritam).
Uzastopne aproksimacije y0, y1, y2, . . . dobivene su primjenom Newtonove metode tan-
gente na parabolu
z = y2 − x (x = konstanta),
vidite sliku 3.3.
Slika 3.3: Graf funkcije z = y2 − x, gdje je x =konst.
4Heron (oko 10.- 70.), grcˇki matematicˇar i inzˇenjer
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Stavimo li
y0 =
√
x(1 + δ),
tj. ako y0 aproksimira
√
x s relativnom gresˇkom |δ|, zanemarujuc´i potencije od δ iznad trec´e,
dobivamo
y1 =
1
2
(
y0 +
x
y0
)
=
1
2
[√
x(1 + δ) +
√
x(1 + δ)−1
]
=
1
2
√
x(1 + δ + 1 − δ + δ2) = √x
(
1 +
δ2
2
)
,
pa y1 aproksimira
√
x s relativnom gresˇkom 12δ
2. Odatle dolazimo do bitnog zakljucˇka:
primjenom Heronovog postupka se broj tocˇnih znamenaka otprilike udvostrucˇuje u svakom
koraku.
Primjer 3.12.1. Za y =
√
2 uzmimo da je priblizˇno
y0 = 1.4.
Preciznijim odredivanjem vrijednosti dobivamo
y1 =
1
2
(
1.4 +
2
1.4
)
= 0.7 + 0.714 = 1.414.
Ponavljanjem postupka dobivamo
y2 =
1
2
(
1.414 +
2
1.414
)
= 0.707 + 0.7072136 = 1.4142136,
sˇto je tocˇna vrijednost od
√
2 na sedmu decimalu (
√
2 = 1.41421356 . . .).
Ispitajmo uvjete konvergencije Heronovog postupka. Iz (3.70) zamjenom n + 1 sa n, za
y0 , 0, dobivamo
yn −
√
x =
1
2yn−1
(
yn−1 −
√
x
)2
i
yn +
√
x =
1
2yn−1
(
yn−1 +
√
x
)2
.
Odatle je
yn − √x
yn +
√
x
=
(
yn−1 − √x
yn−1 +
√
x
)2
. (3.71)
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Stoga je
yn − √x
yn +
√
x
=
(
y0 − √x
y0 +
√
x
)2n
.
Slijedi
yn −
√
x = 2
√
x · q
2n
1 − q2n , (3.72)
gdje je
q =
y0 − √x
y0 +
√
x
. (3.73)
Iz (3.72) slijedi da Heronov postupak konvergira za
|q| < 1,
sˇto vrijedi ako je
y0 > 0.
U tom slucˇaju dobivamo
lim
n→∞ yn =
√
x i yn ≥
√
x (n = 1, 2, . . .).
Primijetimo da je
yn−1 − yn = yn−1 − 12
(
yn−1 +
x
yn−1
)
=
y2n−1 − x
2yn−1
> 0 (3.74)
i prema tome aproksimacije yn za n ≥ 1 cˇine monotono padajuc´i niz
y1 ≥ y2 ≥ · · · ≥ yn−1 ≥ xn ≥ · · · ≥
√
x.
Jednakost se postizˇe jedino kada je y0 =
√
x.
Kada racˇunamo na racˇunalu, pogodno je zapisati broj x u binarnom sustavu, odnosno
kao x = 2mx1, gdje je m cijeli broj i 12 ≤ x1 < 1. Tada se za nultu aproksimaciju obicˇno
uzima
y0 = 2bm2 c, (3.75)
gdje
⌊
m
2
⌋
oznacˇava najvec´i cijeli broj broja m2 .
Primjer 3.12.2. Odredimo
√
7. Zapisˇimo x = 7 = 23 · 78 . Tada je
y0 = 2b 32c = 2.
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Koristec´i (3.70) racˇunamo
y1 =
1
2
(
2 +
7
2
)
= 2.75,
y2 =
1
2
(
2.75 +
7
2.75
)
=
1
2
(2.75 + 2.5455) = 2.64775,
y3 =
1
2
(
2.64775 +
7
2.64775
)
=
1
2
(2.64775 + 2.643754) = 2.645752
i tako dalje. Usporedimo li dobivene aproksimacije sa
√
7 = 2.64575131 . . . ,
vidimo da y2 ima dvije, a y3 pet tocˇnih znamenaka.
Ako je m = 2p paran, onda je
y0 = 2bm2 c = 2p >
√
x
i stoga je
|q| = y0 −
√
x
y0 +
√
x
=
2p − 2p√x1
2p + 2p
√
x1
=
1 − √x1
1 +
√
x1
≤
1 −
√
1
2
1 +
√
1
2
=
(√
2 − 1
)2
.
Analogno, ako je m = 2p + 1 neparan, onda je
y0 = 2bm2 c = 2p ≤
√
x.
Stoga je
|q| =
√
x − y0√
x + y0
=
2p
√
2x1 − 2p
2p
√
2x1 + 2p
=
√
2x1 − 1√
2x1 + 1
= 1 − 2√
2x1 + 1
< 1 − 2√
2 + 1
=
(√
2 − 1
)2
.
Prema tome, uvijek dobivamo
|q| ≤
(√
2 − 1
)2
= 0.1716 . . . <
1
5
.
Ovo zajedno s (3.72) povlacˇi
0 ≤ yn −
√
x < 2
√
x
(
1
5
)2n
1 −
(
1
5
)2n ≤ 2512y1
(
1
5
)2n
za n ≥ 1,
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pri cˇemu je
y1 =
1
2
(
y0 +
x
y0
)
≤ 3
2
y0.
Konacˇno,
0 ≤ yn −
√
x <
25
8
y0
(
1
5
)2n
. (3.76)
Pomoc´u (3.76) lako se odredi broj iteracija n = n(x) dovoljan da bi se osigurala zadana
tocˇnost.
Pokazˇimo josˇ jednu formulu za ocjenjivanje gresˇke vrijednosti yn (n ≥ 2). Buduc´i da je
yn−1 ≥
√
x i
x
yn−1
≤ √x,
uzimajuc´i u obzir (3.74), dobivamo
0 ≤ yn−1 −
√
x ≤ yn−1 − xyn−1 =
y2n−1 − x
yn−1
= 2 (yn−1 − yn) .
Stoga je
0 ≤ yn −
√
x ≤ yn−1 − yn. (3.77)
Prema tome, ako je 0 ≤ yn−1 − yn < ε (n ≥ 2), onda je sigurno 0 ≤ yn − √x < ε.
Ponekad je korisna sljedec´a metoda racˇunanja kvadratnog korijena. Stavimo
F(x, y)
de f
=
x
y2
− 1 = 0.
Tada je
F
′
y(x, y) = −
2x
y3
.
Koristec´i (3.59) dobivamo
yn+1 = yn +
x
y2n
− 1
2x
y3n
,
odnosno
yn+1 =
yn
2
(
3 − y
2
n
x
)
(n = 0, 1, 2, . . .). (3.78)
Nec´emo razmatrati ocjenu gresˇke i uvjete konvergencije iterativnog postupka (3.78).
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3.13 Racˇunanje reciprocˇne vrijednosti kvadratnog
korijena
Neka je
y =
1√
x
(x > 0).
Zapisˇemo li ovu funkciju kao
y =
√
1
x
iz (3.78) dobivamo iterativni postupak bez dijeljenja:
yn+1 =
yn
2
(
3 − xy2n
)
(n = 0, 1, 2, . . .). (3.79)
Ako je x = 2mx1, gdje je 12 ≤ x < 1, onda za y0 biramo vrijednost
y0 = 2−bm2 c.
Napomenimo da je zbog
√
x = x
√
1
x
moguc´e na temelju (3.79) izracˇunati kvadratni korijen broja bez korisˇtenja operacije dije-
ljenja.
3.14 Racˇunanje kubnog korijena
Ako je
y = 3
√
x (x > 0), (3.80)
onda, stavljanjem
F(x, y)
de f
= y3 − x = 0,
dobivamo
F
′
y(x, y) = 3y
2.
Prema (3.59) imamo
yn+1 = yn − y
3
n − x
3y2n
, (3.81)
odnosno
yn+1 =
1
3
(
2yn +
x
y2n
)
. (3.82)
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Geometrijski, (3.82) je Newtonova metoda tangente na parabolu
z = y3 − x (x = konstanta),
vidite sliku 3.4. Iterativni postupak (3.82) konvergira za y0 > 0.
Slika 3.4: Graf funkcije z = y3 − x, gdje je x =konst.
Uzmemo li da pocˇetna aproksimacija y0 ima relativnu gresˇku |δ|, tj. stavimo li
y0 =
3√x (1 + δ) ,
vrijednost y1, izracˇunata iz (3.82), dat c´e 3
√
x s relativnom gresˇkom od δ2. Doista, primje-
nom (3.82) dobivamo
y1 =
1
3
(
2y0 +
x
y20
)
=
1
3
[
2 3
√
x (1 + δ) + 3
√
x (1 + δ)−2
]
=
1
3
3√x
(
2 + 2δ + 1 − 2δ + 3δ2
)
=
3√x
(
1 + δ2
)
.
Iz prethodnog zakljucˇujemo da, ako je y0 tocˇan do p-te znamenke, onda c´e y1 imati tocˇne
2p ili 2p − 1 znamenke.
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Primjer 3.14.1. Koristec´i tablicˇnu vrijednost tocˇnu na tri decimale, imamo
3√
15 = 2.466.
Prema (3.82) dobivamo
3√
15 =
1
3
(
2 · 2.466 + 15
2.4662
)
=
1
3
(4.932 + 2.466636) = 2.466212.
Usporedimo li dobivenu vrijednost s vrijednosˇc´u dobivenom pomoc´u racˇunala ( 3
√
15 =
2.466212074 . . .) uocˇavamo da su vrijednosti jednake do sˇeste decimale.
Ako je x = 2mx1, gdje je m cijeli broj i 12 ≤ x1 ≤ 1, onda se za pocˇetnu vrijednost uzima
y0 = 2bm3 c > 0. (3.83)
Buduc´i da je
yn − 3
√
x =
1
3
(
2yn−1 +
x
y2n−1
− 3 3√x
)
=
1
3y2n−1
(
yn−1 − 3
√
x
)2 (
2yn−1 +
3√x
)
> 0,
slijedi
yn ≥ 3
√
x za n ≥ 1. (3.84)
Osim toga, zamjenom n + 1 sa n u (3.81), dobivamo
yn−1 − yn =
y3n−1 − x
3y2n−1
. (3.85)
Stoga je
y1 ≥ y2 ≥ · · · ≥ yn−1 ≥ yn ≥ · · · ≥ 3
√
x (3.86)
odakle slijedi da postoji
lim
n→∞ yn = y > 0.
Odredimo li limes od (3.82) kada n→ ∞, dobivamo
y =
1
3
(
2y +
x
y2
)
,
odnosno
y = 3
√
x.
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Dakle,
lim
n→∞ yn =
3√x.
Ako je pocˇetna aproksimacija y0 izabrana kao u (3.83), mozˇe se dokazati da je
0 ≤ yn − 3
√
x ≤ 3
2
(yn−1 − yn) za n ≥ 2.
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Sazˇetak
Prikladan zapis funkcije omoguc´uje pogodnije racˇunanje (priblizˇnih) vrijednosti te funk-
cije. Elementarna funkcija se zapisuje u matematicˇki ekvivalentnom obliku koji racˇunanje
vrijednosti funkcije obicˇno svodi na osnovne racˇunske operacije. U ovom diplomskom
radu opisane su neke tehnike priblizˇnog racˇunanja vrijednosti elementarnih funkcija: pomo-
c´u zapisa funkcije u obliku verizˇnog razlomka, zapisa funkcije u obliku reda potencija i
pomoc´u iterativnih postupaka. Takoder su opisane i gresˇke do kojih dolazi prilikom racˇuna-
nja.
Summary
A suitable representation of a function allows us the computation of its (approximate) va-
lues in a more convenient way. An elementary function is usually represented in an equiva-
lent form which reduces the computing of its values to elementary arithmetic operations.
Some techniques of approximate computation of the values of elementary functions are
described in this thesis: by means of continued fractions, by means of power series, and by
iterative processes. All types of errors arising from these calculations are also described.
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