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Abstract
We show connections between a special type of addition formulas and a theorem of
Stieltjes and Rogers. We use different techniques to derive the desirable addition formu-
las. We apply our approach to derive special addition theorems for Bessel functions and
confluent hypergeometric functions. We also derive several additions theorems for basic
hypergeometric functions. Applications to the evaluation of Hankel determinants are also
given .
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1 Introduction
An algebraic addition theorem for a function f is an identity of the form
(1.1) P
(
f(x), f(y), f(x+ y)
)
= 0
for some polynomial P in three variables. Weierstrass proved that an analytic function satis-
fying an algebraic addition theorem is a rational function in z, a rational function in eλz for
some λ, or an elliptic function, [11, Chapter 13]. This notion is too restricted to be useful in
the theory of special functions. In general a family, say φλ, of special functions satisfies an
addition formula if there is an elementary continuous function Λ of three variables x, y, t and
an expansion in terms of a family of special functions ψµ such that the expansion coefficients
factor as products in x and y. In other word we have
(1.2) φλ
(
Λ(x, y, t)
)
=
∑
µ
C(λ, µ)φµλ(x)φ
µ
λ(y)ψµ(t), C(λ, µ) ∈ C.
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Recall the definition of a Bessel function
Jν(z) =
∞∑
m=0
(−1)m
m!Γ(m+ ν + 1)
(x
2
)2m+ν
=
(z/2)ν
Γ(ν + 1)
0F1
( −
ν + 1
∣∣∣∣ −z24
)
,(1.3)
and the modified Bessel function
Iν(x) := e
−iνπ/2Jν(e
iπ/2x) =
∞∑
m=0
(x/2)ν+2m
m! Γ(m+ ν + 1)
.(1.4)
One important addition theorem is the addition theorem for Bessel functions,
Jν(w)
wν
=
Γ(ν)
(zZ/2)ν
∞∑
n=0
(ν + n)Cνn(cosφ)Jν+n(z)Jν+n(Z),(1.5)
for ν 6= 0,−1,−2, · · · , where w := (z2+Z2−2zZ cosφ)1/2, [7, (7.15.30)], [26]. The polynomials
{Cνn(x)} are the ultraspherical polynomials. The special case φ = π is
Jν(x+ y)
(x+ y)ν
=
Γ(ν)
(xy/2)ν
∞∑
n=0
(ν + n)
(−1)n(2ν)n
n!
Jν+n(x)Jν+n(y),(1.6)
since Cνn(−1) = (−1)n(2ν)n/n!. The addition theorems we will encounter in this work are of
the type (1.6).
This work arose from an attempt to understand the Stieltjes-Rogers theorem of continued
J-fractions, see Theorem 2.1. It is clear that (2.12) of Theorem 2.1 is an addition theorem of
the type (1.6).
We decided to explore q-analogues of Rogers’ addition formula (2.12) of Theorem 2.1 and
to compute the functions Qj(x), j = 0, 1, . . . for specific continued fractions, since the theory
of orthogonal polynomials, especially the recently discovered one, provide a rich source of
continued J-fractions. We discovered two q-analogues of Theorem 2.1. They are Theorems 4.1
and 4.4.
In this work we establish additions theorems for many special functions. To the best of
our knowledge only (1.6) and (3.8) are known. We offer three different techniques of proof and
provide at least one example of each technique as illustrations. We realize that it is possible
to use fewer techniques to achieve the same goals but we believe there is merit in utilizing as
many different ideas as possible. One approach uses the plane wave expansion, [15, (4.8.2)],
exy =
∞∑
n=0
Γ(α+ β + n+ 1)
Γ(α+ β + 2n+ 1)
(2y)ne−y 1F1
(
β + n+ 1
α+ β + 2n+ 2
∣∣∣∣ 2y) P (α,β)n (x),(1.7)
for α > −1, β > −1, and its special case [15, (4.8.3)],
(1.8) exy = Γ(ν)(y/2)−ν
∞∑
n=0
(ν + n)Iν+n(y)C
ν
n(x), ν > −1/2.
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The polynomials {P (α,βn (x)} and {Cνn(x)} are Jacobi and ultraspherical polynomials, respec-
tively. The expansions (1.7)–(1.8) are instances of the Fields and Wimp expansions [9], see
also [8], [24]. Other techniques use Rodrigues type formulas followed by integration by parts,
and connection coefficient formulas.
We shall follow the notation and terminology in [1], [15], and [12]. In particular we shall
use the Rogers connection coefficients formula for the continuous q-ultraspherical polynomials
{Cn(x;β|q)},
Cn(x; γ|q) =
⌊n/2⌋∑
k=0
βk(γ/β)k(γ)n−k
(q)k(qβ)n−k
1− βqn−2k
1− β Cn−2k(x;β|q),(1.9)
[15, p. 330], and the facts that
Un(x) = C
1
n(x) = Cn(x; q|q).(1.10)
2 Preliminaries
Given a moment sequence {µn}, we define the linear functional L : xn 7→ µn on the vector space
of polynomials C[x]. We shall always assume µ0 = L(1) = 1. Then the monic polynomials
Pn(x) orthogonal with respect to the L or the moment µn satisfy the following three term
recurrence relation (the spectral theorem for orthogonal polynomials [15, Chapter 2]):
Pn+1(x) = (x− bn)Pn(x)− λnPn−1(x), n ≥ 0,(2.1)
where λ0P−1(x) = 0 and P0(x) = 1. We shall always require the functional to be regular, [5],
which is equivalent to demanding that λn 6= 0 for all n, n > 0. The orthogonality relation is
L(PmPn) = λ1λ2 · · ·λnδm,n.(2.2)
The moment sequence is related to the coefficients bn and λn by the following identity:
(2.3) 1 +
∑
n≥1
µnx
n =
1
1− b0x−
λ1x
2
1− b1x−
λ2x
2
. . .
1− bnx−
λnx
2
. . .
.
3
Define the determinants
∆i,n =
∣∣∣∣∣∣∣∣∣∣∣
µ0 µ1 . . . µi
µ1 µ2 . . . µi+1
...
...
...
...
µi−1 µi . . . µ2i−1
µn µn+1 . . . µn+i
∣∣∣∣∣∣∣∣∣∣∣
, Dn(x) =
∣∣∣∣∣∣∣∣∣∣∣
µ0 µ1 . . . µn
µ1 µ2 . . . µn+1
...
...
...
...
µn−1 µn . . . µ2n−1
1 x . . . xn
∣∣∣∣∣∣∣∣∣∣∣
.
In particular, let
Dn = ∆n,n, χn = ∆n,n+1.(2.4)
Then Pn(x) = (Dn−1)
−1Dn(x) is the monic orthogonal polynomial sequence for L.
It is easy to see that
L(xnPn(x)) = Dn
Dn−1
= λnλn−1 . . . λ1,(2.5)
L(xn+1Pn(x)) = χn
Dn−1
= λnλn−1 . . . λ1(b0 + · · ·+ bn).(2.6)
Therefore
λn =
L[P 2n(x))]
L[P 2n−1(x))]
=
Dn−2Dn
D2n−1
,(2.7)
and
bn =
L[xP 2n(x))]
L[P 2n(x))]
=
χn
Dn
− χn−1
Dn−1
.(2.8)
The next theorem is the backbone of this work.
Theorem 2.1. Define the Stieltjes tableau of entries Hi,n (i, n ≥ 0) by
Hi,n = 0 for i < 0 and i > n;
Hn,n = 1 for all n ≥ 0;(2.9)
Hi,n = Hi−1,n−1 + biHi,n−1 + λi+1Hi+1,n−1.
Then the generating function
∑
n≥0H0,nx
n has the continued fraction expansion (2.3) if and
only if, for any two nonnegative integers k, ℓ ≥ 0, the following convolution identities
H0,k+ℓ = H0,kH0,ℓ + λ1H1,kH1,ℓ + · · ·+ λ1 · · · λjHj,kHj,ℓ + · · · ,(2.10)
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hold. Moreover with the exponential generating functions of {Qj(t)}
Qj(t) =
∞∑
n=j
Hj,n
tn
n!
,(2.11)
the convolution identity (2.10) is equivalent to the addition formula
Q0(x+ y) =
∞∑
n=0
λ1 · · ·λn Qn(x)Qn(y).(2.12)
Wall [23] points out that the first part of Theorem 2.1 is due to Stieltjes but the addition
theorem (2.12) is due to Rogers. For a proof and references see [23, Section 53].
It is important to note that the Hj,n’s are the connection coefficients in
xn =
n∑
j=0
Hj,nPj(x).(2.13)
Observe that the addition formula (2.12) is equivalent to
xh0(x)− yh0(y)
x− y =
∞∑
n=0
λ1 · · ·λn hn(x)hn(y),(2.14)
where
hj(t) =
∞∑
n=j
Hj,nt
n.
In general (2.10) implies
∞∑
m=0
H0,m
m∑
j=0
cjs
jdm−jt
m−j =
∞∑
n=0
λ1 · · ·λn Qn(s)Rn(t),(2.15)
where
Qn(s) =
∞∑
j=n
Hn,jcjs
j, Rn(t) =
∞∑
j=n
Hn,jdjt
j.(2.16)
We may define a generalized translation operator (GT ) on polynomials by
(GT )sx
m =
m∑
j=0
cjs
jdm−jt
m−j .(2.17)
One can extend (GT )s to formal power series by linearity.
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Remark 2.2. According to the Flajolet-Viennot theory [10, 25] we can interpret Hi,n in the
Stieltjes’ tableau as follows. Let us attach weights to the steps of a lattice path at level i (i ≥ 0)
of a Motzkin path in the following way:
w(/) = 1, w(−) = bi and w(\) = λi.
Let Γ0→i(n) be the set of Motzkin paths from level 0 to level i of length n. Then we have the
following interpretation:
Hi,n =
∑
γ∈Γ0→i(n)
w(γ),
λ1λ2 · · ·λiHi,n =
∑
γ∈Γi→0(n)
w(γ).
This provides a combinatorial interpretation of (2.10).
Let {Pj(x)} be the monic orthogonal polynomials with respect to the moment sequence
H0,n and L be the functional L(xn) = H0,n. Then it follows from (2.13) that
Qj(t) =
∞∑
n=j
L (xnPj(x))
L
(
P 2j (x)
) tn
n!
=
1
λ1 . . . λj
L (Pj(x)ext) .(2.18)
Note that bi = Hi+1,i+2 −Hi,i+1 and
Hj,n =
∆j,n
λ1 . . . λj
.(2.19)
Therefore the addition formula (2.12) generalizes the Hankel determinants in (2.4). We refer
the readers to [3, 13, 14, 20, 21, 28] for the application of orthogonal polynomials to the
computation of Hankel determinants.
The following theorem gives another interpretation of the function Q0(x) for which our
technique will derive an addition theorem.
Theorem 2.3. Assume that {Pn(x)} are orthogonal with respect to a positive measure µ with
compact support contained in {z : |z| < r}. Then
λ1λ2 . . . λjQj(t) =
∮
|z|=r
et/z Fn(1/z)
dz
z
,(2.20)
where
Fn(z) :=
∫
R
Pn(u)
z − u dµ(u), z /∈ supp{µ}.(2.21)
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Proof. Let µn =
∫
R
xndµ(x). The right-hand side of (2.20) is∮
|z|=r
et/z
∫
R
Pj(u)
1− zu dµ(u)
dz
z
=
∫
R
∮
|z|=r
∞∑
n=0
tnz−n
n!
∞∑
k=0
(uz)kPj(u) dµ(u)
dz
z
=
∫
R
∞∑
n=0
(tu)n
n!
Pj(u) dµ(u) =
∫
R
etu Pj(u) dµ(u),
and the theorem follows from (2.18).
The function Fn(z) is related to the function of the second kind [15].
Throughout this work we will use the Heine transformation
2φ1(A,B,C,Z) =
(B,AZ; q)∞
(C,Z; q)∞
2φ1(C/B,Z;AZ; q,B)(2.22)
[12, (III.1)] and the 2φ1 to 2φ2 transformation
2φ1(A,B;C; q, Z) =
(AZ; q)∞
(Z; q)∞
2φ2(A,C/B;C,AZ; q,BZ).(2.23)
[12, (III.4)].
3 Ultraspherical and Jacobi Polynomials
The ultraspherical (or Gegenbauer) polynomials are
Cνn(x) =
(2ν)n
n!
2F1
( −n, n+ 2ν
ν + 1/2
∣∣∣∣ 1− x2
)
, ν 6= 0.
The normalized weight function is
w(x) = (1 − x2)ν−1/2A(ν), A(ν) = Γ(ν + 1)
Γ(1/2)Γ(ν + 1/2)
.
The corresponding orthogonality functional L is defined by
L(f) =
∫ 1
−1
f(x)w(x)dx.
The monic ultraspherical polynomials {Pn(x)} and the λ′s are
Pn(x) =
n!
(ν)n
2−n Cνn(x), λj =
j(j + 2ν − 1)
4(ν + j − 1)(ν + j) .
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Moreover
xPn(x) = Pn+1(x) +
n(n+ 2ν − 1)
4(ν + n− 1)(ν + n)Pn−1(x).
Therefore (2.18) when ν > −1/2 implies
Qi(x) =
1
λ1λ2 . . . λi
L (extPi(x))
=
1
λ1λ2 . . . λi
Γ(ν)(t/2)−νL
(
∞∑
n=0
(ν + n)Iν+n(t)C
ν
n(x)Pi(x)
)
= Γ(ν)(t/2)−ν
2i (ν)i
i!
(ν + i)Iν+i(t).
Therefore
Qi(t) =
2iΓ(ν + i+ 1)
i!(t/2)ν
Iν+i(t),(3.1)
It is straightforward to see that addition formula (2.12) in the present example is equivalent
to (1.6).
Next we consider Jacobi polynomials. The normalized weight function is
w(x) = (1− x)α(1 + x)βA(α, β), A(α, β) = Γ(α+ β + 2)
2α+β+1Γ(α+ 1)Γ(β + 1)
.(3.2)
In this case the functional to be considered L is
L(f) =
∫ 1
−1
f(x)w(x)dx.
The monic Jacobi polynomials {Pn(x)} are defined through
P (α,β)n (x) =
(n+ α+ β + 1)n
2nn!
Pn(x),
so that
λn =
4n(n + α)(n + β)(n + α+ β)
(2n+ α+ β − 1)(2n + α+ β)2(2n+ α+ β + 1) .(3.3)
As in the case of ultraspherical polynomials we can use (1.7) and the result is
Qi(x) =
tie−t
i!
1F1
(
β + i+ 1
α+ β + 2i+ 2
∣∣∣∣ 2t) .(3.4)
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As an example of the use of Rodrigues formulas we give another derivation of (3.4). The
Rodrigues formula for Jacobi polynomials is [15, (4.2.8)]
(1− x)α(1 + x)βP (α,β)n (x) =
(−1)n
2n n!
dn
dxn
[
(1− x)n+α(1 + x)n+β
]
.(3.5)
Therefore
Qj(t) =
2j j!A(α, β)
λ1 . . . λj(α+ β + j + 1)j
∫ 1
−1
ext (1− x)α(1 + x)βP (α,β)n (x) dx
=
(−1)j A(α, β)
λ1 . . . λj(α+ β + j + 1)j
∫ 1
−1
ext
dj
dxj
[
(1− x)j+α(1 + x)j+β
]
dx
=
tj A(α, β)
λ1 . . . λj(α+ β + j + 1)j
∫ 1
−1
ext(1− x)j+α(1 + x)j+βdx,
after integration by parts. Taking into account the integral representation [6, 6.5.1)]
1F1(a; c; z) =
Γ(c)
Γ(a)Γ(c− a)
∫ 1
0
ezuua−1(1− u)c−a−1 du, Re c > Re a > 0,(3.6)
(3.3), and (3.2), we see that the last expression for Qj(x) reduces to
(3.7) Qj(t) =
tj
j!
et 1F1
(
α+ j + 1
α+ β + 2j + 2
∣∣∣∣− 2t) .
The equivalence of the representations (3.4) and (3.7) follows from the transformation [15,
(1.4.11)]
1F1
(
a
c
∣∣∣∣ z) = ez1F1( c− ac
∣∣∣∣− z) .
This analysis establishes the following theorem, which is the main result of this section.
Theorem 3.1. We have the addition theorem for the confluent hypergeometric functions
1F1
(
α+ 1
α+ β + 2
∣∣∣∣ t+ s) = ∞∑
n=0
(α+ 1)n(β + 1)n(α+ β + 1)n
(α+ β + 1)2n(α+ β + 2)2n
(ts)n
n!
×1F1
(
α+ n+ 1
α+ β + 2n+ 2
∣∣∣∣ t) 1F1( α+ n+ 1α+ β + 2n+ 2
∣∣∣∣ s) .
(3.8)
When α = β = ν − 1/2 Theorem 3.1 reduces to (1.6) since
e−x 1F1(ν + 1/2; 2ν + 1; 2x) = Γ(ν + 1)(2/x)
νIν(x),(3.9)
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[6, (6.9.10)]. Moreover both (3.4) and (3.7) also reduce to (3.1).
Note that Theorem 3.1 and (3.1) can be proved from Theorem 2.3 and the facts∫ 1
−1
(1− t)α(1 + t)β P
(α,β)
n (t)
z − t dt =
Γ(n+ α+ 1)Γ(n + β + 1)
Γ(2n + α+ β + 2)
× 2
n+α+β+1
(z − 1)n+1 2F1
(
n+ 1, α+ n+ 1
α+ β + 2n+ 2
∣∣∣∣ 21− z
)
,
see (4.4.1) and (4.4.6) in [15]. Moreover the integral∫ 1
−1
ext (1− x)α(1 + x)β P (α,β)n (x)dx
can be evaluated from the plane wave expansion (1.7) instead of the use of Rodrigues’ formula.
It must be noted that (3.8) coincides with formula (42) of Burchanl and Chaundy [4]. It is
also a limiting case of formula (50) in [4]. The latter is stated in [6], see the first unnumbered
formula after (7) in Section 2.5.2. Indeed if we replace z by z/b and ζ by ζ/b and let b→∞, the
above mentioned formula reduces to our (3.8). The terminating case α = −m−1, β = γ+m of
(3.8) is the case r = 0 of Koornwinder’s addition formula for Laguerre polynomials, see (3.3)
in [19]. Also, this terminating case of (3.8) is the inverse of 10.12(42) in [7].
4 Two q-Addition Formulas
The q-binomial formula
∞∑
n=0
(a; q)n
(q; q)n
tn =
(at; q)∞
(t; q)∞
,(4.1)
yields Euler’s q-analogues of exponential formula:
∞∑
n=0
tn
(q; q)n
=
1
(t; q)∞
,(4.2)
∞∑
n=0
q(
n
2)tn
(q; q)n
= (−t; q)∞.(4.3)
The q-difference operator is defined by
Dqf(z) = f(z)− f(qz)
(1− q)z .
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It is easy to see that
Djq((−xt; q)∞) =
tjq(
j
2)
(1− q)j (−xtq
j; q)∞,(4.4)
Djq
(
1
(xt; q)∞
)
=
tj(1− q)−j
(xt; q)∞
.(4.5)
Note also that
Dj1/q
(
1
(xt; q)∞
)
= t
jq
−(j2)
(1−q)j
1
(xtq−j ;q)∞
,(4.6)
Dj1/q ((−xt; q)∞) = t
j
(1−q)j
(−xt; q)∞.(4.7)
4.1 First q-Addition Formula
Define the q-translation operator Ts,q by
Ty,qxn = (x+ y)(x+ yq) · · · (x+ yqn−1).(4.8)
Extend this by linearity on functions f(x) =
∑∞
n=0 anx
n, so that
Ty,qf(x) =
∞∑
n=0
an(x+ y)(x+ yq) · · · (x+ yqn−1).
Note that
Ty,q−1xn = (x+ y)(x+ y/q) · · · (x+ y/qn−1) = Tx,qynq−(
n
2).(4.9)
Define two q-analogues of Qj(t) by
Qj(t; q) =
∞∑
n=j
Hj,n
tn
(q; q)n
, Q˜j(t; q) =
∞∑
n=j
Hj,n
q(
n
2)tn
(q; q)n
.(4.10)
Theorem 4.1. The convolution identity (2.10) is equivalent to the addition formula
Ts,qQ0(t; q) =
∞∑
n=0
λ1 · · ·λn Qn(t; q) Q˜n(s; q).(4.11)
Moreover, we have
Qj(t; q) =
1
λ1 · · ·λjL
(
Pj(x)
(xt; q)∞
)
,(4.12)
Q˜j(t; q) =
1
λ1 · · ·λjL (Pj(x)(−xt; q)∞) .(4.13)
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Proof. The q-binomial theorem and the definition of Ty gives
Ty,qxn = (x+ y)(x+ yq) · · · (x+ yqn−1) =
n∑
k=0
[
n
k
]
q
q(
k
2)xn−kyk.
This establishes the equivalence of (4.11) and (2.10). Equations (4.12) and (4.13) follow from
Euler’s formulas (4.2)–(4.3).
4.2 Little Jacobi Polynomials
The little q-Jacobi polynomials {pn(x; a, b)} are defined by
pn(x; a, b) = 2φ1(q
−n, abqn+1; aq; q, qx).(4.14)
[18, p.92-93]. The corresponding monic polynomials {Pj(x)} are given by
pn(x; a, b) =
(−1)nq−(n2)(abqn+1; q)n
(aq; q)n
Pn(x),(4.15)
and
λn =
aq2n−1(1− qn)(1− aqn)(1− bqn)(1 − abqn)
(1− abq2n−1)(1 − abq2n)(1− abq2n)(1 − abq2n+1) .(4.16)
Let
a = qα, b = qβ,(4.17)
then the weight function is given by
w(x;α, β) =
(qx; q)∞
(qβ+1x; q)∞
xα,
and the corresponding orthogonality functional is
L(f) = (aq, bq; q)∞
(abq2, q; q)∞(1− q)
∫ 1
0
f(x)w(x;α, β)dqx.(4.18)
The Rodrigues-type formula for the little q-Jacobi polynomials is
pj(x; a, b) =
1
w(x;α, β)
(1− q)jqjα+(j2)
(qα+1; q)j
Dj
1/q
(w(x;α + j, β + j)).(4.19)
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Therefore
Q˜j(t; q) =
a−jq−j
2
(abq, abq2; q)2j(aq, bq; q)∞
(q, aq, bq, abq; q)j(abq2, q; q)∞(1− q)
∫ 1
0
(−xt; q)∞w(x;α, β)Pj (x)dqx
=
a−jq−j
2
(abq2; q)2j(aq, bq; q)∞
(q, bq; q)j(abq2, q; q)∞(1− q) (−1)
jq(
j
2)
∫ 1
0
(−xt; q)∞w(x;α, β)pj(x; a, b)dqx
=
q−j(abq2; q)2j(aq, bq; q)∞(−1)j(1 − q)j
(q, aq, bq; q)j(abq2, q; q)∞(1− q)
∫ 1
0
(−xt; q)∞Dj1/q(w(x;α + j, β + j))dqx.
The q-analogue of integration by parts is∫ b
a
Dq(f(x))w(x)dqx = −1
q
∫ b
a
f(x)D1/q(w(x))dqx,(4.20)
provided that w(a/q) = w(b/q) = 0, see [15, (11.4.9)]. Applying (4.20) to the last expression
for Q˜j(t; q) we obtain
Q˜j(t; q) =
(abq2; q)2j(aq, bq; q)∞t
jq(
j
2)
(q, aq, bq; q)j(abq2, q; q)∞
∞∑
n=0
(−tqj+n, qn+1; q)∞
(qβ+n+1+j; q)∞
q(α+j+1)n
=
(−tqj, aqj+1; q)∞tjq(
j
2)
(q; q)j(abq2+2j ; q)∞
2φ1
(
bqj+1, 0
−tqj
∣∣∣∣ q, aqj+1) .
This shows that
Q˜j(t; q) =
tjq(
j
2)
(q; q)j
lim
ǫ→0
(−tqj, aqj+1; q)∞
(abq2+2j , ǫ; q)∞
2φ1
(
bqj+1, ǫ
−tqj
∣∣∣∣ q, aqj+1) .(4.21)
Now the Heine transformation (2.22) leads to
(−tqj, aqj+1; q)∞
(abq2+2j , ǫ; q)∞
2φ1
(
bqj+1, ǫ
−tqj
∣∣∣∣ q, aqj+1) = 2φ1( −tqj/ǫ, aqj+1abq2j+2
∣∣∣∣ q, ǫ) .
Therefore the above equation and (4.21) establish the basic hypergeometric representation
Q˜j(t; q) =
tjq(
j
2)
(q; q)j
1φ1
(
aqj+1
abq2j+2
∣∣∣∣ q,−tqj) .(4.22)
Similarly we have
Qj(t; q) =
(abq2; q)2j(aq, bq; q)∞t
j
(q, aq, bq; q)j(abq2, q; q)∞
∞∑
n=0
(q1+n; q)∞a
nq(j+1)n
(bqn+1+j , tqn; q)∞
=
tj(aqj+1; q)∞
(q; q)j(t, abq2j+2; q)∞
2φ1
(
bqj+1, t
0
∣∣∣∣ q, aqj+1) .
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Applying the Heine transformation (2.22) to the last 2φ1 yields
Qj(t; q) =
tj
(q; q)j
2φ1
(
0, aqj+1
abq2j+2
∣∣∣∣ q, t) .(4.23)
Theorem 4.2. For the functional in (4.18) the functions Q˜j(t; q) and Qj(t; q) are given by
(4.22) and (4.23). Moreover we have the following addition formula:
2φ1
(
aq, −s/t
abq2
∣∣∣∣ q, t) = ∞∑
j=0
q3(
j
2)(aq, bq, abq; q)j
(q; q)j(abq, abq2; q)2j
(qast)j
×2φ1
(
0, aqj+1
abq2j+2
∣∣∣∣ q, t) 1φ1( aqj+1abq2j+2
∣∣∣∣ q,−sqj) .
(4.24)
Proof. We only need to show that the left-hand side of (4.24) is Ts,qQ0(t, q). This is indeed
the case as can be seen from (4.8).
It is important to note that Theorem 4.2 is a q-analogue of Theorem 3.1. Indeed with
a = qα, b = qβ and s and t replaced by s(1− q) and t(1− q), respectively, equation (4.24) tends
to (3.8) as q → 1−.
Note that the transformation (2.23) implies
Qj(t; q) =
tj
(q; q)j(t; q)∞
1φ1
(
bqj+1
abq2j+2
∣∣∣∣ q, qj+1at) .(4.25)
Thus the addition theorem (4.24) has the alternate form
2φ1
(
aq, −s/t
abq2
∣∣∣∣ q, t) = ∞∑
j=0
q3(
j
2)(aq, bq, abq; q)j
(q; q)j(abq, abq2; q)2j
(qast)j
(t; q)∞
×1φ1
(
bqj+1
abq2j+2
∣∣∣∣ q, qj+1at) 1φ1( aqj+1abq2j+2
∣∣∣∣ q,−qjs) .
(4.26)
Remark. A different q-analogue of Theorem 3.1 was given by Jackson [17, (55)].
4.3 Big q-Jacobi Polynomials
The monic big q-Jacobi polynomials are
pn(x; a, b, c) =
(abqn+1; q)n
(aq, cq; q)n
Pn(x).(4.27)
Let
w1(x, a, b, c) =
(x/a, x/c)∞
(x, bx/c)∞
,(4.28)
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and
w(x, a, b, c) =
w1(x, a, b, c)
aq(1− q)
(aq, bq, cq, abq/c; q)∞
(q, abq2, c/a, aq/c; q)∞
.(4.29)
The corresponding orthogonality functional is
 L(f) =
∫ aq
cq
f(x)w(x, a, b, c)dqx.(4.30)
The Rodrigues-type formula for big q-Jacobi polynomials is
w1(x)pn(x; a, b, c) =
ancnqn(n+1)(1− q)n
(aq, cq; q)n
Dnqw1(x, aqn, bqn, cqn).(4.31)
Note that
λn =
−acqn+1(1− qn)(1− aqn)(1− bqn)(1− cqn)(1 − abqn)(1 − abqn/c)
(1− abq2n−1)(1 − abq2n)(1− abq2n)(1 − abq2n+1) .(4.32)
So
λ1 · · ·λj = (−ac)
jqj(j+3)/2(q, aq, bq, cq, abq, abq/c; q)j
(abq, abq2; q)2j
.(4.33)
Therefore
Qj(t, a, b, c) =
1
λ1 · · ·λj  L(Pj(x)/(xt; q)∞)
=
(−1)j(1− q)jq(j+12 )(aqj+1, bqj+1, cqj+1, abqj+1/c; q)∞
(q; q)jaq(1− q)(q, abq2, c/a, aq/c; q)∞
×
∫ aq
cq
Djqw1(x, aqj , bqj, cqj)
(xt; q)∞
dqx
=
tjq−j(abq2; q)2j(aq
j+1, bqj+1, cqj+1, abqj+1/c; q)∞
a(q; q)j(q, abq2, c/a, aq/c; q)∞
Ij ,
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where
Ij =
1
q(1− q)
∫ aq
cq
(xq−j/a, xq−j/c; q)∞
(x, bx/c, xtq−j ; q)∞
dqx
=a
∞∑
n=0
(qn+1, aqn+1/c; q)∞
(aqn+j+1, abqn+j+1/c; q)∞
qn+j
(atqn+1; q)∞
− c
∞∑
n=0
(qn+1, cqn+1/a; q)∞
(cqn+j+1, bqn+j+1; q)∞
qn+j
(ctqn+1; q)∞
=
aqj(aq/c, q; q)∞
(aqj+1, abqj+1/c, atq; q)∞
3φ2
(
aqj+1, abqj+1/c, atq
aq/c, 0
∣∣∣∣ q, q)
− cq
j(cq/a, q; q)∞
(cqj+1, bqj+1, ctq; q)∞
3φ2
(
cqj+1, bqj+1, ctq
cq/a, 0
∣∣∣∣ q, q) .
The conclusion of the above calculations is that
Qj(t, a, b, c) =
tj
(q; q)j(abq2j+2, q)∞
×
[
(bqj+1, cqj+1; q)∞
(c/a, atq; q)∞
3φ2
(
aqj+1, abqj+1/c, atq
aq/c, 0
∣∣∣∣ q, q)
+
(aqj+1, abqj+1/c; q)∞
(a/c, ctq; q)∞
3φ2
(
cqj+1, bqj+1, ctq
cq/a, 0
∣∣∣∣ q, q)] .
(4.34)
Next we apply (12.5.8) in [15] with A = D/(qat), B = aqj+1, C = abqj+1/c,E = abq2j+2 and
let D → 0 and realize that Qj(t, a, b, c) has the representation
Qj(t, a, b, c) =
tj
(q; q)j(aqt, q)∞
2φ1
(
aqj+1, abqj+1/c
abq2j+2
∣∣∣∣ q, qct) .(4.35)
It is clear from (4.35) that Qj(t, a, b, c) =
tj
(q;q)j
+ · · · .
Next we compute the functions Q˜j(t, a, b, c). We have
Q˜j(t, a, b, c) =
1
λ1 · · ·λj  L(Pj(x)(−xt; q)∞)
=
(−1)jq(j2)(1− q)j(aqj+1, bqj+1, cqj+1, abqj+1/c; q)∞
a(q; q)j(q, abq2+2j , c/a, aq/c; q)∞
×
∫ aq
cq
(−xt; q)∞Djqw1(x, aqj , bqj , cqj)dqx
=
tjq(
j
2)(aqj+1, bqj+1, cqj+1, abqj+1/c; q)∞
a(q; q)j(q, abq2+2j , c/a, aq/c; q)∞
I˜j,
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where
I˜j =
q−j
q(1− q)
∫ aq
cq
(xq−j/a, xq−j/c; q)∞
(x, bx/c, xtq−j ; q)∞
dqx
= aq−j
∞∑
n=0
(−atqn+1, qn+1−j , aqn+1−j/c; q)∞
(aqn+1, abqn+1/c; q)∞
qn
− cq−j
∞∑
n=0
(−ctqn+1, qn+1−j , cqn+1−j/a; q)∞
(cqn+1, bqn+1; q)∞
qn
=
a(−atqj+1, q, aq/c; q)∞
(aqj+1, abqj+1/c; q)∞
3φ2
(
aqj+1, abqj+1/c, 0
−atqj+1 aq/c
∣∣∣∣ q, q)
− c(−ctq
j+1, q, cq/a; q)∞
(cqj+1, bqj+1; q)∞
3φ2
(
cqj+1, bqj+1, 0
−ctqj+1, cq/a
∣∣∣∣ q, q) .
It follows that
Q˜j(t, a, b, c) =
tjq(
j
2)
(q; q)j(abq2+2j ; q)∞
×
[
(bqj+1, cqj+1,−atqj+1; q)∞
(c/a; q)∞
3φ2
(
aqj+1, abqj+1/c, 0
−atqj+1 aq/c
∣∣∣∣ q, q)
+
(aqj+1, abqj+1/c,−ctqj+1; q)∞
(a/c; q)∞
3φ2
(
cqj+1, bqj+1, 0
−ctqj+1 cq/a
∣∣∣∣ q, q)] .
(4.36)
To simplify (4.36) we apply (12.5.8) in [15] with B = aqj+1, C = abqj+1/c,D = −atqj+1, E =
abq2j+2 and let A → ∞. Alternately we may use the result in Exercise 3.8 of [12]. The
conclusion is that
Q˜j(t, a, b, c) =
q(
j
2)tj(−atqj+1; q)∞
(q; q)j
2φ2
(
aqj+1, abqj+1/c
abq2j+2, −atqj+1
∣∣∣∣ q,−tcqj+1) .(4.37)
Finally the transformation (2.23) gives yet another alternate representation, namely
Q˜j(t, a, b, c) =
q(
j
2)tj
(q; q)j
(−t; q)∞ 2φ1
(
aqj+1, cqj+1
abq2j+2
∣∣∣∣ q,−t) .(4.38)
It is clear from (4.37) or (4.38) that Q˜j(t, a, b, c) =
tjq(
j
2)
(q;q)j
+ · · · .
Theorem 4.3. The functions Qj(t, a, b, c) and Q˜j(t, a, b, c) associated with the big q-Jacobi
functional (4.30) are defined in (4.35) and (4.38) (or in (4.37)). Moreover we have the follow-
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ing addition formula:
(−qas; q)∞
(−s; q)∞ 3φ2
(
qa, qab/c −s/t
abq2, −qas
∣∣∣∣ q, qct)
=
∞∑
j=0
(−acst)jqj(j+1)(aq, bq, cq, abq, abq/c; q)j
(q; q)j(abq, abq2; q)2j
×2φ1
(
aqj+1, abqj+1/c
abq2j+2
∣∣∣∣ q, qct) 2φ1( aqj+1, cqj+1abq2j+2
∣∣∣∣ q,−s) .
(4.39)
Proof. We only need to evaluate Ts,qQ0(t; a, b, c). Clearly Ts,qQ0(t; a, b, c) is
∞∑
n=0
(qa, qab/c; q)n
(q, abq2; q)n
(qc)n
∞∑
k=0
(qa)k
(q; q)k
Ts,qtn+k
=
∞∑
n=0
(qa, qab/c; q)n
(q, abq2; q)n
(qc)n
∞∑
k=0
(qa)k
(q; q)k
tn+k(−s/t; q)n+k
=
∞∑
n=0
(qa, qab/c− s/t; q)n
(q, abq2; q)n
(qct)n 1φ0(−qns/t;−−; q, qat)
=
∞∑
n=0
(qa, qab/c− s/t; q)n
(q, abq2; q)n
(qct)n
(−qn+1as; q)∞
(aqt; q)∞
.
The q-binomial theorem reduces the last expression to
(−qas; q)∞
(qat; q)∞
3φ2
(
qa, qab/c −s/t
abq2, −qas
∣∣∣∣ q, qct) ,
and the theorem follows.
4.4 Second q-Addition Formula
Define the non-commutative operation Sy on f(x) =
∑∞
n=0 anx
n by
Syf(x) =
∞∑
n=0
an(x+ y)
n,
where yx = qxy. Recall [12, p.28] that the non-commutative binomial theorem reads
(x+ y)n =
n∑
k=0
[
n
k
]
q
xkyn−k.(4.40)
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Theorem 4.4. The convolution identity (2.10) is equivalent to the non-commutative addition
formula
SsQ0(t; q) =
∞∑
n=0
λ1 · · ·λn Qn(t; q) Qn(s; q).(4.41)
Moreover, we have
Qj(t; q) =
1
λ1 · · ·λjL
(
Pj(x)
(xt; q)∞
)
.(4.42)
Proof. The non-commutative binomial theorem and the definition of Sy gives
Syx
n =
n∑
k=0
[
n
k
]
q
xn−kyk.
Multiply (2.10) by tmsn/(q; q)m(q; q)n and sum over all m,n ≥ 0 we get∑
m,n≥0
H0,m+n
tmsn
(q; q)m(q; q)n
=
∑
j,m,n≥0
tmsn
(q; q)m(q; q)n
Hj,mHj,nλ1 . . . λj.
This establishes the equivalence of (4.41) and (2.10). Equations (4.42) follows from Euler’s
formula.
Example: We consider the Rogers-Szego˝ polynomials, which are defined by
hn(a; q) =
n∑
k=0
[
n
k
]
q
ak.(4.43)
They have the q-exponential generating function
Q0(t; q) =
∞∑
n=0
hn(a; q)
(q; q)n
tn =
1
(t; q)∞(at; q)∞
.
Therefore
SsQ0(t; q) =
∞∑
n=0
hn(a; q)
(q; q)n
(t+ s)n
=
1
(t+ s; q)∞(a(t+ s); q)∞
.
19
The corresponding orthogonal polynomials are Al-Salam-Carlitz polynomials U
(a)
n (x; q), which
have the generating function
(t, at; q)∞
(xt; q)∞
=
∞∑
n=0
U
(a)
n (x; q)
(q; q)n
tn.(4.44)
The associated functional is defined by
Lf(x) = 1
(1− q)(q, a, q/a; a)∞
∫ 1
a
(qx, qx/a; q)∞f(x)dqx.(4.45)
Note that [18]
λj = −aqj−1(1− qj).(4.46)
It follows from (4.44) that the generating function of Qn(x) is
∞∑
n=0
λ1 · · · λnQn(t; q) y
n
(q; q)n
=
(y, ay; q)∞
(1− q)(q, a, q/a; q)∞
∫ 1
a
(qx, qx/a; q)∞
(xy, xt; q)∞
dqx
=
(ay; q)∞
(a, t; q)∞
2φ1
(
y, t
q/a
∣∣∣∣ q, q)+ (y; q)∞(1/a, at; q)∞ 2φ1
(
ay, at
aq
∣∣∣∣ q, q)
=
(ayt, yq/t, q/ayt; q)∞
(t, at, q/t, q/at; q)∞
2φ1
(
y, ay
yq/t
∣∣∣∣ q, q/ayt) ,
where the last equality follows from the transformation [12, (III.32)]) if we replace all the small
letters by capital ones and apply the parameter identification:
A = y, B = ay, C = yq/t, Z = q/ayt.
Therefore
∞∑
n=0
λ1 · · ·λnQn(t; q) y
n
(q; q)n
=
(ayt, yq/t, q/ayt; q)∞
(t, at, q/t, q/at; q)∞
lim
δ→1−
2φ1
(
y, ay
yq/t
∣∣∣∣ q, qδ/ayt)
=
(ayt, yq/t; q)∞
(t, at, q/t, q/at; q)∞
lim
δ→1−
(δq; q)∞ 2φ1
(
q/t, q/at
yq/t
∣∣∣∣ q, δ)
=
(ayt; q)∞
(t, at; q)∞
,
where we used the transformation [12, (III.3)] and limδ→1−(1 − δ)
∑∞
n=0 anδ
n = limn→∞ an.
By equating the coefficients of yn we get
Qn(t; q) =
tn
(q; q)n
1
(t, at; q)∞
.(4.47)
Summarizing we get the following addition formula.
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Theorem 4.5. If st = qts then the following addition formula holds
1
(t+ s, a(t+ s); q)∞
=
∞∑
j=0
(−a)jq(j2)(q; q)j t
j
(q; q)j(t, at; q)∞
sj
(q; q)j(s, as; q)∞
.(4.48)
4.5 Computing First q-Addition Formulas Using Generating Functions
Recall that the Al-Salam-Carlitz polynomials {U (a)n (x; q)} have the generating function (4.44)
and the associated functional is in (4.45). It follows from (4.44) that the generating function
of Qn(t; q) is
∞∑
n=0
λ1 · · ·λnQn(t; q) y
n
(q; q)n
=
(y, ay; q)∞
(1− q)(q, a, q/a; q)∞
∫ 1
a
(qx, qx/a; q)∞
(xy, xt; q)∞
dqx
=
(ay; q)∞
(a, t; q)∞
2φ1
(
y, t
q/a
∣∣∣∣ q, q)+ (y; q)∞(1/a, at; q)∞ 2φ1
(
ay, at
aq
∣∣∣∣ q, q)
=
(ayt, yq/t, q/ayt; q)∞
(t, at, q/t, q/at; q)∞
2φ1
(
y, ay
yq/t
∣∣∣∣ q, q/ayt) ,
where the last equality follows from the transformation [12, (III.32)]) if we replace all the small
letters by capital ones and then take the following substitutions:
A = y, B = ay, C = yq/t, Z = q/ayt.
Therefore
∞∑
n=0
λ1 · · · λnQn(t; q) y
n
(q; q)n
=
(ayt, yq/t, q/ayt; q)∞
(t, at, q/t, q/at; q)∞
lim
δ→1
2φ1
(
y, ay
yq/t
∣∣∣∣ q, qδ/ayt)
=
(ayt; q)∞
(t, at; q)∞
.
Equating the coefficients of yn in the above identity we get
Qn(t; q) =
tn
(q; q)n
1
(t, at; q)∞
.(4.49)
Similarly we have
∞∑
n=0
λ1 · · ·λnQ˜n(t; q) y
n
(q; q)n
=
(y, ay; q)∞
(1− q)(q, a, q/a; q)∞
∫ 1
a
(qx, qx/a; q)∞
(xy; q)∞
(−xt; q)∞dqx.(4.50)
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The right-hand side of (4.50) is
(y, ay; q)∞
(a, q/a; q)∞
[
∞∑
n=0
(qn+1/a,−tqn; q)∞
(q; q)n (yqn; q)∞)
qn − a
∞∑
n=0
(aqn+1,−taqn; q)∞
(q; q)n (ayqn; q)∞
qn
]
=
(ay,−t; q)∞
(a; q)∞
3φ2
(
y, 0, 0
−t, q/a
∣∣∣∣ q, q)+ (y,−at; q)∞(1/a; q)∞ 3φ2
(
ay, 0, 0
qa,−at
∣∣∣∣ q, q) .
In (III.34) of [12] replace a, b, c, d, e by A,B,C,D,EC, respectively then let C → 0 then let
A→∞. The result is the three term relation
1φ1
(
B
D
∣∣∣∣ q, DEB
)
=
(E; q)∞
(E/B; q)∞
3φ2
(
B, 0, 0
D, qB/E
∣∣∣∣ q, q)
+
(B,DE/B; q)∞
(D,B/E; q)∞
3φ2
(
E, 0, 0
DE/B, qE/B
∣∣∣∣ q, q) .
We now choose B = y,E = ay,D = −t. Therefore (4.50) becomes
∞∑
n=0
λ1 · · ·λnQ˜n(t; q) y
n
(q; q)n
= (−t; q)∞ 1φ1
(
y
−t
∣∣∣∣ q,−at)(4.51)
Finally we apply the q-binomial theorem in the form
(y; q)n =
n∑
k=0
(q; q)n
(q; q)k(q; q)n−k
q(
k
2)(−y)k
and (4.46) to obtain
Q˜j(t; q) =
(−tqj; q)∞
(q; q)j
tjq(
j
2) 1φ1(0;−tqj ; q,−atqj).(4.52)
Theorem 4.6. We have the identity
(−s; q)∞
(t; q)∞
2φ1
(
0,−s/t
−s
∣∣∣∣ q, at)
=
1
(t, at; q)∞
∞∑
n=0
(−sqn; q)∞
(q; q)n
(−ast)nqn(n−1) 1φ1(0;−tqn; q,−atqn).
(4.53)
Proof. We need only to show that the left-hand side in (4.53) is Ts,qQ0(t; q). This can be seen
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as follows. By (4.43) and (4.8) we have
Ts,qQ0(t; q) =
∞∑
n=0
n∑
k=0
tnak(−s/t; q)n
(q; q)k(q; q)n−k
=
∞∑
k=0
tkak(−s/t; q)k
(q; q)k
∞∑
n=0
tn(−sqk/t; q)n
(q; q)n
=
(−s; q)∞
(t; q)∞
2φ1
(
0, −s/t
−s
∣∣∣∣ q, at) .
5 Sheffer-type Polynomials
5.1 Moments of Sheffer-type Polynomials
For the Sheffer type orthogonal polynomials we can compute Qj(t) by the generating function
∞∑
n=0
λ1 . . . λnαnQn(t)
yn
n!
= L
(
ext
∞∑
n=0
αnPn(x)
yn
n!
)
,(5.1)
where αj ’s are some suitably chosen constants.
The cases of Hermite Laguerre, Meixner, and Charlier polynomials do not lead to interesting
addition theorems because the addition theorem predicted by Theorem 2.1 follow from the
binomial theorem. We just indicate the corresponding Qj(t) in the addition formula of each
family of polynomials.
Indeed in the case of Hermite polynomials {Hn(x)},
λn = n/2, Hn(x) = 2
nPn(x),(5.2)
and
Qn(t) =
tn
n!
exp(t2/4).(5.3)
In the case of Laguerre polynomials {Lαn(x)},
λn = n(α+ n), L
α
n(x) =
(−1)n
n!
Pn(x),(5.4)
and
Qn(t) =
tn
n!
(1− t)−α−n−1.(5.5)
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For Meixner polynomials {Mn(x;β, c)}, we have
λn =
n(n+ β − 1)c
(1− c)2 , Mn(x;β, c) =
(c− 1)n
cn (β)n
Pn(x),(5.6)
and
Qn(t) =
(
1− c
1− cet
)β+n (et − 1)n
n!
.(5.7)
In the case of Charlier polynomials {Cn(x; a)}
λn = an, Cn(x; a) = (−a)−nPn(x).(5.8)
A calculation gives
Qj(x) =
(et − 1)j
j!
exp(et − 1).(5.9)
In the case of Meixner-Pollaczek polynomials P λn (x;φ), [18],
λn =
n(n+ 2λ− 1)
4 sin2 φ
, P λn (x;φ) =
(2 sin φ)n
n!
Pn(x).(5.10)
One can see that the Qj ’s are given by
Qj(x) =
2j
j!
(
sinφ
sin(t/2 + φ))
)2λ+j
[sin(t/2)]j .(5.11)
Note that for the orthogonal polynomials of Sheffer type all the Q0(t)’s have been given in [29].
5.2 Sheffer-type Polynomials as Moments
For the Hermite polynomials, we have
exp (2xt− t2) =
∞∑
n=0
Hn(x)
n!
tn.(5.12)
Let
Qn(t) =
tn
n!
e2xt−t
2
=
tn
n!
+ 2(n + 1)x
tn+1
(n + 1)!
+ · · · .
From exp (2x(t+ s)− (t+ s)2) = exp (2xt− t2 + 2xs− s2 − 2ts) we derive the addition for-
mula.
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Theorem 5.1. The functions {Qj(t)} have the addition formula
Q0(t+ s) =
∞∑
n=0
n!(−2)nQn(t)Qn(s).(5.13)
It follows that λn = −2n and
Hi,i+n =
(
i+ n
i
)
Hn(x).(5.14)
Remark. Radoux [22] proved (5.13) by computing the corresponding Stieltjes tableau using
induction.
For the Laguerre polynomials L
(α)
n (x) we have [18, p. 48]:
et 0F1(−;α+ 1;−xt) =
∞∑
n=0
n!L
(α)
n (x)
(α+ 1)n
tn
n!
.(5.15)
In (3.8) letting B = α+β+1 and substituting t and s by t/α and s/α, respectively and, then
let α→∞ we get
0F1(−;B + 1;−2(t+ s)) =
∞∑
n=0
(−1)n(B)n(4ts)n
(B)2n(B + 1)n
0F1(−;B + 2n+ 1;−2t)
×0F1(−;B + 2n+ 1;−2s).
(5.16)
Let
Qn(t;α) =
tn
n!
et 0F1(−;α+ 2n + 1;−2xt), n ≥ 0.(5.17)
Then we have the following addition formula.
Theorem 5.2. The functions {Qj(t;α)} have the addition formula
Q0(t+ s;α) =
∞∑
n=0
n!(α)n(−4x2)n
(α)2n(α+ 1)n
Qn(t;α)Qn(s;α).(5.18)
As an immediate consequence we have λn =
n(α+n−1)(−4x2)
(α+2n−1)(α+2n−2)(α+n) and
Hi,i+n =
(
n+ i
i
)
n!L
(α+2i)
n (x)
(α+ 2i+ 1)n
.(5.19)
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For the Meixner polynomials Mn(x;β, c) we have
et 1F1
( −x
β
∣∣∣∣ (1− cc
)
t
)
=
∞∑
n=0
Mn(x;β, c)
n!
tn.(5.20)
In (3.8) substituting α+1, α+β+2, t and s by −x, β, (c−1)t/2c and (c−1)s/2c, respectively,
we obtain
1F1
( −x
β
∣∣∣∣ 1− xc (t+ s)
)
=
∞∑
n=0
n!(−x)n(β + x)n(β − 1)n
(β − 1)2n(β)n
(
1− c
c
)2n
(ts)n
×1F1
(
n− x
β + 2n
∣∣∣∣ 1− cc t
)
1F1
(
n− x
β + 2n
∣∣∣∣ 1− cc s
)
.
(5.21)
Therefore define
Qn(x;β, c) =
tn
n!
et1F1
(
n− x
β + 2n
∣∣∣∣ 1− cc t
)
we have the following addition formula.
Theorem 5.3. The functions {Qj(t;β, c)} have the addition formula
Q0(t+ s;β, c) =
∞∑
n=0
n!(−x)n(β + x)n(β − 1)n
(β − 1)2n(β)n
(
1− c
c
)2n
Qn(t;β, c)Qn(s;β, c).(5.22)
In the same way we derive
λn =
n(−x+ n− 1)(β + x+ n− 1)(β + n− 2)
(β + 2n− 2)(β + 2n − 3)(β + n− 1
(
1− c
c
)2
,
and
Hi,i+n =
(
i+ n
i
)
Mn(x− i;β + 2i, c).(5.23)
The Meixner-Pollaczek polynomials P
(λ)
n (x;φ) have the generating function
et1F1
(
λ+ ix
2λ
∣∣∣∣ (e−2iφ − 1)t) = ∞∑
n=0
P
(λ)
n (x;φ)
(2λ)neinφ
tn.(5.24)
In (3.8) substituting α + 1, β + 1, t and s by λ − 1 + ix, λ − 1 − ix, (1 − e−2iφ)t/2 and
(1− e−2iφ)s/2, respectively, and letting
Q(λ)n (x;φ) =
tn
n!
et1F1
(
λ+ ix+ n
2λ+ 2n
∣∣∣∣ (e−2iφ − 1)t) ,(5.25)
we obtain the following addition formula corresponding to Meixner-Pollaczek polynomials.
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Theorem 5.4. We have the addition formula
Q
(λ)
0 (t+ s;φ) =
∞∑
n=0
n!(λ+ ix)n(λ− ix)n(2λ− 1)n
(2λ− 1)2n(2λ)n 4
nQ(λ)n (t;φ)Q
(λ)
n (s;φ).(5.26)
6 q-Ultraspherical and Askey–Wilson Polynomials
The continuous q-ultraspherical polynomials have the weight function
w(x;β) =
1
2π
(e2iθ, e−2iθ)
(βe2iθ, βe−2iθ)
(β2, q)∞
(β, βq)∞
1√
1− x2 , x = cos θ ∈ (−1, 1),
and have the property
Cn(x, β|q) = 2
n(β)n
(q)n
Pn(x), λj =
(1− qj)(1− β2qj−1)
4(1 − βqj−1)(1− βqj) .
In view of (1.10) and (1.8) we see that
exy =
2
y
∞∑
n=0
(n + 1)In+1(y)Un(x).(6.1)
Now the special case γ = q of the connection relation (1.9) gives the following expansion:
Un(x) =
[n/2]∑
k=0
βk(q/β; q)k(q; q)n−k
(q; q)k(qβ; q)n−k
1− βqn−2k
1− β Cn−2k(x;β | q).(6.2)
Using the above expansion and the orthogonality of the q-ultraspherical polynomials we have
Qj(t) =
2
t
1
λ1 · · ·λj
∞∑
n=0
∫ 1
−1
w(x)(n + 1)In+1(t)Un(x) Pj(x)dx
=
2j+1 (β)j
(q)j
1
t
∞∑
k=0
(j + 2k + 1)Ij+2k+1(t)
βk(q/β; q)k(q; q)j+k
(q; q)k(qβ; q)j+k
1− βqj
1− β
=
2j+1
t
∞∑
k=0
(j + 2k + 1)Ij+2k+1(t)
βk(q/β; q)k(q
j+1; q)k
(q; q)k(βqj+1; q)k
.
To denote the explicit dependence on q and β we set
Qj(t;β, q) =
2j+1
t
∞∑
k=0
(j + 2k + 1)Ij+2k+1(t)
βk(q/β; q)k(q
j+1; q)k
(q; q)k(βqj+1; q)k
.(6.3)
Thus we proved that
27
Theorem 6.1. The functions {Qj(t;β, q)} have the addition formula
Q0(s+ t;β, q) =
∞∑
n=0
(q; q)n(β
2; q)n
4n(β; q)n(qβ; q)n
Qn(s;β, q)Qn(t;β, q).(6.4)
The special case β → 0 is worth recording. Indeed if
Fn(t; q) :=
2n+1
t
∞∑
k=0
(n+ 2k + 1)In+2k+1(t)(−1)nq(
k+1
2 )
[
n+ k
k
]
q
,(6.5)
then we have established the curious result
F0(s+ t; q) =
∞∑
n=0
(q; q)n
4n
Fn(s; q)Fn(t; q).(6.6)
Another interesting case is to let β = qν then let q → 1. This should reduce (6.3) to (3.1)
since limq→1Cn(x; q
ν |q) = Cνn(x). Surprisingly the q → 1 limit of (3.1), after setting β = qν is
Qj(t) = 2
j
∞∑
k=0
Ij+2k(t)
(−ν)k(j)k
k!(j + 1 + ν)k
j + 2k
j
.
Equating the above limit and the Qj as in (6.3) leads to the following known identity involving
Bessel functions
(z/2)µ−νJν(z) =
∞∑
n=0
Γ(µ+ n)Γ(ν + 1− µ)(µ + 2n)
n! Γ(µ + 1− µ− n)Γ(ν + n+ 1)Jµ+2n(z),(6.7)
see [7, (7.15.2)]. It is also worth mentioning that (6.7) is equivalent to a theorem of Bailey
evaluating the sum of a well-poised 4F3 with argument −1, [6, (4.5.4)] .
Next we consider the Askey–Wilson polynomials whose weight function is
W (x; a1, a2, a3, a4|q) = (e
2iθ, e−2iθ; q)∞∏4
j=1(aje
iθ, aje−iθ; q)∞
1√
1− x2 ,
×(q; q)∞
∏
1≤j<k≤4(ajak; q)∞
2π (a1a2a3a4; q)∞
, x = cos θ.
(6.8)
The Askey-Wilson polynomials have the basic hypergeometric function representation
pn(x; a1, a2, a3, a4 | q) = a−n1 (a1a2, a1a3, a1a4; q)n
× 4φ3
(
q−n, a1a2a3a4q
n−1, a1e
iθ, a1e
−iθ
a1a2, a1a3, a1a4
∣∣∣∣ q, q) .(6.9)
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One very special case of their connection coefficients formula is [2, (6.4)–(6.5)]
pn(x;α, a2, a3, a4 | q) =
n∑
k=0
ck,npn(x; a, a2, a3, a4 | q)(6.10)
where
ck,n =
an−k(q; q)n(αa2a3a4q
n−1; q)k(α/a; q)n−k
(q, aa2a3a4qk−1; q)k(q, aa2a3a4q2k; q)n−k
∏
2≤j<m≤4
(ajamq
k; q)n−k.(6.11)
Moreover
Un(x) =
1
(qn+2; q)n
pn(x;
√
q, q,−√q,−q|q), pn(x; a, b, c, d|q) = 2n(abcdqn−1; q)nPn(x)
λn =
(1− qn)(1− a1a2a3a4qn−2)
∏
1≤j<k≤4(1− ajakqn−1)
4(a1a2a3a4q2n−3, a1a2a3a4q2n−2; q)2
.
Applying (2.18) and the plane wave expansion (6.1) we find that the Qm’s are given by
Qm(t) =
1
λ1λ2 · · ·λmL(e
xtPm) =
2/t
λ1λ2 · · ·λm
∞∑
n=0
(n+ 1)In+1(t)L(Un(x)Pm)
= (2/t)
∞∑
n=m
(n + 1)In+1(t)
(aqm+1; q)m
(qn+2; q)n
2n cm,n
= (2/t)
∞∑
n=m
2n(n+ 1)In+1(t)
(aqm+1; q)m
(qn+2; q)n
an−m(q; q)n(q
n+2; q)m(q/a; q)n−m
(q, aqm+1; q)m(q, aq2m+2; q)n−m
×(−qm+1, qm+3/2,−qm+3/2; q)n−m.
After some simplification we arrive at
Qm(t) =
2m+1
t
∞∑
n=0
2nan(n+m+ 1)
×(q
m+1, q/a,−qm+1; q)n(q2m+3; q2)n
(q, aq2m+2, qn+m+2; q)n
In+m+1(t).
(6.12)
Theorem 6.2. The functions {Qm(x)} defined in (6.12) satisfy the addition theorem
Q0(s+ t) =
∞∑
n=0
(q2, a2q; q)n
4n(aq, aq2; q)2n
Qn(t)Qn(s).(6.13)
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7 Ultraspherical Polynomials as Moments
One of the generating functions reads
Q(t) =
∞∑
n=0
C
(ν)
n (x)
(2ν)n
tn = ext0F1
( −
ν + 12
;
(x2 − 1)t2
4
)
.(7.1)
Let cosφ = −1, then w = z + Z and Cνn(−1) = (−1)n (2ν)nn! . It follows from (1.5) that
0F1
( −
ν + 1/2
;
−(z + Z)2
4
)
=
∞∑
n=0
(n + ν − 1/2)(−1)n(2ν − 1)n
n!(ν + 1/2)n(ν − 1/2)n+1
×
(
zZ
4
)n
0F1
( −
ν + 1/2 + n
;
−z2
4
)
0F1
( −
ν + 1/2 + n
;
−Z2
4
)
.
(7.2)
Therefore, let z = t
√
1− x2 and Z = t√1− x2 we obtain
Q(t+ s) =
∞∑
n=0
(n+ ν − 1/2)(−1)n(2ν − 1)n
(ν + 1/2)n(ν − 1/2)n+1
(1− x2)nn!
4n
Qn(t)Qn(s),(7.3)
where
Qn(t) =
tn
n!
etx0F1
( −
ν + 1/2 + n
;
(x2 − 1)t2
4
)
=
tn
n!
+ (n+ 1)x
tn+1
(n + 1)!
+ · · · .
Extracting the coefficients of tmsn in (7.3) we get
(m+ n)!Cνm+n(x)
(2ν)m+nm!n!
=
∞∑
k=0
(k + ν − 1/2)(−1)k(2ν − 1)k
k!(ν + 1/2)k(ν − 1/2)k+1
(1− x2)k
4k
×C
ν+k
m−k(x)C
ν+k
n−k(x)
(2ν)m−k(2ν)n−k
.
(7.4)
Using the relation
lim
α7→∞
α−n/2Cα+1/2n (x/
√
α) =
Hn(x)
n!
,
we derive
Hm+n(x)
m!n!
=
m∧n∑
k=0
(−2)k
k!
Hm−k(x)
(m− k)!
Hn−k(x)
(n− k)! .(7.5)
An immediate consequence of (7.3) is the following formula for the Hankel determinant eval-
uation [28, Corollary 3].
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Corollary 7.1. We have
det
(
(i+ j)!
(2ν)i+j
Cνi+j(x)
)
0≤i,j≤n
=
(x2 − 1)n(n+1)/2
2n2
n∏
r=1
r!(2ν)r−1
(ν + 1/2)r−1(ν + 1/2)r
,(7.6)
and more generally, for n ≥ 0, the entries of the Stieltjes tableau (2.9) are
Hi,i+n =
⌊n/2⌋∑
k=0
(n+ i)!xn−2k(x2 − 1)k t2k
i!k!(n − 2k)!(ν + 1/2 + i)k4k .(7.7)
8 A variation of the Stieltjes-Rogers addition formula
Let {Pn(x)} satisfy (2.1) with moment sequence {µn} and P¯n(x) = a−nPn(ax + b) (a 6= 0).
Then it is well-known [5, p.25] that {P¯n(x)} is an OPS with respect to the moments given by
µ¯n = a
−n
n∑
k=0
(
n
k
)
(−b)n−kµk,(8.1)
and satisfy
P¯n+1(x) =
(
x− bn − b
a
)
P¯n(x)− λn
a2
P¯n−1(x).(8.2)
Let Q0(t) =
∑∞
n=0 µn
tn
n! . Then it is easy to see that
Q¯0(t) =
∞∑
n=0
µ¯n
tn
n!
= e−bt/aQ0(t/a).(8.3)
The following variation of the Stieltjes-Rogers addition formula (2.12) is sometimes very useful.
Theorem 8.1. The addition formula for the moment sequence (8.1) is
Q¯0(s+ t) =
∞∑
n=0
λ1 . . . λna
−2nQ¯n(s)Q¯n(t),(8.4)
where Q¯n(t) = e
−bt/aQn(t/a). The corresponding entries in (2.9) are
H¯j,j+n =
n+j∑
k=0
(
n+ j
k
)
(−b)ka−n−jHj,n+j−k.(8.5)
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In particular we have H¯n,n = (−b/a)nHn,n, i.e.,
det(µ¯i+j)0≤i,j≤n =
(−b
a
)n
det(µi+j)0≤i,j≤n.(8.6)
For example, let µn = (α+ 1)n be the nth-moment of Laguerre polynomials {Lαn(x)} (see
(5.4)). If a = b = 1/x then
µ¯n =
n∑
k=0
(−1)n−k
(
n
k
)
xk(α+ 1)k(8.7)
is a weighted derangement number. The corresponding addition formula reads
Q¯0(s + t) =
∞∑
n=0
n!(α+ 1)nx
2nQ¯n(s)Q¯n(t),(8.8)
The α = 0 case of the above formula was derived by Radoux [22] using induction.
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