Abstract: The paper presents an approach to the statistical linearization of the input/output mapping of a non-linear discrete-time stochastic system driven by a whitenoise Gaussian process. The approach is based on applying the maximal correlation function. At that, the statistical linearization criterion is the condition of coincidence of the mathematical expectations of the output processes of the system and model, and the condition of coincidence of the joint maximal correlation functions of the output and input processes of the system and the output and input processes of the model. Explicit expressions for the weight function coefficients of the linearized model are obtained; an approach to eliminate the influence of unobservable output additive disturbances under conditions when a priori information on the type of their probability distribution is available is proposed.
AN ANALYSIS OF CONSISTENT MEASURES OF DEPENDENCE WITHIN IDENTIFICATION PROBLEMS
Statistical linearization of input/output mappings of systems under study relates to the class of problems of non-linear identification whose solution is considerably determines by characteristics of stochastic dependence of input and output processes. At that, known approaches are either based on applying conventional correlation functions, or dispersion ones, the dispersion linearization. At the same time, methods of the dispersion linearization leads out the class of linearized models.
Among various measures of dependence, the product correlation functions are well known and commonly used. However, these may vanish even provided that a deterministic dependence between input and output processes exists (Rajbman, 1981 , Rényi, 1959 . Also, there are known cases when actual dependence between two variables is nonlinear even provided that the regression of a variable onto another one is linear (Sarmanov and Bratoeva, 1967) . Rényi (1959) has formulated seven axioms which are seemed to be the most natural for a measure of dependence ( ) 
G) If the joint distribution of X and Y is normal, then
is the ordinary correlation coefficient of X and Y. Rényi (1959) has shown that a measure of dependence meeting all the above axioms is the maximal correlation:
with here and below supremum being taken over Borel-measurable functions {B} and {C}, and
When investigating random processes, the maximal correlation coefficient is transformed to the following function
. In the two above formulae, the random processes x(s) and y(t) are considered as jointly strongly stationary. The functional ) (v S yx is referred as the maximal correlation function of the random processes y(t) and x(s).
Existence of the pair of transformations ( )
in (1.1) is determined by conditions which are equivalent to those of used for random variables stated by Rényi (1959) , Sarmanov (1963) , Sarmanov and Zakharov (1960) , with a basic assumption being the stochastic kernel of the random processes
for any v.
Due to (1.2), the density p (y,x,v) may be represented by a corresponding bilinear eigenfunction expansion converging in mean (Sarmanov and Zakharov, 1960, Chesson, 1976) .
In the paper, Section 2 reviews a recent approach oriented to applying the maximal correlation within statistical linearization, and drawbacks of such an approach are demonstrated. In Section 3, a maximal correlation approach to the statistical linearization of the input/output mapping of a non-linear discretetime stochastic system driven by a white-noise Gaussian process is derived. Finally, in Section 4, an approach to eliminate the influence of unobservable output additive disturbances when a priori information on the type of their probability distribution is available is proposed.
REVISING RECENT APPROACHES
An approach applying the maximal correlation functions to the statistical linearization has recently been proposed by Pashchenko (2001 Pashchenko ( , 2006 , who considered the following "generalization" of the statistical linearization (the quotes here are used because the models, finally derived, are not linear (with respect to the centered input process), and hence the linearization problem is not solved and substituted by approximation of an initial system's input/output mapping by an approximation of that mapping by a nonlinear one from a preliminary given class). Namely, let a non-linear plant (Pashchenko, 2001 (Pashchenko, , 2006 .
As the plant's model, Pashchenko (2001 Pashchenko ( , 2006 As criteria of the statistical linearization, Pashchenko (2001 Pashchenko ( , 2006 considers the following ones: the first criterion is the condition of coincidence of the mathematical expectations of the plant's "output" and model's "output", the condition of coincidence of the functional auto-correlation functions of the plant's "output" and model's output (see (2.4) below and notations therein); the second criterion is the condition of the minimum of the mean square error.
Again, Pashchenko (2001 Pashchenko ( , 2006 "for sake of simplicity" assumes that the class of models (2.2) contains the inverse operator 1 − B , wile the model of plant (2.1) is searched for in the class of models
Following to Pashchenko (2001 Pashchenko ( , 2006 , consider the identification problem in accordance to the first and second criteria of the statistical linearization.
The first criterion takes in that case the form
is the functional auto-correlation function of the corresponding random process (Pashchenko 2001 (Pashchenko , 2006 . In (2.5),
are some non-random coefficients also subject to determination.
Let, in accordance to Pashchenko (2001 Pashchenko ( , 2006 , A be a linear non-stationary integral operator of the form
Then, from conditions (2.4) the following model has been derived in (Pashchenko 2001 (Pashchenko , 2006 [ ]
When applying the second criterion, minimum of the mean square error, Pashchenko (2001 Pashchenko ( , 2006 has written the following system of equations
At that, Pashchenko (2001 Pashchenko ( , 2006 indicates that solving this problem of the statistical "linearization" consists of the following four stages.
At the first stage, the operators B and C are determined in accordance to the criterion
At the second stage, the coefficient )
(2.10)
At the third stage, the operator A or its weight func-
, is determined, and, finally, at the fourth stage, the coefficient ) ( 0 t K is determined from equation (2.7) or (2.8) in dependence on the statistical linearization criterion chosen.
As seen, the first two stages of the four stages of (Pashchenko, 2001 (Pashchenko, , 2006 are of declarative nature exclusively and are by no means related to the above criteria of statistical linearization. "Linearization" is of course another unsuccessful term because no linear model is derived within the considered scheme. Going back to the mentioned term "semilinear" models, the approach of Pashchenko (2001 Pashchenko ( , 2006 should be referred as "statistical semilinearization". In the scheme presented, condition (2.9) is by no means related to the above criteria of the statistical "linearization" as a measure of association of the plant and model. Condition (2.10) is at all stated as imposed "for instance", from what it follows that the coefficient ) ( 1 t K may be chosen in arbitrary manner, "for instance" one may be set to be equal to 1 or to any other constant, or to any a priori given function, that indicates the inanition of introducing the coefficient )
in models (2.5a), (2.5b) by Pashchenko (2001 Pashchenko ( , 2006 . (Pashchenko 2001 (Pashchenko , 2006 ).
More over, equations (2.7), (2.8) themselves are neither derived in
As to resting equations, (2.7b), (2.8a), (2.8b), then one can bee seen that they are linear both in coefficients ). This circumstance confirms the assumption on invalidity of equations (2.7b), (2.8a), (2.8b).
One may try "to derive", for instance, equation (2.7b). From criterion (2.4), by virtue of the above considered stages of (Pashchenko, 2001 (Pashchenko, , 2006 it follows:
Hence, equation (2.7b) might be valid under the condition that the coefficient ) ( 1 t K commutes with the non-linear transformation B, but there are no reasons for such an assumption.
More ambiguity is present in the question on validity of equations (2.8a), (2.8b) because in (Pashchenko, 2001 (Pashchenko, , 2006 under using the second criterion of the statistical linearization (minimum of the mean square error) its analytical expression is not presented. If a common mean square expression may be used as a hypothetical point for further inferences, then by virtue of the above considered four-stage scheme, in accordance to which the transformations B and C are chosen from condition (2.9), one may conclude that such a criterion is of the form
Hence, the statement that equations (2.8) follow from criterion (2.11) does no look believable disregarding its mathematical justification.
Thus the above considerations demonstrate the inconsistency (in the common sense of this word) of the method of Pashchenko (2001 Pashchenko ( , 2006 of the statistical "linearization".
STATISTICAL LINEARIZATION BY USE OF THE MAXIMAL CORRELATION
Let a nonlinear discrete-time system be described by an input/output relationship which generically is of the form
where y(t) is the system output process considered as a stationary ergodic random process; w(s), the system input process which, within the problem statement, is considered as a white-noise Gaussian random process; t I is the set of discrete times, and
. For sake of simplicity but without loss of generality, the above processes y(t) and w(s) are assumed to be zero mean and normalized to unity ones, i.e.
The processes y(t) and w(s) are also assumed to be joint stationary in the strict sense.
System (3.1) model will be searched for in the following form
is the model output process,
are the coefficients of the transfer function of the linearized model subject to identification in accordance to the condition of coincidence of the above indicated At that, the statistical linearization criterion is the condition of coincidence of the mathematical expectations of the output processes of system (3.1) and model (3.3), and the condition of coincidence of the joint maximal correlation functions of the output and input processes of the system and the output and input processes of the model. Mathematically, such a criterion has the form
Again, following to normalization conditions (3.2), it
3), and, correspondingly, the model weight coefficients meet the following condition
Expressions (3.4) and (3.5) are the criterion of statistical linearization of system (3.1). Correspondingly, in terms of the probability densities, condition (3.5) by virtue of (3.2) takes the form are correspondingly the marginal distribution densities of the system y(t) and model ) ; ( G t y output processes, and of the system as well as the model input process w(s),
be a sequence of random variables which are, obviously, Gaussian zero mean ones, and having the variance
Then, within the notations introduced and by virtue of model (3.3) description, the following matrix equalities may be written
Formulae (3.7), (3.8) thus represent linear transformation of a Gaussian random vector, and hence
that is the density is Gaussian. Hence, it directly follows, by virtue of the Rényi's axiom G (Section 1), that in condition (3.5)
"To bare" the modulus in (3.9), one should apply the sign of regression of the output process onto the input one, i.e.
[ ]
The latter equation determines the coefficients of the weight function of linearized model (3.3).
To calculate the maximal correlation ) (k S yw , the following procedure directly followed from (Sarmanov, 1963) In accordance to (Sarmanov, 1963) , kernels (3.12) are positive and have equal spectra of eigenfunvalues
and, generically, different spectra of eigenfunctions At that, the statistical linearization problem statement is to be reformulated in order to achieve statistical coincidence of the linearized system's model in (3.3) and system (4.1) but taken as "noise free", i.e. as 0 ) ( ≡ t ξ almost surely. In that case, the criterion expressed by conditions (3.4), (3.5) remains to be applicable but with taking into account that ) (t y therein is to be a "noise free" process, i.e. within notations of system (4. data leads to the possibility of using formulae (3.14) and followed by them to find the weight function coefficients in (3.10) for linearized model (3.3) of system (4.1). At that, one just may be noted that with regard to system (4.1), in (3.10) ) ( ) (~k reg k reg w y yw = .
