Calogero-Moser models can be generalised for all of the finite reflection groups. These include models based on non-crystallographic root systems, that is the root systems of the finite reflection groups, H 3 , H 4 , and the dihedral group I 2 (m), besides the well-known ones based on crystallographic root systems, namely those associated with Lie algebras. Universal Lax pair operators for all of the generalised Calogero-Moser models and for any choices of the potentials are constructed as linear combinations of the reflection operators. The consistency conditions are reduced to functional equations for the coefficient functions of the reflection operators in the Lax pair. There are only four types of such functional equations corresponding to the two-dimensional subroot systems, A 2 , B 2 , G 2 , and I 2 (m). The root type and the minimal type Lax pairs, derived in our previous papers, are given as the simplest representations. The spectral parameter dependence plays an important role in the Lax pair operators, which bear a strong resemblance to the Dunkl operators, a powerful tool for solving quantum Calogero-Moser models.
Introduction
Generalised Calogero-Moser models are integrable many-particle dynamical systems based on finite reflection groups. Finite reflection groups include the dihedral groups I 2 (m) and H 3 and H 4 together with the Weyl groups of the root systems associated with Lie algebras, called crystallographic root systems. Integrability of classical Calogero-Moser models based on the crystallographic root systems [1, 2] is shown in terms of Lax pairs. The root and the minimal type Lax pairs derived in our previous papers [3] provide a universal framework for these Calogero-Moser models, including those based on exceptional root systems and the twisted models. On the other hand, a theory of classical integrability for the models based on noncrystallographic root systems has been virtually non-existent. This is in sharp contrast with the quantum counterpart. Dunkl operators, which are useful for solving quantum CalogeroMoser models, were first explicitly constructed for the models based on the dihedral groups [4] .
In this paper we present a Lax pair in an operator form for generalised Calogero-Moser models, which applies universally to the models based on non-crystallographic root systems as well as those based on crystallographic ones. This Lax pair, as expected, bears a strong resemblance to the Dunkl operators [4, 5] and the reflection operators play a central role.
The spectral parameter dependence is also essential, in contradistinction to the auxiliary role in the conventional formalism [2] . When suitable representation spaces are chosen, the universal Lax pair reproduces the root type and the minimal type Lax pairs for the models based on the crystallographic root systems. This provides another clue that the quantum and classical integrability of the generalised Calogero-Moser models are closely connected.
We hope that this Lax pair operator formalism will cross-fertilise the fruitful subject of the quantum and classical Calogero-Moser systems and related ones such as Toda systems.
For the general background and the motivations of this paper and the physical applications of the Calogero-Moser models with various potentials to lower-dimensional physics, ranging from solid state to particle physics and supersymmetric gauge theories, we refer to our previous papers [3] and references therein. This paper is organised as follows. In section 2 we summarise the basic concepts of the finite reflection groups in order to set the stage and to introduce appropriate notation. In section 3 the generalised Calogero-Moser models are defined with various choices of root systems and potentials. Section 4 is the main body of the paper. The Lax operators L and M are defined as a linear combination of the reflection operatorsŝ ρ for all the roots ρ. The coefficient functions depend on the dynamical variables and on the spectral parameter in a rather symmetrical way. Consistency of the Lax pair can be proved quite easily. The Lax equation is at most quadratic in the reflection operators,ŝ ρŝσ , which becomes an identity operator for ρ = σ,ŝ 2 ρ = 1, and a two-dimensional rotation operator for ρ = σ. The linear (ŝ 1 ρ ) and the constant (ŝ 0 ρ ) parts give the canonical equations of motion of the generalised Calogero-Moser models. The quadratic partŝ ρŝσ , ρ = σ, imposes the consistency conditions, which are decomposed into those corresponding to two-dimensional sub-root systems containing ρ and σ. As shown in Table 1 , there are only four types of two-dimensional root systems, A 2 , B 2 , G 2 , and I 2 (5) for all of the Coxeter groups except for the dihedral group 
Root systems and finite reflection groups
We now review some facts about root systems and their reflection groups in order to introduce notation [6] . We consider only reflections in Euclidean space. A root system ∆ of rank r is a set of vectors in R r which is invariant under reflections in the hyperplane perpendicular to each vector in ∆. In other words,
in which
Dual roots are defined by α ∨ = 2α/|α| 2 , in terms of which
3)
The orbit of β ∈ ∆ is the set of root vectors resulting from the action of the reflections on it {s α (β), α ∈ ∆}. The set of positive roots ∆ + may be defined in terms of a vector V ∈ R r , with V · α = 0, ∀α ∈ ∆, as those roots α ∈ ∆ such that α · V > 0. A unique set of r simple roots Π is defined such that they span the root space and the coefficients {a j } in β = r j=1 a j α j for β ∈ ∆ + , {α j ∈ Π, j = 1, . . . , r} are all positive. The set of reflections {s α , α ∈ ∆} generates a group, known as a Coxeter group. It is generated by products of s α with α ∈ Π subject to the relations
The set of positive integers m(α, β) uniquely specify the Coxeter group with m(α, α) = 1, ∀α ∈ Π. For example, for two-dimensional crystallographic root systems A 2 , B 2 , and G 2 , the integer m(α, β) is 3, 4, and 6, respectively. Thus s α s β is a two-dimensional rotation by an angle ±2π/3, ±π/2, and ±π/3, respectively. This fact will be used in later sections. We consider here only those Coxeter groups with a finite number of roots in Euclidean space, called the finite reflection groups.
The root systems for finite reflection groups may be divided into two types: crystallographic and non-crystallographic root systems. Crystallographic root systems satisfy the additional condition
These root systems are associated with simple Lie algebras: {A r , r ≥ 1}, {B r , r ≥ 2}, 
The action of the reflection group on the Weyl chambers is transitive and free, i.e. any Weyl chamber may be obtained from another by the action of an element of the reflection group and this element is unique.
The principal Weyl chamber is defined as the one whose points q satisfy q · α > 0, ∀α ∈ ∆ + .
For crystallographic root systems this implies that all points in the principal Weyl chamber have positive Dynkin labels.
Definitions and properties of the crystallographic root systems may be found in many references, see for example [7] . The concept of weights may be defined for these root systems.
For crystallographic root systems, any positive root is a sum of simple roots in Π with positive integer coefficients. The set of weights Σ, which lie on a lattice, is the set of vectors such that if Λ ∈ Σ then α ∨ · Λ is an integer for any α ∈ ∆. Fundamental weights Λ (j) are vectors which form a dual basis to the corresponding dual simple roots α 
Then a choice of simple roots for H 4 is the following:
8)
The full set of roots of H 4 in this basis may be obtained from (1, 0, 0, 0), (
), and (a, 1 2 , b, 0) by even permutations and arbitrary sign changes of coordinates. These 120 roots form a single orbit. A subset of (2.8), {α 1 , α 2 , α 3 } is a choice of simple roots for the H 3 root system. In this basis, the full set of roots for H 3 results from even permutations and arbitrary sign changes of (1, 0, 0) and (a, 1 2 , b). These 30 roots also form a single orbit.
Generalised Calogero-Moser Models
A generalised Calogero-Moser model is a Hamiltonian system associated with a root system ∆ of rank r. Quantum versions of these models are also integrable, at least for certain choices of ∆ and potential function [8] . The dynamical variables are the coordinates {q j } and their canonically conjugate momenta {p j }, with the Poisson brackets
These will be denoted by vectors in R
The Hamiltonian for the Calogero-Moser model is
in which the real coupling constants g |α| and potential functions V |α| are defined on orbits of the corresponding finite reflection group, i.e. they are identical for roots in the same orbit.
This then ensures that the Hamiltonian is invariant under reflections of the phase space variables about a hyperplane perpendicular to any root
with s α defined by (2.3).
The Lax pair operator that we will construct in later sections will apply for the following potentials (g |α| = g for all roots in simply laced models and g |α| = g L for long roots and g |α| = g S for short roots in non-simply laced models):
1. Untwisted elliptic potential . This applies to all of the crystallographic root systems and the potential function is
in which ℘ is the Weierstrass ℘ function with a pair of primitive periods {2ω 1 , 2ω 3 }.
Throughout this paper we adopt the convention that the Weierstrass ℘, ζ, and σ functions have the above standard periods, unless otherwise stated.
2. Twisted elliptic potential . This applies to all of the non-simply laced root systems.
Except for the G 2 model, the potential functions are
That is, the potential for short roots has one half of the standard period in one direction, which we choose to be ω 1 . For the G 2 model,
, 2ω 3 }), for short roots. In this case the potential for short roots has one third of the standard period in one direction, which we choose to be ω 1 . The cases of BC r system and the extended B r , C r , and BC r systems will be discussed separately in later sections.
3. Trigonometric and hyperbolic potentials. This applies to all crystallographic systems and the potential functions are
for all roots, (3.8) in which a is an arbitrary real constant. In other words, the spatial ordering of the particles is unchanged during the time evolution.
This simplifying feature is a basic cornerstone of the solvability. The coupling constants for H 4 . These are the degrees at which Coxeter invariant polynomials exist [6] .
Lax pair and functional equations
Here we construct a Lax pair for the generalised Calogero-Moser models in an operator form acting on an as yet unspecified vector space and derive the necessary and sufficient conditions for the consistency of the Lax equations. The Lax pair (4.5) contains operators as well as functions x |ρ| (u, w), y |ρ| (u, w), which are related to the chosen potential (3.5)-(3.9).
The consistency of the Lax pair requires that x |ρ| (u, w) satisfy certain functional equations (4.27), (A.7), which are closely related with those required for the commutativity of Dunkl operators [4, 5] . Verification that the solutions (4.34), (4.37), (4.38), (4.41), (4.44), (4.45) satisfy the functional equations will be presented in the Appendix.
The operators appearing in the Lax pair for a generalised Calogero-Moser model associated with a root system ∆ are naturally the reflection operators {ŝ α , α ∈ ∆} of the root system. They act on a set of R r vectors Γ = {µ (k) ∈ R r , k = 1, . . .}, which is closed under the action of the reflection group. The totality of the vectors in Γ forms the representation space V. A general construction of the representation space, and some explicit cases will be presented in the subsequent two sections. Another set of operators {Ĥ j , j = 1, . . . , r} is necessary. IfĤ j acts on a vector µ (k) ∈ Γ, the j-th component is returned:
These form the following operator algebra:
2) 
The function y |ρ| is defined by
The variable u takes care of the dynamical variable dependence and w is for the spectral parameter dependence. Furthermore, it is required that x |ρ| (u, w) is odd:
so that L and M are independent of the choice of positive roots ∆ + . This also implies that the sums in (4.5) may be extended to a sum over all roots if an additional factor of 1/2 is included in front of the sums since the summands are even under ρ → −ρ. The function x |ρ| (u, w) is assumed to have a simple pole at u = 0 with unit residue
This condition is related with the unit strength of the repulsive potential near the reflection hyperplane mentioned earlier.
Before proving the consistency of this Lax pair we calculate the Hamiltonian and find the corresponding equations of motion. The Hamiltonian for the theory is defined in terms of a representation of the operator L of (4.5) by
where the constant C R , which depends on the representation, is defined by
The resulting Hamiltonian is then
in which C is independent of the dynamical variables q and p and therefore unimportant for the classical theory. The potential functions are given in (3.5)-(3.9). The function x |ρ| and the potential function V |ρ| are related (except for the confining harmonic potential (3.10), which has to be added separately) simply as The equations of motion following from this Hamiltonian arė
Because of (4.12) the last expression in (4.14) is independent of w.
The Lax equationL
may be divided into three parts as
We next prove, in turn, that each of these equations is consistent with the equations of motion (4.13).
The left-hand side of (4.16) is
and the right-hand side is
The third line follows from the commutation relation (4.2) and the last line follows from the equation of motionq = p.
The left-hand side of (4.17), after using the equations of motion (4.13) is
The summand x |ρ| (u, w)y |ρ| (−u, w) − x |ρ| (−u, w)y |ρ| (u, w) is independent of the parameter w.
Sinceŝ ρŝσ andŝ σŝρ are rotations (except for ρ = σ,ŝ 2 ρ = 1) they do not leave any real vectors in the rotation plane invariant. Thus [X, M] is decomposed into the diagonal (ρ = σ) and the off-diagonal (ρ = σ) parts. The diagonal part gives the equation of motion
Finally, (4.18) will lead to the functional equations which must be satisfied by the functions x |ρ| (u, w) in the Lax pair. Relabeling the roots in the second summation of (4.22) gives the general operator form for the functional equation
This shows that the consistency condition involving all of the roots is decomposed into a sum of two-dimensional ones corresponding to a fixed rotationR ψ ≡ŝ ρŝσ in each twodimensional plane. Since the coefficient ofR ψ ≡ŝ ρŝσ in this equation must separately vanish, this may be decomposed into the functional equations
in which µ is a generic vector in Γ. This equation must be satisfied for a fixed rotation R ψ = s ρ s σ and all roots appearing in it are in the two-dimensional sub-root system Φ = {κ, κ ∈ (∆∩span(ρ, σ)} with positive roots Φ + ≡ Φ∩∆ + . The only possible two-dimensional root systems Φ are A 1 × A 1 , A 2 , B 2 , G 2 , and I 2 (m). Table 1 shows the two-dimensional sub-root systems appearing in the root systems of finite reflection groups. The A 1 × A 1 root system has been omitted since its corresponding functional equation is trivially satisfied for any function and therefore does not give any constraint on the functions x |ρ| (u, w). It should be stressed that the functional equations are determined by the two-dimensional sub-root systems only and not by where they are embedded in the entire root system. Thus, as seen Table 1 : Two-dimensional sub-root systems.
from Table 1 , each function x |ρ| must satisfy at most two functional equations, except for the models based on the dihedral groups.
The functional equation in (4.26) may be further simplified to
and R ψ/2 is a rotation by an angle ψ/2 with R ψ = s ρ s σ . It has the following action on any pair of roots ρ, σ ∈ Φ + which satisfy
Using these relations, the simplified form of the functional equation (4.27) may be proven.
First substitute the definition of f (q, µ) in (4.28) into (4.27) to obtain 0 =
Since the coupling constants g |α| are arbitrary and are constants on the orbits they may be rescaled as g |α| → 2g |α| /|α| for all α ∈ Φ. Performing this rescaling of the coupling constants and using the action of R ψ/2 in (4.29), the previous equation becomes
This is the same as the earlier form of the functional equation in (4.26), after using the
We next present the functional equations for the two-dimensional root systems, A 2 , B 2 , G 2 , and I 2 (m), and state their solutions. The proofs that the solutions satisfy the relevant functional equations are contained in the Appendix.
We first consider the functional equation for the A 2 root system with simple roots α and β. We choose R 2π/3 = s α s β and the functional equation (4.25) becomes
The subscripts on the function x is omitted since all roots are in the same orbit and hence only one function appears. Also the spectral parameter ξ is absorbed into µ by redefinition:
µ → µ/ξ. We look for solutions to this functional equation, as well as the ones for other root systems, which are valid for arbitrary vectors q and µ. Therefore these solutions are valid in any representations. In certain representations, such as the minimal and the root type representations discussed in section 6, there is a larger class of solutions. The functional equation arising from the rotation R −2π/3 is equivalent to that given above. A simple solution to (4.32) satisfying the residue condition (4.8) is
in which b is an arbitrary complex parameter. The potential function in the resulting Hamil- 
In this case there are two sets of elliptic function solutions for the long and short root functions, x L and x S , respectively. The solutions along with the corresponding potential functions are
for the untwisted solution and
for the twisted solution. Here e 1 ≡ ℘(ω 1 ) and b is an arbitrary complex constant.
Next we consider the functional equation (4.26) for the G 2 root system with short and long simple roots α and β, respectively. We choose R π/3 = s α s β in (4.26) and the functional
As before, x S and x L are the functions for short and long roots, respectively. The elliptic function solutions to (4.39) along with the corresponding potential functions V S (u) and V L (u)
are the untwisted ones in (4.37) and the following twisted ones
Here again, b is an arbitrary complex parameter. The short and long root functions also satisfy the A 2 functional equation (4.32) separately, as expected. However, I 2 (m) for even m has two orbits: one the set {α j } with odd j and the other with even j. It is possible to have two independent coupling constants and functions in this case.
The corresponding functions are denoted x O and x E , respectively and the solution of (4.42) is
in which b and c are arbitrary complex constants.
For the other non-crystallographic root systems H 3 and H 4 , the two-dimensional sub-root systems are A 2 and I 2 (5). Thus the solution (4.44) satisfies all of the functional equations for the consistency of the Lax pair.
At the end of this section, let us show the Lax pair operator formulation for the rational potential with a confining harmonic force. This applies, as before, to all of the root systems including the non-crystallographic ones. This is a simple generalisation of the Lax pairs given in [2] , which were constructed for the vector representations of the classical root systems, A r , B r , C r , D r , and BC r .
Let us start from the Lax operator for the rational potential without spectral parameter:
It corresponds to the following Hamiltonian and the equations of motion:
(4.49)
If a confining harmonic potential is added to the Hamiltonian
the equations of motion reaḋ
It is elementary to see that the above equations can be written in an operator forṁ
in which L and M are the same as before (4.46) and Q is defined by
It is easy to verify that
This property is valid only for the rational potential without spectral parameter.
Next let us introduce a pair of non-hermitian operators L ± by
Their time evolution equations reaḋ 
Representations of the Lax operators
We next consider representations of the operator algebra P Ω (s α (t)) with α ∈ ∆ 1 . All of the monomials in V therefore have the same degree N. A similar representation for only the reflection generatorsŝ α with Ω a sub-root system of ∆ was introduced by MacDonald for irreducible representations of the Weyl groups [11, 12] .
The action of the operators on the basis vectors in V, iŝ
Note that the representation matrices {R(Ĥ l ), l = 1, . . . , r} are all diagonal in this basis.
All of the previous versions of Lax pairs for the Calogero-Moser models, namely the minimal and root type Lax pairs, result from (4.5) in a representation R Ω with Ω a single 1 More generally, the vector space for the representation is Sym(W * ), the symmetric algebra on the r-dimensional dual vector space W * .
vector, i.e. (5.1) with N = 1 [3] . In the case of N = 1, the vectors in V, upon which the representation matrices act, may be denoted in a simple manner as |µ with
For the minimal type Lax pair, the representation has |µ ∈ V with µ being a weight in the same Weyl orbit as the highest weight of a minimal representation of the corresponding Lie algebra. For the root type Lax pair, the vectors µ in V are labelled by all of the roots for the simply-laced root systems and either the short or long roots for the non-simply laced root systems. All of the µ which label the basis vectors of V are then in a single Weyl orbit, as required. It will be demonstrated in section 6 that the Lax pairs in these representations agree with those given in [3] .
There is a simple relation between the geometry of the root system and the dimension 
with all non-vanishing coefficients a j , j = 1, . . . , 5. Since the dimension of the representation depends only on which Dynkin labels are non-zero, these coefficients a j may be chosen to be 1, without loss of generality. Then the isotropy group is trivial and we obtain D = 6!, which has not been previously described. In fact, even among the representations R Ω with N = 1, most of the matrices for the Lax pairs had not been described before.
As a second example, let us evaluate the dimensions of some lower-dimensional Lax pairs
for the E 8 model. Let us take µ 0 = Λ (1) and µ 0 = Λ For the non-crystallographic root systems, the root type Lax pairs with dimensions 2m
for I 2 (m), 30 for H 3 and 120 for H 4 give the smallest dimensional Lax pair matrices.
Minimal and root type Lax pairs
As examples of representations of the Lax operators, we consider those representations that yield the minimal and root type Lax pairs previously reported in Ref. [3] . The functional equations associated with these representations are also derived by restricting those given in section 4. These are the same as those given in our previous papers, which we denote as sum rules. In this section we consider only the crystallographic root systems.
Minimal type Lax pairs are associated with minimal representations of the Lie algebras.
All of the fundamental representations of A r , the spinor representation of B r , the vector representation of C r , and the vector, spinor and anti-spinor representations of D r , the 27
and 27 of E 6 and the 56 of E 7 are the minimal representations. All weights in a minimal representation are in a single Weyl orbit. The vectors |µ ∈ V of the representation are {|µ , µ ∈ Σ min }, in which Σ min is the set of weights of the minimal representation. They are characterised by the condition
On the other hand the vectors |µ ∈ V of the root type Lax pairs are {|α , α ∈ ∆} for a simply-laced root system ∆. The set of basis vectors of the two possible root type representations for a Lax pair associated with a non-simply laced root system are {|α , α ∈ ∆ S }, the set of short roots, and {|α , α ∈ ∆ L }, the set of long roots. Let us collectively denote by ∆ R the set of basis vectors of various root type representations:
for simply laced models, all roots, ∆ L , for non-simply laced models, long roots, ∆ S , for non-simply laced models, short roots. With the basis vectors of V, upon which the representation matrices act, labelled by a single vector, as in (5.2), the matrix elements of the minimal and root type Lax pairs are
where L and M are the Lax operators defined in (4.5). Hereafter we adopt simplified notation
). For an arbitrary function f (u) we have the following matrix element for the minimal type
and for the root type (except for the G 2 case)
The G 2 case can be handled in a similar way.
By combining (6.3), (6.4) and (6.7), (6.8) it is straightforward to derive the matrix representations of the minimal and root type Lax pairs. For the minimal Lax pair we obtain
in which A m is a constant and B m contains the dynamical variables q. Both have no effect on the Lax equation and can thus be omitted. They are terms are dropped, the above Lax pair (6.9), (6.10) has the same form as that given in our previous paper [3] .
For the root type Lax pair we obtain
As in the minimal case A r is a constant and B r contains the dynamical variables q. Both have no effect on the Lax equation and can be omitted. They are
) is the number of long (short) roots α ∈ ∆ such that α · β = 0 for a given β ∈ ∆, (∆ L , ∆ S ). When the A r and B r terms are dropped and with the following identification:
the above Lax pair (6.11), (6.13) has the same form as that given in our previous paper [3] .
The restrictions on the eigenvalues of the operator (6.1), (6.2), simplify the functional equations, too. Let us examine the A 2 functional equation (4.32) by adopting the variables u, v, ξ 1 , and ξ 2 defined in (A.8). We impose a condition ξ 1 = ξ = −ξ 2 , so that the restriction of the minimal representation (6.1) is satisfied. The limit formulas (6.3) and (6.4) yield the so called first sum rule of Ref.
[3]
Here the suffix |ρ| is omitted since all the roots participating in the A 2 functional equation belong to the same orbit. Likewise, let us impose a condition ξ 1 = 2ξ, ξ 2 = −ξ, so that the restriction of the root type representation (6.2) is satisfied. The limit formulas (6.3) and (6.4) yield the so called second sum rule of Ref. [3] 
One may also verify that all of the functional equations in [3] 
Comments and Discussion
Firstly, let us comment on the relation between our work and the paper on elliptic Dunkl operators by Buchstaber, Felder, and Veselov [5] . From the commutativity of Dunkl operators they derived a functional equation Eq. (9) of Ref. [5] , which was closely related to our equa- root function x S (u, w) (and/or x L (u, w)) in these models are required to satisfy the B 2 functional equation only but not the A 2 one. Thus the solution space is larger than that of the other models. This in turn allows more potential function terms (one more for B r , and C r and two more for BC r ) with independent coupling constant(s) in the Hamiltonian without breaking integrability. We call these models extended twisted models. The root type and minimal type Lax pairs for the extended models are given in [3, 13] . The Lax pair operators for the extended twisted models can be constructed in a similar way as is given in this paper.
Thirdly, a few words about the structure of the functions x |ρ| (ρ · q, (ρ On the other hand, the gradient operator, ∂/∂q, in (4.27) supplies the coefficient from the first argument of the function
, that is the roots. The operator R ±π/4 in the B 2 case and R ±π/6 in the G 2 case rotates a short root into a long root position and vice versa. In other words, the rotation operator R ψ/2 in (4.27) performs the necessary conversion from the roots to the co-roots. This is possible because of the well-known self-duality of the two-dimensional crystallographic root systems, A 2 , B 2 , and G 2 , under α ↔ α ∨ = 2α/α 2 .
As a final remark, let us comment on the integrability of the generalised Calogero-Moser models. As is well known, the existence of the independent involutive conserved quantities as many as the degrees of freedom is necessary and sufficient for the Liouville integrability.
To the best of our knowledge, the involution of the conserved quantities for the models based on the exceptional root systems and the non-crystallographic root systems as well as all the twisted models is yet to be demonstrated.
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A Appendix: Solutions to functional equations
In this appendix we demonstrate that the solutions (4.34), (4.37), (4.38), (4.41), (4.44), (4.45) given in section 4 satisfy the functional equations for the consistency of the Lax pair
We do not give a proof that these solutions are the most general ones. First let us remark on a symmetry of the solutions of (A.1) such that if x |ρ| (u, w) is a solution then
is also a solution. Therefore, it is necessary to prove (A.7) only for one representative function 
The exponent is proportional to
Two pairs of roots (ρ, σ) and (ρ ′ , σ ′ ) which appear in different terms of (A.3) are related by s ρ s σ = s ρ ′ s σ ′ , which implies also
Therefore the exponential factor in (A.3) is common to all terms and may be factored out of the sum. The functional equation (A.1) for f (q, µ) new then is
Here the orthogonality of rotation operators
is used. This then demonstrates that the transformed function x |ρ| (u, w) new satisfies the functional equation if the original function x |ρ| (u, w) does.
Next we show in turn that all of the solutions given in section 4 satisfy
which is a sufficient condition for the solutions of (A.1). Note that this is a necessary and sufficient condition for the commutativity of the corresponding Dunkl operators [5] .
A.1 A 2 solution (4.34)
Defining the variables
By substituting the solution
it reads, after extracting a common denominator,
The expression in the numerator may be shown to vanish, by using the following identity (see page 153 of [14] and Eq. (5.1) of [15] )
with the choice of variables
This implies that f A 2 (q, µ) = 0 for the function in (A.10) and after including the symmetry of solutions (A.2), the more general function in (4.34) also gives f A 2 (q, µ) = 0 and therefore the A 2 functional equation is satisfied.
A.2 B 2 untwisted solution (4.37)
Next we turn to the functional equation arising from the B 2 sub-root system. This, as well as the functional equation associated with the G 2 root system, admits two types of solutions, the untwisted and the twisted ones. By using the same definitions of the variables u, v, ξ 1 , and ξ 2 as in (A.8), except for the fact that α and β are the short and long simple roots of B 2 , respectively, the expression for f B 2 (q, µ) becomes
Substituting in the untwisted solutions
Let us denote the numerator by g B 2 (u, v, ξ 1 , ξ 2 ). Gathering terms, one obtains
Using the identity (A.12) for the expression in the first set of brackets with the choice of
and for the expression in the second set of brackets with the variables 
where η 1 is defined in terms of the Weierstrass ζ function as η 1 ≡ ζ(ω 1 ). The value of b is chosen so that x 0 (u, w) is periodic in the ω 1 direction
Adding a constant vector to q does not affect the equation f B 2 (q, µ) = 0 so q is shifted as
in which Λ (α) is the fundamental weight dual to the simple short root α, i.e.
where the periodicity of x 0 (u, w), (A.22), is used. This simply means that Requiring that the linear combination should satisfy the A 2 functional equation and that it has a simple pole with unit residue at u = 0, we obtain
This expression for x 0 S (u, w) has the following monodromies in u and w:
(A.28)
It also has the following poles and zeros in the fundamental regions of u and w: simple poles at u = 0 and w = 0 with residues 1 and −2, respectively, and a zero at u = w/2. It may also be shown that the twisted solution to the B 2 functional equation x S (u, w) in (4.38) has the same monodromies and poles. This implies that the ratio x 0 S (u, w)/x S (u, w) is an elliptic function in both u and w and has no poles and therefore is a constant. Since the residues are the same at all the poles, the ratio is equal to one and x 0 S (u, w) is, in fact, the same as the twisted solution in (4.38) A.4 G 2 twisted solution (4.41)
The proof that the twisted solutions (4.41) to the G 2 functional equation (4.39) follow from the untwisted solutions proceeds in a similar manner. We start from the particular untwisted 
in which Λ (α) is the fundamental weight dual to the simple short root α. We obtain
Shifting q again by the same amount, or in one step
gives the following equation 
