We give a short, explicit proof of Hindman's Theorem that in every finite coloring of the integers, there is an infinite set all of whose finite sums have the same color. Building on the observation that two of the existing proofs, those by Baumgartner and Galvin-Glazer, have similar divisions of the proof into two stages, we give a proof similar to Hindman's original argument, but with an analogous two stage construction.
Introduction
Hindman's Theorem is: There are three standard proofs of Hindman's theorem: Hindman's original combinatorial argument [4] , Baumgartner's streamlined combinatorial argument [1] , and the Galvin-Glazer proof using ultrafilters (see [3] or [6] ). The original proof is generally considered quite difficult (see, for instance, Hindman's comments on it in [5] ), but work in reverse mathematics shows that it is also, at least in the sense of reverse mathematics, the simplest of the three proofs. Specifically, Blass, Hirst, and Simpson have shown [2] that Hindman's proof can be formalized in the system ACA + 0 , while Baumgartner's proof requires the stronger system Π 1 2 − TI 0 . The Galvin-Glazer proof was analyzed in [8] , where it was shown that it requires an even stronger system than Baumgartner's.(The definitions and significance of all these systems of reverse mathematics may be found in [7] .)
The work in [8] demonstrated a striking analogy between the structures of Baumgartner and Galvin-Glazer proofs: roughly speaking, both proofs prove an intermediate theorem that a structure weaker than that promised by Hindman's Theorem exists, then repeat the same argument with one step replaced by the intermediate theorem. 
A Short Proof
It is standard (see [1] ) to take advantage of the fact that Hindman's Theorem is equivalent to a similar statement about unions of finite sets.
Definition 2.
If S ⊆ P f in (N), we write N U (S) for the set of non-empty unions from S, those non-empty T which are the union of finitely many element of S.
We say S ⊆ P f in (N) is IP if it is closed under finite unions and contains an infinite set of pairwise disjoint elements.
If B ∈ S, we will write
Then negation is a strong form of set difference, where we remove not only B, but also anything that intersects B.
Then the following theorem is easily seen to imply Hindman's Theorem (consider the map taking a number n to the set of places which are 1 in the binary expansion of n). (With more work, it can be seen to follow from Hindman's Theorem as well.) • There is a finite D ⊆ S − B such that for every
• There is an IP set T ⊆ S − B such that for every S ∈ T there is a B ∈ B such that c(S) = c(S ∪ B).
Proof. Let S − B be enumerated {S 1 , . . . , S n , . . .}. Suppose the first condition fails. Then, in particular, for every k there is some m and some
. Define a sequence T 1 , . . . , T n , . . . recursively by choosing T 1 arbitrarily, and given T 1 , . . . , T n ∈ N U ({S 1 , . . . , S k }), choose m and T n+1 ∈ N U ({S k+1 , . . . , S m }) such that for every D ∈ N U ({S 1 , . . . , S k }), and in particular every D ∈ N U ({T 1 , . . . , T n }), there is a B ∈ B with c(S ∪ D) = c(S ∪ D ∪ B). This gives a sequence {T i } i∈N such that for every D ∈ N U ({T i }) which is the union of at least two elements, there is a B ∈ B with c(S ∪ D) = c(S ∪ D ∪ B). Then the sequence {T 2i ∪ T 2i+1 } i∈N satisfies the second condition. • There is an IP S ′ ⊆ S and some i ∈ [1, r] such that c(S) = i for every S ∈ S ′ , or
• There is a finite collection B ⊆ S and an IP set T such that T ⊆ S − B, and for every S ∈ T , there is a B ∈ B such that c(S) = c(S ∪ B) = c(B).
Proof. Construct sequences B 2 , . . . , B n , . . ., T 1 , . . . , T n , . . ., and colors c 1 , . . . , c n , . . . If there is some n such that for every S ∈ T n there is a B ∈ N U ( i≤n B i ) such that c(S) = c(B) = c(S ∪ B) then T n and i≤n B i witness the second possibility.
Otherwise, for each n we may choose a T n ∈ T n such that there is no B ∈ N U ( i≤n B i ). By the pigeonhole principle, we may choose an infinite subsequence {T in } such that c is constantly some fixed q ∈ [1, r] on {T in } (but not necessarily on N U ({T in })). For each T in , we may choose a sequence B 1 ∈ B 1 , . . . , B in ∈ B in such that c(T in ) = c(T in ∪ B) for every B ∈ N U ({B i }). In particular, it must be that c(B) = q.
Then by Weak König's Lemma, we may choose an infinite sequence {B i } such that c(B) = q for any B ∈ N U ({B 1 , . . . , B n , . . .}). Proof. The method is the same as Theorem 6 . Construct sequences B 2 , . . . , B n , . . .,  T 1 , . . . , T n , . . ., and colors c 1 , . . . , c n , . . . by setting c 1 := c and T 1 := S. Given c i , T i , apply Theorem 7; in the first case, we are done. In the second, let B i+1 , T i+1 be the given witness and define c i+1 on N U (T i+1 ) by setting c i+1 (S) := B, c i (S) where B ∈ B i+1 is such that c i (S) = c i (B) = c i (S ∪ B).
Then for any n, we may find a sequence {B i } i≤n with B i ∈ B i and c constant on N U ({B i } i≤n ). By Weak König's Lemma, we may find an infinite sequence {B i } so that c is constant on N U ({B i }), as promised.
The exact reverse mathematical strength of Hindman's Theorem is still open. In [2] , it is shown that Hindman's Theorem implies ACA 0 over RCA 0 , but all known proofs of Hindman's Theorem require the stronger system ACA + 0 . We ask whether Theorem 7 in this paper actually requires ACA 0 . For instance, is there a coloring of P f in (N) such that there is no finite set B and no computable set T satisfying the second case in that theorem. We conjecture that there is such a coloring, but we do not know of any examples, and the obvious candidates-the computationally difficult colorings given in [2] -not only satisfy Theorem 7, but the sets T consist of almost every element, and the sets B have at most two elements.
