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1. Introduction
In this paper we continue the study in [10] concerning regularity of solutions to the obstacle
problem for a class of second order differential operators of Kolmogorov type of the form
L =
m∑
i, j=1
aij(x, t)∂xi x j +
m∑
i=1
bi(x, t)∂xi +
N∑
i, j=1
bijxi∂x j − ∂t (1.1)
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continuous and bounded and B = {bij} is a matrix of constant real numbers. Let Ω ⊂ RN+1 be an
open subset, let ∂PΩ denote the parabolic boundary of Ω , let g, f ,ψ : Ω¯ → R be such that g ψ on
Ω¯ and assume that g, f ,ψ are continuous and bounded on Ω¯ . We consider the following obstacle
problem for the operator L,
{
max
{
Lu(x, t) − f (x, t),ψ(x, t) − u(x, t)}= 0 in Ω,
u(x, t) = g(x, t) on ∂PΩ.
(1.2)
The structural assumptions imposed on the operator L, which will imply that L is a hypoelliptic
ultraparabolic operator of Kolmogorov type, as well as the regularity assumptions on aij , bi , f , ψ and
g will be given and discussed below. We note that in case m = N the assumptions we impose imply
that the operator L is uniformly parabolic, while if m < N the operator L is strongly degenerate. We
are mainly interested in the case m < N .
To motivate our study we note that the problem (1.2) occurs in mathematical ﬁnance and in par-
ticular in the pricing of options of American type. More precisely, consider a ﬁnancial model where
the dynamics of the state variables is described by an N-dimensional diffusion process X = (Xx0,t0t )
which is a solution to the stochastic differential equation
dXx0,t0t = BXx0,t0t + σ
(
Xx0,t0t , t
)
dWt , X
x0,t0
t0 = x0, (1.3)
where (x0, t0) ∈ RN × [0, T ] and W = {Wt} denotes an m-dimensional Brownian motion, m  N , on
a ﬁltered space. An American option with pay-off ψ is a contract which gives the holder the right
to receive a payment equal to ψ(Xτ ) assuming that the holder choose to exercise the option at
τ ∈ [0, T ]. By the classical arbitrage theory (see, for instance, [2]) the fair price of the American option,
assuming that the risk-free interest rate is zero, is given by the solution to the optimal stopping
problem
U (x, t) = sup
tτT
E
[
ψ
(
Xx,tτ
)]
, (1.4)
where the supremum is taken with respect to all stopping times τ ∈ [t, T ]. The main result in [16]
states that if u is a solution to a problem in the form (1.2), with f ≡ 0, g ≡ ψ and Ω = RN × [0, T ],
then u(x, t) = U (x, T − t). In this case the operator L is the Kolmogorov operator associated to X , that
is
L = 1
2
m∑
i, j=1
(
σσ T
)
i j∂xi x j +
N∑
i, j=1
bijxi∂x j − ∂t . (1.5)
There are several signiﬁcant classes of American contracts, commonly traded in ﬁnancial markets,
whose corresponding diffusion process X is associated with Kolmogorov type operators which are not
uniformly parabolic, i.e. m < N . Some examples are provided by American Asian style options, see [1],
and by American options priced in the stochastic volatility introduced in [12], see also [6,9]. Obstacle
problems for degenerate diffusions also arise in the study of pension plans, see [11], and have recently
been considered in connection with stock loans, see [5]. In this framework the two regions
E = {(x, t) ∈ RN × [0, T ]: U (x, t) = ψ(x)},
C = {(x, t) ∈ RN × [0, T ]: U (x, t) > ψ(x)},
are usually referred to as the coincidence and continuation sets respectively. The boundary F of E
is called associated free boundary or optimal exercise boundary. To clarify the distinction between the
2046 K. Nyström et al. / J. Differential Equations 249 (2010) 2044–2060results in this paper and the results established in [10] we note that the results in [10] apply in a
neighborhood of any interior point (x0, t0) ∈F , t0 < T , while in this paper we focus on the regularity
of the solution at points (x0, t0) ∈F ∩{t = T }. In particular, we focus on the regularity of the solution
up to the maturity and we establish quite general results which apply in many problems where
operators of Kolmogorov type occur.
In this paper we impose the same assumptions concerning the operator L and the problem in (1.2)
as in [10]. In particular, we assume that
H1 the coeﬃcients aij = a ji are bounded continuous functions for i, j = 1, . . . ,m. Moreover, there
exists a positive constant λ such that
λ−1|ξ |2 
m∑
i, j=1
aij(x, t)ξiξ j  λ|ξ |2, ξ ∈ Rm, (x, t) ∈ RN+1;
H2 the operator
Ku :=
m∑
i=1
∂xi xi u +
N∑
i, j=1
bijxi∂x j u − ∂tu (1.6)
is hypoelliptic, i.e. every distributional solution of Ku = f is a smooth function, whenever f is
smooth;
H3 the coeﬃcients aij , bi , for i, j = 1, . . . ,m, and f , g belong to the space C0,αK of Hölder continuous
functions deﬁned in (2.9), for some α ∈ ]0,1].
We set
Y =
N∑
i, j=1
bijxi∂x j − ∂t
and we recall that H2 can be stated in terms of the well-known Hörmander condition [13]
rank Lie(∂x1 , . . . , ∂xm , Y ) = N + 1, (1.7)
where Lie(∂x1 , . . . , ∂xm , Y ) denotes the Lie algebra generated by the vector ﬁelds ∂x1 , . . . , ∂xm , Y . To
simplify our presentation, we also assume the following technical condition:
H4 the operator K is δr-homogeneous of degree two with respect to the dilations group (δr)r>0
in (2.3) below.
We recall that existence and uniqueness of a strong solution to (1.2) have been proved in [7,16].
We say that u ∈ S1loc(Ω) ∩ C(Ω¯) is a strong solution to problem (1.2) if the differential inequality is
satisﬁed a.e. in Ω and the boundary datum is attained at any point of ∂PΩ . We refer to Section 2 for
the deﬁnition of the Hölder spaces Cn,αK and Sobolev–Stein spaces S
p . In [10] we proved the following
internal estimates.
Theorem1.1. Assume hypothesesH1–H4. Let α ∈ ]0,1] and letΩ,Ω ′ be domains ofRN+1 such thatΩ ′ Ω .
Let u be a solution to problem (1.2):
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‖u‖C0,αK (Ω ′)  c
(
α,Ω,Ω ′, L,‖ f ‖C0,αK (Ω),‖g‖L∞(Ω),‖ψ‖C0,αK (Ω)
);
(ii) if ψ ∈ C1,αK (Ω) then u ∈ C1,αK (Ω ′) and
‖u‖C1,αK (Ω ′)  c
(
α,Ω,Ω ′, L,‖ f ‖C0,αK (Ω),‖g‖L∞(Ω),‖ψ‖C1,αK (Ω)
);
(iii) if ψ ∈ C2,αK (Ω) then u ∈ S∞(Ω ′) and
‖u‖S∞(Ω ′)  c
(
α,Ω,Ω ′, L,‖ f ‖C0,αK (Ω),‖g‖L∞(Ω),‖ψ‖C2,αK (Ω)
)
.
Hereafter when we say that a constant depends on the operator L, we mean that it depends on
the dimension N , the parabolicity constant λ and the Hölder norms of its coeﬃcients. The aim of this
paper is to extend the above estimates to the initial state. In particular we consider problem (1.2) on
the domain
Ωt0 := Ω ∩ {t > t0} (1.8)
and prove Hölder estimates on Ω ′t0 = Ω ′ ∩ {t > t0} for every Ω ′ Ω . We explicitly remark that Ω ′t0
is not a compact subset of Ωt0 . Our main result is the following
Theorem 1.2. Assume hypothesesH1–H4. Let α ∈ ]0,1] and letΩ,Ω ′ be domains ofRN+1 such thatΩ ′ Ω .
Let u be a solution to problem (1.2) in the domain Ωt0 , t0 ∈ R, deﬁned in (1.8):
(i) if g,ψ ∈ C0,αK (Ωt0 ) then u ∈ C0,αK (Ω ′t0 ) and
‖u‖C0,αK (Ω ′t0 )  c
(
α,Ω,Ω ′, L,‖ f ‖C0,αK (Ωt0 ),‖g‖C0,αK (Ωt0 ),‖ψ‖C0,αK (Ωt0 )
);
(ii) if g,ψ ∈ C1,αK (Ωt0 ) then u ∈ C1,αK (Ω ′t0 ) and
‖u‖C1,αK (Ω ′t0 )  c
(
α,Ω,Ω ′, L,‖ f ‖C0,αK (Ωt0 ),‖g‖C1,αK (Ωt0 ),‖ψ‖C1,αK (Ωt0 )
);
(iii) if g,ψ ∈ C2,αK (Ωt0 ) then u ∈ S∞(Ω ′t0 ) and
‖u‖S∞(Ω ′t0 )  c
(
α,Ω,Ω ′, L,‖ f ‖C0,αK (Ωt0 ),‖g‖C2,αK (Ωt0 ),‖ψ‖C2,αK (Ωt0 )
)
.
We note that Theorem 1.2 concerns the optimal interior regularity for the solution u to the obsta-
cle problem under different assumption on the regularity of the obstacle ψ and the datum g . As a
preliminary result in the proof of Theorem 1.2, we also give new results concerning the regularity at
the initial state of solutions to the Cauchy–Dirichlet problem
{
Lu(x, t) = f (x, t) in Ω,
u(x, t) = g(x, t) on ∂PΩ. (1.9)
These results are of independent interest and read as follows
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Let u be a solution to problem (1.9) in the domain Ωt0 , t0 ∈ R, deﬁned in (1.8):
(i) if g ∈ C0,αK (Ωt0 ) then u ∈ C0,αK (Ω ′t0 ) and
‖u‖C0,αK (Ω ′t0 )  c
(
α,Ω,Ω ′, L,‖ f ‖C0,αK (Ωt0 ),‖g‖C0,αK (Ωt0 )
);
(ii) if g ∈ C1,αK (Ωt0 ) then u ∈ C1,αK (Ω ′t0 ) and
‖u‖C1,αK (Ω ′t0 )  c
(
α,Ω,Ω ′, L,‖ f ‖C0,αK (Ωt0 ),‖g‖C1,αK (Ωt0 )
);
(iii) if g ∈ C2,αK (Ωt0 ) then u ∈ S∞(Ω ′t0 ) and
‖u‖S∞(Ω ′t0 )  c
(
α,Ω,Ω ′, L,‖ f ‖C0,αK (Ωt0 ),‖g‖C2,αK (Ωt0 )
)
.
Concerning Theorem 1.2, we note that even in the uniformly elliptic–parabolic case, m = N , there
is a very limited theory of the regularity up to the initial state. In fact we are only aware of the results
by Nyström [15], Shahgholian [18] (see also Petrosyan and Shahgholian [17]). While the arguments
in [18] allow for certain fully non-linear parabolic equations, in [15] the techniques was conveyed in
context of pricing of multi-dimensional American options in a ﬁnancial market driven by a general
multi-dimensional Ito diffusion. In [15] the machinery and techniques were developed and described,
in the case m = N , assuming more regularity on the operator and the obstacle than needed and in
the standard context of American options. However, the results in [15,18] do not apply in the setting
of Asian options or the Hobson–Rogers model for stochastic volatility [12].
Note that our results also apply to uniformly parabolic equations (m = N). In this case we slightly
improve Theorem 4.3 in [17] (see also Theorems 1.2 and 1.3 in [18]) since we get the Hölder regularity
of the solution with the optimal exponent.
The techniques used in this paper are structurally similar to those in [10] and were introduced by
Caffarelli, Karp and Shahgholian in [4] in the stationary case and by Caffarelli, Petrosyan and Shahgho-
lian [3] in the study of the heat equation. In this paper we build the core part of the argument on
the function
S+k (u) = sup
Q +
2−k
|u| (1.10)
where u is a solution to the obstacle problem in Q + and Q +r is deﬁned in (2.5). In particular, as an
important step in the proof of Theorem 1.2, we prove that there exists a positive constant c such that,
for all k ∈ N,
S+k+1(u − F )max
(
c2−(k+1)γ ,
S+k (u − F )
2γ
,
S+k−1(u − F )
22γ
, . . . ,
S+0 (u − F )
2(k+1)γ
)
(1.11)
assuming that (u, g, f ,ψ) belongs to certain function classes deﬁned in the bulk of the paper. More-
over given ψ , in this construction we let F and γ be determined as follows
Theorem 1.2(i): F = P (0,0)0 g = g(0,0), γ = α,
Theorem 1.2(ii): F = P (0,0)1 g, γ = 1+ α,
Theorem 1.2(iii): F = P (0,0)2 g, γ = 2,
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is based on an argument by contradiction and this argument differs at key points compared to the
corresponding proof in [10] due to the presence of the boundary at t = 0.
The rest of this paper is organized as follows. In Section 2 we collect a number of important
facts concerning operators of Kolmogorov type. In Section 3 we prove Theorem 1.3. In Section 4 we
develop the bulk of the estimates needed in the proof of Theorem 1.2. Then we conclude the proof of
Theorem 1.2 in Section 5.
2. Preliminaries on operators of Kolmogorov type
In this section we collect a number of results concerning operators of Kolmogorov type to be used
in the proof of Theorems 1.2 and 1.3.
We recall that the natural setting for operators satisfying a Hörmander condition is that of the
analysis on Lie groups. In particular, as shown in [14] the relevant Lie group related to the operator
K in (1.6) is deﬁned using the group law
(x, t) ◦ (y, s) = (y + E(s)x, t + s), E(s) = exp(−sBT ), (x, t), (y, s) ∈ RN+1, (2.1)
where BT denotes the transpose of the matrix B . It is known that a condition equivalent to our
assumption H2 is that there exists a basis for RN such that the matrix B takes the form
⎛
⎜⎜⎜⎜⎝
∗ B1 0 · · · 0
∗ ∗ B2 · · · 0
...
...
...
. . .
...
∗ ∗ ∗ · · · Bκ
∗ ∗ ∗ · · · ∗
⎞
⎟⎟⎟⎟⎠ (2.2)
where B j , for j ∈ {1, . . . , κ}, is an mj−1 ×mj matrix of rank mj , 1mκ  · · ·m1 m and m+m1 +
· · · +mκ = N , while ∗ represents arbitrary matrices with constant entries. Moreover, if the matrices
denoted by ∗ in (2.2) are null then there is a natural family of dilations
Dr = diag
(
r Im, r
3 Im1 , . . . , r
2κ+1 Imκ
)
, δr = diag
(
Dr, r
2), r > 0, (2.3)
associated to the Lie group. In (1.14) Ik , k ∈ N, is the k-dimensional identity matrix.
For x ∈ RN and r > 0 we let Br(x) denote the open ball in RN with center x and radius r. We let
e1 be the unit vector pointing in the x1-direction in the canonical basis for RN . We let
Q =
(
B1
(
1
2
e1
)
∩ B1
(
−1
2
e1
))
× ]−1,1[,
Q + =
(
B1
(
1
2
e1
)
∩ B1
(
−1
2
e1
))
× ]0,1[,
Q − =
(
B1
(
1
2
e1
)
∩ B1
(
−1
2
e1
))
× ]−1,0[. (2.4)
Then Q is a space-time cylinder, Q + will be referred to as the upper half-cylinder and Q − will be
referred to as the lower half-cylinder. We also let, whenever (x, t) ∈ RN+1, r > 0,
Qr = δr(Q ), Qr(x, t) = (x, t) ◦ Qr, Q ±r = δr
(
Q ±
)
, Q ±r (x, t) = (x, t) ◦ Q ±r . (2.5)
2050 K. Nyström et al. / J. Differential Equations 249 (2010) 2044–2060Then Qr(x, t) is the cylinder Q scaled to size r and translated to the point (x, t). As outlined in [10]
the main reason we work with these cylinders is that these domains are regular for the Dirichlet
problem for the operators considered in this paper.
We deﬁne a quasi-distance and a quasi-norm on RN+1 by setting
dK
(
(x, t), (ξ, τ )
)= inf{r > 0 ∣∣ (x, t) ∈ Qr(ξ, τ )}, ∥∥(x, t)∥∥K = dK ((x, t), (0,0)). (2.6)
We recall (cf. Remark 1.3 in [10]) that ‖δr(x, t)‖K = r‖(x, t)‖K and the following triangular inequality
(cf. [8]): for any compact subset H of RN+1, there exists a positive constant c such that
∥∥z−1∥∥K  c‖z‖K , ‖z ◦ w‖K  c(‖z‖K + ‖w‖K ), z,w ∈ H . (2.7)
By (2.7), for any r0 > 0 there exists a positive constant c such that:
(i) if (x, t) ∈ Qr(ξ, τ ) then (ξ, τ ) ∈ Qcr(x, t) for r ∈ ]0, r0[;
(ii) if (x, t) ∈ Qr(ξ, τ ) then Qρ(x, t) ⊆ Qc(r+ρ)(ξ, τ ) for r,ρ ∈ ]0, r0[.
We also note that as a consequence we have that if (x, t) ∈ Qr(ξ, τ ) then
Qr(ξ, τ ) ⊆ QC1r(x, t), r ∈ ]0, r0[, (2.8)
for some positive constant C1.
We next introduce the functional setting (Hölder and Sobolev spaces) for Kolmogorov equations.
Let α ∈ (0,1] and let Ω be a domain of RN+1. We denote by C0,αK (Ω), C1,αK (Ω) and C2,αK (Ω) the
Hölder spaces deﬁned by the following norms:
‖u‖C0,αK (Ω) = supΩ |u| + supz,ζ∈Ω
z =ζ
|u(z) − u(ζ )|
dK (z, ζ )α
,
‖u‖C1,αK (Ω) = ‖u‖C0,αK (Ω) +
m∑
j=1
‖∂x j u‖C0,αK (Ω) + supz,ζ∈Ω
z =ζ
|u(z) − u(ζ ) −∑mj=1(z j − ζ j)∂x j u(ζ )|
dK (z, ζ )1+α
,
‖u‖C2,αK (Ω) = ‖u‖C1,αK (Ω) +
m∑
i, j=1
‖∂xi x j u‖C0,αK (Ω) + ‖Yu‖C0,αK (Ω). (2.9)
Remark 2.1. Denote
P (ξ,τ )0 u(x, t) = u(ξ, τ ),
P (ξ,τ )1 u(x, t) = u(ξ, τ ) +
m∑
j=1
(x j − ξ j)∂x j u(ξ, τ ),
P (ξ,τ )2 u(x, t) = u(ξ, τ ) +
m∑
j=1
(x j − ξ j)∂x j u(ξ, τ )
+
m∑
i, j=1
(xi − ξi)(x j − ξ j)∂xi x j u(ξ, τ ) − (t − τ )Yu(ξ, τ ).
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∣∣u(x, t) − P (ξ,τ )n u(x, t)∣∣ ‖u‖Cn,αK dK ((x, t), (ξ, τ ))n+α.
Let n ∈ {0,1,2}, α ∈ (0,1]. If u ∈ Cn,αK (Ω ′) for every compact subset Ω ′ of Ω then we write
u ∈ Cn,αK ,loc(Ω). Furthermore, for p ∈ [1,∞] we deﬁne the Sobolev–Stein spaces
Sp(Ω) = {u ∈ Lp(Ω): ∂xi u, ∂xi x j u, Yu ∈ Lp(Ω), i, j = 1, . . . ,m}
and we let
‖u‖S p(Ω) = ‖u‖Lp(Ω) +
m∑
i=1
‖∂xi u‖Lp(Ω) +
m∑
i, j=1
‖∂xi x j u‖Lp(Ω) + ‖Yu‖Lp(Ω).
If u ∈ Sp(Ω ′) for every compact subset Ω ′ of Ω then we write u ∈ Sploc(Ω).
We end this section by stating a version of some technical lemmas established in [10]. We
ﬁrst need to introduce some additional notations. For any positive T , R , and (x0, t0) ∈ RN+1 we
put Q +(T ) = (B1( 12e1) ∩ B1(− 12e1)) × (0, T ], and Q +R (x0, t0, T ) = (x0, t0) ◦ δR(Q +(R−2T )). Note that,
from (2.3) it follows that T is the height of Q +R (x0, t0, T ). The following lemmas correspond respec-
tively to Lemma 2.7 and Corollary 2.6 in [10]. The function Γ in Lemma 2.3 is the fundamental
solution of L.
Lemma 2.2. Assume H1–H4. Let R > 0 be given. Then there exist constants R0,C0,C1 > 0, R0  2R, such
that
sup
Q +R
|v| C0e−C1 R˜2 sup
∂P Q
+
R˜
∩{(x,t): 0<tR2}
|v|
for any R˜  R0 and for every v solution of Lv = 0 in Q +R˜ (0,0, R2) such that v(·,0) = 0.
Lemma 2.3. Deﬁne, for γ > 0, the function
u(x, t) =
∫
RN
Γ (x, t, y,0)
∥∥(y,0)∥∥γK dy, x ∈ RN , t > 0.
There exists a positive constant cγ such that
u(x, t) cγ
∥∥(x, t)∥∥γK .
3. Estimates for the Cauchy–Dirichlet problem
In this section we prove some preliminary estimates for the Cauchy–Dirichlet problem at the initial
state.
Deﬁnition 3.1. Let L be an operator of the form (1.1) satisfying hypotheses H1–H4, Ω ⊂ RN+1 be
a given domain, n ∈ {0,1,2}, α ∈ (0,1] and M1,M2,M3 be three positive constants. Then we say
that (u, f , g) belongs to the class Dn(L,Ω,α,M1,M2,M3) if u is a solution to problem (1.9) with
2052 K. Nyström et al. / J. Differential Equations 249 (2010) 2044–2060f ∈ C0,αK (Ω), g ∈ Cn,αK (Ω¯) and
‖u‖L∞(Ω)  M1, ‖ f ‖C0,αK (Ω)  M2, ‖g‖Cn,αK (Ω)  M3.
The main result of this section is the following
Lemma 3.2. Let R,α ∈ ]0,1], n = 0,1,2, (x0, t0) ∈ RN+1 and let M1,M2,M3 be positive constants. Assume
that
(u, f , g) ∈Dn
(
L, Q +R (x0, t0),α,M1,M2,M3
)
.
Then there exists Cα = C(L,α,M1,M2,M3) such that
sup
Q +r (x0,t0)
|u − g| Cαrn+α, r ∈ ]0, R[, for n = 0,1
and
sup
Q +r (x0,t0)
|u − g| Cαr2, r ∈ ]0, R[, for n = 2.
Proof. By the invariance properties of L under translation and scaling (cf. Remark 4.2), it is not re-
strictive to assume (x0, t0) = (0,0) and R = 1. Moreover by the triangle inequality and Remark 2.1, it
suﬃces to prove it
sup
Q +r (0,0)
∣∣u − P (0,0)n g∣∣ crγ , r ∈ ]0,1[,
where γ = α + n if n = 0,1 and γ = 2 if n = 2. We also remark that the function vn = u − P (0,0)n g
satisﬁes the equation
Lvn = f − LP (0,0)n g =: fn.
Since fn ∈ C0,αK , without restriction we may assume P (0,0)n g = 0.
After these preliminary reductions, we ﬁrst consider the case n = 0 and we denote by v1, v2, v3
the solutions of the following boundary value problems:
⎧⎪⎨
⎪⎩
Lv1 = 0 in Q +,
v1 = 0 on ∂+P Q +,
v1 = g on ∂−P Q +,
⎧⎪⎨
⎪⎩
Lv2 = 0 in Q +,
v2 = g on ∂+P Q +,
v2 = 0 on ∂−P Q +,
{
Lv3 = −‖ f ‖C0,αK (Q +) in Q
+,
v3 = 0 on ∂P Q +,
where
∂+P Q
+ = ∂P Q + ∩ {t > 0}, ∂−P Q + = ∂P Q + ∩ {t = 0}.
Then, by the maximum principle we have
v1 + v2 − v3  u  v1 + v2 + v3 in Q +, (3.1)
K. Nyström et al. / J. Differential Equations 249 (2010) 2044–2060 2053so that we only have to prove that
sup
Q +r
(|v1| + |v2| + |v3|) crα, (3.2)
for r suitably small.
Since ‖g‖C0,αK (Q +)  M3, by the maximum principle we have
∣∣v1(x, t)∣∣ M3
∫
RN
Γ (x, t, y,0)
∥∥(y,0)∥∥αK dy
so that by Lemma 2.3 we get
∣∣v1(x, t)∣∣ M3cα∥∥(x, t)∥∥αK .
We next apply Lemma 2.2 with R = 1. We have
sup
Q +r
|v2| C0 exp
(
−C1
r2
)
sup
∂+P Q +
|v2|
for any r  1R0 where R0,C0,C1 are as in Lemma 2.2. Since |v2| agrees with |u| on ∂+P Q + we can
conclude that
sup
Q +r
|v2| C0M1 exp
(
−C1
r2
)
 c2r2, for every r ∈
]
0,
1
R0
]
.
Finally, we have
∣∣v3(x, t)∣∣ ‖ f ‖C0,αK (Q +)
t∫
0
∫
RN
Γ (x, t, y, s)dy ds  t‖ f ‖C0,αK (Q +)  M2
∥∥(x, t)∥∥2K .
This proves (3.2) and the claim plainly follows as n = 0.
For n = 1,2 we can use the same argument. In particular, we now apply Lemma 2.3 with γ = n+α
and we ﬁnd
∣∣v1(x, t)∣∣ M3cn+α∥∥(x, t)∥∥n+αK . 
4. Estimates for the obstacle problem at the initial state
In this section we prove estimates at the initial state for the solution of the obstacle problem. The
main result is Lemma 4.3 below.
Deﬁnition 4.1. Let L be an operator of the form (1.1) satisfying hypotheses H1–H4, Ω ⊂ RN+1 be a
given domain, α ∈ (0,1] and M1,M2,M3,M4 be four positive constants. Then, for n ∈ {0,1,2} we
say that (u, f , g,ψ) belongs to the class Pn(L,Ω,α,M1,M2,M3,M4) if u is a strong solution to
problem (1.2) with f ∈ C0,αK (Ω), ψ, g ∈ Cn,αK (Ω¯), g ψ on ∂PΩ and
‖u‖L∞(Ω)  M1, ‖ f ‖C0,αK (Ω)  M2, ‖g‖Cn,αK (Ω)  M3, ‖ψ‖Cn,αK (Ω)  M4.
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up of a function v ∈ C(Ω) as
vr(x, t) := v(δr(x, t)), r > 0, (4.1)
whenever δr(x, t) ∈ Ω . A direct computation shows that
Lv = f in Ω if and only if Lr vr = r2 f r in δ1/rΩ, (4.2)
where
Lr =
m∑
i, j=1
ari j∂xi x j +
m∑
i=1
rbri ∂xi +
N∑
i, j=1
bijxi∂x j − ∂t . (4.3)
Remark 4.2. Given r ∈ ]0,1[ and (x0, t0) ∈ RN+1, we also set
ur,(x0,t0)(x, t) = u((x0, t0) ◦ δr(x, t)). (4.4)
We remark that u ∈ Cn,αK if and only if ur,(x0,t0) ∈ Cn,αK and
∥∥ur,(x0,t0)∥∥Cn,αK  ‖u‖Cn,αK .
Indeed in the case n = 0 we have
∥∥ur,(x0,t0)∥∥C0,αK (Ω) = supΩ |u| + rα supz,ζ∈Ω
z =ζ
|u(z) − u(ζ )|
‖ζ−1 ◦ z‖αK
 ‖u‖C0,αK (Ω).
Moreover
Lu = f in (x0, t0) ◦ δr(Ω) if and only if Lr,(x0,t0)ur,(x0,t0) = r2 f r,(x0,t0) in Ω,
where
L(x0,t0)r =
m∑
i, j=1
ar,(x0,t0)i j (x, t)
∂2
∂xi∂x j
+
m∑
i=1
rbr,(x0,t0)i (x, t)
∂
∂xi
+
N∑
i, j=1
bijxi
∂
∂x j
− ∂
∂t
. (4.5)
Therefore
u ∈Pn
(
L, (x0, t0) ◦ δr(Ω),α,M1,M2,M3,M4
)
⇒ ur,(x0,t0) ∈Pn
(
L(x0,t0)r ,Ω,α,M1,M2,M3,M4
)
.
Lemma 4.3. Let R,α ∈ ]0,1], n = 0,1,2, (x0, t0) ∈ RN+1 and let M1,M2,M3,M4 be positive constants.
Assume that
(u, f , g,ψ) ∈Pn
(
L, Q +R (x0, t0),α,M1,M2,M3,M4
)
.
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sup
Q +r (x0,t0)
|u − g| crn+α, r ∈ ]0, R[, for n = 0,1
and
sup
Q +r (x0,t0)
|u − g| cr2, r ∈ ]0, R[, for n = 2.
Proof. We ﬁrst prove that there exists Cα = C(L,α,M1,M2,M3) such that
inf
Q +r (x0,t0)
u − g −Cαrn+α, r ∈ ]0, R[, for n = 0,1 (4.6)
and
inf
Q +r (x0,t0)
u − g −Cαr2, r ∈ ]0, R[, for n = 2. (4.7)
In fact, consider v solution to the Dirichlet problem (1.9) in the domain Ω = Q +r (x0, t0). Then by the
comparison principle we have u  v and (4.6)–(4.7) are a direct consequence of Lemma 3.2 since
(v, f , g) ∈Dn
(
L, Q +R (x0, t0),α,M1,M2,M3
)
.
Armed with (4.6)–(4.7) we next proceed with the proof of Lemma 4.3. We start with some preliminary
problem reduction steps. To start with we ﬁrst note that, by Remark 4.2, we can assume, without
loss of generality, that (x0, t0) = (0,0) and R = 1. Moreover, as in the proof of Lemma 3.2, it is not
restrictive to assume P (0,0)n g ≡ 0. By the triangle inequality and Remark 2.1, it suﬃces to prove
sup
Q +r (0,0)
|u| crγ , r ∈ ]0,1[,
where γ = α + n if n = 0,1 and γ = 2 if n = 2. Recall the deﬁnition of S+k (u) in (1.10). To prove
Lemma 4.3 we show that there exists a positive c˜ = c˜(L,α,M1,M2,M3) such that (1.11) holds for all
k ∈ N. Indeed, if (1.11) holds then we see, by a simple iteration argument, that
S+k (u)
c˜
2kγ
and Lemma 4.3 follows. We ﬁrst consider the case n = 0 and prove (1.11) with γ = α. We assume
that
(u, f , g,ψ) ∈P0
(
L, Q +,α,M1,M2,M3,M4
)
,
and, as in [10], divide the argument into three steps.
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u(x, t)−(Cα + M3)
∥∥(x, t)∥∥αK , (x, t) ∈ Q +. (4.8)
Assume that (1.11) is false. Then for every j ∈ N, there exists a positive integer k j and (u j, f j, g j,ψ j) ∈
P0(L, Q +,α,M1,M2,M3,M4) such that u j(0,0) = 0ψ j(0,0) and
S+k j+1(u j) >max
(
j(Cα + M3)
2(k j+1)α
,
S+k j (u j)
2α
,
S+k j−1(u j)
22α
, . . . ,
S+0 (u j)
2(k j+1)α
)
. (4.9)
Using the deﬁnition in (1.10) we see that there exists (x j, t j) in the closure of Q
+
2−k j−1
such that
|u j(x j, t j)| = S+k j+1(u j) for every j  1. Moreover from (4.8) it follows that u j(x j, t j) > 0. Using (4.9)
we can conclude, as |u j | M1, that j2−αk j is bounded and hence that k j → ∞ as j → ∞.
Step 2 (Constructing blow-ups). We deﬁne (x˜ j, t˜ j) = δ2k j ((x j, t j)) and u˜ j : Q +2k j → R as
u˜ j(x, t) =
u j(δ2−k j (x, t))
S+k j+1(u j)
. (4.10)
Note that (x˜ j, t˜ j) belongs to the closure of Q
+
1/2 and
u˜ j(x˜ j, t˜ j) = 1. (4.11)
Moreover, we let L˜ j = L2−k j , see (4.3) for the exact deﬁnition of this scaled operator, and
f˜ j(x, t) = 2−2k j
f j(δ2−k j (x, t))
S+k j+1(u j)
, g˜ j(x, t) =
g j(δ2−k j (x, t))
S+k j+1(u j)
,
ψ˜ j(x, t) =
ψ j(δ2−k j (x, t))
S+k j+1(u j)
(4.12)
whenever (x, t) ∈ Q +
2k j
. Then, using (4.2) we see that
⎧⎨
⎩
max{L˜ j u˜ j − f˜ j, ψ˜ j − u˜ j} = 0 in Q +
2k j
,
u˜ j = g˜ j on ∂P Q +
2k j
.
In the following we let l ∈ N be ﬁxed and to be speciﬁed below. Then
(u˜ j, u˜ j, f˜ j, ψ˜ j) ∈P0
(
L˜ j, Q
+
2l
,α, M˜ j1, M˜
j
2, M˜
j
3, M˜
j
4
)
,
for some M˜ j1, M˜
j
2, M˜
j
3, M˜
j
4. From (4.9) it follows that
M˜ j1 = sup
Q +l
|u˜ j| =
S+k j−l(u j)
S+k j+1(u j)
 2(l+1)α whenever k j > l. (4.13)2
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M˜ j2  2
−2k j M2
S+k j+1(u j)
. (4.14)
Moreover, we let
mj = max
{
‖g˜ j‖L∞(Q +
2l
), sup
Q +
2l
ψ˜ j
}
. (4.15)
Then, using (4.9) and the C0,αK -regularity of g j and ψ j , we see that
lim
j→∞
M˜ j2 = limj→∞mj = 0. (4.16)
Note that we here cannot ensure the decay of M˜ j4, as j → ∞, as we only know that ψ˜ j(0,0) 0.
Step 3 (Completing the argument by contradiction). In the following we choose l suitably large to ﬁnd a
contradiction. We consider j0 ∈ N such that k j > 2l for j  j0. We let
∂+P Q
+
R˜
(0,0,1) = ∂P Q +R˜ (0,0,1) ∩ {t > 0}, ∂
−
P Q
+
R˜
(0,0,1) = ∂P Q +R˜ (0,0,1) ∩ {t = 0}.
We consider the solution v˜ j to
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
L˜ j v˜ j = −‖ f˜ j‖L∞(Q +
2l
) in Q
+
2l
,
v˜ j = M˜ j1 on ∂+P Q +2l ,
v˜ j =mj on ∂−P Q +2l ,
(4.17)
and we prove that
u˜ j  v˜ j in Q +2l . (4.18)
By the maximum principle we have v˜ j mj  ψ˜ j in Q +2l . Furthermore
L˜ j(v˜ j − u˜ j) = −‖ f˜ j‖L∞(Q +
2l
) + f˜ j  0 in Ω := Q +2l ∩
{
(x, t): u˜ j(x, t) > ψ˜ j(x, t)
}
,
and v˜ j  u˜ j on ∂Ω . Hence (4.18) follows from the maximum principle. We next show that (4.18)
contradicts (4.11). We write v˜ j = w j + w˜ j + wˆ j on Q +2l (0,0,1) where⎧⎪⎪⎨
⎪⎪⎩
L˜ j w j = 0 in Q +2l (0,0,1),
w j = 0 on ∂+P Q +2l (0,0,1),
w j = v˜ j on ∂−P Q +2l (0,0,1),
⎧⎪⎪⎨
⎪⎪⎩
L˜ j w˜ j = 0 in Q +2l (0,0,1),
w˜ j = v˜ j on ∂+P Q +2l (0,0,1),
w˜ j = 0 on ∂−P Q +2l (0,0,1),⎧⎨
⎩
L˜ j wˆ j = −‖ f˜ j‖L∞(Q −
2l
) in Q
+
2l
(0,0,1),
wˆ j = 0 on ∂P Q +l (0,0,1).2
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w j mj in Q +2l (0,0,1), (4.19)
and
‖wˆ j‖L∞(Q +
2l
(0,0,1))  ‖ f˜ j‖L∞(Q +
2l
)  M˜
j
2. (4.20)
We next use Lemma 2.2 in the cylinder Q +
2l
(0,0,1), with R = 1 and R˜ = 2l . By using (4.13), we get
sup
Q +
w˜ j  C0e−C14
l
sup
∂+P Q
+
2l
(0,0,1)
v˜ j  C0e−C14
l
M˜ j1  C0e
−C14l2(l+1)α (4.21)
and we note that the right-hand side in this inequality can be made arbitrarily small by choosing l
large enough, independently of j. Combining (4.19), (4.20) and (4.21) we conclude that, for a suitably
large l and j0, we have
sup
Q +
v˜ j 
1
2
for any j  j0,
which contradicts (4.11) and (4.18). This proves the lemma for n = 0.
The proof for n = 1,2 is analogous. We follow Steps 1 and 2, and we realize that we need to show
that (4.16) holds also for n = 1,2. In both cases the same argument used above shows that M˜ j2 → 0
as j → ∞. We next prove that mj → 0 as j → ∞. Consider ﬁrst the case n = 1. Let (x, t), be any
given point in Q +
2l
and let x˜ = E(−t)x. Note that, by (2.1), we have that (x˜,0) = (x, t) ◦ (0, t)−1 =
(x, t) ◦ (0,−t). Then, by (2.7), we ﬁnd
∥∥(x˜,0)∥∥K  c(∥∥(x, t)∥∥K + ∥∥(0, t)∥∥K ) 2c∥∥(x, t)∥∥K .
As a consequence we see that
ψ˜ j(x, t) = ψ˜ j(x, t) − ψ˜ j(x˜,0) + ψ˜ j(x˜,0)
∣∣ψ˜ j(x, t) − ψ˜ j(x˜,0)∣∣+ g˜ j(x˜,0) (4.22)
where we have used the assumption that ψ˜ j(x˜,0)  g˜ j(x˜,0) for all (x˜,0) ∈ Q +2l . However, by (4.12)
we now note that
∣∣ψ˜ j(x, t) − ψ˜ j(x˜,0)∣∣ 2(α+1)(l−k j) M4
S+k j+1(u j)
→ 0 as j → ∞. (4.23)
Furthermore, since P (0,0)1 g˜ j = 0, we also have that
∣∣g˜ j(x˜,0)∣∣ 2(α+1)(l−k j) M3
S+k j+1(u j)
→ 0 as j → ∞. (4.24)
Combined, (4.22)–(4.24) prove that mj → 0 as j → ∞ also in the case n = 1. The case n = 2 is
analogous. This completes the proof of the lemma. 
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The proof of Theorem 1.2 follows along the lines of the proof of Theorems 1.5, 1.6 and 1.7 in [10]
by using Lemma 4.3 to estimate the solution near the initial state. Therefore we only give a de-
tailed proof of part (i) of Theorem 1.2. Concerning the proof of Theorem 1.3, we note that it could
be achieved by simpler and more direct arguments: however here we use the same method of The-
orem 1.2 relying on Lemma 3.2 instead of Lemma 4.3. Hence we omit any further detail concerning
the proof of Theorem 1.3.
Proof of Theorem 1.2(i). By (2.8) there exist two positive constants C1 and R such that Q 2R ⊆
Q 2RC1 (x, t) ⊂ Q for every (x, t) ∈ Q +2R . By a standard covering argument and Remark 4.2, it suﬃces to
consider the case Ω = Q + and Ω ′ = Q +R . We have to prove that
sup
(x,t),(xˆ,tˆ)∈Q +R
(x,t) =(xˆ,tˆ)
|u(x, t) − u(xˆ, tˆ)|
dK ((x, t), (xˆ, tˆ))α
 c, (5.1)
for some positive constant c = c(α, L,‖ f ‖C0,αK (Q +),‖g‖C0,αK (Q +),‖ψ‖C0,αK (Q +)).
If t = 0 then we apply Lemma 4.3 on Q +2RC1 (x,0) with n = 0 and (5.1) follows. More precisely here
we use the fact that
∣∣u(ξ, τ ) − u(x,0)∣∣ ∣∣u(ξ, τ ) − g(ξ, τ )∣∣+ ∣∣g(ξ, τ ) − g(x,0)∣∣ cdK ((ξ, τ ), (x,0))α, (5.2)
since g ∈ C0,αK (Q ). Being the case tˆ = 0 analogous, we next consider both t and tˆ strictly positive. We
set (x˜,0) = (x, t) ◦ (0, t)−1 = (E(−t)x,0) so that dK ((x, t), (x˜,0)) =
√
t , and we divide the proof in two
cases.
Case 1. Assume (xˆ, tˆ) ∈ Q +R \ Q √t
2
(x, t). Then we have
dK
(
(xˆ, tˆ), (x˜,0)
)
 c
(
dK
(
(x, t), (x˜,0)
)+ dK ((x, t), (xˆ, tˆ))) 2cdK ((x, t), (xˆ, tˆ)),
dK
(
(x, t), (x˜,0)
)
 2dK
(
(x, t), (xˆ, tˆ)
)
. (5.3)
Thus
∣∣u(x, t) − u(xˆ, tˆ)∣∣ ∣∣u(x, t) − u(x˜,0)∣∣+ ∣∣u(xˆ, tˆ) − u(x˜,0)∣∣
(by (5.2))
 c1
(
dK
(
(x, t), (x˜,0)
)α + dK ((xˆ, tˆ), (x˜,0))α)
(by (5.3))
 c2dK
(
(x, t), (xˆ, tˆ)
)α
.
Case 2. Assume (xˆ, tˆ) ∈ Q +R ∩ Q √t
2
(x, t) and note that Q√t(x, t) ⊆ Q +2R . In this case we ﬁrst note that,
again by (5.2), we have
∥∥u − u(x, t)∥∥L∞(Q√ (x,t))  ∥∥u − u(x˜,0)∥∥L∞(Q√ (x,t)) + ∣∣u(x, t) − u(x˜,0)∣∣ ct α2 .t t
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v(y, s) = u((x, t) ◦ δ
√
t(y, s)) − u(x, t)
t
α
2
, (y, s) ∈ Q . (5.4)
By the above estimate, ‖v‖L∞(Q )  c and therefore, by Theorem 1.1, we have
∣∣v(y, s)∣∣ c3∥∥(y, s)∥∥αK , for any (y, s) ∈ Q 1/2.
Scaling back we see that the above inequality can be equivalently written as
∣∣u(x, t) − u(xˆ, tˆ)∣∣ c3dK ((x, t), (xˆ, tˆ))α.
This completes the proof of Theorem 1.2(i). 
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