In order to facilitate the direct computation of the sizes of DNA fragments separated by gel electrophoresis, we have written and evaluated programmes for the Hewlett-Packard Al.C programmable calculator. The sizes estimated for DNA fragments of known length using some of these programmes were found to be more accurate than the estimates obtained by conventional graphical procedures.
INTRODUCTION
The length, or molecular weight, of DNA fragments is generally estimated from their electrophoretic mobility in agarose or polyacrylamide gels. It is common practice to plot the logarithm of the size of a range of molecular weight standards against their mobility and to then estimate the size of unknown fragments by interpolation (1, 2) . This method of plotting is useful because the graph is a straight line over a portion of the size range.
However, in the high and low molecular weight regions the graph becomes curved and thus estimation becomes less objective. Southern (3) has shown that there is also a linear relationship between DNA fragment length and the reciprocal of mobility, which pertains over a wider size range than the semi-log plot.
Although graphical methods have the advantage that they give a direct visual check of the fit of the data to the line, they are, in principle, less accurate than direct computation from the data, and are time consuming when many measurements are made. Southern (3) has introduced a method for the direct calculation of unknown sizes which assumes a linear relationship between size and the reciprocal of mobility. This method of calculation, which was limited to the use of three standards at a time to calculate the size of unknown fragments, has been extended by Schaffer and Sederoff (4) to accomodate any number of standards. However, for both the semi-log and the inverse mobility plots, the range over which they are linear is affected by the conditions of electrophoresis, being particularly sensitive to high voltage and elevated temperatures (5) and thus methods of calculation which require linearity are less accurate under these conditions.
Over the past few years programmable pocket calculators have become increasingly powerful and are a logical choice for a great deal of data analysis.
We have therefore sought a method of direct computation of fragment sizes that is (a) suitable for such calculators and (b) applicable in situations where there is not necessarily a linear relationship between size and mobility. In this paper we describe and evaluate several programmes written for the Hewlett-Packard 41C calculator.
MATERIALS AND METHODS

The Calculator
The programmes described in this paper were written for the Hewlett-Packard model 41C alphanumeric programmable calculator. The basic HP-41C has 63 registers available for programme memory or data storage. The programmes described here require up to 194 registers (Table 1) and thus up to three additional memory modules (each containing 64 registers) are needed to run the programmes (Table 1) . (A maximum of 4 additional memory modules, giving a total of 319 registers, are available, making the HP-41C equivalent to the model HP-41CV).
The Programs
Five different programmer are described here. Programme ORT (for orthogonol) derives a "best fitting" curve by least squares approximation, using a sequence of orthogonol polynomials (6, 7) . Programme CUB (cubic)
generates a splined cubic curve between the points of the standard curve guaranteeing an exact fit at these points and a smooth (splined) curve between them (7). Extrapolation is achieved by continuing the curve as a The number of memory and data storage registers used by each programme, and the number of extra memory modules required is shown. number of points on the standard curve i.e., the number of molecular weight markers. At present for ORT and CUB this may be a maximum of 10 and for INT, 20 . As prompted by the calculator, the operator then inputs the mobility (M) of each standard fragment, followed by its length (I,). When all values have been input and the curve has been generated (which takes a minute or so) the operator is then asked to input the mobilities (K) of DNA fragments of unknown size; their calculated length is then returned. After each computed value is returned, pressing the R/S key allows another mobility to be input.
The run may be terminated at any point by pressing the CLEAR key. The other programmes are executed in a similar fashion.
RESULTS
To evaluate the accuracy of these programmes and to compare them with the conventional graphical methods, two sets of DNA fragments, generated by digestion of pBR322 and bacteriophage ADNA with various restriction enzymes, were fractionated by electrophoresis on a 1.2% or a C.4% agarose gel ( Figure   2 ); the exact sizes of the fragments, determined from the nucleotide sequence of the plasmid (8) and the phage DNA (9), are given next to the fragments.
In each case the sizes of the track 1 fragments were then predicted using the track 2 fragments as molecular weight standards, using both the manual graphical methods and the five calculator programmes. The roles were then reversed and the sizes of the track 2 fragments were predicted from track 1.
The sizes estimated for each fragment using these methods and the Z error of each estimate are given in Tables 2 and 3 . Fragments which were estimated by extrapolation are in italics. The mean and standard deviation of the % errors of a set of estimates are given at the bottom of each column, the upper figure ignores the data generated by extrapolation and the lower figure (in italics) includes this data.
When extrapolation is not performed, it is clear that in general all methods, both manual and computational, give very reasonable size estimates, the average errors for a set cf estimates ranging from 0.6% (by SEMILOG in estimating track 1 fragments in Table 2 ) to 3.1% (by the reciprocal graphical estimation of track 2 fragments in Table 3 ). Only programme LIN fell outside of this range (6.4%, track 2 Table 3 ). Moreover, the calculator programmes are consistent in their estimations, the standard deviations about the mean X errors being no greater in general than for the graphical methods (the one exception once again being LIN in track 2, Table 3 ).
Extrapolation using any of the methods, computational or manual, is poor 
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The data used is taken from Figure 2B . Figures in italics were estimated by extrapolation. The "h error is given next to each estimated and the mean X error (and standard deviation) for a set of estimates given at the bottom of each column.
4362-3237-2670- Table 2) with a 10.1% error compared with only a 4% error for this fragment by the reciprocal graphical method.
However CUB makes only a 7.5% error for fragment 1 (track 2, Table 3 ) compared with 27.3% by the reciprocal graphical method for this fragment. The largest error in extrapolation was by RECIP, predicting a size of 73995 bp for a 39512 bp fragment (track 2, Table 3 ).
The most interesting error in extrapolation was however, by ORT. Fragment 4 (track 1, Table 2 ) was predicted to be 893 bp longer than the preceedlng fragment (10064 bp compared with 9171) when it is in fact 2859 bp shorter (discussed below). However, despite some large errors in extrapolation, the The averages of the mean % errors given in Tables 1 and 2 are shown.
mean % errors were still in many cases less than 4%. Table 4 summarizes the average performance of each of the 7 methods in estimating the four sets of test data in Tables 2 and 3 .
Without extrapolation all methods are good, four of them (ORT, CUB, SEMILOG and the semilogarithmic graph) giving only 2% or less error on average. When extrapolation was performed the average error becomes larger but CUB still exhibits an average error of only 3.2%.
Fragments that comigrated with molecular weight markers are calculated with absolute accuracy by programmes CUB, LIN, SEMILOG and RECIP ( Table 2 , fragments 1 and 2 of track 1, and 1 and 3 of track 2).
When using ORT there were slight errors at these points. For example, in Table 2 , fragments 1 and 2 of track 1 were estimated with an error of 0.3 and 0.1% respectively and fragments 1 and 3 of track 2 with an error of 0.2 and 0.6%. This was to be expected since ORT generates a curve of best fit which does not guarantee exact fit of the "standard curve" at the input data points. These errors may, however, be tolerable, since in "real" situations apparent comigration of fragments does not necessarily indicate identity. However, in generating this standard curve dramatic oscilations occasionally occur when extrapolating -for example, fragment 4 (track 1, Table 3 ) mentioned above, reflects a change in direction of the curve. This problem is not encountered by the other programmes which deal with the standard data in discrete pairs of input points.
CONCLUDING REMARKS
The power, low cost and portability of programmable pocket calculators compared with microcomputers and terminals for main-frame computers makes them a logical choice for a great deal of day-to-day data analysis, such as that described here. They are within the range of every experimenter to own and carry between laboratory and home. The data presented in this paper demonstrate that estimation of DNA fragment sizes by direct calculation on the HP-41C calculator is more accurate than conventional manual graphical methods. Furthermore the estimates obtained are objective and reproducible, i.e. the same set of data will always yield the same fragment sizes from day to day and from experimenter to experimenter, in contrast to hand drawn graphs. The remaining question is which programme to choose. ORT may be excluded on account of its occasional oscillations. When extrapolation is not required, CUB and SEMILOC-and somewhat more accurate than LIN and RECIP (Table 4 ). When extrapolation is required however, CUB is definitely superior, bearing out our general experience, which favours CUB as the programme of choice.
