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Disorder is more the rule than the exception in natural and synthetic materials. Nonetheless,
wave propagation within inhomogeneously disordered materials has received scant attention. We
combine microwave experiments and theory to find the spatial variation of generic wave propagation
quantities in inhomogeneously disordered materials. We demonstrate that wave statistics within
samples of any dimension are independent of the detailed structure of a material and depend only
on the net strengths of distributed scattering and reflection between the observation point and each
of the boundaries.
Coherent waves launched into a random sample are
scrambled in a haze of scattered fields that is manifested
in the speckle pattern of scattered light. This makes dis-
ordered materials opaque and impairs communication,
imaging, and transport. Studies of transport in ran-
dom systems have focused on disordered materials with
uniform scattering strength throughout the medium and
possible surface reflection [1–8]. For example, Brownian
motion of particles in a homogeneous liquid was shown
by Einstein to be due to randomly fluctuating forces on
microparticles by molecules in thermal equilibrium [9],
while in Chandrahekar’s radiative transfer model, the
rate of particle scattering out of or into a particular di-
rection is homogeneous [10]. In quantum scattering, the
suppression of electron diffusion was first studied in the
Anderson tight-binding model, in which the distributions
of electron energy at each lattice site are the same [11].
Localization of radiowaves was first found in calculations
for random waveguides with a spatially homogeneous dis-
tribution of disorder in the dielectric constant [12]. Such
studies have led to a deep understanding of ballistic and
diffusive propagation and of Anderson localization. How-
ever, the paradigm of homogeneously disordered materi-
als does not represent key elements of our surroundings,
which are generally inhomogeneously disordered with a
spatially varying scattering strength and multiple inter-
faces within the bulk of the material and at the surface.
Understanding wave propagation in such materials would
enable a wide range of applications in diverse fields, in-
cluding medical imaging [13], lidar and remote sensing
[14], astrophysics [10], telecommunication [15], electron-
ics [16, 17], phononics [18–20], invisibility cloaking [21],
and photothermal therapy [22].
In this letter, we go beyond canonical homogeneously
disordered materials. We begin by considering a simple
departure from the traditional uniformly disordered ma-
terial – the insertion of a single reflector into a uniformly
disordered sample. We discover an invariance principle
for such materials: Wave statistics at any the point of
observation is invariant with regard to displacement of
a reflector along the length of the sample, apart from a
discontinuity that arises when the reflector crosses that
point. This leads to the discovery of an even broader
invariance principle. By that principle we obtain a full
description of wave propagation and statistics for gen-
eral inhomogeneously disordered materials with multiple
embedded reflectors or tunneling barriers and a longitu-
dinally varying transport mean free path `(x).
We carry out microwave measurements in a uniformly
disordered one-dimensional (1D) open medium of length
L with a reflector at depth x0. We consider the inten-
sity at a point x, I(x;x0), which is normalized so that
its value at the output is equal to the flux transmis-
sion coefficient, for an ensemble of disorder configura-
tions. The results of measurements of the ensemble av-
erages 〈ln I(x;x0)〉, 〈I(x;x0)〉 and the probability density
function P (ln I(x;x0)) are explained using random ma-
trix theory (RMT) [5, 27, 28] and supersymmetry field
theory (SUSY) [29, 30]. We consider P (ln I) rather than
P (I) since ln I self-averages and so a comparison to the-
ory can be made with measurements on fewer disorder
configurations. RMT and SUSY address wave propaga-
tion from different perspectives and together provide a
universal description for it.
We find that the average and the probability density
function of all local quantities that can be expressed in
terms of the Green function of the wave equation share
a common feature with regard to their variation with x0:
When x is fixed, but x0 is changed, a quantity O(x;x0)
representative of waves in a disordered ensemble is un-
changed as long as x remains in front of or behind the
reflector, and changes discontinuously from O(x;0) to
O(x;L) when x0 crosses x. This behavior is encapsulated
in the following identity proved below:
O(x;x0) = θ(x0 − x)O(x;L) + θ(x− x0)O(x; 0), (1)
where θ is the Heaviside function. This allows us to find
the spatial structure of the statistics of intensity and of
the intensity in transmission eigenchannels [31–35]. The
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FIG. 1. Measurements of and theoretical results for O(x;x0)=〈ln I(x;x0)〉 (a), 〈I(x;x0)〉 (b) and P (ln I(0.5L;x0)) (c) in 1D
samples with a reflector at different x0 or without a reflector are in good agreement. They all exhibit the invariance and
discontinuity with regard to displacement of the reflector, and are identical to O(x;L(0)) for x<x0 (x>x0).
impact of distributed scattering and discrete reflection
on the profile of 〈ln I〉 is additive, while the profile of
〈I〉 is determined by the position-dependent diffusion co-
efficient D(x;x0), which is a function of the strength of
distributed scattering, discrete reflection, and the rela-
tive positions of x and x0. D(x;x0) not only satisfies
Eq. (1), but also obeys a scaling law,
D(x;x0)/D0 = D∞(λ(x;x0)), (2)
once it is rescaled by the Boltzmann diffusion coefficient
D0. Here x and all parameters describing the inhomo-
geneity enter into the scaling factor λ(x;x0), and the
scaling functionD∞(λ) describes propagation in both ho-
mogeneously and inhomogeneously disordered materials.
These findings go beyond traditional studies that address
the interplay between surface reflection and particle scat-
tering, which ignore wave interference [3, 10, 23–26]. The
results are surprising since the field at x results from the
coherent superposition of waves arriving at x which is
inevitably affected by the specific location of a reflector,
x0, being in front of or behind x. Finally, the principle
applies not only in 1D, but also in quasi-1D and higher
dimension.
Measurements are carried out with the use of a vec-
tor network analyzer in a single-mode rectangular cop-
per waveguide containing ceramic slabs of thickness 6.6
mm and Teflon U-channel air spacers with thickness ran-
domly chosen from three values: 1.27, 2.55 and 3.82
cm. The sample of length L=86.0 cm is contained in
a copper waveguide with a cutoff frequency of 6.56 GHz.
Successive sample elements are selected randomly with
a probability of 1/2 for the ceramic slabs and 1/6 for
each thickness of the U-channel elements. Spectra are
taken for ensembles of 100 random configurations with-
out a reflector and with a reflector at relative depths of
x0/L=0,1/4,3/4,1. The reflector is a thin copper plate
covering 76% of the waveguide cross section with trans-
mission coefficient Γ=0.36 in the empty waveguide.
The wave is detected by an antenna inserted sequen-
tially into a series of holes of diameter 3.17 mm spaced by
1 cm along the waveguide. Field spectra are taken over
the frequency interval 10.00-10.70 GHz over which the
waveguide supports a single mode. The incident inten-
sity I0 is found by fitting the expression for the intensity
of counter-propagating waves: I0[1+r
2+2rcos(2kx+ϕ)]
in a 4-cm-long segment before the random sample to de-
termine the incident field. Here r is the magnitude of
the reflected field, k is the wavenumber determined from
waveguide dispersion, and ϕ is the phase. We undo the
impact of absorption using the method described in the
Supplementary Materials (SM) [36]. Measurements of in-
tensity at each position are normalized by measurements
in the empty waveguide with absorbers at the ends of
the waveguide so that the sensitivity is uniform at all
positions.
Measured profiles of 〈ln I(x;x0)〉 for samples without
a reflector and with a reflector at x0=L/4 or 3L/4, in
which the impact of absorption is removed are plotted in
Fig. 1a. 〈ln I〉 decreases linearly in front of the reflector
and overlaps the profile measured in samples without a
reflector, but drops sharply behind the reflector and then
continues to fall with the same slope as before the reflec-
tor. The profiles in samples with a reflector at x0=L/4
and 3L/4 are identical, in the region in front of (x<L/4)
and behind (x>3L/4) the reflectors, demonstrating that
the size of the drop is independent of x0. Away from x0,
the slope of 〈ln I〉 in all regions is the same as the slope
in a sample without a reflector. When x is rescaled by
L, this gives a slope of magnitude s=L/`=3.51 [28] cor-
responding to a mean free path `=24.5 cm. Below and
in the SM, we use RMT to show
〈ln I(x;x0)〉 =
{ −x/` for x < x0
−x/`+ ln Γ for x > x0 . (3)
The discontinuity at x0 is equal to the logarithm of the
transmission coefficient Γ of the reflector. This analytic
result is plotted in Fig. 1a, and seen to be in excellent
agreement with measurements. Equation (3) is a special
case of the general result of Eq. (1). For x<x0 (x>x0),
〈ln I(x;x0)〉 is the same as when the reflector is at the
output (input).
3Measured profiles of 〈I(x;x0)〉 for samples without a
reflector and with a reflector at x0=L/4 or 3L/4 are plot-
ted in Fig. 1b. The profiles for the reflector at x0=L/4
and 3L/4 still overlap for x<L/4 and x>3L/4, as is the
case for 〈ln I〉. Though 〈ln I(x;x0)〉 in front of the re-
flectors (x<L/4) is not affected by the presence of the
reflector, 〈I(x;x0)〉 increases significantly for x<L/4 rel-
ative to the profile for samples without a reflector. Using
SUSY we show that as an another application of Eq. (1),
〈I(x;x0)〉 = θ(x0 − x)〈I(x;L)〉+ θ(x− x0)〈I(x; 0)〉, (4)
where
〈I(x; 0(L))〉 = 〈I(0; 0(L))〉 − (〈I(0; 0)〉+ 〈I(0;L)〉 − 2)
×
erf
(√
sL
L+ζ
2x−(L∓ζ)
2L
)
− erf
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−
√
sL
L+ζ
L∓ζ
2L
)
erf
(√
sL
L+ζ
L±ζ
2L
)
− erf
(
−
√
sL
L+ζ
L∓ζ
2L
) . (5)
Here ζ is a length determined by Γ and
〈I(0;0)〉≡〈I(0+;0)〉. From Eq. (5), we find
〈I(x;0)〉+〈I(L−x;L)〉=2. This is in accordance with
the sum of intensity at a point due to all incident
channels being equal to the local density of states with
its average unaffected by the presence of a reflector.
Good agreement of Eqs. (4) and (5) with measurements
is found for s=3.51, ζ=0.33L [36], 〈I(0;0)〉=1.61 and
〈I(0;L)〉=1.92, with the last two parameters calculated
using Eq. (10) below. For samples without a reflector, ζ
vanishes. In this case, we find with the use of Eq. (10)
that 〈I(0;0)〉=〈I(0;L)〉=1.86. Substituting this into
Eq. (5) gives 〈I(x;0)〉=〈I(x;L)〉 with a profile in good
agreement with measurements.
Measurements of P (ln I(L/2;x0)) at x0/L=0,1/4, 3/4,
1 are shown in Fig. 1c and compared to RMT calculations
for P (ln I(L/2;0(L))). We see that the measurements of
P (ln I) for x0/L=0,1/4 coincide with the theoretical re-
sult of P (ln I(L/2;0)), while, for x0/L=1,3/4, they match
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FIG. 2. (a) Simulation and analytic results for 1D samples
with a reflector at different x0 show that the profiles D(x;x0)
overlap D(x;L(0)) for x<x0 (x>x0) and display a disconti-
nuity at x0. (b) Upon mapping x to λ(x;x0), simulated pro-
files of D(x;x0)/D0 (symbols) for samples with different x0
or without a reflector collapse to a single curve: D∞(λ)=e−λ
(solid line).
the theoretical result for P (ln I(L/2;L)). This is in accor-
dance with Eq. (1), which predicts that P (ln I(L/2;x0))
is invariant with regard to the displacement of the re-
flector as long as θ(x−x0) does not change, but changes
suddenly when x0 crosses L/2.
To study universal aspects of 〈I〉, we show below that
− ∂xD(x;x0)∂x〈I〉 = 0 (6)
in the interior of the medium. This differs from the nor-
mal diffusion equation in the position dependence of the
diffusion coefficient, which is the result of the spatial vari-
ation of localization effects in open media [29, 30, 37–39].
Below we will show that
D(x;x0)
D0
=e−λ(x;x0), λ(x;x0)=
{
(x+ζ)(L−x)
`(L+ζ) , x > x0
x(L+ζ−x)
`(L+ζ) , x < x0
,(7)
where λ is essentially the probability density of return
obtained from the diffusion equation with diffusion coef-
ficient D0. Because λ for x>x0 (x<x0) is the same as
when x0=0 (L), it obeys Eq. (1), and so does D.
Intensity fluctuations are too large to allow for an ac-
curate experimental determination of D(x;x0) with data
from 100 configurations. Thus we perform simulations
using the experimental values for `, L and Γ, and com-
pute D(x;x0) from −〈T 〉/∂x〈I〉, which is the generalized
Fick’s law. Here 〈T 〉 is the ensemble-averaged transmis-
sion coefficient, which is equal to the flux. Simulation
results for x0=L/4 and 3L/4 are shown in Fig. 2a and
are in good agreement with the analytic result of Eq. (7).
We next use the expression for λ given above to map x to
λ(x;x0). For samples without a reflector, we set ζ=0 so
that λ=x(L−x)/(`L). The simulated profile D(x;x0)/D0
for samples with different x0 or for samples without a re-
flector collapse to a single curve: D∞(λ)=e−λ, as shown
in Fig. 2b. This scaling law was found previously for
uniformly disordered materials [30].
We sketch the analytic derivations. The full theory is
provided in a self-contained manner in the SM. We first
consider quasi-1D but locally two-dimensional (2D) ran-
dom media and then extrapolate the final results from
quasi-1D to 1D. The dielectric constant (r) exhibits in-
dependent Gaussian fluctuations around unity at every
point r≡(x,y). The reflector is modeled by a layer of high
dielectric constant. The propagation of a wave of angu-
lar frequency ω is described by the retarded (advanced)
Green function GR(A)≡(∇2+ω2(r)±i0+)−1. Using the
SUSY technique [40], GR(A) can be expressed in terms
of a path integral over a supervector field. Since a lo-
cal quantity such as I(x;x0) can be expressed in terms
of GR(A), upon performing the disorder average, one can
express O(x;x0) in terms of a functional integral over
a supermatrix field Q(x) [29, 30]. Upon rescaling x by
4ξ where ξ=piνD0 with ν the density of states per unit
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FIG. 3. Simulations for three ensembles, two consisting of 1D samples composed of two segments of different scattering strength
(red dashed and green dash-dotted curves) and one of uniformly disordered samples (blue solid curve). In all samples, ηL=6.
Upon mapping x to η(x), the profiles of 〈ln I〉 (a, inset), 〈I〉 (b, inset), and P (ln I) (c) in different ensembles collapse to a single
curve (main panel).
length, we find
O(x;x0) =
∫
DQ(x)MO[Q(x)] (8)
×
{
W (QL, Q(x); L˜− x)W˜ (Q(x),Λ;x, x0), x > x0
W˜ (QL, Q(x); L˜− x, x0 − x)W (Q(x),Λ;x), x < x0
with L˜=L/(4ξ). Different observables O differ only in
the functional MO[Q(x)] and in the boundary constraint
Q(L)=QL [Q(0) is a constant matrix Λ.]. Here W is the
heat kernel and
W˜ (Q,Q′;x1, x2) ≡
∫
DQ−DQ+eγstr(Q−Q+)
×W (Q,Q+;x1 − x2)W (Q−, Q′;x2), forx1 > x2. (9)
Here−γstr(Q−Q+) is the action accounting for wave tun-
neling through the reflector, with γ depending on ω, Γ
and the cross sectional area, and str represents the su-
pertrace. Using Eq. (8), we find that both ∂x0O(x;x0<x)
and ∂x0O(x;x0>x) vanish [36]. This justifies Eq. (1).
Applying Eq. (8) to the spatial correlator:
Y(x,x′)≡〈∫∫ dydy′GA(r,r′)GR(r′,r)〉, we find that it
is the fundamental solution of the generalized diffusion
equation, −∂xD(x;x0)∂xY=δ(x−x′), from which Eq. (6)
follows. We also find D∞(λ)=1−λ+O(λ3) for λ1
corresponding to weakly localized waves, with λ given by
Eq. (7) and ζ=ξ/(4γ). This perturbative expansion of
D∞ is exactly the same for samples without a reflector
[30], and the presence of a reflector at x0 only enters into
λ. The scaling behavior described by Eq. (2) is expected
to hold for all λ. Thus we can apply the results for local-
ized samples without a reflector [30] to the present case.
This gives D∞≈e−λ for λ>∼1 and D(x;x0)=D0e−λ(x;x0)
in 1D. Solving Eq. (6) gives Eq. (5).
〈ln I〉 and P (ln I) for 1D are most readily calculated
using RMT. By using the maximum-entropy approach
[8] we show that [36]
P (ln I(x;x0)) =
∫∫ 2pi
0
dθldθr
(2pi)2
∫∫ 2pi
0
dµldµr
(2pi)2
∫∫ ∞
0
dλldλr
×psl(λl)psr (λr)δ (ln I(x;x0)− ln I(x, {λ, θ, µ})) . (10)
Here I(x,{λ,θ,µ}) is the expression for intensity in the
polar representation [5]. The parameters θl(r), µl(r)
are uniformly distributed over [0, 2pi], and λl(r) is dis-
tributed according to psl(sr)(λl(r)) [41, 42] with sl=x/`
[sr=(L−x)/`]. The explicit forms of I(x,{λ,θ,µ}) and
psl(sr) are given in the SM. From Eq. (10), one may ob-
tain the statistics of any function of intensity. It gives
the values 〈I(0;0(L))〉 in Eq. (5) and P (lnI) at x=L/2
plotted in Fig. 1c and the analytic expression of Eq. (3).
In general, inhomogeneity arise from multiple segments
with different scattering strength or a smoothly varying
mean free path, and multiple embedded reflectors. In
this case, we map x to η=η(x)=
∫ x
0
dx′
`(x′) [ηL=η(L)]. A
generic average quantity assumes the form, O(η;{ηi}),
where {ηi} are the coordinates of interfaces or reflectors.
Using SUSY, we find
∀j : ∂ηjO(η; {ηi}) = 0, if and only if ηj 6= η. (11)
Thus O is invariant with regard to arbitrary shuffling of
interfaces or reflectors, as long as they do not cross η.
This generalizes Eq. (1). Indeed, Eq. (1) has an equiv-
alent form, namely, ∂x0O(x;x0)=0 if and only if x0 6=x,
which is a special case of Eq. (11).
For inhomogeneity arising solely from variations in
scattering strength, Eq. (11) implies that the η depen-
dence of O is identical to that in a uniformly disordered
sample. For 〈lnI〉, we find using RMT that 〈lnI〉=−η.
For 〈I〉, we find using SUSY that−∂ηD(η)∂η〈I〉=δ(η−η′)
with D(η)=e
− η(ηL−η)ηL , which gives
〈I(η)〉 = 〈I(0)〉 − 2 (〈I(0)〉 − 1)
×
erf
(
2η−ηL
2
√
ηL
)
− erf
(
−
√
ηL
2
)
erf
(√
ηL
2
)
− erf
(
−
√
ηL
2
) . (12)
In Fig. 3, we compare numerical results for intensity
statistics in samples with ηL = 6 but different variations
of `(x). The spatial profiles of 〈ln I(η)〉 and 〈I(η)〉 and
the probability distributions of ln I of any value of η are
the same in different samples.
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FIG. 4. (a) Simulations of the eigenchannel profile Wτ for
two ensembles of 2D diffusive samples. In one ensemble, the
sample is composed of two segments of different scattering
strength (green dash-dotted curve) while in the other the scat-
tering strength is uniform (blue solid curve). In all samples,
ηL=5. (b) Upon mapping x to η(x), the profiles of Wτ in the
two ensembles collapse to a single curve.
The invariance principle for high-dimensional diffusive
samples, in which nonuniformity in scattering arises ei-
ther from an embedded reflector or a spatially varying
mean free path, is demonstrated theoretically in the SM.
In Fig. 4, we compare numerical results for the average
longitudinal profile of energy within the sample, denoted
Wτ (x), normalized so that Wτ (x = L) = τ [32, 34], in
two ensembles consisting of 1000 samples with channel
number N = 80, aspect ratio 2, ηL = 5, and the scal-
ing conductance g = N/ηL = 16. The mean free path is
uniform in one ensemble of samples but varies with x in
the other. The profiles in two different ensembles overlap
upon mapping x to η(x).
The invariance principle allows us to shift the fo-
cus from the surface to the interior of the sample and
from homogeneous to inhomogeneous disorder. We have
demonstrated its application to intensity statistics in a
general dimension and to controlling the spatial struc-
ture of transmission eigenchannels. Our findings open a
door to engineering the profiles of wave energy and its
flow inside inhomogeneously disordered materials.
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1Supplemental materials
This supplemental material is a self-contained treat-
ment of the (technical) experimental and theoretical dis-
cussion in the main paper and its relationship to the ex-
periment. For the convenience of the reader, all notation
and abbreviations are re-introduced and analytic results
given in the main paper are re-presented with links to the
main paper embedded into the derivations. Thus readers
who are interested only in the technical part of this work
may use this supplemental material without going back
and forth between the main paper and this supplemen-
tary material.
The supplemental material is organized as follows. In
Sec. I, we present a full description of the experiments.
In Sec. II, we describe the supersymmetry (SUSY) theory
in full and use this theory to derive the analytic results
given in the paper. In Sec. III, we give a full description
of the random matrix theory (RMT) and use this theory
to derive the analytic results given in the paper.
I. Description of experiments
1. Experimental setup and methods of measurements
Measurements are carried out with use of a vec-
tor network analyzer in a single-mode rectangular cop-
per waveguide containing alternating ceramic layer and
Teflon U-channel air spacer layer. Each layer consists
of one or more elements of the same material. We use
one type of ceramic element with thickness 6.6 mm and
three types of spacers with thickness 1.27, 2.55 and 3.82
cm. Each elements are selected with probability of 1/2
for the ceramic element and 1/6 for each thickness of
the spacer. The copper waveguide with the cutoff fre-
quency of 6.56 GHz contains the sample length L = 86.0
cm. As a result, the number of elements varies between
configurations; the expected number of layers is around
30. This disorder is homogeneous and so gives rise to a
linear falloff of the average of the logarithmic of inten-
sity, 〈ln I(x;x0)〉, within the sample. Spectra are taken
for an ensemble of 100 random configurations without a
reflector and with a reflector at fixed relative depths of
x0/L = 0, 1/4, 3/4, 1. The reflector is a thin copper plate
covering 76% of the waveguide cross section with trans-
mission coefficient Γ = 0.36 in the empty waveguide.
The wave is launched from the left into the random
waveguide, where a reflector is placed at depth x0, into
the sample and detected by an antenna inserted sequen-
tially into a series of holes of diameter 3.17 mm spaced
by 1 cm along the waveguide (cf. Fig. S1). Field spec-
tra are taken over the frequency interval: 10.00 − 10.70
GHz in which the waveguide supports a single mode.
The antenna tip penetrates a depth 0.11 mm below the
bottom of the hole in the top plate of the waveguide.
The incident intensity I0 is found by fitting the ex-
pression for the intensity of counter-propagating waves:
I0[1 + r
2 + 2r cos(2kx + ϕ)] in a 4-cm-long segment be-
fore the random sample to determine the incident field.
Here r is the magnitude of the reflected field, k is the
wavenumber determined from waveguide dispersion, and
ϕ is the phase. Measurements of intensity at a specific
detector position, I(x;x0), are normalized by the mea-
surements in an empty waveguide with absorbers at the
ends of the waveguide so that the sensitivity is uniform
for measurements at all positions.
2. Eliminating the impact of dissipation from
microwave measurements
In this work, the statistics of wave propagation are
discovered in microwave measurements. These measure-
ments are used to confirm theoretical predictions of the
equivalence of propagation statistics inside disordered
samples in which a reflector is moved. To eliminate the
impact of dissipation, which is primarily due to absorp-
tion, we first determine the decay rate of energy Γa due to
all sources except for the leakage through the input and
output boundaries of the sample. Sources of dissipation
include absorption in the dielectric medium and in re-
flection from the copper waveguide, and leakage through
the holes along the length of the sample. We measure the
average decay rate of the energy density at several points
near the center of the sample in which leakage through
the input and output boundaries of a sample is substan-
tially blocked. A fully reflecting aluminum block is placed
at the output of the sample and a copper reflector with
approximately 10% transmission is placed between the
source and the sample input. In this way, coupling to
the outside through the partial reflector is minimized,
but the sample may still be excited by the antenna at the
input side of the waveguide. An example of the intensity
spectrum determined from measurements of the field in
the center of the sample is shown in Fig. S2. The peaks
are narrowed by the reflectors at the ends of the sample,
as can be seen by comparison with a typical spectrum
with open boundaries. The narrowest lines in the spec-
tra correspond to modes that are strongly localized away
from the partial reflector at the front of the sample. Thus
the half-widths in angular frequency units of the narrow-
est lines in the spectrum are close to the rate of energy
Input
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FIG. S1. Microwave radiation is launched into a random
waveguide with a reflector at depth x0. The detection an-
tenna is inserted into holes in the waveguide to measure the
field.
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FIG. S2. Intensity spectrum in a random sample with a full
reflector placed at the output and a 90% reflector at the input.
The spectrum of the narrowest peak in the wider spectrum is
shown in the inset.
dissipation in the sample. In the spectrum shown in the
inset of Fig. S2, the narrowest peak at a frequency of
8.135 GHz corresponds to a mode strongly localized near
the sample center which is not significantly broadened by
leakage through the boundaries. This yields a decay rate
of 9.3× 10−3 ns−1.
In order to find the spectrum in the absence of dissipa-
tion, we multiply the measured field spectrum in an open
sample by the spectrum of a Gaussian function corre-
sponding to the Fourier transform of the spectrum due to
incident pulse. This spectrum is Fourier transformed into
the time domain to yield the time evolution of the field
inside the sample excited by the corresponding Gaussian
pulse. This time varying field is then multiplied by eΓat/2
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FIG. S3. Original spectrum at a point near the sample center
taken from measurements and the spectrum after adjusting
for the impact of absorption.
to give the time evolution of the field in a sample with-
out dissipation. The modified time domain signal is then
Fourier transformed back into the frequency domain to
give the field spectra in which the influence of absorption
is eliminated. These results are used to find the inten-
sity statistics shown in the figures of the main text. This
method has been shown in previous work [43] to give the
probability distribution of intensity for a sample without
absorption which is in agreement with predictions. The
modification of the intensity spectrum when this method
is applied to a point at the sample center of a typical
disordered configuration is shown in Fig. S3. This small
change in the spectrum shows that the dissipation is weak
in the present experiments.
The holes on the top of the copper waveguide of thick-
ness 3.24 mm have a diameter 3.17 mm, which is 9.5
times larger than the evanescent decay length of the mi-
crowave radiation within the hole, which is measured to
be 0.34 mm. Since the energy leakage through each hole
is small and the holes cover a small fraction of the sides
of the waveguide, this source of dissipation is negligible.
We conclude that the decay of energy within the sample
is largely due to absorption.
II. Supersymmetry field theory for
inhomogeneously disordered open media
In this section, we present a supersymmetry field the-
ory for general inhomogeneously disordered open media.
We use this theory to study the disorder average of a
generic wave propagation quantity.
In most of this section, we consider quasi-1D and 1D
samples. Note that the local dimensionality of the quasi-
1D sample is high. We first develop a SUSY theory for
open media with an embedded reflector and use this to
derive the general law of Eq. (1) for a generic disorder-
averaged quantity O(x;x0). For the convenience of the
readers, we rewrite Eq. (1) here:
O(x;x0) = θ(x0 − x)O(x;L) + θ(x− x0)O(x; 0), (S1)
where θ is the Heaviside function. We further justify
the generalized diffusion equation for the average inten-
sity 〈I(x;x0)〉 (〈·〉 the disorder average) and establish
the scaling law of the position-dependent diffusion coeffi-
cient. Then we extend SUSY to more general inhomoge-
neously disordered samples in which the strength of dis-
tributed scattering varies in space and multiple reflectors
are embedded. This allows us to prove the generalized in-
variance principle and derive the analytic expressions for
〈ln I(x;x0)〉 and 〈I(x;x0)〉 in these samples. In the end
of this section, we go beyond quasi-1D geometry and es-
tablish the invariance principle for high-dimensional dis-
ordered samples.
A. Field-theoretical expression for O(x;x0)
3We first develop the SUSY formalism for a quasi-1D
random sample of length L which, for the sake of sim-
plicity, is assumed to be locally 2D, and finally extrapo-
late the quasi-1D results to 1D. The dielectric constant
(r) exhibits independent Gaussian fluctuations around
unity at every point r=(x,y). A uniform reflective dielec-
tric layer is placed at x0. Wave propagation inside the
medium is described by the retarded (advanced) Green
function GR(A), defined from(∇2 + ω2 ((r)± i0+))GR,A(r, r′) = δ(r − r′). (S2)
Recall that ω is the circular frequency.
Given a source profile J(x) which is uniform in the y
direction, the average intensity integrated over the cross
section is
〈I(x;x0)〉 =
∫
dω
2pi
∫
dx′Y(x, x′)J(x′), (S3)
where
Y(x, x′) ≡
∫∫
dydy′〈GA(r, r′)GR(r′, r)〉 (S4)
gives the spatial correlation between energy densities in-
tegrated over cross sections at x and x′.
Similar to the path-integral formalism in quantum me-
chanics, we can express a generic wave propagation quan-
tity in terms of a path integral over a vector field. In the
present context, because GR and GA have distinct ana-
lytic structures, this vector field carries a 2-component
index to accommodate these structures. In addition, it
has another 2-component index to accommodate the sys-
tem’s time-reversal symmetry. Most importantly, in or-
der to make the normalization factor (the partition func-
tion) to be unity so that the subsequent disorder aver-
aging can be readily carried out, we introduce fermion-
boson doubling, which is the origin of SUSY. As such,
the vector field is an 8-component supervector field, de-
noted ψ. Now, since a local quantity such as I(x;x0)
can be expressed in terms of GR(A), upon performing the
disorder average, one can express O(x;x0) in terms of a
functional integral over a supermatrix field Q [40]. Since
the supermatrix Q has the same structure as ψ ⊗ ψ†, it
is defined in the fermion-boson (‘fb’), advanced-retarded
(‘ar’) and time-reversal (‘tr’) sectors, each of which is
a 2×2 block. The first sector accommodates the above
doubling with complex and Grassmann variables as di-
agonal and non-diagonal entries, respectively; the second
sector accommodates the distinct analytic structures of
GR(A); the last sector accounts for time-reversal symme-
try. The detailed structure of Q depends on the system’s
symmetry. In general, we can parametrize Q as
Q = gΛg−1,
g = ew, {w,Λ} = 0. (S5)
Here g is an element of group G of supermatrices re-
specting the system’s symmetry, and gK generates the
coset space G/K, with the subgroup K consisting of all
supermatrices commuting with the constant supermatrix
Λ,
Λ = Ifb ⊗ σar3 ⊗ Itr. (S6)
In Eq. (S6) σXi (i = 1, 2, 3 and X=‘fb’, ‘ar’, ‘tr’) and IX
are, respectively, the Pauli matrices and unit matrix in
the X-sector.
Below let us consider a concrete example to show
how this program is carried out in practice. Following
Ref. [29], we can express Y as a functional integral over
Q(x),
Y(x, x′) =
∫
DQ−DQ+eγstr(Q−Q+)
×
∫ Q(x−0 )=Q−
Q(0)=Λ
D[Q]e−
ξ
8
∫ x0
0 dxstr(∂xQ)
2
×
∫ Q(L)=Λ
Q(x+0 )=Q+
D[Q]e
− ξ8
∫ L
x0
dxstr(∂xQ)
2
× piν
27
str (A+Q(x)A−Q(x′)) , (S7)
with ‘str’ being the supertrace,
A± = (1− σfb3 )⊗ (1± σar3 )⊗ (1− σtr3 ), (S8)
and ν being the density of states per unit length. Here
the action,
ξ
8
∫
dxstr(∂xQ)
2, (S9)
with ξ=piνD0, reflects localization effects. Recall that D0
is the Boltzmann diffusion coefficient. In Eq. (S7), the
tunneling action, −γstr(Q−Q+), appears, which couples
the segment in front of and behind the reflector, where
Q±≡Q(x±0 ) are the supermatrices on the two surfaces
of the reflector. Here the coupling constant γ depends
on the transmission coefficient Γ of the reflector, the fre-
quency ω, and the cross sectional area A:
γ =
ωA
4pi
Γ
2 + Γ
. (S10)
The first line of Eq. (S7) corresponds to an integral
over the supermatrices Q±, with a normal measure
DQ+DQ−. The second line corresponds to a func-
tional integral over smooth field configurations in front
of the reflector; which are subject to the boundary con-
ditions: Q(0)=Λ and Q(x−0 )=Q− with a functional mea-
sure D[Q(x)]. The third line corresponds to a functional
integral over smooth field configurations behind the re-
flector which are subject to the boundary conditions:
Q(x+0 )=Q+ and Q(L)=Λ.
To find the general field-theoretical expression
of disorder-averaged quantities, we consider another
example, the transmission eigenvalue distribution
4ρ(τ)=〈∑n δ(τ−τn)〉, for which the point of observation is
x=L. Here τn is the nth transmission eigenvalue, namely
the square of the singular value of the transmission ma-
trix. By introducing the following quantity,
Z =
〈
det(1− γ1γ2jˆδlGAjˆδrGR)
det(1− ζ1ζ2jˆδlGAjˆδrGR)
〉
, (S11)
where jˆ is the energy current operator and δl(r) restricts
the spatial integral to the input (output), the distribution
is expressed as [44]
ρ(τ) =
1
piτ
Imγ1
∂Z
∂γ1
∣∣∣∣
γ1γ2=ζ1ζ2=
1
τ+i0+
. (S12)
Following the derivations of Ref. [45], we find
Z =
∫
DQ−DQ+eγstr(Q−Q+)
×
∫ Q(x−0 )=Q−
Q(0)=Λ
D[Q]e−
ξ
8
∫ x0
0 dxstr(∂xQ)
2
×
∫ Q(L)=QL
Q(x+0 )=Q+
D[Q]e
− ξ8
∫ L
x0
dxstr(∂xQ)
2
, (S13)
where QL is determined completely by γ1,2 and ζ1,2.
Comparing Eqs. (S7) and (S13), we find that the en-
semble average of a generic quantity measured at x,
which is represented by O(x;x0), can be expressed as
O(x;x0) ≡
∫
DQ−DQ+eγstr(Q−Q+)
×
∫ Q(x−0 )=Q−
Q(0)=Λ
D[Q]e−
ξ
8
∫ x0
0 dxstr(∂xQ)
2
×
∫ Q(L)=QL
Q(x+0 )=Q+
D[Q]e
− ξ8
∫ L
x0
dxstr(∂xQ)
2
MO[Q(x)], (S14)
and only MO[Q(x)] and the boundary condition,
Q(L)=QL, are specific to O. Similar to Eq. (S7), the
first line of Eq. (S14) corresponds to an integral over the
supermatrices Q± at the two surfaces of the reflector, the
second to a functional integral over smooth field config-
urations in front of the reflector, which are subject to
the boundary conditions: Q(0)=Λ and Q(x−0 )=Q−, and
the third to a functional integral over smooth field con-
figurations behind the reflector, which is subject to the
boundary conditions: Q(x+0 )=Q+ and Q(L)=QL.
B. Proof of invariance principle for
inhomogeneity arising from an embedded
reflector
We are now ready to prove Eq. (S1). The proof in-
cludes three steps. In the first, we introduce the heat
kernel. In the second, we prove an identity for the heat
kernel. With these preparations, we complete the proof
of Eq. (S1) in the third step.
1. Step I
To demonstrate the basic idea, we consider, for the mo-
ment, samples without a reflector and thus the parameter
x0 in O(x;x0) is suppressed. In this case, Eq. (S14) is
simplified to
O(x) =
∫ Q(L)=QL
Q(0)=Λ
D[Q]e−
ξ
8
∫ L
0
dxstr(∂xQ)
2
MO[Q(x)],(S15)
were the functional integral is over smooth field configu-
rations subject to the boundary conditions: Q(0)=Λ and
Q(L)=Q. For convenience below, we rescale x by 4ξ. The
common structure of Eq. (S15) motivates us to introduce
the heat kernel [46, 47], defined as
W (Q,Q′; L˜) ≡
∫ Q(L˜)=Q
Q(0)=Q′
D[Q]e−
1
8
∫ L˜
0
dxstr(∂xQ)
2
, (S16)
where L˜=L/(4ξ). The heat kernel satisfies
(∂L˜ −∆Q)W (Q,Q′; L˜) = δ(Q,Q′)δ(L˜), (S17)
where ∆Q is the Laplacian in Q space. Comparing
Eq. (S17) with the normal diffusion equation describing
the macroscopic motion of Brownian particles, we find
that L˜ and Q play the roles of “time” and “coordinate”,
respectively, and W mimics a “probability distribution”.
As such, the action str(∂xQ)
2 mimics the kinetic energy
of a Brownian particle. Using Eq. (S16), we can rewrite
Eq. (S15) as
O(x) =
∫
DQ(x)W (QL, Q(x); L˜− x))W (Q(x),Λ;x)
×MO[Q(x)]. (S18)
This expresses O(x) in terms of the heat kernel and re-
duces the functional integral over supermatrix field con-
figurations to the integral over a single matrix Q(x).
We then generalize this idea to samples with a reflector
at depth x0 rescaled by 4ξ and express O(x;x0) in terms
of the heat kernel. We introduce the following quantity,
W˜ (Q,Q′;x1, x2) ≡
∫
DQ−DQ+eγstr(Q−Q+)
×
∫ Q(x−2 )=Q−
Q(0)=Q′
D[Q]e−
1
8
∫ x2
0 dxstr(∂xQ)
2
×
∫ Q(x1)=Q
Q(x+2 )=Q+
D[Q]e
− 18
∫ x1
x2
dxstr(∂xQ)
2
(S19)
for x1>x2. With the substitution of Eq. (S16), we obtain
W˜ (Q,Q′;x1, x2) ≡
∫
DQ−DQ+eγstr(Q−Q+)
×W (Q,Q+;x1 − x2)W (Q−, Q′;x2). (S20)
Combining Eqs. (S14), (S19) and (S20) gives
O(x;x0) =
∫
DQ(x)MO[Q(x)] (S21)
×
{ W (QL, Q(x); L˜− x)W˜ (Q(x),Λ;x, x0), x > x0
W˜ (QL, Q(x); L˜− x, x0 − x)W (Q(x),Λ;x), x < x0
5namely Eq. (8), which expresses O in terms of the heat
kernel (Fig. S4). Note that Eqs. (S14) and (S21) are
equivalent.
2. Step II
Taking the derivative with respect to x2 on both sides
of Eq. (S20) gives
∂x2W˜ (Q,Q
′;x1, x2) =
∫
DQ−DQ+eγstr(Q−Q+)
×( (∂x2W (Q−, Q′;x2))W (Q,Q+;x1 − x2)
+W (Q−, Q′;x2) (∂x2W (Q,Q+;x1 − x2))
)
. (S22)
With the help of Eq. (S17), this reduces to
∂x2W˜ (Q,Q
′;x1, x2) =
∫
DQ−DQ+eγstr(Q−Q+)
×( (∆Q−W (Q−, Q′;x2))W (Q,Q+;x1 − x2)
−W (Q−, Q′;x2)
(
∆Q+W (Q,Q+;x1 − x2)
) )
. (S23)
Using integration by parts in the superanalysis [48],
Eq. (S23) can be rewritten as
∂x2W˜ (Q,Q
′;x1, x2)
=
∫
DQ−DQ+W (Q−, Q′;x2)W (Q,Q+;x1 − x2)
× (∆Q− −∆Q+) eγstr(Q−Q+). (S24)
Below, we show that factor given in the last line of
Eq. (S24) vanishes.
For this purpose, we parametrize Q± as
Q± = g±Λg−1± , g± = e
w± , {w±,Λ} = 0 (S25)
using Eq. (S5). With this substitution, we obtain
∆Q+e
γstr(Q−Q+) = ∆g+Ke
γstr(g−1− g+Λg
−1
+ g−Λ). (S26)
Because the left group translation,
Lh : F(g)→ LhF(g) = F(hg), (S27)
with F a generic function over the coset space, com-
mutes with the Laplacian, letting F(g)=eγstr(gΛg−1Λ) and
g=g+,h=g
−1
− , we have
∆Q+e
γstr(Q−Q+) = ∆g˜Ke
γstr(g˜Λg˜−1Λ), (S28)
g˜ ≡ g−1− g+.
Note that g˜K ∈ G/K and thus can be parametrized in
the same way as Eq. (S5). That is, we have g˜ = ew˜
with {w˜,Λ} = 0. The right-hand side of Eq. (S28) can
be calculated by using the definition of the Laplacian on
the coset space [46, 47], giving
∆g˜Ke
γstr(g˜Λg˜−1Λ)
=
∑
i,j
gij∂xi∂xje
γstr(g˜exΛ(g˜ex)−1Λ)
∣∣
x=0
, (S29)
where {gij} is the metric tensor on curved coset space
and {x,Λ} = 0. With the help of the anticommutation
relation between x (or w˜) and Λ and Eq. (S28), we have
∆Q+e
γstr(Q−Q+) =
∑
i,j
gij∂xi∂xje
γstr(e2w˜e2x)
∣∣
x=0
.
(S30)
Similarly, we have
∆Q−e
γstr(Q−Q+) = ∆g˜−1Ke
γstr(g˜−1Λg˜Λ)
=
∑
i,j
gij∂xi∂xje
γstr(e2w˜e−2x)
∣∣
x=0
.
(S31)
Comparing Eqs. (S30) and (S31) and taking into account
the quadratic property of the Laplacian, we find that
∆Q+e
γstr(Q−Q+) = ∆Q−e
γstr(Q−Q+). (S32)
Combining this with Eq. (S24) proves the following iden-
tity,
∂x2W˜ (Q,Q
′;x1, x2) = 0. (S33)
Recall that here x1 > x2.
3. Step III
Consider O(x;x0) with x0<x. Equation (S21) gives
O(x;x0 < x) =
∫
DQ(x)MO[Q(x)]
×W˜ (Q(x),Λ;x, x0)W (QL, Q(x); L˜− x).(S34)
Taking the derivative with respect to x0 and using the
identity Eq. (S33), we have
∂x0O(x;x0 < x) = 0, (S35)
which gives
O(x;x0 < x) = O(x; 0). (S36)
Similarly, for x < x0, Eq. (S21) gives
O(x;x0 > x) =
∫
DQ(x)MO[Q(x)]
×W (Q(x),Λ;x)W˜ (QL, Q(x); L˜− x, x0 − x). (S37)
Taking the derivative with respect to x0 and using the
identity Eq. (S33), we have
∂x0O(x;x0 > x) = 0, (S38)
which gives
O(x;x0 > x) = O(x;L). (S39)
From Eqs. (S36) and (S39) we obtain Eq. (S1).
C. Generalized diffusion equation
6x L-x
x0
 Q(x  )0- Q(x  )0+ Q(x)
W(Q(x),;x,x  )0
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L
FIG. S4. Schematic representation of Eq. (S21) for x>x0.
We now calculate Y(x,x′) by using its field-theoretical
expression given by Eq. (S7). We generalize the scheme
which was developed for samples without a reflector
[29, 30, 49]. Below the rescaling of x, x0, L by 4ξ is un-
done. First of all, the integral over supermatrices Q±
is dominated by those matrices of Q± so that the total
action is invariant under an infinitesimal rotation at x±0 ,
Q± → e−δR±Q±eδR± . (S40)
Substituting this into the action and demanding that the
term linear in δR± vanishes, we obtain
4ζQ+∂xQ+ − [Q+, Q−] = 0, (S41)
4ζQ−∂xQ− − [Q+, Q−] = 0, (S42)
where ζ=ξ/(4γ). Subtracting these two equations gives
Q+∂xQ+ = Q−∂xQ−, (S43)
which implies that the energy flux through the reflec-
tor is conserved. Thus among the three constraints of
Eqs. (S41), (S42) and (S43), only two are independent.
Below we choose Eqs. (S41) and (S43).
Next, we consider weakly localized samples (Lξ).
For these samples, Eq. (S7) can be calculated pertur-
batively. To facilitate this scheme, we perturb Q(x) near
Λ, by expanding Q(x) in terms of w(x) as
Q(x) =
∞∑
n=0
2n
n!
wn(x)Λ (S44)
with use of Eq. (S5). Because Q(x) is fixed to be Λ at
x = 0, L, we have the following boundary constraint,
w(0) = w(L) = 0. (S45)
Moreover, by substituting this expansion into Eqs. (S41)
and (S43), we obtain the following constraints for w(x)
on both sides of the reflector,
ζ∂xw(x
+
0 )− (w(x+0 )− w(x−0 )) = 0, (S46)
∂xw(x
+
0 ) = ∂xw(x
−
0 ). (S47)
By keeping the leading order expansion of Eq. (S7) in w,
we find that the result, denoted Y0(x, x′), is the funda-
mental solution of the normal diffusion equation,
−D0∂2xY0(x, x′) = δ(x− x′), (S48)
and satisfies the following constraints:
ζ∂xY0(x+0 , x′) = Y0(x+0 , x′)− Y0(x−0 , x′), (S49)
∂xY0(x+0 , x′) = ∂xY0(x−0 , x′), (S50)
Y0(x = 0, x′) = Y0(x = L, x′) = 0. (S51)
Solving this equation, we find that for x′ < x0
Y0(x, x′) =

x(L+ζ−x′)
D0(L+ζ)
for 0 ≤ x ≤ x′
x′(L+ζ−x)
D0(L+ζ)
forx′ ≤ x < x0
x′(L−x)
D0(L+ζ)
forx0 < x ≤ L
, (S52)
while for x′ > x0
Y0(x, x′) =

x(L−x′)
D0(L+ζ)
for 0 ≤ x < x0
(x+ζ)(L−x′)
D0(L+ζ)
forx0 < x ≤ x′
(x′+ζ)(L−x)
D0(L+ζ)
forx′ ≤ x ≤ L
. (S53)
Thus, up to second order in w, Eq. (S7) gives the same
result as the solution to the normal diffusion equation,
with diffusion coefficient D0.
We proceed to keep higher order terms in the w ex-
pansion of Eq. (S7). We find that Y=Y0+δY, where
δY(x, x′) = −
∫ L
0
dx1δD(x1;x0)
× (∂x1Y0(x, x1)) (∂x1Y0(x1, x′)) , (S54)
where
δD(x;x0)
D0
= −C1Y0(x, x)
piν
− C2
2
(Y0(x, x)
piν
)2
+ O
((Y0(x, x)
piν
)3)
, (S55)
with the coefficients C1 = 1 and C2 = 0. The first and
second terms correspond, respectively, to the leading and
subleading weak localization corrections to D0. With the
help of Eqs. (S52) and (S53), this reduces to
δD(x;x0)
D0
= −C1λ(x;x0)− C2
2
λ(x;x0) +O
(
λ(x;x0)
3
)
,
(S56)
λ(x;x0) =
Y0(x, x)
piν
=
{
(x+ζ)(L−x)
ξ(L+ζ) forx > x0
x(L+ζ−x)
ξ(L+ζ) forx < x0
. (S57)
With the substitution of Eq. (S57), Eq. (S54) can be
rewritten as
−∂xD(x;x0)∂xY(x, x′) = δ(x− x′), (S58)
where
D(x;x0)
D0
=
D0 + δD(x;x0)
D0
= 1− C1λ(x;x0)− C2
2
λ(x;x0) +O
(
λ(x;x0)
3
)
.(S59)
7Comparing this with Eq. (S48), we see that D0 is renor-
malized to D(x;x0) due to localization effects, and that
the renormalization corrections are position dependent.
More importantly, the position-dependent diffusion co-
efficient D(x;x0), when rescaled by D0, depends on the
observation point x, the reflector location x0, the reflec-
tor transmission coefficient Γ and the mean free path `
only via the scaling factor λ(x;x0). In addition, expan-
sion coefficients such as C1, C2 are the same for samples
with and without a reflector. This is equivalent to the
existence of a scaling function D∞(λ), such that
D(x;x0)
D0
= D∞(λ(x;x0)) (S60)
and D∞(λ) is the same for samples with and without a
reflector, and so is universal with respect to the explicit
form of λ. By using Eqs. (S57) and (S60), we find that
D(x;x0) = θ(x− x0)D(x; 0) + θ(x0 − x)D(x;L).(S61)
This shows that D(x;x0) obeys the general law of
Eq. (S1).
Equation (S59) further gives the explicit form of the
scaling function,
D∞(λ) = 1− C1λ− C2
2
λ2 +O (λ3) , forλ 1.(S62)
This justifies the generalized diffusion equation and the
scaling law of D(x;x0). So far, we have considered sys-
tems with time reversal symmetry. When time reversal
symmetry is broken, the results described by Eqs. (S58)-
(S62) are unchanged, except that the coefficients in
Eq. (S62) are changed to C1 = 0 and C2 = 1. That
C1 vanishes reflects the well-known result, that, for sys-
tems with broken time-reversal symmetry, the one-loop
weak localization correction disappears. Instead, in this
case, the leading interference effects start from the two
loop terms. Interestingly, these include both localization
and delocalization corrections, with the former dominat-
ing over the latter [49–51].
To find the explicit form of D∞(λ) for λ  1, we ex-
ploit its universality and consider a semi-infinite sample
(L =∞) without a reflector. Moreover, because in quasi-
1D or 1D localization physics, results in the presence or
absence of time-reversal symmetry (namely, orthogonal
or unitary symmetry) differ only in the numerical factor
in the localization length [40, 52], we consider the sim-
plest case of a sample with broken time-reversal symme-
try. In this case, we calculate Eq. (S7) exactly and find
(below the argument x0 is suppressed when the reflector
is absent.)
D(x) = D0e
−x/ξ+O(ln(x/ξ)), forx/ξ  1. (S63)
On the other hand, using Eq. (S57), we find that
λ(x)=x/ξ for semi-infinite samples without a reflector.
Combining this with Eq. (S63), we obtain
D∞(λ) = e−λ+O(lnλ), forλ 1. (S64)
Note that this result is asymptotic and thus Eq. (S62) is
not its Taylor expansion. This can also be seen noting
that C1 in the perturbative expansion Eq. (S62) vanishes
for broken time-reversal symmetry.
In 1D, there is no weakly localized regime, since the lo-
calization length and the mean free path are of the same
order. Thus, D∞(λ) ≈ e−λ for this case, and the local-
ization length ξ appearing in the scaling factor λ(x;x0)
given in Eq. (S57) is replaced by a length, ξ1D, which is
of the order of the mean free path `. The precise value
of ξ1D can be found as follows. Consider a strongly lo-
calized sample without a reflector for which L  ξ1D.
Because the average conductance (which is the average
transmission coefficient) 〈G〉 is given by [30, 37]
〈G〉 =
(∫ L
0
dx
D(x)
)−1
, (S65)
by substituting D(x) = D0e
− x(L−x)ξ1DL , we obtain
〈G〉 ∼ e−L/(4ξ1D). (S66)
On the other hand, it is well known from RMT [12, 53]
that 〈G〉∼e−L/(4`) for a strongly localized 1D sample.
Comparing this result with Eq. (S66), we obtain
ξ1D = `. (S67)
Thus the scaling factor given by Eq. (S57) reduces to
λ(x;x0) =
{
(x+ζ)(L−x)
`(L+ζ) forx > x0
x(L+ζ−x)
`(L+ζ) forx < x0
(S68)
for 1D samples with a reflector placed at x0. From this
Eq. (7), namely,
D(x;x0) = D0e
−λ(x;x0) (S69)
follows.
D. Intensity profile 〈I(x;x0)〉 in 1D
In experiments, the source is at the boundaries of the
sample. Because of this, we can use Eqs. (S3) and (S58)
to obtain Eq. (6), namely,
−∂xD(x;x0)∂x〈I(x;x0)〉 = 0 (S70)
within the medium. When implementing this homo-
geneous generalized diffusion equation with appropriate
conditions at x = 0, L, x0 we can find the spatial profile
〈I(x;x0)〉. Thus the profile is controlled by the position-
dependent diffusion coefficient D(x;x0).
1. Symmetry of intensity profile
We first discuss the symmetry of the average inten-
sity profile, which is independent of the explicit form of
8D(x;x0). From Eq. (S70), we find that the Fick cur-
rent, −D(x;x0)∂x〈I(x;x0)〉, is independent of x in the
segment in front of and behind the reflector. Moreover,
the Fick current in the two segments must be the same.
As a result,
−D(x;x0)∂x〈I(x;x0)〉|x<x0
= −D(x;x0)∂x〈I(x;x0)〉|x>x0 . (S71)
On the other hand, the average intensity obeys the gen-
eral law of Eq. (S1). Thus Eq. (4), namely,
〈I(x;x0)〉 = θ(x−x0)〈I(x; 0)〉+θ(x0−x)〈I(x;L)〉 (S72)
follows. Combining Eq. (S71) with Eqs. (S61) and (S72)
gives
−D(x;L)∂x〈I(x;L)〉|x<x0
= −D(x; 0)∂x〈I(x; 0)〉|x>x0 . (S73)
In addition, because the profile 〈I(x;0)〉 is the solution
to the generalized diffusion equation with a position-
dependent diffusion coefficient D(x;0), the Fick current,
−D(x;0)∂x〈I(x;0)〉, is a constant. A similar result applies
to the Fick current, −D(x;L)∂x〈I(x;L)〉. Thus Eq. (S73)
can be further extended to
−D(x1;L)∂x1〈I(x1;L)〉
= −D(x2; 0)∂x2〈I(x2; 0)〉, ∀x1,2 ∈ [0, L]. (S74)
Letting x1 be x and x2 be L− x, we have
−D(x;L)∂x〈I(x;L)〉 = D(L− x; 0)∂x〈I(L− x; 0)〉.(S75)
On the other hand, Eqs. (S57) and (S60) give
D(x;L) = D(L− x; 0). (S76)
Because of this Eq. (S75) reduces to
∂x (〈I(x;L)〉+ 〈I(L− x; 0)〉) = 0 (S77)
and so the quantity 〈I(x;L)〉+〈I(L−x;0)〉 is a constant.
To find the value of the constant, we note that since
the reflection and transmission for an incident wave on
either side of the sample sum to unity,
〈I(0;x0)〉+ 〈I(L;x0)〉 = 2. (S78)
On the other hand, from Eq. (S72) the first term is
〈I(0;L)〉 and the second is 〈I(L;0)〉. Thus
〈I(0;L)〉+ 〈I(L; 0)〉 = 2, (S79)
which gives the value of 〈I(x;L)〉+〈I(L−x;0)〉 at x=0.
Since this value is independent of x, we have
〈I(x;L)〉+ 〈I(L− x; 0)〉 = 2. (S80)
This is a symmetry relation for the profiles of 〈I(x;0(L))〉.
Since the profile of 〈I(x;x0)〉 is constructed in the way
described by Eq. (S72), we find that
〈I(x;x0)〉+ 〈I(L− x;x0)〉 = 2 (S81)
for min(x, L− x)<x0.
2. Explicit expression of 〈I(x;x0)〉
According to Eq. (S72), in order to find 〈I(x;x0)〉 for
arbitrary x0, we only need to find the profiles 〈I(x;0(L))〉
for the samples with the reflector placed at the input
(output). When the reflector is placed at the input, the
generalized diffusion equation (S70) reduces to
−∂xD(x; 0)∂x〈I(x; 0)〉 = 0. (S82)
Its solution can be readily found to be
〈I(x; 0)〉 = 〈I(0+; 0)〉 − (〈I(0+; 0)〉 − 〈I(L; 0)〉)
×
∫ x
0
dx′
D(x; 0)
/∫ L
0
dx′
D(x; 0)
. (S83)
With the help of Eq. (S79), this reduces to
〈I(x; 0)〉 = 〈I(0+; 0)〉 − (〈I(0+; 0)〉+ 〈I(L; 0)〉 − 2)
×
∫ x
0
dx′
D(x; 0)
/∫ L
0
dx′
D(x; 0)
. (S84)
Using Eq. (S68), we find that in 1D,
λ(x; 0) =
(x+ ζ)(L− x)
`(L+ ζ)
. (S85)
Combined with the scaling law, this gives
D(x; 0) ≈ D0e−
(x+ζ)(L−x)
`(L+ζ) . (S86)
Substituting this into Eq. (S84) and carrying out the in-
tegral give
〈I(x; 0)〉 = 〈I(0+; 0)〉 − (〈I(0+; 0)〉+ 〈I(0;L)〉 − 2)
×
erf
(√
sL
L+ζ
2x−(L−ζ)
2L
)
− erf
(
−
√
sL
L+ζ
L−ζ
2L
)
erf
(√
sL
L+ζ
L+ζ
2L
)
− erf
(
−
√
sL
L+ζ
L−ζ
2L
) ,(S87)
where ‘erf’ is the error function and s=L/`. In similar
fashion, we can find 〈I(x;L)〉, which is
〈I(x;L)〉 = 〈I(0;L)〉 − (〈I(0+; 0)〉+ 〈I(0;L)〉 − 2)
×
erf
(√
sL
L+ζ
2x−(L+ζ)
2L
)
− erf
(
−
√
sL
L+ζ
L+ζ
2L
)
erf
(√
sL
L+ζ
L−ζ
2L
)
− erf
(
−
√
sL
L+ζ
L+ζ
2L
) .(S88)
Equations (S87) and (S88) are identical to Eq. (5).
To determine the value of ζ, we perform numerical ex-
periments for a much larger ensemble with various mi-
croscopic parameters matching the real experiment, and
then fit Eq. (S72), where 〈I(x; 0)〉 and 〈I(x;L)〉 are given
by Eqs. (S87) and (S88), respectively, to the results of
simulation, with ζ as the only fitting parameter.
E. Proof of invariance principle for
inhomogeneity arising from nonuniformly
distributed scattering strength
9We now consider another kind of inhomogeneity. That
is, the strength of distributed scattering varies in space.
In this case, the sample is characterized by a local mean
free path `(x), which is the mean free path that would
be found in a homogeneously disordered sample with the
same disorder structure as at depth x. Since the Boltz-
mann diffusion coefficient D0 is proportional to the mean
free path, it varies in space also. It is important to note
that, unlike D(x;x0), this inhomogeneity of the diffu-
sion coefficient has nothing to do with localization effects.
When ξ = piνD0 inherits the spatial inhomogeneity from
D0, the action given by Eq. (S9) is modified to
1
8
∫
dxξ(x)str(∂xQ)
2. (S89)
Correspondingly, Eq. (S15) is modified to
O(x) =
∫ Q(L)=QL
Q(0)=Λ
D[Q]e−
1
8
∫ L
0
dxξ(x)str(∂xQ)
2
MO[Q(x)].
(S90)
Here no tunneling terms appear because the inhomogene-
ity arises solely from the varying scattering strength.
To proceed, we construct the following map,
x 7→ η(x) =
∫ x
0
dx′
ξ(x′)
, (S91)
for quasi-1D smples, which reduces to
x 7→ η(x) =
∫ x
0
dx′
`(x′)
(S92)
in 1D, and substitute it into Eqs. (S89) and (S90). This
gives
O(η)=
∫ Q(ηL)=QL
Q(0)=Λ
D[Q]e−
1
8
∫ ηL
0 dηstr(∂ηQ)
2
MO[Q(η)].(S93)
Since this field-theoretical expression is universal with re-
spect to different profiles of `(x), this shows that, upon
the mapping defined by Eq. (S91) or Eq. (S92), the spa-
tial profile of O in inhomogeneously disordered samples
with different spatial variations of `(x) must collapse to
the same curve.
This universality allows us to calculate local quantities
in inhomogeneously disordered materials with a generic
profile of `(x). For example, to calculate 〈ln I(x)〉 in
such materials in 1D, we first perform the mapping of
Eq. (S92) to obtain the corresponding uniform disordered
sample. For this sample we have [28]
〈ln I(η)〉 = −η. (S94)
This corresponds to the simulation results shown in the
main panel of Fig. 3a. Mapping η back to x, we obtain
the profile of 〈ln I(x)〉 in the x coordinate, as shown in
the inset of Fig. 3a. Similarly, we can calculate 〈I(x)〉.
Indeed, for the corresponding uniform disordered sample,
we have the generalized diffusion equation,
− ∂ηD(η)∂η〈I(η)〉 = δ(η − η′), (S95)
where the position-dependent diffusion coefficient in the
η coordinate is given by [30]
D(η) = e
− η(ηL−η)ηL . (S96)
Solving this diffusion equation, we obtain Eq. (12) which
we rewrite here,
〈I(η)〉 = 〈I(0)〉 − 2 (〈I(0)〉 − 1)
×
erf
(
2η−ηL
2
√
ηL
)
− erf
(
−
√
ηL
2
)
erf
(√
ηL
2
)
− erf
(
−
√
ηL
2
) . (S97)
This overlaps the simulation results shown in the main
panel of Fig. 3b. Mapping η back to x, we obtain the
profile of 〈I(x)〉 in the physical coordinate, as shown in
the inset of Fig. 3b. In addition, upon the mapping:
x 7→ η(x), the probability distribution of intensity for
different profiles of `(x) must collapse to the same profile,
which is confirmed by the simulations shown in Fig. 3c.
F. Proof of invariance principle for general
inhomogeneity
In general, inhomogenously disorder structures include
multiple (m>1) reflectors and a disordered background
with nonuniformly distributed scattering strength. Each
reflector labeled by i has transmission coefficient Γi. Let
{ηi} (i=1,2,· · · ,m) be the η coordinates of these reflec-
tors. The ensemble average of a local quantity then as-
sumes the general form: O(η;{ηi}). Below we study the
variation of O with respect to the changes in {ηi}, when
η and ηL are fixed.
1. Invariance with regard to the displacement of
reflectors with their order unchanged
We first consider the case in which the order of reflec-
tors is unchanged when the reflectors are moved. Let the
order be η1<η2<· · ·<ηm and the number of reflectors in
front of η, denoted ml(η), be unchanged. That is, no
reflectors cross η when moved.
Given the order of the reflectors, O has a field-
theoretical expression which is a generalization of
Eq. (S14),
O(η; {ηi}) ≡
∫ m∏
i=1
DQi−DQi+e
∑m
i=1 γistr(Qi−Qi+)
×
m∏
i=0
∫ Q(η−i+1)=Q(i+1)−
Q(η+i )=Qi+
D[Q]e−
1
8
∫ ηi+1
ηi
dηstr(∂ηQ)
2
×MO[Q(η)] (S98)
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with η0=0 and ηm+1=ηL, where Qi± (i=1,2,· · · ,m) are
supermatrices at the two surfaces of the ith reflector,
Q0+=Λ, Q(m+1)−=QL, and the coupling constant γi is
obtained from Eq. (S10) with Γ replaced by Γi.
For specific η, we can divide the set {ηi} uniquely into
two disjoint subsets,
{ηi} = {η1 < · · · < ηml} ∪ {ηml+1 < · · · < ηm}, (S99)
where the first (second) set are the coordinates of the re-
flectors in front of (behind) η. We then rewrite Eq. (S98)
in terms of the heat kernel as
O(η; {ηi}) =
∫
DQ(η)
m∏
i=1
DQi+DQi−e−St[{Qi±}]
× AlArMO[Q(η)] (S100)
Here St is the generalized tunneling action,
St = −
m∑
i=1
γistr(Qi−Qi+), (S101)
Al is the product of (ml+1) heat kernels,
Al = W (Q(η), Qml+; η − ηml)
×
ml−1∏
i=0
W (Q(i+1)−, Qi+; ηi+1 − ηi), (S102)
and, Ar is the product of (m−ml+1) heat kernels,
Ar =
m∏
i=ml+1
W (Q(i+1)−, Qi+; ηi+1 − ηi)
×W (Q(ml+1)−, Q(η); ηml+1 − η). (S103)
Suppose now we displace a reflector and without loss
of generality assume that its coordinate is ηj with j<ml.
Since the order of the reflectors and ml(η) are unchanged,
the nearest reflectors or the point of observation cannot
be crossed. To see how O varies with the change in ηj
we calculate ∂ηjO within the interval, ηj−1<ηj<ηj+1 (if
j=ml then the upper bound is replaced by η.). Using
Eqs. (S100) and (S102) and taking into account Eq. (S20)
(with γ replaced by γj), we obtain
∂ηjO =
∫
DQ(η)
∫ m∏
i 6=j
DQi+DQi−e−S
′
t[{Qi±}]
× A′lArMO[Q(η)], (S104)
where S′t excludes the term, −γjstr(Qj−Qj+), and
A′l =
ml∏
i 6=j−1,j
W (Q(i+1)−, Qi+; ηi+1 − ηi)
×∂ηjW˜ (Q(j+1)−, Q(j−1)+; ηj+1 − ηj−1, ηj − ηj−1).(S105)
[We set Q(ml+1)−=Q(η).] Using Eq. (S33) we find that
A′l vanishes for ηj−1<ηj<ηj+1. Combining this result
with Eq. (S104) proves the following identity,
∂ηjO(η; {ηi}) = 0, for ηj−1 < ηj < ηj+1, (S106)
where the upper bound ηj+1 is replaced by η if ηj is the
nearest reflector in front of η. In the same fashion, we
can prove Eq. (S106) for j>ml.
For the convenience of discussions below, we consider a
special case of moving ηj (j≤ml) to ηj+1 (or η for j=ml).
Because of Eq. (S106), the value of O is invariant upon
such displacement, which is given by
O =
∫
DQ(η)
m∏
i 6=j,j±1
DQi+DQi−e−S
′′
t [{Qi±}]MO[Q(η)]
×ArB
ml∏
i6=j,j±1
W (Q(i+1)−, Qi+; ηi+1 − ηi), (S107)
where
S′′t = −
m∑
i 6=j,j+1
γistr(Qi−Qi+), (S108)
and
B =
∫
DQj−DQ(j+1)−Q(j+1)+
×W (Qj−, Q(j−1)+; ηj+1 − ηj−1)
×W (Q(j+2)−, Q(j+1)+; ηj+2 − ηj+1)
× eγjstr(Qj−Q(j+1)+)+γj+1str(Q(j+1)−Q(j+1)−).(S109)
2. Invariance with regard to the displacement of
reflectors with their order changed
We now consider the case in which the order of re-
flectors in front of or behind the observation point η is
changed when the reflectors are moved. As before, no
reflectors cross η. Because of Eq. (S106), it is sufficient
to consider the case in which the two nearest reflectors in
front of or behind η, say the jth and (j + 1)th reflectors
with j≤ml − 1, are exchanged while all other reflectors
are not displaced. The coordinates of the new sequence
of reflectors are still denoted {ηi} with η1<η2<· · ·<ηm.
However, because of the exchange the transmission co-
efficient of the reflector at ηj is Γj+1 while at ηj+1 is
Γj .
Because the order of Γj and Γj+1 is exchanged, the
field-theoretical expression for the observable, denoted
now as O˜(η;{ηi}), is modified to
O˜(η; {ηi}) =
∫
DQ(η)
m∏
i=1
DQi+DQi−e−St[{Qi±}]
× A˜lArMO[Q(η)] (S110)
compared to Eq. (S100), where
A˜l =
ml∏
i 6=j,j±1
W (Q(i+1)−, Qi+; ηi+1 − ηi)
×W (Q(j+1)−, Q(j−1)+; ηj − ηj−1)
×W (Qj−, Q(j+1)+; ηj+1 − ηj)
×W (Q(j+2)−, Qj+; ηj+2 − ηj+1). (S111)
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In the same fashion, as the proof of Eq. (S106), we find
that Eq. (S106) also holds in the present case. Thus
moving ηj to ηj+1 renders the value of O˜ invariant, which
is given by
O˜ =
∫
DQ(η)
m∏
i 6=j,j±1
DQi+DQi−e−S
′′
t [{Qi±}]MO[Q(η)]
× ArB˜
ml∏
i6=j,j±1
W (Q(i+1)−, Qi+; ηi+1 − ηi), (S112)
where
B˜ =
∫
DQ(j+1)−DQj−DQj+
×W (Q(j+1)−, Q(j−1)+; ηj+1 − ηj−1)
×W (Q(j+2)−, Qj+; ηj+2 − ηj+1)
× eγjstr(Qj−Qj+)+γj+1str(Q(j+1)−Qj−). (S113)
By the rotation symmetry, we have B = B˜.
O(η; {ηi}) = O˜(η; {ηi}). (S114)
Combining this with Eq. (S106) gives
∂ηjO(η; {ηi}) = 0, for ηj 6= η. (S115)
On the other hand, the expression Eq. (S100) for O
changes when ml changes. Thus O changes its value
when ηj is moved across η. Together with Eq. (S115)
this gives
∀j : ∂ηjO(η; {ηi}) = 0, if and only if ηj 6= η (S116)
namely Eq. (11).
G. Invariance principle beyond quasi-1D
The invariance principle is not restricted the quasi-
1D or 1D geometries. It applies also to geometries in
higher dimension such as a d-dimensional slab, for which
the sample width is of the order of or much larger than
the thickness L. To simplify the discussion below, we
establish the invariance principle for the inhomogeneity
arising solely from an embedded reflector or solely from
nonuniformly distributed scattering strength.
1. Inhomogeneity arising from embedded reflector
As before, we place a reflector at depth x0 and consider
the ensemble average of a generic quantity measured at
(x, y), where x is the distance to the input surface and
y is the coordinate of the (d− 1)-dimensional transverse
plane. This average quantity, represented by O(x, y;x0),
can be expressed as
O(x, y;x0) ≡
∫
D[Q(x−0 , y)]D[Q(x
+
0 , y)]
× eγd
∫
dystr(Q(x−0 ,y)Q(x
+
0 ,y))
×
∫
Q|x=0=Λ
D[Q(x < x0, y)]e
−piνdD08
∫
dxdystr(∇Q)2
×
∫
Q|x=L=QL
D[Q(x > x0, y)]e
−piνdD08
∫
dxdystr(∇Q)2
×MO[Q(x, y)], (S117)
which is similar to Eq. (S14). Here γd =
ω
4pi
Γ
2+Γ and
νd is the density of states in d dimension. Comparing
this to Eq. (S14), we notice that (i) the supermatrix field
Q(x, y) now depends on both x and y except at the input
(x = 0) and output (x = L) planes and (ii) the bound-
ary constraints: Q|x=0 = Λ and Q|x=L = QL and the
functional MO stay the same as for the quasi-1D case. It
is important that Eq. (S117) applies to high-dimensional
samples with weak or strong disorder. In the former case,
the wave is diffusive while in the latter case, waves are
strongly localized (d = 2) or close to Anderson transition
(d ≥ 3).
To demonstrate the invariance principle, we focus be-
low on a 2D diffusive sample with width equal to L
for simplicity. In the present case, the parametrization
Eq. (S5) reads
Q(x, y) = ew(x,y)Λe−w(x,y). (S118)
Expanding the action: piνdD08
∫
dxdystr(∇Q)2 in w, we
find that the contributions to the weak localization
corrections of D0 from Fourier components: wk(x) =∫
dye−ikyw(x, y) with k 6= 0 are much smaller than
those from the k = 0 component. Thus we can reduce
Eq. (S118) to Q(x) = ew(x)Λe−w(x). With this substi-
tution we reduce Eq. (S117) to Eq. (S14) and find that
O(x, y;x0) is independent of y. Repeating the proof be-
fore, we justify Eq. (S1) for 2D diffusive samples.
2. Inhomogeneity arising from nonuniform distributed
scattering strength
Let the strength of distributed scattering vary with x
and denote the spatially varying mean free path by `(x).
Since the Boltzmann diffusion coefficient is proportional
to the mean free path, it acquires an x dependence de-
noted D0(x). Corresponding to this spatial variation, the
action given by Eq. (S9) is modified to [cf. Eq. (S89)]
piνd
8
∫
dxdyD0(x)str(∇Q)2. (S119)
The average quantity can then be expressed as
[cf. Eq. (S15)]
O(x, y) =
∫ Q|x=L=QL
Q|x=0=Λ
D[Q]e−
piνd
8
∫
dxdyD0(x)str(∇Q)2
×MO[Q(x, y)]. (S120)
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This expression is general and applies to high-
dimensional samples with weak or strong disorder.
To demonstrate the invariance principle in the present
case, we focus on a diffusive sample with the width equal
to the thickness L. By the same token, when Eq. (S118)
is substituted into the action in Eq. (S120), the func-
tional integral is dominated by the field configurations for
which Q is uniform in the transverse direction. Thus the
action reduces to the action in Eq. (S89), and Eq. (S120)
reduces to Eq. (S90). By using the map Eq. (S91), we
then establish the invariance principle. That is, the spa-
tial profile of O in inhomogeneously disordered samples
with different spatial variations of `(x) but the same ηL
collapse to a single curve upon the mapping.
The invariance principle established above allows us to
control effects of wave coherence in diffusive samples such
as the spatial structures of transmission eigechannels, as
shown in Fig. 4b.
III. Random matrix theory
In order to to analytically calculate the complete dis-
tribution of the intensity, we apply the methods of RMT.
We therefore in this section give a detailed account of the
use of RMT to obtain the statistics of intensity I(x;x0)
in 1D or in a single mode waveguide, as in our performed
experiments. As we will show below, the complete distri-
bution of I(x;x0) can be obtained within this theoretical
model without any fitting parameters. Thus, having the
distribution of intensity, we can calculate any average of
functions of the intensity. We focus, however, on the
statistics of the logarithm of the intensity in a homoge-
neous sample with a single reflector where some simple
analytical results can be given.
A. General formalism
In order to describe multiple scattering processes in-
side and transmission through a disordered waveguide,
we divide the sample into two segments: one in front of
and the other behind the observation point x where the
intensity is measured. Multiple scattering processes in
these two segments are described by the transfer matri-
ces Ml and Mr, respectively, with general structure
Ml(r) =
[
αl(r) βl(r)
β∗l(r) α
∗
l(r)
]
, (S121)
where α and β are complex numbers satisfying |α|2 −
|β|2 = 1. In the polar decomposition [5], the elements
of the transfer matrices αl(r), βl(r) are written in terms
of the phases θl(r), µl(r)∈[0, 2pi] and the radial variables
λl(r)∈R+. As a result, Eq. (S121) can written as
Ml(r) =
[ √
1 + λl(r)e
iθl(r)
√
λl(r)e
i(2µl(r)−θl(r))√
λl(r)e
−i(2µl(r)−θl(r)) √1 + λl(r)e−iθl(r)
]
.
(S122)
We model scattering by a reflector embedded inside the
random medium by the scattering matrix SΓ. Let us as-
sume a symmetric reflector with transmission coefficient
Γ. Thus, the reflection coefficient is 1− Γ. Since SΓ is a
unitary matrix, it may be written as
SΓ =
[√
1− Γ i√Γ
i
√
Γ
√
1− Γ
]
. (S123)
This gives the transfer matrix MΓ of the reflector,
MΓ =
i√
Γ
[
1 −√1− Γ√
1− Γ −1
]
. (S124)
For simplicity, throughout this section we assume that
the reflector is placed at the input (x0=0). Equation (S1)
shows that the result with reflector placed at the input
automatically gives the same as for a reflector placed at
any point x0 in front of x. A similar expression can be
developed in the case of a reflector placed behind the
point of observation by assuming that the reflector is at
the output surface.
Let a and b be the amplitudes of backwards and for-
ward propagating waves at x within the medium. The
intensity is given by
I(x; 0) = |aeikx + be−ikx|2, (S125)
where k is the wavenumber. a and b can be written in
terms of the elements of Ml(r) as follows,
I(x; 0) = (T/Tr)
∣∣1− (β∗r/α∗r) e−2ikx∣∣2
≡ I(Ml,Mr, x), (S126)
where we have used the fact that Tr=|αr|−2 is the trans-
mission through the segment behind x, while
T = |αlα∗r + βlβ∗r |−2 (S127)
is the transmission through the entire sample. Equa-
tion (S126) allows us to make an important observation.
Rewriting the equation as
ln I(x; 0) = lnT − lnTr + ln
∣∣1− (β∗r/α∗r) e−2ikx∣∣2 ,(S128)
we find that there are three contributions to ln I. The
first term follows a normal distribution in the deeply lo-
calized regime [53]. But the last two terms are not in-
dependent and it cannot be taken for granted that both
are negligible or follow a normal distribution. Thus, in
general, ln I does not follow a normal distribution.
To find the distribution of I, we write Eq. (S125) in
terms of the polar variables introduced above as
I(x; 0) =
IN (x, {λ, θ, µ})
ID(x, {λ, θ, µ}) ≡ I(x, {λ, θ, µ}), (S129)
where
IN (x, {λ, θ, µ}) =
∣∣∣√1 + λr −√λre−2i(kx+µr−θr)∣∣∣2
(S130)
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and
ID(x, {λ, θ, µ}) = 1
Γ
∣∣∣e2i(µl+θr)√(1− Γ)λl(1 + λr)
+
√
(1 + λl)(1 + λr)e
2i(θl+θr)
+
(√
(1− Γ)(1 + λl)λr +
√
λlλre
−2i(µl−θl)
)
e2iµr
∣∣∣2 .
(S131)
Equation (S129) allows us to study the statistical prop-
erties of I(x;x0) by using a scaling approach to localiza-
tion and RMT [5]. Within this framework, the variables:
θl(r) and µl(r) in Eq. (S129) are uniformly distributed,
while the distribution of the radial variable λl(r) is given
by [41]
psl(r)
(
λl(r)
)
= Cl(r)
acosh1/2
√
1 + λl(r)(
1 + λl(r)
)1/4 e− acosh
2
√
1+λl(r)
sl(r) ,
(S132)
where Cl(r) is the normalization constant, sl=x/` and
sr=(L−x)/`. The closed analytical form for psl(r)
(
λl(r)
)
in Eq. (S132) is an approximation to the exact solution
of the Melnikov equation, which is given in an integral
form [12, 28]. Equations (S130) and (S131) are obtained
by considering the main contribution to that integral [54].
The results from Eq. (S132) are in practice indistinguish-
able from those obtained by the exact integral expression
[42, 55, 56].
B. Probability distribution of ln I(x;x0)
With the help of Eq. (S129) and the probability dis-
tributions of the polar variables introduced above, the
distribution of the logarithm of intensity can be written
as Eq. (10), which we rewrite here,
P (ln I(x;x0)) =
∫∫ 2pi
0
dθldθr
(2pi)2
∫∫ 2pi
0
dµldµr
(2pi)2
∫∫ ∞
0
dλldλr
×psl(λl)psr (λr)δ (ln I(x;x0)− ln I(x, {λ, θ, µ})) .(S133)
In Fig. 1c of the main text, the distribution of intensity
P (ln I(x;x0)) in Eq. (S133) is plotted for the reflec-
tor placed at x0/L = 0 and 1 for the observation point
at x/L = 1/2. From the distribution P (ln I(x;x0)),
we can obtain other statistical quantities of interest, al-
though it is difficult to find an explicit analytic expres-
sion. In addition, we have calculated the boundary val-
ues 〈I(0;0(L))〉 in Eqs. (S87) and (S88) using Eq. (S133).
Note that because of the lack of a closed analytic form
of P (ln I(x;x0)) the position-dependent diffusion coeffi-
cient D(x;x0) cannot be obtained from RMT; one must
resort to SUSY instead.
It is of particular interest to study the profile
〈ln I(x;x0)〉, for which we can find an analytic expression.
Let the reflector be placed at x0. Taking the logarithm
of both sides of Eq. (S129), we obtain
ln I(x;x0) = ln IN (x, {λ, θ, µ})− ln ID(x, {λ, θ, µ}).
(S134)
After averaging the two terms, we obtain from Eq. (S133)
〈ln I(x;x0)〉 =
{ −x/` for x < x0
−x/`+ ln Γ for x > x0 , (S135)
which is Eq. (3) in the main text.
