Abstract. We apply Miller's theory on multigraded modules over a polynomial ring to the study of the Stanley depth of these modules. Several tools for Stanley's conjecture are developed, and a few partial answers are given. For example, we show that taking the Alexander duality twice (but with different "centers") is useful for this subject. Generalizing a result of Apel, we prove that Stanley's conjecture holds for the quotient by a cogeneric monomial ideal.
Introduction
Let S = k[x 1 , . . . , x n ] be a polynomial ring over a field k. We regard it as a Z ngraded ring in the natural way. Let mod Z n S be the category of finitely generated Z n -graded S-modules and degree preserving S-homomorphisms between them. We say M = a∈Z n M a ∈ mod Z n S is N n -graded if M a = 0 for all a ∈ N n . Let mod N n S denote the full subcategory of mod Z n S consisting of N n -graded modules. For a subset Z ⊂ {x 1 , . . . , x n }, k [Z] denotes the k-subalgebra of S generated by all x i ∈ Z. Clearly, While it is obvious that sdepth M ≤ dim S M, this invariant behaves somewhat strangely. For example, if I is a complete intersection monomial ideal of codimension c then we have sdepth(S/I) = n − c but sdepth I = n − ⌊ c 2 ⌋ as shown in [14] . The following is a special case of the conjecture raised in [16] .
The first author is partially supported by JST, CREST. The second author is partially supported by Grant-in-Aid for Scientific Research (c) (no.19540028). Conjecture 1.1 (Stanley) . Assume k is infinite. For any M ∈ mod Z n S, we have sdepth M ≥ depth M.
(If M = I/J for some monomial ideals I, J of S with I ⊃ J, then the assumption that k is infinite is superfluous.)
After the works of Apel's ( [1, 2] ), the conjecture has been intensely studied. (See for example [7, 8, 14, 15] . Here we listed papers directly related to the present paper, and there are many other interesting works.) However the conjecture is still widely open. No relation between sdepth I and sdepth(S/I) is known in the general case, hence the conjecture for I itself and that for S/I are different stories.
In [9] , Miller introduced the notion of positively a-determined S-modules for each a ∈ N n . These modules form the full subcategory mod a S of mod N n S, which admits the Alexander duality functor A a : mod a S → (mod a S)
op . Any M ∈ mod N n S is positively a-determined for sufficiently large a ∈ N n , and sdepth M is attained by a positively a-determined Stanley decomposition in this case. Hence we can study the Stanley depth in Miller's context. For 1 := (1, 1, . . . , 1) ∈ N n , positively 1-determined modules are nothing other than squarefree modules introduced in [17] .
For a squarefree module M and a squarefree (i.e., positively 1-determined) Stanley decomposition D of M, Soleyman Jahan [15] defined the Alexander dual A 1 (D) ∈ sd(A 1 (M)) of D. However, it is impossible to generalize his construction to mod a S and A a directly. So we will introduce the notion of quasi Stanley decompositions. Let qsd(M) (resp. qsd a (M)) be the set of (resp. positively a-determined) quasi Stanley decompositions of M ∈ mod a S. Then sd(M) ⊂ qsd(M) = a∈N n qsd a (M) and sdepth M can be computed also by qsd a (M) or qsd(M). Moreover, the Alexander duality A a gives a bijection from qsd a (M) to qsd a (A a (M)).
Using qsd(M), we can define a new invariant h -reg(M). As an analog of Miller's equation supp.reg(M) + depth(A a (M)) = n (the support regularity supp.reg(M) of M is introduced also by Miller), we have h -reg(M) + sdepth(A a (M)) = n. Hence Stanley's conjecture (Conjecture 1.1) is equivalent to the conjecture that h -reg(M) ≤ supp.reg(M) for all M ∈ mod N n S. If M is squarefree, then supp.reg(M) equals the usual (Castelnuovo-Mumford) regularity of M, and h -reg M equals hreg M defined in Soleyman Jahan [15] . Hence our observation is a generalization of that in [15] .
For l ∈ N, we define the l th skeleton M ≤l of M ∈ mod a S. The prototype of this idea is the skeletons of simplicial complexes and their Stanley-Reisner rings. Hence M ≤l is a quotient module of M with dim S M ≤l ≤ l. Using this notion, in Theorem 4.6, we show that Stanley's conjecture holds for all M ∈ mod Z n S if and only if it holds for all M ∈ mod Z n S which are Cohen-Macaulay. The ideal version of this result has been obtained by Herzog et al. [7] .
For a, b ∈ N n , (−) ⊳b denotes the composition A a+b • A a : mod a S → mod a+b S (more precisely, the composition of A a : mod a S → (mod a S)
op , the natural inclusion (mod a S)
op ֒→ (mod a+b S) op , and A a+b : (mod a+b S) op → mod a+b S).
For M ∈ mod N n S, M ⊳b does not depend on the particular choice of a with M ∈ mod a S. Since we have depth M = depth M ⊳b and sdepth M = sdepth M ⊳b , Stanley's conjecture holds for M if and only if it holds for M ⊳b . Generic and cogeneric monomial ideals are interesting combinatorial classes introduced in [3, 13] . Apel ( [1, 2] ) showed that if a monomial ideal I is generic then Stanley's conjecture holds for I itself and S/I. In Theorem 6.5, we show that if I is cogeneric then the conjecture holds for S/I. Under the additional assumption that S/I is Cohen-Macaulay, this result has been proved in [2] . Roughly speaking, our proof reduces the assertion to the Cohen-Macaulay case ( [2] ) using techniques developed in § §2-5 of the present paper. However, since the skeletons of (co)generic monomial ideals are no longer (co)generic, we need modification. We also remark that more inclusive definitions of (co)generic monomial ideals were given in [11] , and Apel used these new definitions. However our proof of Theorem 6.5 works only for the original definition.
Most results in § §2-4 are taken from the thesis [12] of the first author. The authors are grateful to Professor Jürgen Herzog for helpful comments.
Preliminaries
Let S, mod Z n S and mod N n S be as defined in the beginning of the previous section. The definitions of Stanley decompositions and the Stanley depth are also given there. Let sd(M) be the set of Stanley decompositions of M ∈ mod Z n S. In this paper, we sometimes regard M ∈ mod Z n S as just a Z n -graded k-vector space without saying so explicitly. However, the context makes the meaning clear.
We start this section from the following lemma.
Lemma 2.1. Given an exact sequence As usual, for M ∈ mod Z n S and a ∈ Z n , M(a) ∈ mod Z n S denotes the degree shift of M with M(a) b = M a+b . For any M ∈ mod Z n S, there is some a such that M(a) ∈ mod N n S. While Stanley's conjecture (Conjecture 1.1) concerns modules in mod Z n S, we can restrict our attention to mod N n S since the degree shift preserves both the usual and Stanley depths.
Here, we introduce the convention on N n used throughout the paper. The i th coordinate of a ∈ N n is denote by a i . Let be the order on
Definition 2.3 (Miller [9] ). Let a ∈ N n . We say a Z n -graded S-module M is positively a-determined, if it is finitely generated, N n -graded, and the multiplication map M b ∋ m −→ x i m ∈ M b+e i is bijective for all b ∈ N n and all i ∈ supp a (b). Here e i ∈ N n denotes the i th unit vector.
Let mod a S be the full subcategory of mod N n S consisting of positively a-determined modules. If a ′ a, we have mod a ′ S ⊃ mod a S. Any M ∈ mod N n S is positively a-determined for sufficiently large a ∈ N n . For example, a monomial ideal I ⊂ S minimally generated by x a 1 , x a 2 , . . . , x ar is positively a-determined if and only if a (a 1 ∨ a 2 ∨ · · · ∨ a r ).
If M ∈ mod a S, the essential information of M appears in the subspace
with d e and all y ∈ M e , we say M [0,a] and
Proposition 2.4. For M ∈ mod a S, we have
If M is a squarefree module (i.e., if a = 1), the above result has been proved by Soleyman Jahan ([15, Theorem 3.4])
We may assume that deg(m i ) a for all 1 ≤ i ≤ t, and deg(m i ) a for all i > t. Set
Then
Remark 2.6. The inequalities in [6, Corollary 20 .19], which is a basic property of the usual (Castelnuovo-Mumford) regularity
of a finitely generated Z-graded S-module M, also holds for the support regularity.
In the proof in [6] , the long exact sequence of Ext i S (−, S) is used to handle the regularities, but we can use that of Tor S i (−, k). Then the same argument works for the support regularity.
Miller ([9] ) introduced the Alexander duality functor A a : mod a S → (mod a S) op , which is an exact functor with (A a ) [9] for further information. In the sequel, we sometimes omit the suffix a of A a , if the explicit value of a is not important. 
Alexander duality and (quasi) Stanley decomposition
For a, b, c ∈ N n with c b a, we set
This is an ideal of S/(x
(This is an abuse of notation, since the symbolx
Proof. By (3.1), we have
Let qsd a (M) be the set of positively a-determined quasi Stanley decomposi-
For M ∈ mod a S, sd a (M) can be seen as a subset of qsd a (M) in the natural way. In fact, for
n (since the decomposition is positively a-determined, we have (c i ) j < a j for all j ∈ Z i ), and take b i ∈ N n whose j th coordinate is
, and set a := (3, 1). Then S/I ∈ mod a S and { y l , xy m , x 2 | l, m ∈ N } is a k-basis of S/I. It is easy to check that
is a quasi Stanley decomposition of S/I, but not a Stanley decomposition. Note that
) up to degree shifting, the assertion follows from [2, Theorem 3]. However, we will give a direct proof here for the reader's convenience.
Since
. This inequality follows from the Stanley decomposition
, where the sums are taken over c 
is a direct sum of Stanley spaces. On the other hand, (A a (M) ). Now we have the following.
Proposition 3.8. The above construction gives a one-to-one correspondence between qsd a (M) and qsd a (A a (M)).
Remark 3.9. If M is squarefree (i.e., M ∈ mod 1 S), then qsd 1 (M) = sd 1 (M) and the Alexander duality A 1 gives a duality between sd 1 (M) and sd 1 (A 1 (M) ). This is the reason why the notion of quasi Stanley decompositions does not appear in [15] , while the Alexander duality of Stanley decompositions is studied there.
For a, a ′ , b, c ∈ N n with c b a a ′ , we have
where b ′ ∈ N n is the vector whose i th coordinate is
If M ∈ mod a S and a As the Stanley depth is (conjectured to be) a combinatorial analog of the usual depth, the invariant h -reg(M) defined below is a combinatorial analog of supp.reg(M).
, and the Koszul complex (with the degree shift) gives a minimal free resolution.
We may assume that c i a for all 1 ≤ i ≤ t and c i a 
Hence we have
Corollary 3.14. For a short exact sequence 0
Proof. Since we have the exact sequence 0 −→ A (N) −→ A (M) −→ A (L) −→ 0, the assertion follows from Lemma 2.1 and Theorem 3.13.
Skeletons of positively a-determined modules
Let M ∈ mod a S. For l ≥ 0, let M >l be the submodule of M generated by the components M b for all b ∈ N n with # supp a (b) > l. The module M >l is again positively a-determined. We set
and call it the l th skeleton of M. Clearly, M ≤l is a positively a-determined module with dim S M ≤l ≤ l, and 
2) Let I be a monomial ideal minimally generated by x a 1 , . . . , x ar . In the sequel, the skeleton of a module means the one with respect to a = a 1 ∨ · · · ∨ a r . Then J := I + S >l coincide with the l th skeleton ideal of I due to Herzog et al. ([7] ). Note that S/J ∼ = (S/I) ≤l .
Proof. We setM :
ThenM [F ] is an S-submodule ofM , and we havẽ
as S-modules. If we regardM [F ] as an
is a finite free S ′ -module with
ThereforeM is a Cohen-Macaulay module of dimension l over S ′ , hence the same is true over S. The above decomposition also shows that sdepthM = l.
As in the case of the skeletons of monomial ideals, the following holds. 
Here, the second equality follows from the induction hypothesis, and the fourth follows from the present assumption that M ≤d (= M) is not Cohen-Macaulay. That dim S M ≤depth M = depth M also follows from similar argument.
We can also prove that M ≤l is Cohen-Macaulay (or the 0 module) for all l ≤ depth M, while we do not use this fact in this paper. 
Proof. We use induction on l starting from l = # supp
, and the assertion has been shown in Lemma 3.4. Consider the case l < # supp 
by the induction hypothesis, and there exists a decomposition
It is easy to verify that
≤l .
can be seen as the quotient ring of S by the complete intersection Proof. To see the "only if" part, take
Hence the assertion follows from Lemma 4.4. So it remains to prove the "if" part. Assume that sdepth M ≤t ≥ t. We shall show that sdepth M ≤i ≥ t for all i ≥ t by induction on i. This implies the required assertion since M ≤i = M if i ≥ dim S M. If i = t, then there is nothing to do. Assume i > t. Consider the exact sequence 
We also have sdepth(M ≤i−1 ) ≥ t by the induction hypothesis. Therefore
Theorem 4.6. The following are equivalent;
Proof. For (i) and (ii), we can replace mod Z n S by mod N n S. Hence the conditions (iii) and (iv) are the Alexander dual of (i) and (ii) respectively by Theorems 2.7, 3.13 and the fact stated in the end of §2. The implication (i) ⇒ (ii) is clear. For the converse implication, take M ∈ mod N n S with t := depth M. Since M ∈ mod a S for some a ∈ N n , we can consider the skeleton M ≤t of M. Since M ≤t is Cohen-Macaulay and depth M ≤t = t as shown in Proposition 4.3, the implication (ii) ⇒ (i) follows from Proposition 4.5. (2) In the situation of (ii), sdepth M ≥ depth M is equivalent to sdepth M = depth
(3) We can replace mod Z n S and mod N n S in the conditions of the theorem by mod a S simultaneously. In particular, the above theorem holds in the context of squarefree modules. The equivalence (i) and (iii) has been mentioned in [15] for squarefree modules.
Sliding operation for monomial ideals
For a, b ∈ N n , let a ⊳ b ∈ N n be the vector whose i th coordinate is
Similarly, for a, c ∈ N n with a c, let c \ a ∈ N n denote the vector whose i th coordinate is
Let I ⊂ S be a monomial ideal minimally generated by x a 1 , x a 2 , . . . , x ar , and
As we will see later, this operation preserves several invariants. Take c ∈ N n so that c a i for all 1 ≤ i ≤ r. Then I is positively c-determined, and we can take the Alexander dual J := A c (S/I). By [10, Theorems 5.24 and 5.27], J is (isomorphic to) a monomial ideal with
Similarly, A c (I) ∼ = S/J. Hence we have the following. 
Proof. Since (b + c) \ (c \ a) = a ⊳ b, the assertions easily follow from the above mentioned properties of the Alexander duality.
Through the inclusion mod c S ֒→ mod b+c S, we can consider the functor
is the minimal presentation of M ∈ mod c S, then
is the minimal presentation of M ⊳b . Here, if cx a (c ∈ k and a ∈ N n ) is an entry of the matrix representing φ, then cx a⊳b is the corresponding entry of the matrix representing φ ⊳b . Hence M ⊳b does not depend on the particular choice of c ∈ N n with M ∈ mod c S, and we can regard (−) ⊳b as a functor from mod N n S to itself.
Proposition 5.2. For M ∈ mod N n S and b ∈ N n , the following hold.
Proof. If P • is a minimal free resolution of M, then (P • ) ⊳b is a minimal free resolution of M ⊳b by the exactness of the functor (−) ⊳b . Since
. Hence β i,a (M) = β i,a⊳b (M ⊳b ) holds, and this equation induces the third and fourth ones.
For the remaining equations, take c ∈ N n with M ∈ mod c S. Then
Similarly, we have
The equation h -reg(M) = h -reg(M ⊳b ) can be proved by the same way.
The following is a direct consequence of Proposition 5.2. Remark 5.5. Let I be a complete intersection monomial ideal of codimension c. Then each variable x i appears in at most one minimal monomial generator of I.
Hence there is b ∈ N n such that ( √ I) ⊳b = I and we have sdepth √ I = sdepth I by Proposition 5.2. The latter equation has been proved by Cimpoeaş [5] . Now it is known that sdepth I = n−⌊ c 2 ⌋ by Shen [14] , but the equation sdepth √ I = sdepth I is used in his proof. 6 . Quotient ring by a cogeneric monomial ideal Definition 6.1 (Bayer et al. [3] ). Let I be a monomial ideal minimally generated by monomials m 1 , . . . , m r . We say I is generic if any distinct m i and m j do not have the same non-zero exponent in any variable. The next result says that the Cohen-Macaulay assumption can be removed from the above theorem. Via the Alexander duality, Theorem 6.5 is equivalent to the next. This is just a "direct translation". However, it improves the "human interface" of the argument, since we usually describe ideals by their generators, not irreducible decompositions. Anyway, to prove Theorem 6.5, it suffices to show Theorem 6.7 below.
Theorem 6.7. If I is a generic monomial ideal, then h -reg(I) ≤ supp.reg(I).
Proof. We prove the assertion by backward induction on σ(I). If σ(I) = n, then h -reg(I) = supp.reg(I) = n and the assertion holds. Consider the case when s := σ(I) < n.
Let m 1 , . . . , m r be the minimal monomial generators of I. Replacing I by I ⊳r for r = (r, r, . . . , r) ∈ N n , we may assume that we have a i > r for all x a ∈ I with a i = 0. Assume that # supp(m i ) = s for all 1 ≤ i ≤ t and # supp(m i ) > s for all i > t. Consider the monomial ideals Then J is a generic monomial ideal with J ⊂ I and σ(J) = s + 1. Moreover, we have the following lemma whose proof will be given later. 
