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Abstract
The purpose of multifractal analysis is to evaluate the Hausdorff dimensions d(h) of the sets Sh
of points where the pointwise Hölder exponent of a function, a signal or an image has a given
value h ∈ [h0, h1]. Inside the realm of mathematics this makes good sense but for most signals
or images such calculations are out of reach. That is why Uriel Frisch and Giorgio Parisi proposed an
algorithm which relates these dimensions d(h) to some averaged increments. Averaged increments
are named structure functions in fluid dynamics and can be easily computed. The Frisch and Parisi
algorithm is called multifractal formalism. Unfortunately multifractal formalism is not valid in
full generality and one should know when it holds. A general answer is supplied by “Baire-type”
results. These results show that in many function spaces, quasi-all functions (in the sense of Baire’s
categories) do not obey the multifractal formalism if the Hölder exponent is large. Our purpose
is to understand this phenomenon. We will prove that a cause of the failure of the multifractal
formalism is the presence of oscillating singularities, which was guessed by A. Arnéodo and his
collaborators.
 2004 Elsevier SAS. All rights reserved.
Résumé
L’objectif de l’analyse multifractale est de calculer les dimensions de Hausdorff d(h) des
ensembles de points Sh où l’exposant de Hölder d’une fonction, d’un signal ou une image a
une valeur donnée h ∈ [h0, h1]. Hors d’un cadre strictement mathématique, pour la plupart des
signaux ou images réels, ces quantités ne peuvent se calculer directement. C’est pourquoi Uriel
Frisch et Giorgio Parisi ont proposé un algorithme qui relie les dimensions d(h) à des moyennes
Lp d’accroissements du signal. Ces moyennes, appelées fonctions de structure en mécanique des
fluides, peuvent être calculées facilement et l’algorithme de Frisch et Parisi est appelé formalisme
multifractal. Cependant on peut montrer, grâce à des contre-exemples, que le formalisme multifractal
n’est pas valide en toute généralité, et le problème de son domaine exact de validité est devenu
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un enjeu mathématique important. Une réponse générale a été donnée par des résultats du type
“Baire”. Ces résultats montrent que quasi-toute fonction (au sens des catégories de Baire) ne vérifie
pas le formalisme multifractal si l’exposant de Hölder considéré est trop grand. Notre objectif est
de comprendre ce phénomène. Nous montrerons qu’une cause de la non-validité du formalisme
multifractal est la présence de singularités oscillantes, ce qui était conjecturé par A. Arnéodo et
ses collaborateurs.
 2004 Elsevier SAS. All rights reserved.
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1. Introduction
Let us start by recalling the definition of pointwise regularity.
Definition 1. Let x0 ∈ Rd and let α be a positive real number. A function f ∈ L∞loc,
f :Rd → R is Cα(x0) if there exists a constant C > 0 and a polynomial Px0 of degree
at most [α] such that in a neighbourhood of x0,∣∣f (x)− Px0(x)∣∣ C|x − x0|α. (1)
Note that this definition is local and involves no uniform regularity. The Hölder
exponent of f at x0 is hf (x0)= sup{α: ∈Cα(x0)}.
Suppose f is a function of L∞loc and let us freeze h 0. We consider now the sets,
Sh = {x0: hf (x0)= h}, (2)
i.e., the sets of x0 at which the pointwise Hölder exponent of f is exactly h. When the
sets Sh are fractal, the purpose of multifractal analysis is to determine d(h) the Hausdorff
dimension of Sh. The function h → d(h) is called the spectrum of singularities of f . By
convention, we set that the Hausdorff dimension of a set A is −∞ if this set is empty, and
the domain of definition of the spectrum of singularities of a function f is the range of h
where d(h) = −∞.
Computing directly the spectrum of singularities of a real life signal is not a
purpose directly attainable since it involves the computation of an infinite number of
Hausdorff dimensions. Therefore Frisch and Parisi (cf. [3]) proposed the so called formula
“multifractal formalism” which asserts that these dimensions could be deduced from
the knowledge of the function spaces that contain the studied function f . Indeed the
multifractal formalism claims that if we know the scaling function ηf defined by:
ηf (p)= sup
{
τ : f ∈ Bτ/p,∞p,loc
}
, (3)
(where Bτ/p,∞p,loc denotes a Besov space), then
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d(h)= inf
p>0
(
ph− ηf (p)+ d
)
. (4)The problem we consider is to determine the range of validity of formula (4). This
formula has been proved to hold for many functions, usually for functions that exhibit some
kind of selfsimilarity (see [5]). But it is also very easy to construct some counterexamples
to (4). Therefore determining the range of validity of (4) is an intricate problem which is
far for being well understood now mathematically.
Despite these mitigated mathematical results, the validity of the multifractal formalism
is always implicitly assumed in applications. Initially applied to turbulence signals, it is
now currently used in traffic analysis (cars and internet), in the study of DNA sequences,
electrocardiograms etc . . . (see [1]). Until recently one could effectively believe that
counterexamples to the multifractal formalism were tricky mathematical forgeries, but
quite irrelevant in real life applications. This point of view has to be reconsidered in view
of the results of [4] which are the starting point of this paper.
If ηf is the scaling function (defined by (4)) of a distribution f , then, thanks to Besov
embeddings, it implies that f belongs to the space:
V =
⋂
ε>0, p>0
B
(ηf (p)−ε)/p,p
p,loc . (5)
Thus a general way to study the validity of multifractal formalism is to study if the
formula (4) holds for the functions of V , or at least for “many” of them. Once this function
space point of view is adopted, a natural question is to determine if the Frisch–Parisi
conjecture holds for “quasi-all” functions in V , i.e., on at least a countable intersection
of everywhere dense open sets of V . Let us first remark that V is still a Baire space
(a countable intersection of everywhere dense open sets is dense) though it is not a Banach
space (see [4]). Thus looking for quasi-sure results is legitimate. It is shown in [4] that there
exists a quasi-sure spectrum, but only one part of this spectrum is given by the Frisch–Parisi
formula.
Our purpose is to find out the explanation of this phenomenon. It was already known for
some time, see [2] and [7], that one possible cause of failure of the multifractal formalism
can be the presence of oscillating singularities, i.e., points x∗ at which the function behaves
as
G(x)= |x − x∗|h sin
(
1
|x − x∗|β
)
. (6)
But it was still expected that oscillating singularities are extremely subtle and rare events
in a signal, so that the belief in the universal validity of multifractal formalism was not
shaken. The result of this paper together with [4] are the first mathematical results clearly
showing that this belief is wrong: “generically” (in the sense of Baire’s categories) the
multifractal formalism is partly true, and this is precisely related with the generic presence
of oscillating singularities almost everywhere.
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We will prove that, for quasi-all functions, each set Sh for which the multifractal
formalism doesn’t give the true dimension contains a set of points of oscillating behaviors
of the same dimension as Sh itself.
Furthermore we will prove that the presence of oscillating singularities is “generic” in
the sense that we can find them almost everywhere in quasi-all functions of most function
spaces (it is the case for instance in V ).
In order to state more formally these results we need to introduce some definitions.
Remark 1. If a property (P ) holds on at least a countable intersection of dense open sets
Gδ of a Baire function space B , we will say that (P ) holds generically in B , or that quasi-
all function of B verify (P ).
We need first to characterize the spaces of type V . Let us introduce the notion of Besov
domain of a distribution f .
Definition 2. The Besov domain of a distribution f is the set of (q, s) such that f belongs
to Bs,1/q1/q,loc.
This domain is a convex subset of Rd , and thanks to the Sobolev embeddings, one can
prove that the boundary of the Besov domain of a distribution f is given by a concave
increasing function s such that 0 s′(q) d .
Remark 2. Note that in the definition of the Besov domain, any of the spaces Bs,r1/q,loc could
be chosen (for an arbitrary r frozen), instead of the space Bs,1/q1/q,loc. This choice wouldn’t
have changed the boundary of the Besov domain s.
In [4], S. Jaffard proved the following proposition:
Proposition 1. Any concave function s satisfying 0 s′(q) d defines the Besov domain
of a distribution f .
Any concave function η :R+ → R such that η(q) = qs(1/q) and 0  s′(q)  d is a
scaling function of a distribution f .
Remark 3. If s is concave then η is concave (see [11]).
This leads us to the following definition:
Definition 3. A function η :R+ → R is admissible if s(q) = qη(1/q) is concave and
satisfies 0 s′(q) d .
If furthermore s(0) > 0 the function η is a strongly admissible function.
The condition s(0) > 0 means that there exists γ > 0 such that f ∈ Cγ (Rd ). This is
given by the condition s(0) > 0.
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If η is a strongly admissible function, then it implies (since s is a concave function with
′0 s (q) d), that there exists a critical value pc such that
if q < 1/pc then s(q) > dq, (7)
and
if q > 1/pc then s(q) < dq. (8)
In the degenerate case where s(q) = s0 + dq , then pc = 0. In the following we
won’t consider this case because, if we compute the spectrum of singularities of quasi-
all functions in this case, it is reduced to just one point, and doesn’t yield us any further
information.
The following theorem of [4] is the starting point of this paper.
Theorem 1. Let η be an admissible function. We set pc such that s(1/pc) = d/pc (i.e.,
η(pc)= d). The spectrum of singularities of quasi-all functions in
V =
⋂
ε>0, p>0
B
(η(p)−ε)/p,p
p,loc
is defined on [s(0), d/pc] and is given by:
d(h)= inf
ppc
(
hp− η(p)+ d). (9)
For quasi-all functions in V the standard multifractal formalism doesn’t hold.
The question is now to examine the relationships between the failure of multifractal
formalism and oscillating behaviors in the cases of quasi-all functions.
The counterexamples to the multifractal formalism in [7] and [8] were both involving
oscillating behaviors such as the one of (6) at x∗.
We will find that when the multifractal formalism fails for the functions of the Gδ-sets
(intersection of dense open sets) built in [4], the functions of these Gδ-sets contain points
with such oscillating behaviors.
In an oscillating behavior of type (6) at x∗ we have for a given h a whole range of
strengths of oscillations β . Let us first recall how to define the oscillation exponent in the
general case.
Let ht (x∗) denote the Hölder exponent of the fractional primitive of order t at x∗ of the
function G defined by (6). More precisely, if F is a bounded function, we denote by ht (x∗)
the Hölder exponent at x∗ of the function:
Ft = (Id−∆)−t/2(φF), (10)
where φ is a C∞ compactly supported function satisfying φ(x∗) = 1, and the operator
(Id−∆)−t/2 is the convolution operator which amounts multiplying the Fourier transform
of the function with (1+ |ξ |2)−t/2.
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For t small enough a fractional integration of order t of G yields for Gt a Hölder
exponent h+ t (β+ 1) at x∗ instead of the expected h+ t . It follows that one may derive β
from the inspection of the evolution of the Hölder exponent under fractional integration.
In [2] the authors proved that at a given point x the function t → ht (x) is concave (hence
it is differentiable on the right, with a possibly infinite derivative).
These remarks are the starting point of the following definition established in [2].
Definition 4. Let F :Rm →R be a bounded function. The oscillating singularity exponents
of F at a point x∗ are defined by:
(h,β)=
(
h(x∗),
∂
∂t
ht (x∗)
∣∣∣∣
t=0
− 1
)
. (11)
These exponents belong to [0,+∞]× [0,+∞].
If (h,β) satisfy (11) at x∗ we say that F has an oscillating singularity of type (h,β)
at x∗.
We need also the following definition:
Definition 5. Let F :Rm → R be a bounded function. The spectrum of oscillating
singularities d(h,β) is defined as the Hausdorff dimension of the set E(h,β) of points,
where F has oscillating singularities exponents (h,β).
Remark 4. If h(x∗)=+∞ the exponent β is not defined.
It is obvious that, if h = +∞
Sh =
⋃
β
E(h,β). (12)
So that, for all β , d(h,β) d(h).
We will extend the method of S. Jaffard in [4] to study oscillating singularities for the
functions of a given Gδ set in V .
We will prove that when the multifractal formalism fails for a function F in this Gδ set,
then there exists one E(h,β) with β = 0, which has exactly the same Hausdorff dimension
as Sh.
For a purpose of simplicity we first set these results in the case where s is differentiable
at 1/pc. We will study the general case in Section 5 (where s is not necessarily
differentiable at 1/pc).
Theorem 2. Let η be an strongly admissible function and V =⋂ε>0, p>0 B(η(p)−ε)/p,pp,loc .
We set pc such that s(1/pc) = d/pc and qc = 1/pc. Suppose that s is differantiable
at 1/pc. Let h˜c = d−s ′(1/pc)pc .
(1) Let h ∈ [s(0), h˜c];
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• if β > 0, then d(h,β) < d(h),
• if β = 0, then d(h,β)= d(h,0)= d(h).
(2) Let h ∈ [h˜c, d/pc];
• if β = hpc
(d−s ′(1/pc)) − 1, then d(h,β) < d(h),
• if β = hpc
(d−s ′(1/pc)) − 1, then d(h,β)= d(h)= infppc (hp− η(p)+ d).(3) Furthermore for quasi-all functions of V the oscillating singularity exponents have
almost everywhere the values (h,β)= (d/pc, dd−s ′(1/pc) − 1).
The case of Theorem 1 where the multifractal formalism fails corresponds to the
case of Theorem 2 where we can find oscillating singularities. Indeed in Theorem 1, the
multifractal formalism fails for h > h˜c. Fig. 1 sums up the result.
The spectrum of singularities is given by the multifractal formalism until the point
h˜c = qc(d − s′(qc))= d−s ′(1/pc)pc , then by the straight line of slope pc.
Before proving Theorem 2, we will study the simpler problem of the quasi-sure
spectrum of oscillating singularities of the functions in a given Besov space, which will be
first embedded in a space of continuous functions. S. Jaffard proved that the multifractal
formalism is true for quasi-all functions in this space. We can expect that in this case
we won’t find much oscillating singularities and the following theorem confirms this
impression.
Theorem 3. Suppose s > d/p, q > 0, p > 0. Let h be in the domain of definition of the
spectrum of singularities of quasi-all functions of Bs,qp (Rd ), i.e., the interval [s − d/p, s];
(1) • if β = 0, then d(h,β) < d(h),
• if β = 0, then d(h,β)= d(h,0)= d(h).
(2) Furthermore for quasi-all functions of V the oscillation exponent takes almost
everywhere the value β = 0.
Fig. 1.
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Note that, if s < d/p, quasi-all functions of Bs,qp are not locally bounded, in which case
s,qthe Hölder exponent is nowhere defined. Therefore, when s < d/p, instead of Bp , we
consider the space Bs,qp ∩Cγ with s < d/p and γ < s.
S. Jaffard proved already that the multifractal formalism isn’t true for quasi-all functions
of these spaces. We will prove that we can find almost everywhere points of oscillating
behaviors in these functions.
Theorem 4. Suppose s < d/p and f ∈ Bs,qp ∩ Cγ with γ < s. Let h be in the domain
of definition of the spectrum of singularities of quasi-all functions of Bs,qp ∩ Cγ , i.e., the
interval [γ, dγ
d+γp−sp ];
(1) • if β = h/γ − 1, then d(h,β) < d(h),
• if β = h/γ − 1, then d(h,β)= d(h)= (p+ (d − sp)/γ )h.
(2) Furthermore for quasi-all functions of V the oscillating singularity exponents have
almost everywhere the values (h,β)= ( dγ
d+γp−sp ,
d
d+γp−sp − 1).
Our main tool in the proof of these three theorems will be wavelet analysis, more
precisely orthonormal wavelet decomposition.
First suppose that a function F :Rd → R is known by the explicit knowledge of its
coefficients on a given wavelet basis (see [10]). Let ψ(i), i = 1, . . . ,2d − 1, be a family of
2d − 1 wavelets in the Schwartz class such that the 2dj/2ψ(i)(2j x − k), i = 1, . . . ,2d − 1,
j ∈ Z, k ∈ Zd , form an orthonormal basis of L2(Rd), as it is constructed in [10].
We will use a L∞ normalisation for wavelets, so that we write:
F(x)=
∑
i,j,k
C
(i)
j,kψ
(i)
(
2j x − k), (13)
where C(i)j,k = 2dj
∫
Rd
F (x)ψ(i)(2jx − k)dx .
We will from now on use the following simpler notations: λ and λ′ will denote,
respectively, the cubes λ= k2−j + [0,2−j ]m and λ′ = k′2−j ′ + [0,2−j ′ ]m, cλ will denote
the coefficient C(i)j,k , and ψλ will denote the wavelet ψ(i)(2j x − k) (note that we “forget”
to write the index i of the wavelet, which is of no consequence).
Let us recall also the characterization of the Besov spaces in terms of wavelet
coefficients, see [12],
f ∈Bs,qp ⇐⇒
(∑
k
∣∣cλ2(s−d/p)j∣∣p)1/p = εj with εj ∈ lq (14)
and in particular f ∈Cγ (Rd ) if the sequence cλ2γj belongs to l∞.
Recall that, if p > 1, Besov spaces Bs,qp are a slight variation of Sobolev spaces, where
q can be viewed as a parameter of precision. For s > 0, and p > 1 we have:
f ∈ Lp,s ⇐⇒ f ∈Lp and (−∆)s/2f ∈Lp. (15)
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And the following imbeddings hold, if p > 1,Bs,1p ⊂ Lp,s ⊂ Bs,∞p . (16)
If f ∈ Cγ (Rd ) for a γ > 0, it is proved in [6] that the Hölder exponent of f can be
computed at every point by the formula:
hf (x0)= lim inf
λ→x0
log(|cλ|)
log(2−j + |x0 − λ|) . (17)
Thus, all the quantities that appear in (4) can be expressed in terms of wavelet coefficients.
Let us sketch how Theorems 2, 3, and 4 will be proved.
Recall first that for all (h,β) ∈ (R+)2 we have an obvious upper bound of d(h,β)
given by d(h,β) d(h). We will need a finer upper bound for the spectrum of oscillating
singularities of a continuous function in a Besov space.
Proposition 2. Let γ > 0 and suppose that f ∈ Bs,∞p0 ∩Cγ (Rd ), then
d(h,β) inf
p>0
[
hp− ηf (p)(β + 1)+ d(β + 1)
] (18)
where ηf denotes the scaling function of f .
Then in each case of functions space, we will have the following different steps.
First we will study a specific “saturating function” which has the largest possible sets
of singularities. We will compute its oscillating singularities exponents and spectrum of
oscillating singularities and find that this function “saturates” (18).
Then we will slightly perturbate a dense sequence of functions in the considered Besov
space by replacing the wavelet coefficients for j  jn by those of the saturating function.
We obtain a new dense sequence (gn). We then consider a residual set of the form:
A=
⋂
m∈N
⋃
nm
B(gn, rn),
where rn is small enough so that, at scale j = jn, the wavelet coefficients of a function
in A are close to the one of gn.
For each f in A and each h, we will prove there is a β and a set E(h,β) which has
a dimension of exactly d(h), and the other sets E(h,β) have a dimension strictly less
than d(h).
2. An upper bound for the spectrum of oscillating singularities
Proposition 2 will be proved in this section, but we will prove in Section 6 that the
upper-bound it provides is the best one we can expect.
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First we will prove Lemma 1 and Proposition 4. We will need them in the proof of
Proposition 2.
We have to recall the definition given in [2].
Definition 6. If F and G are two functions, F =O(G) if
lim inf
log |F |
log |G|  1,
and F ∼G if
lim
log |F |
log |G| = 1.
The following proposition is proved in [2].
Proposition 3. Let f belong to Cδ(Rm) for δ > 0. The oscillating singularity exponents
of F at x are (h,β) if and only if the wavelets coefficients of f satisfy the following
conditions:
(1) |Cj,k| =O(2−jh + |k/2j − x|h) for j →+∞ and k/2j → x .
(2) There exists a sequence (jn, kn/2jn ) such that
(
2−jn +
∣∣∣∣ kn2jn − x
∣∣∣∣
)1+β
∼ 2−jn and |Cjn,kn | ∼
(
2−jnh +
∣∣∣∣ kn2jn − x
∣∣∣∣h
)
. (19)
(3) β is the smallest number such that (19) is true. We will call such a sequence
(jn, kn/2jn) a minimizing sequence for F at x .
We want now to prove the following lemma:
Lemma 1. Let f be in Cδ(Rd), with δ > 0. If f has an oscillating singularity of type (h,β)
at x , then ∀ε,∃(jn, kn) an infinite sequence such that
∣∣x − kn.2−jn∣∣β+1+ε  2−jn  ∣∣x − kn.2−jn∣∣β+1−ε (20)
and
|Cjn,kn |
∣∣x − kn2−jn∣∣h+ε. (21)
Proof. Suppose that f has an oscillating singularity of type (h,β) at x . Fix ε > 0. In
the domain |k/2j − x|1+β+ε  2−j there is a minimizing sequence (jn, kn) such that
(2−jn + |kn/2jn − x|)1+β ∼ 2−jn and |Cjn,kn | ∼ (2−jnh + |kn/2jn − x|h). So for n large
enough |Cjn,kn | |kn/2jn − x|h+ε . We need also that |kn/2jn − x|1+β−ε  2−jn because
if not the sequence can’t be minimizing. ✷
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We want now to prove the following proposition, which we will need for the proof of
Proposition 2.
Let A be a subset of Rd and MesD(A) denotes the D-dimensional Hausdorff measure
of A.
Proposition 4. Let γ > 0 and suppose that f ∈ Bs,∞p ∩ Cγ (Rd ). Let β  0 and D >
hp− sp(β + 1)+ d(β + 1).
(1) Suppose d − sp  0. Then
MesD
( ⋃
β ′β
E(h,β
′)
)
= 0.
(2) Suppose d − sp < 0. Then
MesD
( ⋃
β ′β
E(h,β
′)
)
= 0.
(3) In every case, MesD(E(h,β))= 0.
We denoteH(A) the Hausdorff dimension of a subset A⊂Rd .
Corollary 1.
Let γ > 0 and suppose that f ∈Bs,∞p ∩Cγ (Rd).
(1) Suppose d − sp  0. Then
H
( ⋃
β ′β
E(h,β
′)
)
 hp+ (d − sp)(β + 1).
(2) Suppose d − sp < 0. Then
H
( ⋃
β ′β
E(h,β
′)
)
 hp+ (d − sp)(β + 1).
Let us prove Proposition 4:
Proof. If f ∈ Bs,∞p ,
∀j :
∑
k
|Cj,k|p2(ps−d)j  C. (22)
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Let us pick up D such that D > hp − sp(β + 1)+ d(β + 1) and let Bj,k be the ball
jcentered at k/2 and of size:
diam(Bj,k)= |Cj,k |p/D2(ps−d)j/Dj−2/D.
We can rewrite (22) with diam(Bj,k)D = |Cj,k|p2(ps−d)jj−2 and so
∀j :
∑
k
diam(Bj,k)D 
C
j2
.
Let Aj =⋃k Bj,k and A = lim supAj =⋂j∈N⋃lj Al . The set A is embedded in⋃
lj Al , thus
MesD(A)
∑
lj
(∑
k
diam(Bj,k)D
)
 C
∑
lj
1
l2
.
When j →+∞, we have ∑lj 1l2 → 0. Thus MesD(A)= 0.
So if x /∈A ∃j0: ∀j  j0 ∀k: x /∈Bj,k so that
∣∣x − k2−j ∣∣ |Cj,k|p/D2(ps−d)j/Dj−2/D
and then
|Cj,k|
∣∣x − k2−j ∣∣D/p2(−s+d/p)jj2/p. (23)
• First case: d − sp  0.
If x /∈ A and furthermore x ∈⋃β ′β E(h,β ′), there exists β ′  β such that f has an
oscillating singularity of type (h,β ′) at x . For all ε > 0, following Lemma 1, there exists
(jn, kn) an infinite sequence such that
∣∣x − kn.2−jn ∣∣β ′+1+ε  2−jn  ∣∣x − kn.2−jn∣∣β ′+1−ε, (24)
|Cjn,kn |
∣∣x − kn2−jn∣∣h+ε.
Using (23) taken on jn, kn, we obtain:
∣∣x − kn2−jn∣∣h+ε  ∣∣x − kn2−jn∣∣D/p2(−s+d/p)jnj2/pn . (25)
Since (24) holds we have:
2−jn
h+ε
β′+1−ε  2−jn
D
p(β′+1+ε) 2(−s+d/p)jnj2/pn . (26)
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Thus for n large enough we have:h+ ε
β ′ + 1− ε 
D
p(β ′ + 1+ ε) + s −
d
p
(27)
which can written
p
h+ ε
β ′ + 1− ε (β
′ + 1+ ε)+ (d − sp)(β ′ + 1+ ε)D. (28)
Thus for all ε > 0 (28) holds. We assume D > hp− sp(β + 1)+ d(β + 1), which yields,
since β ′  β and d − sp 0,
D > hp− sp(β ′ + 1)+ d(β ′ + 1). (29)
The function g : ε → p h+ε
β ′+1−ε (β
′ + 1 + ε)+ (d − sp)(β ′ + 1 + ε) is continuous on a
neighborhood of 0 and g(0)= hp − sp(β ′ + 1)+ d(β ′ + 1). Following (29) we can pick
ε > 0 small enough such that
D > g(ε)= p h+ ε
β ′ + 1− ε (β
′ + 1+ ε)+ (d − sp)(β ′ + 1+ ε).
This is in contradiction with (28). So we get a contradiction and if, x /∈A, then f hasn’t
an oscillating singularity of type (h,β ′) at x with β ′  β .
• Second case: d − sp < 0.
If x /∈ A and x ∈ ⋃β ′β E(h,β ′), there exists β ′  β such that f has an oscillating
singularity of type (h,β ′) at x . Just as in the previous case, for all ε > 0, we have:
p
h+ ε
β ′ + 1− ε (β
′ + 1+ ε)+ (d − sp)(β ′ + 1+ ε)D. (30)
We assume D > hp− sp(β + 1)+ d(β + 1), which yields, since β ′  β and d − sp < 0,
D > hp− sp(β ′ + 1)+ d(β ′ + 1).
As in the previous case we can pick ε > 0 small enough such that
D > g(ε)= p h+ ε
β ′ + 1− ε (β
′ + 1+ ε)+ (d − sp)(β ′ + 1+ ε).
With (30) we get the contradiction. If x /∈ A, then f hasn’t any oscillating singularity of
type (h,β ′) at x with β ′  β .
In every case we have that if D > hp− sp(β + 1)+ d(β + 1) and x /∈A, then f has no
oscillating singularity of type (h,β) at x . ✷
Let us now prove Proposition 2:
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Proof. Let γ > 0 and (h,β) ∈ R2+. By definition of the scaling function of f , the⋂ (η(p)−ε)/p,pfunction f belongs to the space V = ε>0, p>0 Bp,loc . Furthermore by assumption,
it belongs to Cγ . Let δ > 0, ε > 0, p > 0, then the function f belongs to the space
B
(η(p)−ε)/p,p
p,loc . Let Dδ = hp− (ηf (p)− ε)(β+1)+d(β+1)+ δ > hp− (ηf (p)− ε)(β+
1)+ d(β + 1). We can apply Proposition 4 and obtain:
MesDδ
(
E(h,β)
)= 0.
So
d(h,β) hp− (ηf (p)− ε)(β + 1)+ d(β + 1)+ δ
and since this holds for all δ > 0, all p > 0 and all ε > 0,
d(h,β) inf
p>0
[
hp− ηf (p)(β + 1)+ d(β + 1)
]
. ✷
We can apply exactly the same method as in the previous proof to prove Corollary 1.
3. The case Bs,qp , when s − d/p > 0
3.1. Oscillating singularities for the saturating function
A “saturating function” of a given function space (Bs,qp when s−d/p > 0, orBs,qp ∩Cγ
when s−d/p < 0 and s > γ , or V =⋂ε>0, p>0 B(η(p)−ε)/p,pp,loc with η a strongly admissible
function), as S. Jaffard built it in [4], will be a function defined by its wavelet coefficients,
which are the largest possible so that the function is in the space. Thus, as we will see, the
function has the largest possible sets of singularities.
S. Jaffard proved that the saturating function of Bs,qp when s − d/p > 0 verifies (4).
We want now to examine this saturating function from the point of view of oscillations.
We will first compute for it at every point of (0,1)d the oscillating singularity exponents
(h0, β0) and we will obtain that the dimension d(h0,0) of the set E(h0,0) is exactly d(h0).
Then we will prove that quasi-all functions verify the same equality with the same
(h0,0). Remark that this result does not depend on a particular choice of the unit cube, so
that it is true for any open cube. Covering Rd by a countable family of open cubes, we
obtain d(h0, β0) = d(h0) for a countable intersection of a open set. So from now on we
will only work on (0,1)d .
Let us recall a definition given in [4].
Definition 7. A point x0 ∈ Rd is α-approximable by dyadics if there exists a sequence
(kn, jn) such that ∣∣∣∣x0 − kn2jn
∣∣∣∣ 12αjn .
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The dyadic exponent of x0 is the supremum of all α’s such that x0 is α-approximable
by dyadics. We denote it by α(x0).
We have α(x0) ∈ [1,+∞].
Let us also recall the definition of the saturating function F adapted to the space Bs,qp ,
s − d/p > 0, constructed in [4].
We define on (0,1)d the wavelet coefficients c(i)λ ofF . Let j  1 and k ∈ {0, . . . ,2j − 1}d
be given. We define J  j as follows: Consider the irreducible representation:
K
2J
= k
2j
where K ∈ Zd − (2Z)d . (31)
Let a  1 be a real exponent; we choose:
cλ = 1
ja
2(d/p−s)j2(−(d/p)J ).
Let us recall the following result of [4].
Proposition 5. If
a = 2
p
+ 2
q
+ 1, (32)
then:
(1) The saturating function F whose wavelet coefficients are given by (31) belongs to Bs,qp .
(2) The Hölder exponent of F at x0 is h(x0)= s− d/p+ dα(x0)p where α(x0) is defined in
Definition 7.
(3) The spectrum of singularities of F is given by d(h)= hp− sp+ d .
Remark 5. The saturating function F does satisfy the multifractal formalism in this case,
as S. Jaffard proved it in [4]. With the following proposition we will prove that F doesn’t
have at any point oscillating behaviors.
Our goal is now to study this saturation function from the point of view of its
oscillations.
Proposition 6. The saturating function F whose wavelet coefficients are given by (31) has
at every point x0 an oscillation exponent β = 0. Its spectrum of oscillating singularities is
defined for h ∈ [s − d/p, s], β = 0 and given by:
d(h,β)= d(h,0)= d(h)= hp− sp+ d.
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Proof. To compute the oscillation exponent, we follow the method of [2] and we compute
first the Hölder exponent ht of Ft , the fractional primitive of order t of F , as defined
in (10).
We need to have the decomposition of Ft on a given wavelet basis in order to compute
the Hölder exponent with formula (17).
Let us first remark that ψu = (−∆)−u/2ψ is still in the Schwarz class and keeps the
properties of cancellation of the waveletsψλ. Let denoteψtλ the function x → ψt (2jx − k).
The basis (ψtλ)λ is no more an orthonormal one, but associated with the (ψ
−t
λ )λ it forms
a “biorthogonal system” indeed 〈ψtλ,ψ−tλ′ 〉 = 0 if λ = λ′.
We can write on this basis:
Ft (x)=
∑
λ
ctλψ
t
λ(x).
Let us compute the wavelet coefficients ctλ =
∫
Ft (x)ψλ(x)dx of Ft . We have:
ctλ = 2dj
∫
Ft (x)ψ
t
λ(x)dx = 2−j t
∫
F̂ (ξ)
(
1+ |ξ |2)−t/2ei k.ξ2j |ξ |t ψˆ( ξ
2j
)
dξ
= 2−j t
∫
F̂ (ξ)
|ξ |t
(1+ |ξ |2)t/2 ψˆ
(
ξ
2j
)
e
i k.ξ
2j dξ
= 2−j t2dj
∫
F̂ (ξ)
|ξ |t
(1+ |ξ |2)t/2 ψˆλ(ξ)dξ. (33)
The operator T :f → g such that gˆ(ξ) = fˆ (ξ)|ξ |t /(1+ |ξ |2)t/2 is a singular operator
of order 0 and it follows from [13] that it is continuous on the Besov spaces and that it
keeps unchanged the pointwise Hölder regularity. Furthermore following [13] the operators
of change of wavelet basis are continuous on the Besov spaces and keep unchanged the
pointwise Hölder regularity.
Thus we can conclude that the function F(x) =∑λ cλψλ belongs to the same Besov
spaces and has the same pointwise Hölder regularity than the function T (F )=∑λ cλT (ψλ).
In the same way, the function Ft =∑λ 2−j t cλψtλ belongs to the same Besov spaces and
has the same pointwise Hölder regularity than the function,
F˜t =
∑
λ
2−j t cλψλ. (34)
Thus to compute the Hölder exponent at a point x0 of Ft amounts to compute the Hölder
exponent of F˜t at x0.
Let us compute the Hölder exponent of F˜t at x0. The wavelet coefficients of F˜t are:
c˜ tλ = 2−j t2dj
∫
F̂ (ξ)ψˆλ(ξ)dξ = 1
ja
2(d/p−s−t )j2(−(d/p)J ) if
K
2J
= k
2j
.
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They are exactly the wavelet coefficients of the saturation function of Bs+t,qp .
Following (34), we can conclude that F˜t is exactly the saturating function of the space
B
s+t,q
p .
So the Hölder exponent at x0 of Ft is the same as the one of the saturation function of
the space Bs+t,qp . Proposition 5 yields:
ht (x0)= s + t − d
p
+ d
α(x0)p
.
We get then limt→0 ht−h(x0)t = 1 which gives the oscillation exponent at x0.
Let us now freeze h and consider E(h,β) the set of points at which the oscillating
singularity exponents of F are (h,β). The sets E(h,β) are empty except for the value
β = 0. Following (12) we have d(h) = d(h,0). Furthermore following the third point of
Proposition 5, we have d(h,0)= hp− sp+ d , which yields the result. ✷
3.2. Oscillating singularity exponents for quasi-all functions
In this part, we want to study the Gδ set where the validity of the multifractal formalism
was tested in [4].
This set is built in each Besov space’s case starting from a dense sequence fn in the
space.
It will be slightly perturbated so that the wavelet coefficients of fn will be the ones of
the saturating function for j  n. A new sequence gn is obtained in this way. Then rn is
chosen small enough so that any function in the ball B(gn, rn) has wavelet coefficients
close enough to the ones of the saturating function at scale j = n.
Further we want to study the oscillating behaviors of any function in the following Gδ
set:
A=
⋂
m∈N
⋃
nm
B(gn, rn).
Instead of computing exactly pointwise oscillating singularities exponents of the
function, we will find upper bounds for them.
Let us prove the following lemma we will use for this purpose. It gives a relationship
between the global Hölder regularity of a function f and its oscillating exponents.
Lemma 2. Let f ∈ Cδ and (h,β) be its oscillating singularity exponents at a point x0.
So we have h δ(β + 1).
Proof. Since f ∈ Cδ , the characterization of the Hölder spaces Cδ(Rd) by wavelet
coefficients, (see [12] for details) yields:
∀(j, k): |Cj,k | C2−δj .
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Following Lemma 1, ∃(kn, jn) such that
∣∣x − kn2−jn∣∣h+ε  |Cjn,kn | and |Cjn,kn | C2−δjn .
So
∣∣x − kn2−jn∣∣h+ε  |Cjn,kn |C2−δjn .
We use now (20) and get:
2−jn(
h+ε
β+1−ε )  |Cjn,kn | C2−δjn ,
−jn
(
h+ ε
β + 1− ε
)
−δjn and h+ ε
β + 1− ε  δ ∀ε > 0.
This yields
h δ(β + 1). ✷
We want now to apply the method described in the introduction of this part to the case
of the space Bs,qp , when s − d/p > 0.
An intersection of dense open sets, denoted A, will be constructed as follows.
A=⋂m∈N⋃nm B(gn, rn), with gn a dense sequence in Bs,qp , s − d/p > 0, such that:
(1) If j  n the wavelet coefficients cλ of gn are the same of those of the saturating
function F constructed in the previous subsection.
(2) rn = 12na 2−nd/p.
We need the following result:
Proposition 7. Let f be in A =⋂m∈N⋃nm B(gn, rn) and (nl) a sequence such that
f ∈⋂nl B(gnl , rnl ). Let α be in [1,+∞] and let Fα be the set of points x such that, for an
infinite number of values of l,
∃K ∈ Zd − (2Z)d :
∣∣∣∣x − K2[nl/α]
∣∣∣∣ 12nl . (35)
Suppose that f has at x ∈ Fα the oscillating singularity exponents (h,β), then
(1) h h(α)= s − d/p+ d/(αp),
(2) if h= h(α), β = 0,
(3) if h < h(α), β < d
α(sp−d) .
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Remark 6. This proposition yields thatFα ⊂E(h(α),0) ∪
( ⋃
h′<h(α), β ′<β0(α)
E(h
′,β ′)
)
with β0(α)= d
α(sp− d) .
Proof. S. Jaffard proved already in [4] Point (1).
Let us prove Point (2). Suppose that f =∑λ 2−j t cλψλ. We want now to bound the
Hölder exponent at x0 of ft =∑λ 2−j t cλψtλ, the fractional integration of f . Following
the previous part, to compute a wavelet coefficient ctλ of ft amounts to multiply the
corresponding wavelet coefficient of f by 2−j t . At the scales j = nl , the wavelet
coefficients of f are ‘close’ to those of the saturating function F . We consider the wavelet
coefficient indexed by j and k such that j = nl and
k
2j
= K
2[nl/α]
.
Thus
c
(i)
λ 
1
ja
2(d/p−s)j2−
d
p
[nl/α].
This yields
ctλ 
1
ja
2(d/p−s−t )j2−
d
p [nl/α].
Let x be a point of Fα . The Hölder exponent of Ft computed with (17) will be bounded
by:
log(|ctλ|)
log(2−j + |x − λ|) =
(d/p− s − t)j − d
p
[nl/α]
−j
(
1+ o(1))
=
(
t + s − d
p
+ d
αp
)(
1+ o(1)).
Hence ht  s + t − d/p+ d/αp, which gives limt→0 ht−h(α)t  1.
So β = 0 if h= h(α). So Point (2) is proved.
Let us prove Point (3). The function f belongs to Bs,qp , s − d/p > 0. Thus following
the Sobolev embeddings, the function f ∈ Cs−d/p. This yields, following Lemma 2,
β + 1 h
s − d/p .
We assume that h < h(α)= s − d/p+ d/(αp), thus
β + 1 < s − d/p+ d/(αp)
s − d/p
386 C. Melot / J. Math. Pures Appl. 83 (2004) 367–416
and finallyβ <
d
α(ps − d) . ✷
3.3. Estimation of d(h,β)
We finish in this part the proof of Theorem 3.
We use in Bs,qp the following method.
We prove that each h in the domain of definition of the spectrum of singularity of
quasi-all functions of the space E(h,0) is such that d(h) = d(h,0) and if β ′ = 0 then
d(h,β ′) < d(h).
In order to obtain this result, we first need to recall a definition of a slightly different
measure than the Hausdorff measure.
Let w :R+ → R+ be a continuous increasing function satisfying w(0) = 0, and let A
be a bounded subset of Rd .
If |B| denotes the diameter of the set B , let
Hwε (A)= infU
{ ∑
(ui)∈U
w(|ui |)
}
,
where the infimum is taken on all coverings U by families of balls (ui)i∈N of radius at
most ε.
TheHw-measure of A is defined as
Hw(A)= lim
ε→0H
w
ε (A).
We use the functions wa(x)= (logx)2|x|a .
We can derive directly from this definition that if a set has a Hwa measure strictly
positive then its Hausdorff dimension is at most a.
We will pick up a function f in the set A=⋂m∈N⋃nm B(gn, rn). Thus the spectrum
of singularities of f is the spectrum of quasi-all functions in Bs,qp .
Then we pick up h in the domain of definition of the spectrum of singularities of f (i.e.,
in the domain of definition of the spectrum of singularities of quasi-all functions in the
space Bs,qp ) and we consider a set of points of Hwd(h) -Hausdorff measure strictly positive,
which is in fact the set Fα , defined by (35).
By Proposition 7, Fα ⊂⋃(h′,β ′)∈I E(h′,β ′) (where I depends on Bs,qp ). This inclusion
proves us that the set
⋃
(h′,β ′)∈I E(h
′,β ′) has also a Hwd(h) measure strictly positive.
Furthermore, we shall prove that the union of the sets
⋃
(h′,β ′)∈I/{(h,0)}E(h
′,β ′) has a
vanishingHwd(h) Hausdorff measure.
We have in this way that only E(h,0) can have a dimension larger or equal than d(h)
(remember that E(h,0) has a dimension less or equal than d(h) because E(h,β) ⊂ Sh). So
the dimension of E(h,0) is exactly d(h) once we prove the rest.
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Then we prove that each of the sets E(h′,β ′) with (h′, β ′) = (h,0) has a dimension
strictly less than d(h).
Let us prove Theorem 3. We know, see Theorem 2 of [4], that for quasi-all functions,
we have:
d(h)= hp− sp+ d. (36)
Let α be such that d(h)= hp− sp+ d = d/α, which yields h= s − d/p+ d/(αp).
We also use the notations of Proposition 7, i.e.,
h(α)= h= s − d
p
+ d
αp
. (37)
• The function f belongs to A = ⋂m∈N⋃nmB(gn, rn). Thus there exists a se-
quence nl of integer with nl →∞ such that f ∈B(gnl , rnl ). Let us examineFα defined
by (35) in Section 3.2. Following the same method as in [4], we can remark that the
derivation of the dimension of Fα is a direct consequence of Theorem 2 of [7] which
yields that
Hwd/α (Fα) > 0 (38)
(so that the Hausdorff dimension of Fα is larger than d/α).
• On the other hand, Remark 6 yields that
Fα ⊂E(h(α),0) ∪
( ⋃
h′<h(α), β ′<β0(α)
E(h
′,β ′)
)
with β0(α)= d
α(sp− d) .
Since
⋃
h′<h(α), β ′<β0(α) E
(h′,β ′) ⊂⋃h′<h(α) Sh′ , we have
Fα ⊂E(h(α),0) ∪
( ⋃
h′<h(α)
Sh′
)
.
Following Theorem 2.1 of [9], the set ⋃h′<h(α) Sh′ has a vanishing Hwd/α Hausdorff
measure. It follows that the Hausdorff dimension of E(h(α),0) is larger or equal
than d(h).
But E(h(α),0)⊂ Sh(α), so
d
(
h(α),0
)= d(h(α))= d(h).
We can prove this result for any function f in A. So it is true for quasi-all functions
in Bs,qp .
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• Let us compute the dimension of E(h′,β ′) if (h′, β ′) = (h(α),0). Following Proposi-
′ ′ dtion 7, h < h(α) and 0  β <
α(sp−d) . This yields, since d(h) = d/α = h(α)p −
sp+ d and d − sp < 0,
d(h) > h′p− sp(β ′ + 1)+ d(β ′ + 1).
On the other hand, following Proposition 2:
h′p− sp(β ′ + 1)+ d(β ′ + 1) d(h′, β ′).
So
d(h) > d(h′, β ′) if (h′, β ′) = (h,0). (39)
• Note that F1 = [0,1]d and if x ∈ F1 then h(1)  s. The previous proof yields that
Mesd (
⋃
h′<h Sh′)= 0 and following Proposition 7, if β = 0 then E(h,β) = ∅.
Thus the oscillating singularity exponents at almost every point (for the Lebesgue
measure) are (s,0).
We just proved Theorem 3.
4. The case Bs,qp ∩Cγ , when s − d/p < 0, and s > γ
4.1. Oscillating singularities in saturating functions
As in the previous part we recall that the saturating function F of Bs,qp ∩ Cγ ,
s − d/p < 0, has for wavelet coefficients, with L= [ d+(γ−s)p
d
j ], (note that L< j )
cλ = j−2/q2−γj if each coordinate of k is a multiple of 2j2−L, (40)
cλ = j−2/q2−sj else. (41)
By analogy with Section 3.1, we say that x is α-approximable if there exists an infinite
number of wavelet coefficients c(i)λ satisfying (40) and such that
2−j + |x − λ| 2−αL. (42)
We define the exponent of approximation α(x) at x as the supremum of all such α.
Remark 7. Here α(x) is not exactly defined as in Definition 7 and belongs in fact to
[1, d
d+(γ−s)p ].
S. Jaffard proved in [4] the following proposition:
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Proposition 8. The saturating function defined by (40) has at x0 the Hölder exponent
dγh(x0)= α(x0)(d−sp+γp) .
Furthermore its spectrum of singularity is given by d(h)= d+(γ−s)p
γ
h.
Remark 8. As it is proved in [4], in this case of function space, the multifractal formalism
doesn’t hold for the saturating function F . And we will prove with the following result that
the saturating function of Bs,qp ∩Cγ , s − d/p < 0 has points with oscillating behaviors.
We will prove the following proposition:
Proposition 9. The saturating function F in Bs,qp ∩ Cγ , s − d/p < 0 has at x0 the
oscillation exponent β = d
α(x0)(d−sp+γp) − 1. Its spectrum of oscillating singularities is
defined for h ∈ [γ, γ d
d+(γ−s)p ], β = h/γ − 1 where:
d(h,β)= d(h)= d + (γ − s)p
γ
h and h= dγ
α(d − sp+ γp) .
Proof. Following Proposition 8, we have h(x0)= dγα(x0)(d−sp+γp) .
We have in the same way as before ht by replacing s by s + t and γ by γ + t which
gives ht = d(γ+t )α(d−sp+γp) . (We can notice that this doesn’t change the value of L.)
So β = d
α(d−sp+γp) − 1.
There is a unique β = h
γ
− 1 for a given h ∈ [γ, γ d
d+(γ−s)p ] and so, following (12)
d(h)= d(h,β)= d + (γ − s)p
γ
h. ✷
4.2. Oscillating singularity exponents for quasi-all functions
Just as in the previous section, we set A =⋂m∈N⋃nmB(gn, rn), with gn a dense
sequence of Bs,qp ∩Cγ , s − d/p < 0, such that:
(1) If j  n the wavelet coefficients cλ of gn are the same as those of the saturating
function F constructed for Bs,qp ∩Cγ , s − d/p < 0.
(2) rn = 12n2/q 2
− dp n
.
Let β(α)= d
α(d−sp+γp) − 1.
We will prove the following result:
Proposition 10. Let f be in A =⋂m∈N⋃nmB(gn, rn). Let (nl) a infinite sequence of
integer such that f ∈ B(gnl , rnl ). Let Jα the set of points x such that for an infinite number
of values of j = nl , there exists k satisfying (80) and such that
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∣∣∣∣x − k2j
∣∣∣∣ 12αL . (43)
Let (h,β) the oscillating singularity exponents of f at a point x ∈ Jα .
Then
(1) If h= h(α)= γ d
α(d+(γ−s)p) , then β 
d
α(d−sp+γp) − 1;
(2) If h < h(α), then β < d
α(d−sp+γp) − 1.
We know from [4] that h(α) = γ d
α(d+(γ−s)p) is an upper bound of the Hölder exponent
of f at such a point x ∈ Jα .
Remark 9. Proposition 10 yields that
Jα ⊂
( ⋃
h′=h(α), β ′β0(α)
E(h
′β ′)
)
∪
( ⋃
h′<h(α), β ′<β0(α)
E(h
′β ′)
)
with β0(α)= d
α(d − sp+ γp) − 1.
Proof. If a function f belongs to A, it belongs to an infinite number of balls B(gn, rn).
Denote by Bnl this sequence of balls. With the same method as in the previous section, we
get the Hölder exponent of ft at a point of Fα :
ht 
d(γ + t)
α(d − sp+ γp) .
If h= h(α),
lim
t→0
ht − h(α)
t
 d
α(d − sp+ γp) − 1,
therefore β  d
α(d−sp+γp) − 1. So Point (1) is proved.
Let us prove Point (2). Suppose h < h(α) and let us prove that β < β(α) =
d
α(d−sp+γp) − 1. Let us remark that h(α) = γ (β(α)+ 1). Since (h,β) are the Hölder and
oscillation exponents and f ∈ Cγ , following Lemma 2, we have:
γ (β + 1) h.
But h(α)= γ (β(α)+ 1) and h < h(α), thus β < β(α). ✷
4.3. Estimation of d(h,β)
We follow the same method as in the previous section.
We prove that for each h in the domain of definition of the spectrum of singularity
of quasi-all functions of Bs,pq ∩ Cγ , when s − d/p < 0, there exists a set E(h,β) (with
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β = h/γ − 1 the corresponding oscillation exponent of the saturating function) such that
′ ′d(h)= d(h,β) and such that, if β = β then d(h,β ) < d(h).
In order to obtain this result, we consider Jα which dimension is larger or equal
than d(h). Furthermore the Hwd(h) -Hausdorff measure of Jα is strictly positive.
Remark 9 yields that
Jα ⊂
( ⋃
h′=h(α), β ′β(α)
E(h
′β ′)
)
∪
( ⋃
h′<h(α), β ′<β(α)
E(h
′β ′)
)
. (44)
We prove that
⋃
h′=h(α), β ′β(α) E(h
′β ′) and
⋃
h′<h(α), β ′<β(α) E
(h′β ′) have a vanishing
Hwd(h) -Hausdorff measure. We have in this way that only E(h,β) can have a dimension
larger or equal than d(h). So the dimension of E(h,β) is exactly d(h).
Then we prove that all the sets E(h′,β ′) of this union with (h′, β ′) = (h,β) have a
dimension strictly less than d(h).
Let h be in the domain of definition of the spectrum of singularity of quasi-all functions
of Bs,pq ∩Cγ , when s − d/p < 0, i.e., in the interval [γ, dγd−sp+γp ].
By Theorem 2 of [4], for quasi-all functions d(h)= (p+ (d − sp)/γ )h.
Let α be such that d(h)= (p+ (d − sp)/γ )h= d/α, which yields h= dγ
α(d−sp+γp) .
We will use also the notation of Proposition 10
h(α)= h= dγ
α(d − sp+ γp)
and
β(α)= β = d
α(d − sp+ γp) − 1 =
h
γ
− 1.
Let us remark that
d(h)= d
α
= h(α)p + (d − sp)(β(α)+ 1). (45)
• Let us examine Jα defined by (43) in Section 4.2. Following the same method as in [4],
we can remark that the derivation of the dimension of Jα is a direct consequence of
Theorem 2 of [7] which yields that Hhd/α (Jα) > 0 (so that the Hausdorff dimension
of Jα is larger than d/α).
• Let remark that ⋃h′<h(α), β ′<β(α) E(h′β ′) ⊂ ⋃h′<h(α) Sh′ . Following Theorem 2.1
of [9], the Hhd/α Hausdorff measure of ⋃h′<h(α) Sh′ is vanishing.
• And following Proposition 4, for all β < β(α) and ε > 0 small enough,
Mesd/α−ε
( ⋃
h′=h(α), β ′β
E(h
′β ′)
)
= 0.
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We can write⋃
h′=h(α), β ′<β(α)
E(h
′β ′) =
∞⋃
n=1
( ⋃
h′=h(α), β ′<β(α)−1/n
E(h
′β ′)
)
.
This yields that theHwd/α Hausdorff measure of⋃h′=h(α), β ′<β(α) E(h′β ′) is vanishing.
It follows that the Hausdorff dimension of E(h(α),β(α)) is larger or equal than
d(h)= d/α. But E(h(α),β(α))⊂ Sh, so
d(h,β)= d(h(α),β(α))= d(h).
• Let us compute the dimension of E(h′,β ′) if (h′, β ′) = (h(α),β(α)).
Following Lemma 2, if (h,β ′) are the oscillating singularity exponents of f at a
point x , we have β ′ + 1 h/γ . Since we know that if h= h(α) then β(α)+ 1 = h/γ ,
we can conclude that if β ′ > β(α), then d(h,β ′)=−∞.
Let us examine the case 0 β ′ < β(α). Since (45) holds and d − sp > 0, we have:
d(h) > hp− sp(β ′ + 1)+ d(β ′ + 1).
On the other hand, Proposition 2 yields:
hp− sp(β ′ + 1)+ d(β ′ + 1) d(h,β ′).
Thus
d(h) > hp− sp(β ′ + 1)+ d(β ′ + 1) d(h,β ′) if β ′ = β(α). (46)
• Note that J1 = [0,1]d and if x ∈ J1 h(1)  dγd−sp+γp . The previous proof yields that
Mesd (
⋃
h′<h(1) Sh′ )= 0 and Mesd(
⋃
h′=h(1), β ′<β(1) E(h
′β ′))= 0. Thus the oscillating
singularity exponents take almost everywhere the value
(
h(1), β(1)
)= ( dγ
d − sp+ γp ,
d
d − sp+ γp − 1
)
.
We just prove Theorem 4.
5. The case of an arbitrary scaling function
We consider the topological space V =⋂ε>0, 0<p<∞B(η(p)−ε)/p,pp,loc with η a strongly
admissible function. We denote by s the function related to η by Definition 3.
We want to prove the following result.
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Theorem 5. Let η be a strongly admissible function and V =⋂ε>0,p>0B(η(p)−ε)/p,pp,loc . We′set pc such that s(1/pc)= d/pc and qc = 1/pc. Let sl the left derivative of s and s′r the
right derivative of s. Let h˜c = d−s
′
r (1/pc)
pc
.
(1) Let h= s(0):
• If β = 0, then d(h,β)= d(h,0)= d(h).
• If β = 0, then d(h,β)=−∞.
(2) Let h be in the interval ]s(0), h˜c]:
• If β = 0, then d(h,β)= d(h,0)= d(h).
• If β > max(0, hpc
(d−s ′l (1/pc)) − 1), then d(h,β) < d(h).
(3) Let h be in the interval [h˜c, d/pc]:
• If β = hpc
(d−s ′r (1/pc)) − 1, then d(h,β)= d(h)= infppc (hp− η(p)+ d).
• If β /∈ [ hpc
(d−s ′r (1/pc)) − 1,
hpc
(d−s ′l (1/pc)) − 1], then d(h,β) < d(h).(4) Furthermore for quasi-all functions of V the oscillation exponents have almost
everywhere the values (h,β)= (d/pc, dd−s ′r (1/pc) − 1).
5.1. Oscillating singularities of the saturating function
As in the previous parts we first construct a saturating function for V .
We set, with J as defined in (31):
a(j, k)= inf
p
(
d(j − J )− η(p)j
p
)
and
aj = log j.
The saturating function in V is given by the wavelet coefficients, (see [4]),
cλ = 1
jaj
2a(j,k). (47)
We set cλ = 0 if the infimum in (47) is −∞.
Let α(x0) denote the dyadic exponent at x0 as in Definition 7. Let s′l design the left
derivative of s and s′r its right derivative.
S. Jaffard in [4] studies the Hölderian regularity of the saturating function of V and we
use his following results:
Proposition 11. Let h(x0) be the Hölder exponent of the saturating function F , defined
by (47), at a point x0. The value of h(x0) is given by:
h(x0)= 1
α(x0)
inf
ωα(x0)
sup
q
(
ω
(
s(q)− dq)+ dq). (48)
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Let α(x0) = α and denote h(α) the Hölder exponent of the saturating function F ,
defined by (47), at a point x0 such that α(x0)= α. We have the following different cases:
(1) If α  d
d−s ′(0) , then h(α)= s(0),
(2) if 1 α < d
d−s ′d(qc) , then h(α)= dqc/α,
(3) if d
d−s ′d(qc)  α 
d
d−s ′(0) , then h(α)= supq(s(q)− dq + dqα ).
Proposition 12. Let α ∈ [1,+∞]. The saturating function F in
V =
⋂
ε>0, 0<p<∞
B
(η(p)−ε)/p,p
p,loc
has the following Hölder and oscillating singularity exponents (h(α),β(α)), at x0 such
that α(x0)= α:
(1) if α  d
d−s ′(0) , then h(α)= s(0) and β(α)= 0,
(2) if 1 α < d
d−s ′r (qc) , then h(α)= dqc/α and β(α)=
d
α(d−s ′r(qc)) − 1,
(3) if d
d−s ′r (qc)  α 
d
d−s ′(0) , then h(α)= supq(s(q)− dq + dqα ) and β(α)= 0.
Proof. At each x0 we compute ht the Hölder exponent of a fractional primitive Ft of F of
order t . Using the argument already developed in Sections 3 and 4, we compute the wavelet
coefficients ctλ of Ft , the fractional integration of order t of F , by multiplying the one of F
by 2−j t . This yields ctλ = 1ja 2a(j,k)−j t .
Let
at (j, k)= inf
p
(
d(j − J )− η(p)j
p
)
− tj
and
ρ = d
(
1− J
j
)
,
ρ takes discrete values between 0 and d with spacing d/j .
We have:
at (j, k)= j inf
q
(
ρq − s(q)− t). (49)
Since we assumed pc = +∞ let us first notice that st defined by st (q) = s(q) + t ,
when t is next to 0 and is strictly positive, is still a strong admissible function and so all
the properties of s are still true for st . Thus we can apply the method described in [4]
to compute ht , just replacing s by st in the computation. So the Hölder exponent of the
saturating function F is, following the Proposition 7 of [4],
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ht (x0)= 1
α(x )
inf
ωα(x )
sup
(
ω
(
st (q)− dq
)+ dq).
0 0 q
Now we rewrite ht (x0) as:
ht (x0)= 1
α(x0)
inf
ωα(x0)
Gt (ω)
with
Ft (ω,q)= ω
(
st (q)− dq
)+ dq (50)
and
Gt(ω)= sup
q>0
(
ω
(
s(q)+ t − d)− dq)= sup
q>0
Ft (ω,q). (51)
Note that Gt gets exactly the same properties as G=G0 in [4], after replacing s by st .
These properties are the following ones:
Gt(ω)=+∞ for ω < d
d − s′(+∞) ,
Gt(ω)= ωst (0) for ω  d
d − s′(0) ,
Gt is convex.
(52)
We want to find the infimum of Gt on the set {ω | ω  α(x0)}.
Following (52), if α  d
d−s ′(0) , then infωα(x0) Gt (ω)= αst (0) and we have:
ht (α)= st (0).
Suppose now α  d
d−s ′(0) .
Let us first study the equation with unknown q and the parameter t  0,
s(q)+ t − dq = 0. (53)
Since q → s(q)− dq is monotone and continuous, this equation has a unique solution
we denote q˜t and it is a finite number since pc = +∞. Furthermore the function t → q˜t is
continuous because the function q → s(q)− dq is continuous.
Recall (see (7) and (8)) that if q < qc, then s(q) − dq > 0 and if q > qc, then
s(q)− dq < 0. Thus
q˜0 = qc
and
∀t > 0 q˜t > qc.
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Remark that Ft (ω, q˜t )= dq˜t and that
Gt(ω)= sup
q
Ft (ω, q) Ft (ω, q˜t ) dq˜t . (54)
If we can find ωt0 such that
Gt
(
ωt0
)= sup
q
Ft
(
ωt0, q
)= dq˜t (55)
then we will have:
Gt(ω)Gt
(
ωt0
)
. (56)
Let ω˜ t0 = dd−s ′r (q˜t ) where s
′
r designs the right derivative of s (and s′l its left derivative).
The function s′r is decreasing since s is concave. Since q˜t > qc,
ω˜ t0 =
d
d − s′r (q˜t )
 d
d − s′r (qc)
. (57)
We will compute Gt(ω˜ t0), i.e., we have to compute the supremum on q of
Ft
(
ω˜ t0, q
)= d
d − s′r (q˜t )
(
s(q)+ t − dq)+ dq. (58)
And since t is a parameter, this amounts to compute the supremum of
Ft
(
ω˜ t0, q
)− dq˜t = d
d − s′r (q˜t )
(
s(q)+ t − dq)+ dq − dq˜t .
Since s is concave, gt :q → dq − s(q) − t is convex. Recall that by definition
dq˜t − s(q˜t )− t = 0.
Thus, if q < q˜t < q ′,
dq − s(q)− t
q − q˜t  d − s
′
l (q˜t ) d − s′r (q˜t )
dq ′ − s(q ′)− t
q ′ − q˜t .
This yields, following (58), for all q < q˜t ,
Ft
(
ω˜ t0, q
)− dq˜t  0
and for all q ′ > q˜t
Ft
(
ω˜ t0, q
′)− dq˜t  0.
Since
Ft
(
ω˜ t0, q˜t
)− dq˜t = 0
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and q → Ft (ω˜ t0, q) − dq˜t is a concave function, if it is not constant, its supremum
is unique and is q˜t . In every case q˜t is a point of global maximum of the function
q → Ft (ω˜ t0, q)− dq˜t . We just proved that
Gt
(
ω˜ t0
)= sup
q
Ft
(
ωt0, q
)= Ft (ωt0, q˜t)= dq˜t (59)
and found ωt0 such that (56) holds.
Let us compute ht (x0)= 1α(x0) infωα(x0) Gt (ω). Let α(x0)= α and ht (x0)= ht (α). We
have two cases to study:
(1) 1 α < d
d−s ′r (qc) ,
(2) d
d−s ′r (qc)  α 
d
d−s ′(0) .
Let us study the first case;
(1) 1 α < d
d−s ′r (qc) .
Since q˜t → qc when t → 0, and q → dd−s ′r (q) is a function continuous at right, for t
small enough, (57) yields
ωt0  α.
Thus (59) and (56) yield
ht (α)= 1
α
Gt
(
ωt0
)= dq˜t
α
. (60)
(2) d
d−s ′r (qc)  α 
d
d−s ′(0) .
We want to prove the following equality:
ht (α)= 1
α
Gt(α)= sup
q
(
s(q)+ t − dq + dq
α
)
. (61)
Following (57), we have ω˜ t0  α.
We know that ω˜ t0 is the minimum of the function Gt on the set [1,+∞] and Gt
is a convex function. Thus it is strictly decreasing on [1, ω˜ t0] and strictly increasing on[ω˜ t0,+∞], and thus it is strictly increasing on [α,+∞] .
It follows that the minimum of Gt on [α,+∞] is given by Gt(α), which yields (61).
We want now to compute the oscillation exponent in the following different cases:
(1) If α  d
d−s ′(0) , ht (α)= s(0)+ t so that
lim
t→0
ht − h(α)
t
= 1.
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Thus β(α)= 0.
d 1 t(2) If 1 α <
d−s ′r (qc) , for t small enough ht (α)= αGt(ω0)= dq˜t/α.
We have to compute, with h(α)= dqc/α = dq˜0/α,
lim
t→0, t>0
ht − h(α)
t
= lim
t→0, t>0
dq˜t − dqc
αt
. (62)
We now compute the right derivative of q˜t at the point t = 0.
The number q˜t is by definition the solution of (54). We can rewrite it
dq˜t = t + s(q˜t ).
This yields,
dq˜t − dqc
t
= 1+ s(q˜t )− s(qc)
t
= 1+ s(q˜t )− s(qc)
q˜t − qc ×
q˜t − qc
t
.
Since the function s has a right derivative at each finite point, and t → 0, we have:
lim
t→0, t>0d ×
q˜t − qc
t
= 1+
(
s′r (qc)× lim
t→0, t>0
q˜t − qc
t
)
,
and
lim
t→0, t>0
q˜t − qc
t
= d
d − s′r (qc)
.
Thus (62) becomes:
lim
t→0, t>0
ht − h(α)
t
= lim
t→0, t>0
dq˜t − dqc
αt
= d
α(d − s′r (qc))
(63)
and β(α)= d
α(d−s ′r (qc)) − 1.
(3) If d
d−s ′r (qc)  α 
d
d−s ′(0) ,
ht (α)= 1
α
Gt(α)= sup
q
(
s(q)+ t − dq + dq
α
)
(64)
and
lim
t→0
ht − h(α)
t
= 1.
Thus β(α)= 0. ✷
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5.2. Oscillating singularity exponents for quasi-all functionsAs in the previous section, we set A = ⋂m∈N⋃nmB(gn, rn), with gn a dense
sequence in
⋂
p B
η(p)
p
,p
p , such that
(1) If j  n the wavelet coefficients cλ of gn are the same as those of the saturating
function F constructed for Bs,qp ∩Cγ , s − d/p < 0.
(2) rn = 2−n lnn.
We will prove the following proposition:
Proposition 13. Let f be in A =⋂m∈N⋃nmB(gn, rn) and (nl) a sequence of integer
such that f ∈ B(gnl , rnl ). Let Kα be the set of points x such that for an infinite number of
value of nl , there exists K such that∣∣∣∣x − K2[nl/α]
∣∣∣∣ 12nl . (65)
Suppose that f has the oscillating singularity exponents (h,β) at x ∈Kα , then
(1) α  d
d−s ′(0) , if h h(α)= s(0) then β = 0,
(2) 1 α < d
d−s ′r (qc) ,
(a) if h= h(α)= dqc/α, then β  β(α)= dα(d−s ′r(qc)) − 1,
(b) if h < dqc/α, then β < dqcα(s(0)) − 1.
(3) d
d−s ′r (qc)  α 
d
d−s ′(0) ,
(a) if h= h(α)= supq(s(q)− dq + dqα ), then β = 0,
(b) if h < h(α)= supq(s(q)− dq + dq/α), then β < supq (s(q)−dq+
dq
α
)
s(0) − 1.
We know from [4] that h(α) described in Proposition 11 is an upper bound of the Hölder
exponent of f at such a point x ∈Kα .
Remark 10. Proposition 13 yields that Kα ⊂ (⋃(h′,β ′)∈I E(h′,β ′)) where I is defined by
the previous conditions (1), (2)(a), (2)(b), (3)(a) and (3)(b).
Proof. We consider first Case (2). The same methods as in Propositions 7 and 10 can be
applied to prove Case (2)(a).
We want now to prove Case (2)(b). The function f belongs to A and has for oscillating
singularity exponents (h,β) at x ∈Kα . Thanks to Sobolev embeddings, we find f is in the
space Cs(0) because f ∈ V .
Following Lemma 2, we get:
s(0)(β + 1) h
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and since h < dqc/α, we get:β <
dqc
α(s(0))
− 1.
The Cases (1) et (3) can be proved using exactly the same arguments as above. ✷
5.3. Computation of d(h,β)
We finish in this part the proof of Theorem 5.
We use the same following method as in the previous cases.
We prove that for each h in the domain of definition of the spectrum of singularity
of quasi-all functions of V there exists a set E(h,β) (with β the corresponding oscillation
exponent of the saturating function) such that d(h)= d(h,β) and such that, if β ′ = β then
d(h,β ′) < d(h).
We consider Kα which dimension is larger or equal than d(h), and such that its wd(h)
Hausdorff measure is strictly positive. By Proposition 13 this set is an union of sets⋃
(h′,β ′)∈I E(h
′,β ′) (where I depends on η).
We prove that the union of the sets E(h′,β ′) with (h′, β ′) = (h,β) has a vanishing wd(h)
Hausdorff measure. We have in this way that only E(h,β) can have a dimension larger or
equal than d(h). So the dimension of E(h,β) is exactly d(h).
Then we prove that if β ′ /∈ [ hpc
(d−s ′r (1/pc)) − 1,
hpc
(d−s ′l (1/pc)) − 1], d(h,β
′) < d(h,β).
We will need the following relationships between η and s.
Lemma 3. Let η :R+ → R+ and s :R+ → R+ two concave functions such that
η(p)= p.s(1/p) and 0 s′(q) d . Let pc such that s(1/pc)= d/pc. Then
(1) η(pc)= d ,
(2) η(p) < d if p < pc,
(3) η(p) > d if p > pc,
(4) η′l (pc)= qc(d − s′r (qc)) (with η′l the left derivative of η and η′r its right derivative),
(5) s(0)= limp→+∞ η′l (p).
Proof. The proof of Lemma 3 is just a consequence of the definition of s, η and pc . ✷
The main elements in the proof of Theorem 5 are Propositions 4 and 2. They require the
use of the following function, where h and β are fixed parameters:
f :p → hp+ (d − η(p))(β + 1). (66)
We give now the main properties of f we will need in the proof of Theorem 5.
Lemma 4. Let h and β  0. For all p  0 we set f (p)= hp+ (d − η(p))(β + 1). Then
(1) f (pc)= hpc .
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(2) The function f is convex.
(3) If s(0) < h/(β + 1), the minimum of f is achieved at p˜ such that
η′r (p˜)
h
β + 1  η
′
l (p˜).
(4) Furthermore if p1 is such that h/(β + 1) > η′l (p1), then p1 > p˜ and f (p1) > f (p˜).
(5) If p0 is such that h/(β + 1) < η′r (p0), then p0 < p˜ and f (p0) > f (p˜).
Proof. By definition η(pc)= d and hence Point (1).
The function f is a convex function as a sum of convex functions. Hence Point (2).
Thus f is differentiable on the left and on the right and its derivatives at a point p are:
f ′r (p)= (β ′ + 1)
(
h(α)
β ′ + 1 − η
′
r (p)
)
(67)
and
f ′l (p)= (β ′ + 1)
(
h(α)
β ′ + 1 − η
′
l (p)
)
. (68)
Since f is convex, we also have, if p0 < p˜ < p1,
f (p0)− f (p˜)
p0 − p˜  f
′
l (p˜) f ′r (p˜)
f (p1)− f (p˜)
p1 − p˜ . (69)
Let us prove Point (3).
Assume
η′r (p˜)
h
β + 1  η
′
l (p˜). (70)
Following (68), we have:
f ′l (p˜) 0
and following (67),
f ′r (p˜) 0.
Thus, following (69) for all p0 < p˜,
f (p0) f (p˜),
and if p1 > p˜,
f (p1) f (p˜).
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Thus the minimum of f is achieved at p˜.
′Let us prove Point (4). If p1 is such that h/(β + 1) > ηl(p1), then, following (68), we
get:
f ′l (p1) > 0 > f ′l (p˜).
Since f is convex, f ′l is a increasing function and p1 > p˜. Furthermore, we can write:
f (p˜)− f (p1)
p˜− p1  f
′
l (p1). (71)
This yields f (p1) > f (p˜). Hence Point (4).
Let us prove Point (5).
In the same way as previous, if p0 is such that h/(β+1) < η′r (p0), then, following (67),
f ′r (p0) < 0 < f ′r (p˜).
But f is a convex function and so f ′r is an increasing function. With p0 < p˜, we get in the
same way as previous that f (p0) > f (p˜). ✷
We will need the following result of [4].
Proposition 14. Let h be in the domain of definition of quasi-all functions of V . Then
with α such that h= h(α) (as defined in Proposition 11), we get:
d(h)= d
α
. (72)
Let us first study the third case of Theorem 5.
5.3.1. Case (3) of Theorem 5
Let h be in [ d−s ′r (1/pc)
pc
, d/pc].
Let α such that h= dqc/α = h(α), which gives α = dqc/h. With qc = 1/pc, we get:
1 α  d
d − s′r (qc)
.
The assumption h in the interval [ d−s ′r (1/pc)
pc
, d/pc] is equivalent to Case (2) of
Proposition 13.
We denote:
β(α)= d
α(d − s′r (qc))
− 1 (73)
such as in Proposition 13.
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Following Point (4) of Lemma 3, we have:h(α)= dqc
α
= η′l (pc)
(
β(α)+ 1). (74)
• Recall that Kα was defined by (65) in Section 5.2. Following the same method as in [4],
we can remark that the derivation of the dimension of Kα is a direct consequence of
Theorem 2 of [7] which yields that Hhd/α (Kα) > 0 (so that the Hausdorff dimension
of Kα is larger than d/α).
• On the other hand, Remark 10 yields that Kα ⊂ (⋃(h′,β ′)∈I E(h′,β ′)) where I is defined
by the conditions (1), (2)(a), (2)(b), (3)(a), (3)(b) of Proposition 13. Proposition 13
yields that
Kα ⊂
( ⋃
h′<h(α), β ′< dqc
α(s(0))−1
E(h
′,β ′)
)
∪
( ⋃
β ′<β(α)
E(h(α),β
′)
)
∪E(h(α),β(α)).
• We have obviously
⋃
h′<h(α), β ′< dqc
α(s(0))−1
E(h
′,β ′) ⊂
⋃
h′<h(α)
Sh′ .
Following Theorem 2.1 of [9], the Hwd/α Hausdorff measure of ⋃h′<h(α) Sh′ is
vanishing.
• We want to prove that ⋃β ′<β(α) E(h(α),β ′) has a vanishingHwd/α Hausdorff measure.
Let pick up β ′ < β(α). Following Point (1) of Proposition 1, we want to find p0 and
ε > 0 such that d − s(1/p0)p0 = d − η(p0) > 0 and
h(α)p0 − η(p0)(β ′ + 1)+ d(β ′ + 1) < d
α
− ε = h(α)pc − ε. (75)
Since η(p0) < d if and only if p0 <pc , this amounts to prove that there exists p0 <pc
such that (75) holds.
We now consider the function f introduced in Lemma 4 with h= h(α) and β = β ′ <
β(α),
f (p)= h(α)p − η(p)(β ′ + 1)+ d(β ′ + 1).
Following Point (1) of Lemma 4, f (pc)= h(α)pc , and since (72) holds,
f (pc)= d(h)= d
α
. (76)
Proving (75) amounts to prove there exist p0 <pc such that f (p0) < f (pc).
404 C. Melot / J. Math. Pures Appl. 83 (2004) 367–416
We assumed β ′ < β(α), and with (74), we have:
h(α)
β ′ + 1 >
h(α)
β(α)+ 1  η
′
l (pc). (77)
Denote p˜ the minimum of f on R+.
Since (77) holds and following Point (4) of Lemma 4 with p1 = pc there exists p˜ such
that p˜ < pc and f (p˜) < f (pc).
Thus we can find a p˜ with p˜ < pc and ε > 0 (for example ε = (f (pc)− f (p˜))/4)
such that
f (p˜) < f (pc)− ε.
Following (76), we have f (pc)= d(h)= d/α.
We just find p0 = p˜ such that
h(α)p0 +
(
d − η(p0)
)
(β ′ + 1) < d
α
− ε.
Thus we can apply Point (1) of Proposition 4.
This yields,
Mesd/α−ε
( ⋃
β ′′β ′
E(h(α),β
′′)
)
= 0.
Thus,
Hwd/α
( ⋃
β ′′<β ′
E(h(α),β
′)
)
= 0
and we have:
Hwd/α
( ⋃
β ′<β(α)
E(h(α),β
′)
)
= 0.
• We conclude that E(h(α),β(α)) has a dimension at most d/α = d(h).
Since E(h(α),β(α))⊂ Sh(α), the dimension of E(h(α),β(α)) is exactly d(h). This yields,
d
(
h(α),β(α)
)= d(h(α))= d(h).
• Let us prove Point (2) of Case (3). Suppose that β ′ = β(α). We have the following
different cases:
(1) Suppose that β ′ < β(α). We consider:
f (p)= h(α)p − η(p)(β ′ + 1)+ d(β ′ + 1).
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The same proof as in the case of the set
⋃
β ′<β(α) E
(h(α),β ′) gives us that there existsp0 <pc such that f (p0) < f (pc). Following Proposition 2,
d(h,β ′) inf
p
f (p) f (p0) < f (pc).
But f (pc)= d(h) since (76) holds.
Thus,
d(h,β ′) < d(h).
(2) Suppose that β ′ > β(α). We consider:
f (p)= h(α)p − η(p)(β ′ + 1)+ d(β ′ + 1).
We have two different cases:
(a) Let
β ′ >
h(α)
η′r (pc)
− 1, i.e., h(α)
β ′ + 1 < η
′
r (pc).
Following Lemma 4, the function f achieves its minimum at p˜ > pc, thus
f (p˜) < f (pc). (78)
Following Proposition 2, we get:
d(h,β ′) inf
p
f (p)= f (p˜).
Following (76), we have f (pc)= d(h).
Thus, since (78) holds:
d(h,β ′) f (p˜) < d(h).
Thus
d(h,β ′) < d(h).
(b) Let
h(α)
η′l (pc)
− 1 < β ′ < h(α)
η′r (pc)
− 1,
i.e.,
η′r (pc)
h(α)
β ′ + 1 < η
′
l (pc).
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Following Lemma 4, the function f achieves its minimum at pc. Thusinff (p)= f (pc)= d
α
= d(h).
We only can write, following Proposition 2,
d(h,β ′) d(h).
5.3.2. Case (1) of Theorem 5
Let study the first case of Theorem 5.
Suppose h = s(0), i.e., α  d
d−s ′(0) . Following Proposition 13, if h = s(0), then the
oscillation exponent at x ∈Kα is
β = 0.
Thus with the same method as in the previous cases we find:
d(h,0)= d(h).
Remark that if h= s(0) at any point x (even if x doesn’t belong to Kα) the oscillation
exponent at x is necessarily 0. Indeed if f belongs to V , it belongs to Cs(0) and following
Lemma 1, we get:
h
β + 1  s(0).
Thus if h= s(0) we have:
β = 0.
This yields, if β = 0,
d(h,β)=−∞.
5.3.3. Case (2) of Theorem 5
Suppose that s(0) < h < d−s
′
r (1/pc)
pc
.
This amounts to have:
d
d − s′r (1/pc)
< α <
d
d − s′(0) .
If at a point x ∈Kα the exponents of oscillating singularities are (h,β), then following
Proposition 13, h h(α)= supq(s(q)− dq + dq/α).
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If h= h(α), then the oscillation exponent at x is β = 0. We have, following the same
method as previous,
d(h,0)= d(h).
Let examine now d(h,β) if β = 0. Suppose that h= h(α)= supq(s(q)− dq + dq/α)
and β > 0.
We need the function f studied in Lemma 4,
f (p)= hp+ (d − η(p))(β + 1).
In order to apply Proposition 2, we want to prove there exists p˜ such that
f (p˜) < d(h)
We know, following (9) in Theorem 1, that
d(h)= d
α
= inf
ppc
(
hp− η(p)+ d). (79)
Since s(0) < h < η′l (pc) by assumption, and following Case (5) of Lemma 3,
s(0)= limp→+∞ η′l (p).
There exists p0 such that η′l (p0) < h < η′l (pc).
We have two different possible cases.
(1) Let s(0) < h < η′r (pc). Following Point (5) of Lemma 4 at β = 0, the infimum of
the function p → hp− η(p)+ d is achieved at p˜ > pc. This yields d − η(p˜) < 0. Thus
we have if β ′ > 0,
d(h,β ′) hp˜+ (d − η(p˜))(β + 1) < hp˜− η(p˜)+ d = d(h).
If β ′ > 0,
d(h,β ′) < d(h).
(2) Let η′r (pc) h η′l (pc). We apply Point (5) of Lemma 4 at β = 0, the infimum of
the function p → hp− η(p)+ d is achieved at pc .
Suppose that
h(α)
η′r (pc)
− 1 < β ′,
i.e.,
h(α)
β ′ + 1 < η
′
r (pc).
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Following Point (5) of Lemma 4, the infimum of f is achieved at p˜ > pc , and as
previous we can conclude, following Proposition 2, that
d(h,β ′) f (p˜) < f (pc)= d(h).
In every case we have β ′ > max(0, h(α)
η′r (pc)
− 1), thus
d(h,β ′) < d(h).
5.3.4. Point (4) of Theorem 5
Note that K1 = [0,1]d . We proved that
Mesd
( ⋃
h′<h(α)
Sh′
)
= 0 and Mesd
( ⋃
β ′<β(α)
E(h(α),β
′)
)
= 0.
So we can conclude that the oscillating singularity exponents take almost everywhere the
values (h,β)= ( d
pc
, d
d−s ′r (1/pc) − 1).
We just proved Theorem 5.
6. Optimality of the upper bound
The last result we want to prove is the optimality of the upper-bound of Proposition 2.
We will prove the following result:
Proposition 15. (1) Suppose that s − d/p < 0 and γ < s:
(a) Let f be in Bs,qp ∩Cγ , and (h,β) its oscillating singularity exponents at a point x0.
Then h γ (β + 1).
(b) For each (h,β) such that h γ (β + 1), there exists f ∈ Bs,qp ∩Cγ , such that
d(h,β)= inf
p>0
[
hp− η(p)(β + 1)+ d(β + 1)].
(2) Suppose that s − d/p > 0:
(a) Let f ∈ Bs,qp , s − d/p > 0, and (h,β) its oscillating singularity exponents at a
point x0. Then h (s − d/p)(β + 1).
(b) For each (h,β) such that h > (s − d/p)(β + 1), then there exists f ∈Bs,qp such that
d(h,β)= inf
p>0
[
hp− η(p)(β + 1)+ d(β + 1)].
We will need the following lemma:
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Lemma 5. Let s > γ > 0, L= [ d+(γ−s)p
d
j ] and δ = d+(γ−s)p
d
.Let the function gs,γ be defined by its wavelet coefficients as follows:
cλ = j−2/q2−γj if each coordinate of k is a multiple of 2j2−L,
cλ = 0 else.
(1) The function gs,γ belongs to Bs,qp ∩Cγ .
(2) The oscillating singularity exponents of gs,γ at x0 ∈ Jα are:
h(x0)= γ d
α(d + (γ − s)p) =
γ
αδ
,
β(x0)= d
α(d + (γ − s)p) − 1 =
1
αδ
− 1.
(3) The function gs,γ verifies for h= γ (β + 1) and h ∈ [γ, γ /δ],
d(h,β)= inf
p>0
[
hp− η(p)(β + 1)+ d(β + 1)]
where η is the scaling function of gs,γ defined by (3).
Remark 11. The function gs,γ is in fact the saturating function of Bs,qp ∩ Cγ defined in
Section 4.1 slightly modified.
Proof. We already know thanks to Proposition 9, that the saturating function of Bs,qp ∩Cγ ,
s − d/p < 0 is a function of Bs,qp ∩ Cγ , and has at x0 ∈ Jα a Hölder exponent
hF (x0)= γ dα(d+(γ−s)p) .
The function gs,γ belongs to Bs,qp ∩Cγ , since
(∑
k
|cλ|p2(sp−d)j
)1/p
 j−2/q
(
2dL2−γj
)p2(sp−d)j  21/pj−2/q,
|cλ| 2−γj , so gs,γ belongs to Cγ .
Hence Point (1).
Note that gs,γ = F − fs where F is the saturating function defined in Section 4.1 and
fs has the following wavelet coefficients:
cλ = 0 if each coordinate of k is a multiple of 2j2−L, (80)
cλ = j−
2
q 2−sj else. (81)
Let us now compare the local regularity of F and fs to get the regularity of gs,γ . Note
that fs belongs to Cs since the wavelet coefficients are of size at most 2−sj . On the other
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hand, ∀x0: hF (x0)= γ dα(d+(γ−s)p) . Remark 7 and the fact that γ < s yield γ dα(d+(γ−s)p) < s.
So gs,γ has at x0 ∈ Jα a Hölder regularity hgs,γ (x0)= hF (x0)= γ dα(d+(γ−s)p) .
The same computation as for F gives an oscillation exponent of β = d
α(d+(γ−s)p) − 1 at
x0 ∈ Jα . Hence Point (2).
Following the same method as in [4], we can remark that the derivation of the dimension
of Jα is a direct consequence of Theorem 2 of [7] which yields thatHwd/α (Jα) > 0 (so that
the Hausdorff dimension of Jα is larger than d/α). The set of points where a function in
B
s,q
p ∩ Cγ has a Hölder exponent less than γ dα(d+(γ−s)p) has a Hwd/α Hausdorff measure
vanishing. It follows that the set of points where the Hölder exponent of f is exactly
γ d
α(d+(γ−s)p) has the dimension d/α. Thus its spectrum of singularities is supported by the
segment [γ, γ d
d+(γ−s)p ], where
d(h)= d + (γ − s)p
γ
h.
For each h given as Hölder exponent we have one and only one β associated. So the
oscillating singularity spectrum of gs,γ is
d(h,β)= d(h)= d + (γ − s)p
γ
h.
Let us now compute the scaling function of gs,γ .
Now we determine the Besov spaces Bs
′,q ′
p′ the function gs,γ belongs to.
There are 2dL wavelet coefficients of size j−2/q2−γj where L = [ d+(γ−s)p
d
j ] thus∑
k |cλ2(s
′− d
p′ )j |p′ is equivalent to;
j−2p′/q2(d+(γ−s)p)j2−γp′j2(s ′p′−d)j = j−2p′/q2(γ (p−p′)+s ′p′−sp)j .
It follows that η(p′)= (s − γ )p+ γp′ is the scaling function of gs,γ .
Let us study f (p′)= hp′ − η(p′)(β + 1)+ d(β + 1). We have: f ′(p′)= h− γ (β + 1)
and we get the cases,
• if h < γ (β + 1), then
inf
p′>0
hp′ − η(p′)(β + 1)+ d(β + 1)=−∞;
• if h γ (β + 1), then
inf
p′>0
hp′ − η(p′)(β + 1)+ d(β + 1)= (β + 1)(−sp+ γp+ d).
So for h= γ (β + 1) we get:
d(h,β)= inf
p′>0
hp′ − η(p′)(β + 1)+ d(β + 1). ✷
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Let us prove Proposition 15:
,Proof. (1) First consider the case of Bs,qp ∩Cγ , s − d/p < 0. We fix (h,β) such that
h γ (β + 1). (82)
We will try to construct a function f ∈ Bs,qp ∩Cγ for which
d(h,β)= inf
p>0
hp− η(p)(β + 1)+ d(β + 1).
Define γ0 by:
h= γ0(β + 1). (83)
It follows from (82), (83) that
γ0  γ. (84)
We will determine (s0,p0) such gs0,γ0 :
(a) belongs to Bs,qp ∩Cγ ,
(b) belongs to Bs0,q0p0 ∩Cγ0 ,
(c) has (h,β) as oscillating exponents on a set J1 of dimension d(h,β) given by:
d(h,β)= inf
p>0
hp− η(p)(β + 1)+ d(β + 1).
We express now the conditions to get such a couple (s0,p0).
First recall that gs0,γ0 has to be defined as in Lemma 5 with the givenL0 = [ d+(γ0−s0)p0d j ]
δ0 = d+(γ0−s0)p0d , and the following wavelet coefficients:
cλ = j−2/q2−γ0j if each coordinate of k is a multiple of 2j2−L0,
cλ = 0 else.
The following necessary conditions have to be verified:
(a) γ0 = h/(β + 1) (because the spectrum is supported on the segment h= γ0(β + 1),
(b) at x0 ∈ J1 β = 1/δ0 − 1, so
δ0 = 1
β + 1 ,
(c) δ0 = d+(γ0−s0)p0d can be written:
d(1− δ0)= (−γ0 + s0)p0 (85)
and 0 δ0  1,
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(d) γ0 < s0 and s0p0 < d together with condition (85) yield:d − γ0p0 > d(1− δ0), (86)
(e) gs0,γ0 ∈Bs,qp ∩Cγ .
Let us determine when condition (e) will be fulfilled. The wavelet coefficients of gs0,γ0
verify |cλ| 2−γ0j . Thanks to (84), gs0,γ0 ∈Cγ .
A necessary condition to have gs0,γ0 ∈ Bs,qp is:
∑
j
(∑
k
|cλ|p2(sp−d)j
)q/p
<+∞,
∑
j
(
j−2/q2dL0
(
2−γ0j
)p2(sp−d)j)q/p <+∞.
And this can be expressed as
dL0 − γ0pj + (sp− d)j  0,
dδ0 − γ0p+ sp− d  0
which gives us:
d(1− δ0) (s − γ0)p. (87)
We want to know if there is a couple (s0,p0) which verifies the previous conditions.
Let us write these conditions on the following diagram. On the x-axis we will have the
coefficient 1/p and on the y-axis we will have the coefficient s. For example the space
Cγ has for co-ordinates (0, γ ), the space Bs,∞p has for co-ordinates (1/p, s). We won’t
represent the regularity q on this diagram. The Besov spaces Bs,pq are included in Bs,∞p we
will represent on the diagram.
On the part of the plane above the straight line starting from the point (0,0) and of
slope d , (it will be denoted ∆) we have an embedding in a space of continued functions.
The Sobolev embeddings are given by a straight line of slope d .
Then condition (85) can be seen as the slope of the straight line which joins Cγ0 to
B
s0,∞
p0 . Condition (87) gives the necessary condition that this slope is larger than the one
of the straight line which joins Cγ0 to Bs,∞p . Condition (86) gives the necessary condition
that this slope is less than the one of the straight line which joins Cγ0 to Bd/p0,∞p0 .
We want now to find a space verifying all these conditions. We can distinguish two
cases:
• The case d − pγ0 > d(1− δ0). (See Fig. 2.)
• The case d − pγ0  d(1− δ0). (See Fig. 3.)
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Fig. 3.
In every case we can find a space Bs0,∞p0 .
For example we can choose as such a space:
• in the case d − pγ0 > d(1− δ0), Bs0,∞p0 with s0 = d + sp/(2p) and p = p0,
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• in the case d − pγ0  d(1 − δ0), Bs0,∞p0 with s0 = γ0(4− δ0)/(2δ0) and p0 =
dδ0/(2γ0).
This concludes the demonstration of Point (1).
(2) Let us examinate the case Bs,qp , s−d/p > 0. In the same way as in the previous part
we want to find (s0,p0) such that a function of type gs0,γ0 :
(a) belongs to Bs,qp ∩Cγ ,
(b) belongs to Bs0,q0p0 ∩Cγ0 ,
(c) has (h,β) as oscillating exponents on the set J1 of dimension d(h,β).
If we adopt the same method,we just have to replace γ by s − d/p to get:
(a) γ0 = h/(β + 1) s − d/p,
(b) at x0 ∈ J1 β = 1/δ0 − 1, so
δ0 = 1
β + 1 ;
(c) δ0 = d+(γ0−s0)p0d can be written:
d(1− δ0)= (−γ0 + s0)p0 (88)
and 0 δ0  1,
(d) γ0 < s0 and s0p0 < d together with condition (85) yield:
d − γ0p0 > d(1− δ0); (89)
(e) gs0,γ0 ∈Bs,qp .
The condition gs0,γ0 ∈ Bs,qp can be rewritten:
∑
j
(∑
k
|cλ|p2(sp−d)j
)q/p
<+∞,
∑
j
(
j−2/q2dL0
(
2−γ0j
)p2(sp−d)j)q/p <+∞.
And this can be expressed as
dL0 − γ0pj + (sp− d)j  0,
dδ0 − γ0p+ sp− d  0
which gives us
d(1− δ0) (s − γ0)p. (90)
C. Melot / J. Math. Pures Appl. 83 (2004) 367–416 415Fig. 4.
The diagram can be used in the same way as previously. (See Fig. 4.)
We will study here the case where γ0 = h/(β + 1) > s − d/p. We can find a
functional space which verifies these condition, for example the space Bs0,∞p0 with s0 =
γ0(4− δ0)/(2δ0) and p0 = dδ0/(2γ0). Hence Point (2) of Proposition 15. ✷
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