The paper is concerned with the derivation and analysis of nonoverlapping domain decomposition for heterogeneous, anisotropic diffusion problems discretized by the finite element cell-centered (FECC) scheme. Differently from the standard finite element method (FEM), the FECC method involves only cell unknowns and satisfies local conservation of fluxes by using a technique of dual mesh and multipoint flux approximations to construct the discrete gradient operator. Consequently, if the domain is decomposed into nonoverlapping subdomains, the transmission conditions (on the interfaces between subdomains) associated with the FECC scheme are different from those of the standard FEM. However, the substructuring procedure as well as the Neumann-Neumann type preconditioner can be adapted to the domain decomposition-based FECC method naturally. Convergence analysis of a preconditioned iterative algorithm, namely the Dirichlet-Neumann to Neumann-Neumann algorithm, associated with the discrete FECC interface problem is the main focus of this work. Two dimensional numerical results for two subdomains with conforming meshes demonstrate that the preconditioned iterative algorithm converges independently of the mesh size and the coefficient jump.
INTRODUCTION
Domain decomposition methods have received great attention from researchers in recent decades due to the strong development of parallel computer architectures and multiprocessor supercomputer designs. The idea is to decompose the domain of calculation into several subdomains, then instead of solving a problem defined on the whole domain, we solve the subproblems defined on the subdomains and couple them through the use of well-chosen transmission conditions on the interfaces between subdomains. This technique is efficient in the sense that it reduces the size of the problem and takes advantage of using parallel computing to solve subdomain problems on different processors in parallel. It is also well-adapted to applications in which the domain of calculation is a union of different subdomains with different physical properties (for instance, the simulation of aircraft, far field simulations of underground nuclear waste disposal, ocean-atmosphere coupling in climate modeling, etc.). There is a large amount of research and numerical algorithms using domain decomposition techniques for different types of linear and nonlinear partial differential equations (see 1, 2, 3 and the references therein). Based on physical transmission conditions, a class of nonoverlapping domain decomposition methods is defined by using the Steklov-Poincaré-type operators. These operators were introduced for stationary problem 4, 5, 6, 7 as natural mathematical tools for analyzing domain decomposition algorithms for both homogeneous and heterogeneous problems. In particular, see 7 for a thorough study of domain decomposition for finite element discretizations of second-order elliptic problems. The convergence of an iterative procedure associated with the discrete counterpart of any Steklov-Poincaré operator (namely, the Schur complement matrix) is accelerated by a use of the NeumannNeumann preconditioner 8, 9, 10 , a local preconditioner defined by solving Neumann boundary problems in the subdomains. For a decomposition into many subdomains, a technique called balancing domain decomposition was introduced and analyzed in 11, 12 for finite elements, and in 13 for mixed finite elements. Extensions of Steklov-Poincaré operators to parabolic problems were given in 14, 15 for uniform time steps, and in 16 with mixed formulations and 17 with primal formulations for nonconforming time steps in the subdomains.
The FECC method is a numerical scheme which has been recently introduced and analyzed in 18, 19 for two-and threedimensional diffusion problems. Unlike the standard FEM method which fails to give accurate approximations to problems with discontinuous coefficients, the FECC method can be applied to heterogeneous, anisotropic diffusion problems on general (possibly distorted) meshes. Based on a technique of dual mesh and multipoint flux approximations 20 , the scheme is cell-centered and satisfies local continuity of fluxes. Rigorous convergence analysis is given in 18 and numerical results show that on the same primal mesh, the FECC scheme gives more accurate solutions than those by the FEM 21 , the finite volume method (FVM), 22, 23 , the mixed finite volume method (MFV) 24 , the mimetic finite difference method (MFD) 25 , the compact-stencil MPFA method 26 , the discrete duality finite volume method (DDFV) 27 and the SUSHI method 28 . An extension of the FECC scheme, namely the staggered cell-centered finite element method (SC-FEM), to two-and three-dimensional linear elasticity problems has been studied in 29, 30 . The SC-FEM is based on a mixed pressure-displacement formulation and is shown to be stable and convergent with low-order (P0-P1) approximations for the pressure and the displacement.
The aim of this work is to develop and analyze nonoverlapping domain decomposition for the FECC discretization of the diffusion problems with discontinuous, anistropic coefficients. Due to the specific construction of the FECC discrete gradient operator, the transmission conditions associated with the FECC method are essentially different from those of the FEM. In particular, in addition to the continuity of the nodal unknowns and weak fluxes on the interface, extra transmission conditions representing the continuity of strong fluxes are introduced. These conditions are required to obtain the equivalence between the discrete multidomain problem and the discrete monodomain problem. We generalize the ideas of the discrete Steklov-Poincaré operator to derive a substructuring method associated with the FECC multidomain problem, namely the Dirichlet-Neumann to Neumann-Neumann method (instead of the classical Dirichlet-to-Neumann method). A discrete interface problem is formulated and is solved iteratively. Once the interface unknowns are found, one can easily recover the solution in each subdomain. In addition, we construct a generalization of the Neumann-Neumann preconditioner with weights 10, 12 for this interface problem and perform preconditioned Richardson iteration. Our main result is the proof of the convergence of the preconditioned iterative algorithm for the case of two subdomains. We remark that the interface operator in the proposed method is no longer symmetric as in the case of FEM and the convergence analysis in this situation is distinct from that of FEM. The proof can be easily extended to the case of strip subdomains. For the case of multiple subdomains with cross points, the method can be generalized based on conventional coupling at the cross points 31 together with a coarse problem to remove subdomain singularities (when the preconditioner is performed on a floating subdomain) as well as to enhance the scalability when the number of subdomains increases. However, this subject is beyond the scope of this paper and will be discussed elsewhere.
For an open, bounded domain Ω in ℝ 2 with Lipschitz boundary Ω, we consider the second-order elliptic problem:
where Λ ∶ Ω → ℝ 2×2 is a symmetric, positive definite tensor, and its eigenvalues are bounded in , , , > 0; the source term is a function in 2 (Ω). For simplicity, homogeneous Dirichlet boundary conditions are imposed. The analysis given below can be extended to other types of boundary conditions as in 1, Chapter 1, Section 1.4 . The weak form of problem (1) is given by:
It is well-known (see, for instance, 32, Chapter 1 ) that under the assumptions made above, problem (2) has a unique solution in 1 0 (Ω).
FIGURE 1
Left: Examples of two dual control volumes (in cyan and blue) corresponding respectively to an internal node and a boundary node of the primal mesh  ℎ (solid lines); Right: The primal mesh  ℎ (solid lines) and its dual mesh  * ℎ (dashed lines).
In the next section, we introduce the FECC scheme for the discretization of problem (2) . In Section 3, we derive the discrete multidomain problem using conforming decomposition into two nonoverlapping subdomains. Section 4 contains our main results which are the formulations of the Dirichlet-Neumann to Neumann-Neumann method and its interface problem, and the convergence proof of the associated iterative algorithm. In Section 5, numerical results confirm theoretical analysis are presented. Finally, detailed calculations of the block stiffness matrices used in the convergence proof are given in Appendix A.
THE FECC FRAMEWORK
In this section, we recall the derivation of the FECC scheme for problem (2) with heterogeneous, anisotropic coefficients: we first describe the construction of the meshes, then define the discrete gradient which satisfies local continuity of fluxes; finally we derive a linear algebraic system associated with (2).
The meshes
For completeness, we recall the construction of the two-dimensional meshes in the FECC scheme as presented in 18, 19, 29 (see 19, Chapter 3 for the scheme in three dimensions). For a polygonal domain Ω ⊂ ℝ 2 , we consider a triangulation  ℎ of Ω:
We assume that each element ∈  ℎ is a star-shaped polygon in which we choose a point ∈ int( ) and call it the mesh point of . Throughout the paper, we refer to  ℎ as the primal mesh. Next, we define the dual mesh  * ℎ and the dual sub-mesh  * * ℎ . For this purpose, we assume that the line joining two mesh points of any two neighboring elements is inside Ω and it intersects the common edge of the two elements. The latter assumption is necessary to define the scheme for heterogeneous problems (see 18 ). The dual mesh  * ℎ is constructed from the primal mesh in a way that each dual control volume of  * ℎ corresponds to a vertex of  ℎ . Denote by  the set of all nodes or vertices of  ℎ :
the set of primal elements that have as their vertex. We consider two cases (see Figure 1 ):
(a) If is an interior vertex, we obtain the dual control volume ∈  * ℎ associated with the vertex by connecting the mesh points of neighboring elements in  . . The dual control volume is defined by joining mesh points of neighboring elements in  and the mesh point of ,1 (and ,2 ) with a chosen interior point (e.g. the midpoint) of ,1 (and ,2 respectively). Note that in this case has as its vertex as well.
The collection of all defines a dual mesh  * ℎ such that
Due to Remark 1(b), we have that
To simplify the notation, we rewrite (4) as
In addition, to handle Dirichlet boundary conditions, we need to define the following subset of ℎ :
In order to obtain the discrete variational formulation associated with problem (2), we shall define a projection operator Φ( ℎ ) and the discrete gradient ∇ Λ ℎ for ℎ ∈ ℎ .
FIGURE 3
Left: An element of the dual sub-grid = ; Right: Outward normal vectors of each sub-triangle.
The projection operator and the discrete gradient
The two operators are defined by their restrictions to each element of  * * ℎ . In particular, the projection operator Φ( ℎ ) is a function in 2 (Ω) and it is continuous piecewise linear on each element ∈  * * ℎ ; and the discrete gradient is defined in a way to enforce mass conservation in each element ∈  * * ℎ when the coefficient Λ is discontinuous.
We consider a triangle = ∈  * * ℎ where , are two primal elements, , ∈  ℎ , and a dual control volume, ∈  * ℎ (see Figure 3 ). Denote by ≡ ̂ the common edge of and and ∈ the intersecting point between and . For any ℎ ∈ ℎ , the restriction of Φ( ℎ ) to , denoted by Φ ( ℎ ), is a continuous function and it is linear on each of the two sub-triangles and .
Let
, a temporary unknown to be defined later, be an approximation of at seeing from . In addition, denote by , and the outward normal vectors of the triangle such that the lengths of these vectors are equal to the segments , and respectively (see Figure 3 ). We also denote by ( ) the measure of triangle . Note that + = 0. For any vector ℎ ∈ ℎ , the projection operator Φ( ℎ ) and the discrete gradient ∇ Λ ℎ restricted to are defined as follows:
(i) On triangle , we have
Now using multi-point flux approximations, we define the restriction of ∇ Λ ℎ to as
Similarly, the restrictions of ℎ and ∇ Λ ℎ to triangle are respectively:
(ii) We choose to strongly satisfy the continuity of the flux across :
Substituting (5) and (6) into (7), we obtain 1,
where
Assume that 1, + 2, ≠ 0 , we deduce from (8) that
Remark 2. For each internal edge ≡ ̂ of the primal elements, there are two values of at , one seeing from and another from̂ ̂ . As for in (9) , ̂ can be expressed as a linear combination of ̂ , and .
For a general mesh and Λ ≠ Λ , the two different values of at are not equal:
Substituting (9) into (5) and (6), we conclude that the discrete gradient ∇ Λ ℎ restricted to triangle = ∈  * * ℎ depends linearly on the three nodal values , and :
The discrete variational formulation associated with problem (2) is as follows:
The linear algebraic system
To derive the linear algebraic system associated with (12), for each internal node ∈  * * ⧵  * * Ω
, we choose ℎ = ℎ = ∈ * * ∈ 0 ℎ such that
and obtain
in which the discrete gradient depends only on the nodal values , ∈  * * (cf. formula (11)).
To derive a matrix form of (14), we proceed as in 18, pp.12-14 by first choosing ℎ = ℎ for each ∈  * ℎ in (14) and obtain the linear system:
and ℎ |  ℎ ∶= ( ) ∈ ℎ , is a symmetric, positive definite, square matrix and * a column matrix depending on . Next, we take ℎ = ℎ for each ∈  ℎ :
is a symmetrix, square matrix, a column matrix depending on and is the transpose of . Consequently, we obtain the matrix system associated with (14) as follows:
Since inverse matrix of exists (see 18 , p.14 ), one can compute ℎ |  * ℎ from the first equation of (15):
Substituting this into the second equation of (15), we obtain the following linear system involving only primal cell unknowns:
is a variant of the stiffness matrix and is symmetric and positive definite on general meshes 18 .
We also recall Corollary 5.4 in 18 that the FECC scheme is convergent, that is to say, Φ( ℎ ) converges to the exact solution exact of problem (2) and ∇ Λ ℎ converges to ∇ exact as ℎ tends to 0, with ℎ = sup{ℎ , the diameter of the triangle , ∈  * * ℎ }.
CONFORMING, NONOVERLAPPING DOMAIN DECOMPOSITION
Using nonoverlapping domain decomposition, we formulate a discrete multidomain problem corresponding to the discrete monodomain problem (14) . The formulation is derived for the case of two subdomains for simplicity and can be straightforwardly extended to multiple strip subdomains. We first introduce some notation.
Notation
We consider a triangulation  ℎ of Ω and a conforming decomposition of Ω into two nonoverlapping subdomains Ω 1 and Ω 2 (the analysis can be extended to many subdomain case with strip substructures). Denote by Γ the interface between the two subdomains:
and the dual sub-mesh  * * ℎ, of the subdomains from those of the monodomain,  * ℎ and  * * ℎ . Since each dual control volume corresponds to a vertex of the primal mesh, we distinguish two cases (see (b) Otherwise if ∈ Γ (note that Γ now is a part of the boundary of Ω ), its control volume
is the intersection of the control volume ∈  * ℎ and Ω . The triangular elements of  * * ℎ, associated with is then defined as in Subsection 2.1.
The dual sub-meshes  * * ℎ,1
and  * * ℎ,2 are matching on the interface Γ and they are NOT subsets of  * * ℎ . Denote by  * * , = 1, 2, be the set of all vertices of elements of  ,
and  * * , Ω ∶= ∈  * * such that ∈ Ω .
We denote by  * * Γ the set of vertices of elements of  * * ℎ, , = 1, 2, that belong to Γ and by  * * Γ the set of edges of elements of
that lie on Γ. Due to the decomposition, in addition to the nodes of the primal mesh  ℎ lying on Γ (magenta circled points in Figure 4 ),  * * Γ also consists of extra points (magenta squared points in Figure 4 ) resulting from case (b). We then write
FIGURE 4
Conforming discretizations in the subdomains.
Note that the points in  * * Γ,□ play the same role as in the construction of the discrete gradient (Subsection 2.2) and  * * Γ,□ ∩  * * = ∅. We also denote by  Γ ( = 1, 2) the sets of mesh points of primal elements of Ω that have edges lying on Γ:
To derive a multidomain problem associated with (14), we need to introduce the space
consisting of discontinuous, piecewise linear functions on Γ (actually, a function in  ℎ is continuous linear on each ∈  * * Γ , cf. Subsection 2.2). The vector set associated with  ℎ , denoted by ℎ , is defined by
Recall that due to the construction of the discrete gradient, there are two different unknowns at ∈  * * Γ,□ : ≠ ̂ , where and̂ are dual control volumes whose mesh points and ̂ belong to  * * Γ,• (see Remark 2) . We shall make use of such notation for the rest of the paper. We also introduce the following sets:
Finally, we define the projection Φ , the discrete gradient ∇ Λ, and the right-hand side data for = 1, 2, as the restrictions of Φ, ∇ Λ and to Ω respectively.
A discrete multidomain problem
With the above notation, the discrete multidomain problem equivalent to the monodomain problem (14) consists of 1. Solving in the subdomains the following problems:
, for ∈  * * and = 1, 2, is defined as
2. Together with three transmission conditions on Γ expressing respectively (a) the continuity of the solution on Γ:
or equivalently,
(b) the continuity (in strong form) of the flux in each element of  * * ℎ that intersects the interface Γ:
(c) and the continuity of the flux across Γ:
The second transmission condition (21) results from the construction of the discrete gradient in the FECC scheme and it is used to determine the values of the solution at points ∈  * * Γ,□
.
We now examine in more detail the third transmission condition (22) in the context of the FECC scheme. One easily sees that
Recall that the test vector ℎ ∈ 0 ℎ is defined as in (13) . Furthermore, because of the construction of the discrete gradient, we also have
where the set  Γ is defined in (16) . Thus, the condition of flux continuity (22) can be replaced by
Here the projection Φ is global (i.e. defined on the whole domain Ω). In the following we will transform these equations into a form such that local projections Φ , = 1, 2, are used.
: by the definition of the projection Φ, we have that
(b) For fixed ∈ {1, 2} and ∈  Γ (thus is an interior node in Ω ):
Denote by = (3 − ), we define an extension operator ℎ, from ℎ to ℎ, as follows:
i.e. ℎ, ( Γ ) equals Γ at the nodes on the interface and vanishes at the internal nodes in Ω . Then
Using the relations established in (25) and (27) we can rewrite the transmission condition (24) as follows:
The last two equations are used as Neumann data on boundary Γ, which is needed to solve the subdomain problems. This is the essential difference between the FECC-based multidomain formulation and the standard domain decomposition formulations (see 1, Chapters 1 and 2 ) and it is due to the discrete gradient constructed in the FECC scheme.
A DIRICHLET-NEUMANN TO NEUMANN-NEUMANN METHOD
From the multidomain problem (17) with the transmission conditions (20)- (21)- (28) and by using substructuring techniques, we derive an interface problem that can be solved iteratively. In particular, we imposed Dirichlet boundary conditions (cf. Equation (20)) and Neumann boundary conditions (cf. Equations (28b) and (28c)) on the interface to solve the subdomain problems, then we enforce the remaining transmission conditions (Equations (21) and (28)) to obtain the interface problem. We first introduce some notation and several operators. Let ℎ be a vector in ℎ and ℎ, a vector in ℝ card( Γ ) representing respectively the Dirichlet and Neumann boundary data on the interface for the problem in Ω , = 1, 2. We also denote by ( ℎ, ) the component of ℎ, associated with the node ∈  Γ .
Let  , = 1, 2, be the solution operator that associates with the Dirichlet boundary data, Neumann boundary data and the right hand side
of the subdomain problem:
The operator  ∶ ( ℎ , ℎ, , )  → ℎ, =  ( ℎ , ℎ, , ) is well-defined as the solution to (29) exists uniquely. We also make use of the following interface operators:
The transmission conditions (28) lead to the following interface problem
Here we have used the fact that the problem is linear and write the interface problem in a way such that the left-hand side depends on the interface unknowns ℎ , ℎ,1 and ℎ,2 . The operator is called a discrete Dirichlet-Neumann to Neumann-Neumann operator and the number of equations and unknowns in (30) ). Problem (30) can be solved iteratively using a Richardson procedure or a Krylov subspace iteration method (e.g. GMRES). To speed up the convergence, we shall derive a preconditioner for (30) . We write = 1 + 2 , where
Following the idea of the Neumann-Neumann preconditioner 10, 11 , define by
a preconditioner of (30) where −1 is the inverse of and ≥ 0 is the weight, = 1, 2. In order to derive an explicit formula for − , we define the solution operator ∶ (
, wherẽ ℎ, is the solution to the Neumann problem
We also use the trace operator
Finally, the formulations of 1 1 1 −1 and 2 2 2 −1 are given by:
, and
Depending on the choice of the weights, one may obtain different preconditioners. For discontinuous coefficients, one may choose the weights in order to obtain convergence independent of the jump of the coefficients 12 . This will be addressed in Section 5 for numerical experiments. However, for the analysis, we perform a Richardson procedure for the interface problem (30) with 2 2 2 −1 as a preconditioner and obtain the following algorithm. Of course one can also use the preconditioner 1 1 1 −1 , which results in another algorithm with the same analysis as the one presented below.
Dirichlet-Neumann to Neumann-Neumann (DN-NN) algorithm
For given initial guess
) and
) , solve for each = 1, 2, … , the following problems:
then find
such that:
with
where is a positive acceleration parameter and
Convergence analysis
The convergence of the DN-NN algorithm is guaranteed by the following theorem:
) , the sequence of iterates ( ℎ,1 , ℎ,2 ) ∈ ℎ,1 converges to the solution ℎ = ( ℎ | Ω 1 , ℎ | Ω 2 ) of the monodomain problem (12) in the following sense:
The proof of Theorem 1 is based on the following lemma which says that the iterative DN-NN solution converges to the monodomain solution if the iterative interface unknowns converge to the interface counterpart of the monodomain solution.
Lemma 1.
Assume that there exists a positive parameter * such that for all ∈ (0, * ), the sequence ℎ , ℎ,1 , ℎ,2 converges
) in the Euclidean norm || ⋅ || as tends to infinity. Then (36) holds.
Proof. We first rewrite the linear system (15) of the FECC scheme on the monodomain case as follows:
(1) 11 (2) 22 (1) 11 (2) 12 22 23 (1) 21
where the vectors ℎ |  * ,int ℎ,1
and are block matrices and is invertible:
(1) 31 
Next, from (35), we have
Similarly, from (35), (33c) and (34d), we deduce that
and
By performing elementary calculations as shown in Appendix A and using (38)- (40), we obtain the linear algebraic system associated with the DN-NN algorithm (33) and (34) as follows:
(1) 31 (2) 32 11 13 (1) 11 (2) 12 22 23 (1) 21
) ∈ ℎ,2 . Explicit formulas of the 's and 's matrices are given in Appendix A.
As ℎ , ℎ,1 , ℎ,2 converges, we have that
− ℎ,2 tend to 0 0 0 when tends to infinity. By comparing the two systems (37) and (41) and due to the uniqueness of the solution of (37), convergence of the multidomain solution to the monodomain solution then follows.
Proof. (of Theorem 1) In view of Lemma 1, we first show that the sequence +1 ℎ = 1,Γ converges in ℎ . Toward this end, from the system (41) we find an explicit formula for
Using the third row of (41), we compute ℎ,1 |  * * Γ,• as follows:
We also deduce from (41) that
Substituting (43) into (44), we obtain
Matrix is symmetric and positive definite (cf. Section 2), thus we can first compute +1 ℎ, |  ℎ, explicitly by inverting , then substitute the result into (42) and obtain: 
We aim to derive a formula for (see Figure 4 ) , we have that
where the coefficients are given in (8) . We rewrite (47) equivalently as 
Since = 1, + 2, ≠ 0, we can compute 1, using the values of ℎ,1
and ( 2,Γ − 1,Γ ). In other words, we can rewrite (48) in the following matrix form:
Substituting (45) and (46) into (49), we obtain
We skip the detailed calculations of matrices , , and
for the sake of simplicity. Using (50) together with (46), we find that
. Inserting (51) into (38), we have
where is the identity matrix.
For the monodomain problem (37), performing similar calculations as for (46) and (50), we find that
Setting ℎ = ℎ − ℎ,Γ , we deduce from (52) and (53) that . As a results, we can deduce from (54) that
On the other hand, we have 
for sufficiently large | |, where 33, Chapter 3 . By the definition of ℎ , it follows that ℎ converges to ℎ,Γ as tends to infinity. We further discuss a corollary of this convergence, which will be useful later. From (37), we find that ℎ satisfies the following systems:
Subtracting (57) from (45), we obtain
Due to (38) and the fact that is symmetric, positive definite, we can rewrite the above equation equivalently as
To prove that
− ℎ,1 tends to 0, we evaluate (39) at ≡ ∈  1 (see Figure 4 ) . Using (33a) and (A10), we obtain:
Subtracting (59) from (A11), we obtain
Primal mesh, type 1 ( ℎ ) Primal mesh, type 2 ( ℎ )
Dual sub-mesh, type 1 ( * * ℎ ) Dual sub-mesh, type 2 ( * * ℎ )
FIGURE 5
The primal meshes and its dual sub-meshes for Type 1 (top) and Type 2 (bottom) respectively.
Using (38), we find that 
Test case 2: with an anisotropic, discontinuous difusion tensor
We solve the diffusion problem with an exact solution given by
For this case, we compute the relative error between the multidomain solution and the monodomain solution in 2 (Ω)-norm and stop the iteration when the error is smaller than 10 −6 . In Table 4 , we show the number of iterations for mesh type 1 and mesh type 2. We see that even for anisotropic, discontinuous coefficients, the GNN preconditioner is very efficient and requires only a few number of iterations for convergence no matter how small the mesh size is. Clearly, the no preconditioner algorithm converges but very slow compared to the preconditioned algorithm.
CONCLUSIONS
We have formulated the Dirichlet-Neumann to Neumann-Neumann (DN-NN) method for anisotropic, heterogeneous diffusion problems discretized by the FECC scheme. A discrete interface problem is derived and a generalized Neumann-Neumann (GNN) preconditioner with weights is introduced to accelerate the convergence of the iterative algorithm associated with such a interface problem. The convergence of the iterative solution (obtained by the Dirichlet-Neumann to Neumann-Neumann algorithm) to the monodomain solution is rigorously proved. Numerical results confirm our theory and show that the GNN preconditioner efficiently handles the discontinuous coefficients for both isotropic and anisotropic tensors and its convergence is almost independent of the mesh size. Work underway addresses the Optimized Schwarz method 34 for FECC-based discretizations in which Robin transmission conditions, instead of classical transmission conditions, are considered with some parameters that can be optimized to enhance the convergence of the associated iterative algorithm. In addition, extensive numerical results shall be carried out to compare the performance of the DN-NN and the Optimized Schwarz methods with FECC discretization on more realistic test cases with multiple subdomains possibly having cross points.
Using the Neumann condition (34c) and by Green's formula, we have
Substituting this into (A1), we find that
With the notation in Figure A1 , we rewrite (A2) as follows
We first evaluate the integral on triangle ( ). According to the construction of the discrete gradient (5), we have
where the coefficients̃ 1, and̃ 2, are given in (10) . Using this we have 
where the coefficients̃ 's are defined in (10) . Substituting (A6) into (A5) we obtain 
For the discrete monodomain solution, using (11) and (A4) we can verify that the coefficients are similar to those in (A7), except for the two last terms which are the coefficients of matrix we choose test vectors ℎ,1 with ∈  1 in Equation (33a) (similar calculations can be done to find DN 2 by choosing ℎ,2 with ∈  2 in Equation (34a)). We have
As for (A5), we can deduce that the first three integrals can be expressed as a linear combinations of Recall that the extension operator ℎ,2 is defined in (26) . By Green's formula, we have 
Substituting this into (A9) we find that the interface integral can be expressed as a linear combinations of This also holds for all the terms on the left hand side of (A8), which defines the coefficients of matrices . In addition, from (A9), we see that DN 1 is a sparse matrix with 1 and −1 entries.
For the monodomain problem, choosing the test vector ℎ with ∈  1 in (14) lead to:
in which the left hand side is a linear combination of ℎ |  * ,int ℎ,1
, ℎ | 
