Abstract-Wide area monitoring systems (WAMSs) enables the real-time monitoring of power system dynamics by bringing together new developments in the field of measurement, communication and computing. Measurements of voltage and current phasors are recorded by phasor measurement units (PMUs) installed across a wide area power system and time tagged at the point of measurement using a common time reference. Estimates of Phasor, Frequency and rate of change of frequency (ROCOF) are duties of PMU in every installed bus. For this purpose, the Prony algorithm is one of the promising method since its phasor estimates are calculated adaptively based on estimated frequency. For fundamental phasor estimation, the Prony algorithm with the order of one is suitable but its performance in terms of accuracy is diminished when non-fundamental components interfere in the measured signal. These components can be eliminated from fundamental phasor estimates by increasing the Prony's model order. In order to specify adaptively the order of the Prony algorithm, the Empirical Mode Decomposition (EMD) method is proposed in this paper to be combined with the Prony algorithm as EMDProny. The EMD decomposes a signal into finite Intrinsic Mode Functions (IMF) based on the number of modes in the measured signal. The number of IMFs is utilized by Prony to extend its model to higher order and so purifies the fundamental phasor estimates. In addition, EMD is also used as a pre-processor to filter the noise from the input signal of Prony. Finally, the proposed method can estimate phasors accurately under noisy and harmonic conditions.
I. INTRODUCTION
Due to the lack of recommended specific algorithms to estimate phasors in IEEE Std. C37.118, phasor estimation has attracted a lot of attention recently. Fast and precise estimation is also necessary for accurate decision in power system control. In the context of phasor estimation, there are several initiatives that investigate algorithms for phasor estimation [1] , [2] . An adaptive filter is suggested in [3] to estimate phasors. A new algorithm based on Fast Recursive GaussNewton (FRGN) is introduced in [4] to extract frequency and phasor simultaneously. To remove DC component, an improved Fourier Transform is applied in [5] . Moreover, an energy operator based on a shift angle is proposed in [6] to estimate amplitude during dynamic condition. The Prony algorithm is also a promising method that is proposed in [7] , [8] for phasor estimation where estimates are calculated adaptively based on estimated frequency [9] . The Prony algorithm approximates the main signal by exponentially damped sinusoidal signals. This algorithm is able to determine the values of frequency, damping factor, amplitude and phase of the main signal. By this algorithm, frequency and damping factor parameters are calculated in the first step and consequently amplitude and phase parameters are obtained in the second step. Despite the promising performance of the Prony algorithm in phasor estimation, the accuracy of phasor estimates is challenging under both noisy and harmonic conditions. To address the challenge of noise, multi-channel Prony is proposed in the literature [10] - [12] . Moreover, a robust Prony method to handle noise of measurement is proposed in [13] in which structural weighted least square is replaced with traditional least square. On the other hand, the order of Prony is also a challenging point [14] , which is set experimentally lower than /2, where is sample number per fundamental cycle [15] - [17] . If the order of Prony is set to one ( = 1) in harmonic conditions, accuracy of phasor estimates will decrease due to interference of non-fundamental components. If the order of Prony is set more than one ( > 1) in non-harmonic conditions, the complexity of the calculations will increase. Therefore, accuracy and speed of the phasor estimation procedure by Prony relies on appropriate determination of order. In order to determine the order of Prony, Empirical Mode Decomposition (EMD) is suggested to be combined with Prony. Meanwhile, EMD can also be used as a denoising filter to increase the accuracy of Prony during noisy conditions. EMD is a fundamental part of Hilbert Huang Transform (HHT) proposed by Huang [18] . It is designed to provide appropriate performance with nonlinear and non-stationary signals. In the first step of HHT, EMD decomposes data into a finite and limited number of components (Intrinsic Mode Functions (IMF)) that constructs an orthogonal basis for input signal. These IMFs actually represent oscillatory modes, which have equal number of zero crossing and extrema where their envelopes have zero mean value. The core of EMD is a sifting procedure that is an iterative algorithm with a defined stopping criteria [19] . The goal of the sifting procedure is to extract the highest frequency component from other frequencies. Finally, the sifting procedure is stopped when there is no more IMFs in residue. Thus, the decomposition of a nonlinear signal into empirical modes is obtained by EMD [20] . 
II. FIRST-ORDER PRONY ALGORITHM
Consider a complex version of the general sinusoidal quantity:
where = is the phasor of the signal while and are the amplitude and the phase angle of ( ). 1 is the frequency of the signal. Assume that the signal ( ) is sampled at samples per cycle and can be expressed as:
and is sampling period. The best estimate of the phasor (amplitude and phase) is obtained as:
where is the transpose operator. According to equation (2), the phasor is estimated based on 1 that is extracted from the roots of the characteristic equation. This equation is in terms of the new parameters, 1 and 2 , given by:
The characteristic equation coefficients are found from:
. . .
Therefore, the coefficients of the linear prediction model are calculated based on equation (5) . By inserting these coefficients in equation (4), roots of the polynomial can be extracted. The frequency and the rate of change of frequency are obtainable in this step. Finally, the amplitude and the phase are obtained by equation (2).
III. FREQUENCY ANALYSIS OF PRONY
Frequency analysis is an appropriate tool to get insight into the performance of the Prony algorithm. To examine the performance of Prony for higher order (L ¿ 1), consider an input signal as:
where equation (7) applied to the test signal given in equation (7) and the results are shown in Fig.1 . According to this figure, in the Firstorder Prony ( = 1), there is just one output. Therefore, all the frequencies of the input will appear in the output with = 1. In this case, harmonic components may be critical for the accuracy of the estimated fundamental phasor if a low-order Prony is used. However, this problem can be solved using a higher order of Prony, for example a fifth-order ( = 5). The results when = 5 are shown in Fig.1 . According to this figure, there are five outputs in this extended Prony and every frequency will appear in a specific output. The interference between harmonics is prevented. To solve the challenge of choosing the order, this paper proposes the Empirical Mode Decomposition (EMD) as a tool for determining the order.
IV. EMPIRICAL MODE DECOMPOSITION (EMD)
Empirical Mode decomposition (EMD) is a time domain algorithm for separating a non-linear and non-stationary signal into its individual components. The separation procedure is done by a sifting process that extracts the highest frequency component first. The sifting process serves two purposes: to eliminate riding waves, and to make the wave profiles more symmetric. According to the sifting process, extremes are extracted at the first step. Once the extremes are identified, all the local maxima are connected by a cubic spline line as the upper envelope ( ). Repeat the procedure for the local minima to produce the lower envelope ( ). The mean value ( ) of upper and lower envelopes is calculated and extracted from the main signal. This process is repeated as many times as required to make the extracted signal to satisfy the criteria of an Intrinsic Mode Function (IMF) [21] . Based on the definition of IMF, it has only one extreme value between two zero crossings and has a zero mean value. Finally, the sifting procedure is stopped when there is no more IMFs in the residue. A successful termination criteria is proposed in [20] . This criteria guaranties globally small fluctuations in the mean and prevents locally large excursions. This stopping index is implemented by definition of two new parameters as:
Sifting procedure is stopped when:
where typical values are: = 0.05, 1 = 0.05 and 2 = 0.5. After the EMD procedure, the given signal, ( ), can be written as a summation of the individual IMFs and the residue as:
where is the residue and is the number of IMFs. The number of IMFs is used in this paper for extending the Prony algorithm to higher orders. Additionally, the EMD can be used as a denoising block before applying the Prony algorithm. In order to denoise the corrupted signal, EMD is applied and then every sifted IMF is evaluated by Hurst index. Hurst is an statistical measure to distinguish non-random from random signal [22] . It is a measure of tendency of time series to regress to a long term equilibrium. 
where is the number of samples in every time span. Thereafter, the difference between the maximum and the minimum value of is obtained as the range value ( ). Rescaled range is calculated by dividing over its standard deviation as:
Next, the average of the rescaled range ( ) over all time spans is calculated. By plotting the logarithm of the average rescaled range and the logarithm of length of time span, its slope will be Hurst index ( ). It is worthy to note that this procedure is done for each IMF ( 1 , 2 , 3 ,...,, ,..., ) and the corresponding is compared by threshold value (0.5). IMF with > 0.5 is not considered for reconstruction (because it is uncorrelated) of signal and the denoised signal is obtained by adding the remaining IMFs. Finally, the purified signal is sent to Prony for further analysis. There are still two challenges regarding application of EMD with Prony. These are explained and solutions proposed in next subsections.
A. Mode mixing in EMD
Mode mixing may be a challenge in the EMD procedure. When a non-fundamental component has a frequency closely spaced to the fundamental frequency, the EMD may be unable to decompose the components to individual IMFs. In this section, the EMD performance of a signal with two components (fundamental component plus non-fundamental component) is examined when the frequency and the amplitude of the non-fundamental component are varied over a specified range. Consider a general signal as:
where the fundamental component has constant amplitude and frequency both equal to one while the frequency and amplitude of non-fundamental component changes in range of [0-10] and [0-1], respectively. In order to quantify the mode mixing phenomenon in harmonic condition, the following index named as Mode Mixing Occurrence (MMO), proposed in [23] , is used in this section as:
where 1 is the first extracted IMF from the EMD procedure. The presented signal in equation (13) is applied to the EMD. The results after using the index of equation (14) are shown in Fig.2 (the top sub-figure shows the impact of amplitude ( ) and the bottom sub-figure shows the impact of phase ( ) variation in the MMO value). According to equation (14) and Fig.3 , there are some mode mixing in the vicinity of the fundamental frequency ( = 1) (when the frequency of non-fundamental component is near the fundamental component) and when the amplitude of the nonfundamental component is much smaller than the fundamental component. To solve this problem in the proposed method, the EMD is replaced with Ensemble Empirical Mode Decomposition (EEMD) [24] . EEMD is a kind of noise assisted data analysis methods in which white noise is added to the targeted data. The decomposition procedure is done with different noisy data and finally mean (ensemble) of the corresponding IMFs provides the final result. Although EEMD may result in smaller Signal to Noise ratio (SNR), the low SNR does not have impact on decomposition procedure but prevents the mode mixing problem in traditional EMD. However, the computational burden of EEMD is significantly higher than EMD. This is the motivation of proposing a method for detecting mode mixing and then replace the EMD with EEMD in the proposed method.
B. Detection of Mode mixing
To activate the EEMD instead of EMD in the proposed method, it is essential to first detect the mode mixing issue. Since 1 ( ) and 2 ( ) are unavailable in a real power system (only ( ) is available), the MMO index in equation (14) can not be used. Therefore, a new index based on the accuracy of the phasor estimation is used [25] as:
where is the fundamental period, ( ) is the main signal andˆ( ) is the recomputed signal from the estimated phasor from the Prony algorithm. To show the performance of this index, a test signal given in equation (16) 2 90 ) > 0. 15 (16) By applying this signal to the proposed method (EMDProny), the index is calculated. The EMD can decompose the main signal into two distinct frequency components accurately with low phasor estimation error. Therefore, it can be concluded that there is no mode mixing in the signal before = 0.15. However, there is mode mixing in the EMD after = 0.15 detected by high value of the . Therefore,mode mixing phenomenon can be detected by comparing with a threshold value ( ). By detection of the mode mixing problem in EMD, EEMD is replaced in the proposed method.
V. SIMULATION RESULTS
To illustrate the abilities of the proposed method, two subsections are provided here: A) denoising ability of EMD and B) determination of Prony's model order using EMD.
A. Denoising using EMD
In this section, the ability of the EMD to purify the signal from noise is examined. Firstly, the EMD is applied to the signal and then noise is detected by comparing Hurst Index (HI) of the IMFs with threshold (0.5). The IMFs with Hurst Index smaller than 0.5 are removed from signal and finally the purified signal is extracted. Consider the test case as: where ( ) is white noise with the variance 2 . The EMD is applied to the signal and the simulation result (main signal and its IMFs) are shown in Fig.3 . Noisy signal is decomposed into five IMFs with hurst index 1 = 0.3576, 2 = 0.2743, 3 = 0.2022, 4 = 0.3010 and 5 = 0.7347, respectively. These values show that the first four IMFs are created as a consequence of noise but the last IMF is a fundamental components. Therefore, the first four IMFs are removed from the signal, and the rest is applied by Prony for phasor estimation. Estimated amplitudes by Prony and EMDProny are shown in Fig.3 as well. According to this figure, EMD-Prony shows better performance compared to Prony under noisy conditions. To quantify the performance of these two methods, estimation error of the amplitude and the phase are tabulated in Table I and these results demonstrate that EMD-Prony is more accurate than traditional Prony under noisy conditions.
B. Determination of Prony's model order by EMD under harmonic conditions
In this section, the ability of the EMD to determine the order of Prony, is examined. The proposed method is examined using synthesized signals programmed in MATLAB. Two test cases are considered in this section to examine the performance of both the EMD (test case 1) and the EEMD 
where ( ) presents a summation of one fundamental component and two harmonic components, which have frequencies far from each others. EMD is applied to this main signal and the extracted IMFs are shown in Fig.4 . According to this figure, the EMD detects that there are three modes in main signal. Therefore, a third-order Prony is formed for phasor estimation. Phasor estimation by EMD-Prony ( = 3) and traditional Prony ( = 1) are shown in Fig.5 and Fig.6 , respectively. According to Fig.6 , harmonic components destroyed the accuracy of estimated amplitude and phase because the order of Prony is not set according to the number of present harmonics. However, EMD-Prony overcomes this difficulty by forming a third order model of Prony. With this choice, the amplitude and phase estimations are accurate as shown in Fig.5 . In order to compare the performance of traditional Prony and the proposed method, the estimation error of the amplitude and the phase under this condition (test case1) are tabulated in Table II results demonstrate that EMD-Prony is more accurate than traditional Prony under harmonic conditions. 2 : Consider the test case as:
where ( ) presents a summation of one fundamental component and two harmonic components, which have spectral proximity (250 and 280 Hz). Due to this spectral proximity, EEMD is applied in this case. The EEMD decomposes the main signal into six IMFs, of which the first three IMFs extract the noise, according to the Hurst Index (Table III) . The last three IMFs represents the modes since their Hurst Indices are higher than 0.5 (Table III) . According to Table  III , the order of Prony is fixed to three by the number of IMFs representing the independent modes after the EEMD. The estimation error of the amplitude and the phase under this condition (test case 2) are tabulated in Table IV . The results show that the proposed method is more accurate than the traditional Prony.
VI. CONCLUSION
An EMD assisted Prony algorithm is proposed in this paper to estimate phasors (amplitude and phase) under noisy and harmonic conditions. The EMD has two purposes: firstly it denoises the signal and secondly it determines the order of the Prony algorithm. Noise and non-fundamental components decrease the performance and accuracy of Prony. Based on the number of independent IMFs, the traditional Prony is extended to higher order Prony to provide separate output channel for all harmonics. Therefore, it avoids the interference of different harmonics in the output of the fundamental harmonic component. It is demonstrated that EMD is a promising method for denoising the signal and determination of Prony's order to increase the accuracy of Prony algorithm under noisy and harmonic conditions. 
