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Abstract: Generic interacting many-body quantum systems are believed to behave as classical fluids
on long time and length scales. Due to rapid progress in growing exceptionally pure crystals,
we are now able to experimentally observe this collective motion of electrons in solid-state
systems, including graphene. We present a review of recent progress in understanding the
hydrodynamic limit of electronic motion in graphene, written for physicists from diverse
communities. We begin by discussing the “phase diagram” of graphene, and the inevitable
presence of impurities and phonons in experimental systems. We derive hydrodynamics,
both from a phenomenological perspective and using kinetic theory. We then describe how
hydrodynamic electron flow is visible in electronic transport measurements. Although we
focus on graphene in this review, the broader framework naturally generalizes to other mate-
rials. We assume only basic knowledge of condensed matter physics, and no prior knowledge
of hydrodynamics.
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Introduction1
The study of the hydrodynamic behavior of electrons in solid-state systems is attracting a diverse com-
munity of physicists from a broad variety of backgrounds. It is important to have a clear and pedagogical
introduction to the fundamentals of electronic hydrodynamics, emphasizing the particular challenges re-
quired to observe this regime in experiment. This topical review aims to fill this gap in the literature.
To make this review accessible to physicists from diverse fields including condensed matter physics, high
energy physics, hydrodynamics and plasma physics, we assume minimal knowledge of solid-state physics,
at the level of [1], and no knowledge of fluid dynamics.
We have chosen to focus on electronic hydrodynamics in a particular material: graphene. Graphene
is both a particularly rich playground for electronic hydrodynamics and well suited for connecting theory
with experimental data due to the simplicity of its band structure. As we will discuss, hydrodynamics is
a universal description of interacting, thermalizing physical systems. Thus, many of the topics discussed
here will immediately be relevant for other materials as well. However, the onset of the hydrodynamic limit
of electron fluids exhibits material-specific peculiarities too. The challenge of electron hydrodynamics is
to tease out the universal physics from non-universal, often material-specific phenomena. We hope that
our focus on graphene, with brief forays into other materials, conveys this theme throughout the review.
1.1 “Relativistic” Electrons in Graphene
We begin with a brief introduction to monolayer graphene. Graphene is a honeycomb lattice of carbon
atoms in two spatial dimensions: see Figure 1. A simple calculation, shown in Section 2.1, reveals that
the quasiparticles in the honeycomb lattice have a “relativistic” dispersion relation [2]:
(k) = ±~vF|k|, (1)
with vF the Fermi velocity of graphene. The dispersion relation (1), describing massless fermions, was
confirmed experimentally in a pair of seminal papers [3, 4].
The electrons in graphene are charged particles, and interact with one another via the standard
electrostatic Coulomb force. How strong are these interactions? A useful way to answer this question is
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Figure 1: The honeycomb lattice in two spatial dimensions. The red and blue atoms both
represent carbon in graphene – the colors denote the bipartite sublattices.
to compute the dimensionless parameter
α =
typical potential energy
typical kinetic energy
=
e2
4pir
~vF
r
=
e2
4pi~vF
. (2)
We have denoted r as the typical “distance” between electrons, and used (1), together with the estimate
k ∼ 1/r for the typical quasiparticle wavenumber. For realistic samples of graphene, we should take
vF ≈ 1.1× 106 m/s, and 1 . /0 . 5 [3, 4]. It is useful to rewrite (2) as
α =
e2
4pi0~c
× c
vF
× 0

≈ αQED c
vF
0

≈ 1
137
× 3000

∼ 1. (3)
Here c ≈ 3× 108 m/s is the speed of light, and αQED is the bare coupling strength of quantum electrody-
namics (QED) in 3 + 1 spacetime dimensions. Unlike QED, the Coulomb interactions between electrons
in graphene are not always weak.
The effective theory of the interacting electrons in graphene depends dramatically on the number
density n of electrons. We will always measure this density relative to the Dirac point, or charge neutrality
point, where the Fermi energy in (1) is 0. When n is large (relative to the density of thermal excitations),
graphene behaves as a conventional Fermi liquid, albeit one in two spatial dimensions. In this Fermi
liquid, one can find long-lived quasiparticles and understand the dynamics of the electrons via the gas
dynamics of the quasiparticles. When n = 0, there is no Fermi surface. The resulting theory of the
electron fluid is – at reasonable temperatures T – strongly interacting; we call this state the Dirac fluid.
We will discuss these regimes in Section 3.
1.2 Hydrodynamics of Quantum Systems
At finite temperature, both the Fermi liquid and the Dirac fluid are interacting many-body quantum
systems. The dimension of the many-body Hilbert space grows exponentially quickly with system size.
A direct solution to the many-body dynamics problem is intractable. Nonetheless, there are many fun-
damental open questions. For example: how does the microscopic Hamiltonian affect the measurable
properties of a (finite temperature) quantum system, on short and long time scales? What does it even
mean for a closed quantum system to thermalize?
In some respects, these questions have very similar classical counterparts. A macroscopic body of water
consists of ∼ 1023 molecules, strongly interacting with each other. Nonetheless, we have a reasonable
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understanding of the dynamics of water (at least in simple settings). The reason is that we only care
about the dynamics of water on long length scales. The only degrees of freedom which we can reasonably
measure are the conserved quantities: the number of molecules, and their energy and momentum. The
resulting effective theory is called hydrodynamics [5].
Because the assumptions of our theory of statistical mechanics do not depend in a fundamental way
on whether the microscopic degrees of freedom are classical or quantum, it is natural to postulate that an
interacting many-body quantum system also has a hydrodynamic description, on long length scales and
at finite temperature [6]. The resulting equations of motion are classical differential equations, describing
the rearrangement of the conserved quantities in space and time. They are valid on time scales t  τee,
the electron-electron interaction time, and length scales ` `ee, the mean free path for electron-electron
collisions. These classical equations can be derived by symmetry considerations and thermodynamic
postulates alone. We will do so in Section 4. While it may not be obvious how to define τee and `ee in
a quantum theory, we will provide a partial answer in Section 5. These hydrodynamic descriptions have
been used to describe spin waves [7] and superfluids [8] for decades; this review describes the new systems
where the electrons themselves behave as a charged fluid, and how the motion of this charged fluid leads
to novel electronic phenomena.
Let us emphasize from the start that there is a confusing but popular jargon that the hydrodynamics
of superfluids is “quantum hydrodynamics”. A superfluid is a quantum state which spontaneously breaks
a global symmetry. There are associated gapless modes, Goldstone bosons, associated with this broken
symmetry, and the hydrodynamics of these Goldstone bosons is called “quantum”. There is a long
literature of both theory and experiment on superfluid hydrodynamics [8]. In this review, we focus
on non-superfluid quantum systems. We again emphasize that the hydrodynamics of these systems is
classical, in spite of the quantum dynamics on the smallest length scales.
When t . τee and ` . `ee, a simple hydrodynamic description of many-body dynamics fails. If
quasiparticles are long-lived, and these quasiparticles interact weakly with one another, then one can
instead build a “quantum” kinetic description of the dynamics [9]. A kinetic description is valid on length
scales where quasiparticles can be approximated as point-like: ` λF, where λF is the Fermi wavelength
of quasiparticles. In Section 5, we will discuss the kinetic theory approach to many-body dynamics.
So far, our discussion of hydrodynamics has made no reference to a specific quantum system. Indeed, in
the absence of disorder, we believe that interacting many-body quantum systems will generically exhibit
a hydrodynamic limit. Experiments have uncovered evidence for hydrodynamics of finite temperature
quantum systems in a broad variety of settings, including cold atomic gases [10] and the quark-gluon
plasma [11]. So it may seem surprising that despite the long history of solid-state physics, we have only
relatively recently found experimental evidence for electronic hydrodynamics in GaAs [12, 13], graphene
[14, 15, 16], PdCoO2 [17] and WP2 [18]. The main challenge for observing the hydrodynamics of the
electronic fluid alone is that metals contain impurities and phonons. The scattering of electrons off of
impurities and phonons destroys the collective hydrodynamic flow of the electrons alone. Hence, to see
hydrodynamic electron flow, one must ensure that the electron-electron scattering, which occurs at a rate
1
τee
∼ α2kBT
~
×min
(
1,
kBT
EF
)
∼ 1
0.1 ps
× T
100 K
min
(
1,
kBT
EF
)
(4)
in graphene, occurs sufficiently quickly. This scattering rate may seem quite fast; however, electron-
impurity scattering rates in typical metals can easily be (0.01 ps)−1. Not surprisingly then, one of the
major obstacles to observing electronic hydrodynamics in graphene has been the growth of exceptionally
clean crystals. Indeed, the possibility of hydrodynamic electron flow was realized in the 1960s [19], but
was mostly forgotten because at the time it was not feasible to see experimentally.
Hydrodynamics thus provides a partial answer to the question of how a (quantum) system reaches
global thermal equilibrium. The hydrodynamic limit exists after the system has decohered, yet it does
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tell us directly about the long time response of a quantum system. As we will see, hydrodynamics tells
us that certain response functions have a universal functional form, but will not tell us how to compute
overall prefactors. Despite these limitations, it is still valuable to understand the hydrodynamic limit well.
The hydrodynamic regime is precisely when the collective nature of the many-body dynamics becomes
most pronounced. The usual regime that we study in condensed matter physics is the opposite: when the
dynamics of electrons can be understood in a non-interacting approximation [1]. A complete solution of
the many-body dynamics problem will necessarily involve an understanding of both limits.
1.3 The Challenge of Strange Metals and Non-quasiparticle Physics
For historical reasons, our conventional theory of condensed matter physics relies almost entirely on the
assumption that electronic correlations can be neglected [1]. In most “typical” metals, this assumption
is sensible. However, we have known for a long time that there are non-Fermi liquid “strange metals”
with strongly correlated electrons [20], which cannot be described in our conventional framework. There
are no quasiparticles in these systems, and it is likely that they must be described through a many-body
framework, non-perturbative in interaction strength. Hydrodynamics and gauge-gravity duality [21] are
two such descriptions, yet only the former is directly relevant to experimental systems at present. The
universality of hydrodynamics is further appealing, because experiments suggest universal behavior of
many non-Fermi liquids. For example: why do so many of these strange metals have a very high electrical
resistivity ρ, which scales linearly with temperature T [22]?
As we will see in Sections 6 and 7, the electrical resistivity ρ (and transport phenomena more broadly)
depend critically on the nature of electronic scattering. Hence, properly accounting for electron-electron
scattering is crucial. Furthermore, because of the strong electronic correlations, the apparent mean
free path `ee can become comparable to interatomic distances. In graphene, `ee ∼ vFτee ∼ 100 nm. As
hydrodynamic electron flow in graphene has been observed, it is not crazy to postulate that hydrodynamic
phenomena could be relevant for understanding the behavior of correlated electrons in strange metals.
Indeed, in recent years there have been various proposals that the ubiquitous observation of ρ ∝ T has a
hydrodynamic origin [23, 24, 25, 26].
As we will see in Section 7, the consequences of hydrodynamic flow on electronic transport can be
quite subtle in unconventional non-Fermi liquid phases. As argued in [25, 26], if typical strange metals are
in a hydrodynamic regime, it may be a rather unconventional one. Thus, the Dirac fluid of graphene is
an important experimental test case: it is a non-Fermi liquid that we understand (at least qualitatively)
theoretically. As we will show, conventional electrical transport experiments are not usually sufficient for
discovering collective hydrodynamic motion of electrons in the Dirac fluid (or other exotic hydrodynamic
regimes). We will propose ways of detecting hydrodynamic electron flow in the unconventional Dirac fluid
in Sections 7 and 8, but we emphasize that the search for crisp signatures of electronic hydrodynamics is
an important open problem for both theory and experiment.
Graphene2
With a broad view as to why the study of electronic dynamics in graphene is exciting, we now turn
to a review of the physics of electrons and phonons in graphene. Many more details can be found the
reviews [27, 28]. In this section, we will assume the validity of the textbook theory, and not carefully
treat electron-electron interactions. In the Fermi liquid in graphene, many (but not all) experiments can
be understood in such a limit.
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2.1 Band Structure of the Honeycomb Lattice
Neglecting electron-electron interactions, phonons and impurities, the mobile electrons in graphene are
approximately described by a tight-binding model. For the moment, we ignore electronic spin. Letting c†i
and ci be creation and annihilation operators for a fermion on site i of the honeycomb lattice, shown in
Figure 1, the Hamiltonian is
H0 = −t
∑
〈ij〉
c†icj + H.c. (5)
with t ≈ 2.8 eV [27], and the sum over 〈ij〉 running over nearest neighbor sites. For completeness, we
remind the reader that
c†icj + cjc
†
i = δij . (6)
The displacement between two atoms in the honeycomb lattice is given ±ae1 or ±ae2 or ±ae3, where
e1 = xˆ, (7a)
e2 =
−xˆ−√3yˆ
2
, (7b)
e3 =
−xˆ +√3yˆ
2
, (7c)
and a ≈ 0.14 nm is the spacing between carbon atoms in the honeycomb lattice. The honeycomb lattice
is not a Bravais lattice. The unit cell consists of one atom on each sublattice (denoted with red vs. blue
in Figure 1), and they form a triangular lattice (which is fundamental) with unit vectors a(e1 − e2) and
a(e1 − e3). The reciprocal lattice consists of vectors k for which
k · a(e1 − e2) = 2pim1, (8a)
k · a(e1 − e3) = 2pim2, (8b)
(8c)
for m1 and m2 integers. One finds
k =
4pi
3a
(
(m1 +m2)xˆ +
√
3(m1 −m2)yˆ
)
. (9)
It is well-known how to find the eigenvalues of such a Hamiltonian [1]. For (5), this was first done in
[2], and a pedagogical discussion can be found in [29]. We write
cA(k) ≡
∑
i∈A
eik·rici. (10)
with the index A denoting one of the two sublattices (red vs. blue). (5) becomes
H0 = −t
∫
d2k
(2pi)2
(
eik·ae1 + eik·ae2 + eik·ae3
)
c†A(−k)cB(k) + H.c. (11)
with the wave number integral over the Brillouin zone only. The eigenvalues of the global Hamiltonian
H0 are simply given by the energies of all occupied electronic states. The energy levels of the electronic
states are given by
(k) = ±
∣∣∣eik·ae1 + eik·ae2 + eik·ae3∣∣∣ . (12)
Note that there is an additional degeneracy due to the electronic spin, which we have neglected.
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Of interest to us will be the charge neutrality point, where there is exactly one electron per site.
This means that exactly half of the energy levels will be occupied, and from the symmetry of (12) it is
clear that the charge neutrality point has Fermi energy, or chemical potential, µ = 0. The Fermi surface
consists of points k, in the Brillouin zone, where (12) vanishes. There are exactly two such points:
k = ± 4pi
3
√
3a
(√
3
2
xˆ +
1
2
yˆ
)
. (13)
All other k at which  = 0 are related to these two by a reciprocal lattice vector given in (9). For  t,
we may Taylor expand (12) and obtain (1) with
vF =
3ta
2~
≈ 1.1× 106 m
s
. (14)
This dispersion relation is identical to that of a massless Dirac fermion, with Hamiltonian
H ≈ ~vF (σxkx + σyky) , (15)
where σx and σy are the usual Pauli matrices. For energies   t, one may just as well use this Hamil-
tonian. Of course, because there are inequivalent two Dirac points, as well as two electronic spin degrees
of freedom, there are a total of N = 4 Dirac fermions in this effective description of graphene.
The vanishing of a gap is related to the symmetry between the red and blue sublattices in Figure
1. There are perturbations to graphene that can break this symmetry, such as uniaxial strain, which
can open a gap [30]. This is equivalent to perturbing (15) with a term σz∆, with ∆ the energy of the
gap. Indeed, there are many microscopic Hamiltonians which can give rise to emergent massless Dirac
fermions; such points are generically symmetry-protected.
The energy scale at which the curvature of the band structure becomes significant is quite high. In
units of temperature:
TΛ ≡ t
kB
∼ 105 K. (16)
For practical purposes, we can think of the electrons in graphene as quasirelativistic.
2.2 Charge Puddles
The electronic properties of any material, including graphene, will be strongly affected by the phonons
and impurities/imperfections which are always present in any experimentally realized system. Even
for “defect-free” graphene at low temperatures with negligible phonon excitations, impurities modify
electronic transport. In graphene, the dominant source of impurities are believed to be charged impurities,
located out of the plane of graphene, in the substrates on which a monolayer of graphene is inevitably
placed [31, 32, 33]. These impurities pin spatial fluctuations in the Fermi energy, or chemical potential.
Near the Dirac point, this impurity-induced fluctuation can be larger than the average chemical potential.
The charge density will then be positive in some regions of space, while negative in others; the resulting
regions are often called charge puddles [34]. Both the magnitude of these fluctuating potentials, and their
spatial size, can be mapped using scanning probes [35, 36, 37]. In Figure 2a, the scanning tunneling
microscope shows that these disorder puddles can lead to local fluctuations of 56 meV in the chemical
potential, over a length scale ∼ 10 nm, when graphene is put on top of a silicon dioxide (SiO2) surface. In
units of temperature, this is ∼ 650 K, and it implies that until the electronic temperature is larger than
650 K, experiments will measure the physics of doped graphene, and not charge neutral graphene.
A major improvement comes from suspending the graphene monolayer [38], or replacing the amorphous
SiO2 by planar hexagonal-boron nitride (hBN) [39]. As the electronic wave function is mostly confined
8
b)a)
Figure 2: Spatial maps of the charge puddles measured with scanning probe microscopy for
graphene on (a) silicon dioxide and (b) hexagonal-boron nitride. Scale bars are 10 nm. Figure
adapted from [35] with permission.
in the plane between boron and nitrogen atoms, hBN is an exceptional dielectric with band gap ∼ 6 eV.
With a band structure remarkably similar to graphene, along with a comparable interatomic spacing, it
provides a clean electrical environment which encapsulates the graphene without significantly modifying
the band structure (1) in most cases (though see [40, 41]). Figure 2b shows that both the size of charge
puddles now increase up & 100 nm, and the chemical potential fluctuations reduce to ∼ 5 meV. More
improvement can come from a graphite back gate to further screen away any remote static potential.
We can also see the impact of charge puddles from electrical transport measurements [32]. In textbook
transport theory [1], the electrical conductivity σ is proportional to the carrier density n in the presence
of the long-range impurity scattering. However, this linearity will break down when the carrier density is
comparable to the density induced by the charge puddles. Schematically
σ ∼ σmin
√
1 +
n2
n2imp
(17)
where nimp is (very crudely) the local carrier density in the presence of charge puddles. For temperatures
below Timp = ~vF
√
pinimp/kB, the charge puddles are essentially themselves tiny patches of Fermi liquid,
and we find that nimp is approximately T -independent. For temperatures above Timp, we observe nimp to
be an increasing function of T [15]. This signifies the presence of thermally excited electrons and holes
near the Dirac point.
2.3 Phonons
While the electronic properties of graphene are limited by impurities at low temperatures, it is lattice
vibrations, or phonons, that constrain its electronic mobility at higher temperatures [42, 43, 44, 45, 46].
In experiments, a clean graphene monolayer can reach a mobility of about 4× 104 cm2/V·s at the carrier
density of 4.5 ×1012 cm−2 [45], corresponding to a mean-free-path of almost 1 µm (see Figure 3a). This
mobility is higher than the two-dimensional III-V semiconductor heterostructure [47, 48]. It is only limited
by scattering off acoustic phonons in the graphene lattice at high density. In addition to acoustic phonons,
the electrons in graphene can also be scattered by the surface optical phonons on the substrate, or by
ripples/strain in the single atomic layer of graphene. The scattering rates of acoustic vs. optical phonons
can be disentangled by their carrier density and temperature dependence in the electrical conductivity
(see Figures 3b and 3c). For instance, the resistivity ρ due to longitudinal acoustic phonons is directly
proportional to temperature (ρ ∼ T ) whereas ρ(T ) highly non-linear when it is dominated by activated
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Figure 3: (a) Phonon-limited electronic mobility at high density and temperature [45]. (b)
Resistivity after subtracting a temperature-independent component [44]. (c) Temperature de-
pendent resistivity, demonstrating the contributions of various phonon scattering processes to
the resistivity with gate voltages at 10, 15, 20, 30, 40, 50, 60 V from top to bottom (increasing
carrier density) [43]. (d) Measuring the electron-phonon coupling in graphene by heat transfer
[61]. The scaling ρ ∼ T 3 is a hallmark of supercollisions. Figures adapted from [45, 43, 44, 61]
with permission.
surface phonons [43]. Unlike conventional metals, graphene has a small Fermi surface but a large Debye
temperature (∼2800 K) due to the stiffness of the chemical bonds. The characteristic temperature of
the electron-phonon coupling in graphene is thus set by the Bloch-Gru¨neisen temperature TBG instead of
Debye temperature [49]. Below (above) TBG, the phonon system is (non-)degenerate, giving a different
resistivity temperature power law, i.e. ρ ∼ T 4 (ρ ∼ T ), that can be measured in experiments.
Electron-phonon coupling can also be studied using Raman spectroscopy [50, 51] and heat transfer
[52, 53, 54, 55, 56]. Since the electron-phonon coupling is weak in graphene, it is possible for the elec-
trons in graphene to maintain a higher temperature than the phonon background for some time. The
resulting heat transfer process can be measured by the time response of a photocurrent [57] or in thermal
conductivity measurements [58, 59, 60, 61]. By measuring the dependence of the heat transfer rate on
temperature, these experiments can identify the dominant energy relaxation process (see Fig. 3c), such
as “supercollisions” [62]: a three-body collision between an electron, phonon and impurity that leads to
ρ ∼ T 3 scaling. Heat transfer measurements also confirm the importance of the substrate as a source of
optical phonons which strongly couple to the electrons in graphene at higher temperatures [63].
2.4 Is Electron-Electron Scattering Negligible?
Due to recent advances in pump-probe spectroscopy [64, 65, 66, 67, 68], we can rather directly measure
the rate of electron-electron scattering in graphene, at least in the limit of high energy excitations. The
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experiments are usually performed by observing the transmission or reflection properties of the graphene
sample with a probe beam shortly after a pump beam promotes interband absorption. Experiments find
a very fast decay signal, typically on the order of 10-100 fs, followed by a slow decay, on the order of
10 ps. They are attributed to the electron-electron and electron-phonon interaction time, respectively.
More precisely, the initially excited electron-hole pairs have a very high energy relative to the ambient
temperature. On fs time scales, electron-electron scattering causes rapid thermalization of the electrons,
while on ps time scales electron-phonon scattering brings the combined electron-phonon system to ther-
mal equilibrium. Remarkably, the electronic fluid appears to thermalize so quickly that on all time scales
accessible experimentally, the distribution of electrons is of the equilibrium Fermi-Dirac form. The tem-
perature of the electrons (found from the fitted form of the distribution) lowers as energy is lost to the
phonon bath over time. This is strong evidence that electronic interactions cannot be neglected in any
study of the quantum many-body dynamics of graphene.
Because the Fermi temperature is much smaller in graphene than in conventional metals, the electron-
electron scattering time is expected to be relatively fast even in the doped regime. Near the Dirac
point, it is almost as fast as possible. The rest of this review is about the measurable consequences of
electron-electron interactions.
Electronic “Phase Diagram”3
As we saw in Section 2.4, electron-electron interactions can be quite fast in graphene, especially near
the neutrality point. We must now include them in our model. The most important electron-electron
interactions are simply Coulomb interactions:
H = H0 +
∑
i 6=j
α
|xi − xj |c
†
icic
†
jcj , (18)
with H0 given in (5). We emphasize that these Coulomb interactions have a 1/r tail, despite the fact
that graphene is a “two-dimensional metal”, and in two dimensions Coulomb potentials are log r. This
is because the Coulomb interactions are mediated by out-of-plane electromagnetism, in three spatial
dimensions.
There are other types of interactions one could, in principle, include. For example, one could add a
Hubbard interaction, penalizing electrons of opposite spin on the same lattice site [29]:
H = H0 + U
∑
i
c†i↑ci↑c
†
i↓ci↓. (19)
This interaction arises from the same Coulomb interaction as (18), but between the orbitals on a single
atom [69]. When U is very large, such interactions lead to an antiferromagnetic insulating phase [70, 71,
72]. Experimentally, graphene is observed to be a conductor – evidently, U is not large enough in real
graphene. It may be possible to experimentally drive an insulating phase upon applying strain [73]. Our
focus in this review is on the conducting limit of ordinary graphene.
3.1 Fermi Liquid
When the Fermi energy is large compared to the temperature, graphene behaves like a “conventional” two-
dimensional metal with long-lived quasiparticles [74]. The standard arguments suggest the “robustness”
of this Fermi liquid [75, 76]: since electrons can only scatter into states very close to the Fermi surface,
the scattering rate for electrons is
τee ∼ 1
α2
~µ
(kBT )2
, (20)
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where µ is the chemical potential or Fermi energy. The thermodynamic functions will also be described
by conventional Fermi liquid theory. We will discuss these results more quantitatively in Section 5.
A generic Fermi liquid has superconducting instabilities at low temperature [76]. It is generally not
possible to observe this in graphene due to the low density of states, made worse by the relativistic energy
spectrum [77]. It may be possible to obtain (chiral) superconductivity at higher temperatures by doping
graphene very far from the neutrality point [78, 79]. For a detailed review of possible superconducting
instabilities in graphene, see [80]. At the end of the day, when thinking about hydrodynamics we may
safely neglect any superconducting instabilities of the Fermi liquid in doped graphene due to (i) the
extremely low Tc of any putative instability anywhere close to charge neutrality, and (ii) at very low T ,
the hydrodynamic description will break down as `ee  `imp.
If graphene is an ordinary Fermi liquid at low temperature, albeit one in two spatial dimensions,
why is graphene a good candidate material for observing the effects of electron-electron interactions?
The high quality with which samples of graphene may be fabricated (Section 2.2) and the lack of strong
electron-phonon coupling (Section 2.3) both allow us to make `imp very large, even if `ee is relatively
“large” itself. The simple quasi-relativistic band structure of graphene also has a straightforward hy-
drodynamic description, unlike more complicated Fermi surfaces [25, 26]. However, graphene is not the
unique material with favorable properties, and indeed signatures of Fermi liquid electronic hydrodynamics
have been observed in GaAs [13], PdCoO2 [17] and WP2 [18]. While certain quantitative simplicities of
the relativistic hydrodynamic description described in Section 4 will not apply to these materials, so long
as there are no additional hydrodynamic degrees of freedom, much of the theory of Section 6 will apply
to these more complicated materials.
3.2 Dirac Fluid
The reason why the Fermi liquid is weakly interacting is essentially the fact that the Fermi surface provides
strong kinematic constraints on the possible scattering pathways. If we place the chemical potential in
graphene at the neutrality point, then there is no longer a Fermi surface, and so this argument no longer
applies. Furthermore, because the only low energy scale is T , dimensional analysis implies that
τee ∼ 1
α2
~
kBT
. (21)
Recall the definition of α in (2); the prefactor of 1/α2 will be justified in Section 5. As we discussed in
(3), a naive estimate of α in graphene is quite large. Also, at low temperatures, this time scale grows
much more slowly than (20). So we expect that electron-electron interactions ought to be much more
important in charge-neutral graphene.
3.2.1. Renormalization Group
As is well known in quantum field theory, the fact that the bare ‘coupling constant’ α in graphene is quite
large is not sufficient to ensure that the low energy effective theory of graphene is strongly coupled. Indeed,
α is large in the Fermi liquid phase, and yet the large Fermi surface screens out the strong interactions.
A more sophisticated renormalization group (RG) analysis [81] allows us to compute an effective value
of α, αeff at a given temperature T . This effective value of the coupling accounts for both thermal and
quantum fluctuations, and serves as a diagnostic for the true coupling α which is in (21).
This paragraph describes the RG analysis of the Dirac fluid; readers unfamiliar with this approach may
wish to consult a textbook such as [82]. This analysis assumes that α is perturbatively small. Readers
uninterested in the details can skip to (25) for the physical result. Let us consider the quantum field
theory version of the Hamiltonian (18), which replaces the electron creation/annihilation operators c†i/ci
(defined on honeycomb lattice sites) by Nf = 4 Dirac fermions Ψ
A(x, t) (A = 1, . . . , Nf) in the spacetime
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continuum. One then writes down an effective action which depends on the energy scale µ˜ above which
our theory is (by construction) ill-defined:
Seff(µ) =
∫
dtd2x iZ(µ˜)Ψ
A [
γt∂t + vF(µ˜)γ
i∂i
]
ΨA −
∫
dtd2xd2x′
e2
8piε(µ˜)
n(x)n(x′)
|x− x′| (22)
with Ψ
A
= Ψ †Aγt and n = Ψ †AΨA. γt and γi are Dirac’s gamma matrices, and Z is a prefactor corre-
sponding to the “renormalization” of the quasiparticle weight. One integrates out quantum fluctuations
of the fermion field Ψ with momentum |k| ≥ µ, and (schematically) looks for a Z(µ), ε(µ) and vF(µ) such
that the correlation functions 〈Ψ †(k1) · · ·Ψ(kn)〉|ki|<µ are the same, whether one evalutes the correlation
function using the effective action Seff(µ˜), or the effective action Seff(µ˜
′), with µ˜′ > µ˜. For the theory in
(22), one finds that Z(µ˜) and ε(µ˜) are constants. The only parameter which varies is vF(µ˜). It is common
to write down a ‘flow equation’ for the effective Fermi velocity as a function of energy scale. At leading
order in α one finds [83, 84, 85, 86]
dvF
d log µ˜
= − e
2
16piε
. (23)
Using (2), it is more instructive to write this equation as
dα
d log µ˜
=
α2
4
. (24)
We now assume that at a very high energy scale of µ = kBTΛ ∼ 105 K (the energy scale at which the
dispersion relation in graphene is not relativistic: see (16)), the coupling constant α is given by its ‘bare’
value α0. Integrating this equation down to an energy scale µ = kBT , we find
αeff(T ) =
α0
1 +
α0
4
log
TΛ
T
. (25)
We say that Coulomb interactions are marginally irrelevant because the dimensionless coupling constant
is vanishing logarithmically fast at low temperature.
If as T → 0, αeff(T ) is given by (25), then why did we emphasize in the introduction that electron-
electron interactions could still play an important role in graphene? Suspended graphene has α0 = 2.2;
graphene on substrates has α0 ≈ 0.8 due to the dielectric constants of the substrates [39]. At a temperature
of T = 100 K, we estimate αeff ≈ 0.46 for suspended graphene, and αeff = 0.34 for graphene on subsbtrates.
These are not small coupling constants. Because these coupling constants are not small, one should not
take (25) too seriously, and ultimately any coefficients (such as viscosity) which will be very sensitive to
the value of α can be treated as phenomenological fit parameters and experimentally measured.
Of course, the right hand side of (24) has corrections at O(α3). Those corrections can be explicitly
computed, and one finds [87, 88]
dα
d log µ˜
= −α
2
4
(
1− α
αc
)
+ · · · , (26)
where αc ≈ 0.8. This suggests that the Dirac fluid may be unstable at strong coupling α > αc. The
proposed endpoint of such an instability is an excitonic insulator [87]. And while early numerical studies
had suggested that the true ground state of charge-neutral graphene was not the Dirac fluid, but an
insulator [89, 90], experiments unambiguously show that charge-neutral graphene is a conductor. More
sophisticated treatments of the RG [84, 91, 92], along with more recent numerical studies [93, 94], have
confirmed that the Dirac fluid is not unstable at large values of α – (25) is qualitatively correct, although
the precise numerical coefficients may be incorrect.
13
Figure 4: An apparent logarithmic divergence in the effective Fermi velocity near the Dirac
point in graphene, experimentally observed by measuring the decay rate of quantum oscillations.
Figure adapted from [95] with permission.
A direct physical prediction of the RG described above is that the effective Fermi velocity of the Dirac
fermions in graphene is temperature dependent. Combining (2) and (25), we find
vF,eff(T ) ≈ vF,0
(
1 +
α0
4
log
TΛ
T
)
. (27)
A similar prediction can be made for an effective density-dependent Fermi velocity at low densities [83]:
vF,eff(n) ≈ v˜F,0
(
1 +
α0
8
log
nΛ
n
)
. (28)
The constants vF,0 and v˜F,0 can be different. Direct experimental evidence for this Fermi velocity renor-
malization as a function of density was observed in [95]: see Figure 4. In this experiment, a magnetic
field was applied to suspended graphene, and the resulting quantum oscillations in the conductivity were
measured. Applying the standard quasiparticle-based theories [96], together with the proportionality
between vF,eff and the cyclotron frequency in graphene, [95] was able to observe a slight modification of
(28), with relatively good experimental agreement with (28). Evidence for the enhancement of the Fermi
velocity near the charge neutrality point was also observed using ARPES in [97].
Our reuslts so far are summarized in Figure 5. Graphene gives rise to an ordinary Fermi liquid when
µ kBT , and a (relatively) strongly coupled Dirac fluid when µ kBT (up to logarithmic corrections).
Electronic dynamics in ultrapure graphene is described by hydrodynamics across the phase diagram, but
as we will see, the qualitative change in the interaction rate from (20) to (21) will lead to profound,
and experimentally measurable, changes in the hydrodynamic response of the theory: as we will detail
in Section 5, the hydrodynamic coefficients scale very differently with temperature across this “phase
diagram.”
The qualitative phase diagram shown in Figure 5 is reminiscent of the theory of quantum criticality
[20]: at finite temperature, the interplay of thermal and quantum fluctuations lead to a very strongly
interacting quantum system. In fact, there is a rather trivial quantum critical point between a hole-like
Fermi liquid and an electron-like Fermi liquid at T = 0.
Relativistic Hydrodynamics4
In this section we discuss quantitatively the hydrodynamics of a relativistic system. The approach is that
of [5]. Here, we will assume relativistic invariance, and focus on the physics near the charge neutrality
14
0 µ
T
Dirac fluid
Fermi liquid
(holes)
Fermi liquid
(electrons)
Figure 5: The “phase diagram” of electronic dynamics in graphene. The blue regions denote
the Fermi liquids, which can be either electron-like or hole-like. The green region denotes the
Dirac fluid, an electron-hole plasma with relatively strong interactions. The boundary between
blue and green regions denotes a crossover and is not sharp. We also depict the band structure
in each part of the phase diagram: red denotes filled electronic states with negligible thermal
fluctuations, and yellow denotes where thermal fluctuations are significant.
point; we justify the relativistic assumption in Section 4.5.2. This limit requires us to interpret the
hydrodynamics in a slightly different way [98] than is done in the astrophysics literature. In a typical
relativistic plasma in astrophysics, one has a fluid of heavy ions coupled to a fluid of light electrons. As
such, the number of ions and the number of electrons are separately conserved. This is not the case in
graphene: there are processes which create electrons and holes, conserving only the net electric charge:
see Section 5.3 for a detailed discussion of this issue. So it will be important to consider a fluid which can
be either positively or negatively charged, instead of a two-fluid model.
4.1 Thermodynamics
Before a discussion of hydrodynamics, it is important to understand the static backgrounds about which
we will build our hydrodynamic theory. These are states in thermal equilibrium. So let us begin with
some elementary thermodynamics. Consider a system in a d-dimensional region of volume V , with a
conserved charge and energy. In graphene, d = 2, but we might as well keep d general for now. The first
law of thermodynamics states that
dE = TdS + µdN − PdV (29)
where E is the total energy, T is the temperature, S the total entropy, µ the chemical potential, N = −Q/e
with Q the net charge, P the pressure and V the volume of the sample (keep in mind that for graphene
in d = 2, this volume is physically interpreted as the surface area of the sample). Dividing through by
dV and demanding extensivity we obtain the Gibbs-Duhem relation
+ P = µn+ Ts, (30)
with  the energy density, n the (relative) number density, and s the entropy density. Now suppose that
we work in a fixed area, so dV = 0, and dE = V d, dN = V dn and dS = V ds. Simple manipulations
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give:
dP = d(µn+ Ts− ) = ndµ+ sdT. (31)
This thermodynamic identity implies that if we treat µ and T as our tuning parameters (as is useful for
theoretical purposes), then the pressure P plays the role of our thermodynamic potential. All information
about the thermodynamics of the fluid is contained in P (µ, T ).
Suppose that the only two energy scales in the problem are the temperature kBT and the chemical
potential µ. Dimensional analysis requires that
P (µ, T ) =
(kBT )
d+1
(~vF)d
F
(
µ
kBT
)
(32)
where F is an arbitrary function that obeys thermodynamic requirements such as s ≥ 0. In graphene,
assuming the interaction strength α is small, one can find the explicit form of F , and it is presented
explicitly in (136), later in this review. Using (31) we find
n(µ, T ) =
(
kBT
~vF
)d
F ′
(
µ
kBT
)
, (33a)
s(µ, T ) = (d+ 1)kB
(
kBT
~vF
)d
F
(
µ
kBT
)
− k
d
BµT
d−1
(~vF)d
F ′
(
µ
kBT
)
. (33b)
Combining (30) and (33) we obtain
 = dP. (34)
This relation will prove to have important consequences.
There are two points our discussion has overlooked. Firstly, due to the weak logarithmic temperature
dependence of α(T ) in the Dirac fluid, the thermodynamics of graphene may be slightly more complicated
than the above. This is unlikely to be a qualitative effect, and so we will neglect it in what follows for
simplicity. Secondly, in a sample of graphene with charge puddles, there is another scale µrms: the root-
mean-square fluctuations of the chemical potential. This implies that the thermodynamics described
above is too simple. Further discussion of both points can be found in [99].
4.2 The Gradient Expansion
Our modern understanding of hydrodynamics is that it is the effective theory describing the dynamics of
any many-body system relaxing to thermodynamic equilibrium [6, 5]. The thermodynamic equilibria we
described above – with a slight generalization to allow for finite momentum density in an infinite volume
– must then be static solutions to the hydrodynamic equations. Our key postulate is that on time scales
large compared to the mean free time between electron-electron collisions: τee, and on long length scales
compared to `ee ≡ vFτee, the only slow dynamics is associated with locally conserved quantities. For us,
this will consist of charge, energy and momentum.
In the discussion that follows, it is convenient to choose units where vF = 1. Factors of vF can be
restored with dimensional analysis. We will restore such factors explicitly whenever an important physical
formula is found.
In non-relativistic notation, the conservation law for a local charge density is
∂n
∂t
+∇ · J = 0, (35)
where J is a spatial charge current. In relativistic notation, we write
Jµ = (J t,J) = (n,J), ∂µJ
µ = 0. (36)
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The conservation law for energy and momentum reads
∂νT
µν = 0; (37)
the stress-energy tensor Tµν describes both densities and spatial currents of energy and momentum: T tt
is the energy density, T ti is the energy current, T it is the momentum density, and T ij is the momentum
current: more commonly known as the stress tensor. Relativistic invariance requires
Tµν = T νµ. (38)
(36) and (37) will form the basis for the hydrodynamic equations of motion. We now must find
expressions for Jµ and Tµν in terms of the slow degrees of freedom. These are the local “charge” density
n = nel − nhole, (39)
with nel and nhole the number densities of electrons and holes respectively, the local energy density (x),
and the local momentum density Π(x). It is conventional in hydrodynamics to not solve for n,  and
Π. Instead, one solves for thermodynamic conjugate variables: the local chemical potential µ, the local
temperature T , and the relativistic velocity vector
uµ ≡ 1√
1− |v|2 (1,v). (40)
Let us briefly remind the reader of relativistic index notation. In this review, indices are raised and
lowered by multiplying by the matrix
gtt = −1, gij = δij , gti = git = 0; (41)
hence ut = −ut and ui = ui. Greek letters µν will denote spacetime indices, while Latin letters ij will
denote spatial indices. The simple identity
uµu
µ = −1 (42)
follows from (40).
We now proceed along the lines of [98] to derive the hydrodynamic equations of motion. As we have
previously stated, hydrodynamics is an effective theory. This means that one writes down the most
complicated possible equations of motion consistent with basic principles such as symmetry, up to a given
order in a small parameter “δ”. In hydrodynamics, that small parameter is the ratio of the electronic mean
free path to the size ξ of perturbations: δ = `ee/ξ. Alternatively, δ ∼ `ee∂, with derivatives understood
to act on the slowly varying functions such as T or uµ. We will then write down the most general O(∂n)
expressions for Jµ and Tµν , for a small value of n = 0, 1. Finally, we assume a local second law of
thermodynamics, following [98].1
4.2.1. Zeroth Order
We begin at zeroth order in derivatives. Let us imagine that we have a fluid, exactly at rest, and in global
thermodynamic equilibrium. We then know that the charge current is given by
Jµ = (n,0), (43)
1Recently hydrodynamics has been understood from even more basic principles [100, 101], but these are extremely technical
and well beyond the scope of this review.
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and the stress-energy tensor is given by
Tµν =
(
 0
0 Pδij
)
. (44)
Here n is the charge density,  is the energy density and P is the pressure. The reason that pressure
corresponds to a momentum flux is that the force acting on a hard wall of area A is given by P × A –
that is the momentum per unit time impacting the boundary. As we have shown in Section 4.1, n,  and
P are not independent functions of µ and T .
It now remains to consider a fluid which is moving. This means that we must write (43) and (44)
in terms of the vector uµ = (1,0), as well as the metric gµν . The resulting hydrodynamics will be
Lorentz-covariant: the fluid velocity (set by the state of the system) destroys the full relativistic Lorentz
symmetry by picking a preferred reference frame (where the fluid is at rest), even if the microscopic action
is invariant under arbitrary Lorentz transformations. It is simple to accomplish this: one finds
Jµ = nuµ, (45a)
Tµν = (+ P )uµuν + Pgµν . (45b)
At zeroth order we find an “accidental” conservation law for entropy. Defining the entropy current
sµ ≡ suµ, with the entropy s = ∂P/∂T , as given in (31), we claim that
∂µ (su
µ) = 0. (46)
To prove this result, we note that for the zeroth order stress tensor given by (45),
uµ∂νT
µν = 0 = −uµ∂µ− (+ P )∂µuµ (47)
We have used (42) to simplify this result. Combining (47) with (30) and (31) we find
0 = uµ∂µ(P − µn− Ts)− (µn+ Ts)∂µuµ = −µuµ∂µn− Tuµ∂µs− (µn+ Ts)∂µuµ
= −µ∂µ(nuµ)− T∂µ(suµ). (48)
From (45) and (36), the zeroth order charge conservation equation is ∂µ(nu
µ) = 0. Hence we obtain (46).
4.2.2. First Order
We now wish to go to first order in derivatives: this will require adding terms to Jµ and Tµν that contain
a single spatial derivative: for example, ∂µT or ∂νuµ. However, there is an immediate subtlety that
arises. Strictly speaking, we defined µ, T and uµ from a thermodynamic perspective. What does it
mean to discuss thermodynamic properties in the presence of spatial gradients which (as we will see)
do not generally persist to infinite time? Because the only meaningful quantities within hydrodynamics
are physical objects which are the expectation values of quantum operators, like Jµ or Tµν , it is best
to assert that ∂µT , ∂µµ and ∂µuν do not have any ‘microscopic’ definitions, and can be chosen at will.
Importantly, the freedom to re-define our hydrodynamic degrees of freedom at first order in derivatives is
not inconsistent with anything we have done so far. For example, suppose that we shift T → T +Kuν∂νµ.
The expression for the charge density J t will then be modified: J t → n + (∂Tn)Kuν∂νµ + · · · ; similar
statements can be made for Tµν . The crucial point is that the re-definition of T has led to first order
corrections to Jµ and Tµν – precisely what we still have to classify. So any field re-definitions that we make
are compensated by a shift in the expressions for the conserved currents at higher orders in derivatives.
This is called the freedom to choose a fluid frame. As we will see, it is most useful to pick a fluid frame
where the equations
uµJ
µ ≡ −n, (49a)
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uµT
µν ≡ −uν , (49b)
are exact to all orders in derivatives. This is called the Landau frame. Physically, we simply assert that
the charge density n and energy density  obey their thermodynamic relations to all orders in derivatives.
µ(xµ) and T (xµ) are locally defined by thermodynamic relations. The momentum density (and energy
current, by Lorentz covariance) is proportional to the spatial components of the velocity, ui.
We are now ready to study the hydrodynamic gradient expansion to first order in derivatives. We
write
Jµ = nuµ + Ĵµ, (50a)
Tµν = (+ P )uµuν + Pgµν + T̂µν , (50b)
with uµĴ
µ = uµT̂
µν = 0 imposed by (49). We now make one more physical assumption: the existence of
a local entropy current whose divergence is non-negative:
∂µs
µ ≥ 0. (51)
This is the statement that the second law of thermodynamics holds locally. At zeroth order in derivatives,
sµ = suµ has already been defined. At first order in derivatives, this object does not have a non-negative
divergence:
T∂µ (su
µ) = µ∂µĴ
µ − T̂µν∂µuν . (52)
To obtain this result, we repeat the same steps as in (48), but now include the effects of the first order
corrections Ĵµ and T̂µν to the constitutive relations, and note that
uν∂µT̂
µν = ∂µ
(
T̂µνuν
)
− T̂µν∂µuν = −T̂µν∂µuν ; (53)
this follows from the Landau frame choice. We now re-write (52) as
∂µ
(
suµ − µ
T
Ĵµ
)
= − 1
T
T̂µν∂µuν − Ĵµ∂µ µ
T
. (54)
If we now define the entropy current at first order to be
sµ ≡ suµ − µ
T
Ĵµ =
(+ P )uµ − µJµ
T
, (55)
then Ĵµ and T̂µν can be chosen in such a way as to make ∂µs
µ ≥ 0. Defining the projection tensor
Pµν = ηµν + uµuν , (56)
we write
Ĵµ = −σqTPµν∂ν µ
T
, (57a)
T̂µν = PµρPνσ
[
η
(
∂ρuσ + ∂σuρ − 2
d
gρσ∂αu
α
)
+ ζgρσ∂αu
α
]
(57b)
with the constants σq, η and ζ all non-negative, we see that both (49) and ∂µs
µ ≥ 0 are satisfied. The
three new coefficients we have introduced are called the intrinsic electrical conductivity2, a shear viscosity
and a bulk viscosity respectively.
2σq also goes by the name of “quantum critical” conductivity, or “incoherent” conductivity, in some of the recent literature.
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In this review, we will see the practical consequences of these dissipative coefficients within hydro-
dynamics for experiments. But let us mention from the outset that one immediate consequence of this
formalism is that even in charge neutral plasma (n = 0), it is possible to have Jµ 6= 0 in the presence
of a chemical potential gradient. The microscopic intuition for this is that a finite temperature plasma
consists of positive and negatively charged “particles”. Chemical potential gradients will drive oppositely
charged particles in opposite directions, leading to a charge current. We will return to this in Sections
5.3 and 7.1.
In many papers on relativistic hydrodynamics, one works in a fluid frame where
Jµ ≡ nuµ|historical frame . (58)
is exact to all orders in derivatives. We have called this a “historical” frame because conventionally one
would define (i) the conserved charge density by the number density of a lone species of particles, and (ii)
the velocity as an “average” velocity of each individual particle, and so find (58) by construction: see the
kinetic theory discussion in Section 5.1.1. It is not a good choice for hydrodynamics in graphene, however.
In graphene, it is quite natural to study the charge neutrality point where n = 0. The charge currents do
not vanish at the charge neutrality point, and this means that the velocity uµ becomes singular at first
order in derivatives. In contrast, within the Landau frame that we have described, the charge current can
be finite even at points where n = µ = 0, so long as ∇µ 6= 0. What this frame choice means in practice is
that the dissipative coefficient that we have called σq is often called
3 κq in textbooks: one finds an energy
current ∝ −κq∇T in the absence of charge flow.
4.2.3. External Electromagnetic Fields
In many situations, we will interested in the hydrodynamic equations in the presence of external electric
and magnetic fields – such external perturbations are natural in the solid-state laboratory. We can
combine these external electromagnetic fields into an antisymmetric tensor Fµν . For example in 2 + 1
spacetime dimensions (relevant for graphene):
Fµν =
 0 Ex Ey−Ex 0 B
−Ey −B 0
 . (59)
The hydrodynamic equations are modified in two ways under such perturbations. Firstly, energy and
momentum are no longer conserved (for example, Joule heating occurs in a background electric field).
This modifies (37) to
∂νT
µν = FµνJν . (60)
This equation can be derived on general grounds as a Ward identity [21], but we will assert it here without
proof. This modifies the derivation of the entropy current in the previous subsection, and one finds that
Ĵµ must be replaced by
Ĵµ = −σqTPµν
[
∂ν
µ
T
− 1
T
F νρuρ
]
. (61)
Some of the dissipative charge current is due to the background fields. This can be understood as the
statement that the fluid only cares about the total value of the electrochemical potential, which has
contributions both from the external Fµν and the internal µ. In fact, such reasoning can be used to fix
how Fµν modifies the hydrodynamic equations. Expanding around a stationary state with uµ = (1,0),
one must replace ∂νµ→ ∂νµ− F νρuρ.
3Most sources, except [21], do not include an explicit subscript here. We think it is important to do so to distinguish
between the hydrodynamic coefficient κq and the experimentally measured thermal conductivity κ: see Section 7.
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Let us summarize what we have learned. The hydrodynamic equations of motion are conservation
laws for charge, energy and momentum: ∂µJ
µ = 0 and ∂νT
µν = FµνJν . The conventional hydrodynamic
variables are µ, T and uµ, and their values point-by-point are tied to the local values of the charge, energy
and momentum densities, and we found that
Jµ = nuµ − σqPµν
[
∂νµ− µ
T
∂νT − Fνρuρ
]
, (62a)
Tµν = (+ P )uµuν + Pηµν − ηPµρPνσ
[
∂ρuσ + ∂σuρ − 2
d
ηρσ∂αu
α
]
− ζPµν∂αuα (62b)
All coefficients in these equations are understood to be arbitrary up to the non-negativity of σq, η and
ζ, and thermodynamic constraints, given in Section 4.1 for n,  and P . Together with the constraint
uµuµ = −1, this forms a closed set of classical differential equations.
4.3 Hydrodynamic Modes
To gain some intuition into the hydrodynamic equations, let us solve the hydrodynamic equations within
a linear response regime. Namely, suppose that we are very close to equilibrium, with µ = µ0 and T = T0
constants (with associated pressure P0, density n0, etc.) and velocity u
µ
0 = (1,0). We now perturb
µ(x, t) = µ0 + δµ(x, t), (63a)
T (x, t) = T0 + δT (x, t), (63b)
uµ(x, t) = (1, δvi(x, t)), (63c)
and solve the hydrodynamic equations to linearized order in the δ variables. Note that the form of uµ is
restricted by (42). For convenience, we will also write
δn =
(
∂n
∂µ
)
T,0
δµ+
(
∂n
∂T
)
µ,0
δT ; (64)
similar relations hold for other thermodynamic variables.
At first order in the gradient expansion, and at first order in the δ variables, the linearized hydrody-
namic equations become
0 = ∂tδn+ ∂i
(
nδvi − σq∂i
(
δµ− µ0
T0
δT
))
, (65a)
0 = ∂tδ+ ∂i ((0 + P0)δvi) , (65b)
0 = ∂t((0 + P0)δvi) + ∂iδP − ∂j (η0(∂jδvi + ∂iδvj))− ∂i
((
ζ0 − 2η0
d
)
∂jδvj
)
. (65c)
Note that only two of the thermodynamic variables above are independent. It is simplest to take δn and
δP as the independent variables. From (34), we know that δ = dδP .
Let us begin by setting all the dissipative coefficients to vanish: σq0 = η0 = ζ0 = 0. Combining the
last two equations of (65) leads to
∂2t δP =
v2F
d
∂i∂iδP. (66)
This equation describes sound waves which travel at a universal speed
vs =
vF√
d
. (67)
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Keep in mind that d = 2 for graphene. Such waves are analogous to the “cosmic sound” of an ultrarel-
ativistic plasma in outer space [102]. (67) follows generally from any theory with the thermodynamics
described in Section 4.1 [103, 104]. The first equation of (65) describes no interesting dynamics. In par-
ticular, in the absence of sound waves, δvi = 0 and hence ∂tδn = 0. Density fluctuations (independent
from δP ) are frozen in place. Also frozen in place are divergenceless flows with ∂iδvi = 0.
Including the dissipative coefficients, one finds the following results after some algebra [103, 104].
Looking for solutions to (65) of the form eikx−iωt, we find three types of modes. Firstly, there are sound
waves of the previous paragraph have a dispersion relation
ω = vsk − i
(2− 2d)η0 + ζ0
2(0 + P0)
k2 + O
(
k3
) ≡ vsk − iΓsk2 + O (k3) . (68)
We have not written the O(k3) terms because second order corrections to the gradient expansion will also
contribute at this order, just as the viscous effects contributed to the dispersion relation at k2. Indeed,
recall that the hydrodynamics that we have developed should always be understood to be valid in the
limit k → 0. Modes which were frozen in place – transverse velocity fields and some charge fluctuations
– now diffuse:
ω = −i η0
0 + P0
k2, (δvy) (69a)
ω = −i (0 + P0)σq0
T (s∂µn− n∂µs)0k
2, (δn). (69b)
We observe from (69a) that the viscosity is related to the diffusion constant for (transverse) momentum.
Indeed, the dynamical viscosity
ν ≡ η
+ P
, (70)
which has dimensions of [length]2/[time] in any spatial dimension, is often the best way to compare how
“viscous” two fluids are, relative to one another. We note that the precise definition of ν should always
be taken as the diffusion constant for momentum in (69a), and depending on whether one is studying
relativistic hydrodynamics or not, the relationship between ν and η can change.
At the charge neutrality point n0 = µ0 = 0. The charge current Ji is entirely carried by the diffusive
mode (69b). Because electrical transport is the simplest experiment to perform, this implies that it is
rather subtle to detect the hydrodynamics of charge-neutral plasma in graphene, a point which we will
return to in Section 7. Away from the charge neutrality point, the charge density can fluctuate in a sound
wave.
4.3.1. Nonlinear Hydrodynamics in Experiment?
The relativistic corrections to hydrodynamics can be safely treated in powers of the small parameter
vflow/vF, where vflow is the value of the fluid velocity in a given setup. In graphene, typical flow velocities
in simple experiments are of order 102 m/s [105] (vflow ∼ 10−4vF), although it is possible to reach
vflow > 0.1vF [106, 107], especially closer to the Dirac point. Because we do not reach flows with v ≈ vF,
it is generally a safe assumption to approximate the flow as non-relativistic, v  vF. The relativistic
dispersion relation of the electrons will leave its imprint in the form of the gradient expansion.
However, non-relativistic hydrodynamics is a nonlinear theory as well, due to convective terms in
the hydrodynamic equations. Of particular interest are the nonlinear corrections to the momentum
conservation equation ∂µT
µi = 0, which (at quadratic order in velocity) read
0 = ∂t
(
(+ P )vi
)
+ ∂j
(
(+ P )vivj
)
+ ∂iP − ∂j
(
η
(
∂ivj + ∂jvi − δji∂kvk
))
+ O
(
v3
)
. (71)
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One quantifies how important the quadratic nonlinear term is, relative to the linear viscous term, by
computing
R =
∣∣∣∣(+ P )vj∂jviη∂j∂jvi
∣∣∣∣ . (72)
R is a generalization of the Reynolds number from conventional hydrodynamics [5]. If R  1, then the
nonlinear terms can be neglected; if R  1, then the nonlinear terms are important. It is instructive to
estimate R as follows. As we will show explicitly in Section 5, η ∼ vF`ee(+ P ). Letting `flow denote the
length scale of the flow (for example, the size of a sheet of graphene):
R ∼ vflow
vF
`flow
`ee
. (73)
The first fraction above is small, but the second could be relatively large. Device sizes are typically
not larger than 10 µm; using `ee & 100 nm at realistic temperatures,4 we estimate that `flow . 100`ee.
As noted in [108], R ∼ 10 may be sufficient to observe hints of nonlinear hydrodynamics in graphene,
although we will see in Section 4.6.3 that disorder readily spoils this effect.
4.4 The Fermi Liquid Limit
Let us now discuss the limit µ kBT , retaining the linearized approximation. As we will see in Section
5, in this regime σq ∼ T 2η/µ4 is a small dissipative coefficient, and
P (µ, T ) =
aµd+1
(~vF)d
[
1 + b
(
kBT
µ
)2
+ · · ·
]
. (74)
Let us suppose that the background µ does not vary much from a constant value µ0. In this limit, δµ
and δvi dominate the hydrodynamic response of the fluid, and the thermal response δT is suppressed
by a power of T/µ0. To confirm this assertion, we must compare the charge and energy conservation
equations, which read
∂t ((∂µn)0δµ) + ∂i (n0δvi) + O(T
2, T 2`ee, T δT ) = 0, (75a)
∂t ((∂µ)0δµ) + ∂i ((0 + P0)δvi) + O(T
2, T 2`ee, T δT ) = 0. (75b)
In the T → 0 limit we have P ∼ µd+1. This means that n = (d+ 1)P/µ and ∂µn = dn/µ. Together with
(34), we find
∂t
(
d(d+ 1)P0
µ20
δµ
)
+ ∂i
(
(d+ 1)P0
µ0
δvi
)
+ O(T 2, T δT ) = 0, (76a)
∂t
(
d(d+ 1)P0
µ0
δµ
)
+ ∂i ((d+ 1)P0δvi) + O(T
2, T δT ) = 0. (76b)
If the background µ0 is constant (independent of x), then clearly these two equations are identical at
leading order. If the background µ varies a small amount, these two equations are inequivalent, and
thermal effects cannot be neglected (see Section 7.2). Nevertheless, away from the charge neutrality point,
it may be a reasonable assumption in graphene that the chemical potential is approximately homogeneous.
And so we see that the hydrodynamic equations have reduced to
d∂tδP + ∂i((d+ 1)P0δvi) = 0, (77a)
4Our estimate follows from the discussion below (4), using `ee ∼ vFτee; see also [66, 67].
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∂t((d+ 1)P0δvi) + ∂iδP − ∂j (η0(∂jδvi + ∂iδvj))− ∂i
((
ζ0 − 2η0
d
)
∂jδvj
)
= 0. (77b)
In much of this paper, we will make the further assumption that fluid flows are static. In practice,
this means that we want the time scale of an experimental measurement to be slow compared to the
decay times of hydrodynamic modes. In practice, this decay time is often set by momentum-relaxing
scattering (see Section 4.6) and can be of order 1 ps [45], which is quite fast. If the background pressure
and chemical potential are uniform, (77) further reduces to
∂iδvi = 0, (78a)
∂iδP − η0∂j∂jδvi = 0. (78b)
These equations are identical to the time-independent hydrodynamic equations that one finds for a
Galilean invariant fluid [5], upon neglecting thermal effects. We will discuss particular solutions of these
equations in Sections 4.6.2 and 6.
We emphasize that the inclusion of thermal effects differs between the Galilean and Lorentz invariant
fluids. In a Galilean invariant fluid, the charge current is proportional to the momentum density, while
in a relativistic fluid the energy current is proportional to the momentum density. Thus, in a Galilean
invariant fluid, there is a diffusive mode associated to energy fluctuations, while in a Lorentz invariant
fluid, the diffusive mode is associated with charge fluctuations, as we have seen in Section 4.3.
4.5 Long-Range Coulomb Interactions
One major oversight in our development thus far has been that we have neglected the long-range nature of
the Coulomb interactions in graphene (and in many metals, more generally). The standard way [109, 110]
to account for such long range interactions is to simply couple the fluid dynamical equations to Maxwell’s
equations.5 This implies that the electric field Ei in (59) is given by
Ei = −∂iδϕ, (79)
with ϕ obeying Gauss’ law in three spatial dimensions:
∂j∂jδϕ(x, y, z) = −4piαδn(x, y)δ(z). (80)
Neglecting charge puddles, the immobile background ions imply that only fluctuations of the density
contribute to the long-range Coulomb potential. Note that the third dimension is important – the physical
space has three dimensions, even though the electrons in graphene are only mobile in two of them. The
coupling constant α is analogous to a dielectric constant. We find
δϕ(x, y, 0) =
∫
d2x′
α√
(x− x′)2 + (y − y′)2 δn(x
′, y′). (81)
We now combine this equation with the hydrodynamic equations (36) and (60) and constitutive relations
(62) to obtain our linearized theory for the Coulomb-interacting Dirac fluid [113, 99]:
0 = ∂tδn+ ∂i
(
n0δvi − σq0∂i
(
δµ+ δϕ− µ0
T0
δT
))
, (82a)
5There has been some recent debate in the literature [111, 112] over the validity of this procedure. From the point of
view of effective field theory, coupling Maxwell’s equations to matter breaks the derivative expansion of hydrodynamics, and
is therefore rather concerning. In this review, we assume that the conventional approach is correct, which has been argued
for from an effective field theory perspective in [112].
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0 = ∂tδ+ ∂i ((0 + P0)δvi) , (82b)
0 = ∂t((0 + P0)δvi) + n0∂i(δµ+ δϕ) + s0∂iδT − ∂j (η0(∂jδvi + ∂iδvj))− ∂i
((
ζ0 − 2η0
d
)
∂jδvj
)
. (82c)
Due to (81), these equations are nonlocal.
We emphasize that δϕ enters (82) in a very special way. The spatial components of the charge and
energy current are sensitive only to the gradient of the total electrochemical potential δµ+ δϕ. A static
fluid is only sensitive to the ‘net’ electric field. Hence, we conclude that for time-independent flows,
long-range Coulomb interactions have no physical effect, because the experimentalist can only measure
the total electrochemical potential. In contrast, the time-dependent thermodynamic response is only
dependent on δµ, not δϕ. As we will soon see, this does lead to measurable consequences for dynamics.
A final subtlety is that the same parameter α governing the strength of Coulomb interactions also
governs the thermodynamics of the electron fluid (see Section 5.4). Implicit in (82) is that the Coulomb
interaction splits into a collective long range component, and a short-range component responsible for
hydrodynamic and thermodynamic phenomena [109, 110], and a careful check of this assumption is called
for. This “splitting” does occur in a conventional Fermi liquid [114].
4.5.1. Plasmon-Like Corrections to Sound
The simplest way to observe the consequences of Coulomb interactions is to study the dispersion relation
of sound waves. Neglecting dissipation, this can be done analytically [102, 104]. Using that δϕ(k) =
2piα|k|−1δn(k) in Fourier space, we find that the dispersion relation ω2 = vsk2 becomes modified to
ω2 = v2s k
2 +
2piαn2
+ P
|k|. (83)
As k → 0, we therefore see that the dispersion relation of sound waves is severely altered. In fact, the
dispersion relation we have found is analogous to plasmons’ dispersion relation in graphene. The fact that
plasmons disperse with the relation ω ∼ √k is a consequence of the fact that the electrons are mobile
in two dimensions [115, 116], while the Coulomb potential exists in three dimensions.6 [117] is a recent
review on plasmons in graphene; they were observed experimentally in [118, 119].
We caution the reader that in the limit where ω ∼ √k, the dispersion relation has an analogous
form to the conventional plasmon, but this mode is not the conventional plasmon of a two-component
(electron-hole) plasma [120]. At higher frequencies, we obtain ordinary sound from (83). See [121, 122]
for more discussion on this point.
Dissipative corrections to the dispersion relation ω ∼ √k are given by δω ∼ −iσq|k| within hydrody-
namics, instead of δω ∼ −iηk2 as for the sound wave [104].
4.5.2. Breaking Relativistic Invariance?
Another possible issue is that because long-range Coulomb interactions break Lorentz invariance, the
hydrodynamics of electrons in graphene will not be described by a Lorentz invariant hydrodynamics. To
check whether this is a problem, we may directly derive the energy current and the momentum density
from the action (22) using Noether’s Theorem. Because only the kinetic terms contain derivatives, we see
that the energy current and momentum density are identical to that of a free Dirac fermion. This implies
that T ti = T it should be true within hydrodynamics, as it is an operator identity. This equality alone is
sufficient to recover the linearized hydrodynamic formalism of this section.
It may be the case that because the presence of nonlocal Coulomb interactions break Lorentz in-
variance, the thermodynamic and/or hydrodynamic properties of the Dirac fluid become more subtle.
6In a more conventional metal where the electrons are also mobile in three dimensions, one instead finds δϕ ∼ αk−2δn,
and so ω2 = ω2p + v
2
s k
2, with ω2p ∼ αn2/(+ P ) the plasma frequency.
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Evidence for such an assertion can be found in [123]. In particular, this may correspond to interesting
O(v2) corrections to the hydrodynamic equations we have described so far. Because the interactions do
not break spatial isotropy, such effects cannot arise at linear order in velocities, which is the order to
which we focus in this review. Recent work [124] is beginning to develop hydrodynamics without boost
invariance.
4.6 Momentum Relaxation
The second issue that we need to address is that the hydrodynamics we derived above assumed that
momentum was an exactly conserved quantity. Unfortunately, this is not true for the electrons in metals.
As we have seen in Section 2, the scattering of electrons off of impurities and/or phonons cannot be
neglected. Continuing to work in the linearized approximation, the simplest thing to do is to modify the
momentum conservation equation (65c) to
∂t((+ P )δvi) + ∂iδP − ∂j (η(∂jδvi + ∂iδvj))− ∂i
((
ζ − 2η
d
)
∂jδvj
)
= −+ P
τimp
δvi. (84)
In this equation, we have dropped the 0 subscript on the background quantities, for simplicity, and will
continue to do so for the rest of the paper to avoid clutter. The parameter τimp is a relaxation time for the
total momentum, as can be readily seen by integrating this equation over space. It is often estimated to
be the scattering rate between an electron/hole and an impurity or phonon, although we will see examples
in Section 7.2 where the impurity momentum relaxation time must be evaluated more carefully.
4.6.1. Destruction of Sound Modes
Let us describe the consequences of momentum relaxation on the hydrodynamic modes described in
Section 4.3. Clearly, only the modes with δvi 6= 0 will be affected. These are the sound modes and
diffusive shear modes. The shear modes obtain a dispersion relation
ω = − i
τimp
− i η
+ P
k2. (85)
On time scales long compared to τimp, this mode is ‘gapped’ – momentum is not long lived and will not
play a role in the dynamics. The sound modes become [104]
ω ≈ ±
√
k2
d
−
(
1
2τimp
+
Γsk2
2
)2
− i
2
(
1
τimp
+ Γsk
2
)
. (86)
As k → 0, these modes split into
ω ≈ −iv2s τimpk2, (87a)
ω ≈ − i
τimp
. (87b)
The interpretation of this effect is as follows. The latter mode is gapped, and associated with the finite
lifetime of momentum. The former mode is diffusive, and describes the diffusion of energy. At long
wavelengths, energy is no longer transported by sound waves, but by diffusion.
The physical importance of this is as follows. In conventional hydrodynamics, momentum is a long
lived quantity. On time scales large compared to τimp, and on distances long compared to vFτimp, we see
that the dynamics of charge and energy will reduce to a set of diffusion equations. This is what occurs
in a conventional dirty metal. Hence, in order to see hydrodynamics of electrons, we must find samples
where we can observe flows on time and length scales short compared to these scales.
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4.6.2. Reduction to Ohmic Flow in the Fermi Liquid
It is also instructive to study the Fermi liquid limit T/µ→ 0, as described in Section 4.4. (78b) generalizes
to
∂iδP − η∂j∂jδvi = −+ P
τimp
δvi, (88)
while incompressibility continues to imply ∂iδvi = 0. Relating δP to δµ as in (77), we obtain
∂iδµ
µ
− ν∂j∂jδvi = − δvi
τimp
. (89)
where we have defined the kinematic viscosity
ν ≡ η
+ P
. (90)
A common trick to solve these equations is as follows [125]. Define the stream function ψ, so that
δvx = ∂yψ, δvy = −∂xψ. (91)
For a two dimensional incompressible flow, we see that this ansatz automatically satisfies ∂iδvi = 0. We
can further take the curl of (89) to find
∂i∂i
(
∂j∂j − 1
λ2
)
ψ = 0, (92)
where we have defined the “Gurzhi length” or “momentum relaxation length”
λ ≡ √ντimp. (93)
When λ is finite, we can express solutions to this differential equation in the form
ψ = ψ0 + ψλ, ∂i∂iψ0 = 0, ∂i∂iψλ =
ψλ
λ2
. (94)
Now suppose that λ is small compared to the geometric scales in our problem. The typical ψλ is exponen-
tially decaying away from the boundaries on the length scale λ: ψ(x) ∼ e−x/λ. Hence, in the interior of
the sample, all velocity comes from ψ0. Furthermore, from (89), we see that on long distances compared
to λ, the electric current Ji ≈ nδvi is given by
Ji ≈ −nτimp
µ
∂iδµ = −σdc∂iδµ (95)
where
σdc ≡ n
2τimp
+ P
(96)
is a constant which is, in fact, the (conventional, Ohmic) conductivity of an infinitely large sample, up to
a factor of e2 which we will mostly neglect. We will return to this quantity, in some detail, in Sections
6 and 7. For now, we simply emphasize that on long distances, there is no physical distinction between
the equations of motion governing the flow of a hydrodynamic momentum-relaxing electron fluid, and the
motion of electrons in a “conventional” Ohmic metal with an isotropic conductivity tensor. Once again,
we see how momentum relaxation ruins the interesting physics associated with hydrodynamic electron
flow.
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4.6.3. Destruction of Turbulence
As a final consequence of momentum relaxation, let us discuss the consequences of a finite τimp on
the development of turbulent flows. Turbulence is one of the most dramatic phenomena in classical
fluid dynamics: the chaotic and ‘self-organizing’ nonlinear dynamics of fluid vortices. Turbulence has
a rather peculiar character in two spatial dimensions [126]. Let us give a qualitative description of the
phenomenon.7 Regions of positive vorticity Ω = ∂xvy − ∂yvx will merge together, as will regions of
negative vorticity. More quantitatively,〈
(v(x)− v(0))2〉 ∼ (x)2/3 (97)
where we may think of
 ∼ v
3
stir
`stir
(98)
as a number characterizing the properties of a small-scale stirring of the fluid. The average in (97) is over
statistical realizations of turbulence; we leave a precise defiinition to [126].
What happens if we now include a momentum relaxation time τimp?
8 We can form a second dimen-
sionless number
Rτ ≡ vflowτimp
`flow
(99)
which is the ratio of the nonlinear convective term relative to the momentum relaxing term in the nonlinear
generalization of (84). From (97) we estimate that vflow ∼ (`flow)1/3. As `flow → ∞, Rτ → 0, while
R → ∞. As we have seen throughout this subsection, the effects of momentum relaxation become
most important at long distances. Furthermore, by comparing R to Rτ , we conclude that the effects of
momentum relaxation become more important than the effect of viscosity whenever `2flow & vF`eeτimp = λ2.
And when Rτ ∼ 1, the effects of momentum relaxation become more important than the effects of
momentum convection via the nonlinear terms in the Navier-Stokes equations. Combining (97), (98) and
(99), we observe that this occurs when
`flow ∼
√
v3stirτ
3
imp
`stir
. (100)
Obviously, to be in the hydrodynamic regime, we require `stir & `ee. We can now understand the difficulty
for observing turbulent flows of electrons in metals. We must find a metal where τimp is large enough:
τimp
τee
& vF
vstir
×
(
`flow
`ee
)2/3
. (101)
Even if `flow is not too much larger than `ee, given the discussion in Section 4.3.1, we would conservatively
require τimp & 10τee to see even a hint of turbulence. This is very difficult to achieve experimentally. We
do not expect that electronic hydrodynamics will be in the nonlinear regime in the near term, if ever.
7Although this discussion focuses on the turbulence of Galilean invariant fluids, it appears as though relativistic (un-
charged) fluids have qualitatively similar phenomena [127].
8In the fluid dynamics literature, the momentum relaxation time τimp is commonly referred to as a ‘friction’ term. It is
sometimes used to regulate simulations of two dimensional turbulence, and could mimic, for example, the drag on atmospheric
flows due to the Earth’s surface.
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Kinetic Theory5
In this section, we will present a microscopic ‘derivation’ of the hydrodynamics of electrons in graphene,
based upon kinetic theory. The kinetic theory of electrons in graphene was recently reviewed in [128].
Kinetic theory is a framework for understanding the dynamics of weakly interacting quantum systems,
as we will shortly review, and so while it can be useful for understanding Fermi liquid physics, one might
question the legitimacy of such an approach for a strongly interacting quantum system such as the Dirac
fluid. Our view is that it is worth knowing the main results obtained using kinetic theory – even if
some assumptions may break down at charge neutrality. Kinetic theory gives us a controlled treatment
of the ballistic-to-hydrodynamic crossover and will allow us to address questions such as the validity of
relativistic hydrodynamics (Section 4.5.2).
5.1 The Boltzmann Equation
Let us begin with a physically intuitive picture of the kinetic equations. What follows can be derived more
rigorously from quantum many-body theory [9], and we will pause where appropriate and comment on the
effects of quantum mechanics. Indeed, what follows is often called “quantum kinetic theory”, although we
feel this is a misnomer. The equations below are classical, while the coefficients of the classical equations
can be microscopically computed in the quantum theory.
The basic idea of the kinetic equations is that if there were no interactions – namely, the many-body
Hamiltonian in graphene was simply given by (5) – then the number of fermions in every single-particle
state would be conserved (no fermion can scatter into any other state). One would like to construct
a “hydrodynamics” for these conserved quantities. However, these conserved quantities are spatially
extended, and so we must be slightly careful. The key observation is that if we are only interested in long
wavelength physics on scales  ∆x, and willing to only discriminate between fermions whose momenta
are at least ∆p different, then whenever
∆x∆p ~, (102)
then we can assert that the number of fermions at every momentum is individually locally conserved. This
is simply the fact that quantum mechanics, and the wave like nature of the quasiparticles, only becomes
important on length scales where Heisenberg’s uncertainty principle cannot be ignored. Writing fA(x,p)
as the number density of fermions of flavor A (spin/valley in graphene) and momentum p, we can then
write down conservation laws for fA. We further assert that 0 ≤ fA(x,p) ≤ 1 because the particles are
fermions, and the Pauli exclusion principle forbids two of them from being in the same state. The key
observation is that we can write such conservation laws down explicitly, and not phenomenologically. For
simplicity, suppose that the single-particle Hamiltonian takes the form of
H1A(x,p) = (p) + VimpA(x). (103)
The time evolution of fA is given by the Liouville equation of classical mechanics:
∂tfA + vA · ∂fA
∂x
+ FA · ∂fA
∂p
= 0 (104)
where v is the group velocity of quasiparticles with momentum p:
vA =
∂A
∂p
(105)
with A the single-particle Hamiltonian for particles of flavor A. The external force is given by
FA = −∂VimpA
∂x
. (106)
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With two important subtleties, this equation can also be derived more carefully from the quantum
theory [9]. First, the above derivation is only valid when the lifetime of quasiparticles τee, which we will
define below, obeys
τee  ~
kBT
. (107)
Such an assumption is sensible in a Fermi liquid, but less so in the Dirac fluid of graphene. Second, we
have overlooked the possibility that particles of different flavors A may convert back and forth. When
such processes cannot be neglected (this is most commonly the case for spin degrees of freedom) one
must generalize the distribution function to a matrix in flavor indices fAB. Although it is rarely done, in
principle one can also compute the subleading contributions in ~ to (104). Interestingly, they will take
the form of “gradient” corrections to (104), involving higher derivatives of x and p.
We now introduce the effects of interactions, assuming that the distribution function may be written
as fA. The essential idea of kinetic theory is that if interactions occur very rarely (in a sense we will
shortly make explicit), then interactions can be introduced into (104) perturbatively. This is analogous to
our treatment of hydrodynamics with weak momentum relaxation in Section 4.6. Even though the fA(p)
will not all remain conserved, we can perturbatively correct the right hand side of (104):
∂tfA + vA · ∂fA
∂x
+ FA · ∂fA
∂p
= C[fA]. (108)
This is called the Boltzmann equation, and C[f ] is called the collision integral. If all collisions between
fermions are spatially local 2-body scattering events, such as Coulomb interactions, then
C[fA] ≡
∫
d2p′
(2pi~)2
d2q
(2pi~)2
d2q′
(2pi~)2
δ
(
p + p′ − q− q′) δ (A(p) + B(p′)− C(q)− D(q′))×
|MABCD(p,p′,q,q′)|2
[
(1− fA(p))(1− fB(p′))fC(,q)fD(q′)− fA(p)fB(p′)(1− fC(q))(1− fD(q′))
]
(109)
To save space, we have suppressed the explicit x-dependence of all factors of f above. Note that C carries
arguments A, x and p which have been suppressed. This equation looks more intimidating than it actually
is. What we are doing is counting how frequently 2 particles in flavor/momentum Ap and Bp′ scatter
into Cq and Dq′. The rate with which this occurs is given by |MABCD|2fAfB(1− fC)(1− fD) (we have
suppressed momenta for simplicity): |MABCD|2 is roughly proportional to the probability that such a
scattering event would occur in the absence of all other particles, and it can be computed using Feynman
diagrams in the microscopic quantum theory [9]. We further assume that fAfB is the probability that
two fermions are in states A and B, and (1 − fC)(1 − fD) is the probability that C and D are empty
(the Pauli exclusion principle forbids two fermions from being in the same state). We multiply all of the
resulting probabilities together to obtain the number of scattering events that occur. The assumption
that we can multiply such probabilities together, because the states of the incoming/outgoing particles
are uncorrelated, is called molecular chaos. Finally, noting that a scattering event of this type would
destroy an A and B, while creating a C and D, leads us to (109): the first term arises from collisions
where an A is created, and the second term from collisions where A is destroyed. C straightforwardly
generalizes to other kinds of collisions as well [9].
We can self-consistently argue that this kinetic formalism is consistent with (107) by estimating the
lifetime of a quasiparticle as
1
τeeA(x,p)
≡
∫
d2p′
(2pi~)2
d2q
(2pi~)2
d2q′
(2pi~)2
δ
(
A(p) + B(p
′)− C(q)− D(q′)
)×
δ
(
p + p′ − q− q′) |MABCD(p,p′,q,q′)|2fA(p)fB(p′)(1− fC(q))(1− fD(q′)) (110)
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(107) must then hold for any choice of A, x or p for kinetic theory to be valid.
The difficulty of the kinetic approach is that firstly, the factor of |M|2 in (109) is generally very
complicated. As is the case in graphene, one may also need to make certain self-consistent approximations
to further avoid spurious divergences in M and C. We will mostly not worry about such effects in this
review. Instead, what we observe is that the Boltzmann equation is a huge, highly nonlinear integro-
differential equation. It cannot possibly be solved in much generality: even numerics pose a real challenge.
Still, there are two useful features one can prove in great generality about the kinetic approach. Firstly, so
long as one considers a stable phase of matter, one can prove an “H-theorem”, analogous to the second law
of thermodynamics, that (108) is a dissipative equation that tends towards thermal equilibrium. Secondly,
one can often find nonlinear solutions to (108) of the form
fA(x,p) = nF
(
A(p) + VimpA(x)− qAµ
kBT
)
(111)
where qA is the electric charge of a particle of type A and nF is the Fermi function
nF(x) =
1
1 + ex
. (112)
Indeed, using (111) and (112), one finds that the object in square brackets in (109) is proportional to
exp
[
−C + D − qCµ− qDµ
kBT
]
− exp
[
−A + B − qAµ− qBµ
kBT
]
.
This vanishes due to the conservation of energy in two-body collisions found in (109). The left hand side
of (108) can also be shown to vanish on this solution using (105) and (106). In fact, whenever H1 does not
depend on x at all, momentum is a good conserved quantity, and one can find (at least) a three-parameter
family of equilibria, parameterized by T , µ and u:
fA(p) = nF
(
A(p)− u · p− qAµ
kBT
)
. (113)
The free parameters in this equation are exactly the temperature, chemical potential, and velocity that
we introduced in hydrodynamics in Section 4. In many metals, including graphene, only accounting
for electron-electron collisions can lead to even more (approximate) conservation laws, as we will see.
Unlike the hydrodynamic approach, which required us to know a priori the conservation laws, the kinetic
approach allows us to compute them.
5.1.1. Hydrodynamic Limit of a Kinetic Theory
If quasiparticles are long-lived and the kinetic expansion is valid, one can understand hydrodynamics
directly from kinetic theory.9 Let us now quickly sketch how this is done, in general circumstances.
The approach follows textbook treatments of the derivation of hydrodynamics for a weakly interacting
classical gas [129]. In what follows we assume that VimpA = 0 – namely, there is no breaking of translational
symmetry.
Suppose that we have identified the full nonlinear family of time-independent solutions to (108), and
that they take the form
fA(p) = nF
(−λIXIA(p)) , (114)
9Unfortunately, there are many incorrect statements in the literature. We cannot stress strongly enough that hydrody-
namic transport phenomena are computable in a correct and complete solution of the Boltzmann equation [26].
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where XIA(p) label amount of conserved quantity I carried by a particle of flavor A and momentum p,
and λI are corresponding free parameters; we have employed an Einstein summation convention on I.
For example, if the conserved quantities are energy, momentum and charge, then we have
XIA = (A,p, qA) and λ
I =
(
− 1
kBT
,
u
kBT
,
µ
kBT
)
. (115)
The equations of motion of zeroth order hydrodynamics are found by plugging in the ansatz
f0A(x,p) = nF
(−λI(x)XIA(p)) (116)
into (108), and one finds
∂tρ
I(x) +∇ · JI(x) = 0, (117)
where
ρI ≡
∑
A
∫
ddp
(2pi~)d
XIA(p)f
0
A(x,p), (118a)
JI ≡
∑
A
∫
ddp
(2pi~)d
XIA(p)vA(p)f
0
A(x,p), (118b)
are the charge and current densities associated with each conserved quantity. These equations can be
understood intuitively as follows. If we wait for times t  τee, then we qualitatively expect that the
collision integral has relaxed away all non-equilibrium perturbations.
In Section 4, we often expressed the hydrodynamic equations in terms of the variables n(µ, T ), uµ,
etc. For example, if u = 0, then from (118) we find that
(µ, T ) =
∑
A
∫
ddp
(2pi~)d
(p)
1 + e((p)−µqA)/kBT
. (119)
The sum A runs over electrons and holes with qA = ±1. In this expression, we have assumed the dispersion
relation (1) for all species of particles, as is appropriate for graphene. At finite u, it is easier to replace u
with uµ, similarly to (40). The relativistic generalization of (119) then becomes (in units with ~ = vF = 1)
Tµν =
∑
A
∫
ddp
(2pi~)d
pµpν
|p|
1
1 + e(p
µuµ−µqA)/kBT , where p
µ = (|p|,p). (120)
Performing this integral, one finds the form (44) along with the identity (34).
As we saw in Section 4, the hydrodynamic equations can be slightly pathological at ideal order, and
to find a set of dissipative equations which truly settle to thermal equilibrium we must account for some
dissipation. This can be accounted for by perturbatively solving (108) in the “small parameter” τee.
Because τee is defined implicitly via (110), the easiest way to do this is to write
fA(x,p) = f
0
A(x,p) + f
1
A(x,p). (121)
with f1A characterizing the small correction to the distribution function arising from the fact that C[f ]
should not exactly vanish at all times. We enforce
∑
A
∫
ddp
(2pi~)d
XIA(p)f
1
A(x,p) = 0 (122)
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because any local fluctuation of a conserved quantity should be absorbed into the local value of λI(x).
This is the analogue of the “Landau frame” of hydrodynamics. We then approximate that at first order
in ∆t:
C[f1A] ≈ ∂tf0A + vA · ∇f0A. (123)
It is instructive to make a relaxation time approximation [130]
C[f1A] ≈ −
f1A
τee
. (124)
Combining (122), (123) and (124), we find that the equations of motion are still the continuity equations
(117) but with a dissipative contribution to the current JI :
ĴI = −τee
∑
A
∫
ddp
(2pi~)d
XIA(p)vA(p)
(
∂tf
0
A + vA(p) · ∇f0A
)
. (125)
To leading order in τee one can then use the zeroth order equations of hydrodynamics to simplify the
integrals on the right hand side. Relative to (118b), (125) contains an extra derivative. Thus ĴI contains
viscous dissipation, among other first order corrections to hydrodynamics. In the limit where τee → 0, we
indeed recover zeroth order hydrodynamics.
More carefully, one could linearize (123), replacing τ−1ee with a matrix in both A and p indices. A
generalization of the remaining steps gives a more accurate determination of the first order corrections to
the hydrodynamic equations.
5.2 Collisions in Graphene
We now turn to the application of kinetic theory to graphene [109, 110, 131, 132, 133, 134]. As in any
kinetic theory, some of the subtlety arises from the explicit form of the collision integral. In graphene,
the most important electron-electron interactions are long-range Coulomb interactions, as we discussed
in Section 3. So we can compute the collision integral in graphene using (109) with [109]
|MABCD(k1,k2,q, ω)|2 =
(
2piα
(q, ω)|q|
)2
× YABCD(k1,k2,q, ω) (126)
with (q, ω) a frequency-dependent effective permittivity [115], which we approximate as [109]
(q, ω) ≈
(
1 +
c1αµ
q
)(
1 +
c2α√
1− (ω/vFq)2
)
. (127)
The factor of Y is typically just a O(1) constant but is rather complicated: see [109].
However, in graphene one of the most important effects is “geometric”. This paragraph follows the
discussion in [110]; see also [135]. As discussed above, the collision integral contains δ-functions for energy
and momentum conservation. We now consider the possibility that the two incoming and two outgoing
momenta are nearly collinear: e.g., k1 = k1‖xˆ + k1⊥yˆ with k1‖  k1⊥. Without loss of generality we set
k2⊥ = 0. If the momentum exchange during the collision is q, and incoming quasiparticles have momenta
k1,2, then the energy δ-function is
δ(|k1|+ |k2|−|k1 + q| − |k2 − q|) ≈ δ
(
k21⊥
2|k1‖|
− (k1⊥ + q⊥)
2
2|k1‖ + q‖|
− q
2
⊥
2|k2 − q|
)
=
1
k1⊥
× [f1(k1‖, k2‖, q‖)δ(q⊥ − q∗⊥1) + f2(k1‖, k2‖, q‖)δ(q⊥ − q∗⊥2)] (128)
33
2FIG. 1: Kinematical constraints for imbalance relaxation.
The left figure shows the Feynman diagram for the typi-
cal two-particle decay process given by Eq. (1.1a); εi and
pi respectively denote the energy and momentum of the i
th
electron or hole. The right figure depicts momentum con-
servation for this process. The length of the dashed path
Lf ≡ |p2|+ |p3|+ |p4| traced out by the sum of “decay prod-
uct” momenta is always greater than or equal to the length
Li ≡ |p1| of the “parent” particle momentum: Lf ≥ Li. If the
particle energy spectrum takes the form ε(p) = |p|β , then the
depicted decay process is kinematically forbidden for β < 1.
For β = 1, only forward-scattering is allowed.
h+ ↔ h+ + h+ + e−. (1.1b)
In graphene, however, these processes are kinematically
suppressed by the conservation of energy ε and momen-
tum p, because the spectrum ε(p) of the quasiparticles is
not decaying
d2ε(p)
d2p
≤ 0.
(Negative curvature of the spectrum at T = 0
K arises due to the logarithmic renormalization of
the Fermi velocity vF attributed to electron-electron
interactions.)13,14,15 As explicated in Fig. 1, the linear
spectrum allows only decay products with collinear mo-
menta (i.e. pure forward scattering), but these processes
make a negligible contribution to the imbalance relax-
ation. The sublinear spectrum forbids even this forward
scattering decay. In clean graphene, higher order (e.g.
three particle collision) imbalance relaxation processes
are already allowed, while impurity-assisted collisions will
contribute in a disordered sample; τQ is therefore likely
finite, although it may significantly exceed other relax-
ation times in the system.
In the limit of zero relaxation, a graphene monolayer
probed through thermally conducting, electrically insu-
lating contacts would possess electron and hole popu-
lations that are strictly conserved. In direct analogy
with a single component, non-relativistic classical gas,16
the electron-hole plasma in clean graphene with vanish-
ing imbalance relaxation would exhibit a finite electronic
thermal conductivity κ for arbitrarily large system sizes.
(The imbalance relaxation length lQ, introduced above,
diverges as τQ → ∞.) In this regime, interparticle colli-
sions facilitate heat conduction without particle number
convection. In this paper, we will demonstrate that the
same behavior obtains for non-zero imbalance relaxation
(1/lQ > 0) in the limit of short samples, L ≪ lQ. By
comparison, prior work10 effectively assumed infinite re-
laxation of population imbalance (lQ → 0). We demon-
strate that the results previously obtained in Ref. 10 for
both κ and the thermoelectric power α at non-zero dop-
ing and temperature emerge in the limit of asymptoti-
cally large system sizes L ≫ lQ for a finite rate of im-
balance relaxation, (lQ > 0). We will show that when
the ends of a graphene slab of length L & lQ are held at
disparate temperatures and no electric current is permit-
ted to flow, steady state particle convection does nev-
ertheless occur; carrier flux is created or destroyed by
imbalance relaxation processes near the terminals of the
device. Thermopower measurements require the junc-
tion of the graphene slab with metallic contacts. We
incorporate into our calculations carrier exchange with
non-ideal contacts, which also relax the imbalance, and
we carefully delimit the regimes in which deviations from
the infinite relaxation limit should be observable in ex-
periments. The effects of weak quenched disorder are
included in all of our computations.
In this paper, we restrict our attention to the hy-
drodynamic (or “interaction-limited”) transport regime,
where inelastic interparticle collisions dominate over elas-
tic impurity scattering. Prior work addressing ther-
moelectric transport in the opposite, “disorder-limited”
regime, in which real carrier-carrier scattering processes
may be neglected, includes that of Refs. 11,17,18. In
the disorder-limited case, κ and α are determined by
the energy-dependence of the electrical conductivity, via
the “generalized” Wiedemann-Franz law and Mott re-
lation, respectively.19 The effect of the slow imbalance
relaxation upon the dc conductivity in graphene under
non-equilibrium interband photoexcitation has also been
addressed.21
What essential new physics emerges through the in-
corporation of imbalance relaxation effects into the de-
scription of thermoelectric transport, and how can it
be extracted from experiments? The entirety of linear
transport phenomena in graphene within the hydrody-
namic regime is essentially quantified by four intrinsic
parameters. A finite rate of imbalance relaxation means
that electrons and holes respond independently to ex-
ternal forces; the single “quantum critical” conductiv-
ity identified previously in Refs. 8,9,10 generalizes to a
2x2 tensor of coefficients, with diagonal elements σee,
σhh and off-diagonal elements σeh = σhe; all are me-
diated entirely by inelastic interparticle collisions. The
description is similar to that of Coulomb drag:22 the di-
agonal element σee (σhh) characterizes the response of
the conduction band electrons (valence band holes) to a
(gedanken) electric field that couples only to that carrier
type, whereas σeh characterizes the “drag” exerted by
one carrier species upon the other (due to electron-hole
collisions) under the application of such a field. σee and
σhh are related by particle-hole symmetry, leaving two
independent parameters which we can take as σeh and
σmin ≡ (σee+σhh−2σeh); the latter combination is equal
to the bulk dc electrical conductivity σ at the Dirac point
in the hydrodynamic regime.12 The imbalance relaxation
Figure 6: A proposed e→ e + e + h scattering event. It is only possible to end up wi h on-shell
quasiparticles if |p1| = |p2| + |p3| + |p4| and p1 = p2 + p3 + p4 with graphene’s relativistic
dispersion relation. Scattering events must then be collinear. Figure taken from [131] with
permission.
To get the second step, we have us d δ-function id ntities. The functi ns f1,2 and q
∗
⊥1,2 are unimportant,
and follow from solving a quadratic equation. The key point is that the collision integral (109) will involve
integrals over k2 and q. The k1⊥ integral will have a logarithmic divergence, which is sensitive to the fact
that there are d = 2 spatial dimensions. This is called the (foward) collinear scattering singularity. The
integral is not truly divergent so long as the scattering amplitude M vanishes for collinear scattering.
The form of (127) ensures this does happen. Because screening is proportional to α, we conclude that
as α → 0 collinear scattering will lead to rapid thermalization at every angle. For example, at charge
neutrality, we find [136]
1
τcollinear
∼ α
2kBT
~ logα−1
. (129)
The consequences of this collinear scattering for graphene will be discussed in Section 5.4. Experimental
signatures of rapid collinear scattering were observed in [137]. A toy model of the kinetic theory of
graphene accounting for this rapid collinear scattering can be found in [138].
5.3 The Imbalance Mode
Beyond the divergences in the collinear limit, the relativistic dispersion of graphen le ds to another
important effect: the separate (approximate) conservation of electrons and holes [131, 133, 134]. In
particular, at strong coupling, a simple expectation is hat an electron will sometimes “spontaneously
convert” into n electron and n − 1 holes; sometimes the reverse process c uld occur. There s no
fundamental symmetry that prevents this f om happening. However, in the w ak coupling l mit, this is
very unlikely to happen for kinematic reasons. With a linear dispersion relation, conservation laws demand
that both p1 = p2 + p3 + p4 and |p1| = |p2| + |p3| + |p4|. This is only possible if all four momenta are
collinear: see Figure 6. Because the decay rate for a single electron would involve an integral over all of
phase space, the contribution of the collinear decays is vanishingly small. We conclude that on times of
order α2, the number of electrons ne and holes nh are separately conserved. It is more conventional to
write the two conserved densities as
n = ne − nh, (130a)
nimb = ne + nh, (130b)
with nimb the “imbalance density”.
The discovery of this imbalance mode at w ak c upling s, in our view, the most important co ribu-
tion of the kinetic theory of graphene hydrodynamics. We will discuss whether the imbalance mode is
really present in the Dirac fluid at the end of this section, but the predictions of a theory of imbalance
hydrodynamics can always be compared directly to experiment.
34
Finally, one might ask whether the presence of two valleys in graphene, which we have so far neglected,
provides extra imbalance modes. The answer is yes – but with an important caveat. Because the two valley
fluids in graphene have identical properties, so long as we are only interested in disorder or experimental
probes which are smooth on atomic scales, the valley imbalance degree of freedom will decouple from any
measurement. For this reason, we have neglected the presence of multiple valleys.
5.3.1. Hydrodynamics with an Imbalance Mode
Following the logic of Section 4, it is straightforward to construct the theory of hydrodynamics with an
additional imbalance mode; see also [139]. Because both the electron fluid and hole fluid have a relativistic
dispersion relation, and the instantaneous Coulomb interactions do not contribute to the energy current
or momentum density, we conclude that Tµν continues to be symmetric. We have two conserved charges
na = (n, nimb) – a, b indices will label the electric/imbalance charge indices. Still, the key observation is
that nothing in the derivations of Section 4 changes if we simply replace µdN in (29) with µadNa, replace
(30) with +P = Ts+ µana, etc. We conclude that the nonlinear hydrodynamics with imbalance modes
is given by the equations
∂µJ
aµ = 0, (131a)
∂νT
µν = F aµνJν (131b)
For compactness, we have written F aµν = (Fµν , 0) – only the electric part of the conserved charges may
realistically be externally sourced in experiments.10 To first order in the derivative expansion, one finds
Tµν is given by (62b), while
Jaµ = nauµ − σabq Pµν
[
∂νµ
b − µ
b
T
∂νT − F bνρuρ
]
, (132)
where σabq is a positive-definite 2 × 2 matrix. Many authors use different conventions than us (see the
recent review [128] for an example), but one can show that their equations are equivalent after suitable
relabelings.
The analysis of these hydrodynamic equations in linear response is a straightforward generalization of
our analysis in Section 4.3. One obtains sound modes with dispersion relation (68), together with diffusive
modes ω = −iDk2 with diffusion constants
D = eigenvalues
[
1
2
(
∂
∂µa
(
nd
s
))−1
σdbq
(
δbc +
µbnc
Ts
)]
. (133)
Consistency of hydrodynamics requires that all of these eigenvalues are positive.
The possibility of imbalance modes in a far broader class of materials was discussed in [25, 26], along
with their experimental implications; see also Section 8.1.
5.3.2. Decay of the Imbalance Mode
The reason that we did not include this imbalance mode explicitly in the hydrodynamics of Section 4 is
that this conservation law is not exact. In particular, consider the higher order scattering process shown
in Figure 7. In this case, we have 2 electrons scattering into 3 electrons and 1 hole – in other words, the
“assisted decay” of an energetic electron into electrons and holes. In order to compute the rate of this
scattering process, one must include higher order Feynman diagrams in the collision integral (109), and
10Theorists should also not get confused by the notation F aµν – the presence of multiple conservation laws here does not
imply any emergent non-Abelian gauge invariance.
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Figure 7: The imbalance mode can decay through a higher order (3-body) scattering event
(left). Energy and momentum conservation laws no longer forbid such processes with graphene’s
relativistic dispersion relation, so long as the scattering event is of the form e + e→ e + e + e + h
and not e + e→ e + e + h + h (right).
an explicit evaluation becomes more and more cumbersome. At the neutrality point, where the imbalance
mode is likely to be most important, we can estimate the decay rate of such scattering events as
1
τimb
∼ α
4kBT
~
, (134)
up to logα−1 prefactors. We see that while such processes are quite suppressed when α  1, so long as
α ∼ 1 the imbalance decay rate can be relatively fast. Keeping in mind our previous estimate α ∼ 0.4, we
conclude that the imbalance mode’s lifetime is about 5 times longer than other non-conserved degrees of
freedom. It could lead to quantitative changes in experiment, but likely not qualitative changes. Another
recent discussion of τimb can be found in [140].
Another decay channel for the imbalance mode is disorder-assisted two-body scattering [131]. Because
we are typically interested in fluid dynamics where momentum is very long-lived, we will find it more
useful to think about imbalance decay via higher order scattering events, as in (134).
If the imbalance mode is a long-lived degree of freedom, then it may be useful to maintain it in the
equations of motion. This is analogous to keeping track of viscous effects in a momentum relaxing fluid
– on short enough length scales, viscous effects may have experimental consequences. A simple model
which accounts for the decay of the imbalance mode on a time scale τimb is to replace (131a) with
∂µJ
µ = 0, (135a)
∂µJ
iµ = −nimb − nimb,eq(µ, T )
τimb
. (135b)
5.4 The Hydrodynamic Coefficients of Graphene
In this section, we collect some explicit results (without proof) for the thermodynamic and hydrodynamic
coefficients of graphene, as computed in kinetic theory. The numerical coefficients below may not be exact
in the Dirac fluid regime. Let us emphasize that relativistic dimensional analysis can be used to predict
almost everything below up to the O(1) constant prefactors. Below our purpose is to explicitly give such
prefactors.
5.4.1. Thermodynamics
The thermodynamics of graphene in both the Fermi liquid and Dirac fluid, at least when α  1, is well
approximated by the thermodynamics of a free Fermi gas of suitable Fermi velocity vF [85, 86]. This
36
can be understood by recalling that at weak coupling, the only scale (temperature) dependent parameter
in the action (22) was the Fermi velocity vF, given by (27). Within kinetic theory, we simply use the
standard Fermi gas formula for the pressure
P = −kBT
∑
A
∫
d2p
(2pi~)2
log
(
1 + e(µ−A(p))/kBT
)
=
2
pi
(kBT )
3
(~vF)2
[
Li3
(
−eµ/kBT
)
+ Li3
(
−e−µ/kBT
)]
(136)
where Li denotes the polylogarithm function. In (136), we are implicitly using the T and µ dependent
vF described in (27) and (28). As we described in Section 4.1 this can be used to derive all other
thermodynamic properties. To leading logarithmic order we can neglect the µ and T dependence of vF
when computing thermodynamic derivatives.
In the Fermi liquid regime (µ kBT ), we can Taylor expand (136) to obtain
P =
1
3pi
|µ|3
(~vF)2
(
1 + pi2
(
kBT
µ
)2
+ · · ·
)
. (137)
Using (28), we may write the inverse compressibility as T → 0 as [141]
1
χ
=
(
∂µ
∂n
)
T
≈ ~v˜F,0
√
pi
4|n|
(
1 +
α0
8
log
nΛ
|n|
)
. (138)
Similarly, we find the specific heat
c ≈ T
(
∂s
∂T
)
n
=
4kBT
3pi
|µ|
(~v˜F,0)2
(
1 +
α0
8
log
nΛ
|n|
)−2
. (139)
In the Dirac Fluid regime (µ kBT ), we instead find
P =
(kBT )
3
(~vF)2
[
3ζ(3)
pi
+
2 log 2
pi
(
µ
kBT
)2
+ · · ·
]
, (140)
where ζ(x) is the Riemann zeta function. We find inverse compressibility
1
χ
=
(~vF,0)2
kBT
(
1 +
α0
4
log
TΛ
T
)2
≈ 1.13 pi(~vF)
2
(4 log 2)kBT
(141)
and specific heat
c =
k2BT
2
(~vF)2
18ζ(3)
pi
≈ 6.89 k
2
BT
(~vF,0)2
(
1 +
α0
4
log
TΛ
T
)−2
. (142)
5.4.2. Dissipative Coefficients
In the remainder of the section, we study the dissipative hydrodynamic coefficients. First, on general
grounds we anticipate that these dissipative coefficients will scale as η ∼ σq ∼ α−2, up to logarithmic
factors. The reason for this is two-fold. Firstly, we saw in Section 4 that hydrodynamics is a derivative
expansion in the small parameter k`ee, where k is the wave number of spatial variations and `ee is the mean
free path. Because dissipative coefficients like η and σq show up at first order in the gradient expansion,
we obtain η, σq ∼ `ee. We can estimate `ee ∼ vFτee, where τee is the typical lifetime of quasiparticles.
In Section 5.2, we estimated that τee ∼ α−2 (up to possible logarithms). Hence we find that at weak
coupling (α→ 0), viscosity becomes very large, while at strong coupling (α ∼ 1) viscosity is small.
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Why is it viscosity – a hydrodynamic, collective effect – is largest when interactions are weak? In
Section 4.3, we showed that the diffusion constant of transverse momentum was proportional to shear
viscosity. For example, assuming that momentum is “randomly” exchanged during collisions, we estimate
the diffusion constant D ∼ vF`ee by dimensional analysis: vF is the velocity of the particles carrying
away the momentum from a “source”, and `ee is the typical distance they travel before being scattered.
The weaker interactions are, and the larger `ee becomes, the farther particles can travel before they get
scattered. This is why viscosity is so large for a weakly interacting quantum gas. For contrast, some
of the most viscous classical liquids that we know are very strongly interacting; their viscosity is high
because they are closer to a crystallization or jamming/glassy transition [142].
Let us now provide more quantitative results, beginning with the properties of graphene in the Fermi
liquid limit (µ  kBT ). As we noted in Section 4.4, in the Fermi liquid we can neglect the distinction
between charge and energy conservation (and imbalance) to leading order in kBT/µ. Therefore, the most
important dissipative coefficients are the viscosities η and ζ. Firstly, on general grounds we expect that
ζ ≈ 0 as graphene is an approximately scale invariant quasirelativistic plasma [143]. Secondly, due to the
rapid enhancement of the phase space of scattering in a 2d Fermi liquid, one finds that [144, 145, 146, 147]
1
τee
∼ T
2
log(kBT/µ)
. (143)
Based on the general arguments above, we might expect that η ∼ 1/τee. However, this turns out to not be
true. The dominant collisions in a 2d Fermi liquid are either “head on” collisions where two quasiparticles
of nearly opposite momenta scatter into two other quasiparticles of nearly opposite momenta [148, 149],
or collinear scattering. The logarithmic enhacement in (143) can be traced to collinear scattering, but
such collisions do not efficiently dissipate transverse momentum. Thus, it turns out that in graphene the
shear viscosity is [143]
η ≈ 3
64piα2 logα−1
~µ2|n|
(kBT )2
. (144)
It may even be possible that η is enhanced to scaling as T−2(log(µ/kBT ))2 [150] in certain 2d Fermi
liquids, due to possible further suppression of head on collisions [151]. The T−2 scaling of dissipative
coefficients is a classic result of Fermi liquid theory [152].
Earlier, we (correctly) observed that σq will be negligible in the Fermi liquid limit. However, it may
still useful to keep track of the first non-zero correction to σq in T/µ. The reason is simple: as discussed
below (58), a textbook (Galilean-invariant) fluid [5] has a dissipative coefficient κq, related to the flow
of heat, in the absence of momentum flow, in a temperature gradient. A Galilean-invariant Fermi liquid
has κq ∼ Tτee ∼ 1/T [152]. Making the frame choice (58), we then expect from the form of (62) that
σq ∼ T 0. Although not directly stated, the authors of [109] indeed find this T -dependence of σq in an
explicit calculation.
Next we turn to the Dirac fluid regime (µ kBT ). In this regime, one finds that [109, 110, 132]
σq ≈ 0.12
α(T )2
e2
~
. (145)
It is not easy to directly measure this result experimentally, unfortunately: as we will see in later sections,
the experimentally measured conductivity is also affected by (e.g.) disorder. If we assume that the
imbalance mode is also conserved, then we must compute the other coefficients of the matrix σabq . At the
neutrality point, one finds that off-diagonal components of this matrix vanish, and
σimbq ≈
5.3
α(T )2
e2
~
. (146)
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Figure 8: Fluid flow through a narrow channel of width w.
One also finds a very small value for the viscosity at the neutrality point [153]:
η ≈ 0.45(kBT )
2
~v2Fα2
. (147)
Note that while α and vF are temperature-dependent, vFα is temperature-independent. When α ∼ 1, one
finds that η/s ∼ ~/kB, as is typical of a strongly coupled quantum fluid [154]. Finally, as in the Fermi
liquid, we find that ζ ≈ 0.
Transport in the Fermi Liquid6
In this section, we now turn to the experimentally observable consequences of viscous fluid flow. We focus
on the Fermi liquid regime where µ  kBT . We also assume a “mean field” treatment of disorder, and
do not consider an inhomogeneous charge puddle landscape. The equations that we must solve, subject
to appropriate boundary conditions, were derived in Section 4:
∂iδvi = 0, (148a)
n∂iδµ− η∂j∂jδvi = −+ P
τimp
δvi. (148b)
One crucial property of these equations is that they contain only a single true “fit” parameter, the viscosity
η. The density n is measured experimentally, and (+ P )/τimp is also measured experimentally through
the (temperature-dependent) dc conductivity, via (96). The hydrodynamic equations (148) provide clear
and direct predictions for experiments, which we detail in this section.
To the extent that generic collisions should not have additional conservation laws besides charge and
momentum (we saw in Section 4.4 that energy conservation is mostly irrelevant in a Fermi liquid), we
caution that this universality is only true when the electronic mean free path `ee is very small compared to
all other length scales. When `ee is comparable to other length scales, the dynamics of correlated electrons
can become much more exotic, obtaining sensitive dependence on the details of the Fermi surface [26].
Due to the simplicity of the Fermi surface, however, we expect that graphene is a very good candidate
material for observing the simple viscous hydrodynamics described in Section 4.4.
6.1 Flow Through Narrow Channels
The simplest signature of hydrodynamics in the Fermi liquid occurs in the flow of an electron fluid through
a narrow channel, driven by an electric field: see Figure 8. We postulate that the flow is independent
of position x along the channel, which is sensible if the channel is long. In the presence of an external
electric field, ∂iP = −nEi, and so the x-component of (88) reads
− ∂2yvx =
n
η
Ex − 1
λ2
vx. (149)
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Interestingly, a similar equation shows up in magnetohydrodynamics in the Hartmann flow geometry (see
e.g. [155]). This equation can be exactly solved for various boundary conditions. Let us focus on two: (i)
if the velocity is pinned to zero at the edges of the channel at y = ±w/2 (“no slip”), then by symmetry
we conclude that the solution is given by
vx =
nτ
+ P
Ex
(
1− cosh(
y
λ)
cosh( w2λ)
)
. (150)
We will discuss the physics of this solution shortly. (ii) if the momentum flux through the boundary is
fixed to zero (“no stress”), then
Txy = −η∂yvx
(
y = ±w
2
)
= 0. (151)
We can see by inspection that, in this case, the solution to the equations of motion is
vx =
nτ
+ P
Ex. (152)
An experimentally easy quantity to measure is the resistance per unit length R of this channel:
R = Ex
 w/2∫
−w/2
dy nvx(y)

−1
. (153)
Using the results above we find
R =

1
σdc(w − 2λ tanh( w2λ))
no slip
1
σdcw
no stress
, (154)
with σdc defined in (96). Let us now discuss the physical consequences of hydrodynamics. If there are no
stress boundary conditions, then the flow down the channel is perfectly Ohmic: the second row of (154)
is what one finds by solving Ohm’s law in a channel of width w. The fluid hardly feels the boundary at
all. However, with no slip boundary conditions, the fluid is pinned to the boundary at the edges of the
channel. Because the fluid is viscous, the stationary fluid at the edges of the channel “pulls back” on the
fluid that tries to flow down the center of the channel. Hence, the resistance increases as the effective
width of the channel becomes smaller. To be more quantitative, we have seen in Section 4.6.2 that the
length scale λ controls the onset of viscous effects in a momentum relaxing fluid. When w  λ, one might
expect that the flow is approximately Ohmic, but in an channel of effective width w − 2λ – there is a
region of size λ on each end of the channel where viscous drag effectively forbids current from flowing.
The explicit computation (154) confirms this. When w . λ, then the viscous drag effects permeate the
whole channel. Then one finds
R = 12λ
2
σdcw3
=
12η
n2w3
. (155)
Now the resistance is much more sensitive to the width of the channel than before. This limit is famous in
the fluid dynamics literature, where it goes by the name of Poiseuille flow [5]. The velocity profile vx(y)
is approximately parabolic:
vx(y) ≈ nEx
2η
(
w2
4
− y2
)
. (156)
Furthermore, the resistance is proportional to the viscosity alone, and is finite even when τ = ∞. Such
effects were first noted by Gurzhi over 50 years ago [19], and this is sometimes called the Gurzhi effect.
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The most dramatic experimental signature of the Gurzhi effect (155) is the fact that
∂R
∂T
< 0, (157)
because (up to logarithms) η ∼ T−2 in a Fermi liquid (see (144)). This result violates a “theorem” of
the conventional theory of semiclassical transport [156], where adding more microscopic collisions always
increases the resistivity; the resolution of this paradox is discussed in some detail in [26]. Although the
prediction (157) was made for viscous electron flows (in Fermi liquids), it was not seen for a long time, and
so historically there has been almost no interest in the hydrodynamic theory of transport in condensed
matter physics. However, (155) also predicts interesting width dependence of R, which can also serve as
an important experimental signature.
In order to see the effects of viscous flow in such channels, one needs to allow for momentum dissipation
at the edges of the channel. Are such boundary conditions generic in metals? A simplistic answer would
be yes – atomically rough edges could act as microscopic impurities, allowing for electrons to lose their
momentum at the edges of the channel. We will discuss this question in more detail from a microscopic
perspective in Section 6.4.1. Experimentally, it is not definitively known what the correct boundary
conditions are. The answer is likely sensitive to the material at hand, and perhaps even to details of
device fabrication. There are reasons to believe that in graphene no stress boundary conditions are
more appropriate: in strong magnetic fields, quasiparticle orbits have been imaged which scatter almost
perfectly off of the boundary [157]. This suggests that graphene has atomically smooth edges, which
(under pristine conditions) has been observed experimentally [158].
There is some experimental evidence of viscous electron flow through narrow channels, but we defer
discussion to Section 6.4.1.
6.2 Flow Through Constrictions
We now turn to a slightly different set-up: flows through constrictions or narrow openings into a broader
region of fluid. The simplest example of such a flow is depicted in the top panel of Figure 9; this
set-up was considered in [159]. Fluid flows from a region of high chemical potential to a region of
lower chemical potential through a constriction of width w. We assume that the current is blocked
from flowing away from the constriction by an infinitely thin barrier (of course, this is a mathematical
simplification). Neglect momentum-relaxing electronic collisions, we simply need to solve (92) in the limit
λ = ∞, subject to suitable boundary conditions. The solution of the problem is rather technical and
relies on techniques from complex analysis, and we will not describe it here. The bottom panel of Figure
9 shows the current distribution through the constriction: in the hydrodynamic regime of flow, it is given
by J(x) ∝√(w/2)2 − x2, where x is the distance from the center of the constriction.
The simplest thing to measure, however, is again the total electrical resistance R, defined as the ratio
of the voltage difference (far from the constriction) between the top and bottom half planes, divided by
the current flowing through the constriction. One finds [159]
R =
32η
pie2n2w2
. (158)
This formula is somewhat similar to (155), up to the difference in the power of w. The smaller power of
w appearing here is a consequence of the fact that the constriction is infinitely thin, while the channel
is infinitely thick. Many of the same signatures of viscous flow that can, in principle, be seen in flows
through narrow channels are the same signatures of viscous flows through constrictions: most notably,
the temperature dependence R ∼ T−2. However, as we will see in Section 6.4.1, the flow through a
constriction has proven a more useful setting to look for signatures of viscous flows experimentally.
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Fig. 1. (A) Current streamlines (black) and potential color map for viscous
flow through a constriction. Velocity magnitude is proportional to the den-
sity of streamlines. Current forms a narrow stream, avoiding the bound-
aries where dissipation occurs and allowing the resistance, Eq. 1, to drop
below the ballistic limit value. (B) Current distribution in the constriction
for different carrier collision mean-free-path values. The distribution evolves
from a constant in the ballistic regime to a semicircle in the viscous regime,
Eq. 10, illustrating the interaction-induced streaming effect. Parameters
used are L= 3w and b= 105v. The distributions are normalized to unit
total current. A Fourier space filter was used to smooth out the Gibbs phe-
nomenon.
scatterers spaced by a distance L, the typical time of momen-
tum transfer is ⌧ ⇠L2/⌫⇡L2/vT `, whereas, for an ideal gas, this
time is ⌧ 0=L/vT , where vT is thermal velocity and ` is the mean
free path. For `⌧L, the viscous time ⌧ is much longer than the
ballistic time ⌧ 0.
The peculiar correlations originating from fast particle colli-
sions in proximity to scatterers can be elucidated by a spatial
argument: Particle collisions near a scatterer reduce the aver-
age velocity component normal to the scatterer surface, v?,
which slows down themomentum loss rate per particle,mv v?/L.
Momentum exchange makes particles flow collectively, on aver-
age staying away from scatterers and thus lowering the resistance.
The viscosity-induced drop in resistance can be used as a vehi-
cle to overcome the quantum ballistic limit for electron conduc-
tion. Indeed, we can compare the values Rvis and Rball by putting
them in a Drude-like form R=m/ne2⌧ , with m as the carrier
mass and ⌧ as a suitable momentum relaxation time. Eq. 1 can
be modeled in this way using the time of momentum diffusion
across the constriction ⌧ =w2/⌫, whereas Rball can be put in a
similar form with ⌧ 0=w/vF as the flight time across the constric-
tion. Estimating ⌫= 1
4
vF lee, we see that Eq. 1 predicts resistance
below the ballistic limit values so long as ⌧ & ⌧ 0, i.e., in the hydro-
dynamic regime w & lee.
Understanding the behavior at the ballistic-to-viscous cross-
over is a nontrivial task. Here, to tackle the crossover, we use a
kinetic equation with a simplified ee collision operator chosen in
such a way that the relaxation rates for all nonconserved harmon-
ics of momentum distribution are the same. This model provides
a closed-form solution for transport through VPC for any ratio of
the length scales w and lee, predicting a simple additive relation
GVPC =Gball +Gvis. [3]
This dependence, derived from a microscopic model, interpo-
lates between the ballistic and viscous limits, w⌧ lee and w  lee,
in which the terms Gball and Gvis, respectively, dominate.
The Hydrodynamic Regime
We start with a simple derivation of the VPC resistance in Eq. 1
using the model of a low-Reynolds electron flow that obeys the
Stokes equation (29).
(⌘r2   (ne)2⇢)v(r)=ner (r). [4]
Here  (r) is the electric potential, ⌘ is the viscosity, and the sec-
ond term describes ohmic resistivity due to impurity or phonon
scattering. Our analysis relies on a symmetry argument and
invokes an auxiliary electrostatic problem. We model the con-
striction in Fig. 1A as a slit w
2
< x < w
2
, y =0. The y! y sym-
metry ensures that the current component jy is an even function
of y whereas both the component jx and the potential   are odd
in y . As a result, the quantities jx and   vanish within the slit
at y =0. This observation allows us to write the potential in the
plane as a superposition of contributions due to different current
elements in the slit,
 (x , y) =
Z w
2
  w
2
dx 0R(x   x 0, y)j (x 0), [5]
where the influence function R(x , y)=  (y2 x2)
(x2+y2)2
describes
potential in a half-plane due to a point-like current source at the
edge, obtained from Eq. 4 with no-slip boundary conditions and
⇢=0 (30). Here  = 2⌘
⇡(en)2
, and, without loss of generality, we
focus on the y > 0 half-plane.
Crucially, rather than providing a solution to our problem, the
potential-current relation Eq. 5 merely helps to pose it. Indeed,
a generic current distribution would yield a potential that is not
constant inside the slit. We must therefore determine the func-
tions j (x ) and  (x , y) self-consistently, in a way that ensures that
the resulting  (x , y) vanishes on the line y =0 inside the slit.
Namely, Eq. 5 must be treated as an integral equation for an
unknown function j (x ). Denoting potential values at the half-
plane y   0 edge as  +0(x )= (x , y)y=+0, we can write the rela-
tion Eq. 5 as
 +0(x ) =   
2
Z 1
 1
dx 0

j (x 0)
(x   x 0 + i0)2 +
j (x 0)
(x   x 0   i0)2
 
, [6]
where j (x ) is the current y component, which is finite inside and
zero outside the interval [ w
2
, w
2
].
A solution of this integral equation such that  +0(x ) vanishes
for all w
2
< x < w
2
can be obtained from a 3D electrostatic prob-
lem for an ideal-metal strip of width w placed in a uniform exter-
nal electric field E0= xˆ. The strip is taken to be infinite, zero
thickness, and positioned in the Y =0 plane such that
 w
2
< X <
w
2
, Y =0,  1 < Z <1 [7]
(for clarity, we denote 3D coordinates by capital letters). Poten-
tial  3D(X ,Y ) is a harmonic function, constant on the strip and
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Figure 9: Top panel: the chemical potential of the electron fluid as current flow from the top
to the bottom through a narrow c nstricti n of width w The curved black lines denote the
streamlines along which elements of fluid will flow. Bottom panel: the spatial distribution of the
electrons as they flow through the constriction; different lines correspond to different ratio `ee/w.
In the ballistic limit, the non-interacting electrons are equally likely to be found anywhere in
the constriction, but in the viscous regime they are clustered at the center of the constriction.
The wiggles in the ballistic regime of the lower panel are a consequence of th runcation of the
kinetic equations described in Section 6.4, and should not detract from the physics. Figure taken
from [159] with permission.
An alternative way to measure the impa t of viscosity on t ansport may be to study the flow around
a circular obstacle [160, 161, 125, 162]. Here, one measures the resistance associated with the obstacle is
proportional to viscosity, similar to (158).
6.2.1. Negative Nonlocal Resistance
A slight variation on the flow t rough a single constriction is the flow of current betw en a na row source
and a narrow drain [105, 163]. The precise nature of such a flow depends on the specific geometry studied.
The simplest case is depicted in Figure 10: a source and drain of current re located on opposite sides of
an infinitely long slab of width W . Solving the momentum-relaxing Navier-Stokes equation (88), one finds
two qualitatively different behaviors depending on whether the momentum relaxation length λ is large or
small compared to W . If λ  W , then the flow of current is essentially Ohmic, and the electrochemical
potential (and thus voltage measured) will decrease monotonically along flow lines from source to drain.
However, if λ  W , momentum relaxation is negligible and one typically finds sign-changing voltage
profiles, as shown in Figure 10. The observation of such negative nonlocal resistance is a key signature
that Ohmic transport theory is not applicable. Another important, possibly experimentally accessible
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Figure 1 | Current streamlines and potential map for viscous and ohmic
flows.White lines show current streamlines, colours show electrical
potential, arrows show the direction of current. a, Mechanism of a negative
electrical response: viscous shear flow generates vorticity and a backflow
on the side of the main current path, which leads to charge buildup of the
sign opposing the flow and results in a negative nonlocal voltage.
Streamlines and electrical potential are obtained from equation (5) and
equation (6). The resulting potential profile exhibits multiple sign changes
and±45  nodal lines, see equation (7). This provides directly measurable
signatures of shear flows and vorticity. b, In contrast, ohmic currents flow
down the potential gradient, producing a nonlocal voltage in the
flow direction.
Corbino disc9. These proposals, however, rely on fairly complex
a.c. phenomena originating from high-frequency dynamics in the
electron system. In each of these cases, as well as in those of
refs 8,20, a model-dependent analysis was required to delineate the
e ects of viscosity from ‘extraneous’ contributions. In contrast, the
nonlocal d.c. response considered here is a direct manifestation
of the collective momentum transport mode which underpins
viscous flow, therefore providing an unambiguous, almost textbook,
diagnostic of the viscous regime.
A nonlocal electrical response mediated by chargeless modes
was found recently to be uniquely sensitive to quantities which
are not directly accessible in electrical transport measurements, in
particular spin currents and valley currents25–27. In a similarmanner,
the nonlocal response discussed here gives a diagnostic of viscous
transport, which is more direct and powerful than any approaches
based on local transport.
There are several aspects of the electron system in graphene that
are particularly well suited for studying electronic viscosity. First,
the momentum-nonconserving Umklapp processes are forbidden
in two-body collisions because of graphene’s crystal structure and
symmetry. This ensures the prominence of momentum conserva-
tion and associated collective transport. Second, although carrier
scattering is weak away from charge neutrality, it can be enhanced
by several orders of magnitude by tuning the carrier density to the
neutrality point. This allows one to cover the regimes of high and low
viscosity, respectively, in a single sample. Last, the two-dimensional
structure and atomic thickness makes the electronic states in
graphene fully exposed and amenable to sensitive electric probes.
To show that the timescales are favourable for the
hydrodynamical regime, we will use parameter values estimated
for pristine graphene samples which are almost defect free, such
as freestanding graphene28. Kinematic viscosity can be estimated
as the momentum di usion coe cient ⌫ ⇡ (1/2)v2F   1ee , where
 ee is the carrier–carrier scattering rate, and vF = 106 m s 1 for
graphene. According to Fermi-liquid theory, this rate behaves as
 ee⇠ (kBT )2/EF in the degenerate limit (that is, away from charge
neutrality), which leads to large ⌫ values. Near charge neutrality,
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Figure 2 | Nonlocal response for di￿erent resistivity-to-viscosity ratios
⇢/⌘. Voltage V(x) is plotted at a distance x from current leads obtained
from equation (12) for the set-up shown in the inset. The voltage is positive
in the ohmic-dominated region at large |x| and negative in the
viscosity-dominated region closer to the leads (positive values at even
smaller |x| reflect the finite contact size a⇡0.05w used in simulation).
Viscous flow dominates up to fairly large resistivity values, resulting in the
negative response persisting up to values as large as ⇢(enw)2/⌘⇡ 120.
Positive and negative voltage regions are marked by blue and pink,
respectively. Nodal points, marked by arrows, are sensitive to the ⇢/⌘ value,
which provides a way to directly measure viscosity (see text).
however, the rate  ee grows and ⌫ approaches the AdS/CFT limit—
namely s~/4⇡kB, where s is entropy density. Refs 12,23 estimate
this rate as  ee ⇡A↵2kBT/~, where ↵ is the interaction strength.
For T = 100K, assuming EF= 0 and approximating the prefactor
as A⇡ 1 (refs 12,23), this predicts characteristic times as short as
   1ee ⇡80fs. Disorder scattering can be estimated from themeasured
mean free path values, which reach a few microns at large doping29.
Using the momentum relaxation rate square-root dependence
on doping,  p / n 1/2, and estimating it near charge neutrality,
n. 1010 cm 2, gives times    1p ⇠ 0.5 ps which are longer than the
values    1ee estimated above. The inequality  p⌧  ee justifies our
hydrodynamical description of transport.
Momentum transport in the hydrodynamic regime is described
by the continuity equation for momentum density,
@t pi+@jTij=  ppi, Tij=P ij+µvivj+T (v)ij (1)
where Tij is the momentum flux tensor, P and µ are pressure and
mass density, and v is the carrier drift velocity. The quantity  p,
introduced above, describes electron-lattice momentum relaxation
due to disorder or phonons, which we will assume to be small
compared to the carrier scattering rate. We can relate pressure to
the electrochemical potential   through P=eR nn0  (n0)dn0. Herewe work at degeneracy, EF  kBT , ignoring the entropic/thermal
contributions, and approximating P ⇡ e(n   n0)  , with n the
particle number density. While carrier scattering is suppressed at
degeneracy as compared to its value at EF = 0, here we assume
that the carrier-carrier scattering remains faster than the disorder
scattering, as required for the validity of hydrodynamics. Viscosity
contributes to the momentum flux tensor through
T (v)ij =⌘(@ivj+@jvi)+(⇣  ⌘)@kvk ij (2)
where ⌘ and ⇣ are the first and second viscosity coe cients.
For drift velocities smaller than plasmonic velocities, transport in
charged systems is described by an incompressible flow with a
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Figure 10: The voltage or che ical potential of a Fermi liquid in the viscous (top) or Ohmic
(bottom) regime. In the Ohmic regime, the potential is a monotonically decreasing function from
source to drain, while in the viscous regime the voltage drop is strongest just to the sides of the
source. This negative nonlocal resistance is not possible in an Ohmic limit. Figures taken from
[163] with permission.
difference between Ohmic/viscous transport arises from studying local Joule heating [163].
Perhaps a more direct signature of viscous current flow is the “backflow” of current, or the formation
of vortices. The arrows in Figure 10 depict the formation of vortices in such a setup. A natural question
is whether vortices always form whenever nonlocal resistance is obtained. Unfortunately, the answer is no
[164, 165]. Negative nonlocal resistance is often observed in viscous regimes near the source or drain of
current, and is not necessarily sensitive to the locations of other boundaries or sources [165]. In contrast,
the existence of vortices is found to be much more sensitive to global boundary conditions. Intuitively,
vortices form when the fluid flow can interfere with itself as it flows around the geometry. Some geometries
turn out to only exhibit backflow with a large enough viscosity η, whereas others have backflow for any
η 6= 0 [165].
Another subtlety with predicting vortex flow from nonlocal resistance measurements is that multiple
current distributions, obeying different boundary conditions, can lead to the same potential distributions
[164]. A measurement of nonlocal negative resistance is not sufficient to predict the current flow. This
is a consequence of the fact that (92) is a fourth order differential equation, and not second order as
in the Ohmic case. Different current distributions that lead to the same potential distribution can be
distinguished by a magnetic field [164].
This negative nonlocal resistance has been observed experimentally in graphene [14], using the geom-
etry depicted in Figure 11. For the most part, we observe that a critical temperature is required before
the onset of nonlocal resistance. This is consistent with the intuition that hydrodynamic, viscous effects
are necessary to see this negative voltage, although we note that ballistic effects can also give negative
voltages [165]. At higher temperatures, electron-phonon scattering becomes non-negligible and transport
becomes phonon-dominated and conventional. Finally, observe that there is no nonlocal resistance in the
Dirac fluid (n ≈ 0). We will explain why this is so at the start of Section 7.
Using their experimental data, the authors of [14] estimated the dynamical viscosity of the graphene
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Negative local resistance caused
by viscous electron backflow
in graphene
D. A. Bandurin,1 I. Torre,2 R. Krishna Kumar,1,3 M. Ben Shalom,1,4 A. Tomadin,5
A. Principi,6 G. H. Auton,4 E. Khestanova,1,4 K. S. Novoselov,4 I. V. Grigorieva,1
L. A. Ponomarenko,1,3 A. K. Geim,1* M. Polini7*
Graphene hosts a unique electron system in which electron-phonon scattering is extremely
weak but electron-electron collisions are sufficiently frequent to provide local equilibriumabove
the temperature of liquid nitrogen. Under these conditions, electrons can behave as a viscous
liquid and exhibit hydrodynamic phenomena similar to classical liquids. Here we report
strong evidence for this transport regime.We found that doped graphene exhibits an anomalous
(negative) voltage drop near current-injection contacts, which is attributed to the formation
of submicrometer-sizewhirlpools in the electron flow.The viscosityof graphene’s electron liquid
is found to be ~0.1 square meters per second, an order of magnitude higher than that of honey,
in agreement with many-body theory. Our work demonstrates the possibility of studying
electron hydrodynamics using high-quality graphene.
T
he collective behavior of many-particle sys-
tems that undergo frequent interparticle
collisions has been studied for more than
two centuries and is routinely described
by the theory of hydrodynamics (1, 2). The
theory relies only on the conservation of mass,
momentum, and energy and is highly successful
in explaining the response of classical gases and
liquids to external perturbations that vary slowly
in space and time. More recently, it has been
shown that hydrodynamics can also be applied
to strongly interacting quantum systems, includ-
ing ultrahot nuclear matter and ultracold atomic
Fermi gases in the unitarity limit (3–6). In prin-
ciple, the hydrodynamic approach can also be
used to describe many-electron phenomena in
condensed matter physics (7–13). The theory be-
comes applicable if electron-electron scattering
provides the shortest spatial scale in the prob-
lem, so that ‘ee ≪W, ‘, where ‘ee is the electron-
electron scattering length,W is the characteristic
sample size, ‘ ≡ nFt is themean free path, nF is the
Fermi velocity, and t is the mean free time with
respect to momentum-nonconserving collisions,
such as those involving impurities and phonons.
The above inequalities are difficult to meet exper-
imentally. At low temperatures (T), ‘ee varies ap-
proximately ºT −2, reaching a micrometer scale
at liquid helium T (14), which necessitates the
use of ultraclean systems to satisfy ‘ee ≪ ‘. At higher
T, electron-phonon scattering rapidly reduces ‘.
However, for two-dimensional (2D) systems in
which acoustic phonon scattering dominates, ‘
decays onlyºT –1, slower than ‘ee, which should
in principle allow the hydrodynamic description
to apply over a certain temperature range, until
other phonon-mediated processes become im-
portant. So far, there has been little evidence for
hydrodynamic electron transport. An exception
is an early work on 2D electron gases in ballistic
devices (‘ ~ W) made from GaAlAs heterostruc-
tures (15). These devices exhibited nonmonotonic
changes in differential resistance as a function of a
large applied current I, whichwas used to increase
the electron temperature (making ‘ee short) while
the lattice temperature remained low (allowing
long ‘). The nonmonotonic behavior was attri-
buted to the Gurzhi effect, a transition between
Knudsen (‘ee ≫ ‘) and viscous electron flows (7, 15).
Another possible hint about electron hydrody-
namics comes from an explanation (16) of the
Coulomb drag measured between two graphene
sheets at the charge neutrality point (CNP) (17).
Here we address electron hydrodynamics by
using a special measurement geometry (Fig. 1)
that amplifies the effects of the shear viscosity n
and, at the same time, minimizes a contribution
from ballistic effects that can occur not only in
the Knudsen regime but also in viscous flows in
graphene. A viscous flow can lead to vortices ap-
pearing in the spatial distribution of the steady-
state current (Fig. 1, A and B). Such “electron
whirlpools” have a spatial scaleDn ¼ ffiffiffiffintp , which
depends on electron-electron scattering through
n and on the electron system’s quality through t
(18). To detect the whirlpools, electrical probes
should be placed at a distance comparable to Dn.
By using single- and bi-layer graphene (SLG and
BLG, respectively) encapsulated between boron
nitride crystals (19–21), we were able to reach a
Dn of 0.3 to 0.4 mm thanks to the high viscosity of
graphene’s Fermi liquid and its high carrier
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Fig. 1. Viscous backflow in doped graphene. (A and B) The calculated steady-state distribution of a
current injected through a narrow slit for (A) a classical conducting medium with zero n and (B) a viscous
Fermi liquid. (C) Optical micrograph of one of our SLG devices.The schematic explains the measurement
geometry for vicinity resistance.The top gate electrode appears in white and the mesa, which is etched in
encapsulated graphene and not covered with ametal, appears in purple. Mixed colors at the periphery are
areas of metallic contacts on top of the mesa. (D and E) Longitudinal conductivity sxx and Rv as a function
of n, induced by applying gate voltage. The dashed curves in (E) show the contribution expected from
classical stray currents in this geometry (18). I = 0.3 mA; L = 1 mm;W = 2.5 mm.
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mobility m, even at high T. Such a largeDn, which
is unique to graphene, nevertheless necessitates
submicron resolution to probe the electron back-
fl w. To this end, we f bricated multiterminal
Hall barswithnarrow (~0.3mm)andclosely spaced
(~1 mm) voltage probes (Fig. 1C and fig. S1). De-
tails of the device fabrication are given in (18).
All our devices were first characterized in the
standard geometry by applying I along the main
channel and using side probes for voltage mea-
surements. The typical behavior of longitudinal
conductivity sxx at a few characteristic values of
T is shown in Fig. 1D. At liquid helium T, the de-
vices exhibited m ~ 10 to 50 m2 V−1 s−1 for carrier
concentrations n over a wide range of the order
of 1012 cm−2, and m remained above 5 m2 V−1 s−1
up to room T (fig. S2). Such values of m allow
ballistic transport with ‘ > 1 mm at T < 300 K. At
T ≥ 150 K, ‘ee decreases to 0.1 to 0.3 mm over the
same range of n (figs. S3 and S4) (22, 23). This
allows the essential condition for electron hydro-
dynamics (‘ee ≪ W, ‘) to be satisfied within this
temperature range. If one uses the conventional
longitudinal geometry of electricalmeasurements,
viscosity has little effect on sxx (figs. S5 to S7),
essentially because the flow in this geometry is
uniform, whereas the total momentum of the
moving Fermi liquid is conserved in electron-
electron collisions (18). The only evidence for
hydrodynamics that we could find in the longi-
tudinal geometry was the Gurzhi effect that ap-
peared as a function of the electron temperature,
which is controlled by applying large I, similar to
the observations in (15) (fig. S8).
To look for hydrodynamic effects, we used the
geometry shown in Fig. 1C. In this setup, I is
injected through a narrow constriction into the
graphene bulk, and the voltage drop Vv is mea-
sured at the nearby side contacts located at the
distance L ~ 1 mm away from the injection point.
These can be considered as nonlocal measure-
ments, although the stray currents are not ex-
ponentially small (dashed curves in Fig. 1E). To
distinguish from the proper nonlocal geometry
(24), we refer to the linear-response signal mea-
sured in our geometry as vicinity resistance, Rv =
Vv/I. The idea is that, in the case of a viscous
flow, whirlpools emerge as shown in Fig. 1B, and
their appearance can then be detected as sign
reversals of Vv, which is positive for the con-
ventional current flow (Fig. 1A) and negative for
viscous backflow (Fig. 1B). Figure 1E shows ex-
amples of Rv for the same SLG device as in Fig.
1D, and other SLG and BLG devices exhibited
similar behavior (18). Away from the CNP, Rv is
negative over a wide range of intermediate T,
despite an expected substantial offset due to stray
currents. Figure 2 details our observations fur-
ther by showing maps of Rv(n,T) for SLG and
BLG. The two Fermi liquids exhibited somewhat
different behavior, reflecting their different elec-
tronic spectra, but Rv was negative over a large
range of n and T for both. Twomore Rv maps are
provided in fig. S9. In total, seven multiterminal
devices with W ranging from 1.5 to 4 mm were
investigated, showing vicinity behavior that was
highly reproducible both for different contacts
on the same device and for different devices, in-
dependently of theirW, although we note that the
backflow was more pronounced for devices with
the highest m and lowest charge inhomogeneity.
The same anomalous vicinity response was
also evident when we followed the method of
(15) and used the current I to increase the elec-
tron temperature. In this case, Vv changed its
sign as a function of I from positive to negative to
positive again, reproducing the behavior ofRvwith
increasing T of the cryostat (fig. S10). Comparing
figs. S8 and S10, it is clear that the vicinity ge-
ometry strongly favors the observation of hydro-
dynamic effects: The measured vicinity voltage
changed its sign, whereas in the standard geom-
etry, the same viscosity led only to relatively
small changes in dV/dI. We also found that the
magnitude of negative Rv decayed rapidly with L
(fig. S11), in agreement with the finite size of
electron whirlpools.
Negative resistances can in principle arise from
other effects, such as single-electron ballistic trans-
port (‘ee ≫ ‘) or quantum interference (18, 20, 24).
The latter contribution is easily ruled out, because
quantumcorrections rapidlywash out at T > 20 K
and have a random sign that rapidly oscillates
as a function of magnetic field. Also, our numeri-
cal simulations using the Landauer-Büttiker for-
malism and the realistic device geometry showed
1056 4 MARCH 2016 • VOL 351 ISSUE 6277 sciencemag.org SCIENCE
Fig. 2. Vicinity resist-
ance maps. (A and B)
Rv(n,T) for SLG and
BLG, respectively. The
black curves indicate
zero Rv. For each n
away from the CNP,
there is a wide range
of T over which Rv is
negative. For the SLG
device, W = 2.5 mm
and L = 1 mm; for the
BLG device, W =
2.3 mm and L = 1.3 mm.
All measurements for BLG presented in this work were taken with zero displacement between the graphene layers (18).
Fig. 3. Whirlpools in
electron flow. (A to C)
Calculated J(r) and ϕ(r)
for a ge metry similar to
that shown in Fig. 1C, with
the green bars indicating
voltage contacts. Dn =
2.3, 0.7, and 0 mm for (A),
(B), and (C), respectively.
Vortices are evident in the
top right corners of
(A) and (B), where the
current flow is in the
direction opposite to that
in (C), which shows the
case of zero viscosity.
In each panel, the current
streamlines also change
from white to black to
indicate that the current
density |J(r)| is lower to
the right of the injecting
contact.
2 µmI/σ0 -I/σ0 
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Figure 11: Left: experimental set-u of current source/dr in nd voltage probes for the nonlocal
resistanc measurements. Righ : measured nonlocal resistance as a function of temperat re T
and density n. Red denotes a p sitive, Ohmic resistance measurement; blue d note a negative,
viscous resista ce. Only in t e Fermi liquid, for t mperatures wher electro -electron scatter-
ing length is smaller than both the electron-impurity and electron-phonon scattering length, is
nonlocal resistance observed. Figures taken from [14] with permission.
Fermi liquid (for moderate doping) to be
ν ∼ 0.1 m
2
s
. (159)
This result is consistent with theoretical predictions discussed in Section 5.4. For comparison, the dy-
namical viscosity of water at room temperature is ν ∼ 10−6m2/s. ν is so large for electrons in graphene
due to both the weak electron-electr n interactions of the Fermi liquid, and the very high vF.
6.3 Viscometry
So far, we have discussed experiments that see clear hints of hydrodynamic flow, but for practical reasons
they turn out to be rather non-ideal measurements of the elec ronic viscos ty dir ctly. The essential
challenge is that (as we will see in great detail later) transport measurements are quite sensitive to
momentum relaxation, and it can be challenging to disentangle this effect.
So let us now briefly discuss a few alternative ideas for ow to measure the electronic viscosity of a
metal. One proposal which has received a lot of attention is the Dyakonov-Shur instability [166], which
occurs in a fluid with a uniform background velocity flow, subject to a pair of exotic boundary conditions
at the edges of the device (density n is fixed at one end of the flow, and current Jx is fix d at the oth r).
Such an instability, which would be experimentally observed via the detection of spontaneous ac current in
electronics, is a dramatic and surprising feature of fluid motion. It arises from the amplification of sound
waves as they reflect back and forth between the two walls, where very differe t boundary condi ions
are imposed [166]. Taking viscous dissipation into account, one estimates that within the hydrodynamic
limit, this effect is only visible when the background velocity v0 is large enough: [166]
v0 ≥ pi
2ν
8L
, (160)
with L the length of the device, and ν the dynamical viscosity. As we have noted previously, it is possible
to make v0 rather large in many metals, and so detection of this instability ought to e possible. (160)
gives a simple and unambiguous measure for the dy mical viscosity of the electron fluid, an so could
be a very precise viscometer, in theory. In practice, the usefulness of (160) will be limited by both
electron-impurity (momentum-relaxing) scattering. There is also debate in the literatur as to wheth r
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A Corbino disk viscometer for 2D quantum electron liquids
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The shear viscosity of a variety of strongly interacting quantum fluids, ranging from ultracold
atomic Fermi gases to quark-gluon plasmas, can be accurately measured. On the contrary, no
experimental data exist, to the best of our knowledge, on the shear viscosity of two-dimensional
quantum electron liquids hosted in a solid-state matrix. In this Letter we propose a Corbino disk
device, which allows a determination of the viscosity of a quantum electron liquid from the dc
potential di↵erence that arises between the inner and the outer edge of the disk in response to an
oscillating magnetic flux.
PACS numbers: 66.20.-d,47.80.-v,73.23.-b,71.10.-w
Introduction.—The shear viscosity ⌘, which describes the
di↵usion of the average momentum density orthogonally
to its direction, is one of the cornerstones of the hydro-
dynamic theory of fluids [1, 2]. The first estimate of
the shear viscosity of a dilute gas as a function of its
density and temperature was given by Maxwell in his
celebrated article on the “Dynamical Theory of Gases”.
He found that the shear viscosity of a dilute gas is inde-
pendent of its density, a counterintuitive result that he
felt needed immediate experimental testing [3]. Recent
years have witnessed a surge of interest in the viscous flow
of strongly interacting quantum fluids, for which hydro-
dynamics provides a powerful non-perturbative descrip-
tion [4]. Experimentally, the shear viscosity of quantum
liquids like 3He and 4He can be measured by a variety
of tools including capillary, rotation, and vibration vis-
cometers [5]. The shear viscosity of cold atomic gases
can be inferred from measurements of collective modes
or by looking at the expansion of the gas in a deformed
trap after the trapping potential is turned o↵ [6–8]. The
shear viscosity of quark-gluon plasmas can be extracted
from elliptic flow measurements at relativistic heavy-ion
colliders [9]. To the best of our knowledge, however,
no protocols exist for measuring the shear viscosity of
two-dimensional (2D) quantum electron liquids (QELs)
in solid-state matrices [10, 11]. This gap is truly sur-
prising in view of the large body of theoretical work [12]
that has been carried out in connection with the shear
viscosity of these systems. In this paper we try and fill
the gap by proposing a method to measure the viscosity
of electrons in a realistic experimental setup.
The concept of hydrodynamic viscosity ⌘ [1, 2, 4] be-
comes relevant in a regime of parameters in which the
electron liquid is well described by a quasi-equilibrium
distribution function characterized by slowly time-
dependent density and drift velocity—the local counter-
parts of globally conserved particle number and momen-
tum. In a solid-state device with linear dimension L
FIG. 1. (Color online) A viscometer for 2D quantum electron
liquids. The light gray surface represents the 2D electron
system, which is shaped into a Corbino disk geometry. The
intermediate green region represents a dielectric layer of thick-
ness d, which separates the 2D electron system from a back
gate (dark grey region). The internal hole of the Corbino disk
is threaded by an oscillating magnetic flux  (t) =  0 cos(⌦t),
which induces an azimuthal electric field E✓ˆ oscillating at the
same frequency ⌦. The magnitude of the azimuthal electric
field decreases as one goes from the inner to the outer rim.
The inner rim of the disk is grounded, while the outer rim
is free to adjust its voltage. A dc electrical potential energy
di↵erence  U appears between the inner and the outer rim in
response to the oscillating magnetic flux. The quantity  U
sensitively depends on the shear viscosity of the 2D electron
fluid and the frequency ⌦ of the magnetic flux.
this is ensured by the following chains of inequalities:
`ee ⌧ L ⌧ `p, where `ee is the mean free path be-
tween quasiparticle collisions [13] and the length scale
over which local thermodynamic equilibrium is achieved,
while `p is the length scale over which electron-impurity
and electron-phonon scattering break momentum con-
servation. It is well known [14–16] that the above in-
equalities are satisfied in highly-pure 2DQELs e.g. in
modulation-doped GaAs/AlGaAs semiconductor hetero-
junctions [10] for typical electron densities, in the tem-
perature range 5 K . T . 35 K, and for devices with
linear size 10 µm . L . 50 µm. In this range of param-
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FIG. 3. The dc potential energy di↵erence  U between outer
and inner rims of the Corbino disk as a function of the fre-
quency f = ⌦/(2⇡) of the oscillating magnetic flux  (t). Re-
sults in this plot have been obtained with the parameters as in
Eq. (6). Di↵erent curves correspond to di↵erent values of the
kinematic viscosity: ⌫ = 1.0 cm2/s (dashed line), 5.0 cm2/s
(dotted line), and 15.0 cm2/s (dash-dotted line). The solid
line represents the viscous-free analytical result in Eq. (5).
500 MHz (where the e↵ect the viscosity is practically
negligible) to 1 MHz. The profile of  U depends only
on the ratio of the viscosity to the average mass density
mn¯, i.e. the kinematic viscosity [1, 2]
⌫ =
⌘
mn¯
. (7)
By measuring the frequency dependence of U , subtract-
ing the frequency-independent background (5), and fit-
ting the theoretical curve to the experimental result one
can determine ⌫. In the remainder of this Letter we sup-
ply the main steps of the calculation of  U .
Hydrodynamic equations and their solution.—In the hy-
drodynamic regime, the response of the 2DQEL is gov-
erned by the Navier-Stokes equation [1, 2]
⇢(r, t) {@tv(r, t) + [v(r, t) ·rr]v(r, t)} =
  eE(r, t)n(r, t) rrP (r, t) + ⌘r2rv(r, t)
+ ⇣rr [rr · v(r, t)] ,
(8)
combined with the continuity equation
@tn(r, t) +rr · [n(r, t)v(r, t)] = 0 . (9)
Here, ⇢(r, t) = mn(r, t) is the mass density, P (r, t) is the
pressure, and ⇣ is the bulk viscosity, which we can ne-
glect here since it vanishes at long wavelengths [1, 13].
In Eq. (8) we have also included the contribution of the
electric field E(r, t). The azimuthal symmetry of the sys-
tem implies that all quantities depend on the radial coor-
dinate r only and that the derivatives with respect to the
azimuthal angle ✓ vanish. The radial component Erˆ(r, t)
of the electric field is given by Erˆ(r, t) =  rˆ@rU(r, t)/e
where the electric potential energy U(r, t) is obtained by
solving the Poisson equation in the CD geometry with a
constant boundary condition at the gate position z =  d.
If the typical wavelength of density fluctuations is larger
than d, it is easy to see that
U(r, t) '  e2n(r, t)/C , (10)
which immediately leads to Eq. (2). Finally, the pressure
gradient in Eq. (8) can be neglected when @P (n)/@n ⌧
e2n¯/C, i.e. when d   a?B/4. This inequality is always
well satisfied since a?B ⌘ ✏~2/(me2) is the material Bohr
radius, which is ⇠ 10 nm for GaAs.
The Navier-Stokes and continuity equations (8)-(9)
must be complemented by suitable boundary conditions
(BCs) expressed in terms of the flux density tensor [1, 2]
⇧i,k(r, t) = P (r, t) i,k+ ⇢vi(r, t)vk(r, t)  0i,k(r, t), where
 0i,k(r, t) is the viscous stress tensor. We require the ra-
dial di↵usion of azimuthal momentum, which is propor-
tional to the viscosity ⌘, to vanish at the outer and inner
rims of the CD, i.e.
 0r,✓(r, t)
  
r=rin
=  0r,✓(r, t)
  
r=rout
⌘ 0 . (11)
The o↵-diagonal component of the viscous stress tensor
reads  0r,✓ = ⌘(@rv✓ + @✓vr/r   v✓/r) [1, 2]. Because of
circular symmetry, the BCs (11) reduce to
@rv✓(r, t)|r=ri =
v✓(r, t)
r
    
r=ri
, (12)
where ri = rin, rout. Moreover, for the setup in Fig. 1, two
further BCs should be imposed. First, the radial compo-
nent of the current j(r, t) = n(r, t)v(r, t) must vanish at
the outer rim, where the CD is isolated. Second, the elec-
tric potential at the inner rim is fixed, hence the electron
density n(rin, t) at the inner rim of the CD must coin-
cide with the average value n¯ = eVG/C fixed by the gate
voltage VG.
We notice that the BCs (12) di↵er from the standard
“no-slip” BCs
v✓(r, t)|r=rin = v✓(r, t)|r=rout ⌘ 0 , (13)
which are commonly employed [1, 2] to describe fluid ad-
hesion to the walls of a container. While the use of the
BCs in Eq. (13) is not immediately justified in our case,
we have checked that the results in Fig. 3 do not change
qualitatively if the BCs in Eq. (13) are used instead of
those in Eq. (12). The agreement between the results ob-
tained with two di↵erent sets of BCs gives us confidence
in the robustness of the e↵ect illustrated in Fig. 3.
We solve Eqs. (8)-(9) by expanding the hydrodynamic
variables in powers of the amplitude  0 of the magnetic
flux [19]:
v(r, t) = v(0)(r, t) + v(1)(r, t) + [ v(r) + v(2)(r, t)] + . . .
n(r, t) = n(0)(r, t) + n(1)(r, t) + [ n(r) + n(2)(r, t)] + . . . ,
(14)
Figure 12: Left: the Corbino disk geometry, with time-dependent magnetic flux Φ(t), and
potential me surements across the disk. Right: the measured el ctric pote tial drop as a function
of frequency. The particular scales on the axes will vary from mat rial o material but the shape
of the curves is universal in the hydrodynamic limit. In particular, the drop in the voltage at
low frequency allows us to estimate the viscosity. Figures taken from [170] with permission.
this instability could reappear in the ballistic limit [167, 168], which may further complicate matters. A
discussion of this instability in graphene can be found in [169].
On interesting observation about the Dyakonov-Shur instability is that it relies on the nonlinear
structure of hydrodynamics. Another proposal for measuring ν that also relies on nonlinear terms in the
Navier-Stokes equations is to study the frequency dependent response of an electron fluid in the Corbino
disk geome ry: see Figure 12. Th inspiration for this measurement is two-fold. First, we note that
angular fluid flows cause to radial pressure (and hence voltage) drops: schematically,
∆P ∝
∫
dr vθ(r)
2. (161)
Secondly, we observe that vθ(r) will exponentially decay in a viscous flow oscillating with frequency ω on
length scales larger than
ξ =
√
ν
ω
. (162)
Then, the simple observation is that the pressure drop ∆P , computed in (161) will get much smaller once
ξ is small compared to the relative radii of the Corbino disk geometry. See Figure 12 for the quan itative
result found by solving the Navier-Stokes equations. In order to drive the fluid in such an angular flow,
one threads a time-dependent magnetic field through the center of the disk. Maxwell’s equations th n
apply a time-dependent angular electric field, even outside of the solenoid where the magnetic field is
threaded. This electrical forcing is useful as it allows us to only drive the electronic degrees of freedom.
Unfortunately, it is not easy to fabricate graphene in the annular shape required to realize such an
experiment, and so such a viscometer has not been created yet. A similar proposal in a different geometry
was recently given in [171].
One final way to measure the viscosity of an electron fluid in two dimensions is to study magneto-
transport. We will discuss this in more detail in Section 7.6, but let us emphasize for now that such a
viscometer is likely not going to give a quantitative measurement of η. However, it may be sufficient to
obtain the qualitative magnitude and temperature dependence of η. Along these lines, we note that a very
simple model of viscous electronic flow is able to explain certain non-trivial features of magnetotransport
in GaAs [172].
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6.4 The Ballistic-to-Hydrodynamic Crossover
So far, we have seen some simple signatures of viscous electron flow in a Fermi liquid. However, as we
observed in Section 5, to be cleanly in the hydrodynamic regime requires `ee to be very small compared to
all length scales in the problem. This is a challenge for graphene, where device sizes are generally . 10 µm,
while `ee & 0.5 µm is not an unreasonable expectation for the Fermi liquid regime. As such, it is useful to
have a solvable model that interpolates between hydrodynamics, and a theory of a non-interacting Fermi
gas. The discussion in Section 5 makes clear that kinetic theory provides one such approach. In this
section, we will describe a particular toy model of kinetic theory, appropriate for graphene. Although this
model has some history [13], it has been studied comprehensively much more recently [159, 125, 162].
As we have already seen in our discussion of the Fermi liquid limit of hydrodynamics in Section 4.4,
in a homogeneous fluid the effects of energy conservation provide only O((T/µ)2 corrections to the low
temperature dynamics. Hence we propose (without proof) that in kinetic theory, the full distribution
function f(x,p) may be approximated as (at low temperature)
f(x,p) ≈ Θ(µ− vFp− Φ(x, θ)) (163)
Here Θ(x) is the Heaviside step function, p = |p| and θ ≡ arctan(py/px). For simplicity, we have kept
track of the distribution function f only in the conduction band. What (163) asserts is that, to good
approximation, the distribution function of the low temperature Fermi liquid can be approximated by the
spatially inhomogeneous “sloshing” of a sharp Fermi surface. One can then approximate the solution to
the full Boltzmann equation by
∂tΦ+ vF (cos θ∂xΦ+ sin θ∂yΦ) = C[Φ]. (164)
Rather than performing a complicated microscopic calculation of C[Φ], we will simply guess the answer
using a “relaxation time approximation” [130],11 which relaxes Φ towards thermal equilibrium at a uniform
rate τ−1ee . To be more explicit, it is instructive to write
Φ(x, θ, t) =
∞∑
n=−∞
an(x, t)e
inθ. (165)
Then one finds the equations
∂tan +
vF
2
((∂x + i∂y)an+1 + (∂x − i∂y)an−1) =

0 n = 0
− an
τimp
n = ±1
− an
τee
otherwise
. (166)
These equations can (in some circumstances) be efficiently solved using fancy techniques [159, 125, 162].
We have also taken the liberty to account for momentum relaxation in these equations. Of course, this
model does not yet specify what any of these relaxation times are. This can be actually a cumbersome
question to address, even within kinetic theory, as one must explicitly evaluate the linearized collision
integral. Along these lines, recent work [148, 149] has presented a particularly efficient scheme for eval-
uating such integrals. They also find that the relaxation time for even and odd harmonics an could be
parametrically different, leading to novel physics on intermediate length scales. We refer the readers to
this pair of papers for more details; in what follows, we use the simpler model of (166).
11We caution the reader that the relaxation time approximations commonly employed in condensed matter physics, as in
conventional textbooks [1], often do not carefully account for conservation laws.
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Following the procedure of Section 5.1.1, the qualitative physics of (166) can be understood relatively
easily. For simplicity, we set τ−1imp = 0 for the moment. On time scales t  τee, the right hand side
is very small, and one approximately finds the equation ∂tΦ + vi(θ)∂iΦ = 0. This simply states that
particles propagate ballistically at a fixed velocity. On time scales t  τee, one can show that a±2 ≈
−12vFτee(∂x ∓ i∂y)a±1, and that (166) approximately closes to a set of equations for a0, a1 and a−1.
Furthermore, the fluctuations in the electronic number density are given by
∆n =
∫
d2p
(2pi~)2
δ(µ− vFp)Φ = pF
2pi~2vF
a0, (167)
and a similar calculation shows that a1 +a−1 ∝ vx, while (a1−a−1)/i ∝ vy. A straightforward calculation
then reveals that the resulting equations for a−1, a0 and a1 are exactly (77), the equations of hydro-
dynamics in the low temperature limit. The explicit expression for the speed of sound and dynamical
viscosity are
vs =
vF√
2
, ν =
v2Fτee
4
, (168)
and are consistent with our previous discussions. A pedagogical treatment of these points, and more
computational details, may be found in [159, 125].
Let us emphasize once more, however, that the use of this model is that it is relatively numerically
tractable to study the entire crossover between the ballistic and hydrodynamic regimes. The assumption
of a circular Fermi surface is also particularly well-suited to graphene, although it may not be well-suited
to other materials [26].
6.4.1. Flow through Narrow Channels and Constrictions, Revisited
With this toy model for the ballistic-to-hydrodynamic crossover at hand, let us return to the question
of flow through narrow channels and constrictions. We are now ready to address more experimental
observations of hydrodynamic electron flow.
We begin by discussing the flow of electrons through a narrow channel, as discussed in Section 6.1.
Recall that the boundary conditions must be chosen such that momentum can relax at the boundary –
for example, the conventional no-slip boundary conditions of hydrodynamics. The equations (166) can be
solved numerically in this setting, and here we simply focus on the qualitative features. The resistance of
the channel is (up to dimensional prefactors) is
R ∼ 1
w
×min
(
1
τimp
,
vF
w
,
v2Fτee
w2
)
. (169)
This equation can be understood as follows. The resistance R ∼ 1/(wτmom) where τmom is the time scale
it takes for momentum to relax, including relaxation due to the presence of a boundary. If τ−1imp → 0, then
there is a simple competition between ballistic and hydrodynamic effects. If vFτee  w, then quasiparticles
will approximately bounce back and forth between the edges of the channel, and at each bounce will lose
much of their forward momentum. The time between bounces is given by w/vF – the time it takes to travel
between the two sides of the channel. When vFτee  w, then collisions occur frequently and the theory
is described by hydrodynamics. Now the time scale required to relax momentum is set by the diffusion of
transverse momentum. This mode was described in (69a). Because dissipation is now diffusive, the time
scale is w2/Dmom, where Dmom ∼ v2Fτee is the diffusion constant for transverse momentum. Accounting
for a finite τimp, we see that if the channel width w is too large, then bulk momentum-relaxing scattering
dominates R. This is, in principle, an easy effect to account for experimentally because the bulk resistivity
can be measured in a multitude of other geometries independently.
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Figure 13: A normalized resistance wR as a function of inverse channel with 1/w. When 1/w
is larger, we observe that wR grows faster than 1/w. This is consistent with a hydrodynamic
regime with τee = 10τimp (red curve), but not τee = τimp (blue curve). Reprinted from [17] with
permission.
The main experimental evidence for (169) comes from looking for the various powers of R ∝ w−n in
(169): n = 1 signifies conventional Ohmic flow, n = 2 signifies relatively conventional ballistic flow, and
n = 3 signifies hydrodynamic flow. As shown in Figure 13, experiments have seen evidence for R(w)
decaying faster than 1/w2 in GaAs [13], PdCoO2 [17] and WP2 [18]; evidence in WP2 is particularly
striking. While the w-dependence of R(w) is evidence for some kind of ‘hydrodynamic’ effect, on the
other hand, the expected non-monotonic temperature dependence of R(T ) for a fixed channel width w is
not seen cleanly in the above experiments. Indeed, it is unclear whether the toy model above is appropriate
for either PdCoO2 or WP2. Both have more complicated band structures than graphene, and the effective
hydrodynamics at the ballistic crossover could be more complicated [26].
Next, let us return to the flow of electrons through a narrow constriction of width w, as discussed in
Section 6.2. Numerical evidence [159] suggests that the generalization of (158) to account for ballistic
effects is simply
1
R
≈ 1
R0
+
pie2n2w2
32η
. (170)
Here R0 is the resistance in the non-interacting electron gas, entirely due to ballistic flow through the
constriction. Viscous effects enhance transport beyond the ballistic limit. This effect has been observed
directly in the flow of electrons through constrictions cut into samples of graphene [16]: see Figure 14. The
dramatic non-monotonic temperature dependence is the most clear indication observed yet in experiment
of the onset of viscous transport regime of a Fermi liquid.
Transport in the Dirac Fluid7
The phenomena we have observed in Section 6 are specific to the doped Fermi liquid regime, at least
in graphene. As we noted in Section 4.3, the dynamics of charge becomes decoupled from energy and
momentum in a charge-neutral relativistic fluid. This regime of charge neutrality is experimentally ac-
cessible in graphene. The linear response phenomena described in Section 6 all have analogues at charge
neutrality, but energy density and temperature play the role of charge density and chemical potential: see,
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Figure 1 | Electron flow through graphene constrictions. a, Schematic of viscous flow in a PC. b, Distribution of the electric current across the PC,
normalized by the total current. In the hydrodynamic regime (e–e scattering length lee⌧w), there is little flow near the edges (blue curve), which reduces
the loss of net momentum. Black curve: ballistic regime lee w. c, Optical micrograph of one of our devices and schematic of our four-probe
measurements. Scale bar, 5 µm. The PCs vary in width from 0.1 to 1.2 µm. d, Measurements of the low-T conductance for PCs of di￿erent w (solid curves).
Dashed curves: ballistic conductance given by equation (1). Inset: PC width w found as the best fit to experimental Gpc(n) is plotted as a function of wAFM.
Solid line: w⌘wAFM. e, PC resistance, 1/Gpc, for a 0.5-µm constriction at representative carrier densities. Dots: experimental data. Horizontal lines: ballistic
resistance given by equation (1). Dashed curves: theoretical predictions for a viscous electron fluid, using simplified expressions for the T dependence of
e–e and electron–phonon scattering (/T2 and T, respectively). Details are given in Supplementary Section 4.
Fig. 1d as a function ofwAFM. Forw 0.4µm, the agreement between
w and wAFM is within ⇠5%. Deviations become larger for our
smallest constrictions, suggesting that they are e ectively narrower,
possibly because of edge defects. Althoughwe focus here on classical
PCs with a large number of transmitting modes, we note that
our devices with w < 0.2 µm exhibit certain signs of conductance
quantization, fairly similar to those reported previously25,26, but they
are rapidly washed out upon raising T above 30K.
The central result of our study is presented in Fig. 1e. It shows
that the resistance of graphene PCs,Rpc⌘1/Gpc, is a non-monotonic
function of T , first decreasing as temperature increases. Such T
dependence, typical for insulators, is unexpected for our metallic
system. It is also in contrast to the T dependence of ⇢xx observed
in our Hall bar devices. They exhibit ⇢xx monotonically increasing
with T , the standard behaviour in doped graphene (Supplementary
Section 2). All our PCs with w < 1 µm exhibited this anomalous,
insulating-like T dependence up to 100–150K (Fig. 2a). As a
consequence, Rpc in its minimum corresponds to conductance
values that could exceed the ballistic limit by >15% (Fig. 1e). At
higher T , Rpc starts growing monotonically and follows the same
trend as ⇢xx . The minima in Rpc(T ) were more pronounced for
narrower constrictions (Fig. 2a), corroborating the importance of
the geometry. Figure 2b,c elaborates on the non-metallic behaviour
of graphene PCs by plotting maps of the derivative dRpc/dT as
a function of both n and T . The anomalous insulating-like T
dependence shows up as the blue regions whereas the metallic
behaviour appears in red. For narrow constrictions, the anomalous
behaviour was observed for all accessible n below 100K, becoming
most pronounced at low densities but away from the neutrality point
(Figs 1e and 2b). For wide PCs (Fig. 2c), the non-metallic region
becomes tiny, in agreement with the expected crossover from the
PC to standard Hall bar geometry.
To describe the non-metallic behaviour in our PCs, we first
invoke the recent theory18 that predicts that e–e scattering modifies
equation (1) as
G=Gb+G⌫ where G⌫=
p
⇡|n|e2w2vF
32}⌫
(2)
vF is the Fermi velocity and e–e collisions are parameterized through
the kinematic viscosity ⌫= vFlee/4. The quantity G⌫ is calculated
for the Stokes flow through a PC in the extreme hydrodynamic
regime (that is, for the e–e scattering length lee⌧w). The additive
form of equation (2) is valid18,19 for all values of lee/w, even close
to the ballistic regime lee w. This implies that G should increase
with T (in the first approximation15,27, as /1/lee / T 2), which
leads to the initial drop in resistance (Fig. 1e). Equation (2) also
suggests that the viscous e ects should be more pronounced at
low n, where electron viscosity is smaller, in agreement with the
experiment (Figs 1e and 2b). The description by equation (2) is
valid until phonon scattering becomes significant at higher T . To
describe both low-T and high-T regimes on an equal footing, we
extended the transport model of ref. 18 to account for acoustic-
phonon scattering using an additional term /T in the kinetic
equation (Supplementary Section 4). The results are plotted in
Fig. 1e, showing good agreement with the experiment.
For further analysis, we used our experimental data to extract
G⌫ , which in turn enabled us to determine ⌫ and lee. To this end,
we first followed the standard approach in analysis of transport data
for quantum PCs, which takes into account the contact resistance
RC arising from the wide regions leading to constrictions17,28.
Accordingly, the total resistance of PCs can be represented as
Rpc= (Gb+G⌫) 1+RC (3)
To avoid fitting parameters, we model the contact resistance as
RC= b⇢xx , where b is a numerical coe cient calculated by solving
the Poisson equation for each specific PC geometry and ⇢xx is
taken as measured from the reference regions. For our devices, b
ranged between 2 and 5 (Supplementary Section 5). Examples of
the resulting 1R=Rpc b⇢xx= (Gb+G⌫) 1 are plotted in Fig. 3a.
The figure shows that, after the phonon contribution is accounted
for through RC, the resistance 1R (attributable to the narrowing
itself) monotonically decreases with increasing T over the entire T
range, in agreement with equation (2). The validity of this analysis
is further confirmed by the fact that the extracted values of 1R
were found to be independent of b (that is, insensitive to voltage
probes positions relative to PCs; see Supplementary Fig. 1). As a
next step, we use the conductance Gb found in the limit of low
T for each PC and subtract this value from 1/1R= Gb + G⌫ to
obtain the viscous conductance G⌫ . The results are shown in Fig. 3b
for several PCs. Remarkably, if G⌫ is normalized by w2, all the
2
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Figure 14: The non-monotonic temperature dependence of the resistance R(T ) of a w = 500 nm
constriction is a clear signature of viscous effects. Reprinted from [16] with permission.
for example, [173]. This makes experime ts to d tect such flows challenging. Indeed, at charge neutrality,
the linearized equations governing charge transport are (neglecting charge puddles) simply
∂i (σq (Ei − ∂iµ)) = 0. (171)
This is, of course, the equation governing Ohmic charge diffusion in a medium with conductivity σq.
Electrical transport in exceptionally pure Dirac fluid looks id ntical to transport in a conventional metal.
The interesting hydrodynam c resp nse at charge neutrality is in the energy-momentum sector. In
this section, we will discuss the signatures of the Dirac fluid in thermoelectric transport. These are more
complicated experiments to perform than measurements of electrical resistance, and so we will also review
the subtleties required to observe these phenomena experimentally.
7.1 “Mean-Field” Hydrodynamic Model of Thermoelectric Transport
Let us begin with a review of a “mean fi ld” model of ermoelectric transport within hydrodynamics,
following [98]. By thermoelectric transport, we mean the following: consider a system perturbed by a
background, time-depe dent electric field and/or temperature gradient, which may be time-dependent.
As a response to this perturbation, charge currents Ji and heat currents Qi will begin to flow in the
system. If the electric fields and temperature gradients are small, then we can write(
J i(t)
Qi(t)
)
=
∫
dt′
(
σij(t− t′) αij(t− t′)
T α¯ij(t− t′) κ¯ij(t− t′)
)(
Ej(t
′)
−∂jT (t′)
)
+ · · · (172)
Due to time-translation invariance, the m trix of coefficients above only depends on the difference, t− t′,
and so we will often find it useful to compute the Fourier transform the above expression:(
J i(ω)
Qi(ω)
)
=
(
σij(ω) αij(ω)
T α¯ij(ω) κ¯ij(ω)
)(
Ej(ω)
−∂jT (ω)
)
+ · · · (173)
We note without proof the following useful facts: (i) hat the heat current in graphene can be defined as
Qi = T ti − µJ i, (174)
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and is in fact equivalent to Tsi, where si is the spatial part of the entropy current defined in (55); (ii)
the coefficients σij are complex-valued and must be analytic in the upper-half complex plane.
As we introduced in Section 4.6, a simple way to account for momentum relaxation is to simply add
a term to the hydrodynamic equations that spoils momentum conservation equation, as in (84). One of
our goals in Section 7.2 will be to rigorously assess (in a certain limit) the validity of this approximation.
Nevertheless, we proceed for the moment assuming the validity of (84), and use these equations to evaluate
J i and Qi in the presence of background electric fields and temperature gradients.
The calculation is actually very straightforward. Because (84) do not break spatial homogeneity, we
may look for an ansatz where the velocity vi is a constant. The resulting equation can be rearranged to
the following simple form:
+ P
v2F
(
1
τimp
− iω
)
vi = nEi + s∂iT (175)
Using our formal expression for the charge current from Section 4.2.2, and simplifying to the linear
response limit where Ei and vi are small (recall that Ei is analogous to −∂iµ):
J i = σq
(
Ei − µ
T
∂iT
)
+ nvi. (176)
Using (174) along with the two equations above, simple algebra leads us to
σij = δij
[
σq +
n2v2Fτimp
(+ P )(1− iωτimp)
]
, (177a)
αij = α¯ij = δij
[
−µ
T
σq +
nsv2Fτimp
(+ P )(1− iωτimp)
]
, (177b)
κ¯ij = δij
[
µ2
T
σq +
Ts2v2Fτimp
(+ P )(1− iωτimp)
]
. (177c)
In the limit τimp → ∞, the terms proportional to σq can be neglected in (177). We then find a
conventional Drude peak in the conductivity. Indeed, in a non-relativistic theory, one would replace
 + P ≈ nmv2F, and ρ = −ne, with n the number density of quasiparticles. The conventional argument
for the Drude peak assumes that there are long-lived quasiparticles, and in many cases relies on a crude
“relaxation time” approximation [1] that is not equivalent, in any sense, to the derivation above. It is
clear from our derivation of the Drude peak that the time scale τimp in the conductivity is related to
momentum relaxation. This intuition has been made quite precise in [174, 175]; see [21] for a review.
Interestingly, while it is quite common to interpret the dc conductivity according to the Drude formula
in ordinary metals, most ordinary metals do not exhibit a sharp Drude peak in their ac conductivity.
This is due to the many competing scattering pathways, such as interband transitions, that complicate
dirty samples of conventional metals. Often, sharp Drude peaks are observed experimentally only in very
pure systems, or in correlated electron materials [176]. While in much of the literature, scattering rates
are estimated from the value of the dc conductivity, we emphasize that the extraction of a meaningful
scattering time from the dc conductivity can be difficult, as we will see below.
Nevertheless, let us assume the validitiy of (177) beyond the strict τimp → ∞ limit. Each of the
thermoelectric conductivities consists of a sum of two different kinds of terms – a Drude peak which is
sensitive to momentum relaxation, and a diffusive contribution which is not. This sum behavior violates
Mattheisen’s rule, which argues that the resistivity is a sum of all of the possible scattering mechanisms.12
The logic behind this sum is as follows. There are two kinds of mechanisms that can contribute to the
12Mattheisen’s rule is commonly used in condensed matter physics. However, it is not true, even in any perturbative limit,
and this is but one of many counter-examples. There are even more dramatic examples that can arise in kinetic theory [26].
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E rT
Figure 15: The flow of electrons (red) vs. holes (blue) in the charge neutral Dirac fluid. Both
electrons and holes move in the same direction in a temperature gradient, but move in opposite
directions in an electric field.
conductivities in graphene (or any other relativistic fluid). Firstly, a charged/thermal fluid will collectively
flow unimpeded until it scatters off of obstacles, and this is responsible for the Drude behavior. But there
is a second, parallel way for charge current to flow – particles and holes can move in opposite directions.
This flow carries no momentum or energy, and so should not be sensitive to momentum relaxation. This
flow, schematically depicted in Figure 15, is responsible for non-vanishing σq, and can contribute to the
conductivities.
It is common in experiments to not measure κ¯ij , but to measure
κij = κ¯ij − T α¯ikσ−1kl αlj . (178)
This can be understood as the coefficient of proportionality between a heat current and temperature
gradient, subject to the boundary conditions that no electric current flows:
Qi = −κij∂jT
∣∣
Ji=0
. (179)
Using (177), we find that
κij(ω = 0) = δij
v2F(+ P )τimp
T
σq
σ(n)
. (180)
Interestingly, the τimp from the denominator in σ(n) cancels the overall prefactor τimp whenever n 6= 0.
Thus, this measured κ is finite while σ is infinite in a clean theory.
This leads to a dramatic violation of the Wiedemann-Franz law, which states that in a conventional
metal [1]
κ
Tσ
≡ L (181)
is given by
L = LWF = pi
2k2B
3e2
. (182)
The coefficient L is often called the Lorenz number, and it is 1 whenever elastic impurity or phonon
scattering dominates transport. However, in the hydrodynamic regime we find that
L = L0
(1 + (n/n0)2)2
, L0 = v
2
F(+ P )τimp
T 2σq
, n20 =
(+ P )σq
e2v2Fτimp
. (183)
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Figure 16: When the mean free path for electronic collisions is short compared to the size
of charge puddles, then transport is described by the hydrodynamic equations. Momentum
relaxation arises from the spatial variations in the thermodynamic coefficients such as entropy
density (green) and charge density (blue/red). In graphene, the charge density may locally switch
signs. Figure adapted from [99] with permission.
At n = 0, we see that L → L0, but for large enough n we observe that L → 0. Hence, a relativistic
plasma like the Dirac fluid with long-lived conserved momentum violates the Wiedemann-Franz law both
from above and below. The violation from above is due to the fact that the charge neutral plasma has an
intrinsically finite σ, but a diverging κ which is kept finite only by disorder. The violation from below,
for densities n 6= 0, is due to the locking of charge and heat currents: the most efficient way to transport
both charge and heat is to create local momentum density. We will discuss the experimental observation
of (183) in Section 7.3. We also note that L  LWF in a very clean Fermi liquid where the momentum
relaxation rate is much longer than the electron-electron scattering rate [177]. For further discussion of
the Wiedemann-Franz law in correlated electron systems with Fermi surfaces, see [178].
7.2 Hydrodynamic Theory of Transport through Charge Puddles
In this section, we will finally relax the assumption that momentum relaxes in a “homogeneous” way.
Indeed, as we saw in Section 2.2, experimental graphene is not homogeneous, but is described by a
landscape of “charge puddles” where the local value of the chemical potential µ(x) varies from one point
to the next: see Figure 16. This inhomogeneity is sufficient to relax momentum, and render the transport
coefficients finite. In this section, we describe the transport coefficients in such an inhomogeneous medium,
when the inhomogeneity is very long wavelength. In particular, if ξ is the typical size of a charge puddle,
and ξ  `ee, then following [179, 180] we can compute the conductivity of the medium by solving the
hydrodynamic equations.
Indeed, all non-hydrodynamic modes will relax on length scales short compared to the inhomogeneity,
and will play no role in transport. This follows from the fact that transport is sensitive to momentum
relaxation, and not directly to electron-electron momentum-conserving scattering, as we saw previously;
it can be observed explicitly within the full kinetic theory of transport [26]. We now folllow [99] and
describe the solution to the transport problem within relativistic hydrodynamics.
Our starting point is to generalize (82), in the stationary limit, to study the response of an inhomo-
geneous fluid, in a background electric field or temperature gradient. For simplicity we assume that the
disorder couples to the chemical potential, as in [99]; the case with inhomogeneous strain disorder is de-
scribed in [181, 182]. We also focus only on time-independent solutions. The procedure is straightforward,
52
and we find
−Ei∂iσq = ∂i
(
nδvi − σq∂i
(
δµ− µ0
T
δT
))
, (184a)
−ζi∂i(µ0σq) = ∂i
(
sδvi +
µ0σq
T
∂i
(
δµ− µ0
T
δT
))
, (184b)
nEi + Tsζi = n∂iδµ+ s∂iδT − ∂j (η(∂jδvi + ∂iδvj))− ∂i
((
ζ − 2η
d
)
∂jδvj
)
. (184c)
Here δµ denotes the deviation of the chemical potential from the inhomogeneous background µ0(x). The
coefficients such as n and s in the above equations are functions of n(x) = n(µ0(x), T ), for example. These
equations are a set of elliptic partial differential equations and are straightforward to solve numerically,
as in [99].
Suppose that the local fluctuations in the chemical potential are small:
µ0(x) = µ¯0 + uµˆ(x), (185)
with µˆ an O(1) function and u T, µ¯0 a perturbatively small parameter governing the strength of chemical
potential. In this case, one can perturbatively solve (184) order by order in u. The dc thermoelectric
conductivities are given by (177) with ω = 0 and (see [99] for a precise formula)13
1
τimp
≈ v
2
F
2
u2
(
∂n
∂µ
)2 [ e2
σq(+ P )
+
η + ζ
ξ2
4ηµ2
(+ P )3
]
. (186)
Note that in the above formula, all thermodynamic coefficients are evaluated in the homogeneous back-
ground with uniform chemical potential µ¯0; ξ is the typical size of a charge puddle. A few comments
are in order. Most importantly, we see that the momentum relaxation time τimp which we have – so
far – treated as a simple constant is in fact quite non-trivial. It will generally depend on µ and T in
a complicated way. In the smooth disorder limit ξ → ∞, the conductivity becomes limited by σq. An
analogous effect was first observed in Galilean-invariant fluids in [179], and was found in general settings
in [25, 26]. However, for fluids which are not deep in the hydrodynamic limit (in particular, ξ ∼ `ee), the
two terms above may be comparable and even the temperature dependence of the transport coefficients
becomes quite sensitive to microscopic details of the sample.
A non-perturbative technique for analyzing (184) is to bound the transport coefficients using a vari-
ational principle [180, 25].14 For simplicity, let us describe the bound on the electrical conductivity.
Intuitively, looks for a flow of charge and heat current which minimizes entropy production; rigorously,
one finds
1
σxx
≤ V2
(
∫
d2x Jx)2
∫
d2x
[
1
σq
(
TsJi − nQi
+ P
)2
+ ηijkl∂i
(
Qj + µJj
+ P
)
∂k
(
Ql + µJl
+ P
)]
(187)
where V2 is the total volume of the two spatial dimensional region of interest, Ji and Qi are arbitrary trial
charge and heat currents, up to the constraints ∂iJi = ∂iQi = 0, and
ηijkl = (ζ − η)δijδkl + η(δikδjl + δilδjk). (188)
13This formula can also be derived [23] using the memory matrix formalism [175, 21].
14Note that this variational principle is distinct from a separate variational principle which states that the probability of
finding a particle in a given state, in thermodynamic equilibrium, is given by the distribution that maximizes entropy given
the density of the conserved quantities: energy, charge and momentum [183, 184]. The variational principle (187) states that
dissipative processes minimize entropy production, not that thermodynamic ensembles maximize entropy.
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Figure 17: (a) The core components of the experimental setup to measure the electronic thermal
conductivity in graphene. (b) Measured Lorenz number as function of temperature and carrier
density in graphene. The dramatic peak in the Lorenz number measured at charge neutrality
and intermediate temperatures was a direct prediction of hydrodynamics (183). Figures taken
from [15] with permission.
These conductivity bounds can be useful for obtaining qualitative estimates of the transport coefficients
in the strong disorder limit, but one must keep in mind that there is no guarantee that a bound obtained
from (187) is sharp. We note that one can derive (186) by plugging in the ansatz that Ji and Qi
are x-independent into (187). Thus, (186) is a lower bound on the true conductivity, which becomes
perturbatively exact at weak disorder.
7.3 Experimental Measurement of Thermal Conductivity
The breakdown of Wiedemann-Franz (WF) law (182) provides strong evidence for electronic hydrody-
namics in graphene [15]. Indeed, note that LWF depends only on fundamental constants, and not on
material-specific parameters such as carrier density and effective mass of the charge carriers. Experimen-
tally, the WF law holds robustly in many conductors, and this has confirmed the validity of our standard
picture of transport for ordinary metals [1]. The breakdown of the WF law in graphene is especially
significant, in our view, because specific predictions for the nature of this breakdown were made based on
hydrodynamics many years prior [98], and were subsequently observed [15].
Testing the WF law is not always easy. Implicit in the standard theory is the assumption that the
dominant contribution to κ is electronic. In many materials, including graphene, electrons contribute
. 1% of the total κ as measured at room temperature: the dominant contribution arises from phonons.
We will now describe a technique that allows for the direct measurement of only the electronic con-
tributions to κ. The thermal conductivity can be measured based on Fourier’s law, by taking the ratio
of the input heating power to the temperature change of the electrons.15 To overcome limitations on the
sensitivity of resistive thermometry in graphene [185], a Johnson noise radiometer was developed [59, 61].
Figure 17a shows the schematic diagram of the core of the experimental setup. It is analogous to the
microwave radiometer used to measure the temperature of the cosmic microwave background [186]. While
15Technically one has to be careful about the boundary conditions because we are dealing with thermoelectric transport.
One can confirm that under experimental boundary conditions the techniques described below measure κ, the open-circuit
thermal conductivity [15].
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value (black dashed line) at high density. Insets show (left) the measured Lorenz number as
function temperatures and (right) the fitted enthalpy density +P as a function of temperature,
compared to the theoretical value in clean graphene (black dashed line). Figure taken from [15]
with permission.
in the astrophysical setting one measures temperature by collecting blackbody radiation from space with
an antenna, in graphene, [59, 61] employ a reactive impedance matching network with a center frequency
in the microwave range. The Johnson noise across the resistor, which is directly proportional to the
temperature [187], is then measured. The coupling of the Johnson noise and the noise from the low noise
amplifier determines the sensitivity of the temperature measurement, which is often ∼ 1 mK. The first
application of this Johnson noise thermometry was to understand electron-phonon coupling in graphene
[59, 61, 63], and to identify the regimes where such effects are small.
Figure 17b plots the measured Lorenz number L in graphene as function of temperature and carrier
density [15]. The data is normalized to LWF: in much of the plot, L/LWF ≈ 1 means the WF law is
satisfied. This law is always satisfied away from the charge neutrality point, as was mostly expected –
graphene is often a conventional Fermi liquid away from the neutrality point. The quantitative agreement
also confirms the accuracy of the Johnson noise thermometer. At low temperatures below 50 K, the
WF law also holds well at the charge neutrality point. We expect that the reason for this is that the
local fluctuations in the chemical potential due to charge puddles are of order 50 K (in suitable units)
[15, 99]. Raising the temperature, however, the Lorenz number is enhanced by a factor of more than 20 at
temperature around 60 K at neutrality. This is the signature of the hydrodynamic Dirac fluid; the physics
behind this effect was discussed below (183). Above 100 K, experimental data shows that heat transfer
from electrons to phonons is comparable to the electronic diffusion [59, 61, 63]. This electron-phonon
scattering degrades the Dirac fluid and so the decrease of L at T ∼ 100 K is not surprising.
Figure 18 shows a more quantitative comparison of the measured thermal conductivity to (183).
For the cleanest sample, the extracted momentum relaxation lengths are on the order of 1 µm. This is
comparable to the size of the charge puddles that can be probed directly using scanning probe microscopes
[35, 36]. This suggests that these charge puddles will ultimately be the main obstacle to observing the
Dirac fluid in futuer studies. Away from neutrality, L drops sharply from its enhanced value to ∼ LWF/4,
before rising back up to LWF at a higher density. This suppression at finite carrier density n is consistent
with (183) and also the theory of [188, 177].
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Figure 19: (a) Schematic diagram of the thermoelectric power measurement in graphene. In-
duced voltage is measured with a temperature gradient produced by a heater and controlled
by resistive thermometers on the two ends of the sample. (b) Measured Seebeck coefficient-to-
temperature ratio (solid lines) as function of carrier density in comparison to the hydrodynamic
and Mott relation (191). Figure taken from [189] with permission.
7.4 Experimental Measurement of Thermoelectric Conductivity
Another window into the hydrodynamic regime arises in thermoelectric transport – in particular, by
studying the cross-coefficient αij in (173). In this subsection, we will assume that αij = αδij is isotropic.
In experiment, one often measures not α but the Seebeck coefficient
S = −∆V
∆T
=
α
σ
. (189)
In the hydrodynamic limit, we predict
S = s
en
, (190)
using (177). This formula is very different from the Fermi liquid result (Mott relation) [1]
S = −pi
2k2BT
3eσ
dσ
dµ
, (191)
and so again provides a specific, experimentally testable prediction of hydrodynamics. In particular, (190)
diverges as n→ 0, and is expressable in terms of thermodynamic coefficients. Such a simple formula is a
consequence of the “mean field” treatment of disorder in Section 7.1, but we expect it to be qualitatively
reasonable.
Figure 19a shows the schematic diagram of the experimental setup used to measure S in [189]. The
induced voltage is measured after a heater, applied to one end of the sample, generates a steady tem-
perature gradient. Figure 19b shows the experimentally observed enhacement of S near the neutrality
point is larger than predicted by (191). The enhancement diminishes as the system crosses over to the
Fermi liquid regime at large n, or with increasing disorder or phonon scattering. Indeed, early experi-
ments with impurity-scattering-limited graphene on SiO2 substrates show excellent agreement with (191)
[190, 191, 192]. However, using the higher quality BN substrated samples, noticable deviations from (191)
may be observed [189].
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Using kinetic theory, [188] attributes the discrepancy of S from both (190) and (191) as a consequence
of both the crossover between ballistic and hydrodynamic regimes of transport, together with the scat-
tering off of optical phonons at higher temperatures. The temperature range where the optical phonon
scattering occurs is consistent to the heat transfer measurement from graphene electrons to phonons [63].
7.5 Beyond Relativistic Hydrodynamics
In this subsection, we describe some of the complications that can arise for the models of hydrodynamic
transport in (weakly) interacting electron fluids.
7.5.1. Imbalance Modes
As we noted in Section 5.3, there can be a long lived imbalance mode in graphene. [131] noted that this
can lead to finite size corrections to the theory of transport derived in Section 7.1. The precise form of
these corrections depends on details of the boundary conditions, but we can qualitatively understand the
effects of an imbalance mode as follows. Let us assume a homogeneous sample with momentum relaxation
time τimp and imbalance relaxation time τimb, with boundaries located at x = 0, L. The equations one
must solve then take the schematic form of
J ′ = 0, (192a)
J ′i = −
nimb − nimb,eq
τimb
, (192b)[
Tsv(x)− µ
a
T
σabq
(
Eb − µb′ − µ
b
T
T ′
)]′
= 0, (192c)
ρa(Ea − µa′)− sT ′ = (+ P )v
τimp
(192d)
where primes denote x-derivatives and
Ja(x) = nav(x) + σabq
(
Eb − µb′ − µ
b
T
T ′
)
. (193)
For simplicity, we have neglected viscous effects above. The exact solution to the equations above is
sensitive to the boundary conditions on n and nimb. However, typical boundary conditions will all share
the following features. Firstly, in the limit τimb →∞, these equations are solved by constant v as well as
constant µa′ and T ′ – gradients are homogeneous throughout the sample. However, because the imbalance
mode decays, the non-equilibrium imbalance gradient will be concentrated near the edges of the sample.
The length scale over which the imbalance mode will decay obeys
`imb ≤
√
σimbq τimb
∂µimb
∂nimb
. (194)
We have employed slightly different notation than [131]. What one then finds is that the electrical and
thermal resistivities of the slab of length L can be written in the following schematic form:
R = RL+Rcontact tanh L
2`imb
, (195)
where R is the resistance per unit length of the infinite sample (where imbalance modes do not play any
role), and Rcontact is a finite contribution arising from imbalance modes that are excited near the contacts.
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These imbalance modes limit the extent to which the large violations of the Wiedemann-Franz law
described in Section 7.3, can be observed. Indeed, the fact that such a large violation of the Wiedemann-
Franz law was observed experimentally in [15] suggests that `imb < 1 µm.
Possible nonlinear hydrodynamic signatures of the imbalance mode in graphene are discussed in [139].
Observable signatures of an imbalance mode appear related to the presence of an extra diffusive hydro-
dynamic mode. An imbalance mode can also lead to changes to the theory of transport through charge
puddles [25, 26], although we expect such effects to be less significant in the Dirac fluid.
A final perspective on imbalance modes can be found in [193]. The authors consider an exotic model
for the Dirac fluid coming from the AdS/CFT correspondence. The model considered has the flavor of
a “momentum relaxation time” model, but with a different assumption on the thermodynamics of the
imbalance mode than [131], which allows this mode to couple to charge transport beyond the edges of the
sample. It remains an open question whether such a model is appropriate for the Dirac fluid realized in
experiment.
7.5.2. Bipolar Diffusion
Another possible complication of the hydrodynamic description, is the possibility that the electron and
hole fluids essentially decouple. In the hydrodynamic langauge, this corresponds to the assumption that
the charge/energy of the electrons/holes are separately conserved. The assumption that the energies of
the two fluids are separately conserved is difficult to microscopically justify away from a non-interacting
limit, but from a phenomenological, hydrodynamic perspective, we can take this as a postulate. This
decoupling of electron and hole fluids leads to a phenomenon called bipolar diffusion [194], which also
leads to an enhancement of L relative to the WF law.
It is simple to derive the effect. The conventional open-circuit thermal conductivity κ was defined
under the assumption that no charge current flows. However, if there are electron and hole fluids, then
we find
κ = κ¯e + κ¯h − T (αe + αh)
2
σe + σh
=
(
κ¯e − Tα
2
e
σe
)
+
(
κ¯h − Tα
2
h
σh
)
+
Tσeσh
σe + σh
(
αe
σe
− αh
σh
)2
= κe + κh +
Tσeσh
σe + σh
(
αe
σe
− αh
σh
)2
(196)
If σ = σe +σh, and the electron/hole fluids separately obey the WF law, the combined electron-hole fluid
need not obey the WF law due to the presence of the third “bipolar diffusion” contribution to κ. In
particular, the presence of the bipolar diffusion term suggests that L ≥ 1.
The bipolar diffusion effect is not adequate to explain the experimentally observed phenomena in
graphene. Let us summarize the reasons why [15] (see Figure 20): (i) the Lorenz number associated with
bipolar diffusion in disorder-free graphene is about 4.2LWF at the Dirac point [195], and significantly
smaller than what is seen experimentally; (ii) L is weakly dependent on temperature T in a theory
of bipolar diffusion, but also a monotonic function of T , contradictory to experimental data; (iii) the
theory of bipolar diffusion predicts disorder amplitudes an order of magnitude larger than experimentally
observed, given the approximate observation of the WF law for T < 50 K. Instead, thermal transport in
graphene is described by a Dirac fluid, possibly with an electron-hole imbalance mode.
7.6 Magnetic Fields
In this final subsection, we briefly discuss hydrodynamic magnetotransport phenomena. These are most
interesting near the Dirac point in graphene.
We first begin by extending the model of Section 7.1 to include the effects of a magnetic field, following
[98]. A magnetic field is introduced by adding a uniform background magnetic field in the external
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Figure 20: The theory of bipolar diffusion in graphene [195] does not describe the experimentally
measured κ. This data is instead consistent with a hydrodynamic transport theory: see Figure
18. Figure taken from [15] with permission.
electromagnetic tensor Fµν introduced in Section 4.2.3: F xy = −F yx = B. In the presence of a background
magnetic field, (175) generalizes to include the magnetic Lorentz force:
+ P
v2F
(
1
τimp
− iω
)
vi = nEi + s∂iT +BijJj , (197)
where Jj is the charge current and ij is the Levi-Civita tensor: xx = yy = 0, xy = −yx = 1. The
charge current is modified from (176) to
J i = σq
(
Ei +Bijvj − µ
T
∂iT
)
+ nvi. (198)
To see this equation, note that F iνuν = F
itut + F
ijuj = E
i + Bijvj . It is straightforward to com-
bine these two equations to compute the thermoelectric conductivity matrix, within the relaxation time
approximation. For simplicity we write down the components of σij alone:
σxx = σyy =
+ P
v2F
(
1
τimp
− iω
)
+ n2 +B2σ2q
n2B2 +
[
+ P
v2F
(
1
τimp
− iω
)
+B2σq
]2 + Pv2F
(
1
τimp
− iω
)
, (199a)
σxy = −σyx =
2
+ P
v2F
(
1
τimp
− iω
)
+ n2 +B2σ2q
n2B2 +
[
+ P
v2F
(
1
τimp
− iω
)
+B2σq
]2Bn. (199b)
When σq → 0, these equations can be derived rigorously [175, 21] in the limit of perturbatively weak
disorder.16 If we assume their validity for finite σq, then we predict a number of novel new phenomena.
16In a certain “cartoon” limit, these equations can also be derived at finite σq [175, 21]. However, the derivation of these
equations as σq → 0 is generic and valid for general quantum systems, not just graphene.
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In particular, note that there are poles (divergences) in all components of σij whenever
~ω = ±enBv
2
F
+ P
− i~
τimp
− iv
2
FσqB
2
+ P
. (200)
If τ−1imp = 0 and σq = 0, we observe the presence of poles on the real axis. These are called cyclotron
resonances – their presence is guaranteed in a Galilean-invariant fluid by Kohn’s theorem [196]. With
Galilean invariance, the charge current is proportional to the momentum density, and so the cyclotron
resonance simply denotes the rotation of the charge current in a uniform magnetic field, guaranteed by
the Ward identity (60). Although the derivation of these phenomena was not rigorous, we expect that
they are qualitatively correct. Can they be experimentally observed? σq is expected to be largest, relative
to other coefficients, at the charge neutrality point (Section 5.4), which will be accessible for µ/kB . 100
K. In this regime, we find that
enBv2F
+ P
∼ 1014 Hz× B
1 T
. (201)
Cyclotron resonances will occur for Re(ω) ∼ 100 GHz at B = 1 mT, which is an extremely weak magnetic
field (the Earth’s magnetic field is 10−5 T). Similarly, one finds
v2FσqB
2
~(+ P )
∼ 1014 Hz×
(
B
1 T
)2
, (202)
and for B ∼ 1 mT, this suggests that Im(ω) ∼ 10−3Re(ω). This will likely be very hard to detect in
graphene – in particular the momentum relaxation rate will likely be significantly larger.
We also note that the ratio σxy/σxx, as computed from (199), can exhibit novel scaling with temper-
ature T [197], which could shed light on experiments in the cuprates [198].
Another effect of a finite magnetic field which is missed by the “mean field” treatment of disorder is
Hall viscosity [199, 200]. The Hall viscosity is a non-dissipative modification of T̂µν , as given in (57b):
T̂µν → T̂µν + T̂µνH where
T̂µνH = −
ηH
2
(µαρuασρ
ν + ναρuασρ
µ) , (203)
where σµν = PαµPβν(∂αuβ + ∂βuα − ηαβ∂λuλ). Possible experimental signatures of this Hall viscosity
have been proposed in [201, 202, 203]. We also note that σq can be generalized to contain an intrinsic
Hall conductivity [200].
Magnetic fields also lead to qualitative changes to transport through inhomogeneous puddles. Using
the same long wavelength limit of Section 7.2, but now supposing that the magnetic field B is not
perturbatively small, one finds that the momentum relaxation time becomes [204, 205]
1
τimp
∼ B
2
η
log
L
ξ
, (204)
where L is the sample size and ξ is the size of the charge puddles. This result is relatively insensitive to
the precise details of the hydrodynamics (in contrast to (186)), and depends only on the fact that the
electron fluid in graphene is two-dimensional. Strictly speaking, τimp becomes so short as L→∞ that the
momentum relaxation time approximation itself fails. However, the prefactor of the logarithm is inversely
proportional to η. Is studying dissipative transport in magnetic fields an effective way of measuring the
viscosity of an electron fluid? We caution that this effect is not present in three spatial dimensions [206],
and may be less well suited for electron fluids other than graphene.
60
Coulomb Drag8
So far we have looked for the signatures of electron-electron interactions directly from experiments on
monolayer graphene. One way to possibly probe electron interactions more directly is by separating two
monolayers of graphene by a few layers of insulator, such as boron nitride. Ensuring that the monolayers
are not in electrical contact, we then ask for the currents/voltages in layer 1 due to a current/voltage
induced in layer 2. This cross layer signal is believed to be dominated by Coulomb interactions between
electrons in the different layers, and so is coined “Coulomb drag” [207]. These experiments can also be
performed on any effectively two-dimensional electron system. In graphene, Coulomb drag is noticable
for interlayer spacings . 10 nm, which can easily be achieved in heterostructures.
8.1 Hydrodynamic Description
In some respects, Coulomb drag physics could be expected to be quite similar to the imbalance mode
physics described in Section 5.3. For example, if there is a Fermi liquid in both monolayers, then (neglect-
ing energy conservation) we expect only the total momentum of electrons in both layers to be conserved,
together with the charge density of electrons in each layer separately. Assuming linearized, time-dependent
flows, one then writes down a set of coupled hydrodynamic equations
∂i
(
navi −Σab∂iµb
)
= 0, (205a)
na∂iµ
a − ∂j
(
η (∂ivj + ∂jvi) + (ζ − η)δij∂kvk
)
= naEai , (205b)
where a = 1, 2 denotes the electrical response in each monolayer, while vi denotes the collective fluid
velocity. The physics is then identical to the imbalance mode physics described previously, including the
existence of an extra diffusive mode (see also [25, 26]).
However, it is more common in the literature to treat this set-up as consisting of two fluids with two
long lived momenta. We consider a theory of two coupled charged fluids with charge current Jµ1,2 and
energy-momentum current Tµν1,2:
∂µJ
µ1 = 0, (206a)
∂µJ
µ2 = 0, (206b)
∂µT
µν1 = Fµν1J1µ −
T tν1 − T tν2
τd
, (206c)
∂µT
µν2 = Fµν2J2µ −
T tν1 − T tν2
τd
. (206d)
Analogous to our treatment of momentum relaxation in Section 4.6, τd is the relaxation rate of energy and
momentum between the two layers, and will increase as the separation between the monolayers increases.
We will only rely on these equations to linear order in the velocity/momentum of each fluid.
8.2 Coulomb Drag and Transport
We now turn to the transport signatures of the fluid-like models above. The most common measurement
is of the drag resistivity
E2i = ρdJ
1
i . (207)
It tells us the electrical response of layer 2 due to a current flowing in layer 1. We can easily generalize
the model of Section 7.1 to the theory (206), to get a flavor for what happens. The momentum balance
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 Figure 1. Coulomb drag  in double‐layer graphene heterostructures  in zero magnetic field. a – Schematics of 
our devices and measurements. b – ρdrag as a function of VT and VB for a device with a trilayer hBN spacer (d 
≈1nm). The black curves  indicate zero‐lines of ρdrag; the color scale  is ±60Ω [see the  inset  in (c)]. T =240K:  in 
most cases, this was our highest T, chosen to be sufficiently close to room T and, at the same time, to prevent 
device damage that often occurred above 240K. The device exhibits little chemical doping (<<1011 cm‐2) and, for 
clarity, VT and VB are offset to zero at the dual NP. c – ρdrag from (b) replotted as a function of nT and nB. The 
solid curves are iso‐levels at every 12Ω. The blank regions separated by thick lines contain no data. The dashed 
curve  illustrates  the  functional  dependence  expected  in  the  weakly  interacting  regime,  ρdrag =f(nT×nB).  d  – 
Behavior of ρdrag under  the equal density  conditions, nT =  ‐nB and nT = nB, which are  indicated  in  (b) by  the 
dashed and dotted lines, respectively. ρdrag in (d) is plotted as a function of VT; VB is varied so that the densities 
are kept equal, allowing a  common  x‐axis  for  (b) and  (d). The Dirac‐cone diagrams  illustrate various doping 
regimes.  
 
Coulomb drag in zero magnetic field 
Figure 1b shows ρdrag as a function of VT and VB for one of our thinnest devices. There are 4 distinct segments, 
which  correspond  to different  combinations of electrons and holes  in  the  two  layers.  If both  layers  contain 
carriers of the same (opposite) sign, ρdrag is negative (positive) [1‐13,21‐27]. The absolute value of ρdrag exhibits 
a maximum in each of the 4 segments at low carrier densities. The condition of zero drag is shown by the solid 
curves, which (closely but not exactly) follow the NPs. The pronounced asymmetry between the size of the red 
and blue segments  is due to a  large quantum capacitance contribution  for small d, which  results  in  strongly 
nonlinear  functions  nT,B(VT,B)  [17,31,32].  These  were  determined  experimentally  and  modeled  theoretically, 
which allows us to replot the data from Fig. 1b as a function of nT and nB. In the latter representation (Fig. 1c), 
we recover nearly perfect 4 quadrant symmetry.  
 
small  d  (Fig.  2b). Another  significant  difference with  respect  to weakly  interacting  systems  is  the  observed 
functional dependence.  In  the d >l case,  theory expects ρdrag to be a  function  f of  the product nB×nT  [21‐27] 
which should have resulted in strongly curved iso‐levels such as shown by the dashed curve in Fig. 1c. Instead, 
we observe flat iso‐levels which imply that ρdrag is closely described by the functional dependence f(nB+nT). This 
behavior is robust and exemplified further in Supplementary Information. The theory [25,26] predicts a change 
in the  functional dependence  for d <<l but cannot explain  the observed  f  (Supplementary  Information). At T 
>100K we  find  little variation  in the measured ρdrag  for different contacts and devices with the same d. Drag 
also  changes  little  after  thermal  cycling  or  annealing,  although  these  procedures  often  change  μ  and 
occasionally shift the NP. The high reproducibility and the well‐defined d (cf. GaAlAs heterostructures) provide 
us with confidence in comparing the absolute value of ρdrag. The inset in Fig. 2b and Supplementary Information 
shows that the measured drag exceeds the theoretical values (calculated according to [26]) by a factor of ≈3.  
 
Anomalous drag in neutral graphene in zero and finite B 
Now we focus on drag close to the dual NP. In zero B and at high T, all our devices have exhibited positive drag 
at the dual NP. Moreover, this positive drag often develops into a sharp peak with decreasing T. As an example, 
Fig. 3a shows T dependence of ρdrag(n) for a device in which the peak was particularly pronounced. At 240 K, we 
observe the same double‐humped behavior as in Fig. 1d. At lower T, drag at the dual NP first grows, which is 
opposite to the T dependence at finite n (Fig. 2). As a result, the curves become triple‐humped below 150 K and 
the central peak dominates the low T curves, until drag eventually disappears under random‐sign mesoscopic 
fluctuations [32,33].  
    
Figure 3. Broken symmetry  in neutral double‐layer graphene. a – T dependence of ρdrag(nT =‐nB ≡n) in one of 
our devices  in zero B; d =9nm. A sharp peak emerges at  the dual NP with decreasing T.  Its T dependence  is 
shown  in  the  inset.  The  outside  maxima  in  ρdrag(n)  shift  approximately  linearly  with  T  above  100  K.  Their 
positio s correspond  to EF ≈2T,  in agreement with ref. [25] that  xtends the drag theory  into the Boltzmann 
r gime. b – The regime of e‐h puddles can be seen on ρxy( ) curves as a transitional region  indicated by the 
dashed lines.  c – Typical changes in ρdrag upon applying B. Magneto‐drag at zero n exhibits a nonmonotonic T 
dependence  such  that  it decreases with both  increasing and decreasing T. For B <1T,  strongest drag occurs 
between 120 and 200 K, depending on B (Supplementary Information). 
Figure 21: Left: the Drag resistivity ρD at the charge neutrality poin in graphene. The sign
reversals (denoted by the red vs. blue shading) can be understood simply from (209). Right:
a clearer view of the magnitude of ρd as a function of the density n, at various temperatures.
At lower temperatures there is a very sharp enhancement of ρd. Figure adapted from [208] with
permission.
equations in each layer read (
n1E1
n2E2
)
=
(
Γ + Γd −Γd
−Γd Γ + Γd
)(
v1
v2
)
, (208)
where Γ = (+P )/τimp is relate to the momentum relaxation time, and the charge current in each layer
takes the form of (176). For convenience and simplicity we have assumed th t Γ and Γd ake the same,
simple form above for each layer, even if the layers are at different charge densities, and we have also (in
this two-fluid approximation) not allowed for any inter-layer cross-terms in σq, which could generically
appear as in (205). After a short calculation we obtain
ρd = − n1n2Γd
(σ2qΓ (Γ + 2Γd) + (n
2
1 + n
2
2)(Γ + Γd)σq + n
2
1n
2
2
. (209)
Thus we predict that (as in a conventional two-dimensional double-layer system [207]), ρd will grow quite
large as we approach neutrality (either n1 = 0 or n2 = 0) from high density. However, right at the
neutrality point, (209) predicts ρd vanishes due to charge conjugation symmetry. We predict that the
sign of ρd can als be flipped depending on the relative sign of n in the two layers. Many of these
qualitative features are obs rved i experiments on graphene [208]: see Figure 21.
However, there is one key experimental observation missed by (209). At relatively low temperatures,
there is an extremely large peak in ρd observable in Figure 21. It has been argued [209, 210] that this peak
arises from the inhomogeneous puddle landscape of the Dirac fluid. In particular, in the presence of an
(approximate) diffusive mode – either the relative energy density of the two layers (205), or electron/hole
imbalances in a single layer (Section 5.3) – we can estimate a contribution to ρd: [209]
ρd ∝ (σ−1q )1a〈nadis(x)nbdis(x)〉dis(σ−1q )b2. (210)
A similar result was found in [209]. (210) suggests that even at the neutrality point, the drag resistivity
will be finite, and the sign will be sensitive to whether charge puddles typically have the same or opposite
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sign in the two layers [209]. The experiment [208] finds that this sign is positive. The precise temperature
dependence of (210) depends on the dominant diffusive mode. We also stress that the derivation of (210)
makes certain assumptions about the leading order inhomogeneity-induced contributions to transport that
may not be rigorous in general hydrodynamic models. It would be interesting to carry out the analysis of
[99] to second order in perturbation theory and to rigorously confirm or correct (210) in the presence of
inhomogeneity, in the hydrodynamic approximation. For other approaches to this problem, see [211, 210].
Magnetotransport drag phenomena have also been studied theoretically [212] and experimentally [213].
The most non-trivial effect is the presence of a non-vanishing Hall (xy) component to the drag resistivity
tensor, which would be vanishing in a Drude-like limit [207]. See [212, 213] for more details on this limit.
The experiments described above took place before the observation of viscous hydrodynamics in
graphene. It would be interesting to understand whether Coulomb drag experiments on viscous sam-
ples can help probe hydrodynamics more directly.
Outlook9
There is a great deal of emerging interest in the study of the hydrodynamics of electron fluids. For
concreteness, this review has focused on a specific material, graphene, although given the universality of
hydrodynamics, much of what we have said is far more general. In this outlook, we look forward to some
important open questions which remain unsolved, and to the possible promise of the field.
9.1 Pinning Down Hydrodynamics
Perhaps the most immediate question which must be addressed is a more “absolute” probe of hydrody-
namic flow, even in the Fermi liquid phase of graphene. One of the most striking signatures of viscous
electron flow in the Fermi liquid is the formation of vortices. Such flows may be indirectly observed
through a combination of nonlocal voltage probes and classical magnetotransport [164]. A more direct
observation of vortices may be possible using a variety of techniques to image nanoscale current flow and
magnetic fields [214, 215, 216]. Another important open problem is to directly measure the electronic
viscosity. We discussed proposals for such a measurement in Section 6.3. In particular, two independent
measurements of the viscosity may shed light onto the quantitative reliability of simple hydrodynamic
models for electron flow.
At the moment, observing the onset of electronic hydrodynamics in graphene (or any other metal) al-
ready requires some of the highest quality materials capable of being grown. This can make it challenging
to quantitatively determine the limiting factors in the development of hydrodynamics: short-range impu-
rities, umklapp (whether in electron-electron or electron-phonon scattering), other long lived dynamical
modes, etc. A better understanding of these issues will help to prepare optimal crystals for electronic
hydrodynamic flow.
An even more spectacular hydrodynamic phenomenon is turbulence. However, as we discussed in
Section 4.6.3, this is not likely to be accessible experimentally for the near future. Although the estimates
made in Section 4.6.3 assume the textbook Navier-Stokes theory of turbulence, valid in the Fermi liquid
limit of Section 4.4, we would not be surprised if further complications spoil measures of turbulence in
non-Fermi liquids. As an example, the enhancement of the Reynolds number at strong coupling in the
Dirac fluid of graphene will be offset by the complications of thermal modes in hydrodynamics: at the
charge neutrality point, electrical measurements probe diffusive dynamics (Section 7) while turbulence is
dominated by the energy-momentum sector, which is hard to measure.
Finally, there may be exotic signatures of hydrodynamics that we have not yet understood. For
example, recent work has suggested the effects of hydrodynamic flow on nonlinear optical conductivity
[122, 217] or electromagnetic penetration depth [218].
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9.2 Hydrodynamics of Complicated Materials
Hydrodynamics is a common language – it allows us to describe the motion of interacting electrons in
graphene, as well as the air and water which flow around us every day. Yet we have also focused in
large part on the challenges of understanding electronic hydrodynamics in graphene, in this review. In
particular, our derivation of hydrodynamics focused on the relativistic gradient expansion, appropriate
for interacting quasirelativistic fermions, and our discussion of kinetic theory almost exclusively focused
on graphene, along with our discussions of phonons and impurities.
One simple reason for the emphasis on graphene is that this is a material where many of the seminal
experiments on hydrodynamic electron flow have been performed, and the sharpest signatures of hydrody-
namics have been observed. To understand why graphene – out of thousands of other materials – was such
a promising candidate for these experiments, it is important to understand in some detail the material-
specific obstacles to conducting regimes dominated by electron-electron interactions. For example, in the
context of graphene it was crucial to reduce the inhomogeneous “charge puddle” landscape in order to
see hydrodynamic flow – but it was also possible to do this. In other materials, such as quantum critical
metals at “optimal doping”, the “random” chemical composition may make this purification impossible.
Not all materials will be amenable to simple signatures of viscous hydrodynamic flow such as negative
non-local resistance.
Similarly, graphene has a particularly simple band structure with approximate rotational invariance.
It can be well approximated, for most purposes, by a small single circular Fermi surface (in the Fermi
liquid regime) or by a relativistic electron-hole plasma (in the Dirac fluid regime). However, many other
materials of interest will not have such simple band structures. They may have larger Fermi surfaces, with
disconnected pieces, or which badly break rotational invariance. These more complicated Fermi surface
geometries can have a significant impact on the ballistic-to-hydrodynamic crossover [25, 26], which is
the regime where most realistic experiments take place. It has even been observed that the ballistic-to-
hydrodynamic crossover is not trivial, even for a Fermi liquid with a circular Fermi surface [148, 149].
An important open problem in this field is to understand the extent to which these complications modify
the experimental signatures of hydrodynamics. For example, as we discussed in Section 6, one of the key
signatures of viscous transport in a Fermi liquid is a decreasing electrical resistivity at low temperatures:
∂ρ/∂T < 0, under rather generic circumstances. This has not been directly observed in bulk transport
measurements, even on high-quality samples of correlated electron materials. [25, 26] noted that the
non-trivial Fermi surface structure of many complicated materials can “short circuit” this viscous effect,
and lead to a more conventional ∂ρ/∂T > 0. Random magnetic fields can cause viscous effects themselves
to lead to ρ ∝ T 2 [219]. To determine what mechanism destroys the conventional viscous ρ ∝ T−2
scaling, it is important to develop material-specific models of the ballistic-to-hydrodynamic crossover,
and understand how to experimentally confirm the presence of a more complicated hydrodynamics.
9.3 Thermalization and the Emergence of Classical Physics
In this review, we have mostly focused on the practical challenges with viewing hydrodynamics of electrons
in a metal. As described in the introduction, there is also interest in understanding how such a classical,
dissipative, description arises from unitary microscopic quantum mechanics. Conjectures [24, 154] that
hydrodynamics would be fundamentally limited by the constraints of quantum mecahnics have inspired
a large body of theoretical work (see [21] for a review). Recently, it has been noted [220, 221] that
consistency with the theory of quantum chaos places fundamental constraints on the hydrodynamics of
any many-body quantum system. In particular, for a typical experimentally realized quantum many-body
system, the diffusion constants are bounded:
D ≤ v2Bτ (211)
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where vB is the butterfly velocity – the speed of quantum chaos [222] – and τ is the time scale beyond
which the diffusion equation breaks down [221]. The earliest evidence for (211) comes from [223, 224].
The theory of quantum chaos tells us about how quantum systems thermalize, and so a measurement of
vB would directly inform us about the efficiency with which quantum information is scrambled and lost,
and classical physics emerges. Unfortuntately, direct probes of quantum chaos are extremely challenging
[225, 226, 227]. But through (211), a simple measurement of diffusion and its breakdown provides exact
constraints on vB. Experimental detection of “rapid” quantum chaos, perhaps along the lines suggested
above, could serve as sharp signatures for whether certain electronic systems are as strongly interacting
as has been suggested.
As a theoretical question, the emergence of thermalization in closed quantum systems is a fascinating
problem. Perhaps hydrodynamic probes of experimental systems will be embarassingly useful in giving
insight, or at least constraints, on this physics.
9.4 Nanoscale Viscous Electronics
Some of the recent interest in electronic hydrodynamics has also arisen from the possibility of practical
applications. For instance, we observed in Section 6 that in simple Fermi liquids, viscous electron flow
enhances conductance, which could be useful in nanoscale environments requiring minimal dissipation.
Another possible application of hydrodynamics is the creation of high quality thermoelectric devices, which
efficiently convert charge into heat current – such devices employ the breakdown of the Wiedemann-Franz
law observed in Section 7.3. The low specific heat and rapid thermalization time of the Dirac fluid have
also recently proven useful in building a single photon detector [228, 229].
As we discussed in Section 6.3, the Dyakonov-Shur instability arises in the flow of a hydrodynamic
electron liquid in one dimension. This instability has long been sought after experimentally for practical
purposes: it may provide a route to the generation of THz radiation, which has proven quite challenging
with other techniques [230]. A robust source of THz radiation could lead to breakthroughs in nanoscale
imaging technology, with immediate medical, military and industrial applications. Experimental evidence
for the presence of this instability in ultra-clean, weakly interacting two-dimensional electron liquids such
as silicon is rather lacking [168, 231], and we expect this is in no small part due to the challenge in
observing the hydrodynamic limit of electron flow.
We caution the reader that the industrial applications of viscous electronic flow appear will likely not
arise for some time. Indeed, the extremely small scales necessary to observe hydrodynamic effects could
very well spoil any practical application, or limit it to a very narrow set of devices. Nevertheless, we
believe that understanding of the hydrodynamic flow of correlated electrons remains a beautiful (and,
perhaps, simple) outstanding problem in theoretical and experimental physics. Given the convergence
of a broad range of theoretical and experimental techniques and ideas, we predict the rapid advance of
this field over the next few years. Thus, we hope that this review serves as an invitation to an emerging
area of physics, and not as a summary of a well-understood problem. We will not be surprised if, in two
decades, it is common knowledge that a hydrodynamic limit of electronic dynamics explains quite a few
of the present day puzzles in electronic transport.
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