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Аннотация 
В работе проведено исследование применимости сверточной нейронной сети U-Net к за-
даче сегментации изображений авиационной техники. Метод нейросетевой сегментации 
изображений основан на реализации Сarvana c архитектурой типа U-Net, для распознавания 
ориентации использована нейросеть, построенная в открытой нейросетевой библиотеке 
Keras на основе предобученной нейронной сети VGG16. Рассмотренный подход позволяет 
осуществлять сегментацию изображений. Результаты проведенных экспериментов показали 
возможность достаточно точного (0,94 – 0,96) выделения объекта интереса. Полученные би-
нарные маски позволяют визуально судить о классе самолета, имеющегося на изображении. 
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Введение 
В настоящее время спутниковые аэрокосмические 
изображения широко используются для решения 
множества различных прикладных задач межотрасле-
вого характера [1 – 5]. Одной из важнейших задач 
анализа визуальной информации является поиск объ-
ектов на спутниковых аэрокосмических снимках. Се-
мантическая сегментация изображений заключается в 
выделении на изображении локальных областей, со-
ответствующих различным классам объектов. Сним-
ки, полученные с помощью аэрофотосъемки, обеспе-
чивают высокую детальность изображений поверхно-
сти, тем не менее, поиск и выделение объектов на та-
ких изображениях требует активного участия челове-
ка [6]. Характерными признаками объектов, по кото-
рым они могут быть опознаны, являются дешифро-
вочные признаки, к которым относятся форма, раз-
мер, характерные детали, цветовые особенности, те-
ни, положение и взаимосвязь объектов. Каждый при-
знак несет информацию о некотором свойстве, при-
сущем объекту.  
Для решения задачи классификации объектов на 
изображениях используются различные методы. Ме-
тоды морфологического анализа позволяют создать 
математическое описание изображения, передающее 
его содержание. Морфология объекта подразумевает 
описание его внешнего строения, формы, размера, а 
также расположение образующих его структурных 
элементов относительно друг друга [7]. Важную роль 
в классификации объектов играет анализ их формы и 
контура. Контурный анализ основан на учете измене-
ния яркости и сравнении ее с пороговой [8]. При этом 
результат как морфологического, так и контурного 
анализа зависит от качества построения формы или 
контура объекта [9]. 
Несмотря на наличие достаточно большого числа 
методов детектирования и локализации объектов на 
изображениях, решение данной проблемы в полной 
мере пока представляет собой достаточно трудоем-
кую задачу, при решении которой, как правило, при-
менятся ручной труд операторов-экспертов, что тре-
бует больших временных затрат и может сказываться 
на эффективности. Нейросети являются наиболее эф-
фективным подходом к решению задачи семантиче-
ской сегментации [10].  
Целью настоящей работы является повышение эф-
фективности выделения сложных объектов интереса на 
фоне для дальнейшего анализа формы этих объектов. 
1. Метод анализа изображений 
На вход нейросети подается изображение в види-
мом диапазоне волн в оттенках серого с фоном, на 
котором присутствуют объекты интереса типа «само-
леты». На выходе получается бинарная маска, отде-
ляющая фон от объекта интереса. 
Для решения задачи использована предметная мо-
дификация сверточной нейронной сети на основе ре-
ализации Сarvana c архитектурой типа U-Net [11 – 12], 
предназначенная для сегментации изображений. Ар-
хитектура сети представляет собой последователь-
ность слоёв свёртки и пулинга. В слоях сети сначала 
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происходит уменьшение пространственного разре-
шения исходного изображения, затем изображения 
объединяются и пропускаются через другие слои 
свертки, после чего выполняется увеличение изобра-
жения. Нейронная сеть играет роль фильтра. Обосно-
ванием выбора архитектуры U-Net является возмож-
ность использования ограниченного количества дан-
ных для обучения. Рассматриваемая сеть способна 
успешно обучаться в средах с низким и средним ко-
личеством данных обучения. 
Архитектура сети U-Net состоит из следующих 
блоков: ConvBnRelu – блок, содержащий операции 
свертки (Conv2D), нормализации (BatchNorm) и 
функция активации (Relu); StackEncoder – совокуп-
ность операций сжатия, включая операции 
ConvBnRelu и уменьшения размерности (MaxPool); 
StackDecoder – блок, содержащий операции декоди-
рования [11]. В декодере обеспечивается не только 
восстановление данных после сжатия, но и взаимо-
действие между данными до передачи их в узкое ме-
сто, что обеспечивает возможность расширения кон-
текста для следующих слоев декодирования. В дан-
ном случае нейросеть обучается обобщению не толь-
ко сжатых представлений, но также имеет возмож-
ность восстанавливать скрытые обобщения в про-
странственном представлении с правильной семанти-
ческой ориентацией каждого пикселя. При обучении 
нейросети использована «энергетическая функция» в 
сочетании с функцией потерь перекрестной энтропии 




















где ak (x) – активация функции в канале k' в позиции 
пикселя x  Ω и Ω  Z 2, K – число классов, pk (x) – 
«энергетическая функция» – аппроксимированная 
максимальная функция. 
Функция потерь имеет вид: 
      log
x
l xpE w x x

  , 
где l: Ω → {1,, K } – истинная метка каждого пиксе-
ля, а w: Ω → R – карта весов. 
Для распознавания ориентации самолета исполь-
зовалась нейросеть, построенная на открытой 
нейросетевой библиотеке Keras [13, 14] на основе 
предобученной нейронной сети Visual Geometry 
Group (VGG16) [12]. VGG16 – сверточная нейронная 
сеть, предназначенная для распознавания объектов на 
изображениях, содержащая 16 слоев. Модель 
нейросети получена путем прямого преобразования 
модели Caffe [15] и состоит из двух частей. Первая 
часть сети выделяет характерные признаки и состоит 
из чередующихся каскадов свертки и подвыборки. Во 
всех слоях размер узла свертки составляет 3 × 3. При 
подвыборке производится выбор максимального значе-
ния из квадрата размером 2 × 2. Вторая часть обеспечи-
вает классификацию и содержит 3 полносвязных слоя. 
Основными задачами определения ориентации 
объекта являются: первичное определение ориента-
ции объектов с помощью нейронной сети по резуль-
татам работы алгоритма сегментации объектов, раз-
ворот найденных объектов в нужном направлении 
для удобства визуализации и дальнейшей обработки, 
выявление и исправление ошибок в определении ори-
ентации объектов, выполняемые в ходе постобработ-
ки и коррекции результатов работы нейросети. 
2. Подготовка обучающих выборок и обучение 
нейронной сети 
Была выполнена предварительная подготовка 
набора обучающих выборок в виде изображений 
техники, а также бинарных масок объектов интере-
са. В качестве объектов интереса использовались 
объекты вида «авиационная техника». Подготовка 
обучающей выборки осложнялась наличием ограни-
ченного количества реально полученных фотосним-
ков, получение большего числа которых не пред-
ставлялось возможным [16]. 
Для решения проблемы получения обучающей 
выборки достаточного объема для обучения нейросе-
ти, обладающей высокой точностью и устойчивостью 
к условиям съемки, реализовано искусственное рас-
ширение обучающей выборки с помощью синтезиро-
ванных изображений объектов интереса. Включение 
в обучающие выборки синтезированных изображений 
является распространенным приемом, применяемым 
при отсутствии достаточного количества данных или 
для редко встречающихся классов объектов. Получе-
ние синтетических данных осуществлялось с помо-
щью симулятора виртуальной среды Unity3D, предо-
ставляющего множество функциональных возможно-
стей. Для синтеза изображений использовался снимок 
фона, на который случайным образом накладывалась 
модель объекта интереса (рис. 1).  
 
Рис. 1. Формирование синтетического изображения 
Комбинированные снимки представлены на рис. 2. 
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Рис. 2. Комбинирование реальных  
и синтезированных изображений 
Для обучения нейросети вместо «энергетической 
функции» в качестве функции потерь рассчитывался 
коэффициент Дайса (Dice coefficient), также называе-
мый коэффициентом Сёренсена (Sorensen–Dice 
coefficient), Жаккара (Jaccard similarity coefficient) или 
метрикой Intersection Over Union, который показыва-
ет меру сходства. Данный коэффициент представляет 
меру площади правильно отмеченных сегментов (отно-
шение площади пересечения к площади объединения): 






где X – предсказание; Y – правильно размеченная 
маска на текущем объекте; | X | – количество элемен-
тов в данном множестве X; | Y | – количество правиль-
но найденных объектов; ∩ – оператор нахождения 
пересечения между X и Y. 
3. Экспериментальные исследования 
Эксперимент №1 
Первый эксперимент был реализован для двух 
классов авиационной техники: A-4 – штурмовик; A-10 
– штурмовик. 
Скрипт обучения подготовлен с использованием 
продукта с открытым кодом Jupyter IDE [16]. Для 
обучения в рамках эксперимента №1 использованы 
обучающие выборки, содержащие в общей сложности 
200 139 изображений, в том числе по 100000 синтети-
ческих изображений, содержащих маски самолетов 
A-4 и A-10, 23 реальных изображения A-4 и 116 ре-
альных изображений A-10. На вход нейросети пода-
вались изображения объектов в видимом диапазоне 
волн в оттенках серого из обучающей выборки мас-
сивами данных определенного размера. Реальные и 
синтетические данные случайным образом смешива-
лись в соотношении 30 к 70. 
Аугментация реальных изображений осуществля-
лась с помощью искажений в виде: случайных пово-
ротов в пределах 360, сжатия и растяжения по осям 
абсцисс и ординат с коэффициентом 0,1, а также 
масштабирования с коэффициентом 0,1. Аугментация 
реальных изображений с помощью преобразователя 
данных и дальнейшее их смешивание с искусственно 
синтезированными данными выполнялись с помощью 
специально разработанного генератора, подающего 
изображения на вход нейросети. Массив реальных 
данных полностью хранился в оперативной памяти в 
процессе обучения нейросети, синтетические изоб-
ражения загружались по мере необходимости.  
В ходе эксперимента было проведено 20 эпох 
обучения сети. Каждая эпоха представляет собой 
единичную итерацию в процессе обучения и включа-
ет предъявление всех примеров из обучающе-
го множества. В результате обучения были получены 
следующие значения точности Dice = 0,96. 
Результаты эксперимента №1 представлены на 
рис. 3. Как видно из рис. 5, форма масок, полученных 
сетью на тестовой выборке, позволяет визуально су-
дить о классе самолета, имеющегося на изображении. 
 
Рис. 3. Результаты эксперимента №1 
Эксперимент №2 
Для реализации второго эксперимента использо-
валось большее число классов авиационной техники. 
В общей сложности было представлено 12 классов 
техники: A-4 – штурмовик; A-10 – штурмовик; AV-8B 
– штурмовик; F-4 – тактический истребитель; F-14 – 
тактический истребитель; F-15 – тактический истре-
битель; F-16 – тактический истребитель; F-18 – так-
тический истребитель; F-22 – тактический истреби-
тель; F/A-18 – тактический истребитель; E-3 – само-
лет системы дальнего радиолокационного обнаруже-
ния и управления (ДРЛОУ); C-17 – стратегический 
военно-транспортный самолет.  
Для обучения использовалось в общей сложности 
6313 изображений, в том числе 5000 синтетических 
изображений каждого класса объектов и 1313 реаль-
ных изображений указанных объектов. Тестовая вы-
борка состояла из 230 изображений. На вход нейрон-
ной сети, так же как и в первом эксперименте, пода-
вались случайным образом смешанные реальные и 
синтетические изображения в соотношении 30 к 70. В 
результате обучения были получены следующие зна-
чения точности Dice = 0,94. 
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В результате обучения сети были получены сег-
ментированные маски объектов интереса (рис. 4). Как 
видно из рис. 4, контуры масок сглажены по сравне-
нию с обучающими масками и не содержат неровно-
стей в виде двигателей, хвостового оперения. Полу-
ченные маски позволяют осуществлять классифика-
цию объектов.  
 
Рис. 4. Результаты эксперимента №2 
Эксперимент №3 
Реализация третьего эксперимента осуществля-
лась с помощью нейронной сети, обученной на рас-
познавание угла поворота самолета. Предварительно 
обученная решению задачи сегментирования данных 
модель была переобучена. Аугментация данных для 
подготовки обучающей выборки проводилась изме-
нением угла поворота самолета на величину погреш-
ности сети, равную 10 градусам. При таких искаже-
ниях качество маски достаточно сильно зависит от 
угла поворота.  
Экспериментальное тестирование выполнялось в 
два этапа.  
На первом этапе с помощью нейронной сети 
VGG16 осуществлялся разворот самолета в нулевое 
положение. Сеть была предварительно обучена на 
черно-белых изображениях размером 64 × 64. На вход 
нейросети подавалось изображение, содержащее один 
объект, расположенный по центру. На выходе обес-
печивалось определение значения синуса и косинуса 
угла поворота самолета относительно вертикальной 
оси на изображении. Результат работы алгоритма 
определения ориентации представлен на рис. 5. 
 
Рис. 5. Результат работы алгоритма  
определения ориентации 
На втором этапе производилась сегментация. 
Произведенные операции позволили существенно 
улучшить качество получаемых бинарных масок. 
Медианная (ME) и среднеквадратическая ошибки 





























где N – количество объектов, Xi – фактическое значе-
ние угла поворота,  iX – найденное значение угла по-
ворота. 
В результате тестирования медианная ошибка соста-
вила 1°, среднеквадратическая ошибка (MSE) – 6,6°.  
Заключение 
Исследован метод сегментации изображений при 
помощи нейросети, основанной на реализации 
Сarvana c архитектурой типа U-Net. Для распознава-
ния ориентации самолета использовалась нейросеть, 
построенная в открытой нейросетевой библиотеке 
Keras на основе предобученной нейронной сети 
VGG16. Представленный алгоритм позволяет осу-
ществлять детектирование объектов интереса на 
изображениях. 
В процессе выполнения работ выделены принци-
пы формирования обучающих выборок для нейрон-
ных сетей. Сформирована обучающая выборка и про-
изведено ее расширение за счет аугментации исход-
ных изображений с помощью специально разрабо-
танного генератора. На основе обучающей выборки 
проведено обучение нейросети выполнению задачи 
сегментации объектов на изображениях. 
Проведены экспериментальные исследования эф-
фективности разработанного метода. Результаты про-
веденных экспериментов показали возможность до-
статочно точного выделения объекта интереса. Полу-
ченные бинарные маски позволяют визуально судить 
о классе самолета, имеющегося на изображении. 
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Abstract  
The paper investigates the applicability of the convolutional neural network "U-Net" to a prob-
lem of segmentation of aircraft images. The neural network image segmentation method is based 
on the "Carvana" implementation with the "U-Net" architecture. For orientation recognition, a neu-
ral network built in the Keras open neural network library based on the pretrained VGG16 neural 
network is used. The approach considered allows the image segmentation to be conducted. The re-
sults of the experiments have shown the possibility of a fairly accurate selection of the object of 
interest. The resulting binary masks make it possible to visually classify the aircraft in the image. 
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