Abstract We resolve the singularities of the minimal Hopf cones by families of regular minimal graphs.
Introduction
In this paper, we resolve the singularities of the minimal Hopf cones found in Lawson and Osserman [1] . The Lipschitz yet non C 1 minimal graph cone in R 2m × R m+1 is For each of the minimal Hopf cones, we prove there exist a family of regular minimal graphs in R 2m × R m+1 whose tangent cone at ∞ are the minimal Hopf cone C m . To be precise, we have for small r near 0
for large r
Moreover, in the case m = 2, one can take δ = m + m 2 − 2m + Remark In fact, f satisfies f 4f 2 − 5r 2 2 = 1 in the case m = 2, see Harvey and Lawson [2, p.137] . Theorem 1.1 says there exist a family of global non-trivial minimal graphs of high codimension with bounded slope. By contrast, any global minimal graph of co-dimension one with bounded slope must be a hyperplane by the work of De Giorgi-Nash (cf. Moser [3] ).
In the co-dimension one setting, the resolution of the singularities of minimal (Simons) cone by regular minimal graphs was first treated by Bombieri, De Giorgi and Giusti [4] , as a key step to solve completely the famous Bernstein problem. See also Hardt and Simon [5] , McIntosh [6] , and Chan [7] for the resolution of the singularities of other minimal cones.
The proof of our theorems relies on a symmetry reduction which reduces the problem to solving a nonlinear ordinary differential equation of second order. By suitable transforms of both independent and dependent variables it turns out that the ode is equivalent to an autonomous one. Then by a phase plane analysis we are able to find the orbit which corresponds to the function f in our theorems.
We end the introduction by mentioning the area minimizing issue of the minimal Hopf cones. In the case m = 2, Harvey and Lawson proved that C 2 is area minimizing by their calibration device. In fact, C 2 and the graph G µ in Theorem 1.2 with m = 2 are Sp 1 invariant fourfolds in R 7 which are coassociative, hence area minimizing, see [2, Theorem 3.2] . It is tempting to guess that the other minimal Hopf cones and the minimal graphs G µ in Theorem 1.1 and 1.2 are also area minimizing.
Proof of Theorem 1.1
By the equi-variance of the Hopf map, for any fixed y ∈ R 2m , there exists an orthogonal transformation T ∈ O (2m) and an induced orthogonal transformation T ∈ O (m + 1) such that y = (|y| , 0, · · · , 0) T, and
see the proposition in the appendix. It follows that the minimal surface system
where
holds if and only if it holds at (r, 0, · · · , 0) ∈ R 2m , where the induced metric g = ∇F (∇F ) and g ij = g −1 .
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Now at (r, 0, · · · , 0), the induced metric g takes the form
and the double derivatives of F satisfy
Thus the minimal surface system reduces to
where m = 2 (complex), 4 (quaternion), or 8 (octonion).
Now we have the system
At the saddle critical point (0, 0) , the linearized system is 0 1 2m + 1 −2m At the stable critical point (S m , 0), the linearized system is
, the two eigenvalues are both negative,
2) is an autonomous system. We simply write it as
where z = (ϕ, ψ) and X = (X 1 , X 2 ). Let ∆ be the (closed) triangle with the three vertices P 0 (0, 0), P 1 (S m , 0) and P 2 (0, mS m ). Then one can check that ∆ is a positive invariant set of the system by verifying that the vector field X points inward at the three boundary segments except at the two singular points P 0 and P 1 , where X vanishes. In other words, we need to show
(1) and (2) are obvious, (3) needs a little calculation.
Indeed along segment P 1 P 2
Notice that the function h = 
Also ψ + ϕ ≥ S m on the segment P 1 P 2 . Thus one checks (3) directly.
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Since ∆ is a positive invariant set, any orbit starting at a point in ∆ will stay in ∆ for all t > 0. Now, P 0 is a saddle point, and from the linearized system at P 0 one sees that exactly one orbit Γ in ∆ goes to P 0 as t → −∞, see Hartman [9, p.217]. As t → ∞, the ω-limit set of Γ can only be a limit cycle or a singular point inside the triangle ∆. Since there are no singular points in the interior of ∆, there cannot be limit cycles in ∆ (cf. [9, p.150-151] ). Also, the other separatrix to P 0 are outside the triangle ∆, so the orbit Γ cannot go back to P 0 as t → ∞. It follows that Γ has to go to the singular point P 1 , and we see that Γ is the unique orbit in ∆ connecting P 0 and P 1 .
Now from Γ ⊂ ∆, it follows immediately that 0 ≤ f (r) = rϕ < S m r, and f r (r) = ϕ + rϕ r = ϕ + ψ ≥ 0.
Next we know that f (r) is smooth for r > 0. By Theorem 3.5 in [9] 
Then solutions to the first order ode
are also solutions to (2.1). In terms of f, the above equation reads 
Proof of Theorem 1.2
We first handle the case m = 4 and 8. With the set up in the proof of Theorem 1.1, we start from (2.2). We look for solutions f (r) to (2.1) satisfying in particular f (r) > S m r and f r (r) = O (r) for small r. Note that ϕ = f /r and ϕ + ψ = f r , we are led to the following transformation
With (2.2) and
we get the system for (η, ξ)
We analyze (3.1) in a similar way as for (2.2). and
(3.1) is again an autonomous system. We write it as
where z = (η, ξ) and X = (X 1 , X 2 ). Let Θ be the "trapped" region bounded by
we see that Θ is a positive invariant set of the system by verifying that the vector field X points inward along the boundary of Θ except the two singular points (0, 0) and (1/S m , S m ) . Indeed along {ξ = kη} ∩ Θ we have
Ding Weiyue and Yuan Yu Vol.19 Along ξ = S 2 m η ∩ Θ we have
m for m = 4 and 8.
The following argument is similar to the one in the proof of Theorem 1.1. Since Θ is a positive invariant set, any orbit starting at a point in Θ will stay in Θ for all t > 0. Now (0, 0) is a saddle point, and from the linearized system at (0, 0) one sees that exactly one orbit Γ in Θ goes to (0, 0) as t → −∞, see Hartman [9, p.217] . As t → ∞, the ω-limit set of Γ can only be a limit cycle or a singular point inside Θ. Since there are no singular points in the interior of Θ, there cannot be limit cycles in Θ (cf. [9, p.150-151] ). Also, since the other separatrix to (0, 0) are outside Θ, the orbit Γ cannot go back to (0, 0) as t → ∞. It follows that Γ must go to the singular point (1/S m , S m ) as t → ∞. Therefore, we see that Γ is the unique orbit in Θ connecting (0, 0) and (1/S m , S m ) . Now from Γ ⊂ Θ, it follows immediately that
By Theorem 3.5 in chapter VIII of [9] 
Also we know f (r) is smooth for r > 0, the minimal surface F is analytic away from 0 × R m+1 , see Morrey [10, Theorem 6.8.1]. By Theorem 3.5 in [9] again,
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Once ϕ (t) is a solution, ϕ (t + c) is also a solution for any constant c. Correspondingly, we have a family of solutions f (µr) µ with µ = e c > 0. Finally we deal with the case m = 2 separately, since the "trapped" region is not easy to find. However from the remark in section 2, we know ϕ = f /r satisfies (2.3) which can be solved explicitly. In fact it was already done in [2, Lemma 3.7] . We include it here for completeness. Integrate (2.3) and use the original variable r, we have 
Appendix: Cayley-Dickson Process for B = O ⊕ O
In this appendix, we present some simple algebra needed to justify the equi-variance of the Hopf maps in the complex, quaternionic, and octonionic cases. We mainly deal with the octonionic case, the former two cases follows easily along the same lines, because the alternativity and Moufang identity are already available for the normed quaternions and octonions. The complex case is straight forward, in fact it could be done by other means (see Harvey-Lawson This way, we have the complex numbers, quaternions (Hamilton numbers), and octonions (Cayley numbers)
However the next algebra B = O ⊕ O is not normed any more by Hurwitz theorem (cf. [2, Theorem A.12 
2 is still valid. We start our presentation here. 
In fact
so LHS = RHS, where we use the alternativity of octonions,ā (ac) = (āa) c, (cā) a = c (āa) , and a d a = ad a, or Artin Theorem, which says the subalgebra with unit generated by any two octonions is associative (cf. [2, Theorem A.13]). 3. Moufang Identity
By 2. the right hand sides make sense. We compute 
