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Introduction
Given a set of probability weights p ∈ (0, 1) d that satisfies p 1 = d i=1 p i < 1, the multinomial probability mass function is defined by
where q := 1 − p 1 > 0. The covariance matrix of the multinomial distribution is well-known to be N Σ, where Σ := diag(p) − pp ⊤ , see e.g. (Severini, 2005, p.377) . From Theorem 1 in Tanabe & Sagae (1992) , we also know that det(Σ) = p 1 p 2 . . . p d q. The purpose of this paper is to establish an asymptotic expansion for (1.1) in terms of the multivariate normal density with the same covariance profile, namely : φ Σ (x) := 1 (2π) d p 1 p 2 . . . p d q · exp − 1 2
This kind of expansion can be very useful in all sorts of estimation problems; we give three examples in Section 3. For a general presentation on local limit theorems, see e.g. Borovkov (2013) .
Main result
The theorem below is based on Stirling's formula and a careful handling of several Taylor expansions. The computations generalize the ones on pages 437-438 of Cressie (1978) , which were used to obtain a finely tuned continuity correction for the survival function of the binomial distribution (see Application 3 in Section 3). A weaker result (up to an O(N −1 ) error in (2.2)) was proved for the binomial distribution in Prokhorov (1953) and for the multinomial distribution in Lemma 2 of Arenbaev (1976) . Our result improves the error by a N −1/2 factor. Theorem 2.1 (Local limit theorem). Pick any η ∈ (0, 1) and let
denote the bulk of the multinomial distribution.
Then, for any k ∈ B η , we have
As a consequence of the second-order expansion in (2.2), we can approximate multinomial probabilities on any set A ⊆ N d 0 up to an O(N −3/2 ) error. Corollary 2.2. For any set A ⊆ N d 0 , let
denote the reunion of the normalized unit hypercubes centered at each point k that are both in A and in the d-dimensional simplex of width N . Then,
(2.5)
In particular, for any set
A ⊆ R d such that A−Np √ N \H A∩N d 0 φ Σ (y)dy = O(N −1/2 ), i.e. the "boundary is not dominant", we have k∈ A k 1 ≤N p(k) = A−Np √ N φ Σ (y)dy + O(N −1/2 ). (2.6)
Potential applications
Before turning to the proofs, we briefly mention three potential applications of Theorem 2.1 that will be explored in future works. The claims below are informal and the reader should consider them as open problems.
• Application 1 : In Leblanc (2012) , various asymptotic properties for Bernstein estimators of cumulative distribution functions on the compact interval [0, 1] are studied. Using the above local limit theorem (Theorem 2.1), the asymptotic properties can be generalized to Bernstein estimators on the d-dimensional simplex. Such results would nicely complement the recent work of Belalia (2016) , who considered the simpler case of the unit hypercube. At present, only the density estimators have ever been studied on the simplex (see Tenbusch (1994)), and only when d = 2. As pointed out in Ouimet (2018 Ouimet ( , 2019 , this subject is worth investigating because there are instances in practice where the distribution that we would like to estimate lives naturally on the d-dimensional simplex. One example is the Dirichlet distribution, which is the conjugate prior of the multinomial distribution in Bayesian estimation. See for example Lange (1995) for an application in the context of allele frequency estimation in genetics.
• Application 2 : In Carter (2002), the author finds an upper bound on the deficiency distance between multinomial and multivariate normal experiments. His proof relies on an analogous bound for the binomial distribution (which uses the local limit theorem of Prokhorov (1953) ) and a recursive reasoning that reduces the dimension of the multinomial/multivariate normal comparison by a factor of 2 at each step. The inductive part of his proof (which is the most difficult part, see Lemma 3) can be removed completely since Theorem 2.1 allows us to bound the Hellinger distance between multinomial and multivariate normal distributions directly (by adapting Lemma 2 in his paper). However, it is still unclear how this reduction affects the dimension-dependent constant for the deficiency bound in Theorem 1 of his paper, but the n −1/2 factor certainly remains unchanged. For an excellent and concise review on Le Cam theory for the comparison of statistical models, we refer the reader to Mariucci (2016) .
• Application 3 : As Cressie (1978) did for the binomial distribution, it should be possible to derive a finely tuned continuity correction for the survival function of the multinomial distribution. Nevertheless, in the multidimensional setting (d ≥ 2), the added liberty on the choice of the correction in each dimension poses non trivial numerical difficulties that need to be resolved.
Proofs
Proof of Theorem 2.1. Using Stirling's formula,
see e.g. (Abramowitz & Stegun, 1964, p.257) , and taking logarithms in (1.1), we obtain
(4.2)
By applying the Taylor expansions
in (4.3), we have, respectively,
and
(4.6)
Now, putting (4.5) and (4.6) back into (4.3), and using the conditions (2.1), we find
where the d × d matrices Σ −1 and S N have the (i, j) components :
(4.9)
Using the Taylor expansions
(4.10)
in (4.9), and the function φ Σ from (1.2), we find that
(4.11)
By expanding the product of the braces, we get (2.2).
Before proving Corollary 2.2, we show that the sum of all p(k)'s for which k is outside the bulk is negligible. This is just a specific example of the more general concentration of measure phenomenon, see e.g. Ledoux (2001) .
Lemma 4.1. Pick any η ∈ (0, 1) and recall the bulk B η from (2.1). Then,
as N → ∞, (4.12)
for some small enough constant α = α(d, p, η) > 0.
Proof of Lemma 4.1. Notice that if k ∈ N d 0 \B η , then at least one component k i deviates significantly from its mean N p i . Thus, if X i ∼ Binomial(N, p i ), then a union bound followed by Azuma's inequality (Steele, 1997 , Theorem 1.3.1) yield
This ends the proof.
Proof of Corollary 2.2. For any y 0 ∈ R d , we have the Taylor expansion
If we take y 0 = δ k and integrate on H k = [δ 1,k 1 − 1 2 , δ 1,k 1 + 1 2 ] × · · · × [δ d,k d − 1 2 , δ d,k d + 1 2 ], the first and third order derivatives and the second order mixed derivatives (i = j) disappear because of the symmetry. We obtain
(4.15) Therefore, for any η ∈ (0, 1),
(4.16)
The first sum on the right-hand side is exponentially small in N by Lemma 4.1 (and an analogous estimate for the multivariate normal distribution), and the terms in the second sum are estimated using Theorem 2.1. The conclusion follows.
