Abstract. S. Koumandos and S. Ruscheweyh [5] posed the following conjecture: For
and z ∈ D. A more general statement was proved in [13] which is given as follows. For zf ∈ S * (γ),
which for zf ∈ S * (1 − ρ/2) where ρ ∈ (0, 1] is equivalent to |arg s n (f /z, z)| ≤ ρπ, for z ∈ D.
The condition (1) can be replaced by a more general condition
holds for 0 < µ ≤ µ(ρ) where for ρ ∈ (0, 1], µ(ρ) is defined as maximal number. To determine the value of µ(ρ), Koumandos and Ruscheweyh [5] proposed the following conjectures.
Conjecture 1. For ρ ∈ (0, 1], the number µ(ρ) is equal to µ * (ρ) where µ * (ρ) is defined to be the unique solution in (0, 1] of the equation holds for all z ∈ D and 0 < µ ≤ µ * (ρ). Moreover, µ * (ρ) is the largest number with this property.
Here 2 F 1 (a, b; c; z) is the Gaussian hypergeometric function defined by the infinite series
Now for µ > 0 we define a class F µ by,
Clearly, g µ ∈ F µ and g ∈ F µ ⇔ zg ∈ S * (1 − µ/2). Moreover, g ∈ F µ whenever g ≺ g µ . As F corresponds to the class S * , similarly, we define class analogous to prestarlike functions by PF µ as PF µ := {g ∈ A 0 : g * g µ ∈ F µ } .
Similar type of results for prestarlike class also hold for the class PF µ . A functiong µ ∈ A 0 can be defined such that g µ * g µ = 1 1−z .
Theorem 4. For f ∈ S
* (1 − µ/2) and 0 < µ ≤ µ * (1/3), we have
, n ∈ N.
Proof. For proving the theorem we need to show that
, n ∈ N,
as follows and using the convolution theory for prestarlike functions [12, p .36] we obtain
where the latter inequality holds for 0 < µ ≤ µ * (1/3).
Theorem 4 also settles the particular case ρ = 1/3 of [5, Conjecture 3] . Validity of Theorem 3 leads to the proof of Theorem 5.
Proof.
holds. For f µ ∈ S * (1 − µ/2), this can be written as
Using convolution theory of prestarlike functions for f ∈ S * (1 − µ/2), we get
Hence Theorem 4 concludes that
.
For another interpretation of Theorem 5, the following definition of Kaplan class is of considerable interest.
The class α is defined as follows. For real α, a function k(z) ∈ A is in α where k(z) = 0 in D and satisfies
In terms of Kaplan classes K(α, β) [12, p.32], (4) can be replaced by a stronger statement
is the generating function for the Gegenbauer polynomials defined by,
Therefore (4) implies the following inequality holds for all x ∈ (−1, 1) and
Remark 2. Remark 1 implies that
whereas from [2, Theorem 1] we have
So we can conclude that
Further by substituting x = cos θ and using the relation between Gegenbauer polynomials and Jacobi polynomials,
For any convex function f ∈ C, Wilf Theorem [1, Theorem 8.9] (known as Wilf Conjecture) leads us 
Remark 3. For any convex function ϕ(z) the following holds.
which using Lemma 1 and Theorem 3 justifies the remark.
Since both the conjectures hold good for the harmonic mean of 1/2 & 1/4 and 1/2 & 1, affirmative solution to the following conjecture will settle both these conjectures.
Conjecture 3. If Conjecture 1 and Conjecture 2 hold for 0 < ρ 1 , ρ 2 ≤ 1. Then both conjectures also hold for harmonic mean of ρ 1 and ρ 2 which is 2ρ 1 ρ 2 ρ 1 + ρ 2 .
Proof of Theorem 2
Conjecture 1 and Conjecture 2 are consequences of the positivity of trigonometric sums having coefficients of type
To prove the positivity of such trigonometric sums, we follow the procedure given by Koumandos [4] . In this method, we estimate the sequence
in terms of the limiting sequence k µ−1 . For µ ∈ (0, 1), we consider ∆ k as
can be written as
where
We have to estimate the terms in the right hand side of (7). We use the following estimates of A k (θ) and B k (θ) given in [3, Lemma 1]:
for θ ∈ R. Further, using the completely monotonicity of x − Γ(x+µ) Γ(x+1)
x 2−µ , the following estimate was obtained in [6, eqn.11] .
for 0 < a < θ < π/2, n ∈ N and 1/3 ≤ µ < 1. Now we are ready to give the proof of Theorem 2.
Proof of Theorem 2. For
To prove the theorem it is equivalent to establish the existence of (10) . A numerical evaluation yields that
Using summation by parts, we observe that this particular case need to be established
For n = 1: Simple calculation gives
which is clearly positive for all 0 < φ ≤ π/2. For n ≥ 2, the proof is divided into several cases.
which using summation by parts and simple trigonometric identities yield that
Using the method of sturm sequence, we get that P (t) has no roots in (− , 0]. It can be directly verified that P (0) > 0 and P (−π/3) > 0. Hence for n ≥ 2,
The case π 9 < φ < π 5 : We prove this case for n = 2, 3 and n ≥ 4. For n = 2, 3 instead of
, we establish for the larger range φ ∈ (0, π/2].
The case n = 2, 3: This can be verified again with sturm sequence. Using simple calculations, U 2 (φ) = sin t + µ sin 7t + µ(µ + 1) 2 sin 13t =: Q(t) and
where t = φ+π 3
. It can be verified that Q(t) and R(t) have no zeros in (
The case π 9 < φ < π 5 for n ≥ 4: For this case, we use the representation of U n (φ) as
and the following propositions are used.
, we have
Proof. The infinite trigonometric sum can be written as
Since the function ∧(φ) := 1 sin φ 1 − 
Proof.
Using simple trigonometric identities we obtain,
From the definition of µ, we observe that ) and q(φ) ≥ q(π/5). Therefore,
where the latter inequality follows by minimizing the expression on the right-hand side over (2n + 1)φ ≥ π. This completes the proof of Proposition 2.2.
Now returning back to the proof of the theorem for the case
and n ≥ 4, let
and
Using (9) we find that for
Finally using Propositions 2.1 -2.2 and equations (11) - (13) we conclude that 2
This means 2 µ φ µ−1 Γ(µ)U n (φ) > 0 which establishes the case n ≥ 4 and
. Combining all these cases completes the proof of the theorem.
Proof of Theorem 3
To prove Conjecture 1 for all ρ in neighbourhood of 1/3 the following modification of (7) obtained in [6, Lemma 1] is required. Note that this modification plays an important role in proving Conjecture 1 for ρ = 1/4 [6] and we follow the same as well.
Lemma 2. [6, Lemma 1] Let η(θ) be a real integrable function of θ ∈ R, 1/3 ≤ µ < 1 and 0 < a < b ≤ π/2. Then for g(θ) = sin θ or cos θ, and θ ∈ [a, b] we have, 2
The function ∧(θ) is positive and increasing on (0, π).
It follows from [8, Lemma 2.9] that proving Conjecture 1 is equivalent to proving nonnegativity of the trigonometric sum ς(ρ, µ, θ) for 0 < µ ≤ µ * (ρ) where,
3.1. Proof of Theorem 3. We write ν 0 := µ * (
, θ) for ρ ∈ (0, 1) and θ ∈ (0, π]. At first we prove Theorem 3 for n = 1, 2. Since ν 0 = 0.49 . . . < 1 2 , the sequence
is the decreasing sequence. Therefore using summation by parts, it is enough to verify that
It is easy to write ω n (θ) = sin θ/3 q n (cos 2 θ/3) for n = 1, 2, where
Using the method of sturm sequence, we observe that q n (x) does not have any zero in (0, 1) and q n (0) > 0 for n = 1, 2. Therefore (14) is positive for µ = ν 0 and n = 1, 2. For n ≥ 3, first we observe that,
It is obvious that ς n (ρ, θ) > 0 for θ ∈ (0, π] if and only if ℓ n (ρ, π − θ) > 0. For n ≥ 3, we split the interval (0, π] into several subintervals. The case θ ∈ (0,
, π] and n ≥ 3: Using a simple trigonometric identity, we write
where m ∈ R can be a function of θ. Since the sequence { (ν) k k! } k∈N 0 is decreasing, again using summation by parts and the above trigonometric identity yields that for all ρ in neighbourhood of 1/3, ς n (ρ, θ) > 0 for θ ∈ (0, are decreasing in (0, π/2) for ρ ∈ (0, 1/2). Therefore, we obtain
where the latter inequality is obtained by minimizing the integrals S(x) and C(x) over x ≥ (2n + 1)π/(n + 1) for n ≥ 3. It follows from [8, Lemma 2.13], the functions −q(θ) = − sin (ν − 1)
) and r(θ) = sin ν 2
(π − 2θ) + ρθ are positive and decreasing on [a n , b]. Thus we obtain,
2 (ρ).
Further for n ≥ 3 and θ ∈ I, it is clear that the expression X n + Y n + Z n is smaller than
3 (ρ).
Thus for ρ in an open neighbourhood of 1/3,
Since ν = µ * (ρ) continuously depend on ρ, the function L is monotonically decreasing, we obtain 
, n ≥ 3,
, n ≥ 4 and
For each interval I k , we estimate κ n (θ), r(θ), ∧(θ), q(θ), X n , Y n and Z n . It follows from [8, Lemma 2.13] that for 0 < θ ≤ b ≤ π/2 and ρ ∈ (0, π/2), we have κ n (θ) ≥ K(b, (2n + 1)θ), where
Further, for ρ ∈ (0, 1/2) and θ ∈ I 1 the functions q(θ), ∧(θ) and −r(θ) are increasing. Hence, we obtain Γ(ν) 2q(θ) sin νθ/2 sin θ − r(θ) ∧ (θ) ≥ Γ(ν) (νq(0) − r(π/8) ∧ (π/8)) =: L
For n ≥ 3 and θ ∈ I 1 , the expression X n + Y n + Z n is smaller than L , (2n + 1)θ) respectively. Following the reasoning similar to previous subcase, we get K 2 (x) ≥ K 2 ((1 + 5ρ/6)π) and K 3 (x) ≥ K 3 (3π/2) respectively for x ≥ 0 and x ≥ 3π/2. Thus for all ρ in neighbourhood of 1/3 and n ≥ 4, we have 
