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Résumé 
Le but principal de ce mémoire est d 'effectuer le lien entre deux méthodes de ré-
duction de dimensionnalité, en l'occurrence l'ACP, qui est une méthode classique, et 
l'autoencodeur, qui est une méthode neuronale. La première partie concerne la théorie 
sur les méthodes de réduction linéaire de la dimensionnalité, suivie d 'une illustration 
avec des jeux de données. Parmi ces méthodes, nous avons la sélection de caracté-
ristiques, l'extraction de caractéristiques et le posit ionnement multidimensionnel que 
nous avons illustrés respectivement sur les jeux de données « Swiss », « Iris de Fi-
sher » et les distances en km entre 10 villes du Québec. En particulier , l'ACP s' inscrit 
dans le cadre des méthodes d 'extraction de carctéristiques. La deuxième partie porte 
sur la théorie sur l'autoencodeur qui est une méthode non linéaire de réduction de 
dimensionnalité et sa comparaison avec l'ACP. Cette partie a permis de mieux com-
prendre le fonctionnement de l'autoencodeur , mais aussi le lien théorique qu 'il a avec 
l'ACP. Ce lien stipule qu 'un autoencodeur dont la fonction d 'activation est linéaire 
et la fonction objectif est l'erreur quadratique moyenne a des performances similaires 
à celles de l'ACP. C'est ce que nous avons pu confirmer en analysant l'autoencodeur 
avec deux bases nommées « Wine » et « Mnist » où l'autoencodeur , moyennant l'ajus-
tement de plusieurs paramètres, donne en général des résultats meilleurs que l'ACP. 
Par ailleurs, l'ACP peut servir de guide sur la détermination du nombre de neurones 
dans la couche code de l'autoencodeur . 
Abstract 
The main goal of this paper is to make the link between two methods of di-
mensionality reduction, in this case the PCA, which is a classical method, and the 
autoencoder , which is a neural method. The first part concerns the theory on linear 
dimensionality reduction methods, followed by an illustration with data sets. Among 
these methods, we have feature selection, feature extraction and mult idimensional 
positioning which we have illustrated respectively on the data sets « Swiss », « Iris 
de Fisher » and distances in km between 10 cit ies in Quebec. In particular , PCA is 
part of the feature ext raction methods. The second part deals with the theory of the 
autoencoder which is a non-linear method of dimensionality reduction and its com-
parison with PCA. This part has allowed a bet ter understanding the functioning of 
the autoencoder , but also the theoretical link it has with PCA. This link stipulates 
that an auto encoder whose activation function is linear and whose objective function 
is the root mean square error has performances similar to those of the PCA. This 
was confirmed by analyzing the autoencoder with two bases named « Wine » and 
« Mnist » where the autoencoder , by adjusting several parameters, generally gives 
better results than the P CA. In addition, P CA can be used as a guide to determine 
the number of neurons in the code layer of the autoencoder. 
Avant-propos 
Ce document s' intéresse au lien entre l'Analyse en composantes principales qui . 
est une méthode classique et l'autoencodeur qui est une méthode neuronale. La des-
cription de chacune des méthodes permettra de bien distinguer les bases de chacune 
d 'elles. Des applications sur des jeux de données variés seront développées afin d 'éf-
fectuer une étude comparative entre ces deux méthodes. 
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Introduction 
La réduction de dimensionnalité consiste à faire correspondre des données d 'un 
espace de dimension élevée (plusieurs variables) dans un espace de dimension infé-
rieure tout en essayant de concerver le mieux possible la structure des données. Elle 
est principalement utilisée pour lutter contre le fléau de la dimensionnalité. Ce dernier 
désigne l'ensemble des problèmes rencontrés lorsqu'on veut travailler sur des données 
de grande dimension. La représentation des données dans un espace de dimension 
inférieure peut améliorer les performances sur différentes tâches, telles que la classi-
fication [6]. L'Analyse en composantes principales (ACP) est souvent utilisée par les 
statisticiens pour réduire la dimension d 'un jeu de données. Elle consiste à transformer 
des variables corrélées entre elles en nouvelles variables décorrélées les unes des autres 
appelées composantes principales. L'ACP tire son origine d 'un article de Karl Pear-
son publié en 1901 [20]. Puis en 1930, elle a été formalisée par Harold Hotelling [11]. 
Cela a incité ce dernier à mettre en œuvre l'analyse canonique des corrélations qui est 
une généralisation des méthodes d 'analyses factorielles et , en particulier , l'ACP. Par 
ailleurs, la réduction de dimensionnalité a été l'une des principales préoccupations en 
apprentissage profond. Ce dernier prend sa source dans les travaux de McCulloch et 
Pitts en 1943 [17], ceux de Hebb en 1949 [4], puis plus tard ceux de Rosenblatt en 1958 
[22] sur la conception de modèles de neurones artificiels inspirés du fonctionnement du 
neurone biologique. Cependant, ces systèmes de réseaux n 'étaient pas adaptés pour 
gérer de grands volumes de données. C'est ainsi que les travaux de McCullotch et Pitts 
et ceux de Hebb ont été contesté par Minsky et Papert (1969) [18] en raison de leur 
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inaptitude à modéliser des situations plus complexes en terme de taille des données. 
Ainsi , l'idée d'étudier les auto encodeurs, réseaux de neurones artificiels permettant 
de réduire la dimension d 'un jeu de données au même titre que l'ACP, est en phase 
avec l'avènement du « Big Data »(données massives). L'un des articles marquants sur 
les auto encodeurs est celui de Geoffrey Hinton en 2006 [9] où les résultats de l'autoe-
codeur étaient plus performants que ceux de l'ACP. 
Le but principal de ce mémoire est de contribuer à faire le lien entre l'ACP qui est une 
méthode statistique et l'autoencodeur qui est une méthode neuronale en matière de 
réduction de dimensionnalité. Ce document est organisé en deux parties. La première 
partie décrit les méthodes de réduction linéaire de la dimensionnalité et comporte 
trois chapitres respectivement sur la sélection de caractéristiques, l'extraction de ca-
ractéristiques et le positionnement multidimensionnel. La deuxième partie porte sur 
le chapitre 4 qui évoque les réseaux de neurones artificiels et l'autoencodeur et le 
chapitre 5 qui aborde une analyse comparative de l'ACP et de l'autoencodeur. 
Première partie 
Réduction de dimensionnalité 
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Pour réduire la dimension d'un ensemble, on peut distinguer trois approches à 
savoir la sélection de caractéristiques, l'extraction de caractéristiques et le posit ion-
nement multidimensionnel [24] . Ces derniers constituent des méthodes de réduction 
linéaire de la dimension. Néanmoins, on verra dans la deuxième part ie du mémoire 
l'autoencodeur qui fait l'objet de ce travail et permet d 'effectuer une réduction non 
linéaire de la dimension. 
Chapitre 1 
Sélection de caractéristiques 
Soient Xl , X 2 , . . . , X p p variables. La sélection de caractéristiques consiste à sélec-
tionner un sous-ensemble de k variables parmi les p variables de telle sorte que les 
points d 'échant illonnage réduits dans k-dimensions reflètent certaines propriétés géo-
métriques des p-dimensionnels d 'origine. ous pouvons citer les méthodes de régres-
sion pas à pas . Ces dernières sont appliquées dans le cadre de la régression linéaire et 
permettent de retenir dans le modèle les variables indépendantes expliquant le mieux 
possible la variable dépendante. Dans la suite de ce chapitre, seront présentées briè-
vement les méthodes de régression pas à pas , puis illustrées à travers un exemple 
pratique. 
1.1 Méthodes de régression pas à pas 
Soient Xl , X 2 , ... , X p p variables pouvant expliquer une variable dépendante Y . La 
relation (*) : y = /30 + /31Xl + /32X 2 + ... + /3pX p + E , où E rv N(O, (J2I N ) , défini t la 
régression linéaire de Y sur les variables explicatives Xl , X 2 , ... , X p . Les méthodes de 
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type pas à pas consistent à retenir le meilleur modèle avec k variables explicatives, 
k :S p. Elles s'appuient sur le test de Student pour retenir ou retirer une variable 
explicative à chaque étape de la recherche du meilleur modèle [27]. 
Pour ce faire , on peut appliquer les trois méthodes suivantes : 
- la méthode ascendante ; 
- la méthode descendante; 
- la méthode mixte qui est une combinaison de ces deux méthodes. 
Mesure de la significativité d'un coefficient à l'aide du test de Student :[8] 
La loi de Student : 
Si Xl suit une loi normale N(O, 1) et X2 suit une loi X2( H ) à H degrés de liberté, et 
si X l et X2 sont indépendants alors S = p;Xl suit une loi de Student à H degrés de 
~ 
H 
liberté. On note S cv Student(H) ou S cv t(H). 
Test de Student sur un coefficient : 
Soi t le modèle linéaire (*) , (30 la constante et (31, (32, ... , (3p les paramètres associés aux 
variables explicatives. Posons N le nombre d 'observations, e = (1, 1, ... , 1)' le vecteur 
constant à N lignes et X la matrice des variables explicatives à laquelle on adjoint le 
vecteur constant e : X = (e, Xl, X 2 , ... , X p ) est donc une matrice dimension Nx(p+ 1). 
Alors, le modèle peut s'écrire sous la forme suivante: 
Y=X(3 + é. 
L'estimateur de (3, conditionnellement aux variables explicatives, obtenu par la mé-
thode des moindres carrés ordinaires est : 
13 = (XT X) - l XTy 
= (XT X) - l X T(X(3 + é) 
= (3 + (XT X) - l X T é . 
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La variance de fj est : 
L'estimateur de Var(fj) est : 
-Varefj) = (J 2(XT X) - l. 
où ~ est l'estimateur de (J2 . Sous l'hypothèse de normalité des résidus é rv N(O, (J 2 I N) , 
on a les résultats suivants : 
- fj rv N((3, (J2(XT X) -l) 
- [N - (p + 1) l~ rv X2 (N - (p + 1)) 
- fj et (J 2 sont indépendants. 
Les hypothèses du test de Student sont les suivantes pour i = 0, 1, .. . ,p. 
{
Ho: (3i = 0 
H l : (3i -# 0 
La statistique du test est: S = ~ rv t (N - (p + 1)) . Elle suit la loi de Student à 
Var(!3) 
N - (p + 1) degrés de liberté car les erreurs du modèle suivent une loi normale. 
Sous Ho vraie, on a : 
S = Â~ rv t (N - (p+ 1)). 
Var(!3) 
La règle de décision est la suivante : 
On rejette Ho si 1 S 1> t * où t * est la valeur crit ique de la table de Student pour 
un risque fixé et un nombre de degrés de liberté égal à N - (p + 1). Autrement dit, 
le coefficient (3i est significativement différent de zéro et la variable explicative X i 
associée à (3i joue un rôle explicatif dans le modèle. 
R em arque 1. Dans la suite, on dira qu 'une variable explicative est significative 
lorsque le coefficient qui lui est associé est significativement différent de zéro. 
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1.1.1 M éthode ascendante 
Cette méthode introduit les variables explicatives une par une jusqu'à l'obtention 
du meilleur modèle. Elle consiste à : 
Effectuer les p régressions possibles avec une seule variable explicative et tester 
la significativité individuelle dans chaque modèle. Ensuite, on retient le modèle 
pour lequel la variable explicative est la plus significative. 
Faire les p - 1 régressions possibles avec deux variables explicatives et effectuer 
le test de Student avec la deuxième variable introduite. Ensuite , on choisit le 
modèle pour lequel la nouvelle variable introduite est la plus significative. Dans 
le cas où aucune variable n'est significative, le processus sera arrêté. 
Poursuivre le même raisonnement en faisant p-2 régressions possibles avec trois 
variables explicatives et choisir celui pour lequel la nouvelle variable introduite 
est la plus significative. Si aucune des variables introduites n 'est significative, 
on arrête le processus. 
Le processus s'arrête lorsqu 'aucune des nouvelles variables introduites n'est 
significative. 
Le problème lié à cette méthode est le fait de ne pas pouvoir supprimer une variable 
déjà introduite dans le modèle. 
1.1.2 M éthode descendante 
Contrairement à la méthode ascendante qui introduit des variables à chaque étape, 
la méthode descendante considère le modèle global avec p variables explicatives, puis 
procède par élimination. Plus précisément, elle consiste à : 
Effectuer une régression avec les p variables explicatives; 
Ensuite tester la significativité individuelle de toutes les variables explicatives: 
• Si toutes les variables expicatives sont significatives, on arrête le pro ces-
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sus; 
• Sinon on enlève la variable la moins significative du modèle et on réef-
fectue la régression avec p - 1 variables explicatives. 
Effectuer le test de Student sur les p - 1 variables explicatives : 
• Si toutes les variables explicatives sont significatives, on arrête le pro ces-
sus; 
• Sinon on enlève la variable la moins significative du modèle et on réef-
fectue la régression avec p - 2 variables explicatives. 
On poursuit le même processus jusqu'à ce que toutes les variables soient signi-
ficatives. 
La limite de cette méthode réside dans le fait de ne plus pouvoir réintroduire une 
variable une fois qu 'elle a été supprimée. 
Remarque 2. Les limites des méthodes ascendantes et descendantes sont une consé-
quence de la collinéarité entre les variables (dépendance) . 
1.1.3 Méthode mixte 
La méthode mixte peut être vue comme une combinaison des deux premières 
méthodes. Elle procède par ajout d 'une nouvelle variable, puis par élimination de va-
riables précédemment introduites dans le modèle. Elle permet de prendre en compte 
le degré de significativité de toutes les variables à chaque étape de l'algorithme. Par 
exemple, une variable peut être la plus significative à une étape de l'algorithme et 
devenir non significative après introduction d'autres variables dans le modèle. Après 
l'introduction d 'une nouvelle variable dans le modèle, la procédure mixte effectue un 
test de Student sur toutes les variables anciennement introduites. Ensuite, s'il y a des 
variables non singnificatives, alors on retire du modèle la variable la moins significa-
tive. Le processus s'arrête lorsque toutes les variables anciennement introduites sont 
significatives après l'introduction d 'une nouvelle variable dans le modèle. 
Par conséquent , parmi ces trois méthodes de sélection présentées, la méthode mixte 
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semble être la meilleure procédure. 
1.2 Exemple pratique avec la méthode mixte 
Cette section porte sur l'application de la méthode mixte sur le jeu de données 
nommé « Swiss »(Voir script R en Annexe A). Ce dernier est pris dans le logiciel R. 
n comporte 5 variables explicatives et la variable réponse Y (Voir tableau 1.1) : 
y (Fertilité) : la mesure commune normalisée de la fécondité; 
Xl (Agriculture) : le pourcentage des hommes impliqués dans l'agriculture en tant 
qu 'occupation ; 
X 2 (Examination) le pourcentage de candidats ayant obtenu la meilleure note à 
l'examen d'armée; 
X 3 (Éducation) : le pourcentage d'éducation au-delà de l'école primaire pour les re-
crues; 
X 4 (Catholique) : le pourcentage de catholiques (par opposition aux protestants) ; 
X 5 (Mortalité infantile) : les naissances qui ont vu le jour, mais n'ayant vécu que 
moins d'une année. 
Ces variables ont été observées sur 47 provinces francophones de la Suisse vers 1888. 
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.... 
Fertirity Agricu ltu re Examination Education Catholic InfantMortallty 
Courtelary 80.2 17.0 15 12 9.96 22.2 
Delemont 83.1 45.1 6 9 84.84 22.2 
Franches-Mnt 92.5 39.7 5 5 93.40 20.2 
Moutier 85.8 36.5 12 7 33.77 20.3 
Neuveville 76.9 43.5 17 15 5.16 20.6 
Porrentruy 76.1 35.3 9 7 90.57 26.6 
Broye 83.8 70.2 16 7 92.85 23.6 
Glane 92.4 67.8 14 8 97.16 24.9 
Gruyere 82.4 53.3 12 7 97.67 21.0 
Sarine 82.9 45.2 16 13 91.38 24.4 
Veveyse 87.1 64.5 14 6 98.61 24.5 
TABLE 1.1 - Swiss - Affichage de 11 observations (provinces) du jeu de données Swiss 
Le modèle global s'écrit sous la forme suivante: 
où é rv N(O , ()'2 IN)' 
Le but est de trouver le meilleur modèle qui permet de faire la régression de la fertilité 
sur les autres variables de la base. 
Les résultats du meilleur modèle retenu après application de la méthode mixte sont 
présentés dans le tableau 1.2 : 
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Coefficients estimés Erreur standard S Pr(2: 1 S 1) P-valeur 
constante 62 ,10131 9,60489 6,466 8,4ge-08 *** 
Xl -0,15462 0,06819 -2,267 0,02857 * 
X 3 -0 ,98026 0,14814 -6,617 5,14e-08 *** 
X 4 0,12467 0,02889 4,315 9,50e-05 *** 
X 5 1,07844 0,38187 2,824 0,00722 ** 
T A BLE 1.2 - Swiss - Résultats du modèle final retenu 
Codes pour la significativité : ,***, 0, 001 , ,**, 0, 01 , ,*, 0, 05, '.' 0, 1 
R2 = 0,6993; R~juste = 0, 6707 ; P - value du modèle global = 0, 717e - 10(* * *) . 
L'erreur standard est J-v;;;(JJ). 
Le modèle est globalement significatif au seuil de 0, 001 et la variable Examination 
(X 2 ) est la seule qui n'est pas retenue. Il s'écrit donc sous la forme suivante: 
Fertilité = 62, 10131- 0, 15462 (Agriculture)-0, 98026(Education)+0, 12467(Catholique)+ 
1, 07844(Mortalite infant ile). 
Chapitre 2 
Extraction de caractéristiques 
L'extraction des caractéristiques consiste à considérer chaque observation p-dimension-
nelle par k combinaisons linéaires des variables , où k est beaucoup plus petit que p. 
Elle peut être réalisée grâce aux méthodes d 'analyse factorielle comme l'analyse en 
composantes principales (ACP). Ainsi, nous allons effectuer un bref rappel de l'ACP 
puis l'illustrer à l'aide d 'un jeu de données pertinent. 
2.1 Analyse en composantes principales 
L'Analyse en composantes principales (ACP) est une méthode d'extraction de 
caractéristiques appliquée sur des jeux de données décrits par des unités statistiques 
en lignes et des variables quantitatives en colonnes [5]. Par ses résultats, elle cherche à : 
- repérer les similitudes entre les individus vis à vis de l'ensemble des variables, 
- relever les différences entre les individus et mettre en évidence ceux dont le 
comportement est atypique par rapport à l'ensemble des variables , 
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savoir si l'information brute ne pourrait être obtenue à part ir d 'un nombre 
restreint de variables , 
réécrire simultanément les liaisons entre les variables. 
Pour ce faire, on diminue la dimension du jeu de données en déterminant successi-
vement les axes factoriels. C'est une méthode de réduction de la dimensionnalité des 
données avec perte d 'information. 
2.1.1 Recherche des axes factoriels 
Considérons n individus sur lesquels on a mesuré p variables quantitatives. 
Posons X = (Xl , X 2 , .. . , X n)T et l: = Var (X ) : la matrice de variances-covariances. 
La première composante principale est donnée par : 
YI = u[ X = l:f=l UliXi, où Ul de norme 1 (u[ UI = 1) est choisi pour maximiser 
Var(Y1) = U[l:UI ' 
Le problème revient donc à maximiser la fonction suivante : 
où À est le multiplicateur de Lagrange. Sa solution s'obtient en dérivant par rapport 
à U11 , U12 , ... , Ulp et À. 
On a IluI 11 = 1 car 8F~u;,>, ) = -(U[UI - 1) = 1 - U[UI = O. 
8F (UI, À) = (8F (UI' À) 8F (Ul , À) 8F (UI' À)) 
8U1 8U11' 8U12 ' ... , 8UIp . 
Après avoir dérivé par rapport à UI, on aura : 8F~Ul ,À) = 2l:Ul - 2ÀUI = o. 
Ul 
Donc l:U1 = ÀUI. 
Donc Ul est un vecteur propre normé de l: et À est la valeur propre correspondante . 
De plus Var(Yd = U[l:U1 = Uf(ÀU1) = ÀU[ UI = À puisque u[ Ul = l. 
Ainsi À = À1 la plus grande valeur propre de l: est celle qui maximise Var(Yi). 
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Le vecteur propre associé à la valeur propre )'1 est U1. 
La deuxième composante principale est donnée par 12 = ur X définie telle que: 
Var(12) = urI.:u2 est maximale, 
ur U2 = 1 et Cov(YJ. , Y2) = ufI.:U2 = o. On détermine donc le vecteur U2 qui maximise 
la fonction suivante : 
F(U2, À, 1/) = urI.:u2 - À(ur U1 - 1) - I/(ur U2 - 0). 
En effet , Cov(Y1 , 12) = Cov(uf X , ur X) 
Donc Cov(Y1, Y2) = UfI.:U2 = urI.:u1 = À1 ur U1 · 
, âF(U2 À v) 1 T 0 U2 est norme car â; , = - u 2 U2 = . 
Ul et U2 sont linéairement indépendants car 
On a: 
On a : 
Or 
Puisque Var(Y2 ) = urI.:u2 = ur ÀU2 = À , donc Var(Y2 ) est maximale si À = À2 qui 
représente la deuxième plus grande valeur propre de I.:. 
Ainsi , U2 est le vecteur propre normé correspondant. En maximisant successivement 
Var (Y) , on aura donc la kème composante principale Yk = ur X , où Uk est le vec-
teur propre normé associé à À k . De façon générale, les composantes principales sont : 
Y=ATX où , 
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Ull U21 U p 1 
U 12 U22 U p2 
La matrice A a pour colonnes les vecteurs propres de 2.: avec 
AT A = AAT = Ip, AT = A - 1. 
2.:A = AA, où A = diag(À1 , À2' . . . , Àp). 
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On a : Var (Y) = AT2.: A = A de telle sorte que Cov (Yi, Yj) = 0 si i =J j et Var (Yi) = 
Ài 2: Var(Yj) = Àj ssi i :::; j. 
En résumé, la recherche des axes factoriels consiste à diagonaliser la matrice de 
variances-covariances 2.: . Le kème axe factoriel correspond au kème vecteur propre as-
socié à la kème plus grande valeur propre de 2.: , avec k = 1, 2, ... ,p. 
Les données de départ sont reconstrui tes par la formule suivante: 
X = 2.:f=l A ViU? avec Vi = k,X Ui, k < p tel que (p - k) valeurs propres sont très 
petites. 
2.1.2 Aides à l'interprétation 
Les deux aides à l'interprétation suivantes sont en général ut ilisées en ACP le 
cosinus carré Cos2 et la contribution CTR. 
Cosinus carré (Cos2 ) 
Le cosinus carré d 'une variable constitue un critère important qui permet de 
mesurer la qualité de représentation d 'une variable par rapport à sa projection 
sur l'axe orthonormé. Une variable est bien représentée par rapport à un axe 
si elle est proche du cercle de corrélation et que son Cos2 par rapport à cet axe 
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est proche de 1. 
C 2(8) C;(j) os = d2( 0 , Qj) 
où ° est l'origine du repère, Qj est le point associé à la variable X j sur le cercle 
de corrélation, Ca(j) est la coordonnée du point Qj sur l'axe a et d(O , Qj) est 
la distance euclidienne entre ° et Qj. 8 est l'angle entre l'axe factoriel a et la 
droite (0, Qj) . 
Contribution (CTR) 
La contribution d 'une variable X k à l'inertie expliquée par l'axe U (>\ k) est la 
part de la variable dans l'inertie. La contribution permet donc de classer les 
variables selon le rôle qu 'elle joue dans la détermination des axes. Ainsi, les 
variables les plus contributives à la formation d 'un axe sont celles qui ont une 
forte coordonnée sur cet axe. 
où Ca(j) est la coordonnée du point Qj sur l'axe a et Àa est valeur propre 
associée à l'axe a . 
Cercle de corrélation 
Le cercle de corrélation permet de visualiser graphiquement les deux critères 
susmentionnés (le cosinus carré et la contribution). 
2.1.3 Mise en éléments supplémentaires de variables 
Il est possible de représenter dans le cercle de corrélations des variables n'ayant 
pas participés à la formation des axes. Ces variables sont dites illustratives ou sup-
plémentaires. On peut faire appel à la mise en éléments supplémentaires lorsque dans 
nos données figurent plusieurs paquets de variables de statuts différents. Par exemple, 
supposons que notre jeu de données décrit des individus à l'aide des variables écono-
miques et démographiques. Dans ce cas, on peut prendre pour variables actives les 
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variables économiques et chercher les rapports ent re les structures économiques et les 
variables démographiques illustratives. Par ailleurs, les variables nominales peuvent 
également être utilisées comme supplémentaires en ce sens qu'elles définissent une 
partit ion des individus en autant de groupes que la variable a de modalités. 
Remarque 3. Il n'y a pas lieu de calculer la corrélation des variables supplémentaires 
car ces variables ne sont pas intervenues dans la fo rmation des axes. 
2.1.4 Règles pour retenir les axes 
Généralement, quatre règles sont utilisées pour retenir les axes. 
Règle 1 : critère du taux d 'inertie 
Le critère du taux d 'inert ie consiste à garder les premiers axes expliquant une part 
importante de la variation. On peut choisir de façon arbitraire un seuil de 70% ou de 
80%. Cependant , il faudrait tenir compte de la valeur décroissante des valeurs propres. 
Règle 2 : Critère de Kaiser 
Kaiser propose de choisir les axes pour lesquels les valeurs propres correspondantes 
sont supérieures ou égales à la moyenne des valeurs propres : 
Àk ::::: ). = )'1 +,),2; .··+,),P . Dans le cas où on travaille sur la matrice de corrélations, on 
retiendra les axes pour lesquels leurs valeurs propres sont supérieures ou égales à 1 
( Àk ::::: 1) car À1 + À2 + ... + Àp = p [12]. 
Règle 3 : Règle du pieds de l'éboulis 
Cette règle consiste d 'abord à tracer l'histogramme des valeurs propres qui est dé-
croissant. Ensuite, les axes à retenir sont ceux précédant le « pieds de l'éboulis». Ce 
dernier est le niveau à partir duquel on observe une forte diminution de l'inertie [3] . 
Règle 4 : Règle de Horn 
Cette règle consiste à suivre les étapes suivantes pour choisir les axes factoriels [10] : 
- Simuler une matrice de corrélations de n objets de la loi normale centrée réduite 
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- Extraire les valeurs propres de cette matrice m kl , mk2, ... , mkp, 
- Répéter l'expérience K fois de suite, 
Calculer la moyenne mi = -k L.~lmik, 
Retenir les axes pour lesquels Àk ~ mk, k = 1, 2, .. . ,p. 
2.2 Exemple pratique en Analyse en Composantes 
Principales 
Dans cette section, on appliquera l'ACP sur le jeu de données Iris de Fisher (Voir 
script R en Annexe B). Ce dernier comporte 5 variables et 150 individus (Voir tableau 
2.1). Les individus sont des fleurs connues sous le nom d 'Iris. Les quatre premières 
variables sont quant itatives et désignent respectivement la longueur des sépales, la 
largeur des sépales, la longueur des pétales et la largeur des pétales. Elles sont toutes 
mesurées en cm. La dernière variable porte sur le type d 'Iris pouvant être Setosa, 
Versicolor ou Virginica; chaque type est au nombre de 50 dans ce jeu de données. 
Cette variable, étant qualitative nominale, sera mise en éléments supplémentaires afin 
de rendre pertinente l'interprétation du nuage des individus. 
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A SepaUength Sepal.Width Petal.length Petal.Width Species 
1 5.1 3.5 1.4 0.2 setosa 
1 4.9 3.0 1.4 0.2 setosa 
3 4.7 3.2 1.3 0.2 setosa 
4 4.6 3.1 1.5 0.2 set osa 
5 5.0 3.6 1.4 0.2 setosa 
6 5.4 3.9 1.7 0.4 setosa 
7 4.6 3.4 1.4 0.3 setos a 
8 5.0 3.4 1.5 0.2 setosa 
9 4.4 2.9 1.4 0.2 setos a 
10 4.9 3.1 1.5 0.1 setosa 
TABLE 2.1 - Iris de Fisher - Affichage de 10 Setosa 
2.2.1 Interprétation des résultats de l'ACP sur les Iris de 
Fisher à l'aide du logiciel R 
Puisque nous avons quatre variables actives, donc le nombre maximal d 'axes facto-
riels possible sera quatre. Nous avons calculé les valeurs propres et leurs pourcentages 
d 'inertie décrits dans le tableau 2.2. 
Axes Valeurs propres % de variance Cumul des % de variance 
Axe 1 2,92 72,96 72 ,96 
Axe 2 0,91 22,85 95 ,81 
Axe 3 0,15 3,67 99,48 
Axe 4 0,02 0,52 100,00 
TABLE 2.2 - Iris de Fisher - Valeurs propres et pourcentages de variations des axes 
factoriels 
Les deux premiers axes factoriels contribuent respectivement à 72 ,96% et 22 ,85% de 
l'inertie, soit 95 ,81% au total. Autrement dit, ils restituent plus de 80% de l'informa-
tion contenue dans le jeu de données. Ainsi, d 'après le critère du taux d 'inertie, nous 
pouvons retenir ces deux axes pour visualiser nos données. 
Le tableau 2.3 présente le cos2 des variables longueur du sépale, largeur du sépale, 
longueur du pétale et largeur du pétale. 
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Variables Axe 1 Axe 2 Axe 3 Axe 4 
Longueur du sépale 0,79 0,13 0,08 0,00 
Largeur du sépale 0,21 0,78 0,01 0,00 
Longueur du pétale 0,98 0,00 0,00 0,01 
Largeur du pét ale 0,93 0,00 0,06 0,01 
TABLE 2.3 - Iris de Fisher - Qualité de représentation (Cos2 ) 
Les variables longueur du pétale, largeur du pétale et longueur du sépale sont respec-
tivememt bien représentées sur l'axe 1. En effet , elles ont de fortes valeurs sur cet axe. 
Par contre sur l'axe 2, c'est la variable largeur du sépale qui est bien représentée. 
Le tableau 2.4 présente la contribution des variables longueur du sépale, largeur du 
sépale, longueur du pétale et largeur du pétale. 
Variables Axe 1 Axe 2 Axe 3 Axe 4 
Longueur du sépale 27,15 14,24 51,78 6,83 
Largeur du sépale 7,25 85 ,25 5,97 1,53 
Longueur du pétale 33,69 0,06 2,02 64,23 
Largeur du pétale 31 ,91 0,00 0,06 0,01 
TABLE 2.4 - Iris de Fisher - Contribution (CTR) (en %) 
Si on se place sur les deux premiers axes factoriels, on constate que les variables lon-
gueur du pétale, largeur du pétale et longueur du sépale sont respectivememt les plus 
contributives à la formation du premier axe. En ce qui concerne le deuxième axe, 
c'est la variable largeur du sépale qui contribue le plus à sa formation, soit 85,25%. 
Par ailleurs, seule la longueur du sépale apporte une plus grande contribution à la 
formation du troisième axe, soit 51,78%. On note aussi que c'est la variable longueur 
du pétale qui contribue le plus à la formation de l'axe 4 (64,23%). 
La figure 2.1 illustre le cercle de corrélation de l'ACP appliquée sur les Iris de Fisher. 
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FIGURE 2.1 - Iris de Fisher - Cercle de corrélation 
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L'analyse du cercle de corrélation montre que le premier axe factoriel est caractérisé 
par la longueur du pétale, la largeur du pétale et la longueur du sépale, tandis que 
le deuxième axe factoriel est caractérisé par la largeur du sépale. Ce qui confirme les 
constats précédents. 
2.2.2 Mise en éléments supplémentaires 
Le figure 2.2 présente le nuage des 150 individus dans lequel le type d 'iris a été 
mis en éléments supplémentaires. 
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Individuals factor map (iPCA) 
(") • versicolor 
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FIGURE 2.2 - Iris de Fisher - Représentation des individus (Iris) dans le plan factoriel 
La mise en éléments suplémentaires du type d 'iris dans le nuage des individus nous a 
permis de savoir que les virginica sont les iris ayant de fortes valeurs pour les longueur 
et largeur du pétale et la longueur du sépale alors que les setosa sont ceux ayant de 
faibles valeurs pour ces dernières. Les versicolor sont les iris qui semblent avoir une 
valeur moyenne pour toutes ces variables et il y a un chevauchement entre les versi-
color et les virginica. 
Chapitre 3 
Positionnement multidimensionnel 
Le positionnement multidimensionnel est une technique de réduction de la dimen-
sion qui consiste à approcher une configuration p-dimensionnelle X 1 ,X 2 ,X3 , ... ,Xn par 
une nouvelle configuration Yl,Y2,Y3, ... ,Yn de dimension k, avec k plus petit que p , de 
telle sorte que la seconde configuration soit résonnablement proche de la première 
et les distances entre les points soient préservées autant que possible. Il existe deux 
méthodes de positionnement multidimensionnel à savoir la méthode classique et la 
méthode non métrique. Très souvent en pratique, les Xi ne sont pas donnés, mais plu-
tôt la mesure de proximité entre les paires d 'individus T et s, avec T , S =1,2,3, ... , n 
[24]. 
3.1 Méthode classique 
Considérons la configuration p-dimensionnelle X 1,X 2 , . . . ,Xn (c'est à dire n indivi-
dus décrits par p variables X 1 , X 2 , . . . ,XP) et la proximité (Jrs = IIXr - Xsll, 
T , S =1 , 2, 3, ... , n. 
Chapitre 3. Positionnement multidimensionnel 25 
Supposons que (Jrs est une dissimilarité c'est à dire (Jrr = 0, (Jrs 2 0, et (Jrs = (Jsr 
\:j r, s = 1,2,3, ... , n. D = [((Jrs)] est appelée matrice de dissimilarité. D est euclidienne 
s' il existe une configuration Y1 ,Y2 ,Y'3 "" ,Yn de dimension p tel que \:j r , s = 1, 2,3, ... , n; 
drs=(Jrs avec drs = Il Yr - Ys II · 
Gower(1966) a proposé la méthode classique sous le nom d'analyse de coordonnées 
principales et a montré qu'elle est étroitement liée à l'ACP. Le posit ionnement multi-
dimensionnel classique découle du théorème suivant: 
- Théorème de (Gower,1966) [7], (Mardia et al.,1978) [16] 
Enoncé: 
Considérons A = [(ars)], où ars = -~(J;s' o,r. = 1. 'f ars avec r =1=- s, o'.s n s=1 
_ 1 n n 
avec s =1=- r et a .. = ; L Lars, r , s = 1,2,3, ... , n. 
r=1s=1 
Posons B = [(brs )], où brs = ars - o,r. - o'.s - a". A et B sont des matrices carrées 
d 'ordre n. 
D est euclidienne si et seulement si B est semi-définie positive. Une matrice est dite 
semi-définie positive si toutes ses valeurs propres sont non-négatives. 
Démonstration : 
a) Supposons que D est euclidienne et montrons que B est semi-définie positive. 
On a: -2ars = (J;s = IIXr - Xsl12 = X;Xr + X;Xs - 2X;Xs. 
Donc 
De même, 
1 T -T -
20,,, = 2- L X i X i - 2X X. 
n i 
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Donc 
et 
B = XXT ~ a où x T = (Xl - X, X 2 - X, ... , X n - X). 
Ainsi B est semi-définie positive. 
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b) Supposons que B est semi-définie positive de rang p et montrons que D est eucli-
dienne. Il existe une matrice orthogonale V = (V1 , V2, ... , vn) E M n x n telque 
VTBV= 
( ra 00) 
où r = diag( "(1,12"""P )' r E M n x p, et I l ~ 12 ~ ... ~ IP sont les valeurs propres 
positives de B. 
Considérons V1 = (V1 , V2, . .. , vp ) E M n x p' La matrice V1 est une extraction des p 
premières colonnes de V . 
= (V1r1j2 ) (V1r 1j2f 
=yyT , 
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, y - (r,:v: ;;:v::. ~) - ((1) (2) (p)) E M ou - v I1V1, v ,2V2,oo" v ,pVp - Y , Y ,oo ·,Y n x p' 
On a Ily(j) 11 2 = ,j 11 Vj 11 2 = Ij' Puisque brs = Y;Ys, 
II Yr - Ysl12 = y; Yr + y; Ys - 2y; Ys 
IIYr - Ysl12 = brr + bss - brs - bsr 
IIYr - Ysl1 2 = arr + ass - 2ars 
IIYr - Ysl1 2 = - 2ars (puisque arr = arr = 0) 
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IIYr - Ys 11 2 = O';s, et les Yi donnent la configuration requise. Donc D est euclidienne. 
Conclusion : D est euclidienne ssi B est semi-définie positive. 
Ainsi, ce théorème donne une méthode de construction de la configuration des Yi plus 
connue sous le nom de positionnement multidimensionnel classique. En résumé, l'algo-
rithme du positionnement multidimensionnel prend d 'abord comme entrée la matrice 
de distance D obtenue à partir de la configuration de départ X . Ensuite, il détermine 
la matrice B à partir de D . Enfin, la sortie de cet algorithme sera la configuration Y 
obtenue à part ir de la matrice B. 
Si D est euclidienne, la configuration des Yi est appelée la solut ion classique. Cette 
dernière n 'est pas unique en ce sens qu'une rotation ou un décalage d 'origine ne mo-
difie pas la distance entre les points : 
Soit L une matrice orthogonale (p x p) : 
Par ailleurs, la moyenne fj est nulle. 
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En effet , B = [( bTS )] = (In - n- 1 1n 1~)A(In - n- 1 1n 1~). 
On a (In - n- 1 1n 1~) = 0 =? B1n = 0 et n 2fFy = (y T 1n)'(y T 1n) = 1~B1n = 0, donc 
y = o. 
Généralement, D n 'est pas euclidienne. Dans ce cas, on ne pourra pas écrire r = 
r l /2r l/2. Si seules les k premières valeurs propres sont posit ives , Yk = (yU) , y(2) , ... , y(k)) 
donnera une configuration raisonnable dans k dimensions. L'avantage de cette mé-
thode est que son algorithme fournit rapidement une solution réalisable. Cette der-
nière est surtout optimale lorsque la matrice B a des valeurs propres non négatives. 
Néanmoins, il peut arriver que B soit semi-définie négative. Le cas échéant , le position-
nement multidimensionnel clasique ne sera pas la méthode appropriée pour réduire la 
dimension de la configuration X . 
3.2 Méthode non métrique 
Dans la section précédente, nous avons considéré le problème en cherchant un p-
dimensionnel de vecteurs Yi pour lesquels les dTS soient aussi proches que possible des 
dissimilarités O"TS. Toutefois, il est possible d 'élargir la recherche de configuration et 
en chercher une telle que dTS ~ f( O"TS ) pour certaines fonctions monotones inconnues f 
satisfaisant : 
(O"TlSl < O"T2S2 {::::::} f(O"Tl sl) S f (aT2s2))· 
L'objectif serait donc de t rouver une configuration en p dimensions de sorte que la 
représentation des dTS par rapport à O"TS augmente (ou approximativement) de façon 
monotone. Par exemple, si n = 3 et 0"23 < 0"13 < 0"12, nous requiérons dans ce cas 3 
points Yi tels que d 23 S d 13 S d 12 · Pour ce faire, Kruskal (1964)[13] a suggéré d 'ajuster 
les distances dTS par d",.s qui est une fonction croissante des O"TS . Cette dernière est 
obtenue en minimisant la fonction STRESS notée 8 2 et définie par : 
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avec r, S = 1, 2, 3, .. . , n . Et on aurra : 
où ri et Si, i = 1, 2,3, ... , m, sont respectivement des éléments fixes de r et s. 
Le posit ionnement mult idimensionnel non métrique est applicable sur des distances 
et sur des indices de similarité en général. Par contre, contrairement à la méthode 
classique, il est moins rapide en temps et la solution est un opt imum local et non 
global. De plus, la méthode non métrique privilégie l'ordre des distances plutôt que 
leurs valeurs. 
3.3 Exemple pratique sur le positionnement mul-
tidimensionnel 
Cette sous-section concerne l'application des 2 méthodes de posit ionnement multi-
dimensionnel sur les distances en km ent re 10 villes de la province du Québec (Mont-
réal, Québec, Laval, Gatineau, Longueil , Sherbrooke, Saguenay, Lévis, Trois-Rivières 
et Terrebonne). Plus précisément , le jeu de données porte sur les distances en voiture 
entre chaque paire de villes. Ces distances sont prises sur Google Maps (Voir tableau 
3.1). Elles définissent donc la proximité a rs entre deux villes r et s. Nous allons ap-
proché la configuration des X i, i = 1, 2, ... , 10, non connue par la configuration des 
Yi , i = 1, 2, .. . , 10, dans un espace à deux dimensions. Le fichier script R associé à 
l'application du posit ionnement mult idimensionnel se trouve dans l'annexe C. 
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Villes MU Qc Lav Gtu LgI Shbe Sgy Lvs TR Tbe 
Montréal 0 250 33 198 10 156 461 242 141 31 
Québec 250 0 264 438 246 235 211 19 129 251 
Laval 33 264 0 184 35 188 472 253 140 16 
Gatineau 198 438 184 0 214 353 643 433 310 193 
Longueil 10 246 35 214 0 157 454 235 142 31 
Sher- 156 235 188 353 157 0 440 221 149 184 
brooke 
Saguenay 461 211 472 643 454 440 0 233 333 455 
Lévis 242 19 253 433 235 221 233 0 129 248 
Trois- 141 129 140 310 142 149 333 129 0 124 
Rivières 
Terre- 31 251 16 193 31 184 455 248 124 0 
bonne 
TABLE 3.1 - Distance entre les villes - Matrice de distances (en km) en voiture entre 
10 paires de villes du Québec 
3.3.1 Application de la méthode classique 
A la suite de l'application du positionnement multidimensionnel classique, nous 
avons obtenu la configuration des li, i = 1,2, ... , 10, représentée dans la figure 3.1 en 
deux dimensions (dim 1, dim 2) : 
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FIGURE 3.1 - Distance entre les villes - Représentation de la configuration de sortie 
en deux dimensions par la méthode classique 
L'analyse de la figure 3.1 montre que Montréal et Longueuil sont proches. Nous consta-
tons la même chose pour les villes de Lévis et Québec et celles de Laval et de Terre-
bonne. 
3.3.2 Application de la méthode non métrique 
L'application du positionnement multidimensionnel non métrique nous a permis 
d 'obtenir la configuration des Yi , i = 1, 2, ... , 10, représentée dans la figure 3.2 en deux 
dimensions (dim 1, dim 2) : 
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FIGURE 3.2 - Distance entre les villes - Représentation de la configuration de sortie 
en deux dimensions par la méthode non métrique 
Il ressort de l'analyse de cette figure que: 
Lévis est plus proche de Québec par rapport aux autres villes, 




Réseaux de neurones artificiels et 
Autoencodeur. Etude comparative 
entre l'ACP et l'autoencodeur 
Chapitre 4 
Réseaux de neurones artificiels et 
autoencodeur 
Dans ce chapitre, il s'agit de présenter la théorie nécessaire pour la compréhension 
d 'un réseau de neurones et celle d 'autoencodeur en particulier. 
4.1 Généralités sur les réseaux de neurones artifi-
ciels 
Dans cette section, nous nous référons principalement à [19]. 
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4.1.1 Définition 
Un réseau de neurones artificiel peut être défini comme étant un modèle dont la 
concept ion est inspirée du fonctionnement du neurone biologique. Ce dernier contient 
trois composantes essentielles à savoir (Voir figure 4. 1) : 
les dendrites : elles constituent les entrées du neurone et servent à achemi-
ner vers le corps du neurone des signaux électriques en provenance d 'autres 
neurones; 
le corps cellulaire accumule des charges électriques. Par la suite, le neurone 
peut être suffisamment excité (i.e la charge électrique dépasse un certain seuil) 
à tel autoencoder qu'il engendre un potent iel électrique se propageant à travers 
son axone afin exciter d 'autres neurones ; 
l'axone: elle représente la sortie du neurone vers d 'aut res neurones. Le autoen-
coder de contact entre l'axone d 'un neurone et le dendrite d 'un autre neurone 
s'appelle le synapse. 
dendrites 
axone 
FIGU RE 4. 1 - Neurone biologique [19] 
Parallèlement au neurone biologique, tel qu'illustré par la figure 4. 2, un neurone artifi-
Chapitre 4. Réseaux de neurones artificiels et autoencodeur 36 
ciel reçoit sous forme vectorielle des entrées XI ,X2 , ... ,.T p , puis effectue une combinaison 
affine de ses entrées moins le seuil d 'activation du neurone ou biais b (Wi, IXI + Wi ,2X2 
+ ... + W i,pXp - b). Ensuite une fonction d 'activation f est appliquée sur cette sortie : 
f (Wi,l Xl + W i,2X 2 + ... + W i,pXp - b) = f C'L~= 1 Wi,pXi - b) afin de créer une sort ie y. 




- - --.( i Wl kXk - .... f(w,x,-b) 
.~ 
fonction de combln,ison fonction d'Ktiv,tion Sortie 
/ 
Vecteur d'enlr" Poids synaptiques 
FIGURE 4.2 - eurone artificiel 
Un ensemble de neurones reliés en réseau forme ce qu 'on appelle un réseau de neu-
rones. Les poids et le biais sont estimés lors de la phase d 'apprentissage du réseau de 
neurones. 
Il existe deux types d 'apprent issage des réseaux de neurones: l'apprentissage super-
visé et l'apprentissage non supervisé. L'apprent issage supervisé est caractérisé par 
la présence d 'un professeur ayant des connaissances sur l'environnement dans lequel 
évolue le réseau. Cependant l'apprent issage non supervisé s'effectue sur des données 
dont on ne connait pas les étiquettes des observations. Il est caractérisé par l'absence 
de professeur. Il s'agira donc de regrouper les individus statistiques présentant des 
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caractéristiques communes. 
4.1.2 Fonction d 'activation 
Plusieurs fonctions d 'activation sont ut ilisées dans les réseaux de neurones artifi-
ciels. Parmi elles, nous pouvons citer entre autres: 
la fonction seuil f (x) = 1 [0,+00] (Voir figure 4.3); 
0.5 
-1 0 -5 o 5 10 
FIGURE 4.3 - Fonction seuil 
- la fonction linéaire f (x) = ax , a E IR* , x E IR (Voir figure 4.4) ; 
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FIGURE 4.4 - Fonction linéaire 
la fonction sigmoïde f (x) = l+~-X) x E lR (Voir figure 4.5) ; 
-1 0 - 5 o 5 10 
FIGURE 4.5 - Fonction sigmoïde 
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la fonction ReLU (Unité de Rectification Linéaire) f( x) = max(O, x), x E IR 




-10 -5 o 10 
FIGURE 4.6 - Fonction RELU 
4.1.3 Descente du gradient 
L'entrainement d 'un réseau de neurones est en général effectué par la méthode de 
la descente du gradient . Tel qu 'illustré par la figure 4.7, la descente du gradient cherche 
à perfectionner le réseau en répétant une mise à jour des poids, visant à minimiser la 
fonction objectif. La fonction objectif est en général l'erreur quadratique moyenne : 
.c étant une fonction de coût permettant de mesurer la divergence entre l'échantillon 
d 'apprentissage en entrée et les sorties. 
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E(w) 
~------------------------------------~ w 
FIG URE 4.7 - La descente du gradient suivant W 
Plus précisément , les étapes de l'algorithme de la descente du gradient sont les 
suivantes [23] : 
1. Phase d 'initialisation : on choisit aléatoirement la matrice des poids w; 
2. Avant qu 'un processus d'apprentissage est effectué, on présente les données 
d 'entrainement X i au réseau par propagation pour obtenir les sorties Y i ; 
3. On calcule la fonction objectif entre les Xi et Y i puis on la minimise par rapport 
aux poids w en résolvant l 'équation ~~ = 0 
4. On effectue la rétro-propagation du gradient de la fonction objectif. Cette der-
nière consiste à la mise à jour des poids des neurones à partir de la couche de 
sortie vers la couche d 'entrée afin de minimiser la fonction objectif. 
5. On fait une itération de la mise à jour des poids jusqu'à ce que la fonction 
objectif convergence vers un minimum global. 
Par abus de langage, le terme rétro-propagation du gradient est aussi utilisé pour faire 
référence à la fois à l'algorithme de descente du gradient et à la rétro-propagation du 
gradient. 
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4.2 Autoencodeur 
4 .2.1 Définition 
Un autoencodeur est un réseau de neurones artificiels dans lequel la couche d 'entrée 
a le même nombre de neurones que celle de la sortie. Il est utilisé pour l'apprentissage 
non supervisé et vise à reconstruire l'entrée avec le minimum d 'erreur possible. En 
d'autres termes, un auto-encodeur apprend une approximation de la fonction iden-
tité. Comme pour l'ACP, une des principales applications des auto encodeurs est la 
réduction de dimensionnalité [15]. 
4.2.2 Architecture 
On peut décomposer un autoencodeur en deux parties, à savoir un encodeur, je, 
suivi d'un décodeur , 91/; ' L'encodeur permet de calculer le code Zj = je(Xi) pour 
chaque échantillon d 'apprentissage en entrée (Xij), avec i allant de 1 jusqu 'à n, n 
étant le nombre de lignes et j allant de 1 jusqu 'à p , p étant le nombre de colonnes. 
Le décodeur vise à reconstituer l'entrée à partir du code Zi : Xi = 91/; (Zi ). Les para-
mètres de l'encodeur et du décodeur sont appris simultanément pendant la tâche de 
reconstruction, tout en minimisant la fonction objectif: 
n n n 
JAE(f) , 'ljJ ) = L L(Xi, 91/; (fe(Xi)) = L L(Xi, 91/; (Zi )) = L L(Xi , Xi)· 
i= l i= l i = l 
L étant une fonction de coût permettant de mesurer la divergence entre l'échantillon 
d'apprentissage en entrée et les données reconstruites. 
je et 91/; sont des fonctions de transition : 
je : X ----t F 
91/; : F ----t X où X et F sont respectivement les ensembles d 'entrée et de sortie de 
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l'encodeur ; 
fo, g'lj; = arg min Ilx - (foog'lj; )(x)112 où (foog'lj; )(x) = fo[g lj> (x)] pour tout x E X ; 
O,'Ij; 
Dans le cas où il n'y a qu 'une seule couche cachée, l'étape d'encodage prend l'entrée 
x E lRP = X et l'associe à z E lRk = F , p ~ k : 
z = fo( vVx + b) 
où z est généralement appelé code, variable latente ou représentation latente, e est 
une fonction d 'activation (e.g., sigmoïde, ReLU ... ), West une matrice de poids du 
réseau de neurones et b un vecteur de biais. 
Ensuite, l'étape de décodage associe z à la reconstruction x de forme ident ique à x : 
x = g'lj; (W' z + b' ) 
où W' et b' pouvant être différents ou non de W et b de l'encodeur , selon la conception 
de l'autoencodeur. La figure 4.8 illustre l'architecture d'un autoencodeur. 













FIGURE 4.8 - Architecture d 'un autoencodeur avec 2 couches d 'encodeur et de déco-
deur et une couche cachée dite code 
L'encodeur représente la partie du réseau qui compresse l'entrée dans un espace 
latent représentant la couche code. 
Le code est la couche cachée qui est généralement représentée sous forme compressée 
dans une dimension réduite. Il constitue aussi l'entrée alimentée du décodeur. 
Le décodeur est la partie du réseau qui tente de reconstruire l'entrée à partir de l'es-
pace latent. 
Exemple : Soit une entrée X sous forme d 'une image en noir et blanc d 'un chiffre ma-
nuscrit de dimension 28 par 28 soit 784 pixels. Chaque pixel est représenté par O(noir) 
ou l (blanc). L'encodeur procède au codage des données qui sont en 784 dimensions 
dans un espace de représentation latent Z de dimension plus petite. C'est ce qu'on 
appelle goulot d 'étranglement. En effet , l'encodeur doit apprendre une compression 
efficace des données dans ce petit espace. Le décodeur prend pour entrée la repré-
sentation Z et sort les paramètres de la probabilité de distribution des données et le 
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biais b en cours d'exécution. La probabilité de la distribution d'un seul pixel peut être 
représentée par exemple à l'aide d 'une loi de Bernoulli. La distribution du décodeur 
obtient en entrée une représentation latente du chiffre et en sortie 784 paramètres de 
Bernoulli pour chacun des 784 pixels dans l'image représentée dans Z. Une partie de 
l'information est perdue en ce sens qu 'on part d 'un espace de petite dimension vers 
un espace de grande dimension. 
4.2.3 Lien avec l'ACP 
1'ACP peut être vue comme un autoencodeur linéaire avec W E R pxk où k :s; p. 
En prenant f o(X) = XW et 9'1/; 0 f o(X ) = XWWT , l'ACP cherche à optimiser la 
fonction objectif IIX - XWWT I1 2 . L'ACP est donc un autoencodeur dont la fonc-
t ion d'activation est linéaire et la fonction de coût est l'erreur quadrat ique moyenne. 
Cependant , un autoencodeur utilisant des activations non linéaires a une capacité 
beaucoup plus grande et peut apprendre des représentations plus complexes. 1'au-
toencodeur est donc une généralisation de l'ACP. Il est une forme d 'ACP non linéaire 
[1]. Cette forme d 'ACP ne sera pas développée dans ce mémoire mais plutôt comme 
travail futur. 
4.2.4 Paramètres à définir pour entraîner un autoencodeur 
Comme pour le réseau de neurones en général, l'algorithme de descente du gradiant 
est souvent utilisé pour entrainer un autoencodeur . Quatre paramètres sont à prendre 
en compte pour entrainer un autoencodeur : 
La taille du code (couche cachée) qui représente le nombre de neurones dans 
la couche code. 
Le nombre de couches : un auto encodeur peut avoir une ou plusieurs couches 
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Le nombre de neurones par couches qui, en général, diminue dans l'encodeur et 
augmente dans le décodeur (symétrie par rapport à la couche code de l'encodeur 
et du décodeur). 
La fonction objectif: Un autoencodeur est aussi entrainé pour minimiser la 
fonction objectif. Cette dernière est en général l'erreur quadratique. Dans le 
cas où les données d 'entrée sont sous forme de probabilités (compris ent re 0 et 
1) , la fonction de perte la plus adaptée est l'entropie croisée. 
Le nombre d 'époques :C'est le nombre de fois que l'on entraine le réseau de 
neurones avec toutes les données. 
4.2.5 Types d 'autoencodeurs 
Nous pouvons distinguer deux types d 'auto encodeurs selon la contrainte supplé-
mentaire imposée pour limiter la capacité de représentation de l'autoencodeur lors 
de l'optimisation de la fonction objectif. Nous avons, d 'une part, les auto encodeurs 
« undercomplete » qui limitent la dimension du code latent et , d 'autre part , les au-
toencodeurs « overcomplete ». Ces derniers ajoutent un terme de régulation dans la 
fonction objectif. 
Autoencodeurs « undercomplete » 
Les autoencodeurs « undercomplete » sont des auto encodeurs dans lesquels on 
impose une contrainte au niveau de la couche code afin d 'avoir des représentations 
utiles. Cette contrainte consiste à limiter la taille du code. Dans ce cas, comme l'ACP, 
l'autocodeur extrait la principale caractéristique des données en réduisant la dimen-
sion du jeu de données. L'ACP est donc un autoencodeur « undercomplete » utilisant 
une fonction d 'activation linéaire [9]. 
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Autoencodeurs épars 
Les autoencodeurs épars utilisent une méthode alternative pour introduire le gou-
lot d 'étranglement sans nécessiter une réduction du nombre de nœuds au niveau des 
couches cachées. Plus précisément , il s'agit de construire une fonction objectif en péna-
lisant les activations dans une couche compte tenu de l'observation en question. Donc 
le réseau de neurones effectue l'encodage et le décodage en se fondant sur l'activa-
tion d 'un certain nombre de neurones. Une des stratégies consiste à ajouter un terme 
supplémentaire dans la fonction objectif pendant l'entraînement afin de pénaliser la 
divergence de Kullback-Leibler entre les marginaux des unités cachées Pj et un taux 
de parcimonie souhaité p [2] : 
n m 
J AE(B,'ljJ ) = LL(xi,Xi))+ ÀLKL(P;ll p) 
i= l j=1 
où L étant une fonction de coût permettant de mesurer la divergence entre l'échan-
n 
tillon d'apprentissage en entrée et les données reconstruites, P; = I: Zj (Xi) représente 
i=1 
également l'activation moyenne de l'unité cachée j pour l'entrée Xi sur la distribution 
de données et Zj est l'activation de l'unité cachée j. 
KL(pj llp) = p[log ~] + (1 - p)[logl~~]la divergence de Kullback-Leibler entre un 
paramètre de rareté p et son approximation p;. 
Une autre approche consiste à ajouter dans la fonction objectif un terme de régulari-
sation qui pénalise la norme L I du code latent pour toute entrée X donnée. Dans ce 
cas, la fonction objectif sera: 
n 
J AE(B, 'ljJ ) = L L(Xi, Xi) + Àll zlh 
i=1 
L étant une fonction de coût permettant de mesurer la divergence entre l'échantillon 
d 'apprentissage en entrée et les données reconstruites , L I est la norme des fonctions 
à valeurs dans IR dont la valeur absolue est intégrable au sens de Lebesgue. 
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Autoencodeurs débruiteurs 
Une autre façon de limiter la capacité de représentation d'un autoencodeur consiste 
à ajouter du bruit aux données d 'entrée pendant l'entraînement afin d'avoir le plus 
possible des sorties proches des entrées. L'autoencodeur est entraîné pour reconstruire 
son entrée x à partir de sa version corrompue i [26, 25] . 
n 
J AE (B , 'ljJ) = L .c(Xi, g,;; (fe(Xi)) 
i=l 
.c étant une fonction de coût permet tant de mesurer la divergence entre l'échantillon 
d'apprentissage en entrée et les données reconstruites. 
Autoencodeurs contractifs 
L'auto-encodeur contractif est un auto encodeur dans lequel on pénalise la norme 
de Frobenius de la matrice Jacobienne des activations de l'encodeur par rapport à l'en-
trée en ajoutant un terme supplémentaire dans la fonction objectif afin d'apprendre 
m 
des représentations utiles : J AE(B, 'ljJ) = L:7=1 .c(Xi, Xi) + À L: 11 \7 xZi ll ~, .c étant une 
i=l 
fonction de coût permettant de mesurer la divergence entre l'échantillon d 'appren-
tissage en entrée et les données reconstrui tes, Zi l'activation de l'unité cachée i et m 
est le nombre d'unités cachées. La norme de Frobenius est donc définie comme suit : 
IIAIIF = t r(A* A) avec A E M m,n' A* la matrice adjointe de A [21 ]. 
4.2.6 Application de l'autoencodeur aux Iris de Fisher 
Nous avons appliqué l'autoencodeur undercomplete sur le jeu de données Iris prati-
qué sur l'ACP dans le chapitre 2. Nous l'avons effectué sur Python (Voir script Python 
en annexe D). L'autoencodeur est entrainé avec 90% de l'échant illon initial. Les 10% 
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restants ont servi d'échantillon test afin de mesurer la performance du modèle avec la 
précision que nous désignerons par la suite « Accuracy »(ACC) . 
L'« accuracy » est le ratio entre le nombre d 'observations bien prédites et le nombre 
total d 'observations. Elle est donnée par la formule suivante : 
où 1(.) est une fonction indicatrice, ri l'étiquette de l'observation i (i allant de 1 à n), 
Ci la classe contenant i et m(ci) l'ensemble des possibilités d'affectation des observa-
t ions dans la classe Ci . 
ous avons choisi 4 neurones dans la couche d'encodeur, 2 ou 3 neurones dans la 
couche code et 4 neurones dans la couche de décodeur. Après une série de simulation 
faisant varier les fonctions d 'activation, le tableau 4. 1 montre que la meilleure préci-
sion obtenue est de 0,760 avec la fonction d'activation Relu avec 3 neurones dans la 
couche code. Cela signifie que pour 1000 observations 760 sont bien classées. 
3 neurones 2 neurones 
Autoencodeur linéaire 0,400 0,233 
Autoencodeur Relu 0,760 0,400 
TABLE 4. 1 - Iris de Fisher - Précision avec 2 ou 3 neurones dans la couche code 
La figure 4.9 indique l'évolution de l'erreur quadratique moyenne en fonction du 
nombre d 'époques. Il en ressort que 125 époques suffisent pour entrainer l'autoen-
codeur . 
Chapitre 4. Réseaux de neurones artificiels et autoencodeur 49 
model train vs val idation 1055 
- tr.a.in 









o 250 500 750 1000 1250 1500 1750 2000 
epoch 
FIGURE 4.9 - Iris de Fisher - Erreur quadratique moyenne en fonction du nombre 
d 'époques 
Chapitre 5 
Etude comparative de l'ACP et de 
l'Autoencodeur 
Ce chapitre est consacré à une analyse comparative de l'analyse en composantes 
principales et de l'autoencodeur à l'aide de deux jeux de données. Il comporte deux sec-
tions portant sur deux applications respectivement sur les bases de données « Wine» qui 
est quantitative et « Mnist » qui est un ensemble d 'images. Pour chacune de ces sec-
tions, nous présenterons d 'abord le jeu de données puis décrirons la démarche utilisée. 
Ensuite, nous comparerons les deux méthodes à l'aide des résultats obtenus après 
leurs applications sur les données. 
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5.1 Mise en œuvre à l'aide des données « Wine » 
5.1.1 P résentation des données et de la démarche utilisée 
Nous avons eu cet ensemble de données sur le vin rouge et le vin blanc sur le 
site kaggle (www.kaggle.com) . Ce dernier était utilisé par Digitas Advanced Analy-
tics dans le but d 'appréhender les relations entre certaines propriétés physiochimiques 
et la qualité perçue des vins afin de prendre des décisions plus éclairées pendant 
la production. Le jeu de données comporte 6497 observations (1599 vins rouges et 
4898 vins blancs) et 13 variables à savoir l'acidité fixe (quantitative), l'acidité vola-
tile (quantitative) , l'acide citrique (quantitative), le sucre résiduel (quantitative), la 
chlorure (quantitative) , le dioxyde de soufre libre (quantitative), le dioxyde de soufre 
total (quantitative) , la densité (quantitative) , le pH (quantitative) , le sulfate (quanti-
tative), l'alcool (quantitative), la qualité (qualitative ordinale) et le style (qualitative 
nominale) avec deux modalités possibles: rouge (red) ou blanc (white). Toutes ces 
dernières sont d 'unités différentes. Le tableau 5.1 présente les paramètres des variables 
quantitatives à savoir la moyenne, le minimum et le maximum. 
Variables moyenne minimum maximum 
acidi té fixe 3,800 7,220 15,900 
acidité volatile 0,080 0,340 1,580 
acide citrique 0,000 0,319 1,660 
sucre résiduel 0,600 5,440 65 ,800 
chlorures 0,009 0,056 0,611 
dioxyde de soufre libre 1 30,53 289 
dioxyde de soufre total 6 115,700 440 
densité 0,987 0,995 1,039 
pH 2,720 3,219 4,010 
sulfates 0,22 0,531 2 
alcool 8 10,49 14,90 
TABLE 5.1 - Wine - Moyenne, minimum et maximum des variables quantitatives 
La qualité du vin varie sur une échelle de 3 à 9 (voir Tableau 5.2). 
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Modalités 3 4 5 6 7 8 9 
Nombre 30 216 2138 2836 1079 198 5 
TABLE 5.2 - Wine - Qualité du vin 
Dans cette application, nous avons choisi d 'enlever les variables suivantes : dioxyde 
de soufre libre et qualité. En effet , le dioxyde de soufre libre n'est pas retenu car il 
est une composante du dioxyde de soufre total. Donc ces deux variables sont forte-
ment corrolées. C'est ce qui nous oblige à retenir l'une d 'entre elles. Par ailleurs, la 
qualité du vin est une variable qualitative ordinale. Or l'ACP ne s'applique que sur 
des variables quantitatives. Ainsi , pour ne pas fausser la comparabilité de l'ACP et de 
l'autoencodeur , il convient de ne pas tenir en compte la qualité du vin. Finalement , 
on se retrouve avec 10 variables quantitatives et la variable qualitative type de vin 
qu 'on utilise juste pour la mise en élèments supplémentaires. 
La démarche utilisée permet d 'évaluer la performance des deux méthodes en matière 
de réduction de dimensionnalité. Elle consiste à réduire la dimension du jeu de données 
avant d 'appliquer un k-means sur les composantes principales retenues s' il s'agit d 'une 
ACP ou sur la couche code lorsque la méthode utilisée est l'autoencodeur. Une norma-
lisation des variables est effectuée afin de supprimer l'effet des unités sur l'ensemble 
des variables. Elle s'est effectuée en retranchant chaque variable par sa moyenne puis 
en divisant cela par l'écart-type de ladite variable, soit norm(x) = x-x . 
Sx 
5.1.2 Présentation des résultats 
Les résultats obtenus permettront de comparer les performances de l'ACP et de 
l'autoencodeur (Voir script R en annexe E). En se fondant sur le critère de Kaiser , 
l'ACP montre que les trois premières composantes principales peuvent être retenues. 
En effet , ces composantes principales ont chacune des valeurs propres supérieures à 
1 (Voir Tableau 5.3). Donc nous allons retenir ces trois composantes principales puis 
évaluer , à l'aide d 'un kmeans, la capacité de réduction de dimension de l'ACP. 
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Axes Valeurs propres % de variance Cumul des % de variance 
Axe 1 2,61 26,10 26,10 
Axe 2 2,45 24,50 50 ,60 
Axe 3 1,53 15,31 65 ,90 
Axe 4 0,89 8,88 74,78 
Axe 5 0,70 6,98 81,76 
Axe 6 0,57 5,70 87,46 
Axe 7 0,51 5,08 92,54 
Axe 8 0,43 4,27 96,81 
Axe 9 0,29 2,86 99,67 
Axe 10 0,03 0,33 100,00 
TABLE 5.3 - Wine - Valeurs propres et pourcentages de variation des composantes 
principales 
La figure 5.1 illustre l'analyse par ACP où les données sont représentées par un 
nuage de points sur les deux premiers axes principaux (PC1 , PC2). 
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FIGURE 5.1 - Wine - L'Analyse par ACP : Nuage des points sur les 2 premiers axes 
principaux avec le style du vin en élèments supplémentaires 
L'erreur quadratique moyenne est de 0,3409. 
Le kmeans appliqué sur les 3 premières composantes principales montre un pourcen-
tage de variance inter-classe de 32,1%. 
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Pour des fins de comparaisons, le nombre de composantes principales retenues va éga-
lement correspondre au nombre de neurones sur la couche code de l'autoencodeur. 
-Analyse par l'autoencodeur 
L'autoencodeur constitué est composé de 3 couches dont une couche d 'encodeur de 10 
neurones correspondant aux 10 variables quantitatives, une couche code de 3 neurones 
et une couche de décodeur de 10 neurones afin de pouvoir reconstituer les données de 
départ . Puisque les variables sont quantitatives positives , il convient de choisir l'erreur 
quadratique moyenne comme fonction objectif. En ce qui concerne la fonction d 'ac-
tivation, il est préférable d'utiliser une fonction qui renvoie à une valeur numérique 
positive et non une probabilité. En effet, les sorties d 'un autoencodeur doivent être 
proches des valeurs d 'entrée. Par conséquent , nous allons entraîner l'autoencodeur 
avec les fonctions d'act ivation linéaire et Relu. C'est ce qui nous pousse à considérer 
les quatre types d'autoencodeurs suivants: 
-L'autoencodeur Relu-Relu : les deux fonctions d 'activation sont des fonctions Relu. 
-L'autoencodeur Relu-linéaire: la première fonction d 'activation est Relu alors que la 
seconde est linéaire. 
-L'autoencodeur linéaire-Relu : la première fonction d 'activation est linéaire alors que 
la seconde est Relu. 
-L'autoencodeur linéaire-linéaire: les deux fonctions d 'activation sont linéaires. 
L'estimation des paramètres s'est effectuée par le biais de la descente du gradient . 
Le choix du nombre d 'époques a été fait de façon empirique en visualisant l'évolution 
de l'erreur quadratique moyenne en fonction du nombre d'époques (Voir Tableau 5.4) . 
Relu-Relu Relu-linéaire linéaire-Relu linéaire-linéaire 
EQM avec 500 époques 0,6553045 0,3416634 0,6001859 0,3409629 
EQM avec 1000 époques 0,6550702 0,3412146 0,600049 0,3409684 
EQM avec 1500 époques 0,6551351 0,3410933 0,6000681 0,3409539 
EQM avec 2000 époques 0,6551502 0,3410155 0,6001366 0,3409944 
EQM avec 2500 époques 0,655207 0,3410549 0,6000824 0,3409493 
TABLE 5.4 - Wine - Erreur quadratique moyenne selon différentes époques simulées 
et par type d 'autoencodeur 
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Nous avons ent raîné chaque autoencodeur pour différentes valeurs du nombre d'époques. 
Ensuite, nous avons retenu ceux qui fournissent les erreurs quadratiques moyennes les 
plus petites. Après simulation, nous avons maintenu : 
-l 'autoencodeur Relu-Relu avec 1000 
-l 'autoencodeur Relu-linéaire avec 2000 
-l 'autoencodeur linéaire-Relu avec 1000 
-l 'autoencodeur linéaire-linéaire avec 1500 
Le tableau 5.5 indique la précision obtenue après entrainement et le pourcentage de 
variance inter-classe après application du k-means sur la couche code de chaque au-
toencodeur . 
ACC % de variance inter-classe 
Relu-Relu 0,4637525 39,9 
Relu-linéaire 0,527936 41,2 
linéaire-Rel u 0,5424042 32,6 
linéaire-linéaire 0,5305526 33,2 
T A BLE 5.5 - Wine - Précision et pourcentage de variance inter-classe selon le type 
d 'autoencodeur 
On s'intéresse à l'autoencodeur Relu-linéaire car il donne le plus grand pourcentage de 
variance inter-classe (41,2%) avec une bonne précision (0,528) . La figure 5.2 illustre 
l'analyse par l'autoencodeur Relu-linéaire où les données sont représentées par un 
nuage de points sur l'espace latent , défini par la couche code, en 2 dimensions (Neu-
rone 1, Neurone 2). 




















FIGURE 5.2 - Wine - L'Analyse par autoencodeur Relu-linéaire: uage de points sur 
l'espace latent en deux dimensions avec le style du vin en éléments supplémentaires 
L'analyse des résultats montre que l'autoencodeur Relu-linéaire et Relu-Relu diffé-
rencient mieux les vins rouges des vins blancs par rapport aux auto encodeurs linéaire-
linéaire et linéaire-Relu et l'ACP. En effet , les pourcentages de variance inter classe 
les plus élevés sont notés avec l'autoencodeur Relu-linéaire (41,2%) et l'autoencodeur 
Relu-Relu (39,9%). Par ailleurs, en ce qui concerne l'autoencodeur linéaire-linéaire et 
l'autoencodeur linéaire-Relu, nous observons des pourcentages de variance inter-classe 
proches et légérement supérieurs à celui de l'ACP (32, 1 <té pour l'ACP, 33,2% pour 
l'autoencodeur linéaire-linéaire et 32,6% pour l'autoencodeur linéaire-Relu). Cette re-
marque permet de confirmer que l'ACP est proche de l'autoencodeur dont la fonction 
d 'actvation dans la couche d 'encodeur est linéaire. 
Avec l'ACP, les k premières composantes principales peuvent être choisis en maximi-
sant la variance du jeu de données. Néanmoins il n 'existe pas de directives pour choisir 
la taille de la couche code de l'autoencodeur. ous pouvons donc ut iliser l'ACP comme 
guide pour connaît re le nombre de neurones à retenir dans la couche code de l'au-
toencodeur . La structure de l'ACP réside aussi sur le fait que les autres composantes 
princpales non retenues ne soient pas visibles puisqu 'il y a perte d 'information. Donc 
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nous ne captons pas toute l'information contenue dans le jeu de données. Par conte, 
l'autoencodeur garde la structure des données en compressant toute l'information sur 
la couche code. 
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5.2 Mise en œuvre à l'aide des données « Mnist » 
5.2.1 Présentation des données et de la démarche utilisée 
Tel qu 'illustré par la figure 5.3 , le jeu de données « Mnist »porte sur des images 
de chiffres manuscrits (http: //yann.lecun. com/exdb/ mnist / ). 
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FIGURE 5.3 - Mnist - Quelques images de chiffres de la base « Mnist » [14] 
Il est souvent utilisé pour illustrer des méthodes d 'apprentissage automatique. Il est 
composé de 70 000 images (en noir et blanc) dont 60 000 formant l'ensemble d 'entraî-
nement et 10 000 constituant l'ensemble de test. Chaque image est représentée par 
785 variables. La première variable correspond au libellé de la variable allant de a à 9. 
Elle sera mise en éléments supplémentaires afin d 'évaluer la performation de l'ACP et 
de l'autoencodeur en termes de séparabilité des images. Les 784 autres variables sont 
les valeurs des pixels de l'image du chiffre représentée en niveaux de gris allant de a à 
255, de taille 28 x 28. Pour ce qui est de cette application , nous nous sommes fo calisés 
uniquement sur les données d 'entrainement de « Mnist ». Le tableau 5.6 présente la 
répart ion des images des la chiffres sur l'ensemble d 'entrainement. 
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Modalités a 1 2 3 4 5 6 7 8 9 
Nombre 5923 6742 5958 6131 5842 5421 5918 6265 5851 5949 
TABLE 5.6 - Mnist - Chiffres de a à 9 
A la différence de l'application sur le jeu de données « Wine », nous avons normalisé 
les données à l'aide de la fonction minmax qui permet de ramener les variables à l'in-
tervalle [0,1]. La fonction minmax est égale au rapport entre la valeur du pixel moins 
le minimum et le maximum moins le minimun, soit norm(x) = x()in(X) ( )' Pour max x -mtn x 
cette application, elle sera: norm(x) = 2~5 car min (x) = a et max(x) = 255 où x 
est la valeur du pixel en niveaux de gris allant de a à 255. Comme pour la première 
application , nous avons appliqué un k-means sur les composantes principales retenues 
pour l'ACP et sur la couche code de l'autoencodeur avant d 'évaluer la performance 
de ces méthodes en matière de réduction de dimensionnalité. 
5.2.2 Présentation des résultats 
Les résultats sont obtenus à l'aide du script R qui se trouve dans l'annexe F. 
-Analyse par l'ACP 
En appliquant l'ACP, nous constatons que les 44 premières composantes principales 
expliquent 80 ,33% de l'information contenue dans le jeu de données (Figure 5.4). Donc 
nous allons effectuer un k-means sur ces 44 composantes principales puis évaluer la 
capacité de réduction de l'ACP. 
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FIG URE 5.4 - Mnist - Evolution du cumul des pourcentages de variation sur les com-
posantes principales 
Le k-means appliqué sur les 44 premières composantes principales indique un pour-
centage de variance inter-classe de 31,8%. La figure 5.5 illustre l'analyse par ACP 
où les données sont représentées par un nuage de points sur les deux premiers axes 
principaux (PCl , PC2). 
Sa légende est une palette de couleurs de 0 à 9 contenant les couleurs associées aux 10 
chiffres. Sur cette figure, nous arrivons à distinguer un peu les différents chiffres. Par 
exemple les 0 (couleur rouge foncée) sont plus concentrés à droite et les 6 (couleur 
bleue foncée) sont plus en bas à gauche. 











FIG URE 5.5 - Mnist - L'Analyse par ACP : Nuage des points sur les 2 premiers axes 
principaux avec le libellé du chiffre en élèments supplémentaires 
-Analyse par l'autoencodeur 
Comme pour la précédente application , nous avons retenu comme nombre de neu-
rones dans la couche code de l'autoencodeur le nombre de composantes principales 
de l'ACP utilisées pour réduire la dimension du jeu de données, soit 44 neurones. 
L'autoencodeur à construire aura donc 3 couches dont une couche d 'encodeur de 784 
neurones, une couche code de 44 neurones et une couche décodeur de 784 neurones. 
Les données d 'entrée étant sur l'intervalle [0 ,1], elles peuvent donc être vues comme 
des probabilités. Nous allons donc choisir la fonction d 'activation sigmoide pour la 
couche de sortie afin que les sorties soient des probabilités ou la fonction d 'activation 
Relu pour concerver les données sur [0,1]. Concernant la fonction objectif, il convient 
de choisir l'entropie croisée qui est la plus adaptée lorsque les sort ies sont des proba-
bilités . Nous avons deux possibili tés pour les deux fonctions d 'activation : la fonction 
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Relu et la fonction sigmoide. Pour pallier à cela, nous avons défini selon les fonctions 
d'activation utilisées les quatre autoencodeurs suivants: 
-L'autoencodeur Relu-Relu : les deux fonctions d'activation sont des fonctions Relu. 
-L'autoencodeur Sigmoide-Relu : la première fonction d'activation est sigmoide alors 
que la seconde est Relu. 
-L'autoencodeur Sigmoide-Sigmoide : les deux fonctions d'activation sont sigmoides. 
-L'autoencodeur Relu-Sigmoide :la première fonction d 'activation est Relu alors que 
la seconde est sigmoide. 
Le choix du nombre d'époques s'est fait de facon empirique. Nous avons simulé l'entrai-
nement de chaque autoencodeur pour différentes époques, ensuite nous avons retenu 
l'autoencodeur qui fournit l'erreur quadratique moyenne la plus faible (Voir Tableau 
5.7) . 
Relu-Relu Sigmoide-Relu Sigmoide-Sigmoide Relu-Sigmoide 
EQM avec 50 époques 649,5458 676,9072 511 ,637 511 ,1364 
EQM avec 100 époques 648,7354 670,8135 511 ,1794 510,9997 
EQM avec 150 époques 669,6369 689,9105 510,8862 510,959 
EQM avec 200 époques 691 ,218 652,4606 510,6389 510,8303 
EQM avec 250 époques 692 ,8315 649,5458 510,639 510,8645 
TABLE 5.7 - Mnist - Erreur quadratique moyenne selon différentes époques simulées 
et par type d'autoencodeur 
Après quelques simulations, nous avons choisi les autoencodeurs suivants ayant les 
erreurs quadratiques moyennes les plus basses : 
-l 'autoencodeur Relu-Relu avec 100 époques, 
-l 'autoencodeur Sigmoide-Relu avec 250 époques, 
-l 'autoencodeur Relu-Relu avec 200 époques, 
-l 'autoencodeur Relu-Sigmoide avec 200 époques. 
La précision est environ 1% (Voir tableau 5.8) pour chaque type d'entoencodeur. 
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ACC % de variance inter-classe 
Relu-Relu 0.01073333 51.3 
Sigmoide-Rel u 0.009816667 27.5 
Sigmoide-Sigmoide 0.01201667 25.4 
Relu-Sigmoide 0.01185 29.0 
TABLE 5.8 - Mnist - Précision et pourcentage de variance inter-classe selon le type 
d 'autoencodeur 
La figure 5.6 représente le nuage de points sur l'espace latent en 2 dimensions (Neu-
rone 1, Neurone 2) de l'autoencodeur Relu-Relu. Sa légende représente une palette de 
couleurs allant de 0 à 9 et contient les couleurs associées aux 10 chiffres. Cependant, 
sur cette figure, il n'est pas facile et aisé de distinguer les chiffres car ces derniers 


























FIGURE 5.6 - Mnist - L'Analyse par auto encodeur Relu-Relu: Nuage de points sur 
l'espace latent en deux dimensions avec le chiffre en éléments supplémentaires 
En se basant sur les simualations effectuées, nous observons que l'autoencodeur Relu-
Relu est meilleur que l'ACP et les autres types d'autoencodeur en matière de dimen-
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sionnalité. Cependant la dispersion est plus notée sur l'ACP que sur les autoencodeurs 
Relu-Sigmoide, Sigmoide-Relu et Sigmoide-Sigmoide. Donc l'ACP peut dans certains 
cas donner des résultats meilleurs que ceux fournis par l'autoencodeur. Il semble donc 
nécessaire de bien spécifier les paramètres de l'autoencodeur avant d'évaluer sa per-
formance et de le comparer avec d'autres méthodes de réduction de dimensionnalité 
comme l'ACP. 
Conclusion et perspectives 
L'objectif de ce mémoire est d 'établir un cadre de comparaison des méthodes statis-
tiques et neuronales en matière de réduction de dimmensionnalité. Plus précisément , il 
s'agit d 'effectuer le lien entre deux méthodes de réduction de dimensionnalité en l'oc-
curence l'ACP qui est une méthode classique et l'autoencodeur qui est une méthode 
neuronale. 
Nous avons comparé les deux méthodes, en appliquant un k-means sur la couche 
code de l'autoencodeur et les composantes principales retenues pour l'ACP, avec les 
bases de données « Wine » et « Mnist ». L'analyse des résultats révèle que l'autoen-
codeur , moyennant l'ajustement de plusieurs paramètres, est en général meilleur que 
l'ACP en matière de réduction de dimensionnalité. En particulier, lorsque la fonction 
d'activation dans la couche d'encodeur est linéaire, nous avons constaté que l'autoen-
codeur est proche de l' ACP. Cela confirme le lien théorique qui existe entre ces deux 
méthodes. En effet , ce lien stipule qu'un autoencodeur dont la fonction d 'activation 
est linéaire et la fonction objectif est l'erreur quadratique moyenne a des performances 
similaires à celles de l'ACP. L'ACP est une méthode de réduction de dimensionnalité 
avec perte d 'information alors que l'autoencodeur garde la structure des données en 
compressant toute l'information sur la couche code. L'autoencodeur nécessite l'ajus-
tement de plusieurs paramètres que nous avons eus empiriquement , en particulier 
le nombre de neurones sur la couche code que l'ACP permet de déterminer. Ainsi , 
l'ACP peut servir de guide pour la détermination d 'un tel nombre de neurones. Pour 
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ce qui est de la taille des données, il est préférable d'opter pour l'ACP pour les petits 
ensembles de données et l'autoencodeur pour les ensembles plus grands. 
Comme perspectives, il serait intéressant d 'élargir notre étude comparative à d 'autres 
jeux de données. Il serait également envisageable de mener une étude comparative 
entre l'autoencodeur et l'ACP non linéaire qui est moins connue et prend en compte 
le caractère non linéaire des données. 
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Annexe A 
Régression pas à pas sur le jeu de 
données Swiss avec Rstudio 
# Import a tion d e libr a iri es n écessa ir es 
li br a r y (tid y v e r se) 
# Import at io n de libr a iri es n écessa ir es 
libr a r y ( t id y v e r se) 
libr a r y (ca r e t) 
libr a r y ( l ea p s) 
libr a r y (MASS) 
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# Appli cat ion du modele co mpl et 
full. model <- lm( F e rtilit y ., d ata sw iss) 
# Appli ca tion du modele ste pwi se 
step. model <- stepAIC (full. model , direction 
trace = FALSE) 
summary( ste p . model) 
'both' , 
Annexe B 
Application de l'ACP sur les Iris 
de Fisher avec Rstudio 
# In s t a ll a tion de l a libr a iri e F ac toMineR de l a fon c tion PCA 
libr a r y (FactoMineR ) 
# cha nge l e r é p e rtoir e courant 
setwd ( ' C: / U se r s / a boub / OneDrive/ Bureau / ADD-avec -Na dia ' ) 
# Affi c h e l e r é p e r t oir e de tr a v a il ac tu e l 
ge twd () 
# Import er d e l a b ase de d onnees 1 rI S 
Annexe B. Application de l'ACP sur les Iris de Fisher avec Rstudio 
i ri s 
as. d a t a . fr a m e ( i ri s) 
# EXp li c a t ion d é t a ill é e de 1 a f 0 n c t ion PCA s ur l ' a i d e 
?PCA 
# Fon c t ion PCA s ur 1 e s 2 va r i a b 1 e s qu a n t i t a t i ve s de 
l a fon c tion PCA 
i ri s . p c a=PCA ( i ri s [ , 1 : 5 J , n c p = 4 , qu a 1 i . su p = 5 , gr a p h T ) 
# V a le ur s pr opr es , P our ce n tage de va ri a n ce , 
cumul du p our ce n tage de va ri a n ce 
iri s. p ca$e ig 
# C os inus ca rr é d es va ri a bl es 
i ri s. p ca$ v a r $cos 2 
# C o n t ri b u t ion d es va ri a bl es 
iri s . p ca$ v a r $cont rib 
# C o rr e l at i o n s va ri a bl es - dim en s ion s 
i ri s . p ca$var $co r 
73 
Annexe B. Application de l 'ACP sur les Iris de Fisher avec Rstudio 
# Nuage d es variables 
plot (iris. pca , cho ix ft var ft) 
# Nuage des individu s 
plot ( iri s . pca , cho ix ft ind ft) 
plo t (exemp le. pca , c hoix = ft ind ft, h ab ill age 
co l. hab=rain bow (3) [ i ris $ S p e c i e s l) 
lege nd (ft top ft, l egend = l eve l s (iris$Species) , 
co l = rainbow(3) , pch = 19 , cex = 0.75 , 
n co l = 3) 




multidimmensionnel avec RStudio 
sur 10 villes du Qc 
# Import at ion de libr a iri es 
libr a r y (MASS ) 
libr a r y (vegan ) 
# N li g n es x p co lo nn es (va ri a bl es) 
# Import at io n de l a b ase de d onn ées 
libr a r y ( r ea d x l ) 
Di s t a n ce _ v ill es _ Q C <- r ea d _ exce l ( n C: / U se r s / a boub / OneDrive / Bureau / 
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These_ UQTR_ Original j Di stan ce_ villes_ QC . xlsx n , 
co l_ types = c (" text n, "num eri c n, n numeric n, 
n numeri c n, n num eri c n, n numeri c n, 
"numeri c", "num er ic", "numeric n, 
n numeri c ", "num eri c n)) 
View (Distance_ villes_ QC) 
d <- Distance _ villes_ Q C [ , - 1] 
d 
# Transformat ion de l a base de données en dataframe 
as. d ata . fr a m e (d) 
View(d) 
# Po s iti onn em ent multidimensionnel c l ass iqu e avec l a fonction cmd sca le 
fi t <- cmds ca le (d, e ig=TRUE, k=2) # k est l a dim en s ion 
fit 
# R ep r ése nt at ion grap hiqu e 
x <- fit$point s [, 1 ] 
y <- fi t$po in ts [, 2] 
plot(x , y,x lim=c(-5 00 ,5 00 ), y lim=c(- 90 ,160 ), xlab="Y1" , y lab="Y2 ") # , 
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main="M et ri c MDS ") 
text(x, y, l a b e l s 
abline(h=O , v=O); 
colna m es ( d) , cex =.7, pch =2, pos =4) 
# Po s itionn em ent multidim e n s ionn e l non mét riqu e avec l a fon ct io n 
monoMDS 
fi t <- monoMDS( d , k=2) 
fit 
# R e pr ése ntation graphique 
x <- fit$point s [, 1 ] 
Y <- fit$point s [,2] 
plot(x , y, xlim=c(-1.5 , 1. 5), y lim=c(- 1. 5,2), xlab="Yl" , 
y lab="Y2") # , main ="No nmet ri c MDS") 
text(x , y, l a b e ls = colnames(d), cex=. 7 , pch =2, pos=4) 
a blin e( h = O, v=O); 
Annexe D 
Application de l'autoencodeur sur 
les Iris de Fisher avec Python 
# Importation d es p ac kage et lib r a r y 
import sklearn. m et ri cs as m et ri cs 
from tensorflow import k e ras 
from sk lea rn . d eco mposition import PCA 
from sklearn. pr e pro cess in g import MinMaxScaler 
from s kl ea rn . cluster impor t KMeans 
from s kl ear n . preprocessing impor t MinMaxScaler 
import sklearn 
from s kl ea rn. data sets import lo a d _ iris 
from k e r as . models import Sequential, Model 
from keras. l ayers impor t Dense , Input 
import numpy as np 
import m atp lo tlib. p y plot as plt 
from keras import r eg ul ar iz ers 
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imp ort tensorflow as tf 
from s kl earn. metrics import accuracy _ score 
# Imp ortation de l a base de donn ées iris dans sk learn 
iris = sk learn. datasets . l oad _ iris () 
X= iri s.data 
y = iris. target 
target _ names = i ris. target _ names 
# Norma li sation des var i a b l e s 
X_ scaled=(X-np. mean(X)) / np. std (X) 
X scaled 
# Creation de l a fonction d ' aff ichage 
def plot3clusters(X, title , vtitl e ): 
pIt. figure () 
co l ors = [ ' navy ', ' turquo ise ', ' darkorange ' ] 
lw = 2 
for co lor , i , target_ name III zip (co lors , [0 , 1, 2] , target _ names): 
pIt. scat ter (X[y = i , 0 ], X[y = i , 1] , color=c olor , a lpha=1. , lw=lw , 
la b e l=target_ name) 
pIt . l egend ( Ioc= ' best " shadow=False , scatterpoints = 1) 
pIt. titl e (titl e ) 
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plt.xlabel(vtitle + "1") 
pIt.ylabel(vtitl e + "2") 
pIt . show () 
# Application d e l ' ACP 
pca = sklearn. de co mposition .PCA() 
pca_ transformed = pca. fit _ transform (X_ scaled) 
plo t 3 cl u ste r s ( pc a _ t r ans for m e d [ : , : 2], , PCA', , PC ' ) 
# Autoencodeur avec 3 couches et des fonctions lineaires 
input_ dim = X_ scaled. shape [1] 
encoding_ dim = 2 
input_ img = Input (shape=(input_ dim , )) 
encoded Dense(encoding_ dim , activation='linear ')( input_ img) 
decoded Dense(input_ dim , activation='linear ' ) (encoded) 
autoencoder = Model (input_ img , d ecoded) 
au t 0 e n co d e r . co m p i 1 e ( 0 p t i m i z e r = ' ad am " los s = ' mse ' ) 
prin t ( au toencoder . summary () ) 
history = auto en co der . fi t (X_ scaled, X_ scaled , 
epo chs = 1000, 
ba tch _ size =16, 
shuffle=True, 
validation _ split =0.1 , 
verbose = 0) 
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# R epr ese nt at ion de l ' Erreur qu a dr at iqu e moyenne en fon ct ion 
du nombre d ' époques 
pIt. plot (history. hi sto r y [ ' lo ss ']) 
pit. plot (history. hi sto r y [ , val _ lo ss ' ]) 
plt.titl e(' model t r a in vs validation lo ss') 
pIt. ylabel ( ' lo ss ' ) 
pIt . xlabel ( ' epoch ' ) 
plt . l ege nd( [ ' train', 'va lid at i o n ' ], lo c=' upp er right ' ) 
pl t . show () 
en cod er = Model (input_ img , en co d ed) 
en co d ed _ input Inpu t (shape=( encoding_ dim , ) ) 
d eco d er _ l aye r a uto e n co d er. l aye r s [- 1] 
decoder = Model (encoded_ input , d eco d er _ laye r (e n co d ed_ input) ) 
en cod ed data = en co d er . pr e di ct ( X_ scaled ) 
plot3clu sters(en cod ed _ data[: , :2 ] , ' Lin ea r AE', 'AE') 
# Auto en co d eur avec 3 co u ch es et d es fo n ct ion s R elu 
input_ dim2 = X_ scaled. sh a pe [ 1 ] 
encoding_ dim2 = 3 
input _ img2 = Inpu t (s h a pe=( input_ dim2 , )) 
en co d ed2 Dense(en coding_ dim2 , act iv at ion =' r e lu ')( input_ img2) 
d eco d ed2 Dense ( input_ dim2 , act iv at i o n = ' r e lu ') (en co d ed2 ) 
a u toencoder2 = Model (input_ img2, d ecod ed2) 
a u toencoder2 . co mpil e ( optimizer = , ad am " lo s s = 'mse ' ) 
p r i n t ( a u t 0 e n cod e r 2 . summary () ) 
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hi s t o r y 2 = a ut oe n co d er2 . fi t ( X_ scaled , X_ scaled , 
ep oc hs =2000 , 
b a tc h _ s iz e = 16 , 
s h u ffl e=True , 
v a lid at ion _ s pli t =0.1 , 
ve rbo se = 0 ) 
# R epr ese n ta ti on de l ' Err eur qu a dr a tiqu e moyenne en fo n ct ion 
du nombre d ' époq ues 
pI t . pl o t ( hi sto r y 2 . hi sto r y [' l oss ']) 
pl t . pl ot ( hi story2 . hi sto r y [ , v a l_ Ioss '] ) 
pl t .titl e(' model t r a in vs v a lid at i o n loss') 
pIt . y l a b e l (' loss ' ) 
pI t . x l a b e l ( ' epoch ' ) 
pIt .lege nd ( [ ' t r a in ', 'va lid at i o n ' ], l oc=' upp er ri g h t ' ) 
pl t . show () 
en co d er2 = Model ( input _ img2 , en cod ed2 ) 
en cod ed _ inpu t 2 Inpu t (s h a pe=( encoding_ dim2 , ) ) 
d eco d er _ l aye r2 a u toe n co d e r2 . l aye r s [- 1] 
d eco d er2 = Model (e n cod ed _ inpu t 2 , d eco d er _ l aye r 2 (e n co d ed _ input2)) 
en cod ed d ata2 = en co d er 2. pr edi ct ( X_ scaled ) 
pl ot 3 c lu ste r s (e n cod ed_ data2 [: , : 2 ], ' Non- Lin ea r r e lu - base d AE ' , 'AE ' ) 
# Ca lc ul d e l ' acc u racy 
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l abe l s _ true = y 
titles = ['PCA', 'L inear AE', 'Relu AE'] 
for n _ clusters_ in [2,3]: 
est i mat 0 r s = [(' PCA' 
pca_ transformed) , 
( , AE lin ear' , KMeans ( n _ cl us ters=n _ cl usters _ ), encoded_ data), 
('AE relu' , KMeans( n _ clusters=n_ clusters_ ), encoded_ data3)] 
print(type(y)) 
p r i n t ( , N um ber 0 f cl u ste r s: o/cd' % n _ cl us ter s _ ) 
for name, est, data in estima tors: 
X = data 
est. fit (X) 
l abe l s = est .l abe ls 
p r i n t (name, ': ') 
print ( l abe l s [:]) 
print("Accuracy: %0.3f" % metrics.accuracy_ score( labe l s_ true , l abe l s)) 
print() 




L'ACP et l'Autoencodeur avec 
Rstudio : Données Wine 
# In sta ll ation de packages et libr airies 
suppressP ac k ageStart upMessages ( li b r ar y (DMG)) 
libr ary (ggp lot2) 
libr ary(readr) 
install _ keras () 
install _ tensorf l ow () 
li brary (tensorflow) 
suppressP ackageStart up Messages ( lib r ar y ( keras )) 
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# Importation d e la bas e de données 
datasets_ 4292 _ 6628 _ wine_ dataset <- read_ csv (n C: / U sers 
/ aboub / Downloads / datasets _ 4292 _ 6628_ wine_ dataset . csv n) 
View (datasets_ 4292 _ 6628 _ wine_ dataset) 
win e <- datasets_ 4292_ 6628 _ wine_ dataset [1: 11] 
wine1 <- datasets_ 4292 _ 6628_ wine _ dataset [, -6] 
wine2 <- wine 1 [ , - 11] 
# Transformation de la base en dataframe 
wine2 <- as. data. frame (wine2) 
wine2 
wine2. class <- wine2 [ , n style "] 
# Normalisation d es variables 
norme <- function (x) (x - mean(x)) / sd (x) 
x train <- apply (wine2 [ , 1: 10 ], 2, norme) 
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x train 
# Application de l 'ACP avec l a fonction prcomp 
pca <- prcomp(x_ train) 
# valeurs propres 
pca$sdev~2 
# Pourcentage de variance int er c l asse 
a=pca$sdev~2/sum (pca$sdev~2) 
a 
# Cumul du Pourcentage de variance inter classe 
cumsum ( a) 
# Graphique du Cumul du P our centage de variance inter c l asse 
qplot (x 1:10, Y cumsum( pca$sdev~2 /sum( pca$sdev~2)), geom 
# Mise en é léments s uppl émentaires du sty l e de vin 
ggp lot (as . data. frame (pca$x) , aes (x 
co l = wine2$style)) + geom_ point() 
PCl, y PC2 , 
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'l in e") 
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# C a l cul de l a r eco n st i t u t i o n d es va ri a bl es avec l 'ACP 
mu <- m at ri x ( r ep (pca$ce n te r , nrow ( pca$x)), nrow 
byrow = T ) 
nrow ( pca$x) , 
r e con < - pc a $ x [ , 1 : 3] %*% t ( p c a $ r ot a t i o n [ , 1 : 3]) + mu 
dim ( r eco n ) 
r eco n 
# Err eur qu a dr at iqu e moyenne de l ' ACP 
mse <- mean ( ( r eco n - x_ t r a in ) ~ 2 ) 
mse 
# K-means s ur l es co m posan tes prin c ip a l es de l 'ACP 
c Il = kmeans( pca$x[ , 1 :3], 2, n sta r t= 1000) 
c Il 
ta bl e (c l1 $c lu ster , wine2. class) 
# Au toe n co d eur avec l a fo n ct i o n k e r as _ m od el_ sequ en t ia l () 
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x train <- as. matrix (x_ train) 
modellin <- k eras _ model_ sequential () 
modellin 0/6>% 
layer _ dense (units = 3, activation 
input_ shape = ncol (x_ train)) 0/6>% 
layer _ dense(units = 10 , activation 
# Résumé du modèle appliqué 
summary ( modellin ) 
# compilation du modèle 
modellin 0/6>% compile ( 
" 1 i n e a r ", name 
" r e l u ") 0/6>% 
108S = "mean_ squared_ error" , metri cs="acc uracy" , 
optimizer = " adam , 
# Entrainement du mod èle 
modellin 0/6>% fit ( 
x x_ train, 
y x_ train, 
epo chs = 1000 , 
v erbose = 0 
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'bottl e n ec k' , 
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# Mes ur es de p erforman ce du mod èle 
m et ri c_ bina r y _ acc ur acy (y _ true, y _ pred ) 
mse. ae 2 <- eva l u a te (modellin, x_ train, x_ train) 
mse . ae 2 
# Extr act ion da co u ch e code (goulot d 'étran g lem ent) et de l a so rti e 
int erm ediat e_ laye r _ mod el <- ker as_ mod el (inputs = mod e llin$input , 
outputs = get _ l aye r (modellin, 'bottleneck') $o utput) 
int erm edi ate _ output <- pr e di ct (intermediate_ laye r _ mod el , x_ train) 
# Mise en é lém ent s s uppl ém ent a ir es du sty l e de vin 
ggplot (data. fr a m e (Neuronel = int er m edi ate _ output [ , 1 ] , 
Neurone2 = int e rm e di ate _ output [, 2 ]), aes(x = Neurone l , 
y = Neurone2, co l = wine2$style)) + geom_ point() 
# K-means s ur l a co u ch e co d e d e l 'a uto en co d eur 
c12=kmeans( int er m edi ate_ output [ , 1 :3] , 2, n sta rt = 1000) 
cl2 
c 12 $c lu ster 
table (cl2$cluster , wine2. class) 
Annexe F 
L'ACP et l'Autoencodeur avec 
Rstudio : Données Mnist 
# In sta ll at i o n d e p ac kages et li b r a iri es 
s uppr ess P ac k ageStart up Messages ( li b r a r y (DAAG)) 
li b r a r y (gg pl ot2) 
li b r a r y(readr ) 
in sta ll _ k e r as () 
in sta ll _ te n sorf l ow () 
li b r a r y (te n so rfl ow) 
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suppressP ackageS tart upMessages ( lib r ary ( k e r as) ) 
# Importation de la base de données 
mnist _ train <- read _ csv ( ne: / U sers / aboub / OneDrive 
/ Bureau / Application mnist / mnist _ train. csv n) 
View (mnist_ train) 
mnist train1 <- mnist _ train [2 :7 85] 
# Transformation de la base en datafram e 
mnist train as. dat a . frame (mnist _ train) 
mnist train. class <- mnist _ train [ , n lab e l n] 
# Normalisation d es var i a b l es 
norme <- function (x) (x) /255 
x train <- apply (mnist_ train1 , 2, norme) 
x train 
# Appli cat ion de l 'ACP a v ec la fonction prcomp 
pca <- prcomp (x_ train) 
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# valeurs propres 
pca$sdev~2 
# Pourcentage de varIance int e r classe 
a=pca$sdev~2/sum (pca$sdev~2) 
a 
# Cumul du Pourcentage de varIan ce inter c lasse 
cumsum( a) 
# Graphique du Cumul du Pourcentage de variance in ter classe 
qplot (x 2:785, y cumsum( pca$sdev ~2/sum( pca$sdev~2)) , geom 
# Mise en éléments s uppl émen taires du chi fh e 
ggplot(as.data.frame(pca$x), aes(x = PCI , y = PC2 , 
col = mnist _ train. class$label)) + geom_ point() 
# Cal cul deI are con s t i tut ion des var i a b 1 e s a v e c l ' ACP 
mu <- matrix (rep ( pca$cen ter, nrow (pca$x)) , 
nrow = nrow ( pca$x), byrow = T) 
r eco n <- pca$x [ , l: 44] %*% t (pca$rotation [ , l: 44]) + mu 
"line") 
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dim (recon) 
recon 
# Erreur quadratique moyenne de l 'ACP 
mse <- me an ( (recon - x_ train) ~ 2) 
mse 
# K-means sur les composantes principales de l ' ACP 
cl1=kmeans(pca$x[ , 1 :44], 10 , nstart=1000) 
cIl 
table (cl1$cluster , mnist _ train. class$label) 
# Autoencodeur avec la fon ct ion keras _ mod el_ sequential () 
x train <- as. matrix (x_ train) 
modelsigrel u <- keras _ mod el_ seq uen tial () 
modelsigrel u 0/6>% 
layer _ dense (units 3, activation " r e l u Il , 
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name = ' b ot tl e n ec k ', input_ sh a p e = n co l (x_ tr a in )) 0/6>% 
laye r _ d en se ( uni ts = 10 , ac tiv at i o n = 's igm oid ') 0/6>% 
# Résumé du m od èle a ppliqu é 
summary ( m o d e l s i g r e l u ) 
# co mpil at i on du m od èle 
mod e l s i g r e l u 0/6>% co mpil e ( 
l oss = ' mean_ squa r ed_ err or ', m et ri cs=' acc u racy' , 
o ptimi ze r = 'adam' 
# En t r a inem en t du mod èle 
m o d e l s i g r e l u 0/6>% fi t ( 
x x_ t r a in , 
y x_ tr a in , 
epo ch s = 1000 , 
ve rb ose = 0 
# Mes ur es de p erform a n ce du mod èle 
m e tri c_ binary _ acc ur acy (y _ t rue, y _ pred) 
mse. ae2 <- ev a l u a te ( m o d e ls ig r e l u , x_ t r a in , x_ t r a in ) 
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mse. ae 2 
# Ex t r ac ti o n da co u ch e co d e (go ul o t d 'é tr a n gle m e n t) et de l a sort i e 
in te rm edi ate _ Iaye r_ m ode l <- keras_ mod el ( in p u ts = m o d e ls ig r e l u $in p u t , 
ou t pu ts = get _ Iayer ( m o d e ls ig r e lu , ft bott l e n ec k ft) $o u t put) 
in te rm edi a te_ ou t pu t <- pr e d i c t ( in te rm edi ate _ Iaye r _ m od e l , x_ tra in) 
# Mise en é lém e n ts s uppl é m e n ta ir es du c hiffr e 
gg pl ot ( data. fr a m e (Neur one1 = in te rm edi ate _ ou t pu t [ , 1 ] , 
Ne urone2 = in te rm edi ate _ ou t pu t [,2]), aes(x = Neurone1 , y 
co l = mni st_ t r a in . c l ass$ l a b e l )) + geom_ point() 
# K- means s ur l a co uch e co d e de l ' a u toe n co d eur 
cl2 = kmeans ( in te rm edi ate_ ou t pu t [ , 1: 44] , 10 , n start = 1000) 
c l2 
c l2 $ clu ster 
ta bl e ( cl 2$cl u ste r , mni st _ t r a in. class$ l a b e l ) 
Ne urone2 , 
