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U¨bersicht
Das simultane Testen mehrerer Hypothesen hat eine lange Geschichte
([18]). In der Varianzanalyse etwa ist ein Test u¨ber die Ablehnung der glo-
balen Nullhypothese nicht sehr interessant, da sie meist sowieso nicht gilt.
Das Interesse gilt vor allem der Fragestellung welche Mittelwerte sich wie
voneinander unterscheiden.
In klinischen Versuchen gibt es oft mehrere Zeitpunkte zu denen eine Hypo-
these getestet werden soll und/oder mehrere Fragestellungen sollen gleichzei-
tig beantwortet werden.
In der Genetik, Hirnforschung oder Astronomie etwa sind dann oft tausend
und mehr Hypothesen gleichzeitig zu testen.
Neben den in der Literatur bereits behandelten klassischen (ungewichteten)
multiplen Testverfahren, den gewichteten Verfahren, bei denen die Gewichte
a priori festgelegt werden, den gewichteten Verfahren bei denen die Gewichte
aus den Daten bestimmt werden und der FWER kontrolliert wird behandeln
wir auch den Fall bei dem die Gewichte aus den Daten bestimmt werden und
die FDR kontrolliert wird.
Im Kapitel Klassisches multiples Testen behandeln wir die Bonferroni Kor-
rektur (jede Hypothese wird zu einem von der Anzahl m der Hypothesen
abha¨ngenden kleineren Niveau α/m getestet). Weiters wird eine Modifikati-
on der Bonferroni Korrektur, die Prozedur von Bonferroni-Holm vorgestellt.
Kontrolliert wird jeweils die Wahrscheinlichkeit mindestens eine wahre Null-
hypothese zu verwerfen (Familiy wide error rate FWER).
Im Kapitel Anteil falscher Ablehnungen (FDR) wird die FDR (der Erwar-
tungswert des Quotienten aus der Anzahl der abgelehnten wahren Nullhypo-
thesen V und der Anzahl aller abgelehnter Hypothesen R, bzw 0, wenn keine
Hypothese abgelehnt wird) eingefu¨hrt.
Der Satz von Benjamini-Hochberg wird bewiesen. Er besagt, daß bei der
Durchfu¨hrung der Benjamini-Hochberg Prozedur im Fall unabha¨ngiger P-
Werte der wahren Nullhypothesen die FDR ≤ α ist.
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Die Benjamini-Hochberg Prozedur wird folgendermaßen durchgefu¨hrt: Sei m
die Anzahl der Hypothesen. Die P-Werte Pi werden aufsteigende der Gro¨ße
nach geordnet. Die geordneten P-Werte werden mit P(i) bezeichnet, die ent-
sprechend geordneten Hypothesen mit H(i). Das maximale i mit P(i) ≤ imα
wird bestimmt. Alle Hypothesen H(j), j = 1, . . . , i werden abgelehnt.
Es wird auch eine von Storey eingefu¨hrte der FDR verwandten Gro¨ße, die
pFDR (= E(V/R|R > 0)) vorgestellt. Weiters stellen wir die Prozedur von
Benjamini-Liu vor, die weniger Annahmen an die gemeinsame Verteilung
der P-Werte stellt als die BH-Prozedur. Die Benjamini-Liu (BL) Prozedur
verlangt nicht mehr wie die BH-Prozedur, daß die P-Werte der wahren Null-
hypothesen unabha¨ngig sind.
Im Kapitel Gewichtete Prozeduren (a priori Gewichtung) werden a priori be-
stimmte Gewichte eingefu¨hrt. Diese werden unabha¨ngig von den P-Werten
der einzelnen Hypothesen festgelegt. Es wird im wesentlichen dieselbe Proze-
dur wie bei der (ungewichteten) Benjamini-Hochberg Prozedur durchgefu¨hrt.
Die Reihung der Hypothesen erfolgt nur nicht durch die P-Werte, sondern
durch die Qi = Pi/Wi (Wi sind die Gewichte) Werte. Das Ziel ist durch
(mo¨glichst richtige) Priorinformationen wahre Alternativhypothesen (noch)
eher abzulehnen als wahre Nullhypothesen als dies (nur) durch die P-Werte
geschehen wu¨rde. Durch eine ”richtige” Gewichtung einer wahren Alternati-
ve durch gro¨ßere Gewichte als die einer wahren Nullhypothese wandern die
wahren Alternativhypothesen bildlich gesprochen in der Reihung nach links.
Das kann auch der Fall sein, wenn zufa¨llig der P-Werte einer wahren Nullhy-
pothese kleiner als ein P-Wert einer wahren Alternative ist. Daß in so einer
Konstellation eine Umreihung stattfindet ist eines der Ziele der (a priori)
Gewichtung.
Weiters werden gewichtete Analoga zu den Prozdeduren von Bonferroni und
Bonferroni-Holm formuliert und bewiesen. Ein gewichtetes Analogon zum
Satz von Benjamini-Hochberg unter der Einschra¨nkung daß nicht nur die
P-Werte der wahren Nullhypothesen sondern alle P-Werte voneinander un-
abha¨ngig sind. Weiters werden asymptotische Resultate behandelt und auf
die Macht der gewichteten Prozedur wird eingegangen.
Im Kapitel Gewichtete Prozeduren (a posteriori Gewichtung) werden die Ge-
wichte nicht a priori bestimmt sondern aus den Daten gewonnen. Eine Pro-
zedur im parametrischen normalverteilten Fall wird behandelt sowie nicht-
parametrische Prozeduren im Ein- und Zweistichprobenfall. Die Gewichte
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werden im parametrischen Fall durch die Gro¨ße der Varianz und im nichtpa-
rametrischen Fall im Einstichprobenfall durch den Median der Absolutwerte
und im Zweistichprobenfall durch den Interquantilabstand bestimmt. Diese
so bestimmten Gewichte gi werden noch durch Potenzierung mit η ≥ 0 (die
Gewichte sind also letztendlich gηi ) parametrisiert.
Es wird sowohl die gewichtete Bonferroni-Holm (wir nennen sie auch Kropf
Prozedur, wenn die Gewichte wie oben beschrieben durch die Daten bestimmt
werden) als auch die gewichtete Benjamini-Hochberg Prozedur behandelt.
Im Fall der gewichtete Bonferroni-Holm Prozedur wird bewiesen, daß diese
den FWER zum Niveau α einha¨lt. Im Falle der (gewichteten) Benjamini-
Hochberg Prozedur werden Simulationen durchgefu¨hrt um Aussagen u¨ber die
FDR zu erhalten. Bis auf eine Konstellation (Zweistichprobenfall, 9 bzw 14
Untersuchungseinheiten pro Gruppe, parametrischer Test und Gewichtspara-
meter η = 2) war die FDR jeweils ≤ 0.05. In der gerade erwa¨hnten Konstella-
tion war bei 7 Simulationen a 10000 Durchla¨ufe (d.h. die FDR, die ja ein Er-
wartungswert ist, wurde als Mittelwert von 10000 unabha¨ngigen Gro¨ßen V/R
bestimmt) die FDR ≥ 0.056, sowie bei einer Simulation a 100000 Durchla¨ufe
ebenso. Die Macht (die durchschnittliche Anzahl abgelehnter wahrer Alter-
nativhypothesen) war bei bestmo¨glicher Wahl der Gewichte (bzw der η’s) bei
allen gewichteten Benjamini-Hochberg Prozeduren immer gro¨ßer als bei der
gewichteten Bonferroni-Holm Prozedur. Es gab allerdings stets (Gewichts)
Konstellationen, bei denen die Macht der Bonferroni-Holm Prozedur gro¨ßer
war als die der Benjamini-Hochberg Prozedur. Außerdem war die Macht der
Benjamini-Hochberg Prozedur sensibler gegenu¨ber Vera¨nderungen der Ge-
wichte.
Weiters wurden die genannten Prozeduren auf den Golub-Datensatz der Ge-
netik angewandt (der Golubdatensatz ist ein Microarraydatensatz der zwei
verschiedene Typen von Leuka¨mie untersucht).
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Kapitel 1
Klassisches multiples Testen
Die Grundproblematik des multiplen Testens sowie die klassischen
Methoden von Bonferroni und Holm sowie ein Beispiel, das diese
Grundproblematik illustriert, werden vorgestellt.
1.1 Grundidee des multiplen Testens
1.1.1 Die grundlegende Anordnung
1. Testproblem: Es liegen m Nullhypothesen vor. Fu¨r jede der m Null-
hypothesen ist eine Entscheidung zu treffen, ob diese angenommen oder
abgelehnt werden soll.
2. Fehler: Es soll nun fu¨r jede Konstellation von wahren und falschen
Nullhypothesen eine Aussage u¨ber die gemachten Fehler (ein Fehler
wird begangen, wenn eine wahre Nullhypothese abgelehnt wird) ge-
troffen werden.
3. Definition 1 FWER Der Familienweite Fehler (Familiywise error
rate: FWER) wird definiert als die Wahrscheinlichkeit mindestens eine
wahre Nullhypothese abzulehnen.
4. Teststatistiken: Es wird angenommen, daß die Entscheidung u¨ber die
Annahme oder Ablehnung einer Hypothese mit Hilfe einer Teststati-
stik T vorgenommen wird mit welcher P-Werte P ausgerechnet werden
ko¨nnen.
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Wir ko¨nnen dann die P-Werte aufsteigend ordnen
P(1) ≤ P(2) ≤ · · · ≤ P(m).
Die entsprechende Ordnung der Hypothesen ist
H(1) ≤ H(2) ≤ · · · ≤ H(m).
Hypothesen, die links stehen werden eher den (wahren) Alternativen
entsprechen, die Frage ist nun wo, bildlich gesprochen, in der obigen H-
Reihe die Grenze gezogen werden soll (im Sinne, daß alle Hypothesen,
die links dieser Grenze stehen abgelehnt werden).
Spa¨ter werden wir sehen, daß die P-Werte nicht die einzige Mo¨glichkeit
sind, die Hypothesen zu ordnen.
1.1.2 Ein Beispiel
Das Grundproblem des multiplen Testens ist, dass, wenn man nur oft genug
ein Zufallsexperiment ausfu¨hrt mit Sicherheit seltene Ereignisse eintreten.
Den Ereignissen im multiplen Testen entsprechen die Ergebnisse der einzel-
nen Tests. Bei einem einzelnen Test ist es selten, dass unter Gu¨ltigkeit der
Nullhyphothese eine Ablehnung eben dieser eintrifft (so sind Tests ja kon-
struiert).
Bei oftmaliger Durchfu¨hrung solcher Tests wird es wahrscheinlich, daß man
ein falsches signifikantes Ereignis erha¨lt.
Wir haben
P (mindestens eine Hypothese wird abgelehnt) =
1− P (Alle Hypothesen werden angenommen).
Wenn die Tests unabha¨ngig sind, haben wir (Ai sei die Annahmemenge der
Hypothese i und die Ti die Teststatistik fu¨r das i-te Testproblem)
P (Alle Hypothesen werden angenommen) =
P ({T1 ∈ A1} ∩ {T2 ∈ A2} ∩ · · · ∩ {Tm ∈ Am}) =
P ({T1 ∈ A1}) · P ({T2 ∈ A2}) · · ·P ({Tm ∈ Am}) =
(1− α)n.
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#Abg Null
#Tests
#> 1Abl.
#Exp
(α = 0.01, m = 40) 0.0095 0.34
(α = 0.01, m = 20) 0.0085 0.15
(α = 0.05, m = 40) 0.0515 0.88
(α = 0.05, m = 20) 0.0565 0.66
Tabelle 1.1:
und (1− α)n geht gegen 0, fu¨r n→∞.
Wir haben also asymptotisch
P (wenigstens ein Test wird abgelehnt)→ 1.
Wir fu¨hren nun mit dem Computer folgendes Experiment durch.
Gegeben sind zwei Gruppen. In jeder Gruppe sind n Untersuchungseinhei-
ten und mMerkmale wurden jeweils unabha¨ngig voneinander erhoben. Jedes
Merkmal ist N(0, 1) verteilt, die Gruppen unterscheiden sich also nicht von-
einander.
Wir haben nun m = 40 gewa¨hlt, und einmal n = 20 mit Signifikanzniveau
α = 0.01 und α = 0.05 gwa¨hlt und das Experiment auch mit m = 20 Unter-
suchungseinheiten durchgefu¨hrt.
Insgesamt wurden 100 Experimente durchgefu¨hrt.
Die Simulation wurde mit dem im letzten Kapitel angefu¨hrten R-Programm
durchgefu¨hrt.
Der Programmaufruf war
erg <- Kapitel1(anzExp=100,m=40,n=40,alfa=0.01)
sum(erg)/(anzExp*m)
(length(erg[erg>0]))/anzExp
Die Ergebnisse sind in Tabelle 1.1, die Bezeichnungen in Tabelle 1.2 angege-
ben.
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#Abg Null Anzahl der abgelehnten Nullhypothesen insgesamt
#Tests Anzahl der Tests insgesamt
#> 1Abl. Anzahl der Experimente mit mindestens einer abgelehnten Nullhypothese
#Exp Anzahl der durchgefu¨hrten Experimente (= anzExp ·m)
Tabelle 1.2:
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Wahrscheinlichkeit mindestens einer Ablehnung
Abbildung 1.1: Wahrscheinlichkeit der Anzahl mindestens eine wahre Null-
hypothese abzulehnen bei einer Irrtumswahrscheinlichkeit von α = 0.05 als
Funktion der Anzahl der Hypothesen, wenn alle Nullhypothesen wahre Null-
hypohtesen sind.
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In der ersten Spalte der Tabelle 1.1 sieht man das ungefa¨hr erwartete Er-
gebnis. In dieser steht eine Anna¨herung an die Irrtumswahrscheinlichkeiten.
In der zweiten Spalte der Tabelle 1.1 steht eine Approximation an die Wahr-
scheinlichkeit, mindestens eine wahre Nullhypthese irrtu¨mlich abzulehnen.
In Abbildung 1.1 ist die Ablehnwahrscheinlickeit mindestens einer Hypothese
exakt ausgerechnet.
Man sieht, dass dies bei einer Irrtumswahrscheinlichkeit von α = 0.05 schon
sehr hoch ist. Eine Mo¨glichkeit diesem Problem zu begegnen (spa¨ter wer-
den wir noch andere kennenlernen) ist die Irrtumswahrscheinlichkeiten der
einzelnen Tests zu verringern. Dies werden wir in den na¨chsten Abschnitten
behandeln.
1.2 Die Bonferroni Methode
Definition 2 Die Bonferroni Methode
Verwerfe alle Hypothesen, fu¨r deren P-Werte P gilt:
P ≤ α
m
.
Wir bringen jetzt den Beweis, dass die Bonferroni Methode den FWER zum
Niveau α einha¨lt, d.h. dass die Wahrscheinlichkeit, dass eine oder mehrere
wahre Nullhypothesen abgelehnt werden kleiner oder gleich α ist.
Es gebe also m Hypothesen. m0 von diesen seien wahre Nullhypothesen. Es
gelte
Ai = {ω : Hi wird abgelehnt}
(ω ist das generische Element des Wahrscheinlichkeitsraumes). Weiters haben
wir (|M0| = m0)
M0 = {j : Hj ist eine wahre Nullhypothese}.
Es sei dann
A =
⋃
i∈M0
Ai.
A ist das Ereignis, mindestens eine wahre Nullhypothes abzulehnen. Es gilt
dann
P (A) = P (
⋃
i∈M0
Ai) ≤
∑
i∈M0
P (Ai) ≤
m0∑
i=1
α
m
=
α
m
m0 ≤ α.
QED
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1.3 Die Bonferroni-Holm Methode
Definition 3 Die Holm Methode
Man ordne die P-Werte:
P(1) ≤ P(2) ≤ · · · ≤ P(m).
Es sei R die Indexmenge der abgelehnten Hypothesen.
Die Prozedur wird nun folgendermaßen durchgefu¨hrt.
1. Initialisiere R = R0 = ∅.
2. Wenn P(1) ≤ αm gilt, setze R = R1 = R0 ∪ {(1)}, wobei (1) der Index
des kleinsten P-Wertes ist
sonst stoppe.
3. Wenn P(2) ≤ αm−1 dann setze R = R2 = R1∪{(2)}, wobei (2) der Index
des zweit kleinsten P-Wertes ist
sonst stoppe.
4. u.s.w
5. Wenn P(m) ≤ αm−(m−1) dann setze R = Rm = Rm−1∪{(m)}, wobei (m)
der Index des m-kleinsten (also gro¨ßten) P-Wertes ist
sonst stoppe.
Wir zeigen nun, daß die Bonferroni-Holm Methode den FWER zum Niveau
α einha¨lt [20].
R ist die Indexmenge der Hypothesen, die abgelehnt werden, I die Index-
menge der wahren Nullhypothesen und l die Anzahl der Elemente in I.
Im ersten Schritt zeigen wir (ω ist das generische Element des Ereignisraumes,
die na¨chste Beziehung ist so zu lesen, daß das auf der linke Seite beschriebene
Ereignis das auf der rechten Seite impliziert, die rechte Seite bedeutet, daß
keine wahre Nullhypothese abgelehnt wird)
{ω : Pi ≥ α/l, fu¨r alle i ∈ I} ⊆ {ω : A ∩ I = ∅}.
Dies folgt aus der Konstruktion der Holm-Prozedur. Tritt na¨mlich das Ereig-
nis auf der linken Seite ein, so kann eine wahre Nullhypothese in der Prozedur
fru¨hestens in dem Schritt abgelehnt werden in dem der Schwellenwert gleich
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α/(l − 1) ist. Dies ist der (m − l + 2). Schritt. Um in der Prozedur bis zu
diesem Schritt zu gelangen, mu¨ßten aber m− l+1 wahre Alternativen schon
abgelehnt werden, was nicht mo¨glich ist, da es l wahre Nullhypothesen und
damit m− l wahre Alternativen gibt.
Wir bilden nun die Komplementa¨rbeziehung zu obiger (A ⊆ B =⇒ B¯ ⊆ A¯).
Diese ist
{ω : A ∩ I 6= ∅} ⊆ {ω : Pi < α/l, fu¨r mindestens ein i ∈ I}.
Die Wahrscheinlichkeit des Ereignises auf der linken Seite ist der FWER,
den wir durch Berechnen der Wahrscheinlichkeit der rechten Seite abscha¨tzen
ko¨nnen.
P ({ω : A ∩ I 6= ∅}) ≤ P (⋃
i∈I
{ω : Pi < α/l})
≤ ∑
i∈I
P (ω : Pi < α/l)
≤ l · α/l = α.
QED
1.4 Literaturhinweise
Die Methoden von Bonferroni und Holm findet man an sehr vielen Orten,
z.B in [19], oder in der Originalarbeit von Holm [11] oder in [20].
Viel u¨ber Multiples Testen findet man in den Standardwerken [9] und [18]
oder auch im (elementarer gehaltenen) Werk [13].
Im Internet gibt es massenhaft Einfu¨hrungen in das multiple Testen, es sei
nur [8] angefu¨hrt, die mich zu dem Einfu¨hrungsbeispiel inspiriert hat.
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Kapitel 2
Anteil falscher Ablehnungen
(FDR)
In diesem Kapitel wird die FalseDiscoveryRate (FDR), d.h. der Er-
wartungswert des Quotienten der Anzahl abgelehnte wahre Null-
hypothesen durch die Anzahl alle abgelehnten Hypothesen vorge-
stellt.
Weiters wird ein Scha¨tzwert von Storey sowie eine verteilungsfreie
Prozedur vorgestellt.
2.1 Die Benjamini-Hochberg Prozedur
2.1.1 Das Modell
Wir haben das folgende Szenario (siehe die Tabelle 2.1). In der Tabelle 2.1 ist
Anz. angenommen Anz. abgelehnt Insgesamt
Wahre Nullhypothese U V m0
Falsche Nullhypothese T S m−m0
Summe m−R R m
Tabelle 2.1:
m, die Anzahl der getesteten Hypothesen und R, die Anzahl der abgelehnten
Hypothesen beobachtbar. Die restlichen Gro¨ssen U, V, S, T und m0 sind nicht
beobachtbar.
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2.1.2 FDR
Wir definieren nun die falsche Erkennungsrate , die FalseDiscoveryRate (FDR)
als (1{·} bezeichnet die Indikatorfunktion )
Definition 4
FDR = E(V/R · 1{R>0}).
Wir bezeichnen die False Discovery Proportion (FDP) V/R mit Q.
Q = V/R · 1{R>0}.
2.1.3 Die Benjamini-Hochberg Prozedur
Wir ordnen wieder die P-Werte
P(1) ≤ P(2) ≤ · · · ≤ P(m).
und entsprechend die Hypothesen Hi.
Die Benjamini-Hochberg (BH) Prozedur ist nun folgendermaßen definiert
Definition 5 Benjamini-Hochberg Prozedur
Es sei k das gro¨sste i fu¨r das P(i) ≤ i
m
α gilt.
Folgende Hypothesen werden dann verworfen
H(i) fu¨r alle (i) ≤ (k).
Es werden also H(i), H(2), . . . , H(k) abgelehnt.
Bemerkungen:
1. Sind alle Nullhypothesen wahr, so gilt
E(V/R · 1{R>0}) = 1 · P (V > 0) + 0 · P (V = 0)
und das ist der FWER (siehe Definition 1)
18
2. Es gilt definitionsgema¨ß immer V/R · 1{R>0} ≤ 1 und damit
1{V≥1} ≥ V/R · 1{R>0}
und damit (Ungleichung umdrehen und Erwartungswert nehmen)
FDR = E(V/R · 1{R>0}) ≤ E(1{V≥1}) = FWER.
Wir zitieren eine Proposition aus der Theorie der Ordnungsstatistiken:
Proposition 1 Es seien X1 . . . Xn unabha¨ngig im Intervall (0, 1) gleichver-
teilt.
Dann ist die Dichte f(x) der n ten Ordnungsstatistik X(n) gleich (F sei die
Verteilungsfunktion von f)
f(x) = n[F (x)]n−1
fu¨r 0 ≤ x ≤ 1.
Fu¨r den Beweis siehe [23].
Noch eine Proposition
Proposition 2 Die P-Werte unter der Nullhypothese sind Gleichverteilt (un-
ter gewissen Regularita¨tsvorraussetzungen an die Verteilungsfunktionen)
Beweis:
Wir nehmen unter Einschra¨nkung der Allgemeinheit an (der allgemeine Be-
weis geht aber sinngema¨ß), daß der P-Wert durch P (T ≥ u) gegeben ist. Sei
nun P (T ≥ u) = α (daß es zu jedem α ein u mit dieser Beziehung gibt, folgt
aus der ¨genu¨genden¨ Glattheit der Verteilungsfunktionen), es gilt dann (be-
achte die Doppelbedeutung von P, siehe [21] und [22]) P (P ≤ α) = P (T ≥
u) = α (wegen der Monotonie von f(u) = P (T ≥ u) in u). QED
Fu¨r den Beweis von Theorem 2.1.3 brauchen wir noch folgende Proposition
Proposition 3 Es seien X1 und X2 auf [0, 1] gleichverteilt. Dann gilt
X(1)/X(2) ist ebenfalls auf [0, 1] gleichverteilt.
Beweis:
Wir zitieren ein Ergebnis u¨ber die Dichte des Quotienten zweier Zufallsva-
riablen (siehe [10] Seite 22).
Wenn X = (X1, X2) die Dichte f hat, so hat X1/X2 die Dichte∫
f(xy, y) · |y|dy.
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Auf [23] u¨bernehmen wir wieder die Tatsache, daß die Dichte des kleinsten
und gro¨ßten Wertes durch
g(y1, yn) = 2 · 1{y1<y2}
gegeben ist. Fu¨r die verlangte Dichte h von X(1)/X(2) haben wir dann
h(x) =
∫ 1
0
g(xy, y) · |y|dy = 2 ·
∫ 1
0
ydy = 2 · y
2
2
|10 = 1.
QED
Proposition 4 Alle m Hypothesen seien wahre Nullhypothesen und die P-
Werte seien unabha¨ngig.
Dann gilt:
FDR = E(V/R · 1{R>0}) ≤ α.
Beweis: (der Beweis ist aus [?] adaptiert)
Wir ko¨nnten den Satz von Genovese im 3. Kapitel zitieren, siehe Abschnitt
3.4.2 (mit den Gewichten identisch 1, ziehen es aber vor keine Anleihen aus
anderen Kapiteln zu nehmen, siehe auch [21])
Wir vereinbaren die Bezeichnungen
qk =
αk
m
und
P¯i = {Pj : j 6= i}.
Weiters definieren wir die Menge Rk,i
Rk,i = {k − 1 Pj ∈ P¯i sind ≤ qk und die anderen P(u) ∈ P¯i sind > αu
m
}.
Wir haben dann
E(V/R) · 1{R>0} = E(1 · 1{R>0}) =
m∑
k=1
k
k
P (R = k)
=
m∑
k=1
m∑
i=1
1
k
P (Pi ≤ kα
m
∩Rk,i)
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=
m∑
k=1
m∑
i=1
1
k
P (Pi ≤ kα
m
) · P (Rk,i)
=
m∑
k=1
m∑
i=1
1
k
· kα
m
· P (Rk,i)
=
α
m
m∑
i=1
m∑
k=1
P (Rk,i)
≤ α
m
m∑
k=1
1 = α.
Den Schritt in die zweite Zeile sieht man so:
Wir halten R = k fest. Es mu¨ssen dann k P-Werte kleiner oder gleich qk sein
und fu¨r die m− k restlichen P-Werte P(j) muß jweils
P(j) >
αj
m
gelten.
Ist ω ein generische Elementarereignis des Ereignisses {Pi1 , Pi2 , . . . , Pik ≤
qk, die restlichen P(u) >
αu
m
}, so liegt ω genau in jeder der Mengen {Pij ≤
kα
m
∩Rk,ij}, j = 1, . . . , k. Jedes ω kommt also genau k mal in einer der Mengen
{Pi ≤ kαm ∩Rk,i} vor.
Im vorletzten Schritt ist es fu¨r die Gu¨ltigkeit der Proposition nicht notwen-
dig, sich Gedanken zu machen, ob
∑m
k=1 P (Rk,i) = 1 oder nur ≤ 1 gilt, da
letzteres reicht. QED
Theorem 1 Die P-Werte der wahren Nullhypothesen seien unabha¨ngig.
Es gilt dann:
Die BH-Prozedor ha¨lt die FDR zum Niveau α ein. [1]
Beweis (wir erinnern daran, daß die Verteilungsfunktionen dergestalt sind,
daß die P-Werte gleichverteilt sind):
Zuerst beweisen wir ein Lemma:
m ist die Anzahl aller Hypothesen,m0 die Anzahl der wahren Nullhypothesen
und m1 = m−m0 die Anzahl der wahren Alternativhypothesen.
Wir denken uns die Hypothesen so numeriert, daß
• P1, P2, . . . , Pm0 die P-Werte der wahren Nullhypothesen sind
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• Pm0+1, Pm0+2, . . . , Pm die P-Werte der wahren Alternativhypothesen
sind.
Lemma 1 Die P-Werte der m0 Nullhypothesen werden wie in Theorem 2.1.3
als unabha¨ngig angenommen. Die BH-Prozedur erfu¨llt dann folgende Bezie-
hung (d.h. man fu¨hrt die BH-Prozedur durch und errechnet Q = V/R·1{R>0})
E(Q|Pm0+1 = p1, . . . , Pm = pm1) ≤
m0
m
α.
Beweis des Lemmas:
Fu¨r den Beweis nehmen wir an, daß es mindestens eine wahre Alternative
gibt (den Fall, daß alle Hypothesen wahre Nullhypothesen sind, haben wir
in Proposition 4 schon bewiesen).
Ist m0 = 0 dann ist Q definitionsgema¨ß gleich 0 und damit die (bedingte)
Verteilung auch gleich 0 und damit die Behaupung trivialerweise wahr.
Wir beweisen das Lemma durch Induktion nach m, fu¨r beliegiges m0 > 0.
Induktionsanfang:
Es ist m = 1.
1. m0 = 0. Diesen Fall haben wir schon erledigt.
2. m0 = 1: =⇒ VR ist Bernoulli 1 oder 0, je nachdem, ob H1 abgelehnt
wird oder nicht.
E(V/R · 1{R>0}|·) ist dann der unbedingte Erwartungswert. Und laut
Testkonstruktion wird H1 abgelehnt, wenn P1 ≤ 11α gilt.
Induktionsschritt: Die Behauptung aus dem Lemma gelte fu¨r m Hypothe-
sen.
Wir bezeichnen nun die m0 P-Werte der wahren Nullhypothesen durch P
′
i ,
wobei i = 1, 2, . . . ,m0 gilt. Den gro¨ßten Wert bezeichnen wir mit der Stan-
dardbezeichnung aus der Theorie der Ordnungsstatistiken mit P
′
(m0)
. Die P-
Werte der wahren Nullhypothesen seien gleichverteilt auf [(0, 1)].
Wir bezeichnen weiters die P-Werte der wahren Alternativen der Reihe nach
mit
p1 ≤ p2 ≤ . . . ≤ pm1 .
Sei j0 das gro¨ßte j ≤ m1 sodaß
pj ≤ m0 + j
m+ 1
α
22
und sei
p
′′
=
m0 + j0
m+ 1
α.
Gibt es kein so ein j0, so sei j0 = 0 und p
′′
= 0 (eines der gleich folgenden
Integrale fa¨llt dann weg).
Wir schreiben nun den (bedingten) Erwartungswertes sinngema¨ß (die stetige
Form) nach der Formel (P (S) = P (S|A)P (A) + P (S|A¯)P (A¯)) , bedingt
wird nach dem gro¨ßten P-Wert der wahren Nullhypothesen P
′
(m0)
= p. Wir
erhalten dann
E(Q|Pm0+1 = p1, . . . , Pm = ppm1 ) =
∫ p′′
0
E(Q|P ′m0 = p, Pm0+1 = p1, . . . ,(2.1)
Pm = pm1)fP ′m0
(p)dp (2.2)
+
∫ 1
p′′
E(Q|P ′m0 = p, Pm0+1 = p1, . . . ,(2.3)
Pm = pm1)fP ′m0
(p)dp (2.4)
wobei fP ′m0
= m0p
m0−1 die Dichte der Verteilung des gro¨ßten P-Wertes der
wahren Nullhypothesen ist.
Wir behandeln nun die beiden Integrale.
1. Integral
Es gilt P
′
m0
≤ p′′ und daher werden alle wahren Nullhypothesen abge-
lehnt. Es gilt dann
Q =
m0
m0 + j0
.
Diese Beziehung gilt, weil wegen der Konstruktion von j0 zumindest
die Hypothesen abgelehnt werden, die den P-Werten der wahren Alter-
nativen p1, p2, . . . , pj0 entsprechen.
Es kann aber auch keine weitere Hypothese abgelehnt werden. Alle
Nullhypothesen werden schon abgelehnt und fu¨r pj0+1 gilt wegen der
Konstruktion von j0
pj0+1 >
m0 + j0 + 1
m+ 1
· α.
Der bedingte Erwartungswert ist also konstant und kann vor das Inte-
gral gebracht werden, es bleibt nur mehr eine einfache Integration eines
Potenzterms. Wir erhalten fu¨r das Integral also
m0
m0 + j0
(p
′′
)
m0
=
m0
m0 + j0
m0 + j0
m+ 1
α(p
′′
)
m0−1
=
m0
m+ 1
α(p
′′
)
m0−1
.
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2. Integral
Wir betrachten hier jedes Intervall der P-Werte der wahren Alterna-
tiven, in dem der gro¨ßte der P-Werte der wahren Nullhpyothesen, wir
haben ihn mit p bezeichnet vorkommt extra.
Das erste ist ein abgeschnittenes Intervall, na¨mlich
pj0 ≤ p
′′
< p < pj0+1
die ”allgemeinen” Intervalle sind dann
pj0 < pj ≤ p < pj+1.
Wegen der Definition von j0 kann kein pj die BH-Bedingung erfu¨llen (j0
ist ja schon der maximale Index), p kann aber auch kein Schwellenwert
sein, da ja p > pj gilt, und dann auch die Hypothese mit P-Wert pj
abgelehnt werden mu¨sste.
Eine Hypothese H(i) (das sind die gema¨ß den nach der Gro¨ße geordne-
ten P-Werten mitgeordneten Hypothesen) kann nur abgelehnt werden,
wenn es einen Index k gibt, der die BH-Bedingung erfu¨llt, also
p(k) ≤ k
m+ 1
α
und (i) ≤ (k) gilt. Da die pj der Alternativen von vorher nach der
Gro¨ße geordnet Werte waren, kann man die m1 − j + 1 gro¨ßten dieser
Indizi ausschließen (wegen der Konstruktion von j0), also muss fu¨r k
gelten
i ≤ k ≤ m0 +m1 − (m1 − j + 1) = m0 + j − 1.
In der vorletzten Beziehung dividieren wir noch durch p und erweitern
den Bruch mit m0 + j − 1 und erhalten somit
p(k)
p
≤ k
m0 + j − 1
m0 + j − 1
(m+ 1)p
α.
Da ja auf p bedingt wurde, sind nun die m0 − 1 Werte P
′
i
p
wieder un-
abha¨ngig gleichverteil auf dem Intervall (0, 1) (Siehe Proposition 3).
Wir fassen nun diese Bru¨che wieder als P-Werte von wahren Nullhypo-
thesen auf (sozusagen jede Gro¨ße, die gleichverteilt auf (0, 1) ist, kann
man als P-Wert auffassen).
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Wir verwenden nun die Induktionsannahme, indem wir bemerken, daß
m0 + j − 1 ≤ m gilt (der 1er wars) und den Ausdruck
m0 + j − 1
(m+ 1)p
α
die Rolle des (neuen) α spielen lassen (außerdem haben wir schon ge-
zeigt, daß die p(k) und die
p(k)
p
die gleichen Hypothesen ablehnen). Wir
haben dann
E(Q|P ′(m0) = p, Pm0+1 = p1, . . . , Pm = pm1) ≤
m0 − 1
m0 + j − 1
m0 + j − 1
(m+ 1)p
α
=
m0 − 1
(m+ 1)p
α.
Jetzt integrieren wir das zweite Integral als Summe der Integrale je-
weils u¨ber die Grenezn (pj, pj+1) sowie das erste Rumpf¨Intervall und
setzen die eben gewonnen Abscha¨tzung ein und erhalten (die einzelnen
Integrale nicht hinschreibend, diese Aufschlitterung braucht man nur
um die Abscha¨tzung einzusetzen und einen konstanten Term herauszu-
heben)
∫ 1
p′′
E(Q|P ′(m0) = p, Pm0+1 = p1, . . . , Pm = pm1)fP ′ (p)dp ≤∫ 1
p
′′
m0 − 1
(m+ 1)p
αm0p
m0−1dp
nach Herausheben bleibt dann
=
m0
m+ 1
α
∫ 1
p
′′ (m0 − 1)pm0−2 =
m0
m+ 1
α(1− p′′m0−1).
Nun addieren wir die Abscha¨tzungen der beiden Integrale, der Term p
′′m0−1
hebt sich freundlicherweise weg und es bleibt nur mehr die im Lemma gefor-
derte Abscha¨tzung
m0
m+ 1
α.
QED
Jetzt zeigen wir aus dem Lemma, daß die BH-Prozedur den FDR-Fehler α
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einha¨lt. Wir verwenden dazu die Formel von der totalen Wahscheinlichkeit
(
⋃n
i=1Ai = Ω)
E(T ) =
n∑
i=1
P (Ai)E(T |Ai)
und im stetigen Fall sinngema¨ß als Integral. Durch das Lemma wissen wir,
daß
E(Q|Pm0+1 = p1, . . . , Pm = pm1) ≤
m0
m
α
gilt. Wir summieren nun u¨ber alle mo¨glichen Tupel (p1, . . . , pm, bzw im ste-
tigen Fall integrieren wir und erhalten dann , es gilt ja
∑
P (Ai) = 1.
E(Q) ≤ m0
m
α ≤ α.
QED
2.2 Die Benjamini-Liu Prozedur
Wir erwaehnen noch kurz eine Prozedur, die weniger Annahmen an die ge-
meinsame Verteilung der P-Werte stellt als die BH-Prozedur. Die Benjamini-
Liu (BL) Prozedur verlangt nicht mehr wie die BH-Prozedur, daß die P-Werte
unabha¨ngig sind. [3]
Wir ordnen die P-Werte wieder nach der Groesse:
P(1) ≤ P(2) ≤ . . . P(m)
und bezeichnen die dadurch umgeordneten Hypothesen mit H(i). Wir defi-
nieren nun m kritische Werte durch
di = min(1,
m
(m− i+ 1)2α) fuer 1 ≤ i ≤ m.
Da der Nenner mit wachsenden i kleiner wird, wird der Ausdruck im Mini-
mum groesser, bleibt aber insgesamt immer kleiner oder gleich 1, also gilt
0 ≤ d1 ≤ d2 . . . ≤ dm ≤ 1.
Die BL-Prozedur geht nun folgendermassen:
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• Gilt P(1) ≤ d1 dann lehne die Hypothese H1 ab, sonst ho¨re auf.
• Gilt P(2) ≤ d2 dann lehne die Hypothese H2 ab, sonst ho¨re auf.
• Und so weiter, das letzte Mal wo P(i) ≤ di gilt, ist das letzte Mal wo
eine Hypothese abgelehnt wird.
Wir beweisen nun, dass diese Prozedur die FDR zum Niveau α einha¨lt.
Zuerst betrachten wir die Grenzfa¨lle.
Sei m0 = 0 Klarerweise ist dann Q gleich 0.
Der andere Grenzfall ist m0 = m. Es gilt dann V = R und damit haben wir.
E(Q) = E(IV >0) = P (V > 0) = P (P(1) ≤ d1)
≤
m∑
i=1
P (Pi ≤ d1)
= md1 = m
m
m2
α = α.
Die erste Gleichung oben folgt daraus, dass V = R und damit V
R
= 1 , und
E(Q) = 0P (V = 0)+1P (V > 0) gilt. Die dritte Gleichung folgt daraus, dass
mindestens eine Hypothese genau dann abgelehnt wird, wenn zumindest die
erste Hypothese abgelehnt wird. Die Ungleichung folgt aus {P(1) ≤ d1} ⊆⋃
i{Pi ≤ d1}. Die drittletzte Gleichung folgt daraus, dass die P-Werte unter
der Nullhypothese gleichverteilt sind und in der vorletzten Gleichung wird
die Definition von d1 eingesetzt.
Wir kommen nun zu den allgemeinen Fa¨llen, d.h. 1 ≤ m0 ≤ m− 1.
Zuerst ein paar Bezeichnungen:
• m1 = m−m0, und das ist > 0, wir sind ja im allgemeinen Fall.
• P ′1, . . . , P ′m0 bezeichnen die P-Werte der m0 wahren Nullhypothesen
• p1, . . . , pm1 seien die P-Werte der m1 wahren Alternativen
• Qe(P ′1, . . . , P ′m1) = E(Q|P
′
1, . . . , P
′
m1
).
Wir fu¨hren noch eine Gro¨ße G ein. Wir ordnen dazu die P-Werte der wahren
Alternativen
p1 ≤ p2 ≤ . . . ≤ p(m1).
Wir vergleichen nun nur die geordneten pi Werte der wahren Alternativen
der Reihe nach mit den di (Wir lassen also die wahren Nullhypothesen einmal
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aus). Wir vergleichen nun die pi so lange der Reihe nach in Aufsteigender
Form mit den di
• Gilt pi ≤ di fu¨r alle 1 ≤ i ≤ m1, dann sei G = m1
• Es gilt p1 > d1, dann sei G = 0
• (der allgemeine Fall) wenn das erste Mal pi+1 > di+1 gilt, sei G = i
Wir haben nun folgende Beziehungen, unten erkla¨ren wir dann die einzelnen
Schritte
Qe(p1, . . . , pm1) = E(
V
R
IV >0|p1, . . . , pm1) (2.5)
≤ E( V
V +G
IV >0|p1, . . . , pm1) (2.6)
≤ m0
G+m0
E(IV >0|p1, . . . , pm1) (2.7)
≤ m0
G+m0
P (min(P
′
1, . . . , P
′
m0
) ≤ dG+1) (2.8)
≤ m0
G+m0
m0∑
i=1
P (P
′
i ≤ dG+1) (2.9)
≤ m0
G+m0
(m−G)dG+1 (2.10)
=
m0(m−G)
G+m0
min(1,
m
(m−G)2 ) · α (2.11)
≤ m0m
(G+m0)(m−G) · α (2.12)
≤ α. (2.13)
Die erste Ungleichung folgt wegen R ≥ G + V , dies folgt daraus, daß wenn
auch die P-Werte der wahren Nullhypothesen betrachtet werden die P-Werte
bildlich gesprochen nach rechts verschoben werden und eher noch weitere
wahre Alternativen abgelehnt werden. Die na¨chste Ungleichung folgt aus
V
G+V
≤ m0
G+m0
(d.h. die Zufallsvariable V
G+V
wird durch eine Konstante (be-
dingt auf p1, p2, . . . , pm1) nach oben abgescha¨tzt und diese kann dann aus dem
(bedingten) Erwartungswert herausgehoben werden), dies sieht man indem
man einfach ausmultipliziert, es bleibt zu zeigen GV ≤ Gm0 und V ≤ m0 gilt
klarerweise (V ist ja die Anzahl der abgelehnten wahren Nullhypothesen).
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Die na¨chste Ungleichung sieht man so: Der betrachtete bedingte Erwartungs-
werte ist ja gleich der (bedingten) Wahrscheinlichkeit der Ereignisses {IV >0}.
Die behauptete Beziehung sieht man nun so: Damit wenigstens eine wahre
Nullhypothese abgelehnt werden kann (also V > 0 gilt) kann der kleinste
P-Wert der wahren Nullhypothesen P ∗ entweder kleiner als eines der P
′
(i) mit
i ≤ G, und damit sicher kleiner als dG+1 sein, oder aber gro¨ßer als alle P ′(i)
mit i ≤ G sein, und damit nach Definition der Prozedur muss der Index des
kleinsten der P ∗ gleich G+ 1 und damit fu¨r dieses P ∗ ≤ dG+1 gelten.
Die na¨chste Ungleichung folgt wieder aus ’(die kleinste Wahrscheinlichkeit
kleiner oder gleich) ist enthalten in (ist in irgendeiner) ’. Die darauffolgende
Ungleichung folgt wieder aus der Tatsache dass fu¨r die P-Werte der wahren
Nullhypthesen P (P ≤ a) ≤ a gilt.
Fu¨r die letzte Ungleichung muss nun gelten
m0m
(G+m0)(m−G) ≤ 1.
Multiplizieren und auf beiden Seiten m0m subtrahieren ergibt
0 ≤ G(m−m0)−G2 (2.14)
G2 ≤ G(m−m0) (2.15)
G ≤ m−m0 (2.16)
m0 +G ≤ m. (2.17)
und die letzte Gleichung gilt ja definitionsgema¨ß, da ja G ≤ m1 sein muss
und m0 +m1 = m gilt.
Jetzt sind alle bedingten Erwartungswerte kleiner oder gleich q und (sinn-
gema¨ß) wegen der Formel der totalen Wahrscheinlichkeit auch der unbedingte
Erwartungswert kleiner oder gleich q. QED
2.3 Die Methode von Storey
Storey (siehe [24]) definiert eine der FalseDiscoveryRate sehr a¨hnliche Gro¨ße.
Definition 6 pFDR = E(V
R
|R > 0).
Gilt m0 = m, so ist diese Gro¨ße gleich 1. Deshalb wird die pFDR nicht ge-
genu¨ber irgendeines α’s kontrolliert, sondern gescha¨tzt.
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Definition 7 Schwellenwert γ einer Prozedur.
Wenn alle Hypothesen Hi, deren entsprechender P-Wert Pi ≤ γ ist, abgelehnt
werden, nennt man γ den Schwellenwert der Prozedur.
Wir vereinbaren noch die Bezeichnung
pi0 =
m0
m
.
Wir bringen ein Resultat von Storey ohne Beweis
Theorem 2 Es gilt
pFDR(γ) =
pi0P (P ≤ γ|H = 0)
P (P ≤ γ) =
pi0γ
P (P ≤ γ) .
Die zweite Gleichung gilt wieder wegen der Gleichverteiltheit der P-Werte
unter der Nullhypothese.
2.3.1 Heuristik der Scha¨tzung von pi0
Definition 8 Es sei
W (λ) = 1−R(λ)
und
R(λ) = {#p|p ≤ λ}.
Wir geben nun einen Scha¨tzer von pi0 an
pˆi0(λ) =
W (λ)
(1− λ)m
wobei λ ein geeignet zu wa¨hlender Parameter ist.
pˆi0(λ) ist ein konservativer (d.h. u¨berscha¨tzt pi0) Scha¨tzer, siehe Storey [24].
Die Heuristik hinter obiger Formel von pi0(λ) ist folgende:
Wenn ein Test eine (genu¨gend) große Macht hat (man denke dabei etwa an
einen Test u¨ber zwei Mittelwerte, die weit genug auseinander liegen und/oder
viele Beobachtungen vorliegen), dann werden die meisten beobachteten P-
Werte, die nahe bei 1 liegen von den wahren Nullhypothesen stammen (ist
der P-Wert nahe bei 1, so wird der ihn erzeugende Beobachtungswert nahe
bei dem Mittelwert der Nullhypothese liegen, ein Wert, der sehr wahrschein-
lich bei Vorliegen der Nullhypothese und unwahrscheinlich bei Vorliegen der
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Alternativhypothese ist).
Da die P-Werte unter Vorliegen der Nullhypothese gleichverteilt sind wer-
den ungefa¨hr m0(1−λ) P-Werte im Intervall [λ, 1] liegen (dort erwartet man
ja kaum P-Werte der Alternativen) und es gilt
W (λ) ≈ m0(1− λ) = mpi0(1− λ).
Der rechts stehende Ausdruck ist der erwartete Wert an P-Werten in [λ, 1]
und damit, da wie gesagt in diesem Intervall vor allem P-Werte der wahren
Nullhypothesen liegen, praktisch alle betrachteten P-Werte.
2.3.2 Formel pFDR
Wir geben nun mit Hilfe des Scha¨tzers von pi0 einen Scha¨tzer fu¨r die pFDR
an.
Wir erinnern zuerst an die Formel aus dem Theorem
pFDR(γ) =
pi0γ
P (P ≤ γ) .
Fu¨r pi0 haben wir im vorigen Abschnitt einen heuristischen Scha¨tzwert abge-
leitet. Wir wenden uns jetzt der Wahrscheinlichkeit
P (P ≤ γ)
zu. Wir verwenden einfach die relative Ha¨ufigkeit
̂P (P ≤ γ) = #{pi ≤ γ}
m
=
R(γ)
m
wobei R(γ) durch den Ausdruck im Za¨hler im mittleren Term definiert ist
(siehe Definition 8).
Wir haben also insgesamt (λ ist ein Parameter fu¨r die heuristische Bestim-
mung von pi0 und γ ist der Schwellenwert), das m hebt sich weg
̂pFDRλ(γ) = p̂i0(λ)γ
Pˆ (P ≤ γ) =
W (λ)γ
(1− λ)R(γ) .
Storey [24] schla¨gt nun vor, da der Scha¨tzer fu¨r P (P ≤ γ) nur sinnvoll ist,
wenn R(λ) > 0 gilt, R(γ) durch R(γ) ∨ 1 (also wenn R(γ) = 0, R(γ) durch
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1 zu ersetzen) zu ersetzen und die Formel noch durch eine untere Schranke
von P (R(γ) > 0) zu dividieren.
Wir erhalten dann schlußendlich
̂pFDRλ(γ) = W (λ)γ(1− λ)(R(γ) ∨ 1)(1− (1− γ)m) .
Nebenbei bemerkt: Die FDR ist ein unbedingter Erwartungswert, sodaß wir
folgende Formel erhalten (der Bedingungsfaktor fa¨llt weg und wir ersetzen
wieder R(γ) durch das Gro¨ßere von R(γ) und 1)
̂FDRλ(γ) = W (λ)γ
(1− λ)(R(γ) ∨ 1) .
Wir geben nun noch die Prozedur von Storey an:
1. Rechne fu¨e alle m Hypothesen die P-Werte p1, . . . , pm aus.
2. Scha¨tze pi0 und P (P ≤ γ) durch
pi0(λ) =
W (λ)
(1− λ)m
und
Pˆ (P ≤ γ) = max(R(γ), 1)
m
wobei R(γ) = #{pi ≤ γ} und W (λ) = #{pi > λ} bedeutet.
3. Fu¨r einen Ablehnbereich [0, γ] scha¨tze man pFDR(γ) durch
p ˆFDRλ(γ) =
pi0(λ)γ
Pˆ (P ≤ γ)(1− (1− γ)m)
fu¨r ein gewisses λ (wie man λ optimal wa¨hlt behandeln wir hier nicht).
4. Bu¨rB bootstrap Stichproben von p1 . . . , pm berechne man eine Scha¨tzung
der pFDR wie in den vorigen Schritten beschrieben.
5. Man nehme nun ein 1 − α Quantil dieser Stichprobe als obere Konfi-
denzschranke.
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2.4 Literaturhinweise
Die Originalarbeit u¨ber die FDR stammt von Benjamini und Hochberg [1].
Das Kapitel u¨ber den Zugang von Storey fußt auf [24] und [25]. In letzterer
ist manches besser dargestellt, etwa die Heuristik der Scha¨tzung von pi0.
Die nichtparametrische Prozedur von Benjamini-Liu ist in [3] zu finden.
Das Material u¨ber Ordnungsstatistiken habe ich dem 10. Kapitel von [23]
entnommen.
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Kapitel 3
Gewichtete Prozeduren (a
priori Gewichtung)
Diese Kapitel handelt von der Verwendung von Priorinformatio-
nen u¨ber die Gu¨ltigkeit von Nullhypothesen und Alternativen. Mit
Hilfe dieser Informationen werden die Gewichte bestimmt, große
falls eher an die Alternative geglaubt wird, kleine, falls eher an die
Gu¨ltigkeit der Nullhypothese geglaubt wird.
3.1 Idee der gewichteten P-Werte
Wir erinnern an die Grundmethode des multiplen Testens. Es werden die m
beobachteten Tests in eine aufsteigende Ordnung gebracht (m ist die Anzahl
der Tests)
H(1) ≤ H(2) ≤ · · · ≤ H(m)
wobei die links stehenden Tests eher ablehnungswu¨rdig sind als die rechts
stehenden.
Diese aufsteigende Ordnung wird durch eine Funktion g(H) erzeugt (d.h.
Hi ≤ Hj, falls g(Hi) ≤ g(Hj) gilt).
Mo¨gliche Funktionen sind etwa
g(Hi) = Pi
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wobei die Pi die P-Werte bezu¨glich einer Teststatistik sind.
Eine andere Mo¨glichkeit wa¨re
g(Hi) =
Pi
Wi
wobei die Wi geeignet zu wa¨hlende Gewichte sind.
Dann wird ein Schwellenwert T (Threshholdvalue) festgelegt, sodass alle Hy-
pothesen Hi mit g(Hi) ≤ T abgelehnt werden.
Fu¨r die Gewichte kann man jetzt entweder versuchen, die Information der
erhobenen Daten zu verwenden (siehe das na¨chste Kapitel) oder aber etwaige
Priorinformationen u¨ber die Daten ausnu¨tzen. Man wird also versuchen diese
Information zu benu¨tzen um die Hi-Werte in der obigen List so umzustellen,
daß Hypothesen, die wahren Alternavtiven entsprechen in der Reihung nach
links und solche, die wahren Nullhypothesen entsprechen nach rechts ru¨cken.
In diesem Kapitel untersuchen wir Priorgewichtungen. Wir multiplizieren die
P-Werte mit einer Zahl, den Gewichten, sodass die Hypothesen von vermute-
ten Alternativen bildlich gesprochen nach Links ru¨cken, bzw die g(Hi) Werte
kleiner werden.
3.2 Die gewichtete BH-Prozedur
Die gewichtete BH-Prozedur ist analog der BH-Prozedur durchzufu¨hren
1. Gewichte Wi bestimmen, fu¨r die
1
m
m∑
i=1
Wi = 1
gilt.
2.
Qi =
Pi
Wi
ausrechnen.
3. Qi der Gro¨ße nach ordnen, parallel dazu die Hi. Die geordneten Qi, Hi
werden mit Q(i), H(i) bezeichnet.
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4. Suche maximales (j) mit
Q(j) ≤ j
m
α.
5. Lehne alle H(i) mit (i) ≤ (j) ab.
3.3 Ein allgemeines Modell der Gewichtung
Wir haben wieder folgende Tabelle In der ersten Zeile steht, welche Hypothese
Natur H1, H2, . . . , Hm
Experte E1, E2, . . . , Em
Tabelle 3.1:
in Wirklichkeit gilt, in der zweiten, was der Experte glaubt.
Dabei ist Hi = 1, falls die Alternative gilt, sonst Hi = 0 und analog Ei = 1
wenn der Experte an die Gu¨ltigkeit der Alternative glaubt und Ei = 0, wenn
der Experte an die Gu¨ltigkeit der Nullhypothese glaubt.
Der Experte konstruiert nun Gewichte Wi, sodass
1
m
m∑
i=1
Wi = 1
gilt.
Weiters wird der Experte Wi einen Wert > 1 angeben, falls er glaubt, daß
die Alternative (wir schreiben dafu¨r immer H = 1) zutrifft.
Der Sinn dabei ist, dass wenn Pi/Wi gebildet wird, die Hypothese Hi nach
¨links¨ wandert. Es bedeutet das eine gewisse Absicherung gegen nicht si-
gnifikante Ergebnisse von wahren Alternativen. Genauso wandert bei Wi < 1
die Hypothese eher nach rechts, was bei einer richtigen Nullhypothese eben-
falls gu¨nstig ist. Weiters berechnen wir die Randverteilung der P-Werte (wir
verwenden hier den Buchstaben P in doppelter Bedeutung).
P (P ≤ t) = P (P ≤ t|H = 1)P (H = 1) + P (P ≤ t|H = 0)P (H = 0)
= F (t)P (H = 1) + tP (H = 0)
= aF (t) + (1− a)t
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wobei F die Verteilungsfunktion der P-Werte unter Gu¨ltigkeit der Alterna-
tivhypothese ist und wieder a = P (H = 1) gesetzt wurde, siehe die Tabelle
unten.
Wir bezeichnen noch
P (P ≤ t) = G(t)
und wie im vorigen Kapitel die Ha¨ufigkeiten des Vorkommens der Hypothe-
sen mit den Bezeichnungen aus Tabelle 3.2 Weiters haben wir, daß bedingt
P (H = 0) 1− a
P (H = 1) a
Tabelle 3.2:
auf den Zustand der Natur, also des Vektors (H1, . . . , Hm) die P-Werte und
die Gewichte unabha¨ngig sind, daß die Gewichte vor den Beobachtungen be-
stimmt werden mu¨ssen, auf Grund von Raten oder besser a priori Wissen.
Eine Mo¨glichkeit die Gewichte zu bestimmen besteht darin, zuerst m Zufalls-
vera¨nderliche Ui zu bestimmen und aus diesen die Gewichte Wi berechnet.
Zuerst wird der Mittelwert der Ui gebildet
U¯m =
1
m
m∑
i=1
Ui
Die Gewichte werden dann durch
Wi =
Ui
U¯m
bestimmt.
Weiters bezeichnen wir die (bedingte) Verteilung von (Ui|H1) mit V1 und die
analoge nach H0 mit V0. Es gilt nun
P (Wi ≤ t|H = 0) = P ( Ui
U¯m
≤ t|H = 0)
Wir haben nun weiters genau wie im vorigen Abschnitt (wir lassen der Ein-
fachheit halber die Bedingung auf H = 0 weg, weiters bezeichnen wir mit Ui¯
den Mittelwert aller der Uj mit j 6= i)
P (Ui ≤ t(Ui + Ui¯)) = P (Ui − tUi ≤ tUi¯)
= P (Ui(1− t) ≤ tUi¯)
= P (Ui ≤ t
1− tUi¯)
= M0(t)
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wobei die letzte Gleichung rechts (die mit M0) eine Definition ist (das geht,
da die Ui als gleichverteilt und unabha¨ngig vorrausgesetzt werden). Analog
erha¨lt man
P (Wi ≤ t|H = 1) =M1(t).
Die Randverteilung von Wi ist dann
P (Wi ≤ t) = P (Wi ≤ t|H = 0)P (H = 0) + P (Wi ≤ t|H = 1)P (H = 1)
= M0(t)(1− a) +M1(t)a
Man hat dann 1
Wi(t) =M0(t)(1− a) +M1(t)a
und wenn man auf beiden Seiten den Erwartungswert bildet (mit den Be-
zeichnungen E(M0) = µ0 und E(M1) = µ1; strenggenommen bilden wir das
Integral
∫
tdW (t), usw. Nimmt man die Wi als diskret an, hat man Summen
und das ist dann etwas anschaulicher)
E(W ) = (1− a)µ0 + aµ1 = µ = 1
wegen der Konstruktion der Wi. Wir haben ja
1
m
∑
i
Wi =
1
m
∑
i
Ui
U¯i
= 1
und da die Wi die selben Verteilung haben, gilt
E(Wi) = 1.
3.4 FDR
3.4.1 Vorbemerkung
Wir wollen den Schwellenwert t0 der Benjamini-Hochberg (BH) Prozedur in
einer anderen Form darstellen. 2
Es sei t0 definiert durch
t0 = sup{t : Bˆ(t) ≤ α}
1Wi(t) bezeichnet in einer leichten Doppelbedeutung, siehe auch [22] die Verteilungs-
funktion von Wi
2Siehe auch [6], wo die von t abha¨ngige FDP als Stochastischer Prozess aufgefaßt wird
und asymptotische Resultate erziehlt werden.
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dabei gilt
Bˆ(t) =
t
Gˆ(t)
und Gˆm(t) ist die empirische Verteilungsfunktion der P-Werte
G(t) = P (P ≤ t)
ist. Die urspru¨ngliche Definition des Schwellenwertes der BH-Prozedur ist
folgendermaßen.
In der BH-Prozedur werden die P-Werte geordnet
P(1) ≤ P(2) ≤ . . . P(m).
Man sucht dann das maximale j, sodaß
P(j) ≤ j
m
α
gilt, das heißt daß
P(j)
j
m
≤ α
gilt.
Der Schwellenwert wa¨re dann P(j).
Die beiden soeben definierten Schwellenwerte t0, P(j) mu¨ssen nicht unbedingt
gleich sein, d.h. es kann t0 6= P(j) gelten, aber es werden immer die gleichen
Hypothesen abgelehnt.
Gilt na¨mlich fu¨r ein bestimmtes t0
t0 = sup
{
t :
t
Gˆ(t)
≤ α
}
so muss
P(j) ≤ t0 < P(j+1)
fu¨r ein bestimmtes (j) gelten.
Da im Intervall
P(j) ≤ t < P(j+1)
Gˆ(t) = j/m konstant ist (es werden keine weiteren Hypothesen abgelehnt),
und P(j) ≤ t gilt, muß
P(j)
j/m
=
P(j)
Gˆ(t0)
≤ t0
Gˆ(t0)
≤ α
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gelten.
Und
P(j+1)
(j + 1)/m
≤ α
kann nicht gelten, da ja
t0 < P(j+1)
gilt.
3.4.2 Gewichtete Prozedur ha¨lt FDR ein
Die False Discovery Proportion bezu¨glich eines Grenzwertes wird folgender-
massen erkla¨rt
FDP(T ) =
∑m
i=1 1{P1≤T}(1−Hi)∑m
i=1 1{Pi≤T}
Der Schwellenwert wird nun erkla¨rt durch (Q = P
W
)
sup
{
Q(i) : Q(i) ≤ iα
m
}
Wir betrachten nun eine Versuchsreihe (H = (H1, . . . , Hm)). Es gilt
E
(
V
R
1{R>0}
)
= E
(
E
(
V
R
1{R>0}
)
|H
)
Wir betrachten zuerst
E
(
V
R
1{R>0}|H
)
Dieser Erwartungswert ¨lebt¨ auf dem Produktraum P1×· · ·×Pm×W1 · · ·×
Wm.
Wir rechnen den Erwartungswert zuerst fu¨r fixe w1 · · · × wm aus. Wir be-
trachten jeweils einzeln alle Terme, fu¨r die R = k gilt.
Wir definieren Mengen Rk,i.
Rk,i = {k−1Q Werte sind ≤ qk und die anderen Q(u) jeweils > αu
m
, j, u 6= i}
Wir ko¨nnen wegen der Unabha¨ngigkeit der Pi von denWi die gesamte Dichte
als Produkt der Dichten der Pi und Wi schreiben. Folgende Wahrscheinlich-
keiten werden bei der Bereichnung des Erwartungswertes vorkommen: (es sei
qk =
kα
m
)
Ai = {Qi ≤ qk ∩Rk,i}
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Das Ereignis Ai tritt ein, wenn genau k Hypothesen abgelehnt werden und
eine davon i ist.
Es gilt (Ω bezeichnet den ganzen Wahrscheinlichkeitsraum)
• ⋃mk=1Rk,i = Ω
• Rk,i ∩Rj,i = {}, fu¨r k 6= j
Entscheidend ist die zweite Beziehung, sie folgt sofort aus der Konstruktion
der Rk,i.
N0 bedeute die Menge der wahren Nullhypothesen und Bi sei folgendermaßen
definiert
Bk,i = {j : j = i, oder j = eines der Q(j) ≤ qk}
Es gilt nun:
1. Mi0 = {ω :Nur ein i0 ∈ Bi0 in N0}
2. Mi0,i = {ω :Ein i0 und genau ein anderes i ∈ Bi0 in N0}
3. Mi0,i,j = {ω :Ein i0 und genau zwei andere i, j ∈ Bi0 in N0}
4. usw
Diese Mengen Mio,· sind alle disjunkt.
Nehmen wir etwa den zweiten Fall her: Diese Menge kommt noch genau ein
anderes Mal vor, na¨mlich wenn das zweite i die Rolle des bestimmten i0
annimmt und i0 die des zweiten i.
Die Summe ergibt dann: 2 mal eine Wahrscheinlichkeit.
Macht man dies mit allen 2er Konstellationen, so erha¨lt man den Beitrag von
2
k
zu E(V
R
|H) (man partitioniert sozusagen die Menge Qi ≤ qk ∩ Ri,k nach
dem Auftreten wahrer Nullhypothesen).
Der Erwartungswert von V
R
(die Bedingung auf H und die fixen w1, . . . , wm
lassen wir weg) ist dann also
E(V/R|H) =
m∑
k=1
∑
i∈(H=0)
1
k
P (Qi ≤ qk ∩Rk,i)
=
∑
i∈(H=0)
m∑
k=1
1
k
P (Pi ≤ qkWi ∩Rk,i)
=
∑
i∈(H=0)
m∑
k=1
1
k
P (Pi ≤ qkWi)P (Rk,i)
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Der Schritt von der zweiten in die dritte Zeile ist mo¨glich, weil in die Berech-
nung der Wahrscheinlichkeit von Rk,i nur Pj mit j 6= i eingehen und die Pi
als unabha¨ngig angenommen wurden.
Jetzt integrieren wir u¨ber die w und bezeichnen den Integraloperator mit E.
Unten, wenn dieWi noch fest sind, rechnen wir die Wahrscheinlichkeit P (Pi ≤
qkwi) aus.
E
∑
i
∑
k
1
k
P (Pi ≤ qkWi)P (Rk,i) =
∑
i
E
∑
k
1
k
qkwiP (Rk,i)
=
∑
i
E
∑
k
1
k
αk
m
wiP (Rk,i)
=
∑
i
E
∑
k
α
m
wiP (Rk,i)
=
∑
i
E
α
m
wi
∑
k
P (Rk,i)
i ist ja von k unabha¨ngig, kann also vor das Summenzeichen gezogen werden.
Da
∑
Rk,i = 1 gilt, m bleibt also von der letzten Zeile u¨ber
E(V/R|H) = ∑
i
α
m
Ewi
=
α
m
∑
i
µ0
=
α
m
µ0
m∑
i=1
(1−Hi)
Die letzte Summe ist genau die Anzahl der wahren Nullhypothesen.
Integriert man u¨ber die Hi, so erha¨lt man
E(V/R) = αµ0E
(∑ 1
m
− Hi
m
)
= αµ0
∑( 1
m
− a
m
)
= αµ0(1− a)
Da nun 1 = (1− a)µ0 + aµ1 gilt, ist (1− a)µ0 ≤ 1 und damit µ0 ≤ 11−a und
damit insgesamt
E(V/R) = FDR ≤ α 1
1− a(1− a) = α
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3.5 Verteilungsfunktion von PW
Wir tun der Einfachheit halber so, als ob W diskret verteilt wa¨re (dies ver-
einfacht die Schreibweise und erleichtert das intuitive Versta¨ndnis). P
W
lebt
sozusagen auf dem Kreuzprodukt von H und W , d.h. wir waehlen zufaellig
einen Punkt (h,w) aus und beobachten dann P/W . Die Verteilungen von H
und W sind natuerlich idealerweise stark abhaengig.
Wir schicken noch kurz folgende elementare Beziehung voraus (hier begeg-
net uns wieder die Schwierigkeit des Bezeichnungswesens: P steht hier fuer
probability nicht fuer den P-Wert Siehe [21] aber auch [22] ¨An mehrfach-
bedeutungen von Symbolen muß man sich fru¨hzeitig gewo¨hnen¨, sinngema¨ß
aus dem Geda¨chtnis des Autors entnommen ).
P (W = w,H = h) = P (W = w|H = h)·P (H = h) = P (H = h|W = w)·P (W = w)
Wir bemerken noch, daß es fu¨r die Ableitung unten nicht wichtig ist, daß fu¨r
die Wi
1
m
∑
i
Wi = 1
gilt (dies wird fu¨r die asypmtotischen Ergebnisse wichtig sein).
Und jetzt kommen wir zur Verteilungsfunktion von P
W
. (Wir verwenden P in
zwei Bedeutungen. Es bezeichnet sowohl den P-Wert als auch P wie Proba-
bility; außerdem schreiben wir auch etwa P (w|h) fu¨r P (W = w|H = h) und
P (h) fu¨r P (H = h))
D(t) = P
({
P
W
≤ t
})∑
w,k
P
({
P
W
≤ t
}
∩
{
W = w ∩H = h
})
=
∑
(w,h)
P ({ P
W
≤ t} ∩ {W = w,H = h})
P (W = w ∩H = h) · P (W = w ∩H = h)
=
∑
(w,h)
P ({ P
W
≤ t}|{W = w,H = h}) · P (h)P (w|h)
=
∑
w
h=1∑
h=0
P
({
P
W
≤ t
}
|
{
W = w,H = h
})
P (h)P (w|h)
=
h=1∑
h=0
(
∑
w
P
({
P
W
≤ t
}
|
{
W = w,H = h
}
)P (h)P (w|h))
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=
∑
w
P
({
P
W
≤ t
}
|
{
W = w,H = 0
})
P (H = 0)P (w|H = 0))
+
∑
w
P
({
P
W
≤ t
}
|
{
W = w,H = 1
})
P (H = 1)P (w|H = 1))
=
∑
w
P ({P ≤ wt}|{W = w,H = 0})P (H = 0)P (w|H = 0))
+
∑
w
P ({P ≤ wt}|{W = w,H = 1})P (H = 1)P (w|H = 1))
=
∑
w
wt(1− a)P (w|H = 0) +∑
w
F (wt)aP (w|H = 1)
= t(1− a)∑
w
wP (w|H = 0) + a∑
w
F (wt)P (w|H = 1)
3.6 Gewichteter Bonferroni
Die gewichtete Bonferroni Prozedur hat folgenden Ablehnungsbereich:
R0 = {j : Qj ≤ α
m
}
Weiters bezeichnen wir die Indici aller wahren Nullhypothesen mit
S0 = {i : Hi = 0}
Theorem 3 Die gewichtete Bonferroni-Prozedur ha¨lt den familienweiten Feh-
ler ein.
Wir betrachten wieder zuerst die Ablehnungswahrscheinlichkeit fu¨r fixe w1, . . . , wm
und integrieren dann.
Die Ablehnungswahrscheinlichkeit bedingt auf w1, . . . , wm ist also
P (#(R0 ∩ S0) > 0) = P (Pj ≤ αwj
m
fu¨r mindestens ein j ∈ S0)
≤
m∑
j=1
P (Pj ≤ αwj
m
und Hj = 0)
=
m∑
j=1
P (Pj ≤ αwj
m
|Hj)P (Hj = 0)
Jetzt integrieren wir u¨ber die w1, . . . , wm und beachten, daß wir Summe und
Integral vertauschen du¨rfen (Wahrscheinlichkeiten sind zwischen 0 und 1 und
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die Summer ist endlich).
Wir haben also unbedingt
P (#(R∩S0) > 0) =
m∑
j=1
∫
P (Pj ≤ αwj
m
|Hj)(1− a)
= (1− a)
m∑
j=1
∫ αwj
m
= (1− a) α
m
m∑
j=1
∫
wj
= (1− a) α
m
µ0m
= (1− a)αµ0
≤ α
Fu¨r die letzte Ungleichung erinnern wir an die Konstruktion der wi von
fru¨her, na¨mlich daß
(1− a)µ0 ≤ 1
gilt. QED
3.7 Gewichteter Holm
S0 hat dieselbe Bedeutung wie im vorigen Abschnitt, S0 ist die Menge der
Indizi aller wahren Nullhypothesen.
Die Holm Prozedur:
Es seien wieder Qi =
Pi
Wi
und
Q(1) ≤ . . . ≤ Q(m)
Ist schon Q1 >
α
m
so ist die Ablehnmenge R0 = {}.
Sonst ist i0 das gro¨ßte i0, sodaß
Q(j) ≤ α∑m
k=j W(k)
fu¨r alle 1 ≤ j ≤ i0 gilt.
R0 ist dann gleich {(1), . . . , (i0)}. Wir schreiben noch
N0 =
m∑
i=1
Wi(1−Hi)
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also die Summe aller Wi, die den wahren Nullhypothesen entsprechen.
Wir nehmen nun eine fixe Konstellation der Hypothesen H = (H1, . . . , Hm)
und betrachten die Menge
A = {Qi > α
N0
fu¨r alle i0 ∈ S0}
Wir zeigen nun, daß P (A) ≥ 1− α gilt.
P (A) = 1− P (Qi ≤ α
N0
fu¨r mindestens ein i0 ∈ S0)
= 1−
∫
P (Qi ≤ α
N0
fu¨r mindestens ein i0 ∈ S0|w)dM0
≥ 1−
∫ ∑
i∈S0
P (Qi ≤ α
N0
|w)dM0
= 1−
∫ ∑
i∈S0
P (Pi ≤ wiα
N0
|w)dM0
= 1−
∫ ∑
i∈S0
wiα
N0
dM0
= 1−
∫
αdM0
= 1− α
Wir zeigen nun, daß wenn A eintritt, und das geschieht ja mit mindestens
einer Wahrscheinlichkeit von 1−α keine Nullhypothese abgelehnt wird, dann
folgt daß ho¨chstens mit einer Wahrscheinlichkeit von α eine wahre Nullhy-
pothese abgelehnt wird.
Wir bezeichnen mit ν den Index der Nullhypothese, die am weitesten ¨links¨
in der nach der Gro¨ße der Qi geordneten Hypothesen liegt. Wird diese nicht
abgelehnt, dann wird u¨berhaupt keine Nullhypothese abgelehnt, da die Pro-
zedur dann ja abbricht.
Wir haben (die erste Ungleichung gilt, weil wir annehmen, daß A eingetreten
ist)
Q(ν) >
α
N0
=
α∑
i∈S0 N0
≥ α∑m
i=ν W(i)
Die letzte Ungleichung gilt, weil ν der Index der ersten wahren Nullhypothese
ist, alle Indizi von S0 also in der Summe vorkommen mu¨ssen.
Die eben hergeleitete Ungleichung sagt aber, daß wegen der Konstruktion
der (gewichteten) Holm-Prozedur H(ν) nicht abgelehnt werden kann, was wir
zeigen wollten. QED
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3.8 Asymptotische Resultate
Wir definieren nun die Schwellenwerte basierend auf der theoretischen und
der empirischen Verteilung der Qi.
Wir definieren C(t).
C(t) =
D(t)
t
, Cˆm(t) =
Dˆm(t)
t
Der Schwellenwert der theoretischen Verteilung
t∗ = sup{t : C(t) ≥ 1
α
}
Der Schwellenwert der empirischen Verteilung
Tm = sup{t : Cˆm(t) ≥ 1
α
}
Lemma 2 Es sei F (die Verteilungsfunktion der P-Werte unter Gu¨ltigkeit
der Alternative) konkav auf [0, 1]. Dann folgt
1. G ist konkav auf [0, 1]
2. D ist konkav auf [0, 1]
3. C ist monoton fallend auf [0, 1]
Ist F strikt konkav, so gilt fu¨r die ersten beiden Punkte auch strikt konkav.
Beweis:
Wir haben die Beziehung
G = (1− a)U + aF
Da U (das ist in diesem Fall die Verteilungsfunktion der Gleichverteilung)
wenigsten konkav (natu¨rlich nicht strikt konkav) ist, folgt die erste Behaup-
tung.
Fu¨r den Beweis der zweiten Behauptung schreiben wir noch einmal die Ver-
teilungsfunktion von P/Q = D an
D(t) = (1− a)µ0t+ a
∫
F (wt)dM1(w)
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Wir erinnern daran, daß es fu¨r die Ableitung der obigen Gleichung nicht
wichtig ist, ob der Mittelwert der W gleich 1 ist, oder nicht. Wir haben also
D((1− λ)t0 + λt1)) = (1− a)µ0((1− λ)t0 + λt1) + a
∫
F (w(1− λ)t0 + λt1))dM1(w)
> (1− λ)D(t0) + λD(t1)
Fu¨r die dritte Behauptung bezeichnen wir 1 > t1 > t0 > 0 und bemerken,
dass ja F (0) = 0 gilt, da die P-Werte positiv sind, daraus folgt D(0) = 0,
wie man etwa durch Einsetzen in obige Formel sieht.
Wir haben nun folgende Beziehung
D(t1) =
D(t1)
t1
=
(1− t0/t1)D(0) + (t0/t1)D(t1)
t0
≤ D(t0)
t0
= C(t0)
was ja die dritte Aussage ist (die beiden a¨ußeren Gleichungen sind Definitio-
nen, die zweite Gleichung trivial wegen D(0) = 0 und die Ungleichung folgt
aus der konkavita¨t). QED
Jetzt kommen wir zum angeku¨ndigten Theorem
Theorem 4 Ist C(t) (Definition siehe Anfang dieses Kapitels) monoton fal-
lend, so gilt
1. Tm → t∗ fu¨r m→∞
2. E|FDP(Tm)− FDP(t∗)| → 0
Bemerkung: Ist F konkav, so ist, siehe das Lemma C monoton fallend.
Beweis:
Wir fu¨hren den Beweis in zwei Schritten
1. Wir zeigen die asymptotischen Beziehungen fu¨r den Fall, daß die Wi
voneinander unabha¨ngig sind
2. Dann zeigen wir, daß fu¨r einen Spezialfall unabha¨ngiger Wi (W˜=
Ui
E(Ui)
)
und den obig definiertenWi =
Ui
U¯i
die FunktionenD asymptotisch gleich
sind.
Zum ersten Fall:
Die Wi sind jetzt also unabha¨ngig, nicht notwendigerweise mit Mittelwert
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gleich 1.
Wir halten b, ² > 0 fest. Definitionsgema¨ß gilt dann
C(t∗ + b) <
1
α
wegen der Definition von C. Wir schreiben obige Ungleichung als Gleichung
mit einem positiven δ.
C(t∗ + b) =
1
α
− δ
Wir haben jetzt folgende Beziehung fu¨r alle t > t∗ + b
Cˆm(t) ≤ Dˆm(t)
t
≤ D(t) + supu|Dˆm(u)−D(u)|
t
≤ D(t) + ²
t
= C(t) +
²
t
≤ C(t∗ + b) + ²
t
=
1
α
− δ + ²
t
≤ 1
α
Die letzte Ungleichung gilt fu¨rm groß genug, da dann ja ² beliebig klein wird.
Die obigen Beziehungen sieht man so:
1. Die erste Ungleichung ist definitionsgema¨ß richtig.
2. Die zweite Ungleichung gilt, weil das Supremum ja u¨ber alle u genom-
men wird, der Za¨hler also sicher gro¨ßer ist, wenn fu¨r u t eingesetzt
wird.
3. Die letzte Ungleichung der ersten Zeile gilt, weil nach dem sogenannten
Zentralsatz der Statistik (von Gliwenko-Cantelli) die empirische Vertei-
lungsfunktion die theoretische Verteilungsfunktion beliebig genau ap-
proximiert.
Eigentlich mu¨ßte in der obigen Beziehung statt Cˆm(t) korrekterwei-
se Cˆm(t)(ω) stehen. ω ist hier das generische Element im Satz von
Gliwenko-Cantelli, das ist eine unendliche Folge von Zufallsvariablen
mit denen die empirische Verteilungsfunktion gebildet wird. Fu¨r fast
alle ω gilt dann die Aussage des Satzes von Gliwenko-Cantelli und da-
mit obige Beziehung.
4. In der zweiten Beziehung ist nur bemerkenswert, daß die erste Unglei-
chung gilt, weil ja t > t∗ + b vorausgesetzt wurde, und
−δ + 1
α
< 0
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gilt, weil ja mit m→∞ ² beliebig klein wird.
Aus der Definition des Schwellwertes Tm folgt nun, dass
Tm ≤ t∗ + b
gelten muß (sonst ko¨nnte ja t∗ nicht das Supremum von C(t) ≥ 1α sein).
Ebenso kann man zeigen, daß
Tm ≥ t∗ − b
gilt und damit
|Tm − t∗| ≤ b
fu¨r ein beliebiges positives b.
Fu¨r die false discovery proportion haben wir
FDP(Tm) =
m−1
∑
i(1−Hi)1{Pi/Wi≤Tm}
m−1
∑
i 1{Pi/Wi≤Tm}
=
Vˆm(Tm)
Dˆm(Tm)
Wenn nun m groß genug ist, hat man
|Dˆm(Tm)−D(t∗)| = |Dˆm(Tm)−D(Tm) +D(Tm)−D(t∗)|
≤ sup u|Dˆm(u)−D(u)|+ |D(Tm)−D(t∗)| → 0
wieder wegen Gliwenko-Cantelli und unter der Vorraussetzung, daß D stetig
ist.
Ebenso gilt, daß
Vˆm(Tm)→ V (t∗)
fu¨r m→∞ gilt. Dabei ist
V (t) = E(1−Hi)1{Pi/Wi≤t} ≤ t.
Jetzt betrachten wir den Fall, daß der Mittelwert der Wi gleich 1 sein muß.
Wir haben wieder U1, . . . , Um unabha¨ngig und gleichverteilt und setzen
Wi =
Ui
U¯m
Weiters setzen wir noch
W˜i =
Ui
EU1
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d.h. die W˜i sind unabha¨ngig.
Wir zeigen jetzt, daß Pi/Wi und Pi/W˜i asymptotisch gleich sind. Daraus fol-
gen dann die Behauptungen fu¨r die Wi.
Wir stellen jetzt eine Beziehung zwischen der empirischen Verteilungsfunk-
tion von P/Wi und Pi/W˜i her.
Dˆm =
1
m
∑
i
1 Pi
Wi
≤t =
1
m
∑
i
1 Pi
W˜i
≤t EU1
EU1+(U¯m)−EU1
≤ 1
m
∑
i
1 Pi
W˜i
≤t EU1
EU1−²
≤ P
(
Pi
W˜i
≤ EU1
EU1 − ²
)
+ ²
falls nur m groß genug ist. Die Gleichung in der ersten Zeile findet man durch
einfaches Umformen
Pi
Wi
≤ t
Pi
Ui
U¯m
≤ t
PiU¯m
Ui
EUi
≤ tEU1
Pi
W˜i
≤ tEU1
U¯m
Die erste Gleichung ist Definition, die zweite nur einen Bruch umformen.
Die erste Ungleichung in der zweite Zeile oben folgt aus dem Gesetz der
großen Zahlen, die zweite wieder aus der Tatsache, daß die empirische Vertei-
lungsfunktion die theoretische Verteilungsfunktion beliebig genau anna¨hert.
Umgekehrt kann man auch zeigen, dass
Dˆm ≥
∑
i
1 Pi
W˜i
≤t EU1
EU1+²
≥ P ( Pi
W˜i
≤ EU1
EU1 − ²)− ²
gilt.
Da ² beliebig war, na¨hert sich der Ausdruck ind der rechten Seite der Unglei-
chung in der Wahrscheinlichkeit P praktisch t an, womit man die behauptete
Asymptotische Beziehung erha¨lt. QED
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3.9 Macht
Die Macht H als Funktion des Ablehnungsschwellenwertes t ist folgender-
massen definiert.
H(t) = P (
P
W
≤ t|H = 1)
= P (P ≤ Wt|H = 1)
=
∫
F (wt)dw1
In der zweiten Gleichung haben wir wieder ein Integral im Produktraum p×w
und ¨integrieren¨ bei festem w zuerst u¨ber p, das ergibt wt. dw1 bezeichnet
das Wahrscheinlichkeitsmaß P (W |H = 1).
Die Werte des Ablehnungsschwellenwertes der gewichteten Prozedur sei mit
tw und die der ungewichteten mit t0 (also alle wi = 1) bezeichnet. Wir bilden
nun den Quotienten der Macht des gewichteten und der ungewichteten Falles,
also
H(tw)
H(t0)
Ist dieser Quotien gro¨ßer als 1 bedeutet dies, daß die gewichtete Prozedur
eine gro¨ßere Macht als die Ungewichtete hat.
Wir leiten jetzt sowohl Ausdru¨cke fu¨r H(tw) also auch fu¨r H(t0) her.
Zuerst bemerken wir, dass definitionsgema¨ß fu¨r die Ablehnungsschwellenwer-
te folgende Beziehungen gelten
tw
D(tw)
= α =
t0
G(t0)
Wir verwenden nun den linken Teil der obigen Beziehung und die Formel fu¨r
D(tw)
D(t) = (1− a)µ0t+ a
∫
F (wt)dw1
und erhalten unter Beachtung von (1− a)µ0 + aµ1 = 1
D(tw) = (1− a)µ0t+ aH(tw)
tw
α
= (1− a)µ0tw + aH()tw
1
α
= 1− aµ1 + aH(t
w)
tw
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und schlußendlich
H(tw)
tw
=
1
aα
− 1
a
+ µ1
Wir schreiben noch einmal die Formel fu¨r D(t) auf:
D(t) = (1− a)µ0t+ a
∫
F (wt)dw1
Wenn jetzt W gleich 1 ist, also der ungewichtete Fall vorliegt, ist im Integral
F (wt) konstant gleich F (t) und man erha¨lt, wenn die Formel an der Stelle
t0 betrachtet wird und statt D G geschrieben wird, µ0 ist jetzt gleich 1)
G(t0) = (1− a)t0 + aF (t0) = t
0
α
F (t0)a =
t0
α
− (1− a)t0
F (t0)
t0
=
1
aα
− 1
a
+ 1
Nun bilden wir den Quotienten der eben berechneten Ausdru¨cke und erhalten
H(tw)
tw
F (t0)
t0
=
K + µ1
1 +K
wobei
K =
1
aα
− 1
a
gilt. Wir bringen nun den Ausdruck auf die Form
K + µ1
1 +K
= 1 + L
und bestimmen L.
L =
K + µ1
1 +K
− 1 +K
1 +K
und das ist
µ1 − 1
1 +K
und weiters berechnen wir noch
1 +K = 1 +
1
aα
− 1
a
=
aα + 1− α
aα
=
1− (α(1− a))
aα
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und erhalten schlußendlich
H(tw)
F (t0)
=
tw
t0
(1 + (µ1 − 1) aα
1− (α(1− a)))
Leider ha¨ngen tw und t0 von H und F ab. Deshalb sind Aussagen u¨ber den
Quontienten H/F durch obige Gleichung unmittelbar schwer zu machen.
Wir bilden nun eine Funktion von λ, tλ, wobei bei λ = 0 t0 = t0 und bei
λ = 1 t1 = tw gilt.
Dann bestimmen wir die Ableitung der Funktion tλ nach λ an der Stelle
λ = 0 und entwickeln tλ in eine Taylorreihe mit linearem Term. Wir schreiben
tλ = f(λ).
tλ = f(λ) = f(0) +
df
dλ (0)
· λ
und erhalten dann
tw = f 1 = f(1) = f(0) +
df
dλ (0)
· 1
= t0 +
df
dλ (0)
· 1
und schlussendlich
tw
t0
= 1 +
1
t0
df
dλ (0)
Dazu betrachten wir im Folgenden eine einparametrige Familie von Gewich-
ten
W λ = λW + 1− λ
Es gilt dann
W 1 = 1w + 1− 1 = w
und
W 0 = 0w + 1− 0 = 1
Der Erwartungswert von W λ ist dann
E(W λ|H = j) = λE(w) + 1− λ = λµj + 1− λ = 1 + λ(µj − 1)
fu¨r j = 0, 1
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3.9.1 Die Funktion R(t, λ)
Wir definieren folgende Funktion (der Sinn wird sein mit Hilfe des Satzes vom
impliziten Differenzieren einen Zusammenhang von tλ und λ herzustellen).
R(t, λ) =
∫ F ((λw + 1− λ)t)
t
dw1 − λ(µ1 − 1)− F (t
0)
t0)
Wir wollen jetzt zeigen, dass
R(tλ, λ) = 0
fu¨r alle 0 ≤ λ ≤ 1 gilt.
Es gilt einmal folgende Beziehung wegen der Definition (tλ ist der sblehn-
Schwellenwert zu den Gewichten W λ) der Ablehnschwellenwerte.
D(tλ)
tλ
= α =
G(t0)
t0
Zuerst leiten wir noch eine Beziehung zwischen G(t) und F (t) her. Es gilt
einmal definitionsgema¨ß folgendes:
G(t) = P (P ≤ t)
und
F (t) = P (P ≤ t|H = 1) = P (P ≤ t ∩H = 1)
P (H = 1))
Wir haben dann
G(t)
a
=
G(t)
P (H = 1)
=
P (P ≤ t ∩H = 1) + P (P ≤ t ∩H = 0)
P (H = 1)
= F (t) +
P (P ≤ t ∩H = 0)
P (H = 1)
= F (t) +
P (P ≤ t|H = 0) · P (H = 0)
P (H = 1)
= F (t) +
t(1− a)
a
56
und darauf folgt dann
G(t) = aF (t) + t(1− a)
Es gilt dann weiters
Dλ(t) = (1− a)µ0tλ+ (1− a)(1− λ)t+ a
∫
F ((λw + 1− λ)t)dw1
was man folgendermaßen sieht.
Man beachte zuerst einmal
1 = (1− a)µ0 + aµ1
Man nimmt in der vorletzen Zeile der Ableitung zu D(t) weiter oben in
Abschnitt 3.5, statt w einfach λw + 1 − λ und erhaelt dann fuer den ersten
Term
(1− a)t
∫
(λw + 1− λ)dw0 = (1− a)tλµ0 + (1− a)t(1− λ)
= (1− aµ1)tλ+ (1− a)t(11− λ)
= t(λ− aµ1λ) + (1− a)(1− λ)t
Weiters haben wir
Dλ
tλ
= α =
G(t0)
t0
und damit
Dλ
tλ
− G(t
0)
t0
= 0
und daraus folgt folgendes (wir schreiben der Einfachheit halber statt F ((λw+
1− λ)t) einfach F )
0 = (1− a)µ0λ+ (1− a)(1− λ) + a
∫ F
tλ
dm1 − aF (t
0) + t0(1− a)
t0
= (1− aµ1)λ+ 1− a− λ+ aλ− 1 + a+ a
∫ F
tλ
dm1 − aF (t
0)
t0
− (1− a)
= (1− aµ1)λ− λ(1− a) + a
∫ F
tλ
dm1 − aF (t
0)
t0
= λ(1− aµ1 − 1 + a) + a
∫ F
tλ
dm1 − aF (t
0)
t0
= a(1− µ1)λ+ a
∫ F
tλ
dm1 − aF (t
0)
t0
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Unter der Vorraussetzung, daß a 6= 0 gilt, also Alternativen vorhanden sind,
kann man in der letzen Gleichung durch a dividieren und was u¨brigbleibt ist
genau R(tλ, λ).
3.9.2 Implizites Differenzieren
Wir erinnern an die Definition von R(t, λ)
R(t, λ) =
∫ F ((λw + 1− λ) · t)
t
dw1 − λ(µ1 − 1)− F (t
0)
t0
Wir differenzieren nun unter der Annahme, dass unter dem Integralzeichen
differenziert werden darf und die Verteilungsfunktion F differenzierbar mit
Ableitung also Dichte f ist.
Zuerst die partielle Ableitung nach t (Bemerkung: dw1 bedeutet, dass w die
Integrationsvariable und das Mass M1 ist, also die Verteilung der Gewichte
unter der Alternative).
Der zweite und dritte Summand ist bezu¨glich t eine Konstante.
δR(t, λ)
δt
=
∫ f((λw + 1− λ)t) · (λw + 1− λ) · t− F ((λw + 1− λ)t))
t2
dw1
Und nun die partielle Ableitung nach λ
δR(t, λ)
δλ
=
∫ f((λw + 1− λ)t) · t · (w − 1)
t
dw1 − (µ1 − 1)
Wir berechnen nun die partielle Ableitung nach t an der Stelle (t0, 0).
δR(t, λ)
δt (t0,0)
=
∫ f(t0) · 1 · t0 − F (t0)
t02
dw1
und da ja alles was im Integral steht eine Konstante ist, ist das gleich
t0f(t0)− F (t0)
t02
Jetzt berechnen wir noch den Wert der partiellen Ableitung nach λ an der
Stelle (t0, 0).
δR(t, λ)
δλ (t0,0)
=
∫ f(t0) · t0 · (w − 1)
t0
dw1 − (µ1 − 1)
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und das ist gleich, wenn man f(t0) als Konstante heraushebt und beachtet,
dass ∫
(w − 1)dw1 =
∫
wdw1 −
∫
1 · dw1 = µ1 − 1
gilt
f(t0)(µ1 − 1)− (µ1 − 1) = (µ1 − 1) · (f(t0)− 1).
Es ist ja tλ eine Funktion von λ. Wir wollen nun die Ableitung von tλ and
der Stelle λ = 0 bstimmen und verwenden dazu den Satz ueber implizite
Funktionen. Wir erhalten dann:
dtλ
dλ 0
=
−1
δR(t,λ)
δt (t0,0)
· δR(t, λ)
δλ (t0,0)
Wir setzen die obig errechneten Werte fuer die Ableitungen ein und erhalten
dann, sogleich den Kehrwert bildend und auch den so erhaltenen Nenner mit
−1 multiplizierend
dtλ
dλ 0
=
t0
2
F (t0)− t0f(t0) · (µ1 − 1)(f(t
0)− 1)
Wir haben also dann
tw
t0
= 1 +
1
t0
df
dλ (0)
= 1 +
t0
F (t0)− t0f(t0)(µ1 − 1)(f(t
0)− 1)
3.9.3 Ein Beispiel
Wir nehmen als Nullhypothese ein Normalvertilung mit Varianz 1 und Er-
wartungswert 1. Als Alternativen nehmen wir Normalverteilungen mit Er-
wartungswert θ und Varianz 1.
Wir rechnen jetzt die Dichte der P-Werte unter der Alternative aus. Als
Ablehnungsbereich nehmen wir
T (x) = x¯ ≥ g
Unter der Nullhypothese gilt nun
P (x¯ ≥ g) ≤ t
1− P (x¯ ≤ g) ≤ t
1− t ≤ P (x¯ ≤ g) = Φ(g)
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und erha¨lt dann weiter
1− t = Φ(g)
und dann den Ablehnungwert
g = Φ−1(1− t)
Jetzt berechnen wir die Verteilungsfunktion F der P-Werte unter der Alter-
native.
Wir berechnen dazu
PA(x¯ ≥ g)
und erhalten
P (x¯− θ ≥ g − θ) = 1− Φ(g − θ)
= 1− Φ(Φ−1(1− t)− θ) = F (t)
Jetzt leiten wir F (t) ab, und erhalten (wir schreiben ab der zweiten Zeile g
fu¨r Φ−1(1− t))
Das Minus der zweiten inneren Ableitung wird gleich zum Plus vorne im
Ausdruck.
F
′
(t) =
1
pi
e−
(Φ−1(1−t)−θ)2
2
˙e(Φ−1(1−t))
2
/2
1
pi
der zweite e-Faktor kommt von der inversen Ableitung, wir fahren also fort
F
′
(t) = e−
(g−θ)2
2 e˙
g2
2
= e−
g2
2
+gθ− θ2
2 e
g2
2
= egθ−
θ2
2
also bleibt ausgeschrieben u¨ber
e−
θ2
2
+θΦ−1(1−t)
In der obigen linearen Taylorentwicklung untersuchen wir, wann diese Dichte
> 1 ist.
e−
θ2
2
+θΦ−1(1−t) ≥ 1
−θ
2
2
+ θΦ−1(1− t) ≥ 0
−θ
2
+ Φ−1(1− t) ≥ 0
60
was zu der Bedingung
Φ−1(1− t) ≥ θ
fu¨hrt. Der interessierende Wert t0 ist nicht gro¨ßer als α, also bei α = 0.05 ist
die Linke Seite so bei 2, also gilt obige Beziehung sicher bis θ = 4.
Die Taylorbeziehung haben wir ja nur bis zum linearen Term verwendet.
Obige Rechnung sind also nur ein Hinweis, wenn auch ein halbwegs plausibler
fu¨r die Machtbeziehungen.
3.10 Bina¨re Gewichtung
Wir denken uns ein Quadrat in dem gitternetzartig viele kleine Quadrate
eingebettet sind. Die Natur kennzeichnet jedes Quadrat mit einer H0-Farbe,
falls die Nullhypothese wahr ist und mit einer H1-Farbe falls die Alternativ-
hypothese wahr ist. Diese Fa¨rbung ist exakt nur der Natur bekannt.
Nun kommt ein Experte und fa¨rbt ebenfalls die Quadrate an, mit einer E0-
Farbe, falls seiner Meinung nach die Nullhypthese wahr ist und mit einer
E1-Farbe, falls die Alternative wahr ist.
Die Wahrscheinlichkeit eines der vielen kleinen Quadrate auszuwa¨hlen sei
durch die diskrete Gleichverteilung gegeben.
Wir vereinbaren folgende Bezeichnung
|EiHj| = Anzahl der Hj Farbka¨stchen, die auch Ei Farbka¨stchen sind
analog bedeutet auch |Hj| Anzahl der Hj-Farbka¨stchen.
Folgende relative Ha¨ufigkeiten sind zwar nicht beobachtbar, aber der Natur
bekannt (wir schreiben sie dann auch gleich als Wahrscheinlichkeit):
|E0H0|
|H0| = P (E0|H0)
analog haben wir auch P (E1|H0), P (E0|H1) und P (E1|H1).
Weiters schreiben wir auch
a = ( relativer Anteil der H1 Farka¨stchen) = P (H = 1)
Diese Gro¨ße ist auch nicht direkt beobachtbar.
Die Randwahrscheinlichkeiten P (Ei) sind nun sowohl beobachtbar als auch
durch die nichtbeobachtbaren Gro¨ßen darstellbar.
P (E0) = P (H0)P (E0|H0) + P (H1)P (E0|H1)
= (1− a)P (E0|H0) + aP (E0|H1)
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und natu¨rlich
P (E1) = 1− P (E0)
Nun fu¨hren wir noch Indikatorvariablen fu¨r die Fa¨rbungen des Experten ein
Die i laufen u¨ber alle kleine Ka¨stchen und die Ui sind Bernoulli verteilte
Ui = 1 Wenn Experte Ka¨stchen mit Nummer i auf E1 fa¨rbt
Ui = 0 Wenn Experte Ka¨stchen mit Nummer i auf E0 fa¨rbt
Tabelle 3.3:
Variablen und die Wahrscheinlichkeiten
P (Ui = k), P (Ui = k|Hj) k = 0, 1
sind die gleichen, wenn man Ui = k durch Ek ersetzt (wir schreiben auch
γ = P (Ui)).
Fu¨r eine zufa¨llige Auswahl von m Hypothesen kann der Experte fu¨r jedes der
ausgewa¨hlten Ka¨stchen eine Gewichtung angeben
Wi =
Si
S¯m
=
1 + (r − 1)Ui
1 + (r − 1)U¯m
wobei
U¯m =
1
m
∑
i
Ui
bedeuten soll.
Die Gro¨ße 1 + (r− 1)Ui kann fu¨r alle Ka¨stchen vom Experten a priori ange-
geben werden 3. Die Normierung erfolgt dann zur Zeit des Experiments 4.
Analog S¯m (es gilt Si = 1 + (r − 1)Ui und S¯m = 1 + (r − 1)U¯m).
Es gilt natu¨rlich
1
m
∑
(1 + (r − 1)Ui) = (1 + (r − 1)) 1
m
∑
Ui = (1 + (r − 1))U¯m
und damit
1
m
m∑
i=1
1 + (r − 1)Ui
1 + (r − 1)U¯m =
1 + (r − 1) 1
m
∑m
i=1 Ui
1 + (r − 1)U¯m = 1
3r ist vorla¨ufig ein weiterer Parameter, seine Interpretation wird weiter unten gegeben
4unter ¨Experiment¨ verstehen wir hier die Durchfu¨hrung der m Hypothesentests
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Wir bestimmen nun die bedingte Wahrscheinlichkeitsverteilung der WI (Wir
bezeichnen noch mit Si¯ die Summe u¨ber alle Sj mit j 6= i).
Weiters bemerken wir noch, daß die Si¯ wegen der gleichen Verteilung der Sj
fu¨r alle i dieselbe Verteilung haben.
P (Wi ≤ t|H1) = P ( Si
S¯m
≤ t|H1)
= P (Si ≤ t(Si + Si¯)|H1))
= P (Si(1− t) ≤ tSi¯|H1)
= P (Si ≤ t
1− tSi¯|H1)
= M1(t)
analog fu¨r die Bedingung auf H0. Wir betrachten nun die Gro¨ße
η =
P (U = 1|H = 1)
P (U = 1|H = 0)
Ist der Experte gut, so wird η gross > 1 sein, ist er schlecht so wird η < 1
sein. Ist η = 1, so ko¨nnte man auch wu¨rfeln.
Wir haben nun folgende beide Formeln fu¨r die bedingte Wahrscheinlichkeit
der U (wir lassen wenn mo¨glich den Index weg).
P (U = 1|H = 1) = ηγ
aη + 1− a
sowie
P (U = 1|H = 1) = γ
aη + 1− a
Hierbei gilt P (U = 1) = γ.
Wir haben nun folgendes:
1. Zuerst zeigen wir, dass wenn man von obigen beiden Formeln ausgeht,
γ wirklich gleich P (U = 1) ist.
2. Dann leiten wir noch obige Formeln ab unter der Annahme, daß P (U =
1) = γ gilt.
Punkt 1):
Man muss dazu nur die Definition der bedingten Wahrscheinlichkeit verwen-
den und beide obigen Gleichungen
P (U = 1|H = 1) = P (U = 1 ∩H = 1)
a
=
ηγ
aη + 1− a
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ebenso die andere Gleichung und damit gilt
P (U = 1) = P ((U = 1∩H = 1)∪(U = 1∩H = 0)) = P (U = 1∩H = 1)+P (U = 1∩H = 0)
P (U = 1) =
ηγ
aη + 1− aa+
γ
aη + 1− a(1− a)
=
γηa+ γ(1− a)
aη + 1− a =
γ(aη + 1− a)
aη + 1− a = γ
Punkt 2):
Wir verwenden die Gleichung von η und erhalten dann
P (U = 1|H = 1) = ηP (U = 1|H = 0) = ηP (U = 1 ∩H = 0)
1− a =
P (H = 0 ∩ U = 1)
1− a
= η
P (H = 0|U = 1)
1− a P (U = 1)
Es bleibt nun zu zeigen, daß der mittlere Term gleich 1
aη+1−a ist.
Wir betrachten also, die obige Gleichung fortfu¨hrend, wir wollen zeigen ,dass
P (H = 0|U = 1)(aη + 1− a) = 1− a
gilt. Wir haben also
P (H = 0|U = 1)(aη + 1− a)
= aηP (H = 0|U = 1) + P (H = 0|U = 1)− aP (H = 0|U = 1)
= a
P (U = 1|H = 1)
P (U = 1|H = 0)P (H = 0|U = 1) + P (H = 0|U = 1)− aP (H = 0|U = 1)
= a
P (U = 1|H = 1)
P (U = 1 ∩H = 0)P (H = 0)
P (H = 0 ∩ U = 1)
P (U = 1)
+P (H = 0|U = 1)− aP (H = 0|U = 1)
= a(1− a)P (U = 1|H = 1)
P (U = 1)
+ P (H = 0|U = 1)− aP (H = 0|U = 1)
= (1− a)(aP (U = 1|H = 1)
P (U = 1)
+ P (H = 0|U = 1))
= (1− a)(P (U = 1 ∩H = 1)
P (U = 1)
+
P (H = 0 ∩ U = 1)
P (U = 1)
)
= (1− a)P (U = 1)
P (U = 1)
= 1− a
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und damit stimmt die obige Gleichung.
Die Gewichte sind
Wi =
1 + (r − 1)Ui
1 + (r − 1)U¯m
Klarerweise folgt aus
w0 =
1
Nenner
, w1 =
1 + r − 1
Nenner
daß
r =
w1
w0
gilt 5.
Die Gu¨te von Ui, d.h. vom obigen η liefert der Experte, r unser Glauben
an den Experten. Ein großes r bedeutet, daß w1 groß gegenu¨ber w0 ist und
damit Pi/Wi fu¨r Hi = 1 sehr klein und Pi/Wi fu¨r Hi = 0 sehr groß wird.
3.11 Literaturhinweise
Dieses Kapitel beruht auf der Arbeit von [?]. Die Berechnung der Funktion
R(t, λ) sowie die Ableitung von f(λ) = tλ an der Stell λ = 0 wird in der zi-
tierten Arbeit nicht angefu¨hrt. Meiner Meinung nach haben sich die Autoren
leicht geirrt, was die Anwendbarkeit dieser Methode ein wenig einschra¨nkt.
Sie ist dennoch hier angefu¨hrt, da die Idee interessant ist und vielleicht in
anderem Zusammenhang nu¨tzlich sein kann.
Weitere Informationen u¨ber gewichtete Prozeduren findet man in [2], wo
unter anderem etwa eine gewichtete FDR (WFDR) definiert wird (w =
(w1, w2, . . . , wm),
∑i=m
i=1 wi = m)
Q(w) =
∑i=m
i=1 wiVi∑i=m
i=1 wiRi
· 1{∑i=m
i=1
wiRi>0}
und eine Aussage analog der zur FDR in Kapitel 2 (siehe Abschnitt 2.1.3)
bewiesen wird.
Viel Interessantes u¨ber die FDR wird sicherlich im von mir noch nicht ein-
gesehenen Buch [4] zu finden sein (das Buch ist noch nicht erschienen).
5w1 ist die Gro¨ße des Gewichts, wenn der Experte die Alternative fu¨r wahr ha¨lt (Ui = 1).
w0 ist die Gro¨ße des Gewichts, wenn der Experte die Nullhypothese fu¨r wahr ha¨lt(Ui = 0).
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Kapitel 4
Gewichtete Prozeduren (a
posteriori Gewichtung)
Prozeduren bei denen aus den Daten mehr als nur der P-Wert ver-
wendet wird, werden vorgestellt. Die ¨Umreihung¨ der P-Werte
erfolgt entweder durch Kenngro¨ßen der empirischen Verteilung
(Median, Interquantilwert und Quadratsummen) beziehungsweise
durch daraus abgeleitete Gewichte. Sowohl parametrische als auch
nichtparametrische Methoden werden vorgestellt.
4.1 Einleitung
Wenn es keine guten Priorinformationen u¨ber die Richtigkeit und Nichtrich-
tigkeit der Hypothesen gibt, welche dazu dienen, siehe das vorige Kapitel,
Gewichte zu bestimmen, wa¨re es gut, wenn man aus den Daten gewisse In-
formationen fu¨r die Bestimmung der Gewichte ziehen ko¨nnte.
Man denke etwa an folgende Prozedur.
1. Ordne die Variablen nach einem gewissen Kriterium (z.B abfallend nach
dem gro¨ßten Stichprobenwert jeder Variablen)
2. Wa¨hle die extremste (also im obigen Fall die mit dem gro¨ssten Stich-
probenwert) Xi0 aus
3. Fu¨hre fu¨r die Variable Xi0 einen Test mit der Teststatistik T aus.
4. Falls Xi0 auf Niveau α nicht signifikant ist, ho¨re auf.
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5. Andernfalls mache weiter in beliebiger Reihung bis ein nichtsignifikan-
tes Ereignis eintritt (die Reihung ist fu¨r die Macht wichtig, fu¨r die
Einhaltung des α Fehlers ist sie egal.)
Kurz gesagt bringen wir die Variablen zuerst in eine Reihung und fu¨hren
dann einen hierarchischen Test durch.
Das Problem hier ist, dass wir auch bei Unabha¨ngigkeit der Zufallsgro¨ssen
nicht wissen ob die Teststatistik bei dieser Datengesteuerten Auswahl wirk-
lich die erfordeliche Verteilung hat.
4.2 Ungewichtete Bonferroni und Bonferrroni-
Holm Prozeduren (Die Reihung der Hy-
pothesen wird aus den Daten bestimmt)
Wir behandeln in diesem Abschnitt ungewichtete Prozeduren, wobei die Rei-
hung der Hypothesen nicht wie in anderen Fa¨llen nur durch die P-Werte oder
durch a priori bestimmte GewichteW und die damit ausgerechneten Q-Werte
(Q = P/W ) erfolgt sondern durch Q = P/W -Werte, wobei die Gewichte W
aus den Daten berechneten werden, bestimmt wird.
4.2.1 Prozeduren normalverteilter Gro¨ßen
Wir betrachten jetzt den Fall normalverteilter Gro¨ssen.
Wir haben n unabha¨ngige p-dimensionale normalverteilte Vektoren xj. Es
gilt also
xj ∼ Np(µ,Σ)
wobei wie u¨blich µ der Mittelwertsvektor und Σ die Varianzkovarianz-Matrix
der Zufallsgro¨ße xj ist und p die Anzahl der Variablen angibt.
Wir betrachten nun die globale Nullhypothese
H : µ = 0
Weiters fassen wir die n Beobachtungsvektoren zu einer n × p Matrix X
zusammen, wobei in den Zeilen also jeweils die p beobachteten Variablen
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und in den Spalten die n Beobachtungen der jeweiligen Variablen stehen.
X =

x
′
1
·
·
·
x
′
n

Man kann nun die Matrix X als einen n · p-dimensionale normalverteilte
Gro¨sse auffassen.
X ∼ Nn·p(1n · µ′ , In ⊗ Σ)
• 1n ist der (Spalten) n-Vektor aus lauter Einsen.
• ⊗ bezeichnet das sogenannte Kroneckerprodukt
Am×n ⊗Br×s =
 a11B · · · a1nB· · ·
am1B · · · amnB

• In ist die n-dimensionale Einheitsmatrix
1n · µ′ hat jeweils µ als Beobachtungsvektor.
In ⊗ Σ hat also wegen der Unabha¨ngigkeit der Beobachtungsvektoren die
erwartete Blockmatrixstruktur.
Es werden nun zur Dimensionsreduktion Scorevektoren erzeugt, d.h. wir bil-
den die eindimensionalen Gro¨ssen
zj = d
′ · xj (j = 1, . . . , n)
Diese Scorevektoren du¨rfen von den Daten abha¨ngen.
Wir zitieren nun ohne Beweis den Satz von La¨uter [16]
Theorem 5 X sei wie oben. Es wird weiters die Gu¨ltigkeit der Nullhypothese
H : µ = 0 angenommen.
Es sei weiters d ein p-dimensionaler Gewichtsvektor, der nur von der Gro¨sse
(einer Matrix)
W = X
′
X
abha¨ngt.
Ausserdem sei Xd mit Wahrscheinlichkeit 1 nicht gleich dem Nullvektor.
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Es gilt nun:
Es sei
z¯ =
1
n
z · 1n also der Mittelwert der zj Gro¨ssen
und
s2 =
1
n− 1(z
′
z − nz¯2) also die empirische Varianz der zj Gro¨ssen
Es gilt nun:
Die Gro¨sse
t =
√
nz¯
s
ist dann tatsa¨chlich t-Verteilt (mit n−1 Freiheitsgraden) unter Annahme der
globalen Nullhypothese.
Bemerkung:
Die t-Gro¨ße wird mit Hilfe des datenabha¨ngigen Gewichtsvektors d berech-
net. Es kann also nicht erwartet werden, daß sie fu¨r beliebige Gewichtsvek-
toren t-verteilt ist.
Beispiel:
Wir verwenden nur die Diagonalelemente von W = X
′
X, also
wii =
n∑
j=1
x2ji(j = 1, . . . , n)
Wir ordnen dann die Hypothesen nach abfallenden wii.
Sei nun i0 das i mit dem gro¨ßten wii. Wir bilden dann den Gewichtsvektor
d = (0, · · · , i0, · · · , 0) mit 1 an i0 ter Stelle. Das Bildungsgesetzt dieses Ge-
wichtsvektors ha¨ngt nur von W ab. Die t-Gro¨ße der i0ten Variablen ist dann
gema¨ß dem Satz von La¨uter wirklich t-verteilt (obwohl i0 nicht konstant ist).
Diese Konstruktion kann man auch mit der Variablen mit dem 2. gro¨ßten,
der 3. gro¨ßten, etc. wii Wert vornehmen.
Eine Prozedur analog wie in der Einleitung (Abschnitt 4.1) beschrieben ist
also mo¨glich.
4.2.2 Prozeduren fu¨r beliebig verteilte Gro¨ßen
Wir betrachten den Einstichprobenfall, p Variablen werden jeweils n mal
beobachtet, wobei die p Variablen eine p-dimensionale symmetrische stetige
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Dichte haben.
Hier die Bezeichnungen:
xj =

xj1
·
·
·
xjp

also die einmalige Beobachtung der p Variablen.
Der Vektor, um den die Verteilung symmetrisch ist, werde mit
µ =

µ1
·
·
·
µp

bezeichnet.
Zu Testen sind nun die Hypothesen
Hi : µi = 0
fu¨r i = 1, . . . , p.
Wir versuchen nun eine Reihung der Variablen sowie eine Testgro¨ße zu fin-
den, deren Verteilung wir berechnen ko¨nnen.
Wir betrachten nun jede Variable x·i einzeln. Wir haben dann n Beobach-
tungswerte
x1i, x2i, . . . , xni
Wir ordnen nun die Absolutwerte dieser n Werte aufsteigend
|x(1)i| ≤ |x(2)i| ≤ . . . ≤ |x(n)i|
Es ist dadurch eine Ordnungsfunktion rji durch
xji = x(rji)i
definiert (z.B: i halten wir fest und lassen es gleich in der Notation weg; x7
sei etwa das drittgro¨ßte also
x7 = x(3) = x(r7),
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also gilt r7 = 3).
Der Median der absoluten Beobachtungswerte ist nun durch
mi = { |x((n+1)/2)i| fu¨r ungerade n(|x(n/2)i| − |x(n/2+1)i|)/2 fu¨r gerade n
gegeben.
Der Median der absoluten Beobachtungswerte dient zum Ordnen der Varia-
blen.
Als Teststatistik nehmen wir dieselbe Gro¨ße wie beim einstichproben Wilco-
xontest, also die Teststatistik
Wi =
n∑
i=1
rjipos(xij)
wobei
pos(x) = { 1 wenn x > 0
0 sonst
gilt (d.h. es werden die Rangnummern der positiven Werte addiert). Da die
Dichten als stetig vorrausgesetzt wurden, machen wir uns keine Gedanken
u¨ber Bindungen.
Die (multiple) Testprozedur ist nun folgendermaßen definiert:
Prozedur II:
1. Sortiere die Variablen xj nach absteigenden Medianwerten der Abso-
lutwerte.
2. Fu¨hre gema¨ß der durchgefu¨hrten Ordnung in Punkt (1) den Einstich-
proben Wilcoxontest zum Niveau α durch, solange das Testergebnis ein
signifikantes Resultat liefert.
Stoppe die Prozedur bei dem ersten nichtsignifikanten Ergebnis. Genau
die bisher abgelehnten Tests bilden die Ablehnmenge
Theorem 6 Die eben beschriebene Prozedur ha¨lt den familienweiten α Feh-
ler ein
Beweis
Wir fu¨hren den Beweis in zwei Teilen [15]
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1. Wir betrachten den Vektor y aller Variablen wo die Nullhypothese wahr
ist.
Wir zeigen in diesem ersten Schritt dann, daß die Wilcoxon-Teststatistik
der Variablen mit dem gro¨ßten Median der Absolutwerte den familien-
weiten α Fehler (FWER) einha¨lt.
2. In diesem Schritt folgern wir, daß die Prozedur insgesamt den fami-
lienweiten α Fehler (FWER) einha¨lt (genauer: Das Experiment wird
durchgefu¨hrt, die Variable mit dem gro¨ßten Median der Absolutwerte
eruiert, die Summe der Ra¨nge der positiven Werte gebildet. Ist dieser
Wert dieser Teststatistik gro¨ßer als der α-Grenzwert der Wilcoxonsta-
tistik, so wird die Hypothese abgelehnt. Diese Prozedur ha¨lt dann den
α-Fehler ein ).
Die Beweisidee (sowie auch in spa¨teren Abschnitten) ist, den Stichproben-
raum so zu partitionieren, daß die Aussage auf jeder Partition gilt und dann
(sinngema¨ß) den Satz von der totalen Wahrscheinlichkeit anzuwenden.
1) Wir teilen den Beobachtungsraum in Invarianzklassen ein.
Dabei heißen zwei Stichproben (die y und z sind jeweils p-Vektoren, p ist die
Anzahl der Variablen)
y1, . . . , yn
und
z1, . . . , zn
a¨quivalent, wenn
y1 = v1z1, . . . , yn = vnzn
gilt, wobei die vj gleich −1 oder 1 sein ko¨nnen.
Es gibt genau 2n solcher Vektoren v = (v1, . . . , vn).
Da wir die Stichproben unabha¨ngig ziehen und die Dichten unter der Null-
hypothese als symmetrisch bezu¨glich des Nullpunktes vorrausgesetzt sind,
haben wir fu¨r die Dichte der gemeinsamen Verteilung der y bzw der z (wir
befinden uns jetzt im n · p dimensionalem Raum)
fn·p0(y1, . . . , yn) = fp0(y1) . . . fp0(yn)
= fp0(v1z1) . . . fp0(vnzn)
= fp0(z1) . . . fp0(zn)
= fn·p0(z1, . . . , zn)
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Die bedingte Verteilung einer Stichprobe, bedingt auf seine Invarianzklasse
ist dann die diskrete Gleichverteilung mit
P (·) = 1
2n
Man denke etwa an den diskreten Fall. Jedes der y hat die gleiche absolute
Wahrscheinlichkeit w, also ist
P (y|A) = P (y ∩ A)
P (A)
=
w∑
|A|w
=
1
2n
da ja die A¨quivalenzklassen aus 2n Elementen besteht.
Wir haben also: Fu¨r eine fixierte Invarianzklasse sind die Ra¨nge und der
Median der Absolutwerte der Variablen auch fixiert, da sich die Beobach-
tungswerte nur jeweils im Vorzeichen unterscheiden.
Es sei nun i der Index der Variablen mit dem gro¨ßten Median. Wenn man
dann die Wilcoxon Statistik fu¨r alle Beobachtungspunkte der Invarianzklas-
sen bildet erha¨lt man genau die Nullverteilung der Wilcoxon Statistik (Die
Absolutwerte sind ja gleich, nur im Vorzeichen unterscheiden sie sich. In der
A¨quivalenzklasse kommen alle Vorzeichenkombinationen vor. Da die bedingte
Verteilung die Gleichverteilung ist, haben alle diese 2n Mo¨glichkeiten dieselbe
Wahrscheinlichkeit und diese Konstruktion entspricht genau der Konstrukti-
on der Nullverteilung der Wilcoxonteststatistik).
Da diese Verteilung dieselbe fu¨r alle Invarianzklassen ist, gilt dies auch fu¨r
die unbedingte Verteilung.
(dies ist der Satz von der totalenWahrscheinlichkeit P (A) =
∑
n P (A|Bn)P (Bn)
(Bn eine Partition des Grundraumes)
In diesem Fall ist also die bedingte Verteilung P (A|Bn) gleich der unbeding-
ten Verteilung P (A).
Diese Konstruktion kann aber genauso fu¨r die Variable mit dem 2. gro¨ßten,
3. gro¨ßten, etc Median der Absolutwerte machen.
2) Bringt man nun im allgemeinen Fall eine Ordnung in die Variablen gema¨ß
den fallend geordneten Medians der Absolutwerte der Beobachtungspunkte,
so lehnt man ho¨chstens zusa¨tzlich richtige Alternativen ab.
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4.3 Gewichtete Bonferroni und Bonferrroni-
Holm Prozeduren
4.3.1 Parametrische Prozeduren
Prozedur III
Diese Prozedur wird wie im na¨chsten Kapitel durchgefu¨hrt, nur als Test
wird der t-Test genommen und als Gewichte wieder die wii, bzw die wii
h mit
geeignetem h.
4.3.2 Nichtparametrische Prozeduren (Einstichproben-
fall)
Wir beginnen gleich mit der Definition der gewichteten Prozedur im Ein-
stichprobenfall.
Prozedur IV1:
1. Fu¨r jede der p Variablen fu¨hre den Einstichproben Wilcoxontest zum
Niveau α durch.
2. Fu¨r jede der p Variablen xi bestimme man den Median mi der Abso-
lutwerte und bestimme dann die Gewichte
gi = mi
η
fu¨r ein fixes η ≥ 0
3. Man berechne die gewichteten P-Werte
Qi =
Pi
gi
und ordne diese aufsteigend
Qi1 ≤ Qi2 ≤ · · · ≤ Qip
Weiters definiere man die Indexmengen
Sj = {ij, ij+1, . . . , ip}
(j = 1, . . . , p)
1Es handelt sich wieder um die gewichtete Bonferroni-Holm Prozedur, im Gegensatz zu
der Prozedur in Abschnitt 3.7 werden hier die Gewichte nicht a priori bestimmt, sondern
aus den Daten gewonnen
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4. Die entsprechenden Hypothesen Hij werden dann abgelehnt, solange
Qij ≤
α∑
h∈Sj gh
gilt. Man ho¨hre auf, wenn das erste Mal diese Ungleichung nicht gilt.
Wir beweisen nun, daß diese Prozedur den Familienweiten Fehler α einha¨lt,
wieder mit der Idee einer Partition wie im vorigen Kapitel.
Zuerst definieren wir noch eine Menge, und zwar
S0 = { Subskripte aller Variablen, deren Erwartungswerte = 0 ist}
Wir bezeichnen nun das Subskript der ersten wahren Nullhypothese der nach
gewichteten P-Werten geordneten Hypothesen mit i0.
Wir mu¨ssen nun zeigen, daß die Variable xi0 mit ho¨chstens der Wahrschein-
lichkeit α abgelehnt wird.
Dazu bemerken wir, daß
Si0 ⊇ S0
gilt (i0 ist ja die ¨erste¨ abgelehnte Nullhypothese, Si0 entha¨lt alle Indizi der
wahren Nullhypothesen und allenfalls solche wahrer Alternativen).
Wir haben nun folgende Ungleichungen (die Wahrscheinlichkeiten werden
wieder auf die A¨quivalenzklassen wie im vorigen Abschnitt bedingt 2)
P (Qi0 ≤
α∑
h∈Si0 gh
) ≤ P (Qi0 ≤
α∑
h∈S0 gh
)
= P (mini∈S0Qi ≤
α∑
h∈S0 gh
)
= P (∪i∈S0(Qi ≤
α∑
h∈S0 gh
))
= P (∪i∈S0(Pi ≤
giα∑
h∈S0 gh
))
≤ ∑
i∈S0
P (Pi ≤ giα∑
h∈S0 gh
))
Obige Ableitungen verwenden eigentliche nur, daß die Qi der Gro¨ße nach
geordnet sind.
2Wir erinnern: (y1, . . . , yn) und (z1, . . . , zn) heißen a¨quivalent, wenn y1 = v1z1, . . . , yn =
vnzn fu¨r vi = 1 oder vi = −1 gilt
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1. Die erste Ungleichung ist klar, da die Summe im Nenner rechts weni-
ger Summanden als die Linke hat, der Nenner damit kleiner und der
Ausdruck rechts damit gro¨ßer wird.
2. Die erste Gleichung folgt aus der Tatsache, daß
Qi0 ≤ Qi( fu¨r alle i ∈ S0)
gilt.
3. Die zweite Gleichung folgt ebenso aus der Monotonie der Qi
4. In der dritten Gleichung wird einfach in jeder Ungleichung mit gi mul-
tipliziert.
5. Die letzte Ungleichung folgt aus der bekannten allgemeinen Formel
P (∪Ai) =
∑
P (Ai)
Es gilt nun
P (Pi ≤ c) ≤ c
denn Pi ist ein P-Wert, der aber nicht unbedingt stetig verteilt ist. und damit
haben wir weiters
P (Qi0 ≤
α∑
h∈Si0 gh
) ≤ ∑i∈S0 P (Pi ≤ giα∑
h∈S0gh
))
≤ ∑i∈S0 αgi∑
h∈S0
gh
= α
Dies gilt fu¨r die bedingte Wahrscheinlichkeit auf allen A¨quivalenzklassen, al-
so auch unbedingt.
Schlussendlich kann wieder passieren, daß zusa¨tzlich noch wahre Alternati-
ven abgelehnt werden, was ja fu¨r die Power sowieso gut ist, und nichts an
der Einhaltung des FWER a¨ndert. QED
4.3.3 Nichtparametrische Prozeduren (Zweistichproben-
fall)
Wir mu¨ssen wieder untersuchen, wie die P-Werte und Gewichte bestimmt
werden und ob die Beweise vom Einstichprobenfall (problemlos) adaptiert
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werden ko¨nnen.
Wir haben folgendes Szenario:
Wir haben zwei Stichproben
x
(k)
j =

xkj1
·
·
·
xkjp
 (k = 1, 2; j = 1, · · · , nk)
d.h. k gibt die Stichprobe an und n1 die Anzahl der Probanden in der ersten
und n2 die Anzahl der Probanden in der zweiten Stichprobe.
Die Annahme ist nun, daß die Stichprobe aus Grundgesamtheiten kommen,
mit
f 2p (x) = f
1
p (x+ µ)
mit µ = (µ1, · · · , µp)
′
.
Die Nullhypothesen sind nun
Hi : µi = 0
Wir fassen fu¨r jede Variable i die Werte aus beiden Beobachtungsgruppen
zusammen
x
(1)
1i , · · · , x(1)n1i, x(2)12 , · · · , x(2)n2i
Es sei nun n = n1 + n2. Wir ordnen die obigen Variablen nach der Gro¨ße
x(1)i ≤ x(2)i ≤ . . . ≤ x(n)i
Dann haben wir nunmehr
1. P-Werte: Wilcoxon 2-stichproben Test
2. Gewichte
gi = x(0.75(n+1))i − x(0.25(n+1))i
A¨hnlich wie in den vorherigen Beweisen werden wir versuchen geeignete In-
varianzklassen zu finden.
Dieses Mal betrachten wir die n Stichprobenelemente (jedes dieser Stichpro-
benelemente ist ein p-Vektor, wobei p die Anzahl der Variablen ist).
Wir haben also n1 + n2 = n Stichprobenelemente
y
(1)
1 , . . . , y
(1)
n1
, y
(2)
1 , . . . , y
(2)
n2
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Vorrausgesetzt wird die Gu¨ltigkeit der Nullhypothese (beide Gruppen unter-
scheiden sich nicht im Mittelwert).
Wir halten nun so eine n Stichprobe fest.
Wir sagen dann, daß alle n-Stichproben, deren Elemente eine Permutation
der festgehaltenen sind, eine A¨quivalenzklasse bilden. Wegen der Stetigkeit
der Verteilungen schlißen wir identische Elemente in der Stichprobe aus.
Wegen der Unabha¨ngigkeit der Stichprobenelemente hat jeder dieser n! Ele-
mente dieselbe bedingte Wahrscheinlichkeit (bedingt auf die zugeho¨rige A¨qui-
valenzklasse).
Die Variable mit dem gro¨ßten Interquantilabstand ist fu¨r alle Elemente der
A¨quivalenzklasse dieselbe (die n Werte fu¨r jeder der p Variablen werden ja
ine aufsteigende Reihung gebracht und diese ist fu¨r alle Elemente der A¨qui-
valenzklasse dieselbe).
Der Rest folgt dann wieder wie vorher. Auf der A¨quivalenzklasse sind die Ele-
mente wieder bedingt gleichverteilt, sodaß die bedingte Testverteilung gleich
der unbedingten Wilcoxonteststatistik ist. QED
4.4 Gewichtete FDR (Gewichte aus den Da-
ten bestimmt)
Wir behandeln nun die Benjamini-Hochberg (BH) Prozedur bei datengesteu-
erten Gewichten. Die Gewichte und natu¨rlich die P-Werte werden wie in den
vorigen Abschnitten bestimmt.
Mit den
Qi =
Pi
Gi
Werten wird dann die BH-Prozedur durchgefu¨hrt. Der einfacheren Referenz
wegen schreiben wir die Prozedur noch einmal explizit hin:
4.4.1 Parametrische Prozedur
Parametrische gewichtete BH-Prozedur
1. Bestimme P-Werte Pi (mit Hilfe des t-Tests fu¨r jede Variable)
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2. Bestimme aus den Daten jeweils die w-Werte
wi =
n∑
j=1
x2ji
3. Bestimme fu¨r ein festes η
Gi = w
η
i
4. Normieren (Mittelwert der Gewichte = 1)
mG =
∑
iGi
n
gi =
Gi
mG
5. Bilde
Qi =
Pi
gi
6. Ordne die Qi
Qi1 ≤ Qi2 ≤ · · ·Qin
7. Bestimme das maximale j, sodass
Qij ≤
j
n
α
8. Lehne alle
Qi1 ≤ Qi2 ≤ · · ·Qij
ab.
9. Gilt fu¨r alle j
Qij >
j
n
α
lehne keine Hypothese ab.
80
4.4.2 Nichparametrische Prozedur
Diese wird genause wie die parametrische DBH-Prozedur durchgefu¨hrt, bis
auf die ersten beiden Punkte
1. Fu¨hre fu¨r jede Variable den Wilcoxon Test durch
2. Bestimme die w durch
wi = median(|x1i|, |x2i|, . . . , |xni|)
4.5 Simulationen
Bemerkungen zu den verwendeten Prozeduren
• Kropf Prozedur: Damit bezeichnen wir die gewichtete Bonferroni-Holm
Prozedur, wenn die Gewichte wie in den vorigen Abschnitten dargelegt
aus den Daten berechnet werden (Median der Absolutwerte im Ein-
stichprobenfall, Interquantilabstand im Zweistichprobenfall) und der
FWER kontrolliert wird.
• (Gewichtete) Benjamini-Hochberg Prozedur: Damit bezeichnen wir die
im vorigen Kapitel (siehe Seite 36) definierte gewichtete Benjamini-
Hochberg Prozedur. Die Berechnung der Gewichte erfolgt wie bei der
Kropf Prozedur.
• Parametrisch, nichtparametrisch: Wenn wir sagen, daß eine parametri-
sche Prozedur durchgefu¨hrt wurde meinen wir, daß zur Bestimmung
der P-Werte ein parametrischer Test (in unserem Fall der t-Test) ver-
wendet wurde. Mit nichtparametrischer Prozedur meinen wir analog,
daß zur Bestimmung der P-Werte eine nichtparametrische Prozedur (in
unserem Fall der Wilcoxon-Test) verwendet wurde.
• Fu¨r die Fallzahlen der Simulationen haben wir uns zur besseren Ver-
gleichbarkeit an die Arbeit von [14] angelehnt (in runden Klammern
die Kurzbezeichnungen).
– Anzahl der Nullhypothesen (m0): 12525.
– Anzahl der Alternativhypothesen (m1): 100
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– Mittelwert der Nullhypothese (µ0): 0.
– Mittelwert der Alternativhypothese (m1): 1.15
– Varianzen gleich (σ0 fu¨r die Varianz der Nullhypothese, σ1 fu¨r die
der Alternative, bzw nur σ falls diese gleich sind)1.
– Normalverteilte Gro¨ßen
– Gruppengro¨ße: 15
Wo die Fallzahlen abweichen wird explizit daraufhingewiesen.
4.5.1 Globale Nullhypothese gewichtete FDR
Im nichtparametrischen Fall haben wir eine Simulation durchgefu¨hrt, ob bei
Durchfu¨hrung der gewichteten FDR-Prozedur im Fall, daß alle Hypothesen
wahre Nullhypothesen sind, also die sogenannte globale Nullhypothese vor-
liegt, die FDR kleiner oder gleich 0.05 ist, also den FDR-α Fehler einha¨lt.
Dazu wurde ein Punktscha¨ter fu¨r den Erwartungswert der FalseDiscovery-
Proportion (FDP) und das ist ja die FDR errechnet. Wir erinnern an die
Definitionen (V = Anzahl der abgelehnten wahren Nullhypohtesen, R = An-
zahl aller abgelehnter Hypothesen)
FDR = E(
V
R
1{R>0})
Es wurden eine Million FDP simuliert, siehe das Programm GlobalNullFDR 3.
Als Gewichte wurde die Gewichte mit den Hochzahlen 0, 4, 16, 40 verwendet.
errechnet.
η 0 4 16 30
FDR 0.049734 0.049576 0.049562 0.0496
Tabelle 4.1: η gibt die Hochzahl in den Gewichten gη an. FDR ist jeweils
der Durchschnitt von einer Million unabha¨ngig simulierter FDP (V/R). Alle
Hypothesen sind wahre Nullhypothesen
3Aus Speicherplatzgru¨nden wurden 1000*1000 also eine Million FDP berechnet. Mit
der Hilfsfunktion Extrahieren wurde die Scha¨tzwerte errechnet
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4.5.2 Adaptive FDR
In der Simulation gab es 12525 wahre Nullhypothesen (N(0,1))und 100 wahre
Alternativen (N(1.15,1)). Bei dieser Prozedur wurde die gewichtete Benjamini-
Hochberg Prozedur in jedem Schritt jeweils mit den Hochzahlen
(0, 1, 2, 3, 4, 6, 8, 10, 12, 14, 16, 20, 25, 30, 60) durchgefu¨hrt, wobei jeweils dieje-
nigen Hypothesen abgelehnt wurden , wo bei der entsprechenden Hochzahl
die meisten Alternativen abgelehnt wurden.
Es wurden zehntausend Simulationsla¨ufe durchgefu¨hrt.
Als Scha¨tzwert fu¨r die FDR ergab sich
ˆFDR = 0.0405495
4.5.3 Einstichprobenfall
hh Hochzahl bei der Bestimmung der Gewichte
FDR False Discovery Rate
fdrA Durchschnittschliche Anzahl abgelehnter Alternativhy-
pothesen. Gewichtete Benjamini-Hochberg Prozedur
fwerA Durchschnittschliche Anzahl abgelehnter Alternativhy-
pothesen. Kropf Prozedur
Tabelle 4.2: fdrA ist also die durchschnittliche Anzahl der abgelehnten Al-
ternativen, wenn die gewichtete BH-Prozedur durchgefu¨hrt wurde und fwerA
analog wenn die gewichtete Kropf-Prozedur aus Kapitel 4 durchgefu¨hrt wurde
Nichtparametrisch 10000 Durchla¨ufe
hh 0 2 8 16 30 100
FDR 0.0204 0.0374 0.0296 0.00669 0.0015 0.0011
fdr 6.7348 40.5173 61.2834 38.4376 12.5472 2.3254
fwer 0.0000 0.0000 16.2311 24.0996 20.2771 11.6885
Tabelle 4.3: m0 = 12525, m1 = 100, µ0 = 0, µ1 = 1.15, σ = 1, Anzahl
der Probanden = 15, α = 0.05. Durchschnittliche Anzahl der abgelehnten
Alternativhypothesen fu¨r die gewichtete BH (fdr) und die gewichtete Kropf
(fwer) Prozedur fu¨r das Szenario.
83
Nichtparametrisch 10000 Durchla¨ufe (verschiedene hh)
hh FDR fdr fwer
0 0.0205 6.9 0.0
2 0.037 40.72 0.0
4 0.037 56.2 3.0
8 0.029 61.3 16.2
10 0.022 57.7 20.2
12 0.015 51.9 22.5
14 0.010 45.2 23.8
16 0.007 38.5 24.2
18 0.005 32.4 24.1
20 0.0037 27.2 23.6
25 0.002 18.1 22.0
30 0.0015 12.7 20.3
50 0.00078 5.2 15.7
100 0.0005 2.3 11.7
Tabelle 4.4: m0 = 12525, m1 = 100, µ0 = 0, µ1 = 1.15, σ = 1, Anzahl
der Probanden = 15, α = 0.05. Durchschnittliche Anzahl der abgelehnten
Alternativhypothesen fu¨r die gewichtete BH (fdr) und die gewichtete Kropf
(fwer) Prozedur fu¨r das Szenario.
Parametrisch
hh 0 4 16 30
FDR 0.049 0.042 0.0008 0.00019
fdr 48.0 81.8 36.7 11.6
fwer 7.8 31.7 44.0 33.4
Tabelle 4.5: m0 = 12525, m1 = 100, µ0 = 0, µ1 = 1.15, σ = 1, Anzahl
der Probanden = 15, α = 0.05. Durchschnittliche Anzahl der abgelehnten
Alternativhypothesen fu¨r die gewichtete BH (fdr) und die gewichtete Kropf
(fwer) Prozedur fu¨r das Szenario.
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Parametrisch (AnzAltern:500)
hh 0 4 16 30
FDR 0.047 0.02 0.00007 0.000008
fdr 397.1 452.7 161.9 33.6
fwer 39.2 144.8 198.0 160.4
Tabelle 4.6: m0 = 12125, m1 = 500, µ0 = 0, µ1 = 1.15, σ = 1, Anzahl
der Probanden = 15, α = 0.05. Durchschnittliche Anzahl der abgelehnten
Alternativhypothesen fu¨r die gewichtete BH (fdr) und die gewichtete Kropf
(fwer) Prozedur fu¨r das Szenario.
Parametrisch (AnzAltern:1000)
hh 0 4 16 30
FDR 0.04 0.01 0.00002 0.0000008
fdr 881.8 921.8 311.0 54.3
fwer 78.7 260.6 331.1 296.4
Tabelle 4.7: m0 = 11625, m1 = 1000, µ0 = 0, µ1 = 1.15, σ = 1, Anzahl
der Probanden = 15, α = 0.05. Durchschnittliche Anzahl der abgelehnten
Alternativhypothesen fu¨r die gewichtete BH (fdr) und die gewichtete Kropf
(fwer) Prozedur fu¨r das Szenario.
Parametrisch (Varianzen:1.5)
hh 0 4 16 30
FDR 0.049 0.045 0.0083 0.0044
fdr 13.8 48.8 21.2 6.8
fwer 2.5 11.2 16.9 11.4
Tabelle 4.8: m0 = 12525, m1 = 100, µ0 = 0, µ1 = 1.15, σ = 1.5, Anzahl
der Probanden = 15, α = 0.05. Durchschnittliche Anzahl der abgelehnten
Alternativhypothesen fu¨r die gewichtete BH (fdr) und die gewichtete Kropf
(fwer) Prozedur fu¨r das Szenario.
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Parametrisch (Varianzen:1.5,mA=2)
hh 0 4 16 30
fdr 95.1152 99.5697 72.9505 29.6753
fwer 40.8146 89.6045 95.6768 91.3665
Tabelle 4.9: m0 = 12525, m1 = 100, µ = 0, µ1 = 2, Varianzen 1 Anzahl
der Probanden = 15, α = 0.05. Durchschnittliche Anzahl der abgelehnten
Alternativhypothesen fu¨r die gewichtete BH (fdr) und die gewichtete Kropf
(fwer) Prozedur fu¨r das Szenario.
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Abbildung 4.1: m0 = 12525, m1 = 100, µ0 = 0, µ1 = 1.15, σ = 1 , normal-
verteilt. Durchschnittliche Anzahl der abgelehnten Alternativhypothesen fu¨r
die gewichtete BH (fdr) und die gewichtete Kropf (fwer) Prozedur fu¨r das
Szenario.
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Parametrischer Einstichprobenfall
Abbildung 4.2: m0 = 12525, m1 = 100, µ0 = 0, µ1 = 1.15, σ = 1 , normal-
verteilt. Durchschnittliche Anzahl der abgelehnten Alternativhypothesen fu¨r
die gewichtete BH (fdr) und die gewichtete Kropf (fwer) Prozedur fu¨r das
Szenario.
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Parametrischer Einstichprobenfall (anzAltern:500)
Abbildung 4.3: m0 = 12125, m1 = 500, µ0 = 0, µ1 = 1.15, σ = 1 , normal-
verteilt. Durchschnittliche Anzahl der abgelehnten Alternativhypothesen fu¨r
die gewichtete BH (fdr) und die gewichtete Kropf (fwer) Prozedur fu¨r das
Szenario.
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Parametrischer Einstichprobenfall (anzAltern:1000)
Abbildung 4.4: m0 = 11625, m1 = 1000, µ0 = 0, µ1 = 1.15, sigam = 1 ,
normalverteilt. Durchschnittliche Anzahl der abgelehnten Alternativhypothe-
sen fu¨r die gewichtete BH (fdr) und die gewichtete Kropf (fwer) Prozedur
fu¨r das Szenario.
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Parametrischer Einstichprobenfall (Varianz: 1.5)
Abbildung 4.5: m0 = 12525, m1 = 100, µ0 = 0, µ1 = 1.15, σ = 1.5, normal-
verteilt. Durchschnittliche Anzahl der abgelehnten Alternativhypothesen fu¨r
die gewichtete BH (fdr) und die gewichtete Kropf (fwer) Prozedur fu¨r das
Szenario.
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Parametrischer Einstichprobenfall (Var:1.5,MittelwAltern:2)
Abbildung 4.6: m0 = 12525, m1 = 100, µ0 = 0, µ1 = 2, σ = 1.5 , normal-
verteilt. Durchschnittliche Anzahl der abgelehnten Alternativhypothesen fu¨r
die gewichtete BH (fdr) und die gewichtete Kropf (fwer) Prozedur fu¨r das
Szenario.
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4.5.4 Zweistichprobenfall
Nichtparametrisch 10000 Durchla¨ufe
hh 0 2 8 16 30 100
FDR 0.046 0.04 0.042 0.028 0.012 0.007
fdr 51.7 59.7 65.7 53.2 24.8 3.3
fwer 12.0 16.2 25.8 27.3 19.4 6.4
Tabelle 4.10: m0 = 12525, m1 = 100, µ0 = 0, µ1 = 1.15, σ = 1, Anzahl der
Probanden pro Stichprobe = 15, α = 0.05.Durchschnittliche Anzahl der abge-
lehnten Alternativhypothesen fu¨r die gewichtete BH (fdr) und die gewichtete
Kropf (fwer) Prozedur fu¨r das Szenario.
Parametrisch 10000 Durchla¨ufe
hh 0 2 8 16 30 100
FDR 0.044 0.044 0.034 0.009 0.003 0.0016
fdrA 55.5 68.4 74.5 50.4 18.8 2.8
fwerA 13.9 21.4 36.8 36.2 24.84 10.4
Tabelle 4.11: m0 = 12525, m1 = 100, µ0 = 0, µ1 = 1.15,σ = 1, Anzahl der
Probanden pro Stichprobe = 15, α = 0.05.Durchschnittliche Anzahl der abge-
lehnten Alternativhypothesen fu¨r die gewichtete BH (fdr) und die gewichtete
Kropf (fwer) Prozedur fu¨r das Szenario.
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Abbildung 4.7: m0 = 12525, m1 = 100, µ0 = 0, µ1 = 1.15, σ = 1, Anzahl der
Probanden pro Stichprobe = 15, α = 0.05. Durchschnittliche Anzahl der abge-
lehnten Alternativhypothesen fu¨r die gewichtete BH (fdr) und die gewichtete
Kropf (fwer) Prozedur fu¨r das Szenario.
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Abbildung 4.8: m0 = 12525, m1 = 100, µ0 = 0, µ1 = 1.15, σ = 1, Anzahl der
Probanden pro Stichprobe = 15, α = 0.05. Durchschnittliche Anzahl der abge-
lehnten Alternativhypothesen fu¨r die gewichtete BH (fdr) und die gewichtete
Kropf (fwer) Prozedur fu¨r das Szenario.
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Nichtparametrisch Zweistichprobenfall (Geschl.)
Abbildung 4.9: m0 = 6, m1 = 9. Durchschnittliche Anzahl der abgelehnten
Alternativhypothesen fu¨r die gewichtete BH (fdr) und die gewichtete Kropf
(fwer) Prozedur fu¨r das Szenario (nicht-parametrischer Zweistichprobenfall).
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Abbildung 4.10: m0 = 6, m1 = 9. Durchschnittliche Anzahl der abgelehnten
Alternativhypothesen fu¨r die gewichtete BH (fdr) und die gewichtete Kropf
(fwer) Prozedur fu¨r das Szenario (parametrischer Zweistichprobenfall).
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h 2 8
FDR 0.06184395 0.05606500
FDR 0.0620654068 0.0561913503
Tabelle 4.12: Die Fa¨lle der Hochzahlen (zur Bestimmung der Gewichte in
gh) im Kleinstichprobenbereich (6 und 9), bei denen die FDR gro¨ßer als 0.05
war. m0 = 12525, m1 = 100, µ0 = 0, µ1 = 1.15, σ = 1. Durchgefu¨hrt wurde
die parametrische Benjamin-Hochberg Prozedur
FDR 0.056394 0.056668 0.056691 0.056470 0.056529 0.056390 0.056803
Abbildung 4.11: Die FDR bei Hochzahl 2, m0 = 9 Probanden in einer Grup-
pe, 14 in der anderen, parametrische Benjamini-Hochberg Prozedur Proze-
dur, m0 = 12525, m1 = 100, µ0 = 0, µ1 = 2.4, σ = 1
Es kann Zufall sein, aber, siehe Tabelle 4.12 die FDR ist bei 7 Durchla¨ufen
a 10000 jeweils u¨ber 0.05 (bei den anderen Hochzahlen, insbesondere auch 0
war das nicht der Fall). Wir erinnern, als Test wurde der t-Test gewa¨hlt und
die Gro¨ße der beiden Gruppen war nicht sehr groß (6 und 9).
Dieses Pha¨nomen ist bei Wahl des Wilcoxon-Tests nicht aufgetreten.
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4.6 Ein Beispiel
Wir machen nun plausibel, warum bei gewissen Konstellationen (wenn die
Hochzahl ν groß wird und damit die Gewichte extremere Werte annehmen)
die gewichtete Bonferroni-Holm Prozedur mehr wahre Alternativen ablehnt
als die gewichtete BH Prozedur.
Es seien zwei Hypothesen gegeben, beides wahre Alternativen. Die P-Werte
seien gleich (0.04, 0.04), die Gewichte W = (1− ², ²), wobei ² wie auch sonst
in der Mathematik oft der Fallist, sehr klein sei. Die normierten Gewichte
sind dann (2(1 − ²), 2²), also das erste praktisch 2 und das andere fast 0.
Bildet man dann P/W , so ist ein Wert moderat der andere aber wegen der
Division durch eine sehr kleine Zahl sehr groß. Dadurch lehnt die (gewichtete)
Bonferroni-Holm Prozedur beide Hypothesen ab, die (gewichtete) Benjamini-
Hochberg Prozedur aber nur die erste.
4.7 Der Golub Datensatz
Der golub Datensatz ist im package multtest auf der Internetseite
http://www.bioconductor.org/ zu finden.
Maßzahlen von Genen werden in zwei Gruppen verschiedener Leuka¨mieer-
krankungen untersucht (weitergehende Informationen sind auch im erwa¨hn-
ten package zu finden).
3051 Gene sind im Datensatz zu finden, eine Gruppe umfaßte 27 Probanden,
die andere 11.
Wir haben untersucht wieviel Nullhypothesen (die Gruppen unterscheiden
sich nicht in der Genmaßzahl) bei der Kropfprozedur und der gewichteten
BH-Prozedur abgelehnt werden.
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Kropf Proz. gew. BH Proz
nicht parametrisch parametrisch nicht parametrisch parametrisch
0 93 104 680 696
1 96 117 592 614
2 100 116 524 535
4 88 103 446 459
8 33 55 397 407
12 12 30 413 423
16 9 17 415 428
20 11 14 421 431
15 9 19 416 428
30 8 12 436 449
50 7 8 451 462
Tabelle 4.13: Anzahl der abgelehnten Tests im Golub Datensatz
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Abbildung 4.12: Anzahl der abgelehnten Tests des Golub Datensatzes bei der
gewichteten Kropf Prozedur im parametrischen Fall (fwerp) und nichtpara-
metrischen Fall (fwernp)
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Abbildung 4.13: Anzahl der abgelehnten Tests des Golub Datensatzes bei der
gewichteten BH Prozedur im parametrischen Fall (fdrp) und nichtparametri-
schen Fall (fdrnp)
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4.8 Bemerkungen
1. Die Macht (durchschnittliche Anzahl abgelehnter wahrer Alternativen)
wird im nichtparametrischen Fall fu¨r den Einstichprobenfall in Ab-
bildung 1 und fu¨r den Zweistichprobenfall in Abbildungen 7, sowie 9
dargestellt.
2. Die Macht im parametrischen Fall fu¨r verschiedene Szenarien (unter-
schiedlich viele wahre Alternativen und/oder Varianzen und Mittel-
werte der Alternativen) wird fu¨r den Einstichprobenfall in den Abbil-
dungen 2 bis 6 dargestellt, sowie fu¨r den Zweistichprobenfall in den
Abbildungen 8 und 10.
3. Die Simulationen deuten darauf hin, daß die FDR bei (fast, siehe unten)
allen Gewichtungen den α Fehler einha¨lt.
4. Die Macht ist zwar fu¨r große Exponenten h der Gewichte bei der Kropf-
Prozedur besser, jedoch ist die bestmo¨gliche Macht bei der gewichteten
Benjamini-Hochberg Prozedur weit besser als die der Kropfprozedur
(siehe auch das Beispiel in Kapitel 4.6).
5. Diese Aussagen gelten sowohl fu¨r den parametrischen als auch den
nichtparametrischen Fall
6. Sie gelten auch fu¨r andere Szenarien, etwa andere Anzahl von Alterna-
tivhypothesen, andere Streuung oder Mittelwert der Alternativen.
7. Die Macht der Kropfprozedur ist stabiler gegenu¨ber A¨nderungen des
Gewichtsparameters η als die gewichtete Benjamini-Hochberg Proze-
dur.
8. Bei kleinen Stichprobengro¨ßen (6 und 9, bzw 9 und 14) ergab sich bei
zwei Hochzahlen (2 und 8) eine leichte U¨bertretung der α-Schranke,
was natu¨rlich auch eine Zufallserscheinung sein kann. Diese Pha¨nomen
ist allerdings bei besagten kleinen Stichproben bei allen Simulationen
immer aufgetreten.
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4.9 Literarturhinweise
Der nichtparametrische nichtgewichtete Teil dieses Kapitels beruht auf [15],
bzw [12]. Die Methodik fu¨r die parametrischen nicht gewichteten Methoden
sind in [14] zu finden. Beweise fu¨r den Satz von La¨uter findet man in [16]
und [17].
Eine Anwendung der Ideen in diesem Kapitel - die Betrachtung von A¨quiva-
lenzklassen, in dem folgenden Hinweis orbits genannt - auf Permutationstest
findet man in [5].
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Kapitel 5
R Programme
5.1 Beispiel 1
# Zufallszahlen
ZufallsZahlen1 <- function(m,n) {
zZ <- rnorm(2*m*n)
zM <- matrix(zZ,nrow=2*m,byrow=T)
return(zM)
}
Pwerte1 <- function(zM) {
av <- nrow(zM)/2
e <- numeric(av)
for (i in 1:av) {
e[i] <- t.test(zM[i,],zM[(i+av),])[3]
}
return(e)
}
Kapitel1 <- function(anzExp=100,m=50,n=100,alfa=0.05) {
erg <- numeric(anzExp)
for (j in 1:anzExp) {
zM <- ZufallsZahlen1(m,n)
e <- Pwerte1(zM)
aS <- length(e[e<=alfa])
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erg[j] <- aS
}
return(erg)
}
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5.2 Vergleiche der Macht
5.2.1 Nichtparametrisch Einstichprobenfall
# Diese Prozedur rechnet im Einstichprobenfall
# Nullhypothese: N(0,1)
# Alternativhypothese: N(1.15,1)
# die
# 1) Durchschnittliche Anzahl abgelehnter Hypothesen
# a) Gewichtete Prozedur nach Kropf (fwera)
# b) Gewichtete FDR nach Genovese (fdr)
# 2) FDR
# aus.
VglPowerGFDRuKFWEResnp <- function() {
# Werte aus Arbeit von Kropf
anzExp <- 50 # Anzahl Experimente
alfa <- 0.05
ap <- 15 # Anzahl (Versuchs)Personen
av <- 12625 # Anzahl Variablen
an <- 12525 # Anzahl Nullhypothesen
aa <- 100 # Anzahl Alternativhypothesen
vh <- c(0,2,8,16,30,100) # Vektor Hochzahlen
lvh <- length(vh) # Laenge Vektor Hochzahlen
fdra <- numeric(lvh) # FalseDiscoveryRate Alternativ (abgelehnte)
fdp <- numeric(lvh) # FalseDisvoceryProportion
fwera <- numeric(lvh) # FamilyWideErrorRate Alternavitv (abgelehnte)
for (i in 1:anzExp) {
# Die erstene an Hypothesen sind die wahren Nullhypothesen
# Die restlichen aa Hypothesen sind die wahren Alternativhypothesen
# zM: Zeilen = Variablen (bzw Hypothesen)
# zM: Spalten = Anzahl der Versuch(spersonen)
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# pW: PWerte = TestFkt := Wilcoxon Einstichprobentest
# rG: Rohgewichte = Median der Absolutwerte der Variablen
zM <- ZufallsZahlen(anzProb=ap,anzNull=an,anzAltern=aa)
pW <- Pwerte(zM,TestFkt)
rG <- VektorAbsolutMedian(zM)
z <- 1
for (h in vh) {
vG <- rG^h # g Hoch h
dF <- KFWERG(pw=pW,g=vG,alfa=alfa) # Prozedur nach Kropf
# dF := Nummern der
# abgelehnten Hypothesen
aFA <- length(dF[dF > an]) # Anzahl der abgel. Alternath.
fwera[z] <- fwera[z] + aFA # Summer der Anzahl der
# abgel. Alternath.
# bei Hochzahl h
# wird ausgerechnet
dT <- KFDRG(pw=pW,g=vG,alfa=alfa) # Gewichtete FDR nach Genovese
aN <- length(dT[dT <= an]) - 1 # Anzahl abgel. Nullhypothesen
aA <- length(dT[dT > an]) # Anzahl abgel. Alternatien
fdra[z] <- fdra[z] + aA # Sum Anzahl abgel.
# Alternativen (Hochz. h)
vr <- aN + aA # Anzahl aller abgel. Hypothesen
vr[vr==0] <- 1 # Gleich 1, falls 0 (vr ist Skalar)
fdp[z] <- fdp[z] + aN/vr # FalseDiscoveryProportion
# bei Hochz. h
z <- z + 1
}
}
mfdra <- fdra/anzExp # Durchschnitt abgel. Alternativh. bei gew. FDR Proz.
fdr <- fdp/anzExp # FalseDiscoveryRate (:= Durchschnitt der FDProportion)
mfwera <- fwera/anzExp # Durchschnitt abgel. Alternativh. bei Kropf Proz.
print(fdr)
print(mfdra)
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print(mfwera)
}
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5.2.2 Nichtparametrisch Zweistichprobenfall
# Diese Prozedur rechnet im Zweistichprobenfall
# Nullhypothese: N(0,1)
# Alternativhypothese: N(1.15,1)
# die
# 1) Durchschnittliche Anzahl abgelehnter Hypothesen
# a) Gewichtete Prozedur nach Kropf (fwera)
# b) Gewichtete FDR nach Genovese (fdr)
# 2) FDR
# aus.
VglPowerGFDRuKFWERzsnp <- function() {
# Werte aus Arbeit von Kropf
anzExp <- 100 # Anzahl Experimente
alfa <- 0.05
ap <- 15 # Anzahl (Versuchs)Personen
av <- 12625 # Anzahl Variablen
an <- 12525 # Anzahl Nullhypothesen
aa <- 100 # Anzahl Alternarivhypothesen
vh <- c(0,2,8,16,30,100) # Vektor Hochzahlen
lvh <- length(vh) # Laenge Vektor Hochzahlen
fdra <- numeric(lvh) # FalseDiscoveryRate Alternativ (abgelehnte)
fdp <- numeric(lvh) # FalseDisvoceryProportion
fwera <- numeric(lvh) # FamilyWideErrorRate Alternavitv (abgelehnte)
for (i in 1:anzExp) {
# Die erstene an Hypothesen sind die wahren Nullhypothesen
# Die restlichen aa Hypothesen sind die wahren Alternativhypothesen
# zM: Zeilen = Variablen (bzw Hypothesen)
# zM: Spalten = Anzahl der Versuch(spersonen)
# pW: PWerte = TestFkt := Wilcoxon Zweistichprobentest
# rG: Rohgewichte = Interquantilbereich
zM <- ZufallsZahlen2(anzProb=ap,anzNull=an,anzAltern=aa)
106
pW <- Pwerte2(zM)
rG <- VektorGewichte2(zM)
z <- 1
for (h in vh) {
vG <- rG^h # g Hoch h
aFA <- MacheFWERa(pw=pW,g=vG,alfa=alfa,an) # Prozedur nach Kropf
# Anzahl der abgelehnten
# Alternativhypothesen
fwera[z] <- fwera[z] + aFA # Summe der Anzahl der abgelehnten
# Alternativhypothesen
# bei Hochzahl h (Nummer:z) wird
# ausgerechnet
dT <- MacheFDR(pw=pW,g=vG,alfa=alfa,an) # Gewichtete FDR nach Genovese
fdra[z] <- fdra[z] + dT[2] # Summe Anzahl abgel. Alternativhypothesen
# bei Hochz. h
fdp[z] <- fdp[z] + dT[1] # FalseDiscoveryProportion bei Hochz. h
z <- z + 1
}
}
mfdra <- fdra/anzExp # Durchschnitt abgel. Alternativh. bei gew. FDR Proz.
fdr <- fdp/anzExp # FalseDiscoveryRate (:= Durchschnitt der FDProportion)
mfwera <- fwera/anzExp # Durchschnitt abgel. Alternativh. bei Kropf Proz.
print(fdr)
print(mfdra)
print(mfwera)
}
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5.2.3 Parametrisch Einstichprobenfall
PowerGFDRuKFWERExperiment <- function(anzExp=10,anzNull=12525,
anzAltern=100,anzProb=15,alfa=0.05,vh=c(0,4,16,30)){
MittelN <- 0
MittelA <- 1.15
VarianzN <- 1
VarianzA <- 1
# Mittelwerte ausrechnen
zn <- rnorm(anzNull*anzExp,mean=MittelN,sd=sqrt(VarianzN*1/anzProb))
za <- rnorm(anzAltern*anzExp,mean=MittelA,sd=sqrt(VarianzA*1/anzProb))
mM <- matrix(c(zn,za),nrow=anzNull+anzAltern,byrow=T)
# Varianzen ausrechnen
zn <- (VarianzN/(anzProb-1))*rchisq(anzNull*anzExp,anzProb-1)
za <- (VarianzA/(anzProb-1))*rchisq(anzAltern*anzExp,anzProb-1)
mS <- matrix(c(zn,za),nrow=anzNull+anzAltern,byrow=T)
#print(mS)
# Gewichte ausrechnen
gg <-((mM^2)*anzProb+ mS*(anzProb-1))
saP <- sqrt(anzProb)
tt <- saP*mM/sqrt(mS)
# P-Werte ausrechnen
pw <- apply(tt,c(1,2),function(x) {1-pt(x,anzProb-1)})
## Eventuell zur Kontrolle. Ausgegebner Wert sollte ungefaehr 0.05 sein.
#pwN <- pw[(1:anzNull),]
#print((length(pwN[pwN<=0.05]))/(anzNull*anzExp))
#cat("\n")
fdr <- numeric(anzExp)
fwera <- numeric(anzExp)
fdra <- numeric(anzExp)
j <- 1
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lvh <- length(vh)
mm <- matrix(0,nrow=3,ncol=lvh)
for (h in vh) {
g <- gg^h
for (i in 1:anzExp) {
fdrR <- MacheFDR(pw[,i],g[,i],alfa,anzNull)
fwera[i] <- MacheFWERa(pw[,i],g[,i],alfa,anzNull)
fdr[i] <- fdrR[1]
fdra[i] <- fdrR[2]
}
mm[1,j] <- mean(fdr)
mm[2,j] <- mean(fdra)
mm[3,j] <- mean(fwera)
j <- j + 1
}
return(mm)
}
PowerGFDRuKFWER <- function(anzExp=10,anzNull=12525,anzAltern=100,
anzProb=15,alfa=0.05,anzIt=10,vh=c(0,4,16,30)){
rmm <- c()
for (i in 1:anzIt){
mm <- PowerGFDRuKFWERExperiment(anzExp=anzExp,anzNull=anzNull,
anzAltern=anzAltern,anzProb=anzProb,alfa=alfa,vh=vh)
rmm <- rbind(rmm,mm)
}
return(rbind(vh,rmm))
}
#erg <- PowerGFDRuKFWER(anzExp=10,anzNull=12525,anzAltern=100,
anzProb=15,alfa=0.05,anzIt=10)
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5.3 Adaptive gewichtete FDR
# Es wird folgende Prozedur verwendet
# 1) Ein Vektor vh von Hochzahlen ist gegeben
# 2) P-Werte des Experiments werden ausgerechnet
# 3) Gewichte werden ausgerechnet
# 4) Fuer alle h in vh werden die g_i^h gebildet
# 5) Es werden diejenigen Hypothesen (zu h) abgelehnt, bei denen im Schritt
# (4) die meisten Alternativhypothesen abgelehnt werden.
# 6) Die FDP wird zugehoerig zum h von (5) gebildet
# 7) Die FDR wird mit diesen FDP’s gebildet
FDRadaptivExperiment <- function(anzExp=10,anzNull=12525,
anzAltern=100,anzProb=15,alfa=0.05,vh=c(0,4,16,30)){
MittelN <- 0
MittelA <- 1.15
VarianzN <- 1
VarianzA <- 1
# Mittelwerte ausrechnen
zn <- rnorm(anzNull*anzExp,mean=MittelN,sd=sqrt(VarianzN*1/anzProb))
za <- rnorm(anzAltern*anzExp,mean=MittelA,sd=sqrt(VarianzA*1/anzProb))
mM <- matrix(c(zn,za),nrow=anzNull+anzAltern,byrow=T)
# Varianzen ausrechnen
zn <- (VarianzN/(anzProb-1))*rchisq(anzNull*anzExp,anzProb-1)
za <- (VarianzA/(anzProb-1))*rchisq(anzAltern*anzExp,anzProb-1)
mS <- matrix(c(zn,za),nrow=anzNull+anzAltern,byrow=T)
# (Roh) Gewichte ausrechnen
gg <-((mM^2)*anzProb+ mS*(anzProb-1))
saP <- sqrt(anzProb)
tt <- saP*mM/sqrt(mS) # t-Wert
# P-Werte ausrechnen
pw <- apply(tt,c(1,2),function(x) {1-pt(x,anzProb-1)})
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## Eventuell zur Kontrolle.
## Ausgegebner Wert sollte ungefaehr 0.05 sein.
#pwN <- pw[(1:anzNull),]
#print((length(pwN[pwN<=0.05]))/(anzNull*anzExp))
#cat("\n")
fdr <- numeric(anzExp)
fwera <- numeric(anzExp)
fdra <- numeric(anzExp)
j <- 1
lvh <- length(vh)
mm <- matrix(0,nrow=1,ncol=lvh)
fdp <- numeric(lvh)
fdpa <- numeric(lvh)
fdr4 <- numeric(anzExp)
for (i in 1:anzExp) {
j <- 1
for (h in vh) {
g <- gg^h # Gewichte
fdpR <- MacheFDR(pw[,i],g[,i],alfa,anzNull)
# Return: Vekt. mit 2 Kompnenten
# 1) FalseDiscoveryProportion
# 2) Anzahl der abgel. Alternativhyp.
fdp[j] <- fdpR[1]
fdpa[j] <- fdpR[2]
j <- j + 1
}
fdphm <- which.max(fdpa) # Index (h) mit meisten abgelehnten
# Alternativhypothesen
fdr4[i] <- fdp[fdphm] # Zugehoerige FalseDiscoveryProportion
}
return(mean(fdr4)) # Return: FDR
}
FDRadaptiv <- function(anzExp=10,anzNull=12525,anzAltern=100,
anzProb=15,alfa=0.05,anzIt=10,vh=c(0,4,16,30)){
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rfdr <- numeric(anzIt)
for (i in 1:anzIt){
mm <- FDRadaptivExperiment(anzExp=anzExp,anzNull=anzNull,
anzAltern=anzAltern,anzProb=anzProb,alfa=alfa,vh=vh)
rfdr[i] <- mm
}
return(mean(rfdr))
}
#erg <- FDRadaptiv(anzExp=10,anzNull=12525,anzAltern=100,
anzProb=15,alfa=0.05,anzIt=10,vh=c(0,1,2,3,4,6,8,10,12,14,16,20,25,30,60))
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5.4 Gewichtete FDR-Globale Nullhypothese
# Es wird untersucht ob die gewichtete FDR Prozedur bei der
# globalen Nullhypothese, also alle Variable aus N(0,1)
# zum Niveau 0.05 eingehalten wird.
GlobalNullFDRExperiment <- function(anzExp=10,anzNull=12625,
anzProb=15,alfa=0.05,vh=c(0,4,16,30)){
MittelN <- 0
MittelA <- 1.15
VarianzN <- 1
VarianzA <- 1
# Mittelwerte ausrechnen
zn <- rnorm(anzNull*anzExp,mean=MittelN,sd=sqrt(VarianzN*1/anzProb))
mM <- matrix(zn,nrow=anzNull,byrow=T)
# Varianzen ausrechnen
zn <- (VarianzN/(anzProb-1))*rchisq(anzNull*anzExp,anzProb-1)
mS <- matrix(zn,nrow=anzNull,byrow=T)
# Gewichte ausrechnen
gg <-((mM^2)*anzProb+ mS*(anzProb-1))
saP <- sqrt(anzProb)
tt <- saP*mM/sqrt(mS)
# P-Werte ausrechnen
pw <- apply(tt,c(1,2),function(x) {1-pt(x,anzProb-1)})
## Eventuell zur Kontrolle.
## Ausgegebner Wert sollte ungefaehr 0.05 sein.
#pwN <- pw[(1:anzNull),]
#print((length(pwN[pwN<=0.05]))/(anzNull*anzExp))
#cat("\n")
fdr <- numeric(anzExp)
fwera <- numeric(anzExp)
fdra <- numeric(anzExp)
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j <- 1
lvh <- length(vh)
mm <- matrix(0,nrow=1,ncol=lvh)
for (h in vh) {
g <- gg^h
#print(g)
for (i in 1:anzExp) {
fdrR <- MacheFDR(pw[,i],g[,i],alfa,anzNull)
fdr[i] <- fdrR[1]
fdra[i] <- fdrR[2]
}
mm[1,j] <- mean(fdr)
j <- j + 1
}
return(mm)
}
GlobalNullFDR <- function(anzExp=10,anzNull=12625,
anzProb=15,alfa=0.05,anzIt=10,vh=c(0,4,16,30)){
rmm <- c()
for (i in 1:anzIt){
mm <- GlobalNullFDRExperiment(anzExp=anzExp,
anzNull=anzNull,anzProb=anzProb,alfa=alfa,vh=vh)
rmm <- rbind(rmm,mm)
}
return(rbind(vh,rmm))
}
#GlobalNullerg <- GlobalNullFDR(anzExp=10,anzNull=12625,
anzProb=15,alfa=0.05,anzIt=10)
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5.5 Golub Test
GolubTest <- function(GolubDaten) {
GD <- GolubDaten
aM <- 27
aF <- 11
alfa <- 0.05
pW <- PwerteMFt(zM=GD,aM=aM,aF=aF)
vG <- VektorGewichteMF(zM=GD,aM=aM,aF=aF)
ergFWER <- KFWERG(pW,vG,alfa)
ergFDR <- KFDRG(pW,vG,alfa)
erg <- list()
erg[[1]] <- ergFWER
erg[[2]] <- ergFDR
return(erg)
}
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5.6 Prozeduren und Utilities
# Gewichtete FDR-Prozedur nach Genovese et. al.
KFDRG <- function(pw,g,alfa) {
pw <- c(0,pw)
g <- c(1,g)
# PWerte (Zusatz von 0 aus programmtechnischen Gruenden)
# Gewichte (Zusatz von 1 aus programmtechnischen Gruenden)
nn <- length(pw)
pg <- pw/g # Pwerte/Gewichte := Q-Werte
m <- nn - 1 # "Wirkliche" Anzahl der P-Werte
q <- sort(pg,index.return=TRUE) # Sortiere die Q-Werte
v <- 0:m
cc <- v/m*alfa # Vektor der Werte von Q_i <= i/m*alfa
qq <- unlist(q["x"])
bh <- v[(qq <= cc) == TRUE]
# Wo gilt ueberall Q_i <= i/m*alfa (
# bh := Benjamini-Hochberg besteht nur aus abg. Hyp.
ind <- bh[length(bh)] # Index des Groessten, wo (*) gilt
erg <- (unlist(q["ix"])-1)[1:(ind+1)]
# Alle Indizi der Hypothesen, die abgelehnt werden
# -1, da Index wegen erstem Vektor jeweils zu hoch.
# Alle nach den Q-Werten geordnete Hypothesen
# bis einschliesslich zum Index ind werden
# abgelehnt. Da die "dummy"-Hypothese an Position
# 1 steht, steht die letzte abzulehnende "echte"
# Hypothese an Stelle ind + 1
return (erg)
}
KFWERG <- function(pw,g,alfa) {
pw <- c(0,pw)
g <- c(1,g)
# PWerte (Zusatz von 0 aus programmtechnischen Gruenden)
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# Gewichte (Zusatz von 1 aus programmtechnischen Gruenden)
nn <- length(pw)
pg <- pw/g
pgo <- order(pg)
dsum <- sum(g)
wsum <- 0
dieTests <- numeric(nn)
# Die erste Hypothese wird auf jeden Fall abgelehnt,
# dann wird pgo[1]=1 und damit wsum = 1.
# Bei der ersten "echten" Iteration hat dann dsum den richtigen Wert
for (i in 1:nn) {
dsum <- dsum - wsum
if (pg[pgo[i]]<= alfa/dsum) {
dieTests[i] <- pgo[i] - 1
wsum <- g[pgo[i]]
}
else {
return(dieTests[1:(i-1)])
}
}
return(dieTests[1:nn])
}
MacheFDR <- function(pw,g,alfa,an) {
dT <- KFDRG(pw,g/mean(g),alfa)
aN <- length(dT[dT <= an]) - 1
aA <- length(dT[dT > an])
vr <- aN + aA
vr[vr==0] <- 1
return (c(aN/vr,aA))
}
MacheFWERa <- function(pw,g,alfa,an) {
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dT <- KFWERG(pw,g,alfa)
aA <- length(dT[dT > an])
return(aA)
}
ZufallsZahlen <- function(anzProb,anzNull,anzAltern,mN=0,mA=1.15) {
aN <- anzNull*anzProb
aA <- anzAltern*anzProb
aM <- anzNull + anzAltern
zN <- rnorm(aN,mean=mN)
zA <- rnorm(aA,mean=mA)
alleN <- c(zN,zA)
alleM <- matrix(alleN,nrow=aM,byrow=T)
return(alleM)
# die ersten anzNull Zeilen enthalten die
# Beobachtungswerte der wahren Nullhypothesen
# die restlichen anzAltern Zeilen enhalten die
# Beobachtungswerte der wahren Alternativen
}
Pwerte <- function(zM,TF) {
return(apply(zM,1,TF))
# Teststatistik wird auf die Zeile der Matrix (Stichprobe)
# angewendet
}
TestFkt <- function(v) {
return(wilcox.test(v)[[3]]) # P-Wert des Wilcoxontest.
}
VektorAbsolutMedian <- function(zM) {
abszM <- abs(zM)
vaM <- apply(abszM,1,median)
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return(vaM)
}
VektorGewichte <- function(zM,h){
vaM <- VektorAbsolutMedian(zM)
vG <- vaM^h
return(vG)
}
ZufallsZahlen2 <- function(anzProb,anzNull,anzAltern,mN=0,mA=1.15) {
av <- anzNull + anzAltern
aN <- (anzNull+av)*anzProb
aA <- anzAltern*anzProb
zN <- rnorm(aN,mean=mN)
zA <- rnorm(aA,mean=mA)
alleN <- c(zN,zA)
alleM <- matrix(alleN,nrow=2*av,byrow=T)
return(alleM)
## 1) an Zeilen Normal mean Null (0)
## 2) aa Zeilen Normal mean Null (0)
## 3) an Zeilen Normal mean Null (0)
## 4) aa Zeilen Normal mean Alternativ
#### (Mittelwert der Alternativhypothese)
### 1) + 3) --> Nullhypothese
### 2) + 4) --> Alternativhypothese
}
Pwerte2 <- function(zM) {
av <- length(zM[,1])/2
pW <- numeric(av)
for (i in 1:av) {
m <- matrix(c(zM[i,],zM[(i+av),]),ncol=2)
pW[i] <- as.numeric(wilcox.test(m)[3])
}
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return(pW)
}
VektorGewichte2 <- function(zM) {
av <- length(zM[,1])/2
vG <- numeric(av)
for (i in 1:av) {
a <- c(zM[i,],zM[(i+av),])
qa <- quantile(a)
vG[i] <- qa[4]-qa[2]
}
return(vG)
}
Extrahieren <- function(erg) {
az <- nrow(erg)
erg <- erg[2:az,]
return(mean(erg))
}
Extrahieren3 <- function(erg,i) {
az <- nrow(erg)
erg <- erg[2:az,]
azn <- nrow(erg)
welche <- ((1:azn)%%3) == i
welche <- (1:azn)[welche]
alle <- erg[welche,]
asp <- ncol(alle)
rerg <- numeric(asp)
for (i in 1:asp) {
rerg[i] <- mean(alle[,i])
}
return(rerg)
}
##############
KFDRGalt <- function(pw,g,alfa) {
# Alternativprozedur zu KFDR. Diese la¨uft wegen der
# Schleife wohl etwas langsamer, da in Szenarien
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# mit nur wenig Alternativhypothesen die Schleife
# sehr lange bis zum Abbruch la¨uft.
pw <- c(0,pw) #damit mindestens eine Hypothese abgelehnt wird,
# die dummy Hypothese
g <- c(1,g) #muss nacher abgezogen werden.
nn <- length(pw)
pg <- pw/g
pgo <- order(pg)
m <- nn - 1
aDm <- alfa/m
for (i in nn:1) {
if (pg[pgo[i]] <= (i-1)*aDm) {
return(pgo[1:i]-1)
}
}
return(pgo[1])
}
Diese Funktionen werden von der Funktion GolubTest sowie von den Funk-
tionen bei der Simulation kleiner, vor allem ungleich großer Stichproben ver-
wendet.
ZufallsZahlenMF <- function(anzM=6,anzF=9,anzNull=12525,
anzAltern=100,mN=0,mA=2.4) {
av <- anzNull + anzAltern
amM <- av*anzM
amFnull <- anzNull*anzF
amFaltern <- anzAltern*anzF
zmM <- rnorm(amM)
zmFnull <- rnorm(amFnull)
zmFaltern <- rnorm(amFaltern,mean=mA)
mM <- matrix(zmM,nrow=av)
mFnull <- matrix(zmFnull,nrow=anzNull)
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mFaltern <- matrix(zmFaltern,nrow=anzAltern)
MM <- matrix(0,nrow=av,ncol=anzM+anzF)
MM[1:av,1:anzM] <- mM
MM[1:anzNull,(anzM+1):(anzM+anzF)] <- mFnull
MM[(anzNull+1):av,(anzM+1):(anzM+anzF)] <- mFaltern
return(MM)
}
VektorGewichteMF <- function(zM,aM=6,aF=9) {
av <- nrow(zM) # AnzahlVariablen
vG <- numeric(av) # VektorGewichte
for (i in 1:av) {
a <- c(zM[i,1:aM],zM[i,(aM+1):(aM+aF)])
qa <- quantile(a)
vG[i] <- qa[4]-qa[2]
}
return(vG)
}
PwerteMFw <- function(zM,aM=6,aF=9) {
av <- nrow(zM) # AnzahlVariablen
pW <- numeric(av)
for (i in 1:av) {
pW[i] <- as.numeric(wilcox.test(x=zM[i,1:aM],y=zM[i,(aM+1):(aM+aF)])[3])
}
return(pW)
}
PwerteMFt <- function(zM,aM=6,aF=9) {
av <- nrow(zM) # AnzahlVariablen
pW <- numeric(av)
for (i in 1:av) {
pW[i] <- as.numeric(t.test(x=zM[i,1:aM],y=zM[i,(aM+1):(aM+aF)])[3])
}
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return(pW)
}
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Symbolverzeichnis
Es ist schon seit la¨ngerem bekannt, daß man bei der Auswahl des richtigen
Variablennamen oft sehr jonglieren muß [21]. Das gilt natu¨rlich auch fu¨r
Bezeichner aller Art. Man muß sich auch daran gewo¨hnen, daß das gleiche
Symbol in verschiedener Bedeutung verwendet wird [22].
For the convenience of the reader, wie man es auf Englisch sagen wu¨rde,
listen wir hier die wichtigsten Bezeichner auf.
Wenn ein Bezeichner sehr ha¨ufig auftritt, etwa m fu¨r die Anzahl der zu
testenden Hypothesen wird ∞ in der Seitenspalte angegeben, sonst mit ein
paar Ausnahmen das erste Auftreten.
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Symbol Seite Kurzbeschreibung
B(t) 40 1/G(t)
Bˆm(t) 40 1/Gˆm(t)
BHa 18 Benjamini-Hochberg Prozedur
C(t) 48 1/D(t)
Cˆm(t) 48 1/Dˆm(t)
D(t) 44 Verteilungsfunktion von P/W
Dˆm(t) 44 Empirische Verteilungsfunktion von P/W
F (t), F 38 Verteilungsfunktion der P-Werte bei Gu¨ltigkeit der Alternative
FDP 18 V/R · 1{R>0}
FDR 18 E(V/R · 1{R>0})
FWER 9 Wahrscheinlichkeit, mindestens eine wahre Nullhypothese abzulehnen
gi ∞ Gewichte
G(t) 40 Verteilungsfunktion der P-Werte
Gˆm(t) 40 Empirische Verteilungsfunktion der P-Werte
Hi ∞ i-te Hypothese, aber auch Hi = 1, falls Hi Alternative, = 0 sonst.
H(t) 53 P (P/W ≤ t|H = 1)
m ∞ Anzahl der betrachteten Hypothesen
m0 ∞ Anzahl der wahren Nullhypothesen
m1 ∞ Anzahl der wahren Alternativhypothesen
pFDR 29 E(V/R|R > 0)
Pi ∞ P-Wert der i-ten Hypothese
P(i) ∞ i-t gro¨ßter P-Wert
Q 18 Andere Bezeichnung fu¨r FDP
Qi ∞ Pi/Wi
R 17 Anzahl abgelehnter Hypothesen
Rk,i 20,41 Siehe die Definition im Text
S 17 Anzahl abgelehnter wahrer Alternativen
T 17 Anzahl angenommener wahrer Alternativen
U 17 Anzahl angenommener wahrer Nullhypothesen
V 17 Anzahl abgelehnter wahrer Nullhypothesen
Vm(t) 51 m
−1∑
i(1−Hi)1{Pi/Wi≤t}
V (t) 51 V (t) = E(1−Hi)1{Pi/Wi≤t}
Wi ∞ Gewicht
aBH kann auch fu¨r Bonferroni-Holm stehen. Der Bezeichnungsteufel hat zugeschlagen
[21].
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Abstract
In der vorliegenden Arbeit werden die klassischen multiplen Testverfahren
von Bonferroni und Bonferroni-Holm sowohl im gewichteten als auch im
ungewichteten Fall behandelt. Die False Discovery Rate FDR und die pF-
DR werden behandelt. Es wird die ungewichtete und gewichtete Benjamini-
Hochberg Prozedur untersucht. Gewichte werden sowohl a priori als auch a
posteriori aus den Daten bestimmt. Im Fall der aus den Daten bestimmten
Gewichten wird auch die noch nicht in der Litertur behandelte FDR unter-
sucht. Simulationen werden fu¨r alle Prozeduren durchgefu¨hrt.
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