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Abstract
Sparsity and missing data problems are very common in spatiotemporal traffic data collected from various sensing
systems. Making accurate imputation is critical to many applications in intelligent transportation systems. In
this paper, we formulate the missing data imputation problem in spatiotemporal traffic data in a low-rank
tensor completion (LRTC) framework and define a novel truncated nuclear norm (TNN) on traffic tensors of
location×day×time of day. In particular, we introduce an universal rate parameter to control the degree of truncation
on all tensor modes in the proposed LRTC-TNN model, and this allows us to better characterize the hidden patterns
in spatiotemporal traffic data. Based on the framework of the Alternating Direction Method of Multipliers (ADMM),
we present an efficient algorithm to obtain the optimal solution for each variable. We conduct numerical experiments
on four spatiotemporal traffic data sets, and our results show that the proposed LRTC-TNN model outperforms many
state-of-the-art imputation models with missing rates/patterns. Moreover, the proposed model also outperforms
other baseline models in extreme missing scenarios.
Keywords: Spatiotemporal traffic data, Missing data imputation, Low-rank tensor completion, Truncated nuclear
norm (TNN) minimization, Nonconvex optimization
1. Introduction
Spatiotemporal traffic data, which registers time-stamped traffic state (e.g., flow and speed) observations from
different locations (e.g., a network of sensors), serves as a critical input to a wide range of applications in intelligent
transportation systems (ITS), such as travel time estimation, trip planning, traffic forecasting, to name but a few.
With the recent development in information and communication technology (ICT), the scale and dimension of
spatiotemporal traffic data also become larger. In the meanwhile, however, these data sets also suffer from the
missing data problem, which undermines their utility and effectiveness in real-world applications. In practice, the
missing data problem may arise from sensor malfunctioning, communication failure, and maintenance. Another
critical reason that causes the missing data problem is due to the insufficient sensor coverage in both the spatial
and the temporal dimensions. For example, floating cars in an urban transportation network can provide a good
sample of traffic information in real-time. However, the data itself is in nature sparse and far from enough to
support city-wide and fine-resolution traffic speed and travel time monitoring. Therefore, performing imputation
on spatiotemporal traffic data has become a critical step before further applications. Recent research has shown
an increasing interest in developing efficient and effective missing data imputation methods for large-scale and
high-dimensional traffic data (see e.g., Zhu et al., 2012; Li et al., 2013; Asif et al., 2016; Tan et al., 2016; Chen et al.,
2019a,b; Yu et al., 2020).
Incomplete spatiotemporal traffic data are multivariate/multidimensional time series with various missing
patterns and missing ratios. Essentially, the missing patterns can be summarized into two types: random missing
and non-random missing. Figure 1 presents two intuitive examples of missing patterns (i.e., random missing and
non-random missing) in a spatiotemporal setting. The fluctuation of the power grid and the loss of the transmission
packets can lead to data random missing scenarios in which individual data points are randomly lost. While the
sensor malfunctioning and regular maintenance may cause non-random data missing scenarios in which we have
correlation corruption for a certain period of time. It has been demonstrated that non-random missing patterns are
more difficult to deal with than random missing due to the correlated corruption. It is very challenging to impute the
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Figure 1: Missing pattern examples of spatiotemporal traffic data (e.g., traffic speed). For a given spatial location, collected traffic data are indeed
time series. In both two examples, T is the total number of time intervals per day. (a) Data are missing at random. Small circles represent the
missing values. (b) Data are missing not at random. This is a more common and realistic missing pattern for spatiotemporal traffic data in
which data are missing continuously during few time periods. Blue curves within green plates represent the observed values, while gray curves
represent the missing values.
incomplete traffic data under non-random or mixture missing patterns that data may be lost for several hours or
even several days.
The fundamental challenge of missing data imputation is to effectively borrow information from those “observed”
entries by characterizing the higher-order correlations and dependencies in the data. To achieve this, recent research
has shown an increasing interest in taking advantage of the low-rank property of spatiotemporal data, which
allows us to apply techniques such as compressive sensing, principal component analysis (PCA), and matrix/tensor
factorization. For example, Zhu et al. (2012) imposed the low-rank assumption on a traffic state matrix from a list of
road segments over certain time and transforms missing data imputation to a matrix completion problem; based
on probabilistic PCA, Qu et al. (2009) and Li et al. (2013) developed an improved model to better characterize the
nonlinear spatiotemporal dependencies; based on probe vehicle data, Yu et al. (2020) developed a city-wide traffic
data estimation framework by performing matrix completion using Schatten p-norm.
Traffic time series data is unique in the sense that there exists strong daily patterns and similarity (Li et al., 2015).
To better capture the correlations and utilize the global structure across different days, Asif et al. (2016), Tan et al.
(2016) and Chen et al. (2018) model the temporal dimension as the combination of day and time of day, and then
apply tensor factorization techniques to impute missing values. In general, these models fold a long time series
vector from a sensor to a matrix by stacking the vectors from different days; thus, these works transform the original
time series matrix to a third-order tensor by introducing “day” as an additional dimension. Given that most traffic
data sets are inherently low-rank, these low rank-based models have demonstrated superior performance over other
methods.
In the meanwhile, substantial research progress has been made in developing new learning methods for low-rank
tensor completion (LRTC). Given that the rank operator is neither convex nor continuous, the nuclear norm (NN) is
introduced as a convex surrogate for the rank function to be minimized. LRTC with a NN function has attracted
considerable attention recently, and many variants have been developed in the past few years (see e.g., Liu et al.,
2013). However, despite the remarkable performance of NN in matrix/tensor completion, it is also suggested that
the convex NN relaxation may not be sufficient to approximate the rank, as all the singular values are simultaneously
minimized (Hu et al., 2013). It has been proved that solving the convex NN regularized problem leads to a near-
optimal low-rank solution if we impose certain incoherence assumptions on the singular values of the matrix (Cande`s
and Tao, 2010); however, such conditions are rarely met in practice. As a result, recent research has tried to identify
alternative approximation to the rank function, and some studies have shown the advantage of using nonconvex
surrogate functions to approximate the rank for matrices (see e.g., Hu et al., 2013; Lu et al., 2014, 2015; Yao et al.,
2019; Fan et al., 2019). For example, Lu et al. (2014) and Yao et al. (2019) evaluated several nonconvex singular value
functions for approximating the rank function on low-rank matrix learning, and it is shown that nonconvex surrogate
regularization can work better than NN. Recent studies have also extended matrix TNN to a tensor setting (e.g.,
Huang et al., 2014; Han et al., 2017; Xue et al., 2018), showing that nonconvex TNN minimization is more capable
than convex NN minimization on tensor completion tasks. However, these studies mainly focus on an image setting
(e.g., a tensor of 256×256×3 (n1×n2×n3)) in which n3  n1, n2, and it remains a critical challenge to properly define
the degree of truncation on each tensor mode in the case of spatiotemporal traffic data without prior knowledge. To
solve this problem, we propose a new TNN model in which we automatically determine the nuclear norm truncation
along each mode of a given data tensor by introducing a global rate parameter. Our contribution is twofold:
• We develop an imputation model that benefits from our domain knowledge. Following the nonconvex TNN
minimization on matrix learning problems, we propose a TNN minimization based LRTC model with elegantly
defined TNN on tensors and apply an efficient optimization algorithm—Alternating Direction Method of
Multipliers (ADMM)—to solve this model. The truncation along all tensor modes can be automatically
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determined by a rate parameter in this model, and this technical operation is more flexible than what given in
previous LRTC-TNN models.
• We show the capability and advantage of the proposed model with extensive data sets and imputation
experiments. Relying on the four selected spatiotemporal traffic data sets, we demonstrate the superiority
(e.g., accuracy, efficiency) of the proposed model with various missing rates/patterns over the state-of-the-art
imputation models. In a very unusual case that data have a large number of missing values (e.g., missing rate
is 70%), we also show that the proposed model provides accurate imputation results and outperforms the
competing models.
The remainder of this paper is organized as follows. In Section 2, we first present the basic formulation of
low-rank tensor completion (LRTC), and then we propose a new formulation based on truncated nuclear norm
(TNN) minimization by introducing a universal rate parameter to control the degree of truncation. Section 3 depicts
the main pipeline for model implementation and application. In Section 4, we conduct numerical experiments on
several real-world data sets under two aforementioned missing scenarios, and we evaluate the proposed LRTC-TNN
model against several state-of-the-art baseline models. Section 5 summarizes this study and we discuss several
directions for future research.
2. Methodology
In this section, we first introduce the basic formulation of the LRTC model. Then, we introduce the LRTC with
truncated nuclear norm (TNN) minimization in detail. In particular, we define the formulation of TNN on tensors
and integrate it into LRTC.
2.1. Notations
Throughout this work, we follow the same notations as in Kolda and Bader (2009). We use boldface uppercase
letters to denote matrices, e.g.,X ∈ Rm×n, boldface lowercase letters to denote vectors, e.g., xi ∈ Rn, and lowercase
letters to denote scalars, e.g., xij . Given a matrixX , the Frobenius norm is defined as ‖X‖F =
√∑
i,j x
2
ij . We denote
a dth-order tensor and its entries by X ∈ Rn1×···×nd and xi1...id , respectively. We also define the Frobenius norm on
tensor as ‖X‖F =
√∑
i1,i2,...,id
xi1i2···id . Let X (k) ∈ Rnk×(
∏
l 6=k nl) denote the kth-mode unfolding of tensor X for
k = 1, ..., d. Correspondingly, we define a folding operator that converts a matrix to a higher-order tensor in the
kth-mode as foldk(·). Thus, we have foldk(X (k)) = X .
2.2. Low-Rank Tensor Completion (LRTC)
LRTC is a family of tensor completion techniques. This type of machine learning model is essentially built on
the low-rank assumption on the partially observed input tensor, which is same to the low-rank matrix completion.
In this work, we mainly focus on modeling a third-order tensor in the context of spatiotemporal traffic data. For a
partially observed third-order tensor Y ∈ RM×N×T , the LRTC model can be formulated as
min
X
rank(X )
s.t. PΩ(X ) = PΩ(Y),
(1)
whereX ∈ RM×N×T is the recovered tensor that we hope to find, Ω is the index set of the observed entries (Liu et al.,
2013). The notation rank(·) refers to the algebraic rank, and extension to higher-order tensors is straightforward. The
operator PΩ : RM×N×T 7→ RM×N×T is an orthogonal projection supported on Ω:
[PΩ (X )]mnt =
{
xmnt, if (m,n, t) ∈ Ω,
0, otherwise,
for any tensor X . The operator P⊥Ω : RM×N×T 7→ RM×N×T denotes the projection onto the complementary set of Ω.
The relationship between these two operators is PΩ(X ) + P⊥Ω (X ) = X .
The rank minimization problem in Eq. (1) for tensor completion is NP-hard and computationally intractable
(Liu et al., 2013). To deal with this issue, recent research focuses on identifying a possible convex relaxation as an
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alternative to the rank minimization problem. For example, Liu et al. (2013) proposed to use the multiple NN to
replace the rank function in the objective function:
min
X
3∑
k=1
αk‖X (k)‖∗
s.t. PΩ (X ) = PΩ (Y) ,
(2)
where αk ≥ 0 for k = 1, 2, 3 are weight parameters. In this objective function, for any matrixX , the NN is defined as
‖X‖∗ =
∑
i σi(X) and σi(X) is the ith biggest singular value ofX . In an early study, Fazel (2002) proved that the
standard NN ‖X‖∗ is the convex envelope of the nonconvex rank function, i.e., rank(X), when the largest singular
value is not larger than 1.
Despite that the NN minimization method has achieved tremendous progress and remarkable success in missing
matrix/tensor data imputation tasks in previous studies, recent studies suggest that the result can be significantly
improved by using certain nonconvex functions constructed on singular values instead of the default NN (Hu
et al., 2013; Gu et al., 2014; Yao et al., 2019). For example, instead of minimizing all singular values of a matrix
simultaneously, TNN minimization keeps large singular values unchanged to preserve major components and only
consider those small singular values as variables. In this work, our preliminary goal is to define a type of TNN on
tensors to replace the corresponding NN in Eq. (2).
2.3. LRTC with TNN Minimization (LRTC-TNN)
Before introducing the formulation of TNN on tensors, we first give a commonly used definition for the TNN on
matrices.
Definition 1 (Truncated Nuclear Norm on Matrices (Zhang et al., 2012; Hu et al., 2013)). Given a matrixX ∈ Rm×n
and a positive integer r < min{m,n}, TNN ‖X‖r,∗ is defined as the sum of min{m,n} − r minimum singular values,
i.e.,
‖X‖r,∗ =
min{m,n}∑
i=r+1
σi(X), (3)
where σi(X) is the ith singular value ofX . The singular values are sorted as σ1 ≥ σ2 ≥ · · · ≥ σmin{m,n} ≥ 0.
In Definition 1, the largest r singular values σ1(X), ..., σr(X) do not contribute to the TNN function. This
truncation definition makes it possible to minimize the NN subtracted by the sum of the largest r singular values
rather than all singular values simultaneously. However, this definition on matrices cannot be directly used for
multiway/multidimensional tensors. In accordance with TNN on matrices, we follow Liu et al. (2013) and propose
to use tensor unfoldings (i.e., matrices) to define the TNN on tensors.
Definition 2 (Truncated Nuclear Norm on Tensors). For any dth-order tensor X ∈ Rn1×n2×···×nd , the multiple
TNN is defined as
‖X‖θ,∗ =
d∑
k=1
αk‖X (k)‖rk,∗, (4)
with the truncation for each tensor mode being
rk = dθ ·min{nk,
∏
h6=k
nh}e,∀k ∈ {1, 2, ..., d}, (5)
where d·emeans the smallest integer that is not less than the given value, θ is an universal rate parameter which
controls the whole truncation on d modes of X and it should satisfies 1 ≤ rk < min{nk,
∏
h6=k nh} in this case,
α1, ..., αd with (
∑
k αk = 1) are weight parameters imposed on all the TNN of unfolding matrices X (1), ...,X (d),
respectively.
Provided Definition 2 as the basis of LRTC with TNN minimization, we believe that if the rate parameter θ can
be set appropriately, the truncation for each tensor mode would be assigned automatically. By replacing the NN in
Eq. (2) with the defined TNN in Eq. (4), the LRTC model is now given by
min
X
3∑
k=1
αk‖X (k)‖rk,∗
s.t. PΩ (X ) = PΩ (Y) .
(6)
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However, Eq. (6) is still not in its appropriate form. In fact, unfolding a tensor in different mode cannot guarantee
the dependencies of variables (i.e., unfolding matrices of the tensor) in the objective function (Liu et al., 2013). To
this end, we introduce an auxiliary tensor variableM and an additional set of constraints X k =M, k = 1, 2, 3 to
convert the problem (6) into a tractable problem as follows,
min
M,X 1,X 2,X 3
3∑
k=1
αk‖X k(k)‖rk,∗
s.t.
{ X k =M, k = 1, 2, 3,
PΩ (M) = PΩ (Y) ,
(7)
where M is introduced to keep observation information and then broadcast such information to the variables
X k, k = 1, 2, 3. In the current formulation, tensors X k, k = 1, 2, 3 are involved with TNNs while another variableM
establishes the relationship with the partially observed tensor Y .
2.4. Solution Algorithms
To solve this optimization problem, a straightforward and widely used approach is the Alternating Direction
Method of Multipliers (ADMM) framework. This framework has been experimentally proved to be efficient for
low-rank matrix/tensor completion models (Hu et al., 2013; Liu et al., 2013). Before setting up an ADMM model, we
need to write the augmented Lagrangian function of Eq. (7) in advance:
L(M, {X k,T k}3k=1) =
3∑
k=1
(
αk‖X k(k)‖rk,∗ +
ρk
2
‖X k(k) −M(k)‖2F +
〈X k −M,T k〉) , (8)
where
〈·, ·〉 denotes the inner product. The auxiliary variables T 1,T 2,T 3 ∈ RM×N×T are used for dual update in
the following ADMM scheme.
Accordingly, ADMM transforms the original tensor completion problem to the following three subproblems in an
iterative manner:
X l+1k : = arg minX L(M, {X
l+1
k ,T lk}3k=1),
Ml+1 : = arg min
M
L(M, {X l+1k ,T lk}3k=1),
T l+1k : = T lk + ρk(X l+1k −Ml+1),
(9)
where we follow the order X l+11 → · · · → X l+13 →Ml+1 → T l+11 → · · · → T l+13 .
In practice, if ρ1 = ρ2 = ρ3 = ρ, the variables T l+1k can be updated by
T l+1 := T l + ρ(X˜ l+1 − M˜l+1), (10)
where T , X˜ ,M˜ are fourth-order tensors of the same size M ×N ×T ×3. T and X˜ are stacked by third-order tensors
T ks and X ks over the fourth mode, respectively, and M˜ is stacked over the fourth mode by copying the third-order
tensorM.
2.4.1. Computing Tensors X k, k = 1, 2, 3
Based on Eqs. (8) and (9), the subproblem for getting the optimal X l+1k is
X l+1k : = arg minX αk‖X (k)‖rk,∗ +
ρk
2
‖X (k) −Ml(k)‖2F +
〈X (k),T lk(k)〉
= arg min
X
αk‖X (k)‖rk,∗ +
ρk
2
‖X (k)‖2F − ρk
〈X (k),Ml(k) − 1ρkT lk(k)〉,
= arg min
X
αk‖X (k)‖rk,∗ +
ρk
2
‖X (k) − (Ml(k) −
1
ρk
T lk(k))‖2F ,
= arg min
X
G(X (k)).
(11)
In general, the optimal X can be found by solving 0 ∈ ∂G(X (k)) when G(X (k)) is convex. However, for a
nonconvex G(·), a global optimal solution is not guaranteed (Hu et al., 2013) and it remains unclear whether an
optimization problem like Eq. (11) can converge to the desired global optima. In this work, we adopt a closed-form
optimal/sub-optimal solution to this problem by using the following theorem.
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Theorem 1. For any α, ρ > 0, Z ∈ Rm×n, and r ∈ N+ where r < min{m,n}, an optimal solution to the problem
min
X
α‖X‖r,∗ + ρ
2
‖X −Z‖2F , (12)
is given by the generalized singular value thresholding
Xˆ = UΣα/ρV
>, (13)
where UΣV > is the singular value decomposition of Z. The shrinkage of singular values is therefore defined as
Σα/ρ = diag
(
(σ1, · · · , σr, [σr+1 − α/ρ]+, · · · , [σmin{m,n} − α/ρ]+)>
)
, (14)
where σ1, ..., σmin{m,n} are diagonal entries of Σ, and [·]+ denotes the positive truncation at 0 which satisfies [σ − α/ρ]+ =
max{σ − α/ρ, 0}.
Proof. For any x, z > 0, define the function fi(·) as
fi(x) =
{
αx+ ρ2 (x− z)2, if i > r,
ρ
2 (x− z)2, otherwise,
(15)
which is differentiable, and
∂fi(x)
∂x
=
{
α+ ρ(x− z), if i > r,
ρ(x− z), otherwise. (16)
When minimizing the objective function F (X) = α‖X‖r,∗+ ρ2‖X−Z‖2F , we should findX such that 0 ∈ ∂F (X)
to optimize F . To solve 0 ∈ ∂F (X), we construct the singular value function referring to Larsson et al. (2014) as
f : Rmin{m,n} 7→ R as f(σ(X)) = ∑min{m,n}i=1 fi(σi(X)) where the function fi(·) is defined as Eq. (15). Considering
the components of the sum in f(σ(X)) separately, we have
0 ∈ ∂fi(σi(X))
∂σi(X)
⇒ σi(X) =
{
[σi(Z)− α/ρ]+ , if i > r,
σi(Z), otherwise,
(17)
and this result is same as Eq. (14).
On the other hand, the TNN minimization problem described in Eq. (12) is indeed a special case of the weighted
NN minimization problem, i.e.,
min
X
αw>σ(X) +
ρ
2
‖X −Z‖2F ,
with the weights being w1, ..., wr = 0 and wr+1, ..., wmin{m,n} = 1. As proved by Zhang and Lu (2011) (Proposition
2.1) and Chen et al. (2013) (Theorem 2.3), in the situation of 0 ≤ w1 ≤ · · · ≤ wmin{m,n} (i.e., order constraint), weighted
NN minimization problem has an optimal solution and the shrinkage of singular values corresponding to Eq. (14) is
given by
Σα/ρ = diag
(
([σ1 − αw1/ρ]+, · · · , [σmin{m,n} − αwmin{m,n}/ρ]+)>
)
, (18)
which is consistent with Theorem 1.
Now, according to Theorem 1, the shrinkage of singular values for the problem (11) is
σi(X (k)) =

[
σi(Ml(k) − 1ρkT
l
k(k))− αkρk
]
+
, if i > rk,
σi(Ml(k) − 1ρkT
l
k(k)), otherwise,
(19)
where the singular value decomposition ofMlk(k)− 1ρkT
l
k(k) isUΣV
> and the diagonal entries of Σ are σi(Mlk(k)−
1
ρk
T lk(k))s. We could get an optimal X l+1k by
X l+1k = foldk
(
Udiag(σ(X (k)))V >
)
. (20)
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Initialize PΩ(M0k) = PΩ(Y),
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while not converged do
ρ = min{1.05×ρ, ρmax}
for k = 1 to 3 do
Update X l+1k ;
UpdateMl+1;
Update T l+1;
l := l + 1;
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Figure 2: Main procedures for a real-world data imputation task using the proposed LRTC-TNN model. Left panel: Organizing an incomplete
tensor from partially observed traffic measurements; Middle panel: Implementing the proposed LRTC-TNN model; Right panel: Getting a
recovered tensor.
2.4.2. Computing TensorM
In terms ofMl+1, there is a least square solution based on Eq. (8) and (9), which is given by
Ml+1 : = arg min
M
3∑
k=1
(ρk
2
‖X l+1k(k) −M(k)‖2F −
〈M(k),T lk(k)〉)
= arg min
M
3∑
k=1
(ρk
2
〈X l+1k −M,X l+1k −M〉− 〈M,T lk〉)
= arg min
M
3∑
k=1
(ρk
2
〈M,M〉− ρk〈M,X l+1k 〉− 〈M,T lk〉)
= arg min
M
〈M,M〉− 2∑3
k=1 ρk
〈
M,
3∑
k=1
(
ρkX l+1k + T lk
)〉
=
1∑3
k=1 ρk
3∑
k=1
(
ρkX l+1k + T lk
)
,
(21)
where we impose a fixed constraint, i.e., PΩ(Ml+1) := PΩ(Y), to guarantee the transformation of observation
information at each iteration.
3. Model Implementation
As shown in Figure 2, our goal is to impute the incomplete tensor as a complete one using the proposed LRTC-
TNN model. The main procedures are: (1) adapting the raw data to a tensor structure with a specific rule, (2)
imputing incomplete tensor data with our proposed model, and (3) filling in missing entries.
A practical issue in applying this tensor learning framework for spatiotemporal traffic data imputation is how
to establish the rule of structuring spatiotemporal traffic data as a tensor. In this study, we assume that third-order
tensor with dimensions corresponding to spatial location, day, and time interval is a typical algebraic data structure,
which is experimentally proved to be efficient on a number of spatiotemporal traffic data (Chen et al., 2019b). To find
a solution to the problem (7), it is sufficient to carry out the following steps (see the middle panel of Figure 2): (1)
Initialize the variables and set some necessary parameters; (2) Update the variablesX l+1k ,Ml+1, and T l+1 according
to Eq. (20), Eq. (21), and Eq. (10), respectively.
4. Experiments
In this section, we conduct extensive experiments on four real-world spatiotemporal traffic data sets to evaluate
the proposed LRTC-TNN model.
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4.1. Data Sets
We choose four publicly available data sets collected from real-world transportation systems as our benchmark
data sets. Table 1 provides a brief summary of these data sets. For simplicity, as shown in Table 1, we refer
to the four data sets as data set ”G”, ”B”, ”H”, and ”S”, respectively. Essentially, the four data sets follow the
same tensor structure–“location/sensor×day×time of day” and they can also be organized in a matrix structure of
“location/sensor×time” by stacking the time dimension.
Table 1: Brief description of the four selected traffic data sets.
Data Set Description Data Size
(G) Guangzhou
urban traffic speed
data1
The data set contains average traffic speed collected from 214 road segments over
two months (from August 1 to September 30, 2016) with a 10-minute resolution
(144 time intervals per day) in Guangzhou, China. This data set contains 1.29%
missing values.
Tensor: 214× 61× 144,
matrix: 214× 8784.
(B) Birmingham park-
ing data2
This data set registers occupancy (i.e., number of parked vehicles) of 30 car parks
in Birmingham City for every half an hour between 8:00 and 17:00 over more
than two months (77 days from October 4, 2016 to December 19, 2016). This data
set contains 14.89% missing values.
Tensor: 30× 77× 18,
matrix: 30× 1386.
(H) Hangzhou metro
passenger flow data3
This data set provides incoming passenger flow of 80 metro stations over 25 days
(from January 1 to January 25, 2019) with a 10-minute resolution in Hangzhou,
China. We discard the interval 0:00 a.m. 6:00 a.m. with no services (i.e., only
consider the remaining 108 time intervals of a day).
Tensor: 80× 25× 108,
matrix: 80× 2700.
(S) Seattle freeway
traffic speed data4
This data set contains freeway traffic speed from 323 loop detectors with a 5-
minute resolution over the whole year of 2015 in Seattle, USA. We choose the
subset in January (4 weeks from January 1 to January 28) as our experiment data.
Tensor: 323× 28× 288,
matrix: 323× 8064.
4.2. Baseline Models
We compare the proposed LRTC-TNN model with the following baseline models:
• BTMF: Bayesian Temporal Matrix Factorization (Sun and Chen, 2019). This is a fully Bayesian matrix
factorization model which integrates vector autoregressive (VAR) model into the latent temporal factors.
With the flexible VAR process, BTMF achieves superior accuracy over other matrix factorization models
(without temporal modeling) and tensor factorization models in imputation tasks.
• TRMF: Temporal Regularized Matrix Factorization (Yu et al., 2016). This is a temporal matrix factorization
model which applies a multiple autoregressive (AR) process to model latent temporal factors. BTMF and TRMF
can be considered a generalized version of the Bayesian temporal tensor factorization model by Xiong et al.
(2010), which imposes temporal smoothness with a dynamic model.
• BGCP: Bayesian Gaussian CP decomposition (Chen et al., 2019b). This is a fully Bayesian tensor factorization
model which uses Markov chain Monte Carlo (MCMC) to learn the latent factor matrices (i.e., low-rank
structure).
• BATF: Bayesian Augmented Tensor Factorization (Chen et al., 2019a). This is a fully Bayesian model built on a
special tensor factorization formula, in which components include both explicit variables and latent factors (i.e.,
low-rank factors). Variables in this model are learned via variational Bayes.
• HaLRTC: High-accuracy Low-Rank Tensor Completion (Liu et al., 2013). This is a LRTC model which uses NN
minimization to find accurate estimation for unobserved/missing entries in tensor data.
We have the following considerations on choosing the baseline models. In general, we take into account two types
of imputation approaches built on the assumption of underlying low-rank structure, which has been proved to be
effective and efficient in the previous studies. The first is low-rank temporal matrix factorization models like BTMF
and TRMF. These models follow the matrix structure (i.e., “location/senor×time”) and impose smoothness on latent
1https://doi.org/10.5281/zenodo.1205229
2https://archive.ics.uci.edu/ml/datasets/Parking+Birmingham
3https://tianchi.aliyun.com/competition/entrance/231708/information
4https://github.com/zhiyongc/Seattle-Loop-Data
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temporal factors by introducing autoregressive/dynamic assumptions. Therefore, these temporal models produce
more informative and consistent low-rank structures than those estimated from standard matrix factorization.
The second approach follows the tensor structure (i.e., “location/senor×day×time of day”) to better utilize the
information across different days. The tensor approach includes tensor factorization models (BGCP and BATF) and a
standard LRTC model (HaLRTC). In the context of spatiotemporal traffic data, these models can utilize the intrinsic
characteristics of these data (e.g., daily similarity).
4.3. Experiment Setting
For model evaluation, we mask certain entries of the data as missing values and then perform imputation for
these “missing” entries. We use the actual values (ground truth) of these entries to compute the metrics MAPE and
RMSE:
MAPE =
1
n
n∑
i=1
∣∣∣∣yi − yˆiyi
∣∣∣∣× 100, RMSE =
√√√√ 1
n
n∑
i=1
(yi − yˆi)2. (22)
Following (Chen et al., 2018), we design two missing patterns—random missing (RM, see Figure 1(a)) and
non-random missing (NM, see Figure 1(b)). The NM scenario is more challenging since the data is corrupted in
a correlated manner. These two missing scenarios can help us better assess the performance and effectiveness of
different models.
There are some parameters to be set in LRTC-TNN, including αk and θ. Parameters α1, α2, α3 capture the
importance/weight of the three tensor unfoldings. When applying the model, it is feasible to give different weights
on different unfoldings. However, this requires prior knowledge that we do not have. Although it is feasible to tune
these parameters using cross validation, the process will be computationally very expensive as the procedure has to
be performed for each data sets in each missing scenarios. Instead of tuning these parameters, we simply use the
same weights (α1 = α2 = α3 = 13 ) for the unfoldings following the tensor nuclear norm and HaLRTC in Liu et al.
(2013). We update ρ in each iteration with ρ = min{1.05× ρ, ρmax} as in Lin et al. (2011) and set the initial value of
ρ to be ρ = 10−5 and the maximum value as ρmax = 105. We use Cl+1 = ‖Yˆ
l+1−Yˆl‖F
‖PΩ(Y)‖F <  as convergence condition,
where Yˆ l+1 and Yˆ l denote the recovered tensors at the l + 1th iteration and the lth iteration, respectively. We set
 = 1× 10−4. The pesudo code for the solution algorithm of LRTC-TNN is summarized in Figure 2.
Here, the learning rate parameter ρ and the truncation rate parameter θ determine the performance directly. By
using cross validation, we set the parameter θ for (G), (B), (H), and (S) with RM scenario as 30%, 15%, 10%, and 30%,
respectively. In terms of NM scenario, the parameter θ for (G), (B), (H), and (S) as 5%, 5%, 10%, and 5%, respectively.
For learning rate parameter ρ, it determines the convergence of the whole model. Larger ρ usually slows down the
convergence process, while a smaller one would let the model meet convergence in only few iterations. The rate
parameter θ for NM data should be set much smaller than RM data, wherein we set the smallest θ as 5% for these
data sets. The maximum number of iteration of LRTC-TNN for these imputation experiments is set to 200, and this
value is enough to reach convergence in our experiments. The adapted data sets and Python implementation for
these experiments are available in the transdim GitHub repository https://github.com/xinychen/transdim.
4.4. Results
Table 2 summarizes the imputation performance of matrix factorization models (BTMF and TRMF), tensor
factorization models (BGCP and BATF), and LRTC models (HaLRTC and LRTC-TNN) on the four spatiotemporal
data sets. We follow the same missing rates as our previous work (Sun and Chen, 2019) and configure all matrix and
tensor factorization models with the same number of factors and BTMF and TRMF with the same time lags. The
number of factors of factorization models (i.e., BTMF, TRMF, BGCP, and BATF) are set to 80, 30, 50, 50 for RM data
sets (G), (B), (H), and (S), respectively. For the NM scenario, we set the number of factors to 10 for all data sets. The
time lag of BTMF and TRMF for all four data sets is L = {1, 2, T}where T is the number of time intervals per day.
Overall, LRTC-TNN clearly outperforms other baseline models in diverse missing scenarios (RM and NM
scenarios with varying missing rates). For all these models, we see that the MAPE/RMSE values are higher for NM
scenario than RM scenario, suggesting that NM scenario is indeed more difficult to handle than the RM scenario.
Another fact is that the MAPE/RMSE values become higher with increasing missing rates. Both missing pattern and
missing rate have a direct impact on all these models.
For data sets (G), (H) and (S), LRTC-TNN consistently outperforms other baseline models significantly. For the
Birmingham (B) parking data set, LRTC-TNN achieves the best imputation performance for the scenario of NM,
while the two temporal factorization models BTMF and TRMF performs the best for the RM scenario. This is due to
the strong temporal patterns and consistency in data set (B), and thus the temporal smoothness and dynamics (e.g.,
AR/VAR) play a more important role in capturing the true signal.
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Both the two LRTC models (HaLRTC and LRTC-TNN) achieve promising performance; however, we find that
LRTC-TNN consistently outperforms HaLRTC with much lower MAPE/RMSE values. On the other hand, the
MAPE/RMSE values of using LRTC-TNN do not become higher dramatically as HaLRTC when missing rate
increases, and this is also indicated in Table 3. These results clearly show the advantage of using TNN minimization
over NN minimization for learning low-rank tensor structures and retaining dominant data patterns.
Table 2: Performance comparison (in MAPE/RMSE) for RM and NM for imputation tasks on data sets (G), (B), (H), and (S).
BTMF TRMF BGCP BATF HaLRTC LRTC-TNN
20%, RM-G 7.47/3.19 7.47/3.14 8.28/3.57 8.32/3.59 8.13/3.33 6.70/2.88
40%, RM-G 7.81/3.35 7.76/3.25 8.29/3.59 8.36/3.61 8.86/3.61 7.32/3.17
20%, NM-G 10.16/4.27 10.24/4.27 10.20/4.27 10.17/4.26 10.45/4.21 9.37/3.97
40%, NM-G 10.36/4.46 10.37/4.37 10.25/4.32 10.17/4.30 10.88/4.38 9.54/4.08
10%, RM-B 1.71/7.44 2.77/10.57 6.50/19.69 6.93/20.65 4.78/17.18 4.21/13.11
30%, RM-B 2.61/13.38 3.69/21.80 6.23/19.98 6.68/21.29 6.59/26.63 5.15/17.47
10%, NM-B 12.05/28.27 12.74/29.46 13.64/43.15 16.28/40.81 9.38/34.52 9.40/23.26
30%, NM-B 15.44/61.69 16.35/85.98 15.93/57.07 15.95/57.07 14.69/92.66 13.31/52.32
20%, RM-H 25.18/28.51 21.31/37.07 19.01/41.16 22.74/33.07 18.27/28.87 18.03/24.90
40%, RM-H 26.83/32.19 22.89/38.15 19.59/32.71 23.17/31.62 19.02/31.81 18.80/25.90
20%, NM-H 26.50/81.73 26.07/40.06 25.57/35.99 34.94/29.32 20.30/40.51 19.71/27.42
40%, NM-H 30.24/80.53 27.32/39.75 24.37/49.64 30.63/48.01 21.46/53.15 20.43/29.04
20%, RM-S 5.92/3.71 5.96/3.71 7.45/4.50 8.70/3.73 5.93/3.47 4.65/3.06
40%, RM-S 6.18/3.79 6.16/3.79 7.58/4.54 8.73/3.75 6.76/3.83 5.12/3.30
20%, NM-S 9.12/5.27 9.12/5.26 9.93/5.65 10.15/4.25 8.79/4.69 6.93/4.19
40%, NM-S 9.20/5.33 9.19/5.30 9.94/5.68 10.19/5.27 10.19/5.27 7.59/4.50
Best results are highlighted in bold fonts.
In general, the imputation problem becomes more and more challenging with increasing missing rate. We next
investigate the performance of different models under heavy and extreme missing scenarios. In doing so, we compare
LRTC-TNN with three baseline models: BTMF as a matrix factorization model, BGCP as a tensor factorization
model, and HaLRTC as a low-rank completion model. Table 3 shows the performance of the four models in both
RM and NM scenarios under high missing rates (i.e., 50%, 60%, and 70%). As can be seen, LRTC-TNN achieves the
lowest MAPE/RMSE values in most cases. It should be noted that HaLRTC becomes unstable in heavy missing
scenarios. On the contrary, LRTC-TNN is robust and capable of addressing heavy missing scenarios with high
accuracy. These results also imply that the nonconvex TNN minimization shows superior performance over the
convex NN minimization.
Table 3: Imputation comparison (in MAPE/RMSE) among BTMF, BGCP, HaLRTC, and LRTC-TNN with high missing rates.
BTMF BGCP HaLRTC LRTC-TNN
50%, RM-G 7.56/3.25 9.31/3.77 9.30/3.77 7.68/3.32
60%, RM-G 7.93/3.41 9.83/3.96 9.82/3.96 8.12/3.51
70%, RM-G 8.38/3.61 10.45/4.18 10.45/4.18 8.61/3.72
50%, NM-G 9.87/4.17 11.31/4.52 11.30/4.52 9.74/4.16
60%, NM-G 10.05/4.24 11.81/4.69 11.80/4.69 9.92/4.24
70%, NM-G 10.87/4.52 12.65/4.96 12.66/4.97 10.21/4.33
50%, RM-B 6.03/20.97 9.16/39.96 9.12/39.85 6.52/22.68
60%, RM-B 6.66/24.53 11.17/55.14 11.14/55.02 7.62/27.15
70%, RM-B 9.22/32.31 14.13/73.58 14.13/73.43 8.95/33.45
50%, NM-B 15.35/85.93 19.28/195.53 19.24/194.82 15.32/86.95
60%, NM-B 17.91/100.81 24.13/301.79 24.12/303.42 18.01/96.18
70%, NM-B 20.39/115.67 29.32/385.27 29.34/387.76 20.95/145.29
50%, RM-H 19.45/26.79 19.51/33.26 19.51/33.26 19.26/26.86
60%, RM-H 19.85/28.33 20.13/36.19 20.09/36.19 19.56/27.84
70%, RM-H 20.57/30.34 21.01/40.08 20.95/40.08 20.34/29.90
50%, NM-H 22.27/34.42 22.89/60.86 22.88/60.63 21.22/30.68
60%, NM-H 21.86/40.30 23.95/92.28 23.93/91.92 21.22/37.67
70%, NM-H 22.17/42.83 26.30/108.37 26.23/107.63 21.29/39.70
50%, RM-S 5.27/3.36 7.31/4.08 7.30/4.07 5.43/3.47
60%, RM-S 5.59/3.52 7.91/4.34 7.90/4.34 5.80/3.66
70%, RM-S 6.19/3.84 8.89/4.76 8.89/4.76 6.53/4.04
50%, NM-S 8.15/4.74 11.20/5.64 11.19/5.64 8.12/4.73
60%, NM-S 8.69/5.03 12.38/6.11 12.37/6.11 8.61/5.00
70%, NM-S 9.93/5.62 14.30/6.91 14.34/6.94 9.41/5.45
Best results are highlighted in bold fonts.
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Figure 3: Imputation examples for the four traffic data sets. In these panels, red curves are the imputed values, while blue curves are the ground
truth. White rectangles represent fiber missing (i.e., observations are missing in a whole day), and green rectangles show the partially observed
data.
We next choose some examples from the four experiment data sets and visualize the NM time series with the
extreme missing rate 70% and the corresponding recovered time series by using LRTC-TNN in Figure 3. We see that
LRTC-TNN can achieve very high accuracy for all the four data sets with only 30% input.
5. Conclusion and Future Directions
In this paper, we propose a nonconvex TNN minimization based low-rank tensor completion model—LRTC-
TNN—to impute missing values in spatiotemporal traffic data. Our experiments show that our proposed model
consistently outperforms other state-of-the-art imputation models on the four selected real-world traffic data sets
with two representative missing patterns (i.e., random missing [RM] and non-random missing [NM]). The superiority
of tensor representation (with additional “day” dimension) over matrix-based models further verifies the strong and
unique low-rank property of traffic time series data at different temporal scales (Li et al., 2015).
For future research, we propose the following directions:
• Incorporating side information and smoothness priors: Spatiotemporal data demonstrates both global consistency
and local consistency (e.g., the autoregressive patterns in BTMF and TRMF). The underlying low-rank tensor
is effective to capture the global consistency. To further impose local consistency and better characterize
side information, we can introduce smoothness priors to the model by introducing additional cost terms
or constraints into the optimization framework, such as spatial Laplacian regularization, temporal Toeplitz
regularization, and total variation (Roughan et al., 2011; Yokota et al., 2016).
For instance, we can encode a priori information on the spatial structure using a graph Laplacian matrix Λ
where Λ = D−A andA,D are the adjacent matrix of spatial structure and the degree matrix, respectively. This
allows us to impose the similarity between two connected locations by introducing the penalty β2 tr(X
>ΛX)
where rows of any matrixX correspond to spatial locations. Combining with autoregression or smoothness
on temporal dimension, we can formulate a spatiotemporal regularization on the variable Ml+1 (see the
subproblem in Eq. (21)).
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• Minimizing Schatten p-norm: In algebra, Schatten p-norm is defined as
‖X‖Sp =
[∑
i
σpi (X)
]1/p
, (23)
where X ∈ Rm×n and p > 0 (Fan et al., 2019). Here, we could see that: (1) If p → 0, then Schatten p-norm
is the rank function, i.e., rank(X); (2) If p = 1, then Schatten p-norm is the nuclear norm. Therefore, we can
find a better surrogate for the rank function by using the Schatten p-norm than the NN by letting 0 < p < 1.
Accordingly, truncated Schatten p-norm that stems from Schatten p-norm might be a potentially better option
than TNN. However, a critical bottleneck for Schatten p-norm minimization is the nonconvex optimization,
which is more difficult to solve than TNN minimization discussed in this work.
• Minimizing weighted nuclear norm: Instead of using TNN minimization, we can develop a weighted version of
the NN minimization to better account for the differences/variations between singular values (Gu et al., 2014).
The objective function of our problem can also be defined by a weighted version of the NN minimization:
‖X‖w,∗ =
∑
i
wiσi(X), (24)
wherew = [w1, w2, · · · , wmin{m,n}]> are non-negative weights assigned to the singular values σ1, σ2, ..., σmin{m,n}.
This will lead a more general nonconvex form; however, this will introduce an additional set of weight
parameters and it becomes a challenge to tune these parameters for a specific data set.
• Developing new formulations for tensor rank approximation: The Schatten p-norm and weighted nuclear norm are
two alternatives to truncated nuclear norm for matrices. However, it remains a critical challenge to define a
proper norm for traffic data tensors. This study employs the tensor nuclear norm defined in Eq. (2) and we
simply use the same αk for all the three unfoldings. However, different from image data, the dimensions for
traffic tensor (i.e., sensor, time of day, and day) are heterogeneous and cannot be compared directly. As a result,
we may expect the three unfoldings contribute differently to the overall rank approximation. A potential future
research direction is to explore new alternatives for tensor rank approximation.
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