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Resumo
Este projecto surge na necessidade de desenvolver um sistema de localizac¸a˜o robusto,
para um ATV (Autonomous Terrestrial Vehicle) que esta´ a ser desenvolvido no LSA (La-
borato´rio de Sistemas Auto´nomos) do ISEP (Instituto Superior de Engenharia do Porto),
o projecto TIGRE (Terrestrial Intelligent General Purpose Robotic Explorer). O desen-
volvimento deste sistema, permite dotar este ve´ıculo da capacidade de obter resultados
de alta precisa˜o de posicionamento, e melhores resultados na cidade e na floresta, onde
o sinal de GPS (Global Positioning System) se torna mais fraco e por vezes inexistente.
Com conclusa˜o do sistema tornar-se poss´ıvel a sua utilizac¸a˜o nos diversos ve´ıculos do LSA.
O trabalho efectuado abordou o desenvolvimento de um sistema de navegac¸a˜o para um
ATV que integre informac¸a˜o de GPS e INS (Inertial Navigation System) e que apresente
bons n´ıveis de exactida˜o em termos de posicionamento global quer em situac¸o˜es de ocluso˜es
de sate´lites quer de falhas de comunicac¸a˜o com poss´ıveis estac¸o˜es de controlo.
Para este fim foi efectuado um levantamento do tipo de sensores utilizados e da forma
como estes sensores sa˜o combinados para obtenc¸a˜o de soluc¸o˜es de posic¸a˜o e atitude bem
como de estrate´gias de integrac¸a˜o existentes de GPS e INS.
Os requisitos impostos de exactida˜o bem como os de na˜o disponibilidade permanente
de comunicac¸o˜es motivaram a explorac¸a˜o da utilizac¸a˜o de o´rbitas precisas por forma a
aumentar a exactida˜o em funcionamento stand-alone (sem comunicac¸o˜es com a estac¸a˜o
de controlo). Por outro lado os requisitos de operac¸a˜o em cena´rios com ma´ visibilidade de
sate´lites, onde os receptores GPS podem na˜o ter informac¸a˜o de um nu´mero de sate´lites
mı´nimos para determinar uma posic¸a˜o, motivam uma estrate´gia de integrac¸a˜o GPS/INS
onde sejam utilizadas as medidas de pseudorange e Doppler a cada sate´lite directamente
na estimac¸a˜o do estado do ve´ıculo (em alternativa a` posic¸a˜o e velocidade calculadas pelo
GPS).
Estas duas motivac¸o˜es levaram ao desenvolvimento de uma arquitectura de integrac¸a˜o
i
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GPS/INS do tipo Tightly Coupled, com utilizac¸a˜o de o´rbitas precisas ( do nosso conheci-
mento do estado da arte esta foi a primeira vez que foram utilizadas o´rbitas precisas na
integrac¸a˜o Tightly Coupled em tempo real).
O sistema implementado foi decomposto em treˆs subsistemas: bloco processamento
GPS, do bloco de mecanizac¸a˜o do IMU, e do filtro EKF (Extended Kalman Filter). O
bloco GPS implementado vai disponibilizar os dados de pseudorange, Doppler e posic¸o˜es
dos sate´lites necessa´rias ao modelo de observac¸a˜o do filtro EKF. Neste bloco utilizam-se
as bibliotecas do projecto GPSTk para efectuar diversas correcc¸o˜es a`s medidas fornecidas
pelo receptor GPS de forma a melhorar a qualidade das informac¸o˜es obtidas. O filtro
EKF foi implementado sobre os erros do sistema, com nove erros de navegac¸a˜o (posic¸a˜o,
velocidade e atitude), seis erros dos sensores do INS (erros no bias dos girosco´pios e dos
acelero´metros) e dois do clock do GPS.
Foram efectuados testes para comprovar para validar o funcionamento do sistema. Para
a obtenc¸a˜o de resultados de GPS em tempo real foram utilizadas as o´rbitas ultra-ra´pidas,
onde foi conseguido um erro inferior a 20cm em posic¸a˜o.
Palavras Chave: ATV, GPS, INS, EKF, Tightly Coupled, o´rbitas precisas.
Abstract
This project arise by the requirement of obtaining a robust localization system for the
ATV (Autonomous Terrestrial Vehicle) under development in LSA (Autonomous Systems
Laboratory) of ISEP (Instituto Superior de Engenharia do Porto), the TIGER (Terrestrial
Intelligent General Purpose Robotic Explorer) project.
The localization system presented allow the vehicle high position accuracy with impro-
ved quality in city and forest environments where GPS signals are weaker or unavailable.
This project will also be of value in the improvement of the localization systems of other
LSA robotics vehicles (marine or aerial).
The present work address the development of an navigation system for an ATV inte-
grating GPS and INS information of high level of accuracy in global positioning, both in
satellite occlusion scenarios and/or in the presence of communication failures with possible
control stations.
An analysis was performed on the type of sensors to be used along with the possible
GPS/INS integration strategies in order to archive position and attitude solutions.
Accuracy requirement along with unavailability of permanent communications moti-
vated the use of precise orbits in order to increase stand alone accuracy. In operations
scenarios with bad satellite visibility inducing the possibility of GPS receivers not having
the requiring minimum number satellite information to produce a position solution, mo-
tivated a GPS/INS integration strategy where psedorange and Doppler data from each
satellite can be used directly in vehicle state estimation. This two motivation led to the
development of a GPS/INS Tightly Coupled integration architecture with the use of pre-
cise orbits (to our knowledge this is the first time such solution incorporating precise orbits
with Tightly Coupled integration is used in real time).
The implemented system was decomposed in three subsystems: a GPS processing
model, IMU mechanization model and EKF filter.
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The GPS implementation provides pseudorange, Doppler and satellite positions requi-
red by the EKF filter observation model. In this implementation project GPSTk software
libraries are used to perform various corrections on the GPS receiver data in order to
improve there global quality.
The EKF filter was implemented on the system errors with nine navigation errors
(position, velocity and attitude), six INS sensor errors (gyroscope and accelerometer bias)
and to GPS clock errors.
Tests where performed in order to validate the system. For real time GPS results
ultra-rapid orbits were used and position errors less than 20 cm were archived.
Key words: ATV, GPS, INS, EKF, Tightly Coupled, precise orbits.
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1.1 Aˆmbito da dissertac¸a˜o
A utilizac¸a˜o generalizada de sistemas auto´nomos esta´ muito dependente do n´ıvel de
percepc¸a˜o que estes conseguem atingir no meio envolvente e da relac¸a˜o que o sistema
consegue estabelecer com um referencial global.
Assume particular destaque a exactida˜o com que num determinado cena´rio o sistema
consegue navegar. No contexto desta dissertac¸a˜o, Navegac¸a˜o entende-se como a capaci-
dade que o sistema tem para se localizar e determinar a sua atitude 1 num sistema de
coordenadas bem definido. A capacidade de navegar decorre do tipo de sensores utili-
zados, dos algoritmos de localizac¸a˜o e fusa˜o de informac¸a˜o sensorial desenvolvidos e da
dinaˆmica do sistema.
Ha´ uma diversidade de te´cnicas que permite dotar os sistemas auto´nomos da capaci-
dade de navegac¸a˜o. Contudo nesta dissertac¸a˜o vamos focar o nosso trabalho num conjunto
de te´cnicas que permite o ca´lculo da localizac¸a˜o e da atitude do ve´ıculo relativo ao refe-
rencial terra.
1orientac¸a˜o tridimensional definida pelos aˆngulos roll, pitch e yaw
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2 Introduc¸a˜o
A abordagem desenvolvida ao longo desta dissertac¸a˜o resulta da fusa˜o da informac¸a˜o
proveniente de dois tipos de sistemas de percepc¸a˜o: o GPS (Global Positioning System) e
o INS (Inertial Navigation System). A te´cnica de fusa˜o apresentada baseia-se no uso do
EKF (Extended Kalman Filter).
A vantagem da integrac¸a˜o de diversos sistemas de navegac¸a˜o e´ aproveitar a comple-
mentaridade de dois ou mais sistemas para obter um sistema com exactida˜o superior a`
exactida˜o individual de cada sistema e com taxas de medida ideˆnticas a` do sensor com
maior frequeˆncia. Um INS e´ so´ por si um sistema de navegac¸a˜o que disponibiliza uma
soluc¸a˜o de atitude, posic¸a˜o e velocidade a uma taxa normalmente elevada, e superior a` taxa
do receptor GPS. Os sensores utilizados no INS sa˜o uma tr´ıade ortogonal de girosco´pios
(que medem velocidade de rotac¸a˜o) e acelero´metros (que medem acelerac¸o˜es). Um INS
e´ a combinac¸a˜o destes sensores, algoritmos de navegac¸a˜o, e o sistema computacional que
implementa o algoritmo.
O algoritmo de INS para gerar atitude, posic¸a˜o e velocidade envolve, em parte, a
operac¸a˜o matema´tica de integrac¸a˜o dos dados de sa´ıda dos diversos sensores. Deste modo,
qualquer erro na sa´ıda dos sensores conduz ao acumular de erros de atitude, posic¸a˜o e
velocidade ilimitados.
O receptor GPS, por outro lado, gera valores estimados de posic¸a˜o e velocidade com
erro limitado. Apesar do GPS poder devolver soluc¸a˜o de atitude isto e´ normalmente
evitado na pra´tica porque envolve a utilizac¸a˜o de um complexo, e custoso, sistema com
mu´ltiplos receptores e antenas.
Quando a informac¸a˜o do INS e do GPS e´ fundida, a estimac¸a˜o da posic¸a˜o e da veloci-
dade de maior exactida˜o do GPS, e´ utilizada para calibrar os erros dos sensores do INS. O
INS por sua vez, devolve estimativas de atitude, posic¸a˜o e velocidade a uma taxa superior
que e´ necessa´ria para a orientac¸a˜o e controlo do ve´ıculo.
As estimativas do INS permitem tambe´m o funcionamento do sistema de navegac¸a˜o na
falta de soluc¸o˜es de posic¸a˜o por parte do GPS, isto ocorre quando o nu´mero de sate´lites em
linha de vista com a antena ligada ao receptor e´ menor do que quatro, e e´ causada devido
a` obstruc¸a˜o do sinal pelo meio circundante (tu´neis, ambientes urbanos e florestais). Outra
vantagem e´ no aumento da robustez do receptor GPS, aumentando a imunidade a ru´ıdo
externo do sinal enviado pelo sate´lite. As vantagens da integrac¸a˜o destes dois sensores sa˜o
graficamente descritas na imagem 1.1, onde as vantagens esta˜o divididas em cinco passos:
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1. Apenas GPS: Os dados tem um erro limitado mas possuem muito ru´ıdo e a uma
taxa baixa (1− 10Hz).
2. Apenas INS: Os dados tem uma taxa elevada e baixo ru´ıdo, mas com um erro
ilimitado.
3. INS + GPS: Combinac¸a˜o robusta com alta precisa˜o, o sistema tambe´m estima os
erros dos sensores.
4. Falta de sate´lites: O erro em posic¸a˜o cresce, mas a uma velocidade inferior ao caso
do INS unicamente, porque os erros sa˜o estimados no ponto 3.
5. Recuperac¸a˜o: Dependendo do grau de acoplamento, o sistema pode recuperar rapi-
damente apo´s o GPS recuperar sate´lites.
Figura 1.1: Vantagens da integrac¸a˜o de GPS com INS
Os cena´rios na˜o estruturados como sa˜o as florestas ou ambientes urbanos, caracterizam-
se por compreenderem a´reas de operac¸a˜o adversas a` navegac¸a˜o GPS, o que dificulta a
utilizac¸a˜o destes sistemas em aplicac¸o˜es que requerem elevada exactida˜o. Nestes cena´rios
quer pelo acidentado do terreno quer pela obstruc¸a˜o de edificac¸o˜es artificiais, em func¸a˜o
da geometria da constelac¸a˜o de sate´lites presente, que limita a visibilidade dos sate´lites,
impede o sistema GPS de fornecer a localizac¸a˜o. Complementarmente, ha´ situac¸o˜es em
que a sistema´tica quebra do link de comunicac¸o˜es impede o sistema de obter informac¸a˜o
para realizar as correcc¸o˜es diferenciais bem como a utilizac¸a˜o de modos de funcionamento
RTK 2.
2modo de fornecer informac¸o˜es de correcc¸o˜es de GPS recorrendo a uma estac¸a˜o de refereˆncia, onde sa˜o
utilizadas correcc¸o˜es da fase da portadora
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Consequentemente abordamos nesta dissertac¸a˜o soluc¸o˜es que superam estas dificul-
dades atrave´s de uma proposta de arquitectura de fusa˜o de informac¸a˜o que a partir das
medidas de distaˆncias dos receptores aos sate´lites e de Doppler, das informac¸o˜es das o´rbitas
precisas, e da informac¸a˜o do INS, permita determinar uma soluc¸a˜o para a posic¸a˜o e a ati-
tude que verifique os requisitos impostos.
1.2 Enquadramento
A motivac¸a˜o deste projecto surge na necessidade de desenvolver um sistema de lo-
calizac¸a˜o robusto, para um ve´ıculo auto´nomo terrestre que esta a ser desenvolvido no
LSA (Laborato´rio de Sistemas Auto´nomos) do ISEP (Instituto Superior de Engenharia do
Porto), o projecto TIGRE (Terrestrial Intelligent General Purpose Robotic Explorer). O
desenvolvimento deste sistema, permite dotar este ve´ıculo da capacidade de obter resulta-
dos de alta precisa˜o de posicionamento, e melhores resultados na cidade e na floresta, onde
o sinal de GPS (Global Positioning System) se torna mais fraco e por vezes inexistente.
Com conclusa˜o do sistema tornar-se-a´ poss´ıvel a sua utilizac¸a˜o nos diversos ve´ıculos do
LSA.
1.3 Objectivos
Nesta dissertac¸a˜o e´ abordado o problema de desenvolvimento de um sistema de loca-
lizac¸a˜o em tempo real, baseado em informac¸o˜es de GPS e INS, que verifique os requisitos
apresentados.
Assim os objectivos desta dissertac¸a˜o passam por:
• Desenvolver um sistema que permita a obtenc¸a˜o de soluc¸o˜es de localizac¸a˜o precisas
(posic¸a˜o e atitude) do ve´ıculo
• Implementar e validar me´todo de localizac¸a˜o que permita um sistema com bom
desempenho em situac¸o˜es de oclusa˜o de sate´lites;
• Implementar e validar me´todo de localizac¸a˜o que permita um sistema com bom
desempenho em situac¸o˜es de perda de comunicac¸o˜es com a estac¸a˜o base;
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1.4 Organizac¸a˜o da tese
Esta dissertac¸a˜o encontra-se organizada da seguinte forma:
O primeiro cap´ıtulo apresenta o problema e motivac¸a˜o que levaram a` elaborac¸a˜o desta
dissertac¸a˜o, assim como a abordagem utilizada.
O segundo cap´ıtulo apresenta uma pesquisa sobre as abordagens utilizadas ate´ ao
momento para os ve´ıculos auto´nomos terrestres se localizarem no mundo, e apresenta as
va´rias arquitecturas de integrac¸a˜o GPS/INS.
O terceiro cap´ıtulo apresenta os referenciais de coordenadas utilizados durante a dis-
sertac¸a˜o, assim como as formas de conversa˜o entre eles.
O quarto cap´ıtulo apresenta o sistema GPS, faz uma descric¸a˜o teo´rica sobre o modo
de funcionamento, tendo em especial atenc¸a˜o os erros inerentes aos resultados produzidos
por este tipo de sistema.
O quinto cap´ıtulo apresenta o sistema INS, faz uma descric¸a˜o teo´rica sobre o modo
de funcionamento, tendo em especial atenc¸a˜o os erros inerentes aos resultados produzidos
por este tipo de sistema.
O sexto cap´ıtulo apresenta a teoria de estimac¸a˜o utilizada ao longo desta dissertac¸a˜o.
Em particular, e´ apresentado o algoritmo do filtro de Kalman.
O se´timo cap´ıtulo apresenta a arquitectura de integrac¸a˜o GPS/INS adoptada nesta
dissertac¸a˜o.
O oitavo cap´ıtulo apresenta os resultados obtidos na implementac¸a˜o da integrac¸a˜o
GPS/INS, assim como passos interme´dios de validac¸a˜o de pequenos blocos que constituem
os resultados finais.
Esta pa´gina foi intencionalmente deixada em branco.
Cap´ıtulo 2
Estado da Arte
Existe um grande nu´mero de projectos na a´rea de localizac¸a˜o de ve´ıculos auto´nomos
terrestres para funcionamento em ambiente outdoor. Alguns deles sera˜o apresentados
neste cap´ıtulo. No que toca a sistemas de localizac¸a˜o, com base em [1] e no estado da
arte sobre ve´ıculos auto´nomos terrestres efectuado em [2], percebe-se que a soluc¸a˜o de
localizac¸a˜o para este tipo de ve´ıculos e´ obtida frequentemente pela integrac¸a˜o de sensores
inerciais com GPS (por vezes tambe´m e´ integrada odometria), e que esta fusa˜o e´ frequen-
temente efectuada utilizando filtros de Kalman [2]. Assim parece importante para ale´m
de descrever alguns dos projectos de ve´ıculos auto´nomos terrestres, fazer uma descric¸a˜o
das arquitecturas de integrac¸a˜o GPS/INS.
2.1 Ve´ıculos e seus sistemas de localizac¸a˜o
Em 2006 com o intuito de participar na prova ELROB (European Land-ROBot trial)
[3], o ASL-EPFL (Autonomous Systems Lab, Ecole Polytechnique Federale de Lausanne,
Switzerland) em parceria com o AIS-ALU-FR (Autonomous Intelligent Systems, Albert-
Ludwigs-University of Freiburg, Germany), desenvolveram um ve´ıculo auto´nomo terrestre,
o SmartTer (imagem 2.1), capaz de navegar e fazer mapeamento tridimensional autono-
mamente em ambiente exterior. Para conseguir tais objectivos o ve´ıculo possui sensores
a laser que retornam a distaˆncia a objectos (LRF - Laser Range Finder), caˆmaras, GPS,
encoders, e um IMU [4].
O algoritmo de localizac¸a˜o e´ baseado na forma de informac¸a˜o do filtro de Kalman,
onde sa˜o utilizados todos os sensores, e permite o funcionamento em tu´neis, e ambientes
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estruturados onde o sinal GPS e´ muito fraco e por vezes inexistente ([5]).
Figura 2.1: SmartTer: ve´ıculo auto´nomo para navegac¸a˜o e mapeamento em ambiente
exterior
Em 2008 com o intuito de participar na prova ELROB, a universidade de Hannover,
mais especificamente o ISE (Institute for Systems Engineering), desenvolveu um ve´ıculo
auto´nomo terrestre, o HANNA (imagem 2.2), capaz de navegar e fazer mapeamento tri-
dimensional autonomamente em ambiente exterior. Este ve´ıculo pode funcionar de forma
auto´noma, semi-auto´noma e tele-operada, e possui a capacidade de funcionamento durante
o dia e a noite. O ve´ıculo possui diversas caˆmaras, incluindo caˆmaras de infravermelhos,
DGPS, 1 e sensores inerciais.
O algoritmo de localizac¸a˜o faz a fusa˜o do LRF, inercia e DGPS [6].
Figura 2.2: HANNA: ve´ıculo auto´nomo outdoor
Em 2005 com o intuito de participar na prova DARPA (Defense Advanced Rese-
arch Projects Agency [7]), o Stanford Artificial Intelligence Laboratory, desenvolveu um
1DGPS e´ a sigla de Diferencial GPS, com consiste na utilizac¸a˜o de dos receptores distintos, normalmente
um colocado no ve´ıculo mo´vel e outro numa estac¸a˜o de controlo esta´tica, e e´ frequentemente utilizado para
reduzir os erros inerentes ao sinal GPS, que sa˜o descritos no cap´ıtulo 4
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ve´ıculo auto´nomo terrestre, o Stanley (imagem 2.3), capaz de navegar no deserto de forma
auto´noma. O ve´ıculo possui diversas caˆmaras, com sistema stereo, diversas antenas GPS,
sensores inerciais, LRF, e radar.
O algoritmo de localizac¸a˜o funde e velocidade das rodas, inercia e os dados das dife-
rentes antenas GPS num filtro UKF (Unscented Kalman Filter)[8].
Figura 2.3: Stanley
O Robotics Institute of CMU (Carnegie Mellon Univerdity), desenvolveu um projecto
designado de Terrascout (figura 2.4), que se trata de um ve´ıculo auto´nomo capaz de
patrulhar vastas a´reas. Este ve´ıculo e´ capaz de funcionar em ambiente montanhoso e
arborizado. E e´ capaz de efectuar a sua missa˜o contornando obsta´culos. O ve´ıculo possui
sensores de laser, odometria, girosco´pios e GPS.
A soluc¸a˜o de localizac¸a˜o e´ obtida atrave´s da fusa˜o de odometria, GPS e girosco´pio
num filtro de part´ıculas [9, 10].
Figura 2.4: Terrascout
O ARC Centre of Excellence for Autonomous Systems, desenvolveu um projecto desig-
nado de ARGO (figura 2.5), que se trata de um ve´ıculo auto´nomo terrestre h´ıbrido capaz
de efectuar misso˜es em ambientes acidentados. O ve´ıculo esta equipado com odometria,
sensores inerciais, LRF e GPS [11, 12].
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A soluc¸a˜o de localizac¸a˜o e´ obtida atrave´s da fusa˜o de todos os sensores.
Figura 2.5: ARGO
O University of Florida’s Center for Intelligent Machines and Robotics, desenvolveu
um projecto designado de NTV (Navigation Test Vehicle, figura 2.6), que se trata de
uma ATV capaz de navegar autonomamente em diversos tipos de terreno. O ve´ıculo esta
equipado com odometria, sensores inerciais, LRF e GPS [13, 14].
A soluc¸a˜o de localizac¸a˜o e´ obtida atrave´s da fusa˜o de INS e GPS atrave´s de um filtro
de Kalman.
Figura 2.6: NTV, Universidade da Florida
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2.2 Arquitecturas de integrac¸a˜o
Para a integrac¸a˜o de GPS com INS foram desenvolvidas va´rias arquitecturas ao longo
do tempo. Estas arquitecturas esta˜o divididas em quatro grandes classes [15, 16]: uncou-
pled ; loose coupled ; tight coupled ; deep/ultra-tight coupled.
Os termos uncoupled, loose coupled, tight coupled e deep/ultra-tight coupled sa˜o utiliza-
dos para descrever a forma como a informac¸a˜o do GPS e do INS sa˜o fundidas num u´nico
sistema de navegac¸a˜o.
2.2.1 Uncoupled
Esta arquitectura Uncoupled (figura 2.7) e´ a mais simples de integrac¸a˜o de GPS com
INS. Nesta arquitectura os dois sistemas operam de forma independente, quando esta˜o
dispon´ıveis dados de posic¸a˜o e/ou velocidade do GPS, o sistema INS e´ reiniciado [15, 17,
18]. Desta forma e´ limitado o crescimento do erro de posic¸a˜o e velocidade estimado pelo
INS. Esta arquitectura na˜o permite detectar ru´ıdo externo inclu´ıdo ao sinal proveniente
dos sate´lites GPS. Esta soluc¸a˜o apesar de mais simples esta´ muito longe de ser a ideal.
Figura 2.7: Arquitectura Uncoupled
2.2.2 Loose coupled
Na arquitectura Loose coupled ou descentralizada [19, 20, 21, 22], O GPS e o INS
funcionam como sistemas de navegac¸a˜o independentes (figura 2.8). A informac¸a˜o de cada
sistema e´ fundida num estimador formando uma terceira soluc¸a˜o de navegac¸a˜o. Normal-
mente e´ utilizado um filtro EKF (Extended Kalman Filter).
O objectivo da arquitectura Loose coupled e´ extrair atributos desejados do GPS e INS
enquanto suprime os atributos indeseja´veis de cada um. Isto e´, a soluc¸a˜o final gerada pela
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integrac¸a˜o Loose coupled do GPS com o INS possui a alta taxa de envio de dados do INS
e os erros limitados do GPS.
Existem va´rias variantes da integrac¸a˜o Loose coupled, algumas delas sera˜o brevemente
descritas de seguida - que sa˜o por vezes referidas como configurac¸o˜es feedback e feed-
forward. Na configurac¸a˜o feedback [19, 21, 22], os erros do sensor inercial estimados pelo
EKF sa˜o retornados para corrigir as medidas dos girosco´pios e dos acelero´metros. Quando
na˜o existe retorno, a configurac¸a˜o e´ designada de feed-forward.
A malha de feedback [20] e´ demonstrada na figura figura 2.8 a tracejado, para indicar
que nem sempre e´ utilizada. Quando sa˜o utilizados sensores inerciais de baixa qualidade
a malha de feedback e´ quase sempre necessa´ria. Nestes casos, se a malha de feedback na˜o
esta´ presente, os pressupostos inerentes a` linearizac¸a˜o no estimador como o EKF podem
ser violados, levando a uma divergeˆncia do filtro.
A configurac¸a˜o feed-foward e´ normalmente utilizada com sistemas inerciais de alta
qualidade, como os encontrados nos avio˜es comerciais.
Figura 2.8: Arquitectura Loose coupled
2.2.3 Tight coupled
Na arquitectura Tight coupled ou centralizada [23, 24, 25, 26, 27, 28, 29], os sistemas
GPS e INS sa˜o reduzidos a`s func¸o˜es ba´sicas dos seus sensores (figura 2.9). Isto e´, no filtro
de Kalman entra raw data de ambos os sistemas, da parte do GPS os pseudoranges, fases
ou Doppler, da parte do IMU, acelerac¸o˜es e velocidades angulares. Nesta arquitectura e´
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utilizado um filtro de Kalman u´nico, para gerar uma soluc¸a˜o de navegac¸a˜o final, passa a
ser inserido ru´ıdo apenas num u´nico filtro.
Em geral na arquitectura Tight coupled e´ obtida uma precisa˜o superior a` arquitectura
Loose coupled [30, 31]. Outra vantagem, em comparac¸a˜o com a arquitectura Loose coupled,
e´ ser poss´ıvel utilizar informac¸o˜es do sistema GPS, mesmo quando este tem menos do
que quatro sate´lites vis´ıveis. A integrac¸a˜o Loose coupled tem no entanto, vantagem de
redundaˆncia, pois os sistemas INS e GPS produzem soluc¸o˜es de navegac¸a˜o independentes.
Figura 2.9: Arquitectura Tight coupled
2.2.4 Ultra-Tight coupled
Na arquitectura Ultra-Tight coupled [32, 33, 34, 35] ale´m dos sistemas INS e GPS serem
reduzidos a`s func¸o˜es ba´sicas dos seus sensores, informac¸a˜o do filtro de integrac¸a˜o e´ retor-
nada para o sistema GPS para melhorar o seu desempenho (figura 2.10). Especialmente,
a informac¸a˜o de velocidade do filtro e integrac¸a˜o e´ utilizada para ajudar no sincronismo
de co´digo e fase no receptor GPS.
Isto permite ao receptor GPS continuar a bloquear (isto e´ permanecer s´ıncrono) em
manobras altamente dinaˆmicas, que na˜o seria poss´ıvel, ou pelo pelo menos seria dif´ıcil,
sem informac¸o˜es adicionais. Outra vantagem da arquitectura Tight coupled e´ que pode ser
utilizada para diminuir a largura de banda no bloqueio de cada sate´lite por parte do recep-
tor, reduzindo o ru´ıdo e aumentando a robustez do sistema. A melhoria do desempenho
desta arquitectura tra´s um prec¸o acrescido. Comparativamente com as arquitecturas Lo-
ose coupled e Tight coupled esta arquitectura e´ mais complexa e requer inserir informac¸o˜es
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do filtro de integrac¸a˜o na fase de bloqueio dos sinal no receptor GPS [16], o que pode na˜o
ser poss´ıvel para o simples utilizador. Neste tipo de arquitecturas os sistemas GPS e INS
deixam de ser independentes em termos de software e hardware.
Figura 2.10: Arquitectura Ultra-Tight coupled
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3.1 Referenciais de Coordenadas
Os estados dos sistemas de navegac¸a˜o (posic¸a˜o, velocidade e atitude) sa˜o definidos
em relac¸a˜o a um referencial de coordenadas. O referencial e´ definido de forma diferente
para os va´rios componentes que fazem parte do sistema de navegac¸a˜o, por esse motivo
existem va´rios sistemas de coordenadas diferentes. Sera˜o enta˜o apresentados de seguida
os diferentes referenciais utilizados ao longo deste trabalho, assim como as transformac¸o˜es
utilizadas entre os diversos referenciais.
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Os sistemas de coordenadas, ou referenciais, sa˜o estabelecidos de forma a ser poss´ıvel a
troca de informac¸a˜o entre os diferente sistemas de forma consistente. Os sistemas de coor-
denadas sa˜o ortogonais. As transformac¸o˜es apresentadas esta˜o sobre a forma de matrizes
de rotac¸a˜o em aˆngulos de Euler.
3.1.1 Referencial Inercial
O sistema de coordenadas fundamental em navegac¸a˜o e´ o referencial inercial, defi-
nido classicamente como o sistema no qual as leis do movimento de Newton sa˜o va´lidas.
Empiricamente, um sistema inercial na˜o possui rotac¸a˜o nem acelerac¸a˜o com respeito a
um conjunto de corpos celestiais. Neste tipo e sistemas, um corpo em repouso (ou em
movimento rectil´ıneo uniforme) permanece em repouso (ou em movimento rectil´ıneo uni-
forme, respectivamente) se na˜o forem aplicadas forc¸as externas. Esta e´ a primeira lei do
movimento de Newton.
No contexto da terra, o sistema inercial e´ uma abstracc¸a˜o, sendo que qualquer referen-
cial na vizinhanc¸a do sistema solar esta´ afectado por diversos campos gravitacionais.
Para o propo´sito deste estudo, o referencial inercial e´ definido como:
• Origem: centro de massa da terra;
• Eixo - Zi : paralelo e alinhado com a direcc¸a˜o do eixo de rotac¸a˜o da terra;
• Eixo - Xi : aponta para o equino´cio no dia 1 de Janeiro do ano 2000;
• Eixo - Y i : ortogonal aos eixos Z e X e segundo a “regra da ma˜o direita“.
3.1.2 Referencial ECEF (Earth Centered Earth Fixed)
Este referencial e´ considerado fixo na terra. A sua origem coincide com o centro de
massa da terra, tal como o referencial inercial. A diferenc¸a esta na definic¸a˜o dos eixos de
coordenadas. No referencial ECEF e´ permitido que os eixos se movam com a rotac¸a˜o da
terra. Este sistema de coordenadas e´ definido da seguinte forma:
• Origem: centro de massa da terra;
• Eixo - Zi : paralelo e alinhado com a direcc¸a˜o do eixo de rotac¸a˜o da terra;
• Eixo - Xi : colocado na intercepc¸a˜o do plano equatorial com o eixo de Greenwich;
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• Eixo - Y i : ortogonal aos eixos Z e X e segundo a “regra da ma˜o direita“.
A figura 3.1 demonstra a relac¸a˜o entre o referencial inercial e o referencial ECEF,
estando as coordenadas geode´sicas com respeito a uma elipso´ide rotacional sime´trica. E´
assumido aqui que que os referenciais inercial e ECEF diferem apenas com respeito a`
rotac¸a˜o em torno do eixo Z. Sendo we a velocidade de rotac¸a˜o da terra em torno do eixo
Z, enta˜o wet (onde t representa o tempo) e´ o aˆngulo de rotac¸a˜o entre os referenciais inercial
e o referencial ECEF.
Figura 3.1: Referencial inercial e referencial ECEF
A transformac¸a˜o entre o referencial inercial e o referencial ECEF e´ dada pela rotac¸a˜o
que se segue:
Rei = R3(wet) =

cos(wet) sin(wet) 0
−sin(wet) cos(wet) 0
0 0 1
 (3.1)
onde:
• Rie e´ a matriz de rotac¸a˜o do referencial inercial para o referencial ECEF;
• R3 e´ a matriz de rotac¸a˜o em torno do terceiro eixo (eixo Z);
• we e´ a velocidade de rotac¸a˜o da terra;
• t e´ o tempo.
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3.1.3 Referencial Local
O referencial local e´ determinado trac¸ando um plano tangente a uma elipse geode´sica
de refereˆncia num ponto de interesse. O plano tangente e´ ligado a um ponto fixo na
superf´ıcie da terra, ponto este conveniente para as medic¸o˜es locais. Este ponto e´ a origem
do referencial local. O eixo do X aponta para o Norte geode´sico da terra. O eixo Z
aponta para o centro de massa da terra, perpendicular a` elipso´ide de refereˆncia. E o
eixo Y completa o sistema de coordenadas, sendo ortogonal aos restantes, apontando para
Este. O referencial descrito tem a designac¸a˜o de NED (North, East, Down). No entanto,
existem variac¸o˜es a este referencial como por exemplo o ENU (East, North, Up), que esta´
demonstrado na figura 3.2.
Figura 3.2: Referencial ECEF e referencial local
O referencial local e´ frequentemente utilizado como referencial de navegac¸a˜o.
A figura 3.2 demonstra a relac¸a˜o entre o referencial ECEF e o referencial local. O eixos
de coordenadas para o referencial local utilizado sa˜o descritos da seguinte forma:
• Origem: coincide com o ponto local de interesse na superf´ıcie da da terra;
• Eixo - Xi (E): com o sentido de Este geode´sico da terra;
• Eixo - Y i (N): com o sentido do Norte geode´sico da terra;
• Eixo - Zi (U) : ortogonal com a elipso´ide de referencia.
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A transformac¸a˜o entre o referencial ECEF e o referencial local e´ dada por consecutivas
rotac¸o˜es, da seguinte forma:
Rle = (R
e
l )
T = R1(90o − ϕ)R3(λ+ 90o)
=

−sin(λ) cos(λ) 0
−sin(ϕ)cos(λ) −sin(ϕ)sin(λ) cos(ϕ)
cos(ϕ)cos(λ) cos(ϕ)sin(λ) sin(ϕ)
 (3.2)
• Rle e´ a matriz de rotac¸a˜o do referencial ECEF para o referencial local;
• R1 e´ a matriz de rotac¸a˜o em torno do primeiro eixo (eixo X);
• R3 e´ a matriz de rotac¸a˜o em torno do terceiro eixo (eixo Z);
• ϕ e´ a latitude;
• λ e´ a longitude.
3.1.4 Referencial do Ve´ıculo
O referencial do ve´ıculo e´ um sistema de coordenadas ortogonal. Neste caso, o refe-
rencial do ve´ıculo e o referencial do IMU (Inertial Measurement Unit) sa˜o coincidentes, e
considerados no centro de massa do ve´ıculo. O eixos de coordenadas para o referencial do
ve´ıculo utilizado sa˜o descritos da seguinte forma:
• Origem: coincide com a origem da tr´ıade de sensores;
• Eixo - Zi : aponta para o lado direito do sensor;
• Eixo - Xi : aponta em direcc¸a˜o para a frente do sensor;
• Eixo - Y i : ortogonal aos eixos Z e X e segundo a “regra da ma˜o direita“.
A transformac¸a˜o entre o referencial do ve´ıculo e o referencial local e´ dada por treˆs
rotac¸o˜es consecutivas em torno de treˆs eixos ortogonais, da seguinte forma:
Rlb = (R
b
l )
T = R3(ψ)R1(−η)R2(−ξ) (3.3)
• Rlb e´ a matriz de rotac¸a˜o do referencial do ve´ıculo para o referencial local;
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• R1 e´ a matriz de rotac¸a˜o em torno do primeiro eixo (eixo X);
• R2 e´ a matriz de rotac¸a˜o em torno do segundo eixo (eixo Y);
• R3 e´ a matriz de rotac¸a˜o em torno do terceiro eixo (eixo Z);
• ψ e´ o heading dado pelo sensor;
• η e´ o pitch dado pelo sensor;
• ξ e´ o roll dado pelo sensor;
• •T representa a matriz transposta.
Com a utilizac¸a˜o de navegac¸a˜o inercial, e´ tambe´m importante transformar directa-
mente do referencial do ve´ıculo para o referencial ECEF. A partir das equac¸o˜es 3.2 e 3.3,
esta transformac¸a˜o e´ poss´ıvel e tem a seguinte forma:
Reb = (R
e
l )
T ·Rlb = Rle ·Rlb (3.4)
3.2 Referenciais Temporais
Existem diversos referenciais temporais baseados no processo perio´dico de rotac¸a˜o da
terra, mecaˆnica celeste e transic¸o˜es entre n´ıveis energe´ticos em osciladores ato´micos. A
tabela 3.1, baseada em [36], resume os mais importantes.
Tabela 3.1: Diferentes sistemas temporais
Processo perio´dico Sistema de tempo
Rotac¸a˜o da terra Universal Time (UT)
Greenwich Sideral Time
Revoluc¸a˜o da terra Terrestrial Dynamic Time (TDT)
Barycentric Dynamic Time (BDT)
Osciladores ato´micos International Atomic Time (IAT)
UT Coordinated (UTC)
GPS Time
Os referenciais temporais universal e sideral esta˜o associados a` rotac¸a˜o dia´ria da terra.
O referencial de tempo Universal utiliza o sol como refereˆncia. O tempo sideral utiliza
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a direcc¸a˜o para fora do sistema solar. Isto leva a que, num ano, ambos os referenciais
difiram 24 horas, o que supo˜e 3 minutos e 56.4 segundos por dia.
O referencial Universal (UT), em contraste com os referenciais ato´micos, na˜o e´ com-
pletamente uniforme (a rotac¸a˜o da terra na˜o e´ uniforme). Devido a isto, foi introduzido o
UTC, que e´ uma refereˆncia temporal ato´mica que se mante´m muito pro´xima do referencial
universal (pro´ximo de 0.9 segundos do UT1), devido a` introduc¸a˜o sistema´tica (devido ao
decre´scimo gradual da velocidade de rotac¸a˜o da terra) de um certo nu´mero de segundos.
Isto leva a que, ao longo do tempo, uma diferenc¸a entre o UTC e o IAT varie um segundo.
O tempo GPS e´ o referencial temporal utilizado nas aplicac¸o˜es de GPS. A e´poca de
origem e´ 00:00 UTC (meia-noite) de 5 para 6 de Janeiro de 1980. Nessa e´poca a diferenc¸a
UTC-IAT era de 19 segundos.
Esta pa´gina foi intencionalmente deixada em branco.
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4.1 Descric¸a˜o do sistema GPS
O sistema GPS (Global Positioning System) consiste numa constelac¸a˜o de pelo menos
24 sate´lites em o´rbita da terra situados a uma distaˆncia de aproximadamente 20200Km
acima da superf´ıcie terrestre, e que transmitem continuamente sinais que permitem ao
utilizador calcular a sua posic¸a˜o tridimensional. O princ´ıpio de funcionamento e´ baseado
na resoluc¸a˜o de uma equac¸a˜o geome´trica (que sera´ demonstrada mais a` frente), sabendo a
distaˆncia a um conjunto mı´nimo de quatro sate´lites (distaˆncia que e´ medida pelo receptor
atrave´s dos sinais transmitidos pelos sate´lites), e sabendo as suas coordenadas.
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A observac¸a˜o ba´sica do sistema GPS e´ o tempo de propagac¸a˜o de uma onda elec-
tromagne´tica entre o sate´lite (transmissor) e o utilizador (receptor GPS). Este tempo
multiplicado pela velocidade da luz, da´-nos a distaˆncia medida (pseudorange) entre o
transmissor e o receptor.
O sistema GPS e´ formado por treˆs segmentos: segmento espacial; segmento de controlo;
e segmento de utilizador.
4.1.1 Segmento Espacial
As principais func¸o˜es do segmento espacial sa˜o, a partir de informac¸o˜es enviadas pelo
segmento de controlo, disponibilizar a uma refereˆncia de tempo ato´mica um sinal RF
(Radio Frequency) pseudo-aleatoriamente gerado, que possui mensagens de navegac¸a˜o.
4.1.1.1 Constelac¸a˜o
O segmento espacial e´ formado por uma constelac¸a˜o de pelo menos 24 sate´lites, dis-
postos em 6 planos orbitais diferentes, com uma inclinac¸a˜o de 55 graus em relac¸a˜o ao
equador. As o´rbitas sa˜o aproximadamente circulares, com excentricidade inferior a 0.02,
um semi-eixo maior de 26000km e um per´ıodo de 12 horas siderais (11 horas, 58 minutos
e 2 segundos). A configurac¸a˜o actual permite ao utilizador ter em simultaˆneo observac¸o˜es
de pelo menos 4 sate´lites em qualquer ponto da superf´ıcie terrestre a qualquer momento,
com uma elevac¸a˜o acima da linha do horizonte vis´ıvel pelo utilizador, superior a 15 graus.
Figura 4.1: Constelac¸a˜o de sate´lites GPS
Os sate´lites possuem estruturas e mecanismos que lhes permitem manterem-se em
o´rbita, comunicar com o segmento de controlo e emitir sinais para os receptores. Um dos
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aspectos cr´ıticos do sistema GPS e´ o relo´gio do sate´lite. Por esta raza˜o, os sate´lites esta˜o
equipados com relo´gios ato´micos que tem uma estabilidade muito elevada.
Os sate´lites GPS sa˜o identificados de diferentes formas: pela sua posic¸a˜o no plano or-
bital (cada sate´lite tem o seu local dentro das seis o´rbitas), o seu nu´mero de refereˆncia da
NASA (National Aeronautics and Space Administration), o seu nu´mero de identificac¸a˜o
internacional, o seu co´digo PRN (PseudoRandom Noise) e o SVN (Satellite Vehicle Num-
ber).
4.1.1.2 Sinal GPS
Cada sate´lite transmite sinais centrados em duas frequeˆncias na banda L. Estas frequeˆncias
sa˜o derivadas de uma frequeˆncia fundamental f0 = 10, 23MHz (com uma relac¸a˜o 154120) ge-
rada pelo relo´gio ato´mico.
L1 = 154 · 10.23MHz = 1575.42MHz
L2 = 120 · 10.23MHz = 1227.60MHz
O facto de os sate´lites transmitirem em duas frequeˆncias diferentes permite ao uti-
lizador cancelar uma das maiores fontes de erro: refracc¸a˜o na ionosfera. Isto deve-se a`
ionosfera actuar como meio dispersivo para os sinais GPS. Os seguintes tipos de co´digo
PRN e mensagens sa˜o modulados sobre as duas portadoras:
• Co´digo Coarse/Aquisition, [C/A(t)], e´ tambe´m conhecido como co´digo civil. Esta
sequeˆncia e´ repetida a cada milissegundo a uma velocidade de 1Mbps, que e´ equiva-
lente a um comprimento de onda de 293, 1m. E´ modulado apenas sobre L1.
• Co´digo Preciso, [P(t)], e´ reservado para uso militar e para utilizadores civis autori-
zados. A sequeˆncia e´ repetida a cada 266 dias. A sua velocidade e´ de 10Mbps, que
e´ equivalente a um comprimento de onda de 29, 31m e e´ modelada sobre ambas as
frequeˆncias L1 e L2.
• Mensagem de Navegac¸a˜o, e´ modelada sobre ambas as frequeˆncias L1 e L2 a 50bps, e
fornece informac¸o˜es sobre os erros de efeme´rides (o´rbita do sate´lite) e do relo´gio do
sate´lite, estado da constelac¸a˜o, etc.
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L1(t) = a1 · P (t) ·D(t) · sin(f1 · t+ΦP1) + a1 · C(t) ·D(t) · cos(f1 · t+ φc)
L2(t) = a2 · P (t) ·D(t) · sin(f2 · t+ φP2)
A estrutura dos sinais esta´ descrita sucintamente na figura 4.2.
Figura 4.2: Estrutura do sinal GPS
De forma a restringir o acesso de utilizadores civis a` precisa˜o de todo o sistema GPS,
foram desenvolvidas as seguintes te´cnicas:
• S/A ou Selective Availability : degradac¸a˜o intencional do relo´gio do sate´lite. O efeito
na posic¸a˜o horizontal vai de cerca de 10m (S/A = off) ate´ 100m (S/A = on). O
processo actua directamente na frequeˆncia fundamental do relo´gio do sate´lite, o que
tem um impacto directo no pseudorange calculado pelos utilizadores.
• A/S ou Anti-Spoofing : consiste na encriptac¸a˜o do co´digo P, combinando-o com um
co´digo W secreto, resultando o co´digo Y, que e´ modulado sobre as duas portadoras
L1 e L2. O objectivo e´ evitar o acesso de utilizadores na˜o autorizados ao co´digo nas
duas frequeˆncias P1 e P2, sendo unicamente dispon´ıvel o co´digo C/A sobre L1.
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4.1.2 Segmento de Controlo
O segmento de controlo e´ responsa´vel pelo funcionamento do sistema GPS. As suas
func¸o˜es ba´sicas sa˜o:
• controlar e manter a posic¸a˜o e configurac¸a˜o da constelac¸a˜o de sate´lites;
• prever a evoluc¸a˜o de efeme´rides (o´rbita dos sate´lites) e relo´gio dos sate´lites;
• manter a escala de tempo GPS;
• actualizar as mensagens de navegac¸a˜o para todos os sate´lites.
O segmento de controlo (figura 4.3) e´ constitu´ıdo por 5 estac¸o˜es de controlo secunda´rias,
uma estac¸a˜o de controlo principal e treˆs antenas que transmitem os dados para os sate´lites.
Figura 4.3: Segmento de controlo
As estac¸o˜es de controlo monitorizam continuamente todos os sate´lites vis´ıveis. Elas
esta˜o equipadas com receptores que medem em ambas as frequeˆncias L1 e L2, todos os
sinais provenientes dos sate´lites em linha de vista. Os dados recebidos sa˜o enviados para
a estac¸a˜o de controlo principal. Na estac¸a˜o de controlo espacial os sinais sa˜o processa-
dos para estimar a o´rbita dos sate´lites (efeme´rides), os erros de relo´gio, ale´m de outros
paraˆmetros. As o´rbitas sa˜o afectadas por perturbac¸o˜es como a atracc¸a˜o gravitacional do
sol, da lua, pressa˜o da radiac¸a˜o solar, entre de outros. Por esta raza˜o, tem de ser efectu-
ados ca´lculos de correcc¸a˜o em determinados intervalos de tempo, que originam uma nova
mensagem de navegac¸a˜o a ser enviada pela estac¸a˜o de controlo para ser retransmitida
pelos sate´lites. Os sinais sa˜o enviados para os sate´lites atrave´s das antenas terrestres por
sinais RF na banda S.
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4.1.3 Segmento de Utilizador
O segmento do utilizador e´ composto pelo universo de receptores GPS. A sua func¸a˜o
principal e´ receber os sinais GPS, determinar os pseudoranges, e resolver as equac¸o˜es de
navegac¸a˜o para obter as suas coordenadas num instante preciso.
Figura 4.4: Esquema ba´sico do receptor GPS
Os elementos ba´sicos de um receptor GPS (figura 4.4) gene´rico sa˜o uma antena com
pre´-amplificac¸a˜o, uma secc¸a˜o de ra´dio frequeˆncia, um microprocessador, um oscilador
interme´dio de precisa˜o, uma fonte de alimentac¸a˜o, uma memo´ria para armazenamento de
dados, e uma interface com o utilizador. A posic¸a˜o calculada e´ referente ao centro de fase
da antena.
4.1.4 Mensagem de Navegac¸a˜o
Cada sate´lite recebe das antenas de terra a mensagem contendo informac¸o˜es sobre
paraˆmetros de o´rbita, estado do relo´gio, e outros dados. Esta informac¸a˜o e´ enviada para
o utilizador atrave´s da mensagem de navegac¸a˜o (figura 4.6).
Figura 4.5: Mensagem de navegac¸a˜o
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As mensagens de navegac¸a˜o sa˜o modeladas em ambas as frequeˆncias a 50bps. A mensa-
gem inteira contem 25 frames, que formam uma frame principal que demora 12,5 minutos
a ser transmitida. Cada frame e´ subdividido em 5 subframes de 6 segundos cada, ao
mesmo tempo, cada subframe consiste em 10 palavras, com 30 bits por palavra. Uma
frame demora 30 segundos a ser enviada. Cada subframe comec¸a sempre com uma pala-
vra de telemetria (TLM), que e´ necessa´ria para sincronizac¸a˜o. Depois aparece a palavra de
transfereˆncia (HOW). A sua func¸a˜o e´ permitir a comutac¸a˜o do co´digo C/A para o co´digo
P.
O conteu´do de cada subframe e´ o seguinte:
• Subframe 1: contem informac¸a˜o acerca dos paraˆmetros a serem aplicados ao estado
do relo´gio do sate´lite para as suas correcc¸o˜es. Estes valores sa˜o alguns coeficientes
que permitem converter o tempo do processador em tempo GPS. Tambe´m possui
dados sobre a “sau´de” do sate´lite;
• Subframe 2 e 3: estes subframes conte´m efeme´rides dos sate´lites;
• Subframe 4: nesta parte podem ser encontrados paraˆmetros sobre o modelo da
ionosfera, informac¸o˜es UTC (Universal Coordenate Time), parte das informac¸o˜es de
almanaque e indicac¸o˜es de tempo atmosfe´rico e A/S;
• Subframe 5: conte´m informac¸o˜es de almanaque e o estado da constelac¸a˜o.
4.1.5 Observac¸o˜es de GPS
Os sate´lites emitem sinais em duas frequeˆncias diferentes na banda L (L1 = 1575, 42MHz
e L2 = 1227, 6MHz), que sa˜o mu´ltiplos de uma frequeˆncia fundamental a 10, 23MHz,
com uma relac¸a˜o de 154120 . Os seguintes co´digos e mensagens sa˜o modelizados sobre essas
portadoras:
• Co´digo C/A (Coarsive/Acquisition), tambe´m conhecido como SPS (Standard Posi-
tioning Service), esta´ dispon´ıvel para utilizac¸a˜o civil;
• Co´digo P (Precision), tambe´m conhecido como PPS (Precise Positioning Service),
que esta´ dispon´ıvel apenas para utilizac¸a˜o militar e utilizadores autorizados;
• Mensagem de navegac¸a˜o, conte´m as o´rbitas dos sate´lites, as correcc¸o˜es de relo´gio, e
outros paraˆmetros do sistema.
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De um ponto de vista gene´rico, pode dizer-se que a observac¸a˜o ba´sica do GPS e´ o
atraso, ou tempo dT , que o sinal demora a propagar-se desde a antena do sate´lite (tempo
de emissa˜o) ate´ a antena do receptor (tempo de recepc¸a˜o). Este valor multiplicado pela
velocidade da luz c, da´-nos a distaˆncia aparente D = c · dT entre eles. Este tempo de
propagac¸a˜o dT pode ser obtido correlacionando o co´digo recebido (C/A ou P) do sate´lite
com a re´plica gerada pelo pro´prio receptor, esta re´plica e´ movida no tempo (∆t), ate´ a
ma´xima correlac¸a˜o ser obtida (figura 4.6).
Figura 4.6: Determinac¸a˜o do tempo de propagac¸a˜o do sinal GPS
Este movimento no tempo ∆t, e´ o conhecido como pseudorange. Esta observac¸a˜o e´
uma “distaˆncia aparente” entre o sate´lite e o receptor, que na˜o coincide com a distaˆncia
geome´trica, devido aos erros de sincronismo entre o relo´gio dos sate´lites e o do receptor,
entre outros. Tendo em conta que os erros de sincronismo entre os dois relo´gios, e o tempo
passado entre a transmissa˜o e recepc¸a˜o e´ obtido como a diferenc¸a de tempo medido em
duas escalas diferentes: a do sate´lite (tj) e a do receptor (ti). Considerando uma escala
de tempo T , a` qual chamamos de GPS, tem-se que o pseudorange para um sate´lite i e um
receptor j pode ser expressa como:
P ji = c
[
ti(T2)− tj(T1)
]
(4.1)
onde:
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• c e´ a velocidade da luz no va´cuo;
• ti(T2) e´ o tempo de recepc¸a˜o do sinal, medido na escala de tempo do relo´gio do
receptor i.
• tj(T1) e´ o tempo de transmissa˜o do sinal, medido na escala de tempo do relo´gio do
sate´lite j.
O pseudorange obtido atrave´s deste me´todo pelo receptor ale´m da distaˆncia geome´trica
entre o receptor e o sate´lite, possui outros termos na˜o geome´tricos - ale´m dos erros de
sincronismo entre o clock do receptor e dos sate´lites - devido a` propagac¸a˜o do sinal atrave´s
da atmosfera (ionosfera e troposfera), atrasos instrumentais (tanto do sate´lite como do
receptor), interfereˆncias por multi-caminho, etc. (figura 4.7). Tendo em conta todos estes
erros a equac¸a˜o anterior deve ser reescrita como se segue, onde P representa qualquer
co´digo C/A, P1 ou P2, como descrito por [37]:
P ji = ρ
j
i + c
(
dti − dtj
)
+ relji + T
j
i + αI
j
i +K
j
i +M
j
P,i + ε
j
P,i (4.2)
onde:
• ρji representa a distaˆncia geome´trica entre a antena do sate´lite j e a antena do
receptor i no tempo de emissa˜o e recepc¸a˜o, respectivamente.
ρji =
√
(xi − xi)2 + (yi − yi)2 + (zi − zi)2;
• dtj representa o erro do clock do sate´lite j do tempo GPS;
• c representa a velocidade da luz no va´cuo;
• dti representa o erro do clock do receptor do tempo GPS;
• relji representa o erro do efeito de relativismo;
• T ji representa o erro na troposfera;
• Iji representa o erro na ionosfera, que depende da frequeˆncia do sinal f (α =
40, 3/f2);
• Kji representa o erro devido a`s constantes instrumentais do sate´lite e do receptor,
que sa˜o dependentes da frequeˆncia;
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• M jP,i representa o erro do efeito de multi-caminho, que tambe´m depende da frequeˆncia;
• εjP,i e´ o termo de ru´ıdo que representa todos os restantes efeitos na˜o modelizados.
A distaˆncia aparente entre o receptor e o sate´lite pode tambe´m ser medida atrave´s do
sinal de fase da portadora, obtendo-se neste caso:
Lji = ρ
j
i + c
(
dti − dtj
)
+ relji + T
j
i − αIji +Bji + wL +mjL,i + εjL,i (4.3)
onde ale´m dos termos anteriores teˆm de ser tomados em conta:
• wL e´ o termo devido a` polarizac¸a˜o do sinal;
• Bji e´ o termo da ambiguidade de fase devido a` aquisic¸a˜o do sinal, uma ambiguidade
de um nu´mero inteiro do comprimento de onda (Nλ).
A observac¸a˜o de Doppler e´ obtida detectando alterac¸o˜es na fase num certo intervalo de
tempo. Uma alterac¸a˜o na fase corresponde a um deslocamento na frequeˆncia, que e´ pro-
porcional a` velocidade relativa entre o emissor (sate´lite) e o receptor, que e´ vulgarmente
conhecido por efeito de Doppler. Portanto, medindo o deslocamento na frequeˆncia e sa-
bendo a velocidade do sate´lite (emissor), a velocidade do receptor pode ser determinada.
As observac¸o˜es de Doppler esta˜o dispon´ıveis sobre ambas as frequeˆncias (L1 e L2) e esta˜o
sujeitas aos mesmos erro que o pseudorange.
φ˙ji = ρ˙
j
i + c
(
dt˙i − dt˙j
)
+ ˙rel
j
i + T˙
j
i − αI˙ji + K˙ji + M˙ jP,i + ε˙jP,i (4.4)
onde:
• φ˙ji representa a medida de Doppler ;
• ρ˙ji representa a taxa da distaˆncia geome´trica entre a antena do sate´lite e a antena
do receptor;
• c representa a velocidade da luz no va´cuo;
• ρ˙ji representa o drift do erro do clock do sate´lite j do tempo GPS;
• dt˙i representa o drift do erro do clock do receptor do tempo GPS;
• ˙relji representa o drift do erro do efeito de relativismo;
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• T˙ ji representa o drift do erro na troposfera;
• I˙ji representa o drift do erro na ionosfera, que depende da frequeˆncia do sinal f
(αi = 40, 3/f2i );
• K˙ji representa o drift do erro devido a`s constantes instrumentais do sate´lite e do
receptor, que sa˜o dependentes da frequeˆncia;
• M˙ jP,i representa o drift do erro do efeito de multi-caminho, que tambe´m depende da
frequeˆncia;
• ε˙jP,i e´ o drift do termo de ru´ıdo que representa todos os restantes efeitos na˜o mode-
lizados.
4.1.5.1 Combinac¸o˜es das Observac¸o˜es
Atrave´s das observac¸o˜es ba´sica descritas anteriormente, podem ser definidas as seguin-
tes combinac¸o˜es (onde P e L sa˜o expressos em metros):
• Combinac¸a˜o livre da ionosfera: o efeito da ionosfera depende da frequeˆncia ao qua-
drado (αi = 40, 3/f2i ). Isto permite o seu cancelamento pela seguinte combinac¸a˜o:
PC = f
2
1P1−f22P2
f21−f22
; LC = f
2
1L1−f22L2
f21−f22
• Combinac¸o˜es Narrow-Lane (PW) e Wide-Lane (LW): a combinac¸a˜o LW da´ uma
observac¸a˜o com o comprimento de onda λw = 86, 2cm, quatro vezes superior a L1
ou L2, que se torna muito u´til para detectar a perda de ciclos (na ambiguidade de
fase). Para isso, sa˜o utilizadas combinac¸o˜esMelbourne-Wulbberna (W = LW−PW )
PW = f1P1+f2P2f1+f2 ; LW =
f1L1−f2L2
f1−f2
• Combinac¸a˜o da ionosfera: cancela a parte geome´trica da medida, deixando o efeito
da ionosfera e constantes instrumentais (ale´m do multi-caminho e do ru´ıdo na ob-
servac¸a˜o). E´ tambe´m utilizado para detectar perda de ciclos na fase.
PI = P2− P1 ; LI = L1− L2
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Substituindo as expresso˜es de P1, P2, L1 e L2 na definic¸a˜o antiga, sa˜o obtidas as seguintes
expresso˜es e relac¸o˜es entre as ambiguidades para PC, LC, PW, LW, PI e LI.
Combinac¸a˜o livre da ionosfera
PC = ρ+ c
(
dti − dtj
)
+ rel + T +KC +mPC + εPC
LC = ρ+ c
(
dti − dtj
)
+ rel + T +BC +mLC +WLC + εLC
Combinac¸o˜es Narrow-Lane (PW) e Wide-Lane (LW)
PW = ρ+ c
(
dti − dtj
)
+ rel + T + αI +KW +MPW + εPW
LW = ρ+ c
(
dti − dtj
)
+ rel + T + αI +BW +mLW + εLW
Combinac¸a˜o da ionosfera
PI = αII +KI +MPI + εPI
LI = αII +BI +mLI +WLI + εLI
(αI = α2 − α1 ' 1, 05)
4.1.6 Erros que influenciam o sinal GPS
O pseudorange ou distaˆncia aparente entre o sate´lite e o receptor, e´ obtido atrave´s
da correlac¸a˜o do co´digo modelado no sinal recebido do sate´lite com a re´plica gerada pelo
receptor, P = c∆T , e e´ afectado por uma se´rie de termos que sa˜o adicionados a` distaˆncia
geome´trica. A figura 4.7 demonstra graficamente as diferentes contribuic¸o˜es.
A modelizac¸a˜o do pseudorange medido P1 (ou C/A) e P2, entre o receptor i e o sate´lite
j, devem ter em conta os seguintes termos:
P1ji = ρ
j
i + c
(
dti − dtj
)
+ relji + T
j
i + α1I
j
i +K1
j
i +M
j
P1,i
+ εjP1,i
P2ji = ρ
j
i + c
(
dti − dtj
)
+ relji + T
j
i + α2I
j
i +K2
j
i +M
j
P2,i
+ εjP2,i
4.1.6.1 Distaˆncia Geome´trica (ρji )
Corresponde a` distaˆncia euclidiana entre a posic¸a˜o do sate´lite na e´poca de emissa˜o e
a posic¸a˜o do receptor no momento de recepc¸a˜o do sinal:
ρji =
√
(xi,rec − xiems)2 + (yi,rec − yiems)2 + (zi,rec − ziems)2
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Figura 4.7: Componentes do pseudorange
Figura 4.8: Coordenadas no tempo de emissa˜o e recepc¸a˜o do sinal
36 Sistema GPS
4.1.6.2 Clock do receptor (dti) e no clock do sate´lite (dtj)
Correspondem aos erros de sincronismo do clock em relac¸a˜o a` escala de tempo de GPS.
• O offset do clock do receptor (dti) e´ estimado em simultaˆneo com as suas coordena-
das.
• O offset do clock do emissor (dtj) pode ser calculado a partir de valores de a0, a1,
a2 e t0 que sa˜o transmitidos nas mensagens de navegac¸a˜o, de acordo com a seguinte
expressa˜o:
dtji = a0 + a1 (t− t0) + a2 (t− t0)2
sendo: a0 o drift do clock, a1 a velocidade do drift do clock, a2 e t0 o tempo do clock.
4.1.6.3 Correcc¸o˜es de relativismo (relji )
A velocidade de avanc¸o de dois clocks ideˆnticos, um colocado no sate´lite e outro na
superf´ıcie da terra, ira´ ser diferente devido ao diferente potencial gravitacional e devido a`
velocidade relativa entre eles. Esta diferenc¸a pode ser dividida em duas componentes:
• A componente constante que depende apenas do valor nominal do semi-eixo maior
da o´rbita do sate´lite,que e´ ajustada modificando a frequeˆncia de oscilac¸a˜o do clock
do sate´lite:
f ′0−f0
f0
= 12
(
v
c
)2 + ∆U
c2
' −4.464 · 10−10
• A componente perio´dica devido a` excentricidade da o´rbita:
rel = 2
√
µa
c e sin(E) = 2
r·v
c (emmetros)
sendo µ = 3.986005·1014(m3/s2) a constante de gravitac¸a˜o universal, c = 299792458(m/s)
a velocidade da luz no va´cuo, a semi-eixo maior da orbita, e a sua excentricidade, E
a anomalia exceˆntrica do sate´lite na o´rbita, e r e v a posic¸a˜o geome´trica do sate´lite
e a velocidade no sistema inercial.
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4.1.6.4 Troposfera (T ji )
A troposfera e´ a zona da atmosfera que se estende desde a superf´ıcie terrestre ate´
cerca dos 12km de altura acima da superf´ıcie terrestre. A` frequeˆncia a que o sinal GPS
e´ transmitido, a troposfera comporta-se como um meio dispersivo, sendo o seu efeito
independente da frequeˆncia. O delay na troposfera pode ser modelizado de uma forma
aproximada (perto de 90%) utilizando a seguinte expressa˜o:
T ji = (ddry + dwet) ·m (elev)
onde ddry corresponde ao delay vertical devido a` componente ”seca”da troposfera (ba-
sicamente formada por oxige´nio e nitroge´nio em equil´ıbrio hidrosta´tico) e dwet corresponde
ao delay vertical devido a` componente “hu´mida” da troposfera (basicamente formada pelo
vapor de a´gua da atmosfera), sendo
ddry = 2.3exp
(−0.116 · 10−3 ·H) (m)
dwet = 0.1(m) (H: altura acima do n´ıvel do mar, em metros)
Por u´ltimo, m(elev) e´ o factor responsa´vel por projectar o delay vertical na direcc¸a˜o de
observac¸a˜o do sate´lite.
m(elev) = 1.001√
0.002001+sin2(elev)
onde elev e´ a elevac¸a˜o referente ao horizonte local do receptor.
4.1.6.5 Ionosfera (αIji )
A ionosfera e´ a zona da atmosfera que se estende de cerca dos 60km ate´ cerca dos
2000km de altura acima da superf´ıcie terrestre. Os sinais electromagne´ticos que viajam
pela ionosfera entram em contacto com electro˜es livres o que provoca um delay em com-
parac¸a˜o com a propagac¸a˜o no va´cuo, esse efeito e´ expresso por:
αIji = δion =
∫
(n− 1) ds
onde o integral se estende por toda a trajecto´ria e n = cv e´ o ı´ndice de refracc¸a˜o. A ionosfera
e´ um meio dispersivo, e o ı´ndice de refracc¸a˜o depende da frequeˆncia. Esta dependeˆncia
permite utilizar os valores das duas frequeˆncias (L1 e L2) para minimizar este efeito. Para
receptores com apenas uma frequeˆncia e´ poss´ıvel utilizar modelos de previsa˜o do delay, no
caso de receptores com dupla frequeˆncia os efeitos da ionosfera podem ser cancelados ate´
99%, utilizando as combinac¸o˜es PC ou LC.
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4.1.6.6 Delay Instrumental (Kji )
Poss´ıveis fontes para este delay sa˜o as antenas, os cabos, e filtros diferentes utilizados
nos receptores e nos sate´lites. Eles podem ser divididos em dois delays diferentes, o do
sate´lite e o do receptor, os quais dependem da frequeˆncia:
K1ji = R1i − T jGD ; K2ji = R2i − f
2
1
f22
T jGD
onde:
• R1i pode ser considerado zero (incluindo no offset do clock do receptor);
• T jGD e´ transmitido na mensagem de navegac¸a˜o enviada pelo sate´lite.
4.1.6.7 Multi-caminho (M jP,i)
A interfereˆncia devido ao multi-caminho, e´ gerada quando o sinal chega por diferentes
trajecto´rias a` antena do receptor. A principal causa e´ devido a` antena se encontrar pro´xima
de estruturas reflectoras, e e´ importante quando o sinal e´ proveniente de sate´lites com
baixa elevac¸a˜o. Este erro e´ diferente para diferentes frequeˆncias. Ele afecta as observac¸o˜es
de fase e de co´digo. No caso do co´digo, ele pode atingir o valor teo´rico de 1.5 vezes
o comprimento de onda. Isto significa que, para o co´digo C/A, pode atingir valores de
450m, embora valores superiores a 15m sa˜o dif´ıceis de observar. Tipicamente ele e´ inferior
a 2 ou 3 metros. No caso da fase, o valor teo´rico ma´ximo e´ de um quarto do valor do
comprimento de onda. Isto significa 5cm em L1 ou L2.
Figura 4.9: Diferenc¸a entre o sinal directo e o sinal refletido
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Este erro pode ser minimizado melhorando a qualidade da antena, isto e´, fazendo-a
rejeitar sinais de certas direcc¸o˜es, e deslocando a antena de superf´ıcies reflectoras.
4.1.6.8 Ru´ıdo (M jP,i)
Neste termo, e´ inclu´ıdo ru´ıdo na medic¸a˜o do pseudorange, e outros efeitos na˜o mode-
lizados. A precisa˜o da medida de pseudorange e´ superior a 1% do comprimento de onda.
Isto significa um ru´ıdo com um valor ma´ximo de 3m, para o co´digo C/A, e cerca de 30cm
para o co´digo P.
4.1.7 O´rbitas dos Sate´lites GPS
O conhecimento das o´rbitas e clocks dos sate´lites e´ fundamental para a obtenc¸a˜o de
bons resultados de posic¸a˜o. Um erro nas coordenadas ou clock do sate´lite GPS leva a um
erro de posic¸a˜o. Informac¸o˜es sobre paraˆmetros de o´rbita e de clock sa˜o encontrados na
mensagem de navegac¸a˜o.
De seguida, sera˜o definidos os elementos orbitais, sera´ introduzida a mensagem de
navegac¸a˜o e a forma de ca´lculo das posic¸o˜es dos sate´lites.
4.1.7.1 Elementos de Kepler
Se for considerada apenas a forc¸a de atracc¸a˜o de duas massas, o movimento da massa
m2 relativamente a` massa m1 e´ definida pela equac¸a˜o diferencial:
d2~r
dt2
+
µ
| r |3~r = 0 (4.5)
onde r representa o vector de posic¸a˜o relativa, µ = G(m1 +m2) e G e´ a constante de
gravitac¸a˜o universal. No caso do movimento de um sate´lite artificial, a sua massa pode
ser negligenciada em respeito a` massa da terra.
A integrac¸a˜o desta equac¸a˜o leva a` o´rbita do Kepler do sate´lite como:
r(t) = r(t; a, e, i,Ω, w, τ) (4.6)
defenida pelos seis paraˆmetros orbitais seguintes (ver figuras 4.10 e 4.11):
Ω Ascensa˜o direita do no´ ascendente: e´ o aˆngulo geome´trico entre a direcc¸a˜o do no´
ascendente e o ponto de A´ries. A linha do no´ e´ a intersecc¸a˜o do plano equatorial
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com o plano orbital. A intersecc¸a˜o com a esfera unita´ria define dois pontos: o no´
ascendente, atrave´s do qual o sate´lite cruza a regia˜o positiva de Z, e um descendente.
i Inclinac¸a˜o do plano orbital: e´ o aˆngulo entre o plano orbital e o equador.
w Argumento do perigeu: E´ o aˆngulo entre as direcc¸o˜es do no´ e perigeu, medido no
plano orbital. O perigeu e´ o ponto mais pro´ximo do sate´lite em relac¸a˜o ao centro
de massa da Terra. A posic¸a˜o mais distante e´ o apogeu. Ambos esta˜o na direc¸a˜o do
semi-eixo principal.
a Semi-eixo maior da elipse orbital: E´ Semi-eixo maior da elipse que define que define
a o´rbita.
e Excentricidade nume´rica da o´rbita: E´ a excentricidade da elipse da o´rbita.
T0 Tempo de passagem no perigeu: E´ o momento de passagem do sate´lite atrave´s do
ponto mais pro´ximo da Terra (perigeu). A posic¸a˜o orbital do sate´lite pode ser obtida
num momento t usando τ(t) = t− T0 ou qualquer uma das seguintes anomalias:
[v(t)] Anomalia verdadeira: e´ o aˆngulo geocentrico entre a direcc¸a˜o perigeu e a
direcc¸a˜o do sate´lite.
[E(t)] Anomalia de excentricidade: e´ o aˆngulo, medido a partir do centro da
o´rbita, entre o perigeu e o sentido do ponto de intersecc¸a˜o da linha normal ao eixo
principal que passa pelo sate´lite com o c´ırculo de raio a (4.10)
[M(t)] Anomalia me´dia: e´ uma abstracc¸a˜o matema´tica.
As treˆs anomalias sa˜o relacionadas pelas formulas:
M(t) = n(t− T0)
E(t) =M(t) + esinE(t)
V (t) = 2arctan
[√
1 + e
1− etan
E(t)
2
]
n =
2pi
Trevol
=
√
µ
a3
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Figura 4.10: Representac¸a˜o da elipse da o´rbita
Figura 4.11: Representac¸a˜o da o´rbita do sate´lite
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onde n denota a velocidade angular me´dia do sate´lite, ou movimento me´dio, com
per´ıodo de revoluc¸a˜o Trevol. Substituindo a = 26560Km (valor nominal para os sate´lites
GPS) nas equac¸o˜es anteriores, e´ obtido um per´ıodo de diz horas siderais.
4.1.7.2 Movimento Perturbado
Na secc¸a˜o anterior e´ apenas considerada uma primeira aproximac¸a˜o ao caso real. Na
pra´tica, existe um conjunto adicional de k acelerac¸o˜es ou termos de perturbac¸a˜o devem
ser adicionados a` equac¸a˜o. Portanto, a equac¸a˜o diferencial torna-se:
d2e
dt2
= − µ
r3
r + k (4.7)
Estas perturbac¸o˜es sa˜o principalmente devido a (ver figura 4.12):
1. A terra na˜o e´ esfe´rica e a destribuic¸a˜o de massa na˜o e homoge´nia.
2. A presenc¸a de outros corpos celestiais, a lua e o sol.
3. Efeito das mare´s.
4. Pressa˜o da radiac¸a˜o solar.
Figura 4.12: Perturbac¸o˜es sobre a o´rbita do sate´lite
Uma forma de ter em considerac¸a˜o o efeito de todas estas perturbac¸o˜es e´ considerar
que os elementos orbitais sa˜o alterados com o tempo, assim:
r(t) = r(t; a(t), e(t), i(t),Ω(t), w(t), τ) (4.8)
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Na mensagem de navegac¸a˜o, sa˜o transmitidos a cada e´poca, todos os paraˆmetros ne-
cessa´rios para o ca´lculo dos elementos orbitais. Os paraˆmetros obtidos na mensagem de
navegac¸a˜o sa˜o renovados a cada duas horas e na˜o devem ser utilizados fora do prazo fixado
(quatro horas), porque o erro cresce exponencialmente apo´s este per´ıodo.
4.1.7.3 Ca´lculo das coordenadas do sate´lite utilizando a mensagem de na-
vegac¸a˜o
Para efectuar o ca´lculo das coordenadas do sate´lite utilizando a mensagem de na-
vegac¸a˜o sa˜o utilizados os seguintes passos:
• calculo do tempo tk da epoca de refereˆncia de efeme´rides toe (t e toe sa˜o expressos
em segundos da semana GPS)
t = t− toe
Se tk > 302400, subtrai 604800 a tk. Se tk < −302400, subtrai 604800 a tk
• ca´lculo da anomalia me´dia para tk:
Mk =Mo +
( √
µ√
a3
+∆n
)
tk
• resoluc¸a˜o da equac¸a˜o de Kepler para a anomalia da excentrissidade Ek:
Mk = Ek − esinEk
• calculo da anomalia real vk:
vk = arctan
(√
1− e2sinEk
cosEk − e
)
• ca´lculo do argumento da latitude uk atrave´s do argumento de perigeu w, anomalia
real vk e correcc¸o˜es cuc e cus:
uk = w + vk + cuccos(w + vk) + cussin(w + vk)
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• ca´lculo da distaˆncia radial rk, considerando as correcc¸o˜es cuc e cus:
rk = a(1− ecosEk) + ciccos(w + vk) + crssin(w + vk)
• ca´lculo da inclinac¸a˜o ik do plano orbital a partir da inclinac¸a˜o io no tempo de
refereˆncia toe, e as correcc¸o˜es cic e cis:
ik = io + i˙tk + ciccos(w + vk) + cissin(w + vk)
• ca´lculo da longitude do no´ descendente λk (referente a Greenwich), utilizando a
ascenc¸a˜o direita Ωo no inicio da semana corrente, corrigido das variac¸o˜es do tempo
sideral aparente em Greenwich entre o inicio da semana e o tempo de refereˆncia
tk = t− toe, e a variac¸a˜o em longitude do no´ ascendente do tempo de referencia toe.
λk = Ωo + ( ˙Ω− wEtk − wEtoe)
• ca´lculo das coordenadas no referencial ECEF, aplicando treˆs rotac¸o˜es:

Xk
Yk
Zk
 = R3(−λk)R1(−ik)R3(−uk)

rk
0
0

4.1.8 O´rbitas precisas dos Sate´lites GPS
As o´rbitas precisas dos sate´lites esta˜o dispon´ıveis no servic¸o internacional de GPS
(IGS - International GPS Service), na forma de resultados po´s-processados. Tais dados
das o´rbitas sa˜o designados de efeme´rides precisas IGS.
Estes valores podem ser encontrados na internet em forma de produtos de efeme´rides
(por exemplo [38]), estes produtos sa˜o compostos por duas informac¸o˜es distintas: a in-
formac¸a˜o sobre as o´rbitas dos sate´lites; e informac¸a˜o sobre os erros dos clocks dos sate´lites.
Estes produtos esta˜o dispon´ıveis com diferentes n´ıveis de precisa˜o, e lateˆncia. Os produ-
tos sa˜o: Finais, com uma lateˆncia de 12 dias; Ra´pidos, com uma lateˆncia de 17 horas; e
Ultra-ra´pidos, com a primeira parte composta por valores observados e a segunda parte
com valores previstos, dispon´ıveis quatro vezes por dia (a`s 03:00, 09:00, 15:00, and 21:00
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UT). A precisa˜o destes produtos (nas duas partes, o´rbita e clock) e´ superior para os pro-
dutos Finais e mais baixo para os produtos Ultra-ra´pidos. No entanto apenas e´ poss´ıvel
utilizar os produtos Ultra-ra´pidos para aplicac¸o˜es em tempo real, os restantes produtos
sa˜o utilizados em po´s-processamento.
Os dados IGS sa˜o fornecidos no sistema de coordenadas ECEF. Para todos os sate´lites
poss´ıveis, sa˜o dados os vectores de posic¸a˜o X, Y, Z (em Km), e tambe´m os erros de clock.
Estes dados sa˜o fornecidos em intervalos de tempo de 15 minutos.
Para obter as efeme´rides de cada e´poca, e´ utilizado a interpolac¸a˜o polinomial de La-
grange para ajustar a` e´poca correcta. O polino´mio geral de Lagrange e´ dado por:
y(t) =
m∑
j=0
Lj(t) · y(tj), (4.9)
onde
Lj(t) =
m∏
k=0
(t− tk)
(tj − tk) , k 6= j, (4.10)
onde o simdolo
∏
representa a multiplicac¸a˜o de k = 0 ate´ k = m, m a ordem do
polino´mio, y(tj) sa˜o os dados no tempo tj , Lj(t) e´ designado de func¸a˜o ba´sica de ordem
m, e t e´ o tempo em que os dados sera˜o interpolados.
Para uma distaˆncia igual da interpolac¸a˜o de Lagrange tem:
tk = t0 + k∆t
t− tk = t− to − k∆t
tj − tk = (j − k)∆t
enta˜o
Lj(t) =
m∏
k=0
(t− t0 − k∆t)
(j − k)∆t , k 6= j, (4.11)
onde ∆t representa o intervalo dos dados.
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4.1.9 Diluic¸a˜o da precisa˜o
O termo diluic¸a˜o da precisa˜o (DOP - Dilution of Precision) e´ utilizado para caracteri-
zar o efeito da distribuic¸a˜o da geometria dos sate´lites na precisa˜o da soluc¸a˜o de navegac¸a˜o.
Os factores da diluic¸a˜o da precisa˜o incluem VDOP (Vertical Dilution of Precision), HDOP
(Horizontal Dilution of Precision), PDOP (Positional Dilution of Precision), TDOP(Time
Dilution of Precision) e GDOP(Geometric Dilution of Precision). As expresso˜es da di-
luic¸a˜o de precisa˜o sa˜o dados por:
V DOP =
σh
σ
HDOP =
√
σ2n + σ2e
σ
PDOP =
√
σ2n + σ2e + σ2h
σ
TDOP =
σt
σ
GDOP =
√
σ2n + σ2e + σ2h + σ
2
t c
2
σ
(4.12)
onde σ e´ considerado equivalente ao erro total, e σ2n, σ
2
e , σ
2
h e σ
2
t sa˜o as variac¸o˜es
correspondentes da posic¸a˜o Norte, Este, Altura e tempo. A diluic¸a˜o da precisa˜o varia de
e´poca para e´poca, de acordo com a alterac¸a˜o da geometria dos sate´lites.
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5.1 Descric¸a˜o do sistema INS
O sistema INS (Inertial Navigation System) e´ por si so´ um sistema de navegac¸a˜o
auto´nomo, que fornece informac¸a˜o dinaˆmica de posic¸a˜o e velocidade, baseado nas medidas
obtidas de um IMU (Inertial Measurement Unit). Um IMU consiste numa tr´ıade de
acelero´metros e girosco´pios colocados de forma ortogonal. O princ´ıpio de funcionamento
ba´sico do IMU e´ baseado na primeira lei de Newton, como apresentado na secc¸a˜o 3.1.1.
Com efeito, a forc¸a aplicada a um acelero´metro resulta numa acelerac¸a˜o que pode ser
quantificada e medida. Esta acelerac¸a˜o, quando integrada em ordem ao tempo fornece
uma variac¸a˜o em velocidade; e pelo mesmo racioc´ınio, quando integrado duplamente em
ordem ao tempo, fornece uma variac¸a˜o em posic¸a˜o. Deste modo, um INS genericamente
fornece alterac¸o˜es em posic¸a˜o e velocidade. De forma a determinar a posic¸a˜o e a velocidade
no referencial do ve´ıculo no sentido absoluto, tem de ser sabido em primeiro a condic¸a˜o
inicial (posic¸a˜o, velocidade e atitude iniciais).
O ca´lculo da posic¸a˜o e velocidade de um IMU parece simplesmente: integrando os
dados ao longo do tempo. No entanto, como discutido no cap´ıtulo 3, o IMU fornece dados
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num referencial diferente (os dados sa˜o fornecidos no referencial do IMU que para este caso
e´ coincidente com o referencial do ve´ıculo) do qual a posic¸a˜o e a velocidade sa˜o expressas
normalmente. As acelerac¸o˜es nos treˆs eixos sa˜o dadas pelo IMU no referencial do ve´ıculo,
enquanto o utilizador necessita dos dados em outro referencial, como o ECEF ou local.
Felizmente, combinando as medidas de acelerac¸a˜o com a atitude (ou alterac¸a˜o na
atitude) do IMU no referencial do ve´ıculo, uma se´rie de transformac¸o˜es pode ser aplicada
de forma a obter dados em qualquer referencial, descrito no cap´ıtulo 3. Por esta raza˜o,
e´ normalmente instalada uma tr´ıade de girosco´pios de forma ortogonal (semelhante aos
acelero´metros) no IMU. Daqui resulta que a precisa˜o das medic¸o˜es de velocidades angulares
e´ fundamental para o INS, porque qualquer erro na transformac¸a˜o das acelerac¸o˜es (nos
treˆs eixos) resulta em erros em posic¸a˜o e velocidade. Deste modo, a capacidade de um
INS determinar continuamente a posic¸a˜o, velocidade e atitude do ve´ıculo, depende da
qualidade dos girosco´pios utilizados no IMU.
De acordo com [15] existem quatro n´ıveis de IMUs (a classificac¸a˜o por n´ıveis baseia-se
na precisa˜o do sistema): n´ıvel de estrate´gico; n´ıvel de navegac¸a˜o; n´ıvel ta´ctico; e n´ıvel de
consumidor (representados na tabela 5.1).
Tabela 5.1: Diferentes n´ıveis de INS
Nı´vel do IMU Estrate´gico Navegac¸a˜o Ta´ctico Consumidor
Erro em posic¸a˜o (Km/h) < 0.03 < 4 18.5 ate´ 40 > 40
Erro do Girosco´pio (o/h) 0.0001 0.015 1 ate´ 10 1000
Erro do Acelero´metro (mg) 0.001 0.1 1.0 20
5.1.1 Mecanizac¸a˜o do IMU
A mecanizac¸a˜o das medidas do IMU permitem a conversa˜o da acelerac¸a˜o espec´ıfica
(f b) e da velocidade angular (wb) medida pelo IMU em informac¸o˜es u´teis de posic¸a˜o,
velocidade e atitude. Os dados do IMU sera˜o combinados com os dados do GPS (para
este caso), da´ı a mecanizac¸a˜o requer que os dados do IMU sejam expressos no referencial
ECEF.
A mecanizac¸a˜o dos dados obtidos pelo IMU no plano do ve´ıculo pode ser descrita em
dois passos distintos:
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1. As velocidades angulares obtidas no referencial do ve´ıculo sa˜o integradas em ordem
ao tempo, para calcular a matriz de transformac¸a˜o do referencial do ve´ıculo para
o referencial ECEF. As velocidades angulares especificas medidas pelo girosco´pio
incluem a velocidade angular da terra assim como a velocidade angular do ve´ıculo. E´
necessa´rio portanto, remover o efeito de rotac¸a˜o da terra, transformando a velocidade
angular da terra para o referencial do ve´ıculo e retirando-a das medidas obtidas pelo
IMU. Apo´s os dados do IMU serem ajustados, a matriz de rotac¸a˜o do referencial do
ve´ıculo para o referencial ECEF (Reb) pode ser formada.
2. A matriz de rotac¸a˜o calculada (Reb) e´ utilizada para transformar as medidas da
acelerac¸a˜o especifica do referencial do ve´ıculo para o referencial ECEF. A acelerac¸a˜o
especifica medida pelo IMU inclui a acelerac¸a˜o do IMU assim como a acelerac¸a˜o da
gravidade (γe). O vector da acelerac¸a˜o da gravidade e´ removido das medidas de
acelerac¸a˜o especifica medidos antes da integrac¸a˜o em ordem ao tempo para adquirir
alterac¸o˜es na posic¸a˜o e velocidade.
Os dois passos anteriores podem ser expressos matematicamente pela equac¸a˜o 5.1:

r˙e
v˙e
R˙eb
 =

ve
Reb〈f b〉 − 2Ωeieve + γe
Reb
(
Ωbei + 〈Ωbib〉
)
 (5.1)
onde, (•˙) representa a derivada em ordem ao tempo, e o sobrescrito b (•b) e o sobrescrito
e (•e) representam o referencial do ve´ıculo e o referencial ECEF respectivamente.
e tambe´m :
• re representa o vector de posic¸a˜o no referencial ECEF (xe, ye, ze);
• ve representa o vector de velocidade no referencial ECEF (vex, vey, vez);
• γe representa o vector da gravidade no referencial ECEF (γex, γey, γez);
• Reb representa a matriz de rotac¸a˜o do referencial do ve´ıculo para o referencial ECEF;
• f b representa o vector da forc¸a especifica medida pelo acelero´metro;
• Ωeie representa a velocidade angular da terra em respeito ao referencial inercial dado
no referencial ECEF;
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• Ωbei representa a velocidade angular da terra em respeito ao referencial inercial dado
no referencial do ve´ıculo;
• Ωbib representa a velocidade angular do ve´ıculo em respeito ao referencial inercial
dado no referencial do ve´ıculo.
Note-se que os dados dentro de chavetas (〈•〉) na equac¸a˜o 5.1 sa˜o as medidas obtidas
atrave´s do IMU. Essencialmente, o sistema pode ser resolvido em quatro passos, que sa˜o:
1. Correcc¸a˜o dos dados
2. Actualizac¸a˜o da atitude
3. Transformac¸a˜o da acelerac¸a˜o especifica para o referencial local
4. Actualizac¸a˜o da posic¸a˜o e velocidade
5.1.1.1 Correcc¸a˜o dos dados
Os dados “brutos” sa˜o corrigidos devido a erros que possuem, tipicamente bias, erros de
factor de escala e erros de eixos na˜o ortogonais. Enquanto uma discussa˜o detalhada destes
erros sera´ reservada para a secc¸a˜o 7.3, e´ suficiente dizer que os valores nominais destes
erros podem ser obtidos por calibrac¸a˜o laboratorial ou estimado no filtro de Kalman.
Depois de obter os erros dos sensores, os dados podem ser corrigidos utilizando as
equac¸o˜es 5.2 e 5.3 para os girosco´pios e os acelero´metros respectivamente:
∆θbib =

1
1+Sgx
0 0
0 1
1+Sgy
0
0 0 1
1+Sgz
 · (∆θ˜bib − bg∆t) (5.2)
∆vbf =

1
1+Sax
0 0
0 11+Say 0
0 0 11+Saz
 · (∆v˜bf − ba∆t) (5.3)
onde o til (•˜) representa os dados obtidos pelo IMU (sem correcc¸o˜es), e,
• ba, bg representa os bias do acelero´metro e do girosco´pio,
• Sa• , Sg• representa os factores de escala do acelero´metro e do girosco´pio,
• ∆t representa o incremento de tempo na integrac¸a˜o (tk+1 − tk).
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5.1.1.2 Actualizac¸a˜o da atitude
Como mencionado anteriormente, a velocidade angular dada pelo IMU e´ a combinac¸a˜o
da velocidade angular do ve´ıculo com a velocidade angular da terra relativamente ao
referencial inercial.
Isto e´ portanto, importante para calcular o valor adicionado pelo efeito de rotac¸a˜o da
terra no referencial do ve´ıculo, de forma a anular o efeito de rotac¸a˜o da terra nos dados
do IMU, temos que:
∆θbie = R
b
e · weie ·∆t = Rbe

0
0
we
∆t (5.4)
onde we representa a velocidade de rotac¸a˜o da terra (we ≈ 15.041o/h), e assim o
incremento angular devido a` rotac¸a˜o do IMU no referencial ECEF e´ dado por:
∆θbeb = ∆θ
b
ib −∆θbie (5.5)
Depois do incremento angular ser calculado, a matriz de rotac¸a˜o que transforma do
referencial do ve´ıculo para o referencial ECEF (Reb) pode ser actualizada, e assim actuali-
zada a atitude. A construc¸a˜o alge´brica preferencial para a transformac¸a˜o entre referenciais
ortogonais e´ a representac¸a˜o por quaternio˜es (devido a` robustez contra singularidades e
a` eficieˆncia computacional) e pode ser actualizada com o incremento angular calculado,
∆θbeb(∆θ
b
x,∆θ
b
y,∆θ
b
z), da seguinte forma:

q1
q2
q3
q4

k+1
=

q1
q2
q3
q4

k
+
1
2

c −s∆θbx −s∆θby −s∆θbz
s∆θbx c −s∆θbz s∆θby
s∆θby s∆θ
b
z c −s∆θbx
s∆θbz −s∆θby s∆θbx c

k

q1
q2
q3
q4

k
(5.6)
onde, c = 2
(
cos
(
θ
2
)− 1), s = 2θsin ( θ2) e θ =√(∆θbx)2 + (∆θby)2 + (∆θbz)2.
Os elementos do vector dos quaternio˜es devem satisfazer a condic¸a˜o de normalizac¸a˜o.
q21 + q
2
2 + q
2
3 + q
2
4 = 1 (5.7)
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Caso esta condic¸a˜o na˜o se verifique a normalizac¸a˜o pode ser efectuada pela equac¸a˜o
seguinte.
qˆ =
q√
qT · q
(5.8)
A matriz de rotac¸a˜o (Reb) pode ser calculada da seguinte forma:
[Reb]k+1 =

1− 2(q23 + q24) 2(q2q3 − q1q4) 2(q1q3 + q2q4)
2(q2q3 + q1q4) 1− 2(q22 + q24) 2(q3q4 − q1q2)
2(q2q4 − q1q3) 2(q1q2 + q3q4) 1− 2(q22 + q23)

k+1
(5.9)
Neste momento, e´ poss´ıvel calcular roll (ξ), pitch (η) e atitude (ψ) no referencial Local
com a matriz de rotac¸a˜o que transforma do referencial do ve´ıculo para o referencial Local
(Rlb):
Rlb = R
l
e ×Reb (5.10)
ξ = −tan−1
(
(Rlb)2,1
(Rlb)2,2
)
(5.11)
η = sin−1
(
−(Rlb)3,1
)
(5.12)
ψ = tan−1
(
(Rlb)2,1
(Rlb)1,1
)
(5.13)
onde (Rlb)p,q e´ o elemento na linha p e na coluna q da matriz R
l
b.
5.1.1.3 Transformar a acelerac¸a˜o especifica para o referencial Local
A matriz de rotac¸a˜o (Reb) tem uma pequena variac¸a˜o do instante de tempo t = k para
t = k + 1, da´ı e´ necessa´rio actualizar a matriz de rotac¸a˜o para cada e´poca. No entanto, o
ca´lculo desta matriz e´ complexo e demoroso. Por esta raza˜o, a orientac¸a˜o me´dia entre o
intervalo t = k e t = k + 1 e´ usada para formar a matriz de rotac¸a˜o, da seguinte forma:
∆vef = (R
e
b)k ·

1 −0.5 ·∆θbz 0.5 ·∆θby
0.5 ·∆θbz 1 −0.5 ·∆θbx
−0.5 ·∆θby 0.5 ·∆θbx 1
 ·∆vbf (5.14)
5.1 Descric¸a˜o do sistema INS 53
∆vef = (R
e
b)k+1 ·

1 0.5 ·∆θbz −0.5 ·∆θby
−0.5 ·∆θbz 1 0.5 ·∆θbx
0.5 ·∆θby −0.5 ·∆θbx 1
 ·∆vbf (5.15)
5.1.1.4 Actualizac¸a˜o de posic¸a˜o e velocidade
Por fim, o incremento da velocidade transformado pode ser calculado pela equac¸a˜o
5.16
∆ve = ∆vef − 2Ωeievek∆t+ γe∆t (5.16)
Na equac¸a˜o anterior, 2Ωeiev
e
k∆t representa as correcc¸o˜es para a acelerac¸a˜o de Coriolis.
Note-se que este termo e´ calculado utilizando a velocidade da e´poca anterior (vek). O
terceiro termo (γe∆t) representa a correcc¸a˜o para o vector gravitacional.
O vector gravitacional pode ser calculado pela equac¸a˜o 5.17
γe = − kM|re|3 · r
e − ΩeieΩeie · re (5.17)
onde:
• k representa a constante gravitacional de Newton,
• M representa a massa da terra,
Uma vez que o incremento de velocidade transformado e corrigido e´ adquirido, pode
ser efectuada a actualizac¸a˜o final de velocidade e posic¸a˜o do ve´ıculo, como apresentado
nas equac¸o˜es 5.18 e 5.19 respectivamente.
vek+1 = v
e
k +∆v
e (5.18)
rek+1 = r
e
k +
vek+1 + v
e
k
2
∆t (5.19)
Deste modo, a mecanizac¸a˜o do IMU esta´ completa. Os dados fornecidos pelo IMU
foram transformados e corrigidos para darem actualizac¸o˜es de posic¸a˜o, velocidade e atitude
do ve´ıculo. O processo de mecanizac¸a˜o do IMU esta´ demonstrado de forma esquema´tica
na figura 5.1.
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Figura 5.1: Mecanizac¸a˜o do IMU no referencial ECEF
5.1.2 Erros do IMU
Apesar dos nota´veis avanc¸os na tecnologia MEMS (Micro-Electro-Mechanical Systems)
no custo e nas dimenso˜es, os sensores inerciais de tecnologia MEMS tem um erro associado
semelhante aos sensores inerciais convencionais. As principais fontes de erro dos girosco´pios
e dos acelero´metros sa˜o o ru´ıdo, o bias, o drift e os erros de factor de escala.
Os erros que afectam os dados do sensor inercial podem ser representados matemati-
camente como:
f˜ = f + bf + f · Sf + f ·mf + ηf (5.20)
w˜ = w + bg + w · Sg + w ·mg + ηg (5.21)
onde,
• •˜ representa as medidas registadas pelo IMU,
• •f representa o erro caracter´ıstico do acelero´metro,
• •g representa o erro caracter´ıstico do girosco´pio,
• f representa a acelerac¸a˜o especifica,
• w representa a velocidade angular,
• b representa o bias do sensor,
• S representa o factor de escala,
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• m representa a na˜o ortogonalidade da tr´ıade de sensores,
• η representa o ru´ıdo do sensor.
Alguns dos erro sa˜o estoca´sticos enquanto outros sa˜o determin´ısticos. De forma a
ter em conta os erros determin´ısticos dos sensores (bias e factores de escala), e´ necessa´rio
estimar os seus valores nominais. Existem duas abordagens comuns utilizadas para estimar
os valores de bias e factores de escala dos sensores:
1. Calibrac¸a˜o em laborato´rio e,
2. Estimac¸a˜o como estados no processo do modelo funcional (filtro de Kalman).
A primeira abordagem e´ efectuada determinando as caracter´ısticas dos erros atrave´s
de um controlo de calibrac¸a˜o laboratorial e depois corrigindo os dados do sistema inercial
usando-os no processo de navegac¸a˜o. A segunda abordagem e´ incluir estes erros como
parte do modelo funcional e estima´-los como estados (tal como os estados de posic¸a˜o e
velocidade). A segunda abordagem e´ a que foi adoptada para este estudo, e que permite
ir alterando as caracter´ısticas dos erros do sensor durante a sua utilizac¸a˜o.
No entanto, outros erros (ru´ıdo do sensor), sa˜o estoca´sticos e devem ser modelizados e
na˜o estimados.
5.1.2.1 Ru´ıdo
O ru´ıdo e´ inerente a qualquer medida electro´nica. E´ inerente ao sensor ou qualquer
outro equipamento electro´nico que interfere com o sinal de sa´ıda que esta´ a ser medido.
Em geral o ru´ıdo e´ estoca´stico, isto e´, na˜o pode ser estimado como um valor nominal. Tipi-
camente e´ modelizado como ru´ıdo branco gaussiano de me´dia zero. Para os acelero´metros
e os girosco´pios isto significa que o erro atribu´ıdo ao ru´ıdo e´ tipicamente modelizado como
um aˆngulo/velocidade aleato´rio, e a densidade do ru´ıdo e´ dada geralmente em unidades
do sinal/
√
Hz.
Existem considerac¸o˜es importantes a ter com o ru´ıdo, como a intensidade do ru´ıdo
comparando com a intensidade do sinal. Existem va´rias formas de caracterizar a intensi-
dade do ru´ıdo nas medidas dos acelero´metros e dos girosco´pios. Em [39] a intensidade do
ru´ıdo e´ caracterizada tirando o desvio padra˜o de alguns segundos de dados esta´ticos, em
alguns pontos ao longo do tempo. A me´dia destes desvios padra˜o forma uma aproximac¸a˜o
heur´ıstica da intensidade do ru´ıdo.
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O segundo me´todo de determinar a intensidade do ru´ıdo [40, 41] e´ baseado na decom-
posic¸a˜o do comprimento de onda dos dados. Essencialmente, o sinal e o ru´ıdo sa˜o divididos
sucessivamente em componentes de alta e baixa frequeˆncia. Enquanto as componentes de
baixa frequeˆncia representam erros com crescimento lento (por exemplo bias e drift), as
componentes de alta frequeˆncia representam o ru´ıdo do sensor. O desvio padra˜o e´ utilizado
para ser a estimativa de intensidade do ru´ıdo tal como no me´todo apresentado por [39].
Outro me´todo para estimar o ru´ıdo de um IMU e´ o que [42, 43] designa de Allan
Variance, em que as caracter´ısticas do ru´ıdo do sensor inercial sa˜o modelizadas segundo a
representac¸a˜o do erro aleato´rio do drift como func¸a˜o do tempo me´dio (para mais detalhes
ver [44, 45, 46]).
5.1.2.2 Bias do sensor
O bias do sensor inercial e´ definido como a me´dia da sa´ıda de cada sensor ao longo de
um tempo espec´ıfico, medido em condic¸o˜es de operac¸a˜o espec´ıficas que na˜o tem correlac¸a˜o
com a acelerac¸a˜o ou rotac¸a˜o de entrada [47]. Como o erro e´ expresso ao longo de um
per´ıodo de tempo, as unidades do bias do acelero´metro e do girosco´pio sa˜o em metros por
segundo ao quadrado (m/s2) e radianos por segundo (rad/s) respectivamente.
O bias consiste geralmente em duas partes: a parte determin´ıstica chamada de bias
offset e a parte aleato´ria. O bias offset, que se refere ao offset na medida fornecida pelo
sensor inercial, e´ determin´ıstico por natureza e pode ser determinado por calibrac¸a˜o. A
parte aleato´ria designada por bias-drift, que se refere a` taxa a que o erro do sensor inercial
se acumula ao longo do tempo. O bias-drift e a incerteza do sensor sa˜o aleato´rias por
natureza e devem ser modelizados como um processo estoca´stico.
Para ale´m do referido anteriormente, existem outras duas caracter´ısticas utilizadas
para descrever o bias do sensor. A primeira e´ a assimetria do bias (para os girosco´pios
ou acelero´metros), que e´ a diferenc¸a entre o bias para valores negativos e positivos, ti-
picamente expresso em radianos por segundo (rad/s) e metros por segundo ao quadrado
(m/s2). O segundo e´ a instabilidade do bias (para os girosco´pios ou acelero´metros), que
e´ a variac¸a˜o aleato´ria no bias num intervalo de tempo.
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5.1.2.3 Factores de escala
O factor de escala e´ a raza˜o da alterac¸a˜o da sa´ıda relativamente a` alterac¸a˜o na entrada
que pretende ser medida [47]. Sendo este valor uma raza˜o na˜o possui unidades, e e´ dado
tipicamente em PPM (Parts Per Million). Tipicamente o valor nominal do factor de escala
e´ constante para qualquer classe de IMUs. No entanto para IMUs de baixo custo o factor
de escala pode variar em baixas quantidades e e´ portanto modelizado estocasticamente
utilizando o processo aleato´rio adequado.
5.1.2.4 Na˜o ortogonalidade
Os sensores num IMU tem de ser montados numa tr´ıade ortogonal (tanto os ace-
lero´metros como os girosco´pios). Erros de fabrico e degradac¸a˜o do sensor podem levar a
alterac¸o˜es na montagem, que levam a` tr´ıade de sensores na˜o estar perfeitamente ortogonal.
Esta condic¸a˜o resulta devido a`s medidas de cada sensor da tr´ıade estarem relacionadas
com as restantes. O desalinhamento dos eixos, em geral, e´ modelizado como parte das
equac¸o˜es de erro do INS.
5.1.3 Alinhamento inicial
Quando o IMU e´ ligado, a orientac¸a˜o do referencial do IMU e´ desconhecida. E´ portanto
necessa´rio realizar um alinhamento inicial do IMU para estabelecer o referencial. Este
alinhamento e´ constitu´ıdo pelo alinhamento horizontal e pelo alinhamento de atitude.
5.1.3.1 Alinhamento horizontal
A estimativa inicial das rotac¸o˜es sobre os eixos horizontais (roll e pitch) sa˜o obtidos
segundo um processo designado de nivelamento do acelero´metro. Essencialmente as me-
didas dos treˆs acelero´metros da tr´ıade ortogonal em condic¸o˜es esta´ticas, medem o vector
de gravidade. O incremento de velocidade calculado dos treˆs sensores sa˜o enta˜o utilizados
para calcular o roll (ξb) e pitch (ηb) do IMU segundo as equac¸o˜es 5.22 e 5.23.
ξb = −sin−1
(
v¯bx
γt
)
(5.22)
ηb = sin−1
(
v¯by
γt
)
(5.23)
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onde,
• v¯b• representa o tempo me´dio de incremento da velocidade numa determinada di-
recc¸a˜o, no referencial do IMU,
• γ representa o valor da gravidade nominal,
• t representa o intervalo de tempo segundo o qual o incremento da velocidade e´ me´dio.
Tambe´m importante e´ o n´ıvel de precisa˜o atingido por esta estimativa. A estimativa
inicial do IMU de roll e pitch e´ obtida atrave´s das seguintes equac¸o˜es:
δξb =
(ba)x
γ
(5.24)
δηb =
(ba)y
γ
(5.25)
onde (ba)i representa o bias do acelero´metro na direcc¸a˜o i.
5.1.3.2 Alinhamento de atitude
Adquirir uma estimativa inicial de rotac¸a˜o em torno do eixo vertical e´ alcanc¸ado atrave´s
do girosco´pio. Essencialmente, em condic¸o˜es esta´ticas, e´ medida a velocidade de rotac¸a˜o
da terra pelo conjunto de girosco´pios da tr´ıade ortogonal. A partir do incremento dos
girosco´pios, a atitude do referencial do IMU pode ser calculada com:
θ¯hib = R1(−η)R2(−ξ)θ¯bib (5.26)
ψ = −tan−1
(
(θ¯hib)x
(θ¯hib)y
)
(5.27)
onde θhib representa o tempo me´dio da componente vertical obtida depois das estima-
tivas de roll e pitch serem aplicadas.
Infelizmente, este procedimento e´ va´lido apenas para IMUs que tem o bias e a intensi-
dade do ru´ıdo que na˜o excede a velocidade de rotac¸a˜o da terra [48]. Que e´ caso de grande
parte dos IMU MEMS actuais.
Outra abordagem para o alinhamento de atitude e´ utilizar uma fonte externa como o
magneto´metro, que utiliza o campo magne´tico do ambiente circundante para se orientar.
Infelizmente, o campo magne´tico na˜o e´ consistente em todos os locais e e´ afectado por
materiais ferromagne´ticos (materiais que possuem um campo magne´tico).
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A abordagem final que e´ discutida aqui e´ a realizac¸a˜o do alinhamento de atitude de
forma dinaˆmica, utilizando medidas de velocidade do GPS [49], com:
ψGPS = tan−1
(
veGPS
vnGPS
)
(5.28)
onde veGPS e v
n
GPS representam as componentes Este e Norte das derivadas da veloci-
dade GPS no referencial local.
Dado que esta abordagem e´ poss´ıvel no contexto deste estudo, e´ apropriado discutir a
precisa˜o desta aproximac¸a˜o. Da´ı a variaˆncia derivado a` atitude do GPS, e´ derivada atrave´s
da propagac¸a˜o da covariaˆncia, e e´ dada por:
σ2ψGPS =
(veGPS)
2(
(veGPS)2 + (v
n
GPS)2
)2 ·(σ2vnGPS )+ (vnGPS)2((veGPS)2 + (vnGPS)2)2 ·(σ2veGPS ) =
σ2vGPS
v2GPS
(5.29)
onde (•)2 representa a variaˆncia em • e v2GPS = (veGPS)2 + (vnGPS)2.
Da equac¸a˜o 5.29, podemos observar que, quanto maior a velocidade horizontal, melhor
sera´ a estimac¸a˜o de atitude. Portanto, este me´todo deve ser utilizado apenas quando a
velocidade horizontal e´ suficientemente alta.
Esta pa´gina foi intencionalmente deixada em branco.
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6.1 Estimac¸a˜o
Estimac¸a˜o e´ definida como o me´todo de obter um u´nico conjunto de valores para um
conjunto de paraˆmetros (x), a partir de um conjunto de observac¸o˜es (z) redundantes. De
forma a obter estimac¸o˜es do estado, deve ser estabelecida uma relac¸a˜o funcional entre os
paraˆmetros desconhecidos e as quantidades observadas. Tal relac¸a˜o (tambe´m designada
como modelo da medic¸a˜o) e´ dada pela equac¸a˜o 6.1.
z(t) = H(t)x(t) + η(t) (6.1)
onde,
• H(t) representa a matriz do modelo da medic¸a˜o (ou matriz de observac¸a˜o) no instante
de tempo t;
• η(t) representa o ru´ıdo da medida no instante de tempo t, com a matriz de densidade
espectral R(t).
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A equac¸a˜o 6.1 pode ser resolvida como um conjunto de equac¸o˜es lineares, se o nu´mero
de observac¸o˜es (m) dispon´ıvel for igual ao nu´mero de paraˆmetros (n). Contudo, quando
existem observac¸o˜es redundantes (m > n), enta˜o o observador calcula uma soluc¸a˜o que e´
ideal em algum sentido. Por exemplo, o estimador de mı´nimos quadrados (Least Square
Estimator) neste caso fornece uma soluc¸a˜o que minimiza a soma dos res´ıduos ao quadrado.
Decorre da discussa˜o acima, que um estimador como o dos mı´nimos quadrados, calcula
o estado do sistema apenas a partir do modelo da medic¸a˜o. Assim, se o nu´mero de medidas
dispon´ıvel for menor do que o nu´mero de paraˆmetros conhecidos, tal estimador na˜o sera´
capaz de calcular o estado do sistema. Contudo, se um estimador utilizar informac¸a˜o sobre
o estado da dinaˆmica do sistema (se dispon´ıvel) no ca´lculo, na˜o so´ o estado do sistema
pode ser calculado em tais situac¸o˜es, mas em geral, uma estimac¸a˜o melhor dos paraˆmetros
desejados pode ser obtida. A dinaˆmica do sistema (tambe´m conhecido como modelo do
processo) pode ser representada pela equac¸a˜o 6.2.
x˙(t) = F (t)x(t) +G(t)w(t) (6.2)
onde (•˙) representa a derivada em ordem ao tempo, e
1. F (t) representa a matriz de dinaˆmica do sistema no instante de tempo t;
2. G(t) representa a matriz do ru´ıdo da dinaˆmica do sistema no instante de tempo t;
3. w(t) representa o ru´ıdo do processo, no instante de tempo t, com densidade espectral
Q(t).
O aparecimento do ru´ıdo do processo na equac¸a˜o 6.2 ilustra o facto de o utilizador ter
um conhecimento limitado do comportamento do sistema.
Um exemplo de um estimador que utiliza ambos os conhecimentos de dinaˆmica do
sistema (equac¸a˜o 6.2) e a relac¸a˜o entre os estados e as medic¸o˜es (equac¸a˜o 6.1), para
fornecer o estado do sistema e´ o filtro de Kalman. No contexto deste trabalho e´ utilizado
o filtro de Kalman.
Uma vez que o algoritmo de estimac¸a˜o e´ geralmente implementado num sistema com-
putacional, a forma discreta das equac¸o˜es 6.1 e 6.2 e´ mais u´til. A equac¸a˜o 6.2 em forma
discreta e´ dada pela equac¸a˜o 6.3.
xk+1 = Φk+1,kxk + wk (6.3)
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onde,
• Φk+1,k representa a matriz de transic¸a˜o de estado da e´poca tk para a e´poca tk+1;
• xk representa o vector de estado do processo na e´poca tk;
• wk representa o ru´ıdo do processo na e´poca tk, com a matriz de covariaˆncia Qk.
A matriz de transic¸a˜o (Φk+1,k), pode ser obtida a partir da matriz de dinaˆmica do
sistema na forma continua (F (t)), assumindo que a matriz de dinaˆmica do sistema e´
invariante no tempo durante o intervalo de tempo de transic¸a˜o. Mesmo que esta suposic¸a˜o
seja inva´lida, os erros podem ser minimizados reduzindo o intervalo de tempo de transic¸a˜o.
A relac¸a˜o entre a matriz de transic¸a˜o e a matriz de dinaˆmica pode ser expressa pela equac¸a˜o
6.4.
Φ = eF∆t = I + F∆t+
(F∆t)2
2!
+ · · · (6.4)
onde I representa a matriz identidade e ∆t o intervalo de tempo de transic¸a˜o.
A matriz de covariaˆncia do ru´ıdo do processo (Qk), que representa a incerteza assumida
no modelo do processo, pode ser obtida atrave´s do integral da matriz de densidade espectral
na forma continua (Q(t)) e e´ dada pela equac¸a˜o 6.5
Qk =
∫ tk+1
tk
Φk+1,τG(τ)Q(τ)GT (τ)ΦTk+1,τdτ (6.5)
A forma discreta da equac¸a˜o do modelo da medic¸a˜o (equac¸a˜o 6.1) e´ dada pela equac¸a˜o
6.6.
zk+1 = Hk+1xk+1 + ηk+1 (6.6)
onde Hk+1 representa a matriz de concepc¸a˜o do sistema na e´poca tk+1, e ηk+1 repre-
senta o ru´ıdo da medida na e´poca tk+1, com a matriz de covariaˆncia Rk+1.
6.2 Algoritmo do filtro de Kalman
O filtro de Kalman e´ um algoritmo recursivo que utiliza uma se´rie de passos de previsa˜o
e actualizac¸a˜o das medic¸o˜es para obter uma estimativa do vector de estado com uma
variaˆncia mı´nima. O algoritmo do filtro de Kalman assume que o processo para ser
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estimado pode ser modelizado na forma espec´ıfica da equac¸a˜o 6.3, e na medic¸a˜o do processo
e´ assumido que ocorre em tempo discreto em concordaˆncia com a relac¸a˜o dada na equac¸a˜o
6.6. Ale´m disso, assume que o ru´ıdo do processo (wk), e o ru´ıdo da medida (ηk), possuem
caracter´ısticas de ru´ıdo branco que preenche as condic¸o˜es de me´dia zero e correlac¸a˜o nula.
As equac¸o˜es no algoritmo do filtro de Kalman dividem-se em dois grupos. O primeiro
grupo de equac¸o˜es e´ referente a` previsa˜o do estado (e a` covariaˆncia associada) do sistema,
baseado no estado actual e no modelo do sistema assumido, para obter a estimativa a
priori do estado seguinte, demonstrado nas equac¸o˜es 6.7 e 6.8.
xˆ−k+1 = Φk+1,kx
+
k (6.7)
P−k+1 = Φk+1,kP
+
k Φ
T
k+1,kx
+
k Qk (6.8)
onde,
• •ˆ representa a quantidade estimada;
• •− representa a quantidade de previsa˜o, antes da actualizac¸a˜o da medic¸a˜o;
• •+ representa a quantidade de actualizac¸a˜o, depois da actualizac¸a˜o da medic¸a˜o;
• Pk representa a matriz de covariaˆncia associada ao vector de estado na e´poca tk.
O segundo grupo de equac¸o˜es e´ a actualizac¸a˜o dos estados previstos e estimac¸a˜o da co-
variaˆncia com as medic¸o˜es dispon´ıveis, em concordaˆncia com o modelo da medida, usando
as equac¸o˜es 6.9 e 6.10.
xˆ+k+1 = x
−
k+1 +Kk+1vk+1 (6.9)
P+k+1 = (I −Kk+1Hk+1)P−k+1 (6.10)
ondeKk+1 representa a matriz de ganho de Kalman na e´poca tk+1, e vk+1 e´ a sequeˆncia
de inovac¸a˜o na e´poca tk+1.
A sequeˆncia de inovac¸a˜o (vk+1) e´ a diferenc¸a entre a observac¸a˜o actual (zk+1), e a
observac¸a˜o prevista (zˆk+1), e representa a quantidade de novas informac¸o˜es introduzidas
no sistema pelas medidas actuais. E e´ calculada como demonstra a equac¸a˜o 6.11:
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vk+1 = zk+1 − zˆk+1 = zk+1 −Hk+1xˆ−k+1 (6.11)
A matriz de ganho de Kalman e´ o factor de ponderac¸a˜o, que indica o quanto da nova
informac¸a˜o contida na sequeˆncia da inovac¸a˜o deve ser aceite pelo sistema. Como tal, a
matriz de ganho e´ optimizada de forma a produzir a mı´nima variaˆncia, e e´ dada pela
equac¸a˜o 6.12:
Kk+1 = P−k+1H
T
k+1(Hk+1P
−
k+1H
T
k+1 +Rk+1)
−1 (6.12)
O algoritmo do filtro de Kalman e´ sumariado na figura 6.1.
Figura 6.1: Algoritmo do filtro de Kalman discreto
6.3 Filtro de Kalman na˜o linear
Na secc¸a˜o anterior, e´ pressuposto que a relac¸a˜o entre as medidas e os estados e´ linear.
No entanto, no caso de navegac¸a˜o por sate´lite, a relac¸a˜o entre as medidas (pseudoranges
e Doppler) e os estados (posic¸a˜o, velocidade e tempo) e´ na˜o linear. A abordagem para
estes casos, e´ linearizar o modelo na˜o linear primeiro e depois aplicar o filtro de Kalman
padra˜o para obter o estado do sistema. Um modelo do processo e da medic¸a˜o na˜o linear
e´ apresentado nas equac¸o˜es 6.13 e 6.14 respectivamente.
xk+1 = f(xk, k) + wk (6.13)
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zk+1 = h(xk, k + 1) + ηk+1 (6.14)
onde f e h sa˜o func¸o˜es na˜o lineares conhecidas. Para linearizac¸a˜o, e´ escolhida uma
trajecto´ria nominal, como dado pela equac¸a˜o 6.15.
xk+1 = x∗k+1 + δxk+1 (6.15)
onde •∗ representa o valor do vector de estado normal, e δ a perturbac¸a˜o do valor
nominal.
Assumindo que esta perturbac¸a˜o e´ suficientemente pequena, a expansa˜o em se´ries de
Taylor de primeira ordem, das equac¸o˜es 6.13 e 6.14 e´ realizada sobre a trajecto´ria nominal
seleccionada para obter as equac¸o˜es 6.16 e 6.17.
δxk+1 = Φk+1,kδxk + wk (6.16)
δzk+1 = Hk+1δxk+1 + ηk+1 (6.17)
A equac¸a˜o 6.16 forma um novo modelo de processo linear, onde o vector de estado
e´ agora substitu´ıdo pelo vector de erro do estado (perturbac¸o˜es). De forma similar, a
equac¸a˜o 6.17 e´ um novo modelo de medic¸a˜o linear, onde o vector de medic¸a˜o e´ substitu´ıdo
pela perturbac¸a˜o das medidas entre as medidas actuais e as medidas previstas. Esta matriz
de transic¸a˜o (Φk+1,k) e a matriz do modelo da medic¸a˜o (Hk+1) nas equac¸o˜es anteriores
sa˜o agora func¸a˜o das derivadas parciais das func¸o˜es na˜o lineares respectivas com respeito
ao vector de estado.
Um filtro onde a linearizac¸a˜o e´ efectuada sobre o vector de estado predeterminado e´
designado de filtro de Kalman linearizado (LKF - Linearized Kalman Filter). Contudo,
um procedimento mais comum e´ derivar o ponto de linearizac¸a˜o a partir da ultima soluc¸a˜o
calculada (xˆk) (em vez do vector do estado previsto, xk). Esta abordagem e´ utilizada
no filtro de Kalman extendido (EKF - Extended Kalman Filter). Depois do passo da
linearizac¸a˜o, e´ aplicado o filtro de Kalman padra˜o para obter estimativas do erro do
estado, e os estados desejados sa˜o reconstruidos segundo a equac¸a˜o 6.15.
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7.1 Visa˜o Geral de Integrac¸a˜o GPS/INS Tightly Coupled
A arquitectura de integrac¸a˜o GPS/INS Tightly coupled utiliza um filtro de Kalman
centralizado para resolver a soluc¸a˜o de navegac¸a˜o final. A entrada do filtro de Kalman
sa˜o as diferenc¸as entre as medidas de pseudorange e Doppler do GPS e as previso˜es de
pseudorange e Doppler da mecanizac¸a˜o do IMU. O filtro estima as alterac¸o˜es na posic¸a˜o
e velocidade e aplica-as nos resultados do INS. A figura 7.1 retrata a arquitectura Tightly
Coupled implementada.
67
68 Integrac¸a˜o GPS/INS Tightly Coupled
Figura 7.1: Arquitectura Tight coupled de implementac¸a˜o
7.2 Filtro GPS
Na secc¸a˜o 4.1.5, as medic¸o˜es de GPS foram descritas como estimac¸o˜es de distaˆncia
(medic¸o˜es de pseudorange ou portadora) e estimativas de velocidade (Doppler). O desa-
fio e´, assim, proporcionar uma relac¸a˜o matema´tica entre estas medidas e os paraˆmetros
desejados. Em cena´rios onde a antena permanece esta´tica ou com pequenos movimentos,
apenas a posic¸a˜o necessita de ser estimada (modelo P). Nestes casos, a observac¸a˜o da velo-
cidade adiciona muito pouca informac¸a˜o desde que seja assumido que a antena permanece
na mesma posic¸a˜o. Em circunstaˆncias que a antena se move a uma velocidade constante,
pode ser estimada a posic¸a˜o e a velocidade (modelo PV). A uma acelerac¸a˜o constante, os
paraˆmetros de acelerac¸a˜o tambe´m podem ser estimados (modelo PVA).
Na navegac¸a˜o para ve´ıculos terrestres e´ assumido que a antena se move e que a posic¸a˜o
e velocidade sa˜o estimadas como um processo aleato´rio.
Para este trabalho, as medidas de GPS incluem medidas de pseudorange e Doppler.
Como tal, o vector de estado e´ aumentado com o erro de clock do receptor. O clock do
receptor esta´ sujeito a efeitos de primeira e segunda ordem. Devido a isso e´ estimado o
bias e o drift do clock do receptor.
7.2.1 Modelo do sistema
A` luz da discussa˜o anterior, o filtro GPS deve conter os valores de erros de paraˆmetros
de navegac¸a˜o assim como os erros de paraˆmetros do sensor. Os erros de paraˆmetros de
navegac¸a˜o sa˜o representados na forma vectorial por:
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xn =
[
δre︷ ︸︸ ︷
δrex δr
e
y δr
e
z
δve︷ ︸︸ ︷
vex δv
e
y δv
e
z
]T
(7.1)
onde,
• δre representa o vector de erro em posic¸a˜o no referencial ECEF (δrex, δrey, δrez),
• δve representa o vector de erro em velocidade no referencial ECEF (vex, δvey, δvez),
Note-se que a dinaˆmica do erro em posic¸a˜o e´ simplesmente o erro na velocidade e que
a dinaˆmica do erro em velocidade e´ modelizado como um processo aleato´rio. Assim, o erro
do modelo dinaˆmico em posic¸a˜o e velocidade e´ dado por:
δr˙e = δve
δv˙e = ηv
(7.2)
onde,
• •˙ representa a derivada em func¸a˜o do tempo,
• ηv representa o ru´ıdo do processo da velocidade.
A variaˆncia do ru´ıdo do processo da velocidade (qv) presume-se que reflecte a dinaˆmica
do corpo e e´ assim estimado pelo desvio padra˜o das acelerac¸o˜es experimentadas pelo corpo.
Como mencionado, os erros dos paraˆmetros do sensor descrevem o bias e o drift do
clock do receptor, e e´ representado por:
t˙ = δt+ cηt
δt˙ = cηδt
(7.3)
onde,
• c representa a velocidade da luz no va´cuo;
• ηt representa o erro de ru´ıdo do clock ;
• ηδt representa o drift do ru´ıdo do clock.
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De forma a calcular a variaˆncia do erro de clock (qt e qδt), e´ utilizado o modelo de
estabilidade padra˜o, que e´ demonstrado por:
qt = 2h0 (7.4)
qδt = 8pi2h2 (7.5)
onde, h0 e h2 representam os paraˆmetros da variaˆncia de Allan do clock do receptor.
Em consonaˆncia, o modelo do sistema final pode ser expresso combinando as equac¸o˜es
7.2 e 7.3, escrita na forma de espac¸o de estados como:

δr˙e
δv˙e
t˙
δt˙

︸ ︷︷ ︸
x˙
=

03×3 I3×3 0 0
03×3 03×3 0 0
01×3 01×3 0 1
01×3 01×3 0 0

︸ ︷︷ ︸
F

δre
δve
t
δt

︸ ︷︷ ︸
x
+

03×3 0 0
I3×3 0 0
01×3 c 0
01×3 0 c

︸ ︷︷ ︸
G

(ηv)3×1
ηt
ηδt

︸ ︷︷ ︸
w
(7.6)
A matriz correspondente de ru´ıdo do processo correspondente e´:
Q(t) =

(qv)3×3 0 0
01×3 qt 0
01×3 0 qδt
 (7.7)
A matriz de transic¸a˜o discretizada (Φk+1,k) e a matriz de ru´ıdo do processo (Qk) sa˜o
formadas utilizando as equac¸o˜es 6.4 e 6.5 respectivamente.
7.2.2 Modelo da medic¸a˜o
As medidas de pseudorange (ρ) e Doppler (φ˙) esta˜o relacionados com o sate´lite e a
posic¸a˜o e velocidade da antena, por:
ρ =
√
(rs,x − rx)2 + (rs,y − ry)2 + (rs,z − rz)2 + ct (7.8)
φ˙ =
(rs,x − rx)(vs,x − vx) + (rs,y − ry)(vs,y − vy) + (rs,z − rz)(vs,z − vz)
ρ
+ cδt˙ (7.9)
onde,
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• r• representa a posic¸a˜o da antena num dada direcc¸a˜o,
• v• representa a velocidade da antena num dada direcc¸a˜o,
• •s,• representa a posic¸a˜o ou velocidade do sate´lite.
Note-se que as medic¸o˜es na˜o sa˜o func¸o˜es lineares dos paraˆmetros. Como discutido
anteriormente, ja´ que o modelo das medic¸o˜es e´ na˜o-linear, deve ser utilizado um filtro line-
arizado. Como tal, as matrizes linearizadas sa˜o uma func¸a˜o das medic¸o˜es e os paraˆmetros
estimados:
H(ρ) =

∂ρ1
∂rx
∂ρ1
∂ry
∂ρ1
∂rz
0 0 0 1 0
...
...
...
...
...
...
...
...
∂ρN
∂rx
∂ρN
δry
∂ρN
∂rz
0 0 0 1 0
 (7.10)
H(φ˙) =

∂φ˙1
∂rx
∂φ˙1
∂ry
∂φ˙1
∂rz
∂φ˙1
∂vx
∂φ˙1
∂vy
∂φ˙1
∂vz
0 1
...
...
...
...
...
...
...
...
∂φ˙N
∂rx
∂φ˙N
∂ry
∂φ˙N
∂rz
∂φ˙N
∂vx
∂φ˙N
∂vy
∂φ˙N
∂vz
0 1
 (7.11)
onde,
• ∂∂r• representa a derivada parcial com respeito ao erro de posic¸a˜o, avaliada na u´ltima
posic¸a˜o e velocidade estimada,
• ∂∂v• representa a derivada parcial com respeito ao erro de velocidade, avaliada na
u´ltima posic¸a˜o e velocidade estimada,
• N representa o nu´mero de sate´lites que fornecem medic¸o˜es.
Combinando as equac¸o˜es 7.10 e 7.11 e´ obtida a matriz final de modelo linearizada:
H(ρ)
H(φ˙)

2N×8
(7.12)
e o erro associado e´ dado por:
δz =
ρ
φ˙

2N×8
−
ρ˜
˜˙
φ

2N×8
(7.13)
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onde o pseudorange (ρ) e Doppler (φ˙) sa˜o medidas de uma e´poca e •˜ representa a
previsa˜o da medida.
A pro´xima considerac¸a˜o importante e´ a formac¸a˜o do ru´ıdo de medic¸a˜o. Efectivamente,
esta matriz fornece uma estimativa da precisa˜o das medic¸o˜es a ser utilizada. Estes valores
sa˜o muitas vezes fornecidos pelos fabricantes ou obtidos por meio de calibrac¸a˜o.
E´ assumido normalmente que as medidas efectuadas pelo receptor GPS sa˜o na˜o corre-
lacionadas, e portanto, os elementos da diagonal da matriz de ru´ıdo da medic¸a˜o sa˜o zeros.
Os elementos da diagonal da matriz reflectem normalmente a variaˆncia dos pseudoranges.
Contudo, existem outras considerac¸o˜es que afectam a variaˆncia estimada da medida.
Uma considerac¸a˜o importante e´ utilizar uma metodologia que atribui pesos diferentes
a`s medic¸o˜es dos diferentes sate´lites com base no seu aˆngulo de elevac¸a˜o (e) em relac¸a˜o
ao horizonte da antena. Como alguns sate´lites esta˜o posicionados em aˆngulos de elevac¸a˜o
mais baixos, as perturbac¸o˜es na ionosfera e na troposfera sa˜o maiores, e assim, as medidas
a partir desses sate´lites devem ser consideradas menos precisas. O ca´lculo dos valores pelo
desvio padra˜o e´ dado por [39]:
σ∗ρ =
1
sin(e)
· σρ (7.14)
7.3 Filtro INS
O procedimento de mecanizac¸a˜o do INS discutido na secc¸a˜o 5.1.1 e´ utilizado para,
atrave´s das medic¸o˜es do IMU, obter a posic¸a˜o, velocidade e atitude no referencial ECEF.
Contudo, a mecanizac¸a˜o depende da precisa˜o das medidas do IMU. Na˜o existe nenhum
procedimento matema´tico na mecanizac¸a˜o para mitigar observac¸o˜es defeituosas ou carac-
terizar os erros do sensor. Por isso, o filtro do INS deve estimar os paraˆmetros de erro do
INS.
7.3.1 Modelo do sistema
Normalmente, o filtro INS tem nove paraˆmetros de navegac¸a˜o: treˆs por erros de
posic¸a˜o, treˆs por erros de velocidade e treˆs por erros de atitude. No entanto, devido
aos erros nas medidas do sensor inercial, o vector de estados e´ aumentado com os estados
de erro do sensor, onde o nu´mero de estados de erro depende das caracter´ısticas de erro
do sensor inercial.
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7.3.1.1 Estados dos Erros de Navegac¸a˜o
O comportamento dos paraˆmetros de erro de navegac¸a˜o do sensor inercial e´ definido
pela perturbac¸a˜o das equac¸o˜es de mecanizac¸a˜o. A ana´lise destas perturbac¸o˜es esta´ bem
documentada em inu´meras publicac¸o˜es ([50, 51, 52]), e portanto, na˜o sera´ inteiramente
apresentada aqui. Enta˜o, o modelo do erro e´ representado pela se´rie de equac¸o˜es diferen-
ciais:
δr˙e = δve
δv˙e = N eδre − 2Ωeieδve − F ee +Rebδf b
˙ = −Ωeiee +Rebδwb
(7.15)
onde,
• δre representa o vector de erro de posic¸a˜o no referencial ECEF (δrex,δrey,δrez),
• δve representa o vector de erro de velocidade no referencial ECEF (δvex,δvey,δvez),
• F e representa a matriz anti-sime´trica que representa a forc¸a espec´ıfica (fx,fy,fz),
• e representa o vector de erros de desalinhamento dos eixos (ex,ey,ez),
• N e representa o tensor dos gradientes gravitacionais,
• Ωeie representa a matriz anti-sime´trica que representa a velocidade angular da terra
com respeito ao referencial inercial,
• Reb representa a matriz de rotac¸a˜o do referencial do corpo para o referencial ECEF,
• δf b representa o vector de erro dos acelero´metros (δf bx,δf by ,δf bz ),
• δwb representa o vector de erro dos girosco´pios (δwbx,δwby,δwbz).
7.3.1.2 Estados dos Erros do Sensor Inercial
O modelo das medidas do sensor inercial foi dado anteriormente pelas equac¸o˜es 5.20 e
5.21. Para sensores inerciais de melhor qualidade (de n´ıvel ta´ctico o superior, tabela 5.1),
os erros do sensor de bias, factores de escala e na˜o ortogonalidade sa˜o desprez´ıveis, e por
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isso os erros do sensor representados no filtro sa˜o o bias-drift (δb) e o ru´ıdo (η). Neste
caso as equac¸o˜es 5.20 e 5.21 podem ser simplificadas:
δf = f˜ − f = δba + ηa
δw = w˜ − w = δbg + ηg
(7.16)
E o bias-drift no sensor do INS e´ modelizado como um processo de Gauss-Markov de
primeira ordem:
δb˙a = − 1
τa
δba + ηba
δb˙g = − 1
τg
δbg + ηbg
(7.17)
onde, τ• representa a correlac¸a˜o de tempo, e ηb• representa o ru´ıdo do processo de
Gauss-Markov.
Os paraˆmetros de Gauss-Markov sa˜o normalmente determinados por calibrac¸a˜o labo-
ratorial. O desvio padra˜o do ru´ıdo do processo de Gauss-Markov sa˜o calculados por:
qb• =
√
2σ2
τ•
(7.18)
onde σ2 representa a variaˆncia temporal de Gauss-Markov.
As equac¸o˜es 7.15 e 7.17 compo˜em o modelo do processo designado de filtro de 15
estados, e e´ demonstrado inteiramente na equac¸a˜o 7.19. Onde esta˜o representados nove
paraˆmetros de erro de navegac¸a˜o e seis paraˆmetros de erro do sensor.
7.3 Filtro INS 75

δr˙e
δv˙e
˙
δb˙a
δb˙g

︸ ︷︷ ︸
x˙
=

03×3 I3×3 03×3 03×3 03×3
N e3×3 −2(Ωeie)3×3 −F e3×3 (Reb)3×3 03×3
03×3 03×3 −(Ωeie)3×3 03×3 (Reb)3×3
03×3 03×3 03×3 (−1/τa)3×3 03×3
03×3 03×3 03×3 03×3 (−1/τg)3×3

︸ ︷︷ ︸
F

δre
δve

δba
δbg

︸ ︷︷ ︸
x
+

03×3 03×3 03×3 03×3
(Reb)3×3 03×3 03×3 03×3
03×3 (Reb)3×3 03×3 03×3
03×3 03×3 I3×3 03×3
03×3 03×3 03×3 I3×3

︸ ︷︷ ︸
G

ηa
ηg
ηba
ηbg

︸ ︷︷ ︸
w
(7.19)
Onde Reb representa a matriz de rotac¸a˜o do referencial do corpo para o referencial
ECEF, (−1/τa)3×3 e (−1/τg)3×3 representam a matriz diagonal de modelac¸a˜o dos estados
de erro de bias do acelero´metro e do girosco´pio, respectivamente, como processos de Gauss-
Markov de primeira ordem. Os restantes elementos sa˜o dados por:
N e =

kM
R3
(
3r2x
R2
− 1
)
+ w2e
kM
R3
3rxry
R2
kM
R3
3rxrz
R2
kM
R3
3rxry
R2
kM
R3
(
3r2y
R2
− 1
)
+ w2e
kM
R3
3ryrz
R2
kM
R3
3rxrz
R2
kM
R3
3ryrz
R2
kM
R3
(
3r2z
R2
− 1
)
+ w2e

r representa a posic¸a˜o ao longo do eixo.
Constante gravitacional KM ≈ 3.986× 1014 m3/s2
Raio da terra R ≈ 6370000 m
−Ωeie =

0 we 0
−we 0 0
0 0 0

we representa a velocidade de rotac¸a˜o da terra.
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−F e =

0 fz −fy
−fz 0 fx
fy −fx 0

f representa a forc¸a medida pelo acelerometro.
A matriz de covariaˆncia do ru´ıdo (Q(t)) e´ dada por:
Q(t) =

(qa)3×3 03×3 03×3 03×3
03×3 (qg)3×3 03×3 03×3
03×3 03×3 (qba)3×3 03×3
03×3 03×3 03×3 (qbg)3×3
 (7.20)
7.4 Filtro GPS/INS
A arquitectura de integrac¸a˜o Tightly Coupled, tem em considerac¸a˜o os paraˆmetros de
erro do INS e do GPS no mesmo filtro. Dado que os paraˆmetros de erro de posic¸a˜o
e velocidade sa˜o comuns aos filtros de GPS e INS, estes valores na˜o necessitam de ser
duplicados. Isto leva a que sejam adicionados apenas os paraˆmetros de erro de clock (t˙ e
δt˙) ao modelo do processo do INS.
Esta adic¸a˜o dos dois paraˆmetros dos erros de clock do GPS ao filtro do INS, leva a
que o filtro de 15 estados passe a ter 17 estados. No entanto, o filtro permanece com a
designac¸a˜o de filtro de 15 estados, o que pode gerar alguma confusa˜o. Neste caso o GPS
e´ considerado uma fonte adicional do INS e, consequentemente, os paraˆmetros de erro de
clock do receptor GPS sa˜o considerados estados de erros de fonte adicional.
A equac¸a˜o 7.21 representa o modelo do sistema do filtro de 15 estados, com adic¸a˜o dos
estados dos erros de clock de GPS.
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
δr˙e
δv˙e
˙
δb˙a
δb˙g
t˙
δt˙

︸ ︷︷ ︸
x˙
=

03×3 I3×3 03×3 03×3 03×3 0 0
N e3×3 −2(Ωeie)3×3 −F e3×3 (Reb)3×3 03×3 0 0
03×3 03×3 −(Ωeie)3×3 03×3 (Reb)3×3 0 0
03×3 03×3 03×3 (−1/τa)3×3 03×3 0 0
03×3 03×3 03×3 03×3 (−1/τg)3×3 0 0
01×3 01×3 01×3 01×3 01×3 0 1
01×3 01×3 01×3 01×3 01×3 0 0

︸ ︷︷ ︸
F

δre
δve

δba
δbg
t
δt

︸ ︷︷ ︸
x
+

03×3 03×3 03×3 03×3 0 0
(Reb)3×3 03×3 03×3 03×3 0 0
03×3 (Reb)3×3 03×3 03×3 0 0
03×3 03×3 I3×3 03×3 0 0
03×3 03×3 03×3 I3×3 0 0
01×3 01×3 01×3 01×3 c 0
01×3 01×3 01×3 01×3 0 c

︸ ︷︷ ︸
G

ηa
ηg
ηba
ηbg
ηt
ηδt

︸ ︷︷ ︸
w
(7.21)
com a matriz de covariaˆncia do ru´ıdo:
Q(t) =

(qa)3×3 03×3 03×3 03×3 0 0
03×3 (qg)3×3 03×3 03×3 0 0
03×3 03×3 (qba)3×3 03×3 0 0
03×3 03×3 03×3 (qbg)3×3 0 0
01×3 01×3 01×3 01×3 qt 0
01×3 01×3 01×3 01×3 0 qδt

(7.22)
Esta pa´gina foi intencionalmente deixada em branco.
Cap´ıtulo 8
Projecto e Implementac¸a˜o
De forma a preencher os requisitos impostos e a implementar um sistema que obtenha
os resultados pretendidos foi desenvolvida a arquitectura do sistema conforme apresentado
na imagem 8.1.
Figura 8.1: Arquitectura do sistema
8.1 Implementac¸a˜o GPSTk
Como referido no capitulo 4 o sinal recebido pelo receptor GPS esta´ sujeito a diversos
erros. Para mitigac¸a˜o destes erros, com acesso aos dados “brutos“ de GPS foram utilizadas
as bibliotecas de software do projecto GPSTk (GPS Toolkit).
O projecto GPSTk [53], e´ um projecto de co´digo aberto inicialmente desenvolvido pelo
ARL:UT (Applied Research Laboratories of the University of Texas), com o objectivo de
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disponibilizar bibliotecas GNSS (Global Navigation Satellite System) para toda a comu-
nidade que utiliza navegac¸a˜o por sate´lite, como instituic¸o˜es e investigadores, para fins
comerciais ou na˜o comerciais. Actualmente estas bibliotecas sa˜o mantidas por diversos
contribuintes por todo o mundo [54], e actualizac¸o˜es constantes podem ser encontradas
em [55].
O GPSTk e´ desenvolvido na linguagem de programac¸a˜o C++, disponibilizando va-
rias classes de tratamento de dados, de onde se destacam ferramentas de manipulac¸a˜o de
dados de observac¸a˜o do receptor e posic¸o˜es precisas das o´rbitas dos sate´lites em formato
RINEX (Receiver Independent Exchange Format) e SP3 (Standard Product 3 Orbit For-
mat) respectivamente, dados da antena em formato Antex (Antenna Exchange Format),
converso˜es de referenciais temporais, detecc¸a˜o e correcc¸a˜o de perda de ciclos na fase, e
modelos atmosfe´ricos.
Estas bibliotecas funcionam para po´s-processamento em PPP (Precise Point Positi-
oning), o que permite erros de posic¸a˜o de poucos cent´ımetros [56], incluindo tambe´m
ferramentas para DGPS.
No bloco GPSTk (da figura 8.1) e´ efectuado todo o processamento e mitigac¸a˜o dos
erros dos dados do receptor GPS. Neste bloco entra ”raw data” proveniente do bloco
drive GPS, e saem os valores de pseudorange e Doppler corrigidos para calculo do erro
de entrada no filtro de Kalman, e as informac¸o˜es de posic¸a˜o e velocidade dos sate´lites. O
nu´cleo de processamento, utilizando as bibliotecas do GPSTk e´ apresentado e explicado
de seguida:
gRin >> requireObs >> linear1 >> markCSLI >> markCSMW
>> markArc >> decimateData >> basic >> eclipsedSV
>> grDelay >> svPcenter >> corr >> windup >> computeTropo
>> linear2 >> pcFilter >> phaseAlign >> linear3
>> baseChange >> cDOP >> pppSolver;
O operador “>>” e´ utilizado para demonstrar a forma como os dados fluem de um
objecto para outro. Inicialmente os dados esta˜o no objecto “gRin“ que guarda para cada
sate´lite vis´ıvel informac¸o˜es do tipo do sate´lite (para o caso GPS), o co´digo PRN do sate´lite,
a e´poca, e as medic¸o˜es de co´digo e fase (P1, P2, L1 e L2).
RequireObservables - Verifica se existe P1, P2, L1 e L2 (que para o caso de um
receptor com apenas uma frequeˆncia seria apenas C1 e L1). Onde P1 e P2 representam
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a observac¸a˜o de co´digo P (preciso) nas respectivas frequeˆncias (L1 = 1575.42MHz e
L2 = 1227.60MHz), e L1 e L2 representam as observac¸o˜es de fase nas duas frequeˆncias.
linear1 - calcula as combinac¸o˜es lineares PI, LI, LW e PW (a forma de ca´lculo destas
combinac¸o˜es esta´ apresentada em 4.1.5.1 ).
markCSLI - utilizando as combinac¸o˜es LI sa˜o detectados cicle splips. O algoritmo
utilizado, pega num conjunto de samples (entre 5 a 12 por defeito) e controi um ajuste
de curva de segunda ordem utilizando o me´todo de ajustamento de LMS (Least Mean
Squares). Depois, e´ calculado o bias de LI com respeito a este ajuste de curva, e o
resultado e´ comparado com o valor de treshold de variac¸a˜o de tempo.
MWCSDetector - utilizando as combinac¸o˜es MW sa˜o detectados cicle splips. O
algoritmo utiliza crite´rios como o intervalo de tempo ma´ximo entre duas e´pocas sucessivas
e o nu´mero de comprimentos de onda MW permitidos acima ou abaixo da combinac¸a˜o
MW me´dia.
markArc - Detecta cicle slips em L1 (observac¸a˜o de fase). Caso detecte um cicle slip
num sate´lite este e´ marcado como insta´vel (o que pode originar a na˜o utilizac¸a˜o deste na
soluc¸a˜o de posic¸a˜o).
decimateData - E´ utilizado para sincronizar os dados com os valores de o´rbitas IGS
(a cada 15 minutos) com os valores observados do receptor (neste caso 0.1 segundos).
basic - tenta calcular os paraˆmetros do modelo ba´sico como o pseudorange, o delay
relativistico, a posic¸a˜o do sate´lite no tempo de transmissa˜o, a elevac¸a˜o do sate´lite e o
azimute, etc..
eclipsedSV - verifica se um sate´lite esteve em eclipse recentemente (o facto de o
sate´lite ter estado invisivel instantes antes provoca uma degradac¸a˜o da informac¸a˜o da
o´rbita).
grDelay - calcula o delay no sinal causado pelas alterac¸o˜es no campo gravitico, quando
o sinal viaja do sate´lite para o receptor (tipicamente entre 0.01 e 0.02 metros).
svPcenter - calcula as correcc¸o˜es a` fase na antena do sate´lite, em metros.
corr - corrige as observac¸o˜es com dados de o´rbitas IGS, e dos efeitos das mare´s.
windup - calcula o efeito wind-up receptor-sate´lite correspondente, em radianos.
computeTropo - calcula os principais valores do modelo da troposfera correspon-
dente, correcc¸o˜es devido a`s componentes “secas“ e ”hu´midas” da troposfera. O modelo
utilizado e´ baseado nas func¸o˜es de mapeamento de Neill (para mais informac¸o˜es [57]).
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linear2 - calcula as combinac¸o˜es lineares PC e LC.
pcFilter - verifica se combinac¸a˜o PC calculada possui valores aceitaveis, verifica se
esta´ dentro dos limites permitidos.
phaseAlign - verifica se occoreu algum cicle slip, e calcula o offset de fase de forma a
ter a medida de fase pro´xima da medida de co´digo correspondente.
linear3 - calcula as combinac¸o˜es lineares dos residuos de PC e LC.
baseChange - e´ feita uma mudanc¸a de referencial para ENU (ate´ o momento era
utilizado o referencial ECEF), de forma a poderem ser calculados os valores de diluic¸a˜o
da precisa˜o.
cDOP - sa˜o calculados os valores de diluic¸a˜o da precisa˜o (segundo o apresentado em
4.1.9)
pppSolver - e´ calculada a soluc¸a˜o de posic¸a˜o recorrendo ao algoritmo do filtro de
Kalman extendido (o algoritmo do filtro EKF e´ apresentado no cap´ıtulo 6).
O modelo da troposfera descrito no nu´cleo de processamento necessita do paraˆmetro
de posic¸a˜o do receptor (para obter os respectivos paraˆmetros atmosfe´ricos, como tempera-
tura, humidade, etc.) para ser utilizado, enta˜o, e´ necessa´ria uma inicializac¸a˜o de posic¸a˜o.
A posic¸a˜o inicial e´ efectuada segundo o algoritmo RAIM (Receiver Autonomous Integrety
Monitoring). De uma forma resumida, o que faz o algoritmo de RAIM e´ a comparac¸a˜o das
soluc¸o˜es de todas as equac¸o˜es de navegac¸a˜o e se a diferenc¸a entre a soluc¸a˜o e pelo menos
duas equac¸o˜es ultrapassar um determinado valor, a integridade na˜o pode ser garantida
(uma descric¸a˜o mais pormenorizada sobre o algoritmo RAIM podem ser encontrada em
[58]). Este algoritmo permite identificar inconsisteˆncias nos dados recebidos, cedo o sufi-
ciente de forma a evitar a inclusa˜o de dados errados na soluc¸a˜o da equac¸a˜o de navegac¸a˜o.
8.2 Implementac¸a˜o Mecanizac¸a˜o
O bloco de mecanizac¸a˜o tal como apresentado na figura 5.1 e descrito na secc¸a˜o 5.1.1
e´ implementado em C. O algoritmo implementado esta´ efectuado de forma a optimizar os
ca´lculos efectuados, tirando partido das propriedades das matrizes utilizadas (por exemplo
propriedades como matrizes sime´tricas, ou diagonais).
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A implementac¸a˜o do bloco do filtro de Kalman (descrito no capitulo 6), e´ efectuada em
C. Durante a fase de previsa˜o, o estado embora possua uma dimensa˜o elevada (17x17), e´
constante em todo o processo. Tal facto ja´ na˜o acontece na fase de actualizac¸a˜o, a dimensa˜o
das matrizes varia com o nu´mero de sate´lites visiveis. Isto torna necessa´ria a utilizac¸a˜o das
bibliotecas do projecto GSL (GNU Scientific Library [59]) na fase de inversa˜o da matriz
de co-variaˆncia da inovac¸a˜o (por exemplo no caso de estarem 4 sate´lites vis´ıveis o tamanho
da matriz a inverter sera´ 8x8).
No update pode ser efectuada de uma forma sequencial ou em grupo. A forma se-
quencial implica efectuar o update para cada sate´lite independentemente o que leva a
uma diminuic¸a˜o das dimenso˜es das matrizes e implicitamente uma diminuic¸a˜o da matriz
a inverter.
8.4 O´rbitas precisas IGS
Os ficheiros de o´rbitas precisas esta˜o dispon´ıveis a cada quatro horas por dias, apo´s este
tempo as informac¸o˜es comec¸am a degradar-se. Da´ı torna-se necessa´rio a cada quatro horas
ter forma de aceder a estas informac¸o˜es, logo e´ necessa´rio ter periodicamente contacto com
uma estac¸a˜o de terra que permita obter este tipo de informac¸o˜es.
8.5 Considerac¸o˜es de funcionamento em tempo real
O bloco descrito como driver GPS da imagem 8.1 e´ responsa´vel por fazer a leitura
do receptor GPS, segundo o protocolo de comunicac¸o˜es indicado (para o caso do receptor
utilizado poder ser se´rie ou ethernet), e transformar os dados de forma a serem utiliza´veis
pelo bloco GPSTk. O bloco driver GPS, depende do receptor utilizado e tem um thread
a funcionar a` taxa respectiva. O bloco driver INS faz de forma similar a leitura do sensor
(que tambe´m depende do sensor utilizado) e tem um thread responsa´vel por essa leitura.
Os threads do driver GPS e driver INS funcionam a taxas diferentes, da´ı na imple-
mentac¸a˜o, surgirem questa˜o de sincronismo de dados. Neste caso dado que o sistema INS
funciona a uma frequeˆncia muito mais elevada do que o sistema GPS, o filtro de Kalman
vai funcionar apenas com a parte de previsa˜o durante os per´ıodos de falta de medidas
de GPS, quando chega uma medic¸a˜o de GPS e´ efectuado o update. No entanto devido
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a` lateˆncia entre a recepc¸a˜o do sinal do sate´lite, e a` utilizac¸a˜o dos dados apo´s serem pro-
cessados, o update pode ser efectuado fora do instante de tempo correcto. Assim surge
a necessidade de guardar uma sequeˆncia de informac¸a˜o de dados do INS de forma a po-
der fazer a actualizac¸a˜o no instante correcto. No entanto e´ necessa´rio definir um tempo
ma´ximo de espera, no caso em que este tempo seja ultrapassado a medic¸a˜o de GPS deixa
de ser utilizada.
8.6 Implementac¸a˜o F´ısica
Para a execuc¸a˜o da integrac¸a˜o destes dois sensores foi utilizada a arquitectura de
integrac¸a˜o Tightly Coupled, como apresentado no capitulo 7. De seguida sa˜o apresentados
os sensores utilizados e as suas caracter´ısticas mais importantes.
Na implementac¸a˜o deste trabalho foi utilizado um receptor GPS da Septentrio o modelo
PolaRx2e (figura 8.2), trata-se de um receptor com 48 canais, com recepc¸a˜o de dupla
frequeˆncia e com uma frequeˆncia de sa´ıda de dados ate´ 10Hz. Mais informac¸o˜es sobre
este receptor podem ser encontradas em [60].
Figura 8.2: Septentrio PolaRx2e
O sistema inercial utilizado e´ da iMar, o modelo iNAV-FMS-E (figura 8.3), trata-se
de um INS baseado em girosco´pios de fibra-o´ptica, com um bias nos girosco´pios de 0.75
o/h e nos acelero´metros de 2mg, com factor de escala de 0.03% nos girosco´pios e 0.05%
nos acelero´metros, e com uma frequeˆncia de sa´ıda de dados ate´ 400Hz. Mais informac¸o˜es
sobre este receptor podem ser encontradas em [61].
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Figura 8.3: iMAR iNAV-FMS-E
Esta pa´gina foi intencionalmente deixada em branco.
Cap´ıtulo 9
Validac¸a˜o e Resultados
No sentiodo de concluir a arquitectura de integrac¸a˜o Tightly coupled como apresentado
no cap´ıtulo 7 e na arquitectura (figura 8.1) do sistema. Neste cap´ıtulo sa˜o apresentados
alguns passos interme´dios de validac¸a˜o de sub-blocos do sistema, e os resultados finais
desta dissertac¸a˜o.
9.1 Validac¸a˜o do GPS
Para validac¸a˜o dos resultados foi efectuada uma recolha de dados do receptor esta´tico,
durante cerca de treˆs horas, num ambiente estruturado, onde existe um grande possibi-
lidade de ocorreˆncia de multi-caminhos. Este efeito produz resultados com maior erro,
no entanto este teste torna-se mais realista para as situac¸o˜es que sera˜o encontradas pelos
ve´ıculos em funcionamento em ambientes estruturados.
Os resultados de posic¸a˜o de GPS no referencial ECEF esta˜o demonstrados nas figuras
9.1, 9.2 e 9.3.
Nas imagens 9.1, 9.2 e 9.3 esta˜o apresentados os resultados de erro em posic¸a˜o no refe-
rencial ECEF em func¸a˜o do tempo (segundos do dia do ano). A verde esta˜o representados
os valores de posic¸a˜o disponibilizados pelo receptor GPS, e a azul esta˜o representados os
dados de posic¸a˜o calculados com a utilizac¸a˜o os dados de posic¸a˜o do sate´lite com as o´rbitas
ultra-ra´pidas.
Os dados de GPS apresentados sa˜o obtidos em tempo real.
Os resultados de posic¸a˜o podem ser obtidos em po´s-processamento com valores das
posic¸o˜es dos sate´lites com orbitas ra´pidas e precisas. Na imagem ?? sera˜o apresentados de
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Figura 9.1: Posic¸a˜o fixa obtida pelo receptor e calculadas, Posic¸a˜o em X
Figura 9.2: Posic¸a˜o fixa obtida pelo receptor e calculadas, Posic¸a˜o em Y
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Figura 9.3: Posic¸a˜o fixa obtida pelo receptor e calculadas, Posic¸a˜o em Z
comparac¸a˜o da posic¸a˜o recorrendo a` utilizac¸a˜o de o´rbitas precisas, ra´pidas e ultra-ra´pidas.
Figura 9.4: Posic¸a˜o obtida com orbitas precisas, ra´pidas e ultra-ra´pidas, Posic¸a˜o em X
Como se pode observar nas imagens 9.4, 9.5 e 9.6 podemos observar que os resultados
recorrendo aos diferentes tipos de o´rbitas na˜o produzem diferenc¸as significantes, devendo-
se isto principalmente aos efeitos de multi-caminho, a que o sinal recebido pelo receptor
GPS esta sujeito.
90 Validac¸a˜o e Resultados
Figura 9.5: Posic¸a˜o obtida com orbitas precisas, ra´pidas e ultra-ra´pidas, Posic¸a˜o em Y
Figura 9.6: Posic¸a˜o obtida com orbitas precisas, ra´pidas e ultra-ra´pidas, Posic¸a˜o em Z
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Para a obtenc¸a˜o de dados de navegac¸a˜o do sistema inercial, sa˜o lidos os valores dos
sensores individuais (acelero´metros e girosco´pios) do sistema inercial e e´ efectuado o proces-
samento dos dados de forma a obter dados de posic¸a˜o, velocidade e atitude (mecanizac¸a˜o),
como referido no capitulo 5.
O sistema inercial fornece dados de cada sensor sem nenhum tipo de processamento
(raw data), dados com correcc¸o˜es de efeitos da gravidade e rotac¸a˜o da terra, e dados de
roll, pitch e yaw ja´ processados, para referir apenas os mais importantes.
Os dados apresentados nas figuras 9.7,9.8 ,9.9, 9.11,9.13 e 9.13 apresentam a com-
parac¸a˜o entre o bloco de mecanizac¸a˜o implementado e os dados fornecidos pelo sistema
inercial, nos dados calculados sa˜o utilizados dados de girosco´pios com correcc¸o˜es do efeito
de rotac¸a˜o da terra e os dados dos acelero´metros com correcc¸o˜es devido ao efeito da gra-
vidade. Os dados para obtenc¸a˜o das figuras 9.7,9.8 e 9.9 foram recolhidos com os sensores
esta´ticos, e no caso das figuras 9.11,9.13 e 9.13 com movimento.
Figura 9.7: Mecanizac¸a˜o efectuada para dados com correcc¸o˜es, sensor esta´tico, Roll
Como pode ser vis´ıvel nas imagens 9.10 e 9.14 os resultados obtidos pelo sensor e
os resultados calculados sa˜o muito semelhantes, a pequena diferenc¸a existente deve-se a
questo˜es nume´ricas. Tanto em modo esta´tico como em movimento o processo de meca-
nizac¸a˜o encontra-se validado.
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Figura 9.8: Mecanizac¸a˜o efectuada para dados com correcc¸o˜es, sensor esta´tico, Pitch
Figura 9.9: Mecanizac¸a˜o efectuada para dados com correcc¸o˜es, sensor esta´tico, Yaw
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Figura 9.10: Erro na mecanizac¸a˜o efectuada para dados com correcc¸o˜es, sensor esta´tico
Figura 9.11: Mecanizac¸a˜o efectuada para dados com correcc¸o˜es,sensor em movimento,
Roll
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Figura 9.12: Mecanizac¸a˜o efectuada para dados com correcc¸o˜es,sensor em movimento,
Pitch
Figura 9.13: Mecanizac¸a˜o efectuada para dados com correcc¸o˜es,sensor em movimento,
Yaw
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Figura 9.14: Erro na mecanizac¸a˜o efectuada para dados com correcc¸o˜es,sensor em movi-
mento
No entanto a mecanizac¸a˜o implementada permite a utilizac¸a˜o de dados dos sensores
sem qualquer tipo de pre´-processamento, desta forma as figuras 9.15, 9.16 e 9.17 apre-
senta a mecanizac¸a˜o com utilizac¸a˜o de raw data comparativamente com os fornecidos pelo
sistema inercial.
Figura 9.15: Mecanizac¸a˜o efectuada para dados sem correcc¸o˜es, sensor esta´tico, Roll
Nas figuras 9.15, 9.16 e 9.17 podem ser observados algumas diferenc¸as entre os valores
obtidos pelo sistema inercial e os calculados. A diferenc¸a apresentada deve-se aos erros
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Figura 9.16: Mecanizac¸a˜o efectuada para dados sem correcc¸o˜es, sensor esta´tico, Pitch
Figura 9.17: Mecanizac¸a˜o efectuada para dados sem correcc¸o˜es, sensor esta´tico, Yaw
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inerentes aos dados dos girosco´pios e dos acelero´metros, neste caso o mais evidente e´ o
bias drift. A mitigac¸a˜o destes erros e´ posteriormente efectuada recorrendo a um filtro de
Kalman, o filtro de integrac¸a˜o GPS/INS.
Esta pa´gina foi intencionalmente deixada em branco.
Cap´ıtulo 10
Concluso˜es e Trabalho Futuro
O trabalho efectuado abordou o desenvolvimento de um sistema de navegac¸a˜o para
um ve´ıculo auto´nomo terrestre que integre informac¸a˜o de GPS e INS e que apresente bons
n´ıveis de exactida˜o em termos de posicionamento global quer em situac¸o˜es de ocluso˜es de
sate´lites quer de falhas de comunicac¸a˜o com poss´ıveis estac¸o˜es de controlo
Para este fim foi efectuado um levantamento do tipo de sensores utilizados e da forma
como estes sensores sa˜o combinados para obtenc¸a˜o de soluc¸o˜es de posic¸a˜o e atitude bem
como de estrate´gias de integrac¸a˜o existentes de GPS e INS.
Os requisitos impostos de exactida˜o bem como os de na˜o disponibilidade permanente
de comunicac¸o˜es motivaram a explorac¸a˜o da utilizac¸a˜o de o´rbitas precisas por forma a
aumentar a exactida˜o em funcionamento stand-alone (sem comunicac¸o˜es com a estac¸a˜o
de controlo). Por outro lado os requisitos de operac¸a˜o em cena´rios com ma´ visibilidade de
sate´lites, onde os receptores GPS podem na˜o ter informac¸a˜o de um nu´mero de sate´lites
mı´nimos para determinar uma posic¸a˜o, motivam uma estrate´gia de integrac¸a˜o GPS/INS
onde sejam utilizadas as medidas de pseudorange e Doppler a cada sate´lite directamente
na estimac¸a˜o do estado do ve´ıculo (em alternativa a` posic¸a˜o e velocidade calculadas pelo
GPS).
Estas duas motivac¸o˜es levaram a` escolha de uma arquitectura de integrac¸a˜o GPS/INS
Tightly Coupled, com utilizac¸a˜o de o´rbitas precisas.
Do nosso conhecimento do estado da arte esta foi a primeira vez que foram utilizadas
o´rbitas precisas na integrac¸a˜o Tightly Coupled em tempo real.
Para implementac¸a˜o da arquitectura Tightly Coupled como demonstrado na figura 7.1
foi necessa´rio dividir o problema em va´rios blocos, de forma a tornar poss´ıvel a validac¸a˜o
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total do sistema. Para isso o problema foi dividido na implementac¸a˜o do bloco GPS, do
bloco de mecanizac¸a˜o do IMU, e do filtro EKF.
Na implementac¸a˜o do bloco GPS surge a necessidade de aceder aos dados de pseudo-
range e Doppler (dados partilhados do GPS para o INS), desta forma e´ necessa´rio corrigir
as medic¸o˜es do receptor GPS de forma a melhorar a qualidade das informac¸o˜es obtidas.
Para este efeito sa˜o utilizadas as bibliotecas do projecto GPSTk para desenvolver o bloco
de processamento GPS, onde e´ efectuada a mitigac¸a˜o dos erros na atmosfera (ionosfera e
troposfera), e onde sa˜o escolhidos os sate´lites de acordo com a sua elevac¸a˜o e geometria
entre eles, de forma a diminuir os erros devido a multi-caminhos e diluic¸a˜o da precisa˜o.
Os erros devido a posic¸a˜o dos sate´lites e do clock do sate´lite sa˜o diminu´ıdos recorrendo a`
utilizac¸a˜o de ficheiros de o´rbitas precisa dos sate´lites.
Para a obtenc¸a˜o de resultados de GPS em tempo real foram utilizadas as o´rbitas
ultra-ra´pidas, onde foi conseguido um erro inferior a 20cm na posic¸a˜o. Para validac¸a˜o e
comparac¸a˜o em po´s-processamento foram utilizadas as o´rbitas ra´pidas e finais. Os resulta-
dos entre os diferentes tipos de ficheiros de o´rbitas demonstram valores muito semelhantes.
Isto deve-se ao dados terem sido retirados num ambiente onde erros por multi-caminho
sa˜o abundantes.
Outro teste de validac¸a˜o foi a comparac¸a˜o com a posic¸a˜o fornecida pelo receptor GPS
(L1 e L2), onde foi verificado que a soluc¸a˜o de posic¸a˜o calculada possui menor erro do que
a fornecida pelo receptor GPS.
A mecanizac¸a˜o do IMU e´ o processo que permite a conversa˜o dos dados dos sensores do
INS (acelero´metros e girosco´pios) em informac¸o˜es de posic¸a˜o, velocidade e atitude. Esta
foi implementada conforme demonstrado na figura 5.1.
Para validac¸a˜o deste bloco foi efectuada a recolha de dados de um INS de alta precisa˜o.
Numa primeira fase o algoritmo foi validado utilizando dados dos acelero´metros e dos gi-
rosco´pios corrigidos, pela acelerac¸a˜o da gravidade e pela rotac¸a˜o da terra respectivamente,
e os resultados de atitude (roll, pitch, yaw) sa˜o comparados com os resultados fornecidos
pelo INS. Neste teste, foi poss´ıvel validar este bloco tanto em modo esta´tico como em
movimento.
Para validar os sub-blocos de compensac¸a˜o do efeito da gravidade e de rotac¸a˜o da terra,
foram utilizados os dados “brutos” de acelero´metro e girosco´pio e os resultados de atitude
obtidos sa˜o comparados com os resultados fornecidos pelo INS. Os desvios verificados
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nos resultados da mecanizac¸a˜o, devem-se a` integrac¸a˜o de va´rios erros, nomeadamente
desalinhamentos, bias nas medidas dos sensores e efeito da temperatura. No entanto, os
erros mais significativos, como os erros de bias sa˜o estimados posteriormente no filtro de
Kalman.
O filtro EKF foi implementado sobre os erros do sistema, com nove erros de navegac¸a˜o
(posic¸a˜o, velocidade e atitude), seis erros dos sensores do INS (erros no bias dos girosco´pios
e dos acelero´metros) e dois do clock do GPS.
Os dados estimados dos bias dos sensores sa˜o enviados para o modolo de mecanizac¸a˜o,
onde e´ efectuada a sua correcc¸a˜o.
Em termos de trabalho futuro prespectiva-se realizac¸a˜o de testes extensivos de va-
lidac¸a˜o em cena´rio operacional (integrado no ve´ıculo e em operac¸a˜o) permitindo a avaliac¸a˜o
de desempenho bem como ana´lise de custo computacional no sistema de processamento
de bordo em simultaˆneo com as restantes tarefas de controlo, missa˜o, comunicac¸o˜es, pro-
cessamento sensorial, etc. Bem como ana´lises comparativas de desempenho do sistema
com diferentes sensores nomeadamente utilizando INS de baixo custo e tendo o sistema
apresentado neste trabalho como refereˆncia.
Esta pa´gina foi intencionalmente deixada em branco.
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Anexo A
Conversa˜o entre ECEF e WGS84
φ = atan
(
Z + e2 · b · sin3(θ)
p− e2 · a · sin3(θ)
)
λ = atan2(Y,X)
h =
p
cos(φ)
−N(φ)
onde:
φ, λ, h representam a latitude, longitude e altura, respectivamente.
X,Y, Z representam as coordenadas cartezianas no referencial ECEF, e:
p =
√
X2 + Y 2
θ = atan
(
Z · a
p · b
)
e2 =
a2 − b2
b2
N(φ) =
a√
1− e2 · sin2(φ) ,
a representa o semi-eixo maior da terra (raio da elipso´ide equatorial)
b representa o semi-eixo menor da terra (raio da elipso´ide polar)
f =
a− b
a
e2 = 2 · f − f2, representa a excentricidade ao quadrado.
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Anexo B
Quaternio˜es
Um nu´mero complexo possui dois paraˆmetros (a1 e a2) ∈ <2 e e´ expresso como
z = a1 + ia2
onde i2 = −1. O nu´mero complexo z e´ uma combinac¸a˜o linear real de base 1 e i.
Os nu´meros complexos sa˜o uma forma conveniente para expressar as rotac¸o˜es de vectores
num espac¸o bidimensional.
O quaternia˜o tem quatro paraˆmetros b = (b1, b2, b3, b4) ∈ <4 e e´ representado por um
nu´mero complexo generalizado (de quatro partes) por
b = b1 + b2i+ b3j + b4k (B.1)
Onde 1, i, j, k sa˜o a base do quaternia˜o. O s´ımbolo ◦ e´ utilizado para representar o
produto entre quaternio˜es. O resultado do produto de dois quaternio˜es e´ um terceiro
quaternia˜o. O produto de quaternio˜es tem as seguintes propriedades
i ◦ i = −1, i ◦ j = k, i ◦ k = −j,
j ◦ j = −1, j ◦ k = i, j ◦ i = −k,
k ◦ k = −1, k ◦ i = j, k ◦ j = −i.
o conjugado de b e´
b¯ = b1 − b2i− b3j − b4k (B.2)
Adic¸a˜o ou subtracc¸a˜o de quaternio˜es e´ definida como adic¸a˜o ou subtracc¸a˜o dos ele-
mentos correspondentes dos quaternio˜es. Pela propriedade distributiva da multiplicac¸a˜o
das propriedades demonstradas anteriormente, o produto dos quaternio˜es b e c e´
b ◦ c = (b1c1 − b2c2 − b3c3 − b4c4) + (b1c2 + b2c1 + b3c4 − b4c3)i
+(b1c3 − b2c4 + b4c2 + b3c1)j + (b1c4 + b2c3 − b3c2b4c1)k
=

b1 −b2 −b3 −b4
b2 b1 −b4 b3
b3 b4 b1 −b2
b4 −b3 b2 b1


c1
c2
c3
c4
 (B.3)
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=

c1 −c2 −c3 −c4
c2 c1 c4 −c3
c3 −c4 c1 c2
c4 c3 −c2 c1


b1
b2
b3
b4
 (B.4)
E´ importante referir que a multiplicac¸a˜o de quaternio˜es na˜o e´ comutativa: a ◦ (b ◦ c)
;mas sim associativa (a ◦ b) ◦ c. A norma de um quaternia˜o e´
‖b‖ = b ◦ b¯ = b21 + b22 + b23 + b24 (B.5)
A inversa do quaternia˜o b e´
b−1 =
b¯
‖b‖
O quaternia˜o b pode tambe´m ser expresso de forma vectorial
b = b1 + b¯ (B.6)
onde ~b = [b2, b3, b4]
T . A forma vectorial permite uma representac¸a˜o mais compacta
das operac¸o˜es dos quaternio˜es. Por exemplo, o quaternia˜o conjugado e´
b¯ = b1 −~b
O produto de quaternio˜es e´ escrito como
b ◦ c = b1c1 −~b · ~c+ b1~c+ c1~b+~b× ~c (B.7)
o quaternia˜o b e´ representado na forma matricial como
Qb =
[
b1 −~bT
~b (b1I +
[
~b×
]
)
]
e Q¯b =
[
b1 −~bT
~b (b1I +
[
~b×
]
)
]
(B.8)
Onde Bb¯ = Q
T
b e Q¯b¯ = Q¯
T
b . Utilizando as matrizes Qb e Q¯b, o produto dos quaternio˜es
e´ expresso como
b ◦ c = Qbc (B.9)
= Q¯cb (B.10)
que e´ a mesma matriz escrita na forma de componentes nas equac¸o˜es B.3 e B.4
B.1 Rotac¸o˜es
Sendo o referencial a alinhado com o referencial b, aplicando ao referencial a uma
rotac¸a˜o ζ em torno do vector unidade E. o quaternia˜o b que representa a rotac¸a˜o do
referencial a para o referencial b e´
b =
[
cos(ζ/2)
Esin(ζ/2)
]
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Note-se que b possui a propriedade de normalizac¸a˜o b = 1. Contudo, para a repre-
sentac¸a˜o da rotac¸a˜o, o quaternia˜o b possui apenas treˆs graus de liberdade.
Sendo x = Rbav onde v e´ representado em coordenadas no referencial a e z e´ a repre-
sentac¸a˜o de v em coordenadas no referencial b. Cada vector pode ser expresso na forma
de quaternio˜es como
qv =
[
0
v
]
e qz
[
0
z
]
Utilizando quaternio˜es, a transformac¸a˜o da quantidade do vector v do referencial a
para o referencial b e´
qz = b ◦ qv ◦ b−1 = b ◦ qv ◦ b¯ (B.11)
que e´ escrita utilizando a equac¸a˜o B.10
qz = QbQ¯b¯qv (B.12)
=

b1 −b2 −b3 −b4
b2 b1 −b4 b3
b3 b4 b1 −b2
b4 −b3 b2 b1


b1 b2 b3 b4
−b2 b1 −b4 b3
−b3 b4 b1 −b2
−b4 −b3 b2 b1
[0v
]
A matrix produto QbQ¯b¯ e´
1 0 0 0
0 b21 + b
2
2 − b23 − b24 2(b2b3 − b1b4) 2(b1b3 + b2b4)
0 2(b2b3 + b1b4) b21 − b22 + b23 − b24 2(−b1b2 + b3b4)
0 2(−b1b3 + b2b4) 2(b1b2 + b3b4) b21 − b22 − b23 + b24

Com a matriz de rotac¸a˜o desejada sendo a submatriz de dimensa˜o 3x3. Com base
ba ana´lise anterior, a matriz de rotac¸a˜o que transforma vectores do referencial a para o
referencial b e´ calculada a partir do quaternia˜o b utilizando a expressa˜ob21 + b22 − b23 − b24 2(b2b3 − b1b4) 2(b1b3 + b2b4)2(b2b3 + b1b4) b21 − b22 + b23 − b24 2(−b1b2 + b3b4)
2(−b1b3 + b2b4) 2(b1b2 + b3b4) b21 − b22 − b23 + b24
 (B.13)
B.2 Conversa˜o da matriz de rotac¸a˜o para quaternio˜es
Se a matriz de rotac¸a˜o Rba for conhecida, enta˜o o quaternia˜o pode ser calculado a partir
da equac¸a˜o B.13 como
b =

1
2
√
1 +Rba [1, 1] +Rba [2, 2] +Rba [3, 3]
Rba[3,2]−Rba[2,3]
4b1
Rba[1,3]−Rba[3,1]
4b1
Rba[2,1]−Rba[1,2]
4b1
 (B.14)
