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Abstract
The initial value problem is considered in the present paper for bipolar quan-
tum hydrodynamic model for semiconductors (QHD) in R3. We prove that
the unique strong solution exists globally in time and tends to the asymptot-
ical state with an algebraic rate as t → +∞. And, we show that the global
solution of linearized bipolar QHD system decays in time at an algebraic de-
cay rate from both above and below. This means in general, we can not get
exponential time-decay rate for bipolar QHD system, which is different from
the case of unipolar QHD model (where global solutions tend to the equilib-
rium state at an exponential time-decay rate) and is mainly caused by the
nonlinear coupling and cancelation between two carriers. Moreover, it is also
shown that the nonlinear dispersion does not affect the long time asymptotic
behavior, which by product gives rise to the algebraic time-decay rate of the
solution of the bipolar hydrodynamical model in the semiclassical limit.
Key words: Quantum hydrodynamics; Algebraic decay rate.
1 Introduction
The quantum hydrodynamic(QHD) model for semiconductors is derived and studied re-
cently in the modelings and simulations of semiconductor devices, where the effects of
∗Corresponding author: Hai-Liang Li
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2 Algebraic time-decay for the bipolar QHD
quantum mechanics arises. The basic observation concerning the quantum hydro-
dynamics is that the energy density consists of one additional new quantum
correction term of the order O(ε) introduced first by Wigner [29] in 1932, and
that the stress tensor contains also an additional quantum correction part [2, 3]
related to the quantum Bohm potential (or internal self-potential) [4]
Q(ρ) = − ε
2
2m
∆
√
ρ√
ρ
, (1.1)
with observable ρ > 0 the density, m the mass, and ε the Planck constant. The
quantum potential Q is responsible for producing the quantum behavior. Such possible
relation was also implied in the original idea initialized by Madelung [25] in 1927 to
derive quantum fluid-type equations in terms of Madelung’s transformation applied to
wave function of Schro¨dinger equation of pure state. Recently, the moment method is
employed to derive quantum hydrodynamic equations for semiconductor device at nano-
size based on the Wigner-Boltzmann (or quantum Liouville) equation, see in [26] for
details. For derivation about quantum hydrodynamical equations and related quantum
models, one can refer to [6, 7, 15] and the reference therein.
In this paper, we consider the Cauchy problem of the bipolar quantum hydrody-
namic(QHD) model for semiconductors in R3 × [0,+∞) which reads
∂tρi +∇ · (ρiui) = 0, (1.2)
∂t(ρiui) +∇ · (ρiui ⊗ ui) +∇Pi(ρi) = qiρiE + ε
2
2
ρi∇(
△√ρi√
ρi
)− ρiui
τi
, (1.3)
λ2∇ ·E = ρa − ρb − C(x), ∇×E = 0, E(x)→ 0, |x| → +∞, (1.4)
with the initial conditions
(ρi, ui)(x, 0) = (ρi0 , ui0)(x), (1.5)
where the index i = a, b and qa = 1, qb = −1. The variables ρa > 0, ρb > 0 and ua, ub
and E are the particle densities, velocities and electric field, respectively. We can define
the usual momentum Ja, Jb as Ja = ρaua, Jb = ρbub. Pa(·) and Pb(·) are the pressure-
density functions. The parameters ε > 0, τa = τb = τ > 0, and λ > 0 are the scaled
Planck constant, momentum relaxation time, and Debye length respectively. C = C(x) is
the doping profile function. When it holds (ρb, ρbub) ≡ (0, 0) formally, the above model
reduces the unipolar quantum hydrodynamical model.
Recently, many mathematical efforts are made on the study of the QHD model for
semiconductors on both the steady state solutions and the evolutional (time-dependent)
solutions. The investigation on unipolar QHD model are well-understood up to now.
The steady state solutions of unipolar QHD model are studied in [5, 10, 16, 30] in one-
dimensional or multi-dimensional bounded domain for different boundary conditions, and
the steady state solution of the unipolar viscous quantum hydrodynamical system is
investigated in [8]. For the one-dimensional time-dependent case, the short time existence
of solutions of unipolar model [11] and the global existence theory with the exponential
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stability of stationary state in whole space [14, 17, 12] are established. For the multi-
dimensional case, the local existence of solutions is obtained for irrotational fluid [19],
and the local and global existence theory and exponential stability of equilibrium state
analysis are also investigated for irrotational fluid on spatial periodic domain [22]. The
corresponding existence theory for time-dependent solution for general rotational fluid
is usually difficult and is obtained very recently in [13], where the exponential decay to
the stationary state obtained therein is made. Moreover, the asymptotical small scaling
analysis including the relaxation time limit, small Debye length limit and the semiclassical
limit for the global solutions are studied in [18, 21, 31] respectively.
However, the results for bipolar QHD model are quite fewer compared with those
obtained for unipolar QHD model. So far, only the steady state solutions are studied
partially in [20, 32, 28] for bounded and unbounded domain, and the semiclassical limit
and relaxation limit of the global-in-time solutions are investigated in [31], where the
global existence of time-dependent solution is also proven, but without the deriving the
large time behavior. The main difficulty in dealing with the bipolar QHD model is the
coupling and interaction between the two carriers, which may cause some cancelation,
and it is not clear that the equilibrium state to the bipolar QHD is still exponential stable
or not for small perturbation.
In this paper, we study the time-decay rate of global solutions to the Cauchy problem
for the bipolar QHD (1.2)–(1.5) in R3. We shall show that the solution to the IVP for
bipolar QHD tends to the equilibrium state at an algebraic decay rate. This property is
different from the unipolar QHD model and is caused by the interaction and nonlinear
coupling of the two carriers which make the convergence of solution to the equilibrium
state slower.
We have the following main result.
Theorem 1.1 Assume C(x) = c∗ with c∗ a positive constant, and ρ∗a > 0, ρ∗b > 0 are
constants satisfying ρ∗a − ρ∗b − c∗ = 0. Assume Pa, Pb ∈ C6 and P ′a(ρ∗a), P ′b(ρ∗b) > 0.Let
the initial data satisfy (ρi0 − ρ∗i , ui0) ∈ H6(R3) × H5(R3), i = a, b, with Λ0 := ‖(ρi0 −
ρ∗i , ui0)‖H6(R3)×H5(R3). Then, there exists Λ1 > 0 such that if Λ0 ≤ Λ1, the unique
solution (ρi, ui, E) of the IVP (1.2)-(1.5) with ρi > 0 exists globally in time
and satisfies for i = a, b that
(ρi − ρ∗i ) ∈ Ck(0, T ;H6−2k(R3)), ui ∈ Ck(0, T ;H5−2k(R3)),
E ∈ Ck(0, T ;H6−2k(R3)), (1.6)
for k = 0, 1, 2.
Moreover, the solution (ρi, ui, E) tends to the equilibrium state (ρ
∗
i , 0, 0) at an
algebraic time-decay rate
(1 + t)k‖Dk(ρi − ρ∗i )‖2 + (1 + t)5‖εD6(ρi − ρ∗i )‖2 ≤ cΛ0, 0 ≤ k ≤ 5, (1.7)
(1 + t)k‖Dk(ui, Ji)‖2 + (1 + t)k‖DkE‖2 + (1 + t)6‖D6E‖2 ≤ cΛ0, 1 ≤ k ≤ 5, (1.8)
4 Algebraic time-decay for the bipolar QHD
where the coefficient c > 0 is independent of ε, and Hk(R3) denotes the space
that {f ∈ L6(R3), Df ∈ Hk−1(R3)}, k ≥ 1. Dkf denotes the k-times spatial deriva-
tive of f .
Remark 1.2 By (1.7)-(1.8) and Nirenberg’s inequality for three dimensional case
‖u‖L∞(R3) ≤ c‖D2u‖
1
2
L2(R3)‖u‖
1
2
L6(R3) ≤ c‖D2u‖
1
2
L2(R3)‖Du‖
1
2
L2(R3) (1.9)
we can get the optimal L∞ time-decay rate of the solution
‖(ρi − ρ∗i , ui, E)‖L∞(R3) ≤ c(1 + t)−
3
4 . (1.10)
This time-decay rate is the same order as the heat equation in three dimension. In fact,
when taking relaxation limit for bipolar QHD, we can get the bipolar quantum Drift-
Diffusion (QDD) equation (1.11)-(1.12) below. For this bipolar QDD model, we can show
that the global solution of initial value problem tends to the equilibrium state
with the same rate as heat equation [24].
∂tρi +∇ · [qiρiE −∇Pi(ρi) + ε
2
2
ρi∇(
△√ρi√
ρi
)] = 0, (1.11)
λ2∇ · E = ρa − ρb − C(x), ∇×E = 0, E(x)→ 0, |x| → +∞. (1.12)
Unlike the unipolar quantum hydrodynamical model [14, 22, 12, 13], in Theo-
rem 1.1 we can not get the exponential convergence to the asymptotical equilibrium state
for bipolar quantum model for the whole space case due to the coupling and cancelation
interaction between two carriers. In fact, by the original equations (1.2)–(1.4), we can get
the linearized system around the equilibrium state for the variables
(Wa, Ja,Wb, Jb, E) = (ρa − ρ∗a, ρaua, ρb − ρ∗b , ρbub, E)
that 
Wat +∇ · Ja = 0
Jat + P
′
a(ρ
∗
a)∇Wa − ε
2
4
∇△Wa + Ja − ρ∗aE = 0
Wbt +∇ · Jb = 0
Jbt + P
′
b(ρ
∗
b)∇Wb − ε
2
4
∇△Wb + Jb + ρ∗bE = 0
∇ ·E = Wa −Wb ∇×E = 0, E → 0 as |x| → ∞
(1.13)
with initial data given by
(Wa, Ja,Wb, Jb)(x, 0) = (Wa0, Ja0,Wb0, Jb0)(x) (1.14)
where we have let τ = 1, λ = 1 for simplicity. From the Poisson equation (1.13)5 for the
electric potential E we can represent E by
E = ∇△−1(Wa −Wb). (1.15)
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Assume that the initial data (1.14) satisfies
Ja0, Jb0 ∈ H5(R3), Wa0,Wb0 ∈ H6(R3) ∩ L1(R3), (1.16)
so that the initial electric field E0 obtained from Poisson equation (1.15) at initial time
has the regularity
E0 = ∇△−1(Wa0 −Wb0) ∈ H5(R3). (1.17)
Remark 1.3 The norm ‖DkE‖ of E with integer k > 0 can be obtained by
Lemma 2.1 through the Poisson equation and the norm ‖E‖L2 is from the
Riesz’s potential theory in R3 that ‖E‖ ≤ c‖(Wa −Wb)‖
L
6
5
with a positive con-
stant c.
For simplicity, we just consider the IVP (1.13)–(1.14) for following case
ε2
4
= 1, ρ∗a = 2, ρ
∗
b = 1, c
∗ = 1, P
′
a(2) = P
′
b(1) = 1, (1.18)
since the method used in section 4 to prove theorem 1.4 about the time-decay rate of
solutions to IVP (1.13)–(1.14) can be applied to general case instead of (1.18).
We have the algebraic time-decay rate of global solution to IVP problem (1.13)–(1.14)
for the case (1.18) below.
Theorem 1.4 Suppose that (1.16)-(1.18) hold. Assume that the Fourier transformation
(Wˆa0, Wˆb0) of initial density satisfy for some constants m0 > 0, r > 0 that
inf
ξ∈B(0,r)
|(Wˆa0 + 2Wˆb0)(ξ)| ≥ m0, (1.19)
and the initial perturbation of momentum satisfies
∇ · (Ja0 + 2Jb0) = 0. (1.20)
Then, the unique global solution to (1.13)–(1.14) exists and satisfies
Wa,Wb ∈ C([0,+∞), H6(R3)), Ja, Jb ∈ C([0,+∞), H5(R3)),
E ∈ C([0,+∞), H5(R3)),
and
c1(1 + t)
− k
2
− 3
4 ≤ ‖(∂kxWa, ∂kxWb)(t)‖L2(R3) ≤ c2(1 + t)−
k
2 , 0 ≤ k ≤ 6, (1.21)
c1(1 + t)
− k
2
− 5
4 ≤ ‖(∂kxJa, ∂kxJb)(t)‖L2(R3) ≤ c2(1 + t)−
k
2 , 0 ≤ k ≤ 5 (1.22)
for i = a, b. The positive constants c1, c2 depend on m0, ‖U0‖H6×H5, and ‖(Wa0,Wb0)‖L1.
6 Algebraic time-decay for the bipolar QHD
Remark 1.5 The theorem 1.4 shows that for above linearized bipolar QHD, the density
and momentum have only algebraic time-decay rate from both above and below. This fact
means that in general one can only expect an algebraic time-decay rate for the original IVP
problem for nonlinear bipolar QHD (1.2)–(1.4), since the nonlinear bipolar QHD system
can be viewed as a small perturbation of the corresponding linearized system.
As one can see that all the estimates (1.7)–(1.8) and (1.10) hold uniformly with respect
to the Planck constant ε, thus we can apply the theorem established in [31] to pass into
the semiclassical limit ε→ 0+ in (1.2)–(1.5), and obtain the algebraic time decay rate of
the following limiting solution (which is the solution of the limiting equation– the classical
bipolar hydrodynamical model) as ε→ 0+ below
∂t(ρi) +∇ · (ρiui) = 0, (1.23)
∂t(ρiui) +∇ · (ρiui ⊗ ui) +∇Pi(ρi) = qiρiE − ρiui
τi
, (1.24)
λ2∇ ·E = ρa − ρb − C(x), ∇×E = 0, E(x)→ 0, |x| → +∞. (1.25)
We have the following result about the decay rate of the corresponding solution of
bipolar HD model as an application of Theorem 1.1 in the process of semiclassical limit.
Theorem 1.6 Under the assumptions of Theorem 1.1, there exists (ρi, ui, E), i = a, b,
such that as ε → 0+, the solution (ρεi , uεi , Eε) of IVP (1.2)–(1.5) tends to (ρi, ui, E)
strongly
ρεi → ρi in C(0, T ;C3b ∩H5−sloc ); uεi → ui in C(0, T ;C3b ∩H5−sloc );
Eε → E in C(0, T ;C4b ∩ H6−sloc ), s ∈ (0, 12).
And where (ρi, ui, E) is the solution of the bipolar HD model (1.23)–(1.25) with initial
data (1.5). Moreover, it also holds
‖(ρi − ρ∗i , ui, E)‖L∞(R3) ≤ c(1 + t)−
3
4 (1.26)
as t→ +∞.
The rest part of the paper is arranged as follows. After some preliminary given in
section 2, we shall prove Theorem 1.1 and Theorem 1.6 in the section 3, and we will prove
Theorem 1.3 in Section 4.
2 Some preliminary
Notations
C and c always denote the generic positive constants. L2(R3) is the space of square
integral functions on R3 with the norm ‖ · ‖ or ‖ · ‖L2(R3). Hk(R3) with integer k ≥ 1
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denotes the usual Sobolev space of function f satisfying ∂ixf ∈ L2(R3)(0 ≤ i ≤ k) with
norm
‖f‖k =
√ ∑
0≤|α|≤k
‖Dαf‖2,
here and after α ∈ N3, Dα = ∂s1x1∂s2x2∂s3x3 for |α| = s1 + s2 + s3, Especially ‖ · ‖0 = ‖ · ‖.
Let B be a Banach space, Ck([0, t];B) denotes the space of B-valued k-times continuously
differentiable functions on [0,t]. We can extend the above norm to the vector-valued
function u = (u1, u2, , u3) with |Dαu|2 =
3∑
r=1
|Dαur|2 and
‖Dku‖2 =
∫
R3
(
3∑
r=1
∑
|α|=k
(Dαur)
2)dx,
and ‖u‖k = ‖u‖Hk(R3) =
k∑
i=0
‖Diu‖, ‖f‖L∞([0,T ];B) = sup
0≤t≤T
‖f(t)‖B. We also use the space
Hk(R3) = {f ∈ L6(R3), Df ∈ Hk−1(R3)}, k ≥ 1. Sometimes we use ‖(., ., ...)‖Hk(R3) or
‖(., ., ...)‖k to denote the norm of the space Hk(R3) × Hk(R3) × · · · × Hk(R3) and the
Hk(R3) as well.
Lemma 2.1 Let f ∈ Hs(R3), s ≥ 3
2
. There is a unique solution of the divergence equation
∇ · u = f, ∇× u = 0, u(x)→ 0, |x| → +∞.
satisfying
‖u‖L6(R3) ≤ C‖f‖L2(R3), ‖Du‖Hs(R3) ≤ C‖f‖Hs(R3).
We will also use the Moser type calculus lemmas.
Lemma 2.2 Let f, g ∈ Hs(R3)⋂L∞(R3), then it holds
‖Dα(fg)‖ ≤ C‖g‖L∞ · ‖Dαf‖+ C‖f‖L∞ · ‖Dαg‖
‖Dα(fg)− fDαg‖ ≤ C‖g‖L∞ · ‖Dαf‖+ C‖f‖L∞ · ‖D|α|−1g‖
for α ∈ N3, 1 ≤ |α| ≤ s, s ≥ 0 is an integer.
Lemma 2.3 Let f ∈ Hs(R3) with s ≥ 0 be an integer and function F (ρ) smooth enough
and F (0) = 0 then F (f)(x) ∈ Hs(R3) and
‖F (f)‖Hs(R3) ≤ C‖f‖Hs(R3).
3 The proof of Theorem 1.1 and Theorem 1.6
Note that the local and global existence of the solution in Theorem 1.1 can be referred
to [31], we only focus on the convergence rate of the solution to the corresponding steady
state.
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3.1 The reformulation of original problem
Our idea is to obtain the uniform estimates of the local solution, and we need to refor-
mulate the original problem into a convenient form. Take λ = 1, τ = 1 and use (.)t to
denote ∂t(.) for convenience. First, by equations (1.2)–(1.3) we can get the equations for
ψi =
√
ρi (i = a, b) as in [31]
ψitt + ψit+
ε2△2ψi
4
+
qi
2ψi
∇ · (ψ2iE)−
1
2ψi
∇2(ψ2i ui ⊗ ui)
− 1
2ψi
△Pi(ψ2i ) +
ψ2it
ψi
− ε
2|△ψi|2
4ψi
= 0, (3.1)
with the initial value
ψi(x, 0) := ψi0(x) =
√
ρi0(x),
ψit(x, 0) := ψi1(x) = −1
2
ψi0∇ · ui0 − ui0 · ∇ψi0 .
By equation (1.3) with the fact (ui · ∇)ui = 12∇(|ui|2)− ui × (∇× ui), taking curl
of the two sides of the equation (1.3) we get for φi = ∇× ui as
φit + φi + (ui · ∇)φi + φi∇ · ui − (φi · ∇)ui − ui(∇ · φ) = 0. (3.2)
Here we have ∇ · φ = 0. Introducing new variables wi = ψi −
√
ρ∗i then the
system for (wa, wb, φa, φb, E) is
watt + wat +
ε2△2wa
4
+
1
2
(wa +
√
ρ∗a)∇ ·E − P ′a(ρ∗a)△wa = fa1, (3.3)
wbtt + wbt +
ε2△2wb
4
− 1
2
(wb +
√
ρ∗b)∇ · E − P ′b(ρ∗b)△wb = fb1, (3.4)
φat + φa = fa2, (3.5)
φbt + φb = fb2, (3.6)
∇ · E = w2a − w2b + 2
√
ρ∗awa − 2
√
ρ∗bwb, ∇× E = 0, (3.7)
with the initial conditions given by
wi(x, 0) := wi0(x) = ψi0 −
√
ρ∗i , φi(x, 0) := φi0(x) = ∇× ui0(x), (3.8)
wit(x, 0) := wi1(x) = (−ui0 · ∇wi0 −
1
2
(wi0 +
√
ρ∗i )∇ · ui0) (3.9)
and where
fi1 := fi1(x, t) =
−w2it
wi +
√
ρ∗i
− qi∇wiE + (P ′i ((wi +
√
ρ∗i )
2)− P ′i (ρ∗i ))△wi
+ 2(wi +
√
ρ∗i )P
′′
i ((wi +
√
ρ∗i )
2)|∇wi|2 + P ′i ((wi +
√
ρ∗i )
2)
|∇wi|2
wi +
√
ρ∗i
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+
ε2(△wi)2
4(wi +
√
ρ∗i )
+
∇2((wi +
√
ρ∗i )
2ui ⊗ ui)
2(wi +
√
ρ∗i )
, (3.10)
fi2 := fi2(x, t) =((φi · ∇)ui − (ui · ∇)φi − φi∇ · ui), (3.11)
for i = a, b. We will also use the relation between ∇ · ui and ∇wi, wit from (1.2)
2wit + 2ui · ∇wi + (wi +
√
ρ∗i )∇ · ui = 0. (3.12)
3.2 The a-priori estimates
Assume that the classical solutions wi, ui, E satisfy a-priorily
δT
△
= max
0≤t≤T
{
5∑
k=0
(1 + t)k‖Dkwi‖2 +
5∑
k=1
(1 + t)k‖Dkui‖2 +
3∑
k=0
(1 + t)k+2‖Dkwit‖2
+
3∑
k=1
(1 + t)2+k‖Dkuit‖2 + (1 + t)5‖D4wit‖2
+
5∑
k=1
(1 + t)k‖DkE‖2 +
2∑
k=0
(1 + t)3+k‖Dkwitt‖2} ≪ 1. (3.13)
It follows for the sufficiently small δT the positivity of density ψi (i = a, b) as√
ρ∗i
2
≤ wi +
√
ρ∗i ≤
3
2
√
ρ∗i .
By Nirenberg’s inequality for three-dimensional case from (3.13), we have
3∑
k=0
(1 + t)k+1‖Dkwi‖2L∞ +
2∑
k=0
(1 + t)k+3‖Dkwit‖2L∞ + (1 + t)4‖witt‖2L∞ ≤ cδT (3.14)
3∑
k=0
(1 + t)k+1‖Dkui‖2L∞ +
1∑
k=0
(1 + t)k+3‖Dkuit‖2L∞ +
3∑
k=0
(1 + t)k+1‖DkE‖2L∞ ≤ cδT .
(3.15)
With the help of the a-priori assumptions (3.13) we establish the following a-priori
estimates
Lemma 3.1 For the short time solution (wi, ui, E) it holds for t ∈ [0, T ] that
5∑
k=0
(1 + t)k‖Dkwi‖2 + (1 + t)5‖εD6wi‖2 +
3∑
k=0
(1 + t)k+2‖Dkwit‖2
+ (1 + t)5‖D4wit‖2 +
2∑
k=0
(1 + t)3+k‖Dkwitt‖2 ≤ cΛ0, (3.16)
10 Algebraic time-decay for the bipolar QHD
5∑
k=1
(1 + t)k‖Dkui‖2 +
3∑
k=1
(1 + t)2+k‖Dkuit‖2 ≤ cΛ0, (3.17)
5∑
k=1
(1 + t)k‖DkE‖2 +
∫ t
0
5∑
k=1
(1 + s)k−1‖DkE‖2ds ≤ cΛ0, (3.18)
∫ t
0
{
5∑
k=1
(1 + s)k−1‖Dkwi‖2 +
4∑
k=0
(1 + s)k+1‖Dkwit‖2}ds ≤ cΛ0, (3.19)
∫ t
0
{
5∑
k=1
(1 + s)k‖Dkui‖2 +
3∑
k=1
(1 + s)k+2‖Dkuit‖2}ds ≤ cΛ0, (3.20)
provided δT is small enough, where the Λ0 is defined in Theorem 1.1.
Proof : Step 1 (the basic estimates). Multiplying equation (3.3) by (wa+2wat), and (3.4)
by (wb + 2wbt), integrating by parts the resulted equations over R
3, omitting R3 without
confusion, summing the resulted two equalities and noticing the fact from Poisson equation
(3.7) that∫
{(1
2
(wa +
√
ρ∗a)∇ · E)(wa + 2wat)− (
1
2
(wb +
√
ρ∗b)∇ · E)(wb + 2wbt)}dx
=
1
4
d
dt
∫
|∇ · E|2dx+ 1
4
∫
R3
|∇ · E|2dx− 1
4
∫
R3
∇(w2a − w2b ) · Edx
we can get
d
dt
∫
{w2at+wawat +
w2a
2
+ w2bt + wbwbt +
w2b
2
+ P ′a(ρ
∗
a)|∇wa|2 + P ′b(ρ∗b)|∇wb|2
+
ε2
4
(|△wa|2 + |△wb|2) + 1
4
|∇ · E|2}dx
+
∫
{(w2at + w2bt) + P ′a(ρ∗a)|∇wa|2 + P ′b(ρ∗b)|∇wb|2 +
ε2
4
(|△wa|2 + |△wb|2)
+
1
4
|∇ · E|2}dx
=
1
4
∫
(∇(w2a − w2b ) · Edx
+
∫
{fa1(x, t)(wa + 2wat) + fb1(x, t)(wa + 2wbt)}dx. (3.21)
By assumptions (3.13), using Sobolev imbedding theorem and Ho¨lder’s
inequality, Young’s inequality and integration by parts, we can estimate the
right-hand side terms of (3.21) as follows∫
wi∇wi · Edx ≤‖wi‖L3‖∇wi‖L2‖E‖L6
H.-L. Li, G.-J. Zhang, & K.-J. Zhang 11
≤c(‖wi‖L2 + ‖∇wi‖L2)‖∇wi‖L2 · ‖E‖L6
≤cδT (‖∇wi‖2 + ‖∇ ·E‖2), (3.22)
and ∫
[P ′i ((wi +
√
ρ∗i )
2)− P ′i (ρ∗i )]△wi · (2wit)dx
≤− d
dt
∫
[P ′i ((wi +
√
ρ∗i )
2)− P ′i (ρ∗i )]|∇wi|2dx+ cδT‖(∇wi, wit)‖2, (3.23)∫
ui · ∇wit(2wit)dx = −
∫
∇ · ui(wit)2dx ≤ cδT‖wit‖2, (3.24)∫
ui∇(ui · ∇wi) · 2witdx ≤ − d
dt
∫
(ui · ∇wi)2dx+ cδT‖(∇wi, wit)‖2, (3.25)
where we have used the fact ‖Dui‖2 ≤ c(‖∇ · ui‖2 + ‖∇ × ui‖2), and ‖∇wi‖2, ‖wit‖2
to estimate ∇ · ui through equation (3.12). The other terms in the right-hand side of
(3.21) can also be estimated easily by integration by parts, Ho¨lder’s inequality, Young’s
inequality and the Lemma 2.2 and Lemma 2.3, together with (3.22)-(3.25) we can have
from (3.21) that
d
dt
∫
{w2at + wawat +
w2a
2
+ w2bt + wbwbt +
w2b
2
+ P ′a(ρ
∗
a)|∇wa|2 + P ′b(ρ∗b)|∇wb|2
+
ε2
4
(|△wa|2 + |△wb|2) + 1
4
|∇ · E|2 + [P ′a((wa +
√
ρ∗a)
2)− P ′a(ρ∗a)]|∇wa|2
+ [P ′b((wb +
√
ρ∗a)
2)− P ′b(ρ∗b)]|∇wb|2 + (ua · ∇wa)2 + (ub · ∇wb)2}dx
+
∫
{(w2at + w2bt) + P ′a(ρ∗a)|∇wa|2 + P ′b(ρ∗b)|∇wb|2 +
ε2
4
(|△wa|2 + |△wb|2) + 1
4
|∇ · E|2}dx
≤ cδT‖(∇wa,∇wb, wat, wbt,∇ ·E, φa, φb)‖2. (3.26)
Taking inner product between (3.5) and 2φa, and between (3.6) and 2φb, integrating
over R3, we obtain
d
dt
∫
(|φa|2 + |φb|2)dx+ 2
∫
(|φa|2 + |φb|2)dx =
∫
{fa2 · 2φa + fb2 · 2φb}dx. (3.27)
A simple analysis to the right-hand side of (3.27) together with (3.13) gives
d
dt
∫
(|φa|2 + |φb|2)dx+ 2
∫
(|φa|2 + |φb|2)dx ≤ cδT ‖(φa, φb,∇wa,∇wb, wat, wbt)‖2. (3.28)
Integrating of the summation of (3.26) and (3.28) over [0, t] and using
P ′i (ρ
∗
i ) > 0,
1
6
(x2 + y2) ≤ x2 + xy + y
2
2
≤ 2(x2 + y2)
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we obtain
‖(wa, wb)‖21 + ‖(εD2wa, εD2wb)‖2 + ‖(wat, wbt, φa, φb, DE)‖2
+
∫ t
0
{‖(∇wa,∇wb, εD2wa, εD2wb, wat, wbt, φa, φb)‖2 + ‖DE‖2}ds
≤ cΛ0. (3.29)
Making summation between the integral
∫ {(3.3) × 2(1 + t)wat + (3.4) × 2(1 +
t)wbt}dx and (3.27)×(1+t), we can have after a complicated but straightforward
computation that
d
dt
{(1 + t)
∫
{w2at + w2bt + P ′a(ρ∗a)|∇wa|2 + P ′b(ρ∗b)|∇wb|2 +
ε2
4
(|△wa|2 + |△wb|2)
+
1
4
|∇ ·E|2 + |φa|2 + |φb|2 + [P ′a((wa +
√
ρ∗a)
2)− P ′a(ρ∗a)]|∇wa|2
+ [P ′b((wb +
√
ρ∗b)
2)− P ′b(ρ∗b)]|∇wb|2 + (ua · wa)2 + (ub · wb)2}dx}
+ 2(1 + t)‖(wat, wbt, φa, φb)‖2
≤ (1 + t)‖(wat, wbt, φa, φb)‖2 + cδT ‖(∇wa,∇wb, εD2wa, εD2wb, φa, φb, DE)‖2 (3.30)
where we have used the a-priori time-decay rate assumptions (3.13), Ho¨lder’s
inequality, Young’s inequality to estimate the right-hand side terms as follows
1
4
∫
(1 + t)∇(w2a − w2b ) ·Edx
+
∫
(1 + t){(fa1(x, t)(wa + 2wat) + fb1(x, t)(wb + 2wbt)}dx
+
∫
(1 + t){fa2 · 2φa + fb2 · 2φb}dx
≤ (1 + t)‖(wat, wbt, φa, φb)‖2 + cδT‖(∇wa,∇wb, εD2wa, εD2wb, φa, φb, DE)‖2.
The integrating of (3.30) over [0, t] together with the help of (3.29) gives rise to
(1 + t)‖(∇wa,∇wb, εD2wa, εD2wb, wat, wbt, φa, φb, DE)‖2
+
∫ t
0
(1 + s){‖(wat, wbt, φa, φb)‖2ds
≤ cΛ0. (3.31)
The combination of (3.29) and (3.31) shows the basic estimates in Lemma 3.1 as
‖wi‖2 + (1 + t)‖Dwi‖2 + (1 + t)‖DE‖2 + (1 + t)‖Dui‖2 ≤ cΛ0, (3.32)∫ t
0
‖(∇wi, DE)‖2ds+
∫ t
0
(1 + s)(‖Dui‖2 + ‖wit‖2)ds ≤ cΛ0, (3.33)
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Step 2 (the higher order estimates). Next, we will do the higher order estimates. To this
end, set w˜i := D
αwi, φ˜i := D
αφi, E˜ := D
αE(i = a, b. 1 < |α| ≤ 4). Differentiating
equations (3.3)–(3.7) with respect to x, we get the equations for w˜i, φ˜i, E˜ that
w˜itt + w˜it +
ε2
4
△2w˜i − P ′i (ρ∗i )△w˜i +
qi
2
(wi +
√
ρ∗i )∇ · E˜
=Dαfi1(x, t)−Dα(qi
2
(wi +
√
ρ∗i )∇ · E) +
qi
2
(wi +
√
ρ∗i )∇ · E˜, (3.34)
φ˜it + φ˜i = D
αfi2, (3.35)
∇ · E˜ = Dα(w2a − w2b + 2
√
ρ∗awa − 2
√
ρ∗bwb), (3.36)
qa = 1, qb = −1.
Similarly to deriving the previous basic estimates, combining the following
integrals together∫ t
0
∫ |α|∑
l=0
{(3.34)i=a×(1+s)l(Dαwa+2Dαwat)+(3.34)i=b×(1+s)l(Dαwb+2Dαwbt)}dxds
∫ t
0
∫ |α|∑
l=0
{(3.35)i=a · 2(1 + s)lDαφa + (3.35)i=b · 2(1 + s)lDαφb}dxds
and ∫ t
0
∫
{(3.34)i=a × 2(1 + s)|α|+1Dαwat + (3.34)i=b × 2(1 + s)|α|+1Dαwbt}dxds∫ t
0
∫
{(3.35)i=a · 2(1 + s)|α|+1Dαφa + (3.35)i=b · 2(1 + s)|α|+1Dαφb}dxds
for |α| = k with k = 1, 2, 3, 4 respectively, we can get after a straightforward
computation that
(1 + t)k+1‖(Dk+1wa, Dk+1wb, εDk+2wa, εDk+2wb, Dkwat, Dkwbt, Dkφa, Dkφb, Dk+1E)‖2
+
∫ t
0
(1 + s)k‖(Dk+1wa, Dk+1wb, εDk+2wa, εDk+2wb, Dk+1E)‖2ds
+
∫ t
0
(1 + s)k+1‖(Dkwat, Dkwbt, Dkφa, Dkφb)‖2ds ≤ cΛ0. (3.37)
By (3.37) we can get part of decay rates in Lemma 3.1 that
(1 + t)k‖Dkwi‖2 + (1 + t)5‖εD6wi‖2 ≤ cΛ0, 0 ≤ k ≤ 5, (3.38)
(1 + t)k‖Dkui‖2 + (1 + t)k‖DkE‖2 ≤ cΛ0, 1 ≤ k ≤ 5, (3.39)∫ t
0
{(1 + s)k−1‖(Dkwi, DkE)‖2 + (1 + s)k‖Dkui‖2}ds ≤ cΛ0, 1 ≤ k ≤ 5, (3.40)
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and
(1 + t)1+k‖Dkwit‖2 +
∫ t
0
(1 + s)1+k‖Dkwit‖2ds ≤ cΛ0, 1 ≤ k ≤ 4. (3.41)
The higher order estimate (1 + t)6‖D6E‖2 ≤ cΛ0 can be obtained by Poisson
equation (3.7) and the Lemma 2.1.
To complete the proof we still need to do the decay rate of (wa, wb, ua, ub) about higher
order derivatives on time t. Set w¯i = D
αwit, φ¯i = D
αφit, E¯ = D
αEt (0 ≤ |α| ≤ 2), then
we get the equations for w¯i, φ¯i, E¯
w¯itt + w¯it +
ε2
4
△2w¯i + qi
2
(wi +
√
ρ∗i )∇ · E¯ − P ′i (ρ∗i )△w¯i
= Dα(fi1(x, t))t −Dα(qi
2
(wi +
√
ρ∗i )∇ · E)t +
qi
2
(wi +
√
ρ∗i )∇ · E¯, (3.42)
φ¯it + φ¯i = D
α(fi2(x, t))t, (3.43)
∇ · E¯ = Dα(w2a − w2b + 2
√
ρ∗awa − 2
√
ρ∗bwb)t, (3.44)
with i = a, b, qa = 1, qb = −1.
Based on the results derived in (3.38)–(3.41) we can get from (3.42)–(3.44) the more
faster time-decay rate for w¯i, φ¯i, E¯ as before. Summing the integrals∫ t
0
∫ 2+|α|∑
l=0
{(3.42)i=a(1 + s)l(Dαwat + 2Dαwatt) + (3.42)i=b(1 + s)l(Dαwbt + 2Dαwbtt)}dxds
∫ t
0
∫ 2+|α|∑
l=0
{(3.43)i=a · 2(1 + s)lDαφat + (3.43)i=b · 2(1 + s)lDαφbt}dxds
and ∫ t
0
∫
{(3.42)i=a × 2(1 + s)|α|+3Dαwatt + (3.42)i=b × 2(1 + s)|α|+3Dαwbtt
+ (3.43)i=a · 2(1 + s)|α|+3Dαφat + (3.43)i=b · 2(1 + s)|α|+3Dαφbt}dxds
for α with |α| = 0, 1, 2 respectively which together with the help of the results (3.38)–
(3.41) gives us finally
(1 + t)k+2‖Dkwit‖2 +
∫ t
0
(1 + s)1+k‖Dkwit‖2ds ≤ cΛ0, 0 ≤ k ≤ 3, (3.45)
(1 + t)k+3‖Dkwitt‖2 +
∫ t
0
(1 + s)3+k‖Dkwitt‖2ds ≤ cΛ0, 0 ≤ k ≤ 2, (3.46)
(1 + t)k+3‖Dkφit‖2 +
∫ t
0
(1 + s)3+k‖Dkφit‖2ds ≤ cΛ0, 0 ≤ k ≤ 2, (3.47)
(1 + t)k+2‖DkEt‖2 +
∫ t
0
(1 + s)1+k‖DkEt‖2ds ≤ cΛ0, 1 ≤ k ≤ 3. (3.48)
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Note that ‖Dut‖2 ≤ c(‖∇·ut‖2)+‖∇×ut‖2 with the help of (3.45)–(3.48) and the relation
of ∇ · ui and ∇wi, wit through the equation (3.12), we have
(1 + t)2+k‖Dkuit‖2 +
∫ t
0
(1 + s)2+k‖Dkuit‖2ds ≤ cΛ0, 1 ≤ k ≤ 3. (3.49)
Then, Lemma 3.1 follows from (3.45)–(3.49) and (3.38)–(3.41) and (3.32)–(3.33). 
3.3 The proof of main results
Proof of Theorem 1.1 and Theorem 1.6:
From Lemma 3.1, we know that the sufficiently small Λ0 makes us be able to extend the
solution to the global one by continuity argument and the estimates (3.16)–(3.20) hold
for any t > 0 especially that
(1 + t)k‖Dkwi‖2 + (1 + t)5‖εD6wi‖2 ≤ cΛ0, 0 ≤ k ≤ 5, (3.50)
(1 + t)k+2‖Dkwit‖2 + (1 + t)5‖D4wit‖2 ≤ cΛ0, 0 ≤ k ≤ 3, (3.51)
(1 + t)k‖Dkui‖2 + (1 + t)k‖DkE‖2 ≤ cΛ0, 1 ≤ k ≤ 5, (3.52)
(1 + t)2+k‖Dkuit‖2 ≤ cΛ0, 1 ≤ k ≤ 3. (3.53)
The coefficient c is independent of the Planck constant ε and time t. As
ρi = (wi +
√
ρ∗)2 we can get the conclusion of the Theorem 1.1 that
(1 + t)k‖Dk(ρi − ρ∗i )‖2 + (1 + t)5‖εD6(ρi − ρ∗i )‖2 ≤ cΛ0, 0 ≤ k ≤ 5, (3.54)
(1 + t)k‖Dkui‖2 + (1 + t)k‖DkE‖2 ≤ cΛ0, 1 ≤ k ≤ 5. (3.55)
Thus, the proof of Theorem 1.1 is completed. From (3.54)–(3.55), using Niren-
berg’s inequality we have
‖(ρi − ρ∗i , ui, E)‖L∞(R3) ≤ c(1 + t)−
3
4 . (3.56)
Let us turn to the proof of the Theorem 1.6. Since all above a-priori estimates es-
tablished for the solutions given in Theorem 1.1 hold uniformly with respect to Planck
constant ε. Denote the solution by (ρεi , u
ε
i , E
ε) and it follows that(see[31]) there is a
solution denoted by (ρˆa, uˆa, ρˆb, uˆb, Eˆ) such that
ρεi → ρˆi in C(0, T ;C3b ∩H5−sloc ); uεi → uˆi in C(0, T ;C3b ∩H5−sloc );
Eε → Eˆ in C(0, T ;C4b ∩H6−sloc ), s ∈ (0, 12),
for any T > 0, i = a, b. One can easily verify that (ρˆa, uˆa, ρˆb, uˆb, Eˆ) is the global-in time
solution of the bipolar hydrodynamic model (1.23)-(1.25). What’s more, we have the
estimate by (3.56) that
‖(ρˆi − ρ∗i , uˆi, Eˆ)‖L∞(R3) ≤ c(1 + t)−
3
4 . (3.57)
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4 Algebraic decay rate for linearized system
In this section, we will prove Theorem 1.4. Namely, we shall show that for linearized
bipolar QHD system, the density and momentum converge to its asymptotical state at
an algebraic decay rate from both above and below. This implies that in general we can
only get an algebraic time-decay rate for bipolar QHD. This is caused by the interactions
between two carriers. Since the nonlinear bipolar QHD system is a small perturbation
of the corresponding linearized system, one can only expect the similar results for the
original problem.
By (1.18), the equation (1.13) for U = (Wa, Ja,Wb, Jb) can be rewritten as
Wat +∇ · Ja = 0
Jat +∇Wa −∇△Wa + Ja − 2∇△−1(Wa −Wb) = 0
Wbt +∇ · Jb = 0
Jbt +∇Wb −∇△Wb + Jb +∇△−1(Wa −Wb) = 0
(4.1)
with initial data given by
U(x, 0) = U0(x) =: (Wa0, Ja0,Wb0, Jb0)(x). (4.2)
Let us write the solution of the linear problem (4.1)–(4.2) formally
U = eAtU0 (4.3)
where U will be the inverse of its Fourier transformation Uˆ = (Wˆa, Jˆa, Wˆb, Jˆb) whose
equation can be derived by taking Fourier transform with respect to x on (4.1) as{
Uˆt = AˆUˆ
Uˆ(ξ, 0) = (Wˆa0, Jˆa0, Wˆb0, Jˆb0)
(4.4)
where the Matrix
Aˆ =

0 −iξt 0 0
−iξb1 −I3 iξd1 0
0 0 0 −iξt
iξd2 0 −iξb2 −I3

with
b1 = 1 + |ξ|2 + 2|ξ|2 , d1 =
2
|ξ|2 , b2 = 1 + |ξ|
2 +
1
|ξ|2 , d2 =
1
|ξ|2 , I3 = diag(1, 1, 1)
and the notation i is the imaginary unit. Here Jˆa = (Jˆ
(1)
a , Jˆ
(2)
a , Jˆ
(3)
a ), Jˆb = (Jˆ
(1)
b , Jˆ
(2)
b , Jˆ
(3)
b ).
We solve the O.D.Es (4.4) straightforward by linear O.D.Es theory and get its solution
denoted by
Uˆ = eAˆtU0 (4.5)
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where Uˆ = (Wˆa, Jˆa, Wˆb, Jˆb) with
Wˆa(ξ, t) =
1
6
Wˆa0[F1 + 2F2 + e
−
1 + e
+
1 + 2(e
−
2 + e
+
2 )]
+
1
3
Wˆb0[F1 − F2 + e−1 + e+1 − (e−2 + e+2 )]
− i
3
(Jˆa0 · ξ)(F1 + 2F2)− i
3
(Jˆb0 · ξ)(2F1 − 2F2), (4.6)
Wˆb(ξ, t) =
1
6
Wˆb0[2F1 + F2 + 2(e
−
1 + e
+
1 ) + (e
−
2 + e
+
2 )]
+
1
6
Wˆa0[F1 − F2 + e−1 + e+1 − (e−2 + e+2 )]
− i
3
(Jˆb0 · ξ)(2F1 + F2)− i
3
(Jˆa0 · ξ)(F1 − F2), (4.7)
and for k = 1, 2, 3
Jˆ (k)a (ξ, t) =
Jˆ
(k)
a0
|ξ|2 (|ξ|
2 − ξ2k)e−t −
ξk
|ξ|2 (
3∑
l=1
l 6=k
ξlJˆ
(l)
a0 )e
−t
− ξk
6|ξ|2 (ξ · Jˆa0)[2F2 + F1 − 2(e
−
2 + e
+
2 )− (e+1 + e−1 )]
+
ξk
3|ξ|2 (ξ · Jˆb0)[F2 − F1 + e
−
1 + e
+
1 − e−2 − e+2 ]
− 2(Wˆa0 − Wˆb0) iξk|ξ|2F2 −
i
3
Wˆa0ξk(1 + |ξ|2)(2F2 + F1)
− 2i
3
Wˆb0ξk(1 + |ξ|2)(F1 − F2), (4.8)
Jˆ
(k)
b (ξ, t) =
Jˆ
(k)
b0
|ξ|2 (|ξ|
2 − ξ2k)e−t −
ξk
|ξ|2 (
3∑
l=1
l 6=k
ξlJˆ
(l)
b0 )e
−t
− ξk
6|ξ|2 (ξ · Jˆb0)[F2 + 2F1 − (e
−
2 + e
+
2 )− 2(e+1 + e−1 )]
+
ξk
6|ξ|2 (ξ · Jˆa0)[F2 − F1 + e
−
1 + e
+
1 − e−2 − e+2 ]
+ (Wˆa0 − Wˆb0) iξk|ξ|2F2 −
i
3
Wˆb0ξk(1 + |ξ|2)(F2 + 2F1)
− i
3
Wˆa0ξk(1 + |ξ|2)(F1 − F2) (4.9)
where
e−1 = e
− t
2
(1−I1), e+1 = e
− t
2
(1+I1), e−2 = e
− t
2
(1−I2), e+2 = e
− t
2
(1+I2) (4.10)
with
I1 =
√
1− 4|ξ|2(1 + |ξ|2), I2 =
√
1− 4(3 + |ξ|2(1 + |ξ|2)), (4.11)
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and
F1 =
e−
t
2
(1−I1) − e− t2 (1+I1)
I1
, F2 =
e−
t
2
(1−I2) − e− t2 (1+I2)
I2
. (4.12)
Note here that we have E0 = ∇△−1(Wa0−Wb0) ∈ L2(R3) which implies (Wˆa0−Wˆb0) iξk|ξ|2 ∈
L2(R3) in (4.8)–(4.9). This means the existence of the inverse transformation of Uˆ and
thus the global solvability of U for (4.1)–(4.2).
Proof of Theorem 1.4. We first focus on the estimates of the lower bound in (1.21)–
(1.22). The idea is to analyze the Fourier transformation of U due to the Plancherel
theorem. In view of (4.10)–(4.12) we should give some properties of the terms contained
in Wa, Ja,Wb, Jb given by (4.6)–(4.9).
We have the following estimates
|e+1 |+ |e−2 |+ |e+2 |+ |F2|+ |ξ|2|F2| < ce−ct, for ξ ∈ R3, (4.13)
|e−1 | ≤ e−
t
2 , |F1| ≤ t2e−
1
2
t, |ξ|2|F1| < c t2e−
1
2
t, for |ξ|2 ≥
√
2−1
2
, (4.14)
e−1 ≥ e−c|ξ|2t, for |ξ|2 ≤
√
2−1
2
, (4.15)
where and below c > 0 is a generic positive constant. The estimates (4.13) is
gained by a direct computation. The estimates (4.14),(4.15) can be obtained
as follows.
It holds for |ξ|2 ≥
√
2−1
2
that
1− 4|ξ|2(1 + |ξ|2) ≤ 0, I1 =
√
1− 4|ξ|2(1 + |ξ|2) = i
√
4|ξ|2(1 + |ξ|2)− 1 = i|I1|
and
|e−1 | = |e−
t
2
(1−I1)| ≤ e− t2 .
By
|F1| = |e
− t
2
(1−I1) − e− t2 (1+I1)
I1
| = | t
2
e−
t
2 (
ei
t|I1|
2 − e−i t|I1|2
i t|I1|
2
)| and |(eis)′| ≤ 1,
we know
|F1| ≤ t2e−
1
2
t.
As for |ξ|2|F1|, it holds for
√
2−1
2
≤ |ξ|2 <
√
3−1
2
that
|ξ|2|F1| ≤ c t2e−
1
2
t.
When
√
3−1
2
≤ |ξ|2, we can directly compute
|ξ|2|F1| = |ξ|2|e− t2 (e
i
t|I1|
2 − e−i t|I1|2
i|I1| )| = e
− t
2 | |ξ|
2
i|I1| ||(e
i
t|I1|
2 − e−i t|I1|2 )| ≤ ce− t2 .
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By the fact that 1 −√1− 4s(1 + s) ≤ 2(√2 + 1)s for 0 ≤ s ≤ √2−1
2
, we can obtain
(4.15) easily since e−1 = e
− t
2
(1−
√
1−4|ξ|2(1+|ξ|2)) ≥ e−c|ξ|2t.
With the help of (4.13)–(4.15) we can turn to calculate the time-decay rates of density
and momentum Wˆa, Wˆb, Jˆa, Jˆb, and we take Wˆa, Jˆa for simplicity. Set
Wˆa = T1 +R1, Jˆ
(k)
a = T
(k)
2 +R
(k)
2 , k = 1, 2, 3
with
T1 =
1
6
(Wˆa0 + 2Wˆb0)(F1 + e
−
1 ) (4.16)
R1 = Wˆa − T1 (the rest terms) (4.17)
T
(k)
2 = −
i
3
(Wˆa0 + 2Wˆb0)ξk(1 + |ξ|2)F1 (4.18)
R
(k)
2 = Jˆ
(k)
a − T (k)2 (the rest terms) (4.19)
By (4.13)–(4.15) we know
‖Wˆa(., t)‖2 ≥ 1
2
∫
R3
|T1|2dξ −
∫
R3
|R1|2dξ
≥ 1
2
∫
|ξ|2<
√
2−1
2
|1
6
(Wˆa0 + 2Wˆb0)(F1 + e
−
1 )|2dξ − c(1 + t)e−ct
≥ 1
2
∫
|ξ|2<
√
2−1
2
|1
6
(Wˆa0 + 2Wˆb0)e
−
1 |2dξ − c(1 + t)e−ct
≥
∫
|ξ|2<min{
√
2−1
2
,r2}
ce−2c|ξ|
2tdξ − c(1 + t)e−ct
≥ c(1 + t)− 32 − c(1 + t)e−ct (4.20)
where we have used the assumption in Theorem 1.4 that |(Wˆa0 + 2Wˆb0)| > m0 > 0 in
B(0, r) and the fact F1 > 0 for |ξ|2 <
√
2−1
2
. We also used (|ξ|nWˆa0, |ξ|nWˆb0, |ξ|lJˆa0, |ξ|lJˆb0) ∈
L2(R3) for the integers 0 ≤ n ≤ 6, 0 ≤ l ≤ 5 and (1.20) to get ∫
R3
|R1|2dξ < ce−ct with
the help of (4.13). The above c > 0 denotes the generic positive constant depending on
the norm of initial data and m0 and not necessarily be the same.
The combination of Plancherel theorem and inequality (4.20) implies for t≫ 1 that
‖Wa(., t)‖ = ‖Wˆa(., t)‖ ≥ c1(1 + t)− 34 (4.21)
with c1 some positive number. Similarly, with the help of (4.13)-(4.15), we have
‖iξkWˆa(., t)‖2 ≥ 1
2
∫
R3
|iξkT1|2dξ −
∫
R3
|iξkR1|2dξ
≥ 1
2
∫
|ξ|2<
√
2−1
2
|ξk
6
(Wˆa0 + 2Wˆb0)(F1 + e
−
1 )|2dξ − c(1 + t)e−ct
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≥ c
∫
|ξ|2<min{
√
2−1
2
,r2}
|ξk|2|e−2c|ξ|2t|dξ − c(1 + t)e−ct
≥ c(1 + t)− 52 − c(1 + t)e−ct. (4.22)
It follows from (4.22) that
‖∂xkWa(., t)‖2 = ‖iξkWˆa(., t)‖2 ≥ c1(1 + t)−
5
4 (4.23)
for t ≫ 1. Repeating the similar procedure as above, we can estimate the higher order
term ‖i|α|ξα11 ξα22 ξα33 Wˆa‖2 (|α| ≤ 6), which together with the Plancherel theorem leads to
the algebraic time-decay rate for Wa from below
‖∂lxWa(., t)‖L2(R3) ≥ c(1 + t)−
l
2
− 3
4 , 0 ≤ l ≤ 6. (4.24)
Again, we can repeat the similar argument as above to establish the corresponding al-
gebraic time-decay rate for Jˆa. In fact, by (4.13)-(4.15) we have after a direct computation
that
‖Jˆ (k)a (., t)‖2 ≥
1
2
∫
R3
|T (k)2 |2dξ −
∫
R3
|R(k)2 |2dξ
≥ 1
2
∫
R3
|T (k)2 |2dξ − c(1 + t)e−ct
≥ c
∫
|ξ|2<min{
√
2−1
2
,r2}
|ξkF1|2dξ − c(1 + t)e−ct, k = 1, 2, 3. (4.25)
Note that 5−2
√
2
4
< I1 < 1 for 0 ≤ |ξ|2 < 12(
√
2−1
2
), we have
|F1| = |e
− t
2
(1−I1) − e− t2 (1+I1)
I1
| = 1|I1| |e
− t
2
(1−I1)(1− e−tI1)| ≥ ce− t2 (1−I1) (4.26)
for t > 1 and |ξ|2 < 1
2
(
√
2−1
2
). By (4.15) and the fact e−
t
2
(1−I1) ≥ ce−c|ξ|2t for |ξ|2 ≤ 1
2
(
√
2−1
2
),
we finally obtain from (4.26) that
|F1| ≥ ce−c|ξ|2t, for |ξ|2 < 12(
√
2−1
2
). (4.27)
Set r21 = min{r2, 12(
√
2−1
2
)} and let t > 1. By (4.25), (4.27), we have
‖Jˆ (k)a (., t)‖2 ≥ c
∫
|ξ|2<r2
1
|ξk|2e−2c|ξ|2tdξ − c(1 + t)e−ct
≥ c(1 + t)− 52 − c(1 + t)e−ct, k = 1, 2, 3. (4.28)
This gives rise to the time-decay rate of Ja = (J
(1)
a , J
(2)
a , J
(3)
a ) for t≫ 1 that
‖Ja(., t)‖ = ‖Jˆa(., t)‖ ≥ c1(1 + t)− 54 . (4.29)
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The higher order estimates of Ja can be established in the similar argument as obtain-
ing (4.22) for Wa and finally we can have for t≫ 1 that
‖DlxJa(., t)‖ ≥ c(1 + t)−
l
2
− 5
4 , l = 1, 2, 3, 4, 5. (4.30)
The above estimates are valid for Wb, J
(k)
b (k = 1, 2, 3) due to the symmetry between Wa
andWb, Ja and Jb. Thus the proof of the lower bound estimates in Theorem 1.4 is finished.
Note that the time-decay rate from above of solutions in (1.21) and (1.22) can be
obtained in the same framework of Fourier transformation to establish the lower bound
of decay rate. Also, it can be obtained by energy methods used in Section 3, we omit the
details. 
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