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This paper explores the link between trade and growth showing
how the relationship between openness and per capita income is con-
tingent to the size and the level of export specialization of countries.
Measuring openness both in terms of trade volumes and trade poli-
cies, and specialization as a index of the position of the distribution of
sectoral revealed comparative advantages, the paper - using paramet-
ric and semiparametric panel data analysis - o®ers a precise taxonomy
of the e®ects of openness on growth according to the size and the spe-
cialization of countries.
The e®ect of openness on growth is enhanced by the diversi¯ca-
tion of sectoral exports characterized by comparative advantages, and
is reduced by the physical or economic dimension of the country con-
sidered. The e®ect is however nonmonotonic: an increase in openness
is relevant for growth at low levels of openness, specialization is e®ec-
tive only at early stages of development, while is di®erentiation that
enhances growth at higher levels of per capita income.
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11 Introduction
The literature on the e®ects of international trade on the economic growth
of Nations is vast, articulated and very much alive. In spite of the general
claim that the ability of a country to steadily grow in income per capita is
related to its interdependence with other growing countries, the details of this
relationship are still very much under the lens of theoretical and empirical
research.
In a recent paper Jean Imbs and Romain Wacziarg presented some em-
pirical evidence of a U-shaped pattern in the relation between sectoral di-
versi¯cation and per capita income (Imbs and Wacziarg, 2003). Using data
on sector level employment and value added - covering a wide cross-section
of countries at various levels of sectoral disaggregation - they found that the
process of development is characterized by two stages of diversi¯cation: \At
¯rst, sectoral diversi¯cation increases, but there exists a level of per capita
income beyond which the sectoral distribution of economic activity starts con-
centrating again." (p.63)
Since their paper is essentially empirical, it does not o®er a clear cut ex-
planation of why this happens. What the authors do o®er is however a clever
merge of theoretical arguments that can give support to what their treatment
of the data shows. Our contribution built on Imbs and Wacziarg (2003), and
is organized as follows: starting from the data-based theory of stages of di-
versi¯cation that comes out from Imbs and Wacziarg empirical analysis; it
then tackles the issue of what kind of economic phenomenon could be re-
vealed by the data, or in other terms, what kind of in°uence the structure
2of the panel data exerts on the explanation of why diversi¯cation is followed
by concentration, along the development path; ¯nally, it concentrates on
the nonparametric technique, making use of kernel smoothing and locally
weighted regressions. If the choice of the smoother, of the bandwidth, and
of the weighting scheme in the nonparametric regression are veri¯ed though
the proper use of iterative analyses of smoothing residuals plots, and if the
assumption of a country-speci¯c ¯xed-e®ect is treated through the use of a
nonparametric within-country estimator, no evidence of a U-shaped pattern
appears anymore. Sectoral diversi¯cation always increases with development.
If we control for population size and GDP, and for the quality of institutions
and openness, the latter block of variable explains the di®erence in the slope
of the regression for a selection of countries. The e®ect of openness on growth
is therefore enhanced by the diversi¯cation of sectoral exports characterized
by comparative advantages, and is reduced by the physical or economic di-
mension of the country considered. The e®ect is however nonmonotonic: an
increase in openness is relevant for growth at low levels of openness, special-
ization is e®ective only at early stages of development, while is di®erentiation
that enhances growth at higher levels of per capita income.
2 The theoretical-empirical underpinning
As Imbs and Wacziarg have noticed, most existing growth theories predict a
monotonic relationship between income and diversi¯cation. Countries may
diversify their sectoral structure because of income e®ects on consumption
shares (Deaton, 1997) or due to a risk-diversi¯cation strategy (Acemoglu and
Zilibotti, 1997). On the other hand, countries have an incentive to specialize
3due to e±ciency reasons associated with comparative advantages, increasing
returns, and geographical economies of scale (Feenstra, 2004). The resulting
shape of the distribution of the sectoral economic activity depends, tauto-
logically, on which of the two forces of diversi¯cation and of concentration
prevails. What Imbs and Wacziarg do, is to order the prevalence of one force
over the other along the per capita income dimension, deducing from their
empirical analysis that the former predominates for relatively low levels of
per capita income, the latter prevailing for higher income levels. Our view is
that the primum mobile of that sequence has to be found in the reduction of
trade costs (Fujita and Thisse, 2002) or in the increased ability to overcome
the initial di±culties to cover sector-speci¯c risk of negative shocks through
the ¯nancial market (Saint-Paul, 1992). The resulting con¯guration is that
of a growth process, associated with trade liberalization and ¯nancial deep-
ening, in which a ¯rst stage of diversi¯cation is followed by a second stage of
concentration.
But, is this two-stage-ordering a global feature of the data across country
and across time? Or, is it a local characteristic of a more complex cyclical
nonlinearity in the co-movement of diversi¯cation and per capita income?
Moreover, if theory indicates the presence of two opposite forces, the eventu-
ality of nonlinearity in the empirical relationship between income and diver-
si¯cation must be considered. In that case, what should be inspected is that
at least one turnaround point lies in the countries' feasible set. Turnarounds
can in fact never manifest themselves if one of the two forces always prevails.
Imbs and Wacziarg give evidence of a U-shaped empirical relation, from
which a theoretical U-shaped relation is inferred. This logical step is however
4heavily dependent on the robustness of the empirical ¯nding. Imbs and
Wacziarg are clearly aware of that: \... since the U-curve is asymmetric and
the minimum point occurs late in the development process, the question of
the statistical signi¯cance of its upward bending portion arises for high levels
of income (p.69)." So they dedicate quite a remarkable amount of e®ort to
validate their main result through robustness analysis. We argue however
that in their empirical strategy they underestimated the in°uence on the
shape of the relation between per capita income and diversi¯cation due to
the choice of the kernel function, the bandwidth selection, and the treatment
of weights when the data is unevenly dispersed.
Further support to the U-shaped hypothesis comes from Kalemli-Ozcan,
S¿rensen and Yosha (2003). In their analysis on risk sharing and industrial
specialization, using a parametric approach, they ¯nd that per capita GDP
has a negative and statistically signi¯cant impact on specialization, whilst
the square of per capita GDP has a positive and statistically signi¯cant
impact, "con¯rming results in Imbs and Wacziarg (2003)". (Kalemli-Ozcan,
S¿rensen and Yosha, 2003, p.910) Such a support is however nonorthogonal
to the supported hypothesis. In Kalemli-Ozcan, S¿rensen and Yosha (2003)
the U-shaped functional form is imposed1 on the data, given the evidence
provided by Imbs and Warcziarg (2003).
Since the second order polynomial is becoming the functional form in the
1Imposing a speci¯c functional form can be however not appropriate. As Imbs and
Wacziarg remark \... a parametric approach could create problems. For example, ¯tting
a quadratic relationship to the data could lead to erroneous conclusions. Suppose the true
relationship between sectoral concentration and income were characterized by a semilog
speci¯cation. A quadratic speci¯cation would lead us to erroneously infer an upward
bending portion for the curve. (Imbs and Wacziarg, 2003, p.67, footnote 11)
5analysis of sectoral specialization/concentration and development (see also
Koren and Tenreyro, 2004), the technique used for its emergence deserves
some further scrutiny.
3 Structural change or else: panel data di-
mensions and economic phenomena
In their theoretical interpretation of sectoral diversi¯cation, Imbs and Wacziarg
rely principally on the arguments based on risk diversi¯cation previously
sketched, but also refer to a very di®erent stream of research related to the
contributions of Hollis Chenery and Moshe Syrquin, but also to the ones of
Sir Arthur Lewis, Gunnar Myrdal and Albert O. Hirschman, only to quote a
few among the many on which the modern theory of economic development
is founded. All these authors studied the characteristics of structural change,
and how these characteristics were related to growth and development.
Even if these two streams of literature share an interest in the trans-
formation of economic systems and can even be observationally equivalent,
the two must be distinguished since they deal with very di®erent economic
phenomena: diversi¯cation and structural change.
Both can give rise to a U-shaped pattern in sectoral concentration. Let's
consider the latter. Countries at the early stage of development are con-
centrated in the agricultural sector, and, eventually, reach a stage in which
their economy is concentrated in the tertiary sector. In between, such a path
of development necessarily implies a stage of diversi¯cation characterized by
more or less equal shares of agriculture, industry, and services. Using Mad-
dison's (1995) data on U.S. employment shares, we can easily compute some
6naive evidence of a U-shaped pattern: the Gini Index of concentration is in
fact 0.55 in 1820, 0.16 in 1913, and 0.71 in 1992 (with employment sectoral
shares equal to 0.70, 0.27, 0.03, in agriculture, 0.15, 0.30, 0.23 in industry,
and 0.15, 0.43, 0.74 in services in 1820, 1913 and 1992, respectively).
Is this what we are looking for? We believe that this evidence does not add
much to what is already known about structural change. There is, therefore,
a good reason to separate the analysis of sectoral diversi¯cation from the one
on structural change.
4 Dataset
One natural way of doing this is to pay close attention to the structure of the
data itself. Since structural change is in principle a long-run phenomenon,
involving changes in shares of macro-sectors - such as the shift from agricul-
ture to the industrial sector described by Lewis and Fey-Ranis { and with
noticeable di®erences among countries at a di®erent level of development in
terms of sectors involved in the change, the data should be structured accord-
ingly. With cross-country data in which variables vary both over time (t =
1, 2, ... T) and across cross-sectional units (i = 1, 2, ... N), we should prefer
data in which either T is dominant, or N ¼ T (time-series cross-sectional
(TSCS) data), where the asymptotics are in T and where, with enough data
(T ¸ 50), the time-series properties of the data can be studied, as well as
the cross-sectional aspect. As far as the sectoral speci¯cation, the number
of sectoral classes (j = 1, 2, ... J) considered in the calculus of the diversi¯-
cation index should not be very high, and as far as the countries' speci¯city,
countries changing from an agricultural economy to an industrial one, must
7be considered di®erently from the ones that are switching from industry to
services.
On a di®erent perspective, diversi¯cation is a short-medium term phe-
nomenon, represented by variations in sectors considered at a high level of
disaggregation, the occurrence of which should be depicted in countries at
a comparable level of development, or that at least can be considered alto-
gether in a uni¯ed framework (all of the data come from the same \regime").
In this case, data should be cross-sectionally dominated, that is, N should
be signi¯cantly larger than T, so that the data's asymptotics are in N (Panel
data). As far as the sectoral speci¯cation, j should be as large as possible.
Imbs and Wacziarg's approach is very di®erent, since they use various
sources of sectoral data, collected at ILO, UNIDO and at the OECD, cover-
ing the economy-wide spectrum or just manufacturing in isolation, at various
levels of disaggregation (1, 2, 3 and 4 digits in the ISIC). The economic vari-
able considered are employment and value added. They generally obtain a
con¯rmation of their main result, whatever the data used. Imbs and Wacziarg
consider the use of various sources of data, with di®erent sectoral character-
istics, regarding di®erent variables such as a robustness check supporting
\... the view that our result is not simply the outcome of the arbitrary
sectoral classi¯cation of goods and services." (p.64). In doing that, they
in fact melt together structural change and diversi¯cation, short and long
run, industrialization and e±ciency from specialization. We believe that in-
stead of strengthening their results, their robustness analysis confounds the
possible causes of their result.2 Their choice of con¯rming their result for
2The superimposition of structural change and/or of diversi¯cation is evident when the
8employment using value added data is also questionable. The fact that \the
estimated turnaround point occurs ... at a surprisingly robust level of in-
come per capita" (p.64) regardless of the variable in use, is equivalent to
saying that employment and value added are telling the same story as far as
the link between diversi¯cation and per capita income is concerned, which
is equivalent to assuming that all countries have identical sectoral produc-
tion functions, which is in sharp dissonance with the ¯ndings of the recent
literature on productivity and growth (Durlauf and Johnson, 1995).
Accordingly, our choice is to replicate Imbs and Wacziarg (2003), seeking
a U-shaped pattern in data, using a di®erent dataset, a di®erent nonparamet-
ric estimator, and a di®erent variable. Our dataset covers the medium-run
period between 1985 and 1998, it has been collected by the World Bank and
the UN, and is managed by the ECLAC under the reference mark CAN 2000.
The data we select is on manufacturing exports, of the SITC rev.2 classi¯-
cation at a 4 digit level (539 sectors), and is regressed against the per capita
income data extracted from the PENN World Tables. We limited our sample
to those 39 countries3 whose 1998 GDP-PPP is greater than 100 billions in-
empirical ¯ndings from the various datasets used by Imbs and Wacziarg are confronted:
\A noteworthy discrepancy across datasets is the extent of reconcentration in the second
phase. In the UNIDO dataset, which covers only manufacturing activity, the smoothed
curves are relatively °atter in their reconcentration phase than in the economy-wide data
from the ILO and OECD. [...] This ¯nding implies that within-manufacturing special-
ization is slower in late stages of development than economy-wide specialization" (p.72).
Putting it di®erently, in economy-wide datasets structural change and diversi¯cation re-
inforce each others, in the manufacturing dataset only diversi¯cation tends to emerge.
3The countries included in our dataset are the following (ordered progressively ac-
cording to 1985-1998 average per capita income): India, Pakistan, Bangladesh, China
Philippines, Egypt, Indonesia, Algeria, South Africa, Colombia, Turkey, Thailand, Brazil,
Poland, Chile, Malaysia, Argentina, Maexico, Venezuela, Greece, Portugal, Korea, Spain,
Israel, Italy, Austria, Finland, Belgium, UK, Netherland, France, Sweden, Japan, Den-
mark, Australia, Switzerland, Norway, Canada, Usa.
9ternational dollars (the ranking comes from the World Development Report
2000). With reference to Imbs and Wacziarg (2003) dataset, our data cover
a relatively short period but are highly sectorally disaggregated, while their
data have opposite characteristics: a larger T and a much smaller J. Since
we want to focus on diversi¯cation only, we restrict the dataset to manu-
factures. Moreover, since the theoretical arguments for concentration refer
to the e±ciency advantage due to international specialization, we will use
export data instead of employment or value added.4
5 Nonparamentric regressions
Throughout their analysis of diversi¯cation Imbs and Wacziarg \focus mostly
on the Gini coe±cient for the inequality of sector shares" (p.66). We do the
same, regressing nonparametrically the Gini coe±cient on per capita income
of country exports sectoral shares.
Among the many alternatives,5 the ¯rst nonparametric estimator we use
is the one most closely related to the one used by Imbs and Wacziarg. They
partition the data into S partially overlapping subsamples and estimate S
4The use of employment shares (as in Imbs and Wacziarg (2003)), implies that diver-
si¯cation is observed from the input viewpoint; the alternative of using production, value
added or export (as we do), would imply that diversi¯cation is observed from the output
viewpoint. The analysis of input-diversi¯cation across-countries in the same regime should
take into account possible shortcomings. The use of employment shares implies identical
sectoral input-output links across countries and the use of a shared common technology;
the result of regressing diversi¯cation in employment shares on per capita GDP would
show a bias in favor of labor-intensive sectors. Finally, it should be mentioned that in-
ternational trade data are much richer along the sectoral dimension and are in general of
better quality, in terms of a low percentage of missing data. Sectoral data on employment
and value added - in particular when the number of countries included in the dataset is
large and with many LDCs - are not highly disaggregated and su®er from a high percentage
of missing data.
5For a broad treatment of the issue see Fan and Gijbels (1996). For economic surveys
see Yatchew (1998) and Di Nardo and Tobias (2001).
10local linear weighted regressions of the Gini Index on per capita income, using
country ¯xed-e®ects, a bandwidth of $ 5,000, and a rectangular weighting
scheme. For each of these regressions they compute a ¯tted value of the
Gini Index, evaluated at the midpoint of the covariate interval, and plot the
¯tted values against the income midpoint of each estimation interval. The
result is a nonparametric estimate of the shape of the evolution of sectoral
diversi¯cation throughout the development path of a typical country (or of
countries in the same regime).
[Figure 1 about here]
Kernel regressions. The kernel smoothing technique we use is analo-
gous: we estimate S local linear weighted regressions using a bandwidth
(the smoothing parameter h) of $ 5,000 and a rectangular weighting scheme
(the kernel function), but simple OLS without country ¯xed-e®ects.6 The
smooth curve which estimates the relationship between diversi¯cation in ex-
ports sectoral shares and per capita income is displayed in the left panel of
the top row of ¯gure 1 together with the plot of the data. The labels to the
right of each row in ¯gure 1, and of the subsequent multi-panel ¯gures, refer
to the nonparametric estimator used: k stands for kernel, whilst l stands
for loess, k = r refers to a rectangular kernel function, and h indicates the
6In their estimate of the Gini Index, Imbs and Wacziarg use ¯xed-e®ects in order to
capture country-speci¯c, time-invariant shifts in the level of sectoral diversi¯cation (within-
country estimator). However, in their calculus of the ¯tted value they use the average of
the estimated individual country ¯xed-e®ects for each subsample, so that between-country
and within-country e®ects both enter again in the estimated values. The former e®ect is
partially reduced using the average of country ¯xed-e®ects. Since Imbs and Wacziarg
found that \ ... much of the variation in the smoothed curves comes from changes in the
average degree of diversi¯cation (^ ®FE
s ) across subsamples s", (p.68) we preferred a more
secure procedure in the analysis of between-country and within-country e®ects.
11amplitude of the smoothing parameter.
In our ¯rst regression, as in Imbs and Wacziarg (2003), a U-shaped pat-
tern in sectoral diversi¯cation emerges. However, is this the most appropriate
pattern that ¯ts the data? The use of a scatter plot of the residuals against
the covariate (the residual dependence plot) can be used as a validation tool
for ¯t.7
The ¯tted values account for the variation in diversi¯cation attributable
to per capita income through the ¯tting process. The residuals explain the
remaining variation in the data. If a ¯tted function su®ers from a lack of
¯t, the aspect of the underling pattern not accounted for by the ¯t comes
out in the residuals (Cleveland, 1993; Cleveland and Loader, 1996). The
right panel of the top row of ¯gure 1 graphs the residuals of the previous
kernel regression against per capita income together with the correspondent
kernel regression curve. The smoothing parameter of the kernel regression of
the residuals is h = $5;000. This residual dependence plot shows that the
location of the distribution of the residuals still varies with di®erent levels
of the covariate. If the ¯t was adequate, the location of the residuals would
have been zero, so the nonparametric speci¯cation we have used so far does
not seem to satisfy the required behavior in the errors. New speci¯cations
must be attempted.
There are two elements that determine the shape of the smooth curve:
the kernel function and the smoothing parameter, h. The choice of the for-
mer is largely discretionary and, in general, when the kernel is a symmetric
7Some further tools are also available. If residuals are not homogeneous one can check
for monotone spread by a plot of the square roots of the absolute residuals against the
¯tted values. This S ¡ L plot and other tools are explained in Cleveland (1993).
12decreasing function it does not in°uence the resulting ¯t so much. In this
case, however, since the kernel is rectangular (k = r) substituting it with a
Gaussian one (k = g) has a remarkable e®ect on the ¯tted function. In the
second row of ¯gure 1 we plot the smooth curve obtained using the same h
but weighting the local regression with a normal kernel (left panel) and the
related residual dependence plot (right panel).8 The use of a Gaussian kernel
increases the smoothness of the ¯tted curve and makes the upward bending
portion of the curve losing its statistical signi¯cance. The residual depen-
dence plot indicates that the kernel regression with k = g and h = $5;000
misrepresents the pattern of diversi¯cation. The cause can be attributed to
the bandwidth chosen.
The ¯xed smoothing parameter h controls the bandwidth of the kernel
function, selecting the number of observations around the point of interest to
be included in the local regression. While the choice of the kernel function
is in general of minor importance, the choice of the smoothing parameter is
of ¯rst order relevance. As h rises, the degree of smoothing of the regression
increases, to the risk of missing some non-linearities in the data; on the
other hand, as h falls, the risk of overestimating the non-linearity in the
data increases. Since the bias of the estimator increases with the size of
h, while the variance decreases. The choice of h is, therefore, a matter of
compromise. It can be guided by reliable criteria and in consistency with
researchers' a priori beliefs. Examples of the former are the mean squared
8Using a gaussian kernel - or in general a positive symmetric function (the most widely
used functions are the triangular, Gaussian, and tricube functions) - more weight is given
to the observation close to the point of interest at the center of the bandwidth, and
decreases monotonically as the distance between each observation increases with respect
to the same point of interest.
13error (MISE), which is the sum of the squared bias and variance terms,
the cross-validation, which is the minimization of MISE over h (Bowman
and Azzalini, 1997) and the iterative analysis of smoothing residuals plots
(Cleveland, 1993). The latter being just a trial-and-error procedure ending
when the residual dependence plot indicates that the location of the residuals
approximates zero.
In the third and fourth rows of ¯gure 1 we show the results of halving
and doubling h. In the ¯rst case (h = $2;500) the nonlinearity in the curve
increases, giving evidence of a second downward bending portion of the curve
at the right edge of the covariate space. In the second case (h = $10;000)
the relation is linear and downward sloping. In both cases the residual de-
pendence plot shows the poor goodness-of-¯t of the regression.
In the bottom row of ¯gure 1 we plot the smooth curve obtained by
calculating h through the cross-validation criteria. The result is h = 483:84.
In this case, the relation between diversi¯cation and per capita income is
highly nonlinear, with alternating phases of diversi¯cation and concentration
along the development path. Even in this case the analysis of the residuals
indicates lack of ¯t.
Locally weighted polynomial regressions (Loess). The most evident
characteristic of the data under scrutiny is their uneven distribution in the
reference space. In this case, an appropriate solution would be to use di®erent
smoothing parameters at di®erent covariate values. The ¯t of the previous
nonparametric kernel regressions could have been in°uenced by the uneven
distribution of the data and by some speci¯c observation. Hence, it would
14be convenient to use a large h where the data are sparser and a smaller h
where the data are denser.
One way of doing this is to substitute the ¯xed bandwidth h with a vari-
able bandwidth, as in the locally weighted polynomial regression (loess), of
l-degree, due to Cleveland. The variable bandwidth re°ects the density of
the data through the nearest neighbor distance, which is the distance to the
nearest neighbor of the covariate value of interest. The span of the estima-
tor is the parameter s 2 [0;1] that describes the proportion of the sample
which contributes a positive weight to each local polynomial regression. The
smoothness of the regression is therefore dependent on the two parameters l
and s. Finally, the loess estimator also incorporates robustness in the ¯tting
procedure, which is appealing in our case where speci¯c observations can
exert a signi¯cant in°uence on the ¯t.
[Figure 2 about here]
In ¯gure 2 we show the results of three loess. In all cases the locally
weighted regression is a polynomial of degree one, l = 1. In the top row
the span of the estimator has been set at a high nearest neighbor distance,
s = :75. The ¯tted curve is very smooth and it °attens down when per
capita income exceeds $10000. The residual dependence plot shows a re-
maining nonlinear dependence of the residuals on the covariate (the loess in
the residual dependence plot has always a small span, s = :3).
Reducing s increases the nonlinearity of the loess. In the second row of
¯gure 2, using a loess with s = :5 a U-shaped pattern in diversi¯cation again
emerges, but the analysis of the residuals indicates that a lower s (or a higher
15l) should be more appropriate.
When s = :25 the residual dependence plot, in the right panel of ¯gure
2, validates the ¯t of the loess. The curve in the left panel appears, however,
highly nonlinear. Such a strong nonlinearity de¯nitively suggests that some
other covariates apart from per capita income are in°uencing the evolution
of diversi¯cation along the development path.
Within-country Loess. The most natural attempt is to attribute the
strong nonlinearity to the in°uence of country speci¯cities on diversi¯cation.
At this stage Imbs and Wacziarg idea of introducing country ¯xed-e®ects
appears to be promising. We therefore assume that the error term is a simple
additive combination of an idiosyncratic term with a time-invariant country-
speci¯c ¯xed term. This least squares dummy variable estimator is exactly
equivalent to the one obtained if the regression in performed in deviation
from country means. This implies that the country speci¯c e®ect can be
eliminated by transforming the data, through a within transformation.
[Figure 3 about here]
The data plotted in the left column of ¯gure 3 are precisely that trans-
formed data, expressed in logarithms for visual purposes. Even in this case
we always use a loess with l = 1, decreasing s from s = :75 to s = :5 to
s = 25. The resulting local linear ¯tting are superposed on each plot in the
three left panels of ¯gure 3. In all the cases, the loess regression is down-
ward sloping, showing that when country speci¯cities are taken into account,
diversi¯cation always increases along the development path.
16With an high s the ¯t is too smooth, introducing undue distortion. The
residual dependence plot suggests that there is a lack of ¯t for a large set of
intermediate values of the covariate. With a small s the curve is over-¯tting
the data, introducing excessive variability at the center of the covariate space
(Cleveland and Loader, 1996). This variability is catched in the residuals,
that indicates the emergence of lack of ¯t at the boundaries of the covariate.
The best ¯t corresponds to the s = :5 loess.
The remarkable thing resulting from the nonparametric regressions shown
in ¯gure 3 is the change in slope of the regressions around the mean value of
the covariate. For the corresponding group of counties that is moving from
low levels to high levels of per capita income the dynamics of diversi¯cation
becomes more irregular, °attening down afterwards. What can explain this
di®erent behavior?
Conditioning Natural candidates for the explanation are the size of the
country (in terms of GDP or Population), its level of openness, and the
quality of its institutions. We condition the loess to these di®erent factors,
breaking the sample in two partially overlapping equiproportional parts ac-
cording to the level of the factor. The results are shown in ¯gure 4. The left
panel of each of the three conditioning-plots contains the group of country-
data characterized by low levels of the factors (low levels of GDP, low levels
of openness, high levels of institutions quality, measured in reversed order as
in Barro and Lee (1994) by civil rights guarantees). The right panels contain
high-level countries.
[Figure 4 about here]
17The results of the conditional loess are quite remarkable. The size of the
country does not seems to play any role. The smooth curve is similar for low-
GDP countries and high GDP countries. The absence of a discriminatory
e®ect may be caused by the prevalence of low-GDP countries, but the result
is equivalent using Population instead of GDP.
On the contrary, the level of openness plays a signi¯cant role in segment-
ing the countries. Countries at the center of the covariate space are mainly
characterized by high level of openness, while countries at the edges have
lower level of openness. As the second conditioning-plot shows, observations
around the mean value of the covariate have di®erent behavior in terms of
the relationship between diversi¯cation and openness: lower openness is as-
sociated with a tendency to accelerating diversi¯cation, the reverse is true
for higher openness. That may explain the irregularity shown in ¯gure 3.
The same result can be traced out from the analysis of the quality of
institutions. Countries at the center of the covariate space are mainly char-
acterized by a high level of the quality of institutions, while countries at
the edges have lower quality of institutions. Better institutions invert the
relationship between income and diversi¯cation: concentration of sectoral
exports is positively associated with development. The result is analogous if
we use political rights instead of civil rights. Openness and Institutions seem,
therefore, to be responsible for the change in the elasticity of diversi¯cation
to per capita income changes.
186 Conclusions
In their analysis on the relationship between sectoral diversi¯cation and the
level of per capita income, Jean Imbs and Romain Wacziarg point out that
sectoral concentration follows a U-shaped pattern.
We have shown that this interesting result needs to be reappraised. If
diversi¯cation is analyzed using a dataset with adequate characteristics, and
if the nonparametric regression is validated through the proper use of an iter-
ative analysis of smoothing residuals plots and the assumption of a country-
speci¯c ¯xed-e®ect is treated through the use of a nonparametric within-
country estimator, no evidence of a U-shaped pattern emerges. Sectoral
diversi¯cation always increases with development. The relationship is partic-
ularly evident for low levels of per capita income, and it becomes insigni¯cant
at higher levels.
Other variables can partially rectify this tendency. In spite of the level of
development, high openness may contribute to the increase in specialization,
but the link between the two variables is not at all monotonic. On the other
hand, the quality of institutions seems to guarantee the insurance mecha-
nism that, reducing the risk associated to the diversi¯cation of the sectoral
export structure, allows to take advantage of the e±ciency gains associated
to international specialization.
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