In this paper we extend the Stock and Watson's (1991) single-index dynamic factor model in an econometric framework that has the advantage of combining information from real and financial indicators published at different frequencies and delays with respect to the period to which they refer. We find that the common factor reflects the behavior of the Spanish business cycle well and helps to estimate with high precision the regime-switching probabilities in line with business cycle phases. We also show that financial indicators are useful for forecasting output growth, particularly when certain financial variables lead the common factor. Finally, we provide a simulated real-time exercise and prove that the model is a very useful tool for the short-term analysis of the Spanish Economy.
Introduction
In the two decades leading up to 2007, industrialized economies faced one of the most stable periods of economic activity the world has ever seen. As some authors have documented, the sharp decrease in the volatility of macroeconomic variables was unprecedented, and the period began to be widely known as "The Great Moderation". The view at the time was that macroeconomic policy had advanced to the point of guaranteeing smooth business cycles, considerably decreasing the probability of tail risks associated with sharp reductions in output and employment. However, this buoyant view was put into question when a financial crisis erupted during the second half of 2007, leading to the sharpest and most generalized fall in output since the Great Depression. In this state of affairs, governments and central banks embarked on aggressive fiscal and monetary policies in order to avoid the breakdown of the financial system, substitute private expenditure with public spending and limit the fall of economic activity. However, decisions about the size and timing of these policies were made on real-time estimates of GDP growth, which is observed with some delay. Doubts about how reliable, comprehensive and up-to-date the available data is in giving information about the state of the economy could introduce additional uncertainty to policymakers. Therefore, in this context it seems of utmost importance to be able to accurately assess the short-term economic developments of GDP, in order for policymakers to have a timely and adequate response to these movements.
Despite the efforts by national statistics agencies during the last decades to mitigate the problems associated with the delays in data publication, the fact is that the first official estimates of GDP growth for a particular quarter are published several weeks after the quarter has finished. For example, in Spain, the flash estimates of GDP by INE are now available about six weeks after the end of the quarter. 5 Nonetheless, forecasters, financial institutions and policy makers in need of monitoring economic activity on a day-to-day basis must rely on monthly, or even weekly, indicators which come up within the quarter, such as production and consumption indicators, job market variables or financial data. However, mixing quarterly and shorter frequencies in real time is not straightforward due to missing data within quarters. In addition, data sets usually exhibit ragged ends due to the unsynchronized publication of data which must be incorporated in the forecasting models as soon as the variables are released. This paper describes a method to deal with all of the shortcomings previously discussed. Following the proposal of Camacho and Perez Quiros (2010a) , the econometric framework described here is an extension of the Stock and Watson's (1991) single-index dynamic factor model which decomposes the joint dynamic of GDP and a selected set of available indicators into a common latent factor and some idiosyncratic components. Particularly, our model has the advantage of combining information from indicators with different frequencies that are published with different delays with respect to the period to which they refer. The estimate is carried out by maximum likelihood and the common factor extraction, and the filling in of missing data is assessed using the Kalman filter. In the context of forecasting Spanish economic activity, this paper is closely related to Camacho and Sancho (2003) and to Camacho and Perez Quiros (2010b) , who propose alternative methods for providing forecasts by using large-scale and small-scale factor models, respectively (see also Cuevas and Quilis, 2009 ). However, three distinctive features characterize the specification and the model evaluation process proposed in this paper.
The first contribution to the previous literature is the use of financial time series as leading indicators of output growth, in a factor model that accounts for asynchronous co-movements between the financial and the real activity indicators. According to the excellent review of the literature by Wheelock and Wohar (2009) , it still remains an open question whether financial series help in forecasting growth. Although many studies find that financial indicators are useful for forecasting output growth at about one-year horizons, they also acknowledge that the ability of some financial series (such as the slope of the yield curve) to forecast output growth has declined since the mid-1980s. In the context of the Spanish economy, Perez Quiros and Camacho (2010b) find that financial series do not provide valuable information to develop GDP growth forecasts from a dynamic factor model apart from that contained in hard and soft indicators. However, they reach this result when relating financial series with contemporaneous movements in the common factor. On the other hand, Wheelock and Wohar (2009) point out that financial series, if any, lead growth. Our results suggest that the correlation between future economic activity and the slope of the yield curve (the interest rate of the 10-year Spanish debt minus the 3-month euribor) is positive and significant, while the lead is estimated to be about nine months. Furthermore, we find that the lower the real credit growth and the higher the financial stress on financial markets, the lower the rate of GDP growth.
5: The National Statistics Institute (INE) publishes the flash estimate of Spanish GDP about seven weeks after the end of the respective quarter.
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As a second distinctive feature, we use the enlarged historical time series of the Spanish GDP recently published by INE. In contrast to the research by Camacho and Perez Quiros (2010b) which started in the mid nineties, we allow our data set to date back to the early eighties. Accordingly, the business cycle indicator is available from that date, and the forecasting evaluation includes other significant expansions and slowdowns, apart from the current 2008-2009 recession, which reinforce the empirical reliability of our results. The availability of more information on previous business cycles allows us to also propose switching regime models to infer the probability of Spanish recessions from the common factor. We show that the model is able to capture the business cycle turning points early with a high degree of precision.
The third distinctive feature of our analysis has to do with the forecasting simulation design. As in Camacho and Sancho (2003) , the forecasts are carried out in a recursive way so that with every new vintage, the model is re-estimated and the forecasts for different horizons are computed. However, their out-of-sample study did not take into account the lag of synchronicity in data publication that characterizes the real-time data flow. Typically, surveys and financial variables are published right at the end of the respective month while real activity indicators are published with a delay of up to two months. 6 To overcome this drawback of standard out-of-sample forecasting analyses, we evaluate the forecasting ability of the model by developing a pseudo real-time exercise. This consists of constructing the data vintages used to compute the recursive forecasts by mimicking the pattern of the actual chronological order of the data releases. In the empirical analysis, we show that our model would have accurately forecasted the Spanish GDP over the past 20 years. The model yields significant forecasting improvements over benchmark predictions computed from models which are based on standard autoregressive specifications.
The structure of this paper is as follows. Section 2 outlines the model, shows how to mix frequencies, states the time series dynamic properties, and describes the state space representation. Section 3 presents the empirical analysis and the main results of the paper. Section 4 concludes and proposes several future lines of research.
6: To facilitate the analysis, financial data is entered into the model as monthly averages since the bulk of information compiled from the indicators is monthly. 
or equivalently
Among others, Mariano and Murasawa (2003) have shown that if the sample mean of equation (2) can be well approximated by the geometric mean,
then quarterly growth rates can be decomposed as weighted averages of monthly growth rates. Taking logs of expression (3) 
This expression can directly be generalized as
This aggregation rule represents the quarterly growth rate as the weighted sum of five monthly growth rates.
It is worth mentioning that in a related paper, Aruoba, Diebold and Scott (2009) avoid the approximation of sample averages by geometric averages but at the cost of assuming that the trend of the time series can be well described by deterministic trends. However, these authors have recently acknowledged that the benefits of moving to the geometric approximation of flow data exceeded the costs of assuming deterministic trends and, in the current versions of their index of business cycle conditions, they use the geometric approximation as well. 
Dynamic properties
The model follows the lines proposed by Camacho and Perez Quiros (2010a) , which is an extension of the dynamic factor model suggested by Stock and Watson (1991) . Let us assume that the variables introduced in the model are somehow related to the overall economic conditions. We consider a singleindex model such that each variable can be written as the sum of two stochastic components: a common component, x t , which represents the overall business cycle conditions, and an idiosyncratic component, which refers to the particular dynamics of the series. 8 The underlying business cycle conditions are assumed to evolve with AR(p1) dynamics
where e t ~iN(0, σ 2 e ). Apart from constructing an index of the business cycle conditions, we are interested in computing accurate short-term forecasts of GDP growth rates. To compute these forecasts, we start by assuming that the evolution of the 3-month growth rates depends linearly on x t and on their idiosyncratic dynamics, u y t , which evolve as an AR(p2):
where ε
). In addition, the k monthly indicators can be expressed in terms of autoregressive processes of p3 orders:
where
). Finally, we assume that all the shocks e t , ε y t , and ε i t , are mutually uncorrelated in cross-section and time-series dimensions.
State space representation
To start, we assume that all the variables included in the model were observed at monthly frequencies for all periods. The exact form of the formulas relating the variables as entered into the model, the common factor, and the idiosyncratic components, depends on the nature of the time series and the transformation that they receive prior to be used in the model.
With respect to GDP quarterly growth rates, one can use expressions (7), (9) and (10) , to examine its relationship with the idiosyncratic component and the common factor, which becomes 3 1 y* t = β y y t + 3 2 y t-1 + y t-2 + 3 2 y t-3 + 3 1 y t-4 (13)
Hard and soft indicators are treated as follows. To avoid the noisy signals that characterize hard indicators, they are used in annual growth rates. Soft indicators are used in levels since by construction their levels exhibit high correlation with the annual growth rate of their reference series. Calling Z * i the annual growth rates of hard or the level of soft variable, the relationship between the indicators, the common factor, and their idiosyncratic components is
with i = 1, 2, …, k1.
8: The single-index specification adopted in this paper is a very useful simplifying assumption but it does not preclude us from using additional factors such as financial or price factors.
PAGE 7 Given its novelty in this type of analysis, the treatment of financial indicators in the dynamic factor model deserves special attention. Wheelock and Wohar (2009) point out that financial variables are usually leading rather than coincident indicators of the economic activity. They argue that the higher the slope of the yield curve, the higher the growth rate in future quarters. According to their proposal, we establish the relationship between the level (in the case of term spreads and the slope of the yield curve) or annual growth rate (in the case of total credit) of the financial indicator, Z* ft , and the h-period future values of the common factor, which represents the overall state of the economy, as follows:
The model described in (13) to (15) can easily be written in state space representation. Without loss of generalization, we assume that our model contains only GDP, one non-financial indicator and one financial indicator which are collected in the vector
6 For simplicity sake, we also assume that p1 = p2 = p3 = 1, and that the lead time for the financial indicator is h = 1. In this case, the observation equation, Y t = Zα t , is x t
It is worth noting that the model assumes contemporaneous correlation between non-financial indicators and the state of the economy, whereas for financial variables, the correlation is imposed between current values of the indicators and future values of the common factor.
The transition equation, α t = Tα t-1 = η t , is 
e t e t-11
( 17) where
9: Allowing the model to account for more indicators is straightforward. In addition, we will look for the appropriate lead time in the empirical application.
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Estimation and signal extraction
The Kalman filter can be used to estimate model's parameters and to infer unobserved components and missing observations. Starting the algorithm with initial values α 0|0 and P 0|0 , the prediction equations are
They can be used to compute prediction errors and the covariance matrix
which can be used to evaluate the log likelihood function
Finally, the state vector and its covariance matrix are updated
So far, we have assumed that all the variables included in the model are always available at monthly frequencies for all time periods. However, this assumption is quite unrealistic when using dynamic factor models to compute forecasts in real time for two reasons. The first reason has to do with mixing quarterly and monthly frequencies, since quarterly data is only observed in the third month of the respective quarter. The second reason has to do with the flow of real-time data. Some indicators are shorter in sample length since they have been constructed only recently. In addition, the publication lag of the indicators is also different. Hard indicators are published with a delay of up to two months, soft indicators are usually published at the end of the respective month, and some financial indicators are published daily.
As described in Mariano and Murasawa (2003) , the system of equations remains valid with missing data after a subtle transformation. These authors propose replacing the missing observations with random draws , whose distribution cannot depend on the parameter space that characterizes the Kalman filter. 10 To understand the effects of the replacements in the Kalman filter, let us assume that the first element of Y t is missing. Let us call Y t + the vector of observations Y t where the first element is replaced by a random draw . Since Y t + does not contain missing observations, one can use it in the Kalman filter to compute the new likelihood l t + which is equivalent to l t up to a scale. In this case, the measurement equation should be replaced by Y t + = Z t + α t + ω t , where Z t + is obtained by replacing the first row of Z t with zeroes, and ω t is a vector whose first element is t and zeroes elsewhere. Accordingly, the first row will be skipped from the updating in the Kalman recursion.
For its importance in forecasting, one should note that if all the elements of Y t are missing, the updating equations are skipped, and the Kalman filter will provide the user of the model with time series forecasts for all the series of the model. PAGE 9 3. Empirical results
A preliminary analysis of the variables
The data set used to obtain all the results of this paper cover the period from January 1980 to December 2009. From a list of potential business cycle indicators, we have chosen to include those that verify certain properties in the model. First, they must exhibit high statistical correlation with the GDP growth rate. Second, they should be promptly available at monthly frequency in the sample considered. Third, they must be relevant in the model from both theoretical and empirical points of view and must show explanatory power in terms of the estimated model.
After a careful process of selection, which is described below, the indicators finally included in our model are listed in Table 1 and can be classified as hard, soft and financial indicators. The hard indicators are measures of economic activity such as real GDP, real wage income, electricity consumption, social security affiliates, registered unemployment, and real credit card spending. Typically, hard indicators are published with a reporting lag between 1 and 1.5 months. Soft indicators are based on opinion surveys concerning households (consumer confidence) and manufacturing (industry confidence) and are released on a timely basis.
Finally, among the financial indicators, we include four variables. First, the slope of the yield curve (10-year Spanish bond rate minus 3m Euribor) which is available with no reporting lags. Second, two measures of financial markets tensions, such as the average mortgage rate minus the 12-month Euribor and the average mortgage rate minus the 12-month Treasury bill rate. The last two financial indicators exhibit a reporting lag of two months. Finally, we include the annual growth rate of real credit to the private sector (deflated using core inflation) which is published with a delay of two months. It is worth pointing out that although some of the financial variables are published with considerable delay, they are included in the model since they have proven to forecast GDP growth.
All the variables are seasonally adjusted.
11 GDP enters in the model as its quarterly growth rate, hard indicators and total credit enter in annual growth rates, and confidence and financial indicators in levels, therefore, with no transformation. 11: Non-seasonally adjusted series from official sources have been treated with Tramo-Seats. PAGE 10 In Table 2 we present the correlation between the final variables included in our model. As expected, all variables show a positive correlation with annual GDP growth, except unemployment (U), the mortgage rate minus 12m Euribor (MR12E), and the mortgage rate minus 12m Treasury bill rate (MR12TBR). Although the contemporaneous correlation between GDP growth and the slope of the yield curve is small (0.07), it is higher and statistically significant for lags of the slope between 9 to 12 quarters.
In-sample analysis
The problem of selecting indicators from a universe of potentially available time series is still an open question in empirical studies regarding factor models. Although the number of time series available in a timely manner increases continuously as the information technology improves, the empirical research is usually restricted to a "reduced" amount of "standard" indicators. In the case of the US, empirical studies usually deal with slight transformations of the set of about two hundred time series initially used by Stock and Watson (2002) . In the case of European data, the sets of indicators usually employed in empirical research are subtle modifications of the set of about eighty variables initially proposed by Angelini et al. (2008) .
In this paper, the selection of Spanish indicators to be used in the dynamic factor model follows the recommendations suggested by Perez Quiros (2010a, 2010b) . Following Stock and Watson (1991) , they propose to start with a model that includes measures of industrial production (industry confidence), employment (social security affiliates), and personal income (real wage income), enlarged with GDP since it is the primary time series to be forecasted. However, the delay in the publication of many of these variables makes it difficult to assess the performance of economic activity in real time. To overcome this problem, and in line with Camacho and Perez Quiros (2010a) , alternative variables are further added to the estimation whenever the increase in the size of the data set raises the percentage of the variance of GDP explained by the common factor, but only when the variable to be added has (at least marginally) a statistically significant loading factor. Otherwise, the information provided by the potential indicator is assumed to be mainly idiosyncratic and it is not included in the model.
Following this principle, we extend the initial set of indicators in two dimensions. On the one hand, we include two hard indicators whose information has been crucial to assessing the economic developments of the global 2008-2009 recession: electricity consumption and registered unemployment. We additionally include consumer confidence and real credit card spending since they are early available indicators of internal demand (available with almost no publication delay). In the final specification of our model with all these indicators, the variance of GDP explained by the common factor is 71.4 percent and all the loading factors are statistically significant. Regarding the inclusion of financial indicators, we allow financial indicators to lead the business cycle dynamics in h periods. To select the number of lead time periods, we compute the log likelihood associated with lead times that go from one quarter to one and a half years. 12 According to Figure  1 , which plots a summary of the highest log likelihood associated to different combinations of lead time periods for financial indicators, we find that the maximum of the likelihood function is achieved when the slope of the yield curve is allowed to lead the common factor by nine months, and the rest of financial variables (credit, the spread and the mortgage rate minus 12m Treasury bill rate) enter contemporaneously. In fact, this result goes in line with Wheelock and Wohar (2009) who find that the contemporaneous correlation between GDP growth and the slope of the yield curve is not statistically different from zero for the US, the UK and Germany, whereas the correlation with the slope lagged from one to six quarters are uniformly positive and statistically significant. The estimated common factor and monthly estimates of quarterly GDP growth rates are plotted in Figure 2 . 13 According to this figure, the evolution of the factor is in clear concordance with GDP growth and contains relevant information of its expansions and recessions.
14 Until the mid eighties, the Spanish GDP grew at reduced rates; this slowdown is explained by the negative values of the common factor. In 1986, Spain joined the European Union, and this year marks the beginning of values in the common factor that ends with the recession of 1993. In 1994 the recovery materializes and since then, the indicator exhibits consistently positive values over a period of fourteen years, ending in 2008.
15 It is worth noting that over the sample, never before has the fall in the common factor been as deep as under the current recession.
12: For purposes of simplicity, we have restricted Figure 1 to include up to 12 leads only. 13: Recall that for those months where GDP is known, the actual values and the estimates of GDP coincide. 14: See Doménech and Gómez (2005) , Doménech, Estrada and González (2007) , and the references therein for an analysis of Spanish business cycles. 15: One noticeable exception is the potential short-lived decline in 1996.
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The evolution of the indicator during the last months of the sample deserves special attention. Over the summer of 2009, it was largely discussed whether or not the economy was starting to stabilize. In particular, the rate at which hard and soft indicators was decreasing improved somewhat, and financial indicators changed their tendencies. However, the early green shoots of recovery cannot be interpreted as preludes of a sharp upward trend. For example, the forecast of the common factor for the next months reveals that positive values were not expected during 2009.
To further examine the business cycle information that can be extracted from the common factor, let us assume that there is a regime switch in the index itself. For this purpose, we assume that the switching mechanism of the common factor at time t, x t , is controlled by an unobservable state variable, s t , that is allowed to follow a first-order Markov chain. Following Hamilton (1989) , a simple switching model may be specified as:
where ε t ~iidN(0, σ). The nonlinear behavior of the time series is governed by c s t , which is allowed to change within each of the two distinct regimes s t = 0 and s t = 1. The Markov-switching assumption implies that the transition probabilities are independent of the information set at t-1, X t-1 , and of the business cycle states prior to t-1. Accordingly, the probabilities of staying in each state are
Taking the maximum likelihood estimates of parameters, reported in Table 3 , in the regime represented by s t = 0, the intercept is positive and statistically significant while in the regime represented by s t = 1, it is negative and statistically significant. Accordingly, we can associate the first regime with expansions and the second regime with recessions. In addition, each regime is highly persistent, with estimated probabilities of a regime being followed by the same regime of about 0.9. Using the transition probabilities, one can derive the expected number of months that the business cycle phases prevail as (1 -p ii ) -1 . Conditional on being in state 0, the expected duration of a typical Spanish expansion is 50 months, and the expected duration of recession is likewise 20 months. These estimates are in line with the well-known fact that expansions are longer than contractions, on average. Finally, Figure 3 displays the smoothed probabilities of being in state 1 that comes from this model, which according to Figure  4 coincide with periods when GDP growth has been clearly below its potential and when ECRI has identified recessions in the Spanish economy. 16 These figures show that there is high commonality in switch times of probabilities and the Spanish business cycle phases and validates the interpretation of state s t = 1 as recession and the probabilities plotted in this chart as probabilities of being in recession. Figure 3 refers to quarterly rates of growth, in annual terms, once very short-run irregular components (less than six months) are excluded. Potential growth in Figure 4 is the rate of growth of the trend component of the log of GDP, estimated with the Hodrick-Prescott filter.
PAGE 13 Figure 3 Smoothed probabilities from Markov switching estimation of the common factor, 1981M1 to 2010M3 Note: Factor loadings (t-ratios are in parentheses) measure the correlation between the common factor and each of the indicators appearing in columns. See Table 1 for a description of the indicators.
Therefore, our estimates of the recession probabilities can then also be interpreted as a business cycle dating mechanism of the Spanish business cycle. With respect to other alternative methods of identifying recessions, our method exhibits two significant improvements. First, since our model takes the form of an algorithm applied to data, it is easily reproducible. Second, the factor model provides early estimates of the common factor and of the recession probabilities which can be used to compute a timely identification of business cycle dates. One potential drawback in a rapid identification is that it could sometimes be accompanied by a loss of accuracy in establishing the turning points. A quick inspection of Figures 3 and 4 reveals that it does not seem to be our case.
The loading factors, whose estimates appear in Table 4 (standard errors in parentheses), allow us to evaluate the correlation between the common factor and each of the indicators used in the model. Apart from GDP (loading factor of 0.17), the economic indicators with larger loading factors are hard and soft indicators. As expected, the loading factors for all of these indicators but unemployment are positive, indicating that these series are procyclical, i.e., positively correlated with the common factor.
Financial indicators exhibit significant correlations with the latent common factor. The correlation of the slope of the yield curve (with a lag of 3 quarters) with the current values of the common factor is positive so the more steeply sloped the yield curve, the higher the value of the common factor in the future. According to the loading factors estimates, the correlations of the two measures of financial markets tensions, the average mortgage rate minus the 12-month Euribor and the average mortgage rate minus the 12-month Treasury bill rate, are negative and statistically significant. Finally, the correlation of real credit to the private sector and the factor is positive.
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Simulated real-time analysis
In real time, data are subject to important differences in publication lags which impose forecasters to compute their forecasts from unbalanced sets. Accordingly, we need to examine the forecast performance under the staggered release of monthly information, as it occurs in real time, so we do take account of publication lags in the data when computing the forecasts. Then, our forecast evaluation exercise is designed to replicate the typical situation in which the model is used with real-time data.
17
For this purpose, we construct a sequence of data vintages from the final vintage data set similar to the pure real-time vintages, in the sense that delays in publications are incorporated. Since we wanted to forecast GDP growth for twenty years from 1990.1 to 2009.1, the first data vintage of this experiment refers to data up to 1989.01 as it would be known on June 15, 1989. 18 The vintages are then updated on the first day and on the fifteenth day of each month up to July 1, 2009, leading to 478 different vintages.
Because the data is released in blocks and the releases follow a relatively stable calendar, each forecast is conditional on the same (updated) set of data releases following the stylized schedule depicted in Figure 5 . If the data vintage is updated at the beginning of the respective month, the data set is updated with Credit card expenses, Consumer and Industry confidence indicators and yield-curve spread which are published with no delay, with Unemployment and Social Security affiliation which are assumed to be available with a 1-month delay, and with Credit, Mortgage and Stress, which are delayed two months. If the data vintage is updated at the middle of the month, the data set is enlarged with Income and Electricity demand, which appear with a delay of 1.5 months. In addition, at the middle of February, May, August and November, the data vintages are enlarged with the publication of the GDP series which is assumed to be available with a delay of 1.5 months. The way we treat real credit card spending (CCS) and the slope of yield curve (SLOPE) should also be addressed. Although these variables are available on a daily basis and since the bulk of our data is monthly, to facilitate comparisons, we disregard information from daily variables at frequencies lower than a month and let them enter the model as known at the end of the month.
17: In the simulated real-time analysis we take into account the real-time data flow and the recursive estimation of the model, without considering data revision. Due to data availability, pure real-time analyses are left for further research. 18: According to the nine-month blocks of forecasts computed from the model, the first day on which the model produces forecasts of 1990.01 is June 15, 1989.
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Using the generated sequence of data vintages, the forecast simulations are carried out in a recursive way. With every new vintage, the dynamic factor model is re-estimated with the extended data set, and the nine-month blocks of forecasts are computed. According to this forecasting scheme, we consider series of forecasts for GDP growth in a certain quarter obtained in 9 consecutive months. To understand how the forecasting exercise is developed in real time, Figure 6 shows an example of a typical forecasting period. Figure 7 . This figure shows the simulated real-time predictions (straight lines) of Spanish GDP as well as the corresponding final quarterly data (dashed lines). Panels 1, 2 and 3 in Figure 7 correspond to backcasts, nowcasts and forecasts (updated each fifteen days) of the same actual values of GDP growth which are equally distributed among the respective days of the quarter to facilitate comparisons. Accordingly, these charts differ from each other in the information sets used on the day that the predictions were computed. Several noteworthy features of Figure 7 stand out. First, overall the series of actual releases and realtime forecasts possess a high degree of conformity. Forecasts follow sequential patterns that track the business cycle marked by the evolution of GDP releases. Second, the real-time estimates become more accurate in the case of backcasts since the predictions are computed immediately before the end of the quarter using larger information sets. In many cases, there is very little difference between the value for actual GDP and the real-time estimate immediately prior to the release. Third, nowcasts and forecasts track the GDP dynamics with some delays since they use poorer information sets to compute predictions although they are available sooner. Table 5 shows the mean-squared forecast errors (MSE) which are the average of the deviations of the predictions from the final releases of GDP available in the data set. Results for backcasts, nowcasts and forecasts appear in the second, third and fourth columns of the table, respectively. In addition to the factor model, two benchmark models are included in the forecast evaluation. The former is an autoregressive model of order two which is estimated in real-time producing iterative forecasts, and the latter is a random walk model whose forecasts are equal to the average of the latest available real-time observations. The immediate conclusion obtained when comparing the forecasts is that it is beneficial to use the dynamic factor model in forecasting the Spanish GDP in terms of the forecast horizon. The differences between the MSE results using the factor model and the benchmark models are noticeable and range from relative MSE of 0.35 to 0.84.
Note that the MSE leads to a ranking of the competing models according to their forecasting performance. However, it is advisable to test whether the forecasts made with the dynamic factor model are significantly superior to the others models' forecasts. One interesting possibility is to test the null hypothesis of no difference in the forecasting accuracy of these competing models. Among the extensive set of different tests proposed in the literature, Table 6 displays the results of the following tests: DM (Diebold-Mariano) , MDM (modified DM), Wilconson's Signed-Rank (WSR), MGN (MorganGranger-Newbold), and MR (Meese-Rogoff), all of them described in Diebold and Mariano (1995) and Harvey et al. (1997) . Diebold and Mariano (1995) and Harvey et al. (1997 The last two rows in Table 5 Our results indicate three interesting features. First, we find that the common factor reflects the behavior of the Spanish GDP growth during expansions and contractions very well. Using a model that incorporates regime switching, we show that there is a high commonality between the probabilities of recessions extracted from the factor with a Markov-switching specification and the Spanish business cycle phases. Second, we show that financial indicators such as the slope of the yield curve and the growth rate of real credit are useful for forecasting output growth especially when assuming that some financial variables lead the common factor. Finally, we provide a simulated real-time exercise that is designed to replicate the data availability situation that would be faced in the real-time application of the model. We show that the model is a valid tool to be used for short-term analysis.
The analysis in this paper highlights some lines for future research. First, although the model presented in this paper provides timely estimates of the state of real activity, it does not provide measures of the economic activity at frequencies higher than monthly. Although it is still a developing area, several ongoing studies such as Aruoba, Diebold and Scott (2009) 
