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We describe an efficient parallel implementation of the selected inversion algorithm for distributed
memory computer systems, which we call PSelInv. The PSelInv method computes selected el-
ements of a general sparse matrix A that can be decomposed as A = LU , where L is lower
triangular and U is upper triangular. The implementation described in this paper focuses on
the case of sparse symmetric matrices. It contains an interface that is compatible with the dis-
tributed memory parallel sparse direct factorization SuperLU DIST. However, the underlying data
structure and design of PSelInv allows it to be easily combined with other factorization routines
such as PARDISO. We discuss general parallelization strategies such as data and task distribution
schemes. In particular, we describe how to exploit the concurrency exposed by the elimination
tree associated with the LU factorization of A. We demonstrate the efficiency and accuracy of
PSelInv by presenting a number of numerical experiments. In particular, we show that PSelInv
can run efficiently on more than 4, 000 cores for a modestly sized matrix. We also demonstrate
how PSelInv can be used to accelerate large-scale electronic structure calculations.
Categories and Subject Descriptors: G.4 [Mathematical Software]: —Algorithm design and
analysis; G.4 [Mathematical Software]: —Parallel and vector implementations; I.1.2 [Sym-
bolic and Algebraic Manipulation]: Algorithms—Algebraic algorithms
General Terms: Design, Performance
Additional Key Words and Phrases: selected inversion, sparse direct method, distributed memory
parallel algorithm, high performance computation, electronic structure theory
1. INTRODUCTION
Let A ∈ CN×N be a non-singular sparse matrix. We are interested in computing
selected elements of A−1, defined as
{(A−1)i,j | for 1 ≤ i, j ≤ N, such that Ai,j 6= 0}. (1)
Sometimes, we only need to compute a subset of these selected elements, for exam-
ple, the diagonal elements of A−1. The most straightforward way to obtain these
selected elements of A−1 is to compute the full inverse of A and then extract the
selected elements. But this is often prohibitively expensive in practice. It turns out
that in order to compute these selected elements of A−1, some additional elements
of A−1 often need to be computed. However, the overall set of nonzero elements
that need to be computed often remains a small percentage of all elements of A−1
due to the sparsity structure of A.
The selected elements of A−1 defined by (1) can be used to obtain trace estimation
of the form
Tr[A−1] or Tr[A−1BT ], (2)
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if the sparsity pattern of B ∈ CN×N is contained in the sparsity pattern of A, i.e.
{(i, j)|Bi,j 6= 0} ⊂ {(i, j)|Ai,j 6= 0}. The computation of selected elements of A−1,
together with the trace estimation of the form (2) arise in a number of scientific
computing applications including density functional theory (DFT) [Hohenberg and
Kohn 1964; Kohn and Sham 1965], dynamical mean field theory (DMFT) [Kotliar
et al. 2006], Poisson-Boltzmann equation [Xu and Maggs 2013], and uncertainty
quantification [Bekas et al. 2009] etc..
It is possible to compute selected elements of A−1 by iterative methods such as
the Lanczos algorithm [Lanczos 1950; Sidje and Saad 2011], combined with Monte
Carlo [Bekas et al. 2007] or deterministic probing techniques [Tang and Saad 2012].
This type of methods work well if A−1 is a banded matrix, or becomes a banded
matrix after elements with absolute value less than ε have been truncated, and a
sparse factorization of A is prohibitively expensive to perform.
In this paper we focus on using a sparse direct method to compute selected
elements of A−1. We assume that a sparse LU factorization (or LDLT factorization
if A is symmetric) of A is computationally feasible. The main advantage of a direct
method is that we do not need to make assumptions on the decay property of A−1.
The disadvantage of this direct method is that it actually computes a superset of
the selected elements of A−1 as defined in Eq. (1). In particular, all elements of
A−1 indexed by the union of the nonzero index sets of the L and U factors need to
be computed. It should be noted that as long as L and U remain sparse, computing
elements of A−1 restricted to this superset can still be much faster than computing
the full inverse.
Sparse direct methods for computing selected elements of A−1 were first pro-
posed in the papers [Takahashi et al. 1973; Erisman and Tinney 1975]. The use of
elimination tree for computing selected elements of inverse was presented in [Camp-
bell and Davis 1995] for a sequential algorithm. Motivated by quantum transport
simulations, Li et al. [Li et al. 2008; Li and Darve 2012; Li et al. 2013] developed
the Fast Inverse using Nested Dissection (FIND) algorithm for computing the di-
agonal of A−1. Some related work has recently been described in [Cauley et al.
2012; Eastwood and Wan 2013]. The FIND algorithm is in principle applicable
to matrices with a general sparsity pattern, but so far its implementation focuses
on structured matrices obtained from second-order partial differential operators
discretized by a finite difference scheme. The implementation of FIND is not yet
publicly available. Nor is it scalable to a large number of processors. [Lin et al.
2009b] developed the Hierarchically Schur Complement (HSC) method for a similar
type of matrix arising from density functional theory based electronic structure cal-
culations. The method has also been generalized and applied to quantum transport
calculations [Hetmaniuk et al. 2013].
An efficient implementation of the selected inversion algorithm for a general sym-
metric matrix, called SelInv, was presented in [Lin et al. 2011b], and is publicly
available. Amestoy et al. [Amestoy et al. 2012] considered a more general parallel
matrix inversion method for computing any subset of entries of A−1. They imple-
mented their algorithm in the MUMPS package [Amestoy et al. 2001], which is based
on the multifrontal method. In this algorithm, the actual set of computed entries of
A−1 contains entries on the critical path of the requested entries to the root of the
ACM Transactions on Mathematical Software, Vol. V, No. N, Month 20YY.
PSelInv: the symmetric case · 3
elimination tree, and therefore this is also a superset of the requested entries of A−1.
This method is more efficient than our algorithm when a small number of entries
of A−1 are requested. However, when a relatively large number of entries are to be
computed such as in the computation of the selected elements defined by (1), our
algorithm can reuse more efficiently the information shared among different entries
of A−1, and our numerical results indicate that our algorithm is more efficient than
the parallel matrix inversion method implemented in MUMPS. In addition to the work
presented in [Amestoy et al. 2012; Amestoy et al. 2012], parallel implementation of
algorithms for computing selected elements of inverse tailored to matrices obtained
from a finite difference discretization of a second-order partial differential operator
have appeared in a number of publications [Petersen et al. 2009; Lin et al. 011a].
The method developed by Petersen et al. [Petersen et al. 2009], which was designed
for quasi-1D quantum transport problem, is scalable to a relatively small (32 ∼ 64)
number of processors. In [Lin et al. 2011a], we described an efficient parallel im-
plementation for discretized 2D Laplacian type of operators, and demonstrated the
efficiency of the implementation when it was used to solve a problem with billions
degrees of freedom on 4,096 processors. However, this implementation cannot be
used to perform a selected inversion of a general symmetric sparse matrix with an
arbitrary sparsity pattern.
The purpose of this paper is to extend the selected inversion algorithm presented
in [Lin et al. 2011b] and describe an implementation of a parallel selected inversion
algorithm designed for distributed memory parallel computers. Such an implemen-
tation allows us to solve much larger problems by utilizing more computational
resources available on high performance computers. The present work is more gen-
eral than the previous work in [Lin et al. 2011a] which assumes a balanced binary
elimination tree and is only applicable to structured sparse matrices obtained from
finite difference discretization of differential operators. It can utilize far more num-
ber of processors than the sequential algorithm described in [Lin et al. 2011b] for
general sparse matrices.
The parallel implementation of the selected inversion algorithm we present in
this paper uses a more general data distribution and communication strategy to
divide the work among a large number of processors to achieve multiple levels of
concurrency. We name our implementation PSelInv and the software is publicly
available. It is publicly available1. Our first implementation focuses on the case
of sparse symmetric matrices. In principle, the PSelInv package can be interfaced
with any sparse LU and LDLT factorization routines. Our current implementation
provides an interface to the SuperLU DIST [Li and Demmel 2003] package. The user
has the option of using either the ParMETIS [Karypis and Kumar 1998] software
or the PT-Scotch [Chevalier and Pellegrini 2008] package to reorder the matrix in
parallel to minimize the non-zero fill in the sparse matrix factors.
The rest of the paper is organized as follows. We review the basic idea of the se-
lected inversion method in Section 2, and discuss various implementation issues for
the distributed memory parallel selected inversion algorithm in Section 3. The nu-
merical results with applications to various matrices from including Harwell-Boeing
Test Collection [Duff et al. 1992], the University of Florida Matrix Collection[Davis
1http://www.pexsi.org/, distributed under the BSD license
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and Hu 2011], and also applications from density functional theory are given in
Section 4, followed by the conclusion and the future work discussion in Section 5.
Standard linear algebra notation is used for vectors and matrices throughout the
paper. We use Ai,j to denote the (i, j)-th entry of the matrix A, and fi to denote
the i-th entry of the vector f . With slight abuse of notation, both a supernode
index and the set of column indices associated with a supernode are denoted by
uppercase script letters such as I,J ,K etc.. Furthermore, we use Ai,∗ and A∗,j to
denote the i-th row and the j-th column of A, respectively. Similarly, AI,∗ and A∗,J
are used to denote the I-th block row and the J -th block column of A, respectively.
A−1I,J denotes the (I,J )-th block of the matrix A−1, i.e. A−1I,J ≡ (A−1)I,J . When
the block AI,J itself is invertible, its inverse is denoted by (AI,J )
−1 to distinguish
from A−1I,J .
2. SELECTED INVERSION ALGORITHM
2.1 Basic formulation
Although this paper focuses on the computation of selected elements of A−1 when
A is a sparse symmetric matrix, the idea of the selected inversion algorithm can
be given for a general square matrix A, and will be used in our ongoing work for
computing the selected elements of A−1 for asymmetric matrices. The standard
approach for computing A−1 is to first decompose the general matrix A using the
LU factorization
A = LU (3)
where L is a unit lower triangular matrix and U is an upper triangular matrix. In
order to stabilize the computation, matrix reordering and partial pivoting [Golub
and Van Loan 1996] are usually applied to the matrix of A, and the general form
of the LU factorization can be given as
PAQ = LU (4)
where P and Q are two permutation matrices. To simplify the discussion below we
use Eq. (3) and assume A has already been permuted.
Given the LU factorization, the most straightforward way to compute selected el-
ements of A−1 is to obtain A−1 ≡ (x1, x2, . . . , xn) by solving a number of triangular
systems
Lyj = ej , Uxj = yj. (5)
for j = 1, 2, . . . , n, and ej is the j-th column of the n× n identity matrix. Such a
procedure, which will be referred to as the direct inversion algorithm, is generally
very costly even when A is sparse. The direct inversion algorithm performs too
much computation when only a small number of selected elements of the inverse
matrix are needed.
An alternative algorithm is the selected inversion algorithm, which accurately
computes all the selected elements of A−1. The idea of the selected inversion
method originates from [Takahashi et al. 1973; Erisman and Tinney 1975], and the
algorithm and its variants have been discussed in a number of recent works [Lin et
al. 2009b; 2011b], [Amestoy et al. 2012; Li et al. 2008; Li and Darve 2012; Kuzmin
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et al. 2013]. The selected inversion algorithm can be understood as follows. We
first partition the matrix A into 2× 2 blocks of the form
A =
(
A1,1 A1,2
A2,1 A2,2
)
, (6)
where A1,1 is a scalar of size 1× 1. We can write A1,1 as a product of two scalars
L1,1 and U1,1. In particular, we can pick L1,1 = 1 and U1,1 = A1,1. Then
A =
(
L1,1 0
L2,1 I
)(
U1,1 U1,2
0 S2,2
)
(7)
where
L2,1 = A2,1(U1,1)
−1, U1,2 = (L1,1)
−1A1,2. (8)
The L and U factors are usually directly accessible in a standard LU factorization,
and
S2,2 = A2,2 − L2,1U1,2 (9)
is the Schur complement. Using the decomposition given by Eq. (7), we can express
A−1 as
A−1 =
(
(U1,1)
−1(L1,1)
−1 + (U1,1)
−1U1,2S
−1
2,2L2,1(L1,1)
−1 −(U1,1)−1U1,2S−12,2
−S−12,2L2,1(L1,1)−1 S−12,2
)
.
(10)
Since S2,2 is the same as S here, without ambiguity S
−1
2,2 ≡ (S−1)2,2 can be used.
To simplify the notation, we define the normalized LU factors as
Lˆ1,1 = L1,1, Uˆ1,1 = U1,1, Lˆ2,1 = L2,1(L1,1)
−1, Uˆ1,2 = (U1,1)
−1U1,2, (11)
and Eq. (10) can be equivalently given by
A−1 =
(
(Uˆ1,1)
−1(Lˆ1,1)
−1 + Uˆ1,2S
−1
2,2Lˆ2,1 −Uˆ1,2S−12,2
−S−12,2Lˆ2,1 S−12,2
)
. (12)
Let us denote by C the set of indices
{i| (L2,1)i 6= 0} ∪ {j| (U1,2)j 6= 0}, (13)
and assume S−12,2 has already been computed. From Eq. (12) it can be readily
observed that in order to compute the i-th element of A−12,1 ≡ −S−12,2Lˆ2,1 for i ∈ C,
we only need the entries {(
S−12,2
)
i,j
|i ∈ C, j ∈ C
}
. (14)
The same set of entries of S−12,2 are required to compute selected entries of A
−1
1,2 ≡
−Uˆ1,2S−12,2 . No additional entries of S−12,2 are needed to complete the computation
of A−11,1, which involves the matrix product of selected entries of Uˆ1,2 and A
−1
2,1.
This procedure can be repeated recursively to compute selected elements of S−12,2
until S2,2 is a scalar of size 1. A pseudo-code for demonstrating this column-based
selected inversion algorithm for symmetric matrix is given in [Lin et al. 011b].
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Fig. 1: (a) A structurally symmetric matrix A of size 29 × 29 divided into 10 supernodes. The
nonzero matrix elements in A are labeled by round dots and the extra fill-in elements in L are
labeled by squares. (b) The elimination tree corresponding to the matrix A and its supernode
partitioning.
In practice, a column-based sparse factorization and selected inversion algorithm
may not be efficient due to the lack of level 3 BLAS operations. For a sparse
matrix A, the columns of A and the L factor can be partitioned into supernodes.
A supernode is a maximal set of contiguous columns J = {j, j + 1, . . . , j + s}
of the L factor that have the same nonzero structure below the (j + s)-th row,
and the lower triangular part of LJ ,J is dense. However, this strict definition
can produce supernodes that are either too large or too small, leading to memory
usage, load balancing and efficiency issues. Therefore, in our work, we relax this
definition to limit the maximal number of columns in a supernode (i.e. sets are not
necessarily maximal). The relaxation also allows a supernode to include columns
for which nonzero patterns are nearly identical to enhance the efficiency [Ashcraft
and Grimes 1989]. This approach is also used in SuperLU DIST [Li and Demmel
2003]. Even though the nonzero pattern of the matrix can be non-symmetric, the
same supernode partitioning is usually applied to the row partition as well, and
we assume the factorization has been computed using the structure of A + AT .
Then the nonzero structures of L and U are the transpose of each other. The total
number of supernodes is denoted by N . An example of the supernode partitioning
of a structurally symmetric matrix A, together with the extra fill-in in its L factor
(U factor omitted due to structural symmetry) are given in Fig. 1(a).
Using the notation of supernodes, a pseudo-code for the selected inversion al-
gorithm is given in Alg. 1. The key step to gain computational efficiency in the
selected inversion algorithm is step 2, which identifies the collection of all nonzero
row and column indices corresponding to the supernode K, denoted by C. All sub-
sequent steps operate only on these nonzero rows and columns within the sparsity
pattern of the selected elements, thereby significantly reducing the computational
cost.
It should be noted that if A is a sparse symmetric matrix, the normalized LU
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Algorithm 1: Selected inversion algorithm based on LU factorization.
Input:
(1) The supernode partition of columns of A: {1, 2, ...,N}
(2) A supernodal LU factorization of A with (unnormalized) LU fac-
tors L and U .
Output: Selected elements of A−1, i.e. A−1I,J such that LI,J is not an empty
block.
for K = N ,N − 1, ..., 1 do
1 Find the collection of indices
C = {I | I > K, LI,K is a nonzero block} ∪ {J | J >
K, UK,J is a nonzero block}
2 LˆC,K ← LC,K(LK,K)−1, UˆK,C ← (UK,K)−1UK,C
end
for K = N ,N − 1, ..., 1 do
Find the collection of indices
C = {I | I > K, LI,K is a nonzero block} ∪ {J | J >
K, UK,J is a nonzero block}
3 Calculate A−1C,K ← −A−1C,CLˆC,K
4 Calculate A−1K,K ← U−1K,KL−1K,K − UˆK,CA−1C,K
5 Calculate A−1K,C ← −UˆK,CA−1C,C
end
factors satisfy the relation
UˆC,K = Lˆ
T
K,C. (15)
To simplify the implementation, the entire diagonal block A−1K,K is computed even
though it is symmetric. Due to roundoff error, the numerical update in step 4 may
not preserve this symmetry in finite precision. Our numerical results indicate that
the loss of symmetry may accumulate, especially for ill-conditioned matrices. To
reduce such error for symmetric matrices, we can simply symmetrize the diagonal
block of A−1 by performing A−1K,K ← 12
(
A−1K,K +A
−T
K,K
)
after step 4 for each K.
Furthermore, it should be noted that in the symmetric case, Eq. (12) can be
simplified using an LDLT factorization which is more efficient than an LU fac-
torization, where L is a unit lower triangular matrix, and D is a block diagonal
matrix consisting of 1 × 1 or 2 × 2 blocks. The simplification of the selected in-
version algorithm with an LDLT factorization can be found in [Lin et al. 2011b].
For symmetric matrices, A−1K,C (step 5) is readily obtained as the transpose of A
−1
C,K
without extra computation.
2.2 Elimination tree
Both the factorization and the selected inversion can be conveniently described
in terms of traversals of an elimination tree [Liu 1990]. Each node of the tree
corresponds to a supernode of A. A node R is the parent of a node K if and only if
R = min {I > J | LI,J is a nonzero block} . (16)
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An example of the elimination tree corresponding to the matrix in Fig. 1(a) is given
in Fig. 1(b).
In the factorization procedure, the traversal of the elimination tree is a bottom-
up process that starts from the leaves of the tree. A parent supernode cannot be
factored until the supernodes associated with all its children in the tree have been
factored. This type of task dependency also determines the amount of concurrency
that can be exploited to speed up the factorization on a parallel computer.
In the selected inversion procedure, the traversal of the elimination tree is a
top-down process that starts from the root of the tree. Computing the selected
elements in the K-th supernode of A−1 requires the selected elements of A−1 already
computed at ancestor nodes of K, but not those computed at its sibling nodes
and their descendants. Consequently, the selected inversion of supernodes that
belong to two different branches of the elimination tree can be in principle carried
out independently as long as the selected elements computed at supernodes above
these branches have been passed to processors that are assigned to work on these
branches.
3. DISTRIBUTED MEMORY PARALLEL SELECTED INVERSION ALGORITHM
In this paper we present the distributed memory PSelInv method. Our first im-
plementation focuses on the case of symmetric matrices. For such matrices, the se-
lected inversion algorithms described in Algorithm 1 requires a sparse LU or LDLT
factorization of A to be available first. In this paper we use the SuperLU DIST soft-
ware package [Li and Demmel 2003] to obtain the LU factorization, which has been
shown to be scalable to a large number of processors on distributed memory par-
allel machines. The relatively simple data structure of SuperLU DIST allows easy
access to sparse L and U factors. However, the main ideas we develop here can be
combined with other sparse matrix solvers such as MUMPS [Amestoy et al. 2001] and
PARDISO [Schenk and Gartner 2006] too, which provides the LDLT functionality
and can potentially be two times faster in the factorization phase. We also note that
only symmetric permutation of the matrix A is allowed, even though SuperLU DIST
allows the column permutation to be different from the row permutation. In this
work we do not perform equilibration procedure often used in the LU factorization
to modify poorly scaled matrix elements, in order to preserve the symmetry of the
matrix. In the current implementation of the PSelInv method, we explicitly take
advantage of the symmetry of the matrix, and only compute the lower triangular
part of the selected elements of A−1. However, our implementation is not optimal
in terms of memory allocation, in the sense that both the upper and lower trian-
gular part of A−1 are stored. As will be seen below, such a strategy simplifies the
communication pattern and efforts for bookkeeping in the case of 2D block cyclic
data distribution, and facilitates generalizing PSelInv to asymmetric matrices. We
also note that the sub-optimal memory allocation is not a severe limitation of the
PSelInv method. The memory footprint of PSelInv can be further optimized for
applications that are constrained by the memory usage. Our numerical results also
indicate that the additional memory usage by PSelInv is relatively small compared
to that used in other procedures such as the parallel numerical factorization.
We use the same 2D block cyclic distribution scheme employed in SuperLU DIST
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(b) 2D block cyclic distribution of PSelInv
sparse matrix data structure on a 4-by-3 pro-
cessor grid
Fig. 2: Data layout of the internal sparse matrix data structure used by PSelInv.
to partition and to distribute both the L factor and the selected elements of A−1 to
be computed. We will review the main features of this type of distribution in Sec-
tion 3.1. In the 2D block cyclic distribution scheme, each supernode K is assigned
to and partitioned among a subset of processors. However, computing the selected
elements of A−1 contained in the supernode K requires retrieving previously com-
puted selected elements of A−1 that belong to ancestors of K in the elimination
tree. These selected elements may reside on other processors. As a result, commu-
nication is required to transfer data among different processors to complete steps 3,
4 and 5 of Alg. 1 in each iteration. We will discuss how this is done in Section 3.2.
The key to reducing communication cost and achieving scalable performance is
to overlap communication with computation by using asynchronous point-to-point
MPI functions, even though some of these communication events are collective in
nature (e.g., broadcast and reduce) within a communication subgroup.
In addition to utilizing a fine grain level of parallelism in computing A−1 for
each supernode, we introduce a coarse grain level of parallelism by exploiting the
concurrency available in the elimination tree. This amounts to executing different
iterates of the for loop in Alg. 1 in parallel. Although the elimination tree may
exhibit many independent tasks associated with supernodes that belong to different
branches of the elimination tree, the 2D block cyclic distribution of L and A−1 may
prevent these tasks from being performed completely simultaneously on different
processors. The key to minimizing the dependency issue is to properly assign the
order of computational tasks, and to overlap computation and communication as
much as possible. We will discuss our preliminary strategy for improving the parallel
efficiency using elimination tree in Section 3.3.
3.1 Distributed data layout and structure
As discussed in Section 2, the columns of A, L and U are partitioned into supern-
odes. Different supernodes may have different sizes. The same partition is applied
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to the rows of these matrices to create a 2D block partition of these matrices. The
submatrix blocks are mapped to processors that are arranged in a virtual 2D grid
of dimension Pr × Pc in a cyclic fashion as follows: The (I,J )-th matrix block is
held by the processor labeled by
Pmod(I−1,Pr)×Pc+mod(J−1,Pc)+1. (17)
This is called a 2D block cyclic data-to-processor mapping. The mapping itself
does not take the sparsity of the matrix into account. If the (I,J )-th block contains
only zero elements, then that block is not stored. It is possible that some nonzero
blocks may contain several rows of zeros. These rows are not stored either. As an
example, a 4-by-3 grid of processors is depicted in Fig. 2(a). The mapping between
the 2D supernode partition of the matrix in Fig. 1(a) and the 2D processor grid in
Fig. 2(a) is depicted in Fig. 2(b). Each supernodal block column of L is distributed
among processors that belong to a column of the processor grid. Each processor
may own multiple matrix blocks. For instance, the nonzero rows in the second
supernode are owned by processors P2 and P5. More precisely, P2 owns two nonzero
blocks, while P5 is responsible for one block. Note that these nonzero blocks are
not necessarily contiguous in the global matrix. Though the nonzero structure of
A is not taken into account during the distribution, it has been shown in practice
that 2D layouts leads to higher scalability for both dense [Blackford 1997], sparse
Cholesky factorizations [Rothberg and Gupta 1994] and LU factorization [Li and
Demmel 2003].
In the current implementation, PSelInv contains an interface that is compatible
with the SuperLU DIST software package. In order to allow PSelInv to be easily
integrated with other LDLT or LU factorization codes, we create some intermediate
sparse matrix objects to hold the distributed L and U factors. Such intermediate
sparse matrix objects will be overwritten by selected elements of A−1 in the selected
inversion process. Each nonzero block LI,J is stored as follows. Diagonal blocks
LI,I are always stored as dense matrices. Nonzero entries of LI,J (I > J ) are
stored contiguously as a dense matrix in a column-major order even though row
indices associated with the stored matrix elements are not required to be contiguous.
As mentioned at the beginning of Section 3, our implementation is not optimal in
terms of memory allocation for symmetric matrices, in the sense that the nonzero
entries of within UI,J (I < J ) are also stored as a dense matrix in a contiguous
array in a column major order, even though the values of UI,J are identical to those
of LTJ ,I for symmetric matrices. The nonzero column indices associated with the
nonzeros entries in UI,J are not required to be contiguous either. We remark that
for matrices with highly asymmetric sparsity patterns, it is more efficient to store
the upper triangular blocks using the skyline structure shown in [Li and Demmel
2003]. However, we choose to use a simpler data layout because it allows level-3
BLAS (GEMM) to be used in the selected inversion process.
3.2 Computing selected elements of A−1 within each supernode in parallel
In this section, we detail how steps 2 to 5 in Alg. 1 can be completed in parallel.
We perform step 2 of Alg. 1 in a separate pass, since the data communication
required in this step is relatively simple. The processor that owns the block LK,K
broadcasts LK,K to all other processors within the same column processor group
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owning nonzero blocks LI,K in the supernode K. Each processor in that group
performs the triangular solve LˆI,K ≡ LI,K(LK,K)−1 for each nonzero block con-
tained in the set C defined in step 1 of the algorithm. Because LI,K is not used
in the subsequent steps of selected inversion once LˆI,K has been computed, it is
overwritten by LˆI,K. Since communication is limited to a processor column group
only, step 2 can be carried out for multiple supernodes at the same time.
A more complicated communication pattern is required to complete step 3 in
parallel. Because A−1C,C and LˆC,K are generally owned by different processor groups,
there are two possible ways to carry out the multiplication of A−1C,C with LˆC,K.
The first approach is to send blocks of LˆC,K to processors that own the matching
blocks of A−1C,C , so that matrix-matrix multiplication can be performed on processors
owning A−1C,C . The second approach is to send data in the opposite direction, i.e.
one can send blocks of A−1C,C to the matching blocks of LˆC,K, so that matrix-matrix
multiplication can be performed on processors owning LˆC,K.
In order to compare the cost of these two approaches, let us first consider the
case in which all blocks LˆI,K with I ≥ K are dense matrix blocks of equal size
mb × mb, and C = {I|I ≥ K}. This is approximately the case when K is near
the root of the elimination tree. We assume that there are
√
P × √P processors,
thus the size of the set C is mb
√
P . We also assume that the matrix blocks in
LˆC,K are distributed among
√
P processors within the same column group, and each
processor in this processor column also holds a dense block LˆI,K of size mb ×mb.
In the first approach, the computation is performed in parallel on P processors,
and the computational cost on each processor is O(m3b). In the second approach,
the computation is performed in parallel on
√
P processors only, and the compu-
tational cost on these processors is O(m3b
√
P ). All other processors are idle in the
computational step, and this leads to severe load imbalance when P is large.
We implemented the first approach in PSelInv. This requires sending the LˆI,K
block from a particular processor to all processors within the same column group of
processors among which A−1C,I is distributed. However, since the processor owning
LˆI,K is generally not in the same processor communication group that owns A
−1
C,I ,
sending LˆI,K to processors that hold the distributed blocks of A
−1
C,I cannot be done
by a single broadcast. Indeed, for this to be possible, communication groups (i.e.
MPI communicators) would have to be created for each and every different sparse
row/column structure. This is generally not possible as the maximum number of
allowed MPI communicators is typically much smaller than needed. Therefore, one
way to complete this step of data communication is to use a number of point-to-
point MPI sends that originate from the processor that owns LˆI,K and terminate
on the group of processors that own the nonzero blocks of A−1C,I . In addition to
incurring higher communication latency cost, this approach also leads to significant
bookkeeping effort in order to track the sources and destinations of all messages for
each processor.
In our current implementation, we simplify the data communication pattern by
storing both LˆI,K and UˆK,I even when A is symmetric. We acknowledge that such
implementation is not optimal in terms of memory allocation, and can be improved
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if applications are constrained by memory usage for symmetric matrices. As soon
as LˆI,K becomes available as illustrated above, we send the LˆI,K block to the
processor that owns UˆK,I , and UˆK,I is overwritten by Lˆ
T
I,K. Fig. 3 illustrates how
this step is carried out for a specific supernode K = 6 of the matrix described in
Fig. 2(b). Once Lˆ8,6 is computed on P12, the block is sent to P5. The P5 processor
then overwrites Uˆ6,8 by Lˆ
T
8,6. Similarly, the Lˆ10,6 block is computed on P6 and sent
to P4 on which Uˆ6,10 is overwritten by Lˆ10,6.
6
8
10
6 8 10
P6
P11P12
P5
P6
P4
P5
P10
P4
Fig. 3: Processors holding Lˆ8,6 and Lˆ10,6 send data to processors holding the cross-diagonal blocks
and overwrite Uˆ6,8 and Uˆ6,10.
With LˆI,K properly placed on the processors that are mapped to the upper
triangular part of the distributed Uˆ matrix, step 3 of Alg. 1 can proceed as follows.
The UˆK,I = Lˆ
T
I,K block is first sent to all processors within the same column
processor group that owns UˆK,I. The matrix-matrix multiplication A
−1
J ,ILˆI,K is
then performed locally on each processor owning A−1J ,I using the GEMM subroutine
in BLAS3. Then local matrix contributions A−1J ,ILˆI,K are reduced within each row
communication groups owning LˆJ ,K to produce the A
−1
J ,K block in step 3 of Alg. 1.
Fig. 4 illustrates how this step is completed for a specific supernode K = 6 , for
the matrix depicted in Fig. 2(b). We use circled letters a , b , c to label com-
munication events, and circled numbers 1 , 2 , 3 to label computational events.
We can see from this figure that Uˆ6,8 = Lˆ
T
8,6 is sent by P5 to all processors within
the same column processor group to which P5 belongs. This group include both
P5 and P11. Similarly Lˆ10,6 is broadcast from P4 to all other processors within the
same column group to which P4 belongs. Local matrix matrix multiplications are
then performed on P11, P10, P4 and P5 simultaneously. The distributed products
are then reduced onto P12 and P5 within the row processor groups they belong
to respectively. After this step, A−18,6 and A
−1
10,6 become available on P12 and P6
respectively.
Upon the completion of step 3, the matrix product UˆK,JA
−1
J ,K ≡ LˆTJ ,KA−1J ,K is
first computed locally on the processor holding LˆJ ,K, and then reduced to the
processor that owns the diagonal block LK,K within the column processor group
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P4
P5
P10
P4
aa
1 1
1 1
b
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3
Fig. 4: Task parallelism and communication pattern for the supernode 6 . There are 6 steps: a
broadcast Lˆ, 1 compute A−1Lˆ, b reduce A−1Lˆ, 2 compute LˆTA−1Lˆ, c reduce LˆTA−1Lˆ
and 3 update A−1.
that the supernode K is mapped to. The sum of the distributed matrix product
−LˆTJ ,KA−1J ,K is then added to (UK,K)−1(LK,K)−1 computed on the processor holding
LK,K. This completes step 4 of Alg. 1. As an example we use again Fig. 4 for K =
6 . LˆT8,6A
−1
8,6 is computed on P12 and sent to P6. Similarly Lˆ
T
10,6A
−1
10,6 is computed
on P6. Since both Lˆ
T
10,6 and L6,6 are held by P6, no further data communication is
necessary. Finally P6 updates A
−1
6,6. As we discussed in Section 2.1, for symmetric
matrices, A−1K,K should be explicitly symmetrized to reduce the effect of rounding
errors.
Since A is symmetric, step 5 of Alg. 1 can be simplified as follows. We first
overwrite LˆJ ,K by A
−1
J ,K locally on the processor holding LˆJ ,K (J > K). We then
send A−1J ,K to the processor holding UˆK,J , and overwrite UˆK,J by (A
−1
J ,K)
T . The
data communication pattern for this step is the same as described in Fig. 3. After
step 5 we move to the next supernode (K − 1).
3.3 Exploiting concurrency in the elimination tree
In this section, we discuss how to add an additional coarse-grained level of paral-
lelism to the selected inversion algorithm by exploiting task concurrency exposed
by the elimination tree.
As we indicated in Section 2.2, two supernodes belonging to two separate branches
of the elimination tree can be processed independently if the selected elements of
the inverse belonging to their ancestors have been computed, and if these supern-
odes and the ancestors they depend on are mapped onto different sets of processors.
Although it is possible to pass the previously computed selected elements of A−1
from the ancestors down to their children as we move down the elimination tree,
algorithms based on this approach (e.g., a multifrontal like algorithm [Lin et al.
011a]) would require additional work space to hold extra copies of the selected
elements.
To reduce the amount of extra work space, which can grow rapidly as we go down
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the elimination tree, we choose to allow processors assigned to each supernode to
communicate back and forth with processors assigned to its ancestors in the way
that we described in Section 3.2 to complete step 3 of Alg. 1.
However, the drawback of this approach is that, at some point, two supernodes
belonging to two separate branches of the elimination tree may not be processed
simultaneously when they need to communicate with their common ancestors at the
same time. At this point of conflict, only one of them should be allowed to initiate
and complete the data communication with the common ancestor at a time. For
example, when supernodes 2 and 4 in Fig. 1(a) are being processed on different
sets of processors, both of them may need to communicate with processors assigned
to supernode 5 at the same time. In this case, the updates to be performed on
these processors cannot proceed completely independently. On the other hand, if
the set of processors assigned to update two supernodes are completely different,
then at least some of the updates can be computed simultaneously.
In order to exploit the type of concurrency discussed above, which occurs at the
for loop level in Alg. 1, we create a basic parallel task scheduler to launch different
iterates of the for loop in a certain order. This order is defined by a priority list
S, which is indexed by integer priority numbers ranging from 1 to ns, where ns
is bounded from above by the depth of the elimination tree. The task performed
in each iteration of the for loop is assigned a priority number σ(I). The lower
the number, the higher the priority of the task, hence the sooner it is scheduled.
The supernode N associated with the root of the elimination tree clearly has to
be processed first. If the k-th element of S contains multiple supernodes or tasks
whose priority numbers are k, the order in which these tasks are completed can be
arbitrary. A recipe for assigning priority number of different tasks (or equivalently,
supernodes) is shown in Alg. 2. We assume that the elimination tree is post-ordered.
Even though we use a priority list to help launch tasks, we do not place extra
synchronization among launched tasks other than requiring them to preserve data
dependency. Tasks associated with different supernodes can be executed concur-
rently if these supernodes are on different critical paths of the elimination tree, and
if there is no overlap among processors mapped to these critical paths. In fact, if
tasks associated with supernode J and I are mapped to different sets of processors,
the task associated with the supernode J may actually start before that associated
with another supernode I even if σ(I) < σ(J ), i.e. even if task I is scheduled
ahead of task J according to the priority list. When two different tasks need to
communicate with a common ancestor, the priority number associated with each
task determines which task is completed first.
We remark that there is some flexibility in assigning a priority number to each
supernode and constructing the priority list S. For instance, we can use the strategy
given by Alg. 2, which simply defines σ(I) by the distance (in terms of the number
of edges) between the supernode I and the root of the elimination tree. For the
same elimination tree shown in Fig. 5(a), another possible construction of the σ
list is illustrated in Fig. 5(b), which assigns the same σ value to supernodes at
different levels of the elimination tree. The latter construction takes into account
how supernodes are distributed among different processors as we will discuss below.
The priority list S determines the order in which computational tasks associated
ACM Transactions on Mathematical Software, Vol. V, No. N, Month 20YY.
PSelInv: the symmetric case · 15
Algorithm 2: Assign priority numbers to supernodes and create a priority list.
Input: a list of supernodes {I} and the elimination tree associated with
these supernodes.
Output: an array σ, σ(I) gives the priority number of the task associated
with supernode I; an array S of ns supernode lists, S(i) gives a set
of supernodes with priority number i, 1 ≤ i ≤ ns.
σ(N ) = 1
S(1) = {N}
for I = N − 1 down to 1 do
σ(I) = σ(parent(I)) + 1
S(σ(I)) = S(σ(I)) ∪ {I}
end
10
9
8 5
6 7 2 4
1 3
(a)
10
9
8 5
6 7 2 4
1 3
(b)
Fig. 5: Elimination tree of matrix A and two possible priority lists S.
with different supernodes are completed. Because the amount of work and com-
munication performed by each supernodes can vary significantly, different priority
lists can lead to different overall performance. The actual performance of parallel
selected inversion depends on the sparsity pattern of the matrix as well as the pro-
cessor grid, and is therefore difficult to predict a priori. We refer readers to our
report [Jacquelin et al. 2014] for a detailed example on the difficulty of designing
an optimal task schedule.
With the help of the priority list, we can implement the for loop level of par-
allelism in Alg. 1 in a way that is described in Alg. 3. To illustrate the relation
clearly, Alg. 3 uses the same numeric ordering of the steps as that in Alg. 1. Alg. 3
also makes use of another array of lists procmap. The K-th element of procmap
contains the list of all processors participating in steps 3 − 5 in Alg. 1. The com-
munication steps are described within parentheses. We also remark that we do not
place MPI barriers between supernodes explicitly to exploit parallelism among the
computation for different supernodes. For symmetric matrices, the diagonal blocks
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should be symmetrized, as indicated at the end of Section 2.1 for symmetric cases.
4. NUMERICAL RESULTS
To assess the performance of PSelInv, we conducted a number of computational
experiments which we report in this section.
Our test problems are taken from various sources including Harwell-Boeing Test
Collection [Duff et al. 1992], the University of Florida Matrix Collection[Davis
and Hu 2011], and matrices generated from electronic structure software includ-
ing SIESTA [Soler et al. 2002] and DGDFT [Lin et al. 2012]. The first two matrix
collections are widely used benchmark problems for testing sparse direct methods,
while the other test problems come from practical large scale electronic structure
calculations. The names of these matrices as well as some of their characteristics
are listed in Tables I and II. The first three problems in these tables come with two
matrices each. One of the matrices, denoted by H , is a discretized Hamiltonian,
and the other matrix is an overlap matrix denoted by S. For all other problems,
the overlap matrices can be considered as the identity matrix. All matrices are real
and symmetric. In all our experiments, we compute the selected elements of the
matrix
A(z) = H − zS. (18)
For simplicity, we choose z = 0 for all the efficiency tests in Section 4.1. For some
applications, z is chosen to be a complex number with a small imaginary part to
ensure that A(z) is nonsingular. This technique is often used in electronic structure
calculation to be discussed in Section 4.3. The LU factorization is performed by
using the SuperLU DIST software package. SuperLU DIST does not use dynamic
pivoting strategies and our matrices are permuted without taking into account
the values of matrix entries. Consequently the efficiency of both SuperLU DIST
and PSelInv is independent of the choice of z. The lack of dynamic pivoting
strategies may impact the accuracy of PSelInv for highly indefinite and nearly
singular systems. We study the accuracy for different choices of complex shifts z
in Section 4.2. All the timing results reported are performed in complex arithmetic
computation.
In all of our experiments, we used the NERSC Edison platform with Cray XC30
nodes. Each node has 24 cores partitioned among two Intel Ivy Bridge processors.
Each 12-core processor runs at 2.4GHz. A single node has 64GB of memory, pro-
viding more than 2.6 GB of memory per core. We used one MPI process per core,
and refer to core to denote an MPI process.
4.1 Parallelization scalability
Four types of experiments were performed to measure the scalability of PSelInv.
For the first three sets of experiments, all the timing data points we present are
averaged measurements over 10 runs, and the error bars shown in Figgures 6, 7,
8 and 9 indicate the standard deviation of the measured wall clock time.
In order to clearly show the cost and scalability of selected inversion itself in
comparison with the symbolic and numerical LU factorizations, which are required
for selected inversion, we time the three computational components separately. The
symbolic factorization is performed in parallel using PT-Scotch. It is labeled by
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Algorithm 3: The parallel selected inversion algorithm (for symmetric matri-
ces).
Input:
(1) The supernode partition of columns of a sparse symmetric matrix
A: {1, 2, . . . ,N}; a priority list {S(k)}: k = 1, 2, . . . , ns;
(2) L and U factors through a supernodal LU factorization (or equiv-
alent LDLT factorization) of A;
(3) 2D processor mapping with with P = Pr× Pc processors.
Output: Selected elements of A−1.
[Compute the normalized factors Lˆ and Uˆ ].
for k = 1, 2,..., ns do
for each supernode K ∈ S(k) do
if myid ∈ procmap(K) then
1 Find the collection of indices C = {I | I >
K, LI,K is a nonzero block} ∪ {J | J > K, UK,J is a nonzero block}
2 (Broadcast (LK,K)
−1 to processors owning LI,K, I ∈ C)
2 LˆC,K ← LC,K(LK,K)−1
2 (Send LˆI,K, I ∈ C to the processor holding UˆK,I , I ∈ C and
overwrite UˆK,I , I ∈ C by LˆTI,K, I ∈ C)
end
end
end
[Selected inversion process].
for k = 1, 2,..., ns do
for each supernode K ∈ S(k) do
if myid ∈ procmap(K) then
Find the collection of indices C = {I | I >
K, LI,K is a nonzero block} ∪ {J | J > K, UK,J is a nonzero block}
3 (Broadcast UˆK,I , I ∈ C to processors holding A−1J ,I , I,J ∈ C)
3 For processors holding A−1J ,I , I,J ∈ C, compute locally
−A−1J ,ILˆI,K, I,J ∈ C
3 (Reduce −A−1J ,ILˆI,K, I,J ∈ C to processors holding LˆJ ,K,J ∈ C,
and save the result in A−1J ,K,J ∈ C)
4 For processors holding LˆI,K, I ∈ C, compute locally
−LˆTI,KA−1I,K, I ∈ C
4 (Reduce −LˆTI,KA−1I,K, I ∈ C to the processor holding LK,K)
4 For the processor holding (LK,K)
−1, update
A−1K,K ← (UK,K)−1(LK,K)−1 − LˆTC,KA−1C,K
For the processors holding L−1K,K, update A
−1
K,K ← 12
(
A−1K,K +A
−T
K,K
)
3 Overwrite LˆI,K, I ∈ C by A−1I,K, I ∈ C
5 (Send A−1I,K, I ∈ C to the processor holding UˆK,I, I ∈ C, and
overwrite UˆK,I , I ∈ C by A−1I,K, I ∈ C)
end
end
end
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Problem Description
SIESTA C BN 1x1 Electronic structure theory, C-BN sheet with 2532 atoms
SIESTA C BN 2x2 Electronic structure theory, C-BN sheet with 10128 atoms
SIESTA C BN 4x2 Electronic structure theory, C-BN sheet with 20256 atoms
DNA 16 Electronic structure theory, DNA molecule with 11440 atoms
DNA 715 64cell Electronic structure theory, DNA molecule with 45760 atoms
DG Graphene 2048 Electronic structure theory, graphene with 2048 atoms
DG Graphene 8192 Electronic structure theory, graphene with 8192 atoms
pwtk Pressurized wind tunnel, stiffness matrix.
parabolic fem Diffusion-convection reaction, constant homogeneous diffusion.
ecology2 Circuitscape: circuit theory applied to animal/gene flow, B. McRae, UCSB.
audikw 1 Automotive crankshaft model with over 900,000 TETRA elements, Audi, GmbH.
Table I: Description of test problems for PSelInv.
Problem n |A| |L|
SIESTA C BN 1x1 32,916 23,857,418 269,760,112
SIESTA C BN 2x2 131,664 95,429,672 1,655,233,542
SIESTA C BN 4x2 263,328 190,859,344 3,591,750,262
DNA 16 7,752 2,430,642 9,272,160
DNA 715 64cell 459,712 224,055,744 866,511,698
DG Graphene 2048 82,944 87,340,032 545,245,344
DG Graphene 8192 331,776 349,360,128 2,973,952,468
pwtk 217,918 5,926,171 104,644,472
parabolic fem 525,825 3,674,625 58,028,731
ecology2 999,999 2,997,995 91,073,583
audikw 1 943,695 77,651,847 2,500,489,909
Table II: The dimension n, the number of nonzeros |A|, and the number of nonzeros of the Cholesky
factor |L| of the test problems.
“symbolic factorization” in the timing figures. The LU factorization is performed
by using SuperLU DIST. It is labeled by “LU factorization”. The selected inversion
itself is performed by using PSelInv, and labeled by “PSelInv”. The total time
required to obtain the selected elements of the inverse matrix thus corresponds to
the sum of all three components.
The first experiment focuses on the impact of the additional parallelism stemming
from the elimination tree as discussed in Section 3.3. PSelInv is thus tested both
with and without this additional level of parallelism. As observed in Fig. 6, adding
the tree level parallelism allows the performance of PSelInv to scale to 4096 cores.
When 4096 cores are used, adding the tree level parallelism leads to a 5.6 fold
speedup in for the DNA 715 64cell problem. Comparatively, the performance of
the LU factorization and the selected inversion without tree parallelism can only
scale up to 1024 cores.
The second set of experiments (Figures. 7, 8 and 9) aims at evaluating the strong
scaling of PSelInv. In every experiment, the tree level of parallelism is enabled as
it clearly delivers better performance. PSelInv exhibits excellent strong scalability
up to 4,096 cores. For SIESTA matrices (Fig. 7), PSelInv is slightly slower than LU
factorization when the number of cores is less than 1024, and is faster than the LU
factorization when more than 2116 cores are used. For DGDFT matrices (Fig. 8),
PSelInv can be twice as fast as the LU factorization, and the running time of
ACM Transactions on Mathematical Software, Vol. V, No. N, Month 20YY.
PSelInv: the symmetric case · 19
64 121 256 576 1024 2116 4096
Number of cores
0
10
20
30
40
50
t
(s
)
Running times on DNA 715 64cell
PSelInv with Tree Parallelism
PSelInv without Tree Parallelism
Speedup of PSelInv with
vs. without Tree Parallelism
LU factorization
Symbolic factorization
Total with Tree Parallelism
Total without Tree Parallelism
0
1
2
3
4
5
6
S
p
ee
d
u
p
of
P
S
e
l
I
n
v
w
it
h
T
re
e
P
ar
al
le
lis
m
vs
.
P
S
e
l
I
n
v
w
it
h
ou
t
T
re
e
P
ar
al
le
lis
m
1.6
1.7
1.9
2.3
2.8
4.4
5.6
Fig. 6: The wall clock time used by three components (symbolic factorization, numerical LU
factorization and selected inversion) of two versions of PSelInv with respect to the number of
cores used in the computation for the DNA 715 64cell matrix. In one version, we do not take
advantage of the concurrency exposed by the elimination tree, whereas in the other version we do
make use of this tree level of parallelism. The height of each bar in the figure indicates the ratio
of wall clocked time measured for the former over that measured for the latter.
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Fig. 7: The strong scalability of PSelInv compared to that of LU factorization and symbolic
factorization for SIESTA matrices generated for two C BN systems of different sizes.
PSelInv can be comparable to that of symbolic factorization for the DNA 715 64cell
matrix. For generic sparse matrices (Fig. 9) obtained from the University of Florida
Collection, PSelInv delivers excellent performance on relatively dense matrices,
such as audikw 1 and pwtk. We also observe that for highly sparse problems, such
as ecology 2 and parabolic fem, PSelInv is relatively more costly, but the scalability
of PSelInv can still be better than that of SuperLU DIST when a large number of
cores are used.
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Fig. 8: The strong scalability of PSelInv compared to that of LU factorization and symbolic
factorization for DG matrices generated for graphene systems of different sizes.
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Fig. 9: The strong scalability of PSelInv compared to that of LU factorization and symbolic fac-
torization for matrices from Harwell-Boeing Test Collection and the University of Florida Matrix
Collection.
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Fig. 10: The cumulative total memory cost and maximum memory cost among all cores for the
audikw 1 matrix and the DNA 715 64cell matrix, with shaded region indicating the additional
memory cost introduced in each step of the selected inversion process. The memory cost is
measured by memory high watermark reached at each step.
The third experiment focuses on the memory cost of PSelInv. Fig. 10 shows
the cumulative total memory cost and cumulative maximum single core memory
usage in the parallel selected inversion procedure for two matrices: audikw 1 and
DNA 715 64cell. This is measured by the memory high watermark reached after
the LU factorization step and the selected inversion step, respectively. The memory
cost for reading the input matrix is much smaller compared to the memory cost
of LU factorization or selected inversion. The shaded areas in Fig. 10 correspond
to the additional memory required to perform each step of the procedure. The
memory high watermark implies that the memory cost for LU factorization not
only includes the memory cost for the LU factors, but also other temporary memory
allocation created during the LU factorization process. The situation is similar for
the selected inversion process. The memory required to store both the LU factors
and the corresponding elements in the inverse is lower than the overall memory high
watermark, which accounts for additional memory required to hold communication
and temporary buffers. We can see from Fig. 10, most of the memory allocation is
done during the LU factorization step. The total memory cost of LU factorization
and selected inversion increases as the number of cores increases due to the use of
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Problem # of cores PSelInv MUMPS
DNA 16 1 3.1 29.9
DNA 16 16 2.9 44.6
DGDFT ACPNR4 60 1 4.9 82.6
DGDFT ACPNR4 60 16 0.6 67.1
SIESTA C BN 1x1 16 52.6 648.2
SIESTA C BN 1x1 256 5.6 293.7
Table III: A comparison of wallclock time required by PSelInv and MUMPS for computing the
selected elements defined by (1) of two matrices DNA 16 and SIESTA C BN 1x1, and the diagonal
elements of DGDFT ACPNR4 60.
additional buffer arrays for communication and computation.
The total additional memory cost of PSelInv is 20% ∼ 60% of the total memory
required by LU factorization, which is relatively small. The maximum memory
usage per core decreases steadily as the number of cores increases. For our test
problems, the maximum memory cost per core of PSelInv is around 1GB when a
relatively small number (64) of cores are used. It decreases to around 100MB when
a large number (4096) of cores are used for the same problem.
The last set of experiments compare the performance of PSelInv with the paral-
lel matrix inversion method recently implemented in the MUMPS package [Amestoy
et al. 2012]. In the MUMPS algorithm, the actual set of computed entries of A−1 is
also a superset of the requested entries of A−1. This method can be more efficient
than PSelInv when a small number of entries of A−1 are requested. However, when
a relatively large number of entries are to be computed such as in the computa-
tion of the selected elements defined by (1), PSelInv can more efficiently reuse the
information shared among different entries of A−1. Fig. 11 shows the numerical fac-
torization and selected inversion timings for MUMPS and PSelInv, respectively. As all
matrices are symmetric, MUMPS performs LDLT factorizations, which use fewer
floating point operations and less memory. We use MUMPS to compute the selected
elements of A−1 as defined in Eq. (1) for DNA 16 and SIESTA C BN 1x1, and use
MUMPS to only compute the diagonal entries of A−1 for DGDFT ACPNR4 60. All
three matrices come from electronic structure applications, and the difference in
terms of computed entries is determined by the different requirements in practical
calculations. MUMPS contains a block size parameter that controls the number of
right-hand sides processed simultaneously. We experimented with this parameter,
and report the best results we could produce for each case (i.e. 16 for DNA 16 and
256 for SIESTA C BN 1x1 and DGDFT ACPNR4 60). Table III shows how the
wallclock time used by PSelInv compares with that used by MUMPS for three test
problems DNA 16, DGDFT ACPNR4 60 and SIESTA C BN 1x1.
For all test problems, PSelInv is at least an order of magnitude faster than
MUMPS. It is two orders of magnitude faster on SIESTA C BN 1x1 when using 256
cores. PSelInv can also scale to a relatively larger number of cores. Our numerical
results indicate that for the computation of selected elements as considered in this
paper, PSelInv is more efficient than the more general approach taken in MUMPS.
One way to understand the speedup of PSelInv over MUMPS is through the fol-
lowing idealized situation. Consider the computation of the diagonal entries of a
tridiagonal matrix A of size N , which can be computed by solving N set of triangu-
ACM Transactions on Mathematical Software, Vol. V, No. N, Month 20YY.
PSelInv: the symmetric case · 23
lar equations of the form (5). Even with the help of the elimination tree and the fact
that only one entry of A−1 is needed for each equation, the cost for solving all N
equations independently would be O(N2). The reason for the high computational
cost is that a sigificant amount information calculated among the N equations
are redundant. The MUMPS approach is to detect such redundant information on
the fly through graph based algorithms. However, designing an optimal algorithm
which maximally reduces the amount of redundant information for a given data-
to-processor mapping is difficult. The resulting implementation may or may not
reach the optimal complexity. By contrast PSelInv removes all the redundant cal-
culation by design, and the computational cost for a tri-diagonal matrix can be
provably reduced to O(N) [Lin et al. 2009b].
We should point out that MUMPS can compute an arbitrary set of elements of
A−1, whereas the set of selected elements that can be computed by PSelInv is
more restrictive as defined in Eq. (1).
LU factorization (SuperLU DIST)
Selected Inversion (PSelInv)
LDL
T factorization (MUMPS)
Selected Inversion (MUMPS)
1 4 16 36 64
Number of cores
10−1
100
101
102
t
(s
)
Running times for DNA 16
(a) N=7752, NNZ=2430642
1 4 9 16 25 36 49 64
Number of cores
100
101
102
t
(s
)
Running times for DGDFT ACPNR4 60
LU factorization (SuperLU DIST)
Selected Inversion (PSelInv)
LDL
T factorization (MUMPS)
Selected Inversion (MUMPS)
(b) N=16000, NNZ=12800000
16 36 64 121 256
Number of cores
101
102
103
t
(s
)
Running times for SIESTA C BN 1x1
(c) N=32916, NNZ=23857418
Fig. 11: Performance comparison against MUMPS 4.10.0 for computing selected elements of the
inverse.
Overall, the strong scalability of PSelInv is similar to that of SuperLU DIST and
it clearly outperforms current inversion algorithm as implemented in MUMPS. It
requires a modest amount of additional memory to compute the selected elements
of the inverse. This observation demonstrates both the validity of our approach
and the efficiency of our implementation. More importantly, on matrices arising
from actual electronic calculations, PSelInv allows one to use thousands of cores,
thereby enabling very large-scale computations.
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P Max. relative error
1 8.52E-008
4 2.35E-008
16 2.52E-008
36 2.05E-007
64 2.07E-007
(a) DNA 16
P Max. relative error
16 1.96E-007
36 1.72E-007
64 1.77E-007
121 1.76E-007
256 1.78E-007
(b) SIESTA C BN 1x1
Table IV: Maximum column-wise relative error between MUMPS and PSelInv using different number
of cores P .
4.2 The Accuracy of PSelInv
In exact arithmetic, the selected inversion method is an exact method for comput-
ing the selected elements of A−1, regardless of whether A is positive definite or not.
In practice, the selected inversion method cannot give an exact result due to the
presence of round off errors. For sparse direct solver, dynamical pivoting strategies
such as the Bunch-Kaufman process [Bunch and Kaufman 1977] for LDLT factor-
ization has been shown to be effective for reducing the numerical error especially
for indefinite matrices. On distributed memory machines, dynamic pivoting strate-
gies can significantly affect the load balance and the scalability of the factorization
process. Thus, they are not used in SuperLU DIST [Li and Demmel 2003].
Since the primary goal of the current implementation of the PSelInv method is
to achieve high parallel scalability, we choose not to perform additional pivoting
steps after the factorization step. We show that for the test problems we tried,
PSelInv produces results comparable to that produced by the MUMPS package, and
is sufficiently accurate even when the matrix is relatively ill conditioned.
The first set of experiments reports comparative results between MUMPS and
PSelInv on two problems benchmarked in Section 4.1. Selected elements are
computed with both methods and their maximum relative column-wise difference
max1≤j≤n(‖A−1MUMPS∗,j −A−1PSelInv∗,j‖/‖A−1MUMPS∗,j‖) is presented in Table IV. In both
cases, PSelInv provides accurate results which are comparable to MUMPS on these
two problems.
In the second set of experiments, we assess the accuracy of PSelInv on larger
ill conditioned matrices. To obtain test problems that are indefinite and ill con-
ditioned, for each test problem listed in Tab. II, we construct a sequence of A(z)
defined by Eq. (18) for a number of complex shifts z. The real parts of the shifts
lie within the spectrum of the matrix pencil (H,S), and the imaginary parts range
from small (10−7) to large (10−1) values.
In order to quantify the accuracy of the PSelInvmethod for large matrices in the
test set, we need to find an appropriate error metric. Due to the large matrix size,
the parallel matrix inversion method in MUMPS becomes too expensive to be used
for the purpose of benchmarking. Motivated by the trace estimation in Eq. (2), we
choose to measure the numerical error introduced by PSelInv by using the following
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quantity
E(z) =
|N − Tr[A(z)−1A(z)]|
N
≡
∣∣∣∣∣∣1−
1
N
N∑
i,j=1
[A(z)−1]ij [A(z)]ji
∣∣∣∣∣∣ . (19)
Since A is sparse, the summation in Eq. (19) involves only those i and j such that
Ai,j 6= 0.
In Fig. 12, we show both the spectral density ρ(λ) of the pwtk matrix, which
describes the number of eigenvalues of eigenvalues (H,S) per unit interval, and
E(z) for a number of shifts z with different real and imaginary parts. We observe
that for all these problems, the measured errors are below 10−11, even when the
real part of z is close to an eigenvalue cluster and the imaginary part of z is as
small as 10−7. Fig. 13 shows that a similar level of accuracy is achieved in the test
of DNA 715 64cell matrix.
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Fig. 12: Spectral density and error E(z) for the pwtk matrix.
4.3 Application to electronic structure theory
In this section, we demonstrate how PSelInv can be applied to accelerate Kohn-
Sham density functional theory (KSDFT) calculation [Hohenberg and Kohn 1964;
Kohn and Sham 1965], which is widely used for describing the ground state elec-
tronic properties of molecules, solids and other nano structures. We use the re-
cently developed pole expansion and selected inversion technique (PEXSI) [Lin et
al. 2009a; 2009b; 2011b; 2013] to compute the non-zero elements of the so-called
ACM Transactions on Mathematical Software, Vol. V, No. N, Month 20YY.
26 · M. Jacquelin, L. Lin and C. Yang
0 2 4 6 8 10
0
2000
4000
6000
8000
10000
12000
14000
λ
ρ
(λ
)
(a) Spectral density
0 2 4 6 8 10
10−18
10−16
10−14
10−12
10−10
Re z
E
(z
)
Im z = 10−7
Im z = 10−5
Im z = 10−3
Im z = 10−1
(b) Error E(z) for shifts with different real and
imaginary parts.
Fig. 13: Spectral density and error E(z) for the DNA 715 64cell matrix.
single particle density matrix Γ that can be approximated by
Γ ≈
P∑
l=1
ωl(H − zlS)−1. (20)
where zl, ωl ∈ C, and the number of “poles” P is around 80 in practical calculations.
Both H and S are real sparse symmetric matrices that have the same sparsity
pattern when a local basis set is used to discretize the Kohn-Sham problem. Each
matrix Al = H− zlS is a complex symmetric matrix. In KSDFT calculations, only
elements of Γij corresponding to the nonzero elements ofH and S (i.e. Hij , Sij 6= 0)
are needed to compute physical quantities such as electron density and energy. The
expansion (20) immediately suggests that only the selected elements as defined in
Eq. (1) of the matrices A−1l are needed. In a parallel implementation of PEXSI,
we use PSelInv to evaluate the selected elements of A−1l that correspond to the
nonzero elements of Γ on a subset of cores. The selected inversion of Al for different
l can be carried out independently on different subsets of cores.
We apply the parallel PEXSI method to the DG Graphene 2048 and
DG Graphene 8192 systems, which are disordered graphene systems with 2048 and
8192 atoms, respectively, and compare its performance with a standard approach
that requires a partial diagonalization of (H,S). We use a ScaLAPACK subroutine
pdsyevr [Vo¨mel 2010], which is based on the multiple relatively robust representa-
tions (MRRR) algorithm, to perform such diagonalization. Though both H and
S are sparse matrices, the MRRR algorithm treats them as dense matrices. For
H,S ∈ RN×N , the MRRR algorithm first performs a tridiagonalization procedure
with O(N3) cost, then efficiently solves the eigenvalues and eigenvectors of the tridi-
agonal system with O(N2) cost, and finally the eigenvectors can be constructed with
O(N3) cost.
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Fig. 14(a) shows that the scalability of pdsyevr is limited to 1024 cores for the
2048-atom problem. Adding more cores to the diagonalization process leads to an
increase of the wall clock time due to communication overhead. For this relatively
small problem, the benefit of parallel implementation of PEXSI is already clear
when 320 cores are used. Since we use P = 80 poles in the pole expansion, 4 cores
with a 2×2 processor grid are used in each selected inversion in this case. The wall
clock time used by PEXSI is 261 seconds, among which 150 seconds are attributed
to PSelInv, 95 seconds are attributed to factorization, and 10 seconds for symbolic
factorization. This timing result compares favorably to the 430 seconds of measured
wall clock time required by pdsyevr on 1,024 cores.
Furthermore, we can clearly see from Fig. 14(a) that the parallel PEXSI method
can scale to a much larger number of cores. Nearly perfect speedup can be observed
when a total of 20, 480 cores are used in the parallel PEXSI computation, with
256 cores used in each selected inversion. The total wall clock time used in this
calculation is merely 10 seconds. Compared to the best wall clock time we can
obtain for the diagonalization procedure, which is 430 sec on 1,024 cores, this
represents a speedup factor of 43.
For the larger system that contains 8192 atoms, pdsyevr can scale to 4,096 cores
as we can see in Fig. 14(b). It takes 5703 wall clock seconds to perform such a
computation. When the parallel PEXSI calculation is carried out on 5, 120 cores
with 64 cores used to perform each selected inversion, the total wall clock time
required is 224 seconds. Fig. 14(b) also shows that parallel PEXSI can scale to as
many as 327, 680 cores with 4, 096 cores used for each selected inversion. The total
wallclock time required in this calculation is merely 45 seconds, a 127 fold speedup
compared to the best diagonalization wallclock time measured.
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(b) 8192 atoms graphene system.
Fig. 14: The wall clock time versus the number of cores for a graphene system.
Finally we apply PEXSI to a system with 32, 768 atoms. The matrix size is 4
times larger than that for the system with 8, 192 atoms, and the diagonalization
routine is no longer feasible: the wall clock time required to run pdsyevr routine
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with 1024 cores for the 2048-atom system is 431 sec, and for the 8192-atom system
is 21556 sec. The increase of the wall clock time is 50 fold, which is roughly in
agreement with the cubic complexity scaling factor 43 = 64. The cubic scaling of
the diagonalization procedure implies that the wall clock time would increase by
at least a factor of 50 to 1, 077, 800 seconds (300 hours) if we perform the same
type of calculation for a system that contains 32, 768 atoms on 1, 024 cores. Based
on this estimation and assuming that the strong scaling of pdsyevr is perfect, we
compare the ideal performance of the diagonalization method with the practical
performance of PEXSI in Fig. 15 up to 1, 310, 720 cores. The total wall clock time
for both factorization and selected inversion reaches its minimum at 4, 096 cores per
pole (327, 680 cores in total), which is 241 sec. Among these, 87 sec is attributed
to PSelInv. Comparatively, even if the diagonalization procedure scales perfectly
to more than 1 million cores, which is highly unlikely within the current framework
of diagonalization methods, the projected wall clock time is over 1000 sec, which is
significantly more than that used by PEXSI.
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Fig. 15: The wall clock time versus the number of cores for a graphene system with 32768 atoms.
5. CONCLUSION AND FUTURE WORK
We described an efficient parallel implementation of the selected inversion algo-
rithm for distributed memory parallel machines. The current implementation of
PSelInv can be applied to the computation of selected elements of the inverse of
a sparse symmetric matrix. It is publicly available, and can scale to more than
4000 cores for sufficiently large problems. The scalability of the solver depends on
the size and sparsity of the matrix. We observed that it is important to exploit
concurrency available within the elimination trees to achieve high scalability in the
parallel selected inversion process. In the future, we plan to further improve the
tree level parallelism to enhance the concurrency among different supernodes. We
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also observed that, for our test problems, the PSelInv method is relatively accu-
rate even for matrices that are highly indefinite and close to singular. It can be
applied to accelerate several scientific computation applications such as the den-
sity functional theory based electronic structure calculations. In order to further
improve the numerical accuracy of the PSelInv method, especially for indefinite
matrices, dynamic pivoting strategies such as Bunch-Kaufman procedure [Bunch
and Kaufman 1977; Grimes et al. 1994] for the factorization may be needed. Gen-
eralizing PSelInv to non-symmetric matrices and combining it with other sparse
direct solvers are also areas we plan to work on in the future.
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