Abstract. We construct a formal framework for investigating epistemic and temporal notions in the context of distributed quantum systems. While we rely on structures developed in [DDKP05], we stress that our notion of quantum knowledge makes sense more generally in any agentbased model of quantum networks. Several arguments are given to support our view that an agent's possibility relation should not be based on the reduced density matrix, but rather on local classical states and local quantum operations. In this way, we are able to analyse distributed primitives such as superdense coding and teleportation, obtaining interesting conclusions as to how the knowledge of individual agents evolves. We show explicitly that the knowledge transfer in teleportation is essentially classical, in that eventually, the receiving agent knows that its state is equal to the initial state of the sender -the relevant epistemic statements for teleportation deal with this correlation rather than with the actual quantum state, which is unknown throughout the protocol.
Introduction
The idea of developing formal models to reason about knowledge has proved to be very useful for distributed systems Refs. [Hin62, Hal95, FHMV95] . Epistemic logic provides a natural framework for expressing the knowledge of agents in a network, allowing one to make quite complex statements about what agents know, what they know that other agents know, and so on. Moreover, combining epistemic with temporal logic, one can investigate how knowledge evolves over time in distributed protocols, which is useful both for program analysis as well as formal verification.
The standard approach to knowledge representation in multi-agent systems is based on the possible-worlds model. The idea is that there exists a set of worlds such that an agent may consider several of these to be possible. An agent knows a fact if it is true in all the worlds it considers possible; this is expressed by epistemic modal operators acting on some basic set of propositions. The flexibility of this approach lies in the fact that there are many ways in which one can specify possible relations. In a distributed system, worlds correspond to global configurations occurring in a particular protocol, and possible worlds are determined by an equivalence relation over these configurations. Typically, global network configurations are considered equivalent by an agent if its local state in these configurations is identical.
Quantum computation is a field of research that is rapidly acquiring a place as a significant topic in computer science [NC00] . Logical-based investigations in quantum computation are relatively recent and few. Recently here have been some endeavours in describing quantum programs in terms of predicate transformers [BS04, BS05, vdMP03b] . These frameworks, however, aim at modelling traditional algorithms that establish an input-output relation, a point of view which is not appropriate for distributed computations. A first attempt to define knowledge for quantum distributed systems is found in Ref. [vdMP03a] . Essentially, their possibility relation is such that an agent considers two states to be equivalent if the reduced density matrices for that agent are identical in both states. The authors argue that this is an information-theoretic idealisation of knowledge, in that the reduced density matrix embodies what an agent, in principle, could determine from its local state. However, there are two main problems with the above definition of quantum knowledge. The first is that one cannot assume that the reduced density matrix is always known, because in quantum mechanics, observing a state alters it irreversibly. So, quantum knowledge does not consist of possession of a quantum state: it is not because an agent has a qubit in its lab that the agent knows anything about it. Indeed, consider the situation where a qubit has just been sent from A to B. Then B knows nothing about its newly acquired qubit -it is possible, even, that A knows more about it than B does. The second problem with the above approach is that one loses information on correlations between agents by considering only the reduced density matrix, a crucial ingredient in distributed quantum primitives.
What we need is a proper notion of quantum knowledge, which captures the information an agent can obtain about its quantum state. This includes the following ingredients: first, an agent knows states that it has prepared; second, an agent knows a state when it has just measured it; and third, an agent may obtain knowledge by classical communication of one of the above. While knowledge of preparation states is automatically contained in the description of the protocol, our notion of equivalence precisely captures the latter two items, as we shall see below.
The structure of this paper is as follows. In Sec. 2 we construct a framework for reasoning about knowledge in quantum distributed systems. Next, we investigate the important distributed primitives of superdense coding and teleportation in our epistemic framework in Sec. 3, investigating how agents' knowledge is updated as each protocol proceeds. We conclude in Sec. 4. This paper assumes some familiarity with quantum computation -for the reader not familiar with the domain, we refer to the excellent Ref. [NC00] . It is also a continuation of earlier work by the authors [DKP04, DDKP05] . However, most of the material presented here can be understood independently of the latter.
Knowledge in quantum networks
In this section, we develop the notion of knowledge for distributed quantum systems. The equivalence relation for agents, on the basis of which quantum knowledge is defined, is established in Sec. 2.1, followed by temporal operators in Sec. 2.2. We discuss how temporal and epistemic operators combine in Sec. 2.3. Several issues, which hold in general when combining these notions, are clarified.
A quantum network N is defined as a parallel composition of agents acting on a predistributed entangled state, as follows,
where σ is the network quantum state, | denotes parallel composition, and for all i, A i is an agent with local qubits Q i and event sequence E i . Events consist of local quantum operations and communication, both classical and quantum. The notation and framework we use for quantum networks, an agentbased asynchronous model with synchronous message passing, is elaborated in Ref. [DDKP05]; we stress, however, that our notion of quantum knowledge is model-independent. That is to say, any agent-based model for distributed quantum computation would benefit from quantum knowledge as defined below, or slight adaptations thereof. A network determines a set of configurations C N that can potentially occur during execution of N -a formal semantics for networks, specifying how these configurations are obtained, can be found in Ref. [DDKP05] . They are of the form
where Γ i is each agent's local state. Before we can actually define modal operators for knowledge or time, we need to clarify what the propositions are that these act upon. It is not our intention to define a full-fledged language for primitive propositions; rather, we define these abstractly. An interpretation of N is a truth-value assignment for configurations in C N for some basic set of primitive propositions F . Writing I(C, F ) for the interpretation of fact F in configuration C, we then have,
The primitive propositions considered usually depend on the network under study, and are specified individually for each application encountered below. Composite formulas can be constructed from primitive propositions and the logical connectives ∧, ∨ and ¬ in the usual way.
Knowledge
In order to define quantum knowledge, we need to define an equivalence relation on configurations for each of the agents, embodying what an agent knows about the global configuration from its own information only. We deliberately do not say local information here, as, via the network preparation, an agent may also have non-local information, under the form of correlations, at its disposal. By considering only configurations in C N we model that agents know which protocol they are executing. In a quantum network, each agent's equivalence relation has to reflect what an agent knows about the network state, the execution of the protocol and the results of measurements. All classical information an agent has is stored in its local state Γ ; this includes classical input values, measurement outcomes, and classical values passed on by other agents. Just like in classical distributed systems, an agent can certainly differentiate configurations for which the local state is different. As for quantum information, an agent knows which qubits it owns, what local operations it applies on these qubits, and, moreover, what (non-local) preparation state it starts out with, i.e. what entanglement it shares with other agents initially. It can also have information on its local quantum inputs, though this is not necessarily so, as we have explained in the above. All of the above information is in fact captured by an agent's event sequence in a particular configuration, together with its local state. Therefore, we obtain the following definition.
Definition 1. Given a network N and configurations
Via possibility relations we can now define what it means for an agent A i to know a fact F in a configuration C in the usual way,
Our choice of equivalence embodies that agents cannot distinguish configurations if they only differ in that other agents have applied local operations to their qubits; neither can they if other agents have exchanged messages with each other. While the global network state does change as a result of local operations, an agent not executing these has no knowledge of this, and no way of obtaining it. This is precisely what we capture with the relation ∼ i .
Special attention needs to be given to the matter of quantum inputs. Agents distinguish configurations corresponding to different values of their classical input via their local state, in which these input values are stored. Essentially, for each set of possible input values there is a group of corresponding configurations in C N . However, this is not something we can do for quantum inputs, since these occupy a continuous space. Hence we choose to let configurations be parameterised by these inputs, writing C(|ψ ) whenever we want to stress this. But then what about an agent's possibility relation? Basically, either a quantum input is known, in which case it is just a local preparation state such that there is only one possible initial configuration. If a quantum input for agent A is truly arbitrary, or the agent knows nothing about it -as is the case for teleportationthen all values of |ψ , and hence all configurations in the set {C(|ψ ), |ψ ∈ I A }, are considered equivalent by A. If A does know some properties of its input, then we model this by only allowing a certain set of input states. We do not explicitly mention the equivalence related to unknown quantum inputs in the examples below, for the simple reason that we are interested only in logical statements that hold for all quantum inputs. That is, we compare only configurations resulting from the same quantum inputs, and derive knowledge-related statements that are independent of this input. Nevertheless, whenever a configuration C(|ψ ) is written, it should be interpreted as a set of states, all considered equivalent by all agents of the network.
From this one can construct more complicated statements, such as C K A K B F for "agent A knows that agent B knows that F holds in configuration C', and the traditional operators everybody knows E G , common knowledge C G and distributed knowledge D G , all of these for a group of agents G, as follows.
Note that we use the letter C both for configurations and for common knowledge; however, it is usually clear from the context what is intended, further clarified by the subscript G.
Distributed knowledge, though a rather weak notion, appears naturally in quantum networks when trying to make statements about the global network state, if there are no unknown quantum inputs. Indeed, we find that for all configurations in C N for a network N with qubits q 1 . . . q n initially in a known preparation, and G the whole group of agents, that
that is, agents always have distributed knowledge on the network state. This is the case since any agent knows what events it has already carried out in C, and, putting this knowledge together, they can of course determine the state σ that their qubits are in, provided that they started with a known preparation in the first place. If there are unknown quantum qubits, the above statement still makes sense, in that agents have distributed knowledge about the multilocal operation they applied to that qubit.
Time
One typically also wants to investigate how knowledge evolves during a computation, for example due to communication between agents. Thus, one also needs a proper formalisation of time. This is usually done by allowing a set of temporal modal operations, operating on the same set of propositions. The area of temporal logics is itself an active field of research, with applications in virtually all aspects of concurrent program design; for an overview see for example Ref. [Eme90] .
We use the approach of computational tree logic (CTL) to formalise timerelated logical statements, providing state as well as path modal operators. The reason for this is that, due to the fact that quantum networks typically have a branching structure, we need to be able to express statements concerning all paths as well as those pertaining to some paths. Typically, we want to say things such as "for all paths, agent A always knows F ", or "there exists a path for which A eventually knows F ". We can of course express this by placing restrictions on the paths we are considering in a particular statement -this is, in fact, precisely what we do in the definition of modal path operators. Introducing these is more appealing since in this way we can abstract away from actual path definitions, which are determined by the formal semantics for networks elaborated in [DDKP05] , and denoted abstractly as =⇒ below.
Concretely, we introduce the traditional temporal state operators ("always"), ("eventually") and ("next step") into our model, combined with the path operators A ("for all paths") and E ("there exists a path"), as follows,
Obviously, we have that any formula with A implies the corresponding one with E, and likewise any formula with implies the corresponding ones with and .
Configurations appearing in the above statements are, as above, determined beforehand by a particular network N , that is, C, C ∈ C N . Note that for the operator we consider only paths of length one, i.e. single transitions =⇒ rather than multiple transitions γ =⇒, where γ is a path.
Evolving knowledge
When investigating knowledge issues in a distributed system, one naturally arrives at situations where one needs to describe formally how knowledge evolves as the computation proceeds. This can be done adequately by combining knowledge operators K i with the temporal operators defined in the previous section. However, one needs to proceed with caution when doing this, since it is not always intuitively clear what the meaning of each of these different combinations is. For example, it is generally not the case that the formula A K i F is equivalent to K i A F , and likewise for the other combinations. To work out what an expression such as C A K i F means, one just needs to expand the expressions given in in Eqs. (4) and (9)-(14). We find that A K i F holds if for all future possible worlds F holds, or in other words, from now on agent A i always knows F , for all possible continuations of the protocol. On the other hand, C K i A F requires that in all future points of all currently possible worlds F holds. This means that at the current point agent A i knows that F always holds in the future; however, there is no guarantee that this knowledge is preserved in subsequent configurations. Likewise, E K i F means that F holds for all future possible worlds along at least one path, that is, there is a possibility that the protocol proceeds such that A i always knows F . K i E F means that F must hold along at least one future path starting at each of the currently possible worlds. We can concretise expressions for the operator in the same way. Here, we find that for E K i F to be true, F must hold for all worlds equivalent to at least one point in the future of C; that is, for at least one continuation of the protocol there is at least one point at which A i knows F . For K i F E , on the other hand, F must hold in at least one future point of all currently possible worlds, or the i-th agent knows now that F eventually holds in some point in the future. When replacing E by A in the above one needs to focus on all paths instead. One can repeat the same arguments for the operator ; the reasoning is analogous to the above, except that now the only future points that are considered are the next configurations in the protocol.
It is clear that each of the above expressions is useful in different circumstances. Typically, we want to prove things that are eventually known by an agent, no matter what branch the protocol follows; this is embodied in the formula A K i F . Expressions with E are generally useful if one wants to prove something by giving a counterexample, which is then given by that branch on which whatever formula following E holds. It is perhaps less clear at this point how expressions with a knowledge operator first can be applied; these are typically about how knowledge appears and disappears during a computation, as they are about knowledge at a particular point. Since we are more interested in how knowledge is gained and preserved during the execution of a protocol, we will not be much concerned with expressions of this kind.
Applications
With epistemic and temporal notions for quantum networks in place, we are ready to evaluate the distributed primitives superdense coding [BW92] and teleportation [BBC + 93] from an knowledge-based perspective. That is, instead of investigating how the global network evolves by deriving a network's semantics, we now use this semantics, or rather, the configurations encountered therein, to analyse how the knowledge of individual agents evolves. We start with superdense coding, which is simpler to analyse because it is deterministic and does not depend on quantum inputs. We move on to teleportation in Sec. 3.2. We note that an analysis of the quantum leader election protocol [DP05] has also been carried out in Ref.
[D'H05].
Superdense coding
The aim of superdense coding is to transmit two classical bits from one party to the other with the aid of one entangled qubit pair or ebit. The network for this task is defined as follows,
Here x 1 x 2 are A's classical inputs, subscripts stand for qubits on which events operate, X and Z are Pauli operations, qc! and qc? stand for a quantum rendezvous, M 0,0 12 is a Bell measurement on qubits 1 and 2, and E 12 is an ebit. At the end of the protocol the measurement outcomes, denoted s 1 and s 2 , are equal to A's inputs.
The configurations in C SD are the following [D'H05],
where j 1 j 2 is equal to the input values 00,01,10 or 11. The equivalence relation for both of the agents for configurations in C SD is represented in Fig. 1 , with arrows for computation paths, boxes for A's equivalence classes and dashed boxes for B's equivalence classes. Obviously, A distinguishes the 4 possible configurations at each time step -we refer to this below as horizontally -because A's local state [x 1 , x 2 → j 1 , j 2 ] is different for each input value. Vertically, that is with respect to the evolution of time, configurations at the first three steps differ because A's event sequence has changed. However, we find that configurations at the third and fourth level are equivalent for A, since from between both steps B has applied a local operation, which is not observable by A.
The possibility relation for B is quite different. We find that that all configurations occurring at the first two steps are considered equivalent by B. Furthermore, all configurations C 3 are equivalent to each other, though they are not equivalent to the previous ones because the event sequence of B has changed. Configurations C 4 differ from the previous ones because here B applies a local operation, and furthermore, here B finally distinguishes states horizontally via its local state [s 1 , s 2 → j 1 , j 2 ].
The possibility relations of both agents allow us to derive several epistemic statements. First of all, however, let us note that the SD network is correct, since we have
or, if we want to stress that this occurs in the last step, we use C 3 (j 1 j 2 ) A (s 1 s 2 = j 1 j 2 ). Note that, since there is no branching in the protocol, we may replace A by E in the above. Next, we trivially have that C K A (x 1 x 2 = j 1 j 2 ) for all C ∈ C SD , that is, A always knows its input values -in fact, agents always know their own input values in any protocol. We can also state this by saying that for all input values C j1j2 1 A K A (x 1 x 2 = j 1 j 2 ). On the other hand, it is only in the last step that B knows A's input values, that is
Interestingly, A never knows that B knows A's input values eventually,
The reason for this is that A cannot distinguish between configurations at the last two time steps, that is, A does not know whether B has applied its local measurement yet, and therefore A never knows if B knows that s 1 s 2 = j 1 j 2 . Other statements that can be made about the SD network, for example one can play around with temporal operators to highlight when exactly the quantum message is sent. However, the essential features of the protocol are captured above.
Teleportation
The goal of the teleportation network is to transmit a qubit from one party to another with the aid of an ebit and classical resources. The network achieving this is defined as follows,
where c! and c? stand for a classical message rendezvous. In this case, we have branching due to the Bell measurement. Moreover, configurations are parameterised by the quantum input |ψ . As explained above, we do not explicitly show that configurations for different quantum inputs are equivalent for all agents. This feature is usually expressed by saying that |ψ is an unknown quantum state, that is, A (nor B) know anything about it. We repeat the configurations occurring throughout the execution of the protocol explicitly here, labelling configurations by measurement outcomes obtained in the first step of the computation. The equivalence relation for both agents for the set of configurations C T P is represented in Fig. 2 . We find that C 1 (|ψ ) is equivalent only to itself for agent A-once more, in effect we have a set {C 1 (|ψ ), |ψ ∈ C 2 } of equivalent configurations with respect to ∼ A . After the measurement A distinguishes (sets of) configurations horizontally at all time steps via its outcome map. Just as for SD, and for the same reason, A considers configurations at the last two steps to equivalent.
Again, the situation for agent B is quite different. We find that that configurations at the first two levels are considered to be equivalent, while all other configurations are distinguished, horizontally via B's local state, and vertically by the change in B's event sequence.
The correctness of the TP network is stated in logical terms as follows,
where we have left out the parameterisation because the statement holds for all |ψ . In other words, the final state of B's qubit q 3 is identical to the initial value of A's qubit q 1 3 . Interestingly, neither of the agents know the actual quantum state at any point of the computation, that is
that is to say, initially nobody knows that q 1 is in the state |ψ , and there is no future point in the protocol at which either A or B knows that q 3 is in the state |ψ . The basic reason for this is of course that for all input states |ψ configurations C(|ψ ) are considered equivalent by all agents, and therefore they can conclude nothing about properties |ψ may have. Apart from statements about classical message passing, in TP the only knowledge transfer deals with the correlation between initial and final states of the network, not with the actual form of the quantum input.
To be more precise, we have that
since at the last step of the computation B knows that it must have the original input state. However, since A cannot distinguish the last two time steps, we also have that
The latter two statements may seem odd in that we are talking about states that the agents know nothing about. However, even without knowing a state, one may still have information about how it compares with other states. There is nothing strange about this, as this sort of thing happens with classical correlations too. What it does show, however, is that there is no actual quantum knowledge transfer in the TP network -there was no quantum knowledge about the input to begin with! We can only say something about the relation of the initial to final quantum states.
Note that our analysis is in stark contrast with the one found in Ref. [vdMP03a] . As mentioned above, the notion for of quantum knowledge elaborated there is based upon equality of reduced density matrices. Next to our objections to this approach mentioned earlier, such an analysis becomes increasingly awkward when applied to the teleportation protocol, since the basis of TP is that the initial state is unknown. Concretely, in their framework the conclusion is that initially A has quantum knowledge of |ψ -i.e. A knows its initial reduced density matrix, which is just |ψ ψ| -while B does not, and that eventually B knows the initial state |ψ , i.e. the same reduced density matrix. However, if Alice did know the initial state, teleportation would not be necessary: she could just tell Bob how to prepare the state she has in mind. One argument is that describing the preparation procedure itself, under the form of the orientation of a measurement device for example, may require an infinite amount of information, whereas the TP network just requires an ebit and two cbits. This argument only goes so far, as in this case how does Alice herself know how the state was prepared? Moreover, as pointed out by the authors themselves, their notion of knowledge allows B to distinguish the four possible network states even before A has sent the measurement results through, i.e. at the second step of the computation. This is not the case: in fact the classical message passing is crucial for the success of the protocol, as without this information Bob's state is given by the maximally mixed state. All these arguments just strengthen our point: analysing teleportation from an epistemic point of view has nothing to do with quantum states, but rather with the relationship between them. In this sense, knowledge transfer in teleportation is merely classical.
Conclusion
We have developed a formal framework for investigating epistemic and temporal notions in the context of distributed quantum systems. While we rely on structures developed in prior work, our notion of quantum knowledge makes sense more generally in any agent-based model of quantum networks. Several arguments are given to support our view that an agent's possibility relation should not be based on the reduced density matrix, but rather on local classical states and local quantum operations. In this way, we are able to analyse distributed primitives from a knowledge-based perspective. Concretely, we investigated superdense coding and teleportation, obtaining interesting conclusions as to how the knowledge of individual agents evolves. We have explicitly shown that the knowledge transfer in teleportation is essentially classical, in that eventually, the receiving agent only knows that its state is equal to the initial state of the sender. The relevant epistemic statements for teleportation deal with this correlation rather than with the actual quantum state, which is unknown throughout the protocol.
