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Dit rapport is samengesteld naar aanleiding van de werkweek "Hodel-
vorming met Speltheorie", georganiseerd door de afdeling Hathematische 
Besliskunde van het Hathematisch Centrlllil, welke is gehouden in september 
1977 en alwaar de auteur een lezing heeft verzorgd met betrekking tot het 
onderwerp "Stochastische spelen en haar toepassingen". 
In hoofdstuk 1 wordt een inleiding gegeven in de theorie der twee-
persoons stochastische spelen. Zowel nulsom als niet-nulsom spelen komen 
aan de orde. De beschouwde modellen zijn eindig en stoppend. 
Hoofdstuk 2 behandelt toepassingen van de theorie der twee-persoons nulsom 
spelen op zoelanodellen. Een aantal voorbeelden warden uitgewerkt. 
In hoofdstuk 3 wordt de theorie der twee-persoons niet-nulsorn spelen 
toegepast op duopoly modellen. Het accent ligt hierbij op berekenbare 
evenwichtspunten. 
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Theorie der stochastische spelen. 
1.1. Inleidende begrippen 
In dit hoofdstuk wordt de theorie van de eindige, zowel nulsom als 
niet-nulsom, twee-persoons stochastische spelen uiteengezet. 
Het woordje "eindige" slaat op het eindig zijn van zowel de toestands-
ruimte als de aktieruimten van de beide spelers in iedere toestand. 
We veronderstellen, dat de lezer bekend is met de voornaamste resultaten 
op het gebied van de matrix spelen en bimatrix spelen. 
De theorie van de nulsom spelen die we zullen behandelen is gebaseerd op 
SHAPLEY [14]. De theorie van de niet-nulsom spelen die we zullen behandelen 
is gebaseerd op ROGERS [12] en VRIEZE [20]. 
Een stochastisch spel wordt gedefinieerd door vijf objecten: 
Een eindige verzameling I van spelers. 
Een verzameling S van toestanden. 
Een verzameling A van akties. 
Een kansmaat q. 
Een opbrengstfunctie r. voor iedere speler i e I. 
i 
Gedragsmatig is het stochastische spel een rij y 1,y2, ... van niet-
cooperatieve niet-nulsom spelen gespeeld door de leden van I. S indiceert 
dan de verzameling {r I s e S} waarvan y voor alle t = I ,2, ... een 
s t 
element is. Voor iedere toestand s e Sis r dus een niet-cooperatief spel 
s 
met evenveel spelers als het aantal leden van I. De aanduiding "de toestand 
van het systeem is s" komt dus overeen met "spel r wordt gespeeld". 
s 
De volgorde van de te spelen spellen wordt op stochastische wijze bepaald 
door de kansmaat q en wel op de volgende wijze: 
Alsop tijdstip t de toestand van het systeem st is (dus y = r ) 
t st 
en als de spelers in toestand s repsektievelijk akties a (st) e A, 
t n 
alle n e I, kiezen, dan specificeert q een kansmaat p(•jst,a(st)), op de 
Borel deelverzamelingen van S, met a(s) = (a 1(s ), ... ,a.(s )) en M het t t n t 
aantal leden van I. Is H een Borel deelverzameling, dan is p(Hlst,a(st)) 
de kans, dat de volgende toestand een element van His. In dit rapport 
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behandelen we vrijwel uitsluitend systemen waarbij de toestandsruimte uit 
een eindig aantal elementen bestaat, bijvoorbeeld genummerd 1 t/m N. Dan is 
p(•Jst'a(st)) een rij p(ljst,a(st)),p(2js ,a(s )), ... ,p(Njs ,a(s )) met 
N t t t t 
p(sjst,a(st)) 2:: O,Vs E {l, ... ,N} en ls=I (sjst,a(st))::;; I. De kansen 
p(sjst'a(st)~ warden de overgangskansen genoemd. Als l~=lp(slst,a(st)) < 1, 
dan is I - ls=lp(sjst,a(st)) de kans dat het spel stopt na toestand st als 
de gezamenlijke akties a(st) gekozen warden. 
Als in toestand st op tijdstip t de spelers respektievelijk a (s) EA, 
n t 
alle n EI, kiezen, dan is er een direkte opbrengst voor de spelers, die 
voor speler n gelijk is aan r (s,a(s )). 
n t 
In het algemeen is de verzameling van mogelijke akties van een bepaalde 
speler in een bepaalde toestand niet de gehele verzameling A maar een deel-
verzameling hiervan, welke afhankelijk is van de toestand. 
In dit rapport leggen we de volgende restricties op op de spelparameters. 
RI: I bestaat uit twee elementen 
R2: S bevat een eindig aantal elementen 
R3: A bevat een eindig aantal elementen. 
DEFINITIE. Gelden voor een stochastisch spel de restricties RI, R2 en R3, 
dan spreken we van een eindig twee-persoons stocbastisch spel. 
Alle stocbastische spelen die in <lit hoofdstuk aan de orde komen zijn 
twee-persoons. In het vervolg spreken we over een stochastisch spel als we 
een eindig twee-persoons stochastiscb spel bedoelen. 
VOORBEELD. Vier toestanden genummerd 1,2,3 en 4. In toestand I hebben beide 
spelers 2 akties ter beschikking. In toestand 2 bebben beide spelers l 
aktie ter beschikking. In toestand 3 heeft speler 1 een aktie en speler 2 
twee akties ter beschikking. In toestand 4 beeft speler l twee akties en 
speler 2 een aktie ter bescbikking. In toestand 4 beeft speler I twee 
akties en speler 2 een aktie ter beschikking. 
Vanuit toestand springt het spel onder ieder paar akties naar toestand 2. 
Vanuit toestand 2 springt bet spel onder ieder paar akties naar toestand 3. 
Vanuit toestand 3 springt bet spel onder de eerste aktie van speler 2 naar 
toestand 2 en onder de tweede aktie van speler 2 naar toestand 4. In toe-
stand 4 springt het spel onder de beide akties van speler l naar toestand 4. 
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Schematisch valt deze situatie weer te geven m.b.v. de volgende figuur 
waarin oak de uitbetalingen vermeld staan. 
[§] B:lli 
t I 
EJ I l > > I -3 > 3 
2 3 4 
Dit is een voorbeeld van een nulsom spel. De getallen in de hokjes ziJn de 
uitbetalingen aan speler I behorende bij de overeenkomstige akties. De uit-
betalingen aan speler 2 zijn het tegengestelde van deze waarden. Zoals 
gebruikelijk voor matrix spelen komt het kiezen van een zuivere aktie voor 
speler I overeen met het kiezen van een rij van de matrix en voor speler 2 
met het kiezen van een kolom. In dit voorbeeld zijn alle overgangen deter-
ministisch. Dit is in het algemeen uiteraard niet zo. 
Als het spel niet start in toestand I, zal toestand 1 nooit bereikt warden. 
Vanuit iedere toestand kan speler 2 ervoor zorgen, dat bet spel in toestand 
4 komt, waarna dan spel 4 herhaald gespeeld wordt. Speler 2 zal er"'echter 
de voorkeur aan geven het spel heen en weer te laten springen tussen de 
toestanden 2 en 3. 
Laat A (s) c A de zuivere aktieruimte zijn voor speler n in toestand 
n 
s ES, n =1,2. Laat IT (s) de verzameling van gemengde akties voor speler n 
n 
in toestand s zijn. Laat q0 (s,a 1(s),a2(s))=l-Lg,ESp(s'ls,a1(s),a2(s)). 
DEFINITJE. Een stochastisch spel wordt nulsom genoemd als voor alle s E S, 
a 1 (s) E A1 (s) en a 2(s) E A2(s) geldt r 1 (s,a1 (s) ,azCs)) = - r 2 (s,a1 (s) ,a2(s)). 
DEFINITIE. Een stochastisch spel wordt stoppend genoemd als er een getal 
E > 0 bestaat z.d.d. voor alle s E S,a 1(s) E A1 (s) en a 2(s) E A2(s) geldt 
q0 (s,a1(s),a2(s)) ~ E. 
DEFINITIE. Een stochastisch spel wordt niet-stoppend genoemd als voor alle 
s ES, a 1(s) E A1 (s) en a 2(s) E A2 (s) geldt q0 (s,a 1(s),a2(s)) = 0. 
Merk op, dater spelen zijn, die noch stoppend noch niet-stoppend zijn. 
Het spel in bovenstaand voorbeeld is niet-stoppend. We gaan nu het begrip 
4 
strategie voor een speler definieren; hierbij hebben we het begrip historie 
van een spel nodig. 
DEFINITIE. De historie van een stochastisch spel op tijdstip t (notatie ht) 
is ht= (s0 ,a(s0),s 1,a(s 1), ... ,st-l ,a(st_ 1),st) als s, respektievelijk 
a(s,) de toestand respektievelijk de akties van de spelers op tijdstip, 
was , , = 0, I , ••• , t. 
DEFINITIE. Een gedragsstrategie voor speler n (notatie nG) is een voor-
n 
schrift, dat aan ieder tijdstip ten iedere historie ht een element van 
IT (s) toevoegt (notatie TTG(t h )). 
n t n ' t 
Laat ITG de verzameling van gedragsstrategieen voor speler n ziJn. 
n 
We zouden voor speler n nag een ruimere klasse van strategieen kunnen 
definieren clan de klasse ITG. Echter AUMAN~ [I] heeft bewezen, dat, wat 
n 
stochastische spelen betreft, we ans zonder aan de algemeenheid afbreuk te 
doen, kunnen beperken tot de klasse ITG Een element van ITG wordt in het 
n n 
vervolg kortweg een strategie genoemd. 
DEFINITIE. Een strategie wordt semi---markov genoemd als deze voor iedere t 
wat de historie betreft, alleen afhankelijk is van s 0 en st. 
DEFINITIE. Een strategie wordt markov of geheugenloos genoemd als deze 
voor iedere t wat de historie betreft alleen afhankelijk is van st. 
DEFINITIE. Een strategie wordt stationair genoemd als deze voor iedere t 
onafhankelijk is van ten wat de historie betreft alleen afhankelijk is van 
Een markov-strategie respektievelijk stationaire strategie voor 
speler n noteren weals TIM respektievelijk TT . De klasse van markov-
n n M 
strategieen respektievelijk stationaire strategieen noteren weals IT 
n 
k . 1· 'k . M G respe tieve 1J IT . Uiteraard geldt TI c IT c TI . 
n ... M Mn n n 
Een paar markov-strategieen n 1 en n 2 voor de beide spelers legt een in het 
algemeen niet-stationair discreet markov-proces op de toestanden van het 
stochastische spel vast. Eenvoudig is namelijk in te zien, dat de toestand 
op tijdstip t uitsluitend bepaald wordt door de toestand en de akties van 
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de beide spelers op tijdstip t-1 en door de gegeven overgangskansen en aan-
gezien de akties voor markov-strategieen uitsluitend afhankelijk zijn van 
t-1 en st-I volgt, <lat we te maken hebben met een Markov-proces. Een paar 
stationaire strategieen TII en TI 2 voor de beide spelers legt een stationair 
discreet Markov-proces op de toestanden vast. Stationair omdat de keuze 
van de akties nu alleen nag maar afhangt van de toestand en niet van het 
tijdstip en daardoor eveneens de overgangskansen. 
In het vervolg geven we het aantal toestanden van een stochastisch 
spel aan met N en de toestanden achten we genmnmers I t/m N. 
Toestanden warden aangeduid met ken l, akties met i en j. Laat in toe-
stand k mkn het aantal zuivere akties voor speler n zijn. Een stationaire 
I N 
strategie voor speler n is dan TI = (n , ... ,TI), met 
n n n 
Laat voor een paar stationaire strategieen TI 1 en TI 2 P de N x N matrix TIITI2 
zijn waarvan het (k,l)e element gelijk is aan: 
De waarde van het (k,l)e element is dus de kans, dat 
l is als in toestand k de spelers gemengde akties TI~ 
p(l jk,rr 1 ,rr 2)). 
Laat Pt 
TI] TI 2 
de volgende toestand 
k k" ( . en TI 2 iezen notatie 
o e t Het valt eenvoudig na te gaan, dat het (k,~) element van P de kans 
TIJTI 2 
dat, indien de beide spelers de stationaire strategieen TI! en TI 2 spelen en 
indien de starttoestand k is, het systeem zich na t stappen in toestand l 
bevindt (notatie pt(l!k,TI 1,TI 2)). 
Voor een paar stationaire strategieen TI! en TI 2 kunnen we nu de ver~ 
wachte uitbetaling op tijdstip t voor de beide spelers bepalen. We noteren 
deze verwachte uitbetaling voor speler n als V~(k 1TI 1 ,n 2) als k de begin-
toestand van het spel is. 
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rn(k,n 1,n2) is dus de verwachte uitbetaling aan speler n in toestand k als 
de spelers n 1 en n2 spelen. 
Laat rn(nl,n2) = (rn(l,nl,n2), ... ,rn(N,nl,n2)). 
Uit het bovenstaande volgt nu: 
-t t -
V (n 1 ,n2) = P r Cn 1 ,n2). n 1Tl1T2 n 
Hierbij is PO gedefinieerd als de eenheidsmatrix. 
1T11T2 • -
We kunnen nu aan een paar strategieen n 1 en n2 op drie manieren een 
getal toevoegen, dat een indicatie geeft van de geschiktheid van deze 
strategieen voor de spelers. 
I. Het verdisconteerde opbrengstenmodel. 
Er is gespecificeerd een verdisconderingsfactor S, 0 $ S < I en de op-
brengst op tijdstip t wordt vennenigvuldigd met St om de waarde van dit 




e -t -De k komponent van Wn(n 1,n 2) respektievelijk Wn(n 1,n 2) is dan bij begin-
toestand k gelijk aan de verwachte verdisconteerde opbrengst tot en met 
tijdstip t respektievelijk de totale verwachte verdisconteerde opbrengst 
voor speler n. 
Laat M rnaxk .. Ir (k,i,j) j en laat de norm van een N-vektor gedefini-
n ,i,J n 
eerd zijn als llxll = rnaxkjx(k)i, dan geldt: 
II w ( 1r , n ) ii 









2. Het totale opbrengstenmodel. 
De verschillende opbrengsten op de verschillende tijdstippen warden bij 
elkaar opgeteld. 
-t It -t -Laat Xn(TI 1 ,TI 2) = V (TI TI) en X (TI ,TI)= T=O n I' 2 n I 2 
deze limiet bestaat. 
De ke komponent van Xt(TI ,TI 2) respektievelijk X (TI ,TI) is dan bij begin-n I n I 2 
toestand k gelijk aan de verwachte opbrengst tot en met tijdstip t, 
respektievelijk de totale verwachte opbrengst voor speler n. Er zijn 
voorwaarden aan te geven waaronder Xn(TI 1 ,TI 2) bestaat. Bijvoorbeeld 
Xn(TI 1 ,TI 2) bestaat als we te maken hebben met een stoppend spel. 
Laat q0 = mi~,i,j q0 (k,i,j), dus q0 > 0 is de minimale stopkans die op 





n Hieruit blijkt, dat de limiet bestaat voor t ➔ 00 en dat llx (TI TI )II s 
n I' 2 q0 
3. Het gemiddelde opbrengsten model. 
We kijken in dit model naar de gemiddelde opbrengsten per stap. 
-t I \t -T - -t 
Laat Yn(TI 1 ,TI 2) = t+l lT=O Vn(TI 1,TI 2) en Yn(TI 1,TI 2) = limt➔ooYn(TI 1 ,TI 2), 
indien deze limiet bestaat. 
De ke komponent van Y~(TI 1,TI 2) respektievelijk Yn(TI 1 ,TI 2) is dan bij begin-
toestand k gelijk aan de verwachte gerniddelde opbrengst per stap tot en 
met tijdstip t respektievelijk de verwachte gemiddelde opbrengst per stap 
in het oneindige horizon spel voor speler n. 
Bovenstaande definities van wt, w. xt. X 'yt en y ziJn voor de over-
n n n n n n 
zichtelijkheid gegeven voor een paar stationaire strategieen. Echter 
voor ieder paar gedragsstrategieen TI~ en TI~ kunnen overeenkomstige vek-
toren gedefinieerd worden, waarvan de komponenten dezelfde betekenis 
-t 
hebben als in W, etc. Daar we ons in dit rapport hoofdzakelijk richten 
n 
op stationaire strategieen wordt dit bier achterwege gelaten. 
De volgende definities hebben betrekking op een spel, waarbij de op-
brengsten verdisconteerd warden. Voor bet totale en gerniddelde opbrengsten-
model k~nnen analoge definities opgesteld warden. 
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.. * * DEFINITIE. Een paar strategieen (TT 1 ,TT 2) vormt voor een niet-nulsom stochas-
tisch spel een evenwichtspunt binnen een klasse Q1 x Q2 van strategieen als 
geldt: 
Laat voor een nulsom stochastisch spel W(TT 1,TT 2) de totale verwachte verdis-
conteerde uitbetaling aan speler I bij de strategieen TTI en TT 2 • De uitbeta-
ling aan speler 2 is dan - W(TT 1,TT 2). 
DEFINITIE. Een nulsom stochastisch spel heet strikt bepaald binnen de 
klasse Q1 x Q2 van strategieen als geldt: 
sup 
G 
TT I E QI 
-* De vektor W wordt de waardevektor van het spel genoemd. Bestaan er 
. .. * * strategieen "J en TT 2 , z.d.d. 
- G * -* 
sup W(TTl,TT2) = W 
TTl E QI 
inf 
* * TT 1 en TT 2 optimale strategieen voor respektievelijk speler I en speler 2 
genoemd. 
Merk op, dat het bestaan van optimale strategieen in het nulsomspel 
het analogon is van het bestaan van evenwichtspunten in het niet-nulsomspel. 
Alvorens over te gaan naar sektie 1.2., waarin we nader ingaan op het 
al of niet bestaan van de waarde en optimale strategieen voor nulsomspelen, 
vermelden we eerst nog enkele resultaten uit de theorie der matrixspelen. 
In het volgende wordt met Geen m1 x m2 matrix spel bedoeld.m 
Laat X = {x Ix = (x (l), .•• ,x (m )), x (i) ~ 0, i = l, ..• ,m ; \·n1 x (i) = n n n n n n n n li= n 
= I}, n = 1,2. X is de verzameling van gemengde akties voor speler n in 
n 
het matrix spel. Als de spelers respektievelijk x1 E x1 en x2 E x2 spelen, 
., 
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dan is de verwachte opbrengst gelijk aan xi•G•x2. De waarde van een matrix 
spel G noteren weals Val G. 
STELLING I.I.I. Voor ieder matrix spel geldt: 
T 
max min x 1 G x 2 = 
x1EXI x2EX 2 
Val G. 
E'en paar akties x; en x; zijn dan en slechts dan optimaal voor respektieve-
l ~J·k 1 l l ld T G -* -*T G -* -*T G -& spe~er 1 en speer 2 as ge t x1 x 2 ~ x 1 x 2 ~ x 1 x 2 , voor 
alle x1 en x2 . Tevens is dan Val G = x;T G x;. 
Deze stelling bewijzen we niet. Het bestaan van een waarde voor ieder 
matrix spel is het eerst bewezen door J. VON NEUMANN [JO]. Sindsdien ziJn 
nog vele bewijzen hiervan in de literatuur verschenen. 
LEMMA 1.1.2. Zijn G1 en G2 wee m1 x rn 2 spelmatrices en geldt 
glij ~ g2ij + k voor alle i en j, dan is Val G1 ~ Val G2 + k. 
* BEWIJS. Laat x2 een optimale strategie voor speler 2 in spel c2 zijn, dan 
voor i = I, ... ,m1 : 
* De strategie x2 garandeert speler 2 voor spel G1 tegen iedere zuivere 
strategie van speler 1 een verwachting van de uitbetaling aan speler I van 
hoogstens Val G2 + k, m.a.w. Val G1 ~ Val c2 + k. □ 
LEMMA 1.1.3. Zijn c1 en c2 wee m1 x m2 spelmatrices, dan geldt: 
BEWIJS. Er geldt g 1 .. ~ g2~J· + maxjg 1 .. - g2 .. I, alle i en j. l.J ..L • • l.J :LJ 
l.,J 
Uit lemma I .1.2. volgt nu: 
Val G1 - Val G2 ~ maxJg 1 .. - g2 . •I• . . l.J l.J 
1.,J 
IO 
Op grand van syn:nnetrie-overwegingen geldt oak 
Val G2 - Val Glo~ maxjgl .. - g2. ·I, . . iJ iJ 
i,J 
waarmee het rechter gedeelte van de bewering bewezen is. 
manier vinden we met behulp van g 1 .. ~ g2 .. - minJg 1 .. -iJ iJ . . iJ 
Op dezelfde 
g2 .. I het linker iJ 
gedeelte van het lemma. D i,J 
1.2. Twee-persoons nulsom stochastische spelen 
In deze sektie warden eindige twee-persoons nulsom stochastische 
spelen behandeld, waarbij de overgangskansen zodanig zijn, <lat het spel 
stoppend is. SHAPLEY [14] is de eerste geweest, die deze spelen geanaly-
seerd heeft, vandaar, <lat we ze oak wel stochastische spelen van Shapley 
noemen. We gebruiken dezelfde notaties als in de vorige sektie. 
De situatie in toestand k kan symbolisch warden weergegeven d.m.v. een 
(~ 1 x ~ 2)-matrix Gk, waarbij het (i,j)e element gelijk is aan 
r(k,i,j) + I;=I p(lJk,i,j)Gl. We beschouwen de stoppende spelen. 
Laat 
N 
qo = min q0 (k, i ,j) min ( I- I p(ljk,i,j)) > 0. 
k, i ,j k, i ,j =I 
Als criterium nemen we het totale opbrengsten model. Zoals uit een opmer-
king in sektie I.I. blijkt, bestaat voor een stoppend spel onder ieder 
paar stationaire strategieen de totale verwachte 
absolute waarde hiervan begrensd door _I:!_ met M = 
q 
uitbetaling en is de 
maxk . . I r (k, i, j) I . 
,i,J 
Op dezelfde manier kan men oak laten zi~n, <lat onder ieder paar strate-
M gieen de totale verwachte uitbetaling eveneens begrensd is door . 
. . qo 
Voor het oplossen van deze spelen beschouwen we eerst eindigstapsspelen. 
DEFINITIE. Een t-staps nulsom stochastisch spel met nabetalingsvektor 
R = (R(l), ... ,R(N)) is een stochastisch spel, dat stopt na t stappen (als 
het daarvoor al niet gestopt is) met een nabetaling van R(k) aan speler I 
en - R(k) aan speler 2 als k de eindtoestand na t stappen is. 
Een Markov-strategie voor speler n voor het t-staps spel (notatie nt) 
n 
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is dan nt = {n (k,,)ik=l, ... ,N;,=O, ... ,t-1}, waarbij 1T (k,T) een gemengde 
n n n 
aktie voor speler n in toestand k is, voor alle ken T. De Markov-strategie 
1Tt schrijft speler n voor om op tijdstip Tin toestand k gemengde aktie 
n 
1T (k,T) te spelen. De totale verwachte uitbetaling in het t-stapsspel voor 
n 
t t t t t 
de strategieen n 1 en n 2 met k als begintoestand noteren weals X (k,n 1,n 2). 
-t t t t t t t t t 
Laat X (n 1,n 2) = ( X (J,n 1,n 2), ... ,X (N,n 1,n 2)). 
Laat {rt(k,R)} het specifieke t-stapsspel met nabetalingsvektor R, waarbij 
k de begintoestand is. Een matrix-spel, waarbij het (i,j)e element gelijk 
is aan g .. noteren we ook wel als {g . . }. 
iJ iJ 
STELLING 1.2.1. Ieder t-staps stochastisch spel van Shapley met nabetalings-
vektor R bezit een waardevektor (notatie v*J, die gevonden kan Worden d.m.v. 
de volgende recurrente betrekking: 
N 
Val {r(k,i,j) + I p(llk,i,j)•Val {rT-l(l,R)}} 
l=l 
k =1,2, ... ,N; T = 1,2, ... ,t, 
waarbij Val {r0 (k,R)} = R(k)• v: is dan gelijk aan Val {rt(k,R)}. 
Beide spelers bezitten optimale Markov-strategieen. De Markov-strategie 
voor speler n~ die speler n voorschrijft om op tijdstip Tin toestand k 
een gemengde aktie n*(k,,) te kiezen, met n*(k,T) een optimale aktie voor 
n N n t-T-J -
speler n in het matrix-spel {r(k,i,j) + lt=I p(llk,i,j). Val {r (l,R)}}, 
is optimaal voor speler n. 
BEWIJS. Het bewijs is gebaseerd op het principe van de volledige inductie. 
a. Voor t = I hebben we alleen te maken met de volgende N matrix-spelen: 
N 
{r(k,i,j) + l p(lik,i,j)•R Cl)}, k = l, ... ,N. 
l=l 
Volgens stelling I .I.I. hebben deze spelen een waarde en bezitten de 
spelers optimale strategieen, waarmee de stelling voor t = I bewezen is. 
b. Veronderstel nu, dat de bewering juist is voor T = 1,2, ... ,t-l. 
We laten zien, dat de bewering dan ook juist is voor T = t. 
* • t-1 * I Laat voor het (t-1)-stapsspel n = {n (k,T) k = l, ... ,N; 
n n 
I 2 
T = 1,2, .•• , t - 2} een optimale strategie voor speler n, n = 1,2. 
* * . -t-1 t-1 t-1 Dan is X (TT 1 ,TT 2 ) de waardevektor voor het (t-1)-stapsspel. 
Beschouw nu de volgende N matrix spelen: 
{ r (k, i,j) + 
N . . t-1 t-1* t-1* l p C.t I k , i , J ) • X Cl , TT I , TT 2 ) } , K = I , 2 , • • • , N • 
l=I 
-* ( * *) . . * . e . Laat V = v1, ... ,VN, waarbiJ Vk de waarde is van het k matrix spel en 
laat TT*(k) hierbij een optimale aktie voor speler n, n = 1,2. 
n . ~ 
Definieer nu voor het t-stapsspel de Markov-strategie TT voor speler n 
* * n 
als volgt: TTt schrijft in de eerste stap TT (k) voor in toestand k, 
* n * n 
t h .. f . d e (k 2) . d k 2 t TT sc riJ tin e T stap TT ,T- voor in toestan , T = , ••• , • 
n n G 
Laat voor een willekeurige gedragsstrategie TT 2 voor speler 2 het voor-
schrift in de eerste stap TT 2 (k,I) in toestand ken definieer bij TT~ de 
. G- I (k . . ) h ( I ) 1 b . . G- I (k . . ) d stratggie n 2 ,i,J voor et t- -stapsspe, waar iJ TT 2 ,i,J in e 
eerste stap in toestand l voorschrijft wat TT~ in de tweede stap in 
toestand l voorschrijft bij historie h 1 = (k,i,j,l), etc. 
Dan geldt voor k = 1,2, ... ,N: 
~2 
mir I 



















* TT! (k) (i) { r(k,i,j) + 
Val h(k,i,j) + 
(1.2), k = l, .•• ,N. 
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Evenzo kunnen we laten zien, dat geldt: 
( I. 3 
Kombineren van (1.2.) en (1.3.) geeft 
( I. 4 
G G 
voor alle Til en TI 2 . 
- G G -* = inf sup X(TI 1 ,TI 2) = V , zodat het spel een 
TIG TIG 
-waardevektor bezit, die gelijk is aan V 
2 * I -t t * t* 
= X (TI 1 ,TI 2 ). 
t* t* 
Uit (1.4) blijkt, dat TI! en TI 2 optimale strategieen zijn voor respektie-
velijk speler 1 en speler 2. 
Uit ( 1. 1 
tiewijze van 
zijn, blijkt 
blijkt de recurrente betrekking voor T = t. Uit de construc-
t* t* t-1* t-2* 
TI! en TI 2 *en de !anname, <lat TI! en TI 2 Markov-strategieen 
t t ... 
dat ook TI! en TI 2 Markov-strategieen ziJn. 
Hiermede is de inductiestap voltooid, waarmee de stelling bewezen is. D 
We gaan nu het stochastisch spel van Shapley analyseren. 
De notaties voor de diverse soorten strategieen zijn gelijk aan die in -
gevoerd in sektie I.I. 
Voor een paar stationaire strategieen TI! en TI 2 kunnen we voor de totale 
verwachte uitbetaling de volgende betrekking opstellen: 










k=l, ..• ,N. 
I I TI 1(k,i)·TI 2(k,j)•p(l\k,i,j). 
i=l j=l 
DEFINITIE. De ~I x ~ 2 matrix spelen Gk(v), waarbij het (i.j)e element 
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gelijk is aan r(k,i,j) + I1=l p(llk,i,j) v1 worden de dummy spelen bij de 
N-vektor v genoemd, k = 1, ... ,N. 
STELLING 1.2.2. Ieder stochastisch spel van Shapley bezit voor het totale 
opbrengstenmodel een waardevektor, die gevonden kan Worden als de unieke 
oplossing v* van het stelsel vk Val Gk(v), k = 1, ... ,N. 
BEWIJS. Definieer de afbeelding T : JRN + JRN als Ta = S met Sk = Val Gk(~). 
Definieer op JRN de norm II all = ma~ I akl, dan is de JRN een volledige metrische 
ruimte onder deze norm. 
We bewijzen nu dat Teen contractieafbeelding is onder de norm II •II, Voor 
alle a, S E ]RN vinden we met behulp van lenrrna I. 1. 3: 
IITS - T~II = max I Val Gk (S) - Val Gk(a) 
k 
N 
:c;; max I I P(llk,i,j) (Sf - a1 ) 
k, i,j l=l 
N 
:c;; max I I p(llk,i,j) I max I S l - al I 
k,i,j l=l l 
= < 1 - qo ) II S - ~II , 
waarmee bewezen is dat T een contractieafbeelding 1.s met contractiefactor 
Uit de vaste punten stelling volgt nu dat Teen 
- N t- -* waarbij voor elke a E JR geldt lim IIT a -v II = 
t~ 
-* uniek dekpunt v heeft, 
0, waaruit volgt lim Tt~ 
f+oo 
-* t - t-1 -v, hierbij is T (a)= T(T (a)), t = 2,3, .... Beschouw nu het t-staps 
spel met nabetalingsvektor O (N-vektor met iedere komponent 0). 
Uit de definitie van dummy spelen, de definitie van Ten stelling 1.2.l 
blijkt dan dat Tt(O) de waardevektor van het t-staps spel met nabetalings-
vektor O is. 
Laat I de N-vektor zijn met iedere komponent gelijk aan l. Als nu in het 
stochastische spel speler 1 een strategie speelt, die wat de eerste t stappen 
betreft overeenstemt met een optimale strategie voor het t-stapsspel, dan 
t - -
krij gt speler I een totale verwachte uit betaling van tenminste T (O) - Et. I, 
waarbij E = (I - q f M , tegen iedere strategie van speler 2. (Et is een 
t o q0 
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begrenzing voor de totale verwachte uitbetaling na tijdstip t ). Daar i ➔ o 
t - -* £ t en T (O) ➔ v als t ➔ 00 zien we dater voor iedere £ > 0 een 1r 1 bestaat, 
z.d.d. 
(l. 6) 
Evenzo kunnen we laten zien 








- G G inf - G G V(1rl'1r2) s; sup V(nl'n2). 
1rl n2 G G 1T n l 2 
Kombineren van (I. 6), ( l. 7) en (I. 8) geeft 
inf - G G inf - G G -* sup X(nl'n2) = sup X(nl,n2) = V • 
G G G G 
n I 1T 2 1T 2 n I 
waarmede de stelling bewezen 1S. □ 
STELLING 1.2.3. In een spel van Shapley hebben beide spelers optimale 
stationaire strategieen~ waarbij het voorschrift voor speler n in toestand 
k overeenstemt met een optimale aktie voor speler n in het dummy matrixspel 
-* -* Gk(v ) met v de waarde van het spel. 
BEWIJS. Beschouw het t-staps spel met nabetalingsvektor v*. Aangezien 
vk*= Val Gk(v*), k = l, ••. ,N zien we met induktie dat Val{rT(k,v*)} = 
* "' = vk, T = 1,2, ... ,t; k = l, ••. ,N. 
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. t* Een optimale Markov-strategie TI n 
clan: 
voor speler n voor dit t-staps spel over-
TI t * = {TI* (h T) I k = 1 , ••• , N; T = 0, 1 , •.. , t-1 } 
n n ' 
eenkomstig stelling 1.2.1 is 
waarbij TI*(k,T) = TI*(k), T = 
n n 
* O, •.. ,t-1 met TI (k) een optimale aktie voor 
n 
-* speler n in Gk(v ). 
Speelt speler 1 nu de stationaire strategie TI~= (TI~(l), •.• ,TI~(N)) in het 
stochastische spel, clan geldt voor iedere t dat de totale verwachte uitbe-
-* taling aan speler na t stappen minstens v - Et•l is tegen iedere strate-
t I *1 h gie van speler 2, met Et$ (J-p0 ) max1 v11 . Daar de totale verwac te 
uitbetaling na tijdstip t naar O gaat als t ➔ 00 en daar limt➔oo Et= 0 volgt 
- * G -* G G nu direkt dat X(TI 1,TI 2 ) ~ v voor alle TI 2 E rr 2 . 
- G * -* G G Evenzo vinden wij X(TI 1,TI 2) $ v, voor alle TI] E rr 1, waarmee de stelling be-
wezen is. D 
DEFINITIE. Voor E > 0 is een E-optimale strategie voor speler n een strate-
gie die, tegen iedere strategie van de andere speler, hem een totale ver-
wachte uitbetaling geeft die hoogstens E slechter is voor hem clan de waarde 
van het spel. 
LEMMA 1.2.4. Een stationaire strategie TIE= (TIE(l), ..• ,TIE(N)) voor speler 
n n n 
n waarbij TIE(k) overeenstemt met een E-optimale gemengde aktie voor speler 
n 
n in matrixspeZ Gk(;*) is E/q0 optimaaZ voor speler n in het stochastische 
speZ. 
E BEWIJS. We bewijzen het lemma voor speler 1. Laat TI! als in het lennna ge-
steld. Voor TI~ en een stationaire strategie TI 2 voor speler 2 geldt voor de 
totale verwachte opbrengst volgens (1.5): 
( I • 9) 
Daar TI~(k) E-optimaal is voor speler in het matrixspel Gk(v) geldt: 
(1.10) 
- E -* -* r(TI 1,TI 2) +PE • v ~ v 
TIITI2 
Kombineren van (1.9) en (1.10) geeft: 
( l • I I ),. 
Als we nu het linkerlid van (1.11) herhaald invullen in het rechterlid, 




gelijk is aan een matrix bestaande uit nullen volgt 
• I • 
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Daar n 2 een willekeurige stationaire strategie voor speler 2 is, is hiermee 
het lemma voor de klasse der stationaire strategien bewezen. Als speler 1 
een stationaire strategie speelt, bekend aan speler 2, dan ziet speler 2 
zich geconfronteerd met een Markov-beslissingsprobleem. In de theorie der 
Markov-beslissingsproblemen is bekend dat binnen de klasse der stationaire 
strategieen een optimale strategie gevonden kan warden (bijvoorbeeld 
BLACKWELL [3]). Door dit resultaat te gebruiken verkrijgen we: 
waarmee de stelling bewezen is. 0 
In het bewij s van s telling I. 2. 2 hebben we de afbeelding T: JRN ➔ JRN ge-
definieerd als Ta= Smet Bk= Val Gk(a), waarbij Gk(a) het ke dummy spel 
bij -;;_ is. 
STELLING 1.2.5. De methode der successieve approximatie door middeZ van de 
afbeelding T kan voor iedere E > 0 zoweZ de waarde in een eindig aantaZ 
iteraties tot op E benaderen, als in een eindig aantaZ iteraties E-optimale 
stationaire strategieen voor de beide spelers opleveren. 
-* BEWIJS. Laat E > 0. Laat v de waarde van het spel zijn. In het bewijs van 
Stelling 1.2.2 is bewezen Tv* =:;:;*en IITa-TSII :s; (1-qo)lla-sll, v;:,s E JRN. 
Hieruit volgt IITta-TtSII :s; (1-qo/lla-sll. Merk op dat 11:;;*11 :s; M/qo. 
- - -* Neem a= 0 en S = v, dan geldt: 
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tE 
Door nu tE zodanig te kiezen dat (l-q0 ) • M/q0 $ E geldt, dus 
t 
ITkE(O) - v~I $ c:, max 
k 
waarmee het eerste deel van de stelling bewezen is. 
E E E 
Laat nu TI = (TI (l), ..• ,TI (N)) de stationaire strategie voor speler n, waar-n n n 
bij TIE(k) overeenstemt met een optimale aktie voor speler n in het dunnny 
n t -
spel Gk(T E(O)), n = 1,2. Dan geldt 
t +I 
(1.12) 2: TE (0) -- E. I 
voor iedere stationaire strategie voor speler 2. 
t - -* Daar T E(O) $ v + E volgt uit (1.12): 
- E -* -* -(1.13) r(TI 1,TI 2 ) + p V 2 V - dI + p ) . I E E 
TIJTI 2 TIJTI2 
-* c:. < 2-q0 ) • 1 . 2 V -
Hierbij is I de eenheidsmatrix. 
Uit (1.13) blijkt nu dat TI~ zodanig dat TI~(k) overeenstemt met een c:(2-q0)-
optimale aktie voor speler 1 in Gk(v*). Uit lennna 1.2.4 volgt dan dat 
E d 2-q0) , · 
TI 1 -----opt1maal 1s qo 
kunnen we aantonen dat 
de stelling bewezen. □ 
voor speler 1 in het stochastische spel. Evenzo 
E d 2-q0) 
TI 2 40 optimaal is voor speler 2. Hiermee is 
Enkele successieve approximatiemethoden staan uitgewerkt in VAN DER WAL 
[21] en [22], waarin verbeterde grenzen voor de benadering warden gegeven. 
OPMERKINGEN. 
I. Het stochastisch spel van Shapley met rationale coefficienten r(k,i,j) 
en p((/k,i,j) hoeft niet noodzakelijkerwijs een rationale waarde te 
hebben. Dit in tegenstelling tot de Markov-beslissingsproblemen met 
een eindig aantal toestanden en eindig aantal akties in iedere toe-
stand. 
VOORBEELD. I toestand, beide spelers hebben twee zu1vere akties. 




De unieke oplossing van de waardevergelijking v 
geven door v* = 18. 
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2. Een niet-stoppend stochastisch spel, waarbij de opbrengsten worden ver-
disconteerd met een verdisconteringsfactor B, 0 ~ B < I, is op te 
vatten als een speciaal geval van het spel van Shapley. 
Beschouw bij een niet-stoppend spel namelijk het spel waarin de over-
gangskansen gelijk zijn aan B•p(llk,i,j), alle k,l,i,j, Hiermee hebben 
we een stoppend spel verkregen, min I - I~=I p(ljk,i,j) = I - B. Het is 
gemakkelijk in te zien, dat voor dit n1euwe spel onder ieder paar 
strategieen voor de beide spelers de totale verwachte opbrengst precies 
gelijk is aan de totale verwachte verdisconteerde opbrengst voor deze 
beide strategieen in het oorspronkelijke spel. Alle resultaten ontwik-
keld in deze sektie zijn dus ook van toepassing op niet-stoppende 
spelen onder het verdisconteerde criterium. 
3. Een stochastisch spel van Shapley met perfekte informatie is een spel, 
waarbij in toestand k 6£ ~I= l 6£ ~ 2 = I, k = 1,2, ... ,N. Uit stel-
ling 1.2.3 blijkt dan dat voor een spel met perfekte informatie beide 
spelers optimale zuivere stationaire strategieen bezitten. 
4. Als ~ 2 = l, k = 1,2, ... ,N, dus de tweede speler heeft in iedere toe-
stand maar aktie ter beschikking, waardoor hij in wezen geelimineerd 
wordt, dan hebben we te maken met een Markov-beslissingsprobleem voor 
speler l. Dynamische programmeringstechnieken geven ons dan de oplos-
sing van het probleem (zie bijvoorbeeld HOWARD [7]). In dit geval bezit 
speler I optirnale zuivere stationaire strategieen, hetgeen direkt uit 
opme,rking 3 volgt, daar we hier te maken hebben met een speciaal geval 
van een spel met perfekte informatie. 
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1.3. Twee-persoons niet-nulsom stochastische spelen 
In deze sektie geven we enkele resultaten betreffende twee-persoons 
niet-nulsom spelen. Even als in het spel van Shapley veronderstellen we 
<lat we te maken hebben met een eindig, stoppend stochastisch spel. Het 
enige verschil met het model uit de vorige sektie is nu <lat iedere speler 
zijn eigen uitbetalingsfunctie heeft. 
Het zoeken is niet langer naar optimale strategieen, maar naar evenwichts-
punten (voor een definitie, zie sektie 1. 1). 
We veronderstellen het begrip bimatrix-spel bekend. De notaties, die ge-
bruikt zullen warden zijn dezelfde als in de vorige sektie metals aanvul-
ling de uitbetalingsfuncties r 1(k,i,j) en r 2 (k,i,j). We zullen ans in deze 
sektie beperken tot de klasse der stationaire strategieen. Het volgende 
lenuna, dat we niet zullen bewijzen, geeft aan <lat <lit in bepaalde mate geen 
restrictie geeft. 
LEMMA 1.3.1. Een evemJichtspunt onder het totale opbrengstencriteriwn voor 
een eindig stoppend tweepersoons niet-nulsom stochastisch spel binnen de 
klasse der stationaire strategieen is ook evemJichtspunt binnen d,e klasse 
van alle gedragsstrategieen. 
Het bewijs van dit lenuna is gebaseerd op het volgende: Voor vaste statio-
naire strategie van een speler, die bekend is aan de ander, kijkt deze 
tegen een Markov-beslissingsprobleem aan en voor Markov-beslissingsproble-
men is bekend dat optimale strategieen gevonden kunnen warden binnen de 
klasse der stationaire strategieen. 
Een stationaire strategie wordt in het vervolg kortweg aangeduid als 
strategie. 
Laat IT de verzameling van stationaire strategieen voor speler n zijn. Een 
n 
= (TT (1 ), ..• ,TT (N)) E IT kan warden opgevat als een element uit element TT 
In 
de JR 
n n N n n 
met In= lk=l 11\n' 
Aldus is na te gaan dat IT opgevat kan warden als een kompakte convexe deel-
I n 
verzameling van de R n . 
We bes.chouwen evenals in de vorige sektie het totale opbrengstenmodel. 
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STELLING 1.3.2. Ieder eindig stoppend twee-persoons niet-nulsom stochas-
tisch spel bezit een evenwichtspunt binnen de klasse der stationaire stra-
tegieen. 
BEWIJS. We geven geen strikt bewijs daar dit te ver zou voeren voor de be-
doeling van dit rapport. 
In de eerste plaats merken we op dat Xn(TT 1,TT 2 ) een continue vektorfunctie 
is op rr 1 x rr 2 • Dit is gebaseerd op het feit, dat de staartopbrengst uniform 
naar O gaat voor ieder paar strategieen, hetgeen een gevolg is van het 
stoppend zijn van het spel. 
Definieer nu de volgende punt naar verzameling afbeelding T. 
T voegt aan ieder paar (TT~,TT~) E rr 1xrr 2 een deelverzameling T(TT~,TT~) c 
0 0 
c rr 1xrr 2 toe en wel zodanig dat (TT 1 ,TT 2 ) E T(TT 1 ,TT 2), dan 
- 0 - 0 - 0 
en slechts 
- 0 
= maxTT2EIT2 X2(TTl,TT2). 
dan als 
x1 (TT 1 ,TT 2 ) - maxTTJEITJ x1(TT 1,TTd) ;n x2 (TT 1 ,TT 2 ) 
We kunnen laten zien dat T(TT 1 ,TT 2) niet leeg E rr 1xrr 2 , 
verder is T(TT~,TT~) een kompakte verzameling en met behulp van de continui-
is voor alle (TT9,TT~) 
teit van Xn(TT 1 ,TT 2 ) volgt dat de afbeelding T boven-semi-continu is, d.w.z. 
hebben wij een rij {(TT 1 ,TT 2 )n} in rr 1xrr 2 die convergeert naar (TT 1 ,TT 2 )0 en als 
(TT 11 ,TT 21 ) een element van T(TT 1 ,TT 2 ) is, dan is ieder limietpunt van de rij 
I In n 
{(TT 1 ,TT 2 )n} een element van T(TT 1 ,TT 2 )0 • 
We kunnen nu de stelling van KAKUTANI [8] toepassen, die zegt dat iedere 
boven-semi-continue punt naar kompakte verzameling afbeelding van een kom-
pakt convexe metrische verzameling in zichzelf minstens een dekpunt bezit. 
* * We concluderen dat de afbeelding T minstens een dekpunt bezit. Laat (TT 1 ,TT 2 ) 
zo'n dekpunt zijn. Er geldt dan 
- * max X 1 ( TT 1 , TT 2 ) 
TT I El11 
en 
- * * = X2 ( TI ] , TT 2 ) , 
* * waaruit blijkt, dat (TT 1,TT 2 ) een evenwichtspunt vormt. D 
Het respltaat in stelling 1.3.2 is het eerst bewezen door ROGERS [12]. 
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-"Nadien hebben o.a. FEDERGRUN [6] en VRIEZE [19] soortgelijke resultaten 
bewezen voor stochastische spelen met uitgebreidere spelersverzamelingen, 
toestandsruimten en aktieruimten. 
We vermelden als afsluiting van dit hoofdstuk nog een lemma, dat behulp-
zaam kan zijn bij het construeren van evenwichtspunten voor niet-nulsom 
stochastische spelen. 
DEFINITIE. Voor een twee-persoons niet-nulsom stochastisch spel worden 
voor v 1,v2 E ]RN de volgende N bimatrix-spelen de dummy bimatri:xrspeZen 
bij ; 1 en v2 genoemd: 
Gk(;l,;2) = <1\<;1),~(;2)), k = l, ••• ,N, 
waarbij 
N 




bk(i,j) = r 2(k,i,j) + I p(llk,i,j)•v2(l). 
l=I 
LEMMA 1.3.3. Een paar stationaire strategieen TT;= (TT;(l), ... ,TT;(N)) en 
TT;= (TT;(l), ••• ,TT;(N)) vormt dan en sZechts dan een evenwichtspunt voor 
een niet-nuZsom stochastisch speZ, aZs het paar (TT;(k),n;(k)) overeenstemt 
met een evenwichtspunt voor het dummy-bimatri:xrspeZ 
k = l, •.. ,N. 
Het bewijs van dit lennna kan warden gevonden in VRIEZE [19]. Uit het lemma 
blijkt, dat algoritmen die evenwichtspunten voor bimatrixspelen opleveren 
van nut kunnen zijn voor het vinden van evenwichtspunten voor niet-nulsom 
stochastische spelen. 
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2. TOEPASSING VAN DE THEORIE DER STOCHASTISCHE SPELEN OP ZOEKMODELLEN 
L, l INLEIDING 
We formuleren eerst twee problemen om duidelijk te maken wat 
met zoekproblemen bedoeld wordt. 
a. Een surveilleer probleem. 
Het politieapparaat ziet zich voor het volgende probleem gesteld. 
Het is hun bekend geworden, dat gedurende een bepaalde periode een in-
brekersbende zich wil verrijken d.m.v. het kraken van banken. 
Hiervoor komen N banken in aanmerking. Iedere nacht wordt hoogstens een 
kraak gezet. Er zijn te weinig politiemensen om alle banken te bewaken en 
de kans van slagen van een kraak op een bewaakte bank hangt af van het 
aantal bewakende politiemensen. 
De politie vraagt zich af welke banken en met hoeveel mensen ze moet 
bewaken. Evenzo vragen de inbrekers zich af welke banken ze moeten kraken 
en wanneer dit moet gebeuren. 
b. Een medisch probleem. 
Een bepaalde ziekte kan N oorzaken hebben. Een medisch onderzoeker 
heeft een bepaald budget B (in de vorm van tijd,medewerkers,technisch 
faciliteiten,geld) ter beschikking om de oorzaak op te sporen. Uit statis-
tisch materiaal kan hij opmaken, dat oorzaak i met kans x. optreedt. 
1 
Bij oorzaak i zijn er m. testen, waarvan de je test met kans p. (j) een 
1 1 
positief resultaat geeft als i de oorzaak is en een negatief resultaat als 
i niet de oorzaak is.De kosten van dit je experiment voor testen op i 
zijn c. (j). 
1 
De medisch onderzoeker vraagt zich af hoe hij ziJn budget moet besteden, 
opdat zijn kans om de oorzaak te vinden zo groat mogelijk is. 
2.2 HET ALGEMENE ZOEKMODEL. 
We gaan nu het algemene zoekmodel beschrijven. Deze valt uiteen in 
twee hoofdmodellen, die beiden opgesplitst kunnen warden in twee typen. 
Algemeen. Gegeven zijn N doosjes genummerd 1 t/m N. Speler I mag zich een 
of meerdere keren in een doosje verstoppen en speler 2 moet uitzoeken in 
welk dogsje speler I zich bevindt. Dit kan hij doen door achtereenvolgens 
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in de doosjes te kijken. Als speler 2 in het goede doosje kijkt, is er 
een positieve kans, dat hij speler 1 niet ziet, zodat het heel wel moge-
lijk is, dat hij meerdere keren in hetzelfde doosje moet zoeken. Een periode 
in het probleem komt overeen met het inspekteren van speler 2 van een doosje. 
Model 1. Speler 1 verstopt zich 
1 keer met bekende kans-
verdeling voor speler 2. 
Model 2. Speler 1 verstopt zich 
na iedere periode op-
nieuw met onbekende 
kansverdeling voor 
speler 2. 
-a. eindige horizon 
bijv. eindig budget 
--b. oneindige horizon 
bijv. spel stopt 
alleen na vinden 
-a. eindige horizon 
bijv.met kans I is spe-
ler 1 na een eindig 
aantal perioden ont-
snapt of zit in de val 
--b. oneindige horizon 
bijv. alleen stoppen 
na vinden 
Als speler 2 in doos i kijkt, clan maakt hij kosten c. (eventueel te 
i 
kiezen uit een eindig aantal als hij op verschillende manieren doos i kan 
onderzoeken), dan heeft hij een vindkans p. als speler I zich in doos i 
l 
bevindt (afhankelijk c. indien c. variabel) en heeft hij bij vinden een 
l l 
opbrengst r .. 
l 
In allegevallen veronderstellen we p. < I 
l 
In de modellen met een oneindige horizon 1s gespecificeerd een verdis-
conteringsfactor S , 0 ~ S < 
Bovenstaande modellen kunnen we opvatten als een nulsom model; speler l 
probeert zich zo slim mogelijk te verweren t~en speler 2 zijn zoekakties; 
dus wat speler 2 aan moeite rnoet doen om speler l te vinden kan warden ge-
zien als opbrengst voor speler I. 
De doelstellingen voor speler 2 kunnen velerlei zijn: 
1° max E {vindkans} 
2° min E {kosten tot vinden} 
3° min E {vindtijd} 
4° {doelstelling i 0 onder de conditie doelstelling j 0 begrensd}, 
i,j =1,2,3 ;i#j 
De meest voorkomende bij 4° is: 
max E {vindkans} onder de conditie dat de kosten ~ B ziJn, 
Evenzo kan speler I verschillende doelstellingen hebben. 
2.3 HET ZOEKMODEL ALS STOCHASTISCH SPEL. 
In deze sektie gaan we bovenstaande modellen als stochastische spe-
len formuleren. 
Model la. Laat de verstopkansverdeling voor speler Z iJn 
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x=(x 1 , ••• ,xN)' d.w.z. speler I verstopt zich met kans xi in doos i,i=l, .. ,N. 
We veronderstellen dat speler 2 x kent. 
Laat Q= {q \q=(q 1 , ... ,qN)' qi~ 0, i=l, ... ,N; it qi=!} 
We veronderstellen, dat het spel hoogstens t perioden kan duren. 
Als toestandsruimte in het stochastische spel nemen we S=Q U {0,1}. 
Hierbij duidt I op de toestand dat speler I gevonden is, d.w.z. zo gauw 
speler I gevonden is springt het systeem naar toestand 1 en stopt het spel; 
0 is de eindtoestand als speler 1 na t perioden nog niet gevonden is. 
Q komt overeen met de verzameling van conditionele verstopkansverdelingen, 
die speler 2 kan ontmoeten. In periode I is deze kansverdeling gelijk aan 
de gegeven x= (x 1 , .•• ,xN). Als nu in periode l speler 2 zoekt in doos i 
met inspanning c.(j) en hij vindt speler 
i 
Pr {speler I bevindt zich in doos k 
niet, dan geldt: 
speler 2 heeft zonder 
succes in periode I in doos i gekeken} 
=Pr {speler 2 heeft zonder succes in periode l in doos i gekeken I 
speler I bevindt zich in doos k} 
Pr {speler bevindt zich in doos k} 
Pr {speler 2 heeft zonder succes in periode in docs i gekeken} 
=I . xk voor kl i , 
l -p . ( C • ( j ) ) . X • 




] -p. ( C. (j)) . X. 
1. 1. 1. 
voor k=i. 
Aldus doorgaande kunnen we voor iedere periode Ten rij van mislukte 
inspekties in de doosjes i 1,i2 , ... ,iT-I een conditionele verstopkansver-
deling van speler I voor periode T berekenen. 
Als speler 2 in toestand qEQ aktie c. (j) kiest, waarmee we bedoelen, 
1. 
doos i onderzoeken met kosten c. (j), dan zijn zijn direkte verwachte kosten: 
1. 
C. (j )-p. ( C. (j)) . q .. r. 
1. 1. 1. 1. 1. 
De overgangskansen bij zuivere aktie c. (j) 1.n toestand q zijn: 
1. 
p(J' jq,c.(j))= p.(c.(j)).q. 1. 1. 1. 1. 
p(q' l q, c . ( j ) ) = ) -p . ( c . ( j )) . q . 1 1. 1. 1. 1. 
- -* als q'= q met 
-* (1-p. (c. (j))) .q. 
qi= 1. 1. 1. 
] -p. ( C. (j)) . q. 
1. 1. 1. 
en 
p(q' l q,ci (j))= 0 als q' #q* . 
Deze overgangskansen gelden voor T< t. Voor T=t springt het spel met 
,k#i 
kans p.(c. (j)).q. naar toestand I en met kans 1-p.(c.(j)).q. naar toestand 0. 
1. 1. 1. 1. 1. 1. 
Hiermee is het stochastisch spel geformuleerd. 
Terwille van de eenvoud nemen we in het vervolg aan dat speler 2 ieder 
doosje maar op I man1.er kan onderzoeken. Voor iedere 1. 1.s er clan maar 
een mogelijke c. en p. (c.) noteren we in het vervolg als p .. 
1. 1. 1. 1. 
Laat. n2= {n j TT=(n(J), ... ,n(N)), n(i;:2:0, i=l .... ,N; J1 n(i)=I} z1.Jn. 
n2 is de verzameling van gemengde akties voor speler 2 in een toestand qEQ. 
Daar speler I een voorgeschreven strategie x speelt, hebben we eigenlijk 
te maken met een Markov-beslissingsprobleern in plaats van een stochastisch 
spel 
Een markov-strategie voor speler 2 voor dit t-staps spel noteren we 
als n~ en iedere n~ is een rij afbeeldingen {n~(T)} ~=l met n~(T) : Q ->- n2 , 
d.w.z. n~(T) voegt aan iedere qEQ een TIETI2 toe (notatie n~(q,,)). 
Als speler 2 de strategie n~ speelt en als op tijdstip T toestand q op-
t -treedt, clan voert speler 2 de gemengde aktie n2 (q,T) uit. 
. t strateg1.e n2 noteren we De totale verwachte kosten voor speler 2 bij 
t ,._ t -
als w2 (q,n2) als q de begintoestand van het systeem is. 
*- t - t Laat Wt(q)= m~f W2 (q,n 2) • 
2 
Het enige verschil tussen het t-staps spel zeals boven geformuleerd en 
het t-staps spel zeals behandeld in sektie 1 .2 is, <lat we hier te maken 
hebben met een overaftelbare toestandsruimte S, terwijl die in sektie 1.2 
eindig 1.s. 
Echter mede door de eenvoudige struktuur van de overgangskansen gaat 
stelling 1.2.1 oak voor bovenstaand model op. 
Gevolg: 
(2. I) 
N . -i if (q) = min . I I TI ( 1.) { ( C • -p . q. r . ) + (1 -p . q. ) if ( q ) } 
t - 1.= 1. 1. 1. 1. 1. 1. t 
. . ~i ( i i) i ( 1 -p . ) q . 1. 









Uit (2.1) blijkt, <lat het minimum aangenomen wordt door een zuivere aktie ;-. 
Een optimale markov-strategie voor speler 2 kan op dezelfde wijze gevon-
den warden als in stelling 1.2.1 aangegeven. 
--0 Opmerking. Voor een specifiek spel met begintoestand q kan het pro-
bleem warden gezien als een eindige toestanden probleem. Het aantal 
toestanden neemt echter wel exponentieel toe als t (het aantal perioden) 
grater wordt. i:ret systeem kan zich na rie eerste ueriode namelijk slechts 
--0 I --ON 
1.n een van de toestanden q , ... ,q bevinden, waarbij 
Oi 













j#i, j=l, ... ,N; i=l, ... ,N. 
t Aldus doorgaande blijkt, <lat int perioden hoogstens N +l toestanden be-
reikt kunnen warden. We zouden dan het probleem met vaste begintoestand 
t 
kunnen oplossen door alleen van deze N +l toestanden gebruik te maken. 
We beschouwen nu een probleem, waarbij de doelstelling voor speler 2 van 
het type 4 is. 
Bijvoorbeeld, maximaliseer de verwachte vindkans onder de conditie dat de 
verwachte kosten niet grater zijn dan Bt(q). 
Uiteraard moet gelden Bt(q)? Wt(q). 
Dit probleem lossen we op door de toestandsruimte uit te breiden tot 
{ Q x [ 0, B /q)] u { 0, I}) 
De overgangskansen bij een gemengde aktie TIEITz in toestand (q,b) zijn nu: 
met kans 
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en voor i=l, ••• ,N: 
met kans TI(i)(l-p.q.) overgaan naar toestand 1. 1. 
-i . (q ,b-TI(1.)(c.-p.q.r.) 1. 1. 1. 1. 
waarbij qi gedefinieerd is als: in (2.1). 
TI ( i) (1-p . q . ) 
1. 1. 
Merk op dat iedere gemengde aktie uit het vorige model nu opgevat 
moet warden als een zuivere aktie. 
De toestanden(q,b), waarin b< min (c.-p.q.r.) kunnen met de stoptoe-. 1. 1.1.1. 
stand O geidentificeerd worden.1. 
De aktieruimte in toestand (q,b) 1.s: 
(2. 2) (c.-p.q.r.)TI(i) ~ b} • 1. 1. 1. 1. 
De direkte verwachte vindkans voor speler 2 als hij nEIT2 (q,b) in 
tostand (q,b) speelt 1.s .~1 TI(i)p.q .• 1.= 1. 1. * - -Laat Pt{q~Bt(q)) de maximale verwachte vindkans voor speler 2 voor 
een t-staps spel met starttoestand (q,Bt(q)) zijn. 
Passen we nu weer stelling 1.2.l toe dan vinden we: 
(2. 3) 
* -i - . . Pt 1 (q ,B (q)-TI(1.)(c.-p.q.r.) )} - t 1. 1. 1. 1. 
* -
TI ( i) ( } -p . q . ) 
1. 1. 
Hierbij is Pt_ 1 (q,b)=O voor b < m1.n (c.-p.q.r.). 1. 1. 1. 1. 1. 
Uit (2.3) blijkt nu, dat het maximum niet meer door een zuivere aktie 
aangenomen hoeft te warden, zodat oak de optimale markov-strategie in 
het algemeen gemengd zal zijn. 
* Voor bekende Pt-I(.,.) vormen (2.3) en (2.2) een lineair 
programmeringsprobleem. 
) 
Dit laatste model kunnen we oak beschouwen voor het ge::_al, dat de ge-
realiseerde kosten in een t-staps spel een bepaald bedrag B~ niet mogen 
overschrijden. In dat geval is 
IT 2 (q,b)= {nj nEIT2 , TI(i)=O als ci>b, i=l, ... ,N} • 
Het valt gemakkelijk 1.n te zien dater nu wel weer een zu1.vere TI is, 
waarvoor het maximum in (2.3) aangenomen wordt. 
Model 1b. De enige verandering t.o.v. model la is, dat we nu te 
maken hebben met een oneindige horizon. 
De opbrengsten warden verdisconteerd m.b.v. een factor B, 0 ~ B < 1. 
Een markov-strategieTT~ voor speler 2 is nu een oneindige rij afbeeldingen 
M 00 M M -
{TT2(T)} T=l met TT2(T) : Q-+ n2 ,alle T. (notatie TT2(T,q) ) 
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Laat W(q,TT~) de totale verwachte verdisconteerde kosten zijn voor speler 2 
als hij strategie TT~ speelt en de begintoestand q is. 
Definieer bij een markov-strategie TT~ de markov-strategie TT~-l als 
M-1 M TT 2 ( T) = TT 2 ( T+ ] ) , T= 1 , 2 , ... 
Eenvoudig is na te gaan, dat geldt: 
- M N M - -i M-1 
W ( q ' TT 2 ) = i 1 1 TT 2 (1 ' q • i ) . { c CP i qi r i + B ( 1 -pi qi ) W ( q , TT 2 ) } ' 
~ •-met q gedefinieerd zoals in (2.1). Laat W (q)= ~n 
TT 2 
Evenals in sektie 1.2, stelling 1.2.2 kan oak nu (overaftelbare toestands-
ruimte) aangetoond warden, dat w*(q) de unieke oplossing is van de 
functionaalvergelijking: 
* -(2.4) W (q)= min 
TT 
De vergelijking (2.4) wordt wel de optimaliteitsvergelijking van 
Bellman [2] genoemd. 
Met behulp van (2.4) is tevens een optimale zuivere stationaire strategie 
te bepalen op identieke wijze als in stelling 1.2.3.; in toestand q kiest 
speler 2 die zuivere iE{l, ... ,N}, waarvoor in (2.4) het minimum aan-
genomen wordt. 
Benaderingen van de waarde en van de optimale strategieen kunnen gevonden 
warden zoals in stelling 1.2.5. aangegeven met behulp van de methode 
der successieve approximatie. 
Uitbreidingen van dit model naar modellen met doelstellingen van 
het type 4 verlopen soortgelijk als onder model la. 
Bijvoorbeeld, maximaliseer de totale verwachte verdisconteerde pakkans 
onder de conditie, dat de totale verwachte verdisconteerde kosten 
beneden een bepaalde waarde B(q) blijven. 
*- -Laat P (q,B(q)) deze maximale verwachte verdisconteerde pakkans zijn. 
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*- -Op de bekende manier volgt weer dat P (q,B(q)) de unieke oplossing is 
van de optimaliteitsvergelijking: 
(2.5) p*(q,B(q))= max 1.!_1 n(i) {p.q.+S(J-p.q.) • - - 11. 1.1. 
TIEIT2 (B(q)) * -i _ 
waarbij IT2(B(q))={ nl TIEIT2, JI TI. (c.-p.q.r.) ~ I 1= 1. 1. 1 1 1 
en qi zoals gedefinieerd 1n (2.1). 
P (q,B(q)-c.+p.q.r. 1 1 1 1. 
S ( 1-p. q.) 1. 1 
B(q)} 
Uit (2.5) blijkt, dat de optimale stationaire strategie voor speler 2 
niet meer zuiver hoeft te zijn. 
) } ' 
We merken nag op, dat p*(q,B(q)) voor alle q continu 1s 1n B(q) waarvoor 
B(q) ~ 
tevens 
min c.-p.q.r. en voor alle B(q) ~ min . 1. 1.11 ci-piqiri continu is in q en 
1 
P * (q, B (q) ) = 0 
i 
voor B(q) < min c.-p.q.r. en alle q. . 1 1 1 1 
1 
Model 2a. We beperken ans tot het model, waarbij speler I zich maar 
op een manier in ieder doosje kan verstoppen en speler 2 maar op een ma-
n1er 1n een doosje kan kijken. Uitbreidingen zijn zonder moeilijkheid 
mogelijk. 
Toestandsruimte: {1, ... ,N} x {l, ... ,N} u {0,1} . 
Hierbij is O weer de stoptoestand en niet gevonden, l de stoptoestand en 
wel gevonden en(k1,k2) 1.s de toestand, die overeen komt met de situatie: 
speler I heeft zich in de vorige periode in doos k 1 verstopt en speler 2 
heeft in doos k 2 gezocht. 
In dit model gaan we er dus vanuit, dat aan het einde van iedere periode 
de beide spelers zowel hun eigen positie als de positie van de andere 
speler weten. 
Aktieruimte voor speler n in toestand (k 1,k2): An(k 1,k2) c {l, ... ,N} 
Het kan zijn <lat een speler in een periode niet van iedere doos naar 
iedere andere doos kan komen. 
Laat IT= {nj n=(n(l), ... ,n(N)), n(i) ~ 0, if1n(i)=I} . 
De gemengde aktieruimte voor speler n 1.n toestand (k 1,k2) 1.s dan 
rrn(k 1,k2)= { ;n I ;nETI, nn(i)= 0 als ii An(k 1,k2)} . 
Als in toestand (k 1,k2) de spelers zuivere akties iEA1 (k 1,k2) en jEA2 (k 1 ,k2) 
kiezen: dan horen hierbij de volgende overgangskansen: 
p((l1'1 2) l (k1,k2),i,j)= voor (1 1,12)=(i,j), ilj 
= 0 voor (1 1,1 2)/(i,j), i#j 
pi voor (1 1,1 2)=(i,j), i=j 
= 0 voor (1 1,1 2)/(i,j), i=J 
1-p. voor i=j 
l 
= 0 voor i#j 
Als we te maken hebben met een t-staps probleem dan gelden de boven-
staande overgangskansen voor T < t. Voor periode t geldt: 
p(l I (k 1 ,k2) ,i,j)= pi voor i=j 
0 voor i#j 
p(O I (k 1,k2),i,j)= 1-pi voor i=j 
= 1 voor ilj 
De direkte verwachte kosten voor speler 2 in toestand (k 1,k2) als de 
spelers ; 1Err 1 (k 1,k2) en n2Err 2 (k 1,k2) spelen is: 
if l j f I n I ( i h 2 ( j ) ( c j -p j r j c5 i j ) • 
waarbij c5 .. =1 als i=j en c5 .. =O als i#j. 
:LJ l.J 
Markov-strategieen kunnen op dezelfde manier gedefinieerd warden 
als in de vorige modellen. 
a Model 2 , zoals hierboven geformuleerd is exact een voorbeeld van 
een t-staps spel zoals behandeld in hoofdstuk 1. Nemen weals doel-
stelling de kosten, dan bezit dit spel een waarde en hebben beide 
spelers optimale markov-strategieen, die gevonden kunnen worden op 
de manier zoals in hoofdstuk I stelling l .2.l. aangegeven. 
Oak nu kunnen we doelstellingen van het type 4 beschouwen. 
Bijvoorbeeld, speler 2 optimaliseert zijn vindkans terwijl hem een 
bedrag B ter beschikking staat om zijn kosten te dekken; meer kosten 
maken dan Bis verboden. 
We kunnen het bedrag, dat speler 2 nag ter beschikking staat in de toe-
stand opnemen. Aannemende, dat zowel B als alle c. 's, i=l, ... ,N natuur-
1. 
lijke getallen zijn, kunnen we nu als toestandsruimte nemen: 
{l, ... ,N} x {l, ... ,N} x {1, ... ,B} u {0,1}, waarbij (k 1,k2 ,b) nu 
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betekent, dat speler I zich in de vorige periode in doos k 1 verstopt 
heeft, dat speler 2 tevergeefs in doos k2 gezocht heeft en dat speler 2 
nu nag een bedrag b ter beschikking staat. 
De aktieruimte voor speler 2 moet aangepast warden: 
A2 (k 1 ,k2 ,b)= {j I jEA2 (k 1 ,k2); cj ~ b} . 
Voor speler I blijft de aktieruimte ongewijzigd. 
De direkte opbrengst bij zuivere akties (i,j) in toestand (k 1,k2 ,b) 
is nu p. als i=j en O als i#j. 
J 
De overgangskansen ondergaan een evidente wijziging: 
p((l 1,12 ,b') l(k 1 ,k2,b),i,j)= pj voor i=j, (1 1 ,1 2)=(i,j), b'=b-cj 
enz. 
Hiermede is wederom een eindigstaps stochastisch spel geformuleerd, 
zoals behandeld in hoofdstuk I. 
Model 2b. De stochastische spelformulering van dit model is gelijk 
aan de formulering van model 2a, met dien verstande, dat de overgangs-
kansen dezelfde zijn voor iedere periode (in model 2a iets afwijkends 
voor de laatste periode) en dat de toekomstige kosten (of vindkansen) 
verdisconteerd warden met behulp van een verdisconteringsfactor S, O~S<l. 
Het spel stopt alleen als de verstopper gevonden wordt. 
Beschouwen we het probleem van het optimaliseren van de verwachte 
kosten, dan verkrijgen we weer een spel zoals behandeld in hoofdstuk I. 
Uit de stellingen J.2.2. en 1.2.3. volgt weer het bestaan van de waarde 
en optimale stationaire strategieen voor de beide spelers. 
We beschouwen nu het probleem van de verwachte duur van het spel. 
De toestandsruimte is S= {J, ••. ,N} x {I, ... ,N} u {O,J} . 
Een stationaire strategie voor speler n is een afbeelding n 
n 
z.d.d. nn(k 1,k2)EITn(k 1,k2). 
S ➔ IT, 
Laat D((k 1,k2),n 1,n2) de verwachte duur van het spel, als de spelers 
de stationaire trategieen n1 en n2 spelen en (k 1,k2) de begintoestand is. 
Aanname: De zuivere aktieruimten in de diverse toestanden voor de 
beide spelers zijn dusdanig, dat antler ieder paar zuivere stationaire stra-
tegieen de bijbehorende Markov-keten absorberend is met I als absorberende 
toesta~d en de toestanden (k 1,k2), k 1,k2=I, •.. ,N als doorgangstoestanden. 
Uit deze aanname kunnen we afleiden, dat voor ieder paar stationaire 
strategieen n1 en n2 de bijbehorende Markov-keten absorberend is en te-
vens, dater een Ten een s>O bestaat, z.d.d. voor de T-stapsovergangs-
kansen geldt: 
(2.6) 
alle k 1 ,k2=1, ... ,N, alle TI] en TI2" 
Analoog aan (1.5) geldt nu: 
D((k 1,k2),TI 1,TI2)= l. J1 TI 1((k1,k2),i)TI2 ((k1,k2),i)pi+ 
+ J1 jt TI1((kl,k2),i)TI2((kl,k2),j). 
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= J1 TI] ((k1,k2),i)TI2 ((k1,k2),i)pi 
+ it j~I Til((kl,k2),i)TI2((kl,k2),j)(l-pf\j). 
1 + JI j t TI I ( (k I , k2) • i) TI 2 ( (k I , k2) , j) . 
(J-p.o .. ) D((i,j),TI 1,1r2) J 1.J 
{ ( I -p . o .. ) D ( ( i , j ) , TI I , TI 2 ) +p . o .. D (l , TI l , TT 2) } J 1.J J 1.J 
Hierbij is D(l,TI 1,TI 2)= 0, want gevonden blijft gevonden. 
Uit (2.7)blijkt nu, dat D((k 1,k2),TI 1,TI2) gelijk is aan de totale ver-
wachte uitbetaling in een stochastisch spel, waarbij de direkte uit-
betaling I is in iedere toestand bij ieder paar akties en de andere 
componenten zoals bovenstaand geformuleerd. 
De aanname, die resulteert in de eigenschap (2.6) 1.s een ruimere voor-
waarde,dan de voorwaarde 'hetspel is stoppend'. 
In het laatste geval verkrijgen we (2.6) voor T=J. Onder de voorwaarde 
(2.6) hebben we te maken met een T-staps contractie en het valt op de-
zelfde m~nier als voor T=I (hoofdstuk l, sektie 1.2) aan te tonen, dat 
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ook nu de totale verwachte uitbetaling eindig blijft. 
Evenzo blijven de stellingen 1.2.2. en 1.2.3. geldig. De waarde en opti-
male strategieen voor het probleem van de verwachte duur van het spel 
volgen nu uit de oplossing van het verwachte kosten spel, door als di-
rekte betaling I te nemen in iedere toestand bij ieder paar akties. 
We gaan nu weer een doelstelling van het type 4 beschouwen voor 
speler 2: optimaliseer de verwachte kosten ender de conditie, <lat de 





toestanden, z.d.d. de stoptoestand de laatste is. 
de matrix, die overblijft door in de t-stapsovergangskansen-
pt de laatste kolom en de laatste rij te schrappen, t=l,2, .. 
1T11T2 
Laat e0 een kolomvektor zijn, die evenveel komponenten heeft als er 
toestanden zijn en die bestaat uit allemaal nullen behalve de laatste kom-
ponent, die de waarde I heeft. Laat e1 een kolomvektor zijn, die bestaat 
uit enen en die evenveel komponenten heeft als er toestanden (k 1,k2) zijn. 







PTO (ko,kO) de (ko1,k02)e rij van de matrix PTO TIITI2 I 2 TIITI2 
2 zich nu tot de stationaire strategieen beperkt, waarvoor: 
TO I 
(2.10) max max PTI TI (k 1,k2) s (1- i5), 
TII (k1,k2) 1 2 
dan blijkt uit (2.9): 
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D({k1,k2),n1,n2) s D((k~,k~),n1,n2) s I-(~-_!_)= D, alle n1 en (k 1,k2), 
waarmee een begrenzing op de verwachte duur van Ret spel is aangegeven. 
Als T=l geeft dit lineaire nevenvoorwaarden, namelijk: 
(2.11) jfl P/\jn2 ((k 1,k2),j)?: 1- is , alle iEA1(k 1,k2), alle n2 . 
Eenvoudig is in te zien, dat dit alleen maar op kan treden als beide 
spelers in iedere toestand (k 1,k2) slechts een en voor beiden dezelfde 
doos kunnen kiezen. Wat overblijft van de voorwaarde (2.11) is dan 
pj ?: 1- is en dit legt geen beperking op de strategieruimte voor speler 2, 
daar p. een gegeven spelparameter is. 
J 
Deze nevenvoorwaarde is niet triviaal als speler 2 voor de betreffende 
doos meerdere zoekmogelijkheden heeft, bijvoorbeeld l, ..• ,m 
De vindkans voor deze doos is dan afhankelijk van de gekozen aktie. 
Een gemengde aktie voor speler 2 in toestand (k 1,k2) is dan een vektor 
(n~(k 1,k2), ... ,n~(k 1,k2)) met n1(k 1,k2)zO en j!l n1(k 1,k2)=1 . 
Voorwaarde (2.11) wordt nu: 
(2.12) j:I TI~(k 1,k2).pij(k1,k2) 2 1- is , alle i, 
waarbij pij(k 1,k2) de vindkans in toestand (k 1,k2) is 
alternatief j kiest en speler l alternatief i. 
d (2 2) . . . . 1 0 ( 1 1) Voorwaar e .l is n1et tr1v1aa voor p 2 - D ?: 
waarbij pO= min 
ijk 1k2 
0 
pij(k 1,k2) en p = 
als speler 2 
Voor T>1 is de uitdrukking (2.10) in het algemeen niet triviaal en 
hebben we te maken met niet-lineaire nevenvoorwaarden. 
36 
3.4 UITWERKEN VAN VOORBEELDEN. 
In deze sektie gaan we aangeven, hoe de voorbeelden van sektie 3.1 
m.b.v. de modellen uit sektie 3.3 geanalyseerd kunnen warden. 
Tevens wordt voor het eerste probleem een eenvoudig geval uitgewerkt. 
a. Het surveilleer probleem. 
De politie is de zoeker en de bende is de verstopper. 
We veronderstellen, dat het probleem zich uitstrekt over een tijdvak 
van t nachten. 
De bende kan zich iedere nacht ophouden 1n een van N banken (dozen) 
of zich schuil houden, hetgeen neerkomt op verstoppen in een (N+l)e doos. 
We veronderstellen, dat de politie per nacht slechts een bank kan 
bewaken. (Indien meerdere banken bewaakt zouden kunnen warden, dan moet 
de politie als een eenheid warden gezien, die in te kiezen parties 
over te kiezen banken verdeeld kunnen warden.) 
We hebben te maken met een t-staps zoekprobleem, waarbij beide 
spelers iedere nacht opnieuw een keuze mogen doen. 
Model 2a is dus van toepassing. 
Pakkans p. en opbrengst r. voor een geslaagde kraak op bank 1 zijn 
1 1 
bankafhankelijk. 
De bende kan zich bijvoorbeeld ten doel stellen hun verwachte op-
brengst te maximaliseren onder de conditie, <lat de maximaal te ver-
wachten pakkans kleiner is dan een van te voren aanvaard risico pO. 
Als toestandsruimte moeten we dan nemen {[O,p0 J} u {O,l}. 
0 en I hebben de betekenis als in de vorige sektie. Toestand qE[O,p0 J 
betekent, <lat de inbrekers in de resterende stappen nag een maximale 
verwachte pakkans q kunnen aanvaarden. 
t Laat V (p0 ) de waarde van het spel zijn voor begintoestand p0 • 
Toepassen van stelling 1.2.1. levert: 
(2. 13) Vt(p0 )=_ max min i~I TTI (i)(I-TT2 (i))ri + (I- i~lTTl (i)TT2 (i)). 
TT1EI11 (po) TT2 
I Po- J1TT1 (i)TT2Ci) 
. Vt- ( --------) ' 
I - i~ITTI (i)TT2 (i) 
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hierbij is l\(po)={ nl 1r=(-rr(l), •.. ,rr(N)), -rr(i).pi s Po, i=l, ... ,N}. 
Eveneens met behulp van stelling 1.2.1. volgen optimale markov-strategieen 
voor beide spelers. 
We gaan nu een vereenvoudigd geval nader uitwerken. 
We beschouwen een situatie met 2 banken, 2 politiemensen, 2 inbrekers 
en 2 nachten waarin ingebroken kan warden. 
De inbrekers werken gezamenlijk, maar de politiemensen kunnen ook af-
zonderlijk ieder een bank bewaken. 
De inbrekers hebben dan per nacht twee zuivere akties en de politie-
mensen drie. Dit is terug te vinden in onderstaande tabellen, waarin 
de pakkansen en de verwachte opbrengst voor iedere combinatie van 
zuivere akties getabelleerd staan. 
politie politie 







! 0 2 





I 0 I :zr 1 rl 
2 r.., lr 0 
L. 2 2 
Tabel voor pakkansen Tabel voor verwachte opbrengst 
Aktie (i,j) voor de politiemensen betekent i agenten bij bank I en 
j agenten bij bank 2. 
Merk op, dat de pakkans als de inbrekers bank i kraken gelijk is aan 
~(i) met np(i) het aantal agenten bij bank i en nB(i) het aantal 
nB(i) 
inbrekers bij bank i. 
Uit de beide tabellen is te zien, dat de zuivere aktie (1,1) voor de 
politie dezelfde verwachte uitkomsten geeft als de gemengde aktie 
'met kans ! aktie (2,0) en met kans ½ aktie (0,2) 1 • 
Wat de verwachte uitkomsten betreft, verliest de politie dus niets 
als ze hun gemengde akties uitsluitend baseren op (2,0) en (0,2). 
In de navolgende berekeningen wordt dit dan ook gedaan. 
Als doelstelling voor de inbrekers nemen we het maximaliseren van 
de verwachte opbrengst over deze twee nachten, onder de conditie, dat 
de verwachte pakkans niet grater is dan 5/6. 
Als toe§tandsruimte moeten we nemen: {[0,5/6]} u {O,l} . 
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Uit de tabel voor de pakkansen volgt min max (pakkans)= ½, zodat de 
toestanden {[O,!)} met de 'stoptoestand en niet gepakt' 0 ge1dentifi-
ceerd kunnen worden. 
De gemengde aktieruimte voor de inbrekers in toestand qE[!,S/6] is: 
( 2 • I 4) IT I ( q) = (rr I n= ( 1T (I ) ,rr ( 2) ) , 1T ( I ) = 1 - 1T ( 2) , 1T (1 ) E[ 1 -q, q]} 
Voor beide spelers geldt, dat een gemengde aktie gekarakteriseerd 
wordt door het gewicht, <lat ze op hun eerste aktie leggen. In het ver-
volg duiden we gemengde akties daar dan ook mee aan. Voor de politie 
gebruiken we hiervocr de notatie 1T 2 en voor de inbrekers 1TI. 
Toestandsovergangskansen bij 1T 1 , 1T2 : 
met kans ( l -1T 1 ) 1T 2 +1T I ( l -1T 2) naar toestand 
5/6-n n -(l-1T )(J-1T) I 2 I 2 
optijdstip 2: met kans 1Tl1T2+(l-nl)(l-1T2) 
(I -TI] ) 1T 2 +1T} ( ] -TI 2) 
naar stoptoestand 1 
met kans ( 1 -n I ) TI 2 +Tr I ( 1 -1T 2) naar stoptoestand 0 
In ons model is geen nabetalingsfunctie opgenomen. Eigenlijk ten on-
rechte, daar het voor de inbrekers wel degelijk verschil uitmaakt of 
ze na afloop in de gevangenis zitten (toestand I) of van het geld 
kunnen genieten (toestand 0). 
Aanname: r 1=3r 2 
Laat Vt(q) de waarde van het spel als er t stappen te gaan zijn en 
de toestand q is. 
Dan geldt: 
v1 (q)= max min { (l-n 1)1r 2r 2+n 1 (I-TT 2)r1} , qE[!,S/6) 
TI IE[ 1-q' q J Tr 2 
We kunnen opmerken, <lat dit het zelfde is als het vinden van de waarde 
van het matrix-spel: 
dat ge1nterpreteerd moet warden als een spel, waarbij de twee zuivere 
akties voor de politie (2,0) en (0,2) zijn en de twee zuivere akties 




1 V (q)= qr 2 voor qE[½,¾J , beide eerste akties 
vormen zadelpunt. 
(2. 15) voor qE(2,S/6], voor de politie is (¾,¼) opti-
(p-¾ p-¾ maal en voor de inbrekers ) 2p-1 ' 2p-1 . 
1 
V (q)= 0 voor qE[O, ½). 
(2.13) toepassen geeft: 
(2.16) V2 (S/6)= max min{TTl (1-TT2)r 1+(1-TT 1)TT2r 2+ 
TTIE[l/6,5/6] TT2 
+ (TT1(1-TT2)+TT2(1-TT))).VJ(5/6-TT}TT2-(~-TT))(l-TT2)) 
TT} ( 1 -TT 2) +TT 2 ( } -TT} ) 
We noteren de uitdrukking in (2.16) tussen accoladen als G(TT 1,TT 2). 
Als TT 1E[1/3,2/3], dan 516-TTITT2-(l-TTI)(l-TT2)E [½,¾J, alle TT 2 , 
TT} (J-TT2)+ 2 (J-TT 1) 
zodat voor TTIE[l/3,2/3] m.b.v. (2.15): 
min 
TT2 
= (1-2TT 1)r2+(5/6)r2 
waarbij het minimum aangenomen wordt door TT 2=1. 
Hieruit volgt: 
(2. I 7) max min G(TT 1 ,TT 2) =(l-2.1/3)r2+(5/6)r 2= (7/6)r 2 
TTIE[l/3,2/3] TT2 
voor TT 1=I/3. 
Als TTIE[l/6,5/6] \ [1/3,2/3], dan kan de politie het spel in een stap 
laten stoppen door die zuivere aktie in stap l te kiezen, die dezelfde 
is als de aktie, waarop de inbrekers het meeste gewicht leggen. 
Namelijk als TT 1E[l/6,l/3), dan kiest de politie de 2e aktie en geldt 
voor de volgende toestand 516-(I-TTI)< ½, zodat het spel in een toestand 
TT 
I 
komt, die met de stoptoestand O geidentificeerd is, 
en als TT 1E(2/3,5/6], dan kiest de politie de eerste aktie en geldt voor 
de volgende toestand S/6-TTI < ½, zodat het spel stopt. 
I-TT! 
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Het valt eenvoudig na te gaan, dat de verwachte opbrengst in beide 
gevallen kleiner dan (7/6)r2 is. 
Gevolg: 
(2.18) max min G(,,-1,,,-2) < (7/6)r2 
1TIE[l/6,5/6]\[1/3,2/3] 1T2 
Kombineren van (2.17) en (2.18) geeft: 
(2. 1 9) 
(2. 1 9) 
De unieke optimale strategie voor de inbrekers is: 
(1/3,2/3) in de eerste stap en in de tweede stap (1-p,p) als de 
toestand pE[½,¾J is. 
Als de inbrekers het produkt van de minimale niet-pakkans en de 
minimale opbrengst een belangrijk getal vinden, dan is dat in dit 
geval (l/6).(7/6)r2= (7/36)r2= (28/144)r2 
Spelen de inbrekers zodanig, dat hun maximale verwachte pakkans 
3/4 is, dan moeten ze in de eerste nacht (½,½) spelen (anders is het 
spel na I stap geeindigd) en is hun minimale opbrengst: 
• I I I } ¾-½ }- 3 win {2 ,,-2r 2+2 (1-,,-2)r 1+2V (-r-) - 4r 2 
2 2 
Oak in de tweede stap moeten de inbrekers (½,½) spelen, daar rr1 (½)= (½,½) 
en de toestand na de eerste stap ½ is voor alle ,,-2 in de eerste stap. 
Het produkt van de minimale niet-pakkans en de minimale opbrengst is 
nu ¼.!r2=(3/16)r 2= (27/144)r2 en dus kleiner dan in het voorgaande geval. 
Indien de inbrekers hun opbrengst gaan maximaliseren zonder zich 
om de pakkans te bekommeren, dan volgt de waarde aldus: 
In de laatste stap kunnen de inbrekers zich ¾r 2 garanderen (zie (2.15)). 
Dan verkrijgen we: 
v2= m~~ mff~ 1Tl(l-1T2)rl+(l-1Tl),,-2r2+(1TI (J-,,-2)+TT2(l-1Tl))¾r2 
= (105/88)r2 
De optimale strategie voor de inbrekers is nu (15/22,7/22) in de 
eerste stap en (1/4,3/4) in de tweede stap. 
b. Het medisch probleem. 
Het medisch probleem is een voorbeeld van een probleem, dat met 
a behulp van model I geanalyseerd kan warden. 
De natuur is de verstopper en de onderzoeker is de zoeker. 
Laat Q= {~ \ci"* (q 1, ... ,qN)' qi z O, i~J qi= I} zijn. 
Begintoestand is beginverstopverdeling x= (x 1, ••• ,xN) en budget B. 
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Het bedrag Ben alle bedragen c. (j) achten we natuurlijke getallen te zijn. 
i 




Als toestandsruimte moeten we nemen {q x {0,1, ... ,B}} u {O,J} , 
waarbij O wederom de stoptoestand en niet gevonden is, I de stoptoestand 
en wel gevonden en (q,b) de toestand is waarin de onderzoeker nag een 
budget b heeft en q zijn conditionele verstopkansverdeling is. 
Zuivere aktieruimte in toestand (q,b) is A(q,b)= {c. (j) lc· (j) z b} . 
i i 
Toestanden (q,b) met b>c warden met de stoptoestand O geidentificeerd. 
Als in toestand (q,b) zuivere aktie c.(j) gekozen wordt, dan is er de 
i 
direkte opbrengst q.p. (c. (j)) en zijn de overgangskansen: i i i 
met kans q.p. (c.(j)) naar toestand I springen i i i 
met kans 1-q.p.(c.(j)) naar 
i i i 
toestand (q',b-c. (j)) springen, 
i 
b . . , ( 1 -p . ( c . (j ) ) ) q . 
waar iJ qi= i i i 
1-q.p. (c. (j)) i i i 
qk en q'= 
k 
, k#i . 
I -q . p . ( c . ( i ) ) i i i 
De waarde van het spel en optimale markov-strategieen volgen 
op de manier, zoals in sektie 2.3 onder model la aangegeven. 
We geven nag een voorbeeld van een probleem, dat met behulp van 
zoekmodellen opgelost kan warden. 
Dit voorbeeld ligt in de sfeer van de militaire toepassingen. 
We denken ons de situatie in, dat een torpedoboot jaagt op een 
onderzeeer. Het "spel" begint op het moment, dat ze voor de eerste 
keer contact hebben, d.w.z. de wederzijdse informatie van elkaars 
aanwezigheid. Het gebied waar het gebeuren plaats vindt denken we ons 
opgedeeld in een eindig aantal (N) deelgebieden, waarbinnen we veronder-
stellen, dat de akties constant blijven. De randen van het gebied 
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warden opgedeeld in een stuk waar de onderzeeer veilig is (bijvoorbeeld 
thuishaven) en een deel waar de onderzeeer reddeloos verloren is. 
We nemen als voorbeeld hier het eenvoudigste geval. Verfijningen en 
uitbreidingen in velerlei richtingen zijn denkbaar. 
De toestandsruimte is {l, ... ,N} x {l, ... ,N} u {0,1}. 
0 en 1 hebben weer de bekende betekenis en (k 1,k2) betekent onderzeeer 
bevindt zich in gebied k 1 en torpedoboot in gebied k 2 . 
De zuivere aktieruimte voor de beide spelers veronderstellen we in 
iedere toestand eindig. Dezen kunnen a.a. bestaan uit een gebied, 
waarheen ze de komende periode gaan varen en uit het kiezen van tech-
nische grootheden, zoals snelheid, diepte, aanvalswapen, enz. De tref-
kans (pakkans) is alleen dan positief als beiden zich in het zelfde 
gebied bevinden en hangt af van de keuze van de technische grootheden. 
Een stationaire strategie voor een speler is het aan ieder paar (k 1,k2) 
toevoegen van een gemengde aktie. 
Als we veronderstellen, dat onder ieder paar stationaire strategieen 
het spel met kans I in een van de beide stoptoestanden komt, dan hebben 
we een voorbeeld van een model, waarin de resultaten uit sektie 2.3 
onder model 2b direkt toegepast kunnen warden. 
2.5 LITERATUUROVERZICHT. 
In deze sektie zullen we een beknopt overzicht geven van enkele 
artikelen, die handelen over zoekproblemen. 
a. Neuts (1963) [11]. 
Neuts behandelt twee modellen. Het eerste model is precies het-
zelfde als model 2b, waarbij ieder doosje maar op een manier gein-
specteerd kan warden. De zoeker minimaliseert zijn kosten. 
Toekomstige uitgaven warden verdisconteerd. 
Neuts geeft analytische uitdrukkingen voor de waarde en de optimale 
strategieen van de beide spelers. 
b Het tweede model, dat Neuts behandelt komt overeen met model l • 
Ook hier werkt hij met een verdisconteringsfactor. Bestaan en uniciteit van 
de oplossing warden via de optimaliteitsvergelijking van Bellman aangetoond. 
Ten slotte geeft Neuts nog enkele resultaten voor dit laatste model, 
waarbi] hij de verdisconteringsfactor naar l laat gaan 
b. Charnes en Schroeder (1967) [4] 
Charnes en $chroeder behandelen een toepassing, gelijksoortig 
aan de militaire toepassing uit de vorige sektie. Hun model is gelijk 
aan model 2b. De toestanden in hun model komen overeen met de mogelijke 
informatiestaten van de achtervolger. De aktieruimten zijn de taktische 
plannen. 
Ze eisen, dat het model stoppend is in die zin, dat onder ieder paar 
stationaire strategieen vanuit iedere toestand er een positieve kans 
is, dat het spel stopt in een stap. 
Charnes en Schroeder analyseren dit model voor twee verschillende 
doelstellingen. Ten eerste het minimaliseren door de zoeker (maxima-
liseren door de vluchter) van de verwachte duur van het spel. Ten 
tweede het maximaliseren door de zoeker (minimaliseren van de vluchter) 
van de verwachte kans op pakken. 
Deze tweede doelstelling beschouwen ze tevens onder de conditie, dat 
de zoeker zodanig speelt, dat de maximale verwachte duur van het spel 
kleiner is dan een bepaalde waarde. 
· Daar hun model per stap positieve stopkansen heeft, komt dit neer op 
de lineaire nevenvoorwaarden, die onder model 2b zijn gegeven voor 
het geval T=I (zie (2 .12)). 
Vervolgens beschouwen ze nag het geval van perfecte informatie voor 
de zoeker, waarmee ze bedoelen, dat de vluchter volgens een bepaalde, 
aan de zoeker bekende, strategie wegvlucht. Aldus verkrijgen ze model lb 
en ze komen dan oak tot de conclusie, dat de zoeker nu zuivere 
optimale stationaire strategieen bezit. 
Ten slotte wijden ze nag enkele beschouwingen aan het eindig-staps 
spel (modellen la en 2a). 
c. Klein (1968) [9]. 
Het model, dat Klein beschouwt, is een uitbreiding van model la. 
De verstopper verstopt zich na iedere periode opnieuw met een voor 
de zoeker bekende kansverdeling. Aan de oplosmethode, zoals onder 
model Ia in sektie 2.3 aangegeven, is te zien, dat deze uitbreiding 
neerkomt op het invoeren van niet-stationaire direkte uitbetalingen 




De beperking op het aantal stappen in het model van Klein wordt 
geforceerd door een beperking op het budget. 
Klein analyseert <lit model door het te beschouwen als een spel met 
oneindige horizon, namelijk zo gauw het spel stopt, laat hij het weer 
in de begintoestand starten. Een markov-strategie voor het eindig-
staps spel is clan een stationaire strategie voor het spel met onein-
dige horizon met een bijbehorende Markov-keten met een kernfuik. 
Met behulp van de stationaire kansverdelingen kan Klein alle rele-
vante grootheden, zoals verwachte kosten, verwachte duur van het 
spel, verwachte vindkans, enz. bepalen. 
Voor doelstellingen van het type 1,2 of 3 (zie sektie 2.2) adviseert 
hij een dynamisch programmeringsoplossingstechniek. 
Voor doelstellingen van het type 4, dus met constraints adviseert hij de 
lineaire programmeringsmethode, zoals o.a. uitgewerkt in Derman [SJ. 
d. Sweat (1970) [18] 
b 
Het model van Sweat is analoog aan model 1 Zijn verdisconterings-
factor is afhankelijk van de toestand en met name van de doos, waarin 
in de vorige periode gezocht is. De verdisconteringsfactor wordt aldus 
gezien als een soort overlevingskans van de zoeker. 
De doelstelling is het maximaliseren van de vindkans. 
Bestaan en uniciteit van de oplossing volgen op dezelfde manier als 
onde model lb. 
Vervolgens laat Sweat zien, dater een optimale strategie bestaat van 
een speciaal type, narnelijk in toestand q, zuivere aktie i kiezen, 
waarvoor piqi maximaal is (q is de conditionele verstopkansverdeling, 
~ 
1 
pis de conditionele vindkans en Sis de verdisconteringsfactor). 
Ten slotte leidt Sweat nog enkele resultaten af voor de situatie, 
waarin een aantal (of alle) van de S- 's naar I gaan. 
1 
e. Sakaguchi (!972) [13] 
Sakaguchi behandelt twee modellen, die beiden soortgelijk zijn 
aan model 2b. In beiden is de doelstelling het optimaliseren van de 
kosten en in beiden warden toekomstige kosten verdisconteerd. 
Het eerste model kent maar twee toestanden, gepakt zijn of nog niet 
gepakt zijn. Sakaguchi geeft analytische uitdrukkingen voor de waarde 
van het spel en voor de optimale strategieen (volledig gemengd) voor 
de beide spelers. Deze formules hebben nauwe verwantschap met de 
formules, die Neuts geeft voor zijn model. 
Het merkwaardige feit doet zich voor, dat de optimale strategie voor 
de zoeker onafhankelijk is van de kosten voor het zoeken in de diverse 
doosjes. 
In het tweede model van Sakaguchi ziJn zowel de verstopper als de 
zoeker 'luidruchtig' en 'niet-doof'. De toestandsruimte bestaat <lien-
tengevolge uit de paren (kl ,k2) met k 1 de doos, waarin de verstopper 
zich de vorige periode verstopt heeft en k 2 de doos, waarin de zoeker 
gezocht heeft. Kosten, opbrengsten, vindkansen, 
van de doos. 
b Dit model is volkomen analoog aan model 2 . 
enz. zijn afhankelijk 
Voor een model met twee dozen warden analytische uitdrukkingen 




Toepassing van de theorie der stochastische spelen op duopoly modellen 
3.1. Inleiding 
In dit hoofdstuk zullen we beschrijven hoe stochastische spelmodellen 
behulpzaam kunnen zijn bij het analyseren van een duopoly situatie. We be-
schouwen een situatie waarbij twee producenten hetzelfde produkt op de 
markt brengen. De tijdas denken we ans opgedeeld in een aantal (mogelijk 
oneindig veel) even grate perioden. Laat de toestand van het systeem be-
paald zijn door de huidige voorraden, de huidige prijzen, de huidige vraag, 
het produktieniveau, de reclameuitgaven, de kwaliteit van het produkt, enz. 
Laat s de variabele zijn waarin al deze grootheden voor de beide duopolis-
ten in tot uitdrukking komen. 
Laat S de verzameling van waarden ziJn dies kan aannemen. Laat in toestand 
s A (s) de verzameling van mogelijke akties zijn die duopolist n kan nemen. 
n 
Deze kunnen bestaan uit het aanpassen van de prijs, het veranderen van het 
produktieniveau, enz. 
De beide producenten kiezen aan het einde van een periode gelijktijdig en 
onafhankelijk een aktie. Het gevolg van deze beide akties is een nieuwe si-
tuatie, waaruit een vraag 1, naar produkten van de eerste producent en een 
vraag v 2 naar produkten van de tweede producent voortvloeit. Echter welke 
v 1 en v2 optreden is niet met zekerheid bekend; wel is bij gegeven akties 
aan beide spelers bekend een kansverdeling op de verzameling van alle mo-
gelijke paren (v 1,v2). 
Laat V de verzameling van alle mogelijke paren (v 1,v2 ) ziJn. We veronder-
stellen dat V uit een eindig aantal elementen bestaat. Voor gegeven (v 1,v2 ) 
kan met behulp van de gekozen akties en de huidige toestand, de toestand 
aan het einde van de komende periode berekend warden. De gekozen akties en 
de huidige toestand bepalen dus een kansverdeling op de toestandsverzame-
ling S voor de toestand die aan het einde van de komende periode kan optre-
den. 
Als we zowel S, A1 (s), A2(s) als V eindig veronderstellen, dan hebben we 
niets anders geformuleerd dan een eindig twee-persoons stochastisch spel. 
Dit s]Yel is niet-nulsorn. De gekozen akties geven een direkte opbrengst voor 
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een producent, die gelijk is aan de winst in de komende periode, welke ge-
lijk is aan de inkomsten door de verkoop van zijn produkten verminderd met 
de kosten die hij in de betreffende periode maakt. 
Daar de vraag stochastisch van de akties afhangt, hangen oak de inkomsten 
stochastisch van de akties af, zodat we van een verwachte winst moeten 
spreken. 
We beschouwen het verdisconteerde model; er is een getal S, 0 $ S < I ge-
specificeerd; een bedrag r(t) <lat betrekking heeft op de te periode wordt 
t- I ( ) d . . h b . d . d geacht S rt waar te ziJn aan et egin van e eerste perio e. 
Stelling 1.3.2 uit hoofdstuk laat zien <lat boven beschreven spel minstens 
een evenwichtspunt bezit van stationaire strategieen. In het algemeen zijn 
er meerdere evenwichtspunten; tevens is het moeilijk om dezen te bepalen. 
In de volgende sektie zal aan deze moeilijkheden nadere aandacht warden 
geschonken. 
OPMERKING. We kunnen dit model als volgt uitbreiden tot een model, waarbij 
de duopolisten niet gelijktijdig hun aktie hoeven te kiezen. Beschouw een 
situatie waarbij beide producenten een keer per <lag (bijvoorbeeld 's avonds) 
een aktie mogen maar niet hoeven kiezen. Zadra aan het einde van een <lag 
minstens een van de beide producenten een aktie kiest, verandert de toestand 
van het systeem en vangt een nieuwe periode aan. We nemen in eerste instan-
tie aan dat T het aantal dagen is, waarbinnen de duopolisten mintens een 
keer een aktie moeten kiezen. We kunnen nu dit model zien als een stochas-
tisch spel met niet-constante perioden. De aktieruimte voor speler n in toe-
stand sis nu {1,2, .•. ,T} x A (s), d.w.z. speler n kiest zowel een dag waar-
n 
op hij zal beslissen als een aktie die hij dan zal nemen. Als de dagen waar-
op de producenten hun aktie wensen uit te voeren niet gelijk zijn, wordt 
alleen die aktie uitgevoerd van de producent die het eerst iets wilde on-
dernemen, waardoor op de betreffende dag een toestandsverandering plaats-
vindt. Daarna plannen beiden weer een <lag waarop ze vervolgens iets zouden 
willen ondernemen en een bijbehorende aktie, enz. Door de niet-constante 
periodeduur moet de verdisconteringsfactor steeds aangepast warden. Een 
uitwerking van <lit model is te vinden in VRIEZE [20]. Als er geen periode T 
is waarbinnen de producenten minstens een keer een aktie moeten kiezen, 
dan hebben we te maken met overaftelbare aktieruimten. Ook hiervoor zijn 
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resultaten binnen de theorie der stochastische spelen bekend, zie bijvoor-
beeld FEDERGRUN [6] of VRIEZE [19]. 
3.2. Myopic evenwichtspunten in duopoly modellen 
In deze sektie komen zogenaamde myopic evenwichtspunten aan de orde. 
Hiermee worden evenwichtsstrategieen bedoeld, waarbij de beide spelers 
steeds slechts een periode vooruit hoeven te kijken. De resultaten in deze 
sektie zijn grotendeels gebaseerd op werk van SOBEL [15], [16] en [17]. 
Het model waar we vanuit gaan is gelijk aan het model van sektie 3.1, dus 
met S, A 1(s), A 2 (s) en V allen eindige verzamelingen. De te gebruiken 
variabelen hebben de volgende betekenis: 
Een index n heeft steeds betrekking op speler n, n = 1,2. 
Een index t heeft steeds betrekking op periode t, t = 1,2, •. 
pnt: prijs voor produkten 
vnt: vraag naar produkten 
znt: voorraad aan het begin van de periode 
w : produktiegrootte nt 
Y · y = z + w . dus totale hoeveelheid ter beschikking staande nt· nt nt nt' 
produkten in de periode 
a (s): aktie in toestand s 
n 
g (a (s),s): kosten als in toestand s aktie a (s) genomen wordt 
n n n 
B : verdisconteringsfactor. 
n 
Als speler n in periode t besluit w te produceren, clan veronderstellen nt 
we, dat deze produktie dadelijk aan het begin van de periode plaatsvindt. 
We gaan uit van een model waarbij negatieve voorraden mogen optreden. Een 
vraag waaraan in een bepaalde periode niet voldaan kan warden, wordt in de 
volgende periode verzorgd. 
AANNAME I. De kansverdeling op de vraag in de komende periode bij akties 
a 1(s) en a 2 (s) in toestand sis uitsluitend afhankelijk van de voorraden 
dadelijk na het begin van de periode (ylt en y 2t) en van de prijzen (plt 
en P2t). 
We kunnen de kosten gn(an(s),s) opdelen in drie komponenten: en!' cn2 en 
t, 
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cn3 . Hierbij is cnl het deel dat betrekking heeft op het verschil tussen de 
voorraad dadelijk na het begin van de periode (y ) en de vraag v in de 
nt nt 
periode. 
cnZ zijn de kosten voor het produceren; cn3 zijn de overige kosten. 
AANNAME 2. c = a •wt dus lineair in de produktiegrootte c 3 = b w + n2 n n n n nt 
f (y t'v t), dus uitsluitend afhankelijk van wt' y en vnt en wel lineair n n n n nt 
in wnt; op de functie fn(•,·) liggen geen restricties. 
Laat yt = (y 1t,Yzt) en pt= (plt'Pzt). Laat pn(•jyt,pt) de kansverdeling 
op de vraag zijn voor speler n bij yt en pt. Als in toestand st in periode t 
de spelers respektievelijk a 1(s) en a 2 (s) kiezen dan volgt uit het boven-
staande dat we de verwachte winst in deze periode voor speler n (notatie 






P (v IY- -p ){p ·v -c (y v )-aw -b w -f (y v )} n nt t' t nt nt nl nt' nt n nt n nt n nt' nt 
P (v IY- -p ){p •v -d •w -h (y v )} n nt t' t nt nt n nt n nt' nt ' 
waarbij dn = an+bn en hn(·,•) = cn 1(·,•) + fn(·,·). Daar ynt = znt+wnt 
blijkt dat deze uitdrukking uitsluitend afhankelijk is van yt en pt en van 
de toestand st via ;t. Voor speler n kunnen we in toestand s dus als aktie-
ruimte alle paren (y ,P ), die mogelijk zijn, nemen. De enige relevante 
n n 
grootheden uit de toestandsvariabele s zijn z 1 en z 2 , zodat in het vervolg 
een toestand aangeduid wordt met een paar (z 1,z2 ). Een stationaire strate-
gie voor speler n is dan het aan ieder paar (z 1,z2 ) toevoegen van een paar 
(y ,p) met y E {K(z 1),K(z 1)+1 , ... ,Y }, p E {0,1, ... ,P} waarbij K(z) = n n n n n n n 
max{O,z },Y het maximale niveau waarop de voorraad gebracht kan worden en 
n n 
P. de maximale prijs is. 
l. 
De totale verwachte verdisconteerde opbrengst voor speler n bij een start-













TT] TT 2 t= I 
- dz 0 . n n 
Hier moeten yt, pt en wnt opgevat warden als stochastische variabelen, 
waarvan de kansverdeling bepaald wordt door de stationaire strategieen 
TT! en TT 2 van de beide spelers. 
De term dnznO is constant voor begintoestand (z 10 ,z20 ) en hoeft dus voor 
het optimaliseren van Wn((z 10 ,z20 ),TT 1,TT 2 ) niet in aanmerking genomen 
warden. Wat overblijft is een uitdrukking waarbij de te term uitsluitend 
nog afhankelijk is van de gekozen akties op tijdstip ten niet meer van 
de toestand (wel indirekt daar de toestand de aktieruimte bepaald). 
Aan iedere toestand (z 1,z2 ) voegen we nu een bimatrixspel (A 1 (z 1,z 2),A2(z 1,z2)) 
toe, waarbij de aktieruimte voor speler n gelijk is aan de zuivere aktieruimte 
voor speler n in toestand (z 1,z2 ) en de uitbetaling aan speler n bij zuivere 
akties (y 1 ,p 1 ), (y 2 ,p2 ) gelijk is aan 
I p(v Jy,p){p •v -d (1-S )y -d S v -h (y ,v )}. 
n n n n n n n n n n n n 
V 
n 
Laten ; 1 en z2 de kleinste voorraden ziJn die kunnen optreden (Z 1 en z2 
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kunnen negatief zijn). 
STELLING 3.2.1. Indien het bimatrixspel (A 1(z 1,z2 ),A2(z 1,z2 )) een evenwichts-
punt van zuivere strategieen bezit, zeg (y7,p7),(y;,p;), dan vormen de sta-
* * tionaire strategieen TII en TI 2 een evenwichtspunt voor de begintoestanden 
* * * * * * met z 1 ~ y 1 en z 2 ~ y 2, als geldt: Tin(z 1,z2 ) = (yn,pn) voor zn~yn 
* willekeurig in de toestanden met z > y, n = 1,2. 
n n 
* * * * BEWIJS. In de eerste plaats kunnen we opmerken <lat (y 1,p 1),(y2 ,p 2) ook 
* evenwichtspunt is in de bimatrixspelen (A 1(z 1,z2 ),A2(z 1,z2)) met z 1 ~ y 1 en 
* * Voor een begintoestand (z 10 ,z20 ) met znO ~ yn is de strategie Tin zodanig 
<lat voor iedere t z ~ y*. nt n 
Voor een willekeurige stationaire strategie voor speler geldt dan: 
Noteer een gemengde aktie in het bimatrixspel (A 1(z 1,z2 ),A2 (z 1,z 2)) voor 
speler n als Tin(•,·), dus TTn(yn,pn) ~ 0 en I<Yn,Pn) TTn(yn,pn) = I. Laat 
bij iedere TT (·,·) y (TT ) = min {y 3p met TT (y ,p) > 0}. n n n Yn n n n n n 
STELLING 3.2.2. Indien in het bimatrix spel (A 1 (z 1,z2),A2(z 1,z2)) het paar 
* * * TT!(·,·) en TT 2 (·,·) een evenwichtspunt vormt, dan vormen de strategieen TI! 
en TI; een evenwichtspunt voor alle begintoestanden (z 1,z2 ) met z 1 ~ y 1 (n7) 
* en z 2 ~ y2 (TI 2 ), als geldt: 
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* * a) Voor iedere toestand (z 1,z2 ) met zn ~ yn(Tin) stemt Tin(z 1,z2 ) overeen 
* met TI (· ,· ). 
n 
b) Voor alle paren (y 1,y2 ) en alle paren (p 1,p2 )., zoda.nig da.t TI~(y 1,p 1 )> 0 
* en TI 2 (y2 ,p2 ) > 0 geZdt dat zoweZ 
BEWIJS. Het bewijs is analoog aan het bewijs van Stelling 3.2.1. Voorwaarde 
* b) zorgt ervoor dat voor een starttoestand (z 10 ,z20 ) met znO ~ yn(Tin) het 
systeem onder strategie TI* uitsluitend toestanden doorloopt met 
n 
* Z t ~ y (TI ). 0 n n n 
De evenwichtspunten uit de stellingen 3.2.1 en 3.2.2 warden myopic even-
wichtspunten genoemd, omdat de spelers per stap steeds evenwichtspunten voor 
de komende periode spelen. 
OPMERKING. De stellingen 3.2.1 en 3.2.2 blijven ook gelden als we het 
t-staps spel (al of niet verdisconteerd) beschouwen of het spel, waarbij 
we de gemiddelde opbrengst per periode als criterium nemen. 
In [15] behandelt SOBEL bovenstaand spel voor het geval, waarbij de beide 
spelers zowel het nieuwe voorraadniveau y als de prijs p uit een interval 
mogen kiezen. Onder voldoende voorwaarden op de functies dn(•,•,·,•), 
n = 1,2 formuleert hij stellingen analoog aan de beide bovenstaande stel-
lingen. 
3.3. Unieke evenwichtspunten 
In deze sektie wordt op het model zoals behandeld 1-n de vorige sektie 
meer restrikties aangebracht, zodanig dat we een uniek evenwichtspunt ver-
krij gen. 
De inhoud van deze sektie is gebaseerd op enige resultaten uit VRIEZE [20]. 
We richten onze aandacht eerst op bimatrixspelen. 
DEFINITIE. Een matrix A wordt concaaf in de koZommen (rijen) genoemd, als 
geldt: a .. -a. 1 . > a;+IJ.-a1.J., i = 2, •.. ,m-l, j = l, ..• ,n 
t 1-J ]_- J .L 
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(a .. - a .. 1 > a .. 1 - a .. , 1J 1J- 1J+ 1J 
j = 2, ... ,n-1, 1 = 1, ... ,m). 
DEFINITIE. Een matrix A wordt een-toppig in cle koZorrnnen (rijen) genoemd als 
er bij iedere kolom j (rij i) een rij i 0 (kolom j 0 ) 1s, 
Vi f: i 0 
(a.. > a .. , Vj f: j 0 ). 1J 0 1J 
z.d.d. a .. > a .. , 
10J 1J 
In het vervolg noteren we voor een matrix A die een-toppig in de kolommen 
(rijen) is de rij (kolom) waarvoor voor kolom j (rij i) het maximum aange-
nomen wordt als i. (j.). 
J 1 
DEFINITIE. Een matrix A, die een-toppig in de kolommen (rijen) is, wordt 
langzaam-top-da,Zend (Zangzaam-top-stijgend) genoemd als geldt: 6f ij= ij-l 
6f 1. = i. 1-1, j = 2, ... ,n J J-
(6f j. = J0 
1 i-1 
O~f ' 1 J· = J· 1+' 1 1- 1 = 2, ..• ,m). 
STELLING 3.3. 1. Een bimatrixspeZ (A,B) waarvoor de matrix A concaaf in cle 
. koZorrnnen3 eentoppig ~n de koZorrnnen en Zangzaam-top-daZend is en waarvoor de 
matrix B concaaf in de rijen3 eentoppig in cle rijen en Zangzaam-top-
stijgend is bezit een uniek evenwichtspunt3 waarbij voor beide speZers de 
evenwichtsakties hoogstens gewicht Zeggen op twee zuivere akties. 
BEWIJS. Het bewijs is nogal technisch van aard en is identiek gelijk aan het 
bewijs van stelling 3.1 uit VRIEZE [20] en zal daarom niet gegeven worden. D 
Onderstaande figuren geven inzicht in water aan de hand is bij bimatrix-
spelen die voldoen aan de in de stelling genoemde eisen. 
7 . . . . 
. . 
A B 
In <lit' (4x4)-bimatrix-spel stellen, voor respektievelijk de matrices A en B, 
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de gebroken lijnen de verbindingen voor tussen de toppen van respektieve-
lijk de kolonnnen en de rijen. Met behulp van deze figuren is in te zien dat 
precies een van de volgende twee mogelijkheden optreedt: 
a) Er bestaat een riJ 1 0 en een kolom j 0 , z.d.d. 
Vi # 1 0 en 
b) Er bestaat een rij i 0 en een kolom Jo• z.d.d. 
In de figuur treedt geval b) op. 
In geval a) bestaat het evenwichtspunt bedoeld in de stelling uit de zuivere 
akties i 0 voor speler I en j 0 voor speler 2. In geval b) bestaat het even-
wichtspunt uit gemengde akties, die alleen gewicht leggen op respektieve-
lijk de rijen i 0 en i 0+1 en de kolommen j 0 en j 0+i. De gewichten op deze 
rijen en kolonnnen zijn gelijk aan de gewichten behorende bij het unieke 
gemengde evenwichtspunt van het (2x2)-bimatrixspel: 
We gaan nu terug naar het stochastische spel zoals beschouwd in sektie 
3.2. 
We zeggen dat dit stochastisch spel de geslaagde r>angschikkingseigenschap 
heeft als de zuivere akties (yn,pn) voor speler n bij toestand (Z 1 ,z2 ) zo-
danig te rangschikken zijn, dat de waarde van y niet dalend is en dat het 
n 
bimatrixspel met elementen berekend met behulp van a 1(y 1,p 1,y2 ,p2 ) en 
a 2 (y 1,p 1,y2 ,p 2 ) volgens deze nieuwe rangschikking voldoet aan de eigen-
schappen verrneld in stelling 3.3.1. 
STELLING 3.3.2. Een stochastisch spel zoals geformuleerd in sektie 3.2, 
dat de geslaagde rangschikkingseigenschap heeft~ bezit een uniek even-
wichtspunt voor begintoestanden (z 10 ,z 20 ) waarvoor z 10 en z 20 voldoende 
klein zijn en waarvoor de vraag in iedere periode voor beide producenten 
minstens 1 eenheid produkt is. 
BEWIJS. Het bewijs komt neer op het kombineren van de stellingen 3.2.2 en 
3.3.1. □ 
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De voorwaarde dat beide producenten in iedere periode een vraag van minstens 
I eenheid produkt moeten hebben, is alleen van toepassing als het evenwichts-
punt niet een evenwichtspunt van zuivere strategieen is. 
Dat een dusdanig stochastisch spel heel wel de geslaagde rangschikkings-
eigenschap kan hebben toont het volgende voorbeeld. 
VOORBEELD. Beide producenten kunnen kiezen uit twee produktieniveaus, "laag" 
en "hoog" aangeduid met 1 en h. Beide producenten kunnen kiezen uit drie 
prij zen, "extra laag", "laag" en "hoog" aangeduid met e .1., 1 en h. 





























De kruisjes geven de plaatsen aan, waar voor de matrices A en B respek-
tievelijk de maxima in de kolommen en de maxima in de rijen optreden. 
Een extra lage prijs kan opgevat warden als een stuntprijs, waarbij 
amper nog winst gemaakt wordt. Blijkbaar kan speler 2 zijn stuntaanbie-
dingen beter kwijt dan speler I. 
Gana dat ook het concaaf z13n van de kolommen van A en de rijen van B 
alleszi,cns denkbaar is. 
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het unieke evenwichtspunt in dit bimatrixspel is het paar ((h,l),(h,l)), 
dus beide spelers hebben een hoge produktie en een lage prijs. 
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