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Chapter 1
Introduction
This work summarizes the results found in [1] which are an study of the
concavity/convexity properties of the input-output mutual information for
scalar Gaussian channels with discrete inputs. The input-output mutual in-
formation is one of the most important functions in communications, defined
in 1948 by Claude E. Shannon, it gives a threshold for reliable communica-
tions. We can transmit rates under this threshold with probability of error
as small as desired when using a certain code. The maximum achievable rate
for reliable communications over noisy channels is found by maximizing the
input-output mutual information, this limit is called the Shannon Capacity.
The major interest on study the input-output mutual information func-
tion is to approach as much as possible to the Shannon Capacity. The results
here and in the original work are information-theoretic and then implemen-
tations remains open.
Orthogonal frequency division multiplexing (OFDM) systems are broadly
extended on communications systems as digital subscriber line (DSL), wire-
less local area network (WLAN) and long term evolution (LTE). An easy
implementation through IFFT/FFT algorithms leads us to have a robust
system against finite length duration channels (channels with finite memory
or ISI channels), however the common extended implementations appends a
cyclic prefix which reduces the transmission rate.
On the other hand, the classical single carrier (SC) modulations are
considered, with an unbiased MMSE decision feedback equalizer to avoid
inter-symbol interference (ISI). The remaining ISI is considered Gaussian
distributed a worse case-scenario in order to obtain a performance lower-
bound. The MMSE equalizer minimizes the noise and then is optimum in
5
6the sense of maximizing the signal-to-noise ratio (SNR).
The authors of the original work compare this two modulations tech-
niques, assuming discrete i.i.d inputs and, under some considerations, prove
that achievable rates using SC larger than achievable rates of OFDM. This
leads us to conclude that sometimes, it could be better an use SC instead of
OFDM.
Chapter 2
Preliminaries
2.1 Channel models
A communication channel can be characterized in terms of the set of possible
inputs, denoted by X called the input alphabet, the set of possible outputs,
denoted by Y and called the output alphabet, and the conditional probability
that relates the input and output sequences, which is denoted by fy|x(y|x),
where x = (x1, . . . , xn) and y = (y1, . . . , yn) represents input and output
sequences of length n, respectively. A channel is called memoryless if,
fy|x(y|x) =
n∏
i=1
fyi|xi(yi|xi) (2.1)
for all n. In other words, a channel is memoryless if the output at time i
depends (probabilistically) only on the input at time i. On the other hand,
a channel is called with memory if the output at time i depends (probabilis-
tically) both on the input at time i and the past inputs. In general, channels
with memory have finite memory, then the probabilistically dependence on
the past input is finite.
Only as an example, the first kind of channel to be considered is the
discrete memoryless channel. Then, let us consider that X is finite. Let the
modulator, the demodulator and the detector be included as a part of the
channel. The demodulator processes the channel-corrupted waveform and
reduces each waveform to a scalar or a vector that represents an estimate
of the transmitted data symbol. If the detector makes hard-decision, i.e.,
decides which symbol was transmitted, then the composite of the channel, has
7
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a discrete-time input sequence and a discrete-time output sequence. Thus,
we have reduced the modulator, the waveform channel, the demodulator and
the detector to an equivalent discrete-time channel. Considering an additive
noise channel and a channel noise that causes statistically independent errors,
then conditional probability of the output at time i given the input, depends
statistically only on the input at time i and therefore, the composite of the
channel is memoryless.
Another kind of channel to be considered is the discrete-input continuous-
output memoryless channel. Let us consider that X is finite and let us con-
sider that the detector makes soft-decision, i.e., the detector makes a quan-
tification of the output of the demodulator. However, let us consider, the
extreme case, when the quantization error goes to 0. Then, the composite of
the channel is characterized by discrete input x, continuous output y and the
conditional probability density function fy|x(y|x). As the channel is memo-
ryless we can express the conditional density function of the output sequence
y given the input sequence x as (2.1).
Throughout the document are considered different types of channel mod-
els. All of them are additive noise channels with standard complex Additive
White Gaussian Noise1. They are mathematically presented and summarized
up to the end of this subsection.
The first kind of channel model is a scalar complex-valued Gaussian chan-
nel model, whose sole effect is to scale the transmitted signal and add stan-
dard complex additive white Gaussian noise. This channel model is mathe-
matically represented as,
y =
√
γx+ n (2.2)
where x denotes the information-bearing signal and for convenience normal-
ized to unit power, E[|x|2] = 1. The noise denoted by n is standard unit
power complex Gaussian noise independent of x. Here, γ denotes the signal-
to-noise ratio (SNR). Depending on the input alphabet X and the output
alphabet Y , we have different types of channels, for instance, a discrete-input
continuous-output memoryless channel, with finite X and infinite Y and a
conditional probability density function given by
fy|x(y|x) = 1
pi
e|y−
√
γx|2 (2.3)
1 A standard complex Gaussian random variable n ∼ CN(0, 1) is of the form n =
nI + jnQ where nI , nQ ∼ N(0, 1/2) and nI ⊥ nQ.
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The above equation can be interpreted as, for a given input x, the output
y occurs if n = y − x and thus yielding fy|x(y|x) = fn(y − x). Then, given
an input sequence x = (x1, . . . , xn) and an output sequence y = (y1, . . . , yn),
the conditional probability density function is given by
fy1,...,yn|x1,...,xn(y1, . . . , yn|x1, . . . , xn) =
1
pin
e‖yi−√γxi‖
2
(2.4)
Another kind of channel model is the non-ideal linear filter channel. This
band-limited channel has a non-flat frequency response and therefore, if we
transmit at a symbol rate comparable to the channel bandwidth, the channel
will distort the transmitted signal. The distortions of the transmitted signal
produce intersymbol interference (ISI). In general, a method to compensate
the ISI is the use of an equalizer. Considering that the composite of the
channel is formed by the modulator, the waveform channel, the demodulator
and the detector then, we obtain a complex-valued, discrete-time ISI channel
model, mathematically represented as follows
yk =
L−1∑
i=0
hixk−i + nk (2.5)
where x+∞−∞ is the complex-valued input sequence
2, hL−10 are arbitrary complex-
valued ISI taps and L denotes the length of the channel impulse response.
The additive term n∞−∞ is i.i.d standard complex Gaussian noise, independent
of x and normalized to unit power. This channel model has memory, since
the output at time k depends on the input at time k and the past inputs.
The channel model can also be represented as,
yk = h0x0 +
ISI︷ ︸︸ ︷
L−1∑
i=1
hixk−i +nk (2.6)
Let H(θ) =
∑L−1
k=0 hke
−jkθ be the ISI channel transfer function and |H(θ)|2 is
the ISI channel frequency response. It is assumed throughout the document
that the input sequences have zero mean and unit average power. With
the noise and the input both normalized to unit power the input SNR is
expressed as
∑L−1
k=0 |hk|2 = 12pi
+pi∫
−pi
|H(θ)|2dθ.
2It is used the standard notation aN2N1 = [aN1 , aN1+1, . . . , aN2 ].
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We can also represent the ISI channel in a vector form as
y = HTx + n (2.7)
where the channel has the form of a n× n Toeplitz matrix
HT =

h0 0 0 . . . 0
h1 h0 0 0 . . . 0
...
hL−1
. . .
. . .
hL−1 . . . h1 h0 0 0 . . . 0
. . .
. . .
. . .
0 . . . 0 0 hL−1 . . . h1 h0

(2.8)
The structure can also be characterized by noting sequences {hk} of HT as
hk = [hl−j; l, j = 0, 1, . . . , n − 1], where hk = 0 if k < 0 and if k > L − 1.
Then, HT is an n×n banded Toeplitz matrix because, possess a finite number
of diagonals, including the main diagonal, with non-zero entries and zeros
everywhere else, so that the non-zero entries lie within a band.
Similarly, we define the n-circular Gaussian channel. The output of the
channel is mathematically defined as follows,
y˜k =
n−1∑
i=0
h˜ix((k−i)) + nk (2.9)
where ((·)) denotes the modulo n addition and where h˜n−10 = (h0, . . . , hL−1, 0, . . . , 0).
Then, the output at time k = 0 is expressed as
y0 = h0x0 +
ISI︷ ︸︸ ︷
h1xn−1 + h2xn−2 + · · ·+ hL−1xn−L+1 +n0 (2.10)
At time k = 1 is expressed as,
y1 = h0x1 +
ISI︷ ︸︸ ︷
h1x0 + h2xn−1 + · · ·+ hL−1xn−L+2 +n1 (2.11)
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Since each output is the previous output with the channel taps hi shifted one
term to the right (it would be expressed as (2.14) in a vectorial form), we
can write symbolically as
y˜n−10 = x
n−1
0 ~ h˜n−10 + nn−10 (2.12)
where ~ denotes the circular convolution operator.
Finally, the last kind of channel model considered is the vector channel
model. The mathematical model for the AWGN vector channel model is
given by
y = Hx + n (2.13)
where x represents the transmitted signal, H represents the channel and n
represents the noise vector whose entries are i.i.d. standard complex Gaus-
sian. We can consider different types of channel matrices. Let us consider a
channel matrix whose rows are shifted to the right one place, relative to the
row above. Then, we are considering a circulant matrix and we denote it as
HC. We can represent mathematically the channel matrix, HC, as
HC =

h0 0 0 . . . 0 0 hL−1 . . . h2 h1
h1 h0 0 0 . . . 0 0 hL−1 . . . h2
...
. . .
...
hL−1
. . . 0
. . .
hL−1 . . . h1 h0 0 0 . . . 0
. . .
. . .
. . .
0 . . . 0 0 hL−1 . . . h1 h0

(2.14)
where each row is the row above shifted to the right one place. Matrix HC
can be written as HC = WΨW
∗, where the asterisk ∗ denotes conjugate
transpose. The matrix W is a square matrix composed of eigenvectors as
columns and similarly, Ψ is a squared matrix, which its main diagonal are
the eigenvalues of HC. If HC is normal, i.e., if HC
∗HC = (HC∗HC)
∗, then
Ψ is a diagonal matrix.
Every circulant matrix has eigenvectors
w(m) =
1√
n
(
1, e−j
2pi
n
m, . . . , e−j
2pi
n
m(n−1)
)
(2.15)
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where m = 0, 1, . . . , n− 1 and corresponding eigenvalues
ψm =
n−1∑
k=0
hke
−j 2pi
n
mk (2.16)
Thus, the eigenvalues of a circulant matrix comprise the DFT of sequences
{hk} of the circulant matrix. The matrix W composed of eigenvectors can
be written as,
W = [w(0)|w(1)| . . . |w(n−1)]
=
1√
n
[
e−j
2pi
n
mk; m, k = 0, 1, . . . , n− 1
]
(2.17)
Due to the orthogonality of the complex exponentials, the product of the
kth row of W, which is
{
1√
n
e−j
2pi
n
mk; m = 0, 1, . . . , n− 1
}
, times the lth
column of W∗, which is
{
1√
n
e−j
2pi
n
ml; m = 0, 1, . . . , n− 1
}
, is equal to
1
n
n−1∑
m=0
ej
2pi
n
(l−k)m =
1
n
n−1∑
m=0
δkl = 1 (2.18)
where δkl is the Kronecker delta,
δkl =
{
1 k = l
0 k 6= l
Then, the matrix W is unitary, i.e., W∗W = WW∗ = I, where I is the
identity matrix. Since, Ψ = W∗HCW then the matrix Ψ is a diagonal
matrix, denoted as Ψ = diag(ψm) , with diagonal elements ψ0, ψ1, . . . , ψN−1
eigenvalues of the matrix HC.
2.2 Asymptotically equivalent matrices
In this subsection we state two lemmas to give an approach of how circulant
and Toeplitz matrices are related, the proofs of the two lemmas as well as a
detailed explanation about asymptotically properties of sequences of Toeplitz
and circulant matrices can be found in [2].
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Given the simplicity of the sums, products, eigenvalues, inverses and
determinants of circulant matrices, an approach to Toeplitz matrices is to
approximate them by circulant matrices and then applying the properties
developed for circulant matrices. Distance between Toeplitz and circulant
matrices is measured with a norm, the idea is to take the limit as the size
of matrices grows to infinity and then, measure the distance. If the norm
converges to 0 then, matrices are termed to be asymptotically equivalent.
To start with, we will be considering sequences of n × n matrices that
approximate each other as n becomes large. Let us define two sequences
of n × n matrices {An} and {Bn}. Then, are said to be asymptotically
equivalent if
1. An and Bn are bounded in the strong norm:
‖An‖ , ‖Bn‖ ≤M <∞, n = 1, 2, . . . (2.19)
where the strong norm is defined by
‖A‖2 = max
z:z∗z=1
(z∗A∗Az) (2.20)
Then, ‖A‖2 = λM where λM denotes the maximum eigenvalue of the
matrix A∗A.
2. An −Bn goes to zero in weak norm as n→∞:
lim
n→∞
|An −Bn| = 0 (2.21)
where the weak norm is defined by
|A|2 =
(
1
n
n−1∑
k=0
n−1∑
j=0
|ak,j|2
)
(2.22)
where ak,j represents (k, j)
th entry of A.
Consider the matrices HT and HC defined in (2.8) and (2.14), HT looks
like HC except for the upper right-hand corner. We can make HT exactly
into HC if we fill it in with the appropriate entries. Then, the matrix HC is
intuitively a candidate for a matrix asymptotically equivalent to HT.
14
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Lemma 1. The matrices HT and HC are asymptotically equivalent, i.e.,
both are bounded in the strong norm and
lim
n→∞
|HT −HC| = 0 (2.23)
Since the number of non-zero entries is finite, the term 1/n in the weak
norm drives |HT −HC| to zero.
Lemma 2. Let τn,k and ψn,k be the eigenvalues of HT and HC, respectively,
then for any positive integer s
lim
n→∞
1
n
n−1∑
k=0
(τ sn,k − ψsn,k) = 0 (2.24)
The lemma implies that if either of the separates limits converges, then
both will and,
lim
n→∞
1
n
n−1∑
k=0
τ sn,k = lim
n→∞
1
n
n−1∑
k=0
ψsn,k (2.25)
2.3 Unbiased minimum mean squared error
decision-feedback equalizer
In this subsection we summarize the unbiased minimum mean squared error
decision-feedback equalizer (MMSE-DFE-U) described in [3]. We shall use
the MMSE-DFE-U as an equalizer of a channel with finite-length memory,
in order to avoid the ISI of the channel. In order to simplify calculations the
authors use the D-transform. The D-transform of the complex sequence {sk}
is given by s(D) =
∑
k skD
k, then the D-transform of the complex sequence{
s∗−k
}
is given by s∗(D−∗) =
∑
k s
∗
kD
−k where −∗ denotes inverse conjugate.
Note that if D is a complex variable then D = |D|e−iθ, and if |D| = 1 and
the sum converges we obtain the discrete Fourier transform of the sequence,
denoted as s(e−iθ).
Consider the system model as depicted in Figure 2.4, the input sequence
{xk} is filtered by a transmitter filter p(t) with Fourier transform P (f). The
channel is characterized by the channel response c(t) with Fourier trans-
form C(f) and by additive complex white Gaussian noise n(t) with power
spectral density Sn(f). Without loss of optimality, the receiver may al-
ways consist of, the matched filter (MF) with complex frequency response
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{xk}
p(t) c(t) +
n(t)
MF
f ∗(−t) {yk} DFE
{xˆk}
channel
Figure 2.1: System model.
F ∗(f) = P ∗(f)C∗(f), a symbol-rate sampler whose output sequences is de-
noted by {yk}, and further signal processing, in our case, involving DFE.
The sampled matched output filter sequence is given by
y(D) = x(D)Rhh(D) + n
′(D) (2.26)
where n′(D) is complex Gaussian sequence with autocorrelation Rn′n′(D) =
E[n′(D)n′∗(D−∗)] = N0Rhh(D), where the noise power equals N0. The ex-
pression Rss , SxRhh(D) + N0 can be seen as the autocorrelation function
of the system. Note that the autocorrelation function of the output of the
matched filter. After sampling, can be expressed asRyy(D) = Rss(D)Rhh(D).
In the original work the authors shown that Rss(D) is factorizable, and then
can be expressed as
S0gλ(D)g
∗
λ(D
−∗) = SxRhh(D) +N0 (2.27)
where gλ(D) is the system canonical response, i.e., causal, monic and minimum-
phase (all of its poles are outside of the unit circle, and all of its zeroes are
on or outside of the unit circle) and S0 is the system average energy. Here, λ
stands for the system signal-to-noise ratio, λ , Sx/N0. If gλ(D) is canonical,
then g∗λ(D
−∗) is anticanonical, i.e., anticausal, monic and maximum-phase.
The system average energy, S0, is given by,
log
(
S0
N0
)
=
1
2pi
∫ pi
−pi
log
[
Sx
N0
|Shh(θ)|2 + 1
]
dθ (2.28)
where Shh(θ) is the Fourier transform of the autocorrelation function Rhh(D).
The general form of a decision-feedback equalizer (DFE) is shown in Fig-
ure 2.2. The sampled matched filter output sequence y(D) is filtered by a
feedforward filter with response a(D) and the estimated sequence xˆ(D) is
filtered by a feedback filter with response b(D) − 1. The feedforward filter
is not assumed to be causal, but the feedback filter must be strictly causal,
16
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MF
f ∗(−t) {yk}
FFF
a(D)
r(D)
+
+
z(D)
Decision
{xˆk}
FBF
b(D)− 1
-
Figure 2.2: Decision feedback equalizer receiver.
since b(D) must be causal and monic. The received sequence is given by
z(D) = a(D)y(D) − [b(D) − 1]xˆ(D). A sequence of decisions is made on
z(D) to produce an estimated sequence xˆ(D).
The minimum-MSE receiver is the one that minimizes the average energy
of the error sequence e(D) = z(D) − x(D), under the assumptions that
(previous) decisions are correct, xˆ(D) = x(D). The MMSE-DFE receiver is
also the one that maximizes the signal-to-noise ratio at the decision point,
which is defined as follows,
SNR =
E[x2k]
E[|zk − xk|2] (2.29)
The quantity zk − xk is called the error (noise, distortion), and E[|zk − xk|2]
is the mean-squared error (MSE), thus SNR = Sx/MSE. If xˆ(D) = x(D)
then, the error sequence e(D) is given by
e(D) = a(D)y(D)− [b(D)− 1]x(D)− x(D) (2.30)
= a(D)y(D)− b(D)x(D) (2.31)
For a given b(D), the problem of choosing a(D) to minimize the MSE is
therefore the same as that of finding the optimum linear estimator for the
sequence x′(D) = b(D)x(D). Using the orthogonality principle,
Rey(D) = E[e(D)y
∗(D−∗)] = a(D)Ryy − b(D)Rxy = 0 (2.32)
with Rxy = SxRhh(D) and Ryy = S0Rgg(D)Rhh(D). Then, the optimum
feedforward filter is given by the Wiener filter
a(D) = b(D)
Sx
S0
1
Rgg(D)
(2.33)
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Now the error sequence may be expressed as
e(D) = b(D)
[
Sx
S0
y(D)
Rgg(D)
− x(D)
]
= b(D)e′(D) (2.34)
where the autocorrelation function of the sequence e′(D) is given byRe′e′(D) =
(Sx/S0)N0/Rgg(D) with Rgg(D) = gλ(D)g
∗
λ(D
−∗). Since the equation of
Re′e′(D) must be unique, and since b(D) must be causal and monic, the op-
timum b(D) must be the whitening filter gλ(D) for e
′(D). With this b(D)
the error sequence e(D) is white and has average energy (Sx/S0)N0. Thus,
the MMSE-DFE has a feedback filter defined by b(D) = gλ(D), and a feed-
forward filter with response a(D) = (Sx/S0)/g
∗
λ(D). Its MSE and SNR are
given by,
MSEMMSE-DFE =
(
Sx
S0
N0
)
(2.35)
SNRMMSE-DFE =
S0
N0
(2.36)
with
log
(
S0
N0
)
=
1
2pi
∫ pi
−pi
log
[
Sx
N0
|Shh(θ)|2 + 1
]
dθ (2.37)
The front end of the MMSE-DFE receiver is given by the cascade of a sam-
pled matched filter followed by a filter with response a(D) = (Sx/S0)/g
∗
λ(D
−∗)
is called the mean-square whitened matched filter (MS-WMF). The output
sequence of the MS-WMF is given by
r(D) =
Sx
S0
y(D)
g∗λ(D−∗)
=
Sx
S0
x(D)Rhh(D)
g∗λ(D−∗)
+
Sx
S0
n′(D)
g∗λ(D−∗)
(2.38)
However r(D) can also be written as r(D) = x(D)gλ(D)+e(D), where e(D) is
a white sequence with autocorrelation function Ree(D) = SxN0/S0. Solving
for e(D)
e(D) =
Sx
S0
n′(D)
g∗λ(D−∗)
− N0
S0
x(D)
g∗λ(D−∗)
(2.39)
The MS-WMF output sequence may therefore be regarded as the sum of
a minimum-phase-filtered signal sequence x(D)gλ(D), a noise sequence rep-
resented by (Sx/S0)n
′(D)/g∗λ(D
−∗), and an intersymbol interference (ISI)
18
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sequence −(N0/S0)x(D)/g∗λ(D−∗). The sum of the noise and ISI sequences
is the white distortion sequence e(D).
The MMSE-DFE is the optimum DFE from an SNR point of view. How-
ever the decision rule for the uniformly distributed input in the MMSE-DFE
is biased, E[ek|xk] 6= 0, and therefore suboptimum with respect to the error
probability. Removing the bias leads to an improved receiver, which is in
fact the maximum-SNR unbiased receiver for symbol-by-symbol detection.
Removing the bias increases the MSE and reduces the SNR, but improves
the error probability.
The receiver can be improved by regarding −(N0/S0)xk as signal, rather
than as intersymbol interference. The output sequence r(D) of the MS-WMF
may preferably be decomposed as follows,
r(D) =
[
S0 −N0
S0
]
x(D)g′λ(D) +
(
N0
S0
)
xD[1− 1/g∗λ(D−∗)] (2.40)
+
(
Sx
S0
)
n′(D)
g∗λ(D−∗)
(2.41)
where g′λ(D) is the response defined by
g′λ(D) =
S0gλ(D)−N0
S0 −N0 (2.42)
The distortion sequence e′′(D) in this model is no longer white. However,
since e′′k = ek + (N0/S0)xk, and xk is independent of all terms in e
′′
k. Then,
Se′′ = Se −
(
N0
S0
)2
Sx = Sx
N0
S0
(
S0 −N0
S0
)
(2.43)
r(D) +
z(D) ×
S0
S0−N0
Decision
xˆ(D)
gλ(D)− 1
-
Figure 2.3: Unbiased minimum-MSE decision feedback equalizer.
To obtain an unbiased receiver, the output sequence r(D) should be scaled
by S0/(S0 − N0). The feedback filter can still be gλ(D) − 1. The unbiased
CHAPTER 2. PRELIMINARIES 19
MMSE-DFE is depicted in Figure 2.3. The MSE and SNR of the unbiased
MMSE-DFE receiver are
MSEMMSE-DFE-U = Se′′
[
S0
S0 −N0
]2
= Sx
N0
S0 −N0 (2.44)
SNRMMSE-DFE-U =
S0 −N0
N0
= SNRMMSE-DFE − 1 (2.45)
2.4 Single carrier modulations
The assumptions when considering Single-Carrier modulations are i.i.d. chan-
nel input sequence, zero mean and unit average power, with input symbols
drawn from a finite complex-valued alphabet also known as a signal con-
stellation (Examples of signal constellations are found in chapter 9). Unless
specifically mentioned otherwise results apply for any finite alphabet input
distribution X . When we refer to a certain input distribution by its constel-
lation name (e.g. ”BPSK” input or ”16-QAM” input), a uniform distribution
over the constellation points will be assumed.
For convenience in this subsection let X denote the input process xK−K ,
i.e., the entire input sequence and similarly, let Y denote the output process
yK−K , the entire output sequence.
The channel coding theorem claims that there exist a limit for reliable
communication over noisy channels, this limit is termed the capacity of the
channel. For all of rates R smaller than capacity there exist at least one
good code such that the probability of error can be made non-zero (Fano-
Elias inequality for discrete-input discrete-output memoryless channels [4])
but arbitrarily small. For a given input distribution we can substitute the
capacity by the input-output mutual information so that R ≤ I(X;Y ) for
reliable communications with R = I(X;Y ) the maximum achievable rate.
Since X and Y are stationary processes, the input-output Average Mutual
Information or information rate is given by [5]
I¯(X;Y ) = lim
K→∞
1
2K + 1
I(xK−K ; y
K
−K) (2.46)
where I(X;Y ) denotes the input-output mutual information between the
channel input sequence X and the channel output sequence Y [4]. The infor-
mation rate stands for the rate of growth of input-output mutual information
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given two processes as the size of the two processes grows to infinity. Apply-
ing the chain rule on (2.46) we express
I¯(X;Y ) = lim
K→∞
1
2K + 1
K∑
i=−K
I(xi; y
K
−K |xi−1−K) (2.47)
where I(X;Y |Z) denotes the conditional mutual information between X and
Y given Z. Applying stationarity on I(xi; y
K
−K |xi−1−K) and taking the limit as
K goes to infinity we obtain
lim
K→∞
I(xi; y
K
−K |xi−1−K) = lim
K→∞
I(x0; y
K−i
−K−i|x−1−K−i) (2.48)
= I(x0; y
∞
−∞|x−1−∞) (2.49)
where I(x0; y
∞
−∞|x−1∞ ) denoted I−(X;Y ) is the average conditional mutual
information between one input form X and the entire sequence Y given the
infinite past of the X process. This fact implies that the Cesa`ro average
converges to the same limit and hence I¯(X;Y ) = I−(X;Y ).Then, the input-
output Average Mutual information can be defined by
ISC , lim
K→∞
1
2k + 1
I(x+K−K ; y
+K
−K ) = I(x0; y
+∞
−∞|x−1−∞) (2.50)
Let
Ix(γ) , I(x;
√
γx+ n) (2.51)
stand for the input-output mutual information in a scalar complex-valued
Gaussian channel with unit-power x, SNR γ and standard complex noise n,
independent of x. When the input distribution is a Gaussian variable then,
IGaussian(γ) = log (1 + γ) (2.52)
When considering Gaussian input, Information rates of ISI channels and
circular channels are equal [6]. Using a particular case of Fourier trans-
form, circular channels can be decomposed into a set of, in our case, 2K + 1
scalar Gaussian parallel channels (2.2). The input-output Average Mutual
Information of a set of 2K+1 scalar Gaussian channels is the sum of the cor-
responding 2K + 1 input output mutual information of each scalar Gaussian
channel. Thus, as information rates of ISI channels and circular channels are
equal, we have
ISC,Gaussian = lim
K→∞
1
2K + 1
2K+1∑
i=0
IGaussian(γi) (2.53)
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Input-output mutual information when considering continuous inputs distri-
bution is given by,
I(x; y) = h(x)− h(x|y) (2.54)
= h(y)− h(y|x) (2.55)
where h(·) is the differential entropy and h(·|·) the conditional differential
entropy [4]. When considering Gaussian input, we know that the sum of two
Gaussian random variables yields another Gaussian random variable and
then, y ∼ CN(0, 1 + γ). Moreover, fx|y(x|y) is the shifted distribution of the
noise so that fy|x(y|x) = fn(y −√γx). Then, computing we have
h(y) = log(pie(1 + γ)) (2.56)
h(y|x) = h(n) = log(pie) (2.57)
and therefore the input-output mutual information equals IGaussian(x; y) =
log(1 + γ). Substituting on (2.53) yields
ISC,Gaussian = lim
K→∞
1
2K + 1
2K+1∑
i=0
log(1 + |H(θ = 2pi
2K + 1
i)|2) (2.58)
Defining θi = θ =
2pi
2K+1
i and ∆θ = 2pi
2K+1
then,
ISC,Gaussian = lim
K→∞
1
2pi
2K+1∑
i=0
log(1 + |H(θi)|2)∆θ (2.59)
as log(·) is a continuous function we can express ISC,Gaussian as,
ISC,Gaussian = 1
2pi
∫ pi
−pi
log(1 + |H(θ)|2)dθ (2.60)
To transform the ISI channel into an approximated complex-valued Gaus-
sian channel one can use the unbiased MMSE linear estimator decision feed-
back equalizer(DFE). The approximation consist on applying the MMSE
DFE on the channel output sequence and approximating the residual ISI by
independent Gaussian variables with equal power. Although this estimation
technique is optimum, in the sense of achievable rate, when the channel input
sequence is Gaussian, no optimality claims can be made otherwise. When
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the channel input sequence is Gaussian the achievable rate in an ISI channel,
is expressed as,
ISC,Gaussian = 1
2pi
∫ pi
−pi
log
(
1 + |H(θ)|2)) dθ (2.61)
Applying the MMSE DFE on the channel output sequence, the achievable
rate can also be expressed as
ISC,Gaussian = IGaussian(SNRMMSE-DFE-U) (2.62)
Therefore the ISI channel becomes a complex-valued Gaussian channel, with
a noise composed by standard complex Gaussian noise and the residual ISI.
Here, SNRMMSE-DFE-U is the output SNR of MMSE DFE U of x0 given x
−1
−∞
and y∞−∞. And its expression is denoted by,
SNRMMSE-DFE-U = e
1
2pi
∫ pi
−pi log(1+|H(θ)|2)dθ − 1 (2.63)
If the channel input sequence is distributed differently, the equality (2.62)
does not hold. In this case a closed-form expression for ISC is not known.
However, ISL = Ix(SNRMMSE-DFE-U) expression proposed by Shamai and Lao-
ria, is often used as an approximation3. Therefore,
ISC,x ≈ ISL = Ix(SNRMMSE-DFE-U) (2.64)
This approximation was conjectured to be a lower bound on ISC, and there is
no known counterexample to ISC ≥ ISL for symmetrically distributed inputs.
2.5 OFDM modulation model
Orthogonal frequency-division multiplexing (OFDM) is a frequency-division
multiplexing (FDM) scheme used as a digital multi-carrier modulation method.
In FDM schemes the total available channel bandwidth is divided into a se-
ries of narrower sub-bands. Each sub-band have a relatively narrow width
∆f = W/N where N denotes the number of sub-bands. With each sub-
band, we associate a sinusoidal carrier signal with the mid frequency of the
corresponding sub-channel. By selecting the symbol rate the sub-channel
3Where the residual ISI is also considered as independent Gaussian random variables
with equal power.
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frequency separation, ∆f , i.e., by modulating a sub-channel with a con-
ventional digital modulation scheme, such as, M-QAM or M-PSK, at symbol
rate ∆f , sub-carriers are orthogonal, regardless of the relative phase between
them. Then, OFDM is a multi-carrier modulation, where the sub-carrier of
the corresponding sub-channels, modulated with digital data at rate ∆f , are
mutually orthogonal.
In OFDM, information is transmitted in blocks of N + NCP channel in-
puts. A method that avoids ISI is to append a cyclic prefix to each block of N
channel inputs. The cyclic prefix consist in appending the last NCP channel
inputs at the beginning of each block. The NCP channel inputs represents
the length of the cyclic prefix. Thus, representing N +NCP channel outputs
in their matrix form
y−l
...
y−k−1
y−k
...
y0
...
yk−1

=

h0 0 0 . . . 0
h1 h0 0 0 . . . 0
...
hL−1 hL−2 . . . h0 0 0 . . . 0
. . .
hL−1 . . . h1 h0
0 . . . 0 hL−1 . . . h1 h0


xk−NCP
...
xk−1
x−k
...
x0
...
xk−1

+

n−l
...
n−k−1
n−k
...
n0
...
nk−1

where k = N/2 and l = k + NCP . We assume that NCP is longer than the
channel memory, i.e., NCP > L. Then, discarding the cyclic prefix at the
receiver the matrix representing the channel becomes a circulant matrix,
y−k
...
...
y−1
y0
...
...
yk

=

h0 0 . . . 0 hL−1 . . . h2 h1
h1 h0 0 . . . 0 hL−1 . . . h2
...
. . .
...
hL−2 . . . h0 0 . . . 0 hL−1
hL−1 hL−2 . . . h0 0 0 . . . 0
. . .
hL−1 . . . h1 h0
0 . . . 0 hL−1 . . . h1 h0


x−k
...
...
x−1
x0
...
...
xk

+

n−k
...
...
n−1
n0
...
...
nk

Then, the ISI channel is transformed into a vector channel (2.14). The input-
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output Average Mutual Information for this channel model is given by,
IOFDM = lim
N→∞
1
N +NCP
I(x; y) (2.65)
As mentioned in 2.1, circulant matrices can be diagonalized by the DFT
matrix of order N
Hd = WHW−1 (2.66)
where Hd is a diagonal matrix with non-entries Hd0,0, H
d
1,1, . . . , H
d
N−1,N−1 and
wm,k =
1√
N
e−j
2pi
N
mk that represents the (m, k)th entry where m index rows
and k columns. Applying the input pre-coding4 x = W∗x˜ and output trans-
formation y = Wy˜ into a vector channel yields an equivalent diagonal vector
channel,
y˜ = Hdx˜ + n (2.67)
This channel model represents a set of N parallel scalar Gaussian channel and
therefore the input-output Average Mutual Information is given by the sum
of each input-output mutual information of each scalar Gaussian channel.
The input-output mutual information between two sequences is invariant to
any succession of reversible transformations of one or both of the sequences
[7]. Then, we can express the input-output Average mutual information for
vector channel as,
IOFDM , lim
N→∞
1
N +NCP
I(x˜; y˜) = lim
N→∞
1
N +NCP
N−1∑
i=0
Ix(|Hdi,i|2) (2.68)
Note that each entry of the diagonal matrix Hd is represented by Hdi,m =∑N−1
i=0 hie
−j 2pi
N
im therefore, Hdi,m = H(θ =
2pi
N
i), i.e., the DFT uniformly
spaced between 0 and 2pi. Then,
IOFDM = lim
N→∞
1
N +NCP
N∑
i=0
Ix(|H(θ = 2pi
N
i)|2) (2.69)
Defining θi =
2pi
N
i and ∆θ = 2pi
N
we can express IOFDM as
IOFDM = lim
N→∞
1
2pi
N∑
i=0
Ix(|H(θi)|2)∆θ (2.70)
4 the elements of x˜ are i.i.d., zero mean and unit average power, since E[x] = E [W∗x˜] =
0 and since, E|x|2 = E [W∗x˜x˜∗W] =W∗E [x˜x˜∗]W = I and therefore E [x˜x˜∗] =WW∗ =
I.
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as Ix(γ) is a continuous function we can express IOFDM as
IOFDM = lim
N→∞
I
(N)
OFDM =
1
2pi
∫ pi
−pi
Ix(|H(θ)|2)dθ (2.71)
where it is assumed that NCP grows as o(N), so that the rate overhead of
the cyclic prefix vanishes.
2.6 MMSE estimation in a scalar Gaussian
channel
Considers once more the well-known scalar complex-valued Gaussian channel
y =
√
γx+ n with input x and standard complex Gaussian noise n indepen-
dent of x. The minimum mean square error (MMSE) in estimating input x
from output y is given by,
mmsex(γ) = E|x− E[x|y]|2 (2.72)
where the expectation is with the joint probability density function fx,y(x, y).
Here the MMSE estimator is determined to be E[x|y], i.e., the conditional
expectation of x given y. It is also commonly refereed to as the mean of the
posterior probability density function (pdf). This is the MMSE estimator
that minimizes the mean squared error among all other estimators. Then,
E[x|y] =
∫
xfx|y(x|y)dx (2.73)
where fx|y(x|y) is the conditional pdf of x given y or the posterior pdf of x
after y has been observed. In determining the MMSE estimator we require
the posterior pdf. Then, we can use Bayes’ rule to determine it as
fx|y(x|y) =
fy|x(y|x)fx(x)
fy(y)
(2.74)
where fx(x) is the marginal pdf of input x and represents the prior knowledge
about x and fy(y) is the marginal pdf of output y. Moreover, the marginal pdf
of output or observation y can also be expressed as fy(y) =
∫
fx(x)fy|x(y|x)dx
where the expectation is with fx(x).
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The MMSE can be expressed as,
mmsex(γ) =
∫ ∫
|x− E[x|y]|2fx|y(x|y)dxfy(y)dy (2.75)
=
∫
σ2x|yfy(y)dy (2.76)
where σ2x|y denotes conditional variance of x given y. We can see that the
MMSE is just the variance of the posterior pdf when averaged over the pdf
of y, then, we can express mmsex(γ) as E[|x − E[x|y]|2|Y = y] where the
expectation is with the marginal pdf fy(y).
The only practical stumbling block that remains, however, is whether
or not (2.73) can be determined in a closed form. If that is not possible,
we would have to perform numerical integration to actually implement the
MMSE estimator. This problem is compounded considerably in the vector
parameter case. There the posterior pdf becomes
fx|y(x|y) =
fy|x(y|x)fx(x)∫
fy|x(y|x)fx(x)dx (2.77)
which requires a n-dimensional integration over x. Additionally the means
needs to be evaluated, requiring further integration. For practical MMSE
estimators we need to be able to express them in closed form [8]. To fill this
gap we can choose to retain MMSE criterion but constraint the estimator to
be linear. Then an explicit form for the estimator may be determined which
depends only on the first two moments of the pdf.
Consider the linear estimator of the form
xˆ(y) = ay + b (2.78)
and choose the weighting coefficients a and b to minimize the MMSE. The
resultant estimator is termed linear minimum mean square error (LMMSE)
estimator. The optimal weighting coefficients for use in the above linear
estimator are
b = E[x]− aE[y] (2.79)
a =
Cxy
σ2y
(2.80)
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where Cxy denotes the covariance among input x and output y. Hence, the
LMMSE estimator is
xˆ(y) =
Cxy
σ2y
(y − E[y]) + E[x] (2.81)
The MMSE is obtained by substituting the LMMSE estimator into (2.72) to
yield
lmmsex(γ) = σ
2
x −
(
Cxy
σy
)2
(2.82)
In general, optimal estimators are non-linear, therefore LMMSE estimator
is suboptimal unless the MMSE estimator happens to be linear. Then, due
to the suboptimality of the linear constraint on the estimator mmsex(γ) ≤
lmmsex(γ). Assuming input with zero mean and unit average power the
LMMSE estimator becomes as
xˆ(y) =
√
γ
γ + 1
y (2.83)
and therefore
lmmsex(γ) =
1
γ + 1
(2.84)
which yields mmsex(γ) ≤ 1/1 + γ.
MMSE estimator turns out to be particularly simple when the input x is
Gaussian. One of the simplifications is that the estimate and its error depend
only on the mean and the joint covariance of x and y. Since y =
√
γx+n and
since x and n are independent Gaussian y is also Gaussian. Furthermore,
E[y] = 0 and σ2y = 1 + γ. Thus, y ∼ N(0, 1 + γ) and so
fx|y(x|y) =
1√
2pi
e−
1
2(y−
√
γx)
2
· 1√
2pi
e−
1
2
x2
1√
2pi(1+γ)
e−
1
2
y2
1+γ
(2.85)
=
1√
2pi/(1 + γ)
e
− (1+γ)
2
(
x−
√
γ
1+γ
y
)2
(2.86)
It then follows that
E[x|y] =
√
γ
1 + γ
y (2.87)
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and then, mmseGaussian(γ) = 1/(1 + γ). In the Gaussian case the MMSE
estimator happens to be linear.
In order to show that if the linear estimator is optimal xmust be Gaussian,
consider that the optimal estimate satisfies the orthogonality principle, i.e.,
E[f(y)(x− xˆ(y))] = 0 (2.88)
for all functions f of the observation y. Plugging in f(y) = yk with k =
1, 2, . . . , all moments of x can be obtained. Due to the Carleman’s theorem,
the distribution is uniquely determined by the moments to be Gaussian [9].
Then, for standard complex Gaussian input we have mmseGaussian(γ) =
1
1+γ
≥ mmsex(γ), for any other unit power input, since the linear estimator is
only optimal when considering Gaussian input distribution and suboptimal
otherwise. Then, any non-Gaussian input achieves strictly smaller MMSE
than Gaussian input of the same variance, because the linear estimator, un-
less Gaussian input distribution, is suboptimal.
Assuming x has zero mean and unit variance, the MMSE and the deriva-
tive of input-output Average Mutual Information are related by Guo-Shamai-
Verdu´ formula expressed as,
I ′x(γ) = mmsex(γ) (2.89)
where ′ denotes derivative with respect to γ. The above equation differs from
the conventional Guo-Shamai-Verdu´ formula [10] by a factor of 2 on the right
hand side. This is due to the fact that our channel model is complex-valued.
The relation can be derived by considering standard complex Gaussian noise.
As previously mentioned, when considering continuous input and output,
input-output mutual information for scalar complex-valued Gaussian channel
is given by (2.54). Using the Bayes’ rule we can express, h(y|x) = h(x, y)−
h(x) and h(x|y) = h(x, y) − h(y) and then, Ix(γ) = h(x) + h(y) − h(x, y).
Considering the marginal pdf of input, fx(x), and the marginal pdf of output,
fy(y), as the integral over the joint pdf, i.e., fx(x) =
∫
fx,y(x, y)dy and
fy(y) =
∫
fx,y(x, y)dx, we can write the input-output mutual information as,
Ix(γ) =
∫∫
fx,y(x, y) log
(
fx,y(x, y)
fx(x)fy(y)
)
dxdy (2.90)
= D(fx,y(x, y) ‖ fx(x)fy(y)) (2.91)
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where D(· ‖ ·) is the relative entropy or Kullback-Leibler distance [4]. Then,
by considering Bayes’ rule, we can write the relative entropy as,
D(fx,y(x, y) ‖ fx(x)fy(y)) =
∫∫
fy|x(y|x)fx(x) log
(
fy|x(y|x)
fy(y)
)
dxdy (2.92)
= D(fy|x(y|x) ‖ fy(y)|fx(x)) (2.93)
Another relation between input-output mutual information and relative en-
tropy can be derived by considering a random variable y′ distributed as fy′(y)
and pdf of output as the expectation over input. Then,
Ix(γ) =
∫∫
fy|x(y|x)fx(x) log
(
fy|x(y|x)fy′(y)
fy(y)fy′(y)
)
dxdy (2.94)
=
∫∫
fy|x(y|x)fx(x) log
(
fy|x(y|x)
fy′(y)
)
dxdy −
∫
fy(y) log
(
fy(y)
fy′(y)
)
dy
(2.95)
= D(fy|x(y|x) ‖ fy′(y)|fx(x))−D(fy(y) ‖ fy′(y)) (2.96)
Letting y′ ∼ CN(Ey, σ2y) then,
D(fy|x(y|x) ‖ fy′(y)|fx(x)) = log(σ2y) (2.97)
−
∫∫
|y −√γx|2fy|x(y|x)fx(x)dydx (2.98)
+
∫ |y −my|2
σ2y
f(y)dy (2.99)
= log(σ2y) = log(1 + γ) (2.100)
and then, when γ → 0 we can use the polynomial approximation to express
the logarithm as γ + o(γ).
Considering the above result, the input-output mutual information of an
infinitesimal scalar Gaussian channel, i.e., y =
√
δx+n with δ → 0, is not ap-
proximated by a half of the variance of the input, Ix(δ) =
1
2
E|x−Ex|2+o(δ),
lemma 1 in [10]. In fact, is approximated by the variance of the input,
Ix(δ) = E|x − Ex|2 + o(δ). This is a direct consequence of considering a
complex-valued scalar Gaussian channel instead of a real-valued scalar Gaus-
sian channel.
The relation can also be derived from the vector version of the GSV
theorem (eq. 22 in [10]), by considering a two-dimensional scalar channel
matrix.
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Another MMSE property that is used is the single-crossing property [9].
The single-crossing property claims that the mmsex(γ) for any given distribu-
tion crosses the curve of mmseGaussian(γ) with a zero mean and unit average
power Gaussian input, at most once on (0,∞). Define
f(γ) =
1
1 + γ
−mmsex(γ) (2.101)
If σ2x ≤ 1, clearly f(γ) ≥ 0. Note that, if σ2x ≤ 1 then limγ→∞ f(γ) = 0, since
mmsex(γ) ≤ (1 + γ)−1.
The Taylor series expansions of MMSE at the vicinity of γ = 0 to the
second order are given by [9],
mmsex(γ) = 1− γ + [2− (Ex3)2]γ
2
2
+O(γ3) (2.102)
Since any random variable can be expressed as x = Ex + σxz, where z is
zero mean and unit average power, we can generalize the above equation
for inputs with arbitrary mean and variance. Considering that the central
moments of x are denoted by
mi = E
[
(x− Ex)i] (2.103)
then Ezi = m
−i/2
2 mi, where
√
m2 = σx. Using the properties of the MMSE
function as mmsex+a(γ) = mmsex(γ) and mmseax(γ) = a
2mmsex(a
2γ) we
can write,
mmsex(γ) = m2mmsez(m2γ) (2.104)
= m2 −m22γ + (2m32 −m23)
γ2
2
+O(γ3) (2.105)
where (2.105) comes using the Taylor series expansions of the MMSE at
the vicinity of 0 (2.102) and Ezi = m
−i/2
2 mi. Therefore, mmse
′
x(0) = −m22.
In order to generalize this result for all γ, let x ∼ fx|yγ (x|Yγ = y), where
y = x + n√
γ
. Therefore the first derivative of the MMSE evaluated at γ = 0
becomes as mmse′x(0) = −σ2x|Yγ=y. Then, we can re-write the expression
of the first derivative of the MMSE function, by using the Taylor series
expansions, as
dmmsex(γ|Yγ = y)
dγ
∣∣∣
snr=0+
= −(σx|Yγ=y)2 (2.106)
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Using the incremental channel technique where the whole channel is con-
sidered as a cascade of Gaussian channels with each channel producing a
degradation of the signal as depicted in Figure 2.4, then, by successive linear
combination of the channel outputs the authors of [9], [10] shown that the
first channel, with SNR equal ( snr + γ ) conditioned to Yγ = y is equals
to a Gaussian channel with SNR equal to snr. Then, it can be stated that
mmsex(snr|Yγ = y) = mmsex(snr +γ), this enables translation of the MMSE
at any given SNR to a conditional MMSE at a smaller SNR. This fact is used
to write
dmmsex(γ)
dγ
=
d
dsnr
mmsex(γ + snr)
∣∣∣
snr=0+
(2.107)
=
d
dsnr
mmsex(snr|Yγ = y)
∣∣∣
snr=0+
(2.108)
= −E
{
σ2x|Yγ=y
}
(2.109)
= −E{M22} (2.110)
where averaging over is carried out y according to the distribution of Yγ.
X +
σ1N1
Ysnr+γ
σ2N2
+ Yγ
snr +γ
γ
Figure 2.4: An incremental Gaussian channel. With σ21 = (snr + γ)
−1 and
σ21 + σ
2
2 = γ
−1.
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Chapter 3
Theorem 1
The main result presented in this work provides a connection between the
average mutual information between input and output using OFDM IOFDM
and the Shamai Laoria approximation ISL for finite alphabet inputs. It is
shown that the inequality of the form IOFDM ≤ ISL+∆x always holds, where
∆x ≥ 0 depends only on the input distribution and not on the ISI channel.
Also low and high SNR regions that depend only on the input distribution are
obtained where ∆x = 0 and then IOFDM ≤ ISL holds. These regions, which
vary with the input distribution, are connected with the SNRMMSE-DFE-U and
the SNR, two values that characterize the system. Here the SNR is given is
given by |H(θ)|2 since the signal and noise power are normalized to unity.
Theorem 1. For any ISI channel and any finite alphabet distribution x,
IOFDM ≤ ISL + ∆x (3.1)
Where ∆x ≥ 0 depends only on the input distribution, and not on the channel
ISI and is expressed as,
∆x , sup
γ1,γ2s.t.
γ1≤γ≤γ2
log
(
1+γ
1+γ1
)
[Ix(γ2)− Ix(γ)]− log
(
1+γ2
1+γ
)
[Ix(γ)− Ix(γ1)]
log
(
1+γ2
1+γ1
) (3.2)
Moreover, if ∆x > 0, there exist 0 < γ1 ≤ γ0 ≤ γ0 ≤ γ2 <∞ thresholds, that
depend only on the input distribution, such that IOFDM ≤ ISL holds when-
ever the channel transfer function H(θ) satisfies at least one of the following
conditions:
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1. SNRMMSE−DFE−U ∈ [0, γ1] ∪ [γ2,∞)
2. |H(θ)|2 ≤ γ
0
∀ θ ∈ (−pi, pi)
3. |H(θ)|2 ≥ γ0 ∀ θ ∈ (−pi, pi)
3.1 Proof of theorem 1
In order to study the concavity properties of the input-output Average Mu-
tual Information for a scalar complex Gaussian channel the authors of the
original work apply a change of variable, the SNR or γ is substituted by the
log-SNR, defined as ζ , log(1 + γ) and therefore γ = eζ − 1. The log(·)
is in base 2 when ζ is measured in bits. The input-output Average Mutual
Information can be expressed as,
I logx (ζ) , Ix(eζ − 1) (3.3)
Here, I logx (ζ) represents the input-output Average Mutual Information, for
a complex Gaussian channel, as a function of log-SNR. As we can see in
Figure 3.1, I logx (ζ) ≤ ζ since IGaussianx (ζ) = ζ. Moreover, I logx (ζ) saturates at
H(x) for high ζ since Ix(γ) = H(x) − H(x|y = √γx + n) and h(x|y) goes
to 0 as γ grows to infinity. Where H(x) = E[− log(p(x))] denotes the input
entropy or source entropy. As we can observe for low ζ, I logx (ζ) is nearly
linear.
The main results of the original work hinge on the concavity properties of
I logx (ζ). They use the second derivative of I
log
x (ζ), denoted as I
log′′
x (ζ), since
if I log
′′
x (ζ) is non-positive (negative) over an interval, the I
log′′
x (ζ) is concave
(strictly concave) over that interval [4].
Proposition 1. For every input distribution x, there exists ζ0 > 0 such that
I logx (ζ) is concave for every ζ ∈ [0, ζ0].
Proof. Differentiating twice I logx (ζ),
I log
′′
x (ζ) =e
2ζI ′′x(e
ζ − 1) + eζI ′x(eζ − 1)
=(1 + γ)2I ′′x(γ) + (1 + γ)I
′
x(γ)
=(1 + γ)[mmsex(γ) + (1 + γ)mmse
′
x(γ)] (3.4)
=(1 + γ)
d
dγ
[(1 + γ)mmsex(γ)] = (1 + γ)r
′
x(γ) (3.5)
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Figure 3.1: I logx (ζ) for some common input distributions
where (2.89) is used to obtain (3.4). The function rx(γ) , (1+γ)mmsex(γ) =
mmsex(γ)/lmmsex(γ) denotes the ratio between the MMSE’s of the non-
linear and linear optimal estimators of x in a scalar complex Gaussian channel
with SNR γ. Then, rx(γ) ≤ 1 due mmsex(γ) ≤ (1 + γ)−1 and rx(0) = 1
since mmsex(0) = E[|x − E[x]|2]. Therefore, by continuity there must be
a neighbourhood of 0, denoted by [0, γ0], in which rx(γ) is decreasing and
then r′x(γ) ≤ 0. Hence, I log′′x (ζ) ≤ 0 and therefore concave, over the interval
[0, ζ0].
Proposition 2. For every input distribution x over a finite alphabet, there
exists ζ0 <∞ such that I logx (ζ) is concave for every ζ ∈ [ζ0,∞].
Proof. To prove the above proposition the authors apply two upper bounds,
one on the mmsex(γ) based on the standard error probability, summarized
in chapter 10. The other bound is based on a novel bound on the MMSE
derivative and is proved in the original work in Appendix A, here it is sum-
marized in chapter 11. Let dmin denote the minimum distance between any
two symbols of the input alphabet.
The first upper bound is stated as follows,
mmsex(γ) ≤ D2e−(dmin/2)γ2 (3.6)
36 3.1. PROOF OF THEOREM 1
for some D > 0. The other upper bound is stated as
mmse′x(γ) ≤ −C
e−(dmin/2)
2γ
√
γ
(3.7)
for sufficiently large γ and some C > 0. Therefore, substituting in these two
bounds (3.4)
I log
′′
x (ζ) ≤ (1 + γ)
(
D2 − 1 + γ√
γ
C
)
e−(dmin/2)
2γ (3.8)
This implies I logx (ζ) is concave since, for sufficiently large ζ then, I
log′′
x (ζ) <
0.
Definition 1. Let 0 < ζ
0
≤ ∞ be the maximal ζ0 for which I logx (ζ) is concave
for every ζ ∈ [0, ζ0] and similarly let 0 ≤ ζ0 <∞ be the minimal ζ0 for which
I logx (ζ) is concave for every ζ ∈ [ζ0,∞). Let γ0 = eζ0 − 1 and γ0 = eζ0 − 1
denote the SNR’s corresponding to ζ
0
and ζ0, respectively.
Then if ζ
0
< ζ0, I
log
x (ζ) is not a concave function of ζ, in which case
I log
′′
x (ζ0) = I
log′′
x (ζ0) = 0 (3.9)
for that reason the authors define the concave envelope, a concave function
either equal or containing I logx (ζ).
The function Iˆ logx (ζ) denotes the concave envelope of I
log
x (ζ) and is the
smallest concave function that upper bounds I logx (ζ). The function Iˆ
log
x (ζ) is
given by,
Iˆ logx (ζ) = sup
ζ1,ζ2 s.t.
ζ1≤ζ≤ζ2
[
ζ
I logx (ζ2)− I logx (ζ1)
ζ2 − ζ1 +
ζ2I
log
x (ζ1)− ζ1I logx (ζ2)
ζ2 − ζ1
]
(3.10)
Since I logx (ζ) is real-analytic, Iˆ
log
x (ζ) is continuous and has a continuous
derivative.
Proposition 3. For every input distribution with finite alphabet, there exist
ζ1 > 0 and ζ2 <∞ such that Iˆ logx (ζ) = I logx (ζ) for every ζ ∈ (0, ζ1] ∪ [ζ2,∞).
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Proof. At any point ζ, the concave envelope Iˆ logx (ζ) is either equal to I
log
x (ζ)
or linear in an interval containing ζ, such that the concave envelope is equal
to I logx (ζ) at the edge of the intervals. Put in other words, there exists a set
of disjoint intervals {[ζ1,i, ζ2,i]}i∈S such that
Iˆ logx (ζ) =
{
ζ−ζ1,i
ζ2,i−ζ1,i I
log
x (ζ2,i) +
ζ2,i−ζ
ζ2,i−ζ1,i I
log
x (ζ1,i) ζ ∈ [ζ1,i, ζ2,i]
I logx (ζ) otherwise
(3.11)
Moreover, Iˆ log
′
x (ζ) is continuous and Iˆ
log′
x (ζ) = I
log′
x (ζ1,i) = I
log′
x (ζ2,i) for every
ζ ∈ [ζ1,i, ζ2,i].
Suppose by contradiction that there exists i0 such that ζ1,i0 = 0. By
(2.89), I log
′
x (ζ) = rx(ζ) = (1 + γ)mmsex(γ) with I
log′
x (0) = rx(0) = 1, so
there must exist ζ2,i > 0 such that I
log′
x (ζ2,i) = I
log′
x (ζ1,i) = 1. However, since
input is not Gaussian (it has finite alphabet), and since rx(0) = 1, the single-
crossing property [9] implies that mmsex(γ) < (1 + γ)
−1 for every γ > 0 and
therefore I log
′
x (ζ2,i) < 1, contradicting I
log′
x (ζ2,i) = 1. Setting ζ1 = mini∈S ζi,1
this results in Iˆ logx (ζ) = I
log
x (ζ) for any ζ ∈ [0, ζ1].
Mutual information is an increasing function of SNR, and since ζ =
log(1 + γ) is monotonic and increasing, I logx (ζ) is also increasing in ζ. There-
fore, Iˆ log
′
x (ζ) > 0 for any 0 ≤ ζ < ∞ and limζ→∞ I log′x (ζ) = 0 since con-
verges to the input entropy. Moreover, by Proposition 2 we know that
there exist ζ0 < ∞ such that Iˆ log′x (ζ) is monotonically decreasing for every
ζ > ζ0. Then there must exist ζ0 ≤ ζ2 < ∞ such that ζa ≤ ζ2 ≤ ζb implies
I log
′
x (ζa) > I
log′
x (ζ2) ≥ I log′x (ζb). Then, ζ2,i ≤ ζ2 for any i ∈ S, as otherwise the
equality I log
′
x (ζ2,i) = I
log′
x (ζ1,i) contradicts I
log′
x (ζ1,i) > I
log′
x (ζ2) ≥ I log′x (ζ2,i).
Therefore, this results in Iˆ logx (ζ) = I
log
x (ζ) for every ζ ∈ [ζ2,∞).
Definition 2. Let 0 < ζ
1
≤ ∞ be the maximal ζ1 for which Iˆ logx (ζ) = I logx (ζ)
for every ζ ∈ [0, ζ1] and similarly let 0 ≤ ζ2 <∞ be the minimal ζ2 for which
Iˆ logx (ζ) = I
log
x (ζ) for every ζ ∈ [ζ2,∞).
Definition 3. Let ∆x be defined as the maximum difference between the
concave envelope Iˆ logx (ζ) and I
log
x (ζ).
Then,
∆x = max
ζ
[
Iˆ logx (ζ)− I logx (ζ)
]
(3.12)
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= sup
ζ1,ζ2 s.t.
ζ1≤ζ≤ζ2
log
(
1+γ
1+γ1
)
[Ix(γ2)− Ix(γ)]− log
(
1+γ2
1+γ
)
[Ix(γ)− Ix(γ1)]
log
(
1+γ2
1+γ1
) (3.13)
Using (3.11), it is seen that
∆x = Iˆ
log
x (ζm)− I logx (ζm) = (ζm − ζ1,i)I log
′
x (ζm)− [I logx (ζm)− I logx (ζ1,i)]
(3.14)
= [I logx (ζ2,i)− I logx (ζm)]− (ζ2,i − ζm)I log
′
x (ζm) (3.15)
for some i ∈ S and ζm ∈ [ζ1,i, ζ2,i] that satisfies I log′x (ζ) = I log′x (ζ1,i) =
I log
′
x (ζ2,i). Clearly, ∆x = 0 if and only if I
log
x (ζ) is concave.
The inequality (3.1) is proved from the definitions of ISL, IOFDM, I logx (ζ),
Iˆ logx (ζ) and ∆x, and also by the application of Jensen’s Inequality, as a con-
sequence of the concavity properties. Then,
IOFDM = 1
2pi
∫ pi
−pi
Ix(|H(θ)|2)dθ (3.16)
=
1
2pi
∫ pi
−pi
I logx (log(1 + |H(θ)|2))dθ (3.17)
≤ 1
2pi
∫ pi
−pi
Iˆ logx (log(1 + |H(θ)|2))dθ (3.18)
≤ Iˆ logx
(
1
2pi
∫ pi
−pi
log(1 + |H(θ)|2)dθ
)
(3.19)
= Iˆ logx (log(1 + SNRMMSE-DFE-U)) (3.20)
≤ Ix(SNRMMSE-DFE-U) + ∆x = ISL + ∆x (3.21)
where (7.9) is due to the Jensen’s inequality where E[f(X)] ≤ f(E[X]).
Choosing γ
1
and γ2 as defined in Definition 2, then
Iˆ logx (log(1 + SNRMMSE-DFE-U)) = I
log
x (log(1 + SNRMMSE-DFE-U)) = ISL (3.22)
since Iˆ logx (ζ) = I
log
x (ζ) and then IOFDM ≤ ISL. Choosing γ0 and γ0 as in
Definition 1, then I logx (ζ) is a concave function for every value of |H(θ)|2 and
then we can exchange Iˆ logx (ζ) with I
log
x (ζ) yielding IOFDM ≤ ISL.
Chapter 4
Theorem 2
Theorem 2 is a result of Theorem 1 for specific input distributions BPSK
and QPSK.
Theorem 2. For BPSK and QPSK inputs, ∆x = 0 and so IOFDM ≤ ISL
for every ISI channel.
4.1 Proof of theorem 2
In order to prove Theorem 2 the authors use novel bounds on the MMSE
function and its derivative for the case of BSPK inputs. These bounds are
stated in the following proposition and the proof is in chapter 12.
Proposition 4. The following bounds on mmseBPSK(γ) hold(
1− 1
2γ
pi2
8
) √
pi
2
1√
γ
e−γ ≤ mmseBPSK(γ) ≤
√
pi
2
1√
γ
e−γ (4.1)
e−γ√
1 + 2γ
≤ mmseBPSK(γ) ≤ e−γ (4.2)
similarly, the following bounds on mmse′BPSK(γ) hold(
1− 1
2γ
(
pi2
8
− 1
)) √
pi
2
1√
γ
e−γ ≤ −mmse′BPSK(γ) ≤
√
pi
2
1√
γ
e−γ (4.3)
2e−γ√
1 + 6γ
≤ −mmse′BPSK(γ) ≤ 2e−γ (4.4)
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The authors use the bounds on the MMSE and its derivative for the BPSK
case. They use the expression for I log
′′
x (ζ) shown in (3.4). As previously
mentioned if I log
′′
x (ζ) ≤ 0 for every ζ the function I logx (ζ) is a concave function
for every ζ and then ∆x = 0 and IOFDM ≤ ISL for every ζ. Writing again
I log
′′
x (ζ) = (1 + γ)[mmsex(γ) + (1 + γ)mmse
′
x(γ)], then
mmseBPSK(γ) + (1 + γ)mmse
′
BPSK(γ) ≤ e−γ
[
1− 2(1 + γ)√
1 + 6γ
]
< 0 (4.5)
and so I log
′′
BPSK(ζ) < 0 for every ζ, meaning I
log
BPSK(ζ) is a concave function in
ζ.
The QPSK case can be seen as a pair of BSPK in-phase and quadrature.
Using,
fy|x(y|x) = 1
pi
e−γ‖y−x‖
2
(4.6)
where y = x+ n√
γ
. We can express the QPSK estimator as,
xˆ(y) = E[x|y] = 1 tanh(2γy) (4.7)
where 1 is a two-dimensional vector with each entry equals 1. Using this
estimator the point-wise MMSE is given by,
φQPSK(y; γ) = 2
(
1− tanh2(2γy)) (4.8)
= 2
(
1 +
1
cosh2(2γy)
)
(4.9)
since mmseQPSK(γ) = EYγ [φQPSK (Yγ; γ)]
mmseQPSK(γ) = 1−
√
γ
pi
e−γ
∫ ∞
−∞
tanh(2γy) sinh(2γy)e−γy
2
dy (4.10)
On the other hand, we have that the MMSE for BPSK case is given by,
mmseBPSK(γ) = 1−
√
γ
2pi
e−
γ
2
∫ ∞
−∞
tanh(γy) sinh(γy)e−
γ
2
y2dy (4.11)
then by comparison mmseQPSK(γ) = mmseBPSK(
γ
2
). Given this fact, the
authors use the bounds for BPSK case in the QPSK case. Using (3.4) obtain,
mmseQPSK(γ) + (1 + γ)mmse
′
QPSK(γ) ≤ e−γ/2
[
1− 1 + γ√
1 + 3γ
]
(4.12)
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for γ ≥ 1 the term (1+γ)/√1 + 3γ ≥ 1. For low-SNR they use the Gaussian
upper bound mmseQPSK(γ) ≤ (1 + γ)−1 as well as e−γ/2 ≥ 1− γ/2 then,
mmseQPSK(γ) + (1 + γ)mmse
′
QPSK(γ) ≤
1
1 + γ
[
1− (1 + γ)
2(1 + γ/2)√
1 + 3γ
]
(4.13)
for γ ≤ 1 is verified that (1 + γ)2(1 + γ/2) ≥ 1. Then, I log′′QPSK(ζ) < 0 for
every ζ, I logQPSK(ζ) is a concave function for every ζ and once more ∆x = 0
and IOFDM < ISL.
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Chapter 5
Theorem 3
Theorem 3. For M − PAM and square M2 −QAM inputs, (dmin/2) γ0 ≤ 1
where dmin is the minimum distance between input symbols, with d
M−PAM
min =√
12/(M2 − 1) and dM−QAMmin =
√
6/(M2 − 1), assuming unit power.
Combining Theorem 1 and Theorem 3 implies that for M − PAM and
square M2 − QAM inputs, IOFDM ≤ ISL whenever the ISI channel is such
that (dmin/2) |H(θ)|2 ≥ 1 for every θ ∈ (−pi, pi), since |H(θ)|2 ≥ γ0 and then
Ix(|H(θ)|2) = I logx (log(1 + |H(θ)|2)) is a concave function.
5.1 Proof of theorem 3
Proof of Theorem 3 is based on novel bounds on mmsex(γ) and its derivative
for M -PAM case. Thus, this bounds are also applied for square M2-QAM
since, M2-QAM are the composite of M -PAMs in-phase and quadrature with
mmseM2−QAM(γ) = 2mmseM−PAM(γ) and its derivative mmse′M2−QAM(γ) =
2mmse′M−PAM(γ).
This bounds are based on novel bounds on point-wise MMSE function
for Mary-PAM constellation with distance between adjacent symbols d. The
point-wise MMSE function for Mary-PAM constellation is lower bounded by
the point-wise MMSE function given the same channel output and assuming
an input equally distributed on two PAM symbols nearest to it.
Proposition 5. Let X = {x1, . . . , xM} be the alphabet of an Mary-PAM
constellation such that xm+1 − xm = d for every 1 ≤ m < M . Let X be
uniformly distributed in X . Fix y ∈ R and choose 1 ≤ J < M such that
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xJ , xJ+1 are the nearest values to y in X and are equally distributed. Then,
0 ≤ φX(y; γ)− φBJ (y; γ) ≤
(
d
2
)2
D¯
((
d
2
)2
γ
)
(5.1)
with
D¯(γ) = 4
∞∑
k=1
(k + 1)2e−4γk
2
(5.2)
and
φBJ (y; γ) =
(
d
2
)2
φBPSK
((
d
2
)−1 [
y − xJ + xJ+1
2
]
;
(
d
2
)2
γ
)
(5.3)
Consider the notation pm|y = P(X = xm|Yγ = y). The upper-bound
is found by considering the suboptimal estimator that assumes an input
distribution as BJ (uniform on {xJ , xJ+1}). The estimator is given by,
s˜(y) =
pJ |yxJ + pJ+1|yxJ+1
pJ |y + pJ+1|y
(5.4)
then,
φX(y; γ) ≤
M∑
m=1
pm|y(xm − s˜(y))2 (5.5)
≤
∑
m=J,J+1
pm|y
pJ |y + pJ+1|y
(xm − s˜(y))2 +
∑
m6=J,J+1
pm|y(xm − s˜(y))2
(5.6)
When considering symbols xJ and xJ+1 the estimator s˜(y) is the optimal
estimator and yields φBJ (y; γ), otherwise this estimator yields D¯(·).
For any y ∈ R, let x˜y be the point in X with maximum distance from y.
The lower-bound is obtained by adding information on the estimator. Then
is considered the estimator of the form,
sˆ(y) = E[X|Yγ = y,X 6= x˜y] (5.7)
Therefore φX(y; γ) is lower-bounded by the point-wise MMSE using this
estimator. In order to yield the lower-bound in (5.1), we must add to the
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estimator M−2 symbols (considering an alphabet size of M symbols). Then
using this estimator, are estimated the two symbols nearest of y yielding
φBJ (y; γ).
In high-SNR the regime MMSE function for M -PAM case can be ap-
proximated by MMSE function for BPSK case. The authors use the above
bounds to find an explicit and tight upper bounds on the difference between
the exact M -PAM quantities and their BPSK approximations. We only write
the necessary bounds to prove Theorem 3.
Proposition 6. The following bounds hold for every M ≥ 2, d ≥ 0 and
γ ≥ 0
mmsed,M−PAM(γ) ≤ 2M − 1
M
(
d
2
)2 [
mmseBPSK
((
d
2
)2
γ
)
+ B¯
((
d
2
)2
γ
)]
(5.8)
with
B¯(γ) = 16Q(
√
8γ) + 4
∞∑
k=2
(2k + 1)Q
(
k
√
8γ
)
(5.9)
Proposition 7. The following bounds hold for every M ≥ 2, d ≥ 0 and
γ ≥ 0
mmse′d,M−PAM(γ) ≤ 2
M − 1
M
(
d
2
)4 [
mmse′BPSK
((
d
2
)2
γ
)
+ C¯
((
d
2
)2
γ
)]
(5.10)
with
C¯ = 32e8γQ
(√
32γ
)
(5.11)
Let ρ =
(
dPAMmin /2
)2
γ where dPAMmin =
√
12
M2−1 is the minimum distance
between symbols of unit-power M -PAM input. Then using the above bounds
(3.4) can be written as,
I log
′′
M -PAM(ζ) = (1 + γ)[mmseM -PAM(γ) + (1 + γ)mmse
′
M -PAM(γ)] (5.12)
≤ K[ρmmse′BPSK(ρ) + mmseBPSK(ρ) + B¯(ρ) + ρC¯(ρ)] (5.13)
with K = 2(1 + γ)M−1
M
(
dPAMmin /2
)2
. Evaluating numerically the expression in
square brackets, it is found that I log
′′
M -PAM(ζ) < 0 for ρ ≥ 1. Then, I logM -PAM(ζ)
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Figure 5.1: Evaluation of
(
√
ρe−ρ)−1[ρmmse′BPSK(ρ) + mmseBPSK(ρ) + B¯(ρ) + ρC¯(ρ)]
is a concave function for
(
dPAMmin /2
)2
γ ≥ 1. Using Proposition2 the authors
state
(
dPAMmin /2
)2
γ0 ≤ 1
ForM2ary square QAM with minimum distance between symbols dQAMmin =√
6
M2−1 , the results are the same as in case of Mary PAM, since the MMSE
function for M2-QAM case is twice the MMSE function for M -PAM case.
Then, using the same procedure the authors found
(
dQAMmin /2
)2
γ0 ≤ 1 with
ρ =
(
dQAMmin /2
)2
γ.
Chapter 6
Corollary 1
Since the uncoded symbol error rate in OFDM subcarrier frequency θ0 is a
function of (dmin/2)
2|H(θ0)|2 using the Theorem 3 can be proved the following
corollary.
Corollary 1. For a given ISI channel and square M2-QAM inputs with M ≥
16, if the uncoded symbol error rate is below 50% in all OFDM subcarriers,
IOFDM ≤ ISL
6.1 Proof of corollary 1
In the large block size limit, the input SNR at the kth OFDM subcarrier is
given by γk = |H(θk)|2 where θk = 2pik/N is the subcarrier frequency and k
is its index spanning from 0 to N − 1. In general, the uncoded symbol error
probability for a finite input alphabet is given by
Pe =
∑
x∈X
P (x)P (Error|x) (6.1)
where P (Error|x) = P (y /∈ R|x) and R represents a region of decision. Each
region is defined as,
Rn =
{
y ∈ RN : fy|xn(y|xn) > fy|xk(y|xk) for all 1 ≤ k ≤M and k 6= n
}
(6.2)
Consider the unit power M -PAM with dM−PAMmin =
√
12/(M2 − 1). Each
symbol is given by
√
3/(M2 − 1)(2i− 1−M) with i = 1, . . . ,M . Represent-
ing the signal constellation for M -PAM we notice that there are two type
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of points, M − 2 inner points and 2 outer points, for the inner points the
probability of error is given by,
Pei = P (|n| > √γdmin/2) = 2Q
√(dmin
2
)2
γ
 (6.3)
where Q(·) is the q-function given by,
Q(x) =
1√
2pi
∫ ∞
x
e−
y2
2 dy (6.4)
For the outer points the probability of error is expressed as,
Pe0 = P (n >
√
γdmin/2) = Q
√(dmin
2
)2
γ
 (6.5)
Setting q = Q
(√
(dmin/2)
2 γ
)
the probability of symbol error for equiprob-
ably distributed M -PAM inputs with spacing dmin is given by,
PM−PAMe =
M − 2
M
2q +
2
M
q = 2
M − 1
M
q (6.6)
For square M2-QAM inputs the minimum distance between constellation
points is given by dmin =
√
6/(M2 − 1). This constellation can be considered
as two M -PAM constellations in-phase and quadrature. An error occurs if
either n1 or n2 is large enough to cause an error in one of the two PAM
signals. The probability of a correct detection for this QAM constellation
is therefore the product of the correct detection probabilities for constituent
PAM constellations. Then,
PM
2−QAM
c =
(
PM−PAMc
)2
=
(
1− PM−PAMe
)2
(6.7)
resulting in,
PM
2−QAM
e = 1−
(
1− PM−PAMe
)2
(6.8)
= 2PM−PAMe −
(
PM−PAMe
)2
(6.9)
= 4
M − 1
M
q
(
1− M − 1
M
q
)
(6.10)
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It can thus be seen that for M ≥ 16, PM2−QAMe < 50% implies (dmin/2)2 γ > 1
and hence γ > γ0. Assuming this holds for all subcarriers and assuming large
enough OFDM block size, we find that |H(θ)|2 > γ0 for all values of θ and
then I logx (ζ) is a concave function. Thus, IOFDM ≤ ISL.
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Chapter 7
Theorem 4
The last theorem deals with an infinite input alphabet, in particular with
an uniformly distributed input. This input is represented by the limit of
an infinitely high order QAM and is refered to as∞-QAM. Considering unit
average power∞-QAM is uniformly distributed on the square
[
−
√
3
2
,
√
3
2
]
×[
−
√
3
2
,
√
3
2
]
.
Theorem 4. For uniformly distributed complex input and any ISI channel,
− ∆˜∞-QAM ≤ IOFDM − ISL ≤ ∆¯∞-QAM
(
max
θ∈(−pi,pi)
|H(θ)|2
)
(7.1)
where ∆˜∞-QAM ≈ 0.0608 [bit], and ∆¯∞-QAM(γ), is a non-decreasing function
that satisfies ∆¯∞-QAM(γ) = 0 for every γ ≤ γ(∞-QAM)0 ≈ 8.76 [dB], and
lim
γ→∞
∆¯∞-QAM(γ) , ∆∞-QAM = log
(pie
6
)
≈ 0.509 [bit] (7.2)
is the uniform shaping loss with respect to Gaussian input.
Moreover, IOFDM ≥ ISL when H(θ) satisfies at least one of the following
conditions:
1. SNRMMSE-DFE-U ≥ γ˜(∞-QAM) ≈ 16.5 [dB]
2. |H(θ)|2 ≥ γ(∞-QAM)
0
≈ 8.76 [dB] for every θ ∈ (−pi, pi)
Note that when |H(θ)|2 ≥ γ(∞-QAM)
0
then once more IOFDM ≤ ISL. And
in general, IOFDM ≤ ISL + ∆∞-QAM.
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The quantity ∆∞-QAM represents the loss of using uniform input instead
of a Gaussian input. This quantity is commonly referred as the shaping gain.
The shaping gain converges extremely slow to,
lim
ζ→∞
(ζ − I log∞-QAM(ζ)) = log
(pie
6
)
≈ 0.509 [bit] (7.3)
with
I∞-QAM(γ) ≈ log
(
6
pie
γ
)
(7.4)
In case of uniform input distribution∞-QAM two regions are defined for
I log∞-QAM(ζ). Proposition 1 still applies and then, there exists ζ0 such that
I log∞-QAM(ζ) is a concave function, for every ζ ∈ [0, ζ0]. However, in case
of the high-SNR regime I log∞-QAM(ζ) behaves different than the previously
studied cases of I logM -QAM(ζ). For every ζ ∈ (ζ0,∞), the I
log
∞-QAM(ζ) is a convex
function. Now interest is in both, in a concave envelope and in this case in
a convex envelope.
The next proposition summarizes some of the concepts explained above.
Proposition 8. I log∞-QAM(ζ) is concave for every ζ ≤ ζ0 and convex for every
ζ > ζ
0
, where ζ
0
≈ 3.09bits.
Although the concave envelope has the same purpose, in an hypothetical
case where I log∞-QAM(ζ) was a concave function, it would show us the bit gain in
terms of capacity that the Single Carrier modulations perform over OFDM.
The convex envelope has the opposite purpose i.e. show us the improvement
of the use of OFDM modulation instead of SC.
Denoting Iˆ log∞-QAM(ζ) as the concave envelope, Iˇ
log
∞-QAM(ζ) as the con-
vex envelope, ∆¯x the maximum distance between the concave envelope and
I log∞-QAM(ζ) and ∆˜x the maximum distance between the convex envelope and
I log∞-QAM(ζ).
Note that the Iˆ log∞-QAM(ζ) is the smallest concave function that upper
bounds I log∞-QAM(ζ) and Iˇ
log
∞-QAM(ζ) is the biggest convex function that lower
bounds I log∞-QAM(ζ).
The prove for IOFDM ≤ ISL + ∆¯x is similar to the prove of Theorem 1,
with ISL ≤ IOFDM for,
|H(θ)|2 ≤ γ
0
≈ 8.76[dB] (7.5)
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However, here limγ→∞ ∆¯x = ∆x ≈ 0.5bit since limζ→∞ Iˆ log∞-QAM(ζ) = ζ.
Now the interest remains on proving ISL ≤ IOFDM + ∆˜x, which is similar
to the proof of the Theorem 1. The proof remains in the use of the convex
envelope and the Jensen’s inequality. Then, keeping in mind this we have,
IOFDM = 1
2pi
∫ pi
−pi
I∞-QAM(|H(θ)|2)dθ (7.6)
=
1
2pi
∫ pi
−pi
I log∞-QAM(log(1 + |H(θ)|2))dθ (7.7)
≥ 1
2pi
∫ pi
−pi
Iˇ log∞-QAM(log(1 + |H(θ)|2))dθ (7.8)
≥ Iˇ log∞-QAM
(
1
2pi
∫ pi
−pi
log(1 + |H(θ)|2)dθ
)
(7.9)
= Iˇ log∞-QAM(log(1 + SNRMMSE-DFE-U)) (7.10)
≥ I∞-QAM(SNRMMSE-DFE-U) + ∆˜∞-QAM = ISL + ∆˜∞-QAM (7.11)
When |H(θ)|2 > γ
0
≈ 8.76[dB] we can replace Iˇ log∞-QAM(ζ) with I log∞-QAM(ζ)
and then we obtain IOFDM ≥ ISL since I log∞-QAM(ζ) is a convex function.
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Chapter 8
Conclusion and Further
Research
8.1 Conclusion
The authors of the original work prove that the information rates of SC
modulations, in some SNR regions, are larger than information rates using
OFDM. Although this difference can be reduced by increasing the constella-
tion order of each sub-carrier, this may be not practical because require an
unconventional code rates.
The difference between information rates depend on the channel and the
constellation order. In case of low-order constellation information rates of SC
modulations are always larger than information rates of OFDM modulations
(up 64-QAM constellation where the difference is the order of millionth of a
bit and then negligible). When increasing the constellation order the SNR
region where information rate of OFDM is larger than information rate of SC
increases (≈ 0 up 64-QAM). As a limit case a continuous uniform distribution
is considered. The information rate of SC modulations is still larger at low-
SNR regime. However, as increasing the SNR, the information rate of OFDM
becomes larger than information rate of SC.
Intuitively for some ISI channels the difference between SC and OFDM
may be arbitrarily larger since, when a log-SNR at a given frequency grows,
for a finite input, the OFDM sub-carriers saturates at the input entropy
while the contribution of SC continues to grow. When considering continuous
input distributions this does not occur since the OFDM sub-carriers mutual
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information does not saturate.
8.2 Further Research
As mentioned in other works, another multi-carrier modulation (MCM) have
been investigated to improve the performance of OFDM. A known limitation
of OFDM schemes is its prototype function. In OFDM, only rectangular
prototype functions are allowed and then poor spectral density results are
achieved (with big secondary slobs and a low decay in frequency). The other
MCM presented is the filter-banck multi-carrier (FBMC) which allows the
use of prototype functions different rather than the rectangular window. The
FBMC modulation is based on the filter-bank theory, a poly-phase approach
with the use of IFFT/FFT to reduce the computational cost [11] leads us
to decompose the channel model similarly to the channel model obtained by
using OFDM/QAM,
y˜ = Hdx˜ + n˜ (8.1)
where the cancellation of the ISI is achieved by using well-defined prototype
functions [12] [13]. Then, under this considerations there exists a possibility
to apply the obtained results to the FBMC modulation.
About the approximation of the information rate in OFDM modulations.
The expression of the information rate for CP-OFDM is given by,
IOFDM , lim
N→∞
1
N +NCP
N−1∑
i=0
Ix(|Hdi,i|2) (8.2)
and the approximation consists on vanishing the cyclic prefix and substitutes
the discrete version of the channel by the frequency continuous version of it.
Then,
IOFDM = 1
2pi
∫ pi
−pi
Ix(|H(θ)|2)dθ (8.3)
Here, an OFDM symbol duration growing to infinity is considered. In a more
common scenario, due to fading consider the OFDM symbol duration grows
to infinity could be not realistic and then the loss of using a cyclic prefix
would be not vanished.
As we know, TCP must be greater than the memory of the channel, in order
to allocate the transitory regime of the channel convoluted by the OFDM
symbol. The whole OFDM symbol must be greater than the coherence of
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the channel, in order to obtain a flat response using OFDM. Then, we can
define
η , T
T + TCP
(8.4)
efficiency of the OFDM symbol. When T grows to infinity TCP is an o(T )
but, at some point TCP may not be vanished and then with certain relevance
on the information rate for CP-OFDM modulations.
A same case scenario is found when considering single-carrier modula-
tions. If considering fading, we need a mechanism to estimate the channel,
training sequences. As we can see, in both cases fading is not considered.
The conclusions, the comparison of information rates is fair enough, and may
of interest a comparison under fading channels.
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Chapter 9
Capacity of M-PAM, M-PSK
and M-QAM modulation
As an introduction we summarize different digital modulation schemes PAM,
PSK and QAM. Then we write the expression of capacity for discrete-input
continuous-output memoryless channels. We shall find that it has no closed-
form. Then, we choose a numerical integration method, Gaussian-Hermite
quadrature rule. Finally, in 9.4, we evaluate capacity for the previously
mentioned digital modulation schemes.
9.1 M-PAM modulation
Pulse amplitude modulation (PAM) is a scheme where the information is
contained in the amplitude of the transmitted waveform. PAM signals are
described as[14]
xm(t) = (2m− 1−M)
√
2
T
cos(2pifct)
∏(t− nT
T
)
(9.1)
where m = 1, 2, . . . ,M denotes the number of different amplitude levels and∏(
t−nT
T
)
defines a pulse of duration T . Frequency, fc, is a carrier frequency.
PAM signals are one-dimensional and their basis function are given by,
φ(t) =
√
2
T
cos(2pifct)
∏(t− nT
T
)
(9.2)
then, the signal constellation are a set of uniformly spaced points on the real
number line.
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-1 +1
φ(t)
(a) M = 2
-3 -1 +1 +3
φ(t)
(b) M = 4
-7 -5 -3 -1 +1 +3 +5 +7
φ(t)
(c) M = 8
Figure 9.1: Signal constellation for PAM.
9.2 M-PSK modulation
Phase-shift keying (PSK) is a scheme where the information is contained in
the phase of the transmitted waveform. PSK signal are described as[14]
xm(t) = cos
(
2pi
M
(m− 1)
)
φ1(t)− sin
(
2pi
M
(m− 1)
)
φ2(t) (9.3)
where m = 1, 2, . . . ,M denotes the number of different phases. This signal
waveforms have equal energy. We consider unit average energy. PSK signals
are two-dimensional and their basis functions are given by,
φ1(t) =
√
2
T
cos(2pifct)
∏(t− nT
T
)
(9.4)
φ2(t) =
√
2
T
sin(2pifct)
∏(t− nT
T
)
(9.5)
where fc is a carrier frequency. Then, PSK signals can be expressed as,
xm(t) = cos
(
2pifct+
2pi
M
(m− 1)
)
(9.6)
We can also express M-PSK signals as
xm(t) = Re[e
jθmej2pifct] (9.7)
where θm = (m−1)2piM . The signal constellation are a set of points on a circle
of radius 1.
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pi 0
φ1(t)
φ2(t)
(a) M = 2
pi 0
−pi
2
pi
2
φ1(t)
φ2(t)
(b) M = 4
pi 0
6pi
4
pi
2 pi
4
3pi
4
5pi
4
7pi
4
φ1(t)
φ2(t)
(c) M = 8
Figure 9.2: Signal constellation for PSK
9.3 M-QAM modulation
Quadrature amplitude modulation (QAM) is a scheme where the information
is contained in the amplitude of two quadrature carriers. QAM is two PAM
in quadrature. QAM signals are described as[14]
xm(t) = (2m− 1−M)φ1(t)− (2m− 1−M)φ2(t) (9.8)
where m = 1, 2, . . . ,M denotes the number of different amplitude levels.
QAM signals are two-dimensional and their basis functions are given by,
φ1(t) =
√
2
T
cos(2pifct)
∏(t− nT
T
)
(9.9)
φ2(t) =
√
2
T
sin(2pifct)
∏(t− nT
T
)
(9.10)
where fc is a carrier frequency. The basis functions are the same as for M-
PSK. We can also express M-QAM signals as Re[(Ami + jAmq)e
j2pifct], where
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Am = (2m− 1−M). The signal constellation is rectangular as shown in the
figure below,
M = 4 M = 8
M = 16
φ1(t)
φ2(t)
Figure 9.3: Signal constellation for QAM.
9.4 Capacity of M-PAM, M-PSK and M-QAM
Capacity for N -dimensional discrete-input continuous-output vector channel
is given by [15]
CDCMC = max
px1 (x1)···pxM (xM)
M∑
k=1
∫
· · ·
∫
fy|xk(y|xk)pxk(xk) log
(
fy|xk(y|xk)
fy(y)
)
dy
(9.11)
where M denotes the alphabet size of input signal set and xk represents
an N -dimensional symbol. For discrete-input symmetric memoryless chan-
nels capacity is achieved by equally likely distributed inputs. As mentioned
in section 2.4, inputs symbols are normally considered i.i.d and uniformly
distributed over the constellation. Then, we can express
CDCMC =
1
M
M∑
k=1
∫
· · ·
∫
fy|xk(y|xk) log
(
M
fy|xk(y|xk)∑M
i=1 fy|xi(y|xi)
)
dy (9.12)
= log(M)− 1
M
M∑
k=1
∫
· · ·
∫
fy|xk(y|xk) log
(
M∑
i=1
fy|xi(y|xi)
fy|xk(y|xk)
)
dy
(9.13)
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It is important to state the channel model to clearly identify the a posteriori
pdf, which shall characterize capacity. We consider a N -dimensional real-
valued vector channel, of the form y =
√
γx + n, where each entry of the
vector noise is i.i.d and distributed as N ∼ (0, 1/N) independent of x. Then,
a posteriori pdf is given by,
fy|xk(y|xk) =
N∏
m=1
fym|xmk(ym|xmk) (9.14)
=
1(√
2piσ
)N e− 12σ2‖y−√γxk‖2 (9.15)
where xmk represents the value of symbol k in dimension m. Each dimension
is generated by a basis function and basis functions are orthogonal between
them. Substituting the above formula in the expression of the capacity yields
CDCMC = log(M)− 1
M
M∑
k=1
∫
· · ·
∫
1(√
2piσ
)N e− 12‖y−√γxk‖2 (9.16)
log
(
M∑
i=1
e−
1
2‖y−√γxi‖2+ 12‖y−√γxk‖2
)
dy
(9.17)
Letting t = y−√γxk and di = √γ(xk−xi) we can write the above equation
as,
CDCMC = log(M)− 1
M
M∑
k=1
∫
· · ·
∫
1(√
2piσ
)N e− 12‖t‖2 log
(
M∑
i=1
e−2tdie−|di|
2
)
dt
(9.18)
We are only interested in one and two dimensional input signal sets. Hence,
it is reduced the multiple integration in the above equation to one and two
dimensional integration. In this particular case, where we constrain input
signal sets to one and two dimensions, N ≤ 2, there exists another way
to compute capacity. Consider that input signal sets are complex-valued
then, we can express capacity as an integral of a complex variable. In one
dimension inputs shall be real-valued, then capacity is expressed as,
CDCMC = log(M)− 1
M
M∑
k=1
∫
1√
pi
e−t
2
log
(
M∑
i=1
e−
√
2tdie−
1
2
d2i
)
dt (9.19)
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where we let t = y − √γxk and di = √γ(xk − xi). We consider a scalar
complex-valued Gaussian channel (2.2). For two dimensional input signal
sets we can write capacity as,
CDCMC = log(M)− 1
M
M∑
k=1
∫
1
pi
e−|t|
2
log
(
M∑
i=1
e−2tdie−|di|
2
)
dt (9.20)
In both cases integrals have no closed-form, so we should evaluate them by
numerical integration. There are different ways to solve numerically these
integrals. We choose the Gauss-Hermite quadrature rule technique, which
consist on approximate the value of integrals of the form
∫∞
−∞ e
−t2f(t)dt by
weighted sum of function values at specified points within the domain inte-
gration. For one-dimensional integration we have∫ ∞
−∞
e−x
2
f(x)dx ≈
P∑
i=1
wif(xi) (9.21)
where P are the integration points, wi are the weighting coefficients and xi
are the roots of Hermite polynomial. For N -dimensional integration this
approximation consist of cartesian products of quadrature formulae for one-
dimensional integration. Thus, we can express N -dimensional integration as
products of one-dimensional integration formulas,∫ ∞
−∞
· · ·
∫ ∞
−∞
e−|x|
2
f(x)dx =
P∑
i1
wi1 · · ·
P∑
iN
wiNf(xi1 , . . . , xiN ) (9.22)
Here, are computed the capacities for digital schemes PAM, PSK and
QAM and depicted in Figure 9.4. We use Gaussian-hermite quadrature
technique with 30 integration points. The capacities are computed in SNR-
log scale, ζ = log(1 + γ) and compared with capacity of Gaussian input
CGaussian(ζ) = log(1 + γ) = ζ. As we can see, CGaussian(ζ) ≥ Cx(ζ). For
finite input alphabet capacities have the shoulder occurring at around the
input entropy, since the conditional entropy h(x|y) goes to zero as γ grows
to infinity.
9.5 Capacity of∞-PAM,∞-PSK and∞-QAM
For dense m-ary digital modulation schemes discrete constellations becomes
continuous since the distance between symbols is asymptotically reduced and
then in the limit constellations are built by infinite number of symbols.
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In case of an equally distributed ∞-PAM with an average power con-
straint to unity is equivalent to an uniformly distributed density function on
the set
[−√3,√3]. In case of an infinite SNR we can compute the shaping
loss, i.e., the loss of using an uniform distribution rather than a Gaussian
distribution. Then,
lim
γ→∞
I∞-PAM(γ) = h(
√
γx)− h(n) (9.23)
=
1
2
log
(
6
pie
γ
)
(9.24)
compared against the Shannon capacity it is found a shaping loss of
lim
ζ→∞
(ζ − I∞-PAM(ζ)) = 1
2
log
(pie
6
)
≈ 0.254[bit] (9.25)
When computing the capacity of ∞-PAM outside the high-SNR regime
we need to know the output probability density function. Using fy(y) =∫
fx(x)fy|x(y|x) we obtain,
fy(y) =
1
2
√
3γ
1
2
[
erf
(
y +
√
3γ√
2
)
− erf
(
y −√3γ√
2
)]
(9.26)
where the erf(·) is the error function defined as,
erf(x) , 2√
pi
∫ x
0
e−t
2
dt (9.27)
The error function is odd and approximately ±1 for |x| ≥ 3 with an error
less than 0.001%, then the probability density function fy(y) is approximately
non-zero within an interval
[−√3γ − a,√3γ + a] where a is a constant and
allow us to manage the precision on the approximation.
As we already know the output differential entropy is computed as,
h(y) =
∫ ∞
−∞
fy(y) log (fy(y)) dy (9.28)
defining,
g(y, γ) = erf
(
y +
√
3γ√
2
)
− erf
(
y −√3γ√
2
)
(9.29)
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we can substitute on the output differential entropy and obtain the following
expression,
h(y) =
1
2
log (48γ)− 1
2
√
3γ
1
2
∫ ∞
−∞
g(y, γ) log (g(y, γ)) dy (9.30)
Outside the interval
[−√3γ − a,√3γ + a], g(y, γ) is approximately zero and
then g(y, γ) log g(y, γ) yields an indetermination of the form 0×(−∞). Solv-
ing this indetermination we obtain limy→∞ g(y, γ) log g(y, γ) = 0. Then, we
discard the contribution of the components outside the interval of interest
since they tend to zero and we approximate the integral by redefining the
integration intervals.
h(y) =
1
2
log (48γ)− 1
2
√
3γ
1
2
∫ √3γ+a
−√3γ−a
g(y, γ) log (g(y, γ)) (9.31)
The capacity is computed as,
C∞-PAM(γ) = h(y)− h(n) (9.32)
= h(y)− 1
2
log (2pie) (9.33)
and the results are depicted in Figure 9.5. Note that the shaping loss is
achieved in high-SNR regime for large values of ζ.
For ∞-QAM case the procedure and the results are similar to that for
∞-PAM since the QAM modulation can be seen as a PAM in-phase and
quadrature. An equiprobably distributed ∞-QAM with an average power
constraint to unity is equivalent to a random variable uniformly distributed
on the square
[
−
√
3
2
,
√
3
2
]
×
[
−
√
3
2
,
√
3
2
]
. In high-SNR regime capacity for
∞-QAM is given by,
lim
γ→∞
I∞-QAM(γ) = h(
√
γx)− h(n) (9.34)
= log
(
6
pie
γ
)
(9.35)
and then the shaping loss is computed as
lim
ζ→∞
(ζ − I∞-QAM(ζ)) = log
(pie
6
)
≈ 0.509[bit] (9.36)
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with ζ the Shannon capacity of a complex-valued scalar Gaussian channel.
The computation of the capacity outside the high-SNR regime is similar of
the case∞-PAM since f(y|x) = 1
pi
e−‖y−
√
γx‖2 . Then, the output distribution
is given by,
fy(y) =
(
1
2
√
6γ
)2 [
erf
(
y1 +
√
3
2
γ
)
− erf
(
y1 −
√
3
2
γ
)]
(9.37)[
erf
(
y2 +
√
3
2
γ
)
− erf
(
y2 −
√
3
2
γ
)]
(9.38)
Defining the g(y1, γ) and g(y2, γ) as the difference of error functions we can
write the above equation as,
fy(y) =
(
1
2
√
6γ
)2
g(y1, γ)g(y2, γ) (9.39)
We can use this definition to compute the output differential entropy. Then,
h(y) = log(24γ)−
(
1
2
√
6γ
)2 ∫ √ 3
2
γ+a
−
√
3
2
γ−a
∫ √ 3
2
γ+a
−
√
3
2
γ−a
g(y1, γ)g(y2, γ) log (g(y1, γ)g(y2, γ)) dy1dy2
(9.40)
= log(24γ)− 1
2
√
6γ
(
2
∫ √ 3
2
γ+a
−
√
3
2
γ−a
g(y1, γ) log (g(y1, γ)) dy1
)
(9.41)
Hence capacity of ∞-QAM is given by,
C∞-QAM(γ) = log
(
24
pie
γ
)
− 2√
6γ
∫ √ 3
2
γ+a
0
g(y1, γ) log (g(y1, γ)) dy1 (9.42)
Capacity of ∞-QAM is depicted in Figure 9.6.
The ∞-PSK case is different since we are transmitting through two com-
ponents of a channel and modulating only in one component, an angle.
The uniformly distributed ∞-PSK with average power constraint to unity
is equivalent to a random variable defined on a circle of radius 1. In high-
SNR regime the capacity for ∞-PSK modulation is given by,
lim
γ→∞
I∞-PSK(γ) = h(
√
γx)− h(n) (9.43)
= log (2pi
√
γ)− log (pie) (9.44)
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and then the shaping loss is easily computed as,
lim
ζ→∞
(ζ − I∞-PSK(γ)) = lim
γ→∞
log
(e
2
√
γ
)
=∞ (9.45)
This result is not surprisingly since we are using only one component to
modulate data. Then, compared against a complex-valued scalar Gaussian
channel we can see as we are not the whole diversity of the channel and
therefore the shaping loss tends to infinity.
Outside the high-SNR regime for the computation of the capacity for∞-
PSK case we need the output probability density function fy(y). For∞-PSK
case fy(y) is given by [16],
fy(y) =
1
2pi
∫ pi
−pi
1
pi
e−(y1−
√
γ cos(θ))
2−(y2−√γ sin(θ))2dθ (9.46)
=
1
2pi
1
pi
e−(y
2
1+y
2
2)e−γ
∫ pi
−pi
e2
√
γ(y1 cos(θ)−y2 sin(θ))dθ (9.47)
=
1
pi
e−(y
2
1+y
2
2)e−γI0
(
2
√
γ
√
y21 + y
2
2
)
(9.48)
where I0(·) is the modified Bessel function of the first kind. Then capacity
is expressed as,
C∞-PSK(γ) = 2γ log(e)−
∫∫
fy(y) log
(
I0
(
2
√
γ
√
y21 + y
2
2
))
dy (9.49)
We can express the above formula as a function of the shaping loss knowing
that the remaining term shall tend to zero as γ grows to infinity. Moreover,
we can use polar coordinates to simplify the two-dimensional integration.
Hence, capacity for ∞-PSK case can be expressed as,
C∞-PSK(γ) = log
(e
2
√
γ
)
− 2
∫ ∞
0
re−r
2
e−γ log
(e
2
√
γe−2γI0 (2
√
γr)
)
dr
(9.50)
Capacity for ∞-PSK and shaping loss are depicted in Figure 9.7.
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(a) PAM modulation
(b) PSK modulation
(c) QAM modulation
Figure 9.4: M-ary Capacities.
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(a) ∞-PAM capacity.
(b) Shaping loss for ∞-PAM.
Figure 9.5: ∞-PAM capacity.
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(a) ∞-QAM capacity.
(b) Shaping loss for ∞-QAM.
Figure 9.6: ∞-QAM capacity and shaping loss.
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Figure 9.7: ∞-PSK capacity.
Chapter 10
HIGH-SNR upper bound on
MMSE
Here we summarized a result found in Apendix C in [17]. The high-SNR
upper bound on MMSE is achieved by considering the suboptimal estimator
that outputs the constellation point closest in Euclidean distance to the noisy
observation at the receiver, i.e.,
xˆsub(y) = arg min
x∈X
|y −√γx| (10.1)
instead of the optimal and, in general, non-linear estimator. This bound
can also be obtained by considering an standard probability of error upper
bound. Then, the MMSE can be expressed as,
mmsex(γ) =
m∑
i=1
Pr(xi)
(
E
[|xi − xˆ(y)|2|x = xi, y ∈ Vi]Pr(y ∈ Vi|x = xi)
(10.2)
+ E
[|xi − xˆ(y)|2|x = xi, y /∈ Vi]Pr(y /∈ Vi|x = xi))
(10.3)
where Vi denotes the Voronoi region of the ith constellation point. Consid-
ering the suboptimal estimator, we can write,
mmsex(γ) ≤
m∑
i=1
Pr(xi)
(
E
[|xi − xˆsub(y)|2|x = xi, y ∈ Vi]Pr(y ∈ Vi|x = xi)
(10.4)
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+ E
[|xi − xˆsub(y)|2|x = xi, y /∈ Vi]Pr(y /∈ Vi|x = xi))
(10.5)
the first term of the RHS it cancels since x = xi, then
mmsex(γ) ≤
m∑
i=1
Pr(xi)E
[|xi − xˆsub(y)|2|x = xi, y /∈ Vi]Pr(y /∈ Vi|x = xi)
(10.6)
The probability that y lies outside Vi can be upper bounded by the proba-
bility that y lies outside a circle centred on xi which completely contains Vi.
The radius of this circle cannot exceed (dmin/2)
√
γ where dmin is the mini-
mum Euclidean distance from xi to its closest neighbour in the constellation.
Thus,
Pr(y /∈ Vi|x = xi) ≤ 1
pi
∫
|ζ|> dmin
2
√
γ
e−|ζ|
2
dζ (10.7)
= e
−
(
dmin
2
)2
γ
(10.8)
The worst case-scenario is when the decided symbol maximizes the Euclidean
distance,
E
[|xi − xˆsub(y)|2|x = xi, y /∈ Vi] ≤ dmax (10.9)
Denoting K = dmax and substituting back on 10.6 we can express,
mmsex(γ) ≤ K
m∑
i=1
Pr(xi)e
−( di2 )
2
γ (10.10)
≤ Ke−
(
dmin
2
)2
γ
m∑
i=1
Pr(xi) (10.11)
= Ke
−
(
dmin
2
)2
γ
(10.12)
Chapter 11
HIGH-SNR upper bound on
MMSE derivative
Lemma 3. For any finite-alphabet unit-power input distribution x, there
exists C > 0 such that
mmse′X(γ) ≤ −C
e−(dmin/2)
2γ
√
γ
(11.1)
for sufficiently large γ, where dmin is the minimum distance between any two
input values.
Proof. Let X be the input alphabet. The derivative of the MMSE can be
decomposed as,
mmse′X(γ) = −EYγ [φX(Yγ; γ) + |ψX(Yγ; γ)|2] (11.2)
where φX(Yγ; γ) can be thought of as a point-wise MMSE function, but
ψX(Yγ; γ) is complex and does not posses much intuitive meaning. Here,
Yγ =
Y√
γ
= X + 1√
γ
N with N standard complex Gaussian independent of X,
and
φX(y; γ) = EX
[|X − E[X|Yγ = y]|2|Yγ = y] (11.3)
=
∑
i
|xi − E[X|Yγ = y]|2p(xi|Yγ = y) (11.4)
ψX(y; γ) = EX
[
(X − E[X|Yγ = y])2|Yγ = y
]
(11.5)
=
∑
i
(xi − E[X|Yγ = y])2p(xi|Yγ = y) (11.6)
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here, φX(y; γ) can be though of as a point-wise MMSE function, since EYγφX(y; γ) =
mmseX(γ) and ψX(y; γ) is complex and does not posses much intuitive mean-
ing. Let x+ and x− be two input values such that dmin = |x+ − x−|. Then,
we can assume that the values are positioned at
x± = ±dmin/2 (11.7)
since the alphabet can be shifted and rotated so that the above relation
holds. Let p+ and p− denote the probabilities of x+ and x− respectively
and assume that p+ ≤ p−. Let U be random variable independent of X
and distributed on {0, 1} with Pr(U = 1) = p+/p−. Define the random
variable I = 1{X=x+} + 1{X=x−∧U=1}, so that given I = 1, X is distributed
equiprobably on {x+, x−}. Because, when X = x+ we have I = 1 with
probability p+ and when X = x− we have I = 1 when U = 1, as U and X
are independent Pr(X = x− ∧ U = 1) = p− p+p− . Then, when I = 1, x+ and
x− have the same probability equals 12 .
Using the fact EIφX(Yγ, I; γ) = φX(Yγ; γ), we can write,
φX(y; γ) =Pr(I = 1|Yγ = y)EX
[|X − E[X|Yγ = y]|2|Yγ = y, I = 1] (11.8)
+ Pr(I = 0|Yγ = y)EX
[|X − E[X|Yγ = y]|2|Yγ = y, I = 0]
(11.9)
Since conditioning reduces uncertainty we can write
EX
[|X − E[X|Yγ = y]|2|Yγ = y, I = 1] ≥ EX [|X − E[X|Yγ = y, I = 1]|2|Yγ = y, I = 1]
(11.10)
since we add the information I = 1 to the MMSE estimator. Since the
input is binary and symmetric with I = 1, the right hand term in the above
inequality is the point-wise MMSE for symmetric binary input with variance
(dmin/2)
2 at SNR ρ , (dmin/2)2γ. The point-wise MMSE for symmetric
binary input is denoted as φBPSK(y; γ). The estimator of φBPSK(y; γ) is given
by,
Xˆ(y) =
∑
i
xi
fy|xi(Yγ = y|xi)Pr(xi)∑
i′ Pr(xi′)fy|xi′ (Yγ = y|xi′)
(11.11)
=
e−γ|y−1|
2 − e−γ|y+1|2
e−γ|y−1|2 + e−γ|y+1|2
=
e2γRe{y} − e−2γRe{y}
e2γRe{y} + e−2γRe{y}
(11.12)
= tanh(2γRe {y}) (11.13)
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Substituting in φBPSK(y; γ) we obtain,
φBPSK(y; γ) = 1− tanh2(2γRe {y}) = 1
cosh2(2γRe {y}) (11.14)
Similarly, the estimator of the right hand of 11.10 is given by,
Xˆ(y) =
dmin
2
tanh(2γ
dmin
2
Re(y)) (11.15)
then we can write,
EX
[|X − E[X|Yγ = y, I = 1]|2|Yγ = y, I = 1] = (dmin
2
)2
φBPSK
(
y
d min /2
; γ
)
(11.16)
From 11.8 we have,
φX(y; γ) ≥ Pr(I = 1|Yγ = y)
(
dmin
2
)2
φBPSK
(
y
d min /2
; γ
)
(11.17)
then,
EYγφ
2
X(Yγ; γ) ≥
(
dmin
2
)4 ∫
C
fYγ (Yγ = y)
[
Pr(I = 1|Yγ = y)φBPSK
(
y
d min /2
; γ
)]2
dy
(11.18)
Using Bayes’ theorem,
Pr(I = 1|Yγ = y)fYγ (Yγ = y) = Pr(I = 1)fYγ |I=1(Yγ = y|I = 1) (11.19)
= p+
γ
pi
(
e−γ|y−
dmin
2
|2 + e−γ|y+
dmin
2
|2
)
(11.20)
and also, using I = 1{X=x+} + 1{X=x−∧U=1} then
Pr(I = 1|Yγ = y) = Pr(X = x+|Yγ = y) + p+
p−
Pr(X = x−|Yγ = y) (11.21)
with
Pr(X = x|Yγ = y) = Pr(X = x)e
−γ|y−x|2∑
x′∈X Pr(X = x
′)e−γ|y−x′|2
(11.22)
Let D ⊆ C denote the set of points for which argminx∈X |y−x| is either x+
or x− then, are defined the regions for symbols x+ and x−. Taking the subset
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D we only have points on regions of x+ or x−. Then, for every y ∈ D, either
Pr(X = x−|Yγ = y) > p− or Pr(X = x+|Yγ = y) > p+ and substituting in
(11.21) we can write,
Pr(I = 1|Yγ = y) > p+ ∀y ∈ D (11.23)
The set D depends on other points in X , but can be lower bounded by
D′ ⊆ D which is formed by adding to X all the points with distance greater
than dmin from both x+ and x−. The set D′ contains the rectangular subset
R ⊂ D′, given by (see in the original paper Appendix A and figure 10),
R =
{
y ∈ C| |Im {y} | < dmin
2
√
3
∧ |Re {y} | < dmin
2
}
(11.24)
Making a change of variable z =
√
γy we can redefine the region R, sub-
stituting dmin/
√
12 by
√
ρ/3 and dmin/2 by
√
ρ. Limiting the integration in
(11.18) to R, since R ⊂ C, and substituting (11.19) and (11.23) we have,
EYγφ
2
X(Yγ; γ) ≥ p2+
(
dmin
2
)4 ∫
R
γ
pi
(
e−γ|y−
dmin
2
|2 + e−γ|y+
dmin
2
|2
)
φ2BPSK
(
y
d min /2
; γ
)
dy
(11.25)
In the above integral φ2BPSK(·) depends only on real part of y. Making a
change of variable as previously mentioned so z =
√
γy we can separate the
real part from the imaginary part. Then, using
Q(2y) =
1√
pi
∫ ∞
y/
√
2
e−v
2
dv (11.26)
where Q(·) is the q-function. We can write the above inequality as,
EYγφ
2
X(Yγ; γ) ≥ p2+
(
dmin
2
)4 ∫ √ρ/3
−
√
ρ/3
1√
pi
e−|Im{z}|
2
(11.27)∫ √ρ
−√ρ
1√
pi
(
e−(z−
√
ρ)2 + e−(z+
√
ρ)2
)
φ2BPSK
(
z√
ρ
; γ
)
dz (11.28)
≥ p2+
(
dmin
2
)4
(1− 2Q(
√
2ρ/3))2M(ρ) (11.29)
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where M(ρ) is expressed as,
M(ρ) =
1√
pi
∫ √ρ
−√ρ
(
1
2
e−(z−
√
ρ)2 +
1
2
e−(z+
√
ρ)2
)
φ2BPSK
(
z√
ρ
; ρ
)
dz (11.30)
=
e−ρ√
pi
∫ √ρ
−√ρ
1
cosh3(2
√
γz)
e−z
2
dz (11.31)
(11.32)
using cosh x ≤ ex2/2 then,
M(ρ) ≥ e
−ρ
√
pi
∫ √ρ
−√ρ
e−z
2(1+6ρ)dz (11.33)
=
e−ρ√
1 + 6ρ
(
1− 2Q
(√
2ρ(1 + 6ρ)
))
(11.34)
Using Q(x) ≤ (√2pix)−1 e−x2/2 then, Q(√2ρ(1 + 6ρ)) = o(e−6ρ2) and so,
M(ρ) ≥ C ′ e
−ρ
√
ρ
(11.35)
for some C ′ > 0 and for sufficiently large ρ. Similarly, noticing thatQ
(√
2ρ/3
)
=
o(e−ρ/3) we can write,
EYγφ
2
X(Yγ; γ) ≥ C
e−(dmin/2)
2γ
√
γ
(11.36)
for some C > 0 and for sufficiently large γ, where we have substituted back
ρ = (dmin/2)
2γ. Finally,
mmse′x(γ) ≥ −EYγφ2X(Yγ; γ) ≥ C
e−(dmin/2)
2γ
√
γ
(11.37)
with the same conditions.
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Chapter 12
Bounds on MMSE function and
its derivative for BPSK case
Consider Yγ =
Y√
γ
= X+ 1√
γ
N with a BPSK input distribution, equiprobably
distributed. Then, X is {−1, 1}. Since symbols are on the real axis, the noise
N is distributed as N ∼ (0, 1/2). Using mmseBPSK(γ) = EYγφBPSK(Yγ; γ)
with φBPSK(Yγ; γ) = 1/ cosh
2(2γy) then,
mmseBPSK(γ) =
√
γ
pi
∫ ∞
−∞
φBPSK(y; γ)
(
e−γ(y−1)
2
+ e−γ(y+1)
2
2
)
dy (12.1)
=
√
γ
pi
e−γ
∫ ∞
−∞
1
cosh(2γy)
e−γy
2
(12.2)
=
1√
piγ
e−γ
∫ ∞
−∞
1
cosh(2z)
e−
z2
γ dz (12.3)
Using the series expansion of e−z
2/γ =
∑∞
K=0
1
k!
(−z2/γ)k then 1− z2
γ
≤ e− z
2
γ ≤
1. We can write,
mmseBPSK(γ) ≤ 1√
γpi
e−γ
∫ ∞
−∞
1
cosh(2z)
dz (12.4)
≤ 1√
γpi
e−γ arctan(e2x)|∞−∞ =
√
pi
2
1√
γ
e−γ (12.5)
mmseBPSK(γ) ≥ 1√
γpi
e−γ
∫ ∞
−∞
1
cosh(2z)
(
1− z
2
γ
)
dz (12.6)
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≥
(
1− 1
2γ
pi2
8
) √
pi
2
1√
γ
e−γ (12.7)
Then it is obtained (4.1). A different change of variables yields,
mmseBPSK(γ) =
1√
pi
e−γ
∫ ∞
−∞
1
cosh(2
√
γz)
e−z
2
dz (12.8)
Since cosh(z) =
∑∞
k=0
1
2k!
z2k then cosh(z) ≥ 1 and considering cosh(z) ≤
ez
2/2 then, we obtain 1 ≤ cosh(2√γz) ≤ e2γz2 . Substituting the bounds on
the above equality, we can write
mmseBPSK(γ) ≤ e−γ
∫ ∞
−∞
1√
pi
e−z
2
dz = e−γ (12.9)
mmseBPSK(γ) ≥ e
−γ
√
1 + 2γ
∫ ∞
−∞
√
1 + 2γ√
pi
e−z
2(1+2γ)dz =
e−γ√
1 + 2γ
(12.10)
Then we obtain (4.2). These bounds are depicted in Figure 12.1
Since N ∼ N(0, 1/2), the SNR is scaled by a factor of 2, then (2.105)
is also scaled by a factor of 2, therefore the first derivative of the MMSE is
given by mmse′x(γ) = −2EYγφx(Yγ; γ). For the case of the BPSK we can
express
mmse′BPSK(γ) = −2EYγφ2BPSK(Yγ; γ) (12.11)
Since φ2BPSK(y; γ) = 1/ cosh
4(2γy) we can substitute in the above equations
in order to obtain (4.3) and (4.4). Then, we can write,
−mmse′BPSK(γ) = 2
√
γ
pi
e−γ
∫ ∞
−∞
1
cosh3(2γy)
e−γy
2
dy (12.12)
=
2√
piγ
e−γ
∫ ∞
−∞
1
cosh3(2z)
e−
z2
γ dz (12.13)
Then using 1− z2
γ
≤ e− z
2
γ ≤ 1 we can write,
−mmse′BPSK(γ) ≤
2√
γpi
e−γ
∫ ∞
−∞
1
cosh3(2z)
dz (12.14)
≤ 2√
γpi
e−γ
(pi
2
− pi
4
)
=
√
pi
2
1√
γ
e−γ (12.15)
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−mmse′BPSK(γ) ≥
2√
γpi
e−γ
∫ ∞
−∞
1
cosh3(2z)
(
1− z
2
γ
)
dz (12.16)
≥
(
1− 1
2γ
(pi
8
− 1
)) √pi
2
1√
γ
e−γ (12.17)
With z =
√
γy and using 1 ≤ cosh3(2√γz) ≤ e6γz2 we can write,
−mmse′BPSK(γ) ≤ 2e−γ
∫ ∞
−∞
1√
pi
e−z
2
dz = 2e−γ (12.18)
−mmse′BPSK(γ) ≥
2e−γ√
1 + 6γ
∫ ∞
−∞
√
1 + 6γ√
pi
e−z
2(1+6γ)dz =
2e−γ√
1 + 6γ
(12.19)
These bounds are depicted in Figure 12.2.
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(a)
(b)
Figure 12.1: Bounds on MMSE function for BPSK case.
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(a)
(b)
Figure 12.2: Bounds on MMSE derivative for BPSK case.
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Chapter 13
Useful bounds
Some bounds are used through the original work. Here we prove them for a
better understanding.
The first bound is in the cosh(·) function given by,
cosh(x) ≤ ex
2
2 (13.1)
Consider the Taylor series expansions for both terms, given by
cosh(x) =
∞∑
n=0
x2n
(2n)!
(13.2)
e
x2
2 =
∞∑
n=0
x2n
2nn!
(13.3)
then, we only have to prove (2n)! ≥ 2nn!, which is achieved developing the
two terms,
n!
nterms︷ ︸︸ ︷
(n+ 1)(n+ 2) . . . (2n− 1)(2n) ≥ n!
nterms︷ ︸︸ ︷
2 · 2 · · · 2 · 2 (13.4)
The other bound used is given by,
Q(x) ≤ 1√
2pix
e−
x2
2 (13.5)
consider φ(x) =
(√
2pi
)−1
e−x
2/2 then,
Q(x) =
∫ ∞
x
φ(u)du ≤
∫ ∞
x
u
x
φ(u)du =
∫ ∞
x2
2
1
x
√
2pi
e−vdv = − e
−v
x
√
2pi
∣∣∣∞
x2
2
=
φ(x)
x
(13.6)
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