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L A B U R P E N A
Ospitalez kanpoko bihotz geldialdia (OKBG) bihotz jardueraren
ustekabeko etetea da eta heriotzen %10aren eragile da garatutako
herrialdeetan. Urteko intzidentzia-estimazioa 55 kasukoa da 100 000
biztanleko, biziraupen-tasak oso baxuak direlarik (%10 inguru).
Bi ekintza dira ezinbesteko OKBGaren biziraupena handitzeko:
bihotz-biriketako berpizte (BBB) goiztiarra eta desfibrilazio goiztiarra.
Deskarga elektrikoa desfibriladore baten bidez ematen da,
zeinek bere baitan erritmo desfibrilagarriak detektatzeko erritmo
desfibrilagarrien detektzio (EDD) algoritmo bat duen. Bular-sakadek
EKGan sortzen dituzten artefaktoen ondorioz, EDD-algoritmoaren
analisia ez da fidagarria. Beraz, nahitaezkoa da BBBa etetea
bihotz-erritmoa modu fidagarri batean aztertzeko. Zoritxarrez,
etenaldi hauek zeharo txikiagotzen dute pazientearen biziraupen
probabilitatea.
Azken hamarkadan ahaleginak egin dira bular-sakadak ematen
diren bitartean erritmoaren analisi fidagarria lortzeko. Estrategiak
batez ere BBB artefaktua ezabatzeko iragazki moldakorretan oinarritu
dira. Hala ere, soluzio hauek ez zituzten Ameriketako Bihotz
Elkarteak (AHA) zehaztutako errendimendu-helburuak betetzen.
Oraintsu, EDD-algoritmo komertzialak ikasketa automatikoko
algoritmoengatik ordezkatu dira erritmo desfibrilagarriak eta ez-
desfibrilagarriak bereizteko. Ikuspegi honek bular-sakadak ematen
diren bitartean bihotz erritmoa modu fidagarrian aztertu daitekeela
frogatzen du. Hala ere, desfibrilazioa ez da OKBGaren tratamendu
bakarra, eta kontextu klinikoaren arabera erritmo sailkapen finago
bat behar da. Kasurik onenean, OKBG erritmo sailkatzaileek berpiz-
tean eman daitezkeen bost erritmo motak identifikatuko lituzkete.
Zoritxarrez, bular-sakaden bitartean AHArekin bateragarria den
klase anitzeko sailkatzailerik ez da oraindik garatu.
Aurreko azterketa guztietan eskuzko sakadek sortzen dute
artefaktua EKGan. Konpresio mekanikoko gailuak, hala nola
Lucas edo AutoPulse, gero eta gehiago erabiltzen dira berpiztean.
Ondorioz, sakada mekanikoak ematen diren bitartean EKGaren
analisi fidagarria bermatzen duten algoritmoen garapena kritikoa
da. Tamalez, sakada mekanikoak ematen diren bitartean AHArekin
bateragarria den algoritmorik ez da oraindik garatu.
Tesi honek sakada tarteetarako erritmo analisirako metodo berriak
edo hobetuak garatzea du helburu. Zehazki, eskuzko BBBa eta BBB
mekanikoarekin batera erabili daitezkeen EDD-algoritmoak edota 5
bihotz-erritmoko sailkatzaileak garatu dira. Tesi lana, bular-sakada
mekanikoak eman bitartean desfibrilatu/ez-desfibrilatu erabaki
fidagarria bermatzen zuen algoritmoaren garapenarekin hasi zen.
Soluzio hori bi etapaz osatua dago: bular-sakadek eragindako
artefaktua ezabatzen duen iragazki moldakor bat, eta ondoren, EDD-
algoritmo komertzial batean oinarritutako etapa anitzeko sailkatzaile
bat. Algoritmo horren zehaztasuna are gehiago hobetu zen
bigarren azterlan batean, non EDD-algoritmo komertziala ikasketa
automatikoan oinarritutako sailkatzaile batengatik ordezkatu zen.
Ondoren, ahaleginak eskuzko BBBan zentratu ziren. Lehenik eta
behin, bular-sakadak eman bitartean bihotz erritmoa 5 klaseetan
sailkatzeko lehenengo algoritmoa garatu zen. Ondoren, ikasketa
automatikoan oinarritutako EDD-algoritmoaren zehaztasuna hobetu
zen ikasketa sakoneko algoritmoak erabiliz. Tesia azterlan osagarri
batekin amaitzen da. Bertan, sakada mekanikoek eragindako
artefaktua ezabatzen duten hainbat iragazkiren errendimendua
ebaluatzen da berrezarritako EKGaren uhin-formaren, garrantzi
klinikoko EKGaren ezaugarrien eta desfibrilatu/ez-desfibrilatu
erabakiaren zehaztasunaren arabera.
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1 I K U S P E G I O R O KO R R A
1.1 Bihotza
Bihotza muskulu-organo hutsa da uzkurdura erritmikoaren bidez
odol oxigenatua zirkulazio-sistema osoan zehar ponpatzen duena.
1.1. irudian ikus daitekeenez, bihotza lau barrunbez osatua dago: bi
goian, ezker eta eskuin aurikulak, eta bi behean, ezker eta eskuin
bentrikuluak. Aurikulek bihotzera iristen den odola biltzen dute
eta bentrikuluek, berriz, odola bihotzaren kanpoaldera ponpatzen
dute. Eskuineko hemisferioak, zirkulazio sistematik datorren oxigeno
gabeko odola jaso eta biriketara bidaltzen du oxigenaziorako.
Ezkerreko hemisferioak, aldiz, biriketatik datorren eta oxigenoz
aberatsa den odola jasotzen du, ondoren gorputzeko gainerako
ehunetara ponpatu ahal izateko. Bi ekintza horiek aldi berean ematen
dira bihotz-zikloa definitzen duten bi fase ezberdinetan: diastole
izeneko betetze fase bat, eta odol-ponpatze fase bat, sistole izenekoa.
Bihotz-zelulen estimulazio elektrikoaren ondorioz muskuluen
uzkurtzea eta odol-ponpaketa ematen da. Jarduera elektriko hori
gorputzaren gainazalean itsatsitako bi elektrodoen bidez jaso
daiteke, eta horrela lortutako erregistroari elektrokardiograma (EKG)
deritzo. Bihotz osasuntsuan bihotz-zikloa eskuineko aurikularen
goialdean dagoen nodo sinoaurikularrean (SA) hasten da. SA
nodoa bihotzaren taupada-markagailu naturala da, eta, ondorioz,
bihotz maiztasunaren oinarrizko erritmoa ezartzen du 60-100 pultsu
sortuz minuturo. Pultsu elektrikoa SA nodoan sortu eta ezker
eta eskuineko aurikulen barrena bidaiatzen du, azken hauen de-










1.1. Irudia. QRS konplexu baten eraketa bihotzaren eroanbide elektrikoaren sistemari
dagokionez. Iturria: www.textbookofcardiology.org
eragindako uzkurdurak odola bentrikuluetara ponpatzen du.
Azken inpultsu honek EKGan P uhina sortzen du (erreparatu
1.1. irudiari) eta aldi berean, nodo aurikulobentrikularraren (AB)
de-polarizazioa (uzkurdura) eragiten du. AB nodoak SAren pultsu
elektrikoa jaso eta atzeratu egiten du P-R tartea sortuz EKGan
eta bentrikuluei denbora emanaz odolez bete daitezen. Ondoren,
pultsu elektrikoa ezker-eskuineko bentrikuluen barrena hedatzen da
Purkinje zuntzek eta His-en balak osatutako eroanbide azkarreko
sarea erabiliz. Azken horrek, bentrikuluen de-polarizazio (uzkurdura)
koordinatua eragiten du zeinek odola biriketara edo gainerako
ehunetara ponpatzeko presio nahikoa sortzen duen. 1.1. irudian
ikus daitekeenez, de-polarizazio bentrikularra QRS konplexu gisa
agertzen da EKG-an. Azkenik, zelula bentrikularrak birpolarizatu
eta jatorrizko egoerara itzultzen dira tarte errefraktario baten
ostean. Tarte errefraktarioan zelulak ezin dira kitzikatu, eta
ondorioz, bentrikuluak ezin dira berriro de-polarizatu. Birpolarizazio
bentrikularra EKGan T uhina deritzon ziklo kardiakoaren azken uhin
bezala agertzen da. QRS konplexuak birpolarizazio aurikularrari
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dagokion uhina estaltzen du, eta, ondorioz, azken hau ez da EKGan
antzematen.
Pertsona osasuntsuetan bihotz-zikloaren sekuentzia etengabe
errepikatzen da odol jario jarraitua sortuz, egoera arrunt horri
erritmo sinusal normala (ESN) deritzo. Bihotz-arritmia erritmo
normalaren asaldura bat da, bihotzak azkarregi (takikardia),
motelegi (bradikardia) edo irregularki ponpatzen duelako. Bihotz-
arritmiek larritasun desberdina izan dezakete osasunean, eta
bentrikuluetan sortzen direnak, takikardia bentrikularra (TB) eta
fibrilazio bentrikularra (FB), alegia, hilgarriak dira. Horietan bihotzak
ez du odola eraginkor ponpatzen eta kalte larriak eragin ditzake
bihotzean eta burmuinean. Larrialdi egoera horretan premiazkoa
da bihotz-arritmia sendatzea eta bihotzak ohiko funtzionamendua
berreskuratzea.
1.2 Ospitalez kanpoko bihotz-biriketako geldialdia
Bat-bateko bihotz-biriketarako geldialdia (BBG) bihotz jardue-
raren ustekabeko etetea da, eta horrek berezko odol-zirkulazio
eraginkorraren galera dakar [1]. Bihotz geldialdiaren ondorioz epe
laburrean (ordu bete baino lehen sintomak hasi zirenetik) gertatzen
den ustekabeko heriotza naturalari bat-bateko bihotz-heriotza
(BBH) deritzo [2, 3]. BBH osasun publikoko arazo garrantzitsua
da, biziraupen tasa baxua duen intzidentzia altuko bat-bateko
gertakaria baita. Bihotz-biriketako geldialdi gehienak ustekabean
ospitaletik kanpo gertatzen dira, gertaera horri ospitalez kanpoko
bihotz-biriketako geldialdia (OKBG) esaten zaio. BBGa leheneratu
eta berezko pultsua berreskuratzeko ahaleginei bihotz-biriketako
berpiztea (BBB) deritze.
BBHen %80ak arterien gaixotasun koronarioan du jatorria [4],
gainerako %20ak, aldiz, kanalizazio genetiko eta kardiomiopatie-
tan [4, 5]. Bihotz-gaixotasun horiek FBa eragiten dute pazienteengan,
sarritan TB gisa hasten dena [6, 7]. FBan bihotzak pultsu
irregular eta azkarra azaltzen du, eta ondorioz, bentrikuluek
koordinazio gabeko uzkurdura ageri dute. Bihotzaren ponpatze
eraginkorra galtzen denez, odolaren berezko zirkulazioa berehala
etetzen da. FBa leheneratu eta pultsudun erritmoak (PE) lortzeko
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tratamendu eraginkor bakarra desfibrilazio elektrikoa da. Pultsudun
erritmoek odol-fluxu eraginkorra sortzen dute, bihotz jarduera
elektriko eta mekaniko organizatuari esker [8]. FBa hasten denetik
desfibrilaziora arteko denbora faktore kritikoa da pultsudun
erritmoa berreskuratzeko, eta berezko zirkulazioara itzultzea (BEZI)
lortzeko [9]. Izan ere, tratatu ezean FBak okerrera egiten du,
asistolia (AS) edo pultsurik gabeko aktibitate elektrikoa (PGAE)
eraginez [10]. PGAEan, bihotz aktibitate elektriko organizatuak ez
du bihotzaren uzkurdura mekanikoa eragiten eta, ondorioz, ez
du odol-fluxu eraginkorrik sortzen. Asistolia, jarduera elektriko
eta mekanikoaren erabateko galera da. Pazientearen erritmoa
AS edo PGAE denean, bihotz-zelulek ez dute oxigenaziorik eta
miokardioaren iskemia gertatzen da pazientearen bizi-aukera larri
1.2. Irudia. OKBGan ematen diren 5 erritmo mota nagusien elektrokardiograma tipikoak.
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txikituz [11, 12]. 1.2. irudiak BBBan ematen diren bost bihotz-erritmo
nagusien EKG tipikoen adibideak erakusten ditu.
OKBGaren intzidentzia zehatza ezezaguna da, definizio eta
inklusio irizpideen araberakoa baita. Urteko intzidentzia-estimazioa
150 000 eta 530 000 bitartekoa da Estatu batuetan [2, 13], eta 275 000-
koa Europa mailan [14, 15], intzidentziak 38 eta 55 kasu 100 000
biztanle-urteko direlarik, hurrenez hurren. Intzidentzia antzekoa
da Espainia mailan, urtero 100 000 pertsonako 29 – 40 kasu ematen
direlarik [16, 17]. Azkenik, Euskal Autonomia Erkidegoan urteko
intzidentzia 33.9 kasukoa da 100 000 biztanleko [18].
BBBan aurrerapenak egon diren arren, bai ospitalez barruko bihotz
geldialdiko (OBBG) zein OKBGko biziraupen tasak baxuak dira,
%10.4koa eta %8.4 – %10.7 tartekoa, hurrenez hurren [19, 20, 14].
OKBGaren biziraupen tasak handiagoak dira hasierako erritmo gisa
FBa aurkezten duten pazienteentzat [20]. OKBG kasuetan, FB/TB
hasierako erritmo bezala agertzen da %46an, PGAE %17an eta AS
%37an, biziraupen tasak %27, %3 eta %1ekoak direlarik, hurrenez
hurren [21]. Hala ere, hasierako erritmoen prebalentziak eta OKBGko
biziraupen datuak nabarmen aldatzen dira azterketaren eta eskualde
geografikoaren arabera. Esate baterako, zenbait hiritan %20tik gorako
biziraupen tasak erdietsi dira, eta zenbait landa eremutan, berriz,
%2koak [22, 23, 24].
1.3 OKBGa tratatzeko funtzesko terapiak
Biziraupen-katea bihotz-geldialdia tratatzeko ekintzak laburbiltzen
dituen metafora da. Lehen bertsioa 1991. urtean argitaratu zen [25],
eta azken eguneraketa 2005eko nazioarteko berpizte erakunde nagu-
sien gidetan argitaratu zen. Europako Suspertze Kontseiluak [26]
(ERC, ingelesez) eta Ameriketako Bihotz Elkarteak [27] (AHA,
ingelesez) bost urtero eguneratzen dituzte suspertze gidak, ordura
arteko bildutako ebidentzietan oinarritutako OKBGa tratatzeko
gomendioak biltzen dituztenak. Honako hauek dira biziraupen-
kateak zehazten dituen funtzesko urratsak:
• Sarbide goiztiarra: lehen urrats honek BBGaren antzemate
goiztiarra eta larrialdi osasun sistemaren (LOS) aktibazio
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azkarra hartzen ditu barne. BBGaren sintomak garaiz
identifikatzea kritikoa da; izan ere, kolapsoa gertatu aurretik
LOSaren aktibazioa biziraupen tasen igoera nabarmen batekin
erlazionatu baita [29].
• BBB goiztiarra: BBBak bular-sakada eta aireztapenen bitartez
bizi-organoak oxigenatzeko beharrezkoa den odol-fluxu
artifiziala mantentzea du helburu, deskarga elektrikoa
eman arte. OKBGren lekukoak emandako berehalako BBBa
biziraupen probabilitatea handitzeko faktore garrantzitsua
da [30, 31, 32]. Ondorioz, biztanleria guztia oinarrizko BBBan
trebatzea ezinbestekoa da. Biztanlegoaren BBB formazio-
programek biziraupen tasak %20an igotzeko gaitasuna dute,
AHAren arabera [33].
• Desfibrilazio goiztiarra: Desfibrilazio goiztiarra FBa tratatzeko
eta BEZIa lortzeko modu eraginkor bakarra da. FBa hasten
denetik desfibrilaziora arteko denbora kritikoa da pazientearen
biziraupenerako [34, 35]. Desfibrilazio publikorako atzipen
(DPA) programek garrantzi handia dute biziraupen-katearen
urrats honetan. Izan ere, DPA programen helburua da
biztanlerian desfibrilatzeko gaitasuna hedatzea, horretarako
kanpo desfibriladore automatikoak (KDA) toki publikoetan
kokatuz [36].
• Bizi-euskarri aurreratu goiztiarra (BEA): BBBaren eta desfi-
brilazioaren konbinazioa sarritan ez da nahikoa pultsua
1.3. Irudia. Biziraupen-katearen lau urratsak: sarbide goiztiarra, BBB goiztiarra, desfibrilazio
goiztiarra eta bizi-euskarri aurreratua. Iturria: 2015-eko ERC gidak [28].
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berreskuratzeko, eta are gutxiago BEZIa denboran zehar
mantendu eta pazientea egonkortzeko. Ondorioz, osasun-
langileek emandako tratamendua funtsezkoa da biziraupena
handitzeko. Euskarri aurreratuaren terapia nagusiak dira
intubazioa, farmakoen administrazioa eta desfibrilazioa [37].
Emergentzia sistemaren aktibazioaren ondoren, anbulantzia
iritsi arteko eta lehen BEAren desfibrilazioa jaso arteko denbora
nabarmen aldatzen da eremuz eremu. Denbora horien batez
bestekoa 5 – 9 min-koa da anbulatziaren kasuan, eta 11 min-koa
desfibrilazioaren kasuan [39, 40]. Denbora tarte horretan, lekukoaren
BBBa eta desfibrilazioa funtsezkoak dira biziraupen probabilitatea
handitzeko. Lekukoak BBBa ematen ez duenean, biziraupen
probabilitatea %10 – 12 murrizten da desfibrilazioa atzeratzen den
minutu bakoitzeko [41, 42]. Batez-besteko hori, ordea, %3 – 4ra
murrizten da lekukoak laguntzen duenean [43, 44, 9]. 1.4. irudiak
erakusten ditu BBBak eta desfibrilazio goiztiarrak OKBGren
biziraupenean duten eragina. Kolapsoa gertatu ondoren BBBa ez
bada 5 min-ko tartean hasten eta desfibrilazioa ez bada lehenengo
5 min-tan ematen OKBGaren biziraupen probabilitatea %20koa baino
txikiagoa da. Lekukoaren BBBa lehenengo 4 min-etan hasten bada eta
deskarga elektrikoa lehenengo 8 min-etan ematen bada biziraupen
1.4. Irudia. Ospitaletik jasotako alten portzentajea BBBa eta desfibrilazioa jaso arteko
denboraren menpe. Iturria: Eisenberg et al. [38].
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tasa bikoiztu daiteke (%40tik gora) [38]. Hau da, OKBGko lekukoaren
partehartze eraginkorra ezinbestekoa da biziraupenerako.
1.4 Bihotz-biriketako berpiztea
BBBa bular-sakadetan eta aireztapenetan oinarritzen da eta odol
oxigenatuaren zirkulazio minimoa bermatzen du [45]. 1.5. irudiak
erakusten du BBBan zehar, sakada eta aireztapen egokiak emateko,
sorosleak izan behar dituen posizio eta kokapena egokiak.
Berpizte gidek BBB deskribatzen dute, bai BEAn zein bizi-
euskarri oinarrizkoan (BEO) [28, 46]. BEOak oinarrizko berpizte
prozedura ez inbaditzaileak hartzen ditu barne, non KDA eta
beste gailu elektromediku erabilterrazak erabiltzen diren. Oro
har, entrenatutako edo entrenatu gabeko BBGa lekukoek, osasun-
larrialdietako teknikariek edo segurtasun publikoko profesionalek
ematen dute BBBa BEOan [47]. BEAk, aldiz, medikuek egin edo
gainbegiratu behar dituzten interbentzioak eta prozedura klinikoak
hartzen ditu barne. BBBaz eta desfibrilazioaz gain, BEAk aire-
bideen trataera egiten du, farmakoak eman eta BBGa bideratzen
du parametro zuzeneruntz hainbat metodorekin [48].
BEOaren oinarrizko terapia bular-sakadak dira, sorosle guztiek
eman beharko lituzketenak [28]. Horrez gain, berpizte-giden
gomendioen arabera, BBBan entrenatutako sorosleek aireztapenak
(ahoz-ahoko erreskate-arnasketak) eman beharko lituzkete, 30
sakaden serieak 2 aireztapenekin tartekatuz. BBB terapia etengabe
eman behar da KDA bat izan arte. KDAk pazientearen erritmoa
aztertu eta deskarga elektrikoa ematen du beharrezkoa denean.
BEAko osasun-profesionalek laringoskopia eta intubazioa bermatu
behar dute, prozedurarako beharrezkoak diren bular-sakaden
etenaldiak laburtuz [46]. Intubazioaren ondoren, minutuko 10
aireztapen eman behar dira bular-sakadekin batera. BEAko
osasun-profesionalek pazientearen erritmoa bi minuturo aztertzen
dute monitore-desfibriladoreak erabiliz. Desfibriladorea erabilita
medikuak deskarga agindu eta eman dezake, bihotz-erritmo
azterketaren ondoren beharrezkotzat joko balu.
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OKBGren biziraupen tasak handitzeko kalitate handiko bular-
sakadek duten garrantzia azpimarratzen dute berpizte gidek [28, 46].
Bular-sakaden maiztasun eta sakontasun balio optimoak 100-120
sakada/min-koak (min-1) eta 5-6 cm-koak dira, hurrenez hurren [28,
49, 50]. Gainera, sakaden arteko etenaldiak ekiditzea gomendatzen
da.
Kalitate handiko BBBa OKBGren biziraupen tasen handitzearekin
erlazionatu da [51]. Bular-sakaden sakonera 5-6 cm-tara igotzeak
deskarga elektrikoaren arrakasta-probabilitatea bikoizten du [52],
baina, 6 cm-tik gorako sakonera duten sakadek lesio-tasa handitzen
dute, hala nola, saihets hezurrak hautsiz. Bular-sakaden maiztasunari
dagokionez, Idris et aliik [53] 125 min-1 maiztasunean aurkitu
zuen berpizte probabilitaterik altuena BBBaren lehenengo 5 min-
etan. Bular-sakada azkarragoek, sakonera gutxiago dute, BBBaren
eraginkortasuna murriztuz [53]. Bular-sakaden maiztasuna 75 min-1
azpitik dagoenean BEZI probabilitatea txikiagotzen dela erreportatu
izan da [53].
1.5. Irudia. Soroslearen posizio eta kokapena BBBan zehar sakada eta aireztapenak emateko.
Iturria: 2015eko ERC gidak [28].
10
OKBGaren inguruko azterlanen arabera, kalitate handiko BBB
ematea erronka handia da bai entrenatu gabeko lekukoentzat [54],
bai BEAko osasun profesionalentzat [19, 55, 56, 57]. Ohikoak dira
sakaden arteko etenaldiak, sakontasun gutxiko sakadak eta azkarregi
ematen direnak. Soroslearen nekea BBB luzeetan, berrelikadura-
gailuen gabezia eta anbulantzietako baldintza ezegonkorrak dira
kalitate baxuko BBBaren arrazoi nagusienak.
BBBaren kalitatea hobetzeko, BEAko osasun profesionalak bularra
sakatzeko gailu mekanikoak erabiltzen hasiak dira. Gailu horiek
egungo berpizte giden jarraibideekin bateragarriak diren maiztasun
eta sakontasun konstanteko sakadak ematen dituzte. Bi gailu
automatiko mota daude komertzialki eskuragarri: neumatikoki
eragindako pistoian oinarritutakoak, hala nola, LUCAS-3 (Physio-
Control Inc/Jolife, AB, Lund, Sweeden), eta kargaren banaketa
uniformerako bandak, hala nola, AutoPulse (Zoll Circulation,
Chelmsford, Massachusetts, USA) [46]. LUCAS-3 eta AutoPulse
gailuak 1.6. irudian ikus daitezke eta haien espezifikazio teknikoak
1.1. taulan ageri dira.
Konpresiorako gailu mekanikoek kalitate handiko bular-sakadak
ematen dituzte. Hala ere, ausazko kontrol entsegu klinikoek
ez dute argi uzten BBB mekanikoak OKBGaren biziraupenean
duen eragina [58, 59]. Rubertsson et aliik [58] ez zuten lau
ordutako biziraupenean desberdintasun esanguratsurik topatu
LUCAS gailuarekin edo kalitate handiko eskuz emandako BBBarekin
tratatutako pazienteen artean. Gainera, bi taldeek egoera neurologiko
berdina erakutsi zuten 6 hilabeteren ondoren [59]. Wik et aliik [59] ez
1.1. Taula. LUCAS-3 eta AutoPulse gailuen zehaztapen teknikoak.
LUCAS-3 AutoPulse






Bularra berera etortzea Bai Bai
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1.6. Irudia. LUCAS-2 eta AutoPulse gailuak. LUCAS-2 gailuak neumatikoki eragindako pistoi
bat erabiltzen du pazientearen bularra konprimitzeko; AutoPulse gailuak, aldiz,
bularraren inguruan kokatutako kargaren banaketa uniformerako banda bat
erabiltzen du sakadak emateko.
zuten alde nabarmenik erreportatu AutoPulsearekin eta eskuzko
BBBarekin tratatutako pazienteen ospitaleko altaren ondorengo
biziraupenean, ezta egoera neurologikoan ere. BBBrako gailu
mekanikoen erabilera biziraupen handiago batekin zuzenki lotuta ez
dagoenez, gailu horien erabilera iraupen luzeko BBBan eta eskuzko
bular sakadak praktikoak ez diren edo soroslearen segurtasuna
arriskuan jartzen duten egoeretan gomendatzen da [46].
BBGaren tratamendua ez da beti posiblea geldialdia gertatu
den tokian, hala nola, hipotermiak edo intoxikazioek eragindako
geldialdietan [60, 61, 62, 63]. Egoera horietan pazientea ospitalera
garraiatzea ezinbestekoa da BBB terapia jasotzen duen bitartean [64].
Zoritxarrez, garraiatu bitartean emandako eskuzko sakadak ez dira
eraginkorrak eta segurtasun-uhala lotuta ez izateak sorosleen bizitza
arriskuan jartzen du [65, 66]. Hori dela eta, gailu mekanikoak eskuzko
BBBaren alternatiba egokia dira garraioan kalitate handiko bular-
sakadak emateko [67, 68, 69, 70, 71, 72].
BBBa eta desfibrilazioa sarritan ez dira nahikoak BEZIa lortzeko.
Kasu horietan BBGaren azpiko patologia tratatzea da funtsezkoena.
Arteria koronarioen hersketa da sarritan pultsua ez berreskuratzearen
arrazoia, FB errepikakorraren edo PGAE iraunkorraren eragilea
baita. Larruazalpeko interbentzio koronarioa askotan ezinbestekoa da
zirkulazio eraginkorra berrezartzeko koronarioen hersketa pairatzen
duten pazienteetan. Kasu horretan, noski, bular-sakadak emanez
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egin behar da interbentzioa eta BBBrako gailu mekanikoak erabiltzen
dira sarritan [73, 74, 75, 76].
1.5 Desfibrilazio goiztiarra
Desfibrilazioa erdiesteko miokardioan zehar korronte elektriko
bat pasarazten da miokardioaren masa kritiko bat despolarizatzeko
helburuarekin. Horrek, bihotzaren kontrola SA nodoari ematen dio
eta pultsudun erritmoa berrezartzen du. BEOak KDA erabiltzen du
terapia elektrikoa burutzeko; BEAak, berriz, monitore-desfibriladore
izeneko gailu sofistikatuagoen bitartez burutzen du desfibrilazioa.
KDAk prestakuntzarik gabeko lekukoen esku-hartzea ahalbide-
tzen du OKBGan, lekukoak BBBaren eta desfibrilazio terapian
zehar gidatuz [77]. Lehenik eta behin, desfibrilaziorako partxeak
pazientearen bularrean itsatsi behar dira. Partxe horiek EKG eta
bularraldeko inpedantzia seinalea (BI) erregistratzen dute eta
deskarga elektrikorako beharrezkoa den korrontea sortu. Behin
partxeak modu egokian itsatsita daudela, KDAk automatikoki
hasten du bihotz-erritmoaren analisia bere baitan duen erritmo
desfibrilagarrien detekzio (EDD) algoritmo bat erabiliz. Horrek FB
edo TB erritmoak antzematen baditu (erritmo desfibrilagarriak),
desfibrilazioa aplikatzea gomendatuko dio sorosleari. Beste erritmo
batzuk detektatuz gero (erritmo ez-desfibrilagarriak), BBBarekin
jarraitzeko agindua emango dio, bi minutu barru hurrengo erritmo
azterketa gauzatzen duen arte.
1997an AHAk EDD-algoritmoek bete behar dituzten segurtasun
eta zehaztasun mailak zehaztu zituen [78]. Txosten honek, EDD-
algoritmoaren garapenean eta frogan erabilitako datu-baseari
buruzko zehaztapenak eta EDD-algoritmoak bete beharreko
errendimendu-metrikak zehazten ditu.
AHAren dokumentuak hiru kategoriatan sailkatzen ditu OKBG
bihotz-arritmiak:
• Erritmo desfibrilagarriak: Heriotza saihesteko desfibrilazio
azkarra behar duten erritmo hilgarriak. Erritmo horien artean
daude FB sendoa (200 µVetik gorako erpinetik-erpinerako
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anplitudea dutenak) eta TB azkarra, oro har 120 min-1tik gorako
bihotz-maiztasuna dutenak (hornitzailearen araberakoa).
• Erritmo ez-desfibrilagarriak: Desfibrilatuak izan behar ez diren
erritmoak, gehienak pultsudun pazienteengan ematen direnak.
Ez da komeni bihotz-erritmo mota hauek desfibrilatzea,
kaltegarria izan baitaikete pazientearentzat. Horien artean
daude: ESNa, takikardia suprabentrikularra (TSB), bradikardia
sinusala (BS), fibrilazio atriala (FA), bihotz-blokeoa, erritmo
idiobentrikularra (IB), uzkurdura bentrikular goiztiarrak
(UBG) eta pultsu antzemangarria duten edota konortedun
pazienteetan ematen diren beste erritmo mota batzuk.
Asistolian dauden pazienteak, 100 µVetik beherako erpinetik-
erpinerako anplitudea azaltzen dute EKGan, eta ez da komeni
desfibrilatzea [79]. ERCko gidek diotenez asistolia desfibrilatze-
ko BBBa etetzea ez da onuragarria pazientearentzat [46].
• Bitarteko erritmoak: Bihotz-erritmo hauentzat desfibrilazioaren
onurak mugatuak edo zalantzazkoak dira. Hemen sailkatzen
dira maiztasun edo anplitude txikiko FBak (100 − 200 µV
bitarteko anplitudeak) eta TB azkarraren irizpideak betetzen ez
dituzten TBak.








FB sendoa 200 > %90 Se %87
TB azkarra 50 > %75 Se %67
Ez desfibrilagarriak 300
ESN 100 > %99 Sp %97
FA, BS, TSB, blokeoa, IB, UBG 30 > %95 Sp %88
Asistolia 100 > %95 Sp %92
Bitartekoak
FB fina 25 Erreportatu bakarrik -
Beste TB 30 Erreportatu bakarrik -
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EDD-algoritmoa garatu eta testeatzeko datu-baseek hiru mailatako
bihotz-erritmoak gorde behar dituzte. Erritmoak anotatzerakoan
gertatzen diren medikuen arteko desadostazunak direla eta, erritmo
sailkapenak gutxienez hiru adituen arteko adostasuna izatea
gomendatzen du AHAk.
EDD-algoritmoaren errendimendua ebaluatzeko, algoritmoaren
desfibrilatu/ez-desfibrilatu erabakiak berpiztean adituak diren
medikuen anotazioekin alderatzen dira, desfibrilatzeko erabakia
klase positibo gisa definituz. Honela, benetako positiboen (BP), faltsu
positiboen (FP), faltsu negatiboen (FN) eta benetako negatiboen
(BN) kopurua kalkula daiteke. AHAk soilik bi errendimendu
metriketan eskatzen du gutxieneko balioa; sentsibilitatea (Se)
eta espezifikotasuna (Sp), hau da, zuzen sailkatutako erritmo
desfibrilagarri eta ez desfibrilagarrien proportzioa, hurrenez hurren.
Balio prediktibo positiboa (BPP) eta negatiboa (BPN), zehaztasun
totala (ZT) eta zehaztasun orekatua (ZO) EDD-algoritmoaren
errendimendua ebaluatzen duten neurri tipikoak dira baita ere.





















(Se + Sp) (1.3)
1.2. taulak EDD-algoritmoa frogatzeko AHAk eskatzen duen
gutxieneko EKG lagin kopurua zehazten du kategoria bakoitzeko.
Horrez gain, erritmo mota bakoitzeko Se eta Sp balio minimoak
zehazten ditu. KDA komertzialetan inplementatutako EDD-
algoritmoak pertsona helduen erritmoak erabiliz frogatu behar
dira [80, 81], eta azken hamarkadan haurren erritmoekin ere frogatu
izan dira [82, 83, 84, 85], %96tik gorako Se eta %100 inguruko Sp
balioak erreportatuz [86, 87].
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1.6 Desfibrilazioa eta BBBa
Desfibriladoreak bihotz-erritmoa egoki aztertzeko bular sakadak
eten behar dira, sakadek zarata gehitzen baitiote EKGari EDD-
algoritmoaren zehaztasuna txikituz. [88]. Etenaldi horien iraupena
5.2 – 28.4 s bitartekoa da, eta jakina da etenaldiek desfibrilazio
arrakasta eta biziraupen probabilitatea zeharo txikitzen dutela [89, 90,
52, 91, 92]. 1.7. irudian ikus daitekeenez, desfibrilazio arrakastatsuak
sarriago gertatzen dira etenaldiak laburrak direnean [52]: desfibrila-
zioan arrakasta-probabilitatea %90a baino handiagoa da etenaldia
10 s baino laburragoa denean; baina %38ra jaisten da etenaldia 30 s
baino luzeagoa denean. Aurkikuntza hauek bat datoz Chestkes et
aliik argitaratutako emaitzekin [92] . Haien arabera, ospitaleko alta
portzentaia %18 jaisten da deskargaren aurreko etenaldia 5 s luzatzen
den bakoitzeko.
BEAko medikuek monitore-desfibriladoreak erabiltzen dituzte
EKGaren erritmoa aztertu eta deskarga elektrikoa emateko. Monitore-
desfibriladoreek bi funtzionamendu modu dituzte: eskuzkoa eta
automatiko/erdiautomatikoa, hau da, KDA modua. Eskuzko modua
da BEAn gehienbat erabiltzen dena, medikuek EKGa bisualki aztertu
eta deskarga eman behar den edo ez erabakitzen dute. Medikuek
1.7. Irudia. Desfibrilazioaren arrakasta-probabilitatea BBBaren etenaldiaren menpe. Iturria:
Edelson et al. [52].
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erritmoaren azterketa bi minuturo egiten dute, eta azterketarako
bular-sakadak eten egin behar dituzte artefaktu gabeko EKG garbia
aztertzeko.
Monitore-desfibriladoreek pazientea sakonago monitorizatzeko
aukera ematen dute EKGaz eta BIaz aparte beste hainbat seinale
eskuratzeko gai baitira, hala nola, pultsu-oximetria edo kapnografia.
Pultsu-oximetriak odoleko oxigeno-saturazio maila ematen du,
azkenaldian BBBaren eranginkortasuna neurtzeko eta BEZIa
antzemateko proposatu izan dena. [93]. Kapnogramak pazienteak
igorritako arnas gasen CO2 kontzentrazioa ematen du denboraren
arabera. Kapnograma hainbat aplikazio klinikotan erabiltzen da,
hodi trakealaren kokapen egokia baieztatzeko [94, 95, 96], BBBaren
kalitatea monitorizatzeko [97, 98, 99] eta BEZIa [100, 101, 102] noiz
ematen den antzemateko. Horrez gain, monitore-desfibriladoreek
BBBaren berrelikadura ahalbidetzen duten azelerazio eta indar
sentsoreak izaten dituzte. Sentsore horien bitartez sakaden
sakontasuna (SS) adierazten duen seinalea kalkulatu daiteke eta
1.8. Irudia. Monitore-desfibriladoreak erregistratutako seinale ezberdinen adibideak. Goitik
behera: EKG, BI, SS eta CO2 (kapnograma) seinaleak.
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sakontasunetik abiatuta sakaden batezbesteko sakontasunari edota
maiztasun kalitateari lotutako metrikak neurtu daitezke [103, 104,
105]. 1.8. irudiak monitore-desfibriladore batek erregistratutako EKG,
BI, SS eta kapnografia seinaleen adibideak erakusten ditu.
OKBGen biltegiek desfibriladoreek erregistratutako fitxategi
elektronikoak eta pazienteen datu klinikoak biltzen dituzte modu zen-
tralizatu batean. Informazio klinikoa Ulstein [106] deituriko formatu
estandarrean jasotzen da. Informazio klinikoan hainbat informazio
biltzen da, larrialdietako koordinazio zentruetan, anbulantzietan,
ospitaleetan eta ospitaleen alta-txostenetan batzen dena. Biltegi
horiek ezinbestekoak dira OKBGen biziraupena handitzeko, datu-
base estandarizatuen bidez larrialdietako zerbitzu sistemen erantzun-
denborak, tratamenduak eta OKBGaren emaitzak alderatzeko aukera
ematen baitute. Resuscitation Outcome Consortium-ak (ROC) [107]
du mundu mailako OKBGen biltegirik handiena, Kanadako eta
Estatu Batuetako eskualde ezberdinetan banatutako 11 zentru
klinikoen datu bilketak batzen dituelarik. Europa mailan, European
Registry of Cardiac Arrest-a (EuReCa) [108] da OKBGen datu baserik
handiena, 27 herrialdeetako larrialdi-zerbitzuen datuak biltzen
baititu.
1.7 OKBGko erritmoen sailkatze automatikoa
OKBGen terapia hobetzeko seinaleen prozesamenduan eta ikasketa
automatikoan oinarritutako hainbat algoritmo argitaratu dira
literatura zientifikoan. Algoritmo horien xedea da erabaki kliniko
zailak modu fidagarri eta zehatzean automatizatzea. Aplikazio
kritikoenetako bat OKBGko pazientearen erritmoa modu fidagarrian
identifikatzea da.
Desfibrilazioak OKBGan duen rol kritikoa kontuan hartuta,
ikerketa gehienak erritmo desfibrilagarriak eta ez-desfibrilagarriak
bereizten dituzten algoritmoen garapenera bideratu dira. Erritmo
desfibrilagarrien EKGak ezaugarri bereizgarri batzuk ditu, hala
nola, uhin irregulartasun eta maiztasun bentrikular handiagoa,
QRS konplexuen gabezia edota banda zabalera txikiagoa. Ondorioz,
hasierako azterlanek, erritmo desfibrilagarriak identifikatzeko EKG
ezaugarrien garapena izan zuten ardatz [109, 110, 111, 112, 113, 85,
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114, 115, 116]. Ezaugarri horiek identifikatzeko seinaleen prozesamen-
du teknika aurreratuak erabili ziren arren, hasierako lanetan sailkatze
etapa oso sinplea zen, atalase finkoetan oinarritutako erabakiak
alegia. Ondorengo lanetan, sailkatze etapak hobetu ziren, FBaren
identifikaziorako ezaugarrien erausketa ikasketa automatikoan
oinarritutako algoritmoekin konbinatuz [117, 118, 119, 120, 121, 122].
Azkenaldian, FBaren detekziorako algoritmoen errendimendua are
gehiago hobetu da ikasketa sakoneko algoritmoen erabilerari esker,
%98.5etik gorako zehaztasunak lortuz [123, 124].
Hala ere, desfibrilazioa ez da OKBGaren tratamendu bakarra, eta
testuinguru klinikoaren arabera erritmo sailkapen finagoa behar da.
Adibidez, pazientearen pultsua detektatzeko PGAE eta PE erritmoak
bereiztu behar dira. Pultsua edo BEZIa garaiz identifikatzea
ezinbestekoa da bihotz-geldialdiaren antzemate goiztiarrerako
eta berpizte ondorengoko zainketak garaiz hasteko. Ondorioz,
seinaleen prozesamenduan eta ikasketa automatikoan oinarritutako
algoritmo anitz garatu dira literaturan BEZIa detektatzeko. Algoritmo
hauetako batzuk soilik EKGa [125, 126] edo BIa [127] erabiltzen dute
PGAE eta PE erritmoak bereizteko; beste batzuk, aldiz, hainbat
seinaleetatik (EKG, BI eta kapnograma) eratorritako informazioa
konbinatzen dute [128, 129]. Bigarren mailako beste erritmo sailkapen
batzuk aztertu dira baita ere, hala nola, FB/TB bereizketa [130].
Kardiobertsio elektriko sinkronizatuak onurak ekar ditzake pazientea
TBan dagoenean baina ez FBan dagoenean [131].
Kasurik onenean OKBGko erritmo sailkatzaileek berpiztean
eman daitezkeen bost erritmo motak identifikatu beharko lituzkete.
BBBan zehar pazientearen erritmoa ezagutzea bi arrazoirengatik
da garrantzitsua. Alde batetik, bihotz-erritmoa zein den jakiteak
tratamendurik onena aukeratzea ahalbidetzen du. Bestalde, bihotz
erritmoaren trantsizioek terapiaren eta pazientearen erantzunaren
arteko elkarreraginari buruzko informazioa ematen dute atzera
begirako analisietan [132, 133, 134]. Horrela, OKBGaren biziraupena
hobetzen duten tratamendu-ereduak identifikatu daitezke. Zori-
txarrez, atzera begirako analisiak aurrera eramateko behar diren
OKBG datu-base anotatuak oso eskasak dira, eta kalitatezko erritmo-
anotazioak lortzea prozesu luzea da. Klase anitzeko sailkatzaile
batek OKBGko datu-basearen berehalako anotazioa ahalbideratuko
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luke atzera begirako analisietan. Rad et aliik [135, 136, 137] bihotz
erritmoa 5 klaseetan sailkatzeko lehenengo algoritmoak garatu
zituzten, %75eko balioa lortuz senbilitateeen batezbesteko haztatuan
(SBH) [137].
Seinaleen prozesamenduan eta ikasketa automatikoan oinarri-
tutako algoritmoak erabili dira erritmoen sailkapenarekin lotuta
ez dauden beste hainbat aplikazioetan. Esate baterako, desfibrila-
zioaren arrakasta aurreikusten duten algoritmoek [138] BBBarekin
jarraitzea edo pazientea desfibrilatzea egokiagoa den gomendatzen
diote sorosleari. Horien bidez, beharrezkoak ez diren BBBaren
etenaldiak sahiesten dira, OKBGaren biziraupena handiagotuz.
EKGa desfibrilazioaren arrakasta aurreikusteko seinalerik erabiliena
izan den arren [139, 140], azken azterketen arabera iragarpena
hobetu daiteke kapnograma erabiltzen bada EKGarekin batera [138].
Azkenik, seinaleen prozesatzearen teknikak BBBaren kalitatea
estimatzeko ere erabili dira. BBBaren metriken kalkulua funtzeskoa
da BBBa hobetzeko. Batetik, sorosleari BBBaren inguruko denbora
errealeko berrelikadura emateko, eta bestetik atzera begirako
analisien bidez biziraupena hobetzeko BBB ereduak identifikatzeko.
SS seinaleak ematen ditu sakada maiztasunaren eta sakontasunaren
neurririk fidagarrienak [103, 104, 105]. BI seinalea sakada maiztasuna
kalkulatzeko ere erabil daiteke [141, 142, 105], baina ez du balio
sakontasuna neurtzeko [143]. Aireztapenekin lotutako metrikak BItik
edo kapnogramatik atera ohi dira [144, 145].
1.8 Tesi lanaren motibazioa
Bular-sakadek EKGan sortzen dituzten artefaktuen ondorioz,
erritmoaren analisia ez da fidagarria sakadak ematen direnean.
Adibidez, sakada tarteetan egindako analisietan %58.4/%90.8 eta
%81.5/%67.2 Se/Sp balioak lortu dira EDD-algoritmoekin [146,
147]. Bestetik, Rad et aliik [137] proposatutako klase anitzeko
algoritmoaren SBHa 20-puntutan jeitsi zen bular-sakada tarteetan
frogatu zenean [137]. Beraz, bular-sakadak eten behar dira bihotz-
erritmoa modu fidagarrian aztertzeko. Baina 1.6. atalean azaldu
den bezala, geldiketa horiek zeharo txikiagotzen dute pazientearen
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biziraupen probabilitatea. Ondorioz, geldiketa hauek ekidingo
dituzten metodo fidagarrien garapena ezinbestekoa da.
Azken 15 urteetan ahaleginak egin dira bular-sakadak ematen
diren bitartean erritmoaren analisi fidagarria ahalbidetzeko, bereziki
desfibrilatu/ez-desfibrilatu erabaki fidagarri bat lortzeko. Bular-
sakada tarteetan AHAren errendimendu-helburuak betetzen dituzten
EDD-algoritmoak garatu dira jadanik, baina artefakturik gabeko
tarteetan garatutako EDD-algoritmoen zehaztasuna handiagoa
da [148, 149]. Algoritmo hauek guztiak eskuzko BBBrako frogatu
dira, baina tesi hau hasi zenean, sakada mekanikoko tarteetan
AHArekin bateragarria zen EDD-algoritmorik ez zegoen. BBB
mekanikoan desfibrilatu/ez-desfibrilatu diagnosi fidagarri bat
lortzeko egindako ahaleginek %97.9ko eta %84.1eko Se eta Sp balioak
lortu zituzten, hurrenez hurren [150]. Horrez gain, ez zegoen 5
klaseko erritmoaren sailkapen fidagarrirako algoritmorik eskuz zein
mekanikoki emandako sakada tarteetarako.
Tesi honek, sakada bitarteko erritmo analisiaren esparruan aztertu
gabe dauden gaiak ikertzea du helburu. Sakada tarteetako erritmo
analisirako metodo berriak edota hobetuak garatzea da helburu
nagusia, horretarako seinaleen prozesatze eta ikasketa automatikoko
teknikak erabiliz. Zehazki, eskuzko BBB eta BBB mekanikoarekin
batera erabili daitezkeen EDD-algoritmo edota 5 bihotz-erritmoen
sailkapenerako algoritmoak garatu dira. Garatutako metodoak
orokorrak dira, eta erritmo analisiaren testuinguru gehienetara
egokitu daitezke. Algoritmo hauek BBBaren agertoki eta bihotz-
erritmoen sailkatzerako problema ezberdinetan duten balioa, neurri
handi batean, ikerketarako eskuragarri dauden datuen araberakoa
da.
2 A RT E A R E N E G O E R A
2.1 Ikasketa automatikoa OKBG-erritmoak sailkatzeko
Arritmia bentrikular hilgarrien detekzioa, FBak eta TBak
detektatzea, alegia, izan da geldiketetan ematen diren erritmoen
sailkatzean gehien landu den ikerketa-lerroa.
Arritmia hilgarrien detekzioa aztertu zuten lehen ikerlanek
EKGtik erauzitako FBa detektatzeko diseinuak landu zituzten. Lan
horietan FB/TB erritmoen ezaugarri bereizgarrien kalkulurako
metodoak proposatu ziren, horretarako EKGren hainbat ezaugarri
aztertuz: denboraren eremuan kalkulatutakoak [112, 113], uhin-
formaren ezaugarri morfologikoak [110], espektro-ezaugarriak [109,
151], edota seinalearen konplexutasun neurriak [152, 153, 154].
Jekova et aliik [155] eta Amann et aliik [152] FBa detektatzeko
ezaugarrien lehen konparaziozko azterketak burutu zituzten.
Hala ere, ezaugarri bakarra erabiltzen denean FB/TB detekzio-
zehaztasuna mugatua da [118]. Ondorioz, ikasketa automatikoan
oinarritutako algoritmoen erabilera orokortu egin zen, FBaren
detekziorako ezaugarri ezberdinek emandako informazioa modu
eraginkorrean konbinatuz [156, 157]. Sailkatzaileak erabili aurretik
ezaugarriak aukeratzen dira, hau da, sailkatzailearen errendimendua
optimizatuko duen ezaugarrien azpimultzoa zein den erabaki
behar da [158, 118, 119, 117]. 2.1. irudiak ikasketa automatikoan
oinarritutako EDD-algoritmo baten egitura laburbiltzen du, lau
etapaz osatuta dagoena: EKGaren aurreprozesatzea, ezaugarrien













2.1. Irudia. EDD-algoritmoen etapa nagusiak: aurregokitze iragazkiak, ezaugarrien erauz-
keta eta aukeraketa etapak, eta ikasketa automatikoan (IA) oinarritutako
desfibrilatu/ez-desfibrilatu erabaki-algoritmoa.
Lehen etapan EKG seinalea, s(n)1, iragazten da mugimenduak
edota sare elektrikoak sortutako zarata garbitzeko. Gero, iragazitako
seinaletik, ŝ(n), ezaugarriak erauzten dira, K ezaugarri dituen
xi ezaugarri-bektorea lortuz. Hau da, seinalea K dimentsiotako
ezaugarri espazioan mapatzen da. Ezaugarrien aukeraketa egiteko
etapan xi-ren dimentsioa txikitzen da K-tik K′-ra. Ondorioz, N EKGz
osatutako OKBGko erritmoen datubasea adibide-etiketa multzo bat
bezala adieraz daiteke, {(x′1, y1), ..., (x′N , yN)}, non yi klase etiketak
{0, 1} diren desfibrilatu/ez-defibrilatu sailkatze probleman.
2.2. irudian adierazten den moduan, datuak bi azpimultzotan
banatzen dira: entrenamendurako multzoa, ikasketa automatikoko
algoritmoa doitzeko erabiliko dena, eta frogarako multzoa, algo-
ritmoaren errendimendua alborapenik gabe ebaluatzeko erabiliko
dena. Sarritan entrenamendurako multzoa bi azpimultzotan banatzen
da ere: entrenamendurako azpimultzoa, eredua doitzeko, eta
balioztatzeko azpimultzoa, ereduaren doiketa-prozesuan erabiliko
dena errendimenduaren estimazioak alborapenik gabe lortzeko.
Ezaugarrien aukeraketa ere entrenamendu/balioztatze azpimultzo-
tan egiten da.
Hurrengo ataletan ikusiko dira desfibrilatze/ez-desfibrilatze algo-
ritmoen garapenean erabili diren sailkatze-ezaugarriak, ezaugarriak
aukeratzeko metodoak, eta ikasketa automatikoko metodo nagusiak.
1 Testuan s(n) motako seinale digitalak erabiliko dira. Denbora ardatza beraz t = nTs
izango da, non n lagin indizea den eta Ts laginketa periodoa.
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2.2. Irudia. Entrenamendu-, balioztatze- eta froga-multzoak ikasketa automatikoan.
2.1.1 Ezaugarrien erauzketa
Arritmia bentrikular hilgarriak detektatzeko ehundik gora EKG-
ezaugarri proposatu dira literaturan. Ezaugarri horiek arritmien
bereizgarriak zenbakiz adierazten dituzte, eta maiz seinalea eremu
berri batetara transformatzen da kalkuluak egiteko. Adibidez,
maiztasunaren eremuan, erritmo desfibrilagarriek banda zabalera
estuagoa dute (ikusi 2.3. irudia). Bestalde, FBaren uhin-formaren
irregulartasuna, edota TBaren aktibitate eskasa lerro isoelektrikoaren
inguruan hobe antzematen dira denboraren eremuan. Hurrengo
puntuetan desfibrilatu/ez-desfibrilatu esparruan proposatutako
EKG-ezaugarri nagusiak aipatzen dira, analisi eremuaren arabera
sailkatuta:
• Denboraren eremua: Ezaugarri hauek seinalearen anplitudea,
malda, lagin-banaketa estatistikoa, periodikotasuna edota
bihotz-maiztasuna ezaugarritzeko erabili izan dira. Bihotz-
maiztasun eta periodikotasunaren azterketa seinalearen
autokorrelazio funtzioa erabiliz egin daiteke Chen et aliik [111]
iradoki bezala, edota modu sinplean denbora markak eta zero-
mailaren gurutzaketa tarteak (Threshold Crossing Intervals,
TCI) identifikatuz Thakor et aliik [112] proposatu bezala. Arafat
et aliik [113] TCIa kalkulatzeko metodo hobetua proposatu
zuten, threshold crossing sample count (TCSC) izenekoa.
2005. urtean, Amman et aliik [152] exponentzial beherako-
rretan oinarritutako bi ezaugarri proposatu zituzten bihotz-
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maiztasuna kalkulatzeko: algoritmo exponentzial estandarra
(Exp), eta algoritmo exponentzial aldatua (Expmod). 2004.
urtean, Jekova et aliik [109] hiru ezaugarri proposatu zituzten
seinalea bandapasa iragazi ondoren laginen kontaketak
seinalearen anplitude mailaren arabera egiteko. Beranduago,
Anas et aliik [110] frogatu zuten seinalearen batezbesteko
balio absolutua (mean of the absolute value, MAV) erritmo
desfibrilagarri eta ez desfibrilagarrien ezaugarri bereizgarria
zela. QRS konplexuak dituzten erritmoetan anplitudeak baxuak
izan ohi dira, lerro isoelektrikoaren inguruan egoten baita
a) PE ez-desfibrilagarria b) FB desfibrilagarria
0 10 20 30 0 10 20 30
2.3. Irudia. Erritmo ez-desfibrilagarri (ezkerrean) eta desfibrilagarri (eskuinean) baten
adibideak analisirako eremu desberdinetan. Goitik behera: denboraren eremua,
wavelet transformatuaren eremua, maiztasunaren eremua eta PSR analisia.
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sarri EKGa. FB/TB erritmoetan, aldiz, kontrakoa gertatzen
da. Hortik abituta Irusta et aliik [85] bWT ezaugarria
proposatu zuten seinalearen lerro isoelektrikoaren inguruko
lagin kopuruaren proportzioa zenbatzeko. Irusta et aliik [85]
eta Ayala et aliik [148] seinalearen maldan oinarrituako hiru
ezaugarri proposatu zituzten, EKGaren aldaketa azkarrak
QRS konplexuetan soilik ematen direla baliatuz. Lehen
ezaugarria (bCP) [85] seinalearen malda atalase baten azpitik
dagoen denbora proportzioa da. Bigarren ezaugarria, maldaren
oinarrizko balioa (x1), maldaren 10. pertzentila da, eta
hirugarrena maldaren atalase batetik gora dauden tontor
kopurua (x2) [148].
• Maiztasunaren eremua: Arritmia bentrikularren maiztasun-
nagusia 2.5 – 7.5 Hz tartean dago, eta EKGaren banda-zabalera
10 Hz-etatik behera egon ohi da. QRS konplexudun erritmoek
berriz, maiztasun osagaiak bihotz-maiztasunaren (1 – 2 Hz) eta
bere armonikoen inguruan dituzte, eta QRS konplexuen alda-
keta azkarren ondorioz, 40 Hz-tik gorako banda-zabalera izan
dezakete. Proposatutako lehen maiztasunezko metodoetako
bat FB iragazki-jarioa (VF filter leakage, VFleak) izan zen [114].
FBaren hurbilketa sinusoidala proposatzen da maiztasun
nagusiaren inguruko bandapaseko iragazki bat erabiliz.
1989an, Barro et aliik [151] lau ezaugarri proposatu zituzten,
Fourierren analisitik abiatuta, maiztasun nagusiaren (M) eta
beste hiru maiztasun-banden (A1, A2, A3) inguruko energiak
neurtzeko. 1999an, Minami et aliik [115] arritmia bentrikularrak
detektatzeko metodoa garatu zuten QRS konplexuen maiztasun
osagaiak bost maiztasun-bandetan aztertuz. EKGaren fase
akoplamenduaren informazioa erabiltzeko helburuarekin,
Khadra et aliik [116] EKGaren analisi biespektrala proposatu
zuten 2005ean. Azken urteotan Irusta et aliik [85] EKGaren
banda zabaleraren estimazioa (bW) erabili zuten ezaugarri
bezala, eta berriki Ayala et aliik [159] hiru ezaugarri proposatu
zituzten, espektroaren anplituderik handienaren maiztasuna
1-10 Hz tartean (x3), potentzia proportzioak FBaren fibrilazio-
bandan (2.5 – 7.5 Hz) (x4) eta goi bandetan (12 Hz-tik gora) (x5).
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• Denbora-maiztasun eremua: 1995. urtean Afonso et aliik [160]
EKGaren denbora eta maiztasun eremuen analisi bateratua
erabiltzea proposatu zuten arritmiak sailkatzeko. Beraien
lanean denbora-maiztasun banaketa ezberdinen sestra-kurbak
konparatu zituzten. Wigner-Ville banaketa leundua eta kono-
formadun nukleoak erabilita Fourierren denbora laburreko
transformatuarekin baino emaitza hobeak lortu zituzten.
Clayton et aliik [161] ere Wigner-Ville banaketa leundua
erabili zuten esparru berdinean. 1997. urtean Khadra et
aliik [116] kosinu-altzatuko Wavelet transformatua (Raised-
Cosine Wavelet Transform, RCWT) erabili zuten EKGa
denbora-maiztasun eremuan aztertzeko, eta zenbait denbora-
maiztasun tartetako dentsitateak aztertu zituzten erritmo
klase ezberdinetarako. Lan hori Fahoum et aliik [162] jarraitu
zuten, 6 energia ezaugarri kalkulatuz Wavelet transformatu
jarraitu eta diskretu desberdinak erabiliz. Wavelet transformatu
diskretua (Discrete Wavelet Transform, DWT) ere erabili izan
da FBaren konplexutasunaren analisirako, horretarako Tsallis
edota Shannon erresoluzio anitzeko entropiak kalkulatuz [163].
Azken urteotan, Arafat et aliik [164] modo enpirikoko deskon-
posaketa (empirical mode decomposition, EMD) proposatu
dute denbora-maiztasun banaketen ordez.
• Seinalearen konplexutasuna: Egun onartzen da bihotz-arritmien
detekziorako dinamika ez linealeko teknikak oso erabilgarriak
direla [165]. OKBGtako arritmien sailkapenerako erabilitako
seinale analisi ez-linealaren tekniken artean nabarmentzekoak
dira fase-espazio berreraikitako analisia (reconstructed phase
space analysis, PSR) [166, 167, 168], Lyapunov esponen-
teak [169], korrelazio dimentsioa [161, 170], alborapenik gabeko
fluktuazio analisia (detrended fluctuation analysis, DFA) [171],
errekurrentzia grafikak [161], Poincaré grafikak [172], Hilbert-
en transformatua (HILB) [173, 152], Hurst indizea [174] eta
entropia ezberdinak [175, 176, 177, 178, 179], beste hainbaten
artean. Hala ere, arritmia bentrikularren analisi ez-lineala
konputazionalki garestia da, eta erabilera mugatua dute
hardware sinplea duten KDAetan. Zhang et aliik [153]
garatutako konplexutasun neurria (complexity measure, CM)
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konputazionalki sinpleagoa da, eta binarizatutako EKGaren
Lempel-Ziv analisitik eratorritako neurria da. Jekova et
aliik [158] binarizatutako EKGaren analisia sakonago aztertu
zuten, seinale horren lau ezaugarri hauen kalkuluan oinarrituta:




ezaugarri kopuru handia kontuan izanda, beharrezkoa da ezaugarri
aukeraketa (EA) metodo eraginkorrak erabiltzea, sailkatzaile automa-
tikoen zehaztasuna erabilitako ezaugarrien azpimultzoen menpekoa
baita guztiz. EA-tekniken helburua ezaugarrien azpimultzo
optimoa topatzea da, horretarako ereduetatik informaziorik gabeko,
korrelatutako edota erredundanteak diren ezaugarriak kenduz. EA-
teknikak hiru multzotan sailkatzen dira: iragazki-metodoak, bilgarri-
metodoak edo sailkatzailean txertatutako metodoak.
Iragazki-metodoek ezaugarrien arteko korrelazio edota menpeko-
tasunen neurri estatistikoak erabiltzen dituzte aldagaiak sailkatzeko,
beraz, sailkatze-algoritmoarekiko independienteak dira. Aldagaiak
aurre definitutako garrantzi neurri baten arabera sailkatzen dira, eta
garrantzi gutxieneko ezaugarriak kentzen dira.
Bilgarri-metodoek sailkatze algoritmo baten errendimendua
erabiltzen dute ezaugarri azpimultzoetatik lortu daitekeen infor-
mazioa ebaluatzeko. Beraz, metodo horietan sailkatze-algoritmo
bat, errendimendu neurri bat, eta aukera guztien artean ezaugarri
azpimultzo egokiak topatzeko algoritmo bat erabili behar dira.
Oro har, ezaugarrien azpimultzo guztiak aztertzea ez da posible,
eta askotan metodo heuristikoak erabiltzen dira. Metodo hauek
algoritmo deterministikoetan eta ausazko bilaketa algoritmoetan
banatzen dira. Metodo deterministikoen artean bilaketa metodo
sekuentzialak dira erabilienak, aurrerakoak (Sequential Forward
Selection, SFS), atzerakoak (Sequential Backward Selection, SBS),
edota konbinatuak (Plus-` Minus-r Selection, PTA eta Sequential
Floating Selection, SFS). Ausazko metodoen artean daude algoritmo
genetikoak edota simulatutako suntsidura.
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Bukatzeko, txertatutako metodoetan ezaugarrien aukeraketa
sailkatzaile algoritmoan bertan ematen da. Era honetako adibiderik
ezagunena random forest (RF) sailkatzailearen ezaugarrien garrantzi-
neurria da.
Hainbat EA-teknika erabili izan dira desfibrilatu/ez-desfibrilatu
sailkatze probleman. 2002. urtean Rosado et aliik [180] bi iragazki
metodoen eraginkortasuna konparatu zuten, osagai nagusien analisia
(principal component analysis, PCA) eta berezko antolaketa mapen
artekoa (Self-organizing Maps, SOM-Ward). 2007. urtean Jekova et
aliik[158] Fisher-en F-balio neurrian oinarritutako iragazki metodoa
erabili zuten mailaka 10 ezaugarri aukeratzeko [158]. 2016. urtean
Tripathy et aliik [122] EArako elkarrekiko informazioan oinarritutako
iragazki metodoa erabili zuten, sailkatzaileen zehaztasuna erabilitako
ezaugarri kopuruaren arabera aztertuz.
Jekova et aliik [156] bilgarri metodoak erabili zituzten lehendabi-
zikoz FB detekziorako ezaugarriak aukeratzeko. Bere lanean SFS
bilaketa algoritmoa erabili zuten k hurbileneko auzokideen (k-
Nearest Neighbour, kNN) sailkatzaile batekin batera. SFS algoritmoa
ezaugarri multzo hutsetik hasi eta ezaugarriak sekuentzialki
gehitzen ditu, gelditzen diren ezaugarrien artean sailkatzailearen
zehaztasuna gehien igotzen duen ezaugarria aukeratuz. Prozedura
eten egiten da ezaugarria gehitzeak zehaztasuna hobetzen ez
duenean. Ausazko bilaketetan oinarritutako bilgarri metodoak ere
erabili dira arritmia bentrikular hilgarriak identifikatzeko, batez ere
algoritmo genetikoak [181, 182].
EA-algoritmoen eraginkortasuna hobetzeko askotan eredu
hibridoak erabiltzen dira, hau da txertatutako edota iragazki-
metodoak konbinatzen dira konputazionalki konplexuagoak diren
bilgarri-metodoekin. Kasu horietan, SFS edo SBS metodoak (bilgarri
metodoak) erabiltzen dira ezaugarri azpimultzo egokiak topatzeko,
baina ezaugarriak gehitu edo kentzeko irizpide gisa iragazki
metodoek edota sailkatzaileak berak neurtutako (txertatutakoa)
ezaugarrien garrantzia erabiltzen da. Adibidez, 2012. urtean
Alonso et aliik [157] euskarri bektoredun makinak (Support Vector
Machine, SVM) eta ezaugarrien ezabatze errekurtsiboa (recursive
feature elimination, RFE) konbinatu zituzten, SBS metodoan
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oinarritutako aukeraketa egiteko. 2014. urtean SVMan oinarritutako
ezaugarrien egokitasuna iragazki-metodo batengatik ordezkatu
zuten [118]. Azken urteotan, Figuera et aliik [117] erregularizatutako
erregresio linealaren eta erabaki-zuhaitzen boosting-etik eratorritako
ezaugarrien garrantzia erabili zuten SBS aukeraketa algoritmoarekin
batera.
Bukatzeko, geruzatako eskemak (nested) erabili izan dira bilgarri-
metodo hausazkoak eta deterministak konbinatuz. Adibidez,
Nguyen et aliik [120] algoritmo genetikoan oinarritutako ezaugarrien
rankinga erabili zuten SFS-metodoarekin batera.
2.1.3 Ikasketa automatikoko sailkatzaileak
Hainbat ikasketa automatikoko sailkatzaile erabili dira literaturan
desfibrilatu/ez-desfibrilatu diagnostikorako, erregresio logistiko
sailkatzaile oinarrizkoenetik abiatuta SVM edo neurona-sare
konplexuak arte.
Sharma et aliik [183] eta Figuera et aliik [117] erregresio logistikoa
erabili zuten FBaren detekziorako. Erregresio logistikoa sailkatzaile
bezala erabili daitekeen erregresio linealaren aldaera bat da, eta










Ereduak aurresandako balioa, ŷi, 1 da hθ(xi) ≥ 0.5 denean, eta
0 bestela. Helburua, beraz, aurresandako ŷi balioen eta benetako
yi balioen arteko erroreak minimizatzen dituzten 2.1. ekuazioko θ
parametroak aukeratzea da. Hori lortzeko hurrengo kostu-funtzioa
minimizatu behar da:










Prozesu hori antzerakoa da edozein ikasketa automatikoko
sailkatze eredutan. Lehenengo eredua eraikitzen da, 2.1. ekuazioan
adierazten den eran, eta gero koste-funtzioa, J(θ), definitzen da
ereduaren parametroak (θ) lortzeko. Parametroak lortzeko koste-
funtzioaren minimoa topatzen da, aurrensandako balioen, ŷi, eta
benetako balioen, yi, arteko erroreen minimoa lortuz entrenamendu
multzoan. Eredua entrenatu ondoren, entrenamenduko multzoa alde
batera uzten da.
Beste sailkatze metodo sinple bat Sharma et aliik [183] eta Nguyen
et aliik [120] erabilitako kNN sailkatzailea da. kNN metodoan adibide
berri baten klasea erabakitzeko adibide horrek entrenamenduko
laginekiko duen distantzia kalkulatzen da ezaugarrien espazioan.
Ondoren hurbilen dituen k laginak topatu eta lagin horietan sarrien
agertzen den klasea esleitzen zaio adibide berriari. Hau da, erregresio
logistikoan ez bezala ez dugu eredu matematiko itxirik eta, ondorioz,
kNN sailkatzailean entrenamenduko datuak gorde behar dira: izan
ere, ereduak aurresandako balio berriak entrenamenduko datuekin
egindako distantzia konparaketetan oinarritzen baitira.
Desfibrilatu/ez-desfibrilatu sailkatze probleman gehien erabili izan
diren ikasketa automatikoko ereduak neurona-sareak [184, 168, 115,
185] eta SVMa [186, 187, 118, 157, 119] dira. Neurona-sare artifizialak
(Artificial Neural Network, ANN) elkarrekin konektatutako unitateez
osatuta daude, aldagaien arteko korrelazio ez-linealak estimatzen
dituzten neuronez, alegia. Sarrerako neuronak xi aurresate aldagaiak
(ezaugarriak) dira, eta ezkutuko neuronen geruzetara konektatzen
dira, azken hauek irteera neuronekin konektatzen direlarik.
Irteerako neuronek ereduak aurresandako klasea, ŷi, ematen dute.
SVM sailkatzaileak klaseen arteko banaketa hiperplano optimoa
kalkulatzen du ezaugarrien espazioan. Horretarako bi klaseen
artean hurbilen dauden laginak identifikatzen dira ezaugarrien
espazioan eta margina esleitzen da hiperplanoa eta puntu horien
arteko distantzia oinarri hartuta. Klaseen arteko margina maximoa
lortzeko euskarri bektoreak lortzen dira, muga funtzioa definitzen
duten laginak, alegia. SVMan kernel funtzioak erabiltzen dira
ezaugarrien dimentsio espaziotik dimentsio handiagoko espazio
batetara pasatzeko, horretarako kernel linealak, gaussiarrak edota
polinomikoak erabiliz. Horrela ezaugarrien espazioan linealki banatu
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ezin diren klaseak dimentsio handiagoko espazio batetan linealki
banatzea lortzen da.
Oinarrizko sailkatzaileen konbinaketa metodoak ere erabili izan
dira arritmia bentrikular hilgarriak detektatzeko [117]. Konbinaketa
metodoak sailkatzaile ahul askoren iragarpenen konbinaketa erangin-
korrean oinarritzen dira aurresate sendoak lortzeko helburuarekin.
Figuera et aliik [117] hiru konbinaketa metodo aztertu zituzten:
bagging, random forest eta boosting. Bagging metodoetan B erabaki-
zuhaitz eraikitzen dira entrenamendu datu-basetik lortutako B
bootstrap lagin desberdin erabiliz. Azken erabakia eraikitako B
zuhaitz horien gehiengo erabakia da. Random forest metodoa
erabaki-zuhaitzez lortutako bagging metodoaren kasu partikular
gisa har daiteke, baina bagginean ez bezala zuhaitzen erabakitze
adar bakoitzean erabilitako aldagai azpimultzoa ausaz erabakitzen
da. Random Forest-a zenbait arritmia bentrikularren detekzio
algoritmoetan erabili izan da [187, 122]. Azkenik, boosting teknikan
eredua sekuentzialki eraikitzen da, eraikitako hm(xi) sailkatzaile
ahulak aurreko iterazioan lortutako sailkatzaile ahula, hm−1(xi),
hobetuz. Horretarako iterazio berri bakoitzean aurreko iterazioan
hutsegindako adibideak zuzentzen saiatzen da. Azken erabakia











Sakada mekaniko zein eskuzkoek artefaktuak sortarazten dituzte
EKGan, azken honen uhin-forma erabat aldatuz. 2.4. irudiak
OKBGdun pazienteetan grabatutako hiru adibide erakusten ditu,
sakadak eskuz (a irudia) edo gailu mekanikoz (b eta c irudiak)
ematen direnean. Lehen 15 s-etan sakaden aktibitate mekanikoak
pazientearen benetako erritmoa ezkutatzen du. Benetako erritmoa
azken 5 s-etan agertzen da, sakadak eteten direnean alegia. Beraz,
OKBGko erritmo sailkatzea ez da fidagarria sakadak ematen
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direnean. Adibidez, 2.5. irudiak KDA baten EDD-algoritmoak
txarto sailkatutako hiru EKG segmentu erakusten ditu, eskuz (a
irudia) zein gailu mekanikoz (b eta c irudiak) emandako sakada
tarteetan. Irudiko a eta b adibideetan, sakadek sortutako artefaktua
azkarra eta desantolatua da, ondorioz QRS konplexudun erritmoak
FBaren antza du, EDD-algoritmoaren okerreko diagnosia sortaraziz.
Irudiko c adibidean, berriz, sakaden artefaktua antolatua da eta
konpresioen maiztasuna gailuarena da (80 min-1 Autopulse gailuan),
ondorioz EKGak antolatutako erritmo ez-desfibrilagarriaren itxura
hartu eta EDD-algoritmoak okerreko diagnostikoa ematen du.
Hau da, erritmo analisirako algoritmoen zehaztasuna asko jeisten
da sakaden artefaktuak daudenean. Adibidez, eskuzko sakadak
ematen zirenean gailu komertzialetako EDD-algoritmoen Se/Sp
2.4. Irudia. OKBGdun pazienteetan grabatutako hiru 20 s-tako EKG adibideak. Hasierako
15 s-etan sakaden artefaktua ikusten da hurrenez hurren: (a) eskuzko sakadak
(b) LUCAS-2 sakadak eta (c) Autopulse sakadak. Azken 5 s-tan benetako bihotz-
erritmoa ikusten da artefakturik gabe, hurrenez hurren: (a) FBa, (b) PGAE eta (c)
AS.
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balioak honakoak ziren: %58.4/%90.8 eta %81.5/%67.2 [146, 147].
LUCAS-2 gailu mekanikoaren sakada tarteetan, berriz, Aramendi et
aliik [150] %52.8/%81.5 Se/Sp balioak erreportatu zituzten. Bestalde,
Rad et aliik EKG garbirako garatutako klase anitzeko OKBGen
sailkatzailearen SBHak 20 puntu egin zituen behera eskuzko sakada
tarteetan frogatu zenean [137].
Eskuz eta gailu mekanikoz emandako sakadek EKGaren uhin-
forma zeharo aldatzen duten arren, bai batak bai besteak sortutako
artefaktuak oso desberdinak dira denboraren eta maiztasunaren
2.5. Irudia. Sakadak ematen direnean (lehen 15 s-ak) egindako erritmo analisi okerrak, BBBa
emateko modu ezberdinetan: (a) eskuzko sakadak (b) LUCAS-2 sakadak eta
(c) Autopulse sakadak. Lehenengo bi irudietan ez-desfibrilagarriak diren QRS
konplexudun erritmoak ageri dira (ikusi azken 5 s-ak), sakaden tartean artefaktua
azkarra eta desantolatua da, okerreko desfibrilatzeko erabakia sorraraziz. Azpiko
irudian, artefaktu motel eta antolatu batek FBa guztiz estaltzen du, EDD-
algoritmoaren ez-desfibrilatzeko diagnosia sorraraziz.
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eremuan2. 2.6. irudiak erakusten du normalizatutako potentzia-
dentsitatearen espektroa (PDE), eskuzko sakaden (a irudia) eta
sakada mekanikoen (b eta c irudiak) kasuetarako. PDEan ikus daite-
keenez, bular-sakaden maiztasuna ( fbs) oso egonkorra da LUCAS-2
( fbs = 1.694 Hz=101.7 min-1) eta AutoPulse ( fbs = 1.335 Hz = 80.1 min-1)
gailuetarako, eta potentzia maiztasun horren eta bere harmonikoen
inguruan biltzen da. Eskuzko sakaden kasuan, aldiz, sakaden
maiztasuna aldakorra da eta PDEa sakabanatuago agertzen da.
Gainera, sakada mekanikoen artefaktuen banda-zabalera eskuzkoena
baino handiagoa da. Denboraren eremuan, Aramendi et aliik [150]
ez zuten ezberdintasun esanguratsurik topatu eskuzko eta LUCAS-2
artefaktuen anplitudeen medianen artean (%90 konfiantza-tartea, KT),
hurrenez hurren 1.29 (0.86 – 2.13) mV eta 1.22 (0.70-1.86) mV balioak
lortuz. AutoPulse gailuak sortutako artefaktuen anplitudeen mediana
(%90 KT) berriz esanguratsu handiagoa da 4.4 (1.0-16.7) mV, kasuen
arteko ezberdintasunak ere handiagoak direlarik [188]. Azkenik, gailu
mekanikoek sortutako artefaktuen uhin-formak eskuzkoenak baino
egonkorragoak dira (periodikoagoak) [150, 188]. Uhin-formaren
Pearson korrelazio-koefizientea (ρ) antzerakoa da AutoPulse eta
LUCAS-2 artefaktuetan, ρ-ren medianak 0.983 (0.736 – 0.999) eta
0.981 (0.585 – 0.999) direlarik, hurrenez hurren. Eskuzko sakaden
artefaktuen ρ-ren mediana berriz 0.896 (0.305 – 0.989) da, mekanikoen
kasuan baino esanguratsuki txikiagoa (p < 3× 10−7 Wilcoxon Rank-
Sum frogan).
Eskuz eta mekanikoki emandako sakaden artefaktuen uhin-forma
asko aldatzen da berpizte kasu batetik bestera [150]. Aldakortasun
hori azaltzen duten faktoreen artean daude pazienteen bularren
ezaugarri ezberdinak, azala-elektrodoaren arteko kontaktua, edota
konpresio puntu eta desfibrilazio-partxeen arteko posizio erlatibo
desberdinak [189, 190]. Eskuzko sakaden kasuan, sorosleekin
erlazionatutako faktore gehiagok hartzen dute parte, adibidez
sorosleek BBBa emateko dituzten modu desberdinak, soroslearen
nekea, edota zenbait sorosleen txandatzea [191]. Aldakortasunaz
aparte, sakaden artefaktuaren espektroak OKBGko bihotz erritmoen
espektroekin duen gainjartzea ere aipatzekoa da, 2.7. irudian ikusten
2 Atal honetan aurkeztuko diren emaitzak tesian erabilitako zeinbait datu-baseetatik
atera dira [150, 188]
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2.6. Irudia. Eskuz (a) eta mekanikoki (b, c) emandako sakaden artefaktuen normalizatutako
PDEa, pazientaren erritmoa asistolia denean. Tarteek harmoniko bakoitzean
bildutako potentzia proportzioaren mediana (%80 KT) adirazten dute.
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den bezala. Irudiak OKBGko erritmo desberdinen PDEa erakusten
du, 2.6. irudian lortutako artefaktuekin batera. Ikusten denez,
espektroen gainjartzea handiagoa da erritmo ez desfibrilagarrietan,
PE eta PGAE erritmoetan alegia. Eta gainjartzea ere handiagoa da
eskuz emandako konpresioen artefaktuarekin.
Laburbilduz, bi puntu nagusi landu behar dira bihotz-erritmoaren
azterketa fidagarria lortzeko BBBko tarteetan: artefaktuaren alda-
kortasuna, denboran zein maiztasunean, eta artefaktuek OKBGko
erritmoekin duten espektro-gainjartzea. Sakada tarteetan artefakturik
gabeko EKGa lortzeko biderik jorratuena EKG seinalearen iragazketa
izan da. Horretarako teknikak hurrengo atalean deskribatzen dira.
0 2 4 6 8 10 0 2 4 6 8 10
0 2 4 6 8 10 0 2 4 6 8 10
2.7. Irudia. Asistolian grabatutako BBB-artefaktuen (eskuz eta mekanikoak) eta OKBGko
erritmoen normalizatutako PDEak. Goiko irudietan erritmo desfibrilagarriak (FB
eta TB), azpiko irudietan erritmo ez-desfibrilagarriak.
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2.3 Erritmoaren analisia sakada tarteetan
1.7. Atalean deskribatu den legez, erritmoaren analisirako
algoritmo idealak BBBa eten gabe OKBGan ematen diren 5 erritmo
klaseen sailkatzea ahalbidetu beharko luke. Hala ere, desfibrilazioak
OKBGen biziraupenean duen garrantzia eta BBBa gehien bat
eskuz ematen dela kontuan izanda, azken 15 urteotako ahalegin
nagusiak eskuz emandako BBBan erabilgarriak diren desfibrilatu/ez-
desfibrilatu metodoen garapenean egin dira.
Bide desberdinak landu dira BBBan desfibrilatu/ez-desfibrilatu
diagnostiko fidagarria lortzeko [192, 193], baina ikerketa lerrorik
landuena BBB-artefaktuaren iragazketa izan da [191]. Hasierako
ikerlanetan, koefiziente konstanteduneko iragazkiak erabiliz BBB-
artefaktuak txerrien EKGetatik garbitzea lortu zen [194, 195].
Gizakien EKGetan ezin dira goi-paseko iragazki horiek erabili,
BBB-artefaktuaren espektro-osagaiak EKGaren maiztasun bandan
agertzen baitira (ikusi 2.7. irudia). Ordutik, beraz, ahaleginak BBB-
artefaktuaren ereduak estimatzeko iragazki moldakorren diseinuan
zentratu dira.
2.3.1 Ebaluatzeko metodologia
Iragazki moldakorrak frogatzeko metodologia ikerlariek eskura
izan dituzten datuen araberakoa izan da nagusiki. Hasierako lanetan
iragazkien eraginkortasuna neurtzeko EKG garbiak (txerri zein
gizakienak) eta asistolian lortutako BBB-artefaktuak nahasten ziren.
Langhelle et aliik [189] eta Aase et aliik [196] proposatu zuten
ebaluaketarako nahasketa eredua. Nahasketa ereduak onartzen du
BBB-artefaktua, sbbb(n), zuzenean batzen den zarata dela, bihotz-
erritmoaren EKGarekiko, sekg(n), independientea dena. Hipotesi
horretatik abiatuta iragazketa metodoak frogatu daitezke, aparte
lortutako EKG garbi eta BBB-artefaktua nahastuta, nahasketan
seinale/zarata ratio (signal-to-noise ratio, SNR) desberdinak erabiliz:






Nahasketa edo kutsatutako seinalea, skut(n), sortzerakoan SNR
maila dezibeletan (dB) doitzen da, horretarako α koefizientea
erabiliz. Pekg eta Pbbb EKGaren eta BBB-artefaktuaren potentziak
dira, hurrenez hurren. Oro har, nahasketak egiteko -10 dB (zarata
maila handia) eta 10 dB (zarata maila txikia) bitarteko balioak
erabiltzen dira. 2.8. irudiak nahasketa eredua erabiliz sortutako
artefaktudun EKGa, skut(n), erakusten du. Irudian FBa eta erritmo
ez-defibrilagarri baten kasuak erakusten dira eskuzko BBB-artefaktu
batekin nahastuta SNR = 0 dB eta SNR = -10dB mailetan.
2.8. Irudia. Nahasketa eredua erabiliz sortutako artefaktudun EKGak. Goitik behera:
asistolian lortutako BBB-artefaktuak, sbbb(n), EKG garbia, sekg(n), FBan eta
erritmo ez defibrilagarrian lortuak, eta nahastutako seinaleak, skut(n), 0 dB eta
-10 dB SNR mailetan.
Nahasketa eredua erabiliz zuzenean alderatu daitezke iragazi
ondoren lortutako EKGa, ŝekg(n), eta jatorriko EKG garbia, sekg(n).
Erabili izan zen lehen ebaluazio-metrika iragazketak eragindako SNR
handitzea (∆SNR) izan zen. ∆SNR metrika erraz interpretatzen den
balioa da eta iragazkiak doitzeko balio du, baina ez du iragazketak
erabaki klinikoan duen eraginaren berri ematen, hau da, pazientea
desfibrilatzea komeni den edo ez. Limitazio hori gainditzeko, Aase et
aliik [196] iragazkien eraginkortasuna neurtzeko EDD-algoritmoaren
zehaztasuna erabiltzea proposatu zuten, 2.9. irudian adierazten
den bezala. Modu horretan, iragazketa erabiliz lortu daitekeen
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zehaztasuna lortzeko, iragazi ondoren lortutako desfibrilatu/ez-
desfibrilatu EDD-algoritmoaren erabakiak benetako erritmoen
anotazioekin konparatzen dira.
Ikertzaileek berpiztean lortutako OKBGko seinaleak eskuragarri
izan zituztenean nahasketa eredua alde batera utzi zen, bi
limitazio nagusi baititu. Batetik, geldiketetan agertzen diren SNR
mailak ez dira ezagutzen, eta ez dago argi SNRa hobetze
mailak zelan isladatzen diren klinikoki esanguratsuak diren
Se/Sp balioetan [197]. Bestetik, baliteke nahasketa ereduak BBBak
bihotzaren dinamikan duen eragina ondo ez isladatzea. Horregatik,
EDD-algoritmoen zehaztasuna erabili zen iragazki moldakorrak








2.9. Irudia. BBB-artefaktua EKGtik garbitzeko iragazki moldakorrak ebaluatzeko metodolo-
gia nagusia. Iragazitako EKGa, ŝekg(n), desfibrilagailu batetako EDD-algoritmo
bat erabiliz diagnostikatzen da.
2.3.2 BBB-artefakua ezabatzeko eskema moldakorrak
Kanale anitzeko hurbilketak
BBB-artefaktuak garbitzeko lehen iragazkiek sakaden artefaktuaren
eredua lortzeko kanale anitz erabiltzen zituzten. 2.10. irudiak kanale
anitzeko ereduen bloke-diagrama orokorra erakusten du, zeinetan









non P kanale-kopurua den, eta sref,p(n) p-kanaleko erreferentzia-
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2.10. Irudia. Kanale anitzeko BBB-artefaktu ezabatzailearen bloke-diagrama. Iragazkien
koefizienteak algoritmo moldakor desberdinak erabiliz lortu daitezke.
kanale bakoitzeko, hp(n) eta Kp iragazkiaren koefizienteak eta maila
dira, hurrenez hurren.
Iragazketaren helburua ŝbbb(n) lortzea da, hau da, artefaktuaren
estimaziorik onena, kutsatutako seinaletik abiatuta, skut(n). EKG
garbia lortzeko nahasketa eredua baliozko dela onartzen da, eta
estimatutako artefaktua eta kutsatutako seinaleen kenketa egiten da:
ŝekg(n) = skut(n)− ŝbbb(n) (2.6)
Azken hau iragazki moldakorren formulazio klasikoa da, eta
iragazkiak lotzeko n denbora une bakoitzean hp(n) iragazkiaren
Kp koefizienteak kalkulatzen dira, skut(n) eta ŝbbb(n) arteko errorea
minimizatuz. EKG garbiaren, sekg(n), eta BBB-artefaktuaren, sbbb(n),
arteko korrelazio eza onartuta, lortutako errore seinaleak, ŝekg(n),
pazientearen erritmoa islatzen duen EKGa emago luke.
Literaturan proposatu diren kanale anitzeko soluzioen arteko
desberdintasunak erabilitako erreferentzia-seinalean datza, baita
erabilitako algoritmo moldakorrean ere, hau da iragazkien
koefizienteak lortzeko algoritmoan. Aase et aliik [196] lehen kanale
anitzeko iragazkia proposatu zuten, Wiener iragazkia erabiliz eta
BI eta SS seinaleak erabiliz. Ebaluaketarako gizakien EKGak eta
animalietan lortutako BBB-artefaktu mekanikoak nahastu zituzten.
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Husøy et aliik [198] Multi-Channel Recursive Adaptive Matching
Pursuit (MC-RAMP) algoritmoa proposatu zuten. MC-RAMP
algoritmoak iragazkiaren koefizienteak Matching Pursuit deritzon
algoritmoa erabiliz lortzen ditu, eta iterazio bakoitzean BBB-
artefaktuarekin korrelaziorik handiena duen seinalea erabiltzen da.
Horrela, MC-RAMP algoritmoa erabiliz Wiener iragazkiaren kostu-
konputazionala zeharo txikitzea lortu zuten, datu berdinekin SNR
emaitza konparagarriak lortuz. 2004. urtean Eilevstjøn et al. [146]
aitzindariak izan ziren OKBGko datuak erabiltzen zituen lehen
ikerlana argitaratzen. Lanean MC-RAMP iragazkia lau erreferentzia-
seinaleekin lan egiteko moldatu zuten: BI, EKGren modu-komuna,
azelarazio seinalea eta SS seinalea.
Kanale anitzeko metodoen limitaziorik handiena erreferentzia-
seinale anitzen beharra da, horrek askotan desfibriladoreetan
hardware aldaketak egitea suposatuko bailuke. Desfibriladore
gehienek soilik EKGa eta partxeen kokapen zuzena bermatzeko
BIa grabatzen dituzte, nahiz eta BBBrako berrelikadura gailuetatik
ere sakaden sakontasuna edota azelerazio seinaleak geroz eta
sarriago eskuragarri dauden. Gainera, kanale anitzeko iragazkien
kostu-konputazionala handia da, eta horrek mugatu egiten du
berauen erabilera hardware sinplea erabiltzen duten hainbat
desfibriladoreetan.
Iragazketarako egitura sinplifikatuak
Eilevstjøn et aliin [146] lana argitaratu zenetik ikerlan askoren
helburua izan da erreferentzia-seinaleen kopurua txikitzea edota
erreferentzia-seinalerik ez erabiltzea. Ikerlan hauek bi multzotan
sailkatu daitezke: EKGa soilik erabiltzen duten iragazkiak, eta
EKGa erabiltzeaz gain BBBaren inguruko informazio minimoa
ere erabiltzen dituztenak. Gainera, iragazki moldakorrez aparte,
kutsatutako EKGa zuzenean aztertuz diagnosia egiten duten
metodoak ere proposatu dira.
Kanale anitzeko metodoen konplexutasuna txikitzeko lehen
ahaleginetan BBB-artefaktua garbitzeko EKG kanalea soilik erabili
zen, 2.11. irudian adierazitako bi pausotako eskema jarraituz.
Lehenego pausoan, bular-sakaden oinarritzko maiztasuna, f0,
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zuzenean kutsatutako EKGtik lortzen da horretarako espektro
analisia erabiliz. Bigarren pausoan, iragazki moldakorra erabiltzen
da artefaktua garbitzeko, horretarako f0 eta bere harmonikoetako
maiztasun osagaiak garbituz. Bigarren pausorako hiru iragazki
moldakor proposatu dira literaturan: banda-ezabatzeko iragazki
moldakorra [199], Kalman iragazkia [88] eta f0-ra doitutako sareko
osagai ezabatzaile koherentea [200].
Banda-ezabatzeko algoritmoa 2007. urtean proposatu zuten
Aramendi et aliik [199], f0 inguruko zirrikitu-iragazkia erabiliaz, eta
1 – 3 Hz tarteko espektro-anplitude handienaren maiztasuna hartuz
sakaden maiztasun gisa. Iragazkia BBB-artefaktuaren ezaugarri ez
geldikorretara doitu zedin, f0 balioa 4.8 s-ro eguneratzen zen, tarte
hori baitzen ebaluaketarako erabilitako EDD-algoritmoaren lehioa.
2008. urtean Ruiz de Gauna et aliik [88] BBB-artefaktuaren
eredu konplexuagoa doitzeko gaitasuna zuen iragazkia aurkeztu
zuten. Eredu horretan artefaktua adierazi zuten harmonikoki
erlazionatutako bi osagaiez:
ŝbbb = c0(n) cos(ω0n + θ0(n)) + Kc1(n) cos(2ω0n + θ1(n)) (2.7)
non ω0 = 2π f0Ts maiztasun diskretua den, eta K koefiziente
bitarra, bigarren harmonikoa ereduan sartzen den kontrolatzen








2.11. Irudia. Kanale bakarreko iragazki moldakorren bloke-diagrama. Bular-sakaden oinarriz-
ko maiztasuna, f0, kutsatutako EKGtik, skut(n), lortzen da eta BBB-artefaktuaren
eredua doitzeko erabiltzen den informazio bakarra da.
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faseak (c0(n), c1(n), θ0(n) eta θ1(n)) egoera aldagai gisa definitu eta
4 egoeratako Kalman iragazkia erabiliz estimatu zituzten.
2010. urtean Amann et aliik [200] sareko osagai ezabatzaile
koherentea erabiltzea proposatu zuten, sareko maiztasuna erabili
ordez sakaden maiztasuna erabiliz. Sakaden maiztasuna lortzeko
maiztasun bakoitzaren eta bere harmonikoen potentzien batura
maximo egiten zuen f0 maiztasuna hartu zuten, alegia:









non Xkut espektroa skut(n) seinalearen Fourierren transformatua
den. Sakaden f0 maiztasuna lortu ondoren, sareko osagai
ezabatzaile koherentea erabili zuten BBB-artefaktu periodikoa osagai
harmonikoen bidez adierazteko.
EKGan oinarrituako soluzioen artean Ruiz de Gauna et aliik [191]
proposatutako Kalman iragazkiak erdietsi zituen EDD-algoritmoaren
Se/Sp emaitzarik onenak. Hala ere, zehaztasuna kanale anitzeko MC-
RAMP iragazkia erabiliz lortutakoa baino txikiagoa izan zen, agerian
utziz BBB-artefaktuaren ezaugarriak lortzeko erreferentzia-seinaleen
garrantzia.
EKGan soilik oinarritutako soluzioen limitazioak gainditzeko,
Irusta et aliik [147] EKGan oinarritutako iragazkia proposatu
zuten, baina erreferentzia kanale bakarra erabiliz BBB-artefaktuaren
oinarrizko informazioa lortzeko. Haien hipotesi nagusia zen sakaden
maiztasuna nahikoa zela BBB-artefaku eredua zehatz doitzeko.
Horrela, desfibriladoreetan egin beharreko hardware aldaketak
txikiak lirateke informazio hori sakadak emateko kuxinetatik lor
baitaiteke, eta kanale anitzeko soluzioen limitaziorik handiena
gaindituko litzateke.
BBB-artefaktua ia-periodikoa den eredu bat erabiliz doitu zuten,
N harmonikotara mugatutako Fourierren seriea erabiliz. BBB-
artefaktuaren oinarrizko maiztasuna, f0, sakaden maiztasuna zen,
alegia. Maiztasun hori konstante hartu zuten konpresio-ziklo batean,
baina aldakor sakada-ziklo batetik hurrengora. Hau da, tk−1 eta tk
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hurrenez hurren eman diren bi sakaden sakontasun maximoko uneak




tk−1 ≤ nTs < tk (2.9)






ak(n) cos(kφ(n)) + bk(n) sin(kφ(n))
]
(2.10)
non ak(n) eta bk(n) denboraren menpeko k. harmonikoaren fase- eta
koadratura-anplitudeak diren, eta φ(n) = 2π f0(n)nTs denboraren
menpeko fasea den (maiztasuna ere aldakorra da). Bestetik, sakada
eta sakadarik gabeko tarteak barne hartzeko A(n) artefaktuaren
anplitude inguratzailea definitzen da, eta A(n) = 1 da sakada
tarteetan eta A(n) = 0 da sakadarik gabekoetan. Sakaden tk uneak
automatikoki lortu zitutzen SS seinalean tontor negatiboen detektore
bat erabiliz (ikusi beheko 2.12. irudia). Ereduan erabiltzen diren
artefaktuaren fase eta anplitude inguratzailea 2.12. irudian erakusten
dira, baita sakaden uneak SS seinalean markatuta.
2.13. irudian erakusten da Irusta et aliik [147] proposatutako
iragazki moldakorraren egitura. EKG seinaleaz aparte behar den
informazio bakarra tk uneak dira, A(n) eta f0(n) lortzeko erabiltzen
baitira. Denboraren menpeko ak(n) eta bk(n) koefizienteen kalkulu
iteratiboa LMS (Least Mean Squares) algoritmoa erabiliz egin
zuten horrela skut(n) eta ŝbbb(n) arteko errore minimoa lortuz f0
maiztasunaren harmonikoetan.
Irusta et aliik [147] frogatu zuten BBB-artefaktuaren harmoniko
anitzeko eredua sakaden maiztasunarekin elikatuz, MC-RAMP
iragazkiak lau seinalerekin lortzen zituen emaitza antzerakoak lor
zitezkeela. Ordutik, hainbat ikerketa lanek erabili dute Fourierren
serieetan oinarritutako eredua. Adibidez Ruiz et aliik [201] Kalman
iragazkia erabili zuten Fourierren koefizienteak kalkulatzeko, eta
Aramendi et aliik [202] frogatu zuen tk uneak BI seinaletik atera
daitezkeela LMS iragazkian erabiltzeko. Azken emaitza honek
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2.12. Irudia. Goitik behera: kutsatutako EKGa, skut(n), anplitude inguratzailea, A(n), Fourier-
seriaren denboraren menpeko fase ez lineala, cos φ(n), eta SS seinalea sakaden
tk uneekin batera.
berebiziko garrantzia du, BI seinalea desfibriladore gehienetan
jasotzen baita partxeen kontaktua egiaztatzeko, eta ondorioz
harmoniko anitzeko eredua BBB kuxinik ez duten gailuetan ere
erabili daitekeelako.
2008. urtean Li et aliik [192] gaia lantzeko planteamendu berri
bat proposatu zuten, zuzenean EKG kutsatuaren analisia egitea,
alegia. Li et aliik [192] proposatutako desfibrilatu/ez-desfibrilatu
algoritmoan BBB-artefaktuaren eragina arbuiagarria izatea zen
helburua, horretarako iragazketa nolabait EKGaren ezaugarri
erausketaren fasean txertatuz. Proposatu zituzten ezaugarriak
EKG seinalearen Waveletaren azpi-banda analisian, eta azpi-
banden arteko korrelazioan oinarrituta zeuden. Gero, Krasteva
et aliik [193] bigarren metodo bat aurkeztu zuten. Kasu honetan,
desfibrilatu/ez-desfibrilatu erabakirako ezaugarriak kutsatutako
EKGtik eta berreraikitako EKGtik lortu zituzten, azken EKG hau










2.13. Irudia. Irusta et aliik [147] proposatutako iragazketa-eskemaren bloke-diagrama. Ira-
gazkia eraikitzeko artefaktua Fourierren serie baten bidez eraikitzen da eta
seriea sortzeko behar den informazio bakarra sakaden tk uneak dira. Ereduaren
ak(n) eta bk(n) koefizienteak LMS iragazketa moldakorra erabiliz lortzen dira f0
maiztasunean eta bere harmonikoetan kutsatutako eta iragazitako EKGen arteko
errorea minimo eginez.
2.3.3 Emaitzen laburpena
2.1. taulak erakusten ditu aurreko ataletan deskribatutako
familietako metodorik onenen emaitzak. Ikerketa guzti hauetan
OKBGdun pazienteetan grabatutako seinaleak erabili ziren, ondorioz
EDD-algoritmo baten Se eta Sp balioen arabera ebaluatu ziren.
Emaitzak ezin dira zuzenean konparatu, ikerketa lan bakoitzean
datubase eta EDD-algoritmo desberdin bat erabili baitzen, hala ere
emaitza hauek erakusten dute zeintzuk diren metodo horiek erabilita
lortu daitezkeen zehaztasun mailak.
Ruiz de Gauna et aliik [88] lortutako emaitzak EKGa soilik
erabiltzen duen metodorako, beste metodoekin lortutakoak baino
txarragoak dira, batez ere sentsibilitatea, azken hau 5 – 6 puntu
txarragoa baita. Li et aliik [192] proposatutako EKG kutsatuaren
analisiak emaitzak hobetzen ditu, baina egileek oso asistolia
proportzio txikia zuten datubasean. Asistolia erritmoen Se eta Sp
balio baxuen arrazoietako bat da, iragazi ondoren AS eta FBaren
arteko bereizketa oso zaila baita [85, 88]. Emaitza horiek erakusten
dute BBBa eten gabe erritmo analisi fidagarria lortzeko erreferentzia
kanaleek duten garrantzia. MC-RAMP kanale anitzeko soluzioak,
EKGan soilik oinarritutakoak baino emaitza hobeak ematen ditu
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datu-base oso eta zabal batean. Irusta et aliren[147] konpresioetan
oinarritutako iragazkiaren emaitzak MC-RAMParen antzerakoak
dira, konputazio-zama eta hardwarean egin beharreko aldaketen
beharrak nabarmen txikituz.
2.1. Taula. BBB tarteetan erritmoa aztertzeko lau metodo adierazgarriren emaitzen
konparaketa. Metodo guztiak OKBGko datuekin frogatu ziren, datubaseetan
erritmo desfibrilagarriak (dfb) eta ez-desfibrilagarriak (Ez-dfb) adierazten dira,
parentesi artean asistolia proportzioa jarriz.
Zehaztasuna Datubasea
Egileak Metodoa Se (%) Sp (%) Dfb Ez-dfb
Eilevstjøn et al. [146] MC-RAMP 96.7 79.9 92 174 (%30)
Ruiz de Gauna et al [88] Kalman iragazkia 90.1 80.4 131 347 (%43)
Irusta et al. [147] LMS iragazkia 95.6 86.4 89 292 (%30)
Li et al. [192] Analisi zuzena 93.3 88.6 1256 964 (%4)
Metodo guztien sentsibilitatea AHAk gomendatutako %90-tik
gorakoa izan zen. Tamalez, espezifikotasuna kasurik onenean
ere [147] AHAk gomendatutako %95-tik ia 9-puntutara gelditu
zen. Espezifikotasun baxu batek, desfibrilazio faltsu positibo asko
eragingo lituzke, eta deskarga emango ez balitz ere horrek BBBan
etenaldi larregi eragingo lituzke. Espezifikotasunaren balio baxuen
arrazoi nagusia da erritmo ez-desfibrilagarrietan gelditzen diren
iragazketa hondarrak. 2.14. irudiak erakusten duen moduan hondar
horiek askotan erritmo desantolatuen antza dute eta askotan EDD-
algoritmoak desfibrilagarri gisa sailkatzen ditu. Faltsu negatibo
gehienak ere iragazketa hondarren ondorio dira, kasu hauetan (ikus
2.14b irudia) iragazkiak ezin ditu sakadek eragindako puntadun
artefaktuak jarraitu, eta puntadun uhin-forma hauek QRS konplexu
gisa hartzen ditu EDD-algoritmoak.
Bukatzeko, desfibrilatu/ez-desfibrilatu algoritmoen zehaztasuna
BBB tarteetan mugatua da, egun desfibriladoreetan dauden
algoritmoak erabiltzen badira. EDD-algoritmo horiek EKG garbiak
erabiliz erabakia hartzeko disenaitzen dira, eta iragazketa hondarrek
nahastu egiten dute algoritmoa. Azken urteotan landu da ikerkuntza
lerro bat gabezia hori zuzentzeko, iragazitako seinaleak erabiliz
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2.14. Irudia. EDD-algoritmoak iragazitako EKGa txarto sailkatzen ditueneko bi adibide.
Goiko irudietan desfibriladoreak grabatutako EKGa, skut(n), eta beheko
paneletan BBB-artefaktua iragazi ondoren lortutako EKGa, ŝekg(n). Goiko
paneletako lehen 15 s-tan BBB-artefaktua ikusten da EKGan, eta jarraian
datorren 15 s-tako tartean berriz bihotz-erritmoa artefakturik gabe. Azaldutako
bi kasuetan EDD-algoritmoak diagnostiko okerra egiten du EKGa iragazi
ondoren agertzen diren iragazketa hondarren ondorioz.
entrenatutako desfibrilatu/ez-desfibrilatu algoritmoen garapena,
alegia.
2.3.4 Iragazitako EKGaren analisia
2014. urtean Ayala et aliik [105] BBB tartetako analisia egiteko
modu berria proposatu zuten. Ikasketa automatikoan oinarritutako
desfibrilatu/ez-desfibrilatu algoritmoen garapena alegia, baina
ezaugarriak iragazitako EKG seinaletik erauziz. 2.15. irudiak
hurbilketa honen diagrama orokorra erakusten du, iragazketa












2.15. Irudia. BBB tarteetarako erritmo analisirako metodo berriak. Metodoak bi etapa nagusi
ditu: iragazki moldakorra sakaden artefaktua ezabatzeko, eta jarraian ikasketa
automatikoko sailkatzailea iragazitako EKGtik erauzitako ezaugarriekin entre-
natzen dena.
moldakorra eta ikasketa automatikoko teknikak erabiltzen dituena,
hau da 2.3.2. eta 2.1. ataletan aurkeztutako tekniken sintesia.
2.15. irudiak erakusten du ikasketa automatikoko algoritmoa
elikatzeko ezaugarriak iragazitako EKGtik erauzten direla. Horrela,
EDD-algoritmoak iragazitako EKGaren ezaugarriak ikasten ditu,
iragazketa hondarrenak barne. Are gehiago, EDD-algoritmoaren
ezaugarrien aukeraketa egiteko etapan sailkatzeko ezaugarrien
azpimultzo onenak aukeratzen dira, iragazketa hondarren eragin
kaltegarria gehien txikituko duen ezaugarrien multzoa, alegia.
Ayala et aliik [105] erabili zuten iragazkia Irusta et aliik [147]
proposatutakoa izan zen. Ondoren, iragazitako EKGan diagnostikoa
egiteko bi ezaugarri kalkulatzen ziren asistoliaren tankerako
aktibitate elektriko baxuko erritmoak identifikatzeko. Aktibitate
elektriko baxukoak ez ziren erritmoetan FB edo QRS konplexudun
erritmoen arteko bereizketa egiteko, denbora eta maiztasun eremuko
parametroak erautzi ziren. Bukatzeko, parametro horiek SVM
sailkatzaile batean erabili ziren desfibrilatu/ez-desfibrilatu erabakia
hartzeko.
Ayala et alen [105] metodoa izan zen BBB tarteetarako AHAk
ezarritako gutxieneko balioetatik gorako zehaztasun mailak lortu
zituen lehena, lortutako Se eta Sp balioak %91.0 eta %96.6koak izan
zirelarik, hurrenez hurren. Sentsibiliatea zertxobait jeitsi zen arren,
metodoak aurreko proposamenek sortzen zituzten faltsu positibo
gehienak zuzentzen zituen. Hurbilketa berri horrek etorkizuneko
BBB tarteetako analisirako hobekuntzetarako oinarri sendoak
finkatu zituen, hobekuntzak ezaugarrien erausketan, ezaugarrien
aukeraketan edota ikasketa automatikoan eman zitezkeelarik.

3 H I P OT E S I A K E TA H E L B U R UA K
Doktore tesi hau hasi zenean, bular-sakaden tarteetan erritmo-
analisiak agertzen zituen hainbat ezagutza-hutsune identifikatu ziren.
Tesi honen hipotesi nagusia izan zen seinaleen prozesatze eta ikasketa
automatikoko teknikek hutsune horiek estaltzen lagun zezaketela.
Hutsune horiei heltzeko asmoz, helburu hauek zehaztu ziren:
• 1. helburua: Bular-sakada mekanikoak ematen diren bitartean
desfibrilatu/ez-desfibrilatu diagnosi fidagarria burutzen duen
algoritmoaren garapena, eremu honetan ez zegoen AHArekin
bateragarria zen soluziorik. Helburu hori bigarren mailako bi
azpi-helburutan banatu zen:
– Iragazketa eskemak artefaktu mekanikora egokitzea.
Helburu horri lotutako emaitzak konferentzia artikulu
batean (K11) eta indexatutako aldizkari batean argitaratu
ziren (A11).
– Desfibrilatu/ez-desfibrilatu erabaki-algoritmoen emaitzak
hobetzea ikasketa automatikoko sailkatzaileak erabiliz.
Bigarren mailako helburu horren emaitzak konferentzia
artikulu batean eta indexatutako aldizkari batean aurkeztu
ziren, K21 and A21.
• 2. helburua: Sakada mekanikoak ematen diren bitartean bihotz-
erritmoa 5 klaseetan sailkatzeko lehenengo algoritmoaren
garapena. Lan hau, Rad et aliik [136] proposatutako erritmo
anitzen sailkatzailearen hedapena izan zen, artefakturik
gabeko EKGentzat diseinatuta zegoena. Helburu hori lortzeko
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egindako lan guztia nazioarteko aldizkari batean argitaratu zen,
A12.
• 3. helburua: Ikasketa automatikoan oinarritutako EDD-
algoritmoen zehaztasuna hobetzea ikasketa sakoneko teknikak
erabiliz eskuzko BBBan zehar. Bi konferentzia artikulu, K13 eta
K23, eta aldizkari artikulu bat A13 argitaratu ziren lan honen
ondorio.
• 4. helburua: Sakada mekanikoek eragindako artefaktua
ezabatzen duten hainbat iragazkiren errendimendua ebaluatzea
klinikoki garrantzitsuak diren EKGren ezaugarrien arabera.
Lan horretan lortutako emaitzak indexatutako aldizkari batean
argitaratu ziren, A14.
4 E M A I TZ A K E TA O N D O R I OA K
4.1 Emaitzak eta eztabaida
Atal honetan, 4. atalean zehaztutako helburuak lortzeko egindako
azterlanen emaitzak eztabaidatzen dira. Aldizkari indexatuetan
lortutako emaitzei erreparatuko diegu, aldez aurretik konferentzietan
argitaratutako ekarpenak zabaldu eta hobetzen baitituzte.
4.1.1 1. helburuan lortutako emaitzak
Lehenengo helburua bi azpi-helburutan banatu zen eta horietako
bakoitzean lortutako emaitzak aldizkari batean publikatu ziren:
• A11: Soluzio honek LUCAS-2 gailuak eragindako artefaktuak
ezabatzeko iragazki tradizionalekiko hobekuntza bat proposatu
zuen, Irusta et aliin [147] lanean deskribatzen den metodoan
oinarritutakoa, alegia. Hau posiblea izan zen bi faktore
nagusiri esker. Lehenik eta behin, Goertzelen algoritmo
hedatua erabili zen Fourierren seriearen ereduan finkatu
beharreko N harmonikoen kopurua kalkulatzeko. Bigarrenik,
artefaktu fase eta koadratura koefizienteak estimatzeko
Recursive-Least-Squares (RLS) iragazkia erabili zen LMSaren
ordez. Iragazki horren zehaztasuna EDD-algoritmo komertzial
baten bidez ebaluatu zen, %98.1eko eta %87.0ko Se eta
Sp balioak lortuz, hurrenez hurren. Soluzio horrek BBB
mekanikoaren aurretiazko azterlanetan lortutako emaitzak
hobetu zituen arren [150], AHAk zehaztutako errendimendu-
helburuen azpitik zegoen. Hori dela eta, iragazitako EKGa
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aztertzeko, etapa anitzeko sailkatzaile (Multi Stage Algorithm,
MSA) konplexuago bat proposatu zen. MSA algoritmoa
honako hauek osatzen zuten: EDD-algoritmo komertzial batean
oinarritutako hiru desfibrilatu/ez-desfibrilatu erabakitze-etapa
eta EKGaren maldan oinarritutako erabakitze etapa bat. Soluzio
honek %91.8ko eta %98.1eko Se eta Sp balioak lortu zituen,
hurrenez hurren. MSA konputatzionalki oso garestia zen arren,
BBB mekanikoan zehar desfibrilatu/ez-desfibrilatu erabaki
fidagarria eman zuen lehen metodoa izan zen AHAren
zehaztasunak erdietsiz.
• A21: Lan honetan, ikasketa automatikoan oinarritutako
algoritmo bat erabili zen, EDD-algoritmo komertzialaren ordez,
desfibrilatu edo ez desfibrilatu erabakia hartzeko. Hasteko,
metodoa erresoluzio altuko (Stationary Wavelet Transform,
SWT) teknikan oinarritu zen ezaugarrien erauzketarako.
Ezaugarrien aukeraketa, metodo bilgarriak erabiliz gauzatu
zen. Azkenik, SVM sailkatzaile bat erabili zen desfibrilatu/ez-
desfibrilatu erabakietarako. Algoritmoak %97.5eko eta %98.2
Se eta Sp balioak lortu zituen hurrenez hurren, MSA
soluzioaren ZOa hiru puntutan handituz. Hobekuntza
hau posiblea izan zen bi faktore nagusiri esker. Alde
batetik, SWTan oinarritutako ezaugarrien erauzketari esker
diskriminatzeko gaitasun handiago duten EKG ezaugarriak
lortu ziren. Beste alde batetik, iragazitako EKGtik erauzitako
ezaugarriak erabiltzeak SVMaren zehaztasuna nabarmen
hobetu zuen, iragazitako EKGaren ezaugarriak ikasi baitzituen
(iragazketaren hondakinak barne). Algoritmo horrek, MSAren
zehaztasuna hobetzeaz gain, eskaera konputazionalak txikitu
zituen.
4.1.2 2. helburuan lortutako emaitzak
Lan honetan (A12), bihotz erritmoa 5 klaseetan sailkatzeko
lehenengo algoritmoa proposatu zen eskuzko sakadak ematen diren
bitartean. Iragazitako EKGtik 93 FB detekzio ezaugarri erauzi ziren
SWTan oinarrituta, eta RF sailkatzaile bat erabili zen desfibrilatu/ez-
desfibrilatu erabakia lortzeko. Diskriminatzeko gaitasunik handiena
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zuten ezaugarriak aukeratzeko eredu hibrido bat erabili zen, SBS
metodo sekuentziala eta RF sailkatzailetik eratorritako garrantzia
konbinatzen zituena. Lau sailkatzaile ezberdin garatu ziren, kontextu
kliniko ezberdinetan erabiliak izateko. Horietako bakoitzak hurrengo
erritmoen arteko bereizketa gauzatu zuen: desfibrilagarria/ez-
desfibrilagarria, desfibrilagarria/AS/ORG, FB/TB/AS/ORG eta
FB/TB/AS/PGAE/PE. Sentsibilitateen batezbesteko haztatuaren
balioak %95.4, %87.6, %80.6 eta %71.9koak izan ziren 2, 3, 4 eta
5 klaseetako sailkatzaileentzat, hurrenez hurren. Desfibrilatu/ez-
desfibrilatu erabaki-algoritmoak %93.5 eta %97.2eko Se eta Sp
balioak lortu zituen, AHAk zehaztatutako errendimendu-helburuak
betez eta Ayala et aliik [105] lortutako emaitzak hobetuz (begiratu
2.3.4. atala). Hemengo 5 klaseko sailkatzaileak %71.9ko SBHa lortu
zuen eskuzko BBBan, Rad et aliik [105] EKG garbian garatutako 5
klaseko sailkatzailearen zehaztasunetik oso hurbil zegoena (soilik 5.8
puntuko aldea SBHan). Rad et aliik [137] proposatutako algoritmoa
artefakturik gabeko EKG garbian frogatu zenean %75eko SBHa lortu
zuen baina balio hori %52.5era jaitsi zen algoritmoa sakada bitarteko
tarteetan frogatu zenean, sailkaketa iragazitako EKGan egin zen
arren.
4.1.3 3. helburuan lortutako emaitzak
Helburu honetatik eratorritako argitalpenak, A13, ikasketa
automatikoan oinarritutako desfibrilatu/ez-desfibrilatu erabakitze-
algoritmoen zehaztasuna hobetzea zuen helburu, horretarako
ikasketa sakoneko teknikak erabiliz. Metodoak bi zati zituen:
RLS iragazki moldakor bat BBB artefaktuak iragazteko eta
Neurona Sare Konboluzional (Convolutional Neural Network,
CNN) bat iragazitako EKGan erritmo desfibrilagarriak detektatzeko.
CNNak 3 bloke konboluzional zituen kalitate altuko EKGaren
ezaugarriak erauzteko, eta erabat konektatutako bi geruza erritmo
desfibrilagarrien eta ez-desfibrilagarrien bereizketa egiteko. Metodo
honen bidez %95.8 eta %96.1eko Se eta Sp balioak lortu ziren,
hurrenez hurren. Algoritmo horrek, A12-an argitaratutako ikasketa
automatikoko algoritmo tradizionalen errendimendua hobetu zuen,
ikasketa sakoneko metodoak desfibrilatu/ez-desfibrilatu erabaki
fidagarria emateko duten ahalmena erakutsiz eskuzko BBB tarteetan.
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4.1.4 4. helburuan lortutako emaitzak
Azterlan honetan, A14, neumatikoki eragindako sakaden artefak-
toa ezabatzen duten hainbat iragazki moldakorren errendimendua
ebaluatu zen. Ebaluaketarako klinikoki garrantzitsuak diren
EKG ezaugarrien, berrezarritako EKGaren uhin-formaren eta
desfibrilatu/ez-desfibrilatu erabakiaren zehaztasunaren erabili ziren.
Berrezarritako EKGaren uhin-forma ebaluatzeko, nahasketa eredua
erabili zen (ikusi 2.3.1. atala xehetasun gehiagorako). Seinalearen
integritatea zaintzeak berebiziko garrantzia du BBBan, BEAko
medikuek EKGa bisualki aztertzen baitute tratamendu egokiak
aukeratzeko. Iragazitako seinalearen integritatea neurtzeko SNRa
eta korrelazioan oinarritutako antzekotasun metrikak erabili
ziren. Bestalde, garrantzitsua da jakitea iragazkiek zenbateraino
degradatzen dituzten kontextu kliniko ezberdinetarako erabilgarriak
diren EKG ezaugarriak. Adibidez desfibrilazio arrakastatsuaren igar-
penereko [139] edo pultsua detektatzeko [126] garrantzitsuak direnak.
Horretarako, hurrengo ezaugarriak ebaluatu ziren iragazketaren
aurretik eta ondoren: bihotz-taupadak detektatzeko zehaztasuna
QRS konplexudun erritmoentzat, eta maiztasun nagusia (MN) batez
besteko anplitudea (BA) eta uhin-formaren irregulartasuna FB
erritmoentzat. RLS iragazkiak emaitza onenak lortu zituen korrelazio-
koefizienteetan, SNRaren batez besteko igoeran and bihotz-taupadak
detektatzeko zehaztasunean. LMS iragazkiak berrezarri zuen FBa
hobekien, MN eta BAn gainerako iragazkiek baino errore txikiagoak
lortuz.
4.2 Ondorioak
Doktore tesi lan honek estrategia berriak proposatu ditu bai
eskuzko BBBan zehar bai BBB mekanikoan zehar erritmo analisi
fidagarri bat bermatzeko.
BBB mekanikoaren testuinguruan, AHArekin bateragarria den
lehenengo desfibrilatu/ez-desfibrilatu erabakitze-algoritmoa propo-
satu da iragazki moldakor bat eta EDD-algoritmo komertzialean
oinarritutako etapa anitzeko sailkatzaile bat erabiliz. Emaitza
horiek are gehiago hobetu dira bigarren azterlan batean, non
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EDD-algoritmo komertziala ikasketa automatikoan oinarritutako
sailkatzaile batengatik ordezkatua izan den.
Eskuzko BBBari dagokionez, bi ekarpen nagusi egin dira:
• Batetik, eskuzko BBB tarteetan erritmo analisi fidagarria ber-
matzen duen klase anitzeko lehenengo sailkatzailea proposatu
da. Sailkatzaile horrek lau xehetasun-maila kliniko ezberdin
eskaintzen ditu: desfibrilagarria/ez-desfibrilagarria, desfibrila-
garria/AS/ORG, FB/TB/AS/ORG eta FB/TB/AS/PGAE/PE.
Desfibrilatu/ez-desfibrilatu erabakitze-algoritmoak Ayala et
aliik [105] proposatutako ikasketa automatikorako algoritmoa-
ren emaitzak hobetu ditu. 5 klaseko sailkatzaileak, hain zuzen
azterlanaren helburu nagusia izan denak, Rad et aliik [137]
EKG garbian garatutako algoritmoaren antzeko errendimendua
erakutsi du.
• Bigarrenik, ikasketa automatiko tradizionalean oinarritutako
desfibrilatu/ez-desfibrilatu erabakitze-algoritmoen errendimen-
dua hobetu da ikasketa sakoneko teknikak erabiliz.
BBB bitarteko erritmo analisiaren arloan aurrerapen handia egin
den arren, erronka asko daude oraindik aurretik. Lehenik eta
behin, pistoiaren bidez eragindako sakaden tarteetan (LUCAS)
erritmo analisi fidagarria ahalbideratzen duten metodoak beste
gailuetara egokitu beharko lirateke, karga uniformerako bandak
erabiltzen dituzten gailuetara (Autopulse), alegia. 2.2. atalean ikusi
bezala, AutoPulse gailuak sortutako artefaktuek LUCAS-2 gailuak
sortutakoek baino anplitude handiagoak dituzte, eta OKBGan
jazoeren arteko aldakortasuna handiagoa da. Beraz, iragazketa arazo
zailago bat aurreikusten dugu. Bigarrenik, klase anitzeko OKBGen
sailkatzailea BBB mekanikora egokitu beharko litzateke. Azkenik,
A13-ean lortutako emaitzetan oinarritua, aurreikusten da BBB
mekanikoetan ikasketa sakoneko algoritmoek ikasketa automatiko
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Abstract
Piston-driven mechanical chest compression (CC)
devices induce a quasi-periodic artefact in the ECG,
making rhythm diagnosis unreliable. Data from 230
out-of-hospital cardiac arrest (OHCA) patients were
collected in which CCs were delivered using the piston
driven LUCAS-2 device. Underlying rhythms were
annotated by expert reviewers in artefact-free intervals.
Two artefact removal methods (filters) were introduced:
a static solution based on Goertzel’s algorithm, and an
adaptive solution based on a Recursive Least Squares
(RLS) filter. The filtered ECG was diagnosed by a
shock/no-shock decision algorithm used in a commercial
defibrillator and compared with the rhythm annotations.
Filter performance was evaluated in terms of balanced
accuracy (BAC), the mean of sensitivity (shockable) and
specificity (nonshockable). Compared to the unfiltered
signal, the static filter increased BAC by 20 points, and the
RLS filter by 25 points. Adaptive filtering results in 99.0%
sensitivity and 87.3% specificity.
1. Introduction
Early defibrillation and high-quality cardiopulmonary
resuscitation (CPR) are crucial to improve chances of
survival from out of hospital cardiac arrest (OHCA) [1].
Chest compressions (CCs) provided during CPR introduce
artefacts in the ECG, invalidating the diagnosis of any
rhythm analysis algorithm. Currently compressions are
interrupted for the analysis, but these hands-off intervals
compromise circulation and thus reduce the probability
of restoration of spontaneous circulation (ROSC) and
survival [2]. Although solutions to analyse the rhythm
during pauses in CC exist [3, 4], rhythm analysis during
CCs requires a filter to remove CC artefacts. Many such
filters have been proposed to permit a reliable diagnosis
during CCs [5, 6], but no effective solution has been
integrated into current defibrillators yet.
Piston-driven mechanical CC devices are increasingly
used in resuscitation. These devices deliver CCs with
a constant rate and depth ensuring CPR is delivered
according to resuscitation guidelines. Their use is
especially recommended during transportation, invasive
procedures or prolonged CPR. One such device is the
LUCAS 2 (Physio-Control/Jolife AB, Lund, Sweden). The
LUCAS 2 provides chest compressions in a fixed position,
constant depth (40-53 mm depending on chest height),
constant rate (102± 2 min−1, 1.694 Hz), 50% duty-cycle
and full chest recoil after each compression [7]. We should
expect the artefact caused by LUCAS 2 to have a periodical
pattern at the constant frequency of the CCs.
This study evaluates the feasibility of analyzing the
rhythm during mechanical CCs provided by LUCAS
2 on OHCA data. Two artefact removal alternatives
were compared: an adaptive filtering method based
on a Recursive Least Square (RLS) algorithm and
a non-adaptive (static) filtering method which uses
Goertzel’s algorithm to model the artefact.
2. Materials and methods
2.1. Materials
The data used for this study were gathered by the
emergency services of Oslo and Akershus (Norway)
with the LifePak 15 defibrillators (Physio-Control Inc.,
Redmond, WA, USA). The recorded ECG and thoracic
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Figure 1. A 20 s episode of a patient in ventricular fibrillation (VF), before filtering (top) and after filtering (bottom).
The initial 15 s show ECG records during CCs delivered by the LUCAS 2 (quasi-periodic artefact). The last 5 s show the
underlying VF, in an interval without CCs. Filtering (bottom pannel) reveals the underlying rhythm.
impedance (TI) signals were exported to Matlab using
the Codestat (Physio-Control Inc.) research tool, and
resampled to 250 Hz. Details on the dataset are further
described in [7].
The dataset contains 1045 segments of 20 s from 230
patients. The first 15 s included continuous CCs, the last
5 s were free of artefacts and were used by expert reviewers
to assess the underlying rhythm. The dataset contains 201
shockable and 844 nonshockable rhythms (270 asystole,
574 organized) [7].
2.2. Methods
ECG segments were band-pass filtered to a typical
automatic external defibrillator (AED) bandwidth, using
an order 8 Butterworth filter (0.5-40 Hz).
Model of the compression artefact
The CC artefact in the ECG is customarily modelled as
additive noise:
scor(n) = secg(n) + scc(n) (1)
where scor is the ECG corrupted by the CC artefact,
scc, and secg is the ECG which reflects the underlying
heart rhythm. For a piston-driven compression device the
artefact, scc, can be approximated by a (quasi)-periodic
signal in term of N harmonics of the fundamental
frequency, f0 = 1.694 Hz. Assuming a model with N









ak cos(kω0nTs) + bk sin(kω0nTs) (3)
where Ts is the sampling period, ω0 = 2πf0 and A(n) is
an amplitude envelope to differentiate intervals with (A =
1) and without compressions (A = 0).
The two methods proposed in this paper assume
different natures for the Fourier coefficients. In the static
solution, ck = |ck|ejθk are constant over time. In
the adaptive solution the coefficients are assumed to be
time-varying ck(n) = |ck(n)|ejθk(n), with small changes
every sample. Once scc is estimated, the underlying
rhythm secg is obtained by subtraction using equation (1),
and then fed to a shock/no-shock decision algorithm for
diagnosis.
Static solution
The static solution assumes the N Fourier coefficients
are constant. Since only just a few frequency components
of scor signal are of interest, Goertzel’s algorithm can
be used to estimate those spectral components instead of
analyzing all frequency components of the Discrete-Time
Fourier Transform (DTFT). However, since for an L point
signal the frequency resolution of Goertzel’s algorithm
is Δf = fs/L, the fundamental frequency of the signal
must be an integer multiple of Δf . This is not the case
for f0 = 1.694 Hz (LUCAS 2), so, the Generalized
Goertzel algorithm was used. This generalization allows
the calculation of spectral components at any frequency,
by extending the DTFT to any real frequency ω = 2π/L.








to which the custom Goertzel’s algorithm is applied [8]:




s(n− 1)− s(n− 2) (5)
y(n) =
(
s(n)− e−j 2πN s(n− 1)
)
e−j2π (6)
and y(L − 1) = X(ω). In our case the signal was
first windowed using a Kaiser window wβ(n), to form
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Xw(ω),  ∈ R (7)
where Wβ is the Fourier transform of the Kaiser window,
and Xw(ω) is the Fourier transform of xw(n) as shown in
equation (4) and computed using Goertzel’s algorithm. In
the Kaiser window the form factor β controlls the window
trade-off between side-lobe level and main-lobe width. For
each segment, the ck coefficients were estimated using an
interval of 5 s with uninterrupted CCs.
Adaptive solution
In the adaptive solution the time-varying Fourier
coefficients, ak(n), bk(n), were estimated using an RLS
filter that tracks the spectral components of the artefact [9].
The in-phase, ak(n), and quadrature, bk(n), components
model the artefact as described by equation (8), which is





Θn = [a1(n) b1(n) . . . aN (n) bN (n)]
T (9)
Φn = [cos(ω0nTs) sin(ω0nTs) . . .
cos(Nω0nTs) sin(Nω0nTs)]
T (10)
The model of the artefact is updated through the ak(n)
and bk(n) coefficients in each iteration. The filtered secg
and the filter coefficients are computed as follows:
secg(n) = scor(n)− scc(n) (11)










where the forgetting factor λ is usually close to one,
and defines the convergence rate, the tracking power,
misadjustement and stability of the RLS filter.
2.3. Evaluation
The ECG filtered through both methods was diagnosed
by a shock/no-shock decision algorithm, the Matlab
version of the algorithm designed for the Reanibex
R-series defibrillators (Bexen Cardio, Ermua, Spain).
This algorithm diagnoses the ECG in less than 9.6 s
by analyzing 2 or 3 consecutive 3.2 s intervals of
the ECG [10]. The interval from 3.4 s to 13 s of
each segment was diagnosed in order to avoid filtering
transients. The diagnoses were compared with the rhythm
annotations to obtain the proportion of correctly classified
shockable (sensitivity, SE) and nonshockable (specificity,
SP) rhythms.
Filter performance was evaluated in terms of the
balanced accuracy (BAC), BAC = 0.5(SE + SP), within
the following working ranges: 10 < N < 30 and
0 < β < 15 for the static filter, and 10 < N < 30 and
0.965 < λ < 0.999 for the adaptive filter. Finally, within
those ranges a 100 bootstrapped patient-wise 5-fold cross
validation approach was used to obtain an estimate of the
statistical distribution of SE and SP. SE/SP values will be
reported as mean (CI, 95% confidence interval).
3. Results
Figure 2 shows the BAC for the static (left) and
adaptive (right) filters within the working ranges for three
significant values of N . As seen in figure 2, both filters
showed a working range in which the performance was
close to optimal in terms of BAC. In the case of the static
filter, the best results were obtained for 4 < β < 5 and
N > 20. The range for the RLS filter was 0.989 < λ <
0.993 and N > 20. In fact, for smaller values of N (see
figure 2) the BAC in the optimal β and λ ranges is smaller
in both cases.
Table 1 shows the bootstraped SE/SP and BAC after
filtering, compared to the values obtained before filtering.
unfilt Goertzel RLS
SE (%) 50.7 97.0 (95.5–97.5) 99.0 (97.0–99.5)
SP (%) 83.9 80.2 (79.5–81.0) 87.3 (86.5–87.6)
BAC (%) 67.3 88.6 (87.8–89.3) 93.0 (91.9–93.5)
Table 1. Accuracy before and after filtering.
Both filters resulted in an increase of over 30 points
in SE with a slight change in SP. The shock/no-shock
decision after applying the adaptive filter were more
accurate than those obtained after applying the static filter.
4. Discussion
This study introduces two different filtering techniques
to remove CPR artefact from the ECG during mechanical
compressions. Both methods represent the artefact as a
(quasi)-periodic signal with a fundamental frequency equal
to the frequency of the compressions and N harmonics.
Whereas the static method assumes that the artefact is
periodic, the adaptive method considers slow fluctuations
from cycle to cycle.
Mechanically delivered compressions have very stable
frequency, depth and duty cycle. We might assume little
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Figure 2. Performance of the static and the adaptive filtering methods in terms of N and β for the Goertzel filter (panel a),
and in terms of N and λ for the RLS filter (panel b).
change in the artefact from CC cycle to cycle, but the
results of this study show the need of an adaptive solution.
Both methods resulted in a significant increase in BAC
but the RLS filter produced better results than the static
solution (approximately 2 points more in SE and 7 points
more in SP). The adaptive solution was able to track the
small fluctuations of the artefact from cycle to cycle.
In conclusion, the results showed that the adaptive
filtering provided acceptable values for an acccurate
rhythm diagnosis during compressions, particularly for
shockable rhythms (SE>98%). However, further analysis
is recommended to increase the accuracy, mainly, for
nonshockable rhythms. The results reported in this
and in previous studies [7] are still below the 95%
recommended for nonshockable rhythms by the American
Heart Association.
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A Multistage Algorithm for ECG Rhythm Analysis
During Piston-Driven Mechanical
Chest Compressions
Iraia Isasi , Unai Irusta , Member, IEEE, Elisabete Aramendi, Unai Ayala , Erik Alonso ,
Jo Kramer-Johansen , and Trygve Eftestøl, Member, IEEE
Abstract—Goal: An accurate rhythm analysis during car-
diopulmonary resuscitation (CPR) would contribute to in-
crease the survival from out-of-hospital cardiac arrest.
Piston-driven mechanical compression devices are fre-
quently used to deliver CPR. The objective of this paper
was to design a method to accurately diagnose the rhythm
during compressions delivered by a piston-driven device.
Methods: Data was gathered from 230 out-of-hospital car-
diac arrest patients treated with the LUCAS 2 mechanical
CPR device. The dataset comprised 201 shockable and 844
nonshockable ECG segments, whereof 270 were asystole
(AS) and 574 organized rhythm (OR). A multistage algo-
rithm (MSA) was designed, which included two artifact fil-
ters based on a recursive least squares algorithm, a rhythm
analysis algorithm from a commercial defibrillator, and an
ECG-slope-based rhythm classifier. Data was partitioned
randomly and patient-wise into training (60%) and test (40%)
for optimization and validation, and statistically meaning-
ful results were obtained repeating the process 500 times.
Results: The mean (standard deviation) sensitivity (SE)
for shockable rhythms, specificity (SP) for nonshockable
rhythms, and the total accuracy of the MSA solution were:
91.7 (6.0), 98.1 (1.1), and 96.9 (0.9), respectively. The SP for
AS and OR were 98.0 (1.7) and 98.1 (1.4), respectively. Con-
clusions: The SE/SP were above the 90%/95% values rec-
ommended by the American Heart Association for shock-
able and nonshockable rhythms other than sinus rhythm,
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respectively. Significance: It is possible to accurately di-
agnose the rhythm during mechanical chest compressions
and the results considerably improve those obtained by pre-
vious algorithms.
Index Terms—Artifact suppression, cardiac arrest,
cardiopulmonary resuscitation (CPR), electrocardiogram
(ECG), mechanical chest compressions, piston-driven
compressions, recursive least squares (RLS).
I. INTRODUCTION
EARLY electrical defibrillation and high-quality chest com-pressions during cardiopulmonary resuscitation (CPR) are
key for the outcome of out-of-hospital cardiac arrest patients
[1]. Current treatment guidelines for cardiac arrest highlight the
importance of minimizing interruptions in compressions dur-
ing CPR [1]. However, for a reliable shock/no-shock decision,
current defibrillators require interrupting compressions to avoid
artifacts in the ECG. An accurate shock/no-shock decision dur-
ing CPR would improve therapy in two ways. For nonshock-
able rhythms it would do away with unnecessary interruptions
in CPR to check the rhythm. These interruptions, which com-
promise coronary perfusion pressure, worsen chest compression
fraction and may result in decreased survival [2]. For ventricular
fibrillation (VF) it would contribute to a quicker identification
of the need to shock the patient, which is important given the
high oxygen demands of VF [3].
Strategies to allow an accurate shock/no-shock decision with-
out interrupting CPR therapy include analyzing the rhythm dur-
ing pauses in compressions for ventilation, and using signal pro-
cessing techniques to allow a reliable shock/no-shock decision
during compressions. Pauses in compressions for ventilations
occur approximately every 20 s in 30:2 CPR, and an accurate
rhythm analysis during those pauses has already been demon-
strated [4], [5]. However, those techniques are inapplicable to
compression only CPR.
Solutions based on digital signal processing for a reliable
shock/no-shock decision during compressions have followed
two main approaches [6]: the design of adaptive filters to sup-
press the artifact followed by a defibrillator’s shock/no-shock
decision algorithm, and shock/no-shock decision algorithms
based on robust ECG features minimally affected by the ar-
tifact. Adaptive filters address the spectral overlap between
0018-9294 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
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resuscitation cardiac rhythms and compression artifacts, and
the time-varying spectral characteristics of the artifact. How-
ever, these filters require additional reference signals correlated
to the artifact like compression force [7], thoracic impedance [8]
or blood pressure [9]. Several solutions based on these sig-
nals have been developed including Wiener filters [10], recur-
sive adaptive matching pursuit algorithms [11], [12] or Kalman
state-space models [13]. Given the quasi-periodic nature of CPR
artifacts, adaptive solutions to estimate a time-varying Fourier
series model of the artifact have also been proposed, including
Least Mean Squares (LMS) [14]–[16] or Kalman [17] solutions.
Filtering schemes that use only the ECG to both characterize
and remove the artifact include approaches based on coherent
line removal [18], LMS [19] and Kalman filters [20].
Finally, two types of algorithms based on robust ECG-features
have been proposed to classify the ECG during CPR: features
computed without filtering like the morphological consistency
algorithm [21], [22] and adaptive rhythm sequencing [23], or
after filtering the artifact [24], [25]. Despite progress, current
solutions do not allow a reliable rhythm analysis during CPR [6],
either because filtering residuals may resemble VF in patients
in asystole (AS), or because spiky residuals are interpreted as
the QRS complexes of organized rhythms (OR) in patients in
VF [15], [16].
In all of these studies artifacts originate from manual com-
pressions delivered by rescuers. Mechanical compression de-
vices are increasingly used in resuscitation although evidences
of improved survival are not conclusive [26], [27], and have
become popular in scenarios such as transportation, invasive-
procedures or prolonged CPR [28]–[31]. Mechanical devices
deliver compressions at a constant rate and depth in adher-
ence with current resuscitation guidelines. There are two types
of automated compressors available: pneumatically driven pis-
tons like the LUCAS 2 (Physio-Control Inc/Jolife AB, Lund,
Sweeden), and load distributing bands like the Auto Pulse (Zoll
Circulation, Chelmsford, Massachusetts, USA) [32]. Prelimi-
nary attempts to remove the LUCAS 2 artifact with simple comb
filters were promising on a limited dataset [33], even though fil-
tering was later shown to be as challenging as for manual CPR
artifacts when tested on a more comprehensive dataset [34]. Al-
though mechanical CPR artifacts have a fixed frequency, they
present larger amplitudes, significant filtering residuals, and
many harmonics that make filtering the artifact challenging [34].
This study introduces a new method for a reliable shock/no-
shock decision during piston-driven mechanical compressions.
The approach uses two recursive least-squares (RLS) filters to
reduce CPR artifacts, followed by three shock/no-shock deci-
sion stages based on a standard defibrillator algorithm and on
an ECG-slope decision stage. The complete solution is there-
fore named multistage algorithm (MSA). The manuscript is
organized as follows: Section II describes the study dataset;
Section III introduces the time-varying Fourier series model of
the artifact, an algorithm to estimate the order of the model,
and the adaptive filter to track the time-varying Fourier co-
efficients; Section IV describes the building blocks and the
general architecture of the MSA solution; Section V describes
the performance metrics, data partition and optimization/test
procedures; and the results, conclusions and discussion are pre-
sented in Sections VI to VIII.
II. DATA COLLECTION AND PREPARATION
Data from 263 out-of-hospital cardiac arrest patients treated
with the LUCAS 2 piston-driven chest compression device
(Physio-Control Inc., Redmond, WA, USA) were reviewed. The
cardiac arrest episodes were collected by the advanced life sup-
port responders of the emergency services of Oslo and Aker-
shus (Norway) during 18 months in 2012 and 2013. Responders
used Physio-Control’s Lifepack 15 defibrillators that continu-
ously record the ECG and impedance signals. The LUCAS 2
device delivers compressions in a fixed position, with constant
depth (40–53 mm depending on chest height), at a constant rate
(102 ± 2 min−1), with a 50% duty cycle, and allowing full chest
recoil after each compression [35].
Anonymized data from the defibrillators was exported to
Matlab (MathWorks Inc., Naick, MA) using Physio-Control’s
Code Stat data review software, and resampled to a sampling
frequency of 250 Hz. The data included the ECG and impedance
signals of each episode together with the compression instants
detected by the Code Stat software.
The start of use of the LUCAS-2 device was marked when
the compression rate stabilized at the device’s fixed rate of
102 min−1 [34]. Then, 20 s signal segments with the same
underlying rhythm were extracted during the device usage. The
segments contained an initial 15 s interval during compressions
to develop and evaluate our solution for the shock/no-shock de-
cision during chest compressions, followed by a 5 s interval
without compression artifacts to annotate the patient’s rhythm.
Fig. 1 shows two examples. Ground truth rhythm labels were
adjudicated by consensus among two independent reviewers,
a clinical researcher and a biomedical engineer, both special-
ized in resuscitation data science [34]. The rhythm annotators,
who were not involved in the conception and development of
the methods, examined the 5 s interval without artifacts (see
Fig. 1) to annotate the rhythms. Segments were annotated as:
VF and ventricular tachycardia (VT) in the shockable rhythm
category, and OR and AS in the nonshockable category. Pres-
ence of pulse could not annotated because patient charts with
clinical pulse annotations and/or capnography levels were not
available. So the OR category includes both pulseless electri-
cal activity and pulsed rhythms. Intermediate rhythms like fine
VF (amplitude< 200 μV) were discarded. The American Heart
Association (AHA) does not establish a shock/no-shock rec-
ommendation for intermediate rhythms because the benefits of
defibrillation are unclear for those rhythms [36].
The final annotated dataset consisted of 1045 segments from
230 patients, segments like the two examples shown in Fig. 1.
There were 201 shockable segments (5 VT and 196 VF) from
62 patients, 270 AS segments from 99 patients and 574 OR
segments from 160 patients. In what follows rhythms will be
grouped into three categories: shockable (VF/VT), OR and AS.
This is the typical rhythm class definition used in the literature
on shock/no-shock decisions during CPR [15], [23]–[25]. The
prevalence of VT in our dataset is low, although it is comparable
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Fig. 1. Two examples of 20 s ECG segments corresponding to a patient in VF [example (a)] and to a patient in OR [example (b)]. In both examples,
the top panels show the ECG recorded by the device (the corrupt ECG, scor), and the bottom panels show the ECG after filtering the compression
artifact (the estimated rhythm, ŝecg). In the top panels, the initial 15 s of the ECG are corrupted by the LUCAS 2 artifact. The last 5 s show the
underlying rhythm in an interval free of artifact. Filtering (bottom pannel in both examples) reveals the underlying rhythm.
to that of most similar studies [15], [16], [23], so a separate
analysis for VT would not be meaningful.
III. QUASI-PERIODIC MODEL OF THE ARTIFACT
A. Signal model
During chest compressions the ECG signal recorded by the
defibrillator, scor(n), is corrupted by additive chest compression
artifacts, scc(n), resulting in [11], [15]:
scor(n) = secg(n) + scc(n) (1)
where secg(n) is the patient’s clean ECG reflecting the actual
underlying heart rhythm. Methods focus on estimating the arti-
fact scc(n). An extensively used approach is to assume scc(n)
to be quasi-periodic and thus model the artifact as a truncated
Fourier series of N terms [14]–[16] with no DC-component.
The Fourier series can be expressed in terms of the amplitude
and phase coefficients, ck (n) and θk (n), or as a sine-cosine se-
ries with in-phase and cuadrature amplitudes, ak (n) and bk (n),









ak (n) cos(kω0n) + bk (n) sin(kω0n)
)
(3)
where A(n) is an amplitude term to model intervals with com-
pressions, A(n) = 1, and without compressions, A(n) = 0,
such as hands-off intervals for ventilations. Smooth transitions
between intervals were defined as described in [15], [37]. The
spectral components of the artifact, its Fourier coefficients, are
considered time-varying and will be tracked using an adaptive
RLS filter (see Subection III-C). The frequency ω0 is the fun-
damental discrete frequency of the compressions which for a
piston-driven compression device is constant:
ω0 = 2πfLUCASTs (4)
with fLUCAS = 1.694 Hz ≡ 101.6 min−1 [34], and Ts the sam-
pling period.
B. Estimating the number of harmonics N
Previous works have assumed the number of harmonics N
to be fixed for all cases. However, the spectral content of the
artifact is very variable from case to case both in manual [15]
and mechanical compressions [34], and depends on factors like
the rescuer, the patient or electrode placement. Estimating N in
manual CPR is unfeasible or inaccurate because compression
frequency changes with every compression. In mechanical CPR
the frequency is fixed and simple spectral methods can be used to
estimate the number of significant coefficients in (2). Assuming
constant ck coefficients, which suffices for approximate power
computations but not for rhythm analysis, we can express the
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In this work we determined the number of significant harmon-
ics as the first integer N ≤ 30 for which the following inequality
holds:
100 · Pcc,N +3 − Pcc,N
Pcc,N




i.e., when the addition of 3 new harmonics increased the relative
power by less than the threshold γ, optimized in the simulation
phase. The problem then reduces to efficiently estimating the
amplitudes ck located at fixed frequencies kω0 .
The Fourier coefficients were estimated using the Generalized
Goertzel Algorithm. The standard Goertzel algorithm allows
the direct evaluation of isolated terms of the discrete Fourier
transform. Its generalization extends the method to compute
spectral components at any frequency [38], in our case the kω0
frequencies. Therefore, X(kω0), the spectral components of the
signal x(n) at our frequencies of interest were computed using
the following equations [38]:
s(n) = x(n) + 2 cos(kω0)s(n − 1) − s(n − 2) (7)
X(kω0) =
(
s(Lg ) − e−jkω0 s(Lg − 1)
)
e−jkω0 Lg (8)
where Lg is the length of the signal x(n). For mechanical chest
compression artifacts we assume that the ECG components at
kω0 are negligible when compared to the harmonics of the
artifact, and therefore x(n) = scor(n). We used the initial 5 s
window (Lg = 5 · fs ) with compressions to estimate the ck ,
and formed a windowed signal xw (n) = scor(n) · wβ (n), where
wβ (n) is a Kaiser window with form factor β = 4.5 to reduce
spectral leakage. The ck coefficients were obtained as:






Here W4.5(0) is the spectral component of the Kaiser window at
the origin, and Xw (kω0) are the spectral components of xw (n)
at the harmonic frequencies.
C. Estimation of the ak (n) and bk (n) Coefficients
Constant Fourier coefficients were assumed to determine N ,
the order of the model for each case. However, a proper rhythm
analysis requires tracking the time-varying characteristics of the
spectral components of the artifact, the coefficients in (3). These
were estimated using an RLS Fourier analyzer [39], adapted to
estimate mechanical CPR artifacts [40]. The RLS filter presents
improved convergence and adaptability characteristics when
compared to the LMS approach formerly used for CPR arti-
fact suppression [14]–[16]. First we define two vectors for the
coefficients and reference signals (the harmonic components):
Θ(n) = [a1(n) b1(n) . . . aN (n) bN (n)]
T (10)
Φ(n) = [cos(ω0n) sin(ω0n) . . . cos(Nω0n) sin(Nω0n)]
T
(11)
Then the estimated chest compression artifact, ŝcc(n), is:
ŝcc(n) = A(n)Θ
T (n−1)Φ(n) (12)
Filter coefficients are updated using the RLS algorithm to min-
imize the error between the corrupt ECG and the estimated
artifact at the harmonics of the mechanical chest compression
frequency. The error signal is the ECG of the estimated under-
lying rhythm, ŝecg, and the update equations are:







λ + ΦT (n)F(n−1)Φ(n)
]
(14)
Θ(n) = Θ(n−1) + F(n)Φ(n)ŝecg(n) (15)
where the gain matrix and coefficient vector were initialized to
F(0) = 0.03I2N and Θ(0) = 0T . The forgetting factor of the
RLS algorithm, λ, governs the performance of the filter and
is set very close to unity. The choice of the forgetting factor
is a compromise between the tracking capabilities and misad-
justment and stability. Forgetting factors very close to unity
(λ > 0.995) mean low misadjustments and good stability, but
reduced tracking capabilities. This is desirable when the under-
lying rhythm (error signal) presents abrupt changes like QRS
complexes, for instance in some OR rhythms. Smaller values
of λ (0.980 < λ < 0.995) produce fast tracking capabilities but
larger misadjustements and poorer stability. This may be desir-
able when the underlying rhythm is negligible, such as during
AS. The different qualitative behaviors of the filter will be ex-
ploited by the MSA solution that uses two configurations of the
RLS filter, as described in the following section.
IV. ARCHITECTURE OF THE SOLUTION
A. Rhythm Analysis
Filtering should reveal the underlying heart rhythm of the
patient, consequently ŝecg(n) was used to diagnose the rhythm
as shockable or nonshockable. Two different approaches were
used to diagnose the rhythm: an AHA compliant rhythm analysis
algorithm designed to diagnose clean ECG, and an ECG feature
designed to discriminate OR and VF rhythms after filtering the
CPR artifact.
The rhythm analysis algorithm used was originally designed
to diagnose artifact-free ECG, and uses 3 consecutive ECG in-
tervals of 3.2 s to give a shock/no-shock decision. Succinctly,
for an in depth description consult chapter 4 (pages 63-111)
of [41], the decision is performed in three different stages. The
first one discriminates asystole segments by identifying the ab-
sence of electrical activity based on the amplitude and power of
the ECG. In the second stage, three parameters that identify the
presence of QRS complexes are fed in a binary classifier based
on a multiple logistic regression model to discriminate OR and
shockable rhythms [42]. Finally a patch is added to discriminate
fast ventricular from supraventricular rhythms [43]. The code
for the computations of the features is avaliable through [44].
The algorithm was developed and tested following AHA rec-
ommendations for arrhythmia analysis algorithms in defibrilla-
tors [36], and is fully AHA compliant [41], [42]. Furthermore, it
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is currently in use in the Reanibex R-series defibrillator (Bexen
Cardio S. Coop., Ermua, Spain).
The algorithm was designed to diagnose artifact-free ECG,
and uses 9.6 s ECG intervals to give a shock/no-shock decision.
In this work we fed the rhythm analysis algorithm with a 9.6 s
interval of the filtered ECG (from 3.4 s to 13 s), the first 3.4 s
were left out to avoid RLS filter transients.
The OR/VF discrimination feature is based on the slope of
the filtered ECG [25], and was computed using the same signal
interval of ŝecg(n) fed to the rhythm analysis algorithm (from
3.4 s to 13 s). The slope was obtained as the first difference, it
was then squared and passed through a moving average filter of







(ŝecg(n − m) − ŝecg(n − m − 1))2 (16)
d(n) =
d(n)
max{d(n)} n = 0, ..., La − 2 (17)
where La = 9.6 · fs is the length in samples of the interval.
The discrimination feature is called slope baseline (bS) [25]
and was obtained as the 10th percentile of d(n) in the analysis
interval. OR rhythms present large slopes only around QRS
complexes leading to low values of bS. In contrast, VF rhythms
present evenly distributed slopes, thus larger values of bS. The
averaging filter contributes to eliminate the effect of filtering
residuals [25].
B. Architecture of the MSA Solution
The general architecture of the MSA solution for the
shock/no-shock decision during mechanical chest compressions
is shown in Fig. 2, and is composed of three stages. The process
starts by determining the number of significant harmonics of the
artifact using the generalized Goertzel method (Section III-B).
In stage 1, the corrupt ECG is coarsely filtered using the RLS
filter with a λ1 ∼ 0.990, to identify AS segments. If the rhythm
analysis algorithm identifies a nonshockable rhythm the process
ends, otherwise stage 2 is activated. In stage 2, the corrupt ECG
is finely filtered using the RLS filter with a λ2 ∼ 0.999, in order
to preserve quick ECG variations like QRS complexes. Again
if the algorithm identifies a nonshockable rhythm the process
ends, otherwise stage 3 is activated. In stage 3, the finely filtered
ECG is used to compute bS and discriminate OR from VF. Four
free parameters were left to optimize the performance of the so-
lution: the threshold to determine the order of the CPR artifact
model (γ), the forgetting factors of the filters (λ1 and λ2), and
the bS threshold (ρ).
V. EVALUATION AND OPTIMIZATION
The performance of the method was evaluated by compar-
ing the shock/no-shock decisions of our method for the fil-
tered intervals with the clinicians’ rhythm annotations for the
artifact-free intervals. The following metrics were computed:
sensitivity (SE), the proportion of correctly identified shockable
segments; specificity (SP), the proportion of correctly identified
Fig. 2. Architecture of the MSA solution for shock (Sh) and no-shock
(NSh) decisions during mechanical compressions. The solution is com-
posed of three analysis stages: a first stage based on a coarse RLS adap-
tive filter (λ1 ∼ 0.99), a second stage with a fine RLS filter (λ2 ∼ 0.999),
and a third stage based on the slope analysis (bS) of the filtered ECG.
In stages 1 and 2, the decision is based on an AHA commpliant rhythm
analysis algorithm (RAA). The order N of the RLS filters is determined
using the generalized Goertzel algorithm (GGA). The stages are acti-
vated sequentially and the process ends when a no-shock decision is
reached in stages 1 or 2, or with any diagnosis at stage 3.
nonshockable segments; accuracy (Acc), the proportion of cor-
rect decisions; and balanced accuracy (BAC). The BAC is the
mean value of SE and SP,
BAC = 12 (SE + SP) (18)
and gives an unbiased measure of the method’s perfomance
which is desirable during optimization given the different preva-
lences of shockable and nonshockable segments in our dataset.
BAC can be interpreted as a particular case of the unbiased mean
of sensitivities for multiclass problems [45].
Data was partitioned patient-wise, 60% of patients were in-
cluded in the training dataset to optimize the values of γ, λ1 ,
λ2 , and ρ, and 40% of patients were left for testing to compute
SE, SP, BAC and Acc. Since the partition of the data can have
a significant impact on the results, the process was repeated for
500 random 60/40 patient-wise partitions to obtain statistically
meaningful results. We used 500 bootstrap replicas because in
our preliminary experiments a number of replicas above 300
ensured the repeatability and reliability of the estimates of the
statistical distributions of the performance metrics. These dis-
tributions of the performance metrics were tested for normality
using the Kolmogorov-Smirnov test, and were reported as mean
value and standard deviation since they followed normal distri-
butions.
For each of the 500 partitions the optimization process com-
prised three steps. First, the pair (γ, λ1) that maximized the
BAC for stage 1 of the training set was determined by doing
a greedy search in the 0 < γ < 0.07 and 0.985 < λ < 0.995
ranges. Second, the value λ2 that maximized the SP for OR in
stage 2 was determined by searching the 0.9950 < λ < 0.9999
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Fig. 3. Distribution of the number of harmonics as a function of the
harmonic selection threshold (γ). The graph shows the median value
and the 25–75 percentile range for the complete dataset. Data is shown
for all cases differentiated by rhythm type: OR, AS, and shockable.
range. Third, two values of ρ were determined using the training
segments that made it to stage 3. The first (ρ1) and second (ρ2)
values set the threshold of correctly detected VF segments at
99% (high SE) and 95% (high SP), respectively.
The results were compared to those obtained for the filtering
methods proposed in the literature to suppress chest compression
artifacts from piston-driven devices: the LMS filter [15], [34]
and the comb filter [33], [34]. For a fair comparative assessment,
the training/test procedure used for the RLS was replicated.
Therefore, the filters were optimized as in stage 1 of the solution
proposed in this paper, that is by adjusting (γ,BW ) in the comb
filter and (γ, μ) in the LMS filter. In the comb filter BW refers
to the bandwidth around each notch (multi-notch filter), and for
the LMS filter μ is the step size of the LMS algorithm. The
algorithmic details can be found in the original references [15],
[33], [34].
VI. RESULTS
The dependence of the order of the model, i.e., the num-
ber of harmonics N , with the power threshold γ is shown in
Fig. 3. For small values of the threshold, γ < 0.005, the me-
dian model order is above 20 but the variability is large. For
instance, for γ = 0.005 model orders ranged from 8–30, and in
90% of cases were in the 11–27 range. This indicates that al-
though many harmonics are required to accurately represent the
piston-driven chest compression artifact (N > 15), the variabil-
ity is large from case to case, and that it is important to adjust the
order of the model in the prefiltering stage. Furthermore, Fig. 3
shows differences in model order depending on the underlying
rhythm. Nonshockable rhythms (AS and OR) presented larger
orders than shockable rhythms, because in the latter Goertzel’s
coefficient estimation may be affected by the spectral overlap
of the underlying rhythm and the artifact.
Fig. 4 shows filtering examples for the three rhythm types,
and the two filter configurations, coarse (λ1 = 0.990) and fine
TABLE I
PERFORMANCE OF THE MSA SOLUTION PRESENTED STEP-WISE AND
COMPARED TO PREVIOUS PROPOSALS BASED ON LMS AND COMB FILTERS
filtering (λ2 = 0.999). Both filter configurations reveal the un-
derlying VF equally well in the example in panel (a). For non-
shockable rhythms, coarse filtering has a larger negative effect
on signal amplitude in OR rhythms, as shown by the lower
amplitude of the QRS complexes in the example of panel (b).
However, fine filtering leaves a larger filtering residual than can
mislead rhythm analysis during AS, as shown in the example of
panel (c). So a compromise between both filtering characteristics
is needed for an accurate rhythm analysis. For a better under-
standing of the filter characteristics (λ1/λ2) with OR rhythm
the reader can consult the additional filtering examples in the
supplementary materials, which also provide additional filter-
ing experiments that explain the differences observed for OR
rhythms for the two filter configurations.
The effectiveness of the RLS filter is summarized in Fig. 5,
which shows the SE, SP and BAC of the rhythm analysis al-
gorithm after filtering the chest compression artifact. This is
equivalent to using only stage 1 in the filtering solution. The
figure shows four implementations of the filter: for a fixed
order (N = 30, γ = 0), and for three case dependent orders,
with a small threshold (γ = 0.002, i.e., large N ), intermediate
treshold (γ = 0.070, i.e., intermediate N ) and large threshold
(γ = 0.400, i.e., small N ). In addition the filter’s optimal work-
ing range in the BAC sense is highlighted. The best results were
obtained for small γ, and the figure shows that a case dependent
order was particularly important to improve SP, which is where
CPR suppression filters are known to fail [6].
The performance metrics for the 500 random patient-wise
training/test partitions are shown in Table I. All metrics are re-
ported as mean (standard deviation). Metrics were computed for
different configurations of the filtering solution including only
one, two or all three stages described in Fig. 2. The results are
compared to the single stage LMS and comb filters proposed in
the literature, and to the results obtained for the unfiltered ECG.
Filtering increased the BAC by over 20-points in all cases. The
RLS filter was the best single stage method, its BAC was 1.2-
points above that of the LMS filter. Furthermore the addition of
stages 2 and 3 increased the overall BAC by around 3-points
and most importantly the SP by over 8-points. Stage 3 allows
a trade-off between the SE and SP of the solution. The 3-stage
MSA solution produced SE/SP pairs above the minimum 90/95
values recommended by the AHA [36] for rhythm analysis on
clean ECGs. As in previous works on shock/no-shock decision
during manual CPR, the performance goal for nonshockable
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Fig. 4. An example of unfiltered and filtered (a) VF, (b) OR, and (c) AS rhythms. The first graph of each panel shows the unfiltered ECG, whereas
the other two show the filtered ECG for both filtering stages, coarse filtering (λ1 = 0.990) in the middle and fine filtering (λ2 = 0.999) in the bottom
graphs.
rhythms was fixed at 95% specificity [9], [14]–[16], [24]. This
is the AHA performance goal for asystole and for rhythms other
than normal sinus rhythm. For safety reasons, the AHA recom-
mends a 99 % specificity for normal sinus rhythms. However,
organized rhythms during cardiac arrest are rarely normal sinus
rhythms, since restoration of a normal rhythm and pulse would
imply ceasing chest compression therapy.
The average characteristics of the optimal MSA solution
were λ1 = 0.9899 (0.0006), γ = 2.3 (1.3) · 10−3 , λ2 = 0.9990
(0.0003), ρ1 = 7.7 (4.3) · 10−3 and ρ2 = 16.7 (4.4) · 10−3 . On
average 70.7% of segments were diagnosed in stage 1, 5.4% in
stage 2 and 23.9% in stage 3. The drawback of an RLS based
solution is the processing time, and in particular the recursion
formula for the gain matrix which involves the multiplication of
2N × 2N matrices (14). Our Matlab implementation of the RLS
filter (single stage) on an i7 3.2 GHz single-core processor and
16 GB of memory took on average 85 ms, considerably more
than the 17 ms and 8 ms obtained for the LMS and the comb
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Fig. 5. Performance metrics for a single stage RLS filter. Data was obtained for the whole dataset and is shown as a function of the forgetting factor
of the filter (λ) for four thresholds: γ = 0 (N = 30 fixed), γ = 0.002 (large N ), γ = 0.07 (intermediate N ), and γ = 0.4 (small N ). The highlighted
region shows the optimal range of the filter in the BAC sense, and shows that the best results were obtained for small γ (red).
TABLE II
COMPARISON BETWEEN MSA SOLUTION BASED ON RLS, LMS AND COMB
FILTERS, INCLUDING PROCESSING TIMES
filters, respectively. The computational demands of the RLS
filter are acceptable for the implementation on current moni-
tor/defibrillators, but processing demands could be reduced by
an order of magnitude using an MSA solution based on the
comb filter, of five-fold using the LMS filter. We implemented
those solutions, by replicating the optimization process used
for the RLS filter and using for stage 2 a bandwidth range of
0.08 < BW < 0.2 Hz for the comb filter, and a step size range
of 0.0009 < μ < 0.002 for the LMS filter, which are equivalent
to the range of large forgetting factors in the RLS filter. Ta-
ble II compares the MSA solutions based on the RLS, LMS and
comb filters, and shows there is a trade-off between diagnos-
tic accuracy and computational demands. The table also shows
the classification per rhythm type, to describe the effect of each
stage of the MSA solution on the accuracy for each rhythm type.
In fact, the AHA’s requirements for all rhythm types were only
met by the 3-stage RLS based solutions.
VII. DISCUSSION
This paper introduces a MSA solution for an accurate
shock/no-shock decision during mechanical CPR. The solution
introduces and/or combines several features that contribute to
an increased decision accuracy: an improved CPR artifact fil-
ter with a per case filter order (genelarized Goertzel algorithm)
and better tracking characteristics (RLS filter), a two-stage fil-
tering approach to improve SP, and a final VF/OR discrimina-
tion algorithm to balance the SE and SP of the solution. It im-
proves the BAC, SP and Acc of previous solutions by more than
5-points, 12-points and 10-points, respectively. The MSA is the
first solution to meet AHA’s criteria for SE/SP during mechani-
cal compressions, with a specificity above the 95% AHA recom-
mendation for nonshockable rhythms other than sinus rhythm.
Mechanical compressions are delivered at a fixed frequency,
this allowed the realization of a simple and computationally ef-
ficient method to determine the order of the model. Previous
attempts to remove the LUCAS 2 artifact focused on the identi-
fication of an overall optimal model order [33], [34], but our re-
sults show that model orders vary considerably from case to case
and that a case dependent order contributes to an improved SP.
RLS Fourier analyzers present improved convergence, shorter
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transients and better tracking properties [39] than the previously
used LMS [14], [15], [19] or Kalman filters [17]. The RLS filter
improved the BAC of the LMS filter by 1.2-points, and the effect
was larger on the SP (see Table I). The last two characteristics
of the MSA solution were inspired by two recent solutions to
allow accurate shock/no-shock decisions during manual CPR.
Iterative artifact filtering was introduced within the enhanced
adaptive filter (EAF) [16]. In our case, two filtering stages were
sufficient, a coarse filter to maximize BAC (stage 1) and a fine
filter to improve the detection of OR rhythms (stage 2). The anal-
ysis of the slope, an approach introduced by Ayala et al. [25]
to classify the filtered ECG, improved the SP of our method
by 2–4 points depending on the configuration of the detection
threshold. These two additions boosted the SP above 95% and
were particularly important to increase SP for OR rhythms by
10 to 14-points (see Table II).
Mechanical chest compression devices are popular in emer-
gency services. Data from a US cardiac arrest registry indicated
that 45% of participating services routinely used mechanical
devices [46]. Current resuscitation guidelines for instance
recommend their use in situations where sustained high quality
manual chest compressions are impractical or unsafe [32]. It is
therefore important to devise methods to reduce the compression
artifact and allow an accurate shock/no-shock decision during
therapy. When compared to filtering manual compression
artifacts, mechanical compression artifacts present advantages
and challenges. Mechanical artifact filtering is easier because
the compression frequency is fixed and the artifact waveform
pattern more stable [34]. Challenges include larger artifact
amplitudes [33], [34], and larger harmonic content, producing
models with very large orders and increased computational
cost.
Many CPR artifact filters for manual chest compressions have
used additional reference signals to model the artifact [7], [9],
[11]–[13], [16]. The acquisition of signals like compression
depth, acceleration or force makes defibrillator hardware more
complex and expensive, so these reference signals are not uni-
versally available [6]. Irusta et al showed that chest compression
rate derived from the depth signal was sufficient to accurately
model the artifact [15]. In fact, when compared on the same data
and with the same shock/no-shock decision algorithm, adaptive
filters based only on chest compression rate were as accurate
as adaptive filters using four reference channels [47]. Piston-
driven mechanical chest compressions are delivered at a fixed
frequency, so the problem is further simplified because depth
or impedance are no longer needed to determine the chest com-
pression rate. Furthermore, for manual CPR computing chest
compression rate from signals like impedance, depth or force
requires algorithms that accurately identify compression related
fiducial points (maximum depth). These fiducial points cannot
be always accurately determined, and this negatively affects the
performance of the adaptive solutions based only on rate [14].
Our simulations for the MSA method on manual CPR data (see
Section I of the supplementary materials) confirm this hypothe-
sis. Artifact filtering during manual CPR based only on the ECG
involves an additional stage to determine compression frequency
for which methods using spectral analysis [20], [48], empirical
mode decomposition [19], or coherent line removal [18] have
been devised. Some of these methods could be adapted in the
future to implement a prefiltering stage to determine a case de-
pendent model for manual CPR artifacts. Increasing the SP of
shock/no-shock decisions during manual chest compressions re-
mains a challenge but future solutions should probably include
multistage filters and post-filtering stages such as spiky arti-
fact detectors [16] and ad-hoc solutions to discriminate rhythms
based on the filtered ECG [21], [24], [25].
This study has some limitations. First, the MSA method
is computationally demanding. The filtering stages could be
simplified using computationally efficient RLS Fourier analyz-
ers [39], LMS filters, or comb filters, but the cost would be
a lower accuracy. Second, compressions were delivered using
a piston-driven device, and artifact characteristics may differ
when load distribution bands are used. Third, data were gath-
ered using only one monitor/defibrillator model and extrapola-
tion of the results to other models may involve adjusting the
method for different sampling frequencies, voltage resolutions
and ECG acquisition bandwidth. And fourth, data was gathered
from a single emergency service, and there may be differences
in resuscitation protocols and device usage across services [46]
that may alter the characteristics of the CPR artifacts.
VIII. CONCLUSION
This paper introduces the first method to give a shock/no-
shock diagnosis compliant with AHA recommendations for
shockable (SE above 90%) and nonshockable rhythms (SP
above 95% for rhythms other than sinus rhythm) during me-
chanical chest compressions. The MSA method had an SE of
91.8% and an SP of 98.1%, for an accuracy of 96.9%. A two
stage filtering approach combined with an ad-hoc algorithm to
differentiate OR from VF were implemented to increase the
SP, which was well below 90% in all previous studies. This
new approach to rhythm diagnosis during chest compressions
may open the possibility of diagnosing the rhythm without
interrupting compression therapy.
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I. THE MSA ALGORITHM FOR RHYTHM ANALYSIS
DURING MANUAL CPR
The objective of this section is to describe the adaptations
of the MSA solution for manual CPR, and to test those
adaptations using out-of-hospital cardiac arrest data in which
manual CPR was delivered. The results are also compared to
previous solutions for rhythm analysis during CPR.
A. Data collection and preparation
The dataset used to optimize and test the performance
of the MSA solution on manual CPR is the one used to
introduce the LMS filter for manual CPR artifact [1], [2].
The interested reader can consult those references for further
details on data extraction and annotation. In brief, the data
was gathered from a prospective study conducted in Akershus
(Norway), Stockholm (Sweden) and London (UK) between
March 2002 and September 2004. ECG and compression
depth (CD) signals were acquired using a modified version
of Laerdal’s Heartstast 4000 defibrillator and downsampled to
250 Hz.
For our simulations we used ECG segments composed of
two consecutive 15.5 s intervals: an initial interval corrupted
by CPR artefacts, and a second interval used to annotate the
ground truth rhythm labels. Fig. 1 shows an example from
the database. Rhythm labels were adjudicated by consensus
among an anaesthesiologist and a biomedical engineer both
specialized in resuscitation [3], [4]. The database is composed
of 372 segments from 295 patients, of which 87 were
shockable, (5 VT and 82 VF), and 285 nonshockable (88 AS
and 197 OR).
B. Architecture of the MSA solution
The model of the artifact is the one described in section









ak(n) cos(kω0(n)n) + bk(n) sin(kω0(n)n) (2)
For chest compressions delivered using the LUCAS-2
device ω0 = 2πfLUCAS is constant, and fixed by the device
to fLUCAS = 1.694 Hz. In manual CPR the frequency of
the compressions delivered by a human rescuer changes
from compression to compression and therefore it is time
varying: ω0 = 2πf0(n)Ts. In our model we assume f0(n)
is fixed during a compression cycle but variable from cycle to
cycle. We define the oscillation cycle as the interval between
consecutive chest compression instants. As shown in Fig. 1,
we denote as tk the instant in which the k-th compression
was delivered (maximum chest depletion), as measured in the
CD. Then, the instantaneous frequency for compression cycle




tk−1 < nTs ≤ tk (3)
During manual chest compressions the spectral components
of the artefact are not well localized since the frequency may
change in every cycle. Consequently the initial stage of the
MSA solution cannot be used, i.e. the per case estimation
of the model’s order (N ) using Goertzel’s Generalized
Algorithm. We decided instead to test the algorithm using the
same number of harmonics for all the cases, as done in [1],
[2]. The architecture of the MSA solution is the one shown
in Fig. 2, which is the same as the one used for mechanical
CPR artifacts but eliminating the per case estimation of N .
The rest of the processing blocks are the ones described in
the manuscript including the RLS filter, the Rhythm Analysis
Algorithm (RAA) and stage 3 based on the analysis of the
slope of the filtered ECG. The only adaptation needed for the
RLS filter equations are:
Θ(n) =[a1(n) b1(n) . . . aN (n) bN (n)]
T (4)





where the Φ(n) vector is now composed of the sinusoidal
components of time-varying frequency, that accommodate a
time-varying chest compression frequency ω0(n).
C. Optimization and evaluation
The method was evaluated in terms of the performance
metrics defined in Section V of the manuscript: sensitivity for
shockable rhythms (SE), specificity for nonshockable rhythm
(SP), Balanced Accuracy (BAC) and total accuracy (Acc).
The optimization parameters of the MSA architecture were
the order of the model N , the two forgetting factors λ1 for
the coarse RLS filter and λ2 for the fine RLS filter, and
the threshold ρ of the VF/OR discriminator in stage 3. Data
was randomly partitioned patient-wise into training (60%) and
test (40%) for optimization and validation, and statistically
meaningful results were obtained repeating the process 500
times. For each partition the optimization process comprised
the following steps:
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Fig. 1. Example of the 31 s segments in the manual CPR dataset. The top panel shows the ECG of a patient in OR, the middle panel shows the filtered ECG,






























Fig. 2. Architecture of the MSA solution for rhythm analysis during manual
CPR. In this case the order of the model N is fixed.
1) The pair (N,λ1) that maximized the BAC for stage 1 of
the training set was determined by doing a greedy search
in the 3 ≤ N ≤ 7 and 0.980 ≤ λ1 ≤ 0.990.
2) The value λ2 that maximized the SP for OR in stage 2
was determined by searching the 0.995 ≤ λ2 ≤ 1 range.
3) Two values of ρ were determined using the training
segments that made it to stage 3. The first (ρ1) and
second (ρ2) values set the threshold of correctly detected
VF segments at 99% (high SE) and 95% (high SP),
respectively.
As reference, the MSA method was also adapted to use the
LMS approach to estimate ak(n) and bk(n) [1], [2], which
were the studies that introduced the Fourier series model of the
artifact. The performance metrics were estimated using again
500 data partitions, and replicating the optimization procedure
used for the MSA based on the RLS filter. The ranges for N
and µ in the greedy search procedures of stages 1 and 2 were:
2 ≤ N ≤ 7 and 0.008 ≤ µ1 ≤ 0.06, and 0.0013 ≤ µ2 ≤
0.0080, respectively.
D. Results
The RLS filter performance for a single stage is shown in
Fig. 3. The figure shows the SE, SP and BAC of the RAA
after filtering the artifact for four different model orders: N =
1, 4, 5, 8. The results for model orders 1 and 8 are shown to
illustrate the effect of using few harmonics and an excessive
number of harmonics to estimate the manual CPR artefact.
Model orders 4-5 are the ones that have been previously been
identified as optimal using other filtering approaches [1], [2].
The best results in terms of BAC were obtained for 0.980 <
λ < 0.990 and 4 ≤ N ≤ 6. The optimal working range for λ
is similar to that obtained for mechanical CPR (figure 5 of the
manuscript). However, the optimal model order for the artifact
is significantly smaller, N ∼ 4 for manual CPR and N ∼ 25
for the LUCAS-2 device. In line with previous findings, our
results show that optimal CPR artifact filters for manual chest
compressions involve fewer harmonics [5], [6].
The average characteristics of the optimal MSA solution
using the RLS/LMS filter were:
stage 1: λ1 = 0.987 (0.002), µ1 = 0.019 (0.008)
stage 2: λ2 = 0.998 (0.002), µ2 = 0.005 (0.002)
stage 3, ↑ SE: ρ1 = 0.005 (0.001), ρ1 = 0.005 (0.002)
stage 3, ↑ SP: ρ2 = 0.009 (0.002), ρ2 = 0.009 (0.003)
In both cases, the order of the artifact model was between
3 an 5 in over 95% of the segments. Table I shows the
performance metrics for the 500 random partitions reported
as mean (standard deviation). Metrics were computed for
different configurations of the MSA solution: stage 1, stage
2 and stage 3. The results are compared with the performance
of the RAA before filtering, and are reported for both filtering
methods the RLS and the LMS filters. Using a single RLS


















Fig. 3. Performance metrics for a single stage RLS filter. Data was obtained for the whole dataset and is shown as a function of λ for three values of the
order of the artefact model: N = 1, 4, 5, 8.
addition of the stages 2 and 3 increases the BAC by 1.2 and
2.6 points, and the overall accuracy by 1.8 and over 5 points,
respectively. This is because stages 2 and 3 boots the SP, which
in the MSA solution is increased by at least 6 points over a
single filtering stage.
Finally Fig. 4 shows three examples of manual CPR filtering
using the RLS filter. The examples represent the typical
situation for the three rhythm types, VF, AS and OR and also
illustrate the differences in filtered signal between coarse (λ1)
and fine (λ2) filtering. As with the LUCAS-2 device, coarse
filtering may over attenuate QRS complexes (OR), and fine
filtering may leave filtering residuals (AS).
TABLE I
PERFORMANCE OF THE MSA SOLUTION PRESENTED STEP-WISE AND
COMPARED WITH THE VALUES BEFORE FILTERING.
Method SE (%) SP (%) BAC (%) Acc (%)
Before filtering 74.7 80.9 77.8 79.6
MSA, with RLS
STG 1 95.1 (4.0) 84.3 (3.1) 89.7 (2.5) 86.9 (2.5)
STG 2 95.0 (4.0) 86.7 (3.2) 90.9 (2.4) 88.7 (2.5)
STG 3, high SE 93.0 (5.0) 91.0 (2.9) 92.0 (2.6) 91.4 (2.2)
STG 3, high SP 89.4 (6.0) 93.6 (2.4) 91.5 (3.0) 92.6 (1.9)
MSA, with LMS
STG 1 95.4 (4.0) 81.0 (3.2) 88.2 (2.3) 84.4 (2.4)
STG 2 95.2 (4.0) 84.6 (3.0) 89.9 (2.5) 87.1 (2.4)
STG 3, high SE 93.1 (5.0) 89.6 (3.1) 91.3 (2.5) 90.4 (2.2)
STG 3, high SP 89.8 (6.0) 93.0 (2.6) 91.4 (2.9) 92.2 (2.0)
E. Conclusions
The MSA solution improves the results presented in the past
for single stage filtering solutions [1], [7]. When compared
using the same dataset and RAA, the high MSA solutions
improved the BAC and Acc of a single stage filtering method
by over 2 and 4.5-points, respectively. Furthermore, we also
show that RLS filtering improves the accuracy of the past
LMS solution [1], [2] by at least 1-point. This difference
is smaller than for the LUCAS-2 artifact, the RLS filter is
more accurate for artifacts with harmonics of higher order.
Most importantly the MSA architecture provides a framework
to increase the SP of previous rhythm analysis solutions,
since the SP increased by 6.5-9 points over a single stage
solution. This is very important because the low SP has
been identified as the main limitation of most methods for
rhythm analysis during manual CPR [8]. Our SE/SP values
for the MSA solution, both in the high SE 93.6%/91.0%
or high SP 89.6%/93.8% configurations, are close to the
AHA performance recommendations [9]. Currently the AHA
recommends a 90 % SE for shockable rhythms (VF), and a
95 % SP for nonshockable rhythms other than normal sinus
rhythm [9].
Finally, the MSA solution and two filter configurations can
be further refined in the future by developing machine learning
algorithms to classify the filtered ECG signals, in line with
some recent developments [10], [11]. Such a research line is
promising and should be explored in the future, for it may
result in solutions that meet the AHA SE/SP recommendations
for cardiac arrest rhythms.
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Fig. 4. An example of unfiltered and filtered VF (a), OR (b) and AS (c) rhythms. The first graph of each panel shows the unfiltered ECG, whereas the other
two show the filtered ECG for both filtering stages (N = 4), coarse filtering (λ1 = 0.990) in the middle and fine filtering (λ2 = 0.999) in the bottom graphs.
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II. Additional examples and experiments for OR rhythms
This section provides additional filtering experiments and
examples during mechanical chest compressions. The section
was conceived to illustrate how the RLS filter solution, both
coarse (λ1) and fine (λ2), performs for the subset of organized
rhythms. These experiments and examples are important to
understand why a multi-stage solution is needed for an
accurate rhythm analysis during LUCAS-2 use, and thus
extend and complete the description in the main manuscript
of the rationale behind the solution. The section is divided in
two parts. First, an experiment was conducted using artificial
mixtures of LUCAS-2 CPR artifacts and ECG samples
from patients in normal sinus rhythms. Second, additional
time-domain traces of filtering examples are included for the
subset of OR rhythms during LUCAS-2 use.
A. The RLS filter for strongly corrupted normal sinus rhythms
This section describes a controlled experiment to shed light
into how the RLS filter performs with normal sinus rhythms.
First, we controlled the signal input to the filter by creating
artificial mixtures of artifact free ECGs during normal sinus
rhythm and pure CPR artifacts recorded during LUCAS-2 use.
This setup allows an a priory determination of the corruption
level, in terms of signal to noise ratio (SNR), and a posteriori
evaluation of how filtering improves the SNR, and of the SP
for normal sinus rhythm after filtering in terms of the input
corruption level.
1) Data preparation: data was gathered from two sources.
First, artifact free ECGs during normal sinus rhythm were
extracted from the MIT-BIH arrhythmia database [12]. The
database contains 48 cases of 30 minutes, with various
arrhythmias, and we extracted a sample per patient with 20 s
annotated as normal sinus rhythm. This resulted in 42 samples.
Second, we used the CPR artifacts from our LUCAS-2 dataset
with AS annotated as underlying rhythm. The assumption
in this case is that during the 15 s interval in which chest
compressions were delivered the only component of the ECG
signal was the CPR artifact, since there is no underlying
electrical activity of the heart during AS [13]. From the
complete dataset 50 samples were chosen at random, in this
way we could have over 2000 different mixtures of clean ECG
and CPR artifact for a particular corruption level.
Clean ECGs and CPR artifacts were artificially mixed
following a well established model [14], [15]. The artificial
mixture or corrupt ECG, scor(n), is formed by linearly mixing
the artifact free ECG, secg(n), and the mechanical CPR
artifact, scpr(n), in the following way:
scor(n) = secg(n) + αscpr(n) (7)
where the mixture coefficient α is used to fix the SNR in











where Pecg and Pcpr denote the power of the clean ECG and
the CPR artifact, respectively.
After filtering the estimated ECG signal, ŝecg(n), can be
compared to the actual underlying rhythm since in the mixture
model is controlled and known to be secg(n). The error signal,
e(n), or noise at the output of the filter, and consequently the
recovered SNR at the output are simply calculated as:





where Pe is the estimated noise power at the output of the filter.
The SNRo calculations were done in the interval spanning
from 3.4 s to 13 s to be consistent with the signal interval used
for the shock/no-shock decisions. This also avoids including
filter transients in the SNRo calculations, which as shown in
the first example of Figure 6 can be large for very low SNRi.
2) Experimental setup: Every ECG sample was mixed with
every CPR artifact at different corruption levels, resulting in
2100 different mixtures for each corruption level. In order to
test filter performance strong corruption levels were selected,
since rhythm analysis in the absence of artifacts is known
to be precise [16]. We tested the following corruption levels,
SNRi = −20, −15, −10, −5, 0 dB. That is, from very strong
corruption up to the level in which the ECG and the artifact
have the same power.
At each corruption level two filters were applied to obtain
the filtered ECG, ŝecg(n), the coarse RLS filter (λ1 = 0.990)
and the fine RLS filter (λ2 = 0.999). Figure 5 shows two
examples of how the corrupt signals were constructed for two
corruption levels, and how filtering revealed the underlying
normal sinus rhythm. The output SNR was determined using
equations (9) and (10), and the improvement in SNR due to
filtering as:
∆ SNR = SNRo − SNRi (dB) (11)
Finally both the corrupt mixtures and the filtered ECG signals
were fed to the RAA and the shock/no-shock decisions of the
algorithm were used to determine the specificity (SP) before
and after the filter was applied.
3) Results: Figure 6 shows ∆ SNR in terms of the
corruption level for the two filtering modes. In both cases the
filters recovered the underlying rhythm sufficiently well. The
worst case is that of the strongest input corruption level, but
even for SNRi = −20 dB the restored SNR was close to, or
above 0 dB. This means that in the estimated ECG, ŝecg, the
underlying rhythm and the artifact would have equal power,
despite the very high input corruption level. This results in a
recovered ECG with clear QRS complexes, since in the time
domain most ECG power is due to these complexes (or large
T-waves), as shown in the examples in Figure 5.
The recovered SNR is larger for very high corruption
levels (SNRi < −15 dB) when the coarse filter is used.
In this case over-filtering helps since the input signal is
dominated by the CPR artifact, as shown in Figure 5 (a). For
lower input corruption levels fine filtering produces a more
accurate estimate of the underlying rhythm, this is the case in
Figure 5 (b). And the difference in favor of fine filtering, in
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(a) SNRi = -20 dB
(b) SNRi = -5 dB
Fig. 5. Two examples of the construction of the artificial mixtures and the effects of RLS filtering for normal sinus rhythm. The top example shows the case
of a strong corruption level, while the bottom example corresponds to medium corruption. Coarse filtering (λ1, fourth subpanel) attenuates QRS amplitudes
more than fine filtering (λ1, fourth subpanel). Fine filtering however leaves a larger filtering residual between QRS complexes.
terms of ∆ SNR, increases as the corruption level decreases.
For very low corruption levels over-filtering may alter the
amplitudes and waveform of the QRS complexes. This is
shown in section II-B of these supplementary materials, with
actual OHCA examples from the dataset used in the main
manuscript.
Finally, table II shows the specificity results before and
after filtering for all the input corruption levels and for
both filters. As shown in the table there are practically no






Fig. 6. Improvement in SNR after applying RLS filtering to artificial mixtures
of normal sinus rhythm and mechanical CPR artifacts. The improvement is
shown for strong corruption levels of the input signal and for the two filter
configurations, coarse (λ1 = 0.990) and fine filtering (λ2 = 0.999).
and the specificity is above 95 % for SNRi > −15 dB. The
specificity meets the 99 % AHA recommendation for normal
sinus rhythms when SNRi > −10 dB. So even a single
filtering stage is enough to meet AHA recommendations on
normal sinus rhythms for most reasonable corruption levels.
However, during cardiac arrest normal sinus rhythms are
seldom observed during chest compressions, because a patient
presenting normal sinus rhythm has recovered circulation and
in those cases chest compression therapy is no longer needed.
Consequently, the organized rhythms observed during cardiac
arrest pose a bigger challenge for rhythm analysis during
CPR since they frequently correspond to rhythms with lower
heart rates and more aberrant QRS complexes. Figure 7 shows
four such examples of OR rhythms recorded during chest




SNRi (dB) Before RLS-λ1 RLS-λ2
-20 82.7 89.9 90.2
-15 83.3 96.9 97.4
-10 84.7 99.6 99.7
-5 89.1 99.8 99.9
0 95.4 100 100
B. Filtering examples for OHCA cases
The aim of this subsection is to provide additional time
domain traces of filtering examples that add to the ones shown
in the main manuscript. These are examples extracted from the
OHCA database, and represent cases in which the LUCAS-2
device was used when the underlying rhythm was organized.
These examples show the differences between the coarse (λ1)
filtering used in stage 1 and the fine filtering (λ2) used in stage
2. It is important to stress that both fine and coarse filtering
preserve the VF waveform as was demonstrated in the main
manuscript, so the aim here is to show why two filtering stages
help improving the accuracy for OR rhythms.
Most frequently, fine filtering reveals the underlying rhythm
with smaller waveform and amplitude distortion of the QRS
complexes. In general the differences are not large, as can be
seen in the first two examples. In both examples the input
SNR was large, but filtering revealed the underlying QRS
complexes. However, occasionally coarse filtering may remove
some of the QRS complexes and result in a disorganized
filtered ECG that may be diagnosed as shockable by a RAA.
This is the case shown in the third example, in which the input
SNR is smaller than in the previous two examples. Finally,
when the artifact presents higher frequency harmonics and the
underlying OR rhythm has a low heart rate, fine filtering may
result in a disorganized filtering residual during the intervals
in which the heart rhythm returns to baseline. These residuals
may confound the RAA which may diagnose the rhythm as
shockable. This is shown in the fourth and last example.
Combining fine and coarse filtering, which leave VF unaltered,
helps to correctly identify OR in those limiting cases.
Finally, we briefly justify why coarse filtering is used
first. The first stage was conceived to maximize the balanced
accuracy using a single stage. In this sense, the best choice
of filter is the one that better handles both nonshockable
rhythm types jointly, that is OR and AS rhythms. The table
shows the performance of the coarse and fine filters for all
rhythm types when used in a single stage configuration, i.e.
the filter followed by the RAA. It also shows the large increase
in specificity, without compromising sensitivity, derived from
using a two stage filter configuration. Coarse filtering was
the best choice in stage 1 because for AS coarse it leaves
much smaller filtering residuals while being adequate for
most OR cases. In stage 2, once most AS cases have been
correctly identified as nonshockable, the fine filter is targeted
at identifying the limiting OR cases overfiltered by the coarse
filter.
TABLE III
ACCURACY PER RHYTHM TYPE FOR TWO SINGLE STAGE RLS FILTERS
AND THE TWO STAGE RLS FILTER CONFIGURATIONS.
SP (%)
stages (γ, λ) SE (%) AS OR TOT
1-stage (0.0023, 0.990) 98.5 93.7 85.2 87.8
1-stage (0.0023, 0.999) 98.5 78.5 85.7 83.4
2-stage 97.0 95.2 93.4 94.0
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Fig. 7. Four filtering examples extracted from patients in OR. For each example the top panel shows the ECG before filtering, the middle panel the ECG
after coarse filtering (λ1), and the bottom panel the ECG after fine filtering e filtering (λ2).
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Abstract
Mechanically delivered chest compressions induce
artifacts in the ECG that can lead to an incorrect
diagnosis of the shock advice algorithms implemented
in the defibrillators. This forces the rescuer to
stop cardiopulmonary resuscitation (CPR) compromising
circulation and thus reducing the probability of survival.
This paper introduces a new approach for a reliable
rhythm analysis during mechanical compressions which
consists of an artifact supression filter based on the
recursive least squares algorithm, and a shock/no-shock
decision algorithm based on machine learning techniques
that uses features obtained from the filtered ECG.
Data were collected from 230 out-of-hospital cardiac
arrest patients treated with the LUCAS CPR device.
The underlying rhythms were annotated in artifact-free
intervals by consesus of expert resuscitation rhythm
reviewers. Shock/no-shock diagnoses obtained through
the decision algorithm were compared with the rhythm
annotations to obtain the sensitivity (Se), specificity (Sp)
and balanced accuracy (BAC) of the method. The results
obtained were: 94.7% (Se), 97.1% (Sp) and 95.9% (BAC).
1. Introduction
High quality cardiopulmonary resuscitation (CPR)
and early defibrillation are the most influential factors
explaining survival from out of hospital cardiac arrest
(OHCA) [1]. Current advanced life support guidelines
state that minimum interruptions in chest compressions
(CCs) are required during CPR to improve the chances
of a successful defibrillation [1]. Unfortunately, current
defibrillators require interrupting CPR during rhythm
analysis because CCs produce artifacts in the ECG that can
lead to an incorrect shock/no-shock diagnosis.
Adaptive filtering of the CC artifact has been the
major approach to allow rhythm analysis during CCs,
ranging from filters that use additional reference signals
correlated with the artifact to simpler but less effective
filters that analyze the ECG alone [2]. Taking advantage
of the quasi-periodic nature of CC artifacts, adaptive
filters based on the multiharmonic modelling of the
artifact have also been explored [3]. Diagnosing the
filtered ECG by a commercial shock advice algorithm
(SAA) has become general practice to evaluate the
performance of these algorithms [2]. This allows the
estimation of the Sensitivity (Se) and Specificity (Sp),
that is the proportion of correctly identified shockable and
nonshockable rhythms, respectively. However, the SAAs
used were originally designed to analyze artifact-free ECG
and not to diagnose the filtered ECG.
Most rhythm analysis methods have been devoted to
manual CPR [2]. However recently methods to analyze
the rhythm during mechanical CCs delivered by piston
driven devices have been developed [4–6]. These methods
were based on the SAA of commercial AEDs [7, 8]
for the shock advise decision, and either showed poor
performance [4, 5] or involved several filtering stages and
excessive computational demands [6].
This study proposes a method for a reliable shock
advise during mechanical CCs provided by the LUCAS-2
(Physio Control/Jolife AN, Lund, Sweeden) piston driven
device. The method combines an adaptive filter based on
the recursive least-squares (RLS) algorithm to remove the
artifact and a shock/no-shock decision algorithm based on
a support vector machine (SVM) classifier to diagnose the
rhythm after filtering.
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2. Materials and methods
2.1. Materials
The data used for this study were gathered by the
emergency services of Oslo and Akershus (Norway) using
LifePak 15 defibrillators (Physio-Control Inc., Redmond,
WA, USA). ECG and thoracic impedance (TI) signals were
recorded and resampled to 250Hz (see [4] for a detailed
description of the data). The ECG was band limited to
0.5-40Hz using an order 8 Butterworth filter.
The dataset extracted from this data consisted of 1045
segments of 20 s from 230 patients, whereof 201 were
shockable rhythms and 844 nonshockable (270 asystole,
574 organized). The first 15 s of the segment included
continuous CCs and were used to develop our solution.
The last 5 s, free of artifact, were used by the expert
reviewers to annotate the patient’s underlying rhythm
as shockable/nonshockable and used as ground truth.
Figure 1 shows an example of a 20 s ECG segment
corresponding to an underlying nonshockable rhythm.
2.2. Methods
2.2.1. Filtering the CC Artifact
CC artifacts were removed from the ECG using a RLS
filter based on the multiharmonic Fourier modelling of the
artifact, the filter is described in detail in [5, 6]. In brief,
during CCs the artifact is modelled as an N -term Fourier
series with time varying coefficients (ak(n) and bk(n))
and a constant fundamental frequency, f0 = 1.694Hz







where Ts is the sampling period. The RLS filter
estimates the time-varying coefficients (ak(n) and bk(n))
and subtracts the estimated artifact from the corrupted
ECG (scor) to give the filtered ECG (ŝecg), see Figure 1.
In this paper we used the optimal configuration of
the filter as described in [6], which has two degrees of
freedom. First, a parameter to decide the number of
harmonics to be used in the method, γ = 0.0023 which
roughly corresponds to an average number of N = 23
harmonics. Second, the RLS solution’s forgetting factor,
λ = 0.9899.
2.2.2. Feature extraction
A set of 59 shock/no-shock decision features were
extracted from the filtered ECG. Only the interval from
4 s to 12 s (see the highlighted interval in figure 1) was
used for feature extraction. First 4 s were left out to
avoid RLS filtering transients. These features have been
comprehensively studied and described [9–11] to classify
OHCA rhythms. The features are:
• Time domain features. TCI, TCSC, Exp, Expmod,
MAV, count1, count2, count3, x1, x2 and bCP [9].
• Spectral domain features. vFleak, M, A1, A2, A3, x3,
x4, x5, bWT and bW [9]; FuzzEn [11, 12].
• Wavelet domain features. IQR (d3-7), Var (d3-7), first
quartile of d3-7 (FQ (d3-7)), IQR (s(n)), IQR (ṡ(n)),
IQR (s̈(n)), µ2-4,s, µ3-4,ṡ, a1-4 and σ2v [10]; Li feature [9].
• Complexity features. CM, CVbin, abin, Frqbin, Kurt,
PSR, HILB and SamEn [11, 12].
2.2.3. Architecture of the model and evaluation
A 10-fold cross-validation (CV) architecture was
used for feature selection and model optimization and
assessment. Folds were partitioned patient-wise and
ensuring that the rhythm prevalences matched (to at least
90%) the prevalences for shockable and nonshockable
Figure 1. Example of a 20 s episode of the database. The top panel shows the ECG of a patient with a nonshockable
organized rhythm (OR): the first 15 s are corrupted by the CC artifact, and the last 5 s are free of artifact showing the
patient’s underlying rhythm. The bottom panel shows the filtered ECG which reveals the patient’s rhythm during CCs.
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rhythms seen in the whole dataset (quasi-stratified). The
main classifier used for the shock/no-shock decision was
optimized using the most relevant subset of k features
selected in the training data and used to classify the
test segments. These diagnoses were compared with the
ground truth to obtain the performance of the solution in
terms of Se, Sp and BAC (the mean value of Se and Sp).
2.2.4. Feature selection
We used the ReliefF [13] feature selection method
to choose the k features used in the main classifier.
This supervised filter-based method is an extension of
the well-known Relief [14] for multiclass and regression
problems. The key idea of Relief is to estimate the
relevance of features according to how well their values
distinguish between the instances of the same and different
classes that are near to each other (neighbours). Whereas
Relief only relies in a single neighbour to calculate
the importance of the features, RefliefF considers the
contribution of several neighbours, making the algorithm
more robust dealing with noisy data. In this study the
number of neighbours was fixed to 50. Feature selection
was performed for k = 1, ...59 so as to find which value
of k offered the best compromise between dimensionality
and performance.
2.2.5. Shock/no-shock classification algorithm
Support Vector Machine (SVM) classifier with a
gaussian kernel was used for the shock/no-shock decision.
Selecting an optimal SVM model involves selecting two
parameters: γ andC, the width of the Gaussian Kernel and
the flexibility of the decision boundary, respectively [15].
The values of C and γ that maximized the BAC were
determined in the 10-fold CV loop doing a 25x25
logaritmic grid search in the ranges 10−1 < C < 101.5
and 10−3 < γ < 10. The procedure was repeated 50 times
to estimate the statistical distributions of the performance
metrics and the optimal parameters of the SVM model.
These distributions will be reported as mean (95% CI,
confidence interval).
3. Results
Figure 2 shows the mean values of Se, Sp and BAC
obtained in the 50 random repetitions as a function
of the number of features (k) selected in the training
data. The best compromise between model simplicity
and performance was obtained for k = 24 as the mean
BAC slightly increases for a greater value of k. In this
working point (k = 24), the mean value of the optimal
configuration (C/γ) of the SVM classifier was 10.62/0.02
obtaining a Se, Sp and BAC of 94.7% (93.5-95.6), 97.1%
(95.5-97.8) and 95.9% (95.4-96.5), respectively. This is
a considerable improvement over using the RLS filter
followed by a commercial SAA [7, 8], which resulted in










Figure 2. Mean values of the performance metrics as a
function of the number of features (k) used in the classifier.
However, as shown in Figure 2, American Heart’s
Association’s (AHA) requirements for a reliable rhythm
diagnosis (Se>90% and Sp>95%) are met with as few as
5 features. In fact, the distributions of Se, Sp and BAC for
k = 5 were: 93.1% (90.5-95.5), 95.1% (94.1-95.9) and
94.1% (92.7-95.4). Table 1 shows the 10 features selected
in the 50 random repetitions of the 10-fold CV for k = 5:
Feature N Feature Nf
x1 500 A1 169
vfleak 494 IQR (d3) 86
x2 491 count3 75
x4 414 IQR (d2) 24
FQ (d3) 246 IQR (d1 ) 1
Table 1. The features selected in 50 random repetitions
ranked by the number of times (Nf ) they were selected for
k = 5.
4. Discussion
This work introduces a new method for a reliable rhythm
analysis during mechanical CCs. It consists of an adaptive
RLS filter designed to remove the CC artifact and a
shock/no-shock decision algorithm using multiple ECG
features and a state of the art machine learning classifiers.
The results show that the best trade-off between model
dimensionality and performance was obtained using 24
features, obtaining a BAC of 95.9%. However, AHA
compliant performance was obtained with only 5 features.
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In our previous work [6] a single filtering stage followed
by a commercial SAA yielded Se, Sp and BACs of 98.1%,
87.0% and 92.5% in this same dataset. By using a machine
learning approach we were able to boost the BAC by
3.4 points with an increase in Se and Sp of -3.4 and
10.1 points respectively. This shows that it is possible
to accurately decide whether to shock the patient during
mechanical CCs using a single filtering stage. In the past
we obtained AHA compliant results using 2 filtering stages
and 3 decision stages [6], with lower BAC and higher
computational demands.
In conclusion, the method presented in this paper is, to
the best of our knowledge, the computationally cheapest
method for a reliable rhythm analysis during mechanical
CCs, according to AHA recommendations.
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Abstract—Goal: Accurate shock decision methods
during piston-driven cardiopulmonary resuscitation (CPR)
would contribute to improve therapy and increase car-
diac arrest survival rates. The best current methods are
computationally demanding, and their accuracy could be
improved. The objective of this work was to introduce
a computationally efficient algorithm for shock decision
during piston-driven CPR with increased accuracy. Meth-
ods: The study dataset contains 201 shockable and 844
nonshockable ECG segments from 230 cardiac arrest
patients treated with the LUCAS-2 mechanical CPR device.
Compression artifacts were removed using the state-of-
the-art adaptive filters, and shock/no-shock discrimination
features were extracted from the stationary wavelet trans-
form analysis of the filtered ECG, and fed to a support
vector machine (SVM) classifier. Quasi-stratified patient
wise nested cross-validation was used for feature selection
and SVM hyperparameter optimization. The procedure
was repeated 50 times to statistically characterize the
results. Results: Best results were obtained for a six-
feature classifier with mean (standard deviation) sensitivity,
specificity, and total accuracy of 97.5 (0.4), 98.2 (0.4), and
98.1 (0.3), respectively. The algorithm presented a five-fold
reduction in computational demands when compared to
the best available methods, while improving their balanced
accuracy by 3 points. Conclusions: The accuracy of the
best available methods was improved while drastically
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reducing the computational demands. Significance: An
efficient and accurate method for shock decisions during
mechanical CPR is now available to improve therapy and
contribute to increase cardiac arrest survival.
Index Terms—Support vector machine (SVM), machine
learning, stationary wavelet transform (SWT), cardiac ar-
rest, cardiopulmonary resuscitation (CPR), electrocardio-
gram (ECG), mechanical chest compressions, piston-driven
compressions, shock decision algorithm.
I. INTRODUCTION
H IGH quality cardiopulmonary resuscitation (CPR) andearly defibrillation are key for the survival of out-of-
hospital cardiac arrest (OHCA) patients [1]. During CPR, chest
compressions and ventilations should be delivered according to
international guidelines [1]. Interruptions in chest compressions
decrease coronary perfusion pressure [2], and may compromise
the survival of the patient [3]. Chest compressions induce an ar-
tifact in the ECG, so current defibrillators instruct the rescuers
to stop chest compressions for a reliable shock decision [4].
Many efforts have been made to allow a reliable shock
decision during CPR, with solutions that go from analyzing
the rhythm during ventilation pauses [5], [6] to ad-hoc algo-
rithms designed for a reliable shock decision in the presence
of chest compression artifacts [7]–[9]. The best known solu-
tions are based on adaptive filters that remove the CPR arti-
fact before using the shock decision algorithm of the defib-
rillator. These filters model the artifact using additional refer-
ence channels recorded by the defibrillator such as compres-
sion depth, thoracic impedance, chest acceleration, or chest
force/pressure. Several solutions have been proposed includ-
ing Wiener filters [10], Matching Pursuit algorithms [11], [12],
Kalman filters [13], [14], Gabor filters [15], Least Mean Squares
(LMS) filters [16]–[18] and Recursive Least Squares (RLS)
filters [19]. Reference channels are not always available and
may increase the cost of defibrillators, fortunately filters based
only on the frequency of chest compressions are as effective
as complex filters based on several reference channels [16],
[20]. For manual CPR, solutions based on adaptive filters fol-
lowed by the shock decision algorithms of commercial defibril-
lators do not meet the accuracy requirements of the American
Heart Association (AHA) [4]. The sensitivity (Se) for shockable
rhythms is above the minimum 90% recommendation, but the
0018-9294 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
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specificity (Sp) for nonshockable rhythms is below the minimum
recommended value of 95%. Filtering residuals have been iden-
tified as the main confounding factor for the shock decision
algorithms of commercial defibrillators [12], [21], which are
designed to classify ECGs free of artifacts [22].
Mechanical CPR is becoming increasingly popular to treat
OHCA patients, even if it has not shown benefits in sur-
vival [23]–[25]. Mechanical devices guarantee high quality
chest compressions, and have become important in scenarios
where manual CPR is impractical, such as during transport
or invasive procedures [24], [26]–[28]. There are two fami-
lies of mechanical compressors available: pneumatically driven
pistons and load distributing bands. According to the resus-
citation guidelines the most popular/widespread devices are
the LUCAS-2 (Physio-Control Inc/Jolife AB, Lund, Sweeden)
piston-driven device and the Autopulse (Zoll Circulation,
Chelmsford, Massachusetts, USA) load distributed band [29].
This study focuses on the LUCAS-2 device, whose impact on
survival has been thoroughly studied on two of the three largest
randomized controlled trials on mechanical chest compression
devices [23], [25].
Mechanical chest compression artifacts have larger ampli-
tudes and more harmonics than manual CPR artifacts [30],
but their frequency is fixed and known [19]. So the methods
to remove manual CPR artifacts have to be recast for piston-
driven devices. In the last few years, methods based on comb
filters [30], [31], LMS filters [30] and RLS filters [19] have been
introduced. Unfortunately these filters followed by the shock
decision algorithms of commercial defibrillators were strongly
affected by filtering residuals and did not meet AHA goals [30].
Recently, a multi stage algorithm based on two RLS filters and
three decision algorithms has been proven to meet the AHA
Se/Sp goals [19], albeit with a complex solution and a high
computational cost. There is a need to simplify the algorithms
that allow an accurate shock decision during piston-driven chest
compressions.
This study introduces a new method for shock decision during
piston-driven compressions based on an adaptive filter followed
by a machine learning algorithm designed to classify the filtered
ECG. The machine learning algorithm learns the characteristics
of the filtered ECG, including those of the filtering residuals that
confound the shock decision algorithms designed for artifact
free ECGs. This solution considerably simplifies the best cur-
rent multistage solution, and improves its accuracy with a much
lower computational cost. The paper is organized as follows:
the study dataset is described in Section II; feature engineering
including CPR artifact filtering, the Stationary Wavelet Trans-
form (SWT) and feature extraction are described in Section III;
Section IV describes the architecture used for feature selection
and the optimization and evaluation of the classifier. Finally,
results, conclusions and discussion are presented in Sections V
to VI.
II. STUDY DATASET
The dataset used in this study was collected and annotated
for a previous study, so further details on data collection and
preparation are available in [19], [30]. In brief, data comes
from 263 OHCA patients treated with the LUCAS-2 device by
the Oslo and Akershus (Norway) emergency services between
July 2012 and December 2013. Signals including ECG and tho-
racic impedance were recorded using the Lifepak 15 monitor-
defibrillator (Physio Control, Redmond, WA, USA), exported to
an open matlab format for processing, and resampled to 250 Hz.
A 50 Hz notch filter was used to remove powerline interferences
from the ECG.
The complete episodes were reviewed and 20-s segments
were extracted for studies on mechanical CPR artifact removal.
These segments, like the ones shown in Fig. 1, contain an initial
15-s interval during LUCAS-2 use, followed by a 5-s inter-
val without compressions. Ground truth shock/no-shock deci-
sions were adjudicated by consensus between two specialists on
cardiac arrest data, a clinical researcher and a biomedical engi-
neer, who inspected the 5-s artifact-free intervals. Nonshockable
rhythms included organized rhythms (OR) and asystole (AS),
and shockable rhythms were ventricular fibrillation (VF) and
ventricular tachycardia (VT). The initial 15-s intervals were
used to develop and test the shock decision methods during me-
chanical compressions. The final dataset contained 1045 20-s
segments from 230 patients, whereof 201 were shockable (62
patients) and 844 were nonshockable (209 patients). For an ex-
tended description of the dataset and the annotation process
consult [19], [30].
III. FEATURE ENGINEERING
Shock/no-shock decision features were extracted in three
phases. First an adaptive CPR artifact filter was used to re-
move chest compression artifacts and obtain the filtered ECG,
ŝecg(n), then a wavelet analysis provided the denoised signal,
ŝden(n), and the subband decomposition. Finally features were
extracted from ŝden(n) and the subband components. Filtering
and wavelet analysis (denoising and the most relevant subband)
are illustrated in Fig. 1 for a shockable and a nonshockable
rhythm.
A. CPR Artifact Filtering
During compressions the corrupt ECG, scor(n), was assumed
to follow an additive artifact model [10], [32]:
scor(n) = secg(n) + scc(n) (1)
where secg(n) is the ECG containing the underlying rhythm and
scc(n) the chest compression artifact. Chest compressions given
by the LUCAS-2 device have a constant rate of 100 ± 2 min−1
(f0 = 1.694 Hz), and a depth of 4.0–5.3 cm (depending on the
chest height), with a 50% duty cycle at a fixed position on the
chest. The pattern of the artifact is therefore quasi-periodic and
can be represented as an N term Fourier series of fixed frequency




ak (n) cos(kω0n) + bk (n) sin(kω0n) (2)
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Fig. 1. Two examples of 20-s ECG segments corresponding to a patient presenting a nonshockable rhythm (example a) and to a patient presenting
a shockable rhythm (example b). The top panel depicts the corrupt ECG, scor(n), and the panel below the ECG after adaptive filtering. The top panel
has two intervals, the initial 15-s in which the chest compression artifact is visible, and the last 5-s without artifact in which the underlying rhythm is
visible. Finally, the three panels at the bottom zoom in on the 8-s interval used by the shock decision algorithm, and show the filtered ECG, and two
significant components obtained from the wavelet analysis of the filtered ECG: the denoised ECG, ŝden(n), and the detail 3 coefficient, d3 .
where ω0 = 2πf0/fs is the fundamental frequency of the
LUCAS-2 device and fs the sampling frequency. The
amplitude envelope A(n) was introduced to differentiate in-
tervals with (A = 1) and without (A = 0) compressions.
In this work two adaptive methods, LMS [16] and RLS [19]
filters, were examined to estimate the time varying in-phase,
ak (n), and quadrature, bk (n), amplitudes. For each filter two
degrees of freedom were adjusted: N the number of harmonics
of the artifact model and μ/λ the coarseness of the filter [16],
[19]. N can also be interpreted as the order of the filter. It
determines the number of filter coefficients, which is 2N since
there are a cuadrature and in-phase coefficient per harmonic.
The coarseness of the filter is either μ, the step size of the
LMS filter, or λ the forgetting factor of the RLS filter. Both
these values offer a compromise between tracking capabilities
and misadjustment and stability of the filter. A small forgetting
factor in the RLS filter or a large step size in the LMS filter
mean that a bigger change can occur in the filter coefficients
for each new sample, i.e. a more coarse filter [16], [19]. This
produces adaptive filters that follow changes in the input signal
better, but also that filter coefficients can increase without bound
if changes accumulate, resulting in an unstable filter.
B. Stationary Wavelet Transform
Feature extraction was based on the wavelet decomposition
of the filtered ECG. Previous studies on OHCA rhythm classifi-
cation have successfully applied feature extraction based on the
Discrete Wavelet Transform (DWT) [33]. We chose instead a
Stationary Wavelet Transform (SWT) approach [34], [35]. Un-
like the DWT, the SWT is shift-invariant and better suited for
edge detection, fiducial point location or denoising [36], [37].
The SWT is based on the same dyadic decomposition as the
DWT, a typical architecture is shown in Fig. 2. Shift invariance
is achieved by upsampling the filters instead of sub-sampling
the signal at each level of decomposition. The DWT scaling and
wavelet filters for signal decomposition, g0(n) and h0(n), are
Fig. 2. SWT implementation for eight levels of decomposition.
a pair of quadrature mirror lowpass and highpass filters. The
filters at stage j are obtained by upsampling the original filters
by a factor of 2j , that is:







n = k · 2j
0 n = k · 2j (3)
The detail, dj (n), and approximation, aj (n), coefficients at
all levels from j = 1, . . . , J are then recursively obtained:
a0(n) = ŝecg(n) (4)
aj+1(n) = gj (n) ∗ aj (n) (5)
dj+1(n) = hj (n) ∗ aj (n) (6)
where ∗ stands for convolution. The filter coefficients depend
on the mother wavelet used. In this work a Daubechies-2
mother wavelet was adopted because it produced the best
results (see supplementary materials). The filters for recon-
struction are obtained by time reversion: gj (n) = gj (−n) and
hj (n) = hj (−n). Therefore, the original signal can be recon-






gj (n) ∗ aj (n) + hj (n) ∗ dj (n)
)
(7)
from j = J, . . . , 1.
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Eight decomposition levels (J = 8) were used to generate
nine sets of coefficients, a8 and d8 , . . . d1 . A signal interval of
M = 2048 samples was analyzed, for a sampling frequency of
fs = 250 Hz it included the 8-s interval of the filtered ECG
highlighted in Fig. 1. Since the analysis is based on a dyadic
decomposition in which the available bandwidth is split in two
at each successive decomposition level, and considering that
the bandwidth of interest in defibrillators is commonly between
0.5–30 Hz, only detail coefficients d3-d8 were kept and d1 , d2
and a8 were set to zero [33]. A soft denoising was then applied
to d3-d8 using a fixed treshold, ρ, and single estimation of level
noise based on first-level detail coefficients [38]:
ρ = 1.483 · MAD(d1)
√
2 ln M (8)
where MAD(d1) is the median absolute deviation of d1 . Finally,
the denoised d3-d8 coefficients were used in equation (7) to
reconstruct ŝden(n) in the 0.5–31.25 Hz frequency range.
C. Feature Extraction
The denoised signal, ŝden(n), and the detail coefficients, d3-
d8 , were used to obtain a set of 38 features for the shock de-
cision algorithm, selected from the literature on the topic [33],
[39]–[51].
The first 18 features were the interquartile range (IQR), first
quartile (FQR) and the sample entropy (SampEn) of the de-
tail coefficients d3-d8 [33]. The remaining 20 features were
computed from ŝden(n), and constitute a comprehensive set of
features from the available methods on shock decision algo-
rithms that included time domain, frequency domain and signal
complexity characterizations of the ECG. The extracted features
were TCSC [39], Expmod [40], MAV [41], count1-count3 [42],
x1-x2 [43], bCP and bWT [44], A1-A3 [45], VFleak [46], Sam-
pEn [47], [48], the number of peaks in the 8-s interval (Np) [33],
HILB [51], CM [50], Kurt and Frqbin [49]. A detailed descrip-
tion can be found in the references given above, and a Matlab
implementation of the features derived from the denoised ECG
is available in: https://github.com/FelipeURJC/ohca-vs-public-
dbs/tree/master/ecg parameterscomputation/parameters.
IV. ARCHITECTURE OF THE MODEL AND EVALUATION
A nested cross-validation (CV) architecture was used for fea-
ture selection, and classifier hyperparameter optimization, and
model assessment, as shown in Fig. 3. In the inner loop features
were selected using a wrapper approach in a 5-fold CV [52].
In the outer loop, 10-fold CV was used for hyperparameter op-
timization and model assessment. Both inner and outer folds
were partitioned patient-wise in a quasi-stratified way, by en-
suring that the shock/no-shock case prevalences matched to at
least 85% those of the whole dataset. The performance of the
method was evaluated by comparing the shock/no-shock deci-
sions of the classifier with ground truth labels in the outer test
set. The following metrics were computed: Se, Sp, accuracy
(Acc) and the Balanced Accuracy (BAC), i.e. the mean value of
Se and Sp.
Fig. 3. Nested cross-validation architecture used for feature selection
and for model optimization and evaluation.
A. Feature Selection
In the inner loop, a PTA(4, 3) (plus 4, take away 3) feature se-
lection algorithm was used [53], [54]. The criterion to include or
exclude a feature within each inner loop was the maximization
of the BAC of a Linear Discriminant Analysis (LDA) classi-
fier [33], see inner loop in Fig. 3. BAC values were obtained by
comparing the shock/no-shock decisions obtained through the
LDA classifier with ground truth labels of the inner test set. At
each step of the PTA(4, 3) four features were included in the
model using Sequential Forward Selection, and then three were
removed from the model using Sequential Backward Selection.
The feature selection method was run until K features were
included, several values of K were tested in the experiments. A
wrapper-based approach was adopted in order to address feature
dependencies and hence select K features that altogether are the
most discriminative ones. Finally, we chose the PTA algorithm
to avoid the nesting effects of sequential feature selection [53].
B. Shock Decision Algorithm
The decision algorithm was designed in the outer loop, de-
ploying a Support Vector Machine (SVM) classifier with a
Gaussian kernel [55]. Features were standardized to zero
mean and unit variance using the data in the training set,
and the K features from the inner feature selection loop
were used. This resulted in a training set of instance-label
pairs {(x1 , y1), ..., (xn , yn )} ∈ RK × {±1}, where yi = 1 for
shockable and yi = −1 for nonshockable rhythms. The deci-










αiαjyiyj exp(−γ‖xi − xj‖2) (9)
s.t. : 0 ≤ αi ≤ C ∀i, and
N∑
i
αiyi = 0 (10)
where the αi Lagrange multipliers are non-zero only for Ns
support vectors, C is the soft margin parameter and γ the width
of the gaussian kernel. Once the support vectors are determined
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αiyi exp(−γ‖x − xi‖2) + b
]
(11)
where the threshold b is determined in the optimization phase.
A rhythm will be classified as shockable for f(x) = 1 or non-
shockable for f(x) = −1.
Hyperparameter optimization for a gaussian kernel SVM in-
volves selecting γ and C, and was carried out using the libsvm
library [56]. The soft margin parameter C represents a trade-
off between maximizing the margin and minimizing errors in
the training data, and γ controls the flexibility of the decision
boundary [57]. The values of C and γ that maximized the BAC
were determined in the outer loop doing a 25 × 25 logarithmic
grid search in the ranges 10−1 ≤ C ≤ 102 and 10−3 ≤ γ ≤ 101 ,
respectively. The nested CV procedure was repeated 50 times to
estimate the statistical distributions of the performance metrics
that will be reported as mean (standard deviation).
V. RESULTS AND DISCUSSION
This section provides the main results for the shock decision
algorithm; additional results are given in the supplementary
materials and referenced in the manuscript. First the LMS/RLS
filter was optimized; then the effect of two variables were an-
alyzed, the number of features used by the classifier (K), and
the length of the analysis segment used for the shock/no-shock
decision (L). Finally the results are compared to all available
solutions for shock decisions during piston-driven chest com-
pressions. The results are reported for the C/γ pair with best
average BAC in the 50 repetitions of the outer CV loop.
A. CPR Artifact Filter Configuration and
Processing Times
Fig. 4 shows the mean values of the BAC obtained in the
50 random repetitions of the nested CV procedure for different
configurations of the LMS and RLS filters, using an interval
of L = 8 s for feature extraction and an SVM classifier with
K = 6 features. Both filters showed near-optimal performance
with a BAC above 96.5% for a wide range of configurations,
that is, for different filter orders (N ) and coarseness levels (μ, λ):
N ≥ 10 and μ ∼ 3–12 ·10−3 for the LMS filter and N ≥ 10
and λ ∼ 0.970–0.990 for the RLS filter. The accuracy of the
solution is not very sensitive to the CPR artifact filter, so filters
can be considerably simplified by decreasing their order N to
reduce the computational cost. Table I shows the distribution
of the performance metrics and the average computation time
for different filter orders. The filters were configured at their
optimal coarseness, μ = 8 · 10−3 and λ = 0.99, as shown in
Fig. 4. The computation time t1 is the time required to suppress
the CPR artifact and t2 includes the wavelet decomposition,
feature calculations (K = 6), and the decision of the SVM clas-
sifier obtained through Eq (11). All calculations were done in
Matlab on an i7 3.2 GHz single-core processor and 16 GHz of
memory.
AHA performance goals were met with the RLS and LMS
filters with as few as N = 5 harmonics, but best results were
obtained with N = 20, as shown in Table I. For N = 5 the
computational demands of the complete algorithm were very
low, 16 ms for the LMS or 38 ms for the RLS filter. Feature
extraction including SWT/ISWT analysis and denoising con-
sumed on average 6 ms, so the LMS filter is computationally
very cheap and its computational cost negligible regardless of
its order, it uses up 10 ms for N = 5, and 18 ms for N = 30. The
RLS filter has a greater computational cost that increases con-
siderably with its order, from 30 ms for N = 5 to over 140 ms
for N = 30. This excessive computational cost is caused by
the RLS recursion formula for the gain matrix which involves
2N × 2N matrix multiplications for each signal sample [19].
The RLS filter has been shown to be more effective than the
LMS filter to remove piston-driven compression artifacts when
shock decision algorithms from commercial defibrillators are
used in the classification stage [19], [58] (see also Table III).
Shock decision algorithms in commercial defibrillators are de-
signed to classify artifact free ECGs, so an effective suppression
of the CPR artifact is critical. This is also important if the fil-
tered ECG (ŝecg in Fig. 1 and Fig. 7) is shown in the screen of
the monitor-defibrillator to serve as a decision support signal
for the emergency clinician. However, our results show that the
design of CPR artifact filters can be relaxed when a properly
designed machine learning algorithm trained with the filtered
ECG is used for classification. This is probably because the
classification algorithm now learns the characteristics of filter-
ing residuals that confound the shock decision algorithms of
commercial defibrillators.
For all the analyses hereafter an LMS filter with μ = 8 · 10−3
and N = 20 was used.
B. Classification Features and Feature Ranking
One of the pivotal aspects of a machine learning algorithm
is the design of the classification features. The method pro-
posed includes features extracted from the d3-d8 denoised SWT
components and their reconstructed signals. Table II shows the
ranking of the features by the number of times they were selected
using the PTA(4, 3) feature selection scheme in the inner loop
and 50 random repetitions of the outer CV loop (50 × 10 = 500
feature selection loops). This ranking was obtained for a so-
lution with K = 6 features. The features with the best rank-
ing are a mixture of those derived from the detail coefficients
and from the denoised signal, and represent a variety of signal
analysis approaches that comprise signal regularity/complexity
(SampEn, CM, Frqbin) [49], [50], [59], spectral analysis
(VFleak, A1-3, bWT) [44], [45], [60], time domain features
(MAV, Np, count2) [33], [41], [42], or the sample distribu-
tions of the denoised signal (Kurt) and its detail coefficients
FQR/IQR [33]. Additional results for the discriminative power
of the features using ROC curve analysis are available in the
supplementary materials.
Fig. 5 shows the accuracies (balanced and absolute) of the
shock decision system as a function of features allowed in the
SVM. For a good accuracy the number of features in the clas-
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Fig. 4. The mean values of BAC obtained in the 50 repetitions of the nested CV procedure when a LMS (left) or a RLS (right) filter is used to
remove the CPR artifact. The performance is given as a function of the coarseness (λ, μ) of the filter for 4 significant values of the filter order, N .
TABLE I
SHOCK DECISION ACCURACIES AND PROCESSING TIMES FOR FILTERING (t1 ) AND SHOCK DECISION (t2 ) FOR DIFFERENT FILTER ORDERS
TABLE II
FEATURES RANKED BY Nf , THE NUMBER OF TIMES THEY
WERE SELECTED IN THE 500 INNER LOOPS
sifier must be between 3 and 7, which gives an Acc and BAC
above 97.8%. A classifier with fewer features presented lower
BAC and Acc, with a more negative impact on Acc. This means
that the most prevalent class, the Sp for nonshockable rhythms,
Fig. 5. Mean values of BAC and Acc as a function of the number of
features, K , used in the classifier.
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Fig. 6. Distribution of the performance metrics as a function of the
length of the analysis segment (L). The graph shows the median values
and the 2.5-97-5 percentile range for Se, Sp and BAC.
is negatively affected by using a simpler classifer. Adding more
than 7 features sligthly reduces both accuracies, and makes the
classifier more complex.
C. Duration of the Analysis Segment
Fig. 6 shows how the performance metrics change as the
analysis segment is shortened. The perfomance of the algorithm
stabilizes at near-optimal values for analysis segments longer
than 4 s, and drops if shorter segments are used. However, for
segments as short as 2 s the algorithm still meets the minimum
AHA recommendations for Se and Sp, with values of 96.5 (94.9–
97.6) and 96.0 (95.1–96.7), respectively. Studies that have de-
veloped ad-hoc algorithms for cardiac arrest data have reported
minimum segment lengths for an accurate analysis around 3–4 s,
both for the analysis of the ECG without CPR artifacts [47], [61]
or after suppression of manual CPR artifacts [43]. Previous stud-
ies on shock decision during piston-driven chest compressions
relied on shock decision algorithms of commercial defibrilla-
tors. These algorithms require analysis segments in excess of
5 s in most devices [62]. For instance, in two previous studies
on shock decision during mechanical CPR the analysis segment
was either 6 s or 9 s long, because the algorithm applied a ma-
jority vote to three consecutive 3-s analysis subsegments [19],
[30]. Reducing the length of the analysis segments is not criti-
cal during compressions, since CPR therapy is not interrupted
for the analysis. However, if a rhythm transition analysis is to
be performed during CPR [63] short intervals would permit a
more accurate time-location of transitions between shockable
and nonshockable rhythms, and a reduction of computational
burden.
TABLE III
COMPARISON TO PREVIOUS METHODS USING THE SAME DATA
[†] Single stage filtering, shock decision of a commercial defibrillator.
[‡] Multistage filtering, shock decision of a commercial defibrillator.
D. Discussion on the Near-Optimal Solution
The accuracy for the (near)-optimal solutions using an RLS
and an LMS filter (see Table I) are compared in Table III
to the available methods for shock decision during piston-
driven compressions. Feature extraction was done with L = 8 s
and an SVM with K = 6 features was used. The optimal
(C, γ) pairs for the SVM were (17.8 · 10−2 , 6.8 · 10−2) and
(3.162, 1 · 10−2) for the LMS and RLS filter based solutions,
respectively.
The multistage solution introduced in [19] was the most accu-
rate shock decision algorithm for mechanical devices proposed
to date. As shown in Table III, the machine learning approach
proposed in this study increases the BAC of single filter solu-
tions by over 5-points, and that of the multistage solution by
3-points, and increases the sensitivity substantially, making the
solution very reliable for the detection of shockable rhythms.
The overall accuracy is also increased by around 1-point, which
is a considerable increase because the multistage solution had an
overall accuracy of 96.9%. A 1-point increase from that base-
line means that around 30% of the errors are now correctly
classified. Very importantly, this improvement was achieved to-
gether with a drastic reduction of the computation demands of
the algorithms. For a solution based on the LMS filter the mean
processing time per 8-s segments was 21 ms, an over five fold
improvement when compared to the 110 ms required by the
multistage solution. This reduction is very important in defib-
rillators with scarce computation resources.
Finally, Fig. 7 shows three illustrative examples of misclassi-
fied segments both for shockable and nonshockable rhythms. In
the two examples of nonshockable rhythms the denoised signal
and the d3 detail coefficient (best features) show a disorganized
signal, fast in the case of the AS example (middle) and slower
for the OR (top). These disorganized signals are interpreted as
shockable rhythm by the SVM classifier. In the example of the
missed VF, the filter is unable to remove the spiky artifact intro-
duced by the mechanical device at each compression, and these
spikes confound the decision algorithm. In any case misclassi-
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Fig. 7. Three examples of misclassified segments. Panels (a) and
(b) depict nonshockable rhythms, OR and AS, respectively, while panel
(c) represents a shockable (VF) rhythm. From top to bottom, each panel
shows the 20-s ECG segment, and the filtered ECG, the denoised ECG
and the detail 3 coefficient of the 8-s interval used by the shock decision
algorithm.
fications were very few, around 15 for nonshockable rhythms
(Sp ∼ 98.2%), and around 5 for VF (Se ∼ 97.5%).
VI. CONCLUSION
This study introduces a machine learning algorithm for shock
decisions during piston-driven chest compressions. The algo-
rithm improves the accuracy of the best known solutions to
date by 3 points in BAC with an additional 5-fold reduction in
computational cost. This makes this solution very accurate and
efficient. There are two main reasons for these advances. First,
the feature extraction phase based on the stationary wavelet
analysis resulted in new and improved discriminating features.
Second, extracting the features after removing the CPR artifact
and feeding those features to the SVM improves the accuracy
considerably, because the machine learning algorithm is able to
learn the characteristics of filtering residuals. Our results show
that this approach allows relaxing the characteristics of the com-
pression artifact filters.
The main limitations of this study are associated with the data.
The dataset came from a single type of monitor-defibrillator,
so the methods may need adjusting to encompass data from
other devices with different ECG acquisition characteristics like
bandwidth, sampling rates or A/D resolution. Furthermore, the
data were compiled from a single emergency service and the
LUCAS-2 device may be used differently across emergency
services, that may also enforce different resuscitation proto-
cols. Those differences may result in chest compression arti-
facts with different characteristics. Finally, the (near)-optimal
solutions presented in Table I were obtained following a train-
ing/validation data partition given the amount of samples avail-
able. If more data were available the results should be confirmed
using an independent test set.
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I. THE SELECTION OF THE MOTHER WAVELET
The coefficients of the Stationary Wavelet Transform
(SWT) represent the projection of the signal over a set of
basis functions, ψj,k generated as translation and dilatation
of a protype function, ψ, called mother wavelet. Detail
coefficients at different decomposition levels can be obtained











Where a = 2j is the scaling parameter associated to each
decomposition level j, and b = k · 2j is the translation
parameter.
The selection of the mother wavelet determines the
representation of the signal. Therefore, the mother wavelet
must carefully be selected so that the reconstructed signal
resembles the original ECG as closely as possible.
The aim of this section is to choose the mother wavelet
best suited for our machine learning shock decision algorithm.
There is no definitive rule for the selection of the mother
TABLE I
PERFORMANCE OF THE SHOCK DECISION ALGORITHMS FOR DIFFERENT
WAVELET FAMILIES, RLS FILTER WITH λ = 0.99, N = 25.
MW Se (%) Sp (%) BAC (%) Acc (%)
haar 97.0 (0.7) 95.7 (0.4) 96.3 (0.4) 96.0 (0.3)
db2 96.4 (0.5) 98.4 (0.3) 97.4 (0.3) 98.0 (0.3)
db3 95.8 (0.6) 98.2 (0.3) 97.0 (0.3) 97.7 (0.2)
db4 95.4 (0.7) 97.9 (0.3) 96.6 (0.4) 97.4 (0.3)
db5 96.2 (0.5) 97.6 (0.5) 96.9 (0.3) 97.3 (0.4)
db6 96.3 (0.5) 96.9 (0.5) 96.6 (0.3) 96.8 (0.4)
db7 96.8 (0.5) 96.8 (0.4) 96.8 (0.4) 96.8 (0.4)
db8 96.2 (0.7) 96.7 (0.5) 96.5 (0.5) 96.6 (0.4)
db9 96.8 (0.7) 96.1 (0.3) 96.5 (0.4) 96.3 (0.3)
db10 96.5 (0.7) 96.2 (0.4) 96.3 (0.4) 96.2 (0.3)
sym4 95.9 (0.3) 97.3 (0.4) 96.6 (0.3) 97.0 (0.4)
sym5 95.7 (0.8) 97.4 (0.4) 96.5 (0.4) 97.1 (0.4)
sym6 96.4 (0.4) 96.9 (0.4) 96.6 (0.3) 96.8 (0.3)
sym7 96.7 (0.7) 97.4 (0.4) 97.1 (0.4) 97.3 (0.3)
sym8 96.7 (0.7) 96.0 (0.4) 96.4 (0.4) 96.2 (0.3)
coif1 96.6 (0.5) 98.0 (0.2) 97.3 (0.3) 97.7 (0.2)
coif2 96.0 (0.6) 97.5 (0.3) 96.7 (0.3) 97.2 (0.2)
coif3 96.3 (0.7) 97.6 (0.3) 96.9 (0.3) 97.3 (0.2)
coif4 96.1 (0.6) 97.0 (0.3) 96.6 (0.3) 96.9 (0.2)
coif5 97.1 (0.6) 96.1 (0.4) 96.6 (0.3) 96.3 (0.3)
fk4 96.2 (0.9) 96.7 (0.5) 96.4 (0.6) 96.6 (0.5)
fk6 95.8 (0.6) 97.6 (0.4) 96.7 (0.2) 97.3 (0.3)
fk8 95.9 (0.9) 97.9 (0.4) 96.9 (0.5) 97.5 (0.4)
fk14 95.8 (0.9) 96.6 (0.4) 96.2 (0.4) 96.5 (0.3)
fk18 95.7 (0.7) 95.7 (0.3) 95.7 (0.3) 95.7 (0.3)
fk22 95.9 (0.7) 95.5 (0.6) 95.7 (0.5) 95.6 (0.5)
dmey 95.6 (1.0) 95.8 (0.5) 95.7 (0.5) 95.8 (0.4)
wavelet and many methodologies have been followed in the
literature, most of them based on the maximization of the
cross-correlation between the original and the reconstructed
ECG [2], [3]. In our work the criterion for mother wavelet
selection was the maximization of the BAC of the shock
decision algorithm. Six well-known mother families [4], [5]
were tested: Haar, Daubechies (db), Symmlet (sym), Coiflet
(coif), Fejer-Korovkin (fk) and discrete Meyer (dmey). The
analysis was done for the two adaptive filters, the RLS
and LMS filters, and results are reported as mean (standard
deviation) in Tables I and II, respectively.
The configuration of the filters, (N,λ) for the RLS
and (N,µ) for the LMS, was fixed to the optimal filter
configurations obtained in our previous works [6], [7]. The
model used for feature selection, optimization and evaluation
of the shock decision algorithm is the one described in the
main manuscript, although simplified to lower the computation
cost. In the outer loop a 5-fold cross validation (CV) was
used to optimize and evaluate the SVM classifier, incremental
feature selection was used to select the best subset of features
and only 20 repetitions of the nested CV procedure were
TABLE II
PERFORMANCE OF THE SHOCK DECISION ALGORITHM FOR DIFFERENT
WAVELET FAMILIES, LMS FILTER WITH µ = 0.008, N = 20.
MW Se (%) Sp (%) BAC (%) Acc (%)
haar 96.6 (0.8) 95.9 (0.4) 96.2 (0.5) 96.0 (0.4)
db2 97.8 (0.5) 97.8 (0.4) 97.8 (0.4) 97.8 (0.4)
db3 96.7 (0.4) 97.3 (0.4) 97.0 (0.3) 97.2 (0.3)
db4 96.6 (0.6) 97.1 (0.4) 96.9 (0.4) 97.0 (0.4)
db5 97.1 (0.5) 96.7 (0.5) 96.9 (0.4) 96.8 (0.5)
db6 96.6 (0.8) 96.9 (0.4) 96.8 (0.5) 96.8 (0.4)
db7 97.1 (0.5) 96.6 (0.4) 96.8 (0.3) 96.7 (0.3)
db8 97.2 (0.6) 96.3 (0.5) 96.7 (0.3) 96.5 (0.4)
db9 97.0 (0.7) 95.9 (0.4) 96.4 (0.4) 96.1 (0.3)
db10 96.3 (0.6) 96.1 (0.3) 96.2 (0.3) 96.2 (0.3)
sym4 96.8 (0.4) 97.4 (0.3) 97.1 (0.3) 97.3 (0.2)
sym5 96.1 (0.6) 97.5 (0.4) 96.8 (0.4) 97.2 (0.3)
sym6 97.1 (0.5) 97.2 (0.4) 97.1 (0.3) 97.1 (0.3)
sym7 97.1 (0.5) 96.9 (0.4) 97.0 (0.4) 96.9 (0.4)
sym8 96.9 (0.6) 96.6 (0.5) 96.8 (0.4) 96.7 (0.4)
coif1 97.0 (0.4) 98.1 (0.4) 97.6 (0.3) 97.9 (0.4)
coif2 96.3 (0.6) 97.4 (0.4) 96.8 (0.4) 97.2 (0.4)
coif3 97.2 (0.3) 96.8 (0.5) 97.0 (0.3) 96.8 (0.4)
coif4 96.9 (0.5) 96.7 (0.4) 96.8 (0.3) 96.8 (0.3)
coif5 96.4 (0.8) 97.0 (0.3) 96.7 (0.4) 96.9 (0.3)
fk4 96.6 (1.0) 96.5 (0.5) 96.6 (0.6) 96.6 (0.5)
fk6 96.4 (0.8) 96.9 (0.3) 96.7 (0.4) 96.8 (0.3)
fk8 97.5 (0.7) 97.1 (0.3) 97.3 (0.3) 97.2 (0.2)
fk14 96.6 (0.8) 96.3 (0.3) 96.4 (0.4) 96.3 (0.3)
fk18 96.2 (0.9) 95.9 (0.5) 96.1 (0.5) 96.0 (0.4)
fk22 95.9 (1.0) 95.3 (0.4) 95.6 (0.5) 95.4 (0.3)
dmey 95.5 (0.8) 95.8 (0.5) 95.7 (0.4) 95.8 (0.4)
2
computed.
The best mother wavelet for both filters was the Daubechies
of order 2 (db2), followed by the Coiflet 1 wavelet. Therefore,
the db2 wavelet was the one used in the main article
for ECG decomposition, denoising and reconstruction. This
is consistent with findings in the literature in which the
Daubechies wavelet family has been shown to be the family
of mother wavelets that most closely resembles the ECG
morphology [3], [8], [9]. Fig. 1 shows the morphology of the
mother wavelets that achieved the best performance in each
family of mother wavelets.








































Fig. 1. Mother wavelets of different families with best performance for the
shock decision algorithm.
II. DETAILED ANALYSIS OF THE FEATURES
The aim of this section is to analyze the discriminating
power of the 38 features used in the main manuscript. The
features were obtained after CPR artifact filtering, both from
the denoised ECG signal, ŝden, and from the wavelet detail
coefficients, d3 − d8.
Table III shows the receiver operating characteristic (ROC)
curve analysis of individual features after optimal RLS and
LMS filtering. The features are ordered by analysis domain,
and the Area Under the Curve (AUC) and the Se/Sp pair
for the optimal point in the ROC curve are reported. The
optimal working point was defined as the one maximizing
the Youden index [10], which is equivalent to maximizing the
balanced accuracy (BAC). As for the wavelet decomposition,
TABLE III
ROC CURVE ANALYSIS, AUC AND OPTIMAL POINT.
LMS RLS
N = 20, µ = 8 · 10−3 N = 20, λ = 0.99
Feature AUC Se Sp AUC Se Sp
Detail coeff
IQR, d3 87.7 91.5 76.2 88.8 91.0 78.2
IQR, d4 86.0 89.6 74.6 86.2 89.6 74.8
IQR, d5 81.3 89.1 65.0 81.2 88.6 64.8
IQR, d6 68.1 94.5 44.1 68.2 94.5 43.7
IQR, d7 53.8 91.5 33.3 52.1 93.5 28.9
IQR, d8 55.4 36.4 86.1 55.8 38.0 86.1
FQR, d3 87.8 74.5 92.5 88.8 76.4 91.5
FQR, d4 86.2 73.6 90.5 86.4 73.7 90.5
FQR, d5 81.0 59.5 93.5 80.8 63.7 89.1
FQR, d6 68.1 49.1 89.6 68.1 42.9 95.5
FQR, d7 54.3 32.1 92.5 52.5 30.3 92.0
FQR, d8 55.5 86.6 35.8 55.9 85.6 37.7
SampEn, d3 99.5 96.5 98.9 99.4 97.5 97.7
SampEn, d4 98.6 96.0 95.9 99.1 96.5 95.9
SampEn, d5 86.9 93.5 70.6 88.1 94.5 73.6
SampEn, d6 78.4 87.6 63.4 80.0 91.0 63.5
SampEn, d7 84.5 81.1 78.0 85.4 84.6 73.7
SampEn, d8 80.6 70.1 81.6 80.4 71.6 79.3
Denoised, ŝden
Time
Np 91.9 87.6 83.9 89.5 80.1 83.4
TCSC 88.5 93.0 78.8 86.7 93.5 75.1
Expmod 88.8 90.0 72.4 88.9 92.5 70.5
MAV 88.3 89.6 78.2 86.5 90.0 75.7
count1 94.3 93.0 85.4 94.7 91.5 85.8
count2 97.4 93.5 94.1 97.5 96.5 92.1
count3 96.1 95.5 87.9 96.3 93.5 90.8
Spectral
bWT 94.8 94.0 83.8 95.3 94.0 84.4
A1 61.5 89.6 37.6 68.2 86.6 48.1
A2 82.3 80.1 71.9 81.7 74.6 78.2
A3 82.6 80.2 73.6 83.2 82.3 74.6
VFleak 91.2 85.7 86.1 91.0 87.7 83.6
Slope
x1 97.8 98.0 92.3 97.8 96.0 94.0
x2 95.2 91.5 89.8 95.0 89.1 90.8
bCP 97.3 92.3 94.0 97.4 92.5 94.5
Complexity
HILB 89.1 89.6 75.6 88.3 81.6 82.5
CM 84.4 83.6 71.2 85.4 84.1 74.4
Kurt 86.2 75.1 87.6 84.3 78.4 82.1
Frqbin 84.8 96.0 60.2 85.8 86.6 72.5
SampEn 92.8 94.0 80.3 94.2 97.0 80.3
3
features derived from the detail coefficients d3 − d5 were
the most discriminative ones, which confirms that for shock
decision algorithm the 3.9-31.25Hz frequency band contains
most of the relevant information. For the denoised signal, the
most discriminative features come from several domains of
analysis including the time domain (MAV, Np, count2), the
spectral analysis (bWT, VFleak, A1-3) and the complexity
of the signal (SampEn, CM, Frqbin). Interestingly, the most
discriminative features were obtained after applying SampEn
to the detail coefficients of the wavelet decomposition,
particularly to d3 and d4. For our sampling frequency, these
coefficients correspond to a frequency band of 7.81-31.25Hz,
where most of the spectral power of the QRS complexes is
concentrated [11]. This is an interesting result that should be
analyzed further since it could open a new way to design
shock decision algorithms for defibrillators. In our analyses,
before computing SampEn the input signals (dj or ŝden) were
resampled to 50Hz and an embedding dimension of m = 2
and a matching threshold of r = 0.2 ·σ(sin) were used, where
TABLE IV
FEATURES RANKED BY Nf , THE NUMBER OF TIMES THEY WERE
SELECTED IN THE 500 INNER LOOPS OF 50 RANDOM REPETITIONS OF THE
NESTED CROSS VALIDATION PROCEDURE.
LMS, N = 20, µ = 8 · 10−3 RLS, N = 20, λ = 0.99
Feature Nf Feature Nf
SampEn, d3 500 SampEn, d3 500
VFleak 321 FQR, d7 397
FQR, d7 236 VFleak 337
IQR, d7 217 A1 275
A2 183 CM 255
Kurt 157 Kurt 248
A3 148 A2 207
FQR, d6 119 bWT 146
Np 102 A3 86
FQR, d8 85 IQR, d7 65
cm 73 MAV 60
count2 67 Frqbin 52
SampEn, d6 64 Np 51
FQR, d5 58 FQR, d6 39
MAV 57 FQR, d8 38
bWT 53 HILB 33
FQR,D3 50 FQR, d5 29
TCSC 49 TCSC 27
Frqbin 49 SampEn 25
count3 42 x1 21
IQR, d6 41 FQR, d3 16
bCP 40 FQR, d4 15
HILB 32 SampEn, d4 13
SampEn, d4 28 count2 11
IQR, d8 28 SampEn, d6 8
FQR, d4 26 IQR, d8 7
x1 25 IQR, d6 7
A1 24 SampEn, d7 6
SamEn, d7 23 SampEn, d5 5
count1 23 Expmod 5
Expmod 16 count3 3
SampEn, d8 15 IQR, d4 3
IQR, d4 14 IQR, d3 3
IQR, d3 12 x2 2
IQR, d5 10 count1 2
x2 6 IQR, d5 2
SampEn 4 SampEn, d8 1
SampEn, d5 3
σ stands for the standard deviation.
Table IV shows the complete ranking of the features by the
number of times they were selected using the PTA(4,3) in the
50 random repetitions of the 10-fold CV procedure. Optimal
filter configurations were used and the procedure was stopped
once K = 6 features were selected on each inner loop. It is
important to stress that this feature ranking is not aligned with
the discrimination power of the features as measured through
their ROC curve analysis, compare for intance the AUCs in
Table III to the feature ranking in Table IV. Many individually
strong features are also very correlated and therefore add little
new information to the classifier. These feature dependencies
are addressed in the PTA feature selection stage. Finally,
the ROC curves of the top 6 features are shown in Fig. 2
(LMS) and Fig. 3 (RLS). These figures show the Se/Sp pairs
that could be achieved by varying the threshold for a single
shock/no-shock decision feature.
Fig. 2. ROC curves corresponding to the 6 top ranked features when the
LMS filter is used to remove the CPR artefact.
Fig. 3. ROC curves corresponding to the 6 top ranked features when the RLS
filter is used to remove the CPR artefact.
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ABSTRACT Electrocardiogram (EKG) based classification of out-of-hospital cardiac arrest (OHCA)
rhythms is important to guide treatment and to retrospectively elucidate the effects of therapy on patient
response. OHCA rhythms are grouped into five categories: ventricular fibrillation (VF) and tachycardia
(VT), asystole (AS), pulseless electrical activity (PEA), and pulse-generating rhythms (PR). Clinically
these rhythms are grouped into broader categories like shockable (VF/VT), non-shockable (AS/PEA/PR),
or organized (ORG, PEA/PR). OHCA rhythm classification is further complicated because EKGs are
corrupted by cardiopulmonary resuscitation (CPR) artifacts. The objective of this study was to demonstrate
a framework for automatic multiclass OHCA rhythm classification in the presence of CPR artifacts. In total,
2133 EKG segments from 272OHCA patients were used: 580 AS, 94 PR, 953 PEA, 479 VF, and 27 VT. CPR
artifacts were adaptively filtered, 93 features were computed from the stationary wavelet transform analysis,
and random forests were used for classification. A repeated stratified nested cross-validation procedure was
used for feature selection, parameter tuning, and model assessment. Data were partitioned patient-wise. The
classifiers were evaluated using per class sensitivity, and the unweighted mean of sensitivities (UMS) as a
global performance metric. Four levels of clinical detail were studied: shock/no-shock, shock/AS/ORG,
VF/VT/AS/ORG, and VF/VT/AS/PEA/PR. The median UMS (interdecile range) for the 2, 3, 4, and
5-class classifiers were: 95.4% (95.1-95.6), 87.6% (87.3-88.1), 80.6% (79.3-81.8), and 71.9% (69.5-74.6),
respectively. For shock/no-shock decisions sensitivities were 93.5% (93.0-93.9) and 97.2% (97.0-97.4),
meeting clinical standards for artifact-free EKG. The UMS for five classes with CPR artifacts was 5.8-points
below that of the best algorithms without CPR artifacts, but improved the UMS of latter by over 19-points
for EKG with CPR artifacts. A robust and accurate approach for multiclass OHCA rhythm classification
during CPR has been demonstrated, improving the accuracy of the current state-of-the-art methods.
INDEX TERMS Out-of-hospital cardiac arrest (OHCA), electrocardiogram (EKG), cardiopulmonary
resuscitation (CPR), adaptive filter, stationary wavelet transform (SWT), random forest (RF) classifier.
I. INTRODUCTION
Out-of-hospital cardiac arrest (OHCA) is a leading cause
of death in the industrialized world. In Europe the esti-
mated annual average incidence of ambulance treated cases
The associate editor coordinating the review of this manuscript and
approving it for publication was Nuno Garcia.
is 41 (range 19-104) per 100 000 persons [1]. Patients in
cardiac arrest lose their cardiac and respiratory function,
and die within minutes if not treated. Treatment consists of
highly time-sensitive interventions such as: recognition, call
for help, cardiopulmonary resuscitation (CPR), defibrillation,
and post-resuscitation care. Bystanders and lay rescuers can
provide CPR to maintain an artificial perfusion of the vital
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organs through chest compressions, and mouth to mouth
breaths for ventilations. Defibrillation by an automated exter-
nal defibrillator (AED) can be used to revert lethal ventricular
arrhythmia and restore the normal function of the heart. Upon
the arrival of the medicalized ambulance, specialized treat-
ment becomes available including continued high-quality
CPR and defibrillation, but also add intravenous pharma-
cological treatment (adrenaline and anti-arrhythmic drugs),
airway management, and assisted ventilation. If spontaneous
circulation is restored, the patient is transported to a hospital
for in-hospital treatment and post-resuscitation care [2].
Knowing the patient’s cardiac rhythm during resuscitation
is important for two reasons. First, awareness of the patient’s
rhythm may contribute to guide therapy. International guide-
lines describe treatment pathways based on cardiac rhythm
and elapsed time, i.e., rhythm analysis every 2 minutes with
defibrillation attempts for ventricular fibrillation (VF) or
tachycardia (VT), and consideration of intravenous drugs
such as adrenaline every 3-5 minutes for all non-perfusing
rhythms [2]. Second, in retrospective analyses, the rhythm
transitions of the patient during CPR provide important
information about the interplay between therapy and patient
response [3]–[5]. This may contribute to identify therapeutic
interventions or treatment patterns that improve OHCA sur-
vival. One of the limiting factors for such analyses is the lack
of datasets with cardiac rhythm annotations due to the manual
labor involved. Thus, there is a need for automatic methods
for cardiac rhythm annotation. InOHCA rhythms are grouped
into five categories [6], [7]: VF, VT, asystole (AS), pulseless
electrical activity (PEA), and pulse-generating rhythms (PR).
Often, PEA and PR are called organized rhythms (ORG),
or rhythms presenting visible QRS complexes in the electro-
cardiogram (EKG) [8]. PEA is characterized by a disassocia-
tion between themechanical (contraction of themyocardium)
and electrical (QRS complexes) activities of the heart, which
leads to no palpable pulse [4].
OHCA rhythm classification algorithms are based on the
analysis of the EKG, and in most cases address 2-class clas-
sification problems. A typical example is AED shock advice
algorithms [9]–[11], designed to discriminate shockable
(VF/VT) from nonshockable rhythms (AS/ORG). Depending
on the clinical context a finer detail is needed. VT treat-
ment may benefit from synchronized electrical cardioversion
[12]. Another clinically relevant problem is the detection
of spontaneous circulation or pulse, which is framed as a
PEA/PR discrimination algorithm once ORG rhythms are
identified [8], [13], [14]. So there is clearly a need for differ-
ent levels of detail in OHCA cardiac rhythm classification.
Five-class OHCA rhythm classification using the EKG was
introduced by Rad et al., [7], [15] using features obtained
from the discrete wavelet transform (DWT) sub-band decom-
position of an artifact-free EKG. Most OHCA rhythm clas-
sification algorithms consist of an EKG feature extrac-
tion stage followed by a machine learning classifier. EKG
feature extraction has been approached in the time [16],
[17], frequency [18], [19], time-frequency [15], [20], [21],
and complexity domains [22], [23]. The machine learn-
ing approaches explored in the classification stage include
K-nearest neighbors [15], [24], support vector machines
[10], [25], [26], artificial neural networks [13], [19], [27], and
ensembles of decision trees [11], [14].
OHCA rhythm classification is further complicated by
the presence of CPR artifacts in the EKG. Interruptions in
CPR to classify the rhythm lead to interrupted perfusion of
vital organs and lowers chances of survival [28]. Efforts
have been made to develop accurate OHCA rhythm analysis
methods during CPR [29]. The most popular approach is
the suppression of the CPR artifact using adaptive filters
[30]–[32], followed by an EKG feature extraction stage on
the filtered EKG. These approaches have been successfully
demonstrated to discriminate shockable (Sh) from nonshock-
able (NSh) rhythms both during manual CPR [33] and piston
driven mechanical CPR [21]. In fact, an improved feature
extraction based on the stationary wavelet transform (SWT)
sub-band decomposition has yielded improved classification
results for shock/no-shock decisions during mechanical CPR,
and is the basis for feature extraction in this work. However,
there are no studies on multiclass OHCA rhythm classifica-
tion during CPR. In fact, when 5-class OHCA rhythm classi-
fiers developed using artifact-free EKG were tested during
CPR their performance substantially degraded [15], [27].
So there is a need to develop algorithms for multiclass OHCA
rhythm classification during CPR.
This study introduces new methods for multiclass OHCA
rhythm classification during CPR, using features obtained
from the SWT analysis of the EKG after filtering CPR arti-
facts. The scope of the algorithms is gradually increased
from 2-class to 5-class rhythm classification to address
the different levels of clinical detail needed depending
on the application. The following classification problems
were studied: Sh/NSh, Sh/AS/ORG, VF/VT/AS/ORG, and
VF/VT/AS/PEA/PR. The paper is organized as follows.
The study dataset and its annotation are described in
Section II; feature engineering including CPR artifact fil-
tering is described in Section III; Section IV describes the
architecture used for the optimization and evaluation of the
classification algorithms. Finally, results, discussion, and
conclusions are presented in Sections V-VII.
II. DATA COLLECTION AND PREPARATION
Data were extracted from a large prospective OHCA clinical
trial designed tomeasure CPR-quality, and conducted in three
European sites between 2002 and 2004: Akershus (Norway),
Stockholm (Sweden) and London (UK) [34], [35]. Prototype
defibrillators based on the Heartstart 4000 (Philips Medical
Systems, Andover, Mass) were deployed in 6 ambulances at
each site. The defibrillators were fitted with an external CPR
assist pad that measured compression depth [36]. The raw
data for our study consisted of the EKG and transthoracic
impedance obtained from the defibrillation pads, and the
compression depth. All signals were originally sampled at
500Hz, and then downsampled to a sampling frequency of
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FIGURE 1. One 20-s segment from the dataset corresponding to a patient with an organized rhythm (ORG). In the first 5 s there is no
artifact and the ORG rhythm is visible, in the last 15 s the CPR artifact conceals the patient’s rhythm. After filtering ŝekg is obtained (middle
panel), and the underlying rhythm is again visible in the artifacted interval. The bottom panel shows the compression depth signal with the
chest compression instants (tk ) highlighted using vertical red lines.
fs = 250Hz (Ts = 4ms) for this study. A notch and a Hampel
filter were used to remove powerline interferences and spiky
artifacts, respectively. Chest compression instants (tk ), were
automatically marked in the depth signal using a negative
peak detector for depths exceeding 1 cm (see Fig. 1).
All recordings were annotated for the original study into
the five OHCA rhythm types, by consensus between an
experienced anesthesiologist trained in advanced cardiac life
support and a biomedical engineer specialized in resuscita-
tion [34]. VF was defined as an irregular ventricular rhythm
with peak-to-peak amplitudes above 100μV and a fibrillation
frequency above 2Hz. Regular ventricular rhythms with rates
above 120min−1 were annotated as VT. AS was annotated in
rhythms with peak-to-peak amplitude below 100μV and/or
rates below 12min−1, and ORG rhythms when the heart rate
was above 12 min−1. ORG rhythms were further classified
into PEA or PR by assessing the presence of blood flow,
indicated by clinical annotations of pulse done during resus-
citation, or by the presence of fluctuations in the thoracic
impedance aligned with the QRS complexes [13], [34].
For this study, we automatically extracted 20-s segments
with the following characteristics: unique rhythm type, ongo-
ing compressions during a 15-s interval, and a 5-s interval
without compressions either preceding or following chest
compressions (see Fig. 1). The interval during compres-
sions was used to develop and evaluate the OHCA rhythm
classifiers, and the interval without compression artifacts to
confirm the original rhythm annotation. All automatically
extracted segments were reviewed by 3 experienced biomedi-
cal engineers to discard segments with low signal quality and
noise, and to certify by consensus that the original annota-
tions in the dataset were correct. The final dataset contained
2133 segments from 272 patients, whereof 580 were AS
(139 patients), 94 PR (31), 953 PEA (167), 479 VF (103),
and 27 VT (11).
III. FEATURE ENGINEERING
Feature engineering consisted of 3 stages. First, chest com-
pression artifacts were removed using an adaptive filter.
Then, a multi-resolution analysis of the EKG was per-
formed using wavelet transforms, from which the denoised
EKG and its sub-band decomposition were obtained. Finally,
high-resolution features were extracted from the denoised
EKG and its sub-band components. In what follows n is the
sample index, so t = n · Ts.
A. CPR ARTIFACT FILTER
CPR artifacts were suppressed using a state-of-the-art method
based on a recursive least squares (RLS) filter [32] that
estimates the CPR artifact, scpr(n), as a quasiperiodic interfer-
ence [31]. The fundamental frequency of the artifact, ω0(n),
is the instantaneous frequency of the chest compressions. The
CPR artifact is represented as a truncated Fourier series of N
harmonically related components of frequencies ω =  · ω0




a(n) cos(ωn) + b(n) sin(ωn)
= A(n)T(n)(n) (1)
where
(n = [cos(ω1n) sin(ω1n) . . . cos(ωNn) sin(ωNn)]T (2)
(n) = [a1(n) b1(n) . . . aN (n) bN (n)]T (3)
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and A(n) = 1 during compressions, and A(n) = 0 oth-
erwise. The time-varying coefficients of the RLS filter are
the in-phase (a) and quadrature (b) components in vector
(n). The instantaneous frequency of the compressions was
derived from the tk instants obtained from the depth signal
(see Fig. 1):
ω0(n) = 2π 1tk − tk−1 tk−1 ≤ nTs < tk (4)
The RLS coefficients were adaptively estimated to min-
imize the mean square error between the corrupted EKG,
scor, and the estimated artifact, ŝcpr, at the frequency of the
harmonics. The error signal of the RLS filter is thus the
filtered EKG, ŝekg, which is used to identify the underlying
rhythm. The RLS update equations are [37]:









(n) = (n−1) + F(n)(n)ŝekg(n) (7)
The gain matrix and coefficients vector were initialized to
F(0) = 0.03 · I2N and (0) = 0, where I2N is the 2N × 2N
identity matrix. The forgetting factor of the RLS algorithm,
λ, and the number of harmonics, N , were set to 0.998 and 4,
as recommended in [32].
B. STATIONARY WAVELET TRANSFORM
EKG multiresolution analysis was done using the SWT,
which differs from the standard DWT in that at each decom-
position level the low-pass (approximation) and high-pass
(detail) components are not downsampled. Instead, the fil-
ters are upsampled so all detail and approximation coeffi-
cients have the length of the original signal, producing a
translation-invariant representation [38].
Each EKG segment was decomposed into its sub-bands
using a pair of quadrature mirror lowpass (hj) and highpass
(gj) filters, which for level 0 are related by:
g0(L − 1 − n) = (−1)nh0(n), (8)
where L is the length of the filters. At stage j the filters were
those of stage 0 upsampled by a 2j factor, hj(n) = h0(n)↑ 2j .
The detail, dj(n), and approximation, aj(n), coefficients were
recursively obtained through convolution (∗):
a0(n) = ŝekg(n) (9)
aj(n) = hj−1(n) ∗ aj−1(n) (10)
dj(n) = gj−1(n) ∗ aj−1(n) (11)
The time-reversed version of the decomposition filters, that
is h(n) = h(L − 1 − n), were recursively used to reconstruct
the original signal [38]:
aj−1(n) = 12
(
hj(n) ∗ aj(n) + gj(n) ∗ dj(n)
)
(12)
from j = J , . . . , 1.
EKG features were extracted using a 2048-sample analysis
interval (8.192 s) of ŝekg centered in the 15 s during chest
compressions (see Fig. 1). A Daubechies 4 mother wavelet
and J = 7 decomposition levels were used to generate a7
and d7, . . . , d1. Only detail coefficients d3−d7 were used for
feature extraction, which is equivalent to retaining the spec-
tral components in the 0.98 − 31.25Hz band. Soft denoising
was applied to d3 − d7 with a universal threshold rescaled
by the standard deviation of the noise [39]. The denoised
d3 − d7 coefficients were used to obtain the denoised EKG,
ŝden, by recursively applying eq. (12). The whole decomposi-
tion and denoising (reconstruction) processes are illustrated
in Fig. 2 for two rhythms, a VF and an ORG.
C. FEATURE EXTRACTION
Ninety three features were extracted from ŝden and d3 − d7.
These features quantify the most distinctive characteristics
of OHCA rhythm subtypes, and encompass the collective
knowledge of over 25 years of active research in the field
(over 250 features from the available literature were initially
analyzed). In what follows, feature naming is that of the orig-
inal papers, and the MATLAB code for feature calculation is
available from (https://github.com/iraiaisasi/
OHCAfeatures). The features grouped by analysis domain
are:
• Time domain (5 features). These were only extracted
from ŝden and include: bCP [18], x1, x2 [33], and
the mean and the standard deviation of the heart rate
(MeanRate and StdRate) obtained from the QRS
detections of a modified Hamilton-Tompkins algorithm
[14], [40].
• Spectral domain (6 features). Including the classical x3,
x4, x5 [33], VFleak [41], and two new features,
Enrg, the relative energy content of the signal in the
4-8Hz frequency band, and SkewPSD, the skewness of
the power spectral density of the EKG. All features were
computed from ŝden.
• Complexity analysis (14 features), including CVbin
and Abin [42] of ŝden, and two measures of entropy
for ŝden and d3 − d7. The entropy measures were
the sample entropy (SampEn) of the signal, and the
Shannon entropy (ShanEn) of the sign of the first
difference [43].
• Statistical analysis (54 features). Nine features were
calculated to characterize the statistical distribution of
the signal amplitude: interquartile ranges (IQR) [15],
mean and standard deviation of the absolute value of
the amplitudes (MeanAbs and StdAbs) and slopes
(MeanAbs1 and StdAbs1), Skewness (Skew), Kurto-
sis (Kurt) [11], and the Hjorthmobility and complexity
(Hmb and Hcmp) [44]. All the features were computed
for ŝden and d3 − d7.
• Phase space features (14 features). Taken’s time-delay
embedding method [45] with a delay of τ = 2 samples
was used to create a two-dimensional phase space rep-
resentation for ŝden and d3 − d7 [46]. An ellipsoid was
fitted in the phase-space using the least squares criterion,
and its major axis (EllipPS), and the skewness of
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FIGURE 2. SWT sub-band decomposition and denoised EKG reconstruction for the 8.192-s analysis interval of the filtered EKG, ŝekg. The
left panel corresponds to an organized rhythm (ORG) and the right panel to a ventricular fibrillation (VF).
the distance distributions in the phase space (SkewPS)
were computed. Then a recurrence quantification anal-
ysis (RQA) was used to extract and quantify the tran-
sition structures of the system dynamics in the phase
space. Two RQAmeasures were computed only for ŝden,
the length of the longest diagonal line (RQA1), and the
recurrence period density entropy (RQA2) [47].
The dataset can thus be represented as a set of
instance-label pairs {(x1, y1), ..., (xN , yN )} where yi are the
class labels (for instance {0, 1} for a Sh/NSh classification
problem), the feature vector xi ∈ RK contains the values of
the K = 93 features for EKG segment i, and N = 2133 is the
number of EKG segments in the database.
IV. CLASSIFIER TRAINING AND EVALUATION
A repeated quasi-stratified nested cross-validation (CV)
architecture was used [21], [48], with an outer 10-fold CV
for feature selection and model assessment, and an inner
5-fold CV for classifier parameter optimization. First, for
each training set of the outer CV, features were selected using
recursive feature elimination (RFE) [49]. Then, these fea-
tures were used in the inner CV to optimize the parameters of
the classifier. Finally, the classifier was trained and assessed
in the outer loop. Data were always partitioned patient-wise
and in a quasi-stratified manner, by forcing the prevalence of
each rhythm in each fold to be at least 70% of the prevalence
of that rhythm in the whole set. In this way patient-wise and
stratified sampling could be done simultaneously.
Confusion matrices were used to evaluate the performance
of the classifiers [15], and four classification problems
were addressed: Sh/NSh (2-class), Sh/AS/ORG (3-class),
VF/VT/AS/ORG (4-class), andVF/VT/AS/PEA/PR (5-class).
For each class i the sensitivity (Sei) was computed, and the
unweighted mean of all sensitivities (UMS) was used as
summarizing metric:






where TPi and FNi are the true positives and false negatives
for class i, and P is the number of classes. The nested CV
procedure was repeated 50 times to estimate the statistical
distributions of Sei and UMS, and to obtain the stacked
confusion matrices for each classification problem.
A. CLASSIFIER
Random forest (RF) classifiers [50] were used to decide the
EKG rhythm class. An RF is an ensemble of B decision
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FIGURE 3. Stacked confusion matrices for 50 runs of the nested CV procedure for the different models. The mean sensitivities for
each class and model are shown in the diagonals (mean and median sensitivities are slightly different, see table 1).
trees {T1(x), ...,TB(x)} that produces B nearly uncorrelated
predictions
{
ŷ1 = T1(x), ..., ŷB = TB(x)
}
of the rhythm type
for the EKG segment. Training an RF classifier comprises:
• Generating B training subsets from the original train-
ing data by bootstrapping (i.e., random sampling with
replacement). We choose each training subset to have
the same size as the original training data.
• A classification tree is grown for each training subset by
choosing the best split among a randomly selected subset
ofmtry features in each node. The criterion to choose the
split was to minimize the cross-entropy.
• The recursive binary splitting continues until each ter-
minal node has fewer than some minimum number of
observations, lsize.
• The decision of classifier, ŷj = FRF (xj), is obtained by
the majority vote of the B trees.
Once the models were trained, the predictions in the valida-
tion sets were obtained by comparing the predictions of the
model ŷj to the labels assigned by the clinicians yj, to obtain
the confusion matrix of the model and the metrics derived
thereof.
We considered three parameters of the RF classifier: B,
mtry, and lsize. The number of trees was initially fixed to
B = 500. This choice is not critical, a sufficiently large
number stabilizes the accuracy and further increasing B does
not overfit the model [50]. The number of predictors per
split was set to the default value
√
K . The minimum num-
ber of observations per leaf, lsize, controls the depth of the
trees, and was identified as critical in our preliminary tests.
We optimized lsize in the inner CV by doing a grid-search in
the range 1 ≤ lsize ≤ 200 with the UMS as the objective
function. Finally, uniform prior probabilities for each class
were assigned during training to address the class imbalance.
B. FEATURE SELECTION
Feature selection was based on an RFE approach using the
permutation importance as a ranking criterion [51]–[53].
Permutation importance is a built-in characteristic of the RF
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FIGURE 4. Median UMS and Se per class in the 50 repeats of the 10-fold outer CV, as a function of lsize.
classifier that ranks feature importance by permuting the
values of the feature in the training data and assessing the
out-of-bag error. Large errors mean the feature is important
for classification. At each iteration of the RFE algorithm,
features were ranked and the least important 3% of the fea-
tures were removed. The process was continued until Kcl
features were left for classification. The values decided for
the different models were: Kcl = 25 for 2-class, Kcl = 30 for
3-class, Kcl = 35 for 4-class, and Kcl = 40 for 5-class.
V. RESULTS
The results reported in this section are those obtained after
running the RFE feature selection algorithm in the 10-fold
outer CV untilKcl features were left, and fitting the classifiers
with the optimal parameters determined in the 5-fold inner
CV. The process was repeated in 50 random repetitions of
the nested CV procedure, there are thus 50 estimates of the
metrics for the whole dataset and 500 algorithmic runs on the
validation folds in the outer CV. The metrics are reported as
median (interdecile range, IDR) for those 50 evaluations.
A detailed analysis of the classification results for the
different class models are shown in Table 1 and Fig. 3.
Fig. 3 shows the confusion matrices obtained stacking the
predictions from the 50 random repetitions of the nested
CV procedure, and provide all the information needed to
accurately calculate the performance metrics for each rhythm
type and classifier. The median (IDR) of the sensitivities and
UMS for each classifier are shown in Table 1. The clinical
relevance of the classification results and classification errors
is addressed in section VI, the discussion.
As reference, we also computed the classification results
when the features were selected exclusively on the feature’s
permutation importance. That is, the RFE algorithm was
substituted by a single feature ranking based on importance
from which the Kcl most important features were selected.
Using a single feature ranking based on importance the
median (IDR) UMS for the 2, 3, 4 and 5-class classifiers were
95.3% (95.0-95.5), 87.3% (86.9-87.6), 81.1% (79.5-82.3),
and 67.8% (65.7-70.0), respectively. The classification results
for 2, 3, and 4 classes were similar to those obtained using
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TABLE 1. Median UMS and sensitivity per class for different classifiers.
The metrics are reported as median (IDR) for the 50 runs of the nested CV
procedure.
FIGURE 5. The median UMS (5-class) in the 50 random repetitions, as a
function of the number of trees, B, and the number of features per
split, mtry .
RFE feature selection, but an advanced feature selection
approach combining feature importance and sequential fea-
ture elimination boosted the 5-class classification results by
4-points.
A. SELECTION OF PARAMETERS
The most critical parameter in our RF classifiers was the
minimum number of observations in the terminal nodes, lsize,
which gives a compromise between bias and variance by con-
trolling how shallow the classification trees are. Larger values
of lsize produce shallower trees. Fig. 4 shows, for the different
classifiers, the median value of the performance metrics for
the evaluations of the 50 repeats of the 10-fold outer CV as a
function of lsize. In the cases where class imbalance is smaller
(2 and 3 class) deeper trees increase the UMS, however when
the class imbalance is large (4 and 5 class) shallower trees
produce better results (see Fig. 4). The median (IDR) value
of the optimal lsize for the 2 and 3-class classifiers were
3 (1.0-7.0) and 3 (1.0-5.0), but increased considerably to
FIGURE 6. Selection probability for the 40 most selected features in the
500 runs of feature selection (outer loop).
80 (30.0-150.0) and 125 (50.0-200.0) for the cases of 4 and
5-classes.
Fig. 4 also shows that the sensitivity for the classes with
lower prevalence (VT and PR) increases with shallower trees.
In the 4-class classifier the sensitivity for VT increased by
more than 40 points when lsize was raised from 1 to 100, while
the sensitivities of the most prevalent classes (AS, ORG, and
VF) decreased very slightly. A similar behavior was observed
for the sensitivities of VT and PR in the 5-class problem,
although in this case the sensitivity of PEA, the rhythm that
borders PR and VT, decreased considerably from 83.1%
to 25.1%. PEA sensitivity could be better addressed using
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FIGURE 7. Two examples of misclassified segments for the 3-class classifier. In the top panel an AS is classified as ORG, while the bottom
panel shows an ORG misclassified as AS.
multimodal analysis by adding information on perfusion from
other signals like pulse oximetry, invasive blood pressure,
brain oximetry or expired CO2 when available [54], [55].
Changing the number of trees, B, and the features per
split, mtry, had less impact on classification. Fig. 5 shows
the median UMS of the 50 random repetitions of the
5-class classifier for different choices of B and mtry, with
lsize = 125. The figure shows that our preliminary design
choices were sound, the UMS stabilizes for B > 250 and
the effect of mtry on the classification results was small
with the median UMS varying between 70.9% and 72.6%.
So the default mtry =
√
K value was a very acceptable
choice.
B. FEATURE SELECTION AND RELEVANCE
Feature design is key in classical machine learning. In our
approach, we introduced the SWT for multi-resolution anal-
ysis because it allows a better amplitude and statistical char-
acterization of the features than the classical DWT used by
Rad et al. [15]. In addition soft denoising produced a recon-
structed signal from which many classical OHCA rhythm
classification features could be better estimated. Fig. 6 shows
the 40 features with the highest probability of selection (the
most important features) for each classification problem.
These probabilities were estimated by counting the num-
ber of times the features were selected in the 500 runs
of feature selection algorithm (50 repeats of 10-fold outer
CV). For the 2-class problem the most relevant features
are a mixture of those derived from the detail coefficients
and from the denoised signal and correspond to complex-
ity, frequency, time, and statistical domains. For the 3 and
4-class classifiers, features derived from the phase-space
reconstruction of the signals were also relevant. Finally, for
the most challenging 5-class classifier, the RQA analysis was
also needed to improve classification results. Features like
VFleak, SampEn (d3) and IQR (d7) were selected in all
feature selection runs corresponding to the 2, 3 and 4-class
classifiers and SampEn (d3) was also selected in all the runs
of the 5-class classifier. These results are consistent with
our previous findings on shock/no-shock decisions during
mechanical CPR [21]. Although CPR artifacts present very
different characteristics during mechanical and manual CPR,
features derived from the SWT decomposition of the filtered
EKG seem to be very robust and independent of the filtering
residuals, thus are able to capture the distinctive characteris-
tics of OHCA rhythms.
VI. DISCUSSION
The relevance of the detailed classification results presented
in Table 1 and Fig. 3 is better understood in the context of
the clinical importance of each classification problem, and by
providing illustrative examples of the classification errors that
show the limitations of our approach. For the Sh/NSh 2-class
problem, the median UMS was 95.4%, with median sensi-
tivity for the shockable and nonshockable rhythms of 93.5%
and 97.2%, respectively. This is a very important problem
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FIGURE 8. An example of a VT classified as VF by the 4-class classifier.
FIGURE 9. Two examples of misclassified PEA/PR rhythms. The last five seconds (clean intervals) of both panels show the difficulty of
pulse assessment based only on the EKG.
since it addresses shock advice decisions during CPR. Shock
advice algorithms for defibrillators are normally tested on
artifact-free data. In that scenario, the American Heart Asso-
ciation requires a minimum sensitivity for shockable and
nonshockable rhythms of 90% and 95%, respectively [56].
Our solution is above those requirements. Morevover, our
results improve by over 1.5-points the UMS reported for
the most accurate shock/no-shock algorithms during manual
chest compressions [33], [57].
A finer classification of NSh rhythms includes the distinc-
tion between AS and ORG rhythms, which can be impor-
tant to determine pharmacological treatment, or the effect
of adrenaline use and dosage during CPR [58]. The UMS
for the 3-class classifier was above 87.5%, and shockable
rhythms had a sensitivity of 93.9%. However, the distinction
between AS/ORG during CPR was difficult, 13% of AS
were incorrectly classified as ORG whereas a 10.8% of ORG
rhythms were classified as AS. These finding are in line with
those reported by Kwok et al., who on a limited set of patients
demonstrated the first 3-class rhythm classification algorithm
during CPR [20]. In scenarios without CPR artifact the dis-
tinction between AS/ORG is simple and can be addressed
using energy and heart-rate measures [33]. During chest
compressions spiky filtering residuals may be confounded as
QRS complexes during AS (Fig. 7, top panel). Conversely,
CPR artifact filtering may reduce R-peak amplitudes
in ORG rhythms producing erroneous AS classifications
(Fig. 7, bottom panel).
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Classifying shockable rhythms into VT or VF may allow
synchronized electrical cardioversion on VT, to avoid the
R on T phenomenon that may induce VF. However, the
sensitivity for VT dropped considerably in the 4-class prob-
lem, 19.7% of VT was classified as VF and 6.3% as ORG.
VT rhythms can be confounded as ORG (narrower monomor-
phic VT) or VF (more irregular Torsades de Pointes). CPR
artifacts further complicate the problem since filtering resid-
uals may resemble an irregular VF during VT (see Fig. 8).
In any case, the median UMS for the 4-class problem was
80.6%, more than 55-points higher than the 25% value
expected for a random guess.
In the 5-class problem, most of the errors were caused by
the PEA/PR distinction (presence of pulse in ORG rhythms).
Pulse assessment using only the EKG is hard, and deter-
mination of pulse during OHCA frequently relies on addi-
tional surrogate variables of perfusion like pulse oximetry
signals, invasive blood pressure measurements, or expired
CO2 [55], [59]. Fig. 9 shows two representative examples
of the difficulty of determining pulse using only the EKG.
However, our 5-class classifier had a median UMS of 71.9%
during CPR, which is only 5.8-points lower than the 5-class
OHCA rhythm classifier on artifact-free EKG proposed by
Rad et al. [15]. Furthermore, when Rad et al.used their algo-
rithms to annotate complete OHCA episodes (no data prun-
ing), the UMS during artifact-free segments was 75%, but
dropped to 52.5% in intervals during chest compressions,
even after filtering the CPR artifact [27]. Our architecture
would therefore substantially improve the accuracy of 5-class
classifiers during CPR.
VII. CONCLUSIONS
A robust methodology for OHCA rhythm classification dur-
ing CPR has been presented. The approach consists of an
adaptive CPR artifact suppression filter, followed by fea-
ture extraction based on the SWT multiresolution analy-
sis of the EKG, the features are finally fed to a random
forest to classify the cardiac rhythm. The approach was
successfully demonstrated for 2, 3, 4 and 5-class OHCA
cardiac rhythm classification, addressing the most impor-
tant clinical scenarios for rhythm assessment during CPR.
Our method improved the state-of-the-art methods in the
extensively studied 2-class shock/no-shock decision scenario,
meeting the criteria of the American Heart Association for
artifact-free EKG. To the best of our knowledge, we intro-
duced the first general framework for multi-class OHCA
rhythm classification during CPR with increasing levels of
clinical detail, and our approach substantially improved the
accuracy of 5-class OHCA cardiac rhythm classifiers during
CPR.
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Abstract
Interruptions in cardiopulmonary resuscitation (CPR)
decrease the chances of survival. However, CPR must be
interrupted for a reliable rhythm analysis because chest
compressions (CCs) induce artifacts in the ECG. This
paper introduces a double-stage shock advice algorithm
(SAA) for a reliable rhythm analysis during manual
CCs. The method used two configurations of the
recursive least-squares (RLS) filter to remove CC artifacts
from the ECG. For each filtered ECG segment over
200 shock/no-shock decision features were computed
and fed into a random forest (RF) classifier to select
the most discriminative 25 features. The proposed
SAA is an ensemble of two RF classifiers which were
trained using the 25 features derived from different filter
configurations. Then, the average value of class posterior
probabilities was used to make a final shock/no-shock
decision. The dataset was comprised of 506 shockable
and 1697 non-shockable rhythms which were labelled
by expert rhythm resuscitation reviewers in artifact-free
intervals. Shock/no-shock diagnoses obtained through
the proposed double-stage SAA were compared with
the rhythm annotations to obtain the Sensitivity (Se),
Specificity (Sp) and balanced accuracy (BAC) of the
method. The results were 93.5%, 96.5% and 95.0%,
respectively.
1. Introduction
Minimum “hands-of” intervals during cardiopulmonary
resuscitation (CPR) are required to improve the chances of
a successful defibrillation [1]. In current practice CPR is
interrupted every 2 minutes for a reliable analysis of the
heart rhythm. In fact, chest compressions (CCs) provided
during CPR induce artifacts in the ECG that impede a
reliable rhythm analysis of shock advice algorithms.
Over the last 15 years, many efforts have been
made to achieve a continuous rhythm analysis without
interruptions to CPR therapy. Different approaches
have been proposed, such as rhythm analysis during
ventilation pauses [2, 3], however the main approach has
been designing adaptive filters to suppress the artifact
and then diagnose using a SAA for artifact-free ECG [4].
Nevertheless, the accuracy of this approach is still poor.
Adaptive filters substantially reduce CC artifacts with high
SNR improvements, however filtering residuals frequently
resemble a disorganized rhythm. In these cases, SAAs may
produce a wrong shock diagnosis as the majority of the
SAAs used are designed for artifact-free ECGs. This is the
reason why current methods have a high capacity to detect
shockable rhythms, Sensitivity (Se), but a low capacity to
detect non-shockable rhythms, Specificity (Sp).
Recently, a multistage algorithm was introduced to
increase the Sp [5] (supp materials). In brief, this algorithm
uses two recursive least squares (RLS) filters and a SAA
of a commercial defibrillator in three decision stages.
Although this solution considerably improves the Sp of
previous approaches, it still does not meet American
Heart Association’s criteria for a reliable rhythm diagnosis
(Sp>95%, Se>90%) during manual CCs. Another
approach to increase the Sp was the use of machine
learning techniques to classify the ECG after using an
adaptive CPR artifact suppression filter [6].
In this paper, we propose a method for a reliable
shock advise during manual CCs, which combines the
both aforementioned approaches: a double stage RLS
filtering [5] and a SAA algorithm based on random forest
(RF) classifiers [6] which benefits from both filtering
configurations to reach a reliable shock/no-shock decision.
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2. Materials and methods
2.1. Dataset
The data were obtained from a prospective study of
out-of-hospital cardiac arrest (OHCA) patients gathered
between March 2002 and September 2004 by the
emergency services of London, Stockholm and Akershus
and coordinated by the Oslo University Hospital. The ECG
and the compression depth (CD) signals were acquired
using a modified version of Laerdal’s Heartstart 4000
defibrillator (4000SP) and were resampled to 250Hz. A
notch and a Hample filter were used to remove 50Hz noise
and spiky artifacts from the ECG, respectively. Finally, the
ECG was band limited to 0.5-40Hz. CC instants (tk) were
automatically marked in the CD signal using a negative
peak detector for depths above 1 cm, see figure 1.
The dataset used in this study contained 2203 records
obtained from 273 OHCA patients. Each record (see
figure 1) consisted of two consecutive intervals: a 15-sec
interval which includes continuous CCs, and a 5-sec
interval free of artifact. The latter interval was reviewed
by expert resuscitation rhythm reviewers to annotate the
patient’s underlying rhythm as shock/no-shock and use it
as ground truth. In total there were 506 shockable and
1697 non-shockable rhythms.
2.2. Filtering the CC Artifact
In this work, the used CC artefact suppression method
is based on a recursive least squares (RLS) filter
adapted to estimate periodic interferences [5]. The RLS
filter estimates the time-varying coefficients (ak(n) and
bk(n)) of a multiharmonic model of the artifact whose










tk−1 < nTs ≤ tk (2)
The CC artifact is iteratively estimated (ŝcc) and
subtracted from the corrupted ECG (scor), to obtain the
clean ECG (ŝecg), as shown in figure 1.
In the RLS filter there are two degrees of freedom, the
number of harmonics needed to model the artifact (N ) and
the forgetting factor (λ) which controls the coarseness of
the filter. In this paper, the corrupted ECG was filtered
for two configurations of the RLS filter (N/λ) following
the optimal configuration of the multistage algorithm
described in [5] for manual CCs. In the first stage, the
corrupted ECG was coarsely filtered (ŝecgλ1 ) using a λ
of 0.987 whereas in the second stage the ECG was finely
filtered (ŝecgλ2 ) with a λ fixed to 0.998. In both stages N
was set to 4.
2.3. Feature engineering
For each filtered ECG (ŝecgλ1 , ŝecgλ2 ), a multi-resolution
analysis is employed to extract 244 features. Only the
interval from 4 s to 12 s was used to compute features.
First 4 s were left out to avoid RLS filtering transients.
The 8-second ECG segments were decomposed by discrete
wavelet transform (DWT) into its subbands with the
Daubechies 4 wavelet and 7 levels of decomposition
generating a set of approximation coefficients a7 and seven
sets of detail coefficients d1 to d7. The ECG was then
reconstructed, s(n), by using detail coefficients d3 − d7.
Reconstructed signals corresponding to each set of detail
coefficients (d3 to d7) were also generated: s3(n) to s7(n).
Artefact filtering, rhythm analysis during chest compressions Rhythm annotation
Figure 1. Example of a 20 s episode of the database. The top panel shows the ECG of a patient with a shockable rhythm
(Sh): the first 15 s are corrupted by the CC artifact and the last 5 s are free of artifact showing the patient’s underlying
rhythm. The second pannel shows the filtered ECG and the bottom panel the CD signal with the CC instants (tk).
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For each filtered signal 244 features were computed [7–
9] based on the multi-resolution analysis. The features
were ranked by importance in each random forest (RF)
classifier using the out-of-bag error [10]. For each set the
top ranked 25 features were selected for classification.
2.4. Classification
The last step in the proposed SAA is classification. An
ensemble of two RF classifiers were combined to reach
a shock/no-shock decision, as can be shown in the last
block of figure 2. The first classifier was trained using
the selected 25 features from ŝecgλ1 whereas the second
one was trained using the selected 25 features from ŝecgλ2 .
The final shock/no-shock decision was made based on the
average value of the class posterior probabilities of two RF
classifiers. The class with the higher average value of class
posterior probabilities was chosen for shock/no-shock
decision.
Both RF classifiers had 300 decision trees. Each tree
was trained using bootstrapped replicas of the training data
and the prior probabilities of each class (shock/no-shock)
were balanced for each tree by using resampling. The cost
function was defined to penalize the wrong diagnosis of
nonshockable rhythms by a factor of 95/90 based on the
AHA recommendation.
2.5. Model assessment
A 10-fold cross-validation (CV) scheme was used to
train and test the SAA. Folds were partitioned patient-wise
ensuring that the rhythm prevalences matched to at least
85% the prevalences for shockable and nonshockable
rhythms of the whole dataset (quasi-stratified).
Test segments were diagnosed as shock/no-shock based
on the average value of class posterior probabilities (see
section 2.4). These diagnoses were compared with the
rhythm annotations to obtain the following performance
metrics: Se, Sp and Balanced Accuracy (BAC), that is, the
mean value of Se and Sp. In order to obtain the statistical
distributions of these metrics the process was repeated
100 times. The results were compared to those obtained
using the classical approach, filtering followed by a SAA
designed for artifact-free ECG [11], in a single stage and
multistage configurations.
3. Results
The mean (95% confidence interval) Se, Sp and
BAC of the proposed double-stage SAA were 93.5%
(92.9-94.0), 96.5% (96.2-96.6) and 95.0% (94.7-95.3),
respectively. The classical approach in an optimal
multistage configuration, as described in [5], yielded a Se,
Sp and BAC of: 91.7%, 93.7% and 92.7%, far below the
obtained results using our proposed double-stage SAA.
A classical single stage solution produced an Se, Sp
and BAC of 96.3%, 81.3% and 88.8%, respectively. The
results for the best single RF-classifier (λ2) were 92.8%
(92.3-93.5), 96.5% (96.2-96.7) and 94.7% (94.4-95.0),
respectively. These results meet the minimum 90% Se and
95% Sp performance goals recommended by the American
Heart Association (AHA).
Table 1 shows the selected features for ŝecgλ1 and
for ŝecgλ2 , with the following notation: feature name
(signal/wavelet coefficient). The first nine features of both
columns are described by Figuera et al [7]. Features from
10 to 15 in the left column and from 10 to 12 in the right
column were introduced by Rad et al [8]. Fuzzy Entropy
(FuzzEn), the Signal Integral parameter (SignInt), the Peak
Power Frequency (PPF), the Smoothed Nonlinear Energy
Operator (SNEO) and the Hjorth Mobility parameter are
described in [9, 12], [13], [14], [15] and [16], respectively.
The remaining features were designed for this work: the
number of QRS-like peaks (Npeak) and the Euclidean
distance between the Hjorth Mobility and the Hjorth
Mobility of the second degree (Mx2).
4. Discussion
This work introduces a double-stage SAA for a reliable
rhythm analysis during CPR inspired by two solutions
proposed in the literature to increase the Sp for rhythm
analysis during CCs [5, 6]. Our proposed SAA algorithm
consists of a double-stage RLS filtering, multiresolution
analysis for feature extraction, and two RF classifiers.
A single filtering stage followed by a commercial SAA
yielded a Se and a Sp of 96.3% and 81.3% respectively.





























Figure 2. Arquitecture of the proposed double-stage SAA.
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Feature ŝecgλ1 Feature ŝecgλ2
1 x1 (s(n)) 1 x1 (s(n))
2 x4 (s(n)) 2 x4 (s(n))
3 SamEn (d3) 3 SamEn (d3)
4 SamEn (s3(n)) 4 SamEn (s3(n))
5 SamEn (s4(n)) 5 SamEn (s4(n))
6 vfleak(s(n)) 6 vfleak(s(n))
7 count2 (s(n)) 7 count2 (s(n))
8 count3 (s(n)) 8 x3 (s(n))
9 bCP (s(n)) 9 bCP (s(n))
10 IQR (ḋ(5)) 10 First Quartile(d5)
11 IQR (d7) 11 Positive Area(s(n))
12 IQR (ḋ7) 12 Negative Area(s(n)
13 IQR (d̈5) 13 Mean(ḋ4)
14 Var (d5) 14 Mx(d6)
15 µ2(d7) 15 PPF(s(n))
16 FuzzEn(s(n)) 16 FuzzEn(s(n))
17 FuzzEn(s3(n)) 17 FuzzEn(s3(n))
18 Mx2(ŝecgλ1 ) 18 FuzzEn(s4(n))
19 SNEO(s(n)) 19 SNEO(s(n))
20 SignInt(d7) 20 SignInt(d7)
21 SignInt(d5) 21 Mean(s(n))
22 Std(ḋ3) 22 Std(ḋ3)
23 Mean(d3) 23 Mean(d3)
24 Mean(ḋ3) 24 Mean(ḋ3)
25 Npeak(s(n)) 25 Npeak(s(n))
Table 1. The 25 features selected by the two RF classifiers.
the Sp was increased in 15.2 points although the Se was
reduced in 3.5 points. This significant increase in Sp
allowed the AHA requirements to be met with an overall
BAC of 94.7%. The results were further increased with the
addition of the double stage filtering, obtaining a BAC of
95.0%.
In conclusion, this study confirms that ad-hoc decision
algorithms for the filtered ECGs provide a reliable rhythm
analysis during CPR and that the results would be further
improved if the SAA combined the information derived
from differently filtered ECG signals.
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A Robust Machine Learning Architecture for
a Reliable ECG Rhythm Analysis during CPR
Iraia Isasi1, Unai Irusta1, Andoni Elola1, Elisabete Aramendi1, Trygve Eftestøl2,
Jo Kramer-Johansen3 and Lars Wik3
Abstract— Chest compressions delivered during
cardiopulmonary resuscitation (CPR) induce artifacts in
the ECG that may make the shock advice algorithms
(SAA) of defibrillators inaccurate. There is evidence that
methods consisting of adaptive filters that remove the CPR
artifact followed by machine learning (ML) based algorithms
are able to make reliable shock/no-shock decisions during
compressions. However, there is room for improvement in the
performance of these methods. The objective was to design a
robust ML framework for a reliable shock/no-shock decision
during CPR. The study dataset contained 596 shockable
and 1697 nonshockable ECG segments obtained from 273
cases of out-of-hospital cardiac arrest. Shock/no-shock labels
were adjudicated by expert reviewers using ECG intervals
without artifacts. First, CPR artifacts were removed from
the ECG using a Least Mean Squares (LMS) filter. Then,
38 shock/no-shock decision features based on the Stationary
Wavelet Transform (SWT) were extracted from the filtered
ECG. A wapper-based feature selection method was applied
to select the 6 best features for classification. Finally, 4
state-of-the-art ML classifiers were tested to make the
shock/no-shock decision. These diagnoses were compared
with the rhythm annotations to compute the Sensitivity (Se)
and Specificity (Sp). All classifiers achieved an Se above
94.5%, Sp above 95.5% and an accuracy around 96.0%.
They all exceeded the 90% Se and 95% Sp minimum values
recommended by the American Heart Association.
I. INTRODUCTION
High quality cardiopulmonary resuscitation (CPR) and
early defibrillation are the most important survival factors
in out-of-hospital cardiac arrest [1]. The mechanical activity
of chest compressions during CPR introduces artifacts into
the ECG. Therefore, current automated external defibrillators
require chest compressions to cease to perform a reliable
ECG analysis and make a shock/no-shock decision [2]. The
lack of myocardial and cerebral blood flow during these
“hands-off” periods significantly compromise the survival of
the patient [3]. If a reliable ECG rhythm diagnosis could be
achieved during compressions, CPR would only be stopped
This work was supported by: The Spanish Ministerio de Economı́a y
Competitividad, TEC2015-64678-R, jointly with the Fondo Europeo de
Desarrollo Regional (FEDER), UPV/EHU via GIU17/031 and the Basque
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UPV/EHU, Ingeniero Torres Quevedo Plaza, 1, 48013, Bilbao, Spain
(e-mail: iraia.isasi@ehu.eus).
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3J. Kramer-Johansen and L. Wik are with the Norwegian National
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when a shock is advised, avoiding “hands-off” intervals
almost completely.
Filtering the CPR artifact has been the major approach
to rhythm analysis during CPR [2]. The time-varying
characteristics of the chest compression artifact mandate
the use of adaptive filters. Recently solutions based on
Least Mean Squares (LMS) [4], [5] and Recursive Least
Squares (RLS) filters [6], [7] have been proposed. Once
the adaptive filters are applied, shock advice algorithms
(SAA) of commercial defibrillators have been widely used
for the shock/no-shock decision [2]. However, adaptive
filters combined with SAAs do not meet American Heart
Association’s (AHA) accuracy requirements. Commercial
SAAs were originally designed to analyze artifact-free ECGs,
so filtering residuals are therefore a confounding factor [2]. A
recent popular approach is to design machine learning (ML)
algorithms after the adaptive filtering stage. ML algorithms
learn the characteristics of the filtered ECG, including those
of the filtering residuals. These methods have met AHA
requirements both for manual [5], [8] and mechanical [6]
CPR.
This study proposes a robust ML framework for
a reliable shock/no-shock decision during CPR. This
framework consists of a high-resolution feature extraction
method based on the Stationary Wavelet Transform
(SWT), a wrapper-based feature selection algorithm and a
shock/no-shock decision classifier. For the shock/no-shock
decision 4 state-of-the-art ML were tested: Artificial Neural
Network (ANN), Support Vector Machine (SVM), Kernel
Logistic Regression (KLR) and Boosting of Decision Trees
(BDT). The paper is organized as follows: the dataset is
described in Section II; Section III explains the adaptive
CPR artifact filter and the feature extraction process; the
architecture of the model and the ML classifiers are explained
in Section IV and V. Finally, the results and the conclusions
are presented in Sections VI and VII, respectively.
II. STUDY DATASET
The data were obtained by the emergency services of
London, Stockholm and Akershus (Norway) between March
2002 and September 2004 using a modified version of
Laerdal’s Heartstart 4000 defibrillator. The recorded ECG
and the compression depth (CD) signals were exported to
Matlab and resampled to 250Hz. A notch and a Hampel filter
were used to remove powerline interference and the spiky
artifacts, respectively. Finally, chest compression instants
978-1-5386-1311-5/19/$31.00 ©2019 IEEE 1903
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(tk), were automatically marked in the CD signal using a
negative peak detector for depths exceeding 1 cm.
The dataset contained 2203 segments from 273
out-of-hospital cardiac arrest patients. The first 15 s
included continuous chest compressions and the last 5 s
were free of artifacts and were used by expert reviewers to
asses the underlying rhythm. The dataset is comprised of
506 shockable and 1697 non-shockable rhythms.
III. FEATURE ENGINEERING
A. CPR artifact filtering
CPR artifacts were suppressed using a state-of-the-art
method based on a LMS filter. In this method, the CPR
artifact, scpr, is modeled as a quasiperiodic interference with
a time-varying fundamental frequency, f0(n), which is the
instantaneous frequency of the compressions [4]. A CPR
artifact composed of N harmonics can therefore be expressed









tk−1 ≤ nTs < tk (2)
where A(n) is an amplitude envelope which differentiates
intervals with (A = 1) and without compressions (A = 0).
The in-phase, a`(n), and quadrature, b`(n), components
that model the artifact are adaptively estimated to minimize
the mean square error between the corrupted ECG, scor, and
the estimated artifact, ŝcpr, at the frequency of the harmonics
using the LMS algorithm. For further details consult [4].
The parameters governing the LMS filter are the number of
harmonics, N , and the step size, µ. The first one determines
the order of the filter which is 2N since there are a cuadrature
and in-phase coefficient per harmonic, whereas the second
one controls the coarseness of the filter.
B. Feature extraction
Features were extracted from the SWT [9] decomposition
of the filtered ECG, ŝecg, as we recently introduced for
mechanical CPR [6]. A signal interval of 8 s of the filtered
ECG, as highlighted in Fig. 1, was used for feature
extraction.
The 8-s ECG segments were decomposed into subbands
with the Daubechies 2 wavelet and 8 levels of decomposition.
At each level the SWT can be implemented by a pair of
quadrature mirror lowpass/highpass filters, g(n)/h(n), which
decompose the signal into the lower and upper halves of
the subband. The decomposition process of the filtered ECG
segment in j = 1, . . . , J leves can be therefore obtained by
the following equations:
a0(n) = ŝecg(n) (3)
aj+1(n) = gj(n) ∗ aj(n) (4)
dj+1(n) = hj(n) ∗ aj(n) (5)
where aj and dj are approximation and detail coefficients of
level j and gj+1/hj+1 are the up-sampled versions of hj/gj
achieved using a zero-padding interpolation (with factor 2).
The decomposition was performed into J = 8 subbands
generating nine sets of coefficients, a8 and d8 to d1.
For feature extraction only detail coefficients of levels 3-8
(d3-d8) were used, the remaining d1, d2 and a8 were
set to 0. Then, a soft denoising was performed in the
d3 − d8 coefficients using the universal tresholding rule
proposed by Donoho and Johnstone [10] rescaled by the
standard deviation of the noise (estimated from d1). Finally,
the Inverse Stationary Wavelet Transform (ISWT) was
applied to reconstruct the denoised ECG signal, ŝden, in the
0.5Hz-31.25Hz subband.
Thirty eight SWT features were extracted in this study
based on ŝden and the denoised detail coefficients, d3 −
d8. These features include time domain, frequency domain
and signal complexity characterizations of the ECG [11],
Fig. 1. Two examples of 20 s ECG segments corresponding to a patient with a shockable rhythm (example a) and with a non-shockable rhythm (example
b).The first panels show the ECG recorded by the device (the corrupted ECG, scor) whereas the second panels show the ECG after filtering the CPR
artifact, ŝecg. The first 15 s of the panel a) and the last 15 s of the panel b) are corrupted by the CPR artifact. The last 5 s of the panel a) and the first 5 s
of the panel b) are free of artifact showing the underlying rhythm of the patient. Filtering, (second panels in both examples) reveals the underlying rhythm
of the patient. Finally, the third panels show the CD signal, and the compression instants (tk) are highlighted using vertical red lines.
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[12] and are based on the literature on VF detection. The
nomenclature of the features used in section VI follows that
of [6].
IV. DESIGN AND EVALUATION OF THE SOLUTION
A nested cross-validation (CV) architecture was used
for feature selection, main classifier hyperparameter
optimization and the evaluation of the model [6], [11]. This
architecture involves the use of an inner loop (5-fold CV) for
feature selection, and an outer loop (10-fold CV) for the main
classifier’s optimization and the evaluation of the model.
Both inner and outer folds were partitioned patient-wise in
a quasi-stratified way, by ensuring that the shock/no-shock
case prevalences matched to at least 85% those of the whole
dataset. Finally, the performance of the method was evaluated
comparing the shock/no-shock diagnoses obtained by the
main classifier in the outer test set with ground truth labels.
The performance metrics were: Sensitivity (Se), Specificity
(Sp), Balanced Accuracy (BAC) and the overall accuracy
(Acc). The process was repeated 20 times to statistically
characterize these metrics.
A. Optimization of the main classifier and feature selection
The optimization of the hyperparameters of the main
classifier was performed in the outer loop doing a grid search
and taking BAC as objective function. Two hyperparameters
were optimized for each classifier and the optimal pair
of hyperparameters selected for the final model (Table II)
was the one that achieved the best averaged BAC in the
20 repetitions of the external loop. The results reported in
Table I are therefore obtained by training each classifier with
that configuration. The cost function of each classifier was
weighted to compensate the class imbalance and features
were standardized to zero mean and unit variance using the
data in the training set.
B. Feature selection strategy
The features used in the main classifier were selected
in the inner loop using a wrapper-based approach. In this
approach a linear discriminant analysis (LDA) classifier and
a PTA(4,3) (plus 4, take away 3) [11], [13] search strategy
were used to select the 6 features that maximized the BAC
in the 5-fold CV loop.
V. CLASSIFIER MODELS
1) Artificial Neural Network (ANN): A feedfordward
ANN was used for the shock/no-shock classification. This
network was composed of 6 input neurons (one per selected
feature) and 2 output neurons for the two-class classification
task. The hyperbolic tangent activation function was used
for the neurons. The number of hidden layers was fixed to
2 whereas the number of hidden neurons per layer, which
was the same in both layers, was determined in the outer
loop Nh = 10, 15, 20, 25...60. The number of epochs needed
to train the network was also optimized using the 10-fold
CV loop and the tested values were Ep = 20, 30, 40...100.
Finally, the strategy used to train the ANN was resilient
backpropagation and the learning rate used to train the net
was fixed to 0.01.
2) Support Vector Machine (SVM): Given a set of
instance-label pairs, {(x1, y1), ..., (xN , yN )} ∈ R6 × {±1},
where yi = 1 for shockable and yi = −1 for nonshockable





(1− yif(xi))+ + λ‖f‖2Hk (6)
with f = b + h, h ∈ Hk, b ∈ R. Here the subscript “+”
indicates the positive part, λ is the regularization term and
Hk is the Kernel Hilbert Spaces (RKHS) generated by the





Here αi are the Lagrange multipliers which are non-zero
only for the support vectors xi and b is the intercept term.
Once αi and b are optimized, the classification rule of the
SVM classifier is given by sign[f(x)].
A Gaussian kernel was used to find an optimal separating






The two hyperparameters were the kernel width, γ, and
the soft margin, C =
1
λN
. The soft margin is a trade-off
between maximizing the margin and minimizing errors in
the training data.
The values of C and γ were determined in the outer loop
doing a 25×25 logarithmic grid search in the ranges 10−1 ≤
C ≤ 102 and 10−3 ≤ γ ≤ 10, respectively.
3) Kernel Logistic Regression (KLR): The minimization
problem of the KLR is obtained by replacing (1 − yf)+
in equation 6 with ln(1 + e−yf ) [14]. The fitted decision
function and classification rule are those of the SVM. KLR
gives an estimate of the probability (logistic function):
p(x) = 1/(1 + e−f(x)) (9)
A Gaussian kernel was used for the feature space
conversion, with the kernel with (γ) and regularization
parameter (λ) as hyperparameters. The ranges used for the
logarithmic grid search were: 10−3 ≤ γ ≤ 10 and 10−8 ≤
λ ≤ 10 12 .
4) Boosting of decision trees (BDT): Boosting consists
in sequentially training several hm(x) weak classifiers, each
trying to correct its predecessor, hm-1(x). So hm(x) focuses
on those samples misclassified by hm−1(x). We used the
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Here dm(i) is the weight of observation i at iteration m
and I is the indicator function. AdaBoostM1 increases the
weights of the misclassfied instances of hm(x) by:







After training the prediction for new data is given by a







The weights, αm, of the weak hypotheses are obtained in
each iteration by the following equation:




We used decision trees as weak learners. The number of
features per split and the minimum leaf size of each tree were
fixed to 2 and 10, respectively. The learning rate, λb, of the
boosting algorithm and the number of boosting iterations,
M , were the hyperparameters optimized in the outer loop:
10−3 ≤ λb ≤ 1 and M = 200, 400, 600, 800.
VI. RESULTS
Fig. 2 shows the mean values of the BAC obtained in
the 20 random repetitions of the nested CV procedure for
the tested classifiers and different configurations of the LMS
filter. The best performance is obtained for N = 12 and
µ = 8 · 10−3 in all the classifiers, although a wide range
of configurations show a BAC above 95%. Table I shows
the mean (SD) of the performance metrics for the optimal
configuration (N = 12 and µ = 8 · 10−3). All the classifiers
obtained performances in compliance with AHA (Se >
90%, Sp > 95%). Furthermore, the results obtained for all
the classifiers are quite similar, with an accuracy close to
96% and fairly balanced Se and Sp values. This similarity
confirms the robustness of the SWT-based features and the
feature selection method applied in this work. The optimal
pairs of hyperparameters obtained for each classifier are
shown in Table II.
Fig. 3 shows the 15 features with higher probabilities of
being selected, estimated as the proportion of folds in which
they were selected in the inner FS loops. Sample entropy
of the detail coefficient d3 (SampEn, d3) and Npeak (the
number of peaks in the 8 s interval) were selected in all the
200 inner feature selection loops. The next best parameters
were VFleak and IQR, d7 with selection probabilities of
97% and 81.5% respectively. Interestingly, these results
Fig. 2. The mean values of BAC obtained in the 20 repetitions of the nested CV procedure in terms of the adjustable parameters of the LMS filter: the
number of harmonics of the CPR model, N , and the step size, µ.
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TABLE I
PERFORMANCE METRICS FOR DIFFERENT ML CLASSIFIERS
Performance metrics
Classifier Se (%) Sp (%) BAC (%) Acc (%)
ANN 96.2 (0.5) 95.9 (0.3) 96.1 (0.3) 96.0 (0.2)
SVM 96.7 (0.2) 95.6 (0.2) 96.1 (0.2) 95.9 (0.1)
KLR 96.4 (0.3) 95.8 (0.2) 96.1 (0.2) 96.0 (0.2)
BDT 94.6 (0.5) 96.5 (0.2) 95.6 (0.3) 96.1 (0.2)
TABLE II
THE OPTIMAL PAIRS OF HYPERPARAMETERS
Classifier Hyper. Opt. Val.
ANN Nh/Ep 35/80
SVM γ/C 6.8 · 10−2/1.0
KLR γ/λ 4.6/4.4 · 10−5
BDT λb/M 0.01/600
are consistent with our findings for mechanical CPR [6].
Although CPR artifacts are very different in mechanical
and manual CPR [16], the features derived from the SWT
decomposition seem to be very robust/independent of the
filtering residuals and capture the distinctive characteristics
































































Fig. 3. Selection probability for the 15 most selected features in the 200
inner loops.
VII. CONCLUSIONS
This study introduces a robust ML architecture for
a reliable rhythm analysis during manual CPR. All
classifiers tested within this architecture obtained very
similar performances with a BAC and an Acc close to 96%.
Our method improves the BAC and the Acc of the best
known solution to date [8] by 1.3 and 0.5 points, respectively.
That solution consisted of a RLS filter followed by a Random
Forest (RF) classifier and the results are directly comparable
since the algorithm was applied on this same database [8].
The improvement in performance is mainly due to two
factors. Firstly, the SWT provides higher resolution features
than the DWT used in [8] due to the shift-invariance property.
Secondly, the wrapper-based approach selects the set of
6 features that maximize the most significant performance
metric (BAC), whereas the feature selection used in [8]
(based on the feature importance ranking of a RF-classifier)
independently evaluates each variable using the out-of-bag
error of a RF classifier.
In conclusion, the ML strategy proposed in this study
may open the possibility of a reliable shock/no-shock
decision without interrupting CPR therapy. Minimizing CPR
interruptions reduces no flow periods, and may contribute to
increase OHCA survival.
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Abstract: Chest compressions during cardiopulmonary resuscitation (CPR) induce artifacts in the
ECG that may provoque inaccurate rhythm classification by the algorithm of the defibrillator.
The objective of this study was to design an algorithm to produce reliable shock/no-shock decisions
during CPR using convolutional neural networks (CNN). A total of 3319 ECG segments of 9 s
extracted during chest compressions were used, whereof 586 were shockable and 2733 nonshockable.
Chest compression artifacts were removed using a Recursive Least Squares (RLS) filter, and the
filtered ECG was fed to a CNN classifier with three convolutional blocks and two fully connected
layers for the shock/no-shock classification. A 5-fold cross validation architecture was adopted
to train/test the algorithm, and the proccess was repeated 100 times to statistically characterize
the performance. The proposed architecture was compared to the most accurate algorithms that
include handcrafted ECG features and a random forest classifier (baseline model). The median
(90% confidence interval) sensitivity, specificity, accuracy and balanced accuracy of the method
were 95.8% (94.6–96.8), 96.1% (95.8–96.5), 96.1% (95.7–96.4) and 96.0% (95.5–96.5), respectively.
The proposed algorithm outperformed the baseline model by 0.6-points in accuracy. This new
approach shows the potential of deep learning methods to provide reliable diagnosis of the cardiac
rhythm without interrupting chest compression therapy.
Keywords: out-of-hospital cardiac arrest (OHCA); cardiopulmonary resuscitation (CPR);
electrocardiogram (ECG); adaptive filter; deep learning; machine learning; convolutional neural
network (CNN); random forest (RF) classifier
1. Introduction
Out of hospital cardiac arrest (OHCA) is one of the leading causes of death worldwide [1,2].
The two key life saving therapies are defibrillation (electric shock) when the cardiac rhythm
is ventricular fibrillation (VF) or tachycardia (VT), and cardiopulmonary resuscitation (CPR) [3].
The defibrillator monitors the electrocardiogram (ECG), and includes a shock/no-shock algorithm
that analyzes the patient’s ECG to detect VF/VT [4]. The American Heart Association (AHA) has
established the minimum accuracy requirements for these algorithms [5]. Shockable rhythms should
be detected with a minimum sensitivity (Se) of 90% to properly identify defibrillation treatment
conditions. The specificity (Sp) for detection of nonshockable rhythms must be above 95% to avoid
unnecessary shocks that may damage the myocardium or deteriorate the quality of CPR.
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The mechanical activity of chest compressions during CPR induces artifacts in the ECG that
impede a reliable shock/no-shock decision by the defibrillator [6]. Therefore, defibrillators prompt
the rescuers to stop chest compressions for rhythm analysis every 2 minutes [7,8]. These hands off
(or no flow) intervals lead to intermittent periods with no cerebral and myocardial blood flow that
deteriorate the patient’s condition, and compromise survival [7,9–11]. Consequently, many biomedical
engineering solutions have been proposed over the years to allow an AHA compliant shock/no-shock
decision during CPR [12], but none of these solutions have yet a sufficient positive predictivity to be
implemented in commercial defibrillators. These methods are based on adaptive filters to remove CPR
artifacts. Adaptive filters are needed to address the time and frequency variability of the artifact and
its spectral overlap with OHCA rhythms [13]. These filters use signals recorded by the defibrillator
like compression depth (CD) or thoracic impedance (TI) to model the artifact [14,15]. Several adaptive
approaches have been demonstrated including Wiener filters [16], Matching Pursuit Algorithms [17],
Recursive Least Squares (RLS) [18], Least Mean Squares (LMS) [19], or Kalman filters [20,21]. Once the
artifact is removed the ECG is analyzed using the shock/no-shock algorithms in defibrillators,
or ad-hoc algorithms specially designed to analyze the filtered ECG [17,19,22]. The latter have shown
the highest Se/Sp values by exploiting recent advances in ECG feature extraction and classical machine
learning algorithms. ECG features are customarily computed in time, frequency or time-frequency
domains [23–26]. These features have been efficiently combined using classical machine learning
classification algorithms like support vector machines (SVM) or random forests (RF) [22,25,26].
Recently, deep learning approaches have proven to be superior to classical machine learning
algorithms in many biomedical signal applications [27,28], including arrhythmia classification based
on the ECG waveform [29–33]. Deep learning algorithms using convolutional neural networks (CNN)
are end-to-end solutions in which the algorithm learns efficient internal representations of the data
(features) and combines them to solve the classification task [34,35]. Deep learning algorithms have
already been shown to outperform classical machine learning algorithms in some OHCA applications,
such as detection of VF in artifact free ECG [30,36], or the detection of pulse [37]. However, deep
learning has not been applied to design algorithms that give accurate shock/no-shock decisions
during CPR.
The objective of this study was to design the first deep learning solution to discriminate shockable
from nonshockable rhythms during CPR. The method comprises two stages, an adaptive RLS filter
to remove CPR artifacts from the ECG followed by a CNN to classify the filtered ECG. The paper is
organized as follows: the study dataset is detailed in Section 2, Section 3 describes the methodology
including the CNN architecture and the evaluation procedure. The results are presented in Section 4,
discussed in Section 5 and the main conclusions are presented in Section 6.
2. Materials
Data were extracted from a large prospective clinical trial designed to measure CPR quality
during OHCA [38]. The study was conducted between March 2002 and September 2004 by the
emergency services of London, Stockholm and Akershus (Norway). CPR was performed using
prototype defibrillators based on HeartStart 4000 (Philips Medical Systems, Andover, MA, USA)
together with a sternal CPR assist pad fitted with an accelerometer (ADXL202e, AnalogDevice,
Norwood, Mass). The raw data for this study consisted of the ECG and TI signals acquired through
the defibrillation pads and the CD signal derived from accelerometer data [16]. Defibrillator data was
anonymized and converted to Matlab (MathWorks Inc, Natick, MA, USA) using a sampling rate of
250 Hz. The ECG had an amplitude resolution of 1.031 µV per least significant bit. A notch filter and
a Hampel filter were used to remove powerline interferences and spiky artifacts from the ECG [37].
Finally, chest compressions instants (tk) were automatically marked using a negative peak detector
with a 1 cm threshold on the CD signal (see Figure 1, peak detection Th) [15].
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Figure 1. A 70 s interval from an OHCA episode showing the ECG, CD and TI signals. Activity shows
CPR followed by a pause for rhythm analysis, the delivery of a defibrillation shock (Dfb) and immediate
resumption of CPR. The interval highlighted in grey corresponds to a 15.5 s segment in the dataset.
During the first 12.5 s of the segment chest compressions were delivered (see activity in TI and CD),
and in the last 3 s there were no compressions and the ground truth rhythm (VF) for the whole segment
could be annotated.
The rhythms in the OHCA episodes were originally annotated by two experienced resuscitation
researchers/practitioners, a biomedical engineer and an anesthesiologist [38]. For the purpose of this
study the rhythm annotations were grouped into shockable and nonshockable. Shockable rhythms
comprised lethal ventricular arrhythmia, predominantly VF but also pulseless VT. Non-shockable
rhythms included asystole (AS), the absence of electrical activity, and organized rhythms (ORG),
or rhythms with visible QRS complexes. The OHCA episodes had median (interquartile range,
IQR) durations of 26 min (17–33). From these episodes 15.5 s segments were automatically extracted
following these criteria: unique rhythm type in the segment and an interval of 12.5 s with ongoing
compressions followed or preceded by a 3 s interval without compressions. The 12.5 s interval with
ongoing compressions was used to develop the shock/no-shock decision algorithm, and the 3 s
segment was used to confirm the original rhythm annotation in an artifact free ECG. All the data
were visually revised (double blind process by authors UI and TE) to ensure compliance with the
extraction criteria and the correctness of the rhyhm annotations. The annotated dataset contained
3319 segments from 272 OHCA patients, whereof 586 were shockable and 2733 (1192 AS and 1541
ORG) were nonshockable.
3. Methods
The shock/no-shock decision algorithms proposed in this study are composed of two stages.
First, an adaptive RLS filter was used to remove chest compression artifacts from the ECG. Then
shock/no-shock decision algorithms were designed to classify the filtered ECG using CNNs. In what
follows t = n · Ts, where Ts = 4 ms is the sampling period ( fs = 250 Hz), and n is the sample index.
3.1. CPR Artifact Suppressing Filter
CPR artifacts were suppressed using a state-of-the-art method [26,39] based on a RLS filter
designed to remove periodic interferences [40]. The CPR artifact is modeled as a quasi-periodic
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interference using a Fourier series truncated to N terms (harmonics). The fundamental frequency of
the artifact is that of the chest compressions [19], which is assumed constant during a chest compression,
but variable from compression to compression. This means that for an interval between two successive




tk−1 ≤ nTs < tk (1)






a`(n) cos(`2π f0(n)Tsn) + b`(n) sin(`2π f0(n)Tsn)
)
(2)
where A(n) is an amplitude envelope which differentiates intervals with (A = 1) and without
compressions (A = 0), N is the number of harmonics in the Fourier series and f0(n) is the instantaneous
chest compression frequency.
window 1 window 2 window 3
Figure 2. A 15.5 s segment from the study dataset corresponding to a patient in an organized rhythm
is shown. In the initial 3 s interval without compressions three QRS complexes are visible, and the
nonshockable rhythm annotation was confirmed. The following 12.5 s are corrupted by CPR artifacts
(top panel) that conceal the underlying rhythm. The output of the adaptive filter, ŝecg(n), reveals the
underlying rhythm during chest compressions. CPR activity and the chest compression instants (tk)
can be observed in the CD signal (bottom).
The RLS filter adaptively estimates the time-varying Fourier coefficients, a`(n) and b`(n), of the
CPR artifact, ŝcpr(n), by minimizing in each iteration the error between the corrupted ECG, scor(n),
and the estimated underlying ECG, ŝecg(n), only around the spectral components of the CPR artifact,
that is f0(n) and its harmonics. The underlying ECG is estimated assuming an additive noise model,
so ŝecg(n) = scor(n)− ŝcpr(n). A detailed description of the RLS filter equations is available in [39],
and the values recommended there to suppress CPR artifacts were used in this study, that is, N = 4
and a forgetting factor of λ = 0.999 [39].
The shock/no-shock algorithms trained and evaluated in this study comprise algorithms based
on CNNs (core methods of the paper), and a state of the art algorithm based on classical machine
learning techniques used as a baseline model for comparison. In both cases, the algorithms were
designed to analyze the filtered ECG in the interval from 3–12 s during compressions (see analysis
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interval in Figure 2). That is, the algorithms use 9 s of the filtered ECG for a decision, excluding the
initial 3 s to avoid RLS filtering transients [39]. The analysis interval was further divided into three
non-overlapping analysis windows of 3 s (see Figure 2) and the shock/no-shock decision was obtained
as the majority vote. The combination of consecutive analysis windows is a typical design practice
in shock/no-shock decision algorithms for defibrillators [41,42], because it increases the reliability of
the diagnosis by avoiding the effects of transient lower quality signal intervals, rhythm changes or
filtering miss-adjustments.
Algorithm Based on CNNs
Figure 3 shows the architecture of the shock/no-shock decision algorithms based on CNNs. First
the 3 s window of the filtered ECG is downsampled to 125 Hz, resulting in a 1-D signal of N = 375
samples, ŝecg(n). Then the CNN is composed of three convolutional blocks to extract the high level
descriptors of the ECG, and two fully connected layers for classification. The b-th convolutional block
consists of a convolutional layer with Jb filters of width Ib, followed by a batch normalization layer,
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Figure 3. Architecture of the CNN-based shock/no-shock algorithm. It comprises two main stages:
a CNN composed of three identical blocks and a classification stage based on two fully connected and
a softmax layer.
3.2. Shock/No-Shock Decision Algorithms
Let us denote by sb−1(n, m) the output of block b− 1 (input to block b), where n is the time index
and m the filter index. In the first block the input is s0(n, 1) = ŝecg(n). The output of the Conv-1D
layer at block b can be expressed as









ωm`,i sb−1(n + i− 1, `)
)
(3)
where ωm`,i are the network weights (convolutional coefficients), and f (x) = max(x, 0) is the ReLU
activation function that makes the network non-linear. The max-pooling layer selects the largest
sample in blocks of K samples along the time index n to give the output of block b:
sb(n, m) = max{cb(k, m)}k=(n−1)·K,··· ,n·K (4)
Padding was applied before the convolutional and the max-pooling layers, so the only reduction of
the dimensionality occurs at the max-pooling layers (K = 3). This means that the dimensions of the
outputs at blocks b = 1, 2, 3 where (125, J1), (41, J2) and (13, J3), respectively and that the number of
learnable parameters (ω, b) at block b where Jb × Ib + Jb.
The dropout layer at the end of each block has a regularization effect, and is used only during
training to avoid overfitting. It temporarily deactivates a randomdly selected proportion of the
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network’s tunable parameters, and has been shown to improve performance by providing noisy inputs
to the fully connected layers that help avoid overfitting [43].
The classification stage takes as input the flattened 13 × J3 features and feeds them into
two fully-connected layers. The first one is composed by 10 hidden units whereas the second one uses
2 neurons for the 2-class classification task. In the second fully-connected layer a softmax function
is used to convert the output of the last two neurons into two values in the [0,1] range that can be
interpreted as the likelihood that the 3 s window is shockable (pSh) or nonshockable (pNSh).
The weights and biases of every layer were optimized using stochastic gradient descent with
a momentum of 0.8. The initial learning rate was fixed to 0.02 and it was reduced by a factor of 0.8 at
every epoch. The training data were fed into the CNN in batches of 256, and 20 epochs were used to
train the networks [44]. During training data was augmented by splitting each 9 s training segment into
overlapping 3 s windows with a linearly spaced start between 0 s and 6 s of the segment. To address
class imbalance the augmented number of windows per segment during training was fixed to 100 for
shockable and 40 for nonshockable rhythms, respectively. The binary cross entropy was used as loss
function during network optimization (training):
L = ∑
i
yi ln(pShi ) + (1− yi) ln(1− pShi ) (5)
where yi = {0 : NSh, 1 : Sh} corresponds to the rhythm label of 3 s training window i.
Classical Machine Learning Shock/no-Shock Decision Algorithm for Baseline Comparison
The baseline machine learning shock/no-shock algorithm is a state of the art solution described
in [25]. In short, the algorithm is based on multiresolution ECG analysis using the Stationary Wavelet
Transform (SWT) for feature extraction, followed by a random forest (RF) classifier. The SWT
decomposes the 3 s window into 7 sub-bands, and the denoised ECG is reconstructed using detail
coefficients d3 to d7, i.e. an analysis band of 0.98–31.25 Hz. The daubechies mother wavelet was
used for the analysis as recommended in [26]. The selection of the mother wavelet was not a critical
for this problem as shown in [26]. The denoised ECG, sden(n), and the detail coefficients d3-d7 were
used to obtain twenty five ECG features, selected using recursive feature elimination from a set of
over 200 features (consult [25] for the details). The most relevant features were classical VF detection
features like VFleak or x4 [22,45] computed from sden, and a rich set of features obtained from the detail
coefficients {di}i=3,··· ,7, such as: sample entropy (SampEn(di)), the mean and standard deviation of
the absolute value of the signal (|di|, σ(|di|)) and its slope (|∆di|, σ(|∆di|)), and the Hjorth mobility
(Hmb(di)) and complexity (Hmc(di)) indices [46]. A detailed description of the algorithm is found
in [25], with a detailed bibliography for the computation of the features.
The parameters of the RF classifier were fixed to those recommended in [25], that is B = 500 trees,
5 predictors per split (standard in RF), and the minimum observations per leaf to 3 (to avoid growing
excessively deep or overfit trees). To avoid class imbalance uniform priors were assigned and a cost
function was introduced to penalize false shock classifications with a factor of 2.5 (similar to the
shock/no-shock augmentation factor used in the CNN).
3.3. Evaluation
All the classification algorithms were trained/tested using 5-fold cross validation (CV). Folds
were partitioned patient-wise to avoid training/test data leakage, and in a quasi-stratified way by
ensuring that the shock/no-shock prevalences in all folds were at least 80% those of the whole dataset.
The performance of the method was evaluated using the standard metrics for binary classification
problems, taking the shockable class as positive and the nonshockable class as negative. For a 2× 2
confusion matrix with true positives (TP), true negatives (TN), false positives (FP) and false negatives
FN) the performance metrics were





















(Se + Sp) (8)
The Balanced Accuracy (BAC) was used as target performance metric to ensure both shockable
and nonshockable rhythms were accurately identified (as recommended by the AHA) despite the large
class imbalance in the data.
4. Results
4.1. Parameters of the CNN Architecture
The effect of changing the main parameters of the CNN architecture was first studied taking the
BAC as target performance metric (see Figure 4). Three parameters were studied: the number of blocks
(B), the size of the filters (I), and the number of filters (L = (J1, ...JB)). Four filter configurations were
studied with decreasing number of filters (from dense to sparse): L4 = (40, 30, 20, 10), L3 = (32, 24, 16,
8), L2 = (24, 18, 12, 6) and L1 = (16, 12, 8, 4). The numbers in parentheses indicate the amount of filters
from block 1 to block 4, so for arquitectures with 3 blocks and 2 blocks and L2 the number of filters
would be (24,18,12) and (24,12), respectively.
The results of the analysis are shown in Figure 4, with the median BAC computed over the
5-fold CV partitions. The best classification results were obtained for 3 blocks. Adding a fourth block
increases the complexity (number of trainable parameters) and slightly decreases the performance.
Using only 2 blocks resulted in a large decrease in performance (over 1-point in BAC), or an overly
simplistic model. The best results for a CNN with 3 blocks were obtained with a filter width of I = 16,














Figure 4. Performance of the CNN architecture for the configurable parameters of the network: the
number of blocks (B), the filter size (I), and the filter configuration (L). The left panel shows the effect
of the filter size for networks with L4 = (32, 24, 16, 8) filters. The right panel shows the effect of the
filter configurations from dense (L4) to sparse (L1) for I = 16.
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4.2. Comparison with the Baseline Machine Learning Model
The shock/no-shock decision algorithms using CNNs and the classical machine learning model
were compared. Table 1 shows the results for all the performance metrics. The accuracies were
compared using McNemar’s test in all 5-fold CV partitions, and the results were considered significant
at the 95% level. The CNN model was significantly more accurate (median p < 0.05) than the baseline
model. As shown in Table 1, the CNN model designed for 9 s improves the best baseline models
in 0.6-points in BAC and Acc, and in both cases the algorithms presented balanced Se/Sp values
because they were trained to avoid class imbalance. The predictivity is higher for the CNN solution,
but the differences are only large for shockable rhythms (PPV) because shockable rhythms have
a much lower prevalence in the dataset (1 to 5). The table shows the results for the 3 s windows
(where CNN outperforms the baseline model), but also for the combination of three consecutive
analyses (9 s). For short windows the algorithms do not meet the minimum 95% value recommended
by the AHA for artifact free ECG, but combining diagnoses with a majority vote criterion considerably
improves performance and brings both the CNN solution and the baseline algorithm above AHA
specifications. The table also shows the shock/no-shock decision performance when the two subgroups
of nonshockable rhythms were evaluated separately, AS and ORG rhythms. The results show that
no-shock decisions were more inaccurate when the underlying rhythm was asystole. For 9 s segments
the CNN architecture yielded results slightly above the AHA’s 95% Sp goal for AS, but the baseline
model was marginally below.
Table 1. Performance metrics for the CNN and the baseline models. The results are shown as median
and 90% confidence interval (CI).
Metric 3 s 9 s
CNN Baseline CNN Baseline
Se 93.2 (92.2–94.0) 93.1 (92.6–93.6) 95.8 (94.6–96.8) 95.2 (94.7–95.7)
Sp 94.5 (94.1–94.9) 94.1 (93.9–94.3) 96.1 (95.8–96.5) 95.6 (95.2–95.9)
AS 93.1 (92.6–93.7) 92.5 (92.2–92.8) 95.4 (94.9–96.0) 94.5 (94.1–95.0)
ORG 95.6 (95.1–96.0) 95.3 (95.1–95.6) 96.8 (96.2–97.4) 96.4 (96.0–96.8)
BAC 93.8 (93.4–94.3) 93.6 (93.3–93.9) 96.0 (95.5–96.5) 95.4 (95.0–95.7)
Acc 94.3 (94.0–94.6) 93.9 (93.7–94.1) 96.1 (95.7–96.4) 95.5 (95.2–95.8)
PPV 78.5 (77.2–79.6) 77.2 (76.5–77.7) 84.3 (82.8–85.6) 82.2 (81.0–83.2)
NPV 98.5 (98.3–98.7) 98.5 (98.3–98.6) 99.1 (98.8–99.3) 98.9 (98.8–99.1)
4.3. Effect of the ECG Corruption Level on Classification
CPR artifacts during chest compressions present very different noise levels in the ECG
depending on variables like the position of the hands relative to the pads and cables, pad placement,
or environmental conditions [47,48]. These variables are difficult to control in a pre-hospital setting,
but it is important to know what the observed corruption levels are, and how these corruption levels
affect the shock/no-shock decisions. To estimate the signal-to-noise ratio (SNR) the underlying ECG
was assumed to be stationary over the 15 s segments, and thus the power of the clean signal (Pecg)
was estimated in the 3 s interval without artifacts used to confirm the rhythm annotations. Then, CPR
artifact estimated by the RLS filter was used to compute the power of the noise (Pcpr), and to obtain
the SNR as:






The noise levels were divided into bins from very large corruption levels (SNR < −18 dB) to
very low corruption levels (SNR > 6 dB). The distributions of noise levels and the classification
results for the different noise conditions are shown in Figure 5 for shockable (a) and nonshockable (b)
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rhythms. As expected the classification results improve as noise conditions improve, but noise affects
the classification of shockable and nonshockable rhythms very differently. Nonshockable rhythms are
detected with high specificity even in very noisy conditions, and the confidence in a nonshockable
diagnosis (NPV) is high because the prevalence of nonshockable rhythms is 5/1 that of shockable
rhythms. The sensitivity for shockable rhythms improves considerably as noise conditions improve,
and was above the 90% value recommended by the AHA for SNR > −10 dB. However, the confidence
on a shock diagnosis (PPV) is good only for SNR > −6 dB because of the lower prevalence of shockable
rhythms. The SNR was significantly higher for nonshockable than for shockable rhythms (p < 0.001,
Mann-Whitney U test), and in approximately 15% of shockable and nonshockable cases the noise
level was negligible (SNR > 25 dB, see Figure 5). Although noise levels were lower in nonshockable
rhythms, a high specificity was obtained regardless of the noise conditions. Even for the very noisy
segments (SNR < −12 dB) the specificity was above 94%.






































































Figure 5. Median values of the performance metrics for shockable and nonshockable rhythms as
a function of the SNR. The SNR levels were divided into 6 dB bins for the analysis from high (<−18 dB)
to low (>6 dB) corruption levels. The lower panels show the SNR distributions for shockable (a) and
nonshockable rhythms (b).
4.4. Feature Extraction Using CNNs
For these experiments the 10 features at the output of the first fully connected layer were used
as the features learned by the algorithm, these features will be named { fi}i=1,··· ,10 . To evaluate feature
extraction two experiments were conducted [36], and the results were compared to those obtained
using the multiresolution features based on the SWT in the baseline model [25]. First, a dimensionality
reduction experiment was conducted by projecting the feature space into a 2-D space using the
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t-distributed stochastic neighbor embedding (t-SNE) algorithm [49]. The results were visually assessed,
and are shown in Figure 6 for the fi features and the handcrafted multiresolution features. The classes
are shown in colors and the nonshockable rhythms are further divided into AS and ORG. As shown
in the figure the CNN features produce better defined clusters than the handcrafted features in the
2D space. To numerically evaluate how the classes were clustered the Davies-Boudin index (DBi)
was computed to measure the separability of the clusters [50]. The experiment was repeated on
500 bootstrap replicas and the mean (standard deviation) BDi for the CNN and the handcrafted
features were 2.28 (0.06) and 4.95 (0.17), respectively (p < 0.05, for the paired t-test) [51]. That is,
the features learned by the CNN architecture resulted in a more efficient clustering of the classes,
and thus to a better separability.



































Figure 6. 2D map representation of the separability of the classes for the features learned by the CNN
(a) and the handcrafted features (b). These maps were obtained using the t-SNE algorithm.
Second, the discriminating power of each feature was computed using the area under the receiver
characteristics curve (AUC). The results were obtained over 500 bootstrap replicas to statistically
characterize the AUCs and compare the AUC distributions for each feature (paired t-test). The results
are shown in Table 2, which shows that the four top most discriminating features ( f6, f10, f1 and f5)
had significantly higher AUCs (p < 0.05) than any of the handcrafted features. These results confirm
the ability of the CNN to extract high quality discriminating features hidden in the signals.
Table 2. Mean (standard deviation) of the AUCs for the CNN features and the handcrafted features
obtained using 500 bootstrap replicas of the data.
CNN Features Handcrafted Features
Feature AUC Feature AUC
f6 97.2 (1.1) SampEn(d3) 90.6 (2.0)
f10 96.4 (1.6) σ(|∆d4|) 90.3 (1.7)
f1 95.2 (2.6) σ(|d4|) 87.7 (1.8)
f5 94.8 (2.3) σ(|d3|) 86.2 (2.3)
f9 90.7 (3.7) VFLeak 85.9 (2.7)
f3 81.2 (11.1) SampEn(d4) 84.8 (2.4)
f8 75.2 (10.6) |∆d3| 84.6 (2.8)
f4 73.9 (8.6) x4 82.5 (3.6)
f7 66.9 (6.2) σ(|sden|) 82.4 (2.0)
f2 59.3 (17.1) SampEn(d6) 80.6 (2.7)
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4.5. Mixed Architectures
To further improve the BAC and accuracy of the CNN model three mixed architectures were
also explored. First, the architecture of Figure 3 in which the softmax layer was replaced by a RF
classifier to combine the best feature extraction (CNN) and classification (RF) of the the algorithms
in Table 1, this solution was named CNN + RF . Second, a RF classifier fed with 25 handcrafted
features and the 10 fi features was tested to see if handcrafted features added information to the CNN
features, this was named All-Features. Finally, a basic stacking solution [52] in which the outputs of
the CNN+RF (based on fi) and the baseline model (handcrafted features) were used to form a majority
vote (6 analyses, two per window), this solution was called Stacked. The results for 9 s segments are
shown in Table 3, which shows that by using more elaborate solutions the BAC and Acc could be
further improved in 0.4 and 0.5-points, respectively, either using all features or stacking the classifiers.
Table 3. Performance metrics for 9 s segments of the mixed solutions. The results are shown as median
and 90% confidence interval (CI).
Metric CNN Mixed Classification Solutions
CNN + RF All-Features Stacked
Se 95.8 (94.6–96.8) 95.3 (93.9–96.2) 95.6 (94.6–96.4) 96.1 (95.1–96.8)
Sp 96.1 (95.8–96.5) 96.7 (96.3–97.1) 96.8 (96.5–97.1) 96.7 (96.3–97.1)
AS 95.4 (94.9–96.0) 95.9 (95.4–96.5) 96.1 (95.6–96.6) 95.9 (95.3–96.4)
ORG 96.8 (96.2–97.4) 97.2 (96.7–97.7) 97.3 (96.9–97.7) 97.4 (96.9–97.9)
BAC 96.0 (95.5–96.5) 96.0 (95.3–96.5) 96.2 (95.7–96.7) 96.4 (95.9–96.8)
Acc 96.1 (95.7–96.4) 96.4 (96.0–96.7) 96.6 (96.3–96.9) 96.6 (96.3–96.9)
PPV 84.3 (82.8–85.6) 86.0 (84.6–87.4) 86.5 (85.3–87.8) 86.3 (84.8–87.5)
NPV 99.1 (98.8–99.3) 99.0 (98.7–99.2) 99.0 (98.8–99.2) 99.1 (98.9–99.3)
4.6. Analysis of Classification Errors
To conclude the analyses, the classification errors for the CNN based algorithm were identified.
Some typical patterns leading to errors are shown in Figure 7. Most of the false positives are
caused by the inability of the RLS filter to properly remove artifacts, leading to very disorganized
filtering residuals that resemble a VF. Most false negatives occur at low SNR levels with compression
rates around 100 min−1. In these cases the filtered ECG still shows an organized activity locked
to the compression frequency, incompatible with fast ventricular arrhythmia and thus classified as
non-shockable. Interestingly, these errors can be related to the clustering analysis of Section 4.4.
Most errors cluster around borderline AS/VF rhythms which appear in the center-left region of the 2D
t-SNE map (Figure 6), and ORG/VF rhythms in a much lower proportion in the top-center.
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Figure 7. Examples of classification errors. The false positive examples (a,b) correspond to
nonshockable rhythms classified as shockable (ORG panel a and AS panel b). The false negative
examples (c,d) are shockable rhythms classified as nonshockable, and are shown in orange.
5. Discussion
This is, to the best of our knowledge, the first study that uses deep neural network models to
discriminate between shockable and nonshockable rhythms during CPR. This algorithm consists
of an adaptive RLS filter to remove CPR artifacts followed by a CNN to classify the filtered ECG.
The algorithm designed for 9 s improves the performance of the classical machine learning algorithms
by 0.6 points in BAC and Acc. This improvement is large considering that the best classical machine
learning algorithms had accuracies over 95% and that they are based on more than 20 years of expert
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knowledge on ECG feature engineering. Moreover, mixed solutions, obtained by either stacking
classifiers or mixing handcrafted and CNN features, could yield further improvements in BAC and
Acc, as shown by the preliminary experiments of Section 4.5.
One of the advantages of deep learning solutions is the capacity of the algorithms to learn
discriminating features exploiting all information hidden in the ECG. This avoids the time-consuming
feature extraction processes and, most importantly, improves the quality of the extracted features.
The latter is well reflected by the AUCs on Table 2. Four of the ten features extracted by the deep
learning architecture show a higher discrimination capacity than SampEn(d3), which is the best
handcrafted feature for shock/no-shock decisions during CPR in the available literature [25,26].
Two factors were key to improve the performance of the CNN based methods from the preliminary
results communicated previously in [53]. First, the design and optimization of the parameters of the
CNN to obtain a better model for classification. Second, increasing the size of the database by adding
1186 new annotated samples (a 55% increase in dataset size). These led to 0.5-points and 0.3-points
increases in BAC and Acc respectively, of which 0.4-points and 0.1-points are attributable to the larger
dataset. And there is further room for improvement from combining the knowledge gained from
deep learning and handcrafted ECG feature extraction, basic examples are shown in Table 3 which
added an extra 0.5-points in Acc. The performance of deep learning solutions improves as they are
exposed to more data, whereas the accuracy of classical machine learning algorithms stagnate past
a given sample size. The model presented in this study overfits when more than 3 CNN blocks are
used (Figure 4) since from then on the number of trainable parameters is too large for the size of
the available dataset. Adding more data would help to develop deeper networks and thus to the
extraction of more sophisticated features. There is therefore room to improve the deep learning models
for rhythm analysis during CPR, as more and more data is recorded every day and made available in
centralized repositories. In research on OHCA, the Resuscitation Outcome Consortium (ROC) network
provides the largest OHCA data repository, which includes recordings of eleven regional clinical
centers. However, labeled OHCA data are scarce, and obtaining quality controlled rhythm annotations
from clinicians is expensive and time consuming. As an alternative, semi-supervised learning could be
an efficient way to augment training data and obtain better deep learning models in the future.
As Figure 6 shows, CNN features provide more separate clusters than the handcrafted features
for the shock/no-shock classes. Moreover, the deep learning model shows a quite high separability
between the features corresponding to AS, OR and shockable rhythms. Therefore, in the future CNN
models could improve the accuracy of classical machine learning-based multiclass rhythm classifiers.
These classifiers have been demonstrated for clean [24,52] and artifacted ECGs [25], and are multilabel
classification algorithms that classify the ECG into the 5 OHCA rhythm types. These algorithms are
important for research to analyze large sets of OHCA data [24], and could also help clinicians during
OHCA treatment as clinical support tools. The best OHCA multiclass algorithms have unweighted
mean sensitivities of 78% for clean ECG [24], and of 72% if the analysis is done during CPR [25].
There is therefore margin for improvement using methods based on deep learning if sufficiently large
quality controlled annotated datasets become available.
6. Conclusions
This paper introduces the first shock/no-shock decision algorithm during CPR based on deep
learning methods. This solution improves the accuracy of the best classical machine learning models
based on handcrafted features, and is able to give a shock/no-shock diagnosis compliant with AHA
recommendations for shockable and nonshockable rhythms. Moreover, deep learning algorithms have
room for improvement if larger annotated datasets become available allowing the design of deeper
networks. This may lead to the first practical solutions for rhythm analysis during CPR, eliminating
the no-flow intervals for rhythm analysis and contributing to improve OHCA survival rates.
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Abstract.
Objective: An artefact-free electrocardiogram (ECG) is essential during cardiac arrest
to decide therapy such as defibrillation. Mechanical cardiopulmonary resuscitation
(CPR) devices cause movement artefacts that alter the ECG. This study analyzes the
effectiveness of mechanical CPR artefact suppression filters to restore clinically relevant
ECG information.
Approach: In total, 495 10-s ECGs were used, of which 165 were in ventricular
fibrillation (VF), 165 in organized rhythms (OR) and 165 contained mechanical
CPR artefacts recorded during asystole. CPR artefacts and rhythms were mixed at
controlled signal-to-noise ratios (SNRs), ranging from –20 dB to 10 dB. Mechanical
artefacts were removed using least mean squares (LMS), recursive least squares
(RLS) and Kalman filters. Performance was evaluated by comparing the clean and
the restored ECGs in terms of restored SNR, correlation-based similarity measures,
and clinically relevant features: QRS detection performance for OR, and dominant
frequency, mean amplitude and waveform irregularity for VF. For each filter, a
shock/no-shock support vector machine algorithm based on multiresolution analysis
of the restored ECG was designed, and evaluated in terms of sensitivity (Se) and
specificity (Sp).
Main results: The RLS filter produced the largest correlation coefficient (0.80), the
largest average increase in SNR (9.5 dB), and the best QRS detection performance.
The LMS filter best restored VF with errors of 10.3% in dominant frequency, 18.1%
in amplitude and 11.8% in waveform irregularity. The Se/Sp of the diagnosis of the
restored ECG were 95.1/94.5% using the RLS filter and 97.0/91.4% using the LMS
filter.
Significance: Suitable filter configurations to restore ECG waveforms during
mechanical CPR have been determined, allowing reliable clinical decisions without
interrupting mechanical CPR therapy.
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1. Introduction
Out-of-hospital cardiac arrest (OHCA) is a major public health problem claiming over
50 lives per 100 000 persons each year [1]. The latest guidelines from the European
Resuscitation Council and the American Heart Association (AHA) identify early
defibrillation and high quality cardiopulmonary resuscitation (CPR) as key therapies [2].
In particular, uninterrupted chest compressions, provided either by rescuers or through
mechanical devices, are of critical importance [3]. Whereas basic life support responders
rely on the defibrillator’s automated analysis of the ECG for a shock/no-shock decision,
advanced life support (ALS) clinicians visually evaluate the ECG to decide suitable
therapeutic interventions. In both cases, chest compressions must be stopped to avoid
the confounding effects of CPR artefacts on the ECG. However, such CPR interruptions
produce no-flow periods that deteriorate the circulatory state of the patient, reducing
the probability of successful defibrillation and subsequent survival [3].
Several adaptive filters have been designed to remove chest compression artefacts
during manual CPR so that the ECG is restored [4, 5]. The first solutions used
reference signals such as compression depth [6,7], thoracic impedance [6,7], compression
force [8] or blood pressure [9] to model CPR artefacts. The artefacts were estimated
using Wiener filters [7], recursive adaptive matching pursuit algorithms [10], Kalman
filters [11], recursive least squares (RLS) [8] and Gabor filters [9], among others. The
filters became considerably simplified with the introduction of a quasi-periodic CPR
artefact model in which the time-varying Fourier coefficients were estimated using
LMS, RLS or Kalman filters [12–14]. In this model, an estimate of the instantaneous
chest compression frequency during manual CPR is required, which must be estimated
from additional reference channels like depth [12], force [15] and impedance [16]. At
present, mechanical CPR devices are increasingly used in resuscitation by ALS
clinicians [2, 17, 18]. Such devices deliver chest compressions at a fixed rate and depth
and, consequently, no reference channels are needed for adaptive filters based on the
Fourier-series model [19,20].
The preferred approach to evaluating filter performance in terms of ECG waveform
restoration is to analyze artificial mixtures of artefact-free ECGs recorded during
OHCA and CPR artefacts obtained in the absence of electrical activity of the heart
(asystole) [6, 7]. Mixtures are formed at different signal-to-noise-ratios (SNRs), so that
the clean ECG and the restored ECG (obtained by filtering) can be compared in terms
of performance measures such as the restored SNR [11], or the diagnostic accuracy of
an automated shock/no-shock decision algorithm [8]. In the latter case, performance is
reported in terms of sensitivity (Se) and specificity (Sp), the proportion of correctly
classified shockable and non-shockable rhythms, respectively [14]. Studies based on
artificial mixtures, using ECGs recorded during OHCA, have only been conducted
during manual CPR, however, little is known on which filter configurations offer good
restoration of the ECG waveforms. Moreover, the mixture model is well-suited for
evaluating ECG waveform restoration in relation to other diagnostic OHCA scenarios
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such as the prediction of defibrillation success [21], the detection of pulse [22] and the
prediction of re-arrest [23]. The effect of filtering on ECG restoration for those scenarios
has not been yet thoroughly studied.
This study addresses the above-mentioned knowledge gaps by using a mixture model
to evaluate the performance of adaptive filters during mechanical CPR in terms of
ECG waveform restoration, clinically relevant ECG characteristics and shock/no-shock
diagnostic accuracy. The manuscript is organized as follows: Section II describes the
study dataset; Section III explains the mixture model, describes the adaptive filters and
proposes novel performance measures for filter evaluation; the results, discussion and
conclusions are presented in Sections IV and V.
2. Materials
The data were collected by the Dallas-Fort Worth Center for Resuscitation Research
between 2012 and 2016, as part of the Resuscitation Outcomes Consortium. A cohort
of 393 anonymized OHCA patient data files recorded by the MRx monitor–defibrillator
(Philips Medical Systems, Andover, MA, USA) during treatment were used. CPR
was administered manually or with the LUCAS-2 (Physio-Control Inc/Jolife AB,
Lund, Sweden) piston-driven mechanical CPR device. The LUCAS-2 delivers chest
compressions at a fixed rate of 100 min-1 with a fixed depth of 5 cm. The MRx acquires
the ECG with a resolution of 1.03 µV per least significant bit, a bandwidth defined
by 0 Hzand50 Hz, and a sampling frequency of 250 Hz. The ECG and the available
signals to monitor chest compression activity (compression depth and impedance)
were converted to Matlab (MathWorks Inc, Natick, MA, USA). Chest compressions
were automatically detected using standard algorithms on the compression depth or
impedance channels [15].
Signal segments of 10-s duration were extracted from the patient files to form
mixtures of clean ECG and mechanical CPR artefacts during asystole. Thus, all ECGs
(rhythms and CPR artefacts) come from real OHCA data recorded during treatment.
The clean ECG segments were extracted in intervals with confirmed absence of chest
compressions, and included 165 segments from 96 patients during shockable ventricular
fibrillation (VF) and 165 segments from 165 patients in non-shockable organized rhythms
(ORs). CPR artefact segments during asystole were obtained during confirmed use of
LUCAS-2, indicated by a fix compression rate of 100 min-1 without variability. Asystole
was confirmed during pauses in chest compressions whenever the clean ECG had a
peak-to-peak amplitude below 100µV [24]. A total of 165 CPR artefacts from 149
patients were used.
All segments (VF, OR and CPR artefacts) were band-pass filtered between
0.5 – 40 Hz to remove baseline wander and high frequency noise. A Hampel filter was
used to remove spiky artefacts.
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3. Methods
Figure 1 summarizes the procedure followed to evaluate the performance of the adaptive
filters. First, using a mixture model, noisy ECGs are formed at controlled SNRs.
Then, using different filter types and filter parameter settings, the ECGs are restored.
Finally, performance is evaluated in terms of measures quantifying the similarity between
the clean and the restored ECG, clinically relevant ECG waveform characteristics and



















Figure 1. General architecture for CPR artefact removal and evaluation of the quality
of the restored ECG, ŝecg(n).
3.1. Mixture model with controlled SNR
The noisy ECG signal, x(n), is the mixture of a clean ECG signal, secg(n), and a signal
with CPR artefacts, scpr(n), recorded during asystole [6, 7]:
x(n) = secg(n) + αscpr(n). (1)
The SNR of x(n) is controlled by the positive-valued weight α [6]:






where Pecg and Pcpr denote the power of secg(n) and scpr(n), respectively, which for a












The subscript “in” indicates that the SNR applies to the filter input signal x(n). In





· 10−SNRin10 . (4)
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Seven different SNRin are tested, ranging from very low (−20 dB) to high (10 dB)
in steps of 5 dB. For each filter setting, a total of 330 · 165 · 7 = 3.8 · 105 combinations
are evaluated, together forming a comprehensive selection of ECGs, CPR artefacts and
SNRin. Figure 2 shows an example of x(n) formed using OR and VF rhythms mixed
with a CPR artefact at different SNRin.
Figure 2. Examples of CPR artefact removal in ECGs with OR (a) and VF (b),
using RLS filtering. CPR artefacts (panel 1), clean OR and VF signals (panel 2),
mixed signals at SNRin of 0 dB (panel 3) and −10 dB (panel 4) and restored ECGs
obtained at 0 dB (panel 5) and −10 dB (panel 6).
3.2. Adaptive filters
During mechanical CPR, the chest compression frequency is constant. The LUCAS-2
device delivers compressions at F0 = 1.67 Hz ≡ 100 min−1, which, for a sampling period
of Ts, corresponds to a discrete angular frequency of ω0 = 2πF0Ts. Under this condition,
the CPR artefact can be modeled as a truncated N -term Fourier series with slowly
varying amplitude [25,26]:









ak(n) cos(kω0n) + bk(n) sin(kω0n)
)
. (6)
The Fourier coefficients, ak(n) and bk(n), define the adaptive filter that adjust to
the time-varying characteristics of the artefact [26]. The restored ECG is obtained by
subtracting the model estimate ŝcpr(n) from the observed signal x(n).
ŝecg(n) = x(n)− ŝcpr(n). (7)
The LMS, RLS and Kalman filters are explored for estimating ak(n) and bk(n). All
filter types employ criteria to minimize the error between x(n) and ŝcpr(n). A detailed
description of the filters can be found in [25–28]. Briefly, the LMS filter updates its
coefficients at each time n using increments proportional to the squared error and the
step-size µ [12]. The RLS filter extends the observation window of the squared error
by means of an exponential forgetting factor, λ [13]. The Kalman filter is based on
a state-variable model in which the variance of the observation noise, q, controls the
adjustment rate of the coefficients [14]. These three parameters control the coarseness
of the respective filters. A large forgetting factor (λ), a small step size (µ) and a small
noise variance (q) mean lower misadjustment and better filter stability, but reduced
tracking capabilities (“fine filtering”). The reverse choice of parameter values means
better tracking, but higher misadjustment and poorer stability (“coarse filtering”).
In this study, three different settings of the filter parameters µ, λ and q are
tested to evaluate the effect of fine, moderate and coarse filtering [14, 26], namely
λ = {0.9999, 0.995, 0.99}, µ = {15 · 10−4, 4 · 10−3, 8 · 10−3} and q = {5 · 10−6, 1 · 10−5, 5 ·
10−5} [14,20,25,26]. For all cases, a model with N = 20 harmonics was used [26] meaning
that the filters are composed of 2N coefficients since each harmonic is defined by a pair
of coefficients (ak, bk). Figure 2 shows an example of ŝecg(n), obtained after removing
CPR artefacts from x(n), formed at 0 dB and at 10 dB with VF and OR as underlying
rhythms.
3.3. Evaluation of filter performance
The performance is evaluated in two ways: First, by comparing secg(n) and ŝecg(n)
using similarity measures, and by studying the effect of filtering on clinically relevant
ECG waveform characteristics. Second, by building a machine learning shock advice
algorithm to classify ŝecg(n) and thus to evaluate the accuracy of an automated diagnosis
at different SNRin. To avoid the influence of filter transients, performance measures are
evaluated using the L samples in the interval [2.5, 9.5] s.
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3.3.1. Restored signal quality measures: Three measures are computed, namely the
SNR of the restored signal and two signal similarity measures. The restored SNR is
defined by [6]:






where Pecg and Pe are the power of secg(n) and e(n) = secg(n)− ŝecg(n), respectively.
Signal quality is quantified by Pearson’s correlation coefficient (PCC) computed
between secg(n) and ŝecg(n) (both signals assumed to be zero mean):
PCC =
∑L









which is a standard measure of morphological signal similarity. Values close to ± 1
indicate similarity, while values around 0 indicate dissimilarity. PCC is invariant to
differences in signal amplitude, being a disadvantage in our context because filtering
affects signal amplitude. For instance, VF waveform amplitude conveys important
information on the state of the myocardium during cardiac arrest [21].
The adaptive signed correlation index (ASCI) reflects the amplitude differences







where ⊗ denotes the signed product of two dichotomized values:
secg(n)⊗ ŝecg(n) ≡
{
−1 |secg(n)− ŝecg(n)| ≤ β,
−1 |secg(n)− ŝecg(n)| > β.
(11)
where the threshold β determines whether the samples at time n are similar. The
threshold was set to 10% of the amplitude range of secg(n), as recommended in [30].
ASCI ranges from -1 (i.e. dissimilar signals) to 1 (i.e. similar signals). In this study,
ASCI is then normalized to the interval [0,1] to make it comparable to PCC.
3.3.2. Characteristic parameters of OR and VF: The most distinctive characteristic
of OR is the presence of QRS complexes. Accurate detection and characterization of
QRS complexes are clinically important in cardiac arrest, for example, when detecting
spontaneous pulse [31]. However, QRS detection in cardiac arrest is more challenging
due to frequently occurring aberrant QRS morphologies [31]. In this study, we evaluate
the performance of a wavelet-based QRS detector [32] on both secg(n) and ŝecg(n). As
ground truth, all QRS complexes in the 165 clean ORs are manually annotated. Finally,
the occurrence times are compared to those obtained from ŝecg(n) so that the probability
of detection (PD) and the probability of false alarm (PF) can be estimated:
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where NTP, NFP and NFN denote the number of true positive, false positive and false
negative detections, respectively.
Three characteristics of VF are studied: dominant frequency (DF) [33],
amplitude [34] and waveform irregularity [21], previously used to predict defibrillation
success [21, 35] and to detect VF in shock advice algorithms [13, 26, 36]. The DF is
obtained by the location of the largest spectral peak higher than 1.5 Hz. The mean
amplitude (MA) is obtained as the mean of |ŝecg(n)| [21, 33]. Waveform irregularity
is characterized by the sample entropy (SampEn). For the generic parameter K, the




where K is computed from secg(n) and its estimate K̂ from ŝecg(n), respectively.
3.4. Accuracy of automated diagnosis
Filter performance is also evaluated in terms of Se for VF and Sp for OR of a shock advice
algorithm designed to classify ŝecg(n), using a recently introduced machine learning
approach for rhythm classification during mechanical CPR [26]. The algorithm is based
on high-resolution feature extraction from ŝecg(n) using the stationary wavelet transform
(SWT), a wrapper-based feature selection, and a radial basis function kernel support
vector machine (SVM) classifier. Details on the method for feature extraction and
feature selection can be found in [26].
Data is partitioned patient-wise and stratified into training (50%), validation (20%)
and test (30%) sets. The training and validation sets are used to select the most
discriminative subset of 6 features, and to optimize the hyperparameters of the SVM
classifier. The features are standardized to zero mean and unit variance using the
data in the training set. This resulted in a training set of M instance-labeled pairs
{(x1, y1), ..., (xM , yM)} ∈ R6 × {±1}, where xi is the feature vector and yi = 1 and
yi = −1 are the associated shockable and non-shockable rhythm labels, respectively.










αiαjyiyj exp(−γ‖xi − xj‖2) (15)
subject to the constraints:
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0 ≤ αi ≤ C ∀i, and
M∑
i=1
αiyi = 0, (16)
where αi are the Lagrange multipliers which are non-zero only for Ms support vectors, C
is the soft margin parameter and γ the width of the Gaussian kernel. Once the support





αiyi exp(−γ‖x− xi‖2) + b
]
, (17)
where the threshold b is determined in the optimization phase and x is the feature vector
under evaluation. A rhythm is classified as shockable when f(x) = 1 and nonshockable
when f(x) = −1. The hyperparameters C and γ are determined after feature selection
in the training and validation sets, using a 18 × 18 logarithmic grid search within
10−1 ≤ C ≤ 102 and 10−3 ≤ γ ≤ 101 to maximize the balanced accuracy (BAC), i.e.
the unweighted mean of Se and Sp.
Clean ECGs and CPR artefact segments were treated as two independent databases.
Each database was partitioned patient-wise and stratified into training (50%), validation
(20%) and test (30%) sets. This means that ≈ 0.5 · 330 clean ECGs (131 patients) and
≈ 0.5 · 165 CPR artefact segments (74 patients) were included in the training set. The
validation set consisted of ≈ 0.2 · 330 (52 patients) and ≈ 0.2 · 165 (30 patients) clean
ECGs and CPR artefact segments, respectively. Finally, in the test set ≈ 0.3 · 330 clean
ECGs (78 patients) and ≈ 0.3 · 165 CPR artefact segments (45 patients) were included.
Thus, for each filter setting, the training, validation and test sets consist of all possible
combinations of CPR artefacts and clean ECGs, mixed at the SNRin levels resulting in
a training set of ≈ 0.52 · 165 · 330 · 7, a validation set of ≈ 0.22 · 165 · 330 · 7 and a test
set of ≈ 0.32 · 165 · 330 · 7 signals. The performance on the test set is evaluated in terms
of Se, Sp and BAC.
4. Results
4.1. Signal quality
Figure 3 shows the signal quality measures as a function of SNRin for different filter
settings. Figure 3a shows, as expected, that ŝecg(n) and secg(n) become increasingly
similar as SNRin increases. The RLS filter leads to higher PCC and ASCI for almost
all SNRin when fine filters are used. However, for the Kalman and LMS filters, coarse
filtering leads to higher PCC and ASCI when the CPR artefact is large. In the LMS
filter, moderate filtering achieves the highest PCC and ASCI for SNRin ≤ −10 dB,
whereas coarse Kalman filtering gives the best results for SNRin ≤ −10 dB. Figure 3b
shows that coarse filtering leads to higher SNRres at low SNRin. However, for a low
SNRin, fine filtering better restores the ECG. The effect of fine and coarse filtering at a
high and a low SNRin is exemplified in Figure 4.
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PCC
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Figure 3. The mean of PCC and ASCI (a) and SNRres (b) for all possible mixing
combinations as a function of SNRin for different filter types and settings.
4.2. Waveform characteristics
The performance of the QRS detector on clean ECGs is PD = 95.9% and PF = 1.9%, a
result which serves as an upper bound for the results obtained when artefacts are added
at different SNRin. Figure 5 shows the QRS detection performance obtained on ŝecg(n).
The best performance at high SNRin is obtained for the Kalman filter, but the best
overall performance is obtained for the RLS filter, with PD exceeding 90% even for an
SNRin around −10 dB. As SNRin decreases, PF degrades considerably for any filter type
and setting. For fine RLS filtering, PF drops from around 10% for SNRin = 5 dB to over
30% for SNRin =−10 dB.
The effect of filtering on VF waveform characteristics is shown in Figure 6. The
absolute relative errors of DF, MA and SampEn are large at low SNRin, unless coarse
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Figure 4. Two examples of RLS filtering of OR at SNRin = −20 dB (a) and 0 dB
(b). Coarse filtering (λ3 = 0.99) attenuates QRS amplitude more than fine filtering
(λ1 = 0.9999) which, on the other hand, produces a larger residual between QRS
complexes.
Figure 5. The mean of PD as a function of the mean of PF for different filter types,
filter settings and SNRin. Different filter settings are indicated by marker type whereas
SNRin by line color. The 90% PD level is highlighted by a grey line.
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Figure 6. The mean absolute relative error of DF, MA and SampEn as a function of
λ, µ, q and SNRin for different filter types and settings.
filtering is used. The error of DF is lower than 30% for SNRin ≤ −5 when coarse filtering
is used. For large SNRin, the DF of the restored VF signal is best preserved using
moderate and fine filtering. The errors of MA and SampEn follow a similar pattern,
with the LMS filter being the best filter overall, especially for SNRin above −10 dB.
The RLS and Kalman filters show a degradation in the estimation of amplitude and
complexity for moderate and coarse filtering as SNRin increases, possibly caused by
spiky filtering residuals.
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Figure 7. Performance of the shock/no-shock diagnosis for different filter types and
settings.
Figure 8. Effect of filtering on the amplitude of secg(n) for OR (a) and VF (b) at
SNRin = −10 dB.
4.3. Shock/no-shock classification
The performance of the classifiers on the test set is shown in Figure 7 as a function of
SNRin. For most filter settings, Se and Sp are almost constant for SNRin above −5 dB.
Moderate filtering yields better classification of OR (higher Sp), whereas coarse filtering
yields better classification of VF (higher Se). The best overall performance in terms
of BAC is obtained for the RLS filter, though the differences between the three filter
settings are small. The Kalman filter is associated with the worst classification results,
suggesting that the state-space model may not be an efficient approach for estimating
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the CPR artefact model in (6). For all SNRin, the BAC of the coarse LMS filter is just
marginally lower (0.6-percentage points) than that of the best RLS filter.
The accuracy of the shock/no-shock decision algorithm was tested directly on the
165 CPR artefacts (with nonshockable asystole as the underlying rhythm). After
filtering the artefact with the RLS filter and λ = 0.995 (best configuration), the
specificity was found to be 99.4%.
Figure 9 shows four illustrative examples of misclassified segments for both
shockable (VF) and nonshockable (OR) rhythms. In Figure 9a and b the artefact
presents high frequency harmonics causing fast and disorganized filtering residuals in
ŝecg(n). Thus, the filtered OR rhythm resembles VF. Figure 9c and d shows spiky and
high-amplitude filtering residuals resembling an OR rhythm in patients with VF, leading
to a misdiagnosis in the shock/no-shock decision algorithm.
Figure 9. Examples of classification errors. Segments with OR rhythms (a,b) and
segments with VF (c,d).
5. Discussion and conclusions
To the best of our knowledge, the present study provides the first thorough evaluation
of ECG waveform restoration following adaptive mechanical CPR artefact cancellation
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filtering. With this approach, signal quality indices and clinically relevant ECG
features can be determined, providing insights into how accurately the underlying
ECG rhythms can be restored with filtering. In addition to SNRres, we introduce
correlation-based similarity indices [30, 38] and typical OR and VF characteristics of
relevance in applications such as shock outcome prediction [21, 35] and detection of
pulse [22,31]. Since ALS clinicians decide on whether to shock the patient by observing
ŝecg(n), filters that provide the highest signal quality and preserve the salient features of
the rhythms are desirable. Moreover, for each filter setting, a 6-feature machine learning
algorithm was adjusted to evaluate the viability of an automated shock/no-shock
decision and the influence of SNRin on diagnostic accuracy during mechanical CPR.
The high values of SNRres (mean increase of 9.5 dB across all SNRin) presented in
Figure 3 show that adaptive filtering considerably reduces CPR artefacts, while the high
correlation coefficients indicate that the ECG waveforms are quite accurately preserved
in ŝecg(n). However, the ASCI values are slightly below the PCC values suggesting an
amplitude reduction in the ECG after filtering. This is illustrated in Figure 8 where
SNRres is large and both PCC and ASCI are above 0.8, but ASCI is 0.1 smaller than
PCC in both cases. The waveform amplitude is lower in ŝecg(n) than in secg(n).
Besides waveform alterations, this work shows for the first time that filtering
causes changes to the intrinsic properties of OR and VF. The performance of the
QRS detector applied to secg(n) is lower when compared to those obtained on standard
databases [32]. However, QRS detection in cardiac arrest patients presenting ORs is
known to be challenging [31], since QRS complexes may be wide and have aberrant
morphologies. As expected, the performance is lower when the QRS detector is applied
to ŝecg(n). As shown in Figure 5, true QRS complexes are accurately detected after
filtering regardless of SNRin. However, as SNRin decreases, the rate of false positives
soars due to spiky filtering residuals confounded as actual heartbeats. This may not be
a deleterious effect for shock decision algorithms since QRS presence may be enough
for a no-shock decision [39], but the effect may confound other algorithms dependent on
heart rate and QRS morphology such as the prediction of re-arrest [23] and the detection
of spontaneous pulse [31, 40–42]. As for the restoration of VF characteristics, the best
results are obtained for coarse filtering; all three types of filtering present a similar
trend. At low SNRin, fine filtering inefficiently removes the CPR artefact, causing the
dominant frequency of the filtered VF to match the LUCAS-2 rate (1.67 Hz) in about
one third of the cases when the best fine filtering is used (SNRin = −20 dB and RLS
with λ = 0.9999). This is a significant error considering that the mean (standard
deviation) DF for clean VF in our data is 5.1 (1.5) Hz. For MA and SampEn, errors are
also very large for fine filtering at low SNRin, with relative errors in MA and SampEn
in excess of 100% and 50%, respectively. The best overall filter to estimate SampEn
is the coarse LMS filter, with an error rate below 30% for SNRin ≥ −15 dB and an
error below 10% for SNRin ≥ −10 dB. These results may be of clinical importance
as the dominant frequency, amplitude and entropies have been used as predictors
of succesful defibrillations [21, 33–35, 43]. Our results suggest that the prediction of
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defibrillation success during mechanical CPR may be possible without interrupting
the chest compression therapy—a result in line with some recent findings on manual
CPR [44].
While an ALS setting requires accurate restoration of secg(n), the shock/no-shock
decision of ŝecg(n) is also crucial in automatic external defibrillators, used mainly by
non-medical personnel. The decision algorithm implemented in this study has Sp below
the 95% recommended by the AHA for SNRin < −5 dB. Moreover, Se is in compliance
with the 90% recommended by the AHA for SNRin ≥ −15 dB. For SNRin ≤ −15 dB
Se is very low, meaning many false negatives. This is mostly because spiky and
organized filtering residuals are interpreted as QRS complexes of organized rhythms
in VF patients [26]. As SNRin increases, a large portion of those false negatives are
recovered leading to a significant increase in Se. Specificity remains quite constant
for all SNRin. The algorithmic procedure followed for shock/no-shock decision during
mechanical CPR was recently demonstrated to have Se/Sp above 95% [26]. Our results
suggest that a plausible explanation for those results is that SNRin, in most cases, is
high (above −10 dB).
The SNRin is unknown in real cardiac arrest data, so a filter cannot be adjusted
to the SNRin. Thus, the filter that on average shows the best performance should be
preferred. Table 1 shows the mean performance across all SNRin for each filter and type
of filtering. The RLS filter offers the best preservation of waveform morphology (higher
PCC and ASCI), as well as QRS detection performance in terms of PD-to-PF ratio.
The VF waveform features are best preserved by the LMS filter, using either moderate
or coarse filtering, although the results are almost identical to those of moderate RLS
filtering. The best results on rhythm classification are obtained for moderate RLS
filtering.
In monitor–defibrillators, the computational demands are important to consider
because these devices use lower-end microprocessors and FPGAs which run many tasks
in parallel. The LMS filter has much lower computational demands than either the RLS
or Kalman filters because it only involves an error estimation at time n for the filter
update equations. The RLS filter has recursions that involve matrix products [25], and
so do the state-space equations. So the choice of adaptive filter should be a compromise
between diagnostic accuracy, waveform preservation and computational demands on the
monitor–defibrillator.
This study has certain limitations. Data obtained from a single piston driven device
were used (LUCAS-2). This is the most widespread mechanical CPR device, whose
impact on survival has been studied in two large randomized trials [2,17]. However, there
are other piston driven devices on the market [45,46], and even alternative technologies
based on load distribution bands [18]. Our results should generalize well to other piston
driven devices, whereas the effect of filtering would need to be studied separately for
devices based on load distribution bands for which the artefact characteristics are
different [20, 47]. Moreover, data were gathered using one type of monitor–defibrillator
and from a single EMS agency. The characteristics of the ECG acquisition circuitry,
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Table 1. Mean performance across all SNRin for different filter types and settings.
PCC ASCI PD/PF εDF εMA εSampEn Se Sp BAC
RLS
λ1 = 0.9999 0.80 0.71 4.9 14.9 24.7 17.4 92.7 93.2 93.0
λ2 = 0.9950 0.76 0.65 2.9 10.4 18.7 12.1 95.1 94.5 94.8
λ3 = 0.9900 0.68 0.59 2.8 12.0 29.2 17.3 95.8 90.6 93.2
LMS
µ1 = 0.0015 0.76 0.68 4.6 21.7 35.8 16.7 91.2 91.9 91.6
µ2 = 0.0040 0.77 0.67 3.0 10.3 18.7 12.1 94.4 93.5 93.9
µ3 = 0.0080 0.68 0.58 2.8 12.1 18.1 11.8 97.0 91.4 94.2
KALMAN
q1 = 5 · 10−6 0.70 0.62 4.4 28.2 51.1 18.7 91.0 88.4 89.7
q2 = 1 · 10−5 0.74 0.67 3.8 20.8 30.6 15.0 93.8 93.5 93.7
q3 = 5 · 10−5 0.75 0.64 2.9 10.4 25.2 18.0 94.5 93.3 93.9
including sampling frequency, voltage resolution and bandwidths, differ slightly between
devices, but should not alter our results substantially. Although different EMS agencies
may have different protocols and quality of CPR, the use of a mechanical CPR device
standardizes treatment. Finally, an additive mixture model was used to produce a noisy
ECG by adding a CPR artefact to a clean ECG at different SNRs. This type of model
was proposed in [7] and has since then been used in many studies [6,10,25,26]. However,
the model may not accurately reflect the effect of CPR on heart dynamics. Although the
additive mixture model is the best available model to evaluate the effect of filtering on
ECG characteristics, a better way to evaluate shock/no-shock decision algorithms would
be to use noisy ECGs recorded during OHCA. Therefore, a future study is justified
to validate the shock/no-shock decision algorithm on real ECGs corrupted by CPR
artefacts.
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