Abstract. Let π be a Hecke-Maass cusp form for SL(3, Z). In this paper we will prove the following subconvex bound L 1 2
Introduction
Let π be a Hecke-Maass cusp form of type (ν 1 , ν 2 ) for SL (3, Z) . Let the normalized Fourier coefficients of π be given by λ(m 1 , m 2 ) (so that λ(1, 1) = 1). The Langlands parameters (α 1 , α 2 , α 3 ) associated with π are defined as α 1 = −ν 1 − 2ν 2 + 1, α 2 = −ν 1 + ν 2 and α 3 = 2ν 1 + ν 2 − 1. The Ramanujan-Selberg conjecture predicts that Re(α i ) = 0. From the work of Jacquet and Shalika [6] , we (at least) know that |Re(α i )| < Hereπ is the dual form having Langlands parameters (−α 3 , −α 2 , −α 1 ). The convexity principle implies that L(1/2 + it, π) ≪ π (1 + |t|) 3/4 -the convexity bound. The purpose of this paper is to prove the following. A similar subconvex bound (with exponent 3 4 − 1 16 + ε) is known for the symmetric square lifts of SL(2, Z) forms (or self dual forms for SL(3, Z)) due to the work of Li [7] . (Other subconvexity results in the case of degree three L-functions in different aspects can be found in [1] , [9] , [10] , [11] and [13] .) Subconvex bound in the t-aspect was first established by Weyl [15] for degree one L-functions, and by Good [3] for degree two L-functions. This paper settles the problem for degree three L-functions.
Like the two previous papers [12] and [13] , with the same title, we will yet again demonstrate the power of the circle method in the context of subconvexity. In the present situation Kloosterman's version of the circle method works best. Let 1 aq e nā q − nx aq dx (1) for n ∈ Z (and e(z) = e 2πiz ). The ⋆ on the sum indicates that the sum over a is restricted by the condition (a, q) = 1, alsoā stands for the multiplicative inverse of a modulo q. (For a proof of this formula see [5] .) There are well understood drawbacks in this form of circle method. However in our treatment these do not create any problem. After an application of the Poisson summation formula, we will be able to write a in terms of the dual frequency (see (16) in Subsection 3.1), and hence we do not need to execute the complete character sum over a. After that we will only need the fact that a ≍ Q. (The notation α ≍ A means that there exists absolute constants 0 < c 1 < c 2 such that c 1 A < |α| < c 2 A.) The main advantage of the above version of the circle method is the explicit form of the weight function e(−nx/aq), which will be helpful for estimating the exponential integrals in Section 4. Now recall that by approximate functional equation we have for some smooth function V (allowed to depend on t) supported in [1, 2] and satisfying V (j) (x) ≪ j 1. (In this paper the notation α ≪ A will mean that there is a constant c such that |α| ≤ cA. The dependence of the constant on the automorphic form π, and ε, when occurring, will be ignored.) Hence to establish subconvexity we need to show cancellation in the sum S(N ) for N roughly of size (1 + |t|) 3/2 . We can and shall further normalize V , for convenience, so that V (y)dy = 1.
We apply (1) directly to S(N ) as a device for separation of the oscillation of the Fourier coefficients λ(1, n) and n −it . This by itself does not seem very effective, and as in [13] we need a conductor lowering mechanism. For this purpose we introduce an extra integral namely
where t ε < K < t is a parameter which will be chosen optimally later, and V ⋆ is a smooth function
This step is the most crucial 'trick' in this paper. The reader should realize that this is the analytic analogue of the arithmetic condition M 1 |(n − m), that we had in [13] . There we used this to replace δ(n − m) by δ((n − m)/M 1 ), and hence the optimal choice of the size of the modulus in the circle method reduced from √ N (where n, m ≍ N ) to N/M 1 . Here also it reduces the optimal size of the modulus in the circle method from √ N to N/K. This is probably not completely obvious at this stage, but it should become clear later.
So the 'natural choice' for Q in (1) to detect the event n − m = 0 is
and we get
where
In the rest of the paper we will analyse S + (N ) (the same analysis holds for S − (N )), with Q as in (3), using summation formulae and stationary phase method. We will take t 11/8 < N < t 3/2+ε , and t
The optimal choice of K, as we will see at the end, is given by K = t 3/8 , which lies in the allowed range as N > t 11/8 . With this choice of K we will establish the following bound.
Proposition 1. For t 11/8 < N < t 3/2+ε we have
Same bound holds for S − (N ), and consequently, for S(N ). For N ≤ t 11/8 the trivial bound S(N ) ≪ N t ε , which follows from Lemma 2 (i.e. Ramanujan bound on average) of Section 2, is sufficient for our purpose. Clearly Theorem 1 follows from (2) and (6) (after a short computation). In the rest of the paper we will prove the proposition.
Let us now briefly explain the steps in the proof. Temporarily assume the Ramanujan conjecture λ(1, n) ≪ n ε . This is not very serious, as at any step where it is required one can use Cauchy inequality and use Ramanujan bound on average, i.e. Lemma 2. The circle method has been used to separate the sums on n and m and we have arrived at (4) . Trivially estimating the sum we get S(N ) ≪ N 2+ε . So we are required to save N (and a little more). For simplicity assume that N = t
3/2
and q ≍ Q. Then the sum over m has 'conductor' Qt ∼ √ N t/ √ K. Roughly speaking the conductor takes into account both the arithmetic modulus, which is q, and the amplitude of oscillation in the analytic weight function, which is of size t. Note that both m −i(t+v) and m −it have same amplitude if |v| ≪ t 1−ε . So the extra oscillating term, namely m −iv which we are inserting is not hurting us here. On the other hand larger is the K smaller is the arithmetic modulus. So the overall conductor in the sum over m is reduced. Applying Poisson summation (and 'executing' the sum over a) we are able to save N/ √ Qt × √ Q = N/ √ t. Of course to this end we need the second derivative bound for the resulting exponential integral. In fact we need to use the stationary phase method. Observe that the saving so far is independent of K.
Next consider the sum over n, which involves the Fourier coefficients, and has 'conductor' (QK) 3 . Observe that larger values of K is taking us to a worse situation. But applying Voronoi summation formula we are able to save N/(QK) 3/2 = N 1/4 /K 3/4 . To this end we need Weil bound for Kloosterman sums and second derivative bound for certain exponential integrals that arise in the integral transform resulting from Voronoi. Moreover we are able to save √ K in the integral over v (see Section 4). Hence, so far we have saved N 2 /Q 3/2 K √ t, and it remains to save Q 3/2 K √ t/N = K 1/4 t 1/8 . The role of the v integral and the parameter K is not yet clear. At this moment it seems to be hurting us more rather than helping. The next step involves taking Cauchy to get rid of the Fourier coefficients, but this process also squares the amount we need to save. So now we face with the task of saving √ Kt 1/4 in a sum which roughly looks like
where the function g is of size O(1) but highly oscillatory. One should note that we need to save √ Kt 1/4 together with square root saving in the Kloosterman sum and √ K saving in the integral (which is the second derivative bound). The idea is to open the absolute square and execute the sum over n using Poisson summation. The resulting diagonal contribution or the zero frequency contribution is satisfactory for our purpose if the number of terms inside the absolute value =
or equivalently √ t > K. On the other hand by Poisson we make a saving (ignoring the zero frequency) of size
, as the length of the sum is √ N K 3/2 and the conductor is of size
This is where we are getting help from the parameter K. The conductor is independent of K, but the length of the sum increases with K. So effectively we have a drop in the conductor of the sum. So the contribution of the non-zero frequencies is satisfactory if
or K > t 1/4 . In particular by choosing K in the range t 1/4 < K < t 1/2 we can get a bound which breaks the convexity barrier.
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GL(3)
Voronoi summation formula and stationary phase method 2.1. Voronoi type summation formula for SL (3, Z) . Suppose π is a Maass form of type (ν 1 , ν 2 ) for SL 3 (Z), which is an eigenfunction of all the Hecke operators with Fourier coefficients λ(n 1 , n 2 ), normalized so that λ(1, 1) = 1. Since we shall work entirely at the level of L-functions, we simply refer to Goldfeld's book [2] for details regarding automorphic forms on higher rank groups. In this subsection we recall two important results -a summation formula for the Fourier coefficients twisted by additive characters and a bound on the average size of the Fourier coefficients -which will play vital role in our analysis. 
The following Voronoi type summation formula (see [7] , [8] ) will play a crucial role in our analysis. Recall the definition of the Kloosterman sum -
whereᾱ denotes the multiplicative inverse of α mod c.
Lemma 1. Let g be a compactly supported smooth function on (0, ∞), we have
where (a, q) = 1 andā denotes the multiplicative inverse of a mod q.
We need to study the behaviour of the gamma factor γ ± (s) more closely, especially for s restricted in vertical strips. Using Stirling formula we can pull out the oscillatory part, and the remaining part satisfies a 'scaling property'. Indeed for s = − 1 2 + iτ with |τ | ≫ t ε , we apply Stirling's formula to get
The following lemma, which gives Ramanujan conjecture on average, is also well-known. It follows from standard properties of the Rankin-Selberg L-function.
Lemma 2. We have
where the implied constant depends on the form π and ε.
2.2.
Stationary phase method. We will need estimates for exponential integrals of the form
where f and g are smooth real valued functions. First we recall an easy estimate. Suppose in the range of the integral we have |f
Then by making the change of variable u = f (x) we get
By applying integration by parts j times we get
This will be used at several places to show that certain exponential integrals are negligibly small in the absence of the stationary phase.
In case there is a single stationary phase point then the integral has an asymptotic expansion. A sharp version of this stationary phase method, which can be found in [4] , will be useful for our purpose. The estimates are in terms of parameters Θ f , Ω f ≫ (b − a) and Ω g , for which the derivatives satisfy
For the second assertion we will moreover require
Lemma 3. Suppose f and g are smooth real valued satisfying (11) for i = 2, 3 and j = 0, 1, 2. Suppose g(a) = g(b) = 0.
(1) Suppose
(2) Suppose f ′ changes sign from negative to positive at the unique point x 0 ∈ (a, b). Let κ = min{b − x 0 , x 0 − a}. Further suppose (11) holds for i = 4 and (12) holds. Then we have
Finally we recall the second derivative bound for exponential integrals in two variables. Let
where f and g are smooth real valued functions. First suppose g = 1, and we have positive parameters r 1 and r 2 such that in the rectangle [ 
and the implied constants are absolute. Then we have (see [14] )
To extend this result to smooth g with Supp(g) ⊂ (a, b) × (c, d), we apply integration by parts once in each variable. To state the result we define the total variation of g to be
Lemma 4. Suppose f , g, r 1 and r 2 are as above satisfying the condition (14). Then we have
with an absolute implied constant.
An integral. Let W be a smooth real valued function with Supp
where r ∈ R and s = σ + iβ ∈ R. In particular W † (r, 1) is the Fourier transform of W and W † (0, s) is the Mellin transform of W . The integral is of the form (10) with
The unique stationary point is given by
and we can write On the other hand if x 0 ∈ [a/2, 2b] then using the second statement of Lemma 3 (with Θ f = |β| and Ω f = Ω g = 1) we get
The error term can also be written as O(|r| −3/2 ), as x 0 ∈ [a/2, 2b] implies that |r| ≍ |β|. Note that for β > 0 we need to take conjugate so that the conditions of the lemma are satisfied. Also we note that the above asymptotic holds regardless the location of x 0 . For the following statement we take √ −1 = e πi/2 .
Lemma 5. Let W , r and s be as above. We have
where the implied constant depends on a, b and σ. We also have
3. Application of summation formula 3.1. Applying Poisson summation. For simplicity let us assume that t > 2. First we will apply the Poisson summation formula on the sum over m in (4), i.e.
Breaking the sum into congruence classes modulo q we get
Then applying Poisson we obtain
Making the change of variable (α + yq)/N → u and executing the resulting complete character sum we arrive at
The above integral, in the notation of Subsection 2.3 is
Recall that a ≍ N/K, and by our choice, see (5) 
Applying the second statement of Lemma 5 it follows that the contribution of the zero frequency m = 0 (which occurs only for q = 1 due to the condition (m, q) = 1) in (16) is negligibly small, and also the contribution of the tail |m| ≫ qt 1+ε /N is negligibly small. We only need to consider m with 1 ≤ |m| ≪ qt 1+ε /N , which in turn implies that we only need to focus on q which are in the range
Taking a dyadic subdivision we conclude the following.
Lemma 6. Suppose N and K satisfy (5), then we have
Here a = a Q (m, q) is the unique multiplicative inverse of m modulo q in the range (Q, q + Q].
3.2.
Applying Voronoi summation. Applying Lemma 8 we get
(Here V † is as defined in Subsection 2.3.) Using Stirling approximation we get that
where s = σ + iτ and σ ≥ −1/2. Also from the second statement of Lemma 5 we get that
Shifting the contour to σ = M (a large positive integer) and taking j = 3M + 3 we can make the integral in (20) arbitrarily small if n
For smaller values of n 2 1 n 2 we move the contour to σ = −1/2, and obtain
Here J is a collection of O(log t) many real numbers in the interval [ 
In short the collection W J is a smooth partition of unity. The precise definition of the function or the collection will not be required.
Lemma 7. Let N and K satisfy (5), and suppose N/t 1+ε ≪ C ≪ N/K. We have
and
In the next section we will analyse the integrals further.
Analysis of the integrals
The aim of this section is to prove Lemma 8 which gives a decomposition for I ⋆⋆ (q, m, τ ).
4.1.
Stationary phase analysis for V † and V ⋆ † . We apply the first statement of Lemma 5 to conclude that
The error term makes a contribution of size O t ε−3/2 towards I ⋆⋆ (q, m, τ ), and we get
for some constant c 1 , and an absolute implied constant.
Next we study the integral V † N x/aq, 1 2 − iτ + iKv using Lemma 5. If |τ − Kv| ≤ K 1/3 and x ≫ K ε−2/3 , then from the second statement of the lemma we get that the integral is negligibly small. For |τ − Kv| ≤ K 1/3 and x ≪ K ε−2/3 , the trivial bound O(1) is satisfactory for our purpose. On the other hand if |τ − Kv| > K 1/3 then using the first statement of Lemma 5 we get
Hence up to a constant I ⋆⋆ (q, m, τ ), is given by
Observe that the new error term absorbs the contribution of the earlier error term in (22). Now we can eliminate the restriction on the integral over v. Indeed in the complementary range the weight function is non-vanishing only for τ ≤ Kv and x ≪ K −2/3 (recall that a, q ≪ N/K). We get
So we conclude that
for some absolute constant c 2 .
4.2.
Integral over v. Now we will study the integral over v in (23). This term vanishes unless m < 0. For x < 1/K we bound the integral trivially. Indeed, in this case the weight function restricts the integral over v to a range of length N/K 2 aq. So estimating trivially we get
Let us now take x ∈ [1/K, 1]. Temporarily we set
We are multiplying by an extra √ t to balance the size of the function. Then
for j ≥ 2. The stationary phase is given by
In the support of the integral we have
Kaq N x j for j ≥ 2, and
for j ≥ 0. Moreover we can write
In the support of the integral we have 0
] then in the support of the integral we have
Applying the first statement of Lemma 3 with
we obtain the bound
On the other hand if v 0 ∈ [.5, 3] then treating the integral as a finite integral over the range [. 1, 4] and applying the second part of Lemma 3 it follows that
Notice that we have κ > .4. The bound from (25) and the error term of (26) together make a total contribution of size
. We arrive at this through explicit calculation (estimating the integral over x trivially) of all the six factors and using the lower bound on K from (5) to determine the dominating contribution. As a demonstration let us compute the contribution of the last term in (26). If
On the other hand if x > Kaq/N then Ω g = 1, and we get
We then plug in the other factors from (23), drop the condition that v 0 ∈ [.5, 3] (which is a restriction on the range of the x integral) and get aq tN
Similarly we can compute the contribution of the other terms. But it turns out, given the restriction (5) on K, that the other terms make a smaller contribution. Also the above term dominates the bound obtained in (24). We conclude that
The last inequality follows as C > N/t 1+ε and as we are assuming the lower bound (5) for K.
We have
for some absolute constant c 4 and
with B(C, τ ) as defined in (27).
Consequently from Lemma 7 we derive the following decomposition for S(N, C).
Lemma 9. We have
with J ℓ (q, m, τ ) as defined in Lemma 8.
Application of Cauchy and Poisson summation -I
In this section we will estimate
In this case we will not need any cancellation in the integral over τ .
Applying Cauchy inequality and Poisson summation.
Taking a dyadic segmentation, and using the bound |γ ± − 1 2 + iτ | ≪ 1, we get
(Recall that V ⋆ (x) = 1 for x ∈ [1, 2].) Next we apply Cauchy and Lemma 2, to get
For notational simplicity let us only consider S 2,+ (N, C, L, τ ). Opening the absolute square and interchanging the order of summations we arrive at following expression for
where, temporarily,
Breaking the sum moduloqq ′ we get
Applying Poisson summation we have
Making the change of variables n
The integral is arbitrarily small if
Lemma 10. The sum S 2,+ (N, C, L, τ ) is dominated by the sum
where B(C, τ ) is as given in Lemma 9 (and defined in (27)) and
We have already encountered the character sum C in [13] , where we have proved the following.
Lemma 11. We have C ≪qq ′ (q,q ′ , n 2 ).
Moreover for n 2 = 0 we get that C = 0 unlessq =q ′ , in which case we get
For sake of completeness we include the proof here. Let p be a prime,q = p j r andq ′ = p k r ′ with p ∤ rr ′ . The p-part of C is given by
Opening the Kloosterman sums we get
The last sum vanishes unless (p j , p k )|n 2 , and in this case we get that
The first part of the lemma follows. Notice that for n 2 = 0, the congruence has no solutions unless j = k, and we conclude the second statement of the lemma.
Bounding S 2 (N, C).
Let us first consider the contribution of the zero frequency n 2 = 0 in S 2,+ (N, C, L, τ ). This we will denote by S ♭ 2,+ (N, C, L, τ ). Applying the second statement of Lemma 11, and Lemma 10, we have
where the first term on the right hand side is the diagonal (i.e. m = m ′ ) contribution and the other term is the off-diagonal contribution. Since we are assuming that N > t, the diagonal term dominates and we get
Next consider the contribution of the non-zero frequencies n 2 = 0 in S 2,+ (N, C, L, τ ). This we will denote by S ♯ 2,+ (N, C, L, τ ). Using the first statement of Lemma 11 we have
Substituting the above bounds (and the similar bounds for S 2,− (N, C, L, τ )) in (29), we get
The second inequality follows from (28). Substituting this estimate in Lemma 9 and Lemma 6, we get that the contribution of S 2 (N, C) to S + (N ) is bounded by
Application of Cauchy and Poisson summation -II
It remains to estimate S 1,J (N.C). This is comparatively delicate as we need to get cancellation in the integral over τ for large J. For notational simplicity let us only consider the case of positive J with J ≫ t ε . The same analysis holds for negative J with −J ≫ t ε . For J of smaller size, the analysis is even simpler as there is no need to get cancellation in the τ integral.
6.1. Applying Cauchy inequality and Poisson summation. As before we take dyadic segmentation, but keep the integral over τ inside the absolute value to get
Applying Cauchy and Lemma 2, we conclude that
We will only consider S 1,J,+ (N, C, L). Opening the absolute square and interchanging the order of summations we arrive at
where (temporarily)
Breaking the sum moduloqq ′ and applying Poisson summation we get
where C is the same character sum that appears in Lemma 10, and the exponential integral V ⋆ † is as defined in Subsection 2.3. From the second statement of Lemma 5 we see that the integral is arbitrarily small if
Lemma 12. The sum S 1,J,+ (N, C, L) is dominated by the sum
where C is as in Lemma 10, and
We already have a satisfactory bound for the character sum C. We only need to estimate the exponential integral K. Using the explicit form of J 1 (q, m, τ ), as given in Lemma 8, we get
6.2. The integral K. Let us first consider the integral
which appears in Lemma 12. We study this in the light of Lemma 5. For n 2 = 0 the integral is arbitrarily small if |τ − τ ′ | ≫ t ε . So in this case we get K ≪ √ N t ε /K 3/2 Ct. Now suppose n 2 = 0. In the case |τ − τ ′ | < K 1/3 , we observe using the second statement of Lemma 5 that the integral is
So the total contribution of this part to K is bounded by (after trivial estimation of the integral over τ and
For |τ − τ ′ | ≥ K 1/3 , we apply the first statement of Lemma 5 to deduce
for some constant c 5 (which depends on the sign of n 2 ). The contribution of the error term towards K is bounded by
We also observe that in the leading term we can lift the condition |τ − τ ′ | ≥ K 1/3 , without affecting the magnitude of error. We set B ⋆ (C, 0) = √ N /K 3/2 Ct and for n 2 = 0
(the origin of the third term will become clear shortly) so that, for q = 0 (and C ≤ N/K) we have
Now we pull out the oscillation from the gamma factors using (9) . By Fourier inversion we write
We conclude that (for some constant c 6 depending on the sign of n 2 )
We will use Lemma 4 to analyse the double exponential integral over τ and τ ′ . Differentiating we get
Also by explicit computation we get . So from Lemma 4 we conclude that the double integral (over τ , τ ′ ) is bounded by O Jt −1+ε . Then integrating trivially over r using the rapid decay of the Fourier transform we get that the total contribution of the leading term in (34) to K is bounded by
This term gives rise to the third term of B ⋆ (C, n 2 ) in (32), and we get the following.
Lemma 13. We have K ≪ B ⋆ (C, n 2 )t ε where B ⋆ (C, n 2 ) is given by (32). where the first term on the right hand side is the diagonal (i.e. m = m ′ ) contribution and the other term is the off-diagonal contribution. Since we are assuming that N > t, the diagonal term dominates and we get
(Recall that C > N/t 1+ε .)
Next consider the contribution of the non-zero frequencies n 2 = 0 in S 1,J,+ (N, C, L). This we will denote by S 
Substituting the above bounds (and the similar bounds for S 1,J,− (N, C, L)) in (31) we get (Note that (5) implies that K > N 1/6 .) The same bound holds for all values of J. Since there are O(log t) many J we can sum over them without worsening the bound, and so the same bound holds for S 1 (N, C) := J S 1,J (N, C). Substituting this estimate in Lemma 6 we get that the contribution of S 1 (N, C) to S + (N ) is bounded by Next we combine the bounds from (30) and (35) to get a bound for S + (N ). But observe that the first term of (30) dominates the first term of (35) as K > t 6/5 /N 3/5 (see (5)), also the second term of (35) clearly dominates the second term of (30). So we conclude that
K 5/12 . Hence the optimal choice for K is given by
We see that this choice satisfies the imposed condition (5) on K if N > t 11/8 , and the above bound boils down to
This completes the proof of the Proposition 1.
