ABSTRACT The accuracy of cooperative localization degrades significantly in the non-line-of-sight (NLOS) environments. In addition, the computational complexity of the localization problem often increases dramatically as the scale of a wireless sensor network (WSN) grows. To address these challenges, we propose a distributed NLOS cooperative localization algorithm. First, we propose a new multiplicative model based on the physical mechanism of the NLOS propagation and relax the proposed non-convex model into its convex envelope. This model has a powerful capability to mitigate the NLOS impact and remarkable robustness in changing environments. Second, we design a redundant formulation to decompose the convex problem into numerous sub-problems and then develop an efficient distributed algorithm, which enables each sensor node to locally solve each sub-problem in a parallel way, to decrease the computational complexity. The theoretical analysis and simulations show that the proposed algorithm is superior to the existing methods in both processing speed and localization accuracy.
I. INTRODUCTION
In recent years, wireless sensor networks (WSN) have raised considerable importance in numerous industrial applications, including environment surveillance [1] , target tracking [2] , [3] , indoor monitoring [4] , [5] , intelligent housing system [6] , network navigation [7] and other sensing tasks [8] . Localization is one of the main components of WSNs [9] . Due to the fact that, in some occasions, such as indoor places and dense urban areas, sensor networks can not access GPS systems, cooperative localization is extensively studied [10] . Until now, many localization techniques have been developed rapidly, such as those with estimation of direction of arrival (DOA) [11] , receive signal strength indicator (RSSI) [12] , and time of arrival (TOA) [13] , [14] . Among those different cooperative localization techniques, estimating locations of sensor nodes based on pair-wise range measurements is widely studied and regarded as a key technology in most of the aforementioned fields.
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From the engineering perspective, increasing efforts are spent on two main challenges. One is designing an efficient distributed algorithm that can be embedded in the large scale WSNs which have limitations on computation capability of sensor nodes. With the increasing requirements for network size and processing speed, it is urgent to develop localization algorithms which are scalable, fast and parsimonious (in the cost of communication and computation). Another challenge is establishing a suitable model for the situations where some of the range measurements are Non-Line-of-Sight (NLOS). When the WSN is arranged in a dense environment, such as the indoor place and the urban area, range measurements would be badly contaminated by NLOS connections, which would result in a dramatic decrease of localization accuracy.
In this paper, we propose a method to simultaneously solve the above two problems. We design a model for the situations where no prior information about NLOS connections is available, and then develop a distributed algorithm to handle this model. Before introducing main contributions of this paper, we list some important works in this filed.
Cooperative localization techniques can be divided into two categories: Line-of-sight (LOS) localization, which works in open or clear environments, and non-line-of-sight (NLOS) localization, which is mainly designed for urban or indoor environments. Generally, NLOS localization problems are more difficult than LOS problems because NLOS environments are more complicated and uncertain. As a result, the research achievements of LOS localization are more abundant than that of NLOS localization.
Firstly, we briefly introduce some representative works in LOS localization. As is well known, the cooperative localization problem is non-convex with a high dimension. There have been many significant researches on this problem [9] , [15] , [16] . A popular approach is using relaxation techniques to transform the non-convex problem into a convex programming. For example, semidefinite programming (SDP) methods [17] - [20] are widely used in this field because of their excellent performance. The work in [21] further analyzes theoretical properties of SDP models. In addition, second-order cone programming (SOCP) methods [22] , [23] are also popular in solving non-convex localization problems owning to that SOCP has lower complexity than SDP. Except for these classical convex programming methods, Euclidean distance matrix (EDM) method [24] and projection relaxations method [25] , [26] also obtain outstanding performance in LOS cooperative localization. However, the computational complexity of these centralized optimization methods is considerable high, especially for large-scale WSNs. To reduce computational complexity, many distributed algorithms are gradually applied in LOS cooperative localization [27] - [29] . Among all of these distributed algorithms, the approaches based on the alternating direction method of multipliers (ADMM) [30] , which provides an excellent framework that makes the large-scale problems solved in a decomposed or decentralized way, obtain the most outstanding performance [31] - [33] .
Above aforementioned methods are all designed for LOS localization. However, researches on NLOS localization are not as abundant as those on LOS localization because the localization problems in NLOS environments are more complicated and intractable. NLOS environments often results in that range measurements of some paths are much larger than the true distance. If these measurement errors are not considered, the localization accuracy would degrade drastically. Therefore, those aforementioned methods and models designed for LOS localization cannot be applied in NLOS environments. To alleviate NLOS impact, there have been two kinds of approaches [14] .
The first distinguishes the NLOS connections from LOS connections according to the prior information, and then solves the localization problem via conventional algorithms [5] , [34] - [37] . For example, the work in [38] proposes a linear programming (LP) method to incorporate NLOS range information into location estimations. The authors in [39] propose a SDP model with NLOS identification and authors of [40] propose a parallel projection method based on available prior knowledge about NLOS conditions. However, in most situations, it is difficult to accurately identify NLOS connections, especially when the proportion of NLOS connections grows considerably high. In addition, to guarantee the accuracy, the error rate of identification cannot be too large, because that the large rate of misidentification would significantly degrade the accuracy of localization [14] . As a result, the second kind of approach, which modifies the models to alleviate NLOS impacts without any prior information about NLOS connections [4] , is proposed for more practical situations. Because that our method in this paper is in the second categories, we mainly analyze the representative works as follow. The authors in [41] propose three modified models for three different scenarios. The models are solved via standard SDP relaxations. In [42] , the authors propose a SDP method by introducing the NLOS bias parameters. The authors in [43] propose an EDM method according to the model of [42] , and solves it in a 3-block ADMM. However, the implementation of [43] is not parallel or asynchronous at each node, which means the scale of the problem is not decomposed. In [44] , the authors propose a distributed gradient descent method based on the Huber function of [45] for NLOS localization, but it does not provide the theoretical proof of convergence properties.
Up to now, there are still two main obstacles in NLOS localization which urgently need to be addressed: (1) Most of the optimization algorithms designed for NLOS localization have greatly high computational complexity, which makes the implementation of NLOS localization technique in large-scale WSNs intractable or even impossible; (2) Most existing methods ignore the robustness, which leads to that the accuracy dramatically degrades when WSNs are assembled in changing environments or in moving platforms. Our method aims at solving these problems. In this paper, we try to propose an algorithm which has low computational complexity, strong robustness and high accuracy. Actually, the theoretical analysis and simulation results prove that our algorithm has all of these merits.
Contributions. In this paper, we propose a distributed NLOS localization method based on a novel multiplicative model. (1) . The proposed convex model has remarkable capability in NLOS mitigation, as well as remarkable robustness in changing environments. Firstly, we design a new multiplicative model to formulate the NLOS localization problem. This model does not depend on any assumptions of statistical model and has an outstanding robustness because the model is derived from the physical mechanism of NLOS propagation. Secondly, we relax the multiplicative formulation into a convex problem via projection relaxation, and analyze the optimality gap between the original problem and the convex counterpart. The theoretical analysis indicates that the relaxed problem is approximate to the convex envelope of the original non-convex problem. This means that the estimation result provides a superior vicinity point to the optimal solution.
(2). The proposed distributed algorithm drastically decreases the computational complexity compared with existing methods. The proposed convex problem is undecomposable, which leads to a large problem size and a heavy computational burden. To reduce the problem size and to design a truly parallel algorithm, we re-build the convex model into a redundant formulation. Owing to this formulation, the large-scale convex problem can be decomposed into numerous small-scale sub-problems, which can be independently presented with local variables. Then, we develop a low-complexity distributed method to handle all of these sub-problems in a parallel way. Compared with other stateof-art methods, the proposed distributed method has a much lighter processing effort. (3) . We further propose an algorithm to solve these untypically convex sub-problems in the distributed framework. Traditional optimization algorithms is unable to solve these sub-problems because they are not quadratic differentiable. To tackle this obstacle, we extract the proximal gradients of the objective functions. Then, we derive an iterative method to obtain the solution of the sub-problems according to these proximal gradients, which can further accelerate the convergence speed.
Organization. The paper is organized as follow. Section II formulates the NLOS localization problem, the corresponding modified model and convex relaxation. Section III presents how the proposed model is implemented. Section IV discusses some important properties of the proposed method. Numerical simulations and comparisons are displayed in Section V.
Notation. We present here some notational conventions that are used throughout this paper. Lower case bold italic letters denote vectors, upper case bold italic letters denote matrices, and upper case roman letters denote sets. R d denotes the Euclidean space of dimension d. I k represents an identity matrix of order k. e k ∈ R m is the kth unite vector in R m , where m is the dimension of e k . Superscripts (·) T , (·) −1 and (·) † denote the transpose, inverse and pseudo-inverse, respectively. ⊗ is Kronecker product. |x| denotes the magnitude of a scalar x. x p denotes the l p norm of a vector x.
II. PROBLEM FORMULATION A. BACKGROUND
The model of range-based cooperative localization is described as follow. Consider a wireless sensor network of
. There are N source nodes whose locations x 1 , x 2 , . . . , x N ∈ R d are unknown, and M anchors whose locations x N +1 , x N +2 , . . . , x N +M ∈ R d are known. The labels of source nodes and anchors are respectively collected in the set S = {1, 2, . . . , N } and set A = {N + 1, N + 2, . . . , N + M }. We use d i,j to denote the true distance and r i,j to denote the range measurement between the ith source node and the jth source node (or anchor). The true distances are
(1) In general, the communication distance has a threshold r µ . We use N i = {j|r i,j ≤ r µ , ∀j ∈ S}, i = 1, . . . , N + M to denote the neighbor set of node i, andN i to denote the cardinal number of set N i . We use X to denote the set of pair-wise source nodes if the range measurement r i,j between the ith and jth source nodes can be obtained, i.e., X = {(i, j)|r i,j ≤ r µ , ∀i, j ∈ S}. Similarly, we use Y to denote the set of pair-wise nodes if the range measurement r i,k between ith source node and kth anchor can be obtained, i.e., Y =
If we take the impact of NLOS connections into consideration, the noisy range measurements are divided into two sets as
where n i,j is the additive noise following a zero-mean Gaussian distribution with a variance σ 2 i,j , and ε i,j is the error of NLOS measurement which is exponentially distributed with a parameter α i,j = α NLOS , depending on the propagation environments. This exponential distributed model of NLOS errors, which has been proven via numerous experiments in [46] - [50] , is one of the most common statistic model applied for NLOS localization.
In this paper, our method is designed for the scenarios where no information of NLOS error is available. This means we do not known which paths are NLOS and what the statistic distribution of NLOS errors is. Hence, we assume that all range measurements are in NLOS connections, i.e.,
Here, the elements ε i,j ≥ 0 possess sparse feature.
B. PROBLEM STATEMENT
If we extract d i,j and introduce a new coefficient e i,j (namely expansion coefficient) to (3), the range measurement model is modified as
Here, e i,j = 1+ε i,j /d i,j ≥ 1. This model can also be explained in a physical view. The physical structure of NLOS connections is shown in Fig.1 . More specifically, when there is an obstacle between two nodes x i and x j , the communication signal would arrive at x j after being reflected by another object o i,j . Therefore, as is shown in Fig.1 , we can find that any NLOS connection VOLUME 7, 2019 between two sensor nodes can be equivalent to a collinear propagation path through a virtual point o i,j . In another word, we can always find a virtual collinear point o i,j to guarantee that the propagation path
Here, θ i,j ≥ 0 is the collinear parameter. Hence, the model (4) can be further modified aŝ
wherer i,j = β i,j r i,j is the shrunken range measurement, and ν i,j is an additive noise term. We define β i,j = 1/e i,j ≤ 1 as the shrinkage parameter. Thus, the NLOS cooperative localization problem is to find
Here, γ > 0 is a regularization parameter, 1 is a vector of which all elements equal to 1, and
Actually, because not all nodes can connect with each other, some elements of β should equal to 1, i.e.,
In problem (7), we only care about the pair-wise nodes that can connect with each other and the regularization term would automatically constrain the elements β i,j , ∀(i, j) / ∈ X ∪ Y to 1 during the optimal process. On the other hand, given that not all connections belong to the NLOS propagation, we try to encourage the sparse recovery of β by adding a l 0 norm in the objective function. Obviously, the problem (7) is non-convex and difficult to solve.
Our model (7) has two merits: Firstly, it has a remarkable robustness. Some mitigation methods [42] , [43] introduce the additive parameters to reduce false information of range measurements. One of the drawbacks is that the additive parameters can only modify the range measurements a little bit when the NLOS error is large, because that the additive parameters are generally constrained by a regularization term. If the NLOS error varies drastically, the modification brought by additive parameters will be limited. However, our model does not have this disadvantage because of the multiplicative feature. In our model, we introduce shrinkage parameters β i,j and multiply β i,j by r i,j to modify false information, which plays an important role in robustness. We can see in (7) that the shrinkage parameters β i,j are constrained in 0, 1 . This interval 0, 1 contains all possible value of NLOS error, no matter how drastically it varies. Secondly, it brings the probability to develop tight relaxation technique. We will show the details about the proposed convex relaxation in the next subsection.
C. CONVEX RELAXATION
To obtain the convex relaxation of (7), several steps are needed. First of all, we re-formulate the optimization problem. According to Schwartz inequality, the fundamental block of problem (7) f
can be rewritten in the form of squared projection distance
Here, dist 2 (x, B) represents the squared distance of point x to the set B = { y; β | y 2 = βr}. The detailed proof demonstrates as follow:
Thus, the problem (7) can be rewritten in a simpler form as
where the sets B i,j are conical surfaces consisting of range measurements r i,j
A feasible approach to solve the problem (11) is to propose a convex relaxation. Non-convexity of (11) is from two aspects: non-convex sets B i,j and the l 0 norm term. For the first part, an intuitive relaxation is to replace the sets B i,j with their convex envelopes:
Then, the fundamental block of problem (11) is relaxed intõ
For the second part, a widely adopted approach is to replace the β − 1 0 term by the l 1 norm β − 1 1 .
Therefore, we obtain the corresponding convex problem
III. DISTRIBUTED ALGORITHM (13) is a large-scale convex problem and its problem size would increase rapidly with the number of sensors growing. If we directly solve it in the centralized framework, it would bring a heavy burden to processing speed of the central node.
To solve this, we approach (13) in an efficient distributed way. We design a redundant framework to restructure the problem formulation and demonstrate how the proposed convex relaxation can be handled in a parallel way via the ADMM.
A. REDUNDANT FRAMEWORK
Obviously, problems (7), (11) and (13) cannot be directly put in the framework of distributed parallel algorithm because the objective function is undecomposable. Hence, we intro-
T , and re-formulate the convex problem (13) . The new local variables of z and b has the form of
Here, the local variable z i consists of the first component 
Then, problem (13) is equivalent to
wherex i andβ i are the linear function of x and β, respectively. We put the variables x i together as
. Now, the objective function is decomposed into N + M sub-functions for each node. We define the sub-function as
and then further collect z i and b i together as the local variablê
, x and β together as the global variablex = x β . The problem (15) can be rewritten in a simpler form as
Here, the linear space R z and the convex set R β are, respectively,
and the matrix A i consists of two block matrices A 1i and A 2i , as the form of
The matrix
indicates the linear transformation between z i and x, consisting of a series of unit vectors.
where e i and e l are ith and lth unit vectors in R N +M , I d is an identity matrix of order d, and ⊗ is Kronecker product. The matrix A 2i is used for extracting the ith components of β, which has the form as
B. PROPOSED DISTRIBUTED APPROACH
Problem (13), (15) and (17) are all equivalent, but problem (17) is more suitable for distributed ADMM. As we can see, the objective function is rewritten as the sum of local sub-functions with independent local variables. If the constraints can be decomposed by the same way, we can derive the distributed parallel algorithm via ADMM. By grouping together all local variables, namely,ẑ
where
, and the space R z can be decomposed into the Cartesian product of sub-spaces
To handle problem (21) via ADMM, the first step is to define the augmented Lagrangian of problem (21) as
where λ = [λ i ] ∀i∈S∪A is a vector consisting of dual variables and c is a given penalty parameter. Then, the ADMM to solve (21) consists of the iterations:
The first part of (23) is carried out via parallel convex programmings. The z i −updates can be implemented independently at each node, i.e., for i ∈ A ∪ S:
whereλ i = λ i /c is the scaled dual variable. To exploit the convexity of (24), we further derive theẑ i -updates as follow
where t i is a slack variable to replace the quadratic term in the objective function. Compared with (13) , (25) is a much smaller convex problem with the size of (
The second part of (23) is to solve a quadratic programming of x and β, corresponding to the action
This can be further decomposed into two problems:
(27a) 
where l denotes the set
. . ,N i + 1}, and k l is the number of local variable entries corresponding to the global components x l .
Problem (27b) involves projecting the solution of the quadratic program on the set R β . This corresponds to the action
Here, P R β denotes the projector on R β , A 2 is the shorthand notation for [A 21 ;
then the solution of (29) is
where [·] 1+ is defined as
Actually, the global variable β is easy to be obtained because the linear relation between β and b i is quite simple, i.e.,
The detailed approach for implementing the proposed parallel algorithm is summarized in Table 1 .
C. SOLUTIONS FOR SUB-PROBLEMS
By observing Section III-B, we can conclude that the original large-scale problem is decomposed into N + M small-scale sub-problems and these sub-problems can be solved in a parallel way. However, ADMM only provides a framework about how to solve the problem in a distributed way. The concrete method depends on the approach of solving the sub-problems. Hence, the computational complexity mainly depends on the sub-updates forẑ i . It is worth pointing out that the sub-problems (25) are not typically convex like SDP and SOCP. In addition, F i (ẑ i ) in (24) is non-quadratic differential. Some classical algorithms, such as interior point algorithm and Newton algorithm, may be less appropriate to solve these sub-problems. The reason is that the Hessians information of the objective functions are difficult to extract. Hence, we approach (24) via accelerated proximal gradient method, which is well-suited to non-smooth convex problem.
First, we need to prove the Lipschitz continuity to satisfy the requirements of accelerated proximal gradient method. (24) can be rewritten in a simpler form as
Here, we define the function h i (ẑ i ) as 
And the function F i (ẑ i ) is rewritten as
where C i is Cartesian product of the cones C i,l , ∀l ∈ N i . The matrix H i has the form of
The function F i (ẑ i ) is closed, convex and non-quadratic differentiable. The function h i (ẑ i ) is convex and differentiable. The gradient of
. Hence, the Lipschitz continuity is proved as follow, for ∀a, b ∈
where k c ≥ c is a constant and L h i is the Lipschitz constant.
Then, we begin to derive the details of accelerated proximal method for (24) . Considering the structure of the WSN, theẑ iupdates are divided into two situations: i is a source node or i is an anchor node.
For source nodes, i.e., i ∈ S, the sub-problem (34) becomes an unconstrained optimization problem:
If we write F i (ẑ i ) in a separable sum as
the proximal operator of F i (z i , b i ) has the form of
Here,
According to [51] , we can obtain the proximal gradient of ϕ i (z i ) and ψ i (b i ), respectively.
is the pseudo-inverse of the matrix H i , P C i (H i u i ) is the projection of point H i u i on the convex project C i , and µ represents the step size. In the iteration updates, we use fixed step size µ = 1/L h i .
Hence, the iteration details of accelerated proximal gradient for the source nodes are presented as follow:
1. Choose ξ
Repeat step 2 to step 4 until the stopping criterion is satisfied;
6. Outputẑ
i . For anchors, i.e., i ∈ A, the sub-problem becomes an equality constrained problem:
where x i is the location of the anchor i, and the matrix
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The equality optimization problem can be transformed into an unconstrained problem via a simple substitution:
T is a particular solution of the equality constraint, the matrix Q i has the form of
Here, 0 is a zero matrix with dimension d ×(d +1)N i , I (d+1)N i is an identity matrix with order (d + 1)N i .
Then, (44) is turned into an unconstrained problem as:
Via this variable substitution, we can derive the iterations of proximal gradient method for anchors in a similar way to that for source nodes.
IV. THEORETICAL ANALYSIS
In this section, we address several key issues of the proposed parallel algorithm. Section IV-A analyzes the convex properties of the proposed modified model. Section IV-B discusses the convergence properties of the parallel algorithm. Section IV-C analyzes the computational complexity of the proposed parallel algorithm.
A. QUALITY OF THE MODIFIED MODEL
An important question regarding DPM_MM algorithm and the corresponding convex model is whether they can provide a good solution for the original problem. In this section, we discuss the optimality gap between the approximate optimum and the original one.
We can note that the objective function of (13) has two parts, but we only study the convexity of the first part, i.e., F C (x, β) =
we rewrite the projection distance in a more intuitive way.
It is worth noting thatf (x i − x j , β i,j ) has a similar form with f (x i − x j , β i,j ), only except thatf (x i − x j , β i,j ) turns into 0 when x i − x j 2 < β i,j r i,j . Let (x , β ) be the optimal value of the problem (13), and F C (x , β ) = F C be the minimum of function F C . Denote the first part of the original problem (7) as F B (x, β) =
and the minimum value as F B . Therefore, we can formulate the bound for the optimality gap as
As is shown in (48) , the optimality gap depends on the size of the convex cone set C . To further exploit the relation between F C (x) and F B (x), we show a simple case where the network consists of one source node at x = 3 and two anchors at a 1 = 1, a 2 = 5. In this case, we add an NLOS error ε 1,2 = 1 in the path between x and a 2 . Fig.2(a) -(b) respectively show the contour curves of F B (x) and F C (x). In Fig.2(a) , we can see that the non-convex formulation F B (x) has a unique minimum point which is close to the solution x = 3, β 1,2 = 0.67, but it has local minimum regions and two ridge lines at anchor points. The convex counterpart F C (x) (see Fig.2(b) ) has a larger minimum region, which corresponds to the convex set C . In Fig.2(b) , the minimum region is slightly distorted because of the convex relaxation, but it includes the same minimum point of Fig.2(a) and avoids all local minimum regions. Hence, the proposed convex method can provide a minimum which is very close to the optimal solution of the original non-convex problem. To further improve the localization accuracy, we can use this minimum as the initial point and so that we can switch to solving the original non-convex problem. Fig.2(c) compares the two-dimensional curves of the convex formulation and the original one. They are the slice curves of F C (x) and F B (x) at β = 0.9. In Fig.2(c) , it is more explicit that the slice curve of F C (x) is approximate to a convex envelope of the slice curve of F B (x). It means that our method provides a tight convex relaxation.
B. CONVERGENCE ANALYSIS
For the convex problem, the saddle point (ẑ ,x , λ ) of L exists when the following Karush-Kuhn-Tucker(KKT) conditions are satisfied [30] .
With the guarantee of KKT condition, we now analyze the convergence rate of DPM_MM algorithm. Reference [30] has proven that if objective function is closed, proper, convex and the augmented Lagrange function has saddle points, the primal residual converges to zero and the objective function converges to optimal value. In this paper, the primal residual r t+1 and dual residual s t+1 are
The primal residual and dual residual decide the stopping criterion of the iterations.
In (25), the objective function F i (ẑ i ) is proven to be convex, R z and R β are closed. Then the following proposition holds.
Proposition: Letz,x be the iteration averages ofẑ t ,x t , i.e.,
Let (ẑ ,x , λ ) be the saddle point of (22) . DPM_MM algorithm has objective convergence and converges at the rate of
where K > 0 is a constant depending on choice of the initial points. Proof: Two key inequalities can prove the above proposition. First, the following inequality proves the objective convergence of DPM_MM algorithm [30] :
Because that r t+1 → 0, s t+1 → 0 as t → ∞ and that A(x t+1 −x ) is bounded, the right sides in inequality (53a) and (53b) both converge to zero. Hence, we get lim
Second, the convergence rate can be computed according to the following inequality [52] :
where w = (ẑ T ,x T , λ T ) T , w 0 is the initial point of DPM_MM algorithm, and H is a block-diagonal matrix as
Here, I n(ẑ) and I n(λ) are identity matrices with order n(ẑ) and n(λ), which are the dimensionality ofẑ and λ, respectively. The requirement on ρ is ρ > c. Thus, the term (w − w 0 ) T H(w − w 0 ) can be expressed as
C. COMPUTATIONAL COMPLEXITY ANALYSIS
From a global view, our method is implemented in a centralized-distributed-centralized way: first, the global convex model of the WSN is established; second, the mapping relations between global variables and local variables are build, and the global problem are decomposed into N + M sub-problems via the redundant formulation and ADMM framework; then, global variables are spread into each sub-problems and all sub-problems are solved in a parallel way; after that, the solutions are broadcast to their neighbors and the new global variables are computed; finally, this loop is repeated until the stopping criterion is satisfied.
According to the above implementation process, the computational complexity mainly relies on the size of sub-problems and the algorithm ofẑ i -updates. In this paper, the sub-problems decomposed from the original model are not typical convex problems. We use the accelerated proximal gradient method to solve it. According to the iteration steps showed in Section III-C, we find that the complexity of sub-updates mainly depends on H † i and P C i (H i u i ) . The pseudo-inverse of the matrix H i can be previously computed VOLUME 7, 2019 because it is fixed at each iteration. The projection
flops. Hence, considering the multiplications and additions of matrices, the sub-updates yields a computational complexity of O(d 3 + (dN i ) 2 ). To show the properties more clearly, we compare the computational complexity of DPM_MM with other algorithms: 1) SDPH, namely SDPH method of [41] implemented in the centralized framework. The method uses heuristic estimation of range bounds and relaxes the original non-convex formulation into SDP problem.
2) SDP, namely SDP method proposed by [42] . The authors introduce the modified variables c i,j in the convex formulation and implement it in the centralized framework.
3) ADMM_SF, namely simple and fast algorithm of [32] implemented via ADMM. 4) EDM, namely EDM method proposed by [43] . The authors propose an EDM model based on the SDP model of [42] and implement it in a 3-block ADMM framework. 5) DPM_MM, namely the proposed distributed parallel method based on the modified multiplicative model in this paper. Table 2 presents the analytical comparison in computational complexity of the four algorithms. Here, N c represents the connective number of pair nodes (i, j) ∈ Z S ∪ Z A . In general, because of the limitation of communication distances, the number of neighbors is much less than the number of sensors and the connective number, i.e.,N i N ,N i N c . Therefore, the comparison results in Table 2 demonstrates that DPM_MM algorithm performs superior in computational complexity, especially in the case of large-scale networks. The table indicates that DPM_MM algorithm has better adaptability for the unknown environments, which would be displayed in the next section.
V. NUMERICAL SIMULATIONS
In this section, we report several numerical simulations for both the formulation (13) and the proposed distributed algorithm. DPM_MM algorithm is designed for the tough scenarios, which is reflected in two aspects: 1) the NLOS connections are unidentified; 2) the environment is so severe that most of connections are NLOS. We present this section to support the idea that the proposed modified model and the distributed framework have remarkable performance in localization accuracy and computational efficiency. In addition, we display the numerical properties of the proposed algorithm under various conditions. We consider a 2-dimensional localization problem in a N + M = 50 sensor network. The network consists of N = 40 source nodes which are randomly distributed in a 2-dimensional square of size 100m×100m, and M = 10 anchors which are uniformly distributed on the perimeter of the square. The threshold of range measurements is set to r µ = 30m. We assume that the additive Gaussian noise has the same standard deviation σ i,j = σ n . Then, we test the algorithm performance in two environments where variances of noise are σ 2 n = 0.1 × 100 and σ 2 n = 0.01 × 100, respectively. The NLOS errors ε i,j are generated from an exponential distribution with the parameters α NLOS = 3, 4, 5, respectively. To depict the severe NLOS environments, the NLOS connection probabilities are set to P NLOS = 95% (high level) and P NLOS = 25% (moderate level). We set the regularization parameter γ = 10 −3 /N 2 , which is the optimal value according to the L-curve method and can be fixed in other different environments.
In order to provide a complete insight on DPM_MM algorithm, we choose three aforementioned state-of-the-art methods for comparison.
The accuracy of the algorithms is measured by Cumulative Distribution Function (CDF) of localization error and the Root Mean Squared Error (RMSE). The convergence of the distributed algorithms is measured by the value of sub-functions (FVAL). RMSE and FVAL are defined as:
where p i is the true position of node i.
A. COMPARISON OF ACCURACY
To study the performance of the proposed modified model and convex relaxation, we compare (13) with four state-ofthe-art methods in term of CDF of the localization error.
In this subsection, we respectively implement the simulations in different scenarios where P NLOS = 95% and 25%. As is shown in Fig.3(a) , the CDF of ADMM_SF is closest to the uniform distribution, which demonstrates that ADMM_SF has the worst performance among all these algorithms in the P NLOS = 95% environment. The reason is that the model of ADMM_SF does not take any NLOS mitigation techniques. When the environment is badly contaminated by NLOS errors, range measurements can not be directly employed as the metric tools for distances. DPM_MM has much better performance than other NLOS algorithms. Especially at the points around localization error 2m, the CDF of DPM_MM improves up to 30%. In Fig.4(a) , we compare the CDF of above four algorithms in a moderate NLOS level. From Fig.3(a) and Fig.4(a) , we can see that, compared with other algorithms, the performance of DPM_MM keeps stable and the accuracy is always the highest even when the proportion of NLOS connections changes dramatically. Fig.3(b) and Fig.4(b) display the localization results of DPM_MM algorithm, which also indicate that lower NLOS probability leads to a higher localization accuracy. Three aspects can explain the reason why DPM_MM has a remarkable performance even in the severe scenario: 1) the multiplicative model makes the utmost of physical mechanism of NLOS propagation, which guarantees that the shrinkage coefficients in a fixed range 0, 1 can modify NLOS error efficiently, even though the environment is complicated and changeable; 2) we use a tight relaxation, which is approximate to the convex envelope of the original problem and can provide a closer vicinity of the minimum point; 3) L 1 norm regularization encourages the similar sparse feature of shrinkage coefficients β i,j .
B. PERFORMANCE ANALYSIS IN DIFFERENT ENVIRONMENTS
In order to test the performance of DPM_MM in different environments and analyze its convergence property, we present the simulation results of RMSE and FVAL. There is little authoritative literature recording the distributed parallel algorithms for NLOS cooperative localization at present. Also, aforementioned algorithms for NLOS localization works in centralized frameworks. As a result, we show the convergence property only for DPM_MM algorithm.
1) PERFORMANCE IN DIFFERENT NOISE LEVELS
In this scenario, we study the performance of DPM_MM by varying the noise level. The algorithm is implemented in the distributed framework according to table 1. We fix the number of source nodes and anchors as N = 40, M = 10 and the mean parameter of NLOS error as α NLOS = 3. The probability of NLOS connection is set to P NLOS = 95%. In Fig.6(a) and Fig.6(b) , we present the convergence result of DPM_MM algorithm with two different noise levels. To compare the localization accuracy, we also present the accuracy of the SDP algorithm, which is implemented in centralized framework, as a reference in Fig.6(a) . As is shown in Fig.6 , DPM_MM has a fast convergence rate and stable convergence performance. The processing effort depends on the local minimization (24) and the size of the neighbor N i . We can conclude that parallel ADMM moves much faster towards the minimum point than centralized approach, because that the large-scale problem is decomposed into N + M small-scale sub-problems and that these sub-problems are solved in a parallel way. Fig.6 (a) also demonstrates that DPM_MM algorithm has higher localization accuracy than the SDP approach.
To further verify the stability and efficiency of DPM_MM in large-scale networks, we implement DPM_MM in a N = 200 network with σ 2 n = 0.01 × 100 and σ 2 n = 0.1 × 100. The simulation results are shown in Fig.7 , from which we can see that the accuracy maintains high, even though the convergence speed is a little bit slower than that in the N = 40 network. The reason of the slower convergence speed is that the number of neighbor nodesN i rises as the density of nodes increases. However, the computational complexity of DPM_MM remains lower than that of centralized paradigms becauseN i grows much slower than N .
2) PERFORMANCE IN DIFFERENT NLOS DISTRIBUTIONS
In this scenario, we study the stability of DPM_MM in different NLOS environments. We compare the convergence curves in three environments where α NLOS = 3, 4, 5, respectively. The probability of NLOS connections is set to 95%. We fix the number of sensor nodes as N = 40, M = 10 and the noise level as σ 2 n = 0.01 × 100. From Fig.7 , we can see that the NLOS distribution would slightly influence the localization accuracy of DPM_MM, but the stability and the convergence rate remain in a steady level. In addition, the localization accuracy of DPM_MM is still higher than SDP in different NLOS distributions.
3) PERFORMANCE IN LOS ENVIRONMENTS
In this scenario, we test the performance of DPM_MM in the LOS environment. We compare our algorithm with the ADMM_SF algorithm in the same simulation environment according to [32] . There are 40 source nodes and 10 anchors. Source nodes are randomly distributed in a square region [−0.5, 0.5] × [−0.5, 0.5]. Anchors are uniformly located in the perimeter of the square as is shown in Fig.8(b) . The threshold of range measurement is set to 0.3m. Noisy range measurements are generated with variance σ 2 n = 0.01. To approach the Cramer-Rao lower bound(CRLB) of localization in the LOS environment [9] , we first use the iteration results of DPM_MM as the initial point of the original non-convex problem (11) and then implement it in the same framework proposed in this paper. We name this method as Hybrid DPM_MM. Fig.8(a) depicts the convergence speed and localization accuracy of Hybrid DPM_MM and ADMM_SF. The result of the Fig.8(a) confirms that our algorithm is also suitable for LOS environments. In Fig8, it is worth noting that the localization accuracy of Hybrid DPM_MM is higher than ADMM_SF and Hybrid DPM_MM has a good convergence performance. A reasonable explain is given as follow. In LOS environment, the range measurements is only disturbed by noise, so the shrinkage coefficients may level off to the constant 1. Therefore, the convex cones of the multiplicative modified model transforms into the spheres. The simulation results imply that DPM_MM algorithm has an outstanding performance when we cannot tell whether the localization environments are LOS or NLOS.
VI. CONCLUSION
In this paper, we propose a distributed cooperative localization algorithm (DPM_MM) for NLOS environments, which is implemented in a parallel way and can be applied without any prior NLOS information. We have made the detailed theoretical analysis on the convex feature of the multiplicative model, as well as the convergence speed and the computational complexity of DPM_MM. The convex model provides a good minimum in the vicinity of the optimal solution, although the convex relaxation distorts the minimum region of the original problem to some extent. The convergence speed of DPM_MM is stable at O(1/t) in different environments. The computational complexity of DPM_MM drastically decreases because it only depends onN i rather than N . In summary, the theoretical analysis and simulation experiments both verify that DPM_MM has higher accuracy and lighter processing burden than other state-of-art algorithms. In addition, the simulation results also demonstrate that DPM_MM can be applied to more practical cases when we can not determine whether the environment is LOS or NLOS.
In future plans, we are going to further study how the penalty parameters influence the iteration processing, and establish the modified ADMM to improve the convergence in practice. In addition, we are interested in finding better convex relaxation of the NLOS localization model and trying to apply the distributed method in the mobile sensor networks.
